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Abstract: The imaging issue of a rotating maneuvering target with a large angle and a high translational speed has been a challenging problem in the area of inverse synthetic aperture radar (ISAR) autofocus imaging, in particular when the target has both radial and angular accelerations. In this paper, on the basis of the phase retrieval algorithm and the Gabor wavelet transform (GWT), we propose a new method for phase error correction. The approach first performs the range compression on ISAR raw data to obtain range profiles, and then carries out the GWT transform as the time-frequency analysis tool for the rotational motion compensation (RMC) requirement. The time-varying terms, caused by rotational motion in the Doppler frequency shift, are able to be eliminated at the selected time frame. Furthermore, the processed backscattered signal is transformed to the one in the frequency domain while applying the phase retrieval to run the translational motion compensation (TMC). Phase retrieval plays an important role in range tracking, because the ISAR echo module is not affected by both radial velocity and the acceleration of the target. Finally, after the removal of both the rotational and translational motion errors, the time-invariant Doppler shift is generated, and radar returned signals from the same scatterer are always kept in the same range cell. Therefore, the unwanted motion effects can be removed by applying this approach to have an autofocused ISAR image of the maneuvering target. Furthermore, the method does not need to estimate any motion parameters of the maneuvering target, which has proven to be very effective for an ideal range–Doppler processing. Experimental and simulation results verify the feasibility of this approach.
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1. Introduction

Inverse synthetic aperture radar (ISAR) imaging has been attracting a lot of attention from many radar researchers in recent years [1–3]. ISAR imaging technology provides a new way of thinking in automatic aircraft models classification, which is the classification of small boats in littoral environments via polarimetric ISAR and automatic target recognition (ATR) for multiple targets flying in formation [4–6]. Different from other imaging systems of the target [7], the main idea of ISAR imaging is to exploit Doppler information of echoes caused by the rotation of targets. In addition, the uncertainty of the maneuvering target increases the difficulty of ISAR imaging, particularly for
the aerial targets. These may include the translational motion (mainly reflected in velocity and acceleration), as well as rotational motion, such as yaw (i.e., the rotational motion described in the text), pitch, and roll. When the maneuvering target has the complex motion described above, traditional imaging algorithms are no longer applicable [8]. In order to obtain a focused and clear image, motion compensation procedures have to be employed in ISAR systems.

There are many popular algorithms dedicated to translational motion compensations (TMC), such as the phase gradient autofocusing technique, entropy minimization method, and cross-correlation method [9–11]. The above methods are popular among various ISAR TMC techniques. However, these works are mostly based on motion parameter estimation, and the accuracy of them is low. Phase retrieval is a method that has been developed for optical imaging in recent years [12], and it is gradually being applied in more fields. Due to its simple structure, strong anti-interference ability, and high precision, it has attracted much attention [13]. The phase retrieval algorithm calculates the phase distribution of the light field through measuring the intensity distribution of the optical field [14,15]. A researcher [16] introduced the theory of phase retrieval into the ISAR images reconstruction, especially for removing the non-uniform translational motion. Hongyin Shi et al. suggested that the ISAR echo module of the maneuvering target is not affected by its radial motion, that is, phase retrieval can be applied to compensate for the maneuvering target’s translational motion and from the ISAR image [17]. Moreover, the algorithm uses the Fourier magnitudes of signals as an input [18], and it does not need to estimate the target’s motion parameters. However, it should be pointed out that the phase retrieval method has some difficulties of removing the rotational motion effects from the ISAR image. Autofocused images can be obtained only under the condition that the rotation of the target is small for the coherent integration time of the radar; once the rotation angle becomes larger, the phase retrieval algorithm cannot solve the unfavorable effect caused by the rotational motion.

Time-frequency analysis is an effective method in signal analysis. Applying the time-frequency transform to the signal yields the instantaneous time-frequency characteristics of the signal [19,20]. The time-frequency analysis is illustrated by Wang et al. for ISAR motion compensation [21,22], and the adaptive spectrogram proposed by Berizzi et al [23] is employed to select and extract the phase of multiple prominent point scatterers on the target. In some works [24,25], the authors have carefully chosen a short coherent processing interval using the time-frequency analysis. Although this technique can achieve good imaging results, it has a low utilization rate of radar signals, resulting in the decreasing of the cross-range resolution. According to Thomas et al. [26], in order to obtain the sufficient image resolution, the Gabor basis function introduces three signal parameters that allow the components of a target signature to be mapped into a three-dimensional domain (time, range, and frequency). As one of the tools for the time-frequency analysis in ISAR imaging, Gabor wavelet transform (GWT) can obtain higher quality images than those using long integration intervals [27]. Park and Myung [28] have also employed Gabor representation for the improvement of the image smeared by a target with complicated motion. Specifically, Gabor wavelet transform is a kind of window Fourier transform or short-time Fourier transform that can be utilized to replace the traditional Fourier transform to retrieve the Doppler or cross-range information. Therefore, GWT is a very effective method for removing the rotational motion effects from the ISAR image. Based on joint time-frequency transform processing, GWT extracts an ISAR two-dimensional (2-D) range–Doppler image at each frame to eliminate Doppler smearing, and a 2-D range–Doppler image becomes a three-dimensional (3-D) time-range-Doppler cubic image [29]. However, since the shape of the time-frequency window remains unchanged while only the position changes, the intrinsic link between the frequency and the window width is cut off. For non-stationary signals such as radar echoes, GWT has difficulties with providing a narrow time window to handle the high frequencies of the signal to improve the resolution, resulting in hardly obtaining satisfactory results. Therefore, GWT cannot effectively overcome the range drift and range walk induced by the translational motion, making the imaging performance of high-speed targets worse.
After having an in-depth analysis based on the above procedure, in this paper, we propose a new method to overcome the imaging issues of the rotating maneuvering target with a large angle and at high speed. In our method, the GWT is used for rotational motion compensation (RMC) through taking range compression to the backscattered signal. Then, the phase retrieval is used for TMC to accomplish the range alignment and phase correction. At this stage, all of the scatters of the target remain in their range cells, while the time-invariant Doppler shifts of all of the scatters have been produced. For the imaging purpose, selecting a specific moment in the GWT obtains a completely autofocused ISAR image.

The content of this paper is arranged as follows. In Section 2, an analytic model of the echo signal for a maneuvering target is provided. Section 3 briefly introduces RMC based on GWT. In Section 4, we discuss the TMC through the phase retrieval in detail. Experimental results and simulation analysis are presented in Section 5, and conclusions are given in Section 6.

2. The Analytic Model of Echo Signal for a Maneuvering Target

To present a geometric graph of a maneuvering target, let us build the radar coordinate \((X, Y)\) and target coordinate \((x', y')\) systems as shown in Figure 1, which are rigidly fixed in the body. Meanwhile, another reference coordinate system \((x, y)\) is introduced to describe the rotation of the maneuvering target. The coordinate system \((x, y)\) is parallel to the rectangular system \((X, Y)\), and its origin is usually located at the target center in the target body’s initial state. The target has a translational motion of \(R(t)\) and a rotational motion of \(\theta(t)\). Moreover, the target contains \(Q\) scatters, where \(P(x_q, y_q)\) is the \(q\)th point scatterer. The returned baseband signal at \(P(x_q, y_q)\) from the target can be expressed as:

\[
s(f, r_1) = \rho(x_q, y_q) \exp[-j2\pi f \frac{2r(t)}{c}]
\]

where \(c\) is the speed of light, \(f\) stands for the frequency of the radar waveform, \(\rho(x_q, y_q)\) refers to the reflectivity density function with respect to \(P\), and \(r_1\) is an abbreviation of the distance \(r(t)\) from the radar to the scatterer \(P\). From Figure 1, \(r(t)\) can approximately be estimated by:

\[
r(t) \cong R(t) + x_q \cos[\theta(t) - \alpha] - y_q \sin[\theta(t) - \alpha]
\]
By Taylor expansion, we have:

\[ R(t) = R_0 + vt + \frac{1}{2}at^2 + \cdots \]  \hspace{1cm} (3)

\[ \theta(t) = \theta_0 + \Omega t + \frac{1}{2}\gamma t^2 + \cdots \]  \hspace{1cm} (4)

where \( \alpha \) is the azimuth angle of the target, assuming that it is equal to zero, and \( R_0 \) represents the range from the radar to the geometric center of the target. Similarly, \( \theta_0 \) is the target’s initial rotation angle, and we can set \( \theta_0 = 0 \) to facilitate the signal analysis. \( v \) and \( a \) are the target’s radial velocity and acceleration, respectively. \( \Omega \) and \( \gamma \) denote the target’s angular velocity and angular acceleration, respectively. Thus, the distance from \( P \) to radar becomes:

\[ r(t) = R(t) + x_q \cos \theta(t) - y_q \sin \theta(t) \]  \hspace{1cm} (5)

If the coherence processing interval is relatively small, we have:

\[ \sin \theta(t) \cong \Omega t + \frac{1}{2}\gamma t^2 + \cdots \]  \hspace{1cm} (6)

\[ \cos \theta(t) \cong 1 - \frac{1}{2}\Omega^2 t^2 + \cdots \]  \hspace{1cm} (7)

We ignore the terms greater than second-order in the above equation, substituting Equations (3), (6), and (7) for the distance Equation in (5), so it can be rewritten as:

\[ r(t) \cong R_0 + vt + \frac{1}{2}at^2 + x_q - \Omega y_q t - \frac{1}{2}\Omega^2 x_q t^2 - \frac{1}{2}\gamma y_q t^2 \]  \hspace{1cm} (8)

Therefore, the radar backscattered signal from all of the scatterers can then be represented as:

\[ S(f)_t = \sum_{q=1}^{Q} \rho(x_q, y_q) \exp\left[ -\frac{jk\pi f}{c} r(t) \right] \]

\[ = \sum_{q=1}^{Q} \rho(x_q, y_q) \exp\left\{ -\frac{jk\pi f}{c} \left( (R_0 + x_q) + (v - \Omega y_q) t + \frac{1}{2}(a - \Omega^2 x_q - \gamma y_q) t^2 \right) \right\} \]  \hspace{1cm} (9)

The Doppler shift induced by the target translation and rotation can be obtained by the time derivative of Equation (8):

\[ f_d = -\frac{1}{2\pi} \left( -\frac{4\pi f}{c} \frac{dr(t)}{dt} \right) = \frac{2f}{c} (v - \Omega y_q) + \frac{1}{2} (a - \Omega^2 x_q - \gamma y_q) t \]  \hspace{1cm} (10)

For ease of analysis, we substitute \((v - \Omega y_q) + \frac{1}{2}(a - \Omega^2 x_q - \gamma y_q) t \cong \frac{d}{dt} f_d \) into Equation (9), and then an approximation of it will yield:

\[ S(f)_t \cong \sum_{q=1}^{Q} \rho(x_q, y_q) \left\{ \exp\left( -\frac{jk\pi f}{c} x_q \right) \exp\left[ -\frac{jk\pi f}{c} \left( \frac{d}{dt} f_d \right) \right] t \right\} \]

\[ = \sum_{q=1}^{Q} \rho(x_q, y_q) \exp\left( -\frac{jk\pi f}{c} x_q \right) \exp(-j2\pi f_d t) \]  \hspace{1cm} (11)

Since the target moves and rotates with non-uniform speeds, the quadratic terms of the Doppler shift are time varying. In order to obtain a complete and focus (range–Doppler) RD image, all of the phase errors should be corrected, and the time-invariant Doppler shifts must be produced. Hence, the next motion compensation will be performed.
3. RMC Based on GWT

It is assumed that the radar transmits continuous $M$ bursts of stepped frequency waveform, each containing $N$ narrow-band pulses. Within each burst, the center frequency $f_c$ of each successive pulse increases with a constant frequency step $\Delta f$.

$$f_n = f_c + n\Delta f$$

where $f_n$ is the stepped frequency value for the $n$th transmitted pulse, $n = 0, 1, \ldots, N - 1$.

After measuring the baseband echo signals with a pulse repetition rate at $M \times N$ time instants $t_{m,n} = (n + mN)\Delta t$, the unprocessed spatial frequency signal of the target $S(f_{m,n})$ can be represented by the $M \times N$ complex data that are organized into a 2-D array where $\Delta t$ represents the time interval between pulses, $m = 0, 1, \ldots, M - 1$.

The origin of the target can be regarded as the geometric phase center, because the phase term $\exp(-j4\pi f_c \cdot R_0)$ has no effect on the target imaging. The range compression performs an $N$ point inverse Fourier transform (IFT) for each of the received frequency signatures as shown:

$$B(r_{m,n}) = \operatorname{IFT}_n\{S(f_{m,n})\}$$

$$= \sum_{q=1}^{Q} \rho(x_q, y_q)\operatorname{IFT}_n\{\exp(-j4\pi f_n \cdot x_q)\} \exp(-j2\pi f_d t_{m,n})$$

$$= \sum_{q=1}^{Q} \rho(x_q, y_q)\delta(r_{m,n} - x_q) \exp(-j2\pi f_d t_{m,n})$$

(13)

where $\operatorname{IFT}_n\{\cdot\}$ represents the IFT operation with respect to $n$. $B(r_{m,n})$ is the $M$ range profiles of the radar scattering signal, and each range profile contains $N$ range cells. The range profile consists of multiple “peaks” in different range cells, corresponding to the energy distribution of the received signal. Before Gabor wavelet transform is performed on $B(r_{m,n})$, the definition of the GWT’s mother wavelet function is given first [26]:

$$G_p(t) = \frac{1}{\sqrt{2\pi}2^\alpha} \exp[-(t - t_s)^2/2\alpha] \exp[j2\pi f_p(t - t_s)], (p = 1, 2, \ldots \infty)$$

(14)

The first and second term represent a Gaussian blur function where the shifting factor $t_s$ is the center of the Gaussian window in each frame of the image, and $t_s = \frac{t}{2\Delta T}$ ($t$ is the selected time frame and $\Delta T$ is pulse repetition frequency). $\alpha$ denotes the standard deviation, and it defines the integration time of the ISAR frames. The third is a harmonic function where the Gaussian window modulation parameter $f_p$ is set to be equal to or less than the PRF, and expands around a preselected frequency band. In addition, the number of oscillations within the Gaussian envelope can be adjusted by setting the modulation parameter $f_p$, which makes GWT more suitable for time-varying signals.

In each of the following sets of simulation experiments, the parameters $(\alpha, t_s, f_p)$ are set as optimal. Thus, we will get the best time-frequency resolution, because $G_p(t)$ has the smallest time-frequency product. Moreover, the mother wavelet guarantees that each image obtained will have a minimum range walk and range offset distortion due to the target motion. However, in fact, the number of migrations though resolution cells induced by the rotation of the maneuvering target is less than that caused by the translation. Severe migration through range cells (MTRC) will appear in high-speed maneuvering target imaging results, which is not effectively eliminated by GWT.

Using the GWT, the radar data $W(r_{m,n}, t_{m,n})$ is expressed as follows:
where \( F \) have a good performance in eliminating the scatters’ range walk. By applying the GWT. As shown in Figure 2, when the target’s radial velocity is large, GWT does not change the target’s radial direction. Of course, when the target’s radial velocity is small, range alignment can be accomplished by applying the GWT. Important, GWT removes the rotational motion error for overcoming smearing in the cross-range direction. Of course, when the target’s radial velocity is small, range alignment can be accomplished by applying the GWT.

As mentioned above, GWT is a short-time Fourier transform, so now, we need to perform GWT on Equation (16):

\[
W(r_{m,n}, t_{m,n}) = \sum_{p=1}^{\infty} B(r_{m,n}) G_{p}(t_{m,n})
\]

\[
= \sum_{p=1}^{\infty} \sum_{q=1}^{\infty} \frac{1}{\sqrt{2\pi\sigma^2}} \rho(x_q, y_q) \delta(r_{m,n} - x_q) \exp(-j2\pi f_p t_{m,n}) \]

\[
\cdot \exp[-\frac{(t_{m,n} - t_s)^2}{2\sigma^2}] \exp[j2\pi f_p (t_{m,n} - t_s)]
\]

The modulation parameter \( f_p \) is continuously adjusted to perform phase compensation on \( B(r_{m,n}) \). After this operation, Equation (15) becomes:

\[
W(r_{m,n}, t_{m,n}) = \sum_{p=1}^{\infty} \sum_{q=1}^{\infty} \frac{1}{\sqrt{2\pi\sigma^2}} \rho(x_q, y_q) \delta(r_{m,n} - x_q) \exp(-j2\pi f_p t_s) \]

\[
\cdot \exp(-j2\pi f_m t_{m,n}) \exp[-\frac{(t_{m,n} - t_s)^2}{2\sigma^2}]
\]

\[\text{here, } \Delta f = f_d - f_p. \Delta f \text{ represents the Doppler shift after rotational motion compensation, including only the remaining translational component along the range direction, as a function of time } t, \text{ which is discussed in the next section.} \]

As mentioned above, GWT is a short-time Fourier transform, so now, we need to perform GWT on Equation (16):

\[
E(r_n, v_m, \tau_n) = GWT_m[W(r_{m,n}, t_{m,n})]
\]

\[
= \sum_{p=1}^{\infty} \sum_{q=1}^{\infty} \frac{1}{\sqrt{2\pi\sigma^2}} \rho(x_q, y_q) GWT_m \{ \delta(r_{m,n} - x_q) \exp(-j2\pi f_p t_s) \}
\]

\[
\cdot GWT_m \{ \exp(-j2\pi \Delta f t_{m,n}) \exp[-\frac{(t_{m,n} - t_s)^2}{2\sigma^2}] \} \]

\[
= \sum_{p=1}^{\infty} \sum_{q=1}^{\infty} \frac{1}{\sqrt{2\pi\sigma^2}} \rho(x_q, y_q) \delta(r_n - x_q) \exp(-j2\pi f_p t_s)
\]

\[
\cdot F(v_m, \tau_n) \otimes \tau_n \{ \exp[-\frac{\omega^2}{2\sigma^2}] \exp(-j\tau_n t_s) \}
\]

where \( F(v_m, \tau_n) = GWT_m \{ \exp(-j2\pi \Delta f t_{m,n}) \}, GWT_m \{ \} \text{ denotes the GWT operation with respect to } m, \text{ and } \otimes \tau_n \text{ is the convolution operator over } \tau_n. \text{ It’s important to note that the Fourier transform (FT) of the Gaussian function is still the Gaussian function. By performing the GWT at each of } B(r_{m,n})'s \text{ range cells and along pulses, an } N \times M \text{ time-varying Doppler spectrum is obtained. Next, it is known that there is a total of } N \text{ range cells, so an } N \times M \times N \text{ time-range-Doppler cube } Q(r_n, v_m, \tau_n) \text{ can be formed.} \]

At a particular time instant, \( t_k \), one range-Doppler image frame \( Q(r_n, v_m, \tau_n, t_k) \) can be extracted from the cubic image. In fact, each image frame represents a complete RD image extracted at a selected time instant, and we can obtain a sequence of 2-D range–Doppler images by time-sampling the image \( Q(r_n, v_m, \tau_n, t_k) \). The process of GWT is shown in Figure 2.

At this stage, GWT decomposes the phase function of the target echo into instantaneous time segments such that time snapshots of the time-varying ISAR image can be constructed. More importantly, GWT removes the rotational motion error for overcoming smearing in the cross-range direction. Of course, when the target’s radial velocity is small, range alignment can be accomplished by applying the GWT. As shown in Figure 2, when the target’s radial velocity is large, GWT does not have a good performance in eliminating the scatters’ range walk.
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Figure 2. Overall procedures of the Gabor wavelet transform (GWT)-based inverse synthetic aperture radar (ISAR) imaging.

4. TMC Based on Phase Retrieval

4.1. Phase Retrieval Principle

In the field of optical imaging, the optical detection device can only detect the signal strength or the Fourier modulus, and then, the phase retrieval algorithm is implemented. For a one-dimensional frequency domain signal $F(k)$ with phase $\phi(k)$ and amplitude $|F(k)|$:

$$F(k) = |F(k)|e^{i\phi(k)} = \int_{-\infty}^{\infty} f(x)e^{-2\pi ikx}dx$$

(18)

where $x$ is a spatial coordinate and $k$ is a frequency coordinate. In an optical device, only the signal amplitude $|F(k)|$ can be detected and then used to recover the phase $\phi(k)$, which is the mechanism of phase retrieval. Next, the distribution function $\hat{f}$ can be obtained by performing the inverse Fourier transform on the known signal $F(k)$.

In practical applications, due to the lack of prior information of the phase retrieval, the correctness of the recovery result cannot be ensured when the phase retrieval of the signal is performed; that is, the result is not unique. Performing the phase retrieval with only a known value of the signal’s Fourier amplitude will inevitably create an ambiguity in the phase. To solve this problem, in the phase retrieval iteration, we use the error phase of the blurred image obtained by the traditional ISAR imaging algorithm as a priori phase information in order to ensure the uniqueness of the recovery result. The following describes the classic phase retrieval algorithm, namely the oversampling smoothness (OSS) phase retrieval [15], and a priori information is added to it.

To find the phase information of the recovered signal in the solution space, the OSS algorithm iterates back and forth between the Fourier and the image domain after the support domain constraints...
of the traditional hybrid input–output (HIO) algorithm [30]. The process of the OSS algorithm from the \(j\)th to the \((j + 1)\)th iteration at each run is listed below.

1. Fourier transform is performed to the input signal \(f_j(x)\) to acquire \(F_j(K)\).
2. Preserve the phase information of \(F_j(K)\) and substitute it for the known Fourier amplitude \(|Y(K)|\). A new complex-valued function \(F_j'(K)\) is then formed, where \(|Y(K)|\) is the magnitude of the maneuvering target echo signal in the ISAR system.
3. Apply an inverse Fourier transform to \(F_j'(K)\) and produce a new image \(f_j'(x)\).
4. According to the HIO equation [30], \(f_j'(x)\) is adjusted and modified, and a new \(f_j''(x)\) is generated.

\[
f_j''(x) = \begin{cases} f_j'(x) & x \in \gamma \cap \left(f_j'(x) \geq 0\right) \\ f_j(x) - \beta f_j'(x) & x \in \gamma \cup \left(f_j'(x) < 0\right) \end{cases} \tag{19}
\]

Here, the value of parameter \(\beta\) is between 0.5 and 1, and \(\gamma\) denotes a finite support.
5. Calculate the image \(f_{j+1}(x)\) of the \((j + 1)\)th iteration.

\[
f_{j+1}(x) = \begin{cases} f_j''(x) & x \in \gamma \\ \text{IFT}[F_j''(K)W(K)] & x \notin \gamma \end{cases} \tag{20}
\]

where \(F_j''(K)\) is the Fourier transform of \(f_j''(x)\). Moreover, \(W(K)\) is the normalized Gaussian function in the Fourier domain, and it is defined as:

\[
W(K) = \exp\left[-\frac{1}{2}(K/\partial)^2\right] \tag{21}
\]

The frequency domain filter \(W(K)\) is only applied outside the support domain, so that it is not affected within the support domain. By changing the parameter \(\partial\), the width of the frequency domain filter is calibrated to reduce the impact of high-frequency information outside the support domain.

### 4.2. Phase Retrieval Application

As shown in Figure 2, taking the 2-D FT of \(E(r_n, v_m, \tau_n)\) in Equation (17) under the condition that the sampling time is fixed at \(t_k\) (as discussed in the previous section, the value of \(\tau_s\) depends on \(t_k\)), we get:

\[
I(f_{m,n}) = \sum_{p=1}^{\infty} \sum_{q=1}^{Q} \frac{1}{\sqrt{2\pi\alpha^2}} \rho(x_q, y_q) \exp\left(-j2\pi f_p t_s\right) FT_{n} \{\delta(r_n - x_q) \}
\cdot FT_{m} \{F(v_m, \tau_n) \otimes \tau_s \left[\exp\left(-\frac{\tau_s^2}{2\nu}\right) \exp\left(-jt_n t_s\right)\right]\}
= \sum_{p=1}^{\infty} \sum_{q=1}^{Q} \frac{1}{\sqrt{2\pi\alpha^2}} \rho(x_q, y_q) \exp\left(-j2\pi f_p t_s\right) \exp\left(-\frac{j4\pi f_p t_s}{c} \cdot x_q\right)
\cdot \exp\left(-j2\pi \Delta f_{m,n} t_m, n\right) \exp\left[-\frac{(t_{m,n} - t_s)^2}{2\alpha}\right] \tag{22}
\]

After the rotational motion compensation in Section 3, we represent \(\Delta f\) as:

\[
\Delta f_m = \frac{2v_m}{c}(\Delta \nu + \Delta at_{m,n}) \tag{23}
\]

\(\Delta \nu\) and \(\Delta a\) are the radial velocity and acceleration of the target after GWT, respectively. Substituting Equation (23) for Equation (22), we have:

\[
I(f_{m,n}) = \sum_{p=1}^{\infty} \sum_{q=1}^{Q} \frac{1}{\sqrt{2\pi\alpha^2}} \rho(x_q, y_q) \exp\left(-j2\pi f_p t_s\right) \exp\left(-\frac{j4\pi f_{m,n}}{c} \cdot x_q\right)
\cdot \exp\left[-\frac{j4\pi f_{m,n}}{c} (\Delta \nu t_{m,n} + \Delta at_{m,n}^2)\right] \exp\left[-\frac{(t_{m,n} - t_s)^2}{2\alpha}\right] \tag{24}
\]
By applying the OSS phase retrieval algorithm, the module of the maneuvering target becomes:

\[
|I(f_{m,n})| = \left| \sum_{p=1}^{\infty} \sum_{q=1}^{\infty} \frac{1}{\sqrt{2\pi\alpha^2}} \rho(x_q, y_q) \exp(-j2\pi f_p t_s) \exp\left(-\frac{4\pi f_{m,n} c}{c} x_q\right) \right| \left| \exp\left[-\frac{4\pi\omega_m}{c} (\Delta t_{m,n} + \frac{1}{2} \Delta t_{m,n}^2)\right] \exp\left[-\frac{(t_{m,n} - t_s)^2}{2\alpha}\right] \right| (25)
\]

From Equation (25), the ISAR echo module is not affected by the radial velocity and radial acceleration; that is, OSS phase retrieval perfectly performs the TMC procedure. After the calculation of the echo signal modulus, the first and third term in the absolute value can be ignored for the imaging process, because they are time-invariant (\(\alpha\) and \(t_s\) are preset constants), so the module in Equation (25) is approximate to the ideal module of the target autofocus imaging, and has little effect on the resultant motion-compensated image. In this way, all of the scatterers are always kept in their own range cell after range tracking, and complete phase compensation can be obtained. Meanwhile, the Doppler shift remains constant when all of the motion effects are successfully eliminated.

The block diagram of the proposed method is shown in Figure 3.

---

**Figure 3.** Block diagram of the proposed method.
5. Simulation Analysis

We conduct three sets of experimental simulations to confirm the effectiveness of the proposed method. The simulation parameters of step frequency continuous wave (SFCW) radar are given in Table 1. Figure 4a,b show a hypothetical fighter target composed of perfect point scatterers and the amplitude of its raw data, respectively.

Table 1. The radar parameters for step frequency continuous wave (SFCW) illumination.

| Parameter Name                  | Symbol | Value  |
|---------------------------------|--------|--------|
| The initial range of the target | \( R_0 \) | 10 km  |
| Carrier frequency               | \( f_c \) | 3 GHz  |
| Frequency bandwidth             | \( B \) | 217 MHz|
| Pulse repetition frequency      | \( PRF \) | 40 KHz |
| Number of pulses                | \( N \) | 128    |
| Number of bursts                | \( M \) | 512    |

Figure 4. (a) A fighter target composed of perfect point scatterers; (b) The amplitude of the raw data.

5.1. Imaging Results with Different Translational Motion Parameters

As can be seen from Figure 5, the RD algorithm causes the serious distortion of the imaging results, which is only used as a basic comparison algorithm here. Figure 5b shows that a good autofocus image can be obtained by using the GWT when the radial velocity of the target is small. As the radial velocity increases and the target has a larger acceleration, a serious range walk of the scatters occurs, negatively affecting the range resolution in Figures 6 and 7. As is obvious from Figure 7b, the uncompensated ISAR image is highly blurred due to the translational motion of the target, which proves that GWT cannot remove the severe translational motion effects from the ISAR image. Figures 5c, 6c, and 7c show the resultant motion-compensated ISAR image after applying the proposed method, and the image of the fighter is almost perfectly focused.

Figure 5. Target’s simulation motion parameters are \( v = 3 \text{ m/s}, a = 0 \text{ m/s}^2, \Omega = 0.12 \text{ rad/s}, \gamma = 0 \text{ rad/s}^2 \). (a) Range–Doppler (RD) algorithm; (b) GWT; (c) the proposed method.
Target’s simulation motion parameters are $v = 10$ m/s, $a = 1$ m/s$^2$, $\Omega = 0.12$ rad/s, $\gamma = 0$ rad/s$^2$. (a) RD algorithm; (b) GWT; (c) the proposed method.

From the simulation results in Figures 8d, 9c, and 10c, we can see that the ISAR images of a non-uniform maneuvering target with a large angle and high speed can still be reconstructed by using the proposed method. This also indirectly verifies that GWT performs a good motion compensation for the maneuvering target that has an angular acceleration and large angular velocity, which is also a situation where the OSS phase retrieval is not suitable for application. Affected by the rotation component, the imaging result corresponding to OSS phase retrieval show that the parts of the point scatterers in Figure 8b are lost. Therefore, we no longer show the resultant images of phase retrieval under the condition that the target rotates at a larger angular velocity. The resultant raw range–Doppler ISAR image of the fighter by employing the GWT is depicted in Figures 8c, 9b, and 10b. As can be clearly seen from these figures, the effect of the target’s translational motion is severe in the resultant ISAR image, such that the image is blurred in the range and Doppler domains. Combining GWT with phase retrieval and after performing RMC and TMC, the resulting ISAR images after phase error correction become focused and clear.

5.3. The Spectrogram Comparison of Time Pulses in Each Part of the Proposed Method

To verify the feasibility of the proposed method, a further check is performed by observing the spectrogram of the received time pulses of the three different motion compensation stages with respect to Figure 7.

From these spectrograms, we can clearly observe the progressive shift in the frequency (or phase) of the received time pulses. The severe frequency shifts occur in Figure 11a, which appears as a nonlinearity of the frequency shift as a whole due to both the translational and the rotational motion of the target. As can be seen from Figure 11b, it clearly demonstrates that the frequency shifts of the time pulses are mitigated, in which the frequency shifts caused by the rotational motion have been removed by GWT, but there are still frequency shifts induced by the target translational velocity and acceleration. When all of the phase errors due to the translational and the rotational motion of...
the target are eliminated, all of the frequency (or the phase) values between the time pulses are well aligned, as shown in Figure 11c.

**Figure 8.** Target’s simulation motion parameters are \( v = 35 \, \text{m/s}, \, a = 1 \, \text{m/s}^2, \, \Omega = 0.08 \, \text{rad/s}, \, \gamma = 0 \, \text{rad/s}^2 \). (a) RD algorithm; (b) oversampling smoothness (OSS) phase retrieval; (c) GWT; (d) the proposed method.

**Figure 9.** Target’s simulation motion parameters are \( v = 35 \, \text{m/s}, \, a = 1 \, \text{m/s}^2, \, \Omega = 0.1 \, \text{rad/s}, \, \gamma = 0.02 \, \text{rad/s}^2 \). (a) RD algorithm; (b) GWT; (c) the proposed method.

**Figure 10.** Target’s simulation motion parameters are \( v = 35 \, \text{m/s}, \, a = 1 \, \text{m/s}^2, \, \Omega = 0.15 \, \text{rad/s}, \, \gamma = 0.02 \, \text{rad/s}^2 \). (a) RD algorithm; (b) GWT; (c) the proposed method.
Figure 11. Spectrograms of time pulses with the different part of the proposed method. (a) no compensation (RD); (b) after rotational motion compensation (GWT); (c) after translational and rotational motion compensation (the proposed method).

5.4. Imaging Results of Boeing 727 with Complex Motion

We also test the proposed method on the real data of a Boeing 727 airplane provided by the United States (U.S.) Naval Research Laboratory [21]. The parameters of the dataset are as follows: the carrier frequency is 9 GHz, the bandwidth is 150 MHz, and the pulse repetition frequency (PRF) is 25 KHz. The radar transmits 256 continuous bursts of stepped frequency waveform, each containing 128 pulses. Figure 12a,b show the ISAR image of Boeing 727 data with no motion and the amplitude spectrum of the data, respectively.

Figure 12. Data of Boeing 727. (a) ISAR image with no motion; (b) The amplitude of the data.

Similarly, because of the rotational motion and translational motion of the target, the ISAR image obtained through the range–Doppler algorithm is severely blurred, as shown in Figure 13a. To overcome the blurring, the Gabor wavelet transform is carried out first, and its imaging result is compared with that of the RD algorithm. As shown in Figure 13b, it clearly demonstrates that blurring is eliminated significantly in the image where only the translational motion-based defocusing is noted; that is, the errors associated with the target’s rotational motion are compensated by applying GWT. However, the residual translational component makes the defects obvious, so it must be removed through phase retrieval. The resultant image is given in Figure 13c, where all of the phase errors due to the translational and the rotational motion of the target were eliminated. The resultant motion-free ISAR image is very well focused, and the proposed method outperforms the RD and GWT algorithms in terms of the image quality.
6. Conclusions

A novel ISAR imaging method for maneuvering targets based on phase retrieval and Gabor wavelet transform has been proposed in this paper. RMC carried out by GWT is first applied to obtain an initial phase compensation. Furthermore, phase retrieval effectively overcomes the range walk issue of the scatters induced by the remaining translational component by aligning the range bins; that is, the scatterers remain in their range cells after applying the compensating procedure. After the RMC and TMC procedures, the time-invariant Doppler shifts can be obtained, and a clear and focused ISAR range–Doppler image can be formed. The process flow of the method is relatively simple, and there is no need to estimate the relevant motion parameters of the maneuvering target. Moreover, the results of this study confirm the feasibility of the method theory in this paper, and provide a new way of thinking for the maneuvering targets’ ISAR imaging problem.
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