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Abstract. In this paper, we give a more down-to-earth introduction to the connection between Gelfand-Tsetlin modules over $\mathfrak{gl}_n$ and diagrammatic KLRW algebras, and develop some of its consequences. In addition to a new proof of this description of the category Gelfand-Tsetlin modules appearing in earlier work, we show three new results of independent interest: (1) we show that every simple Gelfand-Tsetlin module is a canonical module in the sense of Early, Mazorchuk and Vishnyakova, and characterize when two maximal ideals have isomorphic canonical modules, (2) we show that the dimensions of Gelfand-Tsetlin weight spaces in simple modules can be computed using an appropriate modification of Leclerc’s algorithm for computing dual canonical bases, and (3) we construct a basis of the Verma modules of $\mathfrak{sl}_n$ which consists of generalized eigenvectors for the Gelfand-Tsetlin subalgebra.

Furthermore, we present computations of multiplicities and Gelfand-Kirillov dimensions for all integral Gelfand-Tsetlin modules in ranks 3 and 4; unfortunately, for ranks $> 4$, our computers are not adequate to perform these computations.

1. Introduction

The finite dimensional representation theory of $\mathfrak{gl}_n$ is one of the jewels of modern representation theory. One well-known approach to understanding these representations is based on the formulas of Gelfand and Tsetlin [GC50]; these can be found by considering the Gelfand-Tsetlin subalgebra of $U(\mathfrak{gl}_n)$, and simultaneously diagonalizing its action on any finite-dimensional representation.

A natural generalization is to apply this approach to infinite dimensional representations. Of course, in many cases, for example the regular action on $U(\mathfrak{gl}_n)$, the elements of $\Gamma$ cannot be diagonalized in any meaningful sense. In order to do something even remotely similar to Gelfand and Tsetlin’s approach, we need to only consider modules on which $\Gamma$ acts locally finitely. These are called **Gelfand-Tsetlin** modules, and include all generalized weight modules with finite weight multiplicities with respect to the Cartan $\mathfrak{h} = \mathfrak{gl}_n \cap \Gamma$; in particular, they include all modules in category $\mathcal{O}$ for a Borel containing $\mathfrak{h}$.

The study of these modules has been quite active in recent years, with several interesting constructions allowing us to get a handle on this category, which had been rather mysterious quite recently; the most relevant recent papers for us will be those of Futorny, Grantcharov, Ramirez and Zadumaisky [FGRZ20a, FGR14], Hartwig [Har20] and Early, Mazorchuk and Vishnyakova [EMV20]; all these authors have many other papers on the subject, so we will just note that we have not tried to give a comprehensive list here. In this paper, we’ll try to give a more down-to-earth and example-driven explanation of the approach of [Weba] which is somewhat orthogonal to the papers above; while there will be some overlap, and we will depend on [Weba] for a few results, this paper is meant to be read independently. To give a
It is difficult to define Gelfand-Tsetlin modules because of issues that arise when the denominator and numerator of the Gelfand-Tsetlin formulas develop zeros. One can organize the algebraic problem of defining how the singular portions of the GT formulas act in terms of defining a representation of a simpler (but still quite tricky) algebra, a KLRW algebra $\tilde{T}$, which has appeared before in the study of categorification and quiver varieties [Web17a, Web17b]. Versions of this theorem are proven in [Weba, KTW+19, Webb], but as special cases of more general results; here we give a purely algebraic proof which emphasizes the connection to the Gelfand-Tsetlin action formula.

In addition to this new proof, we draw out some results about Gelfand-Tsetlin modules which are difficult to see from the perspective of $\mathfrak{gl}_n$. The main new results of this paper are as follows:

**Theorem A.**

1. Every simple Gelfand-Tsetlin $\mathfrak{gl}_n$-module is the canonical module (in the sense of [EMV20]) of a maximal ideal in $\Gamma$, and we give an algorithm for deciding when two maximal ideals have isomorphic canonical modules.
2. The GT multiplicities of all simple GT modules can be computed using a modification of LeClerc’s algorithm for the dual canonical basis.
3. We give a basis of the Verma modules of $\mathfrak{gl}_n$ which consists of generalized eigenvectors of $\Gamma$, which is posed as a problem in [PGRZ20a, Remark 6.8].

All of these depend on properties of the algebra $\tilde{T}$:

- part (1) depends on the structure of the polynomial representations of $\tilde{T}$,
- part (2) depends on a rather deep and surprising property of $\tilde{T}$: while it contains elements of negative degree, it’s Morita equivalent to a positively graded algebra
- part (3) describes the Verma modules in terms of standard modules for the algebra $\tilde{T}$.

Finally we include explicit calculations of various properties of GT modules. We’ve written a GAP program [BSW] which computes the multiplicities of all simple GT modules, and have included tables of these computations for $\mathfrak{gl}_3$ and $\mathfrak{gl}_4$. Using this data, we also give a description of the Gelfand-Kirillov dimensions and essential supports of these modules, as well as whether they possess an infinite dimensional weight space over the Cartan subalgebra. The complexity of these computations increases very quickly as rank increases, roughly in proportion with $n^2$, and $\mathfrak{gl}_5$ is far beyond the abilities of our computer; one illustrative point is that the number of integral Gelfand-Tsetlin modules in a regular block grows very fast with $n$:

| $n$ | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
|-----|---|---|---|---|---|---|---|
| # of simples | 3 | 20 | 259 | 6005 | 235,546 | 14,981,789 | $1.494 \times 10^9$ |

showing the computational challenge of working in higher rank, even though our algorithm is valid there.
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2. Background

2.1. Gelfand-Tsetlin modules. Throughout, we let $Z_k = Z(U(gl_k))$ denote the center of $U(gl_k)$; we can think of $Z_k$ for $k = 1, \ldots, n - 1$ as a commutative (but not central) subalgebra of $U(gl_n)$ via embedding a $k \times k$ matrix in the top left corner of an $n \times n$-matrix. The Capelli determinant gives free generators for $Z(U(gl_n))$ in terms of the generators $e_{ij}$ of $U(gl_n)$. The Gelfand-Tsetlin subalgebra $\Gamma$ is a maximal commutative subalgebra of $U(gl_n)$ and is given by $\Gamma = \langle Z_1, \ldots, Z_n \rangle$.

Definition 2.1. A Gelfand-Tsetlin module over $U(gl_n)$ is a module $V$ where the action of $\Gamma$ is locally finite: for any $v \in V$, the subspace $\Gamma \cdot v$ is finite dimensional.

More generally, a topological module over $U$ (where $U$ has the discrete topology) is called pro-Gelfand-Tsetlin if the action is locally pro-finite: for any $v \in V$, the subspace $\Gamma \cdot v$ is pro-finite dimensional.

For readers who dislike pro-finite dimensional vector spaces: the only example we will need is any finitely generated module over a power-series ring in finitely many variables.

Given $\gamma \in \text{MaxSpec} \Gamma$, we can define the corresponding (generalized) weight space: $W_\gamma(V) = \{v \in V| m_N^N v = 0 \text{ for } N \gg 0\}$.

To avoid any confusion with weight spaces for the Cartan subalgebra $h$, we call the spaces $W_\gamma(V)$ Gelfand-Tsetlin (GT) weight spaces and those for the Cartan $h$-weight spaces.

The restriction of $\gamma$ to $Z_n$ gives a central character $\chi = \gamma|_{Z_n}$, and it will often be important to consider the subsets MaxSpec $\Gamma_\chi$ and MaxSpec $\Gamma_{Z_n,\chi}$ of all/integral maximal ideals with this restriction fixed to be $\chi$.

2.1.1. OCGZ algebras. For purposes of computation, it will be essential for us to use the fact that $U$ has a polynomial representation on $\Gamma$ itself. First, we embed $\Gamma$ into the polynomial ring $\Lambda$ with generators $\lambda_{ij}$ for $1 \leq j \leq i \leq n$ using the shifted Harish-Chandra homomorphism. That is, we send $\gamma \in Z_k$ to the polynomial $f_\gamma(\lambda_{11}, \ldots, \lambda_{kk})$ given by the central character of the Verma module with highest weight $(\lambda_1, \lambda_2 + 1, \ldots, \lambda_k + (k - 1))$ for the standard upper-triangular Borel of $gl_k$. One can also interpret this isomorphism as formally adjoining the $\lambda_{ks}$ as the roots of the Capelli determinant; indeed if we consider the column-determinant

$$\text{C}_k(z) = \text{cdet}(A) = \sum_{\sigma \in \delta_k} (-1)^\sigma a_{\sigma(1)1} \cdots a_{\sigma(k)k}$$

$$A = \begin{bmatrix}
e_{11} - z & e_{12} & \cdots & e_{1k} 
 e_{21} & e_{22} - 1 - z & \cdots & e_{2k} 
 \vdots & \vdots & \ddots & \vdots 
 e_{k1} & e_{k2} & \cdots & e_{kk} - k + 1 - z
\end{bmatrix}$$

then $C(z)$ is sent under this map to the polynomial $(\lambda_{k1} - z) \cdots (\lambda_{kk} - z)$ since all the terms corresponding to non-trivial permutations act trivially on the highest weight of a
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Verma module. Thus, the image of \( \Gamma \) is the polynomials invariant under the action of \( W = S_1 \times S_2 \times \cdots \times S_n \) on \( \Lambda \).

The maximal ideal \( m_\gamma \) lies under precisely the maximal ideals in a \( W \)-orbit in \( \text{MaxSpec}(\Lambda) \) of \( W \). It will often be useful to choose a point \( a = (a_{ij}) \in \text{MaxSpec}(\Lambda) \cong \mathbb{C}^1 \times \mathbb{C}^2 \times \cdots \times \mathbb{C}^n \) for \( 1 \leq j \leq i \leq n \). In particular, we will call \( \gamma \) integral if \( a_{ij} \in \mathbb{Z} \) for all \( i, j \), and let \( \text{MaxSpec} \Gamma_\mathbb{Z} \) denote the set of integral maximal ideals.

By [Maz99, Thm. 1], we have:

**Proposition 2.2.** Let \( \delta_{ij}^\pm : \Lambda \to \Lambda \) be the map which sends \( \lambda_{ij} \to \lambda_{ij} \mp 1 \). Let \( X_i^\pm : \Lambda \to \Lambda \) be the map

\[
X_i^\pm = \sum_{j=1}^i \mp \prod_{m=1}^i \left( \frac{\lambda_{i+1,m} - \lambda_{ij}}{\lambda_{im} - \lambda_{ij}} \right) \delta_{ij}^\pm.
\]

The map sending \( e_{i,i} \to \sum_{k=1}^i \lambda_{ik} - \sum_{\ell=1}^{i-1} \lambda_{i-1,\ell} + (i-1) \), \( e_{i,i+1} \to X_i^+ \), \( e_{i+1,i} \to X_i^- \) defines a faithful left \( \mathcal{U}(\mathfrak{gl}_n) \)-module structure on \( \Lambda \) which preserves the subspace \( \Gamma \).

When \( n = 3 \) the formulas simplify to

\[
\begin{align*}
(2.2) & \quad e_{11} = \lambda_{11} \\
(2.3) & \quad e_{12} = (\lambda_{11} - \lambda_{21})(\lambda_{22} - \lambda_{11})\delta_{11}^+ \\
(2.4) & \quad e_{21} = \delta_{11}^- \\
(2.5) & \quad e_{23} = \frac{(\lambda_{22} - \lambda_{31})(\lambda_{22} - \lambda_{32})(\lambda_{22} - \lambda_{33})}{\lambda_{21} - \lambda_{22}} \delta_{22}^+ \\
& \quad \quad - \frac{(\lambda_{21} - \lambda_{31})(\lambda_{21} - \lambda_{32})(\lambda_{21} - \lambda_{33})}{\lambda_{21} - \lambda_{22}} \delta_{21}^- \\
(2.6) & \quad e_{32} = \frac{(\lambda_{11} - \lambda_{22})}{\lambda_{21} - \lambda_{22}} \delta_{22}^- - \frac{(\lambda_{11} - \lambda_{21})}{\lambda_{21} - \lambda_{22}} \delta_{21}^-.
\end{align*}
\]

This perspective on \( \mathcal{U}(\mathfrak{gl}_n) \) suggests a more general definition where we vary the number of variables in each alphabet in the formula (2.1). That is, consider \( v = (v_1, \ldots, v_n) \in \mathbb{Z}^n_{\geq 0} \), and let \( \Omega = \{(i,j) \mid 1 \leq i \leq n, 1 \leq j \leq v_i\} \). We can then let \( \Lambda_\mathbb{v} \) be the polynomial ring with variables indexed by \( \Omega \), and \( \Gamma_\mathbb{v} \) the invariant subring in \( \Lambda \) under the natural action of \( S_{v_1} \times \cdots \times S_{v_n} \). We can then consider analogues of the operators (2.1) on this polynomial ring:

\[
X_i^\pm = \sum_{j=1}^{v_i} \mp \prod_{m=1}^{v_i} \left( \frac{\lambda_{i+1,m} - \lambda_{ij}}{\lambda_{im} - \lambda_{ij}} \right) \delta_{ij}^\pm.
\]

**Definition 2.3.** The orthogonal Gelfand-Zetlin\(^1\) (OGZ) algebra \( \mathcal{U}_\mathbb{v} \) is the algebra of operators on \( \Gamma_\mathbb{v} \) generated by \( X_i^\pm \) as in (2.7) and multiplication by \( \Gamma_\mathbb{v} \).

\(^1\)We know this is an inconsistent spelling of Цетлин, but we are keeping consistent with the spelling of [Maz99], since “OGZ” is an established acronym.
Completion and Gelfand-Tsetlin modules. In the work of Drozd, Futorny and Ovsienko \cite{DFO94}, the authors consider a category \( \mathcal{C} \) whose objects are maximal ideals in \( \text{MaxSpec}(\Gamma) \), and whose morphism spaces are defined by

\[
\text{Hom}_{\mathcal{C}}(\gamma, \gamma') = \lim_{\leftarrow} \mathcal{U}/(m_{\gamma}^N \mathcal{U} + Um_{\gamma}^N).
\]

These are the same as the space of natural transformations of the weight functors \( W_\gamma \to W_{\gamma'} \).

Recall that a discrete representation of \( \mathcal{C} \) is a functor to the category of vector spaces where the induced maps on morphisms are continuous, with all vector spaces given the discrete topology. By \cite[Thm. 17]{DFO94}, there is an equivalence \( \text{DFO} \) of the category of Gelfand-Tsetlin modules over \( \mathcal{U} \) to the discrete representations of \( \mathcal{C} \), which sends the module \( M \) to \( \gamma \mapsto W_\gamma(M) \).

Of course, \( \text{Hom}_{\mathcal{C}}(\gamma, \gamma') = 0 \) unless \( \gamma|_{\mathbb{Z}} = \gamma'|_{\mathbb{Z}} \). Let \( \mathcal{C}_{\chi} \) and \( \mathcal{C}_{\mathbb{Z}, \chi} \) be the full subcategories with object set \( \text{MaxSpec}(\Gamma)_\chi \) and \( \text{MaxSpec}(\Gamma)_{\mathbb{Z}, \chi} \) respectively. Let \( \Pi_{\mathbb{Z}, \chi} \) be the category of Gelfand-Tsetlin modules where \( W_\gamma(V) \neq 0 \) only for \( \gamma \in \text{MaxSpec}_{\mathbb{Z}, \chi}(\Gamma) \).

One can easily extend \cite[Thm. 17]{DFO94} to show that:

**Proposition 2.4.** The category \( \Pi_{\mathbb{Z}, \chi} \) is equivalent to the category of discrete \( \mathcal{C}_{\mathbb{Z}, \chi} \)-modules, via the functor \( \text{DFO} \).

The category \( \mathcal{C} \) does not act on \( \Gamma \), but it has a representation \( \mathcal{P} \) which sends \( \gamma \mapsto \widehat{\Gamma}_\gamma \), the completion

\[
\widehat{\Gamma}_\gamma = \lim_{\leftarrow} \Gamma/m_{\gamma}^N.
\]

Note that unlike the representations considered earlier, this is not continuous in the discrete topology, but will be in the inverse limit topology on \( \widehat{\Gamma}_\gamma \). This is very closely related to the representation \( \mathcal{O}^G \) considered in \cite[§3.1]{MV21}, which is the \( \mathcal{U} \)-module obtained by summing these completions (though they use germs of functions instead of completions; the difference is not relevant for us).

Let us try to carefully describe this action. Let \( a \in \text{MaxSpec}(\Lambda) \) be a maximal ideal lying over \( m_\gamma \) and \( W_a \) the stabilizer of \( a \) in \( W \). Since the map \( \Gamma \to \Lambda \) induces a covering on spectra (i.e. an étale map of schemes), we have that \( \widehat{\Gamma}_\gamma = \widehat{\Lambda}_a^{W_a} \). Alternatively, if we sum over this orbit we have that

\[
\widehat{\Gamma}_\gamma = \left( \bigoplus_{a' \in W \cdot a} \widehat{\Lambda}_{a'} \right)^W.
\]

We can think of \( \widehat{\Lambda}_a \) as the power series ring \( \mathbb{C}[[\lambda_{ij} - a_{ij}]] \) for scalars \( a_{ij} \), defined by Taylor expansion, so \( \widehat{\Gamma}_\gamma \) is the set of invariant power series under \( W_a \). Acting by \( W \), we can also realize an element of \( \widehat{\Gamma}_\gamma \) as a choice of power series based at each point in the orbit which is compatible with the action of \( W \).

Thus, the operation \( \delta_{ij}^\pm \) descends to an isomorphism \( \widehat{\Lambda}_a \to \widehat{\Lambda}_{a \pm e_{ij}} \) for \( e_{ij} \) the obvious unit vector. We can interpret the element \( X_{ij}^\pm \) as a map

\[
X_{ij}^\pm: \widehat{\Lambda}_a \to \bigoplus_j \widehat{\Lambda}_{a \pm e_{ij}}.
\]
In order to induce the correct action on \( \hat{\Gamma}_\gamma \), we need to consider this map on orbit sums. Let 
\[ U_{\pm i, a} = \bigcup_j W \cdot (a \pm e_{ij}) \]. 
From the formulas, it’s clear that \( X_i^\pm \) induces a map
\[ X_i^\pm : \bigoplus_{a' \in W \cdot a} \hat{\Lambda}_{a'} \to \bigoplus_{a'' \in U_{\pm i, a}} \hat{\Lambda}_{a''}. \]

The desired map on \( \hat{\Gamma}_\gamma \) is the restriction of this \( W \)-equivariant map to the invariant subspaces. The image \( X_i^\pm(\gamma, \gamma') \) of \( X_i^\pm \) in \( \text{Hom}_C(\gamma, \gamma') \) is then the map just described followed by projection to \( \hat{\Gamma}_{\gamma'} \). In particular, note that this image is 0 unless \( \gamma' \) lies under one of the elements of \( U_{\pm i, a} \).

Since the action on \( \Gamma \) is faithful and \( \Gamma \) injects into any of its completions, we can identify morphisms in \( C \) by their action on this module.

### 2.2. KLRW algebras

We recall now the second author’s construction of the KLRW algebra \( \tilde{T} \). We’ll follow the conventions of [Webc]: this algebra is defined by Stendhal diagrams consisting of finitely many oriented curves carrying dots in \( \mathbb{R} \times [0, 1] \) whose projection to the second factor is a diffeomorphism.

**Remark 2.5.** To avoid any confusion, let us note that following [Webc] means that unlike in some earlier papers (for example, [Web17a]), we allow dots on red strands in addition to black strands. These are needed to account for modules where the center \( Z_n \) acts non-semi-simply.

The diagrams are considered up to isotopy, and must be locally of the form

\[
\begin{array}{c}
\cdot \\
\cdot
\end{array}
\begin{array}{c}
\cdot \\
\cdot
\end{array}
\begin{array}{c}
\cdot \\
\cdot
\end{array}
\begin{array}{c}
\cdot \\
\cdot
\end{array}
\begin{array}{c}
\cdot \\
\cdot
\end{array}
\begin{array}{c}
\cdot \\
\cdot
\end{array}
\begin{array}{c}
\cdot \\
\cdot
\end{array}
\begin{array}{c}
\cdot \\
\cdot
\end{array}
\begin{array}{c}
\cdot \\
\cdot
\end{array}
\end{array}
\]

We’ll adopt the convention (similar to that of [Webc]) of labeling black strands with elements of the set \([1, n - 1]\) and all red strands with \( n \); this is not the most general algebra of this type, but it will suffice for us.

We call the lines \( y = 0, 1 \) the **bottom** and **top** of the diagram. Reading across the bottom and top from left to right, we obtain a sequence \( i = (i_1, \ldots, i_V) \) of elements of \([1, n]\) labeling both red and black strands, where \( V \) is the total number of strands.

Let \( e(i) \) be the unique crossingless, dotless diagram where the sequence at top and bottom are both \( i \).

**Definition 2.6.** The **degree** of a Stendhal diagram is the sum over crossings and dots in the diagram of

- \(-2\) for each crossing where the strands both have labels \( i \)
- \(1\) for each crossing where the strands both have labels \( i \) and \( j = i \pm 1 \)
- \(0\) for each crossing where the strands both have labels \( i \) and \( j \notin \{i, i \pm 1\} \)
- \(2\) for each dot;

The degree of diagrams is additive under composition. Thus, the algebra \( \tilde{T} \) inherits a grading from this degree function.

Consider the set \( \Omega = \{(i, j) \mid i \in [1, n], j \in [1, v_i]\} \). Let \( \preceq \) be a total order on \( \Omega \) such that
\[(2.8) \quad (i, 1) \preceq \cdots \preceq (i, v_i). \]
This is equivalent to choosing a word \( \mathbf{i} = (i_1, \ldots, i_N) \) where where \( N = |\Omega| \) and \( i_k = i \) for \( v_i \) different indices \( k \).

We will want to weaken this definition a bit and allow \( \preceq \) to be a total preorder (that is, a relation which is transitive and reflexive, but not necessarily anti-symmetric). In this case, we have an induced equivalence relation \( (i, k) \approx (j, \ell) \) if \( (i, k) \preceq (j, \ell) \) and \( (i, k) \succeq (j, \ell) \). We assume that our preorder satisfies the condition that

\[
(i, k) \not\approx (j, \ell) \text{ whenever } i \neq j.
\]

We can still attach a word \( \mathbf{i} \) to such a preorder; two equivalent elements give the same letter in the word \( \mathbf{i} \), so it doesn’t matter whether they have a chosen order. We can thus think of a preorder as corresponding to a word in the generators with some subsets where the same letter appears multiple times together grouped together. We can represent this within the word itself by replacing \( (i, \ldots, i) \) with \( i^{(a)} \). Thus, for our purposes \((3, 2, 2, 3, 1, 3)\) and \((3, 2^{(2)}, 3, 1, 3)\) are different words with different associated preorders. Every such word has a unique totalization satisfying \((2.8)\). We let \( \text{tSeq}(\mathbf{v}) \) be the resulting set of pre-sequences.

**Definition 2.7.** Let \( \tilde{T} \) be the quotient of the formal span of Stendhal diagrams by the following local relations between Stendhal diagrams. We draw these below as black, but the same relations apply to red strands (always taken with the label \( n \)):

\[ (2.9a) \]

\[
\begin{align*}
\begin{array}{ccc}
\bullet & \bullet & \bullet \\
& i & j \\
& i & j \\
& i & j \\
\end{array} =
\begin{array}{ccc}
\bullet & \bullet & \bullet \\
& i & j \\
& j & i \\
& i & j \\
\end{array} =
\begin{array}{ccc}
\bullet & \bullet & \bullet \\
& i & j \\
& i & j \\
& i & j \\
\end{array}
\end{align*}
\]

unless \( i = j \)

\[ (2.9b) \]

\[
\begin{align*}
\begin{array}{ccc}
& \bullet & \bullet \\
& i & i \\
& i & i \\
\end{array} =
\begin{array}{ccc}
\bullet & \bullet & \bullet \\
& i & i \\
& i & i \\
\end{array} =
\begin{array}{ccc}
\bullet & \bullet & \bullet \\
& i & i \\
& i & i \\
\end{array}
\end{align*}
\]

\[ (2.9c) \]

\[
\begin{align*}
\begin{array}{ccc}
\bullet & \bullet \\
& i & j \\
\end{array} =
\begin{cases}
0 & i = j \\
& \quad i \neq j, j \pm 1 \\
\begin{array}{ccc}
& \bullet & \bullet \\
& i & j \\
& i & j \\
\end{array} & i = j - 1 \\
\begin{array}{ccc}
& \bullet & \bullet \\
& i & j \\
& i & j \\
\end{array} & i = j + 1
\end{cases}
\end{align*}
\]
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Note that this algebra breaks up into a sum of subalgebras \( \tilde{T}_v \) where we fix the number of strands with with label \( i \) to be \( v_i \). Following Khovanov and Lauda \cite[\S 2.1]{KL09}, we let \( \text{Seq}(v) \) be the set of sequences in \([1, n]\) where \( i \) appears \( v_i \) times.

We’ll also want to consider the completion of this algebra with respect to its grading. By \cite[Lem. 2.3]{Web20}, this is equivalent to simply considering the same diagrammatics, but allowing formal power series in the subring of dots. One fact that will be useful for us: a topological module over \( \hat{\tilde{T}} \) which has discrete topology is thus one where dots of high degree act trivially.

On the other hand, we can consider \( \tilde{T} \)-modules which are weakly graded, i.e. they possess a filtration such that the subquotients are gradeable. Let \( \tilde{T} \)-wgmod be the category of finite dimensional weakly graded \( \tilde{T} \)-modules

\[ \text{Lemma 2.8.} \ A \tilde{T} \text{-module } M \text{ is finite dimensional and weakly graded if and only if it is the restriction to } \hat{\tilde{T}} \text{ of a topological } \hat{\tilde{T}} \text{-module which is finitely generated and discrete.} \]

\[ \text{Proof.} \text{ Since } M \text{ is finite dimensional and weakly graded, all dots act nilpotently on it, and thus, } M \text{ is killed by the } N \text{th power of the unique graded maximal ideal of the ring of dots. The two-sided ideals generated by the } n \text{th powers of this ideal for } n \geq N \text{ form a basis of the neighborhoods of } 0 \text{ in the grading topology on } \hat{\tilde{T}}, \text{ and so the fact that they act trivially shows that we obtain a continuous action of } \hat{\tilde{T}} \text{ on } M \text{ equipped with the discrete topology, which is, of course, finitely generated by a basis of } M. \]

\[ \text{If } M \text{ is a topological } \hat{\tilde{T}} \text{-module which is finitely generated and discrete, then by the discreteness, it must also be finitely generated as a } \tilde{T} \text{-module. Furthermore, any vector must be killed by a power of the unique graded maximal ideal of the ring of dots, since these powers generate 2-sided ideals which are a basis of neighborhoods of } 0, \text{ as discussed above. Since the quotient } R \text{ of } \hat{\tilde{T}} \text{ by this ideal is finite dimensional, } M \text{ is finite dimensional. In particular, it contains a simple submodule, generated by a single vector; this submodule is gradeable, since it is a simple over the finite-dimensional graded ring } R. \text{ Modding out by this simple submodule gives a module of smaller dimension, which is still discrete. By induction on the dimension of } M, \text{ this shows that } M \text{ has a composition series of gradeable simple modules.} \] \]

\[ \text{2.2.1. Polynomial representation.} \text{ From its realization as a weighted KLR algebra, the algebra } \hat{\tilde{T}} \text{ inherits a polynomial representation.} \]

\[ \text{Definition 2.9.} \text{ The polynomial representation of } \hat{\tilde{T}} \text{ is the vector space } \]

\[ \mathcal{P} = \bigoplus_i \mathbb{C}[Y_1, \ldots, Y_V]e(i), \]
with sum running over total orders on $\Omega$ satisfying \((2.8)\). The action is given by the rules:

- $e(i)$ acts by projection to the corresponding summand,
- a dot on the $k$th strand from the left acts by multiplication by $Y_k$,
- a crossing of the $k$th and $k+1$st strands with $i$ at the bottom and $i'$ at top acts by
  - If $i_k = i_{k+1}$, the divided difference operator
    \[
    f e_i \mapsto \frac{f(k,k+1) - f}{Y_{k+1} - Y_k} e_Y.
    \]
  - If $i_k + 1 = i_{k+1}$, the permutation $(k, k+1)$ followed by a multiplication
    \[
    f e_i \mapsto (Y_k - Y_{k+1}) f(k,k+1) e_Y.
    \]
  - Otherwise, the permutation $(k, k+1)$
    \[
    f e_i \mapsto f(k,k+1) e_Y.
    \]

As noted below the proof of Theorem 2.8 in \cite{Web19}, this representation is faithful. The same formulas define a representation $\hat{\mathcal{P}}$ of $\hat{T}$ on the corresponding power series rings, which \cite[Lem. 2.3]{Web20} shows is also faithful. For later reference, we state this as a lemma:

**Proposition 2.10.** The representations $\mathcal{P}$ and $\hat{\mathcal{P}}$ are faithful over $\hat{T}$ and $\hat{T}$ respectively.

**2.2.2. Induction.** Note that if $v_1, \ldots, v_p$ are dimension vectors so that $v = v_1 + \cdots + v_p$, then we have an obvious map of horizontal composition $\hat{T}_{v_1} \otimes \cdots \otimes \hat{T}_{v_p} \to \hat{T}_v$. Note that this is not a unital map, since not all idempotents $e(i)$ are in the image. Following Khovanov and Lauda \cite{KL09}, we define the **induction functor** for $L_k$ a $\hat{T}_{v_k}$-module for each $k$:

\[
L_1 \circ \cdots \circ L_p = \hat{T}_v \otimes_{\hat{T}_{v_1} \otimes \cdots \otimes \hat{T}_{v_p}} (L_1 \boxtimes \cdots \boxtimes L_p).
\]

By an obvious extension of \cite[Lem. 2.16]{KL09} using the basis of \cite[Prop. 4.16]{Web17a}, we have that:

**Lemma 2.11.** The module $L_1 \circ \cdots \circ L_p$ has a basis given by the elements of the form $ae(i\ell)$ for $i$ ranging over concatenations of $i_k \in \text{Seq}(v_k)$, the diagram $a$ ranging over longest right coset reps of $S_{|v_1|} \times \cdots \times S_{|v_p|}$ in $S_v$ with $e(i)$ at the bottom which don’t cross any red strands, and $\ell$ ranging over a basis of $e(i)(L_1 \boxtimes \cdots \boxtimes L_p)$.

**2.2.3. Thick calculus.** Our work later will be considerably simplified by using “thick calculus” in the nilHecke algebra, following the approach of \cite{KLMS12}. This incorporates the “full twist” diagram $D_a$ on $a$ strands with the same label $i$. We will use the reflection of the conventions from that paper, so we let $e_a = D_a \delta_a$ for $\delta_a$ a polynomial of degree $\frac{a(a+1)}{2}$ such that $D_a \delta_a D_a = D_a$; in \cite{KLMS12}, they use $y_1^{a-1} y_2^{a-2} \cdots y_a^{-1}$, but in the interest of symmetry, we prefer $\delta_a = \frac{1}{a} \prod_{1 \leq i < j \leq a} (y_i - y_j)$. A simple calculation shows that in either case, $e_a^2 = e_a$, and $e_a$ is the projection whose image is the symmetric polynomials. For our choice of $\delta_a$, we obtain the unique $S_a$-invariant projection.

Given a pre-sequence $I$ in $t\text{Seq}(v)$, we can define an idempotent $e(I)$ by starting with the idempotent $e(i)$, and multiplying by $e_a$ in a block of $a$ strands that are equivalent under $\approx$, that is, on the block of strands corresponding to $i^{(a)}$. It will also be useful to consider the
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split and merge diagrams:

Note that we only define these here for groups of strands with the same label; the extension of these to other type A cases is discussed in [SW], but that introduces a lot of complications which are not needed here. We will need to use the notation for crossings of thick strands with different labels:

On the polynomial representation above, an idempotent with thick strands acts by projection to the appropriate subring of symmetric polynomials.

**Lemma 2.12** ([SW Prop. 3.4]). The split diagram above acts by inclusion of $S_{a+b}$-invariant polynomials into $S_a \times S_b$-invariants. The merge diagram above acts by the Demazure operator

$$\sum_{\sigma \in S_{a+b}/(S_a \times S_b)} \cdot \prod_{k=1}^{a} \prod_{\ell=a+1}^{a+b} (y_k - y_\ell)$$

2.3. **Standard modules.** We will now discuss how to construct simple modules over $\widetilde{T}$. As discussed in [Weba §5], these are indexed by red-good words; we call a word $i$ red-good if there is a simple module $L$ over $\widetilde{T}$ such that $i$ is lex-minimal amongst words where $e(i)L$. By [Weba Th. 5.9], we have a combinatorial characterization of these words. Let $GL$ be the set of words of the form $(k, k-1, \cdots, k-p)$ for $k \leq n-1$, and $0 \leq p < k$, and $GL'$ be the set of words of the form $(n, n-1, \cdots, n-p)$ for $0 \leq p < n$; as noted in [Lec04 §6.6], these together form the good Lyndon words of the $A_n$ root system in the obvious order on nodes in the Dynkin diagram (which we identify with $[1, n]$).
Theorem 2.13 ([Weba, Th. 5.9]). A word \( i \) is red-good if it is the concatenation \( i = a_1 \cdots a_p b_1 \cdots b_m \) of words for \( a_k \in GL \), and \( b_k \in GL' \) satisfying \( a_1 \leq a_2 \leq \cdots \leq a_p \) in lexicographic order.

For the purposes of constructing the characters of simple modules, we need a slightly different construction of these simples than that given in [Weba]. Let \( i \) be a red-good word.

Definition 2.14. Let \( \Delta(i) \) be the universal module generated by a vector \( v \) satisfying the equations

\[
(2.11) \quad e(i)v = v \quad \text{and} \quad \psi_k v = 0 \quad \text{for any } k \text{ with } i_k - 1 = i_{k+1}.
\]

Let \( \bar{\Delta}(i) \) be the quotient of \( \Delta(i) \) by the further relation that

\[
(2.12) \quad y_k v = 0 \quad \text{for all } k.
\]

It’s easy to check that:

Lemma 2.15.

\[
\Delta(i) = \Delta(a_1) \circ \cdots \circ \Delta(a_p) \circ \Delta(b_1) \circ \cdots \circ \Delta(b_m)
\]

\[
\bar{\Delta}(i) = \bar{\Delta}(a_1) \circ \cdots \circ \bar{\Delta}(a_p) \circ \bar{\Delta}(b_1) \circ \cdots \circ \bar{\Delta}(b_m).
\]

First, consider the case where \( i \) is a single Lyndon word \( a = (k, \ldots, p) \) for \( 1 \leq p \leq k \leq n \). In this case, we have an endomorphism of \( \Delta(i) \), induced by sending \( v \mapsto y_k v \). Since in this case \( \psi_k^2 = y_k - y_{k+1} \), we have that this is the same endomorphism for all \( k \). We denote it by \( y \).

Now, consider the case where \( i \) is of the form \( (a, a) \) for a single Lyndon word, so \( \Delta(i) = \Delta(a) \circ \Delta(a) \). In this case, \( \Delta(i) \) has two dot endomorphisms \( y_1, y_2 \) given by multiplication by a dot on the first or second copy of \( a \). If \( a \in GL' \), then clearly every element of \( e(i)\Delta(i) \) is of the form \( \mathbb{C}[y_1, y_2]v \); on the other hand, if \( a \in GL \), then we have a diagram which switches the strands attached to the two different copies of \( a \). This is a vector \( v' \) which satisfies the same relations as \( v \), and thus defines a map \( \psi: \Delta(i) \to \Delta(i) \). We have

\[
v' = \begin{array}{c}
\cdots \cdots \\
\cdots \cdots \\
v
\end{array}
\]

\[
\begin{array}{c}
k \\
p \\
k \\
p
\end{array}
\]

More generally, when \( i = a^m \), then we always have an action of \( \mathbb{C}[y_1, \ldots, y_m] \) induced by the action on factors of the induction, and if \( a \in GL \), we also have an endomorphisms \( \psi_1, \ldots, \psi_{m-1} \) defined by applying \( \psi \) to an adjacent pair of factors. These define an action of the nilHecke algebra constructed in [BKM14, Lemma 3.7].

Proposition 2.16. If \( i = a^m \) for \( a \in GL' \), then \( \text{End}(\Delta(i)) = \mathbb{C}[y_1, \ldots, y_m] \) and \( \Delta(i) \) has a unique graded simple quotient.

If \( i = a^m \) for \( a \in GL \), then \( \text{End}(\Delta(i)) = \text{NH}_m \), and \( \bar{\Delta}(i) \) is the unique graded simple quotient of \( \Delta(i) \) up to isomorphism.
Proof. We prove this by induction on \( m \). If \( m = 1 \), then obviously any diagram in \( e(\mathbf{i}) \Delta(\mathbf{i}) \) is either a polynomial multiple of \( v \) or it contains a bigon where two strands cross. In the latter case, this diagram is 0 in \( \Delta(\mathbf{i}) \). Thus, multiplying by \( v \) defines a surjection \( \mathbb{C}[y] \to e(\mathbf{i}) \Delta(\mathbf{i}) \), and this surjection is split by the map that maps \( f(y_1, \ldots, y_r)v \mapsto f(y) \), and kills all other diagrams. Since \( \mathbb{C}[y] \) is indecomposable as a module over itself, this surjection is an isomorphism.

In general, by Lemma 2.11 we have that \( e(\mathbf{i}) \Delta(\mathbf{i}) \) has a basis given by a basis of \( \mathbb{C}[y_1, \ldots, y_m] v \), which is isomorphic to \( e(\mathbf{i}) \Delta(\mathbf{a}) \boxtimes \cdots \boxtimes \Delta(\mathbf{a}) \), times the set of shortest coset representatives that cross no red strands. If \( a \in \text{GL}' \), only the identity has this property, and \( e(\mathbf{i}) \Delta(\mathbf{i}) \cong \mathbb{C}[y_1, \ldots, y_m] \) via multiplication on \( v \).

If \( a \in \text{GL} \), then there is a shortest coset rep for each permutation in \( S_m \), given by the action of a composition of \( \psi_k \)'s acting on \( v \). Thus, in this case we have an isomorphism \( e(\mathbf{i}) \Delta(\mathbf{i}) \cong NH_m \) defined by action on \( v \).

We can readily convert both of these to statements about endomorphisms: every endomorphism of \( \Delta(\mathbf{i}) \) sends \( v \) to an element of \( e(\mathbf{i}) \Delta(\mathbf{i}) \), and since \( v \) is a generator, this is an injective map \( \text{End}(\Delta(\mathbf{i})) \to e(\mathbf{i}) \Delta(\mathbf{i}) \), which we have already checked is surjective, and thus an isomorphism.

Finally, note that for any simple quotient \( L \) of \( \Delta(\mathbf{i}) \), we must have a surjective, non-zero map \( \text{End}(\Delta(\mathbf{i})) \cong e(\mathbf{i}) \Delta(\mathbf{i}) \to e(\mathbf{i})L \) which is a left module homomorphism. In fact, \( e(\mathbf{i})L \) must be a simple quotient of \( \text{End}(\Delta(\mathbf{i})) \) as a left module over itself. The uniqueness of this quotient up to isomorphism follows from the fact that \( \text{End}(\Delta(\mathbf{i})) \) is a matrix ring over a polynomial ring (which is graded local). Note that \( \Delta(\mathbf{i}) \) corresponds to the quotient of \( \text{End}(\Delta(\mathbf{i})) \) by the left ideal generated by \( y_1, \ldots, y_m \); in either case, this gives an irrep over \( \text{End}(\Delta(\mathbf{i})) \). By the usual argument (see [Web17a, Lemma 5.9]), the module \( \Delta(\mathbf{i}) \) has a unique simple quotient. Finally note that if \( a \in \text{GL} \), then any diagram in the basis of \( \Delta(\mathbf{i}) \) corresponds to a right coset representative which can be multiplied by a diagram on the left to give a non-zero element of \( NH_m \). This shows that \( \Delta(\mathbf{i}) \) has no proper non-zero submodules in this case.

\[ \square \]

**Theorem 2.17.**

1. For any red-good word \( \mathbf{i} \), the standard module \( \Delta(\mathbf{i}) \) has a unique simple quotient \( L(\mathbf{i}) \).
2. As \( \mathbf{i} \) ranges over red-good words, these quotients give a complete irredundant list of the simple graded \( \mathbb{T} \)-modules.
3. The composition factors of the kernel of the map \( \Delta(\mathbf{i}) \to L(\mathbf{i}) \) are all of the form \( L(\mathbf{j}) \) for \( \mathbf{j} \succ \mathbf{i} \) in lexicographic order.

**Proof.**

1. We can write
\[ \Delta(\mathbf{i}) = \Delta(a_1^{m_1}) \circ \cdots \circ \Delta(a_p^{m_p}) \circ \Delta(b_1) \circ \cdots \circ \Delta(b_{v_0}) \]
where we assume that \( a_1 < a_2 < \cdots < a_p \) enumerate all elements of \( \text{GL} \), and \( m_i \geq 0 \). It's an easy combinatorial result (see [Lec04, Lem. 15]) that every non-trivial shuffle of these words is above \( \mathbf{i} \) in lex order, so \( e(\mathbf{i}) \Delta(\mathbf{i}) \cong NH_{m_1} \otimes \cdots \otimes NH_{m_p} \) as a module over the tensor product over nilHecke algebras. By the simplicity of this module, we can apply [Web17a, Lemma 5.9] again and show that \( \Delta(\mathbf{i}) \) has a unique simple quotient.

2. Let \( N_{\mathbf{i}} = \{ \mathbf{i} \in \text{Seq}(\mathbf{v}) \mid e(\mathbf{i})L \neq 0 \} \). As observed above, \( \mathbf{i} \) is lex-minimal amongst \( \mathbf{j} \) so that \( e(\mathbf{j}) \Delta(\mathbf{i}) \neq 0 \). Thus, it is lex-minimal in \( N_{L(\mathbf{i})} \). This shows that we can recover \( \mathbf{i} \) from
$L(i)$ and this list is irredundant. It is complete by [Weba Thm. 5.9]. Since that proof is a bit indirect, we will include a proof here “by hand,” which is not difficult in this special case. We only need to show that any simple $L$ contains a vector that satisfies the relations (2.11) and (2.12) for some word $i$. This is clear if $i$ is red-good, and lex-minimal in $\mathcal{N}_L$, since $\psi_k v$ is in the image of a lex-lower idempotent if $i_k - 1 = i_{k+1}$; this defines a map $\Delta(i) \to L$ which factors through $\Delta(i)$ by simplicity. Thus, we need only show that if $j \in \mathcal{N}_L$ is a word which is not red-good, then there is a lex-lower word $j' \in \mathcal{N}_L$. This repeatedly uses the observations that  
(a) if $s \neq r \pm 1$ and $e(\ldots, s, r, \ldots)L \neq 0$ then $e(\ldots, r, s, \ldots)L \neq 0$ as well. This is immediate from the relation (2.9c).
(b) Similarly, $e(\ldots, r, r \pm 1, r, \ldots)L \neq 0$ if and only if $e(\ldots, r, r, r \pm 1 \ldots)L \neq 0$ or $e(\ldots, r, r, r \pm 1 \ldots)L \neq 0$. This follows from (2.9d) using the fact that the LHS of the equation is non-zero if and only if the RHS is.

First, let $k$ be the smallest index such that there are two consecutive appearances of $k$ in $j$ with more than one copy of $k - 1$ between then, or between the last copy of $k$ and the end of word. If there is no appearance of $k - 2$ between the first two appearances of $k - 1$, then we can use (a) to create a word $(\ldots, k, k - 1, k - 1, \ldots) \in \mathcal{N}_L$. By (b), we also have $e(\ldots, k - 1, k, k - 1, \ldots) \in \mathcal{N}_L$, which is lower in lexicographic order than $j$. Similarly, if there is a copy of $k - 2$ between them, we can get an idempotent of the form $(\ldots, k, k - 1, k - 2, k - 1, \ldots) \in \mathcal{N}_L$; by (b), either $(\ldots, k, k - 1, k - 1, k - 2, \ldots) \in \mathcal{N}_L$ or $(\ldots, k, k - 2, k - 1, k - 1, \ldots) \in \mathcal{N}_L$. In the former case, $(\ldots, k - 1, k, k - 1, k - 2, \ldots) \in \mathcal{N}_L$ and in the latter, $(\ldots, k - 2, k, k - 1, k - 1, \ldots) \in \mathcal{N}_L$. Both of these are lower than $j$ in lex-order. After finitely many of these moves, we will arrive at a word where there is at most one copy of $k - 1$ between any two appearances of $k$, or between the last copy of $k$ and the end of the word. If we switch any consecutive pair $(\ldots, r, s, \ldots)$ where $r > s + 1$, then we will arrive at a word which is a concatenation of words from GL and GL'.

Consider two consecutive such words $(\ldots, r, s, r', s', \ldots)$. Note that if $r' < r$, then $r' + 1$ and $r'$ violate the interlacing condition, so we must have $r' \geq r$. If $r' > r$, or $s \leq s'$, then these are correctly lexicographically ordered. Thus, we need only show that if $r = r' < n$ and $s > s'$, then this is not lex-minimal in $\mathcal{N}_L$. We can apply (a) to move $r'$ to the left and obtain a pattern like $(\ldots, r, r - 1, r, \ldots)$. Since $r < n$, we can apply (b) to find that $(\ldots, r - 1, r, r, \ldots) \in \mathcal{N}_L$ or $(\ldots, r, r, r - 1, \ldots) \in \mathcal{N}_L$. The former is lex-lower, so we can assume that $(\ldots, r, r, r - 1, \ldots) \in \mathcal{N}_L$. We can now move the $r - 1$ left and apply the same argument again, to show that $(\ldots, r, r, r - 1, r - 1, \ldots) \in \mathcal{N}_L$. Now, we apply (b) again to see that $(\ldots, r, r, r - 1, r - 1, \ldots) \in \mathcal{N}_L$. Again, we can repeat this observation to see that $(\ldots, r, r, s', r, \ldots) \in \mathcal{N}_L$. These are now in lexicographic order, and applying this inductively, we can arrive at a red-good word.

(3) The kernel $K$ is killed by $e(j)$ for any word $j \leq i$, so $L(j)$ for such a word cannot be a composition factor.

2.4. Computation of characters of simple modules. A well-known and beautiful property of KLR algebras is that they categorify the canonical basis of $U(n)$ for the underlying diagram; this was shown by Varagnolo and Vasserot [VVT1] for an arbitrary symmetrizable Cartan matrix. As discussed in [BKM14 §4.2], this means that the classes of simple modules can be identified with the dual canonical basis of this space, and so can be computed using an algorithm of LeClerc [Lee04 §5.5].
We’ll describe a generalization of this algorithm for simple modules over $\hat{T}$. We’ll avoid any discussion of canonical bases; readers wishing for that perspective can refer to [Web15]. As shown in [Web15] Lemma 1.15], this canonical basis property is a consequence of a positivity property called mixedness ([Web15] Def. 1.11]). We will also not require the details of that definition (which is made to work in greater generality than we need), but we will discuss the components of it relevant here.

First, we give every simple module a preferred grading (in terms of the weight function in [Web15] Def. 1.11], this is the grading with weight 0). Let us set us basic notation for graded vector spaces. As usual, we let $V_n$ be the degree $n$ component of a graded vector space $V$, and let $\dim V = \sum_{i \in \mathbb{Z}} V_i q^i \in \mathbb{Z}[q, q^{-1}]$. The dual space $V^* = \text{Hom}_\mathbb{C}(V, \mathbb{C})$ has grading so that $V^*_n = (V^*)_{-n}$; in particular $\dim_q V^* = \dim_q V$, where $\bar{q} = q^{-1}$.

The module $\Delta(i)$ comes with a natural grading where the degree of $v$ is 0, but this is not the one we will use. There is a duality functor $L \mapsto L^*$ on the category of left $\hat{T}$-modules defined by considering duality as $\mathbb{C}$-vector spaces, and twisting by the anti-automorphism given by reflection in the $x$-axis (denoted $\psi$ in [KL09 §2.1]). This has the property that $\varepsilon(i)L^* = (\varepsilon(i)L)^*$; in particular, each simple $L$ and its dual $L^*$ have the same red-good word and thus are isomorphic. However, this is not true as graded modules: $\varepsilon(i)L(i)$ has a basis indexed by the elements of $S_{m_1} \times \cdots \times S_{m_r}$, with these elements having degree $-2$ times the length of the corresponding element. By standard Coxeter combinatorics,

$$\dim_q e(i)L(i) = \prod_{r=1}^{\ell} \prod_{s=1}^{m_r} \frac{1 - q^{-2s-2}}{1 - q^{-2}}.$$  

Thus in the obvious grading $e(i)L(i)$ is not self-dual.

However, we can correct for this. Writing $L(i)$ as a quotient of $\Delta(i)$, we let $v$ denote the (unique) vector in $e(i)L$ satisfying the relations $\Delta(i)$ and $\Delta(i)$: 

**Lemma 2.18.** In the grading where $\deg(v) = \sum m_r(m_r - 1)/2$, the module $L(i)$ is self-dual as a graded module.

From now on, when we write $L(i)$, we consider it as a graded module with this unique self-dual grading, and similarly, give $\Delta(i), \Delta(i)$ the grading where $\deg(v) = \sum m_r(m_r - 1)/2$.

**Proof.** Given this new grading, we correct (2.13) to 

$$\dim_q e(i)L(i) = \prod_{r=1}^{\ell} \prod_{s=1}^{m_r} \frac{q^{s+1} - q^{-s-1}}{q - q^{-1}}.$$  

This is bar-invariant, so $e(i)L(i)$ and $e(i)L(i)^*$ are isomorphic as graded vector spaces. Since a gradable simple over a graded algebra which is finite-dimensional in each degree as a unique grading up to shift, this completes the proof. We can also explicitly check this by showing that the unique line in $e(i)L^*$ which is killed by $\mathbb{C}[v]$ (i.e. the unique functional on $e(i)L$ killing the image of $y_k$ for all $k$) is non-zero on the diagram giving the longest element of $e(i)L(i)$ and so has degree $= \deg(v) = \sum m_r(m_r - 1)$. This induces an isomorphism of graded modules $L(i) \cong L^*(i)$. 

Following LeClerc [Lec04, (19)], we let 

$$\kappa_1 = \dim_q e(i)L(i) = \prod_{r=1}^{\ell} [m_r]! \quad [m]! = \prod_{s=1}^{m} \frac{q^{s+1} - q^{-s-1}}{q - q^{-1}}.$$
We can refine Theorem 2.17 by incorporating grading shifts; for a graded module \( M \), let \( M\{a\} \) be the same underlying module with all degrees shifted upwards by \( a \).

**Theorem 2.19.** The graded composition factors of the kernel of the map \( \tilde{\Delta}(i) \to L(i) \) are all of the form \( L(j)\{a\} \) for \( a > 0 \) and \( j > i \) in lexicographic order.

This is the only consequence of the mixedness of \( \tilde{T} \) we will require.

**Proof.** Since \( \tilde{\Delta}(i) \) has a unique simple quotient, it must be indecomposable, and thus a quotient of the indecomposable projective with head \( L(i) \). All the composition factors of this module are shifted positively in grading by the mixed property of this category of modules (see [Web15, Def. 1.11]), shown in the proof of [Web15, Th. 8.8]. This ultimately derives from the fact that the multiplicity of \( L(j)\{a\} \) in this projective cover is the dimension of \( \text{Ext}^a \) between two perverse sheaves on a moduli space of quiver representations (thanks to [Web19, Cor. 4.12]).

These will ultimately correspond to the dimensions of Gelfand-Tsetlin weight spaces in simple Gelfand-Tsetlin modules. As in [Lec04], we consider the free associative algebra on \( \mathbb{Z} \) on symbols \( w_1, \ldots, w_n \), with \( w[i] = w_{i_1} \cdots w_{i_n} \).

**Definition 2.20.** Let \( M \) be a finite dimensional graded \( \tilde{T}_v \)-module. The **character** \( \text{ch}(M) \) is the formal sum \( \mathcal{F} \) of words \( w[i] \), weighted by the graded dimension of \( e(i)M \):

\[
\text{ch}(M) = \sum_{i \in \text{Seq}(v)} \text{dim}_q(e(i)M) \cdot w[i].
\]

Using Theorems 2.17 and 2.19, we can give an algorithm to calculate the characters of simple \( \tilde{T} \)-modules, which is only a minor modification of that given in [Lec04, §5.5]. For a given \( k \), assume that \( \text{ch}(L(i_1)), \ldots, \text{ch}(L(i_{k-1})) \) are already known. Let \( \text{ch}_k = \text{ch}(\tilde{\Delta}(i_k)) \), and define \( \text{ch}_r \) for \( r \in [1, k-1] \) as follows: let \( \alpha_r \) be the coefficient of \( w[i_r] \) in \( \text{ch}_{r+1} \), and assume that there is a polynomial \( \gamma_r \in q\mathbb{Z}[q] \) such that \( \rho_r = \alpha_r - \kappa_1 \gamma_r \) is bar-invariant (such a polynomial is necessarily unique). Then we let \( \text{ch}_r = \text{ch}_{r+1} - \gamma_r \text{ch}(L(i_r)) \).

**Lemma 2.21.** In this case \( \text{ch}(L(i_k)) = \text{ch}_0 \), and furthermore, \( \gamma_r \) is the graded multiplicity of \( L(i_r) \) in \( \Delta(i_k) \) and \( \rho_r = \text{dim}_q(e(i_r)L(i_k)) \).

**Proof.** We prove by induction that \( \chi_r \) is the sum of the characters of the composition factors of \( \tilde{\Delta}(i_k) \) which are of the form \( L(i_s) \) or \( L(i_s) \) for \( s < r \). For \( r = k \), this is clear, since all composition factors of \( \tilde{\Delta}(i_k) \) are of the form \( L(i_s) \) for \( s < r \).

Now assume that this is true for \( r + 1 \). Let \( \gamma'_r \) be the graded multiplicity of \( L(i_r) \) in \( \tilde{\Delta}(i_k) \), and \( \rho'_r = \text{dim}_q(e(i_r)L(i_k)) \). Note that by the self-duality of \( L(i_k) \), we have \( \rho'_r = \rho_r' \) and by Theorem 2.19 we have \( \gamma'_r \in q\mathbb{Z}[q] \). We have that the coefficient \( \alpha_r \) is the sum of contributions from \( L(i_k) \) and \( L(i_r) \), since all composition factors \( L(i_k) \) for \( s < r \) are killed by \( e(i_r) \). This gives an equation \( \alpha_r = \rho'_r + \kappa_1 \gamma'_r \). This shows that \( \rho'_r \) and \( \gamma'_r \) are uniquely characterized by this equation (as argued by Leclerc in [Lec04, 5.5.3]), and are the \( \rho_r, \gamma_r \) introduced before. Thus, \( \text{ch}_r \) is indeed the sum of the characters of the composition factors of the form \( L(i_k) \) or \( L(i_s) \) for \( s < r \).

Applying this lemma inductively gives us an algorithm for computing the character \( \text{ch}(L(i)) \) for all red-good words:

1. Enumerate the red-good words \( i_1, \ldots, i_k \) in decreasing lexicographic order.
(2) Calculate the character \( \text{ch}(\Delta(i_k)) \) for each \( k \). This is a straightforward computation using shuffles, though its combinatorial complexity grows quickly.

(3) For each \( k = 1, \ldots, \ell \), we compute the sequence of characters

\[
\text{ch}_k = \text{ch}(\Delta(i_k)), \text{ch}_{k-1}, \ldots, \text{ch}_0 = \text{ch}(L(i_k)).
\]

We have written a program in GAP (based on an earlier program written by Brundan) which performs this computation, though unfortunately, it is only practical to use for the number of strands \( \leq 11 \).

2.5. Canonical modules. In work of Early, Mazorchuk and Vishnyakova, they introduce certain special simple modules over orthogonal Gelfand-Zetlin algebras, which they call canonical modules. As discussed in [Weba 2.4], these modules have counterparts over \( \hat{T} \): consider the submodule \( C'(i) \) in the polynomial representation \( \mathcal{P} \) for each \( i \in \text{Seq}(v) \) generated by \( e(i) \). By [Weba Lem. 2.20], this module has a unique simple quotient \( C(i) \). It will be more convenient for us to consider the dual construction working with the restricted dual of \( \mathcal{P} \), the span of the homogeneous elements in the full vector space dual \( \mathcal{P}^* \). Note that this is naturally a right module, but as usual, we use the reflection anti-automorphism to make it a left module; we could instead construct a right polynomial representation and dualize that to obtain a left module, which will be different from \( \mathcal{P}^* \) and potentially result in a different notion of canonical module (this is one of many points where one needs to make choices in this definition, raising some questions about the name “canonical”).

For each \( i \), we have an unique element \( ev_i \in \mathcal{P}^* \) of degree 0 which sends \( e(j) \mapsto \delta_{ij} \). Let \( N'(i) \) be the submodule generated by \( ev_i \); by an argument as in [EMV20 Prop. 3.6], this has a unique simple quotient \( N(i) \).

**Lemma 2.22.** The simple modules \( C(i) \) and \( N(i) \) are canonically dual, and thus (non-canonically) isomorphic.

**Proof.** Note that the kernel of the map \( C'(i) \to C(i) \) is a homogeneous space, and thus its intersection with \( C[Y] \) is spanned by positive degree elements. That is, this kernel is killed by \( ev_i \); since it is a submodule, it has trivial pairing with \( N'(i) \). Thus, we have an induced map \( C(i) \to N'(i)^* \), which is non-zero because \( ev_i \) and \( e(i) \) have non-trivial pairing. The image of this map is thus a simple submodule isomorphic to \( C(i)^* \). On the other hand, since \( N(i) \) is the unique simple quotient of \( N'(i) \), its dual is the socle of \( N'(i)^* \), which must be the image of \( C(i) \). \( \square \)

Now, assume that \( i \) is a red-good word.

**Theorem 2.23.** The element \( ev_i \) in \( N(i) \) satisfies the relations \( (2.11) \) and \( (2.12) \), and thus defines an isomorphism \( L(i) \cong N(i) \).

**Proof.** The relations \( (2.12) \) are obvious: any polynomial in the image of multiplication by \( Y_i \) has trivial evaluation at the origin.

To check \( (2.12) \), we assume that \( i_k - 1 = i_{k+1} \), and consider \( \psi_k ev_i \) and consider the evaluation of this against \( f(Y) \cdot e(s_ki) \). By definition, this is the same as the evaluation at 0 of

\[
\psi_k f(Y) \cdot e(s_ki) = (Y_{k+1} - Y_k) f^{s_k} e(i).
\]

Thus, we obtain 0, showing that \( ev_i \) satisfies the desired relations. This defines a map \( \Delta(i) \to N(i) \) which gives the desired isomorphism. \( \square \)
This shows that every simple $\mathbb{T}$ module is a canonical module. We can determine the canonical modules for all other cases by the following proposition:

**Lemma 2.24.** If the words $i$ and $j$ differ by transformations of one of the forms

(2.16) \[ i = (\ldots, r, s, \ldots) \quad j = (\ldots, s, r, \ldots) \quad \text{with} \quad r \neq s \pm 1, \]

(2.17) \[ i = (\ldots, r, r - 1, r \ldots) \quad j = (\ldots, r, r, r - 1, \ldots) \quad \text{with} \quad 1 \leq r < n \]

(2.18) \[ i = (\ldots, r, r + 1, r \ldots) \quad j = (\ldots, r + 1, r, \ldots) \quad \text{with} \quad 1 \leq r < n \]

then we have $N(i) \cong N(j)$.

**Proof.** Of course, it’s enough to show that $N'(i) = N'(j)$ in each case, or equivalently that $ev_j \in N'(i)$ and $ev_i \in N'(i)$. In the case of (2.16), we just have that $\psi_k ev_i = ev_j$ where $k$ is the first index shown, so the result is clear.

In the case of (2.17), we note that $\psi_{k+1}(f \cdot e(j)) = f^{s_{k+1}} \cdot e(i)$ and

$$\psi_k \psi_{k+1}(f \cdot e(i)) = \psi_k(Y_{k+2} - Y_{k+1})f^{s_{k+1}}e(j) = (Y_{k+2} - Y_k)\psi_k(f e(j)) + f^{s_{k+1}}e(j).$$

Dualizing, these calculations show that

$$\psi_{k+1} ev_i = ev_j \quad \psi_{k+1} \psi_k ev_j = ev_i.$$

A similar calculation for (2.18) shows that in this case

$$\psi_k ev_i = ev_j \quad \psi_k \psi_{k+1} ev_j = ev_i. \quad \square$$

**Remark 2.25.** As mentioned above, the asymmetry between $i+1$ and $i-1$ here is a reflection of our conventions, and in particular that the polynomial representation $P$ from Definition 2.9 breaks the symmetry between these. We could swap the signs in equations (2.17) and (2.18) by choosing a different polynomial representation or various other adjustments of conventions.

Let us describe how these results can be used to reduce the general case to the case of a red-good word.

**Theorem 2.26.** We have $N(i) \cong N(j)$ if and only if $i$ and $j$ differ by Definition finite chain of the moves in (2.16)–(2.18).

**Proof.** **Lemma 2.24** covers the “if” direction. By Theorem 2.17(2) and **Lemma 2.23**, if $i$ is arbitrary, there is some red-good $j$ so that $N(i) \cong L(j) \cong N(j)$. Thus, we need only prove that $i$ can be transformed by a chain of these moves to be red-good. We can prove this by induction on lexicographic order: we need only show that if $i$ is not red-good, then it is equivalent by a chain of moves to a lex-lower word. This follows the pattern of the proof of Theorem 2.17(2). As before, choose $k$ minimal so that there is a pair of $k + 1$’s (or the last $k + 1$ and the end of the word) with more than one $k$ between them. Applying (2.16), we can push the $k$'s left so we have either $(\ldots, k + 1, k, \ldots)$ or $(\ldots, k + 1, k, k - 1, k, \ldots)$. We can apply (2.18) in the first case, or (2.17) followed by (2.18) in the second to transform these to $(\ldots, k, k + 1, k, \ldots)$ or $(\ldots, k, k + 1, k, k - 1, \ldots)$, which are lex lower.

This allows us, as in the proof of Theorem 2.17(2), to reduce to the case where we have a concatenation of words in $GL$ and $GL'$ with their first entries weakly increasing. Thus, just as in that proof, we only need to deal with the case of two consecutive words $(\ldots, r, r - 1, \ldots, s, r, \ldots, s, s - 1, \ldots)$. Moving the second appearance of $r$ right and applying (2.17), then moving the second instance of $r - 1$, etc., we see this has the canonical simple as
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(..., r, r−1, r−1, ..., s, s, s−1, ...). Now, we start applying \((2.17)\) to the block \((s, s, s−1)\), and then to the block \((s + 1, s + 1, s)\), and so on up to \((r, r, r−1)\). After several more applications of \((2.16)\), we arrive at \((..., r−1, ..., s−1, r, ..., s, ...)\), which is lower in lexicographic order. This completes the proof. \(\square\)

**Example 2.27.** Consider the word \((4, 4, 3, 2, 1, 2, 3, 5, 4, 4, 5, 5, 3, 5, 5)\). Let us apply the arguments above in this case. We’ll perform \((2.16)\) freely between lines, and underline the portion of the word where we are doing a move.

\[
\begin{align*}
(4, 4, 3, 2, 1, 2, 3, 5, 4, 4, 5, 5, 3, 5, 5) & \rightarrow (4, 4, 2, 3, 2, 1, 3, 5, 4, 4, 5, 5, 3, 5, 5) \\
(2, 4, 3, 2, 3, 1, 5, 4, 4, 5, 5, 3, 5, 5) & \rightarrow (2, 4, 3, 3, 2, 1, 5, 4, 4, 5, 5, 3, 5, 5) \\
(2, 4, 3, 4, 3, 2, 1, 5, 4, 4, 3, 5, 5, 5) & \rightarrow (2, 4, 3, 4, 3, 2, 1, 4, 5, 4, 3, 5, 5, 5)
\end{align*}
\]

We have now finished the first stage of the proof, and indeed the resulting word is a concatenation of words in GL and GL′. However, they are not weakly increasing in lex-order. So, we need to apply the transformations:

\[
\begin{align*}
(2, 4, 3, 4, 3, 2, 1, 4, 5, 4, 3, 5, 5, 5) & \rightarrow (2, 4, 4, 3, 3, 2, 1, 4, 5, 4, 3, 5, 5, 5) \\
(2, 4, 4, 3, 3, 2, 1, 4, 5, 4, 3, 5, 5, 5) & \rightarrow (2, 4, 4, 3, 2, 3, 1, 4, 5, 4, 3, 5, 5, 5) \\
(2, 4, 4, 3, 2, 1, 3, 4, 5, 4, 3, 5, 5, 5) & \rightarrow (2, 4, 4, 3, 2, 1, 3, 4, 5, 4, 3, 5, 5, 5)
\end{align*}
\]

After a final application of \((2.16)\), we arrive at \((2, 4, 3, 2, 1, 4, 3, 4, 5, 4, 3, 5, 5, 5, 5)\), a red-good word obtained by concatenating the words \((2), (4, 3, 2, 1), (4, 3), (4)\) in GL and \((5, 4, 3), (5), (5), (5), (5)\) in GL′.

### 3. Gelfand-Tsetlin modules

#### 3.1. Equivalence to KLR.

In both \([KTW+19]\) and \([Weba]\), the second author and collaborators show an equivalence from a block of the category of Gelfand-Tsetlin modules to the KLR algebra. Here we will give a slightly different description of the equivalence. The works cited above both had to use some complex auxiliary constructions to construct the equivalence; while we feel strongly that these constructions have a value of their own (and are key to understanding generalizations of this construction), we wanted to give as “down to earth” a description of this equivalence as we could manage. While we are primarily interested in the case of \(\mathcal{U}(\mathfrak{gl}_n)\), almost everything in the section below applies to general OGZ algebras \(\mathcal{U}\), so we will work in this generality for some dimension vector \(v = (v_1, \ldots, v_n)\), with \(\Omega = \{(i, j)|1 \leq j \leq v_i\}\). In particular, we let \(Z_n\) denote the symmetric polynomials in the variables \(\lambda_{n,1}, \ldots, \lambda_{n,v_n}\).

Throughout this section, we fix \(\chi\), an integral element of MaxSpec\((Z_n)\). Consider \(\gamma, \gamma' \in \text{MaxSpec}(\Gamma)\chi\) with \(a\) and \(a'\) the dominant lifts of these weights, with

\[
ad'_{im} = a_{im} + \delta_{im}\delta_{mj}
\]

for some \((i, j) \in \Omega\). By the assumption of dominance, \(a_{im} = a'_{im} \leq a_{ij}\) if \(m < j\), and \(a_{im} = a'_{im} \geq a'_{ij}\) if \(m > j\).

Since \(\gamma'\) only depends on the choice of \(\gamma\) and \(a_{ij}\), we can write \(\gamma_a = \gamma'\) if \(a_{ij} = a\), with this symbol undefined if \(a\) doesn’t have this form for \((i, j) \in \Omega\). We can break \(X_i^\pm\) into a sum \(\sum_{a \in \mathbb{C}} X_{i,a}^\pm\) where \(X_{i,a}^\pm = \sum_{\gamma \in \text{MaxSpec}(\Gamma)} X_{i,a}(\gamma ; \gamma_a).\)
The respective completions of $\Gamma$ at $\gamma$ and $\gamma'$ act as endomorphisms of the corresponding objects in $\mathcal{C}$. Consider the rational function

$$
\Phi_{i,j,a}^\pm(\lambda) = \frac{\prod_{a_i,m \neq a_{i,j}} (\lambda_{im} - \lambda_{ij})}{\prod_{a_i \pm 1,m \neq a_{i,j}} (\lambda_{i \pm 1,m} - \lambda_{ij})}
$$

as an element of the ring $\hat{\Lambda}_a$. Note that these are exactly the factors of the Gelfand-Tsetlin formulas that are invertible when specialized at $a_{**}$. It will be useful for us to identify the rings $\hat{\Lambda}_a$ and $\hat{\Lambda}_a'$ with each other via the shift map $\delta^\pm$, and use $\Phi_{i,j,a}^\pm$ to denote the corresponding element of $\hat{\Lambda}_a'$ as well.

Recall the equality of power series:

$$(3.1) \quad 1 + \lambda_{ij}u + \lambda_{ij}^2u^2 + \cdots = \frac{1}{1 - \lambda_{ij}u} = \prod_{m<j} (1 - \lambda_{im}u) \prod_{m \leq j} (1 - \lambda_{ij}u) = 1 + \cdots + \left(\sum_{k=0}^p (-1)^k e_k(\lambda_{i1}, \ldots, \lambda_{i,m-1}) h_{p-k}(\lambda_{i1}, \ldots, \lambda_{i,m})\right) u^p + \cdots$$

This is a useful factorization since while $\Phi_{i,j,a}^\pm(\lambda)$ is not invariant under $W_a$ or $W_a'$, this shows how to write it as an element of the subring generated by the invariants of both of these rings, since $e_k(\lambda_{i1}, \ldots, \lambda_{i,m-1})$ lies in $\Lambda_{a'}^W$, and $h_{p-k}(\lambda_{i1}, \ldots, \lambda_{i,m})$ in $\Lambda_a^W$, and we can apply this formula to every appearance of $\lambda_{ij} - a_{ij}$ in the power series expansion of $\Phi_{i,j,a}^\pm$.

That is, this gives a formula

$$(3.2) \quad \Phi_{i,j,a'}^\pm(\lambda) = \sum_{r=1}^s f_r^\pm \delta_{ij}^r(g_r^\pm),$$

with $f_r \in \hat{\Gamma}_{\gamma'}$ and $g_r \in \hat{\Gamma}_{\gamma}$. Note that these are independent of the choice of $j$.

**Definition 3.1.** Let

$$\tilde{X}_i^\pm(\gamma, \gamma') = \sum_{r=1}^s f_r^\pm X_i^\pm(\gamma, \gamma') g_r^\pm.$$

This definition might require a bit of explanation. This slightly strange formula looks much clearer in the completed polynomial representation of $U$, where by (2.1), the morphisms $\mp \tilde{X}_i^\pm(\gamma, \gamma')$ act by the formulae

$$(3.3) \quad \mp \tilde{X}_i^\pm = \sum_{a_{i,p} = a_{i,p}'} \sum_{r=1}^s \prod_{m \neq p} (\lambda_{im} - \lambda_{ip}) \prod_{m \neq p} (\lambda_{i \pm 1,m} - \lambda_{ip}) f_r^\pm \delta_{ip}^r g_r$$

In essence, $\tilde{X}_i^\pm$ is what is left when we consider the formulae (2.1), and remove as many polynomial factors as we can do safely with the left and right action of $\Gamma$. 
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It is helpful to think about this in the case where $\gamma$ and $\gamma'$ correspond to Gelfand-Tsetlin patterns in the usual sense (i.e. they appear in the spectral decomposition of a finite dimensional module). In this case, these operators just act by shift in the completed polynomial representation, and thus, they give a canonical set of isomorphisms between all the GT weight spaces in a finite dimensional representation. This is usually represented by choosing a basis with one vector in each weight space, in which case $\tilde{X}_i^\pm$ just sends basis vectors to basis vectors.

Thus, one can translate the question of defining a Gelfand-Tsetlin module into one of defining how $\tilde{X}_i^\pm$ acts. In cases where the values of $a_{ij}$ and $a_{kl}$ are far apart, we will see behavior like we discussed for finite dimension representations, and $\tilde{X}_i^\pm$ will be an isomorphism between GT weight spaces. In other cases, it will not be, and one has to track the relations between these morphisms. As we will see below, the algebra $\tilde{T}$ is an algebraic object which precisely does this.

Let us make this connection more precise. Given $\gamma \in \text{MaxSpec}_{\mathbb{Z},\chi}(\Gamma)$, there is a unique minimal partial preorder on the set $\Omega$ such that:

1. If $a_{i,j} < a_{k,m}$, then $(i, j) \prec (k, m)$.
2. If $a_{i,j} = a_{k,m}$ with $k < i$, then $(i, j) \prec (k, m)$.
3. If $a_{i,j} = a_{i,m}$, then $(i, j) \approx (i, m)$.

The resulting preorder gives an element $I_\gamma \in \text{tSeq}(v)$. This has a corresponding idempotent $e(I) \in \tilde{T} = \tilde{T}_v$ defined in Section 2.2.3. For each $a \in \mathbb{Z}$ and $i \in [1, n]$, we have a strand of thickness $t_{i,a} = \# \{j \in [1, v_i] | a_{i,j} = a \}$, and these strands are ordered first with a weakly increasing left-to-right, and $i$ decreasing within strands with a fixed $a$. On the polynomial representation of $\tilde{T}$, this idempotent acts by projection to the polynomials invariant under the permutations in $W_a$, the stabilizer of $a$ in $W$. The association of the value $a_{ij}$ to this strand is called a longitude in [KTW+19].

**Definition 3.2.** We call $\gamma$ critical if $a_{i,j} = a_{i,m}$ for some $j, m$, and non-critical otherwise. The preorder $\prec$ on $\Omega$ is an honest order if and only if $\gamma$ is non-critical.

Let $e(\gamma) = e(I_\gamma)$; given any $\tilde{T}$-module $M$, we can thus consider the image $e(\gamma)M$. Let $\varphi: \Omega \to [1, N]$ be a bijection which matches the preorder $\prec$ with a refinement of the usual total order; this is not unique, since equivalent elements of $\Omega$ can be in any order, but this will not affect the constructions below. It will be convenient for us sometimes to write $y_{\varphi(i,j)}$ in place of $y_{\varphi(i,j)}$.

**Lemma 3.3.** For each weakly graded and finite dimensional $\tilde{T}$-module $M$, there is a representation of the category $\mathcal{C}_{\mathbb{Z},\chi}$ which sends $\gamma \mapsto e(\gamma)M$, sending a $W_a$-invariant power series
\( f(\lambda_{ij} - a_{ij}) \) to \( f(y_{\phi(i,j)}) \), the morphism \((-1)^{t_{a+1,i}+1} \tilde{X}^+_i(\gamma, \gamma')\) to the diagram

where the strands drawn are the thick strands corresponding to \( a = a_{i,j} \) and \( a + 1 \) with \( i, j \) as above, and \((-1)^{t_{a-1,i}-1} \tilde{X}^-_i(\gamma, \gamma')\) to the diagram

By construction, the polynomial representation \( \mathcal{P} \) of \( C \) is the pullback of the completed polynomial representation \( \hat{\mathcal{P}} \) of \( \mathbb{T} \).

It will be useful to rewrite the formulas for this functor in terms of the generators \( X_i^{\pm} \). In order to write this, it will be useful to have the power series

\[
\varphi_{ij,a}(y) = \prod_{m \neq a_{i,j}} \left( \frac{y_{i+1,m} + a_{i+1,m} - y_{ij} - a_{ij}}{y_{im} + a_{im} - y_{ij} - a_{ij}} \right) \in \mathbb{C}[y_1, \ldots, y_N]
\]

The functor of Lemma 3.3 sends \( X_i^{\pm}(\gamma, \gamma') \) to the operators:

\[
(3.6)
\]
Proof. First, note that since $M$ is finite dimensional and weakly graded, the dots $y_k$ all act nilpotently. This shows that the claimed action of the polynomial rings $\hat{\Gamma}_\gamma$ is well defined.

Now, we need to check that if a relation holds between $\tilde{X}^\pm_{i}(\gamma, \gamma')$ and the polynomials $f(\lambda_{ij} - a_{ij})$ in $C_{Z, \chi}$, then it holds in our claimed representation. Since the polynomial representation $P$ is faithful by Lemma 2.10, it’s enough to verify this for the induced action of $\tilde{X}^\pm_{i}(\gamma, \gamma')$ and $f(\lambda_{ij} - a_{ij})$ on $P$.

The diagram (3.4) acts in the polynomial representation by

(A) first a split, which gives the natural inclusion of symmetric polynomials by Lemma 2.12,

(B) a crossing of strands of different labels; the only crossing which contributes is the highest one shown in the diagram, between strands with labels $i$ and $i+1$. This gives multiplication by the product

$$\prod_{a_{i+1,m}=a_{i,j}} (y_{\wp(i+1,m)} - y_{\wp(i,j)}) .$$

(C) finally a merge, which by Lemma 2.12 corresponds to the application of the Demazure operator

$$\sum_{\sigma \in S_{i,a+1} / \text{St}(j)} \sigma \cdot \frac{f}{\prod_{m \neq j} \frac{y_{\wp(i,j)} - y_{\wp(i,m)}}{a_{i,m}=a+1}}$$

(3.8)

where $S_{i,a+1}$ is the group of permutations of $(i, m) \in \Omega$ with $a'_{i,m} = a + 1$, and St$(j)$ is the stabilizer of $j$ in that group.

Under the map on polynomials $\lambda_{i\pm 1,m} - \lambda_{ij} \mapsto y_{\wp(i\pm 1,m)} - y_{\wp(i,j)}$ and $\lambda_{i,m} - \lambda_{ij} \mapsto y_{\wp(i,m)} - y_{\wp(i,j)}$. We can use this to match this formula with the composition of (A), (B), and (C) above. The cosets of $S_{i,a+1} / \text{St}(j)$ are identified with the set $\{p \mid a'_{i,p} = a \pm 1\}$; this allows us to match the terms in the sums (3.8) and (3.3) applied to $(-1)^{t_{a+1,1}+1}X^\pm_t$. To see that the individual terms are the same, note that each of the shifts $\delta^+_p$ corresponds to a different choice of lift $a'$ of $\gamma'$ and thus embedding of $\hat{\Gamma}_\gamma$ and $\hat{\Gamma}_{\gamma'}$ in a common polynomial ring. The permutations $\sigma$ account for this difference, since $\delta^+_p$ changes the value of $a_{ip}$ from $a$ to $a + 1$, and thus moves $(i, p)$ to be larger than all other $(i, m)$ with $a_{im} = a$; these give a set of coset
representatives. Thus, for $\sigma$ the unique coset that switches moves $j$ to $p$, we match the terms

$$\prod_{m \neq p} (\lambda_{i,m} - \lambda_{i,p}) \delta_{i,p} + \prod_{a'_{i,m} = a'_{i,j}} (-1)^{i_{a'_{i,m} = a'_{i,j}}} (\lambda_{i,m} - \lambda_{i,p}) \delta_{i,p}$$ (3.9)$$

$$f(P_{i,j}) = \prod_{m \neq j} \prod_{a'_{i,m} = a'_{i,j}} (y_{p(i,j)} - y_{p(i,m)})$$

Here, we incorporate the factor from (B), which matches the numerator of (3.3); note that the power of $(-1)^{i_{a+1,1}}$ is incorporated into the denominator on the RHS.

The argument for $(-1)^{i_{a-1,1}} X_i^{-}(\gamma, \gamma')$ is sufficiently similar that we will not write it out here. We just note that in the analogue of (3.9), the factors in the denominators will not have the same sign mismatch, but the terms in the numerator will, necessitating the factor $(-1)^{i_{a+1,1}}$.

This calculation shows that the result holds for the representation $P$, and the result is the same as the polynomial representation of $\mathcal{C}_{z,\chi}$. Thus, for any relation in $\mathcal{C}_{z,\chi}$ involving only $X_i^{-}(\gamma, \gamma')$ and the polynomials $f(\lambda_{ij} - a_{ij})$ holds in the case of $P$, and as argued at the start of the proof, the faithfulness of $P$ shows that the same holds for any $\hat{T}$-module.

It immediately follows that we have a $U$-module structure on the direct sum $\text{GT}(M) \cong \oplus_{\gamma} e(\gamma)M$ which is Gelfand-Tsetlin by continuity in the discrete topology. If we consider a representation of $C$ which is complete in a not necessarily discrete topology, we can still define $\text{GT}(M)$, which will be a pro-Gelfand-Tsetlin module (an inverse limit of Gelfand-Tsetlin modules). By construction, we have $P = \text{GT}(\hat{P})$.

In fact, we can state this result more categorically. Let $\mathcal{T}_{z,\chi}$ be the category whose objects are elements of $\text{MaxSpec}_{z,\chi}(\Gamma)$, with morphisms $\text{Hom}_{\mathcal{T}_{z,\chi}}(\gamma, \gamma') = e(I_{\gamma}) \hat{T} e(I_{\gamma})$. We can think Lemma 3.3 as defining a functor $\Theta: \mathcal{C}_{z,\chi} \to \mathcal{T}_{z,\chi}$.

**Proposition 3.4.** The functor $\Theta$ defines an equivalence of categories $\mathcal{C}_{z,\chi} \cong \mathcal{T}_{z,\chi}$.

**Proof.** We already know that this functor is essentially surjective, since the object sets are the same. We also know that it is faithful, since as argued in the proof of Lemma 3.3, the pullback of the module $\hat{P}$ along this functor is faithful. We need only show it is full.

Consider any diagram in $e(I_{\gamma}) \hat{T} e(I_{\gamma})$. For simplicity, we draw these pictures so that the terminal corresponding to $(i, j)$ is at the $x$-value $a_{ij} + \epsilon$, for choices of $\epsilon$ that keep strands in the correct order. By flipping vertically if necessary, we can assume that the rightmost terminal of the top is to the right of the rightmost for the bottom or at the same $x$-value.

If the $x$-values are the same, then we make sure that the thicker terminal at that position is at the top. If the thicknesses are the same as well, then it might be that our diagram connects these two terminals without interacting with any other strands. In this case, we can use [KLMST12] Prop. 2.9 to close up any splits and reduce to the case of a single thick strand decorated with a symmetric polynomial. Now ignore this strand and consider the next pair of terminals and flip if necessary to make sure the further right one is at the top and the thicker one if the $x$-values are the same. We iterate this process until we obtain a pair of terminals which aren’t connected by a strand with no splits or merges. We’ll show surjectivity by induction on the sum of the thicknesses of these strands at the far right. Of course, if this sum is $N$, then our diagram is just the identity on an object times an element of $\Gamma_{\gamma}$ and thus obviously in the image.
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It will simplify our argument to note that image of this functor is invariant under reflection in a horizontal axis, since

We now apply [SW, Prop. 4.5] to the portion of the diagram left of the straight strands we’ve already found. Applying the procedure above again, we can reduce to the case of diagrams that looks like:

For some diagram $D$, with all dots pushed to the top of the diagram.

We let $a$ be the longitude value on the top of the rightmost terminal we consider (as shown in the picture above), and $a'$ the value on of the rightmost terminal it connects to at the bottom with $x$-value $< a$. Such a terminal exists by assumption. Note that the strand starting there must cross all strands with longitude between $a'$ and $a$, including those with longitude $a'$ and label $i' < i$ and with longitude $a$ and label $i' > i$. Thus, at the bottom of the diagram, there is a portion which looks like:

where the middle strand has thickness $t$. The strands at the far right have longitude $a' + 1$; these might all have thickness 0, in which case we just have a split and no merge. Similarly, we might have thickness 0 at longitude $a'$ at the top of the diagram, in which case we don’t have a split, but just a merge. In many cases, we will just have a strand moving one unit to the right and no other crossings.

We now wish to write the diagram (3.11) in terms of (3.4). Note that by using the method of (3.1), we can write the diagram (3.4) with any number of dots on the middle strand by multiplying at the top and bottom by elements of $\Gamma$.

Now, we can rewrite (3.11) using [KLMS12, (2.70)] by adding a split and merge in the middle down to $t$ strands of weight 1, placing $t - 1$ dots on 1 strand, $t - 2$ on another, etc. Using [KLMS12, Prop. 2.4], we can push this split and merge to the vertical strands, and
As we’ve already observed, this is in the image of the functor. Thus we can reduce to showing the portion of the diagram above this is in the image. If \( a' < a - 1 \), then the result is of the same form but has increased \( a' \). After a finite number of applications, we will have \( a' = a - 1 \), and the next application will increase the thickness of the terminal with label \( i \) and longitude \( a \) at the bottom, and reduced the number of times this strand splits. We can continue this process until we have removed all splits in this strand. There are now two possibilities or the remainder:

1. The terminal with label \( i \) and longitude \( a \) is thicker at the bottom than at the top. So our diagram now has the form.

\[
\begin{aligned}
& t - 1 \\
& t - 2 \\
& \cdots \\
& 1 \\
& \cdots \\
& D \\
\end{aligned}
\]

(3.12)

In this case, we can flip the diagram, and apply this argument again.
(2) There is a strand with no splits or merges connecting these terminals, so the diagram has the form:

\begin{equation}
\begin{array}{c}
\ldots \\
D \\
\ldots
\end{array}
\end{equation}

\(x = a\)

In this case, we exclude this strand, and continue the argument, having increased the total thickness of the straight strands at the right.

This completes the proof since after a finite number of applications of this argument, we’ll arrive at a diagram of all straight strands, which we’ve already covered. \(\square\)

The category \(\mathcal{T}_{Z,\chi}\) is equivalent to a standard construction: let \(A\) be an algebra, and \(e_1, \ldots, e_m\) a list of idempotents. The category \(\mathcal{A}\) has object set \(\{e_1, \ldots, e_m\}\), and morphism spaces \(\text{Hom}_\mathcal{A}(e_i, e_j) = e_j Ae_i\), and composition given by multiplication. This is equivalent to the subcategory of projective right \(A\)-modules with objects \(Ae_i\) for \(i = 1, \ldots, m\).

Of course, for any left \(A\)-module \(M\), there is a representation of the category \(\mathcal{A}\) sending \(e_m \mapsto e_m M\); this functor has a left adjoint \(A \otimes_A -\). A basic exercise in ring theory shows that:

**Lemma 3.5.** These functors make the category of representations of \(\mathcal{A}\) a quotient category of left \(A\)-modules, with the categories being equivalent if \(e_1, \ldots, e_m\) generate the ring \(A\) as a 2-sided ideal.

The category \(\mathcal{T}_{Z,\chi}\) is equivalent to this category for \(A = \hat{T}\) and the set of idempotents being the (finite) set of idempotents of the form \(e(1)\).

Note that this set depends on the choice of \(\chi\). If \(a_{n,1} \ll \cdots \ll a_{n,n}\), then every idempotent \(e(i)\) appears, but this is not the case for \(\chi\) where \(a_{n,i} - a_{n,i-1} < n\). In either case, we can define a functor \(KLR : \Pi_{Z,\chi} \to \hat{T}\text{-wmod}\) by:

1. using the equivalences of Propositions 2.4 and 3.4 to construct the corresponding discrete \(\mathcal{C}_{Z,\chi}\)-module,
2. transport structure to a \(\mathcal{T}_{Z,\chi}\)-module,
3. apply the functor \(\hat{T} \otimes_{\mathcal{T}_{Z,\chi}} -\).

In the case where \(a_{n,1} \ll \cdots \ll a_{n,n}\), we can give a slightly different definition of this functor: for each \(i\), choose a corresponding \(\gamma(i)\) and we find that

\[ KLR(V) = \bigoplus_i \mathcal{W}_{\gamma(i)}(V) \]

with \(\hat{T}\) acting on the right hand side by the equivalence of Proposition 3.4. Note that we could alternatively apply [Weba, Th. 4.4] to prove the existence of this action.

**Theorem 3.6** ([Weba Thm 5.9]). If \(\chi\) is a regular integral character (i.e. \(a_{n,1} < \cdots < a_{n,n}\)), the functors \(KLR\) and \(GT\) define an equivalence of categories \(\hat{T}\text{-wmod} \cong \Pi_{Z,\chi}\).
In the singular case, a version of this theorem holds, but the algebra $\tilde{T}$ needs to be replaced with another KLR type algebra which doesn’t precisely fit the definition we gave: one needs to incorporate thick red strands; this is covered in detail in [Webc, §4.1].

Note that we have come most of the way to proving giving a new proof of this theorem: since Propositions 2.4 and 3.4 give equivalences, the only question is whether the functor $\tilde{\gamma} \otimes T_Z$,χ generates $\tilde{T}$. This fact is shown based on the theory of KLR algebras in [Weba, Thm 5.9]: we know a complete classification of graded simple $\tilde{T}$, and can show that none are killed by all idempotents of the form $e(\gamma)$ for $\gamma \in \text{MaxSpec}_Z(\Gamma)$.

Remark 3.7. Those who have tried to work in a “hands-on” way with Gelfand-Tsetlin modules in higher rank know that the key problem with writing explicit bases and structure coefficients for these modules is the difficulties around points where many $a_i$ coincide. Theorem 3.6 shows that we can compress all of this difficulty into the Morita equivalence between $\tilde{T}$ and $T_Z$,χ. This is certainly not trivial to write out explicitly, but does reduce this question to established combinatorial commutative algebra of symmetric polynomials; this connection was already noted in [FGRZ20b].

This approach has the notable effect that one can on some level ignore critical weights (those where $a_i,j = a_i,k$ for some $i$); their structure is entirely captured by the action of the KLR algebra on the weight spaces for non-critical weights. This is quite difficult to see in the principal block, which is usually the regular integral block representation theorists prefer to work with, since in this case, many idempotents cannot be written as $e(\gamma)$.

Let us note how certain properties of Gelfand-Tsetlin modules transfer to modules over the KLR modules. For a word $i$, we let the Gelfand-Kirillov dimension of $i$ be the number of entries in the word that are not between a pair of $n$’s (i.e. either to the left or to the right of all $n$’s). This is justified by the fact that if we look at the number of maximal ideals of distance $< \delta$ from any fixed point (identifying maximal ideals with points in $\mathbb{C}^1 \times \cdots \times \mathbb{C}^n$) grow as approximately as a polynomial of this degree; one can see this from the fact that the coordinates corresponding to $n$’s are fixed by $\chi$, but otherwise, coordinates can grow arbitrarily within a particular cone. In terms of affine geometry, we can think of this as slicing a cone with an affine space.

Theorem 3.8. The Gelfand-Kirillov dimension of $GT(M)$ is the maximum of the GK dimensions of the words $i$ such that $e(i)M \neq 0$.

Proof. We consider $\mathcal{U}$ as being generated by $X_{\pm}^i$ and by some generating set of $\Gamma$. We claim that given a $\Gamma$-invariant generating subspace $M'$ of the module $GT(M)$, there are constants $c$ and $C$, such that

1. the span of all length $\ell$ monomials in generators on $\mathcal{U}$ contains the GT weight spaces in a ball of radius $c\ell$ around any fixed point $x \in \mathbb{C}^1 \times \cdots \times \mathbb{C}^n$, and
(2) it is contained in the sum of those contained in a ball of radius $C\ell$.

We can see the bound (2) by the fact that $X_i^{\pm}$ can only change one of the coordinates by $\pm 1$, and $\Gamma$ cannot change it at all. To see the bound (1), we need to note that all the projections to weight spaces can be written as a polynomial of degree less than some fixed constant independent of which weight space is under discussion, so the morphism $\tilde{X}_i^{\pm}(\gamma, \gamma')$ can be written using a number of generators independent of $\gamma, \gamma'$. Since all morphisms $\text{Hom}_C(\gamma, \gamma')$ are spanned as a left $\Gamma$-module by finitely many monomials in the $\tilde{X}_i^{\pm}(\gamma, \gamma')$, whose length is bounded above by a multiple of the distance between $\gamma$ and $\gamma'$, a constant with the desired properties $c$ exists.

Thus, we can determine the Gelfand-Kirillov dimension by considering the growth of the number of lattice points in the support of $\text{GT}(M)$, weighted by their dimensions; however, since only finitely many different $e(\gamma)$, these dimensions are uniformly bounded above, so we can count lattice points in the support, ignoring multiplicity. The sum of finitely many positive functions has growth rate given by the maximum of the growth rates appearing, and these are given by the GK dimensions of the different idempotents $e(i)$ such that $e(i)M \neq 0$. This completes the proof. \hfill \Box

3.2. The non-integral case. Much recent work on Gelfand-Tsetlin modules has mostly focused on the cases which are relatively far from being integral, with only a small number of the differences $a_{ij} - a_{ik}$ being integers. Thus, it is reasonable to ask what we will find in the non-integral case.

For each maximal ideal $\gamma \in \text{MaxSpec}_\chi(\Gamma)$ and each $\bar{a} \in \mathbb{C}/\mathbb{Z}$, define a vector $v^{(a)}$ by $v_i^{(a)} = \# \{ j | a_{ij} \equiv \bar{a} \mod \mathbb{Z} \}$ for $\bar{a} \in \mathbb{C}/\mathbb{Z}$. The ideal $\gamma$ is integral if and only if $v(0) = v$.

**Lemma 3.9.** For any indecomposable Gelfand-Tsetlin module $M$ over $\mathcal{U}_\gamma$, the vector $v^{(a)}$ will be the same for every maximal ideal in the support of $M$ for each $\bar{a}$.

**Proof.** The morphism space between maximal ideals in $\mathcal{C}$ will only be non-zero if the vectors $v^{(a)}$ are equal. This writes $\mathcal{C}$ as a direct sum of subcategories where we fix $v^{(a)}$, and any indecomposable module kills all but one of these subcategories. \hfill \Box

Let $\mathcal{S}$ be the set of maximal ideals corresponding to some fixed choice of $v^{(a)}$ for each $\bar{a} \in \mathbb{C}/\mathbb{Z}$; by shift by any element of the corresponding coset, we can identify this with the integral maximal ideals for $\otimes \Gamma \bar{a}$. By [Weba] Cor. 4.7, we have that:

**Proposition 3.10.** The block of Gelfand-Tsetlin modules supported in $\mathcal{S}$ over the OGZ algebra $\mathcal{U}_\gamma$ is equivalent to the integral modules over the tensor product $\otimes_{\bar{a} \in \mathbb{C}/\mathbb{Z}} \mathcal{U}_{v^{(a)}}$, which we can describe using Theorem 3.6 as the module category $\otimes_{\bar{a} \in \mathbb{C}/\mathbb{Z}} \tilde{\mathcal{U}}_{v^{(a)}}$-wgmmod.

In the interest of writing this out explicitly, consider the polynomial

$$\phi_{i,j}^{\pm}(\lambda) = \frac{\prod_{\bar{a}, i, m \neq \bar{a}, i, j} (\lambda_{im} - \lambda_{ij})}{\prod_{\bar{a}, i, \pm 1, m \neq \bar{a}, i, j} (\lambda_{i \pm 1, m} - \lambda_{ij})}$$

This lies in $\hat{\Lambda}_\lambda$; as with $\Phi_{i,j,a}$, we can write it as $\phi_{i,j}^{\pm} = \sum_{t=1}^{p} s_t \delta_{ij}^{\pm}(t^{\pm})$ for $s_r$ and $t_r$ which are well defined in all completions of $\Gamma$ at points in $\mathcal{S}$. We can break $X_i^{\pm}$ as a morphism in $\mathcal{C}$ into a sum $X_i^{\pm} = \sum_{\bar{a} \in \mathbb{C}/\mathbb{Z}} X_{i\bar{a}}^{\pm}$ where $X_{i\bar{a}}^{\pm} = \sum_{a \in \mathbb{Z}} X_{i\bar{a}}^{\pm}$; informally, this is the sum of the components of $X_i^{\pm}$ that change an $a_{ij} \in \bar{a} + \mathbb{Z}$ into an $a_{ij} \neq 1$. 
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Analogously to Definition 3.1, we can define
\[ X_{i,\bar{a}}^\pm = \sum_{r=1}^{p} s_r^\pm X_{i,\bar{a}}^r. \]

We leave to the reader confirming that:

**Lemma 3.11.** Identifying the completed polynomial representation of \( U_v \) at points in \( S \) with the completion of the polynomial representation of the tensor product \( \otimes_{\bar{a} \in C/\mathbb{Z}} U_{v^{(a)}} \) at integral points, the operators \( \bar{X}_{i,\bar{a}}^\pm \) act by the formulas (2.7) for the alphabets corresponding to \( v^{(a)} \).

Thus, for any Gelfand-Tsetlin module whose support lies in \( S \), the operators \( \bar{X}_{i,\bar{a}}^\pm \) define an action of \( \otimes_{\bar{a} \in C/\mathbb{Z}} U_{v^{(a)}} \) on the same underlying vector space; this defines the equivalence of [Weba, Cor. 4.7].

### 3.3. Canonical modules.

Consider \( \gamma \in \text{MaxSpec}(\Gamma) \) with \( i = i(\gamma) \) the corresponding idempotent in \( \hat{T} \); if \( \gamma \) is non-integral, we have a sequence of words \( i^{(a)} \), one for each \( \bar{a} \in C/\mathbb{Z} \). Early, Mazorchuk and Vishnyakova define a canonical module \( N(\gamma) \) as follows: let \( N'(\gamma) \) be the submodule generated by \( e_\gamma \), as an element of the (full) dual space \( \Gamma^* \), and \( N(\gamma) \) its unique simple quotient. As defined in [EMV20], this module is a right module, so we will find it more convenient to work with its restricted dual \( C(\gamma) \), which is a left module. We can realize \( C(\gamma) \) by considering the representation of the category \( C \) on the completed polynomial rings \( \hat{\Gamma}_\gamma \), letting \( C'(\gamma) \) be the submodule generated by \( e_\gamma \) and \( C(\gamma) \) its unique simple quotient as a topological module over \( C \).

**Remark 3.12.** The reader may recall that for \( \hat{T} \), we defined a left module \( N(i) \) which is dual to \( C(i) \); here, we used an anti-automorphism of \( \hat{T} \) to switch between right and left modules. An obvious question is whether there is a compatible duality on the category of Gelfand-Tsetlin modules. The usual duality on Lie algebra modules induced by the anti-automorphism \( X \mapsto -X \) is obviously unsuitable since it switches highest and lowest weight modules. The anti-automorphism \( X \mapsto X^T \) is compatible with the inclusion \( \mathfrak{g}l_k \hookrightarrow \mathfrak{gl}_n \) and acts by the identity on \( \Gamma \), and so if we define the contragredient \( M^* \) using this anti-automorphism has the property that \( W_{\gamma}(M)^* = W_{\gamma}(M^*) \) for all modules \( M \). This allows us to define the left module version of \( N(\gamma) \), which is non-canonically isomorphic to \( C(\gamma) \).

Note that while we have not carefully verified that this contragredient matches the one we defined by \( \hat{T} \)-modules, it seems virtually certain that this is indeed the case.

By Lemma 3.11, the equivalence of Proposition 3.10 sends canonical modules to canonical modules, and we can determine all canonical modules by understanding those in the integral case.

We will do this by comparison with the \( \hat{T} \)-module \( C(i) \) defined in Section 2.5; in the non-integral case, we use this to mean the tensor product of the corresponding canonical modules over \( \hat{T}_{v^{(a)}} \).

**Proposition 3.13.** We have an isomorphism \( C(\gamma) \cong \mathcal{G}\mathfrak{T}(C(i)) \).

**Proof.** As discussed above, we need only consider the case where \( \gamma \) is integral.

First, by Lemma 3.3 (and the discussion below), we have an isomorphism between the representations \( \gamma \mapsto \hat{\Gamma}_\gamma \) and \( \mathcal{G}\mathfrak{T}(\mathcal{P}) \). Since this sends \( 1 \in \hat{\Gamma}_\gamma \) to \( e(i) \), we also have an
isomorphism $C'(\gamma) \cong \mathcal{GT}(C'(i))$, where we complete $C'(i)$ with respect to its grading. Taking the unique simple quotient of both sides shows that $C(\gamma) \cong \mathcal{GT}(C(i))$. \hfill \qed

While we have only stated this result for integral $\gamma \in \text{MaxSpec}(\Gamma)_{\mathbb{Z},\chi}$, we can also apply the result to arbitrary $\gamma$ using Lemma 3.11. Thus, the results of Section 2.5 apply immediately to EMV’s canonical modules:

**Corollary 3.14.** Every simple Gelfand-Tsetlin module over the OGZ algebra $\mathcal{U}$ is isomorphic to a canonical module for some maximal ideal $\gamma$ and two integral maximal ideals $\gamma, \gamma'$ have isomorphic canonical modules if and only if their corresponding words $i^a(\gamma), i^b(\gamma')$ differ by a finite chain of the moves in (2.16)–(2.18) for each $a \in \mathbb{C}/\mathbb{Z}$.

In the integral case, we only have a single pair of words $i(\gamma) = i^0(\gamma), i(\gamma') = i^0(\gamma')$ we need to compare.

### 3.4. Verma modules

One major focus of the paper [FGRZ20a] is to understand Verma modules in a way compatible with the Gelfand-Tsetlin subalgebra. Here, we present one solution to this problem. Recall that for each red-good word $i$, we have introduced a standard module $\Delta(i)$ as an induction from the words in its red-Lyndon factorization.

Throughout this section, we’ll assume that $i = b_1 \cdots b_n$ for $b_k = (n, n - 1, \ldots, r_k) \in GL'$. Note that in order to get the dimension vector $(1, \ldots, n)$, the map $\sigma(k) = r_k$ must be a permutation $\sigma \in S_n$. Now choose a central character $\chi$, and let $\mu$ be the unique weight such that $\mu - \rho$ is anti-dominant and the Verma module $M(\mu)$ with lowest weight $\mu$ for the negative Borel has central character $\chi$. As usual, we let $e_{i_i,i_m} = \mu_i m$ for $m$ the lowest weight vector; anti-dominance after adding $\rho$ means that

$$\mu_1 \leq \mu_2 + 1 \leq \cdots \leq \mu_n + (n - 1).$$

Using the Harish-Chandra homomorphism, we see that a symmetric polynomial $f(\lambda_n, \ldots, \lambda_m)$ acts by the scalar $f(\chi_1, \chi_2, \ldots, \chi_n)$ where $\chi_i = \mu_i + (i - 1)$. Of course, the other Verma modules with the same central character are of the form $M(\sigma) = M(\sigma(\mu - \rho) + \rho)$ for $\sigma \in S_n$ and $\rho = (\frac{n-1}{2}, \frac{n-3}{2}, \ldots, \frac{1-n}{2})$ is half the sum of the positive roots (for the positive Borel). If $\mu' = \sigma(\mu - \rho) + \rho$, then we have

$$\mu' = \chi_{\sigma^{-1}(i)} - (i - 1)$$

For simplicity, we will only prove this result for $\chi \in \text{MaxSpec}_\mathbb{Z}(\mathbb{Z}_n)$, in which case $M(\sigma)$ in an integral Gelfand-Tsetlin module for all $\sigma$, but with appropriate changes, the same results hold for any Verma module.

**Theorem 3.15.** We have an isomorphism $\mathcal{GT}(\Delta(i)) \cong M(\sigma)$, where $\sigma(k) = r_k$ as defined above.

**Proof.** For simplicity, we first consider the case where $\chi$ is regular; we will deal with the singular case at the end of the proof.

Let $\gamma \in \text{MaxSpec}(\Gamma)$ be the maximal ideal killing the unique lowest weight vector of $M(\sigma)$. Since this vector is lowest weight for $\mathfrak{gl}_k$ for all $k = 1, \ldots, n$, this maximal is determined by the Harish-Chandra homomorphism: the action is induced by sending $A_{ij}$ to the scalar $a_{ij} = \chi_{\sigma^{-1}(i)}$ by (3.15). This maximal ideal $\gamma$ has associated word $i(\gamma)$ given by the original word $i$. Note that this is exactly the maximal ideal $\lambda^{(0)}$ introduced in [Weba §5.3].

Thus, we have that $\mathcal{W}_i(\mathcal{GT}(\Delta(i))) \cong e(i)\Delta(i)$. As shown in the proof of Theorem 2.17(1), this is a 1-dimensional vector, spanned by the generating vector $v$ for $\Delta(i)$; let $v'$ denote
the corresponding vector in $\mathbb{GT}(\Delta(i))$. Note that the action of any $X_k^-$ on $v'$ is a sum over diagrams that move a black strand to the left, and is a sum of terms $d\psi_k v$, where $\psi_k v = 0$ by the definition \ref{2.11}. Note that this argument does not apply to $X_k^+$, since diagrams where a black strand moves northeast across a red strand are not set to 0. Thus, $v'$ is a lowest weight vector.

By the fullness of the functor $\Theta$, we have that $v'$ generates $\mathbb{GT}(\Delta(i))$ since $v$ generates $\Delta(i)$. This shows that we have a surjective homomorphism $M(\sigma) \to \mathbb{GT}(\Delta(i))$. We need only show that this is injective. Since it is not zero, it must be injective if the Verma module is simple, so if $\sigma = w_0$ is the longest permutation.

One way to see that it is injective is to compute the Gelfand-Kirillov dimension of $\mathbb{GT}(\Delta(i))$. By Lemma \ref{2.11} the space $W_{\gamma'}(\mathbb{GT}(\Delta(i))) = e(\gamma')\Delta(i))$ is non-zero whenever $i(\gamma')$ can be written as a shuffle of the words $b_i$ without switching the order of two $n$'s. In particular, this is possible if $\gamma'$ is in the support of $M(w_0)$, and any Gelfand-Tsetlin module with all these spaces non-zero has Gelfand-Kirillov dimension $(n+1)n/2$. Any proper quotient of a Verma module has strictly lower Gelfand-Kirillov dimension, so the map to $\mathbb{GT}(\Delta(i))$ must be injective.

Another approach is to note that this construction is well-defined not just for $\mathbb{C}$-valued weights, but also for weights in a complete local ring over $\mathbb{C}$ (or any other field). In this context, we can consider the deformed Verma module $\tilde{M}(\sigma)$ as in \cite[§3.1]{Soe92} with $T'$ the completed local ring of $U(\mathfrak{h})$ at $\sigma(\mu - \rho) + \rho$. This has a natural map to $\mathbb{GT}(\Delta(i))$ where $\Delta(i)$ is the completion of $\Delta(i)$ with respect to its grading. After passing to the fraction field of $T'$, the module $\tilde{M}(\sigma)$ becomes simple, and so the induced map is an isomorphism. By the flatness of the deformed Verma, our original map must be injective.

This covers the case of a regular block; for a singular integral block, we construct a translation functor $T$ that writes the block for $\chi$ as the quotient of a regular block for a character $\chi'$. The functor $T$ sends the Verma module $M(\sigma(\mu - \rho) + \rho)$ to the Verma module $M(\sigma(\mu - \rho) + \rho)$; note that the singularity of the block means that we will sometimes have $M(\sigma) \cong M(\sigma')$ for two different permutations. On the other hand, by \cite[Cor. 4.14]{Web92}, we have that the functor $\mathbb{GT}$ (which depends on a choice of central character) commutes with translation onto a wall. That is, if we use $\mathbb{GT}'$ to denote this functor for $\chi'$, then $\mathbb{GT} \cong T \circ \mathbb{GT}'$. Thus

$$\mathbb{GT}(\Delta(i)) \cong T \circ \mathbb{GT}'(\Delta(i)) \cong T(M(\sigma(\mu' - \rho) + \rho)) \cong M(\sigma).$$

Lemma \ref{2.11} furthermore shows us how to construct a basis of the Verma module $M(\sigma)$. Combining this with the construction of the functor $\mathbb{GT}$, we see that we have a basis indexed by semi-patterns, choices of $a_{ij}$ for $(i,j) \in \Omega$ that satisfy $a_{ij} \geq a_{i+1,j}$, with $a_{nj} = \chi_{\sigma^{-1}(j)}$; these satisfy the NW-SE inequalities of a Gelfand-Tsetlin pattern, but not the NE-SW inequalities; any such semi-pattern has a corresponding maximal ideal $\gamma$ in $\Gamma$. Given such a semi-pattern, can construct the basis vector in $W_{\gamma}(M(\sigma))$ as the image of a vector in $\Delta(i)$: we connect to $v$ a diagram that connects the strand labeled $i$ in the block corresponding to the word $(n, \ldots, j)$ at the bottom to the longitude $a_{ij}$. If $a_{ij} = a_{ik}$ for $j \neq k$, then these join to form a thick strand. Note that this diagram is not unique, though are various systematic ways of choosing a preferred one (this essentially requires choosing a preferred reduced expression for each permutation). The semi-pattern inequalities guarantee that strands coming from the same Lyndon word don’t cross.
For example, if \( n = 3 \), and \( \chi = (0, 1, 2) \), then the Verma with lowest weight \( \mu = 0 \) gives half-patterns of the form

\[
\begin{array}{ccc}
0 & 1 & 2 \\
\hline
a & b & c
\end{array}
\]

with \( 0 \leq a \leq c \) and \( 1 \leq b \). Some examples of diagrams are below:

\[
\begin{array}{c}
\begin{array}{c}
3 & 2 & 1 \\
\hline
3 & 2 & 3
\end{array} & \begin{array}{c}
3 & 2 & 3 \\
\hline
3 & 2 & 3
\end{array}
\end{array}
\]

\[ a = 0, b = 1, c = 0 \quad a = 0, b = 1, c = 2 \]

\[
\begin{array}{c}
\begin{array}{c}
3 & 2 & 1 \\
\hline
3 & 2 & 3
\end{array} & \begin{array}{c}
3 & 3 & 2 \\
\hline
3 & 3 & 2
\end{array}
\end{array}
\]

\[ a = 1, b = 1, c = 1 \quad a = 2, b = 1, c = 2 \]

The action on the formal span of these diagrams is given by applying the functor \( \Theta \) and then acting by the resulting morphism in \( \mathcal{T}_{\mathbb{Z}, \chi} \). In the case of \( \mathfrak{gl}_3 \), this is written out in the next section; in higher rank than this, accounting for all special cases becomes overwhelming.

**Remark 3.16.** While Lemma 2.11 gives a basis of the module \( \bar{\Delta}(i) \), it is still quite challenging to calculate the structure coefficients of the action of \( \tilde{T} \), and thus of the \( \mathfrak{gl}_n \) action on this space. In our opinion, this just shows that giving hands on formulas for the action on a basis compatible with \( \Gamma \) is unavoidably challenging, and makes precise the combinatorial challenge of doing so on a level close to the complexity of the Gelfand-Tsetlin formulas.

### 3.5. Essential support and nilHecke algebras.

One topic which received a great deal of focus in [FGRZ20a] is that of essential support ([FGRZ20a Def. 5.1]), the set of maximal ideals \( \gamma \) where \( \dim \mathcal{W}_\gamma(M) \) achieves the Futorny-Ovsienko upper bound. For a general OGZ algebra, this bound is \( \dim \mathcal{W}_\gamma(M) \leq \prod_{i=1}^{n-1} v_i! \) for any module \( M \) cyclically generated by a single vector killed by a maximal ideal in \( \Gamma \); of course, this includes all simple modules. In the case of \( \mathfrak{gl}_n \), this bound is \( (n-1)! \cdots 2! \cdot 1! \).

By [Weba Cor. 3.4], the sum of the dimensions \( \mathcal{W}_\gamma(M) \) where \( M \) ranges over all simple integral GT modules is bounded above by \( \prod_{i=1}^{n-1} v_i! \), so if this bound is achieved by a single module \( M \), then \( M \) is the only simple GT module where this weight appears. In fact, we can distinguish the modules where this occurs. We call a word \( i \) essential if all appearances of \( i+1 \) come either before or after all appearances of \( i \). For example, 33321 is essential, whereas 33232 or 333212 are not. In terms of the associated order on \( \Omega \), this is the property that there is no triple \( \{(i,k),(i \pm 1,m),(i,\ell)\} \subset \Omega \) with \( (i,k) \prec (i \pm 1,m) \prec (i,\ell) \)

**Theorem 3.17.** The following are equivalent for a simple \( M \) GT module and \( \gamma \in \text{MaxSpec}_\mathbb{Z}(\Gamma) \) in its support:

- The weight \( \gamma \) lies in the essential support of the simple module \( M \).
- The maximal ideal \( \gamma \) is non-critical, and the word \( i(\gamma) \) is essential.
- The algebra \( e(\gamma)\tilde{T}e(\gamma) \) is isomorphic to the tensor product \( NH_{v_1} \otimes NH_{v_2} \otimes NH_{v_{n-1}} \otimes \mathbb{C}[y_{n,1}, \ldots, y_{n,v_n}] \).
Proof. (1) ⇒ (2): If $\gamma$ is critical, then the bound cannot be achieved by [Weba, Cor. 3.7]. If $\gamma$ is in the essential support, then we have that $e(\gamma)\text{KLR}M$ is isomorphic to $U = e(\gamma)\overline{T}e(\gamma)/\sum_i e(\gamma)\overline{T}e(\gamma)y_i$, the quotient by the left ideal generated by all dots. On the other hand, $e(\gamma)\overline{T}e(\gamma)$ also acts on the coinvariant quotient of the polynomial ring $e(\gamma)\mathcal{P}$, which must also be simple for dimension reasons. Furthermore, this isomorphism must send $[1] \in U$ to the unique element of the coinvariant quotient killed by the dots, which has degree $\sum_{i=1}^{n-1} v_i(v_i - 1)$. If we think of this coinvariant quotient of as the cohomology of the product of flag varieties on $\mathbb{C}^{v_i}$, this is the fundamental class.

Thus, for this isomorphism to hold, there must be an element of degree $-\sum_{i=1}^{n-1} v_i(v_i - 1)$ which maps to the unit of the coinvariant quotient. This must be given by a diagram in which there are no dots and all pairs of strands with the same label cross (i.e. we do the half-twist on the strands with each fixed label). This will have the correct degree if and only if every pair of strands with different labels crossing has degree 0, i.e. if their labels are not consecutive. This will hold if and only if the word is essential.

(2) ⇒ (3): If the word $i$ is essential, then we have a map of algebras $NH_{v_1} \otimes NH_{v_2} \otimes NH_{v_{n-1}} \otimes \mathbb{C}[y_{n,1}, \ldots, y_{n,v_n}]$ to $e(\gamma)\overline{T}e(\gamma)$ by simply superimposing diagrams. This map is an isomorphism by [Web17a, Prop. 4.16].

(3) ⇒ (1): The weight space $W_\gamma(M)$ is a simple $e(\gamma)\overline{T}e(\gamma)$-module by applying the equivalence $\Theta$ and [DFO94] Thm. 18. Since $NH_{v_1} \otimes NH_{v_2} \otimes NH_{v_{n-1}} \otimes \mathbb{C}[y_{n,1}, \ldots, y_{n,v_n}]$ is a matrix algebra of rank $\prod_{i=1}^{n-1} v_i!$ over its center, this simple module has dimension $\prod_{i=1}^{n-1} v_i!$, so $\gamma$ is in the essential support.

Since each essential word appears in the support of a unique simple, it’s natural to ask when two essential words are in the support of a single simple. We call two essential words **essentially the same** if the unique diagram joining the corresponding idempotents with no crossings of strands of the same label has degree 0 (it crosses no strands with consecutive labels), and **essentially different** otherwise. You can check this means that for each $i$, both words have all appearances of $i + 1$ before all appearance of $i$, or both have all $i + 1$’s after all $i$’s. For example, the words $333122$, $313322$ and $133322$ are all essential, and all essentially the same, whereas $333221$ is essentially different from these words. You can easily check that essential sameness is an equivalence relation.

**Theorem 3.18.** Non-critical $\gamma$ and $\gamma'$ will both appear in the essential support of a simple module $M$ if and only if the words $i(\gamma), i(\gamma')$ are both essential and essentially the same.

Proof. If $i(\gamma), i(\gamma')$ are both essential and essentially the same, then the straight line diagrams provide isomorphisms between $\gamma$ and $\gamma'$ in $\mathcal{C}$ (using the equivalence $\Theta$), so the corresponding GT weight spaces have the same dimension in all GT modules. This shows that $\gamma$ is in the essential support of $M$ if and only if $\gamma'$ is as well.

Conversely, if $\gamma$ and $\gamma'$ both appear in the essential support of a simple module $M$, then we can consider the module $N = \text{KLR}(M)$, and grade it so that the highest degree element $m$ appearing in $e(\gamma)N$ or $e(\gamma')N$ has degree 0. By symmetry, we may assume this is in $e(\gamma)N$; thus, the lowest degree element of $e(\gamma')N$ has degree $-\sum_{i=1}^{n-1} v_i(v_i - 1)$. Since $m$ generates $N$, there must be a diagram in $\overline{T}$ sending $m$ to a non-zero element of $e(\gamma')N$ which has degree $-\sum_{i=1}^{n-1} v_i(v_i - 1)$. This must be the diagram with no dots that connects these idempotents crossing all strands with the same label, which is a lowest degree diagram connecting these idempotents, which has degree $-\sum_{i=1}^{n-1} v_i(v_i - 1)$. Thus, if we remove the
crossings of strands with the same label, the diagram has degree 0, and so \( \gamma \) and \( \gamma' \) are essentially the same. \( \square \)

If a word is not essential, then we can still use the appearance of nilHecke algebras in its endomorphism algebra to constrain the possible multiplicities of GT weight spaces.

**Proposition 3.19.** Assume that \( \gamma \in \text{MaxSpec}_\mathbb{C}(\Gamma) \) is non-critical. If the word \( i \) has a group of \( n_1 \) consecutive appearances of \( i_1 \), \( n_2 \) consecutive appearances of \( i_2 \), etc. up to \( n_p \) consecutive appearances of \( i_p \) then the multiplicity \( \dim \mathcal{W}_\gamma(M) \) is divisible by \( n_1! \cdots n_p! \) for any GT module \( M \).

**Proof.** Diagrams which only cross strands in the groups discussed define a non-trivial map \( NH_{n_1} \otimes \cdots \otimes NH_{n_p} \rightarrow e(\gamma)\mathbb{T}e(\gamma) \), which then induces a module structure on \( \mathcal{W}_\gamma(M) \). Since \( NH_{n_1} \otimes \cdots \otimes NH_{n_p} \) has a unique graded simple module with dimension \( n_1! \cdots n_p! \) so the dimension of any weakly graded module is divisible by this number. \( \square \)

## 4. Low Rank Computations

### 4.1. The case of \( \mathfrak{gl}_2 \) modules.

While Gelfand-Tsetlin modules for \( \mathfrak{gl}_2 \) are well-understood, we think it will instructive to illustrate our approach in this case.

In the \( \mathfrak{gl}_2 \) case we have \( Z(\mathcal{U}(\mathfrak{gl}_1)) = e_{11} \) since it is a one-dimensional algebra and \( Z(\mathcal{U}(\mathfrak{gl}_2)) \) can be calculated from the Capelli determinant as

\[
C(t) = \begin{vmatrix} e_{11} + 1 - t & e_{12} \\ e_{21} & e_{22} - t \end{vmatrix} = (e_{11} + 1 - t)(e_{22} - t) - e_{21}e_{12} \tag{4.1}
\]

\[
t(t-1) = t(e_{11} + e_{22}) + e_{11}e_{22} - e_{21}e_{12} + e_{22} \tag{4.2}
\]

So we see \( \Gamma = \langle e_{11}, e_{11} + e_{22}, e_{11}e_{22} - e_{21}e_{12} + e_{22} \rangle \), and these elements generate \( \Gamma \) as a polynomial ring.

Consider a homomorphism \( \mu : \Gamma \rightarrow \mathbb{C} \). Let \( a_{11} = \mu(e_{11}) \); the image \( \mu(C(t)) \) is a quadratic polynomial, and we let \( a_{21, a_{22}} \) be its roots. If \( a_{21} \neq a_{22} \), the completion \( \hat{\Gamma}_\mu \) of \( \Gamma \) with respect to this maximal ideal is a polynomial ring is a power series ring \( \mathbb{C}[[\lambda_{11} - a_{11}, \lambda_{21} - a_{21}, \lambda_{22} - a_{22}]] \) with the isomorphism defined by \( \lambda_{11} \mapsto e_{11} \) and \( C(t) \mapsto (t - \lambda_{21})(t - \lambda_{22}) \); the inverse to this map can be constructed using Hensel’s lemma to lift the factorization \( \mu(C(t)) = (t - a_{21})(t - a_{22}) \) to the completion. If \( a_{21} = a_{22} \), then the same map is injective with image given by the power series symmetric under switching \( \lambda_{21} \) and \( \lambda_{22} \).

We let \( a = (a_{11}, \{a_{21}, a_{22}\}) \) and \( b = (b_{11}, \{b_{21}, b_{22}\}) \) index two such maximal ideals; we can let these represent the corresponding objects in the category \( \mathcal{C} \).

By definition, the morphism space in \( \mathcal{C} \) between these is, by definition:

\[
\text{Hom}_\mathcal{C}(a, b) = \mathcal{U}/(\mathcal{U}m_n^a + m_n^b\mathcal{U})
\]

One can easily check using the PBW theorem that \( \mathcal{U}(\mathfrak{gl}_2) \) is a free left \( \Gamma \) module with basis \( \{\cdots, e_{12}^2, e_{12}, 1, e_{21}, e_{21}^2, \ldots\} \), and Hom space \( \text{Hom}_\mathcal{C}(a, b) \) is 0 unless \( \{a_{21}, a_{22}\} = \{b_{21}, b_{22}\} \) and \( n = a_{11} - b_{11} \in \mathbb{Z} \). If \( n > 0 \), then \( e_{21}^n \) generates \( \text{Hom}_\mathcal{C}(a, b) \) as a free left module over the completion \( \hat{\Gamma}_b \); if \( n < 0 \), then \( e_{12}^{-n} \) plays the same role, and if \( n = 0 \), then the Hom space is simply \( \hat{\Gamma}_b \).

In the notation introduced earlier when \( b_{11} = a_{11} - 1 \) and \( \{a_{21}, a_{22}\} = \{b_{21}, b_{22}\} \), the image of \( e_{21} \) is the morphism \( X_i^- (a, b) \), and the image of \( e_{12} \) is the morphism \( X_i^+ (b, a) \). From the formulas \([2.2][2.5]\), we have that

\[
e_{12}e_{21} = -\lambda_{11}^2 + (\lambda_{21} + \lambda_{22})\lambda_{11} - \lambda_{21}\lambda_{22}.
\]
This is invertible if \( a_{11} \notin \{ a_{21}, a_{22} \} \); in the case, we have

\[
\tilde{X}_i^+(b, a) = \frac{1}{-\lambda_{11}^2 + (\lambda_{21} + \lambda_{22})\lambda_{11} - \lambda_{21}\lambda_{22}} X_i^+(b, a) \quad \tilde{X}_i^-(a, b) = X_i^-(a, b).
\]

If \( a_{11} = a_{21} \neq a_{22} \), then

\[
\tilde{X}_i^+(b, a) = \frac{1}{\lambda_{11} - \lambda_{22}} X_i^+(b, a) \quad \tilde{X}_i^-(a, b) = X_i^-(a, b).
\]

Note that the case of \( a_{11} = a_{22} \neq a_{21} \) is equivalent since this is just the relabeling of the roots of \( \mu(C(t)) \). If \( a_{11} = a_{21} = a_{22} \), then

\[
\tilde{X}_i^+(b, a) = X_i^+(b, a) \quad \tilde{X}_i^-(a, b) = X_i^-(a, b).
\]

In each of these, we are dividing by all the invertible factors of \( \mu(C(t)) \).

These correspond to diagrams with two red strands and one black strand; the \( x \)-values \( \{ a_{21}, a_{22} \} \) with \( a_{21} \leq a_{22} \) specify the position of the red strands in the idempotent \( e(a) \), and \( a_{11} \) the position of the black strand, with the tie break rule that the black strand is right of the red strand if these \( x \)-values agree. Thus, we have that:

\[
e(a) = \begin{cases} 
  e(1, 2, 2) & a_{11} < a_{21} \leq a_{22} \\
  e(2, 1, 2) & a_{21} \leq a_{11} < a_{22} \\
  e(2, 2, 1) & a_{21} \leq a_{22} \leq a_{11} 
\end{cases}
\]

More explicitly, fix a \( \tilde{T} \)-module \( M \). Keeping \( \{ a_{21}, a_{22} \} \subset \mathbb{Z} \) (that is, the maximal ideal of \( \mathbb{Z}_2 \)) fixed, we can define a Gelfand-Tsetlin module \( \mathfrak{gT}(M) = \bigoplus_{a_{11} \in \mathbb{Z}} e(a)M \). In order to describe the action, it will be useful to use the notation \( y_{ij} = y_{e(ij)} \) for the dot on the \( j \)th strand with label \( i \) read from right to left. Using the formulas for \( X_i^\pm \) above, we see that the \( \mathfrak{gl}_2 \) action on this sum is given by

\[
e_{11}m = (a_{11} + y_{11})m \quad (e_{11} + e_{22})m = (a_{21} + a_{22} + y_{21} + y_{22})m
\]

\[
X_i^+m = \begin{cases} 
  -(y_{11} - y_{21} + a_{11} - 1 - a_{21})(y_{11} - y_{22} + a_{11} + 1 - a_{22}) \cdot m & a_{11} \notin \{ a_{21} - 1, a_{22} - 1 \} \\
  (y_{22} - y_{11} + a_{22} + 1 - a_{11}) \cdot m & a_{11} = a_{21} - 1 \neq a_{22} - 1 \\
  (y_{21} - y_{11} + a_{21} + 1 - a_{11}) \cdot m & a_{11} = a_{22} - 1 \neq a_{21} - 1 \\
  - \cdot m & a_{11} = a_{22} - 1 = a_{21} - 1
\end{cases}
\]

\[
(4.4a)
\]
Gelfand-Tsetlin modules: canonicity and calculations

Note that the corresponding category of GT modules has 3 simple modules, corresponding to the 3 simple 1-d \( \tilde{T} \)-modules. In each of these simples, all positive degree elements act by 0 and they are distinguished by whether \( e(1, 2, 2), e(2, 1, 2) \) and \( e(2, 2, 1) \) act by the identity.

Since in the case, GT weight spaces are the same as those of the Cartan, the modules \( \text{GT}(M) \) have 1-dimensional weight spaces, which are non-zero when \( a_{11} \) satisfies the equality in one of the lines of (4.3).

Thus, if we consider the subcategory \( C_{z, \chi} \), this means we fix \( \{a_{21}, a_{22}\} \subset \mathbb{Z} \) with \( a_{21} \leq a_{22} \) and consider all possible \( a_{11} \in \mathbb{Z} \). In general, for a \( \tilde{T} \)-module \( M \), the image \( e(1, 2, 2)M \) is isomorphic to the weight space of \( \text{GT}(M) \) for \( a \) with \( a_{11} < a_{21} \), analogously with \( e(2, 1, 2)M \) when \( a_{21} \leq a_{11} < a_{22} \); thus, the three simples are a Verma module for the positive Borel, the finite dimensional and a Verma module for the negative Borel, as we expect. When \( a_{21} = a_{22} \), the idempotent \( e(2, 1, 2) \) doesn’t have a corresponding weight space, so we lose the corresponding finite dimensional simple; again, this is as expected for a singular block of \( \mathcal{U}(\mathfrak{gl}_2) \)-modules.

4.2. The case of \( \mathfrak{gl}_3 \) modules. Let us now discuss how these results apply to \( \mathfrak{gl}_3 \).

4.2.1. Integral GT modules. First, let us expound a bit on the meaning of Theorem 3.6 in this case. Fix a regular integral maximal ideal \( \chi \in \text{MaxSpec}_\mathbb{Z}(\mathbb{Z}_3) \), that is, fix integers \( a_{31} < a_{32} < a_{33} \). Choosing \( \gamma \) lying over this in \( S = \text{MaxSpec}_{\mathbb{Z}_\chi}(\Gamma) \) entails choosing \( a_{11}, a_{21}, a_{22} \in \mathbb{Z} \). Each such \( \gamma \) gives an idempotent \( e(I) \in \tilde{T} \); note that this idempotent will only include a thick strand if \( a_{21} = a_{22} \).

Thus, given a weakly graded finite dimensional module \( M \) over \( \tilde{T} \), we can define the corresponding \( \mathcal{U}(\mathfrak{gl}_3) \)-module by considering the sum

\[
\mathcal{G}\mathcal{T}(M) = \sum_{a \in S} e(a)M.
\]

As before, we use the notation \( y_{ij} = y_{p(i,j)} \) for the dot on the \( j \)th strand with label \( i \) read from right to left. Now let us describe the action of the Chevalley generators for \( m \in e(a)M \).

The operators \( X^\pm \) send \( m \) to the weight space for \( e(a')M \); note that typically this is the same idempotent, unless the \( a_{ss} \) line up so that two strands cross; this happens when \( a_{2s} - a_{11} \) switches between 1 and 0. These are given by the same formulas as (4.4a 4.4b), ignoring the position of the strands with label 3.

This was just a warm up: now we consider the operators \( X^\pm_2 \). In the interest of space, let

\[
p_j = \prod_{a_{3i} \neq a_{2j}} (y_{2j} - y_{3i} + a_{2j} + 1 - a_{3i}).
\]
First, let us consider the case where \( a_{21} \neq a_{22} \). In this case \( X^+_2 \) is a sum of elements in two weight spaces:

\[
a' = (a_{11}, a_{21} \pm 1, a_{22}) \quad a'' = (a_{11}, a_{21}, a_{22} \pm 1).
\]

I’ll write \( m_1, m_2 \) for the instance of \( m \) associated with these weight spaces. If \( a_{2i} + 1 \notin \{a_{31}, a_{32}, a_{33}, a_{22}\} \), then \( e(a) = e(a') = e(a'') \), so \( m_1 \) and \( m_2 \) are already in the correct idempotent images (though note that these are still different elements of \( \Gamma(M) \)). In other cases, we will need to apply a diagram to them. Similarly, if \( a_{21} = a_{22} \), then only \( a'' \) is dominant (and \( a' \) is a permutation of it), so we simply write \( m \) for the single instance we need in this case. To write the formula for \( X^+_2 \), we consider the diagrams.

\[
d^+_i = \begin{cases}
1 & a_{2i} + 1 \notin \{a_{31}, a_{32}, a_{33}, a_{22}\} \\
2 & a_{2i} + 1 = a_{31} \neq a_{22} \\
3 & a_{2i} + 1 = a_{32} \neq a_{22} \\
3 & a_{2i} + 1 = a_{33} \neq a_{22}
\end{cases}
\]

The cases \( a_{21} + 1 = a_{22} \) and \( a_{21} = a_{22} \) are special. In the former case, we have a special formula for \( d^+_1 \), and in the latter, we only need a single diagram \( d^+ \)

\[
d^+_1 = \begin{cases}
2 & a_{21} + 1 = a_{22} \neq a_{3j} \\
3 & a_{21} + 1 = a_{22} = a_{31} \\
3 & a_{21} + 1 = a_{22} = a_{32} \\
3 & a_{21} + 1 = a_{22} = a_{33}
\end{cases}
\]

In each of the pictures above, we have left out “irrelevant” strands whose position is not fixed by our conditions: the other strand with label 2 in the cases of \( a_{21} + 1 \neq a_{22} \), and all strands with label 3 if \( a_{2i} + 1 \notin \{a_{31}, a_{32}, a_{33}\} \). Since we are focusing on the regular case, we have left out cases where the \( a_{3j} \)'s are not distinct, though the reader should be able to work out the pattern. Having made all these definitions, applying the formula (3.6) shows that:

**Lemma 4.1.**

\[
X^+_2 m = \begin{cases}
\frac{d^+_1 p_1 m_1}{y_{22} - y_{21} + a_{22} - a_{21} - 1} - \frac{d^+_2 p_2 m_2}{y_{22} - y_{21} + a_{22} - a_{21} + 1} & a_{22} - a_{21} \neq 0, 1 \\
-\frac{d^+_1 p_1 m_1}{y_{22} - y_{21} + a_{22} - a_{21} + 1} - \frac{d^+_2 p_2 m_2}{y_{22} - y_{21} + a_{22} - a_{21} + 1} & a_{22} - a_{21} = 1 \\
37 & a_{22} - a_{21} = 0
\end{cases}
\]
Similarly, for $X^+_2$, we define diagrams $d_i^-$ when $a_{21} \neq a_{22}$ and $d^-$ when $a_{21} = a_{22}$; these are just the reflections in a vertical line of $d_i^+$. We let

$$q_i = \begin{cases} 1 & a_{2i} = a_{11} + 1 \\ y_{2i} - y_{11} + a_{2i} - a_{11} - 1 & a_{2i} \neq a_{11} + 1 \end{cases}$$

We then applying (3.7) shows:

**Lemma 4.2.**

$$X^+_2 m = \begin{cases} \frac{d_1^- q_1 m_1}{y_{22} - y_{21} + a_{22} - a_{21} + 1} & a_{22} - a_{21} \neq -1, 0 \\ \frac{d_2^+ q_2 m_2}{y_{22} - y_{21} + a_{22} - a_{21} - 1} & a_{22} - a_{21} = -1 \\ q_1 d^- m & a_{22} - a_{21} = 0 \end{cases}$$

### 4.2.2. The classification of simple modules.

As discussed in [FGR14, Weba], in the principal block of $\mathfrak{sl}_3$ (or more generally, any regular integral block), there are 20 simple modules up to isomorphism. These include:

1. one finite dimensional module
2. 6 irreducible anti-dominant Verma modules for the 6 different Borels containing the standard torus
3. 12 other simples in category $\mathcal{O}$ for some Borel; there are 4 simples in category $\mathcal{O}$ for a fixed Borel which are neither finite dimensional nor a Verma module, and each of these lies in category $\mathcal{O}$ for exactly 2 of the 6 Borels.
4. one simple which does not lie in category $\mathcal{O}$ for any Borel (in fact, it has infinite weight multiplicities).

As an illustration of our approach to Gelfand-Tsetlin modules, let us explain how to arrive at this list using KLR algebras. By Theorem 2.17, the simple $\tilde{T}$-modules for $v = (1, 2, 3)$ are classified by red-good words. This realizes each simple module as a quotient of a standard module. In full generality, finding this quotient can be quite complicated, but in the case of $\mathfrak{sl}_3$, things are relatively simple.

In particular, since the group $W$ in this case is just $S_2$, all integral weights are at worst 1-singular, and we can utilize [Weba, Cor. 3.8]; thus, every weight either appears in a unique GT-module or in two of them. In KLR terms, we can separate this possibility by looking for the unique diagram with no dots, a single crossing of black strands with label 2, and $e(\gamma)$ at both top and bottom. We can separate the 3 cases of [Weba, Cor. 3.8] by the degree of this element:

1. If the degree is -2, then $e(\gamma)\tilde{T}e(\gamma)$ is a 2×2 matrix algebra, and so there is a unique simple GT module with $W_3(S)$ 2-dimensional (and it is 0-dimensional in all other simples).
2. If the degree is 0, then $e(\gamma)\tilde{T}e(\gamma)$ has two distinct 1-dimensional simples, so there are two simple GT modules with this weight space 1-dimensional (and it is 0-dimensional in all other simples).
3. If the degree is > 0, then $e(\gamma)\tilde{T}e(\gamma)$ is strictly positively graded, and has a unique simple module which is 1-dimensional, so there is a unique simple GT module with this weight space 1-dimensional (and it is 0-dimensional in all other simples).
In Figures 1 and 2 below, we show a basis of each module; for each of these, we write the corresponding good word as well as the indexing of the corresponding \( U \)-module in the notation of [FGR14]. In each case, we have a box which represents a generating vector; the idempotent of which this vector is in the image can be read off from the first diagram. Note that these are not necessarily good words, but are of the form (1) or (3) in the classification above, and thus only appear in a single simple module; the structure coefficients for diagrams acting on our basis vectors are implicit here, since they are simply all diagrams in \( \tilde{T}e(\gamma) \) which generate a proper submodule of this projective left module. We leave to the reader to verify that these modules are simple; this might sound daunting, but one can easily reduce to showing that the basis vectors shown each generate the module, using the application of idempotents to a general linear combination, and the observation that each weight space is either 1-dimensional, or a simple 2-dimensional module over \( e(\gamma')\tilde{T}e(\gamma') \), when \( \gamma' \) is of type (1).

We note that this description also makes it simple to match with the classification of [FGR14], since one need only read off the good word from their description of the weight spaces. Since they use the principal block, some of the idempotents from the list above might not be realized as \( e(\gamma) \), but those corresponding to good words will be.

We can also organize this information a bit differently, as a table of the weight multiplicities for different simples. This table, and those later in this section, are all based on GAP4 and Python code available online [BSW]. To save space, we only indicate the word for each weight space. So, in place of \( a_3, 1 < a_3, 2 < a_3, 3 \leq a_2, 1 < a_2, 2 \leq a_1, 1 \), we write 33221, in place of \( a_3, 1 < a_3, 2 < a_3, 3 \leq a_2, 1 \leq a_1, 1 \leq a_2, 2 \), we write 33212, etc. We omit entries which are 0 for clarity of reading. We denote simples in this chart by their symbol from [FGR14]. You can easily read off the good word by looking at the last non-zero entry in each column; since words are listed in decreasing lexicographic order, this will give the desired good word.

For each row, there will be a unique column which corresponds to the canonical module for this weight space. This, of course, will have non-zero multiplicity. In this case, we have also included a box around the multiplicity of that weight space.

Note some interesting observations about this table:

- As mentioned above, the last non-zero entry in a column is in the row corresponding to its good word.
- Also, as mentioned above, every row contains either 1 once, 1 twice, or 2 once. This corresponds to the trichotomy for 1-singular weights from [Webb Cor. 3.8], depending on whether the corresponding map is small, strictly semi-small, or a \( \mathbb{P}^1 \) bundle.
- We have a 2 in a row if and only if the word has two consecutive 2’s. This is because this is the only situation where the corresponding simple in the KLR algebra has a negative degree element.
- The Gelfand-Kirillov dimension of each irrep can be read from these diagrams: by Theorem 3.8 for each irrep it is the maximal number of 2’s and 1’s not between any pair of 3’s. Thus it is 0 for \( L_8 \), the finite dimensional module, 3 for \( L_1, L_4, L_5, L_19, L_28, L_{32} \) and \( L_13 \), and 2 for all other modules.
- In each of the rows of this table, the boxed entry is the furthest left. That is, the canonical module for the weight is the simple module with the greatest good word in lex order amongst those with non-zero multiplicity. We have yet to observe a
Figure 1. Basis vectors for simple $\tilde{T}$-modules, part I
Figure 2. Basis vectors for simple $\tilde{T}$-modules, part II
| FGR    | $L_{12}$ | $L_{21}$ | $L_{24}$ | $L_{26}$ | $L_{16}$ | $L_{19}$ | $L_{17}$ | $L_{14}$ | $L_6$ | $L_3$ | $L_{28}$ | $L_{11}$ | $L_{14}$ | $L_5$ | $L_2$ | $L_7$ | $L_1$ |
|--------|---------|---------|---------|---------|---------|---------|---------|---------|------|------|---------|---------|---------|------|------|------|------|
| 333221 |         |         |         |         |         |         |         |         |      |      |         |         |         |      |      |      |      |
| 333212 |         |         |         |         |         |         |         |         |      |      |         |         |         |      |      |      |      |
| 333122 |         |         |         |         |         |         |         |         |      |      |         |         |         |      |      |      |      |
| 332321 |         |         |         |         |         |         |         |         |      |      |         |         |         |      |      |      |      |
| 332312 |         |         |         |         |         |         |         |         |      |      |         |         |         |      |      |      |      |
| 332231 |         |         |         |         |         |         |         |         |      |      |         |         |         |      |      |      |      |
| 332213 |         |         |         |         |         |         |         |         |      |      |         |         |         |      |      |      |      |
| 332132 |         |         |         |         |         |         |         |         |      |      |         |         |         |      |      |      |      |
| 332123 |         |         |         |         |         |         |         |         |      |      |         |         |         |      |      |      |      |
| 323321 |         |         |         |         |         |         |         |         |      |      |         |         |         |      |      |      |      |
| 323312 |         |         |         |         |         |         |         |         |      |      |         |         |         |      |      |      |      |
| 323231 |         |         |         |         |         |         |         |         |      |      |         |         |         |      |      |      |      |
| 323213 |         |         |         |         |         |         |         |         |      |      |         |         |         |      |      |      |      |
| 323132 |         |         |         |         |         |         |         |         |      |      |         |         |         |      |      |      |      |
| 323123 |         |         |         |         |         |         |         |         |      |      |         |         |         |      |      |      |      |
| 321323 |         |         |         |         |         |         |         |         |      |      |         |         |         |      |      |      |      |
| 321233 |         |         |         |         |         |         |         |         |      |      |         |         |         |      |      |      |      |
| 313322 |         |         |         |         |         |         |         |         |      |      |         |         |         |      |      |      |      |
| 313232 |         |         |         |         |         |         |         |         |      |      |         |         |         |      |      |      |      |
| 313223 |         |         |         |         |         |         |         |         |      |      |         |         |         |      |      |      |      |
| 312323 |         |         |         |         |         |         |         |         |      |      |         |         |         |      |      |      |      |
| 312233 |         |         |         |         |         |         |         |         |      |      |         |         |         |      |      |      |      |
| 233321 |         |         |         |         |         |         |         |         |      |      |         |         |         |      |      |      |      |
| 233312 |         |         |         |         |         |         |         |         |      |      |         |         |         |      |      |      |      |
| 233231 |         |         |         |         |         |         |         |         |      |      |         |         |         |      |      |      |      |
| 233213 |         |         |         |         |         |         |         |         |      |      |         |         |         |      |      |      |      |
| 233132 |         |         |         |         |         |         |         |         |      |      |         |         |         |      |      |      |      |
| 233123 |         |         |         |         |         |         |         |         |      |      |         |         |         |      |      |      |      |
| 231323 |         |         |         |         |         |         |         |         |      |      |         |         |         |      |      |      |      |
| 231233 |         |         |         |         |         |         |         |         |      |      |         |         |         |      |      |      |      |
| 223331 |         |         |         |         |         |         |         |         |      |      |         |         |         |      |      |      |      |
| 223313 |         |         |         |         |         |         |         |         |      |      |         |         |         |      |      |      |      |
| 223133 |         |         |         |         |         |         |         |         |      |      |         |         |         |      |      |      |      |
| 213332 |         |         |         |         |         |         |         |         |      |      |         |         |         |      |      |      |      |
| 213233 |         |         |         |         |         |         |         |         |      |      |         |         |         |      |      |      |      |
| 213232 |         |         |         |         |         |         |         |         |      |      |         |         |         |      |      |      |      |
| 212333 |         |         |         |         |         |         |         |         |      |      |         |         |         |      |      |      |      |
| 133322 |         |         |         |         |         |         |         |         |      |      |         |         |         |      |      |      |      |
| 133232 |         |         |         |         |         |         |         |         |      |      |         |         |         |      |      |      |      |
| 133223 |         |         |         |         |         |         |         |         |      |      |         |         |         |      |      |      |      |
| 133222 |         |         |         |         |         |         |         |         |      |      |         |         |         |      |      |      |      |
| 132323 |         |         |         |         |         |         |         |         |      |      |         |         |         |      |      |      |      |
| 132322 |         |         |         |         |         |         |         |         |      |      |         |         |         |      |      |      |      |
| 132233 |         |         |         |         |         |         |         |         |      |      |         |         |         |      |      |      |      |
| 132232 |         |         |         |         |         |         |         |         |      |      |         |         |         |      |      |      |      |
| 123332 |         |         |         |         |         |         |         |         |      |      |         |         |         |      |      |      |      |
| 123322 |         |         |         |         |         |         |         |         |      |      |         |         |         |      |      |      |      |
| 123233 |         |         |         |         |         |         |         |         |      |      |         |         |         |      |      |      |      |
| 122333 |         |         |         |         |         |         |         |         |      |      |         |         |         |      |      |      |      |

**Figure 3.** The table of dimensions of GT weight spaces in the integral regular case for $\mathfrak{gl}_3$. 
counter-example to this pattern but the cases we have done thus far provide scant evidence. In many cases, patterns like this break down in higher ranks.

A simple Gelfand-Tsetlin module is always a $\mathfrak{h}$-weight module, that is, the Cartan $\mathfrak{h}$ acts locally finitely and semi-simply. However, it might have finite or infinite weight multiplicities. For $\mathfrak{gl}_3$, there is only one integral GT module in each block with an infinite $\mathfrak{h}$-weight multiplicity as shown in [FGR14]; one can see this using the approach of comparison with the KLRW algebra as follows: if we fix the $\mathfrak{h}$-weight and the central character, we have fixed the longitude of all strands with label 1 or 3. Thus, we can only have an infinite dimensional $\mathfrak{h}$-weight multiplicity if we have infinitely many GT weight spaces with $a_{12} + a_{22}$ fixed, so $a_{12} \ll \cdots \ll a_{22}$ with all other $a_{**}$'s in between, i.e. the corresponding idempotent begins
Gelfand-Tsetlin modules: canonicity and calculations

(1)

FGR | L_6 | L_2 | L_3 | L_4 | L_1
---|---|---|---|---|---
3221 | 2 |
3212 | 1 |
3122 | |
2321 | 1 |
2312 | |
2231 | 2 |
2213 | 2 |
2132 | |
2123 | 1 |
1322 | 2 |
1232 | 1 |
1223 | |

(2)

FGR | L_5 | L_2 | L_3 | L_1
---|---|---|---|---
3322 | 2 |
3232 | 1 |
3223 | 2 |
2332 | |
2323 | 1 |
2233 | 2 |

(3)

FGR | L_{10} | L_5 | L_8 | L_4 | L_2 | L_3 | L_1
---|---|---|---|---|---|---|---
33322 | 2 |
33232 | 1 |
33223 | 2 |
32332 | |
32323 | 1 |
32233 | 2 |
23332 | |
23323 | |
23233 | 1 |
22333 | |

(4)

FGR | L_2 | L_1
---|---|---
221 | 2 |
212 | 1 |
122 | 2 |

(5)

FGR | L_1
---|---
22 | 2 |

Figure 5. Similarly, here are the tables for (1) \( \iota_1 = \iota_3 = 1 \) (C4) (2) \( \iota_1 = 0, \iota_3 = 2 \) (C6), and (3) \( \iota_1 = 0, \iota_3 = 3 \) (C9), (4) \( \iota_1 = 1, \iota_3 = 0 \) (C2), (5) \( \iota_1 = \iota_3 = 0 \) (C1); the case \( \iota_1 = 0, \iota_3 = 1 \) (C3) is identical to (4).

and ends with 2. We can thus read off from Figure 3 that \( L_{13} \) in the notation of [FGR14] is the only such simple in the regular block. Of course, one can see from the non-integral case below that there are also many non-integral examples.

4.2.3. Non-integral modules. We also include some similar calculations for non-integral Gelfand-Tsetlin modules. We fix a central character \( \chi \), which may or may not be integral. Of course, we can break the category of Gelfand-Tsetlin modules further into blocks where we fix the coset of \( a_{1,1}, a_{2,1}, a_{2,2} \) modulo \( \mathbb{Z} \). For a fixed choice of these cosets, let \( \mathscr{S} \) be the set of corresponding GT weights.

In this case, the partial order \( \prec \) on the set \( \Omega \) defined before is not a total order, and it is useful to recall that:

**Proposition 4.3.** If \( \gamma \) and \( \gamma' \) are related by a permutation \( \sigma : \Omega \rightarrow \Omega \) such that:

1. For all \((i,j) \in \Omega\), we have \( \sigma(i,j) = (i,m) \) for some \( m \), and \( \sigma(n,k) = (n,k) \).
2. For all \( i,j \), we have \( a_{i,j} - a'_{\sigma(i,j)} \in \mathbb{Z} \).
We have \((i, j) \prec (k, \ell)\) if and only if \(\sigma(i, j) \prec' (k, \ell)\).

then the functors \(W_\gamma\) and \(W_{\gamma'}\) are isomorphic.

If \(\gamma\) is integral, then \(\gamma'\) must be as well, and this result simply requires that the orders \(\prec\) and \(\prec'\) coincide. On the other hand, if \(\gamma\) is not integral, then we only need pay attention to the order between elements which are in the same coset of \(\mathbb{Z}\).

If \(a_{2,1} - a_{2,2} \notin \mathbb{Z}\) then the corresponding block is non-singular in a non-singular block, and their weight multiplicities described in [DFO94, Cor. 33]. In particular, all GT multiplicities are 1 or 0. Thus, we can reduce to the case where \(a_{2,1} - a_{2,2} \in \mathbb{Z}\). Tensoring with a complex power of the trace representation uniformly shifts the \(a_{*,*}'\), so we can assume that \(a_{2,1}, a_{2,2} \in \mathbb{Z}\).

Now, fix \(\iota_1 \in \{0,1\}\) and \(\iota_3 \in \{0,1,2,3\}\). We’ll consider a block where:

(*) For all weights in \(\mathcal{S}\), \(a_{2,1}, a_{2,2} \in \mathbb{Z}\) and \(\iota_i = \# \{ j \mid a_{i,j} \in \mathbb{Z} \}\).

By Proposition 4.3, the isomorphism type of the corresponding weight functor only depends on the order on elements of \(\Omega\) such that \(a_{i,j} \in \mathbb{Z}\).

By Proposition 3.10, we have:

**Proposition 4.4.** The category of GT modules with support in \(\mathcal{S}\) is equivalent to the category of modules over the OGZ algebra for the dimension vector \((\iota_1, \iota_2, \iota_3)\), tensored with polynomials in \(4 - \iota_1 - \iota_3\) variables, matching GT multiplicities.

Thus, we can compute the weight multiplicities of simple modules with support in \(\mathcal{S}\) by computing these for integral GT modules over the corresponding OGZ algebra. This is presented in all the relevant cases for \(\mathfrak{sl}_3\) in Figures 4 and 5. In each case, we write the word that encodes the induced order on the elements of \(\Omega\) such that \(a_{i,j} \in \mathbb{Z}\); note that by assumption, 2 will appear twice, 1 will appear \(\iota_1\) times, and similarly 3 appears \(\iota_3\) times. As mentioned in the caption, the case \(\iota_1 = 0, \iota_3 = 1\) has the same multiplicities as \(\iota_1 = 1, \iota_3 = 0\), so we omit it.

All of these cases have been worked out in [FGR14, §7.5]. We’ll include their labeling of different cases; for example, for them, the integral regular case is (C10). We have only included the cases that have regular central character. Their cases (C7), (C8), (C11), (C12), (C13), (C14) are translations to singular blocks of (C5), (C6), (C10), (C9), (C10), (C19).

The character tables for these can be obtained by just deleting from the appropriate table all the rows corresponding to words that can’t be realized with this singular character of \(\mathbb{Z}_3\). That is to say, all the words that have a 1 or 2 between two 3’s that have the same longitude under our choice of \(\chi\). Some of the columns of the table will now be empty; these correspond to the simple modules which are killed by translation to the wall, so we remove the empty columns.

As an illustration, we include the case of (C11) where \(a_{31} < a_{32} = a_{33}\). We have deleted the words incompatible with this order, and have left blank columns corresponding to the simples which disappear in the process. Unfortunately, the conventions chosen in [FGR14] are not especially compatible with translation to the wall, but in our tables, the \(k\)th column from the left in Figure 6 is the translation to the wall of the \(k\)th column in Figure 3. We leave the other singular cases to the reader.

4.3. The case of \(\mathfrak{gl}_4\)-modules. Finally, we include the full list of the multiplicities for the integral case of \(\mathfrak{gl}_4\) at the end of the paper after the bibliography. In the interest of saving space, we don’t show every single word: if a 31 or 42 appears in a word, the word
Figure 6. The table of dimensions of GT weight spaces in an integral singular block where $a_{31} < a_{32} = a_{33}$ for $\mathfrak{gl}_3$

where we switch these numbers has the same multiplicities in every GT module and is lower in lex-order; thus we only display words that have no such pairs. For example, we leave out the words 4443423231, 4443423213, and 4443243231 since 4443243213 has the same multiplicities. There are 259 simples in this case, so we break these into groups of 30; as the reader can see, these are on impractically large pages. If the reader would prefer to not have these tables in the file, download the source from the arXiv and comment out the line \texttt{sifourtrue}. Many of the features we pointed out about the $\mathfrak{gl}_3$ table hold here with suitable modifications:

- As before, the last non-zero entry in a column is in the row corresponding to its good word.
- There are now many different possibilities for the entries in a row; we also have to account for the fact that a given word appears on several pages, so we have to consider all those rows together. By [Weba Cor. 3.4], these must have sum no more than $12 = 3! \cdot 2!$. The different possibilities of the multiplicities with which a given
Figure 7. The number of integral \( \mathfrak{gl}_4 \) GT modules of a given Gelfand-Kirillov dimension in a regular block. Blue represents simples without an infinite dimensional \( \mathfrak{h} \)-weight space, and green those which do.

maximal ideal can appear in the different integral simple Gelfand-Tsetlin modules, with an example of a word realizing them, are:

\[
\begin{align*}
\{1\} & \quad 4432143243 & \quad \{4, 8\} & \quad 4443343221 & \quad \{2, 2, 2, 4\} & \quad 4434343221 \\
\{2\} & \quad 4432443321 & \quad \{6, 6\} & \quad 4443333212 & \quad \{2, 2, 4, 4\} & \quad 443343212 \\
\{4\} & \quad 4443322143 & \quad \{1, 1, 1\} & \quad 4432143432 & \quad \{1, 1, 1, 1, 1\} & \quad 443432132 \\
\{6\} & \quad 244433321 & \quad \{1, 2, 2\} & \quad 443432321 & \quad \{1, 1, 1, 1, 2\} & \quad 443213432 \\
\{12\} & \quad 4443333221 & \quad \{2, 2, 2\} & \quad 4443243321 & \quad \{1, 1, 1, 2, 2\} & \quad 443234321 \\
\{1, 1\} & \quad 4434432123 & \quad \{2, 2, 4\} & \quad 4443324321 & \quad \{1, 1, 1, 1, 1, 1\} & \quad 4443432123 \\
\{1, 2\} & \quad 4432443213 & \quad \{2, 4, 4\} & \quad 4443432132 & \quad \{1, 1, 1, 1, 1, 2\} & \quad 4434324321 \\
\{2, 2\} & \quad 4443214332 & \quad \{1, 1, 1, 1\} & \quad 4434321432 & \quad \{1, 1, 1, 1, 2, 2\} & \quad 4443432132 \\
\{2, 4\} & \quad 4444334321 & \quad \{1, 1, 1, 2\} & \quad 4443243213 & \quad \{1, 1, 1, 1, 1, 2\} & \quad 4443432132 \\
\{2, 8\} & \quad 444332321 & \quad \{1, 1, 2, 5\} & \quad 4443432321 & \quad \{1, 1, 1, 1, 1, 1, 2, 2\} & \quad 4434334212 \\
\{4, 4\} & \quad 4434433221 & \quad \{2, 2, 2, 2\} & \quad 4443432321 & \quad \{1, 1, 1, 1, 1, 2, 2\} & \quad 4443432121 \\
\end{align*}
\]

This shows that we have at least 32 different isomorphism types for the endomorphism algebras of weight functors, a dramatic contrast with \( \mathfrak{gl}_3 \) where there were 3.

- In particular, rows where one of the entries is 12 are special and can only have one non-zero entry; this can only happen for words that are essential, by Theorem 3.17.
Note that we only see one 12 per column, because we don’t display all words; our conventions about leaving out words containing 42 or 31 means that we only show the lex-shortest word in the essential support of a given module, and don’t display the others that are essentially the same.

• More generally, when there is a group of $n_2$ 2’s and one of $n_3$ 3’s, by Proposition 3.19, a smaller nilHecke algebra will act and the multiplicity must be a multiple of $n_2!n_3!$, the dimension of the unique irrep of this nilHecke algebra. For example, 3323214444 has a group of two 3’s, and so the multiplicity must be divisible by 2; in fact, it has multiplicities of 8 and 2 in two different simple modules. To give two more examples: 444333212 has a group of three 3’s, so the multiplicities are divisible by $3! = 6$, and in fact, this appears in two modules with multiplicity 6; the word 4443343221 has $n_2 = 2$ and $n_3 = 2$, so the multiplicities must be divisible by 4, and in fact, they are 4 and 8.

• As in the case of $\mathfrak{gl}_3$, we include the Gelfand-Kirillov dimension (determined using Theorem 3.8) in the row labeled “GK.” In Figure 7, we give some statistics on the number of simples with a given Gelfand-Kirillov dimension, with color distinguishing whether all $\mathfrak{h}$-weight spaces are finite dimensional, or at least one is infinite dimensional. Note that there are no modules with GK dimension 1 or 2; such a module would be annihilated by a primitive ideal whose associated variety would be a 2 or 4-dimensional nilpotent orbit in $\mathfrak{gl}_4$, and the minimal non-trivial orbit has dimension 6. With a bit more combinatorial effort, we could determine the precise primitive ideals annihilating these modules, but we will leave that to another time.

• Our observation earlier that the canonical module seems to correspond to the lex-greatest good word amongst all modules where a weight appears still holds in $\mathfrak{gl}_4$, though this is not as visually apparent since rows are split across multiple pages. Again, we don’t regard this to be extremely convincing, since the behavior of the corresponding algebras will be much more complicated in higher rank, but it remains an intriguing possibility.

• For each simple, the row labeled “IWS” contains a “T” if an infinite dimensional $\mathfrak{h}$-weight space exists and “F” if it doesn’t.

We determine whether modules over $\mathfrak{gl}_4$ have an infinite dimensional $\mathfrak{h}$-weight space using the Theorem below:

**Theorem 4.5.** If $\mathcal{U} = \mathcal{U}(\mathfrak{gl}_4)$, then the integral GT module $\mathbb{GT}(M)$ has an infinite $\mathfrak{h}$-weight multiplicity for some weight if and only if there is a word $\mathbf{i}$ such that $e(\mathbf{i})M \neq 0$ which both begins and ends with one of the words $\{2, 3, 23, 32\}$.

**Proof.** The module $\mathbb{GT}(M)$ has infinite weight multiplicity for $\mu$, if and only if for some word $\mathbf{i}$ such that $e(\mathbf{i})M \neq 0$, there are infinitely many $\gamma$ with $e(\gamma) = e(\mathbf{i})$ of weight $\mu$ for $\mathfrak{h}$. If a word $\mathbf{i}$ ends with 2, with 3, or with permutations of the word 23, then we can subtract any fixed integer $a$ from the longitude for the start of the word, and add $a$ to the longitude for the end without changing the $\mathfrak{h}$ weight or the idempotent $\mathbf{i}$, so we have found an infinite multiplicity weight space.

Now, assume that we have $\mathbf{i}$ with infinitely many $\gamma$ with $e(\gamma) = e(\mathbf{i})$ of weight $\mu$ for $\mathfrak{h}$. Having fixed the weight space, the sums

\[
a_{21} + a_{22} = \mu_2, \quad a_{31} + a_{32} + a_{33} = \mu_3
\]
will be fixed. One of $a_{21}$ or $a_{31}$ must take on infinitely many values below the averages $\mu_2/2$ and $\mu_3/3$, while $a_{11}$ and $a_{4*}$ are fixed. So $i$ must begin with a 2 or a 3. Similarly, it must end with a 2 or 3. If it begins with a 2 and ends with a 3, then $a_{21} < a_{31}$, and $a_{22} < a_{33}$, and we can assume that $a_{21} = -k$ for $k \gg 0$. Thus, $a_{22} = \mu_2 + k < a_{33}$. Since $a_{31} < a_{32}$, we have the inequality:

$$a_{31} < \frac{a_{31} + a_{32}}{2} = \frac{\mu_3 - a_{33}}{2} < \frac{\mu_3 - \mu_2 - k}{2}.$$ 

So once $k$ is sufficiently large, this shows that $a_{21} < a_{31}$ are smaller than all other $a_{**}$'s and $a_{22} < a_{33}$ are larger than all others. Thus, $i$ must begin with 23 and ending with 23. On the other hand, if the word begins with 3 and ends with 2, then the same argument shows it begins and ends with 32.

In general, it’s clear that if $i$ begins and ends with permutations of the same word which includes no appearances of $n$, there will be an infinite multiplicity $\mathfrak{h}$-weight space, but it is not clear if this is a necessary condition for $n > 4$; the authors suspect it is not.

Finally, let us illustrate how to understand non-integral cases with a $\mathfrak{gl}_4$ example: consider the block of Gelfand-Tsetlin modules where $v^{(0)} = (1, 2, 1, 1)$ and $v^{(72)} = (0, 0, 2, 3)$. Every simple in this case is the tensor product of two simple Gelfand-Tsetlin modules over the corresponding OGZ algebras for these vectors. The multiplicities of these blocks are shown in Figure 8. Every simple module over $\mathfrak{gl}_4$ in this block thus corresponds to a pair of columns in the two tables; thus there are $70 = 10 \cdot 7$ of them. Each GT weight corresponds to a pair of rows, corresponding to how the numbers $a_{**,}$ that are congruent mod $\mathbb{Z}$ are ordered. For example in the module $L$ corresponding to the first column of the first table and the last

![Figure 8](image-url)
column of the second, either of the weights corresponding to:

\[
\begin{array}{cccccccc}
0 & 2^{1/2} & 4^{1/2} & 6^{1/2} & -2^{1/2} & -1/2 & 5 & 8^{1/2} \\
1/2 & 1 & 1^{1/2} & -4^{1/2} & -3^{1/2} & 7 & \\
2 & 4 & 9 & 12 & \\
7 & & 13 & \\
\end{array}
\]

give the words 43221 and 33444 since, in the first case, we have \(0 < 1 < 2 < 4 < 7\) and \(1/2 < 1^{1/2} < 2^{1/2} < 4^{1/2} < 6^{1/2}\). Thus the corresponding GT weight space is \(4 = 2 \cdot 2\) dimensional, and since both 2’s are boxed, \(L\) is the canonical module for these weights.

On the other hand, the first weight below

\[
\begin{array}{cccccccc}
0 & 2^{1/2} & 4^{1/2} & 6^{1/2} & -2^{1/2} & -1/2 & 5 & 8^{1/2} \\
1/2 & 3 & 1^{1/2} & -4^{1/2} & -3^{1/2} & 7 & \\
2 & 4 & 9 & 12 & \\
7 & & -2 & \\
\end{array}
\] (4.5)

has corresponding words 42321 and 33444; the word 42321 doesn’t appear in our table, since we can swap the initial 4 and 2 without changing the weight functor. So, we should consider the row for 24321, and, we now have a \(2 = 1 \cdot 2\) dimensional weight space in \(L\). Note that we get the same multiplicity if we replace \(L\) by \(L'\), the simple for the 7th column in the first table and the last in the second. We can see that again \(L\) is the canonical module of the first weight from (4.5). On the other hand, the second weight in (4.5) has corresponding words 14322 and 33444, so \(L\) has multiplicity 0 in this case, and \(L'\) has multiplicity \(4 = 2 \cdot 2\) and is the canonical module of this weight.
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