CONVERGENCE OF LAGRANGE FINITE ELEMENTS FOR THE MAXWELL EIGENVALUE PROBLEM IN 2D
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Abstract. We consider finite element approximations of the Maxwell eigenvalue problem in two dimensions. We prove, in certain settings, convergence of the discrete eigenvalues using Lagrange finite elements. In particular, we prove convergence in three scenarios: piecewise linear elements on Powell–Sabin triangulations, piecewise quadratic elements on Clough–Tocher triangulations, and piecewise quartics (and higher) elements on general shape-regular triangulations. We provide numerical experiments that support the theoretical results. The computations also show that, on general triangulations, the eigenvalue approximations are very sensitive to nearly singular vertices, i.e., vertices that fall on exactly two “almost” straight lines.

1. Introduction

Let $\Omega \subset \mathbb{R}^2$ be a contractible polygonal domain and consider the eigenvalue problem

$$(1.1) \quad (\text{rot} \, u, \text{rot} \, v) = \eta^2 (u, v) \quad \forall v \in H_0(\text{rot}, \Omega),$$

where $H(\text{rot}, \Omega) := \{ v \in L^2(\Omega) : \text{rot} \, v \in L^2(\Omega) \}$, $H_0(\text{rot}, \Omega) := \{ v \in H(\text{rot}, \Omega) : v \cdot t = 0 \text{ on } \partial \Omega \}$, and $(\cdot, \cdot)$ denotes the $L^2$ inner product over $\Omega$. Given a finite element space $\mathbf{V}_h \subset H_0(\text{rot}, \Omega)$, a finite element method seeks $u_h \in \mathbf{V}_h \setminus \{0\}$ and $\eta_h \in \mathbb{R}$ satisfying

$$(1.2) \quad (\text{rot} \, u_h, \text{rot} \, v_h) = \eta_h^2 (u_h, v_h) \quad \forall v_h \in \mathbf{V}_h.$$ \n
For example, one can take $\mathbf{V}_h$ to be the $H_0(\text{rot}; \Omega)$-conforming Nedelec finite elements (i.e., the rotated Raviart-Thomas finite elements) as the finite element space. It is well-known this choice leads to a convergent approximation of the eigenvalue problem. On the other hand, taking $\mathbf{V}_h$ as a space continuous piecewise polynomials (i.e., a $H^1(\Omega)$-conforming Lagrange finite element) may lead to spurious eigenvalues for any mesh parameter.

There is a vast literature on this subject. The interested reader is referred to [5, Section 20] for an extensive survey including a comprehensive list of references about Nedelec finite elements and to [8, 6] for a discussion about the use of standard Lagrange finite elements (see also [3] for a discussion of these phenomena in the context of the finite element exterior calculus).

To better appreciate the problem and its discretization, we consider the equivalent formulation introduced in [8] for $\eta \neq 0$:

$$(1.3a) \quad (\sigma, \tau) + (p, \text{rot} \, \tau) = 0 \quad \forall \tau \in H_0(\text{rot}, \Omega),$$

$$ (1.3b) \quad (\text{rot} \, \sigma, q) = - \lambda (p, q) \quad \forall q \in L^2_0(\Omega).$$

Taking $q = \text{rot} \, v$ with $v \in H_0(\text{rot}, \Omega)$ shows the equivalence of (1.3) and (1.1) with $\sigma = u, \lambda = \eta^2$, and $p = -\frac{1}{\lambda} \text{rot} \, u$.
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The corresponding finite element method for the mixed formulation (1.3) seeks $\sigma_h \in \hat{V}_h \setminus \{0\}$, $p_h \in \hat{Q}_h$, and $\lambda_h \in \mathbb{R}$ such that

\begin{align}
(1.4a) \quad (\sigma_h, \tau_h) + (p_h, \text{rot} \tau_h) &= 0, \quad \forall \tau \in \hat{V}_h, \\
(1.4b) \quad (\text{rot} \sigma_h, q_h) &= -\lambda_h (p_h, q_h) \quad \forall q_h \in \hat{Q}_h
\end{align}

with $\hat{Q}_h \subset L^2_0(\Omega)$. Similar to the continuous problem, if the finite element spaces satisfy $\text{rot} \hat{V}_h \subset \hat{Q}_h$, then the mixed finite element formulation (1.4) is equivalent to the primal one (1.2) with $\sigma_h = u_h$ and $p_h = -\frac{1}{\lambda} \text{rot} u_h$.

If $\hat{V}_h$ is the Nedelec space of index $k$, then we may take $\hat{Q}_h$ to be the space of piecewise polynomials of degree $k - 1$. In this case, $(\hat{V}_h, \hat{Q}_h)$ forms an inf-sup stable pair of spaces, in particular, there exists a Fortin projection

$$\Pi_V : \hat{V} \to \hat{V}_h$$

satisfying

\begin{align}
(1.5a) \quad \text{rot} \Pi_V \tau &= \Pi_Q \text{rot} \tau \quad \forall \tau \in \hat{V}, \\
(1.5b) \quad \|\Pi_V \tau - \tau\|_{L^2(\Omega)} &\leq C h^{1/2+\delta}(\|\tau\|_{H^{1/2+\delta}(\Omega)} + \|\text{rot} \tau\|_{L^2(\Omega)}) \quad \forall \tau \in \hat{V}.
\end{align}

Here $\hat{V} := H_0(\text{rot}, \Omega) \cap H(\text{div}, \Omega)$. Moreover, $\delta \in (0, 1/2]$ is a parameter such that $\hat{V} \hookrightarrow H^{1/2+\delta}(\Omega)$ [2], and $\Pi_Q : L^2_0(\Omega) \to \hat{Q}_h$ is the $L^2$ orthogonal projection onto $\hat{Q}_h$. Using this projection one can prove that the corresponding source problems converges uniformly, and this is sufficient to prove convergence of the eigenvalue problem (1.2) (see [18, 5] and Proposition 2.1).

On the other hand, if $\hat{V}_h$ is taken to be the Lagrange finite element space of degree $k$, then a natural choice of $\hat{Q}_h$ is the space of (discontinuous) piecewise polynomials of degree $k - 1$. However, $(\hat{V}_h, \hat{Q}_h)$ is not inf-sup stable on generic triangulations, at least when $k = 1$ [21, 7], and therefore there does not exist a Fortin projection satisfying (1.5). On the other hand, the pair $(\hat{V}_h, \hat{Q}_h)$ is known to be stable on special triangulations, even if the inf-sup condition might not be sufficient to guarantee the existence of a Fortin projector satisfying (1.5) (see [6]). On very special triangulations, Wong and Cendes [24] showed numerically that solutions to (1.2) do converge to the correct eigenvalues using piecewise linear Lagrange elements (i.e., $k = 1$). In fact, they used precisely the Powell–Sabin triangulations (see Figure 1). In this paper, we prove that indeed using Lagrange elements in conjunction with Powell–Sabin triangulation leads to a convergent method. We do this by proving that there is a Fortin projection of sorts. We show that there exists an operator $\Pi_V : \hat{V}(\hat{Q}_h) \to \hat{V}_h$ satisfying

\begin{align}
(1.6a) \quad \text{rot} \Pi_V \tau &= \text{rot} \tau \quad \forall \tau \in \hat{V}(\hat{Q}_h), \\
(1.6b) \quad \|\Pi_V \tau - \tau\|_{L^2(\Omega)} &\leq C h^{1/2+\delta}(\|\tau\|_{H^{1/2+\delta}(\Omega)} + \|\text{rot} \tau\|_{L^2(\Omega)}) \quad \forall \tau \in \hat{V}(\hat{Q}_h),
\end{align}

where $\hat{V}(\hat{Q}_h) = \{v \in \hat{V} : \text{rot} v \in \hat{Q}_h\}$. Note that (1.5) implies (1.6), and we prove convergence of the eigenvalue problem whenever there is a projection $\Pi_V$ satisfying (1.6). In addition to linear Lagrange elements on Powell–Sabin triangulations, we prove the existence of such a projection on Clough–Tocher splines using quadratic Lagrange elements, and on general triangulations using $k$th degree Lagrange elements with $k \geq 4$ (i.e., the Scott–Vogelius finite elements). For the Scott–Vogelius finite elements, we find the approximate eigenvalues are extremely sensitive if the mesh has nearly singular vertices, i.e., vertices that fall on exactly two “almost” straight lines (cf. Section 3.3). We give numerical examples that illustrate this behavior.

Recently Duan et al. [12] considered Lagrange finite elements for Maxwell’s eigenvalue problem in two and three dimensions. However, they use a different formulation than ours and they also add a stabilization term.

The paper is organized as follows: In the next section we give a convergence proof for finite elements spaces with stable projections. In Section 3, we provide three examples of Lagrange finite element spaces with stable projections: the piecewise linear Lagrange space on Powell–Sabin splits, the
piecewise quadratic Lagrange space on Clough–Tocher splits, and the piecewise $k$th degree Lagrange space on generic triangulations. Finally, in Section 4 we provide numerical experiments.

2. Convergence Framework

Define the two-dimensional curl, rot, and divergence operators as

$$\text{curl } u = \left(\frac{\partial u}{\partial x_2}, -\frac{\partial u}{\partial x_1}\right)^T, \quad \text{rot } v = \frac{\partial v_2}{\partial x_1} - \frac{\partial v_1}{\partial x_2}, \quad \text{div } v = \frac{\partial v_1}{\partial x_1} + \frac{\partial v_2}{\partial x_2},$$

and define the Hilbert spaces

$$H_0(\text{rot}, \Omega) = \{ v \in L^2(\Omega) : \text{rot } v \in L^2(\Omega), \ v \cdot t|_{\partial \Omega} = 0 \},$$

$$H(\text{div}, \Omega) = \{ v \in L^2(\Omega) : \text{div } v \in L^2(\Omega) \},$$

where $t$ is a unit tangent vector of $\partial \Omega$. Recall that $V = H_0(\text{rot}, \Omega) \cap H(\text{div}, \Omega)$.

Let $V_h \subset H_0(\text{rot}, \Omega)$ and $Q_h \subset L^2_0(\Omega)$ be finite element spaces such that $\text{rot } V_h \subset Q_h$.

2.1. Source problems. We will require the corresponding source problems for the analysis. To this end, we define the solution operators $A : L^2(\Omega) \to H_0(\text{rot}, \Omega)$ and $T : L^2(\Omega) \to L^2_0(\Omega)$ such that for given $f \in L^2(\Omega)$, there holds

$$(2.1a) \quad (Af, \tau) + (Tf, \text{rot } \tau) = 0, \quad \forall \tau \in H_0(\text{rot}, \Omega),$$

$$(2.1b) \quad (\text{rot } Af, q) = (f, q), \quad \forall q \in L^2_0(\Omega).$$

Likewise, the discrete source problem is given by: Find $A_h f \in V_h$ and $T_h f \in Q_h$ such that

$$(2.2a) \quad (A_h f, \tau_h) + (T_h f, \text{rot } \tau_h) = 0, \quad \forall \tau_h \in V_h,$$

$$(2.2b) \quad (\text{rot } A_h f, q_h) = (f, q_h), \quad \forall q_h \in Q_h.$$
Assumption 2.3. We assume that $\text{rot} \hat{V}_h \subset \hat{Q}_h$ and the existence of a projection $\Pi_V : \hat{V}(Q_h) \rightarrow \hat{V}_h$ such that

\begin{align}
(2.5a) \quad & \text{rot} \Pi_V \tau = \text{rot} \tau \quad \forall \tau \in \hat{V}(Q_h), \\
(2.5b) \quad & \| \Pi_V \tau - \tau \|_{L^2(\Omega)} \leq \omega_0(h)(\| \tau \|_{H^{1/2+\epsilon}(\Omega)} + \| \text{rot} \tau \|_{L^2(\Omega)}) \quad \forall \tau \in \hat{V}(Q_h).
\end{align}

Furthermore, we assume that the $L^2$-orthogonal projection $\Pi_Q : L^2(\Omega) \rightarrow \hat{Q}_h$ satisfies

\[ \| \Pi_Q \phi - \phi \|_{L^2(\Omega)} \leq \omega_1(h) \| \text{curl} \phi \|_{L^2(\Omega)} \quad \forall \phi \in H^1(\Omega) \cap L^2_0(\Omega). \]

Here, the constants are assumed to satisfy $\omega_0(h), \omega_1(h) > 0$ and $\lim_{h \rightarrow 0^+} \omega_i(h) = 0$ for $i = 0, 1$.

Theorem 2.4. Suppose that $(\hat{V}_h, \hat{Q}_h)$ satisfy Assumption 2.3. Let $T$ and $T_h$ be defined by (2.1) and (2.2), respectively. Then there holds

\[ \| T - T_h \| \leq C(\omega_0(h) + \omega_1(h)). \]

Note that Theorem 2.4 and Proposition 2.1 imply that the discrete eigenvalues in the finite element method (1.2) converge to the correct values. To prove Theorem 2.4, we require two preliminary results.

Lemma 2.5. Suppose that Assumption 2.3 is satisfied. Then there exists a constant $C > 0$ such that

\[ \| A \Pi_Q f - A f \|_{L^2(\Omega)} + \| T \Pi_Q f - T f \|_{L^2(\Omega)} \leq C \omega_1(h) \| f \|_{L^2(\Omega)} \quad \forall f \in L^2(\Omega). \]

Proof. Let $f \in L^2(\Omega)$ and set $\sigma = A f, u = Tf, \psi = A \Pi_Q f$ and $w = T \Pi_Q f$. We see that

\begin{align}
(2.6a) \quad & (\sigma - \psi, \tau) + (u - w, \text{rot} \tau) = 0 \quad \forall \tau \in \mathcal{H}_0(\text{rot}, \Omega), \\
(2.6b) \quad & \text{rot} (\sigma - \psi), v = (f - \Pi_Q f, v) \quad \forall v \in L^2_0(\Omega).
\end{align}

Setting $v = w - u$ in (2.6b) and $\tau = \sigma - \psi$ in (2.6a), and adding the result yields $\| \sigma - \psi \|_{L^2(\Omega)} = (f - \Pi_Q f, w - u)$. Furthermore, (2.6a) implies $\text{curl}(u - w) = \sigma - \psi$. Therefore, there holds

\[ \| \sigma - \psi \|_{L^2(\Omega)} \leq \sup_{\phi \in H^1(\Omega) \cap L^2_0(\Omega)} \frac{(f - \Pi_Q f, \phi)}{\| \text{curl} \phi \|_{L^2(\Omega)}}. \]

However, the properties of the $L^2$ projection and Assumption 2.3 give us

\[ \sup_{\phi \in H^1(\Omega) \cap L^2_0(\Omega)} \frac{(f - \Pi_Q f, \phi)}{\| \text{curl} \phi \|_{L^2(\Omega)}} = \sup_{\phi \in H^1(\Omega) \cap L^2_0(\Omega)} \frac{(f, \phi - \Pi_Q \phi)}{\| \text{curl} \phi \|_{L^2(\Omega)}} \leq \omega_1(h) \| f \|_{L^2(\Omega)}. \]

Thus, we have shown

\[ \| A \Pi_Q f - A f \|_{L^2(\Omega)} \leq \omega_1(h) \| f \|_{L^2(\Omega)}. \]

Finally, by the Poincare’s inequality we have

\[ \| T \Pi_Q f - T f \|_{L^2(\Omega)} \leq C \| A \Pi_Q f - A f \|_{L^2(\Omega)} \leq C \omega_1(h) \| f \|_{L^2(\Omega)}. \]

□

Next we prove that Assumption 2.3 implies the inf-sup condition for the pair $(\hat{V}_h, \hat{Q}_h)$.

Lemma 2.6. Suppose that Assumption 2.3 is satisfied. Then there exists a constant $C > 0$ such that for every $u_h \in \hat{Q}_h$, there exists $\tau_h \in \hat{V}_h$ such that $\text{rot} \tau_h = u_h$ and $\| \tau_h \|_{L^2(\Omega)} \leq C \| u_h \|_{L^2(\Omega)}$.

Proof. Let $\tau \in H^1_0(\Omega)$ with $\text{rot} \tau = u_h$ such that $\| \tau \|_{H^1(\Omega)} \leq C \| u_h \|_{L^2(\Omega)}$. Noting that $\tau \in \hat{V}(Q_h)$, we define $\tau_h = \Pi_V \tau$ so that $\text{rot} \tau_h = \text{rot} \tau = u_h$. Moreover,

\[ \| \tau_h \|_{L^2(\Omega)} \leq C (\| \tau \|_{H^{1/2+\epsilon}(\Omega)} + \| \text{rot} \tau \|_{L^2(\Omega)}) \leq C \| \tau \|_{H^1(\Omega)} \leq C \| u_h \|_{L^2(\Omega)}. \]

□

Now we can prove Theorem 2.3.
Hence, we have some notation. Fortin projection satisfying (2.5). A common theme of these Stokes pairs is the imposition of mesh taken to be a space of continuous, piecewise polynomials, i.e., a Lagrange finite element space. Here and therefore, and boundary edges, respectively, and \( E \) regularity of \( \text{corner vertices, respectively. Note that the cardinality of } \mathcal{V} \). But we have \( \| \mathbf{w} \|_{L^2(\Omega)} \leq C \left( \| \nabla \mathbf{w} \|_{L^2(\Omega)} + \| \mathbf{w} \|_{L^2(\Omega)} \right) \)

Next, we note that by Lemma 2.5

\[
\| \mathbf{w} - \mathbf{u} \|_{L^2(\Omega)} \leq C \omega_1(h) \| f \|_{L^2(\Omega)},
\]

and therefore,

\[
\| (\mathbf{A} - \mathbf{A}_h) \|_{L^2(\Omega)} = \| \mathbf{A} - \mathbf{A}_h \|_{L^2(\Omega)}
\]

\[
\leq \| \mathbf{A} - \mathbf{A}_h \|_{L^2(\Omega)} + \| \mathbf{A}_h - \Pi V \mathbf{w} \|_{L^2(\Omega)} + \| \Pi V \mathbf{w} - \mathbf{w} \|_{L^2(\Omega)}
\]

\[
\leq C (\omega_0(h) + \omega_1(h)) \| f \|_{L^2(\Omega)}.
\]

Using the inf-sup stability stated in Lemma 2.6, we have

\[
\| \Pi Q \mathbf{w} - \mathbf{u}_h \|_{L^2(\Omega)} \leq C \| \mathbf{w} - \mathbf{u}_h \|_{L^2(\Omega)} \leq C (\omega_0(h) + \omega_1(h)) \| f \|_{L^2(\Omega)}.
\]

Hence, we have

\[
\| \mathbf{w} - \mathbf{u}_h \|_{L^2(\Omega)} \leq C \omega_0(h) \| f \|_{L^2(\Omega)} + \| \mathbf{w} - \Pi Q \mathbf{w} \|_{L^2(\Omega)}
\]

\[
\leq C (\omega_0(h) + \omega_1(h)) \| f \|_{L^2(\Omega)} + \omega_1(h) \| \nabla \mathbf{w} \|_{L^2(\Omega)}.
\]

But we have \( \| \nabla \mathbf{w} \|_{L^2(\Omega)} \leq C \| \Pi Q f \|_{L^2(\Omega)} \leq C \| f \|_{L^2(\Omega)} \), and so

\[
\| (T - T_h) f \|_{L^2(\Omega)} = \| \mathbf{w} - \mathbf{u}_h \|_{L^2(\Omega)} \leq C (\omega_0(h) + \omega_1(h)) \| f \|_{L^2(\Omega)}.
\]

\[
\square
\]

3. Examples of Fortin Operators

In this section we give examples of finite element pairs satisfying Assumption 2.3 where \( \hat{V}_h \) is taken to be a space of continuous, piecewise polynomials, i.e., a Lagrange finite element space. Here we use recent results on divergence-free finite element pairs for the Stokes problem to construct a Fortin projection satisfying (2.5). A common theme of these Stokes pairs is the mesh conditions for low-polynomial degree finite element spaces; it is well-known that Assumption 2.3 is not satisfied on general simplicial meshes and for low polynomial degree. Before continuing, we introduce some notation.

We denote by \( T_h \) a shape-regular, simplicial triangulation of \( \Omega \) with \( h_T = \text{diam}(T) \) for all \( T \in T_h \), and \( h = \max_{T \in T_h} h_T \). Let \( \mathcal{V}^I_h, \mathcal{V}^B_h, \mathcal{V}^C_h \) denote the sets of interior vertices, boundary vertices, and corner vertices, respectively. Note that the cardinality of \( \mathcal{V}^C_h \) is uniformly bounded due to the shape-regularity of \( T_h \). The set of all vertices is \( \mathcal{V}_h = \mathcal{V}^I_h \cup \mathcal{V}^B_h \). Likewise, \( \mathcal{E}^I_h \) and \( \mathcal{E}^B_h \) are the sets of interior and boundary edges, respectively, and \( \mathcal{E}_h = \mathcal{E}^I_h \cup \mathcal{E}^B_h \). We denote by \( T_h(z) \) the patch of triangles that have \( z \in \mathcal{V}_h \) as a vertex. Likewise, \( \mathcal{V}^I_h(T) \) and \( \mathcal{V}^B_h(T) \) are the sets of interior and boundary vertices of \( T \in T_h \), and \( \mathcal{E}^I_h(T) \) is the set of interior edges of \( T \).
For a non-negative integer \( k \) and set \( S \subset \Omega \), let \( \mathcal{P}_k(S) \) to be the space of piecewise polynomials of degree \( \leq k \) with domain \( S \). The analogous space of piecewise polynomials with respect to \( T_h \) is

\[
\mathcal{P}_k(T_h) = \prod_{T \in T_h} \mathcal{P}_k(T),
\]

and the Lagrange finite element space is

\[
\mathcal{P}_k^c(T_h) = \mathcal{P}_k(T_h) \cap H^1(\Omega).
\]

Analogous vector-valued spaces are denoted in boldface, e.g., \( \mathcal{P}_k(T_h) = [\mathcal{P}_k(T_h)]^2 \). Finally, the constant \( C \) denotes a generic constant that is independent of the mesh parameter \( h \) and may take different values at different occurrences.

In the subsequent sections, we will employ a Scott–Zhang type interpolant on the space \( \tilde{\mathbf{V}} \). We cannot use the Scott–Zhang interpolant directly, as the canonical Scott–Zhang interpolant of a function might not have zero tangential components at the corners of \( \Omega \); hence, we have to modify the Scott–Zhang interpolant at the corners of \( \Omega \). We give the detailed construction in the appendix but we state the result here.

**Lemma 3.1.** There exists an interpolant \( \mathbf{I}_h : \tilde{\mathbf{V}} \to \mathcal{P}_1(T_h) \cap H^1_0(\text{rot}, \Omega) \) with the following bound: If \( T \in T_h \) does not have a corner vertex (i.e., \( (\mathcal{V}_T^1(T) \cup \mathcal{V}_T^2(T)) \cap \mathcal{V}_T^C = \emptyset \)), then

\[
\begin{align*}
\tilde{h}_T &< \frac{1}{2} \left\| \mathbf{r} - \mathbf{I}_h \mathbf{r} \right\|_{L^2(T)} + \left\| I_h \mathbf{r} \right\|_{H^1/2+\delta(T)} \leq C \left\| \mathbf{r} \right\|_{H^1/2+\delta(\omega(T))} \quad \forall \mathbf{r} \in \tilde{\mathbf{V}},
\end{align*}
\]

where \( \omega(T) = \bigcup_{T' \in T_h, T' \cap T \neq \emptyset} T' \). Otherwise, if \( T \in T_h(z) \) for some \( z \in \mathcal{V}_T^C \), then

\[
\begin{align*}
\tilde{h}_T &< \frac{1}{2} \left\| \mathbf{r} - \mathbf{I}_h \mathbf{r} \right\|_{L^2(T)} + \left\| I_h \mathbf{r} \right\|_{H^1/2+\delta(T)} \leq C \left\| \mathbf{r} \right\|_{H^1/2+\delta(\Omega)} \quad \forall \mathbf{r} \in \tilde{\mathbf{V}}.
\end{align*}
\]

### 3.1. Construction of Fortin Operator on Powell–Sabin Splits

In this section, we use the recent results given in [16] to construct a Fortin projection into the Lagrange finite element space defined on Powell–Sabin triangulations. For simplicity and readability, we focus on the lowest-order case; however, the arguments easily extend to arbitrary polynomial degree \( k \geq 1 \).

Given the simplicial triangulation of \( T_h \) of \( \Omega \), we construct its Powell–Sabin refinement \( T_h^{ps} \) as follows [20, 19, 16]: First, adjoin the incenter of each \( T \in T_h \) to each vertex of \( T \). Next, the interior points ( incenters) of each adjacent pair of triangles are connected with an edge. For any \( T \) that shares an edge with the boundary of \( \Omega \), the midpoint of that edge is connected with the incenter of \( T \). Thus, each \( T \in T_h \) is split into six triangles; cf. Figure 4.

Let \( S^I_h(T_h^{ps}) \) be the points of intersection of the interior edges of \( T_h \) that adjoin incenters, let \( S^B_h(T_h^{ps}) \) be the intersection points of the boundary edges that adjoin incenters, and set \( S_h(T_h^{ps}) = S^I_h(T_h^{ps}) \cup S^B_h(T_h^{ps}) \). Note that, by the definition of the Powell–Sabin split, the points in \( S_h(T_h^{ps}) \) are the singular vertices in \( T_h^{ps} \), i.e., the vertices that lie on exactly two straight lines. In particular, for a vertex \( z \in S^I_h(T_h^{ps}) \) there exists four triangles \( T_h^{ps}(z) = \{ T_i \}_{i=1}^4 \subset T_h^{ps} \) such that \( z \) is a vertex of \( T_i \). Without loss of generality we assume that these triangles are labeled in a counterclockwise direction. We then define for a scalar function \( v \),

\[
\theta_z(v) := v|_{T_1(z)} - v|_{T_2(z)} + v|_{T_3(z)} - v|_{T_4(z)}.
\]

We then define the spaces

\[
\begin{align*}
\tilde{\mathbf{V}}_h &= \mathcal{P}_c^1(T_h^{ps}) \cap H^1_0(\text{rot}, \Omega), \\
\hat{Q}_h &= \{ v \in \mathcal{P}_0(T_h^{ps}) \cap L^2_0(\Omega) : \theta_z(v) = 0 \ \forall z \in S^I_h(T_h^{ps}) \}.
\end{align*}
\]

**Lemma 3.2** [16]. Let \( \tilde{\mathbf{V}}_h \) and \( \hat{Q}_h \) be defined by (3.4). Then there holds \( \tilde{\mathbf{V}}_h \subset \hat{Q}_h \).
We now extend the results of [16] to construct an appropriate Fortin operator that is well defined for $\tau \in \mathring{V}(Q_h)$. To do so, we require some additional notation.

For an interior singular vertex $z \in \mathring{S}(T_{ps})$, let $T \in T_h$ be a triangle in $T_h$ such that $z \in \partial T$, and let $\{K_1, K_2\} \subset T_{ps}$ be the triangles in $T_{ps}$ such that $K_1, K_2 \subset T$ and $K_1, K_2 \in T_{ps}(z)$. Let $e = \partial K_1 \cap \partial K_2$, and let $m_i$ be the outward unit normal of $K_i$ perpendicular to $e$. We then define the jump of a scalar piecewise smooth function at $z$ (restricted to $T$) as

$$[v]_T(z) = v|_{K_1}(z)m_1 + v|_{K_2}(z)m_2.$$  

Note that $[v]_T(z)$ is single-valued for all $v \in Q_h$. In particular, if $z$ is an interior singular vertex with $z \in \partial T_1 \cap \partial T_2$ for some $T_1, T_2 \in T_h$, $T_1 \neq T_2$, then $[v]_{T_1}(z) = [v]_{T_2}(z)$ for all $v \in Q_h$ because $\theta_z(v) = 0$. Therefore, we shall omit the subscript and simply write $[v](z)$.

Next for a triangle $T \in T_h$ in the non-refined mesh, we denote by $T^{ct}$ the resulting set of three triangles obtained by connecting the barycenter of $T$ to its vertices, i.e., $T^{ct}$ is the Clough–Tocher refinement of $T$. We define the set of (local) piecewise polynomials with respect to this partition as

$$P_k(T^{ct}) = \prod_{K \in T^{ct}} P_k(K).$$

The following lemma provides the degrees of freedom for $\mathring{V}_h$ and $\mathring{Q}_h$ that will be used to construct the Fortin operator. The result essentially follows from [16 Lemma 4.5].

**Lemma 3.3.** A function $\tau \in \mathring{V}_h$ is uniquely defined by the conditions

\begin{align*}
(3.6a) & \quad \tau(z) & \forall z \in V_l^I, \\
(3.6b) & \quad \tau(z) \cdot n & \forall z \in V_l^B \setminus V_l^C, \\
(3.6c) & \quad \int_e (\tau \cdot t) & \forall e \in E_l^I, \\
(3.6d) & \quad [\text{rot } \tau](z) & \forall z \in S_h(T_{ps}^0), \\
(3.6e) & \quad \int_T (\text{rot } \tau)r & \forall r \in P_0(T^{ct}) \cap L_0^2(T), \forall T \in T_h.
\end{align*}
Moreover, a function \( v \in \hat{Q}_h \) is uniquely determined by the values

(3.7a) \[
[v](z) \quad \forall z \in S_h(\tau_h^0),
\]

(3.7b) \[
\int_T vr \quad \forall r \in \mathcal{P}_0(T^*) , \; \forall T \in \mathcal{T}_h.
\]

**Theorem 3.4.** Let \( \hat{V}_h \) and \( \hat{Q}_h \) be defined by (3.4), and let \( \hat{V}(Q_h) \) be defined by (2.4). Then there exists a projection \( \Pi_V : \hat{V}(Q_h) \to \hat{V}_h \) such that \( \text{rot} \, \Pi_V p = \text{rot} \, p \) for all \( p \in \hat{V}(Q_h) \). Moreover,

\[
\| \tau - \Pi_V \tau \|_{L^2(\Omega)} \leq C(h^{1/2+\delta}\|\tau\|_{H^{1/2+\delta}(\Omega)} + h\|\text{rot} \, \tau\|_{L^2(\Omega)}).
\]

**Proof.** Fix \( \tau \in \hat{V}(Q_h) \), and let \( I_h \tau \in \mathcal{P}_1(\mathcal{T}_h) \cap H_0(\text{rot}, \Omega) \subset \hat{V}_h \) be the modified Scott–Zhang interpolant of \( \tau \) established in Lemma 3.1. We then construct \( \Pi_V \tau \) via the conditions

(3.8a) \[
(\Pi_V \tau)(z) = (I_h \tau)(z) \quad \forall z \in V^I_h,
\]

(3.8b) \[
(\Pi_V \tau)(z) \cdot n = (I_h \tau)(z) \cdot n \quad \forall z \in V^b_h \setminus V^C_h,
\]

(3.8c) \[
\int_e (\Pi_V \tau) \cdot t = \int_e \tau \cdot t \quad \forall e \in C^f_h,
\]

(3.8d) \[
[\text{rot} \, \Pi_V \tau](z) = [\text{rot} \, \tau](z) \quad \forall z \in \mathcal{S}_h(\tau_h^0),
\]

(3.8e) \[
\int_T (\text{rot} \, \Pi_V \tau) q = \int_T (\text{rot} \, \tau) q \quad \forall r \in \mathcal{P}_0(T^*), \; \forall T \in \mathcal{T}_h.
\]

The arguments given in [10] show that \( \text{rot} \, \Pi_V \tau = \text{rot} \, \tau \),

By scaling, there holds for each \( \sigma_h \in \hat{V}_h \) and on each \( T \in \mathcal{T}_h \),

\[
\| \sigma_h \|_{L^2(T)}^2 \leq C \left[ h_T^2 \left( \sum_{z \in V^I_h(T)} |\sigma_h(z)|^2 + \sum_{z \in V^b_h(T) \setminus V^C_h(T)} |\sigma_h(z) \cdot n|^2 \right) + \sum_{e \in C^f_h(T)} \left( \int_e \sigma_h \cdot t \, dt \right)^2 + h_T^2 \sup_{r \in \mathcal{P}_0(T^*), \|r\|_{L^2(T)} = 1} \int_T (\text{rot} \, \sigma_h) r \, dr \right]^2 + h_T^2 \sum_{z \in \mathcal{S}_h(T)} |[\text{rot} \, \sigma_h](z)|^2.
\]

Now set \( \sigma_h = \Pi_V \tau - I_h \tau \). Using the above estimate and (3.8) then yields

(3.9) \[
\| \Pi_V \tau - I_h \tau \|_{L^2(T)}^2 \leq C \left[ \int_{\partial T} (\tau - I_h \tau) \cdot t \, dt \right]^2 + h_T^2 \sup_{r \in \mathcal{P}_0(T^*), \|r\|_{L^2(T)} = 1} \int_T (\text{rot} \, (\tau - I_h \tau) r \, dr \right]^2 + h_T^2 \sum_{z \in \mathcal{S}_h(T)} |[\text{rot} \, (\tau - I_h \tau)](z)|^2.
\]

Because \( \text{rot} \, (\tau - I_h \tau) \in \hat{Q}_h \), we use the degrees of freedom (3.7) and a scaling argument to conclude that

(3.10) \[
\sup_{r \in \mathcal{P}_0(T^*)} \left( \int_T (\text{rot} \, (\tau - I_h \tau) r \, dr \right)^2 + h_T^2 \sum_{z \in \mathcal{M}_h(T) \cup \mathcal{M}_h^0(T)} |[\text{rot} \, (\tau - I_h \tau)](z)|^2 \leq C \| \text{rot} \, (\tau - I_h \tau) \|_{L^2(T)}^2.
\]

We then use an inverse estimate to get

(3.11) \[
\| \text{rot} \, (\tau - I_h \tau) \|_{L^2(T)}^2 \leq C \left[ \| \text{rot} \, \tau \|_{L^2(T)}^2 + \| \nabla I_h \tau \|_{L^2(T)}^2 \right] \leq C \left[ \| \text{rot} \, \tau \|_{L^2(T)}^2 + h_T^{-1+2\delta} \| I_h \tau \|_{H^{1/2+\delta}(T)}^2 \right].
\]
Applying the estimates (3.10)–(3.11) to (3.9), we obtain
\[
\|\Pi_V \tau - I_h \tau\|_{L^2(T)} \leq C \left[ \int_{\partial T} (\tau - I_h \tau) \cdot t \, dA + h T^2 \left( \|\text{rot} \, \tau\|_{L^2(\Omega)}^2 + h T^{-1+2\delta} \|I_h \tau\|_{H^{1/2+\delta}(\omega(T))}^2 \right) \right] \\
\leq C \left[ h T \|\tau - I_h \tau\|_{L^2(\partial T)}^2 + h T^{1+2\delta} \|I_h \tau\|_{H^{1/2+\delta}(T)}^2 + h T^2 \|\text{rot} \, \tau\|_{L^2(T)}^2 \right].
\]
We then apply (3.1)–(3.2) and sum over \(T \in \mathcal{T}_h\) to obtain
\[
\|\Pi_V \tau - I_h \tau\|_{L^2(\Omega)}^2 \leq C \left[ h^{1/2+\delta} \|\tau\|_{H^{1/2+\delta}(\Omega)} + h \|\text{rot} \, \tau\|_{L^2(\Omega)} \right].
\]

Therefore
\[
\|\tau - \Pi_V \tau\|_{L^2(\Omega)} \leq \|\tau - I_h \tau\|_{L^2(\Omega)} + \|\Pi_V \tau - I_h \tau\|_{L^2(\Omega)} \leq C \left[ h^{1/2+\delta} \|\tau\|_{H^{1/2+\delta}(\Omega)} + h \|\text{rot} \, \tau\|_{L^2(\Omega)} \right].
\]

3.2. Construction of Fortin Operator on Clough–Tocher Splits. The Clough–Tocher refinement of \(\mathcal{T}_h\) is obtained by connecting the barycenter of each \(T \in \mathcal{T}_h\) with its vertices; thus, each triangle is split into three triangles. In this section, we show that there exists a Fortin projection mapping onto the Lagrange finite element space satisfying Assumption 2.3. This result holds for all polynomial degrees \(k \geq 2\) but, for simplicity, we only consider the lowest order case \(k = 2\).

Let \(\mathcal{T}_{ct}^1\) be the resulting Clough–Tocher refinement of \(\mathcal{T}_h\), and define the spaces

(3.12a) \(\mathring{V}_h = \mathcal{P}_2(\mathcal{T}_{ct}^1) \cap H_0(\text{rot}, \Omega)\),

(3.12b) \(\mathring{Q}_h = L_0^2(\Omega) \cap \mathcal{P}_1(\mathcal{T}_{ct}^1)\).

It is well-known that \(\text{rot} \, \mathring{V}_h \subset \mathring{Q}_h\) \(\cite{15}\).

Below we modify the results in \(\cite{15}\) to build a Fortin projection that is well-defined on \(H^{1/2+\delta}(\Omega)\) and has optimal order convergence properties in \(L^2(\Omega)\). To this end, we first provide a useful set of degrees of freedom for \(\mathring{V}_h\) \(\cite{15}\).

**Lemma 3.5.** A function \(\tau \in \mathring{V}_h\) is uniquely determined by the values

(3.13) \(\tau(z) \quad \forall z \in \mathring{V}_h,\)

(3.14) \(\tau(z) \cdot n \quad \forall z \in \mathring{V}_h \setminus \mathring{V}_h^c,\)

(3.15) \(\int_e \tau \quad \forall e \in \mathring{E}_h,\)

(3.16) \(\int_e \tau \cdot n \quad \forall e \in \mathring{E}_h^B,\)

(3.17) \(\int_T (\text{rot} \, \tau) \tau \quad \forall r \in \mathcal{P}_1(\mathcal{T}_{ct}^1) \cap L_0^2(T), \forall T \in \mathcal{T}_h,\)

where \(\mathcal{P}_1(\mathcal{T}_{ct}^1)\) is defined by (3.5).

**Theorem 3.6.** Let \(\mathring{V}_h\) and \(\mathring{Q}_h\) be defined by (3.12), and let \(\Pi_Q\) be the \(L^2\) projection onto \(\mathring{Q}_h\). Then there exists a projection \(\Pi_V : \mathring{V}(Q_h) \to \mathring{V}_h\), such that \(\text{rot} \, \Pi_V \tau = \Pi_Q(\text{rot} \, \tau)\). Moreover,

\[
\|\tau - \Pi_V \tau\|_{L^2(\Omega)} \leq C \left[ h^{1/2+\delta} \|\tau\|_{H^{1/2+\delta}(\Omega)} + h \|\text{rot} \, \tau\|_{L^2(\Omega)} \right].
\]
**Proof.** Define $\Pi_V$ uniquely by the conditions

\[(3.18a) \quad (\Pi_V \tau)(z) = (I_h \tau)(z) \quad \forall z \in V_h',\]
\[(3.18b) \quad (\Pi_V \tau)(z) \cdot n = (I_h \tau)(z) \cdot n \quad \forall z \in V_h^B \setminus V_h^C,\]
\[(3.18c) \quad \int_e (\Pi_V \tau) = \int_e \tau \quad \forall e \in E_h^I,\]
\[(3.18d) \quad \int_e (\Pi_V \tau \cdot n) = \int_e \tau \cdot n \quad \forall e \in E_h^B,\]
\[(3.18e) \quad \int_T (\text{rot } \Pi_V \tau) r = \int_T (\text{rot } \tau) r \quad \forall r \in P_1(T^c) \cap L_0^2(T), \forall T \in T_h.\]

The arguments given in [15] show that $\text{rot } \Pi_V \tau = \Pi_Q \text{rot } \tau$. The same scaling arguments given in Theorem 3.4 show that $\| \tau - \Pi_V \tau \|_{L^2(\Omega)} \leq C(h^{1/2+\delta} \| \tau \|_{H^{1/2+\delta}(\Omega)} + h \| \text{rot } \tau \|_{L^2(\Omega)}).$ \hfill $\square$

**3.3. Construction of Fortin Operator on General Triangulations.** In this section, we construct a Fortin operator for the original Scott–Vogelius pair developed in [22]. This pair essentially takes the space $V_h$ to be the Lagrange space of degree $k \geq 4$, and $Q_h$ to be the space of piecewise polynomials of degree $(k - 1)$.

As pointed out in [22] the exact definition of these spaces and their stability is mesh-dependent and depends on the presence of singular or “nearly singular” vertices.

Recall that a singular vertex is a vertex in $T_h$ that lies on exactly two straight lines. To make this precise, for a vertex $z \in V_h$, we enumerate the triangles that have $z$ as a vertex as $T_h(z) = \{T_1, T_2, \ldots, T_N\}$. If $z$ is a boundary vertex then we enumerate the triangles such that $T_1$ and $T_N$ have a boundary edge. Moreover, we enumerate them so that $T_j, T_{j+1}$ share an edge for $j = 1, \ldots, N - 1$ and $T_1$ and $T_N$ share an edge in the case $z$ is an interior vertex. Let $\theta_j$ denote the angle between the edges of $T_j$ originating from $z$. We define

\[\Theta(z) = \begin{cases} 
\max\{|\sin(\theta_1 + \theta_2)|, \ldots, |\sin(\theta_{N-1} + \theta_N)|, |\sin(\theta_N + \theta_1)| \} & \text{if } z \in V_h^I, \\
\max\{|\sin(\theta_1 + \theta_2)|, \ldots, |\sin(\theta_{N-1} + \theta_N)| \} & \text{if } z \in V_h^B \text{ and } N \geq 2, \\
0 & \text{if } z \in V_h^B \text{ and } N = 1.
\end{cases}\]

**Definition 3.7.** A vertex $z \in V_h$ is a singular vertex if $\Theta(z) = 0$. It is non-singular if $\Theta(z) > 0$.

We denote all the singular vertices by

\[S_h = \{z \in V_h : \Theta(z) = 0\}.\]

We further let $S_h^I$ denote the set of interior singular vertices, $S_h^B$ the set of boundary singular vertices, and $S_h^C$ the set of corner singular vertices. Equivalently,

\[S_h^I = \{z \in S_h : \#T_h(z) = 4\}, \quad S_h^B = \{z \in S_h : \#T_h(z) \in \{1, 2\}\}, \quad S_h^C = \{z \in S_h : \#T_h(z) = 1\}.

**Definition 3.8.** We set

\[\Theta_{\min} := \min_{z \in V_h \setminus S_h} \Theta(z).\]

For a non-negative integer $k$, we define the spaces

\[(3.21a) \quad \tilde{V}_h = P_k^c(T_h) \cap H_0(\text{rot }, \Omega),\]
\[(3.21b) \quad \tilde{Q}_h = \{v \in L_0^2(\Omega) \cap P_{k-1}(T_h) : \theta_z(v) = 0 \forall z \in S_h^I, v(z) = 0 \forall z \in S_h^C\},\]

where we recall that $\theta_z(v)$ is defined by (3.3).

First we note that the rot operator maps $\tilde{V}_h$ into $\tilde{Q}_h$ [22].

**Lemma 3.9.** There holds $\text{rot } \tau \in \tilde{Q}_h$ for all $\tau \in \tilde{V}_h$. 

Let $I_h$ be Scott–Zhang interpolant onto $\mathcal{P}_k^1(T_h) \cap H_0(\text{rot}; \Omega) \subset \hat{V}_h$. Then define $I_1 : H^{1/2+\delta}(\Omega) \to \hat{V}_h$ as follows

$$I_1 \tau(z) = I_h \tau(z), \quad \forall z \in V_h,$$

$$\int_T I_1 \tau \cdot \psi = \int_T \tau \cdot \psi \quad \text{for all } \psi \in \mathcal{P}_{k-2}(\epsilon), \quad \forall \epsilon \in E_h,$$

$$\int_T I_1 \tau \cdot \psi = \int_T \tau \cdot \psi \quad \text{for all } \psi \in \mathcal{P}_{k-3}(T), \quad \forall T \in \mathcal{T}_h.$$
and
\[ \int_T v_2 = \int_T (v_1 - \text{rot}(J_1v_1)) = \int_T v_1 = \int_T \text{rot}(\tau - I_1\tau) = 0, \]
by Lemma 3.10. Therefore \( v_2 \in \hat{\Omega}_h \), and so \( J_2v_2 \) is well-defined (cf. Lemma 3.12). We then use Lemma 3.12 to get
\[
\text{rot}(\Pi_V\tau) = \text{rot}(I_1\tau) + \text{rot}(J_1v_1) + \text{rot}(J_2v_2) \\
= \text{rot}(I_1\tau) + \text{rot}(J_1v_1) + v_2 \\
= \text{rot}(I_1\tau) + \text{rot}(J_1v_1) + (v_1 - \text{rot}(J_1v_1)) \\
= \text{rot}(I_1\tau) + v_1 \\
= \text{rot}(I_1\tau) + \text{rot}(\tau - I_1\tau) \\
= \text{rot}\tau.
\]

Now we note that, by (3.23),
\[
\|\text{rot}(\tau - I_1\tau)\|_{L^2(\Omega)} \leq \|\text{rot}\tau\|_{L^2(\Omega)} + \|\text{rot}(I_1\tau)\|_{L^2(\Omega)} \\
\leq \|\text{rot}\tau\|_{L^2(\Omega)} + h^{-1/2+\delta}\|\tau\|_{H^{1/2+\delta}(\Omega)}.
\]

Next, by Lemma 3.11 and (3.26) we obtain
\[
\|J_1v_1\|_{L^2(\Omega)} \leq Ch\left(\frac{1}{\Theta_{\text{min}}} + 1\right)\|v_1\|_{L^2(\Omega)} \\
\leq Ch\left(\frac{1}{\Theta_{\text{min}}} + 1\right)\|\text{rot}(\tau - I_1\tau)\|_{L^2(\Omega)} \\
\leq C\left(\frac{1}{\Theta_{\text{min}}} + 1\right)(h\|\text{rot}\tau\|_{L^2(\Omega)} + h^{1/2+\delta}\|\tau\|_{H^{1/2+\delta}(\Omega)}).
\]

Likewise, we use Lemmas 3.12 and (3.26) to obtain
\[
\|J_2v_2\|_{L^2(\Omega)} \leq Ch\|v_2\|_{L^2(\Omega)} \\
\leq Ch(\|v_1\|_{L^2(\Omega)} + \|\text{rot}(J_1v_1)\|_{L^2(\Omega)}) \\
\leq C(h\|\text{rot}(\tau - I_1\tau)\|_{L^2(\Omega)} + \|J_1v_1\|_{L^2(\Omega)}) \\
\leq C\left(\frac{1}{\Theta_{\text{min}}} + 1\right)(h\|\text{rot}\tau\|_{L^2(\Omega)} + h^{1/2+\delta}\|\tau\|_{H^{1/2+\delta}(\Omega)}).
\]

We then use the triangle inequality, Lemma 3.10, 3.27, and 3.28 to obtain the \( L^2 \) error estimate:
\[
\|\tau - \Pi_V\tau\|_{L^2(\Omega)} \leq \|\tau - I_1\tau\|_{L^2(\Omega)} + \|J_1v_1\|_{L^2(\Omega)} + \|J_2v_2\|_{L^2(\Omega)} \\
\leq C\left(\frac{1}{\Theta_{\text{min}}} + 1\right)h^{1/2+\delta}\|\tau\|_{H^{1/2+\delta}(\Omega)}.
\]

Finally, if \( \tau \in \hat{V}_h \), then \( I_1\tau = \tau \) and so \( v_1 = 0 \). It then follows that \( J_1v_1 = 0 \), and \( J_2v_2 = -J_2(\text{rot}(J_1v_1)) = 0 \). Therefore \( \Pi_V\tau = I_1\tau = \tau \), i.e., \( \Pi_V \) is a projection. \( \square \)

4. Numerical Experiments

In this section we confirm the theoretical results with some numerical experiments on a variety of meshes and finite element spaces. All the numerical experiments were performed using \textbf{Fenics}[4]. In all tests, we take the domain to be the unit square \( \Omega = (0,1)^2 \). The exact eigenvectors, corresponding to non-zero eigenvalues, are \( u^{(n,m)}(x,y) := \text{curl} p^{(n,m)} \) where \( p^{(n,m)} := \cos(n\pi x)\cos(m\pi y) \), with eigenvalues \( \lambda^{(n,m)} := \pi^2(n^2 + m^2) \) for \( n, m \in \mathbb{N} \cup \{0\} \) and \( nm \neq 0 \). In the following we relabel the non-zero eigenvalues \( \lambda^{(i)} \) in non-decreasing order: \( 0 < \lambda^{(1)} \leq \lambda^{(2)} \leq \lambda^{(3)} \leq \cdots \).
4.1. Linear Lagrange elements on Powell–Sabin triangulations. In these series of tests, we compute the finite element method (1.2) using piecewise linear Lagrange elements defined on Powell–Sabin triangulations. We create a sequence of generic Delaunay triangulations $T_h$ with mesh size $h_j = 2^{-j}$ for $j = 3, 4, 5, 6$, and perform the refinement algorithm described in Section 3.1 to obtain a Powell–Sabin triangulation $T_{ps}^h$ for each mesh parameter.

In Table 1, we show the first ten non-zero approximate eigenvalues and errors using method (1.2) defined on $T_{ps}^h$ for fixed $h = 1/32$. In Table 2, we list the rate of convergence of the first eigenvalue with respect to $h$. The tables show an absence of spurious eigenvalues which agrees with the theoretical results, Theorems 2.4 and 3.4. In addition, we observe an asymptotic quadratic rate of convergence for the computed eigenvalue.

| $i$ | $\lambda_h^{(i)}$ | $|\lambda^{(i)} - \lambda_h^{(i)}|$ |
|-----|------------------|-----------------------|
| 1   | 9.872556542826   | 2.952141736802E-3     |
| 2   | 9.872647617226   | 3.043216136799E-3     |
| 3   | 19.75126057536   | 1.20517728315975E-2   |
| 4   | 39.52514303832   | 4.67253396706175E-2   |
| 5   | 39.52979992791   | 5.1382355381599E-2    |
| 6   | 49.42354393173   | 7.5521926850545E-2    |
| 7   | 49.43033089264   | 8.2308871934538E-2    |
| 8   | 79.15457141878   | 1.977362100693938E-1  |
| 9   | 89.0616447391    | 2.351648641029839E-1  |
| 10  | 89.07453060702   | 2.48090972125715E-1   |

Table 1. Approximate eigenvalues of (1.2) using the piecewise linear Lagrange finite element space on a Powell–Sabin triangulation. The mesh parameter is $h = 2^{-5}$.

| $h$  | $|\lambda^{(1)} - \lambda_h^{(1)}|$ | rate  |
|------|----------------------------------|-------|
| $2^{-3}$ | 1.084194558097806E-1       |       |
| $2^{-4}$ | 3.853460507298371E-2       | 1.8228 |
| $2^{-5}$ | 2.952141736802360E-3       | 1.8768 |
| $2^{-6}$ | 7.488421347368046E-4       | 1.9790 |

Table 2. The rate of convergence with respect to $h$ of first non-zero eigenvalue using for Powell–Sabin split and the linear Lagrange finite element space.

4.2. Quadratic Lagrange elements on Clough–Tocher triangulations. In this section, we compute the finite element method (1.2) using quadratic Lagrange elements defined on Clough–Tocher triangulations (cf. Section 3.2). As before, we create a sequence of meshes $T_h$ with $h_j = 2^{-j}$ ($j = 3, 4, 5, 6$), and construct the Clough–Tocher refinement $T_{ct}^j$ by connecting the vertices of each triangle in $T_h$ with its barycenter; see Figure 2.

In Table 3, we report the first computed ten non-zero approximate eigenvalues using method (1.2). As predicted by Theorems 2.4 and 3.6, the results show accurate approximations with no spurious eigenvalues. In Table 4, we list the rate of convergence to the first eigenvalue for different values of $h$. The table clearly shows an asymptotic quartic rate of convergence: $|\lambda^{(1)} - \lambda_h^{(1)}| = O(h^4)$.

4.3. Quartic Lagrange elements on criss-cross triangulations. In this section we compute the finite element method (1.2) using fourth degree Lagrange elements on several types of triangulations. Theorems 2.4 and 3.13 indicate that this scheme leads to convergent eigenvalue approximations as $h \to 0$ if the quantity $\Theta_{min}$ is uniformly bounded from below. We recall that the quantity $\Theta_{min}$ gives
Figure 2. A Clough–Tocher triangulation with $h = 2^{-3}$.

| $i$ | $\lambda_h^{(i)}$ | $|\lambda^{(i)} - \lambda_h^{(i)}|$ |
|-----|------------------|-------------------------------|
| 1   | 9.869606458779   | 2.057689641788E-6             |
| 2   | 9.86906625899    | 2.224809986018E-6             |
| 3   | 19.73922733515   | 1.853298115861E-5             |
| 4   | 39.47853970719   | 1.221028349079E-4             |
| 5   | 39.47855143244   | 1.338280896661E-4             |
| 6   | 49.34827341503   | 2.514095869017E-4             |
| 7   | 49.3482977352    | 2.751807751064E-4             |
| 8   | 78.95794423573   | 1.109027018615E-3             |
| 9   | 88.82788915584   | 1.449546038714E-3             |
| 10  | 88.82798471962   | 1.545109821734E-3             |

Table 3. Approximate eigenvalues using quadratic Lagrange elements on a Clough–Tocher triangulation with $h = 2^{-5}$.

| $h$  | $|\lambda^{(1)} - \lambda_h^{(1)}|$ | rate     |
|------|----------------------------------|----------|
| $2^{-4}$ | 2.9801206140341E-4               | 3.3282   |
| $2^{-4}$ | 2.96722576967928E-5               | 3.3282   |
| $2^{-5}$ | 2.05768964178787E-6               | 3.8500   |
| $2^{-6}$ | 1.43249797801559E-7               | 3.8444   |

Table 4. The rate of convergence of first non-zero eigenvalue using the Clough–Tocher split and $k = 2$.

a measurement of the closest to singular vertex in the mesh, i.e., $\Theta_{\min}$ is small if there exists a vertex in $T_h$ that falls on two “almost” straight lines; see (3.20) and (3.19) for the precise definition.

In the first series of tests, we numerical study the effect of $\Theta_{\min}$ in the finite element method (1.2). To this end, we first take $T_h$ to be the criss-cross mesh with $h = 1/6$ (cf. Figure 5). This triangulation has 36 singular vertices, but $\Theta_{\min}$ is well-behaved. Theorems 2.4 and 3.13 indicate that the finite element scheme (1.2) (with quartic Lagrange elements) leads to accurate approximations. Indeed, Table 5 lists the first ten computed non-zero eigenvalues, and it clearly shows accurate results.

Next, we perform the same tests but randomly perturb each singular vertex of the criss-cross mesh by a factor $\alpha h$ for some $\alpha \in (0, 1]$. In particular, for each singular vertex $z \in S_h$ of the criss-cross triangulation $T_h$, we make the perturbation $z \rightarrow z \pm (\pm \alpha h, \pm \alpha h)$. Figures 5(right), 4(left), and 4(right) show the resulting triangulations with $\alpha = 0.01$, $\alpha = 0.05$, and $\alpha = 0.1$, respectively. We note that on
the resulting perturbed mesh, $\Theta_{\text{min}} \approx \alpha$, and therefore Theorem 3.13 suggests that the finite element approximation (1.2) may suffer for small $\alpha$-values.

The computed eigenvalues, with values $\alpha = 0.01$, $\alpha = 0.05$, and $\alpha = 0.1$, are reported in Tables 6, 7, and 8, respectively. Table 5 shows that, for relatively large perturbations ($\alpha = 0.1$), we compute relatively accurate eigenvalue approximations with similar convergence properties found on the criss-cross mesh (cf. Table 5). On the other hand, for smaller perturbations ($\alpha = 0.05$ and $\alpha = 0.01$), the results drastically differ. Table 6 clearly show extremely poor approximations for all eigenvalues, and Table 7 only computes the first few eigenvalues with reasonable accuracy before the results deteriorate.

These numerical tests indicate the approximation properties of the computed eigenvalues are highly sensitive to the quantity $\Theta_{\text{min}}$.

| $i$ | $\lambda_h^{(i)}$ | $|\lambda^{(i)} - \lambda_h^{(i)}|$ |
|-----|------------------|----------------------------------|
| 1   | 9.869604401309   | 2.19912003609E-10                 |
| 2   | 9.869604401309   | 2.200408744102E-10                |
| 3   | 19.73920880459   | 2.41715538634E-09                 |
| 4   | 39.47841782951   | 2.251546860066E-07                |
| 5   | 39.47841782951   | 2.251547499554E-07                |
| 6   | 49.34802238840   | 3.829524599554E-07                |
| 7   | 49.34802238840   | 3.829524599554E-07                |
| 8   | 78.95683762620   | 2.417486058448E-06                |
| 9   | 88.82645223886   | 1.262905662713E-05                |
| 10  | 88.82645223886   | 1.262905662713E-05                |

Table 5. Approximate eigenvalues using quartic Lagrange elements on a criss-cross mesh with $h = 1/6$. 

Figure 3. Left: Criss-cross mesh with $h = 1/6$. Right: The mesh obtained by randomly perturbing the singular vertices of the criss-cross mesh by $0.01h$.

Figure 4. Criss-cross meshes with singular vertices randomly perturbed by $0.05h$ (left) and $0.1h$ (right).
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\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
$i$ & $\lambda_h^{(i)}$ & $|\lambda^{(i)} - \lambda_h^{(i)}|$ \\
\hline
1 & 1.424154538647 & 8.445498624242 \\
2 & 1.471404605901 & 8.39819975188 \\
3 & 1.47776343297 & 18.2614324588 \\
4 & 1.502342236815 & 37.97067536754 \\
5 & 1.526468793982 & 37.95194881038 \\
6 & 1.54736126805 & 47.80728587864 \\
7 & 1.55215488510 & 47.79586712035 \\
8 & 1.556952619119 & 77.39988258960 \\
9 & 1.566640464185 & 87.2599914562 \\
10 & 1.580713040988 & 87.24572656882 \\
\hline
\end{tabular}
\caption{Approximate eigenvalues using quartic Lagrange elements on a 0.01h-perturbed criss-cross mesh with $h = 1/6$.}
\end{table}

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
$i$ & $\lambda_h^{(i)}$ & $|\lambda^{(i)} - \lambda_h^{(i)}|$ \\
\hline
1 & 9.869604401311 & 2.212932059820E-10 \\
2 & 9.869604401311 & 2.215134742301E-10 \\
3 & 19.73920880479 & 2.61429415500E-09 \\
4 & 35.63498774612 & 3.84329858239 \\
5 & 36.48359498561 & 2.99482618752 \\
6 & 36.92351459416 & 12.42450741128 \\
7 & 37.63299206644 & 11.71502993900 \\
8 & 37.78514981304 & 50.7259596460 \\
9 & 38.10084364520 & 50.4742724179 \\
10 & 38.35191236801 & 50.4742724179 \\
\hline
\end{tabular}
\caption{Approximate eigenvalues using quartic Lagrange elements on a 0.05h-perturbed criss-cross mesh with $h = 1/6$.}
\end{table}

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
$i$ & $\lambda_h^{(i)}$ & $|\lambda^{(i)} - \lambda_h^{(i)}|$ \\
\hline
1 & 9.869604401320 & 2.310134306071E-10 \\
2 & 9.869604401320 & 2.312834368468E-10 \\
3 & 19.73920880546 & 2.61429415500E-09 \\
4 & 35.63498774612 & 3.84329858239 \\
5 & 36.48359498561 & 2.99482618752 \\
6 & 36.92351459416 & 12.42450741128 \\
7 & 37.63299206644 & 11.71502993900 \\
8 & 37.78514981304 & 50.7259596460 \\
9 & 38.10084364520 & 50.4742724179 \\
10 & 38.35191236801 & 50.4742724179 \\
\hline
\end{tabular}
\caption{Approximate eigenvalues using quartic Lagrange elements on a 0.1h-perturbed criss-cross mesh with $h = 1/6$.}
\end{table}

4.4. Quartic Lagrange elements on generic triangulations. Our next series of tests compute the finite element method (1.2) using quartic Lagrange elements on generic Delaunay triangulations. Again, Theorem 3.13 and the previous set of tests indicate the approximation properties of the computed eigenvalues are highly sensitive to the quantity $\Theta_{\text{min}}$. In light of this, for a given (generic)
triangulation $T_h$ we randomly move each interior vertex with four neighboring triangles by a $0.1h$-perturbation; see Figure 5.

Table 10 shows the maximum errors of the first 20 computed eigenvalues on these perturbed mesh for $h = 2^{-j}$ ($j = 2, 3, 4, 5$). The table clearly shows convergence with rate $O(h^8)$. On the other hand, the errors of the computed eigenvalues on ‘non-perturbed’ meshes do not converge as shown in Table 9.

Table 10. Maximum error of the first 20 eigenvalues on perturbed Delaunay triangulations using quartic Lagrange elements.

| $h$ | $\max_{1 \leq i \leq 20} |\lambda^{(i)} - \lambda_h^{(i)}|$ | rate |
|-----|-----------------|------|
| $2^{-2}$ | 8.38611345105E-03 |      |
| $2^{-3}$ | 5.61831120933E-05 | 7.2217 |
| $2^{-4}$ | 59.2176263988    | -20.008 |
| $2^{-5}$ | 59.2176264065    | 0.000  |

Table 9. Maximum error of the first 20 eigenvalues on (non-perturbed) Delaunay triangulations using quartic Lagrange elements. Note that for $h = 2^{-2}$ and $h = 2^{-3}$, the mesh $T_h$ does not have any vertices with four neighboring triangles.

Table 9. Maximum error of the first 20 eigenvalues on (non-perturbed) Delaunay triangulations using quartic Lagrange elements. Note that for $h = 2^{-2}$ and $h = 2^{-3}$, the mesh $T_h$ does not have any vertices with four neighboring triangles.

| $h$ | $\max_{1 \leq i \leq 20} |\lambda^{(i)} - \lambda_h^{(i)}|$ | rate |
|-----|-----------------|------|
| $2^{-2}$ | 8.3861134511E-03 |      |
| $2^{-3}$ | 5.6183112093E-05 | 7.2217 |
| $2^{-4}$ | 2.2360291041E-07 | 7.9731 |
| $2^{-5}$ | 8.9832496997E-10 | 7.9595 |

Table 10. Maximum error of the first 20 eigenvalues on perturbed Delaunay triangulations using quartic Lagrange elements.

Appendix A. Proof of Lemma 3.1

The construction of an interpolant $I_h : \mathcal{V} \rightarrow P_4(T_h) \cap H_0(\text{rot}, \Omega)$ satisfying (5.1) is similar to the original Scott–Zhang interpolant in [23] (also see [9]), but slightly modified at the corners of the domain $\Omega$.

For each vertex $z \in \mathcal{V}_h$, let $e_z \in \mathcal{E}_h$ be an arbitrary edge such that $z \in \tilde{e}_z$. If $z$ is a boundary vertex, then we require that $e_z \in \mathcal{E}_h^B$. Let $\{a_z^{(1)}, a_z^{(2)}\}$ be the end points of $e_z$ with $z = a_z^{(1)}$. Let $\{\phi_z^{(1)}, \phi_z^{(2)}\}$ be the (scalar) piecewise linear function satisfying $\phi_z^{(i)}(a_z^{(j)}) = \delta_{i,j}$, set $\phi_z := \phi_z^{(1)}$, and let $\{\psi_z^{(1)}, \psi_z^{(2)}\}$ be a dual basis satisfying

$$\int_{e_z} \psi_z^{(i)} \phi_z^{(j)} = \delta_{i,j}, \quad \text{and} \quad \psi_z := \psi_z^{(1)}.$$
Finally, we use the triangle and inverse inequalities and standard properties of the Scott–Zhang interpolant to conclude that
\[ \| I_h \|_{L^2(T)} \leq \| \tau \|_{L^2(e_z)} + \| \tau_n \|_{L^2(e_z)} \leq C \| \tau \|_{L^2(e_z)} \leq Ch^2_T \| \tau \|_{L^2(e_z)} \]
and so
\[ \| \tilde{I}_h \tau - I_h \tau \|_{L^2(T)} \leq Ch^2_T \| \tau \|_{L^2(e_z)} \]
and
\[ \| \tilde{I}_h \tau - I_h \tau \|_{L^2(T)} \leq Ch^2_T \| \tau \|_{L^2(e_z)} \]
and so
\[ \tilde{I}_h \tau - I_h \tau = \sum_{z \in V_h} \phi_z(x) \int_{e_z} \psi_z \tau, \]
and so
\[ \tilde{I}_h \tau - I_h \tau = \sum_{z \in V_h} \phi_z(x) \int_{e_z} \psi_z \tau. \]
We then conclude that \( \tilde{I}_h \tau = I_h \tau \) on all \( T \in T_h \) such that \( T \notin T_h(z) \) for all \( z \in V^C_h \). Therefore, (3.1) is satisfied by properties of the canonical Scott–Zhang interpolant. Thus, it suffices to prove (3.2).

Let \( T \in T_h(z) \) for some \( z \in V^C_h \). A standard scaling argument shows
\[ \| \tilde{I}_h \tau - I_h \tau \|_{L^2(T)} \leq Ch^2_T \| \psi_z \tau \|_{L^2(\Omega)}, \]
and
\[ \| \psi_z \|_{L^\infty(\Omega)} \leq Ch^{-1} \| \tau \|_{L^2(\Omega)}. \]
Hence, there holds
\[ \| \tilde{I}_h \tau - I_h \tau \|_{L^2(T)} \leq C \| \tau \|_{L^2(e_z)} \leq Ch^2_T \| \tau \|_{L^2(e_z)} \]
Now suppose that \( \tau \) is smooth. Then, since \( \tau \cdot t|_{\partial \Omega} = 0 \), there holds \( \tau(z) = 0 \) on \( z \in V^C_h \). Therefore, \( \| \tau \|_{L^2(\Omega)} \leq Ch^2_T \| \tau \|_{L^2(\Omega)} \leq Ch^2_T \| \tau \|_{L^2(\Omega)} \)
by a Poincare inequality and a trace inequality [13].

For a general \( \tau \in \tilde{V} \), let \( \{ T_m \}_{m=1}^\infty \subset C^\infty(\Omega) \cap H_0(\text{rot}, \Omega) \) satisfy \( \lim_{m \to \infty} (\| \tau - T_m \|_{H(\text{rot}, \Omega)} + \| \tau - T_m \|_{H(\text{div}, \Omega)}) = 0 \). This is possible since the space \( C^\infty(\Omega) \cap H_0(\text{rot}, \Omega) \) is dense in \( \tilde{V} \); the density result was proved in [11] (see also the beginning of the proof of Theorem 2.3 in [10]). Further note that \( \lim_{m \to \infty} \| \tau - T_m \|_{H_1/2+\delta(\Omega)} = 0 \). Then we have
\[ \| \tau \|_{L^2(T)} \leq \| \tau - T_m \|_{L^2(T)} + \| T_m \|_{L^2(T)} \leq C (\| \tau - T_m \|_{H_1/2+\delta(\Omega)} + h_T^2 \| T_m \|_{H_1/2+\delta(\Omega)} \)
\[ \leq C (h_T^2 \| \tau \|_{H_1/2+\delta(\Omega)} + \| \tau - T_m \|_{H_1/2+\delta(\Omega)}) \]
\[ \to C h_T^2 \| \tau \|_{H_1/2+\delta(\Omega)} \quad \text{as } n \to \infty. \]
Therefore
\[ \| \tilde{I}_h \tau - I_h \tau \|_{L^2(T)} \leq Ch^{1+2\delta}_T \| \tau \|_{H_1/2+\delta(\Omega)}. \]
Finally, we use the triangle and inverse inequalities and standard properties of the Scott–Zhang interpolant:
\[ \| \tau - I_h \tau \|_{L^2(T)} \leq \| \tau - \tilde{I}_h \tau \|_{L^2(T)} + \| \tilde{I}_h \tau - I_h \tau \|_{L^2(T)} \leq Ch^{1+2\delta}_T \| \tau \|_{H_1/2+\delta(\Omega)}, \]
\[ \| I_h \tau \|_{H_1/2+\delta(T)} \leq h_T^{-1/2-\delta} \| I_h \tau - \tilde{I}_h \tau \|_{L^2(T)} + \| \tilde{I}_h \tau \|_{H_1/2+\delta(T)} \leq C \| \tau \|_{H_1/2+\delta(\Omega)}. \]
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