Gluon helicity in the nucleon from lattice QCD and machine learning

Tanjib Khan,1,* Tianbo Liu,2,† and Raza Sabbir Sufian3,4,5,‡

1BRAC University, 66 Mohakhali, Dhaka 1212, Bangladesh
2Key Laboratory of Particle Physics and Particle Irradiation (MOE), Institute of Frontier and Interdisciplinary Science, Shandong University, Qingdao, Shandong 266237, China
3Department of Physics & Astronomy, University of Kentucky, Lexington, KY 40506, USA
4RIKEN-BNL Research Center, Brookhaven National Laboratory, Upton, NY 11973, USA
5Physics Department, Brookhaven National Laboratory, Upton, NY 11973, USA

We present the first lattice QCD determination of the light cone gluon helicity correlation parton distribution function (PDF) with numerical evidence toward disfavoring negative gluon polarization in the nucleon. We present a solution for eliminating an inevitable contamination term that dominates the Euclidean correlations and makes determining gluon helicity PDF unfeasible. The proposed synergy between lattice QCD and artificial intelligence offers a superior platform to alleviate the defining challenge of extracting quark and gluon PDFs from the lattice data that are available in a limited domain due to a finite range of accessible hadron momenta. We suggest a systematically improvable method to extract PDFs from the lattice data, independent of inadequate parametrizations. The result of the gluon helicity will improve our understanding of the role of spin in the strong interaction and the nucleon-spin structure.

Understanding the internal structure and dynamics of protons and neutrons, which are complex many-body systems consisting of strongly interacting quarks and gluons, is at the core of exploring the visible matter in the Universe. Specifically, a profound knowledge of the origin of the proton’s spin is critical for understanding the dynamics of the theory of strong interaction, quantum chromodynamics (QCD). An ongoing effort in theoretical and experimental nuclear physics [1–6], including the future Electron-Ion Collider (EIC) [7–9], is to realize the proton spin decomposition in terms of the quark and gluon spin, and their orbital angular momenta [10, 11] (for reviews, see [12–17]). An outstanding problem remains to explain why the quark spin contributes approximately 30% to the proton spin, which is confirmed by analyzing experimental data [18–21] and recent lattice QCD (LQCD) calculations [22–24].

The challenge is to discern how much of the remaining spin budget is contributed by gluons.

In experiments, the access to the spin-dependent gluon parton distribution function (PDF) or the helicity PDF \( \Delta g(x) \) in the nucleon is mostly obtained from the kinematic region probed by the polarized proton-proton collisions at the Relativistic Heavy-Ion Collider (RHIC) in the momentum fraction region, \( x \in [0.04, 0.2] \). Excluding the extrapolation of \( \Delta g(x) \) in the small-\( x \) region, the global analyses [19, 25] obtained sizable positive \( \Delta g(x) \) and hence positive gluon polarization \( G \) in the nucleon. Depending on whether \( \Delta g(x) \) is positive or negative or consistent with zero, the ratio of the polarized to the unpolarized gluon PDFs, \( \Delta g(x)/g(x) \) can be quite different in the entire \( x \)-domain [20]. Two recent analyses [26, 27] reported that both the positive and the negative solutions of \( \Delta g(x) \) were able to equally describe the experimental data. Hence, determining the correct sign of the gluon helicity distribution is a crucial factor to comprehend the proton spin structure. While the future EIC aims to cover presently inaccessible kinematic regions including the unexplored small-\( x \) region [28, 29] and provide a stringent constraint on \( \Delta g(x) \), it is critically important to determine the nonperturbative \( \Delta g(x) \) from the first-principles LQCD calculation as theoretical predictions to be tested in existing and upcoming experimental programs.

In recent years, several formalisms to determine the \( x \)-dependent hadron structures from LQCD have been proposed [30–38]. For reviews of these formalisms and recent lattice calculations see Refs. [39–42]. Among these, the equal-time matrix elements of the bilocal operators composed of two gluon fields, known as the quasi-PDF matrix elements [33] can be used to determine \( \Delta g(x) \) using the large momentum effective theory [34]. It has been shown that various combinations of the quasi-PDF gluon operators are multiplicatively renormalizable [43, 44], as well as for the case of the bilocal quark operators [45–47]. In this work, we use the pseudo-PDF approach [36] based on the quasi-PDF in the Fourier space and a coordinate-space factorization at small distances as proposed in [32]. The pseudo-PDF approach gives only the shape of the gluon helicity Ioffe-time distribution (ITD) [48–50] and a separate calculation of the gluon momentum fraction \( \langle x \rangle_g \) is required for a proper normalization. However, the multiplicative renormalizability of the quasi-PDF matrix elements utilized for renormalization at short distances using a ratio method [51] is simpler within this approach. In spite of the recent progress in LQCD calculations of the unpolarized gluon PDF [52–57], the determination of \( \Delta g(x) \) has not yet been possible due to the presence of the nucleon boost, \( p_z \)-dependent contamination term in the off light cone matrix elements [58].

In this letter, we propose a solution to this major problem by eliminating the \( p_z \)-dependent contamination.
This enables the Euclidean correlation to be matched to the light cone correlation, which can be used to extract $\Delta g(x)$. We derive a mathematical relation and implement a machine learning algorithm to extract the correlation function, which is dominated by the leading-twist contribution.

To determine $\Delta g(x)$ from LQCD, one needs to calculate matrix elements of the gluon field $G_{\mu\nu}$ and its dual $\tilde{G}_{\lambda\beta} = (1/2)\epsilon_{\lambda\beta\mu\nu}G^{\mu\nu}$ separated by a spatial Wilson line $W(z, 0)$ [33, 59],

$$\Delta M_{\mu\nu;\lambda\beta}(z, p, s) = \langle p, s | G_{\mu\nu}(z) W(z, 0) \tilde{G}_{\lambda\beta}(0) | p, s \rangle - (z \rightarrow -z),$$

(1)

where $z$ is the separation between the gluon fields, $p$ is the nucleon four-momentum, and $s$ is the nucleon polarization. The combination which gives access to the gluon helicity correlation with the least number of contamination terms is $\Delta M_{00}(z, p, s) = \Delta M_{0;0}(z, p, s) + \Delta M_{ij;ij}(z, p, s)$; $i, j = x, y$ being perpendicular to the nucleon boost in the $z$-direction, $p = \{p_0, 0, l, p_\perp\}$ [59]. Leveraging the multiplicative renormalizability of the gauge link-related UV divergences by forming the following ratio,

$$\Delta M(z, p, s) \equiv \frac{i[\Delta M_{00}(z, p, s)/p_0p_0]Z_L(z/a_L)}{\Delta M_{00}(z, p, s = 0)/m_p^2},$$

(2)

we obtain the renormalization group invariant reduced pseudo-Ioffe-time distribution. Here, $M_{0;0}(z, p, s) = [M_{0;0}(z, p, s) + M_{ij;ij}(z, p, s)]$ is the spin-averaged matrix element related to the unpolarized gluon correlation [54, 60] and the factor $1/Z_L(z/a_L)$ is determined in [59] to cancel the UV logarithmic vertex anomalous dimension of the $\Delta M_{00}$ matrix element. As a function of Lorentz invariant variables, $z^2$ and $\omega \equiv zp_z$ (known as the Ioffe time [50] or the quasi-light-front distance [61]), $\Delta M$ can be expressed in terms of invariant amplitudes, $\Delta M_{sp}^{(+)\nu}$ and $\Delta M_{pp}$ [59],

$$\Delta M(\omega, z^2) = [\Delta M_{sp}^{(+)\nu}(\omega, z^2) - \omega \Delta M_{pp}(\omega, z^2)] - \frac{m_p^2}{p_z^2} \omega \Delta M_{pp}(\omega, z^2).$$

(3)

In contrast, the light cone correlation that gives access to $x\Delta g(x, \mu)$ at a scale $\mu$ is

$$\Delta I_g(\omega, \mu) \equiv i[\Delta M_{sp}^{(+)\nu}(\omega, \mu) - \omega \Delta M_{pp}(\omega, \mu)] = \frac{i}{2} \int_{-1}^{1} dx e^{-i\omega x} \Delta g(x, \mu),$$

(4)

and does not contain the $m_p^2/p_z^2$ suppressed term as appeared in Eq. (3). A natural choice to suppress this contamination term is to calculate $\Delta M(\omega, z^2)$ at a very large momentum. However, even for the nucleon mass, $m_p = 0.938$ GeV and $p_z \approx 3$ GeV, the suppression factor $m_p^2/p_z^2 \approx 0.1$ and the contamination term dominates the matrix elements as $\omega$ increases. In addition, achieving good signals for the gluonic matrix elements at the physical point and $p_z > 3$ GeV will be very challenging in the near future calculations. It is therefore important to develop an approach to eliminate the contamination term in the limit of large $p_z$. This would allow the resulting matrix elements to be matched to the light-cone matrix elements of the gluon helicity distribution. The inability to remove this contamination and perform subsequent matching has prevented the determination of the gluon helicity PDF from lattice QCD prior to this work.

An alternative matching expression of $\Delta M(\omega, z^2)$ shows that this matrix element is nonvanishing at $p_z = 0$ [58] and the following subtraction

$$\Delta M_{g, sub}(\omega, z^2) = \Delta M_{sp}^{(+)}(\omega, z^2) - \omega \Delta M_{pp}^{(+)}(\omega, z^2) - \frac{m_p^2}{p_z^2} [\Delta M_{pp}(\omega, z^2) - \Delta M_{pp}(\omega = 0, z^2)],$$

(5)

removes the $O(\omega)$ contamination but the residual higher-order contamination can become significant at large $\omega$.

In this work, we first propose a solution to analytically eliminate the $(m_p^2/p_z^2)\omega \Delta M_{pp}$ contribution. We take advantage of the fact that different lattice boosts are related by $p_n = 2\pi n/(La)$, where $a = 0.094$ fm is the lattice spacing, and $L = 32$ is the spatial extent of the lattice used in the calculation. The technical details of the lattice QCD setups and the matrix elements that we use in this work can be found in [58]. For simplicity, we omit the subscript $z$ and write $p \equiv p_\perp$ in the rest of the paper and note that different lattice boosts $p_k$ and $p_l$ are related by the ratio $r = p_k/p_l = k/l$ ($k > l$). Utilizing this relation and multiplying Eq. (3) by the corresponding lattice squared-momentum $p_k^2$, we obtain

$$p_k^2 \Delta M(\omega) \bigg|_{p_k} = p_l^2 \Delta M_{sp}^{(+)}(\omega) - m_p^2 \omega \Delta M_{pp}(\omega).$$

(6)

and another set of matrix elements by corresponding $p_l^2$, we arrive at the following relation after subtraction:

$$\Delta M_{g}(\omega) \equiv \Delta M_{sp}^{(+)}(\omega) - \omega \Delta M_{pp}(\omega) = \frac{r^2 \Delta M(\omega) \big|_{p_k} - \Delta M(\omega) \big|_{p_l}}{r^2 - 1}.$$  

(7)

Finally, $\Delta M_{g}(\omega)$ is free of the contamination term and can be matched to $\Delta I_g(\omega, \mu)$. The immediate challenge of implementing Eq. (7) is that the subtractions between multiple $p_n$ data sets require continuous functions in $\omega$ and $\Delta M$ matrix elements at the same $\omega$, but the LQCD data in Fig. 2 are obtained at discrete $\omega$ values and the ranges of $\omega$ vary with $p_n$.

To solve this problem of parametrization using moments and to determine a contamination-free $\Delta M_{g}(\omega)$, we perform a correlated simultaneous analysis to $\Delta M(\omega, z^2)$ and $\Delta M_{g, sub}(\omega, z^2)$ data for all values of $p_n$ using neural network (NN), which is essentially a very flexible function parametrization. The imposed constraint in Eq. (7) serves as the main assumption for the
NN. It is worth noting that the NN alone cannot achieve the significant physics results presented in this paper. Instead, it is the simple but elegant Eq. (7) that we have derived in this study serves as a regulator for the NN and allows us to obtain a nonzero and positive gluon helicity correlation for the first time from a lattice QCD calculation as we demonstrate in the following.

We parametrize $\Delta M$ and $\Delta M_{g,sub}$ into $\Delta I$ plus power correction terms according to Eqs. (3) and (5) as

$$
\Delta M(\omega) = \Delta I(\omega) + \frac{C(\omega)}{p_z^2},
$$

$$
\Delta M_{g,sub}(\omega) = \Delta I(\omega) + \frac{D(\omega)}{p_z^2},
$$

where $\Delta I(\omega)$, $C(\omega)$, and $D(\omega)$ are to be determined. The term $\Delta I(\omega)$ is further parametrized into a prefit function $\Delta I_0(\omega)$ multiplied by a deviation function $\delta I(\omega)$. In practice, to speed up the convergence, one can introduce a prefit function instead of directly parametrizing the goal function with an NN. Starting from a point closer to the solution can significantly improve the efficiency of the fitting though being mathematically equivalent. Introducing the prefit function can accelerate the convergence to a smooth function in the fitting, while the result is not sensitive to any particular reasonable choice of $\Delta I_0(\omega)$. Here we take a fit curve from Ref. [62].

The architecture of the NN for is illustrated in Fig. 1. The input layer contains one neuron for the $\omega$ value. The output layer contains three neurons for $\delta I(\omega)$, $C(\omega)$ and $D(\omega)$ respectively. Three hidden layers, containing 32, 32, and 18 neurons respectively, are inserted between the input layer and the output layer. They are densely connected to the corresponding former layers, as illustrated in Fig. 1, and activated with the rectified linear unit function. The output layer is densely connected to the last hidden layer and activated with the sigmoid function, which is renormalized and shifted to return values between $-20$ and $20$, a large enough range to cover any reasonable results.

The fitting procedure is to minimize the loss function. It is defined as the $\chi^2$ between the lattice data of $\Delta M$ and $\Delta M_{g,sub}$ and the model values, which are calculated from the output values of $\delta I(\omega)$, $C(\omega)$ and $D(\omega)$. There are in total 1901 paired sets of $\Delta M$ data and $\Delta M_{g,sub}$. To capture the correlation between the unsubtracted data and the subtracted data, we pick at each time one set of $\Delta M$ and the corresponding $\Delta M_{g,sub}$ to perform a simultaneous fit. In each fit, we randomly select $5/6$ of the data from the paired set to create the training sample and leave the remaining $1/6$ of the data in the validation sample. To keep the possibility of finding multiple minima, the initial parameters of the NN are randomly generated. The loss value of the full data set is monitored during the training. It generally decreases at the beginning and starts to increase when overfitting happens, with small fluctuations from epoch to epoch all the time. To prevent the accidental selection of small loss value points, some early epochs are eliminated. We stop the training process when there is no improvement in the total loss value for 3000 epochs and revert to the best result obtained. The result from the epoch with the least total loss function is saved. At the end, we have 1901 NNs corresponding to the 1901 paired set. The variation among these NNs reflects the uncertainty from the data.

We also note that, for each of the particular choices of the network, we start the fitting from a randomly chosen point in the parameter space for the possibility of finding different minima. The results always converge to the same region. In addition, the partition of the training sample and the validation sample was not fixed from time to time, and the result does not show dependence on the partition within the uncertainties inheriting from the lattice data. As we also investigate below, the systematic uncertainty from the choice of the NN is negligible and the uncertainty is dominated by the lattice data.

At this point, we discuss the advantage of using Eq. (7) and the NN analysis over conventional moments fits to remove the contamination term discussed above. In [58], a fit to the data using an expansion in moments was performed in an attempt to isolate $[\Delta M_{sp}(\omega) - \omega \Delta M_{pp}(\omega)]$ and to obtain a continuous distribution in $\omega$ among different $p_n$ data sets. An attempt to add only the second moment to parametrize the contamination term containing $\Delta M_{pp}(\omega)$ resulted in an uncontrolled error and one needed to use the first moment as a Bayesian prior before the error in $\Delta M_{p}(\omega)$ would blow up. We demonstrate this in the following.

In the expression of the gluon matrix elements

$$
\Delta M(\omega) = [\Delta M_{sp}^{(\pm)}(\omega) - \omega \Delta M_{pp}(\omega)] - \frac{m_p^2}{p_z^2} \omega \Delta M_{pp}(\omega),
$$

$\Delta M_{sp}^{(\pm)}$ is an odd function of $\omega$ and $\Delta M_{pp}$ is an even function of $\omega$. Writing these amplitudes in terms of the
odd and even moments, one can parametrize the lattice data as
\[
\Delta \mathcal{M}(\omega) = \sum_{i=0}^{\infty} \frac{(-1)^i}{(2i+1)!} a_i \omega^{2i+1} + \omega^p \sum_{j=0}^{\infty} \frac{(-1)^j}{(2j)!} b_j \omega^{2j},
\]
(11)
where the coefficients \(a_i\) are the Mellin moments of the gluon helicity reduced pseudodistribution related to \([\Delta \mathcal{M}^{\subscript{PP}}(\omega) - \omega \Delta \mathcal{M}^{\subscript{PP}}(\omega)]\) and the \(b_i\) are those for \(\Delta \mathcal{M}^{\subscript{pp}}(\omega)\).

Fig. 3 shows the extrapolated \(\Delta \mathcal{M}_g(\omega) = \sum_{i=0}^{\infty} \frac{(-1)^i}{(2i+1)!} a_i \omega^{2i+1}\) in the limit of zero \(O(m_p^2/p_x^2)\) contamination-term contribution within the fit parametrization using moments, normalized by the gluon momentum fraction \(\langle x \rangle_g\). The \(\Delta \mathcal{M}_g(\omega)\) from the neural network analysis (NN) by imposing the constraint in Eq. (7) is also shown in the figure for comparison.

As shown in Fig. 3, instead of \(i = 0, 1\) in the expression for odd moments \(\sum_{i=0}^{\infty} \frac{(-1)^i}{(2i+1)!} a_i \omega^{2i+1}\), had it been used \(i = 0, 1, 2\), the \(\Delta \mathcal{M}_g(\omega)\) fit in [58] would diverge upward as also have been demonstrated in [62, 63]. The uncertainties and the downward divergent trend of the fitted \(\Delta \mathcal{M}_g(\omega)\) toward negative values using moments depend on the truncation of the number of moments, rendering the fitting procedure unreliable and biased. Similar arguments go for a fit to the noisier \(\Delta \mathcal{M}_g, \subscript{sub}(\omega)\) data using moments. As shown in Fig. 3, a three or four-parameters fit using Bayesian priors imposed on the fitted moments produce nonzero results of \(\Delta \mathcal{M}_g(\omega)\) but invalidates the fit results at \(\omega \gtrsim 4\) due to model dependence. On the other hand, a 4-parameter fit without Bayesian prior imposed on the first three moments produces huge uncertainty, and the \(\Delta \mathcal{M}_g(\omega)\) is not usable for extracting the PDF. In contrast, the NN with imposed constraint in Eq. (7) uses data up to \(\omega \approx 7\) and produces \(\Delta \mathcal{M}_g(\omega)\) in an extended region beyond the LQCD data, clearly showing a significant advantage over model-dependent extractions. Around \(\omega = 11\), the NN extrapolation starts to show oscillation, which is expected further outside the lattice data and we consider \(\Delta \mathcal{M}_g(\omega)\) up to \(\omega_{\text{max}} = 10\) in the subsequent analysis.

One may observe that the NN fit does not describe the data well at \(z > 6a\). This possibly indicates that the data points for \(z = 7a\) and \(8a\) do not satisfy Eq. (7), which is imposed to constrain the outcome from the NN, and have significant higher-twist contributions. Therefore, they are not suitable for extracting the leading-twist dominated \(\Delta \mathcal{M}_g(\omega)\). We, therefore, use data up to \(z_{\text{max}} = 6a \approx 0.56\,\text{fm}\) in our analysis. Although the set-in of the higher-twist contribution can be observable dependent and data at \(z \gtrsim 1\,\text{fm}\) with the assumption of the validity of short-distance factorization has been used in LQCD calculations, e.g. [64], a recent calculation [65] with the implementation of the 2-loop matching [66] found that the higher-twist contribution can become significant above \(z \gtrsim 0.5\,\text{fm}\) (see for other findings [67–69]). With future precise gluonic matrix elements, it remains an open field for investigations to determine up to which \(z_{\text{max}}\) LQCD data is dominated by the leading-twist contribution and machine learning can be a useful tool for this study.

Limiting to \(z_{\text{max}} = 5a\) does not change the outcome of the NN analysis significantly within the uncertainty. To explore the systematic uncertainty from the choice of the particular NN, we repeat the analysis using an
NN with one additional hidden layer, i.e. an NN with four hidden layers containing 32, 32, 32, and 8 neurons respectively. More hidden layers mean a more flexible parametrization of the function, but as shown in Fig. 4, the results of \(\langle x \rangle g \Delta M_\phi(\omega)\) are consistent with each other within the uncertainty. We also compare the results of the NN analysis by including and excluding the \(z_{\text{max}} = 6a\) data points in the analysis. Since \(z_{\text{max}} = 5a\) analysis leads to one less data point in the training sample for each momentum, it is expected to produce relatively larger uncertainty compared to when \(z_{\text{max}} = 6a\) data points are included in the analysis.

![Figure 4](image1)

**FIG. 4.** Numerical investigations for the variation of \(\langle x \rangle g \Delta M_\phi(\omega)\) due to the variation in the neural network analysis. The results with \(z_{\text{max}} = 5a\) and \(6a\), and the number of hidden layers used in this analysis are shown here.

We also investigate the elimination of the contamination term with different networks and training structures and determine the \(\langle x \rangle g \Delta M_\phi(\omega)\). We choose a four-hidden-layer NN, which is demonstrated to be flexible enough. We acknowledge that due to the limited lattice data, the neural network may not explore the full spectrum of potential architectures and solutions. Nevertheless, it should strive for a level of generality beyond specific parametrizations, as long as the results remain consistent across variations in the number of layers, neural network architectures, and the choice of \(z_{\text{max}}\). As \(\omega\) is the only feature in the parametrization, Eqs. (8) and (9), it is still taken for the input layer. The output layer contains three neurons, for the \(\delta I, C/\Delta I, \text{and } D/\Delta I\) respectively. The hidden layers are activated by the exponential linear unit function, and the output layer is activated by the hyperbolic tangent function. We refer to this setup as the modified neural network or “modified NN” in the subsequent texts and in Fig. 5. We present a comparison plot between the \(\langle x \rangle g \Delta M_\phi(\omega)\) determined with the initial neural network setup as shown in Fig. 2 and this modified setup in Fig. 5.

As we demonstrate in the above analyses, whether we change the number of layers in the NN, vary \(z_{\text{max}}\) between 5a and 6a, or change the setup of the NN, the results remain consistent within uncertainties. The most critical finding from the analysis is that our lattice QCD calculation favors a positive \(\langle x \rangle g \Delta M_\phi(\omega)\) in the available range of \(\omega\) remains unchanged. Therefore, the systematic uncertainty from the choice of the NN is negligible in comparison with the uncertainty of the extracted distribution, reflecting that the uncertainty of the lattice data dominates in the calculation. Naturally, machine learning methods cannot encompass every conceivable variation, but we introduced variations in terms of layers, neural network architecture, and the upper limit parameter \(z_{\text{max}}\) in order to explore the resulting variances. It’s important to highlight that there exists only one input, denoted as \(\omega\), and no variations are introduced at the input layer.
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**FIG. 5.** Numerical investigations for the variation of \(\langle x \rangle g \Delta M_\phi(\omega)\) due to the variation in the neural network analysis. The results are shown with \(z_{\text{max}} = 6a\). The NN analysis with four hidden layers and different outputs and activation functions is labeled as the modified neural network (modified NN) as described in the main text.

The contamination-free \(\Delta M_\phi(\omega)\) can now be matched to the light cone \(\Delta I_\phi(\omega, \mu)\) and the singlet quark ITD \(\Delta I_S(\omega, \mu)\) in the \(\overline{\text{MS}}\) scheme using the factorization relation [59] up to power corrections,

\[
\begin{align*}
\Delta M_\phi(\omega) & \langle x \rangle_g (\mu) = \Delta I_\phi(\omega, \mu) - \frac{\alpha_s N_c}{2\pi} \int_0^1 du \Delta I_\phi(u, \mu) \\
\ln \left( z^2 \mu^2 e^{2\gamma_E} \right) & \left( 2u^2 - \frac{2\mu^2}{u} + 4u \bar{u} \right) + \left( 1 - \frac{4}{3} \langle x_S \rangle(\mu) \right) \\
\delta(\bar{u}) & + \left[ u + \ln \frac{1 - u}{\bar{u}} \right] + \left( -\frac{1}{2} + \frac{1}{2}\delta(\bar{u}) \right) \\
+ 2\bar{u} & + \frac{\alpha_s C_F}{2\pi} \int_0^1 du \Delta I_S(u, \mu) \left\{ \ln \left( z^2 \mu^2 e^{2\gamma_E} \right) \right. \\
\Delta B_{gq}(u) & + 2\bar{u} \right\},
\end{align*}
\] (12)
where $N_c = 3$, $\bar{u} \equiv (1 - u)$, $\gamma_E$ is the Euler–Mascheroni constant, $\Delta S_{gg} = 1 - (1 - u)^2$, and $\langle x \rangle_g(\mu = 2 \, \text{GeV})$ is chosen as 0.427 from [23]. Current statistics for the gluonic matrix elements do not allow us to observe any logarithmic $z^2$-dependence and thus it is not implemented while extracting $\Delta M_g$. We choose $z = 2a$ and $\mu = 2$ GeV in the matching Eq. (12) and ignore the effect of the singlet-quark contributions (which requires separate calculations). Taking the singlet distribution from a global fit, e.g. NNPDF [70], we find almost no observable impact on the matched $\Delta I_g$. Similarly, varying values of $z$ or $\mu$ has minimal effects on the matched $\Delta I_g$ within the current statistical uncertainty. This can be seen from the proximity of $\langle x \rangle_g \Delta M_{g}$ and $\Delta I_g$ bands shown in Fig. 6.

From Fig. 6, it is evident that the LQCD calculation of $\Delta I_g$ disfavors the ITD constructed from the negative $x \Delta g(x)$ solution from the global analysis in [26]. Determination of ITDs from the negative solution in [26] with varying the lower $x$-limits, for example, 0.01 $\leq x \leq 0.99$ or 0.1 $\leq x \leq 0.99$ can still be shown to be ruled out by our calculation in the $\omega \leq 10$ region. This is the most important physics outcome of this LQCD calculation regarding the constraint on the large negative gluon helicity PDF in the moderate to large-$x$ values.

In principle, the gluon helicity in the proton can be obtained from the ITD [50], $\Delta G(\omega,\mu) \equiv \int_0^\infty d\omega \, \Delta I_{g}(\omega,\mu)$. On the other hand, integrating $\Delta I_{g}(\omega,\mu)$ up to $\omega_{\text{max}} = 10$ from our calculation, we obtain

$$\Delta G^{L}(\mu) \equiv \int_{0}^{\omega_{\text{max}}} d\omega \, \Delta I_{g}(\omega,\mu) = 0.405(196). \quad (13)$$

$\Delta G^{L}(\mu)$ is of course limited by the upper limit of the integration. While $\Delta G^{L}(\mu)$ in Eq. (13) is a well-defined LQCD measure, the long-tail of the ITD governed by the Regge behavior outside $\omega_{\text{max}}$ can lead to an underestimation (for a long positive tail) or an overestimation (for a negative tail) or some cancellations (for sign change in the tail) of this moment. An example of such an underestimation of the Gegenbauer moment in the pion distribution amplitude calculation can be seen in [71]. One can also try to extrapolate the ITD beyond $\omega_{\text{max}} = 10$ using NN or perform phenomenological/model extrapolation of the Regge tail outside the LQCD data [61, 72] and get an estimate of the change in $\Delta G^{L}$. However, the $\Delta G^{L}$ obtained here is expected to depend on the pion mass, lattice spacing, and finite volume and we refrain from extrapolating $\Delta G^{L}$. On the positive side, a phenomenological analysis [62] found that ITD in $\omega \leq 6$ is the most affected region for different values of $\Delta G \in [0.2, 0.4]$. The $\Delta G^{L}(\mu) = 0.405(196)(081)$, where the second uncertainty is the systematic uncertainty arising from variations of the neural network analysis, is about 3.8-sigma away from the $\Delta G(\mu) = -0.9(2)$ obtained from the negative gluon helicity solution in [26]. Moreover, the only LQCD calculation [73] at the physical pion mass, continuum, and infinite volume limits obtained $\Delta G = 0.251(47)(16)$ using a local matrix element [74]. Although the calculation in [73] is not free of a large matching systematic error, it is most likely that including various systematics in future refined calculations will not alter the sign of $\Delta G$. It is remarkable that $\Delta G$ obtained from this calculation using nonlocal operator and that obtained using a local operator in [73] both result in positive contribution.

![Fig. 6](image-url)  
**FIG. 6.** Comparison of the light cone gluon helicity ITD $\Delta I_{g}(\omega,\mu)$ with phenomenological results by the NNPDF [19] (left panel) and the JAM [26] (right panel) Collaborations. The orange $\Delta I_{g}^{(-)}$ and the blue $\Delta I_{g}^{(+)}$ bands represent the gluon helicity ITD corresponding to the JAM positive and negative $x \Delta g(x)$ solutions, respectively. Pseudo-ITD, $\langle x \rangle_g \Delta M_{g}(\omega)$ is shown for comparison by the red band in the left-panel figure. Next, we determine $x \Delta g(x,\mu)$ from $\Delta I_{g}(\omega,\mu)$. Unlike many previous LQCD calculations (for references see [42]), we avoid constraining the $x$-dependence of PDF using the functional form $x^\beta (1 - x)^\alpha$ or an extension to this basic-fit form with one or two additional parameters.

It should be emphasized that no functional form for the PDFs can be successfully used before or without removing the contamination term. Therefore, simple functional forms, such as the $x^\alpha (1 - x)^\beta$ ansatz for the PDFs or its variations, cannot be utilized to remove the contamination term and extract the gluon helicity PDF. This is why the gluon helicity PDF extraction was not possible in the previous study. Furthermore, as shown above, the moments expansion cannot remove the contamination term over a larger range of Ioffe time, and the subsequent PDF ansatz fitting cannot extract meaningful PDFs. In addition, for currently available LQCD calculations in a limited $\omega$ range, these functional forms can be biased, leading to unreliable $\chi^2$/d.o.f., and underestimation of uncertainties. For example, the same two-parameter form to parametrize $x g(x)$ leads to a diverging PDF in [53] and a converging PDF in [54], whereas none of these lattice ITDs reach anywhere close to the Regge region or have much sensitivity to the small-$x$ physics. This is true for any LQCD calculation in a limited $\omega$ range [33, 50]. In [54], $\alpha \geq 0$ constraint was imposed in a Bayesian fit, motivated by a phenomenological analysis in [62]. Otherwise, it would have resulted in a diverging
Proposed an alternative method to determine $x\Delta g(x)$ from the lattice data, independent of any functional form of the PDFs. It can be shown that $x\Delta g(x)$ is related to $\Delta I_g(\omega, \mu)$ by the following relation:

$$x\Delta g(x, \mu) = \frac{2}{\pi} \int_0^\infty d\omega \sin(x\omega) \Delta I_g(\omega, \mu),$$

(14)

which allows us to obtain $x\Delta g(x, \mu)$ at each point in the $x$-space as shown in Fig. 7 without relying on any constraint or prior information. Accuracy of the determination of $x\Delta g(x, \mu)$ in this way depends on the $\omega_{\text{max}}$ but gives a true representation of the lattice data and the extracted PDF exactly reproduces the uncertainty of the ITD. It is assuring to see from Fig. 6 that as $\omega_{\text{max}}$ increases, $x\Delta g(x, \mu)$ shifts more towards the global analyses results, e.g. the NNPDF and the JAM($^{(+)}$) fits shown in the figure. With increasing $\omega_{\text{max}}$, the accuracy of the determination of PDFs can be systematically improved.

Once again, in Fig. 8, we show the gluon helicity PDFs arising from the variations in the neural network analysis discussed above. The $\Delta G^L(\mu)$ values extracted from the gluon helicity Ioffe time distribution or the gluon helicity PDFs are 0.387(249) (for three hidden layers and $z_{\text{max}} = 5\alpha$, 0.484(201) (for four hidden layers and $z_{\text{max}} = 6\alpha$, and 0.405(195) (for three hidden layers and $z_{\text{max}} = 6\alpha$).

A similar comparison can be made between the gluon helicity PDFs extracted from the three-hidden-layer NN and the modified NN with lattice data of $z_{\text{max}} = 6\alpha$. We see from Fig. 9 that in both cases, a positive gluon helicity distribution is preferred from this LQCD calculation, and the behavior of the $x\Delta g(x, \mu)$ distribution does not abruptly change due to the above-mentioned setup of a different neural network analysis.

It is important to highlight that like any LQCD calculations, this calculation does not have a solid constraint on the PDF in the small-$x$ region which is associated with large uncertainties in $\Delta G$ and $x\Delta g(x)$ in global analyses [19, 25] due to the lack of experimental data. It is the large negative solution found in the moderate to large-$x$ region in [26], which is ruled out by our calculation.

To this end, one can also investigate the determination of $x\Delta g(x)$ by parametrizing the $\Delta I_g(\omega)$ using a specific functional form, as was done in previous lattice studies [54, 58]. We have incorporated the determination of $x\Delta g(x)$ by employing 2, 3, and 4-parameter model fits.
For this purpose, we initiate with the 2-parameter fit given by the form $x^\alpha(1-x)^\beta$, and subsequently introduce additional parameters, namely $\rho$ and $\gamma$, resulting in $x^\alpha(1-x)^\beta(1+\rho x + \gamma x)$. As anticipated, the derived $x\Delta g(x)$ exhibits significantly reduced uncertainty (accompanied by a larger $\chi^2$/d.o.f.) when compared to its determination through Eq. (14). This observation has already been discussed in the earlier part of the paper and can be seen in Refs. [54, 58]. For the purpose of an explicit demonstration, we present the results in Fig. 10. To provide further illustration, we show the reconstructed $\Delta g(\omega)$ using these constrained model-dependent PDF parametrizations in Fig. 11. This motivates us to avoid the model-dependent parametrization of PDFs where uncertainty can be underestimated. We advocate for our approach of deriving the PDF directly from lattice data using Eq. (14), eliminating the need for additional fitting procedures.

In conclusion, we have presented the first lattice QCD calculation that supports a positive gluon helicity PDF, and therefore a positive gluon spin contribution to the proton spin budget, in contrast to the most recent global analysis. We have achieved this by isolating the leading-twist-dominated component $x\Delta g(x, \mu)$ of the gluonic correlation function. This was not possible previously. Instead of relying on the moments expansion or using limited functional forms of the PDFs on the lattice data, we discuss why a neural network analysis can provide a better solution to extract the gluon helicity PDF. As a future development, this demonstrated interface between LQCD and machine learning can have promising applications to investigate higher-twist contributions at the level of LQCD correlation functions, which is an unexplored research area. We have also presented a systematically improvable approach to determine the PDF without relying on any restricted functional forms, avoiding the possible underestimation of uncertainties of the fitted lattice data and the PDF. The implementation of these two features will be extended to other quark/gluon correlations in future studies.

In future investigations, it will be necessary to examine multiple lattice data sets encompassing different lattice spacings, volumes, and pion masses. This will allow for a comprehensive assessment of the diverse systematic uncertainties inherent in this calculation. Currently, the error bands primarily stem from the statistical and the neural network analysis uncertainties. Lattice QCD calculations will continue to improve significantly and with the availability of precise data and calculations conducted on multiple lattice ensembles, the proposed methodology for calculating the gluon helicity PDF offers essential theoretical support and provides an opportunity to investigate the various systematic uncertainties associated with determining the gluon helicity PDF. Finally, given the current challenges in the extraction of the gluon helicity from the available experimental data, it is imperative that this lattice QCD calculation can be used to complement global analyses and has the potential to open an avenue for elucidating the role of gluons in the nucleon’s spin structure.
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