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Extreme mass-ratio inspirals, in which a stellar-mass compact object spirals into a supermassive black hole, are prime candidates for detection with space-borne milliHertz gravitational wave detectors, similar to the Laser Interferometer Space Antenna. The gravitational waves generated during such inspirals encode information about the background in which the small object is moving, providing a tracer of the spacetime geometry and a probe of strong-field physics. In this paper, we construct approximate, “analytic-kludge” waveforms for such inspirals with parametrized post-Einsteinian corrections that allow for generic, model-independent deformations of the supermassive black hole background away from the Kerr metric. These approximate waveforms include all of the qualitative features of true waveforms for generic inspirals, including orbital eccentricity and relativistic precession. The deformations of the Kerr metric are modeled using a recently proposed, modified gravity bumpy metric, which parametrically deforms the Kerr spacetime while ensuring that three approximate constants of the motion remain for geodesic orbits: a conserved energy, azimuthal angular momentum and Carter constant. The deformations represent modified gravity effects and have been analytically mapped to several modified gravity black hole solutions in four dimensions. In the analytic kludge waveforms, the conservative motion is modeled by a post-Newtonian expansion of the geodesic equations in the deformed spacetimes, which in turn induce modifications to the radiation-reaction force. These analytic-kludge waveforms serve as a first step toward complete and model-independent tests of general relativity with extreme mass-ratio inspirals.

I. INTRODUCTION

“I seem to have been only like a boy playing on the seashore, and diverting myself in now and then finding a smoother pebble or a prettier shell than ordinary, whilst the great ocean of truth lay all undiscovered before me.” [1] Isaac Newton’s quote reminds us of the great unknowns that remain in gravitational astrophysics [2]. Our understanding of this field should soon be revolutionized by the detection of gravitational waves (GWs) with ground [3,4] and space-based interferometers [5–8]. Indeed, the ground-based detectors LIGO [9] and Virgo [10] are currently undergoing upgrades toward a sensitivity at which a first direct detection of gravitational waves is likely. Spaceborne detectors are being planned and will hopefully be operational in the next decade.

Detectors in space will be sensitive to low-frequency [(10^{-2}–10^{-1}) Hz] GWs. One of the most promising sources in this frequency range are extreme-mass ratio inspirals (EMRIS) [11]. These systems consist of a stellar-mass compact object [(10^{6}–10^{7})M_{\odot}], such as a neutron star or black hole (BH), that spirals into a supermassive BH [(10^{5}–10^{7})M_{\odot}], typically on an inclined and eccentric orbit. Because of their extreme mass-ratio, these inspirals proceed slowly, generating hundreds of thousands of cycles of gravitational radiation while the smaller object is in the strong-field region close to the central supermassive black hole. These GWs encode detailed information about the structure of the spacetime exterior to massive compact objects and the nonlinear, “strong-field” nature of the gravitational theory that describes the dynamics of the inspiral.

The detection of such GWs requires the construction of accurate waveform templates that allow the extraction of signals from noisy data via matched filtering. EMRI waveforms, however, are particularly difficult to construct, as one requires these to be accurate over hundreds of thousands of cycles. Progress has been made by constructing approximate waveforms that encode all the key features of EMRI waveforms, while being computationally inexpensive. There are two families of such “kludge” waveforms that have been used extensively—the “analytic kludge” (AK) developed by Barack and Cutler [12], which we will focus on in this paper, and the numerical kludge [13,14]. In the numerical kludge, the orbital trajectories are based on exact Kerr geodesics, the parameters of which are slowly evolving under the influence of radiation-reaction. Once the orbital trajectories have been obtained, the waveforms are constructed using a quadrupole approximation. The AK model is built around the gravitational waveforms generated by particles describing Keplerian ellipses [15,16], whose semimajor axis, eccentricity and inclination angle evolve according to certain post-Newtonian (PN) equations [15–17]. Relativistic precession of the orbital plane and the perihelion are also included using post-Newtonian approximations.

In the past, attempts have been made to modify EMRI waveforms to study their ability to test general relativity...
Yunes and Pretorius [31–33] proposed the parametrized independent way. The latter are null-tests of GR, where one assumes the validity of GR a priori and concentrates on internal consistency tests, such as measuring the multipolar structure of the metric [24–27], or multimodal spectroscopy of inspiral and ringdown waveforms [28–30]. Both classes of tests are intrinsically valuable, but they are not ideal to spiral and ringdown waveforms [28–30]. Both classes of attempts to construct such “bumpy spacetimes” [25–27] had focused on intrinsic or null tests, and had therefore used metrics that satisfied the Einstein equations, but with potentially unphysical matter distributions, such as naked singularities, or unphysical spacetime regions, e.g., closed timelike curves. The approach of [34] was to only allow for the subclass of metric deviations that would ensure the existence of an approximately conserved energy, (z-component of) angular momentum, a second-order Killing tensor and a Carter constant, without requiring that the Einstein equations be satisfied. Such an approach led to a parametrically deformed metric that was shown to map to metrics in known alternative theories in four dimensions [20,35].

In this paper, we construct corrections to the AK waveforms by considering geodesics in the modified gravity, bumpy metric of [34]. We begin by providing explicit expressions for all components of the metric deformation as an expansion in $r \gg M$, where $r$ is the field-point distance to the supermassive BH with mass $M$; we require that the metric remain asymptotically flat, with the same scaling at spatial infinity as that predicted by the GR peeling theorems, and disallowing pure angular deformations. We show that even with these restrictions, all known metrics in alternative theories are still recovered by an appropriate choice of the parameters characterizing the metric functions [20,35]. Arbitrary choices of these parameters lead to parametric, metric deformations at $O(1/r^2)$, $O(1/r^3)$, $O(1/r^4)$ and $O(1/r^5)$ relative to the Kerr metric.

We then calculate the geodesics equations associated with this background. We parametrize the orbits via the location of their turning points and will relate various quantities to the Kerr geodesic orbit with the same turning points. The existence of three approximately conserved quantities allows us to explicitly separate the geodesic equations into first-order form. From these, we calculate the three orbital frequencies associated with the orbital motion. Although we do not introduce explicit corrections to the radiation-reaction force, modifications to the fluxes of energy, angular momentum and Carter constant will be introduced due to modifications to the orbit itself. We calculate these implicit modifications with a quadrupolar approximation for the fluxes of energy and angular momentum. The Carter constant flux is calculated by assuming that the inclination angle remains approximately constant and by requiring that exactly circular orbits remain circular under radiation reaction. Finally, we collect all pieces of the calculation, providing an explicit prescription to build AK waveforms in these families of parametrically deformed spacetimes.

The study performed here is similar, yet more generic than others already carried out in the literature. For example, Barack and Cutler [28] considered modifications to AK waveforms induced by a perturbation to the quadrupole moment of a Kerr BH. Using results in [36], they introduced modifications to the precession frequencies and rate of change of orbital frequency that would be induced by a quadrupole moment deformation; they then searched for the accuracy with which LISA could measure the size of such a deformation. This study, however, neglected modifications to the eccentricity evolution. Glampedakis and Babak [37] also considered a class of bumpy spacetimes which differed from Kerr in the quadrupole moment only. Unfortunately these metrics are of Petrov Type I, and thus do not allow for the existence of a Carter constant or for the separability of the geodesic equations [38]. Moreover, both studies neglected the possibility that the metric could be modified at multipole orders higher than quadrupole. This is a critical disadvantage, as strong-field modifications of GR are likely to introduce corrections at higher than quadrupole order, e.g., dynamical CS gravity modifies the metric at hexadecapole order, leaving the quadrupole and octopole unchanged.

Although the waveforms presented here will be useful for studies that determine the accuracy to which instruments like LISA could constrain model-independent
Section IV computes the orbital frequencies associated with geodesics that preserve the Kerr turning points; date [20,35]. The predictions of alternative theories that are known to be a subset of them, i.e., the subset that can reproduce all of interest, while the schemes above can only parametrize a subset of GR in the Solar System and in binary pulsar observations. Nonetheless, a more complete analysis should also investigate the excitation of scalar and vectorial modes in the metric perturbation, which could arise from modifications to the wave generation. We leave an investigation of these other effects to future work, but the results found here will still hold when these other modifications are introduced.

The remainder of this paper is organized as follows: Section II introduces the new bumpy framework to model modified gravity theories; Section III calculates the geodesic equations that preserve the Kerr turning points; Section IV computes the orbital frequencies associated with the modified orbital motion; Section V calculates the implicit deformations introduced to the radiation-reaction force; Section VI builds AK waveforms from the modified orbital frequencies and fluxes; and Section VII concludes and points to future research.

Throughout this paper we use the conventions of Misner, Thorne and Wheeler [40]. We use Greek letters to denote spacetime indices, while Latin ones in the middle of the alphabet i, j, . . . stand for spatial indices only. We also use geometric units with $G = c = 1$. Background quantities are denoted with an overhead bar, while quantities associated with geodesics in the Kerr metric are denoted with a subscript $K$.

II. BUMPY SPACETIMES FOR MODIFIED GRAVITY

In this section we discuss the parametrically deformed BH metric that we will later use to study geodesics. We begin by recapitulating the most important results of [34] for this paper. We then simplify this metric prescription by considering expansions in $M/r \ll 1$, thus allowing us to compute explicit expressions for all components of the metric deformation. Finally, we describe some properties of the new metric.

A. Spacetime construction

We decompose the metric tensor that is to describe the background spacetime of a supermassive BH as

$$g_{\mu \nu} = \bar{g}_{\mu \nu} + \epsilon h_{\mu \nu}, \quad \epsilon \ll 1$$

(1)

where $\epsilon \ll 1$ is a “deformation” book-keeping parameter that reminds us that $|h_{\mu \nu}|/|\bar{g}_{\mu \nu}| \ll 1$. The background metric is assumed to be the Kerr metric $\bar{g}_{\mu \nu} = g_{\mu \nu}^K$, which in Boyer-Lindquist coordinates has components:

$$g_{tt}^K = -\left(1 - \frac{2Mr}{\rho^2}\right), \quad g_{\theta\theta}^K = -\frac{2M^2ar}{\rho^2} \sin^2 \theta, \quad g_{rr}^K = \frac{\rho^2}{\Delta}, \quad g_{\phi\phi}^K = \frac{\Sigma}{\rho^2} \sin^2 \theta,$$  \label{eq:metric}

(2)

for a BH with mass $M$ and spin angular momentum directed along the symmetry axis of magnitude $S = M^2a$, where $a$ is the dimensionless Kerr spin parameter. Equations (2) and (3) depend on the functions

$$\rho^2 = r^2 + a^2 M^2 \cos^2 \theta,$$

(4)

$$\Delta = r^2 f + M^2 a^2, \quad f = 1 - \frac{2M}{r}, \quad \Sigma = (r^2 + M^2 a^2)^2 - M^2 a^2 \Delta \sin^2 \theta.$$  \label{eq:deformation}

(5)

We restrict attention to a certain class of metrics. We begin by requiring that the full metric be stationary and axisymmetric, although it need not solve the Einstein equations, i.e. it is a solution to a more general set of modified gravity field equations that have a smooth GR limit: $g_{\mu \nu} \rightarrow \bar{g}_{\mu \nu}$ as $h_{\mu \nu} \rightarrow 0$. In addition to the existence of a temporal and an azimuthal Killing vector, we also assume that a certain integrability condition holds (see Eq. (49) in [34]) such that the metric can be written in Lewis-Papapetrou form. The deformation of this metric $g_{\mu \nu} = \bar{g}_{\mu \nu} + \epsilon h_{\mu \nu}$, can be transformed to Boyer-Lindquist-like coordinates in which all components of the metric perturbation vanish except $(h_{rr}, h_{\phi \phi}, h_{r \theta}, h_{\theta \phi}, h_{\phi \phi})$. These are the only components that are allowed to be nonzero.

With this at hand, we then force the full metric $g_{\mu \nu}$ to possess three constants of the motion: a conserved energy, azimuthal component of angular momentum and Carter constant. The first two are generated directly from the Killing vectors and are exact, while the last one is built from an approximate, second-order Killing tensor valid at least to $O(\epsilon^2)$. This Killing tensor is parametrized as

$$\xi_{\mu \nu} = \Delta l_{(\mu} k_{\nu)} + r^2 g_{\mu \nu}, \quad \Delta = r^2 f + M^2 a^2$$

(7)

(7)

The parametrization of the Killing tensor as in Eq. (7) identifies the coordinate $r$ with a Boyer-Lindquist-like
radial coordinate. The vectors \( l_\mu \) and \( k_\mu \) are required to be null and \( \xi_\mu \) is required to satisfy the Killing tensor equation, which determines the components of the null vectors up to some arbitrary functions of the radial coordinate. This in turn determines the final form for the metric perturbation.

The nonvanishing components of the metric deformation can be written as \([34,41]\)

\[
h_{tt} = -a \frac{\Delta}{r^2} h_{t\phi} + \frac{a}{2} \frac{\partial^4}{\partial r^4} h_{t\phi} - 2 M^2 a^2 r (r^2 + M^2 a^2) \Delta \sin \theta \cos \theta h_{r\phi} + \frac{(r^2 + M^2 a^2) \hat{\rho}^2 \Delta}{\rho^2 P_{DK}^1} I
\]

\[
+ 2 M^2 a^2 r \Delta \sin^2 \theta \gamma_1 + \hat{\rho}^2 (r^2 + M^2 a^2) \Delta \Theta_3 - a \frac{\Delta \sin^2 \theta P_{DK}^3}{{\rho^2} P_{DK}^1} \gamma_3 + 2 \frac{\Delta \rho}{\rho^2 P_{DK}^1} \gamma_4 - \frac{a^2 M}{2} \frac{\rho^2 \Delta^2 \sin^2 \theta \, d\gamma_1}{dr}
\]

\[
- \frac{a^2 M}{2} \frac{\Delta^2 (\rho^2 - 4 M r) \sin^2 \theta}{dr} \frac{d\gamma_4}{dr}.
\]

\[
h_{\phi\phi} = -\frac{(r^2 + M^2 a^2)^2}{M^2 a^2} h_{t\phi} + \frac{\Delta}{M^2 a^2} \frac{\partial}{\partial t} h_{t\phi} + \frac{\Delta}{M^2 a^2} \Theta_3 - \frac{2 \Delta^2 \sin^2 \theta}{M a} \gamma_3 + \frac{2 \Delta^2}{M^2 a^2} \gamma_4.
\]

\[
\frac{\partial}{\partial r} \frac{\partial h_{\theta\theta}}{\partial r} = \frac{2 r}{\rho^2} h_{\theta\theta} + \frac{2 M^2 a^2 \sin \theta \cos \theta}{\rho^2} \frac{\partial h_{r\phi}}{\partial \theta} + \frac{2}{\rho^2} \frac{\partial h_{r\phi}}{\partial \theta} + \frac{2 r}{\rho^2} I - 2 r \gamma_1 + \frac{2 r}{\rho^2} \Theta_3,
\]

\[
\frac{\partial^2 h_{t\phi}}{\partial r^2} = 8 a M^2 \sin \theta \cos \theta \frac{\rho^4}{P_{DK}^1} h_{t\phi} - 4 a M^2 r (r^2 + M^2 a^2) \sin \theta \cos \theta \frac{\partial h_{r\phi}}{\partial r} + \frac{2 M^2 a^2 \sin^2 \theta \, P_{DK}^5}{\rho^2} I
\]

\[
- \frac{2 a}{\rho^2} P_{DK}^1 h_{t\phi} + 4 a M^2 r \sin^2 \theta \, P_{DK}^1 \frac{1}{\rho^4} - 4 a M^2 r \sin^2 \theta \, P_{DK}^5 \frac{1}{\rho^4} \gamma_1 + 4 a M^2 r \, P_{DK}^9 \gamma_3 + \frac{2 \sin^2 \theta \, P_{DK}^9}{\rho^4} \gamma_3
\]

\[
- \frac{16 a M^2 \sin^2 \theta \, P_{DK}^1}{\rho^4} \frac{\partial h_{\theta\theta}}{dr} - \frac{2 a M}{\rho^4} P_{DK}^1 \frac{13}{12} \frac{d \gamma_1}{dr} - \frac{2 a M \sin^2 \theta}{\rho^4} P_{DK}^1 \frac{13}{12} \frac{d \gamma_3}{dr} - \frac{2 a M \sin^2 \theta}{\rho^4} P_{DK}^1 \frac{14}{13} \frac{d \gamma_4}{dr} - \frac{a M \Delta \sin^2 \theta \, d^2 \gamma_1}{\rho^2} \frac{d r^2}{dr^2},
\]

where \( \hat{\rho}^2 = r^2 - M^2 a^2 \cos^2 \theta \) and \( P_{DK}^1 \) are polynomials in \( r \) and \( \cos \theta \), given explicitly in the Appendix of \([34]\) (we have here adopted the deformed Kerr parametrization of \([34]\)). The quantities \( \gamma_i = \gamma_i(r) \) are arbitrary functions of radius, while \( \Theta_3 = \Theta_3(\theta) \) is an arbitrary function of polar angle. The quantity \( I \) is defined as

\[
I = \int dr \left[ \frac{2 M^2 a^2 \sin \theta \cos \theta}{\rho^2} h_{r\phi} + 2 r \gamma_1 + \rho^2 \frac{d \gamma_4}{dr} \right].
\]

The metric perturbation component \( h_{r\phi} \) is free.

The parametrically deformed metric represents a family, some members of which are well-known BH solutions in modified gravity theories. For example, a certain choice of deformation parameters \( \gamma_A \) leads to the slowly-rotating BH solution in dynamical CS gravity \([20]\), while another choice leads to modified Schwarzschild BHs in quadratic gravity theories \([35]\), as was shown in \([34]\). In both cases, these solutions derive from field equations that arise from a diffeomorphism invariant theory, with a well-defined Lagrangian density. We refer the interesting reader to \([34]\) for more details on the metric construction.

### B. Simplification of the parameterization

Let us simplify the metric perturbation of the previous section with the following criteria:

1. **Asymptotic flatness**: Require that \( h_{r\phi} \to 0 \) at spatial infinity.
2. **Peeling**: Require that \( |h_{r\phi}| \sim r^{-2} \) or faster for \( r/M \gg 1 \).
3. **Occam’s razor**: Set the largest number of metric components to zero that are not needed to reproduce known modified gravity predictions for the metric tensor in four dimensions \([20,35]\).

Requirement (1) ensures that there is no constant piece to the metric deformation, such that the total metric \( g_{\mu\nu} \to \hat{g}_{\mu\nu} \) at \( \theta = 0 \). Since the Kerr metric is asymptotically flat, so would the total metric. Requirement (2) ensures that the BH mass is not renormalized by \( 1/r \) corrections to the
\( (t, r) \) or \( (r, r) \) metric components. The norm in this requirement is to be taken with the flat metric in spherical coordinates, such that the \( (\theta, \phi) \) subsector is simply the metric on the 2-sphere. These two requirements ensure that the metric perturbation satisfies all Solar System constraints, as it introduces modifications at higher than leading, Newtonian-order in a weak-field expansion. Furthermore, any \( 1/r \) correction to \( (h_{tt}, h_{\phi\phi}, h_{rr}) \) would re-normalize the BH mass or spin angular momentum, which would not be measurable. Requirement (3) automatically implies that (i) we can set \( \gamma_{1,0} = 0 \); and (ii) we can disallow pure angular deformations by setting \( \Theta_3 = 0 \).

Since the purpose of this paper is to construct ppE AK waveforms, which make extensive use of weak-field expansions in \( M/r \ll 1 \), we choose to parametrize the remaining free functions as Taylor series:

\[
\gamma_A = \sum_{n=0}^{\infty} \gamma_{A,n} \left( \frac{M}{r} \right)^n, \quad \gamma_3 = \sum_{n=0}^{\infty} \gamma_{3,n} \left( \frac{M}{r} \right)^n,
\]

where \( A = 1 \) or 4 and \( \gamma_{i,n} \) are dimensionless constants. We have pulled out a factor of \( 1/r \) in the expansion of \( \gamma_3 \) because this quantity has dimensions of \( \text{kg} \), as one can see from \( h_{\phi\phi} \) in Eqs. (8)–(12). Notice that with these definitions the \( \gamma_{m,n} \) constants are dimensionless.

With this at hand, let us simplify the metric components, starting with \( h_{rr} \). The integral \( I \) can now be solved exactly: \( I = \rho^2 \gamma_1 \). Via requirement (3)

\[
h_{rr} = -\gamma_1 \rho^2 / \Delta.
\]

Requirements (1) and (2) force us to choose \( \gamma_{1,0} = 0 = \gamma_{1,1} \), since \( \rho^2 / \Delta \rightarrow 1 \) for \( r \gg M \).

The next simplest component to analyze is \( h_{\theta\theta} \), whose behavior is governed by Eqs. (8)–(12), which using the previous results simplifies to \( \partial h_{\theta\theta} / \partial r = 2 \rho / (\rho^2) h_{\theta\theta} \). The solution to this equation is \( h_{\theta\theta} = \Theta_4 (\rho)^2 \). Since \( g_{\theta\theta} = \rho^2 \), this correction would be leading order in the angular sector. By requirement (3), we disallow it and set \( \Theta_4 = 0 \). This simplification, and the restrictions made when deriving the metric perturbation, fix the coordinate system in such a way that \( h_{\theta\theta} = 0 \) and therefore \( g_{\phi\phi} = \rho^2 + O(\epsilon^2) \). The radial coordinate thus preserves, at leading order, its physical interpretation in the Kerr metric—it may be interpreted as a circumferential radius in the equatorial plane and becomes the oblate-spheroidal radial coordinate in flat-space at infinity. The fact that the radial coordinate has been fixed in this way will be important for interpretation of the waveforms we derive in this paper. This will be discussed further in Sec. VI.

To determine the remaining metric components, we must first solve the differential equation for \( h_{tt} \), as the \( h_{tt} \) and \( h_{\phi\phi} \) components depend explicitly on the former. This is an elliptic equation that could be solved numerically. Since we seek analytic solutions only, however, we will solve it in the \( M/r \ll 1 \) limit. To do so, we write

\[
h_{tt} = M \sum_{n=2}^{N} h_{tt,n}(\theta) \left( \frac{M}{r} \right)^n + O \left( \frac{1}{r^{N+1}} \right).
\]

where \( h_{tt,n} \) are functions of \( \theta \) that we will determine by solving Eqs. (8)–(12). We could have chosen to expand \( h_{tt} \) in a \( 1/r \) basis, but we empirically found that a \( 1/r \) basis yields simpler results. Solving Eqs. (8)–(12) order by order in \( 1/r \), we find that the first few nonzero terms are

\[
\begin{align*}
h_{tt,2} & = \sin^2 \theta [\gamma_{3,3} - a(\gamma_{1,2} + \gamma_{4,2}) - a^2 \gamma_{3,1}], \\
h_{tt,3} & = \sin^2 \theta [2(\gamma_{3,3} - \gamma_{3,4}) + 6(\gamma_{1,2} - \gamma_{4,2}) + 2(\gamma_{1,3})] a^2 - 4 \gamma_{3,1} \cos^2 \theta - 4 \gamma_{3,1} a^2 \\
h_{tt,4} & = \sin^2 \theta [a^2(\gamma_{3,5} - \gamma_{3,4}) + a^2(\gamma_{1,4} - 2 \gamma_{4,2}) + 2(\gamma_{3,1})] a^2 + 4 \gamma_{3,1} \cos^2 \theta \\
h_{tt,5} & = \sin^2 \theta [a^2(\gamma_{3,6} - \gamma_{3,5}) + a^2(\gamma_{1,6} - 2 \gamma_{4,2}) + 2(\gamma_{3,1})] a^2 + 4 \gamma_{3,1} \cos^2 \theta \\
h_{tt,6} & = \sin^2 \theta [a^2(\gamma_{3,7} - \gamma_{3,6}) + a^2(\gamma_{1,7} - 2 \gamma_{4,2}) + 2(\gamma_{3,1})] a^2 + 4 \gamma_{3,1} \cos^2 \theta
\end{align*}
\]

where we have here simplified the solution by setting \( \gamma_{4,0} = 0, \gamma_{4,1} = 0 \) and \( \gamma_{3,2} = 0 \). We will find that these conditions are necessary to ensure the metric is asymptotically flat. We have also set \( \gamma_{3,0} = 0 \), which is required for the differential equation to be satisfied.

Let us now return to the \( h_{tt} \) and \( h_{\phi\phi} \) components, which have been completely specified by the above solutions. At spatial infinity we find that

\[
h_{tt} \approx 2 \gamma_{4,0} - \frac{2 \gamma_{4,1} - 8 M \gamma_{4,0}}{r}.
\]
\begin{equation}
\phi \sim - \frac{r^2}{2aM^2} \gamma_{3,2} \sin^2 \theta + O(1),
\end{equation}

when \( M/r \ll 1 \). By requirements (1) and (2), this then implies that \((\gamma_{4,0}, \gamma_{4,1}, \gamma_{3,2})\) must all be set to zero. In summary, the requirements of asymptotic flatness and the nonrenormalization of the mass, have forced us to the following conditions
\begin{equation}
\Theta_3(\theta) = 0, \quad \gamma_{1,0} = 0, \quad \gamma_{1,1} = 0, \quad \gamma_{3,0} = 0,
\end{equation}
\begin{equation}
\gamma_{4,0} = 0, \quad \gamma_{4,1} = 0, \quad \gamma_{3,2} = 0.
\end{equation}

With these choices, the metric perturbations \((h_{tt}, h_{rr})\) vanish, \(h_{rr}\) is given by Eq. (15) and \(h_{t \phi}\) is given in the far field by Eq. (16), with the angular functions given in Eq. (21). The remaining components \((h_{tt}, h_{t \phi})\) are given explicitly by Eqs. (8)–(12).

Let us now take the far-field expansion of all the metric perturbations:
\begin{equation}
h_{\mu \nu} = \sum_n h_{\mu \nu, n} \left(\frac{M}{r}\right)^n.
\end{equation}

The first few nonzero terms are
\begin{align*}
h_{t r, 2} &= -\gamma_{1,2}, \quad h_{r r, 3} = -\gamma_{1,3} - 2 \gamma_{1,2}, \quad h_{r r, 4} = -\gamma_{1,4} - 2 \gamma_{1,3} - 4 \gamma_{1,2} + (1/2) \gamma_{1,2}^2 (1 - \cos 2 \theta), \quad h_{r r, 5} = a^2 \sin^2 \theta (\gamma_{1,3} + 2 \gamma_{1,2}) - \gamma_{1,5} - 2 \gamma_{1,4} - 4 \gamma_{1,3} - 8 \gamma_{1,2} + 2 a^2 \gamma_{1,2}, \quad h_{t \phi, 1, 2} = -M \cos^2 \theta (\gamma_{3,3} + a (\gamma_{1,2} + 2 \gamma_{1,2}) + a^2 \gamma_{3,1}), \quad h_{t \phi, 3} = -8 M a^2 \gamma_{3,1} \sin^2 \theta + M \sin^2 \theta [(2 \gamma_{3,3} - \gamma_{3,4}) + a (6 \gamma_{4,2} - \gamma_{4,4} - 2 \gamma_{1,2} - \gamma_{1,3}) + 2 \gamma_{3,1} a^2], \quad h_{t \phi, 4} = M \sin^2 \theta [a^2 (8 \gamma_{3,1} - \gamma_{3,3}) + a^3 (-\gamma_{1,3} - \gamma_{2,3}) - a^3 \gamma_{3,1}], \quad h_{t \phi, 5} = -16 M a^4 \gamma_{3,1} \sin^2 \theta + M \sin^2 \theta [a^2 (-2 \gamma_{3,3} - \gamma_{3,4}) + a^3 (-\gamma_{3,3} + 10 \gamma_{4,2} + 2 \gamma_{1,2} - \gamma_{1,3}) + 14 a^4 \gamma_{3,1}], \quad h_{t \phi, 6} = -16 M a^6 \gamma_{3,1} \sin^2 \theta + M \sin^2 \theta [a^2 (-4 \gamma_{3,3} + 2 \gamma_{3,4}) + a^3 (-2 \gamma_{1,2} - 4 \gamma_{3,3} + 2 \gamma_{1,4} + 6 \gamma_{4,4}) - \gamma_{3,4} a^2 + a^3 (-2 \gamma_{1,2} - 4 \gamma_{4,2} - 4 a^3 \gamma_{3,1}), \quad h_{t \phi, -2} = 0, \quad h_{t \phi, -1} = 0, \quad h_{t \phi, 0} = 2 M \cos^2 \theta (\gamma_{3,3} + a \gamma_{3,1}), \quad h_{t \phi, 1} = 0, \quad h_{t \phi, 2} = M \cos^2 \theta [a^2 \gamma_{3,3} + a^2 \gamma_{1,2} + a^3 \gamma_{3,1} (4 - \cos^2 \theta)], \quad h_{t \phi, 3} = 8 M a^3 \gamma_{3,1} \sin^2 \theta + M \sin^2 \theta [a (-4 \gamma_{3,3} + 2 \gamma_{3,4}) + a^2 (-2 \gamma_{1,2} - 4 \gamma_{4,2} + \gamma_{1,3}) - 4 a^3 \gamma_{3,1}],
\end{align*}

Notice that although \((h_{tt}, h_{rr})\) are indeed dimensionless, \(h_{t \phi}\) has units of length and \(h_{t \phi}\) has units of length squared, as expected since these are also the dimensions of the corresponding components of the Kerr metric. The perturbation is parameterized by a number of constants, depending on how many terms in \(M/r\) are kept relative to the leading-order Kerr metric: up to \(O(M^2/r^2)\), the metric deformation is given by the 4 constants \(B_2 \equiv (\gamma_{1,2}, \gamma_{3,1}, \gamma_{3,2}, \gamma_{4,2}): \) up to \(O(M^3/r^3)\) it is given by the 7 constants \(B_2 \cup B_3\), where \(B_3 \equiv (\gamma_{1,3}, \gamma_{3,4}, \gamma_{4,3}): \) up to \(O(M^4/r^4)\) it is given by the 10 constants \(B_2 \cup B_3 \cup B_4\), where \(B_4 \equiv (\gamma_{1,4}, \gamma_{5,1}, \gamma_{4,4})\): up to \(O(M^5/r^5)\) it is given by the 13 constants \(B_2 \cup B_3 \cup B_4 \cup B_5\), where \(B_5 \equiv (\gamma_{1,5}, \gamma_{4,5}, \gamma_{3,5})\). Later on in the paper, we will take certain \(B_N\) limits, where we mean we will only let the \(B_N\) coefficients be nonzero and set all others to zero. Lastly, note that known BH solutions in alternative theory of gravity can be reproduced with this parametrization, as shown in [34]. In particular, in this paper we will frequently compare our results to that of dynamical CS gravity, where the metric of a slowly-rotating BH is identical to Kerr, except in its \((t, \phi)\) component, which is given by [20]
\begin{equation}
g_{t \phi}^{\text{CS}} = \frac{2 M a r}{\rho^2} \sin^2 \theta + \frac{5}{8} \frac{a M^2}{r^3} \left[1 + \frac{12 M^2}{7 r} + \frac{27 M^2}{10 r^2}\right] \sin^2 \theta,
\end{equation}
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where $\xi$ is a dimensionless coupling constant of the theory. This metric can be completely reproduced by the above parametrization by choosing all $\gamma_{ij} = 0$, except for $\gamma_3(r)$, whose first nonvanishing terms are

$$
\gamma_{3.5} = -\frac{5}{8}a^2 \xi, \quad \gamma_{3.6} = -\frac{65}{28}a^2 \xi, \quad \gamma_{3.7} = -\frac{709}{112}a^2 \xi. \quad (32)
$$

C. Physical properties of the deformed metric

At this junction, one might wonder how the metric of Eqs. (8)–(12) may change physical properties of the spacetime. For a stationary and asymptotically flat spacetime, the event horizon coincides with the Killing horizon, and it is given by the hypersurface where

$$
\frac{g_{t t}}{g_{\phi \phi}} - \frac{g_{tt}}{g_{\phi \phi}} = 0. \quad (33)
$$

Let us now use the fact that at $r = r_+ \equiv M + M(1 - a^2)^{1/2}$, $\Delta = 0$ and then

$$
h_{\phi \phi} = -\frac{(r^2 + M^2a^2)^2}{M^2a^2} h_{tt} - \frac{2(r^2 + M^2a^2)}{a} h_{t \phi}. \quad (34)
$$

With this at hand, linearizing Eq. (33) in $\varepsilon$ leads to

$$
0 = -\Delta \left[ \frac{2h_{t \phi}}{Ma} + h_{tt} \left( 2 + \frac{a^2}{M^2a^2} \right) \right]. \quad (35)
$$

This quantity clearly vanishes at $r = r_+$, which then implies that the event horizon of the full metric remains at its Kerr value. Moreover, one can also show that the horizon coincides with the location of a coordinate singularity, by evaluating the components of the inverse metric.

Other quantities, however, will be different in the deformed spacetime relative to their Kerr values. For example, it is likely that the geometry of the ergosphere, defined by the hypersurface where $g_{tt} = 0$, will be modified. These and other properties of the spacetime metric will not be needed in this paper, and so we leave them to be explored elsewhere.

III. GEODESIC EQUATIONS

In this section, we study the geodesic equations associated with the new metric we computed in the previous section. We begin by summarizing the most important results of [34], regarding the geodesic equations. We then fix the location of the turning points of the orbit and compute the modifications to the conserved quantities relative to the Kerr geodesic with the same turning points.

A. First-order equations

Let us define the dimensionless constants of the motion associated with this new metric as follows:

$$
E \equiv -t^a u_a, \quad ML \equiv \phi^a u_a, \quad M^2C \equiv \xi_{a \beta} u^a u^\beta, \quad (36)
$$

where $t^a = [1, 0, 0, 0]$ is a timelike Killing vector, $\phi^a = [0, 0, 0, 1]$ is an azimuthal Killing vector and $u^a = [\tilde{t}, \tilde{r}, \tilde{\theta}, \tilde{\phi}]$ is the 4-velocity, with overhead dots standing for differentiation with respect to proper time. The Carter constant is also often defined as $Q \equiv C - (L - aE)^2$. Here the approximate, second-order Killing tensor $\xi_{a \beta} = \xi_{a \beta} + \delta \xi_{a \beta}$. The background Killing tensor is simply the Kerr one

$$
\xi_{a \beta} = \Delta \tilde{k}_{(a} \tilde{l}_{b)} + r^2 \tilde{g}_{a \beta}, \quad (37)
$$

with $\tilde{k}^a$ and $\tilde{l}^a$ the principal null directions of Kerr:

$$
\tilde{k}^a = \left[ \frac{r^2 + M^2a^2}{\Delta}, 1, 0, \frac{Ma}{\Delta} \right]. \quad (38)
$$

$$
\tilde{l}^a = \left[ \frac{r^2 + M^2a^2}{\Delta}, -1, 0, \frac{Ma}{\Delta} \right]. \quad (39)
$$

The Killing tensor deformation is

$$
\delta \xi_{a \beta} \equiv \Delta \left[ \delta k_{(a} \tilde{l}_{b)} + \delta l_{(a} \tilde{k}_{b)} + 2h_{\delta(\tilde{k}_a \tilde{l}_b)} \right] + 3r^2 h_{a \beta}. \quad (40)
$$

where the deformed null vectors are

$$
\delta k^a = \left[ \frac{r^2 + M^2a^2}{\Delta} \gamma_1 + \gamma_4, \gamma_1, 0, \frac{aM}{\Delta} \gamma_1 + \gamma_3 \right]. \quad (41)
$$

$$
\delta l^a = [\gamma_4, 0, 0, \gamma_3]. \quad (42)
$$

and we have used the requirements of Sec. II B to simplify these expressions.

The dimensionless constants of the motion, when evaluated on the perturbed metric, become

$$
E = \tilde{E} + \varepsilon (h_{\mu \nu} \tilde{u}^\mu \tilde{u}^\nu + \tilde{g}_{\mu \nu} \tilde{u}^\mu \tilde{u}^\nu), \quad (43)
$$

$$
ML = \tilde{M}L + \varepsilon (h_{\mu \nu} \phi^\mu \tilde{u}^\nu + \tilde{g}_{\mu \nu} \phi^\mu \tilde{u}^\nu), \quad (44)
$$

$$
M^2C = M^2\tilde{C} + \varepsilon (\delta \xi_{\mu \nu} \tilde{u}^\mu \tilde{u}^\nu + 2\tilde{g}_{\mu \nu} \delta \tilde{u}^\mu \tilde{u}^\nu), \quad (45)
$$

and the normalization condition for the four-velocity is

$$
0 = h_{\mu \nu} \tilde{u}^\mu \tilde{u}^\nu + 2\tilde{g}_{\mu \nu} \tilde{u}^\mu \tilde{u}^\nu, \quad (46)
$$

since by definition $-1 = \tilde{g}_{\mu \nu} \tilde{u}^\mu \tilde{u}^\nu$. In all of these equations, $\tilde{u}^\mu = [\tilde{t}, \tilde{r}, \tilde{\theta}, \tilde{\phi}]$ is the unperturbed, Kerr four-velocity, while $\delta \tilde{u}^\mu$ is a perturbation of $\mathcal{O}(\varepsilon)$. 
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The second-order geodesic equations can be rewritten as a first-order set through Eqs. (43)–(46). To achieve this, one must make a gauge choice for the constants of the motion associated with the full spacetime \((E, L, C)\). In [34], the authors chose to keep \(E = \bar{E}, L = \bar{L}\) and \(C = \bar{C}\), which then implies that \(\delta u^\mu\) must be such that all terms in parentheses in Eqs. (43)–(45) vanish. This choice, however, forces the turning points of the orbit to be different from the GR orbit with constants \((\bar{E}, \bar{L}, \bar{Q})\).

Using this condition and Eq. (46), the geodesic equations can be rewritten in first-order form:

\[
\rho^2 i = T_K(r, \theta) + \epsilon \delta T(r, \theta),
\]

\[
\rho^4 r^2 = R_K(r) + \epsilon \delta R(r, \theta),
\]

\[
\rho^2 \delta = \Phi_K(r, \theta) + \epsilon \delta \Phi(r, \theta),
\]

\[
\rho^4 \delta^2 = \Theta_K(\theta) + \epsilon \delta \Theta(r, \theta),
\]

where the Kerr potentials \((T_K, R_K, \Theta_K, \Phi_K)\) are given by

\[
T_K = -aM(a\bar{E}\sin^2 \theta - M\bar{L}) + (r^2 + M^2a^2)^{\frac{P}{\Delta}},
\]

\[
R_K = P^2 - \Delta[M^2\bar{Q} + M^2(a\bar{E} - \bar{L})^2 + r^2],
\]

\[
\Theta_K = M^2\bar{Q} - M^2\bar{L}^2\cot^2 \theta - M^2a^2\cos^2 \theta(1 - \bar{E}^2),
\]

\[
\Phi_K = -\left(aM\bar{E} - \frac{M\bar{L}}{\sin^2 \theta} + \frac{aMP}{\Delta}\right),
\]

where \(P = \bar{E}(r^2 + M^2a^2) - M^2a\bar{L}\). The perturbation potentials \((\delta T, \delta R, \delta \Theta, \delta \Phi)\) are given by

\[
\delta T(r, \theta) = \left[\frac{(r^2 + M^2a^2)^2}{\Delta} - M^2a^2\sin^2 \theta\right]h_{1a}\tilde{u}^a + \frac{2aM^2r}{\Delta}h_{\phi a}\tilde{u}^a,
\]

\[
\delta R(r, \theta) = \Delta[A(r, \theta) - B(r, \theta)],
\]

\[
\delta \Theta(r, \theta) = A(r, \theta)M^2a^2\cos^2 \theta - B(r, \theta),
\]

\[
\delta \Phi(r, \theta) = \frac{2aM^2r}{\Delta}h_{1a}\tilde{u}^a - \frac{\rho^2 - 2Mr}{\Delta\sin^2 \theta}h_{\phi a}\tilde{u}^a,
\]

and the functions \(A(r, \theta)\) and \(B(r, \theta)\) are given by

\[
A(r, \theta) = 2(h_{1a}\tilde{v} + h_{\phi a}\tilde{w})\tilde{u}^a - h_{\alpha\beta}\tilde{u}^a\tilde{u}^\beta,
\]

\[
B(r, \theta) = 2\left(\xi_{1i}\tilde{v} + \xi_{\phi i}\tilde{w}\right)\tilde{u}^i + \left(\xi_{1i}\tilde{v} + \xi_{\phi i}\tilde{w}\right)\delta u^i + \delta \xi_{1\alpha}\tilde{u}^\alpha\tilde{u}^\beta
\]

in which the four-velocity associated with the background trajectory \(\bar{u}^a\) is

\[
\tilde{u}^i = \tilde{v} = \rho^{-2}T_K(r, \theta),
\]

\[
\tilde{u}^\phi = \tilde{w} = \rho^{-2}\sqrt{R_K(r)},
\]

and the four-velocity associated with the perturbation is

\[
\delta u^i = \delta i = \rho^{-2}\delta T,
\]

\[
\delta u^\phi = \delta \phi = \rho^{-2}\delta \Phi.
\]

Let us expand the perturbation to the geodesic equations in the far-field limit, using the metric in Eqs. (27)–(30). Doing so, we find

\[
\delta T = M^2 \sum_{n=-2}^{\infty} \delta T_n \left(\frac{M}{r}\right)^n,
\]

\[
\delta \Theta = M^2 \sum_{n=-2}^{\infty} \delta \Theta_n \left(\frac{M}{r}\right)^n,
\]

\[
\delta R = M^2 \sum_{n=-2}^{\infty} \delta R_n \left(\frac{M}{r}\right)^n,
\]

\[
\delta \Phi = M^2 \sum_{n=-2}^{\infty} \delta \Phi_n \left(\frac{M}{r}\right)^n,
\]

where we note that \((\delta T_n, \delta R_n, \delta \Theta_n, \delta \Phi_n)\) are all dimensionless, unlike \((T_K, \delta T, \Theta_K, \delta \Phi)\) which have units of \(M^2\), \((R_K, \delta R)\) which have units of \(M^3\) and \((\Phi_K, \delta \Phi)\) which have units of \(M\). With this, the first nonvanishing perturbations are
\[ \delta R_{-2} = (2\gamma_{4,2} + 2\gamma_{1,2})\dot{E}^2 - 2\ddot{E} L \gamma_{3,1} - \gamma_{1,2}, \]
\[ \delta R_{-1} = \dot{E}^2(-4\gamma_{4,2} + 2\gamma_{4,3} + 2\gamma_{1,3}) + 4\ddot{E} L \gamma_{3,1} + 2\gamma_{1,2} - \gamma_{1,3}, \]
\[ \delta R_{0} = \dot{E}^2[(2\gamma_{4,4} + 2\gamma_{1,4} - 4\gamma_{3,1}) + (4\gamma_{4,2} + 3\gamma_{1,2})a^2] - \dot{E} L (2(\gamma_{4,2} + \gamma_{1,2})a + 2\gamma_{3,3} + 4a^2 \gamma_{3,1}) + \dot{L}^2(2a\gamma_{3,3} - \gamma_{1,1}) + 2\gamma_{1,3} - [a^2 - \ddot{Q}] \gamma_{1,2}, \]
\[ \delta R_{1} = \dot{E}^2[(2\gamma_{4,5} + 2\gamma_{1,5} - 4\gamma_{4,4}) + (2\gamma_{1,2} + 4\gamma_{4,3} - 4\gamma_{3,1})a^2] + \dot{E} L((-4\gamma_{1,2} - 2\gamma_{4,3} + 4\gamma_{4,2})a
\[ + (4\gamma_{4,3} - 2\gamma_{3,3})a^2] + L^2(2\gamma_{1,2} - \gamma_{3,1} - 4a\gamma_{3,1}) + \ddot{Q}(2\gamma_{1,2} - \gamma_{3,1}) + 2\gamma_{1,4} - \gamma_{1,5} - a^2 \gamma_{1,3}, \]
\[ \delta R_{2} = \dot{E}^2((2\gamma_{4,4} + 2\gamma_{1,4} - 4\gamma_{4,3} + 3\gamma_{1,1})a^2 + a^4/(\gamma_{1,2} + 2\gamma_{4,2}))
\[ + \ddot{E} L((-2\gamma_{4,2} - 2\gamma_{1,2})a^3 + (4\gamma_{3,4} - 2\gamma_{3,3})a) - (2\gamma_{4,4} + 4\gamma_{4,3} - 4\gamma_{3,1})a - a^2 \gamma_{3,3} - 2a^4 \gamma_{3,1}]
\[ + L^2(2a\gamma_{3,3} - \gamma_{1,4} + 2\gamma_{1,3} + a^2 \gamma_{1,2} + 2a^3 \gamma_{3,1}) + \ddot{Q}((-\gamma_{1,4} + 2\gamma_{1,3}) - a^2 \gamma_{1,2} + 2\gamma_{1,5} - \gamma_{1,6} - a^2 \gamma_{1,4}). \]

\[ \delta \Omega_0 = -2\gamma_{3,1} a \dot{E}^2 \sin^2 \theta + 2\ddot{E} L \gamma_{3,1}, \quad \delta \Omega_n = 0. \]

In the CS limit, these separated equations become
\[ \delta T_{\text{CS}} = \frac{5}{8} M^2 \left( \frac{M}{r} \right)^4 \dot{E} a \zeta, \]
\[ \delta R_{\text{CS}} = \frac{5}{4} M^2 \left( \frac{M}{r} \right)^2 \ddot{E} a \zeta, \]
\[ \delta \Phi_{\text{CS}} = \frac{5}{8} M^2 \left( \frac{M}{r} \right)^4 \dot{E} a \zeta, \]

to leading order and \( \delta \Theta_{\text{CS}} = 0 \), all of which agrees with the results found in [21].

We finish this section with a comment on this decomposed set of first-order equations. The existence of an approximate, second-order Killing tensor allowed us to construct a Carter constant, which in turn allowed us to rewrite the second-order geodesic equations in first-order form. This does not necessarily imply that the resulting first-order equations will be decoupled (i.e., that the \( \dot{r} \) source term depends on \( r \) only and the \( \dot{\theta} \) source term depends on \( \theta \) only). Nonetheless, in the far-field limit, we have just found empirically in the above equations that the resulting first-order equations do separate.

**B. Weak-field expansion**

The equations presented above are not strictly weak-field expansions, as the GR constants of the motion (\( \dot{E}, \dot{L}, \dot{Q} \)) also depend on the radius of the orbit. We choose to parametrize the orbit in terms of a semilatus rectum \( p \), an eccentricity, \( e \) and an inclination angle, \( \theta_{\text{ip}} \). The weak-field limit corresponds to taking \( p \gg 1 \). We define these constants of the motion from the radial and azimuthal turning points of the motion, which are given by \( \dot{r}(r_{\pm}) = 0 \) and \( \dot{\theta}(\theta_{\text{ip}}) = 0 \), with
\[ r_{\pm} = M p / (1 \mp e) . \]

For Kerr, setting \( R_k(r_{\pm}) = 0 = \Theta_k(\theta_{\text{ip}}) \), we find that
\[ E_k \sim 1 + \frac{1}{2p} (e^2 - 1) + \frac{3}{8p^2} (1 - e^2)^2 + O(p^{-3}), \]
\[ L_k \sim \sqrt{p} \sin \theta_{\text{ip}} + \frac{1}{2} p^{-1/2} (e^2 + 3) \sin \theta_{\text{ip}} \]
\[ - \frac{a}{p} (e^2 + 3) \sin^2 \theta_{\text{ip}} - \frac{a^2}{2p^{3/2}} (3 + e^2) \sin \theta_{\text{ip}} \cos^2 \theta_{\text{ip}} \]
\[ + \sin \theta_{\text{ip}} \left[ \frac{3}{8p^{3/2}} (e^2 + 3)^2 + \frac{a^2}{p^{3/2}} (1 + e^2) \right] \]
\[ - \frac{a}{2p^2} (5 + 3e^2)(e^2 + 3) \sin^2 \theta_{\text{ip}} + O(p^{-3}). \]
\[ Q_K \sim \cos^2 \theta_{tp} \left( p + (e^2 + 3) - \frac{2a}{p^{1/2}}(e^2 + 3) \sin \theta_{tp} \right) + \frac{1}{p} \left[ (e^2 + 3)^2 + a^2(3 + e^2) \sin^2 \theta_{tp} \right] + 4 \frac{a^2}{p^{3/2}} \sin \theta_{tp} (2 + e^2) (3 + e^2) + \mathcal{O}(p^{-2}). \] 

We find to keeping only the cases in which certain horrendous. We will thus present results only for special the geodesic in the deformed spacetime.

In the higher-order cases, we can obtain a more general formula: if \( B_{N>2} = (\gamma_{1,N}, \gamma_{3,N+1}, \gamma_{4,N}) \) is nonvanishing (which corresponds to keeping only the \( \mathcal{O}(1/r^N) \) terms in \( h_{\mu \nu} \)), then

\[ \delta T_{B_2} \sim (\gamma_{1,2} + 2\gamma_{4,2})M^2 - 2M^2 a \gamma_{3,1} \sin^2 \theta,
\]

\[ \delta R_{B_2} \sim -2M^2 r^2 p^{1/2} \gamma_{3,1} \sin \theta_{tp} + M^2 r^2 (\gamma_{1,2} + 2\gamma_{4,2}), \]

\[ \delta \Theta_{B_2} \sim 2M^2 p^{1/2} \gamma_{3,1} \sin \theta_{tp} - 2M^2 a \gamma_{3,1} \sin^2 \theta, \]

\[ \delta \Phi_{B_2} \sim -\frac{2M^3 a p^{1/2}}{r^2} \gamma_{3,1} \sin \theta_{tp} + \frac{M^3}{r} \left[ a(\gamma_{1,2} + 2\gamma_{4,2}) + \gamma_{3,3} + \gamma_{3,1} a^2 \right]. \]

In the CS limit and to leading order in the weak-field, we find

\[ \delta T_{CS} \sim \frac{5}{8} \frac{M^6 p^{1/2}}{r^4} a \xi \sin \theta_{tp}, \]

\[ \delta \Theta_{CS} \sim 0, \]

\[ \delta \Phi_{CS} \sim -\frac{5}{8} \frac{M^5}{r^2} a \xi. \]

C. Orbital parametrization

If we define the orbit through the semilatus rectum, eccentricity and inclination parameter introduced above, then in the parametrically deformed spacetimes studied in this paper, the turning points are not in the same spatial location as the GR geodesic with the same \((E, L, Q)\). We can use the same parametrization of the orbit if we force the turning points to be in these locations. The corresponding constants of the motion are shifted from those in the Kerr spacetime with the given turning points by an amount of \( \mathcal{O}(\varepsilon) \):

\[ \vec{E} = E_K + \varepsilon \delta E, \]

\[ \vec{L} = L_K + \varepsilon \delta L, \]

\[ \vec{Q} = Q_K + \varepsilon \delta Q. \]

This only changes the \((T_K, R_K, \Theta_K, \Phi_K)\) potentials in the geodesic equations [Eqs. (47)–(50)], as \((\delta E, \delta L, \delta Q, \delta \Theta, \delta \Phi)\) will be of \( \mathcal{O}(\varepsilon^2) \).

The shifts in the energy, angular momentum and Carter constant can be obtained by requiring that the turning points of the perturbed spacetime be the same as those of the GR Kerr spacetime. Expanding to \( \mathcal{O}(\varepsilon) \), the radial turning points lead to the conditions

\[ 0 = \frac{\partial R_K}{\partial E_K} \bigg|_{r_p} (\delta E + \frac{\partial R_K}{\partial \tilde{L}_K} \bigg|_{r_p} (\delta L + \frac{\partial R_K}{\partial \tilde{Q}_K} \bigg|_{r_p} (\delta Q + \delta R(r_p; E_K, \tilde{L}_K, \tilde{Q}_K). \]

while the location of the polar turning points provides the condition

\[ 0 = \frac{\partial \Theta_K}{\partial E_K} \bigg|_{\theta_{tp}} (\delta E + \frac{\partial \Theta_K}{\partial \tilde{L}_K} \bigg|_{\theta_{tp}} (\delta L + \frac{\partial \Theta_K}{\partial \tilde{Q}_K} \bigg|_{\theta_{tp}} (\delta Q + \delta \Theta(\theta_{tp}; E_K, \tilde{L}_K, \tilde{Q}_K). \]

These equations can be solved for \((\delta E, \delta L, \delta Q)\) to obtain
where we have define the eccentricity function

\[ \frac{R_Q^+ \delta \Theta(\theta_{tp})}{\sin^2 \theta_{tp}} - \delta R(r_+)(R_Q^+ - \cot^2 \theta_{tp} R_Q^+)S^{-1}, \]  

(94)

\[ \delta L = \left[ \frac{R_Q^+ \delta \Theta(\theta_{tp})}{\sin^2 \theta_{tp}} - \delta R(r_-) \right](R_Q^+ - 2a^2 E \cos^2 \theta_{tp} R_Q^+) - \left[ \frac{R_Q^+ \delta \Theta(\theta_{tp})}{\sin^2 \theta_{tp}} - \delta R(r_-) \right](R_Q^+ - 2a^2 E \cos^2 \theta_{tp} R_Q^+)S^{-1}, \]  

(95)

\[ \delta Q = \cot^2 \theta_{tp} 2L \delta L - 2a^2 E \cos^2 \theta_{tp} \delta E - \delta \Theta(\theta_{tp}), \]  

(96)

\[ R_E^+ = 2 \left[ \frac{p^2}{1 \pm \epsilon} + a^2 \right] \frac{p^2}{1 \pm \epsilon} + 2a^2 \frac{p}{1 \pm \epsilon} \]  

(97)

\[ R_L^- = -4a \frac{p}{1 \pm \epsilon} E - 2L \frac{p}{1 \pm \epsilon} \left( \frac{p}{1 \pm \epsilon} - 2 \right), \]  

(98)

\[ S = (R_E^+ - 2a^2 E \cos^2 \theta_{tp} R_Q^+)(R_L^- + \cot^2 \theta_{tp} R_Q^-) - (R_E^+ - 2a^2 E \cos^2 \theta_{tp} R_Q^+)(R_L^- + \cot^2 \theta_{tp} R_Q^-), \]  

(99)

and all quantities are to be evaluated at \((E_K, L_K, Q_K)\).

Taking the weak-field limit of the above equations, when only \(B_2\) is nonvanishing, we find

\[ \delta E_{B_2} = \frac{1}{2p^2} \left( 1 - e^2 \right)^2 (\gamma_{1.2} + 2a \gamma_{3.1} \sin^2 \theta_{tp}), \]  

(100)

\[ \delta L_{B_2} = \frac{1}{\sqrt{p}} (-a \sin^2 \theta_{tp} \gamma_{3.1} + \sin \theta_{tp} (\gamma_{4.2} + \gamma_{1.2} / 2)), \]  

(101)

\[ \delta Q_{B_2} = -2 \sqrt{p} \sin \theta_{tp} \gamma_{3.1}, \]  

(102)

while if only \(B_N\) is nonvanishing for \(N > 2\) we have

\[ \delta E_{B_N} = \frac{1}{2} p^{-N} f_{N-2}^2 (1 - e^2)^2 (\gamma_{1N} + 2 \gamma_{4N}), \]  

(103)

\[ \delta L_{B_N} = \frac{1}{2} p^{3/2-N} f_N^2 (e) \sin \theta_{tp} (\gamma_{1N} + 2 \gamma_{4N}), \]  

(104)

\[ \delta Q_{B_N} = p^{2-N} f_N^2 (e) \cos^2 \theta_{tp} (\gamma_{1N} + 2 \gamma_{4N}), \]  

(105)

where we have define the eccentricity function

\[ f_N^2 (e) = \frac{\left[ (1 + e)^N - (1 - e)^N \right]}{\left( 1 + e^2 \right)^N - (1 - e^2)^N}. \]  

(106)

If we take the CS limit, the leading-order pieces are

\[ \delta E_{CS} = \frac{5}{4} a \xi p^{-1/2} \sin^2 \theta_{tp} (1 - e^2)^2 (1 + e^2), \]  

(107)

\[ \delta L_{CS} = \frac{5}{8} a \xi p^{-5/2} \sin^2 \theta_{tp} (e^2 + 3) (3e^2 + 1), \]  

(108)

\[ \delta Q_{CS} = \frac{5}{4} a \xi p^{-7/2} \sin \theta_{tp} \cos^2 \theta_{tp} (e^2 + 3) (3e^2 + 1), \]  

(109)

and we see that \(2 \delta L_{CS} = \dot{L} \delta Q_{CS}. \)

IV. FUNDAMENTAL FREQUENCIES

In this section, we calculate the fundamental frequencies of orbital motion for the parametrically deformed space-time. We first compute generic expressions for these frequencies, and then present results valid in the weak-field limit.

A. General results

1. Radial frequencies

The condition that the turning points of the radial motion are at \(r_\pm\) allows us to write the change to the right-hand side of the radial geodesic equation as

\[ \frac{\partial R_K}{\partial E_K} \delta E + \frac{\partial R_K}{\partial L_K} \delta L + \frac{\partial R_K}{\partial Q_K} \delta Q + M^4 \sum_{n=-2}^{\infty} \delta R_n \left( \frac{M^4}{r} \right)^n, \]  

(110)

where we have here factored out the two turning points \(r_\pm\). Equating coefficients of \(r^n\) allows us to derive a recursion relation for the constants \(v_n;\)

\[ v_{-2} = -2E_K \delta E, \]  

(111)

\[ -v_{-1} + \frac{2p}{(1 - e^2)} v_{-2} = 0, \]  

(112)
\[-v_0 + \frac{2p}{1-e^2} v_1 - \frac{p^2}{1-e^2} v_2 = 2a^2E_K\delta E - 2L_K\delta L - \delta Q + \delta R_{-2}. \quad (113)\]

\[-v_1 + \frac{2p}{1-e^2} v_0 - \frac{p^2}{1-e^2} v_1 = 4a(aE_K - L_K)\delta E + 4(L_K - aE_K)\delta L + 2\delta Q + \delta R_{-1}. \quad (114)\]

\[-v_2 + \frac{2p}{1-e^2} v_1 - \frac{p^2}{1-e^2} v_0 = -a^2\delta Q + \delta R_0. \quad (115)\]

\[-v_{n+2} + \frac{2p}{1-e^2} v_{n+1} - \frac{p^2}{1-e^2} v_n = \delta R_n \quad \forall \ n \geq 1. \quad (116)\]

These equations can be solved to derive successive coefficients. In practice, we will be interested in perturbations for which the series terminates at a finite $N$. If $\delta R_{n\geq N} = 0$, then $v_{n>N} = 0$ and the above equations provide $N+2$ equations for $N$ unknowns. The two extra equations are actually redundant, as they give the $\delta E$ and $\delta L$ needed to keep the turning points fixed at $r_\pm$. These ($\delta E, \delta L$) were already computed in the previous section.

The solution to these equations can be best studied by separating out a few special cases. Let us consider the situation where the series contains only one term, $\delta R_N$. Then, the above equations indicate that $v_N \sim p^{-2}$ and $v_{n\neq N} \sim p^{-2+(n-N)}$. Hence, all terms proportional to $v_n/r^n$ have the same leading-order behavior in $p$. Now, let us consider the following special cases:

(i) If $N \leq 2$, then the five coefficients ($v_{-2}, \ldots, v_2$) are nonzero, but $v_{n>2} = 0$.

(ii) If $N < 1$, the coefficients are given by

\[
v_{-2} = -2E_K\delta E, \quad (117)\]

\[
v_{-1} = -\frac{4pE_K\delta E}{1-e^2}, \quad (118)\]

\[
v_0 = -2\left[\frac{p^2(3+e^2)}{(1-e^2)^2} + a^2\right]E_K\delta E + 2L\delta L + \delta Q - \delta R_{-2}, \quad (119)\]

\[
v_1 = -\left[\frac{8p^3(1+e^2)}{(1-e^2)^3} + \frac{4pa^2}{1-e^2}\right]E_K\delta E - 4a(aE_K - L_K)\delta E + 4aE_K\delta L + 2(2L_K\delta L + \delta Q)\left(\frac{p}{1-e^2} - 1\right) - \frac{2p}{1-e^2}\delta R_{-2} + \delta R_{-1}. \quad (120)\]

\[
v_2 = -2\left[\frac{5+10e^2 + e^4}{(1-e^2)^4} + \frac{(3+e^2)p^2a^2}{(1-e^2)^2}\right]E_K\delta E + \frac{2p}{1-e^2}[4aE_K\delta L - 4a(aE_K - L_K)\delta E]
\]

\[+ \frac{p(3+e^2)p-4(1-e^2)^2}{(1-e^2)^2}(2L_K\delta L + \delta Q) + a^2\delta Q - \frac{(3+e^2)p^2}{(1-e^2)^2}\delta R_{-2} + \frac{2p}{1-e^2}\delta R_{-1} + \delta R_0. \quad (121)\]

where we have assumed all but one of the $\delta R_n$’s are zero.

(iii) If $N \geq 1$, the previous five equations still hold, with the $\delta R_n$’s set to zero.

(iv) If $N = 1, 2$, we have the additional equations

\[
\frac{2p}{1-e^2} v_2 - \frac{p^2}{1-e^2} v_1 = \delta R_1, \quad (122)\]

\[
- \frac{p^2}{1-e^2} v_2 = \delta R_2. \quad (123)\]

but these will be automatically satisfied for $\delta E$, $\delta L$ and $\delta Q$ derived earlier.

(v) If $N > 2$, we have $v_n = 0$ for $n > N$, $v_{-2}, \ldots, v_2$ are given by Eqs. (117)–(121) and

We note that $v_k$ is proportional to $p^{k-(2+N)}$.

The set of equations for the $v_n$’s, $\delta E$ and $\delta L$ are linear, so to find the general solution we can proceed as follows. We denote by $v_{n-k}$, $\delta E_{-2}$ and $\delta L_{-2}$ the solution to the above equations with only $\delta R_{-2} \neq 0$ and define

\[
\delta Q_{-2} = \cot^2\theta_q2L_K\delta L_{-2} - 2a^2E_K\cos^2\theta_q\delta E_{-2} - \delta \Theta(\theta_q). \quad (124)\]
Then, for \( N > -2 \), we denote by \( v^n \), \( \delta E_N \) and \( \delta L_N \) the solution to the above equations with only \( \delta R_N \neq 0 \) and with

\[
\delta Q_N = \cos^2 \theta \text{i_p} 2L_K \delta L_N - 2a^2 E_K \cos^2 \theta \text{i_p} \delta E_N. 
\]

(125)

The general solution is then given by \( v_n = \sum \delta E_k, \delta L = \sum \delta L_k \) and \( \delta Q = \sum \delta Q_k \).

The radial geodesic equation is most conveniently integrated by changing variables. First, we define a new dimensionless time parameter, \( \lambda \):

\[
\frac{d}{d\lambda} = \frac{\rho^2}{M} \frac{d}{d\tau}.
\]

(126)

where \( \tau \) is proper time (differentiation with respect to which was denoted by an overhead dot previously).

Next, we parametrize the orbit in terms of the (dimensionless) semilatus rectum \( p \), the eccentricity \( e \) and a phase angle \( \psi \) via

\[
r = \frac{M p \cos \psi}{1 + e \cos \psi}.
\]

(127)

Equation (110) then becomes a differential equation for \( \psi \), namely \( d\psi/d\lambda = \sqrt{V_\psi} \), where \( V_\psi = V_\psi + e \delta V_\psi \) and

\[
V_\psi(\psi, p, e, t) = \frac{1 - E_k^2}{(1 - e^2)^2} \left[ p(1 - e^2) - p_3(1 + e \cos \psi) \right] \times \left[ p(1 - e^2) - p_4(1 + e \cos \psi) \right].
\]

(128)

\[
\delta V_\psi(\psi, p, e, t) = \frac{1}{(1 - e^2)^2} \sum_{n=-2}^{\infty} \frac{v_n}{p^n} (1 + e \cos \psi)^n + 2.
\]

(129)

The Kerr potential depends on \( M p_3 = (1 - e^2) r_3 \) and \( M p_4 = (1 - e^2) r_4 \), where \( r_3, r_4 \) are the other two turning points of the radial motion. These are given in terms of \( E_k, Q_k, p \) and \( e \) by the expressions

\[
p_3 = Y + \sqrt{Y^2 - X}, \quad p_4 = Y - \sqrt{Y^2 - X}
\]

(130)

where

\[
Y = \frac{1 - e^2}{1 - E_k^2} - p, \quad X = \frac{(1 - e^2)^3}{1 - E_k^2} \frac{a^2 Q_k}{p^2}.
\]

(131)

These relations imply that \( p_3 \sim 1 \) and \( p_4 \sim a^2 \) in the weak field, so \( V_\psi \sim (1 - E_k^2) p^2 / (1 - e^2) \) when \( p \gg 1 \).

We can integrate the evolution equation for \( \psi \) over a complete orbital cycle to determine \( \Lambda_r \), i.e., the \( \lambda \) time elapsed per radial cycle. Writing this in terms of the difference to the Kerr value, \( \Lambda_r = \Lambda_{kr} + e \delta \Lambda_r \), we obtain the correction to the radial period

\[
\delta \Lambda_r = \int_0^{2\pi} \frac{d\psi}{\sqrt{V_\psi}} = \int_0^{2\pi} \frac{d\psi}{\sqrt{V_{kr}}} = \frac{1}{a^2(1 - E_k^2)^{3/2}} \int_0^{2\pi} \frac{\tau}{(z_+ - \cos^2 \theta \text{i_p} \cos^2 \chi)^{3/2}} d\chi.
\]

(132)

which is valid for arbitrary radius at leading order in \( e \).

**2. Polar frequencies**

If we write \( z = \cos^2 \theta \), the condition that the turning points of the polar motion are at \( z = \cos^2 \text{i_p} \) allows us to write the change to the right-hand side of the polar geodesic equation as

\[
\frac{M^2}{(1 - z)} [\delta Q - z(\delta Q + 2L_K \delta L) + 2a^2 E_k \delta E z(1 - z)] + 2M^2 \gamma_3(1) E_k L_k - aE_k^2 (1 - z) \]

\[
= \frac{M^2 \cos^2 \text{i_p} - z}{1 - z} (t_0 + t_1 z),
\]

(133)

and by matching powers of \( z \) we find

\[
t_0 = \frac{1}{\cos^2 \text{i_p}} \left[ \delta Q + 2\gamma_3(1) (E_k L_k - aE_k^2) \right],
\]

(134)

\[
t_1 = 2a(1 - E_k \delta E + \gamma_3 E_k^2).
\]

(135)

The coefficient of \( z \) then gives the relationship between \( \delta Q, \delta E \) and \( \delta L \) we found in Eqs. (94)–(96).

Let us now rewrite the polar geodesic equation in a simpler way, by parametrizing the polar motion using

\[
\cos^2 \theta = \cos^2 \text{i_p} \cos^2 \chi.
\]

(136)

The polar equation then becomes

\[
\left( \frac{d\chi}{d\lambda} \right)^2 = V_{kr}(\chi, p, e, t) + e(t_0 + t_1 \cos^2 \text{i_p} \cos^2 \chi).
\]

(137)

\[
V_{kr}(\chi, p, e, t) = a^2(1 - E_k^2) (z_+ - \cos^2 \text{i_p} \cos^2 \chi),
\]

(138)

where \( z_+ = \frac{Q_k}{a^2(1 - E_k^2) \cos^2 \text{i_p}} \).

(139)

As in the radial case, we can compute the perturbation to the \( \theta \) period in \( \lambda \) by writing \( \Lambda_\theta = \Lambda_{kr} + e \delta \Lambda_\theta \) and find

\[
\delta \Lambda_\theta = \frac{1}{a^3(1 - E_k^2)^{3/2}} \int_0^{2\pi} \frac{\tau}{(z_+ - \cos^2 \text{i_p} \cos^2 \chi)^{3/2}} d\chi.
\]

(140)
3. Azimuthal frequencies

We can write the azimuthal geodesic equation as

$$\frac{d\phi}{d\lambda} = \frac{p^2}{M} \frac{d\phi}{d\tau} = \Phi_\tau(r) + \Phi_\theta(\theta),$$

(141)

which allows us to define a radial and a polar contribution to the average advance of \(\phi\) over a radial/polar period

$$\Delta \phi_{\lambda,r} = \int_0^{2\pi} \Phi_\tau[p/(1 + e \cos \psi)] d\psi,$$

(142)

$$\Delta \phi_{\lambda,\theta} = \int_0^{2\pi} \Phi_\theta[\cos^{-1}(\cos \theta_{\psi} \cos \chi)] d\chi.$$  

(143)

The average rate of advance of \(\phi\), \(\omega_{\phi\lambda}\), can then be computed as

$$\omega_{\phi\lambda} = \left( \frac{d\phi}{d\lambda} \right)_\lambda = \frac{\Delta \phi_{\lambda,r}}{\lambda_r} + \frac{\Delta \phi_{\lambda,\theta}}{\lambda_\theta}.$$  

(144)

We can write the individual contributions in the form

$$\Delta \phi_{\lambda,r} = \Delta \phi_{\lambda,\theta} + \epsilon \Delta \phi_{\lambda,\theta}$$

and

$$\Delta \phi_{\lambda,\theta} = \Delta \phi_{\lambda,\theta} + \epsilon \Delta \phi_{\lambda,\theta}$$

in which we take the Kerr pieces to be

$$\Delta \phi_{\lambda,\theta} = aM \left( \frac{P}{E} - E_K \right) = aM \left( \frac{2rE_K - aL_K}{\Delta} \right),$$

(145)

$$\frac{\Delta \phi_{\lambda,\theta}}{\sin^2 \theta}.$$  

(146)

Each of the \(\epsilon\) corrections has two contributions—one from the change in the numerator, \(\Phi_\psi\), etc., and one from the change in the denominator, \(d\psi/d\lambda\). We obtain

$$\delta \Delta \phi_{\lambda,r} = a \left( 1 - e^2 \right)^{3/2} \int_0^{2\pi} \frac{2p(1 + e \cos \psi) \delta E - a(1 + e \cos \psi)^2 \delta L}{D_\tau(\psi) \left[ p^2 - 2p(1 + e \cos \psi) + a^2(1 + e \cos \psi)^2 \right]} d\psi$$

$$+ \left( 1 - e^2 \right)^{3/2} \sum_{n=2}^{\infty} \frac{\delta \Phi_\tau}{D_\tau(\psi)} \int_0^{2\pi} \frac{2p(1 + e \cos \psi)\theta^n}{D_\tau(\psi)} d\psi - a \left( 1 - e^2 \right)^{3/2}$$

$$\times \sum_{n=2}^{\infty} \frac{\nu_n}{p^n} \int_0^{2\pi} \frac{\left( 1 + e \cos \psi \right)^{\pi + 2} \left[ 2p(1 + e \cos \psi)E_K - a(1 + e \cos \psi)^2 L_K \right]}{D_\tau(\psi)^2 \left[ p^2 - 2p(1 + e \cos \psi) + a^2(1 + e \cos \psi)^2 \right]} d\psi,$$

(147)

$$D_\tau(\psi) = \left[ \left( p(1 - e^2) - p_3(1 + e \cos \psi) \right] \left[ p(1 - e^2) - p_4(1 + e \cos \psi) \right] \right]^{1/2},$$

(148)

and

$$\delta \Delta \phi_{\lambda,\theta} = \frac{1}{a^2 \left( 1 - E_K^2 \right)^{3/2}} \int_0^{2\pi} \frac{\delta L}{(1 - \cos^2 \theta_{\psi} \cos^2 \chi)^{1/2}} \sqrt{z_+ - \cos^2 \theta_{\psi} \cos^2 \chi} d\chi$$

$$- \frac{1}{a^2 \left( 1 - E_K^2 \right)^{3/2}} \int_0^{2\pi} \frac{\left( t_0 + t_1 \cos^2 \theta_{\psi} \cos^2 \chi \right) L_K}{(1 - \cos^2 \theta_{\psi} \cos^2 \chi)(z_+ - \cos^2 \theta_{\psi} \cos^2 \chi)^{3/2}} d\chi.$$  

(149)

In both the radial and polar corrections, the first term is the contribution from the change in the orbital constants \(E\) and \(L\) in the Kerr part of the numerator. The second term is the contribution from the change in the numerator due to the addition of the perturbation to the numerator. The third term is the contribution from the change in the denominator. There is no second term in the \(\theta\) contribution since the perturbation to \(\Phi\) is purely radial.

4. Temporal frequencies

The motion in \(t\) can be treated in the same way as the motion in \(\phi\). With the analogous definitions, the average rate of advance of time with respect to \(\lambda\), \(\omega_{T\lambda}\), is

$$\omega_{T\lambda} = \left( \frac{dt}{d\lambda} \right)_\lambda = \frac{\Delta T_{\lambda,t}}{\lambda_t} + \frac{\Delta T_{\lambda,\theta}}{\lambda_\theta}.$$  

(150)

where \(\Delta T_{\lambda,t} = \Delta T_{K\lambda,t} + \epsilon \Delta T_{\lambda,t}\) and \(\Delta T_{\lambda,\theta} = \Delta T_{K\lambda,\theta} + \epsilon \Delta T_{\lambda,\theta}\). The Kerr pieces of this rate of change are

$$\Delta T_{K\lambda,t} = (r^2 + M^2 c^2) \frac{P}{\Delta},$$

(151)

$$\Delta T_{K\lambda,\theta} = -aM (a M E_K \sin^2 \theta - M L_K),$$

while the \(O(\epsilon)\) corrections are
\[
\frac{\delta \Delta T_{\Lambda r}}{M} = \frac{(1 - e^2)^{3/2}}{(1 - E_{K}^2)^{1/2}} \int_{0}^{2\pi} [p^2 + a^2(1 + e \cos \psi)^2][(p^2 + a^2(1 + e \cos \psi)^2) \delta E - a(1 + e \cos \psi)^2 \delta L]
\]
\[
\times \sum_{n=0}^{\infty} \frac{\delta T_n}{D_r(\psi)} \int_{0}^{2\pi} \frac{(1 - e^2)^{3/2}}{(1 - E_{K}^2)^{1/2}} \int_{0}^{2\pi} \frac{(1 + e \cos \psi)^n}{D_r(\psi)} [p^2 - 2p(1 + e \cos \psi) + a^2(1 + e \cos \psi)^2] \{E_K[p^2 + a^2(1 + e \cos \psi)^2] - aL_K(1 + e \cos \psi)^2\} d\psi,
\]

and

\[
\frac{\delta \Delta T_{\Lambda \theta}}{M} = \frac{1}{a \sqrt{1 - E_{K}^2}} \int_{0}^{2\pi} a \delta L - a^2(1 - \cos^2 \theta_{\psi} \cos^2 \chi) \delta E \sqrt{z_+ - \cos^2 \theta_{\psi} \cos^2 \chi} \int_{0}^{2\pi} \frac{(1 - \cos^2 \theta_{\psi} \cos^2 \chi)}{\sqrt{z_+ - \cos^2 \theta_{\psi} \cos^2 \chi}} d\chi - \frac{1}{a^3(1 - E_{K}^2)^{3/2}} \int_{0}^{2\pi} \frac{(t_0 + t_1 \cos^2 \theta_{\psi} \cos^2 \chi)(aL_K - a^2 E_K(1 - \cos^2 \theta_{\psi} \cos^2 \chi))}{(z_+ - \cos^2 \theta_{\psi} \cos^2 \chi)^{3/2}} d\chi.
\]

in which \(D_r(\psi)\) was defined in Eq. (149). The origin of each term is as described in the azimuthal case. We note that \(\delta T_n\) denotes the radial part of the perturbation to the temporal potential. This is equal to \(\delta T_n\), except \(\delta T_0 = (\gamma_{1,2} + 2\gamma_{4,2})M^2\).

### 5. Combining results

The orbital frequencies quoted so far were written in terms of the \(\lambda\) parameter. We compute the perturbations to the physical frequencies, i.e., those expressed in Boyer-Lindquist time, by first defining

\[
\Delta T_\Lambda = \Lambda_\theta \Delta T_{\Lambda r} + \Lambda_r \Delta T_{\Lambda \theta},
\]

\[
\Delta \phi_\Lambda = \Lambda_\theta \Delta \phi_{\Lambda r} + \Lambda_r \Delta \phi_{\Lambda \theta},
\]

and then writing

\[
\Omega_\phi = \frac{\langle \frac{dd}{dt} \rangle}{\langle \frac{d\phi_\Lambda}{dt} \rangle} = \frac{\Delta \phi_\Lambda}{\Delta T_\Lambda}, \quad \Omega_r = \frac{2\pi \Lambda_\theta}{\Delta T_\Lambda}, \quad \Omega_\theta = \frac{2\pi \Lambda_r}{\Delta T_\Lambda}.
\]

The factor of 2\(\pi\) is included in the definitions of \(\Omega_r\) and \(\Omega_\theta\) so that all three frequencies are angular frequencies, expressed as radians per second. From the preceding equations, we may find the perturbations to the physical frequencies to be

\[
\frac{\delta \Omega_\phi}{\Omega_\phi} = \frac{\delta \Delta \phi_\Lambda}{\Delta \phi_\Lambda} - \frac{\delta \Delta T_\Lambda}{\Delta \phi_\Lambda}, \quad \frac{\delta \Omega_r}{\Omega_r} = \frac{\delta \Lambda_\theta}{\Lambda_\theta} - \frac{\delta \Delta T_\Lambda}{\Delta T_\Lambda}, \quad \frac{\delta \Omega_\theta}{\Omega_\theta} = \frac{\delta \Lambda_r}{\Lambda_r} - \frac{\delta \Delta T_\Lambda}{\Delta T_\Lambda}.
\]

The frequencies that we need for the construction of AK waveforms, using the notation of Barack and Cutler [12], are the orbital frequency, \(2\pi \nu\), the perihelion precession frequency, \(\dot{\gamma}\), and the orbital plane precession frequency, \(\dot{\alpha}\) (see Sec. VI). These are given by

\[
2\pi \nu = \Omega_r - \dot{\gamma} = \Omega_\theta - \dot{\alpha}, \quad \dot{\gamma} = \Omega_\theta - \Omega_\phi, \quad \dot{\alpha} = \Omega_\phi - \Omega_\theta.
\]

and therefore the changes in the frequencies can be computed from

\[
\frac{\delta \nu}{\nu} = \frac{\delta \Omega_\phi}{\Omega_\phi} - \frac{\delta \Delta T_\Lambda}{\Delta T_\Lambda},
\]

\[
\frac{\delta \dot{\gamma}}{\dot{\gamma}} = \frac{\delta (\Lambda_r - \Lambda_\theta)}{\Lambda_r - \Lambda_\theta} - \frac{\delta \Delta T_\Lambda}{\Delta T_\Lambda},
\]

\[
\frac{\dot{\alpha}}{\dot{\alpha}} = \frac{\delta (\Delta \phi_\Lambda - 2\pi \Lambda_\theta)}{\Delta \phi_\Lambda - 2\pi \Lambda_\theta} - \frac{\delta \Delta T_\Lambda}{\Delta T_\Lambda}.
\]

### B. Weak-field expansion

#### 1. Radial frequencies

Denoting by \(v_{N,1}\) the leading order in \(p\) piece of the parameter \(v_t\) under assumptions \(B_N\), we find for \(B_2\)

\[
v_{B_{2,2}} = \frac{(1 - e^2)^2}{p^3} [\gamma_{1,2} + 2a \sin^2 \theta_{\psi} \gamma_{3,1}],
\]

\[
v_{B_{2,1}} = -\frac{(1 - e^2)^2}{p^2} [\gamma_{1,2} + 2a \sin^2 \theta_{\psi} \gamma_{3,1}],
\]

\[
v_{B_{2,0}} = \frac{(1 - e^2)^2}{p} [\gamma_{1,2} - 2a \sin^2 \theta_{\psi} \gamma_{3,1}],
\]

and the other \(v_{B_{2,i}}\)’s are subdominant in the sense that \(v_{B_{2,i}}/p^i\) is higher order in \(1/p\). We see that for these dominant terms \(v_{B_{2,i}}/p^i \sim O(1/p)\), which motivates us to define \(p\)-independent terms \(\tilde{v}_{B_{2,i}} = v_{B_{2,i}}/p^{i-1}\). For \(B_N\) with \(N > 2\), we find \(v_{B_{N,i}}/p^i \sim O(1/p^{N-2})\) so we can define the \(p\)-independent quantities \(\tilde{v}_{B_{N,i}} = v_{B_{N,i}}/p^{i+2-N}\). We find \(v_{B_{N,i}} \sim 0\) for \(i > N - 4\).
\[ \tilde{\nu}_{B_{N-2}} = -(1 - e^2)^2 f_{N-2}(e)(\gamma_{1,N} + 2\gamma_{4,N}), \]

(166)

and for \(-1 \leq i \leq N - 4\)

\[ \tilde{\nu}_{B_{N-i}} = -2(1 - e^2) f_{N-i}(e)(\gamma_{1,N} + 2\gamma_{4,N}), \]

(167)

in which \(f_N(e)\) is as defined in Eq. (106).

The corresponding expressions in the CS limit are

\[ \tilde{\nu}_{CS, -2} = -\frac{5}{2}(1 - e^2)^2(1 + e^2)\xi a \sin \theta q, \]

(168)

\[ \tilde{\nu}_{CS, -1} = -5(1 - e^2)(1 + e^2)\xi a \sin \theta q, \]

(169)

\[ \tilde{\nu}_{CS, 0} = -\frac{5}{4}(1 - e^2)(3 + e^2)\xi a \sin \theta q, \]

(170)

\[ \tilde{\nu}_{CS, 1} = -\frac{5}{2}(1 - e^2)\xi a \sin \theta q, \]

(171)

\[ \tilde{\nu}_{CS, 2} = -\frac{5}{4}(1 - e^2)\xi a \sin \theta q, \]

(172)

where in this case \(\tilde{\nu}_{CS,i} = \nu_{CS,i}/p^{i-7/2}\).

With this identification of the leading-order parts of the \(\nu_i\)'s, the integral for the change to the radial frequency reduces to

\[ \delta \Lambda_r = -p^{-K}(1 - e^2)^{-1} \sum_{n=-\infty}^{\infty} \tilde{\nu}_n I_{n+2}, \]

(173)

in which \(I_n = \int_0^\pi (1 + e \cos \psi)^n d\psi, \)

(174)

the \(\tilde{\nu}_n\)'s are as defined above and \(K\) represents the scaling of the frequency correction with \(p\), which is \(K = 5/2\) for \(B_2\), \(K = N - 1/2\) for \(B_N\) with \(N \geq 3\) and \(K = 5\) in the CS limit. We note that although we have written \(\infty\) as the upper limit of the sum for convenience, in general we will be able to terminate the summation as described above, e.g., at \(n = 0\) for \(B_2\), at \(n = N - 4\) for \(B_N\) with \(N \geq 3\) and at \(n = 2\) for CS. The integral \(I_n\) is evaluated in Appendix A and shown to be equal to

\[ I_n = \pi \sum_{k=0}^{[n/2]} \binom{n}{k} \frac{(n-k)!}{(n-k)(k)!}, \]

(175)

in which \([x]\) denotes the largest integer smaller than \(x\). For the various special cases we have been considering elsewhere, the leading-order shifts in the radial frequency can be simplified to

\[ \delta \Lambda_{r_1} = -\frac{\pi(8 - e^2)}{2p^{3/2}} \left(4 - 3e^2\right)\gamma_{1,1} - 2a(8 - e^2)\sin^2 \theta q \gamma_{3,1} \]

(176)

\[ \delta \Lambda_{r_1} = -\frac{\pi(3 - e^2)}{2p^{3/2}}(\gamma_{1,3} + 2\gamma_{4,3}), \]

(177)

\[ \delta \Lambda_{r_2} = \frac{\pi(8 - e^2)}{2p^{1/2}}(\gamma_{1,4} + 2\gamma_{4,4}). \]

(178)

\[ \delta \Lambda_{r_3} = \frac{\pi(15 + 5e^2 - e^4)}{2p^{9/2}}(\gamma_{1,5} + 2\gamma_{4,3}). \]

(179)

\[ \delta \Lambda_{CS} = \frac{5\pi}{32p^2} a\xi \sin \theta q (12 - e^2)(8 + 9e^2). \]

(180)

2. Polar frequencies

For \(p \gg 1\), we find \(z_+ \sim (Q + L^2)/a^2(1 - E^2)\) and \(Q + L^2 = p\), so \(V_{Kx}(x, p, e, \ell) = p\). The weak-field limit is therefore

\[ \delta \Lambda_\theta = -\frac{\pi}{p^{3/2}} \left( I_0 + I_1q_2^2 \theta q \right), \]

(181)

which for assumptions \(B_2\) gives

\[ \delta \Lambda_{\theta B_2} = -\frac{\pi}{p^{3/2}} \left( 2\gamma_{1,2} + 2\gamma_{4,2} + [3a\cos^2 \theta q - 4a]\gamma_{3,1} \right), \]

(182)

for assumptions \(B_N\) with \(N \geq 3\) gives

\[ \delta \Lambda_{\theta B_N} = -\frac{\pi}{p^{N-1/2}} f_N(e)(\gamma_{1,N} + 2\gamma_{4,N}), \]

(183)

and in the CS limit gives

\[ \delta \Lambda_{\theta CS} = -\frac{5\pi}{4p^2} a\xi \sin \theta q (3 + e^2)(1 + 3e^2). \]

(184)

3. Azimuthal frequencies

In the weak-field, the leading-order part of \(\delta \Delta \phi_{\Lambda,r}\) comes from the terms

\[ \delta \Delta \phi_{\Lambda,r} = \frac{4\pi a \delta E}{p^{3/2}} \]

\[ + \frac{2\pi}{p^{3/2}} \sum_{n=-2}^{\infty} \tilde{\nu}_n I_{n+3}, \]

(185)

in which we are using \(N_\phi\) to denote the first nonzero \(\delta \Phi_i\), \(I_n\) is as defined above and \(K\) has the same meaning as in the radial case: \(K = 5/2\) for \(B_2\), \(K = N - 1/2\) for \(B_N\) with \(N \geq 3\) and \(K = 5\) in the CS limit. Under assumptions \(B_2\), the second term can be seen to dominate, \(N_\phi = 2\) and \(\delta \Phi_2 \sim -2a\sqrt{p} \sin \theta q \gamma_{3,1}\). We therefore find

\[ \delta \Delta \phi_{\Lambda,r} = -\frac{2\pi}{p^{3/2}} a\gamma_{3,1}(e^2 + 2)\sin \theta q. \]

(186)

Under assumptions \(B_N\) with \(N \geq 3\), the second and third terms both contribute and we find
\[
\delta \Delta \phi_{\lambda,r}^{B_{2}=2} = \frac{1}{p^{N+1/2}} \left[ 2[\gamma_{3,N+1} + a(\gamma_{1,N} + \gamma_{4,N})]I_{N} + 2a \left[ \pi (1 - e^{2})f_{N-2}(e) + 2 \sum_{k=2}^{N-1} f_{N-k}(e)L_{k} \right] \times (\gamma_{1,N} + 2\gamma_{4,N}) \right],
\]
(187)

which for the first few \(N\)'s gives
\[
\delta \Delta \phi_{\lambda,r}^{B_{2} = 1} = \frac{1}{p^{N+1/2}} \left[ (2 + 3e^{2})\gamma_{3,4} + a(5 + 3e^{2})\gamma_{1,3} + a(8 + 3e^{2})\gamma_{4,3} \right].
\]
(188)
\[
\delta \Delta \phi_{\lambda,r}^{B_{2} = 3} = \frac{1}{4p^{N+1/2}} \left[ (8 + 24e^{2} + 3e^{4})\gamma_{3,5} + a(40 + 36e^{2} + 3e^{4})\gamma_{1,4} + 3a(24 + 16e^{2} + e^{4})\gamma_{4,4} \right].
\]
(189)
\[
\delta \Delta \phi_{\lambda,r}^{B_{2} = 5} = \frac{1}{4p^{N+1/2}} \left[ (8 + 40e^{2} + 15e^{4})\gamma_{3,6} + 2a(34 + 50e^{2} + 9e^{4})\gamma_{1,5} + a(128 + 160e^{2} + 21e^{4})\gamma_{4,5} \right].
\]
(190)

In the CS limit we find that the second term again dominates, which gives
\[
\delta \Delta \phi_{\lambda,r}^{CS} = -\frac{5\pi}{4p^{9/2}} a \xi \left( 1 + 3e^{2} + \frac{3}{8} e^{4} \right).
\]
(191)

The dominant contribution to \(\delta \Delta \phi_{\lambda,\theta}\) is given by
\[
\delta \Delta \phi_{\lambda,\theta} = \frac{\pi}{p^{N+1/2}} \left[ \frac{2Q_{K} \delta L - \cos^{2} \theta_{\psi} t_{0} L_{K}}{\cos \phi \sin \theta_{\psi}} + \left( \frac{2a^{2}(1 - e^{2})}{p} \delta L + t_{1} L_{K} \right) \left( 1 - \frac{1}{\sin \theta_{\psi}} \right) \right].
\]
(192)

With the \(B_{2}\) assumptions, we find
\[
\delta \Delta \phi_{\lambda,\theta}^{B_{2}} = \frac{2\pi a}{p} \sin \theta_{\psi} \gamma_{3,1}.
\]
(193)

For assumptions \(B_{N}\) with \(N \geq 3\) and in the CS limit, we have \(z-t_{0} = \delta Q\) and using Eqs. (94)–(96), we see that
\[
\begin{align*}
2Q_{K} \delta L - L_{K} \delta Q \\
\cos^{2} \theta_{\psi}
\end{align*}
= 2 \left( \frac{Q_{K}}{\cos^{2} \theta_{\psi}} - \frac{L_{K}^{2}}{\sin^{2} \theta_{\psi}} \right) \delta L + 2a^{2}E_{K}L_{K} \delta E,
\]
(194)

Both terms therefore contribute at the same order giving
\[
\delta \Delta \phi_{\lambda,\theta}^{B_{N}=2} = \frac{a^{2}\pi(1 - e^{2})}{p^{N+1/2}} \left[ f_{N}(e) + (1 - e^{2})f_{N-2}(e) \right] \times (\gamma_{1,N} + 2\gamma_{4,N}) \sin \theta_{\psi},
\]
(195)

which for the first few \(N\)'s gives
\[
\delta \Delta \phi_{\lambda,\theta}^{B_{3}} = \frac{2a^{2}\pi(1 - e^{2})}{p^{4}} (\gamma_{1,3} + 2\gamma_{4,3}) \sin \theta_{\psi},
\]
(196)
\[
\delta \Delta \phi_{\lambda,\theta}^{B_{4}} = \frac{3a^{2}\pi(1 - e^{2})}{p^{5}} \left( 1 + \frac{e^{2}}{3} \right)(\gamma_{1,4} + 2\gamma_{4,4}) \sin \theta_{\psi},
\]
(197)
\[
\delta \Delta \phi_{\lambda,\theta}^{B_{5}} = \frac{4a^{2}\pi(1 - e^{2})}{p^{6}} (1 + e^{2})(\gamma_{1,5} + 2\gamma_{4,5}) \sin \theta_{\psi}.
\]
(198)

In the CS case, we find, at leading order in \(p\),
\[
\delta \Delta \phi_{\lambda,\theta}^{CS} = \frac{25\pi}{4p^{13/2}} a^{3} \xi (1 - e^{2}) \left( 1 + 2e^{2} + \frac{e^{4}}{5} \right) \sin^{2} \theta_{\psi}.
\]
(199)

If we linearize in \(a\), for consistency with the order to which the CS limit was derived, this term can be seen to vanish \(\delta \Delta \phi_{\lambda,\theta}^{CS} = 0\).

### 4. Temporal frequencies

In the weak-field, the leading-order part of \(\delta \Delta T_{\lambda,r}\) comes from the terms
\[
\frac{\delta \Delta T_{\lambda,r}}{M} = \frac{2\pi p^{3/2} \delta E}{(1 - e^{2})^{5/2}} + 2\pi \sqrt{p} \sum_{N_{T} = 0}^{\infty} \frac{\delta T_{I}}{p^{1/2} \sum_{k=0}^{[1/2]} (e^{2})^{2k}} \times \frac{I!}{(I - k)!} (\frac{e^{2}}{1 - e^{2}})^{2k} \sum_{n=2}^{N_{T} - 4} \bar{T}_{n} \bar{I}_{n}.
\]
(200)
in which \(N_{T}\) denotes the first nonzero \(\delta T_{I}\) and \(I_{n}, K\) have the same meaning as in the radial case and as in the preceding section.

We can now evaluate the dominant contribution to \(\delta \Delta T_{\lambda,r}\) in the weak-field for the various cases we have been considering. For assumptions \(B_{2}\), the second and third terms dominate and we find
\[
\delta \Delta T_{\lambda,r}^{B_{2}} = \frac{\pi M}{p^{1/2}} \left[ \gamma_{1,2} + 4\gamma_{4,2} - 2a \sin^{2} \theta_{\psi} \gamma_{3,1} + \frac{3}{(1 - e^{2})^{1/2}}(\gamma_{1,2} + 2a \sin^{2} \theta_{\psi} \gamma_{3,1}) \right].
\]
(201)

Under assumptions \(B_{N}\) for \(N \geq 3\), the third term dominates. For the first few \(N\)'s we obtain
\[
\delta \Delta T_{\Lambda, r}^{B_i} = \frac{3 \pi M}{2 p^{1/2}(1 - e^2)^{1/2}} (2 \gamma_{4,3} + \gamma_{1,3}).
\]

\[
\delta \Delta T_{\Lambda, r}^{B_i} = \frac{\pi M}{p^{3/2}} \left[ \frac{3}{(1 - e^2)^{1/2}} + 1 \right] (2 \gamma_{4,4} + \gamma_{1,4}),
\]

\[
\delta \Delta T_{\Lambda, r}^{B_i} = \frac{3 \pi M}{2 p^{5/2}} \left[ \frac{3 + e^2}{(1 - e^2)^{1/2}} + 2 \right] (2 \gamma_{4,5} + \gamma_{1,5}).
\]

In the CS limit, at leading order in \( p \), the third term again dominates and we obtain

\[
\delta \Delta T_{\Lambda, r}^{CS} = \frac{15 \pi M \xi a}{8} \frac{\sin \theta_p}{p^3} \left[ 4(1 + e^2) \right] \left[ (1 - e^2)^{1/2} + (4 + e^2) \right].
\]

The dominant contribution to \( \delta \Delta T_{\Lambda, \theta} \) comes from the terms

\[
\frac{\delta \Delta T_{\Lambda, \theta}^{B_i}}{M} = \frac{2 \pi a \delta L}{\sqrt{p}} - \frac{2 \pi a \gamma_{3,1} E_K(2 - \cos^2 \theta_p)}{\sqrt{p}}
\]

\[
- \frac{\pi a L_k}{p^{3/2}} \left( \frac{\cos^2 \theta_p}{2} \right) + \frac{\pi a^2 E_K}{p^{3/2}} \times \left[ (1 - \frac{\cos^2 \theta_p}{2}) (1 - \frac{3 \cos^2 \theta_p}{2}) \right].
\]

(206)

Under assumptions \( B_2 \), the second term dominates and we find

\[
\frac{\delta \Delta T_{\Lambda, \theta}^{B_3}}{M} = - \frac{2 \pi a}{\sqrt{p}} \gamma_{3,1}(2 - \cos^2 \theta_p).
\]

(207)

Under assumptions \( B_N \) for \( N \geq 3 \), the final term dominates giving

\[
\frac{\delta \Delta T_{\Lambda, \theta}^{B_N-2}}{M} = \frac{\pi a^2}{2 p^{N-1/2}} f_N(e)(2 - \cos^2 \theta_p)(2 \gamma_{4,N} + \gamma_{1,N}).
\]

(208)

At leading order in \( p \) the same term dominates in the CS limit to give

\[
\frac{\delta \Delta T_{\Lambda, \theta}^{CS}}{M} = \frac{5 \pi a^3 \xi}{8} \frac{\sin \theta_p}{p^3} (e^2 + 3)(3e^2 + 1).
\]

(209)

If we linearize in \( a \) for consistency, then we find \( \delta \Delta T_{\Lambda, \theta}^{CS} = 0 \) in the CS limit.

5. Physical frequencies

In the weak-field Kerr metric, the leading-order parts of the frequencies are given by

\[
\Lambda_{rK} = \frac{2 \pi}{\sqrt{p}}, \quad \Lambda_{\theta K} = \frac{2 \pi}{\sqrt{p}}.
\]

(210)

\[
\Delta \phi_{\Lambda, rK} = \frac{2 \pi a}{\sqrt{p}}, \quad \Delta \phi_{\Lambda, \theta K} = 2 \pi.
\]

(211)

\[
\frac{\Delta T_{\Lambda, rK}}{M} = 2 \pi \left( \frac{p}{1 - e^2} \right)^{3/2},
\]

\[
\frac{\Delta T_{\Lambda, \theta K}}{M} = 2 \pi a \sin \theta_p,
\]

(212)

\[
M \Omega_{\phi K} = M \Omega_{rK} = M \Omega_{\theta K} = \left( \frac{1 - e^2}{p} \right)^{3/2},
\]

\[
\Delta T_{\Lambda K} = 4 \pi^2 M p (1 - e^2)^{-3/2},
\]

\[
\Lambda_{rK} - \Lambda_{\theta K} = 6 \pi p^{-3/2},
\]

\[
\Delta \phi_{\Lambda K} - 2 \pi \Lambda_{rK} = 8 \pi^2 a p^{-2},
\]

(213)

(214)

(215)

(216)

(217)

(218)

from which we obtain

\[
M \gamma_K = \frac{3(1 - e^2)^{3/2}}{p^{5/2}}, \quad M \alpha_K = \frac{2a}{p^3} (1 - e^2)^{3/2}.
\]

(219)

We can now put together the pieces from the preceding sections to derive the leading-order corrections to the three frequencies, which we require in order to construct the modified AK waveforms.

Orbital frequency—

The perturbation to the orbital frequency, \( 2 \pi \nu \), is

\[
M \delta(2 \pi \nu) = M \delta \Omega_r = M \Omega_r \left( \frac{\delta \Lambda_{rK}}{\Lambda_{rK}} - \frac{\Delta \Delta T_{\Lambda K}}{M \Delta T_{\Lambda K}} \right)
\]

\[
= - \frac{(1 - e^2)^3}{2 \pi p^{5/2}} \left( \frac{\delta \Delta T_{\Lambda, r}}{M \sqrt{p}} + \frac{\Delta \Delta T_{\Lambda, \theta}}{M \sqrt{p}} \right.
\]

\[
+ a \sin \theta_p \left[ \delta \Lambda_{r} - \delta \Lambda_{\theta} \right].
\]

(219)

Under assumptions \( B_2 \), the first two terms dominate and we find

\[
M \delta \Omega_r^{B_2} = \frac{(1 - e^2)^3}{2 \pi p^{3/2}} \left[ \left( 1 + \frac{3}{\sqrt{1 - e^2}} \right) \gamma_{1,2} + 4 \gamma_{4,2} \right.
\]

\[
- 2a \left( 1 + \frac{3}{\sqrt{1 - e^2}} \right) \sin \theta_p \right] (202)
\]

(220)

Under assumptions \( B_N \) with \( N \geq 3 \), the first term alone dominates and we find

\[
M \delta \Omega_r^{B_N-2} = \frac{(1 - e^2)^2}{2 \pi p^{N-1/2}} \sum_{n=-N}^{N} \tilde{b}_n I_n.
\]

(221)

For the first few \( N \)'s we have
\[ M \delta \Omega_r^{B_1} = -\frac{3(1-e^2)^{5/2}}{4p^{7/2}} (2\gamma_{4,3} + \gamma_{1,3}). \]  
\[ M \delta \Omega_r^{B_2} = -\frac{(1-e^2)^{5/2}}{2p^{9/2}} \left[ 3 + (1-e^2)^{1/2} \right] (2\gamma_{4,4} + \gamma_{1,4}). \]  
\[ M \delta \Omega_r^{B_3} = -\frac{3(1-e^2)^{5/2}}{4p^{11/2}} \left[ 3 + e^2 + 2(1-e^2)^{1/2} \right] \times (2\gamma_{4,5} + \gamma_{1,5}). \]

In the CS limit, the first term again dominates and, linearizing in \( a \) for consistency, we have
\[ \delta \Omega_r^{CS} = -\frac{15M(1-e^2)^{5/2}}{16p^6} \zeta a \sin \theta_p \left[ 4(1+e^2) \right. \]
\[ + \left. (4+e^2)(1-e^2)^{1/2} \right]. \]

**Perihelion precession frequency**

The perturbation to the perihelion precession rate, \( \dot{\gamma} \), is given by Eqs. (160)–(162), which can be simplified to
\[ \frac{\delta \dot{\gamma}}{\dot{\gamma}} = \frac{\left( \Lambda_\theta \delta \Lambda_r - \Lambda_r \delta \Lambda_\theta \right) (\Delta T_{\Lambda r} + \Delta T_{\Lambda \theta})}{\left( \Lambda_r - \Lambda_\theta \right) \Delta T_{\Lambda r}} - \frac{\left( \Lambda_\theta \delta \Delta T_{\Lambda r} + \Lambda_r \delta \Delta T_{\Lambda \theta} \right)}{\Delta T_{\Lambda}}. \]

In all the cases we have been considering, the first term makes the dominant contribution in the weak-field and we find
\[ M \delta \dot{\gamma} = \frac{(1-e^2)^{3/2}}{2\pi p} \left( \delta \Lambda_r - \delta \Lambda_\theta \right). \]

Under assumptions \( B_2 \), only the \( \delta \Lambda_\theta \) term contributes giving
\[ M \delta \dot{\gamma}^{B_2} = \frac{(1-e^2)^{3/2}}{2p^{5/2}} \left[ \gamma_{1,2} + 2\gamma_{4,2} + 3 \alpha \cos^2 \theta_p - 4a \right] \gamma_{3,1}. \]

Under assumptions \( B_N \) with \( N \geq 3 \), both terms contribute and we find
\[ M \delta \dot{\gamma}^{B_{N>2}} = \frac{(1-e^2)^{3/2}}{2p^{N+1/2}} \left[ f_N(e) + (1-e^2)f_{N-2}(e) \right] + 2 \sum_{k=1}^{N-2} f_{N-k-1}(e) \gamma_{1,N} + 2\gamma_{4,N}. \]

which for the first few \( N \)'s gives
\[ M \delta \dot{\gamma}^{B_3} = \frac{3(1-e^2)^{3/2}}{2p^{7/2}} (\gamma_{1,3} + 2\gamma_{4,3}). \]

\[ M \delta \dot{\gamma}^{B_4} = \frac{3(1-e^2)^{3/2}}{4p^{9/2}} (4 + e^2)(\gamma_{1,4} + 2\gamma_{4,4}). \]

\[ M \delta \dot{\gamma}^{B_5} = \frac{5(1-e^2)^{3/2}}{4p^{11/2}} (4 + 3e^2)(\gamma_{1,5} + 2\gamma_{4,5}). \]

In the CS limit, both terms again contribute and we find
\[ M \delta \dot{\gamma}^{CS} = \frac{75(1-e^2)^{3/2}}{64p^6} a \zeta \sin \theta_p (8 + 12e^2 + e^4). \]

**Orbital plane precession frequency**

Eqs. (160)–(162) for the orbital plane precession frequency can be written as
\[ \frac{\delta \dot{a}}{\dot{a}} = \frac{\Lambda_\theta \delta \Delta \phi_\delta + \Lambda_r \delta \Delta \phi_r + \delta \Lambda_\theta \Delta \phi_r + (\Delta \phi_\delta - 2\pi) \delta \Lambda_r}{\Delta \phi} - \frac{\delta \Delta T_{\Lambda r}}{\Delta T_{\Lambda}}. \]

In the Kerr limit, \( \Delta \phi_\theta - 2\pi \sim 1/p^2 \). Using the preceding results we can see that in all the special cases we have considered in this paper, the term on the first line dominates over the term in the second line. For \( B_2 \), the dominant contribution comes from the \( \delta \Delta \phi_\theta \) term
\[ M \delta \dot{\alpha}^{B_2} = \frac{(1-e^2)^{3/2}}{p^{5/2}} a \sin \theta_p \gamma_{3,1}. \]

If \( \gamma_{3,1} = 0 \), the \( B_2 \) limit instead gives
\[ M \delta \dot{\alpha}^{B_2} = -\frac{a(1-e^2)^{3/2}}{p^3} (\gamma_{1,2} + 2\gamma_{4,2}). \]

For assumptions \( B_N \) with \( N \geq 3 \), the dominant contribution comes from the \( \delta \Lambda_\theta \) term and we obtain
\[ M \delta \dot{\alpha}^{B_{N>2}} = -\frac{a(1-e^2)^{3/2}}{2p^{N+1}} f_N(e)(\gamma_{1,N} + 2\gamma_{4,N}). \]

which for the first few \( N \)'s gives
\[ M \delta \dot{\alpha}^{B_3} = -\frac{a}{4p^3} (1-e^2)^{3/2}(3 + e^2)(\gamma_{1,3} + 2\gamma_{4,3}). \]

\[ M \delta \dot{\alpha}^{B_4} = -\frac{a}{p^5} (1-e^2)^{3/2}(1+e^2)(\gamma_{1,4} + 2\gamma_{4,4}). \]

\[ M \delta \dot{\alpha}^{B_5} = -\frac{a}{4p^7} (1-e^2)^{3/2}(5 + 10e^2 + e^4)(\gamma_{1,5} + 2\gamma_{4,5}). \]

In the CS limit, the dominant contribution comes from the \( \delta \Delta \phi_r \) term and we find
\[ M \delta \alpha_{\text{CS}} = - \frac{5}{64} a \zeta \frac{(1 - e^2)^{3/2}}{p^6} (8 + 24e^2 + 3e^4). \] (241)

**Kepler law in the circular limit** —

With all of these frequencies, it is instructive to compute the correction to the Kepler orbital frequency when considering orbits in the equatorial plane. This frequency is given by \( \Omega_{\text{Kep}} = \Omega_\phi = 2\pi \nu + \dot{\alpha} + \dot{\gamma} \), and for GR this is simply

\[ M \Omega_{\text{Kep,GR}} = \frac{(1 - e^2)^{3/2}}{p^{3/2}}. \] (242)

For the Kerr deformed metric, \( \Omega_{\text{Kep}} = \Omega_{\text{Kep,GR}} + \epsilon \delta \Omega_{\text{Kep}} \), where in the \( B_N \) limits

\[ \delta \Omega_{\text{Kep},B_2} = - \frac{2}{p^{5/2}} \left( \gamma_{1,2} + 2\gamma_{4,2} + a \gamma_{3,1} \right) \] (243)

\[ \delta \Omega_{\text{Kep},B_1} = \frac{3}{4} \frac{\gamma_{1,3} + 2\gamma_{4,3}}{p^{7/2}}, \] (244)

\[ \delta \Omega_{\text{Kep},B_4} = \frac{\gamma_{1,4} + 2\gamma_{4,4}}{p^{9/2}}, \] (245)

\[ \delta \Omega_{\text{Kep},B_5} = \frac{5}{4} \frac{\gamma_{1,5} + 2\gamma_{4,5}}{p^{11/2}}, \] (246)

and in the CS limit

\[ \delta \Omega_{\text{Kep,CS}} = \frac{5}{4} \frac{\zeta a}{p^{6}}, \] (247)

which agrees with [42]. Notice that this correction is of 4.5PN absolute order, which is consistent with the fact that the CS correction to the Kerr solution enters at 3PN order relative to the 1.5PN order spin-orbit coupling in the gravitomagnetic sector.

---

V. **Implicit Deformation of Radiation-Reaction**

We have so far concentrated on corrections to the conservative sector of GR, i.e., to the metric and the shape of orbits, but have not yet considered dissipative corrections, that is, modifications to the radiation-reaction force and the fluxes of energy, angular momentum and Carter constant. Modifications to the orbital shape will implicitly translate to modifications to the fluxes, as the latter are computed from derivatives of the quadrupole moment, with the particle moving on a geodesic orbit as a source. In what follows, we will compute these implicit modifications to the radiated fluxes.

We will, however, neglect any direct modifications to the fluxes. Stein and Yunes [31] have shown that there is a wide class of quadratic gravity theories for which the effective gravitational energy flux is indeed still described by the Isaacson effective stress-energy tensor. An example of such a theory is dynamical CS gravity [18]. There can be, however, theories in which dynamical scalar fields emit dipolar radiation, which in turn might lead to modifications of similar order as those considered here. We leave the inclusion of such direct dissipative modifications to future work.

### A. Equations of motion

To estimate the implicit corrections to the radiated fluxes, we must evaluate the leading order in \( \epsilon \) and \( p \) correction to the quadrupole moment tensor. This can be accomplished by linearizing the geodesic equations in \( \epsilon \) and then separately linearizing the Kerr geodesic part, i.e., the \( O(\epsilon^0) \) part, and the linear correction, i.e., the \( O(\epsilon) \) part, in \( p \). Using the same orbital parametrization as before, in terms of the three phase angles \( (\psi, \chi, \phi) \), we find that in this approximation

\[
\frac{d\psi}{dt} = \frac{1}{p^{3/2}} (1 + e \cos \psi)^2 + \epsilon \left[ \frac{1}{2(1 - e^2)p^{5/2}} \sum_{n=-2}^{\infty} \tilde{b}_n (1 + e \cos \psi)^{n+4} - \frac{\delta E}{p^{3/2}} (1 + e \cos \psi)^2 \right]
\] (248)

\[
\frac{d\chi}{dt} = \frac{1}{p^{3/2}} (1 + e \cos \psi)^2 + \epsilon \left[ \frac{t_0}{2p^{5/2}} (1 + e \cos \psi)^2 + \frac{t_1 \cos^2 \theta \cos^2 \chi (1 + e \cos \psi)^2}{2p^{5/2}} - \frac{\delta E}{p^{3/2}} (1 + e \cos \psi)^2 - \frac{\delta T_{N_\psi}}{p^{3/2}} (1 + e \cos \psi)^{N_\psi + 4} \right]
\] (249)

\[
\frac{d\phi}{dt} = \frac{\sin \theta \sin \phi}{p^{3/2}} (1 + e \cos \psi)^2 + \epsilon \left[ \frac{2a \delta E}{p^3} (1 + e \cos \psi)^3 + \frac{\delta L}{p^5} (1 + e \cos \psi)^2 + \frac{\delta \Phi_{\psi \phi}}{p^{5/2}} (1 + e \cos \psi)^{N_\phi + 2} \right] - \frac{\delta E \sin \theta \sin \phi}{p^{3/2}} (1 + e \cos \psi)^2 - \frac{\delta T_{N_\phi \psi \phi}}{p^{3/2}} (1 + e \cos \psi)^{N_\phi + 4} \frac{\sin \theta \cos \phi}{1 - \cos^2 \theta \cos^2 \phi}
\] (250)
The first term in each of these equations is the Keplerian solution and \((N_T, N_\phi)\) denote the leading-order terms in the perturbations \(\delta T\) and \(\delta \Phi\) as before. The terms inside the brackets are of different orders in \(p\) in general, but the dominant terms differ under the various sets of assumptions we have been considering.

Under assumptions \(B_2\), the first and third terms are dominant in \(d\psi/dt\), the first two terms are dominant for \(d\chi/dt\) and the second term is dominant for \(d\phi/dt\). Our approximation to the orbit then becomes

\[
\frac{d\psi}{dt} = \frac{1}{p^{3/2}} (1 + e \cos \psi)^2 - e \frac{1}{p^{3/2}} \left[ \frac{1}{2} \gamma_{1,2} + 2 \gamma_{4,2} \right] (1 + e \cos \psi)^3 + \frac{1}{2} (1 - e^2)^2 \sin^2 \theta_p \\
+ a \left( 1 + e \cos \psi \right) \gamma_{3,1} (1 - \cos^2 \theta_p \cos^2 \psi) \right],
\]

\[
\frac{d\chi}{dt} = \frac{1}{p^{3/2}} (1 + e \cos \psi)^2 + e \frac{1}{2p^{3/2}} \left( \gamma_{1,2} + 2 \gamma_{4,2} - 2a \gamma_{3,1} + 2a \gamma_{3,1} \sin \gamma_{3,1} \cos \gamma_{3,1} \right) (1 + e \cos \psi)^2,
\]

\[
\frac{d\phi}{dt} = \frac{\sin \theta_p}{p^{3/2}} \left( 1 + e \cos \psi \right)^2 + e \frac{1}{p^{3/2}} \left( \gamma_{1,2} + 2 \gamma_{4,2} - 2a \gamma_{3,1} \cos \gamma_{3,1} \right) \sin \gamma_{3,1} \cos \gamma_{3,1}.
\]

Under assumptions \(B_N\), the first term dominates in \(d\psi/dt\) and in \(d\chi/dt\), while the second term is dominant in \(d\phi/dt\). Our approximation to the orbit then becomes

\[
\frac{d\psi}{dt} = \frac{1}{p^{3/2}} (1 + e \cos \psi)^2 - \frac{1}{p^{N+1/2}} \left( 1 - e^2 \right) f_{N-2}(e) (1 + e \cos \psi)^2 \\
+ \sum_{i=-1}^{N-4} f_{N-i-3}(e) (1 + e \cos \psi)^4 \left( \gamma_{1,N} + 2 \gamma_{4,N} \right),
\]

\[
\frac{d\chi}{dt} = \frac{1}{p^{3/2}} (1 + e \cos \psi)^2 + e \frac{1}{2p^{N+1/2}} f_N(e) (1 + e \cos \psi)^2 \left( \gamma_{1,N} + 2 \gamma_{4,N} \right),
\]

\[
\frac{d\phi}{dt} = \frac{\sin \theta_p}{p^{3/2}} \left( 1 + e \cos \psi \right)^2 + \frac{1}{2p^{N+1/2}} f_N(e) \left( 1 + e \cos \psi \right)^2 \left( 1 + \cos \gamma_{3,1} \cos \gamma_{3,1} \right).
\]

In the CS case, the first term dominates in \(d\psi/dt\) and in \(d\chi/dt\), while the second and third terms are dominant in \(d\phi/dt\). Our approximation to the orbit then becomes

\[
\frac{d\psi}{dt} = \frac{1}{p^{3/2}} (1 + e \cos \psi)^2 - \frac{5}{8p^6} \alpha_\zeta \sin \theta_p \left[ 2(1 - e^2)(1 + e \cos \psi)^3 + 4(1 + e^2)(1 + e \cos \psi)^4 \\
+ (3 + e^2)(1 + e \cos \psi)^4 + 2(1 + e \cos \psi)^5 + (1 + e \cos \psi)^5 \right],
\]

\[
\frac{d\chi}{dt} = \frac{1}{p^{3/2}} (1 + e \cos \psi)^2 + \frac{5}{8p^6} \alpha_\zeta \sin \theta_p \left( 3 + e^2 \right)(1 + e \cos \psi)^2,
\]

\[
\frac{d\phi}{dt} = \frac{\sin \theta_p}{p^{3/2}} \left( 1 + e \cos \psi \right)^2 + \frac{5}{8p^6} \alpha_\zeta \sin \theta_p \left( 3 + e^2 \right)(1 + e \cos \psi)^2 - (1 + e \cos \psi)^5.
\]
B. Fluxes

Using these simplified equations of motion, we can now compute the corrected fluxes. For this, we assume that [15,16]

\[
\langle \dot{E} \rangle = -\frac{1}{5\mu} \left( \mathcal{E}_{ij} \mathcal{T}^{ij} - \frac{1}{3} \mathcal{T}_{ij} \mathcal{T}^{ij} \right),
\]

\[
\langle \dot{L}_i \rangle = -\frac{2}{5\mu M} \varepsilon_{ijk} (\mathcal{T}_{jm} \mathcal{T}^{jk}),
\]

(260)

where \(\mu\) is the reduced mass, \(E\) and \(L_i\) are the dimensionless energy and momentum defined in Eq. (36), the angle-brackets stand for an average over several wavelengths and we have defined the quadrupole moment

\[
I^{ij} = \mu z^i(t) z^j(t),
\]

(261)

in which the particle trajectories are \(z^i = [r \cos \phi \sin \theta, r \sin \phi \sin \theta, r \cos \theta]\). In the AK model, it is assumed that the orbital inclination remains constant, as the change in inclination is a higher-order PN effect. If we make the same assumption here, \(\theta_{\text{up}} = 0\), we can find the rates of change of Carter constant in terms of the rates of change of energy and angular momentum. This gives

\[
\delta \mathcal{Q} = \frac{2\sqrt{\rho \cos^2 \theta_{\text{up}}}}{\sin \theta_{\text{up}}} \delta E - 2a^2 \cos^2 \theta_{\text{up}} \delta E
\]

\[
+ 2a^2 \cos^2 \theta_{\text{up}} \left( \frac{\partial \delta E}{\partial p} \dot{p}_K + \frac{\partial \delta E}{\partial e} \dot{e}_K \right) - \frac{2\sqrt{\rho \cos^2 \theta_{\text{up}}}}{\sin \theta_{\text{up}}}
\]

\[
\times \left( \frac{\partial \delta L}{\partial p} \dot{p}_K + \frac{\partial \delta L}{\partial e} \dot{e}_K \right) + \left( \frac{\partial \delta \mathcal{Q}}{\partial p} \dot{p}_K + \frac{\partial \delta \mathcal{Q}}{\partial e} \dot{e}_K \right).
\]

(262)

In all cases except \(B_2\), at leading-order this is equivalent to writing

\[
\langle \dot{\mathcal{Q}} \rangle = \frac{2\mathcal{Q}}{L} \langle \dot{L} \rangle,
\]

(263)

where, as before, an \(L\) without a suffix is being used to denote the \(z\) component of the angular momentum. This is the statement that \(L^2 / \mathcal{Q} = \text{constant}\), which is equivalent to constant inclination in the Keplerian limit. In the case of \(B_2\), the result is different, but only if \(\gamma_{3,1} \neq 0\). This leads to problems, and so in the following we will make this additional restriction and use the above to compute \(\delta \mathcal{Q}\) in all cases.

With this at hand, we can now compute \(\dot{E}\) and \(\dot{L}\) through Eq. (260). To do so, every time we take a time derivative of the quadrupole moment, we use the equations of motion to reduce their order. The averaging is performed by taking \(\int dt \rightarrow \int d\psi / \dot{\psi}\). This, of course, works well for the \(O(\epsilon^0)\) terms (the GR contributions), which only depend on \(\psi\). The non-GR deformations, however, depend both on \(\psi\) and \(\chi\), and thus, more care is needed. Since these are \(O(\epsilon)\) corrections, it suffices to use the \(O(\epsilon^0)\) piece of \(\psi\) and \(\dot{\chi}\) in the averaging of these terms, but at this order in \(\epsilon\) and to leading order in \(1/p\), \(\psi = \chi\), which then implies \(\dot{\psi} = \chi + \delta \chi\). After integration, one then obtains corrections that depend on \(\cos^2 \delta \chi\), but since these quantities are slowly varying (at next order in \(1/p\), the frequencies are no longer commensurate), one can average them by writing \(\cos^2 \delta \chi \sim 1/2\).

Let us decompose the fluxes into \(\langle \dot{E} \rangle = \langle \dot{E} \rangle_{\text{GR}} + \epsilon \delta \dot{E}\), \(\langle \dot{L} \rangle = \langle \dot{L} \rangle_{\text{GR}} + \epsilon \delta \dot{L}\), and \(\langle \dot{\mathcal{Q}} \rangle = \langle \dot{\mathcal{Q}} \rangle_{\text{GR}} + \epsilon \delta \dot{\mathcal{Q}}\), where the GR fluxes are [15,16]

\[
M(\dot{E})_{\text{GR}} = -\frac{32}{5} \eta \left(1 - e^2 \right)^{3/2} \left(1 + \frac{73}{24} e^2 + \frac{37}{96} e^4 \right),
\]

(264)

\[
M(\dot{L})_{\text{GR}} = -\frac{32}{5} \eta \left(1 - e^2 \right)^{3/2} \left(1 + \frac{7}{8} e^2 \right),
\]

(265)

\[
M(\dot{\mathcal{Q}})_{\text{GR}} = -\frac{64}{5} \eta \left(1 - e^2 \right)^{3/2} \left(1 + \frac{7}{8} e^2 \right) \cos^2 \theta_{\text{up}}.
\]

(266)

The correction to these fluxes are, in the \(B_2\) limit, with \(\gamma_{3,1} = 0\):

\[
M \delta \dot{E}_{B_2} = -\frac{96}{5} \eta \left(1 - e^2 \right)^{3/2} \left(\gamma_{12} + 2 \gamma_{42} \right)
\]

\[
\times \left(1 + \frac{13}{3} e^2 + \frac{11}{8} e^4 \right).
\]

(267)

\[
M \delta \dot{L}_{B_2} = -\frac{16}{5} \eta \left(1 - e^2 \right)^{3/2} \left(\gamma_{12} + 2 \gamma_{42} \right)
\]

\[
\times \left(1 + \frac{63}{40} e^2 + \frac{e^4}{20} \right).
\]

(268)

\[
M \delta \dot{Q}_{B_2} = -\frac{8}{5} \eta \left(1 - e^2 \right)^{3/2} \left(24 + 35 e^2 + e^4 \right)
\]

\[
\times \left(\gamma_{1,2} + 2 \gamma_{4,2} \right).
\]

(269)

in the \(B_3\) limit:

\[
M \delta \dot{E}_{B_3} = -\frac{144}{5} \eta \left(1 - e^2 \right)^{3/2} \left(\gamma_{13} + 2 \gamma_{43} \right)
\]

\[
\times \left(1 + \frac{461}{72} e^2 + \frac{1345}{288} e^4 + \frac{251}{864} e^6 \right).
\]

(270)

\[
M \delta \dot{L}_{B_3} = -\frac{24}{5} \eta \left(1 - e^2 \right)^{3/2} \left(\gamma_{13} + 2 \gamma_{43} \right)
\]

\[
\times \left(1 + \frac{361}{120} e^2 + \frac{7}{10} e^4 \right).
\]

(271)

\[
M \delta \dot{Q}_{B_3} = -\frac{288}{5} \eta \left(1 - e^2 \right)^{3/2} \left(\gamma_{13} + 2 \gamma_{43} \right)
\]

\[
\times \left(1 + \frac{65}{24} e^2 + \frac{91}{144} e^4 \right).
\]

(272)
in the $B_4$ limit:

$$M \delta \dot{E}_{B_4} = -\frac{208}{5} \frac{\eta}{p^8} (1 - e^2)^{3/2}(\gamma_{14} + 2\gamma_{44}) \times \left[ 1 + \frac{2701}{312} e^2 + \frac{3155}{312} e^4 + \frac{3779}{2496} e^6 - \frac{96}{1248} (1 - e^2)^{3/2} \left( 1 + \frac{73}{24} e^2 + \frac{37}{96} e^4 \right) \right]. \quad (273)$$

$$M \delta \dot{L}_{B_4} = -\frac{176}{5} \frac{\eta}{p^{13/2}} \sin \theta_p (1 - e^2)^{3/2}(\gamma_{14} + 2\gamma_{44}) \times \left[ 1 + \frac{409}{88} e^2 + \frac{757}{352} e^4 + \frac{3}{88} e^6 - \frac{1}{11} (1 - e^2)^{3/2} \left( 1 + \frac{7}{8} e^2 \right) \right]. \quad (274)$$

$$M \delta \dot{Q}_{B_4} = -\frac{416}{5} \frac{\eta}{p^6} \cos^2 \theta_p (1 - e^2)^{3/2}(\gamma_{14} + 2\gamma_{44}) \times \left[ 1 + \frac{439}{104} e^2 + \frac{3}{104} e^4 + \frac{813}{416} e^6 - \frac{1}{13} (1 - e^2)^{3/2} \left( 1 + \frac{7}{8} e^2 \right) \right]. \quad (275)$$

in the $B_5$ limit:

$$M \delta \dot{E}_{B_5} = -\frac{288}{5} \frac{\eta}{p^9} (1 - e^2)^{3/2}(\gamma_{15} + 2\gamma_{45}) \times \left[ 1 + \frac{791}{72} e^2 + \frac{31805}{1728} e^4 + \frac{19277}{3456} e^6 + \frac{2617}{13824} e^8 - \frac{1}{6} (1 - e^2)^{3/2} \left( 1 + \frac{73}{24} e^2 + \frac{37}{96} e^4 \right) \right]. \quad (276)$$

$$M \delta \dot{L}_{B_5} = -\frac{248}{5} \frac{\eta}{p^{15/2}} \sin \theta_p (1 - e^2)^{3/2}(\gamma_{15} + 2\gamma_{45}) \times \left[ \left( 1 + \frac{1585}{248} e^2 + \frac{2493}{496} e^4 + \frac{237}{496} e^6 \right) - \frac{6}{31} (1 - e^2)^{3/2} \left( 1 + \frac{7}{8} e^2 \right) \right]. \quad (277)$$

$$M \delta \dot{Q}_{B_5} = -\frac{576}{5} \frac{\eta}{p^6} \cos^2 \theta_p (1 - e^2)^{3/2}(\gamma_{15} + 2\gamma_{45}) \times \left[ 1 + \frac{425}{72} e^2 + \frac{883}{192} e^4 + \frac{251}{576} e^6 - \frac{1}{6} (1 - e^2)^{3/2} \left( 1 + \frac{7}{8} e^2 \right) \right]. \quad (278)$$

and in the CS limit:

$$M \delta \dot{E}_{CS} = -72 \frac{\eta \xi a}{p^{10/2}} (1 - e^2)^{3/2} \sin \theta_p \left[ \frac{1 + \frac{97}{8} e^2}{416} + \frac{15065}{576} e^4 + \frac{1865}{144} e^6 + \frac{31555}{27648} e^8 - \frac{1}{3} (1 - e^2)^{3/2} \left( 1 + \frac{e^2}{4} \left( 1 + \frac{73}{24} e^2 + \frac{37}{96} e^4 \right) \right) \right]. \quad (279)$$

$$M \delta \dot{L}_{CS} = -64 \frac{\eta \xi a}{p^8} (1 - e^2)^{3/2} \left[ \frac{1 + \frac{121}{16} e^2 + \frac{4585}{128} e^4}{84} + \frac{1039}{512} e^6 + \frac{27}{128} e^8 \right] - \frac{3}{8} (1 - e^2)^{3/2} \times \left( 1 + \frac{e^2}{4} \sin^2 \theta_p \left( 1 + \frac{7}{8} e^2 \right) - \frac{69}{64} \cos^2 \theta_p \right) \times \left( 1 + \frac{715}{92} e^2 + \frac{223}{24} e^4 + \frac{4597}{2208} e^6 + \frac{9}{368} e^8 \right). \quad (280)$$

$$M \delta \dot{Q}_{CS} = \frac{\eta \xi a}{16 p^{15/2}} \sin \theta_p (1 - e^2)^{3/2} \left[ -2432 \left( 1 + \frac{1069}{152} e^2 \right) + \frac{4961}{608} e^4 + \frac{1123}{608} e^6 + \frac{3}{152} e^8 \right] + 2592 \cos^2 \theta_p \times \left( 1 + \frac{2347}{324} e^2 + \frac{1835}{216} e^4 + \frac{4933}{2592} e^6 + \frac{e^8}{48} \right) + 768 (1 - e^2)^{3/2} \sin^2 \theta_p \left( 1 + \frac{e^2}{4} \left( 1 + \frac{7}{8} e^2 \right) \right). \quad (281)$$

We can now compare these results to those obtained by Ryan [24] [see e.g. Eq. (55) in that paper]. We see that the CS correction to the energy flux corresponds to a $\ell = 4$ (hexadecapole) correction to the current multipoles. Similarly, the $B_5$ modification to the energy flux corresponds to a $\ell = 2$ (quadrupole) correction to the mass multipoles.

In the following section we will combine the results described in this section, and the precession rates derived in Sec. IV to obtain the leading-order corrections to the AK waveforms in these modified spacetimes.

VI. MODIFIED GRAVITY AK WAVEFORMS

The AK waveform model of Barack and Cutler [12] is built around the gravitational waveform from a weak-field, Keplerian orbit, as computed in [15,16]. The geometry of the orbit is characterized by the eccentricity, $e$, and the radial orbital frequency, $\nu$, while the instantaneous phase of the object in the orbit is specified by the mean anomaly, $\Phi$, which for a geodesic orbit satisfies $d\Phi/dt = 2\pi\nu$. The orientation of the orbit within the frame of reference of the BH is defined by three angles—the inclination of the
orbital plane to the spin axis of the BH, \( \lambda \), an angle, \( \alpha \), describing the rotation of the orbital plane about the spin axis and the angle, \( \tilde{\gamma} \), between the direction of pericenter and the direction \( \hat{L} \times \hat{S} \), where \( \hat{L} \) is a unit vector perpendicular to the orbital plane, and \( \hat{S} \) is a unit vector parallel to the BH spin axis. 

For a Keplerian orbit, all of these quantities are fixed, but the AK model includes relativistic effects by imposing precession of the angles \( \tilde{\gamma} \) and \( \alpha \) and evolution of the orbital geometry through changes of \( e \) and \( \nu \), while the inclination angle, \( \lambda \), is kept constant. This evolution is computed through the integration of a set of five coupled ordinary differential equations, which at leading order take the form

\[
\frac{d\Phi}{dt} = 2\pi \nu,  
\]

\[
\frac{d\nu}{dt} = \frac{96}{10\pi M^2} \frac{\eta}{(2\pi M \nu)^{1/3} (1 - e^2)^{-1/2}} \left( 1 + \frac{73}{24} e^2 + \frac{37}{96} e^4 \right),  
\]

\[
\frac{d\tilde{\gamma}}{dt} = 6\pi \nu (2\pi M \nu)^{2/3} (1 - e^2)^{-1},  
\]

\[
\frac{de}{dt} = -\frac{32}{5} \frac{\eta}{M^2} \frac{(1 - e^2)^{3/2}}{p^4} e \left( \frac{19}{6} + \frac{121}{96} e^2 \right),  
\]

\[
\frac{d\alpha}{dt} = 8\pi^2 M \nu^2 a \cos(1 - e^2)^{-3/2}.  
\]

To construct AK waveforms in the modified gravity spacetimes we have been considering here, we need only add corrections to these ordinary differential equations. The corrections to \( \tilde{\gamma} \) and \( \alpha \) were computed in Sec. IV, although we must change variables to rewrite these in terms of \( e \) and \( \nu \). The corrections to \( \tilde{\gamma} \) and \( \nu \) are determined by the corrections to the fluxes of energy, angular momentum and Carter constant computed in Sec. V, but we must change variables to put these into the AK form. We will describe this below. The inclination angle, \( \lambda \), is equivalent to the inclination angle \( \theta_\psi \) we have used in this paper and so the AK assumption that \( \lambda = 0 \) is consistent with keeping this angle constant, as we have done elsewhere in this paper.

### A. Rate of change of eccentricity and frequency

To convert the fluxes of energy, angular momentum and Carter constant into fluxes of \( e \), \( p \) and \( \theta_\psi \) we write, as usual, \( \dot{\nu} = \dot{\nu}_K + \epsilon \delta \dot{\nu} \) etc., where the Kerr subscript denotes the corresponding flux in the Kerr metric. The Kerr fluxes are

\[
M \dot{p}_K = -\frac{64}{5} \frac{\eta}{\eta^2} \frac{(1 - e^2)^{3/2}}{p^5} \left( 1 + \frac{7}{8} e^2 \right).  
\]

\[
Me_K = -\frac{32}{5} \frac{\eta}{\eta^2} \frac{(1 - e^2)^{3/2}}{p^4} e \left( \frac{19}{6} + \frac{121}{96} e^2 \right).  
\]

\[
\dot{\theta}_\psi = 0.  
\]

Transforming from \( E, L \) and \( Q \) to \( p, e \) and \( \theta_\psi \), we find

\[
\begin{pmatrix} \delta E \\ \delta L \\ \delta Q \end{pmatrix} = \begin{pmatrix} \frac{\delta E}{\delta p} & \frac{\delta E}{\delta e} & \frac{\delta E}{\delta \theta_\psi} \\ \frac{\delta L}{\delta p} & \frac{\delta L}{\delta e} & \frac{\delta L}{\delta \theta_\psi} \\ \frac{\delta Q}{\delta p} & \frac{\delta Q}{\delta e} & \frac{\delta Q}{\delta \theta_\psi} \end{pmatrix} \begin{pmatrix} \dot{p}_K \\ \dot{e}_K \\ \dot{\theta}_\psi \end{pmatrix}  
\]

\[
+ \begin{pmatrix} \frac{\delta p}{\delta p} & \frac{\delta p}{\delta e} & \frac{\delta p}{\delta \theta_\psi} \\ \frac{\delta \dot{p}}{\delta p} & \frac{\delta \dot{p}}{\delta e} & \frac{\delta \dot{p}}{\delta \theta_\psi} \\ \frac{\delta \dot{\theta}_\psi}{\delta p} & \frac{\delta \dot{\theta}_\psi}{\delta e} & \frac{\delta \dot{\theta}_\psi}{\delta \theta_\psi} \end{pmatrix} \begin{pmatrix} \delta \dot{p} \\ \delta \dot{e} \\ \delta \dot{\theta}_\psi \end{pmatrix}.  
\]

To leading order in \( p \), the second matrix on the right-hand side of this equation is

\[
\mathcal{M}_K = \begin{pmatrix} (1 - e^2) \sin \theta_\psi & \epsilon \sin \theta_\psi & \frac{(1 - e^2)^2}{p^2} \epsilon \cos \theta_\psi \\ \frac{\epsilon}{\sqrt{p}} \sin \theta_\psi & \frac{\epsilon}{\sqrt{p}} \sin \theta_\psi & \sqrt{p} \cos \theta_\psi \\ \cos^2 \theta_\psi & 2 \epsilon \cos^2 \theta_\psi & -2p \cos \theta_\psi \sin \theta_\psi \end{pmatrix}.  
\]

Rearranging Eq. (290) we obtain

\[
\begin{pmatrix} \delta \dot{p} \\ \delta \dot{e} \\ \delta \dot{\theta}_\psi \end{pmatrix} = \mathcal{M}_K^{-1} \begin{pmatrix} \delta \dot{p}_K \\ \delta \dot{e}_K \\ \delta \dot{\theta}_\psi \end{pmatrix}.  
\]

and, expanding to leading order in \( p \), \( \mathcal{M}_K^{-1} \) is given by

\[
\begin{pmatrix} -2\epsilon & 2\sqrt{p} \sin \theta_\psi & \frac{1}{p} \\ \frac{\epsilon}{\sqrt{p}} & -(1 - e^2) \frac{\sin \theta_\psi}{\sqrt{p}} & -(1 - e^2) \frac{1}{p \sqrt{p}} \\ -\cos \theta_\psi \sin \theta_\psi \frac{\epsilon}{\sqrt{p}} & \frac{\cos \theta_\psi}{\sqrt{p}} & -\frac{\tan \theta_\psi}{\sqrt{p}} \end{pmatrix}.  
\]

As described above, for consistency with the AK model, we have adopted the assumption that the inclination angle is constant, therefore \( \delta \theta_\psi = \theta_\psi = 0 \). We see from the above matrix that

\[
\frac{\partial Q_K}{\partial \dot{p}} \frac{\partial \dot{p}_K}{\partial \dot{p}} = \frac{\partial Q_K}{\partial e} \frac{\partial \dot{e}_K}{\partial \dot{p}}.  
\]

This result and the constancy of the inclination angle allows us to relate \( \delta Q \) to \( \delta L \), which gives expression (262), which was used to derive the values of \( \delta Q \) presented in the previous section.

The constant inclination angle assumption also allows us to simplify Eq. (292) to

\[
\delta \dot{p} = -2p \left( \delta \dot{E} - \frac{\partial \delta E}{\partial p} \dot{p}_K - \frac{\partial \delta E}{\partial e} \dot{e}_K \right)  
\]

\[
+ \frac{2\sqrt{p}}{\sin \theta_\psi} \left( \delta L - \frac{\partial \delta L}{\partial p} \dot{p}_K - \frac{\partial \delta L}{\partial e} \dot{e}_K \right).  
\]
\[ \delta \dot{\epsilon} = \frac{p}{e} \left( \delta \dot{E} - \frac{\delta \dot{E}}{\partial p} \dot{p}_K - \frac{\delta \dot{E}}{\partial e} \dot{e}_K \right) - \frac{(1 - e^2)}{e \sqrt{p} \sin \theta_p} \]
\[ \times \left( \delta L - \frac{\delta \dot{L}}{\partial p} \dot{p}_K - \frac{\delta \dot{L}}{\partial e} \dot{e}_K \right). \]

(295)

In general, only the second term contributes to \( \delta \dot{p} \), while both terms contribute to \( \delta \dot{e} \).

Once \( \delta \dot{p} \) and \( \delta \dot{e} \) have been determined, the correction to the rate of change of frequency can be found from

\[ 2 \pi M \delta \nu = - \frac{3(1 - e^2)^{3/2}}{2 \pi^{5/2}} \delta \dot{p} - \frac{3 e (1 - e^2)^{1/2}}{\pi^{3/2}} \delta \dot{e} \]
\[ + 2 \pi M \frac{\delta \dot{p}}{\delta p} \dot{p}_K + 2 \pi M \frac{\delta \dot{e}}{\delta e} \dot{e}_K. \]

(296)

where we have written \( \dot{\nu} = \dot{\nu}_K + e \delta \dot{\nu} \) as usual.

Using these expressions, we find under assumptions \( B_2 \) (and setting \( \gamma_{3,1} = 0 \))

\[ M \delta \dot{p}_{B_2} = - \frac{16}{5} \frac{\eta}{p} (1 - e^2)^{3/2} g_{p,2}(\gamma_{1,2} + 2 \gamma_{4,2}). \]

(297)

\[ M \delta \dot{e}_{B_2} = - \frac{16}{5} \frac{\eta}{p^3} (1 - e^2)^{3/2} g_{e,2}(\gamma_{1,2} + 2 \gamma_{4,2}). \]

(298)

\[ 2 \pi M^2 \delta \nu_{B_2} = \frac{16}{5} \eta (1 - e^2)^2 \frac{g_{p,2}(\gamma_{1,2} + 2 \gamma_{4,2})}{p^{13/2}}. \]

(299)

where

\[ g_{p,2} = 12 + \frac{35}{2} e^2 + \frac{1}{2} e^4, \]

(300)

\[ g_{e,2} = \frac{93}{4} e + \frac{67}{4} e^3 + \frac{1}{4} e^5, \]

(301)

\[ g_{r,2} = 18 + 78 e^2 + \frac{99}{4} e^4. \]

(302)

Under assumptions \( B_N \) we find

\[ M \delta \dot{p}_{B_N} = - \frac{16}{5} \frac{\eta}{p^{N+2}} (1 - e^2)^{3/2} g_{p,N}(\gamma_{1,N} + 2 \gamma_{4,N}). \]

(303)

\[ M \delta \dot{e}_{B_N} = - \frac{16}{5} \frac{\eta}{p^{N+3}} (1 - e^2)^{3/2} g_{e,N}(\gamma_{1,N} + 2 \gamma_{4,N}). \]

(304)

\[ 2 \pi M^2 \delta \nu_{B_N} = \frac{16}{5} \eta (1 - e^2)^2 \frac{g_{e,N}(\gamma_{1,N} + 2 \gamma_{4,N})}{p^{N+9/2}}. \]

(305)

where the various eccentricity-dependent factors are

\[ g_{p,3}(e) = 24 + \frac{149}{3} e^2 + \frac{509}{48} e^4. \]

(306)

\[ g_{e,3}(e) = \frac{191}{4} e + \frac{111}{2} e^3 + \frac{385}{48} e^5, \]

(307)

\[ g_{r,3}(e) = \frac{51}{2} + \frac{2717}{16} e^2 + \frac{8325}{64} e^4 + \frac{539}{64} e^6, \]

(308)

\[ g_{p,4}(e) = 42 \left( 1 - e^2 \right)^{3/2} \left( 1 + \frac{7}{8} e^2 \right). \]

(309)

\[ g_{e,4}(e) = 80 e \left( 1 + \frac{14177}{96} e^2 + \frac{9337}{192} e^4 + \frac{3}{8} e^6 \right) \]
\[ - \left( 1 - e^2 \right)^{3/2} \left( \frac{19}{6} + \frac{121}{96} e^2 \right). \]

(310)

\[ g_{r,4}(e) = 36 + \frac{663}{2} e^2 + \frac{12875}{32} e^4 + \frac{3853}{64} e^6 \]
\[ - \frac{3}{32} (1 - e^2)^{3/2} (128 + 288 e^2 + 9 e^4), \]

(311)

\[ g_{p,5}(e) = 66 + \frac{2825}{12} e^2 + \frac{2979}{16} e^4 + \frac{763}{48} e^6 \]
\[ - 6 (1 - e^2)^{3/2} \left( 1 + \frac{7}{8} e^2 \right). \]

(312)

\[ g_{e,5}(e) = \frac{117}{6} e + \frac{32545}{96} e^3 + \frac{35117}{192} e^5 + \frac{3059}{256} e^7 \]
\[ - \frac{1}{32} e (1 - e^2)^{3/2} (304 + 121 e^2). \]

(313)

\[ g_{r,5}(e) = \frac{99}{2} + \frac{9321}{16} e^2 + \frac{64179}{64} e^4 + \frac{19643}{64} e^6 + \frac{2765}{256} e^8 \]
\[ + \frac{3}{32} (1 - e^2)^{3/2} (29 e^4 - 856 e^2 - 448). \]

(314)

In the CS limit, if we carry out this same procedure, we find

\[ M \delta \dot{p}_{CS} = \frac{10 \eta}{p^{15/2}} (1 - e^2)^{3/2} \frac{\xi a}{\sin \theta_p} g_{p,CS}. \]

(315)

\[ M \delta \dot{e}_{CS} = - \frac{5 \eta}{p^{17/2}} (1 - e^2)^{3/2} \frac{\xi a}{e \sin \theta_p} g_{e,CS}. \]

(316)

\[ 2 \pi M^2 \delta \nu_{CS} = 192 \eta \left( 1 - e^2 \right)^2 \frac{\xi a \sin \theta_p \sin \theta_p \sin \theta_p}{p^{10}} g_{r,CS}. \]

(317)

where
\[ g_{p,CS} = 1 + \frac{209}{20} \epsilon^2 + \frac{68}{5} \epsilon^4 + \frac{441}{160} \epsilon^6 + \frac{3}{89} \epsilon^8 \\
+ \sin^2 \theta_p \left[ -33 - \frac{8243}{60} \epsilon^2 - \frac{18343}{120} \epsilon^4 - \frac{5349}{160} \epsilon^6 \\
- \frac{27}{80} \epsilon^8 + \frac{6}{5} (1 + \frac{7}{8} \epsilon^2)(4 + \epsilon^2)(1 - \epsilon^2)^{3/2} \right]. \]  
(318)

\[ g_{e,CS} = 1 + \frac{189}{20} \epsilon^2 + \frac{63}{20} \epsilon^4 - \frac{347}{32} \epsilon^6 - \frac{87}{32} \epsilon^8 + \frac{3}{80} \epsilon^{10} \\
- \sin^2 \theta_p \left[ 1 - \frac{1563}{20} \epsilon^2 - \frac{7049}{20} \epsilon^4 - \frac{45727}{160} \epsilon^6 \\
- \frac{101431}{1920} \epsilon^8 - \frac{27}{80} \epsilon^{10} + \frac{1}{80} \epsilon^{2}(304 + 121 \epsilon^2) \right] \\
\times (4 + \epsilon^2)(1 - \epsilon^2)^{3/2}. \]  
(319)

\[ g_{v,CS} = 1 + \frac{1273}{96} \epsilon^2 + \frac{45313}{1536} \epsilon^4 + \frac{5741}{384} \epsilon^6 + \frac{10913}{8192} \epsilon^8 \\
- \frac{15}{8} \epsilon^2 + \frac{1}{192} (1 + \frac{691}{192} \epsilon^2 + \frac{373}{512} \epsilon^4 + \frac{71}{3072} \epsilon^6). \]  
(320)

We notice that there is a problem with the \( \dot{e} \) result, as there are terms proportional to \( 1/e \) that do not cancel. This implies that circular orbits would not remain circular under radiation reaction. It is known that circular orbits do remain circular in GR [43]. This proof carries over to the modified gravity spacetimes we consider here, and this is proven in Appendix B. The unphysical result we have derived above has arisen from the assumption that the inclination of the orbital plane, \( \theta_p \), remains constant at leading order. It is clear that this assumption is incompatible with the physical requirement that circular orbits remain circular. We used the constant inclination assumption to derive \( \dot{Q}_{CS} \) from \( L_{CS} \) for simplicity, and to ensure consistency with the AK model which also makes this assumption. For general relativity, a PN formula similar to Eqs. (260) exists to compute the rate of change of the Carter constant [44]. Additionally, for extreme-mass-ratio inspirals, a formula for the evolution of the Carter constant based on an expansion of the Teukolsky equation is also known [45,46]. The constant inclination assumption is known to lead to some pathologies in numerical kludge models of extreme-mass-ratio inspirals [13], but these arise only when this assumption is used in conjunction with exact Kerr geodesic trajectories, and the constant inclination assumption does give the correct leading-order expression for \( \dot{Q} \). The fact that we have found an inconsistency only in the CS case suggests that the assumption of constant inclination also gives the correct \( \dot{Q} \) at leading order for each of the other modified gravity spacetimes we have considered here. A full computation of \( \dot{Q} \), using either a PN expression or an expansion of the Teukolsky equation, is beyond the scope of the current paper, but should be explored in the future.

In the CS case, we can derive the leading-order correction to \( \dot{Q} \) in the circular orbit limit, \( e = 0 \), from the requirement that the circular orbits remain circular under radiation reaction. That is, we can solve for the \( \delta \dot{Q}_{CS} \) such that \( \delta \dot{e}_{CS} \) does not contain a \( 1/e \) piece. Doing so, we find

\[ M \delta \dot{Q}_{CS}(e = 0) = -\frac{114}{p^{15/2}} \eta a \zeta \sin \theta_p \cos^2 \theta_p. \]  
(321)

which in fact guarantees that \( \delta \dot{e}_{CS}(e = 0) = 0 \). With this at hand, the remaining elements become

\[ M \delta \dot{p}_{CS}(e = 0) = -272 \frac{1}{p^{15/2}} \eta a \zeta \sin \theta_p. \]  
(322)

\[ M \delta \dot{\theta}_{pCS}(e = 0) = 5 \frac{1}{p^{17/2}} \eta a \zeta \cos \theta_p, \]  
(323)

\[ 2\pi M \delta \dot{\nu}_{CS}(e = 0) = -168 \frac{1}{p^{10}} \eta a \zeta \sin \theta_p. \]  
(324)

We cannot derive \( \dot{Q} \) for eccentric orbits in this way, nor the corresponding results for \( \delta \dot{p} \), \( \delta \dot{e} \) or \( \delta \theta_{p} \), although the eccentricity dependences of \( \dot{E} \) and \( L \) given in expression (281) are correct.

### B. Corrections to AK waveforms

We now combine the above results to obtain final expressions for the corrections to the AK waveforms. The final step is to rewrite the results in terms of the orbital frequency, \( \nu \), rather than the semilatus rectum, \( p \). This can be achieved by replacing \( p \) in the preceding expressions by \( p_K + \epsilon \delta p \), in which

\[ p_K = \frac{(1 - \epsilon^2)}{(2 \pi M \nu)^{2/3}}, \]  
(325)

\[ \delta p = \frac{2}{3} (1 - \epsilon^2) \frac{2 \pi M \delta \nu}{(2 \pi M \nu)^{5/3}}. \]  
(326)

In this way, we get a modification to the \( O(\epsilon) \) part of \( \delta \dot{\nu} \) etc., from the GR piece of these terms, evaluated at \( p_K + \epsilon \delta p \). This additional correction is subdominant for \( \delta \dot{\alpha} \) and \( \delta \dot{\gamma} \), but can contribute at leading order to \( \delta \dot{\nu} \) and \( \delta \dot{e} \). This gives final expressions for the fluxes as follows.

Under assumptions \( B_2 \) (and setting \( \gamma_{3,1} = 0 \)), these latter corrections are subdominant. The final expressions for the corrections to the AK waveforms are

\[ M \delta \dot{e}_{B_2} = -\frac{16}{5} \eta \frac{(2 \pi M \nu)^{10/3}}{(1 - \epsilon^2)^{7/2}} g_{e,2}(\gamma_{1,2} + 2 \gamma_{4,2}). \]  
(327)
where \( g_{e,2} \) and \( g_{v,2} \) are as given in Eqs. (300)–(302). Under assumptions \( \mathcal{B}_N \), we have

\[
M \delta e_{B_N} = -\frac{16}{5} \eta \frac{(2\pi M \nu)^{2N/3} + 2}{(1 - e^2)^N_{N+3/2}} g_{e,N}(e)(\gamma_{1,N} + 2\gamma_{4,N}),
\]

\[
M \delta \dot{\nu}_{B_N} = \frac{16}{5} \eta \frac{(2\pi M \nu)^{2N/3} + 3}{(1 - e^2)^{N+5/2}} g_{v,N}(e)(\gamma_{1,N} + 2\gamma_{4,N}),
\]

\[
M \delta \dot{\gamma}_{B_N} = \frac{(2\pi M \nu)^{(2N+1)/3}}{(1 - e^2)^{N+1/2}} g_{\gamma,N}(e)(\gamma_{1,N} + 2\gamma_{4,N}),
\]

\[
M \delta \dot{\alpha}_{B_N} = -a \frac{(2\pi M \nu)^{2N+1/3}}{(1 - e^2)^{N-1/2}} g_{\alpha.N}(e)(\gamma_{1,N} + 2\gamma_{4,N}),
\]

where the eccentricity-dependent factors have now been modified to

\[
g_{e,3}(e) = \frac{725}{12} e + \frac{383}{8} e^3 + \frac{143}{4} e^5,
\]

\[
g_{v,3}(e) = 42 + \frac{407}{2} e^2 + \frac{345}{4} e^4 + \frac{33}{16} e^6,
\]

\[
g_{\gamma,3}(e) = \frac{3}{2},
\]

\[
g_{\alpha,3}(e) = \frac{3}{4} + \frac{1}{2} e^2,
\]

\[
g_{e,4}(e) = \frac{316}{3} e + \frac{12713}{96} e^3 + \frac{2467}{64} e^5 + \frac{3}{8} e^7 + (1 - e^2)^{1/2} e^{95/18} - \frac{305}{96} e^2 - \frac{605}{288} e^4,
\]

\[
g_{v,4}(e) = 69 + \frac{3191}{8} e^2 + \frac{5035}{16} e^4 + \frac{3039}{64} e^6 - \frac{1}{48} (1 - e^2)^{1/2}(48 - 358 e^2 + 147 e^4 + 163 e^6).
\]

Finally, for circular orbits in the CS limit we have

\[
M \delta \dot{\epsilon}_{C_N}(e = 0) = 0,
\]

\[
2 \pi M^2 \delta \dot{\nu}_{C_N}(e = 0) = 360(2\pi M \nu)^{20/3} \eta a \zeta \sin \theta_{\psi},
\]

\[
M \delta \dot{\gamma}_{C_N}(e = 0) = \frac{75}{8} (2\pi M \nu)^4 a \zeta \sin \theta_{\psi},
\]

\[
M \delta \dot{\alpha}_{C_N}(e = 0) = -\frac{5}{8} a \zeta (2\pi M \nu)^4.
\]

We can compare our results to previous results in the literature. Barack and Cutler [28] considered a quadrupolar deformation of the Kerr metric within GR and constructed the associated AK waveforms. These waveforms are similar to those found here in the \( \mathcal{B}_3 \) limit. In both cases, \( \delta \dot{\nu} \) and \( \delta \dot{\gamma} \) scale as \( \nu^5 \) and \( \nu^{7/3} \) [see Eqs. (6) and (7) in [28]]. Differences arise in the evolution equation for \( \delta \dot{e} \) and \( \delta \dot{\alpha} \), which are probably due to the fact that the metrics used here and in [28] cannot be mapped into each other. This is because our metric is constructed such that an approximate Carter constant remains, while that used in [28] is of Petrov type I and does not have a Carter constant. Even then, however, our modified AK waveforms serve as a superset of the Barack and Cutler study [28] and also the Glampedakis and Babak study [37].

We note that the expressions given above depend on the eccentricity and inclination parameters, \( e \) and \( \theta_{\psi} \), which are gauge dependent quantities. If we had constructed the waveforms using a different definition of eccentricity or inclination, or by parametrizing the orbits using the energy, angular momentum and Carter constant, we would have obtained somewhat different corrections. Some care must
therefore be taken when interpreting the meaning of the gauge dependent waveform parameters \( p, e \) and \( \theta_0 \). Nonetheless, we have constructed the waveform corrections to ensure that quantities which are measurable by an observer at infinity, specifically the three frequencies characterizing the motion and their time derivatives, are consistent with the perturbed metric (modulo the omission of the “direct” contribution to the radiation field). Therefore, if the preceding waveform corrections were now rewritten as functions of these three frequencies, the same, gauge-independent, waveform model should result, independently of the parametrization used to derive it.

The corrections depend on the \( \gamma_{i,j} \) parameters, and on \( N \), which are both related to the dependence of the metric coefficients on the radial coordinate \( r \). One might therefore expect these quantities to have a dependence on the choice of radial coordinate. If we were to make an infinitesimal coordinate transformation of the form \( r \rightarrow r + \epsilon \delta r(r) \), we could change the \( r \) dependence of the various metric corrections, \( h_{\mu\nu} \). However, any such transformation would introduce \( h_{\theta\theta} \neq 0 \), which puts the metric into a different form than the one we have analyzed here. This apparent discrepancy can be understood from how the metric was constructed—certain choices were made in the form assumed for the Killing tensor of the perturbed spacetime, as described in Sec. II, that result in the identification of the coordinate \( r \) with a Boyer-Lindquist-like radius. It can be interpreted as the circumferential radius in the equatorial plane, and becomes the oblate-spheroidal radial coordinate at infinity. It is the fact that this coordinate has been fixed in this way that allows quantities that relate to it to be asymptotically measurable and to appear in the waveforms.

C. Example waveform

To illustrate the modified gravity waveforms we show an example in Fig. 1. This plot shows one of the two low-frequency Michelson response channels of the LISA detector, \( h_I \), as described in [12], for an EMRI occurring in the Kerr metric, and for EMRIs occurring in a deformed metric with a \( B_2 \)-type deviation. We use two different values for the size of the deformation of the metric, \( \epsilon(\gamma_{1,2} + 2\gamma_{4,2}) = 0.01 \) and \( \epsilon(\gamma_{1,2} + 2\gamma_{4,2}) = 0.1 \). The other waveform parameters were taken to be \( M = 10^6 M_\odot, \mu = 10 M_\odot, S/M^2 = 0.7, e_0 = 0.25, \lambda = \pi/4, \nu_0 = 0.00177, \theta_0 = \pi/4, \phi_0 = \pi/2, \theta_K = \pi/8, D = 1 \) Gpc and \( \phi_K = \alpha_0 = \gamma_0 = \Phi_0 = 0 \), using the notation of the analytic kludge model [12]. We show two sections of the waveform, each of duration \( 10^4 \) s, taken at the beginning and the end of a 2 week long observation.

We see that the \( B_2 \) waveform for the smaller perturbation is almost indistinguishable from the Kerr waveform for the first \( 10^4 \) s, while for the larger perturbation the waveform can be seen to be beginning to drift out of phase already by the end of the first segment. All three waveforms are clearly out of phase in the second segment and would therefore be clearly distinguishable in a LISA observation of two weeks duration. We note, however, that we have fixed the parameters for all three waveforms to the same values, and have not made any attempt to improve the overlap between the modified gravity waveforms and the Kerr waveform templates by making small adjustments to the parameters. Such parameter adjustment would better approximate the process of parameter estimation through matched filtering that will be used to analyze LISA data in practice and it is likely that this would significantly improve the phase coherence between the Kerr and modified gravity waveforms. Nonetheless, this example illustrates that LISA should be able to place some kind of constraint on the size of any deviations from GR of this form that would be consistent with EMRIs observed by LISA. We leave a full study of such constraints, accounting for parameter correlations, to the future.
VII. DISCUSSION

We have here taken the first steps toward the construction of ppE waveforms for EMRIs. We have taken the parametrically deformed, bumpy metric for modified gravity theories described in [34] and calculated the geodesic equations in second- and first-order form, the orbital frequencies and the implicit deformations to the fluxes of energy, angular momentum and Carter constant. With all these ingredients, we then explicitly described how to construct ppE AK waveforms.

A natural follow-up to this work would be to study the accuracy with which space-borne detectors, such as LISA, could constrain such ppE deformations. It was in the context of such a study for EMRIs in a Kerr background that the original AK model was developed by Barack and Cutler [12]. Now that we have obtained the leading-order corrections to the AK waveforms, we can follow a similar analysis to ask with what precision LISA or a LISA-like mission might be able to measure the bump parameters $\gamma_{N,M}$ that characterize the deviations from GR. The modifications described here could also be incorporated into the numerical kludge waveform model [13] for a similar study. Higher-order PN corrections have already been included in that framework for Kerr EMRIs.

Another possible application of these results would be to study how these GR deformations could be constrained with observations in the electromagnetic spectrum, such as from the emission spectra of AGN or iron line profiles [47]. The emission properties of discs are determined in part by the geodesic structure of the BH spacetime, which is characterized by the orbital frequencies and precession rates computed in this paper. We note, however, that such an analysis would have to account for the gauge dependence of these results, and work with gauge-invariant quantities, for example, by rewriting the expressions in terms of the frequencies of the motion, or some other asymptotic observables. We have not worried about this here, as the goal was to provide a framework in which to compute waveform observables and perform a data analysis study. The specific parametrization used to describe the waveform family does not affect those aims, although care will have to be taken when interpreting the observations that are made using these template waveforms.

The construction of ppE waveforms for modified gravity bumpy metrics is not yet complete, as we have here neglected explicit or direct corrections to the radiation-reaction force. As shown in [31], corrections to the conservative and dissipative sectors of any theory lead to waveform modifications that might be degenerate. Although this is definitely the case for comparable mass, quasicircular inspirals, the generality of EMRI orbits might break these degeneracies. Thus, the work done here can be considered as a solid first-step toward generic ppE EMRI waveforms, where future studies should concentrate on the addition of dissipative effects.

Complete results for the corrections to the radiation-reaction terms in CS modified gravity were only presented for circular orbits, as we had made the simplifying assumption that the change of the orbital inclination due to radiation reaction was a subdominant effect. This assumption made the computation of the corrections to $\dot{Q}$ more tractable, but it appears not to be valid in CS modified spacetimes. We were able to present results for circular orbits by imposing the physical requirement that circular orbits remain circular under radiation reaction. An extension of the $\dot{Q}$ calculation to the case of generic orbits should be pursued in the future.
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APPENDIX A: USEFUL INTEGRALS

Computation of the frequencies has relied in various places on the evaluation of integrals of the general form

$$I_n = \int_0^\pi (1 + e \cos \psi)^n d\psi$$

and we describe here how these may be computed.

For $n \geq 0$ we can expand the integrand as

$$1 + e \cos \psi = \sum_{k=0}^n \binom{n}{k} e^k \cos^k \psi.$$  \hspace{1cm} (A2)

By writing $\cos \psi = (e^{i\psi} + e^{-i\psi})/2$, we find

$$\cos^k \psi = \frac{1}{2^{k-1}} \sum_{l=0}^{[k-1/2]} \left[ \binom{k}{l} \cos((k-2l)\psi) \right]$$

$$+ \left( \binom{k}{2} \right)^{1/2} \frac{1}{2^{k}} \binom{k}{k/2}$$

in which $[x]$ denotes the largest integer smaller than $x$. On integration over the interval $[0, \pi]$, all the terms in the summation give zero. The second term is only nonzero when $k$ is even and therefore only the even powers of $\cos \psi$ contribute to the result. We therefore find

$$I_n = \pi \sum_{k=0}^{[n/2]} \frac{n!}{(n-2k)! k!^2} \left( \frac{e}{2} \right)^{2k}$$

\hspace{1cm} (A4)
in which \( n! = n(n-1) \ldots 1 \) is the usual factorial. If \( n < 0 \), the integral can be evaluated by first writing \( \cos \psi = \cos^2(\psi/2) - \sin^2(\psi/2) \) and then using a substitution \( t = \tan(\psi/2) \). This reduces the integral to

\[
I_n = \int_0^\infty \frac{2(1 + t^2)^{n-1}}{((1 + e) + (1 - e)t^2)^n} dt.
\]  

(A5)

This integrand can be decomposed as

\[
(1 + t^2)^{n-1} \left(1 + e + (1 - e)t^2\right)^n

= \left(1 - e\right)^{-n} \sum_{k=0}^{n-1} \binom{n-1}{k} \left(\frac{-2e}{1 - e}\right)^k J_k + 1 \text{ where}
\]

Finally, writing \( (1 + e)/(1 - e) = \mathcal{E} \) we can see through integration by parts

\[
(3 - 2k)J_{k-1} = -2\mathcal{E}(k - 1)J_k
\]

\[
J_1 = \frac{\pi}{2\sqrt{\mathcal{E}}} \Rightarrow J_n = \frac{2n - 3)!\pi}{2^{n-1}\mathcal{E}^{1/2}(n - 1)!}, \quad n \geq 2
\]

where \( n!! = n(n-2)(n-4) \ldots \)

The integrals we will need for the various special cases we discuss in this paper are

\[
I_{-2} = \frac{\pi}{(1 - e^2)^{3/2}}, \quad I_{-1} = \frac{\pi}{(1 - e^2)^{1/2}},
\]

\[
I_0 = I_1 = \pi, \quad I_2 = \pi\left(1 + \frac{e^2}{2}\right),
\]

\[
I_3 = \pi\left(1 + \frac{3e^2}{2}\right), \quad I_4 = \pi\left(1 + 3e^2 + \frac{3e^4}{8}\right),\]

\[
I_5 = \pi\left(1 + 5e^2 + \frac{15e^4}{8}\right).
\]

(A6)

**APPENDIX B: CIRCULAR ORBITS REMAIN CIRCULAR**

In this appendix, we study the proof of Kennefick and Ori [43,48] that circular orbits remain circular, but extended to the non-Kerr backgrounds analyzed in this paper. Let us begin by recasting the radial equation of motion as an equation for the carter constant

\[
Q = H_{GR}(r, E, L) + \delta H(r, E, L) - \Delta u_r^2,
\]

where as usual \( \Delta = r^2 - 2Mr + M^2a^2 \), while \( u_r = g_{rr}u' = \rho^2\dot{r}/\Delta \). The potentials \( H_{GR} \) and \( \delta H \) are defined via

\[
H_{GR} = \Delta^{-1}\left[\mathcal{E}(r^2 + M^2a^2) - M^2aL^2\right] - M^2(L - aE)^2 - r^2,
\]

\[
\delta H = \frac{\delta R}{\Delta M^2},
\]

(B2)

where the \( \delta H \) in the CS limit becomes

\[
\delta H_{CS} = \frac{5}{4} \frac{M E L}{\Delta} a\xi\left(M/r\right)^2,
\]

(B3)

The action of an external force on a particle will force the evolution of the Carter constant. When this force is the radiation reaction force, then

\[
F_a = \frac{Du_a}{D\tau},
\]

(B4)

where \( D \) stands for covariant proper-time differentiation. The Carter constant then evolves as

\[
\dot{Q} = \frac{\partial Q}{\partial u_a} F_a.
\]

(B5)

Using the instantaneous circularity condition, \( u_r = 0 \), plus the chain rule, the above equation becomes

\[
\dot{Q} = Q_{eE}\dot{E} + Q_{eL}\dot{L}.
\]

(B6)

Using Eq. (B1), the evolution of \( \dot{Q} \) for a circular orbit is simply

\[
\dot{Q} = H_{GR}^{GR}\dot{E} + H_{GR}^{GR}\dot{L} + \frac{1}{\Delta M^2}(\delta R_{eE}\dot{E} + \delta R_{eL}\dot{L}),
\]

(B7)

which in the CS limit becomes

\[
\dot{Q} = H_{GR}^{GR}\dot{E} + H_{GR}^{GR}\dot{L} + \frac{5}{4} \frac{M E L}{\Delta} a\xi\left(M/r\right)^2\left(\dot{E} + \frac{L}{E}\right).
\]

(B8)

Let us now compute the rate of change of the Carter constant required to take a circular orbit into a new circular orbit. Consider then Eq. (B1), but solve for \( \Delta u_r^2 \). This new equation will then resemble that of a particle in an effective potential, given by \( W(r, E, L, Q) = H_{GR} + \delta H - Q \). The stable circularity condition is equivalent to requiring that \( W = 0 \) and \( W_{r} = 0 \).

If the radiation reaction force acts on this instantaneously circular geodesic for a short time \( \delta \tau \) only. After this, the orbit will change to a new geodesic with parameters \( \mathcal{I}' = (r', E', L', Q') \). Denoting the change by \( \delta I = I - I' \), the change in the potential is then

\[
\delta W = W_{eE}\delta E + W_{eL}\delta L + W_{eQ}\delta Q,
\]

(B9)

where we have used the fact that \( W_{r} = 0 \) for circular orbits.

For this equation to hold before and after the action of the radiation reaction force, we must have \( \delta W = 0 \), which allows us to solve for \( \delta Q \). After dividing by \( \delta \tau \) and taking the \( \delta \tau \to 0 \) limit, we find
APPROXIMATE WAVEFORMS FOR EXTREME-MASS-RATIO

\[
\dot{Q}_{\text{circ}} = -\frac{W_E}{W_Q} E - \frac{W_L}{W_Q} L. \tag{B10}
\]

Using the definition \( W \), and assuming that \( W_Q = -1 \), we then find

\[
\dot{Q}_{\text{circ}} = H^{GR}_E E + H^{GR}_L L + \frac{1}{\Delta M^2} (\delta R_E E + \delta R_L L). \tag{B11}
\]

The assumption that \( W_Q = -1 \) relies on the condition that \( \delta R \) be independent of \( \dot{Q} \). This condition is satisfied in CS gravity and in all \( \mathcal{B}_4 \) limits. It is not, however, satisfied if one modifies the \( \mathcal{B}_3 \) limit by letting \( \gamma_{1,2} \neq 0 \), or if one modifies the \( \mathcal{B}_4 \) limit by letting \( \gamma_{1,3} \neq 2 \gamma_{1,2} \) and if one modifies the \( \mathcal{B}_5 \) limit by letting \( A^2 \gamma_{1,2} \neq 2 \gamma_{1,3} - \gamma_{1,4} \).

The fact that \( \dot{Q}_{\text{circ}} \) in Eq. (B11) is identically equal to \( \dot{Q} \) in Eq. (B7) means that even after the radiation-reaction force acts on an instantaneously circular orbit, the induced, instantaneous evolution of the orbit’s Carter constant is such as to maintain instantaneous circularity. This result is identical to what is found for geodesics in a Kerr background. We can trace back the reason for this to the fact that the potential \( \delta H \) (or equivalently \( \delta R \)) is independent of the Carter constant in all the cases studied here, including the CS one.
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