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The NLO corrections to the DIS structure functions $F_2$ and $F_L$ (or equivalently the photon-target cross sections $\sigma_{\gamma^*T}$ and $\sigma_{\gamma^*L}$) at low $x_{Bj}$ are obtained, as a generalization of the dipole factorization formula. For the first time, the contributions of both the $q\bar{q}$ and the $q\bar{q}g$ Fock states in the photon are directly calculated, using earlier results [[1]] for the $q\bar{q}$ light-front wave-functions at one loop inside a dressed virtual photon. Both the $q\bar{q}$ and the $q\bar{q}g$ contributions have UV divergences, which are shown to cancel each other, using conventional dimensional regularization as UV regulator. Finally, the resummation of high-energy logarithms on top of the NLO results for $\sigma_{\gamma^*T}$ and $\sigma_{\gamma^*L}$ is discussed.
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I. INTRODUCTION

Deep inelastic scattering (DIS) on a proton or nucleus at low Bjornen $x (x_B)$ provides the opportunity to study in a clean environment the transition from the dilute and purely perturbative regime of QCD into a fully nonlinear regime of QCD, while staying at weak coupling all the way if the photon virtuality $Q$ is large enough. Indeed, the evolution towards low $x_B$ is driven by the BFKL [2][4] resummation of high-energy leading logarithms (LLs), provided that the parton density stays small. However, that evolution implies a rapid increase of the parton density, leading eventually to the nonlinear regime of gluon saturation [5][9], in which the BFKL evolution has to be replaced by the B-JIMWLK evolution [10][18] or, in a mean field approximation, by the Balitsky-Kovchegov (BK) equation [10][19][20]. This transition can be most conveniently studied within the dipole factorization formalism [21][22], valid both in the dilute and in the dense regimes, and which provides a unified description of various observables related to DIS: not only inclusive DIS, but also semi-inclusive, diffractive or exclusive observables.

In particular, various fits [28][30] have been performed on the HERA data for DIS structure functions, using the leading order (LO) dipole factorization formula together with the LL resummation provided by the BK equation, including running coupling effects [31][32]. Most of the free parameters in these fits are associated with the shape of the dipole-target scattering amplitude at moderate energy, which is used as initial condition for the BK equation. These fits have then been used to make predictions (or postdictions) for many observables which can be expressed using the dipole-target scattering amplitude, not only in the case of DIS at HERA or at future colliders but also in the case of pp, pA or AA collisions at LHC or RHIC. The obtained results are quite encouraging, but often lack precision, by comparison to the data.

In order to increase the precision of such phenomenological studies, the first step is to include next-to-leading order (NLO) corrections in $\alpha_s$ to the observables of interest, thus obtaining results at NLO+LL accuracy instead of LO+LL. The second step would be to push the resummation of high-energy logarithms to next-to-leading-logarithmic (NLL) accuracy, thus obtaining results at NLO+NLL accuracy for the observables.

The priority is obviously to obtain the NLO corrections to inclusive DIS structure functions, due to the central role of these observables for the fits. These NLO corrections to DIS have been first calculated, including gluon saturation effects, in Ref. [33]. However, the results were not provided in the standard dipole factorized form, which complicates their use in practical studies. They were also presented after linearization in the form of a NLO photon impact factor [1]. Those NLO corrections to the $q\bar{q}$ Fock state contribution were guessed using a unitarity argument, which turned out to be wrong [1]. For that reason, the explicit calculation of the one-loop correction to the light-front wave-functions (LFWFs) for the $q\bar{q}$ Fock state inside a dressed virtual photon (transverse or longitudinal) has been performed in Ref. [39], providing directly the DIS structure functions at NLO in the dipole factorization form. However, in that paper, only the contribution from the $q\bar{q}$ Fock state interacting with the target was explicitly calculated. By contrast, the NLO corrections to the $q\bar{q}$ Fock state contribution were guessed using a unitarity argument, which turned out to be wrong [1]. For that reason, the explicit calculation of the one-loop correction to the light-front wave-functions (LFWFs) for the $q\bar{q}$ Fock state inside a dressed virtual photon (transverse or longitudinal) has been performed in Ref. [1]. The present article is a follow-up of that study, aiming at combining both the $q\bar{q}$ Fock state contribution at one-loop and the $qq\bar{q}$ Fock state contribution, in order to obtain the full result for the NLO corrections to the DIS structure functions in the dipole factorization formalism.

Other relevant observables for which the NLO corrections have been calculated include diffractive dijet production in DIS [40][41], exclusive light vector meson production in DIS [42], single inclusive forward hadron production in pp or pA collisions [43][45], and inclusive photon production at central rapidities in pA collisions [46][47].

In principle, the NLL resummation could be attempted in practice, since all the relevant evolution equations have been derived at that accuracy: not only the BFKL equation at NLL [48][49], but also the BK equation [50][51] and even the B-JIMWLK evolution at NLL [52][53]. However, it is well known that the naive perturbative expansion of the high-energy evolution equations is not reliable, and require collinear resummations [53]. The dominant part of the collinear resummation amounts to treat the kinematics in a more consistent way already at LL accuracy. This part of the collinear resummation has been performed for the BK equation both in Refs. [55] and [56], after a preliminary study in Ref. [57]. As an application, fits to DIS have been redone at LO+LL accuracy, thus obtaining results at NLO+LL accuracy instead of LO+LL. Moreover, a simple prescription providing a partial treatment of the subdominant part of the collinear resummation has been proposed in Ref. [58]. Including all of these modifications, the numerical simulations of the BK equation at NLL are now stable [60], by contrast to the simulations at naive NLL accuracy without collinear resummations, which are giving absurd results [61]. Hence, NLL BK resummations should now be feasible in practice, provided the required computing power is available.

The plan of this paper is as follows. In sec. II the DIS structure functions (or equivalently the photon-target cross sections) are shown to admit, within the eikonal approximation, a generalized dipole factorization formula beyond LO, Eq. (14), involving the LFWFs for the Fock states inside the incoming dressed photon and multipole-target scattering.

---

1 Earlier results for the NLO photon impact factor are available in Refs. [34][37].
amplitudes. The NLO $q\bar{q}$ contribution to the photon-target cross sections is then obtained from the result of Ref. [1] for the one-loop $q\bar{q}$ LFWFs inside a dressed photon. In sec. [II] the $qg\bar{q}$ LFWFs at tree-level are rederived within light-front perturbation theory (LFPT), but this time in arbitrary dimension, in order to facilitate their combination with the one-loop calculations of Ref. [1] which are done in conventional dimensional regularization (CDR). Taking the square of the LFWFs and combining the $q\bar{q}$ and the $qg\bar{q}$ contributions together, the full NLO results for the photon-target cross sections are obtained in sec. [IV] in the longitudinal photon case (see Eqs. (96), (100), (101) and (103)), and in sec. [V] in the transverse photon case (see Eqs. (146), (147), (148) and (149)). Special care is taken to demonstrate the cancellation of the UV divergence between the $q\bar{q}$ and $qg\bar{q}$ contributions to the cross sections. The issue of the LL (and even NLL) resummation for the NLO photon-target cross sections is discussed in sec. [VI]. Various possible prescriptions to implement that high-energy resummation are proposed, see Eqs. (151) and (158).

Conclusions are presented in sec. [VII]. Finally, the integrals required to perform the Fourier transform of the $qg\bar{q}$ LFWFs from transverse momentum to transverse position space are studied in appendix [A].

II. DIS CROSS-SECTION AT NLO: GENERAL STRUCTURE AND $q\bar{q}$ CONTRIBUTIONS

A. Photon-target total cross-sections and structure functions

From the momenta $P^\mu$ of the target, $k^\mu$ of the incoming lepton, and the momentum $q^\mu$ lost by the lepton, one constructs the usual Lorentz-invariant variables to describe the DIS process: the virtuality $Q^2 = -q^2$, the Mandelstam $s$ variable of the lepton-target collision defined as $s = (P + k)^2$, the Bjorken $x_{Bj}$ variable defined as $x_{Bj} = Q^2/(2P \cdot q)$ and the inelasticity $y = (2P \cdot q)/s = Q^2/(s \cdot x_{Bj})$.

In the one-photon exchange approximation and neglecting the lepton mass, the neutral current DIS cross section can then be written as

$$\frac{d\sigma^{\gamma\gamma^*}_{\gamma^*}}{d\sigma^{\gamma\gamma^*}_{\gamma^*} dx_{Bj} d^2Q} = \frac{\alpha_{em}}{\pi x_{Bj} Q^2} \left[ \left( 1 - y + \frac{y^2}{2} \right) \sigma_T^\gamma(x_{Bj}, Q^2) + (1 - y) \sigma_L^\gamma(x_{Bj}, Q^2) \right],$$

where $\sigma_T^\gamma$ is the total cross section for the scattering of a transverse or longitudinal virtual photon on the target.

The purpose of the present study is to derive the NLO QCD corrections to $\sigma_T^\gamma$, which correspond to the terms of order $\alpha_{em} \alpha_s$ in $\sigma_T^\gamma$.

The parametrization (1) of the DIS cross-section is fully equivalent to the more familiar ones in terms of structure functions. Indeed, the total photon cross-sections are related to the transverse and longitudinal structure functions as

$$\sigma_T^\gamma(x_{Bj}, Q^2) = \frac{(2\pi)^2}{Q^2} \frac{\alpha_{em}}{Q^2} F_{T,L}(x_{Bj}, Q^2),$$

the latter being related to the $F_1$ and $F_2$ structure functions as

$$F_1 = \frac{1}{2 x_{Bj}} F_T,$$
$$F_2 = F_T + F_L.$$
imaginary part of the forward elastic scattering amplitude as

$$\sigma^e_{\lambda} = 2 \text{Im} \, M^{\text{fwd}}_{\gamma^e \rightarrow \gamma^e} = 2 \text{Re} \left( -i \right) M^{\text{fwd}}_{\gamma^e \rightarrow \gamma^e},$$

where the forward elastic amplitude for the photon scattering on the gluon shockwave is defined within in light-front quantization as

$$\left\langle \gamma^e(q^+, q') = 0; Q^2 \right| \left( \hat{S}_E - 1 \right) \left| \gamma^e(q, 0; Q^2) \right\rangle = (2q^+) 2\pi\delta(q^+ - q^+)^i M^{\text{fwd}}_{\gamma^e \rightarrow \gamma^e},$$

up to power-suppressed corrections at high-energy [21]. In the definition [10], $\left| \gamma^e(q^+, q; Q^2) \right\rangle$ correspond to the one-virtual-photon dressed state in the Heisenberg picture for QCD+QED in the absence of external classical field [39]. The operator $\hat{S}_E$ describes the eikonal scattering on the classical gluon shockwave. Its action is best described on Fock-states in mixed-space, in which the kinematics of a particle is described by its light-cone momentum $k^+$ and transverse position $x$. Indeed, upon eikonal scattering on the shockwave, each parton in mixed-space simply picks up a Wilson line, so that for gluons, quarks and antiquarks creations operators, one has

$$\hat{S}_E \hat{a}^\dagger (k^+, x, \lambda, \alpha) = U_A (x)_{\alpha a} \hat{a}^\dagger (k^+, x, \lambda, b) \hat{S}_E$$

respectively. Moreover, $\hat{S}_E$ commutes with creation operators of colorless partons, such as bare photons or leptons, and leaves the Fock vacuum invariant: $\hat{S}_E |0\rangle = |0\rangle$. The Wilson lines appearing in the equations (7), (8) and (9) are defined as

$$U_R (x) = \mathcal{P} \exp \left[ -ig \int dx^+ T_R^n A^{-}_n (x) \right]$$

with the notation $x \equiv (x^+, x)$ and where $R = A$ or $F$ is the appropriate representation of $SU(N_c)$, and $\mathcal{P}$ indicates the path ordering of the $T_R$ color generators. $A^{-}_n (x)$ is the classical gluon field shockwave taken as target for the scattering.

In the appendix A of Ref. [11], the definition in light-front quantization and the calculation in light-front perturbation theory of dressed states such as the one-photon dressed state present in Eq. (6) are explained in depth. In particular, one can expand such dressed state on a Fock state basis in mixed space as

$$\left| \gamma^e(q^+, q; Q^2) \right\rangle = \sqrt{Z_{\gamma^e}} \left\{ \text{Non-QCD Fock states} + \sum_{q_0 q_1 \text{, F. states}} \bar{\Psi}_{\gamma^e \rightarrow q_0 q_1} \hat{b}^{\dagger}(\hat{d}^\dagger_{\lambda}) |0\rangle \right. \right.$$

$$\left. + \sum_{q_0 q_1 g_2 \text{, F. states}} \bar{\Psi}_{\gamma^e \rightarrow q_0 q_1 g_2} \hat{b}^{\dagger}_{0} \hat{d}^{\dagger}_{\lambda} |0\rangle + \cdots \right\}.\tag{11}$$

The non-QCD Fock states are the ones containing only colorless partons, such as photon or leptons. They give a vanishing contribution to the forward scattering amplitude in Eq. (6) and thus to the DIS cross section, since $\hat{S}_E$ leave them invariant. The perturbative expansion of the quark-antiquark LFWF starts at order $e^{-}$, the one of the quark-antiquark-gluon LFWF starts at order $e^2$. By contrast, the perturbative expansion of LFWFs for the higher Fock states (represented by the dots in Eq. (11)) start at order $e^2$ or later, and thus will not contribute to the DIS cross section at NLO. Moreover, $Z_{\gamma^e} = 1 + O(\alpha_{em})$, so that the photon wave-function renormalization constant can be dropped in the one-photon exchange approximation.

The two relevant LFWFs can be written (to all orders in perturbation theory, and beyond) as

$$\bar{\Psi}_{\gamma^e \rightarrow q_0 q_1} = 2\pi\delta(k_0^+ + k_1^+ - q^+)^e \frac{\tau}{\tau} (k_0^+ x_0 + k_1^+ x_1) \tilde{l}_{\alpha \alpha_0} \bar{\psi}_{\gamma^e \rightarrow q_0 q_1}$$

$$\bar{\Psi}_{\gamma^e \rightarrow q_0 q_1 g_2} = 2\pi\delta(k_0^+ + k_1^+ + k_2^+ - q^+)^e \frac{\tau}{\tau} (k_0^+ x_0 + k_1^+ x_1 + k_2^+ x_2) \tilde{l}_{\alpha \alpha_0} \bar{\psi}_{\gamma^e \rightarrow q_0 q_1 g_2}\tag{13}$$

3 In this paper, QCD covariant derivatives are defined as $D_{\mu} \equiv \partial_{\mu} + ig T^a_R A^a_{\mu}(x)$. Indeed, it is the convention used in Ref. [62], from which the light-front perturbation theory rules presented in Ref. [11] and used here have been obtained. By consistency, there is a minus in the exponent in the definition [10] of the Wilson line. This convention is also used for example the books of Sterman [63] and of Collins [64]. By contrast, the opposite convention $D_{\mu} \equiv \partial_{\mu} - ig T^a_R A^a_{\mu}(x)$, also very common in the literature, would require in particular a change of sign for the Feynman rules for all the vertices involving an odd number of gluons as well as a change of sign of the exponent in the Wilson lines [10]. That other prescription is used for example in the book of Peskin and Schroeder [65].

4 The compact notation $\hat{b}^{\dagger}_{0} (k_0^+, x_0, h_0, \alpha_0)$ and so on is introduced to avoid unnecessary cluttering.
for the following reasons. First, the delta function is required by light-cone momentum $k^+$ conservation. Second, the phase factor is the dependence on $q$ of the LFWF required when comparing the action of the transverse Galilean boost\textsuperscript{5} on the momentum-space dressed-state $|\gamma^*_\lambda (q^+, k^2)_{H}\rangle$ on the one hand, and on the mixed-space Fock states $|\tilde{\bar{b}}_0 b_1^\dagger \bar{d}_2^\dagger\rangle_0$ and $|\tilde{b}_1^\dagger \bar{q}_0 q_1^\dagger \bar{d}_2^\dagger\rangle_0$ on the other hand. The reduced LFWFs $\tilde{\bar{v}}_{\gamma^*_\lambda \rightarrow q_0 \bar{q}_1}$ and $\tilde{v}_{\gamma^*_\lambda \rightarrow q_0 \bar{q}_1, g_2}$ are then independent on the photon transverse momentum $q$. Moreover, due to transverse momentum conservation, the reduced LFWFs cannot depend on the absolute transverse positions of the Fock state partons, just on their differences. Finally, $L_{q\bar{q}a_1}$ and $L_{q\bar{q}a_2}$ are the only invariant color tensors available for the $q\bar{q}$ Fock state and for the $q\bar{q}g$ Fock state respectively, so that the corresponding LFWF have to be proportional to them.

Inserting the Fock state expansion (11) into Eq. (6), and using the relations given in the present section or in the appendix A of Ref. [1], one arrives at the general expression\textsuperscript{5}

\[
\sigma^*_\lambda = 2N_c \sum_{q_0 q_1, g_2} 2\pi \delta (k_0^+ + k_1^+ - q^+) \left| \tilde{v}_{\gamma^*_\lambda \rightarrow q_0\bar{q}_1} \right|^2 \text{Re} \left[ 1 - S_{01} \right] 
+ 2N_c C_F \sum_{q_0 q_1, g_2} 2\pi \delta (k_0^+ + k_1^+ + k_2^+ - q^+) \left| \tilde{v}_{\gamma^*_\lambda \rightarrow q_0\bar{q}_1, g_2} \right|^2 \text{Re} \left[ 1 - S_{012}^{(3)} \right] + O(\alpha_{em}^2) 
\]

(14)

for the total cross-section of photon-shockwave scattering, introducing the notations

\[
S_{01} = \frac{1}{N_c} \text{Tr} \left( U_F (x_0) U_F^\dagger (x_1) \right) 
\]

(15)

\[
S_{012}^{(3)} = \frac{1}{N_c C_F} \text{Tr} \left( t^a U_F (x_0) t^a U_F^\dagger (x_1) \right) U_A (x_2) ba 
\]

(16)

for the dipole and tripole amplitudes\textsuperscript{6}.

The expression (14) already displays a separation between the internal dynamics of the photon projectile, encoded in the LFWF, and the scattering on the shockwave target, encoded in the multipole amplitudes. The first term in Eq. (14) corresponds to the usual dipole factorization formula, valid at LO. Obviously, each order in perturbation theory adds new terms to the formula (14), by allowing the contribution of higher Fock states. By a slight abuse of language, Eq. (14) will still be called dipole factorization even when other Fock states than $q\bar{q}$ are included.

C. Quark-antiquark contributions to the photon total cross-sections at NLO

Let us focus first on the $q\bar{q}$ contribution to $\sigma^*_\lambda$, corresponding to the first term in Eq. (14). Writing more explicitly the sum over $q\bar{q}$ Fock states, one has

\[
\sigma^*_\lambda \big|_{q\bar{q}} = 2N_c \sum_i \int \frac{dk_0^+}{2\pi} \frac{\theta (k_0^+)}{2k_0^+} \int \frac{dk_1^+}{2\pi} \frac{\theta (k_1^+)}{2k_1^+} \frac{2\pi \delta (k_0^+ + k_1^+ - q^+)}{2q^+} 
\]

\[
\times \int d^2 x_0 \int d^2 x_1 \text{Re} \left[ 1 - S_{01} \right] \sum_{n_0, n_1 = \pm 1/2} \left| \tilde{v}_{\gamma^*_\lambda \rightarrow q_0\bar{q}_1, g_2} \right|^2. 
\]

(17)

The $\gamma^*_\lambda \rightarrow q\bar{q}$ LFWFs have been calculated in Ref. [1] including one QCD loop, regularizing the UV divergences with CDR, and the small $k^+$ divergences with a cut-off $k^+_{\text{min}}$. It has been found that such NLO corrections factorize\textsuperscript{7} from the tree-level LFWFs, as

\[
\tilde{v}_{\gamma^*_\lambda \rightarrow q_0\bar{q}_1} = 1 + \left( \frac{\alpha_s C_F}{2\pi} \right) \tilde{V} \tilde{v}_{\gamma^*_\lambda \rightarrow q_0\bar{q}_1} + O(\alpha_s^2), 
\]

(18)

---

5 When using light-front quantization for a relativistic field theory in $D$ dimensions, the Poincaré algebra gets broken to a subalgebra which includes the $D-1$ Galilean algebra, see for example Ref. [69].

6 In formulas like Eq. (14), the real part operator $\text{Re}$ is very often dropped. Indeed, when evaluated in the MV model [70, 67], the dipole amplitude $S_{01}$ averaged over the background field is real and symmetric by exchange of $x_0$ and $x_1$. Moreover, these properties are preserved by the B-JIMWLK and BK evolutions. But in general, in QCD, the averaged dipole amplitude can have an imaginary part antisymmetric by exchange of $x_0$ and $x_1$, which correspond to an Odderon exchange with the target [68]. Here, the real part operator $\text{Re}$ coming from the optical theorem is kept thoroughly, in order to insist on the fact the Odderon exchange does not contribute to the DIS cross section.

7 Strictly speaking, $S_{01}$ and $S_{012}^{(3)}$ correspond to S-matrices rather than scattering amplitudes, but will be called simply amplitudes, for simplicity.

8 These NLO corrections factorize at least within the regularization scheme used. But extra non-factorizing terms might appear in other regularization schemes [72].
where the coefficient $\tilde{V}$ carrying the NLO corrections is given by

$$\tilde{V} = 2 \left[ \log \left( \frac{k_{\text{min}}^+}{\sqrt{k_0^+ k_1^+}} \right) + \frac{3}{4} \right] \left[ \frac{1}{(2 - \frac{D}{2})} - \Psi(1) + \log(\pi x_0^2 \mu^2) \right] + \frac{1}{2} \left[ \log \left( \frac{k_0^+}{k_1^+} \right) \right]^2 - \frac{\pi^2}{6} + 3 + O(D - 4) \quad (19)$$

for $D \to 4$. In $D$ dimensions, the tree-level LFWFs read $[1]$

$$\hat{\psi}_{\gamma L}^{\text{tree}}(q_{0q_1}) = (-1) \frac{e e_f}{2\pi} k_0^+ k_1^+ (q^+/q^+)^2 2Q \left( \frac{Q}{2\pi|x_0|\mu} \right)^{\frac{D}{2} - 2} K_{\frac{D}{2} - 2} (|x_0| Q) \quad (20)$$

for the longitudinal photon polarization, and

$$\hat{\psi}_{\gamma L}^{\text{tree}}(q_{0q_1}) = (-i) e e_f \gamma^i x_0^j \frac{e e_f}{2\pi} k_0^+ k_1^+ (q^+/q^+)^2 \delta^{ij} \left( \frac{k_0^+ - k_1^+}{q^+} \right) \delta^{ij} \frac{1}{2} \left[ \gamma^i, \gamma^j \right] v_G(1)$$

$$\times \mu^{2 - \frac{D}{2}} \left( \frac{Q}{2\pi|x_0|} \right)^{\frac{D}{2} - 2} K_{\frac{D}{2} - 1} (|x_0| Q) \quad (21)$$

and for transverse photon polarizations, introducing the notation

$$Q^2 = \frac{k_0^+(q^+ - k_0^+)}{(q^+)^2} Q^2 = \frac{k_1^+(q^+ - k_1^+)}{(q^+)^2} Q^2. \quad (22)$$

Using the definitions and properties of light-front spinors given in the appendix A of Ref. [1], it is straightforward to obtain

$$\sum_{h_0, h_1 = \pm 1/2} \left| \hat{\psi}_{\gamma L}^{\text{tree}}(q_{0q_1}) \right|^2 = 2(2k_0^+)(2k_1^+) \frac{e^2 e_f^2}{(2\pi)^2} 4Q^2 \left( \frac{k_0^+ k_1^+}{(q^+)^4} \right) \left( \frac{Q}{2\pi|x_0|\mu^2} \right)^{\frac{D}{2} - 2} \left[ K_{\frac{D}{2} - 2} (|x_0| Q) \right]^2$$

$$\times \left[ 1 + \left( \frac{\alpha_s C_F}{\pi} \right) \tilde{V} \right] + O(\alpha_{em} \alpha_s^2), \quad (23)$$

so that the $q\bar{q}$ contribution to longitudinal photon total cross section at NLO is

$$\sigma_L^{\gamma^+ q_1} = 4N_c \alpha_{em} \sum_f e_f^2 \int_0^{+\infty} dk_0^+ \int_0^{+\infty} dk_1^+ \frac{\delta(k_0^+ + k_1^+ - q^+)}{q^+} \int \frac{d^{D-2}x_0}{2\pi} \int \frac{d^{D-2}x_1}{2\pi} \Re \left[ 1 - S_{01} \right] \left[ 1 + \left( \frac{\alpha_s C_F}{\pi} \right) \tilde{V} \right]$$

$$\times 4Q^2 \left( \frac{k_0^+ k_1^+}{(q^+)^4} \right) \left( \frac{Q}{2\pi|x_0|\mu^2} \right)^{\frac{D}{2} - 2} \left[ K_{\frac{D}{2} - 2} (|x_0| Q) \right]^2 + O(\alpha_{em} \alpha_s^2). \quad (24)$$

In the transverse photon case, the numerator algebra can be performed for example thanks to the identities $^9$

$$\text{Tr} \left\{ P_G \right\} = 2 \quad (25)$$

$$\text{Tr} \left\{ P_G [\gamma^i, \gamma^j] \right\} = 0 \quad (26)$$

$$\delta^{i'i} \text{Tr} \left\{ P_G [\gamma^i, \gamma^j] [\gamma^i, \gamma^j] \right\} = -2(D - 3) \delta^{i'j}, \quad (27)$$

valid for arbitrary dimension. One finds

$$\frac{1}{(D-2)} \sum_{T \text{ pol.}} \sum_{h_0, h_1 = \pm 1/2} \left| \hat{\psi}_{\gamma L}^{\text{tree}}(q_{0q_1}) \right|^2 = \frac{(2k_0^+ k_1^+)}{(D-2)} \frac{4\alpha_{em} e_f^2}{2\pi} \left( D - 3 + \left( k_0^+ - k_1^+ \right)^2 \right) \left[ 1 + \left( \frac{\alpha_s C_F}{\pi} \right) \tilde{V} \right]$$

$$\times \left[ (2\pi)^2 \mu^2 x_0^2 \right]^{2 - \frac{D}{2}} \left( \frac{Q}{2\pi|x_0|} \right)^{\frac{D}{2} - 1} \left[ K_{\frac{D}{2} - 1} (|x_0| Q) \right]^2 \quad (28)$$

$^9$ $P_G \equiv \gamma^\gamma / 2$ is the projector onto the so-called good components of the spinors.
In summary, the $q\bar{q}$ contributions to $\sigma_T^{\gamma^*}$ and $\sigma_T^\gamma$ at NLO are given respectively by Eqs. (24) and (29), with the loop correction $\tilde{V}$ given by Eq. (19). It remains to calculate the $q\bar{q}g$ contributions, obtained from the $\gamma^* \rightarrow q\bar{q}g$ LFWFs according to Eq. (14), and combine both types of contributions.

III. QUARK-ANTIQUARK-GLUON LFWFS

The LFWFs for the quark-antiquark-gluon Fock states inside a transverse or longitudinal virtual photon dressed state have already been calculated at tree level in Ref. [39]. However, that calculation was done in $D = 4$ strictly, whereas the result in generic dimension is needed for a consistent combination with the $q\bar{q}$ contributions $\sigma_T^\gamma$ and $\sigma_T^{\gamma^*}$ at NLO. It is the purpose of the present section is to close this gap.
A. Transverse photon case

1. Momentum space results

In the case of a transverse photon, the four light-front perturbation theory diagrams shown in Fig. [1] contribute at tree level to the $q\bar{q}g$ LFWF, so that in momentum space

$$
\Psi_{\gamma \rightarrow q_0 \bar{q}_1 g_2}^{\text{Tree}} = \sum_{q_0} \sum_{\bar{q}_1} \frac{\langle 0 | a_{2b_0} V_1(0) b_{l_0}^0 | 0 \rangle \langle 0 | d_{1b_0} V_1(0) a_{l_1}^0 | 0 \rangle}{(ED_{q_0 \bar{q}_1 g_2}) (ED_{q_0 \bar{q}_1})} + \frac{\langle 0 | a_{2d_1} b_0 V_1(0) a_{l_1}^0 | 0 \rangle}{(ED_{q_0 \bar{q}_1})}
$$

$$
= (2\pi)^{D-1} \delta^{(D-1)}(k_0 + k_1 + k_2 - q) \left( \mu^2 \right)^{-2} e^f g t_{a_0 a_1}^{2} \times \left\{ \int \frac{d^{D-1}k_{0'}}{(2\pi)^{D-1}} \frac{\theta(k_{0'}^{+})}{2k_{0'}^{+}} \frac{(2\pi)^{D-1} \delta^{(D-1)}(k_0 + k_2 - k_{0'})}{(ED_{q_0 \bar{q}_1})} \sum_{h_{0'} = \pm 1/2} \bar{u}(0) \not J_{\lambda,2}(k_2) u(0') \bar{u}(0') \not J_{\lambda}(q) v(1) - \int \frac{d^{D-1}k_{1'}}{(2\pi)^{D-1}} \frac{\theta(k_{1'}^{+})}{2k_{1'}^{+}} \frac{(2\pi)^{D-1} \delta^{(D-1)}(k_1 + k_2 - k_{1'})}{(ED_{q_0 \bar{q}_1})} \sum_{h_{1'} = \pm 1/2} \bar{v}(0) \not J_{\lambda,2}(k_2) v(1') \not J_{\lambda'}(q) v(1') \right\}
$$

The three terms in the expression (30) corresponds respectively to the diagram (a), the diagram (b), and the sum $(a') + (b')$ of the diagrams with an instantaneous fermion leg. The expression (31) is then obtained using the rules presented in the appendix A of Ref. [1]. The last two terms in that expression now correspond to the diagrams $(a')$ and $(b')$ separately. The energy denominators appearing in the expressions (30) and (31) are defined as

$$
(ED_{q_0 \bar{q}_1 g_2}) = \frac{q^2 - Q^2}{2q^+} - \frac{k_0^2}{2k_0^{+}} - \frac{k_1^2}{2k_1^{+}} - \frac{k_2^2}{2k_2^{+}}
$$

$$
(ED_{q_0 \bar{q}_1}) = \frac{q^2 - Q^2}{2q^+} - \frac{k_0^2}{2k_0^{+}} - \frac{k_1^2}{2k_1^{+}}
$$

$$
(ED_{q_0 \bar{q}_1}) = \frac{q^2 - Q^2}{2q^+} - \frac{k_0^2}{2k_0^{+}} - \frac{k_1^2}{2k_1^{+}}
$$

including the photon virtuality $Q^2$ as discussed in the appendix A.3 of Ref. [39].

In order to perform the Fourier transform to mixed space at the LFWF level, one should extract the transverse momentum dependence out of the spinors $u$ and $v$ and out of the photon and gluon polarization vectors. This can be done thanks to the identity

$$
\chi(n) \not J_{\lambda}(q) \eta(m) = \varepsilon_{\lambda} \left[ \frac{q^2}{q^+} - \frac{k_n^2}{2k_n^{+}} - \frac{k_m^2}{2k_m^{+}} \right] \chi_G(n) \gamma^+ \eta_G(m) + \varepsilon_{\lambda} \frac{1}{4} \left[ \frac{k_n^2}{k_m^{+}} - \frac{k_m^2}{k_n^{+}} \right] \chi_G(n) \gamma^+ \gamma^i \eta_G(m),
$$

where each of $\chi$ and $\eta$ is either a $u$ or $v$ massless spinor. That identity is valid for arbitrary $D$, and does not require momentum conservation to be valid.

Inserting the relation (35) at each vertex, one can rewrite the contribution of the diagrams $(a)$ and $(a')$ to Eq. (31)

---

10 Remember that the good components of the spinors $u$ and $v$ only depend on the light-front momentum $k^+$ and the light-front helicity $h$ of the considered parton, and that the dependence on its transverse momentum $k$ arises only through the bad components.

11 See for example the derivation of Eq. (B5) in Ref. [1].
and the one of the diagrams \((b)\) and \((b')\) as

\[
\Psi_{\gamma^{(a)+(a')}}^{(b)+(b')}_{\gamma_{\lambda}^{q_0 q_1 g_2}} = - \frac{(2\pi)^{D-1} \delta^{(D-1)}(k_0 + k_1 + k_2 - q)}{(2\pi)^{D-2} e e_f g t_{\alpha\beta}^{a_2} v_2^{b_2} v_2^{c_2}} \left\{ \left( k_2 - \frac{k_1^+}{k_0^+} k_1 \right)^2 + \frac{\pi^2 k_0^2}{k_0^+} \right\} \left( k_1 - \frac{k_1^+}{q^+} q \right)^2 + Q_{(a)}^2 \right\} \left( k_0 - \frac{k_0^+}{q^+} q \right)^2 + Q_{(b)}^2 \]

\[
= \frac{k_1^+(q^++k_1^+)}{(q^+)^2} \left[ \delta^{(D-1)}(k_0 + k_1 + k_2 - q) \frac{(2k_0^+ + k_1^+)}{k_1^+} \right] Q^2 + \frac{k_0^+(q^++k_0^+)}{(q^+)^2} Q^2.
\]

using the notations

\[
Q_{(a)}^2 = k_1^+(q^++k_1^+) \quad Q^2
\]

\[
Q_{(b)}^2 = k_0^+(q^++k_0^+) \quad Q^2.
\]

2. Mixed space results

The Fourier transform to mixed space of the \(q \bar{q} g\) LFWF is defined by

\[
\bar{\Psi}_{\gamma_{\lambda}^{q_0 q_1 g_2}} = \int d^{D-2}k_0 \int d^{D-2}k_1 \int d^{D-2}k_2 e^{i k_0 \cdot x_0 + i k_1 \cdot x_1 + i k_2 \cdot x_2} \Psi_{\gamma_{\lambda}^{q_0 q_1 g_2}}.
\]

For the contribution of the diagrams \((a)\) and \((a')\) given in Eq. (36), it is convenient to make the change of variables \((k_1, k_2) \rightarrow (P, K)\) defined as

\[
P = -k_1 + \frac{k_1^+}{q^+} q
\]

\[
K = k_2 - \frac{k_2^+}{k_0^+ + k_2^+} (k_0 + k_2) = \left( k_0^+ + k_2^+ \right) - k_2 \frac{k_2^+}{k_0^+ + k_2^+}
\]

and use the transverse delta function to eliminate the integration over \(k_0\). With this change of variables, one has

\[
d^{D-2}k_2 = \left( \frac{k_0^+ + k_2^+}{k_0^+} \right)^{D-2} d^{D-2}K
\]

and

\[
\delta^{(D-1)}(k_0 + k_1 + k_2 - q) = \delta^{(D-1)} \left( \left( k_0^+ + k_2^+ \right) - \left( \frac{k_0^+ + k_2^+}{q^+} q + \frac{k_0^+ + k_2^+}{q^+} K - P \right) \right)
\]

\[
= \left( \frac{k_0^+}{k_0^+ + k_2^+} \right)^{D-2} \delta^{(D-1)} \left( k_0 + k_2^+ q + K - \left( \frac{k_0^+}{k_0^+ + k_2^+} \right) P \right).
\]
so that the Jacobian cancels. Moreover, the phase factor becomes

\[ e^{i k_0 \cdot x_0 + i k_1 \cdot x_1 + i k_2 \cdot x_2} = e^{i \frac{\alpha}{4} (k_0^+ \cdot x_0 + k_1^+ \cdot x_1 + k_2^+ \cdot x_2)} e^{i P \cdot x_{0+2;1}} \]

introducing the notation

\[ x_{n+m} = -x_{n+m} \equiv \left( \frac{k_n^+ x_n + k_m^+ x_m}{k_n^* + k_m^*} \right) - x_p \]

in addition to the more standard one \( x_{nm} \equiv x_n - x_m \).

For the contribution of the diagrams \((b)\) and \((b')\), the calculation is analog, except that the relevant change of variables is \((k_0, k_2) \rightarrow (P, K)\), defined as

\[
P = k_0 - \frac{k_0^+}{q^+} q
\]

\[
K = k_2 - \frac{k_2^+}{k_1^+ + k_2^+} (k_1 + k_2) = \left( \frac{k_1^+}{k_1^* + k_2^*} \right) \left[ k_2^+ - \frac{k_2^+}{k_1^+} k_1 \right]
\]

and that the transverse delta function is used to eliminate \(k_1\).

After straightforward calculations, one can then write the \(q\bar{q}g\) LFWF in mixed space as a linear combination of Fourier integrals of the type \(\mathcal{I}\) and \(\mathcal{I}^{in}\), defined in Eqs. (A1) and (A2) respectively, and extract universal factors like in Eq. (13), to get the \(q\bar{q}g\) reduced LFWF in mixed space

\[
\psi^{\text{Tree}}_{\gamma^* \gamma^* \rightarrow q\bar{q}g} = e e_f g g_{\lambda} e_{\lambda} e_{\bar{\lambda}} \left\{ - \frac{1}{(k_0^+ + k_2^+)} q^+ \mathcal{I}^{in} \left( x_{0+2;1}, x_{20}; Q_{(a)}^2, C_{(a)} \right) \right.
\]

\[
\times \overline{\psi}_{G}(0) \gamma^+ \left[ (2k_0^+ + k_2^+) \delta^{jm} + \frac{k_2^+}{2} \left[ \gamma^j, \gamma^m \right] \right] \left[ (2k_1^+ - q^+) \delta^{il} + \frac{q^+}{2} \left[ \gamma^i, \gamma^l \right] \right] \nu_G(1)
\]

\[
- \frac{1}{(k_1^+ + k_2^+)} q^+ \mathcal{I}^{in} \left( x_{0+1;2}, x_{21}; Q_{(b)}^2, C_{(b)} \right) \right.
\]

\[
\times \overline{\psi}_{G}(0) \gamma^+ \left[ (2k_0^+ - q^+) \delta^{il} - \frac{q^+}{2} \left[ \gamma^i, \gamma^l \right] \right] \left[ (2k_1^+ + k_2^+) \delta^{jm} - \frac{k_2^+}{2} \left[ \gamma^j, \gamma^m \right] \right] \nu_G(1)
\]

\[
+ \frac{k_2^+ k_0^+}{k_1^+ + k_2^+} \mathcal{I} \left( x_{0+2;1}, x_{20}; Q_{(a)}^2, C_{(a)} \right) \overline{\psi}_{G}(0) \gamma^+ \gamma^j \gamma^i \nu_G(1)
\]

\[
- \frac{k_2^+ k_0^+}{(k_1^+ + k_2^+)^2} \mathcal{I} \left( x_{0+1;2}, x_{21}; Q_{(b)}^2, C_{(b)} \right) \overline{\psi}_{G}(0) \gamma^+ \gamma^i \gamma^j \nu_G(1) \right\},
\]

introducing the notations

\[
C_{(a)} = \frac{q^+ k_0^+ k_2^+}{k_1^+ (k_0^+ + k_2^+)^2}
\]

\[
C_{(b)} = \frac{q^+ k_0^+ k_2^+}{k_1^+ (k_0^+ + k_2^+)^2}.
\]

In the following, the compact notations

\[
\mathcal{I}^{im}(a) \equiv \mathcal{I}^{im} \left( x_{0+2;1}, x_{20}; Q_{(a)}^2, C_{(a)} \right)
\]

\[
\mathcal{I}^{im}(b) \equiv \mathcal{I}^{im} \left( x_{0+1;2}, x_{21}; Q_{(b)}^2, C_{(b)} \right)
\]

\[
\mathcal{I}(a) \equiv \mathcal{I} \left( x_{0+2;1}, x_{20}; Q_{(a)}^2, C_{(a)} \right)
\]

\[
\mathcal{I}(b) \equiv \mathcal{I} \left( x_{0+1;2}, x_{21}; Q_{(b)}^2, C_{(b)} \right)
\]

will be used.
The expression \( \{ , \} \) for the \( qgqg \) LFWF is valid for arbitrary dimension \( D \). However, it remains to evaluate the Fourier integrals and the spinor bilinears structures. Each of these two tasks is more complicated for generic \( D \) than for \( D = 4 \). Let us comment now on the spinor part. In arbitrary \( D \), one has the identity
\[
\omega_G(0)\gamma^+ v_G(1) = \sqrt{2k_0^+} \sqrt{2k_1^+} \delta_{h_1,-h_0}.
\]

However, for generic \( D \), there is in general no such simple expression for spinor bilinears containing at least a commutator like \( [\gamma^i, \gamma^j] \). Instead, one should continue the Dirac algebra calculations at the cross-section level.

For the particular case \( D = 4 \), due to the structure of the Lorentz group in \( D = 4 \), one has the identity
\[
\frac{i}{4} [\gamma^i, \gamma^j] = \epsilon^{ij} S^3
\]
where \( \epsilon^{ij} \) is antisymmetric with \( \epsilon^{12} = +1 \), and \( S^3 \) is the light-front helicity operator, acting on the good components of spinors as
\[
\begin{align*}
S^3 & u_G(p^+, h) = h u_G(p^+, h) \quad \text{(56)} \\
S^3 & v_G(p^+, h) = -h v_G(p^+, h) \quad \text{(57)}
\end{align*}
\]
Hence, for \( D = 4 \), there is a drastic simplification of the Dirac algebra: one can get rid of the commutators \([\gamma^i, \gamma^j]\) at the LFWF level, and finally use the identity [54]. In this way, one obtains for the \( qgqg \) LFWF the expression
\[
\bar{\psi}_{\gamma^i} \psi_{\gamma^j} \rightarrow qgqg_{2g} = e e f g \, e_{\lambda}^i \, e_{\lambda}^j \sqrt{2k_0^+} \sqrt{2k_1^+} \delta_{h_1,-h_0} \times \left\{ \begin{array}{l}
- \frac{1}{(k_0^+ + k_2^+) q^+} \left[(2k_0^+ + k_2^+) \delta^{lm} - i k_2^+ (2h_0) \epsilon^{im} \right]\left[(2k_1^+ - q^+) \delta^{il} - i q^+ (2h_0) \epsilon^{il} \right] \mathcal{I}^l m(a) \\
- \frac{1}{(k_1^+ + k_2^+) q^+} \left[(2k_0^+ - q^+) \delta^{il} + i q^+ (2h_0) \epsilon^{il} \right]\left[(2k_1^+ + k_2^+) \delta^{jm} + i k_2^+ (2h_0) \epsilon^{jm} \right] \mathcal{I}^l m(b) \\
- \frac{k_2^+ k_0^+}{(k_0^+ + k_2^+)^2} \left[ \delta^{ij} - i (2h_0) \epsilon^{ij} \right] \mathcal{I}(a) + \frac{k_2^+ k_1^+}{(k_1^+ + k_2^+)^2} \left[ \delta^{ij} + i (2h_0) \epsilon^{ij} \right] \mathcal{I}(b) \right\} \quad \text{(58)}
\end{array} \right.
\]
Moreover, in \( D = 4 \), both of the Fourier integrals \( \mathcal{I} \) and \( \mathcal{I}^l m \) can be calculated analytically, see appendix A. Inserting the results [A4] and [A6], one gets
\[
\bar{\psi}_{\gamma^i} \psi_{\gamma^j} \rightarrow qgqg_{2g} = e e f g \, e_{\lambda}^i \, e_{\lambda}^j \sqrt{2k_0^+} \sqrt{2k_1^+} \delta_{h_1,-h_0} \frac{Q}{X_{012}} K_1(QX_{012}) \times \left\{ \begin{array}{l}
- \frac{k_1^+}{q^+} \left[(2k_0^+ + k_2^+) \delta^{jm} - i (2h_0) k_2^+ \epsilon^{im} \right]\left[(2k_1^+ - q^+) \delta^{il} - i (2h_0) q^+ \epsilon^{il} \right] X_{0+1,2} \left( \frac{x_{20}^{m-1}}{x_{21}^{m+1}} \right) \\
+ \frac{k_0^+}{q^+} \left[(2k_1^+ + k_2^+) \delta^{jm} + i (2h_0) k_2^+ \epsilon^{im} \right]\left[(2k_0^+ - q^+) \delta^{il} + i (2h_0) q^+ \epsilon^{il} \right] X_{0+1,2} \left( \frac{x_{21}^{m+1}}{x_{21}^{m+1}} \right) \\
- \frac{k_0^+ k_1^+ k_2^+}{(k_0^+ + k_2^+) q^+} \left[ \delta^{ij} - i (2h_0) \epsilon^{ij} \right] + \frac{k_0^+ k_1^+ k_2^+}{(k_1^+ + k_2^+) q^+} \left[ \delta^{ij} + i (2h_0) \epsilon^{ij} \right] \right\} \quad \text{(59)}
\end{array} \right.
\]
where the variable \( X_{012} \) is defined by
\[
X_{012} = \frac{1}{(q^+)^2} \left[ k_0^+ k_1^+ x_{01}^2 + k_0^+ k_2^+ x_{02}^2 + k_1^+ k_2^+ x_{12}^2 \right].
\]
As discussed in the section II.C of Ref. \[39\], the quantity \( Q^2 X_{012}^2 \) corresponds to the ratio of the formation time of the \( qg \) Fock state over the lifetime of the virtual photon out of which it is formed. The dependence of the LFWF \[59\] on the virtuality \( Q \) is limited to the factor \( Q K_1(QX_{012}) \), which cuts off exponentially the contribution from Fock states with formation time larger than the photon lifetime, and which has a finite limit in the real photon case:
\[
Q K_1(QX_{012}) \rightarrow \frac{1}{X_{012}} \quad \text{for } Q \rightarrow 0.
\]
B. Longitudinal photon case

1. Momentum space results

In the case of a longitudinal photon, there are only two light-front perturbation theory diagrams contributing to the \( qg \) LFWF at tree level, which are the analog of the diagrams (a) and (b) from Fig. 1 and there is no diagram with an instantaneous fermion line. Indeed, in light-front perturbation theory, the longitudinal photons (or gluons) correspond to the instantaneous Coulomb exchange contained inside non-local four points vertices. As explained in the appendix A.3 of Ref. [39], one can effectively define LFWFs inside a longitudinal photon by slicing the \( l \to q\bar{q} \) vertex initiating each diagram contributing to the LFWF for lepton+colored partons Fock states inside a dressed lepton \( l \). Then, one can calculate the LFWF for QCD Fock states inside a longitudinal dressed photon by using the effective \( \gamma^*_L \to q\bar{q} \) vertex

\[
V_{\gamma_L \to q\bar{q}1} = (2\pi)^{D-1}\delta^{(D-1)}(k_0 + k_1 - q) \delta_{\alpha_0, \alpha_1} \mu^2 - \frac{Q}{q^+} e f \frac{Q}{q^+} \pi(0) \gamma^+ v(1). \tag{62}
\]

Hence, the tree-level \( qg \) LFWF inside a longitudinal photon can be written in momentum space as

\[
\psi_{\gamma_L \to q\bar{q}1,g2}^{\text{Tree}} = \sum_{qg,v} \frac{\langle 0| a_2 b_0 V_l(0)| b_0^\dagger \rangle}{(ED_{q\bar{q}1,g2})(ED_{q\bar{q}1})} \sum_{\bar{q}l'} \frac{\langle 0| a_2 b_1 V_l(0)| b_1^\dagger \rangle}{(ED_{q\bar{q}1,g2})(ED_{q\bar{q}1})} \left[ (2\pi)^{D-1}\delta^{(D-1)}(k_0 + k_1 - q - k_2 - q) (\mu^2)^2 - \frac{Q}{q^+} e f g t^{a_2} \frac{Q}{q^+} \right] \times \left\{ \begin{array}{c}
\int \frac{d^{D-1}k_0}{(2\pi)^{D-1}} \frac{\theta(k_0^+)}{2k_0^+} \left[ (2\pi)^{D-1}\delta^{(D-1)}(k_0 + k_2 - q) \sum_{h_{\alpha_0} = \pm 1/2} \pi(0) f_{\lambda_2}^*(k_2) u(h) \pi(0) \gamma^+ v(1) \\
- \int \frac{d^{D-1}k_1}{(2\pi)^{D-1}} \frac{\theta(k_1^+)}{2k_1^+} \left[ (2\pi)^{D-1}\delta^{(D-1)}(k_1 + k_2 - q) \sum_{h_{\alpha_1} = \pm 1/2} \pi(0) \gamma^+ v(1') \pi(1') f_{\lambda_2}^*(k_2) v(1) \right] \end{array} \right\}, \tag{63}
\]

using the same energy denominators (32), (33) and (34) as in the transverse photon case. Using the relation (35) to make the full transverse momentum dependence explicit, one finds

\[
\psi_{\gamma_L \to q\bar{q}1,g2}^{\text{Tree}} = (2\pi)^{D-1}\delta^{(D-1)}(k_0 + k_1 + k_2 - q) e f g t^{a_2} \frac{Q}{q^+} \frac{2Q}{(q^+)^2} \varepsilon^{*}_{\lambda_2} (\mu^2)^2 - \frac{Q}{q^+} \left\{ \begin{array}{c}
\frac{k_0^+}{k_0^+} \left[ k_0^+ + k_1^+ - k_2^+ \right] \pi_G(0) \gamma^+ \left[ (2k_0^+ + k_2^+) \delta^{im} + \frac{k_2^+}{2} [\gamma^j, \gamma^m] \right] v_G(1) \\
- \frac{k_1^+}{k_1^+} \left[ k_0^+ + k_1^+ - k_2^+ \right] \pi_G(0) \gamma^+ \left[ (2k_1^+ + k_2^+) \delta^{im} - \frac{k_2^+}{2} [\gamma^j, \gamma^m] \right] v_G(1) \end{array} \right\}, \tag{64}
\]

2. Mixed space results

In the longitudinal photon case, the Fourier transform to mixed space of the \( qg \) LFWF is still defined by Eq. (40), and can be performed in a similar way as in the transverse photon case, using the change of variables defined by Eqs. (41) for the diagram (a), and by Eqs. (46) for the diagram (b). After removing the universal factors like in Eq. (13), one obtains the reduced LFWF in mixed space

\[
\psi_{\gamma_L \to q\bar{q}1,g2}^{\text{Tree}} = e f g \varepsilon^{*}_{\lambda_2} 2Q \left\{ \begin{array}{c}
\frac{k_0^+}{(q^+)^2} \pi_G(0) \gamma^+ \left[ (2k_0^+ + k_2^+) \delta^{im} + \frac{k_2^+}{2} [\gamma^j, \gamma^m] \right] v_G(1) I^m \left( x_{0,2;1}, x_{20; \bar{Q}(a)}, \bar{C}(a) \right) \\
- \frac{k_1^+}{(q^+)^2} \pi_G(0) \gamma^+ \left[ (2k_1^+ + k_2^+) \delta^{im} - \frac{k_2^+}{2} [\gamma^j, \gamma^m] \right] v_G(1) I^m \left( x_{0,1+2}, x_{21; \bar{Q}(b)}, \bar{C}(b) \right) \end{array} \right\}, \tag{65}
\]

as a linear combination of Fourier integrals of the type \( I^m \), defined in Eq. (A3).
In the following, the compact notations

\[ I^m(a) \equiv I^m\left( x_{0+2;1}, x_{20}; \overline{Q}(a), \mathcal{C}(a) \right) \]  \hspace{1cm} (66)

\[ I^m(b) \equiv I^m\left( x_{0;1+2}, x_{21}; \overline{Q}(b), \mathcal{C}(b) \right) \]  \hspace{1cm} (67)

will be used.

### 3. \( D=4 \) result

In the particular case of \( D=4 \), the spinor bilinears can be calculated using the relation [55]. One obtains

\[
\bar{\psi}_{\gamma_L \rightarrow q_0 \bar{q}_1 g_2} = e e f \, g \frac{e^2}{(2\pi)^2} q^2 \sqrt{2k_0^+} \sqrt{2k_1^+} \delta_{h_1,-h_0} 
\times \left\{ \frac{k_1^+}{(q^+)^2} \left[ (2k_0^+ + k_2^+) \delta^{jm} - i k_2^+ (2h_0) \epsilon^{jm} \right] \right. I^m(a) - \frac{k_0^+}{(q^+)^2} \left[ (2k_1^+ + k_2^+) \delta^{jm} + i k_2^+ (2h_0) \epsilon^{jm} \right] I^m(b) \left. \right\}. \]  \hspace{1cm} (68)

Moreover, in \( D=4 \), the Fourier integrals of the type \( I^m \) can be calculated analytically, see Eq. (A17). Hence, one gets

\[
\bar{\psi}_{\gamma_L \rightarrow q_0 \bar{q}_1 g_2} = e e f \, g \frac{e^2}{(2\pi)^2} q^2 \sqrt{2k_0^+} \sqrt{2k_1^+} \delta_{h_1,-h_0} 
\times \left\{ \frac{k_1^+}{(q^+)^2} \left[ (2k_0^+ + k_2^+) \delta^{jm} - i(2h_0) k_2^+ \epsilon^{jm} \right] \left( \frac{x^m_0}{x^m_2} \right) - \frac{k_0^+}{(q^+)^2} \left[ (2k_1^+ + k_2^+) \delta^{jm} + i(2h_0) k_2^+ \epsilon^{jm} \right] \left( \frac{x^m_0}{x^m_2} \right) \right\}. \]  \hspace{1cm} (69)

Note that the \( Q \) dependence occurs via the factor \( Q K_0(QX_{012}) \), which suppresses exponentially the contribution from Fock states with formation larger than the photon lifetime, and also vanishes in the opposite limit of real photon. This is to be expected, since a real photon has no longitudinal polarization.

### IV. LONGITUDINAL PHOTON CROSS-SECTION AT NLO

#### A. Quark-antiquark-gluon contribution in \( D \) dimensions

The \( q\bar{q}g \) contribution to the longitudinal photon cross-section is provided by the second term in Eq. (14),

\[
\sigma_L^{\gamma} \bigg|_{q\bar{q}g} = 2N_c C_F \sum_f \int \frac{[dk_0^+]}{2\pi} \frac{\theta(k_0^+)}{2k_0^+} \int \frac{[dk_1^+]}{2\pi} \frac{\theta(k_1^+)}{2k_1^+} \int \frac{[dk_2^+]}{2\pi} \frac{\theta(k_2^+)}{2k_2^+} \frac{2\pi \delta(k_0^+ + k_1^+ + k_2^+ - q^+)}{2q^+} 
\times \int d^{D-2}x_0 \int d^{D-2}x_1 \int d^{D-2}x_2 \text{Re} \left[ 1 - S_{012}^{(3)} \right] \sum_{T \text{ pol.}} \sum_{\lambda_2} \sum_{h_0,h_1=\pm 1/2} \left| \bar{\psi}_{\gamma_L \rightarrow q_0 \bar{q}_1 g_2} \right|^2 
\]  \hspace{1cm} (70)

introducing the notation

\[
\sum_{T \text{ pol.}} \sum_{\lambda_2} \sum_{h_0,h_1=\pm 1/2} \left| \bar{\psi}_{\gamma_L \rightarrow q_0 \bar{q}_1 g_2} \right|^2 , \]  \hspace{1cm} (71)

for the phase-space integration for the \( q\bar{q}g \) Fock state in \( D \) dimensional mixed space\[12\].

---

\[12\] A regulator is needed for at least the \( k_2^+ \) integration, for example a cut-off at \( k_2^+ = k_{\text{min}}^+ \), as used in sec. II C and in Ref. [1]. A large part of the calculations presented in this paper is independent on the precise regularization procedure. Then, the square brackets appearing in the integration measures \([dk_i^+]\) in Eqs. (70) and (71) are there to indicate the use of an arbitrary regularization for these integrals.
In arbitrary dimension $D$, using the expression (65) for the LFWF, one finds
\[
\sum_{\text{pol. } \lambda_2} \sum_{h_0, h_1 = \pm 1/2} \left| \bar{\psi}_{\gamma_L}^{\lambda_2 \to qg_1 g_2} \right|^2 = e^2 e_f^2 g^2 4Q^2 \sum_{\text{pol. } \lambda_2} \varepsilon_f^2 e_{\lambda_2}^* \sum_{h_0, h_1 = \pm 1/2} \overline{\psi}(1) \gamma^+
\times \left\{ \frac{k_0^+}{(q^+)^2} \left[ (2k_0^++k_1^+)\delta^{jm} - \frac{k_0^2}{2} [\gamma^+', \gamma^m] \right] T^m(a)^* - \frac{k_0^+}{(q^+)^2} \left[ (2k_1^++k_0^+)\delta^{jm} + \frac{k_0^2}{2} [\gamma^+, \gamma^m] \right] T^m(b)^* \right\} a_G(0)
\times \overline{\psi}(1) \gamma^+ \left\{ \frac{k_1^+}{(q^+)^2} \left[ (2k_0^++k_1^+)\delta^{jm} + \frac{k_0^2}{2} [\gamma^+, \gamma^m] \right] T^m(a) - \frac{k_0^+}{(q^+)^2} \left[ (2k_1^++k_0^+)\delta^{jm} - \frac{k_0^2}{2} [\gamma^+, \gamma^m] \right] T^m(b) \right\} v_G(1)
\times (2k_0^+)(2k_1^+)(4\pi)^2 \alpha_e \varepsilon_f^2 e_{\lambda_2}^* \frac{4Q^2}{(q^+)^4} \left\{ k_0^+ (2k_0^++k_1^+) T^m(a) - k_0^+ (2k_1^++k_0^+) T^m(b) \right\}^2 \right.
\left. + (D-3)(k_0^2) \left| k_1^+ T^m(a) + k_0^+ T^m(b) \right|^2 \right\}
\] (72)
thanks to the identities (25), (26) and (27), as well as others given in the appendix A of Ref. [1]. Inserting this result into Eq. (70), one gets
\[
\sigma_L^{\gamma} \bigg|_{qgq} = 4N_c \alpha_e \varepsilon_f^2 \frac{\alpha_s C_F}{\pi} \sum_f \sum_{P, S, qg_1 g_2 ; D} \text{Re} \left[ 1 - S_{012}^{(3)} \right] \frac{4Q^2}{(q^+)^4} \left( \frac{2\pi}{4} \right)^4 \left\{ (k_0^+) \left[ 4k_0^+ (k_0^++k_1^+) + (D-2)(k_1^+)^2 \right] T^m(a)^2 + (k_0^+) (k_0^++k_1^+) \left[ 4k_0^+ (k_0^++k_1^+) + (D-2)(k_1^+)^2 \right] T^m(b)^2 \right.
\left. - 2k_0^+ k_1^+ \left[ 2k_0^+ (k_0^++k_1^+) + 2k_0^+ (k_1^++k_2^+) - (D-4)(k_0^+)^2 \right] \text{Re} \left( T^m(a)^* T^m(b) \right) \right\},
\] (73)
where the three terms correspond respectively to the contributions from the square of the diagram (a), the square of the diagram (b), and the interferences between the (a) and (b) diagrams.

B. Subtracting the UV divergences

The expression (73) has UV divergences for $D = 4$ coming from the integration over $x_2$, which need to be taken care of. More precisely, the $|a|^2$ contribution has a UV divergence in the $x_2 \to x_0$ regime and the $|b|^2$ contribution has one in the $x_2 \to x_1$ regime, whereas the interference contribution is UV finite.

At the accuracy of the present calculation, UV renormalization is not relevant yet, so that the UV divergences have to cancel between the $qq$ and the $qgq$ contributions to the cross section. Due to the presence of the dipole or tripoles amplitudes in the integrand, the phase-space integrals cannot be performed analytically. Hence, it is desirable to understand the cancellation of UV divergences at the integrand level. Since the $qq$ and $qgq$ contributions have, by definition, phase-spaces of different dimensions, this requires some care. This situation is very reminiscent to the cancellation of soft and of collinear divergences between real and virtual higher order corrections to hard scattering processes.

In high-energy QCD, this issue has already been encountered in particular in the calculation of NLO corrections to high-energy evolution equations, for example in the quark loop corrections to the BK equation [31, 32]. The general idea used in these papers to deal with the UV divergence is to rely on the group theory properties of Wilson lines at coincident points, such as
\[
\lim_{x_2 \to x_0} \left[ t^b U_F(x_0) \right] U_A(x_2)_{ba} = \left[ U_F(x_0) t^a \right]
\]
which are the mathematical origin of the color coherence of QCD branching processes. Such identities imply in particular
\[
\lim_{x_2 \to x_0} S_{012}^{(3)} = \lim_{x_2 \to x_1} S_{012}^{(3)} = S_{01}^{(3)}.
\]
(75)
Hence, one can regulate a $qgq$ contribution which is logarithmically UV divergent for $x_2 \to x_0$ or for $x_2 \to x_1$ by making the replacement
\[
S_{012}^{(3)} \to \left[ S_{012}^{(3)} - S_{01}^{(3)} \right]
\]
(76)
in its integrand. Then, the term subtracted from the $qqq$ contribution has to be added to the $qq$ contribution, in order to keep the total cross section unchanged. The $\mathcal{S}_{01}$ factor contained in the UV subtraction term can be pulled out of the $x_2$ integral, which might then be evaluated explicitly in generic dimension $D$, before combination with the $q\bar{q}$ contribution. This is the general idea of the method used for example in Ref. [33] to deal with the UV divergences.

In the present study, it is convenient to slightly modify this procedure. Indeed, the integral $\mathcal{I}^m(a)$ (as well as $\mathcal{I}^m(b)$) is difficult to calculate fully analytically in generic dimension $D$, whereas this method would require the knowledge of the integral over $x_2$ of its square, in dimension $D$. However, in the limit $x_2 \to x_0$, the integral $\mathcal{I}^m(a)$ is equivalent to the integral $\mathcal{I}^m_{UV}(x_{01}, x_{20}; \overline{Q}_a)$, whose result is given in Eq. (A10) for generic $D$. Hence, it is tempting to replace the UV subtraction procedure (76) by

$$\text{Re} \left[ 1 - \mathcal{S}_{012}^{(3)} \right] \mathcal{I}^m(a)^2 \to \left\{ \text{Re} \left[ 1 - \mathcal{S}_{012}^{(3)} \right] \mathcal{I}^m(a)^2 - \text{Re} \left[ 1 - \mathcal{S}_{012}^{(3)} \right] \mathcal{I}^m_{UV}(x_{01}, x_{20}; \overline{Q}_a)^2 \right\}$$

for the $|a|^2$ contribution, and a symmetric one for the $|b|^2$ contribution, in order to facilitate the analytical evaluation of the subtraction terms in dimension $D$ before their combination with the $q\bar{q}$ contribution.

However, in the prescription (77), the UV subtraction term has an IR divergence from the regime $|x_{20}| \sim |x_{21}| \gg |x_{01}|$, which is absent from the original $|a|^2$ contribution. In that sense, the prescription (77) provides a correct UV subtraction, but is overall a clear oversubtraction which would provide a pathological result. This issue can be corrected easily by including in the subtraction term another piece which cancels this IR divergence while being UV finite, changing the Coulomb behavior of the subtraction term in the IR into a dipolar behavior. Hence, one is lead to the UV subtraction prescription

$$\text{Re} \left[ 1 - \mathcal{S}_{012}^{(3)} \right] \mathcal{I}^m(a)^2 \to \left\{ \text{Re} \left[ 1 - \mathcal{S}_{012}^{(3)} \right] \mathcal{I}^m(a)^2 - \text{Re} \left[ 1 - \mathcal{S}_{012}^{(3)} \right] \mathcal{I}^m_{UV}(x_{01}, x_{20}; \overline{Q}_a)^2 \right\}$$

for the $|a|^2$ contribution, and a symmetric one for the $|b|^2$ contribution. Thus, the full expression of the term used to subtract the UV divergence from the $|a|^2$ contribution is

$$\sigma_{L}^{q\bar{q},|a|^2} = 4 N_c \alpha_{em} \left( \frac{\alpha_s C_F}{\pi} \right) \sum_f e_f^2 \overline{\sum}_{P.S., q\bar{q}, 2g; D} \text{Re} \left[ 1 - \mathcal{S}_{012}^{(3)} \right] \frac{4 Q^2}{(q^*)^4} \left( \frac{2\pi)^4}{2} \left[ 4 k_0^+ (k_0^+ + k_2^+ ) + (D-2)(k_2^+)^2 \right] \right.$$

$$\times \left[ \mathcal{I}^m_{UV}(x_{01}, x_{20}; \overline{Q}_a)^2 - \text{Re} \left( \mathcal{I}^m_{UV}(x_{01}, x_{20}; \overline{Q}_a)^* \mathcal{I}^m_{UV}(x_{01}, x_{21}; \overline{Q}_a) \right) \right] \right\}.$$  

Similarly, the UV subtraction term for $|b|^2$ is

$$\sigma_{L}^{q\bar{q},|b|^2} = 4 N_c \alpha_{em} \left( \frac{\alpha_s C_F}{\pi} \right) \sum_f e_f^2 \overline{\sum}_{P.S., q\bar{q}, 2g; D} \text{Re} \left[ 1 - \mathcal{S}_{012}^{(3)} \right] \frac{4 Q^2}{(q^*)^4} \left( \frac{2\pi)^4}{2} \left[ 4 k_1^+ (k_1^+ + k_2^+ ) + (D-2)(k_2^+)^2 \right] \right.$$

$$\times \left[ \mathcal{I}^m_{UV}(x_{01}, x_{21}; \overline{Q}_b)^2 - \text{Re} \left( \mathcal{I}^m_{UV}(x_{01}, x_{21}; \overline{Q}_b)^* \mathcal{I}^m_{UV}(x_{01}, x_{20}; \overline{Q}_b) \right) \right] \right\}.$$  

Now, combining the expression for the contribution $|a|^2$ that can be read from Eq. (73) with its UV subtraction term (77), one can take the $D \to 4$ limit safely under the $x_2$ integral, which allows to use the $D = 4$ expression (A7) for $\mathcal{I}^m(a)$. This way, one obtains

$$\sigma_{L}^{q\bar{q},|a|^2} - \sigma_{L}^{q\bar{q},|b|^2} \Bigg|_{UV;|a|^2} = 4 N_c \alpha_{em} \left( \frac{\alpha_s C_F}{\pi} \right) \sum_f e_f^2 \overline{\sum}_{P.S., q\bar{q}, 2g; D} \frac{4 Q^2}{(q^*)^4} \left[ 2 k_0^+ (k_0^+ + k_2^+ ) + (k_2^+)^2 \right]$$

$$\times \left\{ \frac{1}{x_{20}} \left[ K_0 (Q x_{012}) \right] + \frac{x_{20}}{x_{21}} \left( \frac{x_{20} - x_{21}}{x_{21}} \right) \right\} \sigma_{L}^{q\bar{q},|b|^2} \Bigg|_{UV;|b|^2} = 4 N_c \alpha_{em} \left( \frac{\alpha_s C_F}{\pi} \right) \sum_f e_f^2 \overline{\sum}_{P.S., q\bar{q}, 2g; D} \frac{4 Q^2}{(q^*)^4} \left[ 2 k_1^+ (k_1^+ + k_2^+ ) + (k_2^+)^2 \right]$$

$$\times \left\{ \frac{1}{x_{21}} \left[ K_0 (Q x_{012}) \right] + \frac{x_{21}}{x_{20}} \left( \frac{x_{21} - x_{20}}{x_{20}} \right) \right\}.$$
Finally, the contribution of the interference between the \((a)\) and \((b)\) graphs is both UV and IR finite, so that the \(D \to 4\) limit can be taken without any problem. One finds

\[
\sigma_L^{\gamma^+}|_{qg:(a),(b)\text{interf.}} = 4N_c\alpha_{em}\left(\frac{\alpha_s C_F}{\pi}\right) \sum_f e_f^2 \sum_{p,S,q_0,q_{1g}:;4} 4Q^2 \frac{(-2)k_0^+ k_1^+}{(q^+)^4} \left[k_1^+(k_0^+ + k_2^+) + k_0^+(k_1^+ + k_2^+)\right] \\
\times \left(\frac{x_{20} \cdot x_{21} - x_{20}^2 x_{21}^2}{x_{20}^2 x_{21}^2}\right) \left[K_0(QX_{012})\right]^2 \text{Re} \left[1 - S^{(3)}_{012}\right].
\]  

(83)

The expressions (81), (82) and (83) are consistent with the \(D = 4\) result from Ref. [39] for the \(q\bar{g}\) contribution to the longitudinal photon cross section (see Eqs. (43) and (50) there), but obviously with different UV subtraction terms.

In each of the three pieces \(81\), \(82\) and \(83\) the transverse integrations are now convergent, and the only potential divergence is a logarithmic divergence at small \(k_0^+\). In view of the resummation of the corresponding high-energy leading logs, performed in section VI, it is convenient to split the interference contribution \(83\) in two pieces, and group one of them with the UV-subtracted \(|a|^2\) contribution \(81\) and the other with the the UV-subtracted \(|b|^2\) contribution \(82\). One then obtains

\[
\sigma_{L}^\gamma |_{q \to g} = 4N_c\alpha_{em}\left(\frac{\alpha_s C_F}{\pi}\right) \sum_f e_f^2 \sum_{p,S,q_0,q_{1g}:;4} 4Q^2 \frac{(k_1^+)^2}{(q^+)^4} \left[(k_1^+)^2 \left(\frac{x_{20} \cdot x_{21}}{x_{20}^2 x_{21}^2}\right) \left(K_0(QX_{012})\right)^2 \text{Re} \left[1 - S^{(3)}_{012}\right]\right] \\
+ \left[2(k_0^+ + k_2^+) + (k_2^+)^2\right] \left(\frac{x_{20} \cdot x_{21} - x_{20}^2 x_{21}^2}{x_{20}^2 x_{21}^2}\right) \left(K_0(QX_{012})\right)^2 \text{Re} \left[1 - S^{(3)}_{012}\right] - (x_2 \to x_1) \right] \right) \right) \right)
\]  

(84)

and

\[
\sigma_{L}^\gamma |_{\bar{q} \to g} = 4N_c\alpha_{em}\left(\frac{\alpha_s C_F}{\pi}\right) \sum_f e_f^2 \sum_{p,S,q_0,q_{1g}:;4} 4Q^2 \frac{(k_0^+)^2}{(q^+)^4} \left[(k_0^+)^2 \left(\frac{x_{20} \cdot x_{21}}{x_{20}^2 x_{21}^2}\right) \left(K_0(QX_{012})\right)^2 \text{Re} \left[1 - S^{(3)}_{012}\right]\right] \\
+ \left[2(k_0^+ + k_2^+) + (k_2^+)^2\right] \left(\frac{x_{20} \cdot x_{21} - x_{20}^2 x_{21}^2}{x_{20}^2 x_{21}^2}\right) \left(K_0(QX_{012})\right)^2 \text{Re} \left[1 - S^{(3)}_{012}\right] - (x_2 \to x_1) \right] \right) \right) \right)
\]  

(85)

where

\[
\sigma_{L}^\gamma |_{q \to g} + \sigma_{L}^\gamma |_{\bar{q} \to g} = \sigma_{L}^\gamma |_{q \bar{g}} - \sigma_{L}^\gamma |_{UV:|a|^2} - \sigma_{L}^\gamma |_{UV:|b|^2}.
\]  

(86)

Note that the potential divergence at small \(k_0^+\) comes now entirely from the terms in the second line of Eqs. (84) and (85). Note also that the integrands in Eqs. (84) and (85) are images of each other under the exchange of \((k_0^+, x_0)\) and \((k_1^+, x_1)\). Hence, one has the property

\[
\sigma_{L}^\gamma |_{\bar{q} \to g} = \sigma_{L}^\gamma |_{q \to g},
\]  

(87)

thanks to the symmetry of the phase-space integration.

C. Combining the UV subtraction terms and the quark-antiquark contribution

It remains now to calculate the UV subtraction terms in \(D\) dimensions, and combine them with the \(q\bar{g}\) contribution to the cross section. Inserting expression (A10) into (79) and making the change of variable \(k_0^+ \to p_0^+ = k_0^+ + k_2^+\)
from the daughter to the parent quark LC momentum\(^{13}\)

\[
\sigma_L^\gamma \bigg|_{UV, |a|^2} = 4 N_c \alpha_{em} \left( \frac{\alpha_s C_F}{\pi} \right) \sum_f e_f^2 \int_{k_{\min}^+}^{+\infty} dk_1^+ \int_{k_0^+}^{+\infty} dk_0^+ \frac{\delta(p_0^+ + k_1^+ - q^+)}{q^+} \int \frac{d^{D-2} x_0}{2\pi} \int \frac{d^{D-2} x_1}{2\pi} \text{Re} \left[ 1 - S_{01} \right] 4 Q^2 \left( \frac{2m}{2} \right)^4 \left( \frac{k_0^+}{q^+} \right)^4 \left[ (4(p_0^+ - k_2^+)) + (D-2)(k_2^+)^2 \right] \\
\times \frac{1}{2\pi} \left[ \left( \frac{D}{2} - 1 \right) \right]^{2} \left[ \frac{4 Q^2 k_1^+ (q^+ - k_1^+)}{12} \frac{1}{(2\pi)^4 \mu_{01}(q^+)} \right] \left[ \frac{\alpha_s C_F}{\pi} \right] \left( \frac{\sqrt{k_1^+(q^+ - k_1^+)} x_{01}}{|x_{01}|} \right) \right]^{2}.
\]

Relabelling the variable \(p_0^+\) into \(k_0^+\), and using the notation \(\overline{Q}\) defined in Eq. (22), one can rewrite this UV subtraction term as

\[
\sigma_L^\gamma \bigg|_{UV, |a|^2} = 4 N_c \alpha_{em} \sum_f e_f^2 \int_{k_{\min}^+}^{+\infty} dk_0^+ \int_{k_0^+}^{+\infty} dk_1^+ \frac{\delta(k_0^+ + k_1^+ - q^+)}{q^+} \int \frac{d^{D-2} x_0}{2\pi} \int \frac{d^{D-2} x_1}{2\pi} \text{Re} \left[ 1 - S_{01} \right] \\
\times \left( \frac{Q^2}{(2\pi)^2 \mu_{01}^2} \right)^{D-2} \left[ \left( \frac{\alpha_s C_F}{\pi} \right) \right] \left( \frac{\sqrt{k_1^+(q^+ - k_1^+)} x_{01}}{|x_{01}|} \right) \right]^{2}.
\]

with

\[
\tilde{V}_{UV,|a|^2} = \left[ \pi^2 \mu^2 \right]^{D-2} \left[ \Gamma \left( \frac{D}{2} - 1 \right) \right]^{2} \int_{k_{\min}^+}^{+\infty} dk_0^+ \int_{k_0^+}^{+\infty} dk_1^+ \frac{\delta(k_0^+ + k_1^+ - q^+)}{q^+} \int \frac{d^{D-2} x_0}{2\pi} \int \frac{d^{D-2} x_1}{2\pi} \text{Re} \left[ 1 - S_{01} \right] \\
\times \left[ \left( \frac{\alpha_s C_F}{\pi} \right) \right] \left( \frac{\sqrt{k_1^+(q^+ - k_1^+)} x_{01}}{|x_{01}|} \right) \right]^{2}.
\]

The UV subtraction term for the contribution \(|b|^2\) can be calculated in the same way, and one gets

\[
\sigma_L^\gamma \bigg|_{UV, |b|^2} = 4 N_c \alpha_{em} \sum_f e_f^2 \int_{k_{\min}^+}^{+\infty} dk_0^+ \int_{k_0^+}^{+\infty} dk_1^+ \frac{\delta(k_0^+ + k_1^+ - q^+)}{q^+} \int \frac{d^{D-2} x_0}{2\pi} \int \frac{d^{D-2} x_1}{2\pi} \text{Re} \left[ 1 - S_{01} \right] \\
\times \left( \frac{Q^2}{(2\pi)^2 \mu_{01}^2} \right)^{D-2} \left[ \left( \frac{\alpha_s C_F}{\pi} \right) \right] \left( \frac{\sqrt{k_1^+(q^+ - k_1^+)} x_{01}}{|x_{01}|} \right) \right]^{2}
\]

with the coefficient

\[
\tilde{V}_{UV,|b|^2} = - \left[ \log \left( \frac{k_{\min}^+}{k_0^+} \right) + \frac{3}{4} + \frac{2}{(2 - \frac{D}{2})} \right] \left[ \frac{1}{2\pi} \Gamma \left( \frac{D}{2} - 1 \right) \right] \left[ \pi^2 \mu^2 \right]^{D-2} \left[ \frac{\alpha_s C_F}{\pi} \right] \left( \frac{\sqrt{k_1^+(q^+ - k_1^+)} x_{01}}{|x_{01}|} \right) \right]^{2}.
\]

In Eq. (91) (resp. (91)), the cut-off \(k_{\min}^+\) on \(k_0^+\) (resp. \(k_1^+\)) comes as a consequence of the cut-off on \(k_2^+\), and sets the sign of the log present in Eq. (90) (resp. (92)). Apart from that cut-off, Eqs. (89) and (91) have the same structure as

\[\text{\textsuperscript{13} Here, the regularization procedure for the } k_i^+ \text{ integrals is taken to be the same as in Ref. [1]: a cut-off } k_{\min}^+ \text{ for the divergent } k_i^+ \text{ integral only.}\]
the NLO piece of Eq. [24]. Actually, in the calculation of the loop corrections to the LFWF for the $q\bar{q}$ Fock component in Ref. [1], each contribution should have come with a cut-off $k_{\text{min}}^+$ either on $k_0^+$ or on $k_1^+$, as a consequence of the cut-off on $k_2^+$. This has been implicitly neglected in Ref. [1], and accordingly in Eq. [24].

Adding together the coefficients $\hat{V}, \hat{V}_{\text{UV};a|^2}$ and $\hat{V}_{\text{UV};b|^2}$ (provided in Eqs. [19], [90] and [92]) lead to a cancellation of the logs of $k_{\text{min}}^+$ as well as of the UV divergences, and of the UV regularization scheme dependent terms, such as the rational terms induced by the $D$ dependence of the Dirac traces in CDR, which correspond to a contribution 1/2 in $\hat{V}$, as discussed in Ref. [1], and to the term $-1/4$ in Eqs. [90] and [92]. Importantly, all these cancellations stay valid when the different phase spaces are taken into account, with the cut-off $k_{\text{min}}^+$ either on $k_0^+$ or on $k_1^+$. Once the logs of $k_{\text{min}}^+$ have canceled, it is perfectly legitimate to drop the leftover cut-off on $k_0^+$ or $k_1^+$, since it corresponds to a power suppressed correction. It is then convenient to define

$$\hat{V}_{\text{reg.}} \equiv \lim_{D \to 4} \hat{V} + \hat{V}_{\text{UV};a|^2} + \hat{V}_{\text{UV};b|^2} = \frac{1}{2} \left[ \log \left( \frac{k_0^+}{k_2^+} \right) \right]^2 - \frac{\pi^2}{6} + \frac{5}{2},$$

so that sum of the dipole-like contributions

$$\sigma^\gamma_L|_{\text{dipole}} = \sigma^\gamma_L|_{q\bar{q}} + \sigma^\gamma_L|_{\text{UV};a|^2} + \sigma^\gamma_L|_{\text{UV};b|^2},$$

(94)

can be written as

$$\sigma^\gamma_L|_{\text{dipole}} = 4N_c \alpha_{\text{em}} \sum f^2_j \int_0^{+\infty} dk_0^+ \int_0^{+\infty} dk_1^+ \frac{\delta(k_0^+ + k_1^+ - q^+)}{q^+} \int \frac{d^2 x_0}{2\pi} \int \frac{d^2 x_1}{2\pi} \text{Re}[1 - S_{01}] \times 4Q^2 \left( \frac{k_0^+ k_1^+}{q^+} \right)^2 \left[ K_0 \left( \left| x_{01} \right| \frac{Q^2}{\pi} \right) \right]^2 \left[ 1 + \left( \frac{\alpha_c C_F}{\pi} \right) \hat{V}_{\text{reg.}} \right].$$

(95)

Hence, the full longitudinal photon cross section at NLO is

$$\sigma^\gamma_L = \sigma^\gamma_L|_{q\bar{q}} + \sigma^\gamma_L|_{q\bar{g}} = \sigma^\gamma_L|_{\text{dipole}} + \sigma^\gamma_L|_{q\rightarrow g} + \sigma^\gamma_L|_{\bar{q}\rightarrow g} = \sigma^\gamma_L|_{\text{dipole}} + 2 \sigma^\gamma_L|_{q\rightarrow g},$$

(96)

with the individual contributions given in Eqs. [84], [85] and [95].

D. Non-minimal cut-off prescription

As a remark, note that the cut-off procedure used in the previous section for the $k^+$ integrals is not unique. For example, it might make sense to impose a cut-off on the $k^+$ of all partons crossing the shockwave, in order to avoid the region where the eikonal approximation for the scattering of that parton off the shock breaks down. Such additional restrictions on regular integrals correspond to effects which are suppressed by powers of the cut-off, to be related later to inverse powers of the collision energy. Hence, these effects are in principle beyond the accuracy of our calculation. In practice, it might be useful to have the results in two different prescriptions for the regularization in $k^+$, in order to check in what range of the parameters the difference between the two prescriptions is indeed negligible.

One possibility would be, as suggested before, to impose a cut-off on the $k^+$ of each of the partons crossing the shockwave (and of the gluon running in the loop, for the NLO correction to the $q\bar{g}$ Fock state). Another possibility would be to impose a cut-off on the $k^+$ of each of the internal lines, in all of the diagrams contributing to the photon total cross sections. However, both of these possibility lead to very cumbersome results.

In each diagram for the one-loop correction to the $q\bar{g}$ Fock state LFWF, imposing the cut-off on $k_2^+$ for the gluon results indirectly in a cut-off in either $k_0^+$ or $k_1^+$, depending on the diagram. And for each contribution to the $q\bar{g}$ Fock state LFWF, a cut-off for the gluon imposes a restriction on its parent $k^+$. Hence, one can build a non-minimal regularization prescription as follows:

- For the LO contribution, impose the cut-off at $k_{\text{min}}^+$ for both $k_0^+$ and $k_1^+$.
- For each one-loop correction to the $q\bar{g}$ Fock component (resp. $k_2^+$), impose the cut-off at $k_{\text{min}}^+$ only for $k_0^+$ (resp. $k_1^+$) a priori, if a restriction on $k_2^+$ (resp. $k_1^+$) can be obtained as a consequence of the cut-off in $k_2^+$.
- For the $q \rightarrow g$ contribution [84] and the corresponding UV subtraction term [79], impose the cut-off only for $k_2^+$ and $k_1^+$ a priori.
- For the $\bar{q} \rightarrow g$ contribution [85] and the corresponding UV subtraction term [80], impose the cut-off only for $k_2^+$ and $k_0^+$ a priori.
Hence the phase space integral for the \( q\bar{q}g \) Fock state defined in Eq. (71) should be taken as

\[
\sum_{p.S.\ q0\bar{q}1\ g2\ D} \cdots \rightarrow \int_{k_{\text{min}}^{+}}^{+\infty} dk_{0}^{+} \int_{k_{\text{min}}^{+}}^{+\infty} \frac{dk_{1}^{+}}{k_{2}^{+}} \frac{\delta(k_{0}^{+} + k_{1}^{+} + k_{2}^{+} - q^{+})}{q^{+}} \int \frac{d^{2}x_{0}}{2\pi} \int \frac{d^{2}x_{1}}{2\pi} \int \frac{d^{2}x_{2}}{2\pi} \cdots
\]

\[
= \frac{\theta(q^{+} - 2k_{\text{min}}^{+})}{q^{+}} \int_{k_{\text{min}}^{+}}^{+\infty} \frac{dk_{1}^{+}}{k_{2}^{+}} \int \frac{d^{2}x_{0}}{2\pi} \int \frac{d^{2}x_{1}}{2\pi} \int \frac{d^{2}x_{2}}{2\pi} \cdots
\]

(97)

for the \( q \rightarrow g \) contribution (84), and as

\[
\sum_{p.S.\ q0\bar{q}1\ g2\ D} \cdots \rightarrow \int_{k_{\text{min}}^{+}}^{+\infty} \frac{dk_{0}^{+}}{k_{min}^{+}} \int_{k_{\text{min}}^{+}}^{+\infty} \frac{dk_{1}^{+}}{k_{2}^{+}} \frac{\delta(k_{0}^{+} + k_{1}^{+} + k_{2}^{+} - q^{+})}{q^{+}} \int \frac{d^{2}x_{0}}{2\pi} \int \frac{d^{2}x_{1}}{2\pi} \int \frac{d^{2}x_{2}}{2\pi} \cdots
\]

\[
= \frac{\theta(q^{+} - 2k_{\text{min}}^{+})}{q^{+}} \int_{k_{\text{min}}^{+}}^{+\infty} \frac{dk_{0}^{+}}{k_{min}^{+}} \int \frac{d^{2}x_{0}}{2\pi} \int \frac{d^{2}x_{1}}{2\pi} \int \frac{d^{2}x_{2}}{2\pi} \cdots
\]

(98)

for the \( \bar{q} \rightarrow g \) contribution (85). Moreover, with that non-minimal cut-off prescription, Eq. (95) is replaced by

\[
\sigma_{L}^{\gamma^{*}} \big|_{\text{dipole}} = 4N_{c}\alpha_{em} \sum_{f} e_{f}^{2} \theta(1 - 2z_{c}) \int_{z_{c}}^{1 - z_{c}} dz 4z^{2}(1 - z)^{2} \int \frac{d^{2}x_{0}}{2\pi} \int \frac{d^{2}x_{1}}{2\pi} Q^{2} \left( K_{0}(Q(x_{0}1)) \right)^{2} \left( 1 + \left( \frac{\alpha_{s}C_{F}}{\pi} \right)^{2} \right) \Re \left( 1 - S_{01} \right)
\]

\[
\times \left( \frac{k_{0}^{+} + k_{1}^{+} - q^{+}}{(q^{+})^{2}} \right)^{2} \left( K_{0}(Q(x_{0}1)) \right)^{2} \left( 1 + \left( \frac{\alpha_{s}C_{F}}{\pi} \right)^{2} \right) \Re \left( 1 - S_{01} \right)
\]

\[
\times \left( \frac{(k_{0}^{+} + k_{1}^{+} - q^{+})}{(q^{+})^{2}} \right)^{2} \left( K_{0}(Q(x_{0}1)) \right)^{2} \left( 1 + \left( \frac{\alpha_{s}C_{F}}{\pi} \right)^{2} \right) \Re \left( 1 - S_{01} \right)
\]

(99)

E. Final result for the longitudinal photon cross section at NLO before high-energy resummation

A simpler expression for the longitudinal photon cross section at NLO can be obtained by switching from \( k^{+} \) variables to light-cone momentum fractions. For the dipole-like contribution, taking \( z = k_{0}^{+}/q^{+} \) and eliminating \( k_{1}^{+} \) thanks to the delta function, one finds

\[
\sigma_{L}^{\gamma^{*}} \big|_{\text{dipole}} = 4N_{c}\alpha_{em} \sum_{f} e_{f}^{2} \theta(1 - 2z_{c}) \int_{z_{c}}^{1 - z_{c}} dz 4z^{2}(1 - z)^{2} \int \frac{d^{2}x_{0}}{2\pi} \int \frac{d^{2}x_{1}}{2\pi} Q^{2} \left( K_{0}(Q(x_{0}1)) \right)^{2}
\]

\[
\times \Re \left( 1 - S_{01} \right) \left[ 1 + \left( \frac{\alpha_{s}C_{F}}{\pi} \right) \left( \frac{1}{2} \left( \log \left( \frac{z}{1 - z} \right) \right)^{2} - \frac{x^{2}}{6} + \frac{5}{2} \right) \right],
\]

(100)

with \( z_{c} = 0 \) if the minimal cut-off prescription (for \( k_{2}^{+} \) only) is chosen, or \( z_{c} = k_{\text{min}}^{+}/q^{+} \) if the non-minimal cut-off prescription of sec. IV D is used.

For the \( q \rightarrow g \) contribution, the appropriate change of variable is \((k_{1}^{+}, k_{2}^{+}) \rightarrow (z, \zeta)\), with \( k_{1}^{+} = (1 - z)q^{+} \) and \( k_{2}^{+} = \zeta q^{+} \), after eliminating \( k_{0}^{+} \) with the delta function. Then, one gets

\[
\sigma_{L}^{\gamma^{*}} \big|_{q \rightarrow g} = 4N_{c}\alpha_{em} \left( \frac{\alpha_{s}C_{F}}{\pi} \right) \sum_{f} e_{f}^{2} \theta \left( 1 - \frac{k_{\text{min}}^{+}}{q^{+}} \right) \int_{z_{c}}^{1 - z_{c}} dz 4z^{2}(1 - z)^{2} \int \frac{d^{2}x_{0}}{2\pi} \int \frac{d^{2}x_{1}}{2\pi} \int \frac{d^{2}x_{2}}{2\pi} \int \frac{d^{2}x_{2}}{2\pi} \int \frac{d^{2}x_{2}}{2\pi}
\]

\[
\times \left\{ \left[ 1 + \left( 1 - \frac{\zeta^{2}}{\zeta} \right) \right] \frac{x_{20}^{2} - x_{21}^{2}}{x_{20}^{2} - x_{21}^{2}} \left[ Q^{2} \left( K_{0}(Q(x_{0}12)) \right)^{2} \Re \left( 1 - S_{012}^{(3)} \right) - \left( x_{2} \rightarrow x_{0} \right) \right]
\]

\[
+ \zeta \left( x_{20}^{2} - x_{21}^{2} \right) \left[ Q^{2} \left( K_{0}(Q(x_{0}12)) \right)^{2} \Re \left( 1 - S_{012}^{(3)} \right) \right]
\]

(101)

with now

\[
X_{012}^{2} = z(1 - z)(1 - \zeta) x_{01}^{2} + z^{2}(1 - \zeta) x_{20}^{2} + z(1 - z) \zeta x_{21}^{2}.
\]

(102)

For the \( \bar{q} \rightarrow g \) contribution, taking the change of variable \((k_{0}^{+}, k_{2}^{+}) \rightarrow (z, \zeta)\), with \( k_{0}^{+} = zq^{+} \) and \( k_{2}^{+} = \zeta (1 - z) q^{+} \)
after eliminating \( k_1^+ \), one finds

\[
\sigma_T^\gamma \bigg|_{\bar{q}\gamma g} = 4N_c\alpha_{em} \left( \frac{\alpha_s C_F}{\pi} \right) \sum_f e_f^2 \theta \left( 1 - \frac{k_{min}}{q^+} - z_c \right) \int_{z_c}^{1-\frac{k_{min}}{q^+}} dz\ 4z^2(1-z)^2 \int_0^{\frac{k_{min}}{\alpha_s Q x_0}} d\zeta \int \frac{d^2x_0}{2\pi} \int \frac{d^2x_1}{2\pi} \int \frac{d^2x_2}{2\pi} \\
\times \left\{ \left[ 1 + (1-\zeta)^2 \right] \frac{x_{21}}{x_{21}} - \left[ \frac{x_{21}}{x_{21}} - \frac{x_{20}}{x_{20}} \right] \left[ Q^2 \left( K_0(QX_{012}) \right)^2 \Rightarrow \left( 1 - c_{(5)}^{(3)} \right) - \left( x_2 \to x_0 \right) \right] \right\},
\]

(103)

with, in this case,

\[
X_{012}^2 = z(1-z)(1-\zeta) x_{01}^2 + z(1-z) \zeta x_{20}^2 + (1-z)^2 \zeta x_{21}^2.
\]

(104)

V. TRANSVERSE PHOTON CROSS-SECTION AT NLO

In the transverse photon case, among the \( q\bar{q}g \) contributions, only the ones corresponding to the squares of the diagrams (a) and (b) from Fig. 4 noted \( |a|^2 \) and \( |b|^2 \), have UV divergences. The other terms can be calculated directly in \( D = 4 \). This is an important simplification in particular for the interference between the diagrams (a) and (b). It is then convenient to decompose the transverse photon cross section at NLO as

\[
\sigma_T^\gamma = \sigma_T^\gamma \bigg|_{q\bar{q}g; UV \text{ finite terms}} = \sum_f e_f^2 \left( \frac{\alpha_s C_F}{\pi} \right) \sum \left\{ \frac{(2\pi)}{2(2k_0^+)(2k_1^+)} \right\} \left| \psi_{\gamma^* \to q\bar{q}g (a)} \right|^2 + \sum \left\{ \frac{(2\pi)}{2(2k_0^+)(2k_1^+)} \right\} \left| \psi_{\gamma^* \to q\bar{q}g (b)} \right|^2.
\]

(105)

A. Quark-antiquark-gluon contribution: UV finite terms

The contribution from the UV finite terms is calculated in \( D = 4 \) as

\[
\sigma_T^\gamma \bigg|_{q\bar{q}g; UV \text{ finite terms}} = N_c C_F \sum_f \sum_{p, \gamma, q_0} \frac{(2\pi)}{2(2k_0^+)(2k_1^+)} \left| \psi_{\gamma^* \to q\bar{q}g (a)} \right|^2 - \left| \psi_{\gamma^* \to q\bar{q}g (b)} \right|^2.
\]

(106)

using the expression [59] for the LFWF, and discarding the \( |a|^2 \) and \( |b|^2 \) terms from the squared LFWF.

The contribution from the interference between the instantaneous diagrams (a′) and (b′) is shown to vanish as

\[
\sum_{T \text{ pol.}, \lambda, \lambda_2} \sum_{h_0, h_1 = \pm \frac{1}{2}} 2 \text{Re} \left( \psi_{(a')}^{\gamma^* \to q\bar{q}g (a)} \right) * \psi_{(b')}^{\gamma^* \to q\bar{q}g (b)} = 2 \text{Re} \frac{e_f^2 e_f^2}{(2\pi)^4} \delta_{ij} \delta_{ij} (2k_0^+) (2k_1^+) \frac{Q^2 \left[ K_0(QX_{012}) \right]^2}{X_{012}^2}.
\]

(107)

Note that this is true only in \( D = 4 \). For general \( D \), the contribution would be linear in \((D-4)\) instead.

Then, the contributions involving the diagram (a′) are obtained as

\[
\sum_{T \text{ pol.} \lambda, \lambda_2} \sum_{h_0, h_1 = \pm \frac{1}{2}} \text{Re} \left\{ \left( \psi_{(a')}^{\gamma^* \to q\bar{q}g (a)} \right) * \left[ \psi_{(a')}^{\gamma^* \to q\bar{q}g (a)} + 2 \psi_{(a')}^{\gamma^* \to q\bar{q}g (a)} + 2 \psi_{(b')}^{\gamma^* \to q\bar{q}g (a)} \right] \right\}.
\]

(108)
\[ \sum_{T \text{ pol. } \lambda, \lambda_2} \sum_{h_0, h_1 = \pm 1/2} \text{Re} \left\{ \left( \overline{\psi}_{\gamma_1}^{(b')} \right)^* \left[ \psi_{\gamma_1}^{(b')} - q_0 \psi_{\gamma_1}^{(a)} \right] + 2 \psi_{\gamma_1}^{(b')} \overline{\psi}_{\gamma_1}^{(a)} + 2 \overline{\psi}_{\gamma_1}^{(b')} \overline{\psi}_{\gamma_1}^{(a)} \right\} \]

\[ = (2k_0^+) (2k_1^+) \sum_{T \text{ pol. } \lambda, \lambda_2} \sum_{h_0, h_1 = \pm 1/2} \text{Re} \left\{ \left( \overline{\psi}_{\gamma_1}^{(a)} \right)^* \psi_{\gamma_1}^{(b')} \right\} \cdot \text{Re} \left\{ \left( \overline{\psi}_{\gamma_1}^{(b')} \right)^* \psi_{\gamma_1}^{(a)} \right\} \]

and the interference between the diagrams (a) and (b) as

\[ \sum_{T \text{ pol. } \lambda, \lambda_2} \sum_{h_0, h_1 = \pm 1/2} 2 \text{Re} \left\{ \left( \overline{\psi}_{\gamma_1}^{(a)} \right)^* \psi_{\gamma_1}^{(b')} \right\} \cdot \text{Re} \left\{ \left( \overline{\psi}_{\gamma_1}^{(b')} \right)^* \psi_{\gamma_1}^{(a)} \right\} \]

All in all, one finds

\[ \sigma_T^{qgq; \text{UV finite terms}} = 4N_c \alpha_{em} \left( \frac{\alpha_s C_F}{\pi} \right) \sum_j \sum_{f \text{ p.S. } q_0 q_1 g_2} \text{Re} \left( 1 - S_{012}^{(3)} \right) \]

\[ \cdot \left\{ \Gamma_{\text{inst.}}^{(a')} + \Gamma_{\text{inst.}}^{(b')} + \Gamma_{\text{inst.}}^{(ab)} \right\} \]

where

\[ \Gamma_{\text{inst.}}^{(a')} = \frac{(k_0^+)^2 (k_1^+)^2 (k_1^+)^2}{(q^+)^4 (k_0^+ + k_1^+)^2} - \frac{2(k_0^+)^2 (k_1^+)^2}{(q^+)^4 (k_0^+ + k_1^+)^2} \quad x_{20} \cdot x_{21} \]

\[ \Gamma_{\text{inst.}}^{(b')} = \frac{(k_0^+)^2 (k_1^+)^2 (k_1^+)^2}{(q^+)^4 (k_0^+ + k_1^+)^2} - \frac{2(k_0^+)^2 (k_1^+)^2}{(q^+)^4 (k_0^+ + k_1^+)^2} \quad x_{20} \cdot x_{21} \]

\[ \Gamma_{\text{inst.}}^{(ab)} = -\frac{2k_0^+ k_1^+ (k_0^+ + k_1^+)^2 (k_0^+ + k_1^+)^2}{(q^+)^6 (k_0^+ + k_1^+)^2} \quad x_{20} \cdot x_{21} \]

\[ + \frac{2k_0^+ k_1^+ (k_0^+ + k_1^+)^2 (k_0^+ + k_1^+)^2}{(q^+)^6 (k_0^+ + k_1^+)^2} \quad x_{20} \cdot x_{21} \]

B. Quark-antiquark-gluon contribution: \(|a|^2\) and \(|b|^2\) terms

In generic dimension \(D\), the \(qq\bar{g}\) contribution to the transverse photon cross section is given by

\[ \sigma_T^{qgq} = N_c C_F \sum_{f \text{ p.S. } q_0 q_1 g_2} \text{Re} \left( \frac{(2\pi)}{2(2k_0^+)(2k_1^+)} \right) \frac{1}{(D-2)} \sum_{T \text{ pol. } \lambda, \lambda_2} \sum_{h_0, h_1 = \pm 1/2} \left| \overline{\psi}_{\gamma_1}^{(a')} \right|^2 \]

and the contribution of the diagram (a) to the LFWF is

\[ \overline{\psi}_{\gamma_1}^{(a')} \rightarrow q_0 \psi_{\gamma_1}^{(a')} = \frac{e e f g \gamma_1^{\gamma_1} \gamma_1^{\gamma_1}}{(k_0^+ + k_1^+)^2} \overline{T}^{i m} \left( a \overline{a} \right)^{j m} \left( 0 \right)^{\gamma_1} \left[ (2k_0^+ + k_1^+)^2 \delta^{i m} \right] \left( 2k_1^+ + q^+ \right)^{\delta^{i m}} + \frac{k_0^+}{2} \left[ \gamma^i, \gamma^m \right] \left[ \left( 2k_1^+ + q^+ \right)^{\delta^{i m}} + \frac{q^+}{2} \left[ \gamma^i, \gamma^m \right] \right] \psi G(1). \]
Hence, one has

$$
\sum_{T \text{ pol. } \lambda, \lambda_2} \sum_{h_0, h_1 = \pm 1/2} \left| \tilde{\psi}^{(a)}_{\gamma l \to q_0 q_l g_2} \right|^2 = \frac{e^2 f^2 g^2 (q^+)^2 (k^+_0 + k^+_2)^2}{(q^+)^2 (k^+_0 + k^+_2)^2} \delta^{i'} \delta^{j'} \left( I^{l'}(a)^* I^{l m}(a) \right)
$$

$$
\times \sum_{h_0, h_1 = \pm 1/2} \frac{\nu_G(1)\gamma^\nu}{\nu_G(0)\gamma^\nu} \left( (2k^+_0 - q^+)\delta^{lm} + \frac{q^+_2}{2} [\gamma^i, \gamma^j] \right) \left( (2k^+_0 + k^+_2)\delta^{lm} - \frac{k^+_2}{2} [\gamma^i, \gamma^j] \right) u_G(0)
$$

$$
= \frac{(2k^+_0)(2k^+_1)^2 f^2 g^2}{(q^+)^2 (k^+_0 + k^+_2)^2} \left( I^{l m}(a)^* I^{l m}(a) \right) \text{Tr} \left\{ \mathcal{F} \left[ 4(k^+_0 + k^+_2)\delta^{lm} + \left( 4k^+_0 (k^+_0 + k^+_2) + (D-2)(k^+_2)^2 \right) \gamma^m \gamma^m \right] \right\}
$$

$$
= 2(4\pi)^2 \alpha_e \frac{(2k_0^+)(2k_1^+)}{(q^+)^2 (k_0^+ + k_2^+)^2} \left[ 4k_0^+ (k_0^+ + k_2^+) + (D-2)(k_2^+)^2 \right] \left( D-2 \right) (q^+)^2 \left( q^+ - k_1^+ \right) \left( q^+ - k_1^+ \right) \left| I^{l m}(a) \right|^2
$$

In the last step of that calculation, one uses the fact that $I^{l m}(a) \propto x_{l+2;1}^m x_{20}^m$ (see Eq. (A5)) and thus $I^{l m}(a)^* \propto x_{l+2;1}^{m'} x_{20}^{m'}$, so that only the piece symmetric both in $l'$, $l$ and in $m'$, $m$ in the Dirac trace survives. Thus, the $|a|^2$ contribution to the transverse photon cross section writes

$$
\sigma_T^{(a)} \left|_{q_0 q_l \to a} \right. = 4N_c \alpha_e \frac{(\alpha_s C_F)}{\pi} \sum_f \sum_{p,S,q_0 q_l g_2;D} \text{Re} \left[ 1 - S^{(3)}_{012} \right] \frac{(2\pi)^4}{2} \left| I^{l m}(a) \right|^2
$$

$$
\times \left[ \left( D-2 \right) (q^+)^2 - 4k_0^+ (q^+ - k_1^+) \right] \left[ 4k_0^+ (k_0^+ + k_2^+) + (D-2)(k_2^+)^2 \right] \left( k_0^+ + k_2^+ \right)^2 (q^+)^2
$$

$$
= 2(4\pi)^2 \alpha_e \frac{(2k_0^+)(2k_1^+)}{(q^+)^2 (k_0^+ + k_2^+)^2} \left[ 4k_0^+ (k_0^+ + k_2^+) + (D-2)(k_2^+)^2 \right] \left( D-2 \right) (q^+)^2 \left( q^+ - k_1^+ \right) \left( q^+ - k_1^+ \right) \left| I^{l m}(a) \right|^2
$$

The calculation of the $|b|^2$ contribution is analog, and gives

$$
\sigma_T^{(b)} \left|_{q_0 q_l \to b} \right. = 4N_c \alpha_e \frac{(\alpha_s C_F)}{\pi} \sum_f \sum_{p,S,q_0 q_l g_2;D} \text{Re} \left[ 1 - S^{(3)}_{012} \right] \frac{(2\pi)^4}{2} \left| I^{l m}(b) \right|^2
$$

$$
\times \left[ \left( D-2 \right) (q^+)^2 - 4k_0^+ (q^+ - k_1^+) \right] \left[ 4k_0^+ (k_0^+ + k_2^+) + (D-2)(k_2^+)^2 \right] \left( k_0^+ + k_2^+ \right)^2 (q^+)^2
$$

$$
= 2(4\pi)^2 \alpha_e \frac{(2k_0^+)(2k_1^+)}{(q^+)^2 (k_0^+ + k_2^+)^2} \left[ 4k_0^+ (k_0^+ + k_2^+) + (D-2)(k_2^+)^2 \right] \left( D-2 \right) (q^+)^2 \left( q^+ - k_1^+ \right) \left( q^+ - k_1^+ \right) \left| I^{l m}(b) \right|^2
$$

C. UV subtraction

The UV divergences of the $|a|^2$ and $|b|^2$ contributions to the transverse photon cross section at NLO can be dealt with in the same way as in the longitudinal photon case. Thanks to the UV behavior

$$
I^{l m}(a) = I^{l m} \left( x_{l+2;1}, x_{20}; \bar{Q}_{(a)}^2, Q_{(a)} \right) \sim I_{UV}^{l m} \left( x_{01}, x_{20}; \bar{Q}_{(a)}^2 \right)
$$

for $x_{20} \to 0$, of the Fourier integral, with $I_{UV}^{l m}$ defined in Eq. (A11), one can construct the UV subtraction term for the $|a|^2$ contribution as

$$
\sigma_T^{(a)} \left|_{UV, |a|^2} \right. = 4N_c \alpha_e \frac{(\alpha_s C_F)}{\pi} \sum_f \sum_{p,S,q_0 q_l g_2;D} \text{Re} \left[ 1 - S_{01} \right] \frac{(2\pi)^4}{2}
$$

$$
\times \left[ \left( D-2 \right) (q^+)^2 - 4k_0^+ (q^+ - k_1^+) \right] \left[ 4k_0^+ (k_0^+ + k_2^+) + (D-2)(k_2^+)^2 \right] \left( k_0^+ + k_2^+ \right)^2 (q^+)^2
$$

$$
\times \left[ I_{UV}^{l m} \left( x_{01}, x_{20}; \bar{Q}_{(a)}^2 \right) \right]^2 - \text{Re} \left( I_{UV}^{l m} \left( x_{01}, x_{20}; \bar{Q}_{(a)}^2 \right) \right) \left. I_{UV}^{l m} \left( x_{01}, x_{21}; \bar{Q}_{(a)}^2 \right) \right|^2
$$
in order to extract the UV divergence at $x_2 \to x_0$ without producing any collinear divergence in the regime $x_{20}^2 \approx x_{21}^2 \gg x_{01}^2$. The corresponding UV subtraction term for the $|b|^2$ contribution is

$$\sigma_{T_U}^\gamma|_{U/V,|b|^2} = 4N_c\alpha_{em} \left( \frac{\alpha_s C_F}{\pi} \right) \sum_f e_f^2 \sum_{q_s,q_g,\gamma;D} \Re \left[ 1 - S_{01} \right] \left( \frac{2\pi)^4}{2} \right) \times \left[ \frac{(D-2)(q^+)^2 - 4k_0^+(q^+ - k_0^+)}{(D-2)(q^+)^2} \left( k_0^+(k_0^+ + k_f^+) \right) \right] \times \left[ T_{UV}^m \left( x_{01}, x_{21}; Q_b^2 \right) \right]^2 - \Re \left[ T_{UV}^m \left( x_{01}, x_{20}; Q_b^2 \right) \right] \left( \frac{\alpha_s C_F}{\pi} \right) \tilde{V}_{U/V,|b|^2} \right]. \quad (122)$$

These UV subtraction terms can be calculated in the same way as in the longitudinal photon case. Then, using the minimal cut-off prescription (for $k_2^+$ only), one finds

$$\sigma_{T_U}^\gamma|_{U/V,|a|^2} = 4N_c\alpha_{em} \sum_f e_f^2 \int_{k_{min}^+}^{\infty} dk_0^+ \int_{k_{min}^+}^{\infty} dk_1^+ \frac{\delta(k_0^+ + k_1^+ - q^+)}{q^+} \left( \frac{(D-2)(q^+)^2 - 4k_0^+(q^+ - k_0^+)}{(D-2)(q^+)^2} \right) \int \frac{d^{D-2}x_0}{2\pi} \int \frac{d^{D-2}x_1}{2\pi} \Re \left[ 1 - S_{01} \right] \left( 2\pi)^2 \alpha^2 x_{01}^2 \right)^{\frac{n-2}{2}} \left( \frac{\alpha_s C_F}{\pi} \right) \tilde{V}_{U/V,|a|^2} \right], \quad (123)$$

with the same $\tilde{V}_{U/V,|a|^2}$ as in the longitudinal photon case, given in Eq. [100]. The results for $|b|^2$ are the same, up to the exchange of $(k_0^+, x_0)$ and $(k_1^+, x_1)$. Combining the UV subtraction terms with the $q\bar{q}$ contribution and then dropping the unnecessary $k_{min}^+$ cut-off like in the longitudinal photon case, one gets

$$\sigma_T^\gamma|_{dipole} = \left[ \sigma_T^\gamma|_{qq\bar{q}} + \sigma_T^\gamma|_{U/V,|a|^2} + \sigma_T^\gamma|_{U/V,|b|^2} \right]$$

$$= 4N_c\alpha_{em} \sum_f e_f^2 \int_{k_{min}^+}^{\infty} dk_0^+ \int_{k_{min}^+}^{\infty} dk_1^+ \frac{\delta(k_0^+ + k_1^+ - q^+)}{q^+} \left( \frac{(D-2)(q^+)^2 - 4k_0^+(q^+ - k_0^+)}{(D-2)(q^+)^2} \right) \int \frac{d^{D-2}x_0}{2\pi} \int \frac{d^{D-2}x_1}{2\pi} \Re \left[ 1 - S_{01} \right] \left( \frac{\alpha_s C_F}{\pi} \right) \tilde{V}_{reg} \right]. \quad (124)$$

with $\tilde{V}_{reg}$ defined in Eq. [103].

Moreover, combining the $|a|^2$ contribution [118] and its subtraction term [121] at integrand level, one can take the $D \to 4$ limit, and find

$$\left[ \sigma_T^\gamma|_{qq\bar{q},|a|^2} - \sigma_T^\gamma|_{U/V,|a|^2} \right] = 4N_c\alpha_{em} \left( \frac{\alpha_s C_F}{\pi} \right) \sum_f e_f^2 \sum_{q_s,q_g,\gamma;D} \frac{k_0^+(q^+ - k_0^+)}{(q^+)^4} \left[ (q^+ - k_0^+)^2 + (k_0^+)^2 \right] \times \left\{ 1 \left( \frac{x_{20}^2}{x_{20}^2 + x_{21}^2} \right) \right\} Q^2 \left[ K_1 ((Q_{012}) \right]^2 \Re \left[ 1 - S_{01}^{(3)} \right] \right], \quad (125)$$

Similarly, one gets for the $|b|^2$ contribution

$$\left[ \sigma_T^\gamma|_{qq\bar{q},|b|^2} - \sigma_T^\gamma|_{U/V,|b|^2} \right] = 4N_c\alpha_{em} \left( \frac{\alpha_s C_F}{\pi} \right) \sum_f e_f^2 \sum_{q_s,q_g,\gamma;D} \frac{k_0^+(q^+ - k_0^+)}{(q^+)^4} \left[ (k_0^+)^2 + (q^+ - k_0^+)^2 \right] \times \left\{ 1 \left( \frac{x_{21}^2}{x_{21}^2 + x_{20}^2} \right) \right\} Q^2 \left[ K_1 ((Q_{012}) \right]^2 \Re \left[ 1 - S_{01}^{(3)} \right] \right], \quad (126)$$
D. Rearranging the NLO cross-section for transverse photon

At this stage, the transverse photon cross section at NLO is given by the sum of the expressions (111), (124), (125) and (126). Each of these terms is UV finite. One can check from these expressions that the $qar{q}g$ piece is consistent with the results of Ref. 39 (see Eqs. (43) and (51) there). The aim of this section is to show how to simplify these expressions, in order to get the transverse photon cross section at NLO in a form analogous to Eq. (36). In order to do so, one has to eliminate the transverse vectors $x_{0+2;1}$ and $x_{0;1+2}$ in favor of simpler ones. According to the definition [40], they write

$\begin{align*}
x_{0+2;1} &= - \left( \frac{k_0^+}{k_0^+ + k_2^+} \right) x_{20} + x_{21} = x_{01} + \left( \frac{k_2^+}{k_0^+ + k_2^+} \right) x_{20} \\
x_{0;1+2} &= -x_{20} + \left( \frac{k_1^+}{k_1^+ + k_2^+} \right) x_{21} = x_{01} - \left( \frac{k_2^+}{k_1^+ + k_2^+} \right) x_{21}.
\end{align*}$

Then, their squares can be calculated as

$\begin{align*}
(x_{0+2;1})^2 &= \frac{(q^+)^2}{k_1^+ (k_0^+ + k_2^+)} x_{012}^2 - \frac{q^+ k_0^+ k_2^+}{k_1^+ (k_0^+ + k_2^+)^2} x_{20}^2 \\
(x_{0;1+2})^2 &= \frac{(q^+)^2}{k_0^+ (k_1^+ + k_2^+)} x_{012}^2 - \frac{q^+ k_0^+ k_2^+}{k_0^+ (k_1^+ + k_2^+)^2} x_{21}^2.
\end{align*}$

Thanks to these relations, the expressions (125) and (126) become

$\begin{align*}
\left[ \sigma_T^{\gamma^*}_{q\bar{q}g,[a]} - \sigma_T^{\gamma^*}_{U,V,[a]} \right] &= 4N_c\alpha_{em} \left( \frac{\alpha_s C_F}{\pi} \right) \sum_f e_f^2 \sum_{p,s-q,q_1,q_2;4} k_1^+ (q^+ - k_1^+) \left[ (q^+ - k_1^+)^2 + (k_1^+)^2 \right] \\
&\times \left( \frac{2k_0^+ (k_0^+ + k_2^+)}{(k_0^+ + k_2^+)^2} \right) \left( \frac{2k_0^+ (k_0^+ + k_2^+)}{(k_0^+ + k_2^+)^2} \right) \left[ Q^2 \left( K_1(Qx_{012}) \right)^2 \text{Re} \left( 1 - S_{012}^{(3)} \right) - (x_2 \rightarrow x_0) \right] \\
&+ \frac{x_{20} \cdot x_{21}^2 - k_0^+ k_2^+}{x_{20} \cdot x_{21}^2} \left[ Q^2 \left( K_1(Qx_{012}) \right)^2 \text{Re} \left( 1 - S_{012}^{(3)} \right) \right] \left( 1 - S_{012}^{(3)} \right)
\end{align*}$

and

$\begin{align*}
\left[ \sigma_T^{\gamma^*}_{\bar{q}qg,[b]} - \sigma_T^{\gamma^*}_{U,V,[b]} \right] &= 4N_c\alpha_{em} \left( \frac{\alpha_s C_F}{\pi} \right) \sum_f e_f^2 \sum_{p,s-q,q_1,q_2;4} k_1^+ (q^+ - k_1^+) \left[ (k_1^+)^2 + (q^+ - k_1^+)^2 \right] \\
&\times \left( \frac{2k_1^+ (k_0^+ + k_2^+)}{(k_1^+ + k_2^+)^2} \right) \left( \frac{2k_1^+ (k_0^+ + k_2^+)}{(k_1^+ + k_2^+)^2} \right) \left[ Q^2 \left( K_1(Qx_{012}) \right)^2 \text{Re} \left( 1 - S_{012}^{(3)} \right) - (x_2 \rightarrow x_1) \right] \\
&+ \frac{x_{21} \cdot x_{20}^2 - k_1^+ k_2^+}{x_{21} \cdot x_{20}^2} \left[ Q^2 \left( K_1(Qx_{012}) \right)^2 \text{Re} \left( 1 - S_{012}^{(3)} \right) \right] \left( 1 - S_{012}^{(3)} \right)
\end{align*}$

which make the cancellation of UV divergences more obvious.

From Eqs. (127) and (128) one can also find

$\begin{align*}
\frac{(x_{0+2;1} \cdot x_{20})}{x_{20}^2} &= \frac{(x_{20} \cdot x_{21})}{x_{20}^2} - \left( \frac{k_0^+}{k_0^+ + k_2^+} \right) \\
\frac{(x_{0;1+2} \cdot x_{21})}{x_{21}^2} &= \frac{(x_{20} \cdot x_{21})}{x_{21}^2} + \left( \frac{k_1^+}{k_1^+ + k_2^+} \right) \\
\frac{(x_{0+2;1} \cdot x_{0;1+2})}{x_{012}^2} &= \frac{(q^+)^2 x_{012}^2}{(k_0^+ + k_2^+)(k_0^+ + k_2^+)} - \frac{q^+ k_0^+ k_2^+ (x_{20} \cdot x_{21})}{(k_0^+ + k_2^+)(k_1^+ + k_2^+)}.
\end{align*}$

Moreover, one has

$\frac{(x_{20} \wedge x_{21})^2}{x_{20}^2 x_{21}^2} = 1 - \frac{(x_{20} \cdot x_{21})^2}{x_{20}^2 x_{21}^2}.$
There are important cancellations between these terms and the contributions (131) and (132). One can then write

\[
\gamma_{\text{inst.}}^{(a')} = \frac{2(k_0^+)^2(k_1^+)^3}{(q^+)^5(k_0^++k_2^+)^2} \left( x_{20} \cdot x_{21} \right) - \frac{2(k_0^+)^2}{(q^+)^5(k_0^++k_2^+)^2} \left( x_{20} \cdot x_{21} \right) + \frac{(k_0^+)^2(k_1^+)^2}{(q^+)^5(k_0^++k_2^+)^2} \left[ k_0^+ k_1^++3(k_0^++k_2^+) (k_1^++k_2^+) \right]
\]

(137)

\[
\gamma_{\text{interf.}}^{(a')} = -\frac{2k_0^+ k_1^+}{(q^+)^4} \left[ \left( x_{20} \cdot x_{21} \right)^2 \right] + \frac{2k_0^+ k_1^+}{(q^+)^4} \left[ \left( x_{20} \cdot x_{21} \right)^2 \right] + \frac{2k_0^+ k_1^+}{(q^+)^4} \left[ \left( x_{20} \cdot x_{21} \right)^2 \right]
\]

(138)

and

\[
\gamma_{\text{interf.}}^{(ab)} = \frac{2k_0^+ k_1^+}{(q^+)^4} \left[ \left( x_{20} \cdot x_{21} \right)^2 \right] + \frac{2k_0^+ k_1^+}{(q^+)^4} \left[ \left( x_{20} \cdot x_{21} \right)^2 \right] + \frac{2k_0^+ k_1^+}{(q^+)^4} \left[ \left( x_{20} \cdot x_{21} \right)^2 \right]
\]

(139)

so that their sum gives

\[
\gamma_{\text{interf.}}^{(a')} + \gamma_{\text{inst.}}^{(a')} + \gamma_{\text{interf.}}^{(b')} = \frac{2k_0^+ k_1^+}{(q^+)^4} \left[ \left( x_{20} \cdot x_{21} \right)^2 \right] + \frac{2k_0^+ k_1^+}{(q^+)^4} \left[ \left( x_{20} \cdot x_{21} \right)^2 \right] + \frac{2k_0^+ k_1^+}{(q^+)^4} \left[ \left( x_{20} \cdot x_{21} \right)^2 \right]
\]

(140)

There are important cancellations between these terms and the contributions (131) and (132). One can then write

\[
\sigma_T^\gamma|_{q\to g} + \sigma_T^\gamma|_{q\to g} = \left[ \sigma_T^\gamma|_{q\bar{q},a|^2} - \sigma_T^\gamma|_{U\bar{V},|a|^2} \right] + \left[ \sigma_T^\gamma|_{q\bar{q},b|^2} - \sigma_T^\gamma|_{U\bar{V},|b|^2} \right] + \sigma_T^\gamma|_{q\bar{q}; \text{UV finite terms}}
\]

(142)

where

\[
\sigma_T^\gamma|_{q\to g} = 4N_c a_{\text{em}} \left( \frac{\alpha_s C_F}{\pi} \right) \sum_{j} c_j^2 \sum_{p,s} \sum_{q_0, q_2; g_1, g_2=4} \left[ k_1^+ (q^+ - k_1^+)^2 + (k_2^+)^2 \right] \frac{2k_0^+ (k_0^+ + k_2^+) + (k_2^+)^2}{(k_0^+ + k_2^+)^2}
\]

\[
\times \left( x_{20} \cdot x_{21} \right) ^2 \left[ \left( x_{20} \cdot x_{21} \right) ^2 \right] + \left[ k_1^+ (k_2^+)^2 \right] \frac{2k_0^+ k_1^+}{(k_0^+ + k_2^+)^2}
\]

(143)
and
\[ \sigma_T^{\gamma^*} \big|_{q \rightarrow g} = 4N_c \alpha_{em} \left( \frac{\alpha_s C_F}{\pi} \right) \sum_f e_f^2 \sum_{p,S_\gamma,q_0,q_1,g_0,g_1=4} \left\{ \frac{k_0^+ (q^+ - k_0^+)}{(q^+)^4} \left[ (k_0^+)^2 + (q^+ - k_0^+)^2 \right] \right. \]
\[ \times \frac{2k_1^+ (k_0^+ + k_2^+)}{(k_1^+ + k_2^+)^2} \frac{1}{(q^+)^4} \left[ (q^+ - k_0^+)^2 + (k_0^+)^2 \right] \]
\[ + \left. \left( k_0^+ (k_0^+)^2 + (k_0^+)^2 \right) \frac{(x_{20}^2 x_{21}^2)}{x_{20}^2 x_{21}^2} + 2k_0^+ k_1^+ \frac{(x_{20} x_{21})}{x_{20} x_{21} x_{12}^2} - \frac{k_0^+ (k_0^+ + k_2^+)}{x_{12}^2} \right) \]
\[ \times \frac{k_0^+ (k_2^+)^2}{(q^+)^4 (k_0^+ + k_2^+)^2} \frac{Q^2 \left( K_1(Q X_{012}) \right)^2}{Re \left( 1 - S_{012}^{(3)} \right)} \right\}. \]

Note that only the first part of the expressions \[143\] and \[144\], including the UV subtraction term, has a potential divergence at low \(k_2^+\) and thus contribute to high-energy leading logarithms, whereas the second part of the expressions \[143\] and \[144\] is regular at low \(k_2^+\) thanks to the explicit \((k_2^+)^2\) factor compensating the \(1/k_2^+\) factor included in the phase-space integration \[71\].

Like in the longitudinal photon case, the integrands in Eqs. \[143\] and \[144\] are related by exchange of the quark and antiquark, \((k_0^+, x_0) \leftrightarrow (k_1^+, x_1)\). Hence, the corresponding integrals over the phase-space are equal:

\[ \sigma_T^{\gamma^*} \big|_{q \rightarrow g} = \sigma_T^{\gamma^*} \big|_{q \rightarrow g}. \]

All in all, the transverse photon cross section at NLO can be written as

\[ \sigma_T^{\gamma^*} = \sigma_T^{\gamma^*} \big|_{\text{dipole}} + \sigma_T^{\gamma^*} \big|_{q \rightarrow g} + \sigma_T^{\gamma^*} \big|_{q \rightarrow g} = \sigma_T^{\gamma^*} \big|_{\text{dipole}} + 2 \sigma_T^{\gamma^*} \big|_{q \rightarrow g}, \]

with the various terms given in Eqs. \[124\], \[143\] and \[144\].

E. Final result for the transverse photon cross section at NLO before high-energy resummation

Like in the longitudinal photon case, it is convenient to switch to light-cone momentum fraction variables. Using the same change of variables as in sec. IV E for each of the three terms in the transverse photon cross section at NLO given in Eq. \[146\], one gets

\[ \sigma_T^{\gamma^*} \big|_{\text{dipole}} = 4N_c \alpha_{em} \left( \frac{\alpha_s C_F}{\pi} \right) \sum_f e_f^2 \theta(1-2z_c) \int_{z_c}^{1-z_c} dz \left( z^2 + (1-z)^2 \right) \int \frac{dx_0}{2\pi} \int \frac{dx_1}{2\pi} \frac{Q^2 \left( K_1(Q \sqrt{z(1-z)} x_{01}) \right)^2}{Re \left( 1 - S_{01}^{(3)} \right)} \left\{ 1 + \left( \frac{\alpha_s C_F}{\pi} \right) \frac{1}{2} \left( \log \left( \frac{z}{1-z} \right) - \frac{\pi^2}{6} + \frac{5}{2} \right) \right\} \]

for the dipole-like term,

\[ \sigma_T^{\gamma^*} \big|_{q \rightarrow g} = 4N_c \alpha_{em} \left( \frac{\alpha_s C_F}{\pi} \right) \sum_f e_f^2 \theta \left( 1 - \frac{k_{\text{min}}^+}{q^+} - z_c \right) \int_{z_c}^{1-z_c} dz \left( z(1-z) \right) \int \frac{dx_0}{2\pi} \int \frac{dx_1}{2\pi} \int \frac{dx_2}{2\pi} \frac{Q^2 \left( K_1(Q X_{12}) \right)^2}{Re \left( 1 - S_{012}^{(3)} \right) - \left( x_2 \rightarrow x_0 \right)} \]
\[ \times \left\{ z^2 + (1-z)^2 \right\} \left\{ z^2 + (1-z)^2 \right\} \left[ x_{20}^2 x_{21}^2 + 2z(1-z)(1-z) \frac{X_{20}^2 X_{21}^2}{X_{012}^2} - \frac{z(1-z)}{X_{012}} \right] \times \frac{Q^2 \left( K_1(Q X_{12}) \right)^2}{Re \left( 1 - S_{012}^{(3)} \right)} \right\} \]
for the $q \to g$ contribution (with $X_{012}$ given by Eq. (102)), and

$$
\sigma^*_{pqg} = 4N_c\alpha_{em}\left(\frac{\alpha_s C_F}{\pi}\right) \sum_f e_f^2 \theta(1 - \frac{k^+_{min}}{q^+} - z_c) \int_0^{1/k^+_{min}} dz \left(1 - z\right) \int_0^{1/k^+_{min}} d\zeta \int \frac{d^2\mathbf{x}_0}{2\pi} \int \frac{d^2\mathbf{x}_1}{2\pi} \int \frac{d^2\mathbf{x}_2}{2\pi} \\
\times \left\{ z^2 + (1 - z)^2 \right\} \left[ 1 + (1 - \zeta)^2 \right] \frac{x_{21}}{x_{21}^2} \left( \frac{x_{20} x_{21} x_{20}}{x_{21}^2} \right) \left[ Q^2 \left( K_1(QX_{012}) \right) \right]^{2} \text{Re} \left( 1 - S_{(3)}^{(3)} \right) \left( x_2 \to x_0 \right)
$$

for the $\bar{q} \to g$ contribution (with now $X_{012}$ given by Eq. (104)).

Like in sec. IV.E, the parameter $z_c$ has been introduced in order to account for the $k^+$ regularization scheme dependence: $z_c = 0$ for the minimal cut-off prescription, whereas $z_c = k^+_{min}/q^+$ for the non-minimal cut-off prescription of sec. IV.D

VI. HIGH-ENERGY LL RESUMMATION

The transverse or longitudinal photon cross sections at NLO calculated so far correspond to the scattering of the photon on a classical gluon field shockwave. In order to obtain the corresponding photon-target total cross sections encountered in the neutral current DIS process, Eq. (1), it remains to take the functional average over the classical gluon field shockwave configurations. Since this classical field appears only via the Wilson lines contained in the dipole and tripole amplitude, $S_{01}$ and $S_{012}^{(3)}$, the photon-target total cross sections are obtained by making the replacements $S_{01} \to (S_{01})_0$ and $S_{012}^{(3)} \to (S_{012})_0$ in the results of the previous sections. The index 0 for this statistical average indicates that only the long lived partons in the target are included as sources for the semi-classical gluon field, in order to avoid double counting.

Indeed, the short-lived partons in the target are already taken into account via higher Fock states in the dressed photon. By consistency the minimal lifetime along $x^-$ for the sources included in the target average should be set by $1/k^+_{min}$, since $k^+_{min}$ represent the minimal $k^+$ for the partons (or at least gluons) included in the dressed photon projectile. It is convenient to choose $k^+_{min}$ as small as possible, in order to leave the valence partons and the non-perturbative fluctuations inside the target, and to include most of the perturbative radiation into the projectile. As discussed in sec. II.B of Ref. [55], this amounts to choose $k^+_{min}$ as the typical $k^+$ scale associated with the non-perturbative partons in the target before any evolution.

$$
k^+_{min} = \frac{Q_0^2}{2x_0 P^-} \simeq \frac{Q_0^2 x_{Bj}}{x_0 Q^2} q^+,
$$

where $P^-$ is the momentum of the target, and $x_0$ and $Q_0$ are the typical momentum fraction and transverse mass (or virtuality) of the partons in the target at the initial condition for the high-energy evolution. Hence, $Q_0^2/x_0$ will be a parameter of the fit to the data, together with the shape of the initial condition. It should depend on the type of target, but not on the observable. One can take for example $x_0 = 10^{-2}$ and expect $Q_0$ to be a non-perturbative scale, presumably related to the initial saturation scale of the target.

In the $q \to g$ contributions (101) and (148) to the longitudinal and transverse photon cross sections, the integration over the gluon momentum fraction $\zeta$ leads to a large logarithm $\log(zq^+/k^+_{min})$. Such large logarithms can be subtracted from the NLO correction, and combined (up to higher order corrections) with the dipole amplitude $(S_{01})_0$ appearing inside the LO contribution to the cross section, effectively replacing the unevolved $(S_{01})_0$ by $(S_{01})_0 Y_f^+ \to$ evolved from the cut-off $k^+_{min}$ up to a factorization scale $k^+_f \approx zq^+$ (where $Y_f^+ = \log(k^+_f/k^+_{min})$) with a high-energy LL evolution equation like BK, JIMWLK or BFKL, depending on the other approximations made.

\footnote{With an exact calculation taking into account the target mass $M_T$ in the last step of Eq. (150), the $x_{Bj}$ would be replaced by $x_N \equiv 2 x_{Bj} \left[ 1 + \frac{4x_{Bj} M_T^2}{Q^2} \right]$, which is the Nachtmann variable. However, in the regime of interest, $x_{Bj} < 10^{-2}$ and $Q > 1$ GeV, the difference between $x_N$ and $x_{Bj}$ seems completely negligible.}
Moreover, yet higher order corrections to the cross section will contain contributions with one such large logarithm per power of $\alpha_s$, at most. At each order, the large logs can be subtracted and resummed into the evolution of multipole amplitudes appearing in lower order terms. Hence, the unevolved amplitudes $\langle S_{01}\rangle_0$ and $\langle S_{012}\rangle_0$ appearing in the NLO contribution should be replaced by evolved ones when performing the resummation of LL pieces contained in the terms of order NNLO and beyond in the cross section. However, it is not clear a priori what the evolution range should be in that case, since the higher order corrections beyond NLO are not yet known.

Nevertheless, there are several arguments in favor of an evolution up to the scale provided by the extra gluon in the NLO contribution. First, as found in Ref. [55], this is necessary in order to have a smooth interplay between the high-energy regime and the collinear regime, so that the Regge and the Bjorken limits can commute. Second, this is the choice of evolution range which allows to extend to arbitrary order the picture of LL resummation in which the LL contributions can be subtracted and resummed step by step, from the highest to lowest order, in a consistent way. A similar observation has also been made in Ref. [73].

Then, there are two main approaches to the high-energy LL resummation for the photon-target cross sections at NLO.

- The first approach, advertised in Ref. [73], is simply to promote the dipole and tripole amplitude appearing in the $q \to g$ and $\bar{q} \to g$ contributions to evolved ones, over the range $Y_2^+ = \log(k_1^+ / k_{\min}^+)$, leaving the dipole amplitude in the LO contribution unevolved. In the following, this will be called the unsubtracted form for the LL resummation.

- The second (and more traditional) approach to high-energy LL resummation is to go all way, subtracting as well the LL arising from the integration over $\zeta$ in the $q \to g$ and $\bar{q} \to g$ contributions, and evolving the dipole amplitude in the LO contribution accordingly. In the following, this will be called the subtracted form for the LL resummation.

A. Unsubtracted form for the high-energy LL resummation

All in all, the photon-target cross sections at NLO with high-energy LL resummation in the unsubtracted form can be written as

$$
\sigma_T^{\gamma^*} \bigg|_{\text{NLO+LL; unsub.}} = \sigma_T^{\gamma^*} \bigg|_{\text{dipole; I.C.}} + 2 \sigma_T^{\gamma^*} \bigg|_{q \to g; \text{LL}},
$$

with

$$
\sigma_T^{\gamma^*} \bigg|_{\text{dipole; I.C.}} = 4 N_c \alpha_{em} \sum_f e_f^2 \theta(1 - 2 z_c) \int_{z_c}^{1 - z_c} dz \, 4 z^2 (1 - z)^2 \int \frac{d^2 x_0}{2 \pi} \int \frac{d^2 x_1}{2 \pi} \Re \left[ 1 - \langle S_{01}\rangle_0 \right]
\times Q^2 \left( K_0 \left( Q \sqrt{z (1 - z)} x_{01} \right) \right)^2 \left\{ 1 + \left( \frac{\alpha_s C_F}{\pi} \right) \left[ \frac{1}{2} \left( \log \left( \frac{z}{1 - z} \right) \right)^2 - \frac{\pi^2}{6} + \frac{5}{2} \right] \right\}
$$

and

$$
\sigma_T^{\gamma^*} \bigg|_{q \to g; \text{LL}} = 4 N_c \alpha_{em} \left( \frac{\alpha_s C_F}{\pi} \right) \sum_f e_f^2 \theta(1 - z_{\min} - z_c) \int_{z_{\min}}^{1 - z_c} dz \, 4 z^2 (1 - z)^2 \int \frac{d^2 x_0}{2 \pi} \int \frac{d^2 x_1}{2 \pi} \int \frac{d^2 x_2}{2 \pi}
\times \left\{ \left[ 1 + (1 - \zeta) \right]^2 \right\} \frac{x_{20} x_{21}}{x_{20}^2 - x_{21}^2} \left[ Q^2 \left( K_0 (Q X_{012}) \right)^2 \Re \left[ 1 - \langle S_{012}^{(3)} / Y_2^+ \rangle \right] - \left( x_2 \to x_0 \right) \right]
+ \zeta \left( \frac{x_{20} x_{21}}{x_{20}^2 - x_{21}^2} \right) Q^2 \left( K_0 (Q X_{012}) \right)^2 \Re \left[ 1 - \langle S_{012}^{(3)} / Y_2^+ \rangle \right]
$$

in the longitudinal photon case, and

$$
\sigma_T^{\gamma^*} \bigg|_{\text{dipole; I.C.}} = 4 N_c \alpha_{em} \sum_f e_f^2 \theta(1 - 2 z_c) \int_{z_c}^{1 - z_c} dz \, 4 z (1 - z) [z^2 + (1 - z)^2] \int \frac{d^2 x_0}{2 \pi} \int \frac{d^2 x_1}{2 \pi} \Re \left[ 1 - \langle S_{01}\rangle_0 \right]
\times Q^2 \left( K_1 \left( Q \sqrt{z (1 - z)} x_{01} \right) \right)^2 \left\{ 1 + \left( \frac{\alpha_s C_F}{\pi} \right) \left[ \frac{1}{2} \left( \log \left( \frac{z}{1 - z} \right) \right)^2 - \frac{\pi^2}{6} + \frac{5}{2} \right] \right\}
$$

(154)
and

\[ \sigma_T^{\gamma^+} \bigg|_{q \to g; \text{LL}} = 4N_c\alpha_{em} \left( \frac{\alpha_s C_F}{\pi} \right) \sum_e \epsilon \theta(1-z_{\text{min}}-z_c) \int_{z_{\text{min}}}^{1-z_c} dz \int_{z_{\text{min}}}^1 d\zeta \int \frac{d^2x_0}{2\pi} \int \frac{d^2x_1}{2\pi} \int \frac{d^2x_2}{2\pi} \]

\times \left\{ \left[ z^2 + (1-z)^2 \right] \left[ 1 + \frac{(1-\zeta)^2}{\zeta} \right] \right\} \left[ \frac{Q^2 \left( K_1(QX_{012}) \right)^2}{\text{Re} \left[ 1 - \left( S_{012}^{(3)} \right)_{Y^+} \right]} \right] \sum_{x} Q_{x}^2 \left( K_{12} \right)^2 \] 

in the transverse photon case. In Eqs. (153) and (155), \( X_{012} \) is as given by Eq. (102) and \( Y^+ \) is defined by

\[ Y^+_Q \equiv \log \left( \frac{k^+_Q}{k^+_{\min}} \right) = \log \left( \frac{Q^2}{Q_{0}^2 x_{Bj}} \right), \] 

Moreover,

\[ z_{\text{min}} = \frac{k^+_{\min}}{q^+} = \frac{Q^2 x_{Bj}}{Q_{0}^2 x_{0}}, \] 

and \( z_c = 0 \) if the minimal cut-off prescription is chosen for the \( k^+ \) regularization, or \( z_c = z_{\text{min}} \) if the non-minimal cut-off prescription of sec. [IVD] is chosen.

In order to obtain the evolution of the tripole and dipole amplitudes from 0 to \( Y^+_Q \), one can use either the B-JIMWLK evolution, or the BK equation, after rewriting the tripole in terms of dipoles in the usual way, or the BFKL equation, after taking the two gluons exchange approximation. Moreover, it should be consistent to use these evolution equations either at naive LL accuracy or with the kinematical improvement presented in Refs. [55] or [56].

Indeed, the calculation of the photon-target cross sections at NLO have been performed using a cut-off in \( k^+ \), so that it should be used in conjunction with high-energy evolution equations where \( k^+ \) (or its log) plays the role of evolution variable, in order to have a consistent factorization scheme for high-energy logs. The various versions of kinematically consistent BK equation provided in Refs. [55], [56] are only available as evolution equations in \( k^+ \), and would have a different expression in other factorization schemes. By contrast, at naive LL accuracy, the kernel of the high-energy evolution equations is factorization-scheme independent.

As a final remark, note that it is not clear a priori if the dipole amplitude present in the NLO part of the dipole-like contributions (152) and (154) should be taken at the initial condition or evolved over some range. All the available results and arguments constrain only the scale of the dipole amplitude in the LO contribution, and the one of the dipole and tripole coming with a \( d\zeta/\zeta \) enhancement. By contrast, a calculation of the cross sections at NNLO seems necessary in order to obtain a clear guidance in the choice of scale for the dipole amplitude in the NLO part of Eqs. (152) and (154). For simplicity, the dipole has been chosen to stay unevolved there, but other prescriptions can be used.

### B. Subtracted form for the high-energy LL resummation

In the subtracted form for the high-energy LL resummation, the photon-target cross sections at NLO become

\[ \sigma_T^{\gamma^+} \bigg|_{\text{NLO+LL; sub.}} = \sigma_T^{\gamma^+} \bigg|_{\text{dipole; } y^+_Q} + 2 \sigma_T^{\gamma^+} \bigg|_{q \to g; \text{LL}} + \sigma_T^{\gamma^+} \bigg|_{\text{LL sub. term}}, \] 

with

\[ \sigma_T^{\gamma^+} \bigg|_{\text{dipole; } y^+_Q} = 4N_c\alpha_{em} \sum \epsilon \theta(1-2z_c) \int_{z_c}^{1-z_c} dz \int_{z_c}^1 d\zeta \int \frac{d^2x_0}{2\pi} \int \frac{d^2x_1}{2\pi} \int \frac{d^2x_2}{2\pi} \text{Re} \left[ 1 - \left( S_0 \right)_{y^+_Q} \right] \]

\times Q^2 \left( K_0 \left( Q \sqrt{z(1-z) x_{01}} \right) \right)^2 \left\{ 1 + \left( \frac{\alpha_s C_F}{\pi} \right) \left[ \frac{1}{2} \left( \log \left( \frac{z}{1-z} \right) \right)^2 - \frac{\pi^2}{6} + \frac{5}{2} \right] \right\} \] 

(159)
Note that it is straightforward to perform this combination of subtraction terms and identify up to a reorganization of the terms. This mismatch between the two forms is a sum of terms of order unsubtracted form (151) for the LL resummation. This change leads to the only quantitative difference between the be evolved over the same range as the dipole amplitude in the LO term, instead of staying unevolved like in the would agree identically with each other.

is definitely possible to construct variants of the unsubtracted and subtracted forms for the LL resummation which lead to different quantitative results, this difference is relevant only at NNLO and/or at NLL accuracy. Moreover, it choice

k

the whole phase space. On the other hand, in the case of the non-minimal cut-off prescription (with z

k

min

\{\sum_{f} e_{f}^{2} \theta(1-2z_c) \int_{z_c}^{1-z_c} dz \ z(1-z) \ [z^{2} + (1-z)^{2}] \int \frac{d^{2}x_{0}}{2\pi} \ \frac{d^{2}x_{1}}{2\pi} \ \Re \left[ 1 - \langle S_{01} \rangle_{Y_{+}} \right]

\times Q^{2} \left( K_{1} \left( Q \sqrt{z(1-z)} | x_{01} \right) \right)^{2} \ \left\{ 1 + \alpha_{s} CF \ \pi \left[ \frac{1}{2} \ c\left( \log \left( \frac{z}{1-z} \right) \right)^{2} - \frac{\pi^{2}}{6} + \frac{5}{2} \right] \right\} \quad (160)

with Y_{+} = \log(k_{L}^{+}/k_{min}^{+})$, whereas the expressions \(153\) and \(155\) are kept. A LL subtraction term is included in Eq. \(158\), in order to account for the mismatch between the evolved dipole amplitude in Eqs. \(159\) and \(160\) on the one hand, and the unevolved dipole amplitude in Eqs. \(152\) and \(154\) on the other hand. It writes

\sigma_{L}^{*} \bigg|_{LL \ sub. \ term} = 4N_{c}\alpha_{em} \sum_{f} e_{f}^{2} \theta(1-2z_c) \int_{z_c}^{1-z_c} dz \ z(1-z) \ [z^{2} + (1-z)^{2}] \int \frac{d^{2}x_{0}}{2\pi} \ \frac{d^{2}x_{1}}{2\pi} \ \Re \left[ 1 - \langle S_{01} \rangle_{Y_{+}} \right]

in the longitudinal photon case, and

\sigma_{T}^{*} \bigg|_{LL \ sub. \ term} = 4N_{c}\alpha_{em} \sum_{f} e_{f}^{2} \theta(1-2z_c) \int_{z_c}^{1-z_c} dz \ z(1-z) \ [z^{2} + (1-z)^{2}] \int \frac{d^{2}x_{0}}{2\pi} \ \frac{d^{2}x_{1}}{2\pi} \ \Re \left[ 1 - \langle S_{01} \rangle_{Y_{+}} \right]

in the transverse photon case. Combining these subtraction terms with the corresponding q → g terms \(153\) and \(155\), one should get a cancellation of the dζ/ζ terms meaning that the high-energy LL contribution have been indeed resummed into the \(\langle S_{01} \rangle_{Y_{+}}\) appearing in the LO contribution in Eqs. \(159\) and \(160\). Obviously, in order to have consistent results, the same high-energy evolution equation should be used in order to evaluate the various terms in Eq. \(158\).

Moreover, in order to avoid an oversubtraction of LL, the factorization scale k_{L} should obey k_{L} \lesssim zq^{+} and k_{L} \lesssim (1-z)q^{+}. In the case of the minimal cut-off prescription (with z = 0), it seems complicated to construct a factorization scale k_{L} obeying these inequalities and simultaneously guarantying the necessary positivity of Y_{+} over the whole phase space. On the other hand, in the case of the non-minimal cut-off prescription (with z = z_{min}), the choice k_{L} \equiv \min \{z, (1-z)\} q^{+} seems to satisfy all of the requirements.

For simplicity, the dipole amplitude in the NLO part of the dipole-like contributions \(159\) and \(160\) is taken to be evolved over the same range as the dipole amplitude in the LO term, instead of staying unevolved like in the unsubtracted form \(151\) for the LL resummation. This change leads to the only quantitative difference between the unsubtracted and subtracted forms of the resummation (as presented in the present section), which are otherwise identical up to a reorganization of the terms. This mismatch between the two forms is a sum of terms of order \(\alpha_{s}(\alpha_{s} Y_{+}^{+})^{n}\) relative to the LO term, with n \geq 1. Hence, even though the two forms of the LL resummation should lead to different quantitative results, this difference is relevant only at NNLO and/or at NLL accuracy. Moreover, it is definitely possible to construct variants of the unsubtracted and subtracted forms for the LL resummation which would agree identically with each other.

1. Naive LL resummation

The standard B-JIMWLK evolution of the dipole amplitude at LL accuracy is given by

\[ \partial_{Y_{+}} \langle S_{01} \rangle_{Y_{+}} = \frac{2\alpha_{s}CF}{\pi} \int \frac{d^{2}x_{2}}{2\pi} \ \frac{x_{10}^{2}}{x_{20}^{2}x_{21}^{2}} \left[ \langle S_{012}^{(3)} \rangle_{Y_{+}} - \langle S_{01} \rangle_{Y_{+}} \right]. \quad (163) \]

\[ ^{15} \text{Note that it is straightforward to perform this combination of subtraction terms and q → g terms if the non-minimal cut-off prescription in k^{+} is chosen, since the z-integral has the same bounds in both cases, for z_{min} = z_{c}. By contrast, in the minimal cut-off prescription, the combination would require to neglect the difference in the integration bounds, which is indeed a power-suppressed effect for x_{Bj} \rightarrow 0 or for Q^{2} \rightarrow +\infty. This observation provides a motivation to favor the non-minimal over the minimal cut-off prescription in k^{+}.} \]
Note that the memory effects are not really a problem in practice, since numerical simulations of Eq. (165) have been performed successfully, see Ref. [59].

Hence, if it is chosen in order to make the high-energy LL resummation for the photon-target cross section, one should substitute

\[
\int_0^{Y_0^+} dY^+\, \partial_{Y^+} \langle S_{01} \rangle_{Y^+} = \frac{2\alpha_s C_F}{\pi} \int_0^{Y_0^+} dY^+ \int \frac{d^2 x_2}{2\pi} \frac{x_{10}^2}{x_{20}^2 x_{21}^2} \theta(Y^+ - \Delta_{012}) \left[ \langle S_{012}^{(3)} \rangle_{Y^+ - \Delta_{012}} - \langle S_{01} \rangle_{Y^+} \right]
\]

in Eqs. (161) and (162), with \( Y_0^+ \) and \( z_{\text{min}} \) defined by Eqs. (159) and (157) respectively.

Subtraction terms (161) and (162) constructed from the strict LL evolution (163) are enough to cancel the logarithmic sensitivity in the cut-off \( z_{\text{min}} \) from the \( q \to g \) terms (153) and (155) (and the corresponding \( q \to g \) terms). However, as shown in Ref. [55], they do not provide a fully accurate subtraction of high-energy LLs. Indeed, such subtraction terms overestimate the phase-space giving rise to LLs in the \( q \to g \) contributions, in particular because they neglect the non-trivial interplay of longitudinal momentum fractions and transverse positions arising through the variable \( X_{012} \). Then, one is left after such naive LL subtraction with large transverse logarithms due to the inaccurate treatment of the region \( x_{10}^2 \lesssim \zeta x_{20}^2 \simeq \zeta x_{21}^2 \) for small \( \zeta \).

2. Kinematically consistent LL resummation

In order to perform a fully accurate subtraction of high-energy LLs from the NLO correction to an observable, one should use a kinematically improved (a.k.a. kinematically consistent) LL evolution equation [54, 57, 74, 76]. Such equations effectively resum partons cascades which are strictly ordered both in \( k^+ \) and in \( k^- \) simultaneously, by contrast to naive LL evolution equations which correspond to an ordering along the evolution variable \( (k^+ \) in our case) only. The strict double ordering is necessary and sufficient to reproduce the non-trivial interplay between longitudinal momentum fractions and transverse positions encountered in higher order corrections to high-energy observables.

At the non-linear level, the easiest is to use the kinematically consistent LL evolution equation

\[
\partial_{Y^+} \langle S_{01} \rangle_{Y^+} = \frac{2\alpha_s C_F}{\pi} \int \frac{d^2 x_2}{2\pi} \frac{x_{10}^2}{x_{20} x_{21}^2} \theta(Y^+ - \Delta_{012}) \left[ \langle S_{012}^{(3)} \rangle_{Y^+ - \Delta_{012}} - \langle S_{01} \rangle_{Y^+} \right]
\]

constructed in Ref. [55]. In Eq. (165), the shift \( \Delta_{012} \) allows to mix the transverse and longitudinal variables in the appropriate way in order to emulate the \( k^- \) ordering of the parton cascade. Various definitions for \( \Delta_{012} \) can be chosen, for example

\[
\Delta_{012} = \max \left\{ 0, \log \left( \frac{\min \{x_{20}, x_{21} \}}{x_{10}} \right) \right\}
\]

or

\[
\Delta_{012} = \max \left\{ 0, \log \left( \frac{x_{20} \cdot x_{21}}{x_{10}^2} \right) \right\}
\]

Then, one should substitute

\[
\int_0^{Y_0^+} dY^+ \, \partial_{Y^+} \langle S_{01} \rangle_{Y^+} = \frac{2\alpha_s C_F}{\pi} \int_0^{Y_0^+} dY^+ \int \frac{d^2 x_2}{2\pi} \frac{x_{10}^2}{x_{20}^2 x_{21}^2} \theta(Y^+ - \Delta_{012}) \left[ \langle S_{012}^{(3)} \rangle_{Y^+ - \Delta_{012}} - \langle S_{01} \rangle_{Y^+} \right]
\]

in Eqs. (161) and (162). As shown in Ref. [55], based on the earlier partial results for DIS at NLO from Ref. [39], this allows to accurately subtract the high-energy LLs from the NLO contribution over the whole phase-space.

In Ref. [56], another non-linear kinematically improved LL evolution equation has been constructed, as an alternative to Eq. (165). Both equations are in principle equivalent. However, the equation from Ref. [56] is local in \( Y^+ \), whereas Eq. (165) features memory effects in \( Y^+ \)-space. The price to pay in order to obtain a local evolution equation is that the solution of the equation from Ref. [56] corresponds to the physical dipole amplitude only in part of the phase-space, not all of it, and is obtained starting from a modified initial condition, not from the physical one. Because of this, it is not consistent to plug directly the kinematically improved equation of Ref. [56] in the formulas [161]
Moreover, the BK kernel with Balitsky’s running coupling prescription has some puzzling and unwanted features: it is not always scale independent, and in order to account for the difference between the physical initial condition for the dipole amplitude, appearing in the LO contribution before LL resummation, and the modified initial condition required in order to write the LL subtraction terms as Eqs. (161) and (162). A complete study of this issue is however beyond the scope of the present paper.

C. Running coupling effects

In principle, the methods given so far in this section provide the complete high-energy LL resummation for the NLO photon-target cross sections. However, it is well known both from numerical simulations [77,79] and from theoretical arguments [3,80,81] that the running coupling effects, which appear formally beyond LL accuracy, have a dramatic impact on the solutions of non-linear LL evolution equations, such as the BK or JIMWLK equations. Hence, running coupling versions of these equations have to be used in the LL resummation procedure. Then, by consistency, the impact on the solutions of non-linear LL evolution equations, such as the BK or JIMWLK equations. Hence, running coupling effects should be taken into account.

The most widely preferred running coupling prescription for the BK equation in the literature is Balitsky’s prescription, from Ref. [31]. In that case, the running coupling related piece from the NLL BK kernel is identified following the BLM prescription [82], and then resummed according to renormalon based arguments, in order to obtain a running coupling prescription. Unfortunately, Balitsky’s prescription leads to a quite complicated expression of the coupling, entangled with the BK kernel [83]. For that reason, it is both trickly and ambiguous to construct a running coupling prescription for NLO cross sections, which would be compatible with Balitsky’s prescription for the BK equation. This issue has already been encountered in Ref. [83], in the case of the NLO corrections to the single inclusive forward hadron production in pA collisions.

Instead, it is possible to use a simpler running coupling prescription, such as the parent dipole prescription or the smallest dipole prescription, which can be implemented straightforwardly both in the BK equation and in the NLO corrections to the cross section. However, such prescriptions are less accurate, since they are not based on higher order calculations.

Yet another running coupling prescription can be constructed, which combine the positive aspects of the previous ones, while eliminating their negative aspects, by following the BLM method [82] all the way. The first step of the BLM method consists in identifying the running coupling related terms in the NLO correction to the evolution equation by focusing on the quark loop contributions, as done in Ref. [31]. The second step is simply to find the value of the scale at that scale. In that way, one finds the prescription $x \rightarrow x_{\alpha_s}$ for the BK equation, with the momentum scale $Q_{012}$ defined as

$$Q_{012}^2 = 4 \frac{C^2}{x_{10}^2} \left( \frac{x_{20}^2}{x_{21}^2} \right) \left( \frac{x_{20}^2 - x_{21}^2}{x_{10}^2} \right)$$

(169)

where $C^2$ is a constant. Its best motivated values are $C^2 = e^{-\gamma_E/3}$ or $C^2 = e^{-2\gamma_E}$. In each UV or collinear limit, the scale $Q_{012}$ is determined by the smallest dipole size only. This running coupling prescription is identical, at the perturbative level, to the one proposed in Ref. [83] (see Eq. (12) there), called fac (for fastest apparent convergence) there. However, writing the running coupling prescription as a single coupling $\alpha_s$ taken at a single scale $Q_{012}$ related to the smallest dipole size allows to limit the sensitivity on the details of the IR regularization procedure for the Landau pole, for example a freezing of the coupling. Hence, the variant of the BLM prescription using the single scale $Q_{012}$ should be less IR sensitive than both the variant of the BLM prescription presented in Ref. [83] and Balitsky’s prescription [31], even though these three prescriptions contain the same NLO information and are thus as valid formally.

It is straightforward to use the BLM running coupling prescription based on Eq. (169) both in the BK equation and in the $q \rightarrow g$ contributions (153) and (155) to the photon-target cross sections. There is also an $\alpha_s$ present in the dipole-like contribution to the cross-sections. However, the integration over $x_2$ has already been performed there. The most natural is then to use the parent dipole prescription in that term.

17 Moreover, the BK kernel with Balitsky’s running coupling prescription has some puzzling and unwanted features: it is not always positive, thus ruining its probabilistic interpretation as dipole splitting probability density, and it has a sizable sensitivity on the infrared regularization procedure necessary to deal with the Landau pole.
D. NLL resummation

Up to now, the focus in this section has been on the high-energy LL resummation of the NLO photon-target cross sections, in order to obtain results at NLO+LL accuracy. Since the high-energy evolution equations are now available at NLL accuracy \[48–53\], one should also think about the NLL resummation procedure, in order to obtain results at NLO+NLL accuracy for the photon-target cross sections.

The first attempt for a NLL resummation would be simply to replace the LL evolution equations by their NLL generalizations everywhere, both in the unsubtracted expression (151) and in the subtracted expression (158). By consistency, the subtraction terms (161) and (162) should include the NLL part of the evolution equations. Such contributions to the subtraction terms correspond both to genuine NLL contributions for the cross sections, and to NNLO corrections which should in principle be discarded. Hence, it seems that there might be a conflict between including all terms of NLL accuracy and dropping terms of NNLO accuracy.

The NLL evolutions equations are derived in ideal setups approximating generic high-energy observables, in principle sharing the same large logarithms. Hence, it is expected that the cross sections should contain such terms of order NNLO and NLL before any high-energy resummation, which will be canceled by the subtraction terms (161) and (162) if the NLL evolution is included. Thus, when performing the NLL resummation in the subtracted form (158), the NLL contributions present in the NNLO corrections are canceled by combination with the subtraction term constructed from the NLL evolution equation. It is then safe to neglect the leftover NNLO corrections, in which no large high-energy log is left. Therefore, it should be consistent to use Eq. (158) together with a NLL evolution equation, in order to get results at NLO+NLL accuracy.

By contrast, in the unsubtracted form of the high-energy resummation, given in Eq. (151), the NLL contribution present in the NNLO correction is left there. Hence, when truncating the series to drop the NNLO corrections, one is necessarily also dropping NLL contributions to the cross section, in that case. For that reason, the unsubtracted form (151) of the LL resummation cannot be upgraded to a consistent NLL resummation by using a NLL evolution equation instead of a LL one, unless some appropriate extra term\[^{18}\] is added in Eq. (151).

E. Summary and discussion about the high-energy resummation

In summary, it is possible to perform the high-energy resummation (at LL accuracy or beyond) on top of the fixed-order NLO results for the photon-target cross sections obtained in the sections IV and V. However, various prescriptions and choices are necessary in order to fully specify the resummation.

Factorization scheme: Various factorization schemes are in principle possible for the high-energy resummation, associated in particular to the choice of the evolution variable for the evolution equation. Since the results for the NLO cross sections have been obtained assuming a cut-off in \(k^+\) independent of the transverse variables, only a factorization scheme in \(k^+\) can be used consistently for the moment.

Implementation of the \(k^+\) cut-off: Both a minimal and a non-minimal (see sec. IV D) prescriptions have been presented for the cut-off in \(k^+\). They should give results differing by power-suppressed terms at high energy.

Subtracted or unsubtracted form: The LL resummation has been presented both in an unsubtracted form (151), following Ref. \[73\], and in a subtracted form (158). At NLO+LL accuracy, both forms should give equivalent results.

Evolution range for the dipole in the NLO dipole-like term: There is no real theoretical guidance for the range over which that dipole should be evolved. For simplicity, it has been taken evolved over the same range as the dipole in the LO term: 0 in the unsubtracted case and \(Y_f^+\) in the subtracted case. But other choices are definitely possible.

Evolution equation: Of course, the evolution equation used for the resummation needs to be specified: JIMWLK, BK or BFKL? With what running coupling prescription? At LL or NLL accuracy? With or without kinematical improvement?

Since essentially all of these choices are allowed by the theory, it would be useful to explore numerically the impact of each prescription, both in order to check if they are all consistent, and in order to get a handle on the associated theoretical uncertainty.

Still, one can make the following remarks, before numerical studies:

\[^{18}\] This issue has been mentioned in the latest version of Ref. \[73\].
• The non-minimal prescription of sec. IV D for the \( k^+ \) cut-off seems slightly preferred, since it does not require to drop any further power-suppressed term when performing the high-energy resummation in the subtracted form.

• In the \( k^+ \) factorization scheme used thoroughly, the results for the photon-target cross sections obtained with a naive LL resummation will not be consistent with the DGLAP evolution of the target in the DIS regime, but only with the DGLAP evolution of the photon in the resolved photoproduction limit, as discussed in Ref. 55 for example, whereas the reverse would be true in a factorization scheme effectively using \( k^- \) as evolution variable. By construction, using a kinematically consistent LL evolution equation \( 55 \ 56 \) instead of a naive one allows to obtain correct results in both DGLAP limits simultaneously. Hence, in the \( k^+ \) factorization scheme, a dramatic improvement is expected for the photon-target cross sections when using a kinematically consistent LL equation instead of a naive one.

• Both the unsubtracted and the subtracted forms \( 151 \) and \( 158 \) of the high-energy resummation can be used in order to get results at NLO+LL accuracy (with or without kinematical improvement). However, as discussed in sec. VI D only the subtracted form \( 158 \) can be promoted to NLL accuracy without further modifications.

VII. CONCLUSION

In the present study, the complete calculation of the NLO corrections to the transverse and longitudinal photon-target cross sections at low \( x_{Bj} \) has been finished, following Ref. [1] in which intermediate results have been obtained. These photon-target cross sections, equivalent to the structure functions, determine the neutral current inclusive DIS cross section in the one-photon exchange approximation, see Eq. (1). The calculation has been done in the eikonal approximation, and thus provides the leading power in the high-energy (or equivalently low \( x_{Bj} \) limit, and the results have been presented in a generalized version of the dipole factorization formula, including full gluon saturation effects.

At LO, only the \( q\bar{q} \) Fock sector inside the virtual photon contributes to the photon-target cross sections, hence the dipole factorization formula. By contrast, at NLO there are contributions both from the \( q\bar{q} \) Fock sector at one-loop and from the \( q\bar{q}g \) Fock sector at tree level. For the first time, both types of contributions have been explicitly calculated, whereas in the previous studies \( 33 \) and \( 39 \) only the \( q\bar{q}g \) contribution was calculated directly, and the \( q\bar{q} \) contribution at NLO was instead reconstructed indirectly.

Both the \( q\bar{q} \) and the \( q\bar{q}g \) contributions to the photon-target cross sections at NLO are UV divergent, and these UV divergences cannot be eliminated via renormalization at this order in perturbation theory. By using CDR as UV regulator all the way in these calculations, it has been possible to show the expected cancellation of the UV divergences between the \( q\bar{q} \) and the \( q\bar{q}g \) contributions, as well as of the regularization scheme dependent artifacts, such as the extra rational terms induced by the numerator algebra (about \( \gamma^\mu \)s and polarization vectors) performed in arbitrary dimension \( D \) instead of \( D = 4 \).

The high-energy LL resummation of the obtained NLO results has been discussed in depth. Several prescriptions for that resummation have been provided. The final results for the photon-target cross section at NLO+LL accuracy are presented in Eq. \( 151 \), using the unsubtracted form of the LL resummation, or in Eq. \( 158 \), using the subtracted form of the LL resummation. It has also been argued that the results at NLO+LL in the subtracted form can be promoted to NLO+NLL accuracy simply by using NLL evolution equations instead of LL ones.

Hence, the present article opens the way for future numerical and phenomenological studies in DIS at low \( x_{Bj} \) with gluon saturation, including new fits to HERA data, first at NLO+LL accuracy (either without or with kinematical improvement of the BK equation \( 55 \ 56 \)), and then at NLO+NLL accuracy. However, the results presented here include only the case of massless quarks. But massive quarks provide a non-negligible contribution to DIS in the kinematical range of HERA, and quark masses seem important in practice in the earlier fits at LO+LL accuracy \( 28 \ 30 \). Therefore, quark mass effects are expected to be important as well at NLO+(N)LL accuracy. A natural extension of the calculation presented in Ref. [1] and in the present article is then to calculate the NLO corrections to the contribution of massive quarks to DIS in the dipole factorization.

In general, future calculations of other high-energy observables at NLO will be facilitated by the present calculation. On the one hand, several technical issues relevant for any such NLO calculation have been elucidated, such as the proper implementation of CDR in LFPT \( 72 \) or the construction of UV subtraction terms making explicit the cancellation of UV divergences between contributions from different Fock sectors. On the other hand, the obtained expressions for the LFWFs for the \( q\bar{q} \) and \( q\bar{q}g \) Fock states inside a dressed photon are also important building blocks in the calculation of other DIS observables. For example, a cross check of the expression for the \( q\bar{q}g \) contribution to DIS obtained in

\[ \text{Note also Ref. \[72\], where the use of the four-dimensional helicity scheme (FDH) as an alternative to CDR for the UV regularization in LFPT is promoted.} \]
their ongoing projects before publication. Finally, it would be advisable to check the consistency of the results presented here for NLO DIS at low $x_{Bj}$ with the results of Ref. [39]. However, these results are presented in two different forms, with different integrals already performed or left to do. Therefore, there does not seem to be a simple way to compare the two results in full generality. Still, a possibility would be to linearize the present results, in the two gluons approximation, and go back to full momentum space. In this way, it should be possible to obtain a result for the NLO photon impact factor, which could then be compared with the expressions obtained in Ref. [38] or in Refs. [44-47]. This would be a rather long and technical calculation, which is left for further studies.
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Appendix A: Fourier transform integrals

When performing the transverse Fourier transform from full momentum space to mixed space for the $qgqg$ LFWF inside a dressed transverse or longitudinal photon, one encounters the integrals

$$I(r, r'; \bar{Q}^2, C) \equiv \left(\mu^2\right)^{\frac{D}{2}} \int \frac{d^D P}{(2\pi)^D} \int \frac{d^D K}{(2\pi)^D} \frac{e^{iK \cdot r'}}{K^2 + C(P^2 + \bar{Q}^2)} \left\{P^2 + C(P^2 + \bar{Q}^2)\right\}$$

Using the modified Bessel functions of the second kind $I_{\nu}(x)$, the integrals can be evaluated.

**A.3**

$$I^m(r, r'; \bar{Q}^2, C) \equiv \left(\mu^2\right)^{\frac{D}{2}} \int \frac{d^D P}{(2\pi)^D} \int \frac{d^D K}{(2\pi)^D} \frac{P^i K^m e^{iK \cdot r'}}{[P^2 + \bar{Q}^2]\{K^2 + C(P^2 + \bar{Q}^2)\}}$$

The standard way to start their calculation is to introduce a Schwinger parametrisation for each denominator, and then perform the transverse momentum integrals, which are then Gaussian.

In the case of the integral (A1), one is left with an integral over a single Schwinger parameter, which can be performed for generic dimension $D$, and gives

$$I(r, r'; \bar{Q}^2, C) = (2\pi)^2 D^D \left(\mu^2\right)^{\frac{D}{2}} \left[\frac{\bar{Q}}{\sqrt{r^2 + C r'^2}}\right] K_{D-3} \left(\bar{Q} \sqrt{r^2 + C r'^2}\right)$$

where $K_{\beta}(x)$ is the modified Bessel function of the second kind.

By contrast, in the case of the integrals (A2) and (A3), one is left with integrals over two Schwinger parameters, which read

$$I^m(r, r'; \bar{Q}^2, C) = -\frac{1}{4} (2\pi)^2 D^D \left(\mu^2\right)^{\frac{D}{2}} \left(\mu^2\right)^{\frac{D}{2}} \int_0^{+\infty} d\sigma \sigma^{-\frac{D}{2}} e^{-\sigma \bar{Q}^2} e^{-\frac{\sigma}{2} \int_{u_0^2}^{+\infty} du u^{\frac{D}{2}} - e^{-u}}$$

$$I^m(r, r'; \bar{Q}^2, C) = \frac{i}{2} (2\pi)^2 D^D \left(\mu^2\mu^2\right)^{\frac{D}{2}} \left(\mu^2\mu^2\right)^{\frac{D}{2}} \int_0^{+\infty} d\sigma \sigma^{-\frac{D}{2}} e^{-\sigma \bar{Q}^2} e^{-\frac{\sigma}{2} \int_{u_0^2}^{+\infty} du u^{\frac{D}{2}} - e^{-u}}$$

For generic dimension $D$, the integral over $u$ would then give a $\sigma$-dependent incomplete Gamma function, preventing us to express the final result in terms of elementary functions and familiar special functions.

In the particular case of $D = 4$, the integral over $u$ simply gives an exponential, making the integral over $\sigma$ tractable. Then, one finds

$$I^m(r, r'; \bar{Q}^2, C) = -\frac{r}{(2\pi)^2} \left(\frac{r^m}{r^{\frac{D}{2}}}\right) \left[\frac{\bar{Q}}{\sqrt{r^2 + C r'^2}}\right] K_1 \left(\bar{Q} \sqrt{r^2 + C r'^2}\right)$$

$$I^m(r, r'; \bar{Q}^2, C) = \frac{i}{(2\pi)^2} \left(\frac{r^m}{r^{\frac{D}{2}}}\right) K_0 \left(\bar{Q} \sqrt{r^2 + C r'^2}\right)$$
Moreover, in generic dimension $D$, it is straightforward to show that the integrals $I_{lm}^m$ and $I_{lm}$ behave as

\[ I_{lm}^m(r, r'; Q^2, C) \sim I_{lm}^{lm}(r, r'; Q^2) \]  \hspace{1cm} (A8)

\[ I_{lm}(r, r'; Q^2, C) \sim I_{lm}^{lm}(r, r'; Q^2) \]  \hspace{1cm} (A9)

in the $r' \to 0$ limit, where

\[ I_{lm}^{lm}(r, r'; Q^2) \equiv I_{lm}(r^2)^{1/2} \left( \frac{D}{2} - 1 \right) \left[ \frac{2Q}{(2\pi)^2 \mu^2 |r|^2} \right]^{D/2} K_{D/2-2}(Q|r|) \]  \hspace{1cm} (A10)

\[ I_{lm}^{lm}(r, r'; Q^2) \equiv I_{lm}(r^2)^{1/2} \left( \frac{D}{2} - 1 \right) \left[ \frac{2Q}{(2\pi)^2 \mu^2 |r|^2} \right]^{D/2} r^l K_{D/2-1}(Q|r|) \]  \hspace{1cm} (A11)
