Evaluation of Snowmelt Estimation Techniques for Enhanced Spring Peak Flow Prediction

Jetal Agnihotri 1,* and Paulin Coulibaly 1,2,3

1 School of Geography and Earth Sciences, McMaster University, 1280 Main Street West, Hamilton, ON L8S 4K1, Canada; couliba@mcmaster.ca
2 Department of Civil Engineering, McMaster University, 1280 Main Street West, Hamilton, ON L8S 4L7, Canada
3 United Nations University Institute for Water, Environment, and Health, Hamilton, ON L8P 0A1, Canada
* Correspondence: jetal6102@gmail.com

Received: 4 April 2020; Accepted: 30 April 2020; Published: 1 May 2020

Abstract: Water resources management and planning requires accurate and reliable spring flood forecasts. In cold and snowy countries, particularly in snow-dominated watersheds, enhanced flood prediction requires adequate snowmelt estimation techniques. Whereas the majority of the studies on snow modeling have focused on comparing the performance of empirical techniques and physically based methods, very few studies have investigated empirical models and conceptual models for improving spring peak flow prediction. The objective of this study is to investigate the potential of empirical degree-day method (DDM) to effectively and accurately predict peak flows compared to sophisticated and conceptual SNOW-17 model at two watersheds in Canada: the La-Grande River Basin (LGRB) and the Upper Assiniboine river at Shellmouth Reservoir (UASR). Additional insightful contributions include the evaluation of a seasonal model calibration approach, an annual model calibration method, and two hydrological models: McMaster University Hydrologiska Byrans Vattenbalansavdelning (MAC-HBV) and Sacramento Soil Moisture Accounting model (SAC-SMA). A total of eight model scenarios were considered for each watershed. Results indicate that DDM was very competitive with SNOW-17 at both the study sites, whereas it showed significant improvement in prediction accuracy at UASR. Moreover, the seasonally calibrated model appears to be an effective alternative to an annual model calibration approach, while the SAC-SMA model outperformed the MAC-HBV model, no matter which snowmelt computation method, calibration approach, or study basin is used. Conclusively, the DDM and seasonal model calibration approach coupled with the SAC-SMA hydrologic model appears to be a robust model combination for spring peak flow estimation.
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1. Introduction

Accurate time- and site- specific spring flood forecasting is essential for water resources management and planning [1]. Reliable spring flow predictions are needed by operators of hydropower reservoirs as well as by water resources managers. They also hold considerable economic value through enhanced operational decision making, efficient hydroelectric power generation, reduced downstream flood occurrences, and better managed hydraulic structures. Despite these advantages, reliable spring flow prediction remains challenging. A few techniques that can be adopted for improving the spring flow prediction accuracy include: 1) enhancing meteorological forecast and hydrometric input data (i.e., different input forcing [1,2]); 2) improving optimization techniques (i.e., different approaches to obtain optimal model parameters [3,4]); 3) using multi-models (i.e., use different models and inter-compare their performances [5–7]); and 4)
Modifying complexity of physical processes governing the hydrologic model structure (e.g., snowmelt routing or other representative water balance component [4,5,7–9]). Our focus herein is to investigate and analyze approaches 2), 3), and particularly 4).

Spring snowmelt freshet is the major cause of floods in the snow-dominated watersheds [1,10]. This implies the need for accurate and robust snowmelt computation methods [8,11,12]. To determine snowmelt, various computational methods have been proposed ranging from simple temperature index methods to complex and multi-layered energy budget models and hybrids between these two methods [8,11–13]. Recent reviews of snowmelt estimation methods [14,15] and advances in the snow model intercomparison studies can be found in [11,16–18]. Snow models examined in this study are temperature-index models as they require only precipitation and temperature data, while an energy budget approach requires additional data inputs such as radiation, wind, and humidity, that are not generally available at mountainous sites [19]. Furthermore, the empirically-based degree-day method demonstrates similar, and often better, performance than physically based energy balance models [7–9,20,21]. Despite the effectiveness, simplicity, applicability, and accuracy of the degree-day method, it is frequently suggested to replace the method with more complex approaches to improve the accuracy of snowmelt estimates and subsequent reservoir inflow predictions [8,9,22,23]. SNOW-17, a more sophisticated process-based model used operationally by the National Weather Service (NWS) to produce snow accumulation and melt forecasts in snow-dominated catchments across the United States, is used herein to investigate its effectiveness against the popular degree-day method.

In operational snow hydrology, in addition to assessing the benefits of one snow model over another, model parameter optimization is an important decision that affects the accuracy and performance of the hydrologic modeling system [3,4]. Robust model calibration process depends on the selection of representative calibration data, appropriate objective functions, and optimization algorithms, of which identifying a representative data set is a crucial factor and forms the basis of the optimization process [4]. Annual models are calibrated to minimize the error between observed and simulated inflows throughout the year, which can be computationally inefficient if extreme hydrologic events are of primary interest. An alternative approach is to consider seasonal time series of interest (herein spring season) in which parameters are adjusted to match specifically the recorded seasonal flows. This can lead to efficiency in terms of time, computational cost, and accuracy. Given the potential advantages of using seasonal models, a particular interest of the study is to assess the effectiveness of seasonal models.

Among the studies on snowmelt models, many studies have compared the performance of temperature index methods or their extended versions with energy balance models or their variants [6–8,11,16–18,24–26]. Very few studies have focused on comparing empirical and conceptual snowmelt models[7,16]. However, those studies did not aim at comparing the performance of snowmelt models specifically to improve spring peak flow prediction. The objective of this study is to investigate the potential of two popular snowmelt models, the degree-day method (DDM) and the more complex SNOW-17 model, to improve the spring peak flow prediction in snow-dominated watersheds. A second objective of the study is to evaluate the potential of seasonal model calibration approaches to enhance flood prediction as compared to annual model calibration methods using an advanced global optimization algorithm. Subsequently, the aim is to identify and assess the hydrological model performance and their model combinations thereof for improved spring flood prediction.

To achieve the aforementioned objectives, two hydrologic models (MAC-HBV and SAC-SMA) are used in conjunction with two snowmelt estimation methods (DDM and SNOW-17 model) and two calibration approaches (seasonal and annual) leading to eight model structures. These model combinations were implemented at two snow-dominated watersheds in Canada, one of which has a hydrologically complex terrain. The remainder of this paper is structured as follows: Section 2 describes the study area and data. Section 3 presents the methodology, including a brief description of the models, snowmelt estimation procedures, model optimization, and evaluation. Results and discussion are then presented in Sections 4 and 5, respectively. Finally, the conclusions are reported in Section 6.
2. Materials

The study was conducted on two watersheds in Canada: the La-Grande River Basin (LGRB) in the Province of Quebec, and Upper Assiniboine river at Shellmouth Reservoir (UASR) in the Province of Manitoba. The LGRB is in north-central Quebec (Figure 1a) and contains the James Bay Hydroelectric Complex. A portion of the Caniapiscau, Opinaca, and Eastmain river flows were diverted to the La-Grande River [27]. The present research includes La-Grande River and the diverted sub-watersheds, combined they are referred to as La-Grande River Basin (Figure 1a). The basin has a total drainage area of nearly 209,000 km$^2$ including the diverted basins and is primarily covered by forests (97%) and secondarily by water bodies (3%) [28]. According to the Canadian Climate Normals (1981–2010) at La-Grande River (53°38'N, 77°42'W), the mean annual precipitation is 697 mm out of which more than one-third is snowfall. Thus, peak runoff due to spring snowmelt is evident in the basin hydrology. The average temperature ranges between −28 °C to −8 °C in winter (Jan–Mar) and −10 °C to 17 °C in spring (Apr–Jun).

LGRB consists of 12 sub-catchments with each of its sub-basin containing a reservoir managed by Hydro-Quebec. The observed historical total precipitation, maximum and minimum temperatures, and reservoir inflows were obtained on a daily timescale for 36 years (1970–2005) from Hydro-Quebec. Different sub-basins comprised of varying data lengths. The two sub-basins that have more than 90% missing values were excluded from the study. Of the remaining 10 sub-watersheds, one had 32 years of data, two had 22 years, and seven had between five and nine years of data. Calibration was conducted at lumped sub-basin scale at reservoir inflow of each sub-basin. The model was calibrated and validated for the precipitation, temperature, and streamflow time series consisting of non-missing values to ensure proper training and testing of the models.

The second study area is the Upper Assiniboine river at Shellmouth Reservoir (Lake of the Prairies Reservoir) located along the Saskatchewan-Manitoba border, with a gross drainage area of nearly 18,300 km$^2$ (Figure 1b). The majority of this watershed lies in the prairie pothole region of the Canadian Prairies [29]. For a detailed understanding of the complex hydrology of the prairie pothole region, the interested reader is referred to [10,29,30]. Based on 1981–2010 data, air temperature varies seasonally between −22 °C to −1.4 °C in winter (Jan-Mar) and −2.6 °C to +21.8 °C in spring (Apr–Jun), with about 511 mm of mean annual precipitation. UASR was selected for the experiment as it is a snow-dominated watershed with more than 80% of the total annual flow occurring during the spring snowmelt season [30,31]. The observed daily precipitation and temperature data were obtained from Environment Canada for the 23 years (1994–2015) period, while streamflow and reservoir inflow time series for the same period was provided by the Hydrologic Forecast Centre, Manitoba Infrastructure (MI). Calibration was conducted at Shellmouth reservoir inflow and one of the major gauging stations feeding the reservoir, the Assiniboine river at Kamsack station.

![Figure 1. (a) La-Grande River Basin (LGRB), Quebec, Canada (Left) and (b) Upper Assiniboine River at Shellmouth Reservoir (UASR), Manitoba, Canada (Right).](image-url)
3. Methods

In this study, two hydrological models (MAC-HBV and SAC-SMA) along with two snowmelt estimation techniques (DDM and SNOW-17), and calibration approaches (annual and seasonal calibration) were investigated. This resulted in four model structures namely, MAC-HBV DDM, MAC-HBV SNOW17, SAC-SMA DDM and SAC-SMA SNOW17, each for LGRB and UASR. Additionally, as shown in Figure 2, we used annual and seasonal parameter optimizations which we refer to as annually and seasonally optimized models. Each method is described in further detail in the following subsections.

3.1. Hydrological Models

3.1.1. MAC-HBV Model

The McMaster University Hydrologiska Byrans Vattenbalansavdelning (MAC-HBV) model is a lumped conceptual rainfall-runoff model [32] that follows the structure of HBV [33]. The model has been successfully applied in a wide range of hydrological studies [34–36], including peak flow forecast studies [1]. It includes a snow routine, soil moisture routine, a response function, and a routing routine. The meltwater obtained from the snowmelt estimation methods combined with rain is input to the soil moisture routine. Changes in soil moisture storage of the topsoil layer are represented by the soil moisture routine, and daily potential evapotranspiration is determined by a simplified form of Thornthwaite equation. Runoff contribution from the upper and lower zone soil reservoir is represented by the response function, after which equilateral triangular weighting function is utilized for channel routing to obtain the final streamflow.

The version of MAC-HBV used in this study is a semi-distributed variant of the model, i.e., it was optimized at the reservoir inflow of each sub-catchment for LGRB and at the Kamsack gauge station and reservoir inflow in UASR. The model requires daily precipitation and temperature time series as inputs to simulate daily flow. While the model adapted here is based on the daily scale, it is possible to reduce the temporal resolution of the model. The parameters calibrated herein, their description, and ranges for the models used in the study are summarized in Table 1.
Table 1. Calibrated model parameters and their descriptions, units, and ranges [32,37–40].

| Parameter code | Description                                                                 | Unit   | Ranges          |
|----------------|------------------------------------------------------------------------------|--------|-----------------|
| SAC-SMA        |                                                                              |        |                 |
| UZTWM          | Upper-zone tension water maximum storage                                     | mm     | 1–150           |
| UZFWM          | Upper-zone free water maximum storage                                         | mm     | 1–150           |
| UZK            | Upper-zone free water lateral depletion rate                                  | day⁻¹  | 0.1–0.5         |
| PCTIM          | Impervious fraction of the watershed area                                     | -      | 0–0.1           |
| ADIMP          | Additional impervious area                                                    | -      | 0–0.4           |
| ZPERC          | Maximum percolation rate                                                      | -      | 1–250           |
| REXP           | Exponent of the percolation equation                                          | -      | 1–5             |
| LZTWM          | Lower-zone tension water maximum storage                                      | mm     | 1–500           |
| LZFSM          | Lower-zone free water supplemental maximum storage                           | mm     | 1–1000          |
| LZFPM          | Lower-zone free water primary maximum storage                                 | mm     | 1–1000          |
| LZSK           | Lower-zone supplemental free water lateral depletion rate                    | day⁻¹  | 0.01–0.25       |
| LZPK           | Lower-zone primary free water lateral depletion rate                          | day⁻¹  | 0.0001–0.025    |
| PFREE          | Fraction percolating from upper to lower zone free water storage             | -      | 0–0.6           |
| Rq             | Routing coefficient                                                          | -      | 0.5–1.5         |
| MAC-HBV        |                                                                              |        |                 |
| athorn         | Constant for Thorne Thwaithe’s equation                                       | -      | 0.1–0.3         |
| fc             | Maximum soil box water content                                                | mm     | 50–800          |
| lp             | Limit for potential evaporation                                               | mm/mm  | 0.1*fc–0.9*fc   |
| beta           | Non-linear parameter controlling runoff generation                           | -      | 0–10            |
| k0             | Flow recession coefficient in an upper soil reservoir                         | days   | 1–30            |
| lsuz           | A threshold value used to control response routing on an upper soil reservoir | mm     | 1–100           |
| k1             | Flow recession coefficient in an upper soil reservoir                         | days   | 30–100          |
| cperc          | A constant percolation rate parameter                                         | mm/day | 0.01–6         |
| k2             | Flow recession coefficient in a lower soil reservoir                          | days   | 100–500         |
| alpha1         | An exponent in relation between outflow and storage representing non-linearity of storage – discharge relationship of lower reservoir | -      | 0.5–1.25       |
| maxbas         | A triangle weighting function for modelling a channel routing routine         | days   | 1–20            |
| DDM            |                                                                              |        |                 |
| tr             | Upper threshold temperature to distinguish between rainfall and snowfall      | °C     | 0–2.5           |
| scf            | Snowfall correction factor                                                    | -      | 0.4–1.6         |
| ddf            | Degree day factor                                                            | mm/day°C| 0–5.0         |
| rcr            | Rainfall correction factor                                                    | -      | 0.5–1.5         |
| SNOW17         |                                                                              |        |                 |
| scf            | Snowfall correction factor                                                    | -      | 0.7–1.6         |
| uadj           | Average wind function during rain-on-snow events                              | mm/mb/6h | 0.03–0.19     |
| mbase          | Base temperature for non-rain melt factor                                     | °C     | 0–1.0           |
| mfmax          | Maximum melt factor considered to occur on Jun 21                             | mm/6h/°C | 0.5–2.0       |
| mfmin          | Minimum melt factor considered to occur on Dec 21                             | mm/6h/°C | 0.05–0.49     |
| tipe            | Antecedent snow temperature index                                             | -      | 0.01–1.0       |
| nmf            | Maximum negative melt factor                                                  | mm/6h/°C | 0.05–0.50     |
| plwhc           | Percent liquid-water holding capacity                                         | -      | 0.02–0.3       |
| pxtemp1        | Lower limit temperature dividing transition from snow                         | °C     | −2–0            |
| pxtemp2        | Upper limit temperature dividing rain from transition                          | °C     | 1–3             |
3.1.2. SAC-SMA Model

The Sacramento Soil Moisture Accounting model (SAC-SMA) [41] is a lumped conceptual watershed model operationally implemented by United States’ National Weather Service River Forecast System (NWSRFS) for streamflow predictions and flood forecasts [34]. It has been extensively used in previous studies in snowy regions [37,42,43]. SAC-SMA treats precipitation that occurs on pervious and impervious areas separately and treats accumulation in the upper and lower soil zone reservoirs as “tension” and “free” waters, respectively, for precipitation on pervious areas, or as direct runoff otherwise. The inputs to the model include daily precipitation and temperature time series, while it simulates the channel inflow, which is converted to streamflow using a simple Nash Cascade routing approach comprising of three linear reservoirs. The snowmelt component and evapotranspiration estimation used here are the same as the MAC-HBV model. Although SAC-SMA is a lumped model, it was adapted in a semi-distributed manner calibrating at reservoir inflow of each sub-watershed for LGRB and at Kamsack flow station and reservoir inflow for UASR.

3.2. Snowmelt Estimation Methods

3.2.1. Degree-Day Method

The degree-day method (DDM) is a temperature index approach that uses a relationship between snowmelt and air temperature to obtain melt rate [22,23,44]. DDM has evolved since its inception several decades ago [9,20,22] varying in complexity from simple index models to extended versions that are referred to as simplified energy balance models [22]. Extended DDM generally incorporates either radiation components in empirical form or considers seasonally variable degree day factors [22]. Despite these complexities accounted in the snow model, extended formulations often perform similar to simple DDM [7,8,22]. The variant of DDM used herein is similar to [32]. The melt rate \( M \) is computed as the product of temperature differences between mean daily air temperature \( T \) and melt temperature \( T_m \) (usually 0 °C) with degree-day factor \( DDF \). The melt equation is given by:

\[
M = (T - T_m) \times DDF, \text{ if } T > T_m \text{ and SWE} > 0 \tag{1}
\]

\[
M = 0, \text{ when } T < T_m \tag{2}
\]

here, changes in snow water equivalent (SWE) are accounted as follows:

\[
\Delta SWE = (SCF \times (P_s - P_m) \times \Delta t \tag{3}
\]

where, SCF is snow correction factor, \( P_s \) is snowfall (mm/day), \( P_m \) is rainfall (mm/day) and \( \Delta t \) is time-step of a day. Rainfall and snowfall amounts are determined by upper and lower threshold temperatures distinguishing rain, snow and mix of snow and rain. Melt rate along with precipitation as rain is provided to hydrological model to obtain estimates of reservoir inflow.

3.2.2. SNOW-17 Model

SNOW-17 is a single-layer, process-based, temperature index model representing most of the complex physical processes occurring in the snow column [38,40]. The National Weather Service (NWS) produces operational snow accumulation and melt forecasts implementing SNOW-17 model for nationwide snow-dominated watersheds [13]. Since SNOW-17 model has demonstrated better prediction accuracy in many studies [13,45–47], it is used herein to compute snowmelt. SNOW-17 considers processes such as energy exchange at the snow-air interface, heat storage and heat deficit of the snowpack, liquid water storage and transmission, and also distinguish between rain-on-snow, rain-on-bare ground, and non-rain events to model snow accumulation and ablation[38]. Despite being a sophisticated model, the inputs are daily precipitation and daily temperature, which are readily available variables for most of the watersheds. It estimates outflow (snowmelt plus rain) and snow water equivalent (SWE), of which outflow is used as forcing to hydrological models. During rain-on-snow events, empirical energy balance equations are used to determine snowmelt utilizing
several assumptions about meteorological conditions [38]. Whereas, the melt during non-rain periods \( (M_{nr}) \) is governed by melt factor and is described by:

\[
M_{nr} = M_f \times (T_a - MBASE) + 0.0125 \times P \times f_r \times T_r
\]  

(4)

where, \( M_f = \) seasonally varying melt factor, \( MBASE = \) Base temperature, \( f_r = \) Fraction of precipitation in form of rain, \( T_r = \) Rain Temperature, \( T_a = \) Air temperature, \( P = \) Precipitation

3.3. Model Optimization

The optimization was performed to obtain a single set of best parameters that minimizes the error between observed and simulated streamflow. The four model combinations were calibrated for the even years considering the first year as spin-up and validated against the odd years. Annual as well as seasonal time series were optimized against the observed daily streamflow for the four model combinations. For the seasonal model training, spring months from March to July were considered in order to capture the rising limb and falling limb of the hydrograph. The seasonal model experiment was carried out to test the ability of seasonal models to provide better agreement between observed and computed inflows for the spring season. In a previous study, Particle Swarm Optimization algorithm (PSO) [48] has shown better performance in obtaining Pareto optimal set for hydrological models MAC-HBV and SAC-SMA, specifically in terms of reducing volume error of peak flows in Canadian watersheds [49]. Thus, PSO, a single objective, automatic global optimization algorithm was utilized herein to maximize the objective function NVE (Combined Nash-Sutcliffe efficiency and Volume error) [35] given by:

\[
NVE = 0.5 \times NSE - 0.1 \times VE + 0.25 \times NSE_{log} + 0.25 \times NSE_{sqr}
\]  

(5)

where the Nash-Sutcliffe efficiency (NSE) equation is as follows:

\[
NSE = 1 - \left( \frac{\sum_{i=1}^{N}(Q_{obs} - Q_{sim})^2}{\sum_{i=1}^{N}(Q_{obs} - \bar{Q_{obs}})^2} \right)
\]  

(6)

and volume error (VE) is calculated by:

\[
VE = \frac{\sum_{i=1}^{N} Q_{sim} - \sum_{i=1}^{N} Q_{obs}}{\sum_{i=1}^{N} Q_{obs}}
\]  

(7)

The logarithm and square of NSE values can be expressed as:

\[
NSE_{log} = 1 - \left( \frac{\sum_{i=1}^{N}(\log Q_{obs} - \log Q_{sim})^2}{\sum_{i=1}^{N}(\log Q_{obs} - \log \bar{Q_{obs}})^2} \right)
\]  

(8)

\[
NSE_{sqr} = 1 - \left( \frac{\sum_{i=1}^{N}(Q_{obs}^2 - Q_{sim}^2)^2}{\sum_{i=1}^{N}(Q_{obs}^2 - \bar{Q_{obs}}^2)^2} \right)
\]  

(9)

where \( Q_{obs} \) and \( Q_{sim} \) are the observed and simulated streamflow values, respectively, \( \bar{Q_{obs}} \) is the average of observed streamflow values and \( N \) is the total number of data points. Equations (8) and (9) are similar to Equation (6) but they account for log-transformed flows and square-transformed flows and thus emphasize low flows and high flows, respectively. NSE spans between \(-\infty\) to 1 with 1 showing optimal performance for NSE and NVE. Inversely, VE ranges from 0 to \(\infty\) and values closer to zero reveals better model performance. Using Equation (5), a single objective calibration approach can be used as a multi-objective approach. We repeated the calibration with objective function NVE (Equation (5)) to put more emphasis on high flows (NSEsqr). The recalibration was carried out for model combinations with the least performing sub-watersheds to check for improvement in performance, but we found that results did not improve peak flow statistics and hydrograph significantly. Henceforth, we include results obtained by training the models with the above objective function Equation (5).
3.4. Model Performance Criteria

The focus of this study is to assess improvement in spring peak flows; therefore, the model performance was evaluated for the spring season, i.e., April, May, and June months for the 8 model structures during the entire period of study. To assess the snowmelt estimation techniques (DDM and SNOW-17 model), model improvement metrics were used. Model improvement was calculated in terms of the percent reduction in the root mean squared error (RMSE, Equation (10)) when SNOW-17 model was adapted as compared to DDM (taken as base model for evaluation):

\[
RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (Q_{sim} - Q_{obs})^2}
\]

RMSE criterion is zero for a perfect model. Positive values of model improvement indicate better performance of the SNOW-17 model, while negative values reveal model deterioration due to the implementation of the SNOW-17 model. The evaluations were carried out for the spring season and for spring peak flow. Two criteria, namely NSE (Equation (6)) and Kling-Gupta Efficiency (KGE) [50] (Equation (11)) were used to assess the spring season model performance:

\[
KGE = 1 - \sqrt{(r-1)^2 + (a-1)^2 + (b-1)^2}
\]

where
\[
r = corr(Q_{sim}, Q_{obs}); \quad a = std(Q_{sim})/std(Q_{obs}); \quad b = mean(Q_{sim})/mean(Q_{obs})
\]

The optimal value of KGE is unity. To test the ability of the models to capture spring peak flow, generally a threshold is selected based on peak over threshold, flow duration percentile, or long-term median flow. In this study, we consider flows above the 75th percentile threshold to be high flows. This threshold was selected to have a similar number of peak flows for all the sub-watersheds to calculate error. Then, the RMSE and the Peak Flow Criteria (PFC, Equation (12)) were computed for flows over 75 percentile thresholds RMSE was computed using normalized streamflow to the area of each sub-watershed and thus termed normalized RMSE (NRMSE). PFC is considered a better performance indicator of prediction accuracy for the flood period and can be calculated as follows [51]:

\[
PFC = \frac{\sum_{i=1}^{n_p} (Q_{obs} - Q_{sim})^2}{(\sum_{i=1}^{n_p} Q_{obs})^2},
\]

where, \(n_p\) is the number of peak flows greater than 75 percentile, \(Q_{obs}\) and \(Q_{sim}\) are the observed and predicted flows respectively. PFC value equal to zero represents optimal model performance.

The model performance evaluation criteria discussed above were computed using normalized streamflow to the area of each sub-watershed to be able to compare the sub-catchments with varying sizes.

4. Results

4.1. Evaluation of Snowmelt Estimation Methods: DDM and SNOW-17 Model

Model improvement of training and testing periods when the SNOW-17 model was used for the LGRB is presented in Figure 3. Recall that the positive percentages on the figure show improvement due to the implementation of the SNOW-17 model, and negative percentages show model deterioration due to the use of the SNOW-17 model. For instance, -0.1% model improvement during the testing period of annually calibrated MAC-HBV model structure indicates that the RMSE of annually optimized MAC-HBV-DDM is less than that of MAC-HBV-SNOW17 model. Therefore, model performance statistics deteriorated due to the use of the SNOW-17 model in the annually optimized MAC-HBV model. Similarly, the annual SAC-SMA-SNOW-17 model does not show any model improvement during the calibration period as the median model improvement is zero. The median of seasonal MAC-HBV-SNOW-17 model reveals improvement of about 8%, while the seasonal SAC-SMA model median does not show any model improvement during the testing period. For the validation period, model performance slightly deteriorates with the use of the SNOW-17
model in the annual MAC-HBV and seasonal MAC-HBV model structures. Whereas using the SNOW-17 model slightly improves the performance for the annual SAC-SMA and seasonal SAC-SMA model structures.

**Figure 3.** Model Improvement (defined by % reduction in RMSE) obtained by using the SNOW-17 model instead of DDM for LGRB. Positive values mean model improvement when coupled with the SNOW-17 model, while negative values mean model deterioration due to implementation of the SNOW-17 model (with DDM taken as a base model for evaluation). Boxes are delimited by the 25th and 75th percentiles, the median value is printed in the boxes, and the whiskers are delimited by 10th and 90th percentiles.

For instance, annual MAC-HBV and seasonal MAC-HBV model median deteriorated by about 4% and 3% when the SNOW-17 model was used. Whereas the medians of annual SAC-SMA and seasonal SAC-SMA models improved by ~7% and ~4% respectively with the SNOW-17 model. Overall, percentages for model improvement and deterioration due to the use of the SNOW-17 model (instead of DDM) are significantly lower, suggesting that SNOW-17 model use does not result in model performance improvement. The model improvement for UASR presented in Figure 4 depicts that using the SNOW-17 model improves the performance when coupled with seasonal MAC-HBV model, annual SAC-SMA, and seasonal SAC-SMA models during the calibration period. The model improvement varies between 2% and 16%. However, whatever optimization approach or hydrologic model is used, the SNOW-17 model deteriorates the model performance during the model verification period. For example, the median of model deterioration varies between ~5% to ~36% when using SNOW-17 for all model combinations. In general, in both the study areas and for the validation period, the median of six (out of eight) model scenarios show either model deterioration or no improvement due to the implementation of the SNOW-17 model. These results indicate that the DDM outperforms SNOW-17 for most model combinations in both study areas.
Figure 4. Model Improvement (defined by % reduction in RMSE) obtained by using the SNOW-17 model than DDM for UASR. The description is the same as in Figure 3, and as the model was calibrated at two stations, boxes here represent statistics for both the locations considered.

Spring peak flow statistics, shown in Tables 2 and 3, at LGRB suggests that annual and seasonal MAC-HBV-DDM, MAC-HBV-SNOW17, SAC-SMA-DDM, and SAC-SMA-SNOW17 perform equally well in capturing the peak flow as they have nearly similar model means. A similar trend is observed at UASR (PFC in Tables 4 and 5). Furthermore, insights into the sub-basin scale PFC statistics (Table 6) reveal that DDM is better at estimating peak flows at more than half of the sub-basins in both study areas. Further, investigation of NSE criterion at LGRB revealed that model combinations with DDM were as accurate as combinations with the SNOW-17 model (Figure 5) with relatively small differences in their model medians. At UASR (Figure 6), the performance of annual and seasonal MAC-HBV and SAC-SMA models indicated a marked increase in the median of NSE when DDM is used compared to the SNOW-17 model during the validation period. Overall, a comparison of all statistics suggests that the performance of DDM was very competitive with the SNOW-17 model at LGRB while it outperformed the SNOW-17 model significantly at UASR.

Table 2. Annual model performance statistics for LGRB.

| Models          | Calibration Mean | Validation Mean |
|-----------------|------------------|-----------------|
|                 | NSE  | KGE   | NRMSE (mm/d) | PFC  | Model Improvement (%) | NSEKGE | NRMSE (mm/d) | PFC  | Model Improvement (%) |
| MAC DDM         | 0.76 | 0.83  | 1.49        | 0.40 | 0.13                  | 0.56   | 1.83        | 0.46  |                  |
| MAC SNOW-17     | 0.75 | 0.84  | 1.37        | 0.40 | 1.13                  | 0.53   | 1.85        | 0.45  | -4.21             |
| SAC DDM         | 0.82 | 0.87  | 1.24        | 0.35 | 0.83                  | 0.66   | 1.54        | 0.42  |                  |
| SAC SNOW-17     | 0.82 | 0.88  | 1.20        | 0.37 | 0.83                  | 0.70   | 1.45        | 0.39  | 4.27              |
### Table 3. Seasonal model performance statistics for LGRB.

| Models       | Calibration Mean | Validation Mean |
|--------------|------------------|-----------------|
|              | NSE   | KGE   | NRMSE (mm/d) | PFC   | Model Improvement (%) | NSE   | KGE   | NRMSE (mm/d) | PFC   | Model Improvement (%) |
| MAC DDM      | 0.75  | 0.83  | 1.45         | 0.39  | 6.10                  | 0.58  | 0.65  | 1.80         | 0.42  | 1.76                  |
| MAC SNOW-17  | 0.78  | 0.85  | 1.28         | 0.35  | 0.55                  | 0.66  | 0.71  | 1.60         | 0.42  | 2.90                  |
| SAC DDM      | 0.82  | 0.85  | 1.25         | 0.35  | 1.71                  | 0.66  | 0.75  | 1.54         | 0.43  |                      |
| SAC SNOW-17  | 0.82  | 0.87  | 1.19         | 0.32  |                      | 0.66  | 0.75  | 1.54         | 0.43  |                      |

### Table 4. Annual model performance statistics for UASR.

| Model       | Calibration | Validation |
|-------------|-------------|------------|
|             | NSE   | KGE   | NRMSE (mm/d) | PFC   | Model Improvement (%) | NSE   | KGE   | NRMSE (mm/d) | PFC   | Model Improvement (%) |
| MAC DDM     | 0.48  | 0.74  | 0.32         | 0.47  | 3.07                  | 0.56  | 0.57  | 0.54         | 0.53  | -39.17               |
| MAC SNOW-17 | 0.51  | 0.73  | 0.34         | 0.48  | 0.19                  | 0.23  | 0.79  | 0.62         |              |
| SAC DDM     | 0.7    | 0.82  | 0.28         | 0.43  | -4.14                 | 0.49  | 0.52  | 0.59         | 0.57  | -4.89               |
| SAC SNOW-17 | 0.67  | 0.80  | 0.22         | 0.38  | 0.44                  | 0.49  | 0.63  | 0.6          |              |

### Table 5. Seasonal model performance statistics for UASR.

| Model       | Calibration | Validation |
|-------------|-------------|------------|
|             | NSE   | KGE   | NRMSE (mm/d) | PFC   | Model Improvement (%) | NSE   | KGE   | NRMSE (mm/d) | PFC   | Model Improvement (%) |
| MAC DDM     | 0.42  | 0.72  | 0.36         | 0.49  | 17.67                 | 0.52  | 0.6   | 0.54         | 0.52  | -22.28               |
| MAC SNOW-17 | 0.61  | 0.78  | 0.31         | 0.45  | 0.28                  | 0.35  | 0.72  | 0.61         |              |
| SAC DDM     | 0.66  | 0.73  | 0.28         | 0.44  | 2.44                  | 0.58  | 0.5   | 0.55         | 0.55  | -13.20               |
| SAC SNOW-17 | 0.68  | 0.73  | 0.28         | 0.46  | 0.46                  | 0.48  | 0.65  | 0.59         |              |
Table 6. Percentage of sub-basins performing better/competitive with a) DDM than SNOW-17 b) Seasonal than Annual model calibration and c) SAC-SMA than MAC-HBV model.

| Percentage of sub-basins performing better/ comparable with DDM than SNOW-17 model | Percentage of sub-basins performing better/ comparable with SEASONAL models than ANNUAL models | Percentage of sub-basins performing better/ comparable with SAC-SMA than MAC-HBV hydrologic model |
|---|---|---|
| LGRB | NSE | PFC | MI | NSE | KGE | PFC | NRMSE | NSE | KGE | PFC | NRMSE |
| Entire Study Period | 51 | 56 | 46 | 54 | 51 | 53 | 92 | 79 | 74 | 86 |
| UASR | NSE | PFC | MI | NSE | KGE | PFC | NRMSE | NSE | KGE | PFC | NRMSE |
| Entire Study Period | 56 | 62 | 56 | 62 | 38 | 62 | 75 | 94 | 69 | 75 | 87 |
| Sum (LGRB+ UASR) | 52 | 57 | 48 | 55 | 49 | 53 | 57 | 93 | 77 | 74 | 86 |

Note: When the percentage of sub-basin is above 50%, it is considered significant % and is bold lettered. MI is Model Improvement.

Figure 5. NSE statistics for MAC-HBV-DDM, MAC-HBV-SNOW-17, SAC-SMA-DDM, SAC-SMA-SNOW-17 model structures for annual and seasonal models of LGRB. Boxplot description same as Figure 3, except the median is marked with a thick black line inside boxes.
Figure 6. NSE statistics for MAC-HBV-DDM, MAC-HBV-SNOW-17, SAC-SMA-DDM, SAC-SMA-SNOW-17 model structures for annual and seasonal models of UASR. See Figure 4 for a description of the boxplots, and the median is marked with a thick black line inside boxes.

4.2. Results of Annually and Seasonally Calibrated Models

Spring season performance of annual and seasonal models for LGRB is presented in Tables 2 and 3 and Figure 5. As shown, the mean values (Tables) of NSE and KGE and median of NSEs (Figure 5) for all the model combinations exceed 0.5 suggesting reasonable agreement between computed and recorded reservoir inflow. Comparison of calibration approaches indicates that seasonal models have either similar or higher NSE values for all the model structures during the training period. During the testing period, seasonally calibrated MAC-HBV-DDM and MAC-HBV-SNOW-17 models have higher NSE values than their annually calibrated counterparts. For example, by using seasonal models, the median of NSEs increase by 11% and 5% compared to using annual MAC-HBV-DDM and MAC-HBV-SNOW17 models, respectively. The model performance of UASR in terms of NSE is presented in Tables 4 and 5 and Figure 6. Annual model optimization improves the median of NSE for MAC-HBV-DDM, SAC-SMA-DDM, and SAC-SMA-SNOW17 models marginally when evaluated for the calibration period. However, the seasonal MAC-HBV-SNOW17 model provides a marked improvement in the median of NSE. In contrast, all the seasonal model combinations produce higher or identical NSE median values compared to annually optimized models for the testing period. To illustrate, the median of NSEs drastically increase by 56%, 17%, and 28% when the seasonal MAC-HBV-SNOW17, SAC-SMA-DDM, and SAC-SMA-SNOW17 models are used as compared to annual models for the validation period, respectively. In summary, comparative results suggest that out of 16 total model scenarios for the entire duration at both the study sites, 12 model scenarios produce relatively higher or equal NSE medians when seasonally optimized models are used as compared to the annually optimized models.

Figure 7 and the NRMSE in Tables 2 and 3 show the spring peak flow performance at LGRB. Annual models perform better since a marginal reduction in the median of NRMSE is obtained for the calibration and validation periods for all the model structures (Figure 7). The Wilcoxon rank sum
test for equality of medians ($\alpha = 0.05$) was performed to determine the statistical significance between the medians of annually and seasonally calibrated models and it found no difference in the medians of NRMSE. Interestingly, for calibration and validation periods, Tables 2 and 3 indicate that seasonal models are as accurate as annual models in predicting the peak flows for all the model structures. Confirming with the above results, more than half of the sub-basins show a reduction in NRMSE with seasonal models than annual models at LGRB (Table 6). For the second study site-UASR, NRMSE statistics are presented in Figure 8. It clearly indicates that the median of NRMSE for all seasonally calibrated models show better or comparable performance to annually calibrated models. For example, the median of NRMSE is reduced by 16% and 9% when seasonal MAC-HBV-SNOW17 and SAC-SMA-SNOW-17 models are used as compared to their annual model counterparts during the validation period. Overall, seasonally optimized models provide competitive or better performance for the majority of sub-basins (Table 6) as compared to annually calibrated models at both the watersheds.

Figure 7. NRMSE statistics for MAC-HBV-DDM, MAC-HBV-SNOW-17, SAC-SMA-DDM, SAC-SMA-SNOW-17 model combinations for annual and seasonal models of LGRB. NRMSE is computed for spring season flows above 75 percentile. See Figure 5 for box plot description.
4.3. Comparison between Hydrological Models: MAC-HBV and SAC-SMA

Performance of the MAC-HBV and SAC-SMA hydrological models for the spring season is shown in Figure 5 and Tables 2 and 3. Figure 5 suggests that SAC-SMA model combinations perform better than MAC-HBV model combinations during the calibration period at LGRB. For instance, annual and seasonal SAC-SMA-DDM and SAC-SMA-SNOW17 models indicate an increase in the median of NSE by 43%, 54%, 47%, and 11% compared to the equivalent MAC-HBV model combinations during the calibration period, respectively. A similar trend was observed in the validation period, but it revealed a large increase in the median of NSEs when SAC-SMA model combinations were used. For example, the median of NSE increased by 270% and 126% with annual and seasonal SAC-SMA-SNOW17 models as compared to annual and seasonal MAC-HBV-SNOW17 models, respectively. At UASR, NSE (Figure 6) and KGE (Tables 4 and 5) statistics suggest that most SAC-SMA model combinations outperformed MAC-HBV model combinations during both the calibration and validation periods.

NRMSE metrics provide an accurate measure of peak flow model performance and are provided in Figure 7; Figure 8 in Table 2 Table 3 Table 4 Table 5 for both study areas. The median NRMSE at LGRB (Figure 7) ranges from 1.83 to 1.97 mm/day for MAC-HBV model combinations, whereas for SAC-SMA model combinations it ranges from 1.51 to 1.70 mm/day for the validation periods. At UASR (Figure 8), the median NRMSE is lower for the SAC-SMA model combinations during both the calibration and validation periods. To illustrate, the median NRMSE is decreased by 14%, 12%, 6%, and 26% when annual and seasonal SAC-SMA-DDM and SAC-SMA-SNOW17 models are used instead of their respective MAC-HBV model combinations during the validation period. Overall, whatever optimization approach or snowmelt routine is used, SAC-SMA model combinations outperformed the MAC-HBV model combinations in estimating spring season flows and spring peak flows at both study sites.
4.4. Visual Inspection of Model Performance

To further assess the general model performance, scatterplots of observed and simulated reservoir inflow are presented for the model combinations at LGRB (Figure 9). As mentioned earlier, model assessment is solely based on the spring season (Apr–Jun) performance. Figure 9 clearly illustrates that scatterplots for SAC-SMA-DDM model fall near the ideal or 45° line compared to all other model combinations. While annual models tend to underestimate the inflows above 3000 cms consistently, seasonal models show less dispersion and better capture inflows.

In order to further substantiate the model performance statistics and scatterplots discussed above, hydrographs of recorded and computed reservoir inflows are presented in Figures 10 and 11 for LGRB and UASR, respectively. For LGRB (Figure 10), the seasonally calibrated SAC-SMA model appears more effective at simulating the magnitude and timing of the spring season inflow than annual MAC-HBV, annual SAC-SMA, and seasonal MAC-HBV models. It also indicates that DDM can estimate peak flows as accurately as the SNOW-17 model. Additionally, at UASR (Figure 11), plots clearly reveal that the seasonally calibrated SAC-SMA model with DDM better captures observed peak flows and the shape of the hydrograph. Other model combinations tend to either under- or over-estimate and are unable to capture the rising and falling limb of the hydrograph. Thus, the overall examination of the figures for both study areas agrees with previously obtained model performance statistics, which indicate that the seasonal SAC-SMA model with DDM provides improved peak flow simulations.

![Validation scatterplots for the spring season at LGRB.](image)

**Figure 9.** Validation scatterplots for the spring season at LGRB.
Figure 10. Validation hydrographs for spring season inflow simulations for LGRB.

Figure 11. Validation hydrographs showing spring season inflow simulations for UASR.
5. Discussion

Snowmelt estimation is an important component of hydrologic modeling systems, especially for spring peak flow prediction in snow-dominated watersheds. Most operational forecast applications use temperature index-based approaches instead of energy budget models owing to a lack of continuous historical radiation observations. Therefore, this study used the DDM and the SNOW-17 model as they rely solely on temperature and precipitation for snowmelt estimation. The reservoir inflow estimates obtained from DDM were compared to those produced by the SNOW-17 model. Interestingly, the results showed that DDM has a high ability to capture snowmelt driven spring floods and was found to be comparable to or better than the SNOW-17 model. This study showed the flexibility of DDM in adapting to different hydrologic models and hydrological systems (Figures 10 and 11) and providing consistently good results. Better performance of DDM may be attributed to forested and undeveloped sites used in the study where DDM has well demonstrated its ability to capture snowmelt induced peaks [21,52,53]. The successful application of snowmelt estimation methods at LGRB may be due to the temperature being a better indicator of surface energy balance in forested areas as canopy diminishes the effects of direct solar radiation and wind [44,54]. Whereas, the dominant land cover in UASR is cropland [55], so temperature may not be sufficient in explaining the physical basis of involved snow processes leading to a relatively limited performance at UASR. SNOW-17 model has been used operationally for the past few decades; however, it was found to be less effective in achieving accurate spring flow prediction particularly at UASR (Figure 10). This outcome may be due to the watershed not being spatially discretized or divided into elevation zones [38]. However, this finding is consistent with Lundquist and Flint [56] where limited performance of the SNOW-17 model was demonstrated in topographically complex terrain.

Parameter optimization is an important part of the hydrologic modeling process. In the case of extreme events, operational hydrologists require a calibration approach that is computationally efficient [3] and has a high ability to capture the hydrological information driven by historical input data. As optimizing model parameters considering annual time series is inefficient, particularly when seasonal forecasts are of interest, we evaluated the seasonal model calibration approach to test its robustness against annually calibrated models in capturing the spring season reservoir inflow. Results suggested that seasonal models performed competitively and often better than an annual model calibration approach at LGRB and UARB (Figures 6 and 7). The results of the work presented here are in agreement with a similar study by Paik et al. [57], where a comparative analysis to study seasonal and non-seasonal model calibration was performed, and the results revealed that seasonal models clearly outperformed the non-seasonal models. A possible limitation of the annual calibration approach can be that it accounts for the low, medium, and high flows simultaneously where most of the year-round flows are low and medium flows except the spring season flow [58]. Thus, due to high variability in the annual flow regimes, optimal model parameter estimates obtained by calibrating annually may not be very sensitive to the spring peak flows [57]. Unlike annual models, seasonal models have an advantage of being calibrated specifically to the spring season flows and thus demonstrated a higher ability to capture the recorded high flows.

MAC-HBV and SAC-SMA hydrologic models were used in the study for inflow forecasting. SAC-SMA model combinations demonstrated the capability of simulating the spring peak flows consistently better than the MAC-HBV model. In the hydrologic system of UASR, MAC-HBV model performance is relatively poor compared to LGRB. Spring snowmelt flows at UASR are highly affected by the release of infiltrated snowmelt water from the frozen soils as basin exhibits frozen ground effect [55]. Considering such conditions, it is essential to determine complicated soil moisture dynamics appropriately. However, the MAC-HBV model accounts for soil moisture changes only in a simplified form [32]. Such simplifications are presumed the likely cause for the poor performance of the MAC-HBV model. Moreover, limited performance can be partially attributed to the hydrological complexity emerging out of the fill and spill of potholes in the UASR [29,55,59]. Nevertheless, more accurate estimates of flow are obtained here using conceptual models than the results obtained by Unduche et al. [55] where four hydrological models specifically developed for Shellmouth Reservoir inflow forecasts were evaluated for operational flood forecasting at UASR.
Their results demonstrated poor performance when the HSPF and HBV-EC conceptual models were assessed for the spring season. Awol et al. [60] performed a comparative analysis of lumped conceptual models (SAC-SMA and MAC-HBV), a distributed WATFLOOD model, and a macroscale land surface model (VIC) for short- and medium-range flood forecasting at UASR. Their results also suggested that SAC-SMA provided better performance than other models investigated at the study site.

6. Conclusions

A comparative analysis was performed to assess the effectiveness and accuracy of the degree-day method (DDM) as compared to more complex SNOW-17 model, focusing on the spring season peak flow and reservoir inflow simulations. Additionally, the performance of seasonal and annual calibration approaches for both the MAC-HBV and SAC-SMA hydrological models for accurate spring peak flow prediction was evaluated. The study was conducted on the La-Grande River Basin (LGRB, Quebec, Canada), and on the Upper Assiniboine River at Shellmouth Reservoir (UASR, Manitoba, Canada). This study led to the evaluation of eight model scenarios for each watershed.

Analyses of the results indicate that DDM performed consistently better than or comparable to SNOW-17 at both the watersheds. Moreover, the flexibility and applicability of DDM was well demonstrated on the more complex terrain of the UASR, where the SNOW-17 model was unable to capture the spring flood accurately. The comparison of seasonal models with annual models suggested that calibrating over spring season offers an effective alternative to improve spring peak flow prediction. Seasonal model calibration performed as well or better than annual model calibration. Further, SAC-SMA hydrologic model was shown to outperform MAC-HBV model for both snowmelt estimation techniques, both calibration approaches, and in both study areas. Overall, improved spring peak flow results are obtained by using DDM with the seasonally calibrated SAC-SMA model. Furthermore, the added advantage of using DDM is that it is simple and easy to implement, and the use of seasonally calibrated models has a lower computational cost – hence it offers a cost-effective solution. The study results will further aid flood forecasters in selecting an effective combination of methods for operational applications in snow-dominated watersheds.
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