Overall constitutive description of symmetric layered media based on scattering of oblique SH waves
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Abstract

This paper investigates the scattering of oblique shear horizontal (SH) waves off finite periodic media made of elastic and viscoelastic layers. It further considers whether a Willis-type constitutive matrix (in temporal and spatial Fourier domain) may reproduce the scattering matrix (SM) of such a system. In answering this question the procedure to determine the relevant overall constitutive parameters for such a medium is presented. To do this, first the general form of the dispersion relation and impedances for oblique SH propagation in such coupled Willis-type media are developed. The band structure and scattering of layered media are calculated using the transfer matrix (TM) method. The dispersion relation may be derived based on the eigen-solutions of an infinite periodic domain. The wave impedances associated with the exterior surfaces of a finite thickness slab are extracted from the scattering of such a system. Based on reciprocity and available symmetries of the structure and each constituent layer, the general form of the dispersion and impedances may be simplified. The overall quantities may be extracted by equating the scattering data from TM with those expected from a Willis-type medium. It becomes evident that a Willis-type coupled constitutive tensor with components that are assumed independent of wave vector is unable to reproduce all oblique scattering data. Therefore, non-unique wave vector dependent formulations are introduced, whose SM matches that of the layered media exactly. It is further shown that the dependence of the overall constitutive tensors of such systems on the wave vector is not removable even at very small frequencies and incidence angles and that analytical considerations significantly limit the potential forms of the spatially
dispersive constitutive tensors.
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1. Introduction

Spatial dispersion, i.e. the wave-vector dependence of wave propagation, has been widely studied in electromagnetism, crystal optics, and photonic crystals, but has received relatively little attention in stress wave propagation in solids [1, 2]. In electromagnetism, such phenomena are rooted in the possible dependence of the electric displacement field at a given point, \( \mathbf{D} \), on the electric field, \( \mathbf{E} \), in a neighborhood around that point, i.e. nonlocal physics. Another mathematical approach to such phenomena is to consider the dependence of \( \mathbf{D} \) on spatial derivatives of \( \mathbf{E} \), which in the case of wave propagation, or after performing a spatial Fourier transform, can be written in terms of \( \mathbf{k} \) functionality. The general non-local behavior is not always representable in a wave-vector based formalism particularly for finite systems. However, the focus of this paper is to determine whether the overall scattering response of certain heterogeneous systems may be fully represented using overall constitutive tensors in Fourier domain, and to describe the process of extracting the relevant components of such tensors. Similarly, for stress waves a limited representation of non-locality after spatial Fourier transform is written as the elastic constants exhibiting a dependence on the wave vector besides the frequency, i.e. \( C_{ijkl}(\omega, \mathbf{k}) \). The 4th order tensorial nature of the elastic constants introduces more extensive mathematical complexity in stress wave problems. Many interesting features in EM of conductive materials and metamaterials, such as virtual surface waves [3], metasurfaces [4, 5], cloaking [6], longitudinal polarization waves [7–10], negative refractions [11, 12], anti-resonance response [13, 14] among others, are either due or related to spatial dispersion. Extensive studies has been also done on different types of metamaterials in which spatial dispersion is a necessity to characterize the system due to its periodicity (particularly when wavelengths of interest are comparable with unit cell dimensions) [15–23]. Experimentally, Hopfield et al. [24] observed spatial dispersion behavior in optical properties of crystals and showed that classical optics of nonmagnetic crystal theory could not accurately predict their empirically obtained scattering data. In another study by Portigal et al. [25], it was shown that by considering the first-order spatial
dispersion “acoustical activity” can occur in crystals which exhibit optical activity. Higher order theories have also been utilized in order to exactly satisfy the impedance matching for all incident angles in perfectly matched layers (PML), [26] or to homogenize for overall properties of metamaterials with nonmagnetic inclusions [27]. Agarwal et al. [28] proposed a theory related to the nature of electromagnetic field in spatially dispersive media. They concluded that without the introduction of any additional ad-hoc boundary conditions, the scattering problem of a plane-parallel slab can be solved completely within the framework of classical electromagnetic theory. This theory can be treated as a step forward in understanding and formulating of the spatial dispersion phenomenon in general. Puri et al. [29] also demonstrated that the optical properties of finite bounded crystals, e.g. GaAs, CuCl, etc, show nonlocal behavior for frequencies near an exciton resonance. In another study on bianisotropic media Belov et al. [30] proved that for a 2D lattice of infinitely long parallel conducting helices, strong spatial dispersion is observable even at very low frequencies along the spiral axis of the bianisotropic medium. Yaghjian et al. [31] developed an anisotropic homogenization theory for spatially dispersive periodic arrays based on Maxwell’s equations. They mathematically proved that it is impossible to characterize metamaterials formed by periodic arrays of polarizable inclusions without spatially dispersive representation of permittivity and inverse transverse permeability.

In contrast, nonlocal stress wave propagation in elastic composites has not received much attention in the literature. A number of authors have looked at the extraction of the overall mechanical properties from scattering data. Popa et al. [32] showed that the anisotropic effective mass density tensor components, which were extracted from the scattering data, can be independently controlled by properly designing the inclusions geometry in a host fluid. To enhance the applicability of retrieval methods, Castanie et al. [33] analyzed the problem of extracting the overall properties of an orthotropic slab, whose normal is not one of the material principal axes. Park et al. [34] studied the behavior of anisotropic acoustic metamaterials by considering non-diagonal effective mass density tensor in the presence of spatial dispersion. Lafarge and Nemati [35, 36] developed a nonlocal theory for sound propagation in fluid-filled rigid frame porous media. The nonlocal approach was further expanded to include the effect of arrays of Helmoholtz resonators in [37] and general non-local treatment of dissipative phononic liquids in [38]. In these works, the focus has been on propagation of pressure acoustic waves and the effect of microstructure on effective bulk modulus and
density. Lee et al. [39], extended the work in [34] to mechanical metamaterials, where the elasticity tensor components, beyond just the bulk modulus, are incorporated. Recently a mathematically exact theory for Willis-type media has been developed along with a matching field integration technique for normal incidence in [40], where transfer matrix method (TMM) is used to calculate the scattering exactly. The field averaging technique in [40] is based on the explicit integration of the wave equations and it matches the scattering response exactly as well. The method is applied to viscoelastic and non-symmetric structures without any modification. It must be noted that Nemat-Nasser [41] developed a variational approach to extract the band structure of SH waves in periodic composite media, where group velocity and energy flux vectors were calculated explicitly. In another study by Srivastava [42], SH waves at an interface between a homogeneous material and a layered periodic composite were investigated. The laminate had a periodically layered structure in $x_1$-direction, with interface between the homogeneous medium and layered structure was normal to the $x_2$-axis and the SH waves were polarized along the $x_3$-axis. Negative refraction and beam steering was observed in a wide range of frequency.

In this work, the scattering approach of [40] is used for the oblique incidence of SH waves in layered media to calculate the scattering matrix (SM) without any numerical (e.g. FE) effort. It is determined whether a Willis-type constitutive tensor formalism in spatial Fourier domain can reproduce the scattering response of such systems, and if so, how to retrieve these constitutive parameters. Transfer matrix methods has been widely and successfully used to calculate exact and approximate scattering for oblique SH waves; See, for example, Vinh et al. [43]. To simplify the derivations, the work is focused on symmetric unit cells and structures. In the following sections, first, the general form of the dispersion relations and impedances are extracted by solving the equations of motion, taking into account the Willis-type constitutive law. The results are discussed in light of various symmetry and reciprocity requirements. A general approach for extracting the overall constitutive parameters from the scattering data (dispersion and impedances) is developed. Next, a two-phase symmetric layup composite is presented to apply the general approach. It is shown that the response may not be fully represented by constitutive matrices that are independent of wave vector, even when one allows for coupling terms in the Willis formalism. When the constitutive tensors are allowed to be functions of wave vector, the SH wave propagation results are not enough to fully determine all
constitutive functions. Two special representations are discussed: one with a diagonal constitutive tensor, and one with the diagonal terms that are not functions of the wave vector (only off-diagonal components are allowed to change with the wave vector). A third representation is studied for which it is shown that analytical considerations eliminate any possible compatible solution, pointing out that further limitations on the potential acceptable forms of the constitutive tensors exist. Based on this, it is expected that by considering all other propagation modes (P and SV) some of the potential solutions will further be ruled out. This approach and the treatment of asymmetric structures will be taken up in future efforts.

2. SH wave dispersion, slowness, and impedance in coupled media

The elastodynamics of source-free media may be derived based on the combination of the compatibility and equilibrium equations

\[
\frac{\partial_i v_j + \partial_j v_i}{2} = \partial_t \varepsilon_{ij},
\]

\[
\partial_j \sigma_{ji} = \partial_t p_i,
\]

with the constitutive law. Here \(v, \sigma, p,\) and \(\varepsilon\) denote particle velocity, stress, momentum density (per unit volume), and strain, respectively, and subscripts after \(\partial\) represent partial differentiation with respect to that variable. For any material or composite that has translational symmetry along an axis, e.g. \(x_3\), SH-waves with particle velocity polarization along this symmetry axis and propagation direction in the \(x_1x_2\) plane normal to it may be studied independently if all constituents have sufficient symmetry to decouple such shear deformation from other tensor components of the dynamic and kinematic quantities in Equations (1) and (2), which can then be collected as

\[
\begin{pmatrix}
0 & \partial_2 & \partial_1 \\
\partial_2 & 0 & 0 \\
\partial_1 & 0 & 0 \\
\end{pmatrix}
\begin{pmatrix}
v_3 \\
\tau_4 \\
\tau_5 \\
\end{pmatrix}
= \partial_t 
\begin{pmatrix}
p_3 \\
\gamma_4 \\
\gamma_5 \\
\end{pmatrix},
\]

where the Voigt notation is used, i.e. \(\gamma_4 = 2\varepsilon_{23} = 2\varepsilon_{32}, \gamma_5 = 2\varepsilon_{31} = 2\varepsilon_{13}, \tau_4 = \sigma_{23} = \sigma_{32}, \tau_5 = \sigma_{31} = \sigma_{13}\). In the following only systems are considered, for which it is assumed that a Willi-type formalism in temporal and spatial Fourier domain is capable of reproducing their overall (scattering) behavior. This could be a homogeneous, layered, finite, or infinite system, and the validity of such assumption is established by applying this formalism and
inspecting its actual success in this reproduction. To study oblique incidence of SH waves, only a portion of the full Willis-type constitutive law is used

\[
\begin{pmatrix}
 v_3 \\
 \tau_4 \\
 \tau_5 \\
\end{pmatrix} =
\begin{pmatrix}
 \eta_{33} & \kappa_{34} & \kappa_{35} \\
 \kappa_{43} & \mu_{44} & \mu_{45} \\
 \kappa_{53} & \mu_{54} & \mu_{55} \\
\end{pmatrix}
\begin{pmatrix}
 p_3 \\
 \gamma_4 \\
 \gamma_5 \\
\end{pmatrix},
\] (4)

where \( \eta_{33} \) represents the appropriate specific volume, \( \mu_{ij}, i, j = 4, 5 \) are the relevant moduli of elasticity (e.g. \( \mu_{12} = C_{2331} \)), while \( \kappa_{ij} \) denote particle velocity/strain and stress/momentum density couplings. All components are functions of the frequency and wave vector in general. Equation (4) is a slightly transformed version of the formulation used in [44, 45] in that stress is grouped with particle velocity instead of momentum density [40]. Matrix inversion of Equation (4) gives the form in terms of density and compliance. One reason for using this grouping is the similarity with Equations (1) and (2), in that momentum density is grouped with strain components in a single column vector, and particle velocity is grouped with stress components. Furthermore and as discussed in [40] the integration of wave equations also leads to volume integral definitions for overall strain and momentum density quantities, while overall stress and particle velocities have natural definitions as surface integrals. In frequency domain, the physical quantities described above (\( \beta = v_3, \tau_j, p_3, \gamma_j, j = 4, 5 \)) are written as \( \beta(x, t) = \Re(\beta_c(x)e^{-i\omega t}) \), where \( \omega = 2\pi f \) is the angular frequency and \( \beta_c \) is the complex amplitude. For a spatial Fourier component \( \beta_c(x) = \beta_{c0}e^{ik \cdot x} \)

\[1\] where \( k \) is the wave vector, equation (3) can be written as

\[
-\frac{1}{\omega}
\begin{pmatrix}
 0 & k_2 & k_1 \\
 k_2 & 0 & 0 \\
 k_1 & 0 & 0 \\
\end{pmatrix}
\begin{pmatrix}
 v_3 \\
 \tau_4 \\
 \tau_5 \\
\end{pmatrix}
= 
\begin{pmatrix}
 p_3 \\
 \gamma_4 \\
 \gamma_5 \\
\end{pmatrix},
\] (5)

Using the column vector \( \beta = (v_3, \tau_4, \tau_5)^T \), these equations can be combined as

\[-\kappa \psi \beta = \beta.\] (6)

\[1\]The subscripts \( \epsilon \) and \( \epsilon_0 \) will be dropped in the following unless there is potential for confusion.
Here $\kappa$ is the Willis-type constitutive matrix in Equation (4) and

$$\psi = \begin{pmatrix} 0 & s_2 & s_1 \\ s_2 & 0 & 0 \\ s_1 & 0 & 0 \end{pmatrix} = \frac{1}{\omega} \begin{pmatrix} 0 & k_2 & k_1 \\ k_2 & 0 & 0 \\ k_1 & 0 & 0 \end{pmatrix},$$

(7)

is made of slowness vector components $s = k/\omega$. The dispersion relation between the wave vector components, $k_j$, $j = 1, 2$, and the frequency $\omega$ can now be found from

$$\det(I + \kappa \psi) = 0.$$  

(8)

In the most general form, the dispersion surface equation will look like

$$0 = D(\omega, k_1, k_2) = \omega^2 + \omega((\kappa_{35} + \kappa_{53})k_1 + (\kappa_{34} + \kappa_{43})k_2)$$

$$+ (\kappa_{34}\kappa_{53} + \kappa_{43}\kappa_{35} - \eta_{33}(\mu_{45} + \mu_{54}))k_1k_2$$

$$+ (\kappa_{35}\kappa_{53} - \eta_{33}\mu_{55})k_1^2 + (\kappa_{34}\kappa_{43} - \eta_{33}\mu_{44})k_2^2.$$  

(9)

For any 2 selected variables, e.g. wave vector components $k_1$ and $k_2$, or even one variable and a ratio, e.g. frequency $\omega$ and slowness component $s_2$, there may exist multiple points on the complex dispersion surface, which will be formally identified by a superscript, e.g. $\omega^\alpha = \omega^\alpha(k_1, k_2)$ or $s_2^\alpha = s_2^\alpha(\omega, s_2)$. While this allows for finding the general solutions, in most cases of interest one or more of the variables are restricted. For example, steady-state cases are limited to real frequencies. For example, in particular cases of interest in this paper, i.e. scattering of oblique SH waves in systems that have translational invariance along the $x_2$ axis, a single value of $k_2$ is fixed everywhere in the system. Furthermore, expectation of analyticity of constitutive tensors (except at potentially discrete locations) may be utilized to conclude that for most of the wave vector space, there are limited number of solutions to (9), in fact only 2. This is in agreement with the physical observation of overall scattering of layered media, calculated further below. Moreover, any potential point for which the analyticity assumption fails should be treated carefully and separately. Note that the Bloch multiplicity of $k_1$ in these cases does not provide a physical distinct new solution; this is further discussed below.

For each solution $\alpha$ (in the following indexed by $\pm$ for 2 solutions), the null space of the matrix $I + \kappa \psi$ is generated by vectors $\beta^\alpha = (1, -z_{43}^\alpha, -z_{53}^\alpha)^T$, where $z_{j3}^\alpha$, $j = 4, 5$, are formally defined as impedances associated with the points $\alpha$ on the dispersion surface.
Reciprocity and symmetries. A reversal in time coordinate, \( t \to -t \) (along with \( \omega \to -\omega \)) would not change the physics of reciprocal systems and in particular the shape of their dispersion surfaces. However, such a transformation will change the solutions of the dispersion relation (9) unless the coefficient of \( \omega \) vanishes, therefor:

\[
\kappa_{34} + \kappa_{43} = 0, \tag{10}
\]
\[
\kappa_{35} + \kappa_{53} = 0. \tag{11}
\]

Note that the analyticity considerations of the previous paragraph is implicitly used here, as this discussion is based on considering the lowest order approximation of constant constitutive parameters in a small enough neighborhood around the point of interest on the dispersion surface (which is also assumed to be one with the normal topology observed almost everywhere as shown later in the example results). The dispersion relation may now be slightly simplified, e.g. in slowness space

\[
(\eta_{33}\mu_{55} + \kappa_{35}^2)s_1^2 + (\eta_{33}\mu_{44} + \kappa_{34}^2)s_2^2 + (\eta_{33}(\mu_{45} + \mu_{54}) + 2\kappa_{34}\kappa_{35})s_1s_2 = 1. \tag{12}
\]

If the system has a mirror or \( \pi \) rotational symmetry in or around the \( x_1 \) or \( x_2 \) directions then the coefficient of \( k_1k_2 \) should vanish as well

\[
\eta_{33}(\mu_{45} + \mu_{54}) + 2\kappa_{34}\kappa_{35} = 0, \tag{13}
\]
and the slowness/dispersion formulas will simplify further to

\[
(\eta_{33}\mu_{55} + \kappa_{35}^2)s_1^2 + (\eta_{33}\mu_{44} + \kappa_{34}^2)s_2^2 = 1. \tag{14}
\]

Even without the mirror symmetry simplification, for a reciprocal medium, the impedances have the relatively compact forms

\[
z_{43} = \mu_{44}s_2 + \mu_{45}s_1 + (\kappa_{34}/\eta_{33})(1 + \kappa_{34}s_2 + \kappa_{35}s_1), \tag{15}
\]
\[
z_{53} = \mu_{55}s_1 + \mu_{54}s_2 + (\kappa_{35}/\eta_{33})(1 + \kappa_{35}s_1 + \kappa_{34}s_2). \tag{16}
\]

Mirror and rotational symmetries of the material or structure will further restrict the constitutive tensors, particularly when they are considered as

---

\(^2\)In a system where constitutive tensors are function of wave vector, this will lead to a single yet more complex condition, instead of the two independent ones in the text.
functions of the wave vector.\(^3\) For example if \(x_2 \rightarrow -x_2\) is a symmetry operation of the system, then \(z_{43}\) should switch sign under \(k_2 \rightarrow -k_2\), while \(z_{53}\) should stay unchanged. A sufficient\(^4\) condition set for this is

\[
\mu_{45} = \mu_{54} = \kappa_{34} = 0.
\]  

Similarly if \(x_1 \rightarrow -x_1\) is a symmetry operation then

\[
\mu_{45} = \mu_{54} = \kappa_{35} = 0.
\]  

However, for systems where the coupled constitutive parameters are functions of the wave vector, the conditions will take the form of parity restraints on the functional \(k_1\) or \(k_2\) dependence of the coupling constants. If \(x_2 \rightarrow -x_2\) is a symmetry operation, then \(\mu_{44}, \mu_{55}, \eta_{33}, \kappa_{34}\) are even functions of \(k_2\), while \(\mu_{45}, \mu_{54}, \kappa_{35}\) are odd. If \(x_1 \rightarrow -x_1\) is a symmetry operation, then \(\mu_{44}, \mu_{55}, \eta_{33}, \kappa_{34}\) are even functions of \(k_1\), while \(\mu_{45}, \mu_{54}, \kappa_{35}\) are odd.

3. Transfer matrix of layered structures for oblique SH waves

The transfer matrix of a material layer normal to the \(x_1\)-axis, and identified by index \(l\), for SH waves with velocity polarization along \(x_3\) axis relates the particle velocity and traction components on the two boundaries:

\[
\begin{pmatrix}
v_3(x_{1,l+1}) \\
\tau_5(x_{1,l+1})
\end{pmatrix} = T_l \begin{pmatrix}
v_3(x_{1,l}) \\
\tau_5(x_{1,l})
\end{pmatrix}.
\]  

\(T_l\) is a function of the frequency and/or wave vector components, the layer’s constitutive parameters, and its thickness \(d_l = x_{1,l+1} - x_{1,l}\), where \(x_{1,l}\) and \(x_{1,l+1}\) represent the coordinates of the two surfaces of the layer. To satisfy continuity along all interfaces at all times, the frequency and the \(k_2\) component of the wave vector should match across all layers. For each such pair,

\(^3\)As pure SH waves are discussed here, at least mirror symmetry in the \(x_3\) direction is needed. Note that none of the quantities considered here are pseudo-tensors. Therefore, mirror symmetries on planes normal the other two axes are essentially equivalent to \(\pi\) rotations around them. If there is no mirror symmetry normal to the \(x_3\) axis, it is unlikely to get a pure SH wave without couple stresses and spins.

\(^4\)And necessary except at discrete locations on the dispersion surface, e.g. \(s_1 = 0\).
the homogeneous wave equation has the general solution superposing two independent SH waves

$$\begin{align*}
\begin{pmatrix} v_3(x_1, k_{1,l}^\alpha) \\ \tau_5(x_1, k_{1,l}^\alpha) \end{pmatrix} &= \begin{pmatrix} 1 \\ -z_{53,l}^\alpha(k_{1,l}^\alpha) \end{pmatrix} A_l^\alpha(k_{1,l}^\alpha)e^{ik_{1,l}^\alpha x_1}, \quad x_{1,l} \leq x_1 \leq x_{1,l+1} \tag{20}
\end{align*}$$

where \( \alpha = +, - \) represents the two solutions, \( A_l^\alpha(k_{1,l}^\alpha) \) are the complex amplitudes of the two waves, the common phase \( e^{i(k_2x_2-\omega t)} \) is dropped, and

$$z_{53,l}^\alpha(k_{1,l}^\alpha) = -\frac{\tau_5(x_1, k_{1,l}^\alpha)}{v_3(x_1, k_{1,l}^\alpha)}. \tag{21}$$

is the impedance of layer \( l \) associated with the wave vector \( k_{1,l}^\alpha \). For a symmetric and reciprocal system, the transfer matrix can be written as:

$$T = \begin{pmatrix} \cos k_1d & -i \frac{z_{53}}{v_3} \sin k_1d \\ -iz_{53} \sin k_1d & \cos k_1d \end{pmatrix}. \tag{22}$$

Using the continuity of the particle velocity and traction vectors, one may calculate the transfer matrix of a cell consisting of \( n_l \) layers as

$$T_c = T_{n_l}...T_2T_1, \tag{23}$$

and that of a finite slab consisting of \( n_c \) cells as

$$T_s = (T_c)^{n_c}. \tag{24}$$

Consider an elastic unit cell that generates an infinitely periodic structure. The band structure of such a system may be calculated by solving the eigenvalue problem

$$T_c\zeta = e^{ik_d d_c} \zeta, \tag{25}$$

where \( d_c = x_{1,n_l+1} - x_{1,1} \) and for finite impedances \( \zeta = (1, -z_{53}^\alpha(k_{1,1}^\alpha))^T \). Note the phase ambiguity in the overall wave vector component \( k_1^\alpha \), where any integer multiple of \( 2\pi/d_c \) may be added to or subtracted from it. Enforcing continuity requirements on the wave vector allows one to remove this ambiguity [40].

The scattering matrix of a multi-layered slab extending from \( x_{1,a} \) to \( x_{1,b} = x_{1,a} + d_s = x_{1,a} + n_c d_c \) and placed in between two half-spaces (also identified by subscripts \( a \) and \( b \)) may be calculated from its transfer matrix and
the properties of the two half spaces on by using the continuity conditions. For the sake of simplicity consider the two media to be identical and symmetric, with characteristic impedance \( z_b = z_a = z_0 \). When the sample is also symmetric and reciprocal and using the homogenized values in Equation (22) [40]:

\[
S_{ba} = S_{ab} = \frac{2}{2 \cos k_1 d_s - i(z_{53}/z_0 + z_0/z_{53}) \sin k_1 d_s},
\]

\[
S_{bb} = S_{aa} = \frac{i(z_{53}/z_0 - z_0/z_{53}) \sin k_1 d_s}{2 \cos k_1 d_s - i(z_{53}/z_0 + z_0/z_{53}) \sin k_1 d_s}.
\]

(26)

where \( S_{ba} \) and \( S_{aa} \) denotes transmission and reflection coefficients, respectively, in terms of kinematic quantities (particle velocity). The symmetry and reciprocity of the system removes the need for superscript \( \alpha \) as for the only 2 SH solutions \( z_{53}^+ = -z_{53}^-, k_1^+ = -k_1^- \). Note that point-wise inversion of the measured (or calculated) SM using these equations to determine \( k_1 \) and \( z_{53} \) does not provide a unique solution for \( k_1 \). However, this ambiguity may be removed by enforcing the (physically motivated) continuity of \( k_1 \) as a function of frequency (similar to the traditional procedure of phase spectral analysis; see for example [46]). The inter-relation of \( S \) and \( T \) is presented in [40]. Therefore, one may define the overall properties of a heterogeneous sample by finding the parameters \( k_1 \) and \( z_{53} \) (assuming \( d = d_s \), of course) with which Equation (22) reproduces its exact transfer matrix. It can be shown that these definitions are independent of the number unit cells in the analysis [40]. If all layers have \( x_2 \) mirror symmetry (or \( \pi \) rotational around \( x_1 \)), the system does so as well, and therefore the simplifications discussed above may be used. That means in the approximation where the constitutive parameters are not functions of the wave vector, equations (17) will hold. The dispersion relation and impedances will now simplify to:

\[
(\eta_{33}\mu_{55} + \kappa_{35}^2)s_1^2 + \eta_{33}\mu_{44}s_2^2 = 1,
\]

(27)

\[
z_{53} = \mu_{55}s_1 + (\kappa_{35}/\eta_{33})(1 + \kappa_{35}s_1),
\]

(28)

\[
z_{43} = \mu_{44}s_2.
\]

(29)

Furthermore, if the system has mirror symmetry normal to \( x_1 \) as well as every layer (or \( \pi \) rotational around \( x_2 \) or \( x_3 \)) then equations (18) will also
hold, enforcing a diagonal form for the constitutive tensor and

\[ \eta_{33}\mu_{55}s_1^2 + \eta_{33}\mu_{44}s_2^2 = 1, \]  
\[ z_{53} = \mu_{55}s_1, \]  
\[ z_{43} = \mu_{44}s_2. \]

Reciprocity and symmetries with explicit dependence of constitutive tensor on the wave vector. When the constitutive tensor is assumed a function of the wave vector, the parity considerations should be used. The constitutive tensor does not have to be diagonal, and in fact for asymmetric structures off-diagonal terms may be necessary. Note that \( z_{43} \) is not accessible from scattering, and in fact \( \tau_4 \) and \( v_3 \) vary through the appropriate boundary in the unit cell with complicated profiles. With a reasonable definition or calculation of \( z_{43} \) (e.g. considering scattering off an oblique cut or via integrating along the thickness direction), more equations will be available to determine constitutive parameters. Without further information however, at least one of the parameters may be considered free. In the following the simplifying Equations (10), (11), and (13) are used. The normal component of slowness may be written as \( s_1 = \pm s_1(\omega, s_2) \) based on the dispersion relation and therefore any even function of \( s_1 \) can be written as an even function of \( \omega \) and any odd function of \( s_1 \) can be written as \( \text{sign}(s_1)f(\omega) \), with \( f(\omega) \) vanishing at zero frequency. With \( x_1 \) symmetry, and based on Equation (16), \( \kappa_{35} \) will have this latter (odd) form, which may be chosen as a free parameter and set equal to zero. This is not feasible for a \( x_1 \)-asymmetric structure, but it may be possible to get the value of \( \kappa_{35} \) for a normal incidence calculation and use throughout. The other quantities can now be fully determined based on the transfer matrix. With both \( x_1 \)- and \( x_2 \)-symmetries, and a first order approximation in \( s_2^5 \)

\[ \mu_{44} \approx \mu_{44,0}(\omega), \quad \mu_{55} \approx \mu_{55,0}(\omega), \quad \eta_{33} \approx \eta_{33,0}(\omega), \quad \mu_{54}(=-\mu_{45}) \approx s_2\mu_{54,1}(\omega), \quad \kappa_{34} \approx s_2\kappa_{34,1}(\omega). \]

The left hand side of all thee approximations are general functions of \( \omega \) and \( s_2 \). Even though we have set \( \kappa_{35} = 0 \), at each frequency there are infinitely many

\[ s_2 \text{ has to be non-dimensionalized with some characteristic slowness } s_2/\bar{s} \text{ for a formal series consideration. But we neglect this process here since we only look at the first order approximation.} \]
potential constitutive functions that could match the observed dispersion and impedances. Some cases in particular are of interest. First, one may assume that the constitutive matrix is diagonal. Even in this case, there is no need for $\eta_{33}$ to be a function of the wave vector and after enforcing a non-local form for it, one can calculate the diagonal functions as

$$\mu_{55}(\omega, s_2) = \frac{z_{53}(\omega, s_2)}{s_1(\omega, s_2)}, \quad (34)$$

$$\eta_{33}(\omega) = \frac{1}{\mu_{55}(\omega, 0)s_1(\omega, 0)^2}, \quad (35)$$

$$\mu_{44}(\omega, s_2) = \frac{1 - \eta_{33}(\omega)\mu_{55}(\omega, s_2)s_1(\omega, s_2)^2}{\eta_{33}(\omega)s_2^2}. \quad (36)$$

The second potential choice is to enforce that all of the diagonal quantities are independent of the wave vector. In this case:

$$z_{53} = \mu_{55}s_1 + \mu_{44}s_2. \quad (37)$$

$\mu_{55}$ and $\eta_{33}$ are easily determined as

$$\mu_{55}(\omega) = \frac{z_{53}(\omega, 0)}{s_1(\omega, 0)}, \quad (38)$$

$$\eta_{33}(\omega) = \frac{1}{\mu_{55}(\omega)s_1(\omega, 0)^2}. \quad (39)$$

Furthermore,

$$\mu_{44}(\omega, s_2) = \frac{z_{53}(\omega, s_2) - \mu_{55}(\omega)s_1(\omega, s_2)}{s_2}. \quad (40)$$

To determine the other two functions, one may start with the dispersion relation

$$\eta_{33}\mu_{55}s_1^2 + (\eta_{33}\mu_{44} + \kappa_{34}^2)s_2^2 = 1, \quad (41)$$

then divide by $\eta_{33}\mu_{55}$, and implicitly differentiate twice to get

$$s_1s_1'' + s_1^2 + \mu_{44}/\mu_{55} + [(\kappa_{34}\kappa_{34}'' + \kappa_{34}^2)s_2^2 + 4\kappa_{34}\kappa_{34}'s_2 + \kappa_{34}^2]/(\eta_{33}\mu_{55}) = 0. \quad (42)$$

where $'$ represents differentiation with respect to $s_2$. At $s_2 = 0$ this equation is simplified by noting that $\kappa_{34}(\omega, 0) = 0$, since it is an odd function of $s_2$, and $s_1'(\omega, 0) = 0$, since $s_1(\omega, s_2)$ is an even function of $s_2$. Therefore

$$\mu_{44}(\omega) = -\mu_{55}(\omega)s_1(\omega, 0)s_1''(\omega, 0). \quad (43)$$
Finally
\[
\kappa_{34}^2(\omega, s_2) = \frac{1 - \eta_{33}(\omega)[\mu_{55}(\omega)s_1(\omega, s_2)^2 + \mu_{44}(\omega)s_2^2]}{s_2^2}.
\] (44)

The particular root of \(\kappa_{34}\) may not be determined without further information (e.g. from \(z_{43}\)) but is irrelevant at this point. It is possible to evaluate the goodness of first order approximations \(\mu_{54} = -\mu_{45} \approx s_2\mu_{54,1}(\omega)\) and \(\kappa_{34} \approx s_2\kappa_{34,1}(\omega)\) at this point. Similarly, one may evaluate the goodness of second order fits \(\mu_{44} \approx \mu_{44,0} + s_2^2\mu_{44,2}\) and \(\mu_{55} \approx \mu_{55,0} + s_2^2\mu_{55,2}\) in the diagonal description. In summary, in this scenario, \(\kappa_{34}^2, \eta_{33}\) and \(\mu_{44}\) can only be obtained using dispersion relation, Equation (41), and \(\mu_{55}\) and \(\mu_{54}\) are merely extractable from impedance equation, Equation (37). This avoids any inconsistency that may occur if the equations are coupled.

Such an inconsistency may occur if instead of assuming free parameter \(\kappa_{35} = 0\), one instead opts for selecting \(\kappa_{34}\) as the free parameter and set it to zero, while keeping the diagonal elements independent of the wave vector. In such a case, the dispersion relation in slowness domain, Equation (14), and impedance \(z_{53}\), Equation (16), will simplify further to:

\[
(\eta_{33}\mu_{55} + \kappa_{35}^2)s_1^2 + \eta_{33}\mu_{44}s_2^2 = 1,
\] (45)

\[
z_{53} = \mu_{55}s_1 + \mu_{54}s_2 + (\kappa_{35}/\eta_{33})(1 + \kappa_{35}s_1).
\] (46)

Having in mind the \(x_1\)-symmetry of the system, which leads to \(\kappa_{35}\) being an odd function of \(s_2\), the values of \(\mu_{55}\) and \(\eta_{33}\) can be determined exactly from Equations (38), (39). However, the value of \(\mu_{54}\) will be a function of \(\kappa_{35}\) as:

\[
\mu_{54}(\omega, s_2) = \{z_{53}(\omega, s_2) - \mu_{55}(\omega)s_1(\omega, s_2)
- [\kappa_{35}(\omega, s_2)/\eta_{33}(\omega)](1 + \kappa_{35}(\omega, s_2)s_1(\omega, s_2))\}/s_2.
\] (47)

The equation for \(\mu_{44}\) can be derived by differentiating the dispersion relation, Equation (45), twice with respect to \(s_2\) and simplifying it at \(s_2 = 0\):

\[
\mu_{44}(\omega) = -\mu_{55}(\omega)s_1(\omega, 0)s_1''(\omega, 0) - \frac{\kappa_{35}^2(\omega, 0)s_1^2(\omega, 0)}{\eta_{33}(\omega)}.
\] (48)

Both these quantities are written in terms of \(\kappa_{35}\) and its derivatives. In order to determine \(\kappa_{35}\), one can differentiate the dispersion relation one more time, i.e. a total of three times, to eliminate non-dispersive \(\mu_{44}(\omega)\) and
solve the resulting equation numerically. However, unlike the previous case where impedance \( z_{53} \) and \( \kappa_{34} \) were uncoupled, \( \kappa_{35} \) appears in the impedance equation as well. A cumbersome analysis may be performed here leading to a necessary consistency condition between the dispersion and impedance equations, with the final form:

\[
12z_{53}^2(\omega,0)s_1(\omega,0)s''_1(\omega,0) + 4z_{53}^2(\omega,0)z_{53}'''(\omega,0)s_1^2(\omega,0) + \\
\left[\mu_{55}(\omega)/\eta_{55}(\omega)\right] \times [3s''_1(\omega,0) + s_1(\omega,0)s'''_1(\omega,0)] = 0.
\]

(49)

In the following a simple example is analyzed and for the sake of brevity here we state without reproducing the results that such a condition was violated almost everywhere in the frequency domain. Therefore, the potential free parametric choices stated earlier are indeed limited quite significantly by the physics of the problem. As a final case, note that if one considers either \( \mu_{45} + \mu_{54} = 0 \) as the free parameter and set it equal to zero, based on Equation (13), one would still require either of \( \kappa_{34} \) or \( \kappa_{35} \) to vanish as well, leading to one of the cases considered above.

4. Example: Determining the overall constitutive parameters

Here, the proposed method is applied to an example of a symmetric system in order to expand the determination of the constitutive parameters into the stop bands and upper pass bands. The periodic layered medium of interest here is \([\text{PMMA}, \text{Brass}, \text{PMMA}]\) with \((d_j) = (2.5, 0.2, 2.5), (\rho_j) = (1.8, 1),\) and \((\mu_j) = (1.2, 40, 1.2)\) which is shown in Figure (1). The PMMA phase is modeled as a lossy material with 5% loss in terms of wave speed, i.e. \(c''_1/c'_1 = c''_3/c'_3 = -0.05\) (\(\approx 10\%\) loss tangent in modulus). In the following, the unit system \([\text{mm}, \mu\text{s}, \text{mg}]\) for length, time, and mass are used which results in \([\text{km/s}, \text{GPa}, \text{g/cm}^3, \text{MHz}, \text{MRayl}]\) units for velocity, stress, density, frequency, and impedance, respectively. The complex reflection and transmission coefficients into PC are shown in Figure (2) for a single unit cell. \(\theta = 0, \pi/6\) graphs for a five unit cell slab are also added in order to observe how increasing the number of unit cells can affect the scattering results.

Dispersion, wave vector, and impedance. Figures (3) and (4) depict the dispersion results extracted from the scattering data based on Equation (26). Note that the results are independent of the number of unit cells in the slab \(n_c\). Furthermore, using the eigenvalue method in Equation (25) also gives the
same exact wave vector component $k_1$ and impedance $z_{53}$. Here the normalized phase advance, $k_1 d$, is shown as a function of frequency, $f$, for different values of $s_2$. The phase ambiguity is removed by adding $2\pi$ whenever needed to maintain continuity, leading to a single positive phase advance solution $0 \leq \Re(k_1 d) \leq \infty$. Due to the symmetry of the structure, the second solution is simply the negative of this result. In general, for higher values of $s_2 = k_2/\omega$ the stop bands, associated with peaks in $\Im(k_1 d)$, become wider. However, for the incident angle $\theta = \pi/6$, the PC material constants requires $s_2 = 0.45$, for which the scattering calculation leads to consistently high amplitude of transmission and low reflection. It is also observed that at this value of $s_2$, $k_1 d$ phase advance is almost exactly a linear function of frequency, essentially rendering the medium non-dispersive, i.e leading to constant $s_1$ and $z_{53}$ in terms of frequency.

Figure (5) shows two representations of the dispersion surfaces. One can observe that for high amplitudes of $|s_2| > 0.5$, $\Im(s_1)$ increases significantly. The sign of $\Re(s_1)$ is changing for $|s_2| > 0.789$; see the insets. The isofrequency contours appear to converge around $s \approx (\pm(0.750 + 0.049i), \pm0.447)^T$. This
Figure 2: (a) and (c) show the magnitude of reflection and transmission, as functions of frequency, $f$, for different values of $s_2$ ($n_c = 1$). At $\theta = 0, \pi/6$ graphs for 5 unit cells ($n_c = 5$, hollow markers) are also shown. (b) and (d) show the phase angle of the same quantities. At $\theta = \pi/6$ incident angle, or $s_2 = 0.447$, the reflection is substantially lower in comparison to the other incident angles, giving the appearance of an impedance matched system.

is where the system appears non-dispersive. The value of impedance around this point is also nearly independent of frequency $z_{53} = 0.9563 - 0.0328i$.

**Constitutive functions.** In both approaches discussed above, the inverse density quantity, $\eta_{33}$, may be chosen to be independent of wave vector or slowness $s_2$ (Equations (35),(39) which give the same numerical value). The results are shown in Figure (6). At very low frequencies, the overall density of the media should match a simple volume average, which translates into the Reuss average formula for $\eta_{33}$. This is shown in Fig (6), where $\Re(\eta_{33})$ is tangent to this value and $\Im(\eta_{33}) \to 0$ at low frequencies.

For a diagonal constitutive tensors, the stiffness quantities will have to be functions of the wave vector. In this case Equations (34) and (36) will be used. As it can be seen from Figure (7), the value of $\mu_{55}$ is a strong function of propagation direction and even becomes relatively constant around $s_2 = 0.45$. $\mu_{44}$ is shown in Figure (8) and also demonstrates significant non-locality and
Figure 3: (a) Real and (b) imaginary parts of the normalized wave number $k_1d$, as functions of frequency, $f$ for different values of $s_2$. Due to the symmetry of the system, the other solution would be the negative of the presented values. (c) and (d) are the real and imaginary parts of the slowness component $s_1 = k_1/\omega$, respectively. The dependence of $s_1$ on frequency demonstrates nonlocal physics, as otherwise the slowness will be constant in frequency. The only such special case is happening at $s_2 = 0.45$. The phase ambiguity is removed through maintaining continuity of $k_1d$ by adding $2\pi$ when necessary.

Figure 4: (a) and (b) show the real and imaginary parts of the impedance, $z_{53}$, as functions of frequency, $f$, for different values of $s_2$, respectively. Again, the impedance appears as independent of frequency only at $s_2 = 0.45$.

sensitivity to the wave vector, especially in and around stop bands.⁶

⁶$\mu_{44}$ is not calculated for $s_2 = 0$ (Equation 36), and therefore is shown starting from
Figure 5: (a) and (b) are the contour plot representations of the dispersion surfaces for real and imaginary parts of $k_1$ vs. $k_2$ and frequency (contour values). (c) and (d) show isofrequency contours in the 2D spaces of $s_2$ and real and imaginary parts of $s_1$, respectively. In (c) it is shown that for $f = 0.01$, $\Re(s_1)$ is changing sign at $s_2 = \pm 0.789$ which results in $\Re(k_1)$ sign change at $k_2 = \pm 0.05$, (a). In a spatially non-dispersive system, the slowness graphs will be independent of frequency, therefore this graphs will only show a single curve for SH waves. Note that all different contours converge near $s_2 = 0.45$. In other words, the system is nearly non-dispersive in the neighborhood of this point $s \approx (\pm (0.7497 + 0.0493i), \pm 0.4470)^T$. At this point $z_{53} = 0.9563 - 0.0328i$.

For the case when $\mu_{44}$ and $\mu_{55}$ are assumed independent of the wave vector, their values match the $s_2 \to 0$ functions in the previous calculation. They also approach Voigt and Reuss averages of the shear moduli of the layers, respectively; See Figure (9). However, in this scenario, $\mu_{54}$ is non-zero and a function of wave vector and can be calculated using Equation (40). Figure (10) illustrates the variations of $\mu_{54}$ with respect to frequency for different $s_2$ values. The coupling function $\kappa_{34}$ is also non-zero, a function of the wave vector, and can be calculated from Equation (44). Note that $s_2 = 0.001$. 
there are two possible roots for $\kappa_{34}$. For higher values of frequency, presence of branch cuts make it difficult to enforce continuity of $\kappa_{34}$. The exact root
selection may be resolved if $z_{43}$ is known. There is, however, no ambiguity in $\kappa_{34}^2$ and the overall scattering and dispersion of the the medium is only dependent on it. One continuous root selection is shown in Figure (11), while its negative is similarly acceptable in this analysis. $\mu_{54}$ and $\kappa_{34}$ are odd function of $s_2$ and can get linearized for small enough $s_2$. The values of $\mu_{54,1}$ and $\kappa_{34,1}$ (one root) from Equation (33) are shown in Figure (12). Note that the nonzero value of $\Im(\kappa_{34,1})$ at small frequencies indicate that the nonlocality of the system is inherently not removable even as $f \to 0$ and $s_2 \to 0$.

![Figure 9](image1.png)

**Figure 9:** (a) and (b) show the real and imaginary parts of the moduli $\mu_{55}$ and $\mu_{44}$ as functions of frequency, $f$, when they are considered independent of the wave vector. It should be noted that in this case, Reuss and Voigt averages provide accurate estimates of overall, $\mu_{55}$ and $\mu_{44}$, respectively at very low frequencies as one expects for quasi-static situations.

![Figure 10](image2.png)

**Figure 10:** (a) and (b) show the real and imaginary parts of the moduli, $\mu_{54}$ as functions of frequency, $f$.

One can provide an estimate for $z_{43}$ based on the formulation here, even though the exact value is not accessible based on scattering measurements. In
The real and imaginary parts of the coupling term, $\kappa_{34}$, as functions of frequency, $f$. Note that the negative of these values are also acceptable roots based on the present analysis.

Figure 11: (a) and (b) show the real and imaginary parts of the coupling term, $\kappa_{34}$, as functions of frequency, $f$. Note that the negative of these values are also acceptable roots based on the present analysis.

Figure 12: The real and imaginary parts of the (a) $\mu_{54,1}$ and (b) $\kappa_{34,1}$ (one root), as functions of frequency, $f$. Note the nonzero value of $\Im(\kappa_{34,1})$ at zero frequency indicating the nonlocality of the system is not removable even as $f \to 0$ and $s_2 \to 0$.

The diagonal tensor case, there is no ambiguity involved in calculating the $z_{43}$ based on $\mu_{44}$, while the exact value of $\kappa_{34}$ (and not just its square) is needed in the other case. These estimates may be compared with the ones calculated using an integration scheme of the wave equation to further elucidate the acceptable mathematical approaches to overall properties determination of the physical heterogeneous problem.

5. Summary and conclusions

The scattering of oblique SH waves from a periodic layered slab may be calculated easily using the transfer matrix of such systems. It is shown here that one can use the scattering data to calculate overall constitutive tensors for any such symmetric slab within the coupled Willis formalism.
However, the presence of micro-structure immediately necessitates the dependence of the constitutive tensors on the wave vector, even for simplest cases. Without further assumptions on the constitutive structure and/or other scattering analysis, one may not uniquely determine the full tensor. A number of physically and mathematically attractive assumptions are used here to demonstrate the process for a simple example. It is observed that not all potential selections of free parameters are analytically acceptable, e.g., $\kappa_{35} = 0$ may be identically assumed for symmetric structures, while $\kappa_{34} = 0$ leads to inconsistent results. Other 3D structural symmetries not considered here may further limit the potential constitutive descriptions. Interestingly, one can identify certain non-trivial points in the wave vector space, around which the system becomes nearly non-dispersive. Further analysis of such simple layered systems may require one or more of the following approaches. One may consider the scattering of coupled P/SV waves in a similar manner and utilize the expected symmetry of the response that demand more restrictive forms on the quantities that were discussed here. For example, the values of shear moduli for a transversely isotropic system are expected to match for both SH and P/SV waves. Alternatively, one can utilize field integration techniques to analyze through thickness quantities such as $\tau_4$ and $z_{43}$. Finally and in a sense related to the previous approach, one may consider the physical problem of scattering off surfaces other than the parallel plane faces of the layers. The last approach however brings an extra level of complexity as one has to consider non-specular scattering.
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