Abstract  Results are presented from a search for particle dark matter (DM), extra dimensions, and unparticles using events containing a jet and an imbalance in transverse momentum. The data were collected by the CMS detector in proton–proton collisions at the LHC and correspond to an integrated luminosity of 19.7 fb$^{-1}$ at a centre-of-mass energy of 8 TeV. The number of observed events is found to be consistent with the standard model prediction. Limits are placed on the DM-nucleon scattering cross section as a function of the DM particle mass for spin-dependent and spin-independent interactions. Limits are also placed on the scale parameter $M_D$ in the Arkani-Hamed, Dimopoulos, and Dvali (ADD) model of large extra dimensions, and on the unparticle model parameter $\Lambda_U$. The constraints on ADD models and unparticles are the most stringent limits in this channel and those on the DM-nucleon scattering cross section are an improvement over previous collider results.

1 Introduction

This paper describes a search for new physics using the signature of a hadronic jet and an imbalance in transverse energy resulting from undetected particles. We use the term “monojet” to describe events with this topology. Such events can be produced in new physics scenarios, including particle dark matter (DM) production, large extra dimensions, and unparticles. The data sample corresponds to an integrated luminosity of 19.7 fb$^{-1}$ collected by the CMS experiment in proton–proton collisions provided by the CERN LHC at a centre-of-mass energy of 8 TeV.

Particle dark matter has been proposed to explain numerous astrophysical measurements, such as the rotation curves of galaxies and gravitational lensing [1,2]. Popular models of particle dark matter hypothesize the existence of non-relativistic particles that interact weakly with the standard model (SM) particles. These are known as weakly interacting massive particles (WIMPs). Such models are consistent with the thermal relic abundance for dark matter [3,4] if the WIMPs have weak-scale masses and if their interaction cross section with baryonic matter is of the order of electroweak cross sections. Some new physics scenarios postulated to explain the hierarchy problem also predict the existence of WIMPs [5].

Since WIMPs are weakly interacting and neutral, they are not expected to produce any discernible signal in the LHC detectors. Like neutrinos, they remain undetected and their presence in an event must be inferred from an imbalance of the total momentum of all reconstructed particles in the plane transverse to the beam axis. The magnitude of such an imbalance is referred to as missing transverse energy, denoted by $E_{\text{miss}}^T$. The monojet signature can be used to search for the pair production of WIMPs in association with a jet from initial-state radiation (ISR), which is used to tag or trigger the event.

In this Letter, we investigate two scenarios for producing dark matter particles that have been extensively discussed [6–9]. In the first case, we assume that the mediator responsible for coupling of the SM and DM particles is heavier ($\gtrsim$ few TeV) than the typical energy transfer at the LHC. We can thus assume the interaction to be a contact interaction and work within the framework of an effective field theory. In the second case, we consider the scenario in which the mediator is light enough to be produced at the LHC. Figure 1 shows Feynman diagrams leading to the pair production of DM particles for the case of a contact interaction and the exchange of a mediator.

We study interactions that are vector, axial-vector, and scalar, as described in [6,9], for a Dirac fermion DM particle ($\chi$). The results are not expected to be greatly altered if the DM particle is a Majorana fermion, except that certain interactions are not allowed. Results from previous searches in the monojet channel have been used to set limits on the DM-nucleon scattering cross section as a function of the DM mass [10–12].
Fig. 1 Feynman diagrams for the pair production of DM particles for the case of a contact interaction (left) and the exchange of a mediator (right).

The Arkani-Hamed, Dimopoulos, and Dvali (ADD) model [13–17] of large extra dimensions mitigates the hierarchy problem [18] by introducing a number $\delta$ of extra dimensions. In the simplest scenario, these are compactified over a multidimensional torus with radii $R$. Gravity is free to propagate into the extra dimensions, while SM particles and interactions are confined to ordinary space–time. The strength of the gravitational force is thus diluted in $3+\delta$ dimensional space–time, explaining its apparent weakness in comparison to the other fundamental forces. The fundamental Planck scale in $3+\delta$ spatial dimensions, $M_D$, is related to the apparent Planck scale in 3 dimensions, $M_{Pl}$, as $M_{Pl}^2 = \frac{8\pi}{\delta+2} M_D^3 R^\delta$ [16]. The increased phase space available in the extra dimensions is expected to enhance the production of gravitons, which are weakly interacting and escape undetected, their presence must therefore be inferred by detecting $E_T^{miss}$. When produced in association with a jet, this gives rise to the monojet signal. Previous searches for large extra dimensions in monophoton and monojet channels have yielded no evidence of new physics [11,12,19–25].

Unparticle models [26] postulate the existence of a scale-invariant (conformal) sector, indicating new physics that cannot be described using particles. This conformal sector is connected to the SM at a high mass scale $\Lambda_U$. In the low-energy limit, with scale dimension $d_u$, events appear to correspond to the production of a non-integer number $d_u$ of invisible particles. Assuming these are sufficiently long-lived to decay outside of the detector, they are undetected and so give rise to $E_T^{miss}$. If $\Lambda_U$ is assumed to be of order TeV, the effects of unparticles can be studied in the context of an effective field theory at the LHC. Previous searches for unparticles at CMS [24] have yielded no evidence of new physics. Figure 2 shows Feynman diagrams for some of the processes leading to the production of a graviton or unparticle in association with a jet.

Fig. 2 Feynman diagrams for the production of a graviton ($G$) or unparticles ($U$) in association with a jet.

2 The CMS detector and event reconstruction

The CMS apparatus features a superconducting solenoid, 12.5 m long with an internal diameter of 6 m, providing a uniform magnetic field of 3.8 T. Within the field volume are a silicon pixel and strip tracker, a crystal electromagnetic calorimeter and a brass/scintillator hadron calorimeter. The momentum resolution for reconstructed tracks in the central region is about 1.5% for non-isolated particles with transverse momenta ($p_T$) between 1 and 10 GeV and 2.8% for isolated particles with $p_T$ of 100 GeV. The calorimeter system surrounds the tracker and consists of a scintillating lead tungstate crystal electromagnetic calorimeter and a brass/scintillator hadron calorimeter with coverage up to $|\eta|=3$. The quartz/steel forward hadron calorimeters extend the calorimetry coverage up to $|\eta|=5$.

A system of gas-ionization muon detectors embedded in the steel flux-return yoke of the solenoid allows reconstruction and identification of muons in the $|\eta|<2.4$ region. Events are recorded using a two-level trigger system. A more detailed description of the CMS detector and the trigger system can be found in [27].

Offline, particle candidates are individually identified using a particle-flow reconstruction [28,29]. This algorithm reconstructs each particle produced in a collision by combining information from the tracker, the calorimeters, and the muon system, and identifies them as either a charged hadron, neutral hadron, photon, muon, or electron. The candidate particles are then clustered into jets using the anti-$k_T$ algorithm [30] with a distance parameter of 0.5. The energy...
resolution for jets is 15% at $p_T$ of 10 GeV, 8% at $p_T$ of 100 GeV, and 4% at $p_T$ of 1 TeV [31]. Corrections are applied to the jet four-momenta as a function of the jet $p_T$ and $\eta$ to account for residual effects of non-uniform detector response [32]. Contributions from multiple proton–proton collisions overlapping with the event of interest (pileup) are mitigated by discarding charged particles not associated with the primary vertex and accounting for the effects from neutral particles [33]. The $E_T^{\text{miss}}$ in this analysis is defined as the magnitude of the vector sum of the transverse momenta of all particles reconstructed in the event, excluding muons.

3 Event selection

Events are collected using two triggers, the first of which has an $E_T^{\text{miss}}$ threshold of 120 GeV, where the $E_T^{\text{miss}}$ is calculated using calorimeter information only. The second trigger requires a particle-flow jet with $p_T > 80$ GeV and $E_T^{\text{miss}} > 105$ GeV, where the $E_T^{\text{miss}}$ is reconstructed using the particle-flow algorithm and excludes muons. This definition of $E_T^{\text{miss}}$ allows the control sample of $Z \rightarrow \mu\mu$ events used for estimating the $Z \rightarrow \nu\nu$ background to be collected from the same trigger as the signal sample. The trigger efficiencies are measured to be nearly 100% for all signal regions. Events are required to have a well-reconstructed primary vertex [34], which is defined as the one with the largest sum of $p_T^2$ of all the associated tracks, and is assumed to correspond to the hard scattering process. Instrumental and beam-related backgrounds are suppressed by rejecting events where less than 20% of the energy of the highest $p_T$ jet is carried by charged hadrons, or more than 7% of this energy is carried by either neutral hadrons or photons. This is very effective in rejecting non-collision backgrounds, which are found to be negligible.

The jet with the highest transverse momentum ($j_1$) is required to have $p_T > 110$ GeV and $|\eta| < 2.4$. As signal events typically contain jets from initial state radiation, a second jet ($j_2$) with $p_T$ above 30 GeV and $|\eta| < 4.5$ is allowed, provided the second jet is separated from the first in azimuth ($\phi$) by less than 2.5 radians, $\Delta \phi(j_1,j_2) < 2.5$. This angular requirement suppresses Quantum ChromoDynamics (QCD) dijet events. Events with more than two jets with $p_T > 30$ GeV and $|\eta| < 4.5$ are discarded, thereby significantly reducing background from top-quark pair $t\bar{t}$ and QCD multijet events. Processes producing leptons, such as $W$ and $Z$ production, dibosons, and top-quark decays, are suppressed by rejecting events with well reconstructed and isolated electrons with $p_T > 10$ GeV, reconstructed muons [35] with $p_T > 10$ GeV and well-identified [36] hadronically decaying tau leptons with $p_T > 20$ GeV and $|\eta| < 2.3$. Electrons and muons are considered isolated if the scalar sum of the $p_T$ of the charged hadrons, neutral hadrons and photon contributions computed in a cone of radius $\sqrt{(\Delta \eta)^2 + (\Delta \phi)^2} = 0.4$ about the lepton direction, divided by the electron or muon $p_T$, is less than 0.2. The analysis is performed in seven inclusive regions of $E_T^{\text{miss}}$: $E_T^{\text{miss}} > 250, 300, 350, 400, 450, 500, 550$ GeV.

4 Monte Carlo event generation

The DM signal samples are produced using the leading order (LO) matrix element generator MadGraph [37] interfaced with Pythia 6.4.26 [38] with tune Z2s [39] for parton showering and hadronization, and the CTEQ 6L1 [40] parton distribution functions (PDFs). The process of DM pair production is generated with up to two additional partons and a transverse momentum requirement of 80 GeV on the partons, with no matching to Pythia. Only initial states with gluons and the four lightest quarks are considered and a universal coupling is assumed to all the quarks. The renormalization and factorization scales are set to the sum of $\sqrt{M^2 + p_T^2}$ for all produced particles, where $M$ is the mass of the particle. For the heavy mediator case, where an effective field theory is assumed, DM particles with masses $M_X = 1, 10, 100, 200, 400, 700,$ and 1000 GeV are generated. For the case of a light mediator, the mediator mass, $M$, is varied from 50 GeV all the way up to 10 TeV (to show the effect of the transition to heavy mediators) for DM particle masses of 50 and 500 GeV. Three separate samples are generated for each value of $M$, with the width, $\Gamma$, of the mediator set to $\Gamma = M/3, M/10, M/8\pi$, where $M/3$ and $M/8\pi$ are taken as the extremes of a wide-width and narrow-width mediator, respectively.

The events for the ADD and unparticle models are generated with Pythia 8.130 [41,42] using tune 4C [43] and the CTEQ 6.6M [40] PDFs. This model is an effective theory and holds only for energies well below $M_D (\Lambda_U)$ for the graviton (unparticle). For a parton-parton centre-of-mass energy $\sqrt{s} > M_D (\Lambda_U)$, the simulated cross sections of the graviton (unparticle) is suppressed by a factor $M_D^4/\tilde{s}^2 (\Lambda_U^4/\tilde{s}^2)$ [42]. The renormalization and factorization scales are set to the geometric mean of the squared transverse mass of the outgoing particles.

The MadGraph [44,45] generator interfaced with Pythia 6.4.26 and the CTEQ 6L1 PDFs is used to produce vector bosons in association with jets ($Z +$ jets and $W +$ jets), $t\bar{t}$, or vector bosons in association with photons ($W\gamma, Z\gamma$). The QCD multijet and diboson ($ZZ, WZ, WW$) processes are generated with Pythia 6.4.26 and CTEQ 6L1 PDFs. Single top-quark events are generated with Powheg [46,47] interfaced with Pythia 6.4.26 and CTEQ 6.6M PDFs. In all cases, Pythia 6.4.26 is used with the Z2s tune. All the generated signal and background events are passed through a Geant4 [48,49] simulation of the CMS detector and reconstructed with the same algorithms as used for collision data. The effect of additional proton–proton interactions in each
beam crossing (pileup) is modelled by superimposing minimum bias interactions (obtained using PYTHIA with the Z2* tune) onto the hard interaction, with the multiplicity distribution of primary vertices matching the one observed in data.

5 Background estimate

After the full event selection, there are two dominant backgrounds: Z + jets events with the Z boson decaying into a pair of neutrinos, denoted Z(νν); and W + jets with the W boson decaying leptonically, denoted W(ℓν) (where ℓ stands for a charged lepton, and can be replaced by e, μ or τ to denote specific decays to electron, muon, or tau, respectively). Other background processes include: t ¯t production; single top quark, denoted (tℓ); QCD multijet; diboson processes, including ZZ, WZ, and WW; and Z + jets events with the Z boson decaying to charged leptons, denoted Z(ℓℓ). Together, these other background processes constitute ≈4% of the total. The dominant backgrounds are estimated from data, as described in detail below, whilst others are taken from simulation, and cross-checked with data. Figure 3 shows the $E_{T}^{\text{miss}}$ distribution of the data and of the expected background, after imposing all the selections described in Sect. 3 and normalised to the estimation from data using the $E_{T}^{\text{miss}}$ threshold of 500 GeV.

The background from events containing Z(νν) decays is estimated from a control data sample of Z(μμ) events, since the kinematic features of the two processes are similar. The control sample is selected by applying the full signal selection, except for the muon veto, and in addition requiring two reconstructed muons with $p_T > 20$ GeV and $|\eta| < 2.4$, with at least one muon also passing the isolation requirement. The reconstructed invariant mass is required to be between 60 and 120 GeV. The distribution of Z(νν) events is estimated from the observed dimuon control sample after correcting for the following: the estimated background in the dimuon sample; differences in muon acceptance and efficiency with respect to neutrinos; and the ratio of branching fractions for the Z decay to a pair of neutrinos, and to a pair of muons ($R_{\text{BF}}$). The acceptance estimate is taken from the fraction of simulated events that pass all signal selection requirements (except muon veto), having two generated muons with $p_T > 20$ GeV and $|\eta| < 2.4$ and an invariant mass within the Z-boson mass window of 60–120 GeV. The efficiency of the selection, which has the additional requirement that there be at least one isolated muon in the event, is also estimated from simulation. It is corrected to account for differences in the measured muon reconstruction efficiencies in data and simulation. The uncertainty in the Z(νν) prediction includes both statistical and systematic components. The sources of uncertainty are: (1) the statistical uncertainty in the numbers of Z(μμ) events in the data, (2) uncertainty due to backgrounds contributing to the control sample, (3) uncertainties in the acceptance due to the size of the simulation samples and from PDFs evaluated based on the PDF4LHC [50,51] recommendations, (4) the uncertainty in the selection efficiency as determined from the difference in measured efficiencies in data and simulation and the size of the simulation samples, and (5) the theoretical uncertainty on the ratio of branching fractions [52]. The backgrounds to the Z(μμ) control sample contribute at the level of 3–5% across the $E_{T}^{\text{miss}}$ signal regions and are predominantly from diboson and $t \bar{t}$ processes. These are taken from simulation and a 50% uncertainty is assigned to them. The dominant source of uncertainty in the high $E_{T}^{\text{miss}}$ regions is the statistical uncertainty in the number of Z(μμ) events, which is 11% for $E_{T}^{\text{miss}} > 500$ GeV. Table 1 summarizes the statistical and systematic uncertainties.

The second-largest background arises from W + jets events that are not rejected by the lepton veto. This can occur when a lepton (electron or muon) from the W decays (prompt or via leptonic tau decay) fails the identification, isolation or acceptance requirements, or a hadronic tau decay is not identified. The contributions to the signal region from these events are estimated from the W(μν) + jets control sample in data. This sample is selected by applying the full signal selection, except the muon veto, and instead requiring an isolated muon with $p_T > 20$ GeV and $|\eta| < 2.4$, and the transverse mass $M_T$ to be between 50 and 100 GeV. Here
Table 1 Summary of the statistical and systematic contributions to the total uncertainty on the Z(νν) background

| $E_T^{miss}$ (GeV) → | >250 | >300 | >350 | >400 | >450 | >500 | >550 |
|----------------------|-------|-------|-------|-------|-------|-------|-------|
| (1) $Z(μμ)$ + jets statistical unc. | 1.7   | 2.7   | 4.0   | 5.6   | 7.8   | 11    | 16    |
| (2) Background        | 1.4   | 1.7   | 2.1   | 2.4   | 2.7   | 3.2   | 3.9   |
| (3) Acceptance        | 2.0   | 2.1   | 2.1   | 2.4   | 2.2   | 2.3   | 2.6   |
| (4) Selection efficiency | 2.1   | 2.2   | 2.2   | 2.4   | 2.7   | 3.1   | 3.7   |
| (5) $R_{BF}$          | 2.0   | 2.0   | 2.0   | 2.0   | 2.0   | 2.0   |       |
| Total uncertainty (%) | 5.1   | 5.6   | 6.6   | 7.9   | 9.9   | 13    | 18    |

Table 2 Summary of the statistical and systematic contributions to the total uncertainty on the W + jets background from the various factors used in the estimation from data

| $E_T^{miss}$ (GeV) → | >250 | >300 | >350 | >400 | >450 | >500 | >550 |
|----------------------|-------|-------|-------|-------|-------|-------|-------|
| (1) W(μν) + jets statistical unc. | 0.8   | 1.3   | 1.9   | 2.8   | 3.9   | 5.5   | 7.3   |
| (2) Background        | 2.3   | 2.3   | 2.2   | 2.3   | 2.4   | 2.6   | 2.8   |
| (3) Acceptance and efficiency | 4.5   | 4.6   | 4.9   | 5.2   | 5.7   | 6.4   | 7.6   |
| Total uncertainty (%) | 5.1   | 5.3   | 5.7   | 6.4   | 7.3   | 8.8   | 11    |

\[
M_T = \sqrt{2 p_T^{μ} E_T^{miss} (1 - \cos Δφ)}, \quad \text{where } p_T^{μ} \text{ is the transverse momentum of the muon and } Δφ \text{ is the azimuthal angle between the muon direction of flight and the negative of the sum of the transverse momenta of all the particles reconstructed in the event.}
\]

The observed number of events in the W control sample is used to find the numbers of W(μν) + jets events passing the selection steps prior to the lepton veto. The required corrections for background contamination of the control sample, and for the acceptance and efficiency are taken from simulation. Using these correction factors, we estimate the fraction of events containing muons that are not identified, either due to inefficiencies in the reconstruction or because they have trajectories outside the muon system acceptance. This acceptance and the selection efficiency are also taken from simulation. Such events will not be rejected by the lepton veto and so contribute to the background in the signal region.

In addition, there are similar contributions from W decays to electrons and tau leptons. These contributions are also estimated based on the W(μν) + jets sample. The ratio of W(ℓν) + jets events to W(μν) + jets events passing the selection steps prior to the lepton veto is taken from simulation, separately for each lepton flavor. The same procedure as that used in the muon case is then applied to obtain the background contribution to the signal region.

The detector acceptances for electrons, muons and tau leptons are obtained from simulation. The lepton selection efficiency is also obtained from simulation, but corrected for any difference between the efficiency measured in data and simulation [53]. A systematic uncertainty of 50% is assigned to the correction for contamination from background events taken from simulation.

The sources of uncertainty in the W + jets estimation are: (1) the statistical uncertainty in the number of single-muon events in the data, (2) uncertainty in the background events obtained from simulation, (3) uncertainty in acceptance from PDFs and size of the simulation samples and uncertainty in the selection efficiency from the variation in the data/MC scale factor and size of the simulation samples. A summary of the fractional contributions of these uncertainties to the total uncertainty in the W + jets background is shown in Table 2.

The QCD multijet background is estimated by correcting the prediction from simulation with a data/MC scale factor derived from a QCD-enriched region in data. The QCD-enriched region is selected by applying the signal selection but relaxing the requirement on the jet multiplicity and the angular separation between the first and second jet and instead requiring that the azimuth angle between the $E_T^{miss}$ and the second jet is less than 0.3. The $p_T$ threshold for selecting jets (all except the leading jet) is varied from 20 to 80 GeV and an average scale factor is derived from a comparison between data and simulation. The $t\bar{t}$ background is determined from simulation and normalised to the approximate next-to-next-to-leading-order cross section [54], and is validated using a control sample of $eμ$ events in data. The predictions for the number of diboson (WW, WZ, ZZ) events are also determined from simulation, and normalised to their next-to-leading-order (NLO) cross sections [55]. Predictions for Wγ and Z(νν)γ events are included in the estimation of W + jets and Z(νν) + jets data, as photons are not explicitly vetoed in the estimation of the W + jets and Z(νν) + jets backgrounds. Single top and Z(ℓℓ) + jets (including Z(ℓℓ)γ production) are predicted to contribute ~0.3% of the total background, and are determined from
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simulation. A 50 % uncertainty is assigned to these backgrounds. In addition to this 50 % uncertainty, the uncertainty on the QCD background also receives a contribution of 30 % arising from the uncertainty on the data/MC scale factor.

### 6 Results

A summary of the predictions and corresponding uncertainties for all the SM backgrounds and the data is shown in Table 3 for different values of the $E_T^{\text{miss}}$ selection. The observed number of events is consistent with the background expectation, given the statistical and systematic uncertainties. The CLa method [56–58] is employed for calculating the upper limits on the signal cross section using a profile likelihood ratio as the test-statistic and systematic uncertainties for all the SM backgrounds and the data is shown in Fig. 4.

The expected and observed upper limits, at 95 % CL, for the contribution of events from non-SM sources passing the selection requirements are shown in Table 3 for different values of the $E_T^{\text{miss}}$ selection. The expected and observed upper limits are given in the last two rows of Table 3. The uncertainties include both statistical and systematic components. The last two rows give the expected and observed upper limits, at 95 % CL, for the contribution of events from non-SM sources passing the selection requirements.

**Table 3** SM background predictions for the numbers of events passing the selection requirements, for various $E_T^{\text{miss}}$ thresholds, compared with the observed numbers of events. The uncertainties include both statistical and systematic components. The last two rows give the expected and observed upper limits, at 95 % CL, for the contribution of events from non-SM sources passing the selection requirements.

| $E_T^{\text{miss}}$ (GeV) → | >250  | >300  | >350  | >400  | >450  | >500  | >550  |
|----------------------------|-------|-------|-------|-------|-------|-------|-------|
| $Z(\nu \nu) + \text{jets}$ | 32100 ± 1600 | 12700 ± 720 | 5450 ± 360 | 2740 ± 220 | 1460 ± 140 | 747 ± 96 | 362 ± 64 |
| $W + \text{jets}$          | 17600 ± 900 | 6060 ± 320 | 2380 ± 130 | 1030 ± 65 | 501 ± 36 | 249 ± 22 | 123 ± 13 |
| $(t\bar{t})$               | 446 ± 220 | 167 ± 84 | 69 ± 35 | 31 ± 16 | 15 ± 7.7 | 6.6 ± 3.3 | 2.8 ± 1.4 |
| $Z(\ell \ell) + \text{jets}$ | 139 ± 70 | 44 ± 22 | 18 ± 9.0 | 8.9 ± 4.4 | 5.2 ± 2.6 | 2.3 ± 1.2 | 1.0 ± 0.5 |
| Single $t$                 | 155 ± 77 | 53 ± 26 | 18 ± 9.1 | 6.1 ± 3.1 | 0.9 ± 0.4 | – | – |
| QCD multijets              | 443 ± 270 | 94 ± 57 | 29 ± 18 | 4.9 ± 3.0 | 2.0 ± 1.2 | 1.0 ± 0.6 | 0.5 ± 0.3 |
| Diboson                    | 980 ± 490 | 440 ± 220 | 220 ± 110 | 118 ± 59 | 65 ± 33 | 36 ± 18 | 20 ± 10 |
| Total SM                   | 51800 ± 2000 | 19600 ± 830 | 8150 ± 400 | 3930 ± 230 | 2050 ± 150 | 1040 ± 100 | 509 ± 66 |
| Data                       | 52200 | 19800 | 8320 | 3830 | 1830 | 934 | 519 |
| Exp. upper limit +1σ       | 5940 | 2470 | 1200 | 639 | 410 | 221 | 187 |
| Exp. upper limit −1σ       | 2870 | 1270 | 638 | 357 | 168 | 123 | 104 |
| Exp. upper limit            | 4250 | 1800 | 910 | 452 | 266 | 173 | 137 |
| Obs. upper limit            | 4510 | 1940 | 961 | 397 | 154 | 120 | 142 |

![Fig. 4](image.png) The model-independent observed and expected 95 % CL upper limits on the visible cross section times times efficiency ($\sigma \times A \times \varepsilon$) for non-SM production of events. *Shaded areas* show the ±1σ and ±2σ bands on the expected limits.
The ISR uncertainty is estimated by varying parton shower parameters within PYTHIA for all signal models. In addition, for the dark matter models, a further uncertainty in ISR is obtained by considering the difference in acceptance and cross section from the nominal generated samples to those where a $p_T$ threshold of 15 GeV is applied on the generated partons and the MLM matching prescription is used to match the matrix element calculation to the parton shower in PYTHIA, with the matching $p_T$ scale of 20 GeV. The dominant uncertainties are from the modeling of the ISR, which contributes at the level of 5% for the dark matter models and 12% for ADD/unparticle models, and the choice of renormalization/factorization scale, which leads to an uncertainty of around 10% for ADD/unparticle models and 15% for the dark matter models. In addition, the uncertainty on the scalar dark matter model is dominated by the PDF uncertainty, which ranges from 7% for low DM mass and up to 30% for high DM mass.

For each signal point, limits are derived from the signal region expected to give the best limit on the cross section. For

### Table 4 Expected and observed 90% CL upper limits on the DM-nucleon cross section, $\sigma_{\chi N}$, and 90% CL lower limits on the effective contact interaction scale, $\Lambda$, for the vector operator

| $M_\chi$ (GeV) | Expected $\Lambda$ (GeV) | $\sigma_{\chi N}$ (cm$^2$) | Expected $-1\sigma$ $\Lambda$ (GeV) | $\sigma_{\chi N}$ (cm$^2$) | Expected $+1\sigma$ $\Lambda$ (GeV) | $\sigma_{\chi N}$ (cm$^2$) | Observed $\Lambda$ (GeV) | $\sigma_{\chi N}$ (cm$^2$) |
|---------------|-------------------------|-----------------------------|------------------------------------|-----------------------------|------------------------------------|-----------------------------|---------------------------|-----------------------------|
| 1             | 951                     | $3.19 \times 10^{-40}$      | 1040                               | $2.23 \times 10^{-40}$      | 843                                | $5.17 \times 10^{-40}$      | 1029                      | $2.33 \times 10^{-40}$    |
| 10            | 959                     | $9.68 \times 10^{-40}$      | 1049                               | $6.77 \times 10^{-40}$      | 850                                | $1.57 \times 10^{-39}$      | 1038                      | $7.06 \times 10^{-40}$    |
| 100           | 960                     | $1.13 \times 10^{-39}$      | 1050                               | $7.92 \times 10^{-40}$      | 851                                | $1.83 \times 10^{-39}$      | 1039                      | $8.26 \times 10^{-40}$    |
| 200           | 926                     | $1.32 \times 10^{-39}$      | 1013                               | $9.21 \times 10^{-40}$      | 821                                | $2.13 \times 10^{-39}$      | 1003                      | $9.60 \times 10^{-40}$    |
| 400           | 848                     | $1.89 \times 10^{-39}$      | 927                                | $1.32 \times 10^{-39}$      | 752                                | $3.06 \times 10^{-39}$      | 918                       | $1.37 \times 10^{-39}$    |
| 700           | 652                     | $5.40 \times 10^{-39}$      | 713                                | $3.78 \times 10^{-39}$      | 578                                | $8.75 \times 10^{-39}$      | 706                       | $3.94 \times 10^{-39}$    |
| 1000          | 471                     | $1.99 \times 10^{-38}$      | 515                                | $1.39 \times 10^{-38}$      | 418                                | $3.22 \times 10^{-38}$      | 510                       | $1.45 \times 10^{-38}$    |

### Table 5 Expected and observed 90% CL upper limits on the DM-nucleon cross section, $\sigma_{\chi N}$, and 90% CL lower limits on the effective contact interaction scale, $\Lambda$, for the axial-vector operator

| $M_\chi$ (GeV) | Expected $\Lambda$ (GeV) | $\sigma_{\chi N}$ (cm$^2$) | Expected $-1\sigma$ $\Lambda$ (GeV) | $\sigma_{\chi N}$ (cm$^2$) | Expected $+1\sigma$ $\Lambda$ (GeV) | $\sigma_{\chi N}$ (cm$^2$) | Observed $\Lambda$ (GeV) | $\sigma_{\chi N}$ (cm$^2$) |
|---------------|-------------------------|-----------------------------|------------------------------------|-----------------------------|------------------------------------|-----------------------------|---------------------------|-----------------------------|
| 1             | 947                     | $1.19 \times 10^{-41}$      | 1035                               | $8.33 \times 10^{-42}$      | 839                                | $1.93 \times 10^{-41}$      | 1025                      | $8.68 \times 10^{-42}$    |
| 10            | 949                     | $3.71 \times 10^{-41}$      | 1038                               | $2.59 \times 10^{-41}$      | 841                                | $6.00 \times 10^{-41}$      | 1027                      | $2.70 \times 10^{-41}$    |
| 100           | 932                     | $4.68 \times 10^{-41}$      | 1019                               | $3.28 \times 10^{-41}$      | 826                                | $7.58 \times 10^{-41}$      | 1008                      | $3.41 \times 10^{-41}$    |
| 200           | 880                     | $5.94 \times 10^{-41}$      | 962                                | $4.15 \times 10^{-41}$      | 780                                | $9.62 \times 10^{-41}$      | 952                       | $4.33 \times 10^{-41}$    |
| 400           | 722                     | $1.32 \times 10^{-40}$      | 789                                | $9.21 \times 10^{-41}$      | 640                                | $2.13 \times 10^{-40}$      | 781                       | $9.60 \times 10^{-41}$    |
| 700           | 505                     | $5.52 \times 10^{-40}$      | 552                                | $3.86 \times 10^{-40}$      | 447                                | $8.94 \times 10^{-40}$      | 546                       | $4.03 \times 10^{-40}$    |
| 1000          | 335                     | $2.85 \times 10^{-39}$      | 366                                | $1.99 \times 10^{-39}$      | 297                                | $4.61 \times 10^{-39}$      | 363                       | $2.08 \times 10^{-39}$    |

### Table 6 Expected and observed 90% CL upper limits on the DM-nucleon cross section, $\sigma_{\chi N}$, and 90% CL lower limits on the effective contact interaction scale, $\Lambda$, for the scalar operator

| $M_\chi$ (GeV) | Expected $\Lambda$ (GeV) | $\sigma_{\chi N}$ (cm$^2$) | Expected $-1\sigma$ $\Lambda$ (GeV) | $\sigma_{\chi N}$ (cm$^2$) | Expected $+1\sigma$ $\Lambda$ (GeV) | $\sigma_{\chi N}$ (cm$^2$) | Observed $\Lambda$ (GeV) | $\sigma_{\chi N}$ (cm$^2$) |
|---------------|-------------------------|-----------------------------|------------------------------------|-----------------------------|------------------------------------|-----------------------------|---------------------------|-----------------------------|
| 1             | 411                     | $1.85 \times 10^{-45}$      | 437                                | $1.30 \times 10^{-45}$      | 380                                | $3.00 \times 10^{-45}$      | 436                       | $1.31 \times 10^{-45}$    |
| 10            | 407                     | $6.15 \times 10^{-45}$      | 432                                | $4.31 \times 10^{-45}$      | 375                                | $1.02 \times 10^{-44}$      | 430                       | $4.44 \times 10^{-45}$    |
| 100           | 407                     | $7.25 \times 10^{-45}$      | 432                                | $5.08 \times 10^{-45}$      | 375                                | $1.20 \times 10^{-44}$      | 430                       | $5.23 \times 10^{-45}$    |
| 200           | 402                     | $7.96 \times 10^{-45}$      | 426                                | $5.58 \times 10^{-45}$      | 369                                | $1.31 \times 10^{-44}$      | 424                       | $5.75 \times 10^{-45}$    |
| 400           | 348                     | $1.90 \times 10^{-44}$      | 368                                | $1.34 \times 10^{-44}$      | 319                                | $3.16 \times 10^{-44}$      | 366                       | $1.39 \times 10^{-44}$    |
| 700           | 274                     | $7.91 \times 10^{-44}$      | 290                                | $5.60 \times 10^{-44}$      | 252                                | $1.32 \times 10^{-43}$      | 289                       | $5.79 \times 10^{-44}$    |
| 1000          | 208                     | $4.15 \times 10^{-43}$      | 220                                | $2.94 \times 10^{-43}$      | 191                                | $6.93 \times 10^{-43}$      | 219                       | $3.04 \times 10^{-43}$    |
dark matter and ADD models, the most stringent limits are obtained for \( E_{\text{miss}}^{\text{T}} > 500 \text{ GeV} \), whereas for unparticles the optimal selection varies from \( E_{\text{miss}}^{\text{T}} > 300 \text{ GeV} \) for \( \Lambda_U = 1 \text{ TeV} \) to \( E_{\text{miss}}^{\text{T}} > 500 \text{ GeV} \) for larger values of \( \Lambda_U \).

### 7 Interpretation

The observed limit on the cross section depends on the mass of the dark matter particle and the nature of its interaction with the SM particles. The limits on the effective contact interaction scale \( \Lambda \) as a function of \( M_\chi \) can be translated into a limit on the dark matter-nucleon scattering cross section using the reduced mass of the \( \chi \)-nucleon system [9].

Within the framework of the effective field theory, we extract limits on the contact interaction scale, \( \Lambda \), and on the DM-nucleon scattering cross-section, \( \sigma_{\chi N} \). The confidence level chosen for these limits is 90 %, to enable a direct comparison with the results from the direct detection experiments. The expected and observed limits as a function of the DM mass, \( M_\chi \), are shown for the vector and axial-vector operators [6,9] in Tables 4 and 5, respectively, and for the scalar operator [6,9] in Table 6. Figure 5 shows the 90 % CL upper limits on the DM-nucleon scattering cross section as a function of \( M_\chi \) together with those from the direct detection experiments and the previously published CMS result. The limits for the axial-vector operator translate to spin dependent interactions of the dark matter with nucleons, and for the vector and scalar operators they translate to spin independent dark matter-nucleon interactions.

Given the high centre-of-mass energies that are being probed by the LHC, it is important to consider the possibility that the effective theory is not always valid. The validity of the effective theory has been discussed in [7,9,62–65]. It is pointed out in the literature that for theories to be perturbative the product of the couplings \( g_\chi g_q \) is typically required to be smaller than \( 4\pi \), and this condition is likely not satisfied for the entire region of phase space probed by the collider searches. In addition, the range of values for the couplings being probed within the effective field theory may be unrealistically large [65].

Therefore, we also consider the explicit case of an \( s \)-channel mediator with vector interactions, following the model described in [62]. The mass of the mediator is varied for two fixed values of the mass of the DM particle, 50 and 500 GeV. The width of the mediator is varied between the extremes of \( M/8\pi \) and \( M/3 \), where \( M/8\pi \) corresponds to a mediator that can annihilate into only one quark flavor and helicity, has couplings \( g_\chi g_q = 1 \) and is regarded as a lower limit on the mediator width. However, not all widths may be physically realizable for the DM couplings that are considered [62]. Figure 6 shows the resulting observed limits on the mediator mass divided by coupling (\( M/\sqrt{g_\chi g_q} \)), as a function of the mass of the mediator. The resonant enhancement in the production cross section, once the mass of the mediator is within the kinematic range and can be produced on-shell, can be clearly seen. The limits on \( M/\sqrt{g_\chi g_q} \) approximate to those obtained from the effective field theory framework at
large mediator mass, but are weaker at low mediator mass. Also shown are dashed contours corresponding to constant values of the couplings \( g_\chi g_q \).

Lower limits on \( M_D \) in the ADD model, for different values of \( \delta \), have been obtained using LO cross section calculations, and the application of NLO QCD corrections, using \( K \)-factors, \( K = \sigma_{\text{NLO}}/\sigma_{\text{LO}} \) of 1.4 for \( \delta = \{2, 3\} \), 1.3 for \( \delta = \{4, 5\} \), and 1.2 for \( \delta = 6 \) [77]. Figure 7 shows 95 % CL limits at LO, compared to published results from ATLAS, LEP, and the Tevatron. The ATLAS limits were produced using the full kinematic phase space, without any truncation applied to restrict the phase space to the region where the effective field theory is valid. The CMS limits are obtained using the truncated phase space, after discarding events for which the parton center of mass energy \( \hat{s} > M_D^2 \). The maximum difference in the cross section evaluated with and without the

\[
\begin{array}{cccc}
\delta & \text{Expected limit} & +1\sigma & -1\sigma & \text{Observed limit} \\
2 & 5.09 & 4.80 & 5.60 & 5.61 \\
3 & 3.99 & 3.87 & 4.36 & 4.38 \\
4 & 3.74 & 3.56 & 3.86 & 3.86 \\
5 & 3.32 & 2.99 & 3.54 & 3.55 \\
6 & 2.99 & 2.98 & 3.25 & 3.26 \\
\end{array}
\]

### Table 7 Expected and observed 95 % CL lower limits on ADD model parameter \( M_D \) in TeV as a function of \( \delta \) at LO and NLO

\[
\begin{array}{cccc}
\delta & \text{LO limit on } M_D \text{ (TeV)} & +1\sigma & -1\sigma & \text{Observed limit} \\
2 & 5.53 & 5.21 & 6.08 & 6.09 \\
3 & 4.34 & 4.21 & 4.74 & 4.77 \\
4 & 3.85 & 3.66 & 3.97 & 3.97 \\
5 & 3.49 & 3.14 & 3.72 & 3.73 \\
6 & 3.24 & 3.23 & 3.52 & 3.53 \\
\end{array}
\]

### Table 7 Expected and observed 95 % CL lower limits on ADD model parameter \( M_D \) in TeV as a function of \( \delta \) at LO and NLO

\[
\begin{array}{cccc}
\delta & \text{NLO limit on } M_D \text{ (TeV)} & +1\sigma & -1\sigma & \text{Observed limit} \\
2 & 5.53 & 5.21 & 6.08 & 6.09 \\
3 & 4.34 & 4.21 & 4.74 & 4.77 \\
4 & 3.85 & 3.66 & 3.97 & 3.97 \\
5 & 3.49 & 3.14 & 3.72 & 3.73 \\
6 & 3.24 & 3.23 & 3.52 & 3.53 \\
\end{array}
\]

### Fig. 7 Lower limits at 95 % CL on \( M_D \) plotted against the number of extra dimensions \( \delta \), with results from the ATLAS [25], CMS [11], LEP [19–21,78], CDF [22], and DØ [23] collaborations

\[
\begin{array}{cccc}
\delta & \text{LO limit on } M_D \text{ (TeV)} & +1\sigma & -1\sigma & \text{Observed limit} \\
2 & 5.53 & 5.21 & 6.08 & 6.09 \\
3 & 4.34 & 4.21 & 4.74 & 4.77 \\
4 & 3.85 & 3.66 & 3.97 & 3.97 \\
5 & 3.49 & 3.14 & 3.72 & 3.73 \\
6 & 3.24 & 3.23 & 3.52 & 3.53 \\
\end{array}
\]

### Fig. 8 The expected and observed lower limits on the unparticle model parameters \( \Lambda_U \) as a function of \( d_U \) at 95 % CL, compared to previous results [24,79]. The shaded region indicates the side of the curve that is excluded

\[
\begin{array}{cccc}
\delta & \text{LO limit on } M_D \text{ (TeV)} & +1\sigma & -1\sigma & \text{Observed limit} \\
2 & 5.53 & 5.21 & 6.08 & 6.09 \\
3 & 4.34 & 4.21 & 4.74 & 4.77 \\
4 & 3.85 & 3.66 & 3.97 & 3.97 \\
5 & 3.49 & 3.14 & 3.72 & 3.73 \\
6 & 3.24 & 3.23 & 3.52 & 3.53 \\
\end{array}
\]
truncation was found to be 11%. Table 7 shows the expected and observed limits at LO and NLO for the ADD model.

Figure 8 shows the expected and observed 95% CL limits on the cross-sections for scalar unparticles (S = 0) with $d_U = 1.5, 1.6, 1.7, 1.8$, and 1.9 as a function of $\Lambda_U$ for a fixed coupling constant $\lambda = 1$. The observed 95% CL limit $\Lambda_U$ for these values of $d_U$ is shown in Table 8.

### 8 Summary

A search for particle dark matter, large extra dimensions, and unparticle production has been performed in the mono-jet channel using a data sample of proton–proton collisions at $\sqrt{s} = 8$ TeV corresponding to an integrated luminosity of 19.7 $fb^{-1}$. The dominant backgrounds to this topology are from $Z(\nu\nu) + j$ and $W(\ell\nu) + j$ events, and are estimated from data samples of $Z(\mu\mu)$ and $W(\mu\nu)$ events, respectively. The data are found to be in agreement with expected contributions from standard model processes. Limits are set on the DM-nucleon scattering cross section assuming vector, axial-vector, and scalar operators. Limits are also set on the fundamental Planck scale $M_D$ in the ADD model of large extra dimensions and on the unparticle model parameter $\Lambda_U$. Compared to previous CMS publications in this channel, the lower limits on $M_D$ represent an approximately 40% improvement, and the lower limits on the unparticle model parameter $\Lambda_U$ represent an improvement by a factor of roughly 3. The upper limit on the DM-nucleon cross section has been reduced from $8.79 \times 10^{-41}$ to $2.70 \times 10^{-41} \text{cm}^2$ for the axial-vector operator and from $2.47 \times 10^{-39}$ to $7.06 \times 10^{-40} \text{cm}^2$ for the vector operator for a particle DM mass of 10 GeV. The constraints on ADD models and unparticles are the most stringent limits in this channel and those on the DM-nucleon scattering cross section are an improvement over previous collider results.
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