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Abstract—Semantic communication in the 6G era has been deemed a promising communication paradigm to break through the bottleneck of traditional communications. However, its applications for the multi-user scenario, especially the broadcasting case, remain under-explored. To effectively exploit the benefits enabled by semantic communication, in this paper, we propose a one-to-many semantic communication system. Specifically, we propose a deep neural network (DNN) enabled semantic communication system called MR_DeepSC. By leveraging semantic features for different users, a semantic recognizer based on the pre-trained model, i.e., DistilBERT, is built to distinguish different users. Furthermore, the transfer learning is adopted to speed up the training of new receiver networks. Simulation results demonstrate that the proposed MR_DeepSC can achieve the best performance in terms of BLEU score than the other benchmarks under different channel conditions, especially in the low signal-to-noise ratio (SNR) regime.

Index Terms—Deep learning, semantic communications, multi-user communications.

I. INTRODUCTION

With the rapid development of artificial intelligence (AI) and natural language processing (NLP), intelligent communication is envisioned as a promising solution to unlocking the bottleneck of traditional communication systems [1]. Especially, deep learning-based semantic communications have shown great potential in realizing the next level of communication, and have attracted widespread attention lately. Compared with traditional communication systems, deep learning-based semantic communication systems only transmit the basic semantic information at the transmitter, and reconstruct the semantic information through prior knowledge at the receiver, which can significantly reduce the required communication resources and achieve robust performance in the bad channel environments, i.e., low signal-to-noise (SNR) ratio regime [2].

Due to the great potential of deep learning-enabled semantic communication, many researchers have focused on the system design for various source contents [3], [4], [5], [6], [7], [8]. The authors in [3] proposed a joint source-channel coding scheme to transmit text sentences with fixed length in simple channel environments. In order to handle text sentences with different lengths more flexibly in complex channel environments, the authors in [4] further developed a Transformer-based semantic communication framework. Moreover, a semantic communication system combined with a knowledge graph was developed in [5] to further improve semantic error correction capability and data compression rate. In addition to text transmission, an attention-based semantic communication was designed to process speech signals in [6]. Recently, the works [7] and [8] investigated the deep learning-enabled semantic communication for image transmission.

It is worth noting that all of the works mentioned above mainly focused on single-user semantic communication systems. In reality, with the emergence of new applications, such as autonomous transportation, drone fleets, and remote command systems, the multi-user system for semantic transmission needs to be explored to support various user requirements. The latest work [9] designed a task-oriented semantic communication system for multi-user cases, wherein many-to-one and many-to-many communication for different tasks were investigated. However, the broadcast case with one transmitter and multiple receivers is not considered, which is also very important in wireless communications.

Motivated by the research efforts mentioned above, in this paper, we aim to develop a deep learning-based semantic communication system for the one-to-many broadcast scenario. Firstly, a novel semantic communication framework consisting of one transmitter and multiple receivers based on Transformer is developed. Secondly, considering that different users possess different semantic information, the pre-trained model, i.e., DistilBERT, is built as the semantic recognizer at each receiver to distinguish users. Furthermore, in order to deal with multiple different channel environments experienced by different users, the deep transfer learning is adopted to speed up the training processes of the new receiver network. Finally, simulation results demonstrate that the proposed framework is superior to the traditional communication model and some other DL-based semantic models in terms of BLEU score and
has a robust performance in various channel environments, especially in the case of a low SNR ratio.

The rest of this paper is organized as follows. Section II describes the system model for one-to-many semantic communication. In Section III, the proposed MR_DeepSC system model is detailed. Section IV presents simulation results to evaluate the performance of MR_DeepSC. Finally, Section V provides the conclusion.

II. ONE-TO-MANY SEMANTIC COMMUNICATION SYSTEM DESIGN

The proposed system model is shown in Fig. 1, where we consider a DNN-enabled semantic communication model for one-to-many communication that consists of a transmitter and multiple receivers. The transmitter is responsible for transmitting all the users’ source text information while each receiver only estimates its own information. In this regard, the proposed system is expected to accomplish the following major tasks: i) recover the original information as accurately as possible; ii) distinguish different users’ information at receivers.

A. Transmitter

As illustrated in Fig. 1, the source sentence of user $k$ is represented as $s_k = [w^k_1, w^k_2, \ldots, w^k_{L_k}]$, where $w^k_l$ represents the $l$-th word in the sentence of user $k$. We consider that the transmitter packets all source sentences without knowing the corresponding user of each sentence, so all source sentences are shuffled and merged into a long sequence as the input $s = [w^1_1, w^2_2, \ldots, \text{sep}], w^1_1, w^2_2, \ldots]$, where $\text{sep}$ is the separator between each sentence. The transmitter consists of two components, namely the semantic encoder and the channel encoder, where the semantic information from the transmitted sequence is extracted by the semantic encoder and then is transmitted over physical channels after channel coding by the channel encoder. Specifically, the semantic encoder first calculates the dependencies among words in different positions of the sentence. Then, it extracts the important semantic information according to the importance of the dependencies. The channel encoder plays channel encoding on the extracted semantic information for transmission on the physical channel. Note that the semantic encoder and channel encoder are implemented by independent neural networks respectively. Thus, the encoded symbol sequence $x \in \mathbb{C}^{M \times 1}$ is written as

$$x = T^C(T^S(s; \alpha); \beta),$$  (1)

where $M$ is the length of the symbol sequence, $T^S(\cdot; \alpha)$ represents the semantic encoder constructed based on deep neural networks, and $\alpha$ is the parameter set of the deep neural network. $T^C(\cdot; \beta)$ represents the channel encoder, which is constructed by the neural networks with parameter set $\beta$.

B. Receivers

Different from the point-to-point communication transmission for a single user, the communication system designed for broadcast communications in Fig. 1 involves one transmitter and multiple receivers. When the transmitted signal transverses physical channels, the received signal $y_k \in \mathbb{C}^{M \times 1}$ at receiver $k$ is expressed as

$$y_k = h_k x + w_k,$$  (2)

where $h_k$ represents the coefficients of the linear channel, $w_k \sim \mathcal{CN}(0, \sigma^2)$ indicates independent and identically distributed Gaussian noise.

As shown in Fig. 1, there are also two main parts in each receiver structure, i.e., channel decoder and semantic decoder. The channel decoder is used to recover the transmitted symbols while the semantic decoder is used to recover the transmitted sentences. The decoded signal of receiver $k$ can be formulated as

$$\hat{s}_k = R^C_k(R^S_k(y_k; \chi_k); \delta_k),$$  (3)

where $\hat{s}_k$ represents the target sentence of user $k$, $R^C_k(\cdot; \chi_k)$ is the channel decoder of receiver $k$ with the parameter set $\chi_k$, and $R^S_k(\cdot; \delta_k)$ represents the semantic decoder of receiver $k$ with the parameter set $\delta_k$.

Note that in the broadcast case, the transmitted signals and sentences include information from all users. In order to improve resource efficiency, the traditional division mechanisms (e.g., TDMA or FDMA) are not utilized in our design. Considering the sentences sent to different users may carry different semantic features, such as language, emotions, etc., we establish a semantic recognizer at each receiver to label these differences. Combing the background knowledge and the semantic recognizer, only the received information satisfying the target user’s feature is finally received at each receiver.

III. ONE-TO-MANY SEMANTIC COMMUNICATION SYSTEM IMPLEMENTATION

In this section, without loss of generality, we consider two users and distinguish them according to the different emotions for simplicity, i.e., user 1 receives positive text sentence $S^P$ whereas user 2 receives negative text sentence $S^N$. Then, a DNN-enabled semantic communication system named MR_DeepSC is proposed, in which Transformer [10] is exploited for semantic extraction and recovery and DistilBERT [11] is adopted as a semantic recognizer.

A. Model Description

As shown in Fig. 2, a small batch of input sentences $S \in \mathbb{R}^{B \times 2L}$ is generated by a knowledge set $D$, where $B$ is the batch size. Each sentence consists of one positive sentence $S^P$ and one negative sentence $S^N$, both of which are padded to the same length $L$ by special symbols. The embedding layer converts the words of the sentence into word vectors and obtains the word vector sequence $E \in \mathbb{R}^{B \times 2L \times D}$ as the input of the semantic encoder. Here $D$ is the dimension of each word vector. The semantic encoder consists of multiple
Transformer encoding layers, each of which is further divided into two sublayers, i.e., the self-attention sublayer and the feed-forward sublayer. The self-attention layer is first explored to transform the current input \( E \) into three matrices, i.e., the query matrix \( Q \in \mathbb{R}^{B \times 2L \times V} \), the key matrix \( K \in \mathbb{R}^{B \times 2L \times V} \), and the value matrix \( V \in \mathbb{R}^{B \times 2L \times V} \) through three different linear layers. \( V \) is the output dimension of the three linear layers. Then the attention operation is performed based on these three matrices to obtain the key matrix \( K \), the value matrix \( V \), and the query matrix \( Q \) as input and \( Y_1 \) and \( Y_2 \) as outputs at receiver 1 and receiver 2, respectively. \( Y_1 \) and \( Y_2 \) are respectively given as

\[
Y_1 = H_1 X + W_1, \\
Y_2 = H_2 X + W_2,
\]

where \( H_1 \) and \( H_2 \) contain \( B \) vectors of channel coefficient, \( W_1 \) and \( W_2 \) consist of \( B \) vectors of Gaussian noise.

Considering that all the receivers in the considered model have the same structure, we take receiver 1 as an example for simplicity. After receiving \( Y_1 \), the dense layers of the channel decoder in receiver 1 reverse the received symbol sequence to recover the semantic matrix \( \hat{M}_1 \in \mathbb{R}^{B \times 2L \times V} \). The semantic decoder consists of multiple Transformer decoding layers, and each Transformer decoding layer has three sublayers, i.e., the self-attention sublayer, encoder-decoder attention sublayer, and feed-forward sublayer. The self-attention sublayer performs the attention operation on the past output to obtain the query matrix. The encoder-decoder attention sublayer passes the semantic matrix \( \hat{M}_1 \) through different linear layers to obtain the key matrix and the value matrix, and then performs the attention operation based on these three matrices and estimates the original sentence \( \hat{S}_1 \).

Since \( \hat{S}_1 \) contains sentences of different users, we separate sentences with equal length first and then apply the pre-trained model DistilBERT to categorize sentence emotions of these sentences belonging to different users. As a compressed version of BERT, DistilBERT is smaller, faster, and lighter than the typical BERT, and has been trained by millions of sentences, which makes it ready for a variety of tasks [11]. For each sentence, DistilBERT utilizes multiple Transformer encoding layers to output a vector for representing its global information, which is then further input into the classification layer to obtain the emotional features of each sentence. Finally, the positive sentence required by the user 1 can be extracted from \( \hat{S}_1 \) according to these emotional features.

B. Training Algorithm

The training process of the whole system is illustrated in Fig. 3 and the pseudocode is given in Algorithm 1. The whole training process is divided into two phases. In the first phase, it aims to train the network between the transmitter and receiver 1. Although receiver 1 and receiver 2 have a similar network structure and share one transmitter, since different users have different transmit channels, in the second phase, it aims to train the network between the transmitter and receiver 2 to reduce the training cost and improve the training speed.

Specifically, in the first phase, a small batch of input \( S \) from the knowledge set \( D \) is encoded into \( M \) through a semantic encoder. Then, \( M \) is converted into \( X \) by channel encoder over the physical channel. At receiver 1, \( Y_1 \) is received and then decoded at the physical channel layer to obtain the recovered semantic information \( \hat{M} \). Afterwards, the semantic decoder layer is utilized to estimate the semantic sentence \( \hat{S}_1 \). Note that \( \hat{S}_1 \) is not processed by the semantic recognizer and contains all the semantic sentences from the input. Finally, the network between the transmitter and receiver 1 is trained by the stochastic gradient descent with the cross-entropy loss function \( L_{CE}(S, \hat{S}; \alpha, \beta, \chi_1, \delta_1) \) as follows.

\[
L_{CE}(S, \hat{S}; \alpha, \beta, \chi_1, \delta_1) = - \sum_{i=1}^{w_1} (q(w_1) \log(p(w_1)) + (1-q(w_1)) \log(1-p(w_1))),
\]

(5)
Algorithm 1: MR_DeepSC Training Algorithm

**Initialization:** The background knowledge set $D$;

**Function:** Train Transmitter and Receiver 1:

1. Initial the weights $W$ and bias $b$;
2. Transmitter:
   3. Take a batch $S$ from the set $D$
   4. $T^S(\hat{S}_1; \alpha) \rightarrow M$.
   5. $T^C(M; \beta) \rightarrow X$.
   6. Transmit $X$ over the channel.
3. Receiver 1:
   8. Receive $Y_1$.
   9. $R^S_1(Y_1; \chi_1) \rightarrow M_1$.
   10. $R^S_1(\hat{M}_1; \delta_1) \rightarrow \hat{S}_1$.
   11. Compute loss function $\mathcal{L}_{CE}(S, \hat{S}_1; \alpha, \beta, \chi_1, \delta_1)$.
   12. Train $\alpha, \beta, \chi_1, \delta_1$ \rightarrow \text{Gradient descent with $\mathcal{L}_{CE}$}.
   13. Return: $T^S(\cdot; \alpha), T^C(\cdot; \beta), R^S_1(\cdot; \chi_1), R^S_1(\cdot; \delta_1)$.
4. Load the pre-trained model:
   14. $T^S(\cdot; \alpha), T^C(\cdot; \beta), R^S_1(\cdot; \chi_1), R^S_1(\cdot; \delta_1)$.
5. Freeze $T^S(\cdot; \alpha)$ and $T^C(\cdot; \beta)$.
6. $\chi_1 \rightarrow \chi_2, \delta_1 \rightarrow \delta_2$.
7. Repeat line 2-12 to train Receiver 2 until convergence.
8. Return: $R^S_2(\cdot; \chi_2), R^S_2(\cdot; \delta_2)$.

---

where $q(w_l)$ and $p(w_l)$ represent the actual and predicted probabilities of the $l$-th word appearing in $S$ and $\hat{S}_1$, respectively.

In the second phase, we first load the pre-trained transmitter and receiver 1. For a different receiver, we only need to redesign and train the semantic decoder and channel decoder after freezing the parameters of the semantic and channel encoder in the same transmitter. Then we repeat the steps of the first phase to train receiver 2 until convergence.

**IV. PERFORMANCE EVALUATION**

In this section, we adopt the widely recognized evaluation metric in natural language processing, namely the bilingual evaluation understudy (BLEU) [12], for measuring the performance of different approaches, and compare the proposed MR_DeepSC model with the other four benchmarks under both the AWGN channel and Rayleigh fading channel.

**A. Simulation Settings**

Three datasets for training and testing are adopted in our numerical simulation. The first dataset is the standard proceedings of the European Parliament [13], which consists of around 2 million sentences and is pre-processed into sentences of 4 to 15 words. The second comes from the Internet including 8000 positive sentences and 8000 negative sentences. As the mechanism to distinguish users is based on their obvious emotional features, we divide the second dataset into two parts. The first part along with the first dataset is used as the training dataset while the remaining part is used as the testing dataset. The third dataset comes from the Internet, which contains seven categories including sports, education, finance, games, medicine, politics, and military. Each category contains 6000 sentences with distinct distinguishing features. It is divided in the same way as the second dataset and used for the system with more than two users in Fig. 5.

The typical Transformer that consists of three encoding and decoding layers with 8 heads is utilized for the semantic coding and decoding. The channel encoder and decoder are set as a dense layer of 16 units and 128 units, respectively. A single antenna is adopted for each transmitter and receiver. The whole network is optimized by the SGD and the learning rate is $1 \times 10^{-4}$. For performance comparison, we provide the other four benchmarks which are defined as follows.

1) **BERT:** A DNN-based communication system in which the structure of semantic encoder and semantic decoder is the same as that of the proposed MR_DeepSC, but the semantic recognizer is constructed based on the pre-trained model BERT [11].

2) **TextCNN:** A DNN-based semantic communication system similar to the proposed method except that the TextCNN-based semantic recognizer [14] is adopted at the receiver and is pre-trained with the IMDb dataset [15].

3) **LSTM:** A DNN-based communication system in which the semantic encoder and semantic decoder are reconstructed based on the LSTM in [3], and a DistilBERT-based semantic recognizer is exploited to distinguish different users.

4) **Turbo:** A traditional communication system in which the source coding and channel coding are employed independently. The source coding is Huffman coding while the channel coding is Turbo coding [16]. The turbo encoding rate is $1/3$ and the Max-Log-MAP algorithm with 5 iterations is used for the turbo decoding. Moreover, 64-QAM and CDMA are exploited for the modulation and multiple access, respectively.

**B. Simulation Results**

Fig. 4(a) and Fig. 4(b) illustrate the relationship between BLEU score and SNR value for two receivers of different benchmarks under different channel environments, where receiver 1 and receiver 2 are tested under the AWGN channel and the Rayleigh fading channel, respectively. In the comparison between the DNN-based models and the traditional...
In this paper, we proposed a DNN-enabled semantic communication system called “MR_DeeSC” for one-to-many communications. The semantic coding and channel coding were jointly designed to learn and extract the features in order to achieve robust performance under various channel conditions. The transfer learning was adopted to speed up the training of the new receiver network. By taking advantage of different emotional features, a semantic recognizer based on the pre-trained model was developed to distinguish different users. Simulation results demonstrated that the proposed system can improve the performance gains compared with other benchmarks under different channel conditions. To the best of the authors’ knowledge, the work in this paper is the first attempt to design a one-to-many semantic communication system. The proposed “MR_DeeSC” can pave the way for the development of future semantic communication systems.

V. Conclusion

The computational complexity for different models is compared in Table I. The traditional model “Turbo” has a lower complexity than all DNN-based models due to the complicated structure of deep neural networks. The complexity of “LSTM” and “TextCNN” is lower than that of the proposed model since the structures of the LSTM-based encoder-decoder in “LSTM” and the TextCNN-based recognizer in “TextCNN” are relatively simple. Besides, the proposed model shows a much lower complexity compared with the “BERT” method for the reason that the DistilBERT adopted in the proposed model is a compressed version of BERT, which has much fewer structural layers. As a result, we can conclude that our proposed method can achieve a better balance between complexity and performance.

Fig. 5 illustrates the impact of the number of users on the performance with different models in Rayleigh fading channels with an SNR of 12 dB. The performance metric is the average of all users’ BLEU scores. When the number of users increases, longer input sentences cause more difficulty for the encoder, resulting in a slight decrease in the performance of all models. In addition, it demonstrates that the proposed model achieves better performance than the other four benchmarks.
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