SU(N)-natural inflation
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We study the SU(N) gauge fields coupled with the inflaton through the Chern–Simons coupling and propose a general procedure for constructing homogeneous, isotropic, and attractor solutions of the gauge fields during inflation. Gauge fields develop various VEVs corresponding to different spontaneous symmetry breaking patterns of SU(N), where embedded SU(2) subgroups are broken with the spatial rotation SO(3) symmetry. As specific examples, we construct the stable solutions for N = 3 and 4. We numerically solve the gauge field dynamics and confirm that our analytic solutions are complete and attractor. Notably, the proposed approach is applicable to the other simple Lie groups.

Introduction.— Cosmological inflation successfully describes the primordial Universe by addressing the horizon/flatness problems and providing the seeds of anisotropies observed in the cosmic microwave background (CMB). The hot Universe is expected to have been generated after inflation; this requires coupling between the inflaton and other sectors. However, the flatness of the inflaton potential should be protected from radiative corrections to ensure a sufficient duration of inflation. Axion-like particle is an attractive candidate for the inflaton [1–3] because its (approximate) shift symmetry controls flatness. Moreover, its derivative couplings can induce rich phenomena, including the amplification of gauge fields [4, 5].

The model wherein the inflaton is coupled with SU(2) gauge fields through the Chern–Simons coupling, termed as chromo-natural inflation [6], has attracted significant attention. In the presence of an inflaton velocity, the gauge fields have a homogeneous and isotropic attractor solution [7–11] that is suitable for explaining the current Universe. Moreover, the backreaction from the gauge fields enables slow-roll inflation with a sub-Planckian axion decay constant. Although the original chromo-natural inflation is excluded from CMB observations owing to the overproduction of gravitational waves [14, 15], this conflict can be circumvented by introducing additional fields [16–21].

The SU(2) gauge group is the simplest example of gauge fields with a homogeneous and isotropic attractor solution. In general, we can extend the chromo-natural inflation model to an SU(N) gauge group with N > 2. We refer to this extension as “SU(N)-natural inflation.” Previous discussions on the SU(N) case were often limited to the simplest choice of the SU(2) subgroup; it was considered that the SU(N) case simply leads to chromo-natural inflation [6, 22]. Alternatively, certain studies have considered the N/2 copies of the SU(2) subgroups in SU(N) and discussed the production of gravitational waves [23–25]. However, as shown in this paper, most homogeneous and isotropic attractor solutions for the SU(N)-natural inflation remain unexplored.

Herein, we propose a general procedure for determining homogeneous and isotropic attractor solutions for the SU(N)-natural inflation under three reasonable assumptions. We identify new solutions whose gauge field amplitudes exceed those in chromo-natural inflation. Furthermore, the effective potential implies that the solution with the largest amplitude is the most stable solution for SU(N) with N > 2. Each solution corresponds to a non-equivalent embedding of the SU(2) subgroup in SU(N); this implies different spontaneous symmetry breaking patterns of SU(N) under the chemical potential of the Chern–Simons number from a non-vanishing inflaton velocity. We also perform numerical simulations of the gauge field dynamics and confirm that the analytically determined solutions are attractor and complete for N = 3 and 4.

Model.— We consider a pseudo-scalar inflaton ϕ coupled with SU(N) gauge fields Aμa through Chern–Simons coupling:

\[ \mathcal{L} = -\frac{1}{4} F_{\mu\nu}^a F^{a\mu\nu} + \frac{1}{2} \partial_\mu \partial_\nu \phi - V(\phi) + \frac{\phi}{4 f} F_{\mu\nu}^a F^{a\mu\nu}. \] (1)

The field strength of the SU(N) gauge fields F_{\mu\nu}^a and its dual F^{a\mu\nu} are defined as

\[ F_{\mu\nu}^a \equiv \partial_\mu A_\nu^a - \partial_\nu A_\mu^a - g f^{abc} A_\mu^b A_\nu^c, \quad F^{a\mu\nu} \equiv \frac{\epsilon^{\mu\nu\rho\sigma} F_{\rho\sigma}^a}{2 \sqrt{-g}}, \] (2)

where f^{abc} denotes the structure constant of the SU(N) algebra, and the superscripts a, b, and c range from 1 to N^2−1. g denotes the gauge coupling constant, and g represents the determinant of the spacetime metric. We assume that the background metric during inflation is well approximated by the de Sitter universe, ds^2 = dt^2 - a(t)^2 dx^2, with an exponentially growing scale factor, a(t) \propto e^{Ht}, and a constant Hubble parameter, H = const.

Ansatz and solutions.— We focus on non-trivial attractor solutions of the SU(N) gauge fields under a non-zero inflaton velocity during inflation. To identify such solutions,
we adopt three assumptions, that is, the generalized electric and magnetic fields in SU(N) are (i) homogeneous, (ii) static, and (iii) parallel.

First, we consider homogeneous solutions of the gauge fields, \( A_i^a(t, x) = A_i^a(t) \), because the observed Universe is highly homogeneous. We adopt the temporal gauge, \( A_i^a = 0 \), and redefine the gauge field into a dimensionless one:

\[
M_i^a(t) \equiv \frac{g}{a(t)H} A_i^a(t) \quad (i = x, y, z).
\]  

(3)

The equation of motion (EoM) for the gauge fields can be expressed as

\[
\ddot{M}_i^a + \frac{3}{H} \dot{M}_i^a + 2M_i^a + f^{abc} f^{bde} M_j^d M_j^e - \xi \epsilon_{ijk} f^{abc} M_j^b M_j^c = 0,
\]  

(4)

where \( \xi \equiv \phi(2f/H) \) characterizes the energy transfer from the rolling inflaton to the gauge fields. Instead of solving the inflaton dynamics with the backreaction, we assume that \( \xi \) remains constant for simplicity.

Second, we assume that the gauge fields are static, with the aim of determining stable attractor solutions. The energy density of homogeneous gauge fields is expressed as

\[
\rho_A = \frac{H^2}{4g^2} \left[ f^{abc} f^{ade} M_i^d M_j^e M_j^a + 2 \left( \frac{M_i^a}{H} + \dot{M}_i^a \right)^2 \right].
\]  

(5)

This becomes constant in time if \( \dot{M}_i^a = 0 \). From this perspective, we assume \( \ddot{M}_i^a = 0 \) as the staticity of the gauge fields. Subsequently, the EoM (4) is reduced to

\[
2M_i^a + f^{bac} f^{bde} M_j^d M_j^e - \xi \epsilon_{ijk} f^{abc} M_j^b M_j^c = 0.
\]  

(6)

Here, we introduce the generalized electric and magnetic fields as

\[
E_i^a = -f_{0i}^a = -\frac{aH^2}{g} M_i^a, \quad B_i^a = \frac{1}{2} \epsilon_{ijk} F_{jk}^a = -\frac{a^2 H^2}{2g} \epsilon_{ijk} f^{abc} M_j^b M_k^c.
\]  

(7)

(8)

Note that, under homogeneity, \( B_i^a \) only consists of the non-linear terms in the field strength.

Finally, we assume that the electric and magnetic fields are parallel in the gauge internal space. Without energy injection, the gauge fields would be quickly diluted by cosmic expansion, and the amplitude would decay as \( M_i^a \propto a^{-1} \). To sustain their amplitudes, coupling with an energy source, \( \text{a.e., inflaton} \), is crucial; this is the Chern–Simons coupling in our case. This coupling can be rewritten as

\[
\sqrt{g} \frac{\phi}{4} f_{\mu
u} f^{\mu
u} = -\frac{\phi}{f} \left( E_i^a B_i^a + E_i^a B_i^a + E_i^a B_i^a \right).
\]  

(9)

Here, we regard \( E_i^a \) and \( B_i^a \) for \( i = x, y, z \) as vectors with \( N^2 - 1 \) components. Thereafter, the inflaton is coupled with their inner products. We expect that only their parallel components are sustained in the inflationary Universe and that the non-parallel components, if any, disappear quickly. Thus, we assume that the electric and magnetic fields are parallel along each spatial direction. To elaborate on this assumption, we restore the SU(N) generators \( T^a \) satisfying \( \text{Tr}(T^a T^b) = \delta^{ab}/2 \) and also define \( E_i = E_i^a T^a \) and \( B_i = B_i^a T^a \). We can rephrase the third assumption as \( E_i \propto B_i \propto T^a_i \). Here, \( T^a_i \equiv n_i^a T^a \) is a linear combination of \( T^a \) with \( \text{Tr}(T^2_i) = 1/2 \).

Using the abovementioned three assumptions, we derive the condition for gauge field configuration. Based on the first and second assumptions, the electromagnetic fields satisfy

\[
B_i = i g \epsilon_{ijk} [E_j, E_k] / H^2.
\]  

(10)

Combining this with the third assumption, \( E_i \propto B_i \propto T^a_i \), we find that \( T^a_i \) satisfies an SU(2) subalgebra

\[
\{T^a_i, T^b_j\} = i \lambda \epsilon_{ijk} T_k, \quad \text{Tr}\{T^a_i T^b_j\} = \delta_{ij}/2,
\]  

(11)

up to a proportionality constant \( \lambda \). Without loss of generality, we can consider \( \lambda = 1 \) by choosing the sign of \( n_i^a \). These equations can be recast as follows:

\[
n_i^a n_i^a f^{abc} = \lambda \epsilon_{ijk} n_k^c, \quad n_i^a n_i^a = \delta_{ij}.
\]  

(12)

\( \lambda \) represents the difference in the normalization between generators. The original generator of SU(N), \( T^a \) or \( T^a_i \), is normalized as \( \text{Tr}(T^a_i T^b_j) = \delta_{ij}/2 \). However, Eq. (11) implies that not \( T^a_i \) itself but \( T^a_i/\lambda \) has the structure constant of the SU(2) generator \( \epsilon_{ijk} \). \( \lambda \) reflects this difference, and its value depends on the choice of the SU(2) subalgebra in SU(N).

Consequently, we obtain the gauge field configuration:

\[
M_i^a = \sigma_i n_i^a \quad (i = x, y, z),
\]  

(13)

where \( n_i^a \) satisfies Eq. (12), and \( \sigma_i \) represents the gauge field amplitude along each spatial direction. Using this configuration, we can further simplify the EoM (6) as follows:

\[
2\sigma_i + \lambda^2 \sigma_i \sum_{l \neq i} \sigma_l^2 - \lambda \sum_{l \neq k} \epsilon_{ijk} |\sigma_j| |\sigma_k| = 0 \quad (i = x, y, z).
\]  

(14)

This EoM leads to \( \sigma \equiv \sigma_x = \sigma_y = \sigma_z \), and it has three solutions:

\[
\sigma = 0, \quad \frac{\sigma_-}{\lambda}, \quad \frac{\sigma_+}{\lambda}, \quad \text{with} \quad \sigma_{\pm} = \frac{\xi \pm \sqrt{\xi^2 - 4}}{2}.
\]  

(15)

Here, we omit the solutions involving opposite signs for two \( \sigma_i \) as \( \sigma_x = -\sigma_y = -\sigma_z = \sigma \), because this difference corresponds to a gauge transformation of \( M_i^a \).

**Properties of the solutions.**— Next, we confirm the isotropy of the obtained solutions. The electromagnetic fields are isotropic when they are rotationally invariant up to the gauge transformation. As \( E_i^a \propto M_i^a \), this condition on the electric field is equivalent to the isotropy of \( M_i^a \), which
is formulated as follows: For an arbitrary rotation $R$, there exists a gauge transformation $G$ satisfying
\[ R_{ij}M_\alpha^i = G^{ab}M_\alpha^b, \]
where $R_{ij}$ is a rotation matrix in the three-dimensional space, and $G^{ab}$ is an SU($N$) gauge transformation acting on $M_\alpha^i$. The isotropy of the magnetic field is also ensured by Eq. (16), and thus, it is necessary and sufficient for the electromagnetic fields to be isotropic. Notably, the obtained solutions (13) with $\sigma_i = \sigma$ are isotropic. As $T_i$ generates an SU(2) subalgebra, we can always determine the gauge transformation $G$ generated by the SU(2) subalgebra, which cancels an arbitrary spatial rotation $R$ owing to the isomorphism between the SU(2) and SO(3) algebras.

The background amplitude (or VEV) of the gauge fields spontaneously breaks the spatial rotation symmetry and the global gauge symmetry of the SU(2) subgroup into the diagonal SO(3), namely $SO(3) \times SU(2) \rightarrow SO(3)$, similar to chromo-natural inflation. On identifying an SU(2) subgroup embedded in the SU($N$) group and determining its $n_i^a$ and $\lambda$, we can obtain the gauge field solution. However, the expressions of the generator $T_i$ and its component $n_i^a$ are altered by a gauge transformation. Henceforth, we concentrate on $\lambda$, which is a gauge-independent quantity. The solutions for static gauge fields with different values of $\lambda$ have genuinely different configurations. For instance, the difference in $\lambda$ can be observed in the energy density of the gauge fields, which can be expressed as
\[ \rho_\lambda = \frac{3H_\lambda^4}{2g_\lambda^2} \xi \lambda \sigma^3 \propto \lambda^{-2}. \]

Note that the slow-roll solution exists only when the energy density of the gauge fields is subdominant compared to that of $\phi$. Thus, the duration of inflation can be different depending on the value of $\lambda$. However, the difference of $\lambda$ can be compensated by a choice of other parameters such as $g$. Furthermore, as described later, a different choice of SU(2) subgroups characterized by $\lambda$ leads to a different breaking pattern of SU($N$).

We can derive the general expression for $\lambda$ in the case where the $m$ representation of SU(2) is embedded in SU($N$). When the $m \times m$ part of the fundamental representation $N$ of SU($N$) corresponds to the $m$ representation of SU(2) with $m = 2, 3, \ldots, N$, the generators of the SU(2) subalgebra can be expressed with one spin operator, $T_3^{[3]}$, and two ladder operators, $T_2^{[3]} \pm i T_1^{[3]}$. Particularly, the spin operator, which is equal to either one of $T_i/\lambda$, can be represented by an $N \times N$ diagonal matrix:
\[ \text{diag} \left[ \frac{m-1}{2}, \frac{m-3}{2}, \ldots, -\frac{m-1}{2}, 0, \ldots, 0 \right]. \]

By normalizing this matrix as an SU($N$) generator, we obtain
\[ \lambda = \left[ \frac{m(m^2-1)}{6} \right]^{-1/2}. \]

Examples.— As concrete examples, we enumerate the solutions for the SU(2), SU(3), and SU(4) gauge fields by following the proposed method explained thus far. Moreover, if multiple independent SU(2) subgroups are embedded in the SU($N$), the sum of the solutions of these SU(2) subgroups satisfies the EoM. Thereafter, the amplitude of the total solution is given by the root sum square of the individual amplitudes, because the individual solutions are orthogonal.

SU(2).— First, we investigate the simplest case, $N = 2$. Clearly, the only SU(2) subgroup is SU(2) itself, which has $\lambda = 1$. Therefore, we obtain $\sigma = 0, \sigma_\pm$.

SU(3).— Next, we investigate the case of $N = 3$. We can consider two types of embeddings for SU(2) into SU(3), as presented in Table I; these correspond to $m = 2$ and 3 in Eq. (19), respectively. Therefore, we obtain $\sigma = 0, \sigma_\pm, 2\sigma_\pm$.

SU(4).— Finally, we investigate the case of $N = 4$. The embedding of the subgroups in SU(4) has four patterns, as presented in Table I. The first pattern, SU(3) $\times$ U(1) $\subset$ SU(4), has the same solutions as those in the case of SU(3). The second pattern, SU(2) $\subset$ SU(4), corresponds to $m = 4$ in Eq. (19) and yields $\sigma = \sqrt{10}\sigma_\pm$.

The third embedding, SU(2) $\times$ SU(2) $\subset$ SU(4), where $15 = (3, 1) + (1, 3) + (2, 2) + (2, 2) + (1, 1)$, contains two independent SU(2)’s. Both correspond to $m = 2$ in Eq. (19). Including their superposition, we obtain $\sigma = 0, \sigma_\pm, \sqrt{2}\sigma_\pm, \sqrt{\lambda} \sigma_\pm, \sqrt{\lambda} \sigma_\pm, \sqrt{\lambda} \sigma_\pm, \sqrt{\lambda} \sigma_\pm$.

The last pattern is SU(2) $\times$ SU(2) $\subset$ SU(4), where $15 = (3, 1) + (1, 3) + (3, 3)$. The two SU(2) subgroups are spanned by $T_3^{[3]} \equiv \sigma_i \otimes 1_{2 \times 2}/(2\sqrt{2})$ and $T_3^{[1]} \equiv 1_{2 \times 2} \otimes \sigma_i/(2\sqrt{2})$. As both of these have $\lambda = 1/\sqrt{2}$, including their superposition, we obtain $\sigma = 0, \sqrt{2}\sigma_\pm, 2\sigma_\pm, \sqrt{2}\lambda \sigma_\pm, \sqrt{2}\lambda \sigma_\pm, \sqrt{\lambda} \sigma_\pm, \sqrt{\lambda} \sigma_\pm$.

Stability.— Thus far, all the solutions satisfying our assumptions have been considered. Here, we discuss the stability of solutions by introducing the effective potential of $\sigma$,
\[ V_{\text{eff}}(\sigma) = \frac{1}{2} \sigma^2 - \frac{1}{3} \xi \lambda \sigma^3 + \frac{1}{4} \lambda^2 \sigma^4, \]
whose extrema correspond to the solutions (15). The solutions at $\sigma = \sigma_\pm/\lambda$ are unstable because $V''_{\text{eff}}(\sigma_\pm/\lambda)$ is negative for $\xi > 2$. By contrast, $V''_{\text{eff}}(0)$ is always positive, and $V''_{\text{eff}}(\sigma_+/\lambda)$ is also positive for $\xi > 2$. A comparison of the depth of the potential reveals that the trivial solution is the global minimum $V_{\text{eff}}(0) < V_{\text{eff}}(\sigma_+/\lambda)$ for $\xi < 3/\sqrt{2}$. However,
for a larger energy injection $\xi > 3/\sqrt{2} = 2.12$, the solution at the origin becomes meta-stable and the non-trivial stable solution becomes the true vacuum, $V_{\text{eff}}(0) > V_{\text{eff}}(\sigma_+ / \lambda)$. Fig. 1 depicts the effective potential for $\xi = 2.3$. A non-trivial stable solution with a larger amplitude (smaller $\lambda$) has a deeper potential and is more energetically favored. Thus, the original chromo-natural solution with $\lambda = 1$ is not the most stable attractor for $N > 2$. Consequently, by eliminating the unstable solutions with $\sigma_- / \lambda$, we obtain stable solutions for SU(3) and SU(4) with the amplitudes

\[
\begin{aligned}
\text{SU}(3): & \quad \sigma = 0, \sigma_+, 2\sigma_+,
\text{SU}(4): & \quad \sigma = 0, \sigma_+, \sqrt{2}\sigma_+, 2\sigma_+, \sqrt{10}\sigma_+.
\end{aligned}
\]

Next, we investigate the local stability of the solutions (21) and (22) against general homogeneous perturbations. The local stability of a solution is described by the Hessian matrix of the effective potential, which is obtained by differentiating the left-hand side of the EoM (6) with respect to $M_i^j$:

\[
S_{ij}^{ab} = 2\delta_{ij}\delta^{ab} + \left\{ f^{eab} f^{fcd} - f^{ead} f^{fbc} \right\} M_i^e M_j^d + f^{fac} f^{fbd} M_k^d M_k^c \delta_{ij} - 2\xi \epsilon_{ijk} f^{abc} M_i^c .
\]

As each set of $(i, a)$ and $(j, b)$ represents the component of the field space, the Hessian of the effective potential $S_{ij}^{ab}$ is recognized as the $3(N^2 - 1) \times 3(N^2 - 1)$ matrix. If the eigenvalues of $S_{ij}^{ab}$ are all non-negative for a certain solution of $M$, the solution is locally stable. We verified that all the solutions, (21) and (22), are locally stable. Note that some eigenvalues naturally vanish corresponding to the gauge transformation of the solution.

Numerical results.— To confirm that our analytic stable solutions are dynamical attractors, we numerically solve the EoM (4) of the homogeneous gauge fields for SU(3) and SU(4). In the numerical calculations, although we retain the simplifying assumptions of the de Sitter spacetime $H = \text{const.}$, constant rolling inflaton $\xi = \text{const.}$, and homogeneity of the gauge fields, we do not impose the other two assumptions, staticity and parallelism.

The initial condition at $t = 0$ is fixed as $\dot{A}_i^a(0) = 0$ to ensure that the gauge constraints are satisfied. Using the Gaussian distribution, we let each of the $3(N^2 - 1)$ components $A_i^a(0)$ have a random initial amplitude with the variance $\Sigma^2$, which varies within $0 < \Sigma^2 < 100/(N^2 - 1)$. To depict the results, we introduce the dynamical mean amplitude of the gauge fields as

\[
\bar{\sigma}(t)^2 = \frac{1}{3} \sum_{a,l} [A_i^a(t)]^2 .
\]

We expect that $\bar{\sigma}(t)$ converges to stable solutions in Eqs. (21) and (22).

In Fig. 2, we depict 500 realizations of the gauge field dynamics for $\xi = 3$. Each line represents the time evolution of $\bar{\sigma}(t)$, and the colors denote the field values at the end of the calculation. $H t = 8$. Three stable values exist in the SU(3) case (the top panel), whereas five stable values exist in the SU(4) case (the bottom panel), including the trivial solution $\sigma = 0$. As expected, $\bar{\sigma}(t)$ is attracted to the stable solutions and converges typically within a few Hubble times. A realization with a larger initial amplitude tends to settle at the larger stable solution. Upward transitions between the stable solutions can also be observed, which can be explained by the depth of the effective potential in Fig. 1.

Discussion.— In this work, we extend the chromo-natural inflation model with the SU($N$) gauge group, termed as SU($N$)-natural inflation, and provide a general procedure for constructing isotropic attractor solutions of the gauge fields under three assumptions: the homogeneity, staticity, and parallelism of electromagnetic fields. The gauge field amplitudes of the constructed solutions are generally equal or larger than those in chromo-natural inflation, and the maximum amplitude increases as $N^{3/2}$ for large values of $N$. As specific examples, we construct the stable solutions for $N = 3$ and 4. We numerically solve the gauge field dynamics with numerous initial conditions and determine that all the constructed stable solutions are realized, while no other stable solutions are observed. Our procedure can be straightforwardly applied to SU($N$) with $N \geq 5$ or other simple Lie groups. Therefore, we can consider $A$- to $G$-natural inflation.

Several interesting extensions of our work can be explored. We demonstrate the convergence of the gauge fields to stable solutions in Fig. 2; however, the relation between the initial condition and final configuration remains unknown. Moreover, the time evolution of the gauge fields can be investigated by relaxing the assumptions of $H, \xi = \text{const.}$. For example, the variation in $\xi$ may further induce a transition between the stable solutions for gauge fields. To explore such gauge field behaviors, dedicated numerical sim-

---

1 The stability of the solutions with $m = N$ against homogeneous perturbations has been investigated using a different approach [15]. However, they do not discuss the other solutions or their different amplitudes.
FIG. 2. Time evolution of gauge field mean amplitude $\bar{\sigma}(t)$ with $\xi = 3$ in the SU(3) (top) and SU(4) (bottom) cases. The initial conditions range over $\bar{\sigma}(0) \simeq [0,10]$ with random amplitudes and orientations of the gauge fields. The black horizontal lines represent the analytic stable solutions in Eqs. (21) and (22), which act as attractors.
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Appendix A: Numerical calculation of the gauge fields

Here, we describe some details pertaining to the numerical calculations. We numerically solve the equations of motion (EoMs) for all components of the gauge fields, \( A_i^a(t) \). We use the Gell–Mann matrices as the basis of the adjoint representation of the SU(3) Lie algebra, and the matrices \( \lambda_a \equiv 2T_a \) in Table II as that of SU(4).

SU(N) gauge fields have \( 3(N^2 - 1) \) degrees of freedom, considering the three spatial directions and the \( N^2 - 1 \) components in the internal space. The time components of the gauge fields, \( A_i^a \), are non-dynamical variables; this results in \( N^2 - 1 \) gauge constraints, as follows:

\[
0 = \frac{\delta L}{\delta A_i^a} = -\sum_{b,c} g f^{abc} \lambda_i^b A_i^c. \tag{A1}
\]

Thus, the gauge conditions are trivially satisfied when the initial condition is considered as \( A_i^a(0) = 0 \) for all \( a \).

The typical dynamics of the normalized field values \( M_i^a(t) = g^{-1} A_i^a \) in the SU(3) case are depicted in Fig. 3. Here, we adopt the following initial condition for the 24 components, as an example:

\[
M_i^a = (1, 2, 1, 3, 0, 0, 4, 0), \tag{A2}
\]
\[
M_i^a = (2, 2, 1, 0, 3, 0, 0, 4), \tag{A3}
\]
\[
M_i^a = (0, 1, 2, 0, 0, 3, 0, 0). \tag{A4}
\]

During the first few Hubble times, the field values exhibit wigglings behaviors, following which they converge to stable values.

EoMs conserve the gauge constraints; we numerically assess whether the gauge constraints are satisfied with high accuracy, as shown in Fig. 4. The vertical axis represents the normalized gauge constraints, defined by

\[
\frac{|\sum_{b,c} g f^{abc} \lambda_i^b A_i^c|}{\sum_{b,c} |g f^{abc} \lambda_i^b A_i^c|}. \tag{A5}
\]

Furthermore, we investigate whether the numerical solutions satisfy the expected properties, that is, the isotropy and SU(2) subgroup, where the latter ensures that the electric and magnetic fields are parallel. Here, we use the matrix form of the gauge fields, \( M_i \equiv M_i^a T^a \propto A_i^a T^a \). First, we discuss the isotropy of the gauge field configuration. The amplitude of the \( i \)-component is expressed as

\[
\bar{\sigma}_i(t) = \sqrt{2\text{Tr}[(M_i)^2]} \tag{A6}
\]

where the summation over \( i \) is not considered. Their root mean square reproduces the mean amplitude \( \langle \sigma \rangle \) as \( \bar{\sigma}(t) = \sqrt{\langle \sigma_i^2 \rangle + \langle \sigma_j^2 \rangle + \langle \sigma_k^2 \rangle} / 3 \). In the isotropic configuration, the three amplitudes \( \bar{\sigma}_i \) are equal, and \( |\sigma_i - \sigma_j|/\sigma \) disappears. The bottom panel in Fig. 5 shows that \( |\sigma_i - \sigma_j|/\sigma \) decays rapidly, and thus, the configuration becomes isotropic.

Next, we assess whether the gauge fields lie in an SU(2) subgroup, which is characterized by the following quantities:

\[
\Delta_x \equiv \frac{1}{\text{Tr}[(M_x)^2]} \text{Tr} \left( M_x - \frac{[M_y, M_z]}{i\bar{\sigma} \lambda_x} \right)^2, \tag{A7}
\]
\[
\bar{\lambda}_x(t) \equiv \frac{2}{i} \text{Tr} \left( M_x [M_y, M_z] / (\bar{\sigma}^2 \lambda_x) \right).
\]

Furthermore, we define \( \Delta_y \) and \( \Delta_z \) using the permutation of \( \{x, y, z\} \) in \( \Delta_x \). When \( M_i \) reaches the stable solution, \( \bar{\lambda}_i(t) \) converges to \( \lambda_i \) introduced in Eq. (11). When the magnetic field \( B_x \propto |M_y, M_z| \) is proportional to the electric field \( E_x \propto M_x, \Delta_x \) appears. The top panel in Fig. 5 illustrates the time evolution of the mean amplitude \( \bar{\sigma} \) (solid line) and \( \bar{\lambda}_i \) (dotted lines) for \( \xi = 3 \). \( \bar{\sigma} \) and \( \bar{\lambda}_i \) converge to \( 2\sigma_x \approx 5.2 \) and 1/2, respectively; this is consistent with our analytic estimation for the \( m = 3 \) solution. Moreover, \( \Delta_x \) decays rapidly, as depicted in the bottom panel of Fig. 5. Thus, we verified that the gauge fields converge to the isotropic SU(2) configuration.
TABLE II. Basis of SU(4) gauge fields.

\[
\begin{align*}
\lambda_1 &= \begin{pmatrix} 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, & \lambda_2 &= \begin{pmatrix} 0 & -i & 0 & 0 \\ i & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, & \lambda_3 &= \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, & \lambda_4 &= \begin{pmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, & \\
\lambda_5 &= \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ i & 0 & 0 & 0 \end{pmatrix}, \\
\lambda_6 &= \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, & \lambda_7 &= \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & -i & 0 \\ 0 & i & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, & \lambda_8 &= \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & -2 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, & \lambda_9 &= \begin{pmatrix} 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 \end{pmatrix}, & \lambda_{10} &= \begin{pmatrix} 0 & 0 & 0 & -i \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ i & 0 & 0 & 0 \end{pmatrix}, \\
\lambda_{11} &= \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{pmatrix}, & \lambda_{12} &= \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & -i \\ 0 & 0 & 0 & 0 \\ 0 & i & 0 & 0 \end{pmatrix}, & \lambda_{13} &= \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \end{pmatrix}, & \lambda_{14} &= \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & -i \\ 0 & 0 & i & 0 \end{pmatrix}, & \lambda_{15} &= \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & -3 \end{pmatrix}.
\end{align*}
\]

To ensure that no more attractor solutions exist, we extend the maximum value of the initial amplitude by a factor of 10 and implement 1000 realizations for both the SU(3) and SU(4) cases. In contrast to the range of the initial condition \( \tilde{\sigma}(0) \approx [0,10] \) in Fig. 2, the initial amplitude \( \tilde{\sigma} \) varies within approximately \([0,100]\), as shown in Fig. 6. Even with these thorough searches, we found no more stable solutions other than those derived analytically.

FIG. 5. Convergence of gauge fields with \( \xi = 3 \) in SU(3). The top panel depicts the convergence of the amplitude and the coefficient of the commutation relation in Eqs. (A6) and (A7). We also present the criterion on convergence for isotropy and the SU(2) subgroup in the bottom panel.
FIG. 6. Dynamics of the mean-field amplitude with the extended initial conditions for $\xi = 3$. Each green line represents the time evolution of the gauge fields under different initial conditions. The initial mean amplitudes range from $\tilde{\sigma}(t_0) \approx [0, 10^2]$. The black horizontal lines represent the stable solutions derived in this work. No additional attractor solution is identified.