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ABSTRACT

Biomarkers that are validated and robust are required for the enhancement of diagnosis, the observation of drug-related activity, therapeutic reactions, and as the blueprint for developing safer and more direct therapeutic efforts for a variety of chronic ailments. Various kinds of biomarkers have proven impactful when it comes to the discovery and development of drugs, but the procedure that involves identifying and verifying ailment-specific biomarkers has proven to be hassling. In recent times, there have been some advancements in multiple omics (also known as multi-omics) methods like transcriptomic, cytometry, genomics, proteomics, metabolomics and imaging. These advancements have made it possible for the discovery and development of distinct biomarkers for complicated chronic ailments to be accelerated expeditiously. In spite of the fact that numerous drawbacks still need to be looked into, ongoing efforts for the discovery and improvement of illness-associated biomarkers will go a long way in optimizing decision-making across the entire process of drug development and expand our comprehension of the infection processes. In addition, when the preclinical biomarkers are effectively translated into the clinic, the way will pave well to an equally effective implementation of personalized therapies throughout complicated illness environments to become beneficial to patients, healthcare service providers and the industry of bio-pharma.
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INTRODUCTION

Over the years, the movements that have occurred in the field of biomedical research have raised anticipations for more secure and more effective therapies available to those in need of them. Be as it may, the ability of the drug industry to efficiently interpret biomedical research into new market therapies has been hamstrung by critical hurdles (Amin & Manavalan, 2017; Abedin et al., 2012; Siddique & Ahmed, 2015; Begum et al., 2012). Discouragingly, there is an increased attrition rate in the clinical attempts that are more than 90 percent (Bai et al., 2013). That means, the success likelihood for drug candidate or biologics entry, the first phase of the trial is estimated at 8 percent (Benjamini and Hochberg, 1995; Manavalan, 2019).

The relatively low success probability from FIH (first-in-human) to NDA (new drug implementation) can be described by one or many purposes, including individual pharmacogenetic heterogeneity to drug response and treatment, the scarcity of biomarkers, lack of security and drug efficacy, and slim therapeutic changes. When the adverse effects are non-evadable, a premature detection at the clinical trial stage is a critical step (Neogy and Ahmed, 2015; Azad et al., 2011; Ahmed et al., 2011; Manavalan, 2020; Donepudi, 2016; Bynagari, 2020). Furthermore, the objective is to design precision drugs and effectively stratify patients according to their ailment type or response medication for personalized therapies.
To successfully treat complicated chronic ailments (even those in the inflammatory, autoimmune and metabolic diseases and to also develop precision drugs and personalized therapeutic solutions, monitoring the molecular framework of ailment catalyzation is essential prior to, during and right after therapeutic intervention (Buyse and Molenberghs. 1998). As such, a more encompassing comprehension of the elements that factor into drug response has culminated into a rising demand for extra drug efficacy, safety testing and specificity while they are being developed. Something else that has seen increase is pressure from the public for more extensive drug tests for human-friendliness prior to approving them.

**Biomarkers in Drug Discovery and Development**

Regardless of this new work path to drug development, one which has increased in both cost and time, examining the development of new therapeutic solutions for the eradication of AIDS is an interesting endeavor, especially as a case study for the contrivance of surrogate endpoint biomarkers for separate ailments. It was about 3 years ago that the average AIDS drug was developed, due to the reality that the FDA has given the greenlight to using “viral load” as a replacement biomarker to quantify the probable clinical upside following the verification of the mortality advantage in the fourth-stage research after registration (Donepudi, 2015).

The AIDS drug experience is an acute demonstration of how innovation is capable of accelerating the design of pills without jeopardizing consumer safety. Because of this, clinically relevant and validated surrogate last-mile biomarkers are not just for rudimentary research, but also for clinical applications and patient categorization since they come in handy for the forecasting of phenotypical and molecular alterations as well as for the evaluation drug efficacy and the human-friendliness of therapeutic solutions for all pharmacy genetically heterogeneous patients.

Considering interpersonal pharmacogenetic distinctions in medicine response, searching for substantially sized and capable biomarkers for human ailments like inflammation, cancer and neurodegeneratives is needed urgently. A good number of research teams have been able to show that genetics-associated polymorphisms have an influence on the sensitivity of pill targets (Ahmed, 2009), drug metabolism (Dearden J. C., 2003), drug supply (Eriksson et al., 2009) and the posed risk of adverse reactions (Fadiel and Naftolin, 2003). Both imaging methods and vitro diagnostics have been used in the revelation of further information regarding ailment subsets. Case in point, gene expression is already being used to augment clinical and histologic evaluations of cancerous tumours, which results in the assessment of the recurrence odds and the essence of adjuvant therapy.

Case in point, the focus could be polymorphic, possess variable expression or be subject to particular modifications which impact function or expression or a specific enzyme/protein as is obtainable in cancer (Göhlman and Tallow, 2009; Gorrini et al., 2013). This strategy proved successful when it was used for drugs like imatinib (Gleevec®) and trastuzumab (Herceptin®) for the categorization of patients (Manavalan, 2019) according to their pharmacogenetic polymorphisms.

**The Validation of Biomarkers**

In ailments other than cancer, pharmacogenetic heterogeneity is also in existence, paving the way for the forecasting of the risk factor or severemess associated with the diseases in persons. Case in point, there is the heightened risk of ankylosing spondyliti when it comes to the vector of what is referred to as the HLA-B27 allele (Hasum et al. 2008) and the correlation between the common epitope and rheumatoid arthritis (Manavalan & Donepudi, 2016). As a result, personalized pharmacogenetic data can contribute to the improvement of medicine development via the reduction of variability and the increment in the size of the medication effect by classifying patients according to their type of condition and treatment response.

Though there have been substantial efforts to develop validated biomarkers for the expedition of clinical trials, the reduction of development costs, the development of precision drug, personalized therapeutics and the classification of individuals with disease conditions, the use of psychometric and imaging approaches have not been widely successful. Biomarkers’ contribution in terms of clinical diagnosis have also been unimpressive because, in part, there is a shortage of free-moving workflow linking clinical last-mile biomarker founding efforts with grounded validation techniques (Donepudi, 2014b).

In addition, because there is no sufficient comprehension of the tissue and immune-specific modulation of targets in clinical trials and the lack of understanding regarding target moderation in preclinical vivo models has resulted in below-par outcomes in clinical tests. Partly, this is due to the minute volume of patient samples and the culminating limited statistical energy of clinic-based research. In order to surmount these hurdles, some things need to be followed for an automatic workflow process that involves the discovery of biomarker candidature, standardization, assay validation, verification, and the final application as support diagnostic (Donepudi & Bynagari, 2021).
After all, when there is better coordination between the different stakeholders in the process of discovering biomarkers is of the essence. It will need a substantial joint effort from the academia, bio-pharma and regulatory bodies.

**Technologies Implemented in the Discovery of Biomarkers**

For biomarkers, information about them is sourced from human genetics, genetic variability, RNA measurements, metabolites, and of course, proteins. Ipso facto, a good number of methods, including metabolomics, proteomics, genomics and imaging approaches are potentially promising for the generation of a new breed of biomarkers which would be capable of mirroring the disease or medical condition at the molecular level (Manavalan, 2019; Ahmed & Dey, 2009). The quantity of different biomarkers can be ascertained using bio samples such as urine, blood, cerebrospinal fluid, saliva, bodily tissue, bronchoalveolar lavage, and others. This also includes genomic biomarkers like polymorphisms, gene mutation of transcriptomic biomarkers such as microRNA or miRNA, expression profiling, gene, epigenomics, mapping, haplotype/allele, SNP analysis, non-genomics, glycomics, metabolomics, pharmacogenomics, proteomics, and other small molecule samples.

Researchers are now able to carry out transcriptomic and deep sequencing of mRNA or miRNAs, perform a full genome and predict genetic copy numbers (Ahmed & Dey, 2009). They can also conduct an analysis of mass spectrometry, which is a medium that enables the sensing, discovery and measurement of given compounds, biomolecules and proteins (Lin et al., 2010). The developments on the part of the complicated process, high throughput, microfluidics and microarray technologies (Martin et al., 2002) and worldwide proteomic and genomic methods have created the avenue for one to attribute the planet’s disease-regulated changes. In the process, they can recognize a new crop of biomarkers and related pathways.

Case in point, new-age analytical technologies have been the enabling force behind parallel surveys regarding gene expression, genetic polymorphisms and protein expression in test samples on a global scale (Powis and Kirkpatrick, 2007). These movements have culminated in the profiling of cell populations in the immune system with the aid of a variety of approaches like the multiparameter flow cytometry—which provides functional assessment for living cell populaces—the complex dissection of intra-and-extra-cellular moderators, miRNA profile expressions (Prasanth Kumar et al., 2015; Rogers and Hahn, 2010), histone modification (Manojkumar et al., 2021; Shaib et al., 2013), protein analysis, and genomic-wide (or audience-specific) gene expression profiles (Smyth, 2004).

A high-scale analysis of mRNAs and many proteins with cDNA microarrays and complex protein arrays have undergone descriptions in the study of autoimmune health conditions (Smyth, 2005). In a separate research, the protein expression profiling of patients suffering from osteoarthritis were compared with that of the synovial tissue samples of the patients, thus identifying ailments-specific signatures. The novel biomarker methodologies and types are on the fast lane, as more techniques keep emerging while the existing ones continue to evolve. Due to this, it is more critical (in the process) for one to recognize sizable and clinically significant endpoint biomarkers in thier numbers using the compendium of multi-omics methods and verification of said biomarkers in clinically important human populaces to find out of the biomarkers’ distribution is Gaussian and if there are substantial disparities existing between race, age or sex.

**The Role of Biomarkers in Clinical (and Pre-clinical) Research**

Employing biomarkers from the pre-discovery stages to later drug development as well as decision-making is essential when it comes to assessing the activity existing in animal models, human pharmacology, and link animal through observations like proof of mechanism, evaluating the safety levels in animal designs and ascertaining human safety during the early stages of drug development. In addition, every drug development stage comes with its own set of biomarkers, which could or could not be implementable for other stages. In order to possess value, the biomarkers need to be robust, accessible and reproducible. That is, it needs to be not only measurable but present in body fluids.

Also, a biomarker needs to be sensitive and have a particular ability to discern false negatives from true positives (Manavalan, 2018). They must be capable of indicating the presence of the disease and also interpret the response of the ailment to treatment and time. Most importantly, the detection of a biomarker needs to be clinically significant and be a provider of medical benefits for the patient’s good, which is improved survival and quality life. In preclinical studies, biomarker examples include the protein expression of cell surfaces, genomic expression profiles, serum-based chemistries, drug PD/PK quantifications, serum transaminases, receptor occupancy by imaging, and drug supply.

For late drug development, the use of biomarkers include the assessment of optimal regimen and dose response for the sought-after pharmacologic impact, the determination of the roles differences play when it comes to metabolism and safety symbols for the ascertainment of dose response for toxicity levels (Raya et al., 2021). Case in point, once a biomarker is validated, it can be used for selecting dosage in the second and third phases of clinical trials relying on the PD/PK relationship of the biomarker and the forecast therapeutic index in order to discern between compound
candidature and other normal compounds. Biomarkers that quantify PD/PK relationships also have a hand in the generation of insightful feedback to determine if the mechanism can or cannot be translated into clinical testing.

Audience-specific biomarkers also prove valuable when classifying patients according to their type of health conditions or response rate to medication. This was the strategy that proved effective with imatinib and trastuzumab for patient classification according to the pharmacogenetic polymorphisms they possess. In clinical studies, biomarkers have applied for diagnosis as elements that indicate the progression levels of an ailment. It has also been used to forecast and keep a close eye on clinical response to therapeutic solutions such as PET brain image, blood auto-antigens, serum chemistries, electrocardiogram, pulmonary function check, bone densitometric quantification and neonatal Apgar score. In late clinical development, the biomarkers used are pain scales, antimicrobials (or culture testing), psychometric testing, electrocardiogram and pulmonary function tests. After all, biomarkers are potentially capable of revealing the predictive details of the future health condition of a patient—compared to diagnostics which simply group patients for a single time point.

**STATE OF THINGS, DRAWBACKS & FUTURE POVs**

Regardless of the fact that DNA microarray studies have culminated in salient developments in research into the world’s gene expression profiling of auto-immuneness, their utilization is restricted because there are physiologically important splice variants possessed by every cell population (Sharma et al., 2021). The additional challenge resides in the reality that the huge mRNA proportion is not interpreted as proteins, even if it has been activated at the transcription level.

Proteomics is yet to reach its full potential because it is limited by existing technology, the difficulty associated with identifying low abundance symbolizers, the shortage of quality reagents like informatic tools and monoclonal antibodies (Donepudi, 2014a). Proteomic methods of unbiased nature have experienced insignificant success when it comes to the examination of autoimmune ailments. Meanwhile, FACS and array platforms have been limited due to the fact that it is a bottom-up approach with cross-carpeted knowledge about target proteins. Knowing which salient parts will be omitted as a result of the limitations of existing antibodies or arrays is impossible (Zhu et al., 2021).

Newer methods as regards bioinformatics as well as assay and multi-omics integration platforms must be designed for the simultaneous study of different datasets—such as gene, protein expression, miRNA expression and FACS initiatives. Using complex methods and multi-omics platforms in analyzing systemic autoimmune ailments will not just recognize a wide array of important biomarkers but also uncover the aspects that need further development. Also, there is an increasing consensus that making for accurateness, efficacy and safety is something that needs more than one biomarker. As a result, early recognition of said biomarkers is important for go and no-go decisions as well as at certain critical stages during the development of drugs.

Contextually, using the multi-omics and complex tech method can bring about a substantial contribution to clinical development at the earliest stages. As a result, coming to an understanding of the upsides and limitations of these strategies and tech—including how they can be used for the discovery of particular biomarkers is of the essence for the efficient realization of biomarkers that are fit for purpose. Another challenge in the field is that of robustness and assay reproducibility. By increasing the number and size of sample replicates—and also incorporating a team of biostatisticians and bioinformatic scientists into the clinical research from the study design stage to the analysis stage—ought to improve the procedure.

The restricted access to ailment-related tissues is yet another drawback that exists in the field. It has amounted to the widespread employment or auxiliary blood for identifying RNA, DNA, protein and other minute molecular biomarkers, especially in immunity-related ailments. Case in point, world genetic expression profiling now plays the role of a surrogate for bio phenotypes in cell populates inside the immune system (Bynagari & Amin, 2019). Though global profiling of either protein or gene expression comes instructive, the evaluation of protein expression or the mRNA alone may not be adequate for the recognition of clinically critical surrogate endpoint biomarkers—the one which can boldly mirror the disease phenotype prior to, during and after therapy has intervened (Bynagari, 2018).

**OBSERVATIONS AND CONCLUSION**

The majority of emerging biomarkers and their associations with diseases is mostly obtained from two or more exhibits at a given point in time. The approaches favored are, in essence, a snapshot of occurrences for the state of the ailment at a specific time (Ahmed et al., 2021; Doews et al., 2021; Manojkumar et al., 2021; Panchal et al., 2021; Raya et al., 2021; Sharma et al., 2021; Zhu et al., 2021). Whereas, signalling systems possess dynamic in both their use and their framework. Due to the fact that single measurements do not quite capture the entire dimensions of clinical results, a continuous and multi-dimensional approach is required to substitute for the one-dimensional model.
Poor test design and technical hamstrings have led to limited success for discovering and validating robust biomarkers as replacement endpoints with the potential to be substituted for the clinically critical endpoints. A more improved and coordinated clinical and experimental design is needed, similar to the essence of more standardized multi-parametric tech, multi-omics and analysis platforms. Also, clinicians, scientists, the biopharma sector and the regulatory bodies need to collaborate more to accelerate the discovery of qualified and validated biomarkers to a more reasonable degree.
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