Lévy walk dynamics in mixed potentials from the perspective of random walk theory
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Lévy walk process is one of the most effective models to describe superdiffusion, which underlies some important movement patterns and has been widely observed in the micro and macro dynamics. From the perspective of random walk theory, here we investigate the dynamics of Lévy walks under the influences of the constant force field and the one combined with harmonic potential. Utilizing Hermite polynomial approximation to deal with the spatiotemporally coupled analysis challenges, some striking features are detected, including non Gaussian stationary distribution, faster diffusion, and still strongly anomalous diffusion, etc.
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I. INTRODUCTION

The diffusion processes are usually classified according to the relation between the mean squared displacement (MSD) $\langle x^2(t) \rangle = \int x^2 P(x, t) dx$ and time $t$, which more often appears as $\langle x^2(t) \rangle \sim t^\alpha$. To be more specific, the process is called anomalous diffusion when $\alpha \neq 1$ [1–3], otherwise it is called normal diffusion such as Brownian motion [4]. Specifically, subdiffusion with $0 < \alpha < 1$ can be observed in a wide range of areas [5–11], and superdistributions with $\alpha > 1$ are also ubiquitous [12–14]. One of the most popular models to describe anomalous diffusion is continuous time random walk (CTRW), which consists of two series of independent identically distributed (i.i.d.) random variables: one is waiting time $\tau$ following the probability density function (PDF) $\psi(\tau)$, and the other one is jump length denoted as $l$ with PDF $\rho(l)$; additionally for CTRW process we assume space and time are independent with each other [15–17]. The corresponding subdiffusion process then can be considered as a scaling limit process of CTRW with infinite ($\tau$) and finite $\langle l^2 \rangle$. While for superdiffusion process, we usually consider $\tau$ having finite average and $\rho(l) \sim 1/|l|^{1+\mu}$ with $0 < \mu < 2$ so that $\langle l^2 \rangle$ diverges, and the corresponding model is called Lévy flight [17–19]. In fact, if one directly calculates MSD of Lévy flight process, the result obtained is always infinite. However, people usually calculate the fractional moment $\langle |x|^\nu \rangle$ instead, and then take a pseudo limit as $q \rightarrow 2$, the exponent of which indicates that the process belongs to superdiffusion [17].

Based on random walk theory, another well-developed and popular model to describe anomalous diffusion is Lévy walk, which has a coupled space and time through finite propagation speed [20]. The MSD of Lévy walk is bounded, because of the finite propagation speed, which in some sense makes it more physical in practical applications [21–24]. The traditional Lévy walk process consists of a series of i.i.d. random variables known as running time $\tau$, and a constant value of velocity $v_0$, therefore the movement of each finished step is $\pm v_0 \tau$ [20]. Besides, Lévy walk has many other generalizations: in [25] the velocity of Lévy walk process is considered as a random variable, [26] discusses Lévy walk process with stochastic resetting to the origin, and [27] generalizes the range of anomalous diffusion described by Lévy walk from superdiffusion and normal diffusion to subdiffusion, etc.

Most of the time, the particles are moving in some (one or several) external potentials, e.g., the Earth's gravitational potential, harmonic oscillator potential, optical lattice potential, elliptic function potential, and double well potential, etc. The CTRW processes moving in external potential are considered in [28–30], and the MSD of Lévy flight process in harmonic potential is discovered to be divergent, although this process has a stationary state [29]. Doing the analysis of the Lévy walk process in external potential is not an easy issue, since the Laplace and Fourier transform methods lose their advantages in solving the problem with coupled space and time. The Lévy walk with constant external drift has been discussed in [31], and the generalized Kramers-Fokker-Planck equation which governs the PDF of Lévy walk in arbitrary external potential is given in [32, 33]; although the equation has been given, it seems that the concrete properties are still too hard to be directly obtained from Kramers-Fokker-Planck equation. In [34], based on the Langevin picture of Lévy walk, the influence of constant external force is considered. More recently, [27] establishes a completely new method to solve the problem of Lévy walk by introducing Hermite polynomials, which is a compensate method to the traditional integral transform one. Furthermore, in [35] the Lévy walk process in harmonic potential has been detailedly discussed. In this paper, we will continue to discuss the Lévy walk problem in constant external force from the direct perspective of random walk and some important statistical quantities are calculated; then the Lévy walk particles in constant force field combined with harmonic potential are also fully discussed, and the similarities and the differences between this mixed potential and pure harmonic potential are carefully studied.

This paper is organized as follows. In Sec. II, we introduce the Lévy walk model in constant external force field, analyze its fractional moment, and calculate the corresponding average displacement, MSD, and variance by the approach of Hermite polynomial expansion. In
Sec. III, we turn to discuss Lévy walk model in the combined external harmonic potential and constant force field; again some representative statistical quantities are calculated, and we analyze the stationary distribution as well as the relaxation dynamics. Finally, we conclude the paper with some discussions.

II. LÉVY WALK IN A CONSTANT FORCE FIELD

A. Introduction of the model

First we consider the Lévy walk particles in one dimensional space with mass $M$ move in a constant force field $F = Ma$, where $a$ represents constant acceleration. According to the classical Lévy walk model [20], we assume the initial velocity of each step is $\pm v_0$ with probability of 1/2 to choose either direction. Besides we denote $\{t_j\}_{j=1,...,n}$ as the time when the $j$-th renewal event just finishes, and assume the duration time between two adjacent renewal events $\tau := t_j - t_{j-1}$ obeys running time PDF $\phi(\tau)$. Therefore in this case for each $j = 1, \ldots, n$ and $t_j \leq t$, the dynamic between $j$-th and $(j + 1)$-th renewal events satisfies the equation:

$$\begin{cases}
\frac{d^2 x_{t_j} + \tau'}{d\tau'^2} = a, & \text{for } \tau' \in (0, \{t_{j+1} \land t\} - t_j], \\
\frac{dx_{t_j} + \tau'}{d\tau'} \bigg|_{\tau' = 0} = \pm v_0.
\end{cases}$$

Then the initial velocity $\pm v_0$ gives the corresponding solution to (1), which is $x_{t_j + \tau'} = \frac{1}{2}a\tau'^2 \pm v_0\tau' + x_{t_j}$ with probability 1/2 to choose each of them.

Similar to the discussions of ordinary Lévy walk model in [25], the PDF of the particle just having arrived at the position $x_t$ at time $t$ is denoted as $q(x_t, t)$. Combining with the above dynamics, we have

$$\begin{align}
q(x_t, t) &= \frac{1}{2} \int_{-\infty}^{\infty} \int_{0}^{t} \delta \left( x_t - \frac{1}{2} a\tau^2 - v_0\tau - x_{t-\tau} \right) \phi(\tau)q(x_{t-\tau}, t - \tau)d\tau dx_{t-\tau} \\
&+ \frac{1}{2} \int_{-\infty}^{\infty} \int_{0}^{t} \phi(\tau)q(x_{t-\tau}, t - \tau) \delta \left( x_t - \frac{1}{2} a\tau^2 + v_0\tau - x_{t-\tau} \right) d\tau dx_{t-\tau} + P_0(x)\delta(t), \tag{2}
\end{align}$$

where $P_0(x)$ is the initial distribution. Here it can be noted that the first two terms on the right hand side of (2) represent the probability of particles transiting from position $x_{t-\tau}$ at time $t - \tau$ to $x_t$ after duration time $\tau$. Besides, the PDF of Lévy particles locating at position $x_t$ at time $t$ denoted as $P(x_t, t)$ satisfies

$$\begin{align}
P(x_t, t) &= \frac{1}{2} \int_{-\infty}^{\infty} \int_{0}^{t} \delta \left( x_t - \frac{1}{2} a\tau^2 - v_0\tau - x_{t-\tau} \right) \Phi(\tau)q(x_{t-\tau}, t - \tau)d\tau dx_{t-\tau} \\
&+ \frac{1}{2} \int_{-\infty}^{\infty} \int_{0}^{t} \delta \left( x_t - \frac{1}{2} a\tau^2 + v_0\tau - x_{t-\tau} \right) \Phi(\tau)q(x_{t-\tau}, t - \tau) d\tau dx_{t-\tau}, \tag{3}
\end{align}$$

where the survival probability $\Phi(\tau)$ is defined as

$$\Phi(\tau) = \int_{\tau}^{\infty} \phi(\tau')d\tau'. \tag{4}$$

According to the property of Dirac-delta function, (2) and (3) can be respectively simplified as

$$\begin{align}
q(x_t, t) &= \frac{1}{2} \int_{0}^{t} \phi(\tau)q(x_t - \frac{1}{2} a\tau^2 - v_0\tau, t - \tau)d\tau \\
&+ \frac{1}{2} \int_{0}^{t} \phi(\tau)q(x_t - \frac{1}{2} a\tau^2 + v_0\tau, t - \tau)d\tau + P_0(x)\delta(t), \tag{5}
\end{align}$$

and

$$\begin{align}
P(x_t, t) &= \frac{1}{2} \int_{0}^{t} \Phi(\tau)q(x_t - \frac{1}{2} a\tau^2 - v_0\tau, t - \tau)d\tau \\
&+ \frac{1}{2} \int_{0}^{t} \Phi(\tau)q(x_t - \frac{1}{2} a\tau^2 + v_0\tau, t - \tau)d\tau. \tag{6}
\end{align}$$

In order to give the explicit form of $P(x_t, t)$ and further calculate some statistical quantities such as MSD, one of the most widely used methods is Fourier transform $\hat{f}(k) = \mathcal{F}_{x \rightarrow k}(f(x)) = \int_{-\infty}^{\infty} e^{-ikt} f(x)dx$ or Laplace transform $\hat{g}(s) = \mathcal{L}_{t \rightarrow s}(g(t)) = \int_{0}^{\infty} e^{-st} g(t)dt$. After some calculations, from (5) and (6), the PDF of Lévy walk particle in a constant force field can be represented
as

\[
\hat{P}(k, s) = \frac{\tilde{P}_0(k) \mathcal{L}_{s \to t} \{ \exp \left( -\frac{ib\kappa^2}{2} \cos (kv_0 \tau) \Phi(\tau) \right) \}}{1 - \mathcal{L}_{\tau \to s} \{ \exp \left( -\frac{ib\kappa^2}{2} \cos (kv_0 \tau) \phi(\tau) \right) \}}. 
\]  

From (7), one can verify the normalization of \( P(x, t) \), which is

\[
\int_{-\infty}^{\infty} \mathcal{L}_{s \to t}^{-1} \left\{ \hat{P}(x, s) \right\} dx = \mathcal{L}_{s \to t}^{-1} \left\{ \hat{P}(k, s) |_{k=0} \right\} = \mathcal{L}_{s \to t}^{-1} \{1/s\} = 1.
\]

Although the explicit form of \( P(x_t, t) \) in Fourier-Laplace space is given in (7), since the corresponding Laplace transform is hard to calculate, there are still some troubles in further calculating MSD or other quantities, which motivates us to utilize the Hermite polynomial approximation approach to solve the problem.

### B. Hermite polynomial approximation to Lévy walk in constant force field

In this subsection, we utilize the Hermite polynomials to approach the PDF of Lévy walk in a constant force field. The Hermite polynomials form an orthogonal basis of the Hilbert space with the inner product \( \langle f, g \rangle = \int_{-\infty}^{\infty} f(x) g(x) e^{-x^2} dx \) [36]. According to the complete orthogonal system, we assume that in Hilbert space \( q(x, t) \) and \( P(x, t) \) can be, respectively, represented as

\[
q(x, t) = \sum_{n=0}^{\infty} H_n(x) T_n(t) e^{-x^2}, \quad P(x, t) = \sum_{n=0}^{\infty} H_n(x) R_n(t) e^{-x^2},
\]

where \( H_n(x), n = 0, 1, \cdots \), represents the Hermite polynomials, \( \{T_n(t)\} \) and \( \{R_n(t)\} \) are series of functions with respect to \( t \) to be determined.

First inserting (8) into (5) leads to

\[
\sum_{n=0}^{\infty} H_n(x) T_n(t) e^{-x^2} = \frac{1}{2} \int_{0}^{t} \sum_{n=0}^{\infty} H_n \left( x - \frac{1}{2} a \tau^2 - v_0 \tau \right) T_n(t - \tau) \exp \left[ -\left( x - \frac{1}{2} a \tau^2 - v_0 \tau \right)^2 \right] \phi(\tau) d\tau + \frac{1}{2} \int_{0}^{t} \sum_{n=0}^{\infty} H_n \left( x - \frac{1}{2} a \tau^2 + v_0 \tau \right) T_n(t - \tau) \exp \left[ -\left( x - \frac{1}{2} a \tau^2 + v_0 \tau \right)^2 \right] \phi(\tau) d\tau + P_0(x) \delta(t).
\]

Multiplying \( H_m(x) \), \( m = 0, 1, 2, \cdots \), on both side of (10), integrating \( x \) over \(( -\infty, +\infty)\), and utilizing the properties of Hermite polynomials (A2) and (A3) in Appendix A, we have

\[
\sqrt{\pi} 2^m m! T_m(t) = \frac{1}{2} \sum_{k=0}^{m} \frac{m!}{k!(m-k)!} \int_{0}^{t} \sqrt{\pi} 2^k k! \left[ (a \tau^2 + 2v_0 \tau)^{m-k} + (a \tau^2 - 2v_0 \tau)^{m-k} \right] T_k(t - \tau) \phi(\tau) d\tau + \delta(t) H_m(0),
\]

where we choose the initial distribution of particles as Dirac-delta function, i.e., \( P_0(x) = \delta(x) \). Finally the iteration relation of \( \hat{T}_m(s) \) can be obtained by applying Laplace transform on (11) from \( t \) to \( s \),

\[
\sqrt{\pi} 2^m m! \hat{T}_m(s) = \frac{1}{2} \sum_{k=0}^{m} \frac{2^k \sqrt{\pi} m!}{(m-k)!} \mathcal{L}_{\tau \to s} \left\{ \left[ (a \tau^2 + 2v_0 \tau)^{m-k} + (a \tau^2 - 2v_0 \tau)^{m-k} \right] \phi(\tau) \right\} \hat{T}_k(s) + H_m(0).
\]

Similarly, by substituting (9) into (6), we find the relation between \( \hat{R}_m(s) \) and \( \hat{T}_m(s) \) in Laplace space

\[
\sqrt{\pi} 2^m m! \hat{R}_m(s) = \frac{1}{2} \sum_{k=0}^{m} \frac{2^k \sqrt{\pi} m!}{(m-k)!} \mathcal{L}_{\tau \to s} \left\{ \left[ (a \tau^2 + 2v_0 \tau)^{m-k} + (a \tau^2 - 2v_0 \tau)^{m-k} \right] \Phi(\tau) \right\} \hat{T}_k(s).
\]
from the iteration relation (12) for each \( m = 0, 1, \ldots, \) and further \( \hat{R}_m(s) \) can be obtained according to (13). Moreover, it can be noted that to calculate \( N \)-th moment with \( N \) being a non-negative integer one only needs to calculate the first \( N \) terms of \( \hat{T}_m(s) \) and \( \hat{R}_m(s) \) instead of infinite terms, bringing us the possible method to calculate the average, MSD, and other higher moment of Lévy walk process in constant force field.

Now we verify the normalization of \( P(x, t) \) given in (9). From the definition of Hermite polynomials in (A1), the PDF can be rewritten in the form

\[
P(x, t) = \sum_{n=0}^{\infty} (-1)^n \frac{d^n}{dx^n} e^{-x^2} R_n(t),
\]

therefore applying the Fourier transform \( x \to k \) and Laplace transform \( t \to s \) on (14) leads to

\[
\hat{P}(k, s) = \sum_{n=0}^{\infty} \sqrt{n!} (-ik)^n e^{-\frac{k^2}{s}} \hat{R}_n(s).
\]

Checking the normalization is equivalent to obtain \( \hat{P}(k = 0, s) = 1/s; \) in fact, from (12) taking \( m = 0 \) and noticing \( H_0(x) = 1 \), we have

\[
\hat{T}_0(s) = \frac{1}{\sqrt{(1 - \phi(s))}}.
\]

while from (13) and (15) one can obtain

\[
\hat{R}_0(s) = \frac{1 - \hat{\phi}(s)}{s} \hat{T}_0(s) = \frac{1}{\sqrt{\pi s}},
\]

\[
\hat{P}(k = 0, s) = \sqrt{\pi} \hat{R}_0(s) = 1/s.
\]

C. Properties of Lévy walk in constant force field: average displacement, MSD, and strongly anomalous diffusion

We first consider the average displacement and MSD of Lévy walk particles for some specific and representative \( \phi(\tau) \) moving in a constant force field. From the well-known relation

\[
\langle x^n(t) \rangle = (i)^m \left. \left( \frac{\partial^m}{\partial k^m} \hat{P}(k, t) \right) \right|_{k=0}
\]

and (15), the first two moments of the process in Laplace space can be, respectively, represented as

\[
\langle \hat{x}(s) \rangle = i \left. \frac{\partial}{\partial k} \hat{P}(k, s) \right|_{k=0} = \sqrt{\pi} \hat{R}_1(s),
\]

and

\[
\langle \hat{x}^2(s) \rangle = - \left. \frac{\partial^2}{\partial k^2} \hat{P}(k, s) \right|_{k=0} = \frac{\sqrt{\pi}}{2} \hat{R}_0(s) + 2\sqrt{\pi} \hat{R}_2(s).
\]

Therefore, in order to calculate the Laplace form of average displacement \( \langle \hat{x}(s) \rangle \) and MSD \( \langle \hat{x}^2(s) \rangle \), we need to further get \( \hat{T}_1(s) \) and \( \hat{R}_2(s) \), which is necessary to first calculate \( \hat{T}_1(s) \) and \( \hat{T}_2(s) \) based on (16). Taking \( m = 1 \), from the iteration relation (12) and the value of Hermite polynomials at the origin (A5), it can be obtained that

\[
2\sqrt{\pi} \hat{T}_1(s) = \sqrt{\pi} \mathcal{L}_{\tau \to s} \{ a \tau^2 \hat{\phi}(\tau) \} \hat{T}_0(s) + 2\sqrt{\pi} \hat{\phi}(s) \hat{T}_1(s),
\]

combining with (16) leads to

\[
\hat{T}_1(s) = \frac{a \hat{\phi}''(s)}{2\sqrt{\pi}(1 - \hat{\phi}(s))^2}.
\]

Further from (12), the equation of \( \hat{T}_2(s) \) is obtained as

\[
\sqrt{\pi} \hat{T}_2(s) = 2\sqrt{\pi} \mathcal{L}_{\tau \to s} \{ a \tau^2 \hat{\phi}(\tau) \} \hat{T}_1(s) + \frac{1}{2} \frac{\hat{T}_0(s) \mathcal{L}_{\tau \to s} \{ [(a \tau^2 - 2v_0 \tau)^2 + (a \tau^2 - 2v_0 \tau)^2] \hat{\phi}(\tau) \}}{8\sqrt{\pi}(\hat{\phi}(s) - 1)^3}
\]

\[
+ \frac{\hat{\phi}(s)(- 4 + 4v_0^2 \hat{\phi}''(s) + a^2 \hat{\phi}''(s))}{8\sqrt{\pi}(\hat{\phi}(s) - 1)^3}.
\]

Similarly from (13) and (16), (23), (25), the forms of \( \hat{R}_1(s) \) and \( \hat{R}_2(s) \) yield

\[
\hat{R}_1(s) = \frac{a \hat{\phi}(s) \hat{\phi}''(s) - (1 - \hat{\phi}(s)) \hat{\phi}'''(s)}{2\sqrt{\pi}(\hat{\phi}(s) - 1)^2},
\]

\[
\hat{R}_2(s) = \frac{a^2 \hat{\phi}''(s) \hat{\phi}''(s) + 4v_0^2 \hat{\phi}''(s) + a^2 \hat{\phi}''(s)}{8\sqrt{\pi}(\hat{\phi}(s) - 1)^3} + \frac{\hat{\phi}(s)(- 4 + 4v_0^2 \hat{\phi}''(s) + a^2 \hat{\phi}''(s))}{8\sqrt{\pi}(\hat{\phi}(s) - 1)^3}.
\]

The first two moments of Lévy walk in a constant force field can also be obtained by, respectively, combining (20) and (21) with (17), (26), and (27). The average displacement behaves as

\[
\langle \hat{x}(s) \rangle = \frac{a (\hat{\phi}(s) \hat{\phi}''(s) - \hat{\phi}(s) - 1) \hat{\phi}'''(s)}{2(\hat{\phi}(s) - 1)^2},
\]
and the MSD can be expressed as

$$
\langle \dot{x}^2(s) \rangle = \frac{1}{2s} + \frac{a^2 \phi''(s) \Phi'(s)}{2(1-\phi(s))^2} + \frac{4v_0^2 \phi''(s) + a^2 \phi(4)(s)}{4(1-\phi(s))}
+ \frac{\Phi(s)}{4(\phi(s) - 1)^3} \left( - 4 + 4v_0^2 \phi''(s) + a^2 \phi(4)(s) \right)
+ \frac{\Phi(s)}{4(\phi(s) - 1)^3} \left( 2 + 2\phi(s) - 4v_0^2 \phi''(s) \right)
- \frac{\Phi(s)}{4(\phi(s) - 1)^3} \left( 2a^2 \phi''(s)^2 + a^2 \phi(4)(s) \right).
$$

(29)

In particular, we consider the case that the running time follows exponential distribution, i.e., $\phi(\tau) = \lambda e^{-\lambda \tau}$. Then the corresponding Laplace transform is $\Phi(s) = \frac{1}{1+s}$ and in this case the survival probability in Laplace space is $\hat{\Phi}(s) = \frac{1}{s}$. Finally from (28) and (29), the average displacement and MSD in Laplace space can be given as

$$
\langle \dot{x}(s) \rangle = \frac{a}{s^2(\lambda + s)},
\langle \dot{x}^2(s) \rangle = \frac{2(a^2(\lambda + 3s) + s(\lambda + s)^2 v_0^2)}{s^6(\lambda + s)^3}.
$$

(30)

Then for sufficiently long time $t$ (small $s$), there are the following asymptotic behaviors after neglecting the high order small terms of $s$ and applying inverse Laplace transform from $s$ to $t$,

$$
\langle x(t) \rangle \sim \frac{a}{\lambda} t, \quad \langle x^2(t) \rangle \sim \frac{a^2}{\lambda^2} t^2.
$$

(31)

The numerical simulations shown in Fig. 1 and Fig. 2 verify the results. Here in this case, it is valuable to further consider the variance $\sigma(t)$ of the process, whose asymptotic form for sufficient long time $t$ is given by

$$
\sigma(t) = \langle x^2(t) \rangle - \langle x(t) \rangle^2 \sim \frac{2(a^2 + \lambda^2 v_0^2)t}{\lambda^3}.
$$

(32)

Figure 3 verifies our result of variance. By taking $a = 0$, it can be obtained from (32) that $\sigma(t) \sim 2v_0^2 t/\lambda$, which recovers the MSD of classical symmetric Lévy walk process which has the constant value of velocity $v_0$ and the same running time distribution in one dimensional space with no external potential, in this sense the result shown in (32) indicates the constant force field can accelerate the Lévy walk process. Besides it can be observed from (31) that the initial value of velocity $v_0$ for each step has no influence on the average displacement or the MSD when Lévy walk particle moves in a constant force field after sufficient long time, and this conclusion can also be found in (35).

Another representative kind of running time distribu-
that the external constant force field is also a strongly anomalous diffusion. The turning point locates at $q = \alpha/2$, which is totally different from the case of free condition $q = \alpha$ [40], besides the exponents for both regions of $q$ are also different. This is also one of the major influences made by the constant force field.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig4.png}
\caption{Power-law exponent w.r.t. $t$ of $\langle |x(t)|^q \rangle$ versus $q$ for $\alpha = 3/2$. The piecewise linear property can be found in the simulations, specifically $qv(q) = qa$ for $q < \alpha/2$ (solid line) and $qv(q) = 2q + 1 - \alpha$ for $q > \alpha/2$ (dashed line). The parameters are $\nu_0 = a = 1$ and $x_0 = 0$, and the simulation results are obtained by averaging over $10^4$ realizations.}
\end{figure}

### III. LÉVY WALK IN THE COMBINED ACTION OF HARMONIC POTENTIAL AND CONSTANT FORCE FIELD

Lévy walk process in harmonic potential has been fully discussed in [35]. In this section we will consider Lévy walk particle with mass $M$ moving in constant force field $F$ mixed with harmonic potential $V(x_t) = \frac{1}{2}x_t^2$, where $\gamma > 0$ is a constant.

#### A. Introduction of the model

Here we adopt the same notations as those in Sec. II A, and when Lévy walk particle moves in mixed potential $V(x) = -Fx + \gamma x^2/2$, for each $j = 1, \ldots, n$ with $t_j \leq t$.

| $\alpha$ | $0 < \alpha < 1$ | $1 < \alpha < 2$ |
|--------|-----------------|-----------------|
| $a = 0$ | $(1 - \alpha)\tau_0^2$ | $2v_0^2(a - 1)\tau_0^{1+\alpha}/(\alpha/2-1)$ |
| $a \neq 0$ | $\frac{a^2(1-\alpha)(3-2\alpha)}{12}t^3$ | $\frac{a^2(1-\alpha)\tau_0^{1+\alpha}}{(3-\alpha)(2-\alpha)}t^{3-\alpha}$ |

TABLE I: Asymptotic behavior of the MSD for Lévy walk in constant force field. The running time density is power-law with the asymptotic behavior in Laplace space shown in (34) and $\alpha$ is chosen in different regions.
we have the dynamics
\[
\begin{align*}
\left\{ \begin{array}{l}
M \frac{d^2 x_{i+\tau'}}{dt^2} = F - \gamma x_{i+\tau'}, \text{ if } \tau' \in (0, \{t_{j+1} \wedge t\} - t_j], \\
\frac{d x_{i+\tau'}}{d\tau'} \bigg|_{\tau'=0} = \pm v_0,
\end{array} \right.
\end{align*}
\]
where the initial velocity for each step is \( \pm v_0 \) and the probability of choosing either one of them is still 1/2.

For the initial velocity \( \pm v_0 \), the corresponding solution to (37) is
\[
x_{i+\tau'} = \frac{F}{\gamma} + \left( x_{ij} - \frac{F}{\gamma} \right) \cos(\omega \tau') \pm \frac{v_0}{\omega} \sin(\omega \tau'),
\]
where \( \omega = \sqrt{\frac{F}{\gamma}}. \) Similarly, the following equations for \( q(x,t) \) and \( P(x,t) \) can be given as

\[
q(x,t) = \frac{1}{2} \int_{-\infty}^{\infty} \int_{0}^{t} q(x_{i-\tau}, t - \tau) \phi(\tau) \delta \left( x_t - \frac{F}{\gamma} - \left( x_{i-\tau} - \frac{F}{\gamma} \right) \cos(\omega \tau) - \frac{v_0}{\omega} \sin(\omega \tau) \right) dx_{i-\tau} d\tau
\]
\[
+ \frac{1}{2} \int_{-\infty}^{\infty} \int_{0}^{t} q(x_{i-\tau}, t - \tau) \phi(\tau) \delta \left( x_t - \frac{F}{\gamma} - \left( x_{i-\tau} - \frac{F}{\gamma} \right) \cos(\omega \tau) + \frac{v_0}{\omega} \sin(\omega \tau) \right) dx_{i-\tau} d\tau + P_0(x) \delta(t),
\]
\[
P(x,t) = \frac{1}{2} \int_{-\infty}^{\infty} \int_{0}^{t} q(x_{i-\tau}, t - \tau) \Phi(\tau) \delta \left( x_t - \frac{F}{\gamma} - \left( x_{i-\tau} - \frac{F}{\gamma} \right) \cos(\omega \tau) - \frac{v_0}{\omega} \sin(\omega \tau) \right) dx_{i-\tau} d\tau
\]
\[
+ \frac{1}{2} \int_{-\infty}^{\infty} \int_{0}^{t} q(x_{i-\tau}, t - \tau) \Phi(\tau) \delta \left( x_t - \frac{F}{\gamma} - \left( x_{i-\tau} - \frac{F}{\gamma} \right) \cos(\omega \tau) + \frac{v_0}{\omega} \sin(\omega \tau) \right) dx_{i-\tau} d\tau.
\]

Again we assume that \( q \) and \( P \) can be expressed by Hermite polynomials given in (8) and (9), respectively; and when we choose \( P_0(x) = \delta(x) \), the relations for \( \hat{T}_m(s) \) and \( \hat{R}_m(s) \) can be obtained as

\[
\sqrt{\pi} 2^m m! \hat{T}_m(s) = \frac{1}{2} \sum_{l=0}^{m} \sum_{j=0}^{\left[ \frac{m}{2} \right]} \sqrt{\frac{m! 2^{l-2j}}{(m-l)! j!}} \hat{T}_{l-2j}(s) L_{l-2j} \left\{ \cos(\omega \tau)^{l-2j} (- \sin(\omega \tau))^{2j} \phi(\tau) \right\}
\]
\[
\times \left[ \left( \frac{-2F}{\gamma} \cos(\omega \tau) + \frac{2F}{\gamma} + \frac{2v_0}{\omega} \sin(\omega \tau) \right)^{m-l} + \left( \frac{-2F}{\gamma} \cos(\omega \tau) + \frac{2F}{\gamma} - \frac{2v_0}{\omega} \sin(\omega \tau) \right)^{m-l} \right] + H_m(0),
\]
\[
\sqrt{\pi} 2^m m! \hat{R}_m(s) = \frac{1}{2} \sum_{l=0}^{m} \sum_{j=0}^{\left[ \frac{m}{2} \right]} \sqrt{\frac{m! 2^{l-2j}}{(m-l)! j!}} \hat{T}_{l-2j}(s) L_{l-2j} \left\{ \cos(\omega \tau)^{l-2j} (- \sin(\omega \tau))^{2j} \Phi(\tau) \right\}
\]
\[
\left[ \left( \frac{-2F}{\gamma} \cos(\omega \tau) + \frac{2F}{\gamma} + \frac{2v_0}{\omega} \sin(\omega \tau) \right)^{m-l} + \left( \frac{-2F}{\gamma} \cos(\omega \tau) + \frac{2F}{\gamma} - \frac{2v_0}{\omega} \sin(\omega \tau) \right)^{m-l} \right] .
\]

The detailed derivations of (40) and (41) can be found in Appendix B. Further the normalization of \( P(x,t) \) can also be verified by \( \hat{T}_0(s) = \frac{1}{\sqrt{\pi(1-\phi(s))}} \) and \( \hat{R}_0(s) = \frac{1}{\sqrt{\pi(1-\Phi(s))}} \) obtained from (40) and (41), respectively. Next we will analyze some properties of Lévy walk process in the mixed potential.

**B. Properties of Lévy walk process in harmonic potential combined with constant force field**

1. **Average displacement, MSD, and variance**

To begin with our discussion of this part, we still need to calculate \( \hat{T}_2(s) \) and \( \hat{R}_2(s) \) to obtain the average displacement \( \langle x(t) \rangle \) following (20); and in order to obtain the MSD \( \langle x^2(t) \rangle \), the results of \( \hat{T}_2(s) \) and \( \hat{R}_2(s) \) are additionally necessary according to (21). From the relations (40) and (41), by taking \( m = 1 \) we have
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\[
\hat{T}_1(s) = \frac{\hat{T}_0(s) \left\{ \cos(\omega \tau) \phi(\tau) \right\} + \frac{2F}{\gamma} \phi(s)}{2\left[ 1 - \mathcal{L}_{\tau \to s} \{ \cos(\omega \tau) \phi(\tau) \} \right]}
\]

(42)

and

\[
\hat{R}_1(s) = \hat{T}_0(s) \left[ \frac{F}{\gamma} \Phi(s) \right] - \frac{F}{\gamma} \mathcal{L}_{\tau \to s} \{ \cos(\omega \tau) \Phi(\tau) \} + \hat{T}_1(s) \mathcal{L}_{\tau \to s} \{ \cos(\omega \tau) \Phi(\tau) \}
\]

(43)

taking \(m = 2\) leads to

\[
\hat{T}_2(s) = \frac{\sqrt{\pi} \hat{T}_0(s) \mathcal{L}_{\tau \to s} \left\{ \Phi(\tau) \left( \frac{F^2}{2\gamma^2} \cos^2(\omega \tau) + \frac{F^2}{2\gamma^2} \right) \right\}}{8\sqrt{\pi} \left[ 1 - \mathcal{L}_{\tau \to s} \{ \cos^2(\omega \tau) \phi(\tau) \} \right]}
\]

\[
- \frac{8F}{\gamma^2} \sqrt{\pi} \hat{T}_1(s) \mathcal{L}_{\tau \to s} \left\{ \cos(\omega \tau) \phi(\tau) (\cos(\omega \tau) - 1) \right\}
\]

\[
+ \frac{8\sqrt{\pi}}{\gamma} \left[ 1 - \mathcal{L}_{\tau \to s} \{ \cos^2(\omega \tau) \phi(\tau) \} \right] - 2
\]

\[
\sqrt{\pi} \hat{T}_0(s) \mathcal{L}_{\tau \to s} \left\{ \phi(\tau) \left( \frac{4\gamma^2}{\omega^2} \sin^2(\omega \tau) - 2 \sin^2(\omega \tau) \right) \right\}
\]

\[
+ \frac{8\sqrt{\pi}}{\gamma} \left[ 1 - \mathcal{L}_{\tau \to s} \{ \cos^2(\omega \tau) \phi(\tau) \} \right]
\]

(44)

and

\[
\hat{R}_2(s) = \hat{T}_0(s) \mathcal{L}_{\tau \to s} \left\{ \Phi(\tau) \left( \frac{F^2}{2\gamma^2} \cos^2(\omega \tau) + \frac{F^2}{2\gamma^2} \right) \right\}
\]

\[
+ \hat{T}_0(s) \mathcal{L}_{\tau \to s} \left\{ \Phi(\tau) \left( \frac{F^2}{2\gamma^2} \cos(\omega \tau) + \frac{\gamma^2}{2\omega^2} \sin^2(\omega \tau) \right) \right\}
\]

\[
- \frac{F}{\gamma} \hat{T}_1(s) \mathcal{L}_{\tau \to s} \left\{ \cos(\omega \tau) \Phi(\tau) - \cos(\omega \tau) \Phi(\tau) \right\}
\]

\[
+ \hat{T}_2(s) \mathcal{L}_{\tau \to s} \left\{ \cos(\omega \tau) \Phi(\tau) \right\}
\]

\[
+ \hat{T}_0(s) \mathcal{L}_{\tau \to s} \left\{ \frac{1}{4} \sin^2(\omega \tau) \Phi(\tau) \right\}
\]

(45)

For the first case, we consider exponentially distributed running time, i.e., \(\phi(\tau) = \lambda e^{-\lambda \tau}\). Substituting the corresponding Laplace transform of \(\phi(\tau)\) into (42) and (43), then the asymptotic form \(\langle x(t) \rangle\) for sufficiently long time \(t\) in Laplace space has the form \(\langle \hat{x}(s) \rangle \sim \frac{F}{\gamma s}\), which after inverse Laplace transform leads to

\[
\langle x(t) \rangle \sim \frac{F}{\gamma}.
\]

(46)

From (44) and (45), there exists

\[
\langle \hat{x}^2(s) \rangle \sim \frac{1}{s} \left( \frac{\nu_0^2}{\omega^2} + \frac{F^2}{\gamma^2} \right);
\]

and the corresponding inverse Laplace transform yields

\[
\langle x^2(t) \rangle \sim \frac{\nu_0^2}{\omega^2} + \frac{F^2}{\gamma^2}.
\]

(47)

Therefore the corresponding variance is

\[
\sigma(t) \sim \frac{\nu_0^2}{\omega^2}.
\]

(48)

In fact, we can further choose \(\phi(\tau)\) to be the power-law distribution and the uniform distribution on the interval \([0, T]\), i.e., \(\phi(\tau) = \frac{1}{T} 1_{[0, T]}(\tau)\) with \(T\) being the period of the process \(T = 2\pi / \omega\) and \(1_{[0, T]}(\tau)\) being the indicator function. Then the corresponding average movements and MSDs have the same asymptotic forms as shown in (46) and (47), so that the asymptotic behaviors of variances are also the same as (48). These results are verified by Fig. 5 and Fig. 6. From the result of MSD in (47), we conclude that Lévy walk particles in constant force field combined with Harmonic potential are always localized, and this conclusion also reflects that in some sense harmonic potential is stronger than constant force field. Besides, it can also be concluded that the variance does not depend on the constant force \(F\), and \(\sigma(t)\) is the same as the MSD of Lévy walk in potential \(V(x) = \frac{2}{\pi} x^2\) in [35].

![FIG. 5: Average displacement of Lévy walk in constant force field combined with harmonic potential with \(v_0 = 1\). Figure (a) gives the simulation results sampling over \(10^4\) realizations of \(\phi(\tau)\) being exponential distribution with \(\lambda = 1\) (dots), power-law distribution with \(\alpha = 1.5\) (circles), and uniform distribution with period \(T = 2\pi\) (stars); for figure (b), \(\phi(\tau)\) is taken as power-law distribution with \(\alpha = 0.5\). The solid lines are the theoretical result of \(\langle x(t) \rangle\) shown in (46).](image-url)

2. Stationary distribution and kurtosis

From the discussions in previous parts, the conclusion of localization indicates that further study on stationary distribution makes sense. The phenomena of monomodal-to-bimodal crossovers can be observed from Fig. 7 and Fig. 8. Besides the peaks of bimodal distribution locate at \(x = \pm \frac{\nu_0}{\omega} \pm \frac{\alpha}{\omega}\), while for pure harmonic potential \(V(x) = \frac{\gamma}{2} x^2/2\) the peaks locate at \(x = \pm \nu_0/\omega\) for binomial state [39]. It is also a major difference from...
Lévy flight process in an external potential, whose stationary distribution shows a bimodal state only for the potential steeper than harmonic one [30, 41].

For Lévy walk with \( \phi(\tau) = \lambda e^{-\lambda \tau} \) moving in constant force field combined with harmonica potential, the bimodal or monomodal state of stationary distribution \( P_{\text{st}}(x) \) depends on parameter \( \lambda \) and value of initial velocity \( v_0 \) for each step; to be more specific, as shown in Fig. 7 the larger \( v_0 \) or smaller \( \lambda \) is the bimodal state will emerge, for smaller \( v_0 \) or larger \( \lambda \) the monomodal state can be observed. For \( \phi(\tau) \) being a power-law density, the bimodal stationary distribution can also be obtained when \( v_0 \) is larger or \( \alpha \) is smaller, which can be found from numerical simulations shown in Fig. 8(a) and (b). Besides it can be concluded from Fig. 8(c) and (d) that for \( \phi(\tau) = \frac{1}{2\pi\tau} 1_{[0, \infty]}(\tau) \) the bimodal state will appear when \( r \) or \( v_0 \) becomes larger. Comparing with the results of pure harmonic potential in [35], the combined potential with constant force field will bring the corresponding stationary distribution a translation of \( F/\gamma \) and a skewness.

Another important quantity which characterizes the tails of the stationary PDF is kurtosis defined as

\[
K = \langle x^4(t) \rangle / \langle x^2(t) \rangle^2.
\]

The fourth moment can be obtained through (15) and (19), which is

\[
\langle x^4(s) \rangle = 3/4 \sqrt{\pi} R_0(s) + 6 \sqrt{\pi} R_2(s) + 24 \sqrt{\pi} R_4(s).
\]

When \( \phi(\tau) = \lambda e^{-\lambda \tau} \), (40) and (41) lead to

\[
\langle x^4(s) \rangle \sim \frac{1}{s} \left( \frac{F^4}{4} + \frac{6 F^2 v_0^2}{\gamma^2 \omega^2} + \frac{3 v_0^4 (\lambda^2 + 6 \omega^2)}{\omega^4 (\lambda^2 + 10 \omega^2)} \right).
\]  (49)

Applying inverse Laplace transform on (49) and combining with (47), we have

\[
K \sim \frac{3 \gamma^4 v_0^4 (\lambda^2 + 6 \omega^2)}{(\lambda^2 + 10 \omega^2) (\gamma^2 v_0^2 + F^2 \omega^2)^2} + \frac{6 F^2 \gamma^2 v_0^2 \omega^2 + F^4 \omega^4}{(\gamma^2 v_0^2 + F^2 \omega^2)^2}.
\]  (50)

After sufficiently long time. The specific form of \( K \) is verified by Fig. 9 through numerical inverse Laplace transform: besides by observing the value of \( K \) we can also conclude that the additional external constant force \( F \) cannot change the platykurtic state for small \( \lambda \), and from (50) we have the limit

\[
\lim_{\lambda \to \infty} K \simeq \frac{3 \gamma^4 v_0^4 + 6 F^2 \gamma^2 v_0^2 \omega^2 + F^4 \omega^4}{(\gamma^2 v_0^2 + F^2 \omega^2)^2} < 3,
\]

which indicates the stationary distribution is always platykurtic if \( F \neq 0 \) and this conclusion is a major difference from pure harmonic case as shown in [35]. Therefore we will not expect a Gaussian distribution when \( F \neq 0 \) for large \( \lambda \). Besides for the uniform distribution \( \phi(\tau) = \frac{1}{2\pi \tau} 1_{[0, \infty]}(\tau) \), the asymptotic behavior of \( K \) is
respectively. \( \alpha \) platykurtic for any large \( \alpha \) with \( \alpha = 1.5 \) in (a) and \( v_0 = 0.1 \) in (b), respectively. For (c) and (d), the running time follows \( \phi(\tau) = \frac{1}{v_0} \mathbb{1}_{[0, \infty]}(\tau) \) with \( v_0 = \omega = 1 \) in (c) and the relation \( v_0 = \omega = r \) in (d), respectively.

\[
K \sim \frac{3\gamma^4v_0^3}{(\gamma^2v_0^2 + F^2/\omega^2)^3} + \frac{12\gamma^4v_0^2\omega^2}{5(\gamma^2v_0^2 + F^2/\omega^2)^2} \tau^2, \tag{51}
\]
which also indicates that in the limit of \( r \) tending to zero \( K < 3 \), implying that the stationary distribution is always platykurtic no matter how small \( r \) is. This is also completely different from the results for pure harmonic potential. The numerical simulations are given in Fig. 9(b). The similar behavior for \( \phi(\tau) = \frac{1}{v_0} \mathbb{1}_{[0, \infty]}(\tau) \) can also be observed from Fig. 9(c), which still turns out to be platykurtic for any large \( \alpha \).

3. Relaxation dynamics

In the last part of this section, we are going to discuss relaxation dynamics of Lévy walk particle in mixed potential by assuming the initial position \( x_0 \neq 0 \). In this case the iteration relation for \( T_m(t) \) can be given by changing \( H_m(0) \) in (40) to \( H_m(x_0) \). Then for exponential distribution \( \phi(\tau) = \lambda e^{-\lambda \tau} \), by utilizing (A6) we have

\[
\langle \dot{x}(s) \rangle = \sqrt{\pi} R_1(s) = \frac{F\omega^2 + \gamma s(\lambda + s)x_0}{\gamma s(\lambda + s^2 + \omega^2)}.
\]

The result is verified by Fig. 10(a). Besides from (52) we can also conclude that the relaxation is still exponential, and the value of initial velocity \( v_0 \) for each step has no influence on the average displacement, which are in accordance with the ones of [35].

Next we will consider \( \phi(\tau) = \omega/(2\pi) \mathbb{1}_{[0, 2\pi]}(\tau) \), and the corresponding average displacement in Laplace space
can be given as

\[
\langle \dot{x}(s) \rangle = \frac{1}{\gamma s(s^2 + \omega^2)}
\times \left( \frac{s(2F\omega^2 + \gamma(s^2 - \omega^2)v_0)\cos(\omega T)}{e^{Ts}(-s + s^2T + T\omega^2) + s\cos(\omega T) - \omega \sin(\omega T)} \right)
+ \frac{1}{\gamma s(s^2 + \omega^2)}
\times \frac{\omega(F(s^2 - \omega^2) - 2\gamma v_0 s^2)\sin(\omega T)}{e^{Ts}(-s + s^2T + T\omega^2) + s\cos(\omega T) - \omega \sin(\omega T)}
+ \frac{\gamma s(s^2 + \omega^2)}{e^{Ts}(-s + s^2T + T\omega^2) + s\cos(\omega T) - \omega \sin(\omega T)}
\times \frac{F\omega^2(-2s + s^2T + T\omega^2)}{e^{Ts}}
+ \frac{\gamma s(s^2 + \omega^2)}{e^{Ts}}
\times \frac{\gamma s(-s + s^2T + \omega^2 + sT\omega^2)v_0}{e^{Ts}(-s + s^2T + T\omega^2) + s\cos(\omega T) - \omega \sin(\omega T)}
\times \frac{\omega(s^2 + \omega^2)}{e^{Ts}}
\times \frac{\gamma s(-s + s^2T + \omega^2 + sT\omega^2)v_0}{e^{Ts}(-s + s^2T + T\omega^2) + s\cos(\omega T) - \omega \sin(\omega T)}.
\]

Figure 10(b) presents the numerical inverse Laplace transform of (53) with \(\phi(\tau)\) being power-law density. From Fig. 10 we can observe that the slower \(\lambda\) or \(\alpha\) is, the initial decay will be faster and the oscillations will appear so it will take longer time for average displacement to converge to position \(F/\gamma\).

![Figure 10](image)

**FIG. 10:** Numerical simulations of average displacement of Lévy walk in constant force field combined with harmonic potential by sampling over \(10^4\) realizations. The parameters are \(v_0 = 1\) and \(x_0 = 2\). For (a), we take \(\phi(\tau) = \lambda e^{-\lambda\tau}\) with \(\lambda = 0.5\), \(\lambda = 1\), and \(\lambda = 2\); for (b), we take \(\phi(\tau)\) to be uniform distribution on \([0, T]\) and power-law distribution with \(\alpha = 0.5\), \(\alpha = 1.5\), and \(\alpha = 2.5\). The solid lines in (a) are the theoretical results shown in (52), and the solid lines in (b) are for the numerical inverse Laplace transform on (53).

**IV. CONCLUSION**

Lévy walks, as spatiotemporally coupled random-walk processes describing superdiffusive, have been widely accepted and recognized. In this paper, we mainly consider Lévy walk in constant force field and mixed potential \(V(x) = -Fx + \gamma^2/2x^2\). For both of the potentials we establish models based on the dynamics of each step and the random walk theory. Hermite polynomials provide us the possibility to solve Lévy walk process in external potential, which seems to be too hard to be treated by traditional integral transform method.

In the constant force field, the average displacements are calculated for different types of running times. Comparing with the free Lévy walk process, for exponentially distributed waiting time the variance still linearly depends on time \(t\) while the coefficient of it becomes bigger if \(F \neq 0\), which indicates that the external force makes the process move faster. Besides for power-law distributed running time, the asymptotic forms of average displacement and MSD for long time do not rely on the initial velocity of each step \(v_0\). From the numerical simulations of fractional moments, we discover that Lévy process with \(\phi(\tau)\) being power-law and \(1 < \alpha < 2\) is still a strongly anomalous diffusion; what is different from free Lévy walk in such case is that the turning point of the exponent of fractional moment \(\langle |x(t)|^q \rangle\) locates at \(q = \alpha/2\) instead of \(\alpha\) and the exponents for regions \(q < \alpha/2\) and \(q > \alpha/2\) are also different.

For the mixed potential, the asymptotic behaviors of average displacement and MSD are also calculated; further from the result of variance we discover it is the same as the result obtained from pure harmonic potential. According to the trends of stationary distribution with different parameters, we can observe the procedure of bi-modal changing to monomodal state; the additional force brings a translation and skewness to the stationary distributions comparing with the results of pure harmonic potential. Another major difference between pure potential and the mixed one is the kurtosis; the result of latter potential is always platykurtic if \(F \neq 0\). In the final part, we discuss the relaxation dynamics; for exponentially distributed running time, it decays exponentially from the initial position \(x_0\) to \(F/\gamma\), and for some parameters the oscillations can be observed.
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**Appendix A: A brief introduction of Hermite polynomials**

Hermite polynomials are a set of orthogonal polynomials defined on \((-\infty, \infty)\) with weight function \(e^{-x^2}\) [36]. One way of standardizing the Hermite polynomials is given as

\[
H_n(x) = (-1)^n e^{x^2} \frac{d^n}{dx^n} e^{-x^2}.
\]

(A1)
Furthermore, its orthogonality can be represented as
\[
\int_{-\infty}^{\infty} H_n(x)H_m(x)e^{-x^2}dx = \sqrt{\pi}2^n n!\delta_{n,m}, \quad (A2)
\]
where \(\delta_{n,m}\) is the Kronecker delta function. By Taylor's expansion, it has
\[
H_n(x + y) = \sum_{k=0}^{n} \binom{n}{k} H_k(y)(2x)^{n-k}, \quad (A3)
\]
and the following holds
\[
H_n(\gamma x) = \sum_{j=0}^{\left\lfloor n/2 \right\rfloor} \gamma^{n-2j}(\gamma^2 - 1)^j \frac{(n)!}{(2j)!} H_{n-2j}(x), \quad (A4)
\]
where \(\left\lfloor \frac{n}{2} \right\rfloor\) is the biggest integer smaller than \(\frac{n}{2}\). The special value of Hermite polynomials is the value evaluated at zero argument \(H_n(0)\), which are called Hermite number,
\[
H_n(0) = \begin{cases} 
0, & \text{if } n \text{ is odd} \\
(-1)^{\frac{n}{2}}2^{n/2}(n-1)!, & \text{if } n \text{ is even}. 
\end{cases} \quad (A5)
\]
In particular,
\[
H_0(x) = 1, \quad H_1(x) = 2x, \quad H_2(x) = 4x^2 - 2. \quad (A6)
\]

**Appendix B: Derivations of (40) and (41)**

According to the property of Dirac delta-function, we can rewrite (38) and (39) as
\[
q(x,t) = \frac{1}{2} \int_0^t \frac{\phi(\tau)}{\cos(\omega\tau)} q \left( \frac{F}{\gamma} + \frac{1}{\cos(\omega\tau)} \left( x - \frac{F}{\gamma} - \frac{v_0}{\omega} \sin(\omega\tau) \right), t - \tau \right) d\tau \\
+ \frac{1}{2} \int_0^t \frac{\phi(\tau)}{\cos(\omega\tau)} q \left( \frac{F}{\gamma} + \frac{1}{\cos(\omega\tau)} \left( x - \frac{F}{\gamma} + \frac{v_0}{\omega} \sin(\omega\tau) \right), t - \tau \right) d\tau + P_0(x)\delta(t), \quad (B1)
\]
\[
P(x,t) = \frac{1}{2} \int_0^t \frac{\Phi(\tau)}{\cos(\omega\tau)} q \left( \frac{F}{\gamma} + \frac{1}{\cos(\omega\tau)} \left( x - \frac{F}{\gamma} - \frac{v_0}{\omega} \sin(\omega\tau) \right), t - \tau \right) d\tau \\
+ \frac{1}{2} \int_0^t \frac{\Phi(\tau)}{\cos(\omega\tau)} q \left( \frac{F}{\gamma} + \frac{1}{\cos(\omega\tau)} \left( x - \frac{F}{\gamma} + \frac{v_0}{\omega} \sin(\omega\tau) \right), t - \tau \right) d\tau. \quad (B2)
\]

Inserting the assumed form of \(q\) in (8) into (B1) results in
\[
\sum_{n=0}^{\infty} H_n(x)T_n(t)e^{-x^2} = \frac{1}{2} \int_0^t \frac{\phi(\tau)}{\cos(\omega\tau)} \sum_{n=0}^{\infty} \left[ H_n(y_-)e^{-y_-^2} + H_n(y_+)e^{-y_+^2} \right] T_n(t - \tau) d\tau, \quad (B3)
\]
where \(y_\pm = \frac{F}{\gamma} + \frac{1}{\cos(\omega\tau)} \left( x - \frac{F}{\gamma} \pm \frac{v_0}{\omega} \sin(\omega\tau) \right)\). Then multiplying \(H_m(x)\) on both sides of (B3) and integrating w.r.t. \(x\) over \((-\infty, \infty)\), after taking variable change we have
\[
\sqrt{\pi}2^m m!T_m(t) = \frac{1}{2} \int_0^t \frac{\phi(\tau)}{\cos(\omega\tau)} \sum_{n=0}^{\infty} \int_{-\infty}^{\infty} \left[ H_n(y_-)e^{-y_-^2} + H_n(y_+)e^{-y_+^2} \right] H_m(x)dx T_n(t - \tau) d\tau \\
= \frac{1}{2} \int_0^t \phi(\tau) \sum_{n=0}^{\infty} \int_{-\infty}^{\infty} \left[ H_m \left( \cos(\omega\tau)x - \frac{F}{\gamma} \cos(\omega\tau) + \frac{F}{\gamma} + \frac{v_0}{\omega} \sin(\omega\tau) \right) \\
+ H_m \left( \cos(\omega\tau)x - \frac{F}{\gamma} \cos(\omega\tau) + \frac{F}{\gamma} - \frac{v_0}{\omega} \sin(\omega\tau) \right) \right] H_n(x)e^{-x^2}dx T_n(t - \tau) d\tau, \quad (B4)
\]
where the property (A2) is also utilized. From the properties of Hermite polynomials (A3) and (A4), the integration in (B4) can be calculated as

\[
\int_{-\infty}^{\infty} H_m \left( \cos(\omega \tau) x - \frac{F}{\gamma} \cos(\omega \tau) + \frac{F}{\gamma} + \frac{v_0}{\omega} \sin(\omega \tau) \right) H_n(x) e^{-x^2} dx
\]

\[
= \int_{-\infty}^{\infty} \sum_{l=0}^{m} \left( \frac{m}{l} \right) H_l(\cos(\omega \tau) x) \left( -\frac{2F}{\gamma} \cos(\omega \tau) + \frac{F}{\gamma} + \frac{2v_0}{\omega} \sin(\omega \tau) \right)^{m-l} H_n(x) e^{-x^2} dx
\]

\[
= \sum_{l=0}^{m} \sum_{j=0}^{l} \left( \frac{m}{l} \right) \left( \frac{l}{2j} \right) \left( \frac{1}{j!} \right) \cos^{l-2j}(\omega \tau) \left( \cos^2(\omega \tau) - 1 \right)^j \left( -\frac{2F}{\gamma} \cos(\omega \tau) + \frac{F}{\gamma} + \frac{2v_0}{\omega} \sin(\omega \tau) \right)^{m-l}
\]

\[
\times \int_{-\infty}^{\infty} H_{l-2j}(x) H_n(x) e^{-x^2} dx.
\]

Then according to the orthogonal property of Hermite polynomial (A2), we can finish calculating this part of integration. The similar method can give us another integration in the second equation of (B4), and finally after some simplifications and applying Laplace transform w.r.t. \( t \) we have (40). On the other hand, from (B2) and (9) after a similar derivation we can arrive at (41).
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