Measurability of nonequilibrium thermodynamics in terms of the Hamiltonian of mean force
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The nonequilibrium thermodynamics of an open (classical or quantum) system in strong contact with a single heat bath can be conveniently described in terms of the Hamiltonian of mean force. However, the conventional formulation is limited by the necessity to measure differences in equilibrium properties of the system-bath composite. We make use of the freedom involved in defining thermodynamic quantities, which leaves the thermodynamics unchanged, to show that the Hamiltonian of mean force can be inferred from measurements on the system alone, up to that irrelevant freedom. In doing so, we refute a key criticism expressed in the works by P. Talkner and P. Hänggi [Phys. Rev. E 94, 022143 (2016) and arXiv:1911.11660]. We also discuss the remaining part of the criticism.
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I. INTRODUCTORY REVIEW

We start by reviewing recent progress in nonequilibrium strong-coupling thermodynamics based on the Hamiltonian of mean force [1–20] in a unified way. The goal is to find a consistent thermodynamic description for a system, which can be driven far away from equilibrium and which exchanges energy with a single arbitrary strongly coupled bath. If it can also exchange particles with the bath, similar constructions were independently proposed in Refs. [21–23]. We here focus only on the exchange of energy.

For this purpose we consider open systems specified by an arbitrary global Hamiltonian of the form $H_{SB}(\lambda_t) = H_S(\lambda_t) + V_{SB} + H_B$. Here, $H_S(\lambda_t)$ is the system Hamiltonian, which can depend on an external driving protocol $\lambda_t$ (e.g., a changing electromagnetic field), $H_B$ is the bare bath Hamiltonian, and $V_{SB}$ describes the system-bath interaction. Note that a time-dependent interaction $V_{SB}(\lambda_t)$ can be considered within the thermodynamic framework based on the Hamiltonian of mean force [11–14,18], but for ease of presentation we do not include this possibility here. In this Rapid Communication, we use a quantum-mechanical notation for convenience. If a result is only valid for classical systems, we explicitly emphasize it.

For the moment we consider the time $t$ to be fixed. If the global state of the system-bath composite is an equilibrium canonical state at inverse temperature $\beta = T^{-1}$ ($k_B \equiv 1$), it is given by $\pi_{SB}(\lambda_t) \equiv e^{-\beta H_{SB}(\lambda_t)}/Z_{SB}(\lambda_t)$ with the partition function $Z_{SB}(\lambda_t) = \text{tr}[e^{-\beta H_{SB}(\lambda_t)}]$. In that case the corresponding reduced equilibrium state of the system is given by

$$\pi_S^{\lambda_t}(\lambda_t) \equiv \text{tr}_B[\pi_{SB}(\lambda_t)],$$

which is in general not of the canonical Gibbs form due to the non-negligible coupling $V_{SB}$, i.e., $\pi_S^{\lambda_t}(\lambda_t) \neq e^{-\beta H_S(\lambda_t)}/Z_S(\lambda_t)$. However, it can always be written in that canonical form with an effective Hamiltonian, which is known as the Hamiltonian of mean force (HMF) [24,25] and which equals $-T \ln \pi_S^{\lambda_t}(\lambda_t)$ up to an additive constant. A common and convenient choice for that constant is fixed using $H_S^e(\lambda_t) = -T \ln[Z_S^e(\lambda_t)\pi_S^{\lambda_t}(\lambda_t)]$ with [26,27]

$$Z_S^e(\lambda_t) \equiv \frac{Z_{SB}(\lambda_t)}{Z_B}.$$

Here, $Z_B \equiv \text{tr}_B[e^{-\beta H_B}]$ is the partition function of the bath alone. One should note that the HMF $H_S^e(\lambda_t) = H_S^e(\lambda, \beta)$ depends on the inverse temperature.

In the following we recapitulate some essential elements of the nonequilibrium thermodynamics based on the HMF. For ease of presentation we assume that the initial system-bath state is described by the global equilibrium state $\pi_{SB}(\lambda_0)$, where we set the initial time to be $t = 0$. Note that this initial state is different from the class of decorrelated initial states $\rho_{SB}(0) = \rho_S(0) \otimes \rho_B$, which is conventionally considered in the theory of open quantum systems [28] and requires a thermodynamic treatment not captured by the HMF [29–35]. The present framework is therefore particularly designed to treat initially correlated (and perhaps even entangled) system-bath states. Note that, classically, a larger class of correlated initial system states can be treated provided that the bath is initially in a conditional equilibrium state [6], but this result has no straightforward analog in the quantum regime [17]. However, if one pays attention to the fact that the state preparation itself has a thermodynamic cost, then any initial system state can be also treated within the HMF framework of strong-coupling thermodynamics [18]. Finally, a single framework combining both correlated and decorrelated initial states was proposed in Ref. [34].

Although we assume to start in equilibrium, we allow the driving protocol $\lambda_t$ to vary arbitrarily in time. This implies that the system-bath state at a later time $t > 0$ is no longer in equilibrium, i.e., $\rho_{SB}(t) \neq \pi_{SB}(\lambda_t)$ in general. The mechanical
work done on the system is identified as usual as
\[ W(t) = \int_0^t ds \text{tr}_s \left\{ \frac{\partial H_s(\lambda_s)}{\partial s} \rho_s(s) \right\}, \quad (3) \]
where \( \rho_s(t) = \text{tr}_b [\rho_{SB}(t)] \) is the reduced state of the system at time \( t \). The second law of nonequilibrium thermodynamics was found to be (for classical dynamics this was first derived in Ref. [6] and for quantum dynamics in Ref. [17])
\[ \Sigma(t) \equiv \beta [W(t) - \Delta F^*_s(t)] \geq 0 \quad (4) \]
with \( \Delta F^*_s(t) \equiv F^*_s(t) - F^*_s(0) \). Here, the generalization of the nonequilibrium free energy to the strong-coupling regime is defined as
\[ F^*_s(t) \equiv \text{tr}_S [H^*_s(\lambda_s) \rho_s(t)] + T \text{tr}_S [\rho_s(t) \ln \rho_s(t)]. \quad (5) \]
Furthermore, \( \Sigma(t) \) is known as the entropy production and since, Eq. (4) takes on the familiar form of phenomenological nonequilibrium thermodynamics [36] identifying the free energy (5) as the quantity, which gets minimized at equilibrium.

The second law (4) can be also expressed in terms of the nonequilibrium free energy \( F^*_s(t) \) as the quantity, which gets minimized at equilibrium.

The second law of nonequilibrium thermodynamics \( S^* \) is known as the entropy production and identifies the free energy, \( \Sigma \), as [17]
\[ \Sigma(t) = D[\rho_{SB}(t)|\pi_{SB}(\lambda_s)] - D[\rho_s(t)|\pi_s^*(\lambda_s)]. \quad (6) \]
from which the non-negativity of \( \Sigma(t) \) follows. Furthermore, if the dynamics are classical, it also holds that [17]
\[ \Sigma(t) = -\int_0^t ds \frac{\partial}{\partial \lambda_s} D[\rho_s(s)|\pi_s^*(\lambda_s)]. \quad (7) \]
Here, the derivative is taken with respect to a fixed \( \lambda_s \). Finally, notice that the nonequilibrium free energy can be linked to the equilibrium free energy, denoted with a calligraphic letter \( F^*_s(\lambda_s) = -T \ln Z^*_s(\lambda_s) \), via the relation
\[ F^*_s(\lambda_s) - F^*_s(\lambda_s) = TD[\rho_s(t)|\pi_s^*(\lambda_s)] \geq 0. \quad (8) \]
Due to the non-negativity of relative entropy and since we assumed to start in equilibrium, Eq. (4) implies the weaker inequality
\[ W_{\text{diss}}(t) = W(t) - \Delta F^*_s(\lambda_s) \geq 0. \quad (9) \]
In this context \( W_{\text{diss}}(t) \) is known as the “dissipated work” and Eq. (9) was first derived for classical dynamics in Ref. [1] and for quantum dynamics in Ref. [2].

Remarkably, Eq. (9) can be extended to a fluctuation theorem [1,2]
\[ \langle e^{-\beta W(t)} \rangle = e^{-\beta \Delta F^*_s(t)}. \quad (10) \]
Classically, \( \langle \cdots \rangle \) denotes an ensemble average over many trajectories and \( W(t) \) is the stochastic work, which follows from evaluating Eq. (3) along a single trajectory (see Ref. [1] for details). Quantum mechanically, Eq. (10) can be derived using the so-called “two-projective-energy-measurement scheme” (TPPEMS; see Refs. [37,38] for reviews). Furthermore, for classical dynamics also Eq. (4) can be extended to a fluctuation theorem [6]:
\[ \langle e^{-\beta W(t) - \Delta F^*_s(t)} \rangle = 1. \quad (11) \]
Here, \( F^*_s(t) \) is the stochastic nonequilibrium free energy (see the Supplemental Material for more details and a proof of Eq. (11) [39]). The two fluctuation theorems (10) and (11) need to be distinguished in general. If the dynamics are such that for a fixed control parameter \( \lambda_s \), the final nonequilibrium state \( \rho^*_s(t) \) relaxes back to the equilibrium state (for instance, when the global system is weakly coupled to an ideal superbath), then Eq. (11) implies Eq. (10). Interestingly, a corresponding quantum version of Eq. (11) is not known to exist for general open system dynamics.

We now turn to the definition of internal energy, heat, and system entropy. We emphasize, however, that the second law (4), together with the definition of work, Eq. (3), is sufficient to characterize the set of allowed state transformations and the overall dissipation of the process. Indeed, it is clear from the basic definition of the nonequilibrium free energy,
\[ F^*_s(t) = U^*_s(t) - T \tilde{S}^*_s(t), \quad (12) \]
that there are a priori many options to define an internal energy \( U^*_s(t) \) (which fixes the definition of heat via the first law) or a thermodynamic entropy \( \tilde{S}^*_s(t) \) of the system (which fixes the definition of heat via the second law), without having any impact on the second law. Furthermore, all that matters for the second law is the change in nonequilibrium free energy, which leaves us with a further freedom since Eq. (5) is only fixed up to an irrelevant constant value with respect to a standard reference state. We review two convenient choices.

One choice, which was used in Refs. [6,10,12,14,17,18,20] to construct a framework of nonequilibrium thermodynamics, identifies
\[ \tilde{U}^*_s(t) = U^*_s(t) = \text{tr}_S [\rho_s(t) [H^*_s(\lambda_s) + \beta \partial_{\lambda_s} H^*_s(\lambda_s)]]], \quad (13) \]
\[ \tilde{S}^*_s(t) = S^*_s(t) = \text{tr}_S [\rho_s(t) [-\ln \rho_s(t) + \beta^2 \partial_{\lambda_s} H^*_s(\lambda_s)]]], \quad (14) \]
which requires one to evaluate the partial derivative \( \partial_{\lambda_s} H^*_s(\lambda_s) \). Furthermore, starting with \( F^*_s(\lambda_s) = -T \ln Z^*_s(\lambda_s) \), a straightforward calculation reveals that [40]
\[ U^*_s(\lambda_s) = \partial_{\lambda_s} F^*_s(\lambda_s), \quad S^*_s(\lambda_s) = \beta^2 \partial_{\lambda_s} F^*_s(\lambda_s). \quad (15) \]
Here, \( U^*_s(\lambda_s) \) and \( S^*_s(\lambda_s) \) are the equilibrium counterparts of \( U^*_s(t) \) and \( S^*_s(t) \) obtained by replacing \( \rho_s(t) \) with \( \pi^*_s(t) \). Equation (15) looks familiar from equilibrium statistical mechanics if one replaces \( X^*_s(\lambda_s) \) by \( X^*_S(\lambda_s) \), where \( X \) is used to denote \( F, \tilde{U}, \) or \( S \). Furthermore, it follows from \( Z^*_S(\lambda_s) = Z_{SB}(\lambda_s) / Z_B \) that a certain additivity property holds:
\[ X^*_S(\lambda_s) = X^*_S(\lambda_S) + X_B. \quad (16) \]
This implies, e.g., that the equilibrium system internal energy plus the equilibrium internal energy of the bare, unperturbed bath is equal to the global internal energy of the system-bath composite. The energy and entropy of the system, however, remain in general not additive. Indeed, if the system \( S \) is split into two subsystems, \( S = X \otimes Y \), and if one follows the same logic as above by assigning \( X^*_X(\lambda_s) \equiv X_{XY}(\lambda_s) - X_B \) and \( X^*_Y(\lambda_s) \equiv X_{YB}(\lambda_s) - X_X \) to \( X \) and \( Y \), respectively, it no longer holds true that \( X^*_X + X^*_Y + X_B = \tilde{X}_{XY}, \) i.e., \( X^*_X + X^*_Y \neq \tilde{X}^*_{XY} \) in general.

Another choice arises if one is only interested in the coarse-grained thermodynamics of an extended system, \( S' = S \otimes R \), which by incorporating part of the bath, \( R \), can be treated as weakly coupled to the remaining part of the bath. This strategy, which is based on tools from Refs. [41–43], can
be used to show that for classical dynamics the following
definition emerges naturally [11]:
\[ \tilde{F}_S(t) \equiv F_{S}^{\text{CG}}(t) = F_{S}^c(t) + \mathcal{F}_R. \]  

Here, “CG” stands for coarse-graining and \( \mathcal{F}_R \) is the equi-
rium free energy of the part of the bath that was incorporated
in the extended system which obviously has no impact on the
change in system nonequilibrium free energy as \( \Delta F_{S}^{\text{CG}}(t) = \Delta F_{S}^c(t) \). Furthermore, relations formally identical to Eqs. (15) and (16), but in each case with a redefined equilibrium value,
can be also derived. A crucial observation made in Ref. [11]
was that the so-defined thermodynamic quantities \( F_{S}^{\text{CG}}(t) \) and \( S_{S}^{\text{CG}}(t) \) capture the full nonequilibrium thermo-
dynamics of the weakly coupled open system \( S' = S \otimes R \) in
the limit where the remaining degrees of freedom \( R \) are fast
and can be adiabatically eliminated, i.e., whenever they can
be approximated to be in a conditional equilibrium state. Even
beyond that limit, so-called Markovian embedding strategies
can be used to study the thermodynamics of strongly coupled
open quantum systems [7,44–50].

We remark that all the results mentioned so far are pow-
erful because they are exact mathematical identities that hold
for any arbitrary system-bath Hamiltonian dynamics, and in
particular any bath size.

II. LOCAL MEASURABILITY OF THE HAMILTONIAN
OF MEAN FORCE

In the previous section we have reviewed a thermodynamic
framework, where all thermodynamic quantities can be evalu-
based solely on knowledge of the reduced system state \( \rho_S(t) \). From the point of open quantum system theory [28] this
makes it an appealing theoretical framework. Also experiment-
ally, while still challenging, quantum state tomography of
\( \rho_S(t) \) has been already demonstrated for many technologically
relevant platforms. Classically, one can directly use stochastic
trajectories to evaluate the corresponding stochastic thermo-
dynamic quantities.

However, there is one caveat: evaluating many thermo-
dynamic quantities, such as the free energy (5), requires
knowledge of the HMF (2). In particular, the partition function
\( Z_S^c(\lambda_t) = Z_{SB}(\lambda_t) / Z_B \) cannot be inferred from the reduced system state (1) alone. Instead, it is fixed by the ratio of
partition functions of the system-bath composite and the bath
alone. This is not only theoretically challenging to compute,
it but also seems experimentally out of reach.

We here overcome this severe practical limitation in the
following sense. First, we show that there is an amount of freedom involved in defining the HMF, meaning that the par-
tition function \( Z_S^c(\lambda_t) \) and therefore the thermostats is will be
different but the thermodynamics remains unchanged. Second,
we demonstrate that this freedom can be used to construct a
strong-coupling thermodynamics based solely on local measure-
ments of the system. Importantly, this is done in a model-
inddependent way, based only on three minimal assumptions:
the ability to measure the system state, knowledge of the
system Hamiltonian, and knowledge of the bath temperature.

We start by emphasizing again that the reduced state of
\( \rho_{SB}(\lambda_t) \),
\[ \pi^c_S(\lambda_t) = \text{tr}_B[\pi_{SB}(\lambda_t)] = \frac{e^{-\beta H_{S}^c(\lambda_t)}}{Z_S^c(\lambda_t)}, \]
does not uniquely determine \( \hat{H}_S(\lambda_t) \) and \( \hat{Z}_S(\lambda_t) \). Fixing one,
however, determines the other. Next, we demonstrate that any
choice of \( \hat{Z}_S(\lambda_t) \), which fulfills
\[ \frac{\hat{Z}_S(\lambda_t)}{\hat{Z}_S(\lambda_0)} = \frac{Z_S^c(\lambda_t)}{Z_S^c(\lambda_0)} \]
does not change the thermodynamics. Equivalently, we can say
that any choice that fixes the differences of the HMFs, i.e.,
\( \Delta H_{S}^c(\lambda_t) = \Delta H_{S}(\lambda_t) \), does not change the thermodynamics.
This can be checked as follows. First, one expresses the original HMF in terms of the effective HMF from Eq. (18) as
\[ H_{S}^c(\lambda_t) = \hat{H}_S(\lambda_t) + \frac{1}{\beta} \ln \frac{\hat{Z}_S(\lambda_t)}{\hat{Z}_S^c(\lambda_t)}. \]

Notice that the second term on the right-hand side is just a real
number and can be taken out of any trace operation. Using
this insight, one readily verifies with the help of Eq. (19) that the thermodynamics (i.e., heat, work, change in internal
energy and system entropy, entropy production) is insensitive

to this redefinition. This is even true for quantities defined at
the stochastic level. Therefore, we conclude that all choices
fulfilled by Eq. (19) are equally legitimate starting points to
construct a theory of nonequilibrium thermodynamics.

Experimentally, reconstructing \( \hat{H}_S(\lambda_t) \) can be done in vari-
ous ways, in particular in the classical case. For instance,
assume that we know the reduced system equilibrium states
\( \pi^c_S(\lambda_t) \) for all relevant values \( \lambda_t \) of the control protocol. This
state can be inferred by doing only measurements of the
system. Then, set
\[ \hat{H}_S(\lambda_t) = -T[\ln \pi^c_S(\lambda_t) + \ln \hat{Z}_S(\lambda_t)], \]
which still does not fully fix \( \hat{H}_S(\lambda_t) \) as we do not know the constant \( \hat{Z}_S(\lambda_t) \). However, now we make use of the freedom
mentioned above. For this purpose we fix one of the partition
functions, say the one at time \( t = 0, \hat{Z}_S(\lambda_0) \), to a known value.
This value is completely arbitrary [51] and fixes \( \hat{H}_S(\lambda_0) \). To
fix \( \hat{H}_S(\lambda_t) \) for all other times \( t \neq 0 \), we choose \( \hat{Z}_S(\lambda_t) \) such that Eq. (19) is fulfilled, which only requires us to infer
\( Z_S^c(\lambda_t) / Z_S^c(\lambda_0) \). One way to do so is immediately offered by
Eq. (10) after recognizing that \( e^{-\beta \Delta H_{S}(\lambda_t)} = Z_S^c(\lambda_t) / Z_S^c(\lambda_0) \).
Note that, in the classical case, the left-hand side of Eq. (10)
can be evaluated by only knowing the stochastic work, which
can be inferred by measuring only system trajectories.

We comment on another possibility to infer \( \hat{H}_S(\lambda_t) \) in a clas-
sical setting provided that we fixed \( \hat{Z}_S(\lambda_0) \) to an arbitrary value. For this purpose we return to Eq. (7). By using Eqs. (4) and (5), we see that
\[ \Delta \langle H_{S}^c(\lambda_t) \rangle = W(t) + T \Delta S_{SB}[\rho_S(t)] - T \Sigma(t). \]  
Here, \( \Delta \langle H_{S}^c(\lambda_t) \rangle = \text{tr}_S[\{H_{S}^c(\lambda_t) \rho_S(t) - H_{S}^c(\lambda_0) \rho_S(0)\}] \) denotes
the change in expectation value of the HMF and \( \Delta S_{SB}[\rho_S(t)] \) denotes
the change in Shannon entropy of the classical distribution \( \rho_S(t) \). Now, notice that the right-hand side of Eq. (22)
is completely determined by knowing \( \rho_S(t) \) and \( \pi_S^*(\lambda_s) \), but knowledge of the HMF is not required to evaluate it. Next, we use Eqs. (19) and (20) to deduce that \( \Delta(H_S(\lambda_t)) = \Delta(H_S(\lambda_0)) \). Hence, 
\[
\text{tr} \{ H_S(\lambda_t) \rho_S(t) \} = W(t) + T \Delta S_{\text{SB}}[\rho_S(t)]
\]
\[
- T \Sigma(t) + \text{tr} \{ H_S(\lambda_0) \rho_S(0) \}.
\]
(23)
Except \( H_S(\lambda_t) \), all quantities are known in this expression and can be inferred by measuring the system only. To finally reconstruct \( H_S(\lambda_t) \) from this expression, we need a set of final states \( \{ \rho_S(t) \} \), which are independent and linearly span the probability space. Such a set can be generated, e.g., by using initial states different from \( \pi_S^*(\lambda_0) \) (as allowed in the classical regime [6]) or by using different driving protocols \( \lambda_t \) (0 ≤ s ≤ t) keeping \( \lambda_t \) at time \( t \) fixed. In contrast to the previously mentioned approach, Eq. (23) might be particularly convenient from a numerical point of view as it only requires knowledge about the ensemble of states \( \rho_S(t) \).

We now turn to the quantum case, where the problem is more complicated as the generalization of Eq. (10) can be only derived using the TPPEMS. This is experimentally demanding. To circumvent this problem, we consider an adiabatically slow process in which \( \rho_S(t) = \pi_S^*(\lambda_t) \) for all times \( t \) and we assume the second law (4) becomes an equality: \( W(t) = \Delta F_S^*(\lambda_t) \). Note that, in contrast to the previous results, the latter is not an exact identity for a finite-size heat bath. Instead, we here have to assume that the system-bath composite is coupled to a “superbath” of inverse temperature \( \beta \). Then, to make the operational meaning of this approach transparent, we express the second law as
\[
\int_0^t d\tau \text{tr} \left\{ \frac{\partial H_S(\lambda_t)}{\partial \lambda_t} \pi_S^*(\lambda_t) \right\} = -T \ln \frac{Z_S^*(\lambda_t)}{Z_S^*(\lambda_0)}.
\]
(24)
This again completely fixes the ratio of partition functions and thus, the HMF up to an irrelevant degree of freedom. Note that, in theory, such an adiabatic process requires infinite time. However, compared to the weak-coupling regime, strong coupling might be helpful here as the relaxation timescales are larger and hence, we can implement the process faster. Furthermore, note that Eq. (24) does not require one to perform any measurement of work per se, but is fully accessible by quantum process tomography.

III. THE CRITICISM OF TALKNER AND HÅNNGI

In two recent papers [52,53] Talkner and Hänggi (abbreviated T&H in the following) critically questioned the approach reviewed in Sec. I. Before turning to their three main points of criticism, we review what T&H take for granted and do not question. In accordance with Refs. [1–20] this includes the assumption that the initial state can be taken to be a global Gibbs state \( \pi_{SB}(\lambda_0) \) and that the average work in both the quantum and the classical case, is given by Eq. (3) [54]. They therefore start from the same premise as we did in Sec. I.

Furthermore, T&H fix the definition of equilibrium energy and entropy by the relations (15) based on the choice \( F_S^*(\lambda_t) = -T \ln Z_S^*(\lambda_t) \). This choice is referred to as “thermodynamically consistent” [53]. But as discussed above, this choice is not unique if one only requires the differences in thermodynamic state functions to be reproduced and not their absolute value. We note that related questions arise on the ongoing discussion of how to correctly account for the interaction energy in simple mesoscopic systems [21–23,55–59].

We now briefly summarize the three main points of criticism by T&H:

(a) Since the HMF together with its conventional used normalization [see Eq. (2)] requires precise measurements of \( Z_S^*(\lambda_0) = Z_{SB}(\lambda_0)/Z_B \), T&H “emphasize that the HMF does not follow from the reduced state of the open system” and, without additional knowledge, “the HMF remains undetermined” and finding it for real systems “presents in practice an impossible task” [53].

(b) When trying to construct the corresponding fluctuating thermodynamic potentials along a single trajectory in view of the classical framework of stochastic thermodynamics, there is a vast amount of ambiguity left. Thus, “the stochastic energetics suffers from the problem [of ambiguity]” and “the same flaw also adheres to stochastic thermodynamics” [53]. Furthermore, T&H write that “other restrictions on the hypothetical fluctuating thermodynamic potentials are not known” [53].

(c) Points (a) and (b) were first put forward in the classical context [52]. In addition, in the quantum case T&H write that “it is not possible to specify [...] simultaneously work and heat, not even their averages” and any “formulation of a first law for other than weakly interacting quantum systems [...] seems doubtful” [53].

Our reply to this criticism is as follows: Concerning point (a), the main technical contribution of the present Rapid Communication directly addresses point (a) since we provide a clear experimental prescription to determine the HMF, up to a thermodynamically irrelevant constant, by local measurements of the system only. This is an important result: although the open system dynamics of \( \rho_S(t) \) depends strongly on the the details of \( V_{SB} \) and \( H_B \), no knowledge of them is required to experimentally infer the thermodynamics of the open system. Thus, the criticism of T&H expressed in point (a) remains formally correct—the HMF together with the particular choice (2) of partition function is not measurable using only knowledge about \( \rho_S(t) \)—but this has no thermodynamic consequences if we choose a partition function obeying Eq. (19). This less restrictive choice of the partition function can be experimentally inferred based only on knowledge about \( \rho_S(t) \).

Concerning point (b), we first note that the ambiguities in Eqs. (53) and (54) discussed in Ref. [52] are absent if one takes into account that they have to vanish on average for all possible time-evolved nonequilibrium states as we show in [60]. Second, the fluctuating thermodynamic potentials must satisfy the second law (4) or the classical fluctuation theorem (11), which indeed constitute further restrictions.

Concerning point (c), the correct identification of heat and work in the quantum regime is more subtle as there is still no consensus on these questions. The main objection of T&H is based on their assessment that heat and work are like “position and momentum,” whose values “can not be assigned [simultaneously],” and the measurements “need to be error free” and the “energy value must be detected with certainty”
However, such measurements are never strictly realized in any quantum experiment and one way to address this issue is to construct a thermodynamic framework that takes into account incomplete information, as recently proposed in Refs. [18,20,61,62] (see also Ref. [63]). This approach provides consistent definitions of heat and work based on the available information in an experiment and does not assume perfect measurements of the bath like the TPPEMS. It also reduces to previously explored cases in the literature in its respective limit.

IV. CONCLUSION

The thermodynamic framework based on the HMF provides a solid and, as we have shown, operationally meaningful approach to formulate nonequilibrium thermodynamics in the strong-coupling regime. Nevertheless it has its limitations. Most importantly, it does not extend to the experimentally relevant situation of multiple heat baths, where only a few formally exact results are known [29,30,35] and a couple of promising theoretical tools, restricted to particular models, were devised [7,21,23,44–50,56–59,64–75].

To conclude, strong-coupling nonequilibrium thermodynamics is not as straightforward as its weak-coupling counterpart and more care is required when specifying the experimental setup including the different classes of possible system preparations. Yet, we are convinced that this quest brought important progress and will continue to do so.
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