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Abstract—The Spatio-Temporal Traffic Prediction (STTP) problem is a classical problem with plenty of prior research efforts that benefit from traditional statistical learning and recent deep learning approaches. While STTP can refer to many real-world problems, most existing studies focus on quite specific applications, such as the prediction of taxi demand, ridesharing order, traffic speed, and so on. This hinders the STTP research as the approaches designed for different applications are hardly comparable, and thus how an application-driven approach can be generalized to other scenarios is unclear. To fill in this gap, this paper makes three efforts: (i) we propose an analytic framework, called STAnalytic, to qualitatively investigate STTP approaches regarding their design considerations on various spatial and temporal factors, aiming to make different application-driven approaches comparable; (ii) we design a spatio-temporal meta-model, called STMeta, which can flexibly integrate generalizable temporal and spatial knowledge identified by STAnalytic, (iii) we build an STTP benchmark platform including ten real-life datasets with five scenarios to quantitatively measure the generalizability of STTP approaches. In particular, we implement STMeta with different deep learning techniques, and STMeta demonstrates better generalizability than state-of-the-art approaches by achieving lower prediction error on average across all the datasets.
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1 INTRODUCTION

The Spatio-Temporal Traffic Prediction (STTP) problem refers to the problem that resides in many urban predictive applications related to both spatial and temporal human mobility dynamics, e.g., the predictions of taxi demand [1], metro human flow [2], electrical vehicle charging usage [3], and traffic speed [4]. The STTP problems play a vital role in today’s smart city management and organization, e.g., traffic monitoring and emergency response.

Traditionally, STTP is often formulated as a time-series prediction problem, where statistical methods such as ARIMA (AutoRegressive Integrated Moving Average) [5], [6] are widely used. In recent years, with the advance of machine learning, especially deep learning techniques, a variety of new models have been developed for STTP. Today, researchers can be quickly overwhelmed by numerous STTP related papers that continuously emerge in top-tier conferences and journals [1], [4], [7], [8], [9]. However, most efforts focus on the sophisticated application-specific model design and then test their models on limited data of one or few specialized applications, e.g., ridesharing [8], bikesharing [9], [10], and highway traffic speed [4]. Although the proposed models can conceptually be applied to other STTP scenarios, whether the performance can still be as good as their specialized applications remains unclear. In other words, it becomes rather difficult to analyze whether an STTP model can be quickly generalized over various scenarios. Indeed, the generalizability is a fundamental and key property of an STTP model, and significantly determines the potential impact scope. In this regard, it is highly urgent to require a general analytic framework that can help investigate and compare different application-driven STTP models. Furthermore, the insights derived from the analytic framework can guide researchers to justify the generalizability of these models, and then design new models with better generalizability.

To fill this research gap, this paper makes efforts from the following aspects:

1) To make different application-driven STTP approaches comparable, we propose an analytic framework, called STAnalytic, to investigate the STTP approaches from their considered high-level spatial and temporal factors. Particularly, STAnalytic maps an STTP model into a two-level hierarchical analysis process where the first level is spatial and temporal perspective, and the second level is knowledge and modeling perspective. Then, every STTP model can be analyzed as two research questions: (1) “what effort is done from temporal and spatial perspective?”; and (2) “which spatial/temporal knowledge is considered with which modeling techniques?”. This qualitative analysis can provide useful insights about whether an STTP model can be well generalized to various scenarios even before we run quantitative experiments over the model.

2) To elaborate the effectiveness of STAnalytic in terms
of helping design generalizable STTP models, we propose a spatio-temporal meta-model, called STMeta, based on the analysis results of the STTP over state-of-the-art in literature [1], [4], [7], [8]. STMeta is a “model of model” (meta-model) which has a hierarchical structure to flexibly and efficiently integrate generalizable temporal and spatial knowledge identified by STAnalytic from literature. With state-of-the-art deep learning techniques such as graph convolution [11] and attention mechanisms [12], we implement three variants of STMeta and verify their generalizable effectiveness via multiple real-life STTP benchmark datasets (listed next).

3) To alleviate the issue that today’s STTP research studies usually conduct experiments on certain specific applications and do not justify the generalizability among various applications quantitatively, we build a set of STTP benchmark datasets including five scenarios, i.e., ridesharing, bikesharing, metro, electric vehicle charging, and traffic speed. The datasets cover ten cities, where the longest time duration spans four years and the largest number of traffic data records is more than 400 million. We have released our code and data repository.

To summarize, this paper makes the following contributions:

1) We develop an analytic framework, namely STAnalytic, following which existing STTP approaches can be qualitatively explored. To the best of our knowledge, this is one of the first studies that propose such an analytic framework for the STTP problem.

2) We design a meta-model called STMeta based on the insights derived from STAnalytic over state-of-the-art research [1], [4], [7], [8]. STMeta can flexibly and efficiently take into account multiple spatial and temporal knowledge for building an STTP model.

3) We build a set of real-life STTP benchmark datasets covering five scenarios and ten cities. The benchmark results verify that STMeta generally outperforms state-of-the-art approaches. After analyzing the results, we provide several design guidelines to develop STTP approaches with better generalizability.

2 PROBLEM AND GENERALIZABILITY

2.1 Problem Formulation

First, we formulate the Spatio-Temporal Traffic Prediction problem. Suppose that there are a set of locations \( L = \{l_1, l_2, \cdots, l_n\} \), and for each \( l_i \in L \), it has a historical series of traffic information from time slot 1 to the current slot \( k \), denoted as \( F_i = \{f_{i1}, f_{i2}, \cdots, f_{ik}\} \). Then, we want to predict the traffic information for each \( l_i \) in the next time slot \( k + 1 \) to minimize,

\[
\text{error}(\hat{f}_{i(k+1)}, f_{i(k+1)}) \quad \forall l_i \in L
\]  

(1)

where \( \hat{f}_{i(k+1)} \) is the predicted traffic of \( l_i \) in the next time slot \( k + 1 \), and \( f_{i(k+1)} \) is the ground truth; the error function may have many choices. In this paper, we use RMSE (root mean square error).

2.2 Application Scenarios

STTP is an abstraction of many real-world smart city applications that are reported and studied in the literature:

- **Region-based Ridesharing Demand Prediction** [8]: With the popularity of ridesharing services, one fundamental problem is to predict how many ridesharing demands will emerge in every area of a city. Usually, a city will be split into a set of equal-size regular regions (e.g., grids of 1km * 1km) [1], [8] or irregular regions (e.g., functional areas split by road network) [13], and then one needs to predict the ridesharing demand for each region in near future.

- **Station-based Bikesharing Demand Prediction** [9]: Bikesharing is another quickly developed service in many cities nowadays. One major type of bikesharing services builds a set of fixed stations in a city and then users can borrow and return bikes at any of those stations. As each station has a limited number of docks to hold bikes, it is important to predict how many users will borrow or return bikes in near future.

- **Other Applications.** In literature, a lot of other specific problems can also be converted to STTP problems. Actually, most of them can be categorized to region-based or station-based problems. For example, for taxi flow prediction of a city, the problem is often formulated same as ridesharing demand and the regions are pre-defined [1], [14]; for traffic speed prediction of road segments, the problem formulation is similar to the station-based bikesharing case [15], [16].

2.3 Generalizability

While most prior studies focus on specific applications, this paper aims to explore the generalizability issue in STTP. In particular, we concentrate on two generalizability issues: model generalizability and knowledge generalizability:

- **Model Generalizability.** As different STTP applications involve diverse spatial and temporal knowledge factors, the model generalizability refers to: (1) Regarding different spatial and temporal knowledge factors, is a model generalizable to incorporate diverse factors? (2) By incorporating different factors, can a model be generally competitive to the state-of-the-art models in a variety of applications?

- **Knowledge Generalizability.** With the generalizable model that can incorporate various spatial and temporal knowledge factors, we aim to study the knowledge generalizability issue: Given a certain spatial or temporal knowledge factor, is it generalizable to be effective for various STTP applications?

To address the model generalizability issue, we first propose STAnalytic, an analytic framework to investigate the spatial and temporal factors considered in a specific STTP model, which can facilitate a qualitative analysis of the model’s generalizability. With the spatial and temporal factors identified by STAnalytic in mind, we propose STMeta, a meta-model that can incorporate distinct factors in a unified manner; we verify STMeta’s superiority of generalizability over state-of-the-art models by running an
We propose an analytic framework, called STAnalytic, with which we can investigate and compare different application-driven STTP models and justify their generalizability.

### 3.1 Framework Overview

Our framework STAnalytic is illustrated in Figure 1. Overall, the framework considers STTP approaches mainly from two aspects: temporal and spatial factors by answering the following research questions.

**RQ1:** Does the approach consider temporal and/or spatial factors in predicting traffic?

**RQ2:** What temporal knowledge factors have been taken into building the approach? For each considered temporal knowledge factor, how does the approach model it?

**RQ3:** What spatial knowledge factors have been taken into building the approach? For each considered spatial knowledge factor, how does the approach model it?

Regarding RQ1, the STTP approaches based on traditional time-series analysis techniques, such as autoregressive integrated moving average (ARIMA), consider only temporal factors [6], [17]. Other studies leveraging more advanced temporal learning techniques, such as long short-term memory (LSTM) [18], [19], also belong to this temporal-factor-only category. In comparison, more recent STTP approaches mostly consider both temporal and spatial factors explicitly into the model design, especially with state-of-the-art deep learning techniques such as convolution networks [1], [9].

Regarding RQ2 and RQ3, it needs more effort to answer for an STTP approach. To help answer RQ2 and RQ3, the next subsection will review and summarize common temporal and spatial factors that have been considered in the STTP literature. Then, when analyzing a new STTP approach, we can quickly check ‘whether the temporal and spatial factors in consideration belong to our summarized ones’ and ‘whether there is new temporal or spatial knowledge beyond our summarized ones’, so as to answer RQ2 and RQ3.

While spatial and temporal factors are the foundation for traffic prediction, other external factors, e.g., weather [20] and social events [21], may impact traffic patterns prominently, leading to the fourth research question.

**RQ4:** What external factors have been considered in predicting traffic?

### 3.2 Temporal and Spatial Knowledge Factors

To help answer RQ2 and RQ3, we investigate the temporal and spatial knowledge that has been well studied in the literature.

#### 3.2.1 Temporal Knowledge Factors and Modeling

Modeling temporal factors has been well studied in STTP, which can be traced back to a very classical research area, time-series analysis [17]. In general, most time series analysis techniques can be applied to STTP; for clarity, we just highlight some most widely used temporal knowledge and its related techniques. The most widely considered temporal knowledge includes temporal closeness, daily periodicity, and weekly periodicity:

**Temporal Closeness.** One of the most intuitive ways to predict future traffic data is checking back the traffic information of the recent time slots, which is called closeness. In other words, for the models considering closeness (in fact, almost all the models consider closeness), they would take the recent a few $k$ time slots’ traffic data as input and then predicts the future.

In literature, many classical statistical methods have been proposed to extract meaningful closeness patterns from the time-series data. The most famous model is perhaps ARIMA [6]. In brief, ARIMA models the traffic of a future slot as a linear combination of the flow of recent slots. As non-linear relations are hard to find with ARIMA, recently researchers started using non-linear models such as tree-based models (e.g., XGBoost [22]) and recurrent neural networks (e.g., LSTM [18], [23]). Note that, regardless of the modeling techniques, if an approach takes recent a few time slots’ traffic data as input, then its temporal consideration factor is closeness.

**Daily Periodicity.** As human activity has high regularity, the traffic dynamics, whatever the specific application, also often has obvious patterns. The daily periodicity is one of the most significant patterns. For example, on workdays around 8:00 a.m., people get out of home and go to workplaces, leading to the morning rush hours when many types of traffic data (metro, taxis, buses, etc.) will go from the residential area to the working area. In general, if a model considers daily periodicity, it will put the traffic data of previous days at the same time (e.g., the same hour) into the input.

To model the daily periodicity, the seasonal component can be added to ARIMA [5]. Another widely used method is selecting the historical traffic data at the same daily time
Recently, convolution neural networks (CNN) have been used to aggregate near locations' knowledge. More specifically, the input is used to learn the spatial knowledge for STTP. As CNN can be stacked to a very deep structure, powerful tools to extract hidden spatial knowledge from such constructed inter-location relationship graphs [8], [9].

It is worth noting that, the geographic proximity and location functionality can also be seen as special instances of inter-location relationships. For geographic proximity, nearby locations can be linked in the graph; for location functionality, the locations with similar functionality can also be connected [8]. This indicates that the inter-location relationship is promising to be generalized to represent various spatial knowledge for STTP.

**Data-Driven Modeling without Explicit Knowledge.** While spatial patterns of traffic are complicated and heterogeneous in reality, some recent studies attempt to catch spatial knowledge directly by data-driven methods rather than encoding explicit knowledge factors. One representative method is first randomly constructing an inter-location graph, and then applying the graph neural network learning technique to refine the inter-location graph [26], [27]. Generally, the patterns learned by such purely data-driven methods are highly dependent on the amount and quality of the input historical data. Besides, since the inter-location relationship becomes learnable, the overall computation overhead is increased [27].

### 3.3 External Factors

Besides spatial and temporal factors, researchers have also studied how various external factors may influence traffic patterns [38]. These research achievements inspire that for a fine-grained traffic prediction, external factors could be a useful extra knowledge source. We list some representative external factors widely studied in the literature.

**Weather.** Weather information, including temperature, humidity, condition (e.g., rainy, cloudy), etc., would impact human mobility obviously. It has been reported that more than 20% of car accidents are related to weather conditions. Some researchers have analyzed the correlations.

2. https://ops.fhwa.dot.gov/weather/q1_roadimpact.htm
of various weather variables and traffic for identifying influential weather factors [20].

Workday/Holiday. Human mobility patterns are diversified between workdays and holidays. For instance, during the Thanksgiving and Christmas holiday, there would be a significant increase on long-distance travels in U.S., leading to heavy congestion on highways [39]. Hence, whether it is a workday or holiday can cause distinct traffic flows.

Event. When certain events happen around a location, the corresponding traffic would be biased from its normal pattern. For instance, when a sports game or concert is held at a stadium, then the passenger flow around the stadium would rapidly rise up, thus impacting the traffic of its nearby metro [21], bikesharing stations [40], etc.

3.4 Analyzing Existing Models

With the preceding issues, now we summarize representative research studies on STTP with STAnalytic. Since in recent years we have witnessed numerous STTP efforts, we thus only select some representative studies from both classical statistical learning and new deep learning methodologies to give an overview.

Regarding RQ1, we select two main streams of traffic prediction studies to analyze with STAnalytic. The first stream only considers the temporal factors with classical statistical methods (e.g., ARIMA) or recent deep learning methods (e.g., LSTM); the second stream leverages the deep learning techniques with both temporal and spatial knowledge in consideration.

As shown in Table 1, most of the first stream of works are much older, including Hamed et al. (1995) [6], Williams et al. (1998) [5], and Williams et al. (2003) [24]. All of them take the traffic prediction problem as time-series data analysis and thus solve the problem with ARIMA methods. The results from Williams et al. (1998, 2003) [5, 24] reveal that the daily and weekly periodicity widely exists and thus it is important to consider them in the temporal factors of the traffic prediction. More recently, researchers start leveraging advanced machine learning techniques, such as LSTM, to learn the temporal patterns in traffic prediction [18].

For the second stream of works, we list several representatives [1], [4], [7], [8], [15], [25], [26], [27], which are published in prestigious venues and highly cited. All of these studies apply deep learning techniques into STTP with both temporal and spatial knowledge in consideration. Note that their modeling techniques are distinct (see ‘modeling technique’ in Table 1), thus not directly comparable from the technique perspective. However, with STAnalytic, we put more focus on analyzing which types of temporal and spatial knowledge are taken into consideration, and then these studies are clearly comparable as follows:

1) From temporal knowledge (RQ2), ST-ResNet [1], ST-MGCN [8], and ASTGCN [25] consider both closeness and daily/weekly periodicity, while others only consider closeness.

2) From spatial knowledge (RQ3), ST-MGCN [8] considers multiple factors including proximity, functionality, and road connectivity. In comparison, other studies only consider one spatial knowledge of proximity or functionality. Note that Graph-WaveNet [26] and AGCRN [27] use data-driven methods to automatically extract spatial knowledge, which has the potential to outperform specified spatial knowledge with adequate high-quality historical data.

| Model Name | RQ2: Temporal | RQ3: Spatial | RQ4: External | Modeling Technique (T: Temporal, S: Spatial) |
|------------|---------------|--------------|--------------|---------------------------------------------|
| Temporal Only                                                                                         |
| Hamed et al. 1995 [6] | close. | — | — | ARIMA (T) |
| Williams et al. 1998 [5] | close., daily | — | — | Seasonal ARIMA (T) |
| Williams et al. 2003 [24] | close., weekly | — | — | Seasonal ARIMA (T) |
| Ma et al. 2015 [18] | close. | — | — | LSTM (T) |
| Zhang et al. 2017 [1] | ST-ResNet | close., daily, weekly | prox. | weather, holiday | Residual Convolution (T, S) |
| Li et al. 2018 [7] | GeoMAN | close. | func. | none | LSTM (T), Attention (S) |
| Geng et al. 2019 [8] | ST-MGCN | close. | prox. | none | Gated Convolution (T), Graph Convolution (S) |
| Gao et al. 2019 [25] | ASTGCN | close., daily, weekly | prox. | none | Attention & Graph Convolution (T, S) |
| Bai et al. 2020 [27] | AGCRN | close. | data-driven | none | GRU (T), Graph Convolution (S) |
| Zheng et al. 2020 [28] | GMan | close. | prox. | none | Attention (T, S) |
| Song et al. 2020 [29] | STSGCN | close. | prox. | none | Graph Convolution (T, S) |
| Yi and Park 2020 [30] | HGC-RNN | close. | func. | holiday | GRU (T), Hypergraph Convolution (S) |

TABLE 1: Analysis of representative STTP approaches with STAnalytic.
external factors, such as weather and events, can influence traffic patterns, most spatio-temporal traffic prediction methods ignore external factors completely. There may be several reasons. First, how to extract useful external factors, such as events, is a non-trivial problem itself [21]. Second, how external factors impact traffic patterns is highly application-dependent (e.g., the event impacts on metro passenger volume may not be generalized to traffic speed). Then, it is still challenging for general-purpose traffic prediction approaches to incorporate external factors in a unified way for diverse applications. According to this state and making the method comparison fair, we then ignore external factors for all the approaches in our quantitative benchmark experiment (Section 5). Nevertheless, we believe that investigating external factors is a promising research direction for STTP.

4 STMeta: STTP Meta-Model

To show the effect of STAnalytic in guiding the design of generalizable STTP approaches, we propose a meta-model called STMeta, which can consider multiple generalizable spatial and temporal knowledge identified by STAnalytic from literature.

4.1 Design Principles

Before describing the details of STMeta, we first illustrate the key design consideration of STMeta from two aspects:

1. From the modeling perspective, we aim to fully leverage the state-of-the-art deep learning techniques, which can extract latent features and representations very effectively, especially when we can collect a large amount of historical traffic data with advanced IT infrastructures nowadays.

2. From the spatio-temporal knowledge perspective, we attempt to consider the representative and generalizable knowledge captured by STAnalytic, so that the knowledge that has already been validated from literature can contribute to our model.

Note that STMeta is a ‘meta-model’ of model: many components of STMeta are not restricted to specific types of learning techniques, but can be implemented by alternative techniques that suit the modeling purpose. Next we will describe the details of STMeta.

4.2 Meta-Model Details

The overview of STMeta is in Figure 2. The key components include the spatio-temporal modeling, temporal aggregation, and spatial aggregation units. We illustrate them as follows.

4.2.1 Spatio-Temporal Modeling

The spatio-temporal modeling part of STMeta includes two key steps. First, we decide which input format is suitable for the temporal and/or spatial knowledge. Second, we need some modeling techniques to extract useful patterns from the temporal and/or spatial knowledge inputs.

To consider the temporal knowledge including closeness, daily periodicity, and weekly periodicity, our model has constructed multiple time-series data regarding different temporal knowledge as the input. Particularly, for closeness, the time-series consists of the traffic data in recent time slots; for daily (or weekly) periodicity, the time-series includes the traffic data in the same time slot of last a few days (or the same weekday-time slot in last a few weeks). We use this input format because it is flexible and can be generalized to other cases. For example, if certain traffic data has bi-weekly/monthly/yearly periodicity patterns, it is easy to implement them into STMeta by adding a corresponding time series.

To consider spatial knowledge, we adopt the inter-location relationship graph as the input because of its generality [8], [9] (Details in ‘Inter-Location Relationship’ of last section). Then, for specific STTP scenarios, researchers can build suitable inter-location relation graphs, e.g., proximity and functionality, to encode the useful spatial knowledge.

Given the temporal and spatial inputs, the key component of our model is the spatio-temporal unit that takes both time-series data (temporal knowledge) and graph structures (spatial knowledge) into account. Recent deep learning research has developed techniques such as graph convolutional long short-term memory (GCLSTM) [9] and diffusion convolutional gated recurrent unit (DCGRU) [4].

1. **GCLSTM:** Graph convolution works on a graph \( G = (V, A) \) where \( V \) is the vertices and \( A \) is the adjacency matrix. Let \( L = I - D^{-1/2} \times A \times D^{-1/2} \) be the normalized Laplace matrix, where \( D_{ii} = \sum_j A_{i,j} \) is the diagonal degree matrix. The graph convolution can be computed by Chebyshev approximation [11]:

   \[
   X' = \sum_{k=0}^{K} T_k(L) \times X \times \theta_k
   \]

   where \( T_k(L) \) is the \( k \)-th Chebyshev polynomial and \( \theta_k \) is a parameter matrix. To implement GCLSTM, we modify the input \( X_t \) and the hidden state \( h_{t-1} \) of the LSTM unit to a graph convoluted version:

   \[
   X'_t = \sum_{k=0}^{K} T_k(L) \times X_t \times \theta_k
   \]

   \[
   h'_{t-1} = \sum_{k=0}^{K} T_k(L) \times h_{t-1} \times \theta_k
   \]

   The graph convolution part in GCLSTM can consider the spatial information while the LSTM part can take temporal information.

2. **DCGRU:** From the design concept, DCGRU is very similar to GCLSTM. That is, DCGRU also re-designs the recurrent neural unit by considering node relations in a graph. The difference is that it uses GRU instead of LSTM, and also replaces the graph convolution operation with the diffusion convolution one.

4.2.2 Spatial and Temporal Knowledge Aggregation

As shown in Figure 2, after the spatio-temporal modeling unit, STMeta will first conduct temporal aggregation to integrate multi-temporal knowledge, and then spatial
The output of GAL at \( h_i \) can then be represented as

\[
h'_i = \sigma(\sum_j \alpha_{i,j} \cdot (h_j \cdot W))
\]  

(6)

where \( \sigma \) is the activation function and we use leaky RELU [41]. To make the self-attention process more robust, we add the multi-head mechanism into the model [12] (\( M \) is the number of multi-head):

\[
h'_i = \frac{1}{M} \sum_{m=1}^{M} \sigma(\sum_j \alpha_{i,j}^m \cdot (h_j \cdot W^m))
\]  

(7)

As each node has its own feature after GAL, we then use an average pooling layer to aggregate \( h'_i \) into a feature vector:

\[
\bar{h} = \text{AveragePooling}(h'_i)
\]  

(8)

where \( \bar{h} \) is the final GAL aggregated feature representation from a set of features \( h \).

(2) Concatenation with Dense Layer. Another widely used technique in deep learning to combine multiple features is concatenation. Then, dense layers can be applied to the concatenated features so as to extract useful representations for the target task:

\[
\hat{h} = \text{Dense}([h_1; h_2; \ldots; h_N])
\]  

(9)

For the temporal or spatial aggregation unit in Figure 2, either of the above two techniques can be selected.

4.2.3 Combing Together

With the spatio-temporal modeling unit and the temporal and spatial aggregation unit, we can then implement concrete STTP approaches following STMeta. Particularly, after spatial aggregation, we can simply stack several dense network layers on the aggregated spatio-temporal representations to predict the future traffic.
4.2.4 TMeta: Considering Only Temporal Factors

It is worth noting that, following the design principle of STMeta, we can have a simplified version by considering only temporal factors, called TMeta (Figure 3). The temporal modeling unit can be implemented by LSTM [23] or GRU [42]. Later in the benchmark experiments, we will also check how TMeta performs so as to investigate how much improvement can be brought into practice by encoding spatial knowledge.

4.2.5 Comparison with Existing Methods

Compared with the existing methods listed in Table 1, STMeta is flexible to incorporate a variety of temporal and spatial factors. In particular, ST-MGCN [8] has also considered multiple temporal and spatial knowledge factors, but its network structure is different from STMeta in temporal modeling. More specifically, ST-MGCN directly combines the weekly, daily, and closeness historical records into one time-series sequence as the input. In comparison, the inputs of STMeta include three types of time-series data regarding closeness, daily periodicity, and weekly periodicity, respectively; thus, STMeta introduces a temporal aggregation unit to combine the three temporal patterns. We think that the design of STMeta may help to learn different temporal patterns more easily, as each temporal pattern (closeness, daily, and weekly periodicity) has its own time-series sequence for dedicated learning.

5 Benchmark Experiment

5.1 Benchmark Datasets

Ten datasets are used in the experiment, covering five scenarios including bikesharing demand (New York City, Washington D.C., and Chicago), ridesharing order (Xi’an and Chengdu), metro flow (Shanghai and Chongqing), electric vehicle charging station usage (Beijing), and traffic speed (Los Angeles and Bay Area). The length of a time slot has three different settings, 15/30/60 minutes. Our task is to predict the traffic information at the next time slot. Due to the page limitation, dataset details are described in the online appendix.

5.2 Experiment Settings

5.2.1 Hardware and Training Configurations

The configurations of the experiments are as follows:

**Hardware.** Our experiment platform is a computation server with AMD Ryzer 9 3900X CPU (12 cores @ 3.80 GHz), 64 GB RAM, and Nvidia RTX 2080Ti GPU (11GB).

**Train/Validation/Test Split.** We choose the last 10% duration in each dataset as test data, the 10% data before the test for validation. The prediction granularity is set to three settings including 15, 30, and 60 minutes for all datasets.

**Training Stopping Criteria.** In training, as different datasets and methods need a varying number of epochs for convergence, we thus leverage t-test for the training stopping criteria instead of setting a fixed number of epochs. Particularly, we divide the validation loss of recent epochs (the number of recent epochs is called early stop patience) into two halves. For example, if the early stop patience is 100, then the two halves are last 1-50 epochs and last 51-100 epochs. Then, we perform the independent sample t-test on the validation losses of the two halves. When the p-value is smaller than a threshold (we set it to 0.1), the validation losses of the two halves are statistically different, and thus we continue training. The setting of early stop patience is critical, as a small value may stop training too early when the model is still unstable, while a large value may let early stop become useless and lead to overfitting. With trial-and-error, the early stop patience values of the bikesharing, ridesharing, metro, and EV datasets are set to 200, 1000, 400, and 400, respectively, in our experiments.

**5.2.2 Spatio-Temporal Factors in Consideration**

We consider the following spatio-temporal factors.

**Temporal:** We consider temporal closeness, daily, and weekly periodicity in our experiments. For each temporal factor in STMeta, we build one time-series data.

**Spatial:** For all the datasets, we consider the spatial information including proximity and functionality. For proximity, we build a graph by linking locations whose distance is smaller than a threshold. For functionality, we use the Pearson correlation of the historical traffic data between two locations to indicate their functionality similarity, and link locations with a large correlation. For ridesharing and bikesharing cases, we also build an interaction graph by linking the two locations with frequent interactions (many users go from one location to another) [9]; for metro, we construct a same-line graph by linking the stations in the same line together. The thresholds for building the graphs are shown in Table 2. We select these thresholds so that the average number of connections for each node is around 20–30% of the total number of nodes, which performs well in our experiments.

5.2.3 STMeta Implementations

As shown in Table 3, we implement three variants of STMeta by changing the techniques used in spatio-temporal modeling and aggregation units (see Section 4.2).

Specifically, GCLSTM and DCGRU both contain one layer and 64 hidden units; GAL is set to include two

|                | Bikesharing | Ridesharing | Metro  | EV     | Speed |
|----------------|-------------|-------------|--------|--------|-------|
| Prox.          | 1,000       | 7,500       | 5,000  | 1,000  | 5,500 |
| Func.          | 0           | 0.65        | 0.35   | 0.1    | 0.73  |
| Inte.          | 40          | 30          | —      | —      | —     |

TABLE 2: Inter-location relationship graph thresholds. For proximity (prox.) graph, it is distance (meter); for functionality (func.) graph, it is Pearson correlation; for interaction (inte.) graph, it is #records per month.
heads and 64 hidden units. After temporal and spatial aggregations, we further stack two dense layers with 64 hidden units to generate the prediction output. We choose the optimization algorithm as ADAM [43]; the learning rate is 1e-5. We also implement TMeta (only temporal factors) with LSTM [23].

5.2.4 Benchmark Approaches
We implement a number of benchmark approaches in the literature. These approaches fall into two types, the first only considers the temporal factors and the second considers both temporal and spatial factors.

Approaches with only temporal factors:
- **HM** (Historical Mean) predicts the traffic according to the mean value of the historical records. We implement two variants of the HM algorithms. The first considers only the recent time slots (closeness), denoted as **HM (TC)**. The second averages recent time slots (closeness), the historical records in the same time of last day (daily periodicity) and last week (weekly periodicity), thus considering multiple temporal factors, denoted as **HM (TM)**.
- **ARIMA** [24] is a widely used time series prediction model, which mainly considers temporal closeness.
- **GBRT** (Gradient Boosted Regression Trees) [44] can be applied to predict the traffic for each location. Our GBRT implementation uses historical traffic data as features, not only from recent time slots, but also from last day and last week. Hence, GBRT considers multiple temporal factors.
- **XGBoost** [22] is similar to GBRT, another widely used tree-based machine learning model.
- **LSTM** [18] neural networks take the recent time-slot traffic data as inputs (closeness) and predict the future. Approaches with both temporal and spatial factors:
- **ST-ResNet** [1] leverages residual convolution networks to consider spatial proximity and also considers temporal closeness, daily and weekly periodicity simultaneously. Note that ST-ResNet can only work for grid-based traffic prediction (ridesharing).
- **DCRNN** [4] combines diffusion convolution and recurrent networks for capturing spatio-temporal features. The original DCRNN model only considers the temporal closeness and the spatial proximity graph.
- **STGCN** [15] combines graph convolution and gated convolution units to catch spatial and temporal features, respectively. It considers the temporal closeness and spatial proximity graph.
- **GMAN** [28] leverages attention mechanisms to model both temporal closeness and spatial proximity patterns for traffic prediction.
- **Graph-WaveNet** [26] designs a data-driven graph convolution method for adaptively learning spatial knowledge in addition to proximity. For temporal knowledge, it considers only recent traffic data.
- **ST-MGCN** [8] captures multiple spatial relations with graph convolutions. It also considers temporal closeness, daily and weekly periodicity. Not like STMeta, ST-MGNCN concatenates the inputs regarding different temporal factors into one time-series data.
- **ARGCN-CDW** purely relies on data-driven graph convolution methods for extracting spatial knowledge [27]. Meanwhile, it considers temporal closeness, daily and weekly periodicity same as ST-MGCN.

The hyperparameters of the above benchmark approaches follow the default settings as their original papers.

5.2.5 Metric
We use RMSE (root mean square error) to report the prediction error, as this is the most widely used metric in almost all the STTP research [1], [7], [8], [9], [14]. We also compute two aggregation scores to indicate the overall performance (i.e., generalizability) of an approach \( x \in X \) (\( X \) is the set of all approaches) among all the datasets \( D \):

\[
\text{AvgNRMSE}_x = \frac{1}{|D|} \sum_{d \in D} \text{RMS}E_{x,d} \quad (10)
\]

where \( \text{RMS}E_{x,d} \) is the RMSE of approach \( x \) in dataset \( d \). The meaning of the score is the average of the normalized RMSE (normalized by the smallest RMSE for every dataset \( d \)). Ideally, if an approach can perform the best among all datasets, then AvgNRMSE is 1.

\[
\text{WstNRMSE}_x = \max_{d \in D} \frac{\text{RMS}E_{x,d}}{\min_{x' \in X} \text{RMS}E_{x',d}} \quad (11)
\]

If a method is generalizable, its WstNRMSE should also be close to 1, i.e., in the worst dataset, its performance is still near the best one.

5.3 Experiment Questions
We aim to answer the following questions by experiments.

Q1. Model Generalizability. Can STMeta demonstrate better generalizability than state-of-the-art models? We deem that a model is more generalizable, if it can achieving lower AvgNRMSE and WstNRMSE.

4. The original ARGCN [27] considers only temporal closeness, but it is hard to converge in our experiments. By modifying its input as the time-series data combined by closeness, daily and weekly periodicity (same as ST-MGCN), the performance of ARGCN is much improved. We denote this model as ARGCN-CDW.

5. We have also tested some other approaches in Table 1, such as ASTGCN [25] and STSGCN [29]; however, they are hard to converge under certain experiment scenarios.

6. We have also tested methods in MAE (Mean Absolute Error), and the results are consistent with RMSE. For clarity, we just report RMSE.
proposed, it is possible to implement new STMeta variants. In the future, if new modeling techniques are available, we can choose one of the STMeta variants depending on the application scenario. This also matches our expectation as we believe that the concrete component implementations in STMeta are usually ranked among the top methods. Particularly, the top method of the three experiments with different time slot lengths is always STMeta-GCL-GAL (TM+SM)."

| Temporal & Spatial | DCRNN (TC+SP) | DSGCN (TC+SP) | GMAN (TC+SP) | Graph-WaveNet (TC+SP+SD) | ST-ResNet (TM+SP) | ST-MGCN (TM+SM) | AGCRN-CDW (TM+SD) | STMeta-GCL-GAL (TM+SM) | STMeta-GCL-CON (TM+SM) | STMeta-DCG-GAL (TM+SM) |
|--------------------|---------------|---------------|--------------|--------------------------|------------------|---------------|------------------|-------------------------|-------------------------|--------------------------|
| Temporal           |               |               |              |                          |                  |               |                  |                          |                          |                          |
| \(BM (TC)\)        | 4.187         | 3.859         | 4.251        | 3.863                    | —                | 3.723         | 3.795            | 3.518                    | 3.507*                   | 3.521                    |
| \(ARIMA (TC)\)      | 5.289         | 3.992         | 4.102        | 3.863*                   | —                | 3.723         | 3.795*           | 3.518                    | 3.507*                   | 3.521                    |
| \(LSTM (TC)\)       | 5.167         | 3.992         | 4.102        | 3.863*                   | —                | 3.723         | 3.795*           | 3.518                    | 3.507*                   | 3.521                    |
| \(HM (TM)\)        | 3.992         | 3.014         | 3.003        | 2.812                    | —                | 6.075         | 7.155            | —                        | —                        | —                        |
| \(XGB (TM)\)       | 4.102         | 2.984         | 2.643        | 6.446                    | 6.646            | 25.654        | 25.791           | 154.29                   | 163.31                   | 23.024                   |
| \(GBRT (TM)\)      | 4.039         | 2.984         | 2.643        | 6.446                    | 6.646            | 25.654        | 25.791           | 154.29                   | 163.31                   | 23.024                   |
| \(TMeta-LSTM-GAL (TM)\) | 3.739 | 2.840         | 2.557        | 5.843*                   | 6.994            | 23.024        | 25.264*          | 136.31                   | 36.706*                  | 6.870*                   |
| \(TMeta-DCG-GAL (TM)\) | 3.521 | 2.652*        | 2.423        | 5.908*                   | 6.904            | 22.979*       | 27.217           | 143.18*                  | 4.748*                   | 8.670*                   |

**TABLE 4:** 60-minute prediction error. The best two results are highlighted in bold, and the top one result is marked with \(*\). (TC: Temporal Closeness; TM: Multi-Temporal Factors; SP: Spatial Proximity; SM: Multi-Spatial Factors; SD: Spatial-Data-driven Temporal Knowledge Extraction)

**Q2. Knowledge Generalizability.** Which temporal or spatial knowledge factors are more generalizable across different datasets? A generalizable factor means that a model considering the factor would exhibit significantly lower AvgNRMSE and WstNRMSE than a model not considering the factor.

**5.4 Model Generalizability Results**

Table 4, S1 and S2 (Appendix) show our evaluation results for the 60, 30, and 15-minute time slots. For each approach, we mark in the bracket which temporal and/or spatial factors are considered following STAnalytic. The best two results for each dataset are highlighted in bold.

First, we highlight the generalization effectiveness of our STMeta variants over different datasets. From the overall results in Table 4, S1 and S2, we can see that the three different variants of STMeta are usually ranked among the top methods. Particularly, the top method of the three experiments with different time slot lengths is always STMeta variants regarding both AvgNRMSE and WstNRMSE, which verifies the better generalizability of our proposed meta-model STMeta compared to other benchmark approaches. This indicates that our STMeta has the potential to serve as a generalizable STTP meta-model to guide future approach design for a variety of scenarios. Regarding different variants, which one is better depends on the application scenario. This also matches our expectation as we believe that the concrete component implementations in STMeta can have alternative choices (e.g., GCLSTM or DCGRU for the spatio-temporal modeling unit) depending on the scenarios. In the future, if new modeling techniques are proposed, it is possible to implement new STMeta variants.

We also investigate the generalizability of benchmark modeling techniques. To reduce the impact of knowledge variation on our analysis, we compare different approaches with the same spatial and temporal knowledge factors. For ‘TM’ approaches, we find that their overall performance AvgNRMSE ranges from 1.047/1.047/1.086 (TMeta-LSTM-GAL (TM)) to 1.180/1.235/1.246 (HM (TM)) for 60/30/15-minute time slot. On one hand, this validates that advanced modeling techniques can actually improve the model generalizability toward diverse datasets (e.g., state-of-the-art deep learning techniques of TMeta compared to the naive historical mean of HM). On the other hand, it reveals that the improvement brought by modeling technique is around 10-20%, much smaller than the improvement of the extra temporal knowledge (e.g., HM (TC) is worse than HM (TM) by more than 100% in the 60-min experiment).

Another interesting observation is the traditional machine learning model GBRT performs competitively to the state-of-the-art deep learning models in the 15-minute experiment (Table S2). In particular, AvgNRMSE of GBRT in 15-minute prediction is 1.097 (i.e., GBRT is only worse by 9.7% compared to the best model on average). More specifically, in the ridesharing-CD (grid) experiment, GBRT is worse than the best model only by 3.8%, and outperforms many deep models such as Graph-WaveNet and STGCN. Considering the computation resources (computation time), we deem that for STTP with short-length time slots, classical machine learning models may be computation-efficient, i.e., getting relatively good accuracy with significantly lower computation resources, than deep learning methods. This is perhaps because the traffic data relations between continuous time slots become more obvious with...
the decrease of time slot duration, and classical methods can already capture the relations well.

In addition, we find that the data-driven spatial knowledge modeling (the methods with ‘SD’) performs not stable across different datasets. For instance, AGCRN-CDW (TM+SD) has achieved the smallest prediction error in Speed-Bay (60-minute); however, it performs very poorly in the Metro scenarios (60-minute). Occurring such a large difference is perhaps because extracting spatial knowledge purely from data is of distinct difficulties between datasets. While we believe that data-driven spatial pattern extraction is promising, adopting it in practice still needs caution, as the performance is highly application-dependent.

In summary, by comparing STMeta to various benchmark approaches, we validate its superiority on the generalizable effectiveness over different datasets. Meanwhile, for STTP with short-length time slots, traditional machine learning models, such as GBRT, can also be a good selection thanks to its high computation efficiency and relatively good accuracy.

5.5 Knowledge Generalizability Results

Here, we analyze the results to see how various knowledge factors impact the prediction. Overall, we observe that the best series of approaches regarding knowledge are the ones that consider the largest number of knowledge factors, i.e., the approaches marked as ‘TM+SM’ (multi-temporal and multi-spatial factors). This in fact supports the hypothesis that we have made when we analyze the existing research approaches with STAnalytic (Section 3.4), i.e., the more knowledge, the better prediction. Next, we present a detailed analysis regarding various temporal and spatial factors.

5.5.1 Temporal Knowledge

Regarding the temporal knowledge factors, we first investigate the prediction performance of the ‘temporal’ approaches in Table 4/S1/S2. According to the results, considering more temporal knowledge would improve prediction significantly. For example, in 60-minute prediction (Table 4), HM (TM)’s AvgNRMSE = 1.190; in comparison, HM (TC)’s AvgNRMSE = 2.597, which is much worse than HM (TM). This reveals involving multiple temporal factors indeed enhances the prediction accuracy.

To further elaborate on the impacts of different temporal factors, we conduct an experiment with STMeta by removing certain temporal factors. The results are shown in Table 5. We observe that adding periodicity can always enhance the prediction accuracy as human mobility has intrinsic regularity [45]; meanwhile, the training and inference time also increases a bit. Generally, adding both daily and weekly periodicity can bring much improvement, while adding only daily periodicity might be the best (metro, Shanghai). Hence, the temporal periodicity knowledge is often generalizable, while which periodicity performs the best depends on applications.

Besides, with the decrease of the time slot length, the performance gap between ‘TC’ and ‘TM’ methods becomes smaller, indicating that the temporal closeness plays a more important role. For example, in the 60-min experiment, AvgNRMSE of LSTM (TC) and TMeta-LSTM-GAL (TM) are 1.882 and 1.047, respectively, leading to a gap of 0.835; in the 15-min experiment, AvgNRMSE of LSTM (TC) and TMeta-LSTM-GAL (TM) are 1.332 and 1.086, respectively, indicating a gap of only 0.246. This observation signifies that the temporal closeness factor becomes more important when the time slot length is reduced. This also fits our expectation — the correlation between the next 15-minute traffic data and the recent 15-minute should be higher than the correlation between the next 60-minute traffic data and the recent 60-minute, as the time difference of the two continuous slots in the former case is much smaller than the latter case.

5.5.2 Spatial Knowledge

Similarly, to analyze how spatial knowledge impacts prediction, we remove some spatial factors from STMeta-DCG-GAL and then compare it to the original STMeta-DCG-GAL (with full spatial knowledge). In particular, for the 60-minute prediction, we implement some variants of STMeta-DCG-GAL with partial spatial information: one of the proximity, functionality, and interaction/same-line graphs. Due to the page limitation, we only show one dataset for each scenario.

Results are shown in Table 6. First, among different spatial graphs, the functionality graph performs always the best. In this regard, we deem that it is more generalizable across different datasets. Besides, the metro, EV, and speed scenarios benefit from the integration of multiple spatial knowledge more significantly than the bikesharing and ridesharing scenarios. For example, in ridesharing, STMeta with full spatial knowledge perform worse than the approach with only one type of spatial knowledge in Chengdu; moreover, training STMeta with full spatial

|          | Bikesharing | Ridesharing | Metro | EV | Speed |
|----------|-------------|-------------|-------|----|-------|
|          |             |             |       |    |       |
|          | NYC         | CD-grid     | SH    | BJ | LA    |
| C        | 4.205 (14.22h/10.53s) | 8.380 (6.72h/0.11s) | 328.81 (7.12h/0.12s) | 3.423 (5.09h/0.20s) | 10.672 (2.16h/0.19s) |
| CD       | 3.631 (28.37h/21.54s) | 7.517 (9.23h/0.22s) | 140.67 (10.47h/0.24s) | 0.809 (7.22h/0.40s) | 10.117 (3.35h/0.35s) |
| CDW      | 3.521 (34.46h/27.74s) | 6.920 (10.03h/0.28s) | 143.18 (12.46h/0.31s) | 0.803 (7.93h/0.52s) | 8.993 (3.72h/0.45s) |

TABLE 5: Temporal knowledge evaluation (60-min). The model is STMeta-DCGRU-GAL. The best result is in bold. The training/inference time is shown in the brackets. (C: Closeness, D: Daily Periodicity, W: Weekly Periodicity)
indicate that, for STTP model design, it is probable that temporal or spatial knowledge is considered often. However, our benchmark results reveal that while generally considering spatial knowledge can improve prediction, selecting and integrating which specific spatial knowledge should be carefully determined for a specific application. Otherwise, it is possible that the overall prediction performance is degraded by adding more spatial knowledge.

### 5.6 Benchmark Implications

#### 5.6.1 Knowledge vs. Modeling

With the popularity of machine learning, especially deep learning, more and more studies focus on applying novel modeling techniques to the STTP model design, while which temporal or spatial knowledge is considered often lacks detailed analysis. However, our benchmark results indicate that, for STTP model design, it is probable that which part of knowledge in consideration is more important than which modeling technique in use. For example, when we consider complete temporal closeness, daily and weekly periodicity together in the naive historical mean method, HM (TM) can significantly outperform the advanced deep modeling technique with inadequate temporal knowledge, LSTM (TC) that considers only the temporal closeness in all the benchmark scenarios. In a word, regarding the knowledge and modeling techniques, we believe that researchers and practitioners should make more efforts on the knowledge part, i.e., considering more carefully about the temporal and spatial knowledge that may be suitable for the target STTP scenario.

#### 5.6.2 Temporal Knowledge vs. Spatial Knowledge

With the benchmark experiments, we can also compare the relative importance between temporal and spatial knowledge in their generalizability. Overall, we find that purely using temporal knowledge can already achieve competitive generalizability performance across different datasets, compared to the approaches with both temporal and spatial knowledge. For example, TMeta-LSTM-GAL’s AvgNRMSE ranges from 1.047 to 1.086 for 15/30/60-minute prediction experiments. This indicates that the best model with extra spatial knowledge may help improve only $\sim 5\%$ beyond temporal knowledge. Specifically, for Bikesharing-CHI (30-minute), TMeta-LSTM-GAL performs the best (tie with STMeta-GCL-CON). This reveals that temporal knowledge can dominate the spatio-temporal factors in some cases. In comparison, as shown in Sec. 5.5.2, adding spatial knowledge does not always improve the prediction accuracy. For different datasets, which spatial knowledge contributes more varies significantly. Hence, our benchmark results reveal that temporal knowledge is more generalizable than spatial knowledge across different STTP scenarios.

### 5.6.3 Design Guidelines

For the researchers needing to design STTP approaches for their applications, we summarize the following guidelines.

**Guideline 0 (most important):** Always think deeply about which knowledge should be encoded in the model design before focusing on sophisticated modeling tricks. For a targeted STTP scenario, finding a good set of knowledge suitable for the scenario is a prerequisite and fundamental step before designing model details.

**Guideline 1 (Temporal Knowledge):** For temporal knowledge, consider temporal closeness, daily and weekly periodicity together. They are perhaps generalized and robust knowledge for various STTP scenarios, as these are fundamental human activity patterns.\(^7\)

**Guideline 2 (Spatial Knowledge):** For spatial knowledge, it needs more careful consideration. Overall, spatial knowledge is not as generalizable as temporal knowledge, whether it is pre-specified or purely learned from data. Hence, instead of simply aggregating all the varieties of spatial knowledge, conduct trial-and-error tests to select the best spatial knowledge combination.

**Guideline 3 (STMeta):** Our STMeta can be used as a meta-model to integrate multiple temporal and spatial knowledge. With STMeta, researchers only need to consider how to find effective spatial knowledge and encode the knowledge into an inter-location relationship graph.

**Guideline 4 (TMeta):** To deal with a new STTP problem, we recommend firstly building a TMeta model with only temporal knowledge as an easy-to-implement baseline. This is because temporal knowledge is more generalized than spatial knowledge, and the computation efficiency of TMeta is better than STMeta.

\(^7\) Other scenario-specific temporal knowledge may also be carefully designed. For example, if we predict traffic in special seasons such as the Spring Festival Travel Season in China, yearly periodicity is critical.
**Guideline 5 (Traditional Models):** For STTP with short-length time slot settings, the traditional machine learning models with only temporal knowledge, such as GBRT (TM), can be a nice option to trade off the prediction accuracy and computation efficiency.

### 6 Related Work

The STTP problem is useful for many urban computing scenarios including ridesharing demand, public transportation flow, EV charging station usage [1], [8], [9]. Our paper has investigated some representative studies while there are still many others not mentioned in detail [35], [46], [47], [48], [49], [50]. Due to the page and time limitation, we have not yet analyzed these approaches and re-implemented their methods for evaluation. We will extend our analysis and experimental comparison by selecting more studies and add their model implementations into our code repository.

There are also some research topics related to STTP:

**Sensory time-series processing** focuses on mining time-series data generated by pervasive sensors, e.g., accelerometers, gyroscopes, and magnetometers [35] to facilitate applications such as mobile sensing [51], [52] and activity recognition [53]. Compared to traffic data, usually the time slot length of the sensory time-series data can be much shorter (e.g., in seconds), and thus the temporal knowledge in consideration can be different. However, we still think that STAnalytic may inspire a similar analysis framework for sensory time-series data.

**Individual mobility prediction** targets predicting an individual person’s future visiting locations [54], [55]. While this is individual level and STTP involves mostly aggregation level information, there are many commonalities in the leveraged knowledge for building the prediction model. For example, periodicity is recently added by DeepMove [54] into individual mobility prediction and offers a significant improvement. Hence, analyzing the literature on individual mobility prediction following a framework similar to STAnalytic can be interesting and valuable. It is also possible that traffic prediction and individual mobility prediction can learn from each other from such analysis.

### 7 Conclusion

In this paper, we propose an analytic framework, called STAnalytic, for investigating and comparing existing models for spatio-temporal traffic prediction (STTP). Particularly, with STAnalytic, researchers can investigate and compare what high-level spatial or temporal knowledge is exploited in STTP models, and further justify which model may be generalized to other STTP scenarios. Additionally, we propose a “model of model”, i.e., the meta-model, called STMeta, to flexibly integrate multiple spatio-temporal knowledge identified by STAnalytic from literature. With ten real-life datasets, we have demonstrated that STMeta can generally work well on various scenarios.

Lastly, we re-highlight the novel ideas in this research, which may advance the STTP research promisingly:

1. **Re-framing the fundamental thinking paradigm for STTP research.** From the pioneering deep learning-based STTP research in 2017 [1], the STTP area becomes enthusiastic about adopting novel machine and deep learning techniques. Our research reveals that only putting efforts into techniques may not be enough, and we should put more focus on which knowledge factors are considered and whether these factors are generalizable.

2. **Proposing the first (partially) analytical methodology to compare STTP approaches.** Generally, no one machine learning technique can win all the time, i.e., the machine learning ‘No free lunch’ theorem. Most prior STTP papers only rely on experiments over certain datasets to verify performance ‘empirically’. However, whether these approaches can work well for un-tested datasets is still questionable to a certain extent. In comparison, with STAnalytic, our research proposes perhaps the first methodology to compare STTP approaches (partial) ‘analytically’ by considering their considered knowledge factors.

Our future work would include: (1) We will continue updating our project website (https://github.com/uctb/UCTB) to cover new STTP models and datasets. (2) We will extend experimental STTP tasks to multi-step prediction. Given an STTP model, various techniques could be applied to achieve multi-step prediction [56]. It would be interesting to investigate whether (i) there is one single technique that dominantly performs the best, or (ii) different STTP models should cooperate with diverse techniques to achieve the best multi-step prediction performance.
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### Supplementary Tables on Experimental Results

#### Bike sharing, Ridesharing, Metro, EV, Speed, Overall

| Method | Temporal Phase | Temporal Closeness | Multi-Temporal Factors | Spatial Proximity | Multi-Spatial Factors | Data-driven Spatial Knowledge Extraction |
|--------|----------------|--------------------|------------------------|------------------|----------------------|------------------------------------------|
|        |                |                    |                        |                  |                      |                                          |
|        |                |                    |                        |                  |                      |                                          |
|        |                |                    |                        |                  |                      |                                          |
|        |                |                    |                        |                  |                      |                                          |

#### Table S1: 30-minute prediction error. The best two results are highlighted in bold, and the top one result is marked with ‘*’. (TC: Temporal Closeness; TM: Multi-Temporal Factors; SP: Spatial Proximity; SM: Multi-Spatial Factors; SD: Data-driven Spatial Knowledge Extraction)

| Method | Temporal Phase | Temporal Closeness | Multi-Temporal Factors | Spatial Proximity | Multi-Spatial Factors | Data-driven Spatial Knowledge Extraction |
|--------|----------------|--------------------|------------------------|------------------|----------------------|------------------------------------------|
|        |                |                    |                        |                  |                      |                                          |
|        |                |                    |                        |                  |                      |                                          |
|        |                |                    |                        |                  |                      |                                          |
|        |                |                    |                        |                  |                      |                                          |

#### Table S2: 15-minute prediction error. The best two results are highlighted in bold, and the top one result is marked with ‘*’. (TC: Temporal Closeness; TM: Multi-Temporal Factors; SP: Spatial Proximity; SM: Multi-Spatial Factors; SD: Data-driven Spatial Knowledge Extraction)
Dataset Details

The city area and the locations for each dataset are shown in Figure S1. The dataset statistics are listed in Table S3.

1) **Bikesharing.** The bikesharing datasets are collected from U.S. open data portals including New York City (NYC, https://www.citibikenyc.com/system-data), Chicago (CHI, https://www.divvybikes.com/system-data), and DC (https://www.capitalbikeshare.com/system-data). The dataset time span for all three cities is more than four years. The total number of historical flow records is around 49 million, 13 million, and 14 million in NYC, Chicago, and DC, respectively, and each record contains the start station, start time, stop station, stop time, etc. We predict the number of bikesharing demands in each station (i.e., the number of bike borrowers).

2) **Ridesharing.** The ridesharing order datasets are collected from DiDi’s open research collaboration project, including the Chinese cities of Xi’an (XA) and Chengdu (CD). The time span is two months, and the total number of the historical ridesharing orders is around 6 and 8 million for Xi’an and Chengdu, respectively. The order records contain start location, start time, end location, and end time. The location information has longitude and latitude. Note that these open data cover only the central area of Xi’an and Chengdu, instead of the whole city area. We use two different strategies to split regions for prediction. (1) *Grid (gr.)*: We divide the area into $16 \times 16$ grids with a size of $0.5km \times 0.5km$ for each grid, then we predict the number of taxi orders in each grid; (2) *District (di.)*: We split the area according to the administrative district division, and obtain 28 and 25 districts for Xi’an and Chengdu, respectively.

3) **Metro.** The metro datasets are collected from Shanghai (SH) and Chongqing (CQ). For Shanghai, the time span is three months with around 333 million records; for Chongqing, the time span is one year with around 409 million records.

![Fig. S1: Visualization of each dataset. (BS: bikesharing, RS: ridesharing, MT: metro, EV: electrical vehicle, SP: speed)](image)

|                | **Bikesharing** |               | **Ridesharing** |                |
|----------------|-----------------|---------------|-----------------|----------------|
|                | **NYC**         | **CHI**       | **DC**          | **XA**         | **CD**         |
| **Time span**  | 2013.07-2017.09 | 2013.07-2017.09 | 2013.07-2017.09 | 2016.10-2016.11 | 2016.10-2016.11 |
| **#Records**   | 49,100,694      | 13,130,969    | 13,763,675      | 5,922,961      | 8,439,537      |
| **#Locations** | 820             | 585           | 532             | 256 (grid), 28 (district) | 256 (grid), 25 (district) |

|                | **Metro**       | **EV**        | **Speed**       |
|----------------|-----------------|---------------|-----------------|
|                | **Shanghai**    | **Chongqing** | **Beijing**     | **LA**         | **Bay**        |
| **Time span**  | 2016.07-2016.09 | 2016.08-2017.07 | 2018.03-2018.08 | 2012.03-2012.06 | 2017.01-2017.07 |
| **#Records**   | 333,149,034     | 409,277,117   | 1,272,961       | 34,272         | 52,128         |
| **#Locations** | 288             | 113           | 629             | 207            | 325            |

**TABLE S3:** Dataset statistics
records. Each metro trip record has the check-in time, check-in station, check-out time, and check-out station. We target predicting the check-in flow amount for all the metro stations.

4) **Electrical Vehicle (EV).** The EV charging station usage dataset is collected from Beijing (BJ) in the form of stations’ occupation at different time slots, i.e., the number of available and occupied docks. The holder of the stations is one of the largest EV charging station companies in China. The dataset time span is six months and the total number of EV charging station usage records is more than one million. We predict the number of docks in use for each station as this is a demand indicator of the EV charging stations.

5) **Speed.** The two traffic speed datasets are widely used in STTP research: METR-LA and PEMS-BAY from Los Angeles (LA) County and Bay Area, respectively. In METR-LA, 207 sensors record highway vehicles’ speeds for four months; In PEMS-BAY, there are 325 sensors for six months. Each sensor can be seen as a station, and we predict the traffic speed of each sensor at the next time slot.