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Abstract. The paper considers methods for processing data on commercial losses in electric networks with subsequent analysis of the obtained results. The information processing tools included methods for determining the amount of divergence of electric power losses when comparing planned and actual data. Comparing the planned and actual values of electric power losses, a method is proposed that in the classical theory of information is called "Kullback-Leibler divergence". The rationale for its use is based on the possibility of applying a measure of information uncertainty, where information entropy is taken as a measured value. Comparing the planned and actual values of electric power losses, discrepancies between these distributions are obtained based on the application of the Kullback-Leibler model. The obtained results not only confirmed the importance of the applicability of this method of information processing, but also allowed us to draw attention to the adequacy of the planned losses to the actual ones.

1. Introduction
Commercial losses of electricity – the most important indicator of the efficiency of electric networks, a visual indicator of the system state of accounting for electricity consumption and the efficiency of power grid organizations [1].

Commercial losses cannot be calculated and measured by instruments, they are determined as the difference between the actual and planned indicators of electric power losses [2, 3]. The costs associated with the payment are not compensated by the tariff regulation, but according to the current legislation, network organizations are obliged to pay for the actual loss of electricity that occurred in their own network facilities. Network organizations are more interested in the most accurate accounting of electricity, since commercial losses are a direct financial loss of network companies.

Commercial losses are planned for regulatory reduction, but it isn’t possible to eliminate them in full. Such losses are classified as excess [4]. The reason for these losses is the presence of objective processes associated with the presence of gaps between solvency of consumers and electricity tariffs, insufficient investment in the network infrastructure and the electricity metering system, the lack of full-scale automated information systems for collecting and transmitting data on the useful output of electricity, etc. [5].

Planning involves the use of regulatory documents to determine the effectiveness of measures to reduce commercial electric power losses. However, not all activities are subject to accurate calculations, which significantly reduces the level of reliable planning of the effectiveness of the entire range of
activities. Consequently, the effectiveness of some activities has to be determined empirically or by comparing planned indicators with actual ones.

2. Uncertainty of information in the task of comparing planned and actual indicators

As in the construction of the plan, and when taking into account the power consumption, you have to deal with a lot of factors of a random nature, so we will talk further about the information uncertainty. The parameter of its estimation in the organizational and economic system is entropy, considered as a measure of uncertainty. It can be used to measure the state of the system by comparing it with some "ideal conditions" where knowledge of the situation is completely deterministic.

Since we have to deal with uncertainty [6,7], it is necessary to determine the amount of entropy, without excluding the probabilistic estimates of the state of the system, which are widely used based on information theory [8,9]. In most cases, \( p_i \) is the relative number of discrete states of the system, that is, the parameter values related to each of the \( i \)-th time intervals [10]. According to the information theory, discrete states can be considered as signals that have a specific value and are distributed according to their frequency of occurrence [11]. Such definition of probability spaces allows us to use the models of Ralph Vinton Lyon Hartley and Claude Elwood Shannon to determine the entropy of the state of the system [12, 14].

The Shannon's formula allows us to determine the entropy for both the natural and statistical probability distribution of the system state, characterized by the amount of commercial losses [15]. The natural distribution is essentially "desirable", that is, related to the planned indicators, the achievement of which should be ensured by the implementation of a number of organizational measures. As for the statistical distribution, it can be built on the basis of recording actual indicators over a certain time interval. The natural and statistical distributions have a probabilistic nature of the occurrence of events, that is, the dynamics of the parameters. Therefore, it is impossible to guarantee the fact that the obtained statistical distribution completely coincides with the natural distribution of parameters due to the impact on the system of hard-to-predict factors of probabilistic nature. In this case, it is important to have information about the discrepancy between the comparable distributions in order to assess the similarity of the quantitative characteristics of the planned indicators with the actual ones.

When comparing planned and actual indicators, first of all, they are based on the determination of the absolute difference and error. Such estimates are quite reasonable, but don't allow us to draw a specific conclusion about the connection between two patterns of distribution of the same parameter. The solution of such a problem is possible through the application of a measure of information uncertainty, that is, entropy [16, 17].

Entropy characterizes the occurrence of events with a quantitative characteristic of the parameter of commercial losses- kWh. This quantitative characteristic \( w(t) \) is the electricity, fixed in the time interval \( t \) (hour, day, month, etc.) and related to the interval \( i \in I \). The whole set of intervals \( I \) completely covers the range of the amount of electricity from \( w_{\text{min}} \) to \( w_{\text{max}} \). The selected interval \( i \) includes two values of the considered parameter: the actual indicator, considered as the mathematical expectation of a random variable, and the planned indicator, as the expected value. It is necessary that the interval be the same for both distributions.

Considering the actual distribution of the amount of electricity in each of the intervals, we can build a histogram of the distribution of this statistical series. Based on the obtained frequencies \( \lambda_i \) of the histogram the probability of occurrence of events for each interval is determined:

\[
p_i(\lambda) = \frac{\lambda_i}{\Lambda}, \quad \sum p_i(\lambda) = 1, \tag{1}
\]

where \( \Lambda \) is the sum of frequencies over all intervals.

Considering the planned indicators of distribution of the electric power over the intervals, by analogy with (1) the probabilities \( q(\lambda) \) are determined, without excluding observance of the condition: \( \sum q_i(\lambda) = 1 \). The probability data distribution is a priori postulated, and the actual distribution \( p(\lambda) \) –
statistical, obtained from the processing of operational data, is verifiable. Comparison of these two
distributions is possible through the measure of information uncertainty, the value of which is
determined by the Shannon’s formula:
\[
H = -\sum_{i=1}^{n} p_i \log_2 p_i, \quad \sum_{i=1}^{n} p_i = 1,
\]

(2)

where \( n \) is the number of intervals.

Formula (2) is valid for determining the entropy of various distributions. The Shannon’s entropy will
be the greater the smaller the distribution density \( p_i \) (\( p_i \to 1, H \to 0 \)) takes on. However, the Shannon’s
formula doesn’t take into account the situation when there are no indicators in the considered time
interval, i.e. \( \lambda_i = 0 \). In this case, \( p_i = 0 \), and the entropy is \( H \to \infty \). If the system was running in a given
time interval and the data were not received for processing, then \( \lambda_i \) can be determined by averaging:
\( \lambda_i = (\lambda_{i-\Delta} + \lambda_{i+\Delta})/2 \), where \( \lambda_{i-\Delta} \) and \( \lambda_{i+\Delta} \) are the frequency of occurrence of events to the left and right of the
interval \( t \).

When comparing two distributions, it is impossible to say unequivocally that in the future the
probabilities of occurrence of events \( p_i \) will coincide with the probabilities of \( q_i \). The statistical
distribution \( p_i(\lambda) \) obtained from (1) is verifiable and serves as an approximation of the distribution
\( q_i(\lambda) \). Referring to the possibility of applying the measure of information uncertainty, we can calculate an
approximation that reflects the value of the unaccounted amount of information in the transition from
the expected distribution of \( q_i(\lambda) \) to the statistical \( p_i(\lambda) \), due to the Nature and control capabilities of
the system. The measure of information considered in this case is called "cross entropy". For the two
distributions \( q_i(\lambda) \) and \( p_i(\lambda) \), the cross entropy is determined as follows:
\[
H_q(p) = -\sum_{i=1}^{n} q_i(\lambda) \log_2 p_i(\lambda), \quad \text{bit.}
\]

(3)

There is a difference between the entropy (2) and the cross entropy (3) called the Kullback-Leibler
divergence [18, 17]. The Kullback-Leibler divergence is the divergence of the distribution of \( p \) with respect to \( q \):
\[
D_q(p) = H_q(p) - H(q).
\]

(4)

The value of entropy is determined by the expression (2). When substituting expressions (3) and (2)
in (4) by performing simple mathematical transformations, the Kullback-Leibler divergence has the
form:
\[
D_q(p) = \sum_{i=1}^{n} q_i(\lambda) \log_2 \frac{q_i(\lambda)}{p_i(\lambda)}, \quad \text{bit.}
\]

(5)

The Kullback-Leibler divergence is the distance between two distributions. It shows how different
the distributions of random variables are. It should be borne in mind that the functional (5) is not a metric
in the space of distributions, since it does not satisfy the axiom of symmetry: \( D_p(q) \neq D_q(p) \). Further,
on a concrete example, we will offer to consider the comparison of the planned and actual indicators of
commercial losses.

3. Practical implementation of the distribution matching problem
Based on the statistical data of monthly electricity consumption for 6 years (from 2013 to 2018), we
present: analysis of the dynamics of electricity sales with its division into electricity supply to
the network and consumers; comparison of the dynamics of actual losses and regulatory losses; distribution
comparison results.
Based on the statistical data of monthly electricity consumption for 6 years (from 2013 to 2018), we present: analysis of the dynamics of electricity sales with its division into electricity supply to the network and consumers; comparison of the dynamics of actual losses and regulatory losses; distribution comparison results.

To determine the volume of electric power losses for the period under review, according to [20] the balance of electricity supplied through the electric network to consumers is compiled (Table 1).

**Table 1.** Technical and economic indicators of the enterprise for the period 2013-2018.

| Year | Supply of electric power in the networks, MWh | Electric power losses in the networks, MWh | Electric power losses in the networks, % |
|------|---------------------------------------------|------------------------------------------|----------------------------------------|
|      | Planned | Actual | Deviation | Planned | Actual | Deviation | Planned | Actual | Deviation |
| 2013 | 127760   | 126044 | -1716,5    | 32767   | 41607,8| 8840,8    | 25,6     | 33,01  | 7,41     |
| 2014 | 181155   | 197354 | 16198,6    | 43755   | 66846,8| 23091,8   | 24,15    | 33,87  | 9,71     |
| 2015 | 179580   | 190282 | 10228,2    | 43640   | 59034  | 15394     | 24,3     | 31,1   | 6,8      |
| 2016 | 179628   | 190539 | 10910,5    | 43508   | 57447,4| 13939,4   | 24,22    | 30,15  | 5,93     |
| 2017 | 179585   | 184107 | 4522,35    | 43298   | 49366,4| 6068,4    | 24,11    | 27,81  | 3,7      |
| 2018 | 188662   | 206604 | 17942,3    | 43849   | 54343,9| 10494,9   | 23,24    | 26,3   | 3,06     |

The results presented in table 1 are displayed graphically (figure 1), where the annual excess of actual electric power losses over the planned ones is clearly visible.

**Figure 1.** Performance indicators of the electric power company for 2013-2018.

Analysis of the monthly divergence between actual and planned losses indicates a high divergence, especially in the winter period. Significant factors of this divergence include the increase in electricity consumption in the winter period and the theft of electricity mainly by household consumers.

Next, we propose to consider the results of applying the formula:

\[ D_q(p) = \sum_{i=1}^{n} q_i(y) \log_2 \frac{q_i(y)}{p_i(x)} \text{ bit,} \]

(6)

where the probabilities are determined by formula: \( p_i(x) = \frac{x_i}{\sum x_i} \); \( q_i(y) = \frac{y_i}{\sum y_i} \).

The results of the divergence between the actual probability distribution and the planned one (for the period from 2013 to 2018) obtained by expression (6) are presented in table 2.
Table 2. Discrepancy between planned and actual distributions.

| Month     | 2013  | 2014  | 2015  | 2016  | 2017  | 2018  |
|-----------|-------|-------|-------|-------|-------|-------|
| January   | 0.002 | 0.006 | -0.019| 0.036 | -0.016| 0.027 |
| February  | 0.071 | 0.046 | 0.012 | 0.019 | 0.027 | -0.013|
| March     | 0.034 | 0.008 | 0.018 | 0.002 | 0.024 | -0.011|
| April     | 0.006 | -0.016| -0.004| -0.021| -0.028| -0.031|
| May       | -0.021| -0.020| 0.003 | -0.005| -0.024| -0.015|
| June      | -0.021| -0.021| -0.024| -0.023| -0.019| -0.018|
| July      | -0.009| -0.018| -0.019| -0.020| -0.007| -0.018|
| August    | -0.021| -0.003| -0.018| -0.012| -0.012| -0.007|
| September | -0.012| 0.001 | 0.022 | 0.001 | 0.006 | -0.006|
| October   | -0.001| -0.006| 0.015 | 0.013 | 0.051 | 0.047 |
| November  | 0.022 | 0.016 | 0.025 | 0.029 | 0.059 | 0.051 |
| December  | 0.001 | 0.061 | 0.037 | 0.043 | -0.015| 0.079 |

The divergence over the entire 6-year period is shown in figure 2.

The following can be seen from the table and figure: in February and December, the discrepancy between the planned and actual indicators is significant. Obviously, there are additional factors of a natural and social nature that are difficult to take into account. In turn, the size of the divergence shows, on the one hand: if the divergence is large, then there is enough insignificant information to identify factors that affect the deviation of the actual indicators from the planned ones; on the other – for small divergence, more information is required. Thus, measures to reduce commercial losses and, consequently, reduce financial risks are in demand.
In order to compare the planned losses with the distribution pattern of actual losses, the entire quantitative range from 117 to 4655 MWh (megawatt) was divided into 7 intervals (for each of the considered distributions). The obtained frequencies \( \lambda \) (indicate that the values fall within the selected intervals (figure 3)) allowed to determine \( q(\lambda) \), \( p(\lambda) \) and use the equation (5) to determine the divergence, the values of which are given in table 3.

**Table 3.** Results of the divergence calculation.

| № interval | 1  | 2  | 3  | 4  | 5  | 6  | 7  |
|------------|----|----|----|----|----|----|----|
| \( D_p(q) \) | 0.015 | 0.336 | 0.280 | -0.061 | 0.0 | 0.0 | 0.0 |

Summing up the results, we take into account the following. Having two probability distributions of a random loss value, one of which is assumed to be true. The hypothesis of truth should be confirmed by the actual data obtained during the operation of the technical system. If the two distributions completely coincide, the divergence is zero.

By looking at the results of divergence, you can control the confidence in the comparison of distributions. If the differences are large, then the development of measures aimed at reducing losses will not take much time, since the influence of factors on the change in the state of the system is clearly visible. However, if their differences are insignificant, that is, when the state of the system doesn’t significantly deviate from the predicted one, then you will have to spend much more time looking at a lot of data and searching for insignificant factors.

Analysis of the results presented in table 2 showed the following: there is a significant divergence between the distributions (the total divergence is equal to 0.57 bits); the divergence in the first interval of 115÷765 thousand kWh can be considered satisfactory, and in the 2\(^{nd}\) and 3\(^{rd}\) intervals - unsatisfactory; in the intervals from the 5\(^{th}\) to the 7\(^{th}\) inclusive, the divergence values indicate the absence of the planned loss values, while the actual losses fell in the interval 2715÷4655 MWh.

4. Conclusion
Among the mathematical models based on statistical data processing, we can distinguish methods that allow us to determine the amplitude of fluctuations of the parameters, the percentage of deviation, the mathematical expectation, the variance and the standard deviation of a random variable. However, when the number of random factors is large and they are closely related, information theory is in demand. It opens up perspectives on information processing that have the goal of formally and concretely describing many things: such as comparing the probabilities of the desired and statistical distributions.

Taking into account the methods of measuring uncertainty and two sets of distributions, a number of questions can be answered:

- How are two different probability distributions related to each other?
- What is the distance between the probability distributions?
- How much does the desired state of the system differ from the natural one?
- How closely are the two variables dependent?

The application of the presented models from the information theory is clear, simple and endowed with good properties and fundamental origin.
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