Abstract — In this study, novel physics-informed neural network (PINN) methods for coupling neighboring support points and their derivative terms which are obtained by automatic differentiation (AD), are proposed to allow efficient training with improved accuracy. PINNs constrain their training loss function with ordinary and partial differential equations, to ensure outputs obey the governing physics. The computation of differential operators required for loss evaluation at collocation points are conventionally obtained via automatic differentiation. Although AD method has the advantage of being able to compute the exact gradients at any point, such PINNs can only achieve high accuracies with large numbers of collocation points—otherwise they are prone to optimizing towards unphysical solution. To make PINN training fast, the dual ideas of using numerical differentiation (ND)-inspired method and coupling it with AD are employed to define the loss function. The ND-based formulation for training loss can strongly link neighboring collocation points to enable efficient training in sparse sample regimes, but its accuracy is restricted by the interpolation scheme. The proposed coupled-automatic-numerical differentiation framework—labeled as can-PINN—unifies the advantages of AD and ND, providing more robust and efficient training than AD-based PINNs, while further improving accuracy by up to 1-2 orders of magnitude relative to ND-based PINNs. For a proof-of-concept demonstration of this can-scheme to fluid dynamic problems, two numerical-inspired instantiations of can-PINN schemes for the convection and pressure gradient terms were derived to solve the incompressible Navier-Stokes (N-S) equations. Theoretical analysis shows that the proposed can-schemes have smaller dispersion and dissipation errors than the baseline ND-based schemes. The superior performance of can-PINNs is demonstrated on several challenging problems, including the flow mixing phenomena, lid driven flow in a cavity, and channel flow over a backward facing step. The results reveal that for challenging problems like these, can-PINNs can consistently achieve very good accuracy whereas conventional AD-based PINNs fail.
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1. Introduction

Physics-informed machine learning [1], in particular physics-informed neural networks (PINNs)—as per Raissi et al. [2]—have received increasing attention in recent years. PINNs leverage the expressiveness of deep neural networks (DNNs) to model the dynamical evolution $\hat{u}(x, t; w)$ of physical systems in space $x \in \Omega$ and time $t \in [0, T]$ via the optimization of network parameters $w$. The central idea of PINNs is to incorporate the governing laws of such systems, typically in the form of ordinary differential equations (ODEs) or partial differential equations (PDEs), into the training loss function. The PINN training then aims to reduce the residual loss of the differential equations for the model output $\hat{u}(x, t; w)$, over a set of collocation points $(x, t)$ sampled from the problem domain $\Omega \times [0, T]$. This physics-informed loss function constrains the PINN from violating the differential equations and the prescribed initial conditions (ICs) and boundary conditions (BCs), ensuring that its output obeys the governing physics given only limited or even zero labelled data. For the latter case, PINNs essentially form a new class of mesh-free methods to solve differential equations, in which the problem is transformed into a neural network optimization [3].
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The concept of PINNs can be traced back to 1990s, where neural algorithms for solving differential equations were proposed [4–8]. Since then, both neural network methodologies and compute capability have greatly progressed. Fueled by advances in deep learning, a variety of PINN models and applications have been proposed in the past few years. Different architectures, from fully connected neural networks [2,3,9–12] to convolutional neural networks [13–16], to recurrent neural networks [17–20], and generative adversarial neural networks [21,22], have been explored in the context of PINN. PINNs have been demonstrated for various physics phenomena, including heat transfer [23,24], fluid dynamics [25–27] and electromagnetic propagation [28–30]. Moreover, PINNs offer advantage of being seamlessly extended to tackle real world inverse problems [2,31]. Interesting applications include quantification of cardiovascular flows from visualization or sensor data [32–34], metamaterials design [35], and nondestructive quantification of cracks [36].

Despite the potential for a wide range of physics phenomena and applications, training an accurate PINN model remains a challenge [1]. There have been significant efforts of late to improve PINN trainability, which include learning in sinusoidal spaces [37,38], adaptively calibrating the composition of loss components during training [39–42], and importance sampling [43], to name just a few. Nevertheless, today’s PINNs are still computationally demanding. In general, a huge amount of collocation points is required for matching the differential equations in order to train a good PINN model [42,43]. The PINN model then needs to be trained with a large number of optimization iterations [44,45]. The amount of collocation points and training iterations tend to increase with the problem complexity in practice, further complicating the already non-trivial task of finding appropriate hyper-parameters for effective training.

The vast majority of recent PINN implementations favor the fully connected DNN architecture [46–48], where the computation of differential operators—required for evaluating the differential equations’ residual loss—at collocation points can be conveniently obtained via AD [49] during training. For training these PINN models, one can also numerically compute the differential operators, such as via the central difference or finite volume method [50]. Ren et al. [20] employed the finite-difference-based filters to their Physics-informed convolutional-recurrent network. Wandel et al. [14,15] also proposed to employ convolutional neural network and evaluate the loss functions by finite difference method based on a Marker-And-Cell (MAC) grid. Gao et al. [16] proposed the Physics-informed geometry-adaptive convolutional neural networks for solving PDEs on irregular domain. They also employed the finite-difference-based filters when evaluating the loss function. However, coordinate transformations need to be performed to handle the irregular domain. To naturally handle the complex geometries, Gao et al. [51] further proposed the Physics-informed graph neural Galerkin networks, which utilized nodal continuous Galerkin method. Alternatively, Haghighat et al. [52] utilized the peridynamic differential operator to develop a non-local PINN for solving PDEs. The differential operators computed by ND and AD are very different in nature and they have own merits in PINN implementation. For example, while ND approximates the gradients from a local set of PINN outputs based on certain numerical scheme, AD has the advantage of being able to compute the exact gradients at any point.

In the present study, we show that PINNs with training loss computed by AD (referred to as a-PINNs) can only be accurately trained with huge amount of collocation points. The a-PINN training becomes completely unrelated to their accuracy with insufficient collocation points, i.e., even when the training losses have been optimized to a very small value, a-PINNs can still be far from the true solution. Therefore, we propose to compute PINNs training loss by ND (referred to as n-PINNs) based on the sampling points and a finite difference-type stencil without requiring a predefined mesh topology. The proposed n-PINNs are more robust to the amount of collocation points, and capable of efficiently approximating the right solution with much less collocation points than required by a-PINNs. However, they may be less accurate than a-PINNs given large quantities of collocation points in some cases, depending on the accuracy of the numerical scheme.

Given the respective observed advantages and disadvantages of a-PINNs and n-PINNs, we further propose a novel coupled-automatic-numerical differentiation scheme for computing the PINN training loss, dubbed as can-PINNs. can-PINNs inherit the merits of both a-PINNs and n-PINNs, in that it robustly and efficiently produces accurate solutions even with minimal collocation points during training, unlike a-PINNs, and yet is more accurate than n-PINNs. As an illustration of the proposed methodology, we derive two versions of can-PINN based on the upwind and central difference numerical schemes commonly employed for differential operators. Note that the formulation of can-PINN presented in this work is generic and can be extended to other schemes which are based on Taylor series expansion of varying form and accuracy. We then carry out fundamental analysis of the two proposed can-PINN schemes, showing that they are more accurate than baseline n-PINNs, and validate these methods on a synthetic ODE problem. The superior performance of n-PINNs and can-PINNs are then demonstrated on several challenging PINN
problems, i.e., predicting without any labelled data 1) the flow mixing phenomena governed by pure convection equation, 2) the lid driven flow in cavity and 3) the channel flow over a backward facing step, which are both governed by incompressible N-S equations. In addition, we demonstrate the efficacy of can-PINNs on inverse problem for N-S equations, being able to correctly infer the unknown Reynolds number based on very sparse observations. Our extensive experiments show that the proposed can-PINN is indeed highly efficient, allowing us to tackle challenging differential equation problems where a-PINNs fail, while consistently providing more accurate solutions than n-PINNs.

The remainder of the paper is organized as follows. In Section 2.1 to 2.3, we describe the PINNs with training loss computed by AD, ND and the proposed coupled-automatic-numerical differentiation. Fundamental analysis for the proposed method is covered in Section 2.4. Section 3 enumerates the extensive experimental studies conducted to illustrate the relative advantages of n-PINNs and can-PINNs across multiple forward and inverse modelling problems. Concluding remarks and direction for future research are then presented in Section 4.

2. Methodology

2.1. Overview of PINNs with automatic differentiation (a-PINNs)

In this section, we briefly outline the PINN methodology as commonly employed in current literature [2] and software [46–48]. A typical PINN uses a fully connected DNN architecture to represent the solution of the dynamical process \( u \). The PINN model predicts \( \hat{u}(x, t; w) \) given the spatial \( x \in \Omega \) and temporal \( t \in [0, T] \) inputs. The spatial domain usually has 1-, 2- or 3-dimensions in most physical problems. The accuracy of the PINN outputs is determined by the network parameters \( w \), which are optimized w.r.t. the PINN loss function during the training. To derive the PINN loss function, we consider \( u \) to be mathematically described by differential equations of the general form:

\[
\begin{align*}
\mathcal{N}_t[u(x, t)] + \mathcal{N}_x[u(x, t)] &= 0, \quad x \in \Omega, t \in [0, T], \quad (1a) \\
u(x, 0) &= u_0(x), \quad x \in \Omega, \quad (1b) \\
\mathcal{B}[u(x, t)] &= g(x, t), \quad x \in \partial \Omega, t \in [0, T], \quad (1c)
\end{align*}
\]

where \( \mathcal{N}_t[\cdot] \) and \( \mathcal{N}_x[\cdot] \) are the general differential operator which can include any combination of linear and non-linear terms of temporal and spatial derivatives, such as the time derivative, the first and second order spatial derivatives \( u_t(x, t), u_x(x, t) \) and \( u_{xx}(x, t) \), respectively. The initial condition at \( t = 0 \) is defined by \( u_0(x) \). The boundary operator \( \mathcal{B}[\cdot] \), which can be an identity operator (Dirichlet boundary condition), a differential operator (Neumann boundary condition) or a mixed identity-differential operator (Robin boundary condition), enforces the desired condition \( g(x, t) \) at the domain boundary \( \partial \Omega \).

Then, the PINN training loss function is defined as:

\[
\mathcal{L} = \mathcal{L}_{Data} + \lambda_{DE} \mathcal{L}_{DE} + \lambda_{IC} \mathcal{L}_{IC} + \lambda_{BC} \mathcal{L}_{BC},
\]

which includes the data loss component when data is available, e.g., under inverse problem scenario,

\[
\mathcal{L}_{Data} = \frac{1}{n} \sum_{i=1}^{n} (u_i - \hat{u}_i)^2,
\]

and the PDE loss components,

\[
\begin{align*}
\mathcal{L}_{DE} &= \|\hat{u}_t(\cdot; w) + \mathcal{N}_x[\hat{u}(\cdot; w)]\|_{L^2(\Omega \times [0, T])}^2, \quad (2c) \\
\mathcal{L}_{IC} &= \|\hat{u}(\cdot, 0; w) - u_0\|_{L^2}^2, \quad (2d) \\
\mathcal{L}_{BC} &= \|\mathcal{B}[\hat{u}(\cdot; w)] - g(\cdot)\|_{L^2(\partial \Omega \times [0, T])}^2. \quad (2e)
\end{align*}
\]

The relative weights, \( \lambda \)s in (2a), control the trade-off between different components in the loss function. The right scaling significantly speeds up the convergence rate of PINN training [39,53]. Hence, it is important to use an appropriate scaling strategy depending on the problem at hand. The computation of the loss described by (2) involves matching the PINN output \( \hat{u} \) against target \( u \) over \( n \) labelled samples (2b), substitution of the output \( \hat{u} \) into the
differential equations for evaluating the residuals over the problem domain $\Omega \times (0, T)$ (2c), as well as matching the output $\hat{u}$ against initial conditions at $t = 0$ over the problem domain $\Omega$ (2d), and boundary conditions over the domain boundary $\partial \Omega$ and time $(0, T)$ (2e). When solving a forward differential equation problem, the data loss component $L_{\text{Data}}$ (2b) is omitted.

The PDE loss components (2c-e) are defined over a continuous domain, but for practical reasons, we compute the residuals over a finite set of $m$ collocation points $D = \{(x_i, t_i)\}_{i=1}^m$ during training. These collocation points are sampled from the problem domain, for example, using an equidistantly spaced grid, randomized Latin hypercube sampling or importance sampling strategy. Differential operators, such as $\partial_t u(x, t; w)$, $\partial_x u(x, t; w)$, $\partial_{xx} u(x, t; w)$, are required for the evaluation of the residuals in PDE loss on these collocation points. When the PINN with fully connected DNN architecture is higher order differentiable w.r.t. its inputs $(x, t)$—given that the activation function is higher order differentiable—the computation of differential operators can then be conveniently obtained via AD—which is already in place for computing the gradients of $w$ for the optimization—at any collocation point. This makes AD the default method for computing the training loss for PINNs (a-PINNs). Finally, state-of-the-art algorithms such as ADAM [54] are used for optimizing the PINN weights $w$.

Note that although a “tanh” activation function is most widely used for PINNs, it was suggested by recent studies that learning in the sinusoidal space of PINNs can achieve a more accurate solution [37,38]. In present study, we adopt a sinusoidal features PINN architecture [37] by defining mappings:

$$\gamma(v) = \sin(2\pi(Wv + b)), \quad (3)$$

that act on PINNs’ $d$-dimensional spatial-temporal inputs $v = [x, t]^T$. Here, the weights $W \in \mathbb{R}^{m \times d}$ is a real matrix that maps inputs $v$ into $m$ sinusoidal features and is also related to the frequency of sinusoidal features. The bias $b \in \mathbb{R}^{m \times 1}$ is a real vector and is also related to phase lag. We incorporate this sinusoidal mapping $\gamma(v)$ into the first hidden layer of a PINN and initialize the weights in $W$ by sampling from the normal distribution $\mathcal{N}(0, \sigma^2)$, $\sigma = 1$. The bias $b$ is initialized as a zero vector. The subsequent hidden layers also use “sine” activation, and their weights are initialized by He uniform distribution [55,56]. A “linear” activation function is used in the final (output) layer. Moreover, it is recognized that the convergence of stochastic gradient descent methods, including that of ADAM, is highly sensitive to the learning rate. Hence, in present study, a learning strategy to reduce the learning rate on plateauing is adopted to speed up the convergence of ADAM [57].

### 2.2. Improve training efficiency with numerical differentiation PINNs (n-PINNs)

![Fig. 1. Schematic diagrams showing (a) a-PINN almost perfectly matches the differential operator constraint at all the collocation points (colored) but fails to obtain the true solution (black). Both (b) n-PINN and (c) can-PINN can approximate the true solution (black) by matching the gradient behavior at the piecewise local regions defined by support points surrounding the collocation points (colored).](image)

Fig. 1. Schematic diagrams showing (a) a-PINN almost perfectly matches the differential operator constraint at all the collocation points (colored) but fails to obtain the true solution (black). Both (b) n-PINN and (c) can-PINN can approximate the true solution (black) by matching the gradient behavior at the piecewise local regions defined by support points surrounding the collocation points (colored).

It is very common to see a PINN trained in an over-parameterized regime, i.e., by specifying a DNN that has more complexity than the problem requires. If the collocation points sampled during the training are not dense enough, the PINN is susceptible to obtaining an inaccurate or even an obviously unphysical solution. This is particularly true for a-PINNs because the AD method computes differential operators exactly at the given collocation point. All collocation points are constrained almost individually on a flexible a-PINN. The AD-formulated loss function is likely an under-
constrained optimization problem when the neural network is heavily over-parameterized. As a result, the \( a \)-PINN may near perfectly fulfill the underlying differential equation at all the collocation points, leading to a near zero training loss even when its solution is entirely different from the true solution (as illustrated in Figure 1a). The \( a \)-PINN training therefore becomes completely unrelated to the accuracy of its solution in sparse sample regimes, such that the training loss value can be extremely misleading if one were to apply the \( a \)-PINNs to a new problem without knowing the ground truth. This is particularly critical as PINN-type methods have been proposed as a mesh-free method to solve complex high-dimensional PDE problems where dense sampling might be impractical [17], and ways to assess the accuracy of the neural network solution besides training loss may not be available. Large amounts of sample points and training iterations—both tend to grow with the problem complexity—and a highly non-trivial task of tuning the training hyper-parameters are required to avoid such under-constrained optimization. The inefficient use of training samples makes \( a \)-PINN impractical for solving a difficult problem.

To alleviate this issue, we employ ND to replace AD for the computation of differential operators required in PINN training loss. As a very reliable and robust method, numerical differentiation is widely used in scientific computing and computational physics community. The fundamental idea of numerical differentiation is to approximate the derivative terms by means of local support points. By choosing proper points and eliminating the leading error terms by utilizing the Taylor-series expansions, the numerical derivative terms can be obtained. A particularly well-known instance of this methodology is the finite-difference method [50].

When approximating the first order derivative \( \frac{\partial u(x)}{\partial x} \), the following equation is employed in this study:

\[
\frac{\partial u(x)}{\partial x} = \frac{\tilde{u}_e - \tilde{u}_w}{\Delta x},
\]

(4)

where \( \tilde{u}_e \) and \( \tilde{u}_w \) are determined and located at \((x + \frac{\Delta x}{2})\) and \((x - \frac{\Delta x}{2})\). In the above, \( \Delta x \) is the distance between two adjacent points for the conventional numerical scheme. Without loss of generality, here we take \( \tilde{u}_e \) as an example, it may be approximated by 1\(^{st}\) order upwind \((u_{e\mid uw1} = \tilde{u}(x; w))\), 2\(^{nd}\) order upwind \((u_{e\mid uw2} = \frac{3}{2} \tilde{u}(x; w) - \frac{1}{2} \tilde{u}(x - \Delta x; w))\), or 2\(^{nd}\) order central difference \((u_{e\mid cd2} = \frac{1}{2} \tilde{u}(x + \Delta x; w) - \frac{1}{2} \tilde{u}(x; w))\) through Taylor series expansions. For ease of notation, we will reference the use of these conventional numerical schemes for \( n \)-PINN by \( n(uw1) \), \( n(uw2) \), and \( n(cd2) \) in the subsequent sections. The corresponding derivative terms can be derived as:

| Scheme | Convection term |
|-------|----------------|
| 1\(^{st}\) order upwind \( n(uw1) \) | \( \frac{\partial u(x)}{\partial x} \mid_{uw1} = \frac{u_{e\mid uw1} - u_{e\mid uw2}}{\Delta x} = \frac{\tilde{u}(x; w) - \tilde{u}(x - \Delta x; w)}{\Delta x} \) |
| 2\(^{nd}\) order upwind \( n(uw2) \) | \( \frac{\partial u(x)}{\partial x} \mid_{uw2} = \frac{u_{e\mid uw2} - u_{e\mid uw1}}{\Delta x} = \frac{3\tilde{u}(x; w) - 4\tilde{u}(x - \Delta x; w) + \tilde{u}(x - 2\Delta x; w)}{2\Delta x} \) |
| 2\(^{nd}\) order central difference \( n(cd2) \) | \( \frac{\partial u(x)}{\partial x} \mid_{cd2} = \frac{u_{e\mid cd2} - u_{e\mid cd1}}{\Delta x} = \frac{\tilde{u}(x + \Delta x; w) - \tilde{u}(x - \Delta x; w)}{2\Delta x} \) |

Fig. 2. Schematic diagrams of the definition of the present \( n \)-PINNs and \( caa \)-PINNs framework. The circles represent collocation points, while squares are the additional support points being evaluated by PINN for constructing the derivative terms for a given collocation point (in green).
For \( n \)-PINNs framework, \( \Delta x \) is now a hyper-parameter, and the \( \hat{u} \) value at \((x + \Delta x)\) and \((x - \Delta x)\) are obtained by \( \hat{u}(x + \Delta x; \mathbf{w}) \) and \( \hat{u}(x - \Delta x; \mathbf{w}) \), as illustrated in Figure 2. Thus, the present \( n \)-PINNs framework shares the same appealing feature as \( a \)-PINNs. They are meshless, i.e., they obtain solutions without the usual mesh generation, and only require a set of collocation points. By virtue of numerical differentiation during the training, \( n \)-PINNs can consistently obtain reliable solution in both sparse and dense sample regimes. This is because the differential operators computed by numerical differentiation are defined by the local support points surrounding the collocation points; in effect, the \( n \)-PINNs’ training aims to modulate the gradient behaviors at piecewise local regions in the solution space, rather than at isolated collocation points. Moreover, while piecewise local regions can be better connected by an appropriate choice of collocation points, it is important to note that the points do not need to be perfectly matching like a typical mesh. As a result, \( n \)-PINNs can more effectively learn the coherence pattern in the solution even with sparsely sampled collocation points (as illustrated in Figure 1b), leading to a correct solution as the training progresses.

2.3. Coupled automatic-numerical differentiation PINNs (can-PINNs)

We then propose to augment the accuracy of \( n \)-PINNs via the coupled-automatic-numerical differentiation method. Inspired by the multi-moment approach \([58–60]\), the idea of the proposed can-PINNs is to approximate the first-order derivative term \( \frac{\partial \hat{u}}{\partial x} \) by virtue of both \( \hat{u} \) and \( \hat{u}_x \), where \( \hat{u}_x \) is obtained from AD, allowing for better gradient-matching behavior in the limit as per Figure 1c.

2.3.1. Upwind scheme for can-PINNs, can(uw2)

To couple \( \hat{u} \) and \( \hat{u}_x \), \( \hat{u}_x \) is approximated as \( u_e \big|_{can(uw2)} \) in this study:

\[
\hat{u}_x \approx u_e \big|_{can(uw2)} = a_1 \hat{u}(x; \mathbf{w}) + a_2 \hat{u}_x(x; \mathbf{w}). \tag{6a}
\]

It is followed by performing Taylor series expansions with respect to \( \hat{u}_e \) and \( \frac{\partial \hat{u}_x}{\partial x} \) for \( \hat{u}(x; \mathbf{w}) \) and \( \hat{u}_x(x; \mathbf{w}) \):

\[
\hat{u}(x; \mathbf{w}) = \hat{u}_e - \frac{\Delta x}{2} \frac{\partial \hat{u}_x}{\partial x} + \left( \frac{\Delta x}{2} \right)^2 \frac{\partial^2 \hat{u}_x}{\partial x^2} + \left( \frac{\Delta x}{2} \right)^3 \frac{\partial^3 \hat{u}_x}{\partial x^3} + \left( \frac{\Delta x}{2} \right)^4 \frac{\partial^4 \hat{u}_x}{\partial x^4} + \cdots, \tag{6b}
\]

\[
\hat{u}_x(x; \mathbf{w}) = \frac{\partial \hat{u}_e}{\partial x} - \frac{\Delta x}{2} \frac{\partial^2 \hat{u}_x}{\partial x^2} + \left( \frac{\Delta x}{2} \right)^2 \frac{\partial^3 \hat{u}_x}{\partial x^3} - \left( \frac{\Delta x}{2} \right)^3 \frac{\partial^4 \hat{u}_x}{\partial x^4} + \left( \frac{\Delta x}{2} \right)^4 \frac{\partial^5 \hat{u}_x}{\partial x^5} + \cdots, \tag{6c}
\]

The following two equations can then be derived by eliminating the leading error terms:

\[
a_1 = 1 \tag{7a}
\]

\[
a_2 = \frac{a_1 \Delta x}{2} = \frac{\Delta x}{2}. \tag{7b}
\]

The substitution of \( a_1 \) and \( a_2 \) in equation (6a) leads to:

\[
u_e \big|_{can(uw2)} = \hat{u}(x; \mathbf{w}) + \frac{\Delta x}{2} \hat{u}_x(x; \mathbf{w}). \tag{8a}
\]

\( u_w \big|_{can(uw2)} \) can be derived in a similar way as:

\[
u_w \big|_{can(uw2)} = \hat{u}(x - \Delta x; \mathbf{w}) + \frac{\Delta x}{2} \hat{u}_x(x - \Delta x; \mathbf{w}). \tag{8b}
\]

The first order derivative can then be approximated by:

\[
\frac{\partial \hat{u}(x)}{\partial x} \bigg|_{can(uw2)} = \frac{\partial \hat{u}(x)}{\partial x} \bigg|_{can(uw2)} = \frac{u_e \big|_{can(uw2)} - u_w \big|_{can(uw2)}}{\Delta x} = \frac{\hat{u}(x; \mathbf{w}) - \hat{u}(x - \Delta x; \mathbf{w})}{\Delta x} + \frac{1}{2} \left( \hat{u}_x(x; \mathbf{w}) - \hat{u}_x(x - \Delta x; \mathbf{w}) \right). \tag{9}
\]

The modified equation analysis is performed by recasting the above equations as:

\[
\frac{\partial u(x)}{\partial x} \bigg|_{can(uw2)} = \hat{u}_x(x; \mathbf{w}) + \left( \frac{\hat{u}(x; \mathbf{w}) - \hat{u}(x - \Delta x; \mathbf{w})}{\Delta x} - \frac{1}{2} \left( \hat{u}_x(x; \mathbf{w}) - \hat{u}_x(x - \Delta x; \mathbf{w}) \right) \right). \tag{10}
\]
By performing the Taylor series expansions on $\tilde{u}(x - \Delta x; w)$ and $\tilde{u}_x(x - \Delta x; w)$ with respect to $\tilde{u}(x; w)$ and $\tilde{u}_x(x; w)$, equation (10) can then be further simplified as:

$$\frac{\partial u(x)}{\partial x} \bigg|_{can(uw2)} = \tilde{u}_x(x; w) - \left( \frac{\Delta x^2}{12} \right) \tilde{u}_{xxx}(x; w) + \frac{\Delta x^3}{24} \tilde{u}_{xxxx}(x; w) + \cdots. \quad (11)$$

From equation (11), the present can(uw2) scheme can be seen as including additional stabilization terms to couple the information from adjacent upwind points, and to have a theoretical accuracy order of two. Additionally, in the limit $\Delta x \to 0$, the derivative is exactly equal to the derivative $\tilde{u}_x$ as computed by AD.

### 2.3.2 Central scheme for can-PINNs, can(cd)

When solving the incompressible N-S equations with the primitive variables (i.e., velocity and pressure) on collocated points, decoupling of velocity and pressure may happen if one employs the conventional central difference for pressure gradient terms. It is because when approximating the pressure gradient term $\frac{\partial p(x)}{\partial x}$ by central difference scheme, only adjacent points $(x - \Delta x)$ and $(x + \Delta x)$ contribute to the difference formula. To alleviate the decoupling between velocity and pressure, it is crucial to include the contributions at the collocation point $x$, so as to modulate and couple the surrounding pressure field [61,62]. In this study, we propose the following central-based can-PINN scheme for approximating the pressure gradient term:

$$\hat{p}_e \equiv p_e \bigg|_{can(cd)} = \frac{\hat{p}(x + \Delta x; w) + \hat{p}(x; w)}{2} \bigg( \hat{\rho}_x(x + \Delta x; w) + \frac{1}{8} \left( \hat{\rho}_x(x + \Delta x; w) - 2 \hat{\rho}_x(x; w) + \hat{\rho}_x(x - \Delta x; w) \right) \bigg), \quad (12a)$$

$$p_w \equiv p_w \bigg|_{can(cd)} = \frac{\hat{p}(x; w) + \hat{p}(x - \Delta x; w)}{2} \bigg( \hat{\rho}_x(x; w) - \frac{1}{8} \left( \hat{\rho}_x(x; w) - \hat{\rho}_x(x - \Delta x; w) \right) \bigg), \quad (12b)$$

and

$$\frac{\partial p(x)}{\partial x} \bigg|_{can(cd)} = \hat{\rho}_x(x; w) + \left( \frac{\Delta x^2}{24} \right) \hat{p}_{xx}(x; w) - \frac{1}{8} \left( \hat{\rho}_x(x + \Delta x; w) + 6 \hat{\rho}_x(x; w) + \hat{\rho}_x(x - \Delta x; w) \right). \quad (13)$$

In the above, it is clearly shown that both adjacent points and collocated contribution $\hat{p}_e(x; w)$ are now included in the equation. The above equation (13) can also be recast to show that the proposed can(cd) scheme has a theoretical accuracy order of two, by virtue of a modified equation analysis as described in section 2.3.1:

$$\frac{\partial p(x)}{\partial x} \bigg|_{can(cd)} = \hat{p}_x(x; w) + \left( \frac{\Delta x^2}{24} \right) \hat{p}_{xx}(x; w) - \frac{1}{8} \left( \hat{\rho}_x(x + \Delta x; w) + 6 \hat{\rho}_x(x; w) + \hat{\rho}_x(x - \Delta x; w) \right). \quad (14a)$$

$$\frac{\partial p(x)}{\partial x} \bigg|_{can(cd)} = \hat{p}_x(x; w) + \left( \frac{\Delta x^2}{24} \right) \hat{p}_{xx}(x; w) - \frac{1}{8} \left( \hat{\rho}_x(x + \Delta x; w) + 6 \hat{\rho}_x(x; w) + \hat{\rho}_x(x - \Delta x; w) \right). \quad (14b)$$

Note that although this work focuses on the above common schemes, the n-/can-PINN framework can be extended to other schemes which are based on Taylor series expansion of varying form and accuracy.

### 2.4 Fundamental analysis

This subsection investigates the dispersion and dissipation behavior for the proposed can(uw2) and can(cd) schemes. The analysis starts by assuming that Fourier transform and its inverse can be employed to a field variable $\phi$:

$$\tilde{\phi}(\alpha) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \phi(x) \exp(-i\alpha x) \, dx \quad (15a)$$

$$\phi(x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \tilde{\phi}(\alpha) \exp(i\alpha x) \, d\alpha. \quad (15b)$$

It is followed by employing the Fourier transform to the following difference equation $\frac{\partial \phi}{\partial x} \bigg|_{can(uw2)}$ with $\Delta x = h$:

$$\frac{\partial \phi(x)}{\partial x} \bigg|_{can(uw2)} \approx \frac{\phi(x-h) - \phi(x)}{h} + \frac{1}{2} \left( \phi_x(x) - \phi_x(x-h) \right). \quad (16)$$
In the above, \( \phi_x \) may be obtained by AD. It will lead to

\[
iqh \equiv (1 - \exp(-iqh)) + \frac{iqh}{2} (1 - \exp(-iqh)). \tag{17}
\]

By defining effective wavenumber \( \alpha' \equiv \alpha \), the above equation can be re-derived as

\[
\alpha' h = -i \left( (1 - \exp(-iqh)) + \frac{iqh}{2} (1 - \exp(-iqh)) \right). \tag{18}
\]

It can also be done for the difference equation \( \phi_{x|can(cd)} \) in a similar way:

\[
\frac{\partial \phi(x)}{\partial x} \bigg|_{can(cd)} = \frac{\phi(x+h) + \phi(x-h)}{2} \left( \frac{1}{8} \left( \phi_x(x+h) - 2 \phi_x(x) + \phi_x(x-h) \right) - \frac{1}{8} \left( \phi_x(x+h) - 2 \exp(-iqh) \right) \right), \tag{19a}
\]

\[
iqh \equiv \frac{1}{2} \left( \frac{\exp(iqh) - \exp(-iqh)}{\exp(iqh) - \exp(-iqh)} - \frac{1}{8} \left( \exp(iqh) - 2 - \exp(-iqh) \right) \right), \tag{19b}
\]

\[
\alpha' h = -i \left( \frac{\exp(iqh) - \exp(-iqh)}{2} - \frac{1}{8} \left( \exp(iqh) - 2 - \exp(-iqh) \right) \right). \tag{19c}
\]

With the definition of dispersion \( k_d \) and dissipation \( k_r \),

\[
k_d = \Re(\alpha' h) \tag{20a}
\]
\[
k_r = \Im(\alpha' h), \tag{20b}
\]

where \( \Re \) and \( \Im \) are the real and imaginary components, we plot the \( \alpha h - k_d \) and \( k_r \) against modified wavenumber \( \alpha h \) in Figure 3 to visually show the dispersion and dissipation behavior for the newly proposed schemes. It can be seen from Figure 3(a) that both the proposed \( can(uw2) \) and \( can(cd) \) have smaller dispersion errors than conventional 1\(^{st}\) and 2\(^{nd}\) order upwind schemes. Figure 3(b) also shows that \( can(uw2) \) has smaller dissipation, which increases smoothly for higher \( \alpha h \), while \( can(cd) \) is a non-dissipative scheme. Hence, it is expected that the proposed \( can(uw2) \) and \( can(cd) \) schemes can perform better for more dispersive problems in comparison to the baseline numerical schemes.

![Fig. 3. Plots of fundamental analysis for the proposed can(uw2) and can(cd), and the conventional 1\(^{st}\) and 2\(^{nd}\) order upwind schemes.](image)

3. Experimental study

The general PINN architecture and training configurations used in our experimental study are summarized in Table 1. For each test problem, we compare the performance of \( a \)-PINNs, \( n \)-PINNs, and \( can \)-PINNs, using identical network architecture and training setting. We also report their training cost.
### 3.1. Validation on ODE

In this section, the following ODE

$$\frac{du}{dx} = f, \quad (21)$$

will be solved by the proposed can-PINN (can(uw2) and can(cd)) framework in a 1D domain of $x = (0, 2\pi)$. The ODE is investigated with two different source terms: $f_1 = \cos(x)$ and $f_2 = \cos(x) + 2\cos(2x)$. With the boundary condition $u(0) = u(2\pi) = 0$, the corresponding ground truth solutions for the investigated ODE are $u = \sin(x)$ and $u = \sin(x) + \sin(2x)$, respectively. The training batch size is set as 6 and total training iterations are 1e5 to ensure the PINN training is fully converged. We solve the two ODE problems with 41, 81, and 161 equidistantly spaced collocation points, and compare the performance of $a$-PINN with the proposed $n$-PINN and can-PINN utilizing 1st order upwind, $n$($uw1$), 2nd order upwind, $n$($uw2$) and can($uw2$), and central difference, can(cd), schemes. For each model, we perform 10 independent runs and plot the distribution of mean square error (MSE) between their solutions and the ground truth.

#### 3.1.1. Comparison between a-PINN, n-PINN, and can-PINNs results

Figure 4 shows that $a$-PINN solutions to the two ODE problems with 41 collocation points have significantly large MSE, even though the training loss decreases to an extremely low value, i.e., below 1e-7. Both $n$-PINNs and can-PINNs can approximate the true solutions with an accuracy that is between 1 to 3 orders better. On the other hand, when the collocation points increase to 81 and even 161, $a$-PINN can produce more accurate solutions and outperform $n$-PINNs. All three PINNs can produce more accurate solutions with more samples, and the solutions obtained by can-PINNs are statistically better than $n$-PINNs for all scenarios. It is also noticed that even though can-PINNs are theoretically second order accurate, with the inclusion of AD into the scheme, we can get more accurate solutions than 2nd order upwind scheme, $n$($uw2$). It is believed that this is because the proposed schemes can achieve better dispersion

---

| Problem          | 3.1. ODE | 3.2. Flow mixing | 3.3. Lid-driven cavity | 3.4. Backward facing step | 3.5. Complex channel |
|------------------|---------|------------------|-----------------------|---------------------------|---------------------|
| Governing eqns.  | (21)    | (22)             | (27)                  | (27)                      | (27)                |
| PINN architecture| $(x)\to 64-20-20-20-\ldots$ | $(x,y)\to 64-20-20-20-\ldots$ | $(x,y)\to 64-20-20-20-\ldots$ | $(x,y)\to 64-20-20-20-\ldots$ | $(x,y)\to 64-20-20-20-\ldots$ |
| $\Delta x$      | $\frac{2\pi}{40} / \frac{2\pi}{80} / \frac{2\pi}{160}$ | $\Delta x=\Delta y=0.16$ | $\Delta x=\Delta y=0.02$ | $\Delta x=0.05, \Delta y=0.026$ | $\Delta x=\Delta y=0.02$ |
| Training sample (total number of collocation points) | 41 / 81 / 161 | 65,025 | 2,601 | 16,000 | 3,437 |
| Max. training iteration | 100,000 | 100,000 | 200,000 | 500,000 | 500,000 |
| Initial learning rate | 5e-3 | 5e-3 | 1e-3 | 1e-3 | 1e-3 |
| Total training cost (a-n/can-PINNs) | 5.1 / 5.0 / 5.5 | 10.9 / 8.4 / 9.3 | 28.3 / 24.2 / 29.2 | 72.6 / 63.4 / 74.7 | 82.9 / 54.1 / 77.3 |

1. For the PINN architecture, the numbers in between input and output represent the number of nodes in each hidden layers. For example, $(x)\to 64-20-20-20-\ldots$ indicates a single input $x$, followed by 4 hidden layers with 64, 20, 20 and 20 nodes in each layer, and a single output $\hat{u}$.

2. We incorporate the sinusoidal mapping (3) into the first hidden layer of PINN and initialize its weights by sampling from a normal distribution $\mathcal{N}(0, \sigma^2)$.

3. Batch size: number of collocation points sampled for 1 evaluation of $\mathcal{L}_{\text{PINN}}$.

4. A training iteration: 1 evaluation of $\mathcal{L}_{\text{PINN}}$ for backpropagating the weight gradients. We update PINN weights in every 100 iterations. We reduce the learning rate on plateauing, until a min. learning rate of 5e-6 is reached.

5. Training cost are compared on a 20-core workstation with the Intel Xeon Gold 6248 processors.

---
behavior, as well as have smaller leading error coefficients. The solution at 50th percentile MSE for each of the PINN models obtained when solving for problem $\frac{du}{dx} = \cos(x)$ with 41 collocation points are plotted in Figure 5. Compared with the ground truth, the $\alpha$-PINN fails to solve the problem. The solution from $n(uw1)$-PINN also has obvious discrepancy. The solutions from $n(uw2)$-PINN and $can(cd)$-PINN are very close to the ground truth, while that from $can(uw2)$-PINN almost overlaps with the ground truth.

3.2. Flow mixing

To further illustrate the advantages of the $n$-PINN and $can$-PINN frameworks, we then move on to the two-dimensional flow-mixing problem. In the spatial domain $x \in [-4, 4], y \in [-4, 4]$, two fluids with different properties are mixed at the interface by a specified rotational velocity $v_t$ [63]. The governing equation for this transient problem is written as

$$\frac{\partial u}{\partial t} + a \frac{\partial u}{\partial x} + b \frac{\partial u}{\partial y} = 0,$$  \hspace{1cm} (22)\]

where

$$a(x,y) = -\frac{v_t}{v_{t,max}} \frac{y}{r}$$ \hspace{1cm} (23a)

$$b(x,y) = \frac{v_{t,max}}{v_{t,max}} \frac{x}{r}$$ \hspace{1cm} (23b)

$$v_t = \text{sech}^2(r) \tanh(r)$$ \hspace{1cm} (23c)

$$r = \sqrt{x^2 + y^2}$$ \hspace{1cm} (23d)

The corresponding analytical solution is:
\[ u(x, y, t) = -\tanh\left(\frac{x}{2} \cos(\omega t) - \frac{y}{2} \sin(\omega t)\right), \quad (24) \]

where \( \omega = \frac{1}{r} \nu_{t_{\text{max}}} \) [63]. It is noted that in this study, \( \nu_{t_{\text{max}}} \) is set as 0.385. We solve the problem with PINNs for \( t \in [0, 4] \), with the initial condition at \( t = 0 \) and Dirichlet boundary condition at the spatial boundaries, as specified by equation (24).

To employ the \( n \)-PINN and \( \text{can} \)-PINNs, the governing equation (22) is recast as the conservative form:

\[
\frac{\partial u}{\partial t} + \frac{\partial (mu)}{\partial x} + \frac{\partial (bu)}{\partial y} = u \left( \frac{\partial a}{\partial x} + \frac{\partial b}{\partial y} \right), \quad (25)
\]

The spatial derivative terms can be derived based on the approach described in Section 2.3

\[
\frac{\partial (au)}{\partial x} = \frac{a_{L}u_{L} - a_{R}u_{R}}{\Delta x}, \quad (26a)
\]
\[
\frac{\partial (bu)}{\partial y} = \frac{b_{L}u_{L} - b_{R}u_{R}}{\Delta y}, \quad (26b)
\]

where \( u_{L}, u_{R}, u_{N}, \) and \( u_{S} \) are approximated by the 2nd order upwind scheme \( n \)-PINN, \( \text{can(uw2)} \)- and \( \text{can(cd)} \)-PINNs. The temporal derivative term in (25) is obtained by AD.

Fig. 6. Comparison between the ground truth solution (\( t = 4 \)) and the solutions solved by (a) \( a \)-PINN, (b) \( n \)-PINN, and (c) \( \text{can(uw2)} \)-PINN, for the flow mixing problem. The solutions on 10th, 50th, and 90th percentiles of ascending MSE from 50 independent runs are shown.
3.2.1. Comparison between a-PINN, n-PINN, and can-PINNs results

We compare the performance of a-PINN, n-PINN, and can-PINNs (both can(uw2) and can(cd) schemes), by training the models with a set of 65,025 collocation points. The PINN architecture and training settings are identical for all models, as listed in Table 1. For each model, we perform 50 independent runs. Figure 6 visually compares the 10th, 50th, and 90th percentile solutions obtained by a-PINN, n-PINN, and can(uw2)-PINN, of ascending MSE, while the distribution of training losses and their solutions’ MSE against the ground truth are shown in Figure 7. The results clearly show that a-PINN is unable to consistently produce accurate solution, causing a very large spread in its MSE distribution, even though their training losses tend to be the lowest among the different PINN schemes. Hence the low training loss given by a-PINN can be very misleading. On the other hand, both n-PINN and can-PINN are able to consistently obtain the correct flow pattern, as demonstrated in Figure 6. Comparing their training loss and MSE distributions in Figure 7, the solutions produced by both can(uw2)-PINN and can(cd)-PINN are significantly more accurate than n-PINN. It is also noticed that the can(cd)-PINN has the ability to obtain more accurate solution than can(uw2)-PINN. However, due to non-dissipative nature of central scheme, the can(cd)-PINN has larger variance than the latter scheme. Overall, the upwind-based can(uw2)-PINN may be more favorable for this problem, due to its consistency. The efficacy and accuracy of the proposed coupled schemes are thus demonstrated in this test problem.

3.3. Lid-driven cavity

The lid-driven cavity problem has been widely chosen as a benchmark case for many numerical methods, due to the complex physics encapsulated within. As per the schematic in Figure 8, this problem is a unit square cavity with a lid velocity \( u_{4t} = 1 \) for the top wall, while other walls are non-slip. When the Reynolds number (\( Re \)) is less than 1000, there will only be two eddies at the bottom-right and bottom-left regions. With increasing values of \( Re \) to 2500, additional eddies can be observed at top-left regions [64]. When \( Re \) is even higher, more eddies will appear.

The governing equations for this problem are the steady-state, two-dimensional incompressible N-S equations:
\[
\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} = 0
\]  \hspace{1cm} \text{(27a)}

\[
\frac{\partial (uv)}{\partial x} + \frac{\partial (vu)}{\partial y} = \frac{1}{Re} \left( \frac{\partial}{\partial x} \left( \frac{\partial u}{\partial x} + \frac{\partial u}{\partial y} \right) \right) - \frac{\partial p}{\partial x} \hspace{1cm} \text{(27b)}
\]

\[
\frac{\partial (uv)}{\partial x} + \frac{\partial (vu)}{\partial y} = \frac{1}{Re} \left( \frac{\partial}{\partial x} \left( \frac{\partial u}{\partial x} + \frac{\partial u}{\partial y} \right) \right) - \frac{\partial p}{\partial y} \hspace{1cm} \text{(27c)}
\]

In the above equations, the primitive variables \((u, v)\) and \(p\) are velocity and pressure, \(Re\) is Reynolds number which represents the ratio of inertial forces to viscous forces. To better approximate different derivative terms by taking their physical nature into account, convection terms are approximated by the upwind-based \(can(uw2)\), while \(can(cd)\) scheme is employed for pressure gradient terms for the present \(can\)-PINNs. Similarly, for \(n\)-PINNs, a second order upwind scheme and a central difference scheme are employed for convection terms and pressure gradient terms respectively. All other differential terms are approximated by a central difference scheme in both \(can\)-PINNs and \(n\)-PINN. In order to better understand the efficacy of employing \(can(cd)\) for pressure gradient terms (referred to as \(can(uw2-conv, cd-p)\)-PINN), we also train a \(can\)-PINN which uses a central difference numerical scheme for pressure gradient terms (referred to as \(can(uw2-conv)\)-PINN).

We solve for the lid driven cavity problem at \(Re = 400\), with a 1×1 unit spatial domain as specified by \(x \in [0, 1], y \in [-1, 0]\). The PINN architecture and training setting are identical for all models, as listed in Table 1. To compute the MSE for the solution obtained by PINNs, the ground truth is obtained by an in-house numerical solver based on the improved divergence-free condition compensated (IDFC) method [65]. It has been shown in [65] that the IDFC method is reliable and accurate.

### 3.3.1. Comparison between \(a\)-PINN, \(n\)-PINN, and \(can\)-PINN results

![Comparison between the ground truth velocity magnitude \([\vec{V}]\) and the solutions solved by \(a\)-PINN, \(n\)-PINN, and \(can(uw2-conv, cd-p)\)-PINN](image_a.png)

![The absolute error between the PINN solutions and ground truth](image_b.png)

Fig. 9. (a) Comparison between the ground truth velocity magnitude \([\vec{V}]\) and the solutions solved by \(a\)-PINN, \(n\)-PINN, and \(can(uw2-conv, cd-p)\)-PINN, for the lid driven cavity problem at \(Re = 400\). (b) The absolute error between the PINN solutions and ground truth. From 50 independent runs, the solution with median MSE for respective PINN models are shown.

We demonstrate the performance of \(a\)-PINN, \(n\)-PINN, and \(can\)-PINNs when trained with 2,601 equidistantly spaced collocation points. For each PINN model, we perform 50 independent runs. Figure 9 visually compares the velocity magnitude \([\vec{V}] = \sqrt{u^2 + v^2}\) contour computed from solutions solved by \(a\)-PINN, \(n\)-PINN, and \(can(uw2-conv, cd-p)\)-PINN, and also their absolute deviation from the simulated ground truth solution. Clearly, it is difficult to obtain a reasonable solution by \(a\)-PINN with the current 2,601 collocation points, i.e., the correct flow does not develop. While
both the *n*-PINN and *can*-PINN show good agreement with the ground truth in their solutions, the *can*-PINN is more accurate. Figure 10a compare their distributions of training loss and solution MSE. Despite having the lowest training loss, the *a*-PINN’s solutions are consistently bad. Their MSEs (>1e-2) are more than 1 order of magnitude higher than those obtained by *n*-PINN and is about 2 orders of magnitude higher than *can*-PINNs. The results also show that the proposed *can*-PINNs are significantly more accurate than *n*-PINN. It is also noticed that by utilizing *can*'(cd) scheme for the pressure gradient term, the *can(uw2-conv, cd-p)*-PINN’s solution has a slightly lower minimum and median MSE, as compared to *can(uw2-conv)*-PINN, further illustrating the advantage of using *can* scheme for pressure gradient.

In Figure 10b, we plot the velocity profiles ($u(0.5, y)$ and $v(x, -0.5)$) along the cutting lines at the center of the cavity $x = 0.5$ and $x = -0.5$, based on the median solution obtained by *a*-PINN, *n*-PINN, and *can(uw2-conv, cd-p)*-PINN. Good agreement is revealed for the proposed *can*-PINN result with both our in-house simulation result and benchmark result from Ghia et al. [66]. The *n*-PINN velocity profiles deviate slightly more from the simulation and benchmark results, while *a*-PINN results display a large discrepancy.

### 3.3.2 Training *a*-PINN, *n*-PINN, and *can*-PINN under different sampling scenarios

| Sampling scenario (collocation points sampled from) | 2,601 equidistantly spaced points | 10,201 equidistantly spaced points | 40,401 equidistantly spaced points | Uniform distribution |
|---------------------------------------------------|----------------------------------|----------------------------------|----------------------------------|----------------------|
| PINN training setting                             | 200,000 iterations               | 1,000,000 iterations             | 2,000,000 iterations             | 2,000,000 iterations |
|                                                   | 500 mini-batch pts.              | 500 mini-batch pts.              | 1000 mini-batch pts.             | 1000 mini-batch pts. |
| $\Delta x$ (for *n-* & *can*-PINNs)               | $\Delta x = \Delta y = 0.02$    | $\Delta x = \Delta y = 0.01$    | $\Delta x = \Delta y = 0.005$   | $\Delta x = \Delta y = 0.01$ |

As the results in previous sub-section suggest that sampling from a set of 2,601 collocation points is insufficient for training a good *a*-PINN model, we further study the performance of different PINNs under different sampling scenarios for the same test problem. In particular, we train *a*-PINN, *n*-PINN, and *can(uw2-conv, cd-p)*-PINN models with a larger set of equidistantly spaced collocation points, i.e., 10,201 and 40,401. We also adjust the training iteration and batch size, as shown in Table 2, to ensure the training is converged across different sampling scenarios. The distribution of solution MSE based on 10 independent runs for different PINN models and sampling scenarios are presented in Figure 11(a). The results show that all 3 PINN models can achieve a more accurate solution (i.e., more than 1 order of magnitude lower in MSE), when trained with the largest set of 40,401 collocation points, albeit with a tradeoff of more training iteration and batch size. The *a*-PINN is still unable to obtain a reasonable solution with 10,201 collocation points, and finally achieves a good solution with MSE (≈2e-4) with 40,401 collocation points. Even then, this result by *a*-PINN is only on par with the results obtained by *can*-PINN with 2,601 collocation points. In
addition, this requires both double the mini-batch size and much more training iterations than the sparsely sampled can-PINN. Under the same training setting with 40,401 collocation points as the a-PINN, the quality of can-PINN solutions further improve to an MSE below 1e-5.

The performance of different PINN models when trained on collocation points randomly sampled from a uniform distribution is also studied (Table 2). For this work, we found $\Delta x = 0.01$ yields a satisfactory performance, although further optimization may generally be necessary for other problems. In the limit as training iteration grows, this random uniform sampling is equivalent to an infinitely dense set of collocation points. Figure 11(b) compares the distribution of $u$&$v$ MSE vs. training iteration, with the collocation points randomly sampled from uniform distribution. For $u$&$v$ MSE, we compute the MSE for $u$- and $v$-velocity components and take the average. All the results are aggregated from 10 independent runs. (b) Distribution of $u$&$v$ MSE vs. training iteration, with the collocation points randomly sampled from uniform distribution. For $u$&$v$ MSE, we compute the MSE for $u$- and $v$-velocity components and take the average. All the results are aggregated from 10 independent runs. (c) Comparison of PINNs’ training time (averaged from 5,000 iterations) under limited and excessive compute resource scenarios. In each iteration, PINN loss is evaluated on 500 mini-batch samples randomly drawn from 2,601 collocation points.

The above results indicate that PINN models can generally achieve a better solution with increased sampling resolution in either uniform or equidistantly spaced sampling scenarios, however, this typically requires longer training. The training efficiency is further impeded by the highly non-trivial task of optimizing the training hyper-parameters, which is usually a practical bottleneck, especially as required training iterations increase and variance in the optimization outcomes increase. With the ability to efficiently train with a sparse set of collocation points while robustly producing an accurate solution, can-PINN can potentially solve more challenging PINN problems where previously infeasible with the typical a-PINN.

In addition, we report the per iteration training time from different PINN models as used in the present study as per Figure 11(c) for reference. The PINN implementations used the Keras API as packaged with TensorFlow2.5 [67]. During training, n-PINN requires only forward pass for the computation of the differential operators for loss evaluation, which can be faster than the back-propagation AD computation utilized by a-PINN. The can-PINN however performs both forward pass and back-propagation during the loss evaluation. Hence, with a limited compute resource (i.e., 4 CPUs per PINN), the n-PINN is the quickest, while the can-PINN is the slowest. In addition, Keras and its backend TensorFlow automatically parallelize execution. Hence, when there are over 20 CPUs per PINN, the a-PINN, n-PINN, and can-PINN show similar execution times per iteration. Critically, we note that the n-PINNs and can-PINNs are also generally more sample efficient and converge with less total iterations than the a-PINNs, in addition to having similar execution times per iteration.
3.3.3. Solving inverse problem with can-PINN

We further demonstrate the capability of the proposed can-PINNs on inverse problem. In an inverse problem, there are certain unknowns in the formulation of the differential equation or initial and boundary conditions, but the outcome of differential equation is partially available in the form of observation data. In particular, we seek to infer the unknown \( Re \) in the incompressible N-S equations (27), as well as the solution over the problem domain, by training a \( can(uw2-conv, cd-p) \)-PINN model with respect to the data-constrained loss function (2). In addition to the known boundary condition as indicated in Figure 8, we assume the availability of very limited observations (\( n=10 \)) of velocity (i.e., \( u \) and \( v \) values obtained from the IDFC simulations). The experiment comprises of 20 independent runs, where observations are randomly drawn. Selected observation sets are displayed in Figure 12a. Besides these observations, the PINN models are trained with 2,601 equidistantly spaced collocation points, following the same training setting listed in Table 1. However, to ensure sufficiently low data loss, we reweight the PINN loss terms to give more priority to the data loss (i.e., the weight of data loss to PDE loss is 100 to 1).

The inverse modelling results are visualized in Figure 12b, comprising the distribution of \( u&v \) MSE and inferred \( Re^{-1} \) obtained from the \( can(uw2-conv, cd-p) \)-PINN for inverse LDC problem at \( Re=400, 1000 \). The green dashed lines and shaded areas indicate the ground truth \( Re^{-1} \) and their 10% error bounds. Results are based on 20 independent runs.

The inverse modelling results are visualized in Figure 12b, comprising the distribution of \( u&v \) MSE and inferred \( Re^{-1} \) for both \( Re = 400 \) and \( Re = 1000 \) cases. It is observed that the can-PINN can accurately infer the unknown \( Re \) for both cases. For example, in the \( Re = 400 \) case, our inverse can-PINN model consistently infers an accurate \( Re \) value which is always within 10% error from the ground truth and achieve solution MSE below 5e-5. The efficacy drops slightly for the \( Re = 1000 \) case due to the more complex fluid phenomenon, however, all inferred \( Re \) values are still within 20% of the ground truth, and the solutions still achieve a MSE below 5e-4. This further demonstrates the effectiveness of can-PINN for solving complex inverse problems from very limited random observations (\( n=10 \)), with consistent performance across different sets of random observation data. Figure 12b also compares the performance of can-PINN with a-PINN and n-PINN. We observed a similar performance from n-PINN and a-PINN in this inverse problem, although a-PINN has the biggest spread in inferred \( Re \) and solution MSE among the 3 methods.

3.4. Backward-facing step

Our next test case is the backward-facing step problem. As per the schematic in Figure 13, this problem describes the flow in a channel, with length and width of 20 and 1 units, respectively. The fluid from the inlet with a fully developed parabolic profile above the step flows into the channel. When the steady state is achieved, there will be a primary vortex created in the triangle region between the step and point \( x_1 \). As \( Re \) increases, a secondary eddy will appear at the top at mid region of the channel, between \( x_2 \) and \( x_3 \). The governing equations for this test problem are the steady-state, two-dimensional incompressible N-S equations as described in Section 3.3. We solve for the problem at \( Re = 200 \), with the spatial domain specified as \( x \in [0, 20], \, y \in [-0.5, 0.5] \). For comparison of our PINN models, the ground truth is simulated by the same in-house numerical solver described in Section 3.3. It has already been shown in [65] that the solutions obtained by our solver can achieve very good agreement with other benchmark results.
3.4.1. Comparison between a-PINN, n-PINN, and can-PINNs results

In this problem, we compare the performance of a-PINN, n-PINN, and can-PINNs (both can(uw2-conv, cd-p)-PINN and can(uw2-conv)-PINN), training with a set of 16,000 collocation points. For each model, 25 independent runs were performed. Figure 14 visually compares the velocity magnitude \( |\vec{V}| \) and the solutions solved by a-PINN, n-PINN, and can(uw2-conv, cd-p)-PINN, for the backward facing step problem at \( Re = 200 \). (b) The absolute error between the PINN solutions and ground truth. From 25 independent runs, the solution with median MSE for respective PINN models are shown.

In this problem, we compare the performance of a-PINN, n-PINN, and can-PINNs (both can(uw2-conv)-PINN and can(uw2-conv, cd-p)-PINN), training with a set of 16,000 collocation points. For each model, 25 independent runs were performed. Figure 14 visually compares the velocity magnitude \( |\vec{V}| = \sqrt{u^2 + v^2} \) contour computed from solutions solved by a-PINN, n-PINN, and can(uw2-conv, cd-p)-PINN, and their absolute deviation from the simulated
ground truth. Moreover, the distributions of training losses and MSE against the ground truth solution are displayed in Figure 15. The median training loss are below 1e-6 for all PINN models, however the lowest training loss distribution given by a-PINN doesn’t correspond to a more accurate solution. In fact, the a-PINN solutions are very poorly solved and very different from the ground truth (Figure 14) despite the low training loss. On the other hand, a sample efficient n-PINN consistently achieves good solutions, which are about 4 orders of magnitude lower in MSE than a-PINN. The proposed can-PINNs, in particular the can(ww2-conv, cd-p)-PINN consistently produces more accurate solutions. Their MSE values are 5 orders and 1 order of magnitude better than the baseline a-PINN and n-PINN, respectively. For the sake of completeness, we also tabulate the separation ($x_1$) and reattachment ($x_2$, $x_3$) points in Table 3, showing excellent agreement between our proposed can(ww2-conv, cd-p)-PINN and other benchmark results [68–70].
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Fig. 15. Distribution of training loss and MSE between PINNs (a-PINN, n-PINN, and can-PINNs) and ground truth solutions for the backward facing step problem, at $Re = 200$. For $u,v$ MSE, we compute the MSE for $u$- and $v$-velocity components and take an average. Results from 25 independent runs are shown as boxplot.

| $Re = 200$ | $Re = 400$ |
|------------|------------|
| $x_1$      | $x_1$      | $x_2$ | $x_3$ |
| Barton [68] | 2.565      | 4.255 | 4.045 | 5.11 |
| Barber and Fonty [69] | 2.635      | 4.265 | 4.065 | 5.07 |
| Erturk [70] | 2.491      | 4.119 | 3.866 | 5.019 |
| **Ground truth (IDFC simulation)** | **2.608** | **4.276** | **4.093** | **5.122** |
| a-PINN      | 4.761      |       |       |     |
| n-PINN      | 2.601      |       |       |     |
| can-PINN    | 2.604      | 4.292 | 4.120 | 5.161 |

### 3.4.2. Solving Re400 with can-PINN

To further demonstrate the advantage of the proposed can-PINN framework, we move on to solve for a more challenging problem at $Re = 400$. As the problem complexity increased, a can(ww2-conv, cd-p)-PINN model is trained with a larger set of 32,000 collocation points for 2 million training iterations with 1000 mini-batch samples to ensure convergence. To compare the PINN solution with ground truth, we then use the trained model to predict the solution on 1600×80 grid points. The solution and its error are displayed in Figure 16, showing an excellent agreement with the simulated ground truth. The MSE for $u$, $v$-velocity, and pressure are 8.4e-7, 6.3e-8, and 3.9e-8 respectively, suggesting that the can-PINN model able to remain accurate on a fine resolution prediction although it is trained with less collocation points. Remarkably, the can-PINN model can capture the tiny secondary eddy at the top of the channel, whereas the conventional a-PINN is unable to produce any solution for this problem. We also plot the streamline contours in Figure 17 and tabulate the separation and reattachment lengths in Table 3, showing excellent agreement (<1% deviation) between our proposed can-PINN and the ground truth.
3.4.3. Solving inverse problem with can-PINN

Fig. 16. The u- and v-velocity contour from the solutions obtained by IDFC simulation (1st column) and can(uw2-conv, cd-p)-PINN (2nd column) as well as the absolute error between can-PINN and simulated ground truth (3rd column), for the backward-facing step problem at $R_e = 400$.

Fig. 17. The plot of streamlines generated from (a) can(uw2-conv, cd-p)-PINN prediction in comparison to (b) simulated ground truth on 1600x80 grid points, for the backward-facing step problem at $R_e = 400$.

3.4.3. Solving inverse problem with can-PINN

Fig. 18. (a) Eight random observation sets in the inverse backward facing step problem, where the can(uw2-conv, cd-p)-PINN is applied to simultaneously infer the unknown $R_e$ coefficient in the incompressible N-S equations and also to solve the solution based on limited observations ($n = 30$, in red). (b) The distribution of $u$&$v$ MSE and inferred $R_e^{-1}$ obtained from the can(uw2-conv, cd-p)-PINN for $R_e = 200, 400 & 800$. The green dashed lines and shaded areas indicate the ground truth $R_e^{-1}$ and their 10% error bounds. Results are based on 20 independent runs.
Our final experiment is to infer the unknown $Re$ in the incompressible N-S equations (27) from observation data, as well as solving the solution for the entire domain. We test the inverse modelling capability of $can(uw2-conv, cd-p)$-PINN given separate sets of observations from the backward-facing step problem at 3 different Reynolds number, $Re = 200, 400, 800$. The models are trained with 16,000 collocation points, following the same training setting listed in Table 1. Similar to the inverse lid driven cavity problem in Section 3.3.2, the observation data only contains 30 randomly drawn samples (i.e., $u$ and $v$ values obtained from the IDFC simulations). Selected observation sets are displayed in Figure 18a. The distributions of inferred $1/Re$ and $u&v$ MSE based on 20 independent runs are shown in Figure 18a-c. Similarly, the $can$-PINN infers the correct $Re$ (< 2.5% error) accurately for all 3 $Re$ numbers with limited observation data. All the inverse $can$-PINN solutions also achieve a $u&v$ MSE below 5e-6. The results are also consistent across different sets of observation data, further demonstrating the effectiveness of $can$-PINNs for solving complex inverse problems with limited observations.

3.5. Complex channel

Our final test case is the 2D complex channel flow problem, to demonstrate the capability of the proposed $can$-PINNs on handling irregular domain. As seen in Figure 19, this problem describes the flow in a 2 units length channel. The width of the channel for inlet and outlet is 0.3 unit, while the middle section of channel has a shape of Singapore island. The problem is solved at $Re=400$ with the prescribed inlet profile $u = \frac{v^2}{0.015} + 1.5$, non-slip BC at top/bottom wall, and freestream outlet condition. The governing equations for this test problem are the steady-state, two-dimensional incompressible N-S equations (27) as described in Section 3.3. For comparison of our PINN models, the ground truth is simulated by the same in-house numerical solver also described in Section 3.3.

![Fig. 19](image)

To sample the collocation points from irregular domain, our $n$-PINN and $can$-PINN methods require an additional routine to determine if the point is inside, on the boundary, or outside of the complex geometry. This requirement is the same as the $a$-PINN approach. We train $a$-PINN, $n$-PINN, and $can(uw2-conv, cd-p)$-PINN models with 674 boundary points to represent the geometry and 2,763 equidistantly spaced collocation points inside the geometry. We enforce the BCs on these 674 boundary points, and PDE loss on the 2,763 inner domain collocation points. When evaluating PDE loss for $n$-PINN and $can$-PINN, we predict the stencil values by $\bar{u}(x, y, \omega)$, whether they are in or out of the domain. The implementation is like the standard $a$-PINN. The PINN architecture and training settings are identical for all models, as listed in Table 1. For each model, we perform 25 independent runs.

3.5.1. Comparison between $a$-PINN, $n$-PINN, and $can$-PINNs results

The distribution of training losses and solution MSEs obtained from $a$-PINN, $n$-PINN, and $can$-PINN are shown in Figure 20. The results revealed that the $a$-PINN fails to produce plausible solution (i.e., large discrepancy) at this
training sample density, despite having the lowest training loss. On the other hand, our present approach can achieve a good solution MSE although the problem has a complex, irregular domain.

4. Conclusions

In this paper, we first studied the difference between PINNs with training loss computed by AD and our proposed ND-based approach. It was observed that the AD-formulated loss function is likely an under-constrained optimization problem, which causes the PINN training to become completely unrelated to the accuracy of its solution without sufficient sampling. We then showed that the ND-formulated PINN is much more sample efficient, with fairly good solution predictions regardless of collocation point’s density.

Building on the idea of multi-moment schemes in computational physics, we further proposed a coupled-automatic-numerical differentiation method that utilizes both AD and values on the local support points for approximating derivative terms in the PINN loss function, unifying the advantages of both AD and ND-based approaches. The resulting can-PINN is not only much more sample efficient, but also yields an improved accuracy. With application to fluid dynamic problems in mind, we derived two instantiations of can-PINN schemes based on the upwind and central difference numerical schemes in this work. These schemes are chosen as they are critical to maintaining the convective stability and the coupling between velocity and pressure when solving the incompressible N-S equations. Fundamental analysis also revealed better dispersion and dissipation behavior for the proposed schemes, which was corroborated in our experiments.

Although demonstrated on two common numerical schemes (upwind and central difference) in this work, the proposed can-PINN is a generic framework that can be easily extended to many coupled-automatic-numerical schemes of varying form and accuracy. This makes it particularly exciting as a means of tapping upon the accumulated wealth of numerical schemes that have been developed in the realm of computational physics and scientific computing. Importantly, as observed in our own experiments and is consistent with prior work in literature, the underlying physics of the problem is critical to the selection of an appropriate differentiation scheme, and potential performance gains from being able to integrate differentiation schemes of various kinds to match the problem over a one-size-fits-all approach as commonly employed in the use of AD currently will be an interesting extension for this work. On the other hand, the use of n-PINN and can-PINN require certain numerical knowledge to choose an appropriate scheme for the problem at hand, which could potentially be a drawback relative to the a-PINN approach.

Also, while generally applicable to non-uniform samplings, both proposed n-PINNs and can-PINNs have a more natural implementation and corresponding choice of \( \Delta x \) parameter when applied to a set of equidistantly spaced collocation points. Further development is required to understand the impact of other sampling scenarios, such as from a set of highly irregular collocation points or even a statistical distribution, on the effectiveness of the newly proposed methods, especially in scenarios where more complex geometry or physics may require more sophisticated sampling strategies.

Nonetheless, the proposed can-PINN showed consistently high efficiency and efficacy on all the test problems in this experimental study, out-performing conventional AD-based formulations across all settings evaluated. With the ability
to efficiently train on sparse samples while robustly producing an accurate solution, the can-PINN formulation potentially enables the extension of the PINN methodology to even more challenging problems across a multitude of domains.
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