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Abstract: The aim of this selective review paper is to clarify potential confusion when referring to the term proactive inhibitory control. Illustrated by a concise overview of the literature, we propose defining reactive inhibition as the mechanism underlying stopping an action. On a stop trial, the stop signal initiates the stopping process that races against the ongoing action-related process that is triggered by the go signal. Whichever processes finishes first determines the behavioral outcome of the race. That is, stopping is either successful or unsuccessful in that trial. Conversely, we propose using the term proactive inhibition to explicitly indicate preparatory processes engaged to bias the outcome of the race between stopping and going. More specifically, these proactive processes include either pre-amping the reactive inhibition system (biasing the efficiency of the stopping process) or presetting the action system (biasing the efficiency of the go process). We believe that this distinction helps meaningful comparisons between various outcome measures of proactive inhibitory control that are reported in the literature and extends to experimental research paradigms other than the stop task.
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1. Introduction

This paper presents a brief and selective review of the literature on proactive inhibitory control over behavior. It mainly seeks conceptual clarification and is by no means meant to be exhaustive. A PubMed literature search in July of 2022 for the keywords "proactive inhibit*" in the publication title or the abstract yielded an outcome of 570 results, about 25% of which have been published in the last five years, underscoring a rising interest in the topic. One potential source of confusion with this topic is that sometimes the term proactive inhibitory control refers to various mechanisms and other times to a performance outcome (i.e., the success or failure of an action being inhibited). Often, these various distinctions are used interchangeably, which led to our consideration of a rather simple framework that might offer conceptual clarity and consistency in studies of proactive inhibitory control. The framework is introduced within the context of the response-stopping paradigm (i.e., the stop-signal task), although we later discuss later how the framework may be useful in response conflict paradigms (e.g., Simon task, Flanker task) as well.

Let us first define proactive inhibitory control as adaptive preparatory processes that modulate or control the chances of inhibition success in the near future. In this sense, the proactive nature refers to processes mobilized in advance of upcoming situations in which the need for inhibition may be called upon. Moreover, this definition adopts the position that proactive inhibitory control refers to the outcome or success of inhibition, irrespective of the specific mechanism or process that may be mobilized to achieve the outcome. Most usages of proactive inhibitory control in the literature, including our prior work, seem to
conflate mechanism and outcome. However, as will become clear from a brief inventory of definitions that have been used in the literature, these adaptive inhibitory control processes are multifaceted and may refer to different underlying mechanisms, all of which impact the success or failure outcome of inhibitory control. Defining proactive inhibitory control in terms of inhibition success, irrespective of the mechanism at play, does not imply that we are not interested in the underlying mechanisms. Quite to the contrary, we hope to clarify the different guises that proactive inhibition can take by focusing on these mechanisms and processes. Focusing on the outcome allows us to consider proactive inhibition under one unified umbrella definition, while focusing on underlying processes allows us to clarify its different uses in the literature, a clarification that we deem useful if not urgent.

Before we elaborate on the framework of proactive inhibitory control, we first focus on the concept of reactive inhibitory control, which provides the mechanism by which an action is ultimately cancelled or stopped. Thus, this paper will start with presenting a brief overview of behavioral correlates of reactive inhibitory control, as measured by the renowned stop-signal paradigm and its variants. The second part integrates the concept of proactive inhibitory control as a set of processes that bias the likelihood that reactive inhibitory control will be successful in any situation in the immediate future. For the sake of conceptual clarification, we distinguish between the following two general classes of proactive control processes that shape the success of inhibiting an action: pre-amping reactive inhibition versus pre-setting action. Pre-amping inhibition refers to the adaptive process of amplifying (i.e., up or down) the reactive inhibition mechanism to increase or decrease, respectively, the proficiency of stopping an action should the need to do so present itself in the immediate future. The second manifestation, pre-setting action, refers to the adaptive tuning of action-related processes other than reactive inhibition per se to decrease or increase the difficulty of stopping an action should the need to do so present itself in the imminent future. Note that both mechanisms modulate the outcome of the reactive inhibition process by biasing its chances for success or failure. We will argue that for assessing the manifestations of proactive inhibitory control in previous and future studies, it will be useful to consider this taxonomy because of its consequences for interpretation and implications.

In the following, we present a brief inventory of annotations in the literature to reactive inhibitory control, as measured by the stop-signal paradigm. Next, serving conceptual clarification, we present a selective overview to distinguish between two manifestations of proactive inhibitory control, namely pre-amping reactive inhibition versus pre-setting the action system. A concluding section reiterates the advantages of this conceptual interpretation when comparing results across studies on response inhibition, including experimental paradigms other than the stop-signal task.

2. Reactive Inhibition

**Definition 1 ( Reactive Inhibition ).** Reactive inhibition is the adaptive mechanism that stops ongoing motor actions abruptly or on the fly. Reactive inhibition can be triggered by external events, such as a stop signal, or by changed internal goals, such as the voluntary decision to stop.

2.1. Reactive Inhibition as Immediate Stopping Control over Actions

Imagine that you are going to get a coffee from the cafeteria in the psychology department where you have been working for the past 24 years. During these 24 years, you have walked that same route from your desk to the coffee corner countless times so that you could even find your way blindfolded. However, upon turning a corner you suddenly halt and come to a full stop while stumbling upon a red sign hanging on the hallway door, indicating “Passage Temporarily Closed Due to Construction”. This example illustrates the need for the ability to inhibit or stop ongoing behavior if the situation calls for it [1,2]. Throughout this review paper, we will refer to this mechanism of impromptu, on-the-fly stopping control over actions as reactive inhibition. Note that the term “reactive inhibition” in its original form has been used to indicate inhibition that results from ex-
cutting some other process [1]. Examples are inhibition of return [3] and negative priming, where inhibition is triggered as a consequence or side-effect of concurrent processing. It is reactive because it is a direct reaction to the processing of exogenous environmental cues, such as a “do not enter” sign on the door in the example above, or to goal changes generated endogenously, such as arresting your action to open the door of the local grocery story because you suddenly realize that you are not wearing a required face mask. In sports, reactive inhibition is the mechanism that allows hitters to abruptly stop or cancel their initiated swing upon judging that the ball will not cross the strike zone or allows soccer players to suddenly stop their initial movement to take a shot and pass instead. Currently, the term reactive inhibition is used primarily to indicate stopping, arresting, or interrupting ongoing actions as a means of adaptive control over behavior, often as part of action override (suppressing one course of action in favor of another). This description of reactive inhibition will be used throughout this review. Ultimately, reactive inhibition is the mechanism that determines whether an action is stopped or not.

2.2. The Stop-Signal Task Measures Reactive Inhibition

The foremost and most well-established research paradigm to study reactive inhibitory control over actions is the stop-signal paradigm [1,2,4,5]; for pioneering work, see [6,7]. For an extensive literature review of research using the stop-signal task, the reader is referred to overview papers by Verbruggen and colleagues [8,9]. In short, the standard version of the stop task requires participants to discriminate between two visual go signals that are serially presented in (semi-) random order (see Figure 1). For example, the instruction might be to quickly press a left response button with the left index finger whenever an X is presented on a computer screen and to press a right response button with the right index finger when the letter O is presented. In addition to these go task requirements, the need to inhibit is introduced by the instruction to inhibit or stop the button-pressing response upon the infrequent and unpredictable presentation of the stop signal, such as a brief auditory tone or a color change of the green go signal to red, which may be presented shortly after the onset of the go signal.

Performance on stop-signal trials has been conceptualized as a horse race between two processes, the go and stop processes, which are triggered by the onsets of the go signal and the stop signal, respectively [2]. If the go process wins the race, inhibition fails and the overt response is executed. However, if the stopping process wins the race, the motor response is successfully stopped. The nature of the horse race has been the subject of investigation. The independent race model conceptualizes the race between going and stopping with stochastic finishing times. Conversely, interactive model versions have been proposed in which go and stop processes act as stochastic accumulators that interact with each other [10–12]. Yet, other models have proposed a negative stochastic dependence between go and stop processes [13]. For the interested reader, Schall and colleagues have provided a succinct review of stop-task models [12].

A major advantage of the stop-signal task over other experimental paradigms that tap into inhibitory control, such as the Go/Nogo and Stroop tasks, as well as more complex neuropsychological tests, such as the Wisconsin Card Sorting Task, is that the latency of the covert response-inhibition process, the stop-signal reaction time (SSRT), can be estimated within the conceptual and computational framework of the race model (see Figure 2) and that there is wide consensus on standards for experimental control and reporting [9]. Again, the computational approaches to estimating SSRT are varied, including nonparametric (e.g., [14]), as well as Bayesian parametric methods (e.g., [15–17]). As mentioned above, the behavioral dependent measure of reactive inhibition per se is stop-signal reaction time, or SSRT. For healthy young adults, SSRT typically ranges from 175–250 ms. Significantly slower stopping latencies have been reported for children and elderly participants [18]. Stopping latencies are also prolonged in clinical populations, such as children diagnosed with attention-deficit hyperactivity disorder (ADHD) [19], diagnosed with OCD [20], and in children expressing primary complex motor stereotypes, such as involuntary, complex,
repetitive, and apparently purposeless movements [21]. Clinical adult populations showing prolonged stopping include those diagnosed with Parkinson’s disease [22,23]. The prolonged use of substances, such as cannabis or cocaine, can also impair the latency of reactive inhibition [24,25].

Figure 1. Stop-task design. (A) Participants were instructed to press the left or right button in the direction indicated by the green arrow (i.e., go trials). (B) On 30% of the trials, the color of the arrow changed from green to red (i.e., stop trials) upon which participants should inhibit their go response.

In sum, SSRT derived from the stop-signal paradigm has proven to be very useful for quantifying individual differences in the efficiency of reactive stopping control. Next, we turn to the conceptual framework related to proactive inhibition as the preparatory processes modulating the success or failure of reactive inhibition.
With no time to stop and think, the next traffic-light is already fast approaching and might suddenly turn orange. With tickets and fines about tickets and fines, one strategic option is to maintain your speed (you are still in rush, after all), but heighten your readiness to stop pressing the gas pedal so you can quickly switch to the brake pedal if the light suddenly turns orange. Confidence in your quick wits gives way to panic and doubt as the flash of a traffic-camera in your rear-view mirror catches your attention—did the camera catch you?

Growing increasingly busy and your anxiety is elevating. Just ahead, the traffic light turns orange, and you instinctively punch the gas to make it through the intersection before it turns red. Confidence in your quick wits gives way to panic and doubt as the flash of a traffic-camera in your rear-view mirror catches your attention—did the camera catch you? With no time to stop and think, the next traffic-light is already fast approaching and might turn orange at any moment. Harboring concerns about tickets and fines, one strategic option is to maintain your speed (you are still in rush, after all), but heighten your readiness to stop pressing the gas pedal so you can quickly switch to the brake pedal if the light suddenly turns orange.

This scenario illustrates the need for proactive inhibition, where amping up your readiness to inhibit without altering any go- or action-related processes increases the speed and likelihood of successful inhibition. The purpose of this proactive adaptation strategy is to facilitate the efficiency of reactive inhibitory control in case of an upcoming, anticipated stop signal (i.e., the onset of an orange traffic light in the example above). Referring to the race model underlying cognitive processing in the stop-signal paradigm, this strategy of preparatory proactive inhibition in essence biases the race in favor of stopping efficiency. The intended net effect will be an increase in the probability and speed of successful reactive inhibition when the situation calls for it. Studies that report ‘proactive inhibition’ typically refer specifically to the preparatory amping up of reactive inhibition processes (e.g., [26,27]).
Pre-amping reactive inhibition is typically studied using variations in the standard stop-signal task as well. In such cases, it is measured as the degree to which SSRT is affected by the experienced likelihood of an upcoming stop signal. A straightforward test of expectation and preparatory effects on the efficiency of reactive stopping is provided by comparing the latency of reactive inhibition (SSRT) derived from a condition with relatively low stop-signal probability (e.g., 17% of the trials) versus a condition in which stop-signal probability is relatively high (e.g., 33% of the trials) [28,29]. For example, Federico and Mirabella varied stop-signal probability according to the (left or right) movement side. Results indicate that participants were faster to withhold movements toward the side where stop signals were more frequent [30]. In general, participants stop faster in the higher stop-probability condition, compared to the lower stop-probability condition. This decrease in reactive stopping latency in relation to changes in stop-signal probability signifies the ability to proactively amp up the efficiency of the reactive inhibition process as a function of the context in order to increase reactive stopping success.

Another example is provided by Zandbelt and colleagues [27] who used a variant of the Slater–Hammel paradigm [31], termed the stop-signal anticipation task (see also [32,33]). This modified version has the advantage that the presentation of the go signal can be separated in time from the presentation of the cue indicating stop-signal probability. This enabled the dissociating of cue-related processing (i.e., the effect of stop-signal probability), on the one hand, and stop-signal processing, on the other hand. Participants pressed a response button with their right thumb in order to stop a moving bar as close to the fixed target location as possible. They were instructed to stop (i.e., withhold pressing the button) if the moving bar halted before reaching the target. Before the start of each trial, a cue was presented that informed the participant about the probability of a stop signal on that trial. Symbols indicated a stop-signal probability on that trial of either 0%, 24%, or 35%. Interestingly, the three stop-signal probability conditions yielded similar SSRTs. Thus, although participants were informed about the likelihood of stopping, they did not amp up their inhibition process to the extent that SSRTs were shorter in the context with higher stop-signal probability. Note that Zandbelt and colleagues manipulated stop-signal probability on a trial-by-trial basis (that is within a block of trials), which might have increased the demands on preparation processes due to frequent variations. Alternatively, the comparison of between-block variations in stop-signal probability did result in a proactive amping up of reactive inhibitory control (as illustrated by Castro-Meneses and colleagues [28]).

Another design-related difference worth noting is that participants performing the stop-signal anticipation task executed a timed response, rather than a speeded response as in the standard stop-signal task.

Chikazoe and colleagues however provided a clear case of the proficient amping up of reactive stopping [34]. They employed a standard stop task and added color cues to go signals. A yellow cue indicated a traditional “uncertain-go” trial, during which participants were instructed to respond by pressing a button with the thumb while being prepared to inhibit if a stop signal is presented. Additionally, the other half of the go signals were blue, indicating a “certain go” trial without a stop signal. Their analyses suggest that participants who used the cue information (those who prepared) had shorter SSRTs than those participants who did not. The conclusion was that preparation before the presentation of the stop signal contributed to the improved efficiency of stopping.

Alternatively, in several other paradigmatic examples of the pre-amping of inhibition, the level of reactive inhibition may be said to be premeditated, in that the resolve to not act in a certain way under certain conditions was made ahead of time. Such examples include the cold pressor test (involving a premeditated and sustained resolve to resist the strong impulse to remove one’s hand from the ice-cold water [35]; delay discounting, involving a premeditated and sustained resolve to forego immediate gratification in favor of a larger future reward [36]; and deception, involving a premeditated determination to not reveal veridical information because of the prioritization of some other interest [37].
The ability to amp up reactive inhibition was evident from a series of stop-signal experiments performed by Bissett and Logan, who observed that stopping latency was shorter on stop trials that immediately followed another stop trial [38]. Interestingly, this post-signal improvement of reactive inhibition turned out to be modality specific. That is, SSRT improved only if the two subsequent stop signals were presented within the same modality (e.g., sequential presentation of two auditory stop trials) but was absent if stop-signal modality changed (e.g., an auditory stop tone following a visual stop signal). This amping up of reactive inhibition after having encountered a stop trial within the same modality could either be the result of strategic adjustments, such as a shift toward the stopping goal, or be explained in terms of more automatic processing as in stimulus repetition effects, often referred to as priming (for a discussion, see [38]). Note that amping up reactive inhibition after stop trials must be compensated by amping down after no-stop trials. In comparison with amping up after stop trials, amping down after no-stop trials may be less steep because there are usually (many) more no-stop trials than stop trials, thus serving something akin to a gradual return to baseline.

Pre-amping reactive inhibition seems at play when participants receive a monetary reward to perform well on the stop task. SSRT is generally shorter when participants are motivated [39]. Interestingly, reward also lowered the incidence of trigger failures of the inhibition process [40], contributing to more efficient stop-signal processing with rewards.

In a large study involving over 12,000 participants, ranging in age between 18 and 60+, Smittenaar and colleagues confirmed that the latency of reactive inhibition (SSRT) to stop signals increased from about 365 ms for the group of 18–24-year-olds to about 411 ms for the 60+ group [41]. This provides a clear replication of the age-related decline in reactive stopping control reported by Williams and colleagues [18]. In addition, Smittenaar et al. noted that males showed a more pronounced deterioration of the ability to stop as age increased, compared to females. Importantly, presenting visual cues that informed participants whether the left or the right thumb press might be stopped in response to a stop signal afforded proactive control. For comparison, stopping latencies to cued stop trials varied from 340 ms for young adults to 365 ms for the oldest age group. Here, proactive control was quantified as the difference between reactive inhibition (SSRT to unprepared stop trials without cue) and reactive inhibition derived from cued stop trials (SSRT to prepared stop trials). Importantly, cue-related preparation shortened the latency of upcoming reactive inhibition, and this was interpreted as a clear indication of effective proactive inhibitory control. Interestingly, and opposed to the pattern observed for reactive inhibition, proactive inhibitory control defined as the benefit of amping up reactive stopping did not vary over the course of healthy aging. Overall, females showed better proactive control, compared to males, irrespective of age [41].

As mentioned above, neurodegenerative conditions, such as Parkinson’s disease, impair inhibitory control [22]. However, the reactive inhibition deficit during early stages of Parkinson’s disease can be ameliorated by pharmacological therapy such as levodopa intake [42,43] or surgical interventions such as in deep-brain stimulation of the subthalamic nucleus [44–48]. Another example of a clinical study assessing pre-amping inhibition is provided by Atkinson-Clement and colleagues [49]. They administered the stop-signal task to myoclonus dystonia patients with and without deep-brain stimulation of the globus pallidus interna (compared to healthy controls). Pre-amping inhibition, assessed through the influence of several consecutive go or stop trials on reactive inhibition success, was shown to be impaired in unoperated patients, but this impairment appeared remedied in patients with deep-brain stimulators.

### 3.2. Amping Down Reactive Inhibition

When discussing proactive control, we typically consider increases in control, such as amping up reactive inhibition, as described in the previous section. However, the dimension of proactive control may also include ‘letting go’, ‘letting one’s guard down’, or in general adopting more lenient levels of control. Whether this leniency takes the form of
active amping down reactive inhibition or a more passive lack of investment remains to be studied, but it is evident that what goes up must come down. As an illustration, consider the previous traffic example in which you hurry to make it to an important appointment in time. Alas, due to road works blocking the way, you have to take an alternative route that is unfamiliar to you. You are being redirected by a series of arrow signs that are planted along the roadside, but these are hardly visible because of the twilight hour. The passenger next to you, commenting incisively on the obvious fact that you risk being late, taxes your limits even more. You find yourself slamming the brakes just in time for a red traffic light, the presence of which has been brought to your attention by the squabbling passenger blurring out “STOP!”. Conceivably, under these demanding concurrent circumstances, your reactive inhibition control system might be amped down to the extent that you were slow to stop to the red traffic light itself and needed an additional auditory cue to trigger the reactive inhibition process.

This down-scaling of reactive inhibition has been illustrated by modifications of the classical stop-signal task in order to capture more subtle manifestations of reactive inhibition control, as opposed to the all-or-none form of stopping. Whereas the standard version requires a full stop of ongoing actions, the stop-change variant captures the ability to stop an ongoing action and initiate an alternative action instead upon the presentation of an external stimulus [4,50]. The additional requirement to execute an alternative response, as derived from the stop-change task, generally increases stopping latencies, compared to the SSRT obtained in the standard stop-signal task [51–54]. For a discussion of various strategies that underly cognitive processing in the stop-change task, see [55].

In addition, task variants drawing upon selective stopping capabilities may involve the selective inhibition of certain responses or selective inhibition to certain stimuli. An example of selective response stopping is the instruction to stop when hearing the stop tone but only if you are about to issue a button press response with the left hand. Conversely, a right-hand button press response should not be inhibited upon a stop signal and should always be completed [54,56,57]. SSRT derived from a selective stopping context (e.g., “try to stop your left-hand response”) is generally longer compared to all-or-none stopping latencies. This prolongation is observed when adding the requirement to stop selectively might be an indication of proactively amping down reactive inhibition in favor of the response-selection process to determine if either the right or the left hand has to be initiated. Alternatively, an instance of selective stimulus stopping is introduced by the requirement to discriminate between a valid stop signal (for example a high-pitched tone of 1000 Hz) versus an invalid signal of lower frequency (say 500 Hz). Go responses, therefore, should only be inhibited if followed by a high-pitched stop signal; the low tones can be completely ignored [58–60]. SSRT derived from selective stopping paradigms is typically prolonged compared to SSRT obtained from the standard stop task, indicating additional demands on inhibitory processing and the use of various strategies (see [61]).

Importantly, amping reactive inhibition up or down is often reported in relation to changes in the reactions to the go signal. For example, amping up reactive inhibition is often reported together with a strategic slowing of reactions to the go signal [8,61–63]. This brings us to the next potential manifestation of proactive inhibitory control, namely presetting action-related processes in order to increase the chances of successful reactive stopping control in preparation for the presentation of upcoming stop signals.

4. Proactive Inhibition: Pre-Setting the Action Control System

Definition 3 (Proactive inhibition as pre-setting the action system). Proactive inhibition can be expressed by an advanced presetting of the action system to increase the chances of successful reactive inhibition if needed in the future.
Recall the real-life example from the previous section. You were pressed to be on time for your appointment and just accelerated to run an orange traffic light. You cut it close this time but do not want to risk a traffic penalty. Instead of maintaining speed and being extra prepared and vigilant to stop (i.e., proactively amping up reactive inhibition), this time you decide to slow down to ensure that you will be able to stop should the light turn orange; slowing down will also prevent the need to suddenly override your rushed action in the first place. Better safe than sorry.

We refer to this proactive control mechanism as pre-setting action-related processes (in this case, slowing down) to prepare to suppress your action, should the need arise in the immediate future, in order to increase reactive inhibition success. The purpose of this proactive strategy is (again) to facilitate the efficiency of reactive stopping control in case of an upcoming stop signal (i.e., the onset of an orange traffic light). Like pre-amping reactive inhibition, pre-setting action processes also biases the outcome of the race between going and stopping processes in favor of the stopping process. The intended net effect will be an increase in the probability of successful reactive inhibition if the situation calls for it. Note that the mechanism underlying this variant of proactive inhibitory control is not reactive inhibition per se. Instead, (p)re-setting action-related processes benefits the efficiency of reactive inhibition as an indirect or secondary effect. Importantly, action may also be pre-set in opposite directions. For instance, a riskier action strategy may make one less prepared for suppressing one’s action, should that need arise. In this case, pre-setting action-related processes biases the race between going and stopping processes in favor of the go process. The intended net effect will be a decrease in the probability of successful reactive inhibition should the situation call for it.

The research paradigm of choice for measuring reactive inhibition and the proactive amping up of reactive inhibition, the stop-signal paradigm, also allows the quantification of the proactive pre-setting of actions. In the stop task, the latter type of proactive control is often expressed as the slowing down of responses to go signals, despite the explicit task instruction not to prolong go reaction time, in an effort to increase the chances of successful inhibition should the go signal be followed by a stop signal.

The proactive slowing of responses on go trials might be the direct result of increasing the frequency of a stop signal, compared to a task condition in which stop signals were presented less often [50,61,62,64]. Recall that modulation of stop-signal frequency has also been associated with amping up or amping down reactive inhibition [28,29]. In addition, responses on go trials are typically prolonged if the go trial was immediately preceded by a stop trial, compared to when the go trial was preceded by another go trial [8,63]. This post-stop-signal slowing of responses was observed irrespective of inhibition success related to the preceding stop trial, thereby following both successful stopping and unsuccessful stopping. Bissett and Logan replicated these findings and pointed to the involvement of memory-related processes by showing that the post-stop-signal slowing of go RT was more pronounced if the same go signal was presented on two consecutive trials (i.e., go signal repetition), compared to situations in which the go signals alternated [61].

Another typical quantification of presetting action control as a proactive strategy to increase stopping success involves the comparison of performance in two type of tasks. Participants complete a standard version of the stop-signal task in which choice trials are typically randomly mixed with stop trials. In addition to SSRT as an index of the efficiency of reactive stopping control, the stop task also provides mean reaction latencies to the go signal (i.e., go RT), reflecting the efficiency of action-related processes. Importantly, participants also complete a pure choice RT task that is similar in design, compared to the stop-signal task, with the exception that stop signals never occur in the pure choice task and, therefore, never require reactive inhibition. Proactive control is typically indexed by the relative lengthening of go RT in a stop-signal context, compared to go RT in a pure choice task, a context without stop trials [63,64]. A different approach worth highlighting has been developed by Mirabella and colleagues using a setup that requires participants to
move their arms towards a target [65]. Instead of indexing proactive inhibition merely as RT lengthening, they measured proactive inhibition by comparing RT and movement times (MT) on go trials in a stop task with similar movements in a simple RT task without stop signals. This approach is based on the reciprocal relationship between the two behavioral parameters RT and MT. Interestingly, compared to performance on the simple-RT task, go RT in the stop task is prolonged, whereas MT is significantly shorter. This phenomenon, dubbed “the context effect” represents an optimization of motor strategy in the two different contexts and has been explained as follows [65]. In the stop task, the anticipated presentation of a stop signal induces RT lengthening on go trials, which benefits the coding of movement parameters (i.e., MT). Conversely, the short RTs on go trials in a simple RT context do not profit from this additional time benefit. Here, the movement plan unfolds during the execution of the motor response, causing a lengthening of MT. It is this lengthening that indexes proactive inhibitory control. The main advantage of this approach with respect to other designs assessing proactive inhibition, such as the conditional stop signal [66], the stop-signal anticipation tasks [67], or the or the classic Chikazoe’s design [34] is a reduced load on attentional and working memory. Apparently, some of the experimental manipulations already discussed in Section 3.1 about the proactive amping up of reactive inhibition also have an effect on the latency of go responses. For example, increasing the frequency of stop signals within a block of trials slows down responses to go trials. Along the same lines, presenting participants with cues associated with a relatively high imminent probability of a stop signal not only results in the proactive amping up of reactive inhibition (as in shorter SSRT [34]) but also increases response latencies to go signals that were preceded by such a cue but were not followed by a stop signal. The response latency on these so-called “uncertain” go trials were prolonged, compared to responses to certain go trials of which the participant knew that these were never followed by a stop signal. This proactive slowing of go responses as a function of stop-signal probability context was also reported by Zandbelt and colleagues [27]. Using the stop-signal anticipation task, they observed the shortest go response latencies on go trials that were cued with 0% stop-signal probability, with incremental slowing as cues conveyed contexts of 24% and 35% stop-signal probability.

5. Concluding Remarks

We have described reactive inhibition as the mechanism by which action is stopped and differentiated proactive mechanisms that bias the likelihood of reactive inhibition success. However, it is worth considering that proactive mechanisms are always at play in situations where a reaction might need to be inhibited. That is, there is a context to every situation that affords preparatory processes, amped up or down, primed or slackened, perhaps even shut off at times, that place reactive inhibition in a better or worse place for success. Considering the standard stop-signal task that generally recommends a context where 25% of trials deliver a stop signal, changing the frequency of stop signals alters reaction and stopping speeds. Thus, proactive inhibitory control reflects the state of preparatory processes that influence the ultimate success or failure of inhibiting a reaction. If the context is held constant, one is better able to quantify reactive inhibition efficiency with minimal preparatory adjustments (apart from trial-by-trial adjustments). If the context is varied, one has to consider the potential engagement of pre-amping and/or presetting processes. Even within a consistent context (for example, 25% stop signals), there is room for proactive adjustments on a trial-by-trial basis, even though the macro proactive strategy might be fairly constant.

Using the basic framework presented here can help clarify the language, design, and inferences of future studies interested in studying the role of proactive processes in modulating the success of response inhibition. At a minimum, studies of reactive inhibition must carefully record and acknowledge the state and biases of preparatory processes given the context. When studies attempt to modulate proactive control mechanisms, it is helpful
to specify whether variables are pre-amping the reactive control mechanism or pre-setting action-related processes.

The distinction between pre-amping reactive inhibition and pre-setting action may perhaps seem almost trivial. However, given the state of the literature in which proactive inhibition is treated as an undifferentiated unitary construct while actually pooling together different processes under the same head, we think such a conceptual distinction helps to disentangle these processes, disambiguate what we mean when we talk about proactive inhibition, and clarify our view on this consequential topic. This approach could help determine whether experimental conditions (e.g., speed/accuracy balance instruction, reward/punishment, working memory load, peer pressure, etc.), interventions (e.g., alcohol consumption, working memory training, mindfulness programs, medication regimes, etc.), or individual/group differences (e.g., addiction, education level, impulse control disorder, treatment categories, etc.) affect the ability to pre-amp reactive inhibition, pre-set action, or both. Interestingly, the selective impairment of reactive versus proactive inhibitory control can mark the phenotype of distinct clinical conditions or even different phases of disease [68]. For example, children diagnosed with ADHD are associated with a specific impairment in reactive but not in proactive motor inhibition [67], a finding that has recently been replicated by Suarez and colleagues [69]. A comparable pattern has been reported by Mirabella et al. [21] in children expressing primary motor stereotypes, showing a deficit in reactive motor inhibition, compared to typically developing children, whereas proactive control seems to be intact. Mancini et al. [20] showed that whereas children diagnosed with OCD have an impairment in both reactive and proactive motor inhibition, Tourette’s patients expressing tics have near the expected level of motor inhibition. Alternatively, autism spectrum disorder (ASD) without comorbidities has been associated with intact reactive inhibition, together with a specific deficit in proactive control strategies [70]. Of particular interest is the observation that Parkinson’s disease affects the two domains of inhibitory motor control differently as the disease progresses. Early-stage PD (i.e., Hoehn and Yahr stage 1) has been associated with impaired reactive stopping, leaving proactive inhibition relatively intact [71]. Notably, the progression of the disease to Hoehn and Yahr stage 2 marks the onset of a deficit in proactive inhibitory control [72]. These relevant clinical patterns demonstrate that reactive and proactive inhibitory control are meaningful operational concepts that can be used to mark pathophysiological phenotypes and disease progression. Note that while the paradigmatic focus of the current framework has been on the stop-signal task, the framework may also be valuable to conceptual approaches in response conflict tasks, where a strong impulse to react must be suppressed in favor of a more appropriate goal-directed response. One might engage proactive inhibition to selectively amp up the suppression mechanism to improve the efficiency of thwarting an incorrect response impulse, or one might pre-set action by slowing down reaction speed or modulating focused attention to the goal-driven stimulus–action features in order to reduce the chances of reacting impulsively to an irrelevant stimulus–action process. Examples of pre-amping suppression or pre-setting action in conflict tasks have been demonstrated in studies of frequency effects [73], speed-accuracy tradeoffs [74,75], with clinical modulation from medications [76,77], and deep-brain stimulation [78].

At this point, it is worth mentioning the term pre-emptive inhibition [79]. Pre-emptive inhibition indicates pre-empting the need to engage reactive inhibitory control processes in the future to increase the chances of the selection of goal-directed actions. In our preparation of this framework, we wrestled with the idea of pre-emptive mechanisms that might be deployed to eliminate the need for reactive inhibition. Pre-empting inhibition in the stop-task is discouraged by the typical instruction to participants to maintain a consistently speeded response strategy to go signals, that is, not to slow down in anticipation of the possible presentation of a stop signal. Nevertheless, a Bayesian processing approach revealed manifestations of pre-emptive inhibition on stop trials referred to as trigger failures [80]. These deficiencies in triggering the inhibition process upon the presentation
of a stop signal seem more common in clinical groups, such as in children diagnosed with ADHD [81] or when task processing demands are high.

Proactive inhibition, whether through pre-amping reactive inhibition or pre-setting action, typically affects the probability of successfully suppressing an action impulse. Conceptually, however, proactive inhibition might also apply to the probability of successfully suppressing ongoing processes other than action. For instance, proactive inhibition might serve to suppress one’s fears in bungee-jumping. Proactive inhibition might even serve to suppress action inhibition, for instance in cliff-diving, where one may proactively suppress the tendency to stop running at the last second before reaching the edge; or in baseball hitting, where one may proactively decide to go after a pitch and suppress the tendency to inhibit a swing, even when the pitch is wide. These alternative targets of proactive inhibition may again be accomplished through either pre-amping reactive inhibition or pre-setting action.

In sum, different researchers mean different things when talking about proactive inhibition. When approaching a traffic light that might turn orange, one strategy is to maintain your speed while preparing to stop pressing the gas pedal (and slam the brakes instead) if the light suddenly turns orange; another is to slow down to ensure that you will be able to stop should the light turn orange. Although both strategies are considered as expressions of proactive inhibition and both aim to bias the outcome towards increased probability of stopping if the light turns orange, their underlying mechanisms are quite different. One involves pre-amping reactive inhibition; the other involves pre-setting the parameters of our actions and reactions. Both can save lives, but via different approaches. By exploring these roads, we hope to have clarified what it is we talk about when studying proactive inhibition.
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**Abbreviations**

| Abbreviation | Description                          |
|--------------|--------------------------------------|
| ADHD         | attention deficit/hyperactivity disorder |
| ms           | milliseconds                         |
| MT           | movement time                        |
| OCD          | obsessive compulsive disorder        |
| PD           | Parkinson's disease                  |
| RT           | reaction time                        |
| SSRT         | stop-signal reaction time            |

**References**

1. Logan, G.D. On the ability to inhibit though and action: A user’s guide to the stop-signal paradigm. In *Inhibitory Processes in Attention, Memory, and Language*; Dagenbach, D., Carr, T.H., Eds.; Academic Press: San Diego, CA, USA, 1994; pp. 189–239.
2. Logan, G.D.; Cowan, W.B. On the ability to inhibit thought and action: A theory of an act of control. *Psychol. Rev.* 1984, 91, 291–327. [CrossRef]
3. Posner, M.I.; Cohen, Y. Components of visual orienting. In *Attention and Performance X: Control of Language Processes*; Bouma, H., Bouwhuis, D.G., Eds.; Erlbaum: Hillsdale, MI, USA, 1984; pp. 531–556.
4. Logan, G.D. On the ability to inhibit complex movements: A stop-signal study of typewriting. J. Exp. Psychol. Hum. Percept. Perform. 1982, 8, 778–792. [CrossRef]

5. Logan, G.D. On the ability to inhibit simple thoughts and actions: I. Stop signal studies of decision and memory. J. Exp. Psychol. Learn. Mem. Cogn. 1983, 9, 585–606. [CrossRef]

6. Lappin, J.S.; Eriksen, C.W. Use of a delayed signal to stop a visual reaction time response. J. Exp. Psychol. 1966, 72, 805–811. [CrossRef]

7. Vinc, M.A. The intermittency of control movements and the psychological refractory period. Br. J. Psychol. Gen. Sect. 1948, 38, 149–157. [CrossRef]

8. Verbruggen, F.; Logan, G.D. Response inhibition in the stop-signal paradigm. Trends Cogn. Sci. 2008, 12, 418–424. [CrossRef]

9. Verbruggen, F.; Aron, A.R.; Band, G.P.H.; Beste, C.; Bissett, P.G.; Brockett, A.T.; Brown, J.W.; Chamberlain, S.R.; Chambers, C.D.; Colonius, H.; et al. A consensus guide to capturing the ability to inhibit actions and impulsive behaviors in the stop-signal task. eLife 2019, 8, e46323. [CrossRef]

10. Boucher, L.; Palmeri, T.; Logan, G.D.; Schall, J.D. Inhibitory control in mind and brain: An interactive race model of countermancing saccades. Psychol. Rev. 2007, 114, 376–397. [CrossRef] [PubMed]

11. Logan, G.D.; Yamaguchi, M.; Schall, J.D.; Palmeri, T.J. Inhibitory control in mind and brain 2.0: Blocked-input models of saccadic countermanding. Psychol. Rev. 2015, 122, 115–147. [CrossRef]

12. Schall, J.D.; Palmeri, T.J.; Logan, G.D. Models of inhibitory control. Philos. Trans. R. Soc. B 2017, 372, 20160193. [CrossRef]

13. Colonius, H.; Diederich, A. Paradox resolved: Stop signal race model with negative dependence. Psychol. Rev. 2018, 125, 1051–1058. [CrossRef]

14. Colonius, H.A. Note on the stop signal paradigm, or how to observe the unobservable. Psychol. Rev. 1990, 97, 309–312. [CrossRef]

15. Matzke, D.; Dolan, C.V.; Logan, G.D.; Brown, S.D.; Wagenmakers, E.J. Bayesian parametric estimation of stop-signal reaction time distributions. J. Exp. Psychol. Gen. 2013, 142, 1047–1073. [CrossRef]

16. Soltanifar, M.; Dupuis, A.; Schachar, R.; Escobar, M.A. Frequentist mixture modelling of stop-signal reaction times. Biostat. Epidemiol. 2019, 3, 90–108. [CrossRef]

17. Soltanifar, M.; Escobar, M.A.; Dupuis, A.; Schachar, R.A. Bayesian mixture modelling of stop-signal reaction time distributions: The second contextual solution for the problem of aftereffects of inhibition on SSRT estimations. Brain Sci. 2021, 11, 1102. [CrossRef]

18. Williams, B.R.; Ponesse, J.S.; Schachar, R.J.; Logan, G.D.; Tannock, R. Development of inhibitory control across the life span. Dev. Psychol. 1999, 35, 205–213. [CrossRef]

19. Lipszyc, J.; Schachar, R. Inhibitory control and psychopathology: A meta-analysis of studies using the stop signal task. Int. Neuropsychol. Soc. 2010, 16, 1064–1076. [CrossRef]

20. Mancini, C.; Cardona, F.; Baglioni, V.; Panunzi, S.; Pantano, P.; Suppa, A.; Mirabella, G. Inhibition is impaired in children with obsessive-compulsive symptoms but not in those with tics. Mov. Disord. 2018, 33, 950–959. [CrossRef] [PubMed]

21. Mirabella, G.; Mancini, C.; Valente, F.; Cardona, F. Children with primary complex motor stereotypies show impaired reactive but not proactive inhibition. Cortex 2020, 129, 250–259. [CrossRef]

22. Gauggel, S.; Rieger, M.; Feghoff, T.A. Inhibition of ongoing responses in patients with Parkinson’s disease. J. Neurol. Neurosurg. Psychiatry 2004, 75, 539–544. [CrossRef] [PubMed]

23. Van den Wildenberg, W.P.M.; Ridderinkhof, K.R.; van Wouwe, N.C.; Neimat, J.S.; Bashore, T.R.; Wylie, S.A. Overriding actions in Parkinson’s disease: Impaired stopping and changing of motor responses. Behav. Neurosci. 2017, 131, 372–384. [CrossRef] [PubMed]

24. Liu, Y.; van den Wildenberg, W.P.M.; de Graaf, Y.; Ames, S.L.; Baldacchino, A.; Be, R.; Cadaveira, F.; Campanella, S.; Christiansen, P.; Claus, E.D.; et al. Is (poly-) substance use associated with impaired inhibitory control? A mega-analysis controlling for confounders. Neurosci. Biobehav. Rev. 2019, 105, 288–304. [CrossRef]

25. Colzato, L.S.; van den Wildenberg, W.P.; Hommel, B. Impaired inhibitory control in recreational cocaine users. PLoS ONE 2007, 2, e1143. [CrossRef]

26. Elchlepp, H.; Lavric, A.; Chambers, C.D.; Verbruggen, F. Proactive inhibitory control: A general biasing account. Cogn. Psychol. 2016, 86, 27–61. [CrossRef]

27. Zandbelt, B.B.; Bloemendaal, M.; Nieggers, S.F.; Kahn, R.S.; Vink, M. Expectations and violations: Delineating the neural network of proactive inhibitory control. Hum. Brain Mapp. 2013, 34, 2015–2024. [CrossRef] [PubMed]

28. Castro-Meneses, L.J.; Johnson, B.W.; Sowman, P.F. The effects of impulsivity and proactive inhibition on reactive inhibition and the go process: Insights from vocal and manual stop signal tasks. Front. Hum. Neurosci. 2015, 9, 529. [CrossRef]

29. Ramautar, J.R.; Kok, A.; Ridderinkhof, K.R. Effects of stop-signal probability in the stop-signal paradigm: The N2/P3 complex further validated. Brain Cogn. 2004, 56, 234–252. [CrossRef]

30. Federico, P.; Mirabella, G. Effects of probability bias in response readiness and response inhibition on reaching movements. Exp. Brain Res. 2014, 232, 1293–1307. [CrossRef] [PubMed]

31. Slater-Hammel, A.T. Reliability, accuracy, and refractoriness of a transit reaction. Res. Q. Am. Assoc. Health Phys. Educ. 1960, 31, 217–228. [CrossRef]

32. Van Belle, J.; Vink, M.; Durston, S.; Zandbelt, B.B. Common and unique neural networks for proactive and reactive response inhibition revealed by independent component analysis of functional MRI data. NeuroImage 2014, 103, 65–74. [CrossRef]
33. Zandbelt, B.B.; Vink, M. On the role of the striatum in response inhibition. *PLoS ONE* 2010, 5, e13848. [CrossRef] [PubMed]

34. Chikazoe, J.; Jimura, K.; Hirose, S.; Yamashita, K.; Miyashita, Y.; Konishi, S. Preparation to inhibit a response complements response inhibition during performance of a stop-signal task. *J. Neurosci.* 2009, 29, 15870–15877. [CrossRef] [PubMed]

35. Karsdorp, P.A.; Geenen, R.; Vlaeyen, J.W. Response inhibition predicts painful task duration and performance in healthy individuals performing a cold pressor task in a motivational context. *Eur. J. Pain* 2014, 18, 92–100. [CrossRef] [PubMed]

36. Patros, C.H.G.; Sweeney, K.L.; Mostofsky, S.H.; Rosch, K.S. Greater delay discounting among girls, but not boys, with ADHD correlates with cognitive control. *Child Neuropsychol.* 2018, 24, 1026–1046. [CrossRef]

37. Dekeyser, M.; Overtoom, C.C.; Kenemans, J.L.; Kooij, J.J.; De Noord, I.; Buitelaar, J.K.; Verbaten, M.N. Stopping and changing in ADHD: Motor and effortful control differences. *Conscious Cogn.* 2015, 37, 148–159. [CrossRef]

38. Bissett, P.G.; Logan, G.D. Post-stop-signal adjustments: Inhibition improves subsequent inhibition. *J. Exp. Psychol. Learn Mem. Cogn.* 2012, 38, 955–966. [CrossRef]

39. Leotti, A.L.; Wager, T.D. Motivational influences on response inhibition measures. *J. Exp. Psychol. Hum. Percept. Perform.* 2010, 36, 430–447. [CrossRef]

40. Doekemeijer, R.A.; Verbruggen, F.; Boehler, C.N. Face the (trigger) failure: Trigger failures strongly drive the effect of reward on response inhibition. *Cortex* 2001, 139, 166–177. [CrossRef]

41. Smittenaar, P.; Rutledge, R.B.; Zeidman, P.; Adams, R.A.; Brown, H.; Lewis, G.; Dolan, R.J. Proactive and reactive response inhibition across the lifespan. *PLoS ONE* 2015, 10, e0140383. [CrossRef]

42. Manza, P.; Schwartz, G.; Masson, M.; Kann, S.; Volkow, N.D.; Li, C.R.; Leung, H.C. Levodopa improves response inhibition and enhances striatal activation in early-stage Parkinson’s disease. *Neurol. Aging* 2018, 6, 12–22. [CrossRef]

43. Wylie, S.A.; van Wouwe, N.C.; Godfrey, S.G.; Bissett, P.G.; Logan, G.D.; Kanoff, K.E.; Claassen, D.O.; Neimat, J.S.; van den Wildenberg, W.P.M. Dopaminergic medication shifts the balance between going and stopping in Parkinson’s disease. *Neuropsychologia* 2018, 109, 262–269. [CrossRef]

44. Mancini, C.; Modugno, N.; Santilli, M.; Pavone, L.; Grilea, G.; Morace, R.; Mirabella, G. Unilateral stimulation of subthalamic nucleus does not affect inhibitory control. *Front. Neurol.* 2018, 9, 1149. [CrossRef]

45. Mirabella, G.; Iaconelli, S.; Romanelli, P.; Modugno, N.; Lena, F.; Manfredi, M.; Cantore, G. Deep-brain stimulation of subthalamic nuclei affects arm response inhibition in Parkinson’s patients. *Cereb. Cortex* 2012, 22, 1124–1132. [CrossRef]

46. Mirabella, G.; Iaconelli, S.; Modugno, N.; Giannini, G.; Lena, F.; Cantore, G. Stimulation of subthalamic nuclei restores a near normal planning and Parkinson’s patients. *PLoS ONE* 2013, 8, e62793. [CrossRef]

47. Van den Wildenberg, W.P.M.; van Boxtel, G.J.M.; van der Molen, M.W.; Bosch, D.A.; Speelman, J.D.; Brunia, C.H.M. Stimulation of the subthalamic region facilitates the selection and inhibition of motor responses in Parkinson’s disease. *J. Cogn. Neurosci.* 2006, 18, 626–636. [CrossRef]

48. Van Wouwe, N.C.; Neimat, J.S.; van den Wildenberg, W.P.M.; Hughes, S.B.; Lopez, A.M.; Phibbs, F.T.; Schall, J.D.; Rodriguez, W.J.; Bradley, E.B.; Davant, B.M.; et al. Subthalamic nucleus subregion stimulation modulates inhibitory control. *Cereb. Cortex Commun.* 2020, 1, tga083. [CrossRef]

49. Atkinson-Clement, C.; Tarrano, C.; Porte, C.A.; Wattriez, N.; Delorme, C.; McGovern, E.M.; Brochard, V.; Thobois, S.; Tranchant, C.; Grabl, D.; et al. Dissociation in reactive and proactive inhibitory control in myoclonus dystonia. *Sci. Rep.* 2020, 18, 13933. [CrossRef]

50. Logan, G.D.; Burkell, J. Dependence and independence in responding to double stimulation: A comparison of stop, change, and dual-task paradigms. *J. Exp. Psychol. Hum. Percept. Perform.* 1986, 12, 549–563. [CrossRef]

51. Bekker, E.M.; Overtoom, C.C.; Kenemans, J.L.; Kooij, J.J.; De Noord, I.; Buitelaar, J.K.; Verbanen, M.N. Stopping and changing in adults with ADHD. *Psychol. Med.* 2005, 35, 807–816. [CrossRef]

52. Boecker, M.; Buecheler, M.M.; Schroeter, M.L.; Gauggel, S. Prefrontal brain activation during stop-signal response inhibition: An event-related functional near-infrared spectroscopy study. *Behav. Brain Res.* 2007, 176, 259–266. [CrossRef]

53. Boecker, M.; Drueke, B.; Vorhold, V.; Knops, A.; Philippen, B.; Gauggel, S. When response inhibition is followed by response reengagement: An event-related fMRI study. *Hum. Brain Mapp.* 2011, 32, 94–106. [CrossRef]

54. De Jong, R.; Coles, M.G.; Logan, G.D. Strategies and mechanisms in nonselective and selective inhibitory motor control. *J. Exp. Psychol. Hum. Percept. Perform.* 1995, 21, 498–511. [CrossRef]

55. Van Wouwe, N.C.; Neimat, J.S.; Logan, G.D. How to stop and change a response: The role of goal activation in multitasking. *J. Exp. Psychol. Hum. Percept. Perform.* 2008, 34, 1212–1228. [CrossRef]

56. Jahfari, S.; Stinear, C.M.; Claffey, M.; Verbruggen, F.; Aron, A.R. Responding with restraint: What are the neurocognitive mechanisms? *J. Cogn. Neurosci.* 2010, 22, 1479–1492. [CrossRef]

57. Verbruggen, F.; Logan, G.D.; Liefooghe, B.; Vandierendonck, A. Short-term aftereffects of response inhibition: Repetition priming or between-trial control adjustments? *J. Exp. Psychol. Hum. Percept. Perform.* 2008, 34, 413–426. [CrossRef]

58. Bedard, A.; Nichols, S.; Barbosa, J.A.; Schachar, R.; Logan, G.D.; Tannock, R. The development of selective inhibitory control across the life span. *Dev. Neurosci.* 2002, 21, 93–111. [CrossRef]

59. Bissett, P.G.; Logan, G.D. Selective stopping? Maybe not. *J. Exp. Psychol. Gen.* 2014, 143, 455–472. [CrossRef]

60. Dimoska, A.; Johnstone, S.J.; Barry, R.J. The auditory-evoked N2 and P3 components in the stop-signal task: Indices of inhibition, response-Conflict or error-detection. *Brain Cogn.* 2006, 62, 98–112. [CrossRef]
Brain Sci. 2022, 12, 1638

61. Bissett, P.G.; Logan, G.D. Balancing cognitive demands: Control adjustments in the stop-signal paradigm. J. Exp. Psychol. Learn. Mem. Cogn. 2011, 37, 392–404. [CrossRef]

62. Emeric, E.E.; Brown, J.W.; Boucher, L.; Carpenter, R.H.; Hanes, D.P.; Harris, R.; Logan, G.D.; Mashru, R.N.; Paré, M.; Pouget, P.; et al. Influence of history on countermarching saccade performance in humans and macaque monkeys. Vision Res. 2007, 47, 35–49. [CrossRef]

63. Rieger, M.; Gaugel, S. Inhibitory after-effects in the stop signal paradigm. Br. J. Psychol. 1999, 90, 509–518. [CrossRef]

64. Logan, G.D. Attention, automaticity, and the ability to stop a speeded choice response. In Attention and Performance IX; Long, J., Baddeley, A.D., Eds.; Erlbaum: Hillsdale, MI, USA, 1981; pp. 205–222.

65. Mirabella, G.; Pani, P.; Ferraina, S. Context influences on the preparation and execution of reaching movements. Cogn. Neuropsychol. 2008, 25, 996–1010. [CrossRef]

66. Aron, A.R.; Behrens, T.E.; Smith, S.; Frank, M.J.; Poldrack, R.A. Triangulating a cognitive control network using diffusion-weighted magnetic resonance imaging (MRI) and functional MRI. J. Neurosci. 2007, 27, 3743–3752. [CrossRef]

67. van Hulst, B.M.; de Zeeuw, P.; Vlaskamp, C.; Rijks, Y.; Zandbelt, B.B.; Durston, S. Children with ADHD symptoms show deficits in reactive but not proactive inhibition, irrespective of their formal diagnosis. Psychol. Med. 2018, 48, 2515–2521. [CrossRef]

68. Mirabella, G. Inhibitory control and impulsive responses in neurodevelopmental disorders. Dev. Med. Child Neurol. 2021, 63, 520–526. [CrossRef]

69. Suarez, I.; De Los Reyes Aragón, C.; Grandjean, A.; Barceló, E.; Mebarak, M.; Lewis, S.; Pineda-Alhucema, W.; Casini, L. Two sides of the same coin: ADHD affects reactive but not proactive inhibition in children. Cogn. Neuropsychol. 2021, 38, 349–363. [CrossRef]

70. Schmitt, L.M.; White, S.P.; Cook, E.H.; Sweeney, J.A.; Mosconi, M.W. Cognitive mechanisms of inhibitory control deficits in autism spectrum disorder. J. Child Psychol. Psychiatry 2018, 59, 586–595. [CrossRef]

71. Di Caprio, V.; Modugno, N.; Mancini, C.; Olivola, E.; Mirabella, G. Early-stage Parkinson’s patients show selective impairment in reactive but not proactive inhibition. Mov. Disord. 2020, 35, 409–418. [CrossRef]

72. Mirabella, G.; Fragola, M.; Giannini, G.; Modugno, N.; Lakens, D. Inhibitory control is not lateralized in Parkinson’s patients. Neuropsychologia 2017, 102, 177–189. [CrossRef]

73. Ridderinkhof, K.R. Micro- and macro-adjustments of task set: Activation and suppression in conflict tasks. Psychol. Res. 2002, 66, 312–323. [CrossRef]

74. Osman, A.; Lou, I.; Muller-Gethmann, H.; Rinkenauer, G.; Mattes, S.; Ulrich, R. Mechanisms of speed-accuracy tradeoff: Evidence from covert motor processes. Biol. Psychol. 2000, 51, 173–199. [CrossRef] [PubMed]

75. Ullsperger, M.; Bylsma, L.M.; Botvinick, M.M. The conflict adaptation effect: It’s not just priming. Cogn. Affect. Behav. Neurosci. 2005, 5, 467–472. [CrossRef] [PubMed]

76. van Wouwe, N.C.; Kanoff, K.E.; Claassen, D.O.; Spears, C.A.; Neimat, J.; van den Wildenberg, W.P.M.; Wylie, S.A. Dissociable effects of dopamine on the initial capture and the reactive inhibition of impulsive actions in Parkinson’s disease. J. Cogn. Neurosci. 2016, 28, 710–723. [CrossRef] [PubMed]

77. Wylie, S.A.; Claassen, D.O.; Huizenga, H.M.; Schewel, K.D.; Ridderinkhof, K.R.; Bashore, T.R.; van den Wildenberg, W.P.M. Dopamine agonists and the suppression of impulsive motor actions in Parkinson disease. J. Cogn. Neurosci. 2012, 24, 1709–1724. [CrossRef]

78. van Wouwe, N.C.; Pallavaram, S.; Phibbs, F.T.; Martinez-Ramirez, D.; Neimat, J.S.; Dawant, B.M.; D’Haese, P.F.; Kanoff, K.E.; van den Wildenberg, W.P.M.; Okun, M.S.; et al. Focused stimulation of dorsal subthalamic nucleus improves reactive inhibitory control of action impulses. Neuropsychologia 2017, 99, 37–47. [CrossRef]

79. Ridderinkhof, K.R.; Forstmann, B.U.; Wylie, S.A.; Burle, B.; van den Wildenberg, W.P.M. Neurocognitive mechanisms of action control: Resisting the call of the sirens. Wiley Interdiscip. Rev. Cogn. Sci. 2011, 2, 174–192. [CrossRef]

80. Matzke, D.; Love, J.; Heathcote, A. A Bayesian approach for estimating the probability of trigger failures in the stop-signal paradigm. Behav. Res. Methods 2017, 49, 267–281. [CrossRef]

81. Weigard, A.; Heathcote, A.; Matzke, D.; Huang-Pollock, C. Cognitive modeling suggests that attentional failures drive longer stop-signal reaction time estimates in attention deficit/hyperactivity disorder. Clin. Psychol. Sci. 2019, 7, 856–872. [CrossRef]