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Thermo-osmotic and related thermo-phoretic phenomena can be found in many situations from biology to colloid science, but the underlying molecular mechanisms remain largely unexplored. Using molecular dynamics simulations, we measured the thermo-osmosis coefficient by both mechano-caloric and thermo-osmotic routes, for different solid-liquid interfacial energies. The simulations reveal in particular the crucial role of nanoscale interfacial hydrodynamics. For non-wetting surfaces, thermo-osmotic transport is largely amplified by hydrodynamic slip at the interface. For wetting surfaces, the position of the hydrodynamic shear plane plays a key role in determining the amplitude and sign of the thermo-osmosis coefficient. Finally, we measure a giant thermo-osmotic response of the water-graphene interface, which we relate to the very low interfacial friction displayed by this system. These results open new perspectives for the design of efficient functional interfaces for, e.g., waste heat harvesting.
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The fundamental coupling between thermal and hydrodynamic transport in the nanometric vicinity of liquid-solid interfaces has received scanty attention until recently. Thermophoretic phenomena, referring to the influence of temperature gradients on the flux of colloidal particles, were firstly studied for numerous applications such as optothermal DNA trapping or disease-related protein aggregates identification [1–8], and this interest for thermophoresis fostered work on its theoretical description [9–13]. On the other hand, at variance with what has been done for electro-osmosis [14–22] and diffusio-osmosis [23–26], very limited theoretical work has been done so far on thermo-osmosis at solid-liquid interfaces.

Thermo-osmosis was first studied by Derjaguin and Sidorenkov through porous glass [27] and is usually interpreted as a thermal gradient-induced Marangoni flow [28–30]. Advanced continuum descriptions have been developed recently for electrolytes [31], but a molecular level understanding is still lacking. In that context, Ganti et al. [32] have explored three different methods to characterize thermo-osmosis using molecular simulations, and they found that all methods yield very similar results. Bregulla et al. [33] reported the first microscale observation of the velocity field imposed by a nonuniform temperature and deduced the thermo-osmosis coefficient for different surfaces. Nevertheless, the role of surface wettability and interfacial hydrodynamics have hardly been discussed so far.

Here we explore the influence of solid-liquid interfacial energy on thermo-osmosis using molecular dynamics simulations. We show the crucial role of interfacial hydrodynamics, explaining in particular the giant thermo-osmosis coefficient observed on non-wetting surfaces and at the water-graphene interface, and controlling the change of sign of the coefficient observed on wetting surfaces.

Theory The thermo-osmotic response of a fluidic system can be described by the non-diagonal terms of its response matrix [29, 30, 34]:

\[
\begin{bmatrix}
\nu_s \\
\frac{j_h}{j_s}
\end{bmatrix} = \begin{bmatrix}
M_{21} & M_{12} \\
M_{21} & M_{22}
\end{bmatrix} \times \begin{bmatrix}
-\nabla p \\
-\nabla T/T
\end{bmatrix},
\]

(1)

where \(\nu_s\) is the hydrodynamic velocity, \(j_h\) is the heat flux density, and \(M_{ij}\) are phenomenological coefficients. \(M_{12}\) is the so-called thermo-osmotic slip coefficient or thermo-osmosis coefficient, which describes the surface-induced flow under a thermal gradient. \(M_{21}\) is the so-called mechano-caloric coefficient, which describes the heat flux density generated by a pressure gradient. According to Onsager reciprocal relations, \(M_{12} = M_{21}\) [35, 36].

Derjaguin and Sidorenkov related the thermo-osmosis coefficient to the interfacial excess enthalpy using linear non-equilibrium thermodynamics [27, 29, 30]:

\[
M_{12} = M_{21} = \frac{1}{\eta} \int_{0}^{+\infty} z \, \delta h(z) \, dz,
\]

(2)

where \(\eta\) is the liquid viscosity, \(z\) the distance to the surface, \(z = 0\) the position of the interface, \(z = +\infty\) the bulk liquid region far from the interface, and \(\delta h(z)\) the excess of specific enthalpy as compared to the bulk. As detailed in the supplemental material (SM) [37], \(\delta h(z)\) can indeed be related to the thermodynamic force acting on the liquid under a thermal gradient, which drives thermo-osmosis. This expression has also been obtained using local thermal equilibrium [32] or mechanical [38] routes. Note that Eq. (2) is based on a simple, macroscopic view of interfacial hydrodynamics, and it ignores the possible presence of a stagnant liquid layer, or of liquid-solid slip. However, for other surface-driven flows, the details of interfacial dynamics can play a key role [26]. In particular, hydrodynamic slip can amplify electro-osmotic flows.
[14, 39–42] and diffusio-osmotic flows [23], but also thermophoresis of colloids [43]. Therefore, following previous work in the context of electro-osmosis [15, 44, 45], we rewrite Eq. (2), introducing the shear plane position \( z_s \) in order to account for a possible stagnant liquid layer, and the slip length \( b \) to describe a possible liquid-solid slip:

\[
M_{12} = M_{21} = \frac{1}{\eta} \int_{z_s}^{+\infty} (z - z_s + b) \delta h(z) \, dz. \tag{3}
\]

Detailed derivations of the formula presented in this Letter are reported in the SM.

**Molecular dynamics simulations** We tested the theoretical prediction with MD simulations, and explored in particular the effect of wetting. All simulations were performed with the LAMMPS package [46]. Technical details can be found in the SM, and here we report only the main features of the models. We considered a generic liquid made of particles interacting through a Lennard-Jones (LJ) pair potential, \( V(r) = 4\varepsilon \left( \left( \sigma/r \right)^{12} - \left( \sigma/r \right)^{6} \right) \), with \( r \) the distance between the particles, and \( \varepsilon \) and \( \sigma \) the liquid-liquid interaction energy and distance, respectively. The liquid was confined in a slit configuration between two Einstein solids interacting with the liquid also through a LJ potential with the same \( \sigma \). We varied the liquid-solid wetting properties by adjusting the liquid-solid interaction energy in the range \( \varepsilon_{ls} = 0.1 \varepsilon \) (very hydrophobic) to 1.0\( \varepsilon \) (very hydrophilic); the corresponding contact angles displayed in Fig. 2 were estimated with sessile droplet simulations, as detailed in the SM.

We used both the mechano-caloric and the thermo-osmotic routes to measure the thermo-osmosis coefficient, see Fig. 1. For the mechano-caloric route (Fig. 1a), we considered an infinite slit nanochannel (using periodic boundary conditions). We applied a body force per particle to model a pressure gradient, and measured the resulting heat flux \( j_h = \int \delta h(z) v_s(z) \, dz \), with \( v_s(z) \) the measured velocity profile, and \( \delta h(z) \) the excess specific enthalpy profile. The local specific enthalpy was expressed as \( h(z) = (u(z) + p(z)) \rho(z) \), (with \( u(z) \) the energy per particle, \( p(z) \) the atom-based virial expression for pressure, and \( \rho(z) \) the local density, see the SM for detail), and we obtained \( \delta h(z) \) by subtracting the bulk value in the middle of the channel. We then computed the mechano-caloric coefficient \( M_{21} = j_h / (-\nabla p) \).

We also calculated a theoretical value for \( M_{21} \) according to Eq. (3), where the hydrodynamic parameters \( \eta, z_s \) and \( b \) were obtained by fitting the numerical velocity profiles. For the thermo-osmotic route, we connected the slit channel to reservoirs at the same pressure (imposed by two pistons) and different temperatures. We measured the thermo-osmotic velocity \( v_s \) from the time evolution of the number of particles in the reservoirs, and the thermal gradient \( \nabla T \) and the average temperature \( T \) from the linear temperature profile in the channel. We then computed the response coefficient \( M_{12} = v_s / (-\nabla T / T) \). Here again we calculated a theoretical value for \( M_{12} \) according to Eq. (3), using the enthalpy profiles measured in the channel.

**Results** We first focus on the measurements of \( M_{21} \) using the mechano-caloric route. Figure 2 presents the evolution of measured and theoretical \( M_{21} \) as a function of solid-liquid interaction energy \( \varepsilon_{ls} \) (red open symbols). Within uncertainties, Eq. (3) predicts well the measured values of \( M_{21} \). Using typical molecular lengths \( (\sigma = 0.34 \text{ nm}) \) and times \( (\tau = 1 \text{ ps}) \), the amplitude of the measured coefficients for large interaction energies are on the order of \(|M_{21}| \sim 10^{-2} \text{ } \text{m}^{2}/\text{s} \), comparable to the values reported in the recent experimental work of Bregulla et al. [33], on the order of \(10^{-10}\) to \(10^{-9}\) m$^{2}$/s. Figure 2 then reveals two interesting features.
Firstly, the sign of $M_{21}$ changes around $\varepsilon_{ls} = 0.8\varepsilon$: at low $\varepsilon_{ls}$, the heat flux along the flow is positive, and at high $\varepsilon_{ls}$ it is negative. Secondly, $M_{21}$ is strongly enhanced for the lowest liquid-solid interaction energies, reaching values up to $\sim 35\sigma^2/\tau \sim 4 \times 10^{-6}\text{m}^2/\text{s}$.

In order to understand the change of sign of the thermo-osmosis coefficient, Fig. 3a shows the excess enthalpy profiles for different solid-liquid interaction energies. We note that for all the profiles, the excess enthalpy vanishes at $\sim 5\sigma$ from the interface. At the vicinity of the surface, the excess enthalpy is positive everywhere for $\varepsilon_{ls} < 0.6\varepsilon$, which explains the positive value of $M_{21}$. For stronger interfacial interactions, the excess enthalpy (corresponding to the driving force for thermo-osmosis) shows large oscillations around zero, with a period on the order of the molecular size. This is in strong contrast with electro- and diffusio-osmotic flows where the driving force generally does not change sign in the interfacial region. According to Eq. 3, $Z_s$ fixes the lower limit of the integration, so that the value and also the sign of the response coefficient $M_{21}$ depend strongly on $Z_s$, and cannot be predicted based only on equilibrium properties of the interface. Overall these results shed some light on the structural and dynamical molecular mechanisms underlying the response coefficients of different signs that have been reported in the literature [33, 47–50].

However, the excess enthalpy profiles can not fully explain the massive enhancement of $M_{21}$ at low $\varepsilon_{ls}$, and hydrodynamic slip must be taken into account. Following a previous treatment of slippage in diffusio-osmosis [23], we introduce a characteristic length $L$ representative of the thickness of the interfacial liquid layer where the enthalpy differs from the bulk,

$$L = \frac{\int_{Z_s}^{+\infty} (z - Z_s) \delta h(z) \, dz}{\int_{Z_s}^{+\infty} \delta h(z) \, dz}. \quad (4)$$

One can then rewrite Eq. (3):

$$M_{21} = M_{21}^{\text{no-slip}} (1 + b/L), \quad (5)$$

where $M_{21}^{\text{no-slip}}$ is the response that would be obtained in the absence of slip ($b = 0$), and the amplification factor $1 + b/L$ quantifies the contribution of hydrodynamic slip to the thermo-osmotic response. We plot in Fig. 3b the evolution of the amplification factor against $\varepsilon_{ls}$. For $\varepsilon_{ls} > 0.6\varepsilon$, the amplification factor converges to 1 since the slip length vanishes. On the other hand, the amplification factor grows rapidly when $\varepsilon_{ls}$ gets lower than $0.5\varepsilon$, which shows that on hydrophobic surfaces the amplitude of the thermo-osmotic response is mostly controlled by slippage.

Such an amplification by hydrodynamic slip has already been reported for other osmotic flows [14, 23, 39–42]. In particular, for electro-osmosis and diffusio-osmosis with electrolytes as solute, the amplification factor is controlled by the ratio between the slip length and the Debye length, quantifying the thickness of the electrical double layer. In moderately concentrated aqueous electrolytes, the Debye length can reach tens of nanometers, while here the thickness $L$ of the interfacial liquid layer is on the order of a few molecular sizes. Accordingly, the effect of slip is particularly large for thermo-osmosis.

One should note finally that the two lowest $\varepsilon_{ls}$ correspond to contact angles that cannot be achieved ex-
experimentally on smooth surfaces. Nevertheless, these $\varepsilon_{ls}$ could be considered as an effective description of superhydrophobic (SH) surfaces, which display both very large contact angles and very high slip lengths [51, 52]. The results obtained here therefore motivate further work on more realistic SH surfaces, which have been considered theoretically at the continuum level [53], but where molecular effects remain to be explored. We also emphasize that a significant amplification by slip is already observed for intermediate $\varepsilon_{ls}$ values corresponding to more realistic smooth hydrophobic surfaces. Finally, identifying the amplifying role of slip motivated us to consider a more realistic system exhibiting giant slippage, namely water/graphene, as detailed later.

We now turn to the measurements of $M_{12}$ in the thermo-osmotic configuration, represented with blue closed symbols in Fig. 2. The theoretical $M_{12}$ matches the numerical and theoretical $M_{21}$ as expected from Onsager reciprocal relations. Also, both the theoretical and measured $M_{12}$ display a change of sign, corresponding to a reversal of the flow for a given thermal gradient direction. However, in contrast to what we found with the mechano-caloric route, there is a large discrepancy between the measured and theoretical $M_{12}$ at low $\varepsilon_{ls}$: the massive increase predicted by the theory is systematically attenuated. In order to understand this phenomenon, we plotted in Fig. 4a typical velocity profiles for low $\varepsilon_{ls}$. Indeed, their parabolic shape reveals a Poiseuille backflow. We suggest this backflow is due to viscous entrance effects [54–56], whose key influence on nanoscale flows has been emphasized recently [57–61]. According to Poiseuille law, one can deduce the backflow velocity profile $v_{bk}(z)$ from the measured curvature of the velocity profile, using the hydrodynamic boundary condition parameters determined in the mechano-caloric configuration. We then obtain the true thermo-osmotic velocity profile $v_s(z)$ by correcting the measured velocity $v_m(z)$ with the backflow velocity $v_{bk}(z)$: $v_s = v_m - v_{bk}$. Thus a corrected thermo-osmosis coefficient can be calculated from the definition, Eq. (1), and the results are plotted in Fig. 4b. We found that the corrected values match well the theoretical ones. Regarding the cases for which the backflow is hardly detectable on the velocity profile, the pressure gradient responsible for the backflow can be estimated from the correlation of measured and theoretical thermo-osmosis coefficients. For a given system, we computed a normalized pressure gradient $\nabla P/(\eta \nabla T/T_{avg})$, which depends only on $\varepsilon_{ls}$ (see the SM). The tendency is shown in Fig. 4c with blue closed triangles. The lower is $\varepsilon_{ls}$, the higher is the pressure gradient, in line with what we obtained from the velocity profiles. We also deduced the same term from the curvature of the velocity profiles for those with evident backflow (typically $\varepsilon_{ls} < 0.5$), as shown with the black circles in Fig. 4c. Within uncertainties, the thermo-osmosis coefficient correlation successfully predicts the pressure gradient generating the backflow.

Water-graphene interface Finally, we estimated the thermo-osmosis coefficient of a water-graphene system using the mechano-caloric route, with a pressure of 1 atm and a temperature of 323 K (see the SM for details). We used the TIP4P/2005 force field for water [62], the LCBOP one for graphene [63] and a recently proposed force field for water-carbon interactions [64], which has been shown to reproduce accurately quantum chemistry calculations of interaction energies between water and carbon nanostructures [65]. With these force fields, we measured a contact angle of ca. 85° and a slip length of ca. 32 nm, within the range of values reported in the literature [66, 67] (see details in the SM). We obtained $M_{21} = (2.5 \pm 0.3) \times 10^{-6}$ m²/s. This value substantially exceeds those documented in other studies [30, 33] on the order of 10⁻¹⁰ to 10⁻⁹ m²/s. It is well known that the water-graphene interface presents a very low friction, and accordingly a very large slip length [67], largely exceeding the spatial range over which the specific enthalpy differs from its bulk value. In that limit, and using the relation between the slip length $b$ and the interfacial friction coefficients
coefficient $\lambda$: $b = \eta/\lambda$ [68], Eq. (3) can be simplified as $M_{21} \approx \frac{1}{2} \int \delta h(z) \, dz$, where the response coefficient only depends on the total enthalpy excess and on the interfacial friction coefficient. Indeed we were able to reproduce the measured $M_{21}$ using this formula. Note that the excess enthalpy profile of this system (see the SM) oscillates around zero and resembles a surface with intermediate wettability. Therefore, it is the very low friction coefficient which explains primarily the giant thermo-osmotic response. With an enhancement of about 3 orders of magnitude compared to existing experimental data, this water-graphene system shows a great potential for thermal energy harvesting, although the very large thermal conductivity of graphene [69] could reduce the efficiency of such systems, an effect we plan to investigate in the future.

**Summary** We measured the thermo-osmosis coefficient using MD simulations via mechano-caloric and thermo-osmotic routes for different solid-liquid interfacial energies. A good agreement is obtained using these two methods, in line with Onsager reciprocal relations. We showed that the standard picture of thermo-osmosis as a thermal gradient-induced Marangoni flow can only give a qualitative description of the phenomenon, because it does not account for the pivotal role of the hydrodynamic boundary condition. For high interfacial energies, due to the oscillations of the excess enthalpy profiles in the vicinity of the solid-liquid interface, the thermo-osmosis coefficient depends closely on the thickness of the stagnant liquid layer, and a change of sign is clearly observed. For low interfacial energies, hydrodynamic slip largely amplifies the thermo-osmosis coefficient, which has also been confirmed by simulations of the water-graphene interface. Finally we showed that viscous entrance effects reduce significantly the amplitude of the thermo-osmotic flow in the considered nanopore geometries. We hope these results will motivate future experimental development and characterization of new functional interfaces for efficient harvesting of thermal energy.
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