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Abstract

Optomechanical systems are known to exhibit a rich set of complex dynamical features including
various types of chaotic behavior and multi-stability. Although this exotic behavior has attracted
an intense research interest, the utilization of optomechanical systems in technological applications,
in most cases necessitates a complex, yet predictable and controllable, oscillatory response. In fact,
the various types of robust oscillations supported by optomechanical systems are nested in either
the same or neighboring regions of the parameter space, where chaos exists. In this work we
systematically dissect the parameter space of the fundamental optomechanical oscillator in order
to identify regions where stable self-sustained and self-modulated oscillations exist, by utilizing
bifurcation analysis and advanced numerical continuation techniques. Moreover, in cases where
bistability occurs, we study the accessibility of these oscillatory states in terms of initial conditions
and their location with respect to well-defined basins of attraction. The results provide specific
knowledge for the parameter sets enabling the appropriate oscillatory response for different types
of applications.
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I. INTRODUCTION

Cavity optomechanics is a research field of intense interest, where the interaction between electromagnetic radiation and small-scale mechanical motion is studied as a fundamental physical process as well as a mechanism which is useful for various applications [1, 2]. These applications include, among others, optomechanical cooling [3], highly sensitive optical detection and manipulation of small forces, displacements, masses and accelerations [4, 5], topological energy transfer [6], creation of nonclassical light-matter states for quantum information processing [7], and phonon lasing [8, 9]. Such applications have been implemented and experimentally studied in a large variety of optomechanical platforms with characteristic masses, frequencies and other parameters spanning several orders of magnitude [1]. It is also worth mentioning relevant applications in cavity-free optomechanical systems implemented with the utilization of dual-nanoweb optical fibers and nanostructured waveguides [10–13].

The underlying dynamics enabling the aforementioned applications can be described with coupled quantum Langevin equations for the cavity field and the mechanical amplitudes. However, for sufficiently large photon and phonon numbers, an averaged classical model for the electric field and the oscillation position can be utilized. The latter consists of a fully nonlinear system of coupled equations, supporting a rich set of complex nonlinear dynamical features, which are of crucial importance to the various applications. This set includes the bistability of steady states [14, 15], the existence of self-induced oscillations corresponding to stable limit cycles [16–22] and related multistability effects [23, 24] as well as the existence of self-modulated oscillations corresponding either to stable limit tori or chaotic attractors [25–30]. Characteristic features of classical chaos such as period-doubling [31–33] and quasi-periodic [30] route to chaos, transient and intermittent chaos [34], and antimonotonicity [35], have also been reported. Moreover, complex collective dynamics and synchronization effects have been studied in large optomechanical arrays [36–40] and dimer systems [41–45]. It is worth mentioning that such dynamical features are also common to configurations where a cavity field is coupled to another optical field either in a master-slave [46–48] or in a mutual [49, 50] fashion.

Although many theoretical works have been mainly focused on the exotic features of chaotic dynamics, the existence of various types of complex, yet predictable and controllable, oscillations is of crucial importance for applications. Steady states, self-sustained and self-
modulated oscillations are dynamical objects of increasing subtlety, that actually coexist with the chaotic response, either within the same or neighboring parameter regions of the system. Moreover, these stable dynamical objects may coexist even for the same parameter values, resulting in multi-stability that is manifested as a sensitivity of the response with respect to initial conditions. In that sense, a mild complexity, capable of supporting the existence of complex oscillations without losing the predictability of the system’s response, is strongly desired for applications. As in all nonlinear systems, the dynamical complexity increases with the injected power, resulting in multi-stability and chaoticity that render the system essentially unpredictable. However, a strong intrinsic optical and/or mechanical dissipation results in increasing levels of injected power for the existence of self-sustained oscillatory behavior.

In this work, we systematically dissect the parameter space of the fundamental optomechanical oscillator in order to identify regions where the system supports self-sustained oscillations corresponding to stable limit cycles as well as self-modulated oscillations corresponding to quasi-period limit cycles. A detailed analysis identifies parameter regions of intermediate values for the dissipation constants and relatively low injected power that facilitate the utilization of the oscillatory features for practical applications, by raising restrictions related to requirements of extremely high quality factors and reflectivities of the mechanical devices, that depend crucially on the material properties and are important manufacturing issues.

More specifically, we start from a simple investigation of the complexity of the phase space in terms of the existence and the stability of fixed points and their Hopf bifurcations giving rise to limit cycles, in order to identify value ranges for the optical and the mechanical dissipation constants where stable oscillations are supported, for relatively low values of injection power. By utilizing numerical continuation techniques \[51, 52\], we obtain the dependence of the amplitude and the period of the limit cycles on the power and the detuning of the injected field, as well as their stability and bifurcations, and identify bifurcation points where stable limit tori, corresponding to quasiperiodic self-modulated oscillations, emerge through Neimark-Sacker bifurcations \[51\]. Therefore, we obtain the complete picture of the parameter space regarding the existence and the stability of the dynamical attractors of interest and we can identify regions where a specific attractor, either a fixed point, a limit cycle, or a limit tori solely exist, facilitating its accessibility for large regions of initial
conditions. Moreover, we show that for appropriate parameter values, multi-stability can be
harnessed and actually utilized in applications, by demonstrating cases of bistability between
either a steady state or a self-sustained oscillation, where the response of the system can be
controllably switched depending on the relative position of its initial conditions with respect
to the well defined basins of attraction of each state.

The paper is organized as follows: In Section II, the fundamental model is described
along with the existence, stability and bifurcations of its steady states, and the dependence
of the complexity of the phase space on the optical and mechanical dissipation constants is
investigated. In Section III, the parameter space is systematically dissected with respect to
the injected field power and frequency detuning, in order study the existence and stability
of limit cycles corresponding to self-sustained oscillations as well as their bifurcations. The
phase space is particularly studied for cases where bistability occurs and basins of attraction
are identified. Moreover, limit tori bifurcations giving rise to self-modulated oscillations are
pinpointed in the parameter space and cases of quasi-periodically and chaotically modulated
oscillations are shown. The conclusions are summarized in Section IV.

II. FUNDAMENTAL MODEL AND STEADY STATES

The dynamics of the fundamental optomechanical system, consisting of a single optical
and a single mechanical mode, is governed by the following equations [1]

\[
\frac{d\tilde{a}}{dt} = \left[ i(\Delta + x) - \frac{\kappa}{2} \right] \tilde{a} + \frac{1}{2} \\
\frac{d^2x}{dt^2} = -x + P|\tilde{a}|^2 - \gamma \frac{dx}{dt}
\]

(1)

where \( \tilde{a} \) is the normalized complex amplitude of the electric field of the cavity mode and
\( x \) is the dimensionless position of the mechanical oscillator. The optical and the mechanical
modes have frequencies \( \omega_C \) and \( \omega_M \), respectively. Time \( t \) is multiplied by \( \omega_M \) and the
dissipation constants of the optical and the mechanical mode, \( \kappa \) and \( \gamma \), are also normalized
to \( \omega_M \). The optical mode is pumped by an external laser field with complex amplitude
\( \tilde{a}_L \) and frequency \( \omega_L \), and \( \Delta = (\omega_L - \omega_C)/\omega_M \) measures the normalized relative detuning
between the pump and the cavity mode. The parameter \( P = 8|\tilde{a}_L|^2g^2/\omega_M^4 \) corresponds
to the dimensionless pump laser power including also the strength of the optomechanical
interaction through the optomechanical coupling constant \( g \). The parameter space of the
system is four-dimensional \((P, \Delta, \kappa, \gamma)\) and the essential dynamical features depend strongly on the parameter range of operation. In the following, we systematically investigate the existence and the stability of dynamical attractors such as fixed points, limit cycles and limit tori, corresponding respectively to steady states, self-sustained and self-modulated oscillations.

**Bifurcations of Fixed Points**

The fixed points of the system are given by taking the time derivatives equal to zero, in Eq. (1). The resulting solutions of the system of algebraic equations are given in terms of the roots of the third-order equation for the position \(x\)

\[
x^3 + 2\Delta x^2 + \left(\Delta^2 + \frac{\kappa^2}{4}\right) x - \frac{P}{4} = 0
\]

with the amplitude \(\rho\) and the phase \(\phi\) of the electric field \(\tilde{a} = \rho e^{i\phi}\) given by \(\rho^2 = x/P\) and \(\cos \phi = \kappa \rho\). It is worth noting that the dissipation constant of the mechanical mode \(\gamma\) does not appear in the above equation suggesting that the number and the values of the fixed points do not depend on it. However, \(\gamma\) appears in the Jacobian of the system \(\Pi\), the eigenvalues of which determine the linear stability of the corresponding fixed points, and plays a crucial role for the existence of the various dynamical attractors of the system.

The existence and the stability of the fixed points provide a first estimation for the complexity and the structure of the phase space of the system and its dependence on the parameters. This dependence is depicted in Fig. 1, where the number and the stability of the fixed points are given as a function of the power \((P)\) and the detuning \((\Delta)\) for various values of optical \((\kappa)\) and mechanical \((\gamma)\) dissipation constants. It is clear that higher values of the optical dissipation constant \(\kappa\) results in extended regions where a single stable steady state exists and moves bifurcations, occurring at the boundaries of the different regions, at higher values of \(P\). The same also holds for higher values of the mechanical dissipation constant \(\gamma\), except that the bistability region expands in the \(P, \Delta\) subspace and its lower boundary (cusp) does not move to higher values of \(P\). It is worth emphasizing that the Hopf bifurcation curves at the corresponding region boundaries provide the parameter range of values where limit cycles, corresponding to self-sustained oscillations, exist.

As intuitively expected, in the cases of higher dissipation, a higher level of injected power
is required for the support of an interesting complex dynamical behavior of the system. From the point of view of applications it is useful to have low dissipation constants so that lower levels of injected power are required. However, this is not always possible in realistic configurations, due to quality factor limitations. The parameter investigation depicted in Fig. 1 suggests that dissipation values such as $\kappa = 0.1$ and $\gamma = 0.01$ enable the existence of a rich set of dynamical features for relatively low values of the injected power $P$, which is highly desirable for practical applications. Such intermediate values of $\gamma$ are 2 orders of magnitude higher than previously considered for the existence of complex dynamics [30], thus providing a wider range of possible applications.

III. SELF-SUSTAINED AND SELF-MODULATED OSCILLATIONS

Self-sustained oscillations correspond to stable limit cycles of the optomechanical system. In the following we focus in the study of the existence, stability and bifurcations of the limit cycles for the case of dissipation constants $\kappa = 0.1$ and $\gamma = 0.01$, shown in Fig. 1. For such values of dissipation constants, the limit cycles bifurcate from fixed points through Hopf bifurcations for relatively small power values. Furthermore, the limit cycles undergo other bifurcations giving rise to stable limit tori corresponding to quasi-periodic self-modulated oscillations.

Bifurcations of Limit Cycles and Limit Tori

Close to the Hopf bifurcation points the limit cycles have infinitesimal oscillation amplitudes. In order to calculate their amplitudes and periods as well as their stability changes and bifurcations, advanced numerical continuation techniques are required, such as those of the continuation toolbox MatCont [52], utilized in this work. A dissection of the parameter space with respect to $P$ results, according to Fig. 1, shows that, depending on the power level $P$ and its relative position with respect to the local extrema of the Hopf bifurcation curve, for varying detuning $\Delta$ we can have either two or four Hopf points, resulting to either one or two families of limit cycles.

Figure 2, depicts the projection of the limit cycles in the position-velocity $(x, v)$ plane of the phase space as well as their periods, as a function of the detuning for two power levels
below the local maximum of the Hopf curve, Fig. 1. For the case (A), there exist two Hopf points in the positive detuning region, corresponding to a single family of limit cycles. Limit cycles bifurcating from the Hopf point with larger detuning $\Delta_M$ are stable whereas those bifurcating from the Hopf point with smaller detuning $\Delta_m$ are unstable. It is clear that stable and unstable limit cycles coexist for $\Delta < \Delta_m$, as they bifurcate from a Saddle-Node bifurcation of limit cycles (Limit Point Cycle - LPC). Very close to the LPC point there also exists a Neimark-Sacker (NS) bifurcation of a limit tori, which will be further studied in the following. For the case (B), there exist four Hopf points, corresponding to two families of limit cycles. The one located in the negative detuning region consists solely of stable limit cycles. However, the family of limit cycles in the positive detuning region has two Saddle-Node bifurcations of limit cycles, resulting in the coexistence of one unstable and two stable limit cycles for some range of detuning values. In this range bistability of limit cycles occurs, which will also be further studied in the following.

Cases of higher power values are depicted in Fig. 3. For such power levels the two families of the case (B) have merged to a single family of limit cycle with varying stability type for different values of the detuning. A stable limit cycle of small amplitude bifurcates from a Hopf point for large negative detuning that loses its stability through a PeriodDoubling (PD) bifurcation as $\Delta$ increases, as shown in case (C). The same also holds for cases (D) and (E), but is not depicted in order to focus in the region around $\Delta = 0$ (and mostly $\Delta > 0$) where complex bifurcations take place. In this region the family of limit cycles undergoes an increasing number of foldings for higher values of $P$ resulting in the coexistence of multiple stable and unstable limit cycles. A sequence of various bifurcations takes place including Saddle-Node bifurcations of limit cycles (LPC), Period-Doubling (PD) and Neimark-Sacker (NS) bifurcations.

The numerical continuation of these bifurcation points for a continuous range of power ($P$) values allows for the construction of a bifurcation diagram in the ($\Delta, P$) parameter plane as shown in Fig. 4. The locus of Neimark-Sacker bifurcations consists of smooth curves forming tongues, which are also related to tongues of Saddle-Node curves; the latter also form various cusps. Period-Doubling curves have a more complex topology, suggesting a Period-Doubling route to chaos for increasing power $P$. 

7
Bistability and Basins of Attraction

Multistability may occur under the coexistence of more than one stable attractors of the same or different type. For high power values the coexistence of multiple stable attractors along with the complexity of their basins of attraction, sometimes having a fractal-like topology, results in an exotic dynamical behavior \cite{30}, characterized by such a sensitivity with respect to initial conditions that essentially makes the system’s response unpredictable. However, under conditions where a few simple stable attractors coexist, the phase space of the system is partitioned into a set of well-defined basins of attraction for each attractor. Close to the sharp boundaries separating different basins of attraction, the system’s response is highly sensitive with respect to initial conditions as well as parameter values, resulting to a controlled sensitivity that can be very useful for applications related to sensing and measurement \cite{23}.

Following this approach, we investigate the bistability either between a fixed point and a limit cycle or between two limit cycles with different oscillation amplitudes, for the case of relatively small pump power $P$, corresponding to parameter values such as in Fig. 2(B), also projected in the $x, \Delta$ plane in Fig. 5(top). For detuning values corresponding to cases (a) and (b) a stable large limit cycle coexists with a stable fixed point, whereas for cases (c) and (d) the stable fixed point has lost its stability through a Hopf bifurcation and a stable limit cycle with small amplitude has emerged. The four panels (a)-(d) depict the corresponding basins of attraction in a the two-dimensional slice of the four-dimensional phase space $x_0 = x(0), a_0 = \Re \{\tilde{a}(0)\}$, where the other initial conditions are $v(0) = 0, \Im \{\tilde{a}(0)\} = 0$. The basin of attraction of the large limit cycle expands at the expense of the basin of attraction of the fixed point as the detuning is increased from (a) to (b). After the Hopf bifurcation point, where the stable fixed point gives rise to a stable small limit cycle, bistability between the two limit cycles takes place. The small limit cycle inherits the basin of attraction of the fixed point as shown in (b) and (c). As the detuning is further increased, the basin of attraction of the large limit cycle continuously expands, as shown in (d), until covering the whole plane of initial conditions, after the Saddle-Node (LPC) point, where the large limit cycle is the only attractor. It is worth mentioning that these diagrams not only express the relative strength of each attractor, but also provide information on its accessibility in terms of specific initial conditions. Therefore, they show to what extent a steady state or
a self-sustained optomechanical oscillation can be reached from purely mechanical \( a_0 = 0 \) or optical \( x_0 = 0 \) initial conditions. Cases where specific attractors can be reached for any value of \( a_0 \) or \( x_0 \) are also shown. The existence of well-defined basins of attraction with sharp boundaries and the detailed knowledge of the dependence of the excitation of a specific dynamical behavior on the initial conditions can be very useful for practical sensing applications.

**Self-modulated oscillations**

Self-modulated oscillations are more subtle dynamical objects in comparison to fixed points and limit cycles. Quasi-periodically self-modulated oscillations emerge from limit cycles through Neimark-Sacker bifurcations and form limit tori in the phase space of the system [51]. For their practical use, they have to be, not only stable, but also accessible from a large set of initial conditions. Although, in a nonlinear system we cannot exclude the possibility that an additional attractor (such as a strange attractor) coexists with the attractor of interest, the detailed analysis of the stability and the bifurcations of fixed points and limit cycles provides ranges of parameter values where no stable fixed points or limit cycles coexist with the stable limit tori of interest. Therefore, by excluding such dominant attractors, it can be reasonably expected that the basin of attraction of the limit tori covers a significant part (if not the whole) phase space.

Along this direction, combining information for the stability of fixed points (Fig. 1) as well as the stability of limit cycles and their Neimark-Sacker bifurcations (Fig. 3(D)), we obtain a stable limit tori which is accessible from a large set of random initial conditions, as shown in Fig. 6(top). In the same parameter region, where no stable fixed points and limit cycles exist, for a different value of the detuning, a chaotically self-modulated oscillation is supported by the system, as shown in Fig. 6(bottom).

**IV. SUMMARY AND CONCLUSIONS**

The rich set of complex dynamics supported by the fundamental optomechanical oscillator has been investigated in terms of identifying robust dynamical states, such as self-sustained and self-modulated oscillations, being of particular importance for applications.
The parameter space of the system has been systematically dissected with the utilization of analytical and numerical continuation methods and all the important bifurcations have been pinpointed in the parameter space of the system.

The existence and the stability of families of limit cycles as well as the dependence of their amplitude and period on the parameters of the system has been studied in detail. Regions of the parameter space where bistability between a fixed point and a limit cycle or between two different limit cycles have been identified and the phase space of the system has been investigated. The formation of well-defined basins of attraction, having sharp boundaries, has been shown and implications with respect to sensing applications have been discussed. Moreover, the more subtle dynamical states of self-modulated oscillations have been located in the parameter space of the system, through bifurcations of limit cycles. The detailed knowledge of the stability properties of other antagonistic dynamical states, namely fixed points and limit cycles, allowed for the selection of parameter values where no such stable states exist, therefore facilitating the accessibility of the self-modulated oscillations from a large number of phase space initial conditions, by harnessing multi-stability.

The presented systematic analysis of the parameter space of the fundamental optomechanical oscillator goes beyond the study of the exotic and chaotic dynamics of the system in the sense that it allows the identification of specific parameter values for the existence of self-sustained and self-modulated oscillatory states and the facilitation of their observation in terms of initial conditions. The latter allows the parametric control and the exploitation of these states for practical applications requiring a balance between complexity and predictability of the system’s response.
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FIG. 1. Existence and stability of fixed points in the four dimensional parameter space \((P, \Delta, \kappa, \gamma)\). The optical \((\kappa)\) and mechanical \((\gamma)\) dissipation constants are \(\kappa = 0.1, 0.5\) (top, bottom) and \(\gamma = 0.01, 0.1\) (left, right). Different colors denote different number and stability of fixed points as follows: Blue - a single stable spiral, Yellow - a stable and an unstable spiral as well as a saddle point, Red - two stable spirals (fixed point bistability) and a saddle, Green - an unstable spiral (no steady state). The dashed black line denotes a saddle-node bifurcation of fixed points and the solid black line denotes a Hopf bifurcation giving rise to limit cycles.
FIG. 2. Limit cycles and their bifurcations for relatively low injection power corresponding to values shown in Fig. 1 ($\kappa = 0.1, \gamma = 0.01$). (A) $P = 0.01$, (B) $P = 0.03$. Left panels: Projections of the limit cycles at the position-velocity $(x, v)$ subspace as a function of the detuning (blue - stable, green - unstable, red - bifurcation). Right panels: Period of the limit cycles as a function of the detuning. Bifurcation symbols: H - Hopf, LPC - Limit Point Cycle (Saddle-Node of Limit Cycles), NS - Neimark-Sacker (Torus), ns - neutral saddle.
FIG. 3. Limit cycles and their bifurcations for higher injection power corresponding to values shown in Fig. 1 ($\kappa = 0.1$, $\gamma = 0.01$). (C) $P = 0.06$, (D) $P = 0.15$, (E) $P = 0.50$. Left panels: Projections of the limit cycles at the position-velocity ($x, v$) subspace as a function of the detuning (blue - stable, green - unstable, red - bifurcation). Right panels: Period of the limit cycles as a function of the detuning. Bifurcation symbols: H - Hopf, LPC - Limit Point Cycle (Saddle-Node of Limit Cycles), NS - Neimark-Sacker (Torus), ns - neutral saddle. For the cases (D) and (E), the range of values of the detuning $\Delta$ is restricted in the neighborhood of the zero detuning, where bifurcations actually occur. For smaller (negative) values of $\Delta$ the dependence is qualitatively similar to case (C).
FIG. 4. Limit cycle bifurcations in the $P,\Delta$ parameter subspace for dissipation values $\kappa = 0.1$, $\gamma = 0.01$. Black lines depict the location of the Saddle-Node bifurcations of limit cycles (LPC), red lines depict the location of Neimark-Sacker (NS) or torus bifurcations, and green lines depict the location of various Period-Doubling (PD) bifurcations.
FIG. 5. (a)-(d) Basins of attraction in a the two-dimensional slice of the four-dimensional phase space $x_0 = x(0), a_0 = Re\{\tilde{a}(0)\}$, where the other initial conditions are $v(0) = 0, Im\{\tilde{a}(0)\} = 0$, for the values of detuning $\Delta$ depicted in the top subfigure: (a) $\Delta = 0.56$, (b) $\Delta = 0.68$, (c) $\Delta = 0.71$, (d) $\Delta = 0.74$. Other parameter values are as in Fig. 2(B). The basins of attraction of the fixed point (yellow), the large (blue) and the small (orange) limit cycle are shown. The small limit cycle emerges from the fixed point through a Hopf bifurcation and inherits its basin of attraction.
FIG. 6. (top) A quasi-periodically self-modulated oscillation forming a torus in the phase space, for $\Delta = 0.2724$. (bottom) A chaotically self-modulated oscillation, for $\Delta = 0.2300$. Other parameters: $\kappa = 0.1$, $\gamma = 0.01$ and $P = 0.15$ (corresponding to the case (D) of Fig. 1 and Fig. 3). The absence of stable fixed points or limit cycles for these parameter values facilitates the accessibility of these oscillatory states from a large number of initial conditions. In the left panels, two different orbits are shown in red and blue.