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Abstract
Learning-based approaches to modeling crowd motion have become increasingly successful but require training and evaluation on large datasets, coupled with complex model selection and parameter tuning. To circumvent this tremendously time-consuming process, we propose a novel scoring method, which characterizes generalization of models trained on source crowd scenarios and applied to target crowd scenarios using a training-free, model-agnostic Interaction + Diversity Quantification score, ISDQ. The Interaction component aims to characterize the difficulty of scenario domains, while the diversity of a scenario domain is captured in the Diversity score. Both scores can be computed in a computation tractable manner. Our experimental results validate the efficacy of the proposed method on several simulated and real-world (source,target) generalization tasks, demonstrating its potential to select optimal domain pairs before training and testing a model.
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1 Introduction

Crowd movement studies the motion behavior of many agents in obstacle-configured environments. In decentralized crowd systems, we assume that an agent knows the configuration of obstacles, its own task, and its own policy. However, an agent does not know other agents’ tasks and policies in the same scenario but can sense their movement. Additionally, we assume that the agents do not explicitly communicate with each other during their movement. As the setting is decentralized, a rational agent would independently plan and follow its shortest path, along which interactions with other agents may occur. In this work, a scenario refers to the configuration of obstacles in an environment and all agents’ tasks. An agent’s task refers to its initial position and destination, the start time when the agent is introduced into the environment, the maximal number of movement steps allowed, and the radius (size) of the agent.

Under this setting, in a scenario, some tasks may involve more frequent agent “encounters,” potential inter-agent collisions, making them more difficult than other tasks, independent of the chosen steering policy/model. Such task-level inter-agent interaction difficulty reflects how much an agent has to interact with other agents, contributing to the inherent difficulty of the task. The notion of task-level inter-agent interaction difficulty is important in this study, illustrated in Figure 1a. It is affected by multiple factors including the assignment of tasks, task density, obstacle configuration, and their superposition, shown in Figure 1b and Figure 1c. If accumulated or averaged over all tasks in a scenario, this measure can further characterize the interaction difficulty of the scenario or a collection of scenarios, which we refer to as the domain. This difficulty is inherently related to the complexity of solving many multi-agent problems, including multi-agent pathfinding and multi-agent trajectory prediction Sohn et al. (2021).

With the notion of “scenario”, a crowd simulation could be viewed, macroscopically, as providing an abstract decentralized crowd model with a scenario as the input sample. The abstract decentralized crowd model outputs a set of interacting trajectories of all agents in that scenario. According to this view, a scenario is a sample drawn from either a source scenario domain or a target scenario domain. Therefore, a data-driven decentralized crowd modeling could be viewed as we first draw many scenarios from a source scenario domain to train an abstract decentralized crowd model and then apply the model to an unseen target scenario domain. Scenario generalization answers the question of whether the decentralized crowd model will seriously deteriorate if the target scenario domain significantly differs from the source scenario domain. An illustration of the shift of notion from standard generalization to scenario generalization is given in Figure 2.

In the context of crowds Qiao, Zhou, Kapadia, Yoon, and Pavlovic (2019), the scenario generalization of a crowd model to new scenarios is subtly but essentially different from the standard generalization of a model. For a standard generalization, the predicted output is compared with a ground truth output, while for scenario generalization, the error is measured within the
Fig. 1 Illustration of the notion of task-level inter-agent interaction difficulty and its common influencing factors. The gray rectangles represent environmental obstacles. A filled circle and clover-like shape represents the initial position and destination of an agent of the same color. In Figure 1a, assuming the four agents enter the scenario and start their movement at the same time, intuitively, the red agent would have little interaction with the other three agents because when it moves to the top-right area of the scenario, probably, the other three agents would have already moved to the top-left area of the scenario. However, among the three other agents (pink, green, and brown), there are noticeable interactions among them in that they have to come across each other to reach their own destination. The interaction difficulty between an agent and all other agents, quantified by a value of the same color shown in the figure, being predictable without simulation, is at task level, inherent from the navigation task, no matter which steering model will be exploited. Figure 1b comparatively illustrates the influence of the assignment of tasks on task-level inter-agent interaction difficulty. Other common influencing factors such as the number of tasks (or task density) and obstacle configuration, and their superposition, are depicted in Figure 1c.
Standard generalization shown in Figure 2a is a microscopic view of crowd simulation for a concrete neural network model, which takes in the state (local observation and local guidance signal) at a time step and outputs an action (velocity) to be executed in the next step. This neural network model needs to be applied to each of the agents and applied repeatedly to yield the interacting trajectories of all agents. The error of standard generalization is computed by comparing the predicted output (velocity to be executed in the next step) with a ground truth output (expert velocity at the same state). By contrast, with the notion of scenario, scenario generalization shown in Figure 2b is a macroscopic view of crowd simulation for an abstract decentralized crowd model, which takes in a scenario as an input sample and outputs the interacting trajectories of all agents in that scenario. The error of scenario generalization is computed within the predicted output itself, e.g., considering the number of agent–agent collisions.

For this reason, scenario generalization surprisingly shares a similar formulation with the generalization of unsupervised machine learning models Hansen and Larsen (1996). However, the objective of unsupervised learning is, in general, to recover the underlying true data distribution from data samples, while the crowd model aims to build a steering model that behaves well in an unseen target scenario domain. Furthermore, for a standard generalization, in order to calculate the error between the predicted output from a learned crowd model and the ground truth output from an expert model, the two models need to take the same input, which implies that at least one model can not make sequential decisions: either the learned crowd model or the expert model has to follow the trajectories of the other model, so that they have a common input basis. By contrast, scenario generalization only involves a crowd model that makes sequential decisions.
Scenario generalization could be evaluated, empirically, by training a family of models on sufficiently many examples from the source domain using reinforcement learning (RL) methods or imitation learning methods, and then applying them to scenarios from the target domain to explicitly evaluate their performance. However, this can rapidly become a computationally intractable task, sensitive to many factors, such as the sizes of the source and target datasets, the configuration of input features, the model structures, and the learning strategies (e.g., optimization algorithms, hyperparameters, and possibly reward functions). We seek to circumvent this challenge by providing a pre-training characterization of (i) the impact of a source domain on the scenario generalization of a machine learning crowd model and (ii) the inherent task-level inter-agent interaction difficulty of a target domain. This approach would make it possible to not only assess the scenario generalization for a fixed pair of source-target domains, avoiding the need for collecting large crowd-movement data (by simulation or real data collection) and training complex models, but also enable the rapid elucidation of the best source-target domain pairs among multiple possible choices prior to the training and testing of the learning model.

In this work, we propose an information theoretic approach that enables a training-free, model-agnostic evaluation of scenario generalization of imitation learning models and model-free reinforcement learning models. As shown in Figure 3, it estimates an intermediate proxy for scenario difficulty, the Interaction Score (IS), which characterizes the task-level interaction difficulty of crowd movement in a target domain. When augmented with the Diversity Quantification (DQ) on the source domain, the combined ISDQ score is shown to offer an effective means to select the source-target domain pair likely to result in the best learning model source-to-target generalization, prior to the training of the actual imitation learning or model-free reinforcement learning models. We provide empirical evidence to demonstrate the effectiveness of the proposed ISDQ score.

Our main contributions are summarized in the following:

1. As far as we know, we are the first to propose a score (IS) that measures task-level inter-agent interaction difficulty in decentralized multi-agent navigation scenarios.
2. We propose a score (DQ) that measures the diversity of a scenario domain.
3. We analyze that the combined score (ISDQ) is able to estimate the generalization ability of learning agents, from a source scenario domain to a target scenario domain. Thus ISDQ enables rapid selection of the best source-target domain pairs among multiple possible choices prior to training and testing of the learning models.
4. We conduct systematic empirical evaluations on imitation learning models and model-free reinforcement learning models, to support the aforementioned claims, and show that ISDQ outperforms a baseline Berseth, Kapadia, and Faloutsos (2013) and a state of the art (SOTA)
Fig. 3 The utility of ISDQ is to estimate scenario generalization. It consists of (i) DQ that measures the influence of a source scenario domain on the generalization performance of a crowd learning model, and (ii) IS that measures the inter-agent interaction difficulty of a target domain for a crowd model.

method Corneanu, Escalera, and Martinez (2020). The results are recapitulated in Table 1.

The rest of the paper is arranged as the follows: in Section 2, prior works and the relationship between them and this work are discussed. In Section 3, we introduce the proposed algorithms; the proposed framework for computing task-level inter-agent interaction is presented in Section 3.1, followed by the discussion of the algorithmic strategies for concretizing the proposed framework in Section 3.2. The properties of IS is discussed in Section 3.3. The diversity quantification is introduced in Section 3.4. In Section 4, we apply the proposed task-level inter-agent interaction measurement and the diversity quantification measurement to estimate scenario generalization. For empirical evaluation, three sets of experiments are conducted. The details of the experimental setup and dataset are described in Section 5. The first set of experiments is discussed in Section 6. It verifies the efficacy of IS in measuring the interaction difficulty in hypothesized scenarios. The second set of experiments mentioned in Section 7 tests the efficacy of IS in measuring the interaction difficulty on three data domains. The third set of experiments discussed in Section 8 verifies the utility of ISDQ in estimating scenario generalization. Further discussions about the influence of internal simulator, trajectory clustering method, and obstacle configuration on IS, and the influence of start and destination diversities on scenario generalization are addressed in Section 9. We conclude this paper and provide a possible future direction in Section 10.

2 Prior Work

In the context of crowd movement, most works encode inter-agent interaction rules into policy Curtis, Zafar, Gutub, and Manocha (2013); Helbing, Farkas,
Table 1 Summary of main empirical results in this work

| Purpose | Method | Result |
|---------|--------|--------|
| efficacy tests of task-level inter-agent interaction difficulty scoring methods in three dynamic characteristics | for each characteristic, two comparative scenarios are designed. A scoring method is applied to them to compare their scores. Then we check the comparison results | temporal accumulation subjective assess: scenario 1 < scenario 2 baseline: scenario 1 ≫ scenario 2 IS: scenario 1 < scenario 2 |
| efficacy tests of task-level inter-agent interaction difficulty scoring methods on three scenario domains | in each domain, comparative relationships among either benchmarks within a domain, or tasks in a scenario, are studied | ExSD the ranking of the six benchmarks by IS accords with the ranking by subjective assess, while baseline violates this ranking |
| efficacy tests of estimations of scenario generalization | first rank ground truth scenario generalizations by actually training and testing models. Then rank estimated scenario generalizations. Finally check whether there is a consistency between ground truth ranking and estimated ranking | EgRD per-agent analysis in a scenario reveals that: (i) IS identifies tasks that are spatially isolated from other tasks; (ii) IS captures temporally isolated tasks; (iii) baseline results are not as reasonable as IS results |

SRD (i) IS reflects contributory factors, their superpositions and the dynamic characteristics of interactivity of tasks; (ii) baseline results has a large variance, cannot reveal contributory factors nor their superpositions

ground truth ranking: EgRD = SDD ≻ ExSD ≻ SRD
ISDQ ranking: EgRD ≻ SDD ≻ ExSD ≻ SRD
baseline ranking: EgRD ≻ ExSD ≻ SRD ≻ SDD
another SOTA ranking: SDD ≻ ExSD = EgRD ≻ SRD or EgRD = SRD = SDD ≻ ExSD
Autonomous Agents and Multi-Agent Systems

and Vicsek (2000); Knob, de Andrade Araujo, Favaretto, and Musse (2018); Mohamed, Qian, Elhoseiny, and Claudel (2020); Van Den Berg, Guy, Lin, and Manocha (2011). They may also arrive at policy about interaction through trial and error Jaques et al. (2019); Lee, Won, and Lee (2018); Schulman, Wolski, Dhariwal, Radford, and Klimov (2017), or by imitation learning Ho and Ermon (2016); Long, Liu, and Pan (2017). These methods preset interaction rules or learn interaction policies to overcome the inter-agent interaction difficulty within tasks.

Some works measure inter-agent interaction based on the agents’ actual movement. These methods calculate geometric or kinematic quantities including spatial-temporal closeness Knob et al. (2018), the influence of relative velocity on relative position Olivier, Marin, Crétal, Berthoz, and Pettré (2013), acceleration Amirian et al. (2020), and the time till collision Karamouzas, Skinner, and Guy (2014). They rely on agents’ actual trajectories, and this could be viewed as a preliminary step toward task-level inter-agent interaction. In task-level inter-agent interaction measurement, Berseth et al. (2013) detects interactions by specifying the timesteps to waypoints along planned paths and checking waypoints’ spatial-temporal proximity. Despite its efficiency, without simulation, it cannot capture tasks’ dynamic nature.

For generalization, in addition to exact measurement Qiao et al. (2019), recently there have been attempts to predict test error without the test set, given the architecture of a model and the train set Corneanu et al. (2020); Corneanu, Madadi, Escalera, and Martínez (2019), based on the topological structure of correlations between each pair of neurons during training. Other works explicitly or implicitly exploit interaction for trajectory interpolation, or extrapolation Li, Ma, and Tomizuka (2019); Qiao, Yoon, Kapadia, and Pavlovic (2018); Xu, Piao, and Gao (2018). They are the applications of interactivity. In terms of crowd analysis, there are also works related to measuring simulation quality, comparative crowd analysis, and scenario specification Daniel, Marques, Hoyet, Pettré, and Blat (2021); He, Xiang, Zhao, and Wang (2020); Kapadia, Berseth, Singh, Reinman, and Faloutsos (2016); Karamouzas, Sohre, Hu, and Guy (2018).

This work is in the spirit of Berseth et al. (2013), in that it does not require the actual trajectories of agents as input for geometric or kinematic analysis. Our method incorporates the rule-based approach Helbing et al. (2000) as an internal steering model. For estimating generalization, unlike Corneanu et al. (2020, 2019), our method does not need to train a model. Moreover, our estimated scenario generalizations are verified by true scenario generalizations Qiao et al. (2019).

3 Proposed Method

The overall method of IS is introduced in Section 3.1 and illustrated in Figure 4. The main idea behind IS is to assess the difference between the effort an agent
Fig. 4 Diagram for measuring task-level inter-agent interaction (in this example, between the agent in blue and other agents). It consists of a crowd motion block, trajectory abstraction block, and an interaction score (IS) block. The crowd motion block takes a random parameter and transforms it into the random interactive trajectories of all agents via crowd simulation. The trajectory abstraction block compares the trajectory of an agent (e.g., the blue agent) and its solo trajectory (obtained by running the simulation of this agent within the obstacle configuration, but without other agents) to yield a DTW difference, which goes through a clustering process (we use the percentile method) and outputs an abstracted trajectory index. The IS block measures the reduced uncertainty in predicting the blue agent’s abstracted trajectory modes resulting from the interaction with other agents. An agent’s mode is shown with a curve with the abstracted index, representing a collection of similar trajectories for the agent. The destination of an agent is indicated by a triangle of the same color. The black rectangles in the maps denote obstacles.

makes when moving in an environment alone compared with that when it moves in the presence of all other agents. The computational procedure of IS is explained in detail in Section 3.2, followed by the discussion of its properties in Section 3.3. In Section 3.4, we briefly introduce the method of quantifying the diversity of a scenario domain.

3.1 Interaction Score

Assume that a scenario with obstacle configuration $E$ is occupied by $n$ agents, which are collectively denoted as $X_{1\sim n} := (X_1, X_2, ..., X_n)$, where the $i$-th agent is $X_i$ and the remaining agents are $X_{-i} := (X_1, ..., X_{i-1}, X_{i+1}, ..., X_n)$. Each agent $X_i$, in response to its steering model $\Theta_i$ within $E$ and in interaction with other agents, produces a trajectory $T_i$. We denote this inter-agent dependent process by $f(\Theta_{1\sim n} \mid E, X_{1\sim n}) = T_{1\sim n}\,^1$. The agent $X_i$ can also act alone in the environment in the absence of other agents. We represent this case as $f(\Theta_i \mid E, X_i) = s_i$, where $s_i$ is the so-called solo trajectory of the agent.

To compute the IS efficiently, we propose to first abstract the movement of all agents into abstraction modes and then evaluate the discrepancy using an information-theoretic measure. We discuss this process in the following section.

3.1.1 Trajectory Abstraction

To improve representational efficiency, we aim to abstract $T_i$ to a finite number of modes. Each mode contains similar realizations of $T_i$, relative to the solo

\[^1\text{We use } \Theta_{1\sim n} := (\Theta_1, \Theta_2, ..., \Theta_n) \text{ and } T_{1\sim n} := (T_1, T_2, ..., T_n).\]
trajectories $s_i$. We use dynamic time warping (DTW) Salvador and Chan (2007) to capture the difference: $D_i = \text{DTW}(T_i \parallel s_i)$.

$D_i$ serves to create the trajectory abstraction index $K_i \in \{1, 2, \ldots, c_i\}$ through a clustering process. In our specific case, we aim to obtain bins with a uniform distribution of trajectory instances, as illustrated in Figure 4, leading to modes of $T_i$. The trajectory abstraction block abstracts $T_i$ of the blue agent into four modes and then indexes them with the mode set $\{1, 2, 3, 4\}$. The block outputs abstracted index tuple $K_1 \sim n := (K_1, K_2, \ldots, K_n)$. The joint probability $P(K_1 \sim n)$ is estimated based on the occurrence frequencies of $K_1 \sim n$ arising from different instances of $T_1 \sim n$.

### 3.1.2 Computing Interaction Score

We use mutual information to quantify the co-occurrence of abstracted trajectories among agents and call the result the Interaction Score (IS):

$$\text{IS}(K_i; K_{-i}) = H(K_i) - H(K_i \mid K_{-i}) = \mathbb{E}_{(K_i, K_{-i})} \left[ \log \frac{P(K_i, K_{-i})}{P(K_i)P(K_{-i})} \right]$$

The intuition for Eq.(1) is depicted in the IS block of Figure 4. The two maps show how the blue agent’s trajectory modes are influenced by other agents’ trajectory modes. In the map above, the solo abstraction modes of the blue agent are more uncertain (four modes), leading to high $H(K_i)$. In contrast, in the bottom map, there are only two modes because of the influence of the green and red agents $K_{-\text{blue}} = K_{\text{green,red}}$, encompassed in $H(K_i \mid K_{-i})$. This score naturally characterizes interactions in a scenario. For instance, when there are no interactions, $H(K_i \mid K_{-i}) = H(K_i)$, IS becomes null. On the other extreme, when the motion of one agent is completely constrained by other agents, $H(K_i \mid K_{-i}) = 0$, and IS is maximized.

Note that the above description is the conceptual explanation of the algorithm. For a mode of trajectories, instead of being present/absent, its actual occurring probability is continuous, influenced by the movements of other agents.

### 3.2 Algorithmic Strategy of Interaction Score

In Section 3.1, a general framework of the IS measurement is described. This section details the computational procedure, along with a few simplification tricks.

#### 3.2.1 Sampling Parameters and Trajectories

With an empirical distribution of $\Theta_{1 \sim n}$, we sample $m$ different parameters $\{\theta^i_{1 \sim n}\}_{j=1}^m$, and run one simulation involving all agents at each sampled parameter $\theta^i_{1 \sim n}$, which leads to a tuple of interactive trajectories $t^i_{1 \sim n} := \ldots$
(t^1_j, t^2_j, ..., t^m_j), j = 1, 2, ..., m. All the crowd trajectories are organized in Table 2. In the table, each row contains a tuple of interactive trajectories obtained according to one simulation parameter. Each column contains m trajectories belonging to an agent by running m crowd simulations. For trajectory t^i_j, the subscript and superscript denote the agent index and the sampled parameter index respectively.

Table 2 Trajectories organized in a table by running simulations at m sampled parameters. A row represents n interactive trajectories belonging to n agents by running a simulation at one sampled parameter. A column represents a tuple of m trajectories of one agent by running m crowd simulations. For later discussion, assume θ^j_1 \sim n \neq θ^j_2, \forall j_1 \neq j_2 in the table.

| agent 1 | agent 2 | ... | agent n |
|---------|---------|-----|---------|
| simulation at θ^1_j \sim n | t^1_1 | t^1_2 | ... | t^1_n |
| simulation at θ^2_j \sim n | t^2_1 | t^2_2 | ... | t^2_n |
| simulation at θ^m_j \sim n | t^m_1 | t^m_2 | ... | t^m_n |

3.2.2 The Clustering Procedure

For agent X_i, DTW is applied to each sampled trajectory of (t^1_i, t^2_i, ..., t^m_i) and its solo trajectory s_i, which results in a difference tuple (d^1_i, d^2_i, ..., d^m_i), i = 1, 2, ..., n.

The number of modes c_i is set to be proportional to the mean value of the difference tuple \{d^1_i, d^2_i, ..., d^m_i\} to capture the intuition that a larger average detour implies a higher number of modes in (t^1_i, t^2_i, ..., t^m_i). After that, the DTW values in (d^1_i, d^2_i, ..., d^m_i) are first sorted from least to greatest and then separated by c_i - 1 percentiles (the 1 \cdot 100/c_i-th percentile, the 2 \cdot 100/c_i-th percentile, ..., the (c_i - 1) \cdot 100/c_i-th percentile), which define the bin boundaries along the DTW dimension. Thus, trajectories are correspondingly grouped into c_i modes, each containing a subset of trajectories of similar DTW values.

For agent X_i, each mode and all trajectories within are assigned with an index k_i ∈ \{1, 2, ..., c_i\}, a sample of the abstracted trajectory index K_i, i = 1, 2, ..., n. We distinguish the index of a specific trajectory t^i_j by k^j_i. The trajectory abstraction procedure of our choice to construct K_i for agent X_i is depicted in Figure 5.

The gist of the method is that even though the random trajectory index K_i obeys the uniform distribution due to the usage of the percentiles on the i-th column in Table 2, i = 1, 2, ..., n, (meaning all marginal distributions are uniform), the joint distribution of the random trajectory indexes of all

\[^3\text{Different agents may have different } c_i, \text{ for } i = 1, 2, ..., n.\]
agents, $K_{1:n} := (K_1, K_2, \ldots, K_n)$, is in general not uniform, encoding the co-occurrences of all entities (all movement modes) in a row of Table 2.

![Fig. 5](image)

**Fig. 5** The trajectory abstraction procedure in the DTW block. If we have six sampled parameters $\theta_{1:n}^j$, then we have six sampled trajectories (represented by the blue solid lines) of the agent $X_i$, denoted as $t_{ij}$, where $j = 1, 2, \ldots, 6$. Each trajectory is compared with the solo trajectory $s_i$ (represented by the red dashed line) of agent $X_i$, yielding a DTW value $d_{ij}$. All six DTW values are sorted from least to greatest and grouped into $c_i$ modes by $c_i - 1$ percentiles. An abstracted mode index $k_i$ is assigned to each trajectory within a mode. Thus, all trajectories of agent $X_i$ are assigned with a sample of $K_i$.

### 3.2.3 Computing the Interaction Score

For a concise representation, we choose the uniform distribution with $m$ different outcomes for the empirical distribution of $\Theta_{1:n}$, viz. $P(\Theta_{1:n} = \theta_{1:n}^j) = \frac{1}{m}$, for $j = 1, 2, \ldots, m$. This suggests that the $m$ different parameters in Table 2 constitute the support of $\Theta_{1:n}$. Therefore, the distribution of the abstracted index tuple $K_{1:n}$ is given by

$$P(K_{1:n} = k_{1:n}) = \sum_{\theta_{1:n}^j \in S} P(\Theta_{1:n} = \theta_{1:n}^j) = \frac{|S|}{m},$$

(2)

with $k_{1:n}$ being an abstracted index tuple value mapped from any parameter in Table 2. In addition, $S = \{\theta_{1:n}^j : g \circ f(\theta_{1:n}^j) = k_{1:n}\}$, with $f$ being the simulation function, $g$ being the clustering function, and $| \cdot |$ being the cardinality of a set. In other words, $S = \{\theta_{1:n}^1, \theta_{1:n}^2, \theta_{1:n}^3, \ldots\}$ is the set of parameters of the internal simulator for all agents in the scenario. These parameters have a common property: after simulation and clustering, their joint modes lead to the same value $k_{1:n}$. $|S|$ counts the number of elements in the set $S$. In general, this count number is not equal to the total number of parameters $m$. 
Taking Eq.(2) and Table 2 together, we have:

$$P(K_{1\sim n} = k_{1\sim n}) = \frac{\# \text{ rows in Table 2 that lead to } k_{1\sim n}}{m}$$  (3)

Since $k_i$ represents a collection of trajectories of similar DTW values for agent $X_i$, $k_{1\sim n}$ represents a particular crowd movement pattern relative to the solo trajectories, and $P(K_{1\sim n} = k_{1\sim n})$ reflects how easily the crowd movement pattern occurs with a simulation at a sampled parameter.

Given the joint distribution of the full index tuple $K_{1\sim n}$, the distribution of a partial tuple is marginalized by

$$P(K_i = k_i) = \frac{\# \text{ rows in Table 2 that lead to } k_{(i,\sim)}}{m}$$

$$P(K_{-i} = k_{-i}) = \frac{\# \text{ rows in Table 2 that lead to } k_{(\sim,-i)}}{m}$$

where $k_{(i,\sim)}$ denotes any value of $k_{1\sim n}$ with the $i$-th digit being $k_i$ while ignoring the values of the remaining digits. Similarly, $k_{(\sim,-i)}$ stands for any value of $k_{1\sim n}$ with all the remaining digits being $k_{-i}$, regardless of the value of the $i$-th digit.

Thus, the IS of agent $X_i$ in Eq.(1) is estimated with samples

$$\text{IS}(K_i; K_{-i}) \approx \frac{1}{m} \sum_{j=1}^{m} \log \frac{P(K_i = k^j_i, K_{-i} = k^j_{-i})}{P(K_i = k^j_i)P(K_{-i} = k^j_{-i})}$$  (5)

where $P(K_i = k^j_i, K_{-i} = k^j_{-i}) = P(K_{1\sim n} = k^j_{1\sim n})$. $k^j_{-i}$ denotes the abstracted trajectory index tuple of agents $X_{-i}$ in the $j$-th row of Table 2. $k^j_{1\sim n}$ is the abstracted index tuple of all agents in the $j$-th row.

The method is summarized in Algorithm 1.

### 3.3 Properties of Interaction Score

Based on the properties of mutual information and probability, IS accords with the semantic meanings of the task-level inter-agent interaction difficulty. For instance,

1. IS is zero in the case that agent $X_i$ and agents $X_{-i}$ have spatially or temporally independent tasks ($K_i$ and $K_{-i}$ are independent).
2. If there are only two agents in the scenario (say $X_1$ and $X_2$), both will obtain the same IS score. This can be seen from the fact that mutual information is symmetric: $\text{IS}(K_1; K_2) = \text{IS}(K_2; K_1)$.
3. For a given scenario, if a new task (say $X_{n+1}$) is added incrementally in $X_{-i}$ (the task of agent $X_i$ and the existing tasks of agents $X_{-i} := (X_1, ..., X_{i-1}, X_{i+1}, ..., X_n)$ do not change), IS is monotonically non-decreasing. This can be seen in the following relationships:
Algorithm 1 Measure Task-Level Inter-Agent Interactivity

**Input:** a scenario (obstacle $E$ and tasks $X_{1\sim n}$ of $n$ agents); the number of sampled parameters $m$; the parameter $\theta^*$ for solo simulation; the proportional coefficient $\alpha$ for the number of abstracted modes

**Output:** task-level interaction score between every task and all the remaining tasks

1: for $i \leftarrow 1$ to $n$ do
2:    path planning for task $X_i$;
3:    run solo simulation for $X_i$ at $\theta^*$, yielding $s_i$;
4: end for

5: for $j \leftarrow 1$ to $m$ do
6:    sample parameter $\theta^j_{1\sim n} \sim \Theta_{1\sim n}$;
7:    run simulation at $\theta^j_{1\sim n}$ in decentralized setting;
8: end for

9: for $i \leftarrow 1$ to $n$ do
10:   aggregate task $X_i$’s trajectories, yielding $\{t^j_i\}_{j=1}^m$;
11: for $j \leftarrow 1$ to $m$ do
12:    compute DTW value $d^j_i$ between $t^j_i$ and $s_i$;
13: end for

14: compute mean value of $\{d^j_i\}_{j=1}^m$ and $c_i = \alpha \cdot \text{mean}$;
15: group $\{d^j_i\}_{j=1}^m$ by $(c_i - 1)$ percentiles;
16: assign each group with an index $k_i \in \{1, 2, ..., c_i\}$;
17: end for

18: compute joint distribution via Eq.(3);
19: for $i \leftarrow 1$ to $n$ do
20:   compute marginal distributions via Eq.(4);
21:   compute IS via Eq.(5), yielding $\text{IS}(K_i; K_{-i})$;
22: end for

23: **Return** $\text{IS}(K_i; K_{-i}), i = 1, 2, ..., n$.

\[
\text{IS}(K_i; K_{-i}) = H(K_i) - H(K_i \mid K_1, ..., K_{i-1}, K_{i+1}, ..., K_n) \leq H(K_i) - H(K_i \mid K_1, ..., K_{i-1}, K_{i+1}, ..., K_n, K_{n+1}) = \text{IS}(K_i; K_{-i}, K_{n+1}).
\]

4. If the obstacle configuration $E$ varies, in general, the IS measurement also changes even if the task of agent $X_i$ and the tasks of agents $X_{-i}$ are fixed. Thus, IS is implicitly dependent on $E$.

5. In IS, the task of agent $X_i$ and the tasks of agents $X_{-i}$ may have different start times, stemming from the property of probability that the joint distribution $P(K_i, K_{-i})$ does not require the events $K_i$ and $K_{-i}$ to occur within the same time interval (or start at the same time). One event could occur before, at the same time, or after the other. This property enables the application of IS measurement to scenarios where agents enter and/or exit at different timesteps.
3.4 Diversity Quantification

Given a scenario, its obstacle configuration is not a measurement of a physical quantity on obstacles in that scenario. Instead, its obstacle configuration embodies the way all obstacles present in the scenario, including all obstacles’ information, such as obstacles’ positions, shapes, boundaries, sizes, and their spatial relationships, thus called configuration. Therefore, given a scenario, there is a specific configuration of obstacles that corresponds to the scenario. Precisely, the meaning of obstacle configuration are within the context of scenario domain. For example, in ExSD domain, there are six different types of obstacle configurations (Evacuation 1, Evacuation 2, Bottleneck squeeze, Concentric circle, Hallway two-way, and Hallway four-way). From each type, denoted as $e_l$, $l = 1, 2, ..., 6$, tasks can be sampled by varying the initial and/or destination positions of agents, yielding scenarios of the same type of obstacle configuration $e_l$. (Recall a scenario consists of both (i) obstacle configuration and (ii) tasks. If either is changed, the scenario is changed). In this view, $e_l$ is a label of obstacle configuration, from which numerous scenarios can be sampled. Since there are no constraints on how many scenarios are sampled from each $e_l$, given scenario samples drawn from a domain, one can count the number of occurrences of scenarios of the same obstacle configuration label $e_l$. In short, $E$ is a random variable about obstacle configuration for a scenario domain, while $e_l$ is one of its instantiations (specific obstacle configuration label), with different number of occurrences.

Further more, variations in the obstacle configuration $E$ and tasks $X_1$ result in the diversity of scenarios within a domain. Characterizing this variation is essential to understanding scenario generalization. To this end, we suggest to use the negative of the joint entropy $DQ = -H(X_1, E)$ to characterize the diversity in scenarios sampled from a (source) domain. It is further decomposed into (i) the entropy of the environment $E$ and (ii) the conditional entropy of tasks $X_1$ under the environment $E$ for this purpose. Both can be easily estimated from scenario samples.

First, the obstacle configuration $E$ may vary within the samples. Assume that among $m$ sampled scenarios from a (source) domain, there are $L$ different types of obstacle configurations. One may estimate the probability (frequency) of the occurrence for each type of obstacle configuration and then use the entropy to measure the diversity of $E$:

$$H(E) = -\sum_{l=1}^{L} p(e_l) \log p(e_l)$$ (6)

Second, the initial position of an agent, $I$, may vary within the samples. One may divide the spatial space of the environment into, say $N$ cells, and estimate the probability (frequency) for each cell where the initial position of an agent falls into, in the viewing of all agents from the (source) domain as independent and identically distributed. The same method applies to the destination of an agent, denoted as $D$. Thus one may further estimate the
diversity of the paired initial position $I$ and destination $D$ of an agent with the joint entropy:

$$H(I, D) = -\sum_{i=1}^{N} \sum_{j=1}^{N} p(i, d) \log p(i, d)$$  \hspace{1cm} (7)

Third, the diversities in the initial position $I$, the destination $D$, and the obstacle configuration $E$ can be joined:

$$H(I, D, E) = H(E) + H(I, D | E = e_i)$$  \hspace{1cm} (8)

Lastly, the higher the diversity in the scenarios of a source domain, the lower the estimated target cost would be:

$$DQ(S) = -H(I, D, E),$$  \hspace{1cm} (9)

where $S$ stands for the source scenario domain.

Note that scaling the spatial space of environments of different (source) domains may be necessary to compare them. In addition, the start time when an agent is presented into the environment could be incorporated in the formulation, depending on the amount of scenario samples.

4 Scenario Generalization & Approximation

4.1 Scenario Generalization

Qiao et al. (2019) proposed the notion of scenario generalization for crowd modeling – a macroscopic view on the performance of an abstract decentralized crowd model that receives a scenario as input and outputs predicted interacting trajectories. A good scenario generalization implies a concrete steering model that behaves well in an unseen target scenario domain, measured by application-oriented metrics such as the number of agent–agent collisions:

$$\epsilon_T(h) = \int_T p_T(t) \cdot \text{cost}(h(t | S)) dt \approx \frac{1}{m} \sum_{i=1}^{m} \text{cost}(h(t_i | S)),$$  \hspace{1cm} (10)

where $T$ stands for a target scenario domain with distribution $p_T(t)$, and $h$ is a model trained on the source domain $S$. \{$t_i$\}$_{i=1}^{m}$ are $m$ target scenarios drawn from the target domain. In our study, the cost is the number of agent–agent collisions along model trajectories.

4.2 Approximating Scenario Generalization

The explicit evaluation of scenario generalization of a model $h$, Eq.(10), involves training the model on $S$ and then testing the trained model on
However, training a model using any SOTA learning paradigm, such as reinforcement learning or imitation learning (Behavior Cloning - BC Long et al. (2017) & Generative Adversarial Imitation Learning - GAIL Ho and Ermon (2016)), is exceptionally time-consuming, requiring repeated trials for configurations of input features, hyper-parameter turnings, and reward presetting.

To approximate scenario generalization, our fundamental assumption is that the true cost in Eq.(10) can be decomposed into two independent terms. The first term $DQ(S)$ encodes the influence of the source domain on the performance of a crowd model, regardless of what target scenario the model will be applied to. The second term $IS(t_i)$ represents the interaction difficulty of the target scenario itself (how difficult the test would be), regardless of what model will be applied to test, with $\lambda$ being a trade-off factor between the two terms:

$$e_T(h) \approx \frac{1}{m} \sum_{i=1}^{m} [IS(t_i) + \lambda DQ(S)] = \left[ \frac{1}{m} \sum_{i=1}^{m} IS(t_i) \right] + \lambda DQ(S) \ (11)$$

By averaging over $m$ target scenarios, the first component measures the interaction difficulty of the target domain. The second component is still $DQ(S)$ because it is independent of $T$. We quantify $DQ(S)$ based on the diversity of scenarios from a source domain, according to the intuition that a model exposed to a greater diversity of scenarios during training would be more adaptive to unseen test scenarios.

A practical use of approximating scenario generalization is that it provides a support in selecting the domain among multiple candidate domains. In the case of a single target domain and multiple source domains, with the goal to select the best source domain to train a model, according to Eq.(11), one only needs to select the source domain with the smallest $DQ(S)$ term since the IS term of the target domain remains the same for all source domains. Similarly, in the case of a single source domain and multiple target domains, having the aim of selecting the best target domain for a trained model, one only needs to select the target domain with the smallest IS term.

5 Experiment Setup

5.1 IS Measurement Setup

To compute the IS measurement, we exploit social force Helbing et al. (2000) as the internal steering model family/architecture since it is computational efficient, easy to control, and one of the most widely studied and extensively validated simulation models.

In general, the abstract crowd model does not assume homogeneous agents, since we need to represent as many steering policies for all tasks in the scenario as possible. Thus, ideally, each task should sample its own internal simulation parameter, notated by $\theta_j^i \sim_n (\theta_1^1$ for agent 1, $\theta_2^2$ for agent 2, ..., $\theta_n^j$ for
agent $n$) instead of $\theta^j$ for all $n$ agents. However, in the experiment setup, in order to simplify the crowd simulation and reduce the simulation time (with an appropriately smaller $m$ value), we experimentally set them to be identical ($\theta_1^j = \theta_2^j = ... = \theta_n^j$), and find that even in this simplified setup, IS suffices to capture the task-level inter-agent interaction difficulties and to differentiate tasks in a scenario. In other words, for simplifying the simulation in our experiment, the steering models of all interactive agents in one simulation are the same, although an agent does not know other agents’ models.

Each agent plans independently with A-star algorithm, leading to a sequence of planned waypoints. During the movement, an agent targets the current farthest visible waypoint (the one that is not occluded along the line of sight of the agent by obstacles or other agents) as its local destination and removes some “outdated” waypoints.

The solo trajectory $s_i$ of an agent is obtained by (i) planning the shortest path for the agent with A-star and (ii) simulating the single agent in the environment with the simulator $\theta^*$ without other agents. During the simulation, at each step, the agent finds the current farthest planned waypoint visible and treats it as the temporary destination that yields the attractive force. This way, the ideal smooth version of the shortest path for the agent $s_i$ is obtained. $s_i$ is the solo trajectory of agent $i$ from its initial position to its destination. It is obtained by (i) planning the shortest path for agent $i$ with a deterministic planning model (in our experiment A-star algorithm is used) and (ii) simulating the single agent $i$ with the obstacles but without any other agents, using social force model set to be $\theta^*$. During the simulation phase, at each step, agent $i$ finds the current farthest visible planned waypoint, which is not occluded along the line of sight of the agent by obstacles and treats it as the temporary destination that yields the attractive force (the repulsive forces come from obstacles). This way, we have the composite force and thus acceleration for the agent at that step. By accumulating steps, we obtain the solo trajectory $s_i$ as a smooth version of the shortest path for agent $i$. Note: to compute the line of sight, we calculate the range map for each agent at each step, illustrated in Figure 6. If there are other agents in the scenario, the range map in local coordinate system of an agent is part of the input of BC/GAIL/PPO learning model of that agent, described in subsection 8.1. When calculating solo trajectory $s_i$, there are no other agents but obstacles.

$\theta^*$ is used to run the solo simulation. We set $\theta^*$ as $\theta^{50}$ simply to denote that we have a parameter in between the two extreme case parameters for the simulator. In fact, the algorithm is designed not to be sensitive to the choice of $\theta^*$: when running the solo simulation, there exist no other agents and thus no agent–agent repulsion ($\theta_1 \sim \theta_{300}$ only serves in varying the agent–agent repulsion).

To determine the support of $\Theta$ for the uniform distribution $P(\Theta = \theta^j) = \frac{1}{m}$, $j = 1, 2, ..., m$, we linearly and evenly interpolate $m = 300$ points between

\[ \text{Here, the agent index is omitted in the notation since the steering models of all agents have the same parameter in a simulation.} \]
A range map is directional distances from the center of an ego agent (the filled black agent in the left figure) to the surfaces of other agents and the surfaces of obstacles. The ego agent’s range map shown in the right figure has a resolution of 360 degrees. The map is further aligned to the local coordinate system of the agent, to make a movement decision for the next step by a learning model. When computing solo trajectory, there are no other agents but obstacles in the range map. Unfilled circles are other agents. The triangles are destinations.

Fig. 6

The two end points, $\theta_1$ and $\theta_m$, in the social force model’s agent repulsion importance, repulsion-agent-A, and repulsion-agent-B parameters, shown in Table 3 (we aim to capture only the influence of other agents on an agent; thus, we eliminate the change of other parameters like the repulsion from walls). $\theta_1$ imposes small agent–repulsion factors, while $\theta_m$ imposes significant agent–repulsion factors. Simulations on these uniformly distributed parameters form the “max-entropy” interactive trajectory, hence the diversity of $T_i$ for agent $X_i$ in the scenario.

For setting $c_i$, we consider that although a set of interactive trajectories of an agent forming a mode might fall into a new homotopy class, modes are not identical to homotopy classes, due to the fact that in a decentralized setting (Section 1), modes are not planned but formed by interaction. Therefore, $c_i$ is not set in advance through the number of homotopy classes, but to be determined by the deviation of the sampled trajectories from the ideal solo trajectory. In our experiment, for each agent $X_i$, $i = 1, 2, ..., n$, its number of abstracted modes $c_i$ is set to be proportional to the mean value of the DTWs of agent $X_i$, expressed by $c_i = \alpha \cdot \text{mean of } \{d_1^i, d_2^i, ..., d_n^i\}$, where the proportional coefficient $\alpha$ is set to be 0.5.

Regarding $\lambda$, $\lambda$ is used to adjust the relative weights of IS and DQ. It only influences the final ISDQ score. When it comes to selecting a source or a target domain, the linearization of the true target error in Eq.(10) ensures that the ranking is not sensitive to the choice of $\lambda$. This is summarized in the following: (i) to select among source domains given a target domain, the IS(\(\mathbb{T}\)) term is
fixed for all candidate source domains; one only needs to select a source domain with the lowest DQ(\(S\)) value. (ii) To select among target domains, given a source domain, DQ(\(S\)) is a constant for all candidate target domains; one only needs to select a target domain with the lowest IS(\(T\)) value. Though irrelevant to the ranking, we set \(\lambda = 0.1\) instead of 1 to make the range of ISDQ values close to the range of true target errors.

Last but not the least, we believe that a good ground truth metric for a learning model should be easy to understand and objective (event-based, non-parameterized, without the need to use another algorithm to describe it). In addition, considering that the main challenge for an agent equipped with a path planner and sensors in a decentralized crowd is to avoid collisions with other agents, we choose to use the number of agent-agent collisions as the ground truth metric for the exact scenario generalization of a learning model.

Table 3 The ending parameters \(\theta^1\) and \(\theta^m\) of the IS measurement for the internal social force simulator. All \(m = 300\) parameters are linearly interpolated between them. Assume the mass of an agent is 80kg.

| Parameter                                           | \(\theta^1\) | \(\theta^m\) |
|-----------------------------------------------------|---------------|---------------|
| Max speed (m/s)                                     | 2.6           | 2.6           |
| Acceleration (m/s\(^2\))                           | 0.5           | 0.5           |
| Agent repulsion importance                          | 0.0           | 10.0          |
| Agent body force / mass (s\(^{-2}\))               | 1500.0        | 1500.0        |
| Wall body force / mass (s\(^{-2}\))                | 1500.0        | 1500.0        |
| Sliding friction force / mass (m\(^{-1}\)s\(^{-1}\)) | 3000.0        | 3000.0        |
| Repulsion-agent-B (m)                               | 0.01          | 0.28          |
| Repulsion-agent-A / mass (N/Kg)                     | 5.0           | 60.0          |
| Repulsion-wall-B (m)                                | 0.20          | 0.20          |
| Repulsion-wall-A / mass (N/Kg)                      | 63.33         | 63.33         |

5.2 Baseline Setup

There are only a few existing methods that directly solve the same problem: measure task-level inter-agent interaction difficulty. Thus, we extract part of the computational procedure in Berseth et al. (2013) and treat it as the baseline (denoted as BL). The computation is as follows: (i) Plan the shortest path for each agent in a scenario using A-star, (ii) empirically assign a timestamp to each planned waypoint according to the start time of the agent and the grid size in A-star planning, and (iii) test each pair of waypoints (agents) for proximity in terms of space and time. If the distance of two waypoints is below a threshold, they are considered to have an anticipated interaction. The final baseline score would be the number of such anticipated interactions averaged over scenarios and over agents from a domain. The method measures inter-agent interaction at task level and is compared with the IS measurement.
Particularly, an anticipated interaction is detected if $\|p_i - p_j\| < \epsilon_d$ and $|t_i - t_j| < \epsilon_t$, where $p_i$ is the spatial position of a waypoint belonging to agent $X_i$ at timestep $t_i$, and $p_j$ is the spatial position of a waypoint of agent $X_j$ at timestep $t_j$. $\epsilon_d$ and $\epsilon_t$ are the spatial and temporal closeness threshold respectively. In the experiment, we adjust $\epsilon_d = 1.6m$ and $\epsilon_t = 1s$ for all tests.

5.3 Another Comparison Method to Predict Generalization

Given a point cloud and distance metric, a general pipeline of persistent homology in topological data analysis (TDA) for analyzing the structure of the point cloud first includes conducting Vietoris–Rips filtration by gradually increasing the distance threshold between two points that determines their connectivity and then computing the creation and destruction of all the point loops based on the connectivities, which are represented in the form of a persistent diagram (Munch (2017)). The persistent diagram characterizes the main shape of the point cloud and is robust against small perturbations on the points.

In recent years, there have been attempts to combine the merits of topological data analysis (TDA) and machine learning. Corneanu et al. (2020) applies the persistent homology in TDA to predict the generalization of a learning model for image recognition, facial action unit recognition, and semantic segmentation. In their method, a point is defined as the activation of a neuron of the learning model during the training procedure, and the distance metric between two points is defined as the correlation of the activations between the two neurons. The topological summary (feature) extracted from the persistent diagram is used to train a linear regressor that directly predicts the gap between the train error and the target error, assuming that the source domain and target domain obey the same distribution. Although the method makes a direct prediction of the error gap, it requires not only actually training the model but also keeping track of the correlations between activations of pairs of neurons of the model at every training epoch.

We modify the method in Corneanu et al. (2020) to apply it in the decentralized crowd setting. We actually train the proximal policy optimization (PPO) model (Schulman et al. (2017) on a source domain and calculate the correlations of activations for each pair of 500 sampled neurons of the PPO model at every training epoch, based on which we compute the topological summary (feature) of the persistent diagram on the source domain to fit a linear regressor with the error being the number of agent–agent collisions. Once the PPO model is trained, we apply it to the target domain to further characterize the topological summary (feature) of the target domain. Feeding the feature of the target domain to the linear regressor, we get the predicted error gap between the source and the target and thus the target error prediction in terms of the number of agent–agent collisions. We treat the modified method as another scenario generalization estimator and denote it as PPO-TDA for comparison.
Fig. 7 Six benchmarks in exocentric standard domain (ExSD). (a) Evacuation 1, (b) Evacuation 2, (c) Bottleneck squeeze, (d) Concentric circle, (e) Hallway two-way, and (f) Hallway four-way. Image source: Qiao et al. (2019).

Fig. 8 Example scenarios sampled from egocentric representative domain (EgRD), shown with expert trajectories. Each agent (denoted as a circle) aims to reach its destination (a triangle of the same color) while avoiding other agents and obstacles (blue squares). Image source: Qiao et al. (2019).

Fig. 9 Visualization of Stanford real domain (SRD), which consists of a high density of real pedestrian trajectories collected at a train station, shown with black curves that start from the initial positions denoted by red circles. The pedestrians enter into or exit from the scenario asynchronously. Positions in a trajectory contain noise due to detection, tracking, and localization errors.
Fig. 10 Visualization of the Stanford drone domain (SDD), which consists of four environment configurations including non-rectangular obstacles captured by a drone. Pedestrians enter or exit the scenarios sporadically and asynchronously, illustrated by dashed color curves.

5.4 Descriptions of Scenario Domains

The scenario domains exocentric standard domain (ExSD), egocentric representative domain (EgRD), and Stanford real domain (SRD) are studied in Qiao et al. (2019). In this work, we include an extra domain – Stanford drone domain (SDD) – for the estimation of scenario generalizations.

**Exocentric Standard Domain (ExSD)**

ExSD provides six benchmarks visualized in Figure 7. They include (i) Evacuation 1: 30 agents evacuate through a doorway of width 2.4m. (ii) Evacuation 2: Similar to Evacuation 1 but with the doorway width narrowed to 1.4m. (iii) Bottleneck squeeze: 30 agents enter and traverse a hallway of width 4.2m. (iv) Concentric circle: 20 agents symmetrically placed along a circle aim to reach antipodal positions. (v) Hallway two-way: 30 agents travel in either direction through a hallway. (vi) Hallway four-way: 32 agents arrive from and travel to any of the four cardinal directions. The benchmarks create scenarios by varying the initial positions and destinations of agents within certain regions.

**Egocentric Representative Domain (EgRD)**

EgRD provides a scenario space from where scenarios are sampled to embody small-scale but general inter-agent interactions. Both the positions of obstacles and the initial positions/destinations of agents obey a uniform distribution in the 2D spatial space, visualized in Figure 8. A scenario contains about 25 agents. Therefore, this domain contains highly diverse scenarios.
Stanford Real Domain (SRD)

SRD Alahi et al. (2016), visualized in Figure 9, consists of a large set of real pedestrian trajectories collected at a train station of size 25m × 100m for 12 × 2 hours by a set of distributed cameras. Identity numbers and position histories with timestamps of the pedestrians are extracted from the image sequences with detection and tracking algorithms. Creating the dataset is challenging due to the following reasons: (1) The agent density is quite high. In a time duration of 4 minutes, there are about 500 pedestrians moving in the train station. (2) Pedestrians are highly asynchronous. They enter into and exit from the train station at different timestamps, without a unified time controller. (3) The data is noisy due to the detection, tracking, and localization error and the difficulty to measure the accurate positions of the obstacles (infeasible areas).

Stanford Drone Domain (SDD)

SDD Robicquet, Sadeghian, Alahi, and Savarese (2016) contains four different obstacle configurations due to the aerial displacement of a drone that takes videos of the coupa area of Stanford campus from a bird’s-eye view, shown in Figure 10. There are four videos in this domain, each containing 87 ∼ 123 pedestrians entering and exiting the scenario sporadically and asynchronously. Areas like lawns are also considered obstacle areas even though occasionally some pedestrians traverse across them. The original dataset is in the image coordinate system. With the Google Earth tool that measures distance, the world coordinates of obstacles can be annotated, and the pedestrian positions are consequently converted into the world coordinate system.

In SDD, four scenarios are extracted from four videos and used as target scenarios. In SRD, 10 scenarios are extracted from a large dataset and used as target scenarios. In ExSD, 100 scenarios are sampled as source scenarios, while 18 scenarios are sampled as target scenarios (for each benchmark in ExSD, we sample scenarios by varying the initial positions and destinations of agents). Finally, in EgRD, 4000 scenarios are sampled as source scenarios, and 100 scenarios are sampled as target scenarios by varying both the tasks of agents and the obstacle configurations. The number of scenarios in a domain are determined according to the availability of data and the time consumption in running a scenario.

6 Efficacy Test in Three Hypotheses

Figure 11 visualizes scenarios of the three tests to compare the measurement and the baseline based on the corresponding three hypotheses.

6.1 Temporal Accumulation

The test checks whether the bias can be restrained along the temporal accumulation of trajectories (paths). To this end, two comparative scenarios are designed, shown in Figure 11a. In scenario 1 (left), two agents move side by
side maintaining close distance toward the paralleled triangles. In scenario 2 (right), two agents move toward each other and aim to reach the antipodal positions. Intuitively, the interaction in scenario 1 is less than that in scenario 2, although within a close distance, agents in scenario 1 do not need much effort to avoid each other since their movements are in parallel. In contrast, in scenario 2, agents have to make a reciprocal turn to avoid each other, requiring significant effort.

In terms of the average interaction over the two agents, the baseline accumulates interactions along time steps that leads to $33 \gg 1$ (scenario 1 vs scenario 2), which is a large bias. The IS measurement restrains the influence of temporal accumulation and results to $1.815 < 1.965$ (scenario 1 vs scenario 2).

### 6.2 Consequent Interaction

The test checks whether the consequence of a preceding interaction is incorporated into the subsequent interactions in measuring the interactivity between the task $X_i$ and tasks $X_{-i}$. To this end, two comparative scenarios are designed, shown in Figure 11b. In scenario 1, agent $X_i$ starts from the left and aims to reach the right triangle, while agents $X_{-i}$ queue in a line and aim to reach the left triangle. In scenario 2, the agent $X_i$ remains the same, whereas agents $X_{-i}$ start in a V-formation, with each agent targeting a left triangle at the same horizontal level. Intuitively, the task of agent $X_i$ in scenario 1 is less difficult than that of agent $X_i$ in scenario 2: if the agent $X_i$ in scenario 1 manages to avoid the first agent in $X_{-i}$, it does not need to make much effort to avoid the remaining agents in a line. In contrast, in scenario 2, even though the agent $X_i$ avoids the first agent, it would still confront another agent in the V-formation, which requires consequent movement adjustment.

Owing to a higher degree of waypoints overlapping, the baseline measures a higher spatial-temporal proximity of waypoints between agent $X_i$ and agents $X_{-i}$ in scenario 1 than that in scenario 2, leading to $7 > 4$ (scenario 1 vs scenario 2). The IS measurement incorporates consequences of preceding interactions, resulting in $4.127 < 4.716$ (scenario 1 vs scenario 2).

### 6.3 Movement Direction

This test checks whether movement direction is reflected in the measurement. To this end, two comparative scenarios are designed, shown in Figure 11c. In scenario 1, six agents placed tightly along a hexagonal area aim to move outward to their destinations. In scenario 2, six agents move inward toward the hexagonal area. Intuitively, the interaction in scenario 1 is lower than that in scenario 2: agents in the first scenario enjoy a clearer space during their movement. Agents in the second scenario have a reduced space when moving inwards. Without knowing other agents’ destinations, agents in scenario 2 need to adapt to the situation that seems to be more and more urgent.
(a) Temporal accumulation test  
(b) Consequent interaction test  
(c) Movement direction test

Fig. 11 Scenarios for three tests to compare the IS measurement and the baseline based on three hypotheses. Each hypothesis comprises two scenarios: scenario 1 (left) and scenario 2 (right). The initial position is represented by a circle, while the destination is represented by a triangle of the same color.

For the average interaction over the six agents, the baseline is supposed to report equal interactions for the two scenarios, but planning diagonally introduces a discretization error, which leads to 9 > 6 (scenario 1 vs scenario 2). The IS measurement reflects the movement direction and results in 1.109 < 1.504 (scenario 1 vs scenario 2).

In summary, the measurement is better than the baseline in terms of lowering the bias of temporal accumulation, reflecting consequent interactions and embodying the impact of movement direction on the task-level interactivity.

7 Efficacy Tests on Three Domains

7.1 Results on Exocentric Standard Domain

Figure 7 visualizes six benchmarks of ExSD Qiao et al. (2019). Experimental results obtained by using the IS measurement over each of the six benchmarks in ExSD are summarized in Figure 12a. Three in-depth observations on the domain explain why the IS measure is reasonable. First, Evacuation 2 has the highest inter-agent interaction difficulty, followed by Evacuation 1 and Bottleneck squeeze. The three benchmarks have the same number of agents (30 agents). Although Bottleneck squeeze has a much longer corridor than the others, there is little interaction once agents enter the corridor. Therefore, the main contributory factor of the inter-agent interaction difficulty in these three benchmarks would be the width of the doorway. In Evacuation 2, the doorway is 1.4m wide. The doorway of Evacuation 1 is 2.4m wide, while the doorway
The box plots of the IS measurement (Figure 12a) and the baseline measurement (Figure 12b) over each of the six benchmarks in ExSD. Along the horizontal axis, characters denote benchmarks with the order: (a) Evacuation 1, (b) Evacuation 2, (c) Bottleneck squeeze, (d) Concentric circle, (e) Hallway two-way, (f) Hallway four-way. The vertical axis is the quantification of the corresponding measurement.

Fig. 12 The box plots of the IS measurement (Figure 12a) and the baseline measurement (Figure 12b) over each of the six benchmarks in ExSD. Along the horizontal axis, characters denote benchmarks with the order: (a) Evacuation 1, (b) Evacuation 2, (c) Bottleneck squeeze, (d) Concentric circle, (e) Hallway two-way, (f) Hallway four-way. The vertical axis is the quantification of the corresponding measurement.

Experiment results with the baseline Berseth et al. (2013) over the six benchmarks of ExSD are summarized in Figure 12b. Bottleneck squeeze ranks the highest, followed by Evacuation 2, Concentric circle, and Evacuation 1. This ranking does not disclose the contributory factors of task-level inter-agent interaction.

7.2 Results on Egocentric Representative Domain

Figure 13a and Figure 13b visualize a scenario in EgRD. Figure 13a illustrates the per-agent results of the IS measurement in the scenario. The marks on the agents emphasize the following observations: (i) our measurement identifies tasks that are spatially isolated from other tasks. These tasks, indicated by a text box with “a”, are either short or spatially far away from other tasks; and (ii) our measurement captures temporally isolated tasks, indicated by a text box with “b”. Even though these tasks seem to have intersections with other trajectories in the 2D spatial space, in the spatio-temporal space, such tasks allow an agent with regular speed to temporally avoid other agents by reaching the intersections earlier or later. Thus, our IS measurement can distinguish tasks in a scenario based on their interaction intensity. The average of the IS
measurement over all agents and over 100 scenarios in EgRD is shown in Table 4. Note that in rare cases when agents fail to reach the goal, the IS measure may introduce noise as indicated by a text box with “c”, with its intended destination depicted by an ellipse. This is a potential limitation of IS.

The baseline result on the same setting is also summarized in Table 4. Figure 13b illustrates the per-agent baseline results on the same scenario, where a detected interaction is denoted by a small circle comprising two rings of different colors. These colors indicate the two interacting trajectories’ colors. Since the baseline only uses a static A-star path, it is free of the failing agent issue (green “a”). However, detected interactions and the measure are not as reasonable as the IS measurement. For example, planned paths marked with big black circles have baseline results that are noticeably lower than those by intuition if we compare one of them (“b”) with another path (“c”) in the top-most part of the figure with the same value.

Moreover, agents marked by big yellow circles designate the baseline results that are higher than those by intuition. For instance, a blue planned path (“d”) has a higher-than-intuition baseline value, resulting from the discretization when planning diagonally. The others (“e”, “f”, and “g”) are affected by the fact that the baseline method cannot capture the potential changes in the subsequent interactions caused by preceding interactions if there are multiple detected interactions. For instance, if the blue path (“e”) could detour a little to avoid the pink (“a”) consequently, the corresponding blue agent may also prevent the later spatial-temporal encounter with the green (“f”). Besides, the red path (“g”) could have had a path belonging to a different homotopy Bhattacharya (2010) under the influence of other agents.

### 7.3 Results on Stanford Real Domain

Eight trajectory sets of eight agents in one scenario of SRD are shown in Figure 14. In Figure 14a–Figure 14c, as the destination becomes further away from the initial position, the IS increases correspondingly. However, the length of a task is not the sole factor that influences the measurement. For example, Figure 14d has a higher IS than Figure 14c although the task length in Figure 14d is shorter than that of Figure 14c. This is natural as the destination in Figure 14d is located at a narrow entrance/exit. This is further observed in Figure 14e, where agents cannot reach the destination at a narrow entrance/exit due to congestion. In Figure 14f and Figure 14g, a significant amount of trajectories are repelled at wrong entrances/exits, leading to an even higher interaction. An agent is repelled into a wrong entrance/exit when it confronts a group of agents. Lastly, the IS in Figure 14h is higher than that of Figure 14e. This is because the trajectories in Figure 14h are stuck at an earlier stage of the task, whereas in Figure 14e, they are not. These visualizations reveal that the IS measurement reflects not only contributory factors but also their superpositions and the dynamic characteristics of the interactivity of tasks. The average of the IS measurement over all agents and over ten scenarios in SRD is shown in Table 4.
Fig. 13 Visualizations of (a) the per-agent IS measurement and (b) the per-agent baseline in a scenario of EgRD. In both figures, filled black squares represent obstacles, and triangles represent destinations. A number labeled near a task of the same color denotes the inter-agent interactivity for that task. In (a), the trajectories are simulated at $\theta^*$. Text boxes with “a” inside indicate that IS identifies tasks that are spatially isolated from other tasks. Text boxes with “b” inside denote that IS captures tasks that are temporally isolated from other tasks. A text box with “c” inside shows a case where the internal simulator fails to steer the agent to its intended destination, which is marked by an ellipse. In (b), a smaller circle, comprising two concentric rings of different colors of the involved tasks, denotes a detected interaction by the baseline, and large circles are for analysis purpose: the planned path marked with a big green circle demonstrates that the baseline method is free of the failing agent issue; the planned paths marked with big black circles have baseline results that are noticeably lower than those based on intuition; the planned paths marked with big yellow circles signify the baseline results that are higher than intuition.

The baseline result obtained by using the same experimental setup is also provided in Table 4. Corresponding to the same tasks in Figure 14, the eight planned paths and the detected interactions based on the baseline are depicted in Figure 15a-Figure 15h for comparison. Apparently, the baseline results present a large variance and cannot reveal the contributing factors nor their superpositions.

8 Verify Estimation of Scenario Generalization

We verify the consistency between the ranking in true scenario generalizations and that in estimated scenario generalizations. Based on the estimations, we further discuss the selection among candidate domains.
8.1 Ground truth Scenario Generalization Ranking

The ground truth ranking for scenario generalizations of a model can be (empirically) determined by actually training that model on source, evaluating it on target w.r.t. the desired performance metric and then ranking it across sources/targets on the same metric. In this study, the performance metric is the number of agent–agent collisions along model trajectories, averaged over agents and scenarios.

The input of a learning model, simulated for each agent at each step, includes a range map (a distance map from the center of the ego agent to the surfaces of its surrounding obstacles and other agents) and a local guidance velocity toward the farthest visible waypoint or the destination (the farthest one that is not occluded along the line of sight of the ego agent by obstacles or other agents), both of which are in the local coordinate system of the agent.
(each agent is self-centered), and the output of the model is the velocity for the next step of the agent in its local coordinate system. In this work, we consider two kinds of input range map. The first kind has a resolution of 360 covering a 360-degree field of view, which we refer to as the dense feature. The second kind of range map has a resolution of 9 that covers a 90-degree field of view centered at the current heading direction of an agent, which we refer to as the sparse feature.

We apply three representative training paradigms (BC Long et al. (2017), GAIL Ho and Ermon (2016), and PPO Schulman et al. (2017)) to train models on ExSD or EgRD source and test the models on the four targets ExSD, EgRD, SRD, and SDD. BC, GAIL, and PPO epitomize three distinct families of models. BC and GAIL are studied in Qiao et al. (2019). They are imitation models that require demonstrated trajectories. In this work, we further cover the reinforcement learning paradigm, realized by proximal policy optimization (PPO) that does not require explicit demonstrations and, instead, gradually learns (by reinforcement) to optimize the local steering policy for solving the task (reach the goal from initial position). These paradigms feature in the following: (i) BC focuses on imitating simple reactive behaviors, encompassing classic regressors like support vector regressor, Random Forest, etc. (ii) GAIL considers the impact of local actions on accumulated outcomes. It does not require a preset reward function, which it learns adversarially. (iii) PPO, a SOTA on-policy RL approach with a proximal policy optimization uses gradient optimization in place of second-order methods, is penalized with the KL divergence between the new policy and the old policy, leading to

\[
\text{reward} = w_l \cdot r_l \cdot p_t + r_d + p_c, \tag{12}
\]

where \(w_l\) is a weight factor, which is empirically set to be 3. \(r_l\) is a location-based reward taking into account the distance to the destination. The smaller the distance, the higher \(r_l\) is. \(p_t\) is a predictive collision reward based on time-to-collision: the longer time-to-collision is, the higher this reward is. \(r_d\), empirically set to be 2, is an instantaneous reward triggered only when the agent reaches the destination. \(p_c\), empirically set as \(-0.01\), is an instantaneous reward for actual collisions with neighboring agents or with obstacles.

The true costs are shown in Table 5, for both imitation models (BC & GAIL) and reinforcement learning models (PPO). A lower true cost indicates a higher true scenario generalization. According to the table, in terms of the source domain, a model trained on domain EgRD has a higher true scenario generalization than one trained on ExSD, given the two models adopt the same kind of input range map, and are trained with the same paradigm, and then tested on the same target domain. On the other hand, for the same trained model performing on different target domains, due to the variations in input features, source-target domain pairs, and training paradigms, some models yield true scenario generalization rankings, from highest to lowest, in EgRD \(\succ\) SDD \(\succ\) ExSD \(\succ\) SRD, while other models yield SDD \(\succ\) EgRD \(\succ\) ExSD \(\succ\) SRD, and their agent–agent collision metrics on target domains EgRD and SDD are close.
Therefore, we treat either ranking as the ground truth ranking and denote them as $EgRD = SDD \succ ExSD \succ SRD$.

The results of PPO models are consistent, while for imitation models, there are outliers underlined in Table 5. In addition, we observe the PPO paradigm generates the highest-quality trajectories, which present consistently successful behaviors in all target domains. On the other hand, both BC and GAIL’s performance depends strongly on the model and hyper-parameter tuning; our exhaustive validation during training could not yield reasonable performance. BC and GAIL showed many failing behaviors, which may introduce outliers for them. The underlined outliers in Table 5 may be attributed to the inferior behavior of imitation models, in comparison with PPO.

Table 4 Comparison of estimated target errors on $ExSD$, $EgRD$, $SRD$ and $SDD$ target domains for a trained model, which is averaged over scenarios and agents. The number in the parentheses indicates the ranking among target domains $ExSD$, $EgRD$, $SRD$, and $SDD$. A lower rank implies a higher scenario generalization.

| Test on $ExSD$ | Test on $EgRD$ | Test on $SRD$ | Test on $SDD$ |
|---------------|---------------|---------------|---------------|
| Baseline | 31.92 ± 27.99 (2) | 2.78 ± 1.03 (1) | 89.78 ± 20.79 (3) | 904.50 ± 415.84 (4) |
| IS (Ours) | 4.78 ± 1.53 (3) | 1.56 ± 0.45 (1) | 7.60 ± 0.31 (4) | 2.50 ± 0.66 (2) |

8.2 Estimated Scenario Generalization

Scenario generalizations of learning models are estimated according to Eq.(11). First, $DQ(S)$ (the second term in Eq.(11)) on source $ExSD$ and source $EgRD$ are quantified with the method described in Section 3.4. The results are shown in Table 6, indicating that $EgRD$ is quantified with a higher diversity than $ExSD$, which is in accordance with the subjective assessment. Second, the IS measurements (the first term in Eq.(11)) on target domains $ExSD$, $EgRD$, $SRD$, and $SDD$ are computed. The results are provided in Table 4, compared with the baseline. Third, we combine the two terms with $\lambda = 0.1$ to obtain the estimated target errors for various pairs of source domains and target domains. The final results are incorporated in Table 5. It shows that the ISDQ ranks the estimated scenario generalizations of a trained model on target domains, from highest to lowest: $EgRD \succ SDD \succ ExSD \succ SRD$, consistent with the ranking in true scenario generalizations.

For comparison, we substitute the IS term in Eq.(11) with the baseline quantity (BL) to obtain the $BLDQ$ estimated target errors. Table 5 shows that $BLDQ$ yields a ranking over target domains, from highest to lowest: $EgRD \succ ExSD \succ SRD \succ SDD$, inconsistent with the ground true ranking.

For another comparative scenario generalization estimator PPO-TDA, in terms of the absolute predicted target error, we can see that there is a large discrepancy between the true target error (PPO) and the predicted target error (PPO-TDA), trained under the same source domain. Regarding the ranking
Table 5: True target errors (agent–agent collisions) and estimated target errors, averaged over scenarios and agents, with standard deviation. The true target errors are directly measured for models trained with the BC, GAIL, or PPO methods on either ExSD or EgRD source domain and tested on ExSD, EgRD, SRD, and SDD target domains, using either a dense range map or sparse range map as model input. The target errors are also estimated by combining IS or the baseline (BL) term and the DQ($S$) term. A number in red within parentheses indicates the source domain’s ranking between ExSD and EgRD given the same target domain, with the same training method and the same kind of input range map (comparisons are in the vertical direction). A number in blue presented within parentheses indicates the target domain’s ranking among ExSD, EgRD, SRD, and SDD under the same source domain and the same training method (comparisons are in the horizontal direction). A lower rank implies a higher scenario generalization. The underlined numbers are considered outliers in imitation models.

| S / Method | Test on ExSD | Test on EgRD | Test on SRD | Test on SDD |
|------------|--------------|--------------|-------------|-------------|
| BC (dense) | 1.87 ± 0.87 (2) | 0.31 ± 0.16 (1) | 0.38 ± 0.18 (2) | 0.22 ± 0.14 (1) |
| BC (sparse) | 4.43 ± 2.81 (3) | 0.07 ± 0.04 (1) | 0.31 ± 0.18 (1) | 0.47 ± 0.02 (1) |
| GAIL (dense) | 2.99 ± 2.49 (2) | 0.43 ± 0.21 (2) | 11.37 ± 5.98 (2) | 6.43 ± 0.23 (1) |
| GAIL (sparse) | 5.08 ± 5.81 (2) | 0.81 ± 0.41 (2) | 19.23 ± 10.00 (2) | 6.43 ± 0.23 (1) |
| PPO (dense) | 6.49 ± 2.79 (2) | 10.08 ± 6.49 (2) | 19.23 ± 4.75 (2) | 6.43 ± 0.23 (1) |
| PPO (sparse) | 31.23 ± 20.79 (2) | 10.08 ± 6.49 (2) | 19.23 ± 4.75 (2) | 6.43 ± 0.23 (1) |
| ISDQ (ours) | 4.09 ± 1.53 (2) | 0.87 ± 0.45 (2) | 6.59 ± 0.31 (2) | 1.79 ± 0.66 (2) |
| PPO-TDA | 6.49 ± 0.18 (2) | 5.69 ± 0.16 (2) | 6.16 ± 0.45 (2) | 0.87 ± 0.23 (2) |
| BLDQ | 0.49 ± 0.03 (1) | 0.47 ± 0.02 (1) | 0.47 ± 0.02 (1) | 0.47 ± 0.02 (1) |
| ISDQ (ours) | 3.66 ± 1.53 (2) | 0.44 ± 0.23 (2) | 6.16 ± 0.31 (2) | 0.87 ± 0.23 (2) |
Table 6 DQ(S) terms of ExSD and EgRD. A number within parentheses indicates the rank of the source domain. A lower rank number implies a higher scenario generalization.

|        | H(£) | H(I, D | £) | H(I, D, £) | DQ(S) |
|--------|------|-------|----------|----------|-------|
| ExSD   | 2.59 | 4.32  | 6.91     | -6.91 (2)|       |
| EgRD   | 6.64 | 4.57  | 11.22    | -11.22 (1)|       |

of the predicted scenario generalizations on target domains, from highest to lowest, the PPO-TDA trained on ExSD yields SDD ≻ ExSD ≻ EgRD ≻ SRD, while the PPO-TDA trained on EgRD yields EgRD = SRD = SDD ≻ ExSD, neither of which accords with the ground truth ranking.

8.3 Selecting Candidate Domain

In the case of a single target domain with multiple source domains, the goal is to select the source domain that has the smallest DQ(S) term. Results in Table 5 and Table 6 reveal that on the same target domain, EgRD domain has a lower DQ(S) and hence a higher estimated scenario generalization than ExSD domain when served as a source domain. This estimated ranking accords with the ranking in the true scenario generalizations. On the other hand, in the case of a single source domain with multiple target domains, the goal is to select the target domain with the smallest IS term for an already trained model. Again, the IS measurement ranks the estimated scenario generalizations in accordance with the ranking in the true scenario generalizations. Therefore, one may exploit the diversity quantification (Table 6) to choose the source domain and the IS measurement to select the target domain (Table 4) for training and testing a model. Subsequently, when there are multiple source domains and multiple target domains, the combined ISDQ measurement could indicate the appropriate source-target domain pair.

9 Further Discussion

9.1 Alternative Internal Simulator

We choose social force as the primary internal steering model in that it is computational efficient, easy to control via parameters, and more suitable than other models. For instance, Reynolds (Boids) simulates the flocking behaviour of birds. Two interaction rules in Boids agents require that the agents form a group and share roughly the same goal position. By contrast, in decentralized crowd systems, each agent has its own task. For RVO and ORCA Van Den Berg et al. (2011), once a feasible space (collision-free velocity space) is found, they choose the velocity closest to the input planned velocity, thus less capable of presenting various interactions among agents (recall the purpose of sampling m points is to cover as many steering policies for all tasks in the scenario as possible). For more recent ones, they are generally more complex, and are even
learning-based, which are harder to control and may not be appropriate as an internal steering model.

Although our primary choice is social force, here we conduct experiments using ORCA as an alternative internal steering model, based on which we measure the IS scores over the four domains. The ending parameters of ORCA for sampling trajectories are listed in Table 7. Other algorithmic settings remain unchanged.

Table 7 The ending parameters $\theta^1$ and $\theta^m$ of the IS measurement for the internal ORCA simulator. All $m = 100$ parameters are linearly interpolated between them (we reduce $m$ from 300 to 100 to speedup sampling of trajectories).

|                      | $\theta^1$ | $\theta^m$ |
|----------------------|------------|------------|
| neighbor distance (meter) | 1.0        | 50.0       |
| maximum number of neighbors | 1          | 50         |
| time horizon (second)    | 0.1        | 10.0       |
| time horizon obstacle (second) | 2.0       | 2.0        |

Our experimental results show that the ranking of IS scores over the four domains using ORCA accords with the ranking using social force, provided in Table 8. This suggests that the proposed framework is not sensitive to the choice of an internal steering model, in terms of estimating scenario generalizations of source-target domain pairs.

Table 8 Comparison of IS scores with different design choices in estimating task-level inter-agent interaction difficulties on $\text{ExSD}$, $\text{EgRD}$, $\text{SRD}$ and $\text{SDD}$ target domains, which is averaged over scenarios and agents. The number in the parentheses indicates the ranking among target domains $\text{ExSD}$, $\text{EgRD}$, $\text{SRD}$, and $\text{SDD}$.

|                      | Test on $\text{ExSD}$ | Test on $\text{EgRD}$ | Test on $\text{SRD}$ | Test on $\text{SDD}$ |
|----------------------|------------------------|------------------------|------------------------|------------------------|
| IS (SF-percentile)   | 4.78 ± 1.53 (3)        | 1.56 ± 0.45 (1)        | 7.60 ± 0.31 (4)        | 2.50 ± 0.66 (2)        |
| IS (ORCA-percentile) | 5.06 ± 1.15 (3)        | 1.66 ± 0.52 (1)        | 5.92 ± 0.22 (4)        | 2.50 ± 0.66 (2)        |
| IS (SF-DBSCAN)       | 0.59 ± 0.92 (3)        | 0.03 ± 0.05 (1)        | 1.74 ± 0.33 (4)        | 0.14 ± 0.09 (2)        |

Some visualizations of the sampled interactive trajectories of an agent using ORCA are shown in Figure 16.

9.2 Alternative Trajectory Clustering Method

In Section 3.2.2, we suggest a clustering method to group interactive trajectories of an agent into modes, based on DTW labeling and percentile. This method is computational efficient and easy to implement. On the other hand, trajectory clustering is a well-studied area, with many methods specifically for crowds Bian, Tian, Tang, and Tao (2018); Emonet, Varadarajan, and Odobez
In order to verify that the proposed framework is robust to the choice of a trajectory clustering method, we conduct an alternative trajectory clustering method using DBSCAN (Density-Based Spatial Clustering of Applications with Noise) Ester, Kriegel, Sander, Xu, et al. (1996). DBSCAN, a general and widely used clustering algorithm, grows a cluster by adding core points until no more core points can be added, and then adding non-core points from core points until no more non-core points can be extended from core points. A point that can not be added to any cluster is treated as an outlier.

The direct application of DBSCAN to group interactive trajectories of an agent requires the computation of the distance between every pair of the interactive trajectories of the agent, which is computationally expensive (in that trajectories may have different lengths, requiring complex computation like DTW, which is not trivial). To speedup the computation, we still use DTW to label each trajectory, by computing the difference between that trajectory and the solo trajectory of the agent, and then apply DBSCAN to the 1-dimensional
DTW data. In short, we keep DTW labeling but replace the percentile-based clustering method with DBSCAN based clustering method, to group DTW labeled trajectories.

We set the parameters of DBSCAN as $\epsilon = 10.0$ (the maximum distance between two points for one to be considered as in the neighborhood of the other), min samples = 5 (the number of points in a neighborhood for a point to be considered as a core point, including the point itself) across all four domains. The IS scores are shown in the last row of Table 8. We can see that although the absolute IS scores reduce dramatically compared with IS scores using the percentile clustering, the ranking of IS scores of the four domains remain unchanged. This suggests that the proposed framework is robust to the trajectory clustering method, in terms of estimating scenario generalizations of source-target domain pairs.

Some visualizations of the grouped interactive trajectories of an agent using DBSCAN are shown in Figure 17.
9.3 Influence of Obstacle Configuration

In IS, the obstacle configuration is an essential hidden factor on which IS depends, in that obstacle configuration exerts geometric and kinematics constraints on the interactions among agents. For example, agents moving in a small area may need more efforts to avoid each other, than that in a spacious area. To verify the influence of obstacle configuration, we designed a parameterized scenario where obstacle configuration varies while tasks are fixed. Figure 18 illustrates how the horizontal distance between two obstacles is gradually enlarged (note that across all scenarios, neither the number of agents nor their tasks change). Figure 19 depicts IS w.r.t. the horizontal distance between the two obstacles. The IS decreases dramatically when the distance increases from 3m to 4m. When the distance is further enlarged (>4m), the distance becomes less influential on IS, which fluctuates between 4.0 and 5.0. This accords with the observation that agents move diagonally within the two obstacles, and further enlargement of the distance does not exert a sustained impact on the interactions.

![Fig. 18 Illustration of gradually enlarged horizontal distance between two obstacles.](image)

In the left figure, the distance is 3m, in the middle figure, the distance is 6m, in the right figure, the distance increases to 10m. Note that in each scenario, the tasks do not change: agent $X_i$ (the red circled one) starts from the bottom left and targets at the top right position, and agents $X_{-i}$ start from the top right and target at the bottom left positions.

9.4 Influence of Start and Destination Diversities

Variations in the obstacle configuration $E$ and tasks $X_{1\sim n}$ result in the diversity of scenarios within a domain. Diverse source scenarios provide a higher coverage for a crowd learning model to collect feedback and adapt. Our experiments by comparing ExSD and EgRD as source domains provide an empirical evidence for the significance of the diversity of a source domain in affecting scenario generalization. According to the red number in the parentheses in Table 5, in terms of the source domain, a model trained on domain EgRD has a higher scenario generalization than the one trained on ExSD, given the two
models adopt the same kind of input range map, and are trained with the same paradigm, and then tested on the same target domain, while the DQ scores in Table 6 indicate that EgRD is more diverse than ExSD.

10 Conclusion

In this study, we propose ISDQ score, which is composed of a scoring algorithm to measure task-level inter-agent interaction difficulty (IS), and the computation of the diversity of a scenario domain (DQ). We then apply ISDQ score to estimate the scenario generalization of an imitation learning or a model-free reinforcement learning model in decentralized crowd systems. Experimental results validate its efficacy in characterizing interaction difficulty, as well as its potentiality in selecting suitable training and testing domains before actually training and testing the imitation learning or the model-free reinforcement learning model.

There might exist other applications/extensions of ISDQ score. For instance, we may apply IS score to the problem of multi-agent path finding (MAPF). The root complexity of MAPF lies in task-level inter-agent interaction difficulty. One way to reduce the complexity is to plan the paths for agents sequentially. A path already planned forms a spatial-temporal occupancy, restricting the path to be planned next. Buaya and Felner (2014); Silver (2005); Stern et al. (2019). This is analogous to packing various items in a suitcase, where it is preferable to put large items first, and then put small items, to fully exploit the suitcase. Thus one could prioritize the sequential planning
according to interaction difficulties: plan the most difficult task first, and then plan the second difficult task, and so on. On the other hand, regarding DQ score, since it is based on entropy: \( DQ(S) = -H(S) \), one can extend it to construct a distance/difference metric between two scenario domains, for example \( D_{KL}(S_1 \| S_2) = H(S_1, S_2) - H(S_1) \), where \( S_1 \) and \( S_2 \) denote two scenario domains.

There are mainly four limitations concerning the proposed ISDQ score in estimating scenario generalization. (i) ISDQ is an information-theoretic quantity, useful for selecting a domain among multiple candidate domains by ranking their scores. However, it does not have a physical unit, leading to a lack of clear physical meaning. (ii) The internal steering model may fail to steer an agent to reach its destination. In this case, there might be a large deviation in computing the IS score for this failed agent. (iii) In certain circumstances, the proposed approximation to scenario generalization might be rough in the sense that it does not reflect other factors of scenario generalization, including the number of scenarios in the source domain, the complexity of the learning model, and the training paradigm. Therefore, to analytically express the impact of various factors on scenario generalization, novel concepts and theoretical methods are needed to upper bound the generalization of such dynamic systems that are measured by application-oriented metrics within the output itself. This would be essentially different from the standard generalization analyses on static systems, based on simple metrics that measure the difference between the output and a ground truth result. (iv) Trajectories are spatial-temporal series, upon which various metrics can be measured. In Daniel et al. (2021), its final metric is a weighted combination of 21 metrics on crowd trajectories (e.g., “Flicking in Direction”, “Interaction Strength”, “Interaction Anticipation”, “Difference to Comfort Speed”). If any of them does not preserve the ground truth ranking by the number of agent-agent collisions adopted in our experiment, consequently their weighted combination may not follow our ground truth ranking.
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