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Abstract—While the wisdom of training an image dehaz- ing model on synthetic hazy data can alleviate the difficulty of collecting real-world hazy/clean image pairs, it brings the well-known domain shift problem. From a different yet new perspective, this paper explores contrastive learning with an adversarial training effort to leverage unpaired real-world hazy and clean images, thus alleviating the domain shift problem and enhancing the network’s generalization ability in real-world scenarios. We propose an effective unsupervised contrastive learning paradigm for image dehazing, dubbed UCL-Dehaze. Unpaired real-world clean and hazy images are easily captured, and will serve as the important positive and negative samples respectively when training our UCL-Dehaze network. To train the network more effectively, we formulate a new self-contrastive perceptual loss function, which encourages the restored images to approach the positive samples and keep away from the negative samples in the embedding space. Besides the overall network architecture of UCL-Dehaze, adversarial training is utilized to align the distributions between the positive samples and the dehazed images. Compared with recent image dehazing works, UCL-Dehaze does not require paired data during training and utilizes unpaired positive/negative data to better enhance the dehazing performance. We conduct comprehensive experiments to evaluate our UCL-Dehaze and demonstrate its superiority over the state-of-the-arts, even only 1,800 unpaired real-world images are used to train our network. Source code is publicly available at https://github.com/yz-wang/UCL-Dehaze.

Index Terms—UCL-Dehaze, image dehazing, unsupervised contrastive learning, unpaired data, adversarial training.

I. INTRODUCTION

Image dehazing aims to recover sharp images from their hazy counterparts, which is a typical ill-posed problem. To make this problem well-posed, conventional efforts usually exploit hand-crafted priors with empirical observations, such as the dark channel prior (DCP) [7], color attenuation prior (CAP) [8], and non-local color prior (NCP) [9], etc. Although these methods improve the overall visibility of hazy images, making use of a particular prior assumption to dehaze arbitrary real-world images may not always produce satisfactory results. In addition, even professional users often have to carefully tweak various parameters in the formulas for dehazing different input images.

To overcome the aforementioned problems, numerous learning-based methods have been proposed [4], [10], [11], [12], [13], [14], [15]. They commonly employ CNNs or GANs to restore clean images from the corresponding hazy inputs under full supervision or even semi-supervision. Theoretically, if fed with enough paired data, these (semi-)supervised paradigms may generate very promising dehazing results. However, from a practical view, such paired data in the real world are difficult or even impossible to obtain. This explains why existing approaches resort to synthetic hazy data for training. But the gap between synthetic and real-world hazy images inevitably degrades their dehazing abilities to deal with real-world scenarios. Additionally, most of these
learning-based methods only exploit clean images as positive samples to guide the network’s training, while ignoring the fact that the unexplored information in hazy images is valuable as negative samples. That is, these negative samples, like positive ones, can also provide beneficial information to improve the performance of cutting-edge dehazing models. As exhibited in Fig. 1, compared with the state-of-the-art dehazing approaches and our partial scheme that all only adopt the positive samples, the proposed UCL-Dehaze with the additional negative samples produces a much clearer and perceptually more pleasing dehazing result.

Recently, unsupervised learning-based [16], [17], [18], [19], [20] techniques of image dehazing have become a trend, as they can alleviate the problem of domain shifts between synthetic and real-world data. They commonly employ the framework of CycleGAN [21] or exploit physical priors as loss functions to constrain the network’s training, both of which can generalize well to real-world scenes. However, the CycleGAN-based techniques mainly consider how to transform one image from the source domain (hazy) to the target domain (haze-free); during the transformation, the image’s intrinsic details can be easily lost, leading to the low quality of restored images. The physical prior-based techniques are not always reliable, since the unseen yet real-world scenes (e.g., thick haze) may violate the prefixed priors; the restored images will be visually unnatural. Moreover, these unsupervised dehazing techniques only employ clean images to guide the network’s training, ignoring the fact that the hazy images also provide meaningful guidance information to facilitate the network’s training. Differently, we aim to propose an unsupervised contrastive learning paradigm that solves the problem of unpaired image training and leverages contrastive learning to benefit from real-world clean (positives) and hazy (negatives) images.

In this paper, we propose a novel unsupervised contrastive learning paradigm, which regards the real-world image dehazing as an image-to-image translation task (termed UCL-Dehaze). UCL-Dehaze builds itself on the contrastive learning framework and benefits from adversarial training efforts, thus can generalize well to real-world hazy scenarios. UCL-Dehaze consists of two types of contrastive loss functions, namely the patch-wise contrastive loss [22] and a new pixel-wise contrastive (self-contrastive perceptual) loss, both of which play an important role in dehazing. The patch-wise contrastive loss is employed to maximize the mutual information between the corresponding patches of the hazy and restored images, which enables a new unsupervised framework to collect practical unpaired samples of real-world hazy images for training. Also, to better restore the clean images from their hazy counterparts, we formulate a new self-contrastive perceptual (SCP) loss to encourage the restored images and the clean images (positive samples) to pull together in the representation space while pushing them away from the hazy ones (negative samples). In this way, these two contrastive losses can collaborate with and contribute to each other. Furthermore, the adversarial training strategy is employed to further align the feature distributions between the positive samples and the restored images. Extensive experimental results prove that our UCL-Dehaze performs favorably against the state-of-the-art dehazing approaches, even only 1,800 unpaired real-world training images are used.

In summary, the contributions of this work are three-fold:

• We propose an unsupervised image dehazing network via contrastive learning and adversarial training (call UCL-Dehaze). UCL-Dehaze leverages patch-wise contrastive learning to maximize the mutual information between the input hazy and restored images, providing a new unsupervised training fashion. It can effectively address the restoration of unseen real-world hazy scenarios.

• We formulate a novel pixel-wise self-contrastive perceptual (SCP) loss to train UCL-Dehaze. Specifically, we employ SCP to learn a representation that pulls the restored images and real-world clean images (positives) together while pushing them away from the hazy ones (negatives). Moreover, SCP can be regarded as a universal module to enhance the performance of any other unsupervised dehazing approaches.

• UCL-Dehaze is compared with 22 representative state-of-the-art dehazing approaches via comprehensive experiments. The results are evaluated in terms of full-reduced- and no-referenced image quality assessments, visual quality, and human subjective surveys. Consistently and substantially, UCL-Dehaze performs favorably against its competitors.

II. RELATED WORK

Image dehazing can be roughly divided into two categories: prior-based and learning-based approaches. In this section, we briefly introduce these two categories, followed by the introduction of contrastive learning.

A. Single Image Dehazing

1) Prior-based: Conventional dehazing methods commonly explore hand-crafted priors to restore haze-free images based
on the ill-posed atmospheric scattering model [23]. Reference [24] develop a dehazing approach via compensating the local contrast of the hazy images. Reference [7] propose the well-known dark channel prior (DCP) for single image dehazing, which achieves impressive dehazing results. Recently, [9] observe that the colors of a haze-free image can be well approximated by several hundred distinct colors, and then exploit the non-local color prior (NCP)-based dehazing method. Although these methods have achieved promising results, their performances are limited by the accuracy of the hand-crafted priors adopted in the various real-world scenarios.

2) Learning-based: With the advances in deep learning, various learning-based models have been exploited for image dehazing [4], [10], [25], [26], [27], [28], [29], [30]. Early efforts focus on employing CNNs to estimate the transmission map and global atmospheric light in the atmospheric scattering model and then generate haze-free images. For instance, the MSCNN proposed by [10] is one of the early approaches that adopts CNNs for single image dehazing, where the model is trained to estimate the transmission map and then restore the clean result. Recently, some other learning-based approaches have tried to directly produce haze-free images in an end-to-end manner. Reference [4] develop a novel all-in-one dehazing network termed AOD-Net, which is the first model to directly learn the hazy-to-clean image translation. Since then, numerous end-to-end dehazing methods have sprung up. Reference [13] exploit a novel feature fusion model and then generate haze-free images. For instance, the Dehaze-GLCGAN [33]). Since such models can leverage unpaired images for network training, they commonly generalize well to real-world scenes. However, most learning-based efforts only employ clean images as positive samples to guide network training, while ignoring the fact that the negative samples can also provide additional beneficial information for the network’s training, thus limiting the dehazing performance of the model.

Existing efforts mainly focus on applying the contrastive learning paradigm on high-level vision tasks, since the data augmentation method is very suitable for modeling the contrast between positive and negative samples. Inspired by the success of contrastive learning in high-level vision tasks, several studies [39], [40], [41] have attempted to apply contrastive learning to low-level vision tasks, especially in image restoration tasks. Most existing efforts typically adopt the clean images (ground-truth) as positive samples while using the corresponding degraded images as negative samples to guide the training of the restoration network via contrastive learning. For instance, [39] develop a contrastive regularization term to leverage the information of both hazy and clean images for image dehazing. Reference [40] propose a segmentation-aware progressive network for image deraining, which utilizes contrastive learning to help the deraining network generate results closer to the positive images (ground-truth) and away from the negatives (rainy input).

Recently, a small minority of works [42], [43], [44] have attempted to explore the application of contrastive learning in unpaired image restoration networks to improve their performance. Reference [42] propose a dual contrastive learning framework (DCD-GAN) for single image deraining, which is a typical CycleGAN-based approach. Different from the aforementioned contrastive learning framework, DCD-GAN takes the input images and the reconstructed images as positive and negative samples, respectively, and then encourages the generated images to be close to the positives while keeping away from the negatives. Reference [43] develop a non-local contrastive learning (NLCL) method for unpaired image deraining. NLCL leverages the clean image patches as positives while employing rain layer patches as the negatives to better restore the clean images. However, these approaches only construct positive and negative samples from input images or images generated by their models, ignoring that numerous unpaired clean/degraded images in the real world can also be adopted as positive/negative samples to further enhance the generalization ability of the network in real-world scenarios.

Beyond the previous image dehazing wisdom, we do not plan to bridge the gap between synthetic and real-world haze. Thus, we explore unsupervised contrastive learning from an adversarial training perspective to leverage unpaired real-world hazy and clean images. Our proposed network does not require paired data during training. By training the network both pixel-wisely and patch-wisely in an unsupervised yet adversarial manner, we can better utilize unpaired positive/negative data to enhance its dehazing performance.

### III. UCL-DEHAZE

In this section, we first describe the overview of UCL-Dehaze, and then detail its architecture. After that, we introduce how the patch-wise and pixel-wise contrastive learning paradigm with adversarial training works in UCL-Dehaze.

#### A. Overview

In our design, we cast image dehazing as an image-to-image translation task, and simplify it by seeking a mapping function.
from hazy images to haze-free images. However, considering that the gap between synthetic and real-world data may cause a significant dehazing performance drop in real-world scenarios, we focus on developing an unsupervised learning framework to train our network via unpaired real-world images rather than paired synthetic images with ‘fake’ haze. In this way, abundant practical real-world images can contribute to the network’s training, thus boosting the generalization capacity of our network on real-world hazy images.

Towards real-world image dehazing, we propose an unsupervised contrastive learning paradigm, called UCL-Dehaze. As exhibited in Fig. 2, the overall architecture of UCL-Dehaze is an UNet-like generator [45] with nine residual blocks [46]. Given an input real-world hazy image \( x \), we aim to employ the generator \( G \) to map \( x \) to the haze-free image \( y \) in an unsupervised training manner. To this end, we leverage contrastive learning with an adversarial training strategy for the network’s training. Specifically, we first feed \( x \) to \( G \) to produce the preliminary dehazing result \( y \). Then, we employ the discriminator \( D \) to judge whether \( y \) is a real clean image or a fake image produced by \( G \), which can further improve the quality of \( y \). Finally, we leverage both patch-wise and pixel-wise contrastive losses to train the network in an unsupervised manner, so as to handle unpredictable real-world hazy scenes.

B. Network Architecture

We employ a UNet-based network as the generator module. Although using a more complex network structure would improve the performance of the model, we adopt a simple ResNet-based generator to achieve a better parameter-performance trade-off. As known, the training process of GANs is unstable, and problems such as model collapse and non-convergence often occur. We employ the spectral normalization strategy [47] in the design of residual blocks, which is a weight normalization technique commonly used in GANs, to enhance the training stability. This technique can ensure that the model is continuous without discontinuities, which can make the function smoother and prevent gradient explosion. Here, we adopt the default fast approximation strategy of spectral normalization described in [47]. To further boost the dehazing performance of UCL-Dehaze, an up-to-date multi-scale feature enhancement module (self-calibrated convolutions [48], i.e., SC Conv) is introduced into our network. Moreover, the skip connection mechanism is introduced in our generator to avoid the problem of gradient vanishing.

1) Generator: As shown in Fig. 2, the generator \( G \) can directly map an input image \( x \) to the haze-free image \( y \) in an end-to-end manner. To achieve it, \( G \) is supposed to preserve both image structures and details when removing the haze. The entire process of the generator can be described as follows: given a hazy image, we first employ a \( 4 \times \) downsampling operation to encode the input hazy image into a low-resolution feature map. Then, nine residual blocks are adopted to extract more complex and deeper features in the low-resolution space and remove the haze simultaneously. After that, we employ the corresponding \( 4 \times \) up-sampling operation and a \( 7 \times 7 \) convolutional layer to output the final restored image.

2) Self-calibrated Convolutions: One dehazing network should have a superior feature transformation capability, providing powerful representations to facilitate the subsequent restoration task. To attain this objective, we incorporate self-calibrated convolutions to build long-distance spatial and inter-channel dependencies around each spatial location. Self-calibrated convolutions can enlarge the receptive field of each convolutional layer to enrich the output features through internal multi-scale communications. Herein, we exploit self-calibrated convolution as a multi-scale feature enhancement module to further improve the performance of UCL-Dehaze.

As depicted in Fig. 3, given an input feature map \( X \), we first split it into two feature maps \( X_1 \) and \( X_2 \). Then, the self-calibrated convolution module leverages four different convolution operations (i.e., \( K_1 \), \( K_2 \), \( K_3 \) and \( K_4 \)) to extract and fuse multi-scale features from \( X_1 \) and \( X_2 \), thus enriching their feature representations. After that, we can obtain the output features \( Y_1 \) and \( Y_2 \) from the two branches of self-calibrated convolutions. Finally, we concatenate \( Y_1 \) and \( Y_2 \) to produce the final output \( Y \). In the design, we incorporate the self-calibrated convolution module (thirteen in total) following the ReLU layer within each convolution operation of the generator. This intentional incorporation is geared towards expanding the receptive field of the convolutional layers and extracting features across multiple scales.

3) Discriminator: For adversarial training, we employ the well-known PatchGAN [49] as the discriminator, which can reduce the network’s parameters and perform faster than other conventional discriminators. The function of the discriminator is to judge whether a given image is a real clean image or a fake image produced by the generator, thus guiding the generator to produce more realistic images. The Least-Square GAN (LSGAN) loss [50] has demonstrated superior effectiveness compared to the vanilla GAN loss, ensuring a more stable training process. Hence, we employ the LSGAN loss in training our network, with the adversarial loss defined as follows:

\[
L_{adv}(G) = \text{E}_{G(x) \sim P_{real}}[(D(G(x)) - 1)^2], \quad (1)
\]

\[
L_{adv}(D) = \text{E}_{y \sim P_{real}}[(D(y) - 1)^2] + \text{E}_{G(x) \sim P_{fake}}[(D(G(x)))^2], \quad (2)
\]

where \( y \) refers to the real-world clean images and \( G(x) \) represents the restored haze-free images.

C. Unsupervised Contrastive Learning

Contrastive learning endeavors to learn a feature embedding that pushes the positive samples close to each other and pushes apart the embedding between negative samples. To enhance the generalization capacity of UCL-Dehaze on real-world hazy scenarios, we explore the joint use of patch- and pixel-wise contrastive learning paradigms for image dehazing tasks.

1) Patch-wise Contrastive Learning: In the design, our goal is to maximize the mutual information between corresponding patches of the input and output images to capture the structure and content feature correspondences between two image domains. To this end, we leverage path-wise contrastive
learning to train our network in an unsupervised manner. The first thing we need to consider is how to construct the positive and negative samples. Inspired by CUT [22] and CWR [51], we randomly choose \( N + 1 \) patches from the input image \( x \) and one corresponding patch from the restored image \( y \) (see Fig. 2). We denote the two corresponding patches as the positive sample, with the remaining \( N \) patches in \( x \) serving as the negatives. Subsequently, we employ a noisy contrastive estimation module to maximize the mutual information between positive samples. Specifically, we first map the anchor (the patch in \( y \)), the positive and the \( N \) negatives to \( K \)-dimensional vectors and denote them as \( v, v^+, \) and \( v^- \), respectively. After that, we establish an \((N + 1)\)-way classification problem and compute the probability of \( v^+ \) being selected over \( v^- \), which is formulated as a cross-entropy loss:

\[
\ell(v, v^+, v^-) = -\log \left( \frac{\exp \left( \text{sim}(v, v^+) / \tau \right)}{\exp \left( \text{sim}(v, v^+) / \tau \right) + \sum_{n=1}^{N} \exp \left( \text{sim}(v, v_n^-) / \tau \right)} \right),
\]

where \( \text{sim}(u, v) \) refers to the cosine similarity between \( u \) and \( v \). \( \tau \) is a temperature parameter to adjust the distance between the anchor and other samples and is set to 0.07. \( v_n^- \) denotes the \( n \)-th negative sample.

We employ the encoder \( G_{enc} \) and a two-layer MLP network \( H \) to extract features from the input image \( x \) (see Fig. 2), and embed them to a stack of features \( \{z_l\}_L = \{H^l(G^l_{enc}(x))\}_L \), where \( L \) is the number of layers choose from \( G_{enc} \), and \( l \) is the specific \( l \)-th layers. These stack of features represent different patches from the image, and we denote the spatial locations in each selected layer as \( s \in \{1, \ldots, S_l\} \), where \( S_l \) refers to the number of spatial locations in each layer. We select an anchor each time and denote its feature as \( z^l_{i, s} \in \mathbb{R}^{C_l} \), where \( C_l \) is the number of channels in each layer. Additionally, we refer to the corresponding feature (positive) as \( z^l_{i, s} \in \mathbb{R}^{C_l} \) and the other features (negatives) as \( z^l_{i, s} \in \mathbb{R}^{(S_l - 1)\times C_l} \).

Ultimately, the patch-wise, multi-layer contrastive loss for the mapping \( X \rightarrow Y \) (hazy \rightarrow clean) can be formulated as:

\[
L_{PC}(G, H, X) = \mathbb{E}_{x \sim X} \sum_{l=1}^{L} \sum_{s=1}^{S_l} \ell \left( z^l_{i, s}, z^l_{i, s} \right). \tag{4}
\]

2) Pixel-wise Contrastive Learning: The aforementioned patch-wise contrastive learning introduces a new unsupervised training paradigm by maximizing mutual information between the corresponding patches in input and output images. To help UCL-Dehaze better restore the clean images, we designate real-world clean and hazy images as positive and negative samples, respectively, facilitating the reconstruction of sharp images from their corresponding hazy counterparts. Note that all these positive/negative samples are randomly chosen from the real-world images and are unpaired from each other. In the design, our goal is to advance the dehazing capacity of UCL-Dehaze by exploiting both the information from negative and positive images via a contrastive learning paradigm.
We devise a novel pixel-wise self-contrastive perceptual (SCP) loss to guide UCL-Dehaze in generating results in proximity to the positive samples (real-world clean images) while diverging from the negative ones. Inspired by AECR-Net [39], we denote the group of a real-world clean image \( R_c \) and a preliminary restored image \( G(x) \) as the positive pair. Similarly, the negative pair is generated by the group of a real-world hazy image \( R_h \) and the restored image \( G(x) \). In addition to constructing the positive and negative pairs, we need to find a latent feature space of these pairs for contrast. Here, we leverage a pre-trained VGG-16 network to extract the feature maps of different samples. Therefore, the pixel-wise contrastive loss can be expressed as:

\[
L_{SCP} = \sum_{i=1}^{n} \omega_i \cdot \frac{\|\psi_i(R_c) - \psi_i(G(x))\|_1}{\|\psi_i(R_h) - \psi_i(G(x))\|_1},
\]

(5)

where \( \psi_i(\cdot) \), \( i = 1, 2, \cdots, n \), refer to extracting the i-th hidden features from the VGG-16 network pre-trained on ImageNet. Here we choose the 2\(^{nd} \), 3\(^{rd} \) and 5\(^{th} \) max-pooling layers. The coefficients \( \omega_i \) denote the weight coefficients, and we empirically set \( \omega_1 = 0.4, \omega_2 = 0.6, \) and \( \omega_3 = 1 \). In this way, the patch-wise and pixel-wise contrastive learning paradigms synergistically collaborate and contribute to each other, thereby enhancing the dehazing capacity of UCL-Dehaze.

Besides these two contrastive loss functions, we adopt the identity loss to keep the structure identical after dehazing as:

\[
L_{ide} = E_{y \sim p_{data}(y)} \left[ \|\bar{G}(y) - y\|_1 \right].
\]

(6)

Such an identity loss can encourage the output image to have the same color composition and structure as the input image, thus enhancing the quality of the generated image. The total loss function can be formulated as:

\[
L_{Total} = \lambda_1 L_{adv}(G) + \lambda_2 L_{PC} + \lambda_3 L_{SCP} + \lambda_4 L_{ide},
\]

(7)

where \( \lambda_i, i = 1, 2, \cdots, 4 \), are hyperparameters, and we set \( \lambda_1 = 1, \lambda_2 = 1, \lambda_3 = 0.0002 \) and \( \lambda_4 = 5 \) in our experiments.

IV. EXPERIMENTS

In this section, comprehensive experiments are conducted to evaluate the dehazing performance of UCL-Dehaze and other methods. All the experiments are implemented by PyTorch 1.7 on a system with an Intel(R) Core(TM) i9-10920X CPU and an NVIDIA GeForce RTX 3090 GPU.

A. Implementation Details

1) Dataset: Since UCL-Dehaze is trained in an unsupervised manner, real-world hazy images can contribute to the network’s training for real-world scenarios. We randomly choose the real-world hazy and clean images from the most accessible publicly dataset RESIDE [52] as our training set. RESIDE is a widely used benchmark dataset for image dehazing, which consists of six subsets, i.e., OTS (Outdoor Training Set), ITS (Indoor Training Set), SOTS (Synthetic Object Testing Set), RTTS (Real-world Task-driven Testing Set), HSTS (Hybrid Subjective Testing Set), and URHI (Unannotated Real Hazy Images). In our experiments, the training set is composed of 1,800 real-world hazy images chosen from RTTS and URHI. For haze-free images, we randomly choose 1,800 clean images from ITS. Note that all the hazy and clean images in our training set are real-world images and are unpaired from each other. Although increasing the number of images in the training set can further improve the dehazing performance of UCL-Dehaze, even in this case, our approach surpasses various state-of-the-art dehazing approaches trained on the entire ITS. To more comprehensively evaluate the dehazing performance of UCL-Dehaze, we select SOTS, HSTS, and the Middlebury portion of the D-HAZY dataset [53] as the testing set.

2) Training Details: UCL-Dehaze is trained using the Adam optimizer [54] with a batch size of 1, where the momentum parameters \( \beta_1 \) and \( \beta_2 \) are set to 0.5 and 0.999, respectively. The initial learning rate \( l \) for both generator and discriminator is set to \( 2 \times 10^{-4} \). We empirically set the total number of epochs to 100 and adopt a linear decay strategy to adjust \( l \) after 50 epochs. Additionally, the patch-wise contrastive loss \( L_{PC} \) is computed by the features from five layers of encoder \( G_{enc} \), i.e., the input RGB image, the 1-st and 2-nd down-sampling convolutional layers, as well as the 1-st and 5-th residual blocks. For each layer’s features, we randomly sample 256 locations and apply a 2-layer MLP module to produce the final 256-dim features.

Moreover, we are surprised to find that if we employ \( L_{PC} \) for mapping both \( X \rightarrow Y \) and \( Y \rightarrow X \) (i.e., clean images \( \rightarrow \) clean images), the restored images will be much clearer and more realistic. This is because using \( L_{PC} \) for images from domain \( Y \) prevents the generator from making unnecessary changes. Therefore, we adopt a dual-direction \( L_{PC} \) to train our UCL-Dehaze, and the two hyperparameters \( \lambda_2 \) are both set to 1.

3) Evaluation Settings: UCL-Dehaze is compared quantitatively and qualitatively with various dehazing approaches. They can be classified into three categories: 1) prior-based DCP [7], BCCR [55] and NCP [9]) supervised-based AOD-Net [4], GFN [26], EPDN [5], GCNet [57], MSCNN-HE [58], FD-GAN [6], GFN-ICCV [59], and MSFNet [60]; and 3) unsupervised-based CycleGAN [21], Cycle-Dehaze [16], Deep DCP [17], Dehaze-GLCCGAN [33], YOLY [19], LIGHT-Net [18], and Cycle-SNSPGAN [20]. Besides, we also compared UCL-Dehaze with two recent semi-supervised image dehazing frameworks (Semi-dehazing [31] and PSD (PSD-FFANet) [30]), a prior + supervised dehazing network (Dual-ScaleNet [56]), and a self-supervised dehazing method (SLAdehazing [61]). We employ the average Peak Signal to Noise Ratio (PSNR), Structural Similarity index (SSIM), and CIEDE2000 [62] for quantitative evaluation of the recovered images, which are the most widely used image full-reference evaluation indexes. Furthermore, to assess the quality of the dehazed images more comprehensively, four reduced-reference indicators are employed to evaluate the contrast (Contrast gain [63]), visibility (\( e, \tilde{r} \)) [64] and saturation (\( \sigma \)) [64] of the restored images.

1) Contrast gain refers to the mean contrast difference between the dehazed image and its hazy counterpart, which is formulated as:

\[
C_{gain} = \tilde{C}_R - \tilde{C}_H,
\]

(8)
TABLE I
QUANTITATIVE PSNR AND SSIM VALUES OF THE PROPOSED UCL-DEHAZE AND 22 STATE-OF-THE-ART DEHAZING APPROACHES ON SYNTHETIC DATASETS. RED AND BLUE COLORS ARE USED TO INDICATE THE 1ST AND 2ND RANKS, RESPECTIVELY.

| Method         | Publication | Type   | SOTS outdoor | HSTS |
|----------------|-------------|--------|--------------|------|
|                |             |        | PSNR† | SSIM† | PSNR† | SSIM† |
| DCP [7]        | TPAMI’10    | Prior  | 18.38 | 0.819 | 17.01 | 0.803 |
| BCCR [55]      | ICCV ’13    | Prior  | 15.71 | 0.769 | 15.21 | 0.747 |
| NCN [9]        | CVPR ’16    | Prior  | 18.07 | 0.802 | 17.62 | 0.798 |
| Dual-ScaleNet [56] | TIP’22    | Prior + Supervised | 21.76 | 0.909 | 24.94 | 0.912 |
| AOD-Net [4]    | ICCV’17     | Supervised | 20.08 | 0.861 | 19.68 | 0.835 |
| GPN [26]       | CVPR ’18    | Supervised | 21.49 | 0.838 | 22.94 | 0.894 |
| EPDNet [5]     | CVPR ’19    | Supervised | 22.57 | 0.863 | 20.37 | 0.877 |
| GCNet [57]     | WACV’19     | Supervised | 21.66 | 0.867 | 21.37 | 0.874 |
| MDCNN-HE [58]  | IJCV’20     | Supervised | 22.72 | 0.871 | 21.23 | 0.851 |
| PD-GAN [6]     | AAAI’20     | Supervised | 23.76 | 0.926 | 23.28 | 0.914 |
| GPN-IJCV [59]  | IJCV’20     | Supervised | 24.21 | 0.849 | 23.17 | 0.829 |
| MSNet [60]     | TIP’21      | Supervised | 30.07 | 0.939 | 31.03 | 0.931 |
| Semi-dehazing [31] | TIP’20      | Semi-supervised | 24.79 | 0.892 | 24.36 | 0.889 |
| PSD [30]       | CVPR’21     | Semi-supervised | 20.49 | 0.844 | 19.37 | 0.824 |
| SL-dehazing [61] | UCAI’22 | Self-supervised | 24.33 | 0.932 | 24.18 | 0.893 |
| CycleGAN [21]  | ICCV’17     | Unsupervised | 17.32 | 0.706 | 16.05 | 0.703 |
| Cycle-Dehaze [16] | CVPRW’18 | Unsupervised | 18.60 | 0.797 | 17.96 | 0.777 |
| Deep DCP [17]  | TIP’20      | Unsupervised | 20.99 | 0.893 | 21.21 | 0.871 |
| Dehaze-GLGAN [33] | arXiv’20 | Unsupervised | 23.03 | 0.917 | - | - |
| YOLY [19]      | IJCV’21     | Unsupervised | 20.39 | 0.889 | 21.02 | 0.905 |
| LIGHT-Net [18] | TPDE’22     | Unsupervised | 23.11 | 0.917 | 22.27 | 0.906 |
| Cycle-SNSSPGAN [20] | TTTS’22 | Unsupervised | 23.91 | 0.911 | 25.04 | 0.927 |
| UCL-Dehaze     | Ours        | Unsupervised | 25.21 | 0.927 | 26.87 | 0.933 |

where $\bar{C}_R$ and $\bar{C}_H$ are the mean contrast of the restored image and hazy image respectively. Given an image with the size of $N_x \times N_y$, its mean contrast can be expressed by:

$$\bar{C} = \frac{1}{N_x N_y} \sum_{y=1}^{N_y} \sum_{x=1}^{N_x} C(x, y),$$

(9)

where $C$ represents the contrast of the image in a small window and can be calculated by:

$$C(x, y) = \frac{S(x, y)}{m(x, y)},$$

(10)

where $S(x, y) = \frac{1}{(2z+1)^2} \sum_{j=-z}^{z} \sum_{i=-z}^{z} (I(x+i, y+j) - m(x, y))^2$, $m(x, y) = \frac{1}{(2z+1)^2} \sum_{j=-z}^{z} \sum_{i=-z}^{z} I(x+i, y+j)$.

$I(x, y)$ refers to the original hazy image with the size of $N_x \times N_y$. $r$ is the radius of the local region. A larger value of Contrast gain indicates a better result.

2) The indicators $(e, \bar{r})$ evaluate image visibility by measuring the enhanced degree of image edges [64]. The first indicator $e$ represents the restoration rate of visible edges after image dehazing and can be expressed as:

$$e = \frac{n_r - n_o}{n_o},$$

(11)

where $n_r$ and $n_o$ refer to the cardinal numbers of the set of visible edges in the dehazing image $I_s$ and the original image $I_o$. The second indicator $\bar{r}$ is employed to assess the restoration degree of the image edge and texture information. It takes into account both invisible and visible image edges in $I_o$, which is formulated as:

$$\bar{r} = \exp \left[ \frac{1}{n_r} \sum_{i \in \varphi_r} log r_i \right],$$

(12)

where $r_i = \Delta I'_s / \Delta I'_o$, $\Delta I'_s$ and $\Delta I'_o$ denote the gradient of the dehazing image and original hazy image, respectively. $\varphi_r$ refers to the set of visible edges of the restored image. Similar to $e$, a larger $\bar{r}$ means better results.

3) The indicator $\sigma$ is adopted to evaluate the color restoration performance of dehazing algorithms [64]. $\sigma$ represents the rate of the saturated pixels (black or white) after image dehazing and can be expressed as:

$$\sigma = \frac{n_s}{N_x \times N_y},$$

(13)

where $n_s$ represents the number of pixels that are saturated after applying the image restoration but were not before. A smaller value of $\sigma$ usually indicates a better result.

B. Comparison With State-of-the-Arts

1) Results on Synthetic Dataset: We report the average PSNR and SSIM of 22 state-of-the-art dehazing methods on SOTS outdoor and HSTS datasets in Table I. Since haze affects only outdoor vision systems, we mainly focus on evaluating these methods on outdoor datasets. For all compared supervised-based approaches, we either retrain their models on the ITS dataset or directly use the pre-trained models provided by the authors for evaluation. To further demonstrate the effectiveness of our UCL-Dehaze, all compared unsupervised-based methods (except YOLY [19]) are retrained on the URHI datasets (containing 4809 real-world hazy images). For YOLY, since it is an untrained dehazing network, it does not require training data and only uses the given hazy images to produce dehazing results. For Semi-dehazing [31] and PSD [30] (semi-supervised), we retrain the models using both synthetic hazy images and real images (from the URHI dataset) according to the settings in their paper. As discerned, UCL-Dehaze...
achieves impressive performance in terms of PSNR and SSIM, and outperforms other unsupervised dehazing algorithms by a large margin on both datasets. Moreover, juxtaposed against (semi-)supervised-based methodologies, our approach exhibits distinctive merits.

In addition to PSNR and SSIM, we report the average CIEDE2000, Contrast gain, \((e, \bar{r})\), and \(\sigma\) for a comprehensive evaluation of the different dehazing algorithms from color difference, contrast, visibility, and saturation, respectively. As exhibited in Table II, the proposed UCL-Dehaze achieves encouraging performance in terms of CIEDE2000, Contrast gain, and \(\sigma\), which indicates that the restored images by our method have more realistic colors and higher contrast. Furthermore, we are surprised to find that while the prior-based image dehazing algorithms (including PSD, which employs physical priors as constraints to train the model) perform poorly on the full-reference metrics (PSNR/SSIM), they achieve promising results in terms of visibility enhancement \((e, \bar{r})\). We argue it is possible that the prior-based approaches usually focus only on improving the overall visibility of the image, while ignoring the problems of color distortion and loss of details that often occur during image restoration. For instance, DCP cannot dehaze the sky regions well and introduce artifacts. Despite not claiming the pinnacle in visibility compared to these methodologies, UCL-Dehaze still achieves remarkable performance, securing a position among the top five among the 22 dehazing algorithms.

Moreover, we exhibit qualitative comparisons of the dehazing results in Fig. 4 and Fig. 5. It can be observed that MSFNet achieves very promising results in both synthetic datasets, and most of the haze in the images is removed. The dehazing results of Semi-dehazing are pretty good but still cannot completely remove the haze in some regions. Although Cycle-Dehaze and Deep DCP succeed in removing the haze to some extent, they also cause color degradation and make the dehazed images look darker. Cycle-SNSPGAN can improve the overall visibility of the hazy images, but there is still some haze left in the images. Similar to MSFNet, our UCL-Dehaze can produce much clearer and more natural dehazing results.

For the quantitative comparison, we employ four well-known no-reference image quality assessment metrics: NIQE [65], BRISQUE [66], SSEQ [67], and PI [68]. All these indicators are evaluated on the 50 images prepared for the user study. Evaluation results are illustrated in Table IV. NIQE and BRISQUE are used to evaluate the overall quality of the images, and lower values indicate better results. As a display, our UCL-Dehaze achieves the best performance in these two metrics. Additionally, we compare our method with SOTAs on real-world hazy images. Fig. 6 exhibits five real-world hazy samples and the dehazing results by different approaches. As observed, the dehazing results of MSFNet still have a large number of haze residuals, which further verifies that the supervised-based algorithms generalize poorly on real-world hazy images. Semi-dehazing cannot achieve promising results due to color distortion and halo artifacts. Similar to the results in Fig. 4 and Fig. 5, Cycle-Dehaze and Deep DCP tend to darken the images and cannot remove the haze completely. Although Cycle-SNSPGAN improves the overall visibility of the images, there is still some remaining haze. Compared with these SOTAs, our UCL-Dehaze produces the most natural haze-free images with perceptually pleasing and consistent quality.
Fig. 4. Image dehazing results on the SOTS outdoor dataset. From (a) to (h): (a) the hazy image, and the dehazing results of (b) MSFNet [60], (c) Semi-dehazing [31], (d) Cycle-Dehaze [16], (e) Deep DCP [17], (f) Cycle-SNSPGAN [20], (g) our UCL-Dehaze, respectively, and (h) the ground-truth image. Our UCL-Dehaze can produce much clearer dehazing images with well-preserved details.

Fig. 5. Image dehazing results on the HSTS dataset. From (a) to (h): (a) the hazy image, and the dehazing results of (b) MSFNet [60], (c) Semi-dehazing [31], (d) Cycle-Dehaze [16], (e) Deep DCP [17], (f) Cycle-SNSPGAN [20], (g) our UCL-Dehaze, respectively, and (h) the ground-truth image. UCL-Dehaze can produce much clearer results with perceptually pleasing indicators. SSEQ evaluates image quality by counting the entropy in the spatial and frequency domains of image patches, and UCL-Dehaze wins first place again, which indicates that the images restored by UCL-Dehaze are clean and perceptually pleasing. PI is a criterion that bridges the visual effect with computable index and has been widely used in the field of image super-resolution. Clearly, our UCL-Dehaze also achieves impressive performance in terms of PI. In general, UCL-Dehaze wins three of the four indicators, which further verifies the superiority of our method on real-world dehazing tasks.

C. Ablation Study

1) Effect of Different Components in UCL-Dehaze: The proposed network shows superior dehazing performance compared to SOTAs. To further study the effectiveness of UCL-Dehaze, we implement extensive ablation studies to analyze the effectiveness of its components.
Fig. 6. Image dehazing results on the real-world hazy images. From (a) to (g): (a) the real-world hazy image, and the dehazing results of (b) MSFNet [60], (c) Semi-dehazing [31], (d) Cycle-Dehaze [16], (e) Deep DCP [17], (f) Cycle-SNSPGAN [20], and (g) our UCL-Dehaze, respectively. Our UCL-Dehaze can produce both haze-free and more natural images.

We first construct our base network with the original ResNet-based generator, and then we train this model through the LSGAN loss and unidirectional $L_{PC}$. Subsequently, we progressively add different components to the base network as outlined below:

1) base network + $L_{ide} \rightarrow V_1$,
2) $V_1$ + dual-direction $L_{PC} \rightarrow V_2$,
3) $V_2$ + self-contrastive perceptual loss $L_{SCP} \rightarrow V_3$,
4) $V_3$ + spectral normalization $\rightarrow V_4$,
5) $V_4$ + self-calibrated convolutions $\rightarrow V_5$ (full model).

All these variants are retrained in the same way as before and tested on the SOTS outdoor dataset and the HSTS dataset. The performances of these variants are summarized in Table VI and Fig. 7.

As shown, each component of our UCL-Dehaze contributes to image dehazing, especially the proposed self-contrastive perceptual loss $L_{SCP}$, which achieves 3.12dB PSNR gains over variant $V_2$. If the implementation details in this work are fully adopted, we will achieve satisfactory dehazing results.

2) Effect of Different Training Scales: To better understand the effectiveness of UCL-Dehaze under different training scales, we train the proposed network on a different number of training samples and evaluate it on the SOTS outdoor dataset. Note that all the implementation details here are the
As depicted in Table VII, employing more training samples in the training phase leads to better performance. However, more training samples may incur additional computational overhead and training time, which is not preferable in resource-limited applications. Therefore, to achieve a better trade-off between performance and computational overhead, we choose 1800 unpaired images to train our UCL-Dehaze.

3) Effect of Negative Samples: To evaluate the effectiveness of negative samples in the proposed pixel-wise contrastive learning loss, we train UCL-Dehaze with/without negative samples and test it on the SOTS outdoor dataset. Note that without negative samples mean that only positive samples in the SCP loss are used to train our network. All the implementation details are the same as before. As illustrated in Table VIII and Fig. 8, employing both negative and positive samples can help the network achieve better performance, verifying that negative samples can also provide beneficial supervision information for network training.

D. Runtime Analysis
Efficiency is essential for a computer vision system [69]. We evaluate the computational performance of various methods.

TABLE III
Quantitative Comparisons (Average PSNR/SSIM) With SOTA Dehazing Approaches on the D-HAZY Dataset

| Method    | Type     | PSNR† | SSIM† |
|-----------|----------|-------|-------|
| DCP [7]   | Prior    | 15.09 | 0.830 |
| BCCR [55] | Prior    | 15.02 | 0.821 |
| MSCNN [10]| Supervised | 13.57 | 0.798 |
| AOD-Net [4]| Supervised | 13.13 | 0.795 |
| GFN [26]  | Supervised | 13.15 | 0.796 |
| EPDN [5]  | Supervised | 14.44 | 0.819 |
| MSFNet [60]| Supervised | 15.93 | 0.826 |

TABLE IV
Quantitative Comparisons (NIQE/BRISQUE/SSSEQ/PI) With SOTA on 50 Real-World Images

| Method        | NIQE† | BRISQUE† | SSSEQ† | PI† |
|---------------|-------|----------|--------|-----|
| Hazy          | 4.390 | 31.515   | 29.665 | 4.097|
| DCP [7]       | 3.743 | 26.831   | 26.146 | 3.418|
| AOD-Net [4]   | 4.117 | 28.019   | 27.076 | 3.355|
| FD-GAN [6]    | 3.825 | 25.886   | 27.718 | 3.463|
| MSFNet [60]   | 4.173 | 28.351   | 26.774 | 3.510|
| Semi-dehazing [31]| 4.062 | 24.768   | 29.321 | 3.457|
| PSD [30]      | 3.775 | 25.265   | 28.549 | 3.342|
| UCL-Dehaze    | 3.376 | 24.658   | 26.028 | 3.412|

TABLE V
Quantitative (e, r) and σ Metrics With Sotas on 50 Real-World Images

| Method        | e ↑  | r ↑  | σ ↓  |
|---------------|------|------|------|
| DCP [7]       | 11.724 | 2.002 | 0.0043 |
| AOD-Net [4]   | 9.523 | 1.550 | 0.0024 |
| FD-GAN [6]    | 10.540 | 1.197 | 0.0042 |
| MSFNet [60]   | 5.582 | 1.263 | 0.0019 |
| Semi-dehazing [31]| 11.005 | 1.508 | 0.0016 |
| PSD [30]      | 10.321 | 3.875 | 0.0239 |
| UCL-Dehaze    | 12.047 | 2.160 | 0.0003 |

TABLE VI
Ablation Analysis of Different Variants on the SOTS Outdoor Dataset. Our Full Model Outperforms Its Alternatives

| Variants | Base | V1 | V2 | V3 | V4 | V5 |
|----------|------|----|----|----|----|----|
| Lide     | w/o  | ✓  | ✓  | ✓  | ✓  | ✓  |
| Dual-LDC | w/o  | ✓  | ✓  | ✓  | ✓  | ✓  |
| LSCP     | w/o  | ✓  | w/o| ✓  | ✓  | ✓  |
| Sp-Norm  | w/o  | ✓  | w/o| w/o| ✓  | ✓  |
| SC Conv  | w/o  | ✓  | w/o| w/o| w/o| ✓  |
| PSNR     | 18.14| 19.57| 21.07| 24.19| 24.74| 25.21|
| SSIM     | 0.764 | 0.804 | 0.837 | 0.909 | 0.916 | 0.927 |

TABLE VII
Ablation Study on Different Amount of Training Samples (N)

| N = 500 | N = 1000 | N = 1500 | N = 1800 | N = 2200 |
|---------|---------|---------|---------|---------|
| PSNR    | 21.94   | 22.77   | 23.81   | 25.21   | 25.07   |
| SSIM    | 0.884   | 0.901   | 0.914   | 0.927   | 0.934   |

state-of-the-art dehazing methods and report their average running times in Table IX. All the approaches are implemented on a system with an Intel(R) Core(TM) i9-10920X CPU, 32 GB RAM, and an NVIDIA GeForce RTX 3090 GPU. The model size of UCL-Dehaze is 19.451M, and it takes about 0.08s to process a single hazy image from the HSTS dataset on average. This inference speed is faster and more efficient compared to other dehazing algorithms.

V. Conclusion

In this paper, we avoid bridging the gap between synthetic and real-world haze. We explore unsupervised contrastive learning from an adversarial training perspective to leverage unpaired real-world hazy and clean images. Accordingly, we propose an effective unsupervised contrastive learning paradigm for image dehazing, termed UCL-Dehaze. Unlike most existing image dehazing works, UCL-Dehaze does not require paired data during training and utilizes unpaired positive/negative data to better enhance the dehazing performance. It leverages an adversarial training effort and benefits from unpaired real-world training data, thus can generalize smoothly to real-world hazy scenarios. In addition, to effectively train the network in an unsupervised manner, we formulate a new pixel-wise contrastive loss function, i.e., the self-contrastive perceptual loss, which encourages the restored images to approach the clean images while keeping away from the hazy ones in the embedding space. Finally, comprehensive evaluations demonstrate that our method performs favorably against the state-of-the-arts, even only 1,800 unpaired real-world images are consumed to train our UCL-Dehaze.
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