Minimizing the Effect of Noise and Limited Dataset Size in Image Classification Using Depth Estimation as an Auxiliary Task with Deep Multitask Learning
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Abstract

Generalizability is the ultimate goal of Machine Learning (ML) image classifiers, for which noise and limited dataset size are among the major concerns. We tackle these challenges through utilizing the framework of deep Multitask Learning (dMTL) and incorporating image depth estimation as an auxiliary task. On a customized and depth-augmented derivation of the MNIST dataset, we show a) multitask loss functions are the most effective approach of implementing dMTL, b) limited dataset size primarily contributes to classification inaccuracy, and c) depth estimation is mostly impacted by noise. In order to further validate the results, we manually labeled the NYU Depth V2 dataset for scene classification tasks. As a contribution to the field, we have made the data in python native format publicly available as an open-source dataset and provided the scene labels. Our experiments on MNIST and NYU-Depth-V2 show dMTL improves generalizability of the classifiers when the dataset is noisy and the number of examples is limited.
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1 Introduction

Machine Learning (ML) models, specifically Convolutional Neural Networks (CNN), are proven to be promising in different fields and contexts such as medical imaging, gaming, real estate, and transportation. However, their performance and generalization are conditioned on their access to a large amount of standardized and pre-processed annotated datasets. Aggregating labeled, clean, and abundant data samples is not a straightforward task. Hence, our goal is to decrease the sensitivity of the performance of CNNs to dataset size and noise in the context of depth estimation. In this study, we create multiple custom datasets based on MNIST\cite{1} and NYU-Depth-V2\cite{2} and utilize deep Multitask Learning (dMTL) to perform classification and depth estimation tasks.
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1.1 Multitask Learning

The concept of dMTL is to perform multiple tasks simultaneously. The method of sharing parameters in dMTL, which is either hard [3] or soft [4], determines how the model is optimized for multiple learning tasks at hand [5]. Even if the ultimate goal is to make predictions for a single task, dMTL can significantly improve the performance of the specific task if the main task is augmented with other tasks (i.e., auxiliary tasks) [3]. dMTL leads to a better generalization of the model through introducing an inductive bias based on the comprehensive information in the image [6].

Considering our scenario and building upon the prior research on multitask learning, we regard depth estimation and classification as entangled tasks. We examine the effect of noise and dataset size on these tasks and form a dMTL setting to improve their performance effectively.

1.2 Depth Estimation Methods

There are two main approaches for depth estimation; unsupervised and supervised. In unsupervised methods, stereo images are utilized to infer the 3D structure of the scene. However, in supervised methods, which is our area of interest, the model is trained on existing pixel-level ground truth depth maps. Some methods use partial depth maps in training phase, and as a result, different requirements and constraints need to be introduced to achieve better performance.

Authors of "Depth Map Prediction from a Single Image using a Multi-Scale Deep Network [7]" obtained ground truth depth information of RGB images from Kinect or laser data for training, however, during inference, depth is estimated only using the RGB images. The main idea of this method is to achieve better performance by utilizing information obtained from both global and local views. The neural network contains two components: one for estimating the global structure of the scene, and a second that refines the first one by utilizing local information. The loss function explicitly accounts for depth relations between pixel locations as well as the pointwise error. This approach has been tested on NYU Depth and KITTI [8] datasets and has achieved better performance compared to Make3D [9], Karsch et al [10] and Ladicky et al. [11] methods.

"Deep Ordinal Regression Network for Monocular Depth Estimation [12]" phrases the problem as an ordinal regression task instead of a continuous depth map prediction, where original depth maps are discretized into a number of intervals using a space-increasing discretization (SID) strategy. Although one approach is to pass discretized depth values to a multi-class classifier, but this strategy would lose the importance of ordering. Therefore, the problem is casted as an ordinal regression problem. The network architecture is divided into two sections: a feature extractor and a scene understanding module to capture global contextual information. Training a regression network is slow in convergence and might result in underfitting. Using ordinal regression method instead, elevates the overall performance.

2 Related Work

Several advancements have been made in utilizing dMTL with depth datasets, some of which focus on optimizing classification tasks and have been influential in our research.

A Large RGB-D Dataset for Semi-supervised Monocular Depth Estimation [13] utilizes a semi-supervised approach based on the student-teacher strategy [14]. The teacher network uses a massive unlabeled stereo image dataset as an input. Using off-the-shelf stereo matching CNN [15] trained with ground truth depth data, depth maps of the images are created. To improve performance, stereo confidence maps [16] are used as an auxiliary data. These confidence maps are also used in the student network to avoid utilization of inaccurate stereo depth values. Finally, outputted depth maps and stereo confidence maps are used as pseudo ground truth to supervise the monocular student network. The overall framework is illustrated in Figure [1].

MultiDepth: Single-Image Depth Estimation via Multi-Task Regression and Classification [17] takes the novel MTL approach to monocular depth estimation to overcome the instability and slow convergence of depth estimation during supervised training. It uses depth interval classification as an auxiliary task during training phase and at inference, it only predicts continuous depth values by disabling the use of that auxiliary task. This approach has been tested on the KITTI dataset for road scenes. The ground truth depth information obtained from LiDAR sensors are used as the training
Figure 1: First step is to generate depth maps from stereo image pairs using deep teacher network trained with ground truth depth data. The stereo confidence map is also estimated to recognize inaccurate depth values. Furthermore, the monocular student network is trained with the output of the teacher network, pseudo ground truth depth maps and stereo confidence maps. Reprinted from [13]

data for the main regression task. They are also classified into a number of intervals to be used as the auxiliary task and improve the performance of single image depth estimation.

Estimated Depth Map Helps Image Classification[18] investigates the effect of including estimated depth maps as an extra channel to the network to demonstrate improvements in image classification task. To achieve this, depth maps for the CIFAR-10 RGB images are estimated using a trained deep convolutional neural field model. Next, depth maps are added as a new channel along with RGB images to build a RGBD dataset. Finally, the newly created RGBD dataset is used as an input to the image classifier to detect which category they belong to out of the original 10 classes. This technique, has improved the accuracy by 0.55% in ResNet-20.

3 Dataset

Classification is a popular topic in computer vision where the aim is to either classify images based on their overall theme or classify objects in images to improve image understanding and analysis. There are numerous datasets which are formed for the task of classification. In contrast, depth estimation demands complex ground truths of depth maps, and thus dataset options are limited. We worked on two different paradigms: customized MNIST-based datasets and manually classified NYU Depth V2.

3.1 MNIST

MNIST [1] is a dataset of handwritten digits, commonly used in classification problems. MNIST exists in multiple formats, such as Numpy, Pickle, and even in the form of tabular data, and is included in different libraries (e.g., torchvision and tensorflow datasets). In this research a series of customized MNIST based datasets is created by introducing noise to specific images and resizing them. Originally, MNIST images have the fixed size of 28x28. There are 60,000 and 10,000 images in training and test cohorts, respectively. To approach real-world images, and to make the trained models suitable for Transfer Learning (TL) purposes, each image is upsampled to 256x256. Since depth maps are an essential part of the experiments they are generated for the purpose of this work with the following procedure. To normalize the dataset, pixel values of each image are divided by 255 (maximum pixel value). Images are then binarized using the threshold of 0.5. The resulting black and white images are extruded with a fixed depth which is proportional to their class value, as depicted in Figure 2. Furthermore, the dataset is manipulated through two mechanisms: dataset size (number of examples in training set) and noise addition to images.

3.2 NYU Depth V2

NYU-Depth-V2 [2] dataset includes RGB and depth images of indoor scenes, along with segmentation and classification of objects inside each image. The dataset is published in native formats of MATLAB and includes 1449 entries. As one the contributions of this research, we have preprocessed

2https://pytorch.org/vision/stable/datasets.html
3https://www.tensorflow.org/datasets/catalog/mnist
NYU-Depth-V2 and made it public in Python format The NYU dataset can be a good choice for a semantic segmentation task. However, the defined classification labels classify objects into structural classes that reflect their physical role in the scene, thus they are not appropriate for conventional classification purposes such as scene classification. Therefore, we manually labeled all images in the dataset for the scene classification task such that they are all divided into 7 categories: kitchen, office, classroom, living room, washroom, bedroom and store. Figure 3 indicates the number of images in each category. We developed IMICS Numpy viewer and made it publicly available as an open-source tool to facilitate the labeling process. Figure 4 illustrates an image from NYU-Depth-V2 along with the corresponding depth map.

![Figure 3: Number of images in each defined categories of the NYU-Depth-V2 dataset](image)

4 Model Architecture and Multitask Configuration

The main goal of this research is training a network for the depth regression and classification tasks to share parameters and enforce the learning of a common representation. Our network is given an image of a scene and produces two different outputs: depth map and class label. Depth maps contain the pixel-level depth information of the image, while class labels include the predicted class that

---

https://www.dropbox.com/sh/zxbkzhrvpg6adrj/AACVZTjI31BG89NXL3ySUvjbA?dl=0
https://github.com/IMICSLab/Numpy_Image_Viewer
the image belongs to. The fact that we aim to output depth maps implies the Fully Convolutional Networks (FCNs) are appropriate candidates for our purpose. Therefore, we opt U-Net [19], which is the core of state-of-the-art approaches for segmentation tasks and benchmark of depth estimation [13], to act as the backbone of our model. In order to produce the classification output, we utilize the feature flow at the bottleneck of our U-Net.

Our network simply generalizes U-Net to joint depth regression and classification tasks. U-net outputs a single depth map while we add a parallel branch that extracts features for the classification task and outputs the class label. The U-Net is composed of two sub-networks: encoding and decoding networks. The encoding network includes encoding blocks to learn input representations, and downsampling blocks to encode the input image at multiple levels into feature representations. In our experiments, this part is shared between the depth estimator and the classifier. The goal of the decoding network is to restore features learned by the encoder onto a higher-dimensional space similar to the original image. In our architecture, this part is depth-estimator-specific. U-Net also contains skip connections to enable encoder and decoder to share information. The parallel branch we add to the U-Net structure for classification purpose, uses the same encoder structure of the depth estimator U-Net, while in second stage, it adds a branch with fully connected layers to output classification labels. The full model architecture and details of each block of the network are indicated in Figures 5 and 6.
There are multiple approaches to train a deep model with multitask learning. The simplest approach is sequential training where the model is first trained for the first task, then for the next tasks, in turn. In sequential training, hyperparameters may be shared among the tasks or a distinct set of hyperparameters can be defined for each task. The latter option has a higher potential, but it makes the grid search more complex. Another method is utilizing multiple optimizers. In sequential training, skills of the model on the first task usually degrade as it is being trained on the second task. Using multiple optimizers, the model is tuned for all the tasks at the same time and the ultimate performance across the tasks tends not to have a high variance. However, the training process may be unstable if the global optimums across the tasks are located in different parts of the parameter space. The last available approach is defining a multitask loss function which is the most popular option in literature. Multitask loss functions often have distinct components each corresponding to a task. If the multitask loss function is not defined in a proper manner, the optimization procedure might be confounded by a specific component of the loss function. Hence, this type of multitask training is vulnerable to under-fitting.

To investigate the efficacy of our dMTL model, first, we used MNIST dataset with different noise levels and training dataset sizes. For these experiments, we chose multiple optimizers approach for the loss function. Next, in a separate set of experiments using maximum noise level with minimum training dataset size for MNIST, we explored all methods for defining the loss function. This yielded...
multitask loss approach as the most optimal method, which we used for our experiments with NYU Depth dataset.

5 Results and Discussion

5.1 MNIST Dataset

Our experiments consist of three main parts. First, different amounts of noise were added to the input image and the accuracy of classification was calculated. Then we created images similar to depth maps for each image and used them to train a depth estimator along with our classification using dMTL approach. This approach robustly improved the classification performance. Next, the number of training images was manipulated and same approach as above was tested on each new dataset. Finally, we examined effect of different dMTL training methods to determine the best optimization method.

Throughout our experiments with MNIST we used a fixed set of hyperparameters. Our learning rate was $5 \times 10^{-5}$, L2 penalty was 0.001, momentum was chosen to be 0.9, batch size was equal to 4, we limited our experiments to 10 epochs, and we used weighted Cross Entropy (CE) as our loss function for the classification task. Given the fact that our dataset was almost balanced, unweighted CE would create same results. We used the first N examples of the MNIST training cohort for training. 1500 examples (index 45000 to 46500) from the MNIST training cohort formed our validation set and the first 1000 examples of the MNIST test set were used as our test cohort.

Table 1 and Figure 7 show results of experiments using 5000 training examples. As anticipated, higher levels of noise associate with lower performance of the model for both depth estimation and classification tasks. The model maintains most of its test accuracy in highly noisy environments, but depth estimation results are degraded. Although dMTL elevates classification performance at different noise levels, the test accuracy improvements are not considerable (e.g., 2% for SNR of 1:29).

![Figure 7: Image classification accuracy on 5000 training images with different noise levels using single and multitask learning methods (MNIST dataset)](image_url)
Table 1: Performance of the depth estimation model at different SNRs, with N=5000, with dMTL (MNIST dataset)

| S:N | N   | Test Accuracy | Input                  | Depth Estimation Output | Ground Truth Depth Map |
|-----|-----|---------------|------------------------|-------------------------|------------------------|
| Inf | 5000| 0.967         | ![Image](211x594)      | ![Image](310x594)       | ![Image](409x594)      |
| 1:5 | 5000| 0.953         | ![Image](211x594)      | ![Image](310x594)       | ![Image](409x594)      |
| 1:19| 5000| 0.912         | ![Image](211x594)      | ![Image](310x594)       | ![Image](409x594)      |
| 1:29| 5000| 0.851         | ![Image](211x594)      | ![Image](310x594)       | ![Image](409x594)      |

Table 2 and Figure 11 illustrate performance of the model at highest level of noise (SNR=1:29) with different training examples. The results demonstrate that if the number of training examples are limited, the effect of dMTL becomes bolder. For example, as it is seen in Figure 11 with data size of 3500, the dMTL model improves the test accuracy by more than 0.20 (0.6 to 0.8). These experiments illustrate that noise level has the greatest impact on depth estimation. However, classification is most affected by the size of the dataset.

In a separate set of experiments, we explored all the available options for loss function for our extreme case with the highest amount of noise and lowest number of examples (SNR = 1:29 and N = 3500). Table 3 contains the results. As it can be seen, since our focus is improving the classification accuracy and our auxiliary task, depth estimation, is used as a helper, the multitask loss approach achieves the most promising results in our experiments (accuracy of 0.875). Thus, we used multitask loss approach for our experiments with NYU Depth dataset.

5.2 NYU Depth V2 Dataset

Due to the limited dataset size and uneven number of examples in each class, the NYU classifiers were incapable of separating all the seven classes with an acceptable accuracy (above 40%). We visualized the dataset using the t-distributed stochastic neighbor embedding (tSNE)[20], as illustrated in Figure 11, and did not observe any separation in the data. We believe the common elements in the scenes cause similarity between the scenes. For instance, chairs, desks, and computers are typical in
Figure 8: Performance of the model on the depth estimation task (MNIST dataset, N=5000, SNR=1:29, Multitask)

Figure 9: Performance of the model on the classification task (MNIST dataset, N=5000, SNR=1:29, Multitask)
Figure 10: Performance of the model on the classification task (MNIST dataset, N=5000, SNR=1:29, Single Task)

Table 2: Performance of the depth estimation model at SNR = 1:29, with different number of training examples, with dMTL (MNIST dataset)

| S:N | N   | Test Accuracy | Input | Depth Estimation Output | Ground Truth Depth Map |
|-----|-----|---------------|-------|-------------------------|------------------------|
| 1:29| 5000| 0.851         | ![Input Image](dummy) | ![Output Image](dummy) | ![Ground Truth](dummy) |
| 1:29| 4500| 0.818         | ![Input Image](dummy) | ![Output Image](dummy) | ![Ground Truth](dummy) |
| 1:29| 4000| 0.814         | ![Input Image](dummy) | ![Output Image](dummy) | ![Ground Truth](dummy) |
| 1:29| 3500| 0.797         | ![Input Image](dummy) | ![Output Image](dummy) | ![Ground Truth](dummy) |
classrooms and offices. Living rooms and bedrooms also share elements such as shelves and seats. Thus, we reformatted the scenario to a binary classification and chose Kitchen as the base class. In addition to simplifying the classification task, the approach lightened the computational costs of the experiments.

We applied what was learned from the MNIST experiments to the NYU dataset. As mentioned, the size of the dataset was limited and there was no room or necessity for manipulating the number of examples. Additionally, the overlapping objects in the scene classes acted as noise in the labels. Hence, adding noise to the input images would overcomplicate the classification task. Finally, we limited the setting to single task and multitasking with a multitask loss function. The results of the NYU experiments are shown in Table 4. The experiments show that dMTL improves accuracy of the classifiers both on the validation and the test cohorts.

Table 3: Performance of the model trained with different dMTL approaches (MNIST dataset)

| Training Strategy                | Test Accuracy |
|----------------------------------|---------------|
| Single Task                      | 0.577         |
| Multitask, Sequential Training   | 0.797         |
| Multitask, Multiple Optimizers   | 0.858         |
| Multitask, Multitask-loss function | 0.875     |

Table 4: NYU scene classification results

| Cohort  | Average Accuracy (single task) | Average Accuracy (multitask) |
|---------|--------------------------------|------------------------------|
| Validation | 0.767                          | 0.790                        |
| Test     | 0.756                          | 0.770                        |
6 Conclusion

In this paper, we presented a deep multitask learning (dMTL) method to improve the performance of the primary task. Our dMTL model improves the performance of the main task (i.e., image classification) in the presence of noise and limited data size, compared to a single task model. We optimized the effect of the auxiliary representations by training the data for the task of depth prediction, which benefits the main image classification task. In extensive experiments, our method was applied to the MNIST and NYU-Depth-V2 datasets and we showed how classification and depth estimation tasks can act as complementary operations and provide the network with more comprehensive information resulting in a better understanding of the images and improved classification performance. Furthermore, different loss function methods for the dMLT model were evaluated and it was revealed that multitask loss is the most effective method in a dMTL framework, achieving highest classification accuracy.

Acknowledgments

This research has been supported by Huawei Technologies Canada Co., Ltd.

References

[1] Y. LeCun and C. Cortes, “Mnist handwritten digit database,” AT&T Labs [Online]. Available: http://yann.lecun.com/exdb/mnist, 2010.
[2] P. K. Nathan Silberman Derek Hoiem and R. Fergus, “Indoor segmentation and support inference from rgbd images,” in ECCV, 2012.
[3] J. Baxter, “A bayesian/information theoretic model of learning to learn via multiple task sampling,” Machine Learning, vol. 28, no. 1, pp. 7–39, 1997, ISSN: 08856125. DOI: 10.1023/A:1007327622683.
[4] L. Duong, T. Cohn, S. Bird, and P. Cook, “Low resource dependency parsing: Cross-lingual parameter sharing in a neural network parser,” 2015, pp. 845–850. DOI: 10.3115/v1/p15-2139.
[5] R. Girshick, “Fast r-cnn,” Proceedings of the IEEE International Conference on Computer Vision, vol. 2015 Inter, pp. 1440–1448, 2015, ISSN: 15505499. DOI: 10.1109/ICCV.2015.169.
[6] S. Ruder, An overview of multi-task learning in deep neural networks, 2017.
[7] D. Eigen, C. Puhrsch, and R. Fergus, “Depth map prediction from a single image using a multi-scale deep network,” 2014.
[8] A. Geiger, P. Lenz, and R. Urtasun, “Are we ready for autonomous driving? the kitti vision benchmark suite,” 2012, ISBN: 9781467312264. DOI: 10.1109/CVPR.2012.6248074.
[9] A. Saxena, M. Sun, and A. Y. Ng. “Learning 3-d scene structure from a single still image,” 2007. DOI: 10.1109/ICCV.2007.4408828.

[10] K. Karsch, C. Liu, and S. B. Kang. “Depth transfer: Depth extraction from video using non-parametric sampling,” *IEEE Transactions on Pattern Analysis and Machine Intelligence*, 2014, ISSN: 0162-8828. DOI: 10.1109/TPAMI.2014.2316835.

[11] L. Ladický, J. Shi, and M. Pollefeys. “Pulling things out of perspective,” 2014, ISBN: 9781479951178. DOI: 10.1109/CVPR.2014.19.

[12] H. Fu, M. Gong, C. Wang, K. Batmanghelich, and D. Tao. “Deep ordinal regression network for monocular depth estimation,” 2018, ISBN: 9781538664209. DOI: 10.1109/CVPR.2018.00214.

[13] J. Cho, D. Min, Y. Kim, and K. Sohn. “A large rgb-d dataset for semi-supervised monocular depth estimation,” pp. 1–13, 2019.

[14] Z. Xu, Y. C. Hsu, and J. Huang. “Training student networks for acceleration with conditional adversarial networks,” 2019.

[15] J. Pang, W. Sun, J. S. Ren, C. Yang, and Q. Yan. “Cascade residual learning: A two-stage convolutional neural network for stereo matching,” 2017, ISBN: 97881538610343. DOI: 10.1109/ICCVW.2017.108.

[16] M. G. Park and K. J. Yoon. “Leveraging stereo matching with learning-based confidence measures,” 2015, ISBN: 9781467369640. DOI: 10.1109/CVPR.2015.7298605.

[17] L. Liebel and M. Korner. “Multidepth: Single-image depth estimation via multi-task regression and classification,” 2019, ISBN: 9781538670248. DOI: 10.1109/ITSC.2019.8917177.

[18] Y. He. “Estimated depth map helps image classification,” 2017.

[19] O. Ronneberger, P. Fischer, and T. Brox. “U-net: Convolutional networks for biomedical image segmentation,” pp. 1–8, 0.

[20] L. van der Maaten and G. Hinton. “Visualizing Data using t-SNE,” *Journal of Machine Learning Research*, vol. 9, pp. 2579–2605, 2008. [Online]. Available: http://www.jmlr.org/papers/v9/vandermaaten08a.html.