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Abstract—Virtual reality (VR) opens new possibilities for the investigation and training of the mental rotation ability (MRA), which is an important factor in the development of technical skills in several fields. Adaptive designs of MRA training environments realised by virtual technology, which are investigated in this study, could offer promising potentials. For the evaluation of the effectiveness, the adaptive training environment is compared with the adequate randomised environment by assessing the mental rotation ability in both conditions before and after training. As a dependent variable, the performance and its improvement in the virtual mental rotation test (VMRT), as well as the cognitive load, are measured. In addition, possible gender differences and their influence on the training outcomes are determined. The study described here represents an innovative support option for MRA and provides an expandable empirical basis for VR-based adaptive trainings.
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1 Introduction

Virtual realities (VR) are becoming increasingly more important for learning and educational purposes [1]. The reasons for this are the technological developments of recent years on the one hand, and VR’s property of being applicable in many different contexts on the other hand. Examples of VR use in educational contexts are virtual laboratories that support the acquisition of certain skills and practical experience [2] or the possibility of training in environments that would be too dangerous in reality [3], [4]. A special characteristic of VR is the egocentric representation of the environment and the use of a head-mounted display (HMD) which gives the user the feeling of being in “real” reality. Under certain circumstances this can increase the user experience, perceived competence, benefits, and motivation of learners [5]. In addition, immersive virtual technologies enable the use of natural user interfaces (e.g., Leap Motion, data gloves, etc.) to interact with virtual objects and imitate a real haptic touch. Virtual environments also offer a wide range of design options for training and learning scenarios. For example, there are options for the adaptive design of the training environment regarding the difficulty of the content being customised during the training process to reflect the skills, preferences, motivation, or other characteristics.
of the student. This can reduce the cognitive load while improving the overall performance [6].

In light of the advantages described above, VR offers the possibility of creating training sessions that require realistic interaction with the environment while being equipped with advanced features at the same time. The training of the mental rotation ability (MRA) is one of these possibilities. MRA, as an important part of the spatial imagination and thus of human intelligence, is a prerequisite in many scientific and technical professions [7]. Previous research has shown a marked gender difference to the detriment of women [8], [9]. Nonetheless, MRA can be supported by means of appropriate training programmes [10]. The possibility to train MRA in VR with the help of adaptively designed materials offers an interesting research field in this regard and holds practical potentials.

This study investigates the effectiveness of VR-based adaptive training, which was developed to support MRA. During training, the test subjects had to detect the similarity of three-dimensional figures and rotate them into the correct positions. In order to ensure the adaptivity of the training environment, the next task became more difficult if the previous task was solved correctly (if the upper difficulty limit had not already been reached) and easier if it was not solved correctly (if the lower difficulty limit had not already been reached). Adaptive training was compared with randomised training, in which the training tasks were presented in no particular order.

In order to test the effectiveness of training, a previously validated virtual test instrument for measuring MRA [11], the so-called virtual mental rotation test (VMRT), was used before and after training. It was assumed that the participants will achieve better results in VMRT after the virtual training than before the training if the training has a positive influence on MRA. This improvement should be stronger in the adaptive condition than in the randomised condition. Additional tests examined the cognitive load in different conditions as well as gender-specific differences. Following the introduction, this paper will firstly provide an overview of the theoretical background and related work. Subsequently, the research questions of the current study are formulated. Next, the methodological approach of the study is explained in the third section, followed by a report on the results in the fourth section. In the fifth section, the central findings are discussed before finally summarising the study.

1.1 VR technology

The rapid development and dissemination of new technologies in recent decades is linked to the optimisation of educational processes. With the integration of digital technologies, learning and work processes can be improved by making them more flexible and individualised. One of these technologies is VR, which is no longer a novelty but has experienced a strong developmental thrust and spread in recent years. VR is a computer-generated three-dimensional (3D) representation of real or fictitious environments in which the user can enter and execute nearly realistic actions. Modern technologies offer the possibility to “dive” into these environments and get the feeling of actually being “there”. This feeling is described as immersion, which Freina and Ott [12] define as the feeling of being physically present in a non-physical world.
Depending on the degree of immersion, currently existing VR systems are divided into three categories: non-immersive (desktop), semi-immersive, and fully immersive systems [13]. In contrast to the desktop-based representation (non-immersive technology), the special feature of immersive virtual environments is that the user can view the surroundings from an egocentric, i.e. “I” perspective, which corresponds to a realistic perception of the environment and its objects [14]. This is usually enabled by using an HMD, also known as VR goggles. While fully immersive VR technology enables a wide range of interactions with virtual objects, the possibilities for interaction in semi-immersive environments are limited as they are mostly realised by means of low-budget devices as well as smartphones and contain only few natural user interfaces. Technological examples for the realisation of semi-immersive environments are Google Cardboard or the VR goggles Samsung Gear. The multiple possibilities for interaction with fully immersive technology (i.e., HTC VIVE) is provided by an HMD connected to the PC, space-scanning infrared cameras, and special controllers. Via the controllers, the users can interact with the virtual 3D objects, take actions, and move within the virtual space. In order to enhance the feeling of immersion, VR technology can be extended with additional natural user interfaces. As an example, the Leap Motion technology, which is attached to the front of the HMD, can track the user’s hands and transfer them as models into a VR environment. In this case, controllers are no longer needed, as users can interact with the virtual objects by means of their own hands. Although fully immersive virtual environments offer numerous advantages for the user compared to non-immersive or semi-immersive environments, they are not always the means of choice for economic reasons. Fully immersive VR technology, such as HTC VIVE, is quite expensive, requires a powerful PC, and the use of a room-scanning infrared camera is cumbersome. In addition, programming realistic 3D models and integrating interaction options is complex and requires programming skills, even though current game engines, such as Unity3D or Unreal Engine, use a visual scripting system and an intuitive editor to build simple games without writing code. Many finished scripts are also available as open source.

Despite the high costs and efforts involved, the importance of virtual technology in the education sector is so high that it is even described as the number one learning tool of the 21st century [15]. This is due to its unique characteristics, providing several advantages for education and research. As an example, VR allows for the simulation of realistic but fictitious environments that would be impossible or too dangerous under real conditions [16]. Furthermore, VR enables the modification of parameters that often cannot be changed in a real system [2]. Examples of modifiable parameters are gravity, colour, or size, which can be set by default or varied according to individual preferences. An additional advantage of using computer-generated environments is the ability to automatically log and analyse study-relevant data, which is an efficient alternative to other data collection methods [17]. VR also offers the possibility to take the collected data into account and adapt the learning environment to the needs of the user.

The above-mentioned advantages of virtual environments, in combination with years of research results, provide an opportunity for using VR to train certain skills or as a supplement to real or computer-based training environments. Such a form of
training has partly already been implemented [1]. However, it requires more detailed research as well as the identification of weaknesses and strengths in order to enable extensive use. Applications of virtual environments for training spatial skills have also often been addressed in research. With respect to spatial orientation, there is a number of studies that show the benefits of virtual environments for the training of spatial skills [18], [19]. The researchers assume that, in order to orientate themselves in a virtual environment, people rely on the same cognitive process as they do in a real environment [20]. While graphically complex and expensive virtual environments, in which walking around and exploring the surroundings is recommended, are suitable for spatial orientation, a further dimension of spatial abilities, the mental rotation ability, can be assessed with simple stimuli. Therefore, especially MRA is frequently examined in connection with virtual environments and is thus described in the next chapter.

1.2 Mental rotation ability

The term MRA refers to the ability to rotate 2D or 3D figures and objects mentally [21]. It is allocated to the realm of spatial abilities which are an aspect of human intelligence [22]. Spatial ability means being capable of storing, retrieving and transforming visual-spatial information [23]. There are various theories and models of spatial abilities. Thurstone [24], for example, postulates a three-factor hypothesis according to which visualisation, spatial relations, and spatial orientation are the three most important subfactors of spatial ability. Another important definition of spatial ability comes from Linn and Petersen [21], who also identify three subfactors of the construct, including spatial perception, mental rotation, and spatial visualisation. Carroll [25] divides spatial abilities into five main factors, comprising spatial visualisation, spatial relationships, closing speed, the flexibility of closing, and perceptual speed. Despite these discrepancies, mental rotation is a component of all these models and theories. It is the ability to mentally rotate the representation of a stimulus in order to imagine what an object looks like from a different perspective [26].

A frequently used diagnostic possibility for measuring MRA is the mental rotation test (MRT), according to Shepard and Metzler [26], in the version by Peters et al. [27]. The 24 MRT items consist of 3D cube constructions. For each test item, a given figure is compared with four other figures on the right-hand side. Two figures on the right are rotations of the target figure, and the other two figures are not identical to the target figure. The two rotated versions should be recognised by the test persons. Then, and only then, if both versions are correctly recognised, one point per item is awarded so that the maximum score in the MRT is 24.

The research indicates the importance of MRA for technical professions [28]. Sorby et al. [29], Sorby and Baartmans [30] and Veurink and Sorby [31], for example, show that improving spatial skills, especially MRA, can lead to a better performance in mathematics, computer science, science, and technology. Other authors also find significantly high positive correlations between mathematical skills and spatial abilities [32], [33].
An important characteristic feature of MRT is gender differences [9]. With the paper-and-pencil MRT of Shepard and Metzler [26], the disadvantage of women compared to men in the realm of mental rotation was detected for the first time and has been proven several times ever since. Modern computer-based MRT also confirms these results [34]. Gender differences in spatial abilities are well documented but have not yet been adequately explained. Various explanations are given, which are based on biological [35], [36], environmental [37], or psychobiological aspects [7]. One of these explanations refers to the way the tasks are presented [38]. The paper-and-pencil or screen-based representations of the MRT are exclusively allocentric. There is evidence that women have difficulties with such representations. Consequently, if the mental rotation figures were represented from the egocentric perspective, they would perform as well as men [39]. With VR technology, new presentation possibilities for MRT are emerging that did not exist before or that were technologically complex and expensive. With the help of immersive technology, Shepard’s and Metzler’s [26] stimuli (cube figures) could also be viewed from an egocentric perspective. This opens new possibilities to fundamentally investigate spatial imagination and gender differences in MRT tasks.

Due to its importance in many areas, the support of mental rotation constitutes an important area of research. Meanwhile, there is ample evidence that MRA can be improved by training [10], [40]–[42] and that the effects of training can be transferred to other tasks [43]. According to some authors, cognitive processes underlying mental rotation are linked to actual physical rotation and can activate corresponding motor processes. Wohlschlager and Wohlschlager [44] propose that mental and manual rotations are based on a common process. The authors point to a number of studies that found a correlation between the reaction times of manual and mental rotations. Based on this common process hypothesis, it can be assumed that manual training is able to improve MRA. This assumption is supported by a study by Wiedenbauer et al. [41] in which the authors develop a training task requiring the participants to align the orientations of two Shepard and Metzler stimuli using a joystick. The manual training resulted in a better mental rotation performance with familiar objects. Meanwhile, there is further evidence for the effectiveness of manual training for MRA [40].

The realisation and investigation of manual training environments of MRA are challenging in real conditions because of the difficult standard operability and control of environmental confounding variables. The immersive virtual realities, in combination with data gloves or Leap Motion technology, make it possible to realise training environments that enable the elimination or control of the disturbing variables and allow the standardisation of relevant parameters. Additionally, virtual environments offer the possibility to adapt the learning content to the skills and needs of the users by means of automated evaluation of the data. This kind of designing and learning environments is called adaptive and is described in detail in the next section.

1.3 Adaptive training environments

Adaptive learning is a kind of learning process in which the learning content is changed or adapted based on the reactions of the learner [45]. Accordingly, adaptive
training can be described as training that matches individual differences with training instructions [46]. In an adaptive training scenario, the order, pace, or difficulty of the content can be tailored individually during the training process – for example, to the skills, preferences, or motivation of the student – in order to increase training efficiency [47]. The concept of adaptive training is very broad, and there are already many realisations accompanied by a long research tradition. Research indicates that adaptive training can be effective in general when compared to non-adaptive training [48], [49]. The effectiveness of adaptively designed training environments can be supported by the cognitive load theory (CLT, [50]). This theory is based on the human memory architecture model of Baddeley [51] and assumes that the working memory capacity is limited. The CLT distinguishes three types of working memory loads. Sweller [52] describes the load caused by the type of learning material as intrinsic load. This load increases with the number of elements that are simultaneously present in the working memory, whereby the extent of the intrinsic load also depends on the level of expertise of the learner. The second load specified in the CLT is the extrinsic load. This can be directly influenced by the instructional design of the learning material. The cognitive effort involved in automating schemata also results in the learning-related load (germane load). The goal of CLT-based training is to increase the germane load and decrease the extraneous load. According to CLT, the use of adaptive training should relieve working memory and promote germane load, as it is tailored to the individual needs and abilities of the learner [6].

Personalisation of virtual environments entails a number of advantages which are known in the gaming industry [53]. Adaptability can be used to prevent learners from being overloaded or too distracted by irrelevant content, which could increase the flow experience. Additionally, the learning effect could be increased by adapting the complexity of the content presented in virtual reality according to the learner’s abilities.

The idea of adaptively designing learning materials presented in virtual form is not new [54], but research in this area is still in its infancy [55]. The aim of this study is to examine a simple form of personalised training and compare it with non-personalised training. The variables of gender and cognitive load are going to be considered and included in the regression analysis.

2 Current Study

Based on the state of the research described above, an adaptive design of the virtual training environment to promote mental rotation has a high practical relevance and raises new research questions. First, it has to be questioned whether virtual training can improve MRA. In order to investigate this, this study uses a pretest-posttest design examining whether an increase in performance is achieved. It is expected that a significant improvement in MRA will occur after a virtual training session. Therefore, the first hypothesis is as follows:
**H1:** A higher MRA can be measured after training than before training.

Next, it has to be checked whether the adaptive design of the training environment has an advantage over the randomised environment, which serves as a control condition in this study. It is assumed that training in the adaptive condition leads to a higher increase in MRA than in the randomised condition. This assumption is based on the circumstance that in an adaptive environment, the difficulty of the given task is determined by the person’s solution behaviour, thus avoiding over- or underchallenging the person. In addition, the person to be trained has the possibility to solve the mental rotation tasks within his or her own scope in order to achieve better training effects. Therefore, in the second hypothesis, it is assumed that significantly higher increases in MRA will be measured after adaptive training than after randomised training. Therefore, the following hypothesis is established:

**H2:** The increase in ability is higher in the adaptive condition than in the randomised condition.

Given the adaptability of the task difficulty to the abilities of the user, it could be hypothesised that the overall cognitive load in the adaptive condition is lower than in the randomised condition. Under certain circumstances, this should also be measurable with subjective measurement methods after the virtual phases. For this purpose, the cognitive load is assessed in addition to MRA and checked for group differences. Hence an additional question follows:

**Do different groups differ in cognitive load?**

Considering that gender is an important variable in the context of mental rotation, it is investigated whether gender differences can be identified by virtual MRT and by cognitive load (measured by NASA-TLX), and how they develop under different training conditions. From this, the supplementary question of the study is derived:

**Are there gender differences in relation to performance in virtual MRT and/or cognitive load?**

### 3 Method

#### 3.1 Participants

102 persons participated in the study. 51 of them (50%) were female, and the other 51 (50%) were male. The mean age of the participants in the study was 27.74 years with a standard deviation of 5.66 years (minimum 18 years, maximum 47 years). 47 of 102 participants already had a university degree and 30 participants had a high school diploma. The remaining participants had other degrees. When asked how often they used 3D computer games, 67 of 102 test persons stated "never", 18 "very rarely", 12 "occasionally" and 4 "almost daily." One person did not provide any information in this regard.
3.2 Design

The study consists of a pretest-posttest experimental-control group design. The adaptive training serves as an experimental condition and the randomised training as a control condition. Before and after the training session, the MRA of the participants is recorded using a virtual MRT which was developed and validated in the previous study [11]. Finally, the cognitive load of the persons is recorded using the NASA TLX questionnaire. Figure 1 shows a graphic representation of the course of the investigation.

3.3 Materials

The materials used in the study were VR-based mental rotation test and training environments, the technology required to run the VR environments and the NASA TLX questionnaire as well as the questionnaire on demographic information. These are described in detail in the following subsection.

3.4 VR-based mental rotation ability test environment

The VMRT used for the pre- and post-measurement of the mental rotation ability was developed and validated in a previous study [11]. The test instrument contained 16 items based on immersive VR and Leap Motion technology. Similar to the paper-and-pencil MRT items [27], the test subjects have to choose two out of four figures corresponding to the target figure. The selection of the figures is possible by grasping them by hand. After the selection, the figures change their colour from blue to green (regardless of whether they are selected correctly or incorrectly) and it is no longer possible to undo this. The given processing time for each task is 30 seconds. After the given time is over, the system automatically goes on to the next task. Finally, the participants are instructed to report to the test supervisor. The instructions are displayed on a board behind the target figures (Figure 2).
3.5 VR-based mental rotation ability training environments

The training of the MRA is enabled by the hands-on interaction with the 3D figures. The persons have the possibility to rotate the figures with their own hands to bring them into a particular position. The goal in the training phase is – similar to the test phase – to find two of four blue figures corresponding to the green figure and to bring them into the same position as the green figure (Figure 2). As soon as the angle of rotation in all three axes (X, Y, and Z axes) is matched (provided the rotated figure was the right choice), the blue figure also changes its colour to green. Maximum deviation tolerance of the turned figure from the target figure is 30 degrees in each axis. If two out of four figures are green, it can be assumed that the task was solved correctly, providing feedback on the task solution. The given time for solving a training task is 40 seconds. After this time, the system automatically switches to the next task. The determination of the next task depends on the solution behaviour of the previous task and the experimental condition. At the beginning of the training, the persons in the adaptive condition are given a task of medium difficulty. If the task is solved in a given time, they will receive more difficult tasks or equally difficult tasks (if the upper difficulty limit is reached). Nevertheless, if the task is not solved, they will receive easier tasks or equally difficult tasks (if the lower difficulty limit is reached). For the difficulty variation of the tasks, the items are selected from four different item pools. The 3D figures in the item pool with the highest level of difficulty consists of six cuboids, while those in the item pool with the lowest level of difficulty are made up of three cuboids. Figure 2, for example, shows the figures with three cuboids.

In the randomised condition, the task is the same as in the adaptive condition. The difference is that in this condition, the tasks from four different item pools are presented randomly, regardless of whether the person has solved the previous task or not.

Fig. 2. Scene from the training sequence
3.6 Technology

For the implementation of the software required for the current study, the programme Blender is used to generate the 3D figures, whereas the game engine Unity3D is employed to design the test and training environments.

In order to display the VR-based mental rotation test and training environments, a VR device (HTC VIVE Pro) is connected to a laptop (with a 64-bit Windows 10 operating system, an Intel(R) Core(TM) i7 2.67 GHz processor, 8 GB RAM and an NVIDIA GeForce GTX1070 graphics card) and Leap Motion technology is used. Leap Motion Technology is a small USB device that relies on optical sensors and infrared light to track hands. It is attached to HTC VIVE with a special bracket in the front and middle part of the HMD. Due to this special configuration, it is possible to display hands in VR and to realistically interact with virtual objects.

3.7 NASA-TLX

The NASA task load index (NASA TLX) [56] is used to assess the subjective perceived cognitive load during virtual activity. The authors chose the NASA TLX because it is a standardized multidimensional questionnaire used to measure perceived workload during a task in order to estimate various aspects of performance, including cognitive load. The NASA TLX usually includes six different dimensions: mental demand, physical demand, temporal demand, performance, effort, and frustration level. In this experiment, the scale of physical demand is not considered because it is not relevant for the performance of the task. Instead, the participants rate the other dimensions from low to high on a scale of zero to twenty. As expected in the study, the test subjects have to report a lower cognitive load if they receive the tasks that correspond to their respective abilities, and vice versa: The participants will have a higher mental workload if they perform tasks that go beyond their abilities.

3.8 Procedure

The testing and the training take place in a room prepared for the study, where the participants have enough space to move around in the virtual room and view the tasks from different perspectives. First, the test persons fill out a questionnaire on demographic data. After this, they can put on the VR goggles while the test leader makes sure that the HMD is correctly positioned on the head. Before the subjects receive their first VMRT, they complete an exercise sequence consisting of five tasks. This sequence serves to familiarise the subjects with the virtual environment and starts with a scene in which only a single blue figure and the instruction board are visible. The task is to grasp the figure by hand, after which the figure turns green. During this exercise, the test leader gives instructions suggesting to walk around the figure and look at it from all sides.

Further exercises follow that correspond to the tasks of the subsequent VMRT test. In front of the board, a green target object and four different blue answer options are visible. Two identical figures have to be coloured by grasping them by hand. The
participants can mark all four blue pieces green but are not able to undo the action. Therefore, they have to think carefully before deciding which figures they choose to colour. The given time for each exercise is 60 seconds. Then the actual test begins. Each participant has to solve 16 tasks in the test, each within 30 seconds of processing time. At the end of the first phase, a short break is given before the training phase in 3D space follows.

In this phase, every second participant is assigned to an adaptive condition, the other half to the randomised condition. Additionally, in the training phase, there is a first exercise sequence before the training tasks. In the first exercise, the participants have to rotate the single blue figure they are presented with into the same position as the green target object in the background. This type of task is repeated several times so that the test persons are able to familiarise with the handling and rotation of the virtual objects. This is followed by the actual training tasks (20 in total), which, according to the condition, are either presented adaptively or randomly. After the test phase, there is a short break. Then the second VMRT test follows, which is identical to the first test. The whole experiment ends with the NASA-TLX questionnaire.

4 Results

The analysis is carried out with the programme R (version 3.4.4). The packages used are “TAM” [57] for the IRT analysis and “nlme” [58] for the analysis of variance with the linear mixed-effects model. Both of the considered dependent variables, namely the VMRT scores and the NASA TLX data, are normally distributed, allowing the use of methods like IRT analysis, ANOVA (analysis of variance), and t-test.

For the determination of MRA before and after the training, IRT analyses of the solution data are carried out at both times. The analysis is performed according to the criteria of the one-parameter, one-dimensional Rasch model (1PL model) [59]. The mean value of the item difficulties is chosen as the zero point of the logit scale, which represents both item difficulties and personal abilities. The test quality is evaluated by WLE (weighted likelihood estimates) and EAP/PV (expected a posteriori/plausible value) reliabilities [60] as well as by the weighted root mean square values (WMNSQ) within the limits of $0.77 < \text{WMNSQ} < 1.33$ [61]. Both IRT analyses of the data show acceptable reliability and fit values. The EAP/PV reliability is .617 (data from the first measuring time) and .746 (data from the second measuring time), respectively, whereas the WLE reliability is .572 and .711, respectively. The weighted mean squares are between 0.849 and 1.273. Personal abilities determined by the IRT analyses are included as dependent variables in further evaluation. The average ability values before and after training, for different conditions and both sexes, are shown in Table 1.
Table 1. Average person abilities in VMRT for different measurement times, conditions, and groups. The abilities are distributed on logit scale and can take values between -3 and +3.

|                        | Mean (M) | Standard deviation (SD) |
|------------------------|----------|-------------------------|
| pre-test               | -0.39    | 0.88                    |
| post-test              | 0.32     | 1.16                    |
| adaptive condition     | 0.03     | 1.06                    |
| randomised condition   | -0.1     | 1.12                    |
| female                 | -0.28    | 1.05                    |
| male                   | 0.22     | 1.07                    |

A mixed ANOVA analysis is employed to test the hypotheses by considering several independent variables such as sex (female vs. male), measurement point (before or after training), and condition (adaptive vs. randomised). Subject ID is specified as a random factor. Sex, time of measurement, condition, and their interactions are included as fixed factors.

The 2 group × 2 time × 2 sex mixed ANOVA yielded a main effect of time (F(1, 98) = 34.343, p < .001) and a main effect of sex (F(1, 98) = 9.873, p < .01) but no main effect of condition (F(1, 98) = 0.411, p = .41). The condition × time interaction is also significant (F(1, 98) = 5.369, p < .05), indicating that MRA improves more after training in the adaptive condition than it does in the randomised condition. Furthermore, the interactions sex × time (F(1, 98) = 5.458, p < .05) and sex × time × condition (F(1, 98) = 6.643, p < .05) are also significant. Figure 3 illustrates these results. It becomes clear that the interactions sex × time and sex × time × condition are significant because only men benefit from the adaptive condition. The possible reasons for this are going to be discussed later. In order to exclude the 3D gaming experience as a confounding factor in the effects shown, correlations between gaming experience and test performances before and after training are determined. The two correlation tests yielded non-significant values (r1 = .08, p = .43; r2 = .17, p = .08). Furthermore, the inclusion of the variable 3D gaming experience in the mixed ANOVA did not lead to any significant main effects or interactions, which is why it is excluded from the analysis. Therefore, the 3D gaming experience is not relevant for the VMRT performance and can be neglected as a confounding variable.
In order to investigate whether the cognitive load in the adaptive condition is lower than it is the case in the randomised condition, the mean scale values for the relevant dimensions in the adaptive and randomised conditions are compared using a t-test. The results are shown in Table 2.

**Table 2.** Comparison of the NASA-TLX scale mean values in the adaptive and randomised conditions. Maximum possible scores on each scale were 20.

| Scale            | Mean value in the adaptive condition | Mean value in the randomised condition | t-test results          |
|------------------|--------------------------------------|--------------------------------------|-------------------------|
| Mental demand    | 13.902                               | 13.431                               | $t(100) = 1.651, p = .513$ |
| Temporal demand  | 10.706                               | 10.863                               | $t(100) = -0.195, p = .845$ |
| Performance      | 10.235                               | 11.392                               | $t(100) = -1.285, p = .202$ |
| Effort           | 11.255                               | 11.118                               | $t(100) = 0.166, p = .869$ |
| Frustration level| 9.196                                | 9.843                                | $t(100) = -0.655, p = .514$ |

Next, the difference between men and women regarding their cognitive load is examined. In the dimensions mental demand ($t(100) = 1.988, p = .049$) and effort ($t(100) = 2.153, p = .034$), the independent sample t-test shows a lower cognitive load for men than for women. An overview of the results in all dimensions is given in Table 3.
Table 3. Comparison of the NASA-TLX scale mean values for the male and the female test persons. Maximum possible scores on each scale were 20.

| Scale         | Mean value for the female test persons | Mean value for the male test persons | t-test results |
|---------------|----------------------------------------|-------------------------------------|----------------|
| mental demand | 14.373                                  | 12.961                              | *t*(100) = 1.988, p = .049 |
| temporal demand | 11.373                                  | 10.196                              | *t*(100) = 1.481, p = .142 |
| performance   | 11.510                                  | 10.118                              | *t*(100) = 1.552, p = .124 |
| effort        | 12.058                                  | 10.313                              | *t*(100) = 2.153, p = .034 |
| frustration level | 10.470                                  | 8.568                               | *t*(100) = 1.958, p = .053 |

To sum up, the results of the study partially confirm the hypotheses. It could be shown that (1) MRA improves after training, (2) the ability has improved greater in the adaptive condition than in the randomised condition (but only for men), and (3) men generally perform better in VMRT than women. Regarding the cognitive load, there are no differences when comparing the different conditions. The gender differences were found in some dimensions of NASA TLX. The results, as well as weaknesses of the study and further research prospects, are discussed in the next section.

5 Discussion

This experimental pretest-posttest study aimed to find an optimised VR-based training option for MRA. It investigated whether an adaptive environment is able to promote MRA better than a randomised one. The influence of gender and cognitive load during training was considered as well. In the first hypothesis, it was assumed that the training improves MRA, and that therefore, a higher MRA is measurable after the training than before the training. The mixed ANOVA confirmed this hypothesis by indicating that the main effect of time was significant. In addition to the main effect of time, mixed ANOVA also provided a significant main effect of sex, which suggests that men overall perform better in VMRT than women. The gender differences in MRA, which have been proven several times, seem to persist in virtual testing.

The second hypothesis differentiated between the adaptive and the randomised condition and postulated that MRA improvement is greater in the adaptive than in the randomised condition. This hypothesis was also confirmed by the significant interaction condition × time of the mixed ANOVA. However, the triple interaction condition × time × sex showed that the advantage in the adaptive condition is only valid for men. These unexpected results leave several unanswered questions. It is unclear why the adaptive condition might be more beneficial for the male subjects than the randomised condition but shows the opposite for the female participants. From the findings of previous research, the experience with 3D games could be used to explain the advantage of men in the successful use of virtual technology and better results in VMRT [62], [63]. However, investigation of the correlation between 3D gaming experience and VMRT performance yielded no significant results. In our study, this could be attributed to the large majority of subjects having no experience with 3D games (67 out of 102), making comparability with the rest of the sample problematic.
Other factors that may influence VMRT performance could include motivation, technology acceptance, as well as flow or presence experience, which are identified as important factors related to virtual environments. A detailed investigation of this issue would also require a qualitative analysis of training data, which constitutes an interesting topic for future research and should not be ignored.

The third question of the study intended to investigate whether the group differences found by the mixed ANOVA are also reflected in the cognitive load measured by NASA TLX. To be specific, the advantage of the adaptive condition over the randomised condition and the advantage of men over women were to be examined. The t-tests for dependent samples could not detect any difference between the conditions. The gender comparison found a significantly lower effort and mental demand for men than women. The male participants seem to cope more easily with test and training tasks than the female, which can be explained by adducing the higher abilities of the men in mental rotation. However, this effect only proved to be significant in two dimensions of the NASA TLX. In contrast to this, the other three dimensions – temporal demand, performance, and frustration level – were not significant.

At this point, it should be mentioned that NASA TLX, as a subjective measuring method, must be viewed critically because the load can only be assessed retrospectively. For future studies, it would be interesting to include objective measurement methods in the investigation in addition to the subjective measurement methods of cognitive load. As an example, eye tracking or EEG examination could be well combined with the virtual environment (sources) and could provide valuable results regarding MRA.

In addition to NASA TLX, the adaptive training concept described above should be viewed critically as well. The goal was to optimise the virtual training programme by adaptivity, i.e., by tailoring the task difficulties to personal abilities. As mentioned at the beginning of the paper, adaptation can be constructed in many ways. The adaptation described here refers to the adaptation of the task difficulty depending on the solution behaviour of the respective test person. The difficulty of the tasks is exclusively determined by one characteristic, namely the number of cuboids. However, other characteristics could also influence the difficulty of the task. Earlier studies [26] could, for example, identify the rotation angle of the figures to the target figure as a difficulty-determining feature. Furthermore, the adaptive design of the learning environment can consider not only the task character but also individual characteristics of the users. Adapting the material to personal preferences, to motivation, and to the cognitive load of the user could be further steps in designing innovative learning and training environments.

As a follow-up question, the long-term effectiveness of the training seems to be relevant. It would be interesting to investigate whether training effects found with this study could also be measured after days, weeks, or even months. The organisation of the sample in such studies is complex, but it is a necessary prerequisite for the validation of the long-term impact of VR-based MRA training. Furthermore, is should also be questioned to what extent the virtual training of MRA influences the performance in technical areas, or to what extent the training effect can be generalised and applied...
to the other domains. Therefore, quasi-experimental studies which examine the training effects in the different MINT subjects would be helpful.

In the future, virtual mental rotation trainings could offer more adaptation possibilities and include more variables than just difficulty adjustments. In addition to mental rotation, personalised training could also be planned for the other dimensions of spatial abilities. One possibility is the personalised training of spatial orientation. This training would require a different environment than rotational training, since for the current study the environment was kept as simple as possible in order to avoid conflicting variables.

In summary, the results of the study partly confirm the expectations. The research question asking whether adaptively designed virtual training can improve MRA can be answered positively, but some questions – and one question in particular – remain: Why do men benefit more from the adaptive training condition than women? In order to investigate this, further studies with additional research objects would be necessary. However, it can be assumed that adaptively designed virtual training environments have great potential for promoting mental rotation. The development and testing of such environments is still in its infancy and requires detailed further investigation.
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