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Abstract

We investigate the rank of the average mixing matrix of trees, with all eigenvalues distinct. The rank of the average mixing matrix of a tree on \( n \) vertices with \( n \) distinct eigenvalues is upper-bounded by \( n/2 \). Computations on trees up to 20 vertices suggest that the rank attains this upper bound most of the times. We give an infinite family of trees whose average mixing matrices have ranks which are bounded away from this upper bound. We also give a lower bound on the rank of the average mixing matrix of a tree.

1 Introduction

We investigate the rank of the average mixing matrix of continuous time quantum walks on trees with simple eigenvalues.

The continuous-time quantum walk is an universal computational primitive [4]. Introduced in [7], many properties of quantum walks have been studied. Some topics include state transfer [14, 11, 5, 16] and uniform mixing [3, 13, 1].

Let \( X \) be a graph and let \( A \) be the adjacency matrix of \( X \). The transition matrix of a continuous-time quantum walk on \( X \) is a matrix-valued function
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in time, denoted $U(t)$, and is given as follows:

$$U(t) = \exp(itA)$$

Unlike a classical random walk on a connected graph, a continuous quantum walk does not reach a stationary distribution. For example, the transition of the complete graph $K_n$ is a periodic function of $t$. The average mixing matrix is, intuitively, a distribution that the quantum walk adheres to, on average, over time, and thus may be thought of as a replacement for a stationary distribution. The average mixing matrix has been studied in [12, 2, 6]. We will now proceed with a few preliminary definitions.

The mixing matrix $M(t)$ of the quantum walk, given by

$$M(t) = U(t) \circ \overline{U(t)}.$$ 

where $\circ$ denotes the Schur (also known as the Hadamard or element-wise product) of two matrices. The average mixing matrix, denoted $\hat{M}$, is defined as follows:

$$\hat{M} = \lim_{T \to \infty} \frac{1}{T} \int_0^T M(t) \, dt.$$ 

(1.1)

A tree is a connected graph with no cycles. The class of trees is a natural class of graphs to study. The rank of the average mixing matrix of a tree on $n$ vertices with $n$ distinct eigenvalues is at most $n/2$, see [6]. We computed the rank of the average mixing matrix of all trees up to 20 vertices; the computational results suggest that the rank of $\hat{M}$ of a tree with all simple eigenvalues attains the upper bound most of the time. We give an infinite family of trees whose average mixing matrices have ranks which are bounded away from this upper bound.

**Theorem.** For every positive real number $c$, there exists a tree $T$ on $n$ vertices with simple eigenvalues such that

$$\left\lceil \frac{n}{2} \right\rceil - \text{rk}(\hat{M}(T)) > c.$$ 

We then give the following lower bound on the rank of the average mixing matrix of a tree:

**Theorem.** If $T$ is a tree with simple eigenvalues on at least four vertices and is not isomorphic to $P_4$, then $\text{rk}(\hat{M}(T)) \geq 3.$

2
We give some preliminary results about the average mixing matrix in Section 2. We also find the ranks and traces of the average mixing matrices of star graphs, as an example. In Section 3, we define the rooted product of graphs and we find the average mixing matrix of a graph $X$ with $K_2$ in terms of the eigenprojectors of $X$, which we use in Section 4 to give a family of trees whose average mixing matrices have ranks which are upper-bounded away from the maximum. In Section 5, we prove the lower bound on the ranks of the average mixing matrices of trees which are not isomorphic to the path on four vertices.

2 Preliminaries and examples

Let $X$ be a graph on $n$ vertices and let $A$ be the adjacency matrix of $X$. Let $\theta_1, \ldots, \theta_d$ be the distinct eigenvalues of $A$ and, for $r = 1, \ldots, d$, let $E_r$ be the idempotent projection onto the $\theta_r$ eigenspace of $A$; the spectral decomposition of $A$ is as follows:

$$A = \sum_{r=1}^{d} \theta_r E_r.$$ 

The following is an important theorem as it allows us to understand the average mixing matrix.

2.1 Theorem. [12] Let $X$ be a graph and let $A$ be the adjacency matrix of $X$. Let $A = \sum_{r=1}^{d} \theta_r E_r$ be the spectral decomposition of $A$. The mixing matrix of $X$ is

$$\hat{M} = \sum_{r=1}^{d} E_r \circ E_r.$$ 

As an example, we find the average mixing matrix of the star and deduce that it always has full rank.

2.2 Lemma. The average mixing matrix of the star graph $K_{1,n}$ has full rank and has

$$\text{tr}(\hat{M}) = \begin{cases} \frac{2n^2 + \frac{3}{2}n}{(2n-1)^2}, & \text{if } n \text{ is even;} \\
\frac{2n^2 + 3n}{(2n-1)^2}, & \text{if } n \text{ is odd.} \end{cases}$$
Proof. We will proceed by finding an explicit expression for \( \tilde{M}(K_{1,n}) \). Observe that the eigenvalues of \( K_{1,n} \) are \( \pm \sqrt{n} \) and 0 with multiplicity \( n - 1 \). We give the spectral idempotent matrices as follows:

\[
E_{\sqrt{n}} = \frac{n}{2n-1} \left( \frac{1}{\sqrt{n}} 1 \  \frac{1}{\sqrt{n}} 1 \right), \quad E_{-\sqrt{n}} = \frac{n}{2n-1} \left( \frac{1}{\sqrt{n}} 1 \ -\frac{1}{\sqrt{n}} 1 \right)
\]

and

\[
E_0 = \frac{1}{2} \begin{pmatrix} 0 & 0 \\ 0 & I - R \end{pmatrix}
\]

where \( I \) is the \( n \times n \) identity matrix and \( R \) is the \( n \times n \) matrix with all ones on the back diagonal. Note that \( I - R \) always has rank \( n - 1 \). Thus we have that

\[
\tilde{M}(K_{1,n}) = E^{o2}_{\sqrt{n}} + E^{o2}_{-\sqrt{n}} + E^{o2}_0 = \frac{2}{(2n-1)^2} \left( \frac{n^2}{4} n 1 \  n 1^T \right) + \frac{n}{4} I + \frac{1}{4} R.
\]

Observe that this matrix has full rank.

\[ \text{rk}(\tilde{M}) = 3 \]

\[ \text{rk}(\tilde{M}) = 5 \]

\[ \text{rk}(\tilde{M}) = 6 \]

Figure 1: All trees on 6 vertices, organized by the rank of their average mixing matrices.

The path graphs \( P_2 \) and \( P_3 \) are the only trees on two and three vertices, respectively. There are six trees on six vertices; three of them have simple eigenvalues and rank 3, two have rank 4 and one graph (the star graph) of full rank. They are shown in Figure 1.
3 Rooted products

Let $X$ be a graph with vertices $\{v_1, \ldots, v_n\}$ and let $Y$ be a disjoint union of rooted graphs $Y_1, \ldots, Y_n$, rooted at $y_1, \ldots, y_n$, respectively. The rooted product of $X$ and $Y$, denoted $X(Y)$, is the graph obtained by identifying $v_i$ with the root vertex of $Y_i$. The rooted product was first introduced by Godsil and McKay in [9]. Let $B(X,Y)$ be the matrix given as follows:

$$B(X,Y)_{i,j} = \begin{cases} 
\phi(Y_i, t), & \text{if } i = j; \\
-\phi(Y_i \setminus y_i, t), & \text{if } i \sim j; \\
\text{and},0, & \text{otherwise}.
\end{cases}$$

3.1 Theorem. [9] $\phi(X(Y), t) = \det(B)$. □

In particular, we will consider the special case where $Y$ is a sequence of $n$ copies of $K_2$. In this case, we will write $X(K_2)$ to denote the rooted product and the following is found in [9] as a consequence of the above theorem

$$\phi(X(K_2), t) = t^n \phi\left(H, t - \frac{1}{t}\right) \quad (3.1)$$

The following lemma follows directly from (3.1).

3.2 Lemma. Let $X$ be a graph with simple eigenvalues. The rooted product $X(K_2)$ also has simple eigenvalues which are roots of

$$t^2 - \lambda t - 1 = 0,$$

for $\lambda$ an eigenvalue of $X$. □

3.3 Lemma. Let $X$ be a graph with simple eigenvalues and let $\{v_1, \ldots, v_n\}$ be an orthonormal eigenbasis of $A(X)$ with eigenvalues $\lambda_1, \ldots, \lambda_n$, respectively. For $i = 1, \ldots, n$, let $\mu_i$ and $\nu_i$ be the two roots of $t^2 - \lambda_i t - 1 = 0$. Then

$$\left\{ \frac{1}{\sqrt{\mu_i^2 + 1}} \left( \mu_i v_i \right), \frac{1}{\sqrt{\nu_i^2 + 1}} \left( \nu_i v_i \right) \mid i = 1, \ldots, n \right\}$$

is an orthonormal eigenbasis for $X(K_2)$. 5
Proof. We may write the adjacency matrix of \( X(K_2) \) as follows:

\[
A(X(K_2)) = \begin{pmatrix} A(X) & I \\ I & 0 \end{pmatrix}.
\]

For \( i \in [n] \) and \( \mu \in \{\mu_i, \nu_i\} \), we see that \( \mu \neq 0 \) and \( \mu^2 = \lambda \mu + 1 \). We obtain that

\[
\begin{pmatrix} A(X) & I \\ I & 0 \end{pmatrix} \begin{pmatrix} \mu \nu_i \\ \nu_i \end{pmatrix} = \begin{pmatrix} \lambda \mu \nu_i + \nu_i \\ \mu \nu_i \end{pmatrix} = \begin{pmatrix} \mu^2 \nu_i \\ \mu \nu_i \end{pmatrix} = \mu \begin{pmatrix} \mu \nu_i \\ \nu_i \end{pmatrix},
\]

and the lemma follows.

3.4 Theorem. Let \( X \) be a graph with simple eigenvalues and let \( F_1, \ldots, F_n \) the orthogonal projections onto the eigenspaces of \( A(X) \) with corresponding eigenvalues \( \lambda_1, \ldots, \lambda_n \). Then

\[
\hat{M}(X(K_2)) = \begin{pmatrix} \hat{M}(X) - N & N \\ N & \hat{M}(X) - N \end{pmatrix}
\]

where

\[
N = \sum_{i=1}^{n} \left( \frac{2}{\lambda_i^2 + 4} \right) (F_i \circ F_i).
\]

Proof. Following the notation of the previous lemma, we see that \( F_i = \nu_i \nu_i^T \). For \( i \in [n] \), let \( \mu \in \{\mu_i, \nu_i\} \). The orthogonal projection \( E_\mu \) onto the \( \mu \) eigenspace of \( A(X(K_2)) \) is given by

\[
\frac{1}{\mu^2 + 1} \begin{pmatrix} \mu \nu_i \\ \nu_i \end{pmatrix} \begin{pmatrix} \mu \nu_i \\ \nu_i \end{pmatrix}^T = \frac{1}{\mu^2 + 1} \begin{pmatrix} \mu^2 \nu_i \nu_i^T \\ \mu \nu_i \nu_i^T \end{pmatrix} = \frac{1}{\mu^2 + 1} \begin{pmatrix} \mu^2 F_i \\ \mu \nu_i \end{pmatrix}.
\]

Thus

\[
E_{\mu_i} \circ E_{\mu_i} + E_{\nu_i} \circ E_{\nu_i} = \begin{pmatrix} \frac{\mu_i^4}{(\mu_i^2 + 1)^2} + \frac{\nu_i^4}{(\nu_i^2 + 1)^2} & (F_i \circ F_i) \\ \frac{\mu_i^2}{(\mu_i^2 + 1)^2} + \frac{\nu_i^2}{(\nu_i^2 + 1)^2} & (F_i \circ F_i) \end{pmatrix}.
\]

Observe that \( \mu_i + \nu_i = -\lambda_i \) and \( \mu_i \nu_i = -1 \), and so

\[
\mu_i^2 + \nu_i^2 = (\mu_i + \nu_i)^2 - 2 \mu_i \nu_i = \lambda_i^2 + 2.
\]
and
\[ \mu_i^4 + \nu_i^4 = \lambda_i^4 + 4 \mu_i^2 + 4 \nu_i^2 - 6 = \lambda_i^4 + 4 \lambda_i^2 + 2. \]

We obtain that
\[ \frac{\mu_i^4}{(\mu_i^2 + 1)^2} + \frac{\nu_i^4}{(\nu_i^2 + 1)^2} = \frac{\mu_i^4 (\nu_i^2 + 1)^2 + \nu_i^4 (\mu_i^2 + 1)^2}{(\mu_i^2 + 1)^2 (\nu_i^2 + 1)^2} = \frac{\lambda_i^4 + 6 \mu_i^2 + 6 \nu_i^2 - 4}{(\lambda_i^2 + 4)^2} = \frac{\lambda_i^2 + 2}{\lambda_i^2 + 4} \]
and
\[ \frac{\mu_i^2}{(\mu_i^2 + 1)^2} + \frac{\nu_i^2}{(\nu_i^2 + 1)^2} = \frac{\mu_i^2 (\nu_i^2 + 1)^2 + \nu_i^2 (\mu_i^2 + 1)^2}{(\mu_i^2 + 1)^2 (\nu_i^2 + 1)^2} = \frac{2 \lambda_i^2 + 8}{(\lambda_i^2 + 4)^2} = \frac{2}{\lambda_i^2 + 4} \]

and
\[ \frac{1}{(\mu_i^2 + 1)^2} + \frac{1}{(\nu_i^2 + 1)^2} = \frac{(\nu_i^2 + 1)^2 + (\mu_i^2 + 1)^2}{(\mu_i^2 + 1)^2 (\nu_i^2 + 1)^2} = \frac{\lambda_i^2 + 2}{\lambda_i^2 + 4}. \]

Thus
\[ E_{\mu_i} \circ E_{\mu_i} + E_{\nu_i} \circ E_{\nu_i} = \left( \frac{\lambda_i^2 + 2}{\lambda_i^2 + 4} \right) (F_i \circ F_i) \left( \frac{2}{\lambda_i^2 + 4} \right) (F_i \circ F_i). \]

Let
\[ N = \sum_{i=1}^n \left( \frac{2}{\lambda_i^2 + 4} \right) (F_i \circ F_i). \]

We can see that
\[ \widehat{M}(X(K_2)) = \begin{pmatrix} \widehat{M}(X) - N & N \\ N & \widehat{M}(X) - N \end{pmatrix} \]
and the lemma follows. \( \square \)

We observe that \( N \) and \( \widehat{M} \) have the same kernel.
4 Trees with simple eigenvalues with \( \text{rk}(\hat{M}) \) bounded away from \( \lceil n/2 \rceil \)

The following lemma is found in [6].

4.1 Lemma. [6] If \( X \) is a bipartite graph on \( n \) vertices with \( n \) distinct eigenvalues, then \( \text{rk}(\hat{M}(X)) \leq \lceil n/2 \rceil \).

In this section, we will give a construction for trees on \( n \) vertices with simple eigenvalues where \( \text{rk}(\hat{M}) \) is bounded away from \( \lceil n/2 \rceil \). A computer search finds that for \( n = 1, \ldots, 17, 19, 20 \), every trees on \( n \) vertices with simple eigenvalues has \( \text{rk}(\hat{M}) = \lceil n/2 \rceil \). Up to isomorphism, there is one tree \( T^* \) on 18 vertices such that \( \text{rk}(\hat{M}(T^*)) = 8 \), which is given in Figure 2. We will retain the notation of \( T^* \) to denote this for the rest of this section.

![Figure 2: The tree \( T^* \) on 18 vertices such that \( \hat{M}(T^*) = 8 \).](image)

We will need the following technical lemma.

4.2 Lemma. Let \( X \) be a graph with adjacency matrix \( A \). Suppose the spectral decomposition \( A(X) = \sum_{r=0}^{d} \theta_r E_r \). Let \( \hat{M} \) be the average mixing matrix of \( X \). We have that

\[
\ker(\hat{M}) = \bigcap_{r=0}^{d} \ker(E_r \circ E_r).
\]
Proof. Let \( v \in \ker(\hat{M}) \). We see that

\[
0 = v^T M v = \sum_{r=0}^{d} v^T E_r \circ E_r v.
\]

Since \( E_r \circ E_r \) is a principal submatrix of \( E_r \otimes E_r \) and is hence positive semi-definite, we see that

\[
v^T E_r \circ E_r v \geq 0
\]

for all \( r \). Since the sum of non-negative real number is equal to zero, every term must be zero and thus

\[
\ker(\hat{M}) \subseteq \bigcap_{r=0}^{d} \ker(E_r \circ E_r).
\]

Containment in the other direction is clear.

We will use Lemma 4.2 to bound the rank of iterated rooted products of \( T^* \) with \( K_2 \). We note that Lemma 4.2 implies that vertices \( u \) and \( v \) are strongly cospectral in \( X \) if and only if \( Me_u = \hat{M}e_v \), which is also proven in [12].

The characteristic polynomial of \( T^* \) is

\[
\phi(T, x) = (x - 1)(x + 1) (x^2 - x - 1) (x^2 + x - 1) (x^3 - x^2 - 2x + 1) (x^3 + x^2 - 2x - 1) (x^6 - 8x^4 + 12x^2 - 1)
\]

which has all simple roots.

Let \( X_0 = T^* \) and \( X_{i+1} = X_i(K_2) \) for \( i > 0 \).

4.3 Lemma. For \( i \geq 0 \), the graph \( X_i \) has simple eigenvalues and

\[
\text{rk}(\hat{M}(X_i)) \leq 2^{i+3}.
\]

Proof. We proceed by induction on \( i \). We computed that \( \text{rk}(\hat{M}(T^*)) = 8 \) and \( T^* \) has simple eigenvalues. Suppose the statement is true for \( i > 1 \). By Lemma 3.2 the graph \( X_{i+1} \) has simple eigenvalues. For simplicity, let \( n = 2^{i+18} \), the number of vertices of \( X_i \). Let \( F_1, \ldots, F_n \) be the orthogonal projections onto the eigenspaces of \( A(X_i) \) with corresponding eigenvalues \( \lambda_1, \ldots, \lambda_n \). Theorem 3.4 gives that

\[
\hat{M}(X_{i+1}) = \begin{pmatrix}
\hat{M}(X_i) - N & N \\
N & \hat{M}(X_i) - N
\end{pmatrix}
\]
where
\[ N = \sum_{j=1}^{n} \left( \frac{2}{\lambda_j^2 + 4} \right) (F_j \circ F_j). \]

Let \( v \in \ker(\tilde{M}(X_i)) \). By Lemma 4.2, we see that \( v \in \ker(F_j \circ F_j) \) for all \( j \), and thus \( Nv = 0 \). Let \( 0_m \) denote the \( m \) dimensional all zero vector. We have
\[
\tilde{M}(X_{i+1}) \begin{pmatrix} v \\ 0_n \end{pmatrix} = \begin{pmatrix} \tilde{M}(X_i) - N & N \\ N & \tilde{M}(X_i) - N \end{pmatrix} \begin{pmatrix} v \\ 0_n \end{pmatrix} = 0_{2n}
\]
and
\[
\tilde{M}(X_{i+1}) \begin{pmatrix} 0_n \\ v \end{pmatrix} = \begin{pmatrix} \tilde{M}(X_i) - N & N \\ N & \tilde{M}(X_i) - N \end{pmatrix} \begin{pmatrix} 0_n \\ v \end{pmatrix} = 0_{2n}.
\]

Thus, if \( \{v_k\}_k \) is an orthogonal basis for \( \ker(\tilde{M}(X_i)) \), then
\[
\left\{ \begin{pmatrix} v_k \\ 0_n \end{pmatrix}, \begin{pmatrix} 0_n \\ v_k \end{pmatrix} \right\}_k
\]
is a set of \( 2 \dim \ker(\tilde{M}(X_i)) \) vectors in \( \ker(\tilde{M}(X_{i+1})) \) and the statement follows. \( \square \)

4.4 Theorem. For every positive real number \( c \), there exists a tree \( T \) with simple eigenvalues such that
\[
\left\lceil \frac{|V(T)|}{2} \right\rceil - \text{rk}(\tilde{M}(T)) > c.
\]

Proof. Note that \( X_i \) as construct above is a tree on \( 2^i18 \) vertices such that
\[
\left\lceil \frac{|V(X_i)|}{2} \right\rceil - \text{rk}(\tilde{M}(X_i)) \geq 2^{i-1}18 - 2^i8 = 2^i.
\]
For any \( c > 0 \), we pick \( i \) such that \( 2^i > c \) and the result follows. \( \square \)
5  Lower bound on rank

We denote by $X \setminus u$ the graph obtained from $X$ by deleting vertex $u$. The coefficient matrix of a graph $X$ is the matrix $C$ with rows indexed by the vertices of $X$ and columns indexed by integers $[n]$ such that the $(u, r)$ entry of $C$ is the coefficient of $t^{r-1}$ in the characteristic polynomial $\phi(X \setminus u, t)$. We will see that for graphs with simple eigenvalues, the coefficient matrix is useful in studying the average mixing matrix. The following lemma appears in the proof of [12, Theorem 3.2].

5.1 Lemma. [12] Let $X$ be a graph on $n$ vertices with $n$ distinct eigenvalues $\theta_1, \ldots, \theta_n$. Let $\Delta$ be the $n \times n$ diagonal matrix whose $r$-th diagonal entry is $\phi'(X, \theta_r)$. Let $V$ be the $n \times n$ Vandermonde matrix with $ij$-entry equal to $\theta_i^{j-1}$. Then

$$\hat{M}(X) = CV \Delta^{-2} V^T C^T.$$ 

From this, we derive the following corollary as a direct consequence.

5.2 Corollary. If $X$ is a graph with simple eigenvalues, then $\text{rk}(\hat{M}(X))$ is equal to the rank of the coefficient matrix.

We will also use this standard fact, which can be found in [10], for example.

5.3 Lemma. If $T$ is a tree, then the characteristic polynomial of $T$ is equal to the matching polynomial of $T$. 

Lemma 5.4 is Corollary 8.9.2 in [8].

5.4 Lemma. [8] If $A$ is a symmetric matrix of rank $r$, then it has a principal submatrix of full rank.

Corollary 5.5 follows from Lemma 5.4 and the fact that a tree has a perfect matching if and only if its adjacency matrix has full rank.

5.5 Corollary. If $T$ is a tree with simple eigenvalues, then either $T$ has a perfect matching or there exists a vertex $v$ such that $T \setminus v$ has a perfect matching.
Proof. If $T$ is a tree with simple eigenvalues, then zero can have multiplicity at most one. If the multiplicity of zero is zero, then $T$ has a perfect matching. If the multiplicity of zero is one, then the rank of $A(T)$ is $|T| - 1$. Thus, by Lemma 5.4, $A(T)$ has $(|T| - 1) \times (|T| - 1)$ principal submatrix of full rank. Thus, there exists a vertex $v$ such that $A(T \setminus v)$ has full rank. It follows that $T \setminus v$ has a perfect matching.

5.6 Lemma. If $T$ is a tree with simple eigenvalues, $|T| \geq 3$, then $T$ has a leaf adjacent to a vertex of degree two.

Proof. The path on three vertices satisfies the conclusion of the lemma. Let $T$ be a tree with simple eigenvalues and $|T| \geq 4$. Consider a diametrical path $P = \{v_0, \ldots, v_d\}$ of $T$. Since the star on $n \geq 4$ vertices does not have simple eigenvalues, $d \geq 3$.

Since $P$ is a diametrical path of length at least three, $v_1$ and $v_{d-1}$ are distinct and adjacent to exactly one non leaf vertex of $T$. If either $v_1$ or $v_{d-1}$ has degree two, then we are done. Suppose by way of contradiction, that both vertices have degree greater than two. Deleting $v_1$ and $v_{d-1}$ from $T$ yields a graph with at least four isolated vertices. As each isolated vertex contributes a zero eigenvalue, the multiplicity of zero is at least four. Since the eigenvalues of induced subgraphs interlace, the multiplicity of the zero eigenvalue of $T$ is at least 2. This contradicts that $T$ has simple eigenvalues.

5.7 Theorem. If $T$ is a tree with simple eigenvalues on at least four vertices and is not isomorphic to $P_4$, then $\text{rk} \left( \hat{M}(T) \right) \geq 3$.

Proof. In light of Corollary 5.2, it is sufficient to show that the rank of the coefficient matrix of a tree is at least three. By Lemma 5.6, $T$ has a leaf $u$ adjacent to a vertex $v$ of degree two. Let $w$ be the non leaf neighbor of $v$ with $\text{deg}(w) = \ell$. Let $m_\alpha(T)$ denote the number of matchings of size $\alpha$ in $T$. By Lemma 5.3, the $i$th row of the coefficient matrix of $T$ can be expressed in terms of $m_\alpha(T \setminus i)$ for the appropriate value of $\alpha$.

Case 1: $T$ has a perfect matching.

As $T$ has a perfect matching, $n = |T|$ is even. The only tree on four vertices with a perfect matching is $P_4$. It has two pairs of cospectral vertices and thus $\text{rk}(\hat{M}(P_4)) = 2$. For the remainder of this case, assume that $n \geq 6$. Consider the $3 \times 3$ submatrix $C_1$ of the coefficient matrix of $T$ with rows
corresponding to \( u, v, w \) and columns corresponding to \( t, t^{n-3}, \) and \( t^{n-1} \). For simplicity in the notation let \( k = n/2 \). Then

\[
C_1 = \begin{pmatrix}
(-1)^{k-1} m_{k-1}(T \setminus u) & -m_1(T \setminus u) & m_0(T \setminus u) \\
(-1)^{k-1} m_{k-1}(T \setminus v) & -m_1(T \setminus v) & m_0(T \setminus v) \\
(-1)^{k-1} m_{k-1}(T \setminus w) & -m_1(T \setminus w) & m_0(T \setminus w)
\end{pmatrix}
\]

As \( m_0(T \setminus i) \) is defined to be 1 and \( m_1(T \setminus i) \) is the number of edges in \( T \setminus i \), it remains to determine the values of the first column.

In \( T \setminus u \), the set of matchings of size \( k-1 \) can be partitioned into two sets: the \( k-1 \) matchings which use edge \( vw \) and those that do not. Thus

\[
m_{k-1}(T \setminus u) = m_{k-2}(T \{u,v,w\}) + m_{k-1}(T \{u,v\}).
\]

Since \( T \) has a perfect matching and every perfect matching of \( T \) contains the edge \( uv \), we have that \( T \{u,v\} \) also contains a perfect matching. Thus \( m_{k-1}(T \{u,v\}) = 1 \). Similarly, \( m_{k-1}(T \{v\}) = 1 \).

Since \( T \setminus w \) has \( uv \) as a component and any matching of size \( k-1 \) uses \( uv \), we see that

\[
m_{k-1}(T \setminus w) = m_{k-2}(T \{u,v,w\}) + m_{k-1}(T \{u,v\}).
\]

Letting \( q = m_{k-2}(T \{u,v,w\}) \), we obtain

\[
C_1 = \begin{pmatrix}
(-1)^{k-1}(q + 1) & -(n - 2) & 1 \\
(-1)^{k-1} & -(n - 3) & 1 \\
(-1)^{k-1} q & -(n - \ell - 1) & 1
\end{pmatrix}
\]

and

\[
\det C_1 = (-1)^{k-1}(1 + q(1 - \ell)).
\]

Note that \( \det C_1 = 0 \) if and only if \( \ell = 1 + \frac{1}{q} \). As \( \ell \in \mathbb{N} \), this occurs if and only if \( q = 1 \) and \( \ell = 2 \). We claim that if \( \ell = 2 \), then \( q \geq 2 \). Let \( y \) be the other neighbor of \( w \). Since \( T \) has a perfect matching, so does \( T \{u,v,w,y\} \).

Thus \( m_{k-2}(T \{u,v,w,y\}) = 1 \) and \( T \{u,v,w\} \) has a \( k-2 \) matching which uses no edge incident to \( y \). Since \( n \geq 6 \), \( \deg(y) \geq 2 \). Thus \( T \{u,v,w\} \) has at least one \( k-2 \) matching which uses an edge incident to \( y \). Therefore \( q = m_{k-2}(T \{u,v,w\}) \geq 2 \). Further \( \det C_1 \neq 0 \) and the coefficient matrix of \( T \) has rank at least 3.

**Case 2:** \( T \) does not have a perfect matching.

There are two possibilities to consider; either \( T \setminus u \) has a perfect matching or it does not.
In the case that \( T \setminus u \) has a perfect matching, \( n = |T| \) is odd and so \(|T| \geq 5\). Consider the \( 3 \times 3 \) submatrix \( C_2 \) of the coefficient matrix of \( T \) with rows corresponding to \( u, v, w \) and columns corresponding to \( t^0, t^{n-3}, \) and \( t^{n-1} \). For simplicity in the notation let \( (n-1)/2 = j \). Then

\[
C_2 = \begin{pmatrix}
(-1)^jm_j(T \setminus u) & -m_1(T \setminus u) & m_0(T \setminus u) \\
(-1)^jm_j(T \setminus v) & -m_1(T \setminus v) & m_0(T \setminus v) \\
(-1)^jm_j(T \setminus w) & -m_1(T \setminus w) & m_0(T \setminus w)
\end{pmatrix}.
\]

As stated in Case 1, \( m_0(T \setminus i) = 1 \) and \( m_1(T \setminus i) \) is the number of edges in \( T \setminus i \). Matchings of size \( j = n-1/2 \) are perfect matchings in a graph on \( n-1 \) vertices. Further since \( T \setminus u \) has a perfect matching so does \( T \setminus w \). Lastly, \( T \setminus v \) does not have a perfect matching as \( u \) is isolated by deleting \( v \). Thus

\[
C_2 = \begin{pmatrix}
0 & -(n-2) & 1 \\
0 & -(n-3) & 1 \\
(-1)^j & -(n-\ell-1) & 1
\end{pmatrix}.
\]

Note that \( \det C_2 = (-1)^j(\ell-1) \). Since \( \deg(w) = \ell \geq 2 \), \( C_2 \) has full rank and so the coefficient matrix of \( T \) has rank at least three.

We now consider the other possibility mentioned at the start of this case. Assume that \( T \setminus u \) does not have a perfect matching. By Corollary 5.5 there exists a vertex \( z \) of degree \( f \) such that \( T \setminus z \) has a perfect matching. Thus \( n = |T| \) is odd and \( n \geq 5 \). Consider the \( 3 \times 3 \) submatrix \( C_3 \) of the coefficient matrix of \( T \) with rows corresponding to \( u, v, z \) and columns corresponding to \( t^0, t^{n-3}, \) and \( t^{n-1} \). For simplicity in the notation let \( n-1/2 = j \). Then

\[
C_3 = \begin{pmatrix}
(-1)^jm_j(T \setminus u) & -m_1(T \setminus u) & m_0(T \setminus u) \\
(-1)^jm_j(T \setminus v) & -m_1(T \setminus v) & m_0(T \setminus v) \\
(-1)^jm_j(T \setminus z) & -m_1(T \setminus z) & m_0(T \setminus z)
\end{pmatrix}.
\]

As in the other cases, the entries of the last two columns are easily filled. The entries in the first column are determined by whether \( T \setminus i \) has a perfect matching. Thus,

\[
C_3 = \begin{pmatrix}
0 & -(n-2) & 1 \\
0 & -(n-3) & 1 \\
(-1)^j & -(n-f-1) & 1
\end{pmatrix}.
\]

Note that \( \det C_3 = (-1)^{j+1} \neq 0 \). Thus \( C_3 \) has full rank and so the coefficient matrix of \( T \) has rank at least three. \( \square \)
6 Computational data

Computations of average mixing matrices of trees on up to 20 were carried out, using Sage Mathematics Software [15]. The results are recorded in Tables 1 and 2. For each order $n$ and rank $r$, we record the number of trees on $n$ vertices whose average mixing matrix has rank $r$ and, amongst those, the number with $n$ distinct eigenvalues.

7 Open problems

In Section 5, we give a constant lower on the rank of the average mixing matrix of trees with simple eigenvalues on at least 4 vertices. Table 3 shows the minimum ranks among the average mixing matrices of trees of $n$ vertices.

| $n$ | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 |
|-----|--|--|--|--|--|--|--|--|--|--|--|--|--|--|--|--|--|--|--|
| min rank | 1 | 2 | 2 | 3 | 3 | 4 | 4 | 5 | 4 | 5 | 5 | 6 | 6 | 7 | 7 | 8 | 8 | 8 |

Table 3: The minimum ranks of the average mixing matrices of trees on $n$ vertices, for $n = 2, \ldots, 20$.

We are motivated by the computational data to ask the following question:

**Question.** Does there exist a non-constant, increasing function $f(n)$ such that

$$\text{rk}(\hat{M}(T)) \geq f(n)$$

for any tree $T$ on $n$ vertices?
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