Measuring the cosmic expansion rate using 21-cm velocity acoustic oscillations
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The fluctuations in the dark matter-baryon relative velocity field are imprinted as acoustic oscillations in the 21-cm power spectrum during cosmic dawn (CD). These velocity acoustic oscillations (VAOs) keep the imprints of the comoving sound horizon scale. In a previous work by Muñoz, it has been demonstrated that these VAOs can be treated as standard rulers to measure the cosmic expansion rate at high redshifts by considering a variety of Lyman-Werner feedback strengths and foreground contamination scenarios. Here we extend that analysis by using a modified version of the public code 21cmFAST. We use this code to simulate the VAOs in 21-cm power spectrum and forecast the potential to constrain $H(z)$ with the HERA radio telescope, taking into account the effects of Lyman-$\alpha$ heating, Lyman-Werner feedback and foregrounds, the dependence on various astrophysical parameters, and the degeneracy with cosmological parameters. We find that $H(z)$ can be measured with HERA at $\sim 0.3 - 6\%$ relative accuracy in the range $11 < z < 20$, under different astrophysical and foreground scenarios, with uncertainties in the Planck cosmological parameters setting a $\sim 0.08 - 0.2\%$ relative-error floor in the measurement. This accuracy is on par with most low-redshift measurements and can be helpful in testing various cosmological scenarios motivated by the ongoing "Hubble Tension".

I. INTRODUCTION

Measuring the cosmic expansion history is one of the key goals of modern cosmology. It started with the famous discovery of the expanding universe by Edwin Hubble about a century ago \cite{Hubble1929}. Only about two decades ago, we came to know about the accelerating expansion of our universe \cite{Riess1998,Perlmutter1999}. Ever since this discovery, a large number of theories have been proposed to explain this \cite{Riess2009,Mukhanov2003,Weinberg1988}. The theories can be divided broadly into two classes: (i) theories that propose the existence of dark energy, which has a negative equation of state ($w$) and the cosmological constant ($\Lambda$) with $w = -1$ \cite{Zimdahl2001} being the simplest example of it, (ii) theories that propose a modification in Einstein’s theory of gravitation. Currently, we do not know which class of theories is correct, and we need to probe the cosmic expansion history (which we also call as Hubble expansion and denote as $H(z)$) in order to pin down this.

We have measured the current expansion rate of the universe which is also known as the Hubble constant ($H_0$). Measurements of the Cosmic Microwave Background (CMB) using the Planck Satellite provide an extremely precise value of $H_0 = 67.4 \pm 0.5 \text{ km/s/Mpc}$ \cite{Aghanim2021}. On the other hand, the local universe measurements like \textit{SH0ES}, etc., which use observations of Cepheids in the nearby galaxies, estimate the value of $H_0 = 73.0 \pm 1.0 \text{ km/s/Mpc}$ \cite{Riess2019, Riess2021, Riess2022}. These two measurements are in $\sim 5 - \sigma$ disagreement with each other, and this is coined as the Hubble “Tension”. For the time being, it is unclear whether this tension is caused by some new physics beyond the standard cosmological model \cite{Riess2019a, Riess2021a, Riess2022a, Riess2023}, or some systematic effects \cite{Stern2020} in either or both of the measurements. We, therefore, need other independent observations of the expansion rate in the local universe to draw a more robust conclusion on the cause of the $H_0$ tension, as well as at the high redshifts to test the cosmological theories of expansion.

The cosmological 21-cm signal will be observed over a large redshift range, as discussed in Refs. \cite{Beutler2011, Best2016, Carilli2017, Pober2017}. Detection of the Baryon Acoustic Oscillation (BAO) features in the 21-cm intensity mapping power spectrum will provide the measurement of the expansion rate at $z \lesssim 6$ \cite{Meeropol2014, Verde2015, Park2016, Astier2018, Lu2018a, Cardoso2021}. BAOs that occur due to the interaction between the baryon and photon fluids before recombination, generate supersonic relative velocity between DM and baryons just after recombination. This supersonic velocity prevents the formation of structures inside the mini halos (having masses in the range $10^5 - 10^7 \text{ M}_\odot$) \cite{Barkana2001, Becker2001, Bode2001} that form early in hierarchical structure formation scenario \cite{Eisenstein2001, Scoccimarro2004, Scoccimarro2005, Scoccimarro2006, Scoccimarro2007, Scoccimarro2008}. This delays the onset of the cosmic dawn (CD) epoch and directly affects the evolution of the 21-cm signal \cite{Beutler2011, Best2016, Carilli2017, Pober2017, Astier2018, Lu2018a, Cardoso2021}. The fluctuations in the DM-baryon relative velocity field are imprinted as oscillations (just like BAOs), called velocity-induced acoustic oscillations (VAOs), in the 21-cm power spectrum at large scales. Ref. \cite{Muñoz2020} shows that these unique VAOs follow a simple analytic shape, which is set at the time of recombination. Ref. \cite{Muñoz2020a} first proposed to use the VAOs in the 21-cm power spectrum as a standard ruler to measure the expansion rate at high redshifts. Ref. \cite{Muñoz2020a} showed that the 21-cm power spectrum measurements from the Hydrogen Epoch of Reionization Array (HERA) interferometer \cite{Carilli2019} should be able to measure the Hubble expansion rate $H(z)$ at $z = 15 - 20$ to percent-level precision, depending on the strength of Lyman-Werner (LW) feedback process \cite{Barkana2001, Becker2001, Bode2001} and foreground contamination.

The analysis in Ref. \cite{Muñoz2020a} is done at two fixed redshifts, and for a single set of cosmological and astrophysical parameters. Note that the onset of the CD, as well as the amplitude of the 21-cm signal depends

\begin{table}[h]
\centering
\begin{tabular}{|c|c|}
\hline
Parameter & Value \\
\hline
$H_0$ & 67.4 \pm 0.5 km/s/Mpc \\
\hline
$\Omega_m$ & 0.31 \\
\hline
$\Omega_{\Lambda}$ & 0.69 \\
\hline
\end{tabular}
\caption{Cosmological parameters used in the analysis.}
\end{table}
on the cosmological and astrophysical parameters. For fixed sensitivity of telescopes and foreground contamination scenario, the amplitude of the 21-cm signal (or of the VAO peaks) mainly decides the signal-to-noise (SNR) with which VAOs can be detected. The best SNR occurs at redshifts which is determined by the combination of the model parameters and the telescope sensitivity. Note that, the binning of the power spectrum is also important as we need certain number of bins to clearly make out the VAO features which is important for the $H(z)$ measurement, and the VAO features will get smoothed out if less number of bins are used. Therefore, considering observations with a fixed telescope, we need to explore the effects of the different choice of the model parameters on the measurement of $H(z)$. The measurement of $H(z)$ is further subject to the additional heating effects like the Lyman-α heating which raise the IGM temperature if the poorly-constrained X-ray heating is not extremely efficient. The Lyman-α heating is due to the resonant scattering between Lyman-α photons and the IGM atoms [67–71]. In Ref. [72], we showed that Lyman-α heating suppresses the 21-cm power spectrum amplitude and this will likely affect the detectability of the VAOs.

Although the cosmological parameters are well measured by the Planck mission [9], there are still small uncertainties in the measured parameters. We need to estimate the errors propagated into the $H(z)$ measurement due to the uncertainties in the cosmological parameters.

In this paper, we simulate the 21-cm signal and model the VAOs in the 21-cm power spectrum using analytical prescriptions. Considering observations with the HERA radio telescope, we quantify the relative error with which the expansion rate $H(z)$ can be measured under the different heating, LW feedback and foreground contamination scenarios. For each simulation scenario, we contained our analysis only to EoH, which occurs at $z < z_{\text{min}}$ (where $z_{\text{min}}$ refers to the redshift where the global 21-cm signal $(T_{21})_{\text{min}}$ has its minimum value), and measure $H(z)$ at $z = z_{\text{bali}}$ where the global signal is $(T_{21}) = (1/2)(T_{21})_{\text{min}}$ and the signal-to-noise for VAO measurement is expected to be highest. We also quantify the errors in $H(z)$ measurement introduced by the uncertainties in cosmological parameters from Planck measurements. The paper is organized as follows.

In Section II, we discuss the 21-cm signal from different epochs, briefly review the modelling of the DM-baryon relative velocity effect in the 21-cm power spectrum, and outline the procedure to measure the expansion rate $H(z)$ from the VAOs. In Section III, we discuss our simulations and model parameters. In section IV, we present the sensitivity calculation for HERA radio telescope. We present our main findings in Section V, and conclude in Section VI. Note that, throughout our analysis, we have assumed flat Λ-CDM cosmology and use the fiducial cosmological parameters as given in Table I.

II. FORMALISM

A. 21-cm Signal from Different Epochs

The 21-cm brightness temperature is given by [35, 36]

$$T_{21} = \frac{T_{\text{S}} - T_{\text{CMB}}}{1 + z} \left(1 - e^{-\tau_{21}}\right),$$

where $T_{\text{S}}$ is the spin temperature, $T_{\text{CMB}}$ is the temperature of the background radiation which is usually assumed to be CMB with $T_{\text{CMB}} = T_{\text{CMB}}(z) = 2.7255(1 + z)K$, and $\tau_{21}$ is the 21-cm optical depth which can be calculated as

$$\tau_{21} = \frac{3h A_{10} \lambda_{21}^2 n_{H I}}{32\pi k_{B} T_{S}(1 + z)(dv_{r}/dr)}.$$

Here, $h$ is the Planck constant, $A_{10}$ is the Einstein-A coefficient for the 21-cm emission, $c$ is the speed of light, $\lambda_{21}$ is the wavelength of the 21-cm radiation, $n_{H I}$ is the neutral hydrogen number density, $k_{B}$ is Boltzmann constant, $dv_{r}/dr$ is the gradient of the comoving velocity along the line of sight which is taken to be $H(z)/(1 + z)$ where $H(z)$ is the Hubble rate.

The spin temperature can be calculated as [72, 73]

$$T_{\text{S}} = \frac{x_{\text{rad}} + x_{a} + x_{c}}{x_{\text{rad}}T_{\text{rad}}^{-1} + x_{c}T_{K}^{-1} + x_{a}T_{\text{c, eff}}^{-1}},$$

where,

$$x_{\text{rad}} = 1 - e^{-\tau_{21}},$$

$x_{a}$ and $x_{c}$ are Wouthuysen-Field coupling [75–77] and Collisional [78] coupling coefficients respectively, and $T_{\text{c, eff}}$ is the effective colour temperature [36] for the Lyman-α radiation.

The standard evolution history of the 21-cm line is as follows. During the dark ages [79], collision coupled the spin temperature with the gas, producing 21-cm absorption for $z \gtrsim 30$. Collision, however, became inefficient as the universe expanded and the gas cooled and diluted further. This resulted in nearly no absorption until the advent of CD epoch ($z \sim 30$ for all the curves in Fig. 1) [80–82]. In this epoch the first luminous sources were formed. These sources emitted ample ultraviolet (UV) photons, which coupled $T_{\text{S}}$ to $T_{K}$ through a process called the Wouthuysen-Field (WF) effect [75–77], by which Lyman-α photons resonantly scatter between

---

1 Note that, there is another possible heating mechanism, called CMB heating, which results from the energy transfer from the radio background (which is dominated by the CMB) into the IGM, mediated by the Lyman-α photons [73]. Some recent works debate the significance of this effect [74], and we do not include CMB heating in our current analysis. We note that, our conclusions are not very sensitive to this, as the Lyman-α heating alone accounts for most of the heating effect.
hydrogen atoms, imprinting $T_K$ onto the hyperfine populations of hydrogen. This again produces 21-cm absorption and we call this period the Lyman-$\alpha$ coupling era (LCE) (which ranges from $z \lesssim 30$ to $z \sim 20$ for the solid curves in Fig. 1). Later on, X-ray [70, 83–85] and other photons, like Lyman-$\alpha$ [67, 68], re-heat the IGM to temperatures $T_K \gtrsim T_{CMB}$, and switched the 21-cm signal to emission ($z < 12$ for the solid curves in Fig. 1). We call this period the epoch of heating (EoH) (For the solid curves in Fig. 1, it ranges from $z \lesssim 20$ to the beginning of reionization. The reionization for the curves considered began at $z \sim 10$ when the 21-cm global signal start to decline due to the lack of neutral hydrogen fraction in the IGM). Eventually at $z < 10$, i.e., at epoch of reionization (EoR) [86], high amount of UV photons ionized most of the neutral hydrogen that almost no 21-cm signal is left. Note that the minimum of the global signal, which is $(T_21)_{\text{min}} \sim -165$ mK at $z \sim 19.5$ for the blue curve in Fig. 1, marks the end of LCE and beginning of EoH. The redshift, where this happens, we denote it by $z_{\text{min}}$. The effect of relative velocities on the 21-cm brightness temperature during the LCE and EoH are different (see Ref. [61] for a comprehensive discussion on this). In LCE, the regions with large velocity produce shallower 21-cm absorption as the velocities impede star formation and thereby reduce Lyman-$\alpha$ photon production. Regions with small velocity produce deeper 21-cm absorption as the Lyman-$\alpha$ photon production is not hampered by much. This effect is most prominent at the redshift where $(T_21) = (1/2)(T_{21})_{\text{min}}$ ($z \sim 25$ for the solid curves in Fig. 1) and we denote this redshift as $z_{\text{LCE}}$. This effect fades away gradually as we go towards the lower redshift where the Lyman-$\alpha$ coupling saturates. In EoH, the opposite happens. Patches with large velocities form fewer stars, thereby producing less heating, and therefore causing deeper 21-cm absorption. Patches with small velocities producing more heating, and therefore causing shallower 21-cm absorption. This effect also is most prominent at the redshift where $(T_21) = (1/2)(T_{21})_{\text{min}}$ ($z \sim 15$ for the blue curve in Fig. 1) and we denote this redshift as $z_{\text{half}}$. This effect becomes less important as the IGM heating causes $T_3 \gg T_{CMB}$ and the fluctuation due to $T_3$ is negligible in Eq. (1). Due to the opposite nature at LCE and EoH, we have practically no effect of velocities at $z_{\text{min}}$. Ref. [61] showed that the VAO amplitude in the 21-cm power spectrum is most prominent at $z_{\text{LCE}}$ and $z_{\text{EoH}}$ and the VAO amplitude is decreased as we move away from these redshifts. Based on the above discussion, we have no clear VAOs at $z_{\text{min}}$, as well as at redshifts where $T_3 \gg T_{CMB}$ [87]. The VAOs also have higher amplitude during the EoH. Ref. [61] also showed that the signal-to-noise for the VAO detection with the current generation of 21-cm experiments, like HERA, is higher during the EoH and expected to be maximum close to $z_{\text{half}}$. For this reason, from now onwards, we focus on EoH and we denote $z_{\text{half}} \equiv z_{\text{half}}$ for brevity.

B. Model the dark matter-baryon relative velocity effects in the 21-cm Power spectrum

In this section, we discuss the modulation of the 21-cm power-spectrum due to the DM-baryon relative velocity. The 21-cm power-spectrum is defined as,

$$\Delta_{21}^2(k) = \frac{k^3P_{21}(k)}{2\pi^2} [\text{mK}^2],$$

\hspace{1cm} (5)

where $P_{21}(k) = \langle \hat{T}_{21}\hat{T}_{21}^\ast \rangle$ and $\hat{T}_{21}(k)$ is the Fourier transform of $T_{21} - \langle T_{21} \rangle$. The modulation of the 21-cm power spectrum due to the dark-matter–baryon relative velocities can be apprehehended from the statistics of the collapsed baryonic density. The effect of bulk relative velocities is very similar to that of the baryonic pressure, which suppresses the accumulation of baryons in the haloes. As the gas accreted into the DM halo, the relative velocity increases the effective sound speed. This further increases the critical mass scale of a halo that can retain the baryons and decreases the baryon collapsed fraction [55, 58, 59, 88–94]. The effect of the relative velocities on the amplitude of the 21-cm brightness temperature power spectrum can be parameterised as [61]

$$\Delta_{21,\text{vel}}^2(k, z) = A_{\text{vel}}(z)\Delta_{21}^2(k, z)|W(k, z)|^2,$$

\hspace{1cm} (6)

where $A_{\text{vel}}$ is some redshift-dependent amplitude of fluctuations. The window function $W(k, z)$ depends on the different contributors to the 21-cm power spectrum such as the coupling to the Lyman-$\alpha$ photons and X-ray heating. Here, $\Delta_{21}^2(k)$ as the power spectrum of the quantity

$$\delta_{v} = \sqrt{\frac{3}{2}} \left( \frac{v_{\text{ch}}}{v_{\text{rms}}} - 1 \right),$$

\hspace{1cm} (7)

which accurately captures the shape of the effect of relative velocities on the observables for the scales of interest and the ‘streaming’ bulk relative velocity $(v_{\text{ch}})$ can be approximated with a root-mean-squared value $v_{\text{rms}} \approx 30$ km s$^{-1}$ at recombination [56]. Note that, $A_{\text{vel}}$ is a model-dependent amplitude that is not directly observable. The VAOs are statistically independent from the density fluctuations at first order. Therefore, the amplitude of the 21-cm power spectrum can be written as [61]

$$\Delta_{21}^2(k, z) = \Delta_{21,\text{vel}}^2(k, z) + \Delta_{21,\text{nw}}^2(k, z),$$

\hspace{1cm} (8)

where $\Delta_{21,\text{nw}}^2(k, z)$ is the component of the 21-cm power spectrum without VAOs. Following Ref. [61], we parameterise the $\Delta_{21,\text{nw}}^2(k, z)$ as a smooth polynomial,

$$\ln[\Delta_{21,\text{nw}}^2(k, z)] = \sum_{i=0}^{n} c_i(z) |\ln k|^i,$$

\hspace{1cm} (9)

where $c_i(z)$ are coefficients we fit for using simulations as discussed in Ref. [61]. We model the velocity power spectrum as in Ref. [62] using the form we defined in
Eq. (6). We calculate the window function and the amplitude $A_{\text{rel}}(z)$ for a given model using 21cmvFAST [61] (which we shall discuss later), and calculate $\Delta^2_{d}$ for a given cosmology. We calculate the transfer function of the relative velocities at the end of recombination using CLASS Boltzmann code [95–98], which is then used as an initial condition for our simulations.

C. Measurements of $H(z)$ from acoustic peaks

Since VAOs are sourced by BAOs, they keep the imprints of the comoving sound horizon scale $r_d \approx 150$ Mpc at the baryon drag era ($z_d \approx 1060$). The separation of the VAO peaks in the Fourier-space, $\Delta k = 2\pi / r_d$, gives the estimate of $r_d$ and the VAO features in the CD 21-cm power spectrum preserves this well known distance scale [62]. This $r_d$ can be used as a standard ruler, and together with the Alcock-Paczynski (AP) [99–103] test on the power spectrum data, we can recover the expansion rate $H(z)$. According to AP effect, the parallel $k_\parallel$ and perpendicular $k_\perp$ wave vectors (defined with respect to the line-of-sight direction) get shifted to values $k_\parallel / a_{\parallel}$ and $k_\perp / a_{\perp}$ when assuming wrong fiducial cosmology [102]. Here $a_{\parallel} = (H(z)r_0^\text{fid}) / (H(z)r_d)$ and $a_{\perp} = (D_A(z)r_0^\text{fid}) / (D_A(z)r_d)$ are two AP parameters, where $H(z)$ is the Hubble expansion rate, $D_A(z)$ is the angular diameter distance, and superscript “fid” denotes their fiducial values. Therefore, measuring the shift in the VAO peaks, we can constrain $a_{\parallel}$ and $a_{\perp}$, and thereby measure $H(z)$ and $D_A(z)$ [62].

III. SIMULATION

We use a modified version of the publicly available 21cmvFAST\(^2\) [61] semi-numerical code to generate the observable 21-cm signal. 21cmvFAST mainly includes the effects of DM-baryon relative velocity and LW radiation feedback into the 21-cm calculations, using pre-calculated input tables of quantities that depend on these effects, given for a single set of cosmological parameters (matching Planck cosmology). Note that, 21cmvFAST itself is a modification of the public code 21cmFAST\(^3\) [104], widely used to simulate the 21-cm signal. We modify 21cmvFAST in order to interface it with CLASS [95–98], which enables it to calculate all required quantities on the fly for any cosmological scenario and any set of input cosmological parameters. We have also introduced the CMB and Lyman-α heating effects in the code. The details about these implementations can be found in Ref. [72].

The 21cmvFAST [61] code requires a number astrophysical and cosmological parameters as input. The astrophysical parameters are: $\zeta$ (describes the efficiency of ionizing photon production), $\lambda_{\text{MFP}}$ (mean free path of the ionizing photon), $V_0^\text{cool}$ (minimum halo mass for molecular cooling in the absence of relative velocity), $V_{\text{cool}}^\text{HII}$ (minimum halo mass for atomic cooling), $\log_{10}$($L_X$/$SFR$) (log of X-ray luminosity, normalized by the star formation rate SFR, in units of erg s$^{-1}$ yr$^{-1}$), $\alpha_X$ (X-ray spectral index), $f_0$ (fraction of baryons in stars), $E_{\text{min}}$ (threshold energy, below which we assume all X-rays are self-absorbed near the sources). We assume a flat universe with the following cosmological parameters: $h$ (Hubble parameter), $\sigma_{8,0}$ (standard deviation of the current matter fluctuation smoothed at scale $8h^{-1}$Mpc) $\Omega_m$ (total matter density at present), $\Omega_b$ (total baryon density at present), $n_s$ (spectral index of the primordial power spectrum), $T_{\text{CMB}}$ (current CMB temperature). The fiducial values of these parameters are given in Table I.

We run our modified version of 21cmvFAST with box sizes 600 Mpc and 1 Mpc resolution to compute the 21-cm global signal and fluctuations. We verified that the choice of a 600 Mpc box retains sufficient $v_{\text{th}}$ power at large scales and the power spectra show good convergence with a 900 Mpc box results. For a better visualization of the VAO shape, we increase the number of bins while calculating the 21-cm power spectrum. This, however, decreases the number of k-modes and increases the Poisson noise in each bin.

We have considered three LW radiation feedback strengths in our simulations (i) no feedback, (ii) low feedback and (iii) regular feedback, as defined in Ref. [61]. Further, we only consider Lyman-α heating in our analysis due to the uncertainties in the CMB heating efficiency as discussed in Section I. For weak X-ray efficiency, Ref. [72] showed that Lyman-α heating dominates most of the EoH, and our results largely do not depend on the CMB heating. In our fiducial simulations, we consider $\log_{10}$($L_X$/$SFR$) = 39. Recently, Ref. [105] showed that the HERA Phase-I data [106] suggests high X-ray effi-

| Parameters                        | Fiducial Values |
|-----------------------------------|-----------------|
| $\zeta$                           | 20              |
| $\lambda_{\text{MFP}}$            | 15 Mpc          |
| $V_0^\text{cool}$ [$\text{km/s}$] | 4               |
| $V_{\text{cool}}^\text{HII}$ [$\text{km/s}$] | 17             |
| $\log_{10}$($L_X$/$SFR$)          | 39              |
| $\alpha_X$                        | 1.2             |
| $f_0$                             | 0.05            |
| $E_{\text{min}}$                  | 0.2 keV         |
| $\sigma_{8,0}$                    | 0.8102          |
| $h$                               | 0.6766          |
| $\Omega_m$                       | 0.3111          |
| $\Omega_b$                       | 0.0489          |
| $n_s$                             | 0.9665          |
| $T_{\text{CMB}}$                  | 2.7255          |

**TABLE I.** Our main simulation parameters and their fiducial values.
with a diameter of 14 m. Out of the 350 dishes, 320 of HERA is expected to have 350 antenna dishes, each
21-cm fluctuations from CD (50 MHz or $z_{\text{CD}}$) Karoo Desert of South Africa and is designed to measure
sensitivity mapping experiment \[63\]. HERA is located in the
simistic case.
undant baselines are combined coherently in the pes-
mmoderate foregrounds, while only the instantaneously re-
baselines are coherently added in case of optimistic and
contamination, we set $a = 0$ and $b(z)$ is determined by the primary beam. In the “moderate” and “pes-
simistic” foreground contamination scenarios, we assume
$T_{21}$ (which we denote by $z_{\text{half}}$) and the values are given in
Table II) where $\langle T_{21} \rangle = (1/2)\langle T_{21}\rangle_{\min}$. Here, $\langle T_{21}\rangle_{\min}$ is the
minimum value of the global signal which occurs at a redshift which we call $z_{\text{min}}$. The LW radiation feedback disturbs the
star formation in the haloes, which delays the cosmic dawn
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IV. SENSITIVITY CALCULATION FOR HERA

The measurement of $H(z)$ depends on the detectability of
the of the VAO peaks and their shift. The detectability,
however, depends on the sensitivity of the radio telescope
and the foreground contamination. In the 21-cm observations,
the foreground is several order of magnitude brighter than the signal and expected to contami-
nate a significant amount of Fourier space \[107–110\]. In
the $k_{\perp} - k_{\parallel}$ space, where $k_{\parallel}$ and $k_{\perp}$ are the components
of the wave vector respectively parallel and perpendicular to the line-of-sight direction, the contaminated part of
the Fourier space looks like a “wedge” \[111, 112\]. Following
Refs. \[112, 113\] the extent of the foreground wedge can be parametrized by assuming that all wave numbers
with $k_{\parallel}$ below

$$k_{\parallel}^{\min} = a + b(z)k_{\perp} \quad (10)$$

are contaminated, where $b(z)$ accounts for the chromatic-
ity of the antennae, and $a$ is a constant superhorizon
buffer. Given the uncertainty in foreground contamination, we consider three cases \[62\]. In the “optimistic”
case, where we assume minimum amount of foreground contamination, we set $a = 0$ and $b(z)$ is determined by the primary beam. In the “moderate” and “pes-
simistic” foreground contamination scenarios, we assume
$b(z)$ is determined by the horizon limit, and consider
$a = (0.05, 0.1) h \text{Mpc}^{-1}$ respectively. Further more, the
baselines are coherently added in case of optimistic and
moderate foregrounds, while only the instantaneously re-
dundant baselines are combined coherently in the pes-
simistic case.

For the forecast, we consider the HERA 21-cm intensity
mapping experiment \[63\]. HERA is located in the
Karoo Desert of South Africa and is designed to measure
the 21-cm fluctuations from CD (50 MHz or $z \sim 27$) to
the reionization era (225 MHz or $z \sim 5$). The final stage
of HERA is expected to have 350 antenna dishes, each
with a diameter of 14 m. Out of the 350 dishes, 320
will be placed in a close-packed hexagonal configuration and the remaining 30 will be placed at longer baselines.
We calculate the sensitivity of HERA using the publicly
available package 21cmSense \[4\] \[112, 113\]. This code
accounts for the $u - v$ sensitivities of each antenna in
the array, and calculates the possible errors in the 21-cm
power spectrum measurement, including cosmic variance.
For details, the reader is referred to Ref. \[72\]. We con-
sider a total of 540 days of observation per redshift with
6 hours of observation per day. Following Ref. \[62\], we
bin the $k$-modes logarithmically in order to resolve the
VAO peaks more clearly.

FIG. 1. This shows the global 21-cm signal $\langle T_{21}\rangle$ for our fidu-
cial parameters and for two LW feedback scenarios. The solid
curves show signal for no feedback, while the dashed curves
show signal for regular feedback. The blue and red colours
respectively indicate simulations with and without Lyman-
$\alpha$ heating. Filled stars and filled circles represent the redshift
values (which we denote by $z_{\text{half}}$), and the values are given in
Table II) where $\langle T_{21} \rangle = (1/2)\langle T_{21}\rangle_{\min}$. Here, $\langle T_{21}\rangle_{\min}$ is the
minimum value of the global signal which occurs at a redshift
which we call $z_{\text{min}}$. The LW radiation feedback disturbs the
star formation in the haloes, which delays the cosmic dawn
epoch and all the epochs that follow. This can be seen clearly.
Comparing solid and dashed curves, we see that all the
different epochs like LCE, EoH (discussed in Section II A) are
shifted towards the low redshifts by $\Delta z \sim 3$ when we
introduce LW feedback. The Lyman-$\alpha$ heating heats up the
IGM and, as a result, the EoH starts early for the models
with Lyman-$\alpha$ heating. The blue curves show higher $\langle T_{21}\rangle_{\min}$ than the red curves. Also the $z_{\text{min}}$ and $z_{\text{half}}$ values are slightly
higher for the models with Lyman-$\alpha$ heating.
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\[4\] github.com/steven-murray/21cmSense
V. RESULTS

A. Effect of Lyman-α Heating

In this section, we discuss the effects of Lyman-α heating on the 21-cm global signal and power spectrum. Figure 1 shows the 21-cm global signal for our fiducial model parameters (see Table I) and for two different LW feedback scenarios: no feedback and regular feedback. We find that the cosmic dawn and the subsequent epochs are delayed (by $\Delta z \sim 3$) for the regular feedback cases, compared to the no feedback cases. As a result, $\langle T_{21} \rangle_{\text{min}}$ occurs at lower $z_{\text{min}}$ (making $z_{\text{half}}$ lower as well) for the models with regular feedback. Also, $\langle T_{21} \rangle_{\text{min}}$ values are more negative for the models with regular feedback.

Now considering a particular feedback case, we see that $\langle T_{21} \rangle_{\text{min}}$ value is raised by a little and occurs at a slightly higher $z_{\text{min}}$ when we introduce the Lyman-α heating. In the Lyman-α heating scenario, the Lyman-α photons heat the IGM and raise the kinetic temperature $T_K$. As a result, contrast between $T_{\text{CMB}}$ and $T_S$ is decreased and this increases $\langle T_{21} \rangle_{\text{min}}$. The $z_{\text{half}}$ values are also slightly higher for the models with Lyman-α heating, compared to no heating. The $z_{\text{half}}$ values for different LW feedback strengths and Lyman-α heating scenarios are given in Table II. Note that, the Lyman-α heating is more efficient for the models with low X-ray efficiency. In our fiducial models with $\log_{10}(L_X/\text{SFR}) = 39$, we have sufficient contribution from the Lyman-α heating. We find that for models with $\log_{10}(L_X/\text{SFR}) > 40$, the Lyman-α heating contribution is negligible. Overall, Lyman-α heating tries to decrease the contrast between $T_{\text{CMB}}$ and $T_S$ and this has a significant effect on the 21-cm power spectrum, which we shall see next.

Figure 2 shows the 21-cm power spectrum $\Delta T_{21}^2(k)$ at $z = z_{\text{half}}$ (see Table II) for the same simulations shown in Figure 1. We see that both feedback and Lyman-α heating decrease the amplitude of the 21-cm power spectrum and VAO peaks. The difference $\Delta z_{\text{half}} \sim 3$ between regular and no feedback cases is large, and we cannot directly compare the feedback effects as they occur at very different redshifts. However, previous studies (like Ref. [72]) showed that for a fixed $z$, LW feedback suppresses the amplitude of the power spectrum significantly. On the other hand, the difference $\Delta z_{\text{half}} \sim 0.3 - 0.5$ between with and without Lyman-α heating scenarios is small, and we can directly compare the heating effects here. We see that Lyman-α heating suppresses the VAO peaks by a factor of $\sim 2$. Not only that, it pushes $z_{\text{half}}$ at a higher value. Both of these effects, influence the effective signal-to-noise [61] with which VAO peaks can be detected, and affect the measurement of $H(z)$, which we shall see later.

B. Relative error on $H(z)r_s$ measurement

In this section, we discuss the relative error on the measurement of $H(z)$ based on the method outlined in Section II C. We generate the mock data, which is the 21-cm power spectrum $\Delta T_{21}^2_{\text{data}}$, using the 21cmvFAST simulation (discussed in Section III). For the first part of our analysis, we generate data using our fiducial model parameters (Table I) for three different LW feedback scenarios (Table I) for three different LW feedback parameters (Table I) for three different LW feedback scenarios (Table I). We define our likelihood $\mathcal{L}$ at each redshift as

$$- \log \mathcal{L} = \frac{1}{2} \sum_{k-\text{bins}} \left[ \frac{\Delta T_{21,\text{data}}^2(k) - \Delta T_{21,\text{model}}^2(k, p)}{\text{var}[\Delta T_{21}^2(k)]} \right]^2,$$

(11)

where $\Delta T_{21,\text{model}}^2$ is the model power spectrum defined in Eq. (8), $\text{var}[\Delta T_{21}^2(k)]$ is the expected variance of the 21-cm power spectrum measurement for HERA which we generate using the 21cmSense package for three different foreground scenarios as discussed in Section IV. The sum here is over the k-bins, $p$ is the parameter vector which we shall specify later. The small k-bins are mostly dominated by cosmic variance and foregrounds, and the large k-bins are dominated by the telescope noise (see Figure 2). The large k-modes also do not show VAOs. Based
on these, we restrict the $k$-range to \{0.03, 0.5\} Mpc$^{-1}$ for our analysis. We sample the likelihood space with the Python package emcee \footnote{github.com/dfm/emcee} \cite{2013PASP..125..306F}.

As discussed in Ref. \cite{2019MNRAS.484.2240K}, the current generation 21-cm observations will mostly measure the modes with $k_{\parallel} \gg k_{\perp}$ due to the shape of the foreground wedge. As a consequence, 21-cm observations will not measure the AP parameter $a_{\perp}$ very precisely. Following Ref. \cite{2019MNRAS.484.2240K}, we keep $a_{\parallel}$ fixed during in our fitting and vary $a_{\parallel}$ in our MCMC analysis. However, we have checked that the inclusion of $a_{\perp}$ in the MCMC analysis does not affect our final results and we discuss this point in Section VI.

We define our data vector $p = \{a_{\parallel}, A_{\text{vel}}, c_i\}$, where $c_i$ are the coefficients of the model for the smooth part of the 21-cm power spectrum $\Delta^2_{21,\text{raw}}(k, z)$ (Eq. (9)), and $A_{\text{vel}}$ is the amplitude of the VAOs (Eq. (6)). We impose the following priors on the parameters: $0.8 \leq a_{\parallel} \leq 1.2$, $0 \leq A_{\text{vel}} \leq 10^3$ mK$^2$, $-20 \leq c_i \leq 20$. These priors are broad enough to fit the 21-cm power spectrum for all of the different simulations considered here. We find that $n = 2$ in Eq. (9) is sufficient to model the smooth part of the 21-cm power spectrum for our $k$ range of fitting, and we include coefficients $\{c_0, c_1, c_2\}$ in our analysis. Note that the parameters $(A_{\text{vel}}, c_0, c_1, c_2)$ depend mostly on the astrophysics. Therefore, marginalization over these parameters would mean marginalizing over the astrophysical parameters.

In Section II A, we discussed that the SNR for VAO measurement is expected to be maximum at $z_{\text{half}}$ (defined for EoH). We restrict our analysis only to $z_{\text{half}}$ which is different for the different simulations considered here (see Table II). We run the MCMC analysis, based on the likelihood in Eq. (11) and the prior range discussed above, and present the $1 - \sigma$ marginalized relative error on $H_{rd}$ (obtained from the fitting of $a_{\parallel}$) in Table II. We first consider the models without the Lyman-α heating. For no LW feedback, $z_{\text{half}} = 14.8$ and we find that it is possible to measure $H_{rd}$ with 0.3\%, 0.62\%, 1.82\% accuracy for optimistic, moderate and pessimistic foreground contamination respectively. When we consider low and regular feedback, $z_{\text{half}}$ is shifted at lower value.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|}
\hline
Model & Feedback & $z_{\text{half}}$ & $\frac{\Delta(H_{rd})}{(H_{rd})}$
&  \\
& & & Optimistic & Moderate & Pessimistic \\
\hline
No Ly-α Heating & No & 14.8 & 0.3 & 0.62 & 1.82 \\
& Low & 12.7 & 0.51 & 1.14 & 3.51 \\
& Regular & 12.2 & 0.73 & 1.51 & 4.62 \\
\hline
With Ly-α Heating & No & 15.1 & 0.44 & 0.86 & 2.64 \\
& Low & 13.3 & 0.63 & 1.31 & 3.94 \\
& Regular & 12.7 & 0.9 & 1.84 & 5.53 \\
\hline
\end{tabular}
\caption{This shows the projected $1 - \sigma$ relative errors on $H(z)r_d$ for our fiducial parameter set (Table I), under the different feedback, heating and foreground assumptions. We also mention the $z_{\text{half}}$ values for each simulation. We have considered 540 days of HERA observation in all cases.}
\end{table}

Note that, the sensitivity of HERA is increased when we go to the low redshifts, and we expect to have better measurement of $H_{rd}$ at low redshifts. However, as mentioned earlier, the measurement of $H_{rd}$ (or VAOs) also depends on the amplitude of the VAOs. LW feedback of any form disturbs star formation in small haloes, which not only delay the cosmic dawn, but also damps the VAO features. We actually see this in Table II. For low ($z_{\text{half}} = 12.7$) and regular ($z_{\text{half}} = 12.2$) feedback scenarios, it is possible to measure $H_{rd}$ with (0.51, 1.14, 3.51)$\%$ and (0.73, 1.51, 4.62)$\%$ relative accuracy for the (optimistic, moderate, pessimistic) foregrounds. Now considering models with Lyman-α heating, we overall see that $z_{\text{half}}$ is higher and the constraints in each case are $\sim 1.5$ times worse in comparison to models without Lyman-α heating. We have already discussed in the previous section that Lyman-α heating starts EoH earlier and make $z_{\text{half}}$ higher where the sensitivity of HERA decreases. Not only that, Lyman-α heating also decreases the amplitude of the 21-cm power spectrum, as well as of the VAOs. These two effects decreases the detectability of VAOs and thereby increase the relative error on the $H_{rd}$ measurement.

Note that, Ref. \cite{2019MNRAS.484.2240K} has performed the analysis at two
are positively correlated for the range of parameters that correspond to the fiducial model as can be seen from Figure 6. Considering the overall results from Figure 5, we find that for $z_{\text{min}} < 22$ ($z_{\text{half}} < 16$) and $(T_{21})_{\text{min}} < -100$ mK, measurement of $H_{r_d}$ is possible with $\lesssim 1.5\%$, $\lesssim 3\%$ and $\lesssim 6\%$ accuracy for optimistic, moderate and pessimistic foreground scenarios. At $z_{\text{min}} > 22$, we see that the errors somewhat increase and we find that most models have high X-ray heating in this range. We also see that for a fixed LW feedback strength, the errors mostly decrease as we go to smaller $z_{\text{min}}$ (or $z_{\text{half}}$). As discussed previously, sensitivity of HERA is increased as we go to lower redshifts and this helps to reduce the errors in the measurement of $H_{r_d}$. The error also depends on other factors, which we shall discuss below.

We now discuss the effects of the parameters, highlighted with colours in Figure 5, in the measurement of $H_{r_d}$. Note that, the effects will be discussed with respect to the fiducial parameter set. Also, we shall take help from Figures 3 and 4 at each step in order to explain and interpret the results plotted in Figure 5. We have already discussed the effects of the LW feedback, increasing which delays the EoH (See Figure 3), the VAOs tend to get erased (See Figure 4) and ultimately the errors in $H_{r_d}$ are increased (Table II). Considering the X-ray heating parameter $\log_{10}(L_X/\text{SFR})$, we find that EoH occurs early (Figure 3) and $z_{\text{min}}$ (or $z_{\text{half}}$) is higher when we increase $\log_{10}(L_X/\text{SFR})$ with respect to the fiducial value and vice versa. Higher X-ray heating also damps the VAO amplitude as can be seen from Figure 4. If we combine both effects, we see that the measurement errors increase and decrease when $\log_{10}(L_X/\text{SFR})$ is respectively increased and decreased. Next we discuss the effects of $f^0 \lambda$, which controls the fraction of baryons into stars. Increasing and decreasing $f^0 \lambda$ from the fiducial value make $z_{\text{min}}$ (or $z_{\text{half}}$) respectively higher and lower (Figure 3). Not only that, the VAO amplitude is also higher for the models with high $f^0 \lambda$ and vice versa (Figure 4). These two competing effects decide the measurement errors of $H_{r_d}$. For the values $f^0 \lambda = 0.02$ and 0.15, which we have highlighted in Figure 5, we find that the error is slightly lower for the model with $f^0 \lambda = 0.15$, although $z_{\text{half}}$ is considerably higher for this model. This again shows the importance of the VAO amplitude to decide the signal-to-noise in $H_{r_d}$ measurement. Next we consider $E_{\text{min}}$. We see that higher $E_{\text{min}}$ increases $z_{\text{min}}$ (or $z_{\text{half}}$) (Figure 3) and damps the VAOs at large $k$ (Figure 4). Opposite happens for lower $E_{\text{min}}$. As a result, measurement errors of $H_{r_d}$ increases for high $E_{\text{min}}$ models and vice versa (Figure 5). Considering $\Omega_{\text{m0}}$, we find that CD and subsequent epochs start early for models with high $\Omega_{\text{m0}}$, which also increases $z_{\text{min}}$ (or $z_{\text{half}}$) (Figure 3). However, high $\Omega_{\text{m0}}$ dampens the VAO features, and VAOs are more pronounced for models with low $\Omega_{\text{m0}}$ (Figure 4). Combination of these two effects make $H_{r_d}$ measurement error

FIG. 4. This shows the 21-cm power spectra at $z = z_{\text{half}}$ for the same simulations shown in Figure 3. Different colours and line types carry the same meaning as in Figure 3. Note that for all the simulations, we have plotted the best fit 21-cm power spectra (given by the model in Eq. (8)) under the optimistic foreground assumption.

redshifts $z = 16$ and 18 for different simulations. Their analysis helped to compare the measurements of $H_{r_d}$ at each $z$ for different simulation scenarios. However, our aim here is different. The astrophysics is largely unknown at high redshifts and $z_{\text{half}}$ depends very much on the model of astrophysics (as well as cosmology). We want to quantify the best possible measurement of $H_{r_d}$ (which occurs close to $z_{\text{half}}$) for all the different astrophysical and cosmological scenarios. To do so, we run $O(100)$ different simulations by changing the model parameters around the fiducial set (which ultimately change $z_{\text{half}}$), and perform the fitting process discussed above to determine the $1 - \sigma$ relative error on $H_{r_d}$ at $z_{\text{half}}$. We have changed the following parameters and mention the range, over which the parameters are changed, in the curly brackets. The parameters are: $\zeta = \{18, 22\}$, $\lambda_{\text{MF}} = \{10, 20\}$ Mpc, $V^{(0)}_{\text{cool}} = \{3.5, 4.5\}$ km/s, $\log_{10}(L_X/\text{SFR}) = \{38, 41\}$, $\alpha_X = \{1.0, 1.5\}$, $f^0 \lambda = \{0.02, 0.15\}$, $E_{\text{min}} = \{0.1, 0.5\}$ keV, $\Omega_{\text{m0}} = \{0.2911, 0.3311\}$, and $\Omega_{b0} = \{0.0459, 0.0519\}$. Note that for each set of parameters, we have considered three LW feedback strengths. We also include Lyman-$\alpha$ heating in all the simulations. For comparison, we plot the 21-cm global signals and power spectra for all the simulations in Figures 3 and 4 respectively. Instead of denoting each simulation with their corresponding parameter sets, we denote them with their corresponding $(T_{21})_{\text{min}}$ and $z_{\text{min}}$ values (which are different for the different set of parameters) and present the fitting results in Fig. 5. We also plot the corresponding $z_{\text{half}}$ values for each simulation in Fig. 6. We discuss our fitting results in the following paragraph.

From Figure 5, we see that the $z_{\text{min}}$ and $(T_{21})_{\text{min}}$ values are positively correlated for the range of parameters that we have chosen. Considering Figure 3, we find that models e.g. with low LW feedback, high X-ray heating, large $f^0 \lambda$, large $\Omega_{\text{m0}}$, start the EoH early and we see higher $(T_{21})_{\text{min}}$ and $z_{\text{min}}$ values for these models. The corresponding $z_{\text{half}}$ values also increase for these models (with respect to the fiducial model) as can be seen from Figure 6.
FIG. 5. This shows the projected $1 - \sigma$ relative errors on $H(z) r_d$ (obtained from the fitting of $a_{||}$ as discussed in Section V B) for various simulations mentioned in Figures 3 and 4. Each simulation here is denoted by its corresponding $(z_{\text{min}}, \langle T_{21}\rangle_{\text{min}})$ values, which we show as circles, while the colour on the circles show the $1 - \sigma$ relative errors on $H r_d$. We have shown results for three foreground removal scenarios: optimistic, moderate and pessimistic. The circles corresponding to the highlighted parameters in Figures 3 and 4 are shown here with coloured edges and central bars. The different colours of the edges and the bars represent the parameters (given in the legend), while the dashed and dotted line styles respectively represent values above and below the fiducial.

FIG. 6. For the same circles shown in Figure 5, different colours here show the $z_{\text{half}}$ values for the simulations denoted by their $(z_{\text{min}}, \langle T_{21}\rangle_{\text{min}})$ values.

C. Errors due to the uncertainties in cosmological parameters

| Model | Feedback | $z_{\text{half}}$ | $(\frac{\Delta a_{||}}{a_{||}})\%$ TT+lowE | $(\frac{\Delta a_{||}}{a_{||}})\%$ TT,TE,EE+lowE+lensing+BAO |
|-------|----------|------------------|--------------------------------|---------------------------------|
| With Ly-\alpha Heating | No | 15.1 | 0.16 | 0.084 |
| | Low | 13.3 | 0.17 | 0.089 |
| | Regular | 12.7 | 0.17 | 0.084 |

TABLE III. This shows the relative errors introduced in the measurement of $a_{||}$ by the uncertainties in the Planck-2018 cosmological parameters [9] for our fiducial parameter set (Table I), under the different feedback scenarios. We have used two Planck-2018 data sets, namely ‘TT+lowE’ and ‘TT,TE,EE+lowE+lensing+BAO’, to calculate the relative errors as discussed in Section V C. We also mention the $z_{\text{half}}$ values for each simulation.

The cosmological parameters are very precisely constrained by the Planck measurements [9]. For this reason, we often do not consider the uncertainties in the cosmological parameters, when we study the 21-cm signal. We assume that most of the uncertainties are introduced by the astrophysical parameters. However, we have already seen that for optimistic foreground contamination, measurement of $H r_d$ is possible with sub-percent precision. In this scenario, we must check how much does high $\Omega_{b0}$. Overall, we can conclude that, the measurement errors of $H r_d$ are smaller for models that produce lower $z_{\text{min}}$ (or $z_{\text{half}}$) and $\langle T_{21}\rangle_{\text{min}}$, without damping the VAOs considerably.
the uncertainty in cosmological parameters influence the measurement of $H_{rd}$ (or $a_m$). However, it is not straightforward to infer this. Here, we follow the technique introduced in Ref. [115] to determine this uncertainty. $a_m(\mathbf{p})$ is a function of cosmological parameters and we denote the parameter vector by $\mathbf{p}$, where $\mathbf{p}$ represents its fiducial value. The fiducial values are given in Table I. We now consider a small variation around the fiducial parameter values $\bar{p}_m$ and assume the following linearised relation

$$
\left(\frac{\Delta a_m}{a_m}\right)(\mathbf{p}) = \sum_m \left(\frac{\partial \ln a_m}{\partial p_m}\right) \Delta p_m,
$$

(12)

where the index $m$ denotes the different cosmological parameters, and the coefficients $\frac{\partial \ln a_m}{\partial p_m}(\mathbf{p})$ capture the variation in $(\Delta a_m/a_m)$ due to the variation $\Delta p_m$ in any cosmological parameters. We calculate these coefficients from simulations. We consider the 21-cm power spectra at $z = z_{\text{half}}$ for each set of simulations discussed in Table II. We then perform the fitting process discussed in section V B to determine the parameters $\{a_m, A_{\text{vel}}, c_0, c_1, c_2\}$ for the same range $k \in \{0.03, 0.5\}$ Mpc$^{-1}$ as used in section V B. We have considered only the Poisson errors at each $k$-bin (shown in Fig. 2) during the fitting, and ensure that we get best fit $a_{\parallel}$ = 1 which is what we expect to get for a correct set of cosmology. In this fitting process, we also checked that the errors on the best fit parameters are small enough that they do not have much influence on the results that we discuss next. After fitting the parameters for the fiducial simulation set, we consider one cosmological parameter and take two values of it at $\pm \delta p_m$ away from the fiducial value $\bar{p}_m$ and run the simulations. We choose the $\delta p_m$ values such that the parameters $\{A_{\text{vel}}, c_0, c_1, c_2\}$ stay close to the values for the fiducial simulation. Next, we seek the best fit $a_{\parallel}$ value for simulations with $p_m \pm \delta p_m$ at the same $z_{\text{half}}$ as the fiducial simulations, while keeping $\{A_{\text{vel}}, c_0, c_1, c_2\}$ values fixed. We also use the fiducial parameter set to determine $H_{\text{fid}}(z)$ and $r_{\text{fid}}$ values. This process ensures that the change $\delta p_m$ will only change the $a_{\parallel}$ values. After getting the two $a_{\parallel}$ values at $(\bar{p}_m \pm \delta p_m)$, we calculate the coefficient $\frac{\partial \ln a_{\parallel}}{\partial p_m}(\mathbf{p})$. We apply the same process for all the cosmological parameters, and find that only $\Omega_m0$ and $\Omega_{b}0$ change the $a_{\parallel}$ values significantly, which is expected. Like in section V B, we also do not consider the variation of the parameter $a_{\perp}$, while performing the fitting process. Note that, the uncertainties $\Delta p_m$ in Eq. (12) are from Planck measurement. In order to determine the relative uncertainty $(\Delta a_{\parallel}/a_{\parallel})$ due to $\Delta p_m$, we do the following. We draw $O(10^5)$ samples for the set $(\Omega_m0, \Omega_{b}0)$ from different Planck-2018 [9] likelihoods, determine $(\Delta a_{\parallel}/a_{\parallel})$ for each set using Eq. (12) and get a distribution of $(\Delta a_{\parallel}/a_{\parallel})$ values. The $1 - \sigma$ uncertainty in $(\Delta a_{\parallel}/a_{\parallel})$ is then determined from the standard deviation of this distribution. Note that, we have drawn the random samples until we reach a stable Gaussian distribution for $(\Delta a_{\parallel}/a_{\parallel})$ with a fully converged standard deviation. We find that, for all the different simulations considered in Table III, the uncertainties in $\Omega_m0$ and $\Omega_{b}0$ from Planck-2018 introduce $\sim 0.08 - 0.2\%$ relative error in $H_{rd}$ measurement. This is significant if we consider the relative error values for optimistic and even for moderate foregrounds in Table II. Note that, the relative errors in Table III provide an error floor, which can be minimised only with more precise measurements of the cosmological parameters, which is possible with the next generation of experiments, like CMB stage-4 [116], EUCLID galaxy survey [117], etc.

VI. SUMMARY AND CONCLUSIONS

The fluctuations in the DM-baryon relative velocity field are believed to be imprinted as well predicted acoustic oscillations called VAOs in the 21-cm power spectrum at cosmic dawn and also possibly at early reionization. These VAOs can be treated as a standard ruler to measure the expansion rate $H(z)$ at high redshifts. In this paper, we have simulated the 21-cm signal that includes the DM-baryon relative velocity fluctuation effects. We also model the VAOs in the 21-cm power spectrum using analytical prescriptions. We perform Alcock-Paczynski (AP) tests on the simulated data, and quantify the relative error with which the combination $H(z)\Delta H_{\text{rd}}$ (or $a_{\parallel}$ parameter) can be measured under the different heating, LW feedback and foreground scenarios. We consider the 21-cm observations with the HERA interferometer and assume three foreground removal scenarios: optimistic, moderate and pessimistic. We contained our analysis only to EoH, which occurs at $z = z_{\text{min}}$ (where $z_{\text{min}}$ refers to the redshift where the global signal $(T_{21}) = (T_{21})_{\text{min}}$ has its minimum value), and measure $H(z)\Delta H_{\text{rd}}$ at $z = z_{\text{half}}$ where $(T_{21}) = (1/2)(T_{21})_{\text{min}}$ and the signal-to-noise for VAO measurement is highest close to this redshift. The $z_{\text{half}}$ values change with changes in heating and LW feedback scenarios, and the change $\Delta z_{\text{half}}$ can be as large as $\sim 3$ between the different scenarios. We quote our main results (for the fiducial set of parameters given in Table I) in Table II. We find that, if no LW feedback is present, $H(z)\Delta H_{\text{rd}}$ can be measured with 0.3, 0.62 and 1.82% relative accuracy for optimistic, moderate and pessimistic foreground removal scenarios respectively. LW feedback tend to erase the VAO peaks and, as a result, the relative accuracy in $H(z)\Delta H_{\text{rd}}$ measurement decreases. When we consider Lyman-α heating in our simulations, which reduces the 21-cm power spectrum amplitude and thereby VAO peaks, we find that the errors are $\sim 1.5$ times worst when compared against the simulations with no Lyman-α heating. This is a significant effect, depending on the strength of the X-ray heating.

To quantify the best possible measurement of $H_{rd}$ for all the different astrophysical and cosmological scenarios, we run $O(100)$ different simulations by changing the model parameters around the fiducial set which change the $z_{\text{min}}$ and $(T_{21})_{\text{min}}$ values. We find that for $14 < z_{\text{min}} < 22$ (or $11 < z_{\text{half}} < 16$), it is possible to
measure $H(z)r_d$ with $\lesssim 1.5\%$, $\lesssim 3\%$ and $\lesssim 6\%$ accuracy for optimistic, moderate and pessimistic foregrounds respectively. These results are in agreement with Ref. [62]. At $z_{\text{min}} > 22$, errors increase substantially. We checked the errors introduced by the uncertainty in cosmological parameters from Planck satellite measurements, and found that the uncertainties in $\Omega_{m0}$ and $\Omega_{b0}$ introduce $\sim 0.08 - 0.2\%$ relative error in $H(z)r_d$ measurement. Considering the errors for optimistic and even for moderate foregrounds, this is significant.

Considering the Local measurements, like SHOES [12], and the galaxy surveys, like Baryon Oscillation Spectroscopic Survey (BOSS) [118], we have measurement of $H(z)$ up to $z \lesssim 2$. Future galaxy surveys, like Euclid [119, 120] and SPHEREX [121], are expected to measure $H(z)$ up to a maximum redshift of $z \sim 5$. Line intensity mapping (LIM) using the post reionization 21-cm signal, we can reach up to $z \sim 6$ [40, 41, 45, 122–124]. LIM technique using other lines, like: carbon monoxide (CO) rotational lines [125–129], [CII] [130–132], Hα and Hβ [133], oxygen lines [134], Lyman-α [135], etc., can measure $H(z)$ up to $z \lesssim 9$ [47, 102]. Our current work predicts that, using VAOs in the 21-cm power spectrum, it is possible to measure $H(z)$ with reasonable accuracy in the range $10 < z < 20$. The redshift range can be extended further if we include the VAOs from LCE ($z > 20$). However, we have analysed the VAO signal from LCE and found that the current generation of 21-cm experiments, like HERA, are not very sensitive to the measurement of $H(z)$ from this epoch.

Our analysis has a few limitations which we discuss below. As the current generation 21-cm observations will mostly measure the modes with $k_{\parallel} \gg k_\perp$ due to the shape of the foreground wedge, we vary $a_{\parallel}$ in our analysis while we keep $a_{\perp}$ fixed throughout. However, it is also possible to include the variation of $a_{\perp}$ in the analysis (as described in Ref. [62]), and this will provide a constraint on the measurement of $D_A(z)$. We have performed a separate analysis with both $a_{\parallel}$ and $a_{\perp}$ parameters for a few simulations mentioned in Table II and we got similar results as found by Ref. [62]. The constraints on $D_A(z)$ are not very good except for the optimistic foreground case. We note that the relative errors for $H(z)r_d$ in Table II are largely unaffected by the inclusion of $a_{\perp}$. The VAO amplitude is also affected by the additional feedback effects like: galactic winds emanating from star-forming regions [136], photo evaporation of small galaxies [137], ultraviolet radiative feedback [138], etc., which hinder the star formation in different haloes, and we do not include these in our analysis. Presence of exotic dark matters, like warm [139–141] and fuzzy [72, 142, 143], also affect the formation of mini haloes and thereby affect the VAO signature in the 21-cm power spectrum. Spectrum of the early X-ray sources also determine the detectability of VAOs [144, 145]. Recently, Ref. [146] has pointed out that the parametrization for star formation rate density used in 21cmvFAST code does not reproduce the stellar-to-halo mass relation observed in UV Luminosity Functions from HST. Further, 21cmvFAST assumes isotropic LW feedback which may overpredict VAOs (see Ref. [146]). Our analysis is done for coeval VAOs, and the VAO amplitudes changes if the power spectra are calculated for light-cone boxes [146], which are more realistic. We leave all these for future study.

We finally conclude that the detection of the VAO features in the 21-cm signal using HERA radio telescope enables us to measure the expansion rate $H(z)$ of the universe during the cosmic dawn and early reionization era ($11 < z < 20$) with reasonable accuracy. The precision with which $H(z)$ can be measured is comparable to those of the low redshift measurements. This can be helpful in testing various cosmological scenarios, and also can be helpful in alleviating the ongoing “Hubble Tension”.
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