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ABSTRACT

Due to the Covid-19 pandemic, more than 500 US-based colleges and universities went “test-optional” for admissions and promised that they would not penalize applicants for not submitting test scores, part of a longer trend to rethink the role of testing in college admissions. However, it remains unclear how (and whether) a college can simultaneously use test scores for those who submit them, while not penalizing those who do not—and what that promise even means. We formalize these questions, and study how a college can overcome two challenges with optional testing: strategic applicants (when those with low test scores can pretend to not have taken the test), and informational gaps (it has more information on those who submit a test score than those who do not). We find that colleges can indeed do so, if and only if they are able to use information on who has test access and are willing to randomize admissions.
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1 INTRODUCTION

By going test-optional, institutions are making a definitive statement that they will not need test scores to make admission decisions this year. Despite the change in policies, high school students and their parents are asking, “Does test-optional really mean test-optional?” The answer, simply put, is: YES. The following colleges with test-optional policies in place affirm that they will not penalize students for the absence of a standardized test score. [35]

Due to the Covid-19 pandemic, more than 500 US-based colleges and university systems – including the University of Texas at Austin, many other state universities, and Harvard – adopted “test-optional” policies for college admissions and signed the above pledge; students do not have to submit standardized test scores as part of their application. While mass adoption—motivated by testing center closures and other pandemic-related academic disruptions—may not last far beyond the 2020-2021 admissions cycle, the test-optional push comes amid a growing movement to reconsider the role of standardized testing in college admissions. The entire University of California (UC) system recently settled a lawsuit by agreeing to no longer consider SAT or ACT scores altogether, even for students who submit them [36]; this decision overrode a previous decision to go test-optional for Californian applicants and to eventually design their own test [43]. Test-optional policies further have a long history in college admissions in the United States [9].

Why do schools consider test-optional policies, as opposed to either requiring scores for all applicants or not considering scores at all? Naively, such policies capture the benefits of testing without its downsides. Test supporters assert that tests simply provide additional information, the proper use of which should improve decision-making [38]. This additional information may especially help applicants from non-traditional backgrounds; a UC report on testing found that “consideration of test scores allows greater precision when selecting from [under-represented minority] populations” [41], and a New York Times article posited that without tests, “a capable student from a little-known school in the South Bronx may be more challenging to evaluate” [7]. On the other hand, critics assert that test requirements may prevent some students from applying altogether, if they could not take the test. Over half the students who registered to take the SAT in September, 2020, had their registrations canceled due to testing center closures [25]. Even in regular years, there is disparate access to testing: “for every ten poor students who score college-ready on the ACT or SAT, there are an additional five poor students who would score college-ready but who take neither exam” [23]; students outside the US may have to travel to different countries to take the test [11]. See Garg et al. [18], which studies the role of these competing effects on the decision to drop testing altogether, for an extended discussion.1

Test-optional policies seem to capture the best of both worlds, enabling some students to distinguish themselves with a high score, while allowing students without access to apply. However, despite the strong language in the pledge to “not penalize students for the absence of a standardized test score,” [35], it is unclear how colleges can implement test-optional policies when students are competing for limited spots. In the extreme case, consider two students exactly the same in every respect, except that one also has a (high) standardized test score and the other does not submit a score. It seems as if

1There are other benefits (e.g., biases in other features) and criticisms (e.g., cultural bias). We focus on the informational and access aspects.
the school must either ignore the test score, or implicitly “penalize” the student without it. In this work, we ask: What can “test-optional” even mean, and how (and under what conditions) can a school use the test score without “penalizing” students without access?

To answer this question, we model ways in which a school may implement a “test-optional” policy, and the resulting implications for various fairness notions and for student strategies. We find a stark divide between two settings: when the school knows (or can accurately estimate) whether a student had access to the test (whether or not they take it), and when it does not. When the school knows who has access, it can achieve a “moderate” fairness guarantee, albeit by following a non-Bayesian optimal admissions scheme (that as a result ranks some individuals “inaccurately”). This scheme is akin to Thompson sampling; it simulates each student’s potential test score if they do not report one; a school in practice that used such a scheme would admit some students who may otherwise be below the admissions cut-off—if the school believes that a test score could have helped them. On the other hand, when the school does not know and cannot estimate test access, being fair to those without test access becomes equivalent to ignoring test scores for everyone altogether—in our model, not even mandating reporting of scores conditional on taking the test would help counter-act the implications of strategic behavior.

This divide stems from the differences between the two primary implications of optional testing amid differential access. First, there is a strategic component: those with access can choose to either not take the test or not report their score if it is to their benefit. If the school does not know who has access, we find that any attempt to be fair to those without access would be undone by students with access acting as if they do not. Second, there is an informational effect: even if students do not strategically with-hold their scores, the college has more data on students who take the test, and so potentially more evidence that they may be “above the bar” for admissions. In our model, a school with distributional knowledge of the parameters can counter-act the information gap by following the non-Bayesian scheme outlined above across the population.

Our work has policy implications for schools navigating admissions under test-optional policies. First, they must target their interventions to those truly without test access, such as by using contextual information from elsewhere in a student’s application (e.g., socioeconomic information or how many students from their high school took the test) or asking students to credibly attest to a lack of access. Second, they must be willing to take a chance on some students without a test score, if given a high enough test score their admissions outcome would have changed.

Next, we discuss related work. Section 2 contains our model. Section 3 considers the case when the school does not know who has test access; as our fairness notions are impossible in such a setting, in Section 4 we turn to the setting when the school knows who has access. We conclude in Section 5. Proofs are deferred to the appendix.

Related work

Education and allocation in Fair ML. Early works studying fairness in education traditionally focused on problems such as school choice and affirmative action in college admissions, e.g. [1, 17]. Our work is more closely connected to recent work in both the machine learning and mechanism design communities on fairness in ranking and allocation in general, and on education in particular [10, 14, 15, 19, 24, 27, 28, 31, 34]. For a review of this literature, see Finocchiaro et al. [16].

Our work extends that of Garg et al. [18], which develops a multiple-feature model to analyze the decision to drop testing altogether—when two socioeconomic models differ in how informative application components are about them and the proportion of students in the group who have access to the standardized test. We rather analyze test-optional policies, which entails considering students’ strategic responses; motivated by the colleges’ above pledge, we consider fairness notions for applicants without access, as opposed to for (observed) socioeconomic groups.

Most related are the works of Kannan et al. [26] and Krishnaswamy et al. [29]. Kannan et al. [26] consider a setting in which some students can take a (binary) standardized test multiple times, while other students can only take it once. They then analyze two reporting policies: whether students must report all their scores, or just their best score. Krishnaswamy et al. [29] consider the computation of classifiers robust to strategic reporting, in a setting where the “revelation principle” holds: there always exists a strategy-proof classifier that performs as well as the best non-strategy-proof classifier. Our model and research questions differ in several key respects from both works. Most substantively, we consider a setting in which test scores are just one of multiple application components, and so students may strategize on whether to even take the test; further, we are primarily motivated by the schools’ pledge regarding optional tests, and the design of mechanisms that can meet such a pledge. Finally, as in the work on strategic classification and its disparate impacts [3, 8, 19, 20, 22, 32], we analyze how the strategic reactions of (some) applicants to a learning mechanism differentially impacts applicants.

Economics of discrimination and measurement. This work proposes a model that draws upon the theory of statistical discrimination introduced by [37] and [4]. Such an approach has been used recently to study admissions [14, 18, 40]. Our analysis further exhibits the effects of adverse selection [2], where informational asymmetries create an imbalance between the sellers and the buyers that may lead to a market collapse. In our model, the informational asymmetry between the school and the applicants in many cases induces students to conceal their test score. Though many works consider adverse selection, particularly the insurance literature, e.g. [12, 44], its effects on college admissions has not been seen studied theoretically; we illustrate how to design admissions policies to avoid such adverse selection and when it is unavoidable. Finally, like us, Li et al. [30] propose a randomized (interview) policy in the presence of uncertainty in an applicant’s potential, finding empirically it improves both quality and demographic diversity of candidates.

Optional testing. This work also draws from empirical studies of optional testing from both college practitioners and researchers, where evidence of strategic behavior and unfairness can be observed. Test-optional admission in the United States has a long history; in 1969, Bowdoin College went test-optional, to focus admission to Bowdoin “on the human quality of its students” [5]. Only in recent decades have researchers studied the effects of such policies, however. After examination of a large-scale sample of institutional data collected over an eight-year period, Hiss and Franks [21] find a bi-modal income distribution among non-submitters, where both students from both underprivileged and privileged background were
prominent. Belasco et al. [6] report that on average, institutions that went test-optional saw a 26% increase on reported SAT scores.\footnote{This difference in reported scores may actually be preferred by colleges, since it helps them manipulate their college ranking with higher average reported SAT scores among admitted students [13]. We do not consider such alternative college objectives, and instead take them at their word regarding satisfying their aforementioned pledge.} Morgan [33] and Robinson and Monks [39] find that non-submitters, if admitted, were more likely to enroll than submitters. This evidence suggests a strategic component of score reporting. More directly, Wainer [42] finds that among the admitted students of Bowdoin College under a test-optional policy, students who elected not to submit their SAT scores earned a score on average 120 points lower than those who submitted, a difference of about one standard deviation. See Buckley et al. [9] for an extensive discussion on the empirical literature on optional testing. These empirical results, if repeated, would contradict the NACAC pledge to not penalize students without a test score: if students who have access strategize whether to report their score, they benefit at the cost of students who cannot take the test in the first place.

2 MODEL

Our model extends that of Garg et al. [18], such that a test score can be optionally submitted.

Students. There is a unit mass of students. Each student has a latent skill level $q$, normally distributed as $N(\mu, \sigma^2)$, as well as a set of observed features $\Theta$. All students have the first $K = 1$ features \{1, ..., $K-1$\}; only a subset apply with the last feature $K$. For each student, $\theta_k$ is a noisy function of $q$, i.e., $\theta_k = q + \epsilon_k$, for $k = 1, ..., K$, with Gaussian noise $\epsilon_k \sim N(0, \sigma_k^2)$. The distribution of noise $\epsilon_k$ is feature dependent, but independent across features and students. Throughout our exposition, we refer to feature $K$ as the “test score.”

For each student, let $Z, Y, X \in \{0, 1\}$ be indicators denoting whether the student has access ($Z = 0$) to the test, takes ($Y = 0$) it, and reports their score ($X = 0$), respectively. Of course, $Z \geq Y \geq X$. Access $Z$ is deterministic and pre-set, uncorrelated with $q$ and other features. If a student does not have access ($Z = 0$), due to monetary issues or health concerns, or simply because all test centers available to them are shut down, they only report their first $K = 1$ features. If a student has access ($Z = 1$), they further make their decisions to take the test and/or report the test score. How they choose their decisions is defined below.

School. A single school processes applications using an estimation policy $P$: for each student, upon observing information set $I$, it forms an estimate $\hat{q}$ of skill level $q$ via an estimation function $f_P(I)$. Information set $I$ always contains $\{\theta_k\}_{k=1}^{K-1}$ and $X$ (whether the student reports a score); if $X = 1$, it further includes $\theta_K$. As in Garg et al. [18], we study the Bayesian optimal estimation policy $P_{BO}$, in which the student skill estimate is the posterior mean using all the information available:

\[
\hat{q} = f_{P_{BO}}(I) \triangleq \mathbb{E}[q|I].
\]

We also consider non-Bayesian optimal estimation policies $P$, implemented by potentially randomized functions $f_P$.

What does the school observe? In Section 3, we analyze the case in which the school does not observe whether a student has access to the test, $Z$; in Section 4, the school does know which students have access; i.e., $Z$ is in the information set $I$ used to estimate student skill.

This knowledge starkly changes the equilibrium and corresponding fairness guarantees.

What can the school require? We consider three requirement policies: no requirements (students are free to take and report the test unconstrained, $Z \geq Y \geq X$); reporting required conditional taking the test (if a student takes the test, then they must report their score, $Z \geq Y = X) \footnote{\text{X does not depend on $q$ given $\theta_k$. Once the test score is sampled from the student’s skill level, the student’s admission probability does not depend on $q$.}}$ or, in the case where the school knows $Z$, reporting required given access ($Z = Y = X$). We find that such requirements do not make a difference: the same results hold for all our settings, and so we do not include the requirement policy when denoting the school’s policy $P$.

Student decisions and equilibrium. Pursuant to the requirement policy, students with access ($Z = 1$) may decide to take the test ($Y = 1$), with full knowledge of their skill $q$, noise distribution $\epsilon_K$, other features $\{\theta_k\}_{k=1}^{K-1}$ for $k < K$, and the school’s estimation policy $P$. Students who take the test may, with knowledge of their test score $\theta_K$, decide to report it ($X = 1$), in which case the school observes their score $\theta_K$. Students make these decisions to maximize the school’s estimate of their skill level. We denote the resulting decisions via the functions $Y(q, \{\theta_k\}_{k=1}^{K-1}, P)$ and $X(\{\theta_k\}_{k=1}^K, P)$.\footnote{For example, the school may observe values distributionally over time and learn them.}

We assume that the school knows the functions $X(\cdot), Y(\cdot)$, which it can use to estimate the skill level of each student. For example, with Bayesian optimal estimation, if only students with $q \geq 1$ report their test score, then $\mathbb{E}[q|X = 1] \geq 1$.

Thus, for students with access, we must calculate an equilibrium: student strategies to report a test score depend on the school’s estimation, which in turn depends on the reporting decisions of students. An equilibrium is as follows.

**Definition 1 (Equilibrium).** Let the following set denote the action space of students with test access:

\[
T = \{(Y, X) : Y \geq X, (Y, X) \text{ obeys feature requirement policy}\}
\]

Then, given estimation policy $P$ and a requirement policy, student decision functions $X(\cdot), Y(\cdot)$ and estimation function $f_P$ constitute an equilibrium if:

- All decisions are feasible: $\left(Y(q, \{\theta_k\}_{k=1}^{K-1}, P), X(\{\theta_k\}_{k=1}^K, P)\right) \in T$, for all $\{\theta_k\}_{k=1}^{K-1}, q$.
- Given a school’s estimation function, each individual weakly prefers to follow their given action over other feasible actions: for all $\{\theta_k\}_{k=1}^{K-1}, q$:

\[
\left(Y(q, \{\theta_k\}_{k=1}^{K-1}, P), X(\{\theta_k\}_{k=1}^K, P)\right) \in \arg\max_{(y, x) \in T} \mathbb{E}[\hat{q}|Y = y, X = x].
\]

Where the expectation is over the (potentially random) estimation function $f_P$, and, for $Y$, the random test score.

- Estimation function $f_P$ follows its definition given the decision functions $X(\cdot), Y(\cdot)$. For example, suppose the school knows $Z$ and is using Bayesian optimal policy $P_{BO}$. Then, for students
with access who do not report a score:

\[ q_{\theta, K=1}^{\text{BO}}(X=0,Z=1) = \frac{\int_{\mathbb{X}_1} \mathbb{P}(\theta, K=1 | X) \mathbb{P}(\theta, K=1 | Z) d\theta}{\mathbb{P}(\theta, K=1 | Z)} \]

What does test-optional mean? The focus of this work is to understand how schools can meet their test-optional pledge. However, a prerequisite challenge is to formalize what “test-optional” even means, as it is left undefined by schools beyond the idea to “not penalize students for the absence of a standardized test score” [35]. Here, we define several potential notions, on the distribution of resulting skill estimates for students with and without test access. (Recall that, by assumption, neither true skill distribution \( D \) nor feature distributions \( \theta \) differ by test access). Our notions rely on “distributional equality,” denoted \( \equiv \), because of the randomness in the process, both in the sampling of test scores given \( q \) and in the estimation function \( f_p \). Let \( \tilde{q}_P(D,P) \) denote the distribution of \( \tilde{q} \) given the information \( D \) using policy \( P \).

Definition 2. Policy \( P \) is latent skill fair if in every equilibrium, for all \( q \),

\[ \tilde{q}(Z=1,\theta_{k=1}^{K-1},q \equiv P) \equiv \tilde{q}(Z=0,\theta_{k=1}^{K-1},q \equiv P) \]

i.e., if the distribution of skill estimates for students – that share (latent) skill \( q \) and (observable) other features \( \theta_{k=1}^{K-1} \) – with and without access are equal.

Definition 3. Policy \( P \) is observably fair if in every equilibrium, for all \( \theta_{k=1}^{K-1} \),

\[ \tilde{q}(Z=1,\theta_{k=1}^{K-1}, \equiv P) \equiv \tilde{q}(Z=0,\theta_{k=1}^{K-1}, \equiv P) \]

i.e., if the distribution of skill estimates for students – that share other features \( \theta_{k=1}^{K-1} \) – with and without access are equal.

Definition 4. Policy \( P \) is demographically fair if in every equilibrium,

\[ \tilde{q}(Z=1, \equiv P) \equiv \tilde{q}(Z=0, \equiv P) \]

i.e., if the distribution of skill estimates for students with and without access are equal.

Each definition is less stringent than the previous, i.e., latent skill fairness \( \Rightarrow \) observable fairness \( \Rightarrow \) demographic fairness. The notions connect naturally to those common in the literature. Both latent and observable fairness are instances of individual fairness, while demographic fairness is a group fairness notion (however, one based on potentially unobserved group membership). Observable fairness, in particular, aligns with the school’s pledge to not penalize students without a test score: that two students with the same features \( \theta_1 \) to \( \theta_{K-1} \) have the same distribution of scores.

A school can trivially achieve these notions if test scores are ignored altogether.

Definition 5. Policy \( P \) is test-blank, i.e., test scores play no role, if in every equilibrium,

\[ \tilde{q}(\theta_{k=1}^{K-1}, P) \equiv \tilde{q}(\theta_{k=1}^{K-1}, \theta K, P) \forall \theta_{k=1}^{K} \]

Of course, test-blank policies defeat the purpose of going test-optional. In this work, we thus ask whether it is possible to meet the fairness notions without being test-blank.

The definitions all concern the estimates of the policy \( P \) in equilibrium. For example, there are two ways for a policy to be test-blank as defined: either estimation function \( f_p \) ignores the test score (and whether the student reports it), or in equilibrium no one reports a score. In either case, test scores play no role in estimates. For notational ease, we suppress the requirement policy in the statement of each definition, as our results do not depend on which requirement policy is chosen.

Discussion. Here, we briefly discuss some of our choices, with additional discussion in Section 5. First, note that our stated fairness definitions all condition on access \( Z \), as opposed to reporting \( X \). However, all of our results, for each definition, also hold for the corresponding definition for which access \( Z \) is replaced by reporting \( X \); in fact, the corresponding results are easier to prove, as \( X \) is always observed but \( Z \) is potentially unobserved. In each proof, we explain the requisite changes needed for such a result. Our exposition centers \( Z \) normatively, with the idea that schools should not reward those who strategically decide to not report. Second, we focus on how (and whether) a school can achieve the defined fairness notions. We do not explicitly consider other school goals, such as admitting students with the highest latent skill levels \( q \) (“academic merit”). However, such a goal motivates our consideration of Bayesian estimation policy \( P_{\text{BO}} \), which is optimal for academic merit when the students with the highest estimates are subsequently accepted; it also motivates us to find ways to meet the school’s fairness goals without becoming test-blank, which similarly would worsen academic merit and be especially harmful for students without access to other informative signals with which to distinguish themselves [18]. Further note that our impossibility results hold for any policy \( P \) that might be chosen to maximize such other goals.

3 WHEN SCHOOL DOES NOT KNOW ACCESS STATUS

In this section, we consider the case where the school does not observe (or does not use) whether a student has access to the test, \( Z \). Instead, for each student, the school observes the first \( K-1 \) features, \( \theta_{k=1}^{K-1} \), whether the student submits a score, \( X \), and – if the student submits the score \( (X=1) \) – the score, \( \theta K \). This setting is consistent with the current policy adopted by many schools, which is that the school does not verify whether the student has access.

Empirically with test-optional policies, some students, who have taken the test choose not to report their score, especially those with lower scores [33, 39]. Our first result establishes that such withholding is the equilibrium result under Bayesian optimal estimation. As a result, the equilibrium does not satisfy any of our fairness definitions.

Theorem 3.1 (Strategic withholding). Suppose the school does not know access status and uses Bayesian optimal estimation \( P_{BO} \) for all students. Then, some students with access do not report test scores. In particular, in every equilibrium:

- If the school does not require reporting conditional on taking the test, then \( Y(\cdot) = 1 \). For each \( \theta_{k=1}^{K-1} \), there exists a finite test
score threshold $\bar{q}_K$ such that an applicant reports their score, $X(\{\theta_k\}_{k=1}^{K-1}, \bar{q}_K) = 1$, if and only if $\theta_k \geq \bar{q}_K$.

- If the school requires reporting conditional on taking the test ($Y = X$), then for each $\{\theta_k\}_{k=1}^{K-1}$, there exists a finite skill threshold $\bar{q}$ such that an applicant takes the test and reports their score, $Y(\{\theta_k\}_{k=1}^{K-1}, q) = 1$, if and only if $q \geq \bar{q}$.

Furthermore, $P_{SO}$ satisfies none of the fairness definitions.

To prove this theorem, we first argue that neither everyone report or no one report is equilibrium. We then show that if a fraction of the student reports their score (or takes the test), there should be a threshold for the test score (or the skill level) for reporting (or test-taking), and then we conclude by showing there exists such a threshold such that the equilibrium conditions hold. For the unfairness argument, we note that in this situation the estimated skill of a portion of students with access are guaranteed to strictly dominate those of their peers who do not have access, with others guaranteed to weakly dominate, so any fairness conditional on test access cannot be met.

The theorem establishes that the naive school strategy – to optimally use whatever information is provided by the student – induces students to strategically respond; as a result, the school satisfies none of our fairness criteria. More generally, the proof for unfairness is independent of the assumption that school does not know access status and the policy it uses. Instead, as long as the strategic effect exists, meeting fairness is impossible – some of the students who have access are bound to benefit from their strategic advantage. Our next result establishes that latent and observable unfairness are unavoidable when the school does not know who has access, unless the school ignores the test score.

**Theorem 3.2 (Fairness Impossibility).** Suppose the school does not know access status and uses an estimation policy $P$ that satisfies either latent skill or observable fairness. Then, $P$ is test-blank.

The result establishes that being test-blank is the only way to achieve a fair, strategic-effect-free equilibrium when the true information about students’ access to tests is not known. The proof proceeds via an unraveling argument. To satisfy those fairness notions and to avoid being test-blank, for any $X(\cdot)$ the policy $P$ must randomize skill estimates to equalize the estimate distributions. However, then, some students with $X(\{\theta_k\}_{k=1}^{K-1}, \theta_k) = 1$ can strictly improve their estimates by no longer reporting their score. Reporting unravels until no student reports in equilibrium, which itself leads to the policy being test-blank. Our result does not establish whether demographic fairness is possible when the school does not know who has access – that remains an open question. We conjecture that it cannot hold; however, the difficulty in the analysis is that policies can arbitrarily treat different other features, $\{\theta_k\}_{k=1}^{K-1}$, differently, such that demographic fairness may hold without the condition for observable fairness holding for any particular $\{\theta_k\}_{k=1}^{K-1}$. Note however that both of the above results (as all our results) also hold for fairness defined by conditioning on reporting $X$ – even though the school observes it.

This section establishes that achieving latent or observable fairness when the true access status is not known is generally impossible, if the school also wishes to make use of the test score. The results follow from the strategic aspect of optional testing; students with low test scores can, by not reporting their score, masquerade as students without test access.

### 4 WHEN SCHOOL KNOWS ACCESS STATUS

Given the general impossibility results in the previous section, we now turn to the setting in which the school knows whether a student has access to tests, $Z$. Thus, the school now observes the first $K-1$ features, the access status, $Z$, and whether a students submits a score, $X$. If the student submits a score, $X = 1$, then it further observes $\theta_k$; i.e., $I \triangleq (Z, \{\theta_k\}_{k=1}^{K-1}, X, \theta_k 1_X)$. Note that this knowledge enables the school to follow different estimation policies for students with and without test access. We find that this knowledge substantially changes what is possible to achieve.

Our first result for this setting suggests why. In contrast to the setting without knowledge of $Z$, using a Bayesian optimal estimator of skill for students with access to tests results in all students with access submitting their score.

**Lemma 4.1 (Strategy-proofness).** Suppose the school observes access $Z$ for each student and uses a policy $P$ that performs Bayesian optimal estimation on students with access; i.e., when $Z = 1$, $P_I = \mathbb{E}[P|I]$. Then, the unique equilibrium is that all students with access take the test and report their scores:

$$Y(q, \{\theta_k\}_{k=1}^{K-1} P) = X(\{\theta_k\}_{k=1}^{K} P) = 1, \forall q, \{\theta_k\}_{k=1}^{K}$$

The proof proceeds as follows: the unraveling occurs in the opposite direction as in the case where access is not known. If some students with access do not report their score (or do not take the test), then for any fixed feature set $\{\theta_k\}_{k=1}^{K-1}$ there must exist a threshold $\bar{q}_k$ such that applicants do not submit a score if and only if $\theta_k < \bar{q}_k$ (or a true skill threshold $\bar{q}$ if students can strategize taking the test). However, under such threshold, there is always some students who have access and are currently not reporting (or taking the test) who can improve their estimated skill by reporting (or taking the test and then reporting). Thus any fraction of the students with access not reporting (or taking) is unstable, and so in equilibrium all students with access take the test.

The result establishes that the school can induce all students with access to take the test and submit their scores, *without having to mandate submission* – simply by following a Bayesian optimal estimation policy. In other words, by simply following the policy that best makes use of given information, the school simultaneously induces students to report all available information. This result is the opposite of Theorem 3.1, where the school did not know who had access and so such students could strategically withhold their scores.

What is different between the two settings? When the school does not know who has access, students with access but a low test score can disguise themselves as (potentially high true skill) students without test access. When the school does know, on the other hand, they cannot do so; if any fraction of students do not report their score, the school pools such students together and estimates the test scores for this pool – and so there are always students who do not wish to pool with others who have also strategically withheld their scores. Recall that in the proof of Theorem 3.1, we established that if any students can strategically withhold their test score to improve their estimate, fairness is not possible. Lemma 4.1 thus enables us to find

---

While a school may never have true knowledge of $Z$ in practice, it may be able to approximate it by, for example, using submission information from others in the same socio-economic contexts. It may also ask students to credibly attest to a lack of access, or pursue other verification techniques. Our work provides an upper bound for how beneficial such knowledge may be.
fair policies by establishing that in the case where the school knows test access, Bayesian optimal estimation for applicants with access removes strategic incentives. Thus, for the rest of the section, we will assume that the school follows such a policy for applicants with test access, and focus on estimation for students without test access.

4.1 Informational gaps cause unfairness

Lemma 4.1 eliminates strategic concerns when the school uses Bayesian optimal estimation for those with test access. Thus, it may be tempting to conclude that it immediately follows that the fairness criteria hold. Our next result establishes the opposite: using Bayesian optimal estimation for those with test access eliminates the possibility for latent skill fairness, regardless of what one does for those without access.

**Proposition 4.2.** Suppose the school observes access Z. Consider any policy P that performs Bayesian optimal estimation on students with access. Then, P is not latent skill fair.

The result follows from informational differences: if the school uses the test score for those with access, then it cannot hope to equally accurately distinguish among students without access — high true skill students without access have fewer opportunities to demonstrate their skill and receive a high skill estimate. In other words, if the school wishes to be latent skill fair, then it must artificially worsen its estimates for those with test access. Thus, for the remainder of this section, we turn to studying observable and demographic fairness. However, even in this case, eliminating the strategic challenge does not guarantee that the school to satisfies these criteria; for example, our next result establishes that also using Bayesian optimal estimation for students without access does not satisfy these notions.

**Proposition 4.3.** Suppose the school observes access status Z. Then, P_{BO} — the policy that uses Bayesian optimal estimation for all students — is not observably or demographically fair.

The proof follows from Lemma 4.1: since every student with access reports their test score, Bayesian optimal estimation has more information on such students. One can then algebraically verify that the resulting distributions of ˜q differ.

4.2 A non-Bayesian optimal but fair admissions process

Up to now, our results have been negative: even if the school knows who has access and uses this knowledge to eliminate strategic incentives, it does not meet the fairness criteria using existing policies. We now provide a positive result, a novel estimation policy that satisfies observable and demographic fairness.

To overcome the issue identified in Proposition 4.3, a policy P must randomize the estimated skill for students without access, in order to equalize the distributions of ˜q|Z = 1, \{ 0_k \}_{k=1}^{K-1}, P and ˜q|Z = 0, \{ 0_k \}_{k=1}^{K-1}, P. With this randomization, students with the same observable features may receive different skill estimates. Consider the following policy.

**Definition 6 (Resampling policy).** The sampling estimation policy, P_S, is as follows.

For students with access to tests, the school uses the Bayesian optimal method to estimate the student’s true skill level; i.e., for I ∼ ω, \( Z = 1, (0_k)_{k=1}^{K-1}, X, θ_k, 1_X \):

\[ f_{P_S}(I) = \mathbb{E}[q| I]. \]

For students without access to tests, the school uses the first K − 1 features \( (0_k)_{k=1}^{K-1} \) to generate the distribution of the test score \( θ_K \), and then randomly draws a score for each student to add to the student’s profile. Finally, the school estimates the student’s true skill level based on the submitted features and the randomly drawn test score; i.e., for I ∼ Z = 0, (0_k)_{k=1}^{K-1}:

\[ f_{P_S}(Z = 0, (0_k)_{k=1}^{K-1}) = \mathbb{E}[q| (0_k)_{k=1}^{K-1}, θ_K]. \]

where \( θ_K \sim θ_K | (0_k)_{k=1}^{K-1}. \)

**Theorem 4.4.** If the school observes access status Z, the resampling policy P_S is observably and demographically fair.

The proof follows from directly computing the induced skill estimate distributions. In addition to theoretically achieving our fairness notion, the policy can be described via a simple intuition. The school uses everything it knows about a student to generate the distribution of what the student’s skill estimate could have been had they had access to the test, and then it samples the student’s estimate from the resulting distribution.

This procedure is akin to Thompson sampling for bandits, in which an action is played according to the probability that it maximizes the reward. Here, if a school accepts all students with skill estimates above some threshold ˜q, then each student without access is accepted with probability equal to the probability they would have received a high enough score to be accepted had they taken the test; this probability is conditioned on everything the school knows about the student, \( (0_k)_{k=1}^{K-1} \). The re-sampling policy P_S accepts some students who would not be accepted by the Bayesian optimal policy — a school adopting P_S would be recognizing that there are some students who do not have access to tests, but would excel if they did. And because it cannot identify the exact individual students who would excel, it re-samples test scores to maintain distributional fairness for the group (but still conditional on each individual’s features \( (0_k)_{k=1}^{K-1} \).

Together, the results in this section establish that a school can in theory overcome both the strategic and the informational gaps induced by test-optimal policies. Overcoming strategic gaps requires using knowledge of who has access to the test (Lemma 4.1); overcoming informational gaps requires adopting a non-Bayesian optimal policy (Theorem 4.4).

5 DISCUSSION

Our model is stylized in several ways. One useful assumption is that the features are normally distributed with the true skill level as the mean. In practice, test scores are truncated and may be well fitted with truncated normal distributions, while scores of other features may exhibit far different distributions. This assumption is made for simplicity of exposition, following Garg et al. [18]. We further assume that students seek to maximize their expected skill estimate ˜q, as opposed to some (potentially non-linear) function of the estimate. For example, an alternative choice would be for students to maximize their probability of admissions, in a setting in which the school

---

7 As an example of a policy that would be latent fair, suppose the school added additional noise to the estimates of students with access, such that the distributions equalize even conditioned on q.

8 In fact, the result follows immediately from our Lemma 4.1 and Lemma 3.1 in Garg et al. [18].
accepts the students with the highest skill estimates up to a capacity constraint. Doing so would not change our results (assuming appropriate tie-breaking for how students choose among equivalent strategies), except when the school mandates reporting of test scores given a student has taken it. In that case, students with high scores in other features might – even if the test increases their estimated skill in expectation – not take the test to avoid the downside risk of a bad score resulting in a rejection. We believe that our choice is more natural, as in practice students may not know the admissions threshold but may know whether they are likely to do well on the test. Similarly, our notions and impossibility results are for strict (distributional) equality – it is likely that policies differ in the magnitude the fairness violations.

We leave to future work to construct policies that, while maximizing some objective of interest, minimize the fairness violations.

**Policy impact and future work** Following the empirical literature on test-optimal policies, we analyze the fairness implications of such adoption. Our work shows that effective and fair implementation of such policies requires overcoming both strategic behavior and informational gaps. Both aspects are, to an extent, feasible to overcome: the school may learn about students’ access status using submission information from others in the same socio-economic contexts, or by asking students to credibly attest to a lack of access; randomized admission may be achieved by drawing randomly from test scores observed in the group with test scores and similar features, or more informally by the school choosing to take “risks” on some students about which it has limited information. However, development of workable schemes in practice requires considerable work alongside practitioners. Our work provides guidance for the strategies that are likely to be effective.

More generally, our work is an example of a setting in which the strategic behavior of (some) agents introduces inequities that must be countered. Such effects are common in societal systems, though surprisingly rarely analyzed in the fair machine learning or the strategic behavior of (some) agents introduces inequities that are likely to be effective.
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A PROOFS

**Proof of Theorem 3.1.** We begin with the claim under the assumption that reporting is not required conditional on taking the test. We first restrict our analysis to a set of students with fixed features \( (\theta_k)_{k=1}^K \). By a purely Bayesian estimation, the school estimates students’ skill as follows: for students who report a score, the estimated skill is

\[
\hat{f}_{\theta_k} \left( \theta_k \mid k=1 \right) = \frac{\mu \sigma^{-2} + \sum_{i=1}^K \theta_k \sigma^{-2}_k}{\sigma^{-2} + \sum_{i=1}^K \sigma^{-2}_k},
\]

and for students who do not report a test score, the skill is estimated as follows:

\[
f_{\theta_k} \left( \theta_k \mid k=1 \right) = \frac{\mu \sigma^{-2} + \sum_{i=1}^K \theta_k \sigma^{-2}_k}{\sigma^{-2} + \sum_{i=1}^K \sigma^{-2}_k}.
\]

where the last equality is by definition of the equilibrium and properties of the normal distribution.

**Neither everyone reporting nor no one reporting is an equilibrium** We next show that neither “everyone reports” nor “no one reports” is a stable equilibrium for this set of students. Let us assume that everyone reports is the equilibrium, that is, \( X(\theta_k)_{k=1}^K \mid P_{BO} = 1 \). Then the latter quantity reduces to

\[
f_{\theta_k} \left( \theta_k \mid k=1 \right) = \frac{\mu \sigma^{-2} + \sum_{i=1}^K \theta_k \sigma^{-2}_k}{\sigma^{-2} + \sum_{i=1}^K \sigma^{-2}_k}.
\]

However, there exist students with test scores

\[
\theta_k \leq \sigma_k^2 \left( \frac{\mu \sigma^{-2} + \sum_{i=1}^K \theta_k \sigma^{-2}_k}{\sigma^{-2} + \sum_{i=1}^K \sigma^{-2}_k} \right) - \mu \sigma^{-2} - \sum_{k=1}^{K-1} \theta_k \sigma^{-2}_k,
\]

who would be better off if they chose not to report. So everyone reports is not stable.

Similarly, assume that no one reports is the equilibrium, we then have \( X(\theta_k)_{k=1}^K \mid P_{BO} = 0 \), \( \forall \theta_k \), and the integral would yield (the same result):

\[
f_{\theta_k} \left( \theta_k \mid k=1 \right) = \frac{\mu \sigma^{-2} + \sum_{i=1}^K \theta_k \sigma^{-2}_k}{\sigma^{-2} + \sum_{i=1}^K \sigma^{-2}_k}.
\]

Again, there exist students with test scores

\[
\theta_k \geq \sigma_k^2 \left( \frac{\mu \sigma^{-2} + \sum_{i=1}^K \theta_k \sigma^{-2}_k}{\sigma^{-2} + \sum_{i=1}^K \sigma^{-2}_k} \right) - \mu \sigma^{-2} - \sum_{k=1}^{K-1} \theta_k \sigma^{-2}_k,
\]

who would be better off if they chose to report. So no one reports is also not stable. Thus we know that if an equilibrium exists, it must be that a fraction of the students report.

\( X(\cdot) \) is non-decreasing in \( \theta_k \). Following this, we argue that, if there exists such a situation that a fraction of the students report the score, then the function \( X(\theta_k)_{k=1}^K \mid P_{BO} \) is non-decreasing with respect to \( \theta_k \). Let us assume that this does not hold, then there exists \( \theta_k^* > 0 \) such that \( 0 = X(\theta_k)_{k=1}^K \mid P_{BO} < X(\theta_k)_{k=1}^K \mid P_{BO} = 1 \). Then we have

\[
f_{\theta_k} \left( \theta_k \mid k=1 \right) = \frac{\mu \sigma^{-2} + \sum_{i=1}^K \theta_k \sigma^{-2}_k}{\sigma^{-2} + \sum_{i=1}^K \sigma^{-2}_k}.
\]

where all the equalities are by definition of Bayesian estimation, the first and last inequalities are by the strategy of the students, and the middle inequality is by assumption \( \theta_k^* > \theta_k^0 \). Here we observe a contradiction, thus we can assert that if there exists such a situation that a fraction of the students report the score, then the function \( X(\theta_k)_{k=1}^K \mid P_{BO} \) is non-decreasing with respect to \( \theta_k \). Another way to say this is, there will be a test score threshold for reporting, \( \hat{\theta}_k \), such that \( X(\theta_k)_{k=1}^K \mid P_{BO} = 1 \) for \( \theta_k \geq \hat{\theta}_k \) and \( X(\theta_k)_{k=1}^K \mid P_{BO} = 0 \) otherwise.

**There exists an equilibrium threshold** which defines the function \( X \) for this set of students. To show this, we first rewrite \( f_{\theta_k} \left( \theta_k \mid k=1 \right) = 1 \) in terms of \( \hat{\theta}_k \). Let us assume, without loss of generality, that within this set of students with fixed \( (\theta_k)_{k=1}^K \), the fraction of students who have access to tests is \( \epsilon \in (0,1) \). Then we have that of this fraction of students with access, a further fraction of

\[
\int_{\theta_k} \int_{\theta_k} X(\theta_k)_{k=1}^K \mid P_{BO} \text{Pr}( \theta_k \mid k=1 \mid P_{BO} = 0) \text{d} \theta_k
\]

will report the score. The first equality is because of the threshold of \( X \), and the second is by property of the cumulative distribution. Note that \( A(\hat{\theta}_k) \) is continuous in \( \hat{\theta}_k \). With this, we further have:

\[
\text{Pr}( \theta_k \mid k=1 \mid X = 0, (\theta_k)_{k=1}^K ) = \frac{A(\hat{\theta}_k)}{A(\hat{\theta}_k) + 1 - \epsilon}
\]
and $$\Pr\{Z = 0 | X = 0, \{\theta_k\}_{k=1}^{K-1}\} = \frac{1-C}{CA(\theta_k) + 1-C}$$

Next we have as a direct result

$$\Pr\{\theta_k : X(\{\theta_k\}_{k=1}^{K}, P_{BO}) = 0\} | \{\theta_k\}_{k=1}^{K-1} Z = 1\}$$

$$= \Pr\{\theta_k < \bar{\theta}_k\} | \{\theta_k\}_{k=1}^{K-1} = 1 - A(\bar{\theta}_k)$$

For the integral part, we leave it largely unchanged:

$$\int_{\theta_k : X(\{\theta_k\}_{k=1}^{K}, P_{BO}) = 0} \left[ \mathbb{E}[q | \{\theta_k\}_{k=1}^{K}] \Pr\{\theta_k | \{\theta_k\}_{k=1}^{K-1} = 1\} \right] d\theta_k$$

$$= \int_{-\infty}^{\bar{\theta}_k} \left[ \mathbb{E}[q | \{\theta_k\}_{k=1}^{K}] \Pr\{\theta_k | \{\theta_k\}_{k=1}^{K-1} = 1\} \right] d\theta_k$$

Assembling them together, we have

$$f_{P_{BO}}(\{\theta_k\}_{k=1}^{K-1} X = 0) = \frac{\mu \sigma^2 + \sum_{k=1}^{K-1} \theta_k \sigma_k^2}{\sigma^2 + \sum_{k=1}^{K-1} \theta_k \sigma_k^2 - \theta_k^2} \frac{1-C}{CA(\theta_k) + 1-C}$$

$$= \frac{\bar{\theta}_k^2}{1-A(\bar{\theta}_k)} \times \frac{\mathbb{E}[q | \{\theta_k\}_{k=1}^{K}] \Pr\{\theta_k | \{\theta_k\}_{k=1}^{K-1} = 1\} d\theta_k}{CA(\theta_k) + 1-C}$$

An important observation is that, for any finite $$\theta_k$$, that is $$A(\theta_k) \in (0,1)$$, the above quantity as a function of $$\theta_k$$ is continuous. The continuity of the integral part is justified because the integrand is always finite.

Based on previous discussion, we know that when $$\hat{\theta}_k \to \infty$$, that is no one reports,

$$f_{P_{BO}}(\{\theta_k\}_{k=1}^{K-1} \hat{\theta}_k X = 1) > f_{P_{BO}}(\{\theta_k\}_{k=1}^{K-1} X = 0),$$

and when $$\hat{\theta}_k \to -\infty$$, that is when everyone reports,

$$f_{P_{BO}}(\{\theta_k\}_{k=1}^{K-1} \hat{\theta}_k X = 1) < f_{P_{BO}}(\{\theta_k\}_{k=1}^{K-1} X = 0).$$

Since $$f_{P_{BO}}(\{\theta_k\}_{k=1}^{K-1} \hat{\theta}_k X = 1)$$ is linear in $$\hat{\theta}_k$$, and $$f_{P_{BO}}(\{\theta_k\}_{k=1}^{K-1} X = 0)$$ is continuous in $$\hat{\theta}_k$$, we conclude that there must exist at least one $$\hat{\theta}_k$$, such that

$$f_{P_{BO}}(\{\theta_k\}_{k=1}^{K-1} \hat{\theta}_k X = 1) = f_{P_{BO}}(\{\theta_k\}_{k=1}^{K-1} X = 0).$$

Finally, note that the resulting function with $$\hat{\theta}_k$$ satisfies the equilibrium requirements: For anyone with test score $$\theta_k < \hat{\theta}_k$$, they are currently not reporting, and

$$f_{P_{BO}}(\{\theta_k\}_{k=1}^{K-1} \theta_k X = 1) < f_{P_{BO}}(\{\theta_k\}_{k=1}^{K-1} X = 0),$$

so they would not like to change their behavior to reporting; and vice versa for everyone with test score $$\theta_k \geq \hat{\theta}_k$$.

Extending the argument to all students with all possible sets of features $$\{\theta_k\}_{k=1}^{K-1}$$, we get the desired result: there exists an equilibrium in which for any set of students with features $$\{\theta_k\}_{k=1}^{K-1}$$, there exists a threshold for test score $$\hat{\theta}_k$$, such that anyone below this test score does not submit the score, and anyone at or above this threshold submits the score.

Next, it is simple to carry the above proof to the case where reporting is required conditional on taking the test. We briefly sketch the proof as follows. Note that the estimation function $$f_{P_{BO}}$$ should be rewritten in terms of $$Y(\cdot)$$ and $$q$$. For students who takes the test, the estimated skill is

$$f_{P_{BO}}(\{\theta_k\}_{k=1}^{K-1}, Y(\{\theta_k\}_{k=1}^{K-1}, q, P_{BO}) = X = 1) = \mathbb{E}[q | \{\theta_k\}_{k=1}^{K-1}, \theta_k | q]$$

$$= \frac{\mu \sigma^2 + \sum_{k=1}^{K-1} \theta_k \sigma_k^2 + q \sigma_k^2}{\sigma^2 + \sum_{k=1}^{K-1} \sigma_k^2},$$

where we abused the notations a bit: here $$q$$ is not observed by the school, and $$\theta_k$$ is not known and random to the students at the time of his decision to take the test. Since this skill estimate is random at the time of decision, what the student would really care about is actually the expectation of the above amount, which is

$$\mathbb{E}\left[f_{P_{BO}}(\{\theta_k\}_{k=1}^{K-1}, Y(\{\theta_k\}_{k=1}^{K-1}, q, P_{BO}) = X = 1)\right]$$

$$= \frac{\mu \sigma^2 + \sum_{k=1}^{K-1} \theta_k \sigma_k^2 + q \sigma_k^2}{\sigma^2 + \sum_{k=1}^{K-1} \sigma_k^2}.$$

For students who do not report a test score, the skill is estimated as follows:

$$f_{P_{BO}}(\{\theta_k\}_{k=1}^{K-1}, Y(\{\theta_k\}_{k=1}^{K-1}, q, P_{BO}) = X = 0) = \mathbb{E}[q | \{\theta_k\}_{k=1}^{K-1}, Y = X = 0]$$

$$= \mathbb{E}[q | Y = X = 0, \{\theta_k\}_{k=1}^{K-1}, Z = 0 | \Pr(z = X = 0, \{\theta_k\}_{k=1}^{K-1})$$

$$+ \mathbb{E}[q | Y = X = 0, \{\theta_k\}_{k=1}^{K-1}, Z = 1 | \Pr(z = X = 0, \{\theta_k\}_{k=1}^{K-1}) = \mu \sigma^2 + \sum_{k=1}^{K-1} \theta_k \sigma_k^2$$

$$Pr(Z = 0 | Y = X = 0, \{\theta_k\}_{k=1}^{K-1})$$

$$\int_{\theta_k : Y(\{\theta_k\}_{k=1}^{K-1}, q, P_{BO}) = 0} \left[ \mathbb{E}[q | \{\theta_k\}_{k=1}^{K-1}] \Pr\{\theta_k | q\} \Pr\{q | \{\theta_k\}_{k=1}^{K-1}\} d\theta_k \right]$$

$$\times \Pr\{q | \{\theta_k\}_{k=1}^{K-1}, Y(\{\theta_k\}_{k=1}^{K-1}, q, P_{BO}) = X = 1\}$$

where the last equality is by definition of the equilibrium and properties of the normal distribution.

We can then show that neither everyone takes the test and reports nor no one takes the test and reports are stable, so if an equilibrium exists, it must be that a fraction of students report. Under such situation, the function $$Y(\{\theta_k\}_{k=1}^{K-1}, q, P_{BO})$$ would be increasing with respect to $$q$$, so that there is a threshold of $$q$$ for test-taking. We can then finish by showing that there exists such a threshold which defines the function $$Y(\cdot)$$ for each $$\{\theta_k\}_{k=1}^{K-1}$$, that satisfies equilibrium. The technique is the same, by noting that $$f_{P_{BO}}(\{\theta_k\}_{k=1}^{K-1}, Y(\{\theta_k\}_{k=1}^{K-1}, q, P_{BO}) = X = 0)$$ is continuous in $$q$$ and $$\mathbb{E}\left[f_{P_{BO}}(\{\theta_k\}_{k=1}^{K-1}, Y(\{\theta_k\}_{k=1}^{K-1}, q, P_{BO}) = X = 1)\right]$$ is linear in $$q$$, and that their relation does not agree when $$q$$ goes to plus or minus infinity.

Finally, to conclude that it is unfair according to all definitions, we note that in this regime, every student who has access to test can act strategically, so that he has an estimated skill that weakly dominates another student who is completely the same otherwise, but does not have access to test. Furthermore, there always exist some students who have access that strictly dominate their counterparts, otherwise the situation where no one report the score (or take the test) should be stable. Thus, $$\mathbb{E}[Z = 1, \{\theta_k\}_{k=1}^{K-1} \text{ strictly stochastically dominates } \mathbb{E}[Z = 0, \{\theta_k\}_{k=1}^{K-1}]$$ for every $$\{\theta_k\}_{k=1}^{K-1}$$. This means any equality in distribution that is conditional on $$Z$$ cannot hold, hence all three fairness criteria fail. As a side remark, if we
were considering fairness conditioned on $X$, the same argument still follows: all students with $X = 1$ weakly benefit from this decision (and some strictly benefit), while a portion of the students with $X = 0$, namely those without access, does not benefit at all.

**Proof of Theorem 3.2. We begin the proof for the observably fair part.** First we consider the case when reporting is not required conditional on taking the test, and students choose whether to report the score after taking the test. In this case, to meet observable fairness:

$$\bar{q}|Z = 0, \{\theta_k\}_{k=1}^{K-1}, P \overset{D}{=} q|Z = 1, \{\theta_k\}_{k=1}^{K-1}, P, \quad \forall \{\theta_k\}_{k=1}^{K-1},$$

there are two approaches.

The first approach is by eliminating the dependence on $\theta_K$ on the right hand side, which is choosing a policy $P$ to ignore the test score completely in the estimation process (which is test blank):

$$f_P(\{\theta_k\}_{k=1}^{K-1}) \overset{D}{=} f_P(\{\theta_k\}_{k=1}^{K-1}, \theta_K), \quad \forall \{\theta_k\}_{k=1}^{K}$$

then trivially, observable fairness is met by definition of $\bar{q}$. Note that if $P$ is test blank, then no students who currently report their score have the incentive to stop reporting, since their estimated skill is independent of their test score, so if they stop reporting, it remains the same. This holds for any student who currently does not report as well.

The second approach is by adding a replacement of $\theta_K$ on the left hand side to try to equalize the distributions, which can be achieved by introducing test score sampling similar to that discussed in section 4.2. However, since the school does not know exactly who has access, it can only build on who reports a test score. For a fixed set of $\{\theta_k\}_{k=1}^{K-1}$, let us denote:

$$\tilde{q}|X = 1, \{\theta_k\}_{k=1}^{K-1}, P \overset{D}{=} D_{P,1}$$

$$\tilde{q}|X = 0, \{\theta_k\}_{k=1}^{K-1}, P \overset{D}{=} D_{P,0}$$

Then we claim that for any fraction $\lambda > 0$ of students who report their score, any policy $P$ that tries to equalize the distributions will make the situation unstable. For any $\lambda \in (0,1]$, we have:

$$\bar{q}|Z = 0, \{\theta_k\}_{k=1}^{K-1}, P \overset{D}{=} D_{P,0}$$

$$\overset{D}{=} \tilde{q}|Z = 1, \{\theta_k\}_{k=1}^{K-1}, P \overset{D}{=} \lambda D_{P,1} + (1-\lambda)D_{P,0}$$

$$\Rightarrow D_{P,1} = D_{P,0}$$

This implies that $\theta_K|X = 0 \overset{D}{=} \theta_K|X = 1$, which means that in the resampling procedure used by $P$, $\theta_K$ is sampled from a distribution $D_{\theta_K}$ that is exactly the observed distribution of $\theta_K$ with those who submit the score. Now for any student who currently submits the score but has a score $\theta_K$ that satisfies $\theta_K \leq \bar{\theta}_K$, where $\bar{\theta}_K$ is the mean of $D_{\theta_K}$ he would want to stop reporting since

$$\tilde{q}|X = 1, \{\theta_k\}_{k=1}^{K-1}, \theta_K \leq \bar{\theta}_K = \frac{\mu \sigma^2 + \sum_{k=1}^{K-1} \theta_k \sigma_k^{-2} + \bar{\theta}_K \sigma^2}{\sigma^2 + \sum_{k=1}^{K-1} \sigma_k^{-2}} \leq \frac{\mu \sigma^2 + \sum_{k=1}^{K-1} \theta_k \sigma_k^{-2} + \bar{\theta}_K \sigma^2}{\sigma^2 + \sum_{k=1}^{K-1} \sigma_k^{-2}}$$

showing that such a situation is unstable. Note that such a student always exists, following the definition of the mean of the distribution $D_{\theta_K}$.

Extending the above argument to all set of features $\{\theta_k\}_{k=1}^{K-1}$, we can conclude that in this case, any policy that tries to be observably fair can only ignore the test score in the estimation process, or lead to no one reporting in equilibrium, hence is test blank.

Next we consider the second case when reporting is required conditional on taking the test, and students choose whether to take the test. In this case, there are equally two approaches.

The first approach is by using a policy $P$ that ignores the test score in estimation. Following the definition, a test-blank policy $P$ would also guarantee observable fairness, regardless of anyone reporting.

The second approach is by introducing resampling techniques. We note that an analogue of the above proof technique still holds. For a fixed set of $\{\theta_k\}_{k=1}^{K-1}$, let us still denote:

$$\bar{q}|X = 1, \{\theta_k\}_{k=1}^{K-1}, P \overset{D}{=} D_{P,1},$$

$$\bar{q}|X = 0, \{\theta_k\}_{k=1}^{K-1}, P \overset{D}{=} D_{P,0}.$$ Then we claim that for any fraction $\lambda > 0$ of students who report their score, any policy $P$ that tries to equalize the distributions will make the situation unstable. For any $\lambda \in (0,1]$, we have:

$$\bar{q}|Z = 0, \{\theta_k\}_{k=1}^{K-1}, P \overset{D}{=} D_{P,0}$$

$$\overset{D}{=} \bar{q}|Z = 1, \{\theta_k\}_{k=1}^{K-1}, P \overset{D}{=} \lambda D_{P,1} + (1-\lambda)D_{P,0}$$

$$\Rightarrow D_{P,1} = D_{P,0}$$

This implies that $\hat{\theta}_K|X = 0 \overset{D}{=} \hat{\theta}_K|X = 1$, which means that in the resampling procedure used by $P$, $\hat{\theta}_K$ is sampled from a distribution $D_{\hat{\theta}_K}$ that is exactly the observed distribution of $\hat{\theta}_K$ with those who submit the score. Now for any student who currently chooses to take the test, but has a latent skill level $q$ that satisfies $q \leq \hat{\theta}_K$, where $\hat{\theta}_K$ is the mean of $D_{\hat{\theta}_K}$, we get that:

$$\mathbb{E}[\hat{q}|Y = X = 1, \{\theta_k\}_{k=1}^{K-1}] = \frac{\mu \sigma^2 + \sum_{k=1}^{K-1} \theta_k \sigma_k^{-2} + \bar{\theta}_K \sigma^2}{\sigma^2 + \sum_{k=1}^{K-1} \sigma_k^{-2}} \leq \frac{\mu \sigma^2 + \sum_{k=1}^{K-1} \theta_k \sigma_k^{-2} + \bar{\theta}_K \sigma^2}{\sigma^2 + \sum_{k=1}^{K-1} \sigma_k^{-2}}$$

so he would like to stop taking the test, showing that such a situation is not stable. Note that such a student always exists, this is because the distribution of $\hat{q}$ in the cohort of students who take the test has the same mean as $D_{\hat{\theta}_K}$, the observed distribution of $\hat{\theta}_K$. So in expectation, all students in this cohort who has a skill level below average should want to stop taking the test.

Again, extending the above argument to all set of features $\{\theta_k\}_{k=1}^{K-1}$, we can conclude that in this second case, any policy that tries to be observably fair can only ignore the test score in estimation or lead to no one reporting in equilibrium, hence is test blank.

Recalling that latent skill fairness is stricter than observably fairness, the statement for latent skill fairness follows immediately.
To migrate the above proof to the case where reporting is required conditional on testing, simply replace the integral over $\theta_k$ by a double integral over $\theta_k | q$ and $q$, the other arguments are the same, and the result is that the unique equilibrium is no one takes the test and reports the score.

To sum up, any policy that satisfies demographic fairness will be either test-blank, or lead to no one reporting in equilibrium.

As a side remark, all the proof relies on equalizing the distribution conditional on X, thus the proof also works for fairness conditional on X.

Proof of Lemma 4.1. First case: when reporting is not required after taking the test, and students choose whether to report the score after taking the test. In this setting, we assume that all students with test access take the test, i.e., $Y(\cdot) = 1$. Thus, $\theta_k$ is available to all students who have access, and they now have to decide whether to report it or not, with the knowledge of all their features, the estimation policy, and the decisions and scores of all other students (as modeled in the section).

Monotonicity of $X(\cdot)$ First, for a cohort of students with a fixed set of features $\{\theta_k\}_{k=1}^{K-1}$, we claim that the function $X\left(\{\theta_k\}_{k=1}^{K-1},\theta_k,P\right)$ is monotonically non-decreasing in $\theta_K$:

$$X\left(\{\theta_k\}_{k=1}^{K-1},\theta_k,P\right) \geq X\left(\{\theta_k\}_{k=1}^{K-1},\theta'_k,P\right)$$

if $\theta_K > \theta'_K$.

We prove this by contradiction. Suppose there exists $\theta_K^1 > \theta_K^2$ such that $X\left(\{\theta_k\}_{k=1}^{K-1},\theta_K^1,P\right) < X\left(\{\theta_k\}_{k=1}^{K-1},\theta_K^2,P\right)$. By the assumption that a student will choose to report test score if and only if not reporting hurts the estimated skill level, that is:

$$X\left(\{\theta_k\}_{k=1}^{K-1},\theta_k,P\right) = 1 \Leftrightarrow E[\{q(\theta_k)_{k=1}^{K-1},X=1,\theta_k\} \geq E[q(\theta_k)_{k=1}^{K-1},X=0]]$$

and $\theta_K^1 > \theta_K^2$. Since $X\left(\{\theta_k\}_{k=1}^{K-1},\theta_K^1,P\right) < X\left(\{\theta_k\}_{k=1}^{K-1},\theta_K^2,P\right)$ and $X(\cdot)$ has range $\{0,1\}$ we have $X\left(\{\theta_k\}_{k=1}^{K-1},\theta_K^1,P\right) = 0$ and $X\left(\{\theta_k\}_{k=1}^{K-1},\theta_K^2,P\right) = 1$, this means that:

$$E[q(\theta_k)_{k=1}^{K-1},X=1,\theta_K^1] > E[q(\theta_k)_{k=1}^{K-1},X=0]$$

which contradicts the assumption.

However, under Bayesian optimal estimation, for fixed $\{\theta_k\}_{k=1}^{K-1}$ and $\theta_K^1 > \theta_K^2$, we have

$$E[q(\theta_k)_{k=1}^{K-1},X=1,\theta_K^1] = \frac{\mu\sigma^{-2} + \sum_{k=1}^{K-1}\theta_k^2\sigma_k^{-2} + \theta_1^2\sigma_1^{-2} + \mu\sigma^{-2} + \sum_{i=1}^{K-1}\sigma_i^{-2}}{\sigma^{-2} + \sum_{i=1}^{K-1}\sigma_i^{-2}} > \frac{\mu\sigma^{-2} + \sum_{k=1}^{K-1}\theta_k^2\sigma_k^{-2} + \theta_2^2\sigma_2^{-2} + \mu\sigma^{-2} + \sum_{i=1}^{K-1}\sigma_i^{-2}}{\sigma^{-2} + \sum_{i=1}^{K-1}\sigma_i^{-2}}$$

thus it is a contradiction. So we establish the monotonicity of $X(\cdot)$ given $\{\theta_k\}_{k=1}^{K-1}$.

Threshold induces students to change behavior Next, if not all students report their test score, monotonicity of $X(\cdot)$ given $\{\theta_k\}_{k=1}^{K-1}$ implies that there exists a threshold $\tilde{\theta}_K$ such that if $\theta_k \geq \tilde{\theta}_K, X\left(\{\theta_k\}_{k=1}^{K-1},\theta_k,P\right) = 1$ and if $\theta_k < \tilde{\theta}_K, X\left(\{\theta_k\}_{k=1}^{K-1},\theta_k,P\right) = 0$. The threshold is observable to the school, thus for those students who do not report their test score, the school now knows that their test score is below the threshold, so a Bayesian optimal estimation policy will estimate their skill level to be:

$$E[q(\theta_k)_{k=1}^{K-1},X=0] = \int_{\tilde{\theta}_K}^{\infty} E[q(\theta_k)_{k=1}^{K-1},X=1,\theta_k = x] f_{\theta_k}(x) dx = \int_{\tilde{\theta}_K}^{\infty} E[q(\theta_k)_{k=1}^{K-1},X=1,\theta_k = x] f_{\theta_k}(x) dx$$

where in this case $\theta_k \mid \{\theta_k\}_{k=1}^{K-1} \sim N\left(\frac{\mu\sigma^{-2} + \sum_{k=1}^{K-1}\theta_k^2\sigma_k^{-2}}{\sigma^{-2} + \sum_{i=1}^{K-1}\sigma_i^{-2}},\frac{1}{\sigma^{-2} + \sum_{i=1}^{K-1}\sigma_i^{-2}}\right)$

By strict monotonicity of the expectation $E[q(\theta_k)_{k=1}^{K-1},X=1,\theta_k = \hat{\theta}_K] = \mu\sigma^{-2} + \sum_{k=1}^{K-1}\theta_k^2\sigma_k^{-2} \sigma^{-2} + \sum_{i=1}^{K-1}\sigma_i^{-2}$ with respect to $\theta_K$, we get that there exists $\tilde{\theta}_K < \hat{\theta}_K$ such that

$$E[q(\theta_k)_{k=1}^{K-1},X=1,\tilde{\theta}_K] = E[q(\theta_k)_{k=1}^{K-1},X=0].$$

Then we observe that for students with test score $\tilde{\theta}_K \leq \theta_k < \hat{\theta}_K$, they are currently not reporting their scores, but would like to report since $E[q(\theta_k)_{k=1}^{K-1},X=1,\tilde{\theta}_K] \geq E[q(\theta_k)_{k=1}^{K-1},X=1,\hat{\theta}_K] = E[q(\theta_k)_{k=1}^{K-1},X=0].$ This shows that such a situation is not stable. Notice that the above argument holds whenever not all students report their score, since then we are bound to have a threshold of $\tilde{\theta}_K$ for reporting, and the rest of the argument follows. Thus, for a group of students with fixed $\{\theta_k\}_{k=1}^{K-1}$, the unique equilibrium is that all of them report their test score. Further notice that the argument can be extended to all $\{\theta_k\}_{k=1}^{K-1}$, so the unique equilibrium for all students, regardless of their other features, is that all of them report their test score. This concludes the proof for the case where reporting is optional conditioning on taking the test.

Second case: when reporting is required after taking the test, and students choose whether to take the test. In this setting, we similarly begin the proof by restricting our argument to a cohort of students with a fixed set of features $\{\theta_k\}_{k=1}^{K-1}$, and claim that $Y(\{\theta_k\}_{k=1}^{K-1},q,P) \geq Y(\{\theta_k\}_{k=1}^{K-1},q',P)$ if $q \geq q'$, i.e., $Y(\{\theta_k\}_{k=1}^{K-1},q,P)$ is monotonically non-decreasing in $q$ given $\{\theta_k\}_{k=1}^{K-1}$.

Monotonicity of $Y(\cdot)$ We also prove this by contradiction. Suppose there exists $q_1 > q_2$ such that

$$0 = Y(\{\theta_k\}_{k=1}^{K-1},q_1,P) < Y(\{\theta_k\}_{k=1}^{K-1},q_2,P).$$

Recall that we defined the strategy of students to be maximize the estimated skill level. Here we further interpret this to be that a student will choose to take the test if this has a higher probability of leading to a better result than a worse one. Let us assume that there exists $\theta'_K$ such that

$$E[q(\theta_k)_{k=1}^{K-1},\theta'_K,Y=1] = E[q(\theta_k)_{k=1}^{K-1},Y=0],$$

then obtaining any test score higher than $\theta'_K$ will improve the estimated skill level by monotonicity of the expectation. Thus, we can characterize the behavior of the students as:

$$Y(\{\theta_k\}_{k=1}^{K-1},q,P) = 1 \Leftrightarrow E(\theta_k | q) \geq \theta'_K,$$

$$Y(\{\theta_k\}_{k=1}^{K-1},q,P) = 0 \Leftrightarrow E(\theta_k | q) < \theta'_K.$$
By assumption, we then have:
\[ \mathbb{E}(\theta_k \mid q_1) < \theta_k^* \leq \mathbb{E}(\theta_k \mid q_2). \]
However, since \( \mathbb{E}(\theta_k \mid q_1) = q \), we have \( \mathbb{E}(\theta_k \mid q_1) = q_1 > q_2 = \mathbb{E}(\theta_k \mid q_2) \) and there is a contradiction. So we get that \( Y(q, (\theta_k)_{k=1}^{K-1}, P) \) is indeed non-decreasing in \( q \) given \( (\theta_k)_{k=1}^{K-1} \).

Threshold induces students to change behavior
Now if not all students take the test, then by monotonicity of \( Y(\cdot) \), we again know that there would be a threshold \( \tilde{q} \) such that if \( q > \tilde{q} \), \( Y((\theta_k)_{k=1}^{K-1}, q, P) = 1 \) and if \( q < \tilde{q} \), \( Y((\theta_k)_{k=1}^{K-1}, q, P) = 0 \). We notice that, with this threshold, the observed test score would follow the distribution of \( \theta_k \mid (\theta_k)_{k=1}^{K-1} > \tilde{q} \), which is:
\[
\begin{align*}
\mathbb{P}(\theta_k \mid (\theta_k)_{k=1}^{K-1} > \tilde{q}) &= \int_{\tilde{q}}^{\infty} \mathbb{P}(\theta_k \mid (\theta_k)_{k=1}^{K-1}) \mathbb{P}(\theta_k = q \mid \mathcal{N}(\tilde{\mu}, \tilde{\sigma}^2)) \, dq \\
&= \int_{\tilde{q}}^{\infty} \mathbb{P}(\theta_k = q \mid \mathcal{N}(\tilde{\mu}, \tilde{\sigma}^2)) \, dq,
\end{align*}
\]
where \( \tilde{\mu} = \frac{\mathbb{E}\left[ \sum_{k=1}^{K-1} \theta_k \right]}{\sum_{k=1}^{K-1} \sigma_k^2} \) and \( \tilde{\sigma}^2 = \frac{\mathbb{E}\left[ \sum_{k=1}^{K-1} \sigma_k^2 \right]}{\sum_{k=1}^{K-1} \sigma_k^2}. \)

Note that we assume that the parameters \( \sigma_1^2, \ldots, \sigma_K^2 \) are known, and so the only unknown is \( \tilde{q} \). Thus, after observing the test scores, the school should be able to accurately estimate \( \tilde{q} \) based on the observed distribution.

This means that under Bayesian optimal estimation, the students who choose not to take the test will have the following expected skill:
\[
\mathbb{E}\left[ q \mid (\theta_k)_{k=1}^{K-1}, Y = 0 \right] = \int_{\tilde{q}}^{\infty} \mathbb{P}(q \mid \mathcal{N}(\tilde{\mu}, \tilde{\sigma}^2)) \, dq \triangleq \tilde{q}.
\]
It is clear that \( \tilde{q} < \tilde{q} \). Moreover, we observe that by Bayesian optimal estimation,
\[
\mathbb{E}\left[ q \mid (\theta_k)_{k=1}^{K-1}, Y = 0 \right] = \mathbb{E}\left[ q \mid (\theta_k)_{k=1}^{K-1}, Y = 1, \theta_k = \tilde{q} \right].
\]
That is, \( \tilde{q} \) happens to be the cutoff value \( \theta_k^* \) that we used in characterizing students behavior in equation A. Also, for \( \tilde{q} \leq q < \tilde{q} \), we have \( \mathbb{P}(\theta_k > q \mid q) = \frac{1}{2} \). That is to say, there are students in this setting with skill level \( \tilde{q} \leq q < \tilde{q} \) that are not currently taking the test, but can benefit from taking thus should take the test according to our behavior characterization, so this situation is stable.

Notice that the above argument holds whenever not all students take the test, so for fixed \( (\theta_k)_{k=1}^{K-1} \), the unique equilibrium would be that all students take the test. Further extending to all possible \( (\theta_k)_{k=1}^{K-1} \), we get that the unique equilibrium for all students is to take the test.

\[ \square \]

Proof of Proposition 4.2: Here it does not matter that strategy space the students have, since by Lemma 4.1, all students with access will take the test and report their score. Consider a set of students with fixed features \((\theta_k)_{k=1}^{K-1}\), and consider the following four subsets of them:
- **Group A:** \( Z_A = 0, \theta_A = q_1 \)
- **Group B:** \( Z_B = 0, \theta_B = q_2 \)
- **Group C:** \( Z_C = 1, \theta_C = q_1 \)
- **Group D:** \( Z_D = 1, \theta_D = q_2 \)

where we assume \( q_1 > q_2 \).

First we note that, for the school, there is no way to distinguish students in groups A and B: they all hand in the same information \( (\theta_k)_{k=1}^{K-1} \), thus we have the estimated skill level should be distributed the same for these two groups:
\[
\mathbb{P}(\tilde{q} \mid Z = 0, (\theta_k)_{k=1}^{K-1}, q_1, P) = \mathbb{P}(\tilde{q} \mid Z = 0, (\theta_k)_{k=1}^{K-1}, q_2, P).
\]
On the other hand, we can calculate the distribution of the estimated skill level for groups C and D:
- **Group C:** \( \tilde{q} \mid Z = 1, (\theta_k)_{k=1}^{K-1}, q_1, P \)
  \[
  \sim \mathcal{N}\left( \frac{\mu\sigma_k^2 + \sum_{k=1}^{K-1} \theta_k \sigma_k^2 + q_1 \sigma_k^2}{\sigma_k^2 + \sum_{k=1}^{K-1} \sigma_k^2}, \frac{1}{\sigma_k^2 + \sum_{k=1}^{K-1} \sigma_k^2} \right)
  \]
- **Group D:** \( \tilde{q} \mid Z = 1, (\theta_k)_{k=1}^{K-1}, q_2, P \)
  \[
  \sim \mathcal{N}\left( \frac{\mu\sigma_k^2 + \sum_{k=1}^{K-1} \theta_k \sigma_k^2 + q_1 \sigma_k^2}{\sigma_k^2 + \sum_{k=1}^{K-1} \sigma_k^2}, \frac{1}{\sigma_k^2 + \sum_{k=1}^{K-1} \sigma_k^2} \right)
  \]
and we immediately find that since \( \sigma_k > 0 \), they are not equal in distribution:
\[
\mathbb{P}(\tilde{q} \mid Z = 1, (\theta_k)_{k=1}^{K-1}, q_1, P) \neq \mathbb{P}(\tilde{q} \mid Z = 1, (\theta_k)_{k=1}^{K-1}, q_2, P).
\]

Thus trivially, at least one of the following must hold:
\[
\mathbb{P}(\tilde{q} \mid Z = 1, (\theta_k)_{k=1}^{K-1}, q_1, P) \neq \mathbb{P}(\tilde{q} \mid Z = 1, (\theta_k)_{k=1}^{K-1}, q_2, P)
\]
or
\[
\mathbb{P}(\tilde{q} \mid Z = 1, (\theta_k)_{k=1}^{K-1}, q_1, P) \neq \mathbb{P}(\tilde{q} \mid Z = 1, (\theta_k)_{k=1}^{K-1}, q_2, P).
\]
so latent skill fairness is not possible.

\[ \square \]

Proof of Proposition 4.3: From Lemma 4.1, all students with access will report the score. For a set of students with fixed features \((\theta_k)_{k=1}^{K-1}\), the distribution of their test score would be:
\[
\theta_k \mid (\theta_k)_{k=1}^{K-1} \sim \mathcal{N}\left( \frac{\mu\sigma_k^2 + \sum_{k=1}^{K-1} \theta_k \sigma_k^2}{\sigma_k^2 + \sum_{k=1}^{K-1} \sigma_k^2}, \frac{1}{\sigma_k^2 + \sum_{k=1}^{K-1} \sigma_k^2} \right).
\]
Integrating over all possible test scores, we get that the expected estimated skill for these students would be:
\[
\mathbb{E}(\tilde{q}) = \frac{1}{\sigma_k^2 + \sum_{k=1}^{K-1} \sigma_k^2} \left( \frac{\mu\sigma_k^2 + \sum_{k=1}^{K-1} \theta_k \sigma_k^2}{\sigma_k^2 + \sum_{k=1}^{K-1} \sigma_k^2} \right).
\]
For the students without access to tests, their estimated skill is fixed under a Bayesian optimal estimation as:
\[
\mathbb{E}(\tilde{q}) = \frac{1}{\sigma_k^2 + \sum_{k=1}^{K-1} \sigma_k^2} \left( \frac{\mu\sigma_k^2 + \sum_{k=1}^{K-1} \theta_k \sigma_k^2}{\sigma_k^2 + \sum_{k=1}^{K-1} \sigma_k^2} \right).
\]
Therefore they are not equal in distribution, and observable fairness does not hold.

For the case with demographic fairness, note that students in both groups have their other features \((\theta_k)_{k=1}^{K-1}\) distributed exactly the same as assumed. Since \(\mathbb{P}(\tilde{q} \mid Z = 0, P) \) and \(\mathbb{P}(\tilde{q} \mid Z = 1, P) \) are the integration of \(\mathbb{P}(\tilde{q} \mid Z = 0, (\theta_k)_{k=1}^{K-1}, P) \) and \(\mathbb{P}(\tilde{q} \mid Z = 1, (\theta_k)_{k=1}^{K-1}, P) \) over all \((\theta_k)_{k=1}^{K-1}\), the
inequality in distribution of the latter pair implies the inequality in distribution of the former, hence demographic fairness is impossible. □

**Proof of Theorem 4.4.** Under the assumptions, following the proof of Proposition 4.3, the two quantities \( \tilde{q}|Z_i=0,\{\theta_k\}_{K=1}^{K-1}, P_{ME} \) and \( \tilde{q}|Z_i=1,\{\theta_k\}_{K=1}^{K-1}, P_{ME} \) follow the same distribution, namely

\[
\mathcal{N}\left( \frac{\mu \sigma^{-2} + \sum_{k=1}^{K-1} \theta_k \sigma_k^{-2}}{\sigma^{-2} + \sum_{k=1}^{K-1} \sigma_k^{-2}}, \frac{\sigma^{-4} \left( \sigma_k^2 + \frac{1}{\sigma^{-2} + \sum_{i=1}^{K-1} \sigma_i^{-2}} \right)}{\sigma^{-2} + \sum_{i=1}^{K-1} \sigma_i^{-2}} \right)
\]

So this policy is observably fair. □