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Abstract

It is widely accepted that the number of reported cases during the first stages of the COVID-19 pandemic severely underestimates the number of actual cases. We leverage delay embedding theorems of Whitney and Takens and use Gaussian Process regression to estimate the number of cases during the first 2020 wave based on the second wave of the epidemic in several European countries, South Korea, and Brazil. We assume that the second wave was more accurately monitored and hence that it can be trusted. We then construct a manifold diffeomorphic to that of the implied original dynamical system, using fatalities or hospitalizations only. Finally, we restrict the diffeomorphism to the reported cases coordinate of the dynamical system. Our main finding is that in the European countries studied, the actual cases are under-reported by as much as 50\%. On the other hand, in South Korea - which had an exemplary and proactive mitigation approach - a far smaller discrepancy between the actual and reported cases is predicted, with an approximately 17\% predicted under-estimation. We believe that our backcasting framework is applicable to other epidemic outbreaks where (due to limited or poor quality data) there is uncertainty around the actual cases.
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1. Introduction

During the early stages of COVID-19 (and in fact of any emerging disease) even estimating the basic reproduction number $R_0$ was a challenge \cite{2, 25, 37, 50} due to lack of information and the absence or poor quality of data. $R_0$ is defined as the number of secondary infections an infectious individual can generate in a population of susceptible individuals. It is quite important for epidemiologists and public health officials to have an accurate estimate of its magnitude. The clinical characteristics of the disease - latency period, period of infectiousness, incubation period - were not known, so differing estimates of $R_0$ existed (ranging from 1.4-6.49) \cite{30} that largely depended on the models that were used to estimate them and the corresponding assumptions made. At the same time, limited testing capacity obscured the true size of the epidemic and the actual growth rate. Varying estimates of symptomatic and asymptomatic cases also exist \cite{20, 40, 45}. These inadequacies, in turn, caused serious handicaps in mounting an appropriate response by public health authorities. While our understanding of the relevant models and both their benefits and weaknesses has
greatly progressed [17, 19, 21], there is still significant room for improvement of our understanding of both
the first and subsequent waves of the epidemic.

As the epidemic progresses and more data become available - daily new cases, number of tests performed,
daily new hospital admissions, daily new deaths, etc. - these too should be taken with a grain of salt. It is
now widely known, and generally accepted, that COVID-19 reported data are neither reliable nor complete,
and that the best practice is to base mathematical models on hospitalization and fatality time series data
[19]. Reported-case count time series are unreliable due to the limited number of tests available initially,
and the large number of cases that are asymptomatic [40] and/or go unreported [29]. A recent systematic
review and data meta-analysis concluded that 35.1% [95% CI: 30.7 - 39.9%] were asymptomatic infections
[45].

It is then natural that various methods and studies exist attempting to reconstruct the true number of
case counts and fatalities. In [42] a backcasting approach based on fatalities and a Gamma distribution of
the time from infection to death was used to study the epidemic in 15 countries. It was estimated that
the number of infected people is 6.2 [95% CI: 4.3 – 10.9] times higher than reported. This echoes a study
of the epidemic in the US [54], where probabilistic bias analysis was used to approximate the true case
counts. They found that 89% of infections were undocumented. Indeed, the US Centers for Disease Control
indicated an under-reporting of infections by a factor of 2 to 13 times in [13], illustrating the gravity and
relevance of the issue. In Brazil, it was estimated [38] that the actual case counts are three times and the
deaths twice as many as those reported.

A study of the epidemic dynamics around the globe [44] using a Bayesian Gaussian Process model found
large disparities in the degree of under-reporting among countries. Cumulative infection data from several
European countries were studied using the so-called capture-recapture methods [4] and it was found that
the ratio of calculated total over observed (i.e., reported) cases was around 2.3. In [9] we chose to neglect
infection data and instead focused on fatalities, for a study of the epidemic in Mexico. Fitting the model
to the infection time series produced unreliable predictions of future deaths, due to the under-reporting of
infections.

While fatalities are believed to be more reliable than case counts [9], care should still be taken when using
them as a benchmark due to different ways of measuring and reporting the data among countries [3]. For
instance, excess deaths, rather than reported deaths, during the first wave in the northern part of Italy
were embedded in a differences-in-differences regression model. One of the findings of the study was that
deaths may be under-reported by as much as 60% [8]. The reason for the discrepancy is that only hospital
deaths are included in the official reports. The excess mortality in the first months of the epidemic was
estimated to be 28% higher than the reported COVID-19 fatalities. Another pertinent point is that delays
in death counts may be as long as a year in some cases [52]. This limits our ability to produce accurate,
real-time forecasts if recent data are not reliable; but if the vast majority of the data is eventually counted
and correctly revised, then this situation lends well to a retrospective analysis after, say, a year.

In the present study, we develop and apply a method that can be used to extrapolate from the second
(and generally latter) wave, the fatalities and the COVID-19 infections. We assume that during the second wave
both reported infections and reported fatalities are accurate and are used together with the fatalities during
the first wave (also assumed to be accurate) to backcast the reported infections during the first wave. This
method can be applied to countries whose COVID-19 time series are characterized by a first peak, succeeded
by a period of very low daily incidence during the summer months (i.e., between the first and the second
wave), followed by a second peak in the fall. Using the second-wave time series as training sets for our
algorithm, we carry out this program for a substantial number of countries, principally from Europe, but
also from Asia and America, obtaining a consistent under-reporting of the relevant diagnostics.

Our presentation is structured as follows. First we provide the mathematical background for our analysis
in Section 2.1. Subsequently, we present the relevant data and their structure in Section 2.2, comment on
uncertainty in diagnosed cases in 2.3, and we present a schematic of our methodology in 2.4. In Section 3 we
present our numerical findings, and Section 4 wraps up the manuscript with some conclusions and directions.
for future work. The Supplementary Material contains further information on our methodology, describes model parameters, and addresses issues concerning data uncertainty and hyperparameter tuning.

2. Method

2.1. Theory: Delay embedding

Our operating assumption is that we are given the time series of Reported Cases ($C$) and Reported Fatalities (Deaths) ($D$) per day in a geographical region over time. More specifically, we denote

\[
D = \{d_t\}_{t \geq 0}^T \tag{1}
\]

\[
C = \{c_t\}_{t \geq 0}^T \tag{2}
\]

where $d_t, c_t$ denote the fatalities and officially diagnosed cases on day $t$, for $t = 0, 1, 2, \ldots, T$. We further assume that $D$ is accurate for all $t$ while $C$ is only accurate after time $t \geq T^*$ and inaccurate for $t < T^*$, where $T^*$ is a time point chosen between the first and second waves, chosen as explained in the following section.

Suppose that $d_t$ and $c_t$ are discrete observations of two corresponding quantities $D(t)$, $C(t)$ that satisfy an $n$-dimensional system of coupled deterministic ordinary differential equations whose dynamics feature a unique attractor. Then, the state of the system at any given time can be represented by an $n$-dimensional vector and the overall behavior of the system can be represented on a manifold $\mathcal{M} \subset \mathbb{R}^n$.

According to the delay embedding theorems of Whitney and Takens [10, 35, 46, 49], we are able to use only $d_t$ to construct a manifold $\mathcal{M}_D \subset \mathbb{R}^k$ that is diffeomorphic to $\mathcal{M}$. Such a manifold is guaranteed to exist whenever the embedding dimension $k$ satisfies $k \geq 2n + 1$: that is, there exists a differentiable invertible transformation (diffeomorphism) $f : \mathcal{M}_D \to \mathcal{M}$. Since $c_t$ is known after time $T^*$ we can use that part of the data set to learn (using regression) the restriction of $f$ to the “reported-cases” coordinate

\[
\hat{f} \sim f|_C : \mathcal{M}_D \to C(t), \quad t \geq T^* \tag{3}
\]

We proceed to evaluate $\hat{f}$ on the points of the reconstructed manifold $\mathcal{M}_D$ observed for $t \leq T^*$ in order to estimate $c_t$ during the early stages of the pandemic.

2.2. Data

In Supplementary Material (SM), Appendix A, we summarize the sources of our data and we comment on their quality. In addition, we address issues of data uncertainty, we comment on the reliability of the time series used and on the embedding and Gaussian Process parameters.

2.2.1. Structure and $T^*$

The framework proposed in Section 2.1 is very general in that it only requires two time series of the observed quantities ($C$, $D$) and some knowledge of the time $T^*$.

$T^*$ is the time after which $C$ can be considered accurate, and it may be hard to define. The naive definition of accurate and inaccurate is true and false respectively, meaning that we take all information after time $T^*$ at face value. It is arguably more natural to think of the accuracy of the considered data as a continuously varying quantity as opposed to a Boolean variable. In principle, it may be possible to incorporate additional statistics such as (but not limited to) the amount of testing [18] and vaccination rates [34] to quantify the uncertainty of the data. However, this process would complicate our analysis since the availability, quality, and adequacy of additional markers is not certain, and their consideration would result in a more complex but less applicable model.

Fortunately, there is structure in many time series at the country and local level that can be exploited. Several countries in Europe experienced a first peak in the observed cases and fatalities, as shown in Figures
1a and 1b, respectively. This was followed by a decline during the summer months, before the second peak in the fall. Thus, a heuristic definition of $T^*$ can be described as the time when mortality falls close to zero for a long period, which coincides, in many countries, with the summer months of 2020. The leads to an almost boolean $T^*$ occurring sometime within this period.

Figure 1: Seasonal structure of the (a) case and (b) death time series for the UK and the three most populous countries in the EU (Germany, France, Italy) during the first months of 2020. (The UK officially exited the EU after the 31st of January, 2020). Few diagnosed cases and deaths were observed during the summer months.

We note that our backcasting results are not sensitive to such a $T^*$, as long as its choice is reasonable, namely falls within the period of low mortality and not close to the second peak (see Section 3.1 for the effect of the choice of $T^*$ on backcasting results for Italy). A compromise in the characterization of accuracy can be reached by assuming that the data after $T^*$ are not necessarily true, but can be trusted enough to make an estimate of the true number of infections after $T^*$, which is further explored in Section 2.3.

An additional complication arises due to varying mortality rates as the epidemic progressed. For instance, a study for Sweden [48] spanning data from March to September 2020 found that mortality in hospitalized patients decreased as the pandemic progressed. This may be attributed to improvements in treatment protocols, the availability of new treatments [e.g. remdesivir, monoclonal antibodies], differences in the virulence of circulating variants [27], or differing age distribution of those infected in the first versus second wave [22]. The inability to address these issues fully is why our results are qualified as approximate estimates of the true case incidence.

2.3. Uncertainty in Diagnosed Cases

We are interested in building an uncertainty estimate around the diagnosed cases we use during our calibration period, which will, in turn, correspond to uncertainty around the backcasted result. We turn to the literature to obtain a “hidden-case” estimator that preserves some of the integrity of our current data.

The Capture-Recapture (CRC) method presented in [4] estimates that if the diagnosed cases at time $t$ are $c_t$, then the true number of cases at time $t$ is a random variable $\hat{c}_t$, where [4], [55]:

$$E[\hat{c}_t] = c_t + \frac{(c_t)^2}{c_{t-1} - d_t}$$

$$V[\hat{c}_t] = \frac{(c_t)^4}{(1 + c_{t-1} - d_t)^3} + \frac{4(c_t)^3}{(1 + c_{t-1} - d_t)^2} + \frac{(c_t)^2}{1 + c_{t-1} - d_t}.$$  

(4)

(5)

Thus, the case time series after $T^*$ can be adjusted (accompanied by a 95% confidence interval) using case and fatality observations after $T^*$. This estimator only depends on our available time-series information, and does not take into account any external prior knowledge (such as serial interval distribution, etc). This
is desirable because we believe that post-$T^*$ diagnosed case counts are of much higher fidelity than early ones, and we would like our estimates to be based on them, since they are true observables of the system behavior we are trying to capture.

Our results show that this estimate cannot be used reliably in this problem framework without backcasting, since $\hat{c}_t$ still depends on the validity of $c_t$, which is not close to the true number of cases before $T^*$. We choose to present the main part of our numerical results using CRC to quantify uncertainty, aside from Figures 5 and 6 in Section 3.1 where we also present the incorporated Gaussian-Process (GP) uncertainty estimates. The uncertainty estimation method, however, is arbitrary, and one can choose it independently as part of the backcasting algorithm.

2.4. The Backcasting Algorithm

Figure 2: Flowchart of the proposed Backcasting Algorithm. The acronyms are: FNN: False-Nearest-Neighbors; GP: Gaussian Process (regression); CRC: Capture-Recapture (method).

Figure 2 summarizes the algorithm we used to backcast the number of cases, given two time series. We chose the time series of reported number of cases and number of fatalities. First, the embedding dimension $k$ was determined via the False-Nearest-Neighbors (FNN) [1] (or alternatively Average False Neighbors (AFN) [6]) algorithm as implemented in the Python nonlinear time series module nolitsa\(^1\) [32], [33]. Then, we used Gaussian Process (GP) regression (see SM, Appendix B) to obtain $f_{GP}$, a process that requires learning the case time series after time $T^*$ and then using it to backcast the number of case before $T^*$. We used the sklearn\(^2\) Python library [39] to perform the Gaussian Process regression. Lastly, we quantified uncertainty estimates using the capture-recapture method of Ref. [4]. We note in passing that further work on the use of GP for learning dynamical system behavior in the same manner can be found in [28].

Importantly, each step of the proposed algorithm is independent. One may use GP if other reliable uncertainty estimates are not available, but may also use another regression method to learn the estimated function. Similarly one may also use a separate uncertainty method specific to the country or data set the algorithm is applied to. This is impractical when working with multiple countries, but it will lead to more accurate results when optimizing these choices for a specific data set. The theory behind the validity of the algorithm is valid regardless of the method applied.

In SM, Appendix A.3, we provide further information on the definition and use of the embedding parameters (the delay time $\tau$ and the embedding dimension $k$) along with Gaussian Process parameters and the corresponding kernels used.

\(^1\)https://github.com/manu-mannattil/nolitsa
\(^2\)https://scikit-learn.org/stable/modules/gaussian_process.html
3. Numerical Results

3.1. Italy: A Case Study

We analyze the time series of a single country as a prototypical case example: Italy.

In Figure 3 we present the normalized time series for Italy from the beginning of the pandemic. While the fatalities in the two waves beginning at approximately \( t = 30 \) and \( t = 250 \), respectively, are of the same magnitude, we note that the diagnosed cases during the first wave are much lower than the second wave would suggest. In this case, a nominal \( T^* \) is identified, but it could be specified to be at any point where the incidence of both cases and fatalities is very low (i.e., during the summer months).

Because the disparity between the mortality rates of the two waves suggested by Figure 3 is not trustworthy, and since the data satisfy the structure presented in Section 2.2.1, we claim that this is a good candidate time series to backcast. Using the FNN algorithm we estimate the embedding dimension for the fatality time series to be \( k = 10 \) (see Figure 4 where the percentage of false neighbors drops to 0 at that dimension). In addition, we arbitrarily, but consistently, as discussed, pick \( T^* = 160 \) occurring during the period of low case incidence.

Given the embedding dimension we construct \( \mathcal{M}_D \) such that \( \mathbf{d}_t = \{d_{t-9}, ..., d_t\} \in \mathcal{M}_D \), proceeding to fit our GP estimator:

\[
\hat{f}_{\text{GP}}(\mathbf{d}_t) = c_t, \quad \forall t \geq 160
\]

and then backcast to the initial cases \( \hat{c}_t \):

\[
\hat{c}_t = \hat{f}_{\text{GP}}(\mathbf{d}_t), \quad \forall t \in [10, 160]
\]

We obtain the result shown in Figs. 5-6. A remarkable feature of Fig. 5 is that at the peak of the first wave, the number of reported daily cases was found to be less than 10,000, while any selection of the kernel in our backcasting scenarios suggests that there were approximately 40,000 cases at that time. Even adjusting for the trusted observations in Fig. 6, we still find a substantial disparity between the number of cumulative cases observed and the ones predicted by our backcasting analysis. The uncertainty interval of this and similar figures is computed based on the uncertainty of the corresponding daily cases, and is > 95% based on the sub-additivity of standard deviation. As we consider more data, the disparity (as a ratio) between
observed and estimated cases will necessarily decrease because the result is cumulative and the increments agree after $T^*$. Comparing cumulative cases at $T^*$ gives a more accurate picture of the beginning stages of the pandemic, while comparing at a later time can be used to understand the long-term effect of that early (unreported) spike in cases; see, for example, the results presented in Tables 2 and 3.

We demonstrate the effect of changing the time window on the backcasting result in Figure 7a, whereas the effect of varying the $T^*$ is shown in Figure 7b. In the latter it can be seen that variations of $T^*$ do not change the qualitative picture described above. In the former, we can see that $k = 13$ may lead to potential overfitting, while already $k = 10$ yields an adequate qualitative representation of the number of cases.

The uncertainty estimate associated with the GP implementation is not necessarily accurate, since the obtained uncertainty intervals can be tuned using the kernel parameters. To avoid additional computation,
we circumvent this issue using the same $T^* = 160$ and time window $k = 10$, but apply the CRC method to adjust cases and their uncertainty after $T^*$ (as described in Section 2.3). The associated backcasted results are presented in Figure 8. Moreover, the cumulative number of cases based on the CRC-adjusted backcasting is shown in Figure 9a. Figure 9b, instead, shows backcasting results using the hospitalization time series in place of the fatalities time series as the predictor for cases. It is important to realize that the CRC adjustment of the cases can only be relied upon for $t \geq T^*$ and not where the estimated number of cases is unrealistic. We note similar behavior to Figure 6 but with a much narrower uncertainty envelope due to the smaller uncertainty after the CRC adjustment.

3.2. Comparative Results

We extend our considerations to Spain, Sweden (where official policies related to COVID-19 were notably very different from those in other EU countries), Germany, United Kingdom, France and South Korea, as well as Brazil, with the last two representing rather extremely opposite-end examples of mitigation approaches towards the pandemic, as discussed below. These countries (with the exception of Brazil) fit the time-series profile described in Section 2.2.1: they have a first peak, followed by a period over the summer of 2020 where reported cases ebbed and then a subsequent second peak during the fall months of 2020.

Among these countries, Sweden has the distinction of not ordering a nationwide lockdown during the first wave of the pandemic, as the other European countries considered in this work did [12]. Instead, among the mandated measures adopted were self isolation, social distancing, banning of public events and partial school closures. South Korea adopted a proactive approach and started developing testing capabilities almost two weeks before the first case in the country [36], established contact tracing protocols as early as mid-February of 2020, enforced social distancing from March 22 to April 15, demanded tests for all incoming travelers and quarantine for travelers from selected countries, and lastly, redistributed resources at hospitals and emphasized the use of personal protective equipment by health care workers.

In sharp contrast, the lack of coordination at the federal level and delays in the implementation of mitigation measures in Brazil have been well documented [5, 7]. Testing capacity in the country was very limited, with test kits being available for the first time in March 2020, whereas the first phase of the epidemic in Brazil
started in the middle of February 2020. Additionally, there were regions with extremely low ICU bed capacity, such as Amazonas, where the capacity was 11 beds for 100,000 people. As a result, Manaus, the capital city of Amazonas, was one of the regions that were affected particularly intensely. For instance, fatalities per 100,000 people due to COVID-19 in this region exceeded by a factor of two the fatalities in the country overall.

All country time series (except that of Brazil, as previously mentioned) satisfy the structure of Section 2.2.1 (see, also, Figures 1a and 1b) and this structure extends to the corresponding hospitalization data, when available. In the results shown in Figure 10 we use both $D$ and $H$ as predictors, with the uncertainty estimated using the capture-recapture process [4]. The embedding dimension $k$ was again estimated using the False Nearest Neighbor algorithm, with the results presented in Table 1. We find that the predicted, cumulative number of cases in the four countries illustrated in Figure 10 was larger by a factor typically between 1.3 and 2 when evaluated at the end time of our data set (April 4, 2021). However, the same factors vary greatly when computed at time $T^*$, at which point the estimate is purely through the backcasted result.

For Germany, Spain, South Korea, and Brazil, daily hospital occupancy is not readily available in our data set, and we only include the prediction based on the corresponding fatalities. Figure 11 presents the
Figure 8: Demonstration of the capture-recapture (CRC) approach [4] to estimate uncertainty in the diagnosed cases. The CRC adjustment (presented in 2.3) to the number of cases is insufficient when the estimated number of cases is not realistic, which can be seen in comparison to the backcasted estimate of Figure 5. However, they may be considered a reasonable estimate of the true number of missed cases later on (\(c_t\) for \(t \geq T^*\)).

![Graph showing CRC approach]

Figure 9: Backcasting for Italy using the CRC case estimate and uncertainty after \(T^* = 160\). Here \(T^* = 160, k = 10\). The left panel uses the data for deaths to perform the backcasting, while the right panel uses that for hospitalizations. While the results are not identical they are reasonably consistent.

![Graph showing backcasting]

Table 1: Estimates of the embedding dimension \(k\) of the death time series for each country.

| Country     | Embedding dimension (Estimate, FNN) | Start Date (dd/mm/yy) |
|-------------|------------------------------------|-----------------------|
| Brazil      | 5                                  | 26/02/20              |
| France      | 8                                  | 24/01/20              |
| Germany     | 9                                  | 27/01/20              |
| Italy       | 10                                 | 31/01/20              |
| South Korea | 12                                 | 21/01/20              |
| Spain       | 5                                  | 01/02/20              |
| Sweden      | 7                                  | 01/02/20              |
| United Kingdom | 6                              | 31/01/20              |

backcasted cumulative number of cases (in analogy to the left panel of Figure 10), whereas Table 3 presents
Figure 10: Backcasting of the cumulative number of cases using deaths (left) and hospitalizations (right) as predictors. For all of the countries we use $T^\star = 160$ and the corresponding embedding dimension estimated in Table 1, as well a delay time of one day.

Table 2: Summary of the Fig. 10 backcasting predictions for the cumulative number of diagnosed cases at time $T^\star$ (July 9, 2020) and at the end of the considered period (April 4, 2021). Two different predictors were used: Death or hospitalization times series, both coupled with capture-recapture (CRC) uncertainty estimates.

| Country        | Reported number of cases $\times 10^6$ | Death backcasting number $\times 10^6$ | Backcasted to reported | Hospitalization backcasting number $\times 10^6$ | Backcasted to reported |
|----------------|----------------------------------------|----------------------------------------|------------------------|-----------------------------------------------|------------------------|
|                | Backcasted cumulative number of cases ($> 95\%$ CI) | Backcasted cumulative number of cases ($> 95\%$ CI) | Backcasted cumulative number of cases ($> 95\%$ CI) | Backcasted cumulative number of cases ($> 95\%$ CI) |
| Italy          | 0.24                                   | 1.68 (1.61, 1.75)                      | 7.91 (6.73, 7.29)      | 1.46 (1.40, 1.52)                             | 4.89 (4.70, 5.08)      |
| France         | 0.20                                   | 1.89 (1.82, 1.96)                      | 9.27 (8.93, 9.61)      | 2.17 (2.09, 2.25)                             | 10.66 (10.27, 11.04)   |
| Sweden         | 0.08                                   | 0.61 (0.56, 0.66)                      | 7.97 (7.35, 8.58)      | 0.48 (0.44, 0.53)                             | 6.33 (5.80, 6.87)      |
| United Kingdom | 0.28                                   | 2.20 (2.13, 2.28)                      | 7.73 (7.46, 8.01)      | 1.57 (1.50, 1.64)                             | 5.51 (5.28, 5.74)      |
|                |                                        |                                        |                        |                                               |                        |
|                | 04/04/2021                              |                                        |                        |                                               |                        |
| Italy          | 3.59                                   | 5.13 (5.03, 5.33)                      | 1.43 (1.37, 1.48)      | 4.89 (4.70, 5.08)                             | 1.36 (1.31, 1.42)      |
| France         | 4.70                                   | 6.54 (6.31, 6.77)                      | 1.39 (1.34, 1.44)      | 6.84 (6.60, 7.08)                             | 1.45 (1.40, 1.51)      |
| Sweden         | 0.80                                   | 1.35 (1.25, 1.46)                      | 1.69 (1.56, 1.82)      | 1.22 (1.12, 1.32)                             | 1.53 (1.40, 1.65)      |
| United Kingdom | 4.36                                   | 6.40 (6.17, 6.62)                      | 1.47 (1.42, 1.52)      | 5.75 (5.54, 5.96)                             | 1.32 (1.27, 1.37)      |

the results of our calculations at $t = 400$ and compares them to the reported number of cases (analogously with Table 2).

Two other studies that performed backcasting of cases are [4] and [12]. According to [4], which used a capture-recapture method, the ratio of total to reported cases for Italy, Germany, Spain and the UK, were 2.23, 2.30, 2.21 and 2.37, respectively. Instead, according to the results shown in Tables 2 and 3, we find that the ratio of backcasted cumulative number of cases to the reported number is 1.43 (Italy), 1.85 (Germany), 2.00 (Spain), and 1.47 (United Kingdom). These numbers are smaller than those reported in [4], but they are
Figure 11: Backcasting results for countries where daily hospitalization records are not (or are partially) available. For all the countries we use $T^* = 160$ and a window, embedding dimension, of 15 days, and the same kernel for the Gaussian Process (Matérn kernel).

Table 3: Summary of the Fig. 11 backcasting predictions for the cumulative number of diagnosed cases at time $T^*$ (July 9, 2020) and at the end of the considered period (April 4, 2021). The death times series coupled with capture-recapture (CRC) uncertainty estimates was used as a predictor.

| Country    | Reported number of cases $\times 10^6$ | Backcasted cumulative number of cases ($> 95\%$ CI) | Death backcasting $\times 10^6$ | Backcasted to reported |
|------------|----------------------------------------|-----------------------------------------------------|--------------------------------|------------------------|
|            |                                        | 09/07/2020 – $T^*$                                   |                                 |                        |
| Germany    | 0.19                                   | 1.03 (0.98, 1.08)                                   | 5.30 (5.03, 5.58)               |                        |
| South Korea| 0.01                                   | 0.03 (0.02, 0.4)                                    | 2.64 (1.83, 3.46)               |                        |
| Spain      | 0.29                                   | 2.12 (2.03, 2.21)                                   | 7.38 (7.06, 7.70)               |                        |
|            |                                        | 04/04/2021 – Final Date                              |                                 |                        |
| Germany    | 2.84                                   | 3.79 (3.62,3.96)                                   | 1.33 (1.27, 1.40)               |                        |
| South Korea| 0.10                                   | 0.13 (0.09, 0.16)                                   | 1.22 (0.91, 1.53)               |                        |
| Spain      | 3.28                                   | 5.17 (4.95, 5.38)                                   | 1.57 (1.51, 1.64)               |                        |

consistent with the overall observation that the number of reported cases during the first epidemic wave is significantly smaller than the actual number of infected individuals. In [12], backcasting was performed from observed deaths based on a Bayesian mechanistic model; they found that until May 4, 2020, the percentage of population infected in Italy, France, UK, Germany, Sweden and Spain was 4.6 %, 3.4%, 5.1%, 0.85%, 3.7% and 5.5%, respectively. These far exceed the reported infections in each of these countries.

In comparison, our results in the same order are 2.8 %, 2.8%, 3.3%, 1.2%, 5.9%, 4.5%. We note that these results are in the same ballpark as those of [12], although there are differences due to the detailed assumptions of each setting.

We also include the backcasting projection for Brazil: the number of daily cases is shown in Figure 12a, whereas the cumulative number of cases is presented in Figure 12b. There, the data do not satisfy the distinct wave structure of the previous examples. Irrespective of that, we found similar features as in the previously reported examples. In particular, we found that the diagnosed cases for $t \leq T^*$ were under-reported although by a substantially smaller fraction than in other countries. Specifically, the proposed backcasting method predicts a higher and earlier peak in cases than observed, but it notably fails when trying to extrapolate outside of the range of the given data: early predictions, when cases and deaths due to Covid-19 are near zero, should yield a similar result. The left tail should therefore be considered inaccurate. We only include this example to demonstrate why the backcasting result may not be trustworthy if the structure of the data is not consistent with Section 2.2.1, even if it seems plausible.
Figure 12: Backcasting results for Brazil with a time window of 5 days. The left panel includes results for two different choices of kernel (Exponential and RBF) for the GP regression. After time $T^* = 160$, the predicted cases (pink) are close to the observed cases (blue) since the model has been trained at those points. The right panel only presents one of the results (RBF) for the sake of clarity.

4. Discussion-Conclusion

We developed a computational framework that uses as input the case and fatality incidence in the second wave of the COVID-19 epidemic in various regions to evaluate the magnitude of case incidence of the first wave, assuming the incidence of fatalities is accurate. The framework is based on algorithms that leverage the Takens-Whitney delay-embedding theorems [46, 49, 53], use the method of False Nearest Neighbors [1] to estimate the embedding dimension, and employ Gaussian Processes (GP) to perform nonlinear regression (as well as to quantify the resulting uncertainty). Uncertainty is also quantified using the capture-recapture approach of [4].

The method requires a minimal number of external parameters, besides those hyperparameters internal to the GP algorithm. These parameters include the embedding dimension $k$, the parameter $T^*$, and the time delay $\tau$, which for the 7-day averaged time series was taken to be one day. The parameter $k$ is the number of lagged observations required to construct the manifold $M_D$ diffeomorphic to $M$. The time parameter $T^*$ separates (somewhat artificially) the data into a segment past $T^*$, after which the data are considered to be accurate (typically a low incidence time during the summer). Assuming the accuracy of fatalities (or hospitalizations) the aim is to backcast the incidences during the first wave, i.e., during the early stages of the pandemic, based on the trends between cases and fatalities. The relatively small number of parameters and hyperparameters sets the current methodology apart from other ODE or PDE based approaches, for which a significant effort is required to resolve parameter identifiability issues [9, 24].

The framework was used with data from various European countries, which adopted disparate mitigation strategies, as well as with data from South Korea and Brazil, which also followed antipodal approaches to curtail the burden of the pandemic. Among the findings of this study is that in the six European countries studied (Italy, France, United Kingdom, Sweden, Germany and Spain) the first wave was, as widely suspected, considerably larger than reported. Specifically, at the end of the period considered, the ratio of predicted (backcasted) cumulative number of infections to those reported was found to be 1.43 (Italy), 1.39 (France), 1.47 (UK), 1.69 (Sweden), 1.33 (Germany), and 1.57 (Spain), i.e., the predicted number of cases was consistently greater by over 30% than the reported number. In South Korea, however, where the epidemic was controlled, the discrepancy between predicted and observed cases is substantially smaller; we found the ratio of predicted to reported to be 1.20, a discrepancy of 20%. This is a case example, as was explained in the text, where a significantly different (and far more proactive) mitigation strategy was brought to bear, which is apparently reflected in our results.

There are numerous technical issues and further possibilities to consider along this line of efforts. Backcasting can be implemented between other time series, e.g., between deaths and hospitalizations. A
relevant time series that has received considerable attention is that of “excess deaths”. This has been a traditional way to gauge the uncertainty around the death toll of exceptional events, such as the current pandemic [52] or extreme heat waves [14]. Excess deaths measure the deviation of the observed death toll from the expected death toll during a period of time, where the expected death toll is often a function (if not the direct average) of the death toll of the previous few years.

While this is an accurate measure of the overall impact of the pandemic, it takes into account increases or decreases in mortality due to other causes as well. Because of the disruptive nature of the pandemic, it is almost certain that the excess deaths seen are not all attributed to the virus itself: for example, the diversion of most medical resources to the care for COVID-19 patients, decreased their availability for the care of patients with other chronic illnesses or with non-COVID-19 acute symptoms. There are also countries that have not seen a rise in excess deaths despite confirmed deaths due to the coronavirus [23]. Australia and New Zealand recorded lower mortality than in recent years, which is attributed to social distancing measures that decreased mortality for reasons other than COVID-19, e.g., due to low incidence of seasonal flu. Uruguay and Norway, also reported negative excess deaths.

Trying to isolate true COVID-19 fatalities missed in the official numbers is a daunting (if not impossible) task, and that is acknowledged in the relevant literature as well [3]. Statistically, (and if we disregard the concerns of the above paragraph) we can perform regression between the observed and excess deaths to find what percent of deaths was missed. This is a process that must be done individually for each country, and its accuracy depends on the availability and quality of data sets, accumulated over several years.

An alternative method to quantify the magnitude of the true number of cases, which has been put in practice in various regions, is to monitor the viral load carried in sewer waste [41, 47]. It would be useful to examine the relevant correlations in subsequent waves vs. the measurements during the first wave. In a scenario where significant testing takes place (as, e.g., is the case in South Korea among our selected examples) or was subsequently developed, perhaps one can use the correlation between fatalities, symptomatic and asymptomatic cases, in order to infer the fractions of infections that stem from symptomatic vs. asymptomatic cases. This is an interesting aspect of such epidemiological models for which presently there is considerable uncertainty with very different asymptomatic fractions being reported in different studies [29].
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Appendix A. Data

Appendix A.1. Source and Quality

The data used in the Numerical Results, Section 3 in the main text, come from a single source for consistency. We use the publicly available data set by Our-World-In-Data (OWID)\(^3\) that aggregates information from other trustworthy sources (for confirmed cases and deaths the JHU database [11] is used, while hospitalizations are sourced from several government websites). This means that availability and quality of some data categories are different across countries (for example, Germany does not readily publish daily hospitalization data and Spain has days on which the reported cases are negative, functioning as adjustments to previous reports). In turn, comparisons between statistics across countries is not always possible, and even if it is, may not be trustworthy.

Due to these and related issues, our estimates are dependent on data quality and trustworthiness. To avoid large disparities in reporting strategies and healthcare we have focused on a few selected countries. Furthermore, we address data uncertainty in the following section.

The latest version of the data set used was downloaded on April 4, 2021. We consider data after the Spring of 2021 to correspond to a very different dynamical system, in which a large part of the population (of countries for which results are presented) almost discontinuously obtained immunity due to vaccine roll-out. Thus, we do not consider later data in this work.

Our model is centered around learning the relationship between diagnosed cases \((c_t)\) and reported fatalities \((d_t)\). Assuming that there is enough trustworthy information (past the selected \(T^*\)), we can extrapolate backwards to points in time where we do not believe the available information. However, even though COVID-19 monitoring has been improving continuously, it would be naïve to entirely trust even the most recent information. We therefore attempt to address uncertainties that may surround the two types of time series we work with.

Appendix A.2. Addressing Data Uncertainty

Our model is centered around learning the relationship between diagnosed cases \((c_t)\) and reported fatalities \((d_t)\). Assuming that there is enough trustworthy information (past the selected \(T^*\)), we can extrapolate backwards to points in time where we do not believe the available information. However, even though COVID-19 monitoring has been improving continuously, it would be naïve to entirely trust even the most recent information. We therefore attempt to address uncertainties that may surround the two types of time series we work with.

Appendix A.2.1. Reliability of Time Series

Of all the pandemic markers available to us, fatalities and hospitalizations are possibly the most reliable data sets, as we have also discussed at some length in earlier work [9]. Since the method developed in Section 2.1 (main text) is valid for arbitrary time series, as long as these two are coupled in the dynamical system, we can replace the role of the death time series \((D)\) by a hospitalization time series \((H)\), under the reasonable assumption that the number of hospitalized patients should also be an observable quantity of the pandemic.

In principle, one can use either time series (and any other similar observable, such as ICU admissions) to backcast the numbers of cases. This can be used as a tool to increase the certainty of a prediction by repeating the computational experiment using different time series. However, hospitalization data are less readily available world-wide, and for countries with low hospital capacity the time series may not be as predictive, since there is no way to quantify the severity of an outbreak solely on these records after capacity is reached; after that point, capacity saturation yields misleading results regarding the number of cases.

It is important to note that our estimates of the true case incidence include a mixture of symptomatic and asymptomatic cases. This is because early on tests were scarce and not available to the broader public, while

\(^3\)https://github.com/owid/covid-19-data
Appendix A.3. Hyperparameters

The hyperparameters needed to perform the relevant computations, i.e., parameters that control the learning process but do not necessarily have an interpretable physical meaning, can be split in two groups:

1. Those associated with the reconstruction of the diffeomorphic manifold (namely the embedding dimension $k$ and the delay time $\tau$).
2. Those given to the GP regressor (i.e., specifying the kernel).

In this section we explain how these hyperparameters are set and their relevance to physical quantities and characteristics of the observed data, where relevant.

(1) Embedding Parameters

$\tau$ is the delay time between subsequent observations of $d_t$ needed when performing the $M_D$ manifold reconstruction (Appendix C). It is meant to capture a natural variance that may occur in the dynamical system over a shorter time scale, and can be estimated using empirical methods (e.g., based on mutual information, as in [15]). However, because of the weekly fluctuation in our data (both in recorded cases and fatalities, which decrease substantially during the weekends), it is a priori natural to smoothen the data using a 7-day rolling average. This has the effect of making $\tau = 1$ day for all of our data sets which become mostly smooth, meaning that we can use sequential observations of $d_t$ when constructing $M_D$. Note that using the smoothed data is not a prerequisite for the proposed method.

The embedding dimension $k$ is the number of sequential observations of $d_t$ needed to reconstruct $M_D$, i.e., the dimension of $M_D$. It can be estimated using empirical algorithms such as False Nearest Neighbors (FNN) [1] and Average False Neighbors (AFN) [6]. This parameter need not be optimal: The theory presented in Section 2.1 (main text) guarantees that an embedding dimension of at most $2n+1$ is sufficient to embed in Euclidean space, where $n$ is the dimension of the original manifold. If $k^*$, the minimal embedding dimension, is sufficient, reconstructions using $k > k^*$ points will still be diffeomorphic to $M$ (in the absence of noise).

Still, it is important, that $n$ is small enough so that the available data are adequate for the reconstruction: e.g., for $n = 5$ we can take $k = 11$ and a point $d_t = \{d_{t-10}, ..., d_t\} \in M_d \subset \mathbb{R}^{11}$. Then we will require that $\hat{f}_{GP}(d_t) = c_t$ to be the cases at time $t$ (where $\hat{f}_{GP}$ is the transformation based on the GP estimator, see, also, Section 3.1). Thus, having a large $n$ corresponds to needing a longer time series to reconstruct the corresponding manifold. Furthermore, using a larger $k$ than necessary may lead to overfitting ([26], [16]).

We may refer to the embedding dimension as the "time-window" which defines the dimension of a point in $M_D$.

(2) Gaussian Process Parameters

Herein, we describe broadly a mathematical framework that justifies the use of regression to learn the relationship between observed cases of and deaths due to COVID-19, in contrast to other methods. We use Gaussian Process regression to obtain the transformation $\hat{f}_{GP}$. The choice of GP for regression is made because of the integrated uncertainty estimates the method offers.

The GP Kernel is the family of functions used to fit the data, and thereby obtain $\hat{f}_{GP}$. We use the Matérn (SM, B.3) kernel which is a generalization of the Radial Basis Function kernel (RBF) (SM, B.2). This choice is made empirically based on the characteristics of the data. For COVID-19 series we observe relatively smooth trajectories with no periodic features and some noise. (This would not be the case if the data were not smoothed a priori, as weekly periodicity in the un-smoothed data would warrant the addition of a periodic kernel). Though we only include results of another kernel (RBF) in Section 3.1, we consistently observe that the choice of kernel need not be unique, and the backcasting projection is mainly dependent on
the relationship between the observed data and not on the choice of kernel (assuming the latter is reasonable). For the equations and specific kernel parameters see Appendix A.

While we may use the terms “parameter” and “hyperparameter” interchangeably in this text, we note that their choice does not raise identifiability issues, since it is indeed possible to recover the same accuracy of a resulting estimator with different choices of hyperparameters, and parameter uniqueness is not required by the nature of our problem (the pandemic). This is in contrast to closed form ODE/PDE models in which the values of corresponding parameters are fundamentally significant in interpreting results of such a model [24, 31, 51].

Appendix B. Gaussian Processes

Gaussian process regression is a non-parametric and supervised learning methodology that can be used to make predictions and simultaneously quantify uncertainty. Prior knowledge about the system is encoded in the probability kernels used and regression is performed by specifying distributions over an infinite number of possible functions passing through the observation points.

A Gaussian process [43] is specified by its mean \( m \) and covariance \( k \) functions. If \( c = f(d) \) is the real process then:

\[
\begin{align*}
m(d_t) &= \mathbb{E}[f(d_t)] \\
k(d_t, d_{t'}) &= \mathbb{E}[f(d_t) - m(d_t)]\mathbb{E}[f(d_{t'}) - m(d_{t'})]
\end{align*}
\]

and

\[
f(d_t) \sim \mathcal{GP}(m(d_t), k(d_t, d_{t'}))
\] (B.1)

In the sklearn implementation of the method the covariance matrix specified by the kernel function \( k \) has a zero diagonal value, denoted by the parameter \( \alpha \). There are numerical advantages to having a nonzero such value which makes the matrix positive definite. In the results of Section 3 we use the default \( \alpha = 1e^{-10} \).

Overall we make use of two kernels: the Radial Basis Function Kernel (RBF) given by

\[
k_{\text{RBF}}(x_i, x_j) = \exp\left(-\frac{\|x_i - x_j\|^2}{2l^2}\right)
\] (B.2)

and the Matérn Kernel.

\[
k_M(x_i, x_j) = \frac{1}{\Gamma(\nu)2^{\nu-1}} \left(\frac{\sqrt{2\nu}}{l}\|x_i - x_j\|_2\right)^\nu K_\nu\left(\frac{\sqrt{2\nu}}{l}\|x_i - x_j\|_2\right)
\] (B.3)

where \( l > 0 \) is a real-valued length scale parameter, \( \Gamma(\cdot) \) is the Gamma function, \( K_\nu(\cdot) \) is a modified Bessel function, and \( \nu \) is a parameter determining the smoothness of the kernel [39]. They were combined with a Constant Kernel and a White Noise Kernel to account for variance in the mean and possible small amounts of noise respectively. In the results of Section 3 only the Matérn kernel was used with \( \nu \) chosen to be 7/2. The remaining kernel hyperparameters are tuned during fitting by maximizing the log-marginal-likelihood using the L-BFGS algorithm. The implementation is performed entirely using Python’s sklearn library.

For a detailed presentation of Gaussian Process Regression see [43].
Appendix C. Embedding Theorems

The delay embedding theorems of Whitney and Takens guarantee that for any manifold \( S \subset \mathbb{R}^n \) parameterized by time, it is possible to construct a manifold \( S^* \) that is diffeomorphic to \( S \): there exists a differentiable bijective function \( f : S \rightarrow S^* \) such that its inverse is differentiable as well. The reconstruction can be achieved using the time series of a one-dimensional observable that is coupled to all components of the dynamical system. An upper bound on the embedding dimension \( k \) (number of delay observations of the one coordinate that is needed to construct \( S^* \)) is \( 2n + 1 \) (i.e. \( S^* \subset \mathbb{R}^{2n+1} \)).

These theorems are powerful and, in fact, suitable to address much more complicated problems, like chaotic dynamics. While in our problem we anticipate the dynamics to be much simpler, their appeal is their ability to uncover information about the system whose explicit dynamics are unknown, especially doing so through the use of a single observed variable (and its delays) as opposed to a larger number of observed quantities.

The Whitney embedding theorem [53] can be restated as

**Whitney Embedding Theorem, 1936** Any \( n \)-dimensional, differentiable (of class \( C^r \)) manifold \( M \) can be embedded in \( \mathbb{R}^{2n+1} \) through a \( C^r \) function.

Takens [49] focused on dynamical systems for which an observable exists and proved the following delay embedding theorem. Assume \( M \) is an \( n \)-dimensional compact manifold. Let \( X \) be a vector field on \( M \) and \( y : M \rightarrow \mathbb{R} \) be a smooth function (observable). Moreover, let \( \phi \) denote the flow of \( X \) on \( M \) (smooth diffeomorphism).

**Takens Delay Embedding Theorem, 1981** For pairs \((\phi, y)\), \( \phi : M \rightarrow M \), it is a generic property that the map \( \Phi_{(\phi, y)} : M \rightarrow \mathbb{R}^{2n+1} \) defined by

\[
\Phi_{(\phi, y)}(x) = (y(x), y(\phi(x)), \ldots, y(\phi^{2n}(x)))
\]  

is an embedding.

While the Takens theorem pertains to smooth attractors, it was later generalized to apply to attractors of any box-counting dimension [46]. Another generalization is for more than one observables [10].