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Abstract

In this work, we explore the space of emotional reactions induced by real-world images. For this, we first introduce a large-scale dataset that contains both categorical emotional reactions and free-form textual explanations for 85,007 publicly available images, analyzed by 6,283 annotators who were asked to indicate and explain how and why they felt when observing a particular image, with a total of 526,749 responses. Although emotional reactions are subjective and sensitive to context (personal mood, social status, past experiences) – we show that there is significant common ground to capture emotional responses with a large support in the subject population. In light of this observation, we ask the following questions: i) Can we develop neural networks that provide plausible affective responses to real-world visual data explained with language? ii) Can we steer such methods towards producing explanations with varying degrees of pragmatic language, justifying different emotional reactions by grounding them in the visual stimulus? Finally, iii) How to evaluate the performance of such methods for this novel task? In this work, we take the first steps in addressing all of these questions, paving the way for more human-centric and emotionally-aware image analysis systems. Our code and data are publicly available at https://affective-explanations.org.

1. Introduction

A central goal of computer vision has been to gain a semantic understanding of visual stimuli [17][78]. But what exactly do we mean by this understanding? The vast majority of existing image analysis systems focus solely on image content [17]. Although models aimed at objective image analysis and captioning have achieved unprecedented success during the past years [70][73], they largely ignore the more subtle and complex interactions that might exist between the image and its potential viewer.

In this work, our primary goal is to take a step toward a more viewer-centered understanding going beyond factual image analysis by incorporating the effect that an image might have on a viewer. To capture this effect, we argue that emotional responses provide a fundamental link between the visual world and human experience. We thus aim to understand what kinds of emotions a given image can elicit to different viewers and, most importantly, why?.

Emotion perception and recognition are influenced by and integrate many factors, from neurophysiological to cultural, from previous subjective experiences to social and even political context [41]. Thus, capturing and potentially reproducing plausible emotional responses to visual stimuli is significantly more challenging than standard image analysis, as it also involves an inherently subjective perspective, which is at the core of perception and consciousness [26].

To proceed with the goal of establishing a novel approach to affective analysis of real-world images, we leverage the fact that free-form language provides the simplest access to emotional expressions [60]. Thus, inspired by recent advances in affective captioning of art-works [7], we study emotional responses induced by real-world visual data in conjunction with human-provided explanations. This approach links emotions with linguistic constructs, which crucially are easier to curate at scale compared to other media (e.g., fMRI scans). Put together, our work expands on the recent effort of Achlioptas et al. [7] by considering a visio-linguistic and emotion analysis across a large set of real-world images, not only restricted to visual art.

Our main contributions to this end are two-fold: first, we curate a large-scale collection of 526,749 explanations justifying emotions experienced at the sight of 85,007 different real-world images selected from five public datasets. The collected explanations are given by 6,283 annotators spanning many different opinions, personalities, and tastes. The resulting dataset, which we term Affection, is very rich in visual and linguistic variations, capturing a wide variety of both the underlying real-world depicted phenomena and their emotional effect. Second, we perform a linguistic and emotion-centric analysis of the dataset and, most importantly, use it to produce deep neural listeners and speakers trained to comprehend, or generate plausible samples of visually grounded explanations for emotional reactions to images. Despite the aforementioned subjectivity and thus the more challenging nature of these tasks compared to purely descriptive visio-linguistic tasks (e.g., COCO-based caption-
ing [18]), our methods appear to learn common biases of how people react emotionally, e.g., the presence of a shark is much more likely to raise fear than the presence of a peacefully sleeping dog. Such common sense expectations are well captured in Affection, which is why we believe even black-box approaches like ours show promising results.

Finally, we explore variants of trained affective neural captioning systems, which allow some control on both the captured emotion and the level of factual visual details that are used when providing an explanation (e.g., ‘The sky looks beautiful’ to ‘The blue colors of the sky and the sea in this sunset make me happy’). Interestingly, we demonstrate that the pragmatic variant demonstrates richer and more diverse language across different images.

In summary, this work introduces new task, termed Affective Explanation Captioning (AEC) for real-world images. To tackle AEC we release a new large-scale dataset, Affection, capturing 526,749 emotional reactions and explanations. We then design a variety of components, including, neural speakers that enable affective captioning, with various degrees of pragmatic and emotional control over their generations. Finally, all our neural speakers show strong performance on emotional Turing tests, where humans find their humans find their generations ~60%-65% of the time likely to be uttered by other humans supporting rich discriminative references contained in Affection’s explanations.

2. Related Works

Emotion representation & learning. Two of the most widely adopted paradigms for representing emotions in existing literature are the discrete categorical system [30], and the continuous 2D-dimensional Valence-Arousal (VA) model [34][67]. The former assumes a (typically small) pre-defined set of affective states, while the latter considers two fundamental dimensions: the emotional arousal (strength or intensity of emotion), and the emotional valence (degree of pleasantness or unpleasantness of the emotion) [35]. Following previous studies [7][55][64][82][86], we adopt the categorical system of emotion-representation, and use the same set of eight emotion categories: anger, disgust, fear, and sadness as negative emotions, and amusement, awe, contentment, and excitement as positive ones. In line with previous works ([7][58][64]), we treat awe as a positive emotion.. While we opt for the categorical system so as to stay closer to relevant existing works, there is still an active debate regarding the nature of emotions and their optimal representation [13][35].

Image captioning. There is a rich literature on the topic of image captioning [22][23][33][54][77][81] (see a review [73] for more detail). Most existing works concern neural models trained and tested with descriptive image-captions using well-established datasets [18][44][48][56][57][63][71]. Furthermore, relevant tasks such as VQA [8], or works that lift image captioning [2][19], or reference disambiguation in 3D [3][20][33][42][74], still focus on descriptive (object- or scene-centric) language. A notable exception is ArtEmis [7], which introduced a dataset and a series of tools for understanding and emulating the emotional effect of visual artworks. Similarly to that work, we focus on affective captions and develop neural speakers that aim to produce plausible textual utterances to capture the emotional effect of a given image. The key difference of our work compared to [7] is that we focus on natural images, not limited to art-works, making our contribution of much broader scope and utility. It is also worth mentioning a connection of our work to recent developments at the intersection of NLP and Causal Representation Learning [31][68]. Namely, our ‘captions’ can be viewed as causal explanations of an underlying observed phenomenon, that of an emotional reaction.

Pragmatics & discriminative image analysis. CLIP [65] is a prominent discriminative visiolinguistic model that learns to assess the compatibility between a caption and an arbitrary image. In line with recent approaches, we use it alongside our neural speakers to explore the discriminative properties of Affection. In particular, a discriminator like CLIP can provide guidance for generative models such as our neural speakers, by calibrating and prioritizing their sampled productions (text) to increase the final caption-image compatibility [12][66]. This process of re-ranking the captions to increase their relevance to the depicted image content, i.e., making them pragmatic [4][7][79] can be, as we show, particularly useful to increase diversity and control the level of visual details expressed in our neural generations. To the best of our knowledge, our work is the first to apply CLIP in this manner for pragmatic captioning. Nevertheless, very recent works appear to use CLIP directly as an auxiliary loss function while training descriptive neural captioning systems [21]. Finally, we mention the work of Bondielli and Passaro [9] who showed that CLIP can be used both in a zero-shot fashion, or by fine-tuning it for emotion-based image classification; and also the work of Wang et al. [79] who used CLIP in a zero shot manner to assess the quality and abstract perception of images.

3. Affection Dataset

The Affection (Affective Explanations) dataset is built on top of images existing in the datasets MS-COCO [18], Emotional-Machines [47], Flickr30k Entities [62], Visual Genome [49], and the images in the image-to-emotion-classification work of Quanzeng et al. [64].

In total, we annotate 85,007 unique images corresponding to a curated subset of the 244,172 images contained in the above datasets. Namely, we use all images in [64], which have been specifically curated as to evoke emotions among the corresponding annotators of these works. We then use these images and a ResNet-based [46] visual embedding pre-trained on ImageNet [27] to find their 3-Nearest-Neighbors in each of the remaining datasets (COCO, Visual-Genome, Flickr30k-Entities) to build Affection.
Figure 1. Distinct emotional states and typical explanations in Affection related to the entity of “bird.” The explanations capture a wide range of abstract semantics and nuanced associations between entities and the underlying explained emotion (shown in boldface). Note, the semantics include common sense reasoning and cognitive-level understanding of an image, going beyond recognizing its visible elements.

Per each image we ask at least 6 annotators to express their emotional reaction and explanation. In this we follow Achlioptas et al. [7]. Upon observing an image an annotator is asked first to indicate their dominant emotional reaction by selecting among the eight emotions mentioned in Section 2 or a ninth option, listed as ‘something-else’. This option allows one to indicate finer grained emotions not explicitly listed in our UI, or to explain why they might not have any strong emotional reaction to the specific image (in total the annotators used this latter option 7.6% of the time). Then, each annotator is asked to provide a textual explanation for their choice. The explanation should include at least one specific reference to visual elements depicted in the image. See Figure 1 for examples of typical collected annotations.

Our resulting corpus consists of 526,749 emotion indications and corresponding explanations, with the latter using a vocabulary of 41,275 distinct tokens. We note that the 6,283 annotators that worked to build Affection were recruited with Amazon’s Mechanical Turk (AMT) services. For more details see our online Supplemental Materials [6].

3.1. Language-oriented Analysis

Richness & diversity. The average length of Affection’s explanations is 18.8 words. This is noticeably longer than the average length of utterances of ArtEmis and significantly longer than the captions of many other well-established and descriptive captioning datasets, as shown in Table 1. Moreover, we use NLTK’s part-of-speech tagger [14], to analyze Affection’s explanations in terms of their average number of contained nouns, pronouns, adjectives, verbs, and adpositions. Across all these lexical categories, Affection contains a higher occurrence per caption, implying the use of a rich and complex vocabulary by its annotators. In the Supp. Mat. we also provide statistics of lexical distributions explanations for the same image, which further highlight the diversity and richness of Affection.

Table 1. Lexical comparison over distinct part-of-speech categories, per individual captions. The average occurrences for the shown categories are significantly higher in Affection, indicating that it is comprised of a lexically richer and more complex corpus.
Abstractness & subjectivity. We also measure the degree of abstractness (vs. concreteness) of our corpus, by using the lexicon of Brysbaert et al. [16], which provides for thousand word lemmas a scalar value (from 1 to 5) to indicate their concreteness. As an example, the words bird and cage represent fully concrete (tangible) entities, getting a score of 5, but the words freedom and carefree are considered more abstract concepts (with scores 2.34 and 1.88, resp.). On average, a uniformly random word of Affection scores 2.82 in concreteness while a random word of COCO does 3.55 (see also Figure 2 (a)). In other words, the annotators of Affection make use of significantly more abstract concepts than in COCO. We also evaluate the degree of subjectivity in Affection’s annotations. We use the subjectivity metric provided by TextBlob [52]. As seen in the empirical distribution comparing our explanations to COCO’s captions in terms of their subjectivity (Figure 2 (b)), Affection contains significantly more subjective references.

Sentiment analysis. Perhaps as expected by its nature, Affection also contains language that is highly sentimentual. To measure this aspect, we use a rule-based sentiment classifier (VADER [40]). VADER classifies 10.5% of Affection’s explanations to the neutral sentiment, while it finds a significantly higher fraction (77.4%) of the descriptive COCO-captions to fall in this category. In Figure 2 (c) we present the histogram of VADER’s estimated valences for the utterances contained in these two datasets. Valences with small magnitude (closer to 0) indicate a neutral sentiment, while those closer to the extremes (-1, 1) indicate highly negative or positive sentiments.

Comparing Affection to ArtEmis. The two previous analyses contrast our dataset with the descriptive captions of COCO. Another dataset that is more similar in nature with Affection is ArtEmis [7]. We note that Affection’s language is similar in terms of abstractness to ArtEmis (average scores of 2.82 vs. 2.81). At the same time, Affection’s language is more sentimental (VADER’s classifier assigns 10.5% vs. 16.5% of each corpus to the neutral category), and more subjective (average subjectivity scores are 0.53 vs. 0.47, respectively).

3.2. Emotion-oriented Analysis.

The annotators of Affection indicated a variety of dominant emotional reactions upon observing different visual stimuli. As seen in Figure 3, positive emotions (see Section 2 for the used convention) were ~3.4 more likely to occur than negative ones (71.3% vs. 21.1%). Also, the “something-else” category was preferred 7.6% of the time, and it included a large variety of subtler emotional reactions (e.g., curiosity, nostalgia, etc.). Despite the prevalence of positive emotions overall, we note that crucially 50.0% of images were annotated with at least one positive and one negative emotion.

While this result highlights the high degree of subjectivity inherent to our task, 67.5% (57,381) of the annotated images have a strong majority among their annotators who indicated the same fine-grained emotion. First, it is worth noting that this fact establishes Affection as one of the largest publicly available image-to-emotion classification datasets, by merely concentrating on these 57,381 images and associating them only with their underlying majority label (i.e., following a similar strategy as the one used in the work of Quanzeng et al. [64]). Second, we compare our annotators’ agreement with that of ArtEmis. Despite the fact that both datasets use the exact same protocol for annotation purposes, ArtEmis has much less agreement among its annotators: specifically, only 45.6% of its annotated artworks attain a strong majority agreement. We hypothesize that this salient (> 20%) difference is related to visual art being in general more ambiguous and thus evoking more polarizing emotions, compared to the more familiar scenarios depicted by real-world images.

4. Affective Tasks in Computer Vision

The properties of Affection allow us to explore a series of computer vision tasks. First, we describe two emotion-oriented classification tasks, necessary for our later experiments. Section 4.2 describes neural listening and speaking tasks, whose primary goal is to evaluate or produce plausible emotion explanations given a visual input. While our methods attain promising results, we emphasize that the value of Affection goes beyond the specific design of the neural listening/captioning systems that we evaluate. We invite the community to build upon our observations and results.

4.1. Basic Classification Tasks

We explore two simple classification task. In the first, we predict the emotion class (among the 9 possibilities) of the given textual utterance contained in Affection. Similarly to [7], we formulate this problem as a standard 9-way text classification problem. We use an LSTM [39]-based text classifier trained from scratch using the standard cross-entropy loss. We also fine-tune a transformer-based BERT model [29]. In the second problem, we predict the distribution of emotional reactions for a given image. To this
end, we fine-tune a ResNet-101 encoder [37] pretrained on ImageNet [27]. As we show below, these two classifiers (i.e., text-to-emotion and image-to-emotion), denoted as $C_{\text{emotion}}|\text{text}$ and $C_{\text{emotion}}|\text{image}$ allow us to both evaluate, as well as to control, the emotional content of the trained neural speakers (Sections 5 and 4.2). We note, however, that the two problems mentioned above have independent interest and we explore them in Section 6.

4.2. Neural Listeners and Speakers

Neural comprehension with affective explanations. To test the degree to which the explanations of Affection can be used to identify their underlying described image against random ‘distracting’ images, we deploy two neural listeners [32, 45]. First, we use Affection to train jointly and from scratch, a transformer-based language encoder and a ResNet-based visual encoder under a self-contrastive criterion. Namely, during training, given a random batch of encoded image-caption pairs we optimize a cross-entropy loss that aligns the two modalities in a joint visual/language embedding space [25, 43, 65]. Second, we deploy a pre-trained CLIP model [65], without fine-tuning with Affection. Using a non-finetuned version of CLIP allows us to test this popular network as is on our data, and to compare its performance against other datasets (e.g., COCO). During inference we input to the listeners a test image along with a set of randomly sampled distracting test images. We also provide its ground-truth explanation. Finally, we output the image with maximal alignment (expressed in logits) to the provided explanation.

Default speaker backbones. We evaluate two backbone architectures throughout our neural-speaker studies, including the widely used Show-Attend-and-Tell (SAT) [81] and the recent transformer-based SoTA, GRIT [59]; further details and more speaker model studies are provided in the supplementary materials. In the cases we train a default speaker module with either backbone we simply use Affection captions as ground truth annotations, without considering the emotion category labels provided by the annotators.

Emotion grounded speaker. Following ArtEmis [7], we tested speaking variants that also incorporate an additional emotion argument. For these variants, during training, in addition to the image, we input to the speaker an MLP-encoded vector representing the emotion that the ground-truth explanation justifies. During inference, we replace the ground truth emotion with the most likely predicted emotion by the $C_{\text{emotion}}|\text{image}$ network described above. Interestingly, we observe that this variant also gives some control over the subjectivity of the response. E.g., are ‘risky’ activities such as riding a Ferris wheel preferred, or are they to be avoided? See Figure 4 for a demonstration of this effect.

Pragmatic variants. As we show in Section 6 the above speakers can generate plausible explanations for a variety of emotions for the underlying visual stimulus. To test the degree to which we can control their ability to include discriminative details of the underlying image, we experiment with their pragmatic versions. Specifically, inspired use [32], we augment our neural speakers with the capacity to prioritize sampled explanations, judged by a separately trained ‘internal’ listener as discriminative (we use a pretrained CLIP in our experiments). In this case, we sample explanations from our speakers but score (i.e., re-rank) them according to:

$$\beta \log(P_L(i, u)) + (1 - \beta) \log(P_S(u|i)),$$

where $P_L$ is the listener’s probability to associate the image ($i$) with a given output utterance ($u$), and $P_S$ is the likelihood of the non-pragmatic speaker version to generate $u$. The parameter $\beta$ controls the relative importance of two terms. To make the two terms comparable, we re-scale the probabilities so that on average the two terms have the same magnitude.

Figure 4. Examples of neural speaker generations with the default emotion-grounded speaker variant on unseen test images. The grounding emotion (shown in boldface) is predicted during inference time by a separately trained image-to-emotion classifier. We ground the speaker’s generation with two emotions for each image, corresponding to the most likely (top row) and second most likely (bottom row) predictions. As show in the figure, this variant provides a certain control over the output by aligning it to the requested/input emotion.
Figure 5. Effect of boosting the pragmatic content of neural speaker generations via CLIP. Aside from often correcting the identity of shown objects/actions (right-most image is indeed taken inside an airport), the pragmatic variant tends to use more visual details in its explanations (e.g., ‘standing in the sand’), and perhaps more importantly to expand the explanation to include non-visual but valid associations (e.g., ‘take a nap’, or ‘do not like crowds’).

5. Evaluation

Evaluating a captioning systems is a challenging problem [38, 80, 83]. This is both because the space of possible captions is very large and because the model might suffer from mode collapse [69, 72, 80], producing repetitive and overly simple captions across different images. Both of these problems are exacerbated in Affective Explanation Captioning (AEC) due to its more open-ended and subjective nature. In this work, we highlight these challenges in the context of AEC and explore the efficacy and limitations of a large variety of established metrics in relation to different neural speaking variants, providing several key insights.

Comparing with ground-truth. To evaluate the quality of the output of our neural speakers with respect to the hidden ground-truth annotations of the test images, we first use some of the most established automatic metrics for this purpose: BLEU 1-4 [61], ROUGE-L [50], METEOR [28] and SPICE [10]. These n-gram similarity based metrics, (or semantic-scene-graph-based for SPICE); expect at least one of the ground-truth captions to be similar to the corresponding generation. Note that we do not use CIDEr [76], because it requires the output generation to be similar to all held-out utterances of an image, which by the nature of Affection is not a well-justified requirement (see [7] for details).

In addition to the above metrics for comparisons with existing captioning approaches and datasets [73], we use the recently proposed CLIPScore and RefClipScore [38], as they have shown improved correlation with human judgement [38]. Specifically, RefClipScore assumes access to ground-truth human annotations which it then compares with the generated caption based on CLIP’s association scores, while CLIPScore directly uses CLIP’s caption-image compatibility to compare different speakers, making it a ground-truth free metric.

Assessing diversity of productions. To evaluate the susceptibility of different neural speakers to suffer from mode collapse, we consider three metrics. First, we report the average of the maximum length of the Longest Common Subsequence (LCS) of the generated captions and (a subsampled version) of all training explanations. The smaller the LCS is, the less similar the evaluated captions are from the training data (i.e., less over-fitting occurs). Secondly, we also report for all our neural variants, the percent of unique captions they generated across the same set of test images. Last, inspired by the diversity-metric-oriented work of Qingzhong and Antoni [80] and the above-described CLIP’s application on caption evaluation [38], we also introduce a new metric, which uses CLIP to detect the lack of caption diversity, and which we dub CLIP-Diversity-Cosine (ClipDivCos) ∈ [−1, 1]. For this metric, we use a pretrained CLIP model to encode all generated captions across a set of test images, and report the average pairwise cosine of the angles of the embedded vectors. Note that CLIP’s textual (and visual) embeddings are optimized to be semantically similar when their angles’ cosine is large (+1). Thus, the smaller the ClipDivCos of a collection of vectors is, the more semantically heterogeneous and diverse this collection is expected to be.

Specializing to affective explanations. The last axis of evaluation relates to affective explanations, and for which relevant metrics where introduced in ArtEmis [7]. Concretely, first, we estimate the fraction of a speaker’s productions that contain metaphors and similes. We do this by tagging generations that include a small set of manually curated phrases. The estimated fraction of ground-truth Affectation explanations that have such metaphorical-like content is 19.7% – setting the ‘ideal’ expected percentage for our neural speakers. Secondly, we use the emotional-alignment metric introduced in ArtEmis [7]. For this, we use the trained
classifier to predict the most likely emotion for each generated utterance. Namely, for test images where the human-indicated emotions formed a strong majority among their annotators, we report the percent of their corresponding neural based captions where the arg max(Cemotion|caption) is equal to the ground truth majority-chosen emotion.

Human-based evaluation. All previously defined metrics can be automatically computed at scale, and aim to be a proxy for the more expensive and precise human-based quality assessment [24, 38, 46]. As a final quality check, we deploy user-based studies that emulate an emotional Turing test [7], assessing how likely it is for third-party human observers to decide that the synthetic captions were made by other humans, instead of being produced by neural speakers.

6. Experimental Results

For the experiments described in this section we train neural networks by using an 85%-5%-10% train/val/test split of Affection, making sure that the splits have no overlap in terms of their underlying images.

Preliminary experiments: emotion classification from text or images. As shown by previous studies [7] predicting the fine-grained emotion supported by an affective explanation is much harder than binary or ternary text-based sentiment classification [15, 85]. By using the neural-based text predictors described in Section 4.4, we found that an LSTM-based classifier attains 69.8% average accuracy on the same test split used for our neural-speakers (52,188 explanations). A BERT-based classifier achieved an improved accuracy of 72.5% when fine-tuned on this task. Interestingly, these two models, when trained with ArtEmis [7] generalized more poorly (63.3% and 64.8%, respectively) – suggesting that the explanations of Affection are more indicative of the emotion they support, compared to those of ArtEmis. Importantly, these classifiers failed gracefully and were mostly confused among subclasses of the same, positive or negative emotion, achieving 94.0%, 95.5% accuracy in this binary classification task, respectively.

We evaluated the image-to-emotion classification problem described in Section 4.1 on the subset of 5,672 test images for which our annotators indicated a unique strong majority emotion. On this set, a fine-tuned ResNet-101 encoder predicts the fine-grained emotion correctly 59.1% of the time. Notice that the emotion label distribution of Affection is highly imbalanced, e.g., anger attains a strong majority in (0.35%) cases, compared to contentment (34.9%). This fact makes our particular prediction problem harder than usual but also open to possibly more specialized solutions such as using a focal loss [1, 51]. Last, if we convert the ResNet predictions to binary sentiments, the ResNet predicts the ground-truth sentiment 88.5% of the time correctly, also indicating a graceful failure mode.

Neural Comprehension of Affective Explanations. Next, we explore the extent to which the textual explanations in Affection refer to discriminative visual elements of their underlying images, to enable their identification among arbitrary images, with the help of two ‘neural listeners’ described in Section 4.2. Specifically, we use a pretrained CLIP model with 400M parameters (version ViT-B/32) and couple all ground-truth image-caption/explanation pairs of a dataset with a varying number of randomly chosen images from the same dataset. We then retrieve for each given caption the image with the largest (cosine-based) similarity. We note that even with as many as ten distracting images the retrieval of CLIP accuracy remains strong, at 89.7% accuracy on Affection (compared to 96.5% on COCO). This suggests that Affection’s explanations contain significant amounts of ‘objective’ and discriminative grounding details to enable excellent identification of an image from its underlying explanation. Additional results on this experiment are provided in the Supp. Mat. [6].

Neural-based Affective Explanation Captioning (AEC). Finally, we deploy the speakers described in Section 4.2 to give the first neural-based solution to our core problem of AEC. We report here results with the SAT backbone (denoted as ‘default’), as well as its emotionally-grounded and pragmatic variants mentioned above. Similar, findings with the GRIT-based baselines are also reported in the Supp.

Table 2 reports machine-based evaluation metrics and provides several important insights for each variant. Namely, in this table, we observe that the standard n-gram-based metrics of the first group: BLEU-1-4, ..., and SPICE, are slightly improved if we use the default or pragmatic models, which do not explicitly use emotion for grounding. Given that the held-out explanations typically justify a large variety of emotions for each image, biasing the generation with a single specific (guessed) emotion, as the emotion-grounded variants do, might be too restrictive. On the other hand, for the subset of test images with a ground-truth strong-emotional majority, where we evaluate the emotional-alignment score; we see a noticeable improvement when using the emotion-grounded variants. Interestingly, these variants also fare better regarding the number of similes they produce by better approaching Affection’s ground-truth average of 19.7%.

Regarding RefClipScore and ClipScore, the pragmatic variants significantly outperform their non-pragmatic counterparts. Given that we use CLIP to re-rank and select their generations, this result might be somewhat expected. However, as we will show next (emotional Turing test), these variants also fare better in our human-based evaluation. Also, equally important, for all diversity-oriented metrics (third group of metrics in Table 2), the pragmatic variants fare best. For a qualitative demonstration of pragmatic inference’s effect see Figure 5. We show curated generations from the (emotion-grounded) pragmatic variant in Figure 6.

Emotional Turing test. We also evaluate how likely our neural speaking variants’ output generations can be per-
"The clean and tidy kitchen makes me feel content because it is a nice place to be able to work."
"The broken down and dirty bathroom makes me feel disgusted.
"The dog is sleeping peacefully on the blanket and it makes me feel content.
"The image of the cookie and the cup of coffee makes me feel content because I love coffee and this looks like a nice breakfast.
"The old photo of a roller coaster makes me feel excited and nostalgic for my childhood.
"The black and white photo of the person in the photo is very dark and depressing."

Figure 6. Curated examples of neural speaker generations on unseen images from the emotion-grounded, pragmatic speaker variant. The top row includes generations that reflect a positive sentiment, while the bottom row showcases generations grounded on similar visual variants use CLIP to calibrate the score of sampled productions because it is a nice place to be able to work.

| Metrics                | Default | Emo-Grounded | Default (Pragmatic) | Emo-Grounded (Pragmatic) |
|------------------------|---------|--------------|---------------------|--------------------------|
| BLEU-1.2 (†)           | 64.4, 38.3 | 63.1, 36.9  | 64.3, 38.0          | 63.4, 37.0               |
| BLEU-3.4 (†)           | 22.2, 13.2 | 20.9, 12.0  | 21.8, 12.8          | 20.9, 11.9               |
| METEOR (†)             | 14.9    | 14.4         | 15.1               | 14.8                     |
| ROUGE-L (†)            | 30.8    | 30.5         | 31.0               | 30.8                     |
| SPICE (†)              | 7.4     | 7.2          | 8.0                | 7.7                      |
| CLIPScore (†)          | 66.7    | 66.8         | 69.2               | 69.2                     |
| RefCLIPScore (†)       | 75.0    | 75.0         | 76.3               | 76.3                     |
| Unique-Productions (†) | 78.7    | 80.7         | 82.9               | 83.7                     |
| Max-LCS (†)            | 70.4    | 70.4         | 68.6               | 68.4                     |
| ClipDivCos (†)         | 73.1    | 72.8         | 69.8               | 70.2                     |
| Similes (‡)            | 42.8    | 36.3         | 40.0               | 34.5                     |
| Emo-Alignment (†)      | 48.1    | 55.2         | 48.2               | 55.9                     |

Table 2. Neural speaker machine-based evaluations. The Default models use for grounding only the underlying image, while the Emo-Grounded variants also input an emotion-label. Pragmatic variants use CLIP to calibrate the score of sampled productions before selecting the final proposal. That seems more likely to have been made by a human. We observe that for all neural speakers, in more than 40% of the cases, both utterances were thought of as human-made. Moreover in a significant fraction of the answers (Default variant: 15.6%, Emo-grounded: 18.2%, Default-Pragmatic: 19.7%, Emo-Grounded Pragmatic: 19.0%), the neural-based generations were deemed more likely than the human-made ones. These results highlight both the complexity of the AEC problem as well as the promising overall quality of our neural speaker solutions, enabled by the Affection dataset.

7. Conclusion and Future Vision

Humans react to stimuli beyond the literal content of an image as they respond to the story behind it. More broadly the image evokes emotions relating to human experience in general and the viewer’s experience in particular. In this work we have shown how linguistic explanations of affective responses can express and illuminate this larger context, leading to a more comprehensive understanding of how image content and its elements affect human emotion. Using our new Affection dataset, we have demonstrated that neural speakers can produce generations that mimic well these human responses. In addition to highlighting the importance and utility of exploring the affective dimension of image understanding, we believe that this study can stimulate work in many interesting novel directions.
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