Automated motion correction using parallel-strip registration for wide-field en face OCT angiogram
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Abstract: We propose an innovative registration method to correct motion artifacts for wide-field optical coherence tomography angiography (OCTA) acquired by ultrahigh-speed swept-source OCT (>200 kHz A-scan rate). Considering that the number of A-scans along the fast axis is much higher than the number of positions along slow axis in the wide-field OCTA scan, a non-orthogonal scheme is introduced. Two en face angiograms in the vertical priority (2 y-fast) are divided into microsaccade-free parallel strips. A gross registration based on large vessels and a fine registration based on small vessels are sequentially applied to register parallel strips into a composite image. This technique is extended to automatically montage individual registered, motion-free angiograms into an ultrawide-field view.
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1. Introduction

Optical coherence tomography angiography (OCTA) uses blood flow induced signal variation as an intrinsic contrast mechanism to differentiate vasculature from static tissues [1–11]. OCTA requires repeated B-scans (MB-scan) at one position in order to assess the variation in OCT signal, or decorrelation, of each pixel. Pixels corresponding to vasculature show little change. Multiple MB-scans are taken in the slow transverse direction to achieve a volumetric OCTA to represent the vasculature. OCTA images can be presented en face to replicate the view of traditional dye-based angiography [12,13]. A single OCTA volumetric scan usually takes 3 to 5 seconds, during which involuntary eye movement can introduce motion artifacts to the OCTA images. There are three common types of involuntary eye motions: tremor, microsaccades, and drift [14]. Small motions such as eye drift, tremor, or mechanical instabilities of the OCT apparatus can shift the intensity.
distribution within MB-scans at each position. This type of motion results in increased decorrelation signal in static tissue. These mild line artifacts can be suppressed by subtraction of bulk motion signal and by pre-registration of MB-scans [15,16] prior to OCTA computation. Large and rapid motions of the eye such as microsaccades introduce motion artifacts that are clearly visible on en face OCTA projections as horizontal or vertical white lines. These large motions artifacts saturates the decorrelation scale and overwhelm flow signal and therefore cannot be corrected by subtraction or registration — these B-frames must be removed. This introduces loss of lines in the en face OCTA images that disrupt the continuity of vascular networks. These lines must be replaced with rescanning or by combining redundant data from multiple scans.

Retinal tracking with scanning laser ophthalmoscope (SLO) is one strategy for detecting microsaccadic motion, pausing the OCTA scanning, and then resuming the scan at the proper location [17–19]. However, eye tracking adds complexity and cost to an OCT system, and the slow frame rate of SLO imaging compared with OCT B-frame rate introduces inefficiencies. Other methods that do not require additional hardware were also proposed. Kraus, et al. developed an orthogonal registration algorithm to remove the motion error from three-dimensional (3D) volumetric OCT scans that combines the information in horizontal priority (x-fast) and vertical priority (y-fast) volumetric raster scans [20]. This algorithm was adopted in the Avanti OCT system (Optovue, Inc. Fremont, CA) to register OCTA 3D data by detecting the displacements based solely on 3D structural OCT. The computation of this method is very complex because it is performed in 3D. To avoid this complexity, Hendargo et al. presented an automatic non-rigid registration method by use of 2 x-fast and 2 y-fast en face retinal angiograms [21]. This 2D method is simple and has been successfully demonstrated on 2.5 × 2.5 mm OCTA scan.

While the orthogonal registration methods are effective in minimizing motion artifacts on the current generation machines running 70-100 kHz, the requirement for equal sampling density in both transverse dimensions (x and y) is not ideal for faster machines with speeds above 200 kHz. Considering the optimal time delay between B-frames is around 3-5 ms for OCTA of capillary blood flow [22], the number of A-lines within each B-frame would be higher (600-1000 or higher) than the number of B-frames (<600) that could be accommodated by a comfortable scan time of less than 4 seconds. Therefore, a non-orthogonal scanning and registration scheme would be more efficient.

We have developed a simple and effective strategy to remove motion artifacts using parallel-strip registration and merge two en face angiograms in the same transverse priority. A gross registration based on large vessels is used to correct transverse motion, and a fine registration based on small vessels is used to correct discrepancies between two angiograms caused by drift and image warping. The same registration algorithms will be utilized to montage multiple en face angiograms into an ultrawide-field view.

2. Method

2.1 Study population

This study was conducted at the Casey Eye Institute at the Oregon Health & Science University. The study adhered to the tenets of the Declaration of Helsinki and was approved by the Institutional Review Board. Five healthy participants (age, 30 ± 5 years) and two participants with proliferative diabetic retinopathy (PDR) (age, 32 and 67 years) were recruited to the study.

2.2 Image acquisition

A prototype OCT system with an axial scan speed of 200 kHz using a swept-source cavity laser (Axsun Technologies Inc., Billerica, MA) operating at a center wavelength of 1045 nm with a tuning range of 100 nm was used. A dual-balanced detector (PDB471C, Thorlabs Inc)
converted the optical signal to electrical signal, and a high speed digitizer (ATS 9360, Alazar Technologies Inc., Pointe-Claire, QC) acquired the electrical signal. A resolution of 7.5 μm axially and 12 μm laterally with an imaging depth of 7 mm was achieved. The light power exposure at the cornea was 1.4 mW, which is within the American National Standards Institute safety limit [23].

Two 6 × 10 × 7 (x × y × z) mm volumetric y-fast scans were captured at the same region of posterior pole of each eye. Five different regions were scanned on each eye. In each volumetric scan, the beam was scanned 10 mm vertically to form a B-frame. Each B-frame consisted of 850 axial lines. At each position, 2 consecutive B-frames (MB-scan) were captured in order to detect motion induced signal variation. The MB-scan is then shifted slightly to a new position along the slow (horizontal) axis. A total 400 slow-axis locations were sampled to form a 3D OCTA volume. This yielded a lateral sampling density of 11.8 μm along the fast transverse scan axis and 15.0 μm in the slow axis. One volumetric scan was acquired in approximately 4 seconds.

The split-spectrum amplitude-decorrelation angiography (SSADA) algorithm was used to detect blood flow-induced amplitude change between two consecutive B-frames of the same location [1]. The volume data was segmented along the inner limiting membrane (ILM) and outer plexiform layer (OPL) [24]. The en face projection of structural OCT and OCTA was produced by using the mean OCT reflectance value and maximum decorrelation value, respectively, along the axial direction within a slab between the ILM and OPL [1,24] (Fig. 1).

![Fig. 1. Segmentation of the inner limiting membrane (ILM, green line) and outer plexiform layer (OPL, yellow line) on one y-fast B-frame from a healthy data set. En face images were generated from the mean value of the region between the ILM and OPL. Decorrelation signal is shown in red.](image)

### 2.3 Parallel-strip registration scheme

Two types of motion artifacts affect en face OCTA: one that can be corrected by global translation (such as translation, rotation, and focusing differences) of one or more successive B-frames, and another that can be corrected only by local non-rigid deformation within a certain region. To register two scans within the same transverse priority, we divided each en face angiogram into parallel microsaccade-free strips. First, the similarity registration based on large vessels was performed to correct large transverse motion. This will be referred to as “gross registration.” Next, the non-rigid deformation based on small vessels (capillaries) is applied to correct small distortion. This is termed “fine registration”. Figure 2 summarizes our algorithm.
2.3.1 Bias field correction

The OCT reflectance signal is relatively low in regions where the retina is out of focus (Fig. 3(A) lower-right corner). The decorrelation signal (D), which reflects the change of OCT reflectance signal (S) within the time between consecutive B-scans, is also reduced in those regions. To correct this dependence, an illumination bias field (Fig. 3(B)) was created by applying a $X \times Y$ pixel Gaussian filter with 100 pixel standard deviation to the en face reflectance image of retina (Fig. 3(A)). The corresponding en face angiogram (Fig. 3(C)) was then corrected (Fig. 3(D)) using the bias field.

\[
D'(x, y) = D(x, y) \ast \frac{\text{Mean}(G(S))}{G(S(x, y))} \quad (x = 1, 2, 3, ..., X; y = 1, 2, 3, ..., Y) \tag{1}
\]

where $X \times Y$ is the size of the en face angiogram, Mean$(G(S))$ is the mean value of the bias field, $D(x, y)$ is the en face angiogram and $G(S(x, y))$ is the bias field by filtering en face reflectance image.

Fig. 3. (A) En face mean projection of OCT reflectance. (B) The bias field by Gaussian filtering of (A). (C) Original en face angiogram. (D) The en face angiogram after bias field correction.

2.3.2 Motion detection and strip division

An example of large eye movements manifesting as white lines in OCTA is shown in Fig. 4(B). The decorrelation signals of these lines are generally saturated and do not contain useful blood flow information. Also, the scanned regions on either side of the motion artifact region are usually misaligned. We detected and removed these large motion artifacts as lines (projected B-frames) with mean decorrelation value larger than 1.5 times the mean decorrelation value of the entire en face image (Fig. 4(C)).
Small eye movements such as tremor cause incompletely saturated decorrelation variation among B-frames (Fig. 4(C)). To correct this, the decorrelation values in each line are adjusted so that their mean values remain stable (Fig. 5). Next, local histogram equalization with $5 \times 5$ pixel grid was applied to the whole en face image to boost the contrast of capillary vascular network. Gabor filter was applied to enhance the connectivity and facticity of the vasculature (Fig. 4(D)) [25]. The en face image was divided into microsaccade-free strips at the detected motion lines (Fig. 4(D)).

![Fig. 4. Motion detection and strip division process of an en face OCTA. (A) Original en face OCTA. (B) En face OCTA after bias field correction. (C) En face OCTA after the removal of large eye movements. (D) En face OCTA enhanced by the local histogram equalization and Gabor filter. Six microsaccade-free strips were formed for subsequent registration steps.](image)

![Fig. 5. The plot of mean decorrelation values of projected B-frames on OCTA before (A) and after (B) adjustment. The lines with large eye movements have been removed showing decorrelation values of zero.](image)

### 2.3.3 Gross registration based on large vessels

After the microsaccade-free parallel strips were obtained, a gross registration of en face OCTA was performed based on large vessels to correct the malposition among strips. Large vessels were recognized as pixels with a decorrelation value greater than 1.3 times the mean value of the corresponding strip (colored in yellow in Fig. 6(A) and 6(B)). A similarity registration was used to account for translation, rotation, and focusing differences between en face strips. The registration process utilized a gradient descent to search for a similarity transformation that minimizes the squared difference of the large vessels of two zero-padded strips.

Specifically, all strips were zero padded to 100 pixels wider and higher than the original en face image. Then, any two strips (one from each volumetric scan) containing the largest overlap were considered as the reference strip and moving strip. Here, large vessels are
termed reference large vessel \( L_r(x, y) \) and moving large vessel \( L_m(x, y) \). The goal is to then find a transformation

\[
T_j(x, y; t) = \begin{pmatrix} t_1 & t_2 \\ t_3 & t_4 \end{pmatrix} \begin{pmatrix} x \\ y \end{pmatrix} + \begin{pmatrix} t_5 \\ t_6 \end{pmatrix}
\]

(2)

of the moving strip that minimizes the squared difference of the reference large vessel and transformed moving large vessel

\[
C_i(t) = \sum_{x,y} [L_r(x, y) - L_m(T_j(x, y; t))]^2
\]

(3)

where \((x, y)\) is the pixel coordinate and \(t\) is a vector of transformation parameters. This minimization can be solved iteratively by

\[
t^{(k+1)} = t^{(k)} + \alpha d^{(k)}
\]

\[
d^{(k)} = -\frac{\partial C_i^{(k)}}{\partial t}
\]

(4)

where \(\alpha\) is the iterative step size, and \(d^{(k)}\) is the gradient descent. An example of the gross registration (Fig. 6(C)) between reference strip (Fig. 6(A)) and transformed moving strip (Fig. 6(B)) is shown in Fig. 6. The gross registration is followed by the fine registration described below.

2.3.4 Fine registration based on small vessels

Slow eye motions within strips, such as those induced by eye drift, cause small scale distortions. We corrected this by aligning the small vessels with a deformable registration of the overlapped area. A multiscale vessel enhancement filter was first applied to enhance the capillary network [26]. Next, pixels that were not previously identified as large vessels, but have decorrelation values greater than 0.6 times the mean value of the entire corresponding strip were defined as small vessels \((S_r\) and \(S_m\) in reference and moving strips, respectively). Then the fine registration was performed based on the B-spline Free-form deformation (FFD) algorithm [27,28].
The size of the mesh grid was \( n_x \times n_y \) and the control points \( \phi_{i,j} \) were defined as the vertex of each grid. The local deformable field function can be written as:

\[
T_i(x, y) = \sum_{p=0}^{3} \sum_{q=0}^{3} B_p(u)B_q(v)\phi_{i+p,j+q}
\]  

(5)

where \( i = [x / n_x] - 1, \quad j = [y / n_y] - 1, \quad u = x / n_x - [x / n_x], \quad v = y / n_y - [y / n_y] \) (\([\cdot]\) means round down) and \( B_p, B_q \) represents the \( p \) or \( q \)-th basis function of the B-spline.

The B-splines are locally controlled, so each control point just affects limited points in the neighborhood. Each pixel was calculated according the transformed control points. The \( T_i(x, y) \) was found by a gradient descent method with two weighting cost functions \( C_{\text{smooth}} \) and \( C_{\text{similarity}} \) [27, 29].

\[
C_{\text{smooth}} = \frac{1}{A_o} \iint_{(x,y)\in A_o} \left[ \left( \frac{\partial^2 T}{\partial x^2} \right)^2 + \left( \frac{\partial^2 T}{\partial y^2} \right)^2 + \left( \frac{\partial^2 T}{\partial xy} \right)^2 \right] dxdy
\]

(7)

\[
C_{\text{similarity}} = \frac{1}{A_o} \iint_{(x,y)\in A_o} \left( S - S_o(T_i(x, y)) \right)^2 dxdy
\]

(8)

where \( A_o \) is the area of overlap. Considering the large vessels carries much larger flow than small vessels, their costs are handled separately:

\[
C_{\text{fine}} = \alpha \left( \lambda \cdot C_{\text{smooth}} + C_{\text{similarity}} \right) + \lambda \cdot C_{\text{smooth}} + CS_{\text{similarity}}
\]

(9)

where \( CL \) and \( CS \) are the cost function for large vessels and small vessels, respectively. \( \lambda = 0.01 \) was chosen based on the magnitude of \( C_{\text{smooth}} \) and \( C_{\text{similarity}} \), and \( \alpha \) was the weighting value between large vessels and small vessels. In this study, \( \alpha = 9 \) was chosen based on a test on pilot data sets. The comparison of registration results with different \( \alpha \) are shown in Fig. 7.

After the optimal transformation was found by a simple iterative gradient descent technique, the overlapped region of grossly registered moving strip \( M(x, y) \) was transformed by the deformable field just obtained.

\[
M'(x', y') = M(T_i(x, y))
\]

(10)

The completeness, veracity, and distinguishing degree of vasculature in the overlapped region was improved in the final merged image by registering the reference region \( R(x, y) \) and the transformed region \( M'(x', y') \) together. An example comparison of merged OCTA images with and without fine registration are shown in Fig. 8.
Fig. 7. The comparison of merged images registered using different weighting values ($\alpha$) between large and small vessels. The region with size of 6 × 5mm was selected in this figure. (A) when $\alpha = 2$, the merged image shows incorrectly registered vasculatures indicated by yellow boxes. (B) when $\alpha = 3$, the merged image is improved, but a double vessel still remains, outlined in the red box. (C) when $\alpha = 9$, the registration is optimized and merged image shows the best quality.

Fig. 8. Comparison of region (outlined in yellow) merged after (A) gross registration and (B) fine registration of two strips. The enlarged regions (outlined in red) in (A) and (B) are shown in (C) and (D), respectively. In (C), the large vessels merged after gross registration are not well connected to the single strip region (pointed by red arrows), and the small vessels are less clear than that of single strip. In (D), the large vessels merged after fine registration are continuous with the single strip and the small vessels are more clear than that of single strip.

The merged strip after both gross and fine registration process is considered as the new reference strip. Next, a new moving strip containing the largest overlap with the new reference strip is registered. This process repeats until all strips are registered and merged into one comprehensive en face OCTA image.
2.4 Montage of adjacent widefield images

The method described above can be applied for the automatic montaging of widefield OCTA en face images acquired at a known region of the eye and contain an overlap of consistent vascular patterns. In this study, a $23 \times 10$ mm montage was generated using five OCTA scans that each covered an area of $6 \times 10$ mm. The five scans were sequentially acquired from peripapillary to temporal regions by changing the fixation target. This allowed for adjacent scans to have small areas of overlap, around $1.5 \times 10$ mm. Each scan was considered to be a separate strip during the registration procedure.

3. Results

The automated parallel-strip registration between two strips took on average 11.8 seconds and within that time, the preprocessing step (Methods 2.3.1 and 2.3.2) took about 5.9 seconds. The test was performed on a workstation with Inter(R) Xeon(R) CPU E3-1226 v3 @ 3.30GHz and 16.0 GB RAM using MATLAB 2014b (Mathworks, Natick, MA).

---

Figure 9 shows en face OCTA of a healthy retina before and after applying parallel-strip registration method to y-fast scans (Fig. 9(A)-9(B), 9(D)-9(E)). Large transverse motion artifacts and incoherence of vasculature were corrected in the merged image (Fig. 9(C), 9(F)). On Fig. 9(A) and 9(B), it can be observed that the flow signal at the lower and upper left corners of en face image is poor, resulting in the capillaries having low contrast. These defects have been corrected (Fig. 9(C)) using the proposed method. Retinal capillary networks which were affected by motion artifacts in the original y-fast en face OCTAs can be easily identified in the merged image (Fig. 9(C) and 9(F)). Also, the background has been suppressed while flow signals have been enhanced.
By visual inspection, motion artifacts were reduced in all merged wide-field en face angiograms after parallel-strip registration compared to unregistered y-fast scans. To quantitatively evaluate the capability to remove microsaccadic motions, we counted the number of microsaccade motion artifacts (white lines) present in original en face y-fast OCTA, and the number of microsaccade motion artifacts corrected by the registration algorithm. We found 100% of large movement artifacts were successfully removed in 50 y-fast scans of normal eyes and 20 y-fast scans of eyes with PDR. When microsaccade motion artifacts are overlapped between the two y-fast scans (Fig. 10(A) and 10(B)), the interpolation process was applied. The motion artifact overlap was filled based on neighboring pixels. Since the number of missing lines is only 1 or 2 in all the scans we processed and interpolation can achieve seamless filling (Fig. 10(C)), it seems the overlap of microsaccade should not be problematic. It should be noted that the residual variation in the vessel brightness between lines is due to the uneven number of original scans merged in the final en face OCTA. For example, the lines registered and merged from two scans show more capillary network and the lines composed of only one scan show less capillary network.

Fig. 10. Interpolation of positions in registered and merged en face OCTA image with overlapped microsaccade motion artifacts in original y-fast scans. (A) 1st y-fast en face OCTA. (B) 2nd y-fast en face OCTA. (C) merged image. The interpolation was performed on the lines with missing flow information due to overlapped microsaccades. The overlapped artifacts and the corresponding regions fixed by interpolation were indicated by red (1st example) and yellow (2nd example) arrows.

To quantitatively evaluate how fine registration improves the image contrast, the root mean square (RMS) contrast [30] was used and is defined as the standard deviation of the decorrelation value Eq. (11).

$$C_{\text{RMS}} = \sqrt{\frac{1}{A} \sum_{(x,y) \in A} (M(x,y) - \overline{M})^2} \quad \text{(11)}$$

where A is the area of the merged image, $M(x,y)$ is the decorrelation value of coordinate $(x,y)$ and $\overline{M}$ is the mean decorrelation value of the entire merged image. Comparison of the $C_{\text{RMS}}$ before and after fine registration was performed on all $6 \times 10 \text{ mm}$ en face OCTA in this study. The improvement of contrast is shown in Table 1.

| Table 1. The Comparison of the RMS Contrast |
|-------------------------------------------|
| **RMS contrast (mean ± sd)** | **Before fine registration** | **After fine registration** | **Improvement** |
|---------------------------------|-----------------------------|-----------------------------|-----------------|
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The eye of PDR is characterized by heterogeneous vasculature with areas of drop out as well as new vessels that are present above the ILM (vitreous slab). Proliferative vasculature in the vitreous slab was registered and merged according to the deformable field obtained from the registration of the retina layer (Fig. 11). After motion removal and registration, the nonperfusion areas are more distinctive and the neovascular network is more continuous, compared to the original non-registered images.

![Fig. 11. Registration of two y-fast en face OCTA (6 × 10mm) of an eye with proliferative diabetic retinopathy (PDR). (A) 1st y-fast en face OCTA of retina. (B) 2nd y-fast en face OCTA of retina. (C) Merged retinal image using proposed parallel-strip registration. (D) 1st y-fast en face OCTA of vitreous with retinal neovascularization (RNV). (E) 2nd y-fast en face OCTA of vitreous with RNV. (F) Merged vitreous image by applying deformable field obtained from the retinal slab. Red arrow indicates a vertical motion artifact crossing through a nonperfusion region.](image)

We also demonstrated the ability to perform automated ultrawide-field montage using the same registration scheme. Figure 12 shows 25 × 10mm ultrawide-field OCTA of retinal vasculature in a normal subject. It can be observed that the integrity of retinal vasculature throughout the entire posterior pole of the eye was greatly recovered by registration process. The whole angiogram is fairly homogenous.
4. Discussion

We have developed a parallel-strip registration method to remove motion artifacts on a ultrahigh-speed OCTA system. This method is well suited for the rectangular scan pattern of ultrahigh-speed OCT, and can help in generating ultrawide-field OCTA images of retinal vasculature.

In the motion detection step, a threshold of 1.5 times the mean decorrelation value of whole en face image was used to detect the microsaccadic motion artifacts in the corresponding B-frame. This threshold was chosen based on the pilot data sets acquired from healthy subjects. It works well in almost all data set in this study except when a large portion of B-frame contained a large vessel parallel to the B-frame. This will lead to a false positive motion detection. However, this situation is uncommon since vessels typically possess some level of curvature.

In the PDR patient scans, the vitreous layer with retinal neovascularization was registered and merged based on the deformable field obtained from the retina slab. Here we ignored the motion difference between vitreous and retina because of the high speed A-scan rate (5 μs/A-line). As we expected, slight registration artifacts are not visible in the images of vitreous slab.

In this study, the commonly used pre-registration between two repeated B-frames wasn’t applied, but an alternative method, i.e. brightness adjustment between fast scans was chosen to eliminate the artifacts caused by small motions. We have several reasons for this decision. First, SSADA algorithm splits the spectrum into several spectral channels to enhance the flow detection and simultaneously reduce the sensitivity of eye motion along laser beam direction (z-axis) [1]. Second, the pre-registration between B-frames is very time-consuming and only corrects the motions at y and z axes in our case, but not the direction perpendicular to B-frames (x-axis). Whereas, the equalization of decorrelation value between lines (projected B-frames) can minimize the artifacts caused by motions, regardless of their directions. Shown by our results, this simple step used in our algorithm is very effective.

A limitation of this method is that only the information from one scan can be used at lines with microsaccade motion artifacts in the merged image, which generates less dense vessel density than that of lines with information from two scans. To overcome this variation, registering three repeated scans and merging two registered scans can be considered in practice.

Another limitation of this study is that the lateral sampling space used in this scan protocol is relatively low. Scanning a smaller dimension on both fast and slow axes would allow for a larger A-line density and subsequent enhanced angiogram contrast, which will facilitate the
application of registration algorithm. Further study is needed to optimize the relationship between the registration performance, the scan size, and the sampling density.

5. Conclusion

In summary, we proposed an automated motion correction algorithm using parallel-strip registration to remove motion artifacts and improve image quality by merging two en face angiograms scanned by a ultrahigh speed, swept source OCT. We corrected the motion artifacts using gross registration based on the large retinal vessels and fine registration based on the small retinal vessels using free-form deformation. We tested our algorithm on healthy control and PDR patients. We also demonstrated our method can be used for the automated ultrawide-field montage. The study indicates this method may help to improve the diagnostic accuracy by improving integrity of retinal vasculature.
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