CobaltF: A Fluent Metric for MT Evaluation

Marina Fomicheva, Núria Bel
IULA, Universitat Pompeu Fabra
firstname.lastname@upf.edu

Lucia Specia
University of Sheffield, UK
l.specia@sheffield.ac.uk

Iria da Cunha
Univ. Nacional de Educación a Distancia
iriad@flog.uned.es

Anton Malinovskiy
Nuroa Internet S. L.
amalinovskiy@gmail.com

Abstract

The vast majority of Machine Translation (MT) evaluation approaches are based on the idea that the closer the MT output is to a human reference translation, the higher its quality. While translation quality has two important aspects, adequacy and fluency, the existing reference-based metrics are largely focused on the former. In this work we combine our metric UPF-Cobalt, originally presented at the WMT15 Metrics Task, with a number of features intended to capture translation fluency. Experiments show that the integration of fluency-oriented features significantly improves the results, rivalling the best-performing evaluation metrics on the WMT15 data.

1 Introduction

Automatic evaluation plays an instrumental role in the development of Machine Translation (MT) systems. It is aimed at providing fast, inexpensive, and objective numerical measurements of translation quality. As a cost-effective alternative to manual evaluation, the main concern of automatic evaluation metrics is to accurately approximate human judgments.

The vast majority of evaluation metrics are based on the idea that the closer the MT output is to a human reference translation, the higher its quality. The evaluation task, therefore, is typically approached by measuring some kind of similarity between the MT (also called candidate translation) and a reference translation. The most widely used evaluation metrics, such as BLEU (Papineni et al., 2002), follow a simple strategy of counting the number of matching words or word sequences in the candidate and reference translations. Despite its wide use and practical utility, automatic evaluation based on a straightforward candidate-reference comparison has long been criticized for its low correlation with human judgments at sentence-level (Callison-Burch and Osborne, 2006).

The core aspects of translation quality are fidelity to the source text (or adequacy, in MT parlance) and acceptability (also termed fluency) regarding the target language norms and conventions (Toury, 2012). Depending on the purpose and intended use of the MT, manual evaluation can be performed in a number of different ways. However, in any setting both adequacy and fluency shape human perception of the overall translation quality.

By contrast, automatic reference-based metrics are largely focused on MT adequacy, as they do not evaluate the appropriateness of the translation in the context of the target language. Translation fluency is thus assessed only indirectly, through the comparison with the reference. However, the difference from a particular human translation does not imply that the MT output is disfluent (Fomicheva et al., 2015a).

We propose to explicitly model translation fluency in reference-based MT evaluation. To this end, we develop a number of features representing translation fluency and integrate them with our reference-based metric UPF-Cobalt, which was originally presented at WMT15 (Fomicheva et al., 2015b). Along with the features based on the target Language Model (LM) probability of the MT output, which have been widely used in the related fields of speech recognition (Uhrik and Ward, 1997) and quality estimation (Specia et al., 2009), we design a more detailed representation of MT fluency that takes into account the number of disfluent segments observed in the candidate translation. We test our approach with the data avail-
able from WMT15 Metrics Task and obtain very promising results, which rival the best-performing system submissions. We have also submitted the metric to the WMT16 Metrics Task.

2 Related Work

The recent advances in the field of MT evaluation have been largely directed to improving the informativeness and accuracy of candidate-reference comparison. Meteor (Denkowski and Lavie, 2014) allows for stem, synonym and paraphrase matches, thus addressing the problem of acceptable linguistic variation at lexical level. Other metrics measure syntactic (Liu and Gildea, 2005), semantic (Lo et al., 2012) or even discourse similarity (Guzmán et al., 2014) between candidate and reference translations. Further improvements have been recently achieved by combining these partial measurements using different strategies including machine learning techniques (Comelles et al., 2012; Giménez and Márquez, 2010b; Guzmán et al., 2014; Yu et al., 2015). However, none of the above approaches explicitly addresses the fluency of the MT output.

Predicting MT quality with respect to the target language norms has been investigated in a different evaluation scenario, when human translations are not available as benchmark. This task, referred to as confidence or quality estimation, is aimed at MT systems in use and therefore has no access to reference translations (Specia et al., 2010). Quality estimation can be performed at different levels of granularity. Sentence-level quality estimation (Specia et al., 2009; Blatz et al., 2004) is addressed as a supervised machine learning task using a variety of algorithms to induce models from examples of MT sentences annotated with quality labels. In the word-level variant of this task, each word in the MT output is to be judged as correct or incorrect (Luong et al., 2015; Bach et al., 2011), or labelled for a specific error type.

Research in the field of quality estimation is focused on the design of features and the selection of appropriate learning schemes to predict translation quality, using source sentences, MT outputs, internal MT system information and source and target language corpora. In particular, features that measure the probability of the MT output with respect to a target LM, thus capturing translation fluency, have demonstrated highly competitive performance in a variety of settings (Shah et al., 2013).

Both translation evaluation and quality estimation aim to evaluate MT quality. Surprisingly, there have been very few attempts at joining the insights from these two related tasks. A notable exception is the work by Specia and Giménez (2010), who explore the combination of a large set of quality estimation features extracted from the source sentence and the candidate translation, as well as the source-candidate alignment information, with a set of 52 MT evaluation metrics from the Asiya Toolkit (Giménez and Márquez, 2010a). They report a significant improvement over the reference-based evaluation systems on the task of predicting human post-editing effort. We follow this line of research by focusing specifically on integrating fluency information into reference-based evaluation.

3 UPF-Cobalt Review

UPF-Cobalt is an alignment-based evaluation metric. Following the strategy introduced by the well known Meteor (Denkowski and Lavie, 2014), UPF-Cobalt’s score is based on the number of aligned words with different levels of lexical similarity. The most important feature of the metric is a syntactically informed context penalty aimed at penalizing the matches of similar words that play different roles in the candidate and reference sentences. The metric has achieved highly competitive results on the data from previous WMT tasks, showing that the context penalty allows to better discriminate between acceptable candidate-reference differences and the differences incurred by MT errors (Fomicheva et al., 2015b). Below we briefly review the main components of the metric. For a detailed description of the metric the reader is referred to (Fomicheva and Bel, 2016).

3.1 Alignment

The alignment module of UPF-Cobalt builds on an existing system – Monolingual Word Aligner (MWA), which has been shown to significantly outperform state-of-the-art results for monolingual alignment (Sultan et al., 2014). We increase the coverage of the aligner by comparing distributed word representations as an additional source of lexical similarity information,
which allows to detect cases of quasi-synonyms (Fomicheva and Bel, 2016).

3.2 Scoring

UPF-Cobalt’s sentence-level score is a weighted combination of precision and recall over the sum of the individual scores computed for each pair of aligned words. The word-level score for a pair of aligned words \((t, r)\) in the candidate and reference translations is based on their lexical similarity \((\text{LexSim})\) and a context penalty which measures the difference in their syntactic contexts \((CP)\):

\[
score(t, r) = \text{LexSim}(t, r) - CP(t, r)
\]

Lexical similarity is defined based on the type of lexical match (exact match, stem match, synonyms, etc.)\(^2\) (Denkowski and Lavie, 2014). The crucial component of the metric is the context penalty, which is applied at word-level to identify the cases where the words are aligned (i.e. lexically similar) but play different roles in the candidate and reference translations and therefore should contribute less to the sentence-level score. Thus, for each pair of aligned words, the words that constitute their syntactic contexts are compared. The syntactic context of a word is defined as its head and dependent nodes in a dependency graph. The context penalty \((CP)\) is computed as follows:

\[
CP(t, r) = \frac{\sum_{1..i} w(C^r_i)}{\sum_{1..i} w(C^t_i)} \times \ln \left( \sum_{1..i} w(C_i) + 1 \right)
\]

where \(w\) refers to the weights that reflect the relative importance of the dependency functions of the context words, \(C\) refers to the words that belong to the syntactic context of the word \(r\) and \(C^r_i\) refers to the context words that are not equivalent.\(^3\) For the words to be equivalent two conditions are required to be met: a) they must be aligned and b) they must be found in the same or equivalent syntactic relation with the word \(r\). The context penalty is calculated for both candidate and reference words. The metric computes an average between reference-side context penalty and candidate-side context penalty for each word pair. The sentence-level average can be obtained in a straightforward way from the word-level values (we use it as a feature in the decomposed version of the metric below).

4 Approach

In this paper we learn an evaluation metric that combines a series of adequacy-oriented features extracted from the reference-based metric UPF-Cobalt with various features intended to focus on translation fluency. This section first describes the metric-based features used in our experiments and then the selection and design of our fluency-oriented features.

4.1 Adequacy-oriented Features

UPF-Cobalt incorporates in a single score various distinct MT characteristics (lexical choice, word order, grammar issues, such as wrong word forms or wrong choice of function words, etc.). We note that these components can be related, to a certain extent, to the aspects of translation quality being discussed in this paper. The syntactic context penalty of UPF-Cobalt is affected by the well-formedness of the MT output, and may reflect, although indirectly, grammaticality and fluency, whereas the proportion of aligned words depends on the correct lexical choice.

Using the components of the metric instead of the scores yields a more fine-grained representation of the MT output. We explore this idea in our experiments by designing a decomposed version of UPF-Cobalt. More specifically, we use 48 features (grouped below for space reasons):

- Percentage and number of aligned words in the candidate and reference translations
- Percentage and number of aligned words with different levels of lexical similarity in the candidate and reference translations
- Percentage and number of aligned function and content words in the candidate and reference translations
- Minimum, maximum and average context penalty
- Percentage and number of words with high context penalty\(^4\)
- Number of words in the candidate and reference translations

---

\(^2\)Specifically, the values for different types of lexical similarity are: same word forms - 1.0, lemmatizing or stemming - 0.9, WordNet synsets - 0.8, paraphrase database - 0.6 and distributional similarity - 0.5.

\(^3\)The weights \(w\) are: argument/complement functions - 1.0, modifier functions - 0.8 and specifier/auxiliary functions - 0.2.

\(^4\)These are words with the context penalty value higher than the average computed on the training set used in our experiments.
4.2 Fluency-oriented Features

We suggest that the fluency aspect of translation quality has been overlooked in the reference-based MT evaluation. Even though syntactically-informed metrics capture structural differences and are, therefore, assumed to account for grammatical errors, we note that the distinction between adequacy and fluency is not limited to grammatical issues and thus exists at all linguistic levels. For instance, at lexical level, the choice of a particular word or expression may be similar in meaning to the one present in the reference (adequacy), but awkward or even erroneous if considered in the context of the norms of the target language use. Conversely, due to the variability of linguistic expression, neither lexical nor syntactic differences from a particular human translation imply ill-formedness of the MT output.

Sentence fluency can be described in terms of the frequencies of the words with respect to a target LM. Here, in addition to the LM-based features that have been shown to perform well for sentence-level quality estimation (Shah et al., 2013), we introduce more complex features derived from word-level n-gram statistics. Besides the word-based representation, we rely on Part-of-Speech (PoS) tags. As suggested by (Felice and Specia, 2012), morphosyntactic information can be a good indicator of ill-formedness in MT outputs.

First, we select 16 simple sentence-level features from previous work (Felice and Specia, 2012; Specia et al., 2010), summarized below.

- Number of words in the candidate translation
- LM probability and perplexity of the candidate translation
- LM probability of the candidate translation with respect to an LM trained on a corpus of PoS tags of words
- Percentage and number of content/function words
- Percentage and number of verbs, nouns and adjectives

Essentially, these features average LM probabilities of the words to obtain a sentence-level measurement. While being indeed predictive of sentence-level translation fluency, they are not representative of the number and scale of the disfluent fragments contained in the MT sentence. Moreover, if an ill-formed translation contains various word combinations that have very high probability according to the LM, the overall sentence-level LM score may be misleading.

To overcome the above limitations, we use word-level n-gram frequency measurements and design various features to extend them to the sentence level in a more informative way. We rely on LM backoff behaviour, as defined in (Raybaud et al., 2011). LM backoff behaviour is a score assigned to the word according to how many times the target LM had to back-off in order to assign a probability to the word sequence. The intuition behind is that an n-gram not found in the LM can indicate a translation error. Specifically, the back-off behaviour value \( b(w_i) \) for a word \( w_i \) in position \( i \) of a sentence is defined as:

\[
b(w_i) = \begin{cases} 
7, & \text{if } w_{i-2}, w_{i-1}, w_i \text{ exists in the model} \\
6, & \text{if } w_{i-2}, w_{i-1}, \text{ and } w_i \text{ both exist in the model} \\
5, & \text{if only } w_{i-1}, w_i \text{ exists in the model} \\
4, & \text{if only } w_{i-2}, w_{i-1} \text{ and } w_i \text{ exist separately in the model} \\
3, & \text{if } w_{i-1} \text{ and } w_i \text{ both exist in the model} \\
2, & \text{if only } w_i \text{ exists in the model} \\
1, & \text{if } w_i \text{ is an out-of-vocabulary word} 
\end{cases}
\]

We compute this score for each word in the MT output and then use the mean, median, mode, minimum and maximum of the backoff behaviour values as separate sentence-level features. Also, we calculate the percentage and number of words with low backoff behaviour values (< 5) to approximate the number of fluency errors in the MT output.

Furthermore, we introduce a separate feature that counts the words with a backoff behaviour value of 1, i.e. the number of out-of-vocabulary (OOV) words. OOV words are indicative of the cases when source words are left untranslated in the MT. Intuitively, this should be a strong indicator of low MT quality.

Finally, we note that UPF-Cobalt, not unlike the majority of reference-based metrics, lacks information regarding the MT words that are not aligned or matched to any reference word. Such fragments do not necessarily constitute an MT error, but may be due to acceptable linguistic variations. Collecting fluency information specifically for these fragments may help to distinguish acceptable variation from MT errors. If a candidate word or phrase is absent from the reference
but is fluent in the target language, then the difference is possibly not indicative of an error and should be penalized less. Based on this observation, we introduce a separate set of features that compute the word-level measurements discussed above only for the words that are not aligned to the reference translation.

This results in 49 additional features, grouped here for space reasons:

- Summary statistics of the LM backoff behaviour (word and PoS-tag LM)
- Summary statistics of the LM backoff behaviour for non-aligned words only (word and PoS tag LM)
- Percentage and number of words with low backoff behaviour value (word and PoS tag LM)
- Percentage and number of non-aligned words with low backoff behaviour value (word and PoS tag LM)
- Percentage and number of OOV words
- Percentage and number of non-aligned OOV words

5 Experimental Setup

For our experiments, we use the data available from the WMT14 and WMT15 Metrics Tasks for into-English translation directions. The datasets consist of source texts, human reference translations and the outputs from the participating MT systems for different language pairs. During manual evaluation, for each source sentence the annotators are presented with its human translation and the outputs of a random sample of five MT systems, and asked to rank the MT outputs from best to worst (ties are allowed). Pairwise system comparisons are then obtained from this compact annotation. Details on the WMT data for each language pair are given in Table 1.

| LP   | WMT14 Rank | WMT14 Sys | WMT14 Src | WMT15 Rank | WMT15 Sys | WMT15 Src |
|------|------------|-----------|-----------|------------|-----------|-----------|
| Cs-En| 21,130     | 5         | 3,003     | 85,877     | 16        | 2,656     |
| De-En| 25,260     | 13        | 3,003     | 40,535     | 13        | 2,169     |
| Fr-En| 26,090     | 8         | 3,003     | 29,770     | 7         | 1,500     |
| Ru-En| 34,460     | 13        | 3,003     | 44,539     | 13        | 2,818     |
| Hi-En| 20,900     | 9         | 2,507     | -          | -         | -         |
| Fi-En| -          | -         | -         | 31,577     | 14        | 1,370     |

Table 1: Number of pairwise comparisons (Rank), translation systems (Sys) and source sentences (Src) per language pair for the WMT14 and WMT15 datasets

In our work we focus on sentence-level metrics’ performance, which is assessed by converting metrics’ scores to ranks and comparing them to the human judgements with Kendall rank correlation coefficient (τ). We use the WMT14 official Kendall’s Tau implementation (Macháček and Bojar, 2014). Following the standard practice at WMT and to make our work comparable to the official metrics submitted to the task, we exclude ties in human judgments both for training and for testing our system.

Our model is a simple linear interpolation of the features presented in the previous sections. For tuning the weights, we use the learn-to-rank approach (Burges et al., 2005), which has been successfully applied in similar settings in previous work (Guzmán et al., 2014; Stanojevic and Sima’an, 2015). We use a standard implementation of Logistic Regression algorithm from the Python toolkit scikit-learn5. The model is trained on WMT14 dataset and tested on WMT15 dataset.

For the extraction of word-level backoff behaviour values and sentence-level fluency features, we use Quest++6, an open source tool for quality estimation (Specia et al., 2015). We employ the LM used to build the baseline system for WMT15 Quality Estimation Task (Bojar et al., 2015).7 This LM provided was trained on data from the WMT12 translation task (a combination of news and Europarl data) and thus matches the domain of the dataset we use in our experiments. PoS tagging was performed with TreeTagger (Schmid, 1999).

6 Experimental Results

Table 2 summarizes the results of our experiments. Group I presents the results achieved by UPF-Cobalt and its decomposed version described in Section 4.1. Contrary to our expectations, the performance is slightly degraded when using the metrics’ components (UPF-Cobalt-comp). Our intuition is that this happens due to the sparseness of the features based on the counts of different types of lexical matches.

Group II reports the performance of the fluency features presented in Section 4.2. First of all, we note that these features on their own (FeaturesF)
achieve a reasonable correlation with human judgments, showing that fluency information is often sufficient to compare the quality of two candidate translations. Secondly, fluency features yield a significant improvement when used together with the metrics’ score (CobaltF\text{simple}) or with the components of the metric (CobaltF\text{comp}). We further boost the performance by combining the scores of the metrics BLEU, Meteor and UPF-Cobalt with our fluency features (MetricsF).

The results demonstrate that fluency features provide useful information regarding the overall translation quality, which is not fully captured by the standard candidate-reference comparison. These features are discriminative when the relationship to the reference does not provide enough information to distinguish between the quality of two alternative candidate translations. For example, it may well be the case that both MT outputs are very different from human reference, but one constitutes a valid alternative translation, while the other is totally unacceptable.

Finally, Groups III and VI contain the results of the best-performing evaluation systems from the WMT15 Metrics Task, as well as the baseline BLEU metric (Papineni et al., 2002) and a strong competitor, Meteor (Denkowski and Lavie, 2014), which we reproduce here for the sake of comparison. DPMFComb (Yu et al., 2015) and RATATOUILLE (Marie and Apidianaki, 2015) use a learnt combination of the scores from different evaluation metrics, while BEER_Treepel (Stanojevic and Sima’an, 2015) combines word matching, word order and syntax-level features. We note that the number and complexity of the metrics used in the above approaches is quite high. For instance, DPMFComb is based on 72 separate evaluation systems, including the resource-heavy linguistic metrics from the Asiya Toolkit (Giménez and Márquez, 2010a).

7 Conclusions

The performance of reference-based MT evaluation metrics is limited by the fact that dissimilarities from a particular human translation do not always indicate bad MT quality. In this paper we proposed to amend this issue by integrating translation fluency in the evaluation. This aspect determines how well a translated text conforms to the linguistic regularities of the target language and constitutes a strong predictor of the overall MT quality.

In addition to the LM-based features developed in the field of quality estimation, we designed a more fine-grained representation of translation fluency, which in combination with our reference-based evaluation metric UPF-Cobalt yields a highly competitive performance for the prediction of pairwise preference judgments. The results of our experiments thus confirm that the integration of features intended to address translation fluency improves reference-based MT evaluation.

In the future we plan to investigate the performance of fluency features for the modelling of other types of manual evaluation, such as absolute scoring.
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| Metric       | cs-en    | de-en    | fr-en    | ru-en    | Avg τ    |
|--------------|---------|---------|---------|---------|---------|
| I            | .457±.011 | .427±.011 | .437±.011 | .386±.011 | .402±.011 |
| UPF-Cobalt   | .442±.011 | .418±.011 | .428±.011 | .387±.011 | .388±.011 |
| UPF-Cobalt\text{} (comp) | .373±.011 | .337±.011 | .359±.011 | .267±.011 | .263±.011 |
| II           | .441±.011 | .445±.011 | .455±.011 | .401±.011 | .395±.011 |
| CobaltF\text{} (simple) | .487±.011 | .438±.011 | .464±.011 | .403±.011 | .395±.011 |
| CobaltF\text{} (comp) | .481±.011 | .438±.011 | .464±.011 | .403±.011 | .395±.011 |
| MetricsF     | .502±.011 | .457±.011 | .450±.011 | .413±.011 | .410±.011 |
| III          | .495±.011 | .482±.011 | .445±.011 | .395±.011 | .418±.011 |
| DPMFComb     | .471±.011 | .447±.011 | .438±.011 | .389±.011 | .403±.011 |
| BEER_Treepel | .472±.011 | .441±.011 | .421±.011 | .398±.011 | .393±.011 |
| RATATOUILLE  | .391±.011 | .360±.011 | .308±.011 | .258±.011 | .292±.011 |
| IV           | .439±.011 | .422±.011 | .406±.011 | .380±.011 | .386±.011 |
| BLEU         | .427±.011 | .422±.011 | .406±.011 | .380±.011 | .402±.011 |
| Meteor       | .439±.011 | .422±.011 | .406±.011 | .380±.011 | .402±.011 |

Table 2: Sentence-level evaluation results for WMT15 dataset in terms of Kendall rank correlation coefficient (τ)
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