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Abstract

By using the decomposition of the decoherence-free subalgebra $\mathcal{N}(\mathcal{T})$ in direct integrals of factors, we obtain a structure theorem for every uniformly continuous QMSs. Moreover we prove that, when there exists a faithful normal invariant state, $\mathcal{N}(\mathcal{T})$ has to be atomic and decoherence takes place.

1 Introduction

The irreversible evolution of an Open Quantum System can be described by a Quantum Markov Semigroups (QMS) on a von Neumann algebra, i.e. a weakly* continuous semigroup $\mathcal{T} = (T_t)_{t \geq 0}$ of normal, completely positive, identity preserving maps. The loss of *–automorphic dynamics, due to the interaction of the system with the environment, is often indicated by physicists with the name of “decoherence”. In order to reduce this phenomenon it is important to identify a decoherence-free subalgebra, i.e. a maximal subalgebra on which the system behaves as a closed system (see [1, 2, 3, 4, 5, 6]). In other words, the decoherence-free subalgebra is noisy-free with respect to the typical effects of the interaction. From a mathematical point of view this idea is expressed in a strengthened form in the definition of environmental decoherence introduced by Blanchard and Olkievicz in [3] (see also [7, 8, 9]), because it requires that non-automorphic part of the evolution vanishes in time.

For a special class of open quantum systems, described by uniformly continuous QMSs on $\mathcal{B}(\mathcal{H})$ (the space of all bounded operators on a complex
separable Hilbert space $\mathcal{H}$, the decoherence-free subalgebra is uniquely determined and it coincides with $\mathcal{N}(\mathcal{T})$, the biggest von Neumann algebra on which the semigroups $\mathcal{T}$ acts as a $*$-automorphism (see [10, 11, 12]). In [13, 14] we showed that, whenever $\mathcal{N}(\mathcal{T})$ is atomic, i.e. it can be written as direct sum of type I factors, its block diagonal structure forces the Lindblad operators to have a diagonal form, and induces a decomposition of the system into its noiseless and purely dissipative part, also determining the structure of invariant states. It is then natural to ask what happens if $\mathcal{N}(\mathcal{T})$ is not atomic, if it is however possible to provide an explicit characterization of this algebra.

The atomicity property of the decoherence-free subalgebra plays a crucial role also in the study of environmental decoherence, i.e. in the possibility to decompose the algebra $\mathcal{B}(\mathcal{H})$ into the direct sum of $\mathcal{N}(\mathcal{T})$ and a remaining space on which the dynamics vanishing in time: indeed we proved in [14, Theorem 11] that, assuming the existence of a faithful normal invariant state, the atomicity of $\mathcal{N}(\mathcal{T})$ is equivalent to have the previous splitting with $\mathcal{N}(\mathcal{T})$ equal to the so-called reversible algebra $\mathcal{M}_r$, i.e. the weak* closure of the algebra generated by the eigenvectors of $\mathcal{T}_t$ corresponding to zero real part eigenvalues. This algebra appears in another asymptotic decomposition of $\mathcal{B}(\mathcal{H})$, the Jacobs-de Leeuw-Glicksberg splitting ([15, 7]), and it is always the image of a normal conditional expectation. This last property ensures that $\mathcal{M}_r$ is atomic. So it is quite natural to compare the decoherence-free subalgebra and the reversible algebra also in a more general context, i.e. when $\mathcal{N}(\mathcal{T})$ is not necessarily atomic.

In this paper we deepen the analysis of $\mathcal{N}(\mathcal{T})$ providing the following results:

1. $\mathcal{N}(\mathcal{T})$ is decomposable with respect a suitable direct integral representation of $\mathcal{H}$, and its structure influences that one of the infinitesimal generator of $\mathcal{T}$. The starting idea has been to substitute the direct sum of type I factors in the decomposition of an atomic algebra, with the splitting in direct integral of factors, through the central decomposition induced by the center of $\mathcal{N}(\mathcal{T})$.

2. If the QMS has a faithful normal invariant state, $\mathcal{N}(\mathcal{T})$ coincides with the reversible algebra $\mathcal{M}_r$ and so it has to be atomic.

This last result has many interesting consequences on the study of QMSs, since it allows to solve some open problems concerning environmental decoherence. Indeed we obtain that, under the assumption of the existence of a faithful invariant state, the decomposition of $\mathcal{B}(\mathcal{H})$ induced by decoherence always exists, it is uniquely determined and it coincides with the Jacobs-de
Leeuw-Glicksberg splitting. This is exactly the same result we found in the finite-dimensional case (see [8]).

The paper is organized in the following way. In the second section we recall some basic facts on the structure of a uniformly continuous QMS with atomic decoherence-free subalgebra. In order to show that not all decoherence-free subalgebras are atomic, we exhibit an example in which $\mathcal{N}(\mathcal{T})$ is a type $II_1$ factor. In Section 3 we introduce the decomposition of $\mathcal{N}(\mathcal{T})$ in direct integral of factors and determine the structure induced on the infinitesimal generator. Section 4 contains the main results of the paper: the atomicity of $\mathcal{N}(\mathcal{T})$ when there exists a faithful normal invariant state and its equivalence with the reversible algebra. We remind in Appendix some results about the theory of direct integrals of von Neumann algebras.

2 The decoherence-free subalgebra $\mathcal{N}(\mathcal{T})$

Let $h$ be a complex separable Hilbert space. A QMS on the algebra $\mathcal{B}(h)$ of all linear and bounded operators on $h$ is a weakly$^\ast$ continuous semigroup $\mathcal{T} = (\mathcal{T}_t)_{t \geq 0}$ of completely positive, identity preserving and normal maps. We will make the assumption from now on that $\mathcal{T}$ is indeed uniformly continuous i.e. $\lim_{t \to 0^+} \sup_{\|x\| \leq 1} \|\mathcal{T}_t(x) - x\| = 0$. Its generator $\mathcal{L}$ can be then represented in the well-known (see [16],[17]) Gorini-Kossakowski-Sudarshan-Lindblad (GKSL) form as

$$\mathcal{L}(x) = i[H, x] - \frac{1}{2} \sum_{\ell \geq 1} (L_\ell^* L_\ell x - 2L_\ell^* x L_\ell + x L_\ell^* L_\ell),$$

(1)

where $H = H^*$ and $(L_\ell)_{\ell \geq 1}$ are operators on $h$ such that the series $\sum_{\ell \geq 1} L_\ell^* L_\ell$ is strongly convergent and $[,]$ denotes the commutator $[x, y] = xy - yx$. The choice of operators $H$ and $(L_\ell)_{\ell \geq 1}$ is not unique (see Parthasarathy [16] Theorem 30.16), however, this will not create any inconvenience in this paper.

Given a GKSL representation of $\mathcal{L}$ we call $\mathcal{L}_0$

$$\mathcal{L}_0(x) := -\frac{1}{2} \sum_{\ell \geq 1} (L_\ell^* L_\ell x - 2L_\ell^* x L_\ell + x L_\ell^* L_\ell), \quad x \in \mathcal{B}(h),$$

dissipative part of $\mathcal{L}$ and $i\delta_H(x) := i[H, x]$ Hamiltonian part of $\mathcal{L}$ by abuse of language. Clearly, we have $\mathcal{L} = i\delta_H + \mathcal{L}_0$.

The decoherence-free (DF) subalgebra of $\mathcal{T}$ is defined by

$$\mathcal{N}(\mathcal{T}) = \{ x \in \mathcal{B}(h) \mid \mathcal{T}_t(x^* x) = \mathcal{T}_t(x^*)^* \mathcal{T}_t(x), \mathcal{T}_t(xx^*) = \mathcal{T}_t(x) \mathcal{T}_t(x^*) \quad \forall t \geq 0 \}.$$ 

(2)
It is a well known fact that $\mathcal{N}(\mathcal{T})$ is the biggest von Neumann subalgebra of $\mathcal{B}(\mathfrak{h})$ on which every $\mathcal{T}_t$ acts as a $\ast$-automorphism (see e.g. [18] Theorem 3.1, [10] Proposition 2.1), i.e. the system associated with $\mathcal{N}(\mathcal{T})$ is the biggest one evolving as a closed system. This explains the name given to this algebra.

In the following proposition we recall some preliminary properties of $\mathcal{N}(\mathcal{T})$, whose proof can be found in [13].

**Proposition 1.** Let $\mathcal{T}$ be a QMS on $\mathcal{B}(\mathfrak{h})$ and let $\mathcal{N}(\mathcal{T})$ be the set defined by (2). Then

1. $\mathcal{N}(\mathcal{T})$ is $\mathcal{T}_t$-invariant for all $t \geq 0$,
2. for all $x \in \mathcal{N}(\mathcal{T})$, $y \in \mathcal{B}(\mathfrak{h})$ and $t \geq 0$ we have $\mathcal{T}_t(x^* y) = \mathcal{T}_t(x^*) \mathcal{T}_t(y)$ and $\mathcal{T}_t(y^* x) = \mathcal{T}_t(y^*) \mathcal{T}_t(x)$,
3. $\mathcal{N}(\mathcal{T})$ is a von Neumann subalgebra of $\mathcal{B}(\mathfrak{h})$,
4. $\mathcal{N}(\mathcal{T}) \subseteq \{ x \in \mathcal{B}(\mathfrak{h}) \mid \mathcal{T}_t(x) = e^{itH} x e^{-itH} \ \forall \ t \geq 0 \}$, for all self-adjoint operator $H$ in GKSL representation of $\mathcal{L}$,
5. $\mathcal{N}(\mathcal{T})$ is the commutant of the set of operators

$$\{ \delta^n_H(L_\ell), \delta^n_H(L_\ell^*) \mid n \geq 0, \ell \geq 1 \}. \quad (3)$$

In [13, 14] we have extensively studied the structure of $\mathcal{N}(\mathcal{T})$ when this algebra is atomic.

We recall some preliminary definitions and results on von Neumann algebras.

Given a von Neumann algebra $\mathcal{M}$, we denote by $\mathcal{P}_{\min}(\mathcal{M})$ the set of its minimal projections, and by $\mathcal{Z}(\mathcal{M})$ its center, i.e. the von Neumann algebra

$$\mathcal{Z}(\mathcal{M}) := \{ x \in \mathcal{M} : [x, y] = 0 \ \forall \ y \in \mathcal{M} \}.$$

If $p$ is a projection in $\mathcal{M}$, its central support $z_p$ is the smallest projection in $\mathcal{Z}(\mathcal{M})$ such that $p \leq z_p$.

A project $p$ is called finite if, whenever we have $p = u^* u e uu^* \leq p$ for some $u \in \mathcal{M}$, then $uu^* = p$ (Definition 6.3.1 in [19]).

**Definition 2.** Let $\mathcal{M}$ be a von Neumann algebra acting on $\mathfrak{h}$.

- $\mathcal{M}$ is called atomic if for every non-zero projection $p \in \mathcal{M}$ there exists $q \in \mathcal{P}_{\min}(\mathcal{M})$, $q \neq 0$, such that $q \leq p$.
- $\mathcal{M}$ is a factor if $\mathcal{Z}(\mathcal{M}) = \mathbb{C} \mathbb{1}$. 
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- $\mathcal{M}$ is a type I factor if it is a factor and possesses a non-zero minimal projection.

- $\mathcal{M}$ is a type II factor if there are no minimal projections but there are non-zero finite projections. In particular $\mathcal{M}$ is a type $II_1$ factor if $\mathbb{1}$ is finite.

- $\mathcal{M}$ is a type III factor if it has no non-zero finite projections.

We refer to Kadison book [19] for these definitions (Definition 6.5.1 and Corollary 6.5.3).

The following result gives some characterizations of the atomicity (see Theorem 5 of [20], Theorem iv.2.2.2 of [21], Theorem 6 and Proposition A.1 in [13]).

**Proposition 3.** Let $\mathcal{M}$ be a von Neumann subalgebra of $\mathcal{B}(\mathcal{H})$. The following facts are equivalent:

1. $\mathcal{M}$ is atomic,

2. $\mathcal{M}$ is the image of a normal conditional expectation (i.e. a normal norm one projection) $\mathcal{E} : \mathcal{B}(\mathcal{H}) \to \mathcal{M}$,

3. there exists a countable family $(p_i)_{i \in I}$ of pairwise orthogonal minimal projections in $\mathcal{Z}(\mathcal{M})$ such that $\sum_i p_i = \mathbb{1}$ and $p_i \mathcal{M} p_i$ is a type I factor for all $i \in I$.

In [13] we explained as the block-diagonal structure of an atomic decoherence-free subalgebra (see item 3 of the previous proposition) has important consequences on the structure of the semigroup and its invariant states. In particular, the Lindblad operators in any GKSL representation of the generator inherit this block-decomposition.

More precisely our result is the following (see Theorem 3.2 in [13]).

**Theorem 4.** $\mathcal{N}(T)$ is an atomic algebra if and only if there exist two countable sequences of Hilbert spaces $(k_i)_i$, $(m_i)_i$ such that (up to a unitary isomorphism) $\mathcal{H} = \oplus_{i \in I} (k_i \otimes m_i)$ and $\mathcal{N}(T) = \oplus_{i \in I} (\mathcal{B}(k_i) \otimes \mathbb{1}_{m_i})$.

In particular in this case, the following facts hold:

1. for every GKSL representation of $\mathcal{L}$ by means of operators $H, (L_{\ell})_{\ell \geq 1}$, we have

   $$L_{\ell} = \oplus_{i \in I} \left( \mathbb{1}_{k_i} \otimes N^{(i)}_{\ell} \right)$$
for a collection \((N^{(i)}_\ell)_{\ell \geq 1}\) of operators in \(\mathcal{B}(m_i)\), such that the series 
\[
\sum_{\ell \geq 1} N^{(i)}_\ell \text{ is strongly convergent for all } i \in I,
\]
and
\[
H = \bigoplus_{i \in I} \left( H_i \otimes \mathbb{1}_{m_i} + \mathbb{1}_{k_i} \otimes N^{(i)}_0 \right)
\]
for self-adjoint operators \(N_i \in \mathcal{B}(k_i)\) and \(N^{(i)}_0 \in \mathcal{B}(m_i)\), \(i \in I\).

2. defining on the algebra \(\mathcal{B} \left( \bigoplus_{i \in I} (k_i \otimes m_i) \right)\)
\[
\mathcal{L}^{\text{df}} = i \left[ \bigoplus_{i \in I} (H_i \otimes \mathbb{1}_{m_i}), \cdot \right]
\]
and \(\mathcal{L}^{\text{da}}\) as the Lindblad operator given by
\[
\{ \bigoplus_{i \in I} (\mathbb{1}_{k_i} \otimes N^{(i)}_\ell), \bigoplus_{i \in I} (\mathbb{1}_{k_i} \otimes N^{(i)}_0) \mid \ell \geq 1 \},
\]
we find the commuting generators \(\mathcal{L}^{\text{df}}\) and \(\mathcal{L}^{\text{da}}\) of two commuting QMSs \(\mathcal{T}^{\text{df}}\) (the decoherence-free semigroup) and \(\mathcal{T}^{\text{da}}\) (the decoherence-affected semigroup) such that \(\mathcal{T}_t = \mathcal{T}^{\text{df}}_t \circ \mathcal{T}^{\text{da}}_t = \mathcal{T}^{\text{df}}_t \circ \mathcal{T}^{\text{da}}_t\).

3. we have \(\mathcal{N}(\mathcal{T}^{m_i}) = \mathbb{C} \mathbb{1}_{m_i}\), where \(\mathcal{T}^{m_i}\) is the QMS on \(\mathcal{B}(m_i)\) whose GKSL generator is given by operators \(\{N^{(i)}_0, N^{(i)}_\ell\}_\ell\).

4. the action of \(\mathcal{T}^{\text{df}}\) is explicitly given by \(\mathcal{T}^{\text{df}}_t(x) = e^{it\tilde{H}} xe^{-it\tilde{H}}\) for all \(x \in \mathcal{B} \left( \bigoplus_{i \in I} (k_i \otimes m_i) \right)\), where \(\tilde{H}\) is the self-adjoint operator \(\bigoplus_{i \in I} (H_i \otimes \mathbb{1}_{m_i})\); moreover \(\mathcal{N}(\mathcal{T}^{\text{df}}) = \mathcal{B} \left( \bigoplus_{i \in I} (k_i \otimes m_i) \right)\) and \(\mathcal{N}(\mathcal{T}^{\text{da}}) = \mathcal{N}(\mathcal{T})\).

5. we have \(\mathcal{T}_t(x \otimes y) = e^{itH_i} xe^{-itH_i} \otimes \mathcal{T}^{m_i}(y)\) for \(x \in \mathcal{B}(k_i), y \in \mathcal{B}(m_i)\).

Unfortunately, not all the decoherence-free subalgebras of uniformly continuous semigroups on \(\mathcal{B}(\mathfrak{h})\) are atomic. In the following section we provide an example in which \(\mathcal{N}(\mathcal{T})\) is a type II_1 factor.

### 2.1 Example of \(\mathcal{N}(\mathcal{T})\) type II_1 factor

First of all we recall some preliminary facts on the group theory (see for example section 6.7 in [19]).

Given a discrete group \(G\) with unit element \(e\), we take \(\mathfrak{h} = \ell^2(G)\) with orthonormal basis \(\{1_g\}_{g \in G}\), where \(1_g(h) = \delta_{g,h}\).

Recalling that, for \(u, v \in \mathfrak{h}\) the convolution \(u \ast v\) is defined as the element in \(\ell^\infty(G)\) by
\[
(u \ast v)(g) = \sum_{h \in G} u(g^{-1} h) v(h) = \sum_{h \in G} u^{-1}(h) v(h g), \quad \forall g \in G,
\]
we obtain two linear maps from \( h \) to \( \ell^\infty(G) \) by setting
\[
L_u(v) = u * v, \quad R_u(v) = v * u.
\]
In particular \( L_{1_g} \) and \( R_{1_g} \) belong to \( \mathcal{B}(h) \) for all \( g \in G \), are unitary operators and they generate two von Neumann algebras, \( \mathcal{L}_G \) and \( \mathcal{R}_G \) respectively, such that \( \mathcal{L}'_G = \mathcal{R}_G \) (Theorem 6.7.2 in [19]). Moreover, the following facts hold:

1. \( \mathcal{L}_G = \{ L_u : u \in h, L_u \in \mathcal{B}(h) \} \) and \( \mathcal{R}_G = \{ R_u : u \in h, R_u \in \mathcal{B}(h) \} \),
2. \( (L_{1_g} u)(h) = u(g^{-1}h) e \) \( (R_{1_g} u)(h) = u(hg^{-1}) \) for all \( u \in \ell^2 \),
3. \( L_{1_g} + L_{1_h} = L_{1_{g+h}} \) and \( \alpha L_{1_g} = L_{\alpha 1_g} \) for all \( \alpha \in \mathbb{C} \),
4. \( L_{1_g} L_{1_h} = L_{1_{g+h}} \) and \( L_{1_g}^* = L_{1_{g^{-1}}} \),
5. \( L_{1_e} = \mathbb{I} \).

Similar results hold for \( R_{1_g} \).

Now, Proposition 6.7.4 and Theorem 6.7.5 in [19] give the following

**Theorem 5.** The von Neumann algebras \( \mathcal{L}_G \) and \( \mathcal{R}_G \) are finite. Moreover, if \( G \neq \{ e \} \) and the conjugacy class of every \( g \neq e \) is infinite, then \( \mathcal{L}_G \) and \( \mathcal{R}_G \) are factors of type \( II_1 \).

An example of discrete group satisfying the condition of the theorem above is the free (non abelian) group \( \mathcal{F}_n \) on \( n \) generators (with \( n \neq 2 \)), i.e. the group of “words” formed from the \( n \) generators (see Example 6.7.6 in [19]).

We finally are in position to introduce the QMS having as \( \mathcal{N}(\mathcal{T}) \) a type II factor.

**Example 6.** We consider \( G = \mathcal{F}_n \) for some finite number \( n \geq 2 \), and \( h = \ell^2(G) \) as before. For every \( x \in \mathcal{B}(h) \) we consider the bounded operator
\[
\mathcal{L}(x) = \sum_{g \in G} L_{1_g}^* x L_{1_g} - x = \sum_{g \in G} L_{1_{g^{-1}}} x L_{1_{g^{-1}}} - x,
\]
where the sum over \( g \in G \) is countable being \( G \) a discrete group. Since \( \mathcal{L} \) is expressed in a GKSL form (recall that operators \( L_{1_g} \) are unitary), it generates a uniformly continuous QMS \( \mathcal{T} \) on \( \mathcal{B}(h) \), and it satisfies
\[
\mathcal{N}(\mathcal{T}) = \{ L_{1_g} : g \in G \}' = \mathcal{L}'_G = \mathcal{R}_G,
\]
for the Hamiltonian is a multiple of the identity operator. We can then conclude that \( \mathcal{N}(\mathcal{T}) \) is a type \( II_1 \) factor. Moreover, by Theorem 21 we will say that \( \mathcal{T} \) has not faithful normal invariant states.
3 Integral decomposition of $\mathcal{N}(\mathcal{T})$

We are now interested to understand what happens whenever $\mathcal{N}(\mathcal{T})$ is not atomic: can we also obtain some decomposition of this algebra? And, in this case, such a decomposition forces operators $\{H, L_k\}_k$ in any GKSL representation to have a suitable structure?

We will show that every element of $\mathcal{N}(\mathcal{T})$ is decomposable with respect to a suitable “disintegration” of $h$ in direct integral of Hilbert spaces. Moreover, this structure of the decoherence-free algebra induces a decomposition of Lindblad operators $\{H, L_k\}_k$ with respect to the same direct integral decomposition.

To this end, we can apply Theorem 28 in Appendix to the von Neumann algebra $\mathcal{R} := \mathcal{Z}(\mathcal{N}(\mathcal{T}))'$ obtaining a decomposition of $h$ in the direct integral of Hilbert spaces $(h_\gamma)_\gamma$ over a (locally compact complete separable metric) measure space $(\Gamma, \mu)$,

$$h = \int_\Gamma h_\gamma \, d\mu(\gamma).$$

Moreover there exists a family of von Neumann algebras $(\mathcal{R}_\gamma)_{\gamma \in \Gamma}$ on $(h_\gamma)_\gamma$ such that $\mathcal{Z}(\mathcal{N}(\mathcal{T}))'$ has the integral decomposition

$$\mathcal{Z}(\mathcal{N}(\mathcal{T}))' = \int_\Gamma \mathcal{R}_\gamma \, d\mu(\gamma),$$

i.e. every element of $\mathcal{Z}(\mathcal{N}(\mathcal{T}))'$ is a decomposable operator.

Now, we want make use of the same theorem taking $\mathcal{A} := \mathcal{Z}(\mathcal{N}(\mathcal{T}))$ as subalgebra of $\mathcal{Z}(\mathcal{R})$, so that $\mathcal{Z}(\mathcal{N}(\mathcal{T}))$ is the diagonal algebra with respect this decomposition.

So, as a first step, we have to prove the inclusion $\mathcal{Z}(\mathcal{N}(\mathcal{T})) \subseteq \mathcal{Z}(\mathcal{R})$.

Actually, by following lemma, we can say something more.

**Lemma 7.** If $\mathcal{M}$ is a von Neumann algebra, then

$$\mathcal{Z}(\mathcal{M}) = \mathcal{Z}(\mathcal{Z}(\mathcal{M})').$$

**Proof.** The equality can be shown by a direct computation. Indeed, by the definition of center we have that $\mathcal{Z}(\mathcal{Z}(\mathcal{M})') = \mathcal{Z}(\mathcal{M})'' \cap \mathcal{Z}(\mathcal{M})'$. But the double commutant theorem gives $\mathcal{Z}(\mathcal{M})'' = \mathcal{Z}(\mathcal{M})$, so that $\mathcal{Z}(\mathcal{Z}(\mathcal{M})') = \mathcal{Z}(\mathcal{M}) \cap \mathcal{Z}(\mathcal{M})'$. Finally, since the center of a von Neumann algebra is always abelian, we obtain $\mathcal{Z}(\mathcal{M}) \cap \mathcal{Z}(\mathcal{M})' = \mathcal{Z}(\mathcal{M}) = \mathcal{Z}(\mathcal{M})$.

Therefore, if $\mathcal{M} = \mathcal{N}(\mathcal{T})$, the abelian algebra $\mathcal{Z}(\mathcal{N}(\mathcal{T}))$ coincides with $\mathcal{Z}(\mathcal{Z}(\mathcal{N}(\mathcal{T})))' = \mathcal{Z}(\mathcal{R})$ and so, in particular, it is the maximal abelian
subalgebra of \( \mathcal{Z}(\mathcal{N}(\mathcal{T}))' \). By Theorem 29 we have then the equality \( \mathcal{R}_\gamma = \mathcal{B}(h_\gamma) \) for almost every \( \gamma \in \Gamma \).

These results are summed up in the following Proposition:

**Proposition 8.** There exists a (locally compact complete separable metric) measure space \((\Gamma, \mu)\) such that, up to unitary isomorphisms, \( h \) is the direct integral of Hilbert spaces \((h_\gamma)_{\gamma \in \Gamma}\) over \((\Gamma, \mu)\) and \( \mathcal{Z}(\mathcal{N}(\mathcal{T}))' \) is the algebra of all decomposable operators. In particular,

\[
\mathcal{Z}(\mathcal{N}(\mathcal{T}))' = \int_{\Gamma}^\oplus \mathcal{B}(h_\gamma) \, d\mu(\gamma).
\]

Every element of \( \mathcal{N}(\mathcal{T}) \) is decomposable, i.e.

\[
\mathcal{N}(\mathcal{T}) = \int_{\Gamma}^\oplus \mathcal{N}(\mathcal{T})_\gamma \, d\mu(\gamma)
\]

where \( \mathcal{N}(\mathcal{T})_\gamma \) are factors almost everywhere.
The center \( \mathcal{Z}(\mathcal{N}(\mathcal{T})) \) of \( \mathcal{N}(\mathcal{T}) \) is the diagonal algebra with respect to this decomposition.

The decomposition of \( \mathcal{N}(\mathcal{T}) \) provided in proposition above is referred to as “the central decomposition of \( \mathcal{N}(\mathcal{T}) \) (into factors)”.

In this case there is no serious loss of generality if we think of \( \Gamma \) as the unit interval, \( \Gamma_c \), plus at most a countable number of atoms, \((\Gamma_n)_{n \in \mathbb{N}}\). Therefore \( \mu \) can be written as the sum of a “continuous” measure (Lebesgue measure on the unit interval) \( \mu_c \) and discrete measures \((\mu_n)_{n \in \mathbb{N}}\). So we have that

\[
h = \int_{\Gamma_c}^\oplus h_\gamma \, d\mu_c(\gamma) \oplus (\oplus_n h_{\gamma_m}).
\]

Now we can introduce some privileged projections. If we denote by \( h_d \) the discrete part of \( h \), i.e.

\[
h_d := \oplus_{n \in \mathbb{N}} h_{\gamma_m},
\]

and by \( \{e^m_i\}_{i \in I_m} \) an orthonormal basis of the (separable) Hilbert space \( h_{\gamma_m} \), the family \( \{e^m_i\}_{m \in \mathbb{N}, i \in I_m} \) clearly gives an orthonormal basis of the \( h_d \). Defining orthogonal projections

\[
p_n = |f_n\rangle \langle f_n|
\]

with \( f_n = f_n(m,i) := e^m_i \) for \( n \in I := \bigcup_{m \in \mathbb{N}} I_m \), and

\[
q := \int_{\Gamma_c}^\oplus 1_{h_\gamma} \, d\mu_c(\gamma),
\]

\[
\text{9}
\]
we finally obtain a countable family \( \{ q, p_i \}_{i \in I} \) of mutually orthogonal and diagonal projections summing up to the identity, such that each \( p_i \) is minimal in the center of \( \mathcal{N}(\mathcal{T}) \) and \( p_i \mathcal{N}(\mathcal{T}) p_i \) is a factor (see Proposition 3).

Moreover, if \( q \neq 0 \), by the same proposition, \( \mathcal{Z}(q \mathcal{N}(\mathcal{T}) q) \) is the diagonal algebra with respect to the integral decomposition of

\[
\mathbf{h}_c := \int_{\Gamma}^\oplus \mathbf{h}_\gamma d\mu_c(\gamma).
\]

Therefore, it is \(*\)-isomorphic to the multiplication algebra of \( L^2(\Gamma_c, \mu_c) \) (see Examples 14.1.4(a) and 14.1.11(a)), that does not possess minimal projections.

**Theorem 9.** The decoherence-free subalgebra \( \mathcal{N}(\mathcal{T}) \) can be decomposed as

\[
\mathcal{N}(\mathcal{T}) = q \mathcal{N}(\mathcal{T}) q \oplus \left( \oplus_{i \in I} p_i \mathcal{N}(\mathcal{T}) p_i \right),
\]  

where \( \{ q, p_i \}_{i \in I} \) is a countable family of mutually orthogonal projections in \( \mathcal{Z}(\mathcal{N}(\mathcal{T})) \) summing up to the identity and satisfying the following properties:

1. \( p_i \mathcal{N}(\mathcal{T}) p_i \) is a factor,

2. \( q \mathcal{N}(\mathcal{T}) q \) either is zero or has diffuse center, i.e. without minimal projections.

### 3.1 Structure of the infinitesimal generator induced by the decoherence-free subalgebra

In this section, we want to deduce a structure theorem for the infinitesimal generator, induced by the integral decomposition introduced in the previous section.

We recall a preliminary result (see Corollary 9.3.5 in [19]), in order to prove that every operator in the center of \( \mathcal{N}(\mathcal{T}) \) is a fixed point for the semigroup. This result was known in the case in which \( \mathcal{N}(\mathcal{T}) \) is atomic (Proposition 2.5 in [13]). Now we show that is true in a more general framework.

**Lemma 10.** Let \( \alpha : \mathcal{M} \to \mathcal{M} \) be a \(*\)-automorphism of type I von Neumann algebras. If \( \alpha \) preserves \( \mathcal{Z}(\mathcal{M}) \) then \( \alpha \) is inner, that is there exists a unitary operator \( U \in \mathcal{M} \) such that \( \alpha(x) = U x U^* \) for all \( x \in \mathcal{M} \).

**Proposition 11.** The restriction of every \( T_t \) to \( \mathcal{Z}(\mathcal{N}(\mathcal{T})) \) is a \(*\)-automorphism. In particular we have \( \mathcal{Z}(\mathcal{N}(\mathcal{T})) \subseteq \mathcal{F}(\mathcal{T}) \).
Proof. Since $\mathcal{T}_t$ acts a $*$-automorphism onto $\mathcal{N}(\mathcal{T})$, it is enough to show that its restriction to $Z(\mathcal{N}(\mathcal{T}))$ is bijective. So, let $x \in Z(\mathcal{N}(\mathcal{T}))$ and $y \in \mathcal{N}(\mathcal{T})$; then there exists $z_t \in \mathcal{N}(\mathcal{T})$ such that $y = \mathcal{T}_t(z_t)$, and thus

$$\mathcal{T}_t(x)y = \mathcal{T}_t(x)\mathcal{T}_t(z_t) = \mathcal{T}_t(xz_t) = \mathcal{T}_t(z_tx) = y\mathcal{T}_t(x),$$

i.e. $\mathcal{T}_t(x)$ belongs to $Z(\mathcal{N}(\mathcal{T}))$.

Viceversa, if $y \in Z(\mathcal{N}(\mathcal{T}))$, in particular there exists $x \in \mathcal{N}(\mathcal{T})$ such that $\mathcal{T}_t(x) = y$, i.e $x = e^{-itH}ye^{itH}$ and so for every $z \in \mathcal{N}(\mathcal{T})$

$$zx = ze^{-itH}ye^{itH} = e^{-itH}\mathcal{T}_t(z)ye^{itH} = e^{-itH}y\mathcal{T}_t(z)e^{itH} = xz.$$

This means $x \in Z(\mathcal{N}(\mathcal{T}))$.

In order to conclude the proof we have to show that every $x$ in $Z(\mathcal{N}(\mathcal{T}))$ is a fixed point.

Since the restriction of $\mathcal{T}_t$ to $Z(\mathcal{N}(\mathcal{T}))$ is a $*$-automorphism on a type I algebra coinciding with its center (being $Z(\mathcal{N}(\mathcal{T}))$ commutative), Lemma \[10\] gives $\mathcal{T}_t(x) = UxU^*$ for all $x \in Z(\mathcal{N}(\mathcal{T}))$, with $U$ a unitary operator in $Z(\mathcal{N}(\mathcal{T}))$. Therefore, the equality $\mathcal{T}_t(x) = x$ holds for all $x \in Z(\mathcal{N}(\mathcal{T}))$.

This result allows to provide the desired decomposition of Lindblad operators $\{H, L_k\}_k$ and it extends item 1 in Theorem 4 in not atomic case.

**Theorem 12.** In any GKSL representations of the generator $L$ of $\mathcal{T}$, the Lindblad operators $\{H, L_k\}_k$ are decomposable. More precisely, for almost every $\gamma \in \Gamma$ there exist $H_\gamma = H_\gamma^*$ and $(L_{k,\gamma})_k$ in $\mathcal{B}(\mathcal{h}_\gamma)$ such that

$$H = \int_\Gamma H_\gamma \, d\mu(\gamma)$$

$$L_k = \int_\Gamma L_{k,\gamma} \, d\mu(\gamma).$$

**Proof.** We know that $\mathcal{N}(\mathcal{T})$ is contained in the commutant of $L_k$ and $L_k^*$, so that $L_k$ and $L_k^*$ belong to $\mathcal{N}(\mathcal{T})^\prime$. Since $\mathcal{N}(\mathcal{T})$ clearly contains the diagonal algebra $Z(\mathcal{N}(\mathcal{T}))$ (see Proposition \[5\]), its commutant $\mathcal{N}(\mathcal{T})^\prime$ is also decomposable (see equation (13) in Appendix applied to $\mathcal{R} = \mathcal{N}(\mathcal{T})$ in Proposition 14.1.24 of [19]). On the other hand, by Proposition \[11\] the von Neumann algebra $Z(\mathcal{N}(\mathcal{T}))$ is contained in the set of fixed points $\mathcal{F}(\mathcal{T})$, and so every projection of it commutes with the Lindblad operators $L_k$ and $H$. Consequently $H$ belongs to $Z(\mathcal{N}(\mathcal{T}))^\prime$, since $Z(\mathcal{N}(\mathcal{T}))$ is generated by its projections. \[}
For almost every $\gamma \in \Gamma$ we can then define on $\mathcal{B}(h_\gamma)$ the uniformly continuous QMS $\mathcal{T}^\gamma$ whose generator $\mathcal{L}^\gamma$ is given by the Lindblad operators $\{H_\gamma, L_{k,\gamma}\}_k$. In particular note that, for $x = \int_\Gamma x(\gamma) \, d\mu(\gamma)$ in $\mathcal{N}(\mathcal{T})$, $x(\gamma) \in \mathcal{N}(\mathcal{T})_\gamma$, we have

$$\mathcal{L}(x) = i \int_\Gamma [H_\gamma, x(\gamma)] \, d\mu(\gamma)$$

$$- \frac{1}{2} \sum_k \int_\Gamma \left( L^*_k L_{k,\gamma} x(\gamma) - 2L^*_k x(\gamma) L_{k,\gamma} + x(\gamma) L^*_k L_{k,\gamma} \right) \, d\mu(\gamma)$$

$$= \int_\Gamma \mathcal{L}^\gamma(x(\gamma)) \, d\mu(\gamma).$$

Now, recalling that $\mathcal{L}(x)$ is diagonalizable since it belongs to $\mathcal{N}(\mathcal{T})$, we get

$$\mathcal{L}(x) = \mathcal{L}^\gamma(x(\gamma))$$

for almost all $\gamma \in \Gamma$.

This means that

$$\mathcal{T}_t(x)_\gamma = \mathcal{T}^\gamma(x(\gamma)) \quad \forall x = \int_\Gamma x(\gamma) \, d\mu(\gamma) \in \mathcal{N}(\mathcal{T})$$

and for almost every $\gamma$.

Thanks to this equation we immediately obtain the following result.

**Corollary 13.** Let be $\mathcal{N}(\mathcal{T}) = \int_\Gamma \mathcal{N}(\mathcal{T})_\gamma \, d\mu(\gamma)$ the decomposition of $\mathcal{N}(\mathcal{T})$ in direct integrals. Then

$$\mathcal{N}(\mathcal{T})_\gamma = \mathcal{N}(\mathcal{T}^\gamma)$$

for almost every $\gamma$, where $\mathcal{N}(\mathcal{T}^\gamma)$ denotes the decoherence-free subalgebra of $\mathcal{T}^\gamma$.

**Proof.** Let $x \in \mathcal{N}(\mathcal{T})$ with decomposition $x = \int_\Gamma x(\gamma) \, d\mu(\gamma)$. Since also $x^* x$ belongs to $\mathcal{N}(\mathcal{T})$ and $x^* x = \int_\Gamma x(\gamma)^* x(\gamma) \, d\mu(\gamma)$, equation and the equality $\mathcal{T}_t(x^* x) = \mathcal{T}_t(x^*) \mathcal{T}_t(x)$ give

$$\int_\Gamma \mathcal{T}^\gamma(x^* x(\gamma)) \, d\mu(\gamma) = \int_\Gamma \mathcal{T}^\gamma(x^* x(\gamma)) \mathcal{T}_t(x(\gamma)) \, d\mu(\gamma).$$

This means $\mathcal{T}^\gamma(x^* x(\gamma)) = \mathcal{T}^\gamma(x^* x(\gamma)) \mathcal{T}_t(x(\gamma))$ for almost every $\gamma$. In a similar way we obtain $\mathcal{T}^\gamma(x(\gamma)^* x(\gamma)) = \mathcal{T}^\gamma(x(\gamma))^* \mathcal{T}_t(x(\gamma))$ for almost every $\gamma$, and so $x(\gamma) \in \mathcal{N}(\mathcal{T}^\gamma)$ for almost every $\gamma$. This prove the inclusion $\mathcal{N}(\mathcal{T})_\gamma \subseteq \mathcal{N}(\mathcal{T}^\gamma)$.

Viceversa it is trivial.
4 $\mathcal{N}(\mathcal{T})$ atomic

We recall that the decoherence-free subalgebra $\mathcal{N}(\mathcal{T})$ is strongly related to the property of environmental decoherence. (see e.g. [7, 8, 9, 13, 14]). Indeed, given $\mathcal{T}$ a uniformly continuous QMS on $\mathcal{B}(\mathcal{H})$, there is environment induced decoherence (EID) on the open system described by $\mathcal{T}$ if there exists a $\mathcal{T}_T$-invariant and $\ast$-invariant weakly$^\ast$ closed subspace $\mathcal{M}_2$ of $\mathcal{B}(\mathcal{H})$ such that:

(EID1) $\mathcal{B}(\mathcal{H}) = \mathcal{N}(\mathcal{T}) \oplus \mathcal{M}_2$ with $\mathcal{M}_2 \neq \{0\}$,

(EID2) $w^\ast - \lim_{t \to \infty} \mathcal{T}_t(x) = 0$ for all $x \in \mathcal{M}_2$.

Unfortunately, if $\mathcal{H}$ is infinite-dimensional, it is not clear when such a decomposition exists and, in the case, if the space $\mathcal{M}_2$ is uniquely determined. However, $\mathcal{M}_2$ is always contained in the $\mathcal{T}_T$-invariant and $\ast$-invariant closed subspace $\mathcal{M}_0 = \{ x \in \mathcal{B}(\mathcal{H}) : \lim_{t \to \infty} \mathcal{T}_t(x) = 0 \}$.

Since the decomposition $\mathcal{B}(\mathcal{H}) = \mathcal{N}(\mathcal{T}) \oplus \mathcal{M}_2$ is clearly related to the asymptotic properties of the semigroup, it is very natural to compare it with another famous asymptotic decomposition of $\mathcal{B}(\mathcal{H})$, called the Jacobs-de Leeuw-Gliksberg splitting.

We recall that, when there exists a faithful normal invariant state $\rho$, the Jacobs-de Leeuw-Gliksberg splitting holds (see e.g. Corollary 3.3 and Proposition 3.3 in [7]) giving $\mathcal{B}(\mathcal{H}) = \mathcal{M}_r \oplus \mathcal{M}_s$ with

$$\mathcal{M}_r := \overline{\text{span}}^{w^\ast}\{ x \in \mathcal{B}(\mathcal{H}) : \mathcal{T}_t(x) = e^{it\lambda}x \text{ for some } \lambda \in \mathbb{R}, \forall t \geq 0 \}$$

$$\mathcal{M}_s := \{ x \in \mathcal{B}(\mathcal{H}) : 0 \in \overline{\{ \mathcal{T}_t(x) \}_{t \geq 0}}^{w^\ast} \}.$$  \hspace{1cm} (9)

Moreover, in this case $\mathcal{M}_r$ is a von Neumann subalgebra (called reversible algebra), the action of each $\mathcal{T}_t$ on it is a $\ast$-automorphism, and there exists a normal conditional expectation onto $\mathcal{M}_r$ compatible with $\rho$. In particular this means that $\mathcal{M}_r$ is atomic by Proposition 3 and it is contained in $\mathcal{N}(\mathcal{T})$. Therefore, it is natural to ask us if we can have the equality $\mathcal{M}_r = \mathcal{N}(\mathcal{T})$.

A first answer to this problem is given in [14], Theorem 11, when $\mathcal{N}(\mathcal{T})$ is atomic.

**Theorem 14.** Assume there exists a faithful normal invariant state. Then $\mathcal{N}(\mathcal{T})$ is atomic if and only if EID holds with $\mathcal{N}(\mathcal{T}) = \mathcal{M}_r$ and $\mathcal{M}_2 = \mathcal{M}_0$.

This means that, in this case, the decomposition induced by decoherence is unique, i.e. the only way to realize it, is taking $\mathcal{N}(\mathcal{T}) = \mathcal{M}_r$ (and, consequently, $\mathcal{M}_2 = \mathcal{M}_0$).
In this section we want to show that, if \( \mathcal{T} \) has a faithful invariant state, the decoherence-free subalgebra \( \mathcal{N}(\mathcal{T}) \) is always atomic and it coincides with the reversible algebra. At last this result allows us to provide an answer to the initial problem of the existence and uniqueness of the decomposition induced by decoherence.

Recalling the decomposition given in Equation (7),
\[
\mathcal{N}(\mathcal{T}) = q\mathcal{N}(\mathcal{T})q \oplus \bigoplus_i p_i\mathcal{N}(\mathcal{T})p_i,
\]
the first step is to prove that the projection \( q \) is zero.

**Proposition 15.** If there exists a normal faithful invariant state then \( \mathcal{N}(\mathcal{T}) \) is direct sum of factors.

**Proof.** It is known that if there exists a normal faithful invariant state \( \mathcal{F}(\mathcal{T}) \) is atomic, since it is the image of a normal conditional expectation. By Proposition 11 \( \mathcal{Z}(\mathcal{N}(\mathcal{T})) \subseteq \mathcal{F}(\mathcal{T}), \) so \( \mathcal{Z}(\mathcal{N}(\mathcal{T})) \subseteq \mathcal{Z}(\mathcal{F}(\mathcal{T})). \) If we assume by contradiction that \( q \) is not a zero projection, for every measurable set \( A \subseteq \Gamma_c \) with \( \mu_c(A) > 0 \) the operator
\[
p_A = \int_A 1_A \, d\mu_c(\gamma)
\]
is a diagonal projection, and so it belongs to \( \mathcal{Z}(\mathcal{N}(\mathcal{T})) \subseteq \mathcal{F}(\mathcal{T}). \) Thus we have projection a \( p_A \) in \( \mathcal{F}(\mathcal{T}) \) that does not majorize a minimal projection, and this is a contradiction for the atomicity of \( \mathcal{F}(\mathcal{T}). \) \( \square \)

Therefore, if there exists a faithful normal invariant state, Proposition before gives the decomposition
\[
\mathcal{N}(\mathcal{T}) = \bigoplus_i p_i\mathcal{N}(\mathcal{T})p_i
\]
for a suitable family of mutually orthogonal projections \((p_i)_i\) in \( \mathcal{N}(\mathcal{T}) \) summing up to the identity and minimal in the center of \( \mathcal{N}(\mathcal{T}). \) Moreover every \( p_i\mathcal{N}(\mathcal{T})p_i \) is a factor. Our aim is now to prove that each of them is a type I factor.

First of all note that, since each \( p_i \) is a fixed point, \( p_i\mathcal{N}(\mathcal{T})p_i \) is the decoherence-free subalgebra of the QMS \( \mathcal{T}^i \) on \( \mathcal{B}(p_i\mathcal{h}) \) given by the restriction of the semigroup to this algebra. In other words we have \( p_i\mathcal{N}(\mathcal{T})p_i = \mathcal{N}(\mathcal{T}^i). \) If we prove that also every \( \mathcal{T}^i \) possesses a faithful normal invariant state, then we can reduce to study QMSs having a factor as decoherence-free subalgebra. As a first step we show that invariant states inherit the block structure of \( \mathcal{N}(\mathcal{T}). \)
Lemma 16. Assume there exists a faithful normal invariant state. Let \((p_i)\) be the family of projections in \((\mathcal{I})\) and \(\sigma\) be an invariant state. Then \(p_i \sigma p_j = 0\), whenever \(i \neq j\).

Proof. Since central projections \(p_i, p_j\) are in \(\mathcal{F}(\mathcal{T})\), for all \(t \geq 0\) and \(x \in \mathcal{B}(h)\) we have \(\mathcal{T}_t(p_i xp_j) = p_i \mathcal{T}_t(x)p_j\) and also \(\mathcal{T}_t(p_i \sigma p_j) = p_i \mathcal{T}_t(\sigma)p_j\) for all trace class operator \(\sigma\). It follows that

\[
\text{tr}(p_i \sigma p_j x) = \text{tr}(p_i \mathcal{T}_s(\sigma)p_j x) = \text{tr}(\sigma \mathcal{T}_s(p_i xp_j)) = \text{tr}(\sigma \mathcal{T}_s(x)p_j)
\]

for all invariant state \(\sigma\) and \(x \in \mathcal{B}(h)\). Integrating on \([0, t]\) and dividing by \(t\) we find

\[
\text{tr}(p_i \sigma p_j x) = \text{tr}(\sigma \mathcal{T}_s(x)ds) p_j,
\]

and, taking the limit as \(t \to \infty\), we have,

\[
\text{tr}(p_i \sigma p_j x) = \text{tr}(p_i \sigma p_j \mathcal{E}(x))
\]

where \(\mathcal{E}\) is the conditional expectation onto \(\mathcal{F}(\mathcal{T})\), thus \(\mathcal{E}(x)\) is a decomposable operator. Now, since \(\mathcal{F}(\mathcal{T})\) is also contained in \(\mathcal{N}(\mathcal{T}) = \oplus_{k \in I} \mathcal{K} \mathcal{N}(\mathcal{T}) \mathcal{K}\), we get \(p_i \mathcal{E}(x)p_j = 0\) for \(i \neq j\) as well as \(\text{tr}(p_i \sigma p_j x) = 0\), and so \(p_i \sigma p_j = 0\) by the arbitrariness of \(x\).

As a consequence of the previous lemma, every faithful normal invariant state is decomposable as a direct sum of faithful invariant functionals. More precisely:

Proposition 17. Assume there exists a faithful normal invariant state. If \(\sigma\) is a normal invariant state, then \(\sigma = \sum_{i \in I} p_i \sigma p_i\) where every \(p_i \sigma p_i\) is a (eventually zero) normal invariant functional for \(\mathcal{T}_i\).

Moreover, if \(\sigma\) is faithful, then

\[
\sigma_i := \frac{p_i \sigma p_i}{\text{tr}(p_i \sigma p_i)}
\]

is a faithful state on \(\mathcal{B}(p_i h)\).

Therefore, as we said before, we can assume that \(\mathcal{T}\) is a QMS on \(\mathcal{B}(h)\) such that its decoherence-free subalgebra \(\mathcal{N}(\mathcal{T})\) is a factor.

In order to prove that \(\mathcal{N}(\mathcal{T})\) is a type I factor, we investigate its relation with \(\mathcal{M}_{\infty}\). In the following we will denote this algebra by \(\mathcal{R}(\mathcal{T})\) in such a way that it will be clear to which semigroup the algebra refers.

Since \(\mathcal{R}(\mathcal{T})\) is atomic, we can provide a block decomposition of it through a simple change of the proof of Theorem 4 (see Theorem 3.2 in [13]).
Lemma 18. If there exists a faithful normal invariant state, the following facts hold:

1. there exist two sequences of separable Hilbert spaces \((s_j)_{j \in J}\) and \((f_j)_{j \in J}\) such that \(h = \bigoplus_{j \in J} (s_j \otimes f_j)\) and
   \[
   \mathcal{R}(T) = \bigoplus_{j \in J} (\mathcal{B}(s_j) \otimes \mathbb{1}_{f_j}),
   \]

2. for every GSKL representation of \(\mathcal{L}\) by means of operators \(H, (L_\ell)_{\ell \geq 1}\), we have
   \[
   L_\ell = \bigoplus_{j \in J} \left( \mathbb{1}_{s_j} \otimes M^{(j)}_\ell \right)
   \]
   for a collection \((M^{(j)}_\ell)_{\ell \geq 1}\) of operators in \(\mathcal{B}(f_j)\), such that the series \(\sum_{\ell \geq 1} M^{(j)*}_\ell M^{(j)}_\ell\) strongly convergent for all \(j \in J\), and

3. defining on \(\mathcal{B}(f_j)\) the GKSL generator \(L^{f_j}\) associated with operators \(\{M^{(j)}_0, M^{(j)}_\ell\}, \ell^{(j)} \geq 1\), we have
   \[
   T_t(x_j \otimes y_j) = e^{itK_j}x_j e^{-itK_j} \otimes T^{f_j}(y_j)
   \]
   for all \(t \geq 0, x_j \in \mathcal{B}(s_j)\) and \(y_j \in \mathcal{B}(f_j)\), where \(T^{f_j}\) is the QMS generated by \(L^{f_j}\),

4. \(\mathcal{R}(T^{s_j}) = N(T^{s_j}) = \mathcal{B}(s_j)\) and \(\mathcal{R}(T^{f_j}) = \mathbb{C}\mathbb{1}_{f_j}\) for all \(j \in J\), where \(T^{s_j}\)
   denotes the QMS on \(\mathcal{B}(s_j)\) generated by \(L^{s_j} = i[K_j, \cdot]\),

5. \(K_j\) has pure point spectrum for all \(j \in J\).

In the following we will use notations of Lemma 18.

Theorem 19. Assume there exists a normal faithful invariant state and \(\mathcal{R}(T)\) is a factor. Then \(N(T) = \mathcal{R}(T)\).

Proof. First of all note that, since \(\mathcal{R}(T)\) is atomic, if it is a factor, it has to be a type I factor. Then assume \(\mathcal{R}(T) = \mathcal{B}(s) \otimes \mathbb{1}_f\) for some separable Hilbert spaces \(s\) and \(f\) such that \(h = s \otimes f\).

We claim that \(N(T^f) = \mathcal{R}(T^f)\).

By item 3 the algebra \(\mathcal{R}(T^f)\) is trivial, i.e. \(\mathcal{R}(T^f) = \mathbb{C}\mathbb{1}_f\). So, since \(N(T^f)\) contains \(\mathcal{R}(T^f)\), we assume there exists a non-zero projection \(p\) in \(N(T^f)\)
and prove that $p = \mathbb{1}_f$.

The Jacobs-de-Leeuw-Glicksberg splitting of $B(f)$ gives $B(f) = \mathbb{C}\mathbb{1}_f \oplus \mathfrak{F}_s$, with

$$
\mathfrak{F}_s := \{ x \in B(f) : 0 \in \{ \mathcal{T}^t_\alpha(x) \}_{t \geq 0} \}
$$

the corresponding stable space. Therefore $p = \mu \mathbb{1}_f + y$ for some $\mu \in \mathbb{C}$, $y \in \mathfrak{F}_s$, and $w^* - \lim_\alpha \mathcal{T}^t_\alpha(y) = 0$ for a generalized sequence $(t_\alpha)_\alpha \subseteq \mathbb{R}^+$ going to infinity. This implies there exists $w^* - \lim_\alpha \mathcal{T}^t_\alpha(p) = \mu \mathbb{1}_f$.

On the other hand, since $\mathcal{T}^t$ is a uniformly continuous QMS on $B(f)$, its action on the decoherence-free subalgebra is unitary and defined by the Hamiltonian $M_0$, i.e. $\mathcal{T}^t(x) = e^{itM_0}xe^{-itM_0}$ for all $x \in \mathcal{N}(\mathcal{T})$. In particular

$$
\mathcal{T}^t(p) = e^{itM_0}pe^{-itM_0} \quad \forall \ t \geq 0.
$$

Therefore, denoting by $(e_n)_{n \in \mathbb{N}}$ an orthonormal basis of $f$ given by eigenvectors of $M_0$ (see item 4 in Lemma 18), $M_0 e_n = \lambda_n e_n$ with $\lambda_n \in \mathbb{R}$, and taking the normal functional $\sigma := |e_k\rangle \langle e_l| \text{ for } l, k \in \mathbb{N}$, we obtain

$$
\mu \delta_{lk} = \text{tr}(\sigma \mathbb{1}_f) = \lim_\alpha \text{tr}(\sigma \mathcal{T}^t_\alpha(p)) = \lim_\alpha \langle e_l, e^{it\lambda_nM_0}pe^{-it\lambda_nM_0}e_k \rangle \\
= \lim_\alpha e^{it(\lambda_l - \lambda_k)} \langle e_l, pe_k \rangle.
$$

This means that $\langle e_l, pe_l \rangle = \mu$ for all $l$, and $\langle e_l, pe_k \rangle = 0$ for $l \neq k$, i.e. $p = \mu \mathbb{1}_f$, and the equality $\mathcal{N}(\mathcal{T}) = \mathbb{C}\mathbb{1}_f = \mathcal{R}(\mathcal{T})$ is then proved, being $p$ a projection.

Now we show that $\mathcal{N}(\mathcal{T}) = \mathcal{N}(\mathcal{T}^*) \otimes \mathcal{N}(\mathcal{T}^t) = B(s) \otimes \mathbb{1}_f$.

So, let $x \in B(s) = \mathcal{N}(\mathcal{T}^*)$ and $y \in B(f)$ such that $x \otimes y \in \mathcal{N}(\mathcal{T})$. Since $x \otimes y^* = (\mathbb{1}_s \otimes y^*)(x \otimes y)$, by item 2 in Proposition 17, we have

$$
e^{itK}xe^{-itK} \otimes \mathcal{T}^t(y^*y) = \mathcal{T}^t(x \otimes y^*y) = \mathcal{T}^t(\mathbb{1}_s \otimes y^*) \mathcal{T}^t(x \otimes y) \\
= (\mathbb{1}_s \otimes \mathcal{T}^t(y^*)) \left( e^{itK}xe^{-itK} \otimes \mathcal{T}^t(y) \right) \\
= e^{itK}xe^{-itK} \otimes \mathcal{T}^t(y^*) \mathcal{T}^t(y)
$$

for all $t \geq 0$, giving $\mathcal{T}^t(y^*y) = \mathcal{T}^t(y^*) \mathcal{T}^t(y^*)$. Analogously, $\mathcal{T}^t(yy^*) = \mathcal{T}^t(y) \mathcal{T}^t(y^*)$, so that $y$ belongs to $\mathcal{N}(\mathcal{T}^t)$.

On the other hand, the inclusion $\mathcal{B}(s) \otimes \mathbb{1}_f \subseteq \mathcal{N}(\mathcal{T})$ is clear thanks to the structure Theorem (Lemma 18).

We can now to show that $\mathcal{N}(\mathcal{T})$ is a type I factor.

**Theorem 20.** If there exists a normal faithful invariant state and $\mathcal{N}(\mathcal{T})$ is a factor, then $\mathcal{N}(\mathcal{T})$ is a type I factor. In particular, $\mathcal{N}(\mathcal{T})$ coincides with the reversible algebra $\mathcal{R}(\mathcal{T})$. 
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Proof. Let 
\[ \mathcal{R}(\mathcal{T}) = \bigoplus_j (q_j \mathcal{R}(\mathcal{T}) q_j) = \bigoplus_j (\mathcal{B}(s_j) \otimes \mathbb{1}_{f_j}) \]
be the atomic decomposition of \( \mathcal{R}(\mathcal{T}) \), where \( q_j \) are the projections onto \( s_j \otimes f_j \subseteq \mathcal{H} \). Since each \( q_j \) is a fixed point, the algebra \( q_j \mathcal{B}(\mathcal{H}) q_j \) is preserved by the action of every map \( \mathcal{T}_t \) and the restriction of the semigroup to this algebra is a QMS \( \mathcal{T}^{(j)} \) on \( \mathcal{B}(q_j \mathcal{H}) \) satisfying \( \mathcal{N}(\mathcal{T}^{(j)}) = q_j \mathcal{N}(\mathcal{T}) q_j \). Moreover Theorem \( 19 \) gives
\[ q_j \mathcal{N}(\mathcal{T}) q_j = \mathcal{B}(s_j) \otimes \mathbb{1}_{f_j} = \mathcal{R}(\mathcal{T}^{(j)}). \]
So by choosing \( (\varepsilon_n^{(j)})_n \) an onb of \( s_j \), the operator \( q := |e_i^{(j)}\rangle \langle e_i^{(j)}| \otimes \mathbb{1}_{f_j} \) is a minimal projection in \( q_j \mathcal{N}(\mathcal{T}) q_j \) which is also minimal in \( \mathcal{N}(\mathcal{T}) \). Indeed, if there exists another projection \( q' \in \mathcal{N}(\mathcal{T}) \) such that \( q' \leq q \), we have \( \text{Ran}(q') \subseteq \text{Ran}(q) \subseteq q_j \mathcal{H} \), and so \( q' \) belongs to \( \mathcal{N}(\mathcal{T}^{(j)}) \) giving either \( q' = q \) or \( q' = 0 \).
Therefore, since \( \mathcal{N}(\mathcal{T}) \) is a factor possessing a non zero minimal projection, it is a type I factor and then \( \mathcal{N}(\mathcal{T}) = q_j \mathcal{N}(\mathcal{T}) q_j = \mathcal{B}(s_j) \otimes \mathbb{1}_{f_j} \) for a unique \( j \in J \). Finally, the atomic decomposition of \( \mathcal{R}(\mathcal{T}) \subseteq \mathcal{N}(\mathcal{T}) \) implies \( \mathcal{R}(\mathcal{T}) = \mathcal{B}(s_j) \otimes \mathbb{1}_{f_j} = \mathcal{N}(\mathcal{T}) \).

We are finally in position to provide the main result of the paper.

**Corollary 21.** If there exists a normal faithful invariant state then \( \mathcal{N}(\mathcal{T}) \) is atomic. In particular, \( \mathcal{N}(\mathcal{T}) \) coincides with the reversible algebra \( \mathcal{R}(\mathcal{T}) \).

*Proof.* Let \( \mathcal{N}(\mathcal{T}) = \bigoplus_{i \in I} p_i \mathcal{N}(\mathcal{T}) p_i \) be the decomposition of \( \mathcal{N}(\mathcal{T}) \) given by Proposition \( 11 \). Since each factor \( p_i \mathcal{N}(\mathcal{T}) p_i \) coincides with the decoherence-free subalgebra \( \mathcal{N}(\mathcal{T}^i) \) of \( \mathcal{T}^i \), and \( \mathcal{T}^i \) has a faithful normal invariant state (see Proposition \( 17 \), Theorem \( 20 \) shows that \( p_i \mathcal{N}(\mathcal{T}) p_i = \mathcal{R}(\mathcal{T}^i) \) and it is a type I factor. Therefore \( \mathcal{N}(\mathcal{T}) = \bigoplus_{i \in I} \mathcal{R}(\mathcal{T}^i) = \mathcal{R}(\mathcal{T}) \) and it is atomic.

Corollary above totally solves the problem of decoherence for uniformly continuous QMSs having a faithful normal invariant state. Indeed, it provides a unique decomposition of the algebra \( \mathcal{B}(\mathcal{H}) \) and shows the atomicity of \( \mathcal{N}(\mathcal{T}) \), generalizing what happens in the finite-dimensional case.

Note that in \( 22 \), the authors had already achieved the same decomposition induced by decoherence when the semigroup commutes with the modular group associated with the faithful invariant state. Here we do not need this condition (that ensures the atomicity of \( \mathcal{N}(\mathcal{T}) \)). However, for a not necessarily uniformly continuous QMS satisfying other additional hypothesis, they proved EID with respect to a normal semifinite and faithfull weight.
Remark 22. In [23], the authors proved that for a quantum channel acting on $B(h)$ and with a faithful invariant state, the reversible subalgebra coincides with the decoherence-free subalgebra. The previous corollary reaches the same conclusion also in the continuous setting but through different techniques.

A Direct Integrals of von Neumann Algebras

In this appendix we briefly recall some results about the general theory of the direct integrals of von Neumann algebras. Our aim is to decompose them into factors and generalize the concept of direct sum of von Neumann algebras. We follow the notations of [19].

Definition 23 (14.1.1 in [19]). Let $\Gamma$ be a Borel space (σ-compact locally compact space) with a σ-finite Borel measure $\mu$ and $(h_\gamma)_{\gamma \in \Gamma}$ be a family of non-zero separable Hilbert spaces indexed by points $\gamma$ of $\Gamma$. We say that a separable Hilbert space $h$ is the direct integral of $(h_\gamma)_{\gamma \in \Gamma}$ over $(\Gamma, d\mu)$, i.e.

$$h = \int_{\Gamma}^{\oplus} h_\gamma d\mu(\gamma)$$

when to each $u \in h$ then corresponds a function $\gamma \rightarrow u(\gamma)$ on $\Gamma$ such that $u(\gamma) \in h_\gamma$ for each $\gamma$ and

- $\gamma \rightarrow \langle u(\gamma), v(\gamma) \rangle$ is $\mu$-integrable, when $u, v \in h$ and

$$\langle u, v \rangle = \int_{\Gamma} \langle u(\gamma), v(\gamma) \rangle d\mu(\gamma),$$

- if $u_\gamma \in h_\gamma$ for all $\gamma$ in $\Gamma$ and $\gamma \rightarrow \langle u_\gamma, v(\gamma) \rangle$ is integrable for each $v \in h$, then there is a $u \in h$ such that $u(\gamma) = u_\gamma$ for almost every $\gamma$.

We say that $\int_{\Gamma}^{\oplus} h_\gamma d\mu(\gamma)$ and $\gamma \rightarrow u(\gamma)$ are the (direct integral) decompositions of $h$ and $u$, respectively.

Example 24. 1. If we consider a constant family, $h_\gamma = h$ for all $\gamma \in \Gamma$, then the direct integral $h = \int_{\Gamma}^{\oplus} h_\gamma d\mu(\gamma)$ is just the space of measurable functions from $\Gamma$ to $h$ which are square-integrable with respect to $\mu$, that is $h = L^2(\Gamma, \mu; h)$.

2. If $\Gamma$ is discrete and $\mu$ is counting measure on $\Gamma$, then

$$h = \int_{\Gamma}^{\oplus} h_\gamma d\mu(\gamma) = \oplus_{\gamma \in \Gamma} h_\gamma.$$
Definition 25 (14.1.6 in [19]). If $h$ is the direct integral of $(h_\gamma)_{\gamma \in \Gamma}$ over $(\Gamma, \mu)$, an operator $x$ in $B(h)$ is said to be decomposable when there is a function $\gamma \rightarrow x(\gamma)$ on $\Gamma$ such that $x(\gamma) \in B(h_\gamma)$ and, for each $u$ in $h$, $x(\gamma)u(\gamma) = (xu)(\gamma)$ for almost every $\gamma$. If in addition $x(\gamma) = f(\gamma)1_h$ for some $f \in L^\infty(\Gamma, \mu)$, we say that $x$ is diagonalizable.

Remark 26. Let $f \in L^\infty(\Gamma, \mu)$. Then for every $\xi \in h$ the map $\gamma \mapsto f(\gamma)\xi(\gamma)$ is measurable and $\|f(\gamma)1_h\| \leq \|f\|_\infty$ i.e. the function $\gamma \mapsto \|f(\gamma)1_h\|$ is in $L^\infty(\Gamma, \mu)$. This means that the operator $M_f$ defined by $M_f(\gamma) = f(\gamma)1_h$ is diagonal.

Viceversa, every diagonal operator $x$ has the form $x = M_f$ for some $f \in L^\infty(\Gamma, \mu)$. Indeed, assuming $x$ positive without loss of generality, by definition, we have $0 \leq x(\gamma) = f(\gamma)1_h$ almost everywhere, with $f(\gamma) \geq 0$. Therefore $|f(\gamma)| = \|x(\gamma)\| \leq \|x\|$ giving $f \in L^\infty(\Gamma, \mu)$.

In particular, if $f$ is the characteristic function of some measurable set $A$, then $M_f$ is a projection (i.e. the diagonalizable projection corresponding to $A$) and it can be written as $p = \int_A 1_h d\mu(\gamma)$.

Proposition 27. If $h$ is the direct integral of $(h_\gamma)_{\gamma \in \Gamma}$ over $(\Gamma, \mu)$ and $x_1, x_2$ are decomposable, sep-adjoint operators on $h$ such that $x_1 \leq x_2$, then $x_1(\gamma) \leq x_2(\gamma)$ almost everywhere. If $x$ is decomposable, then $\gamma \rightarrow \|x(\gamma)\|$ is an essentially bounded measurable function with essential bound $\|x\|$.

Now we can introduce the concept of decomposable von Neumann subalgebra $R$ acting on $h$, whenever $R$ is a subalgebra of the algebra of decomposable operators. Moreover, the decomposition $\gamma \rightarrow R_\gamma$ is unique, so we write

$$R = \int^\oplus_{\Gamma} R_\gamma d\mu(\gamma)$$  \hspace{1cm} (12)

Moreover we have that if $R$ contains the algebra of diagonalizable operators then $(R')(\gamma) = (R_\gamma)'$ almost everywhere (Proposition 14.1.24 [19]), i.e.

$$R' = \int^\oplus_{\Gamma} R'_\gamma d\mu(\gamma).$$  \hspace{1cm} (13)

Finally, the center $Z(R)$ of $R$ is also expressed as a direct integral

$$Z(R) = \int^\oplus_{\Gamma} Z(R_\gamma) d\mu(\gamma)$$  \hspace{1cm} (14)

where $Z(R_\gamma)$ coincides with $Z(R_\gamma)$. In particular, $Z(R)$ coincides with the diagonal algebra if and only if $R_\gamma$ is a factor for almost every $\gamma \in \Gamma$. 
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Now we want to apply this theory to prove that, given a von Neumann algebra \( R \) on a separable Hilbert space \( h \), any von Neumann subalgebra \( A \) of the center \( Z(R) \) induces a integral decomposition of \( h \) such that \( R \) becomes decomposable.

**Theorem 28.** [Theorem 14.2.1, Theorem 14.2.2 in [10]] Let \( R \) be a von Neumann algebra acting on a separable Hilbert space \( h \). If \( A \) is an abelian von Neumann subalgebra of the center of \( R \), then:

1. there is a (locally compact complete separable metric) measure space \((\Gamma, \mu)\) such that \( h \) is (unitarily equivalent to) the direct integral of Hilbert spaces \( (h_\gamma)_{\gamma \in \Gamma} \) over \((\Gamma, \mu)\),
2. \( A \) is (unitarily equivalent to) the algebra of diagonalizable operators relative to this decomposition,
3. \( R \) is a decomposable von Neumann subalgebra, i.e.
\[
\int_{\Gamma}^{\oplus} R_\gamma d\mu(\gamma)
\]
for a suitable family of von Neumann algebras \((R_\gamma)_{\gamma \in \Gamma} \) acting on \( h_\gamma \). In particular \( R_\gamma \) is a factor for almost every \( \gamma \) if and only if \( A \) coincides with \( Z(R) \).

**Theorem 29.** [Theorem 14.2.4 in [10]] If \( R \) is a von Neumann algebra acting on a separable Hilbert space \( h \) and \( h \) is the direct integral of \((h_\gamma)_{\gamma \in \Gamma} \) in a decomposition relative to an abelian von Neumann subalgebra of \( A \) of \( R' \), then \( R_\gamma = B(h_\gamma) \) almost everywhere if and only if \( A \) is a maximal abelian subalgebra of \( R' \).
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