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Abstract: The modern electric power system is foreseen to have increased penetration of controllable loads under demand response programs and renewable energy resources coupled with energy storage systems which can provide virtual inertia. In this paper, the conventional model of an electric power system is appended by considering, individually and collaboratively, the role of demand response and virtual inertia for the purpose of frequency analysis and control. Most existing literature on this topic either considers one of these two roles or lacks in providing a general model of power system with demand response and virtual inertia. The proposed model is presented in general form and can include/exclude demand response and/or virtual inertia. Further, power system operator can opt the power shares from conventional, demand response, and virtual inertia loops for frequency regulation and can also evaluate the impact of other parameters such as time delays and frequency deadbands on system frequency response. The mathematical formulation of steady-state values of frequency deviation and power contribution from all resources is provided and validated by simulation results under various scenarios including a case of wind intermittency.
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1. Introduction

The frequency profile of an electric power system is among the fundamental indicators of the system’s stability and security. The system frequency, which is dependent on real power balance, is required to be maintained within a specific operating range even though the power system continuously experiences fluctuations in power generation and demand. Therefore, frequency control is one of the primary control objectives in the design and operation of an electric power system. The aim of frequency control is to ensure power system’s stable frequency profile by balancing power generation and demand while adhering to the requirements of system protection [1]. Traditionally, spinning and non-spinning reserves balance the power generation and demand to regulate the system frequency. However, it is not an environment-friendly and economic approach. The modern power system will have increased penetration of renewable energy systems (RES), generally coupled with energy storage systems (ESS), and a significant portion of curtailable loads [2]. These responsive loads and ESS have great potential to balance the grid power and have advantages over conventional methods. This work presents a modified model of a single-area electric power system for the purpose of frequency analysis and control by considering the effects of demand response and ESS.
According to the most accepted definition, demand response (DR) refers to the changes in the electricity usage by demand-side resources from their regular consumption patterns. DR programs are driven by the reasons of network resiliency and economy and, therefore, are broadly categorized into two categories: incentive-based (or dispatchable) programs and time-based (non-dispatchable) programs. In the modern smart grid era, DR offers multifarious services. It can be used to financially incentivize the utility companies and the customers [3–9], neutralize the impacts of intermittency of RES [10–13], provide ancillary services and mitigate the voltage and frequency fluctuations [14–21], and has several other diverse purposes such as transmission expansion planning [22] and improved transformer utilization [23].

Similar to DR, RES and ESS have increased importance in the modern power system. The high penetration of RES in modern power system is inevitable, but the benefits of integrating RES are accompanied by several challenges related to system protection and control (e.g., voltage rise due to bi-directional power flows, power fluctuations due to the intermittency of RES, and poor frequency regulation) [24–26]. In the conventional electric power system, most of the electrical power comes from synchronous machines and the contribution of distributed or RES is trifling. In the large synchronous machines, the inherent kinetic energy due to rotor inertia and damping effect due to mechanical friction and electrical losses in machine windings play a significant role in the grid stability. On the other hand, the power units derived by RES have either very small or no rotating mass resulting in degraded inertia and damping properties [1,27,28]. The negative impact of reduced inertia and damping properties on grid’s dynamic performance is accelerated when penetration level of RES increases. A way to stabilize an RES-integrated grid is to deliver the inertia virtually. For this purpose, ESS-like batteries are utilized in coordination with power electronics-based converters and a control system. In this way, a significant share of RES in power grids can be realized without compromising system’s reliable and stable operation. This concept is also known as virtual synchronous generator (VSG), used in this paper, and virtual synchronous machine (VISMA) [1,29,30]. There is a substantial rise in research work on this topic [31,32], and recent studies show the promising results of VSG in grid stability [33–37]. The contribution and highlights of this paper are summarized as follows:

1. The conventional model of an electric power system used for analysis and control of system frequency is modified to include separate control loops for the DR and the VSG controls. The provision of these control loops provides extra degrees of freedom for frequency regulation and a better system structure for controller design.

2. The proposed model provides the system operator with the opportunity to select the power share from DR, VSG, and/or conventional control for frequency regulation. The effects of time delays, frequency deadbands, and power shares are explained, individually as well as combined, for DR and VSG controls. Further, the impact of unregulated wind generation is also demonstrated and important conclusions have been drawn.

3. This work contributes to the existing literature by providing a comprehensive analytical model and steady-state calculations for frequency regulation of a power system including DR and VSG controls. Most of the available literature either considers DR [10,14–21,38,39] or virtual inertia [33,35–37,40] for the purpose of frequency control. The literature (e.g., [41,42]) that considers the presence of both has one or more of the following limitations: frequency regulation is not considered, simulation results for a specific case are provided instead of a general model of the power system, and the formulation for steady-state error is not provided.

The rest of the paper is organized as follows. In Section 2, a simple model of the conventional power system is appended by considering DR and VSG control loops for the frequency control analysis. The mathematical equations for frequency deviation and share of powers from DR, VSG, and conventional resources at steady-state are also developed in Section 2. In Section 3, simulation results are provided by considering DR and VSG controls. The conclusion of the paper and potential future work is provided in Section 4.
2. Development of the Proposed Model

Electrical power systems exhibit time-varying and highly nonlinear characteristics. However, the nature of dynamics affecting the frequency response is slow in comparison to rotor angle or voltage dynamics. Therefore, a widely accepted low-order linearized model is sufficient for frequency response analysis and control. A generalized model of a power system in the presence of load disturbance is presented by power balance equation as given in Equation (1) [1].

\[
\Delta P_m(s) - \Delta P_d(s) = D\Delta f(s) + 2sH\Delta f(s) \tag{1}
\]

where frequency deviation \(\Delta f\) is due to power mismatch \((\Delta P_m - \Delta P_d)\), while \(D\) and \(H\) represent equivalent load-damping coefficient and inertia constant, respectively. In this equation, however, DR and virtual inertia are not included. A modified block diagram of a power system for the purpose of frequency control synthesis and analysis containing supplementary (or conventional), DR, and VSG control loops is shown in Figure 1. In the following subsections, DR and virtual inertia are modeled and added to the linear model of the electric power system.

2.1. Power System Model with DR

In addition to its application for long-term energy balance, DR can be effectively used for quick frequency regulation. The use of DR for the frequency regulation is simple to understand where a negative/positive frequency deviation requires turning off/on or reducing/increasing responsive loads. This will improve the real-power balance and hence the frequency profile. The control system shown in Figure 1 is redrawn in Figure 2 with emphasis on the effect of power disturbance \(\Delta P_d\) on the system frequency.

Including DR control loop with the conventional control system, Equation (1) is transformed into Equation (2) where \(\Delta P'_{DR}\) is a change in DR power. The negative (positive) frequency deviation will require turning off (on) a part of responsive loads to balance the real power supply and demand. This will improve the real-power balance and hence the frequency profile. The control system shown in Figure 1 is redrawn in Figure 2 with emphasis on the effect of power disturbance \(\Delta P_d\) on the system frequency.

In Equation (2), the delay in DR control loop is temporarily ignored. A binary indicator function \(\chi_{DR}\), which is availability indicator of DR control for frequency regulation, is introduced to maintain the general form of power balance equation. Its value is 1 if DR is available for frequency regulation, otherwise 0.

\[
\Delta P_m(s) - \Delta P_d(s) + \chi_{DR}\Delta P'_{DR}(s) = D\Delta f(s) + 2sH\Delta f(s) \tag{2}
\]

DR control is well-known for its fast response for frequency regulation in comparison to conventional control which requires, for example, change in valve/gate position [15,29]. The delay in DR control loop is primarily due to communication delay which depends upon communication.
infrastructure itself. Further, system operators would also like to introduce some delay before the responsive loads respond to any frequency deviation. This model incorporates a time delay, $T_{d,DR}$, in DR control loop and the linearized transfer function of time delay using Padé approximation [43] is represented by $\tau_{DR}(s)$ in Figure 2. Thus, Equation (3) is obtained after considering time delay in DR loop.

$$\Delta P_m(s) - \Delta P_d(s) + \chi_{DR} \tau_{DR}(s) \Delta P'_{DR}(s) = D \Delta f(s) + 2sH \Delta f(s)$$ (3)

Figure 2. The modified representation of power system model relating frequency deviation to a power disturbance.

2.2. Power System Model with VSG

The concept behind a VSG is to mimic the dynamic properties of an actual synchronous generator for the power electronics-based RES units. The aim is to attain similar grid stability properties as that of a real synchronous generator. The main constituents of a VSG are ESS, a converter, and a control system, as shown in Figure 3. The nominal state of charge (SOC) of the energy storage is kept at slightly above or half of its nominal capacity in normal situations so that the VSG can inject or absorb power. When the ESS supplies power to the grid, it is in virtual generator state. On the other hand, the VSG works in virtual load mode when grid’s excess energy is stored in the ESS. Generally, the ranges of operating modes (i.e., virtual generator or virtual load mode) are dependent on the technology used for ESS. The selection of energy storage technology for VSG applications depends on the several parameters including the maximum power of the loads, rating of the controllable generation units, control delay and detection time, and average SOC during normal operation in the considered system [29,44].

Figure 3. A typical structure of a virtual synchronous generator (VSG).
For the purpose of frequency response analysis and control, the output power of a VSG in the time domain is calculated by Equation (4) [29,45].

\[
P_{\text{VSG}}(t) = P_{0,\text{inv}} + K_I \frac{d}{dt}(\Delta f(t)) + K_P \Delta f(t) + K_{\text{SOC}}(t) \delta_{\text{SOC}}
\] (4)

where \(P_{0,\text{inv}}\) is the required primary power to or from the inverter and \(\Delta f(t)\) is the difference between measured and reference frequency. The term \(K_I\) represents the inertia emulating characteristic of VSG and its value is proportional to the nominal apparent power of the generator. Mathematically, the higher value of \(K_I\) should result in the increased equivalent inertia of the VSG. However, in practical systems, inverter capacity and measurement accuracy define the limits of \(K_I\). Practically, the value of \(K_I\) is chosen such that the maximum defined rate of change of frequency (ROCOF) causes the VSG to exchange its maximum power. The VSG will generate (absorb) power in accordance with the negative (positive) rate of change of frequency to make sure that the system frequency returns to its reference value at steady-state. The third term in the above equation serves as frequency droop part where \(K_P\) emulates the effects of damper winding of a real synchronous generator. The value of \(K_P\) is chosen such that VSG power is maximum when the frequency deviation reaches a predefined maximum limit. The last term in Equation (4) formulates the role of battery ESS where \(K_{\text{SOC}}\) and \(\delta_{\text{SOC}}\) represent the battery’s state of charge and charging coefficient, respectively. In this work, maximum ROCOF is considered as 1 Hz/s and maximum frequency deviation is set at 2.5 Hz [29,45].

The transfer function of frequency deviation with respect to change in VSG power is shown in Equation (5). In this equation, only inverter dynamics are considered and the effect of the battery ESS is neglected supposing the sufficient charging/discharging capacity of the batteries.

\[
T_{\text{VSG}}(s) = \frac{1}{K_I s + K_P}
\] (5)

This transfer function will be used in subsequent sections to complete the model of the power system for frequency control analysis. It is notable that when viewed from the grid side, the electrical facade of an electrical VSG is similar to that of an electromechanical SG. The only difference is the higher frequency noise due to switching operation of power transistors of the inverter [40].

Considering the VSG control loop in Figure 2, and neglecting the DR control for the moment, Equation (6) includes VSG control with the conventional control.

\[
\Delta P_m(s) - \Delta P_d(s) + \chi_{\text{VSG}} \tau_{\text{VSG}}(s) \Delta P'_{\text{VSG}}(s) = D \Delta f(s) + 2sH \Delta f(s)
\] (6)

where \(\chi_{\text{VSG}}\) is the indicator function of the availability of VSG power, \(\tau_{\text{VSG}}\) is the delay in the VSG loop, and \(\Delta P'_{\text{VSG}}\) is the VSG power.

2.3. Power System Model with DR and VSG

Considering both DR and VSG are available (i.e., \(\chi_{\text{DR}} = \chi_{\text{VSG}} = 1\)), Equation (7) is obtained after solving Equations (3) and (6) for \(\Delta f\),

\[
\Delta f(s) = \frac{1}{(2Hs + D)} [\Delta P_m(s) - \Delta P_d(s) + \tau_{\text{DR}} \Delta P'_{\text{DR}}(s) + \tau_{\text{VSG}} \Delta P'_{\text{VSG}}(s)]
\] (7)

or

\[
\Delta f(s) = \frac{1}{(2Hs + D)} [\Delta P_m(s) - \Delta P_d(s) + \Delta P_{\text{DR}}(s) + \Delta P_{\text{VSG}}(s)]
\] (8)

where \(\Delta P_{\text{DR}}\) and \(\Delta P_{\text{VSG}}\) represent the change in DR and VSG powers after considering the time delays as given in Equations (9) and (10). It is clear that, at steady-state, \(\Delta P_{\text{DR}}\) and \(\Delta P_{\text{VSG}}\) are equal to \(\Delta P'_{\text{DR}}\) and \(\Delta P'_{\text{VSG}}\), respectively.
In Figure 2, $M(s)$ represents the generalized transfer function of a prime-mover that runs the synchronous generator. Mathematically, 

$$M(s) = T_{gov}(s) \cdot T_{tur}(s)$$

There are different transfer functions for different types of turbines, as mentioned in Equation (12) [46].

$$T_{tur}(s) = \begin{cases} 
\frac{1}{1 + \frac{1}{T_t s + 1}}, & \text{non-reheat turbine} \\
\frac{1}{T_t s} \cdot \frac{1 + \frac{1}{T_r s + 1}}{1 + \frac{1}{T_t s + 1}}, & \text{reheated turbine} \\
\frac{1}{0.5 \cdot T_w s + 1}, & \text{hydro turbine}
\end{cases}$$

2.4. Steady-State Evaluation of the Proposed Model

Considering the power disturbance as a step disturbance, its Laplace Transformation is provided in Equation (13):

$$\Delta P_d(s) = \frac{\Delta P_d}{s}$$

Equation (8) can be re-written as:

$$\Delta f(s) = \frac{1}{N(s)} \cdot \Delta P_S(s) + \Delta P_{DR}(s) + \Delta P_{VSG}(s) - \frac{1}{N(s)} \Delta P_d(s)$$

where

$$N(s) = 2Hs + D + \frac{M(s)}{R}$$

Applying the final value theorem and considering Equations (9) and (10), we get:

$$\Delta f_{SS} = \lim_{s \to 0} s \cdot f(s) = \frac{\Delta P_{SS} + \Delta P_{DR,SS} - \Delta P_d}{N(0)}$$

where

$$\Delta P_{SS} = \lim_{s \to 0} s \cdot M(s) \cdot \Delta P_S(s)$$

and

$$\Delta P_{DR,SS} = \lim_{s \to 0} s \cdot \Delta P_{DR}(s)$$

$$\Delta P_{VSG,SS} = \lim_{s \to 0} s \cdot \Delta P_{VSG}(s)$$

$$N(0) = D + \frac{M(0)}{R} = D + \frac{1}{R}$$

The term $N(0)$ in Equation (20) represents the system frequency response characteristics [15]. Finally, the steady-state frequency deviation is calculated using Equation (21) as follows:

$$\Delta f_{SS} = \frac{\Delta P_{SS} + \Delta P_{DR,SS} + \Delta P_{VSG} - \Delta P_d}{D + \frac{1}{R}}$$

As indicated by Equation (21), steady-state frequency deviation can be zero only if one or more of the three powers (supplementary, DR, and VSG) are sufficiently available to balance the disturbance ($\Delta P_d$). Equation (21) indicates that DR and/or VSG can also be utilized to regulate the frequency in
addition to the supplementary control, thus providing the system operator with improved capability of frequency regulation.

If $K$ is the total control effort to balance the effect of $\Delta P_d$, then it must be distributed among three controllers (i.e., supplementary, DR, and VSG) according to Equation (22).

$$K = K_S + K_{DR} + K_{VSG}$$ (22)

Power system operator has an extra degree of freedom to optimally decide the share from each control loop to regulate the system frequency in a timely and cost-effective manner. If the shares of DR, VSG, and supplementary controls are $\epsilon$, $\zeta$, and $\gamma$, respectively, such that:

$$\gamma = 1 - \epsilon - \zeta$$ (23)

then, the contribution of DR control is given in Equation (24):

$$K_{DR} = \epsilon \cdot K$$ (24)

Equation (25) formulates the role of VSG control as:

$$K_{VSG} = \zeta \cdot K$$ (25)

Finally, the supplementary control has to provide the rest of control effort according to Equation (26) as follows:

$$K_S = (1 - \epsilon - \zeta) \cdot K$$ (26)

Consequently, the steady-state contribution of each participant to mitigate the steady-state frequency deviation is distributed as given by Equations (27)–(29):

$$\Delta P_{DR,SS} = \epsilon \cdot \Delta P_L$$ (27)

$$\Delta P_{VSG,SS} = \zeta \cdot \Delta P_L$$ (28)

$$\Delta P_{S,SS} = (1 - \epsilon - \zeta) \cdot \Delta P_L$$ (29)

It is notable that steady-state values depend on the share between the supplementary control ($\gamma$), DR control ($\epsilon$), and VSG control ($\zeta$) which is determined by the system operator in negotiation with customers. Multiple factors (e.g., the network condition, the real-time electricity price, capacity of ESS, etc.) affect the values of $\epsilon$, $\zeta$, and $\gamma$. The proposed model maintains the general form of a single-area power system model where the absence of DR and VSG will result in the traditional frequency control model.

3. Simulation Results

This section demonstrates various key features of the developed model. In fact, whenever a new model or technique is developed, a set of simulations demonstrating the role of important parameters is performed to assess the performance of proposed model or technique. Several simulations were performed to analyze the effects of load disturbance on the system frequency response considering various parameters such as control share of DR and VSG, delay times, and frequency deadbands. For impartial comparison and to avoid mathematical complexities, classical PID control has been implemented in all simulated scenarios. The controllers were tuned using Control System Toolbox of MATLAB/Simulink, and the values of $P$, $I$, and $D$ control actions are provided in Appendix A. Further, the simulations have been performed on different systems with slow and fast dynamics to assess the performance of the developed model in a generalized grid structure. The system parameters for the two power grids are provided in Table 1. Only the graphical results for the system with fast dynamics
are shown here as the obtained results exhibit the consistent behavior of proposed model towards system frequency response in both cases. The power system base is 100 MW with a peak power of 85 MW for conventional and 15 MW for wind generation. The proposed model is validated by simulating the effects of load disturbance in following cases: only DR, only VSG, DR and VSG, and DR with VSG in the presence of unregulated wind generation. The dynamic effects of DR and VSG controls on the system frequency response are discussed in the dedicated subsections. Further, the contribution or change in turbine/DR/VSG powers is also shown to verify that these are according to the proposed model and equations provided in Section 2. In all simulation cases, step load disturbance of 0.05 p.u is applied at t = 6 s, and detailed descriptions of the simulation scenarios are provided in Tables 2–5.

### Table 1. Parameters of test systems with slow and fast dynamics [15].

| Parameter                  | System with Fast Dynamics (System-I) | System with Slow Dynamics (System-II) |
|----------------------------|-------------------------------------|--------------------------------------|
| R                          | 3 Hz/p.u                            | 2.4 Hz/p.u                           |
| D                          | 0.015 p.u/Hz                        | 0.0083 p.u/Hz                        |
| 2H                         | 0.15 p.u s                          | 3 p.u s                              |
| Tg                         | 0.4 s                               | 0.8 s                                |
| Tg                         | 0.08 s                              | 0.3 s                                |
| Pd                         | 0.05 p.u                            | 0.05 p.u                             |
| Deadband (Governor)        | ±0.036 Hz                           | ±0.036 Hz                            |
| GRC (Turbine)              | ±0.1 p.u                            | ±0.1 p.u                             |

#### 3.1. DR Control

The impacts of three important parameters of DR control loop (i.e., DR control share (ε), delay times (T_{d,DR}), and frequency deadband in DR control loop (f_{DR,DB})) on system frequency response are presented here. Table 2 shows the various simulation scenarios and parameter setting for each case.

### Table 2. DR control: simulation scenarios and parameter setting.

| Scenario          | Case No | Setting                  | Other Parameters |
|-------------------|---------|--------------------------|------------------|
| Effect of DR Control Share (ε) | 1       | ε = 0 (No DR)            |                  |
|                   | 2       | ε = 0.1                  | ΔP_d(s) = 0.05 p.u|
|                   | 3       | ε = 0.2                  | f_{DR,DB} = 0.05%|
|                   | 4       | ε = 0.3                  | T_{d,DR} = 0.1 s |
|                   | 5       | ε = 0.5                  |                  |
| Effect of Delay Times (T_{d,DR}) | 1       | No DR                    |                  |
|                   | 2       | T_{d,DR} = 0.0 s         | ΔP_d(s) = 0.05 p.u|
|                   | 3       | T_{d,DR} = 0.2 s         | ε = 0.3          |
|                   | 4       | T_{d,DR} = 0.5 s         | f_{DR,DB} = 0.1% |
|                   | 5       | T_{d,DR} = 0.8 s         |                  |
| Effect of Frequency Deadband (f_{DR,DB}) | 1       | No DR                    |                  |
|                   | 2       | f_{DR,DB} = 0.0%         | ΔP_d(s) = 0.05 p.u|
|                   | 3       | f_{DR,DB} = 0.05%        | ε = 0.4          |
|                   | 4       | f_{DR,DB} = 0.1%         | T_{d,DR} = 0.1 s |
|                   | 5       | f_{DR,DB} = 0.5%         |                  |

#### 3.1.1. Effect of DR Control Share (ε)

In this simulation study, the effects of DR control share (ε) on system frequency response are provided. Ranging from purely conventional control (i.e., no DR control share, γ = 100% and ε = 0%) to 50% DR control share, the frequency deviation for each case is shown in Figure 4a. The following inferences can be made from the results:

- The participation of DR control results in improved frequency response.
• The higher value of $\varepsilon$ yields better results, in general. The higher value of $\varepsilon$ indicates that more consumers are willing to take part in DR for frequency regulation. As shown in Figure 4a, the higher DR contribution results in improved transient behavior and settling time (e.g., $\varepsilon = 50\%$ results in 13.3% lesser maximum frequency deviation as compared to $\varepsilon = 0\%$).

• On the other hand, the lower the values of $\varepsilon$, the closer the frequency response to the conventional control.

• The steady-state values of DR and turbine powers are conforming to the steady-state model developed in Section 2 and their values are according to Equations (27)–(29). For example, in Case 3, $\varepsilon = 20\%$ results in $\Delta P_{DR, SS} = 0.2 \times 0.05 = 0.01$ p.u and $\Delta P_{S, SS} = (1 - 0.2) \times 0.05 = 0.04$ p.u, as shown in Figure 4b–d.

3.1.2. Effect of Delay Times ($T_{d,DR}$)

The time delays appear either due to communication latency or intentionally introduced to compensate momentary changes. In the proposed model, the system operator can introduce a time delay in the DR control loop to let the supplementary control play its role first so that consumer’s comfort level is minimally disturbed. In this simulation study, the effects of time delays in DR loop on system frequency response are analyzed. The simulation results are presented in Figure 5 for various cases detailed in Table 2. Figure 5a shows that better results are obtained if the time delay is small (e.g., $T_{d,DR} = 0.2$ s). Such time delays are achievable in smaller systems with fast communication...
For widespread power systems, the increased time delay (e.g., \( T_{\text{d,DR}} = 0.8 \) s in Case 5) does not allow DR control system to exceptionally outperform and the system frequency response is nearly similar to the response with conventional control. The promising thing for DR control, however, in the context of a widespread large power system is the slow dynamic response of power generation unit due to the higher inertia of bigger machines and generation rate constraints (e.g., System-II in Table 1). In such scenarios, communication infrastructure with even higher latencies can allow DR control perform very well in comparison to slower conventional control.

The change in turbine and DR powers are shown in Figure 5b–d where the steady-state values conform to Equations (27)–(29). The value of DR control share is fixed in this study (i.e., \( \varepsilon = 30\% \)) and hence \( \Delta P_{\text{DR,SS}} = 0.3 \times 0.05 = 0.015 \) p.u and \( \Delta P_{\text{S,SS}} = (1 - 0.3) \times 0.05 = 0.035 \) p.u.

![Figure 5. Effect of delay times \( T_{\text{d,DR}} \) on various system parameters under load disturbance: (a) system frequency response; (b) change in turbine power (p.u); (c) change in DR power (p.u); and (d) change in turbine and DR power (p.u) for selected cases.](image)

3.1.3. Effect of Frequency Deadband \( (f_{\text{DR,db}}) \)

Owing to the reasons of momentary changes, measurement and calculation errors, better sensitivity, and physical limits, there are regions, known as deadbands, in which frequency variation does not affect the control output of frequency controllers. Intuitively, larger deadbands degrade system performance, and very tight deadbands result in increased operation and maintenance cost. Thus, the power generation units are designed and operated following industry standards. For example, IEEE Std. 122-1991 recommends the maximum value of deadband as 0.06% for the governors of large-size conventional steam turbines [47].
The simulation results presented in this section analyze the effects of frequency deadband provided in DR control loop as it is often desired not to disturb the loads during small frequency deviations. The provision of deadband can also take care of frequency fluctuations caused by RES such as wind. Figure 6a shows system frequency response for step load disturbance with and without DR control under various frequency deadbands in DR control loop. As expected, Case 2 ($f_{DR,DB} = 0\%$) provided the best simulation results anyhow; it has drawbacks in practical applications. The deadband in Case 3 ($f_{DR,DB} = 0.05\%$) is very close to the deadband in supplementary control (0.06% or 0.036 Hz as mentioned in Table 1), but the frequency response is better. Case 4 ($f_{DR,DB} = 0.1\%$) is more interesting, as it has practical appeal (i.e., do not let the loads be disturbed unless it is urgent to do so) and results in lesser frequency deviation and settling time as compare to Case 1. There is no difference between frequency profile of Case 1 (No DR Control) and Case 5 ($f_{DR,DB} = 0.5\%$). The latter case requires at least 0.3 Hz (0.5% of 60 Hz) frequency deviation to initiate DR control which does not occur in this case. Hence, there is no effect on system frequency and no contribution from DR power, as shown in Figure 6c.

![Figure 6. Effect of frequency deadband ($f_{DR,DB}$) on various system parameters under load disturbance: (a) system frequency response; (b) change in turbine power (p.u); (c) change in DR power (p.u); and (d) change in turbine and DR power (p.u) for selected cases.](image)

3.2. VSG Control

This section presents simulation results of including VSG control in the system model. The impact of VSG control share ($\zeta$) and frequency deadband ($f_{VSG,db}$) is analyzed under various simulation conditions, as detailed in Table 3.
Table 3. VSG control: simulation scenarios and parameter setting.

| Scenario                  | Case No | Setting        | Other Parameters |
|---------------------------|---------|----------------|------------------|
| Effect of VSG Control Share ($\zeta$) | 1       | No VSG         | $\Delta P_d(s) = 0.05 \text{ p.u}$ |
|                           | 2       | $\zeta = 0.1$  | $f_{VSG, DB} = 0.05\%$ |
|                           | 3       | $\zeta = 0.2$  | $T_d,VSG = 0.1 \text{ s}$ |
|                           | 4       | $\zeta = 0.3$  |                  |
|                           | 5       | $\zeta = 0.5$  |                  |
| Effect of Frequency Deadband ($f_{VSG, DB}$) | 1       | No VSG         | $\Delta P_d(s) = 0.05 \text{ p.u}$ |
|                           | 2       | $f_{VSG, DB} = 0.0\%$ | $T_d,VSG = 0.1 \text{ s}$ |
|                           | 3       | $f_{VSG, DB} = 0.05\%$ |                  |
|                           | 4       | $f_{VSG, DB} = 0.1\%$ |                  |
|                           | 5       | $f_{VSG, DB} = 0.5\%$ |                  |

3.2.1. Effect of VSG Control Share ($\zeta$)

The effects of changing VSG control share ($\zeta$) from $\zeta = 0\%$ to $\zeta = 50\%$ on system frequency response under load disturbance are shown in Figure 7. The following points are observed in this simulation study:

- The VSG control loop improved overall frequency response in proportion to the VSG control share ($\zeta$). The value of VSG control share ($\zeta$) is determined by the system operator considering VSG rating and other parameters.
- The higher VSG contribution results in improved system frequency response (e.g., in Case 5, $\zeta = 50\%$ results in $33.3\%$ less maximum frequency deviation when compared with no VSG control).
- In Figure 7b–d, the steady-state values of change in turbine and VSG powers are shown, which conform to Equations (27)–(29) (e.g., for Case 3, $\zeta = 20\%$ results in $\Delta P_{VSG,SS} = 0.2 \times 0.05 = 0.01 \text{ p.u}$ and $\Delta P_{SS} = (1 - 0.2) \times 0.05 = 0.04 \text{ p.u}$, as shown in Figure 7b–d.

![Figure 7. Effect of VSG control share ($\zeta$) on various system parameters under load disturbance: (a) system frequency response; (b) change in turbine power (p.u); (c) change in VSG power (p.u); and (d) change in turbine and VSG power (p.u) for selected cases.](image-url)
3.2.2. Effect of Frequency Deadband ($f_{VSG, DB}$)

The simulation results presented in Figure 8 analyze the effects of providing frequency deadband in VSG control loop. The important observations are summarized as follows:

- The steady-state values of change in turbine and VSG powers are shown in Figure 8b–d, which conform to Equations (27)–(29).
- Considering Case 5, the magnitude of frequency deviation exceeds the higher value of frequency deadband ($f_{VSG, DB} = 0.5\% = 0.3$ Hz) at $t \approx 7.4$ s and there is quick but small contribution from VSG power at that instance. This contribution dies soon, as the magnitude of frequency deviation falls below 0.3 Hz (Figure 8a,c).

![Figure 8. Effect of frequency deadband ($f_{VSG, DB}$) on various system parameters under load disturbance: (a) system frequency response; (b) change in turbine power (p.u); (c) change in VSG power (p.u); and (d) change in turbine and VSG power (p.u) for selected cases.](image)

3.3. DR and VSG Control

After presenting the roles of DR and VSG control loops individually, it is time to demonstrate their combined effectiveness in frequency control of a power system. In this section, five cases are considered, as summarized in Table 4, to analyze the effect of various parameters in frequency control loops. The results are presented in Figure 9. Case 1 does not consider DR and VSG in the frequency control, while the four other cases consider either DR or VSG, or both. The following points are observed from this simulation study:
Case 4, in which both DR and VSG controls have an equal share, shows 17.8% less frequency deviation as compared to Case 1. In Case 5, only VSG control plays a role because the DR control has higher frequency deadband (\( f_{DR, DB} = 0.5\% = 0.3 \) Hz).

The steady-state contribution of powers from the turbine, DR and VSG, shown in Figure 9b–d, are in accordance with Equations (27)–(29). The contribution from turbine power is 0.04 p.u in Case 5 because DR control does not play its role due to higher frequency deadband (i.e., \( \gamma = 1 - \epsilon - \zeta = 1 - 0 - 0.2 = 0.8 \) and \( \Delta P_{SS} = 0.8 \times 0.05 = 0.04 \) p.u).

### Table 4. DR and VSG control: simulation scenarios and parameter setting.

| Scenario                             | Case No. | Setting          | Other Parameters |
|--------------------------------------|----------|------------------|------------------|
| Conventional control only            | 1        | \( \epsilon = 0, \zeta = 0 \) | \( \Delta P(s) = 0.05 \) p.u |
| Only DR control added                | 2        | \( \epsilon = 0.4, \zeta = 0 \) | \( f_{DR, DB} = f_{VSG, DB} = 0.01\% \) |
| Only VSG control added               | 3        | \( \epsilon = 0, \zeta = 0.4 \) | \( T_{d, DR} = T_{d, VSG} = 0.1 \) s |
| DR and VSG controls added            | 4        | \( \epsilon = 0.2, \zeta = 0.2 \) |                     |
| DR and VSG controls added with \( f_{DR, DB} = 0.5\% \) | 5        | \( \epsilon = 0.2, \zeta = 0.2 \) | * For Case 5 only, \( f_{DR, DB} = 0.5\% \). |

*Figure 9. Effect of DR and VSG control on various system parameters under load disturbance: (a) system frequency response; (b) change in turbine power (p.u); (c) change in DR power (p.u); and (d) change in turbine, DR and VSG power (p.u) for selected cases.*

### 3.4. DR and VSG Control in the Presence of Unregulated Wind Generation

In this section, the effects of unregulated wind generation on system frequency response is provided when both the DR and the VSG control loops are present in the system. The model of wind power for the purpose of frequency control is provided in Appendix B [37]. The study comprises five
simulation cases, including a case of high wind speed, as detailed in Table 5. The simulation results are shown in Figure 10 and important observations are summarized as follows:

- In Case 1, when there is no contribution from DR and VSG loops, the supplementary control accommodates the variations in wind generation.
- The increased wind generation can cause positive frequency deviation and the VSG control is supposed to absorb power during such scenarios. This is reflected in Figure 10d at $t < 6$ s.
- For higher wind generation, as in Case 5, the magnitude of power fluctuation is higher. This results in frequency variation even in steady-state ($t = 25$–$40$ s). One of the reasons of higher fluctuation is the fact that controllers in supplementary, DR and VSG control loops were not designed to handle the large fluctuations in wind power. In other words, an appropriately designed robust control system is required to diminish the steady-state error caused by intermittent wind generation.
- The steady-state contribution of powers from the turbine, DR and VSG are shown in Figure 10b–d,f, and conform to Equations (27)–(29).
Figure 10. Effect of DR and VSG control on various system parameters under load disturbance in the presence of unregulated wind generation: (a) system frequency response; (b) change in turbine power (p.u); (c) change in DR power (p.u); (d) change in VSG power (p.u); (e) change in wind power (p.u); and (f) change in turbine, DR and VSG power (p.u) for selected cases.

Table 5. DR and VSG control in the presence of unregulated wind generation: simulation scenarios and parameter setting.

| Scenario | Case No. | Setting | Other Parameters |
|----------|----------|---------|------------------|
| Effect of unregulated wind generation | 1 | $\epsilon = 0$, $\zeta = 0$, $v_{wp,ad} = 7$ m/s | $\Delta P_d(s) = 0.05$ p.u $f_{DR, DB} = f_{VSG, DB} = 0.005\%$ $T_{d,DR} = T_{d,VSG} = 0.01$ s |
| | 2 | $\epsilon = 0.4$, $\zeta = 0$, $v_{wp,ad} = 7$ m/s | |
| | 3 | $\epsilon = 0$, $\zeta = 0.4$, $v_{wp,ad} = 7$ m/s | |
| | 4 | $\epsilon = 0.2$, $\zeta = 0.2$, $v_{wp,ad} = 7$ m/s | |
| | 5 | $\epsilon = 0.2$, $\zeta = 0.2$, $v_{wp,ad} = 12$ m/s | |

4. Conclusions

The modern power grid has an increasing penetration of responsive loads and RES coupled with ESS. There has been limited work on analyzing their combined effect on system frequency response. In this paper, starting from a basic model of an electric power system, a comprehensive model of the electric power system including DR and VSG has been provided for the purpose of frequency response analysis and control. Model has been made as general as possible by including indicator functions and time delays. Further, formulation of DR and VSG control shares and their role in steady-state frequency control is mathematically provided and validated by simulation results. The presence of DR and/or VSG controls provide the system operator with additional capabilities for frequency regulation with minimum time delays. The distribution of power shares among supplementary, DR, and VSG control can be optimized under various constraints and could be a motivating topic for future research. Similarly, modifying power system inertia (H) to accommodate the role of the VSG, instead of adding a separate control loop, could also lead to interesting results.
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Abbreviations

$D$ Damping coefficient of the system
$f_{DR, DB}$ Frequency deviation deadband for DR control
$f_{VSG, DB}$ Frequency deviation deadband for VSG control
$H$ Inertia constant
$R$ Droop characteristics
$T_{d, DR}$ Delay in DR control loop (s)
$T_{d, VSG}$ Delay in virtual synchronous generator control loop (s)
$T_g$ Time constant of governor
$T_t$ Time constant of non-reheat turbine
$T_w$ Time constant of hydro turbine
$\gamma$ share of supplementary control for frequency regulation
$\epsilon$ share of DR control for frequency regulation
$\zeta$ share of VSG control for frequency regulation
$K$ Total control effort to minimize frequency deviation
$K_S$ Control effort provided by supplementary control to minimize frequency deviation
$K_{DR}$ Control effort provided by DR control to minimize frequency deviation
$K_{VSG}$ Control effort provided by VSG control to minimize frequency deviation
$\kappa_{DR}(s)$ DR controller
$\kappa_{VSG}(s)$ Virtual synchronous generator controller
$\tau_{DR}(s)$ linearized transfer function of delay in DR control loop
$\tau_{VSG}(s)$ linearized transfer function of delay in VSG control loop
$\chi_{DR}$ Availability indicator of DR control for frequency regulation
$\chi_{VSG}$ Availability indicator of VSG control for frequency regulation
$\Delta f(s)$ Change in frequency
$\Delta f_{SS}$ Steady-state frequency deviation
$\Delta P_d(s)$ Change in load (Load disturbance)
$\Delta P_{DR}(s)$ Change in DR power
$\Delta P_{DR, SS}$ Share of DR power at steady-state
$\Delta P_m(s)$ Change in turbine’s power
$\Delta P_\gamma(s)$ Change in power due to supplementary control
$\Delta P_{SS}$ Share of conventional control power at steady-state
$\Delta P_{VSG}(s)$ Change in VSG power
$\Delta P_{VSG, SS}$ Share of VSG power at steady-state

Appendix A

Table A1. Numeric values of control actions used in frequency control loops of the power system.

| Control Loop | Proportional Control (P) | Integral Control (I) | Derivative Control (D) |
|--------------|--------------------------|-----------------------|------------------------|
| Supplementary | 0                        | −0.05                 | -                      |
| DR           | −2.3                     | −6.1                  | -                      |
| VSG          | 0.4                      | 0.2                   | 0.1                    |

Appendix B

Figure A1 shows the Simulink model for wind power generation. To simulate the random fluctuations in wind power generation, white noise block of MATLAB/Simulink is used. As shown in Figure A1, the wind speed standard deviation is multiplied by the random output fluctuation provided by the white noise block. The output power, calculated using Equation (A1), is averaged to remove sharp changes.
Figure A1. Model for wind power generation.

The wind power is calculated using Equation (B1) as follows. The block “Function” in Figure A1 implements this equation.

\[ P_w = 0.5 \times C_p \times V_w^3 \times dA \]  

where \( V_w \) is wind speed (m/s), \( C_p \) is power coefficient, \( d \) is air density (kg/m\(^3\)), and \( A \) is cross-sectional area of wind turbine rotor (m\(^2\)). Table A2 shows the values of various parameters used for simulation of wind power generation.

Table A2. Values of various parameters of wind turbine.

| Parameter                   | Value   | Unit  |
|-----------------------------|---------|-------|
| \( V_w \), wind speed       | 7 and 12| m/s   |
| \( C_p \), power coefficient | 0.4     |       |
| \( d \), is air density     | 1.293   | kg/m\(^3\) |
| \( A \), cross-sectional area of WT rotor | 5       | m\(^2\) |
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