Multiscale modeling of rapid granular flow with a hybrid discrete-continuum method
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Abstract

Both discrete and continuum models have been widely used to study rapid granular flow, discrete model is accurate but computationally expensive, whereas continuum model is computationally efficient but its accuracy is doubtful in many situations. Here we propose a hybrid discrete-continuum method to profit from the merits but discard the drawbacks of both discrete and continuum models. Continuum model is used in the regions where it is valid and discrete model is used in the regions where continuum description fails, they are coupled via dynamical exchange of parameters in the overlap regions. Simulation of granular channel flow demonstrates that the proposed hybrid discrete-continuum method is nearly as accurate as discrete model, with much less computational cost.
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1. Introduction

Granular matter which consists of macroscopic particles can widely be found in nature and in industry \cite{1,2}. A better understanding of granular matter is not only desirable for physicists, but also for engineers from various sectors, such as mining, pharmaceutical and chemical industries \cite{3}. Extensive theoretical, numerical and experimental studies have been devoted to this fascinating area \cite{4,5,6}, however, our understanding is still far from satisfactory after several decades’ efforts due to its dissipative, non-linear and non-equilibrium characteristics, reflected by the lack of a general theory for describing its hydrodynamics \cite{4,7}.

To simulate granular flow, both macroscopic continuum model and microscopic discrete model have been extensively used \cite{8,9}. Continuum model, solving the conservation equations of mass, momentum and energy, is very useful for analyzing and designing industrial processes involving a large number of discrete particles. However, it is much less mature compared with the classical fluid mechanics theory for molecular gas or liquid fluid, mainly due to the dissipative nature of particle-particle interactions and the resultant lack of scale separation \cite{10,11}, and the formation of heterogeneous structures, such as particle clustering structure \cite{12}. Continuum method may also be inadequate in situations when no accurate boundary condition can be formulated or due to the existence of Knudsen layer \cite{12,13}. On the other hand, discrete model \cite{14} tracks the motion of each particle according to Newton’s law, and accordingly, provides detailed information about the dynamics of granular flow. Unfortunately, discrete model is computationally extremely demanding for engineering applications.

In this study, a hybrid discrete-continuum method is developed for modelling granular flow, taking the merits of both continuum and discrete methods but discarding their drawbacks. The idea is to concurrently couple physical descriptions at different scales to solve the dilemma that has been described, as in the hybrid atomistic-continuum methods for rarefied gas flows \cite{15}, dense fluids \cite{16,17} and solid mechanics \cite{18}. Continuum model is used to model
the majority of simulation domain while discrete method is used within the domains where continuum description is inadequate.

2. Method

2.1. Continuum method

The hybrid discrete-continuum method is based on domain decomposition as illustrated in Fig. 1. The method has been used in the study of micro- and nano-fluid flow [17, 16, 19]. The simulation domain is divided into a continuum region located at the center of the channel and two discrete regions near the two side walls. Two overlap regions are constructed to ensure the continuity of mass and momentum in the entire simulation domain. In the continuum region, Navier-Stokes equation combined with kinetic theory of granular flow is applied [20]. The governing equations are numerically solved with finite difference method on a staggered grid [21, 22]. The mass and momentum conservation equations are given as follows,

\[
\frac{\partial}{\partial t} (\phi_s \rho_s) + \nabla \cdot (\phi_s \rho_s U_c) = 0
\]

\[
\frac{\partial}{\partial t} (\phi_s \rho_s U_c) + \nabla \cdot (\phi_s \rho_s U_c U_c) = -\nabla p_s + \nabla \cdot \tau_s
\]

where \( p_s \) and \( \tau_s \) are the granular pressure and solid stress tensor, respectively. The stress tensor is linearly related to the rate-of-strain tensor,

\[
\tau_s = \mu_s \left( \nabla U_c + \nabla U_c^T \right) + \left( \lambda_s - \frac{2}{3} \mu_s \right) \left( \nabla \cdot U_c \right) \mathbf{I}
\]
where \( \mu_s \) is shear viscosity and \( \lambda_s \) is bulk viscosity. The particulate phase stresses are closed using kinetic theory of granular flow which solves a separate conservation equation for granular temperature.

\[
\frac{3}{2} \left[ \frac{\partial (\phi_s \rho_s \Theta_s)}{\partial t} + \nabla \cdot (\phi_s \rho_s \Theta_s U_c) \right] = (-p_s I + \tau_s) : \nabla U_c + \nabla \cdot (k_s \nabla \Theta_s) - \gamma
\]

where \( k_s \) is heat conductivity of granular phase given by:

\[
k_s = \frac{150 \rho_s d_p}{384 (1 + e) g_0} \left[ 1 + \frac{6}{5} (1 + e) \phi_s g_0 \right] + 2 \rho_s \phi_s^2 d_p (1 + e) g_0 \sqrt{\frac{\Theta_s}{\pi}}
\]

The solids pressure, shear and bulk viscosity are expressed as:

\[
p_s = \rho_s (1 + e) \phi_s g_0 \Theta_s
\]

\[
\mu_s = \frac{4}{5} \rho_s d_p \phi_s^2 g_0 (1 + e) \sqrt{\frac{\Theta_s}{\pi}} + \phi_s \rho_s d_p \sqrt{\pi \rho_s \Theta_s (1 + e) \phi_s g_0} \left( 1 + \frac{2}{5} (1 + e) (3e - 1) \phi_s g_0 \right)
\]

\[
\lambda_s = \frac{4}{3} \phi_s \rho_s d_p g_0 (1 + e) \sqrt{\frac{\Theta_s}{\pi}}
\]

The energy dissipation due to inelastic collision is expressed as:

\[
\gamma = \frac{12 (1 - e^2) g_0}{d_p \sqrt{\pi} \rho_s \phi_s^2 \Theta_s^{3/2}}
\]

Within these formulations, \( g_0 \) is the radial distribution function that is given as follows:

\[
g_0 = \left[ 1 - \left( \frac{\phi_i}{\phi_{i,\text{max}}} \right) \right]^{-1}
\]

The tangential velocity and granular temperature at the wall are calculated using Johnson and Jackson model [23].

\[
u_{s,w} = -\frac{6 \mu_s \phi_{s,\text{max}}}{\sqrt{3 \pi \rho_p \phi_s g_0 \sqrt{\Theta_s}}} \frac{\partial u_{s,w}}{\partial n}
\]

\[
\Theta_{s,w} = -\frac{k_s \Theta_s}{\gamma_{s,w}} \frac{\partial \Theta_{s,w}}{\partial n} + \frac{\sqrt{3 \pi \rho_p \phi_s u_{s,\text{slip}} g_0 \Theta_s^{3/2}}}{6 \phi_{s,\text{max}} \gamma_{s,w}}
\]

2.2. Discrete method

In the discrete regions, the linear spring-dashpot discrete element method [14, 24] is used:

\[
m_a \frac{d u_p}{d t} = \sum_{b \in \text{contact list}} F_{ab,n}
\]

In this model, the normal component of the contact force between two particles is calculated as follows:

\[
F_{ab,n} = -k_n \delta_n n_{ab} - \eta_n u_{ab,n}
\]

where \( k_n \) is the normal spring stiffness, \( n_{ab} \) is the normal unit vector, \( \eta_n \) is the normal damping coefficient and \( u_{ab,n} \) is the normal relative velocity. The overlap \( \delta_n \) is given by:

\[
\delta_n = (R_a + R_b) - |r_b - r_a|
\]
where $R_a$ and $R_b$ denote the radii of the interacting particles, $r_a$ and $r_b$ denote the position vector of the particles. The normal unit vector is defined as:

$$
n_{ab} = \frac{r_b - r_a}{|r_b - r_a|} \tag{16}$$

The normal component of the relative velocity between particle $a$ and particle $b$ is

$$
u_{ab,n} = (\mathbf{u}_{ab} \cdot \mathbf{n}_{ab}) \mathbf{n}_{ab} \tag{17}$$

The normal damping coefficient is calculated as follows:

$$
\eta_n = -2\sqrt{m_{ab}k_n \ln e} \sqrt{\pi^2 + \ln^2 e} \tag{18}
$$

Note that (i) we start with the simplest kinetic theory, wall boundary condition and contact model available in literature to develop the hybrid multi-scale model, while more advanced kinetic theory \[25\], wall boundary condition \[26, 27\] and contact model \[28\] can be implemented later. (ii) In addition to its simplicity of linear spring-dashpot discrete element method, it leads to a constant restitution coefficient, which is in agreement with the basic assumption of kinetic theory of granular flow used here \[22, 29\].

2.3. Hybrid method

The simulation domain in hybrid method is divided into a continuum region located at the center of the channel and two discrete regions near the two side walls. They coincidentally have two overlap regions. The design of overlap region is the most critical part of the hybrid method and should be as simple as possible in order to guarantee the high efficiency of hybrid method over pure discrete method. In present study, the overlap region is further divided into three parts: a discrete boundary layer, a buffer layer and a continuum boundary layer. The boundary condition for continuum model is provided by discrete model through appropriately averaging the particle quantities as shown in the $x_0 \sim x_1$ cell, i.e.

$$
\phi_{J\rho} = \frac{1}{V_J} \sum_{i \in J} m_i \tag{19}
$$

$$
\phi_{J\rho,\mathbf{u}_J} = \frac{1}{V_J} \sum_{i \in J} m_i \mathbf{v}_i \tag{20}
$$

$$
\phi_{J\rho,\Theta_J} = \frac{1}{3V_J} \sum_{i \in J} m_i (\mathbf{v}_i - \mathbf{u}_J)^2 \tag{21}
$$

Where $i$ denotes a particular particle within the cell $J$, $m_i$ is its mass and $\mathbf{v}_i$ is its velocity, $V_J$ is the volume of cell $J$, $\phi_J$ is the solid volume fraction, $\rho_J$ is the particle mass density, $\mathbf{u}_J$ is the cell averaged particle velocity and $\Theta_J$ is the granular temperature of cell $J$. Because discrete region is terminated in the $x_2 \sim x_3$ cell, the missed information should be remedied by continuum method. Handling the boundary condition from continuum to discrete method is a more subtle issue than the reverse. The related issue is that the degrees of freedom in the discrete description of particles are much greater than those of the continuum one. Here the dynamics of particles in the $x_2 \sim x_3$ cell are constrained to match the continuum model via constraint dynamics \[30\]. The new velocity of particle $i$ located within cell $J$ is therefore given by:

$$
\dot{x}_i = \mathbf{v}_i + \xi \left( \mathbf{u}_c - \frac{1}{N_J} \sum_{i=1}^{N_J} \mathbf{v}_i \right) \tag{22}
$$

Where $\mathbf{u}_c$ is the velocity of particle calculated by continuum method in the specific cell. The constraint strength $\xi$ is introduced to relax the particle momenta to the local continuum value and here we use a value of unity \[31, 32\].

To maintain the mass conservation in discrete domain, a ghost wall and a flux monitor are placed at the termination of discrete domain ($x_3$). Once a particle overlaps with the ghost wall, particle-wall collision will prevent the particle from freely drifting away from the discrete domain. The actual mass flux across the ghost wall is achieved through
the flux monitor based on the local continuum flow fields. The number of particles to be inserted into or deleted from cell \( J \) in a continuum interval is calculated by:

\[
n = (A_J \cdot u_i) \phi_j \rho_s \Delta t_i / m_i
\]

(23)

Where \( A_J \) and \( u_i \) is the normal flux of the cell \( J \) calculated by the continuum method and \( \Delta t_i \) is the time step of continuum method. \( n \) is always rounded to integer since only a whole particle can be added or removed. The residue of particle is recorded and accumulated for the next event. If \( n \) is negative, it indicates that mass flow out of discrete domain into continuum domain and thus \( n \) particles closest to \( x_3 \) are deleted. Otherwise, if \( n \) is positive then \( n \) particles should be added. The new inserted particles are randomly located in the interface nearest \( x_3 \) provided that they do not overlap with the existed particles. Note that currently the way to insert particles may not work well in very dense granular flow and other more sophisticated methods should be implemented \[33, 34\]. The velocities of newly inserted particle are generated from Maxwell distribution with mean and standard deviation determined by the local continuum velocity and granular temperature as:

\[
f(x, v_i) = \frac{1}{(2\pi\Theta_c)^{3/2}} \exp \left[ -\frac{(v_i - u_i)^2}{2\Theta_c} \right]
\]

(24)

Where \( u_i \) and \( \Theta_c \) are the average velocity and granular temperature calculated by continuum model. To minimize the effect of data exchange, a buffer layer lies between the continuum boundary layer and the discrete boundary layer is constructed. Note that a simpler hybrid method for homogeneous granular flow has been presented in \[35\].

3. Results

We have selected the granular channel flow as an example to demonstrate the concept of hybrid discrete-continuum method. The reason is that the validation range of continuum model is not a priori known for general granular flow, but for channel flow studied here we could know in advance the places where continuum model fails, that is, continuum model validates in the center region but fails close to the walls. This choice significantly simplifies the problem we studied, because we don’t need a criterion to determine the places of overlap region. On the other hand, it has been shown that wall boundary condition has a great impact on the global behaviour of granular flow, it influences the stress state in its immediate vicinity and then propagates to the entire flow field \[12\]. This phenomenon occurs on the order of few particle sizes or within the Knudsen layer which usually cannot be handled by continuum model \[12, 13\]. Therefore, it is also an excellent example to highlight the merits of hybrid discrete-continuum method.

In the simulation of granular channel flow, due to the lack of scale separation of rapid granular flow \[4\], the theoretical foundation underlying the average of DEM results for the boundary condition of continuum method is much less solid than that of ordinary gases, the calculated averaged properties may depend on the the number of particles used, therefore, in this study, two dimensional equations are solved in continuum region, while discrete simulations are three-dimensional with periodic boundary condition in \( y \)-direction, in order to increase the sample of particles for a better averaging. Particles are assumed to be smooth, uniform, and spherical. The diameter of particles denoted as \( d \) is \( 1.2 \) \( mm \) and the density is \( 2000 \) \( kg/m^3 \). The depth, length and height of the channel are \( 6.1d \), \( 100d \) and \( 666d \), respectively. The domain is divided into \( 20 \times 64 \) structural cells. In hybrid simulation, the discrete regions span \( 0 \sim 35d \) (7 numerical cells) and \( 65 \sim 100d \), the continuum region spans \( 15 \sim 85d \) in \( x \) direction. Thus, each overlap region has \( 30d \) (or 6 cells) in \( x \) direction. Quantities sampled from the first 2 cells nearest to the pure discrete domain are used to provide boundary condition for continuum method due to the used staggered computational cell which means the scalar and vectorial variables are not saved at the same location but have half-cell dislocation, the next 3 cells are used as buffer layer and the last cell is the discrete boundary in which the particle dynamics are constrained by the local continuum state as have been described above. A zero gradient condition is assigned to the top outlet and the Johnson and Jackson boundary condition \[23\] is applied at the wall in the continuum simulation, where the particle-wall coefficient of restitution \( e_w \) is the same as the particle-particle coefficient of restitution \( e \) and the specularity coefficient \( \varphi \) is zero.

In discrete simulations, the particle-particle and particle-wall coefficient of normal restitution are the same as in continuum model and the coefficient of tangential restitution is unity to achieve the simulation of smooth particle \[9\]. The stiffness of the linear spring model is \( 3000N/m \) and simulation results are no longer sensitive to its further increase. The simulation time step is \( 1.0 \times 10^{-5} \) \( s \) and the statistics are collected over two million time steps after an
initial million time steps. To highlight the merits of hybrid discrete-continuum method, each case is simulated using continuum method (CM), discrete method (DM) and hybrid method (HM), and the results of DM are used as the benchmark data for comparison.

3.1. channel flow with uniform inlet velocity

In order to validate the hybrid discrete-continuum method, we begin with the simplest homogeneous case. Particles are inserted into the channel continuously from the bottom with a uniform inlet velocity \(2\times10^{-6}\) m/s and the inlet solid volume fraction \(\phi\) is 0.1. Fig.2 shows the results of radial solid volume fraction and particle velocity cross the channel. A perfect agreement between the results of all three methods is observed (the relative differences are below \(10^{-6}\)). However, although both CM and DM predict a homogeneous solid volume fraction cross the channel, it is well known that there is oscillation in solid concentration at about 5 particle diameters away from the channel wall. To explore this phenomenon, we decrease the binning width used to calculate the mean value of solid concentration to \(1.3d\) and reanalyze the simulation results of the discrete simulation. As expected, the solid volume fraction do oscillate near the wall as shown in Fig.3 which has also been reported by [37] and MRI measurement in a cylindrical container [38]. Note that the details of oscillation depend on the size of bins used to calculate the mean value and smoother data can be obtained using a Gaussian kernel [39, 37]. While the oscillations exist across the whole channel in DM, the magnitude is significant smaller in the center of the channel than the near wall regions. The solid volume fraction in the center converges to a bulk density since the effect of walls in this region disappears. Thus, the part of the channel between the vertical lines as shown in Fig.3 is simulated using continuum method. The near wall oscillations phenomenon is captured by HM in nature and this is expected to be much more important for gas-solid multiphase system and the heat transfer behaviour between solid particles and wall in fluidized beds [40].

3.2. channel flow with Parabolic inlet velocity

In this part, particles are inserted into the channel continuously from the bottom with a parabolic velocity \(U_z = U_m (1 - \frac{r}{R})\), where \(U_m\) is the maximum particle velocity \((2.0m/s)\) in the center of the channel \((r = 0)\), \(R\) is half width of the channel and the inlet solid volume fraction \(\phi\) is 0.1. Fig.4 shows the radial distribution of mean solid volume fraction at the dimensionless height of 0.6 with \(e = e_w = 0.95\). The solid volume fraction distribution becomes inhomogeneous with the development of the flow, with a high density in the center and low density near the walls, as visualized in the left inset, the flow behaviour is qualitatively agreed with previous studies [41, 42]. The quantitative deviation relative to DM, defined as \(\frac{\phi_{HM} - \phi_{DM}}{\phi_{DM}}\) or \(\frac{\phi_{CM} - \phi_{DM}}{\phi_{DM}}\), is shown in the right inset. It can be seen that the simulation results from HM and DM are in a good agreement (within 10% deviations), however, large deviations can be found in the near wall region between CM and DM. This is due to the fact that the range of the influence of particle-wall interaction is occurring over non-continuum scales (only spanning several particle diameters) as in previous studies [12, 13]. The thickness of the Knudsen-layer is approximate \(8d\) where large deviations (about 46%) is observed between CM and DM. However, although the particle-wall interaction only influences the stress state in its immediate vicinity, its effect can propagate to the entire flow field and finally result in a relatively large deviation at other parts of the simulation domain [12], for example, the relative deviation at \(\frac{r}{R} \approx 0.7\) are larger than 10%. Note that the agreement between HM and DM may be improved if a fluctuating continuum model is used to replace current continuum model,
Figure 3: Radial distribution of mean solid volume fraction at the dimensionless height of 0.6, the part of the channel between the vertical lines is simulated using continuum method. The coefficient of restitution $e = e_w = 0.95$.

Figure 4: Radial distribution of mean solid volume fraction at the dimensionless height of 0.6. The left inset shows the snapshots obtained using discrete method (DM), continuum method (CM) and hybrid method (HM), the right inset shows quantitative relative deviation.
Figure 5: Mean particle velocity and granular temperature at the dimensionless height of 0.6. The coefficient of restitution is $e = e_w = 0.95$.

as evident in the counterpart of hybrid method for molecular flow [43, 44]. Fig.5 shows the mean particle velocity and granular temperature across the channel at the dimensionless height of 0.6. Although both CM and DM predict a similar trend about the radial granular temperature profile, there is a relative large deviation between CM and DM as also observed in previous studies [45, 46]. The granular temperature in the center part of the channel predicted by HM does not show a significant improvement although the particle velocity and granular temperature simulated by HM are closer to those of DM as shown in Fig.5.

Introduction of the buffer layer increases computational expense and thus should be as small as possible, while it should also be large enough to decay sufficiently the disturbance caused by the dynamical data exchange. The effect of cell numbers used for the buffer layer is shown in Fig.6. It seems that there is no clear rule, the extent of deviation not only depends on the number of cells used for buffer layer but also on the locations. All data are within 10%, indicating the rationality of the proposed method for data exchange. We have selected 3 cells for the buffer layer with certain degree of arbitrariness and also in view of the relative large deviation at near region in case of one used cell.

The dissipative nature of particle-particle collision makes granular flow different from ordinary gases. Kinetic theories of granular flow used here are based on the qualitative assumption of small energy dissipation during particle-particle collision, that is, $1 - e \approx 0$, but it is unclear what the range of quantitative validation is. From the comparison between the results obtained from HM and DM as shown in Fig.4, we can infer that a value of $e = 0.95$ gives an excellent agreement between CM and DM, if the particle-wall interactions can be correctly captured by CM. We therefore further check its validation range by decreasing the value of $e$. The results are shown in Fig.7. Only half of the radial distribution of mean particle velocity and solid volume fraction and their relative deviation are plotted because of the symmetrical geometry. It can be seen that the difference between CM and DM is increasing with decreasing of $e$. In case of $e = 0.7$, the relative deviation of solid volume fraction and mean particle velocity are higher than 50% and 10%, respectively. However, in general, the slip velocity at wall and solid volume fraction distribution near the wall are correctly predicted by utilizing HM. Therefore, the results of HM are in much better agreement with those of DM, the relative deviation of solid volume fraction and mean particle velocity are always less than 20% and 5%, respectively. This conclusion indicated that continuum treatment of particles provides a good approximation of its discrete nature even at low value of $e$, that is, CM may beyond its nominal range of validity as has been concluded in previous studies [47, 48, 49].

Fig.8 shows an extreme case of elastic collisions of particles with the walls. It can be seen that there are still differences in the near wall region between the CM and DM, which indicates that the HM is necessary even in such an ideal situation. Furthermore, different flow parameters are simulated in order to explore the validity of the hybrid method. Fig.9 shows radial distribution of mean solid volume fraction and particle velocity in the cases that the maximum inlet particle velocities are 4.0m/s and 8.0m/s. Fig.10 shows the results obtained from the cases where inlet solid volume fractions equate 0.05 and 0.2. In all cases, a good agreement between HM and DM can be obtained.

Another attractive characteristic of the hybrid method is its computational efficiency compared with the discrete method for large scale granular flow. Even for the small scale problem studied here, the computation time is reduced to around 40% of the full discrete method in a serial execution, and it is believed to result in a much more significant reduction of computational time when studying large scale problems that are the original motivation of present study.
This sheds light on the potential of hybrid method for high accurate simulations of engineering problems.

4. Conclusion

We have proposed a hybrid discrete-continuum method for studying rapid granular flow. Simulations of granular channel flow demonstrated that the hybrid method can be nearly as accurate as discrete method due to its ability to capture the non-continuum particle-wall interactions, but its computational cost is much lower than discrete method. For a general granular flow, the places where the overlap region should be located are unclear, developing a criterion to identify the valid places of continuum description is critical for its success. Furthermore, the continuum model used here is only valid when there is no locally heterogeneous structures in the studied system, however, locally heterogeneous structures do exist in many granular systems [5], for instance, particle clustering structure [11]. Therefore, two more challenging problems that we faced are how to establish a continuum model that can account for the effects of the existence of locally heterogeneous structures, where the study of [50] might be a nice source of idea, and how to determine the corresponding rules for the dynamical coupling of discrete and continuum models at overlap regions. Those will be the subjects of our future works.
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