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Abstract

We investigate the ability of a multi-order parameter phase field model with obstacle potentials to describe grain boundary premelting in equilibrium situations. In agreement with an energetic picture we find that the transition between dry and wet grain boundaries at the bulk melting point is given by the threshold $2\sigma_{sl} = \sigma_{gb}$, with $\sigma_{sl}$ being the solid-melt interfacial energy and $\sigma_{gb}$ the energy of a dry grain boundary. The predictions for premelting are confirmed by simulations using the phase field package \textit{OpenPhase}. For the prediction of the kinetics of melting along grain boundaries in pure materials, taking into account the short ranged interactions which are responsible for the grain boundary premelting, a sharp interface theory is developed. It confirms that for overheated grain boundaries the melting velocity is reduced (increased) for non-wetting (wetting) grain boundaries. Numerical steady state predictions are in agreement with a fully analytical solution in a subset of the parameter space. Phase field simulations confirm the predictions of the sharp interface theory.
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1. Introduction

Grain boundaries are naturally present in many materials, and their understanding is essential for improving their properties. In particular at higher temperatures grain boundary induced failure can occur, for example during hot cracking \cite{1}. Here in particular grain boundary melting \cite{2} can play a significant role, caused by the overlap of adjacent solid-melt interfaces, which lead to an effective interaction between them, expressed through the so called disjoining potential. This effect has been studied experimentally \cite{3,4,5}, theoretically \cite{6,11}, and computationally, using lattice models \cite{7,8}, molecular dynamics or Monte Carlo simulations \cite{9,10}, phase field models \cite{11,12,13}, orientational order parameter phase field models \cite{12,13}, phase field crystal \cite{14,15,16,17} and amplitude equations descriptions \cite{18,19,20}. In general, high angle grain boundaries tend to premelt, i.e. a thin melt layer can appear along the grain boundary already below the bulk melting point. Energetically, the ratio of the dry grain boundary energy $\sigma_{gb}$ to twice the value of the solid-melt interfacial energy $2\sigma_{sl}$ is the relevant parameter at the melting temperature $T_M$: For $\sigma_{gb}/2\sigma_{sl}$ larger (smaller) than one the dry grain boundary is energetically less (more) favourable; hence one expects a repulsive (attractive) interaction between the solid-melt interfaces.

In this article we investigate how grain boundary premelting appears in phase field models, which are frequently used for various aspects of microstructure evolution \cite{21,22,23,24,25}. The multi-order parameter phase field model \cite{26} is often used for the simulation of such problems. It is the basis of the phase field codes \textit{Micress} \cite{27} and \textit{OpenPhase} \cite{28}. In a phase-field context, interactions between solid-melt interfaces appear when the smooth order parameter profiles with a width $\xi$ overlap. Despite the similarity to other models with a double well potential \cite{29}, the premelting behavior is different here \cite{11,20}. Next to a theoretical analysis we perform here numerical simulations to validate the predictions of the short ranged interactions and grain boundary premelting.

Beyond equilibrium situations the kinetics of grain boundary premelting is of highest interest. Recently, the heterogeneous nucleation of liquid droplets at overheated grain boundaries has been studied using atomistic and continuum methods \cite{31}. This way, a framework has been developed to incorporate the aforementioned short ranged interactions to nucleation processes. The subsequent growth regime in the diffusion limited
has been studied in [32] using sharp interface methods. In contrast to [33] also the effect of the disjoining potential has been considered there. A central outcome is that it has — although relevant only in the triple junction region formed by the advancing melt front with the grain boundary — a quite substantial influence on the melting velocity. In the present article we aim additionally at a complementary modelling using phase field descriptions.

The article is organised as follows: In section 2, we introduce the multi-order parameter phase field model, which is the basis for the theoretical and numerical investigations of grain boundary premelting and the wetting kinetics in this article. Section 3 is devoted to static investigations of grain boundary premelting and the wetting kinetics in this article. Section 4 is devoted to planar grain boundaries. The main results are summarised in section 5.

2. The multi order parameter phase field model

Since the multi-order parameter phase field model by Steinbach and Pezzolla [26] plays a central role for the theoretical and numerical investigations in this article, we concisely summarise the governing equations here. In the basic situation of a single component, multiphase or polycrystalline structure the model is described by the free energy

$$F_0 = \int \left\{ \sum_{\alpha=1}^{N} \sum_{\beta=1}^{N} \left( -\frac{\Delta \eta_{\alpha\beta} \sigma_{\alpha\beta}}{\pi^2} \nabla \phi_{\alpha} \cdot \nabla \phi_{\beta} + \frac{4 \sigma_{\alpha\beta}}{\eta_{\alpha\beta}} \phi_{\alpha} \phi_{\beta} \right) - \frac{L(T - T_M)}{T_M} \left[ 1 - g((\phi_\alpha)) \right] \right\} dV.$$

(1)

The dimensionless phase fields (order parameters) $\phi_{\alpha}$, which vary between 0 and 1, distinguish between the phases or grains. In the summations, $N$ is the maximum number of phases which may appear in the description. The constraint

$$\sum_{\alpha} \phi_{\alpha} = 1, \quad (2)$$

which has to hold everywhere, allows to interpret the phase fields as local volume fractions of the phases. In contrast to models with a double- or multi-well potential, the confinement of the order parameters to the interval $\phi_{\alpha} \in [0 : 1]$ is enforced by an infinite energy penalty if the phase field values are outside this domain. This is formally described by an additional energy term

$$F = F_0 + \begin{cases} 0 & 0 \leq \phi_{\alpha} \leq 1, \alpha = 1, \ldots, N \\ \infty & \text{else} \end{cases}.$$  \quad (3)

This so called multi-obstacle potential strictly confines the smoothing of the phase fields at an interface to a finite layer. The other parameters in Eq. (1) are the interfacial energies $\sigma_{\alpha\beta} = \sigma_{\beta\alpha}$ (dimension: energy/area) and the interface thicknesses $\eta_{\alpha\beta} = \eta_{\beta\alpha}$ (dimension: length). In the following we assume that one of the order parameters stands for a melt phase. The tilt function $g((\phi_\alpha))$, which we do not specify here yet, interpolates between the liquid and the solid; particular choices will be discussed later. Therefore, deviations of the temperature $T$ from the melting temperature $T_M$ favour energetically either the solid or liquid phase. This term also contains the latent heat $L$ (dimension: energy/volume).

A specific feature of the model is that the evolution of the microstructure is expressed in terms of interface fields

$$\psi_{\alpha\beta} := -\left( \frac{\delta}{\delta \phi_{\alpha}} - \frac{\delta}{\delta \phi_{\beta}} \right) F,$$

(4)

such that the phase field evolution in the interface regions, $0 < \phi_\alpha < 1$, reads

$$\dot{\phi}_\alpha = \frac{1}{N} \sum_{\beta=1}^{N} \mu_{\alpha\beta} \psi_{\alpha\beta},$$

(5)

with kinetics coefficients $\mu_{\alpha\beta} = \mu_{\beta\alpha} > 0$. Here, $N$ is the number of phases with non-vanishing volume fractions at the present position. Since this number is different in situations with a binary interface, a triple junction or overlapping interfaces, it is obvious that also the interface profiles are determined in a piecewise manner. These regions have to be connected by appropriate boundary conditions, as discussed in detail in [30].

3. Grain boundary wetting

3.1. Analytical solution

As discussed in the introduction, the premelting at a grain boundary in a phase field model appears via the overlap of the interface profiles. Such a situation is shown in Fig. [1] where we use three order parameters to distinguish the phases and grains.
In particular, we use here $\phi_1$ and $\phi_2$ for the two distinct solid grains and $\phi_3$ for the melt phase. Planar interfaces are assumed in Fig. 1, therefore the phase fields have a nontrivial dependence only in the interface normal direction ($x$ direction) and are translational invariant in the others. Effectively, the problem therefore becomes one-dimensional. As discussed in [30] it is not sufficient to use a single order parameter phase field model, which only distinguishes between solid and melt, but not between the grains. In that case, there is no grain boundary energy associated with the interface between them, and the interaction of the two solid-melt interfaces is always attractive. This implies that grain boundary premelting does not occur in such a situation. In contrast, for the multi-order parameter case, the premelting transition is directly linked to the ratio of the grain boundary energy to the solid-melt interfacial energies and correctly captured by the phase field model [30].

In the following we briefly summarise the steps to solve this problem analytically for a specific choice of the thermal coupling function $g(\phi_1)$, which serves as a benchmark for the comparison with phase field simulations using OpenPhase in the following subsection. There, also other choices of the coupling function will be discussed. The particular case

$$g(\phi_1, \phi_2, \phi_3) = 1 - \phi_3$$  

has the advantage that the equilibrium phase field equations are linear, and therefore their solution is straightforward.

As shown in Fig. 1 the phase fields separate the entire domain into three different regions, and the phase field equations have to be solved piecewise in these domains. For symmetrical grain boundaries with $\sigma_{sl} = \sigma_{sl} = \sigma_{23}$ (still different from the grain boundary energy $\sigma_{gb} = \sigma_{12}$ [34]) and equal interface thicknesses $\eta_{sl} = \eta$ the situation is symmetrical around the center point $x = 0$. First, in the single phase domain $x < -x_1$ trivially $\phi_1 = 1$ and $\phi_2 = \phi_3 = 0$. Second, in the region $-x_1 < x < -x_2$ the two phase fields for the left grain and the melt have nontrivial values, whereas still $\phi_2 \equiv 0$. Hence $\phi_3 = 1 - \phi_1$ there. The equilibrium phase field equations therefore reduce to

$$-2\xi^2\phi''_1 + 1 - 2\phi_1 + \Delta_{13} = 0,$$  

with $\Delta_{13} = L\eta(T - T_M)/[\kappa \sigma_{sl}]$ as a measure for the undercooling or overheating. The interface thickness is given by $\xi = \eta/\pi$ and the dash is used to indicate the spatial derivative $\partial/\partial x$. The proper solution of this equation is

$$\phi_1(x) = \frac{1 + \Delta_{13}}{2} + A \sin \frac{x + x_0}{\xi},$$  

with integration constants $A$ and $x_0$.

Third, in the region $|x| < x_2$ all phase fields contribute, and it is the overlap of the two solid phase order parameters which induces the solid-melt interface interaction. There the equilibrium phase field equations read

$$1 - 2\phi_1 - \left(2 - \frac{\sigma_{gb}}{\sigma_{sl}}\right)\phi_2 = 2\xi^2\phi''_1$$

$$-\xi^2 \left(2 - \frac{\sigma_{gb}}{\sigma_{sl}}\right)\phi''_2 = -\Delta_{13}$$  

and

$$1 - 2\phi_2 - \left(2 - \frac{\sigma_{gb}}{\sigma_{sl}}\right)\phi_1 - 2\xi^2\phi''_2$$

$$-\xi^2 \left(2 - \frac{\sigma_{gb}}{\sigma_{sl}}\right)\phi''_1 = -\Delta_{13},$$  

with the solutions

$$\phi_1(x) = \frac{1 + \Delta_{13}}{4 - \frac{\sigma_{gb}}{\sigma_{sl}}} + B \sin \frac{x + y_0}{\xi},$$  

$$\phi_2(x) = \frac{1 + \Delta_{13}}{4 - \frac{\sigma_{gb}}{\sigma_{sl}}} - B \sin \frac{x - y_0}{\xi}.$$  

Here we have already considered the symmetry $\phi_1(x) = \phi_2(-x)$. Again, $y_0$ and $B$ are integration constants.

As elaborated in [30], the continuity of the phase fields and their derivatives at the connecting points $x_1$
The result is shown in Fig. 2 for different ratios of the interfacial energies. The continuous curves result from the calculated free energy per unit area of the solid-melt interface interaction (disjoining potential) $V(W)$ can be determined according to the relation

$$\frac{V(W)}{2\sigma_{sl}} = \frac{F}{2\sigma_{sl}} + \frac{2}{\pi} \frac{\Delta_1}{\xi} \frac{W}{\xi} - 1.$$  

The result is shown in Fig. 3. The transition from attractive to repulsive interactions takes place at $\sigma_{gb} = 2\sigma_{sl}$. The interaction becomes strictly zero for $W/\xi > \pi$, as then the two order parameters for the solid phases no longer overlap.

### 3.2. OpenPhase modeling

To complement the previous analytical predictions we use numerical simulations to confirm them. For that, we use the open source phase field package OpenPhase [28], which is based on the phase field model introduced in section 2. As of today, this package allows to simulate various problems in materials science, including solidification, solid state transformations, grain growth etc., taking into account diffusive and hydrodynamic transport and advection, elastic and plastic deformations. The different physical ingredients are encapsulated in separate modules, which can be used according to the needs of the problem of interest. One of the major strengths of the package is that it can deal with an arbitrary number of phases or grain orientations, which are encoded by separate phase fields. Since in most regions of the computational domain only one phase field has a nontrivial value, apart from dual interfaces and triple junctions, where two or three phases come together, a smart memory management is used that only the non-vanishing phase field values are stored. This allows to perform large scale simulations at a low memory consumption, which would otherwise strongly limit the maximum system size. The code is written in C++ in an object oriented way and is fully parallelized using OpenMP [35].

For the present problem of grain boundary wetting with planar interfaces the problem becomes one-dimensional. In interface normal direction the system
size has to be at least several times the width of the phase field interface thickness. In contrast to simulations of e.g. solidification, where the interface thickness serves only as numerical parameter and should be as small as possible in comparison to the physical length scales, here the finite thickness of the interface is central. As we have shown before, it is the overlap of nearby surfaces which induces an interaction between them. Hence the interface thickness is here assumed to be of the order of a nanometer, in contrast to the aforementioned microstructure evolution problems, where it is often chosen to be of the order of a micrometer and therefore significantly thicker than the true physical interface thickness. It is important to properly discretize the interface, and we typically use \( \eta/\Delta x = 20 \), with \( \Delta x \) being the grid spacing.

The simulations are run until convergence to equilibrium is reached. Since we use here the dynamics given by Eq. (5), only stable equilibrium solutions can be found this way. Cases with attractive interfaces, however, correspond to unstable solutions for \( T > T_M \), and therefore we focus here on repulsive interactions for \( \sigma_{gb}/\sigma_{sl} > 2 \).

From the resulting phase field interface profiles the melt layer thickness \( W \) is extracted. As a first benchmark we aim here at a comparison with the above analytical investigation, which are based on the coupling function \( \sigma \). Since this is not the default choice in the OpenPhase code, appropriate adjustments have to be made. The results are shown in Fig. 2 together with the analytical predictions, and we find an excellent agreement between them. Below a certain “bridging temperature”, which depends on the interfacial energy ratio \( \sigma_{gb}/\sigma_{sl} \), the melt layer thickness becomes zero and the grain boundary is dry. Here, however, one has to keep in mind that with the present choice of the definition of \( W \) this means that \( \phi_3 < 1/2 \), but does not necessarily imply that the liquid phase field is vanishing everywhere. The choice of a different measure of the melt layer thickness, which is based on an integral expression across the interface using \( \phi_3 \), is sensitive also to values \( \phi_3 < 1/2 \). This definition and its consequences are discussed in detail in [30]. In particular, the bridging temperature, below which the grain boundary is strictly dry, can easily be predicted analytically in this case.

Apart from the thermal coupling function \( \sigma \), which is convenient for analytical considerations, we can also use different choices. In particular, OpenPhase natively uses a different one, which is given by

\[
g(\phi_3) = -\frac{1}{4}(2\phi_3-1)\sqrt{\phi_3(1-\phi_3)} + \frac{1}{2} \arcsin(2\phi_3 - 1)
\]  

This function has the advantage that it maintains the same interface profile for a moving as for a stationary interface [23]. It interpolates monotonically between \( g(0) = \pi/16 \approx 0.196 \) and \( g(1) = -\pi/16 \approx -0.196 \), which requires to renormalise the driving force, which multiplies this function,

\[
\frac{L}{T_M} \frac{T - T_M}{T_M} \rightarrow \frac{8}{\pi} \frac{L}{T_M} \frac{T - T_M}{T_M},
\]

in order to have the same temperature definition as before. In the equations of motion the derivative of the coupling function,

\[
\frac{\partial g}{\partial \chi_3} = -\sqrt{\phi_3(1-\phi_3)}
\]

appears.

A second difference is the use of the driving force, \( \Delta f = \frac{L(T - T_M)}{T_M} \), as implemented in OpenPhase. To avoid numerical instabilities in the code for too large driving forces, it is regularised by the replacement

\[
\Delta f \rightarrow \Delta f_{\text{max}} \tanh \left( \frac{\Delta f}{\Delta f_{\text{max}}} \right)
\]

with a cutoff value \( \Delta f_{\text{max}} = 2\pi\chi_3\sigma_{sl}/\eta N \), with an adjustable dimensionless parameter \( \chi \). Obviously, for \( |\Delta f| \ll \Delta f_{\text{max}} \) both expressions coincide. In contrast, for \( |\Delta f| \gg \Delta f_{\text{max}} \) the driving force saturates, which in our case can prevent interfaces from becoming completely dry in the low temperature regime.

For comparison with the above results, we therefore additionally run simulations which use the linear coupling function \( \sigma \), but with the cutoff [21]. The results are shown in Fig. 3. As expected, for low driving forces, the melt layer thickness agrees with the previous results. For stronger undercoolings, it is cut off, and therefore the melt layer thickness persists to lower temperatures. The cutoff can therefore be used to adjust the bridging temperature. Furthermore, we also used the coupling function \( \sigma \), with and without the cutoff [21]. The results are also shown in Fig. 3. By varying the cutoff parameter \( \chi \) we can shift the bridging temperature at which the melt layer thickness becomes zero, and even can let a melt layer remain at very low temperatures. Hence, tuning the coupling function \( \sigma \) and the cutoff \( \chi \) can be used to adjust the phenomenological phase field model to specific materials and grain misorientations.

4. Melting along grain boundaries

4.1. Phase field modelling

To understand the grain boundary melting kinetics, we start our investigations with phase field simulations.
Figure 4: Melt layer thickness as function of the dimensionless temperature deviation $\Delta_{13}$ from the melting temperature, for $\sigma_{gb}/\sigma_{sl} = 3$. Different thermal coupling functions are used here. For linear coupling according to Eq. (6) the analytical and numerical results agree. Additionally, the OpenPhase coupling function (18) is used. Both functions are used without and with cutoff according to expression (21) with different cutoff parameters $\chi$.

For that, we set up a two-dimensional situation as depicted in Fig. 5. A liquid nucleus is placed on a dry grain boundary, and the system is subjected to an overheating $T_{\infty} > T_M$ from far away, which is also the homogeneous initial temperature in the system. This triggers a melting process which consumes latent heat at the moving interfaces and therefore leads to an inhomogeneous temperature distribution in the system. We therefore have to supplement the previous phase field equations by the diffusion equation for the temperature field,

$$\frac{\partial T}{\partial t} = D \nabla^2 T - \frac{L}{c_p} \frac{\partial \phi_3}{\partial t}. \quad (22)$$

We use here the coupling function (18) without the cutoff (21). We concentrate here on a symmetrical model, where the heat diffusivity $D$ and the heat capacity $c_p$ are the same in both phases. Furthermore, we focus here on attractive interactions between the solid-melt interfaces, hence $\sigma_{gb} < 2\sigma_{sl}$. In the course of time the nucleus spreads along the grain boundary and establishes a mesoscopic contact angle $\phi_\infty$ at the triple junction (see also Fig. 3 for the definition of this angle). This contact angle is defined on a scale much larger than the interface thickness and must not be confused with a microscopic contact angle $\phi_0$, which is defined in the region of the overlapping solid-melt interfaces, and which will be discussed in more detail in the following subsection. In equilibrium, we expect Young’s law to hold, thus

$$\sigma_{gb} = 2\sigma_{sl} \cos \phi_\infty^0. \quad (23)$$

For dynamical situations we find slight deviations from this relation, which also affect the microscopic con-
tact angle $\phi_0$; for a more general discussion of this issue we refer to [36]. With the dimensionless overheating for this diffusion limited process being defined as $\Delta = (T_\infty - T_M)c_p/L$ we have extracted the trijunction position $x_t$ as function of time for different driving forces $\Delta$. The results are shown in Fig. 6. As expected, a higher overheating leads to faster melting. Initially, the system shows a diffusive slowing down, which then crosses over to steady state growth, $x_t \sim t$. We refrain here from a quantitative analysis of the latter regime using phase field methods and will discuss it in more detail in the following section, where sharp interface methods are applied.

Another variation is to change the phase field interface thickness $\xi$ for fixed driving force $\Delta$. Here we are particularly interested in the role of the short range interactions between nearby solid-melt interfaces. Wider interfaces correspond to a longer-ranged interaction, as has been worked out in the previous section. Especially for a small opening angle $\phi_\infty$, the overlap of the interfaces extends over a larger distance, and we can expect this to influence the melting kinetics. Indeed, we find that wider interfaces lead to faster growth, as shown in Fig. 7. Since it is computationally demanding to explore this effect quantitatively in the framework of the present phase field model, as it is difficult to separate the role of the short ranged interactions from the deviation from the sharp interface limit, we leave such investigations for future simulations. Instead, we use in the following subsection a sharp interface model to obtain quantitative predictions, where we can separate the effects.

4.2. Sharp interface description

Complementary to the phase field modelling above we use here a sharp interface description of the diffusion limited melting along a dry grain boundary. We concentrate here on the steady state regime, which is best accessible by Green’s function methods. The advantage in comparison to a phase field description is that we can rigorously incorporate local equilibrium at the moving solid-melt interfaces. Therefore the effect of the finite interface thickness, which leads to deviation from this relation, can be separated from the influence of the short ranged solid-melt interface interactions. In turn, these interactions need to be incorporated explicitly, as they no longer result from an overlap of the now infinitely thin interfaces.

We use here a disjoining potential $V(W)$, which is close to the one obtained from the multi-order parameter phase field model above. To allow for analytical progress, instead of the numerically determined potential, we use an exponentially decaying interaction. In agreement with the results above the grain boundary premelting transition is related to the parameter $\delta \sigma = \sigma_{gb} - 2\sigma_{sl}$ on the mesoscopic scale. Hence, $\delta \sigma > 0$ belongs to the regime of repulsive interfaces and grain boundary premelting, whereas $\delta \sigma < 0$ corresponds to attractive grain boundaries. We write $V(W) = \delta \sigma f(W/\delta)$, where $\delta$ is the atomistic length scale characterising the range of the structural forces, and $f(W/\delta) = \exp(-W/\delta)$. In this sense, $\delta$ is directly related to the interface thickness $\xi$ in the phase field description.

The geometry of the system at the triple point is shown in Fig. 8. On large scales (top panel), a mesoscopic melt front is advancing along the dry grain
boundary, with a parabolic front profile far behind the triple junction. In the tip region (middle panel) a finite contact angles develops between apparently straight interfaces, in agreement with [33]. On the smallest scale (bottom panel) short ranged effects result in curved interface contours.

The short ranged interactions appear together with the Gibbs-Thomson correction for curved interfaces in the local equilibrium condition at the advancing solid-melt interfaces. There, the equilibrium temperature is given by

$$T_l = T_M \left[ 1 + \frac{\sigma \mu k}{L} + \frac{\partial}{L \delta} f'(W/\delta) \right],$$

with $k$ being the curvature (positive for a convex liquid phase).

For the further theoretical investigations it is advantageous to use a dimensionless representation. Eq. (24) then reads

$$u_{\text{int}} = \Delta - \Delta \dot{w} - d \kappa,$$

where we have introduced the dimensionless temperature $u = (T_\infty - T)c_p/L$, the overheating $\Delta = (T_\infty - T_M)c_p/L$, and the measure for the strength of the short ranged forces, $\Delta w = T_M \sigma c_p/(L^2 \delta)$, as well as the capillary length $d = T_M \sigma c_p/L^2$. As before, $T_\infty > T_M$ is the temperature far away from the melting front.

In the dimensionless form, the heat diffusion in the bulk is described by

$$D \nabla^2 u = \partial u/\partial t.$$  

The latent heat absorption at the moving interface is described by the Stefan condition

$$\nu_n = D \tilde{n} \cdot (\nabla u_L - \nabla u_S) |_{\text{int}},$$

with the interface normal $\tilde{n}$ and the normal component $\nu_n$ of the interface velocity.

The above equations can be combined to a single closed integro-differential equation in the steady state regime, as worked out in detail in [32].

$$\Delta + \Delta w \exp \left( \frac{-2|y|\rho}{\delta} \right) - \frac{d}{\rho} \kappa = \frac{L}{\pi} \int_{-\infty}^{\infty} dy' \exp \left( - p(x(y) - x(y')) \right) K_0(p|\vec{r} - \vec{r}'|).$$

with the integration along the solid-melt interface, which is parametrized by the dimensionless contour function $x(y)$. $|\vec{r} - \vec{r}'|$ is the two-dimensional distance between the points of integration and observation.
length scales are here rescaled by the tip radius of curvature $\rho$ of the asymptotic parabola far behind the triple junction, and \( K_0 \) is the modified Bessel function of second kind in zeroth order. At the tip, the description is supplemented by the boundary condition of given value $\phi_0$. From the tail region we get the classical Ivantsov relation between the overheating $\Delta$ and the Peclet number $p = \rho v/2D$ with the steady state velocity $v$, see [37].

\[
\Delta = \sqrt{p} e^p \text{erfc}(\sqrt{p}), \quad (29)
\]

This way, Eqs. (25), (27) are written in a closed form as a nonlinear eigenvalue problem to determine the interface contour $y(x)$ and the scale $d/\rho$, where the assumption has been made that the microscopic contact angle is small, $\phi_0 \ll 1$. Such an integral equation approach is advantageous to treat the complex multi-scale problem accurately in a closed framework, similar to other moving boundary problems [38, 39, 40, 41].

First, from the full self-consistent solution of Eq. (25), one can obtain the interface contours, which are exemplarily shown in Fig. 8. Moreover, also the eigenvalue $\mu = d\phi_0^2/(\rho \Delta)$, which is a measure for the lateral melting velocity, can be obtained. The results are shown as continuous curves in Figs. 9 and 10 for two different regimes of the parameter $p/\phi_0^2$. We note that this parameter effectively measures the overheating, as $p$ and $\Delta$ are directly connected via the Ivantsov relation (29). All other parameters can be combined to the quantities $\alpha = \Delta/\Delta$, which measures the strength of the short ranged interaction and $\beta = 2d\phi_0^2/(\delta \Delta)$ for the range of the interaction. We find in particular that attractive interactions $\alpha < 0$ lead to a smaller eigenvalue $\mu$ and growth velocity, in agreement with the intuitive expectation.

The problem can be simplified in the regime of small opening angles $\phi_0 \ll 1$ and small overheating, $\Delta \ll 1$. This allows to linearise the curvature term and the integral kernel in Eq. (25), as well as to use the approximation $|dy/dx| = \phi_0$ in the disjoining potential. As a result, one obtains a linear equations for the slope of the interface profile $y(x)$,

\[
1 + \alpha \exp\left(-\frac{\beta^2}{\mu} - \frac{\mu d^2 y}{dx^2} = \frac{2p^{1/2}}{\pi^{3/2} \phi_0} \times (30)
\right)
\]

\[
\int_0^\infty dx' \frac{dy}{dx'} \exp\left(-p(x'-x)/\phi_0^2\right) K_0\left(\frac{p|x'-x|}{\phi_0^2}\right).
\]

It is solved numerically, and the obtained eigenvalues $\mu$ are shown in Fig. 9 as isolated points, which are in excellent agreement with the solution of the full problem. For a further reduction of the parameter regime within the above limits $\Delta \ll 1$, $\phi_0 \ll 1$, we can investigate the case $p/\phi_0^2 \gg 1$. Then the integral equation (30) can be further simplified by using the large argument limit of the Bessel function and a truncation of the integral to the point of observation, since the contributions from outside this region are negligible. It leads to the following equation for $dy/dx$,

\[
1 + \mu \frac{d^2 y}{dx^2} + \alpha \exp\left(-\frac{\beta x}{\mu}\right) \]

\[
= \frac{\sqrt{\pi}}{\pi} \int_0^\infty \frac{1}{(x-x')^{1/2}} \frac{dy}{dx'} dx', \quad (31)
\]

which can be solved by Laplace transformation. The
eigenvalue $\mu$ can then be determined fully analytically.

$$
\mu = \frac{\pi}{2} \left( 1 + \alpha - \beta \right) + \sqrt{\left( 1 + \alpha - \beta \right)^2 + \beta^2} \right)^3 \, ,
$$

(32)

See [32] for details. Also here we find a very good agreement with the solution of the full problem, as shown in Fig. 10. Since $\mu = d\phi_0^2/\pi(2D\Delta^2)$ for low overheating ($\Delta \approx (\pi p)^{1/2}$ there), the velocity is proportional to the eigenvalue $\mu$, and allows to easily convert back the dimensionless parameters to observable quantities.

Finally, let us compare the predictions from this theory to the previous phase field simulations, see Fig. 9. Assuming a microscopic angle $\phi_0 \approx 0.06$ and a relation between the range of the exponential decay of the analytical disjoining potential and the phase field predictions as $\delta = \epsilon/3$, we get for $\Delta = 0.2$, $\alpha \approx -5.9$ and $\beta \approx 0.4$ in the phase field simulations and a corresponding ratio $p/\phi_0^2 \approx 4.7$, which is reasonably well in the range of applicability of the analytical formula [32]. With this, the measured velocity in the phase field model is close to the analytical prediction. For a lower overheating, $\Delta = 0.15$, the analytically calculated velocity is about 30% lower than the phase field result. Taking into account the uncertainty of the parameter $\phi_0$, the restrictions of the analytical expression [32] and additional effects due to the finite interface thickness, the agreement is reasonable. A doubling of the interface thickness, i.e. of the range of the interaction, for $\Delta = 0.2$ leads approximately to a doubling of the trijunction velocity in the phase field simulations (Fig. 10), which agrees well with the analytical prediction [32]. We can therefore conclude that the phase field and sharp interface predictions essentially coincide. Further, more extended comparisons will be the subject of future investigations.

5. Summary and conclusions

In this paper, we have analysed the multi-order parameter phase field model by Steinbach and Pezzolla concerning its ability to describe grain boundary premelting. We find that in this model the transition between wetting and non-wetting states at the melting point is located at the classical threshold $\sigma_{gb} = 2\sigma_{sl}$. The range of the interaction is finite, as it is mediated by the overlap of the phase field interface profiles, which have a strictly finite width in this model. The analytical predictions are quantitatively confirmed by numerical simulations using the OpenPhase framework for repulsive interactions.

For attractive interactions, phase field simulations are used to predict the kinetics of grain boundary melting along an overheated dry grain boundary. After an initial transient, a steady state regime is reached. To further shed light on the role of short range interactions in a quantitative manner, a sharp interface model has been developed, which is solved by means of Greens function methods. For small overheatings, microscopic tip angles $\phi_0$ and large values of $p/\phi_0^2$ the propagation velocity can be predicted analytically. These predictions are in good agreement with the phase field simulations.
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