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Abstract—In this paper, we propose a successive convex approximation framework for sparse optimization where the nondifferentiable regularization in the objective function is nonconvex and it can be written as the difference of two convex functions. The proposed framework is based on a nontrivial combination of the majorization-minimization method and successive convex approximation for nonconvex optimization where the regularization function is convex. The proposed framework is flexible and it leads to algorithms that exploit the problem structure and have a low complexity. We demonstrate these advantages by an example application where the nonconvex regularization is the capped ℓ₁-norm function. Customizing the proposed framework, we obtain a best-response type algorithm for which all elements of the unknown parameter are updated in parallel according to closed-form expressions. Finally, the proposed algorithms are numerically tested.
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I. PROBLEM FORMULATION

In this paper, we consider the following optimization problem

\[ \min_{x} \ h(x) \triangleq f(x) + g^+(x) - g^-(x) \]

subject to \( x \in \mathcal{X} \), \((1)\)

where \( f(x) \) is a proper and differentiable function (with a continuous gradient) that is not necessarily convex, \( g^+(x) \) and \( g^-(x) \) are convex but not necessarily differentiable, and \( \mathcal{X} \) is a closed and convex set.

Such a formulation plays a fundamental role in parameter estimation, where \( f(x) \) models the estimate error and \( g^+(-x) \) are regularization (penalty) functions promoting in the solution a certain structure known a priori such as sparsity [1]. Among others, the linear regression problem has received extensive attention in the past ten years and it is a special case of \((1)\) by setting \( f(x) = \frac{1}{2} \| Ax - b \|^2 \)

with known \( A \in \mathbb{R}^{N \times K} \) and \( b \in \mathbb{R}^K \), \( g^+(x) = \lambda \| x \|_1 \), and \( g^-(x) = 0 \) so that

\[ g(x) \triangleq g^+(x) - g^-(x) = \lambda \| x \|_1. \]

Many algorithms have been proposed for the linear regression problem, for example, fast iterative soft-thresholding algorithm (FISTA) [2], block coordinate descent (BCD) method [3], alternating direction method of multiplier (ADMM) [4], proximal algorithm [5] and parallel best-response algorithms [6].

In linear regression, the function \( f(x) = \frac{1}{2} \| Ax - b \|^2 \) is convex in \( x \). This is generally desirable in the design of numerical algorithms solving problem \((1)\) iteratively. However, this desirable property is not available in nonlinear regression problems [7], where \( f(x) \) is for example specified by \( f(x) = \frac{1}{2} \| \sigma(Ax) - b \|^2 \) and \( \sigma(x) = \) a given function specifying the nonlinear regression model, e.g., the cosine or sigmoid function.

The \( \ell_1\)-norm has been used as a standard regularization function to make the solution of problem \((1)\) sparse. However, it was pointed out in [8, 9] that the \( \ell_1\)-norm is a loose approximation of the \( \ell_0\)-norm and it tends to produce biased estimates for large coefficients. A more desirable regularization function to achieve sparsity should be singular at the origin while flat elsewhere. Along this direction, several nonconvex regularization functions have been proposed, for example, the smoothly clipped absolute deviation [8], the capped \( \ell_1\)-norm [10], and the logarithm function [11]; we refer the interested reader to [12, Fig. 1] for their shapes.

The nonconvexity of the regularization function \( g(x) \) renders many well studied algorithms inapplicable, including the SCA framework [6], because the nondifferentiable function \( g(x) \) is assumed to be convex. It is shown in [12] that if the differentiable function \( f(x) \) is convex and the nonconvex regularization functions can be written as the difference of two convex functions, the standard majorization-minimization (MM) method can be applied to find a stationary point of \((1)\). Nevertheless, this algorithm has a high complexity, because it is a two-layer algorithm that involves iterating within iterations: a new instance of regression problems must be solved at each iteration while solving regression problems repeatedly is not a trivial task, even with a warm start that sets the optimal point of the previous instance as the initial point of the new instance.

To reduce the complexity of the MM method, a generalized iterative soft-thresholding algorithm (GIST) is proposed in [13]. The GIST algorithm consists of solving a sequence of approximate problems, and in each approximate problem, the function \( f(x) \) is replaced by its linear approximation while \( g^{+(-)}(x) \) are not changed. Although the GIST algorithm converges to a stationary point of \((1)\), it suffers from two limitations. Firstly, the convergence speed with the linear approximation is usually slower than some other approximations, for example, the best-response approximation [6]. Secondly, the approximate problem solved in each iteration is nonconvex, and it may not be easy to solve except in the few cases discussed in [13].

In this paper, we propose a SCA framework for problem \((1)\). This SCA framework is based on a nontrivial combination of the SCA framework developed in [6] for convex regularization functions and standard MM framework. In particular, in each iteration, we first construct a (possibly nonconvex) upper bound of the original objective function \( h(x) \) by the MM method, and then minimize an approximate function of the upper bound which can be constructed by the SCA framework developed in [6]. To guarantee the convergence, the approximate function only needs to satisfy some mild assumptions on convexity, gradient consistency and continuity. To further speed up the convergence, we design a new line search scheme to calculate the stepsize. On the one hand, the proposed algorithm exhibits a fast convergence behavior because i) it is a one-layer algorithm, ii) the problem structure can be better exploited by a proper choice of the approximate function, and iii) the use of the line search. On the other hand, the proposed algorithm enjoys a low complexity because i) the approximate function is convex and easy to optimize, and ii) the proposed line search scheme is over a properly constructed differentiable function while in traditional schemes line search is...
directly applied to the original nonconvex nondifferentiable objective function. We then illustrate the above attractive features by customizing the proposed framework for an example application of the capped $\ell_1$-norm minimization problem, where both the optimal point of the (best-response type) approximate functions and the stepsize obtained from the exact line search have closed-form expressions.

II. THE PROPOSED SUCCESSIVE CONVEX APPROXIMATION ALGORITHMS

Since $f(x)$ is not necessarily convex and $g^{-}(x)$ is convex, $h(x)$ is a nonconvex function. Since both $g^{+}(x)$ and $g^{-}(x)$ are assumed to be nondifferentiable, $h(x)$ is in general a nondifferentiable function. In this section, we develop an iterative algorithm that converges to a stationary point $x^*$ of problem (1) that satisﬁes the ﬁrst order optimality condition:

$$(x - x^*)^T(\nabla f(x^*) + \xi^+(x^*) - \xi^-(x^*)) \geq 0, \forall x \in X,$$

where $\xi^+(x)$ (and $\xi^-(x)$) is a subgradient of $g^+(x)$ (and $g^-(x)$).

At any arbitrary but given point $x^*$, assume the subgradient of $g^-(x)$ is $\xi^-(x^*)$. Since $g^-(x)$ is convex, it follows from Jensen’s inequality that

$$g^-(x) \geq g^-(x^*) + (x - x^*)^T \xi^-(x^*), \forall x \in X. \tag{2}$$

Define $\overline{h}(x; x^*)$ as

$$\overline{h}(x; x^*) \triangleq f(x) - g^-(x) - (x - x^*)^T \xi^-(x^*) + g^+(x). \tag{3}$$

We can readily infer from (2) that $\overline{h}(x; x^*)$ is a global upper bound of $h(x)$ which is tight at $x = x^*$:

$$\overline{h}(x; x^*) \geq h(x), \text{ and } \overline{h}(x^*; x^*) = h(x^*). \tag{4}$$

In the standard MM method for problem (1) proposed in [12], a sequence of points $\{x^t\}_t$ is generated by minimizing the upper bound function $\overline{h}(x; x^t)$:

$$x^{t+1} = \arg \min_{x \in X} \overline{h}(x; x^t). \tag{5}$$

This and (4) imply that $\{h(x^t)\}_t$ is a decreasing sequence as

$$h(x^{t+1}) \leq \overline{h}(x^{t+1}; x^t) \leq \overline{h}(x^t; x^t) = h(x^t). \tag{6}$$

However, the optimization problem (5) is not necessarily easy to solve due to two possible reasons: $\overline{h}(x; x^*)$ may be nonconvex, and $x^{t+1}$ may not have a closed-form expression and must be found iteratively.

The proposed algorithm consists of minimizing a sequence of successively reﬁned approximate functions. Given $x^t$ at iteration $t$, we propose to minimize a properly designed approximate function of the upper bound function $\overline{h}(x; x^t)$, denoted as $\tilde{h}(x; x^t)$:

$$\tilde{h}(x; x^t) = \tilde{f}(x; x^t) - (x - x^t)^T \xi^-(x^t) + g^+(x), \tag{6}$$

where $\tilde{f}(x; x^t)$ is an approximate function of $f(x)$ at $x^t$ that satisﬁes several technical conditions that are in the same essence as those speciﬁed in [6], namely.

(A1) The approximate function $\tilde{f}(x; x^t)$ is convex in $x$ for any given $x^t \in X$;

(A2) The approximate function $\tilde{f}(x; x^t)$ is continuously differentiable in $x$ for any $x^t \in X$ and continuous in $x$ for any $x \in X$;

(A3) The gradient of $\tilde{f}(x; x^t)$ and the gradient of $f(x)$ are identical at $x = x^t$ for any $x^t \in X$, i.e., $\nabla x \tilde{f}(x; x^t) = \nabla x f(x^t)$.

Comparing $\overline{h}(x; x^t)$ in (3) with $h(x; x^t)$ in (6), we see that replacing $f(x)$ in $\overline{h}(x; x^t)$ by its approximate function $\tilde{f}(x; x^t)$ leads to the proposed approximate function $\tilde{h}(x; x^t)$. Note that $\tilde{h}(x; x^t)$ is not necessarily a global upper bound of $\overline{h}(x; x^t)$ (or the original function $h(x)$), because according to Assumptions (A1)-(A3), $\tilde{f}(x; x^t)$ does not have to be a global upper bound of $f(x)$.

At iteration $t$, the approximate problem consists of minimizing the approximate function $\tilde{h}(x; x^t)$ over the same constraint set $X$:

$$\text{minimize } \tilde{h}(x; x^t) \quad \text{s.t. } x \in X. \tag{7}$$

Since $\tilde{f}(x; x^t)$ is convex by assumption (A1), (7) is a convex optimization problem. We denote as $\mathbb{B}x^t$ an (globally) optimal solution of (7) and as $\mathcal{S}(x^t)$ the set of (globally) optimal solutions:

$$\mathbb{B}x^t \in \mathcal{S}(x^t) = \left\{ x^* : x^* \in \arg \min_{x \in X} \tilde{h}(x; x^t) \right\}. \tag{8}$$

Based on (8), we deﬁne the mapping $\mathbb{B}x$ that is used to generate the sequence of points in the proposed algorithm:

$$X^t \ni x \mapsto \mathbb{B}x \in X \tag{9}.$$

Given the mapping $\mathbb{B}x$, the following properties hold.

**Proposition 1** (Stationary point and descent direction). Provided that Assumptions (A1)-(A3) are satisﬁed: (i) A point $x^*$ is a stationary point of (1) if and only if $x^* \in \mathcal{S}(x^*)$ deﬁned in (8); (ii) If $x^*$ is not a stationary point of (8), then $\mathbb{B}x^* - x^*$ is a descent direction of $\tilde{h}(x^*; x^*)$ at $x = x^*$ in the sense that

$$(\mathbb{B}x^* - x^*)^T (\nabla \tilde{f}(x^*; x^*) - \xi^- (x^*)) + g^+(\mathbb{B}x^*) - g^+(x^*) < 0. \tag{10}$$

**Proof:** From (8), there are two possibilities: $\tilde{h}(\mathbb{B}x^*; x^*) = \tilde{h}(x^*; x^*)$ and $\tilde{h}(\mathbb{B}x^*; x^*) < \tilde{h}(x^*; x^*)$.

We ﬁrst show that the ﬁrst possibility is equivalent to $x^*$ being a stationary point of (1).

If $h(\mathbb{B}x^*; x^*) = h(x^*; x^*)$, then $x^*$ is already an optimal point of the following convex problem:

$$\min_{x \in X} \tilde{h}(x; x^*),$$

and it satisﬁes the ﬁrst-order optimality condition:

$$(x - x^*)^T (\nabla \tilde{f}(x^*; x^*) + \xi^+(x^*) - \xi^-(x^*)) \geq 0, \forall x \in X. \tag{11}$$

This is exactly the ﬁrst-order optimality condition of problem (1) after replacing $\nabla f(x; x^*)$ by $\nabla f(x^*)$ in view of Assumption (A3).

Therefore, $x^*$ is a stationary point of (1).

If $x^*$ is a stationary point of (1), then it satisﬁes the ﬁrst-order optimality condition:

$$(x - x^*)^T (\nabla \tilde{f}(x^*; x^*) + \xi^+(x^*) - \xi^-(x^*)) \geq 0, \forall x \in X. \tag{11}$$

By assumption (A3), the above condition is equivalent to

$$(x - x^*)^T (\nabla \tilde{f}(x; x^*) + \xi^+(x^*) - \xi^-(x^*)) \geq 0, \forall x \in X. \tag{11}$$

In other words, $x^*$ is an optimal solution of (8) and $\tilde{h}(x^*; x^*) = \min_{x \in X} \tilde{h}(x; x^*)$.

To prove the second part of the proposition, we ﬁrst remark that $\tilde{h}(x^*; x^*)$ is convex and it is the sum of a differentiable function $f(x) - g^-(x) - (x - x^*)^T \xi^-(x^*)$ and a convex function $g^+(x)$. Furthermore, problem (7) is equivalent to the following problem:

$$\text{minimize } \tilde{f}(x; x^t) - (x - x^t)^T \xi^-(x^t) + y$$

subject to $x \in X, g^+(x) \leq y$,

where the objective function is convex and differentiable, and thus also pseudoconvex [6, Figure 1]. It follows from the deﬁnition of pseudoconvex functions that $\tilde{h}(\mathbb{B}x^t; x^t) < \tilde{h}(x^t; x^t)$ implies

$$(\mathbb{B}x^t - x^t)^T (\nabla \tilde{f}(x^t; x^t) - \xi^-(x^t)) + g^+(\mathbb{B}x^t) - g^+(x^t) < 0,$$
where $y^*(\mathbb{B}x^t) = g^+ (\mathbb{B}x^t)$, and $y^*$ can be set to $g^+ (x^t)$ without loss of optimality [6, Sec. III-A]. Therefore, we readily obtain that

$$(\mathbb{B}x^t - x^t)^T(\nabla f(x^t) - \xi^- (x^t)) + g^+ (\mathbb{B}x^t) - g^+ (x^t) < 0.$$  

The proof is thus completed.

Theorem 2 (Convergence to a stationary point). Consider the sequence $\{x^t\}$ generated by Algorithm 1. Provided that Assumptions (A1)-(A3) as well as the following assumptions are satisfied:

(A4) The solution set $S(x^t)$ is nonempty for $t = 1, 2, \ldots$.
(A5) Given any convergent subsequence $\{x^{t_i}\}_{i \in T}$ where $T \subseteq \{1, 2, \ldots\}$, the sequence $\{\mathbb{B}x^{t_i}\}_{i \in T}$ is bounded.

Then any limit point of $\{x^t\}$ is a stationary point of (1).

Proof: The proof follows the same line of analysis of [6, Theorem 2].

If $\mathbb{B}x^t - x^t$ is a descent direction of $\overline{h}(x; x^t)$ at $x = x^t$, there always exists a scalar $\gamma^t \in (0, 1]$ such that [14, 8.2.1]

$$\overline{h}(x^t + \gamma^t (\mathbb{B}x^t - x^t)) < \overline{h}(x^t).$$

This motivates us to update the variable as follows

$$x^{t+1} = x^t + \gamma^t (\mathbb{B}x^t - x^t),$$

so that we have in view of (4)

$$h(x^{t+1}) \leq \overline{h}(x^{t+1}; x^t) < \overline{h}(x^t; x^t) = h(x^t).$$

In other words, the function value $h(x^t)$ is monotonically decreasing.

There are several commonly used stepsize rules, for example, the constant/decreasing stepsize rules and the line search. In this paper, we restrict the discussion to the (exact) line search because it leads to a fast convergence speed as shown in [6]. On the one hand, the traditional exact line search aims at finding the stepsize that yields the largest decrease of $h(x)$ along the direction $\mathbb{B}x^t - x^t$:

$$\gamma^t = \arg \min_{0 \leq \gamma \leq 1} h(x^t + \gamma (\mathbb{B}x^t - x^t))$$

$$= \arg \min_{0 \leq \gamma \leq 1} \begin{cases} f(x^t + \gamma (\mathbb{B}x^t - x^t)) \\ + g^+(\mathbb{B}x^t - x^t) \\ - g^+(x^t) \end{cases}.$$  

(13)

Although it is a scalar problem, it is not necessarily easy to solve because it is nonconvex (even when $f(x)$ is convex) and nondifferentiable. On the other hand, as $\mathbb{B}x^t - x^t$ is a descent direction of $\overline{h}(x; x^t)$ according to Proposition 1, it is possible to perform the exact line search over $\overline{h}(x; x^t)$ along the direction $\mathbb{B}x^t - x^t$:

$$\gamma^t = \arg \min_{0 \leq \gamma \leq 1} \overline{h}(x^t + \gamma (\mathbb{B}x^t - x^t); x^t)$$

$$= \arg \min_{0 \leq \gamma \leq 1} \begin{cases} f(x^t + \gamma (\mathbb{B}x^t - x^t)) \\ + \gamma (\mathbb{B}x^t - x^t) \xi^- (x^t) \\ - \gamma (x^t) \end{cases}.$$  

(14)

However, this is not favorable in practice either because the above minimization problem involves the nondifferentiable function $g^+$. To reduce the complexity, we propose to perform the line search by solving the following one dimensional optimization problem:

$$\gamma^t = \arg \min_{0 \leq \gamma \leq 1} \begin{cases} f(x^t + \gamma (\mathbb{B}x^t - x^t)) \\ - (x^t + \gamma (\mathbb{B}x^t - x^t))^T \xi^- (x^t) \\ + g(x^t) + g^+(\mathbb{B}x^t - x^t) \end{cases}.$$  

$$= \arg \min_{0 \leq \gamma \leq 1} \begin{cases} f(x^t + \gamma (\mathbb{B}x^t - x^t)) \\ + g(x^t) + g^+(\mathbb{B}x^t - x^t) - (\mathbb{B}x^t - x^t)^T \xi^- (x^t) \end{cases}.$$  

(15)

Note that the objective function in (15) is differentiable, which is furthermore convex if $f(x)$ is convex. As a matter of fact, it is also a lower bound of the objective function in (14) after applying Jensen’s inequality to the convex but nondifferentiable function $g^+(x)$:

$$g(x^t + \gamma (\mathbb{B}x^t - x^t)) \leq g^+(x^t) + \gamma (g^+(\mathbb{B}x^t - x^t) - g^+(x^t)).$$

We remark that the same line of analysis can also be used to design a low complexity successive line search (the Armijo rule) which is carried out over a differentiable function. It is an useful alternative for the exact line search (15) if the optimization problem in (15) is difficult to solve. The details are omitted here due to the page limit.

The proposed single-layer algorithm is summarized in Algorithm 1 and its convergence properties are given in the following theorem.

Sufficient conditions for Assumptions (A4)-(A5) are that either the feasible set $X$ in (7) is bounded or the approximate function in (7) is strongly convex [15]. We will show that these assumptions are satisfied by the example application in the next section.

In what follows, we draw some comments on the proposed algorithm’s features and connections to existing algorithms.

On the complexity of the proposed algorithm. The Algorithm 1 has a low complexity due to the use of an approximate function and the line search scheme over a differentiable function. The benefits of employing the approximate function $\tilde{f}(x; x^t)$ to twofold. On the one hand, it is a convex function by Assumption (A1), so the approximate problem (7) is a convex problem, which is presumably easier to solve than (5) which is nonconvex if $f(x)$ is nonconvex. On the other hand, it can be tailored according to the structure of the problem at hand so that the approximate problem (7) can be solved easier to solve. For example, if $g^+(x)$ is separable among the scalar elements of $x$ (as in, e.g., $\ell_1$-norm $\|x\|_1 = \sum_{k=1}^K |x_k|$), we could choose $f(x; x^t)$ to be separable as well, so that the problem (7) can be decomposed into independent subproblems which are then solved in parallel. Furthermore, the proposed line search scheme (15) is carried out over a differentiable function, which is presumably easier to implement than traditional schemes (13)-(14) over nonconvex nondifferentiable functions and leads to faster convergence than constant and decreasing stepsizes.

On the choice of approximate function. Note that different choices of $\tilde{f}(x; x^t)$ lead to different algorithms. For example, when $\tilde{f}(x; x^t)$ is based on linear approximation, the resulting algorithm would be a proximal-like algorithm. When $\tilde{f}(x; x^t)$ is based on the best-response approximation, the resulting algorithm would be a Jacobi-like algorithm. We refer interested readers to [6, Sec. III-B] for a comprehensive discussion.

On the connection to the MM method [12]. The function $f(x)$ is assumed to be convex in [12]. The proposed algorithm includes as a special case the MM method proposed in [12] by setting $f(x; x^t) = f(x)$, i.e., no approximation is employed. For this particular choice of approximate function, it can be verified that the assumptions (A1)-(A3) are satisfied, and additionally the approximate function is a global upper bound of the original function $h(x)$. It is possible to show that in this case the proposed Algorithm 1 converges (in the

Algorithm 1 The parallel best-response algorithm with exact line search for problem (1)

Data: $t = 0$, $x^0$ (arbitrary but fixed, e.g., $x^0 = 0$), stop criterion $\delta$.
S1: Compute $\mathbb{B}x^0$ according to (8).
S2: Determine the stepsize $\gamma^t$ by the exact line search (15).
S3: Update $x^{t+1}$ according to (11).
S4: If $h(x^t) - h(x^{t+1}) \leq \delta$, STOP; otherwise $t \leftarrow t + 1$ and go to S1.
sense specified by Theorem 2) under a constant unit stepsize \( \gamma^t = 1 \). We omit the detailed steps due to the page limit.

On the comparison with GIST [13]. In the GIST algorithm proposed in [13], the variable is updated by

\[
x^{t+1} = \arg\min_{x \in X} \left\{ f(x^t) + \nabla f(x^t)^T (x - x^t) + \frac{\mu}{2} \|x - x^t\|^2 \right\},
\]

where \( c^t > L\nabla f(x^t) \) and \( L\nabla f(x^t) \) is the Lipschitz constant of \( \nabla f \). When the value of \( L\nabla f(x^t) \) is not known, \( c^t \) should be estimated iteratively: for some constant \( 0 < \alpha < 1 \) and \( \beta > 1 \), \( x^{t+1} = x^t(\beta^m) \), where \( x^t(\beta^m) \) is defined as

\[
x^t(\beta^m) \triangleq \arg\min_{x} \left\{ f(x^t) + \nabla f(x^t)^T (x - x^t) + \frac{m}{2} \|x - x^t\|^2 \right\} + g^t(x) - g^t(x^t),
\]

and \( m_t \) is the first nonnegative integer such that

\[
\|x^{t+1}(\beta^m) - x^t(\beta^m)\|^2_2 < \alpha \|x^t(\beta^m) - x^t\|^2_2.
\]

As a result, \( x^t(\eta^m) \) must be evaluated repeatedly for \( m_t \) times, namely, \( m = 0, 1, \ldots, m_t \) and it incurs additional complexity. This is however not necessary in the proposed algorithm, because computing the descent direction and the stepsize according to (8) and (15) does not depend on any unknown parameters. Furthermore, (16) may not be easy to solve for a general \( g^t(x) \) except for some specific choices studied in [13].

III. SPARSE PARAMETER ESTIMATION WITH CAPPED \( \ell_1 \) REGULARIZATION

In this section, we consider as an application the sparse signal estimation problem with a capped \( \ell_1 \) regularization [10, 12, 13]:

\[
\min_{x} \frac{1}{2} \|Ax - b\|^2_2 + \mu \|x, \theta\|_1, \tag{17}
\]

where \( 1 \) is a vector with all elements equal to 1, and \( \min(x,y) \triangleq (\min(x_k, y_k))_{k=1}^n \). Problem (17) is a special case of (1) by setting \( f(x) \triangleq \frac{1}{2} \|Ax - b\|^2_2 \),

\[
g^t(x) \triangleq \mu \|x\|_1 + \mu \|x, \theta\|_1.
\]

Since \( f(x) \) is convex, we adopt the approximate function that is of a best-response type: the approximate function consists of \( K \) component functions, and in the \( k \)-th component function, only the \( k \)-th element, \( x_k \), of \( x \) is treated as a variable while other elements \( x_{-k} \triangleq (x_j)_{j \neq k} \) are fixed,

\[
\tilde{f}(x; x^t) = \frac{1}{2} \sum_{k=1}^K f(x_k, x^t_k) = \frac{1}{2} \sum_{k=1}^K \|a_{k} x_k + a_{j} x^t_j - b\|^2_2. \tag{18}
\]

To obtain the update direction, we solve the approximate problem

\[
\mathbb{B} x^t = \arg\min_{x} \{ f(x; x^t) - (x - x^t)^T \xi^t(x^t) + g^t(x) \} = d(A^T A)^{-1} \circ S_{\theta 1}(r(x^t, \xi^t(x^t))), \tag{19}
\]

where \( r(x^t, \xi^t(x^t)) \triangleq d(A^T A) \circ x^t + \xi^t(x^t - A^T (Ax^t - b)) \), \( d(A^T A) \) is the diagonal vector of \( A^T A \), \( n \odot b \) denotes the Hadamard product between \( a \) and \( b \), \( S_{\theta 1}(b) \triangleq [b - a]^+ + [-b - a]^+ \) is the soft-thresholding operator, and the subgradient of \( g^t(x) \) is \( \xi^t(x) = \xi_k(x_k) \triangleq \mu \left[ \text{sign}(x_k - \theta) - \text{sign}(x_k - \theta) / 2 \right] \).

Given the update direction \( \mathbb{B} x^t \), we calculate the stepsize \( \gamma^t \) according to the proposed exact line search (15):

\[
\gamma^t = \arg\min_{\gamma \geq 0} \gamma \left( f(x^t + \gamma(\mathbb{B} x^t - x^t)) - f(x^t) - \frac{1}{2} \|g^t(\mathbb{B} x^t - x^t)\|^2_2 \right) \tag{19}
\]

When \( \mu = 0.1 \), \( \gamma^t \) is set to \( \mu = 0.1 \|A^T b\|_2 \), which allows \( x_{\text{nc}} \) to be recovered to a high accuracy [19], and the parameter \( \theta \) in the capped \( \ell_1 \)-norm is set to 1.

We name the proposed update (19)-(20) as Soft-Thresholding with Exact Line search Algorithm (STELA).

For the capped \( \ell_1 \)-norm minimization problem (17), the proposed algorithm (19)-(20) exhibits a fast convergence to a stationary point and has a low complexity due to several attractive features: i) it is a single-layer algorithm; ii) all elements are updated in parallel with a closed-form expression; iii) the approximate function is of a best-response type; iv) the stepsize is based on the exact line search which has a closed-form expression; v) the proposed algorithm converges to a stationary point of the nonconvex problem (17) by Theorem 2 (note that \( f(x; x^t) \) in (18) is strongly convex so Assumptions (A4)-(A5) are satisfied). We remark that feature i) is an advantage over the traditional MM method [12]; feature ii) is an advantage over the BCD algorithm [3] and traditional MM method [12]; feature iii) is an advantage over the proximal type algorithm [13] with a linear approximation; feature iv) is an advantage over commonly used constant and decreasing steplizes [16, 17]; feature v) is an advantage over the BCD algorithm [3], FISTA [2], and the standard SCA framework [6, 17, 18].

Simulations. The dimension of \( A \) is \( 10000 \times 50000 \) and all of its elements are generated randomly by the normal distribution. The density (the proportion of nonzero elements) of the sparse vector \( x_{\text{nc}} = 0.1 \). The vector \( b \) is generated as \( b = A x_{\text{nc}} + w \) where \( w \) is drawn from an i.i.d. Gaussian distribution with variance \( 10^{-4} \). The regularization gain \( \mu \) is set to \( \mu = 0.1 \|A^T b\|_2 \), which allows \( x_{\text{nc}} \) to be recovered to a high accuracy [19], and the parameter \( \theta \) in the capped \( \ell_1 \)-norm is set to 1.

We compare the proposed algorithm STELA with the MM method [12] and the GIST algorithm [13]. The comparison is made in terms of CPU time that is required until the maximum number of iterations (100 for STELA and the GIST algorithm and 10 for the MM method) is reached. The running time consists of both the initialization stage required for preprocessing (represented by a flat curve) and the formal stage in which the iterations are carried out. For example, in STELA, \( d(A^T A) \) is computed in the initialization stage since it is required in the iterative variable update in the formal stage, cf. (19). The upper bound function in the MM method, cf. (5), is minimized by STELA for \( \ell_1 \)-norm (with a warm start), which was presented in [6, Sec. IV-III]. All algorithms have the same initial point, \( x^0 = 0 \). The simulation results are averaged over 20 instances.
The achieved function value $h(x^t)$ and error $h(x^{t-1}) - h(x^t)$ versus the CPU time (in seconds) is plotted in Figure 1 (a) and 1 (b), respectively. We see from Figure 1 (a) that all algorithms converge to the same value. Furthermore, the initialization stage of STELA is much longer than that of the GIST algorithm, because computing $d(A^T A)$, the diagonal vector of $A^T A$, is computationally expensive, especially when the dimension of $A$ is large. Nevertheless, in the formal stage, the convergence speed of STELA is much faster than the GIST algorithm, and this is mainly due to the use of the best-response type approximate function (18), and more specifically, the use of $d(A^T A)$, cf. (19), which represents partial second order information of the function $f(x)$ in (17) (note that $\nabla^2 f(x) = A^T A$). We see from Figure 1 (b) that the long initialization stage is compensated by the fast convergence speed in the formal stage. We mention for the paper’s completeness that $d(A^T A)$ can be calculated analytically in some applications, e.g., when $A$ is a Vandermonde matrix.

We see from Figure 1 (a) that the major complexity of the MM method lies in the beginning iterations, as the initial point in the beginning iterations is usually far away from the optimal point that minimizes the upper bound function and more iterations are needed. The most notable difference between the MM method and the STELA is that the upper bound function is only approximately minimized in the STELA, and this leads to a significant reduction in the computational complexity. Using the approximate function is also beneficial when the upper bound function $h_t(x; x^t)$ is not easy to minimize, e.g., $f(x)$ is nonconvex.

**IV. Concluding Remarks**

In this paper, we have proposed a successive convex approximation framework for sparse optimization where the nondifferentiable nonconvex regularization function can be written as the difference of two convex functions. The proposed procedure is to apply the standard successive convex approximation for nonconvex optimization where the regularization function is convex to an upper bound of the original objective function that can be obtained following the standard convex-concave procedure. This procedure also facilitates the design of the line search which is carried out over a differentiable function. The proposed framework is flexible and it leads to algorithms that exploit the problem structure and have a low complexity. Customizing the proposed framework for the example application where the nonconvex regularization is the capped $\ell_1$-norm function, we obtain a best-response type algorithm for which all elements are updated in parallel according to closed-form expressions. The advantages of the proposed algorithms are finally numerically illustrated.
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