Axioms for graph clustering quality functions

Twan van Laarhoven  
TVANLAARHOVEN@CS.RU.NL

Elena Marchiori  
ELENAM@CS.RU.NL

Institute for Computing and Information Sciences  
Radboud University Nijmegen  
Postbus 9010  
6500 GL Nijmegen, The Netherlands

Abstract

We investigate properties that intuitively ought to be satisfied by graph clustering quality functions, i.e. functions that assign a score to a clustering of a graph. Graph clustering, also known as network community detection, is often performed by optimizing such a function. Two axioms tailored for graph clustering quality functions are introduced, and the four axioms introduced in previous work on distance based clustering are reformulated and generalized for the graph setting. We show that modularity, a standard quality function for graph clustering, does not satisfy all of these six properties. This motivates the derivation of a new family of quality functions, adaptive scale modularity, which does satisfy the proposed axioms. Adaptive scale modularity has two parameters, which give greater flexibility in the kinds of clusterings that can be found. Standard graph clustering quality functions, such as normalized cut and unnormalized cut, are obtained as special cases of adaptive scale modularity.

In general, the results of our investigation indicate that the considered axiomatic framework covers existing ‘good’ quality functions for graph clustering, and can be used to derive an interesting new family of quality functions.
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1. Introduction

Following the work by Kleinberg (2002) there have been various contributions to the theoretical foundation and analysis of clustering, such as axiomatic frameworks for quality functions (Ackerman and Ben-David, 2008), for criteria to compare clusterings (Meila, 2005), uniqueness theorems for specific types of clustering (Zadeh and Ben-David, 2009; Ackerman and Ben-David, 2013; Carlsson, Mémoli, Ribeiro, and Segarra, 2013), taxonomy of clustering paradigms (Ackerman et al., 2010a), and characterization of diversification systems (Gollapudi and Sharma, 2009).

Kleinberg focused on clustering functions, which are functions from a distance function to a clustering. He showed that there are no clustering functions that simultaneously satisfy three intuitive properties: scale invariance, consistency and richness. Ackerman and Ben-David (2008) continued on this work, and showed that the impossibility result does not apply when formulating these properties in terms of quality functions instead of clustering functions, where consistency is replaced with a weaker property called monotonicity.
Both of these previous works are formulated in terms of distance functions over a fixed domain. In this paper we focus on weighted graphs, where the weight of an edge indicates the strength of a connection. The clustering problem on graphs is also known as network community detection.

Graphs provide additional freedoms over distance functions. In particular, it is possible for two points to be unrelated, indicated by a weight of 0. These zero-weight edges in turn make it natural to consider graphs over different sets of nodes as part of a larger graph. Secondly, we can allow for self loops. Self loops can indicate internal edges in a node. This notation is used for instance by Blondel et al. (2008), where a graph is contracted based on a fine-grained clustering.

In this setting, where edges with weight 0 are possible, Kleinberg’s impossibility result does not apply. This can be seen by considering the connected components of a graph. This is a graph clustering function that satisfies all three of Kleinberg’s axioms: scale invariance, consistency and richness (see Section 4.2).

Our focus is on the investigation of graph clustering quality functions, which are functions from a graph and a clustering to a real number ‘quality’. A notable example is modularity (Newman and Girvan, 2004). In particular we ask which properties of quality functions intuitively ought to hold, and which are often assumed to hold when reasoning informally about graph clustering. Such properties might be called axioms for graph clustering.

The rest of this paper is organized as follows: Section 2 gives basic definitions. Next, section 3 discusses different ways in which properties could be formulated.

In Section 4 of this paper we propose an axiomatic framework that consists of six properties of graph clustering quality functions: the (adaption of) the four axioms from Kleinberg (2002) and Ackerman and Ben-David (2008) (permutation invariance, scale invariance, richness and monotonicity); and two additional properties specific for the graph setting (continuity and the locality).

Then, in Section 5, we show that modularity does not satisfy the monotonicity and locality properties.

This result motivates the analysis of variants of modularity, leading to the derivation of a new parametric quality function in Section 6 that satisfies all properties. This quality function, which we call adaptive scale modularity, has two parameters, $M$ and $\gamma$ which can be tuned to control the resolution of the clustering. We show that quality functions similar to normalized cut and unnormalized cut are obtained in the limit when $M$ goes to zero and to infinity, respectively. Furthermore, setting $\gamma$ to 0 yields a parametric quality function similar to that proposed by Reichardt and Bornholdt (2004).

1.1 Related Work

Previous axiomatic studies of clustering quality functions have focused mainly on hierarchical clustering and on weakest and strongest link style quality functions (Kleinberg, 2002; Ackerman and Ben-David, 2008; Zadeh and Ben-David, 2009; Carlsson et al., 2013). Papers in this line of work that focussed also on the partitional setting include Puzicha et al. (1999); Ackerman et al. (2012, 2013). Puzicha et al. (1999) investigated a particular class of clustering quality functions obtained by requiring the function to decompose into a cer-
tained additive form. Ackerman et al. (2012) considered clustering in the weighted setting, in which every data point is assigned a real valued weight. They performed a theoretical analysis on the influence of weighted data on standard clustering algorithms. Ackerman et al. (2013) analyzed robustness of clustering algorithms to the addition of a small set of points, and investigated the robustness of popular clustering methods.

All these studies are framed in terms of distance (or similarity and dissimilarity) functions.

Bubeck and Luxburg (2009) studied statistical consistency of clustering methods. They introduced the so-called nearest neighbor clustering and showed its consistency also for standard graph based quality functions, such as normalized cut, ratio cut, and modularity. Here we do not focus on properties of methods to optimize clustering quality, but on natural properties that quality functions for graph clustering should satisfy.

Related works on graph clustering quality functions mainly focus on the so-called resolution limit, that is, the tendency of a quality function to prefer either small or large clusters. In particular, Fortunato and Barthélemy (2007) proved that modularity may not detect clusters smaller than a scale which depends on the total size of the network and on the degree of interconnectedness of the clusters. Van Laarhoven and Marchiori (2013) showed that the resolution limit is the most important difference between quality functions in graph clustering optimized using local search optimization.

To mitigate the resolution limit phenomenon, the quality function may be extended with a so-called resolution parameter. For example, Reichardt and Bornholdt (2006) proposed a formulation of graph clustering (therein called network community detection) based on principles from statistical mechanics. This interpretation leads to the introduction of a family of quality functions with a parameter that allows to control the clustering resolution. In Section 6.1 we will show that this extension is a special case of adaptive scale modularity.

Traag, Van Dooren, and Nesterov (2011) formalized the notion of resolution-free quality functions, that is, not suffering from the resolution limit, and provided a characterization of this class of quality functions. Their notion is essentially an axiom, and we will discuss the relation to our axioms in Section 4.1.1.

2. Definitions and Notation

A symmetric weighted graph is a pair \((V,E)\) of a finite set \(V\) of nodes and a function \(E : V \times V \rightarrow \mathbb{R}_{\geq 0}\) of edge weights, where \(E(i,j) = E(j,i)\) for all \(i,j \in V\). Edges with larger weights represent stronger connections, so missing edges can get weight 0. Note that this is the opposite of the convention used in distance based clustering. We explicitly allow for self loops, that is, nodes for which \(E(i,i) > 0\).

A clustering \(C\) of a graph \(G = (V,E)\) is a partition of its nodes. That is, \(\bigcup C = V\) and for all \(c_1,c_2 \in C\), \(c_1 \cap c_2 \neq \emptyset\) if and only if \(c_1 = c_2\). When two nodes \(i\) and \(j\) are in the same cluster in clustering \(C\), i.e. when \(i,j \in c\) for some \(c \in C\), then we write \(i \sim_C j\). Otherwise we write \(i \not\sim_C j\).

A clustering \(C\) is a refinement of a clustering \(D\), written \(C \sqsubseteq D\), when for every cluster \(c \in C\) there is a cluster \(d \in D\) such that \(c \subseteq d\).

A graph clustering quality function (or objective function) \(Q\) is a function from graphs \(G\) and clusterings of \(G\) to real numbers. We adopt the convention that a higher quality
indicates a ‘better’ clustering. As a generalization, we will sometimes work with parameterized families of quality functions. A single quality function can be seen as a family with no parameters.

Let \( G_1 = (V_1, E_1) \) and \( G_2 = (V_2, E_2) \) be two graphs and let \( V_a \subseteq V_1 \cap V_2 \) be a subset of the common nodes. We say that the graphs agree on \( V_a \) if \( E_1(i, j) = E_2(i, j) \) for all \( i, j \in V_a \). We say that the graphs also agree on the neighborhood of \( V_a \) if

- \( E_1(i, j) = E_2(i, j) \) for all \( i \in V_a \) and \( j \in V_1 \cap V_2 \),
- \( E_1(i, j) = 0 \) for all \( i \in V_a \) and \( j \in V_1 \setminus V_2 \), and
- \( E_2(i, j) = 0 \) for all \( i \in V_a \) and \( j \in V_2 \setminus V_1 \).

This means that for nodes in \( V_a \) the weights and endpoints of incident edges are exactly the same in the two graphs.

3. On the Form of Axioms

There are three different ways to state potential axioms for clustering:

1. As a property of clustering functions, as in [Kleinberg (2002)]. For example, scale invariance of a clustering function \( \hat{C} \) would be written as \( \hat{C}(G) = \hat{C}(\alpha G) \), for all graphs \( G \), \( \alpha > 0 \). I.e. the optimal clustering is invariant under scaling of edge weights.

2. As a property of the values of a quality function \( Q \), as in [Ackerman and Ben-David (2008)]. For example \( Q(G, C) = Q(\alpha G, C) \), for all graphs \( G \), all clustering \( C \) of \( G \), and \( \alpha > 0 \). I.e. the quality is invariant under scaling of edge weights.

3. As a property of the relation between qualities of different clustering, or equivalently, as a property of an ordering of clusterings for a particular graph. For example \( Q(G, C) \geq Q(G, D) \Rightarrow Q(\alpha G, C) \geq Q(\alpha G, D) \). I.e. the ‘better than’ relation for clusterings is invariant under scaling of edge weights.

The third form is slightly more flexible than the other two. Any quality function that satisfies a property in the second style will also satisfy the corresponding property in the third style, but the converse is not true. Note also that if \( D \) is not restricted in a property in the third style, then one can take \( \hat{C}(G) = \arg \max_C Q(G, C) \) to obtain a clustering function and an axiom in the first style.

Most properties are more easily stated and proved in the second, absolute, style. Therefore, we adopt the second style unless doing so requires us to make specific choices.

4. Axioms for Graph Clustering Quality Functions

Kleinberg defined three axioms for distance based clustering functions. In [Ackerman and Ben-David (2008)] the authors reformulated these into four axioms for clustering quality functions. These axioms can easily be adapted to the graph setting.

The first property that one expects for graph clustering is that the quality of a clustering depends only on the graph, that is, only on the weight of edges between nodes, not on the identity of nodes. We formalize this in the permutation invariance axiom,
Definition 1 (Permutation invariance) A graph clustering quality function $Q$ is permutation invariant if for all graphs $G = (V, E)$ and all isomorphisms $f : V \to V'$, it is the case that $Q(G, C) = Q(f(G), f(C))$; where $f$ is extended to graphs and clusterings by $f(C) = \{ \{ f(i) \mid i \in c \} \mid c \in C \}$ and $f((V, E)) = (V', (i, j) \mapsto E(f^{-1}(i), f^{-1}(j)))$.

The second property, scale invariance, requires that the quality doesn’t change when edge weights are scaled uniformly. This is an intuitive axiom when one thinks in terms of units: a graph with edges in “m/s” can be scaled to a graph with edges in “km/h”. The quality should not be affected by such a transformation, perhaps up to a change in units. Ackerman and Ben-David (2008) defined scale invariance by insisting that the quality stays equal when distances are scaled. In contrast, in Puzicha et al. (1999) the quality should not be affected by such a transformation, perhaps up to a change in units. This formulation is flexible enough for single quality functions. However, families of quality functions could have parameters that are also scale dependent. For such families we therefore propose to use as an axiom a more flexible property that also allows the parameters to be scaled.

Definition 2 (Scale invariance) A graph clustering quality function $Q$ is scale invariant if for all graphs $G = (V, E)$, all clusterings $C_1, C_2$ of $G$ and all constants $\alpha > 0$, $Q(G, C_1) \leq Q(G, C_2)$ if and only if $Q(\alpha G, C_1) \leq Q(\alpha G, C_2)$. Where $\alpha G = (V, (i, j) \mapsto \alpha E(i, j))$ is a graph with edge weights scaled by a factor $\alpha$.

This formulation is flexible enough for single quality functions. However, families of quality functions could have parameters that are also scale dependent. For such families we therefore propose to use as an axiom a more flexible property that also allows the parameters to be scaled.

Definition 3 (Scale invariant family) A family of quality function $Q_P$ parameterized by $P \in \mathcal{P}$ is scale invariant if for all constants $P \in \mathcal{P}$ and $\alpha > 0$ there is a $P' \in \mathcal{P}$ such that for all graphs $G = (V, E)$, and all clusterings $C_1, C_2$ of $G$, $Q_P(G, C_1) \leq Q_P(G, C_2)$ if and only if $Q_{P'}(\alpha G, C_1) \leq Q_{P'}(\alpha G, C_2)$.

Thirdly, we want to rule out trivial quality functions. This is done by requiring richness, i.e. that by changing the edge weights any clustering can be made optimal for that quality function.

Definition 4 (Richness) A graph clustering quality function $Q$ is rich if for all sets $V$ and all non-trivial partitions $C^* \subseteq V$, there is a graph $G = (V, E)$ such that $C^*$ is the $Q$-optimal clustering of $V$, i.e. $\arg\max_C Q(G, C) = C^*$.

The last axiom that Ackerman and Ben-David consider is by far the most interesting. Intuitively, we expect that when the edges within a cluster are strengthened, or when edges between clusters are weakened, that this does not decrease the quality. Formally we call such a change of a graph a consistent improvement.

Definition 5 (Consistent improvement) Let $G = (V, E)$ be a graph and $C$ a clustering of $G$. A graph $G' = (V, E')$ is a $C$-consistent improvement of $G$ if for all nodes $i$ and $j$, $E'(i, j) \geq E(i, j)$ whenever $i \sim_C j$ and $E'(i, j) \leq E(i, j)$ whenever $i \not\sim_C j$.

We say that a quality function that does not decrease under consistent improvement is monotonic. In previous work this axiom is often called consistency.
Definition 6 (Monotonicity) A graph clustering quality function $Q$ is monotonic if for all graphs $G$, all clusterings $C$ of $G$ and all $C$-consistent improvements $G'$ of $G$ it is the case that $Q(G', C) \geq Q(G, C)$.

4.1 Locality

In the graph setting it also becomes natural to look at combining different graphs. With distance functions this is impossible, since it is not clear what the distance between nodes from the two different sets should be. But for graphs we can take the edge weight between nodes not in both graphs to be zero, which is the case when the graphs agree on the neighborhood of some set.

Consider adding nodes to one side of a large network, then we would not want the clustering on the other side of the network to change if there is no direct connection. For example, if a new protein is discovered in yeast, then the clustering of unrelated proteins in humans should remain the same. Similarly, we can consider any two graphs with disjoint node sets as one larger graph. Then the quality of clusterings of the two original graphs should relate directly to quality on the combined graph.

In general, local changes to a graph should have only local consequences to a clustering. Or in other words, the contribution of a single cluster to the total quality should only depend on nodes in the neighborhood of that cluster.

Definition 7 (Locality) A graph clustering quality function $Q$ is local if for all graphs $G_1 = (V_1, E_1)$ and $G_2 = (V_2, E_2)$ that agree on a set $V_a$ and its neighborhood, and for all clusterings $C_a, D_a$ of $V_a$, $C_1$ of $V_1 \setminus V_a$ and $C_2$ of $V_2 \setminus V_a$, if $Q(G_1, C_a \cup C_1) \geq Q(G_1, D_a \cup C_1)$ then $Q(G_2, C_a \cup C_2) \geq Q(G_2, D_a \cup C_2)$.

Any quality function that has a preference for a fixed number of clusters will not be local. On the other hand, a quality function that is written as a sum over clusters, where each summand depends only on properties of nodes and edges in one cluster and not on global properties, is local.

[10] Ackerman et al. (2010b) defined a similar locality property for clustering functions. Their definition differs from ours in three ways. First of all, they looked at $k$-clustering, where the number of clusters is given and fixed. Secondly, their locality property only implies a consistent clustering when the rest of the graph is removed, corresponding to $V_2 = V_1 \cap V_a$. They do not consider the other direction, where more nodes and edges are added. Finally, their locality property requires only agreement of the overlapping set $V_a$, not on its neighborhood. That means that clustering functions should also give the same results if edges with one endpoint in $V_a$ are removed.

4.1.1 Relation to Resolution-Limit-Free Quality Functions

[11] Traag et al. (2011) introduced the notion of resolution-limit-free quality functions, which is similar to locality. They then showed that resolution-limit-free quality functions do not suffer from the resolution limit as described by [Fortunato and Barthélemy (2007)]. Their definition is as follows.
Definition 8 (Resolution-limit-free) Call a clustering $C$ of a graph $G$ $Q$-optimal if for all clustering $C'$ of $G$ we have that $Q(G, C) \geq Q(G, C')$. Let $C$ be a $Q$-optimal clustering of a graph $G_1$. Then the quality function $Q$ is called resolution-limit-free if for each subgraph $G_2$ induced by $D \subset C$, the partition $D$ is also $Q$-optimal.

There are three differences compared to our locality property. First of all, Definition 8 refers only to the optimal clustering, not to the quality, i.e. it is a property in the style of Kleinberg. Secondly, locality does not require that $G_2$ be a subgraph of $G_1$. Locality is stronger in that sense. Thirdly, and perhaps most importantly, in the subgraph $G_2$ induced by $D \subset C$, edges from a node in $D$ to nodes not in $D$ will be removed. That means that while $G_1$ and $G_2$ agree on the set of common nodes, they do not also agree on their neighborhood. So in this sense locality is weaker than resolution-limit-freedom.

The notion of resolution-limit-free quality functions was born out of the need to avoid the resolution limit of graph clustering. And indeed locality is not enough to guarantee that a quality function is free from this resolution limit.

We could look at a stronger version of locality, which replaces agreement on the neighborhood of a set $V_a$ by plain agreement on that set. Such a strong locality property would imply resolution-limit-freedom. However, it is a very strong property in that it rules out many sensible quality functions. In particular, a strongly local quality function can not depend on the weight of edges entering or leaving a cluster, because that weight can be different in another graph that agrees only on that cluster.

The solution used by Traag et al. is to use the number of nodes instead of the volume of a cluster. In this way they obtain a resolution-limit-free variant of the Potts model by Reichardt and Bornholdt (2004), which they call the constant Potts model. But this comes at the cost of scale invariance.

4.2 Continuity

In the context of graphs, perhaps the most intuitive clustering function is finding the connected components of a graph. As a quality function, we could write

$$Q_{coco}(G, C) = 1[C = \hat{C}_{coco}(G)],$$

where the function $\hat{C}_{coco}$ yields the connected components of a graph.

This quality function is clearly permutation invariant, scale invariant, rich, and local. Since a consistent change can only remove edges between clusters and add edges within clusters, the coco quality function is also monotonic.

In fact, all of Kleinberg’s axioms (reformulated in terms of graphs) also hold for $\hat{C}_{coco}$, which seems to refute their impossibility result. However, the impossibility proof can not be directly transferred to graphs, because it involves a multiplication and division by a maximum distance. In the graph setting this would be multiplication and division by a minimum edge weight, which can be zero.

Still, despite connected components satisfying all previously defined properties (except for strong locality), it is not a very useful quality function. In many real-world graphs, most nodes are part of one giant connected component [Bollobás 2001]. We would also like the clustering to be influenced by the weight of edges, not just by their existence. A natural way to rule out such degenerate quality functions is to require continuity.
Definition 9 (Continuity) A quality function $Q$ is continuous if a small change in the graph leads to a small change in the quality. Formally, $Q$ is continuous if for every $\epsilon > 0$ and every graph $G = (V,E)$ there exists a $\delta > 0$ such that for all graphs $G' = (V,E')$, if $E(i,j) - \delta < E'(i,j) < E(i,j) + \delta$ for all nodes $i$ and $j$, then $Q(G',C) - \epsilon < Q(G,C) < Q(G',C) + \epsilon$ for all clusterings $C$ of $G$.

Connected components clustering is not continuous, because adding an edge with a small weight $\delta$ between clusters changes the connected components, and hence dramatically changes the quality.

Continuous quality functions have an important property in practice, in that they provide a degree of robustness to noise. A clustering that is optimal with regard to a continuous quality function will still be close to optimal after a small change to the graph.

4.3 Summary of Axioms

We propose to consider the following six properties as axioms for graph clustering quality functions,

1. Permutation invariance (definition 1),
2. Scale invariance (definition 2),
3. Richness (definition 4),
4. Monotonicity (definition 6),
5. Locality (definition 7), and
6. Continuity (definition 9).

As mentioned previously, for families of quality functions we replace scale invariance by scale invariance for families (definition 3).

In the next section we will show that this set of axioms is consistent by defining a quality function and a family of quality functions that satisfies all of them. Additionally, the fact that there are quality functions that satisfy only some of the axioms shows that they are (at least partially) independent.

5. Modularity

For graph clustering one of the most popular quality functions is modularity (Newman and Girvan, 2004), despite its limitations (Good et al., 2010; Traag et al., 2011),

$$Q_{\text{modularity}}(G,C) = \sum_{c \in C} \left( \frac{w_c}{v_C} - \left( \frac{v_c}{v_V} \right)^2 \right).$$

In this expression $v_c(G) = \sum_{i \in c} \sum_{j \in V} E(i,j)$ is the volume of a cluster, while $w_c(G) = \sum_{i,j \in c} E(i,j)$ is the within cluster weight. $v_V$ is the volume of the entire graph. We leave the argument $G$ implicit for readability.

It is easy to see that modularity is permutation invariant, scale invariant and continuous.
Theorem 1  Modularity is rich.

The proof of Theorem 1 is in appendix A.

An important aspect of modularity is that volume and within weight are normalized with respect to the total volume of the graph. This ensures that the quality function is scale invariant, but it also means that the quality can change in unexpected ways when the total volume of the graph changes. This leads us to Theorem 2.

Theorem 2  Modularity is not local.

Proof  Consider the graphs

\[ G_1 = \begin{array}{cc}
2 & 2 \\
a & 1 \\
b & 1
\end{array}, \quad G_2 = \begin{array}{cc}
2 & 4 \\
a & 1 \\
b & c \\
\end{array}, \]

which agree on the set \( V_a = \{a, b\} \). Note that we draw the graphs as directed graphs, to make it clear that each undirected edge is counted twice for the purposes of volume and within cluster weight. Now take the clusterings \( C_a = \{\{a\}, \{b\}\} \) and \( D_a = \{\{a, b\}\} \) of \( V_a \); \( C_1 = \{} \) of \( V_1 \setminus V_a \); and \( C_2 = \{\{c\}\} \) of \( V_2 \setminus V_a \). Then

\[ Q_{\text{modularity}}(G_1, C_a \cup C_1) = 1/6 > 0 = Q_{\text{modularity}}(G_1, D_a \cup C_1), \]

while

\[ Q_{\text{modularity}}(G_2, C_a \cup C_2) = 23/50 < 24/50 = Q_{\text{modularity}}(G_2, D_a \cup C_2). \]

This counterexample shows that modularity is not local.

Even without changing the node set, changes in the total volume can be problematic, as shown by the following theorem.

Theorem 3  Modularity is not monotonic.

Proof  Consider the graphs

\[ G = \begin{array}{cc}
1 & 2 \\
a & 1 \\
b & c
\end{array}, \quad G' = \begin{array}{cc}
0 & 2 \\
a & 0 \\
b & c
\end{array}, \]

and the clustering \( C = \{\{a\}, \{b\}, \{c\}\} \). \( G' \) is a \( C \)-consistent improvement of \( G \), because the weight of a between-cluster edge is decreased. The modularity of \( C \) in \( G \) is \( Q_{\text{modularity}}(G, C) = 1/8 \), while the modularity of \( C \) in \( G' \) is \( Q_{\text{modularity}}(G', C) = 0 \). So modularity can decrease with a consistent change of a graph, and hence it is not a monotonic quality function.
Monotonicity might be too strong a condition. When the goal is to find a clustering of a single graph, we are not actually interested in the absolute value of a quality function. Rather, what is of interest is the optimal clustering, and which changes to the graph preserve this optimum. At a smaller scaler, we can look at the relation between two clusterings. If \( C \) is better then \( D \) on a graph \( G \), then on what other graphs is \( C \) better then \( D \)?

We therefore define a relative version of monotonicity, in the hopes that modularity does satisfy this weaker version.

**Definition 10 (Relative monotonicity)** A quality function \( Q \) is relatively monotonic if for all graphs \( G \) and \( G' \) and clusterings \( C \) and \( D \), if \( G' \) is a \( C \)-consistent improvement of \( G \) and \( G \) is a \( D \)-consistent improvement of \( G' \) and \( Q(G,C) \geq Q(G,D) \) then \( Q(G',C) \geq Q(G',D) \).

**Theorem 4** Modularity is not relatively monotonic.

**Proof** Take the graphs

\[
G = \begin{array}{c}
\text{a} \\
\text{b} \\
\text{c} \\
\text{d}
\end{array}
\quad \begin{array}{c}
1 \\
8 \\
1 \\
2
\end{array}
\quad G' = \begin{array}{c}
\text{a} \\
\text{b} \\
\text{c} \\
\text{d}
\end{array}
\quad \begin{array}{c}
2 \\
8 \\
1 \\
2
\end{array}
\]

and the clusterings \( C = \{ \{a, b, c\}, \{d\} \} \) and \( D = \{ \{a\}, \{b, c, d\} \} \). \( G' \) is a \( C \)-consistent improvement of \( G \), because the weight of a within cluster edge is increased. \( G \) is a \( D \)-consistent improvement of \( G' \), because the weight of a between cluster edge is decreased. However \( Q_{\text{modularity}}(G,C) = 20/121 > 16/121 = Q_{\text{modularity}}(G,D) \) while \( Q_{\text{modularity}}(G',C) = 24/169 < 28/121 = Q_{\text{modularity}}(G',D) \). This counterexample shows that modularity is not relatively monotonic.

6. Adaptive Scale Modularity

The problems with modularity stem from the fact that the total volume can change when changes are made to the graph. It is therefore natural to look at a variant of modularity where the total volume is replaced by a constant \( M \),

\[
Q_{M,\text{fixed}}(G,C) = \sum_{c \in C} \left( \frac{w_c}{M} - \frac{v_c}{M} \right)^2.
\]

This quality function is obviously local. It is also a scale invariant family parameterized by \( M \). However, this fixed scale modularity quality function is not scale invariant for any fixed scale \( M > 0 \).

We might hope that fixed scale modularity would be monotonic, because it doesn’t suffer from the problem where changes in the edge weights affect the total volume. Unfortunately, fixed scale modularity has problems when the volume of a cluster starts to exceed \( M/2 \).
In that case, increasing the weight of within cluster edges starts to decrease the fixed scale modularity. Looking at a cluster \( c \) with volume \( v_c = w_c + b_c \),

\[
\frac{\partial Q_{M,\text{fixed}}(G,C)}{\partial w_c} = \frac{1}{M} - \frac{2v_c}{M^2}.
\]

(2)

This derivative is negative when \( 2v_c > M \), so in that case increasing the weight of a within-cluster edge will decrease the quality. Hence fixed scale modularity is not monotonic.

The above argument also suggests a possible solution: add \( 2v_c \) to the normalization factor \( M \). Or more generally, add \( \gamma v_c \) with \( \gamma \geq 2 \), which leads to the quality function

\[
Q_{M,\gamma}(G,C) = \sum_{c \in C} \left( \frac{w_c}{M + \gamma v_c} - \left( \frac{v_c}{M + \gamma v_c} \right)^2 \right).
\]

(3)

This *adaptive scale modularity* quality function is clearly still permutation invariant, continuous and local. For \( M = 0 \) it is also scale invariant. Since the value of \( M \) should scale along with the edge weights, adaptive scale modularity is a scale invariant family parameterized by \( M \). Additionally, we have the following two theorems:

**Theorem 5** Adaptive scale modularity is rich for all \( M \geq 0 \) and \( \gamma \geq 1 \).

**Theorem 6** Adaptive scale modularity is monotonic for all \( M \geq 0 \) and \( \gamma \geq 2 \).

The proofs of these theorems can be found in appendices B and C.

This shows that adaptive scale modularity satisfies all six axioms we have defined for families of graph clustering quality functions, and the six axioms for single quality functions when \( M = 0 \). This shows that our extended set of axioms is consistent.

### 6.1 Relation to Other Quality Functions

Interestingly, in the limit as \( M \) goes to 0, the adaptive-scale quality function becomes similar to normalized cut ([Shi and Malik](2000)) with an added constant,

\[
Q_{0,\gamma}(G,C) = \frac{1}{\gamma} \sum_{c \in C} \left( \frac{w_c}{v_c} - \frac{1}{\gamma} \right).
\]

This 0-adaptive modularity is also scale invariant as a single quality function.

Conversely, when \( M \) goes to infinity the quality goes to 0. However, the quality function approaches unnormalized cut in behavior:

\[
\lim_{M \to \infty} M \cdot Q_{M,\gamma}(G,C) = \sum_{c \in C} w_c.
\]

This expression is similar to the Constant Potts model (CPM) by [Traag et al.](2011),

\[
Q_{\text{cpm}}(G,C) = \sum_{c \in C} \left( w_c - \gamma n_c^2 \right).
\]

(4)
In contrast to the quality functions discussed thus far, CPM uses the number of nodes instead of volume to control the size of clusters. Like adaptive scale modularity, the constant Potts model satisfies all six axioms (as a family).

As stated before, the fixed scale and adaptive scale modularity quality functions are a scale invariant family; they are not scale invariant for a fixed value of $M$ (except for $M = 0$). This is not a large problem in practice, since scale invariance is often sacrificed to overcome the resolution limit of modularity (Fortunato and Barthélemy, 2007). In fact, fixed scale modularity is proportional to the quality function introduced by Reichardt and Bornholdt (2004),

$$Q_{RB}(G, C) = \sum_{c \in C} \left( w_c - \gamma_{RB} \frac{v^2_c}{v_V} \right) = M \cdot Q_{M-fixed}(G, C),$$

with $M = v_V / \gamma_{RB}$.

### 6.2 Parameter Dependence Analysis

There has been a lot of interest in the so called resolution limit of modularity. This problem can be illustrated with a simple graph that consists of a ring of cliques, where each clique is connected to the next one with a single edge. We would like the clusters in the optimal clustering to correspond to the cliques in the ring. It was observed by Fortunato and Barthélemy (2007) that, as the number of cliques in the ring increases, at some point the clustering with the highest modularity will have multiple cliques per cluster.

This resolution problem stems from the fact that the behavior of modularity depends on the total volume of the graph. Both the fixed scale and adaptive scale modularity quality functions instead have a parameter $M$, and hence do not suffer from this problem. In fact, any local quality function will not have a resolution limit in the sense of Fortunato and Barthélemy. A similar observation was made by Traag et al. (2011) in the context of modularity like quality functions.

In real situations graphs are not uniform as in the ring-of-cliques model. But we can still take simple uniform problems as a building block for larger and more complex graphs, since for local quality functions the rest of the network doesn’t matter. Therefore we will look at a simple problem with two subgraphs of varying sizes connected by a varying number of edges. More precisely, we take two cliques each with within weight $w$, connected by edges with weight $b$. The total volume of this (sub)graph is then $2w + 2b$.

There are three possible outcomes when clustering such a two-clique network: (1) the optimal solution has a single cluster; (2) the optimal solution has two clusters, corresponding to the two cliques; (3) the optimal solution has more than two clusters, splitting the cliques apart. See Figure 1 for an illustration. Which of these outcomes is desirable depends on the circumstances.

Another heterogeneous resolution limit model was proposed by Lancichinetti and Fortunato (2011). In this situation there are two cliques of equal size connected by a single edge, and a random subgraph. Now the ideal solution would be to find three clusters, one for each clique and one for the random subgraph. The optimal split of the random subgraph will roughly cut it in half, with a fixed fraction of the volume being between the two clusters (Reichardt and Bornholdt, 2007). So this model can be considered as a combination of two...
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Figure 1: An illustration of the possible outcomes when clustering a two-clique network. Clusters are indicated by circles. In outcome (3), the vertical edges each have weight $w/4$, while the horizontal and diagonal ones have weight $b/4$.

instances of our simpler problem, one for the two cliques and one for the random subgraph. Hence, we want outcome (2) for the cliques, and outcome (1) for the random subgraph.

In Figure 2 we show which graphs give which outcomes for adaptive scale modularity with various parameter settings. The first column, $\gamma = 0$, is of particular interest, since it corresponds to fixed scale modularity and hence also to $Q_{RB}$ and to modularity in certain graphs. In the third row we can see that when $2v = 2w + 2b > M = 100$ the cliques are split apart. This is precisely the region in which monotonicity no longer holds. Overall, the parameter $M$ has the effect of determining the scale; each row in this figure is merely the previous row magnified by a factor 10. Increasing $M$ has the effect of merging small clusters. On the other hand, the $\gamma$ parameter controls the slope of the boundary between outcomes (1) and (2), i.e. the fraction of edges that should be within a cluster. This is most clearly seen when $M = 0$, while otherwise the effect of $M$ dominates for small clusters.

7. Conclusion and Open Questions

In this paper we presented an axiomatic framework for graph clustering quality functions consisting of six properties. We showed that modularity does not satisfy the monotonicity property. This motivated the derivation of a new family of quality functions, adaptive scale modularity, that satisfies all properties and has standard graph clustering quality functions as special cases. Results of an experimental parameter dependence analysis showed the high flexibility of adaptive scale modularity. However, adaptive scale modularity should not be considered the solution to all the problems of modularity, but rather an example of how axioms can be used in practice.

An overview of the discussed axioms and quality functions can be found in table 1. Many more quality functions have been proposed in the literature, so this list is by no means exhaustive. An interesting topic for future research is to make a survey of which existing quality functions satisfy which of the proposed properties.

We also investigated resolution-limit-free quality functions as defined in (Traag et al., 2011). As illustrated in section 6.2, adaptive scale modularity allows to perform clustering at various resolutions, by varying the values of its two parameters. However it is not resolution-limit-free.

1. Lancichinetti and Fortunato include edges between the cliques and the random subgraph to ensure that the entire network is connected, these edges are not relevant to the problem.
Our paper did not address questions such as finding a best quality function (Almeida, Guedes, Jr., and Zaki, 2011), or selecting a significant resolution scale (Traag et al., 2013). The aim was to provide necessary conditions about what a good quality function is, in order to rule out and/or to improve quality functions. The proposed axioms and the introduction of adaptive scale modularity are an effort in this direction.

We also did not address the question of finding a clustering with the highest quality. Finding the optimal value of quality functions such as modularity is NP-hard (Brandes et al., 2008), but several heuristic and approximation algorithms have been developed. One class of algorithms uses a divisive approach, see for instance Newman (2006); Ruan and Zhang (2008). For such a tactic to be valid, an optimal or close to optimal clustering of a subgraph...
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Permutation invariance  Scale invariance  Scale invariance (family)  Richness  Monotonicity  Locality  Continuity

Connected components  ✓  ✓  n.a.  ✓  ✓  ✓  −
Modularity  ✓  ✓  n.a.  ✓  −  −  ✓
Reichardt and Bornholdt (2004)  ✓  ✓  ✓  n.a.  ✓  −  ✓
Fixed scale modularity  ✓  $M = 0$  ✓  ✓  −  ✓  ✓
Adaptive scale modularity  ✓  $M = 0$  ✓  $\gamma \geq 1$  $\gamma \geq 2$  ✓  ✓
Constant Potts Model (Traag et al., 2011)  ✓  −  ✓  $\gamma > 0$  ✓  ✓  ✓
Normalized cut  ✓  ✓  n.a.  −  ✓  ✓  ✓

Table 1: Overview of quality functions discussed in this paper and the properties they satisfy.

should also be a near optimal clustering of the entire graph. This is ensured by locality. Recently Dinh and Thai (2013) proposed polynomial-time approximation algorithms for the modularity maximization in the context of scale free networks. It would be interesting to investigate the suitability of these algorithms for adaptive scale modularity maximization.

In this work we have only looked at non-negative weights, undirected graphs, and only at hard partitioning. An extension to graphs with negative weights, to directed graphs and to overlapping clusters remains to be investigated. Another open problem is how to use these axioms for reasoning about quality functions and clustering algorithms.
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Appendix A. Proof of Theorem 1 (Modularity is Rich)

The proofs of richness rely on clique graphs,

Definition 11 (Clique graph) Let $V$ be a set of nodes, $C$ be a partition of $V$, and $k$ be a positive constant. The clique graph of $C$ with edge weight $k$ is defined as $G = (V, E)$ where $E(i, j) = k$ if $i \sim_C j$ and $E(i, j) = 0$ otherwise.

Proof
Let $V$ be a set of nodes and $C \neq \{V\}$ be a clustering of $V$. Let $G = (V, E)$ be a clique graph of $C$ with edge weight 1. Note that $E(i, i) = 1$, so any possible cluster will have a positive volume. Let $D$ be a clustering of $G$ with maximal modularity.

Suppose that there is a cluster $d \in D$ that contains $i, j \in d$ with $i \not\sim_C j$. Then we can split the cluster into $d_1 = \{k \in d \mid k \sim_C i\}$ and $d_2 = \{k \in d \mid k \not\sim_C i\}$. Because there are no edges between nodes in $d_1$ and nodes in $d_2$, it is the case that $w_d = w_{d_1} + w_{d_2}$. Both $d_1$ and $d_2$ are non-empty and have a positive volume, so $v_d^2 = (v_{d_1} + v_{d_2})^2 < v_{d_1}^2 + v_{d_2}^2$, therefore $Q_{\text{modularity}}(G, D) < Q_{\text{modularity}}(G, D\setminus \{d\} \cup \{d_1, d_2\})$. So $D$ does not have maximal modularity, which is a contradiction.

Suppose, on the other hand that all clusters $d \in D$ are a subset of some cluster in $C$, i.e. $D$ is a refinement of $C$. Then either $D = C$, or there are two clusters $d_1, d_2 \in D$ that are both a subset of the same cluster $c \in C$. In the latter case we can combine the two clusters into $d = d_1 \cup d_2$. The within weight of this combined cluster is $w_d = |d|^2 = w_{d_1} + w_{d_2} + 2|d_1||d_2|$. The squared volume of the combined cluster is $v_d^2 = |d|^2|c|^2 = v_{d_1}^2 + v_{d_2}^2 + 2|d_1||d_2||c|^2$. So this changes the modularity by

$$Q_{\text{modularity}}(G, D \setminus \{d_1, d_2\} \cup \{d\}) - Q_{\text{modularity}}(G, D) = 2|d_1||d_2|v_{d_1} - 2|d_1||d_2||c|^2/v_{d_1}^2,$$

$$= 2|d_1||d_2|(v_{d_1} - |c|^2)/v_{d_1}^2 > 0,$$

which contradicts the assumption that $D$ has maximal modularity. Therefore the only optimal clustering of $G$ is $C$. Note that the above inequality only holds when $|c|^2 = v_c < v_{d_1}$, which is the case because $C \neq \{V\}$.

When $C = \{V\}$, a clique graph will not work; because both $\{V\}$ and the clustering that assigns half the nodes to one cluster, and half to another have modularity equal to 0. In this case, instead define $G = (V, E)$ by $E(i, j) = 1$ if $i \neq j$ and 0 if $i = j$. Then the modularity for $C$ is $q(G, \{V\}) = 0$. Any cluster $d$ in a clustering $D$ will have $v_d = |d|(|V| - 1)$ and $w_d = |d||d| - 1$. Therefore the contribution of this cluster to the total quality is $-|d|(|V| - 1)/(|V|(|V| - 1))$, which is negative when $|d| < |V|$. So the modularity of any clustering other than $\{V\}$ will be negative, hence $\{V\}$ is the only optimal clustering.

Since for every $C$ we can construct a graph where $C$ is the only optimal clustering, modularity is rich.

## Appendix B. Proof of Theorem 5 (Adaptive Scale Modularity is Rich)

Denote by $f_C(d)$ the largest fraction of any cluster from $C$ that is contained in a cluster $d$.

$$f_C(d) = \max_{c \in C} \frac{|c \cap d|}{|c|}.$$

For any clustering $D$ we have that

$$\sum_{d \in D} f_C(d) = \sum_{d \in D} \max_{c \in C} \frac{|c \cap d|}{|c|} \leq \sum_{d \in D} \sum_{c \in C} \frac{|c \cap d|}{|c|} = |C|.$$

\[\tag{5}\]
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And since $f_C(d) \leq 1$ for all clusters $d$, we also have that

$$
\sum_{d \in D} f_C(d) \leq |D|.
$$

(6)

**Lemma 7** For a clique graph of $C$ it is the case that $w_d/v_d \leq f_C(d)$.

**Proof** Given a cluster $d$ and a clique graph $G$ of $C$ with weight $k > 0$, the volume of $d$ is

$$v_d = \sum_{c \in C} k|c \cap d||c|,$$

and the within cluster weight is

$$w_d = \sum_{c \in C} k|c \cap d|^2.$$

Therefore

$$w_d \leq \sum_{c \in C} k|c \cap d||c|f_C(d) = v_d f_C(d).$$

And hence $w_d/v_d \leq f_C(d)$.

**Lemma 8** Let $G$ be the clique graph of a clustering $C$ with weight $k$, and let $0 < \beta < 1$ be a constant. Then $\sum_{d \in D}(w_d/v_d - \beta) = (1 - \beta)|C|$ if $D = C$, while $\sum_{d \in D}(w_d/v_d - \beta) < (1 - \beta)|C| - \epsilon$ if $D \neq C$, where $\epsilon = \min(\beta, 1 - \beta, 1/|V|)/2$.

**Proof** Suppose that $D = C$, then for every cluster $c \in C$, $w_c = v_c = k|c|^2$, and so

$$\sum_{c \in C} \left( \frac{w_d}{v_d} - \beta \right) = (1 - \beta)|C|.$$

Otherwise, $D \neq C$. Assume that $\sum_{d \in D}(w_d/v_d - \beta) \geq (1 - \beta)|C| - \min(\beta, 1/|V|)/2$. By Lemma 7

$$|C| - \beta(|C| + 1) < |C| - \beta|C| - \epsilon$$

$$\leq \sum_{d \in D} \left( \frac{w_d}{v_d} - \beta \right)$$

$$\leq \sum_{d \in D} (f_C(d) - \beta)$$

$$\leq |C| - \beta|D|.$$

Since $\beta > 0$, this implies that $|D| < |C| + 1$. 
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Additionally, since $f_C(d) \leq 1$ for all clusters $d \in D$,

\[
(1-\beta)(|C|-1) < (1-\beta)|C| - \epsilon \leq \sum_{d \in D} (f_C(d) - \beta) \leq (1-\beta)|D|.
\]

Since $\beta < 1$, this implies that $|D| > |C| - 1$. Hence $|D| = |C|$.

Suppose that $f_C(d) < 1$ for some $d \in D$, which implies that $|c \cap d| < |c|$. Because edges are discrete, this can only happen when $|c \cap d| \leq |c| - 1$ for all clusters $c$. And the size of clusters is bounded by $|c| \leq |V|$. Hence $f_C(d) \leq (|V| - 1)/|V| = 1 - 1/|V|$. And since for all other clusters $d'$, $f_C(d') \leq 1$, we then have

\[
\sum_{d \in D} (f_C(d) - \beta) \leq (1-\beta)|D| - 1/|V| < (1-\beta)|C| - \epsilon \leq \sum_{d \in D} (w_d/v_d - \beta) \leq \sum_{d \in D} (f_C(d) - \beta),
\]

which is a contradiction. Hence, it must be the case that $f_C(d) = 1$ for all clusters $d \in D$. By the definition of $f_C$ this means that for every $d$ there is a cluster $c \in C$ such that $|c \cap d| = |c|$, and therefore $c \subseteq d$. Since the clusters are disjoint and $|D| = |C|$, this implies that $D = C$. Which is a contradiction, so $\sum_{d \in D} (w_d/v_d - \beta) < (1-\beta)|C| - \epsilon$. \[\Box\]

When $M = 0$, the adaptive scale modularity reduces to $w_d/(\gamma v_d) - |D|/\gamma^2$, and the above lemma is enough to prove richness. For non-zero values of $M$, we can get ‘close enough’ by choosing large enough edge weights. This is formalized in the following lemma.

**Lemma 9** Let $d$ be a cluster in a clustering of a clique graph of $C$ with weight $k$. Then

\[
\frac{w_d}{v_d} - \beta - \beta M/k \leq q(d)/\beta \leq \frac{w_d}{v_d} - \beta + 2\beta^2 M/k,
\]

where

\[
q(d) = \frac{w_d}{M + v_d/\beta} - \left(\frac{v_d}{M + v_d/\beta}\right)^2
\]

denotes the contribution of $d$ to the $M$-adaptive modularity.
Proof Since clusters are non-empty, and in a clique graph $E(i, i) = k$, it follows that $v_d \geq w_d \geq k$. So

$$q(d)/\beta = \frac{\beta M w_d + v_d w_d - \beta v_d^2}{(\beta M + v_d)^2}$$

$$= \frac{w_d - \beta + \frac{\beta^2 M (\beta M + 2v_d) - \beta^2 M^2 w_d/v_d - \beta M w_d}{(\beta M + v_d)^2}}{2}$$

$$\leq \frac{w_d}{v_d} - \beta + \frac{2\beta^2 M (\beta M + 2v_d)}{(\beta M + v_d)^2}$$

$$= \frac{w_d}{v_d} - \beta + \frac{2\beta^2 M}{\beta M + v_d}$$

$$\leq \frac{w_d}{v_d} - \beta + \frac{2\beta^2 M}{k}.$$  

And since $w_d \leq v_d$,

$$q(d)/\beta = \frac{w_d}{v_d} - \beta + \frac{\beta^2 M (\beta M + 2v_d) - \beta^2 M^2 w_d/v_d - \beta M w_d}{(\beta M + v_d)^2}$$

$$\geq \frac{w_d}{v_d} - \beta - \frac{\beta^2 M^2 + \beta M v_d}{(\beta M + v_d)^2}$$

$$= \frac{w_d}{v_d} - \beta - \frac{\beta M}{\beta M + v_d}$$

$$\geq \frac{w_d}{v_d} - \beta - \frac{\beta M}{k}.$$  

Combining these lemmas yields the proof of the general theorem:

Proof Given a clustering $C$. Define $\beta = 1/\gamma$. If $\gamma > 1$ then $0 < \beta < 1$. Pick $k > 3|V|\beta^2 M/\epsilon$ where $\epsilon$ is defined as in Lemma 8.
Let $G$ be the clique graph of $C$ with weight $k$. Let $D \neq C$ be a clustering of $G$. Then by Lemmas 8 and 9,

$$Q_{M, \gamma}(G, D)/\beta = \sum_{d \in D} q(d) \leq \sum_{d \in D} (w_d/v_d - \beta + 2\beta^3 M/k) \leq (1 - \beta)|C| + 2|D|\beta^3 M/k - \epsilon \leq (1 - \beta)|C| + 2|V|\beta^2 M/k - \epsilon < (1 - \beta)|C| - |V|\beta^2 M/k \leq (1 - \beta)|C| - |C|\beta^2 M/k = \sum_{c \in C} (w_c/v_c - \beta + \beta^2 M/k) \leq Q_{M, \gamma}(C)/\beta.$$ 

Hence the quality is maximal for $C$. Since there is a clique graph and $k$ for every clustering, adaptive scale modularity is rich.

 Appendix C. Proof of Theorem 6 (Adaptive Scale Modularity is Monotonic)

Proof

Given a constants $M > 0$ and $\gamma \geq 2$, a graph $G$ and a clustering $C$ of $G$. Let $c \in C$ be any cluster. Writing the volume of $c$ as $v_c = w_c + b_c$, the contribution of this cluster to the quality of $G$ is $q(w_c, b_c)$ where

$$q(w, b) = \frac{w}{M + \gamma w + \gamma b} - \left(\frac{w + b}{M + \gamma w + \gamma b}\right)^2.$$ 

The partial derivatives of $q$ are

$$\frac{\partial q(w, b)}{\partial w} = \frac{M^2 + (\gamma - 2)M(w + b) + \gamma b(M + \gamma w + \gamma b)}{(M + \gamma w + \gamma b)^3} \geq 0 \quad \frac{\partial q(w, b)}{\partial b} = -\frac{\gamma wM + (w + b)(M + \gamma^2 w)}{(M + \gamma w + \gamma b)^3} \leq 0.$$ 

This means that $q$ is a monotonically non-decreasing function in $w$ and a non-increasing function in $b$.

For any graph $G'$ that is a $C$-consistent change of $G$, it holds that $w'_c \geq w_c$ and $b'_c \leq b_c$. So $q(w'_c, b'_c) \geq q(w_c, b_c)$. And therefore $Q_{M, \gamma}(G', C) \geq Q_{M, \gamma}(G, C)$. So adaptive scale modularity is monotonic. 

\[ \blacksquare \]
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