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Abstract: In this study, deep-neural-network (DNN)- and artificial-neural-network (ANN)-based models along with regression models have been developed to estimate the pressure, bending and elongation values of ground-brick (GB)-added mortar samples. This study is aimed at utilizing GB as a mineral additive in concrete in the ratios 0.0%, 2.5%, 5.0%, 7.5%, 10.0%, 12.5% and 15.0%. In this study, 756 mortar samples were produced for 84 different series and were cured in tap water (W), 5% sodium sulphate solution (SS5) and 5% ammonium nitrate solution (AN5) for 7 days, 28 days, 90 days and 180 days. The developed DNN models have three inputs and two hidden layers with 20 neurons and one output, whereas the ANN models have three inputs, one output and one hidden layer with 15 neurons. Twenty-five previously obtained experimental sample datasets were used to train these developed models and to generate the regression equation. Fifty-nine non-training-attributed datasets were used to test the models. When these test values were attributed to the trained DNN, ANN and regression models, the brick-dust pressure as well as the bending and elongation values have been observed to be very close to the experimental values. Although only a small fraction (30%) of the experimental data were used for training, both the models performed the estimation process at a level that was in accordance with the opinions of experts. The fact that this success has been achieved using very little training data shows that the models have been appropriately designed. In addition, the DNN models exhibited better performance as compared with that exhibited by the ANN models. The regression model is a model whose performance is worst and unacceptable; further, the prediction error is observed to be considerably high. In conclusion, ANN- and DNN-based models are practical and effective to estimate these values.
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1 Introduction

With the rapid development of the construction industry, the requirement for building materials has increased. This results in the rapid depletion of raw materials. Furthermore, the damage to the nature and environment that is caused by the construction waste is yet another subject that has to be addressed by the sector. Further, the brick-dust raw-material utilisation is one of the methods that scientists and stakeholders in construction have developed to resolve the raw-material deficiency as well as to recycle the waste bricks. After the usability of brick-dust as a pozzolanic additive in cement mortar was discovered, several studies, including construction-, chemistry- and physics-based studies, were conducted [Nežerka, Sližková, Tesárek et al. (2014); Şimşek and Çiftci (2006); El-Attar, Sadek and Salah (2017)].

Unlike the literature, the objective of this study is to estimate the pressure, bending and elongation values, which are fundamental for obtaining brick-dust, using computer-based machine learning (ML) technologies. ML comprises algorithms that can be learned as a structural function and that can be used to infer the unknown using the available data. This experimental investigation is giving new insights into the behavior of concrete materials, which is now a principal subject for research. The ML techniques are increasingly used to simulate the behaviour of concrete materials [Chou, Tsai, Pham et al. (2014)]. ML is a method by which a computer can learn a concept without a human supervisor; at the end of a certain training period, ML classifies examples that have not been previously observed. Different algorithms are used during this training period, including artificial neural networks (ANNs). An ANN is the artificial representation of the human brain; it attempts to simulate the learning process of the human brain. The standard ANN comprises several simple and interconnected processors that can be referred to as neurons. Further, an ANN uses these interconnected processors. These processors allow the computer to learn from various mistakes and examples, identify patterns in noisy data and work with incomplete information. An ANN is a model that comprises several interconnected computing units that can be referred to as neurons or nodes. Similar to biological neurons, artificial neurons exhibit internal processing that results in the production of an output signal in response to the input connections (dendrites), output connections (axons) and input signal. Each node performs a simple process to generate an output that is transmitted to the subsequent node in response to the inputs. This parallel process provides considerable advantages in terms of data analysis [Schmidhuber (2015); Vaïsla and Bhatt (2010); Veronez, De Souza, Matsuoka et al. (2011)]. Each neuron generates a sequence of real-valued activations. While the input neurons are activated by the sensors that detect the environment, other neurons are activated by the weighted connections of the previously active neurons. Learning refers to the estimation of the required weights by the ANN for exhibiting the desired behaviour [Schmidhuber (2015)]. The ANN technology has been providing service to solve various problems that are encountered in civil engineering processes. The civil engineering problems can be solved based on ANN’s capability of drawing conclusions directly from various examples [Sarıdemir (2009)]. Due to the learning capability of ANNs, today they are more likely to be used. ANNs can be adapted to any environment. In engineering, to utilize all the potential of ANNs, their adaptation time should be reduced without affecting their stability in the optimal state [Yaprak, Karaci and Demir (2013)].
However, in the previous few years, deep learning (DL) research has been rapidly progressing and has begun to replace ANN [Janocha and Czarnecki (2016)]. DL is a whole set of methods comprising ANN based on deep architecture in which the number of hidden layers is increased; further, a feature related to the problem is learned in each layer. In this architecture, a feature regarding the problem is learned in each layer, and this learned feature creates an input to the upper layer. Thus, from the lowest to the highest layer, a structure can be established using which the simplest to the most complex features are learned [İşik and Artuner (2016)]. DL typically uses ANNs [Deng and Yu (2014)]. There have been several advances in consulted DL in the 1990s and 2000s [Schmidhuber (2015)]. Since 2006, deep structured learning, or more commonly, deep/hierarchical learning has emerged as a new ML research field [Deng and Yu (2014)]. Ultimately, DNN has received a considerable deal of attention by performing better than the alternative ML methods in several significant applications. DNNs are ANNs that are formed by multiple layers of neural networks with a high number of non-linear neurons per layer [Ferreiro-Cabello, Fraile-Garcia, Martinez de Pison Ascacibar et al. (2018); Schmidhuber (2015)].

Currently, DNN is among the most extensively used classifiers [Janocha and Czarnecki (2016)]. DNN exhibits an ability to extract new properties from raw data and to reduce the size of the dataset [Cılasun and Yalçın (2016); Basturk, Yuksel and Caliskan (2017)]. DNNs provide an excellent set of hypotheses for performing various ML tasks, including classification. The success of DNNs can be largely attributed to the depth of the networks [Arora, Basu, Mianjy et al. (2018)]. Many researchers are actively working on the above-stipulated subject around the world universities, among these universities we can name: Toronto University, New York University, University of Montreal, Stanford University, Microsoft Research (since 2009), Google (since about 2011), IBM Research (since about 2011), Baidu (since 2012), Facebook (since 2013), University of California-Berkeley, University of California-Irvine, IDIAP, IDSIA, University College London, University of Michigan, Massachusetts Institute of Technology, University of Washington, and many other institutions [Deng and Yu (2014)].

Although there are several studies on different mineral additives, there are few researches related to the determination of the properties of the mortars that are produced using the ground waste brick, especially in different curing conditions using DNNs and ANNs. However, even though it is easy to predict the behaviours of mineral additives, such as fly ash and slag, under different curing conditions, GB is considered to be difficult to predict.

This study investigates the usage of ANN and DNN methods in the field of construction. In this experimental study, cement mortar samples have been produced using the GB as cement replacement material in 0%, 2.5%, 5%, 7.5%, 10%, 12.5% and 15% compositions; further, the mortar samples have been cured in three different environments (W, SS5, AN5), and the pressure, bending and elongation values of the mortar samples have been determined for 7, 28, 90 and 180 days [Demir, Yaprak and Simsek (2011)]. The objective of this study is to estimate the pressure, bending and elongation values of the GB-added mortars with low error margins using the DNN and ANN models that use different GB replacement ratios, environmental conditions and age values as inputs. Experiments have
been conducted by changing the parameters of both the models so that these created models could result in optimum results. The estimated values that are obtained from both the models are compared with each other and with the experimental results.

2 Related work

Recently, a large number of studies have been performed to reveal the estimation of cement and concrete properties using ANN [Uysal and Tanyildizi (2011); Atici (2011); Siddique, Aggarwal and Aggarwal (2011); Bilgehan (2011); Karakurt and Topçu (2011); Öztürk and Turan (2012); Khan (2012); Uysal and Tanyildizi (2012); Hodhod and Salama (2013); Bal and Buyle-Bodin (2013); Bingöl, Tortum and Gül (2013); Diab, Elyamany, Elmoaty et al. (2014); Gülbandılar and Koçak (2017)].

It is possible to observe in the literature that different computer algorithms are used for different purposes in the construction sector. For instance, in another study, multi-gene genetic programming and ANN have been used to develop two models for estimating the creep compliance of concrete [Hodhod, Said and Ataya (2018)]. Gazder et al. used ANN to estimate the pressure resistance of common Portland cement, i.e., the pressure value of the concrete that was manufactured without the addition of reinforcing cement materials [Gazder Al-Amoudi, Khan, (2017)].

In another study, Gopalakrishnan et al. developed an application that could automatically detect cracks in the hot-fix asphalt (HMA) and Portland cement concrete using a deep convolutional neural network that was trained on ‘big data’ ImageNet database containing millions of images. Consequently, it revealed various images of coatings, including various non-crack anomalies and defects [Kasthurirangan, Siddhartha, Alok et al. (2017)]. However, in another study, DL has been designed and applied to model the elastic homogenisation structure-property connection in a high contrast composite material system [Yang, Yabansu, Al-Bahrani et al. (2018)].

Because of the conducted literature review, two significant results have been obtained. The first one is that such computer-based methods would be useful for solving several problems in the field of construction. The other result is that no similar study related to the ANN and DL methods has been observed in the literature regarding brick-dust.

3 Method

This experimental study is an application of the DL method that has attracted considerable attention in recent years in civil engineering. For this study, cement mortar samples have been produced using GB as cement replacement material in 0%, 2.5%, 5%, 7.5%, 10%, 12.5% 15% compositions; further, the mortar samples have been cured in three different environments (W, SS5, AN5), and the pressure as well as the bending and elongation values of the mortar samples have been determined for 7, 28, 90 and 180 days. Details of this experimental study and the DNN, ANN, Regression models are presented in this section.

3.1 Deep learning

DL is one of the quintessential facets of ML, which is a prominent method for learning representations from data that highlight the criticality of learning successive layers of
progressively meaningful representations. Modern DL frequently includes tens or even hundreds of sequential layers of representations, and they are all automatically comprehended using exposure to training data. Further, other approaches to ML incline on solely learning either one or two layers of representations of data; therefore, they are sometimes considered to be shallow learning methods [Chollet (2018)].

First, it is necessary to conceptualise a feature vector to use classical ML techniques for either defining a model or for setting up a ML system. To achieve this objective, finding experts in the field is of considerable importance. Because of the fact that this kind of process takes a long time or because experts are alienated from the field, classical ML techniques could not work on data without performing pre-operation or expert assistance.

Deep networks, unlike traditional ML and image processing techniques, perform the learning process using raw data. Thus, while they eliminate the problems that have been mentioned above, they pioneer the progress in the field.

While they utilise raw data, they derive the necessary information from the resemblances that can be observed between different layers. While devising DL applications, the designer has to decide on some parameters that will be employed in the design. Those parameters, which vary according to the problems and datasets, can be referred to as hyper-parameters. The most important parameters in such a taxonomy can be listed as the dimension of a dataset, dimension of mini-batch, learning speed, selection of optimisation algorithm, number of epochs, detection of starting values, activation function, value of drop out, number of layers, number of neurons in hidden layers and convolutional neural network urban size (CNN). The values that are employed in the study are given in Tab. 1. The other parameter values that are not included in Tab. 1. will be given in the following sections.

**Table 1: Some deep learning parameters in the performed study**

| Parameter                                      | Value                                      |
|------------------------------------------------|--------------------------------------------|
| Size of the data set                           | 80 MByte                                  |
| Batch size                                     | 32                                         |
| Learning Rate                                  | Adaptive                                  |
| The optimisation algorithm                     | ADADELTA                                  |
| Momentum beta coefficient                      | 0.9                                       |
| Initial weight values                          | Random                                    |
| Distribution function                          | Automatic selection. Uses multinomial for nominal and Gaussian for numeric labels |
| L1                                             | 1.0E-5                                    |
| Epsilon (Learning rate for adaptive learning)  | 1.0E-8                                    |
| Rho (Similar to momentum for adaptive learning)| 0.99                                      |
3.2 Experimental study

The materials used in this study included cement, ground-brick (GB), standard sand, water and super-plasticisers. CEM I 42.5N, conforming to TS EN 197-1, and standard sand, compliant with TS EN 196-1, were used. The waste fired clay bricks were obtained from a local brick manufacturer in Eskişehir (Kılınçoğlu). The waste bricks were crushed and dried at 105°C for 24 h and were then finely ground to a fineness value (on Blaine) of approximately 5200 cm²/g in a grinding mill, and the chemical composition was characterised. The chemical compositions and physical properties of OPC and GB are given in Tab. 2. The sum of SiO₂, Al₂O₃ and Fe₂O₃ oxides of GB is 88.20, which makes GB a good pozzolanic material according to ASTMC 618. GB was used as supplementary cementing material in the mortar mix to replace cement by weight in 0.0%, 2.5%, 5.0%, 7.5%, 10.0%, 12.5% and 15.0% compositions.

The consistency and volume expansion values of the mortars conforming to TS EN 196-3 [Turkish Standards Institution (2002)] were determined. The mortar specimens were prepared for the present experimental investigation using standard sand, binder, and water in the ratio 3:1:0.5. In order to determine the expansions of the mortar, the samples were prepared as prisms of dimensions 25 mm×25 mm×285 mm according to the ASTM C 1012 [ASTM (2007)]. In order to determine the flexural and compressive strength after 7, 28, 90 and 180 days, the samples were prepared as prisms of dimensions 40 mm×40 mm×160 mm according to the TS EN 196-1. Seven different types of mortar mixtures were prepared and 3 specimens were prepared for each one. The mortar prism samples were stored at a temperature of 20±3°C for 24 hours and were subsequently moulded and matured in lime-saturated tap water (W), 5% sodium sulphate solution (SS5) and 5% ammonium nitrate solution (AN5) for the test duration. The pH values of the SS5 and AN5 solutions were kept within the range of 6-8 by replacing the solution with a fresh one when required. The length change measurements were conducted on 25 mm×25 mm×285 mm prism specimens at the end of the curing period.

For each mortar, a prism (40 mm×40 mm 160 mm) was utilised for three-point bending, and the six broken half prism specimens were used for performing the compression tests. The compressive test was performed at a 40 mm×40 mm loading area, with the test procedure conforming to TS EN 1015-11:1999 [Turkish Standards Institution (1999)].

| Chemical composition (wt. %) | OPC | GB   |
|-----------------------------|-----|------|
| SiO₂                        | 21.01| 58.65|
| Al₂O₃                       | 5.39 | 24.30|
| Fe₂O₃                       | 3.23 | 5.25 |
| CaO                         | 62.11| 4.30 |
| MgO                         | 1.98 | 0.20 |
| Na₂O                        | 0.21 | 1.01 |
| K₂O                         | 0.74 | 2.20 |
| SO₃                         | 3.1  | 0.13 |
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| SiO$_2$ + Al$_2$O$_3$ + Fe$_2$O$_3$ | 88.20 |
| LOI | 1.68 |
| Insoluble residue | 0.32 |

Physical Properties

| Specific gravity | 3.18 |
| Specific surface (Blaine) (cm$^2$/g) | 3752 |

Compressive Strength (MPa)

| 2 days | 21.0 |
| 7 days | 28.0 |
| 28 days | 42.0 |

Setting Time (min.)

| Initial | 183 |
| Final | 258 |

Table 3: Properties of the cement paste

| GWB (%) | Setting times (min) | Consistency water (cc) | Expansion (%) |
|---|---|---|---|
| Initial | Final | | |
| 0.0 | 141 | 222 | 140 | 1 |
| 2.5 | 147 | 231 | 145 | 1 |
| 5.0 | 150 | 237 | 150 | 1 |
| 7.5 | 156 | 246 | 153 | 1 |
| 10.0 | 162 | 252 | 155 | 2 |
| 12.5 | 165 | 258 | 158 | 2 |
| 15.0 | 171 | 264 | 160 | 3 |

3.3 DNN and ANN models

In the study, DNN and ANN models, which used back-propagation algorithm as the learning algorithm, were constructed to determine the brick-dust pressure as well as the bending and elongation values without experimentation. The input layer is considered to be similar for both the DNN and ANN models. There are three neurons in the input layer. These neurons and their value ranges are presented in Tab. 4.

Table 4: DNN and ANN Inputs

| Inputs     | Properties | Input number |
|---|---|---|
| BD | 0.00 | 7 |
| Replacement | 2.50 | |
3.3.1 DNN models

In this study, three DNN models comprising three inputs, one output and two hidden layers are created to determine the brick-dust pressure, bending and elongation values without experimentation. The number of neurons in hidden layers has been chosen as 20. The number of hidden layers in DNN and ANN and the number of neurons in the hidden layers affect the learning performance. Therefore, different models have been designed, and numerous tests have been conducted using the number of hidden layers and the number of neurons in the hidden layers. Because of the experiments, it was determined that a model with 20 neurons and two hidden layers generated the optimal result. The constructed DNN model is given in Fig. 1.

![Figure 1: The developed DNN models](image-url)
An output can be obtained in each of the constructed DNN models. These outputs are as follows:

- brick-dust pressure (DNN Model-1);
- brick-dust elongation (DNN Model-2);
- brick-dust bending (DNN Model-3);

Training of DNN

The Rapid Miner software was used to create and train the DNN. The tests and training processes were performed by applying BD replacement, environmental conditions and age of the DNN model as inputs; further, the brick-dust pressure and the bending and elongation values were received as outputs. 30% of the experimental data (25) were used for training, and 70% of the experimental data (59) were used to test the DNN model. When we consider the DNN and ANN studies in literature, majority of the studies use 70% of data for training and 30% for testing purposes. Network training was achieved by conducting the training process using few data. Therefore, the number of test data that the network did not previously observe has been increased. Thus, the verification of the DNN model has been performed steadily and effectively. The parameters of the DNN models are presented in Tab. 5. All three DNN models use the same parameters. Only the output values are different.

| Parameters                          | Value                      |
|-------------------------------------|----------------------------|
| Number of input layer neurons       | 3                          |
| Number of hidden layers             | 2                          |
| Number of hidden layers-1 neurons   | 20                         |
| Number of hidden layers-2 neurons   | 20                         |
| Number of output layers neuron      | 1                          |
| Activation Function                 | Rectifier                 |
| Learning cycle                      | 10000 Epochs              |
| Loss Function                       | Quadratic                 |
| Learning Algorithm                  | Adaptive Learning Rate Algorithm (ADADELTA) |

The most commonly used activation functions in DL and neural network studies in the literature are the standard logistic sigmoid and the hyperbolic tangents. However, in this study, the rectifier activation function provided better results. The rectifier activation function produces successful results in DNN where the number of hidden layers is high [Glorot, Bordes and Bengio (2011)]. The rectifier activation function is shown in Eq. (1) [Maas, Hannun and Ng (2013); Zhang, Jiang, Wei et al. (2015)].
In Eq. (1), $w^{(i)}_T$: i. The weight vector for hidden layer, $x$: input

The loss function gives a measure of the accuracy of the prediction model. The loss functions are treated as part of the DNN model construction process. Loss functions are considered for the quantitative and categorical response variables [Berk (2011)]. Further, the quadratic loss function has been used in the DNN model that is created in this study. Quadratic loss functions were introduced in the 1700’s and 1800’s. This function is mathematically shown in Eq. (2) [Berk (2011); Benneyan and Aksezer (2006)].

$$L_N(Y) = k(Y - T)^2$$  \hspace{1cm} (2)

$L(Y)$ is the total loss because of deviations from the target. $Y$ denotes the values that are predicted by the model. $T$ represents the target values, which are the experimental results. The constant $k$ is the quality loss coefficient. The quadratic loss function is shown in Fig. 2 [Berk (2011)].

**Figure 2:** An example of a quadratic loss function

ADADELTA method was used as the learning algorithm in the developed DNN models. This method does not require manual adjustment of the learning coefficient. Additionally, a separate dynamic learning rate is determined for each dimension. Further, it requires less calculation and provides good results in terms of noisy data [Zeiler (2012)]. It was not necessary to determine the learning and momentum coefficients in DNN models owing to the ADADELTA method.

Different learning cycles have been tested for training the DNN models. However, the optimum result has been obtained using a learning cycle of 10,000 epochs.

### 3.3.2 ANN models

Three forward-feed, back-propagation ANN models comprising three inputs, one output and one hidden layer that use the back-propagation algorithm as the learning algorithm
were created to determine the brick-dust pressure, bending and elongation values. The created ANN model is shown in Fig. 3.

Figure 3: The developed ANN models

Because of the experiments that have been conducted, the number of neurons in the hidden layers was chosen as 15. Further, the number of neurons in the hidden layer affects the learning performance. If the number of neurons in the hidden layer is considerably small, the network cannot converge to the ideal value and exhibits oscillation behaviour. Therefore, the network is unable to learn. If the number of neurons is considerably large, the network only stores the input–output list and exhibits a weak generalisation. In other words, the network memorises them [Tortum (2007)]. Therefore, the number of neurons in the hidden layer differs depending on the dataset in the problem, and the most appropriate neuron number can be observed only using trial and error.

Training of ANN

The tests and training processes were conducted by applying BD replacement, environmental conditions and age of the ANN model as inputs, and the brick-dust pressure, bending and elongation values were received as outputs. 30% of the experimental data (25) were used for training; 70% of the experimental data (59), which were never seen by the network, were used to test the ANN model. The parameters of the ANN models are given in Tab. 6.

The hidden layers of all the three ANN models and the number of neurons in these hidden layers are identical. In model ANN-I, the momentum and learning rate parameters are observed to differ from those of the other models. The learning coefficient determines the amount of weight that should be changed in each step. If large values are chosen, it is possible for the network to navigate between the local solutions, i.e. to perform oscillation. Selecting small values increases the learning time. The momentum coefficient ensures that the weight change value is added to the subsequent change in a certain ratio.
so that it does not stick to a local optimum point during network learning. In other words, the weight change in the previous step affects the subsequent change at the rate of the momentum coefficient.

Table 6: Summary of the ANN parameters

| Parameters                  | ANN-I | ANN-II | ANN-III |
|-----------------------------|-------|--------|---------|
| Number of input layer neurons | 3     | 3      | 3       |
| Number of hidden layers     | 1     | 1      | 1       |
| Number of hidden layer neurons | 15    | 15     | 15      |
| Number of output layer neurons | 1     | 1      | 1       |
| Output                      | Pressure | Elongation | Bending |
| Momentum rate               | 0.2   | 0.9    | 0.9     |
| Learning rate               | 0.4   | 0.3    | 0.3     |
| Learning cycle              | 100,000 Epochs | 10,000 Epochs | 10,000 Epochs |
| Transfer Function           | Sigmoid | Sigmoid | Sigmoid |
| Learning Algorithm          | Back-Propagation | Back-Propagation | Back-Propagation |
| Performance Function        | MSE   | MSE    | MSE     |

Another difference in the model ANN-I is that the learning cycle is 100,000 epochs. In other ANN models, this value is 10,000 epochs. In addition, the mean square error (MSE) parameter is considered to test the network’s performance in all the ANN models.

Back-propagation algorithm is used as the learning algorithm. The back-propagation algorithm is the most extensively used learning algorithm in many disciplines, especially in engineering. The greatest reason for this is that its learning capacity is high and that its algorithm is simple [Elmas (2007)]. The error-correction learning rule provides the basis of the algorithm. Basically, the error back-propagation process calls for two passes through different layers of the network, including a forward pass and a backward pass. Previously, an activity pattern (input vector) was applied to the sensory nodes of the network and effect propagates across the layers. Finally, as a part of the actual response of the network, a set of outputs resulted and all networks were fixed-synaptic-weight. However, during the backward pass, the synaptic weights of the network are adjusted according to the error-correction rule. Moreover, an error signal was created by the actual response of the network that was subtracted from the target response. The backward propagation of this error signal occurred subsequently [Alam (2009)].

Sigmoid transfer function is used in all the ANN models. Sigmoid function is the most extensively used transfer function for the hidden and output layers in a back-propagation network [Ghasemzadeha, Ahmadnejada, Aghaeinejad-Meybodib et al. (2018)]. The commonly used activation function $f(x)$ for prediction purposes is the sigmoid transfer function $f(x) = \frac{1}{1 + e^{-x}}$. This function maps any real-valued number to a value between 0 and 1, making it suitable for use as a neuron’s activation function in a neural network.
function that can be represented as follows [López, Rene, Boger et al. (2017)];

\[ f(x) = \frac{1}{1 + e^x} \]  

(3)

### 3.4 Regression models

In this study, three different multiple linear regression models (REGs) have been developed in Python to compare the ML methods with traditional methods. The multiple linear regression model is an equation similar to Eq. (4). In this equation, \( Y_i \) is a dependent variable; \( \beta_0, \beta_1, \beta_2, \ldots, \beta_{p-1} \) are unknown parameters; \( X_{i1}, X_{i2}, \ldots, X_{ip-1} \) are the predictor variables [Salleh and Hasan, (2017)].

\[ Y_i = \beta_0 + \beta_1 X_{i1} + \cdots + \beta_{p-1} X_{ip-1} \quad i=1, 2, \ldots, n \]  

(4)

There are three independent variables in the developed regression models. They are BD (\( X_{i1} \)), age (\( X_{i2} \)) and environmental conditions (\( X_{i3} \)). These variables forecast the values of brick-dust pressure (REG-1), brick-dust elongation (REG-2) and brick-dust bending (REG-3). The regression equation of the regression models are denoted in Eq. (5) (REG-1), Eq. 6 (REG-2) and Eq. (7) (REG-3).

\[ Y_i = 39.16 + (-0.302)X_{i1} + (0.11)X_{i2} + (-2.552) X_{i2} \]  

(5)

\[ Y_i = -0.029 + (0.0005)X_{i1} + (0.0004)X_{i2} + (0.016) X_{i2} \]  

(6)

\[ Y_i = 7.736 + (-0.044)X_{i1} + (0.022)X_{i2} + (-0.318) X_{i2} \]  

(7)

To obtain such equations, the learning data used in ANN and DNN models are employed. After obtaining these equations, the prediction operation has been performed using sonar test data. The comparative analysis of prediction results is presented in the Result and Discussion section.

### 4 Results and discussion

In this section, the test data (59%-70% of data) that were not used in network training were entered into the trained DNN, ANN and regression models, and the obtained results were examined. The MSE parameter was used to determine the model's prediction error. The MSE parameter also provides information related to the performance of the models.

In statistics, the MSE of an estimator is one method to quantify the amount by which an estimator differs from the true value of the quantity that is being estimated [Casella (1999)]. The MSE parameter is calculated as shown in Eq. (8):

\[ MSE = \frac{1}{n} \sum_{i=1}^{n} (F_{i(exp.)} - F_{i(ANN or DNN)})^2 \]  

(8)

The approach of the MSE parameter to zero indicates that the prediction error of models is low and that the model performance is high.

Another parameter that is used to measure the performance of the models is the R (regression) parameter. The value R is an indication of the relation between the results obtained from the model and the experimental results. We can assume that there is a linear relation between the results obtained from the models and the experimental results.
as the value R approaches to one [Paralı, Sarı, Kılıç et al. (2017)].

The MSE and R values obtained from the regression equations and the trained ANN and DNN models test values are presented in Tab. 7.

**Table 7:** The statistical values of the proposed DNN, ANN and regression models

| Statistical Parameters | ANN Models | DNN Models | Regression Models |
|------------------------|------------|------------|-------------------|
|                        | ANN-1      | ANN-2      | ANN-3             | DNN-1      | DNN-2      | DNN-3      | REG-1      | REG-2      | REG-3      |
| REG (R)                | 0.9899     | 0.9336     | 0.9531            | 0.9967     | 0.967      | 0.9930     | 0.8889     | 0.8879     | 0.8879     |
| MSE                    | 1.733      | 0.000127   | 0.2476            | 0.504      | 0.000063   | 0.036      | 15.19      | 0.00021    | 0.5502     |

In addition, the comparison graphs of the R and MSE parameters obtained from the ANN, DNN and regression models are depicted in Fig. 4.

**Figure 4:** Comparison of ANN, DNN and REG models

When Tab. 6 and Fig. 4 are examined, it can be observed that the prediction performances of the DNN models are high and that the errors are low. Thus, the brick-dust pressure, elongation and bending values are predicted accurately by DNN. The R values of the DNN models are close to 1. This indicates that the relation between the output of the DNN model and the desired output is not coincidental. When the R values of the ANN model are examined, they are considered to be lower compared with those of the DNN model. Especially, the performance of the ANN-2 model, which predicted the brick-dust elongation value, is low. The DNN models have a higher performance when compared with that of the MSE parameters. In other words, the DNN models perform the prediction function with few errors. The MSE values of the DNN models are very close to zero. Therefore, the difference between the output of the network and the experimental output is so small that there is no error.

When the results of the regression model are analyzed, the results are relatively high in terms of MSE parameters and relatively low in terms of the R parameters when compared to the ANN and DNN models. Thus, regression models estimate the results with a high level of error. Apart from that, it can also be observed that the relation between the outputs of those models and the outputs of intended models are relatively high compared to other models. Only the estimation of brick-dust elongation gives a close result to that of the ANN model. Generally, the regression model is not an effective method in the
estimation of brick-dust pressure, brick-dust elongation and brick-dust bending. Thus, it has been observed that the DNN model is better trained than the ANN model in terms of the R and MSE values. In addition, it should also be noted that these results were obtained using 30% training data. The DNN model exhibits a very good prediction performance even though it has only seen a small amount of the experimental data. This is an indication that the DNN model and its parameters are very well designed as a result of the efforts. The regression analysis graphs of the R parameter for the testing set of the DNN, ANN and REG models are depicted in Fig. 5.

Figure 5: Regression graphs of the models: (a) ANN Model-1, (b) ANN Model-2, (c) ANN Model-3, (d) DNN Model-1, (e) DNN Model-2, (f) DNN Model-3, (g) REG-1 Model, (h) REG-2 Model, (i) REG-3 Model
The regression analysis graphs show that the DNN model exhibits less deviation than that exhibited by the ANN and REG models, and there is a linear relation between the experimental data and prediction data.

In addition, correlation analysis was performed to determine the direction and severity of the relation between the experimental results and the predicted values that were obtained from models; further, the Pearson correlation coefficients ($r$) were calculated. The correlation analysis results are presented in Tab. 8.

**Table 8:** The results of correlation analysis between experimental values and predicted values

|                     | ANN Pressure | DNN Pressure |
|---------------------|--------------|--------------|
| Experimental Pressure | .99**        | .99**        |
| ANN Elongation      |              |              |
| DNN Elongation      | .92**        | .96**        |
| Experimental Elongation |            |              |
| ANN Bending         | .95**        | .99**        |
| DNN Bending         |              |              |

**: $p<0.01$

The results of the correlation analysis in Tab. 8 depict that there is a strong positive correlation between the experimental pressure value and the pressure values that are obtained from the ANN ($r=0.99, p<0.01$) and DNN ($r=0.99, p<0.01$) models. Similarly, there is a strong positive correlation between the experimental lengthening and the lengthening values that are obtained from the ANN ($r=0.92, p<0.01$) and DNN models ($r=0.96, p<0.01$).

Interestingly, a similar relation is also observed between the experimental bending and bending values that are obtained from the ANN ($r=0.95, p<0.01$) and DNN models ($r=0.99, p<0.01$). Therefore, the results of correlation analysis indicate that both models developed by correlation analysis made strong predictions with few errors. However, when the Pearson correlations coefficient ($r$) is examined in depth, the DNN model seems to be a good model.

The test data that the DNN and ANN models have never observed before were given as input to these models. The obtained prediction data, experimental data and error values are shown in Tab. 9.

**Table 9:** Comparison of experimental results with the prediction results obtained in the DNN and ANN models

| Inputs | Experimental Outputs | ANN Models | DNN Models |
|--------|----------------------|------------|------------|
|        | ANN Models Prediction | Error      | DNN Models Prediction | Error |
|        |                      |            |              |            |
| BD     | Elongat Bendi Press  | Elongat Bendi Press | Elongat Bendi Press  | Elongat Bendi Press  |
| Repl   | Elongat Bendi Press  | Elongat Bendi Press  | Elongat Bendi Press  | Elongat Bendi Press  |
| cement| Elongat Bendi Press  | Elongat Bendi Press  | Elongat Bendi Press  | Elongat Bendi Press  |
| Age    | Elongat Bendi Press  | Elongat Bendi Press  | Elongat Bendi Press  | Elongat Bendi Press  |
|        |                      |            |              |            |
| 0.0    | 33.34 0.008          | 6.77       | 34.39 -0.004 | 7.20       | -1.05 0.012 | -0.43 34.72 0.012 | 6.98 | -1.38 -0.004 | -0.21 |
| 2.5    | 32.65 0.008          | 6.55       | 33.81 -0.003 | 7.03       | -1.16 0.011 | -0.48 34.13 0.010 | 6.87 | -1.48 -0.002 | -0.32 |
| 5.0    | 31.79 0.007          | 6.51       | 32.24 -0.002 | 6.86       | -0.45 0.009 | -0.35 32.99 0.009 | 6.63 | -1.20 -0.002 | -0.12 |
When Tab. 9 is examined, the maximum absolute error for the brick-dust pressure output is 2.98 in the ANN-1 model and 1.88 in the DNN-1 model. These values are 0.033 and 0.026, respectively, for the brick-dust elongation output. In addition, the number of error-
free predictions is eight in the DNN-2 model while it is three in the ANN-2 model.
Finally, the maximum absolute error value of the ANN-3 model for brick-dust bending output is 1.10, while that for the DNN-3 model is 0.50. According to the absolute error values, both the models provide output at the desired level. However, the performance of the DNN model is higher than the performance of the ANN model. The reason for the better performance of DNN compared with that of ANN is that the DNN model, due to its structure, achieves more accurate results with more data. In addition, DNN performs unconsulted learning within itself to determine the level of importance of features and use them accordingly.

5 Conclusions
In this study, the DNN and ANN models based on deep-neural and artificial neural networks as well as regression model were developed to estimate the pressure, bending and elongation values for 7 days, 28 days, 90 days and 180 days of curing of the concrete samples in different BD replacement and environmental conditions without experimentation. The developed models were trained with the experimental input and output data. Randomly selected 30% of the experimental data (25) were used to train the models, and 70% (59) of the experimental data were used to test the trained models. When such test data were given to the trained DNN and ANN models as input, the brick-dust pressure, bending and elongation values were found to be close to the actual experimental data. In the regression model, the estimation process was performed with a high error margin. In addition, according to the results of correlation analysis with the SPSS software, there is a strong positive correlation ($r>0.9$, $p<0.01$) at a 99% confidence level between the experimental results and the prediction values obtained from the models. The level of this relation is slightly higher in the DNN model than that in the ANN model.

Although only a very small percentage (30%) of the experimental data was used for training, both the models performed the prediction process at the expected level. Achieving this success using few training data indicates that the models are perfectly designed. When the DNN and ANN models were compared, the performance of the DNN model was higher for all the three predictions (pressure, elongation and bending). The MSE values of the DNN models were 0.504, 0.000063 and 0.036, while the ANN models had values of 1.733, 0.000127 and 0.2476. When the MSE values were examined, the DNN-model predictions exhibited fewer errors than those exhibited by the ANN models. When the R values were examined to address the relation between the experimental data and the prediction data of the models, the R values for the DNN model were 0.9967, 0.967 and 0.9930, whereas they were 0.9899, 0.9336 and 0.9531 for the ANN models. According to the R parameter, the relation between the prediction values of the DNN models and the experimental data may be assumed to be linear. The performances of the regression models are unacceptably poor compared to the ANN and DNN models. Therefore, using both DNN and ANN models, the brick-dust pressure, bending and elongation values can be predicted with a small margin of error in a considerably short time and without experimentation. Using DNN and ANN models to predict these values is considered to be practical and effective.
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