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Abstract. The shuffled linear regression problem aims to recover linear relationships in datasets where the correspondence between input and output is unknown. This problem arises in a wide range of applications including survey data, in which one needs to decide whether the anonymity of the responses can be preserved while uncovering significant statistical connections. In this work, we propose a novel optimization algorithm for shuffled linear regression based on a posterior-maximizing objective function assuming Gaussian noise prior. We compare and contrast our approach with existing methods on synthetic and real data. We show that our approach performs competitively while achieving empirical running-time improvements. Furthermore, we demonstrate that our algorithm is able to utilize the side information in the form of seeds, which recently came to prominence in related problems.

1. Introduction

Shuffled linear regression is a weakly-supervised variant of the commonly studied linear regression problem. In classical linear regression, the focus is on uncovering significant relationships between two sample sequences $X = \{x_1, x_2, \ldots x_n\}$ and $Y = \{y_1, y_2, \ldots y_n\}$, $x_i \in \mathbb{R}^d_x$ and $y_i \in \mathbb{R}^d_y$, which contain two different kinds of information about a common set of observational entities. In contrast, shuffled linear regression sets to recover the same information when there is no correspondence between the entities representing samples in $X$ and $Y$. In other words, the sample sequences, $X$ and $Y$, are assumed to have lost the ordering in the data acquisition process. This setting arises naturally in a wide range of applications in the social sciences Hejblum et al. (2019); Steorts et al. (2016), computer vision Collier and Dalalyan (2016); Lowe (2004); Crandall and Huttenlocher (2006), computational biology Baron et al. (2019) and healthcare Li and Shaw (2004).
Broadly, the task aims to aggregate and relate data from multiple sources when the identification of records is either unavailable, missing or undesirable. For example, in computational biology, one might be interested in relating the presence of specific surface markers on individual cells with their respective intra-cellular molecular information given by their gene expression. In applications such as fluorescence-activated cell sorting Herzenberg et al. (2006); Baron et al. (2019) such information is not available due to experimental limitations. Light scattering experiments can help characterize a small number of markers that the cells can exhibit on their surface. RNA-sequencing can then characterize the genomic readout or gene expression of cells. However, the light scattering and the RNA-sequencing experiments can not be performed concurrently, which causes the loss of correspondence between two sets of measurements.

Another relevant use-case of shuffled learning is in nano-scale communications. Due to very high coupling (interference among transmitters that aim to communicate with a common receiver) in the molecule level Rose and Mian (2014), the reliable communication heavily depends on the identifying signals, called pilot signals, each transmitter has to add to the beginning of its message. With increasing size of the network, the overhead due to the pilot signals gets unmanageably large. One idea to overcome this ever increasing overhead is to omit the pilot signals completely which leads to the unknown shuffling inherent in the nature of any learning task in this type of communication network.

Finally, in some scenarios, the correspondence between labels and features is intentionally hidden. When dealing with sensitive data, such as in healthcare, it is a standard practice to shuffle the data before its publication to keep the anonymity of the patients Li and Shaw (2004); Li (2015). There is a growing body of work under the umbrella term de-anonymization originating from the observation that shuffling data is not enough to maintain statistical confidentiality in all cases Narayanan and Shmatikov (2008). How to make sure that the anonymity of users is protected while preserving the statistical information contained in the data is an important question that has recently attracted significant research efforts Bonawitz et al. (2017); Cai et al. (2021).

1.1. Contribution. We propose an algorithm for shuffled regression by leveraging connections with an optimization problem over the set of permutations called seriation, which we detail in Section 3.2. We perform numerical experiments which explore the efficiency-accuracy trade-off scale of our algorithm and other selected benchmark algorithms. In particular, we present experimental results on both synthetic shuffled data generated through a linear regression model with additive noise, as well as real datasets, that serve as empirical evidence to the following main observations:

- Our algorithm provides a fast output without significant sacrifice in accuracy in the generative model. In real datasets, our algorithm performed both faster and more reliable linear regression than benchmark methods.
- Our algorithm seamlessly allows the inclusion of side information in the form of partial correspondence, thus improving performance and mitigating overfitting in real datasets, when available. This is a valuable asset to our algorithm especially considering overfitting has been observed to be hopelessly unavoidable in most real datasets.
1.2. Notation. Throughout this manuscript, the entry at the $i$'th row and $j$'th column of a matrix $A$ is referred to as $A_{ij}$. $\|A\|_F$ or $\|A\|$ denotes the Frobenius norm, namely the $2$-norm of the vectorized version of the matrix: $\|A\|_F = \|A\| = \sqrt{\sum_{i,j} A_{ij}^2}$. $\langle A, B \rangle$ stands for the matrix inner product of $A$ and $B$ that is $\langle A, B \rangle = \text{Tr}(A^\top B)$. The $i$'th smallest eigenvalue of the matrix $A$ is denoted as $\lambda_i(A)$. The operator $\text{dg}(\cdot)$ returns the input matrix with all its non-diagonal entries masked (replaced with zeros).

$\mathcal{P}^n$ denotes the set of $n \times n$ permutation matrices and we sometimes omit the size in the superscript when it is clear from the context. $\mathbf{1}$ is the all-one column vector of length clarified by the context it is used. $\mathbf{I}$ is the identity matrix again of appropriate size, occasionally specified as a subscript to help the reader. To ease the notation throughout this manuscript, we think of permutation matrices modulo transpose meaning we use $\Pi$ for both the permutation matrix $\Pi$ and its transpose, when it is clear which one we refer to from the context. Lastly, $A \sim \mathcal{N}(\mu, \Sigma)$ means the entries of the matrix $A$ are multivariate Gaussian distributed with mean $\mu$ and covariance matrix $\Sigma$.

1.3. Paper organization. In Section 2, we formally introduce the problem setting and provide an overview of existing work. In Section 3, we introduce our approach and detail it as an optimization problem. In Section 4, we provide extensive numerical experiments and compare our algorithm to existing approaches across a variety of metrics. Our concluding remarks are in Section 5.

2. Problem Setting

Our framework of analysis of the shuffled linear regression is based on a Bayesian generative model for unpaired data $(X, Y)$, where the correspondence between the independent variables $X$ and the linearly dependent observations $Y$ is unknown. The model can be more concretely written as

$$Y = \Pi^{true} X \beta + \epsilon,$$

where $X$ is a real-valued matrix of $n$ samples of dimension $d_x$ (i.e. $X \in \mathbb{R}^{n \times d_x}$) and $Y$ is a matrix of corresponding outputs ($Y \in \mathbb{R}^{n \times d_y}$) that has been shuffled by an unknown permutation matrix $\Pi^{true}$, and obfuscated by an additive noise vector $\epsilon \in \mathbb{R}^{n \times d_y}$. In particular, $\Pi^{true}$ is an $n \times n$ binary matrix with a unique non-zero entry in each row and column, and is assumed to hold uniform a priori distribution among the set of such permutation matrices. We also assume the entries of $\epsilon$ are i.i.d. with zero mean, therefore we do not statistically distinguish between $\epsilon$ and any shuffled version of it.

Given the features $X$ and the shuffled labels $Y$, three parallel problems can be stated. First, seeking the recovery of the regression coefficients $\beta \in \mathbb{R}^{d_x \times d_y}$, which would correspond to shuffled learning problem that we have described previously. Second, recovering the planted permutation $\Pi^{true}$. Recovering $\Pi^{true}$ is important for applications that aim for identification of the samples, while making $\Pi^{true}$ irrecoverable is the goal for applications where the identification of the sources is intentionally hidden. Third, reducing the error between the proposed model, composed of estimates of both $\beta$ and $\Pi^{true}$, and the observed labels or training error, which we call denoising.
In this paper, we consider and present results regarding all three forms of recovery (or learning) tasks mentioned above. We further evaluate the impact prior knowledge has on this inference task by considering a seeded version of the problem, where the correspondence between some pairs of rows of $X$ and $Y$ is known. In other words, the seeded scenario corresponds to the case where some non-zero entry locations of the permutation matrix $\Pi^{\text{true}}$ are given as partial information.

2.1. Related Work. Historically related to the broken samples problem Goel (1975), shuffled linear regression has received considerable revived interest in the last five years from both theoretical and practical viewpoints, mainly motivated by the applications we pointed out in Section 1. In Unnikrishnan et al. (2018), the authors considered the noise-free and one dimensional output ($d_y = 1$) version of the problem motivated by the robotics task of simultaneous localization and mapping, where a robot is sensing an unknown environment, without the knowledge of its own spatial location Stachniss et al. (2016). In this noiseless setting, where the entries of the feature matrix $X$ are i.i.d and continuous, the authors of Unnikrishnan et al. (2018) proved that $\Pi^{\text{true}}$ can be recovered with probability 1 if and only if $n \geq 2d_x$. However, no efficient algorithm for recovering either $\beta$ or $\Pi^{\text{true}}$ was provided. In fact, finding the maximum likelihood estimate of $\Pi^{\text{true}}$, denoted $\Pi^{\text{ML}}$, given $X$ and $Y$ under the assumption of i.i.d. standard Gaussian entries for $X$ and i.i.d. Gaussian noise entries, is NP-hard for any multi-dimensional input case ($d_x \geq 2$) as proven in Pananjady et al. (2017b), where the authors also established a statistical bound for the perfect recovery of the planted permutation ($\Pi^{\text{true}}$) in the noisy and one-dimensional output ($d_y = 1$) case. A multi-dimensional output extension of this result in Zhang et al. (2019) established that

\[ P[\Pi^{\text{ML}} = \Pi^{\text{true}}] \to 1 \quad \text{if and only if} \quad \frac{\log(1 + \text{snr})}{\log(n)} > C_1 \]

where $C_1$ is a constant empirically estimated to be between 3 and 4. In (2.2) the standard deviation of i.i.d. Gaussian entries of the noise vector $\epsilon$ is denoted by $\sigma$. Furthermore, when $d_y = 1$ any algorithm needs $\text{snr} > C_2 \cdot d_x / \log \log n$ for the approximate recovery (in $\ell_2$ sense) of $\beta$ Hsu et al. (2017).

Complementing the information theoretic treatment of the problem, empirical approaches to shuffled regression exist, very few with theoretical guarantees. Alternating optimization techniques were proposed in Haghhighatshoar and Caire (2017) but observed to be heavily dependent on a good choice of initialization. In Abid et al. (2017), the authors propose an algorithm based on the permutation invariance of the self-moments of features and labels. The resulting algorithm minimizes the a posteriori difference between the self-moments of feature columns and those of the labels up to moments of degree $d_x$. In this process, the regression coefficients, but not the underlying permutation, are recovered. However, this algorithm becomes computationally infeasible for a large number of features, $d_x$, due to its expensive computation of moments. Another caveat is that the algorithm is not easily generalizable to the case $d_y > 1$, requiring additional heuristics. Recently, some theoretical guarantees for a generalized version of the self-moment idea, symmetric (permutation-invariant) polynomials, was obtained in Tsakiris et al. (2020) for the noise-less case. Branch-and-bound methods for the concave formulation Peng and
Tsakiris (2020) of the problem also seem to suffer from infeasible computational complexity for dimensions, $d_x$, as small as 9. In addition to these, a spectral algorithm based on the leverage scores of $Y$ and $X$ was suggested in Pananjady et al. (2017a) for the noiseless case and in the restrictive setting of $\text{rank}(X) \leq \text{rank}(\beta)$. The leverage score is defined as $l(X) := \text{dg}(U_X U_X^T)$ where

$$X = U_X \Sigma_X V_X^T$$

is the reduced singular value decomposition of $X$.

We also note that shuffled regression is a particular case of uncoupled isotonic regression, where the goal is to learn an underlying monotonic relationship between the input and output samples in the form of $y_i = f(x_i) + \epsilon_i$, where the coupling between the pairs $(x_i, y_i)$ is lost Rigollet and Weed (2019); Carpentier and Schlüter (2016). However, the optimal transport tools developed for uncoupled isotonic regression are unfortunately restricted to one dimensional inputs and outputs. The monotonicity constraint is not amenable to high-dimensional data, thus the framework is not immediately applicable to the general setting with arbitrary input and output dimensions considered in this paper.

Finally, our work is strongly motivated by the recent line of research efforts that involve optimization over permutation matrices which arise in several applications distinct from shuffled regression. Specifically, when a problem poses a loss function which is quadratic in a permutation matrix, the problem is called Quadratic Assignment Problem (QAP). The NP-hardness of QAP was proven earlier Sahni and Gonzalez (1976). However, as with other applications in data science, the average case complexity of QAP has recently attracted interest. Graph matching, the problem of permuting the node sets of two graphs such that edge alignment is maximized, is a special case of QAP and has been actively explored through the lens of both statistical limits Onaran et al. (2016); Cullina and Kiyavash (2016), and that of existence of efficient algorithms Lyzinski et al. (2016), Onaran and Villar (2017).

Remarkably, the use of seeds (few pairs of given matched nodes corresponding to ground truth) in Bayesian models for graph matching has proven crucial. Several practical algorithms have been proposed that successfully leverage seed information Lyzinski et al. (2014); Shirani et al. (2017); Kazemi et al. (2015); Yartseva and Grossglauser (2013). This naturally rises the question regarding the possible use of seeds in other special cases of QAP such as in shuffled regression. While the use of partial side information was studied in shuffled regression, Slawski et al. (2019, 2020b,a) where the planted permutation was given to be in the close Hamming vicinity of a given permutation, or the case where a block diagonal structure was assumed on $\Pi_{\text{true}}$ Shi et al. (2021); to the best of our knowledge, there is no work that studies the effect of seeds or algorithm that exploits the seed information in the shuffled regression context.

3. Optimization approaches to shuffled linear regression

3.1. Shuffled linear regression as optimization over permutations. Given our model (2.1), assuming Gaussian i.i.d. noise with zero mean, and uniformly distributed shuffling matrix over the set of permutation matrices of size $n \times n$, it is straightforward to observe that recovering the maximum-likelihood solutions for the planted linear coefficients and the hidden permutation is equivalent to solving
the following optimization problem:

\[
(3.1) \quad \arg \min_{\beta, \Pi} \| \Pi Y - X\beta \|_F^2.
\]

In order to mitigate possible ill-conditioning, we consider the ridge regression version of this optimization problem with Tikhonov regularization,

\[
(3.2) \quad (\beta^*, \Pi^*) = \arg \min_{\beta, \Pi} \| \Pi Y - X\beta \|_F^2 + \lambda \| \beta \|_F^2.
\]

The optimal choice of \( \lambda \), which we do not delve into in this paper, depends on the variance (assumed unknown) of each entry of the noise vector \( \epsilon \). Note that given \( \Pi^* \), the problem amounts to solving an ordinary linear regression,

\[
(3.3) \quad \beta_{\Pi^*, \lambda} = \left( X^\top X + \lambda I_d \right)^{-1} X^\top \Pi^* Y.
\]

Hence, we can reduce (3.2) to an optimization over the set of permutation matrices,

\[
\Pi^* = \arg \min_{\Pi} \left( \Pi Y - X \beta_{\Pi, \lambda} \right)^\top \left( \Pi Y - X \beta_{\Pi, \lambda} \right) + \lambda \| \beta_{\Pi, \lambda} \|_F^2
\]

\[
= \arg \min_{\Pi} Y^\top \Pi^\top \Pi Y - Y^\top \Pi^\top X \beta_{\Pi, \lambda} - \beta_{\Pi, \lambda}^\top X^\top \Pi Y + \beta_{\Pi, \lambda}^\top X^\top \beta_{\Pi, \lambda} + \lambda \beta_{\Pi, \lambda}^\top \beta_{\Pi, \lambda}.
\]

To simplify the notation, we denote \( M = (X^\top X + \lambda I_d)^{-1} \) and \( S = XM^\top X \), and we note that both are symmetric matrices that can be explicitly computed from the data. Then replacing the closed form optimal \( \beta \) in (3.3) yields to

\[
(3.4) \quad \Pi^* = \arg \min_{\Pi} Y^\top \Pi^\top \Pi Y - Y^\top \Pi^\top SS^\top \Pi Y - Y^\top \Pi^\top S^\top \Pi Y + Y^\top \Pi^\top S \Pi Y + \lambda Y^\top \Pi^\top XM^\top MX^\top \Pi Y
\]

\[
= \arg \min_{\Pi} Y^\top \Pi^\top \left[ (S - I_n)^2 + \lambda XM^\top MX^\top \right] \Pi Y.
\]

which implies that finding the maximum likelihood solution to the shuffled linear regression with Gaussian prior on the coefficients and uniform prior on the shuffling is essentially equivalent to minimizing a quadratic function (3.4) of permutation matrices. Given \( \Pi^* \), estimate for \( \beta \) can be easily obtained through the closed form expression in (3.3).

### 3.2. Shuffled linear regression as generalized seriation

Here, we derive an algorithm for shuffled regression inspired from a successful computational approach towards a related problem called *seriation*.

The seriation problem seeks to reconstruct a linear order between variables using unsorted, pairwise similarity information. The problem originates from archaeology, as a method to analyze artifacts from different archaeological sites to order the sites chronologically (Robinson 1951). Seriation is also an important problem in genomics (Recanati et al. 2018) where the goal is to reconstruct a DNA strand from random overlapping sub-samples using pairwise similarity scores (degrees of overlap).

The most general formulation of the seriation problem takes an \( n \times n \) similarity matrix \( A \) as input and searches for a re-ordering of rows and columns such that \( A_{ik} \leq \min(A_{ij}, A_{jk}) \) for all \( i, j, k \) with \( 1 \leq i \leq j \leq k \leq n \).
Fogel et al. (2013) shows that the seriation problem over a certain class of similarity matrices is equivalent to an optimization problem over permutation matrices called the 2-SUM problem, that takes the following form:

\[
\min_{\pi \in \mathcal{P}H^n} \sum_{i=1}^{n} \sum_{j=1}^{n} A_{ij}(\pi(i) - \pi(j))^2,
\]

where \(\mathcal{P}H^n\) denotes the set of permutahedrons, or permutation vectors, which is the set,
\[
\mathcal{P}H^n = \{ \Pi e : \Pi \in \mathcal{P}^n \}
\]
where \(e = (1, 2, \ldots, n)^T\). Problem (3.5) is equivalent to the formulation,

\[
\min_{\pi \in \mathcal{P}H^n} \pi^\top L_A \pi,
\]

where \(L_A\) is the Laplacian of \(A\), namely \(L_A = \text{dg}(A11) - A\).

The optimization problem (3.6) is known to be NP-hard George and Pothen (1997). Therefore a series of practical relaxations have been proposed. For instance, a spectral approach using the Fiedler vector (eigenvector corresponding to the second smallest eigenvalue) Atkins et al. (1998); and a convex relaxation to the space of Birkhoff Polytope Fogel et al. (2013), that is the set of double stochastic matrices, which we will denote as \(\mathcal{D}\),

\[
\mathcal{D}^n := \{ D \in \mathbb{R}^{n\times n} : 1^\top D = 1^\top, D1 = 1, D_{ij} \geq 0 \}.
\]

Although the relaxation to Birkhoff Polytope obviates the combinatorial nature of the problem by convexifying the search set, it introduces more variables to keep track of, namely the \(n^2\) entries of the double stochastic matrix. A convex relaxation via a more concise representation of permutations called sorting networks, which reduces the number of tracked variables and helps cutting the computational load, was considered in Goemans (2015), Lim and Wright (2014). Finally, the algorithm proposed in Evangelopoulos et al. (2018) brings the best of both worlds together by relaxing the search set to the convex polytope of the permutahedron denoted \(\mathcal{D}H^n\), that is

\[
\mathcal{D}H^n = \{ De : D \in \mathcal{D}^n \}.
\]

Essentially, the relaxation considered in Evangelopoulos et al. (2018) can be concisely expressed as follows

\[
\min_{\pi \in \mathcal{D}H^n} \pi^\top L_A \pi.
\]

As it is though, the relaxation in (3.7) suffers from the fact that the center of the polytope, that is \(\frac{1}{n}11^\top\), results in an objective that scales as \(O(n^{-1})\), therefore for large \(n\) dominates meaningful solutions.

To overcome this behavior and produce a non-trivial solution, a regularized alternative is used, which is quite common in convex relaxations of problems with sparse search sets,

\[
\min_{\pi \in \mathcal{D}H^n} f_\mu(\pi) := \pi^\top L_A \pi - \mu \|H\pi\|^2_F,
\]

where \(H = I_n - \frac{1}{n}11^\top\) is the centering matrix. Note that the last term in (3.8) is maximized when \(\pi \in \mathcal{P}H^n\). Although its search set is convex, this objective
is generally nonconvex, unless the values of $\mu$ considered are such that $L_A - \mu H$ is positive semidefinite. When $\mu \leq \lambda_2(L_A)$ the problem is convex, whereas if $\mu \geq \lambda_n(L_A)$ the problem is concave. Increasing $\mu$ leads to gradual changes in the objective from a convex to an indefinite, and finally to a concave problem, hence the name GnCR (Graduated non-Convexity Relaxation) in Evangelopoulos et al. (2018). The concavity ensures the end result is a vertex of the search set, $DH^\mu$, that is a permutation vector. At each iteration, the GnCR algorithm, illustrated in entirety in Algorithm 1, takes the gradient descent step with respect to the objective function $f_\mu(\pi)$ followed by a Frank-Wolfe search over the line that connects the current solution to the gradient-descent step.

**Input:** Laplacian matrix $L_A$, continuation parameter $\gamma > 1$

1. $\mu \leftarrow \mu_0; \quad \pi \leftarrow \pi_0$

2. while $\mu \leq \lambda_n(L_A)$ do

   while not converged do

   2. $\pi^* \leftarrow \min_{\pi \in DH^\mu} \langle \nabla f_\mu(\pi), \pi \rangle$ // Gradient-Descent step

   3. $\alpha \leftarrow \min_{\alpha \in [0,1]} f_\mu(\alpha \pi^* + (1-\alpha)\pi)$ // Frank-Wolfe search

   4. $\pi \leftarrow \alpha \pi^* + (1-\alpha)\pi$

end

5. $\mu \leftarrow \gamma \mu$

end

**Output:** Order of the final solution $\pi$

**Algorithm 1:** Seriation Algorithm (GnCR) of Evangelopoulos et al. (2018)

We emphasize that the solution of Step-2 in Algorithm 1, $\pi^*$, is a permutation. This is due to the fact that a bounded linear program is optimized at a vertex of the constraint set. Thus, $\pi^*$ can be easily computed using the Hardy - Littlewood - Pólya rearrangement inequality Hardy et al. (1952), which states that two vectors $a$ and $b$ assume the minimum shuffled inner product when sorted in opposite orders.

3.3. GnCR for Shuffled Regression with Seeds. In this section, we employ the GnCR idea described previously for the seriation problem, to the shuffled regression setting. We further generalize the algorithm to take advantage of the given partial side information, where seeded correspondences (locations of some non-zero entries of $\Pi^{true}$) are available. We first describe the seeded shuffled regression rigorously and set the notation below.

**Seeded Shuffled Regression.** Let $C \subset [n]$ be a set of indices. The side information associated with a set $C$ is represented by the restriction of the true permutation matrix $\Pi^{true}$ to $C$. Namely, let $\pi^{seeds} : C \rightarrow [n]$ be an injective function with $\pi^{seeds}(i) = j$ if and only if $\Pi^{true}_{ij} = 1$. The seeded information can be expressed as pairs $(i,j)$ where $i \in C$, $j \in C^*$, and $C^* = \{\pi^{seeds}(i) : i \in C\} \subset [n]$.

We tackle the optimization problem put forth in (3.4) constrained to seed information. The objective function in this case can be written as

$$\arg \min_{\Pi \in C} \text{Tr } Y^T \Pi^T L Y,$$
where, with some abuse of notation, we denote \( C \) as the set of permutation matrices that is consistent with \( \pi^{\text{seeds}} \) and
\[
L = (S - I_n)^2 + \lambda X M^\top M X^\top.
\]

The search variable can be decomposed as \( \Pi = \Pi_C + \Pi_{\text{grad}} \), where \( \Pi_C \) is an \( n \times n \) permutation matrix that maps \( C \rightarrow C^* \) and has zero in all other entries. \( \Pi_{\text{grad}} : C \rightarrow [n] \) defines similarly. Note that seeds fix \( \Pi_C \), therefore the objective function can be rewritten as
\[
\arg\min_{\Pi_{\text{grad}}} \ 2 \text{Tr} Y^\top \Pi_C^T L \Pi_{\text{grad}} Y + \text{Tr} Y^\top \Pi_C^T L \Pi_{\text{grad}} Y.
\]

Remark. (3.10) can be rewritten as
\[
\arg\min_{\Pi_{\text{grad}}} \ g(\Pi_{\text{grad}})
\]
with
\[
g(\Pi_{\text{grad}}) := 2 \text{Tr} \tilde{Y}^\top \Pi_C^T \tilde{L} \Pi_{\text{grad}} \tilde{Y} + \text{Tr} \hat{Y}^\top \Pi_C^T \hat{L} \Pi_{\text{grad}} \hat{Y},
\]
where \( \tilde{Y}, \hat{Y}, \tilde{L} \) and \( \hat{L} \) are row-sampled versions of \( Y \) and \( L \), that is
\[
\tilde{Y} = Y[C^*,:], \quad \hat{Y} = Y[C^*,:], \quad \tilde{L} = L[C, \overline{C}], \quad \text{and} \quad \hat{L} = L[C, \overline{C}],
\]
in Python notation.

Here, \( \Pi_C \) and \( \Pi_{\text{grad}} \) are \( |C| \times |C| \) full permutation matrices unlike in (3.11). Therefore we reduce the search set to permutation matrices of size \( |\overline{C}| \).

Note that the shuffled regression problem with seeds \( C \) has been reduced to an optimization problem over the set of permutations of size \( |\overline{C}| = n - |C| \), however the objective (3.11) is still implicitly using the side information \( \Pi_C \) to estimate a consistent \( \Pi_{\text{grad}} \), via the first term in (3.11).

The objective function (3.11) is a mix of linear and quadratic terms. In order to (approximately) solve this optimization problem we follow Frank-Wolfe (conditional gradient) steps on the Birkhoff polytope with graduated non-convexity as in Evangelopoulos et al. (2018) with the difference that the objective function there was purely quadratic which is the unseeded special case of our more general scenario.

In order to enforce the permutation constraint on the Birkhoff polytope we add a third term to the objective function in (3.11),
\[
\arg\min_{D \in D[\overline{C}]} \ g_\mu(D) := 2 \text{Tr} \tilde{Y}^\top \Pi_C^T \tilde{L} D \tilde{Y} + \text{Tr} \hat{Y}^\top D^\top \hat{L} D \hat{Y} - \mu \|H D \tilde{Y}\|_F^2
\]
\[
= 2 \text{Tr} \tilde{Y}^\top \Pi_C^T \tilde{L} \tilde{Y} + \text{Tr} \hat{Y}^\top D^\top \hat{L} \mu D \hat{Y}
\]
where
\[
\hat{L}_\mu = \hat{L} - \mu H.
\]

Note that the gradient of the objective function in (3.12) satisfies
\[
\frac{1}{2} \nabla g_\mu(D)^\top = \tilde{Y} \tilde{Y}^\top D^\top \hat{L} \mu + \hat{Y} \hat{Y}^\top \Pi_C^T \overline{L},
\]
and the gradient descent step,
\[ \arg \min_{D^{\text{next}} \in D} \text{Tr} g_\mu(D)^\top D^{\text{next}}, \]
always results in a permutation matrix, which is a vertex of the Birkhoff polytope, as it is an instance of linear programming. The Frank-Wolfe steps for shuffled regression altogether look like
\[ \Pi^* \leftarrow \arg \min_{\Pi \in P} \text{Tr} \left[ (\hat{Y} \hat{Y}^\top D^\top \hat{L}_\mu + \hat{Y} \hat{Y}^\top \Pi^*_C \hat{L}) \Pi \right] \]
\[ \alpha \leftarrow \arg \min_{0 \leq \alpha \leq 1} g_\mu(\alpha \Pi^* + (1 - \alpha)D) \]
\[ D \leftarrow \alpha \Pi^* + (1 - \alpha)D \]
Note (3.14), where the optimal step is calculated, is the optimization of a quadratic expression and can be written as follows,
\[ \arg \min_{0 \leq \alpha \leq 1} \eta_2 \alpha^2 - 2 \eta_1 \alpha. \]
where
\[ \eta_2 = c_1 - 2c_3 + c_2 \]
\[ \eta_1 = -c_3 + c_2 - c_4 \]
\[ c_1 = \text{Tr} \hat{Y}^\top \Pi^*_C \hat{L}_\mu \Pi^* \hat{Y} \]
\[ c_2 = \text{Tr} \hat{Y}^\top D^\top \hat{L}_\mu D \hat{Y} \]
\[ c_3 = \text{Tr} \hat{Y}^\top \Pi^*_C \hat{L}_\mu \Pi^* \hat{Y} \]
\[ c_4 = \text{Tr} \hat{Y}^\top \Pi^*_C \hat{L} \Pi^* \hat{Y} \]
The following lemma, proof of which is quite straightforward, therefore omitted here, allows the efficient computation of Equation (3.15):
\[ \arg \min_{0 \leq \alpha \leq 1} \eta_2 \alpha^2 - 2 \eta_1 \alpha = \begin{cases} \min \left( 1, \frac{\eta_1}{\eta_2} \right) & \eta_1 \geq 0, \eta_2 > 0, \\ 1 & \eta_1 \geq 0, \eta_2 \leq 0, \\ 0 & \eta_1 < 0, \eta_2 \geq 0, \\ 1 \{ \eta_1 \leq \frac{1}{2} \eta_2 \} & \eta_1 < 0, \eta_2 < 0. \end{cases} \]
If \( d_y < n \), which is usually the case in practice, we can greatly simplify the algorithm by changing the updated variable from \( D \) to \( D \hat{Y} \). With this last change, we illustrate our GnCR algorithm for the shuffled regression problem in Algorithm 2.

3.4. Complexity bottleneck. Note, the complexity bottleneck in each iteration of the algorithm is the linear assignment problem in Step-9 of Algorithm 2, which is exactly solvable by the Hungarian Algorithm in \( O(|C|^3) \) steps Kuhn (1955); Munkres (1957). However, for the special case of \( d_y = 1 \), it is more convenient to make use of the following identity,
\[ \arg \min_{\Pi} \text{Tr} \left[ \hat{Y} (\hat{Y}_{\text{est}}^\top \hat{L}_\mu + \hat{Y}^\top \Pi \hat{L}_\mu) \Pi \right] = \arg \min_{\Pi} \text{Tr} \left[ \hat{Y}_{\text{est}}^\top \hat{L}_\mu + \hat{Y}^\top \hat{L}_\mu \Pi \right]. \]
Invoking the rearrangement inequality on the pre-sorted \( \hat{Y} \), as in the Step-2 of Algorithm 1, the complexity of the assignment step can be further reduced to
Input: Shuffled \( Y = \Pi Y^{true} \in \mathbb{R}^{n \times d_y} \), \( X \in \mathbb{R}^{n \times d_x} \), the seed permutation \( \pi^{seeds} : C \to C^* \), continuation parameter \( \gamma \), regularizer \( \lambda \)

1. \( M = (X^\top X + \lambda I_{d_x})^{-1} \)
2. \( L = (XMX^\top - I)^2 + \lambda XMX^\top + \lambda X^\top MX \)
3. \( \hat{Y} = Y[C^*, :] \), \( \bar{Y} = Y[C^*, :] \)
4. \( \hat{L} = L[C^*, C] \), \( \bar{L} = L[C, C] \)
5. \( \mu \leftarrow \mu_0 \)
6. \( \hat{Y}_{est} \leftarrow \frac{1}{n - |C|} 11^\top \hat{Y} \)
   \[ \text{while } \mu \leq \lambda_n(L) \text{ do} \]
   7. \( \hat{L}_\mu \leftarrow \hat{L} - \mu H \)
   8. \( g_\mu(\hat{Y}_{est}) := 2 \text{Tr} \hat{Y}^\top \hat{L}_{\hat{Y}_{est}} + \text{Tr} \hat{Y}_{est}^\top \hat{L}_\mu \hat{Y}_{est} \)
   \[ \text{while } \hat{Y}_{est} \text{ has not converged do} \]
   9. \( \Pi^* \leftarrow \arg \min \Pi \text{Tr} \left[ \hat{Y} (\hat{Y}_{est} L_\mu + \hat{Y}^\top \hat{L}) \Pi \right] \)
   10. \( \hat{Y}^* \leftarrow \Pi^* \hat{Y} \)
   11. \( \alpha \leftarrow \arg \min_{\alpha \in [0, 1]} g_\mu(\alpha \hat{Y}^* + (1 - \alpha) \hat{Y}_{est}) \)
   12. \( \text{Update: } \hat{Y}_{est} \leftarrow \alpha \hat{Y}^* + (1 - \alpha) \hat{Y}_{est} \)
   \[ \text{end} \]
   13. \( \mu \leftarrow \gamma \mu \)
\[ \text{end} \]
14. \( \hat{Y}_{est} = \text{collate}(\hat{Y}_{est}, \bar{Y}) \)
15. \( \beta_{est} = (X^\top X + \lambda I)^{-1} X^\top Y_{est} \)

Output: Estimates of \( Y^{true} \) and the regression coefficient \( \beta \)

Algorithm 2: Shuffled Linear Regression with GnCR

\( O(|C| \log |C|) \), a dramatic cut in computational costs, which will let us apply our algorithm on large instances of real datasets without infeasible computational cost.

3.5. Comparison to other recent gradient descent methods. Our algorithm, although similar to previous gradient descent algorithms for shuffled regression in Xie et al. (2020); Zhang et al. (2021), differs from these works in important ways. In Xie et al. (2020), authors also take the gradient based on the joint update of the estimate of planted permutation and the covariates (\( \beta \)). However the order of interplay between these two is reversed. That is, while we take the least square update on \( \beta \) given the estimate of \( \Pi^{true} \) as in (3.3), they consider the linear assignment update of \( \Pi^{true} \) based on an estimate of \( \beta \), which leads to a more involved gradient computation compared to ours. Zhang et al. (2021), on the other hand, uses projected gradient descent, which involves a linear assignment problem of complexity \( O(n^3) \), without the possibility of simplification we discussed in Section 3.4. Our use of graduated non-convexity and integration of use of seeds is novel compared to both.

4. Numerical experiments

In Section 4.1, we describe the benchmark algorithms we consider in our numerical experiments, the choice of which was based on the code availability and ease of
of implementation with the promise of competent performance. In Section 4.2, we define the metrics we use to evaluate the results. In Section 4.3, we present results over synthetic datasets, and in Section 4.4, we compare the performances over real datasets, and elaborate on the role of seeds in the recovery.

4.1. Algorithms. In the next sections, we perform numerical experiments that compare our shuffled regression algorithm with the self-moment estimator from Abid et al. (2017) and two other benchmark methods.

- Ordinary least squares regression. We solve the least squares problem on the unshuffled data to provide a baseline of how good the linear fit is under the true permutation.
- Naive Alternative Optimization. We implement an intuitive algorithm, proposed in Haghighatshoar and Caire (2017), that iterates between solving ordinary linear regression (least squares), and finding the best permutation through solving linear assignment problem, until convergence, shown in Algorithm 3. Note that the naive alternative optimization, although very efficient, is not expected to be as competent as other methods, since it does not take the optimization of $\beta$ and $\Pi$ together, and it is likely to get stuck in local optima. Our experimental results in the last section suggest that this is indeed the case.

**Input:** Shuffled $Y = \Pi^{true}Y^{true} \in \mathbb{R}^{n \times d_y}$, $X \in \mathbb{R}^{n \times d_x}$, regularizer $\lambda$

$\Pi_{est} = \Pi_0$; $\beta_{est} = \beta_0$
while $\beta_{est}$ has not converged do
  $\Pi_{est} = \arg \min_{\Pi} \| \Pi Y - X \beta_{est} \|_F^2$ // via Hungarian Algorithm
  $\beta_{est} = (X^\top X + \lambda I_{d_x})^{-1} X^\top \Pi_{est} Y$
end

**Output:** Estimates of $\Pi^{true}$ and the regression coefficients $\beta$ ($\Pi_{est}, \beta_{est}$)

**Algorithm 3:** Naive Alternative Optimization for Shuffled Regression

4.2. Metrics. For each algorithm we report four different success measures. The first is the normalized overlap between the planted permutation, $\Pi^{true}$, and the estimate of the algorithm, that is $\langle \Pi_{est}, \Pi^{true} \rangle / n$. This metric, obviously, measures the success in recovery of the planted permutation for algorithms. The second metric we use is the normalized correlation between the $\beta$ estimate of the algorithms, denoted $\beta_{est}$, and the true $\beta$ of the generative model (2.1), that is

$$\frac{\langle \beta, \beta_{est} \rangle}{\| \beta \| \| \beta_{est} \|}.$$ 

In real datasets, due to lack of such natural definition of true coefficients, we take the output of ordinary linear regression problem (3.3), that is the case where $\Pi^{true}$ is known, as true $\beta$. The last two success metrics we report are the commonly used train and test errors between the true labels and the algorithm’s estimate. Our train error calculation takes into account the algorithm’s estimate of the planted shuffle and the scale of features, that is given by

$$E_{train} = \frac{\| \Pi_{est} Y - X \beta_{est} \|_F}{\| Y \|_F}.$$ (4.1)
Test error is calculated in the same manner, but for the test data we assume there is no shuffling. This reflects the nature of shuffled linear regression in common real scenarios where the publicized training data is obscured by shuffling but the modelling is conducted by another party, and therefore the goal is to ensure the learnability without revealing the labels of individuals.

4.3. Experiments on Synthetic Datasets. In this section, we compare and contrast the behavior of our algorithm with respect to the proposed baselines in a set of synthetic experiments. Across these experiments we generate data from a simple shuffled linear regression model (2.1) with $\Pi^{true}$ drawn uniformly at random from the set of permutations of size $n$ and $\epsilon$ drawn i.i.d. from a Gaussian distribution with mean 0 and standard deviation $\sigma$.

Throughout the numerical experiments, we fix the dimension parameters $d_x = 2$ and $d_y = 1$. For each $n \in \{20, 40, \ldots, 200\}$ and $\sigma \in \{0, 0.002, \ldots, 0.02\}$ we draw the entries of the matrix $X \in \mathbb{R}^{n \times d_x}$ i.i.d. with standard Gaussian distribution, i.e. $\mathcal{N}(0,1)$, and the entries of the noise vector $\epsilon$ i.i.d $\mathcal{N}(0,\sigma^2)$. After the observation matrix $Y$ is generated according to the model (2.1), each algorithm is fed with the pair $X,Y$ and their output is recorded. This process has been independently repeated 40 times to get an average behavior, and each square in the grid plots of Figure 1 shows the average value of the metrics discussed previously across the repeated experiments. We do not report the test error in our synthetic dataset experiments as the normalized $\beta$ correlation naturally captures the extent to which every algorithm learns the model already. In the permutation overlap grid plots, information theoretic bound in (2.2) for the perfect recovery (assuming $C_1 = 3$) is given by the green curve.

The numerical experiments we report in Figure 1 suggest some interesting observations. First, permutation recovery is extremely hard in this problem, as already implied by the unrealistically high SNR requirement given in (2.2). Even a very weak noise, compared to the input matrix $X$, is sufficient for the algorithms to fail in the recovery. The accuracy performance of our algorithm stays between the self-moment algorithm of Abid et al. (2017) and the naive alternative optimization. Self-moment algorithm in this model seems to closely follow the information theoretic bound in permutation recovery, which would be an interesting theoretical question to explore in a future work.

4.4. Experiments on Real Datasets. We next conduct experiments on various real datasets from the UCI repository Dua and Graff (2017), and in Winner (2009). These datasets have a ground-truth correspondence between the data and labels. First, we randomly separate the dataset to training and test parts with the ratio of 4 : 1. We shuffle the labels in the training set by applying a permutation drawn uniformly at random, and we run the shuffled regression algorithms on the same shuffled training data. Test error is calculated on the test data as in (4.1), but without $\Pi_{est}$, as we assumed there is no shuffling in the test data.

Since there is no guarantee that the linear model (2.1) holds in real datasets, we needed to pre-process the data before feeding it into our algorithm. First, some outliers are removed from the datasets to improve the linearity. Furthermore, note that different features in datasets might potentially have different mean value and/or range. The second pre-processing step accordingly was to ensure that features that
Figure 1. Average performance of different algorithms for shuffled regression on synthetic data. For each choice of input size $n$ and noise level $\sigma$, we run 40 random experiments and plot the average performance in gray scale. Each experiment generates $n$ points at random in $\mathbb{R}^2$, a random regression coefficient vector in $\beta \in \mathbb{R}^{2 \times 1}$, and a random $n \times n$ permutation matrix $\Pi^{true}$. Each column reports the results for each of the algorithms described in Section 4.1. We show in gray scale (darker is higher) the average overlap with the planted permutation $\Pi^{true}$ (left column), the average correlation with the true regression coefficients (center column), and the train error defined in Section 4.2.

included a negative value to be standardized to have 0-mean and unit standard deviation, and those with all non-negative values to be normalized to range between 0 and 1. The output of the algorithm (estimated $\beta$) is then re-scaled and offset to compensate for the pre-processing.

We consider the same success measures referred to previously: permutation overlap, $\beta$ correlation, train, and test errors. We also report the computation time of each algorithm in seconds, as measured in our commercial laptop (Intel(R) Core(TM) i7-10510 CPU @ 1.8 GHz, 16 GB RAM), which are given for comparative purposes. Experiments on each dataset has been repeated ten times with random partition of the data to the train and test sets and the values in Table 1 report the average.

From Table 1, we can make some observations as follows. Our GnCR algorithm, in contrast to the case of Gaussian generative model discussed previously, seems
Table 1. We evaluate the performance of the shuffled regression algorithms described in Section 4.1 on different real datasets from Dua and Graff (2017); Winner (2009), using the metrics described in Section 4.2. The datasets belong to, in the order of appearance: the chloromethane peak ratio and concentration in water Lavagnini and Magno (2007); height, weight and age of NBA players in the 2013-2014 season; aerodynamic and acoustic tests of airfoil blade sections by NASA; compressive strength of rock specimens with 8 predictors Ali et al. (2014); compressive strength of concrete sample Yeh (1998); and lastly the performance statistics of LPGA golfers in 2009. The first table corresponds to ordinary linear regression on the unshuffled data, and it provides a useful baseline for comparison, with the dimensions of each dataset shown in parantheses.
to be the most successful algorithm of all considered. It also is observed to be faster than the self-moment algorithm for most datasets. Nevertheless, permutation recovery again stands out to be a much harder task than finding a correlated coefficient vector ($\beta$), except in very small datasets. This, however, as we note is not a shortcoming of the algorithms but a manifestation of the information theoretic hardness of the problem as the train error values suggest. Relative success of GnCR algorithm in coefficient recovery compared to the permutation recovery highlights the promising suitability of GnCR algorithm in realistic anonymous learning applications.

**Effect of partial information.** As discussed before, our algorithm is designed to leverage partial information (seeds), if available, for the recovery of $\Pi^{true}$ and the regression coefficients. We define the seed ratio to be the ratio of the number of randomly chosen seeds to total number of samples in the training set. We chose the three real datasets that the GnCR algorithm showed poorer performance previously, in terms of coefficient recovery, to show how side information helps our algorithm. On these three datasets, we report the plots of our success metrics for differing seed ratio in Figure 2. Each setting for each parameter is repeated ten times with randomly selected seeds.

The figure shows our algorithm to improve in recovering the regression coefficients as a result of incorporating side information, although surprisingly the permutation recovery is not noticeably affected. Train error increases in some cases with the seeds which suggest their role in ameliorating the overfitting observed previously in experiments on real datasets without the seed information. These observations suggest a few seeds are very useful in rendering the data learnable without sacrificing the anonymity of the rest, and therefore further study of algorithms that exploit the seed information could be valuable in the practical applications of the shuffled regression problem.

5. **Discussion**

Motivated by the connection between shuffled linear regression and seriation, in this paper we propose a new algorithm for the former through a Bayesian formulation of the problem. We perform extensive numerical experiments to test our algorithm and compare it to the selected benchmark methods.

Our experiments suggest that our algorithm has comparable performance with state-of-the-art empirical methods. One advantage that our algorithm presents over existing approaches is that it naturally generalizes to the multi-output setting, while also being faster. According to the experiments in real datasets, it seems to stand on the sweet spot between efficiency and accuracy. Furthermore, we devised our algorithm so that it incorporates the side information in the form of seeds, if available. We showed that this feature can be a significant advantage compared to other algorithms, given that the permutation recovery is information theoretically impossible in several real scenarios without the seeds.
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Figure 2. Results on real datasets with provided seeds. We evaluate the performance of our GnCR algorithm with varying seed ratios on the real datasets for which the GnCR showed the worst performance in the unseeded case. Note that the permutation overlap includes the given seeds, accordingly the diagonal \((x = y)\) line in the permutation recovery plots represent the baseline.
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