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Abstract

The known Complex Step Derivative (CSD) method allows easy and accurate differentiation up to machine precision of real analytic functions by evaluating them a small imaginary step next to the real number line. The current paper proposes that derivatives of holomorphic functions can be calculated in a similar fashion by taking a small step in a quaternionic direction instead. It is demonstrated that in so doing the CSD properties of high accuracy and convergence are carried over to derivatives of holomorphic functions. To demonstrate the ease of implementation, numerical experiments were performed using complex quaternions, the geometric algebra of space, and a $2 \times 2$ matrix representation thereof.
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1. Introduction

The Complex Step Derivative (CSD) of a real analytic function $f(x)$ works by evaluating the function not on the real number line, but by taking a small imaginary step $ih$ beside it instead [21]. From the Taylor series we see that

$$f(x + ih) = f(x) + ihf'(x) - \frac{h^2}{2} f''(x) + O(h^3). \quad (1)$$
Therefore, if $h$ is chosen sufficiently small the imaginary part gives the first derivative up to corrections of $O(h^2)$:

$$f'(x) = \frac{1}{h} \text{Im} [f(x + ih)] + O(h^2). \quad (2)$$

If the function can be accurately evaluated at the complex point $x + ih$, this method is actually convergent and therefore $h$ can be made arbitrarily small, leading to derivatives accurate to machine precision. This is not the case for finite difference based techniques, since eventually $f(x)$ and $f(x + h)$ become indistinguishable and therefore $f(x + h) - f(x)$ equals zero in floating point arithmetic.

Although very accurate and easily implementable, CSD does not work for complex functions $f : \mathbb{C} \to \mathbb{C}$, since the imaginary part is no longer directly identifiable with the derivative. However, it is possible to recover a similar rule by taking a small step in a quaternionic direction instead:

$$f(z + jh) = f(z) + hjf'(z) - \frac{h^2}{2}f''(z) + O(h^3), \quad (3)$$

where $j$ is a unit quaternion which, like the imaginary unit, satisfies $j^2 = -1$. This enables instant derivation of holomorphic functions and, by simple extension, of piecewise holomorphic functions (piecewise functions whose pieces are complex differentiable, i.e., analytic). Just like CSD this technique is convergent and in many cases gives the first derivative up to machine precision with only a single function evaluation. This method will be referred to as Quaternionic Step Derivation (QSD).

Compared to existing generalizations of CSD, which we briefly review further on, QSD can be implemented using standard libraries and available software. If software support for quaternions is not available, we will show that one can switch to matrix representations: derivatives can be evaluated using a single function evaluation with a matrix argument. Support for polynomials and special functions with matrix arguments is included in several existing scientific libraries, such as \texttt{expm}, \texttt{sinm} and \texttt{cosm} in \textsc{SciPy}, or \texttt{expm} in \textsc{Matlab}.

This paper is organized as follows. Firstly, §2 introduces the quaternions using the geometric algebra of 3 dimensional space, discusses their matrix representations, and the formal conditions under which QSD is valid. Secondly, §3 discusses the application of QSD to several trial functions. Lastly, we summarize the most important conclusions in §4.

2. Quaternionic Step Derivation

The goal is to find the derivative of an analytic function $f(z) \in \mathbb{C}$ with $z \in \mathbb{C}$. In order to do this we would like to introduce another imaginary unit $j$ such that

$$f(z + hj) = f(z) + hjf'(z) - \frac{h^2}{2}f''(z) + O(h^3). \quad (4)$$
The obvious thing to try is to introduce the quaternions $i, j$ and $k$ which all satisfy $i^2 = j^2 = k^2 = -1$ and to build the complex numbers as $z = a + bi$ and to use e.g. $j$ as the new variable. However, this does not work because $i$ and $j$ anti-commute: $ij + ji = 0$. As a consequence the square of any normalized quaternion $q = c_1i + c_3j + c_kk$ with $c_1^2 + c_3^2 + c_k^2 = 1$ is $-1$:

$$q = (c_1i + c_3j + c_kk)^2 = -1.$$ 

Ergo, the quaternion $q$ as a whole behaves as a unit imaginary, and $i$ and $j$ cannot be considered as separate imaginary units. Therefore we need two commuting imaginary units.

A straightforward way to do this is to introduce multicomplex numbers using the recursive definition

$$C_n = \{z_1 + z_2i_n | z_1, z_2 \in C_{n-1}\}, \quad (5)$$

where $i_n^2 = -1$ and $C^0 := \mathbb{R}$. Lantoine et al. have demonstrated the utility of this approach [14] for taking higher order derivatives of real analytic functions, and it is clear that defining bicomplex numbers

$$C^2 = \{(a_1 + i_1b_1) + i_2(a_2 + i_1b_2) | a_1, a_2, b_1, b_2 \in \mathbb{R}, i_1^2 = i_2^2 = -1\} \quad (6)$$

allows the computation of the first derivative of a complex function using (4).

However, an alternative solution becomes apparent by considering the geometric algebra $\mathcal{G}(\mathbb{R}_3)$, whose bivectors are the quaternions, and whose pseudoscalar is a commuting imaginary unit [10, 11]. The connection between $\mathcal{G}(\mathbb{R}_3)$ and quaternions is well-known, but we include a derivation here from basic principles. This allows us to shed light on the choices one has for a quaternionic direction, which we will explore further afterwards.

2.1. Commuting imaginary units based on geometric algebra

The geometric algebra over a vector space distinguishes itself by the definition of the geometric product, which combines the dot and exterior product between vectors, to multiply vectors into multivectors. Typically, and for the remainder of this article, the geometric product is written using juxtaposition.

In order to construct $\mathcal{G}(\mathbb{R}_3)$, we start with the orthogonal basis vectors $e_i$ with $i = 1, 2, 3$, and impose that $e_i^2 = 1$. But since there is nothing special about these particular basis vectors, any linear combination of them must also square to a scalar. This is called the contraction axiom: if $x = ae_1 + be_2 + ce_3$, then $x^2 \in \mathbb{R}$, where $a, b, c \in \mathbb{R}$. Explicit calculation gives

$$x^2 = (a^2 + b^2 + c^2) + ab(e_{12} + e_{21}) + ac(e_{13} + e_{31}) + bc(e_{23} + e_{32}). \quad (7)$$

Thus, $e_ie_j = -e_je_i$ in order for $x^2$ to be a real number. Hence, orthogonal vectors anti-commute. The product of two orthogonal basis vectors does not reduce to a scalar but is a bivector:

$$e_{ij} := e_ie_j. \quad (8)$$
Using the anticommutivity of orthogonal vectors we compute the square of the bivectors and find
\[ \mathbf{e}_{ij}^2 = \mathbf{e}_i \mathbf{e}_j \mathbf{e}_i \mathbf{e}_j = -\mathbf{e}_i^2 \mathbf{e}_j^2 = -1. \] (9)
The bivectors are therefore of imaginary type and can be associated with the quaternions:
\[ \mathbf{i} := \mathbf{e}_{32}, \quad \mathbf{j} := \mathbf{e}_{13}, \quad \mathbf{k} := \mathbf{e}_{21}. \] (10)
But it is also possible to multiply all three basis vectors together, which gives the pseudoscalar \( \mathbf{e}_{123} \):
\[ \mathbf{i} := \mathbf{e}_1 \mathbf{e}_2 \mathbf{e}_3 = \mathbf{e}_{123}. \] (11)
This element not only squares to \(-1\), but it also commutes with all elements of the algebra, which is straightforward to demonstrate using the anti-commutivity of orthogonal vectors. This makes it a perfect candidate for the regular complex unit \( \mathbf{i} := \mathbf{e}_{123} \). In terms of \( \mathbf{i} = \mathbf{e}_{123} \) the quaternions can also be written as
\[ \mathbf{i} = -i \mathbf{e}_1, \quad \mathbf{j} = -i \mathbf{e}_2, \quad \mathbf{k} = -i \mathbf{e}_3. \] (12)
The Cayley table of \( \mathcal{G}(\mathbb{R}_3) \) is shown in Table 1.

There are now several choices for a quaternionic generalization of complex numbers that we could use. For readability, here we choose \( \mathbf{j} \) as the quaternionic component. Thus, a bicomplex number \( w \) can be written with a quaternionic component as
\[ w = (a + bi) + (c + di) \mathbf{j}. \] (13)
The number of basis vectors in an element defines its grade, e.g. \( \mathbf{j} = \mathbf{e}_{13} \) is of grade 2 and \( \mathbf{i} = \mathbf{e}_{123} \) is of grade 3. As a generalization of the usual Re and Im operators of complex analysis it is prudent to introduce a grade selection operator to distinguish the various grades. The grade selection operator is denoted \( \langle w \rangle_r \), and selects the grade \( r \) part of \( w \). Using grade selection we can select the complex part of \( w \) by defining
\[ \langle w \rangle_\mathbb{C} := \langle w \rangle_0 + \langle w \rangle_3 = a + bi. \]
With this notation the QSD analog of (2) is

\[
f'(z + hj) = \frac{1}{h} \left\langle \frac{f(z + hj)}{j} \right\rangle_{C} + \mathcal{O}(h^2). \tag{14}
\]

Because transcendental functions like exponentials and logarithms are well defined for complex quaternions, QSD can be used to evaluate their derivatives as well. However, depending on the library or representation used, the promised machine level precision might not always be available out of the box. For this reason appendix A details closed form expressions for these functions.

2.2. QSD is agnostic to the quaternionic direction

In the previous section \( j \) was chosen as the quaternionic direction to aid readability. However, in principle there is no preference for a particular quaternionic direction. To demonstrate this, let \( q \) be a linear combination of the unit quaternions:

\[
q = c_1 i + c_2 j + c_3 k, \tag{15}
\]

normalized such that \( q^2 = -1 \) and therefore \( c_1^2 + c_2^2 + c_3^2 = 1 \). Since \( i = e_{123} \) commutes with all quaternions, it also commutes with \( q \), and thus \( q \) can be used to perform QSD:

\[
f(z + hq) = f(z) + hq f'(z) - \frac{h^2}{2} f''(z) + \mathcal{O}(h^3). \tag{16}
\]

Since \( q^2 = -1 \), \( f'(z) \) is obtained as

\[
f'(z) = \frac{1}{h} \left\langle f(z + hq)q^{-1} \right\rangle_{C} + \mathcal{O}(h^2).
\]

Expressing \( c_1, c_2 \) and \( c_3 \) in spherical coordinates,

\[
c_1 = \sin \theta \cos \phi, \quad c_2 = \sin \theta \sin \phi, \quad c_3 = \cos \theta, \tag{17}
\]

with \( \theta \in [0, \pi], \phi \in [0, 2\pi] \), the claim of independence of quaternionic directions can be investigated as a function of \((\theta, \phi)\). The results are presented further on in §3.2 and have interesting consequences for the \( 2 \times 2 \) matrix representation.

2.3. Matrix representations of \( \mathcal{G}(\mathbb{R}_3) \)

In order to build a matrix representation of \( \mathcal{G}(\mathbb{R}_3) \) we use that the Pauli matrices \( \sigma_i \) form a matrix representation of the basis vectors of 3D space \( \mathbb{I} \), and therefore \( \sigma_i \leftrightarrow e_i \), where \( \leftrightarrow \) denotes isomorphism. It follows that the pseudoscalar \( e_{123} \) is identified with

\[
e_{123} \leftrightarrow \sigma_1 \sigma_2 \sigma_3 = i \mathbb{I}_2,
\]
where $i$ is the ordinary complex unit and $\mathbb{I}_2$ the $2 \times 2$ identity matrix. Thus,

\[
i \Leftrightarrow \mathbb{I}_2 := -i\sigma_1 = \begin{pmatrix} 0 & -i \\ -i & 0 \end{pmatrix},
\]

\[
j \Leftrightarrow \mathbb{J}_2 := -i\sigma_2 = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix},
\]

\[
k \Leftrightarrow \mathbb{K}_2 := -i\sigma_3 = \begin{pmatrix} -i & 0 \\ 0 & i \end{pmatrix}.
\]  

(18)

This representation is compact, but it does suffer from a drawback. In the geometric algebra $\mathcal{G}(\mathbb{R}_3)$ all basis elements are orthogonal under the inner product:

\[
x \cdot y = \begin{cases} 0 & x \neq y \\ \pm 1 & x = y, \end{cases}
\]

as is evident from the Cayley table 1. The matrix equivalent of this inner product is

\[
x \cdot y \rightarrow \frac{1}{n} \text{tr} X_n Y_n,
\]  

(19)

where $X_n$ is an $n \times n$ matrix representation of $x$. When considering $A = X_2 Y_2$ with $X_2 = \mathbb{K}_2$ and $Y_2 = i\mathbb{I}_2$, we find

\[
A_{11} + A_{22} = \frac{1}{2} \text{Tr} \left( i\mathbb{K}_2 \right) = \frac{1}{2} \text{Tr} \left( \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \right),
\]

which is zero analytically, but numerically the exact cancellation of $A_{11}$ and $A_{22}$ is not guaranteed. As will be demonstrated in §3.2 and §3.3 in practice QSD implementations involving $\mathbb{K}_2$ lead to catastrophic cancellations. When $\mathbb{I}_2$ or $\mathbb{J}_2$ is used this is not an issue as the zero trace does not depend on the exact cancellation of the elements.

In order to restore the orthogonality of the basis elements of $\mathcal{G}(\mathbb{R}_3)$ a $4 \times 4$ real representation of the quaternions can be used instead:

\[
i \Leftrightarrow \mathbb{I}_4 := \begin{pmatrix} 0 & 1 & 0 & 0 \\ -1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & -1 & 0 \end{pmatrix},
\]

\[
j \Leftrightarrow \mathbb{J}_4 := \begin{pmatrix} 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & 1 \\ 1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \end{pmatrix},
\]

\[
k \Leftrightarrow \mathbb{K}_4 := \begin{pmatrix} 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \\ 0 & -1 & 0 & 0 \\ -1 & 0 & 0 & 0 \end{pmatrix}.
\]  

(20)
This representation is obtained from the defining representation (18) by realizing that the quaternions (12) are isomorphic to the Lie group SU(2). This follows from their commutation relations
\[
-\,i\sigma_i, -\,i\sigma_j = -2\sigma_{ij} = -2\sigma_{ijk}\sigma_k
\]  
which are isomorphic to those of the Lie algebra \(su(2)\), since \(\sigma_{ijk} = \pm i\) where the sign depends on the number of permutations needed to bring \(\sigma_{ijk}\) to \(i := \sigma_{123}\).[3]

One can easily verify that the matrices defined in Eq. (20) obey the \(su(2)\) Lie algebra (21) as well, and as such form another representation.

Specifically, the matrices (20) correspond to the \((1/2, 0) \oplus (0, 1/2)\)-representation of the restricted Lorentz group. The representations of the underlying Lie algebra can be obtained from those of \(su(2) \oplus su(2)\), see [24] for an informal physics-inspired discussion or [5] for a rigorous treatment.

In this \(4 \times 4\) representation \(K_4\) is anti-diagonal, and therefore
\[
\frac{1}{4} \text{Tr}(iK_4) = 0
\]

exactly, just like for \(I_4\) and \(J_4\). This representation truly respects the orthogonality of the basis elements of \(G(R_3)\).

The matrix representation of a bicomplex number \(w\) is now written as
\[
w = (a + bi)I_n + (c + di)J_n,
\]  
where \(I_n\) is the \(n\)-dimensional identity matrix and
\[
\langle w \rangle_C := a + bi = \frac{1}{n} \text{tr}[w], \quad \langle w J_n^{-1} \rangle_C := c + di = \frac{1}{n} \text{tr}[w J_n^{-1}].
\]  
The matrix representation of the derivative of a holomorphic function \(f(z)\) is given by
\[
f'(z) = \frac{1}{nh} \text{tr}[f(zI_n + hJ_n)J_n^{-1}] + O(h^2).
\]  
Common mathematical functions should be replaced by their matrix counterpart. For example, the operation of division should be replaced by matrix inversion
\[
1/w \rightarrow w^{-1},
\]  
where due to commutativity there is no distinction between the left and right inverse, and the matrix exponent is defined by the series
\[
e^w = \sum_{n=0}^{\infty} \frac{w^n}{n!},
\]  
\[\text{The geometric product automatically takes care of any sign swaps, hence there is no need for the Levi-Civita tensor.}\]
which can then be used to define trigonometric functions
\[
\sin w = \frac{1}{2i}(e^{wi} - e^{-wi}), \quad \cos w = \frac{1}{2}(e^{wi} + e^{-wi}).
\] (27)

Such matrix functions are commonly available in programming languages. However, not all matrix functions maintain the desired precision, as we shall see in section 3.1. For this reason appendix A describes how various elementary functions like logarithms and square roots could be implemented to maintain a high degree of accuracy.

2.4. Existence of the Taylor series

Under which conditions does the Taylor series of eq. (4) exist? A holomorphic function \( f(z) \) is complex differentiable at every point \( z_0 \) in its domain \( U \). Therefore it can be written as a Taylor series around \( z_0 \):
\[
f(z) = \sum_{k=0}^{\infty} \frac{1}{k!} \frac{d^k f(z_0)}{dz^k} (z - z_0)^k.
\] (28)

This series converges when \( |z - z_0| < r \), with \( r \) the radius of convergence.

In order to find the convergence conditions of \( f(z + hq) \), consider the \( 2 \times 2 \) matrix representation of the argument:
\[
A = z_1 1_2 + hQ_2.
\] (29)

The eigenvalues of \( A \) are \( \lambda_{\pm} = z \pm ih \). Applying Theorem 4.7 of [12] to \( f(A) \), the Taylor expansion of \( f(A) \) around \( z_0 1_2 \) exists if and only if each of the eigenvalues of \( A \) satisfies one of the following conditions:

1. \( |\lambda_{\pm} - z_0| = |(z - z_0) \pm ih| < r \).
2. \( |\lambda_{\pm} - z_0| = |(z - z_0) \pm ih| = r \), and the series is convergent for \( f(\lambda_{\pm}) \).

Therefore, since \( h \) is arbitrarily small, \( h \) can always be chosen such that \( |\lambda_{\pm} - z_0| \leq r \).

An alternative approach is to consider the Cauchy-Riemann equations for functions over biquaternions. Defining complex numbers as \( z_n = a_n + ib_n \), a biquaternion can be written as \( w = z_1 + qz_2 \). In order for the Taylor series eq. (4) to be valid, we need to know under which conditions \( f'(w_0) = \partial f(w_0)/\partial w \) exists. Let \( h \in G(\mathbb{R}_3) \cong \mathbb{C} \otimes \mathbb{H} \) be a complex quaternion. Then the formal definition of \( f'(w_0) \) is
\[
f'(w_0) := \lim_{h \to 0} \frac{f(w_0 + h) - f(w)}{h},
\] (30)
if this limit exists. For the limit to exist it must be the same regardless of the direction along which it is approached. This results in the Cauchy-Riemann equations
\[
\frac{\partial f(w_0)}{\partial a_1} = \frac{\partial f(w_0)}{i\partial b_1} = \frac{1}{i} \frac{\partial f(w_0)}{\partial a_2} = \frac{1}{i q} \frac{\partial f(w_0)}{\partial b_2}.
\] (31)
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The Wirtinger derivatives with respect to these variables are

\[
\frac{\partial}{\partial z_n} = \frac{1}{2} \left( \frac{\partial}{\partial a_n} - i \frac{\partial}{\partial b_n} \right) \quad \frac{\partial}{\partial \bar{z}_n} = \frac{1}{2} \left( \frac{\partial}{\partial a_n} + i \frac{\partial}{\partial b_n} \right) \quad (32)
\]

\[
\frac{\partial}{\partial w} = \frac{1}{2} \left( \frac{\partial}{\partial \bar{z}_1} - q \frac{\partial}{\partial \bar{z}_2} \right) \quad \frac{\partial}{\partial \bar{w}} = \frac{1}{2} \left( \frac{\partial}{\partial \bar{z}_1} + q \frac{\partial}{\partial \bar{z}_2} \right). \quad (33)
\]

Using these derivatives the Cauchy Riemann equations (31) can be restated as independence of \( f(w) \) from \( \bar{w}, \bar{z}_2 \) and \( \bar{z}_1 \):

\[
\frac{\partial f(w_0)}{\partial \bar{w}} = \frac{\partial f(w_0)}{\partial \bar{z}_1} = \frac{\partial f(w_0)}{\partial \bar{z}_2} = 0. \quad (34)
\]

Therefore the Taylor expansion of eq. (4) is valid when the Cauchy-Riemann equations eq. (31) are met.

2.5. Relation to existing work

The use of complex analysis for the evaluation of derivatives of holomorphic functions dates back at least to Lyness [15] and Lyness and Moler [16], based predominantly on Cauchy integrals in the complex plane. More recently, it was shown by Bornemann that optimization of the contour of Cauchy integrals may yield machine precision accuracy even for very high order derivatives [6]. Yet, apart from achieving similar high accuracy, the evaluation of Cauchy integrals with quadrature rules differs substantially from CSD and QSD, which require only a single function evaluation.

The Complex Step Derivative was introduced by Squire and Trapp [21], who with a number of examples also emphasized the possibility of achieving machine precision accuracy. The technique continues to be used (see e.g. [4, 17]) and extended: to higher order derivatives [13], matrix functions [2], Lie groups [8] and bicomplex or multicomplex numbers [7, 14].

In applications, CSD is often seen as an alternative to Automatic Differentiation (AD), with which it shares some similarities [18], especially when based on dual numbers. Yet, complex numbers are available in all popular programming languages and this often makes CSD comparatively easy to implement.

Turner already generalized CSD using quaternions [22]. However, the three unit quaternions \( i, j, k \) are used separately for each argument of a three-dimensional function. Unlike the setting of holomorphic functions of a single complex argument, this does not require that they commute. Commuting roots of \(-1\) are, as we have established, an essential property for the derivation of functions of a single complex variable using quaternions.

Among the above-mentioned extensions of CSD, the multicomplex methods of [7, 14] are most closely related to QSD. Indeed, much like quaternions, the relatively recent theory of multicomplex analysis starts from multiple roots of \(-1\) which, unlike quaternions, all commute by construction [20]. These roots offer additional degrees of freedom that may be used to evaluate higher order, partial derivatives of real analytic functions. This was shown and used by Lantoine [14], and also provides the basis for a recent Matlab toolbox [2].
Having arrived independently at a similar construction, we will focus on the differences between QSD and multicomplex methods later on. We will demonstrate that QSD can be implemented using complex quaternions, geometric algebra, or a complex matrix representation thereof, and so can also be implemented relatively easily when one of these facilities is available.

3. Results

Four possible implementations of QSD were tested for their accuracy in computing first derivatives of holomorphic functions. To provide context, the results are compared against central differences, and the state of the art Matlab multicomplex number class of Casado and Hewson [7]. The four QSD implementations are a geometric algebra implementation using the clifford Python package [3], complex quaternions using SymPy [19], and the 2 × 2 and 4 × 4 matrix representations of §2.3 using SciPy [23].

The results are presented as follows. Firstly, in §3.1 the calculation of the first derivative of a literature standard holomorphic function is performed. Secondly, §3.2 compares the angular dependence of the quaternionic step for the GA and matrix implementations. Thirdly, §3.3 describes a relation to finite differences. Finally, §3.4 considers the differentiation of the principal logarithm $\ln z$ since it is such a fundamental building block of complex analysis.

In all of the following sections the relative error in the $n$-th derivative $f^{(n)}$ is measured as

$$\epsilon = \frac{|f^{(n)} - f^{(n)}_{\text{exact}}|}{|f^{(n)}_{\text{exact}}|}.$$  \hfill (35)

The $n$-th order central difference is computed as

$$\delta_n^h f(x) = \sum_{i=0}^{n} (-1)^{i} \binom{n}{i} f\left( x + \left( \frac{n}{2} - i \right) h \right),$$  \hfill (36)

where $h$ is the step size.

3.1. First derivative of a holomorphic function

A literature standard trial function in CSD papers is

$$g(z) = \frac{e^z}{\cos^3(z) + \sin^3(z)},$$  \hfill (37)

dating back to the original 1967 paper by Lyness and Moler [16].

Although eq. (37) is a holomorphic function, CSD only allows the computation of its derivative for real values, as the complex axis is reserved for holding the first derivative. But with QSD we are now able to accurately compute the derivative anywhere on the complex plane. To demonstrate this we shall differentiate $g(z)$ at

$$z = \frac{\pi}{4} + \frac{\pi}{3} i.$$
(a) Precision in the calculation of $\frac{dg}{dz}$, evaluated at $z = \frac{\pi}{4} + \frac{\pi}{3}i$.

(b) Derivatives of $2 \times 2$ matrix representations of various transcendental and algebraic functions, evaluated at $Z_2 = (\frac{\pi}{4} + \frac{\pi}{3}i)1_2$.

Figure 1: Step size $h$ vs. the relative error $\epsilon$. Figure 1a shows the result of deriving $g$ at $z = \frac{\pi}{4} + \frac{\pi}{3}i$ with the methods listed in §3. The various implementations of QSD perform markedly better than the central difference method, as finite differences does not achieve the same accuracy as QSD, and does not converge as $h$ gets smaller. The QSD matrix implementation using $K_2 = -i\sigma_3$ performs similar to the central difference method as expected, but all three implementations of QSD which truly leverage the orthogonality of $G(\mathbb{R}_3)$ result in machine precision determination of the derivative and are convergent.

When using matrix representations, the available precision in QSD becomes limited by the precision of the matrix methods used. This is shown in fig. 1b which shows the $h$ vs. $\epsilon$ curve for the $2 \times 2$ matrix representations of various transcendental and algebraic functions evaluated at $z$. The SciPy implementations of expm, sinm and cosm use Padé approximation to great success, whereas the failing logm and sqrtm rely on Schur factorization. This indicates that in practice, QSD does not work as desired for all matrix functions. However, we know from the theory of complex quaternions that all of these functions are well defined. Appendix A lists the closed form expressions for logarithms, square roots, and inverse trigonometric functions, and should be used to implement these functions to guarantee machine precision derivatives.

3.2. Quaternionic directional dependence

As discussed in §2.2, the method is expected to function equally well for all quaternionic directions. However, in §2.3 it was already discussed that QSD implemented using $K_2$ can break the required orthogonality, which was also
Figure 2: Angular dependence of the relative error $\epsilon$. The 4×4 matrix implementation in fig. 2a shows no explicit angular dependence, whereas the 2×2 matrix representation in fig. 2b has a clear preference for $\theta = \pi/2$, which avoids $k$. Results comparable to fig. 2a are obtained for the GA and complex quaternion implementations, and hence those results are not shown.

numerically found in section [3.1]. To investigate the angular dependency of this loss of orthogonality in more detail, fig. 2 displays the relative error $\epsilon$ for a scan of possible quaternionic directions

$$q = c_i \mathbf{i} + c_j \mathbf{j} + c_k \mathbf{k},$$

where $c_i$, $c_j$ and $c_k$ were previously defined in eq. (17), for $h = 10^{-20}$. This procedure is explained in more detail in [2.2].

The 4×4 matrix implementation shown in fig. 2a reaches $\epsilon < 10^{-15}$ everywhere, clearly demonstrating that the quaternionic step can be taken in any direction as anticipated in [2.2]. However, the 2×2 matrix representation shown in fig. 2b fails everywhere except when $\theta = \pi/2$, corresponding to $c_k = 0$ and therefore

$$q = c_i \mathbf{i} + c_j \mathbf{j} = \cos \phi \mathbf{i} + \sin \phi \mathbf{j}.$$  

(39)

When using the 2×2 matrix representation $K_2$ should therefore be avoided, but any combination of $I_2$ and $J_2$ can be used. Of course, using a 4×4 matrix representation instead of a 2×2 representation comes with a higher computational cost.

3.3. Relation between QSD and finite differences

The results in the previous sections [3.1, 3.2] have shown that the initial convergence of the QSD methods is comparable to that of the central difference formula (36). This is not a coincidence, as the following lemma shows.
Lemma 1. With $Q_2$ defined as in §2.2 [24] satisfies
\[ \frac{1}{2h} \text{tr} \left[ f(z I_2 + hQ_2)Q_2^{-1} \right] = \frac{f(z + hi) - f(z - hi)}{2h}. \] (40)

Proof. Denote by $A = z I_2 + hQ_2$ the matrix-argument to the function $f$ in [24] and note that:
\[
A = z I_2 + hQ_2 = \begin{bmatrix}
    z - hi \cos(\theta) & h \sin(\theta) [-i \cos(\phi) - \sin(\phi)] \\
    h \sin(\theta) [\sin(\phi) - i \cos(\phi)] & z + hi \cos(\theta)
\end{bmatrix}.
\] (41)

The eigenvalues of this matrix are $\lambda = z \mp hi$, with corresponding normalized eigenvectors
\[
\frac{1}{\sqrt{2}} \begin{bmatrix}
    -\cot(\theta) \mp \csc(\theta) \\
    \cos(\phi) + i \sin(\phi)
\end{bmatrix}
\]

Thus, $A = P \Lambda P^{-1}$ with
\[
\Lambda = \begin{bmatrix}
    z - hi & 0 \\
    0 & z + hi
\end{bmatrix}, \quad P = \frac{1}{\sqrt{2}} \begin{bmatrix}
    -\cot(\theta) - \csc(\theta) & -\csc(\theta) \cot(\theta) \\
    \cos(\phi) + i \sin(\phi) & 1
\end{bmatrix}.
\]

By the spectral mapping theorem, using $Q_2$ again and performing the multiplications and trace operation, the result follows.

The lemma shows that the application of central difference with a purely imaginary step $ih$ is mathematically equivalent to the trace of a function evaluation with a matrix argument. Yet, this mathematical equivalence falls short of explaining the beneficial convergence of QSD for very small $h$, which is a numerical phenomenon.

Indeed, the right hand side of (40) suffers catastrophic cancellation for small $h$, but the left hand side does not if $\theta = \pi/2$. In this case the matrix argument given by (41) cleanly separates quantities of different magnitude along the diagonal and anti-diagonal. As a result, this matrix can be accurately represented with standard floating point values even when $h = 10^{-200}$. Depending on how the evaluation of $f$ is implemented, the separation of orders may even persist, as for small $h$ any analytic function $f$ approximately acts separately on the diagonal and anti-diagonal – this follows from the Taylor series (16) where the matrix-representation of $Q$ is anti-diagonal. Conversely, if $Q$ is not an anti-diagonal matrix, the quantities of different order mix and any presence of a small $h$ is numerically neglected. This is the case when using the matrix representation of $K_2$, which does not work as illustrated in §3.2.

As an explicit example, with $z = 0.5 + 0.2i$, $h = 10^{-100}$, $Q_2 = J_2$ and $f(z) = e^z$, we see that
\[
A = \begin{bmatrix}
    0.5 + 0.2i & 10^{-100} \\
    -10^{-100} & 0.5 + 0.2i
\end{bmatrix}
\]
3.4. First derivative of the Principal Logarithm

A complex number \( z = a + bi = re^{i\theta} \) has principal logarithm

\[
f(z) = \ln z = \ln |z| + i \arg(z) = \ln r + i\theta, \tag{42}
\]

where the principal argument

\[
\arg z = \text{atan2}(b, a) \tag{43}
\]

lies in the open-closed interval \((-\pi, \pi]\). It is defined using the 2-argument arctangent, which unambiguously returns a value in the interval \((-\pi, \pi]\). The
extension of the complex logarithm when evaluated with a quaternionic component $h q$ is given in appendix A, and fig. [15] demonstrated that this closed form has to be used when using a matrix representation.

$\text{Ln } z$ is analytic in the domain $r > 0, -\pi < \theta < \pi$, but it has a branch cut when $\theta = \pi$ and a branch point when $r = 0$ [1]. In the domain of analyticity $\text{Ln } z$ has derivative

$$\frac{d \text{Ln } z}{dz} = \frac{1}{z}.$$ (44)

The derivative $1/z$ is a meromorphic function, as it is holomorphic everywhere except at the pole $z = 0$. Figure 3a shows the imaginary part of $\text{Ln } z$ for $-1 \leq a \leq 1$ and $-1 \leq b \leq 1$, and shows the discontinuity when $a \leq 0, b = 0$; which is due to the branch cut. A finite difference based method would fail to compute the differential across this branch cut, and for the same reason the definition of the derivative in the complex plane

$$\frac{df}{dz} = \lim_{\Delta z \to 0} \frac{f(z + \Delta z) - f(z)}{\Delta z}$$ (45)

does not exist at the branch cut.

But fig. 3b shows the relative error when applying QSD to $\text{Ln } z$ with $h = 10^{-20}$, zoomed in on the small region $-10^{-15} \leq a \leq 10^{-15}, -10^{-15} \leq b \leq 10^{-15}$. Two things stand out in the figure. Firstly, the singularity at $z = 0$, for which the derivative $1/z$ has a pole, eventually causes the method to fail when $z \to 0$. However, even at a radius $r \approx 2 \cdot 10^{-16}$ the derivative is still computed with a relative error of only $\epsilon = 10^{-9}$, indicating excellent accuracy even near a singularity. Secondly, the branch cut of $\text{Ln } z$ is not visible in fig. 3b. This is because the derivative is computed with only a single evaluation of $f(z + h q)$, and since $-\pi \leq \text{Arg } z \leq \pi$ includes $\pi$, the method does not experience ambiguity at the branch cut. This result might be unexpected considering that formally the derivative is not defined on the branch cut. However, this ambiguity arises precisely because the complex derivative is defined with a subtraction, which is the problem QSD was designed to avoid. As the Riemann surface of $\text{Ln } z$ clearly has a derivative of $1/z$ everywhere, $1/z$ is in fact the correct answer, albeit unexpected.

4. Conclusion

Quaternionic Step Differentiation (QSD) generalizes the attractive properties of Complex Step Differentiation to holomorphic functions: it requires only a single function evaluation, the procedure is convergent, and standard mathematical operations are well defined for complex quaternions, and so any standard complex quaternion implementation facilitates QSD. To demonstrate this flexibility QSD implementations using $G(\mathbb{R}_3)$, complex quaternions and the matrix representations thereof were investigated. The method can therefore be implemented using the traditional tools of scientific computing, even in programming environments where currently no GA or AD support is available.
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A. Elementary Functions

Many of the common transcendental functions take on particularly nice forms when they are considered over complex-quaternions. In this section closed form expressions for the exponential, logarithm, square root and (inverse) trigonometric functions will be given.

A.1. Exponents

Of vital importance to a great number of elementary functions is the exponential function. For \( w = a + bi + c\mathbf{q} + di\mathbf{q} \) the exponential function can be greatly simplified by using \([i, \mathbf{q}] = 0, \text{ and } i^2 = \mathbf{q}^2 = -1, (i\mathbf{q})^2 = 1\):

\[
X = e^w = e^{a+bi}e^{c\mathbf{q}}e^{d\mathbf{q}} = e^a[\cos(b) + i\sin(b)][\cos(c) + \mathbf{q}\sin(c)][\cosh(d) + i\mathbf{q}\sinh(d)].
\] (46)

An alternative derivation of the same result is to write \( w \) more explicitly as a complex quaternion:

\[w = (a + bi) + (c + di)\mathbf{q}\]

and using the quaternion exponentiation formula,

\[
X = e^w = e^{a+bi}(c+di)\mathbf{q} = e^{a+bi}[\cos(c + di) + \mathbf{q}\sin(c + di)].
\]

A.2. Polar Decomposition

Due to the commutativity of \( i \) and \( \mathbf{q} \), every invertible element \( X = e^{a+bi+(c+di)\mathbf{q}} \) can trivially be decomposed into a unitary element \( U = \exp(bi + c\mathbf{q}) \) and a scale factor \( S = \exp(a + d i\mathbf{q}) \):

\[
X = e^{a+bi+c\mathbf{q}+di\mathbf{q}} = e^{a}e^{bi}e^{c\mathbf{q}}e^{d\mathbf{q}} = (e^{bi}e^{c\mathbf{q}})(e^{a}e^{d\mathbf{q}}) = US,
\] (47)

where \( U\tilde{U} = 1 \) and \( \tilde{S} = S \) is self-reverse (Hermitian). The \( \sim \) operation reverses the ordering of basis vectors, e.g.

\[\tilde{i} = e_{321} = -e_{123} = -i, \quad \tilde{\mathbf{q}} = -\mathbf{q}.\]
and corresponds to the Hermitian conjugation operation of linear algebra. In order to find the decomposition, the first step is to realize that $X\tilde{X}$ only carries information about $S^2$:

$$X\tilde{X} = SU\tilde{U}S = S^2.$$  \hfill (48)

If the square root $S = \sqrt{S^2}$ can be found, then a decomposition into $S$ and $U$ is given by

$$U = XS^{-1}.$$  

**Lemma 2.**

$$S = \frac{X\tilde{X} + [[X\tilde{X}]]}{\sqrt{2}}$$

$$S = \frac{X\tilde{X} + [[X\tilde{X}]]}{\sqrt{2}}$$

with

$$[[X\tilde{X}]] = \sqrt{\langle X\tilde{X} \rangle_0^2 - \langle X\tilde{X} \rangle_1^2},$$

where $\langle M \rangle_r$ selects the grade $r$ part of $M$.

**Proof.** A detailed derivation of Eq. (49) is given in [9], but Eq. (49) can be validated by explicit calculation:

$$X\tilde{X} = e^{2a+2d_iq} = e^{2a}(\cosh(2d) + iq \sinh(2d))$$

and

$$[[X\tilde{X}]] = e^{2a}$$

Plugging this into (49) yields

$$S = \frac{e^{2a}(e^{2d_iq} + 1)}{\sqrt{2}}$$

$$S = \frac{e^{2a}(e^{2d_iq} + 1)}{\sqrt{2}e^{2a}(1 + \cosh(2d))}$$

$$S = \frac{e^{a}}{\sqrt{2}}$$

$$S = \frac{e^{a}}{\sqrt{2}}$$

$$S = \frac{2\cosh^2(d) + 2i q \cosh(d) \sinh(d)}{\cosh(d)}$$

$$S = e^{a}(\cosh(d) + i q \sinh(d)) = e^{a+d_iq}$$

(53)

Since $S = \langle S \rangle_0 + \langle S \rangle_1$, i.e. it only has a scalar and a vector part, its inverse is

$$S^{-1} = \frac{\langle S \rangle_0 - \langle S \rangle_1}{\langle S \rangle_0^2 - \langle S \rangle_1^2}.$$  \hfill (54)

Therefore $U$ is obtained as

$$U = XS^{-1}.$$
A.3. Square Root

The square root of a unitary element $U$ is found using the polar decomposition \[ (49) \] of $1 + U$, for
\[
X = 1 + U = \sqrt{U} \left( \sqrt{\bar{U}} + \sqrt{U} \right),
\]
and $S = \left( \sqrt{\bar{U}} + \sqrt{U} \right)$ is clearly self-reverse, so
\[
\sqrt{U} = X S^{-1} = (1 + U) S^{-1}.
\]
This also makes it clear how to take the square root of any element $X$, since
\[
X^{1/2} = U^{1/2} S^{1/2}.
\]
The remaining task is to find $S^{1/2}$. Up to the usual ambiguity in sign when dealing with square roots, $S^{1/2}$ is \[ [9] \]
\[
\sqrt{S} = \frac{S + [[S]]}{\sqrt{2 \sqrt{S_0 + [[S]]}}},
\]
where $[[\ldots]]$ is defined in eq. \[ (50) \]. As demonstrated in \[ 9 \] this square root is unique when $S_0 + [[S]] > 0$. But since $S_0 = e^a \cosh(d)$ and $S_1 = e^a \sinh(d) i q$,
\[
S_0 + [[S]] = e^a \cosh(d) + \sqrt{e^{2a} \left( \cosh^2(d) - \sinh^2(d) \right)}
\]
\[
= e^a \left( \cosh(d) + 1 \right) > 0,
\]
the condition $S_0 + [[S]] > 0$ is always met in QSD, making Eq. \[ (58) \] unique up to a sign.

The square root of an element $X = \exp(w) = \exp (a + bi + cq + diq)$ as derived in this section is identical to
\[
X^{1/2} = e^{w/2} = e^{(a+bi+cq+dq)/2},
\]
as long as $-\pi < \sqrt{b^2 + c^2} \leq \pi$ except when $U = \pm iq$, since $X = 1 \pm iq$ is non-invertible. In this case the principal logarithm of section A.4 must be used to find the square root, which returns $\pi/2 (i + q)$.

A.4. Logarithm

The principal logarithm of a number $X = e^{a+bi+cq+dq}$ can be found using its polar decomposition \[ (49) \]:
\[
\ln(X) = \ln(U) + \ln(S).
\]
Therefore the principal logarithms of $U$ and $S$ have to be defined. Starting with $U$, since $U = \exp(bi) \exp(cq)$, expanding using Eulers formula yields
\[
\langle U \rangle_0 = \cosh (bi) \cosh (cq) = \cos (b) \cos (c)
\]
\[
\langle U \rangle_1 = \sinh (bi) \sinh (cq) = \sin (b) \sin (c) i q
\]
\[
\langle U \rangle_2 = \cosh (bi) \sinh (cq) = \cos (b) \sin (c) q
\]
\[
\langle U \rangle_3 = \sinh (bi) \cosh (cq) = \sin (b) \cos (c) i,
\]
(62)
where \( U_r = \langle U \rangle_r \) selects the \( r \)-grade part of \( U \). To take the logarithm we will have to make use of the 2-argument arctangent \( \text{atan2} \), which returns an angle in \((-\pi, \pi]\).

The inclusion of \( q \) introduces some ambiguity when defining the principal logarithm. For example, both \( \exp (i\pi) = -1 \) and \( \exp (q\pi) = -1 \). In order to be backwards compatible with ordinary complex analysis we demand \( \ln (-1) = i\pi \). This can be done by finding the value of \( c \) using the following lemma:

**Lemma 3.**

\[
\begin{align*}
\sin(2c) &= 2(U_1U_3 - U_0U_2)q \\
\cos(2c) &= 2(U_0^2 - U_3^2) - 1,
\end{align*}
\]

from which it follows that

\[c = \frac{1}{2} \text{atan2} (\sin(2c), \cos(2c)).\] (63)

**Proof.** The proof follows straightforwardly from (62) and the trigonometric identities \( \cos^2 \theta + \sin^2 \theta = 1 \), \( 2 \cos \theta \sin \theta = \sin(2\theta) \) and \( 2 \cos^2(\theta) = 1 + \cos(2\theta) \).

This limits the domain of \( c \) to \((-\frac{\pi}{2}, \frac{\pi}{2}]\), thus removing the ambiguity surrounding the logarithm of \(-1\), while at the same time still permitting \( c = h \approx 0 \) as it should be in QSD. With the value of \( c \) at hand, \( b \in (-\pi, \pi] \) is now calculated as

\[b = \text{atan2} (\sin(b), \cos(b)),\] (64)

where

\[
\sin b = \begin{cases} 
\frac{U_3}{\cos(c)} & |\cos(c)| > \frac{1}{\sqrt{2}} \\
\frac{U_1}{\sin(c)q} & \text{otherwise}
\end{cases},
\]

\[
\cos b = \begin{cases} 
\frac{U_0}{\cos(c)} & |\cos(c)| > \frac{1}{\sqrt{2}} \\
\frac{U_2}{\sin(c)q} & \text{otherwise}
\end{cases}.
\]

Switching the cases is technically only required when \( \cos(c) = 0 \), but doing so early avoids numerical issues when \( \cos(c) \rightarrow 0 \) and circumvents choosing an arbitrary epsilon value for when \( \cos(c) \) is considered 0.

The logarithm of \( S \) is more straightforwardly obtained by expanding

\[
S = e^{a}e^{diq}
\]

using Euler’s formula, and solving for \( a \) and \( diq \):

\[
a = \frac{1}{2} \ln \left( S_0^2 - S_1^2 \right), \quad diq = \arctanh \left( \frac{S_1}{S_0} \right). \] (65)

Putting the principal logarithms of \( U \) and \( S \) together a principal logarithm for \( X \) is obtained. As a principal logarithm it is by no means unique, in fact it is \( 2\pi \) periodic in both \( i \) and \( q \).
A.5. (Inverse) Trigonometric Functions

Trigonometric functions of complex-quaternions

\[ w = (a + bi) + j(c + di) = z_1 + jz_2 \]  \hspace{1cm} (66)

are defined by their exponential forms:

\[ \sin w = \frac{e^{iw} - e^{-iw}}{2i}, \quad \cos w = \frac{e^{iw} + e^{-iw}}{2}, \quad \tan w = \frac{\sin w}{\cos w}. \]  \hspace{1cm} (67)

Inverse trigonometric functions are defined using their logarithmic forms as familiar from complex analysis:

\[ \arcsin w = -i \ln \left( iw + \sqrt{1 - w^2} \right) \]  \hspace{1cm} (68)
\[ \arccos w = -i \ln \left( w + \sqrt{w^2 - 1} \right) \]  \hspace{1cm} (69)
\[ \arctan w = \frac{i}{2} \ln \left( 1 - iw \right) - \ln \left( 1 + iw \right), \]  \hspace{1cm} (70)

where the square roots and logarithms are implemented using the techniques detailed in section A.3 and section A.4 respectively.
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