Measuring valley polarization in two-dimensional materials with second-harmonic spectroscopy
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A population imbalance at different valleys of an electronic system lowers its effective rotational symmetry. We introduce a technique to measure such imbalance — a valley polarization — that exploits the unique fingerprints of this symmetry reduction in the polarization-dependent second-harmonic generation (SHG). We present the principle and detection scheme in the context of hexagonal two-dimensional crystals, which include graphene-based systems and the family of transition metal dichalcogenides, and provide a direct experimental demonstration using a 2H-MoS2 monolayer at room temperature. We deliberately use the simplest possible setup, where a single pulsed laser beam simultaneously controls the valley imbalance and tracks the SHG process. We further developed a model of the transient population dynamics which analytically describes the valley-induced SHG rotation in very good agreement with the experiment. In addition to providing the first experimental demonstration of the effect, this work establishes a conceptually simple, compact and transferable way of measuring instantaneous valley polarization, with direct applicability in the nascent field of valleytronics.

In semiconductors, “valleys” refer to local extrema of the electronic band structure in momentum space, i.e. local maxima (minima) of the valence (conduction) band. Valleytronics aim to manipulate the population of charge carriers in each valley, which requires driving a population imbalance between non-equivalent valleys. The ability to induce, sustain, and control a such a “valley polarization” (VP) endows electrons with a new (valley) degree-of-freedom to encode information1–3, beyond its charge and spin.

Systems based on graphene or transition metal dichalcogenides (TMDs) are forefront platforms to explore the promise of valleytronics4. Their unique electronic structure features an underlying Diracness associated with two non-equivalent valleys (±k) enabled by the hexagonal crystal structure5, each valley carrying a finite Berry curvature6,6. This is compounded with their facile electrostatic (gate) tunability7, strong and rich interaction with light8, and the versatility offered by combining different monolayers in complex heterostructures9. Such features enabled the recent observation of valley Hall effect10,11, or the optical excitation and quantum manipulation12 of VP in this class of structures. Structures lacking inversion symmetry (e.g. monolayer TMDs or biased graphene multilayers), in particular, display an optical selection rule that allows remote control over the electronic population in each valley by shining either left (σ+) or right (σ−) circularly polarized light onto the sample9,13.

Crucial to support the development of valleytronics is the ability to detect and quantify the degree of VP on a sample with spatial resolution, instantaneously, and by non-invasive and expedite means. Up to now, this has been approached using polarization-resolved photoluminescence (PL)14–17 and the magneto-optic Kerr effect18–20,22-circular dichroism21,22. However, VP detection by PL requires the material to have a band gap and the readout is convoluted with the excited state lifetime15,23. On the other hand, for the Kerr effect to arise, the material needs to have a strong spin-orbit coupling so that a VP correlates with circular dichroism11,19,22,24,25. Most significantly, both shortcomings impede their use in monolayer graphene, which has neither a gap nor a practically relevant spin-orbit coupling5.

Recent theoretical work proposed second-harmonic generation (SHG) to probe VP and valley-polarized currents in graphene and TMDs26–30. Governed by the second-order nonlinear susceptibility tensor χ(2), SHG is a robust intrinsic feature of monolayer TMDs31–34, but is absent in centrosymmetric crystals such as graphene or even-layered TMDs of the 2H polytype. In contrast, non-centrosymmetric crystals have finite χ(2) components imposed by their point group symmetry. The point group of monolayer 2H-TMDs at equilibrium is D3h, which implies that the non-zero components of the intrinsic χ(2) are all related to a single quadratic susceptibility parameter35,36.

\[ \chi_{\text{int}} \equiv \chi_{222} = -\chi_{211} = -\chi_{121} = -\chi_{112} , \]  
where the Cartesian direction 2 is parallel to the crystal’s vertical mirror symmetry. An out-of-equilibrium VP lowers this symmetry and gives rise to additional non-zero components28,30, namely \( \chi_{\text{vp}} \equiv \chi_{211} = -\chi_{222} = -\chi_{212} = -\chi_{221} \) where \( \chi_{111} \neq \chi_{222} \). Consequently, the polarization-resolved SHG undergoes detectable changes according to the amount of VP induced28,30. For example, VP can be manifested by a chemical potential difference, Δμ, between the valleys, and it can be shown that, to lowest order, the magnitude of \( \chi_{\text{vp}} \) increases linearly with Δμ26,28,30,37. More generally, defining the degree of VP as \( \Delta N \equiv N_{+} - N_{-} \), where \( N_{\pm} \) is the population at each of the ±k valleys, one expects \( \chi_{\text{vp}} \propto \Delta N \) for a two-dimensional (constant density of states) system, whereas \( \chi_{\text{int}} \) is independent of \( \Delta N \).

The contributions \( \chi_{\text{int}} \) and \( \chi_{\text{vp}} \) to the SHG may be distinguished by polarization spectroscopy because their respective nonlinear polarizations, \( P^{(2)} \), point along orthogonal directions. Therefore, if the system has an intrinsic \( \chi^{(2)} \), the emergence of VP is manifested by a rotation of the polarization-dependent SHG signal. More interestingly, in the case of graphene and other centrosymmetric crystals where \( \chi_{\text{int}} = 0 \), gauging VP with SHG is even simpler, because the nonlinear effect can only arise.
from \( \chi_{vp} \): observation of SHG in such cases constitutes a direct detection of VP.

In this context, we report here the first experimental demonstration of SHG as an effective tool to probe VP at room temperature. In a home-built multiphoton microscope, a monolayer of molybdenum diselenide (2H-MoS\(_2\)) is illuminated by a single laser beam that, if prepared with elliptical polarization (EP), can simultaneously induce VP and pump the SHG process. By continuously varying the beam’s polarization state from linear to circular, we control the build-up of a valley imbalance which, correspondingly, causes the appearance and progressive development of a non-zero \( \chi_{vp} \) contribution to \( \chi^{(2)} \). This non-equilibrium component combines with the intrinsic second-order response and produces a well-defined rotation of the polarization-resolved SHG pattern. The rotation directly yields the magnitude of \( \chi_{vp} \). As the same laser beam is used to both pump and probe (via SHG) the valley imbalance, this technique makes use of a simple setup that bypasses the need of superimposing two separate beams either in time or space. It may thus be used to implement very compact, fast and robust protocols to track the valley degree of freedom.

**Linearly polarized SHG** – To best appreciate the nature of the effect and the underlying principle of operation, consider first the case where a valley-polarized MoS\(_2\) crystal is excited with linearly polarized light. With the electric field vector on the crystal plane, the nonlinear polarization vector is given by \( \chi_0^{(2)} = \chi_{zz}^{(2)} = \chi_{xy} + \chi_{xz} + \chi_{yz} \), where the first four components \( \chi_{zz}^{(2)} \) and \( \chi_{xy}^{(2)} \) are the components of the incoming field along the zig-zag (ZZ) and armchair (AC) directions, respectively. The existence of a non-equilibrium VP is reflected in the presence of the \( \chi_{vp} \) terms that are otherwise absent in the intrinsic \( \chi^{(2)} \) tensor at equilibrium. A simple inspection of Equation (1) shows that the intensity of the SHG signal is independent of the incoming polarization angle \( \beta \), measured with respect to the AC direction. However, if the SHG signal is analyzed with a polarizer aligned in the same direction \( \beta \) as the pump field, the intensity becomes \( S(\beta) \propto \chi_{int} E_{2Z} E_{2F} \), where \( E_{zz} \) and \( E_{AC} \) are the components of the incoming field along the ZZ and AC directions, respectively.

\[
\begin{align*}
\chi_{vp}^{(2)} &= \chi_{zz}^{(2)} = \chi_{xy}^{(2)} + \chi_{xz}^{(2)} + \chi_{yz}^{(2)} \\
S(\beta) &= \chi_{int} E_{2Z} E_{2F} \\
S(\beta) &= \chi_{int} E_{zz} E_{AC} \\
\end{align*}
\]

where \( \chi_{vp} \) is the effective component of \( \chi^{(2)} \). The intensity of the SHG signal is independent of the incoming polarization angle \( \beta \), measured with respect to the AC direction. However, if the SHG signal is analyzed with a polarizer aligned in the same direction \( \beta \) as the pump field, the intensity becomes \( S(\beta) \propto \chi_{int} E_{2Z} E_{2F} \), where \( E_{zz} \) and \( E_{AC} \) are the components of the incoming field along the ZZ and AC directions, respectively.

\[
\Delta = \tan^{-1}\left( \frac{\chi_{vp}}{\chi_{int}} \right) = \frac{\chi_{vp}}{\chi_{int}} \tag{2}
\]

with respect to its position in the absence of VP (the last result is valid if \( |\chi_{vp}| \ll |\chi_{int}| \)).

We thus see that the presence of a VP can be optically detected and quantified in a rather simple SHG setup. By allowing that in a non-invasive and remote way, this approach can have many applications to directly monitor the valley degree of freedom in a number of valleytronics applications. While the previous discussion assumes that a VP has been established in the system by independent external means, we now show that the same simple setup can be used to probe the VP response of a crystal in equilibrium.

**Simultaneous pumping and probing VP** – As we wish to demonstrate the rotation effect described above in a standalone crystal in equilibrium, we need a controllable way of inducing a population imbalance in the two valleys \( \pm K \). This can be achieved by preparing the incoming beam in a state of elliptical polarization (EP), which we characterize by the helicity angle \( \gamma \), where \( K_1 = N_1 - N_2 \) and \( K_2 = N_2 + N_1 \) are the intensities of the two circular components in the beam. In a generic state with helicity \( 0 < \gamma < 45^\circ \) the two intensities \( I_1 \) are different; since in MoS\(_2\), the \( \sigma^+ \) and \( \sigma^- \) photons are selectively absorbed by particle-hole excitations only at the \( +K \) and \( -K \) valley, EP light naturally induces different exciton populations at each valley by an amount that is controlled by the value of \( \gamma \). At the same time, as long as \( \gamma \neq \pm 45^\circ \), an EP beam still drives SHG with the symmetries discussed above and, therefore, the rotation of the nonlinear signal can be tracked to monitor the VP in the system. This allows one to simultaneously pump a VP on MoS\(_2\) and measure the magnitude of that VP, with the same laser beam.

A pulsed laser beam (Topicta FemtoFiber pro NIR, \( \lambda = 780 \text{ nm}, h\omega = 1.59 \text{ eV}, \tau = 200 \text{ fs} \) full-width at half-maximum pulse duration, 80 MHz repetition rate) was directed at a MoS\(_2\) monolayer according to the optical setup illustrated in figure 1b. The photon energy is quasi-resonant with the lowest-lying exciton state (\( \sim 19 \text{ meV} \) above the PL peak at \( E_A = 1.571 \text{ eV} \), see Figure S1c in the Supplementary Information). The monolayer was obtained by mechanical exfoliation from a 2H-MoS\(_2\) single-crystal, transferred to a fused silica substrate and...
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FIGURE 2: a) Parameters α and γ that define the elliptical polarization state of the incoming light beam, and the orientation of the semi-major axis relative to the crystal lattice. b) Representative measurements of the (normalized) SHG signal as a function of analyzer angle (the polar angle of the plot) for different helicities γ. Solid lines are the best fit to the experimental points. The dashed straight lines highlight the progressive rotation of the twofold pattern with increasing γ. c) The rotation Δ of the SHG pattern as a function of helicity. In (b) and (c) the peak irradiance at the sample was 2.1 GW cm⁻².

encapsulated by 20 nm of hexagonal boron nitride to minimize environmental degradation. In addition to SHG spectroscopy, the single-layer character was validated by the Raman and PL spectroscopies (Supplementary Section 1). All our optical measurements were performed under ambient conditions at room temperature. The incoming polarization was manipulated by a set of polarizers and waveplates. The semi-major axis of the polarization ellipse is oriented along α (see Figure 2a), which is kept constant and aligned to the AC direction of the sample, while γ is varied from −30° to +30°. For each γ, the analyzer is rotated 360° to analyze the SHG signal before reaching a spectrometer. At the sample, the pump laser had an average power of few mW, focused by a 100× objective down to spot diameter of 1 µm.

A set of data for different values of γ is shown in the polar plots of Figure 2b. As expected for linearly polarized light (γ = 0), the analyzed SHG signal displays the pattern \( S(\beta) \propto |x_{\text{im}}|^2 \cos^2(\beta) \). A finite γ introduces two effects, which are evident in this figure: the minimum of the SHG signal is no longer at zero, and the two-fold pattern undergoes a finite rotation that becomes more pronounced with increasing γ. While the first effect is a simple consequence of exciting the SHG with EP light²⁸,²⁹, the rotation is a fingerprint of VP due to the different rate at which s+ and s− photons are absorbed by the sample. Equation (2) shows that the amount of rotation Δ relative to the pattern for γ = 0 provides direct access to the non-equilibrium contribution (\( \chi_{\text{vp}} \)) to \( \chi \). The magnitude of \( \chi_{\text{vp}} \), in turn, provides a direct measure of the valley population imbalance.

A summary of the SHG rotation as a function of γ is shown in Figure 2c. At small γ, while the incoming polarization is still approximately linear, the population imbalance is small because \( I_+ - I_- \ll I_+ + I_- \). Since, as pointed out earlier, in this regime \( \chi_{\text{vp}} \propto \Delta N \), one expects to see \( \chi_{\text{vp}} \propto I_+ - I_- \propto \sin 2\gamma \propto 2\gamma \) and, according to Equation (2), one anticipates Δ ∝ γ. The data reflects precisely this behavior and, as a result, confirms the predicted linear relation \( \chi_{\text{vp}} \propto \Delta N \) at moderate valley pumping.

To understand the full response curve at high γ in this single-beam setup we must consider the transient processes and partial saturation that takes place within each laser pulse, which we address below. Note that the error bars in Figure 2c grow with increasing γ because the SHG pattern becomes progressively more isotropic (cf. Figure 2b), which increases the error in the numerical fitting (Supplementary Section 2) that is required to extract Δ.

Overall, these data establish two things: (i) that SHG is indeed an effective means of characterizing the degree of VP in the system, and (ii) that a single-beam setup can be used, not only to probe, but also to simultaneously drive VP in a crystal from equilibrium. The latter aspect allows, for example, to characterize materials according to the valley population imbalance, \( \Delta N \), that is produced by a given helicity γ; this response defines a material’s “valley susceptibility” \( k_x \), according to \( \Delta N = k_x \gamma \).

Transient and effective response – Resolving the SHG pattern rotation with sufficient signal-to-noise ratio requires high irradiance, while, on the other hand, to efficiently pump VP (which is a linear optical absorption process), the absorption must not be saturated. As our experiment uses the same source to drive those two (1st and 2nd order) processes, it would seem to require a delicate compromise. The situation is facilitated by the use of an ultrafast pulsed laser beam (for which the recorded SHG signal is integrated over many pulses), and the fact that valley populations undergo complex transients within each pulse’s duration (\( \tau \)) due to various decay pathways on timescales comparable with \( \tau \). To better understand these dynamics and how it defines the total SHG signal, we developed a model that considers the temporal evolution of the valley imbalance within one pulse and allows us to describe the SHG rotation in terms of the helicity γ at arbitrary power.

The quasi-resonance of the incoming photons with the A exciton, combined with the large exciton binding energy⁴¹, justifies modeling the key processes with a pair of two-level systems \(|0\rangle, |\pm\rangle \), where |0⟩ represents the ground state on either valley, and |±⟩ an A exciton belonging to the ±K valley. We consider the population rate equations,

\[
\frac{dN_\pm}{dt} = -(\Gamma + \Gamma_{\text{nr}})N_\pm - \frac{\sigma(\omega)}{n_0\omega} I_\gamma (N_\pm - N_{0\pm}) - \frac{AN_\pm}{\tau} + \frac{AN_{\pm}}{\tau} \equiv \Gamma_{\text{nr}} (N_\pm - N_{0\pm}),
\]

where \( N_i \) represents the population in state \(|i\rangle, \Gamma_{\text{nr}} \) is the (non) radiative recombination rate, \( AN_\pm \) the exciton-exciton annihilation rate⁴⁴, \( I_\gamma \) the intervalley recombination rate, \( I_\gamma \) is the intensity of each circular component of the incoming light, \( \sigma(\omega) \) is the MoSe₂ absorption cross-section, \( n_0 \) its refractive index, \( \omega_0 \) the photon energy, and \( N_{0\pm} = N_{\pm} \) is the total density of available particle-hole excitations, which is an intrinsic property of MoSe₂ (details in Supplementary Section 5). The laser pulse is modeled as \( I(t) = I_0 f(t) \), where \( f(t) \) is a Gaussian function characterized by the experimental width, \( \tau \). The last term in Equation (3) describes intervalley exciton transitions which, in the specific case of MoSe₂, are known to contribute negligibly to the total exciton linewidth (\( \Gamma_{\text{nr}} \ll \Gamma + \Gamma_{\text{nr}} \)), even at room temperature³⁲. Moreover, in our experiment the photon detuning is only \( h\nu - E_\gamma \approx 19 \text{ meV} \), below the 38 meV necessary to activate phonon-assisted intervalley relaxation⁷. Therefore, we set \( \Gamma_\gamma = 0 \) (justified within the 200 fs width of the laser pulse) and solved the two Equations (3) with the following parameters applicable to MoSe₂⁴²,⁴⁴,⁴⁵: \( \Gamma = 3.3 \text{ ps}^{-1}, \Gamma_{\text{nr}} = 26.1 \text{ ps}^{-1}, A = \ldots \)
\[ N, \text{ which } \Delta N(t) = N(t) - N_\text{eq}(t) \text{ is controlled only by } I_\text{opt} \text{ and } I_0, \text{ which are also shown in the figure.}] \]

Even though these results were obtained with a peak pulse intensity \( I_0 \) higher than the CW saturation \( I_{\text{sat}} \) by the factor of \( I_0/I_{\text{sat}} \approx 10 \) (see Supplementary Figure S10) no saturation of the transient populations occurs since \( N_\text{eff}(t) < N_T/2 \) at all times. With increasing helicity a finite \( \Delta N(t) \) obtains throughout the whole pulse (red trace in panels II and III, Figure 3a). Its double-peak structure with a dip at the center arises because, with increasing \( \gamma \), one of the populations \( (N_\pm) \) approaches the saturation limit \( (N_\pm = N_T/2) \) before the pulse reaches peak intensity; on that nonlinear regime, \( N_\pm \) increases at a slower rate than \( N_\pm \); which results in the central dip in \( \Delta N(t) \). The key observation is that \( \Delta N(t) \) remains finite throughout the entire pulse, even for the large irradiances required for SHG (see Figure S6c in SI). It is thus appropriate to introduce a pulse-averaged population imbalance,

\[ \Delta N_{\text{eff}} \equiv \frac{\int_{-\infty}^{\infty} \Delta N(t) f^2(t) dt}{\int_{-\infty}^{\infty} f^2(t) dt}, \]

which defines the effective population imbalance that determines the amount of rotation in the SHG as recorded at the detector. In addition to deriving the above result, in Supplementary Section 5.2 we show that \( \Delta N_{\text{eff}} \) depends on the beam power and helicity according to

\[ \frac{\Delta N_{\text{eff}}}{N_T} = \frac{b I_0/I_m \sin 2\gamma}{(b I_0/I_m + 1)^2 - (b I_0/I_m \sin 2\gamma)^2} \]  

where \( I_m = n\omega(\Gamma + \Gamma_{\text{ne}})/\sigma(\omega) = 7.6 \text{ MW cm}^{-2} \) and \( b = 0.0122 \). With \( b = 1 \), this expression reduces to the steady state solution of Equations (3) (Supplementary Section 5.1). Despite the rich transient seen in Figure 3a, Equation (5) shows that the dependence of the valley imbalance with laser power and helicity can still be captured by the steady state functional dependence, but with a rescaled peak power: \( I_0 \to b I_0 \) (note that \( b \) is a parameter independent of \( I_0 \) and \( \gamma \); see Supplementary Section 5.2).

Expression (5) is plotted in Figure 3b and is seen to reproduce the experimental trend of Figure 2c. To make this more explicit and quantitative we recall that, since \( \chi_{\text{vp}} \propto \Delta N_{\text{eff}} \), we can write \( \chi_{\text{vp}}/\chi_{\text{opt}} = \kappa \Delta N_{\text{eff}}/N_T \) and combine Equations (2) and (5) to obtain the variation of \( \Delta \) with \( \gamma \) (the constant \( \kappa \) can in principle be determined from a microscopic model of the optical response). Figure 4 shows the outcome of applying this procedure to fit the experimental rotation \( \Delta(\gamma) \) at different laser power, with the constant \( \kappa \) as fitting parameter. We can see that this description captures the experimental behavior very well in Figure 4. The fit in Figure 4 yields \( \kappa = 0.47 \pm 0.02 \). This value means that if, for example, one induces a VP in the system of \( \Delta N_{\text{eff}}/N_T = 10\% \), the valley-induced contribution to \( \chi^{(2)} \) is expected to be \( \chi_{\text{vp}}/\chi_{\text{opt}} \approx 4.7\% \).

Discussion and conclusions – Since SHG requires large irradiances \( (I_0) \), one could think that the observation of SHG rotation might be incompatible with efficient valley pumping and, thus, with a single-beam setup (for example, if \( I_0 \) is so large that absorption is saturated, the valley imbalance disappears). On the other hand, the results above show that a pulsed source allows a comfortable range of intensities where that compromise can be fulfilled. This is due to the ultrafast transient of the laser pulse and valley populations, which pushes the onset of saturation to values of \( I_0 \) much above \( I_{\text{sat}} \) under CW conditions\(^5\) (see Supplementary Figure S10). We elaborate this in detail in Supplementary Section 5.2 and Supplementary Figures S7 to S9. We show, in particular, the existence of an optimal intensity, \( I_{\text{opt}} \), which provides the highest effective VP (highest \( \Delta N_{\text{eff}} \) at a given temperature \( I_{\text{opt}} \approx 1.3 \text{ GW cm}^{-2} \) at 300 K, Supplementary Figure S9). In terms of the plots shown in Figure 3, the value of \( I_{\text{opt}} \) corresponds to the threshold beyond which the central dip appears in the traces of \( \Delta N(t) \); increasing \( I_0 \) past \( I_{\text{opt}} \) brings the magnitude of \( \Delta N_{\text{eff}} \) down as the dip intensifies. For this reason, the experimental intensities were chosen near the predicted \( I_{\text{opt}} \) for our material parameters (cf. Figure 4). Also important is, of course, the strong coupling of light to MoSe\(_2\) (and 2D materials in general), which ensures a detectable nonlinear signal well before the onset of saturation.

It is important to stress, however, that this compromise is specific to using the same laser source for both optical processes, which is an extreme application of the principle of using SHG to quantify VP—this work establishes its applicability to such an extreme setting as well. In practice, no such constraint exists in all other scenarios where VP arises by other means (valley Hall effect, valley-polarized carrier injection, pumping from another laser, etc.). In such cases, we need only to track the SHG pattern; moreover, that can be done entirely with linearly polarized light, according to the much simpler protocol described earlier under “Linearly polarized SHG”.

FIGURE 3: a) Computed exciton populations at the +K (\( N_+ \), solid orange curve) and −K (\( N_- \), dashed orange curve) valleys for \( I_0 = 2.8 \text{ GW cm}^{-2} \) and \( \gamma = 0^\circ \), \( 15^\circ \), and \( 30^\circ \) (III, II, and I, respectively): the \( \sigma^+ \) and \( \sigma^- \) components of the laser, respectively. The instantaneous population imbalance \( \Delta N(t) \) is plotted in red while \( \Delta N_{\text{eff}}(t) = \int_0^t \Delta N(t) f^2(t) dt \) is shown in green. b) Pulse-averaged population imbalance obtained with Equation (4) as a function of \( \gamma \), and for a range of intensities covering those used in the experiments. It is an odd function of \( \gamma \).
One final remark relates to the Mott transition between the “exciton gas” and “electron-hole liquid” phases\(^4^6\), which occurs when the density of particle-hole pairs exceeds \(1/\alpha_0^2\) (\(\alpha_0\) is the exciton radius), and which has been recently established theoretically and experimentally across the family of 2H TMDs\(^4^7\)\(^-\)\(^5^2\). At room temperature, the Mott transition is predicted\(^4^2\)\(^-\)\(^4^9\) to occur at \(\sim 10^{13}\) cm\(^{-2}\) in MoS\(_2\), possibly higher in MoSe\(_2\) on account of its larger binding energy\(^4^6\) and consistent with recent measurements in MoSe\(_2\)/WSe\(_2\) heterobilayers\(^4^3\). Although the peak power \(\sim 1–3\) GW/cm\(^2\) used in our experiment promotes high exciton densities, we seem to remain below the transition to the liquid phase given the agreement in Figure 4 between the observed and predicted behavior of the SHG rotation. (This is possibly aided by the small, but not insignificant, detuning from the excitonic resonance: \(h\nu – E_\text{X}\approx 19\) meV while the pulse HWHM is \(\approx 10\) meV) At any rate, we stress that the fingerprint of nonzero VP in the SHG should remain even above the Mott threshold, simply because a valley imbalance always breaks the crystal’s mirror symmetry, thereby inducing a finite \(\chi_{2\rho\sigma}\), irrespective of the nature of the excited populations. In fact, under asymmetric valley population, we expect correspondingly asymmetric redshifts of the exciton levels and bandgap near the Mott transition\(^4^7\)\(^-\)\(^4^8\), this should greatly reduce intervalley relaxation for lack of phase space, thus sustaining VP for longer times and/or larger laser detuning.

In conclusion, we demonstrated that SHG spectroscopy can be a powerful tool for valleytronics, allowing to track and quantify the degree of VP. A single-beam SHG measurement allows simple protocols for remote characterization, including the ability to spatially map/scan non-uniform valley accumulation or diffusion, by analogy with the use of Kerr rotation spectroscopy in spintronics\(^2^4\). It could be especially suited to characterize the transport of valley currents in graphene, where recent experiments demonstrate the ability to inject spin-valley-polarized currents from adjacent TMDs at room temperature\(^5^4\)\(^-\)\(^5^5\). Moreover, as a parametric process, SHG is sensitive to the instantaneous degree of VP which, given the fast valley relaxation processes\(^1^7\), is an important advantage for operation at room temperature and/or photon energies with large detuning from the exciton levels, where other techniques such as PL stand at disadvantage\(^1^9\).
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1 Sample fabrication and characterization

The sample used in this work is a mechanically exfoliated monolayer molybdenum disulfide (MoSe$_2$) flake transferred onto a fused silica substrate. In order to insulate the MoSe$_2$ sample from the environment, it was covered with a 20 nm thick flake of hexagonal-boron-nitride (hBN). Basic characterizations of the sample, such as optical microscopy, Raman spectroscopy and photoluminescence spectroscopy, are shown in Figure S1.

![Figure S1: MoSe$_2$ flake characterization: a) Optical microscopy image (scale bar = 25 µm), b) Raman spectrum and c) photoluminescence spectrum (PL emission peak = 1.571 eV, FWHM = 40 meV).](image)

From Figure S1c, it is possible to observe that the photon energy in the experiment, $E_{\text{photon}} = 1.590$ eV, is slightly higher (19 meV) than the optical bandgap energy, shown by the PL emission peak at 1.571 eV.
2 Detailed data analysis

To obtain the actual helicity of the incoming light beam $\gamma$, the pump data are globally fitted to

$$I_{\text{pump}} = \frac{I_0}{2} [1 + \cos(2(\alpha_0 - \beta)) \cos(2\gamma)]$$

with $I_0$ and $\alpha_0$ being the global variables. Here, $I_0$ is a normalizing factor for the intensities. Meanwhile, the SHG data (e.g. Figure 2b in main text) are fitted to

$$I_{\text{SH}} = I_0 [\cos^2(\beta - \beta_{\text{max}}) + R \sin^2(\beta - \beta_{\text{max}})]$$

where $R = \frac{\text{minimum intensity}}{\text{maximum intensity}}$. Next, from our model (described below or in the main text) with the assumption of no VP, we can infer $\beta_{\text{max}}(\chi_{\text{vp}} = 0) = 0$. Therefore, a shift in SHG maximum angle $\Delta = \beta_{\text{max}}(\chi_{\text{vp}} \neq 0) - \beta_{\text{max}}(\chi_{\text{vp}} = 0) \neq 0$ indicates the presence of VP.
3 Conventional polarized second-harmonic generation

In order to identify the armchair (AC) directions of the MoSe\textsubscript{2} sample crystal, we performed conventional linear polarization resolved SHG measurements. In this case, the sample is placed between two parallel linear polarizers and the SHG power is measured as the polarizers are jointly rotated with respect to the sample. The AC directions correspond to the maxima of the resulting six-fold pattern.

As described in the main text, the data presented therein for the rotation of the SHG pattern was collected using a protocol (Protocol I) where the polarization state of the incoming laser beam is held fixed, and the linear analyzer is rotated by 360°. In this case the rotation is given by the angle \( \Delta \) of Eq. (2) in the main text.

In addition, we have measured the SHG rotation using a second protocol (Protocol II), where the laser beam is linearly polarized at angle \( \theta_1 \) before reaching the quarter-wave plate (QWP, which sets the helicity \( \gamma \) of the beam that reaches the sample), giving EP for the pump beam with \( \alpha = \theta_1 + \gamma \) (see Figure 2a in the main text). The emitted SH signal is analyzed with a linear polarizer (P2), at angle \( \theta_2 \), such that \( \alpha = \theta_2 \). In this protocol, the rotation of the SHG pattern is given by the angle \( \Delta' \) described in the main text under "Linearly polarized SHG".

Figure S2 shows that we obtain the same trend with increasing \( \gamma \). Importantly, Figure S2b shows that the measured values of \( \Delta \) (obtained from Protocol I) are approximately 3 times those of \( \Delta' \) (Protocol II), which is precisely what we anticipate from the discussion preceding Eq. (2) in the main text.

![Figure S2: Conventional pSHG scheme. a) 6-fold symmetry of pSHG of MoSe\textsubscript{2} for \( \gamma \) in the range of 0 to 30°. Grey line as a guide for the eye for the minimum SHG angle across \( \gamma \). b) Maximum SHG angle offset compared to \( \gamma = 0 \) against \( \gamma \) for both \( \sigma^+ \) (circles) and \( \sigma^- \) (disks) pump excitation. We use \( \Delta' \) for the SHG pattern rotation angle obtained with Protocol II to distinguish it from \( \Delta = 3\Delta' \) used in the main text (Protocol I).](image-url)
the main text.
4 Nonlinear optical susceptibilities

The $\chi_{\text{int}}$ and $\chi_{\text{vp}}$ are the intrinsic and valley polarization second-order susceptibilities, defined as:

$$
\chi_{\text{int}} \equiv X_{111} = -X_{122} = -X_{212} = -X_{221}
$$

$$
\chi_{\text{vp}} \equiv X_{222} = -X_{211} = -X_{121} = -X_{112}
$$

where the Cartesian directions 1 and 2 are along the crystal’s zig-zag and armchair directions, respectively.
To model the exciton population dynamics, we consider a pair of 2-level systems (Figure S3) with 2 degenerated excited states representing ±K valleys ($N_{±}$ and $N_{0,±}$) and their ground states ($N_{0,±}$ and $N_{0,-}$). Taking the recombination rates of the valleys to be the same ($\Gamma_+ = \Gamma_- = \Gamma$) and a second-order term ($AN_±^2$) to account for two-body annihilation, we can write the rate equations as

$$\frac{dN_±}{dt} = - (\Gamma + \Gamma_{nr})N_± - AN_±^2 - B \frac{S(\omega)}{c} I_± (N_+ - N_{0,+}) + \Gamma_v (N_T - N_±)$$  \hspace{1cm} (1)$$

where $N_±$, $N_{0,±}$ and $N_T$ are the populations in the excited, ground states of ±K valley and total population in each valley, respectively. $\Gamma_{nr}$ is the nonradiative decay rate. $B$, $S(\omega)$ and $c$ are the Einstein B coefficient, transition linewidth and speed of light in vacuum. Using the relationship between $\Gamma$ and $B$

$$B = \Gamma \frac{c^3}{8\pi h \nu^3 n^3}$$  \hspace{1cm} (2)$$

where $n$ is the refractive index, and introducing the absorption cross section $\sigma(\omega)$,

$$\sigma(\omega) = \left( \frac{\lambda}{n} \right)^2 \frac{\Gamma S(\omega)}{8\pi},$$  \hspace{1cm} (3)$$

the rate equations can be rewritten in the form

$$\frac{dN_±}{dt} = - (\Gamma + \Gamma_{nr})N_± - AN_±^2 - C I_± (2N_+ - N_±) + \Gamma_v (N_T - N_±)$$  \hspace{1cm} (4)$$

where $C = \frac{\sigma(\omega)}{n h \omega}$ together with $N_T = N_± + N_{0,±}$ where $N_T$ is the total density of available electron-hole excitations given the parameters of the laser excitation, which is estimated from the density of state ($D$) and laser linewidth ($\delta \hbar \omega$). Besides, the difference in intensities of
\( \sigma^+ \) and \( \sigma^- \) (\( I_+ \) and \( I_- \) respectively) can be expressed in terms of the degree of ellipticity, \( \gamma \) (see main text for definition) as 
\[
\frac{I_+ - I_-}{I_+ + I_-} = \frac{I_+ - I_-}{I} = \sin(2\gamma),
\]
or
\[
I_\pm = I \left( 1 \pm \sin 2\gamma \right). \tag{5}
\]
Solving these equations will provide the population imbalance (\( \Delta N = N_+ - N_- \)) in the steady state or transient limits, as shown in the next section.

Next, to connect \( \chi_{vp} \) to \( \Delta N \), we assume
\[
\frac{\chi_{vp}}{\chi_{int}} = k_{\chi \mu} \Delta \mu \tag{6}
\]
where \( k_{\chi \mu} \) is a proportionality constant and \( \Delta \mu \) is the Fermi level difference between the valleys [1,2]. To connect \( \Delta N \) to \( \Delta \mu \), we first integrate \( N = \int_0^\infty D f(E) \, dE \), where \( D = \frac{m^*}{\pi \hbar^2} \) and \( f(E) \) are the density of states of MoSe\(_2\) and Fermi-Dirac distribution, which gives \( N = D k_B T \log(1 + e^{\frac{\mu}{k_B T}}) \). The relationship is obtained from \( \Delta \mu \approx \frac{\partial \mu}{\partial N} \Delta N \), giving
\[
\Delta \mu \approx \frac{k_B}{D} \frac{1}{1 - e^{-\frac{N}{D k_B T}}} \Delta N \equiv k_{\mu N}(T) \Delta N. \tag{7}
\]
We noted that \( k_{\mu N} \) increases slowly with temperature, giving us larger sensitivity at higher temperature. Finally, by modelling our experimental setup and procedure described in the Experimental Setup, the SHG signal as a function the analyze angle \( \beta \), measured with respect to the major axis of the incoming polarization ellipse is
\[
I_{SHG} \propto \left[ \sin^2 2\gamma \left( \chi_{int} \sin \beta + \chi_{vp} \cos \beta \right)^2 + \left( \chi_{int} \cos \beta - \chi_{vp} \sin \beta \right)^2 \right] I^2 \tag{8}
\]
where \( \chi_{vp} \) and \( I \) will be functions of time in the transient description that we elaborate below. Also, according to the discussion in the main text, we consider \( \chi_{int} \) and \( \chi_{vp} \) as real quantities. The rotation of the SHG pattern (the angle \( \Delta \)) in the presence of VP is obtained from this result by solving \( \frac{dI_{SHG}}{d\beta} = 0 \) to give
\[
\tan \Delta = \frac{\chi_{vp}}{\chi_{int}}. \tag{9}
\]
5.1 Steady state solution

Setting the time derivatives in the rate equations to zero, we can straightforwardly calculate the steady state populations in the presence of a constant irradiance at the sample $I$, $A = 0$ and $\Gamma_p = 0$ (which is what we are using, explained below). We obtain

$$\Delta N_{SS} = N_+ - N_- = N_T \frac{C I (\Gamma + \Gamma_{nr}) \sin(2\gamma)}{(C I + \Gamma + \Gamma_{nr})^2 - [C I \sin(2\gamma)]^2}$$  \hspace{1cm} (10)$$

with $C = \frac{\sigma(\omega)}{n \hbar \omega} = \frac{1-\ln a}{n \hbar \omega N_T}$ where $a = 6\%$ is the absorbance at low intensity [3]. To visualize the behavior of $\Delta N_{SS}$ as a function of $\gamma$, setting intensities to be the average and peak intensities used in the experiment, the $\Delta N_{SS}$ are shown in Figure S4a and b, respectively. The other parameters are $\Gamma = 1/0.3061 \text{ ps}^{-1}$, $\Gamma_{nr} = 1/0.0383 \text{ ps}^{-1}$ at room temperature [4], $N_T = \frac{0.25 \ m_e}{\pi \ h} \delta \omega_{\text{laser}} = 2.1 \times 10^{12} \text{ cm}^{-2}$ for laser linewidth of $\delta \omega_{\text{laser}} = 20 \text{ meV}$, $n = (2.24 + 1.45)/2$ is the mean refractive index between hBN and SiO$_2$ and $\hbar \omega = 1.6 \text{ eV}$. Therefore, $C = 3.86 \times 10^3 \text{ cm J}^{-1}$ in Equation (10) for $I$ and $\Gamma_{(nr)}$ in units of GW cm$^{-2}$ and ps$^{-1}$, respectively.

In the regime of small $I$ (i.e. $I \ll \frac{\Gamma + \Gamma_{nr}}{C} \equiv I_m = 7.6 \text{ MW cm}^{-2}$), $\Delta N_{SS} \approx N_T \frac{C I}{\Gamma + \Gamma_{nr}} \sin 2\gamma \propto I$. In the other extreme, the large $I$ regime gives $\Delta N_{SS} \approx N_T \frac{C I}{\Gamma + \Gamma_{nr}} \tan 2\gamma \sec 2\gamma \propto I^{-1}$.

This steady state calculation fails to capture the trend of the experimental data presented in the main text: From Figure S4a, which is calculated using the mean intensity of the pulse laser, we can see that the steady state result predicts that the population imbalance should grow at a slower rate for large $\gamma$; On the other hand, in Figure S4b, calculating with peak intensity gives a trend similar to the experimental data, but the calculation shows that the population imbalance should increase with the incident intensity, which is not the case.
Figure S4: Behavior of the steady-state solution, $\Delta N_{SS}$, as given in Equation (10). The parameter $I$ has been set to the mean (a) and peak (b) intensities used in the experiment.
5.1.1 Steady state solution without exciton-exciton annihilation

For reference, we solved the rate equation with no exciton-exciton annihilation term ($A = 0$) because of its simplicity, and also because the full transient behavior of the population imbalance was found to be described by the same functional form of the steady state solution with $A = 0$ (to be discussed in the following section, below). The overall behavior of $\Delta N_{SS,A\neq0}$ is the same as $\Delta N_{SS}$ but scaled by a negligible factor in the appropriate range, as illustrated in Figure S5.

![Figure S5: $\Delta N_{SS}$ with different exciton-exciton annihilation rates for $I = 1.4$ GW cm$^{-2}$.](image-url)

5.2 Transient solution

The steady state solution does not fully model our experimental conditions, because we used an ultrafast pulsed laser and much higher peak intensities in comparison with the CW saturation intensity. Therefore, we solved Equation (4) to obtain the full time dependence of the exciton populations in response to a single pulse impinging the sample (considering the response to an isolated pulse is entirely justified by the fact that successive pulses are separated by $1/(80 \text{ MHz}) = 12.5 \text{ ns}$, while all relaxation processes happen in the order of, at most, a few ps). For this numerical calculation, unless otherwise stated, we used $\Gamma = 1/0.3061 \text{ ps}^{-1}$, $\Gamma_{\text{nr}} = 1/0.0383 \text{ ps}^{-1}$ [4], $A = 0.33 \times 10^{12} \text{ cm}^2 \text{ ps}^{-1}$ [5], $N_T = 2.1 \times 10^{12} \text{ cm}^{-2}$, $n = 1.845$, $\hbar \omega = 1.59 \text{ eV}$ and $\Gamma_v = 0$; the latter assumption equates to neglecting the intervalley exciton relaxation, which is justified by the fact that our photon energy is only 19 meV above the center of the PL peak, which is less than the threshold energy (38 meV for MoSe$_2$) for phonon-assisted intervalley scattering [6]. Figure S6 shows the calculation results for low, optimum and high intensities. The laser pulse is modelled as $I = I_0 f(t)$ with $f(t) = e^{-(t/\tau)^2}$ and $\tau$ being the pulse duration.
Figure S6: Calculation of populations in $\pm K$ valleys (orange solid and dashed) for $I_0 = $ a) 1 MW cm$^{-2}$ (low), b) 1.25 GW cm$^{-2}$ (optimum) and c) 30 GW cm$^{-2}$ (high intensity) for $\gamma = 0^\circ$, 15$^\circ$ and 30$^\circ$. $I_\pm$ is the normalized $\sigma^\pm$ intensity, $N_\pm$ is the population in $\pm K$ valley, $\Delta N(t) = N_+ - N_-$ is the transient population imbalance and $\Delta N_{\text{eff}}(t) = \Delta N(t)/I(t)$ is the $\Delta N(t)$ normalized with laser pulse.

As the detector collecting the SHG performs a temporal integration of the transient SHG emission, the rotation ($\Delta$) of the SHG pattern that we measured reflects not the instantaneous (transient) SHG intensity, but a value averaged over time. To capture this, and recalling that the SHG intensity is proportional to the square of the incident beam’s intensity, Equation (9) is generalized to a time-average weighted by the temporal profile of the incident pulse:

$$\tan \Delta = \frac{\int (\chi_{\text{vp}}(t)) f^2(t) \, dt}{\int (\chi_{\text{int}}^2) f^2(t) \, dt}. \quad (11)$$
Using the relation

\[
\frac{\chi_{vp}(t)}{\chi_{int}} = \kappa \Delta N(t),
\]

Equation (11) can be simplified as

\[
\tan \Delta = \kappa \frac{\int \Delta N(t) f^2(t) dt}{\int f^2(t) dt} \equiv \kappa \Delta N_{\text{eff}}. 
\]

This shows that the rotation of the SHG pattern due to the valley imbalance can be expressed in terms of an effective population imbalance, \(\Delta N_{\text{eff}}\), which corresponds to the temporal average of the transient imbalance weighted by the square of the pulse's lineshape. This is presented as Equation (4) in the main text.

The analysis of how different excitation conditions impact the rotation angle \(\Delta\) can thus be made by studying the conceptually simple quantity \(\Delta N_{\text{eff}}\). We now describe the behavior of \(\Delta N_{\text{eff}}\), computed from the numerical integration of Equation (4), and how the results allow us to extract the proportionality constant \(\kappa\) by fitting the experimental data for \(\Delta\) as a function of \(\gamma\).
Figure S7: a) Calculation summary of the population imbalance as a function of ellipticity for low pump intensities. The insets provide a close-up of the main plot on a smaller vertical range. The points convey $\Delta N_{\text{eff}}$ obtained from the numerical integration of Equation (4). The lines are fits to $\Delta N_{\text{eff}} = I'/I_0 \sin 2\gamma \gamma$. b) Ratio of fitted $I_0$ to $I_0$ ($I'/I_0$) and fitted $\alpha$ for various $I_0$ used in the calculation.
Figure S7 and Figure S8 show the calculation summaries of $\Delta N_{\text{eff}}$ as a function of $\gamma$ for low and high $I_0$, respectively. From Figure S7a, we can see that it correctly captures the very low intensity approximation of $\Delta N_{\text{eff}} \propto \sin 2\gamma$, which is just the difference in $\sigma^{\pm}$ intensities; when $I_0 \gtrsim 0.01$ GW cm$^{-2}$, this simplification starts to fail because, as we can see in Figure S7b, the fitting parameter $a$ (in $\sin 2a\gamma$) and $I'/I_0$ start to deviate from unity and from the small $I_0$ value, respectively.

We find, however, that the results in Figure S8 (obtained from the full time-dependent solution of the rate equations) can be very well described by the following expression

$$
\frac{\Delta N_{\text{eff}}}{N_T} = \frac{b \frac{I_0}{I_m} \sin(2\gamma)}{\left( b \frac{I_0}{I_m} + 1 \right)^2 - \left[ b \frac{I_0}{I_m} \sin(2\gamma) \right]^2}
$$

(14)
with fixed $I_m = \frac{r + r_{\text{ar}}}{c} = 7.6 \text{ MW cm}^{-2}$. This corresponds to the steady state solution presented earlier in Equation (10), except that the peak intensity, $I_0$, appears now renormalized by the parameter $b$. All the curves Figure S8 can be fitted to this expression using a single (global) value of the parameter $b$, namely $b = 0.012217 \pm 3 \times 10^{-6}$. This can be interpreted as a reduction by a factor of $\sim 100$ in the effective intensity that contributes to the population imbalance, in comparison with a CW excitation with intensity $I_0$.

Figure S9 shows the response of the population imbalance ($\Delta N_{\text{eff}}$ at $\gamma = 30^\circ$) with $I_0$ at different temperature (the effect of temperature is captured by varying the nonradiative lifetime [4]), with the values of $I_0$ used in the experiment highlighted in blue. At room temperature, the pump intensity used in the experiment gives the largest valley population imbalance, as illustrated by the fact that the maximum of the red curve in Figure S9 occurs within the experimental window of intensities. The total population imbalance increases as we reduce the temperature, but one should note that the optimum intensity $I_{\text{opt}}$ to reach maximum population imbalance is progressively reduced with decreasing temperature (from $I_{\text{opt}} \sim 1.3 \text{ GW cm}^{-2}$ at 300 K to $I_{\text{opt}} \sim 0.3 \text{ GW cm}^{-2}$ at 4 K).

![Figure S9: Calculated population imbalance as a function of laser peak intensity ($I_0$), at different temperatures, and for helicity $\gamma = 30^\circ$. The range of intensities used in the experiment is highlighted by the blue area. The inset magnifies the region near the maximum of the curves in the main panel.](image-url)
Figure S10 shows the time-averaged population difference between the ground and the excited states of a two-level system (i.e. by setting $\gamma = 45^\circ$ in Equation (4) and solving only for $N_+$), considering three different scenarios: (i) transient and without normalization (black), (ii) transient and normalized with laser intensity profile (orange) and (iii) steady state (blue), which are proportional to the photon absorption, as a function of pump intensity. In steady state, $I_{\text{sat}}$ is defined as the intensity at which the absorption decreases to half of the low intensity absorption (i.e. $N_0 - N_1 = 0.5 N_T$) and corresponds to the expected saturation intensity under CW excitation. However, when we consider the full transient solution, the actual value of $I_{\text{sat}}$ increases to a higher value (using the same parameters as in Figure S6 and those used in the main text), delaying the onset of population saturation (and therefore VP) being probed. This explains our observation of VP in the experiments, despite having the incoming beam with peak intensities up to an order of magnitude higher than $I_{\text{sat}}$. 

![Figure S10](image)

Figure S10: Time-averaged difference between the ground and excited states population ($N_0 - N_1$) without normalization (black), normalized with laser intensity profile (orange) and the steady state value (blue). They correspond to the absorption as a function of pump intensity. We obtain $I_{\text{sat}} = 0.237$, 0.385 and 4.77 GW cm$^{-2}$ for the 3 different scenarios described in the text.
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