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Abstract

In this work, a general class of multi-order fractional differential equations of Lane-Emden type is considered. Here, an assumed approximate solution is substituted into a slightly perturbed form of the general class and the resulting equation is collocated at equally spaced interior points to give a system of linear algebraic equations which are then solved by suitable computer software; Maple 18.
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1. Introduction

Perturbation Collocation Method is a technique of numerical approximation. It has been described as a very useful tool for solving differential and integro-differential equations of different kinds [1, 2, 3]. Fractional order differential equation is a special kind of differential equations with fractional order derivative say $\alpha$, which is a non-integer. Many phenomena in science and engineering resulting in fractional order differential equations have been successfully represented using mathematical models in the field of mechanics, elasticity, science, education to mention but a few. Most often, the equations arising from the mathematical modelling of fractional order differential equations are difficult to solve analytically. This is because many of them do not have solutions in closed form and hence seeking an approximate solution by numerical treatment becomes helpful. To achieve this, a lot of numerical methods have been advanced. [4, 5] proposed Variational Iteration Method (VIM) and used the method to solve multi-order fractional integro-differential equations and singular IVPs of Lane-Emden type respectively. Their results showed that the method is an accurate one that yields the exact solution within a few iterations. Their study, however, noted that in some cases, the method may require more calculations which will add some difficulties. [6] solved nonlinear multi-order fractional differential equations using Legendre Pseudo-Spectral Method (LPSM). The results reveal that the method is effective as a small number of shifted Legendre polynomials were needed to obtain a satisfactory result. [7] presented a numerical solution method for solving fractional differential equations using Bernstein polynomials. Other methods used by many researchers are Chebyshev Wavelet method [8], Chebyshev Polynomial Method [9, 10] Collocation Method [11], Pade Approximate Method [12],...
etc. [12] described the Lane-Emden differential equation as a singular initial value problem relating to second-order differential equations which have been used to model several phenomena in mathematical physics and astrophysics. According to [13], Lane-Emden type of differential equation is used to describe a variety of phenomena in physics and astrophysics, including isothermal gas spheres and thermionic currents and determining their numerical solutions is very challenging because of the singularity behaviours at the point of origin. The study also solved some fractional order differential equations of Lane-Emden type using the collocation method and admitted that a collocation method is a suitable tool for solving a class of Lane-Emden type of differential equations. [14] worked on the numerical solution of Lane-Emden type equation using multilayer perceptron neural network method. The study aimed at producing an optimal solution of Lane-Emden equation with less computation using multilayer perceptron artificial neural network technique. The results obtained show that the technique can develop into an effective approach for solving Lane-Emden type problems with less computational time and memory space.

In this study, we are concerned with multi-order fractional differential equations of Lane-Emden type and their solutions by perturbation collocation method. To transform the problems to a system of linear algebraic equations, the collocation method algorithms as given by [13] was implemented. Other researchers that have solved different problems of Lane-Emden type using different methods include [15, 16, 17].

The general form of the singular multi-order fractional differential equation is given as

\[
\sum_{i=0}^{n} P_i y^{(i)}(x) + D^\alpha y(x) + \frac{k}{x^{\alpha-\beta}} D^\beta y(x) + \frac{k}{x^{\alpha-2}} y(x) = f(x) \tag{1}
\]

subject to conditions

\[
y(0) = A, \quad y'(0) = B \tag{2}
\]

where \(A, B\) are constants, \(P_i, (i = 0, 1, 2, \ldots, n)\) are arbitrary constants to be determined, \(n\) is the highest integer order derivative, \(\alpha\) and \(\beta\) are fractional order derivatives, and \(\alpha > \beta\).

2. Definition of Relevant Terms

2.1. Assumed Approximate Solution

An Assumed Approximate Solution also called Trial Solution refers to a predetermined polynomial taken to represent the solution of the problem been solved.

2.2. Maple 18

Is a mathematical software that is capable of Performing mathematical computation, for example, solving an equation symbolically or numerically, or construct Maple objects etc depending on the command.

2.3. Fractional Differential Equation

A differential equation is called a fractional differential equation if it contains at least one fractional order derivatives, \(D^\alpha\) of the unknown function \(y(x)\). The general form of a fractional differential equation is given as

\[
D^\alpha y(x) = f(x, y(x)) \tag{3}
\]

subject to the conditions: \(D^\alpha y(0) = \omega_k, \quad k = 0, 1, \ldots, n\)

where \(D^\alpha\) is the fractional order derivative in the Caputo sense and \(\alpha\) is a non-integer value, \(n = [\alpha]\), called the ceiling \(\alpha\), \(\alpha > 0\) is the highest order of the equation.

The operator \(D^\alpha\) is defined as

\[
D^\alpha f(x) = \frac{1}{\Gamma(m - \alpha)} \int_0^t (t - \tau)^{m-\alpha-1} D^m f(t)dt \tag{4}
\]

in the Caputo sense for function \(f(x)\) with \((m - 1)\) absolute continuous derivatives and Riemann-liouville defined it as

\[
cD^\alpha f(x) = \frac{1}{\Gamma(n - \beta)} \frac{d^n}{dx^n} \int_c^t (t - \tau)^{n-\beta-1} f(\tau)d\tau \tag{5}
\]

The advantage of the Caputo’s fractional derivative is that one can specify the initial conditions of the fractional differential equation in classical form. i.e.

\[
D^{(k)} y(k) = b_k, \quad k = 0, 1, 2, \ldots, m - 1 \tag{6}
\]

The generalized factorial form of non-integer order derivatives in Euler’s Gamma function \(f(x) = x^m\) is given as

\[
\frac{d^\alpha}{dx^\alpha} x^m = \frac{\Gamma(m + 1)}{\Gamma(m - n + 1)} x^{m-n} \tag{7}
\]

Equation (7) is a property of fractional derivatives given in Euler gamma functions which makes the definition more suitable and compatible for application.

2.4. Multi-order Fractional differential Equations of Lane-Emden type

A fractional multi-order differential equation of Lane-Emden type is of the form equation (1). However, when the highest order derivative of the equation is fractional, then equation (1) becomes:

\[
D^\alpha (y(t)) + \frac{k}{x^{\alpha-\beta}} D^\beta y(t) + \frac{k}{x^{\alpha-2}} y(t) = f(t) \tag{8}
\]

subject to conditions

\[
y(0) = A, \quad y'(0) = B \tag{9}
\]

where \(A, B, \alpha\) and \(\beta\) are as described earlier.
3. Methodology

Consider a general class of multi-order fractional differential equation of Lane-Emden type given in equation (1) together with the conditions in equation (2).
In order to solve equations (1) and (2), an assumed approximate solution of the form:

\[ y_N(t) = \sum_{j=0}^{N} a_j L_j(t) \]  

(10)
is taken. Where \( L_j(t) \) is Legendre polynomial and \( N \) is the degree of the assumed approximant.
Thus equation (10) is substituted into a slightly perturbed equation (1) to give

\[
\sum_{j=0}^{n} P_j \left( \sum_{j=0}^{N} a_j L_j^{(j)}(t) \right) + D^\alpha \left( \sum_{j=0}^{N} a_j L_j(t) \right) + \frac{k}{\rho^{\alpha-\beta}} D^\beta \left( \sum_{j=0}^{N} a_j L_j(t) \right) = f(t) + H_a(t)
\]  

(11)

where

\[ H_a(t) = \sum_{r=1}^{n} \tau_r T_{(N-r-1)}(t) \]

(12)
is called the perturbation term, \( n \) is as stated earlier and \( T(t) \) is Chebyshev polynomial.
Putting equation (12) into (11), gives

\[
\sum_{j=0}^{n} P_j \left( \sum_{j=0}^{N} a_j L_j^{(j)}(t) \right) + D^\alpha \left( \sum_{j=0}^{N} a_j L_j(t) \right) + \frac{k}{\rho^{\alpha-\beta}} D^\beta \left( \sum_{j=0}^{N} a_j L_j(t) \right) = f(t) + \sum_{r=1}^{n} \tau_r T_{(N-r-1)}(t)
\]  

(13)

subject to conditions

\[ \sum_{k=1}^{N} y_N^{(k)}(0) = \phi_k; \quad k = 1, 2, \ldots, n \]

(14)

Where \( \tau_r(r = 1(1)n) \) are the free tau parameters to be determined, \( T_{(N-r-1)}(t) \) are the Chebyshev polynomials and \( a_j \) are the unknown constants also to be determined.
Applying equations (7) on (13) accordingly gives

\[
\sum_{j=0}^{n} P_j \left( \sum_{j=0}^{N} a_j L_j^{(j)}(t) \right) + \frac{k}{\rho^{\alpha-\beta}} \sum_{j=0}^{N} a_j \left( \frac{\Gamma(j+1)}{\Gamma(j-\alpha+1)} \right) t^{j-\alpha} + \sum_{j=0}^{N} d_j \left( \frac{\Gamma(j+1)}{\Gamma(j-\beta+1)} \right) t^{j-\beta} = f(t) + \sum_{r=1}^{n} \tau_r T_{(N-r-1)}(t)
\]  

(15)

Equation (15) is further simplified and then collocated at equally spaced interior points, \( t = t_r \) on \([a,b]\); \( t_r = a + \frac{(b-a) r}{N}; \quad i = 1, 2, \ldots, N \) to obtain a system of linear algebraic equations, including those obtained from the use of initial conditions. The system of linear algebraic equations are solved using Gaussian elimination method (using a computer package; Maple 18) to obtain the unknown constants. The constants obtained are then substituted back into the assumed approximate solution to give the required approximate solution.

4. Numerical Examples

Example 1
Consider the multi-order fractional differential equation

\[ D^\alpha \left( y(x) \right) + \frac{k}{x^{(\alpha-\beta)}} D^\beta \left( y(x) \right) + \frac{k}{x^{(\alpha-2)}} \left( y(x) \right) = f(x) \]

(16)

where

\[
= \left[ 6x \left( \frac{\Gamma(4-\beta) + k \Gamma(4-\alpha)}{\Gamma(4-\alpha) \Gamma(4-\beta)} + \frac{x^2}{6} \right)
-2 \left( \frac{\Gamma(3-\beta) + k \Gamma(3-\alpha)}{\Gamma(3-\alpha) \Gamma(3-\beta)} + \frac{x^2}{2} \right) \right] x^{2-\alpha}
\]  

(17)

for \( k = 1, \alpha = \frac{3}{2} \) and \( \beta = \frac{1}{2} \).
Subject to the conditions \( y(0) = y'(0) = 0 \quad 0 \leq x \leq 1 \)
The exact solution is \( y(x) = x^3 - x^2 \)
Equation (16) is perturbed as

\[ D^\frac{3}{2} \left( y(x) \right) + \frac{1}{x^{(\frac{3}{2}-\frac{1}{2})}} D^\frac{1}{2} \left( y(x) \right) + \frac{1}{x^{(\frac{3}{2}-2)}} \left( y(x) \right) = f(x) + \sum_{r=1}^{n} \tau_r T_{(N-r-1)}(x) \]

(18)

Taking an approximate solution for \( N = 4 \)

\[ y_4 = \sum_{j=0}^{4} y_j = \sum_{j=0}^{4} a_j L_j(x) = a_0 + a_1 (2x - 1) + a_2 (6x^2 - 6x + 1) + a_3 (20x^3 - 30x^2 + 12x - 1) + a_4 (70x^4 - 140x^3 + 90x^2 - 20x^2 + 1) \]

(19)

Substituting equations (17) and (19) into (18), we have

\[ D^\frac{3}{2} \left( \sum_{j=0}^{4} y_j \right) + \frac{1}{x^{(\frac{3}{2}-\frac{1}{2})}} D^\frac{1}{2} \left( \sum_{j=0}^{4} y_j \right) + \frac{1}{x^{(\frac{3}{2}-2)}} \left( \sum_{j=0}^{4} y_j \right) = \]
When the same example was solved interval \([0, 1]\) and the remaining two equations are obtained with exact solution \(y(x) = -x^3 + x^2\)

Taking an assumed approximate solution for \(N = 4\), and computing the \(\alpha = \frac{3}{2}\) and \(\beta = \frac{1}{2}\) derivatives of equation (25) and other necessary simplifications and substitution, gives

\[
35.44907702 x^{9/2} a_3 + 10.63472311 x^{7/2} a_2 + 3.544907702 x^{5/2} a_1 + 1.7724538509 x^{3/2} a_0 - 3.544907702 \tau_2 x^2 - 14.17963081 x^3 \tau_1 - 248.1435391 x^{9/2} a_4 - 53.17361553 x^{7/2} a_3 + 1311.520847 x^{5/2} a_2 - 10.63472311 x^{3/2} a_1 + 245.2694462 x^{1/2} a_0 - 1603.449077 x^{3/2} a_4 - 1.7724538509 x^{1/2} a_2 + 201.7724539 x^{1/2} a_3 + 601.7724539 x^{1/2} a_2 + 18 \sqrt{x a_1} - 18 \sqrt{x a_2} + 36 \sqrt{x a_3} - 60 \sqrt{x a_4} + 1.7724538509 \tau_2 x + 14.17963081 x^2 \tau_1 - 1.7724538509 x \tau_1 - 1.7724538509 x \tau_1 - 20 x^{3/2} + 51 x^{2/3} = 0 \] (26)

Equation (26) is collocated at \(N = 2\) equal spaced points in the interval \([0, 1]\) and the remaining two equations are obtained from the use of the conditions attached. This gives 7 system of linear equations. Solving the system of equations, we get

\[
y_4(x) = 3.77824 \times 10^{-12} - 1. \times 10^{-10} x + 1.000000109 x^2 - 0.9999984717 x^3 - 0.1415135523 e - 5 x^4 \] (27)

When the same example was solved \(\alpha = \frac{5}{2}, \beta = \frac{3}{2}\) following the same method, the approximate solution obtained is

\[
y_4(x) = 6.2 \times 10^{-9} - 1.4449037318 x^2 - 8.450067824 x^3 + 5.265645764 x^4 \] (28)

**Example 3**

Consider the multi-order fractional differential equation

\[
D^n(y(x)) + \frac{2}{x} D^\beta(y(x)) + xy(x) = x^2 + x^3 + x^4 + \frac{96 \sqrt{x}}{\sqrt{\pi}} + \frac{3 \sqrt{x}}{\sqrt{\pi}} \left(6 + \frac{1}{\sqrt{x}}\right) \] (29)

subject to conditions \(y(0) = y'(0) = 0\) \(0 < x \leq 1\)

Taking an assumed approximate solution for \(N = 4\), and computing the \(\alpha = \frac{5}{2}\) and \(\beta = \frac{5}{2}\) derivatives of equation (29) and other necessary simplifications and substitution, gives

\[
70 x^5 a_4 + 20 x^4 a_3 - 140 x^3 a_2 + 30 x^2 a_1 + 1490 x^3 a_4 + 2 x^2 a_1 - 6 x^2 a_2 + 252 x^2 a_3 - 1700 x^2 a_4 + xa_0 - xa_1 + 37 x a_2
\]
When the same example was solved presented in Tables 1, 2, 3 and 4. When the same method, the approximate solution obtained is from the use of the conditions attached. This gives 8 system of linear equations. Solving the system of equations, we get

\[ y_4(x) = 3.2749743 \times 10^{(-10)} + 1.6 \times 10^{(-8)}x + 1.109848402x^2 \\
+ 1.000005386x^3 - 0.2049775180e - 5x^4 \]  \hspace{1cm} (31)

When the same example was solved \( \alpha = \frac{3}{2}, \beta = \frac{1}{2} \) following the same method, the approximate solution obtained is

\[ y_4(x) = -4.9638971 \times 10^{(-10)} + 2.6 \times 10^{(-8)}x + 1.48521236x^2 \\
+ 1.000023102x^3 - 0.346404728e - 5x^4 \]  \hspace{1cm} (32)

**Example 4**

Consider the multi-order fractional differential equation

\[ D^\alpha (y(x)) + \frac{8}{x}D^\beta (y(x)) + xy(x) = x^5 - x^4 + 44x^2 - 30x(33) \]

subject to conditions \( y(0) = y'(0) = 0 \quad 0 < x \leq 1 \)

with exact solution \( y(x) = x^4 - x^3 \)

Taking an assumed approximate solution for \( N = 4 \), and computing the \( \alpha = \frac{3}{2} \) and \( \beta = \frac{3}{2} \)-derivatives of equation (33) and other necessary simplifications and substitution, gives

\[-181 \, xa_3 + 541 \, xa_4 + 4 \, a_1 - 12 \, a_2 + 24 \, a_3 - 40 \, a_4 = x^4 + 8 \, x^3 \tau_1 + x^3 \\
- 8 \, x^2 \tau_1 + 2 \, x^2 \tau_2 + 12 \, x^2 + x \tau_1 - x \tau_2 + x \tau_3 + x \]  \hspace{1cm} (30)

Equation (30) is collocated at \( N = 2 \) equal spaced points in the interval \([0, 1]\) and the remaining two equations are obtained from the use of the conditions attached. This gives 8 system of linear equations. Solving the system of equations, we obtained

\[ y_4(x) = -8. \times 10^{(-11)} + 1. \times 10^{(-9)}x - 2.857225303x^2 \\
+ 4.713873487x^3 - .9046244956x^4 \]  \hspace{1cm} (35)

When the same example was solved \( \alpha = \frac{3}{2}, \beta = \frac{1}{2} \) following the same method, the approximate solution obtained is

\[ y_4(x) = -1. \times 10^{(-10)}x - 1.000000001x^3 + 1.000000000x^4 \]  \hspace{1cm} (36)

which is exactly over the curve of the exact solution for examples 1, and 2. But, the results are not as satisfactory at \( \alpha = \frac{5}{2} \) and \( \beta = \frac{1}{2} \) as seen in Figures 1 and 2. However, for examples 3 and 4, there is a change of results. Here, the results are better at \( \alpha = \frac{3}{2} \) and \( \beta = \frac{3}{2} \) than at \( \alpha = \frac{1}{2} \) and \( \beta = \frac{1}{2} \) as shown in Figure 3 and 4. This is likely because \( k \) in these examples is higher than 1 which is 2 and 8 in examples 3 and 4 respectively. The value

**5. Conclusion**

In this study, the proposed method was used to solve multi-order fractional differential equations successfully. Four examples were solved and the results of the numerical solutions presented in Tables 1, 2, 3 and 4. When \( \alpha = \frac{3}{2} \) and \( \beta = \frac{1}{2} \) the proposed method produced accurate approximate solution curve
Table 1. Error of Results for Example 1

| x     | $\alpha = \frac{3}{2}$ | $\alpha = \frac{5}{2}$ | $\beta = \frac{3}{2}$ | $\beta = \frac{5}{2}$ | Error Appx | Appx | Error |
|-------|------------------------|------------------------|-----------------------|-----------------------|-------------|------|-------|
| 0.0   | 0.000000               | 0.000000               | 5.0000e-11            | -0.000000             | 5.9232e-13   |
| 0.1   | 0.009000               | -0.01232               | 3.3298e-03            | 0.008999              | 2.6668e-10   |
| 0.2   | 0.032000               | -0.04284               | 1.0848e-02            | 0.031999              | 9.6994e-10   |
| 0.3   | 0.063000               | -0.08213               | 1.9128e-02            | 0.062999              | 1.9604e-09   |
| 0.4   | 0.096000               | -0.12112               | 2.5122e-02            | 0.095999              | 3.0781e-09   |
| 0.5   | 0.125000               | -0.15115               | 2.6155e-02            | 0.124999              | 4.1532e-09   |
| 0.6   | 0.144000               | -0.16393               | 1.9932e-02            | 0.144000              | 5.0056e-09   |
| 0.7   | 0.147000               | -0.15153               | 4.5298e-03            | 0.146999              | 5.4456e-09   |
| 0.8   | 0.128000               | -0.10640               | 2.1596e-02            | 0.127999              | 5.2733e-09   |
| 0.9   | 0.081000               | -0.02139               | 5.9613e-02            | 0.080999              | 4.2787e-09   |
| 1.0   | 0.000000               | 0.11032                | 1.1032e-01            | 0.000000              | 2.2421e-09   |

Table 2. Error of Results for Example 2

| x     | $\alpha = \frac{3}{2}$ | $\alpha = \frac{5}{2}$ | $\beta = \frac{3}{2}$ | $\beta = \frac{5}{2}$ | Error Appx | Appx | Error |
|-------|------------------------|------------------------|-----------------------|-----------------------|-------------|------|-------|
| 0.0   | 0.000000               | 0.000000               | 6.2000e-10            | 0.000000              | 3.7782e-12   |
| 0.1   | 0.009000               | -0.022414              | 3.1414e-02            | 0.009000              | 2.4706e-09   |
| 0.2   | 0.032000               | -0.117137              | 1.4914e-01            | 0.032000              | 1.4306e-08   |
| 0.3   | 0.063000               | -0.315914              | 3.7891e-01            | 0.063000              | 3.9585e-08   |
| 0.4   | 0.096000               | -0.637850              | 7.3385e-01            | 0.096000              | 7.8988e-08   |
| 0.5   | 0.125000               | -1.089415              | 1.2144e+00            | 0.125000              | 1.2980e-07   |
| 0.6   | 0.144000               | -1.664440              | 1.8048e+00            | 0.144000              | 1.8590e-07   |
| 0.7   | 0.147000               | -2.344120              | 2.4911e+00            | 0.147000              | 2.3778e-07   |
| 0.8   | 0.128000               | -3.097010              | 3.2250e+00            | 0.128000              | 2.7253e-07   |
| 0.9   | 0.081000               | -3.879029              | 3.9600e+00            | 0.081000              | 2.7386e-07   |
| 1.0   | 0.000000               | -4.633459              | 4.6335e+00            | 0.000000              | 2.2207e-07   |

Table 3. Error of Results for Example 3

| x     | $\alpha = \frac{3}{2}$ | $\alpha = \frac{5}{2}$ | $\beta = \frac{3}{2}$ | $\beta = \frac{5}{2}$ | Error Appx | Appx | Error |
|-------|------------------------|------------------------|-----------------------|-----------------------|-------------|------|-------|
| 0.0   | 0.000000000000         | -0.0000000005          | 4.9639e-10            | 0.0000000000          | 3.4707e-11   |
| 0.1   | 0.011000000000         | 0.0158521485           | 4.8521e-03            | 0.0110000001          | 8.6920e-11   |
| 0.2   | 0.048000000000         | 0.0674086784           | 1.9409e-02            | 0.04800000002         | 2.1491e-10   |
| 0.3   | 0.117000000000         | 0.1606697155           | 4.3670e-02            | 0.11700000004         | 3.8136e-10   |
| 0.4   | 0.224000000000         | 0.3016353775           | 7.7635e-02            | 0.22400000006         | 5.5642e-10   |
| 0.5   | 0.375000000000         | 0.4943057740           | 1.2131e-01            | 0.37500000007         | 7.1780e-10   |
| 0.6   | 0.576000000000         | 0.7560610062           | 1.7468e-01            | 0.57600000009         | 8.5069e-10   |
| 0.7   | 0.833000000000         | 1.0707611670           | 2.3776e-01            | 0.83300000009         | 9.4779e-10   |
| 0.8   | 1.152000000000         | 1.4625463410           | 3.1055e-01            | 1.15200000010         | 1.0662e-09   |
| 0.9   | 1.539000000000         | 1.9320366030           | 3.9304e-01            | 1.53900000010         | 1.0431e-09   |
| 1.0   | 2.000000000000         | 2.4852320250           | 4.8523e-01            | 2.000000000010        | 1.0642e-09   |
of numerical results, it can be seen that the proposed method is an accurate estimate for the class of differential equations considered.
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