ON THE GEOMETRY OF THE NODAL LINES OF EIGENFUNCTIONS OF THE TWO-DIMENSIONAL TORUS
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Abstract. The width of a convex curve in the plane is the minimal distance between a pair of parallel supporting lines of the curve. In this paper we study the width of nodal lines of eigenfunctions of the Laplacian on the standard flat torus. We prove a variety of results on the width, some having stronger versions assuming a conjecture of Cilleruelo and Granville asserting a uniform bound for the number of lattice points on the circle lying in short arcs.

1. Introduction

In this paper, we study the geometry of nodal lines of eigenfunctions of the Laplacian on the standard flat torus \( T^2 = \mathbb{R}^2 / \mathbb{Z}^2 \). The eigenvalues of the Laplacian on \( T^2 \) are of the form \( 4\pi^2 E \), where \( E = n_1^2 + n_2^2 \) is an integer which is a sum of two squares (in the sequel we will abuse notation and refer to \( E \) as the eigenvalue), the corresponding eigenspace being trigonometric polynomials of the form

\[
\varphi(x) = \sum_{\xi \in \mathbb{Z}^2, |\xi|^2 = E} a_\xi e(x \cdot \xi)
\]

where we abbreviate \( e(t) := \exp(2\pi it) \). In order for \( \varphi \) to be real-valued, the Fourier coefficients must satisfy \( a_\xi = a_{-\xi} \).

Given the eigenfunction \( \varphi \), we may consider its nodal set

\[
N_\varphi = \{ \varphi = 0 \}.
\]

According to Courant’s theorem, the complement of \( N_\varphi \) has at most \( O(E) \) connected components, the “nodal domains”. Their boundary are the “nodal lines”.

For any two-dimensional surface, it is known [Ch] that the nodal lines are a union of \( C^2 \)-immersed circles, with at most finitely many singular points and the nodal lines through a singular point form an equiangular system, see Figure [F]. Thus, with the exception of the singular set, the nodal set of an eigenfunction is rectifiable and we can speak about its length. In the real-analytic case, such as in our case of the flat torus, Donnelly-Fefferman [D-F] showed that the length of the nodal set of an eigenfunction with eigenvalue
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$E = \lambda^2$ is commensurable to $\lambda$:

$$\text{length}(\mathcal{N}_\varphi) \approx \sqrt{E} = \lambda.$$  

Figure 1. Nodal lines for the eigenfunction $\cos(4x - 7y) + \sin(8x - y) + \sin(4x + 7y)$ (left) and $\sin(4x + 7y) + \sin(4x - 7y) + \sin(8x + y) + \sin(8x - y) = 2 \sin 4x \cos y(-1 + 2 \cos 4x + 2 \cos 2y - 2 \cos 4y + 2 \cos 6y)$ (right).

Our goal in this paper is to better understand the local geometry of nodal lines. In this respect, M. Berry argued [Be] that for random plane waves, the nodal lines typically have curvature of order $E$. If one tries to make a statement for nodal lines of individual eigenfunctions, say in the case of $\mathbb{T}^2$, it is clear that ‘pointwise curvature’ is not the appropriate concept. Indeed, nodal lines (for arbitrary large $E$) may have zero curvature or, as is also easily seen, develop arbitrary large pointwise curvature (for a fixed $E$).

1.1. The width of nodal lines. In order to formulate an alternative to curvature, we first introduce some terminology.

**Definition 1.** An arc $C \subset \mathbb{T}^2$ is called ‘regular’ if $C$ admits an arc-length parametrization $\gamma : [0, \ell] \to C$, $0 < \ell < 1$, which is $C^2$ and such that for some $\kappa > 0$, the curvature $|\dot{\gamma}|$ satisfies a pointwise pinching condition

$$|\kappa| < |\dot{\gamma}| < 2\kappa$$

and the total curvature is bounded:

$$2\kappa \ell < 1.$$ 

For a convex curve $C$ the width $w(C)$ is defined as the minimal distance between a pair of parallel supporting lines of the curve (Figure 2). In the case of regular arcs, we shall see that

$$w(C) \approx \ell^2 \kappa.$$
Figure 2. The width of a regular arc

An examination of numerical plots of some nodal sets (see Figure 1) leads one to realize that $\mathcal{N}_\varphi$ does not contain “large” curved arcs, specifically that as $E \to \infty$, for regular arcs $C \subset \mathcal{N}_\varphi$, either their length $\ell \to 0$ shrinks or the curvature pinching $\kappa \to 0$.

We make the following conjecture:

Conjecture 1. For all $\varepsilon > 0$, there is $c_\varepsilon > 0$ such that if $\varphi$ is an eigenfunction of $\mathbb{T}^2$ of eigenvalue $E = \lambda^2$ and $C$ any regular arc contained in $\mathcal{N}_\varphi$, then

$$w(C) < c_\varepsilon \lambda^{-1+\varepsilon}.$$  

This is our substitute for the phenomenon M. Berry pointed out for random plane waves. The above conjecture seems to be consistent with numerics and we will moreover prove its validity for ‘most’ eigenvalues $E$.

In generality, we prove

Theorem 1. If $C \subset \mathcal{N}_\varphi$ is a regular arc, then

$$w(C) < C_\varepsilon \lambda^{-\frac{1}{3}+\varepsilon}.$$  

The argument makes crucial use of the structure of lattice points on the circle $\{|\xi| = \lambda\}$. Relevant results will be presented in §2.

In §6 we will show that the exponent $1/3$ of Theorem 1 can be improved to $1/2$ for almost all of the nodal line, in the following sense:

Theorem 2. Given $\varepsilon > 0$, there is $\delta > 0$ such that the following holds. Let $\{C_\alpha\}$ be a collection of disjoint regular arcs of $\mathcal{N}_\varphi$ satisfying

$$w(C_\alpha) > \lambda^{-\frac{1}{2}+\varepsilon} \text{ for each } \alpha.$$  

Then for $\lambda > \lambda(\varepsilon)$,

$$\sum_\alpha \text{length}(C_\alpha) < \lambda^{1-\delta}.$$  

Recall that $\text{length}(\mathcal{N}_\varphi) \approx \lambda$, by (1.3), so that Theorem 2 asserts that arcs of large width form a negligible part of the nodal set.

As we will see, the exponent $\frac{1}{2}$ in (1.9) could be replaced by 1, assuming the validity of the Cilleruelo-Granville conjecture [C-G], stating that for all...
$\varepsilon > 0$, there is a constant $B_\varepsilon$ such that any arc on a circle $\{ |\xi| = \lambda \}$ of size at most $\lambda^{1-\varepsilon}$ contains at most $B_\varepsilon$ lattice points (uniformly in $\lambda$).

Finally, we also show that Conjecture 1 holds for at least a positive proportion of the nodal set, in the following sense:

**Theorem 3.** There is a constant $c_0 > 0$ such that the following holds. Let $\varepsilon > 0$, $\lambda$ large enough and $\{ C_\alpha \}$ a collection of disjoint regular arcs of $\mathcal{N}_\varphi$ satisfying

\begin{equation}
(1.11) \quad w(C_\alpha) > \lambda^{-1+\varepsilon} \text{ for each } \alpha.
\end{equation}

Then

\begin{equation}
(1.12) \quad \text{length}(\mathcal{N}_\varphi \setminus \bigcup_\alpha C_\alpha) > c_0 \lambda.
\end{equation}

The proofs of Theorems 2 and 3 make essential use of the results of Donnelly and Fefferman [D-F].

1.2. **Total curvature.** Another geometric characteristic of nodal lines that one can investigate is their total curvature.

For $C^2$ curves in $\mathbb{R}^3$, if $\gamma : [0, \ell] \to C$ is a $C^2$ arc length parametrization then the total curvature is

\begin{equation}
(1.13) \quad K(C) = \int_0^\ell \| \dot{\gamma}(s) \| ds.
\end{equation}

When one varies the curve $C$, the formula (1.13) is clearly continuous in the $C^2$ topology and hence can be used to define the total curvature of any continuous curve as the limit of the total curvature of its smooth perturbations. However, there is a definition of total curvature which makes sense for any continuous curve, which starts with defining the total curvature of a polygon as the sum of the angles subtended by the prolongation of any of its sides and the next one, and then for any continuous curve $C$ setting

\begin{equation}
(1.14) \quad K(C) = \sup_P K(P)
\end{equation}

where the supremum is over all polygons $P$ inscribed in $C$. One can show that for $C^2$ curves this definition coincides with (1.13) (see [M]).

We claim that the total curvature $K_{\varphi}$ of the nodal set for an eigenfunction $\varphi$ with eigenvalue $E$ is bounded by

\begin{equation}
(1.16) \quad K_{\varphi} \ll E
\end{equation}

Note that there is no lower bound, since the nodal set of the eigenfunction $\sin nx$ is a union of non-intersecting lines hence has zero total curvature.

---

1Alternatively one can take

\begin{equation}
(1.15) \quad K(C) = \lim_P K(P)
\end{equation}

where the limit is over all polygons $P$ inscribed in $C$ for which the maximal distance between adjacent vertices tends to zero; this definition works for curves in arbitrary Riemannian manifolds [CL].
To prove (1.16), it suffices to assume that nodal set is smooth, which is easily seen to be a generic condition in the eigenspace on the torus, hence a small perturbation in the eigenspace will bring us to that setting and one then invokes continuity of the total curvature in the $C^2$-topology. In case the nodal set is smooth, one can make the following comment based on the fact that $N_\varphi$ is a semi-algebraic set. First observe that $\varphi$ in (1.1) may be expressed as

$$\varphi(x_1, x_2) = \sum_{\alpha, \beta} a_{\alpha, \beta} (\cos x_1)^{\alpha_1} (\cos x_2)^{\alpha_2} (\sin x_1)^{\beta_1} (\sin x_2)^{\beta_2}$$

with $\alpha, \beta \in \mathbb{Z}_+^2$ and $\alpha_1 + \alpha_2 + \beta_1 + \beta_2 \leq \sqrt{2}\lambda$.

Introducing variables $u_1 = \cos x_1, u_2 = \cos x_2$, it follows that $u_1, u_2$ satisfy a polynomial equation

$$P(u_1, u_2) = 0$$

with $P \in \mathbb{R}[u_1, u_2]$ of degree $d < c\lambda$. According to [R, Theorem 4.1, Proposition 4.2], assuming $\{P = 0\}$ is smooth, its total curvature is at most $\text{const.}d^2 \ll E$. Since $N_\varphi \subset \{P = 0\}$ (in the $u_1, u_2$-parametrization), we may conclude that (1.16) holds.

1.3. Remarks.

(1) In defining regular arcs, one could make further higher derivative assumptions on the parametrization $\gamma$ (as we will show with an example in Appendix A, those do not hold automatically). Involving higher derivatives would allow to improve upon the estimate (1.8). We do not pursue this direction here however partly because Definition 1 would have to be replaced by a more technical one and it is not clear which version would be the most natural.

(2) We point out that our estimates for the width are specific to the flat torus. For instance, they are not valid on the sphere $S^2$. Indeed, the standard spherical harmonics $Y_{\ell,m} = P_{\ell,m}(\theta)e^{im\varphi}$ are eigenfunctions for which the circles of latitude $\{P_{\ell,m}(\theta) = 0\}$ are families of regular arcs with geodesic curvature bounded away from zero.

(3) One can easily obtain the analogue of (1.16) for the total curvature of the nodal sets on the sphere using similar arguments to those on the torus. At the time of this writing, it is not clear to us if there is an estimate of the type (1.16) for general real-analytic surfaces, or even, more modestly, any explicit bound $K_\varphi < K(E)$ for the total curvature.

\[\text{Since the total curvature of an arc is the variation of its tangent vector, a bound is obtained by integration in } s \text{ of the number of solutions in } u = (u_1, u_2) \text{ of}\]

\[\begin{aligned}
\partial_s P(u) + s \partial_t P(u) &= 0 \\
P(u) &= 0.
\end{aligned}\]
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2. Lattice points on circles

In this section, we collect some facts about lattice points on arcs for later use. Let $E = \lambda^2 \in \mathbb{Z}_+$ and

$$E = \mathbb{Z}^2 \cap \{|x| = \lambda\}$$

Then $|E| = r(E)$ is the number of representations of $E$ as a sum of two squares, which is essentially the number of divisors of $E$ in the ring of Gaussian integers. In particular one has an upper bound

$$r_2(E) \ll \exp \frac{\log E}{\log \log E} \ll E^\epsilon$$

for all $\epsilon > 0$.

The next statement is a slight specification of a more general result due to Jarnik [J].

Lemma 1. Let $P_0, P_1, P_2 \in E$ be distinct and $|P_0 - P_1| \leq |P_0 - P_2|$. Then

$$|P_0 - P_2|^2, |P_0 - P_1| > c\lambda$$

(here and in the sequel, $c, C$ will denote constants).

Proof. $P_0, P_1, P_2$ belong to an arc $C \subset \{|x| = \lambda\}$ of size $r$ and we may obviously assume $r < \sqrt{\lambda}$. Since $P_0, P_1, P_2$ are distinct, they span a triangle $T$ of area

$$0 < \text{area}(T) = \frac{1}{2} |\det \begin{pmatrix} 1 & P_0 \\ 1 & P_1 \\ 1 & P_2 \end{pmatrix}| \in \frac{1}{2} \mathbb{Z}_+.$$ 

Hence, from geometric considerations

$$\frac{1}{2} \leq \text{area}(T) < c\frac{r^2}{\lambda} |P_0 - P_1|$$

Lemma 2. Let $P_0, P_1, Q_0, Q_1 \in E$ be distinct points on an arc of size $r$. Then

$$|P_0 - Q_0|, |P_1 - Q_1| > c\lambda.$$ 

Proof. We may assume $r < \frac{1}{100} \lambda$. For $\alpha = 0, 1$, let

$$P_\alpha = \lambda e^{i\theta_\alpha}$$

$$P_\alpha - Q_\alpha = \Delta_\alpha e^{i\psi_\alpha}.$$ 

Then (possibly permuting $P_\alpha, Q_\alpha$)

$$\Delta_\alpha^2 = |P_\alpha - Q_\alpha|^2 = 2P_\alpha \cdot (P_\alpha - Q_\alpha) = 2\lambda \Delta_\alpha \cos(\theta_\alpha - \psi_\alpha) \sim 2\lambda \Delta_\alpha \left(\frac{\pi}{2} + \theta_\alpha - \psi_\alpha\right)$$
implying that

\[ \psi_\alpha = \frac{\pi}{2} + \theta_\alpha + 0\left(\frac{\Delta_\alpha}{\lambda}\right) \]

\[ |\psi_0 - \psi_1| = |\theta_0 - \theta_1| + 0\left(\frac{\Delta_0 + \Delta_1}{\lambda}\right) \]

Since the vectors \( P_0 - Q_0, P_1 - Q_1 \) are not parallel,

\[ |\text{det}(P_0 - Q_0, P_1 - Q_1)| \geq 1 \]

and thus

\[ (2.5) \quad \Delta_0 \cdot \Delta_1 |\psi_0 - \psi_1| \geq 1 \]

From (2.4) (2.5)

\[ 1 \leq \Delta_0 \Delta_1 |\theta_0 - \theta_1| + 0\left(\lambda^{-1} \Delta_0 \Delta_1 (\Delta_0 + \Delta_1)\right) \]

and

\[ \lambda < 2\Delta_0 \Delta_1 |P_0 - P_1| + 0(\Delta_0 \Delta_1 (\Delta_0 + \Delta_1)) < C r \Delta_0 \Delta_1 . \]

Let us also recall the results from Cilleruelo-Cordoba [C-C] and Cilleruelo-Granville [C-G] on the spacing properties of systems \( \{P_1, \ldots, P_m\} \) of distinct elements of \( E \).

**Lemma 3.** ([C-C], [C-G])

\[ \prod_{1 \leq i < j \leq m} |P_i - P_j| \geq \begin{cases} \lambda \frac{m(m-1)}{2} & \text{if } m \text{ is even} \\ \lambda \frac{1}{2(m-1)^2} & \text{if } m \text{ is odd} \end{cases} \]

The argument in [C-C] is arithmetic and based on factorization of \( E = \lambda^2 \) in Gaussian primes. The following elegant and much simpler argument was given by Ramana [Ra]: We identify the standard lattice \( \mathbb{Z}^2 \subset \mathbb{R}^2 \) with the Gaussian integers \( \mathbb{Z}[\sqrt{-1}] \subset \mathbb{C} \). If \( \overline{P} \) denotes the complex conjugate of \( P \), then our condition on the lattice points being on one circle says that

\[ (2.6) \quad P_j \overline{P}_j = \lambda^2, \quad j = 1, \ldots, m \]

Ramana observed that for any \( 0 \leq k \leq m - 1 \), we have an identity

\[ (2.7) \quad \lambda^{k(k+1)} \prod_{1 \leq i < j \leq m} (P_i - P_j) = \prod_{i=1}^{m} P_i^k \cdot \text{det} V_{k,m} \]
where \( V_{k,m} \) is the following Vandermonde type matrix

\[
V_{k,m} = \begin{pmatrix}
P_1^k & P_2^k & \ldots & P_m^k \\
P_1^{k-1} & P_2^{k-1} & \ldots & P_m^{k-1} \\
\vdots & \vdots & \ddots & \vdots \\
P_1^{m-1-k} & P_2^{m-1-k} & \ldots & P_m^{m-1-k}
\end{pmatrix}
\]

(2.8)

To see this, we compute the RHS of (2.7) by noting that \( P_1^k \det V_{k,m} \) is the determinant of the matrix resulting from multiplying the \( i \)-th column of \( V_{k,m} \) by \( P_i^k \), and using (2.6) one is reduced to computing an ordinary Vandermonde determinant, yielding the LHS of (2.7).

Once (2.7) is established, we take absolute values and noting that \( |\det V_{k,m}|^2 \geq 1 \) since it is a nonzero integer, we get

\[
\lambda^{k(k+1)} \prod_{1 \leq i < j \leq m} |P_i - P_j| \geq \lambda^{km}
\]

(2.9)

Taking \( k = \lfloor \frac{m}{2} \rfloor \) gives Lemma 3.

Taking \( m = 2 \) in Lemma 3, it follows that

\[
|P_0 - P_1| \cdot |P_1 - P_2| \cdot |P_2 - P_0| \geq \lambda
\]

and we are recovering (2.2).

Lemma 3 implies a uniform bound \( B(\varepsilon) \) on the number of elements of \( E \) on an arc \( C \subset \{|x| = \lambda\} \) of size \( r < \lambda^{\frac{1}{2}-\varepsilon} \). More precisely

**Lemma 4** ([C-G]). Let \( \delta(m) = \frac{1}{(\frac{m}{2})^{1/2} + 2} \). If \( C \subset \{|x| = \lambda\} \) is an arc of length \( r < \sqrt{2\lambda^{\frac{1}{2}-\delta(m)}} \), then \#\( E \cap C \leq m \).

Cilleruello and Granville conjectured a uniform bound on the number of lattice points on any arc of length \( \lambda^{1-\varepsilon} \):

**Conjecture 2.** ([C-G] Conjecture 14) Let \( 0 < \varepsilon < 1 \). Then there is some \( B_\varepsilon > 0 \) so that the number of lattice points on any arc \( C \subset \{|x| = \lambda\} \) of length \( r < \lambda^{1-\varepsilon} \) is at most \( B_\varepsilon \).

Conjecture 2 is true for most \( E = \lambda^2 \in \mathbb{Z}_+ \), in fact we have the stronger statement that all lattice points on the circle of radius \( \sqrt{E} \) are well separated. To make sense of it, recall that the number of \( E \leq N \) which are a sum of two squares is asymptotic to a constant multiple of \( N/\sqrt{\log N} \).

**Lemma 5.** Fix \( \varepsilon > 0 \). Then for all but \( O(N^{1-\varepsilon/3}) \) integers \( E \leq N \), one has

\[
\min_{\substack{x \neq y \in \mathbb{Z}^2 \\
|\sqrt{x}| = |\sqrt{y}| = \sqrt{E}}}|x - y| > (\sqrt{E})^{1-\varepsilon}
\]

(2.10)
Proof. We will say that $E \leq N$ is “exceptional” if there is a pair of close points $|x|^2 = |y|^2 = E$, $0 < |x - y| < \sqrt{E^{1-\epsilon}}$. Writing $z = x - y$, we see that the number of exceptional $E$’s is bounded by the number of pairs of integer vectors $x \in \mathbb{Z}^2$, $0 \neq z \in \mathbb{Z}^2$ with

$$|x|^2 \leq N, \quad 0 < |z| < \sqrt{E^{1-\epsilon}}$$

and satisfying

$$2x \cdot z = |z|^2$$

(2.11)

Writing $z = dz'$ with $d \geq 1$ and $z' \in \mathbb{Z}^2$ primitive, we see that the number of $x < \sqrt{N}$ lying on the line (2.12) is $O(\sqrt{N}/|z'|)$ and hence the number of exceptional $E \leq N$ is dominated by

$$\sum_{1 \leq d \leq \sqrt{N^{1-\epsilon}}/d} \sum_{z' \in \mathbb{Z}^2 \text{ primitive}} \frac{\sqrt{N}}{|z'|} \ll \sqrt{N} \sum_{1 \leq d \leq \sqrt{N^{1-\epsilon}}} \frac{(\sqrt{N})^{1-\epsilon}}{d} \ll N^{1-\epsilon/2} \log N$$

(2.13)

which proves our claim. \(\square\)

3. The width of a regular arc

Recall that the width of a convex curve $C$ is defined as the minimal distance between a pair of parallel supporting lines of the curve. We denote it by $w(C)$.

**Lemma 6.** Let $C$ be a regular arc, that is admitting an arc length parametrization $\gamma : [0, \ell] \to C$ with curvature pinched by $\kappa < |\gamma''| < 2\kappa$ and with total curvature bounded by $2\kappa \ell < 1$. Then the width of $C$ is commensurate with

$$w(C) \approx \ell^2 \kappa$$

(3.1)

**Proof.** We may present $C$ as the graph of a function $f$:

$$C = \{(x, f(x)) : 0 < x < L\}$$

where $f(x) \geq 0$, and $f(0) = 0 = f(L)$ (see Figure 3).

Note that our assumptions in particular imply that the arc is convex, since there are no inflection points (the curvature is nowhere zero) and the total curvature is small. Hence $f'' < 0$, and the function $f$ has a unique critical point at $x_0 \in (0, L)$ where $f$ is maximal.

We now note that the assumption of total curvature being at most 1 implies a bound for the derivative of $f$:

$$|f'(x)| < 2$$

Indeed, $f'(x) = \tan \theta(x)$ where $\theta(x)$ is the angle between the tangent vector to the arc at $(x, f(x))$ and the $x$-axis. At the point $x_0$ we have $\theta(x_0) = 0$ and the total variation of $\theta$ is just the total curvature which is at most 1. Hence $|f'(\theta)| \leq \tan 1 < 2$. 

\[\text{ON THE GEOMETRY OF THE NODAL LINES}\]
The curvature at the point \((x, f(x))\) is

\[
\kappa(x) = \frac{|f''(x)|}{(1 + f'(x)^2)^{3/2}}
\]

Since \(|f'| < 1\), the second derivative \(f''\) and the curvature \(\kappa(x)\) are commensurable and so \(|f''(x)|\) is commensurate with \(\kappa\):

\[
|f''(x)| \approx \kappa
\]

We claim that the width of \(C\) is the value of \(f\) at the critical point \(x_0\):

\[
w(C) = f(x_0)
\]

To see this, note that the supporting line \(L_1(t)\) of \(C\) at the point \((t, f(t))\) for \(0 < t < L\) is the tangent line

\[
L_1(t) : y = f'(t)x + f(t) - tf'(t)
\]

At \(t = x_0\) this is the line \(y = f(x_0)\) and the other supporting line \(L_2(x_0)\) of \(C\) parallel to it is the \(x\)-axis \(y = 0\), and \(f(x_0)\) is the distance between these two lines. For \(0 < t < x_0\) the other supporting line \(L_2(t)\) parallel to \(L_1(t)\) goes through the end point \((L, 0)\) of the arc, with equation

\[
L_2(t) : y = f'(t)(x - L), \quad 0 < t < x_0
\]
while for $x_0 < t < L$, the line $L_2(t)$ passes through the origin $(0, 0)$ with equation

$$L_2(t) : y = f'(t)x, \quad x_0 < t < L$$

Hence the distance between $L_1(t)$ and $L_2(t)$ is

$$(3.4) \quad d(t) = \frac{g(t)}{\sqrt{1 + f'(t)^2}} \quad g(t) = \begin{cases} f(t) + (L - t)f'(t), & 0 < t < x_0 \\ f(t) - tf'(t), & x_0 < t < L \end{cases}$$

Since $|f'(t)| < 2$, this shows that

$$(3.5) \quad d(t) \approx g(t)$$

and it suffices to show that

$$g(t) \geq g(x_0) = f(x_0)$$

If $0 < t < x_0$ then $g'(t) = (L - t)f''(t) < 0$ so $g$ is decreasing and so $g(t) > g(x_0) = f(x_0)$, while if $x_0 < t < L$ then $g'(t) = -tf''(t) > 0$ so $g$ is increasing and so $g(t) > g(x_0) = f(x_0)$.

Having established that $w(C) \approx f(x_0)$, it remains to show that

$$f(x_0) \approx \kappa \ell^2$$

Assuming say that $x_0 \leq L/2$, we expand $f$ in a Taylor series around the endpoint $x = L$ further from $x_0$, finding

$$(3.6) \quad 0 = f(L) = f(x_0) + f'(x_0)(L - x_0) + \frac{1}{2} f''(y)(L - x_0)^2$$

for some $x_0 < y < L$. Using $f(L) = 0$, $f'(x_0) = 0$ and $f'' < 0$, $|f''| \approx \kappa$ and $L/2 \leq L - x_0 \leq L$ we get

$$f(x_0) = -\frac{1}{2} f''(y)(L - x_0)^2 \approx \kappa L^2$$

Now note that $L \approx \ell$ because

$$\ell = \int_0^L \sqrt{1 + f'(t)^2} dt \in [L, 3L]$$

using $|f'(x)| < 2$. Hence $f(x_0) \approx \kappa \ell^2$ as claimed. \hfill \Box

4. Local estimates on the width

4.1. Fourier transforms of arcs. We establish some bounds on the Fourier transform of measures supported by “regular” arcs.

Let $\gamma : [0, \ell] \rightarrow C$ be an arc-length parameterization of the regular arc $C$, so that $|\dot{\gamma}| = 1$, and $\kappa < |\dot{\gamma}| < 2\kappa$. Note that if $\xi \in \mathbb{R}^2, |\xi| = 1$ and $0 < \rho < \frac{\ell \kappa}{10}$, then

$$(4.1) \quad I_\xi = \{ t \in I : |\xi \cdot \dot{\gamma}(t)| < \rho \}$$

is an interval of size at most $O(\rho/\kappa)$. 
Indeed, the length of $I_\xi$ can be computed as

$$\int_{I_\xi} dt = \int_{|u| < \rho} \frac{du}{|\xi \cdot \gamma(t)|}$$

one using the change of variable $u = \xi \cdot \dot{\gamma}(t)$. Denoting by $\theta(t)$ the angle between $\xi$ and the unit tangent $\dot{\gamma}(t)$ to the curve, so that by assumption $|\cos \theta(t)| = |\xi \cdot \dot{\gamma}(t)| < \rho$, we have on noting that $\dot{\gamma}$ is the normal vector to the curve, that

$$|\xi \cdot \dot{\gamma}(t)| = |\dot{\gamma}(t)||\sin \theta(t)| > \kappa \sqrt{1 - \rho^2}$$

and hence

$$\text{length } I_\xi < \frac{2\rho}{\kappa \sqrt{1 - \rho^2}} \ll \frac{\rho}{\kappa}$$

since $\rho < \ell \kappa/10 < 1/10$.

**Lemma 7.** Let $\xi \in \mathbb{R}^2 \setminus \{0\}$ and assume

$$\left| \frac{\xi}{|\xi|} \cdot \dot{\gamma}(t) \right| > \rho \text{ for all } t \in [0, \ell].$$

Let $\omega : \mathbb{R} \to \mathbb{R}_+$, supp $\omega \subset [0, \ell]$ satisfy

$$\int \omega = 1 \text{ and } \int |\omega'| < \frac{c}{\ell}.$$

Then

$$\left| \int e(\xi \cdot \gamma(t)) \omega(t) dt \right| < \frac{c}{\rho |\xi|} \left( \frac{1}{\ell} + \frac{\kappa}{\rho} \right)$$

(where $c$ denotes various constants).

**Proof.** A change of variables $u = \xi \cdot \gamma(t)$ gives

$$\left| \int e(\xi \cdot \gamma(t)) \omega(t) dt \right| \leq \int \left| \frac{d}{dt} \left[ \omega(t) \frac{\xi \cdot \dot{\gamma}(t)}{|\xi \cdot \dot{\gamma}(t)|} \right] \right| dt \leq \int \left\{ \frac{\dot{\omega}(t)}{|\xi \cdot \dot{\gamma}(t)|} + \frac{\omega(t) |\xi \cdot \dot{\gamma}(t)|}{|\xi \cdot \dot{\gamma}(t)|^2} \right\}$$

$$\leq \frac{1}{\rho |\xi|} \int |\dot{\omega}(t)| + \frac{\kappa}{\rho^2 |\xi|} \int \omega(t) < \frac{c}{\rho \ell |\xi|} + \frac{\kappa}{\rho^2 |\xi|}$$

from the assumptions. \(\square\)

Fix $E \in \mathbb{Z}_+$ (large), $\lambda = \sqrt{|E|}$ and let $\mathcal{E} = \mathbb{Z}^2 \cap \{|x| = \lambda\}$. Fix $0 < c_0 < \frac{1}{100}$ and take $\rho = c_0 \kappa \ell/|\mathcal{E}|^2$. We let $\xi$ run over all vectors $\xi = \frac{\xi_1 - \xi_2}{|\xi_1 - \xi_2|}$, $\xi_1 \neq \xi_2$ in $\mathcal{E}$. Excluding the corresponding subintervals $I_\xi$ of (4.1) from $I$, of length $|I_\xi| < c_0 \ell |\mathcal{E}|^{-2}$, we obtain

**Lemma 8.** There is a collection of at most $|\mathcal{E}|^2$ disjoint sub-intervals $I_\tau \subset I$ with the following properties:

$$|I_\tau| > c_0 |\mathcal{E}|^{-2} \ell$$

$$\sum |I_\tau| > (1 - 2c_0) \ell$$
(4.10) \[ \left| \gamma(t) \cdot \frac{\xi_1 - \xi_2}{|\xi_1 - \xi_2|} \right| > c_0 \frac{\kappa \ell}{|E|^2} \quad \text{for } \xi_1 \neq \xi_2 \text{ in } E \text{ and } t \in I \]

Let \( \omega : \mathbb{R} \to \mathbb{R}_+, \text{ supp } \omega \subset I_\tau \) satisfy

(4.11) \[ \int \omega = 1 \quad \text{and} \quad \int |\dot{\omega}| \lesssim \frac{|E|^2}{c_0 \ell}. \]

Then for all \( \xi_1 \neq \xi_2 \) in \( E \)

(4.12) \[ \left| \int e((\xi_1 - \xi_2) \cdot \gamma(t)) \omega(t) dt \right| \lesssim \frac{|E|^4}{c_0^2 \omega(C)} \frac{1}{|\xi_1 - \xi_2|} \]

where \( \omega(C) = \ell^2 \kappa \) is the width of \( C \).

The estimate (4.12) follows indeed from (4.7) and the above choice of \( \rho \).

Returning to Theorem 1, we simply replace \( I \) by some \( I_\tau \) and \( C \) by \( C_\tau = \gamma(I_\tau) \). Redefining \( \ell = |I_\tau| \), we have for all \( \xi_1 \neq \xi_2 \in E \) the estimate

(4.13) \[ \left| \int e((\xi_1 - \xi_2) \cdot \gamma(t)) \omega(t) dt \right| \ll \frac{\lambda^\epsilon}{\omega(C) |\xi_1 - \xi_2|} \]

if \( \omega : \mathbb{R} \to \mathbb{R}_+, \text{ supp } \omega \subset I \) satisfies

(4.14) \[ \int \omega = 1, \quad \int |\dot{\omega}| \lesssim \frac{1}{\ell}. \]

4.2. The exponent 1/6. As a warm-up, we show how to prove Conjecture 1 for almost all energies \( E \) and how to obtain a weaker version of Theorem 1 with the exponent 1/6 instead of 1/3.

Consider the Fourier expansion of \( \varphi \):

(4.15) \[ \varphi(x) = \sum_{\xi \in \mathcal{E}} \hat{\varphi}(\xi) e(x \cdot \xi). \]

Since the Fourier coefficients of \( \varphi \) satisfy \( \sum_{\xi \in \mathcal{E}} |\hat{\varphi}(\xi)|^2 = ||\varphi||_2^2 \), we have \( |\hat{\varphi}(\xi)| \leq ||\varphi||_2 \) for all \( \xi \in \mathcal{E} \) and hence there is some \( \xi_0 \) for which

\[ |\hat{\varphi}(\xi_0)| \geq \frac{||\varphi||_2}{\sqrt{|\mathcal{E}|}}. \]

Replacing \( \varphi \) by \( \varphi / \hat{\varphi}(\xi_0) \), we may thus assume

(4.16) \[ \hat{\varphi}(\xi_0) = 1, \quad ||\varphi||_2 \leq \sqrt{|\mathcal{E}|} \]

and in particular \( |\hat{\varphi}(\xi)| \ll \lambda^\epsilon \) for all \( \epsilon > 0 \).

Assume \( C \subset \mathcal{N}_\varphi \). Since \( \varphi(\gamma(t)) = 0 \), we obtain for any weight function \( \omega \) as in Lemma 7 that

(4.17) \[ 0 = \int_I \varphi(\gamma(t)) e(-\xi_0 \cdot \gamma(t)) \omega(t) dt \]

\[ = 1 + \sum_{\xi \neq \xi_0} \hat{\varphi}(\xi) \int_I e((\xi - \xi_0) \cdot \gamma(t)) \omega(t) dt \]
By Jarnik, there is at most one frequency $\xi_1 \neq \xi_0$ at distance $\ll \lambda^{1/3}$ from $\xi_0$. For all other frequencies we use (4.12) together with $\sum_\xi |\hat{\varphi}(\xi)|^2 \leq |E| \ll \lambda^\epsilon$ to get
\begin{equation}
1 + \hat{\varphi}(\xi_1) \int e((\xi_1 - \xi_0) \cdot \gamma(t)) \omega(t) dt \ll \frac{\lambda^\epsilon}{w} \sum_{\xi \neq \xi_0, \xi_1} \frac{|\hat{\varphi}(\xi)|}{|\xi - \xi_0|} \ll \frac{\lambda^{-1/3+\epsilon}}{w}
\end{equation}

We may now show that Conjecture 1 holds for almost all $E$. First choose $E = \lambda^2$ satisfying (2.10). Then $\xi_1$ does not exist and $|\xi - \xi_0| > \lambda^{1-\epsilon}$ for $\xi \neq \xi_0$, hence (4.18) gives $1 \ll \lambda^{-1+\epsilon}/w$, that is $w \ll \lambda^{-1+\epsilon}$.

Returning to the case of general $E$, if there is no such $\xi_1$, that is if $\xi_0$ is at distance at least $\lambda^{1/3}$ from all other frequencies, then (4.18) implies $w \ll \lambda^{-1/3+\epsilon}$.

Otherwise, that is if there is a neighbour $\xi_1$, we proceed as follows: Start by performing a rotation $T$ of the plane as to insure
\begin{equation}
T(\xi_1 - \xi_0) = (|\xi_1 - \xi_0|, 0) \in \mathbb{R}^2.
\end{equation}

Denoting $T\gamma$ again by $\gamma = (\gamma_1, \gamma_2)$, we obtain from (4.18), that
\begin{equation}
1 + \hat{\varphi}(\xi_1) \int e(|\xi_1 - \xi_0| \gamma_1(t)) \omega(t) dt \ll \frac{\lambda^{-1/3+\epsilon}}{w}
\end{equation}

Next we specify $\omega$. Writing $\dot{\gamma}(s) = e^{i\theta(s)}$, we have $\dot{\theta}(s) \sim \kappa$ (or $-\kappa$, which is similar) and
\begin{equation}
\dot{\gamma}_1(s) = -\sin\theta(s) \dot{\theta}(s) \sim -\sqrt{1 - \dot{\gamma}_1(s)^2} \kappa.
\end{equation}

Therefore there is a suitable restriction of $s \in I_1 \subset I$, $|I_1| \sim \ell$ and some $\rho \gtrsim \kappa \ell$ (recall that $\kappa \ell < 1$) such that
\begin{equation}
|\dot{\gamma}_1(s) - \rho| < c \kappa \ell < \frac{\rho}{10} \text{ for } s \in I_1.
\end{equation}

Let $s_0 \in I_1$ be the center of $I_1$. Define
\begin{equation}
\omega(s) = \frac{\dot{\gamma}_1(s)}{\int_{I_1} \dot{\gamma}_1(s)} \eta(\gamma_1(s) - \gamma_1(s_0)) ds
\end{equation}

where $\eta$ is a bump-function of the form $\eta(x) = \eta_0\left(\frac{x}{\rho}\right)$ with $\eta_0 \geq 0$, $\int \eta_0 = 1$ (see Figure 4), chosen as to ensure that $\text{supp } \omega \subset I_1$ (we use (4.21) here).

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4}
\caption{The bump function $\eta_0(t)$}
\end{figure}
Also
\[ 0 \leq \omega < \frac{c}{\ell}, \quad \int \omega = 1 \]
and
\[ \int |\omega'| \lesssim \frac{\kappa}{\rho} + \frac{1}{\ell} \lesssim \frac{1}{\ell} \]
and (4.14) holds.

With the choice (4.22) and change of variable \( u = \gamma_1(s) - \gamma_1(s_0) \), one obtains in (4.38)
\[
\int e(|\xi_1 - \xi_0| \gamma_1(t)) \omega(t) dt = e(|\xi_1 - \xi_0| \gamma_1(s_0)) \int e(|\xi_1 - \xi_0| u) \eta(u) du
\]
\[
= e(|\xi_1 - \xi_0| \gamma_1(s_0)) \frac{1}{\rho \ell} \int e(|\xi_1 - \xi_0| u) \eta(u) du
\]
\[
= e(|\xi_1 - \xi_0| \gamma_1(s_0)) \int e(\rho \ell |\xi_1 - \xi_0| t) \eta_0(t) dt
\]
since \( \eta_0(t) = \eta(\rho \ell t) \). Thus we find
\[
1 + e(|\xi_1 - \xi_0| \gamma_1(s_0)) b \ll \frac{\lambda^{-1/3+\epsilon}}{w}
\]
where
\[
b = \hat{\eta}_0(|\xi_1 - \xi_0| \rho \ell) \hat{\varphi}(\xi_1)
\]
satisfies \( |b| \ll \lambda \).

Note that our choice of \( s_0 \in I_1 \) allows moving \( s_0 \) within an interval \( I_2 \subset I_1 \) of size \( |I_2| = \frac{1}{2} |I_1| \sim \ell \). Since \( \gamma_1(I_2) \) contains an interval of size at least \( \sim \rho \ell \gtrsim w \), it follows that
\[
\max_{s_0 \in I_2} \left| 1 + be(|\xi_1 - \xi_0| \gamma_1(s_0)) \right| \geq \max_{u \in U} |1 + be(u)|
\]
where \( U \subset \mathbb{R} \) is some interval of size \( \sim |\xi_1 - \xi_0| w \). Then we have
\[
\text{(4.27) } \text{(4.26)} \geq \frac{1}{2} \min(1, w|\xi_1 - \xi_0|)
\]
Indeed, if \( |b| \geq 3/2 \) or \( |b| \leq 1/2 \) then \( |1 + be(u)| \geq 1/2 \), while if \( 1/2 < |b| < 3/2 \) then we can bound
\[
\max_{u \in U} |1 + be(u)| \geq |b| \max_{u \in U} |\sin u| \geq \frac{1}{4} |U|
\]
Thus we find
\[
\text{(4.28) } \min(1, w|\xi_1 - \xi_0|) \ll \frac{\lambda^{-1/3+\epsilon}}{w}
\]
If the minimum is 1, we get \( w \ll \lambda^{-1/3+\epsilon} \). Otherwise (taking into account \( |\xi_1 - \xi_0| \geq 1 \)) we get
\[
w \ll \lambda^{-1/6+\epsilon}
\]
4.3. **Proof of Theorem**

Fix some $\xi_0 \in E$ and enumerate $E = \xi_0, \xi_1, \ldots$ such that

\[(4.29)\]
$$|\xi_0 - \xi_j| \leq |\xi_0 - \xi_{j+1}|.$$  

Write

\[(4.30)\]
$$\varphi(x) = \sum_j c_j e(x \cdot \xi_j).$$

Let $1 < r < \frac{1}{10} \lambda$ be a parameter and take $J \in \mathbb{Z}_+$ with

\[(4.31)\]
$$|\xi_0 - \xi_J| \leq r, \quad |\xi_0 - \xi_{J+1}| \geq r.$$  

Assume $C \subset N_\varphi$. Then since $\varphi(\gamma(t)) = 0$, we obtain for any weight function $\omega$ as in Lemma 7 that

\[(4.32)\]
$$0 = \int \varphi(\gamma(t)) e(-\xi_0 \cdot \gamma(t)) \omega(t) dt = c_0 + \sum_{1 \leq j \leq J} c_j \int e((\xi_j - \xi_0) \cdot \gamma(t)) \omega(t) dt.$$

\[(4.33)\]
$$+ 0 \left( \frac{e}{w} \sum_{j>J} |c_j| \right).$$

Perform a rotation $T$ of the plane as to insure

\[(4.34)\]
$$T(\xi_J - \xi_0) = (\xi'_J, 0), \quad \xi'_J = |\xi_J - \xi_0|$$

and denote

\[(4.35)\]
$$T(\xi_j - \xi_0) = (\xi'_j, \zeta'_j) \in \mathbb{R}^2.$$  

Clearly

\[(4.36)\]
$$\xi'_j \sim |\xi_j - \xi_0|, \quad j \leq J$$

and

\[(4.37)\]
$$|\zeta'_j| < \frac{r}{\lambda} |\xi_j - \xi_0|.$$  

Denoting $T\gamma$ again by $\gamma = (\gamma_1, \gamma_2)$, we easily obtain

\[(4.38)\]
$$0 = c_0 + \sum_{1 \leq j \leq J} \left[ \int e(\xi'_j \gamma_1(t)) \omega(t) dt \right] c_j + 0 \left( \frac{r}{\lambda} \sum_{0 < j < J} |c_j| |\xi_j - \xi_0| \right).$$

Next we specify $\omega$ as in §4.2 by picking a subinterval $I_1 \subset I$ $|I_1| \approx \ell$, such that

\[(4.40)\]
$$|\dot{\gamma}_1(s) - \rho| < c \kappa \ell < \frac{\rho}{10}$$

for $s \in I_1$. 

for some \( \rho \gtrsim \kappa \ell \) (recall that \( \kappa \ell < 1 \)). Let \( s_0 \in I_1 \) be the center of \( I_1 \). Define

\[
\omega(s) = \frac{\gamma_1(s)(\gamma_1(s) - \gamma_1(s_0))}{\int_{I_1} \gamma_1(s)(\gamma_1(s) - \gamma_1(s_0))ds}
\]

where \( \eta \) is a bump-function of the form \( \eta(x) = \eta_0(\frac{x}{\rho \ell}) \) with \( \eta_0 \geq 0 \), \( \int \eta_0 = 1 \), chosen as to ensure that \( \text{supp} \omega \subset I_1 \) (we use (4.40) here). Also

\[
0 \leq \omega < \epsilon \quad \int \omega = 1
\]

and (4.14) holds.

With the choice (4.41) and change of variable \( u = \gamma_1(s) - \gamma_1(s_0) \), one obtains in (4.38)

\[
\int e(\xi_j' \gamma_1(t)) \omega(t) dt = e(\xi_j' \gamma_1(s_0)) \left[ \int e(\xi'_j u) \eta(u) du \right] \frac{1}{\eta(\rho \ell t)} \int e(\xi'_j u) \eta(u) du
\]

(4.42)

\[
= e(\xi_j' \gamma_1(s_0)) \int e(\rho \ell \xi'_j t) \eta_0(t) dt
\]

since \( \eta_0(t) = \eta(\rho \ell t) \).

Therefore

\[
| (4.42) | < \lambda^{-100} \text{ unless } |\xi_j'| < \frac{\lambda \epsilon}{\rho \ell}.
\]

Hence, in (4.38)

\[
(4.43) \quad \left| \int e(\xi_j' \gamma_1(t)) \omega(t) dt \right| < \lambda^{-100} \text{ unless } |\xi_j'| < \frac{\lambda \epsilon}{w(C)}
\]

and from (4.32), (4.33)

\[
(4.44) \quad |c_0 + \sum_{0 < |\xi_j - \xi_0| < \frac{\lambda \epsilon}{w}} c_j' \left[ \int e(\rho \ell \xi'_j t) \varphi_0(t) dt \right]| < (4.33) + (4.39) + \lambda^{-100}
\]

where

\[
(4.45) \quad c_j' = e(\xi_j' \gamma_1(s_0)) c_j.
\]

Arguing by contradiction, assume

\[
(4.46) \quad w(C) > \lambda^{-\frac{1}{2} + 5\epsilon}.
\]

Since \( |\xi_2 - \xi_0| \geq \lambda^\frac{1}{2} \), the restriction \( 0 < |\xi_j - \xi_0| < \frac{\lambda \epsilon}{w} \) excludes all terms, except possibly \( j = 1 \). Hence, either

\[
(4.47) \quad |c_0| < (4.33) + (4.39) + \lambda^{-100}
\]
(4.48) \[ |c_0 + c_1 \left[ \int e(\rho \xi'_1 t) \varphi_0(t) dt \right]| < \left( \epsilon^{133} + \epsilon^{39} \right) + \lambda^{-100}. \]

If (4.48), we argue as follows. Recall (4.45) and note that our choice of \( s_0 \in I_1 \) allows moving \( s_0 \) within an interval \( I_2 \subset I_1 \) of size \( |I_2| = \frac{1}{2} |I_1| \sim \ell. \) Since \( \gamma_1(I_2) \) contains an interval of size at least \( \rho \ell \gtrsim w, \) it follows that

\[
\max_{s_0 \in I_2} \left| c_0 + c_1 e(\xi'_1 \gamma_1(s_0)) \left[ \int e(\rho \xi'_1 t) \varphi_0(t) dt \right] \right| \geq 
\]

(4.49)

\[
\max_{u \in U} \left| c_0 + c_1 e(u) \left[ \int e(\rho \xi'_1 t) \varphi_0(t) dt \right] \right|
\]

where \( U \subset \mathbb{R} \) is some interval of size \( \sim |\xi'_1| w = |\xi_1 - \xi_0| w. \) Clearly

(4.50)

(4.49) > c \min(1, w |\xi_1 - \xi_0| |c_0|).

In summary, we proved that

(4.51)

\[ \min(1, w |\xi_1 - \xi_0|) |c_0| < \left( \epsilon^{133} + \epsilon^{39} \right) + \lambda^{-100}. \]

Taking \( r = |\xi_0 - \xi_j| \) in (4.51) gives

**Lemma 9.** Fix \( \xi_0 \in \mathcal{E} \) and enumerate \( \mathcal{E} = \{ \xi_j \} \) according to (4.29). Assuming \( w(C) > \lambda^{-\epsilon + 5\epsilon}, \) for \( J \geq 1, \) one has the bound

(4.52)

\[
0 \left\{ \frac{|\xi_j - \xi_0|}{\lambda} \left( \sum_{0 < j < J} |c_j| |\xi_j - \xi_0| \right) + \frac{\lambda^\epsilon}{w} \left( \sum_{j > J} |c_j| |\xi_j - \xi_0| \right) \right\} + \lambda^{-100}
\]

This is our main estimate.

We apply (4.52) with \( J = 1 \) and \( J = 2, \) obtaining the inequalities

(4.53)

\[ \min(1, w |\xi_1 - \xi_0|) |c_0| < \frac{\lambda^\epsilon}{w} \frac{1}{|\xi_2 - \xi_0|} + \lambda^{-100} \]

and

(4.54)

\[ \min(1, w |\xi_1 - \xi_0|) |c_0| < c \frac{|\xi_1 - \xi_0| |\xi_2 - \xi_0| + \frac{\lambda^\epsilon}{w} \sum_{j \geq 3} |c_j| |\xi_j - \xi_0| + \lambda^{-100}. \]

Start by taking \( \xi_0 \in \mathcal{E} \) such that \( |c_0| \geq \frac{1}{|\phi|_2} \) (we normalize \( \|\phi\|_2 = 1 \). From (4.53)

\[
w < \frac{\lambda^\epsilon}{|\xi_2 - \xi_0|} + \frac{\lambda^\epsilon}{|\xi_1 - \xi_0| |\xi_2 - \xi_0|^{\frac{1}{2}}}
\]

and by (4.46), since \( |\xi_2 - \xi_0| \gtrsim \lambda^{1/3}, \) it follows

(4.55)

\[ |\xi_1 - \xi_0| |\xi_2 - \xi_0| < \frac{\lambda^{2\epsilon}}{w^2} < \lambda^{\frac{2}{3} - \epsilon}. \]
From (4.54), (4.55), either
\[ w < \frac{\lambda^\varepsilon}{|\xi_3 - \xi_0|} + \lambda^{-100} < \lambda^{-\frac{1}{2} + \varepsilon} \] (contradicting (4.46))
or
\[ w < \lambda^\varepsilon \frac{|\xi_2 - \xi_0|}{\lambda} + \frac{\lambda^\varepsilon}{w|\xi_1 - \xi_0|} \left( \sum_{j \geq 3} \frac{|c_j|}{|\xi_j - \xi_0|} \right) \]
and therefore
\[ w^2 < \frac{\lambda^\varepsilon |c_j|}{|\xi_1 - \xi_0| |\xi_j - \xi_0|} \quad \text{for some } j \geq 3. \]

(4.56)

Next, we apply (4.53) replacing \( \xi_0 \) by \( \xi_j \). Enumerate \( \mathcal{E} = \{ \xi_{j,k} : k = 0, 1, \ldots \} \)
where \( \xi_{j,0} = \xi_j \) and
\[ |\xi_j - \xi_{j,k}| \leq |\xi_j - \xi_{j,k+1}|. \]

(4.57)

We obtain
\[ \min(1, w|\xi_{j,1} - \xi_j|) |c_j| < \frac{\lambda^\varepsilon}{w} \frac{1}{|\xi_{j,2} - \xi_j|} + \lambda^{-100} \]
and
\[ |c_j| < \frac{\lambda^\varepsilon}{w|\xi_{j,2} - \xi_j|} + \frac{\lambda^\varepsilon}{w^2|\xi_{j,1} - \xi_j| |\xi_{j,2} - \xi_j|} + \lambda^{-10}. \]

(4.58)

Substituting (4.58) in (4.56), it follows that either
\[ w^3 < \frac{\lambda^\varepsilon}{|\xi_1 - \xi_0| |\xi_j - \xi_0| |\xi_{j,2} - \xi_j|} \]

(4.59)
or
\[ w^4 < \frac{\lambda^\varepsilon}{|\xi_1 - \xi_0| |\xi_j - \xi_0| |\xi_{j,1} - \xi_j| |\xi_{j,2} - \xi_j|}. \]

(4.60)

Note that obviously \( |\xi_{j,1} - \xi_j|, |\xi_{j,2} - \xi_j| \leq \max(|\xi_j - \xi_0|, |\xi_j - \xi_1|) \).

We distinguish two cases

**Case 1.** \( \xi_{j,1} \notin \{\xi_0, \xi_1\} \).

The points \( \xi_0, \xi_1, \xi_j, \xi_{j,1} \) are distinct elements of \( \mathcal{E} \) on an arc of size \( r < 8|\xi_j - \xi_0| \). Lemma 2 implies that
\[ |\xi_1 - \xi_0| |\xi_{j,1} - \xi_j| |\xi_j - \xi_0| \geq \lambda \]
and therefore (4.59) < \( \lambda^{\varepsilon - 1} \), (4.60) < \( \lambda^{\varepsilon - 4/3} \), a contradiction.

**Case 2.** \( \xi_{j,1} \in \{\xi_0, \xi_1\} \).

Since \( |\xi_1 - \xi_0| < \frac{1}{10} \lambda^{\frac{\varepsilon}{2}} \) by (4.55), it follows that
\[ |\xi_j - \xi_{j,2}| \geq |\xi_j - \xi_{j,1}| \geq |\xi_j - \xi_0| - |\xi_1 - \xi_0| > \frac{1}{2} |\xi_j - \xi_0|. \]
Hence
\[(4.62) \quad \frac{\lambda^\varepsilon}{|\xi_1 - \xi_0| |\xi_j - \xi_0|^2} \leq \frac{\lambda^\varepsilon}{|\xi_1 - \xi_0| |\xi_2 - \xi_0|^2} < \lambda^{\varepsilon - 1}\]
by Lemma 1, and
\[(4.63) \quad \frac{\lambda^\varepsilon}{|\xi_1 - \xi_0| |\xi_j - \xi_0|^3} < \lambda^{\varepsilon - \frac{4}{3}}\]
which is again a contradiction. This completes the proof of Theorem 1. □

Note that (4.62), (4.63) could be saturated, since \(\xi_0, \xi_1, \xi_2, \xi_3\) could lie on an arc of size \(\approx \lambda^{1/3}\); cf [C-G2] for a discussion of this phenomenon.

5. Local length estimates and the Donnelly-Fefferman doubling exponent

5.1. The doubling exponent for the torus. We will apply the results from \([D-F]\) in the particular setting \(M = \mathbb{T}^2\). An additional ingredient is an estimate on the doubling exponent

\[(5.1) \quad \beta(\varphi) = \max_B \log \left( \frac{\max_B |\varphi|}{\max_{\frac{1}{2}B} |\varphi|} \right)\]

where \(B \subset M\) is an arbitrary disc and \(\frac{1}{2}B\) denotes the disc with same center and half radius.

As shown in \([D-F]\), assuming \(M\) is \(C^\infty\)-smooth and \(-\Delta \varphi = E \varphi, E = \lambda^2\), one has a general bound

\[(5.2) \quad \beta(\varphi) < C_M \lambda.\]

It turns out that for \(M = \mathbb{T}^2\), (5.2) can be considerably improved.

**Lemma 10.** For \(M = \mathbb{T}^2, -\Delta \varphi = \lambda^2 \varphi\) and \(E = \mathbb{Z}^2 \cap \{|x| = \lambda\}\), one has

\[(5.3) \quad \beta(\varphi) < C|E| < \exp c \frac{\log \lambda}{\log \log \lambda}\]
(taking \(\lambda > 10\) say).

Based on (5.3), some of the statements in \([D-F]\) may then be strengthened in the situation \(M = \mathbb{T}^2\).

Lemma 10 is a consequence of a general principle, an extension of Turan’s lemma, for which we refer to Nazarov \([N]\):

**Lemma 11.** Let \(f(t) = \sum_{j=1}^{J} a_j e(\xi_j t), t \in \mathbb{R}\), where \(\xi_1 < \xi_2 < \cdots < \xi_J \in \mathbb{R}\). Let \(I \subset \mathbb{R}\) be an interval and \(\Omega \subset I\) a measurable subset. Then

\[(5.4) \quad \sup_{t \in \Omega} |f(t)| > \left( \frac{|\Omega|}{|I|} \right)^{J-1} \sup_{t \in I} |f(t)|.\]

A simple argument based on one-dimensional sections allows one to deduce a multivariate version of Lemma 11 (see e.g. \([F-M]\)):

...
Lemma 12. Let \( f(x) = \sum_{j=1}^{J} a_j e(\xi_j \cdot x), \) \( x \in \mathbb{R}^n \) and \( \xi_1, \cdots, \xi_J \in \mathbb{R}^n \) be distinct frequencies. Let \( I \subset \mathbb{R}^n \) be a cube and \( \Omega \subset I \) a measurable subset. Then (5.4) holds.

Applying Lemma 12 to \( f = \varphi \) with \( J \leq \#E \), it follows that

\[
\max_B |\varphi| \leq C(\#E)
\]

for all discs \( B \subset \mathbb{T}^2 \) and (5.3) follows.

The following upper bound on the length of the nodal set lying in sets of size \( \gtrsim \frac{1}{\lambda} \) can be deduced from [D-F, Proposition 6.7]:

Lemma 13. For any disc \( B_{\frac{1}{\lambda}} \subset \mathbb{T}^2 \) of size \( \frac{1}{\lambda} \),

\[
\text{length}(N_\varphi \cap B_{\frac{1}{\lambda}}) < C(\#E) \frac{1}{\lambda} \ll \lambda^{-1}
\]

We will also need the lower bound [D-F], §7.

Lemma 14. There are constants \( a > 0, c > 0 \) so that if we partition \( \mathbb{T}^2 \) into squares of size \( a \lambda \),

\[
\mathbb{T}^2 = \bigcup_{\nu} Q_\nu
\]

then

\[
\text{length}(N_\varphi \cap Q_\nu) > c \lambda^{-1}
\]

holds for at least half of the \( Q_\nu \)'s.

Let us point out that both Lemmas 13 and 14 use methods from analytic function theory and hence require \( M \) to be real analytic.

We derive one more consequence of Lemma 12 and Lemma 4.

Lemma 15. Let \( \psi = \sum_{\xi \in \mathcal{E}'} \hat{\psi}(\xi) e(x \cdot \xi) \) (a complex trigonometric polynomial) where \( \mathcal{E}' \subset \mathcal{E} = \mathcal{E}_\lambda \) is contained in an arc of size \( \lambda^{\frac{1}{2} - \sigma}, \sigma > 0 \). Let \( \Omega \subset \mathbb{T}^2 \) be a measurable set. Then

\[
\sup_{x \in \Omega} |\psi(x)| > (|\Omega|)^{\frac{1}{2}} \|\psi\|_{\infty}
\]

Note that if Conjecture 2 were true, one could conclude that in the previous setting

\[
\sup_{x \in \Omega} |\psi(x)| > (|\Omega|)^{C(\sigma)} \|\psi\|_{\infty}
\]

if \( \mathcal{E}' \) is contained in an arc of size \( \lambda^{1-\sigma}, \sigma > 0 \).

---

3 Proposition 6.7 of [D-F] gives an upper bound on the length of the nodal set in terms of the doubling property for a complex ball, at the scale of \( 1/\lambda \). To relate this to the doubling exponent \( \beta \) of (5.1), one uses a hypo-elliptic estimate [D-F, bottom of page 180] to relate the supremum over a complex ball to that over real balls. Then one can invoke Lemma 10 to bound \( \beta \).
5.2. A Jensen type inequality. In the spirit of (5.8), (5.9), one can show that eigenfunctions of $T^2$ cannot be too small on large subsets of $T^2$, as a consequence of the following Jensen type inequality.

**Lemma 16.** If $\varphi$ is an eigenfunction of $T^2$, then

\[
\int_{T^2} \log |\varphi(x)| dx \geq \max_{\xi \in \mathbb{Z}^2} (\log |\hat{\varphi}(\xi)|).
\]

This property generalizes to eigenfunctions on higher dimensional tori with the same argument.

**Proof.** Let $\Delta \varphi = -\lambda^2 \varphi$ and $\varphi = \sum_{|\xi| = \lambda} \hat{\varphi}(\xi)e(x \cdot \xi)$. Fix $\xi_0 \in \mathbb{Z}^2, |\xi_0| = \lambda$ and consider

\[
\varphi(x + \xi_0 \theta) = \hat{\varphi}(|\xi_0|)e(x \cdot \xi_0) e(|\xi_0|^2 \theta) + \sum_{\xi \neq \xi_0} \hat{\varphi}(\xi)e(x \cdot \xi) e(\xi \cdot \xi_0 \theta)
\]

as a polynomial in $\theta \in \mathbb{T}$. Since $\xi \cdot \xi_0 \in \mathbb{Z}, \xi \cdot \xi_0 < |\xi_0|^2$ for $\xi \neq \xi_0$, an application of Jensen’s inequality to $f(\theta) = \varphi(x + \xi_0 \theta)e(-|\xi_0|^2 \theta)$ with fixed $x$, gives

\[
\int \log |\varphi(x + \xi_0 \theta)| d\theta \geq \int \log |f(\theta)| d\theta \geq \log |\hat{\varphi}(\xi_0)|.
\]

Integration in $x \in T^2$ implies

\[
\int_{T^2} \log |\varphi(x)| dx \geq \log |\hat{\varphi}(\xi_0)|
\]

proving (5.10). \qed

If we assume $\|\varphi\|_2 = 1$, then certainly $\|\hat{\varphi}\|_\infty \geq |\mathcal{E}|^{-\frac{1}{2}}$. Hence, given any subset $\Omega$ of $T^2$, Lemma 16 implies

\[
(5.11) \quad \int_\Omega \log |\varphi| \geq \int_{T^2} \log |\varphi| - \int_{T^2} \log^+ |\varphi| \gg -\log |\mathcal{E}| - 1 \gg -\frac{\log \lambda}{\log \log \lambda}.
\]

6. Proof of Theorems 2 and 3

Given the eigenfunction $\varphi, -\Delta \varphi = \lambda^2 \varphi$, let $\{C_\alpha\}$ be a collection of disjoint regular sub-arcs of the nodal set $\mathcal{N}_\varphi$, of width

\[
w(C_\alpha) > \lambda^{-\rho}
\]

where $\rho < 1$ (we specify $\rho$ later on). Define

\[
\mathcal{N}_0 := \bigcup_\alpha C_\alpha
\]

Our goal is to give an upper bound for the length of $\mathcal{N}_0$. 
For each \( C_\alpha \), perform the construction from Lemma \[ \] taking \( c_0 > 0 \) a small constant, to be specified. This gives a collection \( \{ C_{\alpha, \tau} \} \) of sub-arcs of \( C_\alpha \) satisfying in particular

\[ \sum_{\tau} |C_{\alpha, \tau}| > (1 - 2c_0)|C_\alpha| \tag{6.3} \]

\[ \left| \int_{C_{\alpha, \tau}} e((\xi_1 - \xi_2) \cdot x) \frac{ds}{|C_{\alpha, \tau}|} \right| \lesssim \frac{|E|^4}{c_0 w(C_\alpha)} |\xi_1 - \xi_2|^{-1} \ll \lambda^p \varepsilon |\xi_1 - \xi_2|^{-1} \tag{6.4} \]

for all \( \xi_1 \neq \xi_2 \). Here \( ds \) stands for the arc-length measure on \( C_\alpha \); \( \varepsilon > 0 \) is arbitrarily small. We get a subset \( N_1 \subset N_0 \) defined by

\[ N_1 := \bigcup_{\alpha} \bigcup_{\tau} C_{\alpha, \tau}. \tag{6.5} \]

Using (6.3) and the Donnelly-Fefferman upper bound (1.3) we see that

\[ \text{length}(N_0 \setminus N_1) < 2c_0 \sum_{\alpha} |C_\alpha| \leq 2c_0 \text{length}(N_\varphi) \lesssim c_0 \lambda \tag{6.6} \]

for all \( \xi_1 \neq \xi_2 \). Fix \( \rho < \rho_1 = \rho + 3\delta < 1 \) and introduce a partition

\[ \mathcal{E} = \bigcup_{\beta} \mathcal{E}_\beta \tag{6.7} \]

of the lattice points \( \mathcal{E} = \mathbb{Z}^2 \cap \{ |\xi| = \lambda \} \), satisfying

\[ \text{dist}(\mathcal{E}_\beta, \mathcal{E}_{\beta'}) > \lambda^{p_1} \text{ for } \beta \neq \beta' \tag{6.8} \]

\[ \text{diam} \mathcal{E}_\beta \ll \lambda^{p_1 + \varepsilon} \text{ for each } \beta. \tag{6.9} \]

The construction is straightforward: If we introduce a graph on \( \mathcal{E} \), defining \( \xi \sim \xi' \text{ if } |\xi - \xi'| \leq \lambda^{p_1} \), its connected components \( \mathcal{E}_\beta \) are obviously of diameter at most \( \lambda^{p_1} \cdot \# \mathcal{E} \ll \lambda^{p_1 + \varepsilon} \) and (6.8) holds.

Let

\[ \varphi = \sum_{\beta} \varphi_\beta, \quad \|\varphi\|_2 = 1 \]

be the corresponding decomposition of our eigenfunction \( \varphi \). Thus \( \text{supp} \hat{\varphi}_\beta \subset \mathcal{E}_\beta \). For each \( \alpha, \tau \) we have by (6.1)

\[ 0 = \int_{C_{\alpha, \tau}} |\varphi(x)|^2 = \sum_{\beta} \int_{C_{\alpha, \tau}} |\varphi_\beta|^2 \]

\[ + O\left( \sum_{\beta \neq \beta'} \sum_{\xi \in \mathcal{E}_\beta, \xi' \in \mathcal{E}_{\beta'}} |\varphi_\beta(\xi)||\varphi_{\beta'}(\xi')| \lambda^{p_1 + \varepsilon} |C_{\alpha, \tau}| \right) \tag{6.10} \]

and (6.8) implies the bound \( \lambda^{p - p_1 + \varepsilon} |C_{\alpha, \tau}| \) on the last term of (6.10). Summing (6.10) over all \( \alpha, \tau \) gives

\[ \sum_{\beta} \int_{N_1} |\varphi_\beta|^2 \ll \lambda^{1 + (p - p_1 + \varepsilon)}. \tag{6.11} \]
Since $\sum_\beta \|\varphi_\beta\|_2^2 = 1$, one can specify some $\beta$ such that $\|\varphi_\beta\| \geq 1/\sqrt{|E|}$ and hence
$$\psi := \frac{\varphi_\beta}{\|\varphi_\beta\|_2},$$
has $\|\psi\|_2 = 1$ and satisfies
$$\int_{N_1} |\psi|^2 \ll \lambda^{1+\rho-\rho_1+\epsilon}. $$
and
$$\psi = \sum_{\xi \in E'} \hat{\psi}(\xi) e(x \cdot \xi)$$
with $E' = E_\beta \subset E$ contained in an arc of size $r < \lambda^{\rho_1+\epsilon}$.

Now define
$$N' := \{ x \in N, |\psi(x)| < \lambda^{-\delta} \}, \quad N'_1 := N_1 \cap N'$$
(recall $\delta = \frac{\epsilon\alpha - \lambda}{3}$). It follows from (6.12) that
$$\text{length}(N_1 \setminus N'_1) < \lambda^{1-\delta+\epsilon}. $$

Consider a partition of $\mathbb{T}^2$ in squares $Q_\nu$ of size $\frac{1}{\lambda}$ and let
$$\Omega = \bigcup_{Q_\nu \cap N' \neq \phi} Q_\nu \subset \mathbb{T}^2.$$
We wish to bound the area $|\Omega|$.

First, observe that in general for $x, y \in \mathbb{T}^2$
$$|\psi(x) - \psi(y)| \leq \|\hat{\psi}\|_1 [\text{diam}(\text{supp } \hat{\psi})] |x - y|$$
and hence
$$\sup_{x,y \in Q_\nu} ||\psi(x) - \psi(y)|| \lesssim |E'|^{1/2} r \lambda^{-1} < \lambda^{-\frac{1-\rho_1}{2}}. $$
It follows that
$$\sup_{\Omega} |\psi| < \lambda^{-\delta} + \lambda^{-\frac{1+\rho_1}{2}}.$$

6.1. **Proof of Theorem 2** ($\rho < \frac{1}{2}$). Let $\rho = \frac{1}{2} - 5\delta$, $\rho_1 = \frac{1}{2} - 2\delta$ for some $\delta > 0$, so that
$$r < \lambda^{\frac{1}{2} - \delta}$$
and
$$\sup_{\Omega} |\psi| < \lambda^{-\delta}.$$
From (6.8) and the preceding
$$\lambda^{-\delta} > (c|\Omega|)^{1/\delta}$$
implying
$$|\Omega| < \lambda^{-\delta^2}. $$
Thus \( \Omega \) contains at most \( \lambda^{2-\delta^2} \) boxes \( Q_\nu \), and Lemma 13 implies
\[
(6.19) \quad \text{length}(\mathcal{N}') = \sum_{Q_\nu \cap \mathcal{N}' \neq \emptyset} \text{length}(\mathcal{N} \cap Q_\nu) \ll \lambda^{1-\delta^2+\epsilon} < \lambda^{1-\frac{\delta^2}{4}}
\]
for \( \lambda \) large enough. Thus
\[
(6.20) \quad \text{length}(\mathcal{N}'_1) < \lambda^{1-\frac{\delta^2}{4}}.
\]
Using (6.14), we therefore get
\[
(6.21) \quad \text{length}(\mathcal{N}_1) < \lambda^{1- \frac{\delta}{2}}
\]
and since \( \text{length}(\mathcal{N}_0 \setminus \mathcal{N}_1) < \frac{1}{2} \text{length}(\mathcal{N}_0) \), if we take \( c_0 < \frac{1}{4} \) in (6.6), we get
\[
(6.22) \quad \text{length}(\mathcal{N}_0) < 2\lambda^{1- \frac{\delta}{2}}.
\]
This proves Theorem 2. \( \square \)

As pointed out earlier, the validity of Conjecture 2 would allow to replace the restriction \( \rho < \frac{1}{2} \) by \( \rho < 1 \).

6.2. **Proof of Theorem 3** \((\rho < 1)\). For general \( \rho < 1 \), write \( \rho = 1 - 5\delta \), take \( \rho_1 = \rho + 3\delta = 1 - 2\delta \), and apply (5.11) to bound \( |\Omega| \), getting
\[
(6.23) \quad -\delta (\log \lambda)|\Omega| > -\frac{\log \lambda}{\log \log \lambda}
\]
that is
\[
(6.24) \quad |\Omega| < \frac{1/\delta}{\log \log \lambda}
\]
and hence in this case from (6.24) and Lemma 14, we clearly get
\[
(6.25) \quad \text{length}(\mathcal{N}_\varphi \setminus \mathcal{N}') = \sum_{Q_\nu \cap \mathcal{N}_\varphi = \emptyset} \text{length}(\mathcal{N}_\varphi \cap Q_\nu) > c_1 \lambda
\]
where \( c_1 \) is some absolute constant. Hence, from (6.6), (6.14), (6.25)
\[
\text{length}(\mathcal{N}_\varphi \setminus \mathcal{N}_0) \geq \text{length}(\mathcal{N}_\varphi \setminus \mathcal{N}_1) - \text{length}(\mathcal{N}_0 \setminus \mathcal{N}_1) - \text{length}(\mathcal{N}_1 \setminus \mathcal{N}_1')
\]
\[
> c_1 \lambda - c_0 \lambda - \lambda^{1-\delta+\epsilon} > \frac{1}{2} c_1 \lambda
\]
if we choose \( c_0 \) small enough. This proves Theorem 3. \( \square \)

**Appendix A. Higher order regularity - An example**

The purpose of what follows is to show that ‘regular arcs’ need not satisfy higher order smoothness bounds, even for \( \kappa \) small.

Consider the eigenfunction
\[
(\text{A.1}) \quad \varphi(x, y) = \sin(ky + x) + \epsilon \sin(ky - x) + \delta \sin(y + kx)
\]
with eigenvalue \( E = 1 + k^2 \), where
\[
\epsilon = 10^{-10} \quad \text{and} \quad \delta = 10^{-100} k^{-2}.
\]
We restrict \( x \in I = -\frac{\pi}{4} + [-10^{-3}, 10^{-3}] \) and consider the curve \( C \subset \{ \varphi = 0 \} \), \( y = y(x), x \in I, \) such that
\[
|ky(x) + x| = 0(\varepsilon). \tag{A.2}
\]

Evaluate \( y', y'', y''' \)
\[
\cos(ky + x)(ky' + 1) + \varepsilon \cos(ky - x)(ky' - 1) + \delta \cos(y + kx)(y' + k) = 0.
\tag{A.3}
\]
and
\[
[ k \cos(ky + x) + k\varepsilon \cos(ky - x) + \delta \cos(y + kx) ]y'' = 
\sin(ky + x)(ky' + 1)^2 + \varepsilon \sin(ky - x)(ky' - 1)^2 + \delta \sin(y + kx)(y' + k)^2 = 
\]
(since \( \varphi = 0 \))
\[
\varepsilon \sin(ky - x) [(ky' - 1)^2 - (ky' + 1)^2] + \delta \sin(y + kx) [(y' + k)^2 - (ky' + 1)^2] = 
-4k\varepsilon \sin(ky - x)y' - \delta(k^2 - 1) \sin(y + kx)((y')^2 - 1)
\]
and
\[
y'' = -\frac{4k\varepsilon}{k} \left( \sin 2x + 0(\varepsilon) \right) \left( \frac{1}{k} + 0(\frac{\varepsilon}{k}) \right) + 0(\delta k^2)
\]
\[
= -\frac{4\varepsilon}{k} \sin 2x + 0\left( \frac{\varepsilon^2}{k} + \delta k \right)
\]
\[
\sim \frac{4\varepsilon}{k}
\]
from the choice of \( \varepsilon, \delta \) and \( I \).

Thus \( C \) is convex with curvature \( \sim \frac{1}{k} \).

Next, from the preceding
\[
k(1 + 0(\varepsilon))y''' + 0(k\varepsilon|y''|) = 0(k\varepsilon|y'| + k\varepsilon|y''| + k^2\delta|y'| |y''|) +
\]
\[
\delta(k^2 - 1)(1 - (y')^2)(k + y') \cos(y + kx)
\]
and
\[
(1 + 0(\varepsilon))y''' = \delta(k^2 - 1) \cos(y + kx) + 0\left( \frac{\varepsilon}{k} + \delta \right) = \delta k^2 \cos kx + 0\left( \frac{1}{k} \right)
\]
where \( \delta k^2 = 10^{-100} \). It follows that \( \|y^{(iv)}\|_\infty \sim k \) for large \( k \).
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