Enhanced Thermalization of Exciton-Polaritons in Optically Generated Potentials
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Equilibrium Bose-Einstein condensation of exciton-polaritons, demonstrated with a long-lifetime microcavity [Phys. Rev. Lett. 118, 016602 (2017)], has proven that driven-dissipative systems can undergo thermodynamic phase transitions in the limit where the quasiparticle lifetime exceeds the thermalization time. Here, we identify the role of dimensionality and polariton interactions in determining the degree of thermalization in optically generated traps. To distinguish the effect of trapping from interactions and lifetimes, we measured the polariton distribution under four nonresonant Gaussian pumps in a square geometry and compared it with polariton distributions measured with each pump individually. We found that significant redistribution of polaritons arises by trapping and modification of the density of states. Surprisingly efficient polariton-polariton scattering below the condensation threshold is evidenced by the depletion of the inflection-point polaritons. Our work provides a deeper understanding of polariton distributions and their interactions under various geometries of optically generated potentials.

I. INTRODUCTION

Hybrid light-matter quasiparticles in a quantum-well microcavity, called exciton-polaritons (hereafter “polaritons”), arise from the collective strong coupling between excitons and cavity photons [1–3]. Even with equal mixtures of excitons and photons, polaritons have photon-like effective mass, allowing macroscopic quantum phenomena such as Bose-Einstein condensation (BEC) up to room temperature [4–9]. Meanwhile, photon dressing reduces the exciton-exciton interaction strength only by the Hopfield coefficient [10], which sets the polariton-polariton interaction strength to be exciton-like. Along with a much narrower polariton linewidth protected from excitonic inhomogeneous broadening [11–13], polaritons favor various nonlinear phenomena including the polariton blockade [14–18] without the need to fabricate a nanoscale quantum-dot structure.

Although two principal signatures of BEC, namely, the macroscopic occupation in the ground state and spontaneous emergence of coherence, are routinely observed in polaritonic systems [4–9], debates have persisted over whether the observed phenomena can be attributed to BEC or rather to conventional lasing [19–21]. The former is considered a thermodynamic phase transition, while the latter is governed by dynamic rate equations, although in both cases the underlying formation mechanism is the same—bosonic stimulation into a single quantum state [22, 23]. Only when the polariton gas is in thermal equilibrium can one claim that the relaxation dynamics is not the driving force of bosonic stimulation [24]. Therefore, full thermalization is one of the most distinguishing features of polariton BEC from its lasing counterpart, and it was long sought in polaritonic systems [25–29].

One of the main challenges to reach full thermalization is a short polariton lifetime, which results in a decay of the polariton population before thermal equilibrium is reached. However, when polaritons have a long enough lifetime for thermalization, they show equilibrium properties of BEC such as (1) Bose-Einstein distribution of the state occupation number

\[
N_{\text{BE}}(E) = \frac{1}{e^{(E-\mu)/k_B T} - 1}
\]

with well-defined chemical potential \(\mu\) and temperature \(T\) (for trapped condensates in quasi-2D) [30] or (2) power-law decay of spatial and temporal coherence (for freely expanding condensates in 2D) [31].

A Bose-Einstein distribution of polaritons has been considered one of the key criteria for equilibrium BEC [27–30], although quantitatively assessing equilibrium is experimentally not trivial [21]. Even with the experimental demonstration of a Bose-Einstein distribution in a GaAs microcavity [30], it is still not fully understood how polaritons thermalize in an optically generated potential. Unlike photon condensates [32, 33] or organic polariton condensates [8, 9] where fast vibrational relaxation of molecules (< 100 fs) results in sufficient thermalization within their lifetimes, inorganic polariton condensates suffer from slow polariton-phonon scattering (~10 ps), and they need both self-interactions and interactions with an exciton reservoir for further relaxation. Thus, it is crucial to identify the nature of polariton interactions and scattering rates in various potential
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landscapes to understand the observed thermalized distribution.

In this paper, we discuss two aspects of the thermalized distribution observed in Ref. [30]. We first show that the population distribution is not only determined by relaxation and loss rates, but also by an inhomogeneous pump profile. In particular, a spatially narrow nonresonant pump can inject a pre-thermalized polariton distribution outside the pumped region. We then show how polaritons relax in a trapped region away from the pump, and how the thermalization process can be enhanced through trapping and polariton interactions. The enhancement of the thermalization rate becomes more important in lower-quality systems, e.g., transition metal dichalcogenides in a microcavity, where relaxation toward the ground state is insufficient and the bottleneck effect prevails. One possible route to achieve condensation in such systems would be to facilitate thermalization [34] so that polaritons condense before other high-density processes such as exciton-exciton annihilation come into play. In this sense, enhancing thermalization may allow us to overcome the technical limits of material and cavity fabrication and to achieve BEC in novel material systems.

II. K-SPACE DISTRIBUTION OF TRANSPORTED POLARITONS

Engineering of the potential landscape allows us to control polariton flow and to enhance the effect of polariton interactions [35]. One way to create a potential profile for polaritons is to optically pump free carriers and excitons that blueshift the polariton energy through repulsive interactions. The optically generated potential can be dynamically controlled, while avoiding etching processes that often lead to unwanted defects. However, complications such as the optical pump rate being coupled to the potential height are added. This results in nontrivial polariton distributions away from a spatially inhomogeneous pump [36, 37], where the contributing factors to the distributions are poorly identified.

Most earlier demonstrations of polariton BEC used a large nonresonant pump spot [4–9]. In this configuration, polaritons condense where they are created and the condensate barely expands. Even if the condensate expands due to the pump-induced potential hill, it is valid to assume that the condensate particles are predominantly created at the maximum intensity region of the pump spot (with potential energy $V_{\text{max}}$) and then eventually gain momentum $\hbar k_{\text{max}} = \sqrt{2m_{\text{pol}}V_{\text{max}}}$ (where $m_{\text{pol}}$ is the polariton effective mass) corresponding to conversion of potential to kinetic energy [38, 39].

The polariton distribution below the condensation threshold, however, is more complicated. In particular, its dependence on the pump geometry and cavity detuning is not well understood. Figure 1 shows four different pump geometries and observed polariton distributions at zero detuning in a GaAs microcavity with polariton lifetime over 200 ps, demonstrated by tracking ballistically propagating polariton wavepackets in space and time [40, 41]. The single Gaussian pump at $(x, y) = (-16 \mu m, 0 \mu m)$, shown in Fig. 1(a), creates polaritons that are repelled from the pump region. The polariton distribution measured in the detection region (indicated by the white dashed circle, $r < 8 \mu m$) shows that the average wavevector is $\langle k_x \rangle \approx 0.3 \mu m^{-1}$. The origin of the backscattering peak at $k_x = -2.9 \mu m^{-1}$, indicated by the yellow diamond, is believed to be related to the negative polariton mass at the inflexion point [42, 43].

The broad energy and momentum distributions are maintained even above the condensation threshold, as shown in Fig. 2(a) with similar pump and detection conditions. This behavior is different from the distribution at photonic detuning, shown in Fig. 2(c), where most emission is concentrated at very narrow ranges of energy and momentum (centered at $V_{\text{max}}$ and $\hbar k_{\text{max}}$).

To describe the detuning-dependent distributions, the multicomponent nature of polaritonic systems must be considered. We assume that the nonresonant pump creates (1) immobile very-high-$k$ excitons and (2) slightly more mobile inflexion-point polaritons [44]. We call the latter the “source particles” because they can directly produce low-$k$ polaritons via parametric scattering, whereas the former particles cannot. The very-high-$k$ excitons form a potential profile $V(r)$ that closely follows the pump intensity profile $I(r)$ due to the small exciton diffusion length. On the other hand, the spatial distribution of the source particles $N_s(r)$ can be broader than that of $I(r)$ through diffusion (this effect is more pronounced with a tightly focused pump beam), while only minimally affecting the overall potential profile. Thus, there is a mismatch between $V(r)$ and $N_s(r)$, which plays a significant role in the resulting polariton distribution.

We simulated the polariton distribution by integrating contributions from each energy contour $V_i$ of the pump-induced potential ($0 \leq V_i \leq V_{\text{max}}$). In particular, we assumed that polaritons are quasi-thermalized at the generation point owing to the large density of high-$k$ excitons (the spatially dependent relaxation through polariton-exciton scattering is captured by Wouters et al. [45]), i.e., $N_i(E)$ follows the Bose-Einstein distribution including the pump-induced potential term $V_i$. After ballistic transport to the detection area, the resulting distribution $N_{\text{det}}(E)$ is a weighted sum over all $V_i$'s:

$$N_{\text{det}}(E) = \sum_i w_i N_i(E) = \sum_i \frac{w_i}{e^{(E-V_i-\mu)/k_B T} - 1},$$

where the weight $w_i$ is proportional to the arc length of each energy contour [white curves in Fig. 1(a)].

Figure 2 shows simulated polariton distributions assuming different diffusion characteristics at different detunings. At an excitonic detuning [Fig. 2(a)], the diffusion and broadening of $N_i(r)$ due to repulsive exci-
FIG. 1. Degree of thermalization under various pump geometries at zero detuning and similar pump powers below the condensation threshold. The detection area is shown as a white dashed circle. (a) Polariton distribution under a single Gaussian pump is highly out of equilibrium. The number of source particles \( N_s(V) \) from each potential energy contour \( V \) that contribute to the detected signal is proportional to the arc length, as indicated by white curves. (b) Two Gaussian pumps yield a distribution similar to but not the same as the sum of (a) and flipped (a). (c) Four Gaussian pumps yield a better-thermalized distribution. (d) Polaritons are fully thermalized in an annular pump geometry. Anomalous spike and dip of population distribution compared to the Bose-Einstein distribution are indicated by yellow diamonds and orange square, respectively. Distributions are plotted on a log scale to emphasize small features.
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FIG. 2. Simulated and measured polariton distributions in the detection area $|r| < 9 \, \mu m$ (gray shaded area) away from a single Gaussian pump beam at $(x, y) = (-16 \, \mu m, 0 \, \mu m)$ for three representative detunings: (a) $\hbar \delta = 1 \, \text{meV}$, (b) $\hbar \delta = -2 \, \text{meV}$, and (c) $\hbar \delta = -8 \, \text{meV}$. For all cases, the pump beam’s full width at half maximum (FWHM) was 2.5 $\mu m$ and the pump power was above the condensation threshold. The potential $V(x)$, formed by immobile very-high-$k$ excitons and cavity gradient 6 $\mu eV/\mu m$, has the same FWHM with that of the pump beam ($\Delta V(x) = 2.5 \, \mu m$). Normalized source-particle distributions $N_s(x)$ are plotted as orange lines (the line thickness and color darkness both represent the geometric factor $w(x) \propto x - x_0$, where $x_0$ is the center position of the pump beam). The FWHM of $N_s(x)$ are (a) $\Delta N_s(x) = 3.3 \, \mu m$, (b) $\Delta N_s(x) = 2.1 \, \mu m$, and (c) $\Delta N_s(x) = 0.6 \, \mu m$. Panels on the right-hand side show simulated and measured polariton distributions.

FIG. 3. Real-space polariton distribution with a single Gaussian pump near zero detuning at (a) a low pump power and (b) a moderate pump power below the condensation threshold. A line cut at $y = 0 \, \mu m$ is plotted below as a black line, and the gray shaded area is the laser intensity profile. similar halo patterns are observed [47–49]; repulsive interactions cannot solely explain the pattern if there is only one type of particles.

With two Gaussian pump beams located at $(x, y) = (\pm 9.2 \, \mu m, 0 \, \mu m)$, the effects of detuning show up more dramatically in real space. At a photonic detuning [Fig. 4(a), $\hbar \delta = -12 \, \text{meV}$], most polaritons are generated near the top of the potential hill $V_{\text{max}}$ and expand away from the two generation points, resulting in an interference pattern with $k_x = \pm \sqrt{2m_{\text{pol}} V_{\text{max}}/\hbar}$ components, similar to that reported by Tosi et al. [50]. In stark contrast, at a zero detuning [Fig. 4(b), $\hbar \delta = 0 \, \text{meV}$], the $k_x = \pm \sqrt{2m_{\text{pol}} V_{\text{max}}/\hbar}$ components disappear and polaritons dominantly flow along the line $x = 0$, perpendicular to the line connecting two pumps ($y = 0$). After analyzing the potential landscape using energy-resolved real-space photoluminescence measurements with a $k$-space filter (that selects only $k < 0.5 \, \mu m^{-1}$), we conclude that this peculiar pattern arises from the broadened potential profile $V(r)$ and even broader source-particle distribution $N_s(r)$. The broadened potential profiles of the two pumped regions merge at the center $(x, y) = (0 \, \mu m, 0 \, \mu m)$, raising the local potential energy to $V_0$ to form a saddle point. If the majority of polaritons are created from the top of the potential hills, then they are still expected to retain its wavevector components $k_x = \pm \sqrt{2m_{\text{pol}} (V_{\text{max}} - V_0)/\hbar}$ and interfere at the center. However, an even broader $N_s(r)$ profile leads to the generation of polaritons directly from the center.
FIG. 4. Real-space polariton distribution with two Gaussian pumps above the condensation threshold at (a) $\hbar \delta = -12$ meV and (b) $\hbar \delta = 0$ meV. The potential profile $V(r)$ in each case is illustrated schematically on the right, where the polariton propagation directions are shown with white arrows. The distance between the two pumps is 18.5 $\mu$m.

which then gain only $k_y = \pm \sqrt{2 m_{pol} V_0 / \hbar}$ components. This interpretation gives a simple explanation to the seemingly puzzling polariton behavior observed between nonresonant pumps [36, 51].

IV. REDISTRIBUTION BY TRAPPING AND INTERACTIONS

To elucidate the mechanism of full thermalization in the annular trap, we instead used four Gaussian pumps in a geometry similar to that in Fig. 1(c) and analyzed the contributions from each pump. This allows us to deconvolute which parts of the trapped distribution can arise from a linear sum, and to monitor how much population is nonlinearly redistributed in the two-dimensional $k$ space. The four pumps are labeled as left (L), right (R), up (U), and down (D), indicating their positions relative to the origin $(x, y) = (0, 0)$. The potential formed by the four pumps can effectively trap polaritons (even though there are four diagonal leakage channels), while each pump alone cannot trap polaritons. Therefore, by comparing all four pumps (trapped) and individual pumps (untrapped), the effect of trapping can be investigated.

We measured polariton distribution in the two-dimensional $k$ space with all four pumps, which we denote as $N_{LRUD}(k)$, and compared it with the sum of distributions measured individually with each pump, i.e., $\sum_i N_i(k)$, where $i = L, R, U,$ and $D$. We define a normalized redistribution function $R(k)$ that quantifies the extent of the nonlinear gain or loss:

$$R \equiv \frac{N_{LRUD} - (N_L + N_R + N_U + N_D)}{N_L + N_R + N_U + N_D}. \quad (3)$$

If there are no interactions between polaritons and if the trapping potential has no effect on the relaxation, then $N_{LRUD} = N_L + N_R + N_U + N_D$ and the redistribution function must be zero. If polaritons interact and exchange momentum as described by the term $\mathcal{H}_{int} = \hat{a}_{k_1}^\dagger \hat{a}_{k_2} + \hat{a}_{k_2}^\dagger \hat{a}_{k_1}$, where $\hat{a}_k$ is the annihilation operator for a polariton at $k$, then $R$ deviates from zero. For example, $R > 0$ means that a larger number of polaritons are detected if they are trapped (compared to the untrapped case), i.e., there is nonlinear gain by trapping. Similarly, $R < 0$ means that there are less polaritons if they are trapped (compared to the untrapped case), i.e., there is nonlinear loss by trapping.

A series of redistribution functions $R(k)$ with different excitation densities at near-zero detuning ($\hbar \delta_1 = 0.6$ meV) is shown in Figs. 5(a-d). Surprisingly, even at a low pump power ($P = 0.15 P_{th}$) well below the condensation threshold power $P_{th}$, a sizable amount of polariton depletion ($R < 0$) is observed at $|k| = 2.3$ $\mu$m$^{-1}$, where the inflection point of the polariton dispersion is located. At this so-called “magic” angle, the parametric polariton-polariton scattering is facilitated due to energy-momentum matching [52]. This shows that, in the presence of the trapping potential, polaritons can more efficiently scatter out of the inflection point to other $k$ states, some of which are outside the numerical aperture (NA = 0.42) of the objective lens.

At intermediate powers ($0.3 P_{th} < P < 0.8 P_{th}$), the low-energy states ($|k| < 1$ $\mu$m$^{-1}$) show $R > 0$, while the inflection-point polaritons show $R < 0$. This indicates that the parametric polariton-polariton scattering process [52] becomes more efficient in the presence of trapping potential. It turns out that the most probable final state for this process is not the polariton ground state but rather the $|k| \approx 0.5$ $\mu$m$^{-1}$ state [53], which is determined by both the shape of the dispersion and the population distribution of high-$k$ excitons (see Fig. S2 for details).

Above the condensation threshold ($P > P_{th}$), bosonic stimulation into the trap’s ground state at $k = 0$ is observed, while the stimulation does not start in the untrapped case at the same polariton density. By forming a trapping potential, the density of states $D(E)$ is reduced so that the occupation number $N(E)$ per state is larger, even though the total polariton density $n = (1/A) \int D(E) N(E) dE$ remains the same, where $A$ is the system area. The bosonic stimulation condition $N(E) > 1$ is more easily reached by the trapped ground state, which is selected as the condensate state.

The trapping facilitates the redistribution of polaritons from high- to low-energy states by providing polaritons more time to interact, as directly visualized by Rozas et al. [54]. Freely expanding polaritons, in contrast, have to rely only on polariton-phonon interactions to relax down to the ground state [46]. Our finding also suggests that
FIG. 5. Redistribution function $R(k)$, defined in Eq. (3), at four representative pump powers at detuning (a-d) $\hbar\delta_1 = 0.6$ meV and (e-h) $\hbar\delta_2 = -5.8$ meV. high-$k$ excitons (outside the objective lens NA) are more efficiently generated in an annular trap than without a trap. This is more evident in the low-density data shown in Fig. 5(a), where the population in the depletion region (|$k|$ ≈ 2.3 µm$^{-1}$) is not fully redistributed to the lower-$k$ region but mostly to the higher-$k$ region that are not detected. This effect may have affected the measurement of the polariton-polariton interaction strength in Ref. [55] by promoting the high-$k$ dark exciton generation in a large annular trap.

To investigate the role of polariton interactions, we plotted density-dependent $R(k)$ integrated within the gain region (|$k|$ < 0.5 µm$^{-1}$) in Fig. 6(a). The quadratic scaling of the effective redistribution rate with the polariton density suggests that polariton-polariton or polariton-exciton scattering processes dominate over other processes including polariton-phonon scattering—relaxation via phonon scattering is expected to show a linear scaling with the polariton density. The integrated $R(k)$ within the depletion region (2.1 µm$^{-1}$ < |$k$| < 2.5 µm$^{-1}$), plotted in Fig. 6(b), shows that the depletion rate saturates at higher densities. The depletion at the inflection point of polariton dispersion strongly supports the important role of parametric polariton-polariton scattering during relaxation below the condensation threshold.

We varied the detuning to $\hbar\delta_2 = -5.8$ meV so that the polariton interaction strength is weaker [Figs. 5(e-h)]. At this photonic detuning, the gain region ($R > 0$) is shifted from the origin ($k = 0$) due to the cavity gradient and increased polariton mobility. The depletion region ($R < 0$) is observed at |$k$| = 3.0 µm$^{-1}$, which corresponds to the inflection point at this detuning (see Fig. S8). Above the condensation threshold, bosonic stimulation occurs at propagating modes with a finite wavevector $k_p$, determined by the pump-induced poten-
tial height $V_{\text{max}}$, in stark contrast to the zero-detuning case [Figs. 5(a-d)]. Weakly interacting polaritons cannot easily relax down to the ground state; they form a nonequilibrium condensate in the excited state.

V. CONCLUSIONS

We demonstrated enhancement of the thermalization rate in the presence of a trapping potential and polariton interactions. The polariton redistribution is quantified by comparing the polariton distribution under four nonresonant Gaussian pumps in a square geometry and the distributions measured individually with each pump. Significant depletion of inflection-point polaritons as well as density- and detuning-dependent redistribution rates reveal that parametric polariton-polariton scattering is responsible for the enhanced thermalization in optically generated potentials. Our work paves the way to overcome the bottleneck effect and to achieve polariton BEC in low-quality microcavities. Furthermore, understanding polariton distributions and their interactions away from the pump allows us to predict which trapped state is dominantly injected, which determines the coupling between the pump sites in polariton graph simulated
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