A fast Monte Carlo algorithm for site or bond percolation
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We describe in detail a new and highly efficient algorithm for studying site or bond percolation on any lattice. The algorithm can measure an observable quantity in a percolation system for all values of the site or bond occupation probability from zero to one in an amount of time which scales linearly with the size of the system. We demonstrate our algorithm by using it to investigate a number of issues in percolation theory, including the position of the percolation transition for site percolation on the square lattice, the stretched exponential behavior of spanning probabilities away from the critical point, and the size of the giant component for site percolation on random graphs.

I. INTRODUCTION

Percolation\textsuperscript{1} is certainly one of the best studied problems in statistical physics. Its statement is trivially simple: in site percolation every site on a specified lattice is independently either “occupied,” with probability \( p \), or not with probability \( 1 - p \). The occupied sites form contiguous clusters which have some interesting properties. In particular, the system shows a continuous phase transition at a finite value of \( p \) which, on a regular lattice, is characterized by the formation of a cluster large enough to span the entire system from one side to the other in the limit of infinite system size. We say such a system “percolates.” As the phase transition is approached from small values of \( p \), the average cluster size diverges in a way reminiscent of the divergence of fluctuations in the approach to a thermal continuous phase transition, and indeed one can define correlation functions and a correlation length in the obvious fashion for percolation models, and hence measure critical exponents for the transition.

One can also consider bond percolation in which the bonds of the lattice are occupied (or not) with probability \( p \) (or \( 1 - p \)), and this system shows behavior qualitatively similar to though different in some details from site percolation.

Site and bond percolation have found a huge variety of uses in many fields. Percolation models appeared originally in studies of actual percolation in materials\textsuperscript{3}—percolation of fluids through rock for example\textsuperscript{4}—but have since been used in studies of many other systems, including granular materials\textsuperscript{5}, composite materials\textsuperscript{6}, polymers\textsuperscript{7}, concrete\textsuperscript{8}, aerogel and other porous media\textsuperscript{9},\textsuperscript{10}, and many others. Percolation also finds uses outside of physics, where it has been employed to model resistor networks\textsuperscript{11}, forest fires\textsuperscript{12},\textsuperscript{13} and other ecological disturbances\textsuperscript{14}, epidemics\textsuperscript{15},\textsuperscript{16}, robustness of the Internet and other networks\textsuperscript{17},\textsuperscript{18}, biological evolution\textsuperscript{19}, and social influence\textsuperscript{20}, amongst other things. It is one of the simplest and best understood examples of a phase transition in any system, and yet there are many things about it that are still not known. For example, despite decades of effort, no exact solution of the site percolation problem yet exists on the simplest two-dimensional lattice, the square lattice, and no exact results are known on any lattice in three dimensions or above. Because of these and many other gaps in our current understanding of percolation, numerical simulations have found wide use in the field.

Computer studies of percolation are simpler than most simulations in statistical physics, since no Markov process or other importance sampling mechanism is needed to generate states of the lattice with the correct probability distribution. We can generate states simply by occupying each site or bond on an initially empty lattice with independent probability \( p \). Typically, we then want to find all contiguous clusters of occupied sites or bonds, which can be done using a simple depth- or breadth-first search. Once we have found all the clusters, we can easily calculate, for example, average cluster size, or look for a system spanning cluster. Both depth- and breadth-first searches take time \( O(M) \) to find all clusters, where \( M \) is the number of bonds on the lattice. This is optimal, since one cannot check the status of \( M \) individual bonds or adjacent pairs of sites in any less than \( O(M) \) operations\textsuperscript{21}. On a regular lattice, for which \( M = \frac{1}{2} z N \), where \( z \) is the coordination number and \( N \) is the number of sites, \( O(M) \) is also equivalent to \( O(N) \).

But now consider what happens if, as is often the case, we want to calculate the values of some observable quantity \( Q \) (e.g., average cluster size) over a range of values of \( p \). Now we have to perform repeated simulations at many different closely-spaced values of \( p \) in the range of interest, which makes the calculation much slower. Furthermore, if we want a continuous curve of \( Q(p) \) in the range of interest then in theory we have to measure \( Q \) at an infinite number of values of \( p \). More practically, we can measure it at a finite number of values and then interpolate between them, but this inevitably introduces some error into the results.

The latter problem can be solved easily enough. The trick\textsuperscript{22,23} is to measure \( Q \) for \textit{fixed} numbers of occupied sites (or bonds) \( n \) in the range of interest. Let us refer to the ensemble of states of a percolation system with exactly \( n \) occupied sites or bonds as a “microcanon-
ical percolation ensemble,” the number \( n \) playing the role of the energy in thermal statistical mechanics. The more normal case in which only the occupation probability \( p \) is fixed is then the “canonical ensemble” for the problem. (If one imagines the occupied sites or bonds as representing particles instead, then the two ensembles would be “canonical” and “grand canonical,” respectively. Some authors have used this nomenclature.) Taking site percolation as an example, the probability of there being exactly \( n \) occupied sites on the lattice for a canonical percolation ensemble is given by the binomial distribution:

\[
B(N, n, p) = \binom{N}{n} p^n (1 - p)^{N-n}. \tag{1}
\]

(The same expression applies for bond percolation, but with \( N \) replaced by \( M \), the total number of bonds.)

Thus, if we can measure our observable within the microcanonical ensemble for all values of \( n \), giving a set of measurements \( \{Q_n\} \), then the value in the canonical ensemble will be given by

\[
Q(p) = \sum_{n=0}^{N} B(N, n, p)Q_n = \sum_{n=0}^{N} \binom{N}{n} p^n (1 - p)^{N-n} Q_n. \tag{2}
\]

Thus we need only measure \( Q_n \) for all values of \( n \), of which there are \( N+1 \), in order to find \( Q(p) \) for all \( p \). Since filling the lattice takes time \( O(N) \), and construction of clusters \( O(M) \), we take time \( O(M + N) \) for each value of \( n \), and \( O(N^2 + MN) \) for the entire calculation, or more simply \( O(N^2) \) on a regular lattice. Similar considerations apply for bond percolation.

In fact, one frequently does not want to know the value of \( Q(p) \) over the entire range \( 0 \leq p \leq 1 \), but only in the critical region, i.e., the region in which the correlation length \( \xi \) is greater than the linear dimension \( L \) of the system. If \( \xi \sim |p - p_c|^{-\nu} \) close to \( p_c \), where \( \nu \) is a (constant) critical exponent, then the width of the critical region scales as \( L^{1/\nu} \). Since the binomial distribution, Eq. (1), falls off very fast away from its maximum (approximately as a Gaussian with variance of order \( N^{-1} \)), it is safe also only to calculate \( Q_n \) within a region scaling as \( L^{1/\nu} \), and there are order \( L^{d-1/\nu} \) values of \( N \) in such a region, where \( d \) is the dimensionality of the lattice. Thus the calculation of \( Q(p) \) in the critical region will take time of order \( NL^{d-1/\nu} = N^{2-1/d\nu} \). In two dimensions, for example, \( \nu \) is known to take the value \( \frac{1}{2} \), and we can calculate any observable quantity over the whole critical region in time \( O(N^{13/8}) \).

An alternative technique for calculating \( Q(p) \) over a range of values of \( p \) is to use a histogram method. (This should not be confused with the method of Hu, which is also referred to as a “histogram method,” but which is different from the method described here. Our histogram method is the equivalent for a percolation model of the method of Ferrenberg and Swendsen for thermal models.) Suppose that one performs a number \( M \) of simulations of a percolation system, each one generating a single state \( \mu \) of the system drawn from some probability distribution \( P_\mu \). In each state we measure our observable of interest \( Q \), giving a set of measurements \( \{Q_\mu\} \). Then our estimate of the value of \( Q(p) \) is given by

\[
Q(p) = \frac{\sum_\mu P_\mu^{-1} B(N, n_\mu, p)Q_\mu}{\sum_\mu P_\mu B(N, n_\mu, p)} , \tag{3}
\]

where \( n_\mu \) is the number of occupied sites or bonds in state \( \mu \). In normal (canonical) simulations of percolation \( P_\mu \) is just equal to the binomial distribution \( B(N, n_\mu, p) \), which then cancels out of Eq. (3) to give

\[
Q(p) = \frac{1}{M} \sum_\mu Q_\mu , \tag{4}
\]

in the usual fashion. In microcanonical simulations \( P_\mu \) is uniform over values of \( n \), and Eq. (3) is equivalent to Eq. (4). Suppose however that instead \( P_\mu \) corresponds to the distribution of states produced by a canonical simulation at a different value \( p_0 \) of the site or bond occupation probability. In this case \( P_\mu = B(N, n_\mu, p_0) \), and Eq. (4) becomes

\[
Q(p) = \frac{\sum_\mu \left[ B(N, n_\mu, p)/B(N, n_\mu, p_0) \right] Q_\mu}{\sum_\mu \left[ B(N, n_\mu, p)/B(N, n_\mu, p_0) \right]} = \frac{\sum_\mu \left[ \left( \frac{1}{p_0} - 1 \right) \left( \frac{1}{p - 1} \right) \right]^{n_\mu} Q_\mu}{\sum_\mu \left[ \left( \frac{1}{p_0} - 1 \right) \left( \frac{1}{p - 1} \right) \right]^{n_\mu}} . \tag{5}
\]

This equation tells us that if we perform a simulation or set of simulations at occupation probability \( p_0 \), and record the value(s) of \( n_\mu \) and \( Q_\mu \) for each state generated, we can use the results to estimate \( Q(p) \) at any other value of \( p \). In practice, the range over which we can reliably extrapolate away from \( p_0 \) using this method is limited by the range of values of \( n \) sampled; if the values of \( n \) sampled at \( p_0 \) make negligible contributions to the canonical ensemble of states at \( p \), then extrapolation will give poor results. Since the values \( n_\mu \) are drawn from a binomial distribution with width \( \sqrt{Np_0(1 - p_0)} \), the entire range of \( n \) can be sampled with \( O(N^{3/2}) \) separate simulations at different values of \( p_0 \). Each simulation takes time \( O(N) \) to complete, and hence it takes time \( O(N^{3/2}) \) to calculate \( Q(p) \) for all values of \( p \). If we are only interested in the critical region, this time is reduced to \( O(N^{3/2-1/d\nu}) \), which is \( O(N^{9/8}) \) in two dimensions. These times are considerably faster than those for the direct method described above of performing simulations for all values of \( n \), but this speed is offset by the fact that the histogram method gives larger statistical errors on measured quantities than the direct method.

In this paper we describe a new algorithm which can perform the calculation of \( Q(p) \) for all values of \( p \) faster than any of the algorithms above, in time \( O(N) \). This is clearly far superior to the \( O(N^2) \) direct algorithm while having comparable accuracy in terms of statistical error. It is also substantially faster than the \( O(N^{3/2}) \) histogram method while having significantly better statistical accuracy. And even in the case where we only want to calculate \( Q \) in the critical region, our algorithm is still faster...
doing all values of \( n \), than previous algorithms doing only those in the critical region. (Because of the way it works, our algorithm cannot be used to calculate \( Q_n \) only for the critical region; one is obliged to calculate \( O(N) \) values of \( Q_n \).) A typical lattice size for percolation systems is about a million sites. On such a lattice our algorithm would be on the order of a million times faster than the simple \( O(N^2) \) method and a thousand times faster than the histogram method, and even just within the critical region it would still be around six times faster than the histogram method in two dimensions, while giving substantially better statistical accuracy.

The outline of this paper is as follows. In Section II we describe our algorithm. In Section III we give results from the application of the algorithm to three different example problems. In Section IV we give our conclusions. We have reported some of the results given here previously in Ref. [28].

II. THE ALGORITHM

Our algorithm is based on a very simple idea. In the standard algorithms for percolation, one must create an entire new state of the lattice for every different value of \( n \) one wants to investigate, and construct the clusters for that state. As various authors have pointed out, however [22,23,29,30], if we want to generate states for each value of \( n \) from zero up to some maximum value, then we can save ourselves some effort by noticing that a correct sample state with \( n+1 \) occupied sites or bonds is given by adding one extra randomly chosen site or bond to a correct sample state with \( n \) sites or bonds. In other words, we can create an entire set of correct percolation states by adding sites or bonds one by one to the lattice, starting with an empty lattice.

Furthermore, the configuration of clusters on the lattice changes little when only a single site or bond is added, so that, with a little ingenuity, one can calculate the new clusters from the old with only a small amount of computational effort. This is the idea at the heart of our algorithm.

Let us consider the case of bond percolation first, for which our algorithm is slightly simpler. We start with a lattice in which all \( M \) bonds are unoccupied, so that each of the \( N \) sites is its own cluster with just one element. As bonds are added to the lattice, these clusters will be joined together into larger ones. The first step is for the algorithm to decide an order in which the bonds will be occupied. We wish to choose this order uniformly at random from all possible such orders, i.e., we wish to choose a random permutation of the bonds. One way of achieving this is the following:

1. Create a list of all the bonds in any convenient order. Positions in this list are numbered from 1 to \( M \).

2. Set \( i \leftarrow 1 \).

3. Choose a number \( j \) uniformly at random in the range \( i \leq j \leq M \).

4. Exchange the bonds in positions \( i \) and \( j \). (If \( i = j \) then nothing happens.)

5. Set \( i \leftarrow i + 1 \).

6. Repeat from step 3 until \( i = M \).

It is straightforward to convince oneself that all permutations of the bonds are generated by this procedure with equal probability, in time \( O(M) \), i.e., going linearly with the number of bonds on the lattice.

Having chosen an order for our bonds, we start to occupy them in that order. The first bond added will, clearly, join together two of our single-site clusters to form a cluster of two sites, as will, almost certainly, the second and third. However, not all bonds added will join together two clusters, since some bonds will join pairs of sites which are already part of the same cluster—see Fig. 1. Thus, in order to correctly keep track of the cluster configuration of the lattice, we must do two things for each bond added:

**Find:** when a bond is added to the lattice we must find which clusters the sites at either end belong to.

**Union:** if the two sites belong to different clusters, those clusters must be amalgamated into a single cluster; otherwise, if the two belong to the same cluster, we need do nothing.

Algorithms which achieve these steps are known as “union/find” algorithms [31,32]. Union/find algorithms are widely used in data structures, in calculations on graphs and trees, and in compilers. They have been extensively studied in computer science, and we can make profitable use of a number of results from the computer science literature to implement our percolation algorithm simply and efficiently.

It is worth noting that measured values for lattice quantities such as, say, average cluster size, are not statistically independent in our method, since the configuration of the lattice changes at only one site from one step of the algorithm to the next. This contrasts with...
FIG. 2. Number of relabelings of sites performed, per bond added, as a function of fraction of occupied bonds, for the two algorithms described in Section II A on a square lattice of $32 \times 32$ sites.

The standard algorithms, in which a complete new configuration is generated for every value of $n$ or $p$ investigated, and hence all data points are statistically independent. While this is in some respects a disadvantage of our method, it turns out that in most cases of interest it is not a problem, since almost always one is concerned only with statistical independence of the results from one run to another. This our algorithm clearly has, which means that an error estimate on the results made by calculating the variance over many runs will be a correct error estimate, even though the errors on the observed quantity for successive values of $n$ or $p$ will not be independent.

In the next two sections we apply a number of different and increasingly efficient union/find algorithms to the percolation problem, culminating with a beautifully simple and almost linear algorithm associated with the names of Michael Fischer and Robert Tarjan.

A. Trivial (but possibly quite efficient) union/find algorithms

Perhaps the simplest union/find algorithm which we can employ for our percolation problem is the following. We add a label to each site of our lattice—an integer for example—which tells us to which cluster that site belongs. Initially, all such labels are different (e.g., they could be set equal to their site label). Now the “find” portion of the algorithm is simple—we examine the labels of the sites at each end of an added bond to see if they are the same. If they are not, then the sites belong to different clusters, which must be amalgamated into one as a result of the addition of this bond. The amalgamation, the “union” portion of the algorithm, is more involved. To amalgamate two clusters we have to choose one of them—in the simplest case we just choose one at random—and set the cluster labels of all sites in that cluster equal to the cluster label of the other cluster.

In the initial stages of the algorithm, when most bonds are unoccupied, this amalgamation step will be quick and simple; most bonds added will amalgamate clusters, but the clusters will be small and only a few sites will have to be relabeled. In the late stages of the algorithm, when most bonds are occupied, all or most sites will belong to the system-size percolating cluster, and hence cluster unions will rarely be needed, and again the algorithm is quick. Only in the intermediate regime, close to the percolation point, will any significant amount of work be required. In this region, there will in general be many large clusters, and much relabeling may have to be performed when two clusters are amalgamated. Thus, the algorithm displays a form of critical slowing down as it passes through the critical region. We illustrate this in Fig. 2 (solid line), where we show the number of site relabelings taking place, as a function of fraction of occupied bonds, for bond percolation on a square lattice of $32 \times 32$ sites. The results are averaged over a million runs of the algorithm, and show a clear peak in the number of relabelings in the region of the known percolation transition at bond occupation probability $p_c = \frac{1}{2}$.

In Fig. 3 (circles) we show the average total number of relabelings which are carried out during the entire run of the algorithm on square lattices of $N = L \times L$ sites as a function of $N$. Given that, as the number of relabelings becomes large, the time taken to relabel will be the dominant factor in the speed of this algorithm, this graph...
gives an indication of the expected scaling of run-time with system size. As we can see, the results lie approximately on a straight line on the logarithmic scales used in the plot and a fit to this line gives a run-time which scales as $N^{\alpha}$, with $\alpha = 1.91 \pm 0.01$. This is slightly better than the $O(N^2)$ behavior of the standard algorithms, and in practice can make a significant difference to running time on large lattices. With a little ingenuity however, we can do a lot better.

The algorithm’s efficiency can be improved considerably by one minor modification: we maintain a separate list of the sizes of the clusters, indexed by their cluster label, and when two clusters are amalgamated, instead of relabeling one of them at random, we look up their sizes in this list and then relabel the smaller of the two. This “weighted union” strategy ensures that we carry out the minimum possible number of relabelings, and in particular avoids repeated relabelings of the large percolating cluster when we are above the percolation transition, which is a costly operation. The average number of relabelings performed in this algorithm as a function of number of occupied bonds is shown as the dotted line in Fig. 3, and it is clear that this change in the algorithm has saved us a great deal of work. In Fig. 2 (squares) we show the total number of relabelings as a function of system size, and again performance is clearly much better. The run-time of the algorithm now appears to scale as $N^\alpha$ with $\alpha = 1.06 \pm 0.01$. In fact, we can prove that the worst-case running time goes as $N \log N$, a form which frequently manifests itself as an apparent power law with exponent slightly above 1. To see this consider that with weighted union the size of the cluster to which a site belongs must at least double every time that site is relabeled. The maximum number of such doublings is limited by the size of the lattice to $\log_2 N$, and hence the maximum number of relabelings of a site has the same limit. An upper bound on the total number of relabelings performed for all $N$ sites during the course of the algorithm is therefore $N \log_2 N$. (A similar argument applied to the unweighted relabeling algorithm implies that $N^2$ is an upper bound on the running time of this algorithm. The measured exponent 1.91 indicates either that the experiments we have performed have not reached the asymptotic scaling regime, or else that the worst-case running time is not realized for the particular case of union of percolation clusters on a square lattice.)

An algorithm whose running time scales as $O(N \log N)$ is a huge advance over the standard methods. However, it turns out that, by making use of some known techniques and results from computer science, we can make our algorithm better still while at the same time actually making it simpler. This delightful development is described in the next section.

B. Tree-based union/find algorithms

Almost all modern union/find algorithms make use of data trees to store the sets of objects (in this case clusters) which are to be searched. The idea of using a tree in this way seems to have been suggested first by Galler and Fischer [31]. Each cluster is stored as a separate tree, with each vertex of the tree being a separate site in the cluster. Each cluster has a single “root” site, which is the root of the corresponding tree, and all other sites possess pointers either to that root site or to another site in the cluster, such that by following a succession of such pointers we can get from any site to the root. By traversing trees in this way, it is simple to ascertain whether two sites are members of the same cluster: if their pointers lead to the same root site then they are, otherwise they are not. This scheme is illustrated for the case of bond percolation on the square lattice in Fig. 4.

The union operation is also simple for clusters stored as trees: two clusters can be amalgamated simply by adding a pointer from the root of one to any site in the other (Fig. 4). Normally, one chooses the new pointer to point to the root of the other cluster, since this reduces the average distance that will be have to be traversed across the tree to reach the root site from other sites.

There are many varieties of tree-based union/find algorithms, which differ from one another in the details of how the trees are updated as the algorithm progresses. However, the best known performance for any such algorithm is for a very simple one—the “weighted union/find with path compression”—which was first proposed by Fischer [31]. Its description is brief:

Find: In the find part of the algorithm, trees are traversed to find their root sites. If two initial sites lead to the same root, then they belong to the same cluster. In addition, after the traversal is completed, all pointers along the path traversed are changed to point directly to the root of their tree. This is called “path compression.” Path compression makes traversal faster the next time we perform a find operation on any of the same sites.
**Union:** In the union part of the algorithm, two clusters are amalgamated by adding a pointer from the root of one to the root of the other, thus making one a subtree of the other. We do this in a “weighted” fashion as in Section II A, meaning that we always make the smaller of the two a subtree of the larger. In order to do this, we keep a record at the root site of each tree of the number of sites in the corresponding cluster. When two clusters are amalgamated the size of the new composite cluster is the sum of the sizes of the two from which it was formed.

Thus our complete percolation algorithm can be summarized as follows.

1. Initially all sites are clusters in their own right. Each is its own root site, and contains a record of its own size, which is 1.

2. Bonds are occupied in random order on the lattice.

3. Each bond added joins together two sites. We follow pointers from each of these sites separately until we reach the root sites of the clusters to which they belong. Root sites are identified by the fact that they do not possess pointers to any other sites. Then we go back along the paths we followed through each tree and adjust all pointers along those paths to point directly to the corresponding root sites.

4. If the two root sites are the same site, we need do nothing further.

5. If the two root sites are different, we examine the cluster sizes stored in them, and add a pointer from the root of the smaller cluster to the root of the larger, thereby making the smaller tree a subtree of the larger one. If the two are the same size, we may choose whichever tree we like to be the subtree of the other. We also update the size of the larger cluster by adding the size of the smaller one to it.

These steps are repeated until all bonds on the lattice have been occupied. At each step during the run, the tree structures on the lattice correctly describe all of the clusters of joined sites, allowing us to evaluate observable quantities of interest. For example, if we are interested in the size of the largest cluster on the lattice as a function of the number of occupied bonds, we simply keep track of the largest cluster size we have seen during the course of the algorithm.

Although this algorithm may seem more involved than the relabeling algorithm of Section II A, it turns out that its implementation is actually simpler, for two reasons. First, there is no relabeling of sites, which eliminates the need for the code portion which tracks down all the sites belonging to a cluster and updates them. Second, the only difficult parts of the algorithm, the tree traversal and path compression, can it turns out be accomplished together by a single function which, by artful use of recursion, can be coded in only three lines (two in C). The implementation of the algorithm is discussed in detail in Section II D and in Appendix A.

**C. Performance of the algorithm**

Without either weighting or path compression each step of the algorithm above is known to take time linear in the tree size \(A(z,4)\), while with either weighting or path compression alone it takes logarithmic time \(\log n\). When both are used together, however, each step takes an amount of time which is very nearly constant, in a sense which we now explain.

The worst-case performance of the weighted union/find algorithm with path compression has been analyzed by Tarjan in the general case in which one starts with \(n\) individual single-element sets and performs all \(n-1\) unions (each one reducing the number of sets by 1 from \(n\) down to 1), and any number \(m \geq n\) of intermediate finds. The finds are performed on any sequence of items, and the unions may be performed in any order. Our case is more restricted. We always perform exactly \(2M\) finds, and only certain unions and certain finds may be performed. For example, we only ever perform finds on pairs of sites which are adjacent on the lattice. And unions can only be performed on clusters which are adjacent to one another along at least one bond. However, it is clear that the worst-case performance of the algorithm in the most general case also provides a bound on the performance of the algorithm in any more restricted case, and hence Tarjan’s result applies to our algorithm.

Tarjan’s analysis is long and complicated. However, the end result is moderately straightforward. The union part of the algorithm clearly takes constant time. The find part takes time which scales as the number of steps taken to traverse the tree to its root. Tarjan showed that the average number of steps is bounded above by \(ko(m,n)\), where \(k\) is an unknown constant and the function \(\alpha(m,n)\) is the smallest integer value of \(z\) greater than or equal to 1, such that \(A(z,4[m/n]) > \log_2 n\). The function \(A(i,j)\) in this expression is a slight variant on Ackermann’s function \(\textit{Ackermann}(z)\) defined by

\[
A(0, j) = 2j \\
A(i, 0) = 0 \\
A(i, 1) = 2 \\
A(i, j) = A(i-1, A(i, j-1))
\]

for \(i \geq 1, j \geq 2\). (5)

This function is a monstrously quickly growing function of its arguments—faster than any multiple exponential—which means that \(\alpha(m,n)\), which is roughly speaking the functional inverse of \(A(i,j)\), is a very slowly growing function of its arguments. So slowly growing, in fact, that for all practical purposes it is a constant. In particular, note that \(\alpha(m,n)\) is maximized by setting \(m = n\), in which case if \(\log_2 n < A(z,4)\) then \(\alpha(m,n) \leq \alpha(n,n) \leq z\). Setting \(z = 3\) and making use of Eq. (4), we find that...
What does this mean for our percolation algorithm? It means that the time taken by both the union and find steps is $O(1)$ in the system size, and hence that each bond added to the lattice takes time $O(1)$. Thus it takes time $O(M)$ to add all $M$ bonds, while maintaining an up-to-date list of the clusters at all times. (To be precise, the time to add all $M$ bonds is bounded above by $O(M\alpha(2M,N))$, where $\alpha(2M,N)$ is not expected to exceed 3 this side of kingdom come.)

In Fig. 5 we show the actual total number of steps taken in traversing trees during the entire course of a run of the algorithm averaged over several runs for each data point, as a function of system size. A straight-line fit to the data shows that the algorithm runs in time proportional to $N^\alpha$, with $\alpha = 1.006 \pm 0.011$. (In actual fact, if one measures the performance of the algorithm in real (“wallclock”) time, it will on most computers (circa 2001) not be precisely linear in system size because of the increasing incidence of cache misses as $N$ becomes large. This however is a hardware failing, rather than a problem with the algorithm.)

We illustrate the comparative superiority of performance of our algorithm in Table I with actual timing results for it and the three other algorithms described in this paper, for square lattices of $1000 \times 1000$ sites, a typical size for numerical studies of percolation. All programs were compiled using the same compiler and run on the same computer. As the table shows, our algorithm, in addition to being the simplest to program, is also easily the fastest. In particular we find it to be about 2 million times faster than the simple depth-first search [37], and about 50% faster than the best of our relabeling algorithms, the weighted relabeling of Section II A. For larger systems the difference will be greater still.

Site percolation can be handled by only a very slight modification of the algorithm. In this case, sites are occupied in random order on the lattice, and each site occupied is declared to be a new cluster of size 1. Then one adds, one by one, all bonds between this site and the occupied sites, if any, adjacent to it, using the algorithm described above. The same performance arguments apply: generation of a permutation of the sites takes time $O(N)$, and the adding of all the bonds takes time $O(M)$, and hence the entire algorithm takes time $O(M+N)$. On a regular lattice, for which $M = \frac{1}{2}zN$, where $z$ is the coordination number, this is equivalent to $O(N)$.

It is worth also mentioning the memory requirements of our algorithm. In its simplest form, the algorithm requires two arrays of size $N$ for its operation; one is used to store the order in which sites will be occupied (for bond percolation this array is size $M$), and one to store the pointers and cluster sizes. The standard depth-first search also requires two arrays of size $N$ (a cluster label array and a stack), as does the weighted relabeling algorithm (a label array and a list of cluster sizes). Thus all the algorithms are competitive in terms of memory use. (The well-known Hoshen–Kopelman algorithm [38],

| algorithm              | time in seconds |
|------------------------|-----------------|
| depth-first search     | 4500000         |
| unweighted relabeling  | 16000           |
| weighted relabeling    | 4.2             |
| tree-based algorithm   | 2.9             |

TABLE I. Time in seconds for a single run of each of the algorithms discussed in this paper, for bond percolation on a square lattice of $1000 \times 1000$ sites.
which is a variation on depth-first search and runs in \(O(N^2 \log N)\) time, has significantly lower memory requirements, of order \(N^{1-1/d}\), which makes it useful for studies of particularly large low-dimensional systems.)

### D. Implementation

In Appendix A we give a complete computer program for our algorithm for site percolation on the square lattice written in C. The program is also available for download on the Internet [39]. As the reader will see, the implementation of the algorithm itself is quite simple, taking only a few lines of code. In this section, we make a few points about the algorithm’s implementation, which may be helpful to those wishing to make use of it.

First, we note that the “find” operation in which a tree is traversed to find its root and the path compression can be conveniently performed together using a recursive function which in pseudocode would look like this:

```pseudocode
function find(i; integer): integer
    if ptr[i] < 0 return i
    ptr[i] := find(ptr[i])
    return ptr[i]
end function
```

This function takes an integer argument, which is the label of a site, and returns the label of the root site of the cluster to which that site belongs. The pointers are stored in an array `ptr`, which is negative for all root nodes and contains the label of the site pointed to otherwise. A version of this function in C is included in Appendix A. A non-recursive implementation of the function is of course possible (as is the case with all uses of recursion), and we give two such implementations in the appendix for those who prefer this approach. However, both are somewhat more complicated than the recursive version, and with the benefit of a modern optimizing compiler are found to offer little speed advantage.

The program given in Appendix A measures the largest cluster size as a function of number of occupied sites. Above the percolation transition in the limit of large system size this quantity is equal to the size of the giant component, and it also has interesting scaling properties below the transition [40]. However, there are many other quantities one might want to measure using our algorithm. Doing so usually involves keeping track of some additional variables as the algorithm runs. Here are three examples.

1. **Average cluster size**: In order to measure the average number of sites per cluster in site percolation it is sufficient to keep track of only the total number \(c\) of clusters on the lattice. Then the average cluster size is given by \(n/c\), where \(n\) is the number of occupied sites. To keep track of \(c\), we simply set it equal to zero initially, increase it by one every time a site is occupied, and decrease it by one every time we perform a union operation. Similarly, for averages weighted by cluster size one can keep track of higher moments of the cluster-size distribution.

2. **Cluster spanning**: In many calculations one would like to detect the onset of percolation in the system as sites or bonds are occupied. One way of doing this is to look for a cluster of occupied sites or bonds which spans the lattice from one side to the other. Taking the example of site percolation, one can test for such a cluster by starting the lattice in the configuration shown in Fig. 6 in which there are occupied sites along two edges of the lattice and no periodic boundary conditions. (Notice that the lattice is now not square.) Then one proceeds to occupy the remaining sites of the lattice one by one in our standard fashion. At any point, one can check for spanning simply by performing “find” operations on each of the two initial clusters, starting for example at the sites marked \(\times\).

   If these two clusters have the same root site then spanning has occurred. Otherwise it has not.

3. **Cluster wrapping**: An alternative criterion for percolation is to use periodic boundary conditions and look for a cluster which wraps all the way around the lattice. This condition is somewhat more difficult to detect than simple spanning, but with a little ingenuity it can be done, and the extra effort is, for some purposes, worthwhile. An example is in the measurement of the position \(p_c\) of the percolation transition. As discussed in Section [II.A] estimates of \(p_c\) made using a cluster wrapping condition display significantly smaller finite-size errors than estimates made using cluster spanning on open systems.

A clever method for detecting cluster wrapping has been employed by Machta et al. [41] in simulations.

---

**FIG. 6.** Initial configuration of occupied (gray) and empty (white) sites for checking for the presence of a spanning cluster. In this example there are no periodic boundary conditions on the lattice. As the empty sites are filled up during the course of the run, the two sites marked \(\times\) will have the same cluster root site if and only if there is a spanning cluster on the lattice.
would differ by only a single lattice spacing, indicating that the bond (b) where added, the displacements to the root site together two sites which belong to the same cluster, it is possible that this happens is equal to the fraction \( p_c \). A further small difference between these displacements is not equal to a single lattice spacing, then wrapping has taken place. Conversely, if we compare the total displacements to the root site we sum these displacements along the path traversed to find the total displacement to the root site. (We also update all displacements along the path when we carry out the path compression.) When an added bond connects together two sites which are determined to belong to the same cluster, we compare the total displacements to the root site for those two sites. If these displacements differ by just one lattice spacing, then cluster wrapping has not occurred. If they differ by any other amount, it has. This method is illustrated in Fig. 7.

It is worth noting also that, if one’s object is only to detect the onset of percolation, then one can halt the algorithm as soon as percolation is detected. There is no need to fill in any more sites or bonds once the percolation point is reached. This typically saves about 50% on the run-time of the algorithm, the critical occupation probability \( p_c \) being of the order of \( \frac{1}{2} \). A further small performance improvement can often be achieved in this case by noting that it is no longer necessary to generate a complete permutation of the sites (bonds) before starting the algorithm. In many cases it is sufficient simply to choose sites (bonds) one by one at random as the algorithm progresses. Sometimes in doing this one will choose a site (bond) which is already occupied, in which case one must generate a new random one. The probability that this happens is equal to the fraction \( p \) of occupied sites (bonds), and hence the average number of attempts we must make before we find an empty site is \( 1/(1-p) \). The total number of attempts made before we reach \( p_c \) is therefore

\[
N \int_0^{p_c} \frac{dp}{1-p} = -N \log(1 - p_c), \tag{8}
\]
or \(-M \log(1 - p_c)\) for bond percolation. If \( p_c = 0.5 \), for example, this means we will have to generate \( N \log 2 \approx 0.693N \) random numbers during the course of the run, rather than the \( N \) we would have had to generate to make a complete permutation of the sites. Thus it should be quicker not to generate the complete permutation. Only once \( p_c \) becomes large enough that \( -\log(1 - p_c) > 1 \) does it start to become profitable to calculate the entire permutation, i.e., when \( p_c > 1 - 1/e \approx 0.632 \). If one were to use a random selection scheme for calculations over the whole range \( 0 \leq p \leq 1 \), then the algorithm would take time

\[
N \int_0^{1 - 1/N} \frac{dp}{1-p} = N \log N \tag{9}
\]
to find and occupy all empty sites, which means overall operation would be \( O(N \log N) \) not \( O(N) \), so generating the permutation is crucial in this case to ensure that running time is \( O(N) \).

One further slightly tricky point in the implementation of our scheme is the performance of the convolution, Eq. (8), of the results of the algorithm with the binomial distribution. Since the number of sites or bonds on the lattice can easily be a million or more, direct evaluation of the binomial coefficients using factorials is not possible. And for high-precision studies, such as the calculations presented in Section III, a Gaussian approximation to the binomial is not sufficiently accurate. Instead, therefore, we recommend the following method of evaluation. The binomial distribution, Eq. (9), has its largest value for \( n = n_{\text{max}} = pN \). We arbitrarily set this value to 1. (We will fix it in a moment.) Now we calculate \( B(N, n, p) \) iteratively for all other \( n \) from

\[
B(N, n, N, p) = \begin{cases} 
B(N, n + 1, p) \frac{N - n + 1}{n} \frac{1 - p}{p} & n > n_{\text{max}} \\
B(N, n - 1, p) \frac{n + 1}{n - 1} \frac{1 - p}{p} & n < n_{\text{max}}.
\end{cases} \tag{10}
\]

Then we calculate the normalization coefficient \( C = \sum_b B(N, n, p) \) and divide all the \( B(N, n, p) \) by it, to correctly normalize the distribution.

III. APPLICATIONS

In this section we consider a number of applications of our algorithm to open problems in percolation theory. Not all of the results given here are new—some have appeared previously in Refs. [18] and [28]. They are gathered here to give an idea of the types of problems for which our algorithm is an appropriate tool.
A. Measurement of the position of the percolation transition

Our algorithm is well suited to the measurement of critical properties of percolation systems, such as position of the percolation transition and critical exponents. Our first example application is the calculation of the position \( p_c \) of the percolation threshold for site percolation on the square lattice, a quantity for which we currently have no exact result.

There are a large number of possible methods for determining the position of the percolation threshold numerically on a regular lattice [24-44], different methods being appropriate with different algorithms. As discussed in Ref. [25], our algorithm makes possible the use of a particularly attractive method based on lattice wrapping probabilities, which has substantially smaller finite-size scaling corrections than methods employed previously.

We define \( R_L(p) \) to be the probability that for site occupation probability \( p \) there exists a contiguous cluster of occupied sites which wraps completely around a square lattice of \( L \times L \) sites with periodic boundary conditions. As in Section IID, cluster wrapping is here taken to be an estimator of the presence or absence of percolation on the infinite lattice. There are a variety of possible ways in which cluster wrapping can occur, giving rise to a variety of different definitions for \( R_L \):

- \( R_L^{(h)} \) and \( R_L^{(v)} \) are the probabilities that there exists a cluster which wraps around the boundary conditions in the horizontal and vertical directions respectively. Clearly for square systems these two are equal. In the rest of this paper we refer only to \( R_L^{(h)} \).

- \( R_L^{(e)} \) is the probability that there exists a cluster which wraps around either the horizontal or vertical directions, or both.

- \( R_L^{(b)} \) is the probability that there exists a cluster which wraps around both horizontal and vertical directions. Notice that there are many topologically distinct ways in which this can occur. Two of them, the “cross” configuration and the “single spiral” configuration, are illustrated in Fig. 8. \( R_L^{(e)} \) is defined to include both of these and all other possible ways of wrapping around both axes.

- \( R_L^{(1)} \) is the probability that a cluster exists which wraps around one specified axis but not the other axis. As with \( R_L^{(b)} \), it does not matter, for the square systems studied here, which axis we specify.

These four wrapping probabilities satisfy the equalities

\[
R_L^{(e)} = R_L^{(h)} + R_L^{(v)} - R_L^{(b)} = 2R_L^{(h)} - R_L^{(b)},
\]

\[
R_L^{(1)} = R_L^{(h)} - R_L^{(b)} = R_L^{(v)} - R_L^{(h)} = \frac{1}{2}(R_L^{(e)} - R_L^{(b)}),
\]

so that only two of them are independent. They also satisfy the inequalities \( R_L^{(b)} \leq R_L^{(h)} \leq R_L^{(e)} \) and \( R_L^{(1)} \leq R_L^{(b)} \).

Each run of our algorithm on the \( L \times L \) square system gives one estimate of each of these functions for the complete range of \( p \). It is a crude estimate however: since an appropriate wrapping cluster either exists or doesn’t for all values of \( p \), the corresponding \( R_L(p) \) in the microcanonical ensemble is simply a step function, except for \( R_L^{(1)} \), which has two steps, one up and one down. All four functions can be calculated in the microcanonical ensemble by finding the numbers \( n_L^{(h)} \) and \( n_L^{(v)} \) of occupied sites at which clusters first appear which wrap horizontally and vertically. (This means that, as discussed in Section IID, the algorithm can be halted once wrapping in both directions has occurred, which for the square lattice gives a saving of about 40% in the amount of CPU time used.)

Our estimates of the four functions are improved by averaging over many runs of the algorithm, and the results are then convolved with the binomial distribution, Eq. (2), to give smooth curves of \( R_L(p) \) in the canonical ensemble. (Alternatively, one can perform the convolution first and average over runs second; both are linear operations, so order is unimportant. However, the convolution is quite a lengthy computation, so it is sensible to choose the order that requires it to be performed only once.)

In Fig. 8 we show results from calculations of \( R_L(p) \) using our algorithm for the four different definitions, for systems of a variety of sizes, in the vicinity of the percolation transition.

The reason for our interest in the wrapping probabilities is that their values can be calculated exactly. Exact expressions can be deduced from the work of Pinson [15] and written directly in terms of the Jacobi \( \eta \)-function \( \vartheta_3(q) \) and the Dedekind \( \eta \)-function \( \eta(q) \). Pinson calculated the probability, which he denoted \( \pi(Z \times Z) \), of the occurrence on a square lattice of a wrapping cluster with the “cross” topology shown in the left panel of Fig. 8. By duality, our probability \( R_L^{(e)}(p_c) \) is just \( 1 - \pi(Z \times Z) \), since if there is no wrapping around either axis, then
The remaining two probabilities \( R_{\infty}^{(b)} \) and \( R_{\infty}^{(h)} \) can now calculated from Eq. (12). To ten figures, the resulting values for all four are:

\[
R_{\infty}^{(b)}(p_c) = 0.521058290, \quad R_{\infty}^{(c)}(p_c) = 0.690473725, \\
R_{\infty}^{(h)}(p_c) = 0.351642855, \quad R_{\infty}^{(i)}(p_c) = 0.169415435. \quad (15)
\]

If we calculate the solution \( p \) of the equation

\[
R_L(p) = R_{\infty}(p_c), \quad (16)
\]

we must have \( p \to p_c \) as \( L \to \infty \), and hence this solution is an estimator for \( p_c \). Furthermore, it is a very good estimator, as we now demonstrate.

In Fig. 10, we show numerical results for the finite-size convergence of \( R_L(p_c) \) to the \( L = \infty \) values for both site and bond percolation. (For site percolation we used the current best-known value for \( p_c \) from Ref. [28].) Note that the expected statistical error on \( R_L(p_c) \) is known analytically to good accuracy, since each run of the algorithm gives an independent estimate of \( R_L \) which is either 1 or 0 depending on whether or not wrapping has occurred in the appropriate fashion when a fraction \( p_c \) of the sites are occupied. Thus our estimate of the mean of \( R_L(p_c) \) over \( n \) runs is drawn from a simple binomial distribution which has standard deviation

\[
\sigma_{R_L} = \sqrt{ \frac{R_L(p_c)[1 - R_L(p_c)]}{n} }. \quad (17)
\]

If we approximate \( R_L(p_c) \) by the known value of \( R_{\infty}(p_c) \), then we can evaluate this expression for any \( n \).

As the figure shows, the finite-size corrections to \( R_L \) decay approximately as \( L^{-2} \) with increasing system size. For example, fits to the data for \( R_L^{(1)} \) (for which our numerical results are cleanest), give slopes of \(-1.95(17)\) (site percolation) and \(-2.003(5)\) (bond percolation). On the basis of these results we conjecture that \( R_L(p_c) \) converges to its \( L = \infty \) value exactly as \( L^{-2} \).

At the same time, the width of the critical region is decreasing as \( L^{-1/\nu} \), so that the gradient of \( R_L(p) \) in the critical region goes as \( L^{1/\nu} \). Thus our estimate \( p \) of the critical occupation probability from Eq. (16) converges to \( p_c \) according to

\[
p - p_c \sim L^{-2-1/\nu} = L^{-11/4}, \quad (18)
\]
where the last equality makes use of the known value \( \nu = \frac{4}{3} \) for percolation on the square lattice. This convergence is substantially better than that for any other known estimator of \( p_c \). The best previously known convergence was \( p - p_c \sim L^{-1-1/\nu} \) for certain estimates based upon crossing probabilities in open systems, while many other estimates, including the renormalization-group estimate, converge as \( p - p_c \sim L^{-1/\nu} \). It implies that we should be able to derive accurate results for \( p_c \) from simulations on quite small lattices. Indeed we expect that statistical error will overwhelm the finite size corrections at quite small system sizes, making larger lattices not only unnecessary, but also essentially worthless.

Statistical errors for the calculation are estimated in conventional fashion. From Eq. (17) we know that the error on the mean of \( R_L(p) \) over \( n \) runs of the algorithm goes as \( n^{-1/2} \), independent of \( L \), which implies that our estimate of \( p_c \) carries an error \( \sigma_{p_c} \) scaling according to \( \sigma_{p_c} \sim n^{-1/2}L^{-1/\nu} \). With each run taking time \( O(N) = O(L^d) \), the total time \( T \sim nL^d \) taken for the calculation is related to \( \sigma_{p_c} \) according to

\[
\sigma_{p_c} \sim \frac{L^{d/2-1/\nu}}{\sqrt{T}} = \frac{L^{1/4}}{\sqrt{T}},
\]

where the last equality holds in two dimensions. Thus in order to make the statistical errors on systems of different size the same, we should spend an amount of time which scales as \( T_L \sim L^{d-2/\nu} \) on systems of size \( L \), or \( T_L \sim \sqrt{L} \) in two dimensions.

In Fig. 11 we show the results of a finite-size scaling calculation of this type for \( p_c \). The four different definitions of \( R_L \) give four (non-independent) estimates of \( p_c \): 0.59274621(13) for \( R_L^{(h)} \), 0.59274636(14) for \( R_L^{(c)} \), 0.59274606(15) for \( R_L^{(b)} \), and 0.59274629(20) for \( R_L^{(1)} \).

The first of these is the best, and is indeed the most accurate current estimate of \( p_c \) for site percolation on the square lattice. This calculation involved the simulation of more than \( 7 \times 10^8 \) separate samples, about half of which were for systems of size 128 \( \times 128 \).

The wrapping probability \( R_L^{(1)} \) is of particular interest, because one does not in fact need to know its value for the infinite system in order to use it to estimate \( p_c \). Since this function is non-monotonic it may intercept its \( L = \infty \) value at two different values of \( p \), but its maximum must necessarily converge to \( p_c \) at least as fast as either of these intercepts. And the position of the maximum can be determined without knowledge of the value of \( R_L^{(1)}(p_c) \). In fact, in the calculation shown in Fig. 11, we used the maximum of \( R_L^{(1)} \) to estimate \( p_c \) and not the intercept, since in this case \( R_L^{(1)} \) was strictly lower than \( R_L^{(1)} \) for all \( p \), so that there were no intercepts.

The criterion of a maximum in \( R_L^{(1)} \) can be used to find the percolation threshold in other systems for which exact results for the wrapping probabilities are not known. As an example, we show in the inset of Fig. 11 a finite-size scaling calculation of \( p_c \) for three-dimensional percolation on the cubic lattice (with periodic boundary conditions in all directions) using this measure. Here there are two possible generalizations of our wrapping probability: \( R_L^{(1)}(p) \) is the probability that wrapping occurs along one axis and not the other two, and \( R_L^{(2)}(p) \) is the probability that wrapping occurs along two axes and not the third. We have calculated both in this case.

Although neither the exact value of \( \nu \) nor the expected scaling of this estimate of \( p_c \) is known for the three-dimensional case, we can estimate \( p_c \) by varying the scaling exponent until an approximately straight line is produced. This procedure reveals that our estimate of \( p_c \) scales approximately as \( L^{-2/3} \) in three dimensions, and we derive estimates of \( p_c = 0.3097(3) \) and \( 0.3105(2) \) for the position of the transition. Combining these results we estimate that \( p_c = 0.3101(10) \), which is in reasonable agreement with the best known result for this quantity of \( 0.3116080(4) \). (Only a short run was performed to obtain our result; better results could presumably be derived with greater expenditure of CPU time.)

B. Scaling of the wrapping probability functions

It has been proposed \[50,51\] that below the percolation transition the probability of finding a cluster which spans the system, or wraps around it in the case of periodic boundary conditions, should scale according to

\[
R_L(p) \sim \exp(-L/\xi).
\]
The probability of wrapping around the system is equal to the trace of the product of the transfer matrices for the $L$ rows of the system. With periodic boundary conditions, the transfer matrices are equal for all rows, and the wrapping probability is thus a simple sum of the $L$th powers of the eigenvalues $\lambda_i$ of the individual transfer matrices: $R_L(p) = \sum_i \lambda_i^L$. For large $L$, this sum is dominated by the largest eigenvalue $\lambda_0$ and $R_L(p) = \lambda_0^L = \exp(L \log \lambda_0)$. Comparing with Eq. (20), we conclude that the leading constant in (20) must tend to unity as $L$ becomes large, and thus

$$R_L(p) = \exp(-L/\xi) = \exp[-cL(p_c - p)^\nu], \quad (21)$$

where $c$ is another constant. In other words, as a function of $p_c - p$, the wrapping probability should follow a stretched exponential with exponent $\nu$ and a leading constant of 1. This contrasts with previous conjectures that $R_L(p)$ has Gaussian tails $[52,53]$. The behavior (21) is only seen when the correlation length is substantially smaller than the system dimension, but also greater than the lattice spacing, i.e., $1 \ll \xi \ll L$. This means that in order to observe it clearly we need to perform simulations on reasonably large systems. In Fig. 12 we show results for site percolation on square lattices of $1024 \times 1024$ sites, with $\log R_L$ plotted against $(p_c - p)^\nu$ for various values of $\nu$, to look for straight-line behavior. Interpretation of the results is a little difficult, since one must discount curvature close to the origin where $\xi \gg L$. However, the best straight line seems to occur in the region of $\nu = 1.4 \pm 0.1$, in agreement with the expected $\nu = 1/3$, while strongly ruling out the Gaussian behavior.

A better demonstration of this result is shown in the inset of the figure. Here we plot $\log(-\log(R_L))$ as a function of $\log(p_c - p)$, which, since the leading constant in Eq. (21) is equal to unity, should give a straight line with slope $-\frac{1}{\nu}$ in the regime where $1 \ll \xi \ll L$. This behavior is clearly visible in the figure. Note that this kind of plot is only valid for periodic boundary conditions, since the leading constant in Eq. (20) is not in general equal to 1 in other cases.

### C. Percolation on random graphs

For our last example, we demonstrate the use of our algorithm on a system which is not built upon a regular lattice. The calculations of this section are instead performed on random graphs, i.e., collections of sites (or “vertices”) with random bonds (or “edges”) between them.

Percolation can be considered a simple model for the robustness of networks $[14,15]$. In a communications network, messages are routed from source to destination by passing them from one vertex to another through the network. In the simplest approximation, the network between a given source and destination is functional so long as a single path exists from source to destination, and non-functional otherwise. In real communications networks such as the Internet, a significant fraction of the vertices (routers in the case of the Internet) are non-functional at all times, and yet the majority of the network continues to function because there are many possible paths from each source to each destination, and it is rare that all such paths are simultaneously interrupted. The question therefore arises: what fraction of vertices must be non-functional before communications are substantially disrupted? This question may be rephrased as a site percolation problem in which occupied vertices represent functional routers and unoccupied vertices non-functional ones. So long as there is a giant component of connected occupied vertices (the equivalent of a percolating cluster on a regular lattice) then long-range communication will be possible on the network. Below the percolation transition, where the giant component disappears, the network will fragment into disconnected clusters. Thus the percolation transition represents the point at which the network as a whole becomes non-functional, and the size of the giant component, if there is one, represents the fraction of the network which can communicate effectively.

Both the position of the phase transition and the size of the giant component have been calculated exactly by Callaway et al. $[18]$ for random graphs with arbitrary degree distributions. The degree $k$ of a vertex in a network is the number of other vertices to which it is connected. If $p_k$ is the probability that a vertex has degree $k$ and $q$
is the occupation probability for vertices, then the percolation transition takes place at

\[ q_c = \frac{\sum_{k=0}^{\infty} k(k-1)p_k}{\sum_{k=0}^{\infty} kp_k}, \]  

(22)

and the fraction \( S \) of the graph filled by the giant component is the solution of

\[ S = q - q \sum_{k=0}^{\infty} p_k u^k, \quad u = 1 - q + q \sum_{k=0}^{\infty} kp_k u^{k-1}. \]  

(23)

For the Internet, the degree distribution has been found to be power-law in form [24], though in practice the power law must have some cutoff at finite \( k \). Thus a reasonable form for the degree distribution is

\[ p_k = C k^{-\tau} e^{-k/\kappa} \quad \text{for} \quad k \geq 1. \]  

(24)

The exponent \( \tau \) is found to take values between 2.1 and 2.5 depending on the epoch in which the measurement was made and whether one looks at the network at the router level or at the coarser domain level. Vertices with degree zero are excluded from the graph since a vertex with degree zero is necessarily not a functional part of the network.

We can generate a random graph of \( N \) vertices with this degree distribution in \( O(N) \) time using the prescription given in Ref. [55] and then use our percolation algorithm to calculate, for example, the size of the largest cluster for all values of \( q \). In Fig. 13 we show the results of such a calculation for \( N = 1000000 \) and \( \tau = 2.5 \) for three different values of the cutoff parameter \( \kappa \), along with the exact solution derived by numerical iteration of Eq. (23). As the figure shows, the two are in excellent agreement. The simulations for this figure took about an hour in total. We would expect a simulation performed using the standard depth-first search and giving results of similar accuracy to take about a million times as long, or about a century.

A number of authors [18, 54, 57] have examined the resilience of networks to the selective removal of the vertices with highest degree. This scenario can also be simulated efficiently using our algorithm. The only modification necessary is that the vertices are now occupied in order of increasing degree, rather than in random order as in the previous case. We note however that the average time taken to sort the vertices in order of increasing degree scales as \( O(N \log N) \) when using standard sorting algorithms such as quicksort [31], and hence this calculation is dominated by the time to perform the sort for large \( N \), making overall running time \( O(N \log N) \) rather than \( O(N) \).

IV. CONCLUSIONS

We have described in detail a new algorithm for studying site or bond percolation on any lattice which can calculate the value of an observable quantity for all values of the site or bond occupation probability from zero to one in time which, for all practical purposes, scales linearly with lattice volume. We have presented a time complexity analysis demonstrating this scaling, empirical results showing the scaling and comparing running time to other algorithms for percolation problems, and a description of the details of implementation of the algorithm. A full working program is presented in the following appendix and is also available for download. We have given three example applications for our algorithm: the measurement of the position of the percolation transition for site percolation on a square lattice, for which we derive the most accurate result yet for this quantity; the confirmation of the expected 4/3 power stretched exponential behavior in the tails of the wrapping probability functions for percolating clusters on the square lattice; and the calculation of the size of the giant component for site percolation on a random graph, which confirms the recently published exact solution for the same quantity.
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APPENDIX A: PROGRAM

In this appendix we give a complete program in C for our algorithm for site percolation on a square lattice of \( N = L \times L \) sites with periodic boundary conditions. This program prints out the size of the largest cluster on the lattice as a function of number of occupied sites \( n \) for values of \( n \) from 1 to \( N \). The entire program consists of 73 lines of code.

First we set up some constants and global variables:

```c
#include <stdlib.h>
#include <stdio.h>

#define L 128 /* Linear dimension */
#define N (L*L)
#define EMPTY (-N-1)

int ptr[N]; /* Array of pointers */
int nn[N][4]; /* Nearest neighbors */
int order[N]; /* Occupation order */
```

Sites are indexed with a single signed integer label for speed, taking values from 0 to \( N - 1 \). Note that on computers which represent integers in 32 bits, this program can, for this reason, only be used for lattices of up to \( 2^{31} \approx 2 \) billion sites. While this is adequate for most purposes, longer labels will be needed if you wish to study larger lattices.

The array \( \text{ptr}[] \) serves triple duty: for non-root occupied sites it contains the label for the site’s parent in the tree (the “pointer”); root sites are recognized by a negative value of \( \text{ptr}[] \), and that value is equal to minus the size of the cluster; for unoccupied sites \( \text{ptr}[] \) takes the value \( \text{EMPTY} \).

Next we set up the array \( \text{nn}[][] \) which contains a list of the nearest neighbors of each site. Only this array need be changed in order for the program to work with a lattice of different topology.

```c
void boundaries()
{
    int i;

    for (i=0; i<N; i++) {
        nn[i][0] = (i+1)%N;
        nn[i][1] = (i+N-1)%N;
        nn[i][2] = (i+L)%N;
        nn[i][3] = (i+N-L)%N;
        if (i%L==0) nn[i][1] = i+L-1;
        if ((i+1)%L==0) nn[i][0] = i-L+1;
    }
}
```

Now we generate the random order in which the sites will be occupied, by randomly permuting the integers from 0 to \( N - 1 \):

```c
void permutation()
{
    int i,j;
    int temp;

    for (i=0; i<N; i++) order[i] = i;
    for (i=0; i<N; i++) {
        j = i + (N-i)*drand();
        temp = order[i];
        order[i] = order[j];
        order[j] = temp;
    }
}
```

Here the function \( \text{drand}() \) generates a random double precision floating point number between 0 and 1. Many people will have such a function already to hand. For those who don’t, a suitable one is supplied with Ref. [39].

We also define a function which performs the “find” operation, returning the label of the root site of a cluster, as well as path compression. The version we use is recursive, as described in Section II D:

```c
int findroot(int i)
{
    if (ptr[i]<0) return i;
    return ptr[i] = findroot(ptr[i]);
}
```

The code to perform the actual algorithm is quite brief. It works exactly as described in the text. Sites are occupied in the order specified by the array \( \text{order}[] \). The function \( \text{findroot}() \) is called to find the roots of each of the adjacent sites. If amalgamation is needed, it is performed in a weighted fashion, smaller clusters being added to larger (bearing in mind that the value of \( \text{ptr}[] \) for the root nodes is \( \text{minus} \) the size of the corresponding cluster).

```c
void percolate()
{
    int i,j;
    int s1,s2;
    int r1,r2;
    int big=0;

    for (i=0; i<N; i++) ptr[i] = EMPTY;
    for (i=0; i<N; i++) {
        r1 = s1 = order[i];
        ptr[s1] = -1;
        for (j=0; j<4; j++) {
            s2 = nn[s1][j];
            if (ptr[s2]!=EMPTY) {
                r2 = findroot(s2);
                if (r2!=r1) {
                    if (ptr[r1]>ptr[r2]) {
                        ptr[r2] += ptr[r1];
                        ptr[r1] = r2;
                        r1 = r2;
                    } else {
                        ptr[r2] += ptr[r1];
                        ptr[r1] = r2;
                    }
                }
            }
        }
    }
}
```
ptr[r1] += ptr[r2];
ptr[r2] = r1;
}
if (-ptr[r1]>big) big = -ptr[r1];
}
}
printf("%i %i\n",i+1,big);
}

The main program is now simple:

main()
{
    boundaries();
    permutation();
    percolate();
}

A complete working version of this program can also be downloaded from the Internet.[39]

While our recursive implementation of the function findroot() is concise, some readers may find it unsatisfactory, either because they are using a compiler under which recursive code runs slowly, or because they want to translate the program into another language, such as Fortran 77, which does not support recursion. For their benefit we give here two alternative implementations of this function, neither of which makes use of recursion. The first of these is a straightforward implementation combining the find operation with path compression, as before, but using an explicit stack:

```
define STACKSIZE 100

int findroot(int i)
{
    int r;
    int sp=0;
    int stack[STACKSIZE];
    r = i;
    while (ptr[r]>=0) {
        stack[sp++] = r;
        r = ptr[r];
    }
    while (sp) ptr[stack[--sp]] = r;
    return r;
}
```

The stack used is small, having just 100 elements. This should be more than sufficient in almost all cases, since the average distance traversed across the tree is only about 3.

A more elegant way to implement findroot() without recursion is to modify the union/find algorithm itself slightly. There is, it turns out, another union/find algorithm which runs in O(N) time. In this algorithm the union operation is as before, but the find operation now involves “path halving” instead of path compression. With path halving, each pointer along the path traversed is changed to point to its “grandparent” in the tree, which effectively halves the length of the path from a site to the root of the cluster each time findroot() is called. Tarjan [58] has shown that this find operation also runs asymptotically in very nearly constant time, giving an algorithm which runs in linear time overall. Here is a version of the function findroot() which implements path halving:

```
int findroot(int i)
{
    int r,s;
    r = s = i;
    while (ptr[r]>=0) {
        ptr[s] = ptr[r];
        s = r;
        r = ptr[r];
    }
    return r;
}
```
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