A fast alternating least squares method for third-order tensors based on a compression procedure
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Abstract

The alternating least squares (ALS) method is frequently used for the computation of the canonical polyadic decomposition (CPD) of tensors. It generally gives accurate solutions, but demands much time. An alternative is the alternating slice-wise diagonalization (ASD) method, which provides an efficient way for third-order tensors, utilizing compression based on matrix singular value decomposition. In this paper, we propose a new simple algorithm, Reduced ALS, which employs the same compression procedure as ASD, but applies it more directly to ALS. Numerical experiments show that Reduced ALS runs as fast as ASD, avoiding instability ASD sometimes exhibits.
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1. Introduction

Tensors (i.e. data arrays with multiple indices) are frequently used in a wide range of applications such as computer vision, signal processing, and data mining. There, often “tensor decompositions” are utilized to analyze and/or compress tensors.

One of the tensor decompositions is the canonical polyadic decomposition (CPD; also known as CANDECOMP/PARAFAC), first proposed in [1] (see also [2] and the references therein). Due to its theoretical and practical importance, there have been vast amount of studies on the computation of CPD. The alternating least squares (ALS) method, proposed in [3, 4], is the oldest and still strongest algorithm for computing CPD. It generally enjoys high accuracy, but demands many iterations to converge. To overcome this difficulty, many variants of ALS (modification of the algorithm itself, or combinations with other techniques for speeding up) have been proposed (see, for example, [5-8] and their references). Other iterative methods for CPD includes, for example, [9] which employed nonlinear least squares approach. Recently, direct methods utilizing matrix singular value decomposition (SVD) have been also studied (see, for example, [10]).

In this paper, we focus on the alternating slice-wise diagonalization (ASD) method by [11], which is an efficient variant of ALS. It limits its targets only to third-order tensors, which still cover many practical applications, and then incorporates a compression technique based on SVD. Thanks to this, the sizes of the matrices appearing in the iterative process are greatly reduced, and the overall computational complexity is decreased. In several review papers, the practical efficiency of ASD was confirmed [5, 7]. It was also pointed out, however, that sometimes ASD exhibited instability and provided unacceptable results.

The goal of this paper is to deliver a new algorithm which lies somewhere between ALS and ASD. There, the essential part of the compression technique in ASD is extracted, and then more simply applied to ALS. The new, simple algorithm is confirmed to work as well as ASD by numerical experiments, and interestingly, sometimes avoid the instability that ASD suffers.

We define $T \in \mathbb{R}^{I \times J \times K}$ as a real $I \times J \times K$ tensor. The frontal slices of $T$ are $K$ matrices $T_1, \ldots, T_K$. Let $x_1, \ldots, x_R \in \mathbb{R}^I$, $y_1, \ldots, y_R \in \mathbb{R}^J$, $z_1, \ldots, z_R \in \mathbb{R}^K$ be column real vectors. Then CPD is expressed as

$$T \approx \sum_{r=1}^{R} x_r \circ y_r \circ z_r, \quad (x \circ y \circ z)_{ijk} = x_i y_j z_k. \quad (1)$$

Determining the “exact” rank, the minimum $R$ which realizes (1) with strict equality, is NP-complete [12]. In practice, the expression (1) is used in such a way that we first fix a small $R$, and seek for $x_r$, $y_r$, and $z_r$ that satisfy the equality as good as possible. In what follows, we suppose $R < I, J, K$, following ASD, with the application to the low-rank approximation of large third-order tensors in mind.

2. Existing works

2.1 ALS

Let $X = (x_1 \ldots x_R)$, $Y = (y_1 \ldots y_R)$, $Z = (z_1 \ldots z_R)$ be $I \times R$, $J \times R$, and $K \times R$ matrices respectively. The
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idea of ALS is to solve the least squares problem:

\[ \min_{X,Y,Z} \left\| T - \sum_{r=1}^{R} x_r \odot y_r \odot z_r \right\|_F^2, \quad \|T\| = \sqrt{\sum_{i,j,k} (t_{ijk})^2}. \]

In this paper, by \(\|\cdot\|\) we mean the vector 2-norm, or the matrix/tensor Frobenius norm depending on its context. If \(Y\) and \(Z\) are fixed, this problem is equivalent to

\[ \min_{X} \left\| T^{(1)} - X(Z \odot Y)^\top \right\|_F^2, \quad (2) \]

where \(T^{(n)} = \{t_{ijk}\} (n = 1, 2, 3)\) is the mode-\(n\) matricization of \(T\), and \(\odot\) is the matrix Khatri-Rao product (see [2]). At this point, \(T^{(1)}\) is just an \(I \times JK\) matrix, and \(Z \odot Y\) is a \(JK \times R\) matrix. Then the optimal solution of (2) can be easily found to be

\[ X = T^{(1)}(Z \odot Y)^\top T^{(1)}(Z \odot Y)(Z^\top Z + Y^\top Y)^{-1}, \quad (3) \]

where \(\hat{}\) is the Moore-Penrose inverse, and \("\odot\) is the Hadamard product. Similarly, \(Y\) (fixing \(X\) and \(Z\)) and \(Z\) (fixing \(X\) and \(Y\)) can be updated.

The above procedure, incorporated with a balancing process of the sizes of \(\|X\|, \|Y\|, \) and \(\|Z\|\), can be summarized as follows.

1. Update \(X\), \(Y\), and \(Z\) in turn.
2. Calculate \(\lambda_r = \|x_r\| \|y_r\| \|z_r\|\), \(r = 1, \ldots, R\).
3. Normalize the columns of \(X\), \(Y\), and \(Z\).
4. Multiply \(x_r, y_r\), and \(z_r\) by \(\sqrt{\lambda_r}\), respectively.
5. Repeat 1-4.

ALS monotonically reduces the squared error in each iteration, and eventually provides an accurate decomposition. Numerical examples in [5, 7] confirm this, but at the same time reveal that ALS requires many iterations. Moreover, ALS involves calculations with large matrices; recall that the sizes of \(T^{(1)}\) and \(Z \odot Y\) in (3) are \(I \times JK\) and \(JK \times R\), which can be huge for large \(I, J\). In this way, ALS does not fit practical applications which demand speed rather than accuracy.

### 2.2 ASD

ASD focuses on the fact that third-order tensors can be viewed as a collection of matrices, by slicing. Then it utilizes a standard compression procedure to the sliced matrices. By this compression, the matrices appearing in the iterative process are greatly simplified, and in fact, the numerical examples in [5, 7] confirm the efficiency of ASD.

Let \(L = \left\| T - \sum_{r=1}^{R} x_r \odot y_r \odot z_r \right\|_F^2\) be the squared error. First, the squared error is transformed as follows:

\[ L = \sum_{k=1}^{K} \sum_{r=1}^{R} \left\| T_k - z_{kr} x_r y_r^\top \right\|_F^2 = \sum_{k=1}^{K} \left\| T_k - X \text{diag}(z(k)) Y^\top \right\|_F^2, \quad (4) \]

where \(z(k)\) denotes the \(k\)-th row vector of \(Z\). Next, supposing we can find such matrices \(P\) (size \(I \times R\)) and \(Q\) (\(J \times R\)) that satisfy \(P^\top X = I_R\) and \(Y^\top Q = I_R\), we modify the expression in (4) as follows.

\[ L \approx \sum_{k=1}^{K} \left\| P^\top T_k Q - \text{diag}(z(k)) \right\|_F^2 + \lambda \left\| P^\top X - I_R \right\|_F^2 + \lambda \left\| Y^\top Q - I_R \right\|_F^2. \quad (5) \]

The latter two terms are the penalty terms enforcing the existence of \(P\) and \(Q\); \(\lambda > 0\) is the strength of the penalties.

Finally, we introduce a compression procedure. Let \(U, V\) be the \(I \times R\) and \(J \times R\) matrices whose column vectors are the \(R\) left singular vectors of \(\sum_{k=1}^{K} T_k T_k^\top\) and \(\sum_{k=1}^{K} T_k^\top T_k\) respectively. Then we consider the compressed expressions using \(U\) and \(V\): \(X = U A, Y = V B, P = U G, Q = V H,\) and \(T_k = U^\top T_k V\).

There, \(A, B, G, H\), and \(T_k\) are \(R \times R\) matrices, which are much smaller than \(X, Y, P, Q,\) and \(T_k\) (recall the assumption \(R < I, J\)). Note that such matrices do not necessarily exist, and the “compression” is an approximation. Substituting the compressed expressions into (5), we obtain a new objective function, \(L_{SD}\), involving only smaller matrices:

\[ L \approx L_{SD} = \sum_{k=1}^{K} \left\| G^\top \tilde{T}_k H - \text{diag}(z(k)) \right\|_F^2 + \lambda \left\| G^\top A - I_R \right\|_F^2 + \lambda \left\| H^\top B - I_R \right\|_F^2. \]

\(L_{SD}\) uses \(A, B, Z, G,\) and \(H\), employing \(L_{sp}\) instead of \(L\). Due to the penalty terms, the updates are not as easy as ALS; it instead considers the derivatives of \(L_{SD}\). For example, the update of \(A\) is realized based on the condition \(\partial L_{SD}/\partial A = 0\). In this sense, ASD does not necessarily strictly minimize the objective function \(L_{SD}\), and accordingly, the original error \(L\). In fact, in some preliminary numerical experiments, we observed that the value of \(L_{SD}\) could sometimes go up, and also that the behaviors of \(L_{SD}\) and \(L\) did not necessarily agree. The reason of the occasional instability of ASD can be attributed to these natures.

### 3. Proposed Method

Based on the above observation, we here propose a simpler approach. Our strategy is summarized as follows.

I. We start with the same matrix form (4) (thus we limit ourselves to third-order tensors).
II. We employ a similar compression procedure to ASD.
III. But we try to keep the objective function as close as possible to the original \(L\).

The resulting algorithm, which we call Reduced ALS, is expected to be as fast as ASD, and to have a better stability due to the third requirement.

We commence by substituting the compressed expressions into (4) directly. Note that \(T_k\) is approximated as \(T_k \approx U T_k V^\top = U U^\top T_k V V^\top\). In this way, the approximation of \(L\), denoted as \(L_{R_{\text{es}}}\), is expressed as

\[ L \approx L_{R_{\text{es}}} = \sum_{k=1}^{K} \left\| U T_k V^\top - U A \text{diag}(z(k)) B^\top V^\top \right\|_F^2. \quad (6) \]
Next, we remove $U$ and $V^T$ from (6) in order to reduce our algorithm to ALS. It is easy to see that for an $R \times M$ matrix $M = (m_1, \ldots, m_M)$, it holds
\[
\|UM\|^2 = \sum_{l=1}^M \left\| (Um_l)^T U m_l \right\|^2 = \|M\|^2. \tag{7}
\]
This is also true for $V$. Based on these observations, we see, by appropriately considering transposes,
\[
L_{\text{Re}} = \sum_{k=1}^K \left\| \bar{U} \bar{T}_k \bar{V}^T - U A \text{diag}(z_{(k)}) B^T V^T \right\|^2
= \sum_{k=1}^K \left\| V \bar{T}_k - V B \text{diag}(z_{(k)}) A^T \right\|^2
= \sum_{k=1}^K \left\| T_k - A \text{diag}(z_{(k)}) B^T \right\|^2.
\]
Then $L_{\text{Re}}$ can be rewritten back to the original form
\[
\sum_{k=1}^K \left\| T_k - A \text{diag}(z_{(k)}) B^T \right\|^2 = \left\| \bar{T} - \sum_{r=1}^R a_r \circ b_r \circ z_r \right\|^2.
\]
This implies that we have reduced the size of the original problem, and we can simply apply the standard ALS to $L_{\text{Re}}$. There, ALS decomposes $\bar{T}$ (compressed $T$) into $A$ (compressed $X$), $B$ (compressed $Y$), and $Z$. Then we can obtain the desired decomposition in terms of $T$ by $X = U A$, and so on.

4. Numerical experiments

Before starting experiments, we further simplify the calculation of $U$ and $V$ to reduce the overall computational complexity; we calculate $\sum_{k=1}^K T_k$ and let $U(V)$ be the matrix whose column vectors are its $R$ left (right) singular vectors. If the common singular matrices $U_{\text{full}}$ and $V_{\text{full}}$ exist for $T_1, \ldots, T_K$ simultaneously (i.e., $T_k = U_{\text{full}} \Sigma_k V_{\text{full}}^T$, $k = 1, \ldots, K$), $U$ and $V$ defined above coincide with the original $U$ and $V$ in Section 2.2.

In order to set each stopping criterion, we considered $L/\|T\|^2$ for ALS, $L_{\text{SD}}/\|T\|^2$ for ASD, and $L_{\text{Re}}/\|T\|^2$ for Reduced ALS. Then ALS, ASD, and Reduced ALS were stopped if the update of each value fell below $10^{-3}$.

Initial matrices of $A$, $B$, and $Z$ were generated by uniform random numbers on $[0, 1]$. After $U$ and $V$ were calculated using a given tensor $T$, we set $X = U A$, $Y = V B$, $G = (A^T)^{-1}$, and $H = (B^T)^{-1}$. The strength $\lambda$ in ASD was set to $10^{-3}$ following [5, 7, 11].

Every experiment was conducted on a laptop PC with a quad-core 2.4GHz Intel Core i7-3630QM processor and 16GB memory. The operating system was Windows 7 Home Premium 64bit, and MATLAB 8.1.0.604 (R2013a) was used. We employed Matlab tensor toolbox 2.5 produced by [13], and ASD was implemented following [5].

4.1 Generated data

We used the generated random tensors proposed in [7] (also used in [8, 9]). These tensors are generated using the 3 parameters: $l_1$ and $l_2$ which control the levels of two kinds of noise ($l_1, l_2 \geq 1$ and 1 implies no noise), and $c$ controlling the collinearity (see [7, 8]). Parameters were set to $I = J = K = 50, R = 10, l_1 = l_2 = 1$, and $c = 0.5$ in this experiment.

\begin{table}[h]
\centering
\caption{The results for generated data.}
\begin{tabular}{|l|l|l|l|}
\hline
$c$ & time (s) & relative errors & iterations \\
\hline
AL$S$ & 42.7 ± 8.47 & 0.153 ± 0.0169 & 13.5 ± 2.76 \\
ASD & 3.9 ± 0.20 & 0.296 ± 0.2149 & 6.9 ± 2.13 \\
Re ALS & 4.0 ± 0.20 & 0.220 ± 0.0596 & 11.7 ± 3.16 \\
\hline
\end{tabular}
\end{table}

\begin{figure}[h]
\centering
\includegraphics[width=0.9\textwidth]{figure1.png}
\caption{Convergence profiles of $L$ for Reduced ALS and ASD. Parameters were set to $I = J = K = 500, R = 10, l_1 = 5, l_2 = 10$. Ten trials were run changing both a random tensor $T$ and initial matrices, for $c = 0.5$, and $c = 0.9$. On every trial, we measured the time to converge, the number of iterations, and the relative error in terms of $L$ in the obtained CPD (i.e., $\| T - \sum_{r=1}^R a_r \circ b_r \circ z_r \|^2 / \| T \|^2$).}
\end{figure}

Table 1 shows the results. Each average and standard deviation on 10 trials are described. First, we see that ASD and Reduced ALS ran faster than ALS in both cases ($c = 0.5, 0.9$); in particular, Reduced ALS ran as fast as ASD as expected. The compression procedure commonly employed in ASD and Reduced ALS certainly improved the efficiency. Second, ALS achieved the best accuracy. The other two algorithms provided worse accuracies, which should be attributed to the introduction of the compression procedure. The difference was, however, not quite big and acceptable. We also observe that Reduced ALS was slightly superior to ASD; there is no clear theoretical explanation for this, but it is in some sense likely since in Reduced ALS, many approximation processes in ASD are dropped. In the case of $c = 0.5$, Reduced ALS gave smaller deviation than ASD. This confirms the instability of ASD mentioned above.

We also compared convergence profiles of $L$ for Reduced ALS and ASD using a small and noiseless tensor. Fig. 1 shows that $L$ of Reduced ALS is monotonically decreased, while that of ASD showed irregular behavior.

4.2 Real data

Next we consider more realistic data; we employ the ORL face database [14]. First, we prepared two $112 \times 92 \times 10$ tensors consisting of 10 pictures in the database (the set in the folders “s1” and “s11”). Fig. 2 shows the
pictures compressed with CPD created by ALS, ASD, and Reduced ALS (all $R = 72$). Reduced ALS gave clear pictures in the same level as ALS. The compression ratio of the data was $\frac{IJK}{(I+J+K)R} \approx 6.687$. On the other hand, ASD failed to catch a proper face picture; in fact, even after 10,000 iterations (i.e. even if we continue the iteration after the stopping criterion), the pictures by ASD were still blurred. This points out another qualitative instability of ASD.

Next, we considered a $112 \times 92 \times 110$ tensor consisting of 110 pictures (in the folders “s1”, “s2”, . . . , and “s11”). Fig. 3 shows the results by ALS ($R = 72$), Reduced ALS ($R = 72$), and ALS ($R = 500$). If $R = 72$, the compression ratio was quite high, about 50.13. The pictures were, however, so blurred that only the shape of the faces could be identified. In our experiment, we observed that for example $R = 500$ was necessary to recover good pictures (see the ALS with $R = 500$ column). Even for this big $R$, the compression ratio was 7.21, and thus CPD can make sense. This example illustrates the limitation of Reduced ALS (and ASD); in some cases, we need big $R$ in CPD. In the above example, $R = 500$ for $I = 112$ and $J = 92$. However, Reduced ALS (and ASD) intrinsically demands the assumption $R < I, J$ for the compression being able to work, and the algorithm ceases to work if the assumption is broken.

5. Concluding Remarks

We proposed Reduced ALS that utilizes the compression procedure of ASD more directly to ALS. Although the idea is quite simple, numerical experiments showed that Reduced ALS had the expected property: high efficiency and accuracy at the same time. It has the limitation, however, that it can work only for third-order tensors and its CPD with the small rank $R < I, J$.

Our future works include the application of Reduced ALS to various real data, and comparison with other CPD algorithms. It should be also interesting to investigate theoretically the mathematical structure of the optimization problems with respect to $L$ and $L_{R_{\text{re}}}$; we expect these two problems are not so far apart, but its theoretical explanation is hoped. Finally, at this moment, it is left open if the compression technique employed in ASD and Reduced ALS can be extended to fourth- or higher-order tensors.
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