Unsupervised Semantic Representation Learning of Scientific Literature Based on Graph Attention Mechanism and Maximum Mutual Information
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Abstract: Since most scientific literature data are unlabeled, this makes unsupervised graph-based semantic representation learning crucial. Therefore, an unsupervised semantic representation learning method of scientific literature based on graph attention mechanism and maximum mutual information (GAMMI) is proposed. By introducing a graph attention mechanism, the weighted summation of nearby node features makes the weights of adjacent node features entirely depend on the node features. Depending on the features of the nearby nodes, different weights can be applied to each node in the graph. In addition, an unsupervised graph contrastive learning strategy is proposed to solve the problem of being unlabeled and scalable on large-scale graphs. By comparing the mutual information between the positive and negative local node representations on the latent space and the global graph representation, the graph neural network can capture both local and global information. Experimental results demonstrate competitive performance on various node classification benchmarks, achieving good results and sometimes even surpassing the performance of supervised learning.
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1 Introduction

Currently, scientific literature resources are flooding the Internet [1][2]. How to extract important information from scientific literature and effectively represent them semantically is the core issue to realize the classification, retrieval, and recommendation of scientific literature.

Traditional methods mainly rely on expert experience to construct artificial features to represent scientific literature. For example, in academic information retrieval, literature titles and abstract texts are used to construct an inverted index [3]. But every time new text data is added, it is tedious to rebuild the entire index. In literature classification and recommendation systems, bag of words model [4], vector space model, and topic model [5] are used to build scientific literature vectors. However, the shortcomings of the bag of words model are obvious. When the vocabulary increases, there are at most ten words used for each sentence, which leads to the sparse matrix of each sentence, seriously affecting the memory and computing resources. Mainstream methods can map data into vector space and operate on vectors to complete specific tasks[6-9][13]. However, the existing vector space model-based document processing methods are based on word frequency information[10][11]. The similarity of two documents depends on the number of common words, and the semantic ambiguity of natural language cannot be distinguished.

Deep learning-based representation learning has received extensive attention recently [12][14-16]. The fundamental drawback is that the neural language model only focuses on the text semantics information of academic documents [17] while ignoring the relationship between academic documents. Some researchers solve the problem of imperfect data characteristics by means of multi-agent [18-19]. More and more researchers are fusing different features to better complete deep learning tasks[20-24].

In view of this, graph neural network [25] is proposed to extract the relationship structure information between documents from the document citation network and fuse them with the semantic information of the document text, so as to construct the representation vector of academic documents. However, most of the existing studies use supervised graph neural networks to learn feature representations of documents[26][27], which have following two drawbacks: For specific tasks, supervised graph neural networks need to develop a huge amount of excellently labeled data; The feature representation of text obtained by supervised graph neural network[28] is highly coupled with the task of labeling datasets, and it is difficult to directly transfer to other tasks, resulting in poor universality of feature representation.

Compared to supervised learning method, unsupervised graph neural networks perform better. Because they can directly learn general document feature representations from unlabeled document network data[29].

Based on this, this paper proposes an unsupervised semantic representation learning method for scientific literature based on graph attention mechanism and maximum mutual information (GAMMI). The following are this paper’s main contributions:

1) A semantic representation learning method for scientific literature based on graph attention mechanism and maximum mutual information is proposed. By
introducing graph attention mechanism, the relationships between nodes features are better included into the model, and the node representation is only related to adjacent nodes, which can be directly applied to inductive learning without receiving all graph information.

2) An unsupervised graph contrastive learning strategy is proposed to address unlabeled and scalable problems on large-scale graphs. Contrastive learning-based methods which can capture both local and global information, compare the mutual information between positive and negative local node representations and global graph representations on the latent space.

3) Experimental results show that GAMMI performs competitively on node classification benchmarks, achieving good results and sometimes even surpassing the performance of supervised learning.

2 Related work

In studies on natural language processing, the vector representation of literature is obtained by training largescale pre-trained language models, including Word2Vec [30] based on word context prediction, ELMo [31] based on contextual Word Embedding bidirectional dynamic adjustment, and Transformer[32] based bidirectional language model BERT[33][34]. An important issue is how to build a suitable neural network structure for certain specialized tasks in the research of representation learning based on deep learning method. Convolutional neural networks, recurrent neural networks[35] and attention mechanism are primary methods.

Petar[36] proposed a graph attention network, which uses a masked self-attention layer to solve the shortcomings of previous methods based on graph convolution or its approximation.

Empirical research shows that, through deep neural network learning features, representation learning can have strong data representation capabilities[37][38], and can learn more general prior knowledge independent of a specific task.

At present, there are three main categories of methods in the field of graph embedding based on factorization, random walks, and deep learning. Yu proposed a factorization-based text representation algorithm[39], where they created matrices that each measure a pair of examples' similarities in two different ways. Kawin proposes a random walk model[40], in which the probability of a word being generated is inversely correlated with the angular distance between the word and sentence embeddings. In order to match and rank text for relevant information, a semantic representation method based on CNN is proposed by Zhou[41].

Since most scientific literature data are unlabeled, this makes unsupervised graph-based semantic representation learning crucial. Unsupervised graph learning[42] mainly relies on random walk objectives, which is highly dependent on the choice of parameters. Contrastive methods are at the core of many popular word embedding methods, and Yuning[43] proposed a graph contrast learning framework to study the impact of various combinations of graph enhancement on multiple data sets, which can generate graphical representations with similar or better versatility, portability and robustness.

3 The proposed GAMMI method

In this section, this paper proposes an unsupervised semantic representation learning method for scientific literature based on graph attention mechanism and maximum mutual information (GAMMI). First, the graph attention encoder is utilized to learn representation for nodes, and then an unsupervised graph contrastive learning strategy is utilized to solve the problem of being unlabeled and scalable on large-scale graphs. The framework of GAMMI method is shown in Figure 1.

![Figure 1: The framework of the proposed GAMMI method.](image)

3.1 Encoder based on graph attention mechanism

This paper utilized linear transformation to convert the input characteristics into higher-level features. In the graph attention layer, first we use a weight matrix \( W \in \mathbb{R}^{F \times F} \) to impact on each literature, and then utilize self-attention to calculate an attention coefficient. The shared self-attention mechanism is expressed as attention coefficients \( a: \mathbb{R}^F \times \mathbb{R}^F \rightarrow \mathbb{R} \)

\[
e_{ij} = a(Wx_i, Wx_j)
\]

(1)

where \( e_{ij} \) is the significance of node \( j \) ‘s features to
node \(i\). We introduce softmax regularizes for all \(i\)’s neighbors \(j\):

\[
\alpha_{ij} = \text{softmax}_j(e_{ij}) = \frac{\exp(e_{ij})}{\sum_{m \in N_i} \exp(e_{im})}
\]  

(2)

After obtaining the weight matrix between the connection layers of neural network, we use LeakyReLU function to the output layer of the feedforward neural network.

Combining the above formulas (1) and (2), the complete attention mechanism can be obtained as follows:

\[
\alpha_{ij} = \frac{\exp(\text{LeakyReLU}(\alpha^T[Wx_i || Wx_j]))}{\sum_{m \in N_i} \exp(\text{LeakyReLU}(\alpha^T[Wx_i || Wx_m]))}
\]

(3)

where \(\alpha_{ij}\) and \(e_{ij}\) are both called attention coefficients. \(\alpha_{ij}\) is obtained after softmax normalization based on \(e_{ij}\).

The regularized attention coefficients between different nodes are obtained through the above operations. We use it to predict the output features of each literature:

\[
\overline{x}_j = \text{PReLU}(\sum_{j \in N_i} \alpha_{ij} Wx_j)
\]

(4)

where \(W\) is the weight matrix multiplied by the features, \(\alpha\) is the attention cross-correlation coefficient calculated earlier, and \(j \in N_i\) represents all nodes adjacent to \(i\).

To steady the process of self-attention learning, it is beneficial to use multi-head attention. Specifically, Eq.4 is transformed by introducing \(K\) independent attention mechanisms, then \(K\)-average operations are performed on their features, and the final PReLU function is applied. It can be expressed mathematically as:

\[
\overline{x}_j = \text{PReLU}\left(\frac{1}{K} \sum_{k=1}^{K} \sum_{j \in N_i} \alpha^k_{ij} W^k x_j\right)
\]

(5)

where \(K\) represents the number of attention heads, \(\alpha^k\) represents the \(k\)-th attention mechanism, and \(W^k\) reflects the input feature's linear transformation weight matrix under the \(k\)-th attention mechanism.

3.2 Contrastive Learning Based on Maximum Mutual Information

Graph attention layer produces node embedding, \(\overline{x}_i\), which summarizes graph patch centered around node \(i\), not just the node itself. To get graph-level summary vector \(\overline{i}\), this paper uses the readout function, \(F : R^{N \times F} \rightarrow R^F\), which obtains the feature representation of the entire graph by aggregating node features. The process is represented as:

\[
\overline{i} = F(E(X, A))
\]

(6)

The readout function \(F\) can be a straightforward permutation-invariant function. This paper uses following readout function to get graph-level representation:

\[
F(X) = \frac{1}{N} \sum_{i=1}^{N} x_i
\]

(7)

As a metric to maximize local mutual information, this paper uses a discriminator, \(D : R^{F} \times R^{F} \rightarrow R\). \(D(\overline{x}_i, \overline{i})\) is the probability scores given to this patch-summary group.

\[
D(\overline{x}_i, \overline{i}) = \sigma(\overline{x}_i^T W \overline{i})
\]

(8)

In this paper, we use the random shuffle function to generate graphs with negative samples. This process is keeping the adjacency matrix unchanged, and randomly scrambling the characteristic matrix by row.

In this paper, a discriminator is used to measure noise by contrast, and we use the binary cross-entropy to calculate loss. The discriminator can accurately differentiate between negative and positive samples to enhance the JS divergence which increases the mutual information between local feature representation and global graph representation. The following formula expresses the above process:

\[
\mathcal{L} = \frac{1}{N + M} \left[ \sum_{i=1}^{N} \left[ \log D(x_i, i) \right] + \sum_{(i, j) \in M} \left[ \log \left(1 - D(x_i, j)\right) \right] \right]
\]

(9)

4 Experimental results and analysis

4.1 Datasets

This paper utilizes Cora and Citeseer datasets[29] to evaluate the proposed GAMMI algorithm. In datasets, the nodes represent literature and the edges represent the connection between two adjacent nodes. Table I shows an overview of the datasets.

|       | Cora | Citeseer |
|-------|------|----------|
| Node  | 2708 | 3327     |
| Edges | 5429 | 4732     |
| Features/Node | 1433 | 3703 |
| Classes | 7    | 6        |
| Training Nodes | 140  | 120      |
| Validation Nodes | 500  | 500      |
| Test Nodes   | 1000 | 1000     |

4.2 Experiment 1: Comparative experimental analysis

In the experiment, accuracy, Macro-F1 and recall are adopted to evaluate the performance of GAMMI method for scientific literature classification tasks.

The comparative experimental results are shown in Table II, which indicates that GAMMI is very effective. On all datasets, the performance of GAMMI is the best of all methods. On Cora and Cites, the performance of GAMMI is 1.6% and 1.6% better than that of GCN respectively,
which shows that it is effective to differentiate weights to nodes in the same neighborhood. The main reason for this result is that the weighted summation of nearby node features makes the weights of adjacent node features entirely depend on the node features and independent of the graph structure, while GCN is limited to two levels of neighborhood.

| Table II: Comparative experimental results. |
|------------------------------------------|
| Model         | Accuracy | Macro | o-F1 | Recall | Accuracy | Macro | o-F1 | Recall |
|---------------|----------|-------|------|--------|----------|-------|------|--------|
| Deep Walk     | 0.673    | 0.652 | 0.667| 0.443  | 0.416    | 0.423 |
| MLP           | 0.561    | 0.515 | 0.503| 0.465  | 0.455    | 0.451 |
| GAE           | 0.783    | 0.756 | 0.758| 0.578  | 0.569    | 0.562 |
| VGA E         | 0.775    | 0.767 | 0.764| 0.564  | 0.557    | 0.533 |
| GCN           | 0.815    | 0.781 | 0.788| 0.703  | 0.686    | 0.632 |
| MoNe t        | 0.811    | 0.779 | 0.787| 0.691  | 0.672    | 0.611 |
| Graph SAGE    | 0.819    | 0.780 | 0.786| 0.713  | 0.695    | 0.655 |
| GAM MI        | 0.831    | 0.801 | 0.799| 0.719  | 0.708    | 0.687 |

4.3 Experiment 2: Ablation experimental analysis

The GAMMI model consists of two components, one is a graph attention encoder, and the other is based on a contrastive learning model based on maximizing mutual information.

| Table III: Ablation experimental analysis. |
|------------------------------------------|
| Model         | Accuracy | Core | Macro | o-F1 | Recall |
|---------------|----------|------|-------|------|--------|
| GAM MI-attention | 0.825 | 0.789 | 0.786 | 0.671 | 0.653 |
| GAM MI-contrastive | 0.731 | 0.687 | 0.653 | 0.462 | 0.398 |
| GAM MI         | 0.831    | 0.801 | 0.799| 0.719  | 0.708    | 0.687 |

In order to verify the effectiveness of each component, these two components are removed separately. GAMMI-attention only uses the graph attention encoder to learn the semantic representation of scientific literature data, and GAMMI-contrastive maximizes the mutual information of positive and negative samples based on contrastive learning, so as to carry out the semantic representation of scientific literature data. Then we evaluate the performance of different variants. Table III shows the main results. According to the experimental results, it is finally found that GAMMI performs better than GAMMI-attention and GAMMI-contrastive, proving that these components are effective.

5 Conclusions

This paper proposes unsupervised semantic representation learning model of scientific literature based on graph attention mechanism and maximum mutual information (GAMMI). Through the introduction of graph attention mechanism, different weights are given to the nodes, and the characteristics of adjacent nodes are weighted and summed. In addition, an unsupervised graph contrastive learning strategy is utilized. By comparing the mutual information between the positive and negative local node representations on the latent space and the global graph representation, the graph neural network can capture both local and global information. Experimental results indicate that GAMMI achieves competitive performance in scientific literature classification tasks, sometimes even better than some supervised architectures.
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