High level and molecular nature of transcriptional noise in yeast cells
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ABSTRACT

“Biological noise” is defined as functionally insignificant events that occur in living cells due to imperfect fidelity of biological processes. Distinguishing between biological function and biological noise is often difficult, and experiments to measure biological noise have not been performed. Here, we measure biological noise in yeast cells by analyzing chromatin structure and transcription of an 18 kb region of DNA whose sequence was randomly generated and hence lacks biological function. Nucleosome occupancy on random-sequence DNA is comparable to that on yeast genomic DNA. However, nucleosome-depleted regions are much less frequent, and there are fewer well-positioned nucleosomes and shorter nucleosome arrays. Steady-state levels of RNAs expressed from random-sequence DNA are comparable to those of typical yeast mRNAs, although transcription and mRNA decay rates are higher. Transcriptional initiation (5’ ends) from random-sequence DNA occurs at numerous sites at low levels, indicating very low intrinsic specificity of the Pol II machinery. In contrast, poly(A) profiles (relative levels and clustering of 3’ isoforms) of random-sequence RNAs are roughly comparable to those within 3’ untranslated regions of yeast mRNAs, suggesting limited evolutionary constraints on poly(A) site choice. RNAs expressed from random-sequence DNA show higher cell-to-cell variability than RNAs expressed from yeast genomic DNA, suggesting that functional elements limit the variability among individual cells within a population. These observations indicate that transcriptional noise occurs at high levels in yeast, and they provide insight into how chromatin and transcription patterns arise from the evolved yeast genome.
INTRODUCTION

Biological function, while often obvious, is an elusive concept. Are all events that occur in living cells biologically meaningful? The flip side of biological function is a concept termed “biological noise”, which is defined by reproducible events (not experimental error) that occur in living cells due to imperfection (i.e., lack of fidelity) of a biological process (Struhl 2007). Biological noise is distinct from stochastic variations that occur in individual cells.

The classic view of transcription by RNA polymerase II (Pol II) is that initiation from the promoter and cleavage/polyadenylation in the 3’ untranslated region (3’ UTR) leads to discrete and functional RNA species, most of which are mRNAs. There is considerable heterogeneity at 5’ and 3’ ends of these mRNA, leading to hundreds of different isoforms (Pelechano et al. 2013). However, there are numerous Pol II-generated transcripts that are not initiated from canonical promoters, do not terminate at the termination regions, and can be transcribed in the opposite direction of classic mRNAs (David et al. 2006; Neil et al. 2009; Xu et al. 2009). Many “cryptic” RNAs are unstable in wild-type cells, and they are only observed in strains defective for genes involved in RNA degradation (Wyers et al. 2005; Arigo et al. 2006; Thiebaut et al. 2006) or in maintaining repressive chromatin structure (Kaplan et al. 2003; Mason and Struhl 2003; Carrozza et al. 2005; Joshi and Struhl 2005; Keogh et al. 2005). Are these non-classical RNAs functional or do they represent biological noise?

Based on the genome-wide distribution of Pol II and quantitative information in yeast cells, it was estimated that only ~10% of the ~12,000 elongating molecules at any given time are engaged in the generation of conventional mRNAs (Struhl 2007). Calculations of Pol II specificity suggest a 10^4-fold difference between an optimal promoter vs. a random genomic site. Interestingly, this level of specificity is comparable to that of a typical sequence-specific DNA-binding protein and to the frequency at which incorrect nucleotides or amino
acids are incorporated into RNA and protein polymers. From these observations, it was proposed that ~90% of elongating Pol II molecules represent transcriptional noise, producing transcription with no biological role (Struhl 2007). However, transcriptional noise has never been experimentally defined or measured.

Pol II transcription is inextricably intertwined with chromatin structure. As Pol II traverses the gene, there is a rapid equilibrium between histone eviction to facilitate Pol II elongation and histone deposition to restore normal chromatin structure (Kristjuhan and Svejstrup 2004; Schwabish and Struhl 2004; Lee et al. 2007). This dynamic process is mediated by histone chaperones and chromatin-modifying proteins such as FACT, Spt6, Asf1, the Rpd3-S histone deacetylase complex, Set2 histone methylase, and the Swi/Snf nucleosome remodeling complex (Kaplan et al. 2003; Mason and Struhl 2003; Carrozza et al. 2005; Joshi and Struhl 2005; Keogh et al. 2005; Schwabish and Struhl 2006; Schwabish and Struhl 2007). Many of these proteins travel with Pol II, either via direct or indirect interactions, or by recognizing the altered structure generated by Pol II transcription. Mutations that inhibit histone deposition result in aberrant open chromatin regions that generate “cryptic” transcripts that are observed at much lower levels in wild-type strains. Genes that are very highly transcribed have reduced levels of nucleosome occupancy in the coding region (Iyer and Struhl 1995b; Kristjuhan and Svejstrup 2004; Schwabish and Struhl 2004; Sekinger et al. 2005; Lee et al. 2007).

Eukaryotic promoters that drive transcription of conventional genes are typically depleted of nucleosomes, thereby permitting increased access to transcription factors (Iyer and Struhl 1995b; Sekinger et al. 2005; Yuan et al. 2005; Mavrich et al. 2008; Struhl and Segal 2013). These nucleosome-depleted regions are flanked by highly positioned +1 (downstream) and -1 (upstream) nucleosomes. Nucleosomes in the mRNA coding region are statistically positioned from the +1 nucleosome, with the degree of positioning decreasing progressively at more downstream locations. The position of the +1 nucleosome and the
Statistically positioned nucleosomes downstream are, respectively, linked to transcriptional initiation and elongation (Struhl and Segal 2013).

The characteristic chromatin pattern is also observed when nucleosome-depleted regions are fortuitously generated in coding regions of foreign yeast DNA sequences present in *S. cerevisiae* (Hughes et al. 2012). Moreover, these fortuitous nucleosome-depleted regions act as bidirectional promoters that give rise to equal levels of transcription in both directions (Jin et al. 2017). Similarly, enhancers located far from mRNA coding regions are also associated with nucleosome-depleted regions and equal levels of bidirectional transcription (Kim et al. 2010; Core et al. 2014; Jin et al. 2017). Taken together, these considerations indicate that chromatin structure will influence both the amount and location of transcriptional noise.

Biological function has mechanistic and evolutionary components, and these are difficult to disentangle by analysis of wild-type cells. In previous work, we developed a functional evolutionary approach to address mechanistic questions *in vivo* independent of evolutionary history (Hughes et al. 2012). This approach involves the use of standard functional assays to measure molecular events on evolutionarily irrelevant DNA. We analyzed chromatin, transcription, and polyadenylation in *S. cerevisiae* cells containing large (200 kb) segments of DNA from other yeast species of (*K. lactis* and the more evolutionary distant *D. hansenii*) (Hughes et al. 2012; Moqtaderi et al. 2013; Jin et al. 2017). However, foreign yeast DNA, although evolutionarily irrelevant in *S. cerevisiae*, still arose through evolutionary selection.

The best experimental definition of biological noise involves molecular events that occur on random-sequence DNA. Here, we address transcriptional noise by extending the functional evolutionary approach to analyze an 18 kb segment of DNA whose sequence was randomly generated. We analyze chromatin structure (nucleosome positioning and occupancy by MNase-seq), transcription (RNA-seq), 3’-end formation by cleavage/polyadenylation (3’READS), and 5’end formation (5’ ends). Our results indicate
that 1) chromatin forms efficiently on random-sequence DNA but with fewer nucleosome-depleted regions and with a lower degree of nucleosome positioning, 2) transcriptional noise occurs at levels comparable to that of typical mRNAs, 3) 5’ ends occur with very little specificity, and 4) poly(A) sites of random-sequence RNAs have features in common with natural mRNAs, although they are somewhat more heterogeneous.
RESULTS

Generating a yeast strain with a new chromosome containing random-sequence DNA

Random-sequence DNA is the optimal form of biologically irrelevant DNA, both for measuring transcriptional noise and for identifying sequences important for a biological function in an unbiased manner. We computationally generated an 18 kb stretch of random-sequence DNA. A yeast strain containing this random-sequence DNA was generated by homologous recombination in vivo of introduced DNAs encoding the computationally sequence (Gibson et al. 2008; Kouprina and Larionov 2008). Specifically, overlapping oligonucleotides were co-transformed with a transformation-associated recombination (TAR) vector to assemble a ~27 kb circular chromosome, dubbed ChrXVII, capable of propagating in yeast cells (Figure S1). For unknown reasons, the resulting strain grows slightly more slowly than the parental strain (155 min vs. 140 min doubling time in synthetic medium).

Nucleosomes form efficiently on random-sequence DNA

As chromatin is the physiological template for transcription, assessment of biological noise requires understanding the chromatin structure of the random-sequence chromosome. Poor chromatin assembly on random-sequence DNA would likely lead to artificially high levels of transcription and hence an exaggerated level of transcriptional noise. We investigated the nucleosomal pattern by performing MNase-Seq (paired end reads) on isolated mononucleosomes and a purified DNA control. Importantly, nucleosome patterns on random-sequence and genomic DNA are analyzed in the same samples.

Biological replicates are highly reproducible, and nucleosome positions in yeast genomic DNA are indistinguishable from those reported in multiple studies (Lee et al. 2007; Brogaard et al. 2012) (Figure S2). We combined the replicates to generate a total of ~90 million single nucleosomes and ~40 million fragments from the naked DNA controls. Of these, ~300,000 nucleosomes (16.6 alignments and 2350 hits per bp) and 80,000 control
DNA fragments (4.5 alignments and 640 hits per bp) belong to ChrXVII, which is sufficient coverage to study chromatin structure on random-sequence DNA.

As determined by the length of the paired end sequencing reads, nucleosomes on random and genomic DNAs are structurally similar (Figure S3A). In both cases, the major class of nucleosomes average 147 bp (range 143-180), the expected size (Figure S3A, B). There is also a minor class averaging 129 bp (range 120-142) that presumably arises from MNase cleavage roughly two helical turns within the nucleosome itself. These two size classes of MNase-generate fragments, and an even more minor and smaller one (range 80-119 bp), behave similarly with respect to nucleosome positioning (Figure S3C, D). With respect to nucleosome occupancy, ChrXVII produces a different MNase-Seq profile than its purified DNA control (Figure 1A, S2C). In contrast, MNase patterns of in vivo and purified mitochondrial DNA are indistinguishable. This indicates that nucleosome locations on ChrXVII are not random.

Based on the number of nucleosomal DNA fragments, it appears that there are 2.24-fold more nucleosomes on random-sequence DNA vs. genomic DNA. At first glance, this is physically impossible because the vast majority of yeast genomic DNA is associated with nucleosomes. However, there are at least three technical reasons for why this value is too high. First, based on the purified DNA sample, the ChrXVII copy number is 1.57 per haploid genome, a result in accord with a circular chromosome of this size (Bloom et al. 1983). Second, as discussed below, ChrXVII lacks nucleosome-depleted regions typical of yeast promoter and terminator regions. The sequencing read ratio for ChrXVII/intergenic is 1.80, whereas it is only 1.28 for ChrXVII/genic. Third, random-sequence DNA does not have long AT-rich stretches, and its 50% GC content is higher than the 40% of yeast genomic DNA. As MNase cleaves dinucleotides with A or T residues, nucleosomes with AT-rich sequences are preferentially degraded and hence lost from the sample, particularly when MNase cleavage generates mononucleosomes as the major product (Fan et al. 2010). Thus,
these results indicate nucleosomes form on random-sequence DNA with an efficiency comparable to genomic DNA.

**Random-sequence DNA has fewer nucleosome-depleted regions and a lower degree of nucleosome positioning and phasing**

To investigate nucleosome positioning, we analyzed the frequencies of nucleosome midpoints that are defined by the central position of an MNase-generated sequence. Such nucleosome midpoints depend on the precise location of MNase cleavage within flanking linker sequences, so a nucleosome located at a precise position will inevitably be observed as multiple adjacent midpoints. We therefore consolidated midpoints within a moving average of 10-bp windows. With 90 million fragments per 12 million bp yeast genome and 10-bp sliding windows, 75 nucleosome midpoints are expected to occur by chance, which is seen from the peak of the computationally simulated nucleosomes (Figure 1B).

The occurrence of midpoints per nucleotide position for genomic and random-sequence chromatin was compared to these computationally randomized midpoint locations (Figure 1B). Virtually all computationally simulated nucleosomes have 50-100 midpoints, which corresponds to random positioning. As expected from the clear pattern of nucleosome positioning in virtually all eukaryotic species, only 25% of nucleosomes in yeast genomic chromatin have 50-100 midpoints. In random-sequence chromatin, about half of the nucleosomes are poorly positioned (50% have 50-100 midpoints), and the other half shows varying levels of positioning.

Yeast chromatin is characterized by nucleosome-depleted promoter and terminator regions as well as phased and positioned nucleosomes in coding regions. As expected, 30% of nucleotide positions in the yeast genome have fewer than 25 midpoints and hence are nucleosome-depleted, whereas 6.4% have > 200 midpoints indicative of well-positioned nucleosomes (Figure 1B). The highest number of midpoints per position is associated with
the +1 to +3 nucleosomes, and this value decreases gradually for nucleosomes at more downstream positions (Figure 1C).

In contrast, within random-sequence DNA, far fewer (6%) positions have < 25 midpoints, indicating a paucity of nucleosome-depleted regions (Figure 1B). Furthermore, there are considerably fewer well-positioned nucleosomes (only 1.7% have > 200 midpoints) on the random-sequence DNA than on genomic DNA. Thus, the striking chromatin pattern in yeast genomic DNA is considerably muted in random-sequence DNA. However, nucleosome positioning on the random-sequence DNA differs from that of computationally randomized positions (Figure 1B), presumably because of intrinsic DNA sequence preferences and/or spacing constraints imposed by nucleosome remodeling complexes.

To address nucleosome phasing on genomic and random-sequence DNA, we aligned the most highly positioned nucleosomes by their midpoints and analyzed midpoint frequency of adjacent nucleosomes. As expected, we observe the classic nucleosome phasing pattern on genomic DNA: i.e., multiple positioned nucleosomes with decreasing levels of positioning at increasing distance from the most positioned nucleosome (Figure 2A). In contrast, on random-sequence DNA, adjacent nucleosomes are very poorly positioned, and indeed midpoint frequencies are essentially flat after the adjacent nucleosomes (Figure 2B). In a similar vein, when regions of low nucleosome occupancy (< 25 midpoints) are aligned, regions corresponding to adjacent nucleosomes have very limited positioning. Thus, when compared to yeast genomic chromatin, ChrXVII chromatin is characterized by fewer nucleosome-depleted regions, fewer highly positioned nucleosomes, and little nucleosome phasing, although nucleosome positioning is non-random.

Levels of RNAs expressed from random-sequence DNA are comparable to those of typical yeast RNAs

We performed RNA-Seq to measure steady-state levels of poly(A)-containing RNA in the strain harboring ChrXVII. Transcription occurs readily in both directions throughout the
random-sequence DNA with few, if any, regions where RNAs are absent (Figure 3A). In contrast, and as expected, mRNAs transcribed from genomic DNA are organized into distinct regions with directionality (sense gene alignments are blue and antisense are red). In addition, very little stable RNA is observed between mRNA coding regions.

We quantified RNA levels expressed from random-sequence and genomic DNA in 1-kb windows and plotted the results as log$_2$(nucleotide coverage) in ascending order (Figure 3B). As expected, most RNAs from most genomic DNA are expressed at comparable levels, although 3.6% of the genome is expressed at considerably lower levels (presumably intergenic or silenced regions) and 7.6% of the genome is expressed at considerably higher levels (primarily ribosomal and glycolytic genes). Transcription from all regions of random-sequence DNA leads to similar RNA levels that are roughly comparable to that of the majority of mRNA expressed from yeast genomic DNA (Figure 3B). When compared to various functional genomic regions, the amount of transcription at random DNA is slightly lower than that of mRNA coding regions (genes), but it is much higher than that of promoters, terminators, antisense within genes, nucleosome-depleted regions, and intergenic regions (Figure 3C). Thus, as assayed by steady state RNA levels, transcriptional noise from random-sequence DNA occurs at roughly comparable levels to those of typical mRNAs, but it is strongly suppressed at other many non-coding regions of the yeast genome.

**Transcription from random-sequence DNA is more variable than from genomic DNA**

We analyzed biological replicates to estimate the extent of transcriptional variability within a population of cells for genomic and random DNA. Interestingly, the correlation coefficient for genomic-derived RNAs (0.99) is higher than for random-sequence derived RNAs (0.94). As these correlations involve the identical samples, and RNAs are expressed at roughly comparable levels, this observation suggests that transcription from random-sequence DNA is more variable. To expand upon this observation, we scanned the two replicates for intervals with at least 2-fold difference in nucleotide coverage. The length of
the interval with differential coverage for the replicates depends on the continuity of ≥ 2-fold difference between adjacent nucleotides. The variation between the replicates is expressed as the fold-change multiplied by the length of the interval (Figure 3D). From this analysis, the sum of the differential intervals is 2.8 times higher for ChrXVII-encoded RNAs as opposed to genomic-encoded RNAs. Thus, transcription from random-sequence DNA is more variable than from genomic DNA.

**Transcription levels are higher and RNAs are less stable when expressed from random-sequence DNA**

Measurements of steady-state RNA levels reflect a balance between synthesis and degradation. We measured transcription rates using 4tU-seq, an approach involving a 5-minute pulse of 4-thiouracil (4tU), resulting in metabolic incorporation into newly synthesized RNA (Miller et al. 2011; Sun et al. 2013; Barrass et al. 2015) that is subsequently enriched via activated disulfides conjugated to biotin (Duffy et al. 2015). Levels of newly synthesized RNA and hence rates of transcription are roughly comparable throughout the random-sequence DNA, but they are 3-fold higher than that of typical yeast mRNAs (Figures 4A and S4). Interestingly, active transcription from random-sequence DNA is much higher than from antisense, nucleosome-depleted regions, promoters, terminators, and intergenic regions (Figure 4B), suggesting that transcriptional noise from these regions is suppressed.

As observed with steady-state RNA levels, newly synthesized RNA and hence transcription rates within cell populations are more variable on random-sequence DNA than on genomic DNA. On newly synthesized RNA, the nucleotide-level correlation between biological replicates is 0.97 on yeast genomic DNA and only 0.86 on random-sequence DNA. In addition, the sum of differential intervals on random-sequence DNA is 3.6-fold higher than on genomic DNA (Figure 4C). A comparison of populational differences
between random-sequence and genomic transcription reveals that actively transcribed RNA levels are more variable than steady-state RNA levels (Figures 3D, 4C).

Steady-state RNA levels (M) are determined by the rate of transcription (β) and the rate of RNA decay (α) according to the formula $M = \frac{\beta}{\alpha}$ (Schwanhausser et al. 2011; Sun et al. 2013; Blumberg et al. 2021). As the steady-state levels of RNAs generated from random-sequence DNA are roughly comparable to those of the majority of genomic-encoded RNAs (Figure 3B), this means that decay rates of RNAs expressed from random-sequence DNA are ~3-fold faster (Figure 4D). Thus, the level of transcriptional noise is somewhat higher than the level of transcription of typical yeast genes.

**Similar, but not identical, polyadenylation patterns of RNAs expressed from random-sequence and genomic DNA**

We used 3’READS (Jin et al. 2015) to compare the polyadenylation patterns of RNAs expressed from random-sequence and yeast genomic DNA (Figure 5A). As expected, polyadenylation of yeast mRNAs is almost completely restricted to 3’UTRs, with each gene having an average of ~50 3’ isoforms (Moqtaderi et al. 2013). In contrast, RNAs expressed from ChrXVII are polyadenylated throughout the entire region of random-sequence DNA (Figures 5A and S5A, B).

To compare 3’ isoform features between RNAs expressed from random-sequence and genomic DNA, we examined the number of reads per isoform (relative isoform levels) and adjacent isoform distances (isoform clusters as compared to random simulation of isoform locations). Both the range of 3’ isoform levels (Figure 5B) and cluster formation (Figure 5C) are similar for 3’UTRs of yeast mRNAs and random-sequence RNAs. However, the maximally expressed isoform and maximum isoform intensities within 400 nt windows tend to be slightly lower for RNAs expressed from random-sequence DNA than from genomic DNA (Figure S5C, D). Consistent with these observations, the number of 3’ isoforms per 400 nt window is higher for ChrXVII RNAs than for 3’ UTRs (Figure S5E). The distance
between maximum isoforms in adjacent, non-overlapping 200 nt windows is larger in RNAs from ChrXVII are larger than from genomic DNA (Figure S5F). The distance between the first and last isoforms within a 400 nt sliding window have a propensity to be below 100 nt for 3’UTRs and above 200 nt for random-sequence DNA (Figure S5G). Taken together, ChrXVII and yeast mRNAs have roughly similar polyadenylation patterns, although ChrXVII 3’ isoforms tend to be more spread out, slightly more frequent, and relatively less abundant than 3’ isoforms in yeast mRNAs.

The nucleotide composition around poly(A) sites of random-sequence RNAs mimic those within the 3’UTRs of yeast mRNAs (Figure 5D): There is a spike of A +1 to +3 nt with respect to the isoform position (63% nucleotide frequency for genomic and 80% for random); +18 to +20 nt downstream A peak for genomic (61%) and for random (42%); both +8 to +16 and -4 to -2 regions have tendency to be enriched in A residues (38-34% for genomic and 44-33% for random); comparable GC nt “rise and fall” profiles for the first -2 to +1 nt peak and +16 to +18 downstream (Figure 5D). Lastly, when compared to the nucleotide sequence matrix of yeast 3’ isoforms (Moqtaderi et al. 2013), the most highly expressed ChrXVII isoforms have scores that are nearly as high as those of yeast 3’ isoforms, and the isoform score distributions drop similarly in both random-sequence and genomic RNAs in accord with their level of expression (Figure 5E). Thus, the choice of poly(A) sites by the cleavage/polyadenylation machinery is roughly similar for RNAs expressed from random-sequence and genomic DNAs.

5’ isoform profiles from random-sequence DNA show very low specificity, comparable to non-5’UTR regions of the yeast genome

We mapped 5’ isoforms by modifying a previously described dephosphorylation-decapping method (Machida and Lin 2014; Pelechano et al. 2016) and obtained the expected metagene profile for endogenous yeast genes (Figure S6A). 5’ isoforms emanating from ChrXVII are scattered at low levels throughout the entire stretch of 18 kb of random-
sequence DNA with few, if any, well expressed isoforms (Figure 6A). This pattern is very different from 5’ isoforms from genomic DNA, which heavily biased to promoter regions (Figure 6A, left). However, increased magnification reveals that random-sequence DNA and genomic regions outside 5’UTRs express many 5’ isoforms at low levels (Figure 6A, right). We then measured the number of 5’ isoforms per various functional genomic elements, including the whole genome split into 200 nt windows. The 5’ isoform pattern from random-sequence DNA resembles that observed from yeast genomic regions not corresponding to 5’UTRs, and it is slightly lower than within ORFs (Figures 6A, B and S6B). This suggests that transcriptional noise is initiated with very low specificity and that 5’ isoforms initiated from non-5’UTRs within genomic DNA are likely to be transcriptional noise. TSS nucleotide frequencies for ChrXVII 5’ isoforms display some similarities to 5’ isoforms of yeast mRNAs (Figure S6B). Unlike the case for 3’ isoforms, which are typically clustered, the distances between adjacent 5’ isoforms for ChrXVII RNAs, are largely expected by chance, indicating weak clustering (Figure S6D).
DISCUSSION

Studying biological noise using random-sequence DNA

Previously, we addressed the issue of biological function by assaying nucleosome positioning (Hughes et al. 2012), transcription (Jin et al. 2017), and polyadenylation (Moqtaderi et al. 2013) in the yeast *S. cerevisiae* on evolutionarily irrelevant DNA from the distant yeast species *D. hansenii*. However, while *D. hansenii* DNA is evolutionarily irrelevant in *S. cerevisiae* cells, it is not evolutionarily neutral, and hence not suitable for measuring biological noise. Here, we measure biological noise in yeast cells by analyzing chromatin structure and various aspects of transcription of an 18 kb region of DNA whose sequence was randomly generated. Molecular events on random-sequence DNA are not only functionally irrelevant *per se*, but we assume that they mimic biological noise that occurs on yeast genomic DNA. Conversely, we presume that events that occur on genomic, but not random-sequence, DNA are biologically meaningful. In addition, this approach complements, but is distinct from, experiments that define sequences required for a specific molecular function via genetic or biochemical selections from libraries of molecules with short stretches of random DNA sequences.

Chromatin structure on random-sequence DNA

Essentially all of ChrXVII is nucleosomal, but chromatin on random-sequence DNA does differ from chromatin of yeast genomic DNA. First, genomic DNA has many more regions of low nucleosome occupancy than random-sequence DNA, providing direct evidence that such regions are subject to evolutionary selection and hence functional. Indeed, these nucleosome depleted regions are almost always in promoters and terminators. Second, chromatin on random-sequence DNA shows a lower degree of nucleosome positioning, but there are some highly positioned nucleosomes, presumably due to DNA sequence specificity for nucleosome formation (Drew and Travers 1985). Third,
nucleosomes on random-sequence DNA are poorly phased, even when flanking a highly positioned nucleosome, arguing against a simple statistical positioning model (Fedor et al. 1988).

Nucleosome-depleted regions of the yeast genome arise from 1) poly(dA:dT) sequences (Struhl 1985), which have intrinsic nucleosome destabilizing properties (Segal and Widom 2009; Zhang et al. 2009; Hughes et al. 2012) and are preferred substrates of the RSC nucleosome remodeling complex (Lorch et al. 2014; Krietenstein et al. 2016), and 2) binding sites for activator proteins that recruit nucleosome modelers and histone acetylase complexes. Nucleosome-depleted regions support localized transcriptional initiation that leads to a highly positioned +1 nucleosome followed by phased but progressively less positioned nucleosomes further downstream (Struhl and Segal 2013). This nucleosome positioning pattern and bidirectional transcription occurs even when nucleosome-depleted regions are generated fortuitously on evolutionarily irrelevant DNA (Hughes et al. 2012; Jin et al. 2017). Importantly, the specific locations of functional sequences within the genome results in a nucleosome positioning pattern that is similar (though not identical) among cells in a population.

In contrast, random-sequence DNA lacks functional elements at specific locations, and most nucleosomes are weakly positioned. As such, nucleosome positions on ChrXVII are very likely to differ considerably from cell to cell, except for the small minority of well-positioned nucleosomes. Furthermore, and as discussed below, transcription is initiated at numerous sites throughout ChrXVII, yielding RNAs that differ considerably among cells in the population. Thus, while the classic nucleosome positioning pattern should occur upon transcription from a given site in an individual cell, the overall cell population will have +1 and subsequent nucleosomes at numerous positions. In addition, highly positioned nucleosomes on ChrXVII reflect intrinsic sequence preferences of histone octamers, which is insufficient for nucleosome phasing. Formation of phased nucleosome arrays requires transcriptional initiation from a defined location (Struhl and Segal 2013) and transcription-
dependent spacing constraints of the Chd1 and Isw1 nucleosome remodelers (Gkikopoulos et al. 2011).

**Transcriptional noise in yeast occurs at high levels but is suppressed at some genomic locations**

The nucleosomal nature of chromosome XVII is important for interpreting the transcriptional properties of random-sequence DNA and hence measurements of transcriptional noise. As expected for random-sequence DNA, steady state RNA levels are roughly similar across the 18 kb of ChrXVII. Interestingly, the steady-state levels of RNAs transcribed from random-sequence DNA are comparable to those of most yeast mRNAs. Moreover, levels of newly synthesized random-sequence RNAs (4tU-seq) are ~4-fold higher than those of typical mRNAs, indicating a high level of transcriptional noise. The difference between steady state and newly synthesized RNA levels indicates that RNAs generated from random-sequence DNA are considerably less stable than conventional mRNAs.

The relative instability of random-sequence RNAs is likely due to at least two reasons. First, 3 out of 64 codons are nonsense codons, so translation of random-sequence RNAs will generally yield very short proteins, hence subjecting these RNAs to nonsense-mediated decay (He and Jacobson 2015; Kurosaki et al. 2019). Second, due to the first ATG rule for translational initiation and the fact that only 1 of 64 codons are bound by the methionine initiator tRNA, many 5’ UTRs are likely to be long and possibly subject to increased degradation (Chan et al. 2018).

The level of newly synthesized RNA from random-sequence DNA is in excellent accord with calculated estimates that only 10-20% of elongating Pol II molecules generate mRNAs, such the remaining 80-90% represent transcriptional noise (Struhl 2007). However, unlike random-sequence RNAs that are synthesized across ChrXVII at roughly comparable levels to those of yeast mRNAs, synthesis of antisense RNAs and transcripts from nucleosome-depleted regions, promoters, terminators, and intergenic regions occurs at much
lower levels. In addition, many individual regions of the yeast genome show little if any transcription. These observations strongly suggest that yeast cells have a mechanism(s) to suppress biological noise at many genomic locations, including those (e.g., promoters and terminators) that have biological function in the native organism.

We are unable to distinguish between synthesis of true mRNAs and biological noise on the sense strand within mRNA coding regions. It is likely that some of the measured level of synthesis within mRNA coding regions is due to internal initiation. This suggestion is consistent with our observation of many 5’ ends within coding regions and the existence of many internal transcripts that are only observed in strains defective in mRNA degradation (Arigo et al. 2006; Thiebaut et al. 2006; Rougemaille and Libri 2010). In this regard, we speculate that chromatin structural changes associated with transcription of classically defined mRNAs permits increased levels of internal transcription.

**Inherent specificity of transcriptional initiation and polyadenylation**

In yeast, 5’ and 3’ ends are generated by independent molecular processes that are not mechanistically connected (Pelechano et al. 2013). Profiles of 5’ and 3’ ends of random-sequence RNAs, respectively, provide information on the inherent specificity of transcriptional initiation and polyadenylation that is unbiased by evolutionary selection. Although 5’ ends of RNAs are not randomly distributed across ChrXVII, there are numerous 5’ ends and no strongly favored initiation sites. These results indicate that the inherent specificity of transcriptional initiation by the basic Pol II machinery is low. For polyadenylation, only a small subset of potential poly(A) sites is used, and there is a considerable range in the levels of 3’ isoforms. This indicates that the inherent specificity of polyadenylation is higher than that of transcriptional initiation, although the large number of distinct poly(A) sites suggests a modest level of specificity.

**Evolutionary and mechanistic implications for transcription in yeast cells**
Unlike the case for random-sequence DNA, transcriptional initiation and poly(A) sites are, respectively, strongly biased to promoters and 3’UTRs. For transcriptional initiation, this bias reflects poly(dA:dT) sequences and activator binding sites that lead to nucleosome-depleted regions that create windows for the Pol II machinery (Hughes et al. 2012; Jin et al. 2017). Within these open windows, DNA sequences make only a minor contribution to where transcription is initiation. This limited specificity is consistent with previous observations in yeast that 1) TATA element quality is relatively unimportant for low and moderate levels of constitutive transcription typical of yeast genes (Struhl 1986; Iyer and Struhl 1995a), and 2) the Initiator element makes only a modest contribution to the level of transcription, although it is important for 5’ site choice (Chen and Struhl 1985; Hahn et al. 1985; Nagawa and Fink 1985). An important exception to this limited specificity is the importance of a consensus TATA element for high levels of transcription mediated by activator proteins under appropriate environmental conditions (Iyer and Struhl 1995a).

For polyadenylation, the mechanism of strong 3’ bias for polyadenylation is poorly understood, but it is highly likely to reflect evolutionarily selected sequences in the 3’ UTR. In yeast, the most likely candidate is the long AT-rich stretch that immediately follows the open reading frame (Lui et al. 2022). In many other organisms, an AAUAAA motif plays a key role in poly(A) site selection (Proudfoot and Brownlee 1976; Wickens and Stephenson 1984; Proudfoot 2011), but such motifs occur throughout the genome, and hence can’t be the sole basis of 3’ UTR bias and poly(A) site selection. The overall similarity in polyadenylation profiles of random-sequence RNAs and yeast mRNAs suggests that the choice of poly(A) sites primarily reflects intrinsic sequence preferences of the cleavage/polyadenylation machinery, not evolutionarily selected sequences. However, there is some evolutionary selection for poly(A) sites because poly(A) sites in random-sequence RNAs tend to be more spread out, slightly more frequent, and relatively less abundant than 3’ isoforms in yeast mRNAs.
Cleavage/polyadenylation of yeast mRNAs does not occur within long protein-coding regions, and it is associated with a large structural motif that includes a long AT-rich stretch (Moqtaderi et al. 2013). As such, the frequency of poly(A) sites in RNAs transcribed from random-sequence DNA is surprising. One possibility is that phased nucleosome arrays on transcribed regions inhibit cleavage/polyadenylation. As random-sequence chromatin lacks such phased arrays, perhaps cleavage/polyadenylation occurs on chromatin with longer linker regions between nucleosomes. Alternatively, but not mutually exclusive, mRNA translation might indirectly affect the poly(A) profile by selective degradation, and in this regard random-sequence RNAs have longer 5’UTRs (due to the low frequency of ATG codons), shorter translation products (due to high frequency of stop codons), and hence longer untranslated regions. As poly(A) profiles are based on steady-state RNA levels, perhaps the observed 3’ isoforms of random-sequence RNAs represent a subset with short 5’ and 3’ UTRs.

**Functional elements constrain cell-to-cell variability**

For all RNA analyses described here, correlation coefficients of biological replicates are clearly higher for yeast genomic DNA than for random-sequence DNA. This dichotomy cannot be due to a technical issue because the correlation coefficients are derived from the identical samples. Instead, this observation suggests that RNA profiles of individual cells within a population are more variable on random-sequence DNA than on yeast genomic DNA. We suggest that this reflects the fact that functional elements in promoters and terminator regions create windows for transcriptional initiation and polyadenylation that are the same in every cell. These windows represent functional constraints that limit the variability of RNA profiles among individual cells within a population.
MATERIALS AND METHODS

Assembly of random sequence chromosome

Random DNA sequence was generated computationally and split in 1 kb fragments, with 100 bp overlap from each end, and these sequence fragments were synthesized by Thermo Fisher Scientific. The constructs were assembled in vivo using transformation associated recombination (TAR) cloning (Gibson et al. 2008; Kouprina and Larionov 2008). Briefly, overlapping DNA fragments (40 ng per 1 kb fragment) and 20 ng EcoRI-cut TAR vector (pCC1BAC-LCyeast) were co-transformed in yeast spheroplasts from strain BY4741 (Winston et al. 1995) to generate a circular chromosome via homologous recombination (Kourennaia et al. 2005). The chromosome was verified with pairs of diagnostic primers that detect successful homologous recombination at the junctions (Figure S1). The final 30 kb circular chromosome was isolated from yeast and electroporated into E. coli (strain DH10B, Invitrogen), and re-transformed into BY4741 using the standard lithium acetate procedure.

Nucleosome mapping by MNase-seq

Crosslinked spheroplasts from 100 ml cultures were treated with 1600 U MNase (Worthington Biochemical Corporation) for 1-1.5 h at 37°C and mononucleosomal-sized DNA was prepared following gel electrophoresis. As a control, genomic DNA was treated with MNase and mono-nucleosome-sized fragments isolated. Library preparation was performed with minor modifications of a procedure described previously (Wong et al. 2013), and samples were sequenced with Illumina NextSeq High for 75 cycles (paired end reads).

The reads were aligned to the reference gnome, sacCer3 (UCSC, 2011) containing ChrXVII (pCC1BAC-LCyeast-20-kb-random-DNA) using bowtie2 (Langmead and Salzberg 2012), and Bam files were converted to bed using bedtools bedtobam (v.2.24.0) (Quinlan and Hall 2010). These bed files were used to compute fragment locations for correctly aligned paired-end reads, fragment size distribution and size separation, fragment midpoints.
locations, midpoint frequency distributions, midpoint background subtractions, moving averages, MNase cutting frequencies, deriving +2 to +6 nucleosomes, meta-analysis of phased nucleosomal arrays, and nucleosomal/NDR nucleotide scores. MNase cutting frequency was calculated for genomic and random-sequence chromatin and naked DNA by counting per nt MNase-Seq fragment ends and normalizing to the total genomic or ChrXVII values.

**Measuring steady-state RNA levels by RNA-seq**

Total RNAs from two biological replicates were subjected to poly(A) selection and fragmentation using Magnesium RNA Fragmentation Module (New England Biolabs). Libraries were prepared as described previously (Jin et al. 2015), and subjected to the paired-end, strand specific high-throughput sequencing with Illumina NextSeq Mid for 150 cycles (75 nt read length) equally apportioned between R1 and R2. RNA-seq reads (10.4 and 8.1 million reads for the two replicates) were mapped to the *S. cerevisiae* genome and the introduced random sequence using bowtie2 -5 25 -3 25 –no-mixed –no-discordant –dovetail, and STAR (Dobin et al. 2013) with –quantMode TranscriptomeSAM GeneCounts – outFilterType BySJout –outFilterMultimapNmax 1 –alignIntronMin 10 –alignIntronMax 2500 –alignMatesGapMax 2500 –alignSJDBoverhangMin 1. Per nucleotide coverage from the fragment locations and counts per defined intervals were then derived.

**Measuring RNA synthesis by 4tU-seq and half-life calculations**

Yeast cells containing ChrXVII were treated with either 4-thiouracil (4tU, Sigma Aldrich; 5 mM final concentration) or DMSO as a control for 5 min. Spike-in control cells include untreated *S. pombe* cells and *K. lactis* cells treated with 4tU for 5 min. After combining cells from the three species, poly(A) RNA was biotinylated with activated disulfide methane thiosulfonate (MTS) biotin (Biotium Biotin-XX MTSEA). 4tU-containing RNA was enriched as previously described (Duffy et al. 2015) and used to make
libraries. From five biological replicates we obtained ~20 million paired-end sequencing reads (excluding spike-ins). Spike-in normalized nt coverages were used to subtract background from the 4tU sample to obtain active transcription measurements.

Half-life calculations were performed from the combined RNA-Seq and 4tU-Seq values (Schwalb et al., 2016, Blumberg et al., 2021). Briefly, unitless constant of RNA half-life was estimated from the number of transcripts (RNA-Seq) divided by the production of new mRNA (4tU-Seq), with RNA-Seq and 4tU-Seq expressed as transcripts per million (TPMs):

\[
\text{TPM} = \frac{\text{nt coverage}}{\text{TU length}} \cdot \frac{10^9}{\sum \frac{\text{nt coverage}}{\text{TU length}}}
\]

**Mapping polyadenylation sites by 3’READS**

3’READS was performed as described previously (Jin et al. 2015), and we obtained ~18 million paired-end sequence reads from 6 biological replicates. The number of isoform reads for each isoform was normalized to the transcript coverage per 50 nt window (± 25 nt from the isoform location. Using sliding windows, maximum isoforms were identified and following associated features were quantified: percent signal at the most used (maximum) coordinate; maximum isoform intensities; distances between maximum isoforms; distance between the first and the last isoform; and isoform frequencies (number of distinct coordinates). Alone standing isoforms were excluded from the sliding windows. *De novo* isoform-specific nucleotide frequencies were calculated and isoform scores were based on isoform frequency matrices (Moqtaderi et al. 2013).

**Mapping 5’ ends**

Poly(A)-containing RNA (DNase I treated) was fragmented with NEBNext® Magnesium RNA Fragmentation Module, dephosphorylated with Quick CIP (NEB), heat inactivated, and ligated to a pre-adenylated 3’ adapter (Jin et al. 2015). The resulting
products were treated or not treated with mRNA de-capping enzyme (New England Biolabs) and then ligated to a 5’ adapter (Jin et al. 2015), reversed transcribed, PCR amplified, and then paired-end sequenced with NextSeq Mid and NextSeq High. From 5 replicates, we obtained 32.7 million sequence reads for the de-capped sample and 25.9 million reads for the control sample. The 5’ isoforms were determined by the first position past the 5’ adapter after which we computed the 5’ reads per genomic coordinate. Negative control values per genomic coordinate were normalized using the internal S. pombe control and subtracted from the values of the de-capped sample.

**Data access**

All raw and processed sequencing data generated in this paper have been submitted to the NCBI Gene Expression Omnibus (GEO; http://www.ncbi.nlm.nih.gov/geo/) database under accession number GSE216450.
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**FIGURE LEGENDS**

**Figure 1.** Chromatin structure on random-sequence DNA is similar, but not identical, to yeast genomic chromatin. (A) Browser snapshot representing 5-kb windows of aligned MNase-Seq fragments from genomic, random and mitochondrial DNA, both for chromatin and naked DNA. (B) Midpoint frequencies per sliding 10 bp window classified into distinct 8 categories for genomic (blue), random (ChrXVII; orange) and randomly simulated data (gray) displayed as percent of the total. (C) Midpoint frequency representing percent of the midpoints found within 10 bp of nucleosome depleted regions (NDRs) and the -1 to +6 nucleosome centers.

**Figure 2.** Phased nucleosome arrays form poorly on random-sequence chromatin. Meta-nucleosome position profiles of (A) genomic and (B) random-sequence DNA (ChrXVII). The average number of midpoints per 10 bp that are located 1 kb upstream or downstream of aligned nucleosomes (midpoints defined at coordinate 0) with the indicated number of midpoints (various colors).

**Figure 3.** Steady-state levels of random-sequence RNAs are comparable to most yeast mRNAs but show more cell-to-cell variability. (A) Snapshot from the IGV browser showing aligned RNA-Seq fragments from genomic and random-sequence DNA, with sense (blue) and antisense (red) transcripts within an 18-kb window. (B) Steady-state levels of RNA expressed from genomic (blue) and random-sequence (orange) DNA as measured by nt coverage per 1-kb windows sorted in ascending order. (C) Steady-state RNA levels for ChrXVII (calculated for 100 nt windows) and for indicated (various colors) genomic elements (normalized to length). Nucleotide coverages were normalized to the lengths of all windows before deriving log₂ values which are plotted in ascending order. (D) Number of cases with differential (> 2-fold) nt coverage between replicates in the indicated 8 categories.
defined by the length of the interval multiplied by the fold increase and normalized to the
length of genomic and random-sequence DNA.

**Figure 4.** Active transcription and RNA degradation rates are higher for RNAs expressed
from random-sequence vs. genomic DNA. (A) The amount of active transcription from
genomic (blue) and random-sequence DNA (orange) as measured by background-subtracted
4tU-Seq nt coverage per 1-kb windows that are plotted in ascending order. (B) Levels of
active transcription for the indicated genomic elements (normalized to their lengths with
ChrXVII split into 100 nt windows). (C) Number of cases with differential (> 2-fold) nt
coverage between replicates in the indicated 8 categories defined by the length of the interval
multiplied by the fold increase and normalized to the length of genomic and random-
sequence DNA. (D) RNA half-lives of genomic and random-sequence RNAs were calculated
as TPM(RNA-Seq)/TMP(4tU)). The number of cases of the indicated 9 categories are shown
as the percent of the total. 1 kb windows for which either RNA-Seq or 4tU-Seq = 0 were
excluded (no info).

**Figure 5.** Poly(A) site profiles of random-sequence and yeast mRNAs are roughly similar.
(A) Poly(A) reads aligned to representative 1.5 regions of genomic and random-sequence
DNA. (B) Isoform levels (reads per isoform) for poly(A) sites in genomic 3’UTRs (blue) and
random-sequence RNAs (orange). (C) Frequency of distances between adjacent 3’ isoforms
for within 3’UTRs (blue), random-sequence RNAs (orange), and computationally simulated
data that randomizes positions (gray). (D) Nucleotide frequencies at positions -30 to +30 for
the most highly expressed (top 10%) 3’ isoforms from genomic (normalized to nucleotide
frequency in the yeast genome) and ChrXVII RNAs. (E) Isoform score distributions
(Moqtaderi et al., 2013) of genomic and ChrXVII RNAs in 6 bins (different colors) based on
isoform read intensity.
Figure 6. Numerous 5’ isoforms expressed from random-sequence DNA and from yeast genomic regions outside 5’ UTRs. (A) Aligned 5’ isoform reads for genomic and random-sequence RNA within 18 kb (left) and 3.5 kb (right; enlarged by a factor of 20) windows. (B) Number of 5’ isoforms for random-sequence RNAs (calculated for 100 nt windows) and for various functional genomic regions. Nucleotide coverages were normalized to the lengths of all windows before deriving log2 values and plotting the values in ascending order.
SUPPLEMENTAL FIGURE LEGENDS

Figure S1. Construction of the yeast strain harboring a random-sequence chromosome. Overlapping DNA fragments, each containing a predefined, computationally randomized sequence, and the TAR vector were introduced into yeast cells with chromosome assembly occurring in vivo via homologous recombination (top panel). The assembled chromosome was verified with PCR amplification of the indicated fragment junctions (bottom left panel). For overall size verification, the final construct was excised from the TAR vector with the restriction sites at random-sequence ends (bottom right panel).

Figure S2. Evaluation of MNase-Seq replicates. (A) Overlapping nucleosome positions in pairs of biological replicates. Nucleosomes with intersecting coordinates > 116 bp (80% in coverage; 90% of all nucleosomes) between pairs of biological replicates were considered to be the same. (B) Nucleosome metagene profile for three biological replicates generated by aligning normalized MNase-Seq reads with respect to TSS are similar to each other and to previously reported profiles (Lee et al., 2007, Brogaard et al., 2012). (C) Snapshot of 5-kb windows of genomic, random-sequence, and mitochondrial chromatin and naked DNAs of 3 biological replicates.

Figure S3. Assessment of MNase-Seq fragment classes. (A) Distribution of MNase-Seq fragment lengths for genomic and random-sequence (ChrXVII) chromatin and naked DNA. (B) Number of MNase-Seq reads in the indicated size classes of chromatin and naked DNA control. (C) Metagene nucleosome profiles of the three different MNase-seq size classes. (D) Metagene profiles of the indicated size classes of MNase-Seq fragments of the naked DNA controls.
**Figure S4.** Active transcription from random-sequence DNA is higher than from genomic DNA. Percent of the genes (for genomic) or 1 kb regions (for ChrXVII) with differential active to steady-state transcript levels expressed as \(\log_2(4tU\text{-}Seq/RNA\text{-}Seq)\).

**Figure S5.** Properties of genomic and random-sequence 3’ mRNA isoforms. (A) Number of poly(A) reads (\(\log_2\)) per 400 nt windows in ascending order for genomic (blue) and random-sequence RNAs (normalized for the chromosome copy number; orange). (B) Number of poly(A) reads per 100 nt windows for the indicated functional genomic elements. (C) Percent of cases having the indicated ranges of maximum isoform signals (in percent of total signals) within 400 nt sliding windows in 3’UTRs and random-sequence RNAs (top 10% refers to the most highly expressed isoforms). Only isoforms with > 2 reads and isoform values after normalization to transcription were included in the analysis. (D) Percent of cases having the indicated ranges of maximum isoform intensities within 400 nt sliding windows in 3’UTRs and random sequence RNAs (total and top 10%). (E) The number of 3’ isoforms within the windows. (F) Distances between maximum isoforms within 3’UTR and ChrXVII within non-overlapping adjacent 200 nt windows for every nt as a starting window. (G) Distance between first and last isoform within 400 nt sliding windows.

**Figure S6.** Properties of 5’ isoforms for random-sequence and genomic RNAs. (A) Metagene 5’ isoform signal with respect to the start codon for all yeast genes. (B) 5’ isoform reads per 200 nt windows for genomic (blue) and random-sequence RNAs (normalized for the chromosome copy number; orange). (C) Nucleotide frequencies (normalized to each nucleotide in the genome) of the region ±30 nt adjacent to the transcription start site (TSS) for 5’ isoforms expressed from genomic and random-sequence DNA with > 3 reads per isoform after background subtraction. (D) The frequency of distances between adjacent 5’ isoforms for genomic (blue), random-sequence (orange) and computationally randomized RNAs (gray).
Figure 2

A

Genomic nucleosomal array

B

ChrXVII nucleosomal array

Averaged number of midpoints per 10 bp

Midpoint class center (bp)

- Genomic <25
- Genomic 25-50
- Genomic 50-75
- Genomic 75-100
- Genomic 100-150
- Genomic >150

- ChrXVII <25
- ChrXVII 25-50
- ChrXVII 50-75
- ChrXVII 75-100
- ChrXVII 100-150
- ChrXVII >150
**Figure 3**

(A) Genomic and Random reads distribution for the chromosomes XV and XVII.

(B) Steady-state transcription per 1 kb for Genomic and ChrXVII.

(C) Steady-state transcription for genomic elements.

(D) Differential expression between biological replicates (≥2-fold) normalized to length.

- Genomic: Genes, Promoters, Terminators
- ChrXVII: Genes, Promoters, Terminators
- Antisense
- NDR
- Intergenic

Differential expression and transcription unit fractions are shown in the graphs.
Figure 4

A. Active transcription per 1 kb

B. Active transcription for genomic elements

C. Differential active transcription between biological replicates (≥2-fold)

D. Genomic and random transcript decay

---

**A. Active transcription per 1 kb**

- **Normalized average log$_2$ (nt coverage)**
- **1 kb windows in ascending order**
- **Genomic (all)**: Blue dots
- **ChrXVII**: Orange dots

**B. Active transcription for genomic elements**

- **Length normalized log$_2$ (nt coverage)**
- **Transcription unit fractions (in ascending order)**
- **Genes**: Blue
- **ChrXVII**: Orange
- **Promoters**: Red
- **Terminators**: Bright red
- **Antisense**: Green
- **NDR**: Purple
- **Intergenic**: Light gray

**C. Differential active transcription between biological replicates (≥2-fold)**

- **Number of cases normalized to the length * 10^6**
- **Length of the interval * intensity (abundance)**
- **Genomic**: Blue bars
- **ChrXVII**: Orange bars

**D. Genomic and random transcript decay**

- **Percent of all 1 kb windows**
- **Half life (TPM(RNA-Seq)/TMP(4tU))**
- **Genomic**: Blue bars
- **ChrXVII**: Orange bars
5' isoform signal

18 kb; chrIV: 841,678-859,645

3.5 kb: chrIV: 848,140-851,640

18 kb; chrXVII: 3,911-21,878

3.5 kb; chrXVII: 8,500-12,000
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Figure S2

Nucleosomes that overlap by at least 80% (116 bp)

- Rep 1: 58682 (~90-91%) (10%)
- Rep 2: 5965 (9%)
- Rep 3: 5918 (9%)

Naked DNA
Chromatin

Genomic

5kb; chrI:131,333-136,333

Random

5kb; chrXVII:13,827-18,827

B

Metagene nucleosome profile

Normalized signal value

TSS (bp)

- Rep 1
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**Figure S3**

**A** MNase fragment length frequency

- Genomic
- ChrXVII
- Genomic control
- ChrXVII control

**B** Abundance of each fragment classes

| Fragments    | Genomic     | Control     |
|--------------|-------------|-------------|
| All sizes (total) | 90969720    | 40191940    |
| 80-119 bp    | 19.3% (17537027) | 22.3% (8969531) |
| 120-142 bp   | 37% (33638247)  | 27.3% (10978508) |
| 143-180 bp   | 42.3% (38446782) | 33.8% (13571491) |

**C** Metagene nucleosome profile for size-separated chromatin MNase fragments

- 80-119 bp chromatin
- 120-142 bp chromatin
- 143-180 bp chromatin

**D** Metagene nucleosome profile for size-separated control MNase fragments

- 80-119 bp control
- 120-142 bp control
- 143-180 bp control
Percent genes (genomic) or 1 kb regions (chrXVII)

log₂(normalized 4tU nt coverage/RNA-Seq nt coverage per gene (genomic) or 1 kb (chrXVII))

4tU-Seq vs. RNA-Seq signal intensities

Genomic
ChrXVII
Figure S6

A. 5' isoforms metagene profile

B. 5' isoform reads per 200 nt

C. TSS nucleotide frequency for genomic DNA

D. 5' isoform distances