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Abstract: A self-supervised voltage sag source identification method based on a convolution neural network is proposed in this study. In addition, a self-supervised CNN (Convolutional Neural Networks) voltage sag source identification model is constructed on the basis of the convolution neural network and AutoEncoder. The convolution layer and pool layer in CNN are used to extract the voltage sag characteristics, and the self-supervised network training process is realized based on the principle of AE in the constructed mode, features which reflect the data characteristics are used rather than artificial features, thus improving the accuracy of practical application. It is unnecessary to input a lot of correct labels before the self-supervised training process. The model can meet the requirements of sag source identification on timeliness, practicability, diversity, and versatility in the context of modern big data. In this study, three-phase asymmetric sag sources in sag sources are classified into more detailed categories according to different fault phases. Therefore, the proposed method can not only identify the voltage sag source, but also accurately determine the specific fault phase. Finally, the optimal parameters of the model are recognized through a case study, and a self-supervised CNN model is established based on the data type of voltage sag. This model extracts features and identifies sag sources through the measured sag data. The superiority of the proposed method is verified by a comparison.
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1. Introduction

With the development of industrial equipment as well as electrical automation and intellectualization of buildings, influences of voltage sag on the production and operation of large industrial and commercial users is becoming more and more prominent [1–4], especially in fields with extensive applications of power electronic devices and sensitive to voltage sags, such as semiconductor manufacturing, precise instrument processing, automotive manufacturing, and other industries. As a common power quality problem, voltage sag can be caused by many factors, such as motor start, transformer switching, short circuit fault, etc. [5,6]. The production interruption and delay caused by voltage sag disturbance shows an obvious upward trend [7]. The direct and indirect economic losses caused by voltage sag disturbance are becoming more and more serious, which puts forward higher requirements for the quality of power supply. Accurate identification of sag sources and their fault phases is conducive to analyze, compensate and suppress local voltage sag. It can also be
used as a basis for coordinating disputes between power supply departments and users, which is an indispensable step to solve voltage sag.

Research on the voltage sag source identification method has attracted wide attention of worldwide scholars. Characteristics of voltage dips in power systems were analyzed in Reference [8–12], in which the emphasis was on unbalanced dips and symmetrical components analysis. These references put forward various classifications of voltage sags, which have laid a theoretical foundation for the follow-up study. According to the classification considering the influence of the transformer on waveform in Reference [11], References [13,14] predicted the type of sag based on the relationship between three-phase voltage RMS, and Reference [15] identified the type of voltage sags based on a space vector. Although these methods have achieved a high accuracy, the numerous and complex manual parameters must be set in advance. Therefore, any slight interference in practical applications results in the readjustment of all thresholds. Compared with previous methods, the method proposed in Reference [16] reduced the computational complexity based on frequency domain characteristics and singularity detection theory of wavelet transform. However, this method had poor anti-noise and its accuracy was affected significantly upon signal interferences by harmonics, noise and other interference. An expert system is established in References [17,18] in order to weaken the influence of interference signal on the accuracy. The types of voltage sags were finally identified according to the characteristics of voltage sags. Nevertheless, this method was a time-consuming one. To shorten the decision time, a statistical-based sequential detection method for online classification within one cycle was proposed in Reference [19] by maximizing the detection rate of fault-induced dips with a constrained false alarm rate to discriminate a possible event as soon as possible. With the development of artificial intelligence (AI), methods based on AI and machine learning are gradually applied to the classification system. Relevant case studies based on neural-networks were introduced in References [20–23]. Applications of methods based on AI to power delivery and power systems using SVM were reported in References [24–27]. All of these methods have achieved good performances.

Although the accuracy of these methods in References [24–27] is very high, these methods extract and classify features by using the ideal expert knowledge in practical engineering. Since voltage sag data are interfered by many factors in reality, the accuracy of these methods might be decreased. These methods have a disadvantage in terms of universality due to the excessive dependence expert experience. A self-supervised voltage sag source identification method based on CNN is proposed to overcome this disadvantage. The self-supervised CNN voltage sag source identification model is constructed on the basic structure of Convolutional Neural Networks (CNN) and AutoEncoder (AE). Voltage sag features are extracted by using the convolution and pooling layers of CNN, which relieve influences of unknown interference on manual feature extraction based on expert experiences. This method replaces artificial features with the feature reflecting data characteristics, which improves its accuracy in practical application. Furthermore, the network training process is self-supervised based on the AE principle. The entire training process does not need to input a large number of correct labels in advance and the steps of training machine are simpler and more suitable for practical engineering compared with the method in Reference [27]. Moreover, this method can not only identify voltage sag sources, but also accurately judge fault phases. In this study, the information of fault phases in input samples is retained. Fault phases are taken into account in the classification of voltage sag types, and three-phase asymmetric sag sources are divided into more detailed categories according to different fault phases. In the end, optimal parameters of the model were selected through a case study, and the self-supervised CNN model was established based on the data types of voltage sag. The proposed method extracted features and identified sag sources through the measured sag data. The superiority of the method was verified by a comparison.
2. Principles of Convolutional Neural Network and Automatic Encoder

2.1. Convolutional Neural Network

Convolutional Neural Networks (CNN) [28–32] contain two modules of feature extraction and classifier, in which the weights are updated continuously with the iterative process in training. The feature extraction neural network is mainly composed of multiple convolution layers and pooling layers. The main function of a convolution layer is to convolute the input signals to generate feature maps. The pooling layer merges adjacent data and compresses data dimensions. The neural network classifies the input signals according to final features extracted by the neural network. The CNN structure is shown in Figure 1.

![Figure 1. CNN structure.](image)

2.1.1. Convolution Layer

The convolution layer consists of several feature maps, and the number of output features depends on the number of feature maps. Each feature map performs the following operations on the input signal: The convolution operation is performed on the input sample with convolution kernel. Results are processed with activation functions, and feature mappings are output. The convolutional layer structure is shown in Figure 2.

![Figure 2. Convolutional layer structure.](image)

The convolution core is a two-dimensional matrix which can be expressed by numerical or gray pixels, typically 5 \times 5 or 3 \times 3 in size. The convolution kernel is continuously updated with the number of iterations during the training process. This process can be compared with the weight update process of the ordinary neural network.

Given the input sample size and convolution kernel size, the feature size can be expressed by Equation (1). \( S^{i \times j} \) represents that the input sample is a matrix of size \( i \times j \); \( K^{n \times h} \) represents a
convolution kernel size of $q \times q$. Therefore, the feature size is $F(\frac{i-n}{h}+1) \times (\frac{j-n}{h}+1)$. $h$ denotes the sliding step size of the convolution kernel on the sample.

$$S_{i\times j}$$

$$K_{q\times q}$$

$$F(\frac{i-n}{h}+1) \times (\frac{j-n}{h}+1)$$ (1)

If the sliding step is always assumed to be 1, the convolution operation can be expressed by Equation (2). $S_{i\times j}$ is the input sample; $K_{q\times q}$ is the convolution kernel; and $F(n,m)$ is the element value of the $n$th row and $m$th column of the feature mapping.

$$F(n,m) = \sum_{u=1}^{q} \sum_{v=1}^{q} S(n+u-1,m+v-1) \times K(u,v)$$

$n \leq i-q+1, m \leq j-q+1$ (2)

The value of each element in the feature mapping depends on whether the image resources match the shape of the convolution kernels [33].

Activation is to modify features, shield some smaller values of features, improve the sparsity of networks, reduce the interdependence of parameters, and alleviate the problem of over-fitting. In this study, SIGMOD is used for the activation of CNN. The expression of the function is shown in Equation (3).

$$\sigma(x) = \frac{1}{1+e^{-x}}$$ (3)

2.1.2. Pooling Layer

The pooling layer is a scaling mapping of the output of the previous convolution layer. It combines adjacent pixels of the input into a single representative value, which can reduce the size of the feature and parameters of the network, and compensate for the objects deviating from the center and tilting in the sample [34]. The commonly used pooling operators have max pooling and average pooling. The formulaic expressions are shown in Equations (4) and (5). $a(u,v)$ represents the value of the $u$th row and the $v$th column in the input matrix of the pooling layer; $p(i,j)$ represents the value of the $i$th row and $j$th column in the output matrix of the pooling layer; and $w$ is the boundary value of the participating pooled region.

$$p(i,j) = \frac{1}{iw} \sum_{u=1}^{iw} \sum_{v=1}^{iw} a(u,v)$$ (4)

$$p(i,j) = \max \{a(u,v)\}$$ (5)

2.1.3. Classification Network

In this study, classical BP (Back Propagation) neural network is used as a classifier. The BP neural network is a multi-layer feedforward network which is trained by error back propagation. It contains a forward propagation of signals and a back propagation of errors. The gradient descent method is the basic idea of the classical BP neural network and it uses the gradient search technique to minimize the mean square error between the actual output value of the network and the expected output value.

2.2. AutoEncoder

AutoEncoder (AE) is an artificial neural network used to reproduce the input signal as much as possible. It has a good ability to learn data characteristics. The essence of AE is to find a set of optimal
weights (or vectors) to solve the projection of input data on weights, and then to get coding [35,36]. The basic structure is shown in Figure 3. It consists of an encoder and a decoder. The former one compresses the data and extracts the features, while the later one reconstructs the input signal. AE is trained by the error between the original input and the reconstructed input, and weights of neurons are adjusted by the criterion of minimizing the loss function of Equation (6) in multiple iterations. \(X\) is the input signal; \(W\) is the encoding; \(U\) is the decoding weight; \(\Phi\) is the nonlinear activation function; \(J\) is the neuron weight adjustment function; \(R\) is the regularization function; and \(\lambda\) is the regularization coefficient.

\[
J(W) = \arg\min_{W,U} \left[ \|X - U\Phi(WX)\|_2^2 + \lambda R(W) \right]
\]  

(6)

The reconstruction error converges to the threshold range, and the features extracted by the encoder can express data characteristics well. The advantage of AE is that it does not depend on any expertise, but only pays attention to the characteristics of the input sample. The extracted features can restore the original sample to the greatest extent. The whole process can be carried out under the premise that the original data has no classification label. Moreover, the whole process does not require any manual intervention to further increase automation.

3. Self-Supervised Voltage Sag Source Identification Method Based on CNN

Based on the basic principle and main structure of AE, CNN and BP neural network, the convolution layer and pooling layer were used to extract features which were then classified by the BP classification network. No correct labeling of training samples was needed throughout the training process for supervision. Instead, the self-supervised training was carried out by the error between the reconstructed samples and the input samples. The trained system can extract features and identify sag sources on the input voltage sag waveform samples [37,38]. The structure of the self-supervised voltage sag source identification method based on CNN is shown in Figure 4.

![Figure 3. AE model structure.](image)

![Figure 4. Self-supervised Voltage Sag Source Identification Method Based on CNN.](image)
3.1. Data Preprocessing

Step 1: The time-domain monitoring signals of various types of voltage sags can be obtained by using the voltage sag monitoring system.
Step 2: Each sag is classified in advance according to the type of voltage sag sources.
Step 3: All signals are resampled and the length of the waveform sequence is unified.
Step 4: Samples are normalized, and each sample is arranged into a two-dimensional matrix in a three-phase order, with each element in [0,1].

3.2. Extraction of Voltage Sag Waveform Characteristics

Step 1: Based on the basic principle and main structure of AE, the CNN model is embedded in the encoder, and a convolutional encoder is constructed to extract characteristics of voltage sag waveform.
Step 2: The pre-processed training samples are input into the convolution coder and convoluted with the convolution core in the convolution layer.
Step 3: The SIGMOD function is used as the activation function of CNN to get the corresponding feature mappings.
Step 4: Sizes of features are reduced through the pooling layer to compensate for the depression of the voltage sag data deviating from the center, and the corresponding final features are obtained.
Step 5: The obtained features are reconstructed by a convolutional decoder, and the convolution kernel and convolutional decoder in the convolutional layer are trained in the iterative process by the reconstruction error between the reconstructed sample and the input sample.
Step 6: Finally, good features which can accurately reflect the characteristics of voltage sag waveform are obtained.

3.3. Voltage Sag Source Identification

Step 1: BP neural network is constructed as the classification model in this study.
Step 2: An initial classification label of $1 \times N$ (N is the number of BP neural network output layer units) can be obtained by inputting the features obtained by the above method into the classification network.
The number of BP neural network output layer units depends on the total number of categories of expected results. The label is meaningless without supervised iteration.
Step 3: According to the actual waveforms of various voltage sags, the standard sample waveforms of all kinds of sags are fitted. Each element in the label is regarded as the corresponding weight of each standard waveform. The reconstructed samples are constructed by accumulating the standard samples under the corresponding weights. This is shown in Equation (7). $RS_n$ is the reconstructed sample waveform, $W_n$ is the elements in the tag matrix, $S_n$ is the standard sample waveform, $N$ is the total number of voltage sag source categories, and $n$ is the current sag category.

$$RS_n = \sum_{n=1}^{N} W_n S_n$$  

Step 4: According to the reconstruction error between the original input sample and the reconstructed sample, the classification network is trained in the process of reverse propagation. After several iterations, the mean square error between the reconstructed sample and the original sample is minimized.
This transforms the problem of voltage sag source identification into a problem to recognize the optimal weight in the case where a fixed set of standard waveforms is used to represent the waveform to be identified. The back-propagation training process of the network is supervised by the reconstruction error, and the reconstructed samples are updated in each iteration to gradually approach the input samples.
4. Indicators for Model Evaluation

To evaluate the classification performance of CNN after each iteration under different parameters, an index describing the distance between the output results of each type of sag sample is defined in this study, which is named as the Degree of Discreteness of Classification Label (D). It is used to evaluate the impact of \( \eta_1, \eta_2 \) and maximum iteration number on CNN model.

Each label can be considered as an \( N \)-dimensional vector, and the value of \( N \) depends on the total number of label categories. \( D \) is defined as the maximum distance between all label-vectors and center label-vectors. The expression of \( D \) is shown in Equation (8). The selection principle of center label-vectors \( (p_{vc}) \) is shown in Equation (9).

\[
D = \frac{\sum_{1 \leq m \leq n}^{u} \max_{1 \leq i \leq n} \| p_{vm} - p_{vc} \|_\infty}{u}
\]

\[
\sum_{j=1, j \neq i}^{n} \| p_{vc} - p_{vj} \|_2 = \min_{1 \leq i \leq n} \left( \sum_{j=1, j \neq i}^{n} \| p_{vi} - p_{vj} \|_2 \right)
\]

where \( u \) is the total number of categories of data; \( n \) is the number of samples of the same type; \( v \) indicates that the current label distance of the \( v \)th class is being calculated; \( p_{vm}, p_{vi}, \) and \( p_{vj} \) are the label vectors of the \( m \)th, \( i \)th, and \( j \)th waveforms in the \( v \)th sample waveform, respectively; \( p_{vc} \) is the center label-vectors in the \( v \)th class. The norms used above are described below. If \( x = [x_1, x_2, \ldots, x_n]^T \),

\[
\|x\|_\infty = \max_{1 \leq i \leq n} |x_i|, \quad \|x\|_2 = \sqrt{\sum_{i=1}^{n} x_i^2}
\]

The principle of \( D \) is shown in Figure 5. In the figure, \( p \) represents the label-vectors; \( p_c \) is the minimum label vectors according to the sum of all label distances except itself, that is, the center label-vectors. The distance labeled by red lines is the maximum distance between all label-vectors and the center label-vectors, which is equal to \( D \). Generally, it is hoped that the classification labels of the same class of data after classification are as close as possible. Therefore, the value of \( D \) is negatively correlated with the classification effect of the network.

5. Result Analysis

5.1. Voltage Sag Type Classification and Data Preprocessing

Induction motor starting, transformer switching and short-circuit faults are the main causes of voltage sag. The voltage sag waveforms caused by different types of short-circuit faults, such as single-phase grounding, two-phase short-circuit and three-phase short-circuit, are also different. The above voltage sags can be divided into nine types: motor starting, transformer switching,
three-phase short circuit, single-phase grounding (including A-phase grounding, B-phase grounding, C-phase grounding) as well as two-phase short circuit (including AB-phase short circuit, BC-phase short circuit and CA-phase short circuit).

The processor used in this computer was Intel(R) Celeron(R) 2957U @ 1.4G Hz 1.40 GHz. The data used in this example were all real-time monitoring data. According to monitoring data, the standard sample waveforms of nine types of sags were established and recorded as S1, S2 … S9, respectively (Table 1).

**Table 1. Standard sample for voltage sag category.**

|                  | Motor Starting (S1) | Transformer Switching (S2) | Three-Phase Short Circuit (S3) |
|------------------|---------------------|----------------------------|-------------------------------|
| Single-Phase     | A-phase (S4)        |                            | B-phase (S5)                  |
| Grounding        |                     | Two-Phase Short Circuit    | C-phase (S6)                  |
|                  |                     |                            | AB-phase (S9)                 |
|                  |                     |                            | BC-phase (S7)                 |
|                  |                     |                            | CA-phase (S8)                 |
|                  |                     |                            |                               |

After preprocessing, each phase of the three-phase voltage was treated as a row, and each sample was normalized as a 2-D matrix of $3 \times 27$ with each element in $[0,1]$. Each row of data was repeated three times to obtain a $9 \times 27$ sample matrix, aiming to realize more convolution operations on the convolution kernel and extract characteristics of samples fully. Table 2 shows the typical voltage sags after graying.

**Table 2. Grayscale image of voltage sag category.**

|                  | Motor starting (S1) | Transformer switching (S2) | Three-phase short circuit (S3) |
|------------------|---------------------|----------------------------|-------------------------------|
|                  |                     |                            |                               |
| Single-phase     | A-phase (S4)        |                            | B-phase (S5)                  |
| Grounding        |                     | Two-Phase Short Circuit    | C-phase (S6)                  |
|                  |                     |                            | AB-phase (S9)                 |
|                  |                     |                            | BC-phase (S7)                 |
|                  |                     |                            | CA-phase (S8)                 |

5.2. Model Establishment and Optimal Parameter Selection

In the present study, a self-supervised CNN model was built on the basis of the classical three-layer CNN model structure. Since the input is a $9 \times 27$ two-dimensional matrix, the input layer contains...
The CNN network for feature extraction consists of one convolution layer and one pooling layer. The convolution layer is composed of 16, $3 \times 3$-section convolution kernels, and the output of the convolutional layer is activated by the SIGMOD function and enters the pooling layer. The pooling layer uses an average pooling of $1 \times 5$ sub-matrices to output 16, $7 \times 5$ final feature matrices. The output of the feature extraction network is transformed into a $1 \times 560$ one-dimensional matrix input transition layer as the input layer of the classification network. The transition layer contains no other operations. The classification network of the model consists of one implicit layer and one hidden layer. The hidden layer has 100 units and uses a SIGMOD activation function. The number of output layer units is equal to the number of voltage sag source categories. In the case study, the output layer has nine units since the voltage sag source is divided into nine categories according to the fault phase. The constructed self-supervised CNN model is a six-layer model. The structural framework is shown in Figure 6. The momentum parameters of the convolution feature extraction network and classification network are both taken as 1.

![Figure 6. Structural framework of self-supervised CNN model for case study.](image)

To select the maximum number of iterations, a simulation experiment based on the learning rate of the CNN feature extraction network ($\eta_1$) and the learning rate of the BP classification network ($\eta_2$), which can deal with the problem of voltage sag source identification, was carried out firstly to select the best parameters for the above model. The maximum number of iterations was continuously adjusted to calculate $D$ of the final result under different learning rates. The appropriate maximum number of iterations, $\eta_1$ and $\eta_2$, were selected by comparing the size of $D$. The simulation results are shown in Figure 7.

![Figure 7. Degree of Discreteness of Classification Label under different iteration numbers and learning rates.](image)

Analysis of the results in the graph showed that as the maximum number of iterations increases, $D$ decreased gradually to a minimum. When the maximum number of iterations was 75, $D$ was less than 1 when $\eta_1 \geq 0.5$ and $\eta_2 \geq 0.5$. Therefore, it set the maximum number of iterations as 75, $\eta_1 = 0.5$, and $\eta_2 = 0.5$ according to the simulation experiment.
5.3. Training Process of Feature Extraction

Three-hundred-and-sixty samples of measured voltage sags (including 40 S1, 40 S2, 40 S3, 40 S4, 40 S5, 40 S6, 40 S7, 40 S8, and 40 S9) were pre-processed and inputted into the CNN model for training. The status and output of each layer in a sag sample caused by inputting a phase B ground (Figure 8) are viewed in the case study.

Figure 8. Sample of S5.

Both sample and convolutional kernels of the convolutional layer are subjected to a convolution operation and activated by SIGMOD to obtain feature mappings. The 16 feature mappings are shown in Figure 9. The feature mappings are compressed through the pooling layer and their offset centers are compensated. The model in this study used the average pooling to obtain the final features (Figure 10).

Figure 9. Feature mappings.

5.4. Results of Classification Labels

After training the classification network with 360 voltage sag waveform samples, 360 corresponding weight labels are obtained. The average weight labels of all kinds of sags are shown in Table 3. The maximum value of each line is bolded.

The temporary category corresponding to the largest element in the classification label matrix is deduced from Equation (7). The final identification result is determined based on the maximum element in the classification label. For example, the starting voltage sag of the motor corresponding to the standard sample S1 and W 1 in the weight label is the maximum value, which verifies the results in Table 3.
Table 3. Average Classification Label for Various Types of Voltage Sag Sources.

| W1  | W2     | W3     | W4     | W5     | W6     | W7     | W8     | W9     |
|-----|--------|--------|--------|--------|--------|--------|--------|--------|
| S1  | 1.1866 | −0.1249| −0.0758| −0.1087| 0.1334 | −0.1383| −0.0986| −0.0483|
| S2  | 0.1282 | 1.2409 | 0.0548 | −0.0056| 0.1253 | 0.1135 | 0.0058 | 0.0051 |
| S3  | −0.0264| 0.0062 | 1.0661 | 0.0200 | 0.0198 | −0.0036| −0.0239| 0.0938 |
| S4  | −0.0404| 0.0843 | −0.0886| 1.1396 | 0.1244 | 0.0633 | 0.0820 | −0.0460|
| S5  | 0.1132 | −0.0426| −0.0715| 0.0153 | 1.0610 | 0.0366 | −0.0559| 0.0873 |
| S6  | −0.0463| 0.0136 | −0.0811| 0.0192 | 0.0672 | 1.2245 | 0.1387 | 0.0716 |
| S7  | −0.0904| 0.0947 | −0.0894| 0.0419 | −0.1175| −0.0219| 0.8073 | 0.0905 |
| S8  | 0.0948 | −0.0484| 0.0661 | −0.0338| −0.0593| −0.0082| −0.1051| 1.1994 |
| S9  | 0.1158 | 0.0776 | −0.0302| −0.0459| 0.1108 | −0.0832| 0.0543 | 0.0752 |

5.5. Results and Comparison with Other Methods

The test set 100 test samples (including 15 S1, 15 S2, 10 S3, 10 S4, 10 S5, 10 S6, 10 S7, 10 S8, and 10 S9) which are input into the model. The accuracy of the voltage sag source identification method based on the self-supervised CNN model is shown in Table 4.

Table 4. The accuracy of voltage sag source identification method based on self-supervised CNN model.

| The Class of Voltage Sag Source | The Amount of Test Samples | The Number of Correct Results | Accuracy  |
|--------------------------------|---------------------------|-------------------------------|-----------|
| S1                             | 15                        | 14                            | 93.33%    |
| S2                             | 15                        | 13                            | 86.67%    |
| S3                             | 10                        | 10                            | 100%      |
| S4                             | 10                        | 10                            | 100%      |
| S5                             | 10                        | 10                            | 100%      |
| S6                             | 10                        | 10                            | 100%      |
| S7                             | 10                        | 10                            | 100%      |
| S8                             | 10                        | 10                            | 100%      |
| S9                             | 10                        | 10                            | 100%      |
| Total                          | 100                       | 97                            | 97%       |

To verify the superiority of this method, this example is compared with the method based on SVM in Reference [27]. The method in Reference [27] cannot distinguish the fault phase, so the comparison only involves the identification accuracy of sags. Results are shown in Table 5.

Table 5. Accuracy of different voltage sag source identification methods.

| The Class of Voltage Sag Source | The Amount of Test Samples | SVM     | CNN     |
|--------------------------------|---------------------------|---------|---------|
| Motor starting                 | 15                        | 80%     | 93.33%  |
| Transformer switching          | 15                        | 73.33%  | 86.67%  |
| Three-phase short circuit      | 10                        | 80%     | 100%    |
| Single-phase grounding         | 30                        | 83.33%  | 100%    |
| Two-phase short circuit        | 30                        | 86.67%  | 100%    |
| Total                          | 100                       | 83%     | 97%     |

The experimental results showed that the accuracy of the sag source identification method using the SVM method is 83% and the accuracy of the method based on CNN is 97%. In Table 4, the identification accuracy of S3 to S9 reaches 100%. Among them, S3 represented a three-phase short circuit, S4 to S6 represented single-phase grounding, and S7-S9 represented a two-phase short circuit. They all belong to faults. Since the depression area is more obvious than other fault characteristics, it is easier to be distinguished. S3 is obviously different from other faults due to the lack of temporary rise characteristics. S4-S9 can be divided into different types according to the existence of sags in characteristics of each phase. In the extracted features, the information of each phase can be clearly
obtained (Figure 9). However, the accuracy of motor starting and transformer switching is lower. The reason for this can be seen from Table 2, that S1 and S2 are very similar. Therefore, S1 and S2 can be easily distinguished from other types, but there is some confusion between them. Nevertheless, the total accuracy of the proposed method is still much higher than the method in Reference [27]. The accuracy of each type is lower than 90%. Moreover, the recognition accuracy reaches 100% in the judgment of the fault phase of asymmetric sags.

The time for each step in these two methods is shown in Table 6.

| Time of Each Step                  | Preprocessing Data | Obtaining Correct Label | Extracting Features | Training Machines with Training Samples | Verifying Accuracy with Test Samples | Total Time |
|------------------------------------|--------------------|-------------------------|---------------------|----------------------------------------|-------------------------------------|------------|
| SVM                                | 21.96 s            | 0.74 s                  | 1188.39 s           | 8.94 s                                 | 0.08 s                              | 1214.11 s  |
| CNN                                | 21.96 s            | /                       | /                   | 35.32 s                                | 0.11 s                              | 57.39 s    |

The most time-consuming step of SVM is feature extraction. Based on expert experiences, the method in Reference [27] set target features, including 60 equally distanced rms values, the remaining feature components, the 2nd harmonics magnitude, two odd harmonic magnitudes (5th and 9th) and the total harmonics distortion (THD) with respect to the fundamental. Later, the extracted features are input into SVM for training. The proposed method needs neither a label of training samples nor separated feature extraction. Feature extraction and machine training were implemented simultaneously. Therefore, the time for machine training is much longer than that for training SVM. These prove that the proposed method is simpler and claims a significantly shorter running time.

6. Conclusions

In this paper, a self-supervised voltage sag source identification method based on CNN is proposed. Its superiority in feature extraction and sag source identification are verified by a case study.

According to the analysis of the principle of the self-supervised CNN model and the results of practical examples, the self-supervised voltage sag source identification method based on CNN has some advantages:

1. Based on the structure of the convolutional neural network, the convolution operation of the convolution layer and the pooling operation of the pooling layer are used to extract the voltage sag feature. The problem that artificial feature extraction relies too much on expertise and is highly sensitive to unknown features is solved by transforming manual feature extraction into automatic feature extraction. This has no universality.

2. The self-supervised training process does not need to input a large number of training sets and correct labels in advance. Different from the traditional method, this self-supervised training process can identify unknown sag waveform correctly. It is more applicable to meet requirements of the sag source identification on timeliness, practicability, diversity, and versatility in the context of modern big data.

3. This method transforms three-phase waveform samples into a two-dimensional matrix input classification model instead of a one-dimensional matrix input. This preserves the information of different faults, and can expand the sag classes to nine categories, thus realizing the fault phase identification in three-phase asymmetric faults.

4. Compared with the SVM method, the self-supervised voltage sag source identification method based on CNN is proved to have a higher accuracy (97%) in the identification of measured sag data.
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