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In this work, we investigate the temporal evolution of the degree of a given vertex in a network by mapping the dynamics into a random walk problem in degree space. We analyze when the degree approximates a pre-established value through a parallel with the first-passage problem of random walks. The method is illustrated on the time-dependent versions of the Erdős-Rényi and Watts-Strogatz models, which originally were formulated as static networks. We have succeeded in obtaining an analytic form for the first and the second moments of the first-passage time and showing how they depend on the size of the network. The dominant contribution for large networks with $N$ vertices indicates that these quantities scale on the ratio $N/p$, where $p$ is the linking probability.

I. INTRODUCTION

The study of the properties of networks led to the development of many mathematical, statistical and computational tools that can be used to analyze, model, and understand how systems behave in many areas of knowledge such as physics, biology, ecology, and social sciences, to name some of them. Modeling complex systems by networks is a natural strategy to investigate a system from a very basic structure composed of agents and interactions among them, represented, respectively, by vertices (or nodes) and links.

In this work, we are mainly interested in the time evolution of the degree of a given node. Concretely, a vertex can gain and/or lose connections during its dynamics, and we investigate when it achieves a pre-established degree for the first time. This is a particularly relevant issue when agents can not afford an indefinite number of connections and some indication of approaching the maximum capacity of the node is desired. As an instance, it is known that airports (where the links can be assigned to the routes) have constraints that prevent growth without careful planning.

We map the dynamics of increasing/decreasing degrees into a random walk process, as was introduced in \cite{7}, and see if and how long it takes for a vertex with degree $k_0$ to achieve degree $k$ for the first time. This is a one-dimensional random walk in degree space, where the rules of gaining/losings degree are governed by the dynamics of the network. The random walk is a classical problem \cite{8,9} where a particle moves in random directions and one typically inquires about its statistical properties after a long time. Starting from an origin, one possible question that can be formulated concerns the probability of returning to the starting point, and the first-passage process refers to its return for the first time \cite{10}. First-passage processes are seen in many applications, and examples are present in fluorescence quenching, integrate-and-fire neurons, and triggering of stock options, to cite some of them \cite{10,11}. When the random walk is defined on a (hyper)cubic lattice \cite{12}, and the particle can move in any direction with the same probability, it is known that the mean first-passage time scales as $L^d$ \cite{13}, where $L$ is the linear size of the $d$-dimensional lattice with periodic boundary conditions; furthermore, in the limit of infinite lattice, this random walk is known to be recurrent (i.e., it returns to the origin with probability 1) for one-dimensional chains and two-dimensional square lattices, while the process is transient (i.e., there is a positive probability of not returning to the origin) for hypercubic lattices with larger dimensions \cite{11,13}.

We investigate how the mean first-passage time of a vertex to reach a pre-established degree scales with the size of the network and other relevant parameters. Our study is based on an extended version of the Watts-Strogatz model \cite{14}, which was also introduced in \cite{7}, but we consider first a dynamical version of the Erdős-Rényi model \cite{15} to illustrate and outline the main steps of analysis. The choice of these two models is justified by a simplification that arises from a property shared between them, which is the time-translational invariance. Systems that do not have this property, like the random recursive tree \cite{16} or Barabási-Albert network \cite{17}, indicate the need for a different approach, and will be examined elsewhere.

This paper is organized as follows. We define the dynamical version of the Erdős-Rényi and Watts-Strogatz models in Section II and the general formalism to investigate the moments of the first-passage time is presented in Section III. The results for both models are shown in Section IV and some final comments are given in the last section.

II. MODELS

Two models are introduced to test our ideas in this work. Both of them are already well-known in the literature \cite{14,15}, but were initially defined as static networks.

The first one, which is a minimal model, is the dynamical Erdős-Rényi network: the dynamics is just a simple addition of edges per time unit, and we monitor the in-
crease of degrees only. The second one, the dynamical Watts-Strogatz model, is the simplest network that contains the process where a vertex can gain and/or lose connections randomly. The usual first-passage process (which is concerned with the return to the starting point) in the latter model corresponds to the so-called Motzkin paths [18].

A. Time-dependent Erdős-Rényi model

In the dynamical version of the Erdős-Rényi model, consider a network with $N$ vertices. At each unitary time step, two vertices are randomly chosen and connected with probability $p$; this includes the possibility of (a) having a self-loop (i.e., an edge that connects a vertex to itself) and (b) having more than one connection between the same pair of vertices. Since there is no preferential attachment, the probability of any vertex being chosen is $1/N$.

Defining $p_s(k,t)$ as the probability that a vertex $s$ has degree $k$ at time $t$, the dynamics can be represented by the recurrence relation

$$p_s(k,t+1) = \omega_{ER}(k|k-2)p_s(k-2,t) + \omega_{ER}(k|k-1)p_s(k-1,t) + \omega_{ER}(k|k)p_s(k,t).$$

(1)

The term $\omega_{ER}(k|m)$ is the time-independent transition rate of changing the degree of a vertex from $m$ to $k$; in this time-discrete case with unitary time step, the transition rate coincides numerically to the conditional probability. The right-hand-side of the dynamics [1] contemplates three cases:

(i) The degree of vertex $s$ changes from $k-2$ (at time $t$) to $k$ (at time $t+1$). An edge is introduced, with probability $p$ (there should be no confusion with $p_s$), the vertex $s$ is chosen twice and is connected to itself; this leads to

$$\omega_{ER}(k|k-2) = \frac{p}{N^2};$$

(2)

(ii) The degree of vertex $s$ changes from $k-1$ (at time $t$) to $k$ (at time $t+1$). An edge is introduced, with probability $p$, and links to two different vertices: the vertex $s$ is just one of them. This situation is described by

$$\omega_{ER}(k|k-1) = \frac{2p}{N} \left( 1 - \frac{1}{N} \right);$$

(3)

(iii) The vertex $s$ already has degree $k$, and one should consider the probability of not changing its degree, i.e., the link is not introduced (with probability $1-p$) or, when the edge joins the network (with probability $p$), it connects two vertices other than $s$ with probability $(1-1/N)^2$. In this case, one has

$$\omega_{ER}(k|k) = (1-p) + p \left( 1 - \frac{1}{N} \right)^2,$$

$$= 1 - \frac{2p}{N} + \frac{p}{N^2}.$$  (4)

B. Time-dependent Watts-Strogatz model

In this version of the Watts-Strogatz model, the network has a fixed number $N$ of vertices and

$$M := cN$$

(5)
degrees, where $c$ is the mean degree of the network (therefore, the entire graph has $cN/2$ edges). At each time step, an edge end is chosen at random with uniform probability $1/M$ and reconnected with probability $p$ (and no action takes place with probability $1-p$). This scheme does not forbid self-loops.

Defining $p_s(k,t)$ as the probability that a vertex $s$ has degree $k$ at time $t$ as before, the dynamics can be represented by

$$p_s(k,t+1) = \omega_{WS}(k|k-1)p_s(k-1,t) + \omega_{WS}(k|k+1)p_s(k+1,t) + \omega_{WS}(k|k)p_s(k,t),$$

(6)

where $\omega_{WS}(k|m)$ represents the time-independent transition rate of a vertex changing its degree from $m$ to $k$.

There are some different possible scenarios for a given vertex to change its degree from $m$ to $k$ in a single time step:

(i) The degree of vertex $s$ changes from $k-1$ (at time $t$) to $k$ (at time $t+1$). An edge end not connected to $s$ is chosen with probability $1-\frac{k-1}{M}$, rewired with probability $p$ and connects to $s$ with probability $\frac{1}{N}$. This gives

$$\omega(k|k-1) = \frac{p}{N} \left( 1 - \frac{k-1}{M} \right);$$

(7)

(ii) The degree of vertex $s$ changes from $k+1$ (at time $t$) to $k$ (at time $t+1$). An edge end connected to $s$ is chosen with probability $\frac{k+1}{M}$, rewired with probability $p$ and connects to a vertex other than $s$ with probability $1-\frac{1}{N}$, resulting in

$$\omega(k|k+1) = \frac{k+1}{M}p \left( 1 - \frac{1}{N} \right);$$

(8)

(iii) The vertex $s$ has degree $k$ at time $t$ and neither gains nor loses connections. This is represented by the sum of some disjoint cases: (a) there is no rewiring at all in the process with probability $1-p,$
or (b) an edge end connected to \( s \) is chosen with probability \( \frac{1 - k}{M} \), rewired with probability \( p \) and connected again to \( s \) with probability \( \frac{k}{N} \); (c) an edge end not connected to \( s \) is chosen with probability \( 1 - \frac{k}{M} \) and rewired (with probability \( p \)) to connect to a vertex other than \( s \) with probability \( 1 - 1/N \).

The sum of these probabilities results in

\[
\omega(k|k) = (1 - p) + \frac{p}{M} \frac{k}{N} + p \left( 1 - \frac{k}{M} \right) \left( 1 - \frac{1}{N} \right) = 1 - \frac{p}{N} \left( 1 + \frac{kN}{M} - \frac{2k}{M} \right).
\]  

(9)

### III. RANDOM WALK IN DEGREE SPACE

Considering that vertices, in general, gain or lose connections, one can look at these changes in degree (of a specified vertex) as a one-dimensional random walk in degree space [7]. Furthermore, the mean time required by a vertex to achieve a certain degree for the first time can be evaluated through a parallel with the first-passage problem of random walks [10, 11].

In both models presented in the previous section, there are two important symmetries. Firstly, the particular choice of a vertex \( s \) is irrelevant, and this parameter has no role in our work - except for remembering that we are dealing with the time evolution of the degree of a given vertex.

The mean time \( \langle t \rangle \) to achieve a certain degree \( k \) for the first time (starting from \( k_0 \) at time \( t_0 = 0 \)) is given by

\[
\langle t \rangle = \sum_{t=0}^{\infty} tf_s(k, t| k_0, 0),
\]  

(10)

where \( f_s(k, t| k_0, 0) \) is the probability of vertex \( s \) having degree \( k \) for the first time at \( t \), given that it had degree \( k_0 \) at time \( t_0 = 0 \). This probability can be obtained from the discrete time version of the first-passage process equation [10, 11], and can be cast as

\[
p_s(k, t| k_0, 0) = \sum_{t' = 0}^{t} f_s(k, t'| k_0, 0)p_s(k, t| k, t'),
\]  

(11)

which describes the probability \( p_s(k, t| k_0, 0) \) of the vertex \( s \) having degree \( k \) at time \( t \) (not necessarily for the first time), given that it had degree \( k_0 \) at time \( t_0 = 0 \). This is a sum of all disjoint probabilities where the degree of the vertex achieves degree \( k \) at time \( t' \) (\( \leq t \)) for the first time, and then reaches degree \( k \) again at instant \( t \). The initial condition \( p_s(k, 0| k_0, 0) = \delta_{k, k_0} \) is satisfied by assuming \( f_s(k, 0| k_0, 0) = \delta_{k, k_0} \) (an extra term in [11] associated to the initial condition is not required here as it is in the continuous-time version [10, 11] of the equation).

The second important symmetry of our models can be seen from the transitions rates \( \omega_{HR} \) and \( \omega_{WS} \); they are invariant under time translation. As a consequence, \( p_s(k, t| k', t') = p_s(k| k'; t - t') \) and \( f_s(k, t| k', t') = f_s(k| k'; t - t') \) depend on the difference \( t - t' \) only. Therefore, equation (11) can be cast as

\[
p_s(k| k_0; t) = \sum_{t' = 0}^{t} f_s(k| k_0; t')p_s(k; t - t').
\]  

(12)

As usual, the convolution product in (12) suggests the introduction of the characteristic function

\[
p^z_s(k| k_0; z) = \sum_{t=0}^{\infty} z^tp_s(k| k_0; t)
\]  

(13)

and a similar definition for the characteristic function of the function \( f_s \). Then, it is immediate that

\[
f^z_s(k| k_0; z) = \frac{p^z_s(k| k_0; z)}{p^z_0(k; z)},
\]  

(14)

and we can obtain \( f^z_s \) from \( p^z_s \). As stated before, this is a consequence of the time-translation invariance; models that do not have this symmetry (like the random recursive tree [8, 9] or Barabasi-Albert network [17]) do not display the form (12).

We are mainly interested in (14) because it provides some quantities of interest. The first one is

\[
A := \lim_{z \to 1} f^z_s(k| k_0; z) = \sum_{t=0}^{\infty} f_s(k| k_0; t),
\]  

(15)

which stands for the arriving probability of a vertex achieving degree \( k \), starting from degree \( k_0 \), at some time, while

\[
\langle t^2 \rangle = \lim_{z \to 1} (z\partial_z)^2 f^z_s(k| k_0; z) = \sum_{t=0}^{\infty} t^2 f_s(k| k_0; t),
\]  

(16)

where \( \partial_z \) stands for the partial derivation in \( z \) variable, shows that the quantity \( f^z_s \) is also useful to evaluate any moment of the first-passage time. In this work, we are particularly interested in the first and second moments, \( \langle t \rangle \) and \( \langle t^2 \rangle \), respectively; the latter is directly associated to the variance \( \sigma^2 = \langle t^2 \rangle - \langle t \rangle^2 \).

Hence, one can also expand (14) as

\[
f^z_s(k| k_0; z) = A + \langle t \rangle (z - 1) + \left[ \frac{\langle t^2 \rangle - \langle t \rangle^2}{2} \right] (z - 1)^2 + \cdots
\]  

(17)

and obtain the desired quantities \( (A, \langle t \rangle) \) and \( \langle t^2 \rangle \) through this representation.

### IV. RESULTS

In this section, we present the results for the first and second moments of the first-passage time for both models.
A. Time-dependent Erdős-Rényi model

The discrete time evolution for the dynamical version of Erdős-Rényi model, introduced in section II, is given by (1). Introducing the characteristic function

\[ p^K_x(K; t) = \sum_{k=0}^{\infty} K^k p_x(k|k_0; t) \]  

(18)

into (1) leads to

\[ p^K_x(K; t) = \left[ 1 - p + p \left( \frac{K}{N} + 1 - \frac{1}{N} \right)^2 \right]^t K^{k_0}, \]  

(19)

where the initial condition \( p_x(k|k_0; 0) = \delta_{k,k_0} \) or, equivalently, \( p^K_x(K; 0) = K^{k_0} \) was adopted. From (18), the probability \( p_x(k|k_0; t) \) is the coefficient of the term \( K^k \) in the series; therefore, expanding (19) and organizing the terms implies

\[
p_x(k|k_0; t) = \sum_{m=\lceil \frac{k}{2} \rceil}^{\infty} \binom{2m}{m} \left( \frac{2m}{\Delta} \right) \left( 1 - p \right)^{t-m} p^m \times \left( 1 - \frac{1}{N} \right)^{2m-\Delta} \frac{1}{N^\Delta}.
\]

(20)

From (20), the function \( p_x \) depends on the difference \( \Delta := k - k_0 \) only, and not on the initial and final degrees independently. This property is propagated to the quantities of interest in this work.

Using (20), the characteristic function (in time variable) of \( p_x \) is

\[
p^K_x(k|k_0; z) = \sum_{t=0}^{\infty} z^t p_x(k|k_0; t)
\]

\[
= \sum_{m=\lceil \frac{k}{2} \rceil}^{\infty} \binom{2m}{m} \left( \frac{2m}{\Delta} \right) \left( 1 - \frac{1}{N} \right)^{2m-\Delta} \frac{1}{N^\Delta} \left[ 1 - z \left( 1 - p \right) \right]^{m+1},
\]

(21)

from which one can also evaluate \( p^K_x(k|k; z) \) by taking \( k_0 = k \) (or \( \Delta = 0 \)). Then, using the relation

\[
\sum_{m=\lceil \frac{k}{2} \rceil}^{\infty} \binom{2m}{m} x^{2m} = \frac{x^\Delta}{2} \left( 1 - x \right)^{-1} + (-1)^\Delta (1 + x)^{-1},
\]

\[
(\Delta \in \mathbb{N}, x \in (-1, 1) \subset \mathbb{R}),
\]

(22)

which can be seen by combining the expansion of \( (1 \pm x)^{-\Delta} \) for \( |x| < 1 \), it is now possible to obtain the function \( f^K_x(k|k_0; z) \)

\[
f^K_x(k|k_0; z) = \frac{1 - \frac{1}{N^2}}{2(N-1)^\Delta} \left[ \frac{\zeta^\Delta}{(1 - \zeta)^{\Delta+1}} + \frac{(-1)^\Delta \zeta^\Delta}{(1 + \zeta)^{\Delta+1}} \right],
\]

(23)

where

\[
\zeta := \zeta(z) = \left( 1 - \frac{1}{N} \right) \sqrt{\frac{zp}{1 - z(1 - p)}}.
\]

(24)

Expanding (23) as in (17) is a tedious, but direct procedure. From this operation, the arrival probability can be obtained as being

\[
A_{ER} = 1 - \frac{1}{2N} \left[ 1 - \frac{(-1)^\Delta}{(2N - 1)^\Delta} \right].
\]

(25)

Although the dynamics suggests that the vertex \( s \) can achieve any larger degree if one waits a sufficiently long time, the probability (25) is less than one. However, this odd result is a consequence of the growing rule, which allows a vertex to increase its degree by two units by forming a loop. In this case, the targeted degree, \( k \), may be surpassed from \( k - 1 \) to \( k + 1 \) without being. For this reason, the arrival probability is not 1. Nonetheless, if one evaluates

\[
\sum_{t=0}^{\infty} f_x(\text{degree} \geq k|k_0; t) = \sum_{t=0}^{\infty} \left[ f_x(k|k_0; t) + \omega_{ER}(k+1|k-1)p_x(k-1, t) \right],
\]

(26)

which is a correction to (25), the arrival probability is 1, as expected. Note that the arrival probability (25) tends to 1 with the size of the network, which is expected since the loop becomes rare with the number of vertices. One should also note that this result is valid for any positive probability \( p \) (the case \( p = 0 \) is trivial), but does not depend explicitly on this parameter. As shown below, this parameter scales the time elapsed until a vertex reaches some degree for the first time, but it does not have any impact on the probability of reaching the pre-established degree (except the trivial case \( p = 0 \), when \( A = 0 \) for \( \Delta > 0 \)).

The first and second time moments can also be derived from (23). The leading term of the mean first-passage time is

\[
\langle t \rangle_{ER} \simeq \frac{N\Delta}{2p}
\]

(27)

for \( N \gg 1 \), while the second moment is

\[
\langle t^2 \rangle_{ER} \simeq \left( \frac{N}{2p} \right)^2 \Delta (\Delta + 1).
\]

(28)

The variance can also be determined from (27) and (28), and depends quadratically on \( N/2p \), but linearly on the difference \( \Delta := k - k_0 \) as \( \sigma^2_{ER} := \langle t^2 \rangle_{ER} - \langle t \rangle^2_{ER} \simeq \left( \frac{N}{2p} \right)^2 \Delta \). The results (27) and (28) are supported by numerical simulations, as one can see in figure III.
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FIG. 1. The mean first (left) and second (right) moments
of the first-passage time as a function of the ratio N/p for
the dynamical version of the Erdős-Rényi model with k₀ = 2
and k = 5. The simulations used 100 samples and compared
with the asymptotic results (27) and (28); the error bars are
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B. Time-dependent Watts-Strogatz model

The analysis of the dynamical version of the Watts-
Strogatz model is much more intricate than the previous
model. To convey better the ideas, all the technical de-
tails are presented in the supplemental material, and we
will restrict ourselves to highlighting only the important
points in this subsection.

The dynamics of this model was already presented in
[10], where the transition rates are given in (7), (8) and
Introducing a characteristic function that transforms
both the degree and time variables (see [18] and [13])
into new ones, the recurrence relation [6] can be converted
into the differential equation

\[
\frac{\partial}{\partial K} p_s^{K,z}(K, z) =
- \frac{M}{p} \left( \frac{1 - z^{-1}}{1 - K} + \frac{1 - p - z^{-1}}{N + K - 1} \right) p_s^{K,z}(K, z) -
- \frac{M z^{-1}}{p} \left( \frac{1}{1 - K} + \frac{1}{N + K - 1} \right) p_s^K(K, t = 0).
\]

(29)

Using the normalization condition \( p_s^{K,z}(K = 1, z) = \frac{1}{1 - z} \)
and assuming \( N \gg 1 \), the solution of (29) can be cast as

\[
p_s^{K,z}(K, z) = \frac{M z^{-1}}{p} (1 - K)^{-M \alpha} e^{-(1+\alpha)(1-K)} \times
\int_{K}^{1} d\xi e^{\gamma(1+\alpha)(1-\xi)} (1 - \xi)^{M \alpha - 1} p_s^z(\xi, t = 0),
\]

(30)

where

\[
\alpha := \frac{1}{p} (z^{-1} - 1).
\]

Then, returning back to the degree variable by invert-

\[
p_s^z(k|m; z) = \frac{1}{k!} \partial^k \left[ \frac{M z^{-1}}{p} A^1_n(K) \times
\int_{K}^{1} d\xi (1 - \xi)^{-1} A_n(\xi)^m \right]_{K \to 0},
\]

(32)

for \( m \in \{k, k_0\} \) and

\[
A_n(K) := e^{\gamma(1+\alpha)(1-K)} (1 - K)^{M \alpha}.
\]

(33)

The probability (32) is the key function to compute
[14], which can be used to evaluate some quantities of
interest through (17). This procedure is not direct as
it was in the case of the dynamical Erdős-Rényi model
and the technicalities are exposed in the supplemental
material. Here, we will show the results only.

The arrival probability in this model is

\[
A_{WS} = 1,
\]

(34)
as expected. No anomalous behavior as seen in the pre-
vious model is present here, where the degree changes by
a single unit only.

The leading term of the first-passage time is

\[
\langle t \rangle_{WS} \sim \begin{cases}
n! e^{n-1} \sum_{n=k_0}^{k-1} \Gamma(n+1, c) / c^n, & k > k_0 \\
N e^{n-1} \sum_{n=k}^{k_0-1} \gamma(n+1, c) / c^n, & k < k_0
\end{cases},
\]

(35)

where \( \Gamma(\cdot, \cdot) \) and \( \gamma(\cdot, \cdot) \) are, respectively, the upper and
lower incomplete Gamma functions. It is worth mention-
ing that this time is also proportional to \( N/p \), as in
the dynamical Erdős-Rényi model. The simulation of this
model supports the analytical expression (35), as shown
in figure [2].

On the other hand, the leading contribution to the
second moment is given by

\[
\langle t^2 \rangle_{WS} \sim \begin{cases}
d c^n, & k > k_0 \\
N e^{n-1} \sum_{n=k}^{k_0-1} \gamma(n+1, c) / c^n, & k < k_0
\end{cases},
\]

(36)
\[ \langle t^2 \rangle_{WS} \sim \begin{cases} 2 \left( \frac{N}{p} \right)^2 e^c k \sum_{n=k_0}^{k-1} \frac{n!}{c^n} \sum_{\ell=0}^{k-1} \frac{\Gamma(m+1,c)}{c^m} , & k > k_0 \\ 2 \left( \frac{N}{p} \right)^2 e^c \sum_{n=k}^{k_0-1} \frac{n!}{c^n} \sum_{\ell=k_0}^{\infty} \frac{\Gamma(m+1,c)}{c^m} , & k < k_0 \end{cases} \]

FIG. 3. The (mean) second moment of the first-passage time as a function of the ratio \( N/p \). Left: \( k_0 = 2 \) and \( k = 5 \); right: \( k_0 = 5 \) and \( k = 2 \). In both graphs, the mean degree of the network is \( c = 4 \) and the results were obtained from 100 samples; the error bar is smaller than the size of the points. These simulations were compared with the analytical result (36).

and is proportional to \( (N/p)^2 \). The validity of this was tested by comparing to simulation in figure 3. There is an alternative representation of (36) in the supplementary material, but the form given here seems to be the most compact one. Naturally, (36) and (35) can be used to compute the variance, which is also proportional to \( (N/p)^2 \). Since this expression shows no special aesthetic appeal, it will not be presented here.

V. CONCLUSION

In this work, we investigated the time needed for a vertex to achieve a pre-established degree for the first time. The main strategy was mapping the problem into a first-passage problem in degree space. The gain/loss of degrees was illustrated by the time-dependent version of the Erdős-Rényi and Watts-Strogatz models, which display time-translational symmetry. This property was explored and analytical results concerning the first and second moments of the first-passage time were obtained. In both cases, the arrival probability ensured that the pre-established degree is achieved with probability 1 (with a careful interpretation in the case of the Erdős-Rényi dynamics). Furthermore, the mean first-passage time is scaled linearly with the ratio \( N/p \) for both models in the asymptotic regime of large networks, while this scale is quadratic for the second moment also in both models. On the other hand, these moments depend on the difference \( \Delta \) in the Erdős-Rényi network only. In the dynamical Watts-Strogatz model, both moments depend on the initial and final degrees independently, as can be seen from (35) and (36), although the structure of both \( \langle t \rangle_{WS} \) and \( \langle t^2 \rangle_{WS} \) can be compactly represented as a sum of terms involving upper (lower) incomplete Gamma functions when the final degree is larger (smaller) than the initial one.
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VI. SUPPLEMENTAL MATERIAL

The next sections provide the details to obtain the first and second moments of the first-passage distribution of the dynamical Watts-Strogatz model. For convenience, some definitions and results from the main text are repeated here.

VII. FIRST-PASSAGE FUNCTION

The starting point is the recurrence relation

\[ p_s(k, t + 1) = \omega_{WS}(k|k - 1)p_s(k - 1, t) + \omega_{WS}(k|k + 1)p_s(k + 1, t) + \omega_{WS}(k|k)p_s(k, t), \]  

where \( p_s(k, t) \) is the probability of the vertex \( s \) having degree \( k \) at time \( t \) and \( \omega_{WS}(k|m) \) is the conditional probability of a vertex of degree \( m \) change to a state of degree \( k \). For the dynamical version of the Watts-Strogatz model, these probabilities are

\[ \omega_{WS}(k|k - 1) = \left(1 - \frac{k - 1}{M}\right) \frac{p}{N}, \quad \omega_{WS}(k|k + 1) = \frac{k + 1}{M} \left(1 - \frac{1}{N}\right), \quad \text{and} \quad \omega_{WS}(k|k) = 1 + p \left(\frac{2k}{MN} - \frac{1}{N} - \frac{k}{M}\right), \]

as shown in the main text. Here, \( p \) is the linking probability, and \( N \) and \( M \) are the total number of vertices and degrees, respectively, related by

\[ M = cN, \]

where \( c \) is the mean degree of the Watts-Strogatz network. From the discrete Laplace transforms

\[ p^K_s(K, t) = \sum_{k=0}^{\infty} K^k p_s(k, t) \quad \text{and} \quad p^{K\zeta}_s(K, z) = \sum_{t=0}^{\infty} z^t p^K_s(K, t), \]

the recurrence relation \([S1]\) can be cast as

\[ \partial_K p^{K\zeta}_s(K, t) = -\frac{M}{p} \left(1 - z^{-1}\right) \frac{1 - p - z^{-1}}{1 - K + N + K - 1} p^{K\zeta}_s(K, z) - \frac{Mz^{-1}}{p} \left(\frac{1}{1 - K} + \frac{1}{N + K - 1}\right) p^K_s(K, t = 0). \]

Using the boundary condition \( p^{K\zeta}_s(1, z) = (1 - z)^{-1} \), which is the normalization condition, the solution of the differential equation \([S5]\) is

\[ p^{K\zeta}_s(K, t) = \frac{MNz^{-1}}{p} \frac{(N + K - 1)^{M(a+1)}}{(1 - K)^{Ma}} \int_K^1 d\xi \frac{(1 - \xi)^{Ma-1}}{(N + \xi - 1)^{Ma+M+1}} p^K_s(\xi, t = 0), \]

where

\[ \alpha := \frac{1}{p} (z^{-1} - 1). \]

Since

\[ (N + K - 1)^{Ma+M} = N^{Ma+1} e^{-c(a+1)(1-K)} \left[1 + \mathcal{O}(N^{-1})\right], \]

the Laplace-transformed degree distribution \([S6]\) equals

\[ p^{K\zeta}_s(K, t) = \frac{Mz^{-1}}{p} (1 - K)^{-Ma} e^{-c(a+1)(1-K)} \int_K^1 d\xi (1 - \xi)^{Ma-1} e^{c(a+1)(1-\xi)} p^K_s(\xi, t = 0), \]
 except for terms which are $O(N^{-1})$ times smaller. Defining

\[ A_\alpha(K) := e^{c(1+\alpha)(1-K)} (1 - K)^{\ell\alpha}, \]  

(S10)

and taking the inverse Laplace transformation in the first argument of $P^Kz(K, z)$ through

\[ p^*_z(k, z) = \frac{1}{k!} \lim_{K \to 0} \frac{d^k}{dK^k} P^Kz(K, z) \]

(S11)

leads to

\[ p^*_z(k, z) = \frac{1}{k!} \lim_{K \to 0} \frac{d^k}{dK^k} \left[ \frac{Mz^{-1}}{p} A_\alpha^{-1}(K) \int_1^1 d\xi (1 - \xi)^{-1} A_\alpha(\xi) P^K(\xi, t = 0) \right]. \]  

(S12)

One should keep in mind that the expression above for $p^*_z$ depends on the initial condition of $p^K_z$ at time $t = 0$. If the network starts with degree $m$, one has $p^K_z(\xi, t = 0) = \xi^m$, which implies

\[ p^*_z(k|m; z) = \frac{1}{k!} \lim_{K \to 0} \frac{d^k}{dK^k} \left[ \frac{Mz^{-1}}{p} A_\alpha^{-1}(K) \int_1^1 d\xi (1 - \xi)^{-1} A_\alpha(\xi) \xi^m \right], \]  

(S13)

and a new notation, $p^*_z(k|m; z)$, was introduced to make clear the initial degree. Then, the key function $f^*_z$ defined in the main text can be cast as

\[ f^*_z(k|k_0; z) = p^*_z(k|k_0; z) = \frac{d^k}{dK^k} \left[ A_\alpha^{-1}(K) \int_K^1 d\xi (1 - \xi)^{-1} A_\alpha(\xi) \xi^{k_0} \right]_{K \to 0}. \]  

(S14)

The main point investigated is the following: given a vertex of the network (with $N$ vertices and total degree $M = cN$, where $c$ is the mean degree) with degree $k_0$, one is interested in the time needed to it reach degree $k$ for the first time. For $\lambda \in \{k_0, k\}$, and expanding the multiple derivatives in (S14) leads to

\[ \frac{d^k}{dK^k} \left[ A_\alpha^{-1}(K) \int_K^1 d\xi (1 - \xi)^{-1} A_\alpha(\xi) \xi^\lambda \right]_{K \to 0} = \left[ A_\alpha^{-1}(K) \right]_{K \to 0} \int_0^1 d\xi (1 - \xi)^{-1} A_\alpha(\xi) \xi^\lambda + \theta(k - 1) \sum_{\ell=1}^k \binom{k}{\ell} [A_\alpha^{-1}(K)]_{K \to 0}^{(k-\ell)} \int_K^1 d\xi (1 - \xi)^{-1} A_\alpha(\xi) \xi^{\ell}, \]  

(S15)

where $f^{(n)}$ stands for the $n$th derivative of $f$ and

\[ \theta(x) = \begin{cases} 1, & x \geq 0 \\ 0, & x < 0 \end{cases} \]  

(S16)

is the unit step function. Although the introduction of this function is redundant (for instance, one might define $\sum_{\ell=1}^0 (\cdots)$ to be zero in (S15)), it helps to keep in mind the range of the variables that produces nonzero contributions. This is particularly useful in later calculations where many of such constraints appear. One should note that

\[ \int_K^1 d\xi (1 - \xi)^{-1} A_\alpha(\xi) \xi^\lambda \right]_{K \to 0}^{(\ell)} = \left[(1 - K)^{-1} A_\alpha(K)K^\lambda\right]_{K \to 0}^{(\ell-1)} + \theta(\ell - 1 - \lambda) \left[(1 - K)^{-1} A_\alpha(K)\right]_{K \to 0}^{(\ell-1-\lambda)}, \lambda \leq \ell - 1, \]  

(S17)

where the factor $\theta(\ell - 1 - \lambda)$ is a reminder that the condition $\lambda \leq \ell - 1$ should be satisfied to generate a nonzero result.
From (S17), the expression (S14) can be written as

\[
f^\varepsilon_\theta(k|k_0; z) = \frac{\int_0^1 d\xi \ (1 - \xi)^{-1} A_\alpha(\xi)\xi^{k_0}}{\int_0^1 d\xi \ (1 - \xi)^{-1} A_\alpha(\xi)\xi^k} \\
- \theta(k - 1) \sum_{\ell=k_0+1}^k \binom{k}{\ell} \frac{\theta(\xi^{k_0})}{(1 - k_0)^{\ell-1}} \frac{\int_0^1 d\xi \ (1 - \xi)^{-1} A_\alpha(\xi)\xi^k}{A_\alpha^{-1}(K)_{K\to 0} f_0^1 d\xi \ (1 - \xi)^{-1} A_\alpha(\xi)\xi^k}.
\]

(S18)

From now on, the notation

\[
\Delta := k - k_0
\]

(S19)

will be adopted. Therefore, from \(\theta(k - 1)\theta(k - k_0 - 1) = \theta(k - k_0 - 1) = \theta(\Delta - 1)\), one has

\[
f^\varepsilon_\theta(k|k_0; z) = \frac{\int_0^1 d\xi \ (1 - \xi)^{-1} A_\alpha(\xi)\xi^{k_0}}{\int_0^1 d\xi \ (1 - \xi)^{-1} A_\alpha(\xi)\xi^k} \\
- \theta(\Delta - 1) \sum_{\ell=k_0+1}^k \binom{k}{\ell} \frac{\theta(\xi^{k_0})}{(1 - k_0)^{\ell-1}} \frac{\int_0^1 d\xi \ (1 - \xi)^{-1} A_\alpha(\xi)\xi^k}{A_\alpha^{-1}(K)_{K\to 0} f_0^1 d\xi \ (1 - \xi)^{-1} A_\alpha(\xi)\xi^k}.
\]

(S20)

VIII. SOME KEY FUNCTIONS

In this section, the behavior of the following functions will be examined.

(i) \(\int_0^1 d\xi \ (1 - \xi)^{-1} A_\alpha(\xi)\xi^\lambda, \ \lambda \in \{k_0, k\}\)

(ii) \(\left[A_\alpha^{-1}(K)\right]^{(n)}_{K\to 0}\)

(iii) \(\left[(1 - K)^{-1} A_\alpha(K)\right]^{(n)}_{K\to 0}\)

The asymptotic behavior of these three functions for small \(\alpha\) will be considered. The first and second-order terms in \(\alpha\) are directly related to the first and second first-passage time moments.

A. The function \(\int_0^1 d\xi \ (1 - \xi)^{-1} A_\alpha(\xi)\xi^\lambda, \ \lambda \in \{k_0, k\}\)

Integrating \(\int_0^1 d\xi \ (1 - \xi)^{-1} A_\alpha(\xi)\xi^\lambda (\lambda \in \{k_0, k\}\) and \(A_\alpha\) given by (S10)) by parts yields

\[
\int_0^1 d\xi \ (1 - \xi)^{-1} A_\alpha(\xi)\xi^\lambda = \frac{1}{M_\alpha} \left\{ \delta_{\lambda,0} e^{c(1+\alpha)} + \int_0^1 d\xi \ (1 - \xi)^{M_\alpha} e^{c(1+\alpha)(1-\xi)}\xi^{\lambda-1} [\lambda - c(1 + \alpha)] \right\},
\]

(S21)

where \(\delta_{m,n}\) stands for the Kronecker delta, defined by

\[
\delta_{m,n} = \begin{cases} 1 & , m = n \\ 0 & , m \neq n \end{cases}.
\]

(S22)
By expanding the expression inside the brace in (S21) for \( \alpha \sim 0 \) leads to

\[
\int_0^1 d\xi \frac{1}{(1-\xi)^{-1}} A_\alpha(\xi) \xi^\lambda = \\
= \frac{1}{M\alpha} \left\{ e^{c\delta_{\lambda,0}} + \int_0^1 d\xi \, e^{c(1-\xi)} \xi^{\lambda-1} (\lambda-c\xi) + \\
+ \alpha c e^{c\delta_{\lambda,0}} + \alpha \int_0^1 d\xi \, e^{c(1-\xi)} \xi^{\lambda-1} \left[ M (\lambda-c\xi) \ln(1-\xi) + c (\lambda-c\xi) (1-\xi) - c\xi \right] + \\
+ \alpha^2 \frac{c^2}{2} e^{c\delta_{\lambda,0}} + \alpha^2 \int_0^1 d\xi \, e^{c(1-\xi)} \xi^{\lambda-1} \left[ \frac{M^2}{2} (\lambda-c\xi) \ln^2(1-\xi) + Mc (\lambda-c\xi) (1-\xi) \ln(1-\xi) - \\
- Mc\xi \ln(1-\xi) + \frac{c^2}{2} (\lambda-c\xi) (1-\xi)^2 - e^2 (1-\xi) \right] + O(\alpha^3) \right\}.
\] (S23)

Defining

\[
\begin{align*}
\Omega_1(\lambda) &:= \int_0^1 d\xi \, e^{c(1-\xi)} \xi^{\lambda-1} (\lambda-c\xi) \ln(1-\xi) \\
\Omega_2(\lambda) &:= \int_0^1 d\xi \, e^{c(1-\xi)} \xi^{\lambda-1} (\lambda-c\xi) \ln^2(1-\xi)
\end{align*}
\]

(S24)

and from the relation

\[
\int_0^1 d\xi \, e^{c(1-\xi)} \xi^m = m! e^{-m-1} \sum_{\ell=0}^{\infty} \frac{e^\ell}{\ell!}, \quad (m \in \{0,1,2,\ldots\}),
\] (S25)

one can cast (S23) as

\[
\int_0^1 d\xi \, (1-\xi)^{-1} A_\alpha(\xi) \xi^\lambda = \frac{1}{M\alpha} \left[ 1 + \alpha M \Omega_1(\lambda) + \frac{\alpha^2 M^2}{2} \Omega_2(\lambda) + \alpha^2 Mc \int_0^1 d\xi \, e^{c(1-\xi)} \xi^{\lambda-1} (\lambda-c\xi) (1-\xi) \ln(1-\xi) - \\
- \alpha^2 Mc \int_0^1 d\xi \, e^{c(1-\xi)} \xi^{\lambda-1} \ln(1-\xi) + O(\alpha^3) \right].
\] (S26)

after some lengthy (but direct) calculations. Integrating the last integral in (S26), \( \int_0^1 d\xi \, e^{c(1-\xi)} \xi^\lambda \ln(1-\xi) \), by parts (choosing the resulting integral to be composed by the antiderivative of \( \ln(1-\xi) \) and derivative of \( e^{c(1-\xi)} \xi^\lambda \)), the term associated to \( \alpha^2 \) is simplified. Using (S25) again, one can finally state that

\[
\int_0^1 d\xi \, (1-\xi)^{-1} A_\alpha(\xi) \xi^\lambda = \frac{1}{M\alpha} \left[ 1 + \alpha M \Omega_1(\lambda) + \frac{\alpha^2 M^2}{2} \Omega_2(\lambda) + \alpha^2 Mc \int_0^1 d\xi \, e^{c(1-\xi)} \xi^{\lambda-1} + O(\alpha^3) \right].
\] (S27)

B. The function \([A_{\alpha}^{-1}(K)]^{(n)}_{K \rightarrow 0}\)

From the definition (S10) of \( A_\alpha \),

\[
[A_{\alpha}^{-1}(K)]^{(n)}_{K \rightarrow 0} = \sum_{\ell=0}^{n} \binom{n}{\ell} \left[ e^{-c(1+\alpha)(1-K)} \right]^{(n-\ell)}_{K \rightarrow 0} \left[ (1-K)^{-M\alpha} \right]^{(\ell)}_{K \rightarrow 0} \\
= \sum_{\ell=0}^{n} \binom{n}{\ell} e^{-c(1+\alpha)} \left[ e^c (1+\alpha) \right]^{n-\ell} \frac{\Gamma(M\alpha+\ell)}{\Gamma(M\alpha)} \\
= [e^c (1+\alpha)]^{n} e^{-c(1+\alpha)} + \theta(n-1) \sum_{\ell=1}^{n} \binom{n}{\ell} e^{-c(1+\alpha)} \left[ e^c (1+\alpha) \right]^{n-\ell} (M\alpha) \cdots (M\alpha+\ell-1),
\] (S28)
where the sum was splitted in the $\ell = 0$ term and the $\ell > 0$ ones. Again, the factor $\theta(n - 1)$ was introduced as a reminder that the last sum is nonzero for $n \geq 1$ only. Expanding (S28) for small $\alpha$ leads to

$$[A_{\alpha}^{-1}(K)]_{K \to 0}^{(n)} = c^n e^{-c} + \alpha (n - c) c^n e^{-c} + \alpha M e^{-c} \theta(n - 1)n! \sum_{\ell=0}^{n-1} \frac{\ell^\ell}{\ell!} \frac{1}{n - \ell} + \mathcal{O}(\alpha^2).$$

(S29)

There is no need to determine exactly the second-order term in this case, as it will be seen later.

C. The function $[\{1 - K\}^{-1} A_{\alpha}(K)]_{K \to 0}^{(n)}$

One may first expand $(1 - K)^{-1} A_{\alpha}(K)$ in power of $\alpha$ first, which leads to

$$\left[(1 - K)^{-1} A_{\alpha}(K)\right]_{K \to 0}^{(n)} = \left[c e^{(1 - K)} (1 - K)^{-1} + \alpha c e^{(1 - K)} + \alpha M e^{(1 - K)} (1 - K)^{-1} \ln (1 - K)\right]_{K \to 0}^{(n)} + \mathcal{O}(\alpha^2).$$

(S30)

Then, from

$$\left[e^{(1 - K)} (1 - K)^{-1}\right]_{K \to 0}^{(n)} = n! c^n \sum_{\ell=0}^{n} \frac{(c)^n \ell!}{\ell!} \left(1 - K\right)^{(\ell)}_{K \to 0} = n! c^n \sum_{u=0}^{n} \frac{(-c)^n}{u!},$$

(S31)

and $[\ln (1 - K)]_{K \to 0}^{(r)} = -\theta(r - 1)(r - 1)!$, one has

$$\left[(1 - K)^{-1} A_{\alpha}(K)\right]_{K \to 0}^{(n)} = n! c^n \sum_{\ell=0}^{n} \frac{(c)^n \ell!}{\ell!} + \alpha \left[c e^{(-c)^n} - M n! c^n \theta(n - 1) \sum_{\ell=0}^{n-1} \frac{1}{n - \ell} \sum_{m=0}^{\ell} \frac{(-c)^m}{m!}\right] + \mathcal{O}(\alpha^2).$$

(S32)

IX. EXPANSION OF THE FIRST-PASSAGE FUNCTION

One should now insert (S27), (S29) and (S32) into (S20), and expanding the resulting expression in $\alpha$. After a lengthy (but direct) calculation, it leads to

$$f^+_x (k|k_0; z) = 1 + \alpha L(k, k_0) + \alpha^2 Q(k, k_0) + \mathcal{O}(\alpha^3),$$

(S33)

where the coefficients of the linear and quadratic terms are given, respectively, by

$$L(k, k_0) := M \left[\Omega_1(k_0) - \Omega_1(k)\right] - M \theta(\Delta - 1) e^c \sum_{\ell=k_0+1}^{k} \frac{k!}{(k-\ell)!} \frac{c^- \ell^{-k_0}}{\ell!} \sum_{m=0}^{\ell-1-k_0} \frac{(-c)^m}{m!},$$

$$= M \left[\Omega_1(k_0) - \Omega_1(k)\right] - M \theta(\Delta - 1) e^c \sum_{\ell=0}^{\Delta-1-k} \frac{c^\ell-k}{\ell! \Delta-1-k} \sum_{m=0}^{\Delta-1-k} \frac{(-c)^m}{m!},$$

(S34)

where the change of variable $\ell \rightarrow k - \ell$ was performed in the last passage, and

$$Q(k, k_0) := M^2 \left[\frac{1}{2} \Omega_2(k_0) - \frac{1}{2} \Omega_2(k) + \Omega_2^2(k_0) - \Omega_2(k_0) \Omega_1(k_0) \Omega_1(k)\right] + M c \int_{0}^{1} d\xi e^{(1 - \xi)} (\xi^k_0 - \xi^k) +$$

$$+ M e^{c-\theta} (\Delta - 1) \sum_{\ell=k_0+1}^{k} \frac{k!}{(k-\ell)!} \left\{c^{-\ell} \ell^{-k_0} \frac{(-c)^{\ell-k_0}}{\ell!} + \ell^\ell \sum_{m=0}^{\ell-1-k_0} \frac{(-c)^m}{m!}\right\} +$$

$$+ M \Omega_1(k) e^{k-\ell} \sum_{m=0}^{\ell-1-k_0} \frac{(-c)^m}{m!} - M (k - \ell)! \theta(k - \ell - 1) \left\{\frac{(-c)^m}{m!} \sum_{q=0}^{m-1} \frac{c^q}{q!} \frac{1}{k-\ell-q} + \right\},$$

(S35)

From now on, the behavior of the coefficients $L(k, k_0)$ and $Q(k, k_0)$ is analyzed. In the next section, some useful relations are presented to deal with this task.
X. SOME USEFUL RELATIONS

For any positive $u > 0$, the relations

$$\frac{1}{u} = \int_1^\infty dx \, x^{-u-1}$$  \hspace{1cm} (S36)

and

$$\frac{1}{u^\alpha} = \frac{1}{\Gamma(\alpha)} \int_0^\infty dx \, e^{-ux} x^{\alpha-1} \quad (\alpha > 0)$$ \hspace{1cm} (S37)

will be used extensively, as well as the relations

$$\sum_{n=0}^a \frac{x^n}{n!} = e^{\gamma(a+1, x)} / a! \quad \text{and} \quad \sum_{n=a+1}^{\infty} \frac{x^n}{n!} = \frac{e^x - \gamma(a+1, x)}{a!},$$  \hspace{1cm} (S38)

where $a$ is a non-negative integer number and $x \in \mathbb{R}$. Furthermore, $\Gamma$ and $\gamma$ are the (upper and lower, respectively) incomplete Gamma functions, defined as

$$\Gamma(n, x) := \int_x^\infty dt \, e^{-t} t^{n-1} \quad \text{and} \quad \gamma(n, x) := \int_0^x dt \, e^{-t} t^{n-1},$$ \hspace{1cm} (S39)

and satisfy

$$\Gamma(n, x) + \gamma(n, x) = \Gamma(n).$$ \hspace{1cm} (S40)

Both expressions in (S38) can be obtained by integrating the incomplete Gamma functions by part repeatedly. The incomplete Gamma functions also satisfy

$$\Gamma(n+1, x) = n \Gamma(n, x) + x^n e^{-x} \quad \text{and} \quad \gamma(n+1, x) = n \gamma(n, x) - x^n e^{-x}.$$ \hspace{1cm} (S41)

Defining

$$\psi(\lambda) := \int_0^1 d\xi \, e^{c(1-\xi)} \xi^\lambda \ln (1 - \xi)$$ \hspace{1cm} (S42)

for non-negative integer $\lambda$, one can see, from the definition (S24), that

$$\Omega_1(\lambda) = \lambda \psi(\lambda-1) - c \psi(\lambda),$$ \hspace{1cm} (S43)

where the arguments are taken to be non-negative. Inverting this recurrence relation yields

$$-\frac{c^{\lambda+1}}{\lambda!} \psi(\lambda) = \sum_{n=0}^\lambda \frac{c^n}{n!} \Omega_1(n).$$ \hspace{1cm} (S44)

By letting $\lambda \to \infty$, (S44) implies

$$\sum_{n=0}^{\infty} \frac{c^n}{n!} \Omega_1(n) = 0.$$ \hspace{1cm} (S45)

Another important relation is obtained by Taylor-expanding the logarithmic term in (S24) and invoking (S25), which allows one to derive

$$\Omega_1(a) - \Omega_1(b) = e^c \sum_{n=a}^{b-1} \frac{\gamma(n+1, c)}{e^{c^{n+1}}} \quad (a, b \in \{0, 1, 2, \ldots\} \subset \mathbb{Z} \text{ and } a < b).$$ \hspace{1cm} (S46)

There is also a relation involving differences of $\Omega_2$ functions. Firstly, expanding both logarithms in $\Omega_2$ defined in (S24) and using (S25), (S38) and (S39) yields

$$\Omega_2(\lambda) = \sum_{n,m=1}^{\infty} \left[ \frac{1}{nm} - \left( \frac{n+m}{nm} \right) \int_0^1 du \, e^{c(1-u)} u^{\lambda+n+m-1} \right].$$ \hspace{1cm} (S47)
Note that the expression inside the square brackets is symmetric with respect to \( n \) and \( m \), but it is not possible to split into two terms because the sum over each term diverges. Let \( a, b \in \{0, 1, 2, \ldots\} \subset \mathbb{Z} \) with \( a < b \). Taking into account the symmetry between \( n \) and \( m \) in the sum \( S^{47} \), one has

\[
\frac{1}{2} \left[ \Omega_2(a) - \Omega_2(b) \right] = \sum_{n,m=1}^{\infty} \frac{1}{n} \int_0^1 du \ e^{c(1-u)} u^{n+m-1} (u^b - u^a) = \int_0^1 du \ e^{c(1-u)} \left( \frac{u^b - u^a}{1 - u} \right) \ln (1 - u) \quad (a < b). \tag{S48}
\]

This formula can also be cast as

\[
\frac{1}{2} \left[ \Omega_2(a) - \Omega_2(b) \right] = \sum_{n=a}^{b-1} \int_0^1 du \ e^{c(1-u)} u^n \ln (1 - u) = \sum_{n=a}^{b-1} \psi(n), \tag{S49}
\]

where \( a < b \) and \( \psi \) is defined in \( S^{42} \).

In the next sections, the following integral is recurrent:

\[
\int_0^\infty dx \ e^{-ax} x^\beta \int_0^\infty dy \ e^{y(1-x)} \int_y^\infty dz \ e^{-z z^\gamma} \quad (\alpha, \beta, \gamma > 0 \text{ and } \beta > \gamma). \tag{S50}
\]

This integral shows an “apparent singularity”, which can be circumvented by a suitable procedure. Splitting the integral into two parts,

\[
\int_0^\infty dx \ e^{-ax} x^\beta \int_0^\infty dy \ e^{y(1-x)} \int_y^\infty dz \ e^{-z z^\gamma} = \int_0^1 dx \ e^{-ax} x^\beta \int_0^\infty dy \ e^{y(1-x)} \int_0^\infty dz \ e^{-z z^\gamma} + \int_1^\infty dx \ e^{-ax} x^\beta \int_0^\infty dy \ e^{y(1-x)} \int_y^\infty dz \ e^{-z z^\gamma}, \tag{S51}
\]

and changing the order of integration through \( \int_0^\infty dy \int_y^\infty dz \) leads to

\[
\int_0^\infty dx \ e^{-ax} x^\beta \int_0^\infty dy \ e^{y(1-x)} \int_y^\infty dz \ e^{-z z^\gamma} = \int_0^1 dx \ e^{-ax} x^\beta \int_0^\infty dy \ e^{y(1-x)} \int_0^\infty dz \ e^{-z z^\gamma} + \int_1^\infty dx \ e^{-ax} x^\beta \int_0^\infty dy \ e^{y(1-x)} \int_0^\infty dz \ e^{-z z^\gamma} = \int_0^1 dx \ e^{-ax} x^\beta \int_0^\infty dy \ e^{y(1-x)} \int_y^\infty dz \ e^{-z z^\gamma} + \int_1^\infty dx \ e^{-ax} x^\beta \int_0^\infty dy \ e^{y(1-x)} \int_0^\infty dz \ e^{-z z^\gamma} = \int_0^1 dx \ e^{-ax} x^\beta \int_0^\infty dy \ e^{y(1-x)} \int_y^\infty dz \ e^{-z z^\gamma} = \int_0^1 dx \ e^{-ax} x^\beta \int_0^\infty dy \ e^{y(1-x)} \int_y^\infty dz \ e^{-z z^\gamma} = \Gamma(\gamma + 1) \left[ \left( \frac{1}{x^{\gamma+1}} - 1 \right) \right] + \int_1^\infty dx \ e^{-ax} x^\beta \int_0^\infty dy \ e^{y(1-x)} \int_0^\infty dz \ e^{-z z^\gamma} = \Gamma(\gamma + 1) \left[ \left( \frac{1}{x^{\gamma+1}} - 1 \right) \right] \tag{S52}
\]

Then,

\[
\int_0^\infty dx \ e^{-ax} x^\beta \int_0^\infty dy \ e^{y(1-x)} \int_y^\infty dz \ e^{-z z^\gamma} = \Gamma(\gamma + 1) \sum_{n=\beta-\gamma-1}^{\beta-1} \frac{\Gamma(n+1)}{\alpha^{n+1}} \quad (\alpha, \beta, \gamma > 0 \text{ and } \beta > \gamma). \tag{S53}
\]

**XI. THE COEFFICIENT OF THE LINEAR TERM - L(k, k_0)**

In this section, the last term of \( S^{34} \) is analyzed. Since this term is associated with the factor \( \theta(\Delta - 1) \), it is assumed that \( \Delta \) is a positive integer. Then,

\[
k! e^c \sum_{\ell=0}^{\Delta-1} \frac{\ell!}{k - \ell} \sum_{m=0}^{\Delta-1-\ell} \frac{(-c)^m}{m!} = k! e^c \frac{(\Delta-1)!}{(\Delta-1)!} \int_1^\infty dw \ w^{k-1} \int_0^\infty dt \ e^{-t} \sum_{\ell=0}^{\Delta-1-\ell} \left( \frac{\Delta-1}{\ell} \right) t^{\Delta-1-\ell} (cw)^\ell = k! e^c \frac{(\Delta-1)!}{(\Delta-1)!} \int_1^\infty dw \ w^{k-1} \int_0^\infty dt \ e^{-t} (t + cw)^{\Delta-1} = \frac{1}{(\Delta-1)!} \int_0^\infty du \ e^{(1-u)w} \int_0^\infty dx \ e^{x(1-u)} \int_x^\infty dy \ e^{-y} y^{\Delta-1}, \tag{S54}
\]
where \( S36 \) and \( S38 \) (together with \( S39 \)) was invoked in the first passage, while \( S37 \) and some change of variables were used in the last passage. The resulting triple integral is evaluated using \( S53 \), and the result is

\[
k e^c \sum_{\ell=0}^{\Delta-1} \frac{e^{\ell-k}}{\ell!} \frac{1}{k-\ell} \sum_{m=0}^{\Delta-1-\ell} \frac{(-c)^m}{m!} = \sum_{n=k_0}^{k-1} \left[ \int_0^1 du \frac{e^{(1-u)n}}{c^{n+1}} + \int_1^\infty du \frac{e^{(1-u)n}}{c^{n+1}} \right] = e^c \sum_{n=k_0}^{k-1} \frac{\gamma(n+1,c)}{c^{n+1}} + \frac{\Gamma(n+1,c)}{c^{n+1}} \]  

\[ (k > k_0). \]  

(S55)

Therefore, from \( S46 \) and \( S55 \), the coefficient \( L(k, k_0) \) in \( S34 \) can be cast as

\[
L(k, k_0) = \begin{cases} 
-M e^c \frac{\Gamma(n+1,c)}{c^{n+1}}, & k > k_0 \\
-M e^c \frac{\gamma(n+1,c)}{c^{n+1}}, & k < k_0 
\end{cases} \]  

(S56)

XII. THE COEFFICIENT OF THE QUADRATIC TERM - \( Q(k, k_0) \)

By defining

\[
Q(k, k_0) = MQ_1(k, k_0) + M^2 Q_2(k, k_0),
\]

(S57)

the coefficient of the quadratic term \( S55 \) was split into two parts, where

\[
Q_1(k, k_0) := c \int_0^1 d\xi \frac{e^{(1-\xi)}}{\xi^{k_0} - \xi^k} + \frac{e^c k!}{c^k} \theta(\Delta - 1) \sum_{\ell=0}^{k} \frac{e^{\ell-k}}{(k-\ell)\ell} \left[ \frac{1}{\ell} \sum_{m=0}^{\ell-k_0} \frac{(-c)^m}{m!} \right] \]

\[
+ e^c \frac{k!}{c^k} \theta(\Delta - 1) \sum_{\ell=0}^{k} \frac{k!}{c^k} \theta(\ell-k_0) \frac{e^{\ell-k_0}}{(k-\ell)\ell} \left[ \frac{1}{\ell} \sum_{m=0}^{\ell-k_0} \frac{(-c)^m}{m!} \right] 
\]

(S58)

and

\[
Q_2(k, k_0) := \frac{1}{2} \Omega_2(k_0) - \frac{1}{2} \Omega_2(k) + \Omega_2^2(k) - \Omega_1(k_0) \Omega_1(k) + \\
+ \frac{e^c k!}{c^k} \theta(\Delta - 1) \Omega_1(k) \sum_{\ell=0}^{k} \frac{\ell}{c^k} \frac{\ell!}{\ell!} \left[ \frac{1}{\ell} \sum_{m=0}^{\ell-k_0} \frac{(-c)^m}{m!} \right] \\
- \frac{e^c k!}{c^k} \theta(\Delta - 1) \sum_{\ell=0}^{k} \frac{\ell}{c^k} \frac{\ell!}{\ell!} \left[ \frac{1}{\ell} \sum_{m=0}^{\ell-k_0} \frac{(-c)^m}{m!} \right] \\
+ \frac{e^c k!}{c^k} \theta(\Delta - 1) \sum_{\ell=0}^{k} \frac{\ell}{c^k} \frac{\ell!}{\ell!} \left[ \frac{1}{\ell} \sum_{m=0}^{\ell-k_0} \frac{(-c)^m}{m!} \right] \\
+ \frac{e^c k!}{c^k} \theta(\Delta - 1) \sum_{\ell=0}^{k} \frac{\ell!}{c^k} \frac{\ell!}{\ell!} \theta(k-1) \left[ \frac{1}{\ell} \sum_{m=0}^{\ell-k_0} \frac{(-c)^m}{m!} \right] \\
\sum_{q=0}^{\ell-k_0} \frac{c^q}{q!} \frac{1}{k-q}. \]  

(S59)

The functions \( Q_1 \) and \( Q_2 \) are, respectively, the coefficients of the second-order terms (in \( \alpha \)) associated to \( M \) and \( M^2 \). Naturally, the dominant term of \( Q \) is given by \( M^2 Q_2 \), but the exact expression for \( Q_1 \) will also be determined, which is useful for numerical purposes.
A. The coefficient of the quadratic term - the $Q_1(k, k_0)$ term

Starting from (S58), invoking (S25) and (S38) to deal with the integral, and introducing the variable $u = \ell - 1 - k_0$ leads to

$$Q_1(k, k_0) := e^c \left[ \frac{\gamma(k_0 + 1, c)}{e^{k_0}} - \frac{\gamma(k + 1, c)}{e^k} \right] + e^c k! \frac{\theta(\Delta - 1)}{\Delta - 1 - u} \left[ \sum_{m=0}^{\Delta-1} \frac{(-c)^m}{u + m!} + \frac{\Delta-1}{\Delta - 1 - u} \frac{(-c)^{u+1}}{u + k_0 + 1} \right].$$

From (S38), (S39) and the integral representation of the Gamma function, one has

$$\sum_{u=0}^{\Delta-1} \frac{(-c)^{u+1}}{u + k_0 + 1} = \sum_{u=0}^{\Delta-1} \frac{c^{\Delta-1-u}}{(\Delta - 1 - u)!} \frac{(-c)^u}{u!} \int_{-c}^{\infty} dt e^{-t^u} = \frac{e^{-c}}{(\Delta - 1)!} \int_{-c}^{\infty} dt e^{-t} \sum_{u=0}^{\Delta-1} \frac{(-1)^u}{u!} c^{\Delta-1-u} t^u = \frac{e^{-c}}{(\Delta - 1)!} \int_{-c}^{\infty} dt e^{-t} (t + c)^{\Delta-1} = 1. \quad (S60)$$

Furthermore, from (S30), it is also possible to show that

$$\sum_{u=0}^{\Delta-1} \frac{c^{\Delta-1-u}}{(\Delta - 1 - u)!} \frac{(-c)^u}{u!} \frac{1}{u + k_0 + 1} = \sum_{u=0}^{\Delta-1} \frac{c^{\Delta-1-u}}{(\Delta - 1 - u)!} \frac{(-c)^{u+1}}{u + k_0 + 1} \int_1^{\infty} dw w^{-(u+k_0+1)-1} = \frac{(-c)}{(\Delta - 1)!} \int_1^{\infty} dw w^{-(u+k_0+1)-1} \sum_{u=0}^{\Delta-1} \frac{(-1)^u}{u!} c^{\Delta-1-u} w^u$$

$$= \frac{(-c)}{(\Delta - 1)!} \int_1^{\infty} dw w^{-k_0-1} \sum_{u=0}^{\Delta-1} \frac{(-c)^u}{u!} c^{\Delta-1-u} w^u = - \frac{e^c}{(\Delta - 1)!} \int_0^{\infty} dy y^{\Delta-1} \frac{1}{(y + 1)^{k+1} + 1} \quad (S62)$$

where the change of variable $y = w - 1$ was performed in the last passage. Invoking (S37), one can cast (S62) as

$$\sum_{u=0}^{\Delta-1} \frac{c^{\Delta-1-u}}{(\Delta - 1 - u)!} \frac{(-c)^u}{u!} \frac{1}{u + k_0 + 1} = - \frac{e^c}{(\Delta - 1)!} \int_0^{\infty} dy y^{\Delta-1} \frac{1}{(y + 1)^{k+1}} \int_0^{\infty} dt e^{-t(y+1)} t^k = - e^c \frac{k!}{k!}, \quad (S63)$$

where the integration in $y$ variable was performed before $t$ in the last passage.

Inserting (S61) and (S63) into (S60) leads to

$$Q_1(k, k_0) := e^c \left[ \frac{\gamma(k_0 + 1, c)}{e^{k_0}} - \frac{\gamma(k + 1, c)}{e^k} \right] + e^c \frac{\theta(\Delta - 1)}{\Delta - 1 - u} \left[ \sum_{m=0}^{\Delta-1} \frac{(-c)^m}{u + m!} + \frac{\Delta-1}{\Delta - 1 - u} \frac{(-c)^{u+1}}{u + k_0 + 1} \right].$$

obtained by (S40) (the $\Delta \geq 0$ case).
B. The coefficient of the quadratic term - the $Q_2(k, k_0)$ term (Part I)

Starting from $[\text{(S59)}]$, the introduction of the change of variable $u = \ell - 1 - k_0$ leads to

\[ Q_2(k, k_0) := \frac{1}{2} \Omega_2(k_0) - \frac{1}{2} \Omega_2(k) + \Omega_1^2(k) - \Omega_1(k_0)\Omega_1(k) + \]
\[ + \frac{e^{c_k!}}{c^k} \theta(\Delta - 1) \Omega_1(k) \sum_{u=0}^{\Delta - 1} \frac{e^{\Delta - 1 - u}}{(\Delta - 1 - u)!} \frac{1}{u + k_0 + 1} \sum_{m=0}^{u} \frac{(-c)^m}{m!} - \]
\[ - \frac{e^{c_k!}}{c^k} \theta(\Delta - 1) \sum_{u=0}^{\Delta - 1} \frac{\theta(\Delta - 2 - u)}{(\Delta - 1 - u)!} \frac{1}{u + k_0 + 1} \sum_{m=0}^{u} \frac{(-c)^m \Delta - 2 - u}{m!} \sum_{q=0}^{\Delta - 2 - u} \frac{e^q q!}{q!} \Delta - 1 - u - q + \]
\[ + \frac{e^{c_k!}}{c^k} \theta(\Delta - 1) \sum_{u=0}^{\Delta - 1} \frac{\theta(u - 1)}{(\Delta - 1 - u)!} \frac{1}{u + k_0 + 1} \sum_{m=0}^{u} \frac{(-c)^m \Delta - 1 - u - m}{m!} \sum_{q=0}^{\Delta - 1 - u - m} \frac{1}{q!} k - q + \]
\[ + \frac{e^{c_k!}}{c^k} \theta(\Delta - 1) \sum_{u=0}^{\Delta - 1} \frac{k! \theta(k - 1)}{(\Delta - 1 - u)!} \frac{1}{u + k_0 + 1} \sum_{m=0}^{u} \frac{(-c)^m \Delta - 1 - u - m}{m!} \sum_{q=0}^{\Delta - 1 - u - m} \frac{1}{q!} k - q. \]  \hspace{1cm} (S65)

Since $\theta(\Delta - 1) \sum_{u=0}^{\Delta - 1} \theta(\Delta - 2 - u) (\cdots) = \theta(\Delta - 2) \sum_{u=0}^{\Delta - 2} (\cdots)$, $\theta(\Delta - 1) \sum_{u=0}^{\Delta - 1} \theta(u - 1) (\cdots) = \theta(\Delta - 2) \sum_{u=0}^{\Delta - 1} (\cdots)$ and $\theta(\Delta - 1) \theta(k - 1) = \theta(\Delta - 1)$, the above expression can be cast as

\[ Q_2(k, k_0) := \frac{1}{2} \Omega_2(k_0) - \frac{1}{2} \Omega_2(k) + \Omega_1^2(k) - \Omega_1(k_0)\Omega_1(k) + \]
\[ + \frac{e^{c_k!}}{c^k} \theta(\Delta - 1) \Omega_1(k) \sum_{u=0}^{\Delta - 1} \frac{e^{\Delta - 1 - u}}{(\Delta - 1 - u)!} \frac{1}{u + k_0 + 1} \sum_{m=0}^{u} \frac{(-c)^m}{m!} - \]
\[ - \frac{e^{c_k!}}{c^k} \theta(\Delta - 2) \sum_{u=0}^{\Delta - 2} \frac{1}{u + k_0 + 1} \sum_{m=0}^{u} \frac{(-c)^m \Delta - 2 - u}{m!} \sum_{q=0}^{\Delta - 2 - u} \frac{e^q q!}{q!} \Delta - 1 - u - q + \]
\[ + \frac{e^{c_k!}}{c^k} \theta(\Delta - 2) \sum_{u=0}^{\Delta - 2} \frac{e^{\Delta - 2 - u}}{(\Delta - 2 - u)!} \frac{1}{u + k_0 + 2} \sum_{m=0}^{u} \frac{1}{u + 1 - m} \sum_{q=0}^{\Delta - 1 - u - m} \frac{m (-c)^q}{q!} + \]
\[ + \frac{e^{c_k!}}{c^k} \theta(\Delta - 1) \sum_{u=0}^{\Delta - 1} \frac{e^{\Delta - 1 - u} k!}{(\Delta - 1 - u)!} \frac{1}{u + k_0 + 1} \sum_{m=0}^{u} \frac{(-c)^m \Delta - 1 - u - m}{m!} \sum_{q=0}^{\Delta - 1 - u - m} \frac{1}{q!} k - q. \]  \hspace{1cm} (S66)

after a simple change of variable in the penultimate term. From $\frac{1}{(u + k_0 + 1)(u + 1 - m)} = \frac{1}{m + k_0 + 1} \left( \frac{1}{u + 1 - m} - \frac{1}{u + k_0 + 2} \right)$, the penultimate term in $[\text{S66}]$ can be written as

\[ \frac{e^{c_k!}}{c^k} \theta(\Delta - 2) \sum_{u=0}^{\Delta - 2} \frac{e^{\Delta - 2 - u}}{(\Delta - 2 - u)!} \frac{1}{u + k_0 + 2} \sum_{m=0}^{u} \frac{1}{u + 1 - m} \sum_{q=0}^{\Delta - 1 - u - m} \frac{m (-c)^q}{q!} = \]
\[ = \frac{e^{c_k!}}{c^k} \theta(\Delta - 2) \sum_{u=0}^{\Delta - 2} \frac{e^{\Delta - 2 - u}}{(\Delta - 2 - u)!} \frac{u}{m + k_0 + 1} \left( \frac{1}{u + 1 - m} - \frac{1}{u + k_0 + 2} \right) \sum_{q=0}^{\Delta - 1 - u - m} \frac{m (-c)^q}{q!}, \]  \hspace{1cm} (S67)
where the change of variable \( u \to \Delta - 2 - u \) was invoked in the last passage. Inverting the order of the summation through \( \sum_{u=0}^{\Delta-2} \sum_{m=0}^{\Delta-2-u} (\cdots) = \sum_{m=0}^{\Delta-2} \sum_{u=0}^{\Delta-2-m} (\cdots) \) and relabelling then some summation indices leads to

\[
\frac{e^ck^k}{c^k} \theta(\Delta - 2) \sum_{u=0}^{\Delta-2} \frac{e^{\Delta-2-u}}{[\Delta - 2 - u]!} \frac{1}{u + k_0 + 1} \sum_{m=0}^{\Delta-2-u} \frac{1}{m!} \sum_{q=0}^{\Delta-2-u} \frac{(-c)^m}{q! k-q} =
\]

\[
= -\frac{e^ck^k}{c^k} \theta(\Delta - 2) \sum_{u=0}^{\Delta-2} \frac{1}{u + k_0 + 1} \sum_{m=0}^{\Delta-2-u} \frac{(-c)^m}{m!} \sum_{q=0}^{\Delta-2-u} \frac{c^q}{q! k-q} +
\]

\[
+ \frac{e^ck^k}{c^k} \theta(\Delta - 2) \sum_{u=0}^{\Delta-2} \frac{1}{u + k_0 + 1} \sum_{m=0}^{\Delta-2-u} \frac{(-c)^m}{m!} \sum_{q=0}^{\Delta-2-u} \frac{c^q}{q! k-q},
\]

(S68)

and the last term matches the third line in (S66). Therefore, from (S66) and (S68), one has

\[
Q_2(k, k_0) := \frac{1}{2} \Omega_2(k_0) - \frac{1}{2} \Omega_2(k) + \Omega_1^2(k) - \Omega_1(k_0)\Omega_1(k) -
\]

\[
- \frac{k! e^c}{c^k} \theta(\Delta - 2) \sum_{u=0}^{\Delta-2} \frac{1}{u + k_0 + 1} \sum_{m=0}^{\Delta-2-u} \frac{c^q}{q! k-q} \sum_{m=0}^{\Delta-2-u} \frac{(-c)^m}{m!} +
\]

\[
+ \frac{k! e^c}{c^k} \theta(\Delta - 1)\Omega_1(k) \sum_{u=0}^{\Delta-1} \frac{e^{\Delta-1-u}}{[\Delta - 1 - u]!} \frac{1}{u + k_0 + 1} \sum_{m=0}^{u} \frac{(-c)^m}{m!} +
\]

\[
+ \frac{k! e^c}{c^k} \theta(\Delta - 1) \sum_{u=0}^{\Delta-1} \frac{e^{\Delta-1-u}}{[\Delta - 1 - u]!} \frac{k!}{u + k_0 + 1} \sum_{m=0}^{u} \frac{(-c)^m}{m!} \sum_{q=0}^{u} \frac{c^q}{q! k-q}.
\]

(S69)

Let \( Q_{2A}, Q_{2B} \) and \( Q_{2C} \) be defined by

\[
\begin{align*}
Q_{2A}(k, k_0) &:= \frac{k! e^c}{c^k} \sum_{u=0}^{\Delta-2} \frac{1}{u + k_0 + 1} \sum_{m=0}^{\Delta-2-u} \frac{c^q}{q! k-q} \sum_{m=0}^{\Delta-2-u} \frac{(-c)^m}{m!} \\
Q_{2B}(k, k_0) &:= \frac{k! e^c}{c^k} \sum_{u=0}^{\Delta-1} \frac{e^{\Delta-1-u}}{[\Delta - 1 - u]!} \frac{1}{u + k_0 + 1} \sum_{m=0}^{u} \frac{(-c)^m}{m!} \\
Q_{2C}(k, k_0) &:= \frac{k! e^c}{c^k} \sum_{u=0}^{\Delta-1} \frac{e^{\Delta-1-u}}{[\Delta - 1 - u]!} \frac{k!}{u + k_0 + 1} \sum_{m=0}^{u} \frac{(-c)^m}{m!} \sum_{q=0}^{u} \frac{c^q}{q! k-q}.
\end{align*}
\]

(S70)

These functions are part of (S69), and they are analyzed separately. All of them are associated with a factor \( \theta(\Delta - 1) \) or \( \theta(\Delta - 2) \), which allows one to concentrate on the case \( \Delta > 0 \) only in the next three subsections.

1. The \( Q_{2A}(k, k_0) \) function

From (S36) and (S38) (with (S39)), one can cast \( Q_{2A} \) as

\[
Q_{2A}(k, k_0) = \frac{k! e^{-k}}{(\Delta - 2)!} \int_1^\infty dw \int_1^\infty dz \int_1^\infty dy \int_{-c}^\infty dt \ e^{-t} \ e^{-\Delta-2-w} \ e^{-\Delta-2-u} \ e^{-y} \ e^{-w} \ e^{-t} \ \sum_{u=0}^{\Delta-2-u} \left(\frac{\Delta-2}{u}\right) \ (wy)^{\Delta-2-u} \ t^u
\]

\[
= \frac{k! e^{-k}}{(\Delta - 2)!} \int_1^\infty dw \int_1^\infty dz \int_1^\infty \ e^{-c} \ e^{-k} \ e^{-y} \ e^{-w} \ e^{-t} \ (wy + t)^{\Delta-2}.
\]

(S71)
Introducing the change of variables \( x = z - 1, v = y/c - 1 \) and \( s = t/c + w \) (replacing \( t \) for \( s \)) leads to

\[
Q_{2A}(k, k_0) = \frac{k!e^{-k_0}}{(\Delta - 2)!} \int_1^\infty dw e^{cw} w^{-k} \int_0^\infty dx e^{cx} (1 + x)^{-k-1} \int_x^\infty dv e^{-cv} \int_{w-1}^\infty ds e^{-cs} (wv + s)^{\Delta - 2} \\
= \frac{k!e^{-k_0}}{(\Delta - 2)!} \sum_{n=0}^{\Delta-2} \frac{(\Delta - 2)}{n} \int_1^\infty dw e^{cw} w^{-(k-n)} \int_{w-1}^\infty ds e^{-cs} s^{\Delta-2-n} \times \int_0^\infty dx e^{cx} (1 + x)^{-k-1} \int_x^\infty dv e^{-cv} \int_n^\infty dy e^{cy} y^n. \tag{S72}
\]

Changing the order of integration through \( \int_1^\infty dw \int_{w-1}^\infty ds (\cdots) = \int_0^\infty ds \int_1^{s+1} dw (\cdots) \), and then invoking \( \text{(S37)} \) leads to

\[
Q_{2A}(k, k_0) = \frac{k!e^{-k_0}}{(\Delta - 2)!} \sum_{n=0}^{\Delta-2} \frac{(\Delta - 2)}{n} \int_0^\infty ds e^{-cs} s^{\Delta-2-n} \int_1^{s+1} dw e^{cw} \frac{1}{(k-n-1)!} \int_0^\infty dz e^{-cw z^{k-n-1}} \times \int_0^\infty dz e^{-cz} \left[ \frac{1}{k!} \int_0^\infty dy e^{-y(1+x) y^k} \right] \int_x^\infty dv e^{-cv} y^n \\
= \frac{e^{-k}}{(\Delta - 2)!} \sum_{n=0}^{\Delta-2} \frac{(\Delta - 2)}{n} \frac{1}{(k-n-1)!} \int_0^\infty dz z^{k-n-1} \int_0^\infty ds e^{-cs} s^{\Delta-2-n} \int_1^{s+1} dw e^{(c-z)w} \times \int_0^\infty dy e^{-y} y^k \int_0^\infty dx e^{x(c-y)} \int_x^\infty dv e^{-cv} y^n. \tag{S73}
\]

In \( \text{(S73)} \), there are two independent triple integrals. The first one, which involves integration in \( z, s, \) and \( w \) variables, can be performed by a similar argument used to derive \( \text{(S53)} \) to circumvent an “apparent singularity”. The evaluation of the triple integral, which involves the variables \( y, x, \) and \( v \) can be done using \( \text{(S53)} \) after some simple change of variables. After these operations and some simplifications, one has

\[
Q_{2A}(k, k_0) = e^c \sum_{n=0}^{\Delta-2} \frac{e^{c(k-n-1)}}{(k-n-1)!} \sum_{\ell=k_0}^{k-n-2} \frac{\ell!}{\ell+1} \sum_{m=k-n-1}^{k-1} \frac{m!}{c^{m+1}}. \tag{S74}
\]

The introduction of the change of variable \( k - 1 - n \rightarrow n \) leads to

\[
Q_{2A}(k, k_0) = e^c \sum_{n=k_0+1}^{\Delta-2} \frac{e^{c n}}{n!} \sum_{\ell=k_0}^{n-1} \frac{\ell!}{\ell+1} \sum_{m=n}^{k-1} \frac{m!}{c^{m+1}}. \tag{S75}
\]

2. The \( Q_{2B}(k, k_0) \) function

From \( \text{(S36)} \) and \( \text{(S38)} \) (with \( \text{(S39)} \)), one can cast \( Q_{2B} \) as

\[
Q_{2B}(k, k_0) = \frac{k!e^{-k}}{(\Delta - 1)!} \int_1^\infty dw w^{-k-1} \int_{-c}^{\infty} dt e^{-t} \sum_{u=0}^{\Delta-1} \frac{(\Delta - 1)}{u} (cw)^{\Delta-1-u} t^u \\
= \frac{e^{-k}}{(\Delta - 1)!} \int_1^\infty dw \int_0^\infty dz e^{-zw z^k} \int_{-c}^{\infty} dt e^{-t (cw + t)^{\Delta-1}}, \tag{S76}
\]

where \( \text{(S37)} \) was invoked in the last passage. By the change of variables \( x = c(w - 1), y = t + c \) and \( r = z/c \), one has

\[
Q_{2B}(k, k_0) = \frac{e^c}{(\Delta - 1)!} \int_0^\infty dr e^{-cr r^k} \int_0^\infty dx e^{-rx} \int_0^\infty dy e^{-y} (x + y)^{\Delta-1} \\
= \frac{e^c}{(\Delta - 1)!} \int_0^\infty dr e^{-cr r^k} \int_0^\infty dx e^{x(1-r)} \int_x^\infty dv e^{-v \Delta-1}, \tag{S77}
\]

where the change of variable \( v = x + y \) (changing from \( y \) to \( v \)) was introduced. The resulting triple integral can be evaluated using \( \text{(S53)} \), which leads to

\[
Q_{2B}(k, k_0) = e^c \sum_{n=k_0}^{\Delta-1} \frac{n!}{c^{n+1}}. \tag{S78}
\]
3. The $Q_{2C}(k, k_0)$ function

This function can be seen as a product of two independent parts, which are

$$
e^{-k!} \frac{\Delta-1}{c^k} \sum_{u=0}^{\Delta-1} \frac{1}{(\Delta-1-u)!} u + k_0 + 1 \sum_{m=0}^{u} \frac{(-c)^m}{m!} \quad \text{and} \quad \frac{k!}{c^k} \sum_{q=0}^{k-1} \frac{c^q}{q!} \frac{1}{k-q}. \quad (S79)$$

The first one is equal to $Q_{2B}$ and, according to $\text{(S78)}$, can be cast as

$$e^{-k!} \frac{\Delta-1}{c^k} \sum_{u=0}^{\Delta-1} \frac{1}{(\Delta-1-u)!} u + k_0 + 1 \sum_{m=0}^{u} \frac{(-c)^m}{m!} = e^c \sum_{n=k_0}^{k-1} n! \frac{c^n}{c^{n+1}}. \quad (S80)$$

The second part of $Q_{2C}$, on the other hand, can be written as

$$\frac{k!}{c^k} \sum_{q=0}^{k-1} \frac{c^q}{q!} \frac{1}{k-q} = \frac{k!}{c^k} \int_1^\infty dw \frac{w^{-k-1}}{q!} \frac{(cw)^q}{q!} = \frac{k!}{c^k} \int_1^\infty dw \frac{1}{k!} \int_0^\infty dz e^{-z w-z^k} \int_0^{\infty} dt e^{-t w-z^k} = \frac{c^{c-1}}{(k-1)!} \int_1^\infty dw e^{cw} \int_0^\infty dz e^{-z w-z^k} \int_0^{\infty} dt e^{-t w-z^k}, \quad (S81)$$

where $(S36), (S38)$ (and $(S39)$) and $(S37)$ were used. Introducing the change of variables $x = c(w - 1)$, $y = t - c$ and $r = z/c$ leads to

$$\frac{k!}{c^k} \sum_{q=0}^{k-1} \frac{c^q}{q!} \frac{1}{k-q} = \frac{1}{(k-1)!} \sum_{n=0}^{k-1} \left( \frac{k-1}{n} \right) k^{k-1-n} \int_0^\infty dr e^{-c r} \int_0^\infty dx e^{c(1-r)} \int_0^\infty dy e^{-y y^n} = \sum_{m=0}^{k-1} \frac{c^m}{m!} \sum_{\ell=0}^{k-1} \frac{\ell!}{\ell^{\ell+1}}, \quad (S82)$$

where $(S53)$ was invoked in the last passage and some simple change of variables were performed. Inverting the order of the summation in $(S82)$ through $\sum_{m=0}^{k-1} \ell^{\ell+1} (\cdots) = \sum_{\ell=0}^{k-1} \sum_{m=0}^{\ell} (\cdots)$ leads to

$$\frac{k!}{c^k} \sum_{q=0}^{k-1} \frac{c^q}{q!} \frac{1}{k-q} = \sum_{\ell=0}^{k-1} \frac{\ell!}{\ell^{\ell+1}} \sum_{m=0}^{\ell} \frac{c^m}{m!} = e^c \sum_{\ell=0}^{k-1} \frac{\ell!}{\ell^{\ell+1}} \frac{\Gamma(\ell + 1, c)}, \quad (S83)$$

where $(S38)$ was used.

From $(S80)$ and $(S83)$, one has

$$Q_{2C}(k, k_0) = \left[ e^c \sum_{n=k_0}^{k-1} \frac{n!}{c^{n+1}} \right] \left[ e^c \sum_{\ell=0}^{k-1} \frac{\ell!}{\ell^{\ell+1}} \frac{\Gamma(\ell + 1, c)}{c^{\ell+1}} \right]. \quad (S84)$$

C. The coefficient of the quadratic term - the $Q_2(k, k_0)$ term (Part II)

After inserting $(S75), (S78)$ and $(S84)$ into $(S69)$, one has

$$Q_2(k, k_0) = \frac{1}{2} \Omega_2(k_0) - \frac{1}{2} \Omega_2(k) + \Omega_1(k) [\Omega_1(k) - \Omega_1(k_0)] - \theta(\Delta - 2) e^c \sum_{n=0}^{k-1} \frac{c^n}{n!} \sum_{\ell=0}^{n-1} \frac{\ell!}{\ell^{\ell+1}} \sum_{m=n}^{k-1} \frac{m!}{m^{m+1}}$$

$$+ \theta(\Delta - 1) \Omega_1(k) e^c \sum_{n=k_0}^{k-1} \frac{n!}{c^{n+1}} + \theta(\Delta - 1) \left[ e^c \sum_{n=k_0}^{k-1} \frac{n!}{c^{n+1}} \right] \left[ e^c \sum_{\ell=0}^{k-1} \frac{\ell!}{\ell^{\ell+1}} \frac{\Gamma(\ell + 1, c)}{c^{\ell+1}} \right]. \quad (S85)$$
Note that
\[-\theta(\Delta - 2)e^c \sum_{n=k_0+1}^{k} \frac{c^n}{n!} \sum_{\ell=k_0}^{\ell} \frac{\ell!}{c^{\ell+1}} \sum_{m=n}^{m} \frac{m!}{c^{m+1}} = \]
\[= -\theta(\Delta - 2)e^c \sum_{n=k_0+1}^{k} \frac{c^n}{n!} \left[ \sum_{\ell=k_0}^{\ell} \frac{\ell!}{c^{\ell+1}} - \frac{n!}{c^{n+1}} \right] \sum_{m=n}^{m} \frac{m!}{c^{m+1}} \]
\[= \theta(\Delta - 2)e^c \left[ \frac{1}{c} \sum_{n=k_0+1}^{k} \sum_{m=n}^{m} \frac{m!}{c^{m+1}} - \sum_{n=k_0+1}^{k} \frac{c^n}{n!} \sum_{\ell=k_0}^{\ell} \frac{\ell!}{c^{\ell+1}} \sum_{m=n}^{m} \frac{m!}{c^{m+1}} \right]. \quad (S86)\]

Introducing the change in the summation order \( \sum_{n=k_0+1}^{k} \sum_{m=n}^{m} \cdots = \sum_{m=k_0+1}^{m} \sum_{n=k_0+1}^{k} \cdots \) in the first sum, and splitting the second sum leads to
\[-\theta(\Delta - 2)e^c \sum_{n=k_0+1}^{k} \frac{c^n}{n!} \sum_{\ell=k_0}^{\ell} \frac{\ell!}{c^{\ell+1}} \sum_{m=n}^{m} \frac{m!}{c^{m+1}} = \]
\[= \theta(\Delta - 2)e^c \left\{ \frac{1}{c} \sum_{m=k_0+1}^{m} \sum_{n=k_0}^{n} \frac{m!}{c^{m+1}} \sum_{\ell=k_0}^{\ell} \frac{\ell!}{c^{\ell+1}} \sum_{n=0}^{n} \frac{c^n}{n!} \right\} \]
\[= \theta(\Delta - 1)e^c \left[ \frac{1}{c} \sum_{m=k_0}^{m} \frac{m!}{c^{m+1}} (m - k_0 + 1) - \sum_{n=k_0}^{n} \frac{c^n}{n!} \sum_{\ell=k_0}^{\ell} \frac{\ell!}{c^{\ell+1}} \sum_{m=n}^{m} \frac{m!}{c^{m+1}} \right]. \quad (S87)\]

In the last passage, since the expression inside the square brackets in (S87) (last line) vanishes when \( \Delta = 1 \) (or \( k = k_0 + 1 \)), one can replace the the unit step function \( \theta(\Delta - 2) \) by \( \theta(\Delta - 1) \) without causing any impact on the whole term. Then, changing the order of the summation through \( \sum_{n=k_0}^{n} \sum_{\ell=k_0}^{\ell} \cdots = \sum_{\ell=k_0}^{\ell} \sum_{n=0}^{n} \cdots \) implies
\[-\theta(\Delta - 2)e^c \sum_{n=k_0+1}^{k} \frac{c^n}{n!} \sum_{\ell=k_0}^{\ell} \frac{\ell!}{c^{\ell+1}} \sum_{m=n}^{m} \frac{m!}{c^{m+1}} = \]
\[= \theta(\Delta - 1)e^c \left\{ \frac{1}{c} \sum_{m=k_0}^{m} \frac{m!}{c^{m+1}} (m - k_0 + 1) - \sum_{\ell=k_0}^{\ell} \frac{\ell!}{c^{\ell+1}} \sum_{m=\ell}^{m} \frac{m!}{c^{m+1}} \right\} \]
\[= \theta(\Delta - 1)e^c \left[ \frac{1}{c} \sum_{m=k_0}^{m} \frac{m!}{c^{m+1}} (m - k_0 + 1) - \sum_{\ell=k_0}^{\ell} \frac{\ell!}{c^{\ell+1}} \sum_{m=\ell}^{m} \frac{m!}{c^{m+1}} \right]. \quad (S88)\]

where (S38) and (S41), and a change in summation order \( \sum_{\ell=k_0}^{\ell} \sum_{m=\ell}^{m} \cdots = \sum_{m=k_0}^{m} \sum_{\ell=k_0}^{\ell} \cdots \) were used in the last passage. Inserting (S88) back to (S85) yields
\[Q_2(k, k_0) = \frac{1}{2} \left[ \Omega_2(k_0) - \Omega_2(k) \right] + \Omega_1(k) \left[ \Omega_1(k) - \Omega_1(k_0) \right] + \theta(\Delta - 1)\Omega_1(k)e^c \sum_{n=k_0}^{k} \frac{n!}{c^{n+1}} + \]
\[+ \theta(\Delta - 1)e^{2c} \sum_{n=k_0}^{k} \frac{n!}{c^{n+1}} \sum_{\ell=k_0}^{\ell} \gamma(\ell + 1, c) \Gamma(\ell + 1, c) - \theta(\Delta - 1)e^{2c} \sum_{n=k_0}^{k} \frac{n!}{c^{n+1}} \sum_{\ell=0}^{\ell} \gamma(\ell + 1, c) \Gamma(\ell + 1, c) \quad (S89)\]
after changing the order of one of sums through \( \sum_{\ell=k_0}^{\ell} \sum_{n=\ell}^{n} \cdots = \sum_{n=k_0}^{n} \sum_{\ell=k_0}^{\ell} \cdots \) and some trivial relabelling of the indices.

From now on, it is convenient to divide the analysis into the \( \Delta > 0 \) and \( \Delta < 0 \) cases.
D. The coefficient of the quadratic term - the $Q_2(k, k_0)$ term (case $\Delta > 0$)

Define by $Q_\gamma$ the coefficient $Q_2$ when $k > k_0$. From (S49), (S46) and (S107) when $\Delta > 0$, one has

$$Q_\gamma(k, k_0) = \sum_{n=k_0}^{k-1} \psi(n) + \Omega_1(k) e^c \sum_{n=k_0}^{k-1} \Gamma(n+1, c) \frac{\Gamma(n+1, c)}{e^{n+1}} + e^{2c} \sum_{n=k_0}^{k-1} \sum_{\ell=0}^{n-1} \Gamma(\ell + 1, c) \frac{n!}{e^{n+1}} \frac{\Gamma(\ell + 1, c)}{e^{\ell+1}} +$$

$$+ e^{2c} \sum_{n=k_0}^{k-1} \sum_{\ell=0}^{n-1} \Gamma(\ell + 1, c) \frac{n!}{e^{n+1}} \frac{\Gamma(\ell + 1, c)}{e^{\ell+1}}$$

(S90)

after some simplifications. From (S44) and (S46), one has

$$\sum_{n=k_0}^{k-1} \psi(n) = \sum_{n=k_0}^{k-1} \left[ - \frac{n!}{e^{n+1}} \sum_{\ell=0}^{n} \frac{\Gamma(\ell)}{\ell!} \Omega_1(\ell) \right]$$

$$= \sum_{n=k_0}^{k-1} \left\{ - \frac{n!}{e^{n+1}} \sum_{\ell=0}^{n} \frac{\Gamma(\ell)}{\ell!} \left[ \Omega_1(k) + e^c \sum_{m=\ell}^{k-1} \frac{\gamma(m + 1, c)}{e^{m+1}} \right] \right\}$$

$$= -\Omega_1(k) \sum_{n=k_0}^{k-1} \frac{n!}{e^{n+1}} \sum_{\ell=0}^{n} \frac{\Gamma(\ell)}{\ell!} - e^c \sum_{n=k_0}^{k-1} \frac{n!}{e^{n+1}} \sum_{\ell=0}^{n} \frac{\Gamma(\ell)}{\ell!} \sum_{m=\ell}^{k-1} \frac{\gamma(m + 1, c)}{e^{m+1}}$$

(S91)

Changing the order of the sum through $\sum_{m=\ell}^{k-1} \frac{\gamma(m + 1, c)}{e^{m+1}} = \sum_{m=0}^{k-1} \sum_{\ell=0}^{m} \frac{\gamma(m + 1, c)}{e^{m+1}}$ in the last term (here, $n < k$), and using (S48) leads to

$$\sum_{n=k_0}^{k-1} \psi(n) = -\Omega_1(k) \sum_{n=k_0}^{k-1} \frac{e^c \Gamma(n+1, c)}{e^{n+1}} + e^c \sum_{n=k_0}^{k-1} \frac{n!}{e^{n+1}} \sum_{\ell=0}^{n} \frac{\Gamma(\ell+1, c)}{e^{\ell+1}} -$$

$$- e^c \sum_{n=k_0}^{k-1} \frac{n!}{e^{n+1}} \sum_{m=0}^{n-1} \frac{e^c \Gamma(m+1, c)}{e^{m+1}} - e^c \sum_{n=k_0}^{k-1} \frac{n!}{e^{n+1}} \sum_{\ell=0}^{n} \frac{\Gamma(\ell+1, c)}{e^{\ell+1}} \sum_{m=\ell}^{k-1} \frac{m!}{e^{m+1}}$$

(S92)

where the change of summation order $\sum_{n=k_0}^{k-1} \sum_{m=\ell}^{k-1} (\cdots) = \sum_{m=k_0}^{k-1} \sum_{n=m}^{m} (\cdots)$ (followed by a relabelling of the indices $n \leftrightarrow m$) was performed in the last term in the passage. Inserting (S292) back to (S90) implies

$$Q_\gamma(k, k_0) = e^c \sum_{n=k_0}^{k-1} \frac{n!}{e^{n+1}} \sum_{\ell=0}^{n} \frac{\Gamma(\ell+1, c)}{e^{\ell+1}} \sum_{m=\ell}^{k-1} \frac{m!}{e^{m+1}}.$$  

(S93)

After changing the order of the sum through $\sum_{\ell=0}^{m} \frac{\Gamma(\ell+1, c)}{e^{\ell+1}} \sum_{m=\ell}^{k-1} \frac{m!}{e^{m+1}}$, one has

$$Q_\gamma(k, k_0) = e^{k_0} \sum_{n=k_0}^{k-1} \frac{n!}{k_0^{n+1}} \sum_{m=0}^{n} \frac{\Gamma^2(m+1, k_0)}{m! k_0^{m+1}} + e^{k_0} \sum_{n=k_0}^{k-1} \frac{n!}{k_0^{n+1}} \sum_{m=0}^{n} \frac{\Gamma(\ell+1, k_0)}{e^{\ell+1}} \sum_{m=\ell}^{k-1} \frac{\Gamma(\ell+1, k_0)}{k_0^{\ell+1}} k_0^{m+1}.$$  

(S94)
The coefficient $Q_>(k, k_0)$ admits an alternative representation. Noting that
\[
\sum_{n=k_0}^{k-1} \frac{\Gamma(n+1, c)}{e^{n+1}} \sum_{m=n}^{k-1} \frac{\Gamma(m+1, c)}{e^{m+1}} = \sum_{n=k_0}^{k-1} \frac{\Gamma(n+1, c)}{e^{n+1}} \frac{\Gamma(m+1, c)}{e^{m+1}}
\]
= \frac{1}{2} \left( \sum_{n=k_0}^{k-1} \frac{\Gamma(n+1, c)}{e^{n+1}} \right)^2 + \frac{1}{2} \sum_{n=k_0}^{k-1} \frac{\Gamma(n+1, c)}{e^{n+1}}
\]
(S95)
the $Q_>$ function can be cast as
\[
Q_>(k, k_0) = \frac{1}{2} \left( \sum_{n=k_0}^{k-1} e^c \frac{\Gamma(n+1, c)}{e^{n+1}} \right)^2 - \frac{1}{2} \sum_{n=k_0}^{k-1} e^c \frac{\Gamma(n+1, c)}{e^{n+1}} + \frac{1}{2} \sum_{n=k_0}^{k-1} \frac{\gamma(n+1, c)}{e^{n+1}} + \frac{1}{2} \sum_{n=k_0}^{k-1} \frac{\gamma(n+1, c)}{e^{n+1}}^2
\]
(S96)
after some simple manipulations.

E. The coefficient of the quadratic term - the $Q_>(k, k_0)$ term (case $\Delta < 0$)

Define by $Q_<$ the coefficient $Q_2$ when $k < k_0$. From (S44), (S46) and (S49) into (S107) when $\Delta < 0$, one has
\[
Q_<(k, k_0) = - \sum_{n=k}^{k_0-1} \psi(n) + \Omega_1(k)e^c \sum_{n=k}^{k_0-1} \frac{\gamma(n+1, c)}{e^{n+1}}
\]
= \sum_{n=k}^{k_0-1} \frac{n!}{e^{n+1}} \sum_{\ell=0}^{\infty} \frac{c^\ell}{\ell!} \Omega_1(\ell) + \Omega_1(k)e^c \sum_{n=k}^{k_0-1} \frac{\gamma(n+1, c)}{e^{n+1}}.
\]
(S97)
Since from (S38), (S45) and (S46) the relation
\[
\sum_{\ell=0}^{n} \frac{c^\ell}{\ell!} \Omega_1(\ell) = - \sum_{\ell=n+1}^{\infty} \frac{c^\ell}{\ell!} \Omega_1(\ell)
\]
= 0 - \sum_{\ell=n+1}^{\infty} \frac{c^\ell}{\ell!} \Omega_1(\ell)
\]
= - \sum_{\ell=n+1}^{\infty} \frac{c^\ell}{\ell!} \left( \Omega_1(k) - e^c \sum_{m=k}^{\infty} \frac{\gamma(m+1, c)}{e^{m+1}} \right)
\]
= -\Omega_1(k)e^c \frac{\gamma(n+1, c)}{n!} + e^c \sum_{\ell=n+1}^{\infty} \frac{c^\ell}{\ell!} \sum_{m=k}^{\infty} \frac{\gamma(m+1, c)}{e^{m+1}}
\]
(S98)
can be established, one has
\[
Q_<(k, k_0) = e^c \sum_{n=k}^{k_0-1} \frac{n!}{e^{n+1}} \sum_{\ell=n+1}^{\infty} \frac{c^\ell}{\ell!} \sum_{m=k}^{\infty} \frac{\gamma(m+1, c)}{e^{m+1}}.
\]
(S99)
Changing the order of the sums through $\sum_{\ell=n+1}^{\infty} \sum_{m=k}^{\infty} \gamma(m+1, c) = \sum_{m=k}^{\infty} \sum_{\ell=n+1}^{\infty} \gamma(m+1, c)$ and invoking (S38) leads to
\[
Q_<(k, k_0) = e^{2c} \sum_{n=k}^{k_0-1} \frac{\gamma(n+1, c)}{e^{n+1}} \sum_{m=k}^{n} \frac{\gamma(m+1, c)}{e^{m+1}} + e^{2c} \sum_{n=k}^{k_0-1} \frac{n!}{e^{n+1}} \sum_{m=k}^{\infty} \frac{\gamma^2(m+1, c)}{m!e^{m+1}}.
\]
(S100)
Then, following a procedure similar that transformed (S94) to (S96), one can finally cast
\[
Q_<(k, k_0) = \frac{1}{2} \left( \sum_{n=k}^{k_0-1} e^c \frac{\gamma(n+1, c)}{e^{n+1}} \right)^2 - \frac{1}{2} \sum_{n=k}^{k_0-1} \left( \frac{e^c \gamma(n+1, c)}{e^{n+1}} \right)^2 + \frac{k_0-1}{2} \sum_{n=k}^{k_0-1} \frac{n!}{e^{n+1}} \sum_{m=n}^{\infty} \frac{\gamma^2(m+1, c)}{m!e^{m+1}}.
\]
(S101)
XIII. SUMMARY

In the expansion of the first-passage function

\[ f_z(k|k_0; z) = 1 + \alpha L(k, k_0) + \alpha^2 Q(k, k_0) + \mathcal{O}(\alpha^3), \quad (S102) \]

one has

\[ L(k, k_0) = \begin{cases} 
-\frac{Me^c}{\Gamma(n+1,c)} \sum_{n=k}^{k-1} \frac{\Gamma(n+1,c)}{e^{n+1}}, & k > k_0 \\
-\frac{Me^c}{\Gamma(n+1,c)} \sum_{n=k_0}^{k_0-1} \frac{\Gamma(n+1,c)}{e^{n+1}}, & k < k_0 
\end{cases}, \quad (S103) \]

and

\[ Q(k, k_0) = MQ_1(k, k_0) + M^2Q_2(k, k_0), \quad (S104) \]

where

\[ Q_1(k, k_0) = \begin{cases} 
e^c \left[ \frac{\Gamma(k+1,c)}{e^{k}} - \frac{\Gamma(k_0+1,c)}{e^{k_0}} \right], & k > k_0 \\
e^c \left[ \frac{\gamma(k_0+1,c)}{e^{k_0}} - \frac{\gamma(k+1,c)}{e^{k}} \right], & k < k_0 
\end{cases}, \quad (S105) \]

and

\[ Q_2(k, k_0) = \begin{cases} 
e^c \sum_{n=k_0}^{k_0-1} \frac{n!}{e^{n+1}} \sum_{\ell=0}^{k-1} \frac{\Gamma(m+1,c)}{e^{m+1}} \sum_{m=\ell}^{k-1} \frac{\Gamma(m+1,c)}{e^{m+1}}, & k > k_0 \\
\ne^c \sum_{n=k}^{k_0-1} \frac{n!}{e^{n+1}} \sum_{\ell=n+1}^{\infty} \frac{\Gamma(m+1,c)}{e^{m+1}} \sum_{m=\ell}^{k_0-1} \frac{\Gamma(m+1,c)}{e^{m+1}}, & k < k_0 
\end{cases}, \quad (S106) \]

or

\[ Q_2(k, k_0) = \begin{cases} 
\frac{1}{2} \left[ \sum_{n=k_0}^{k_0-1} \frac{e^c \Gamma(n+1,c)}{e^{n+1}} \right]^2 - \frac{1}{2} \sum_{n=k_0}^{k_0-1} \frac{e^c \Gamma(n+1,c)}{e^{n+1}} \sum_{m=0}^{n+1} \frac{n!}{e^{n+1}} \sum_{m=0}^{\infty} \frac{e^c \Gamma(m+1,c)}{e^{m+1}} \sum_{m=0}^{\infty} \frac{e^c \Gamma(m+1,c)}{e^{m+1}}, & k > k_0 \\
\frac{1}{2} \left[ \sum_{n=k}^{k_0-1} \frac{e^c \gamma(n+1,c)}{e^{n+1}} \right]^2 - \frac{1}{2} \sum_{n=k}^{k_0-1} \frac{e^c \gamma(n+1,c)}{e^{n+1}} \sum_{m=0}^{n+1} \frac{n!}{e^{n+1}} \sum_{m=0}^{\infty} \frac{e^c \gamma(m+1,c)}{e^{m+1}} \sum_{m=0}^{\infty} \frac{e^c \gamma(m+1,c)}{e^{m+1}}, & k < k_0 
\end{cases}. \quad (S107) \]