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Abstract—Concerning ultra-reliable low-latency communication (URLLC) for the downlink operating in the frequency-division multiple-access with random channel assignment, a lightweight power allocation approach is proposed to maximize the number of URLLC users subject to transmit-power and individual user-reliability constraints. Provided perfect channel-state-information at the transmitter (CSIT), the proposed approach is proven to ensure maximized URLLC users. Assuming imperfect CSIT, the proposed approach still aims to maximize the URLLC users without compromising the individual user reliability by using a pessimistic evaluation of the channel gain. It is demonstrated, through numerical results, that the proposed approach can significantly improve the user capacity and the transmit-power efficiency in Rayleigh fading channels. With imperfect CSIT, the proposed approach can still provide remarkable user capacity at limited cost of transmit-power efficiency.

I. INTRODUCTION

The power-allocation problem in ultra-reliable low-latency communication (URLLC) could need fundamental redesign. To meet the stringent latency constraint (e.g., 0.5 ms of transmission time or less [1]), the access point (AP) needs to deliver each packet within limited shots of transmissions [2]. This indicates the packet error rate (PER) cannot be averaged on the time domain. Moreover, the PER cannot be averaged over users, since URLLC is interested in each individual user’s reliability. Instead, the AP should be aware of the PER for each packet based on the evaluation of instant signal-to-noise ratio (iSNR) [3]–[5]. This makes power-allocation design for URLLC fundamentally different from throughput-oriented systems that usually aim at sum-rate maximization [6], [7], mean-square-error minimization [8], min-capacity maximization [9], capacity-constrained energy-efficiency [10] and so on. On the other hand, the power consumption to achieve ultra-reliability can be prohibitively high when the wireless channel is deeply faded. Current works for URLLC focus on utilizing diversity gain to lower the probability of deep fading (e.g., [3]–[5]). However, this is not suitable for narrow-band users, who can hardly take advantage of channel spatial and frequency diversities. In this case, the power should be dynamically allocated to compensate the loss in iSNR and enable more users to enjoy URLLC service. All these discussions motivate us to look into the power-allocation problem of URLLC.

In this paper, we are interested in a special URLLC power allocation problem, where the transmitter communicates to a set of narrow-band receivers in the frequency-division multiple-access (FDMA) downlink 1 [11]. We assume single-antenna transmission and reception so as to get the research problem more focused (e.g., [12], [13]). Moreover, it is assumed that the narrow-band sub-channels are randomly assigned to the receivers. This is because the random channel-assignment protocol is more latency friendly than other sophisticated medium access control (MAC) protocols. This is important for URLLC apart from low physical-layer latency [14]. In such a system, some sub-channels may not be able to provide URLLC service due to deep fading, while the others only need part of their power to provide URLLC service. This calls for a dynamic power allocation approach to enable more sub-channels to deliver URLLC service. For the sake of simplicity, we define the users whose sub-channels can provide URLLC service as URLLC users. Therefore, the aim of power allocation is to maximize the number of URLLC users in the system (i.e., user capacity) subject to: 1) the overall power constraint; and 2) the individual user reliability constraint. Our analysis proves that when provided perfect channel-state-information at the transmitter (CSIT), this problem can be solved by a lightweight power-sorting approach proposed by us. When the CSIT is imperfect, the transmitter faces additional uncertainty (i.e., outage probability) and each sub-channel needs more power to provide URLLC service. By increasing the transmission power based on a pessimistic evaluation of the channel gain, it is shown that the proposed lightweight sorting approach still aims to maximize the URLLC users without compromising the individual user reliability.

Numerical results reveal that the proposed power-sorting approach can offer significant improvements on user capacity as well as transmit-power efficiency in Rayleigh fading channels. Provided perfect CSIT, the power-sorting approach can provide an improvement on user capacity of at least 0.12 (out of 1) compared to equal-power allocation, waterfilling allocation or equal-iSNR allocation. There is also more than 10-dB improvement on average URLLC-user power consumption for the proposed approach. Moreover, both improvements are more significant when the average power per sub-channel becomes smaller. When the channel knowledge error is white Gaussian [7], the power-sorting approach can preserve remarkable performance (less than a degradation of 0.07) with an

1FDMA is considered for concurrent and orthogonal multiuser transmissions; and this model is well suitable for OFDMA systems.
average power-consumption increase of less than 2.5 dB.

II. SYSTEM MODEL AND PROBLEM FORMULATION

Consider a downlink FDMA-URLLC system with $M$ narrow-band sub-channels, where the channel is assumed to be static in one transmission. Denote the channel coefficient and channel gain of the $m$th sub-channel ($m = 0, 1, \ldots, M - 1$) by $h_m$ and $a_m$ ($a_m \triangleq |h_m|^2$), respectively. Each sub-channel is assigned randomly to a user that may require URLLC service. Hence, each sub-channel is assumed to be independently fading with respect to other sub-channels. The average available power per sub-channel is denoted by $P$, so the total available power of the system is $MP$

When the $m$th sub-channel is enabled to provide URLLC service, a short-length packet ($x_m$) of $L$ symbols is transmitted to the assigned user with a PER requirement $\mathcal{F}_\text{err}$. Then, the received signal $y_m$ is given by

$$y_m = h_m \sqrt{P_m} x_m + v_m,$$

where $P_m$ stands for the allocated power to the $m$th sub-channel and $v_m$ for additive white Gaussian noise ($\mathcal{E}(v_m^H v_m) = N_0 I$). Here $\mathcal{E}(\cdot)^H$ stands for the Hermitian of a vector. Different from conventional throughput-oriented systems that use Shannon capacity for analysis, the packet size $x_m$ is in the finite-length regime, and the decoding error rate ($\epsilon$) is therefore not negligible [1]. In this case, the Polyanskiy’s finite-length achievable rate is used for our study [15]:

$$R_m(P_m) = \log_2 \left( 1 + \frac{a_m P_m}{N_0} \right) - \sqrt{\frac{V_m}{L \ln 2}},$$

where $Q$ stands for the Gaussian tail function and $V_m$ for the channel dispersion given by

$$V_m = 1 - \left( 1 + \frac{a_m P_m}{N_0} \right)^{-2}.$$

To fulfill the URLLC requirement, $R_m$ needs to reach the required transmission rate $\bar{R}$ (determined by the length of $x_m$ and latency constraint), such that the decoding error rate $\epsilon$ would not exceed $\mathcal{F}_\text{err}$. Moreover, the error of transmission can also occur due to channel outage. This happens particularly when the AP is not perfectly aware of the channel (i.e., $h_m$ and $a_m$). Specifically for URLLC, the definition of outage probability ($\mathcal{F}_\text{out}$) is based on the finite-length achievable rate rather than Shannon capacity:

$$\mathcal{F}_\text{out} \triangleq \mathcal{P}(R_m(P_m) < \bar{R}).$$

In general, it is assumed that the packet is successfully delivered only when the channel is not in outage, and $x_m$ is successfully decoded as well (e.g., [4], [5], [16]). Hence, when ultra-reliability is achieved, the following inequality holds:

$$\mathcal{F}_\text{err} \geq 1 - (1 - \mathcal{F}_\text{out})(1 - \epsilon), \quad \mathcal{F}_\text{out} \geq \mathcal{F}_\text{out} + \epsilon - \epsilon \mathcal{F}_\text{out}.$$

We need to carefully manage the power $P_m$, so that $\mathcal{F}_\text{out}$ can satisfy (6). In this case, the $m$th sub-channel is successfully enabled to provide URLLC service, and the user assigned to this sub-channel is counted as a URLLC user. It can be referred from (6) that to satisfy URLLC requirement, the outage probability requirement can be given by:

$$\mathcal{F}_\text{out} < \mathcal{F}_\text{out} = (\mathcal{F}_\text{err} - \epsilon)/(1 - \epsilon),$$

and $\mathcal{F}_\text{out}$ would decrease with the increase of transmission power $P_m$. To facilitate our study, we define the minimum power to enable a sub-channel as follows:

**Definition 1:** The minimum power to enable URLLC service (denoted by $P_m^\perp$) is defined as the minimum power to achieve the outage probability requirement $\mathcal{F}_\text{out}$, and satisfies

$$\mathcal{P}(R_m(P_m^\perp) < \bar{R}) = \mathcal{F}_\text{out}.$$  

$P_m^\perp$ is dependent on the accuracy of CSIT, and it will be discussed later on how to determine $P_m^\perp$. Based on $P_m^\perp$, the power allocation problem to maximize the number of URLLC users (denoted by $K$) can therefore be formulated as

$$P_m^\max = \max_{P_m} \sum_{m=0}^{M-1} K(P_m = P_m^\perp),$$

s.t. $P_m \geq 0$, \quad $M \sum_{m=0}^{M-1} P_m \leq MP.$

where $1(\cdot)$ stands for the indicator function [17].

It is easy to know that this optimization problem is different from conventional throughput-oriented systems, where the transmitter carefully manages the transmission power based on its awareness of individual user PER. On the other hand, (9) is also different from current works for URLLC that focus on exploiting the diversity gain [4], [5]. Here the allocation should be based on the minimum power to enable a URLLC-user, which is related to the channel gain of the sub-channel. This motivates our following discussion in Sec. III-IV. To facilitate our measurement when $M$ is different, the user capacity is defined as

$$\Gamma \triangleq (K)/M.$$  

In Sec. IV, the results of $\Gamma$ will be further demonstrated.

III. POWER ALLOCATION FOR URLLC-USER MAXIMIZATION

In this section, it is first proved that provided perfect CSIT, the user capacity can be maximized through a power-sorting method. Moreover, assuming imperfect CSIT, the proposed approach can still be used to optimize the user capacity for the pessimistic case, where the reliability of individual user is guaranteed.

A. Power Allocation for URLLC-User Maximization Provided Perfect CSIT

When the transmitter is perfectly aware of the channel, the outage state of a sub-channel is certain to the transmitter (i.e., $\mathcal{F}_\text{out} \in \{0, 1\}$). Correspondingly, the outage probability requirement is set to $\mathcal{F}_\text{out} = 0$. In this case, the transmitter
can perfectly calculate $R_m$ based on the knowledge of $h_m$ and $a_m$, and $P_m^+$ can be given by Lemma 1.

**Lemma 1:** Given perfect CSIT, the value of $P_m^+$ can be calculated from the following equation:

$$R = R_m(P_m^+).$$

**Proof:** Based on Definition 1, we have:

$$\mathcal{P}(R_m(P_m^+ < R)) = \mathcal{P}_{out} = 0.$$  \hspace{1cm} (12)

From (2), it is easy to know that $R_m(P_m)$ increases monotonically with $P_m$. Hence, the minimum power to satisfy (12) means

$$R = R_m(P_m^+).$$  \hspace{1cm} (13)

With (12) and (13), Lemma 1 is proved.

Benefited from the monotonicity of $R_m(P_m)$, $P_m^+$ can be calculated using line search. This is a low-complexity algorithm and can be conducted in parallel for each sub-channel. So the calculation of $P_m^+$ does not bring significant calculation latency to the power allocation. If the power required for URLLC service is lower than the total power (i.e., $\sum_{m=0}^{M-1} P_m^+ \leq MP$), the user capacity can be easily maximized by allocating $P_m^+$ to each of the sub-channel (i.e., $\Gamma = 1$). However, such is usually not the case, particularly some of the sub-channels are in deep fading. In this case, we propose a power-sorting approach, where the sub-channels with lower $P_m^+$ are preserved to maximize the user capacity. Without loss of generality, it is assumed the sorted sequence of $P_m^+$ is given by:

$$P_0^+ \leq P_1^+ \leq \ldots \leq P_{M-1}^+.$$  \hspace{1cm} (14)

**Theorem 1:** Given the sorted power sequence (14), the optimal solution to (9) is given by

$$P_m = \begin{cases} P_m^+, & 0 \leq m \leq K^* - 1, \\ 0, & K^* \leq m \leq M - 1, \end{cases}$$  \hspace{1cm} (15)

where $K^*$ satisfies

$$\sum_{m=0}^{K^*-1} P_m^+ \leq MP < \sum_{m=0}^{K^*} P_m^+.$$  \hspace{1cm} (16)

**Proof:** Assume the system can achieve a larger number of URLLC users (denoted by $K^+$) than $K^*$ (i.e., $K^+ - 1 \geq K^*$). Based on the sorted power-sequence (14), the minimum power consumption when enabling $K^+$ sub-channels for URLLC service is $\sum_{m=0}^{K^+-1} P_m$. Therefore, we have the following inequality:

$$\sum_{m=0}^{K^*-1} P_m \geq \sum_{m=0}^{K^*} P_m > MP.$$  \hspace{1cm} (17)

It is shown in (16) that for any $K^+ > K^*$, the total power consumption will exceed the power budget $MP$. This proves the solution in (14) and (15) is optimal to problem (9).

The value of $K^*$ can be obtained by calculating $\sum_{m=0}^{K^*-1} P_m^+$ for $K = 0, 1, \ldots, M - 1$ and compare them to $MP$. This does not bring significant latency to the power allocation, either.

In this case, the maximized user capacity is $\Gamma = (K^*)/(M)$. Moreover, it is worth mentioning that the enabled URLLC users are consuming minimum power to achieve individual reliability requirement. This means the power-sorting approach can also achieve the best transmit-power efficiency when maximizing the user capacity.

**B. Power Allocation for URLLC-User Maximization Provided Imperfect CSIT**

When the CSIT is imperfect, the transmitter is only aware of a corrupted version ($\hat{h}_m$) of the channel. In this case, $R_m(P_m)$ is a random variable to the transmitter, whose stochastic property is dependent on $\hat{h}_m$. In such a case, the transmitter needs to obtain $P_m^+$ based on $\hat{h}_m$ and $\mathcal{P}_{out} \in [0, 1]$. To facilitate our study, it is assumed that the CSIT uncertainty is white Gaussian for each sub-channel (e.g., [7]):

$$\hat{h}_m = h_m + e_m, \quad e_m \sim \mathcal{CN}(0, \sigma_e^2)$$  \hspace{1cm} (18)

where $e_m$ stands for the CSIT uncertainty. It is also assumed that the transmitter is aware of $\sigma_e^2$ to handle the CSIT uncertainty. Then, $a_m = |\hat{h}_m - e_m|^2$ is a non-central $\chi^2$ distributed variable to the transmitter. In the ideal case, the transmitter aims to find a threshold value $a_m^\perp$ such that

$$\mathcal{P}(a_m < a_m^\perp) = \mathcal{P}_{out}.$$  \hspace{1cm} (19)

Then, $P_m^+$ can be obtained from the following equation through line search (similar to Lemma 1):

$$\log_2 \left( 1 + \frac{a_m^\perp P_m}{N_0} \right) = \sqrt{\frac{V_m Q^{-1}(\epsilon)}{L \ln 2}} = R.$$  \hspace{1cm} (20)

Then, the outage requirement can be satisfied:

$$\mathcal{P}(R_m(P_m^+ < R)) = \mathcal{P}(a_m < a_m^\perp) = \mathcal{P}_{out}.$$  \hspace{1cm} (21)

However, a low-complexity approach to computing $a_m^\perp$ is not available in the literature. Alternatively, we use the Chernoff lower bound (denoted by $a_m^{\perp}_{Cher}$) to obtain a pessimistic evaluation of $a_m^\perp$ with reasonable tightness [5].

**Lemma 2:** Given the imperfect CSIT $\hat{h}_m$, $\sigma_e^2$ and $\mathcal{P}_{out}$, the Chernoff bound $a_m^{\perp}_{Cher}$ can be obtained by line-searching $a_m^{\perp}_{Cher} \in (0, |\hat{h}_m|^2 + \sigma_e^2)$ to solve the following equation

$$\mathcal{P}_{out} = f(a_m^{\perp}_{Cher}) = \frac{\exp(a_m^{\perp}_{Cher} \epsilon - |\hat{h}_m|^2 t)}{1 + \sigma_e^2 t},$$  \hspace{1cm} (22)

where $t$ is an auxiliary variable given by

$$t = \frac{\sigma_e^2 + \sqrt{\sigma_e^2 + 4 a_m^{\perp}_{Cher} |\hat{h}_m|^2}}{2 a_m^{\perp}_{Cher} |\hat{h}_m|^2} - 1 \sigma_e^2.$$  \hspace{1cm} (23)

Due to the space limit, the proof is abbreviated here and please refer to Sec. III in [5] for detailed proof. By substituting $a_m^{\perp}_{Cher}$ to (20), $P_m^+$ can be obtained such that

$$\mathcal{P}(R_m(P_m^+ < R)) = \mathcal{P}(a_m < a_m^{\perp}_{Cher}) \leq \mathcal{P}_{out}.$$  \hspace{1cm} (24)

Then, the rest of power allocation can be done by repeating the power-sorting approach introduced in Theorem 1.
one sub-carrier with the sub-carrier spacing to be 240 kHz. We consider a special case of FDMA: orthogonal frequency-division multiple-access (OFDMA) to be adopted in wireless communication research [4], [18]. For the sake of simplicity, it is assumed to be Rayleigh fading in appreciation of its popularity in terms of user capacity as well as transmit-power efficiency. The channel is assumed to in our numerical study.

Therefore, the symbol length $L$ is chosen to be 240 kHz so that the symbol length will be higher (compared to throughput-oriented systems, such as 15 kHz in LTE systems [20]) to reduce the finite-length penalty on the achievable rate. Three baselines are considered to in our numerical study.

- **Equal-Power Allocation**: the equal-power allocation stands for the case where the transmitter is not aware of any CSIT at all and treats each sub-channel equally ($P_m = P$).

- **Waterfilling Allocation**: the waterfilling allocation stands for the case of throughput-oriented design where the system throughput is maximized ($P_m = \max(0, \lambda - \frac{N_0}{2})$, see [21]).

- **Equal-iSNR Allocation**: the equal-iSNR allocation stands for the case where the transmitter tries to enable each sub-channel by force ($P_m = \frac{M P}{\sum_{m=1}^{M} \lambda_m}$). It is presented to show the performance of enabling all sub-channels when the diversity gain is not available (in contrary to current works for URLLC).

The numerical study is divided into two examples:

**Numerical Example 1**: The objective of this example is to compare the proposed power-sorting approach to the baselines provided perfect CSIT in terms of user capacity as well as average power consumption per URLLC user. In this case, $\epsilon = \frac{P_{\text{err}}}{P_{\text{out}}} = 10^{-5}$ and $\frac{P_{\text{out}}}{P_{\text{out}}} = 0$. Fig.1 demonstrates the comparison of user capacity between the power-sorting approach and the equal-power allocation through their complementary cumulative distribution function (CCDF). It can be observed that the waterfilling approach can provide a significant improvement of around 0.25 on $\Gamma$ when $P = 10$ dB. As $P$ increases to 15 dB, the improvement becomes around 0.12. Such decrease is because as $P$ increases, each sub-channel is more likely to provide URLLC service with the average power. Nevertheless, the improvement is still impressive. Moreover, it can also be observed that the CCDF of the power-sorting approach is slightly steeper than the equal-power one. When $M$ increases from 20 to 40, this phenomenon becomes more significant. This is because compared to the equal-power allocation the power-sorting algorithm can compensate the power of sub-channels need less power than average to enable to those with poorer channel gain. Moreover, those sub-channels with very poor channel gain are abandoned, since activating those sub-channels cost significant higher power than others.

Fig. 2 demonstrates the comparison of user capacity between the power-sorting approach and the waterfilling approach. It can be observed that the power-sorting approach provides an improvement of around 0.18 when $P = 10$ dB and 0.15 when $P = 15$ dB. It is not surprising that the waterfilling approach achieves even worse performance compared to the equal-power allocation when $P = 15$ dB. This is because the idea of the waterfilling approach is to allocate more power to the sub-channels with good channel gain. When maximizing the number of URLLC users, such will polarize the iSNR across sub-channels and even decrease the user capacity.

When $P = 10$ dB, the waterfilling approach is slightly better than the equal-power allocation. This is because the waterfilling approach can abandon those sub-channels with poor channel gain and compensate the power to other sub-channels. Such
principle actually coincides with the power-sorting approach, and therefore brings improvement on the waterfilling approach when $P$ is low.

Fig. 3 demonstrates the comparison of user capacity between the power-sorting approach and the equal-iSNR approach. The equal-iSNR approach actually has only two kinds of results: all sub-channels can successfully provide URLLC service, or all sub-channels fail to provide URLLC service. When $P$ increases from 10 dB to 15 dB, the success probability increases from less than 0.1 to more than 0.6. However, the power-sorting approach can achieve the same probability to enable all sub-channels. This is because the condition to enable all sub-channels is the same for both approaches (i.e., $\sum_{m=0}^{M-1} P^\perp_m \leq MP$). When $\Gamma < 1$, the power-sorting approach significantly outperforms the equal-iSNR allocation. It can be observed in Fig. 3 that $\Gamma \geq 0.6$ for the power-sorting approach when $P = 10$ dB, and $\Gamma \geq 0.7$ when $P = 15$ dB. This means the power-sorting approach can achieve a more stable user capacity than the equal-iSNR allocation. This again implies that when the power consumption to enable a sub-channel is too high, it is better to abandon this sub-channel. Different from the equal-power and waterfilling approach, the equal-iSNR achieves only worse performance when $M$ increases from 20 to 40. This is reasonable, since as $M$ increases, there is more likely to exists a sub-channel with very poor channel gain to degrade the system performance.

Fig. 4 demonstrates the comparison of average power consumption per URLLC user between the power-sorting approach and the baselines. Apart from better user capacity, another reason for this improvement is that the power-sorting approach can save the power when the user capacity is already maximized. When $P$ decreases, such improvement can increase to more than 20 dB. This is because the $P$ is low, the user capacity is more dependent on proper power allocation approach. While when $P$ is high, more sub-channels can enable themselves with average power, and the advantage of power allocation slightly decreases.

Numerical Example 2: The objective of this example is to investigate the performance when the CSIT is imperfect. The waterfilling and equal-iSNR allocation are not included in this example, as they do not manage the CSIT uncertainty. This means the outage probability due to overestimating the channel is 0.5, which is too high for URLLC. The equal-power allocation has the same performance as before, and is therefore abbreviated here. To simplify the calculation, it is assumed that $1 - \epsilon \approx 1$ (since $\epsilon < \mathbb{F}_{\text{err}} \ll 1$) [5]. In this case, (7) can be approximated as:

$$\mathbb{F}_{\text{out}} \approx \mathbb{F}_{\text{err}} - \epsilon. \quad (25)$$

Specifically, we consider the case where $\epsilon = \mathbb{F}_{\text{out}} = 0.5 \times 10^{-5}$. Such symmetric setup is because setting a very small $\epsilon$ will lead to severe finite-length performance penalty in (2); and setting a very small $\mathbb{F}_{\text{out}}$ makes the Chernoff bound $\alpha_{m}$ in Lemma 2 too small, where both cases result in a high $P^\perp_m$.

Fig. 5 demonstrates the comparison of user capacity for the power-sorting approach between the case of perfect CSIT and $\sigma_2^2 = 10^{-3}$. It can be observed that the case of $\sigma_2^2 = 10^{-3}$ only has around 0.07 degradation of user capacity when $P = 10$ dB. When $P = 15$ dB, such degradation reduces to around 0.04. This means the proposed power-sorting approach can preserve remarkable performance at the presence of CSIT imperfection.

Fig. 6 demonstrates the comparison of average power consumption per URLLC user between the case of perfect CSIT and $\sigma_2^2 = 10^{-3}$. It can be observed that as $P$ increases from 5 dB to 21 dB, the increase of power consumption grows from around 0.5 dB to around 2.5 dB. This means the power-sorting approach can preserve reasonable average power consumption at the presence of imperfect CSIT. The reason that the performance gap becomes larger as $P$ increases is that when $P$ is high, more sub-channels with lower channel gain are enabled. But using Chernoff bound for the channel gain will lead to more power consumption, particularly when $|h_m|$ is already small.

V. CONCLUSION

In this paper, a novel power-sorting approach for power allocation has been proposed to maximize the user capacity for the
and the power per sub-channel $P$.

Fig. 5. CCDF of the user capacity for the proposed power allocation approach provided perfect or imperfect CSIT regarding the number of sub-channels $M$ and the power per sub-channel $P$.

FDMA-URLLC downlink with random channel assignment. Provided perfect CSIT, the proposed approach has proven to ensure maximized URLLC users. Provided imperfect CSIT, the proposed approach could still achieve remarkable user capacity by using Chernoff bound as a pessimistic evaluation of the channel gain. It has been demonstrated that the power-sorting approach can increase the user capacity for more than 0.12 (out of 1) compared to the equal-power, waterfilling and equal-iSNR allocation in Rayleigh fading channels. Moreover, the power-sorting approach has also been shown to achieve more than 10 dB improvement on the average power consumption per URLLC user. Provided imperfect CSIT, the power-sorting approach can preserve remarkable user capacity (less than 0.07 of degradation) with power consumption increase of less than 2.5 dB.
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