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Abstract
Mental health–related smartphone apps (MHapps) have the potential to greatly enhance and enrich the counseling relationship, and dramatically improve the lives of clients. However, a large portion of MHapps have not been empirically researched and found to be effective. An average of 2 million apps are available in the Apple and Android stores, and users average more than 80 apps on their phones. Many of the apps lack disclaimers about the collection of user information, and there is no governing body to oversee and regulate app development and availability. This is particularly problematic with mental health–related smartphone apps, because many developers are not affiliated with mental health professionals, and many apps do not provide emergency information should a mental health emergency occur while using the app. Moreover, users are left to haphazardly make decisions about health-related apps usage without assistance. Counselors who supplement counseling with mental health–related smartphone apps could unknowingly violate their Code of Ethics by integrating apps that may jeopardize their clients’ safety. The authors review literature related to mental health–related app efficacy, safety, and ethics and provide a compilation of items to consider that can be used before supplementing counseling with mental health–related apps.
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Introduction
The emergence of mobile phones in the twenty-first century drastically altered a massive proportion of individuals’ lives. According to the Pew Research Center (2019), 96% of Americans own a mobile phone, an increase of 35% since 2011. Of those individuals, 81% own a smartphone mobile device, which has the capability of searching the internet. Additionally, a major capability of smartphone devices is the ability to download and use a variety of applications (apps). As of the third quarter of the year 2019, Android phone users were able to choose from 2.47 million smartphone apps to download, and Apple phone users with 1.8 million smartphone apps available for download (Clement 2019f). In 2018, 194 billion smartphone apps were downloaded worldwide (Clement 2019a).

On average, individuals have more than 80 apps installed on their smartphone, and 92% of the time on a smartphone device is spent on apps (Ahmad 2019; Khalaf and Kesiraju 2017). Of the smartphone apps available for download, 318,000 are health apps, which are accessible for smartphone users worldwide (Liquid State 2018). As of May 2019, approximately 1.82% of the available apps in the Apple App Store are within the category of medical apps (Clement 2019b). These apps contain both medical and/or mental health–related content. Various terms are used interchangeably to describe mental health–related smartphone apps (MHapps), including mHealth apps, mental health apps, health and fitness apps, and medical apps. According to Pappas (2020), there were nearly 20,000 MHapps in the app stores. These apps have the potential to significantly impact the mental health care field, as well as become a useful tool in counseling practices. Many MHapps allow users to track their mood, as well as facilitate communication between them and their mental health counselors without seeing them face-to-face (Rouse 2018).

In a study conducted by Krebs and Duncan (2015), more than 50% of the participants were found to have used an MHapp. However, this number has dramatically increased since the onset of COVID-19 in 2020. According to Herzog (2020), there were 4 million first-time downloads of the top 20 mental wellness apps in April 2020 in the USA, which is an
increase of 3.1 million (29%) within 3 months (Herzog 2020). Talkspace, which is a popular text- and video-based therapy app, indicated their number of new users doubled between mid-March and May 1, 2020 (Herzog 2020). This radical increase in first-time downloads and users exemplifies the interest and proliferation of MHapps.

However, research indicates very few MHapps available to consumers are empirically tested, if researched at all (Lui et al. 2017; Larsen et al. 2016). According to Schueller, Executive Director of Psyberguide, only 3 to 5% of MHapps are research based (Clay 2020). Further complicating this matter is that new apps are added to the smartphone application market at a rate that is faster than research can keep up with (Anthes 2016; Rathbone and Prescott 2017; Watts et al. 2013). For example, between 2016 and 2018, an average of 1434 smartphone apps were released every day in the Apple App Store (Clement 2019e) and 6140 smartphone apps in the Google Play Store between 2016 and 2018 (Clement 2019d). However, considering the dramatic increase in first-time MHapp downloads previously discussed, it is likely the number of apps released daily increased exponentially during the first quarter of 2020.

Furthermore, another factor affecting MHapp research is that apps lose on average 77% of their daily active users in just 3 days and users only keep an app for 6 days before losing interest and uninstalling it (Vempaty 2019; Watson 2018). Larsen et al. (2016) conducted a search in the Google play and Apple Store for apps related to depression, bipolar, and suicide. These authors found that more than 50% of the apps had changed in just 4 months, and an app was removed every 2.9 days. It is likely that this volatile nature of smartphone apps development and the users’ short-term loss of interest has impeded researchers’ ability to conduct and disseminate up-to-date evidence-based research findings regarding the effectiveness of MHapps.

The COVID-19 pandemic of 2020 has demanded licensed mental health counselors examine alternative ways to provide their clients with counseling services. The integration of technology in mental health counseling has become necessary to accommodate client needs, but the rapid changes may present challenges for licensed mental health counselors. Considering the copious number of and prolific use of apps, it is surprising that there is a dearth of research related to their effectiveness, safety regulations, and ethical issues oriented towards licensed mental health counselors. The majority of recent research regarding the effectiveness, safety, and ethical use of MHapps appear aimed towards the psychiatry and psychology disciplines. For example, see Bakker et al. (2016), Bakker and Rickard (2018), Edwards-Stewart et al. (2019), Jones and Moffitt (2016), Leigh and Flatt (2015), Lindhiem et al. (2015), Lui et al. (2017), Marshall et al. (2019a), Marshall et al. (2019b), Marshall et al. (2020), Prentice and Dobson (2014), Rathbone and Prescott (2017), Reamer (2015), Stratton et al. (2017), Torous and Roberts (2017), and Wang et al. (2018). Considering licensed mental health counselors are also likely to encounter issues regarding the use of MHapps, it is puzzling why this gap in literature exists.

This article highlights some of the issues licensed mental health counselors should be aware of to help ensure client safety, while avoiding potential liability issues associated with ethical violations. Additionally, in lieu of a research-based tool for counselors to independently assess or evaluate MHapps prior to use, the authors provide a non-exhaustive list of items to consider prior to supplementing counseling with MHapps (see Appendix 1).

Literature Review

Efficacy of MHapps

Ideally, MHapps are to be used in conjunction with professional counseling and aide with coping and practice skills learned in counseling; however, most apps lack scientific evidence to support their efficacy. As previously indicated, research found that only 3 to 5% of MHapps is research based (Clay 2020).

Donker et al. (2013) conducted a study to determine the efficacy of MHapps. The researchers found 5464 abstracts that addressed MHapps. Of these abstracts, only eight articles included scientific trials that examined the effects of MHapps using either pre/posttest or experimental control group design. Furthermore, only four out of eight apps studied were supported by mental health professionals.

Lui et al. (2017) state the use of MHapps in a psychotherapy context looks promising for the future of counseling; however, the lack of scientific research and insufficient empirical support is of great concern. These authors reviewed 21 articles to determine the effectiveness and efficacy of MHapps, and the results demonstrate that there is currently insufficient empirical evidence for MHapps. Of the articles reviewed, none of the studies have been replicated by independent research teams, and 42.9% of the studies did not include a control group (Lui et al. 2017). Without a control group, it is impossible to differentiate between a successful reduction of symptomatology due to the MHapp or due to the passage of time and increased support outside the app. To increase efficacy and effectiveness of MHapps, it may be more useful for independent research teams, rather than app developers, to conduct the research. Lui et al. (2017) stress the importance for further research into MHapps due to the fact that many smartphone apps available to the public are understudied, or not studied at all.

Anthes (2016) states that although some evidence supporting the use of MHapps is becoming apparent, the research has a long way to go. A majority of the research
published has been conducted by the app’s own developers, rather than more reliable independent researchers. The author also states that MHapps have been tested primarily by pilot studies or randomized trials which are small and unreplicated, but the majority of apps have yet to be tested at all.

Grist et al. (2017) found there was insufficient research evidence to support the effectiveness of MHapps, especially for children and adolescents. This is of great concern because adolescents may be more likely to seek smartphone apps for mental health concerns, because they are a discrete and cost-effective method to seek help. With very little clinical effectiveness and empirical data to support these smartphone apps, developers may knowingly or unknowingly take advantage of this vulnerable population. This is of particular importance due to the fact that this population of individual’s access smartphone apps 9.4 times per day (Clement 2019c) and a 30% increase in engagement of non-gaming apps was found in 2018 (The state of mobile in 2019 2019).

Conversely, research indicates many MHapps have features that may hinder their apps’ effectiveness (Bakker et al. 2016). Certain smartphone apps were found to perhaps be less effective because they may cause distress to the user due to constant reminders and notifications. For example, apps that prompt users to input information about their mood may remind a user that they suffer from depression or bring to their attention the issues they are having with their moods (Nicholas et al. 2015). The authors also indicate very few of the smartphone apps marketed as MHapps were grounded in evidence-based practice or adhered to clinical practice or disorder management.

Safety Concerns

Counselors have a duty to protect their clients, especially with the use of MHapps in the counseling relationship. Because MHapps are not currently regulated, counselors need to be cautious when supplementing counseling with these apps. Nicholas et al. (2015) found most MHapps are marketed as “health and fitness” or “medical applications” giving the impression that these apps are made available because they are effective. Moreover, some apps can dangerously mislead clients by claiming to cure their disorders, thus giving the impression they do not need to seek mental health treatment (APK Pure 2017). MHapps could jeopardize client safety if information is not provided, such as a disclaimer that instructs users to call 911 or seek assistance from a mental health professional in the event of an emergency situation (e.g., suicidal ideation or self-injurious behaviors). Martinengo et al. (2019) indicated more than 2 million MHapps were downloaded that did not display suicide hotline numbers or displayed incorrect numbers.

Disclaimers are statements that would inform consumers of the risks associated with using the MHapp and are significantly important, particularly in cases where the individuals seeking MHapps have suicidal ideations. For example, it is imperative MHapps provide instructions for users to contact 911 or go to the nearest hospital in the event they are in danger of harming themselves, and a disclaimer would ideally provide such information to the user. MHapps do not provide effective counseling treatment or interventions to address suicidal ideation (Donker et al. 2013; Grist et al. 2017; Nicholas et al. 2015).

While some MHapps include a set of disclaimers for the user, Martinez-Martin and Kreitmair (2018) found this information is often presented in dense, formal language. Moreover, most users do not take the time to read through the disclaimers and if they do, they usually do not fully understand the information presented to them (Böhme and Köpsell 2010; Martinez-Martin and Kreitmair 2018; Windle 2008). Disclaimers should be clear, concise, and in a language the user can understand (Kreitmair et al. 2017). For example, although the developers for Moodpath, a popular app for depression, disclose, they share data with both Google and Facebook “the disclosures are buried in the seventh section of the app’s privacy policy” (Hess 2019).

Minimally, MHapps should include a disclaimer that explicitly states they are meant to complement, not replace therapy, because their use could delay individuals from seeking traditional face-to-face counseling sooner (Prentice and Dobson 2014).

Collection of Personal Information

A common problem with MHapps is the management and manipulation of users’ personal information that is collected. Information collected from apps can be used and shared with third parties, which is rarely disclosed to the user (Hess 2019). Minimal to no information is provided by app developers in regard to the ways personal information is used and shared with third parties. Information sharing is a frequent concern in MHapps. Minimal to no information is provided by app developers with regard to the ways personal information is used and shared with third parties. In fact, Herzog (2020) states, “Sharing data with third parties is ubiquitous across mental health apps” and found both Talkspace and BetterHelp, apps that provide users with online mental health counseling, share data with third parties.

A study conducted in 2019 found that more than 80% of 36 top-ranked apps for depression and smoking cessation collected and sent data to Google and Facebook “often without disclosing it in their privacy policies” (Hess 2019). Moodpath, a popular depression app in the Google and Apple app stores, was found to collect and share data with both Google and Facebook (Hess 2019).

Dehling et al. (2015) examined MHapps within Apple and Android platforms and found that 94.9% of the apps were
found to be vulnerable to manipulation of personal information. Furthermore, Thurm and Kane (2010) concluded that 55% of apps studied were found to collect and send some of the user’s personal information to other companies (e.g., marketing companies, consumer companies).

Ideally, MHapps would include disclaimers that would identify the risks and benefits of using the app with regard to the collection and use of users’ personal information. However, despite the inclusion of a disclaimer, individuals may not be deterred from utilizing a MHapp, even when it explicitly states collected data is shared with third parties. According to a new survey presented by the Center for Data Innovation, 58% of Americans voluntarily allow third parties to collect their sensitive personal data (i.e., location, biometrics, or medical data) in exchange for services (Castro and McLaughlin 2019).

Popular third-party apps often require full access to personal information before receiving access to the app. Bitmoji, a very popular third-party keyboard, is an example of an app that requires full access to a user’s information, which includes “text that you’ve written before you enabled full access” (Peterson 2020). Therefore, Bitmoji will have access to anything a user types on the keyboard, such as Google searches, social media posts, credit card information, social security numbers, addresses, phone numbers, passwords, just to name a few. However, users accept the explicit terms and knowingly give the app full access to their personal information.

Additionally, apps can monitor mobile sensors in user’s phones to collect information without public knowledge, such as GPS data, call logs, and phone activity, which is necessary to track behaviors such as mood, fatigue, social activity, and physical isolation (Place et al. 2017; Saeb et al. 2015). The rationale behind collecting this information is that GPS data may correlate with changes in emotional states, and it would provide real-time behavioral data to approximate information about mood (Ben-Zeev et al. 2015; Grünerbl et al. 2015; Palmius et al. 2017). Moreover, phone calls can be analyzed by apps to infer information about mood. A person’s voice and speech during phone calls can be analyzed and recorded by biosensors in smartphone devices. GPS data, voice analysis, and speech analysis have been investigated as a passive method of examining individuals’ mental states (Hopkins et al. 2005).

Most apps require a Wi-Fi connection, which further increases the risk of information being collected or “hacked” on smartphone apps. In fact, the United States Department of Health and Human Services state if a service provider fails to secure individual files and safeguard against theft or internet hackers, there may be adverse results for mental health providers (e.g., fines, suspensions, or loss of licensures) (New Rule Protects 2013).

**Privacy and Confidentiality** Another major concern is the privacy and confidentiality of the personal information after it is collected. Stiles-Shields et al. (2017) state that a majority of MHapps have been found to pose a threat to privacy and confidentiality. Privacy refers to being free from observation, whereas confidentiality refers to keeping information safe, secret, and private (Privacy, n.d.; Confidentiality, n.d.).

**Privacy** Users have the right to determine how their personal information is being shared, who may have access to their information, and how it is used (Cohn 2006; Kotz 2011). However, they rarely do with smartphone apps. For example, Apple and Android smartphone devices have cloud-based services that synce information with your smartphones to make information accessibility more convenient. However, this seemingly convenient service makes breaching an individual’s privacy easier for those who want to access the information illegally (Benkler 2016). Moreover, information can be unknowingly accessed remotely from one person’s smartphone to another smartphone without any human interaction (Huckvale et al. 2015; Sarma 2015; Schneider 2016) or via trackers in apps that forward personal information to third parties while a user is asleep. Fowler (2019) stated, “Iphone apps I discovered tracking me by passing information to third parties — just while I was asleep — include Microsoft OneDrive, Intuit’s Mint, Nike, Spotify, The Washington Post and IBM’s the Weather Channel.”

Although a disclaimer regarding privacy is recommended, Macdonald and Cranor (2008) estimated that it would take one person 201 hours to read most privacy policies on websites encountered within a year.

**Confidentiality** The Health Insurance Portability and Accountability Act (HIPAA) is used in medical and mental health practices to address some of the issues concerning client confidentiality. However, app developers, data storage, and processing companies do not meet the regulatory language or criteria to fall under the jurisdiction of HIPAA. Therefore, most MHapps are not regulated or required to comply with HIPAA standards (Terry and Gunter 2018). In addition, HIPAA’s privacy and security rules only apply to healthcare providers and their business associates (U.S. Department of Health and Human Services 2016). Because MHapps are developed outside of traditional healthcare providers, they are not regulated by HIPAA (Terry 2016).

Encryption includes the coding and storing of information, which may help keep information remains confidential and inaccessible by unauthorized individuals. However, many MHapps do not specify if and/or how personal information is encrypted within the app. MHapps imply that personal information, such as mood tracking, journal entries, and even interactions with live or artificial intelligent counselors, are stored on MHapp. Without proper encryption, the user’s
personal information may be accessible by other individuals/companies, such as marketing companies and other third parties (e.g., individual’s username and password, contact information, basic demographic information, and phone number). Bauer et al. (2017) stress the importance of a careful understanding of data encryption and informed consent to ensure users are not threatened by privacy violations. More specifically, the authors mention that an informed consent that clearly describes data encryption is important because, as previously mentioned, users are rarely able to understand the provided terms and conditions since they are written in legal language (Bauer et al. 2017; PCAST 2014). Price et al. (2014) suggest that MHapps include password protection to ensure information is not accessible to strangers that may gain access to the user’s smartphone.

**Governing Bodies**

Currently, there are no governing bodies that specifically regulate the practice of MHapps (U.S. Department of Health and Human Services 2016). Furthermore, there are no requirements that guide smartphone app developers about consent, privacy protocols, and ethical practices of counseling (Martinez-Martin and Kreitmair 2018). This is of particular concern because numerous MHapps do not have privacy policies in place.

However, the Federal Trade Commission (FTC) may have jurisdiction with MHapps and general powers to regulate “unfair or deceptive acts or practices” (Federal trade commission act section 5 2016). In fact, the FTC set precedence when a company violated their privacy policy. Turn Inc. had been shown to be deceptive to their consumers by tracking them online and through their smartphone app even after the consumers opted-out of such tracking (FTC Approves Final Consent 2017). Turn Inc. stated that consumers could prevent targeted digital advertising by blocking the website’s cookies. However, the company was still able to track tens of millions of consumers, even after blocking the website’s cookies (FTC Approves Final Consent 2017). Furthermore, there were no opt-out options for the smartphone app.

Interestingly, the FTC has published data protection guidance for app developers. The FTC collaborated with the United States Food and Drug Administration (FDA) and the Department of Health and Human Services to create guidance for the Medicare Modernization Act developers (FTC releases new guidance 2016). In 2016, Lumosity was ordered to pay $2 million for fraudulent claims, and the FTC has since issued a general warning that “it is on the lookout for companies cashing in on the popularity of mobile phone applications by developing dietary or medical apps with dubious claims of health benefits” (Walters 2016).

The FDA applies a similar risk-based approach to smartphone device software functions as other medical devices, to ensure safety and effectiveness (Device Software Functions 2019). However, the FDA is unclear whether MHapps fall into the scope of mobile medical apps. According to the FDA’s mobile medical apps policy, “The FDA’s mobile medical apps policy does not regulate the sale or general consumer use of smartphones or tablets” (Device Software Functions 2019). The FDA’s mobile medical apps policy does not consider the Apple App Store or the Google Play Store to be medical device manufacturers and recently announced it would be relaxing its mental health app vetting process (Walters 2016). Hein (2019) stated, “Currently, the FDA has few guidelines for medical mobile applications (MMAs) aimed at treating mental health concerns and prefers the development of regulations in the future (Hein 2019).

Although attention is being drawn to issues related to MHapps, there does not appear to be any entity overseeing or “policing” their safety and effectiveness. Hess (2019) indicated “the government may need to get involved in regulating this fast-moving marketplace,” as they did when cigarette companies were forced to add a warning.

**Ethical Considerations for Counselors**

MHapps have the potential to positively impact the mental health care field and become a useful tool in counseling practices. However, without sufficient knowledge or training about the safety, efficacy, and ethical concerns, counselors could unintentionally harm clients when supplementing counseling with MHapps.

There are four major ethical principles counselors are bound to adhere to in all clinical interventions (e.g., autonomy, justice, beneficence, and non-maleficence) (Forester-Miller and Davis 2016). These ethical principles were established to ensure counselors provide clients with the best possible care while reducing harm. It makes sense that these ethical principles would apply to counselors’ use of MHapps in counseling; however, to date, that relationship has not been established.

**Beneficence and Non-maleficence**

MHapps may improve the daily functioning of individuals who need mental health assistance while avoiding harm to the client. Both beneficence and non-maleficence of the four major ethical principles and the ACA Code of Ethics address “not causing harm to others” (American Counseling Association 2014; Forester-Miller and Davis 2016). In fact, several sections in the ACA Code of Ethics state that counselors have the responsibility to avoid and, if unavoidable, minimize harm to their clients (e.g., section A, section B,
Harming the user, for example, may include making false claims about the effectiveness of MHapps and failure to protect the user’s information. Clients might use MHapps apps believing they are useful without proper investigation. Moreover, Section H of the Code of Ethics specifically addresses counselor’s knowledge and competence regarding the use of distant counseling technology and social media use, as well as ethical and legal considerations that may impact both counselors and clients (American Counseling Association 2014).

Responsibility

This principle asserts that it is the responsibility of the counselors to provide the best care possible to their clients, including the use of technology, such as MHapps. Counselors have the responsibility to evaluate any tools or treatment options prior to administering any tools or treatment options to their clients.

Justice

Justice entails providing accessible treatment options and meeting client’s needs. Certain MHapps are not available to users depending on their operating systems. For example, Apple smartphones have different MHapps for download compared to Android smartphones. It would be the counselor’s responsibility to supplement counseling with apps that are accessible to the client.

Professional Competency

According to the American Counseling Association’s (ACA) Code of Ethics, counselors are to practice within their boundaries of competence. Specifically, Section C.2.b. indicates counselors should receive appropriate education and training prior to practicing in specialty areas new to them, taking “steps to ensure the competence of their work and protect others from possible harm” (American Counseling Association 2014, p. 8). Integrating or supplementing counseling with technology has quickly become a specialty area and requires education and training.

Although guidelines have been developed for the use of technology in mental health counseling (American Counseling Association 2014; American Psychiatric Association 2013; Suggested Principles for the Online 2000; Steakley-Freeman 2017), guidelines pertaining to the ethical practice regarding MHapps have not been established. Section H in the ACA Code of Ethics provides guidelines for counselors with regard to Internet-related activities (e.g., distance counseling, technology, and social media), although it is unclear whether Internet-related technology encompasses smartphone apps considering the document’s publication date. Regardless, Section H.1.a. in the ACA Code of Ethics directs counselors who use distance counseling, technology, and/or social media “develop knowledge and skills” regarding technical and ethical considerations (American Counseling Association 2014, p. 17). Therefore, it is imperative counselors adhere to their code of ethics and obtain training or education prior to supplementing counseling with MHapps to ensure their competency and clients’ safety.

Informed Consent

Informed consent ensures transparency between the therapist and the client and gives the client the autonomy to decide if counseling will be beneficial for them. Furthermore, mental health counseling informed consents are intended to provide clear and concise outlines of the risks and benefits, alternative methods, and associated stipulations to the counseling relationship (Martinez-Martin and Kreitmair 2018; Nebeker et al. 2016; Prentice and Dobson 2014). Several organizations require counselors to provide an informed consent to their clients (e.g., American Psychological Association, American Counseling Association, the International Society for Mental Health Online, the National Board for Certified Counselors, and the American Medical Association). The ACA Code of Ethics is clear about the content to be included in an informed consent in a counseling context, such as risks and benefits of the therapeutic intervention, information on the counselor, privacy concerns, and options to leave counseling, to name a few (e.g., Section A, Section B, Section D, Section E, Section F, Section G, and Section H) (American Counseling Association 2014), information regarding the supplemental use or integration of MHapps in counseling is not addressed.

Although mental health professionals are required to be transparent with services provided, including risks of participating in counseling, they are not required to address MHapps in their informed consent. However, guidelines regarding users’ protection of personal information and privacy are not in place for MHapp developers, and many MHapps do not include a disclaimer that informs users of potential safety and efficacy issues prior to users consenting to or accepting the terms and using the app. Grundy et al. (2019) found the vast majority of medical-related mobile apps routinely shared user data without the user’s consent and state clinicians’ informed consents should include information regarding the “potential for the loss of personal privacy” when recommending apps to consumers. At a minimum, including this information in a counselor’s informed consent could help users become more knowledgeable when making decisions about the use of MHapps.

MHapp Evaluation Tools

As previously discussed, the volatile nature of the app marketplace makes it impossible to receive up-to-date evidence-based research findings regarding an app’s effectiveness.
Moreover, users are unlikely to visit websites and explore research supporting an app’s effectiveness. Most users are likely to use apps based on word of mouth recommendations or through social media (Schueller et al. 2018). And, users may select apps based on users’ reviews, which can be misleading because they are not typically based on effectiveness. In fact, Kertz et al. (2017) indicated that of the 25 most popular apps for anxiety and worry in the Apple Store according to users’ reviews, none included “content consistent with evidence-based treatments.”

Ideally, apps would be subjected to stringent efficacy testing prior to their app marketplace debut. Therefore, it may be more practical for counselors to independently investigate MHapps of interest by exploring the app online, reviewing research databases for research findings, and seeking consultation from outside professionals. Licensed mental health counselors could also utilize well-known app evaluation tools, such as Psyberguide, the American Psychiatric Association’s Application Evaluation tool, and the Mobile Application Rating Scale end user version (uMARS).

**Psyberguide**

The Psyberguide is a website created by a team of psychiatrists and psychologists who work to evaluate various MHapps that are available on both Android and Apple platforms. Psyberguide evaluates apps using three criteria: credibility, user experience, and transparency. The credibility score represents the strength of the scientific research that supports the app, as well as evaluates the therapeutic interventions that the app provides. User experience measures the design, accessibility, and overall experience the MHapp provides. This includes the MHapps ease of use and how well the app can be navigated. Transparency involves the clarity of the apps’ privacy and policy; this would include data storage and collection procedures of users’ information, as well as the apps’ associated servers. Transparency also involves how accessible this information is to potential users. Psyberguide is a collaborative effort; professionals and users are encouraged to email Psyberguide with suggested smartphone apps. Psyberguide then evaluates apps that are suggested to them based on their criteria. Although an ambitious effort, it is unsure how often app information is updated, and how well this group can manage the volatile app market. And, according to Herzog (2020), Dr. Stephen Schueller, who spent more than 10 years running Psyberguide, stated only 3% of thousands of apps are evidence-based and that, “Finding an effective therapy app can be like finding a needle in a haystack.”

**American Psychiatric Association App Evaluation Model**

A collaborative app evaluation model was developed where professionals are encouraged to inform each other about their experience with MHapps (American Psychiatric Association 2017). This model utilizes a hierarchical rating system and rubric to help APA members be aware of important considerations when selecting a MHapp for use with patients. However, the site clearly states, “while we offer examples of how to use this model, we do not explicitly rate apps. Given that apps are constantly updating and changing, such information would quickly be out of date.” Additionally, it does not provide information or research as to the items selected for the evaluation model.

There are five steps to the system: gather background information, risk/privacy and security, evidence, ease of use, and interoperability. The first step involves gathering background information about the app such as information about the developer, the platform the app is compatible with, and the date the app was last updated. The tool also includes how the app is classified (e.g., classified as a MHapp or a game?). The second step involves the risk/privacy and security of the app. This step involves reviewing the privacy policy, what and how data is collected from the user, can users opt-out of data collection, and who has access to the user’s information. The third step considers the evidence supporting the app and its practices. Such as, are there any studies conducted on the effectiveness of the app, or what does the app claim to do versus what the app actually does, and what is the feedback from users? The fourth step investigates the apps’ ease of use. This step considers whether the app is culturally relevant, what platforms it works on, if it can be used long-term, and if it requires a Wi-Fi connection to work. The last step involves interoperability. This step considers who owns the data, and if a user’s data can be shared with other health fitness apps.

However, depending on the information one is seeking, this may or may not be an appropriate tool. In fact, the site states determining usability is subjective. Moreover, research to support its effectiveness was not found. Although the site is directed towards psychiatrists and other mental health professionals, the process to “evaluate” an app is lengthy and time consuming and potentially confusing, particularly for clients or patients, as it involves following several sets of questions on their website. If a mental health counselor were to assist a client with this evaluation tool, it would easily extend beyond the typical 50-min session.

**uMARS**

The Mobile Application Rating Scale (MARS) was developed by a group of psychiatrists and psychologists to provide mental health practitioners a tool for evaluating the quality of MHapps. The MARS is composed of 23-items based on four subscales (i.e., engagement, functionality, esthetics, and information quality), as well as a subjective quality rating. However, MARS requires training and expertise in the
mental health field to administer it; therefore, Stoyanov et al. (2016) developed a simpler user version, uMARS. The uMARS is a 20-item measure that includes the same four subscales as MARS, in addition to the subjective quality subscale. The uMARS provides a reliable measure of the apps’ quality, determined by the users, as well as their feedback on the MHapps.

As previously stated, depending upon the information desired, these evaluation tools may or may not be helpful. The criteria used for the item selection is often unavailable, and some items may be irrelevant depending upon the information needed (e.g., ease of use, quality, users reviews).

**MHapp Review Websites**

These authors enacted a real-life situation a counselor may experience when attempting to verify the effectiveness or safety of an app without access to academic resources. The phrase “What is the best research-based anxiety app?” was entered into the Google search bar, and the first result was the Anxiety and Depression Association of American (ADAA) Reviewed Mental Health Apps website. This website rates an app’s ease of use, effectiveness, personalization, interactive/feedback, and research evidence on a scale of 1 to 5. The website had multiple app ratings, some of which demonstrated high numbers for “research evidence for treatment” and “research evidence for the app.” For example, Anxiety Coach is the second app listed on the website, which has a research evidence rating of 5 out of 5 on the ratings key, although information regarding their review process and research evidence could not be located. These authors subsequently entered “Anxiety Coach app” into the Google search bar to view information regarding the app’s research evidence; however, the search results did not provide any links to research testing. The ADAA Reviewed Mental Health Apps website also provides a link to view additional anxiety, depression and related disorder apps; however, the link forwards readers to the PsyberGuide website. These authors then searched for Anxiety Coach in the Apple store using an iPhone XR. The app had 11 reviews with an overall 2.3 rating and was developed by the Mayo Clinic 7 years ago. The app’s most recent update was in 2018.

Next, these authors entered “What’s my M3” in a Google search bar, which is listed second on the ADAA Reviewed Mental Health Apps website and received a 5 out of 5 for research evidence on the rating key; however, research evidence could not be located on either the ADAA webpage or What’s my M3 webpage. Moreover, the app could not be found in the Apple and Android stores.

These seemingly credible sites gave the illusion MHapps reviews are research-based. For example, the Mental Health App Library website indicates “physicians and therapists have assessed each of these apps for quality, and curated them with Mental Health Adult Outpatient programming in mind,” but the criteria used for the assessments is not provided. Yet other websites that provide libraries of MHapps, such as Rigorous App Assessment and How We Assess Health Apps, claim apps have been assessed or reviewed; however, the review process involves self-reported information from the developer with the intention of the app being added to the website’s mental health app library. Again, information regarding research to support the review process could not be located.

In 2013, the National Health Service (NHS) developed a library of “safe and trusted” health apps, 14 of which were described as treating anxiety or depression (Anthes 2016). However, Huckvale et al. (2015) discovered that 35 of the MHapps cited on the NHS list of trusted apps were sharing users’ identifying information (i.e., names, birthdates, e-mail addresses) to third parties, and 66% of the 35 MHapps did not encrypt their data. Therefore, in 2014, the NHS took the “safe and trusted” MHapp list offline and replaced it with a smaller list of recommended online services (Anthes 2016).

Although the purpose of websites such as those described above appear intended to credibly review MHapps, there is little to no research available regarding the app and the apps may not be available in app stores. All things considered, libraries and lists of “safe and trusted” MHapps are not reliable sources of information when considering apps for supplemental use in mental health counseling.

Trusted entities, such as the U.S. Department of Veterans Affairs (VA), also offer MHapps. Their website lists 18 MHapps, but all were developed by or in collaboration with the VA. The site highlights four top mental health apps, but research supporting the apps effectiveness or way apps were selected to be a “top mental health app” was not provided.

And, although the COVID Coach app provides a brief disclaimer on the website indicating it is not intended to replace professional care, app descriptions for PTSD Coach and PTSD Family Coach do not. However, the PTSD Coach mobile app provides a software end user license agreement (EULA) that includes a privacy notice and disclaimer that must be accepted prior to using the app which states it is not intended to replace professional care and advises users to seek medical assistance in the event of an emergency. Furthermore, like most MHapps, the app was found in the health and fitness category in the Apple store.

Due to the difficulty locating information on the Internet regarding the effectiveness of MHapps, and in lieu of a time-sensitive research-based tool to independently assess or evaluate MHapps prior to use, these authors developed a non-exhaustive list of items for counselors to consider prior to supplementing counseling with MHapps. This compilation of items for consideration is not intended to replace empirical research conducted to determine an app’s efficacy or safety, or for the use of app endorsement or recommendations. Users are encouraged to seek consultation for clarification or questions as needed regarding any of the items. While many of the items
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overlap with those on the APA evaluation tool, several items (denoted with an asterisk in Appendix 1) were selected subsequent to the authors’ research and professional experiences with technology in mental health counseling. Definitions of terms users may not be familiar with are included in Appendix 2.

Discussion

The findings from this review highlight numerous issues counselors should be aware of before supplementing counseling with MHapps. While MHapps have the potential to greatly enhance and enrich the counseling relationship, a large proportion of MHapps available to consumers have not been empirically researched to determine efficacy; however, a number of seemingly credible websites claim to have assessed or evaluated apps research evidence. This problem is compounded by the inability to provide up-to-date research findings on MHapps due to the volatile nature of the app market, or because apps may be outdated, updated, or removed from app stores. Despite the dearth of research regarding MHapp effectiveness, research has identified problems involving the use of MHapps (e.g., constant reminders and notifications, not receiving the promised results). In other words, although there is limited research to establish the effectiveness of MHapps, research has identified factors that may hinder an app’s effectiveness.

Furthermore, finding a relevant app that addresses clients’ specific needs can be challenging, particularly because app descriptions can be misleading, or falsely marketed altogether. Larsen et al. (2016) found that with the plethora of apps available to download for mental health purposes, finding a relevant app for consumers’ specific needs can be very difficult. Shen et al. (2015) stated, “Without guidance, finding an appropriate depression app may be challenging, as the search results yielded non-depression-specific apps to depression apps at a 3:1 ratio.” This problem is compounded for clients diagnosed with comorbid conditions who attempt to find a helpful MHapp. Individuals who present with two or more clinical disorders (e.g., depression and substance abuse) as identified as Diagnostic and Statistical Manual 5th edition (DSM-5) (American Psychiatric Association 2013) are considered to be experiencing comorbid conditions. Therefore, an individual may download a MHapp for depression, when in fact they might benefit more from an app that addresses substance abuse. Because MHapps do not have the ability to discern between disorders, the individual would not receive the proper treatment.

To demonstrate this point, Larsen et al. (2016) conducted a search for “depression” apps which returned 982 results. Of those, nine apps claimed to be clinically effective; however, only three of those nine apps had published findings regarding effectiveness. Therefore, only 0.003% of the 982 depression apps were found to be clinically effective. Moreover, the authors of this paper conducted a Google search for “depression app” in 2020 which returned 599,000 websites; a subsequent search for “depression app” and “cure” returned 590,000 websites.

Considering the efficacy and safety concerns associated with MHapps, it is imperative licensed mental health counselors who supplement counseling with MHapps adhere to the ACA Code of Ethics to provide clients with the best possible care while diminishing harm. In the event a counselor unknowingly or inadvertently subjects their client to harm by engaging in counseling activities outside their scope of practice (e.g., endorsing an app without evidence-based research to support its effectiveness), they could violate Section A.4.a. of the ACA Code of Ethics regarding “do no harm” or Section C.2.a. (American Counseling Association 2014). Ethical violations can result in sanctions against counselors or the revocation of counseling licenses.

Without attending to the efficacy, safety, and ethical issues related to the use of MHapps, licensed mental health counselors may jeopardize their client’s safety, as well as their own career should ethical violations occur. And, without a governing body to oversee the development and use of MHapps, the responsibility for ethical use and client safety rests solely on the licensed mental health counselor. Therefore, it is advisable for counselors to include information related to MHapps in their informed consent.

It is also imperative that jurisdiction is identified or created to govern the development and use of MHapps. At a minimum, MHapps should be required to be more transparent and include disclaimers that alert users to potential collection of private information, information about the developers (i.e., developer’s name and credentials, mental health affiliation), and where users can obtain information about or evaluation methods or efficacy testing. Additionally, it is of vital importance that MHapps include a disclosure to protect app users, as well as developers, that states the app is not intended to replace mental health counseling and to seek professional help in the event of an emergency (e.g., go to the nearest emergency room, call 911 in the USA). After all, warning labels to avoid liability and injury or failure to warn lawsuits are required for most potentially harmful products in the USA. It seems reasonable they would be required for products that are potentially harmful, often free of charge, and easily accessible to a wide range of users that include individuals with serious mental disorders and minors.

As previously stated, the U.S. Department of Veteran’s Affairs (VA) website has an app store which lists a small variety of apps, 18 of which are MHapps. Of note, though, is the VA’s PTSD Coach mobile app, which provides an easy to understand End User Licensing Agreement (EULA) that could serve as a guide for other MHapps. In part, it states the following:
The content of this application is intended for use only as an informative tool. It is not, is not intended to be, and should not be used in any way as a substitute for professional medical advice or training. The accuracy of the information provided is not guaranteed. You acknowledge in initiating this application that the information is not meant to diagnose a health condition or disease and is not meant to develop a health treatment plan. If you are in an emergency or life-threatening medical situation, seek medical assistance immediately. Dial emergency number (911 in the USA) for emergency medical services.

Disclosures such as this would address some of the safety concerns highlighted in this article that need immediate attention to protect users from potential harm.

Implications

A substantial concern for mental health counselors regarding client safety is the absence of informed consents in MHapps. In order to provide transparent services, it would behoove mental health counselors to include a statement that at a minimum addresses the potential loss of privacy or unintended data collection associated with the supplemental use of MHapps. Counselors will want to provide clients with an opportunity to ask questions regarding this matter to help them understand some of the risks they may be exposed to.

Additionally, without a central location or database to obtain up-to-date research-based information about MHapps, it is unlikely mental health counselors will be able to access research about an app’s effectiveness, particularly if they do not have access to academic databases. Simply completing an Internet search for information about a MHapp’s effectiveness or research will likely result in various misleading and vague outcomes, which hinders counselors’ ability to make informed decisions about supplementing counseling with MHapps. Many seemingly credible websites claim to have reviewed or assessed apps, but information about the method or way(s) apps were reviewed or assessed is not provided on the website. Therefore, these websites give the illusion apps are safe and effective because they have been reviewed or assessed, but it is unclear if and how their effectiveness was tested.

It is clear further research is warranted regarding the efficacy of MHapps, client safety, and potential liability pitfalls. Licensed mental health counselors may encounter when supplementing counseling with MHapps. In lieu of a time-sensitive research-based tool to independently assess or evaluate MHapps prior to use, these authors developed a non-exhaustive list of items to consider prior to using or supplementing counseling with MHapps (see Appendix 1).

1. Is the app compatible with the smartphone platform (i.e. Apple or Android)?

Conclusion

MHapps have the potential to radically improve the lives of many people, especially those receiving mental health services. The use of MHapps have the capacity to become a useful tool in counseling practices, as well as assist clients with managing their symptoms. However, these apps pose many challenges to licensed mental health counselors. MHapps lack ethical guidelines, pose threats to confidentiality and privacy, and lack scientific evidence. Due to these limitations, it would behoove counselors to become knowledgeable about the safety and ethical issues surrounding the supplemental use of MHapps in counseling. Counselors can then help clients make informed decisions when choosing an MHapp. Despite the minimal research that has been conducted regarding the efficacy of MHapp, various tools and models are available to assist users when evaluating the effectiveness of MHapps (e.g., Psyberguide, American Psychiatric Association App Evaluation Model, and uMARS). Furthermore, the authors of this article compiled a list of items for licensed mental health counselors to consider prior to supplementing counseling with MHapps.
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Appendix 1. Items for licensed mental health counselors to consider prior to using a MHapp

Disclaimer: In lieu of a time-sensitive research-based tool to independently assess or evaluate MHapps prior to use, following is a non-exhaustive list of items to consider prior to using or supplementing counseling with MHapps. This compilation of items for consideration is not intended to replace empirical research to determine an app’s efficacy or safety, or for the use of app endorsement or recommendations. Seek consultation for clarification or questions as needed regarding any of the items.

1. Is the app compatible with the smartphone platform (i.e. Apple or Android)?
2. What is the classification of the app (e.g. health, gaming)? *
3. Is the app free? Or are there fees to access additional app options? *
4. Does it require WIFI to work? *
5. Is there any feedback from users to support claims (e.g. app store reviews, websites)? *
6. Does the application have impossible claims (“cures depression”)? *
7. What is the credibility of the developers or are they mental health affiliated? *
8. Have studies been conducted demonstrating the app’s efficacy? If so, has the app been updated since that time? *
9. Are there other apps created by the developer? If so, what are they?
10. Is personal information required to use the app? If so, is personal data encrypted or de-identified? *
11. Is there a privacy policy or disclaimer that addresses how personal information is collected and used? *
12. Does it claim to meet HIPAA standards? *
13. Does it include an informed consent? *
14. Is data shared with outside third parties? *
15. Can the app share data with other user tools (Apple Healthkit, Fitbit)? *
16. Can you opt out of and/or delete data collection? *
17. Does the app use cookies (e.g. tracking of personal information)? *
18. Is it customizable? *
19. Is the application easy to access for the patient and/or accessible for those with impaired vision or other disabilities? *
20. Can counselors or clients export/download personal data? *
21. Are there emergency instructions available (e.g. 911, suicide hotline)?
22. Is the app intended to be used alone or in conjunction with therapy?

*Denotes items that overlap with the APA evaluation tool.

Appendix 2. Definitions of terms

Consent: to provide approval or agreement (Consent, n.d.).

Cookies: a file that is stored on a World Wide Web user’s computer, which is both created and used by websites servers and contains personal information (i.e. preferences, browsing history) (Cookies, n.d.).

Efficacy: the ability to produce an effect (Efficacy, n.d.).

Encrypted: to encipher; to convert a message into code (Encrypt, n.d.; Encipher, n.d.).

End User License Agreement (EULA): a legal contract between a software developer and a user, where the user can either accept or reject (Rouse 2005).

HIPAA: an acronym for the Health Insurance Portability and Accountability Act, which is a US law created to provide privacy standards to protect patient’s information and medical records in the health professions (Shiel 2018).

Informed Consent: an individual’s consent to participate in a health care intervention, in which the individual has a full understanding of what is involved and the possible consequences (Informed Consent, n.d.).

Privacy: freedom from unsanctioned invasion and intervention (Privacy, n.d.).

Third parties: an individual or entity involved in a transaction other than the principals (Third Parties, n.d.)
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