Martingale central-limit theorems for pivotal sampling

October 29th, 2015

Guillaume Chauvet *

Abstract

Ordered pivotal sampling is one of the simplest algorithm to perform without-replacement unequal probability sampling. It has found uses in the context of longitudinal surveys and spatial sampling, and enables in particular a good spatial balance of the selected units. In this work, we follow the approach proposed by Ohlsson (1986), and apply a martingale central-limit theorem to prove the asymptotic normality of the Horvitz-Thompson estimator under a design-based approach, and under a model-assisted approach. In particular, our model assumptions allow for correlations between values, which is of particular interest for applications in spatial sampling.
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1 Introduction

Many different procedures exist in the finite population context for without-replacement unequal probability sampling. The ordered pivotal sampling
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algorithm proposed by Deville and Tillé (1998) and rediscovered by Srini-vasan (2001) is one of the simplest procedures. Some important properties of this algorithm have been derived recently, see for example Bränden and Jonasson (2011), Chauvet (2012) and Jonasson (2012), and the references therein. Pivotal sampling has found uses in the context of longitudinal surveys (Nedyalkova et al., 2009) and spatial sampling (Grafstrom et al., 2012). In case of a multidimensional population, these last authors point out that ordered pivotal sampling enables to select samples well spread over space, which may result in more efficient estimators for totals if the variable of interest presents a positive spatial correlation.

So as to supply estimates with confidence intervals with appropriate coverage, it is of interest to state a central-limit theorem for the Horvitz-Thompson estimator. In case of pivotal sampling, this result would follow from Proposition 1 in Bränden and Jonasson (2011), but their assumptions require in particular that the variance of the Horvitz-Thompson estimator under pivotal sampling is asymptotically equivalent to that under Poisson sampling, which is not straightforward to prove. In the current paper, we first prove the asymptotic normality of the Horvitz-Thompson estimator for pivotal sampling under the randomization associated to the sampling design. We follow the approach in Ohlsson (1986) for this purpose, and apply a martingale central-limit theorem. Since some second-order inclusion probabilities are usually equal to zero, customary design-based variance estimators are usually biased. We therefore appeal to some super-population model for the variable of interest. The asymptotic normality of the Horvitz-Thompson estimator is proved under the randomization associated to both the sampling design and the super-population model, under some mild conditions. In particular, our model assumptions allow for correlations between values, which is of particular interest for applications in spatial sampling.

The paper is organized as follows. In Section 2, the notation is defined. A recursive algorithm for ordered pivotal sampling is presented in Section 3 and some useful properties are derived. They are used in Section 4 to obtain a central-limit theorem for the Horvitz-Thompson estimator under the randomization associated to the sampling design. In Section 5, we appeal to some super-population model for the variable of interest, and the asymptotic normality of the Horvitz-Thompson estimator is proved under the randomization associated to both the sampling design and the super-population model. We make some final remarks in Section 6. Some additional lemma are given in Appendix.
2 Notation

We consider a finite population \( U \) of size \( N \). In order to study the asymptotic properties of the sampling designs and estimators that we treat below, we consider the asymptotic framework of Isaki and Fuller (1982). We assume that the population belongs to a nested sequence \( \{ U_\nu \} \) of finite populations with increasing sizes \( N_\nu \), and all limiting processes will be taken as \( \nu \to \infty \). Though all quantities under consideration depend on \( \nu \), this subscript is omitted in what follows for simplicity of notation.

Denote \( \pi_U = (\pi_1, \ldots, \pi_N)^\top \) a vector of probabilities, with \( 0 < \pi_k \leq 1 \) for any unit \( k \in U \) and \( n = \sum_{k \in U} \pi_k \) the sample size. Also, denote \( \pi_M = \max_{k \in U} \pi_k \).

We are interested in estimating the total \( t_y = \sum_{k \in U} y_k \) for some variable of interest taking the value \( y_k \) for unit \( k \in U \). We note \( y_U = (y_1, \ldots, y_N)^\top \) the vector of the population values. In Sections 3 and 4, \( y_U \) is seen as a vector of deterministic quantities and a central-limit theorem is obtained under the sole randomization associated to the sampling design. In Section 5, we appeal to some super-population model. The vector \( y_U \) is then seen as a random vector, and inference is made with respect to the randomization associated to both the sampling design and the super-population model.

Denote \( S \) a random sample, selected by means of a sampling design \( p(\cdot) \) with inclusion probabilities \( \pi_U \). Then the Horvitz-Thompson (HT) estimator

\[
\hat{t}_{y\pi} = \sum_{k \in S} \bar{y}_k
\]

is design-unbiased for \( t_y \), with \( \bar{y}_k = y_k / \pi_k \). We note \( E(\cdot) \) and \( V(\cdot) \) for the expectation and the variance of some estimator. Also, we note \( E_{\{X\}}(\cdot) \) and \( V_{\{X\}}(\cdot) \) for the expectation and variance conditionally on some random variable \( X \).

We define \( V_k = \sum_{l=1}^{k} \pi_l \) for any unit \( k \in U \), and \( V_0 = 0 \). A unit \( k \in U \) is said to be cross-border if \( V_{k-1} < i \) and \( V_k \geq i \) for some positive integer \( i \). The
cross-border units are denoted as $k_i$, $i = 0, \ldots, n$. We note

$$a_i = i - V_{k_{i-1}} \quad \text{and} \quad b_i = V_{k_i} - i$$

for $i = 1, \ldots, n - 1$. For $k_0$ and $k_n$, we take by convention $a_0 = b_0 = 0$ and $a_n = b_n = 0$. The units $k_0$ and $k_n$ are in fact phantom units with zero associated probabilities.

The microstratum $U_i$, $i = 1, \ldots, n$, is defined as

$$U_i = \{k \in U; \ k_{i-1} \leq k \leq k_i\}.$$  \hfill (3)

For any unit $k \in U_i$, we note

$$\alpha_{ik} = \begin{cases} b_{i-1} & \text{if } k = k_{i-1}, \\ \pi_k & \text{if } k_{i-1} < k < k_i, \\ a_i & \text{if } k = k_i, \end{cases}$$ \hfill (4)

and we note $\alpha_i = (b_{i-1}, \pi_{k_{i-1}+1}, \ldots, \pi_{k_i-1}, a_i)^\top$. We have in particular

$$\sum_{k \in U_i} \alpha_{ik} = 1.$$

To fix ideas, useful quantities for population $U$ are presented in Figure [1]. The microstrata are overlapping, since one cross-border unit belongs to two adjacent microstrata: the cross-border unit $k_i$ belongs both to the microstratum $U_i$ (with an associated probability $a_i$) and to the microstratum $U_{i+1}$ (with an associated probability $b_i$).

### 3 Ordered pivotal sampling

Ordered pivotal sampling (Deville and Tillé, 1998) may be recursively defined as follows. We initialize with $L_0 = k_0$. The unit $L_{i-1}$ jumps from microstratum $U_{i-1}$ to microstratum $U_i$, with the residual probability $b_{i-1}$. One unit, denoted as $S_i$, is selected among $\{L_{i-1}, k_{i-1} + 1, \ldots, k_i - 1\}$ with probabilities proportional to $(b_{i-1}, \pi_{k_{i-1}+1}, \ldots, \pi_{k_i-1})$. The unit $S_i$ then faces $k_i$. One of these two units, denoted as $F_i$, is selected while the other one, denoted as $L_i$, jumps to microstratum $U_{i+1}$ with the residual probability $b_i$. 


More precisely, we have

\[(F_i, L_i) = \begin{cases} \left( S_i, k_i \right) & \text{with probability } \frac{1 - a_i - b_i}{1 - b_i} \\ \left( k_i, S_i \right) & \text{with probability } \frac{a_i}{1 - b_i} \end{cases} \]  \hspace{1cm} (5)\]

It can be shown that this sampling algorithm enables to match exactly the set \( \pi_U \) of prescribed inclusion probabilities (Deville and Tillé, 1998).

**Proposition 1** We can write

\[ \hat{t}_y - t_y = \sum_{i=1}^{n} \xi_i \quad \text{where} \quad \xi_i = \hat{y}_{F_i} + b_i \hat{y}_{L_i} - \left\{ \sum_{k \in U'_i} \alpha_{ik} \hat{y}_k + b_i \hat{y}_{k_i} \right\}, \]  \hspace{1cm} (6)\]

and where \( U'_i = \{ L_{i-1}, k_{i-1} + 1, \ldots, k_i - 1, k_i \} \). Also, we have

\[ E_{\{y_U, L_{i-1}\}}(\xi_i) = 0, \]  \hspace{1cm} (7)\]

and the \( \xi_i \)'s are not correlated.

**Proof.** Using the identity

\[ \sum_{k \in U'_i} \alpha_{ik} \hat{y}_k = b_{i-1} \hat{y}_{L_{i-1}} + \sum_{k_{i-1} < k < k_i} \alpha_{ik} \hat{y}_k + a_i \hat{y}_{k_i} , \]
we can write
\[ \sum_{i=1}^{n} \xi_i = \sum_{i=1}^{n} (\hat{y}_{F_i} + b_i \hat{y}_{L_i} - b_{i-1} \hat{y}_{L_{i-1}}) + \sum_{i=1}^{n} \left\{ \sum_{k_{i-1} < k < k_i} \alpha_{ik} \hat{y}_k + (a_i + b_i) \hat{y}_k \right\}. \]  
(8)

We first consider the first term in the right-hand side of (8), which we can write as
\[ \sum_{i=1}^{n} (\hat{y}_{F_i} + b_i \hat{y}_{L_i} - b_{i-1} \hat{y}_{L_{i-1}}) = \sum_{i=1}^{n} \hat{y}_{F_i} + \sum_{i=1}^{n} (b_i \hat{y}_{L_i} - b_{i-1} \hat{y}_{L_{i-1}}) = t_{y\pi} + (b_n \hat{y}_{L_n} - b_0 \hat{y}_{L_0}) = t_{y\pi}. \]  
(9)

We now consider the second term in the right-hand side of (8), which we can write as
\[ \sum_{i=1}^{n} \left\{ \sum_{k_{i-1} < k < k_i} \alpha_{ik} \hat{y}_k + (a_i + b_i) \hat{y}_k \right\} = \sum_{i=1}^{n} \sum_{k_{i-1} < k < k_i} y_k = t_y. \]  
(10)

By plugging (9) and (10) into (8), we obtain (7). Also, from equation (5), we obtain
\[ E_{\{y_{U \cup L_{i-1}},S_{i}\}}(\hat{y}_{F_i} + b_i \hat{y}_{L_i}) = (1 - a_i) \hat{y}_{S_i} + (a_i + b_i) \hat{y}_{k_i} \]  
(11)
and from the definition of \( \xi_i \) and \( S_i \), we obtain
\[ E_{\{y_{U \cup L_{i-1}}\}}(\xi_i) = E_{\{y_{U \cup L_{i-1}}\}}E_{\{y_{U \cup L_{i-1}},S_{i}\}}(\xi_i) = E_{\{y_{U \cup L_{i-1}}\}}(1 - a_i) \hat{y}_{S_i} - \sum_{k \in U_{i} \setminus \{k_i\}} \alpha_{ik} \hat{y}_k = 0. \]

We now prove that the \( \xi_i \)'s are not correlated. For \( i < j \), we have
\[ Cov_{\{y_{U \cup L_{j-1}}\}}(\xi_i, \xi_j) = E_{\{y_{U \cup L_{j-1}}\}} Cov_{\{y_{U \cup L_{j-1}},\xi_j\}}(\xi_i, \xi_j) \]
\[ + Cov_{\{y_{U \cup L_{j-1}}\}}[E_{\{y_{U \cup L_{j-1}}\}}(\xi_i), E_{\{y_{U \cup L_{j-1}}\}}(\xi_j)] \]
\[ = Cov_{\{y_{U \cup L_{j-1}}\}}[\xi_i, E_{\{y_{U \cup L_{j-1}}\}}(\xi_j)]. \]  
(12)
Also, $\xi_j$ does not depend on $\xi_i$ conditionally on $L_{j-1}$, which leads to

$$E_{\{yU,\xi_{i-1}\}}(\xi_j) = E_{\{yU,\xi_{i-1}\}}(\xi_j) = 0$$

from equation (7). This completes the proof.

**Proposition 2** We have

$$\sum_{i=1}^n E_{\{yU\}}(\xi_i) \leq 16 \left\{ 2 + \frac{1}{1 - \pi_M} \right\} \left\{ \sum_{l \in U} \pi_l \left( \frac{\bar{y}_l - \frac{t_y}{n}}{n} \right)^4 \right\}. \quad (13)$$

**Proof.** We can write

$$\sum_{i=1}^n E_{\{yU\}}(\xi_i) = E_{\{yU\}} \left[ \sum_{i=1}^n E_{\{yU, L_{i-1}\}}(\xi_i) \right]. \quad (14)$$

Applying equation (53) in Lemma 3 (see Appendix A) with $\phi(x) = x^4$, we obtain

$$\sum_{i=1}^n E_{\{yU\}}(\xi_i) \leq E_{\{yU\}} \left[ \sum_{i=1}^n \sum_{k,l \in U_i'} \alpha_{ik} \alpha_{il} (\bar{y}_i - \bar{y}_k)^4 \right]$$

$$\leq 16 E_{\{yU\}} \left[ \sum_{i=1}^n \sum_{k,l \in U_i'} \alpha_{ik} \alpha_{il} \left( \frac{\bar{y}_i - \frac{t_y}{n}}{n} - \frac{\bar{y}_k - \frac{t_y}{n}}{n} \right)^4 \right]$$

$$\leq 16 E_{\{yU\}} \left[ \sum_{k \in U_i'} \sum_{i=1}^n \alpha_{ik} \left( \frac{\bar{y}_i - \frac{t_y}{n}}{n} \right)^4 \right]. \quad (15)$$

We note $z_k = \left( \frac{\bar{y}_k - \frac{t_y}{n}}{n} \right)^4$. From equation (15), we obtain

$$\sum_{i=1}^n E_{\{yU\}}(\xi_i) \leq 16 E_{\{yU\}} \left[ \sum_{i=1}^n \left\{ b_{i-1} z_{L_{i-1}} + \sum_{k \in U_i} \alpha_{ik} z_k \right\} \right]$$

$$\leq 16 \left\{ E_{\{yU\}} \left( \sum_{i=1}^n b_{i-1} z_{L_{i-1}} \right) + \sum_{l \in U} \pi_l z_l \right\}. \quad (16)$$
By applying Lemma 4 in Appendix A, equation (16) leads to (13).

**Proposition 3** We have

$$V\left\{ y\in U \right\} (\hat{t}_{y\pi}) \geq \left\{ 1 - \pi_M \right\}^2 \left\{ \sum_{i=1}^{n} \sum_{k \in U_i} \alpha_{ik} \left( \hat{y}_k - \sum_{l \in U_i} \alpha_{il} \hat{y}_l \right)^2 \right\}.$$  \hspace{1cm} (17)

**Proof.** From Proposition 1, the $\xi_i$'s are not correlated and $E_{y\in U, L_i - 1}(\xi_i) = 0$, which leads to

$$V_{y\in U}(\hat{t}_{y\pi}) = \sum_{i=1}^{n} V_{y\in U}(\xi_i) = \sum_{i=1}^{n} E_{y\in U} V_{y\in U, L_i - 1}(\xi_i).$$ \hspace{1cm} (18)

From Lemma 3 in Appendix B we obtain

$$V_{y\in U, L_i - 1}(\xi_i) \geq (1 - a_i - b_i) \left\{ \sum_{k \in U_i \setminus \{\pi\}} \alpha_{ik} \alpha_{il} (\hat{y}_k - \hat{y}_l)^2 \right\}$$

$$+ \sum_{k \in U_i \setminus \{\pi\}} \alpha_{ik} \alpha_i (\hat{y}_k - \hat{y}_i)^2$$

$$= (1 - a_i - b_i) \sum_{k, l \in U_i} \alpha_{ik} \alpha_{il} (\hat{y}_k - \hat{y}_l)^2$$

$$= (1 - a_i - b_i) \sum_{k \in U_i} \alpha_{ik} \left( \hat{y}_k - \sum_{l \in U_i} \alpha_{il} \hat{y}_l \right)^2.$$ \hspace{1cm} (19)

Since $L_i - 1 = k_i - 1$ with probability $\frac{1 - a_i - 1 - b_i - 1}{1 - b_i - 1}$, we obtain from (19)

$$E_{y\in U} V_{y\in U, L_i - 1}(\xi_i) \geq \frac{(1 - a_i - 1 - b_i - 1)}{1 - b_i - 1} \left\{ \sum_{k \in U_i} \alpha_{ik} \left( \hat{y}_k - \sum_{l \in U_i} \alpha_{il} \hat{y}_l \right)^2 \right\}$$

$$\geq \left\{ 1 - \max_{k \in U} \pi_k \right\}^2 \left\{ \sum_{k \in U_i} \alpha_{ik} (\hat{y}_k - \sum_{l \in U_i} \alpha_{il} \hat{y}_l)^2 \right\}.$$ \hspace{1cm} (20)

From (18) and (20), we obtain (17).
Proposition 4 We have

\[
V\{y_U\left\{\sum_{i=1}^{n} V\{y_U, L_{i-1}\}(\xi_i)\right\}\} \leq 8 \left\{ 3 + \frac{2}{1 - \pi_M} \right\} \left\{ 2 + \frac{1}{1 - \pi_M} \right\} \sum_{k \in U} \pi_k \left( \tilde{y}_k - \frac{t_y}{n} \right)^4 .
\]

(21)

The proof of Proposition 4 is lengthy, and is thus given in Appendix C.

4 A design-based central-limit theorem

In this Section, we follow the approach in Ohlsson (1986) and prove the asymptotic normality of the HT-estimator under ordered pivotal sampling by applying the martingale central-limit theorem. A version of this Theorem is reminded in Appendix D. Let \( \sigma(X) \) denote the \( \sigma \)-field generated by some random variable \( X \). We introduce the following \( \sigma \)-fields:

\[
\mathcal{F}_0 = \sigma(y_U),
\]

\[
\mathcal{F}_i = \sigma(y_U, S_1, F_1, L_1, \ldots, S_i, F_i, L_i) \text{ for } i = 1, \ldots, n.
\]

(22)

We note

\[
\eta_i = \frac{\xi_i}{\sqrt{V\{y_U\}(t_{y\pi})}}
\]

(23)

where \( \xi_i \) is defined in (6). It follows from Proposition 4 that \( \{\eta_i; i = 1, \ldots, n\} \) is a martingale difference sequence with respect to the filtration \( \{\mathcal{F}_i; i = 0, \ldots, n\} \). We make the following assumptions:

H1: There exists some constant \( f_1 < 1 \) such that for any \( k \in U \):

\[
\pi_k \leq f_1.
\]

(24)

H2: There exists some constant \( C_1 \) such that:

\[
\sum_{k \in U} \pi_k \left( \tilde{y}_k - \frac{t_y}{n} \right)^4 \leq C_1 \frac{N^4}{n^3}.
\]

(25)
H3: There exists some constant $C_2 > 0$ such that:

$$\sum_{i=1}^{n} \sum_{k \in U_i} \alpha_{ik} \left( \hat{y}_k - \sum_{l \in U_i} \alpha_{il} \hat{y}_l \right)^2 \geq C_2 \frac{N^2}{n}. \quad (26)$$

It assumed in (H1) that the first-order inclusion probabilities are bounded away from 1. This is not a severe restriction in practice, since some unit with an inclusion probability equal to 1 is automatically surveyed, and is thus not involved in the selection process. The condition (H2) will hold in particular if the variable $y$ has a finite centered moment or order 4, and if there exists some constants $D_1, D_2 > 0$ such that for any $k \in U$, $D_1 \leq Nn^{-1} \pi_k \leq D_2$. Assumption (H3) requires that the dispersion within the micro-strata does not vanish.

**Theorem 1** Suppose that the sample $S$ is selected by means of ordered pivotal sampling, and that assumptions (H1)-(H3) hold. Then

$$\frac{\hat{y}_{y\pi} - t_y}{\sqrt{V_{\{y_{U}\}}(\hat{y}_{y\pi})}} \xrightarrow{L_p} \mathcal{N}(0,1), \quad (27)$$

where $\xrightarrow{L_p}$ stands for the convergence in distribution with respect to the randomization associated to the sampling design $p(\cdot)$.

**Proof.** It is sufficient to prove that the sequence $\{\eta_i; \; i = 1, \ldots, n\}$ fulfills conditions (a) and (b) in Proposition 5 (see Appendix D). Condition (a) will follow with $\delta = 2$ from

$$\sum_{i=1}^{n} E_{\{y_{U}\}}(\eta_i^4) = O(n^{-1}). \quad (28)$$

Also, since $E_{\{y_{U}\}} \left\{ \sum_{i=1}^{n} V_{\mathcal{F}_i}(\eta_i) \right\} = 1$, condition (b) will follow from

$$V_{\{y_{U}\}} \left\{ \sum_{i=1}^{n} V_{\mathcal{F}_i}(\eta_i) \right\} = O(n^{-1}). \quad (29)$$

From Propositions 2 and 3 we obtain

$$\sum_{i=1}^{n} E_{\{y_{U}\}}(\eta_i^4) \leq 16 \left\{ \frac{2 + \frac{1}{1-\pi_M}}{(1-\pi_M)^4} \left\{ \sum_{l \in U} \pi_l \left( \hat{y}_l - \frac{t_y}{n} \right)^4 \right\} \right\} \left\{ \sum_{i=1}^{n} \sum_{k \in U_i} \alpha_{ik} \left( \hat{y}_k - \sum_{l \in U_i} \alpha_{il} \hat{y}_l \right)^2 \right\}^2.$$
so that from Assumptions (H1) − (H3), we obtain (28). Also, from Propositions 3 and 4, we obtain

\[ V\left\{ y \in U \right\} \leq 8 \left\{ 3 + \frac{2}{1-\pi_M} \right\} \left\{ 2 + \frac{1}{1-\pi_M} \right\} \sum_{k \in U} \pi_k \left( \tilde{y}_k - \frac{t_y}{n} \right)^4 \left( \sum_{i=1}^{n} \sum_{k \in U} \alpha_{ik} \left( \tilde{y}_k - \sum_{l \in U} \alpha_{il} \tilde{y}_l \right)^2 \right)^2. \] (30)

From Assumptions (H1) − (H3), we obtain (29) which completes the proof.

From Theorem 1, an approximate two-sided 100(1 − 2\(\alpha\))% confidence interval for \(t_y\) is thus given by

\[ \left[ \hat{t}_{y\pi} \pm u_{1-\alpha} \sqrt{V\{y_U\}(\hat{t}_{y\pi})} \right] \] (31)

with \(u_{1-\alpha}\) the quantile of order \(1 - \alpha\) of the standard normal distribution. In practice, the variance of the HT-estimator in (31) needs to be replaced with a variance estimator. A customary choice for a fixed-size sampling design is the Sen-Yates-Grundy variance estimator

\[ \hat{V}_{SYG} = \frac{1}{2} \sum_{k \neq l \in S} \frac{\pi_k \pi_l - \pi_{kl}}{\pi_{kl}} (\tilde{y}_k - \tilde{y}_l)^2. \] (32)

with \(\pi_{kl}\) the probability that units \(k\) and \(l\) are selected jointly in the sample. These probabilities can be computed exactly for ordered pivotal sampling (Chauvet, 2012), but many of them are usually equal to 0 which results in a variance estimator biased downwards. A necessary and sufficient condition for all second-order inclusion probabilities to be strictly positive is that all micro-strata contain at most one non cross-border unit, which is unlikely to hold when the first-order inclusion probabilities are small.

### 5 A model-assisted central limit theorem

To handle this problem, we appeal to some super-population model. We assume that the first-order inclusion probabilities \(\pi_k\) are deterministic quantities, possibly defined proportionally to some auxiliary variable \(x_k\), and that the values of the \(y\)-variable are generated according to

\[ m : y_k = \beta \pi_k + \pi_k \epsilon_k \quad \text{for} \quad k \in U, \quad \text{where} \quad \left\{ \begin{array}{l} E(\epsilon_k) = 0, \\ V(\epsilon_k) = \sigma^2, \end{array} \right. \] (33)
and where $\beta$ and $\sigma$ are unknown parameters. The $\epsilon_k$’s need not be independent and identically distributed, and in applications like in spatial sampling they are typically not. We note $\epsilon_U = (\epsilon_1, \ldots, \epsilon_N)^\top$, and

$$
\eta'_i = \frac{\xi_i}{\sqrt{V(\hat{t}_y - t_y)}} 
$$

We have

$$
V(\hat{t}_y - t_y) = EV_{\{y_U\}}(\hat{t}_y - t_y).
$$

Also, it follows from Proposition 1 that \{\eta_i'; i = 1, \ldots, n\} is a martingale difference sequence with respect to the filtration \{F_i; i = 0, \ldots, n\}. We consider the following assumptions:

H2b: There exists some constant $C_3$ such that:

$$
\sum_{k \in U} \pi_k E(\epsilon_k^4) \leq C_3 \frac{N^4}{n^3}.
$$

H3b: There exists some constant $C_4 > 0$ such that:

$$
\sum_{i=1}^n \sum_{k,l \in U_i} \alpha_{ik} \alpha_{il} E(\epsilon_k - \epsilon_l)^2 \geq C_4 \frac{N^2}{n}.
$$

H4: There exists some constant $C_5$ such that:

$$
\sum_{k \neq l \neq i \in U} \pi_k (1 - \pi_k) \pi_i (1 - \pi_i) \text{Cov}^+(\epsilon_k^2, \epsilon_l^2) \leq C_5 \frac{N^3}{n^2},
$$

$$
\sum_{k \neq l \neq i \in U} (\pi_k \pi_l - \pi_{kl}) \pi_i (1 - \pi_i) \text{Cov}^+(\epsilon_k \epsilon_l, \epsilon_i^2) \leq C_5 \frac{N^3}{n^2},
$$

$$
\sum_{k \neq l \neq i \neq j \in U} (\pi_k \pi_l - \pi_{kl}) (\pi_i \pi_j - \pi_{ij}) \text{Cov}(\epsilon_k \epsilon_l, \epsilon_i \epsilon_j) \leq C_5 \frac{N^3}{n^2},
$$

where for two random variables $X$ and $Y$, we note $\text{Cov}^+(X, Y) = \text{Max}\{0, \text{Cov}(X, Y)\}$.

Assumptions (H2b) and (H3b) are model counterparts for assumptions (H2) and (H3). The assumption (H4) requires that there is no long-range dependence in the population $U$. This assumption will hold automatically if the
\( \varepsilon_k \)'s are independent, since in such case the left-hand side in each of the three lines of (38) is equal to 0.

**Theorem 2** Suppose that the super-population model \( m \) in (33) holds. Suppose that the sample \( S \) is selected by means of ordered pivotal sampling, and that assumptions (H1), (H2b), (H3b) and (H4) hold. Then

\[
\frac{\hat{t}_{y\pi} - t_y}{\sqrt{V(\hat{t}_{y\pi} - t_y)}} \overset{\mathcal{L}_{mp}}{\longrightarrow} N(0, 1),
\]

(39)

where \( \overset{\mathcal{L}_{mp}}{\longrightarrow} \) stands for the convergence in distribution with respect to the randomization associated to both the super-population model \( m \) and the sampling design \( p(\cdot) \).

**Proof.** It is sufficient to prove that the sequence \( \{\eta'_i; i = 1, \ldots, n\} \) fulfills conditions (a) and (b) in Proposition 2. Condition (a) will follow with \( \delta = 2 \) from

\[
\sum_{i=1}^{n} E\{(\eta'_i)^4\} = O(n^{-1}).
\]

(40)

From Proposition 2, we obtain after some algebra that there exists some constant \( C_6 \) such that

\[
\sum_{i=1}^{n} E(\xi_i^4) \leq C_6 \left\{ 2 + \frac{1}{1-\pi_M} \right\} \left\{ \sum_{l \in U} \pi_l E(\varepsilon_k)^4 \right\}.
\]

(41)

From Proposition 3, we obtain

\[
EV_{\{y_{U}\}}(\hat{t}_{y\pi}) \geq \left( 1 - \pi_M \right)^2 \sum_{i=1}^{n} \sum_{k,l \in U_i} \alpha_{ik} \alpha_{il} E(\varepsilon_k - \varepsilon_l)^2.
\]

(42)

From equations (41) and (42), and from Assumptions (H1), (H2b) and (H3b), we obtain (40).

We now turn to condition (b), which will follow from

\[
V \left\{ \sum_{i=1}^{n} V_{\xi_i}(\eta'_i) \right\} = O(n^{-1}).
\]

(43)
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We have
\[ V \left\{ \sum_{i=1}^{n} V_{F_i}(\eta_i') \right\} = E \left[ V_{\{y\}} \left\{ \sum_{i=1}^{n} V_{F_i}(\eta_i') \right\} \right] + \frac{V \left[ V_{\{y\}}(\hat{t}_y) \right]}{V(\hat{t}_y - t_y)^2}. \] (44)

Making use of Proposition 4 and of Assumptions (H1), (H2b) and (H3b), it is easily proved that the first term in the right-hand side of (44) is \( O(n^{-1}) \). The proof (omitted) is similar to that for equation (40). Also we have
\[ V \left[ V_{\{y\}}(\hat{t}_y) \right] = V \left[ \frac{1}{2} \sum_{k\neq l \in U} (\pi_k \pi_l - \pi_{kl})(\bar{y}_k - \bar{y}_l)^2 \right] \] (45)
\[ = \frac{1}{4} \sum_{k\neq l \in U} \sum_{i \neq j \in U} (\pi_k \pi_l - \pi_{kl})(\pi_i \pi_j - \pi_{ij})Cov \{ (\epsilon_k - \epsilon_l)^2, (\epsilon_i - \epsilon_j)^2 \}. \]

After some algebra, we obtain
\[ V \left[ V_{\{y\}}(\hat{t}_y) \right] \leq \sum_{k\neq l \in U} \pi_k (1 - \pi_k) \pi_l (1 - \pi_l) Cov^2(\epsilon_k^2, \epsilon_l^2) \]
\[ + 2 \sum_{k\neq l \neq i \in U} (\pi_k \pi_l - \pi_{kl}) \pi_i (1 - \pi_i) Cov(\epsilon_k \epsilon_l, \epsilon_i^2) \] (46)
\[ + \sum_{k\neq l \neq i \neq j \in U} (\pi_k \pi_l - \pi_{kl})(\pi_i \pi_j - \pi_{ij})Cov(\epsilon_k \epsilon_l, \epsilon_i \epsilon_j), \]
which is \( O(N^3 n^{-2}) \) from Assumption (H4). From equation (42) and Assumption (H3b), we obtain that the second term in the right-hand side of (44) is \( O(N^{-1}) \). This completes the proof.

From Theorem 2, an approximate two-sided 100(1-2\(\alpha\))% confidence interval for \( t_y \) is thus given by
\[ \hat{t}_y \pm u_{1-\alpha} \sqrt{V(\hat{t}_y - t_y)} \] (47)
with \( u_{1-\alpha} \) the quantile of order 1 - \( \alpha \) of the standard normal distribution. To obtain a variance estimator, we first note that under the super-population model \( m \):
\[ V(\hat{t}_y - t_y) = \sigma^2 \sum_{k \in U} \pi_k (1 - \pi_k) + \sum_{k \neq l \in U} (\pi_{kl} - \pi_{k} \pi_{l})Cov(\epsilon_k, \epsilon_l). \] (48)
If the $\epsilon_k$’s are assumed to be independent, the second term in (48) vanishes which leads to the variance estimator

$$\hat{V}_m = \hat{\sigma}^2 \sum_{k \in U} \pi_k (1 - \pi_k) \quad \text{where} \quad \hat{\sigma}^2 = \frac{1}{2n(n-1)} \sum_{k \in S} (\hat{y}_l - \hat{y}_k)^2. \quad (49)$$

This variance estimator is then unbiased for $V(\hat{t}_y - t_y)$, provided that $S$ is independent on $\epsilon_U$ (non-informative sampling). Alternatively, a weighted version of $\hat{\sigma}^2$ may be used. If the $\epsilon_k$’s may not be assumed to be independent, like in case of spatial sampling for example, the covariance structure of the $\epsilon_k$’s may be parametrically modeled. Several methods for the estimation of these parameters are possible, see for example Sherman (2011).

6 Conclusion

In this work, we proved a central-limit theorem for the HT-estimator both under a design-based approach and under a model-assisted approach. The question of variance estimation was only briefly discussed. It would be of both theoretical and practical interest to exhibit variance estimators which are weakly consistent, under reasonable model assumptions, so as to build confidence intervals in practice with approximate appropriate coverage. This goes beyond the goal of the present paper, but is a matter for further research.

An auxiliary variable is needed to define the first-order inclusion probabilities. In practice, other auxiliary variables may be available for all the units in the population, which would enable to consider a more elaborate superpopulation model. In particular, balanced sampling by means of the cube method could be used to achieve a spatial balance, while controlling the balancing on these auxiliary variables (Grafström and Tillé, 2013). Establishing a central-limit theorem for the cube method and an arbitrary set of auxiliary variables is also a matter for further research.
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A Additional results for Proposition 2

Lemma 1 We can alternatively write

\[ \xi_i = b_i (\bar{y}_{s_i} - \bar{y}_{F_i}) + \sum_{k \in U'_i} \alpha_{ik} (\bar{y}_{F_i} - \bar{y}_k) \]  \hspace{1em} (50)

\[ = (1 - b_i) \sum_{k \in U'_i} \alpha_{ik} (\bar{y}_{F_i} - \bar{y}_k) + b_i \sum_{k \in U'_i} \alpha_{ik} (\bar{y}_{s_i} - \bar{y}_k). \hspace{1em} (51) \]

Proof. By noting that \( \bar{y}_{F_i} + \bar{y}_{L_i} = \bar{y}_{S_i} + \bar{y}_{k_i} \), we obtain from the definition of \( \xi_i \):

\[ \xi_i = \bar{y}_{F_i} + b_i (\bar{y}_{L_i} - \bar{y}_{k_i}) - \sum_{k \in U'_i} \alpha_{ik} \bar{y}_k \]

\[ = \bar{y}_{F_i} + b_i (\bar{y}_{s_i} - \bar{y}_{F_i}) - \sum_{k \in U'_i} \alpha_{ik} \bar{y}_k \]

\[ = \sum_{k \in U'_i} \alpha_{ik} \bar{y}_{F_i} + b_i (\bar{y}_{s_i} - \bar{y}_{F_i}) - \sum_{k \in U'_i} \alpha_{ik} \bar{y}_k \]

\[ = b_i (\bar{y}_{s_i} - \bar{y}_{F_i}) + \sum_{k \in U'_i} \alpha_{ik} (\bar{y}_{F_i} - \bar{y}_k). \]

Equation (51) follows from (50).

Lemma 2 For any convex function \( \phi \), we have:

\[ \phi(\xi_i) \leq (1 - b_i) \sum_{k \in U'_i} \alpha_{ik} \phi(\bar{y}_{F_i} - \bar{y}_k) + b_i \sum_{k \in U'_i} \alpha_{ik} \phi(\bar{y}_{s_i} - \bar{y}_k), \hspace{1em} (52) \]

\[ E\{L_{i-1}\} \phi(\xi_{ni}) \leq \sum_{k,l \in U'_i} \alpha_{ik} \alpha_{il} \phi(\bar{y}_l - \bar{y}_k). \hspace{1em} (53) \]

Proof. Equation (52) readily follows from equation (51) and from the Jensen inequality. For any \( k \in U'_i \), we have:

\[ E\{L_{i-1,s_i}\} \phi(\bar{y}_{F_i} - \bar{y}_k) = \frac{1 - a_i - b_i}{1 - b_i} \phi(\bar{y}_{s_i} - \bar{y}_k) + \frac{a_i}{1 - b_i} \phi(\bar{y}_k - \bar{y}_k), \]
and from equation (52):

\[
E_{\{L_{i-1},S_i\}}(\xi_{i\nu}) \leq (1 - a_i) \sum_{k \in U'_i} \alpha_{ik} \phi(\bar{y}_{Si} - \bar{y}_k) + a_i \sum_{k \in U'_i} \alpha_{ik} \phi(\bar{y}_{ki} - \bar{y}_k),
\]

\[
E_{\{L_{i-1}\}}(\xi_{i\nu}) \leq \sum_{k \in U'_i, l \in U'_i \setminus \{k_i\}} \alpha_{ik} \alpha_{il} \phi(\bar{y}_l - \bar{y}_k) + \sum_{k \in U'_i} a_i \alpha_{ik} \phi(\bar{y}_{ki} - \bar{y}_k),
\]

\[
= \sum_{k,l \in U'_i} \alpha_{ik} \alpha_{il} \phi(\bar{y}_l - \bar{y}_k).
\]

Lemma 3 For any \(i \leq j = 1, \ldots, n\), we note \(c_i = \frac{a_i b_i}{(1 - a_i)(1 - b_i)}\), and

\[
c(i, j) = \begin{cases} 
1 & \text{if } j = i, \\
\prod_{l=i}^{j-1} c_l & \text{if } j > i.
\end{cases}
\]

(54)

We have

\[
\sum_{j=i}^{n} c(i, j) \leq 1 + \frac{1}{1 - \pi_M} \quad \text{and} \quad \sum_{i=1}^{j} c(i, j) \leq 1 + \frac{1}{1 - \pi_M}.
\]

(55)

Proof. For any \(l = 1, \ldots, n\), we have

\[
c_l = \frac{a_l b_l}{(1 - \pi_{ki}) + a_l b_l} \leq \frac{a_l b_l}{(1 - \pi_M) + a_l b_l} \leq \frac{1}{2 - \pi_M} \leq c.
\]

(56)

For any \(j \geq i\), this leads to \(c(i, j) \leq c^{j-i}\). We obtain

\[
\sum_{j=i}^{n} c(i, j) \leq \sum_{j=i}^{n} c^{j-i} \leq \frac{1}{1 - c} = 1 + \frac{1}{1 - \pi_M}
\]

and

\[
\sum_{i=1}^{j} c(i, j) \leq \sum_{i=1}^{j} c^{j-i} \leq \frac{1}{1 - c} = 1 + \frac{1}{1 - \pi_M}.
\]

Lemma 4 We note \(z\) for some variable of interest, and \(z^+_l = \max(z_l, 0)\). Then

\[
E(\sum_{j=1}^{n-1} b_j z_{L_j}) \leq \left\{1 + \frac{1}{1 - \pi_M}\right\} \sum_{l \in U} \pi_l z^+_l.
\]

(57)
Proof. We can write
\[ \sum_{j=1}^{n-1} b_j z_{L_j} = \sum_{l \in U} W_l z_l \quad \text{where} \quad W_l = \sum_{j=1}^{n-1} b_j 1(L_j = l). \tag{58} \]

Take any unit \( l \in U \), and let \( i \) be the smallest integer for which we may have \( L_i = l \) so that
\[ W_l = \sum_{j=i}^{n-1} b_j 1(L_j = l). \tag{59} \]

For any \( j > i \), since \( \{L_j = l\} \) implies \( \{L_{j-1} = l\} \), we have
\[ b_j \Pr(L_j = l) = b_j \Pr(L_j = l | L_{j-1} = l) \Pr(L_{j-1} = l) \]
\[ = b_j \left( \frac{b_{j-1} a_j}{1 - a_j} \right) \Pr(L_{j-1} = l) \]
\[ = c_j \{b_{j-1} \Pr(L_{j-1} = l)\}. \tag{60} \]

Making use of (59), we obtain
\[ E(W_l) = \sum_{j=i}^{n-1} b_j \Pr(L_j = l) \]
\[ = \{b_i \Pr(L_i = l)\} \sum_{j=i}^{n} c(i, j) \]
\[ \leq \left\{ 1 + \frac{1}{1 - \pi_M} \right\} \{b_i \Pr(L_i = l)\}, \tag{61} \]

where the last inequality follows from equation (55) in Lemma 3. There are two cases for unit \( l \). If \( k_{i-1} < l < k_i \) (non cross-border unit), we have
\[ b_i \Pr(L_i = l) = b_i \left( \frac{\pi_i}{1 - a_i} \right) \frac{a_i}{1 - b_i} = \frac{a_i b_i}{(1 - a_i)(1 - b_i)} \leq \pi_i. \tag{62} \]

If \( l = k_i \) (cross-border unit), we have
\[ b_i \Pr(L_i = l) = b_i \left( \frac{1 - a_i - b_i}{1 - b_i} \right) = \frac{b_i(1 - \pi_i)}{\pi_i(1 - b_i)} \leq \pi_i. \tag{63} \]

By plugging (62) or (63) in (61), and using equation (58), we obtain (57).
Lemma 5 We have
\[ V_{\{L_{i-1}\}}(\xi_i) = \sum_{k<l \in U'_i \setminus \{k_i\}} \alpha_{ik}\alpha_{il}(\check{y}_k - \check{y}_l)^2 + \frac{1 - a_i - b_i}{1 - a_i} \sum_{k \in U'_i \setminus \{k_i\}} \alpha_{ik} a_i (\check{y}_k - \check{y}_{k_i})^2. \] (64)

Proof. We can write
\[ V_{\{L_{i-1}\}}(\xi_i) = V_{\{L_{i-1}\}}E_{\{L_{i-1},S_i\}}(\xi_i) + E_{\{L_{i-1}\}}V_{\{L_{i-1},S_i\}}(\xi_i). \] (65)

We consider the first term in the right-hand side of (65). From the definition of \( F_i \) and \( L_i \), we obtain
\[ E_{\{L_{i-1},S_i\}}(\xi_i) = (1 - a_i)\check{y}_S_i - \sum_{k \in U'_i \setminus \{k_i\}} \alpha_{ik}\check{y}_k, \]
\[ V_{\{L_{i-1}\}}E_{\{L_{i-1},S_i\}}(\xi_i) = (1 - a_i) \sum_{k \in U'_i \setminus \{k_i\}} \alpha_{ik} \left( \check{y}_k - \sum_{l \in U'_i \setminus \{k_i\}} \frac{\alpha_{il}}{1 - a_i} \check{y}_l \right)^2 \]
\[ = \sum_{k<l \in U'_i \setminus \{k_i\}} \alpha_{ik}\alpha_{il}(\check{y}_k - \check{y}_l)^2. \] (66)

We now consider the second term in the right-hand side of (65). After some algebra, we obtain
\[ V_{\{L_{i-1},S_i\}}(\xi_i) = a_i(1 - a_i - b_i)(\check{y}_S_i - \check{y}_{k_i})^2, \]
\[ E_{\{L_{i-1}\}}V_{\{L_{i-1},S_i\}}(\xi_i) = \frac{1 - a_i - b_i}{1 - a_i} \sum_{k \in U'_i \setminus \{k_i\}} \alpha_{ik} a_i (\check{y}_k - \check{y}_{k_i})^2. \] (67)

From (66) and (67), we obtain (64).
C Proof of Proposition 4

From equation (64) in Lemma 5, we can write

\[ V\{L_{i-1}\} (\xi_i) = \sum_{k \in U_i} b_{i-1} \beta_{ik} (\hat{y}_{L_{i-1}} - \hat{y}_k)^2 + C_{1i}, \]

where

\[ \beta_{ik} = \begin{cases} 
0 & \text{if } k = k_{i-1}, \\
\alpha_{ik} & \text{if } k_{i-1} < k < k_i, \\
\frac{a_i(1-a_i-b_i)}{1-b_i} & \text{if } k = k_i 
\end{cases} \]  

and where \( C_{1i} \) is non-random. We note

\[ \bar{y}_{\beta i} = \sum_{k \in U_i} \beta'_{ik} \hat{y}_k \]

where \( \beta'_{ik} = \beta_{ik}/\beta_i \), and \( \beta_i = \sum_{k \in U_i} \beta_{ik} \). We have

\[ \sum_{k \in U_i} b_{i-1} \beta_{ik} (\hat{y}_{L_{i-1}} - \hat{y}_k)^2 = \beta_i (\hat{y}_{L_{i-1}} - \bar{y}_{\beta i})^2 + C_{2i}, \]

where \( C_{2i} \) is non-random. From equations (68) and (71), we obtain

\[ V \left\{ \sum_{i=1}^n V\{L_{i-1}\} (\xi_i) \right\} = V \left\{ \sum_{i=1}^n b_{i-1} \beta_i (\hat{y}_{L_{i-1}} - \bar{y}_{\beta i})^2 \right\}. \]

From equation (72), we can write \( V \left\{ \sum_{i=1}^n V\{L_{i-1}\} (\xi_i) \right\} = V_1 + V_2 \), where

\[ V_1 = \sum_{i=1}^n b_{i-1}^2 \beta_i^2 V[(\hat{y}_{L_{i-1}} - \bar{y}_{\beta i})^2], \]

\[ V_2 = 2 \sum_{i<j}^n \beta_i \beta_j Cov[b_{i-1} (\hat{y}_{L_{i-1}} - \bar{y}_{\beta i})^2, b_{j-1} (\hat{y}_{L_{j-1}} - \bar{y}_{\beta j})^2]. \]
We first consider $V_1$, for which we have

\[
V_1 \leq \sum_{i=1}^{n} b_{i-1}^2 \beta_i^2 E(\bar{y}_{L_{i-1}} - \bar{y}_{\beta_i})^4
\]

\[
\leq 8 \sum_{i=1}^{n} b_{i-1}^2 \beta_i^2 \left\{ E \left( \bar{y}_{L_{i-1}} - \frac{t_y}{n} \right)^4 + \left( \frac{\bar{y}_{\beta_i} - t_y}{n} \right)^4 \right\}
\]

\[
\leq 8 \sum_{i=1}^{n} b_{i-1} E \left( \bar{y}_{L_{i-1}} - \frac{t_y}{n} \right)^4 + 8 \sum_{i=1}^{n} \beta_i \left( \frac{\bar{y}_{\beta_i} - t_y}{n} \right)^4.
\]  \hspace{1cm} (75)

We now consider $V_2$, for which we have

\[
Cov[\bar{y}_{L_{i-1}} - \bar{y}_{\beta_i}, \bar{y}_{L_{i-1}} - \bar{y}_{\beta_j}]
\]

\[
= Cov[\bar{y}_{L_{i-1}} - \bar{y}_{\beta_i}, E \{ b_{j-1}(\bar{y}_{L_{j-1}} - \bar{y}_{\beta_j})^2 | L_{i-1} \}]
\]

\[
= Cov[\bar{y}_{L_{i-1}} - \bar{y}_{\beta_i}, Pr(L_{j-1} = L_{i-1})b_{j-1}(\bar{y}_{L_{i-1}} - \bar{y}_{\beta_j})^2]
\]

\[
= Cov[\bar{y}_{L_{i-1}} - \bar{y}_{\beta_i}, b_{i-1} c(i, j)(\bar{y}_{L_{i-1}} - \bar{y}_{\beta_j})^2]
\]

\[
= b_{i-1}^2 c(i, j) Cov[\bar{y}_{L_{i-1}} - \bar{y}_{\beta_i}, (\bar{y}_{L_{i-1}} - \bar{y}_{\beta_j})^2],
\]  \hspace{1cm} (76)

where the fourth line in (76) follows from equation (60) in Lemma 4. Also, we have

\[
Cov[(\bar{y}_{L_{i-1}} - \bar{y}_{\beta_i})^2, (\bar{y}_{L_{i-1}} - \bar{y}_{\beta_j})^2]
\]

\[
\leq E[(\bar{y}_{L_{i-1}} - \bar{y}_{\beta_i})^2(\bar{y}_{L_{i-1}} - \bar{y}_{\beta_j})^2]
\]

\[
\leq \frac{1}{2} E[(\bar{y}_{L_{i-1}} - \bar{y}_{\beta_i})^4] + \frac{1}{2} E[(\bar{y}_{L_{i-1}} - \bar{y}_{\beta_j})^4]
\]

\[
\leq 8 E \left( \bar{y}_{L_{i-1}} - \frac{t_y}{n} \right)^4 + 4 \left( \frac{\bar{y}_{\beta_i} - t_y}{n} \right)^4 + 4 \left( \frac{\bar{y}_{\beta_j} - t_y}{n} \right)^4.
\]  \hspace{1cm} (77)

By plugging (76) and (77) in (74), we obtain

\[
V_2 \leq 16 \sum_{i=1}^{n} b_{i-1} E \left( \bar{y}_{L_{i-1}} - \frac{t_y}{n} \right)^4 \sum_{j>i} c(i, j)
\]

\[
+ 8 \sum_{i=1}^{n} \beta_i \left( \frac{\bar{y}_{\beta_i} - t_y}{n} \right)^4 \sum_{j>i} c(i, j)
\]

\[
+ 8 \sum_{j=2}^{n} \beta_j \left( \frac{\bar{y}_{\beta_j} - t_y}{n} \right)^4 \sum_{i<j} c(i, j).
\]  \hspace{1cm} (78)
From equation (55) in Lemma 3, we obtain

\[
V_2 \leq 16 \left\{ 1 + \frac{1}{1 - \pi_M} \right\} \left\{ \sum_{i=1}^{n} b_{i-1} E \left( \bar{y}_{L_i} - \frac{t_y}{n} \right)^4 + \sum_{i=1}^{n} \beta_i \left( \bar{y}_{\beta_i} - \frac{t_y}{n} \right)^4 \right\}, \quad (79)
\]

and from equations (75) and (79), we obtain

\[
V_1 + V_2 \leq 8 \left\{ 3 + \frac{2}{1 - \pi_M} \right\} \left\{ \sum_{i=1}^{n} b_{i-1} E \left( \bar{y}_{L_i} - \frac{t_y}{n} \right)^4 + \sum_{i=1}^{n} \beta_i \left( \bar{y}_{\beta_i} - \frac{t_y}{n} \right)^4 \right\}. \quad (80)
\]

By applying Lemma 4, we have

\[
\sum_{i=1}^{n} b_{i-1} E \left( \bar{y}_{L_i} - \frac{t_y}{n} \right)^4 \leq \left\{ 1 + \frac{1}{1 - \pi_M} \right\} \sum_{k \in U} \pi_k \left( \bar{y}_k - \frac{t_y}{n} \right)^4. \quad (81)
\]

Also, we have

\[
\sum_{i=1}^{n} \beta_i \left( \bar{y}_{\beta_i} - \frac{t_y}{n} \right)^4 = \sum_{i=1}^{n} \beta_i \left\{ \sum_{k \in U_i} \beta'_{ik} \left( \bar{y}_k - \frac{t_y}{n} \right)^4 \right\} \\
\leq \sum_{i=1}^{n} \beta_i \sum_{k \in U_i} \beta'_{ik} \left( \bar{y}_k - \frac{t_y}{n} \right)^4 \\
= \sum_{i=1}^{n} \sum_{k \in U_i} \beta_{ik} \left( \bar{y}_k - \frac{t_y}{n} \right)^4 \\
\leq \sum_{i=1}^{n} \sum_{k \in U_i} \alpha_{ik} \left( \bar{y}_k - \frac{t_y}{n} \right)^4 \\
= \sum_{k \in U} \pi_k \left( \bar{y}_k - \frac{t_y}{n} \right)^4, \quad (82)
\]

by using the Jensen inequality in the second line. From equations (80), (81) and (82), we obtain (21).

D A general martingale central-limit theorem

Proposition 5 (Helland, 1982; Ohlsson, 1986) For \( \nu = 1, 2, \ldots \), let

\[ \{ \eta_{i\nu}; \ i = 1, \ldots, n_{\nu} \} \]
denote a martingale difference sequence relative to the filtration \( \{ \mathcal{F}_{\nu_i}; 1 = 1, \ldots, n_\nu \} \) and let

\[
S_\nu = \sum_{i=1}^{n_\nu} \eta_{\nu i}.
\] (83)

Assume that the following conditions are fulfilled:

(a) For some \( \delta > 0 \), we have:

\[
\sum_{i=1}^{n_\nu} E|\eta_{\nu i}|^{2+\delta} \underset{\nu \to \infty}{\to} 0.
\] (84)

(b) We have:

\[
\sum_{i=1}^{n_\nu} E_{\{ \mathcal{F}_{\nu,i-1} \}} \eta_{\nu i}^2 \underset{P_r}{\to} 1.
\] (85)

Then \( S_\nu \overset{\mathcal{L}}{\to} \mathcal{N}(0, 1) \), where \( \overset{\mathcal{L}}{\to} \) stands for the convergence in distribution.