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Abstract

The aim of this paper is to provide a direct link between maximizing curves that occur in the construction of smooth algebraic surfaces having the maximal possible Picard numbers and reduced free plane curves with simple singularities. We also investigate odd degree plane curves with simple singularities having maximal total Tjurina number.
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1 Introduction

The study of complex smooth projective surfaces with a maximum Picard number is a classical topic in algebraic geometry, see for example [3, 20]. One way to construct such surfaces is to start with a plane curve $C \subset \mathbb{P}^2_C$ of even degree with only ADE singularities, take a double cover $X$ of $\mathbb{P}^2_C$ branched along $C$, and study $\tilde{X}$ the minimal resolution of singularities of $X$. U. Persson found a sufficient condition on $C$ such that the corresponding surface $\tilde{X}$ has a maximum possible Picard number and called such curves maximizing, see [20]. He also gave many very interesting examples of such curves in this paper.

The free divisors were introduced by K. Saito in [23] and have been the centre of much interest since then, mainly because of Terao’s conjecture that the freeness of a hyperplane array is determined by the combinatorics, see [26]. This conjecture is still
open even in the case of line arrangements in \( \mathbb{P}^2 \), despite a lot of work in the last 40 years, see \cite{2} for an update of the current situation. It is natural to ask whether Terao’s conjecture can somehow be generalised to all reduced plane curves, and as it turned out in \cite{24}, such an expectation was too optimistic. In order to better understand the freeness of reduced plane curves, one tries to find certain classes of reduced curves with some extreme properties and check whether they are free, and this strategy has been explored e.g. in \cite{9, 10, 22}.

In particular, the free plane curves in \( \mathbb{P}^2 \), to be defined below in Definition 2.5 and whose exponents are introduced in Definition 2.8, are characterized by a certain maximality property of their total Tjurina numbers, see \cite{7, 15}, which we recall below in Theorem 2.7. Therefore it is natural to ask if there is a relation between maximizing curves in the Persson sense and free curves with only simple singularities. Our main result is that a maximizing curve of even degree \( n = 2m \) is exactly a free curve with the exponents \((m - 1, m)\) with only ADE singularities, see Theorem 2.9. This result is proved in Section 2, after recalling all the necessary notions and results for its proof are recalled.

In Section 3 we present some of the examples of maximizing curves given by Persson in \cite{20}, which in view of our Theorem 2.9 gives new interesting examples of free curves. In Example 3.7 we consider curves of arbitrary even degree \( n = 2m + 2 \), consisting of 2 lines and one remaining curve, denoted by \( \mathcal{D}_{2m} \) in Remark 3.8, which has been considered by several authors, see for instance \cite{1}. This curve is not free, but has a certain maximality property of its total Tjurina number, which makes it a nearly free curve in the sense of \cite{1, 13}, see Remark 3.8. Moreover, this curve \( \mathcal{D}_{2m} \) has other interesting properties, giving examples of curves with a maximal number of \( A_5 \) (resp. \( A_7 \)) singularities, see Example 4.3 (resp. Example 4.4) in the fourth section.

In Section 5 we study reduced plane curves \( C \) of odd degree \( n = 2m + 1 \) with at most ADE singularities and show that their total Tjurina number \( \tau(C) \) is at most \( 3m^2 + 1 \). When the equality holds, then we call such \( C \) a maximizing curve, and note that this happens if and only if \( C \) is a free curve with the exponents \((m - 1, m + 1)\), see Proposition 5.1. Then we construct examples of maximizing curves of degree 5 and 7, and ask about the existence of such curves in the odd degrees \( \geq 9 \). Even if odd degree curves cannot be used to construct interesting surfaces by taking the associated double covers, see also Remark 5.3 for odd degree covers, they have a geometric interest. This is due to the
fact that, by adding a well-chosen line to a maximizing curve of odd degree, one can obtain a maximizing curve of even degree, see for instance Example 5.13. We present results devoted to our general construction where we show that adding a new irreducible component $C_2$ to a curve $C_1$ with a high total Tjurina number can lead to a maximizing curve $C = C_1 \cup C_2$ - see Theorem 5.8 and Theorem 5.12 for the case when $C_2$ a line, and Theorem 5.17 and Theorem 5.15 for the case where $C_2$ a smooth conic.

We hope that our note will lead to a renewed interest in the construction of maximizing curves for double covers of the complex projective plane, which will also lead to new examples of reduced free curves with simple singularities.

## 2 Maximizing curves as free curves

It is well-known that a double cover of a non-singular surface is non-singular if and only if the branch curve is non-singular. However, if the singularities of curves are mild, these singularities give rise to mild singularities for the double cover. In order to have only rational double points as singularities for our surfaces, we focus only on branching curves with ADE singularities, and we call such curves simply singular, following [20].

The classification of ADE singularities is a very classical subject, see for instance [6], but for the notation reason let us recall it here:

- $A_k$ with $k \geq 1$: $x^2 + y^{k+1} = 0$,
- $D_k$ with $k \geq 4$: $y^2 x + x^{k-1} = 0$,
- $E_6$: $x^3 + y^4 = 0$,
- $E_7$: $x^3 + xy^3 = 0$,
- $E_8$: $x^3 + y^5 = 0$.

Recall that a $W_n$ singularity of a branch curve $C$ with $W \in \{A, D, E\}$ gives rise to a singularity of the corresponding double cover $X$ whose resolution contributes exactly $n$ cycles to the Néron-Severi group of the smooth surface $\tilde{X}$. Based on that observation, we have the following definition.

**Definition 2.1.** The index of a singularity $W_n$ with $W \in \{A, D, E\}$ is defined as the integer $n$ in the subscript. The index of a simply singular curve $C$ is defined as the sum of the indices over all singular points of the curve, and we denote it by $\sigma(C)$. 

In fact, the index of a singularity is nothing else as the local Milnor number, but here we want to follow notations used by Persson in [20]. If $C$ is a reduced curve in the complex projective plane $\mathbb{P}^2_{\mathbb{C}}$, then we denote by $\tau(C)$ its total Tjurina number, i.e., this is the sum over all singular points of $C$ of the local Tjurina numbers of $C$ at $p$. If necessary, for the definition of local Milnor and Tjurina numbers refer for instance to [6]. The first observation that we would like to indicate here is the following.

**Remark 2.2.** Let $C \subset \mathbb{P}^2_{\mathbb{C}}$ be a reduced simply singular curve, i.e., admitting only ADE singularities. Then

$$\sigma(C) = \tau(C).$$

This equality comes from the fact that in Arnold’s notation for simple singularities, say $W_m$ with $W \in \{A, D, E\}$, the subscript $m$ denotes the Milnor number of the singularity $W_m$. All the simple singularities are quasi-homogeneous, and for such singularities the corresponding Milnor numbers and Tjurina numbers coincide. For these and other basic facts on singularities, one can see for instance [6].

Now we focus on the discussion related to double covers. Let $C \subset \mathbb{P}^2_{\mathbb{C}}$ be a reduced simply singular curve of even degree and consider a double cover $f : X \to \mathbb{P}^2_{\mathbb{C}}$ branched along $C$ and let $\pi : \tilde{X} \to X$ be the minimal resolution of singularities of $X$. We will call $\tilde{X}$ the surface associated with $C$. Denote by $\rho(\tilde{X})$ the Picard number of $\tilde{X}$.

**Proposition 2.3.** Let $C \subset \mathbb{P}^2_{\mathbb{C}}$ be a reduced simply singular curve of even degree $n$, then we have the following bounds:

$$\sigma(C) + 1 \leq \rho(\tilde{X}) \leq 3\frac{n}{2}\left(\frac{n}{2} - 1\right) + 2.$$ 

The proof of this proposition can be found in [17, Section 4], and it is based on several key facts, among which we can find the following.

a) The number of exceptional curves in the minimal resolution of a simple singularity $W_m$ is $m$. Hence the union of all such exceptional curves spans a vector subspace of dimension $\sigma(C)$ in the Néron-Severi group $\text{NS}(\tilde{X}, \mathbb{R})$, which is negative definite with respect to the cup-product on $H^2(\tilde{X}, \mathbb{R})$.

b) The (topological) signature theorem implies that the cup-product on the real vector space $H^{1,1}_R := H^2(\tilde{X}, \mathbb{R}) \cap H^{1,1}(\tilde{X})$ has signature $(1, h^{1,1}(\tilde{X}) - 1)$. 
c) Lefschetz Theorem on \((1, 1)\)-classes implies that \(\text{NS}\(\tilde{X}, \mathbb{R}\)\) can be regarded as a linear subspace of \(H^{1,1}_R\) and hence \(\sigma(C) \leq h^{1,1}(\tilde{X}) - 1\).

d) Brieskorn Theorem on simultaneous resolution of simple surface singularities implies that the topology and the Hodge numbers of the minimal resolution \(\tilde{X}\) are the same as those of the double covering of \(\mathbb{P}^2_\mathbb{C}\) ramified along a smooth curve of degree \(n\). This allows the computation of the Hodge numbers, in particular the equality

\[
h^{1,1}(\tilde{X}) = \frac{3n^2}{2} \left( \frac{n}{2} - 1 \right) + 2.
\]

Based on this result, U. Persson has introduced the following definition, for a more general situation when \(\mathbb{P}^2_\mathbb{C}\) is replaced by any smooth surface, see [20, Definition 1.6].

**Definition 2.4.** A reduced simply singular curve \(C \subset \mathbb{P}^2_\mathbb{C}\) of even degree \(n \geq 4\) is a **maximizing curve** if

\[
\sigma(C) = \frac{3n}{2} \left( \frac{n}{2} - 1 \right) + 1.
\]

For such a maximizing curve \(C\) the associated smooth surface \(\tilde{X}\) might have the maximal possible Picard number. From this perspective, it is very interesting to classify reduced simply singular curves that are maximizing. It turns out this problem can be translated into another, namely we can focus on finding reduced simply singular free curves. Now we explain the flip side of our discussion.

Let \(S := \mathbb{C}[x, y, z] = \bigoplus_d S_d\) be the graded polynomial ring. Define \(\text{Der}(S) = \{\partial := a \cdot \partial_x + b \cdot \partial_y + c \cdot \partial_z, \ a, b, c \in S\}\) the free \(S\)-module of \(\mathbb{C}\)-linear derivations of the ring \(S\). The module \(\text{Der}(S)\) becomes a graded \(S\)-module if we set

\[
\deg(\partial_x) = \deg(\partial_y) = \deg(\partial_z) = 0. \tag{1}
\]

Now for a reduced curve \(C : f = 0\) given by the defining homogeneous polynomial \(f \in S_d\), we introduce

\[
\text{D}(f) = \{\partial \in \text{Der}(S) : \partial f \in \langle f \rangle\}.
\]

As we can observe, \(\text{D}(f)\) is the graded \(S\)-module of derivations preserving the ideal \(\langle f \rangle\).

For a reduced plane curve \(C : f = 0\) in \(\mathbb{P}^2_\mathbb{C}\), the Euler identity yields the following decomposition

\[
\text{D}(f) = \text{D}_0(f) \oplus S \cdot \delta_E,
\]
where $\delta_E = x\partial_x + y\partial_y + z\partial_z$ is the Euler derivation, and

$$D_0(f) = \{\partial \in \text{Der}(S) : \partial f = 0\},$$

is the set of all $\mathbb{C}$-linear derivations of $S$ killing the polynomial $f$.

**Definition 2.5.** We say that a reduced curve $C : f = 0$ in $\mathbb{P}_C^2$ defined by a homogeneous polynomial $f \in S$ is **free** if $D(f)$, or $D_0(f)$, is a free graded $S$-module.

The coherent sheaf $E$ on $\mathbb{P}_C^2$ associated to the graded $S$-module $D_0(f)$ is a rank 2 vector bundle, called the sheaf of logarithmic vector fields along the curve $C$, see for instance [12]. The curve $C$ is free if and only if this vector bundle splits, that is

$$E = \mathcal{O}(-d_1) \oplus \mathcal{O}(-d_2),$$

where $\mathcal{O}$ is the structure sheaf of $\mathbb{P}_C^2$ and $(d_1, d_2)$ are the exponents of the free curve $C$, see Definition 2.8 below for an alternative definition of exponents.

**Definition 2.6.** The minimal degree among derivations killing $f$ is defined as

$$\text{mdr}(f) = \min\{r \in \mathbb{N} : D_0(f)_r \neq 0\}.$$  

In practice, it is rather difficult to check by hand whether a certain reduced plane curve is free. However, we have the following result by du Plessis and Wall [15], saying that the total Tjurina number $\tau(C)$ of a curve $C : f = 0$ is bounded by an explicit function $\tau(n, r)_{\text{max}}$ which depends only on $n = \deg(C)$ and $r = \text{mdr}(f)$.

**Theorem 2.7.** Let $C : f = 0$ be a reduced plane curve of degree $n$ and let $r = \text{mdr}(f)$. Then the following two cases hold.

a) If $r < n/2$, then $\tau(C) \leq \tau(n, r)_{\text{max}} = (n-1)(n-r-1) + r^2$ and the equality holds if and only if the curve $C$ is free.

b) If $n/2 \leq r \leq n-1$, then $\tau(C) \leq \tau(n, r)_{\text{max}}$, where, in this case, we set

$$\tau(n, r)_{\text{max}} = (n-1)(n-r-1) + r^2 - \left(\frac{2r-n+2}{2}\right).$$

When all the singularities of $C : f = 0$ are quasi-homogeneous, in particular when $C$ has only simple singularities, it is often easy to compute $\tau(C)$. If we have some indication on $r = \text{mdr}(f)$, in many cases we can conclude that $C$ is a free curve, even without using a computer, as in the proof of Theorem 2.9 below.
Definition 2.8. The exponents of a reduced free curve $C \subset \mathbb{P}_k^2$ of degree $n$ given by $f \in S_n$ are defined as the pair of positive integers of the form

$$(d_1, d_2) = (\text{mdr}(f), n - \text{mdr}(f) - 1).$$

For a free curve, the free graded $S$-module $D_0(f)$ has rank 2 as an $S$-module, and the exponents are the degrees of a basis for this module, see [25].

When the curve is not free, the number of generators of the $S$-module $D_0(f)$ can be quite large, see [14, 16]. Since $\tau(C) = \sigma(C)$, our problem reduces to understand the link between reduced simply singular curves that are free and those that are maximizing.

The main result of the paper can be formulated as follows.

Theorem 2.9. Let $C$ be a plane curve of degree $n = 2m \geq 4$ having only ADE singularities. Then $C$ is maximizing if and only if $C$ is a free curve with the exponents $(m - 1, m)$.

Remark 2.10. Notice that, according to Theorem 2.7, we can call free curves as maximal Tjurina curves. Due to this reason, we arrive at the slogan that the world of maximal Tjurina curves is linked with the world of maximizing curves.

Before we present our proof, we need an additional preparation. Let us recall that for a reduced curve $C : f = 0$ we define the Arnold exponent $\alpha_C$ to be the minimum of the Arnold exponents of the singular points $p$ in $C$. Using the modern language, the Arnold exponents of singular points are nothing else than the log canonical thresholds of singularities. For the special case of a quasi-homogeneous singularity, this Arnold exponent can be easily computed as follows. Recall that the germ $(C, p)$ is quasi-homogeneous of type $(w_1, w_2; 1)$ with $0 < w_j \leq 1/2$ if there are local analytic coordinates $y_1, y_2$ centered at $p = (0, 0)$ and a polynomial $g(y_1, y_2) = \sum_{u,v} c_{u,v} y_1^u y_2^v$ with $c_{u,v} \in \mathbb{C}$, where the sum is taken over all pairs $(u, v) \in \mathbb{N}^2$ with $uw_1 + vw_2 = 1$. In this case, the Arnold exponent is given by

$$c_0(g) = w_1 + w_2.$$ 

It is easy to check, using the equations given at the beginning of this section, that all the simple singularities are quasi-homogeneous. As an example, the equation for $E_6$, namely $g = y_1^3 + y_2^4$, is quasi-homogeneous with respect to the weights

$$w_1 = \frac{1}{3}, \quad w_2 = \frac{1}{4} \quad \text{and hence} \quad c_0(E_6) = c_0(g) = \frac{1}{3} + \frac{1}{4} = \frac{7}{12}.$$
It is known that a quasi-homogeneous singularity $g = 0$ is simple if and only if
\[ c_0(g) > \frac{1}{2}, \tag{2} \]
see for instance [6, Corollary 7.45 and inequality 7.46]. For a projective hypersurface
$V : f = 0$ of any dimension having only isolated quasi-homogeneous singularities, the
minimal degree of an element in $D_0(f)$ is related to the Arnold exponent $\alpha_V$, see [11,
Theorem 9] where we can find a rather technical statement. Here we need only the
following special case adjusted to curves, see [12, Theorem 2.1].

**Theorem 2.11.** Let $C : f = 0$ be a reduced curve of degree $n$ in $\mathbb{P}^2_C$ having only
quasi-homogeneous singularities. Then
\[ \text{mdr}(f) \geq \alpha_C \cdot n - 2. \]

After such a preparation we are finally ready to present our proof of Theorem 2.9.

**Proof.** If $C$ is a free curve with exponents $(m - 1, m)$, then Theorem 2.7 a) implies that
\[ \tau(C) = \tau(2m, m - 1)_{\text{max}} = 3m(m - 1) + 1. \]
This equality implies that $C$ is maximizing, using Definition 2.4 and Remark 2.2. Con-
versely, assume now that $C : f = 0$ is a maximizing curve of even degree $n = 2m$ with
$m \geq 2$ and
\[ \tau(C) = 3 \frac{n}{2} \left( \frac{n}{2} - 1 \right) + 1 = 3m(m - 1) + 1. \]
We are going to show that $C$ is indeed free. Using (2) and Theorem 2.11, we get
\[ r = \text{mdr}(f) \geq \alpha_C \cdot 2m - 2 > \frac{1}{2} \cdot 2m - 2 = m - 2. \]
It follows that $r \geq m - 1$ and then Theorem 2.7 implies that
\[ \tau(C) \leq \tau(2m, m - 1)_{\text{max}} = 3m(m - 1) + 1. \]
Indeed, we can check directly that the function $\tau(n, r)_{\max}$ is strictly decreasing as a
function with respect to $r$ on the interval $[0, n - 1] = [0, 2m - 1]$. Since $C$ is maximizing,
we have in fact
\[ \tau(C) = 3m(m - 1) + 1 = \tau(2m, m - 1)_{\max}, \]
which implies that $r = m - 1$ and then by Theorem 2.7 a) the curve $C$ is free, with
exponents $(m - 1, m)$. This completes the proof. \[\square\]
Remark 2.12. It follows from the above proof that a simply singular curve $C$ of degree $n = 2m$ which is maximizing must have some very singular points. Indeed, for such a curve $C$ one has

$$m - 1 \geq 2m \cdot \alpha_C - 2$$

and hence

$$\alpha_C \leq \frac{m + 1}{2m}.$$ 

For instance, if the curve $C$ has only $A_k$ singularities, and since

$$c_0(A_k) = \frac{1}{2} + \frac{1}{k + 1}$$

it follows that there are some singularities $A_k$ on $C$ with $k \geq 2m - 1$. In particular, there is no maximizing curve having only nodes $A_1$ and cusps $A_2$ as singularities. Similarly, one can show that there is no arrangement $A \subset \mathbb{P}_C^2$ of $n = 2m$ lines with $m \geq 4$ having $A_1$ and $D_4$ singularities (the only simple singularities for a line arrangement) that is a maximizing curve, see [12, Corollary 4.6]. This shows that in the search of maximizing curves one can use techniques and results devoted to the study of reduced free curves and/or non-existence of such curves. In [10], we showed that there does not exists any conic-line arrangement of degree 6 with $A_1$, $A_3$, $D_4$ singularities that is free, so it means that there is no such maximizing curve (cf. [28, Section 4]).

3 Examples of maximizing curves

Here we present some examples of maximizing curves found by U. Persson in [20]. In view of Theorem 2.9, they give new examples of free curves.

Example 3.1 (Persson’s tri-conical arrangement). Consider the following arrangement of conics $C = \{C_1, C_2, C_3\} \subset \mathbb{P}_C^2$, where

$$C_1 : x^2 + y^2 - z^2 = 0,$$
$$C_2 : 2x^2 + y^2 + 2xz = 0,$$
$$C_3 : 2x^2 + y^2 - 2xz = 0.$$  

This arrangement has exactly 5 singular points, two $A_1$ singularities, one $A_3$ singularity, and two $A_7$ singularities located at $P_\pm = (\pm 1 : 0 : 1)$, see [20, Proposition 2.1].
Therefore, the total Tjurina number of $\mathcal{C}$ is equal to

$$\tau(\mathcal{C}) = 2 \cdot 1 + 3 \cdot 1 + 7 \cdot 2 = 19.$$  

Hence $\mathcal{C}$, regarded as the union of the 3 conics, is maximizing and hence a free curve of degree 6 with exponents $(2, 3)$. The fact that the two $A_7$ singularities and the $A_3$ singularity are all on the line $y = 0$ plays no role here, but it is essential for the construction of the curve $\mathcal{C}'$ in Example 3.3 and of the curve $C'_7$ in Example 5.10 below.

**Remark 3.2.** The above configuration is unique up to the projective equivalence. It has two very visible automorphisms, namely $x \mapsto -x$ and $y \mapsto -y$.

Persson’s tri-conical arrangement can be extended to a degree 8 curve (which is maximizing and hence free, in two distinct ways, as follows.

**Example 3.3.** Let $\mathcal{C} = \{C_1, C_2, C_3\} \subset \mathbb{P}^2$ be Persson’s tri-conical arrangement of conics from Example 3.1. Consider now the arrangement $\mathcal{C}' = \{\ell_1, \ell_2, C_1, C_2, C_3\}$, where $\ell_1 : y = 0$ and $\ell_2 : z = 0$. This arrangement has 2 singularities of type $D_{10}$, one singularity of type $D_6$, 2 singularities of type $D_4$, and 3 singularities of type $A_1$, see [20, 3.1.1]. Since

$$\tau(\mathcal{C}') = 2 \cdot 10 + 6 + 2 \cdot 4 + 3 \cdot 1 = 37,$$

then $\mathcal{C}'$ is a maximizing curve of degree 8, and hence a free curve with exponents $(3, 4)$.

Another way to get a maximizing octic from the sextic $\mathcal{C}$ is to add a new conic, namely

$$C_4 : 2x^2 + y^2 - 2z^2 + i\sqrt{2}yz = 0,$$

see [20, Remark 2.8]. The arrangement $\mathcal{C}'' = \{C_1, C_2, C_3, C_4\}$ has 2 singularities of type $D_{10}$, 2 singularities of type $D_6$, 2 singularities of type $A_1$ and one singularity of type $A_3$, see [20, 3.1.2]. It follows that

$$\tau(\mathcal{C}'') = 2 \cdot 10 + 2 \cdot 6 + 2 \cdot 1 + 3 = 37.$$  

As above $\mathcal{C}''$ is a maximizing curve of degree 8, and hence a free curve with exponents $(3, 4)$.

Now we would like to discuss some arrangements constructed using the Steiner quartic curve which also come from [20]. Let us recall that all nodal cubics are projectively equivalent and the dual curve to such a nodal cubic is a singular irreducible quartic...
curve which has exactly 3 singular points of type $A_2$. Observe that such a quartic curve is unique up to the projective equivalence and it is called the Steiner quartic curve. In computations we can use the following equation for the Steiner quartic:

$$F(x, y, z) = -\frac{1}{4}y^2x^2 - z^2(x^2 + y^2 - 2xy) + x^2yz + y^2xz.$$  

**Example 3.4** (Maximizing sextic curve derived from the Steiner quartic curve). Let us consider the arrangement $\mathcal{T}_6 \subset \mathbb{P}^2_{\mathbb{C}}$ which consists of the Steiner quartic and two lines, namely $\ell_1 : x = 0$ and $\ell_2 : y = 0$, which are the tangents to the Steiner quartic at two of its cusps. This curve has 3 singular points of type $A_1$, one singularity of type $A_2$ and 2 singularities of type $E_7$. Since

$$\tau(\mathcal{T}_6) = 3 \cdot 1 + 2 \cdot 1 + 2 \cdot 7 = 19,$$

then $\mathcal{T}_6$ is maximizing in degree 6, and hence free with exponents $(2, 3)$.

**Example 3.5** (Maximizing octic curve derived from the Steiner quartic curve). Consider the arrangement $\mathcal{T}_8$ consisting of the Steiner quartic, one bitangent line (we can take line at infinity), and three cuspidal tangents. Such an arrangement has 6 singular points of type $A_1$, 2 points of type $A_3$, one point of type $D_4$ (since three cuspidal tangents are concurrent), and 3 points of type $E_7$, see [20, 3.1.2]. Since

$$\tau(\mathcal{T}_8) = 6 \cdot 1 + 2 \cdot 3 + 1 \cdot 4 + 3 \cdot 7 = 37,$$

then $\mathcal{T}_8$ is a maximizing curve of degree 8, and hence free with exponents $(3, 4)$.

**Remark 3.6.** In [28], Yang provides a complete classification of maximizing sextics with only ADE singularities. By Theorem 2.9 all these curves are free. Among those curves, we can detect new examples of irreducible reduced curves with ADE singularities and there are altogether 128 irreducible maximizing sextics. Based on that classification result, we have at least 128 simply singular irreducible free plane sextics.

**Example 3.7** (Maximizing curves of arbitrary even degrees). In [20, Lemma 7.8] it is shown that the curve

$$\mathcal{C}_{2(m+1)} : xy[(x^m + y^m + z^m)^2 - 4(x^m y^m + y^m z^m + z^m x^m)] = 0$$

is maximizing, and hence we get a curve of even degree $2(m + 1)$ which is free with exponents $(m, m + 1)$. Following Persson’s analysis in [20], notice that $\mathcal{C}_{2(m+1)}$ has
exactly $2m$ singular points of type $D_{m+2}$, exactly $m$ points of type $A_{m-1}$, and one $A_1$ point. Based on that

$$\tau(C_{2(m+1)}) = 2m \cdot (m + 2) + m \cdot (m - 1) + 1 = 3m(m + 1) + 1,$$

so $C'$ is indeed a maximizing curve.

**Remark 3.8.** The curve $C_{2(m+1)}$ in Example 3.7 consists clearly of the two lines $x = 0$ and $y = 0$, and the curve

$$D_{2m} : (x^m + y^m + z^m)^2 - 4(x^m y^m + y^m z^m + z^m x^m) = 0.$$ 

This curve is irreducible for $m$ odd, and has exactly 4 smooth components when $m = 2k$ is even, namely

$$C_1 : x^k + y^k + z^k = 0,$$
$$C_2 : -x^k + y^k + z^k = 0,$$
$$C_3 : x^k - y^k + z^k = 0,$$
$$C_4 : x^k + y^k - z^k = 0.$$ 

It is easy to see that $D_{2m}$ has $3m$ singularities of type $A_{m-1}$, see [20, Lemma 7.5]. In particular, if $m = 4$, then we obtain an arrangement of 4 smooth conics intersecting along 12 tacnodes - the maximal possible number of such singular points for 4 conics. Recall also that an arrangement of 4 smooth conics and 12 tacnodes is unique up to the projective equivalence.

This curve $D_{2m}$ is not free, but it is nearly free, as proved in [1, Theorem 3.12]. A nearly free curve is a reduced plane curve $C : f = 0$ of degree $n$ such that $r = \text{mdr}(f) < n/2$ and $\tau(C) = \tau(n, r)_{\text{max}} - 1$, or $r = \text{mdr}(f) = n/2$ and $\tau(C) = \tau(n, r)_{\text{max}}$, see [7, 13] for details, where other characterizations of nearly free curves are also given. In other words, the $D_{2m}$ has a Tjurina number which is very close to being maximal. In the next section we show that these curves enjoy some other interesting maximality properties.

### 4 Curves with maximal numbers of $A_k$ singularities

It turns out that the arrangement $D_n$, with $n = 2m$ is extreme in a different sense. In order to explain this phenomenon, we will follow Langer’s variation on the Bogomolov-Miyaoka-Yau inequality [19] which uses the notion of local orbifold Euler numbers $e_{\text{orb}}$
of singular points. Here we will use a specific version of Langer’s inequality that is adjusted to our setting of plane curves in the complex projective plane.

**Theorem 4.1 (Langer).** Let $C \subset \mathbb{P}^2_C$ be a reduced curve of degree $n$ and assume that $(\mathbb{P}^2_C, \alpha C)$ is an effective log canonical pair for a suitably chosen $\alpha \in [0, 1]$, then one has

$$\sum_{p \in \text{Sing}(C)} 3\left(\alpha(\mu_p - 1) + 1 - e_{orb}(p, \mathbb{P}^2_C, \alpha C)\right) \leq (3\alpha - \alpha^2)n^2 - 3\alpha n,$$

where $\text{Sing}(C)$ denotes the set of all singular points, $\mu_p$ is the Milnor number of a singular point $p$, and $e_{orb}$ denotes the local orbifold Euler number of $p$.

In principle, local orbifold Euler numbers are very hard to compute (even though these numbers are analytic in nature), but fortunately these are known for ADE singularities due to Langer’s work. Here we only present the crucial steps to get the result, mostly to avoid unnecessary repetition of ideas existing in the literature - the detailed description of each step is given, for instance, in [21].

**Proposition 4.2.** Let $C \subset \mathbb{P}^2_C$ be a reduced curve of degree $n \geq 6$ with at most ADE singularities. Denote by $t_{2k+1}$ the number of $A_{2k+1}$ singularities of $C$ with $k \geq 1$. Then

$$t_{2k+1} \leq \frac{(k + 2)(5k + 4)}{12(k^2 + 4k^2 + 4k + 1)}n^2 - \frac{k + 2}{2(k^2 + 3k + 1)}n.$$

**Proof.** We will use Theorem 4.1 directly. Let us recall that for a singular point $p \in \text{Sing}(C)$ which is of type $A_{2k+1}$, we have

$$e_{orb}(p, \mathbb{P}^2_C, \alpha C) = \frac{(k + 2 - 2(k + 1)\alpha)^2}{4(k + 1)}$$

provided that $\alpha \in \left[\frac{k}{2k + 2}, \frac{k + 2}{2k + 2}\right]$.

$$3t_{2k+1} \left(2k\alpha + 1 - \frac{(k + 2 - 2(k + 1)\alpha)^2}{4(k + 1)}\right) \leq \sum_{p \in \text{Sing}(C)} 3\left(\alpha(\mu_p - 1) + 1 - e_{orb}(p, \mathbb{P}^2_C, \alpha C)\right) \leq (3\alpha - \alpha^2)n^2 - 3\alpha n.$$

Now our claim follows from the above inequality (after a simple calculation) and by taking $\alpha = \frac{k + 2}{2(k + 1)}$, since for such a selection of $\alpha$ we are both effective and log canonical.

**Example 4.3.** Consider the curve $D_{12}$ from Remark 3.8. According to the numerics presented there, we obtain a reduced plane curve of degree 12 having 18 singular points of type $A_5$. Using the upper-bound proved in Proposition 2.3, we see that

$$t_5 \leq \frac{14}{99}n^2 - \frac{2}{11}n.$$
Taking $n = 12$ we obtain

$$t_5 \leq \frac{200}{11} \approx 18.18,$$

so $\mathcal{D}_{12}$ maximizes the number of $A_5$ singularities in degree $n = 12$.

**Example 4.4.** Consider the curve $\mathcal{D}_{16}$ from Remark 3.8. According to the numerics presented there, we obtain a reduced plane curve of degree 16 having 24 singular points of type $A_7$. Using the upper-bound proved in Proposition 2.3, we see that

$$t_7 \leq \frac{5}{48}n^2 - \frac{5}{38}n.$$

Taking $n = 16$ we obtain

$$t_7 \leq \frac{1400}{157} \approx 24.561,$$

so $\mathcal{D}_{16}$ maximizes the number of $A_7$ singularities in degree $n = 16$.

**Remark 4.5.** Taking the proof almost verbatim from Proposition 4.2, we can get an estimate of the number of $E_6$ singularities for a reduced plane curve $C$ of degree $d \geq 6$ with at worst ADE singularities. We need to apply Theorem 4.1 to the pair $(\mathbb{P}^2, \frac{1}{2}C)$ and for $p \in \text{Sing}(C)$ which is of type $E_6$ we take

$$e_{orb}(p, \mathbb{P}^2, \frac{1}{2}C) = \frac{1}{48}.$$

If we denote by $e_6$ the number of $E_6$ singularities of $C$, then

$$e_6 \leq \frac{20}{167}d^2 - \frac{24}{167}d.$$

In particular, for $d = 18$ we arrive at

$$e_6 \leq \frac{6048}{167} \approx 36.21557.$$

It turns out that there exists a reduced curve $C_{18}$ of degree 18 with exactly 36 singularities of type $E_6$ constructed by Bonnafé [4, Example 3.4], which means that $C_{18}$ maximizes the number of $E_6$ singularities in degree 18. Moreover, $C_{18}$ is nearly-free, and this can be checked by a direct computation.

5 **On the maximal Tjurina number of simply singular curves of odd degree**

Let $C \subset \mathbb{P}^2_C$ be a reduced curve of degree $n = 2m + 1 \geq 5$ with at most ADE singularities. Then the result analog to Theorem 2.9 is the following.
Proposition 5.1. Let $C : f = 0$ be a reduced curve of degree $n = 2m + 1 \geq 5$ with at most ADE singularities. Denote by $r = mdr(f)$ the minimal degree of a derivation in $D_0(f)$ and by $\tau(C)$ the total Tjurina number. Then one of the following two situations occurs.

a) $r = m - 1$ and $\tau(C) \leq \tau(n, r)_{\text{max}} = 3m^2 + 1$.

b) $r = m$ and $\tau(C) \leq \tau(n, r)_{\text{max}} = 3m^2$.

c) $r > m$ and $\tau(C) < 3m^2 - 1$.

In both cases a) and b), the equality holds if and only if the curve $C$ is free.

Proof. Theorem 2.11 implies that $r \geq m - 1$, exactly as in the proof of Theorem 2.9. The three cases follow from Theorem 2.7.

In view of the above result, we propose the following.

Definition 5.2. A reduced simply singular curve $C \subset \mathbb{P}_C^3$ of odd degree $n = 2m + 1 \geq 5$ is a maximizing curve if

$$\tau(C) = 3m^2 + 1.$$ 

Remark 5.3. Let $k > 0$ be a divisor of $n = 2m + 1 = \deg C$, and let $X$ be the cyclic covering of $\mathbb{P}_C^3$ of order $k$ ramified along $C$. If $k \geq 3$ and if we impose the condition that $X$ has only ADE singularities, then only the following cases are possible.

a) $k = 3$ and $C$ has singularities of type $A_j$ for $1 \leq j \leq 4$. The corresponding singularities of $X$ have type $A_2, D_4, E_6$ and $E_8$.

b) $k = 5$ and $C$ has singularities of type $A_1$ and $A_2$. The corresponding singularities of $X$ have type $A_4$ and $E_8$.

c) $k \geq 7$, $k$ odd and $C$ has singularities of type $A_1$. The corresponding singularities of $X$ have type $A_{k-1}$.

Using Theorem 2.11, it is easy to see that in all these cases the curve $C$ cannot be free, except when $n = k = 3$ and $C : f = xyz = 0$ is a triangle. However, this cubic curve $C$ is not maximizing, according to our Definition 5.2. Therefore, odd degree maximizing curves cannot yield interesting surfaces by taking cyclic covers of $\mathbb{P}_C^3$ along them and using the same approach as in the even degree case.
**Question 5.4.** Do maximizing curves $C_{2m+1}$ exist in any degree $n = 2m + 1 \geq 5$?

Before dealing with the existence of maximizing curves of any odd degree, we show that the equality in case $b$) can occur for curves of any degree $n = 2m + 1 \geq 5$.

**Corollary 5.5.** For any integer $m \geq 2$, the curve
\[ C_{2m+1} : f = x[(x^m + y^m + z^m)^2 - 4(x^m y^m + y^m z^m + z^m x^m)] = 0 \]
is free with exponents $(m, m)$ and satisfies the equality in Proposition 5.1 in case $b$).

**Proof.** The curve $C_{2m+1}$ has exactly $m$ singular points of type $D_{m+2}$ and $2m$ points of type $A_{m-1}$. Based on that
\[ \tau(C_{2m+1}) = m \cdot (m + 2) + 2m \cdot (m - 1) = 3m^2. \]

It remains to show that $r := \text{mdr}(f)$ satisfies $r = m$. If we set
\[ f' = (x^m + y^m + z^m)^2 - 4(x^m y^m + y^m z^m + z^m x^m), \]
then it was shown in [1, Theorem 3.12] that $r' = \text{mdr}(f') = m$. Then using [8, Proposition 3.1], it follows that $m \leq r \leq m+1$. The case $r = m + 1$ is excluded using Theorem 2.7 case $b$). Therefore $r = m$ and the curve $C_{2m+1}$ is free with exponents $(m, m)$. \(\square\)

Coming back to the Question 5.4, we show first that maximizing curves exist in degree $n = 5$.

**Corollary 5.6.** There are exactly 4 free quintics with exponents $(1, 3)$ satisfying the equality in Proposition 5.1 in case $a$), namely

\begin{align*}
(H1) & : \ E_7 + A_5 + A_1 & & : f = xz(y^3 - xz^2), \\
(H2) & : \ E_6 + A_7 & & : f = z(y^4 - x^3 z), \\
(H3) & : \ D_8 + D_5 & & : f = yz(y^3 - x^2 z), \\
(H4) & : \ 2D_6 + A_1 & & : f = xyz(y^2 - xz).
\end{align*}

Here we have listed first in each case the singularity types present on the curve.

**Proof.** This claim follows from Wall’s paper [27], beginning of Section 5. Indeed, Wall shows that these 4 quintics are the only quintics $C$ having only ADE singularities and such that $\tau(C) = 13$. Since in this case $m = 2$, we have just to apply our Proposition 5.1 to end the proof of our claim. \(\square\)
Note that Wall’s paper \cite{27} lists all the simply singular quintics $C$ with $\tau(C) \geq 12$. These curves give examples of either nearly free curves in situation $a)$, and hence $\tau(C) = \tau(n, r)_{\text{max}} - 1$, or of free curves in the situation $b)$.

To construct maximizing curves in odd degrees $\geq 7$ one may try to use the following approach. Let $C_1 : f_1 = 0$ be a reduced curve and let $C_2$ be a smooth curve, not an irreducible component of $C_1$, such that the union curve $C = C_1 \cup C_2$ has only ADE singularities along $C_2$. For $p \in C_1 \cap C_2$, denote by $i(C_1, C_2)_p$ the intersection multiplicity of the two curves $C_1$ and $C_2$ at $p$. Recall that by Bézout Theorem one has

$$\sum_p i(C_1, C_2)_p = \deg C_1 \cdot \deg C_2,$$

(3)

where the sum is over all intersection points $p \in C_1 \cap C_2$. The following result describes the possible singularities of $C$ along the curve $C_2$.

**Proposition 5.7.** Let $p \in C_1 \cap C_2$ be a singular point of type $W \in \{A, D, E\}$ for the curve $C = C_1 \cup C_2$. We denote by

$$\Delta \tau(C, p) = \tau(C, p) - \tau(C_1, p)$$

the variation of Tjurina number at $p$ when passing from $C_1$ to $C$, and by $i(C_1, C_2)_p$ the intersection multiplicity of $C_1$ and $C_2$ at $p$. Then the following cases are possible:

1) $p$ is a smooth point on $C_1$ and the smooth curve $C_2$ is tangent of order $k \geq 0$ to $C_1$ at the point $p$. Then $(C, p)$ is a singularity of type $A_{2k+1}$ and

$$\Delta \tau(C, p) - \frac{3}{2} i(C_1, C_2)_p = \frac{k - 1}{2}.$$

2) $p$ is a singular point of type $A_k$ on $C_1$ for some $k \geq 1$ and the tangent at $p$ of the smooth curve $C_2$ is not in the tangent cone of the singularity $(C_1, p)$. Then $(C, p)$ is a singularity of type $D_{k+3}$ and

$$\Delta \tau(C, p) - \frac{3}{2} i(C_1, C_2)_p = 0.$$

3) $p$ is a singular point of type $A_1$ on $C_1$ and the smooth curve $C_2$ is tangent of order $k \geq 1$ to one of the two smooth branches. Then $(C, p)$ is a singularity of type $D_{2k+4}$ and

$$\Delta \tau(C, p) - \frac{3}{2} i(C_1, C_2)_p = \frac{k}{2}.$$
4) \( p \) is a singular point of type \( A_2 \) on \( C_1 \) and the tangent at \( p \) of the smooth curve \( C_2 \) is the tangent cone to this cusp. Then \((C, p)\) is a singularity of type \( E_7 \) and

\[
\Delta \tau(C, p) - \frac{3}{2} i(C_1, C_2) p = \frac{1}{2}.
\]

**Proof.** Since a simple singularity has multiplicity at most 3 it is clear that \( p \) must be either a smooth point or an \( A_k \)-singularity for \( C_1 \). Note that the singularities \( A_j \) with \( j \)-even and \( E_6, E_8 \), being irreducible, cannot occur as singularities \((C, p)\).

In Case 1, \( p \) is a smooth point on \( C_1 \) and one can find local coordinates \((u, v)\) centered at \( p \) such that \( C_1 : u + v^{k+1} = 0 \), \( C_2 : u = 0 \). It follows that the intersection multiplicity \( i(C_1, C_2)_p \) is equal to \( k + 1 \) and the germ \((C, p)\) is given by \( u(u + v^{k+1}) = 0 \), that is \((C, p)\) is a singularity of type \( A_{2k+1} \).

In Case 2, \( p \) is a singular point of type \( A_k \) on \( C_1 \) and one can find local coordinates \((u, v)\) centered at \( p \) such that \( C_1 : u^2 + v^{k+1} = 0 \), \( C_2 : v = 0 \). It follows that the intersection multiplicity \( i(C_1, C_2)_p \) is equal to \( 2 \) and the germ \((C, p)\) is given by \( v(u^2 + v^{k+1}) = 0 \), that is \((C, p)\) is a singularity of type \( D_{k+3} \).

In Case 3, the resulting singularity of \((C, p)\) is of type \( D_{2k+4} \), since this situation coincides with the case of an \( A_{2k+1} \)-singularity and a transversal curve \( C_2 \) discussed in the case 2. In this case one also has \( i(C_1, C_2)_p = k + 2 \).

Finally, in Case 4, \((C_1, p)\) is an \( A_2 \) singularity given by \( u^2 - v^3 = 0 \) and \( C_2 \) is tangent to the line \( u = 0 \). Then the resulting singularity has type \( E_7 \), and moreover \( i(C_1, C_2)_p = 3 \).

All the other cases for the pair \((C_1, p)\) and \( C_2 \) give rise to non-simple singularities.

We see that a singularity of type \( D_k \) can occur on the curve \( C \) in two different ways, either as in Case 2 above, or as in Case 3 above. If a singularity \( D_j \) comes as in Case 2, we call it transversal and denote it by \( D^t_j \). On the other hand, if a singularity \( D_j \) comes as in Case 3, we call it non-transversal and denote it by \( D^n_j \). Let \( N(X) \) denotes the number of singularities of type \( X \) that the curve \( C \) has along the line \( L \). With this notation we have the following result, obtained when \( C_2 \) is a line \( L \).

**Theorem 5.8.** Let \( C_1 : f_1 = 0 \) be a curve of even degree \( 2m \geq 4 \) having only ADE singularities such that

\[
\tau(C_1) = 3m(m - 1) + 1 - \delta,
\]
for some integer $\delta \geq 0$. Let $L$ be a line such that the curve $C = C_1 \cup L$ has only ADE singularities and

$$2\delta + N(A_1) \leq \sum_{j>1} (j-1)N(A_{2j+1}) + \sum_{j>0} jN(D_{2j+4}) + N(E_7). \quad (4)$$

Then the curve $C$ is maximizing of degree $2m + 1$ and equality holds in (4).

**Proof.** Using Proposition 5.1, it is enough to show that $\tau(C) = 3m^2 + 1$. It follows that it is enough to show that

$$\sum_p \Delta \tau(C, p) = 3m + \delta,$$

where the sum is over all points $p \in C_1 \cap L$. Using now Proposition 5.7 and the equality

$$\sum_p i(C_1, L)_p = \deg C_1 = 2m,$$

coming from (3), we get

$$\sum_p \Delta \tau(C, p) - 3m = \sum_p (\Delta \tau(C, p) - \frac{3}{2}i(C_1, L)_p) =$$

$$= \frac{-N(A_1) + \sum_{j>1} (j-1)N(A_{2j+1}) + \sum_{j>0} jN(D_{2j+4}) + N(E_7)}{2} \geq \delta.$$ 

Since $\tau(C)$ cannot be greater than $3m^2 + 1$, it follows that we have equality on the last line above, and hence equality holds in (4) as well. This ends the proof that $C$ is a maximizing curve. \(\square\)

**Example 5.9.** In this Example we construct first a maximizing sextic, starting with the smooth Fermat cubic

$$C' : x^3 + y^3 + z^3 = 0.$$ 

Consider the secant line $L : z = 0$, with meets the cubic $C'$ in 3 inflection points, call them $p_1$, $p_2$ and $p_3$. Let $L_j$ be the tangent to $C'$ at the inflection point $p_j$ for $j = 1, 2, 3$. Consider the sextic

$$C_1 = C' \cup L_1 \cup L_2 \cup L_3.$$ 

Then $C_1$ has 3 singularities of type $A_5$ at the points $p_j$ for $j \in \{1, 2, 3\}$ and one $D_4$-singularity at $q = (0 : 0 : 1)$, the common intersection point of the 3 lines $L_j$. Hence

$$\tau(C_1) = 3 \cdot 5 + 4 = 19.$$


and $C_1$ is a maximizing sextic. To get a maximizing septic, we add the line $L$ and apply Theorem 5.8 with $\delta = 0$.

Note that for a general smooth cubic

$$C_1' : x^3 + y^3 + z^3 - 3txyz = 0$$

with $t \neq 0$ and $t^3 \neq 1$, the corresponding 3 lines $L_j$ are no longer concurrent and hence the sextic $C_1 = C' \cup L_1 \cup L_2 \cup L_3$ is not maximizing. This brings new evidence to Hirzebruch’s conjecture that the maximizing sextics modulo projective equivalence are in finite number, see [17, bottom of p. 67]. This question does not seem to be discussed in [28], where the list of possible singularities of maximal sextics is given.

A similar construction starts with the nodal cubic

$$C' : xyz + x^3 + y^3 = 0$$

and take $L, L_1, L_2, L_3$ as above. Then the 3 lines $L_j$ are no longer concurrent, and hence instead of a $D_4$ singularity they produce 3 nodes $A_1$. However, the sextic $C_1 = C' \cup L_1 \cup L_2 \cup L_3$ is again maximizing, due to the fourth node at $q = (0 : 0 : 1)$, and the septic $C = C_1 \cup L$ is also maximizing as above.

**Example 5.10.** In this Example we construct two maximizing curves of degree 7 using Theorem 5.8. The first one, call it $C_7$, is obtained from Steiner quartic curve by adding all the three tangents at the singular points. With the notation from Example 3.4, $C_7$ is obtained from the sextic $T_6$ by adding the line $L : z = 0$. This sextic is maximizing, hence $\delta = 0$ in this case. The 3 singularities on the line $L$ are of types $A_1, D_4^t$ and $E_7$ on the curve $C_7$. A nice picture of this curve is given in [17, p. 66].

The second curve, call it $C'_7$, is obtained from the curve $C$ in Example 3.1 above by adding the line $L : y = 0$. The 3 singularities on the line $L$ are of types $D_6^t, D_1^t$ and $D_1^{10}$ on the curve $C'_7$. This septic $C'_7$ is maximizing, hence again $\delta = 0$.

**Remark 5.11.** (i) It follows from [8, Corollary 6.6] that if $C_1$ is a maximizing curve of degree $2m$ and $L$ is any line such that $C = C_1 \cup L : f = 0$ has only quasi-homogeneous singularities, then $|C_1 \cap L| \geq m$. Moreover, the equality $|C_1 \cap L| = m$ implies $r = mdr(f) = m - 1$, hence one of the conditions a maximizing curve $C$ has to fulfill.

(ii) The condition (4) in Theorem 5.8 is necessary. Indeed, the curve of degree $2m+3$ obtained from the curve $C_1 = \mathcal{C}_{2m+2}$ in Example 3.7 by adding the line $L : z = 0$ is not
maximizing. The singularities of $C = C_1 \cup L$ along the line $L$ are as follows: two $A_1$ singularities and $m$ singularities of type $D^l_{m+2}$.

Using the same proof as for Theorem 5.8, one can prove the following result, obtained when $C_2$ is a line $L$ and $C_1$ has even degree.

**Theorem 5.12.** Let $C_1 : f_1 = 0$ be a reduced curve of odd degree $2m + 1 \geq 3$ having only ADE singularities such that

$$\tau(C_1) = 3m^2 + 1 - \delta,$$

for some integer $\delta \geq 0$. Let $L$ be a line such that the curve $C = C_1 \cup L$ has only ADE singularities and

$$2\delta + N(A_1) \leq 3 + \sum_{j>1} (j-1)N(A_{2j+1}) + \sum_{j>0} jN(D^l_{2j+4}) + N(E_7). \quad (5)$$

Then the curve $C$ is maximizing of degree $2m + 2$ and equality holds in (5).

**Example 5.13.** In this Example, we construct *five new examples* of maximizing curves of degree 6 using Corollary 5.6 and Theorem 5.12. The first three examples are constructed by adding a tangent line. Consider one of the maximizing curves of types $(H2)$, $(H3)$ or $(H4)$ in Corollary 5.6, call it $C_1$ and add a new simple tangent $L$ to the irreducible component of $C_1$ of degree $> 1$, distinct from the existing tangents if any. Then along this line $L$, the curve $C = C_1 \cup L$ has one $A_3$ singularity and 3 singularities $A_1$.

Using Theorem 5.12 for $\delta = 0$ we get that the sextic $C$ is maximizing.

The last two examples are obtained by adding a line passing through a double point. Consider one of the maximizing curves of types $(H1)$ or $(H4)$ in Corollary 5.6, call it $C_1$ and add a generic line $L$ passing through the double point $p = (0 : 1 : 0)$. Then along this line $L$, the curve $C = C_1 \cup L$ has one $D^4_t$ singularity and 3 singularities $A_1$. Using Theorem 5.12 for $\delta = 0$ we get again that the sextic $C$ is maximizing.

**Example 5.14.** In this Example, we construct first a maximizing curve of degree 8 using Theorem 5.12. If $C_7$ is the curve obtained from Steiner quartic curve by adding all the three tangents, and $L$ is a bitangent as in Example 3.5, then the singularities of $C = C_7 \cup L$ on the line $L$ are of types 3$A_1$, and 2$A_3$. Theorem 5.12 implies that $C$ is a maximizing octic, a fact already remarked in Example 3.5 above.

Next we regard the maximizing curve $c_{2m+2}$ from Example 3.7 as obtained from the curve $c_{2m+1}$ from Corollary 5.5 by adding the line $L : y = 0$. Note that $\delta = 1$ in
this case and the singularities along $L$ are of types $A_1$ and $m$ times $D_{m+2}^1$. Hence we have equality in (5) as expected, and this gives a new proof for the claim that $C_{2m+2}$ is maximizing.

Using the same proof as for Theorem 5.8, one can prove the following result, obtained when $C_2$ is a smooth conic $Q$ and $C_1$ has even degree.

**Theorem 5.15.** Let $C_1 : f_1 = 0$ be a reduced curve of even degree $2m \geq 4$ having only ADE singularities such that

$$\tau(C_1) = 3m(m - 1) + 1 - \delta,$$

for some integer $\delta \geq 0$. Let $Q$ be a smooth conic such that the curve $C = C_1 \cup Q$ has only ADE singularities and

$$2\delta + N(A_1) \leq \sum_{j>1} (j - 1)N(A_{2j+1}) + \sum_{j>0} jN(D_{2j+4}) + N(E_7). \quad (6)$$

Then the curve $C$ is maximizing of degree $2m + 2$ and equality holds in (6).

**Proof.** Using Proposition 5.1, it is enough to show that $\tau(C) = 3m(m + 1) + 1$. It follows that it is enough to show that

$$\sum_p \Delta \tau(C, p) = 6m + \delta,$$

where the sum is over all points $p \in C_1 \cap Q$. Using now Proposition 5.7 and the equality

$$\sum_p i(C_1, Q)_p = 2 \deg C_1 = 4m,$$

coming from (3), we get

$$\sum_p \Delta \tau(C, p) - 6m = \sum_p (\Delta \tau(C, p) - \frac{3}{2}i(C_1, Q)_p) =$$

$$= \frac{-N(A_1) + \sum_{j>1} (j - 1)N(A_{2j+1}) + \sum_{j>0} jN(D_{2j+4}) + N(E_7)}{2} \geq \delta.$$

Since $\tau(C)$ cannot be greater that $3m(m + 1) + 1$, it follows that we have equality on the last line above, and hence equality holds in (6) as well. This ends the proof that $C$ is a maximizing curve. \qed
Example 5.16. In this Example, we construct first a maximizing curve of degree 8 using Theorem 5.15. This curve occurs already in [17, p. 65]. The curve $C_1$ is the following real line arrangement: start with an equilateral triangle and add the 3 lines joining one vertex to the middle point of the opposite side. This is a maximal sextics, since it has 3 nodes and 4 triple points, hence

$$\tau(C_1) = 3 + 4 \cdot 4 = 19.$$ 

Take the conic $Q$ to be the circle passing through the 3 middle points of the 3 sides of the triangle, with center the barycenter of this equilateral triangle. Then along this conic $Q$, the curve $C = C_1 \cup Q$ has three $D_{10}^6$ singularities and 3 singularities $A_1$. Using Theorem 5.15 for $\delta = 0$ we get again that the octic $C$ is maximizing.

The reader can check that the construction of the maximal octic $C = C''$ from Example 3.3, which is obtained from the sextic $C_1 = C'$ by adding the smooth conic $Q = C_4$ can also be seen as an illustration of Theorem 5.15 for $\delta = 0$. In this case, along this conic $Q$, the curve $C$ has two $D_{10}^6$ singularities, 2 singularities $A_1$ and two $D_{10}^6$ singularities.

There is of course a result similar to Theorem 5.15 where we start with an odd degree curve $C_1$ and add a smooth conic.

Theorem 5.17. Let $C_1 : f_1 = 0$ be a reduced curve of odd degree $2m + 1 \geq 5$ having only ADE singularities such that

$$\tau(C_1) = 3m^2 + 1 - \delta,$$

for some integer $\delta \geq 0$. Let $Q$ be a smooth conic such that the curve $C = C_1 \cup Q$ has only ADE singularities and

$$2\delta + N(A_1) \leq \sum_{j>1} (j-1)N(A_{2j+1}) + \sum_{j>0} jN(D_{2j+4}^6) + N(E_7). \tag{7}$$

Then the curve $C$ is maximizing of degree $2m + 3$ and equality holds in (7).

The proof is exactly the same as for Theorem 5.15. However, we have no clear application of Theorem 5.17 for the time being.

Remark 5.18. It is easy to see that there are no line arrangements of odd degree $n = 2m + 1 \geq 5$ which are maximizing curves. Indeed, a line arrangement $C$ is simply
singular if and only if it has only $A_1$ and $D_4$ singularities, hence in the notation from Theorem 2.11 we get $\alpha_C \geq 2/3$. Assuming that $C$ is maximizing, would give

$$m - 1 \geq \frac{2(2m + 1)}{3} - 2,$$

which implies $m \leq 1$. The only possibility is $m = 1$, and the line arrangement $C : x^3 - y^3 = 0$.

One can list the line arrangements of odd degree $n = 2m + 1 \geq 5$ satisfying the equality in Proposition 5.1 in case b). Using the same approach as above, we get $m \leq 4$. The case $m = 2$ yields the arrangement

$$A_5 : xy(x - z)(y - z)(x - y) = 0,$$

the case $m = 3$ yields the arrangement

$$A_7 : z(x^2 - z^2)(y^2 - z^2)(x^2 - y^2) = 0,$$

and finally the case $m = 4$ yields the arrangement

$$A_9 : (x^3 - z^3)(y^3 - z^3)(x^3 - y^3) = 0.$$

The reader may check easily that these 3 line arrangements are indeed satisfying the equality in Proposition 5.1 in case b).
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