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Abstract—With the development of deep learning, convolutional neural networks (CNNs) have become widely used in multimedia forensics for tasks such as detecting and identifying image forgeries. Meanwhile, anti-forensic attacks have been developed to fool these CNN-based forensic algorithms. Previous anti-forensic attacks often were designed to remove forgery traces left by a single manipulation operation as opposed to a set of manipulations. Additionally, recent research has shown that existing anti-forensic attacks against forensic CNNs have poor transferability, i.e. they are unable to fool other forensic CNNs that were not explicitly used during training. In this paper, we propose a new anti-forensic attack framework designed to remove forensic traces left by a variety of manipulation operations. This attack is transferable, i.e. it can be used to attack forensic CNNs that are unknown to the attacker, and it introduces only minimal distortions that are imperceptible to human eyes. Our proposed attack utilizes a generative adversarial network (GAN) to build a generator that can attack color images of any size. We achieve attack transferability through the use of a new training strategy and loss function. We conduct extensive experiment to demonstrate that our attack can fool many state-of-art forensic CNNs with varying levels of knowledge available to the attacker.
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I. INTRODUCTION

Software, such as PhotoShop and GIMP, makes photo editing easy for people who have no background in image processing and allow people to add or remove contents and effects of preference. In many critical scenarios, however, multimedia contents can be used as digital evidence to assist in activities such as criminal investigations and news reporting. Therefore, it is important for forensic investigators to ensure the integrity and authenticity of digital contents [1]–[4]. To combat multimedia forgeries, researchers have developed various forensic algorithms to detect image forgeries [5]–[14], and identify manipulation operations, such as resizing [15], [16], contrast enhancement [2], [17], JPEG compression [18]–[20], median filtering [21] and etc. In recent years, deep-learning based techniques such as CNNs have become the most popular approach for sophisticated and robust forensic algorithms and achieved many most state-of-art performances in digital forensics [22]–[31].

To help investigators discover weaknesses of forensic techniques and develop defense strategies, it is equivalently important to study anti-forensics [32], [33]. In some scenarios, an intelligent attacker may launch a malicious attack to fool forensic algorithms by removing the forensic traces left by manipulations [34]–[38]. Previous research has shown that the deep learning based algorithms are vulnerable to adversarial examples [39]–[51]. Recent research on digital anti-forensics has shown that attacks can be crafted to fool various forensic CNNs [52]–[56].

While these attacks can achieve strong performance when they are explicitly trained against a victim CNN (i.e. white-box scenarios), forensic researchers have found that many anti-forensic attacks cannot fool other CNNs other than those used directly during training [57], [58]. This common problem is addressed as transferability issues of adversarial attacks. The transferability issue of anti-forensic attacks occurs in limited knowledge scenarios when the attacker has no direct access to the trained victim CNNs (i.e. the CNNs that they wish to attack). The transferability of attacks has been actively studied in machine learning fields, such as computer vision [43], [59], [60]. However, very limited research has been done to address this problem in forensics. Recent research has demonstrated that existing anti-forensic attacks on CNNs, such as FGSM and GAN-based attack, have many difficulties in transferring [57], [58]. Particularity, Barni et. al has shown that attacks on image forensic CNNs have difficulty transferring to other CNNs constructed with different architectures or trained using different training data [57]. Moreover, Zhao et. al found that by simply changing the definitions of classes of a image forensic CNN, the adversarial examples cannot fool anecdotally same CNNs [58].

In this paper, we propose a new anti-forensic attack based on generative adversarial networks (GANs) to fool forensic CNNs trained for manipulation detection and identification. Our proposed attack operates by using a generative model to remove forensic traces left by manipulation operations from an image, and also synthetically constructs forensic traces of unaltered images. The anti-forensically attacked image produced by our proposed attack can mimic the forensic statistics of real unaltered images and fool state-of-art forensic CNNs under different scenarios. Moreover, our proposed attack demonstrates strong transferability under various limited knowledge or black box scenarios. This includes transferring across different training data and CNN architectures. Our proposed anti-forensic GAN differs from the traditional GAN
Manipulation parameterization is a multi-class classification to identify a specific manipulation and parameter pairing or unaltered. One class is assigned to unaltered images, and other classes are each assigned to each pairing of manipulation and parameter (or range of parameterizations). This class definition could be used if the investigator wants to know very detailed information about a possible forger or identify inconsistencies in editing within an image.

Each of the above class definitions includes the “unaltered” class. To fool forensic CNNs, the anti-forensically attacked image should be produced within the decision boundary of “unaltered” class. However, the decision boundaries of CNNs highly depend on the training data, CNN architecture, and the definition of classes. Any change may result in the change of the decision boundaries. Therefore, many existing anti-forensic attacks against CNNs, such as FGSM [42] and MIS-LGAN [53], can only fool CNNs directly trained against [57], [58].

III. PROBLEM FORMULATION

To formulate the anti-forensic attack proposed in this work, we begin by examining the interaction between an information attacker Alice and a forensic investigator Bob. In this interaction, Bob will be confronted with an image and will attempt to determine if the image is unaltered or if it has been manipulated. To do this, he will make use of a CNN classifier \( C(\cdot) \) that is trained to differentiate between unaltered images and manipulated ones. Particularly, we assume he will use manipulation detection, manipulation identification or manipulation parameterization to define the classes, and a class corresponding to “unaltered” will always be present.

The attacker Alice will use a photo editor to create a falsified image by applying image manipulations \( M(\cdot) \) to an unaltered image \( I \). Since Alice is aware that Bob will use his forensic CNN \( C \) to determine if Alice’s image is unaltered or not, Alice will use an anti-forensic attack \( A(\cdot) \) to remove forensic traces left by her manipulations. Alice’s primary goal in designing this attack is to fool Bob’s forensic classifier such that

\[
C(A(M(I))) = \text{“unaltered”}. 
\]

Additionally, Alice wants to ensure that her anti-forensic attack does not introduce visually detectable distortions into her image, thus rendering it visually implausible.

For the purposes of this work, we assume Alice can collect a large amount data and train deep learning based algorithms. We assume that Alice’s manipulations \( M \) consist of a single editing operation, however this work can be extended with minor modifications to consider multiple editing operations. Furthermore, we assume that Alice will choose between \( N \) potential manipulations, all of which are known to Bob. While in reality Bob may not know all possible manipulations available to Alice, this assumption corresponds to a worst-case-scenario for Alice and ensures that our attack can still be successful in unfavorable conditions.

IV. KNOWLEDGE SCENARIOS

CNNs possessed by the investigator Bob are the “victim CNNs” that the attacker Alice attempts to fool. It is reason-
Table I: Match and mismatch information between the attacker and the investigator under each scenario.

| Knowledge Scenarios                  | Training Data | Manipulations | Parameters | Trained CNN |
|--------------------------------------|---------------|---------------|------------|-------------|
| Perfect knowledge                    | Match         | Match         | Match       | Match       |
| Training Data Mismatch               | Mismatch      | Match         | Match       | Mismatch    |
| Training Data and Manipulation Parameter Mismatch | Mismatch      | Match         | Mismatch    | Mismatch    |
| Training Data and CNN Architecture Mismatch | Mismatch      | Match         | Mismatch    | Mismatch    |

able to assume that Alice will use as much information as possible to make the attack successful. Based on the amount of knowledge available to Alice, it is common in multimedia anti-forensics to categorize attack scenarios into the perfect knowledge scenario and limited knowledge scenarios [33], [57], [58]. In the perfect knowledge scenario, we assume Alice has the same amount of knowledge that Bob has (i.e. whatever Bob has access to, Alice has the equal access). All other scenarios are considered as limited knowledge scenarios. Since the conditions for limited knowledge scenarios are harder to formulate than the perfect knowledge scenario, we formulate three limited knowledge scenarios as below, and discuss Alice’s known and unknown information in each scenario.

**Perfect Knowledge:** We assume Alice have full access to the victim CNN trained and possessed by Bob, or she is capable of reproducing an identical copy of the victim CNN to train her attack, such as when Alice has access to Bob’s training data and knows the details of Bob’s CNN architecture.

**Training Data Mismatch:** We assume Alice has no access to the victim CNN trained and possessed by Bob, nor she has access to Bob’s training data. However, we assume Alice knows about architecture of the victim CNN. She also knows about the manipulations and chosen parameters that Bob used to create his training data. As a result, Alice can train a “well-approximated copy” of the victim CNN by using the same CNN architecture and her own collected data. However, due to the discrepancy between the two sets of training data, boundaries formed by Bob’s CNN and Alice’s CNN are not identical. Therefore, Alice’s attack should transfer across training data to fool the victim CNN.

**Training Data and Manipulation Parameter Mismatch:** We assume Alice has no access to the victim CNN trained and possessed by Bob, nor she has access to Bob’s training data. However, we assume Alice knows about the architecture of the victim CNN. She also knows about the manipulations of Bob’s interest and a subset of parameters of these manipulations. As a result, Alice can obtain a “bad-approximated copy” of the victim CNN by using the same CNN architecture and her own collected data. However, due to the incomplete information about manipulation parameters, the discrepancies between Bob’s CNN and Alice’s CNN are bigger than the “Training Data Mismatch” scenario stated above. Therefore, it is more challenging for Alice to make her attack transfer to fool Bob’s CNN, especially to fool Bob’s manipulation parameterization classifier, since Bob’s manipulation parameterization classifier can output more classes than Alice.

**Training Data and CNN Architecture Mismatch:** We assume Bob uses a CNN constructed with a private architecture, and Alice cannot gather any information about Bob’s CNN architecture by all means. However, we assume Alice knows about the manipulations and chosen parameters that Bob used to create his training data. Therefore, Alice’s trained attack should be able to transfer across both training data and CNN architectures to fool Bob’s CNN.

We summarize the match and mismatch information between the attacker Alice and the investigator Bob for each knowledge scenario stated above in Table I.

V. PROPOSED ANTI-FORENSIC ATTACK

Our goal is to create anti-forensically falsified images to fool manipulation forensic CNNs, such that the victim CNN will classify forged images produced by our attack as unaltered or authentic. Additionally, the anti-forensically attacked image produced by our attack should contain no perceptible distortion. To do so, we propose a new generative attack to remove forensic forgery traces left by manipulation operations from an image and reconstruct falsified forensic traces of unaltered images. Our proposed attack utilizes a generative adversarial network to build a generator that will take in a forgery image of any size as input, and produce an anti-forensically attacked image of the same size and same contents as the forgery image.

A. Generative Adversarial Networks

Generative adversarial networks (GANs) are a deep learning framework and often used to produce visually realistic images in computer vision [63]. A GAN typically consists of two networks, a discriminator $D(\cdot)$ and a generator $G(\cdot)$. While the goal of the discriminator is to distinguish between generated data and real data, the goal of the generator is to produce fake data that can mimic statistical distribution of real data to fool the discriminator. The mechanism of a GAN is to train the discriminator and the generator in an alternative fashion using a minmax function [3], until the two networks reach an equilibrium.

Assuming real images $I$ have distribution $I \sim p_r(I)$ and generated images $I'$ have distribution $I' \sim p_g(I')$, the minmax function for training GAN is formulated as,

$$\min_G \max_D \mathbb{E}_{I \sim p_r(I)} \left[ \log D(I) \right] + \mathbb{E}_{I' \sim p_g(I')} \left[ \log (1 - D(I')) \right]$$

(2)

where $\mathbb{E}$ represents the operation of calculating expected value.

B. Proposed Anti-Forensic GAN

While GANs have been widely used to construct spatial contents and achieved many state-of-art performances [64–67], limited research has been done to construct forensic traces to fool CNN-based forensic algorithms. Chen et al. proposed MISLGANs to fool forensic CNNs for camera model identification [53], [54]. Kim et al. showed that GANs can be used to remove forensic traces left by median filtering [52]. However, these algorithms were designed to remove particular forensic traces, and there exists no anti-forensic attack that can...
Fig. 1: Overview of the proposed anti-forensic GAN framework.

Fig. 2: The generator's architecture of the proposed anti-forensic GAN framework.

Fig. 3: Building blocks of the generator: convblock is shown on the left, and feature map reduction is shown on the right.

The proposed anti-forensic GAN attack is a general anti-forensics attack that aims to remove forgery traces left by various manipulation operations. Additionally, our proposed anti-forensic GAN attack is designed to transfer and can fool CNNs not used during training.

In this paper, we propose a new GAN-based anti-forensic attack, “anti-forensic GAN”, to solve the above problems. The proposed anti-forensic GAN attack is a general anti-forensic framework aimed to remove forgery traces left by manipulation and can fool CNNs not used during training.

The proposed anti-forensic GAN attack consists of three major components, a generator, a discriminator, and an ensemble of surrogate CNNs. The ensemble of surrogate CNNs contains a diverse set of pre-trained forensic CNNs constructed with various CNN architecture and class definitions. Each surrogate CNN is trained for manipulation detection, manipulation identification or manipulation parameterization. The goal of the ensemble of surrogate CNNs is to guide the generator to produce robust anti-forensically falsified images that can mimic comprehensive aspects of forensic information of unaltered images.

We now describe the architecture of each component in the proposed anti-forensic GAN.

**Generator:** The goal of the generator is to remove forensic traces left by manipulations and reconstruct the forensic traces to mimic forensic traces of unaltered images. Figure 2 shows the architecture of the generator in the proposed anti-forensic GAN framework. The generator consists of two major building blocks, ConvBlocks and feature map reduction module, as shown in Figure 3. The ConvBlocks are conceptual blocks which are constructed with a sequence of convolutional layers with activation formed in common structure. A $B = b$ ConvBlock is constructed with one convolutional layer with $b$, $3 \times 3$ filters, stride 1 and ReLU activation, followed by another convolutional layer of the same structure, and followed by a $1 \times 1$ convolutional layer with ReLU activation. The purpose of using $1 \times 1$ convolutional layers is to enforce the generator to learn cross-channel correlations between feature maps. Our generator used two consecutive ConvBlocks, $B = 64$ for the first one and $B = 128$ for the second one.

Since the second ConvBlock will output a large amount of feature maps, we use the feature map reduction module to combine all the feature maps into a three-layer color image. The feature map reduction module is constructed with a convolutional layer with three, $3 \times 3$ filters and stride 1 followed by ReLU activation.

**Discriminator:** The goal of the discriminator is to differentiate the unaltered images from the generated anti-forensically attacked images. The architecture of the discriminator is shown in Figure 2. It is a variant of the image forensic CNN proposed by Bayar and Stamm, since this CNN was designed to learn forensic features rather than the images’ contents. It first uses a constrained convolutional layer to learn low level forensic features, then uses four standard convolutional layers with batch normalization and hyperbolic tangent activation followed by three fully connected layers to extract high-level features. We modify the last fully connected layer to a single neuron followed by sigmoid activation to construct our discriminator. The last neuron activation corresponds to the likelihood that an image is unaltered or generated (i.e. 1 if the image is real, 0 if the image is generated).

**Ensemble of Surrogate CNNs:** The goal of the ensemble of surrogate CNNs is to enforce the generator to produce anti-
forensically attacked images that can mimic the forensic traces of unaltered images. Each surrogate CNN is pre-trained to perform manipulation detection, identification or parameterization and can form an unique decision boundary of the unaltered class. By integrating diverse surrogates CNNs, the ensemble may capture a comprehensive aspects of forensic statistics of the unaltered images and enforce the generator to only produce anti-forensically attacked images that reside on the overlapping areas of decision boundaries of unaltered classes. Our intuition that the ensemble can improve the transferability of the attack is that if the generated anti-forensically images can fool each surrogate CNN in the ensemble, they may most likely can fool other CNNs not used during training the attack.

To improve the transferability of the proposed anti-forensic attack, it is critical to ensure the diversity of surrogate CNNs in the ensemble. We propose to increase the diversity by varying CNN architectures and definitions of classes. Particularly, the attacker can choose multiple CNN architectures, then for each CNN architecture, the attacker can obtain multiple versions of CNNs by changing the definition of classes for manipulation detection, manipulation identification, and manipulation parameterization, as described in Section II.

In the perfect knowledge scenario, since the attacker has full access to the victim CNN possessed by the investigator, the victim CNN can be directly used as one surrogate CNN to train the proposed anti-forensic attack. While the attacker does not need to choose other architectures, empirically we found that using an ensemble with various class definitions of the victim CNN can improve the performance of the anti-forensic attack even in the perfect knowledge scenario. These findings will be demonstrated in Section VII-D via experiments. In limited knowledge scenarios, since the attacker has no direct access to the victim CNN possessed by the investigator, each surrogate CNN should be trained using CNN architectures of the attacker’s choice and training data collected by the attacker. The attacker should train surrogate CNNs with varying architectures and class definitions to ensure the diversity of the ensemble.

### C. Creation of Training Data

**Pixel to Pixel Correspondence**: We found that the transferability of the proposed anti-forensic GAN attack heavily depend on the strategy of creating training data which will be demonstrated in later sections via experiments. We propose that training data should be created as a pair of the unaltered image and its corresponding manipulated image. Specifically, each pixel in the unaltered image should have a corresponding pixel in the manipulated image. One explanation for this finding is that the pixel to pixel correspondence between the unaltered image and the manipulated image can enforce the proposed attack to ignore difference caused by image contents and only learn the difference resulted from forensic information. Since the discriminator and surrogate CNNs in the proposed framework take in images of the same size, manipulations that distort the shape of images, such as resizing or barrel distortion, may decrease the transferability of the proposed anti-forensic GAN attack.

### D. Loss functions

To train the proposed anti-forensic GAN attack, we now define loss functions for the generator and the discriminator.

**Generator’s Loss**: This loss function is formulated to ensure generated anti-forensically attacked images maintain high visual quality, and can fool the ensemble of surrogate CNNs and the discriminator. The generator’s loss $L_G$ is formulated as the weighted sum of three terms, perceptual loss $L_p$, classification loss $L_c$, and adversarial loss $L_a$,

$$L_G = \alpha L_p + \sum_{s=1}^{S} \beta^{(s)} L_c^{(s)} + \gamma L_a,$$

where $S$ represents the number of surrogate CNNs in the ensemble and $\alpha$, $\beta^{(s)}$, $\gamma$ are weights.

**Perceptual loss** is used to ensure the visual quality of anti-forensically attacked images produce by the proposed attack. It is formulated as the mean absolute difference of pixel values between the unaltered image and its corresponding generated anti-forensically attacked image. For an unaltered image $I$ of size $w \times h$ and its corresponding manipulated image $I'$. perceptual loss is expressed as,

$$L_p = \frac{1}{w \times h} \sum_{i=1}^{w} \sum_{j=1}^{h} | I_{i,j} - G(I')_{i,j} |,$$

where subscripts $i, j$ represent the pixel’s coordinates.

We note that when training the attack to remove traces left by manipulations that distort the image’s shape, formula [4] should be modified and calculated between the generated anti-forensically attacked image and the manipulated image $I'$ rather than the unaltered image $I$. However, this modification may degrade the transferability of the attack.

**Classification losses** are used to ensure the anti-forensically attacked image produced by the proposed attack can fool the ensemble of surrogate CNNs. For $s^{th}$ surrogate CNN of the ensemble, let $C(\cdot)_s$ represent this surrogate CNN’s softmax output, then the classification loss $L_c^{(s)}$ pertaining to the $s^{th}$ surrogate CNN is formulated as the softmax cross-entropy between the generated anti-forensically attacked image and the unaltered class,

$$L_c^{(s)} = - \sum_{k=1}^{K} t_k \log (C_s(G(I'))_{k}),$$

where $K$ is the number of the classes, $t_k$ is the $k^{th}$ entry of ideal softmax vector with a 1 at the location of the unaltered class and 0’s elsewhere.
Adversarial loss is used to ensure the anti-forensically attacked image produced by our proposed attack can fool the discriminator. Adversarial loss is formulated as the sigmoid cross-entropy between the discriminator’s output of the generated anti-forensically attacked image and 1.

\[
L_a = \log(1 - D(G(I'))),
\]

**Discriminator’s Loss:** The loss function is formulated to ensure the discriminator can distinguish between unaltered images and generated anti-forensically attacked images. The discriminator’s loss \(L_D\) is expressed as,

\[
L_D = \log D(I) + \log(1 - D(G(I')))
\]

### VI. Evaluation Metrics

The proposed anti-forensic GAN attack should be able to fool victim CNNs, and leaves no visible distortions.

**Attack Success Rate (ASR):** To evaluate the performance of the anti-forensic GAN attack on fooling the victim CNN, we defined attack success rate as the percentage of the generated anti-forensically attacked image patches are classified to the “unaltered class”.

**Mean SSIM and Mean PSNR:** The anti-forensically attacked images should not contain any perceptible distortions. To evaluate the visual quality of anti-forensically attacked images produced by our attack, we calculate the average of SSIM and PSNR between generated the anti-forensically attacked images and corresponding manipulated images.

### VII. Experimental Results

We conducted a series of experiments to evaluate the performance of our proposed anti-forensic GAN attack against a variety of manipulation forensic CNNs built under each scenario described in Section IV. We assume that the investigator will use CNNs trained for manipulation detection, manipulation identification, or manipulation parameterization to authenticate images, and will trust the results of their CNNs.

To show that our proposed attack is a general attack and can remove forensic traces left by varying manipulation operations, we selected three common manipulations, and for each manipulation we chose five parameters that cover a reasonable range of values. The chosen manipulations and parameters are shown in Table II. These manipulations were chosen for several reasons. First, these manipulations can be easily parameterized and used to train manipulation parameterization classifiers. Second, these manipulations do not alter the shape or size of an image, thus making it straightforward to create training data using the pixel to pixel correspondence rule. Additionally, finite computational resources placed practical limitations on the number of manipulations and associated manipulation parameters that we could run in our extensive experiments. Specifically, it took 3,000 computational hours to run the experiments in this paper with an Nvidia 1080Ti GPU.

The number of manipulations and associated manipulation parameters could be increased given greater computational power and larger storage, however this was not feasible given our current computational resources.

### A. Data Preparation

We started with preparing data for the experiments. We used the Dresden image database [72], and our data were created from 169,620 full-size JPEG images taken by 70 unique devices of 27 camera models. First we randomly selected 10% of images as the evaluation set, “eval-set”. The “eval-set” were only used for evaluating the performance of forensic CNNs “before and after” the proposed attack. Since under all limited knowledge scenarios described in Section IV we assume the attacker has no access to the investigator’s training data, we built two disjoint training data sets by randomly bisecting the rest 90% of images, “I-set” for the investigator and “A-set” for the attacker. As a result, we ensure that “eval-set”, “I-set” and “A-set” contains different images, and shares no same statistics. “I-set” were used as by the investigator to train manipulation forensic CNNs for authenticating images. “I-set” can also be used by the attacker only under the perfect knowledge scenario. “A-set” were used by the attacker to train the surrogate CNNs and then the proposed anti-forensic GAN attack under all limited knowledge scenarios. Next, for each data set we created manipulation images by applying each combination of manipulation and parameter shown in Table II to every single full-size image. The manipulated images were saved as PNG files. Thus, each data set contains 15 unique classes of manipulated images and one class of unaltered images. Then we divided full-size images into 256 × 256 non-overlapping image patches. The following experiments were evaluated on image patches.

### B. Baseline Performance of Manipulation Forensic CNNs

In this experiment, we evaluated the baseline classification accuracies of CNNs trained on “I-set” and “A-set”. CNNs trained on both data sets were evaluated on “eval-set” for fair comparison. We selected six CNN architectures as they can achieve the state-of-art performance on manipulation forensics. These CNN architectures are MISLnet [23], SRNet [73], PHNet [74], TransferNet [75], DenseNet BC [76], and VGG-19 [77]. We note that to train TransferNet CNNs on color
images, we modify the high pass filter layer of TransferNet from one high pass filter to three identical high pass filters. For each architecture, we trained CNNs using the three class definitions. We grouped the images patches to make two classes (one unaltered class vs. one manipulated class) for the manipulated detection, four classes (one unaltered class vs. three manipulated classes) for the manipulation identification, and 16 classes (one unaltered class vs. 15 manipulated classes) for the manipulation parameterization.

Due to the difference in goals and conditions of experiments, we chose the best set of hyperparameters for each CNN architecture if yields the highest classification accuracy after grid search. CNNs of same CNN architecture and different class definitions were trained using the same hyperparameters. All CNNs were trained from scratch for 43 epochs, and would stop early if the training loss started to increase. Weights were initialized using Xavier initializer [78] and biases were initialized as 0’s. Weights and biases were optimized using stochastic gradient descent. For TransferNet, the batch size was 50, and the learning rate started with 0.001 and decayed 10% every 5,000 iterations. For other five CNN architectures, batch size was 25, and the learning rate started from 0.0005 and decayed half every 4 epochs.

CNNs trained on “I-set” are the victim CNNs that attacker attempts to fool, and the investigator uses them to authenticate images. The baseline classification accuracies of CNNs trained on “I-set” are shown in Table III. On average, for “I-set”, we achieved the classification accuracy of 99.29% for manipulation detection, 98.51% for manipulation identification, and 77.93% for manipulation parameterization. CNNs trained on “A-set” are the surrogate CNNs used by the attacker to built the ensemble for training the proposed anti-forensic GAN attack under limited knowledge scenarios. The baseline classification accuracies of CNNs trained on “A-set” are shown in Table IV. On average, we achieved the classification accuracy of 99.42% for manipulation detection, 98.39% for manipulation identification, and 79.08% for manipulation parameterization. These results show that CNNs used in our experiments were well trained and consistent with the state-of-art performances on manipulation forensics. Furthermore, the differences between classification accuracies of CNNs trained on “I-set” and “A-set” indicate CNNs possessed by the investigator and the attacker are comparable but not identical.

### C. Training Proposed Anti-Forensic GAN

All attacks demonstrated in this paper were trained from scratch for 12 epochs. Weights for each loss term were all 1’s. Weights of the generator and the discriminators are initialized using Xavier initializer [78] and biases were initialized as 0’s. The generator was optimized using Adam optimizer [79] and the discriminator was optimized using stochastic gradient descent. The learning rate was started with 0.0001 and decayed half every 4 epochs.

### D. Perfect Knowledge

In this experiment, we evaluated the baseline performance of the proposed anti-forensic GAN attack in the perfect knowledge scenario. In this scenario, we assume the attacker has equal amount of information as the investigator (i.e whatever Bob has access to, Alice has the equal access). Specifically, the attacker has access to the investigator’s training data. The attacker can either obtain investigator’s trained CNN or obtain an identical copy. Also the attacker knows about the architecture and class definitions of the investigator’s CNN.

To launch the attack on the victim CNN using the proposed anti-forensic GAN attack, the attacker should first obtain an ensemble of surrogate CNNs and then train the proposed anti-
forensic GAN attack by integrating the ensemble of surrogate CNNs into the training phase. Since the attacker has access to the trained victim CNN, the attacker has an advantage including the victim CNN into the ensemble. Furthermore, since the attacker knows about the architecture of the victim CNN, an easy approach to make the ensemble is to adopt the CNNs of same architecture and other class definitions. As a result, the ensemble of surrogate CNNs contains the victim CNN and the other two CNNs of the same architecture but different class definitions. Since the attacker also has access to the investigator’s training data, the attacker could use “I-set” to build training data for the proposed attack to avoid statistic discrepancy caused by mismatching training data. We note that the pixel to pixel correspondence in creating the training data is not required in the perfect knowledge scenario for our proposed attack. However we found that it can drastically improve the performance of other attack strategies used for comparison in this subsection. To make a fair comparison, the creation of training data follows the rules of pixel to pixel correspondence in this evaluation. After training, the trained generator can be used to attack the investigator’s CNN of the same architecture and any class definition.

To demonstrate this, we treated each CNN demonstrated trained on “I-set” as a victim CNN to fool. For each of the six CNN architectures, an ensemble of the surrogate CNNs was made by grouping the manipulation detector, the manipulation identifier and the manipulation parameterizer of this architecture. Then we trained the proposed anti-forensic GAN attack using the ensemble. Hence, we only trained the proposed attack once for CNNs of the same architecture. The trained generator then would be used to attack manipulated image patches and produced anti-forensically attacked image patches. All anti-forensically attacked image patches were saved to disk as PNG files and then read back for classification. This is to ensure the pixel values of generated anti-forensic attacked images reside on the legit range from 0 to 255. Next, we evaluated the performance of the proposed attack by classifying the anti-forensic attacked images using each victim CNN.

We evaluated the our proposed attack on 45,000 manipulated image patches from “eval-set”. The attack success rates for fooling each victim CNN are demonstrated in Table V. On average, our proposed anti-forensic GAN attack achieved the attack success rate of 0.96 for manipulation detection, 0.98 for manipulation classification, and 0.99 for manipulation parameterization. The mean of attack success rates regardless of the class definitions was 0.98. It means that the proposed anti-forensic GAN attack can successfully fool forensic CNNs in the perfect knowledge scenario.

**The Effect of the Discriminator:** We explored other generative attack strategies, and demonstrated the performance of the trained generator when training without a discriminator. Removing the discriminator from the proposed attack, the generate will only learn the forensic information provided by the ensemble of surrogate CNNs, and will not compete with the discriminator. From Table V, we see while on average the attack success rates of this attack strategy were comparable with our proposed anti-forensic GAN attack in terms of manipulation classification and manipulation parameterization, the attack success rate for manipulation detection was 13% lower than our proposed attack. The difference was especially significant for manipulation detection classifier of SRNet architecture. Removing the discriminator, the attack success rate dropped 43%. The results show that discriminator is needed to improve the attack.

**The Effect of the Ensemble of Surrogate CNNs:** We compared the performance of our proposed attack with MISLGAN attack [53]. While MISLGAN was initially proposed as a white-box attack for camera model falsification, it can be easily adapted to anti-forensically remove traces left by manipulations. To make a MISLGAN attack, we integrated the victim CNN to train the generator, instead of the ensemble. The results are shown in Table V. On average, our proposed anti-forensic GAN attack achieved 14% higher attack success rate for manipulation detection, 2% higher for manipulation classification and 7% higher for manipulation parameterization. Generally, our proposed anti-forensic GAN attack achieved 8% higher attack success rate than MISLGAN. This results shows that introducing the ensemble of surrogates CNNs is very critical for improving the performance of the attack, even in the perfect knowledge scenario.

**Comparing with Standard GANs:** We compared with standard GAN framework. Since the attack knows the architecture of the investigator’s CNN, the attacker can modify the last layer of each CNN architecture to be a single node and construct a discriminator. Combined with the generator, we trained a standard GAN attack and computed attack success rate for each victim CNN. The results show that standard GANs achieved the lowest attack success rate among all attack strategies we demonstrated in Table V. It indicates that the standard GANs are not suitable to falsify forensic traces, and integrating the ensemble of surrogates can solve this problem.

**Visual Quality and Inspection:** We evaluated the visual quality of generated anti-forensically attacked images by computing the mean PSNR and the mean SSIM between manipulated image patches and generated anti-forensically attacked image patches. The mean PSNR was 54.64 and the mean SSIM was 0.9986. The results show that in the perfect knowledge scenario, our proposed attack will not introduce perceptible distortion to the anti-forensically attacked images.

**E. Training Data Mismatch**

In this experiment, we evaluated the performance of the proposed anti-forensic GAN attack in a limited knowledge scenario when the training data of the attacker are different from the investigator. In this scenario, we assume he attacker has no access to the investigator’s trained forensic CNN and training data. We also assume the attacker knows about the architecture of investigator’s CNN. As a result, the attacker cannot use the victim CNN or an identically trained copy of the victim CNN to train the attack. The anti-forensically attacked images produced by the attacker should transfer across training data set to fool the investigator’s CNN.

To launch the attack on the victim CNN using our proposed anti-forensic GAN attack, the attacker should first form the en-
semble of surrogate CNNs of different architectures and class definitions. Since the attacker knows about the architecture of the victim CNN, the attacker could group the surrogate CNNs of this architecture plus other architectures to form an ensemble. Next, the attack can train the proposed anti-forensic GAN using the ensemble of surrogate CNNs. Since the attacker has no access to the investigator’s training data, the attacker should create training data for the attack from “A-set”. The creation of training data follows the rules of pixel to pixel correspondence.

To demonstrate it, we treated each CNN trained on “I-set” as a victim CNN to fool. We trained the proposed attack using an ensemble of surrogate CNNs trained on “A-set”. Ideally we could use all surrogate CNNs to form the ensemble to capture the most comprehensive forensic information of unaltered images, and thus we would only train the proposed attack once for all victim CNNs. However, in practice due to limitation of computer memory, we could not load all surrogates CNNs into the memory to train one single generator. Since VGG-19 CNNs take the most computer memories, we trained one attack against VGG-19 CNNs, and one attack against all other CNNs. The ensemble of surrogate CNNs built for attacking VGG-19 consists of three surrogate CNNs of VGG-19 and three surrogate CNNs of MISLnet. The ensemble of surrogate CNNs built for attacking other victim CNNs consists of all other surrogates CNN excluding VGG-19 CNNs. After training the attack, we used the trained generator to attack each manipulation image patches and produce anti-forensically attacked image patches. We evaluated the performance of our proposed attack by classifying the generated anti-forensic attacked images using each victim CNN.

We evaluated the performance of our proposed anti-forensic attack on 45,000 manipulated image patches from “eval-set”. The attack success rates for fooling each victim CNNs are shown in Table VI. Except for manipulation parameterization of DenseNet_BC architecture, our attack achieved high attack success rates on the victim CNNs. On average, our proposed anti-forensic GAN attack achieved the attack success rate of 0.98 for manipulation detection, 0.85 for manipulation classification, and 0.87 for manipulation parameterization. The mean of attack success rates regardless of the class definition was 0.90. The results show that the proposed anti-forensic GAN attack can strongly fool forensic CNNs trained on different training data.

### Comparing with MISLGAN:
We compared the performance of the proposed attack with the state-of-art GAN-based attack, MISLGAN [53]. To attack each victim CNN, we trained the MISLGAN using the surrogate CNN built with the same architecture and class definition, and tested the performance of anti-forensically attacked images using the victim CNN. The results are shown as in Table VI. Comparing with MISLGAN attack, the average attack success rates achieved by our proposed attack almost doubled for all class definitions. Except for TransferNet CNNs, the attack success rates for other CNNs all dropped significantly comparing to performance of the MISLGAN attack in the perfect scenario shown in Table VI. It may indicate the TransferNet CNNs are not robust to adversarial attacks. The results are consistent with previous finding that the attack on forensic CNNs can hardly transfer across training data [57], and show that the ensemble of surrogate CNNs is important to make the attack transfer.

### The Effect of CNN Architecture Diversity:
We conducted experiments to show that building the ensemble of surrogate CNN with diverse architecture is critical for the attack to achieve transferability in limited knowledge scenarios. To demonstrate this, for each victim CNN, we used three surrogates CNNs of same architecture as the victim CNN to build the ensemble, and then trained the attack. Shown in Table VI, the attack success rates achieved when only using one CNN architecture significantly decreased. On average, the attack success rate dropped 15% for manipulation detection, 32% for manipulation classification, and 19% for manipulation parameterization. Particularly, attack success rates for SRNet show the most significant differences when training with diverse CNN architectures in the ensemble, the attack success rate increased 75% for manipulation detection, 77% for manipulation classification, and 77% for manipulation parameterization. These results show the training the attack with diverse CNN architectures can improve the transferability of the attack dramatically.

### The Effect of Pixel to Pixel Correspondence:
We compared with the attack success rates when training data was not created following the rule of pixel to pixel correspondence. Training data were created from “A-set”, but we do not require

| Table VI: Attack success rates (ASRs) achieved by different attack strategies in training data mismatch scenario. |
| --- |
| **Proposed Anti-Forensic GAN** |
| CNN Architect. | Detection | Classification | Parameterization | Avg. |
| MISLnet | 1.00 | 0.87 | 1.00 | 0.96 |
| TransferNet | 1.00 | 0.99 | 0.98 | 0.99 |
| PHNet | 0.98 | 1.00 | 0.96 | 0.98 |
| SRNet | 0.93 | 0.97 | 0.78 | 0.89 |
| DenseNet_BC | 0.99 | 0.31 | 0.64 | 0.65 |
| VGG-19 | 0.98 | 0.95 | 0.86 | 0.93 |
| Avg. | 0.98 | 0.85 | 0.87 | 0.90 |
| **MISLGAN [53]** |
| CNN Architect. | Detection | Classification | Parameterization | Avg. |
| MISLnet | 0.78 | 0.25 | 0.91 | 0.64 |
| TransferNet | 1.00 | 1.00 | 1.00 | 1.00 |
| PHNet | 0.62 | 0.00 | 0.19 | 0.27 |
| SRNet | 0.46 | 0.06 | 0.34 | 0.29 |
| DenseNet_BC | 0.21 | 0.08 | 0.01 | 0.10 |
| VGG-19 | 0.10 | 0.53 | 0.52 | 0.38 |
| Avg. | 0.53 | 0.32 | 0.50 | 0.45 |
| **Removing Architecture Diversity** |
| CNN Architect. | Detection | Classification | Parameterization | Avg. |
| MISLnet | 0.79 | 0.17 | 0.99 | 0.65 |
| TransferNet | 0.99 | 1.00 | 0.88 | 0.95 |
| PHNet | 0.97 | 0.68 | 0.83 | 0.82 |
| SRNet | 0.53 | 0.21 | 0.01 | 0.25 |
| DenseNet_BC | 0.70 | 0.12 | 0.71 | 0.51 |
| VGG-19 | 0.98 | 0.97 | 0.65 | 0.87 |
| Avg. | 0.83 | 0.53 | 0.68 | 0.68 |
| **Training without Pixel to Pixel Correspondence** |
| CNN Architect. | Detection | Classification | Parameterization | Avg. |
| MISLnet | 0.95 | 0.71 | 0.88 | 0.85 |
| TransferNet | 1.00 | 0.98 | 0.98 | 0.96 |
| PHNet | 0.97 | 1.00 | 0.88 | 0.95 |
| SRNet | 0.93 | 0.92 | 0.73 | 0.86 |
| DenseNet_BC | 0.70 | 0.01 | 0.13 | 0.28 |
| VGG-19 | 0.90 | 0.79 | 0.51 | 0.73 |
| Avg. | 0.91 | 0.74 | 0.69 | 0.78 |
A subset of the manipulation parameters to create the attacker’s training data. Moreover, since the attacker does not know all manipulation parameters, it will cause a more severe statistical discrepancy on the attacker’s CNNs comparing with the training data mismatch scenario demonstrated earlier. Particularly, the investigator’s CNNs can output more classes than the surrogate CNNs using for manipulation parameterization classifiers. As a result, the attacker cannot directly use the victim CNN or obtain an identical copy to train the attack. The anti-forensically attacked images produced by the attacker should transfer to fool the investigator’s CNN.

To mimic this scenario, we used “A-set” and created two new training data sets to train new surrogates CNNs and the proposed attack. The new training data sets were created using four parameters for each manipulation. The excluded manipulation parameters are \( \sigma = 1.5 \) for additive Gaussian noise, \( \sigma = 2.5 \) for Gaussian blurring, and \( 7 \times 7 \) filter size for median filtering. The training data created for the proposed attack follows the rules of pixel to pixel correspondence.

First we evaluated the performance of the newly trained surrogate CNNs on “eval-set”. The testing data were created using four parameters for each manipulation. The classification accuracies of newly trained surrogate CNNs are shown in Table VII. On average, we achieved the classification accuracy of 98.69\% for manipulation detection, 98.45\% for manipulation classification and 83.25\% for manipulation parameterization. These surrogate CNNs were used for building the ensemble to train the proposed attack.

To attack victim CNNs trained on “I-set”, we adopted the same strategies as in the training data mismatch scenario and built different ensembles of surrogate CNNs for attacking VGG-19 CNNs and other CNNs, due to the limitation of computer memories. Then we evaluate the performance of the proposed attack on “eval-set”. The first testing set contains 45,000 image patches created using all manipulations and parameters. The second testing set contains 9,000 image patches created only using manipulation parameters unseen by the attacker.

The attack success rates of fooling each victim CNN are shown in Table VIII. For the testing image patches containing all manipulation and parameters, on average, we achieved attack success rate of 0.89 for manipulation detection, 0.75 for manipulation classification, and 0.63 for manipulation parameterization. It means that 89\% anti-forensically attacked images produces by our attack can fool manipulation detection classifiers, 75\% can fool manipulation classification classifiers, and 63\% can fool manipulation parameterization classifiers. The mean of attack success rates regardless of class definition was 0.76. It means that 0.76 anti-forensically attacked images can fool any forensic CNN.

For the testing image patches containing only attacker’s unseen manipulation parameters, on average, we achieved the attack success rate of 0.87 for manipulation detection, 0.72 for manipulation classification, and 0.62 for manipulation parameterization. The mean of attack success rates regardless of class definition was 0.74. The results indicate once the attack is trained, the performances on attacking manipulated image patches created with seen and unseen parameters are well generalizable.

### TABLE VII: Classification accuracies of surrogate CNNs for building the ensemble in the training data and manipulation parameter mismatch scenario.

| CNN Architect. | Detection | Classification | Parameterization | Avg. |
|----------------|-----------|----------------|------------------|------|
| MISLNet        | 99.02\%   | 99.28\%        | 90.88\%          |      |
| Zhan et. al.   | 99.27\%   | 97.99\%        | 68.13\%          |      |
| PHTNet         | 99.44\%   | 98.86\%        | 90.44\%          |      |
| SRNet          | 99.65\%   | 98.72\%        | 88.31\%          |      |
| DenseNet_BC    | 94.80\%   | 96.58\%        | 73.64\%          |      |
| VGG-19         | 99.97\%   | 99.26\%        | 88.09\%          |      |
| Avg.           | 98.69\%   | 98.45\%        | 83.25\%          |      |

### TABLE VIII: Attack success rates (ASRs) achieved by the proposed anti-forensic GAN attack in the training data and manipulation parameter mismatch scenario.

#### All Manipulation Parameters

| CNN Architect. | Detection | Classification | Parameterization | Avg. |
|----------------|-----------|----------------|------------------|------|
| MISLNet        | 0.99      | 0.53           | 0.35             | 0.62 |
| TransferNet    | 1.00      | 0.97           | 0.94             | 0.97 |
| PHTNet         | 0.96      | 1.00           | 0.99             | 0.98 |
| SRNet          | 0.59      | 0.90           | 0.52             | 0.68 |
| DenseNet_BC    | 0.99      | 0.49           | 0.21             | 0.56 |
| VGG-19         | 0.83      | 0.59           | 0.74             | 0.72 |
| Avg.           | 0.89      | 0.72           | 0.63             | 0.76 |

#### Unseen Manipulation Parameters Only

| CNN Architect. | Detection | Classification | Parameterization | Avg. |
|----------------|-----------|----------------|------------------|------|
| MISLNet        | 1.00      | 0.51           | 0.28             | 0.60 |
| TransferNet    | 1.00      | 0.98           | 0.99             | 0.99 |
| PHTNet         | 0.92      | 1.00           | 0.95             | 0.96 |
| SRNet          | 0.60      | 0.95           | 0.49             | 0.68 |
| DenseNet_BC    | 0.99      | 0.35           | 0.20             | 0.51 |
| VGG-19         | 0.75      | 0.51           | 0.79             | 0.68 |
| Avg.           | 0.87      | 0.72           | 0.62             | 0.74 |

correspondence between pixels for each training batch. The visual quality loss was modified to compute between the anti-forensically attacked image patch output by the generator and the manipulated image patch input to the generator. The results are shown in Table VII. Without using pixel to pixel correspondence, on average, the attack success rates dropped 7\% for manipulation detection, 11\% for manipulation classification and 19\% for manipulation classifiers. The results show that using the pixel to pixel correspondence can help improve the transferability of the attack.

**Visual Quality:** We evaluated the image quality of the anti-forensically attacked images produces by our proposed attack by calculating the mean PSNR and the mean SSIM between manipulated image patches and generated anti-forensically attacked image patches. The mean PSNR is 47.12 and the mean SSIM is 0.9944. The results show that in the training data mismatch scenario, our proposed attack will not introduce perceptible distortion to the anti-forensically attacked images.

### F. Training Data and Manipulation Parameter Mismatch

In this experiment, we evaluated the performance of the proposed anti-forensic GAN attack in a limited knowledge scenario when the attacker has partial knowledge about the manipulations of the investigator’s interest. In this scenario, we assume the attacker has no access to the investigator’s trained CNNs and training data. We also assume the attacker knows about architecture of the investigator’s CNN and the manipulations the investigator tries to identify. However, the attacker has no perfect knowledge of the parameters associated with each manipulation. Specifically, the attacker only gather...
comparable. Therefore, if the attacker knows about the attack success rates of the attack for attacking manipulated images created with known parameters, the attacker can also use the attack on unknown parameters without performance decrease.

**The Effect of Missing Training Parameters:** Comparing with the attack success rates with the training data mismatch in Table VI, we note that victim CNNs built with TransferNet and PHNet architectures were not influenced much when the attack was trained with less parameters. It may indicate that these architectures are less sensitive to parameters, and potentially less robust to the anti-forensic attack. For other victim CNNs such as the manipulation parameterization of MISlNet and DenseNet BC, the attack success scores dropped significantly. It may indicate that these CNN architectures are very sensitive to the training parameters.

**Visual Quality and Inspection:** We evaluated the image quality of the anti-forensically attacked images produced by our proposed attack by calculating the mean PSNR and the mean SSIM between manipulated image patches and generated anti-forensically attacked image patches. The mean PSNR was 45.83 and the mean SSIM was 98.91. The results show that in the training data and parameter mismatch scenario, the anti-forensically attacked images produced by our proposed attack have high visual quality.

For visual inspection, we demonstrated an anti-forensically attacked image produced by our proposed attack in Fig. 5. The manipulated image was created using median filtering with $7 \times 7$ filter size. The generator used to create the anti-forensically attacked image was not trained using this parameter. The blue box shows that smooth region of the images, and the red box shows the textured regions of the images. By inspecting the boxed regions in the zoomed view, we cannot notice any visual difference even on the pixel level. It indicates that it is impossible for the investigator to know whether an image was anti-forensically attacked or not via visual inspection, if only presented with an image.

**G. Training Data and CNN Architecture Mismatch**

In this experiment, we evaluated the performance of our proposed anti-forensic GAN attack when the attacker has zero information about investigator’s CNN and has no access to the investigator’s training data. In this scenario, we assume that the attacker knows that the investigator will use a CNN to authenticate image, as well as which manipulations and parameters the CNN will be trained to detect. However, the investigator will keep their CNN architecture secret and the attacker cannot gather information about it by any means. As a result, the attacker cannot utilize the victim CNN, obtain an identical copy, or probe the output of the victim CNN to train the attack. Moreover, the attacker cannot use CNNs built with the same architecture of the investigator’s CNN to train the attack. It is the attacker’s goal for attacked images to have sufficient transmittability to fool the investigator’s CNN.

To experimentally replicate this scenario, we treated each CNN trained on the “I-set” as a victim CNN to fool. We used the CNNs trained on the “A-set” as the surrogate CNNs available to the attacker. In each case, the ensemble of surrogate CNNs used to train the attack did not contain a surrogate CNN with the same architecture as the victim CNN. Thus we ensured that the attacker did not use investigator’s CNN architecture. Then we used the victim CNN to classify the anti-forensically attacked images produced by the attack. As before, the size of VGG-19 required us to slightly modify our training ensemble due to GPU memory limitations. To attack VGG-19 CNNs, the training ensemble was built using surrogate CNNs of all other architectures. To attack other victim CNNs, the ensemble was built using surrogate CNNs of other architectures excluding architectures of VGG-19 and the victim CNN. The generated anti-forensically attacked images then were classified by each victim CNN.

We evaluated the performance of our proposed anti-forensic attack on 45,000 manipulated image patches from the “eval-set”. The attack success rates for fooling each victim CNN are shown in Table IX. On average, our proposed anti-forensic GAN attack achieved the attack success rate of 0.89 for manipulation detection, 0.71 for manipulation classification, and 0.68 for manipulation parameterization. The mean of attack success rates regardless of the class definition was 0.76.

These results demonstrate that even when the attacker has zero information about the victim CNN, including its architecture, our proposed anti-forensic GAN attack can still fool the investigator’s CNN. This is important because it shows that our attack can be launched in a realistic black box scenario. Moreover, our finding demonstrates that transferable attacks against forensic CNNs can be achieved, unlike what researchers have previously found [57], [58]. While this attack is not perfect, the successful attack rates are high enough to pose a real threat to CNN-based forensic algorithms.

**Visual Quality:** We evaluated the image quality of the anti-forensically attacked images produced by our proposed attack by calculating the mean PSNR and the mean SSIM between manipulated image patches and generated anti-forensically attacked images.
TABLE IX: Attack succes rates (ASRs) achieved by the proposed anti-forensic GAN attack in the training data and CNN architecture mismatch scenario.

| CNN Architect. | Detection | Classification | Parameterization | Avg. |
|----------------|-----------|----------------|------------------|------|
| MISLNet        | 0.99      | 0.72           | 0.95             | 0.88 |
| TransferNet    | 0.99      | 0.80           | 0.91             | 0.90 |
| PHNet          | 0.64      | 0.98           | 0.78             | 0.80 |
| SRNet          | 0.85      | 0.03           | 0.45             | 0.44 |
| DenseNet_BC    | 0.94      | 0.77           | 0.89             | 0.60 |
| VGG-19         | 0.94      | 0.98           | 0.92             | 0.95 |
| **Avg.**       | **0.89**  | **0.71**       | **0.68**         | **0.76** |

attacked image patches. The mean PSNR 46.76 and the mean SSIM 46.76. The results show that in the training data and CNN architecture mismatch scenario, our proposed attack will not introduce perceptible distortion to the anti-forensically attacked image.

VIII. CONCLUSION

In this paper, we proposed a new anti-forensic GAN attack to fool CNN-based forensic algorithms. Different from standard GANs, our proposed anti-forensic GAN attack uses an ensemble of surrogate CNNs to enforce the generator to learn comprehensive aspects of forensic information about real unaltered images, and produces anti-forensically attacked images that can fool forensic CNNs. Furthermore, our proposed attack demonstrated strong transferability to fool CNNs not used during training under various limited knowledge scenarios. We conducted a series of experiments to evaluate our proposed anti-forensic GAN attack. We showed that the proposed attack can fool many state-of-art CNN-based forensic algorithms in the perfect knowledge scenarios and other scenarios when the attacker lacks the information of the investigator’s CNN and training data. Additionally, we showed that under all scenarios our proposed attack leaves behind no visual distortions to the produced anti-forensically attacked image. Hence the investigator cannot uncover the forgery by mere visual inspection.
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