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Abstract

We show that every integer doubly nonnegative $2 \times 2$ matrix has an integer $cp$-factorization.
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1. Introduction

A $n \times n$ matrix $A$ is said to be completely positive, if there exists a (not necessarily square) nonnegative matrix $V$ such that $A = VV^T$. Completely positive matrices of order $n$ form a cone, with the dual cone of copositive matrices, i.e. the matrices with $x^TAx \geq 0$ for all $x$ with nonnegative elements [1]. Completely positive and copositive matrices have been widely studied, and they play an important role in various applications. However, several basic questions about them are still open. For background, we refer the reader to the following works and citations therein [2, 3, 4, 5].

Clearly, any completely positive matrix is nonnegative and positive semidefinite. We call the family of matrices that are both nonnegative and positive semidefinite doubly nonnegative. Doubly nonnegative matrices of order less than 5 are completely positive [6]. However, this is no longer true for matrices of order larger than or equal to 6 [7].

Any $n \times n$ completely positive matrix $A$ has many $cp$-factorizations of the form $A = VV^T$, where $V$ is an $n \times m$ matrix. Note that $m$ is also not unique.
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We define the \textit{cp-rank} of $A$ to be the minimal possible $m$. If we demand that $V$ has rational entries, then we say that $A$ has a \textit{rational cp-factorization}. We define the \textit{rational cp-rank} correspondingly. In this note we will study \textit{integer cp-factorizations}, where we demand $V$ to be an integer nonnegative matrix.

The question, if any rational cp-matrix has a rational cp-factorization is open. However, it is known that every rational matrix which lies in the interior of the cone of completely positive matrices has a rational cp-factorization \cite{8}. On the other hand, not every $n \times n$ integer completely positive matrix has an integer cp-factorization. In this note we answer a question posed in \cite{9}, by proving that for $n = 2$ every integer doubly nonnegative matrix has an integer cp-factorization.

\section{Main Result}

First we consider two basic cases: rank one matrices, and matrices with one of the diagonal elements equal to 1. The main result will be proved by an inductive argument, using those two lemmas as the base of induction.

\textbf{Lemma 2.1.} An integer doubly nonnegative matrix of rank 1 has an integer cp-factorization, and an integer cp-rank less than or equal to 4.

\textbf{Proof.} Let

\[ A = \begin{pmatrix} a & b \\ b & c \end{pmatrix}, \]

where $a, b, c$ are nonnegative integers and $ac = b^2$. In particular, when $b = 0$, $A$ has only one nonzero element on the diagonal. In this case the claim follows from Lagrange’s four-square theorem, that states that every natural number can be represented as the sum of four squares of integers.

From now on we assume that $b \neq 0$. Let $d$ denote the greatest common divisor of $a, b, c$:

\[ a = da_0, \ b = db_0, \ c = dc_0, \]

where the greatest common divisor of $a_0, b_0$ and $c_0$ is equal to 1. Since $A$ has rank 1, we have $a_0c_0 = b_0^2$. Now, if $d'$ divides both $a_0$ and $c_0$, then it has to divide $b_0$ as well. Hence the greatest common divisor of $a_0$ and $c_0$ is 1. We deduce that $a_0 = a_1^2$, $c_0 = c_1^2$ and $b_0 = a_1c_1$ for some nonnegative
integers $a_1$ and $c_1$. Finally, we use Lagrange’s four-square theorem to write $d = d_1^2 + d_2^2 + d_3^2 + d_4^2$. Now

$$A = d \begin{pmatrix} a_1^2 & a_1c_1 \\ a_1c_1 & c_1^2 \end{pmatrix} = \sum_{i=1}^{4} \begin{pmatrix} d_i a_1 \\ d_i c_1 \end{pmatrix} \begin{pmatrix} d_i a_1 & d_i c_1 \end{pmatrix},$$

illustrates an integer cp-factorization of $A$.  $\square$

**Lemma 2.2.** An integer doubly nonnegative matrix with a diagonal element equal to 1 has an integer cp-factorization.

**Proof.** The case when $A$ has rank one has already been dealt with, so we assume that

$$A = \begin{pmatrix} 1 & b \\ b & c \end{pmatrix}$$

is an integer nonnegative matrix with $c > b^2$. We can write:

$$A = \begin{pmatrix} 1 \\ b \end{pmatrix} \begin{pmatrix} 1 & b \end{pmatrix} + \begin{pmatrix} 0 & 0 \\ 0 & c - b^2 \end{pmatrix},$$

and the proof is complete by Lemma 2.1.  $\square$

**Theorem 2.1.** An integer doubly nonnegative $2 \times 2$ matrix has an integer cp-factorization.

**Proof.** As the case when $A$ has rank 1 is dealt with in Lemma 2.1 we may assume that

$$A = \begin{pmatrix} a & b \\ b & c \end{pmatrix},$$

where $a, b, c$ are positive integers, and $ac > b^2$.

Lemma 2.1 and Lemma 2.2 allow us to use induction, for example on $a + b + c$. Hence, we need to show that, unless $A$ has rank one, there exists a rank one matrix

$$R = \begin{pmatrix} k \\ t \end{pmatrix} \begin{pmatrix} k & t \end{pmatrix},$$

with $k, t$ nonnegative integers, such that $A - R$ is doubly nonnegative. If such a matrix $R$ exists we will say that $A$ can be reduced. Note that $A$ can be
reduced, if there exist nonnegative integers $k$ and $t$ such that $k^2 \leq a$, $t^2 \leq c$, $kt \leq b$ and $\det(A - R) \geq 0$.

If

$$A_1 = A - \begin{pmatrix} 1 \\ 0 \end{pmatrix} \begin{pmatrix} 1 & 0 \end{pmatrix}$$

is doubly nonnegative, or equivalently, if $(a - 1)c \geq b^2$, then the problem reduces to the cp-factorisation of $A_1$. This allows us to assume $(a - 1)c < b^2$, and, by a similar argument, $a(c - 1) < b^2$. In particular, we may assume without loss of generalisation that $a \leq b \leq c$.

Let us write

$$b = qa + r \text{ and } r^2 = \alpha a + \gamma,$$

where $r, \gamma \in \{0, 1, \ldots, a - 1\}$, so:

$$b^2 = a(q^2a + 2qr + \alpha) + \gamma. \quad (1)$$

We claim that $A$ can be reduced, if

$$B = \begin{pmatrix} a & r \\ r & \alpha + 1 \end{pmatrix}$$

can be reduced. More precisely, assuming that $B - R'$ is doubly nonnegative for some integer rank one nonnegative matrix $R'$:

$$R' = \begin{pmatrix} k \\ t' \end{pmatrix} \begin{pmatrix} k & t' \end{pmatrix}.$$

we will prove that $A - R$ is doubly nonnegative for

$$R = \begin{pmatrix} k \\ qk + t' \end{pmatrix} \begin{pmatrix} k & qk + t' \end{pmatrix}.$$

Proving this claim finishes the proof of the theorem, since $B$ has all but one element smaller than $A$, and we have shown earlier, that the statement is true, if one of the diagonal elements is equal to 1.

Inequalities $ac > b^2 > (c - 1)a$ together with (1) imply

$$q^2a + 2qr + \alpha + \frac{\gamma}{a} + 1 > a > q^2a + 2qr + \alpha + \frac{\gamma}{a},$$

and, since $c$ is a positive integer, this gives us

$$c = q^2a + 2qr + \alpha + 1.$$
Now the determinant of $A$ is equal to:

$$ac - b^2 = a(q^2a + 2qr + \alpha + 1) - (qa + r)^2 = a(\alpha + 1) - r^2, \quad (2)$$

and hence equal to the determinant of $B$.

Assuming that $B - R'$ is nonnegative, $A - R$ is nonnegative since

$$b - k(qk + t') = aq + r - k(qk + t') = q(a - k^2) + (r - kt') \geq 0 \quad (3)$$

and

$$c - (qk - t')^2 = q^2a + 2qr + \alpha + 1 - (qk - t')^2 = q^2(a - k^2) + 2q(r - kt') + (\alpha + 1 - t'^2) \geq 0. \quad (5)$$

Finally, using (3) and (5) we compute

$$\det(A - R) = (a - k^2)(q^2(a - k^2) + 2q(r - kt') + (\alpha + 1 - t'^2)) - (q(a - k^2) + (r - kt'))^2$$

$$= (a - k^2)(\alpha + 1 - t'^2) - (r - kt')^2 = \det(B - R'),$$

proving that $\det(A - R) = \det(B - R') \geq 0. \quad \square$

The proof of the theorem gives us an algorithmic way to find an integer cp-factorization for a $2 \times 2$ doubly nonnegative matrix. We follow this algorithm on a concrete example below.

**Example 2.1.** Let us consider the matrix:

$$A_0 = \begin{pmatrix} 78 & 200 \\ 200 & 4000 \end{pmatrix}.$$  

First we reduce the larger diagonal element of $A_0$ as much as we can while still preserving a positive determinant: $A_0 = A_1 + D_1$, where

$$A_1 = \begin{pmatrix} 78 & 200 \\ 200 & 513 \end{pmatrix} \text{ and } D_1 = \begin{pmatrix} 0 & 0 \\ 0 & 3487 \end{pmatrix}.$$  

The matrix $D_1$ is covered by Lemma 2.1. We continue working with $A_1$. We write $200 = 2 \cdot 78 + 44$, and $44^2 = 24 \cdot 78 + 64$, so the matrix corresponding to the matrix $B$ from the proof is equal to

$$A_2 = \begin{pmatrix} 78 & 44 \\ 44 & 25 \end{pmatrix}.$$
Note that we cannot decrease 78 on the diagonal while preserving a positive determinant. Now 25 is the smaller element on the diagonal. We write $44 = 25 + 19$ and $19^2 = 14 \cdot 25 + 11$. Following the proof, the problem reduces to the matrix

$$A_3 = \begin{pmatrix} 15 & 19 \\ 19 & 25 \end{pmatrix}.$$  

The diagonal element 25 cannot be reduced, so we write $19 = 15 + 4$ and $4^2 = 15 + 1$. This gives us

$$A_4 = \begin{pmatrix} 15 & 4 \\ 4 & 2 \end{pmatrix}.$$  

At this point 15 can be reduced to 8:

$$A_4 = \begin{pmatrix} 8 & 4 \\ 4 & 2 \end{pmatrix} + \begin{pmatrix} 7 & 0 \\ 0 & 0 \end{pmatrix}.$$  

The matrix that we are left with has rank one:

$$A_5 = \begin{pmatrix} 8 & 4 \\ 4 & 2 \end{pmatrix} = 2 \begin{pmatrix} 4 & 2 \\ 2 & 1 \end{pmatrix} = \begin{pmatrix} 2 \\ 1 \end{pmatrix} \begin{pmatrix} 2 & 1 \end{pmatrix} + \begin{pmatrix} 2 \\ 1 \end{pmatrix} \begin{pmatrix} 2 & 1 \end{pmatrix}.$$  

We take

$$R_4 = R_5 = \begin{pmatrix} 2 \\ 1 \end{pmatrix} \begin{pmatrix} 2 & 1 \end{pmatrix},$$  

noting that $A_5 - R_5$ and $A_4 - R_4$ are doubly nonnegative. Following the proof of the theorem, we take $k = 2$, $t' = 1$, and $q = 1$ to construct:

$$R_3 = \begin{pmatrix} 2 \\ 3 \end{pmatrix} \begin{pmatrix} 2 & 3 \end{pmatrix},$$  

with $A_3 - R_3$ doubly nonnegative. To get $R_2$, we first note that the smaller diagonal element of $A_2$ is in $(2,2)$ position. We take $k = 3$, $t' = 2$ and $q = 1$ to get

$$R_2 = \begin{pmatrix} 5 \\ 3 \end{pmatrix} \begin{pmatrix} 5 & 3 \end{pmatrix}.$$
with $A_2 - R_2$ doubly nonnegative. Finally, to get $R_1$ we take $k = 5$, $t' = 3$ and $q = 2$:

$$R_1 = \begin{pmatrix} 5 \\ 13 \end{pmatrix} (5 \ 13).$$

Now we need to repeat the process for $A_1 - R_1$, which is by construction doubly nonnegative.

If we follow the algorithm to completion, we get the following decomposition of $A_0$ that contains 10 terms:

$$A_0 = \begin{pmatrix} 0 \\ 59 \end{pmatrix} (0 \ 59) + \begin{pmatrix} 0 \\ 2 \end{pmatrix} (0 \ 2) + \begin{pmatrix} 0 \\ 1 \end{pmatrix} (0 \ 1) + \begin{pmatrix} 0 \\ 1 \end{pmatrix} (0 \ 1) + \begin{pmatrix} 2 \\ 5 \end{pmatrix} (2 \ 5) + \begin{pmatrix} 2 \\ 5 \end{pmatrix} (2 \ 5) + \begin{pmatrix} 4 \\ 10 \end{pmatrix} (4 \ 10) + \begin{pmatrix} 5 \\ 13 \end{pmatrix} (5 \ 13) + \begin{pmatrix} 5 \\ 13 \end{pmatrix} (5 \ 13)$$

On the other hand, an ad hoc decomposition with only 8 terms can also be obtained:

$$A_0 = \begin{pmatrix} 8 \\ 25 \end{pmatrix} (8 \ 25) + \begin{pmatrix} 0 \\ 58 \end{pmatrix} (0 \ 58) + \begin{pmatrix} 0 \\ 3 \end{pmatrix} (0 \ 3) + \begin{pmatrix} 0 \\ 1 \end{pmatrix} (0 \ 1) + \begin{pmatrix} 0 \\ 1 \end{pmatrix} (0 \ 1) + \begin{pmatrix} 3 \\ 0 \end{pmatrix} (3 \ 0) + \begin{pmatrix} 2 \\ 0 \end{pmatrix} (2 \ 0) + \begin{pmatrix} 1 \\ 0 \end{pmatrix} (1 \ 0)$$

This shows that the algorithm we presented does not produce a decomposition with the smallest possible cp-rank.
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