ABSTRACT. In recent articles ([9], [3]) it was proved that when \(\mu\) is a finite, radial measure in \(\mathbb{R}^n\) with a bounded, radially decreasing density, the \(L^p(\mu)\) norm of the associated maximal operator \(M_\mu\) grows to infinity with the dimension for a small range of values of \(p\) near 1. We prove that when \(\mu\) is Lebesgue measure restricted to the unit ball and \(p < 2\), the \(L^p\) operator norms of the maximal operator are unbounded in dimension, even when the action is restricted to radially decreasing functions. In spite of this, this maximal operator admits dimension-free \(L^p\) bounds for every \(p > 2\), when restricted to radially decreasing functions. On the other hand, when \(\mu\) is the Gaussian measure, the \(L^p\) operator norms of the maximal operator grow to infinity with the dimension for any finite \(p > 1\), even in the subspace of radially decreasing functions.

1. INTRODUCTION

We denote by \(B(x, R)\) the ball centred at \(x\) with radius \(R\) with respect to a given norm on \(\mathbb{R}^n\). For any locally integrable function \(g \in L^1_{\text{loc}}(\mathbb{R}^n)\), we can define the associated maximal function as

\[
Mg(x) = \sup_{R > 0} \frac{1}{|B(x, R)|} \int_{B(x, R)} |g(y)| \, dy,
\]

where by \(|A|\) we denote the Lebesgue measure of the set \(A\). It is a well-known fact that \(M\) satisfies the inequalities

\[
\{y \in \mathbb{R}^n : Mg(y) > \lambda\} \leq \frac{c_{1,n}}{\lambda} \|f\|_{L^1(\mathbb{R}^n)},
\]

\[
\|Mf\|_{L^p(\mathbb{R}^n)} \leq C_{p,n} \|f\|_{L^p(\mathbb{R}^n)}, \quad \text{for } 1 < p < \infty.
\]

Here the subscript \(n\) indicates the (possible) dimension dependence of the constant.

With the aim of constructing a reasonable harmonic analysis over infinite-dimensional spaces, it has been a matter of interest to determine whether bounds for maximal functions in infinite dimension can be obtained as a limit of finite-dimensional bounds. This has led to a study of the behaviour of the \(L^p\) bounds for maximal functions on \(\mathbb{R}^n\) for large \(n\).

It was E.M. Stein who first realised (see [16] and [17]) that the maximal function associated with Euclidean balls admits an \(L^p\) bound independent of the dimension for every \(p > 1\). After that J. Bourgain [5], [6], [7] and A. Carbery [8] showed that maximal functions associated with balls resulting from arbitrary norms also have \(L^p\) bounds independent of the
dimension for every \( p > 3/2 \). This was further improved by D. Müller [14], who proved that for balls given by the \( l^q \) norms in \( \mathbb{R}^n \) with \( 1 \leq q < \infty \), the associated maximal functions admit \( L^p \) inequalities with constants that can be taken independent of the dimension for each \( p > 1 \) (see also [7]).

As for the constants in the weak \( L^1 \) inequalities, E.M. Stein and J.O. Strömberg [17] showed that if \( c_{1,n} \) is the smallest constant satisfying (1.1), then \( c_{1,n} = O(n \log n) \) as \( n \to \infty \) when maximal functions associated to arbitrary convex bodies are considered. For the special case of the maximal function associated to Euclidean balls, it was also proved that \( c_{1,n} = O(n) \).

Using the idea of discretisation by M. de Guzmán [10], T. Menárguez and F. Soria [12] produced a method to obtain lower bounds for \( c_{1,n} \). With this method, J.M. Aldaz showed in [2] that \( c_{1,n} \) tends to infinity with the dimension in the case of maximal functions associated to cubes. An explicit lower bound of this growth was given in [4] by G. Aubrun. In a recent work [15], A. Naor and T. Tao extended the \( n \log n \) result of [17] to the context of Ahlfors-David \( n \)-regular metric measure spaces. They also showed that this bound for the constant is sharp by constructing a space for which the weak \( L^1 \) norm of the maximal function grows like \( n \log n \).

When restricting the action to radial functions, maximal functions associated to Euclidean balls have weak \( L^1 \) bounds with a constant independent of the dimension as was shown by T. Menárguez and F. Soria [13].

We can also define maximal functions when the underlying measure is not that of Lebesgue. Given a Radon measure \( \mu \) in \( \mathbb{R}^n \), the associated maximal function is defined as

\[
M_\mu g(x) := \sup_{R>0} \frac{1}{\mu(B(x,R))} \int_{B(x,R)} |g(y)| \, d\mu(y).
\]

These maximal functions also satisfy strong type \( L^p(\mu) \) estimates for \( 1 < p < \infty \) and a weak type inequality for \( p = 1 \), namely

\[
\mu\{ y \in \mathbb{R}^n : M_\mu f(y) > \lambda \} \leq \frac{c}{\lambda} \| f \|_{L^1(\mu)},
\]

(1.3)

\[
\| M_\mu f \|_{L^p(\mu)} \leq C \| f \|_{L^p(\mu)}, \quad \text{for } 1 < p < \infty,
\]

as well as an \( L^\infty(\mu) \) bound with constant 1. Denoting by \( c_{\mu,1} \) and \( C_{\mu,p} \), respectively, the best constants in the previous inequalities, the problem of finding bounds independent of the dimension can be raised also for these constants. It will be convenient to consider instead of (1.3) the weak \( L^p(\mu) \) bounds

\[
\mu\{ (y : M_\mu g(y) > \lambda) \}^{1/p} \leq \frac{c}{\lambda} \| g \|_{L^p(\mu)}, \quad \lambda > 0.
\]

(1.4)

The best constant in this inequality, \( c_{\mu,p} \), satisfies

\[
C_{\mu,p} \geq c_{\mu,p} \geq \frac{\lambda \mu\{ y \in \mathbb{R}^n : M_\mu g(y) \geq \lambda \}^{1/p}}{\| g \|_{L^p(\mu)}},
\]

(1.5)

for all \( \lambda > 0 \) and all nonzero \( g \in L^p(\mu) \). We will bound \( C_{\mu,p} \) from below by means of these two inequalities. Although \( C_{\mu,p} \) might be significantly larger than \( c_{\mu,p} \), they cannot
have a very different behaviour with respect to the dimension. Indeed, if \( c_{\mu,p} \) is bounded uniformly in the dimension, then by real interpolation \( C_{\mu,q} \) is also bounded with respect to the dimension for all \( q > p \).

From now on, we shall concentrate on maximal functions associated with radial measures and Euclidean balls. Let us recall some previous results. The proof of the above bounds by means of the Besicovitch covering lemma gives that \( c_{\mu,p} \) and \( C_{\mu,p} \) grow at most exponentially with the dimension. If \( \mu \) has a radially increasing density, the method of proof in [13] applies and we obtain a dimension-free weak \( L^1(\mu) \) bound for radial functions (see [11]). In the case of a finite and radially decreasing measure, it was proved by J.M. Aldaz [2] that the best constant in the weak type \( L^1(\mu) \) bound grows exponentially to infinity. In [9] the first author proved that the best constants \( c_{\mu,p} \) in the weak \( L^p(\mu) \) inequalities also grow exponentially to infinity with the dimension for values of \( p \) in a small range above one (\( 1 \leq p < 1.0048 \)), even when restricting the action to radial functions. A slightly better result (for \( 1 \leq p < 1.0378 \)) was obtained independently in [3]. In both cases, it was seen that the method used cannot give unboundedness in dimension for significantly larger values of \( p \).

In this paper we further study this problem and give complete answers in two relevant cases. We show that if \( \nu_n \) is Lebesgue measure restricted to the unit ball of \( \mathbb{R}^n \), the best constants \( c_{\nu_n,p} \) in the weak \( L^p(\nu_n) \) bounds for the associated maximal operators tend to infinity with the dimension for \( 1 \leq p < 2 \). However, this maximal operator admits a dimension-free \( L^2(\nu_n) \) bound of restricted weak type on radially decreasing functions, which implies a similar strong-type bound in \( L^p(\nu_n) \) for \( p > 2 \). We will also study the relation between this maximal function and the Hardy operator. On the other hand, we will prove that the maximal function associated to the Gaussian measure does not admit weak \( L^p \) bounds independent of the dimension for any \( p \in [1, \infty) \), not even when the action is restricted to radially decreasing functions.

Thus, different families of measures may have very different behaviour, and that is why general results like the ones in [9] and [3] work only in a small range of values of \( p \).

The statements of the results described above are given in the next section. Section 3 contains some notations and two lemmas that will be used in the proofs. Section 4 is devoted to the proofs of the results related to Lebesgue measure restricted to the unit ball. Finally, Section 5 deals with the proofs of the results related to the Gaussian measure.

2. Statements of results

Let \( \nu_n \) be the measure on \( \mathbb{R}^n \) whose density function is the characteristic function of the unit ball. We will prove that the best constants in the weak \( L^p(\nu_n) \) inequalities grow exponentially to infinity with the dimension if \( 1 \leq p < 2 \).

**Theorem 2.1.** If \( 1 \leq p < 2 \), there exist constants \( a_p > 1 \) and \( c_p > 0 \) such that for all \( n \)

\[
c_{\nu_n,p} > c_p a_p^n.
\]
To obtain this result, we will look at the action of the maximal operators on characteristic functions of balls centred at the origin. We will denote by $B_r$ the ball with radius $r$ centred at the origin, and let $\chi_r = \chi_{B_r}$ be its characteristic function. However, for $p \geq 2$ these functions cannot be used to find a counterexample; indeed, we will show that the action of $M_{\nu_n}$ on them has weak $L^p(\nu_n)$ bounds independent of the dimension:

**Proposition 2.2.** Let $p \geq 2$ and $r > 0$. Then

$$\|M_{\nu_n}\chi_r\|^{*}_{L^{p,\infty}(\nu_n)} \leq 2^{2/p}\|\chi_r\|_{L^p(\nu_n)}.$$  

For Lorentz spaces $L^{p,q}$ and their norms and quasinorms, see Section 3.

As a consequence of this proposition we obtain a dimension-free restricted weak-type $L^p(\nu_n)$ inequality for radial decreasing functions.

**Theorem 2.3.** Let $g$ be a radial, decreasing function in $\mathbb{R}^n$. Then for $p \geq 2$

$$\|M_{\nu_n}g\|^{*}_{L^{p,\infty}(\nu_n)} \leq \frac{p}{p-1}2^{2/p}\|g\|^{*}_{L^{p,1}(\nu_n)}.$$  

One can check that the proof of the Marcinkiewicz theorem for Lorentz spaces (see [18], page 197) is also valid when restricting the action of the operator to radially decreasing functions. This allows us to interpolate between the case $p = 2$ of Theorem 2.3 and the $L^\infty(\nu_n)$ inequality to obtain

**Theorem 2.4.** Let $g$ be a radially decreasing function. One has for $p > 2$

$$\|M_{\nu_n}g\|^{*}_{L^{p,\infty}(\nu_n)} \leq 2^{1/p}\frac{5p - 2}{p - 2}\|g\|_{L^p(\nu_n)},$$

$$\|M_{\nu_n}g\|_{L^p(\nu_n)} \leq 2^{1/p}\frac{5p - 2}{p - 2}\|g\|_{L^p(\nu_n)}.$$  

However, as we will show, there is a more direct way to obtain weak-type $L^p$ bounds. For this, we will control $M_{\nu_n}$ by a modified Hardy operator. Defining the Hardy operator for a locally integrable function $g$ in $\mathbb{R}^n$ as

$$A_g(x) = \frac{1}{|B_{|x|}|} \int_{B_{|x|}} |g(y)| \, dy,$$

we have the following estimate.

**Proposition 2.5.** Given a radially decreasing function $g$, one has for $p > 2$

$$M_{\nu_n}g(x) \leq \frac{p + 2}{p - 2} (A_g^p(x))^{1/p},$$

for each $x \in \mathbb{R}^n$.

This is useful, because we can bound the operator $g \mapsto (A_g^p)^{1/p}$ as follows.
**Proposition 2.6.** If \( g \) is a radially decreasing function in \( \mathbb{R}^n \) and \( p \geq 1 \), then
\[
\| (\mathcal{A}g^p)^{1/p} \|_{L^p, \infty(\nu_n)}^* \leq \| g \|_{L^p(\nu_n)}.
\]

As an immediate consequence of Propositions 2.5 and 2.6, we have the following weak \( L^p(\nu_n) \) bound for \( M_{\nu_n} \), sharper than the one in Theorem 2.4.

**Theorem 2.7.** Let \( g : \mathbb{R}^n \to \mathbb{R} \) be a radial, decreasing function. For each \( p \in (2, \infty] \) one has
\[
\| M_{\nu_n} g \|_{L^p, \infty(\nu_n)}^* \leq \frac{p + 2}{p - 2} \| g \|_{L^p(\nu_n)}.
\]

The other case that we will study here is the Gaussian measure \( d\gamma_n(x) = e^{-\pi|x|^2} \, dx \). In this case we will prove that the associated maximal function does not admit dimension-free \( L^p(\gamma_n) \) bounds for any \( 1 \leq p < \infty \):

**Theorem 2.8.** There exist absolute constants \( a > 1 \) and \( c > 0 \) such that for every \( p \) in the range \( 1 \leq p < \infty \),
\[
c_{\gamma_n, p} \geq ca^{n/p}.
\]

This result can be extended to the case where the density is \( f_{\alpha}(|x|) = e^{-|x|^\alpha} \), with \( \alpha > 0 \).

**Theorem 2.9.** Let \( \gamma_{\alpha,n} \) be the measure given for \( \alpha > 0 \) by \( d\gamma_{\alpha,n}(x) = e^{-|x|^\alpha} \, dx \). There exist constants \( a = a(\alpha) > 1 \) and \( c_\alpha > 0 \) such that the corresponding weak \( L^p(\gamma_{\alpha,n}) \) constant satisfies
\[
c_{\gamma_{\alpha,n}, p} \geq c_\alpha a^{n/p}.
\]

for every \( n \) and \( 1 \leq p < \infty \).

3. NOTATIONS AND TECHNICAL LEMMAs.

The following lemma will be the starting-point in the proofs of Proposition 2.2 and Theorems 2.8 and 2.9.

**Lemma 3.1.** Let \( \mu \) be a rotation-invariant Radon measure in \( \mathbb{R}^n \). Then for each \( x \in \mathbb{R}^n \) and \( r, R > 0 \) such that \( \mu(B(x, R)) > 0 \), we have that
\[
c_{\mu, p} \geq M_\mu \chi_r(x) \left( \frac{\mu(B_{|x|})}{\mu(B_r)} \right)^{1/p} \geq \frac{\mu(B(x, R) \cap B_r)}{\mu(B(x, R))} \left( \frac{\mu(B_{|x|})}{\mu(B_r)} \right)^{1/p}.
\]

In the proof of this lemma we will use the following result, valid for a general measure \( \mu \).

**Lemma 3.2.** Let \( \mu \) be a Radon measure on \( \mathbb{R}^n \). Then the maximal function \( M_\mu \chi_r \) is decreasing on each ray from the origin. That is, for any \( x \in \mathbb{R}^n \) and \( y = \alpha x \) with \( 0 < \alpha < 1 \) we have that
\[
M_\mu \chi_r(x) \leq M_\mu \chi_r(y).
\]
Proof that Lemma 3.2 implies Lemma 3.1. The first inequality in (3.1) follows if we let \( g = \chi_r \) and \( \lambda = M_{\mu} \chi_r(x) \) in (1.5), since Lemma 3.2 implies that \( M_{\mu} \chi_r(y) \geq M_{\mu} \chi_r(x) \) for any \( y \in B_{|x|} \). The second inequality is easy. \( \square \)

Proof of Lemma 3.2. First we discard the trivial case when \( y \in B_r \), since then \( M_{\mu} \chi_r(y) = 1 \) and we always have \( M_{\mu} \chi_r(x) \leq 1 \). Assume that \( y \) and (consequently) \( x \) are not in \( B_r \). It would be enough to show that for each \( R > 0 \) we can find a \( T > 0 \) such that
\[
\frac{\mu(B(x, R) \cap B_r)}{\mu(B(x, R))} \leq \frac{\mu(B(y, T) \cap B_r)}{\mu(B(y, T))}.
\]

Take \( T \) such that \( \partial B(x, R) \cap \partial B_r = \partial B(y, T) \cap \partial B_r \). We call
\[
A = \mu(B(y, T) \setminus B(x, R)), \quad B = \mu(B(x, R) \cap B_r), \quad C = \mu(B(y, T) \setminus B_r), \quad D = \mu(B(x, R) \setminus B(y, T)).
\]

Now it is clear that
\[
\frac{\mu(B(x, R) \cap B_r)}{\mu(B(x, R))} = \frac{B}{B + C + D} \leq \frac{B}{B + C} \leq \frac{A + B}{A + B + C} = \frac{\mu(B(y, T) \cap B_r)}{\mu(B(y, T))} \quad \square
\]

Remark. In order to obtain lower bounds for \( c_{\mu, p} \) using (3.1), there is no point in considering the case \( |x| < r \), since it will never lead to a lower bound greater than 1.

We now introduce solid spherical caps. Given a ball \( B_\rho \) and a vector \( y \neq 0 \) in \( B_\rho \), consider the hyperplane \( y + y^\perp \), which divides the ball into two closed sets. We focus on the one of these sets which does not contain the origin. Its diameter is \( 2L = 2\sqrt{\rho^2 - |y|^2} \). We denote this set by \( A_\rho(L) \), and any set congruent with it will be called a solid spherical cap. The height of this cap is given by the function
\[
h(\rho, L) = \rho - \sqrt{\rho^2 - L^2}.
\]

Denoting by \( \omega_{k-1} \) the area of the unit sphere in \( \mathbb{R}^k \), we have for the Lebesgue measure of \( A_\rho(L) \)
\[
|A_\rho(L)| = \int_{|y|}^{\rho} \frac{\omega_{n-2}}{n-1} (\rho^2 - s^2)^{\frac{n-2}{2}} ds = \frac{\omega_{n-2}}{n-1} \int_0^L \frac{t^n}{\sqrt{\rho^2 - t^2}} dt,
\]
where the last equality comes from the change of variables \( t = \sqrt{\rho^2 - s^2} \). Since \( \sqrt{\rho^2 - L^2} < \sqrt{\rho^2 - t^2} < \rho \), we obtain that
\[
\frac{\omega_{n-2}}{n^2 - 1} \frac{L^{n+1}}{\rho} \leq |A_\rho(L)| \leq \frac{\omega_{n-2}}{n^2 - 1} \frac{L^{n+1}}{\sqrt{\rho^2 - L^2}}.
\]

We finish this section by briefly stating the definitions and some properties of Lorentz spaces that will be used. Let \( \mu \) be a Radon measure in \( \mathbb{R}^n \). Given a measurable function \( f \), we denote by \( f^* \) its non-increasing rearrangement with respect to \( \mu \). Let \( 1 \leq p < \infty \). The quasinorm of \( f \) in the Lorentz space \( L^{p,q}(\mu) \) with \( 1 \leq q < \infty \) is defined by
\[
\|f\|_{L^{p,q}(\mu)} = \left( \frac{q}{p} \int_0^\infty \left[ \frac{s^{1/p} f^*(s)}{s} \right]^q ds \right)^{1/q},
\]
and for \( q = \infty \) by
\[
\| f \|_{L^{p,\infty}(\mu)}^* = \sup_{s > 0} s^{1/p} f^*(s) = \sup_{\lambda > 0} \lambda \mu(\{| f | > \lambda\})^{1/p},
\]
with the usual agreement that \( \| f \|_{L^{\infty,\infty}(\mu)} = \| f^* \|_{L^\infty(\mathbb{R})} = \| f \|_{L^\infty(\mu)} \). In most of the cases this is not a norm, since the triangle inequality may fail. However, the spaces \( L^{p,q}(\mu) \) admit a norm denoted \( \| \cdot \|_{L^{p,q}(\mu)} \) for \( 1 < p \leq \infty \) and \( 1 \leq q \leq \infty \). As quasinorms, \( \| \cdot \|_{L^{p,q}(\mu)} \) and \( \| \cdot \|_{L^{p,q}(\mu)}^* \) are equivalent in the sense that
\[
\| f \|_{L^{p,q}(\mu)} \leq \| f \|_{L^{p,q}(\mu)}^* \leq \frac{p}{p-1} \| f \|_{L^{p,q}(\mu)},
\]
for any \( 1 < p < \infty \) and \( 1 \leq q \leq \infty \).

For more details, see Chapter V, §3 of [18].

4. Lebesgue measure restricted to the unit ball.

This section is mainly devoted to the proofs of Theorem 2.1 and Proposition 2.2.

The following lemma explains why in both proofs it is enough to concentrate on the situation when \(| x | = 1\).

**Lemma 4.1.** For any \( r < 1 \) and each \( x \in B_1 \) we have that
\[
M_{\nu_n} \chi_r(x) \leq M_{\nu_n} \chi_{r/|x|} \left( \frac{x}{|x|} \right).
\]

**Proof.** For any \( R > 0 \)
\[
\frac{|B(x, R) \cap B_r|}{|B(x, R) \cap B_1|} \leq \frac{|B(x, R) \cap B_r|}{|B(x, R) \cap B_{|x|}|} = \frac{|B \left( \frac{x}{|x|}, \frac{R}{|x|} \right) \cap B_r|}{|B \left( \frac{x}{|x|}, \frac{R}{|x|} \right) \cap B_1|},
\]
and, as \( R > 0 \) is arbitrary, Lemma 4.1 is proved. \( \square \)

**Proof of Theorem 2.1.** In view of Lemma 4.1, we take a unit vector \( x \). Lemma 3.1 asserts that
\[
\phi_{\nu_n, p} \geq \frac{|B(x, R) \cap B_r|}{|B(x, R) \cap B_1|} \left( \frac{1}{r} \right)^{\frac{\lambda}{p}},
\]
for \( R, r > 0 \). With \( r < 1 \) and \( 1 - r < R < r \), we shall choose \( r \) close to 1 and \( R \) small.

We split the intersection of two balls into two solid spherical caps and conclude from (3.4) that
\[
|B(x, R) \cap B_1| = |A_R(L)| + |A_1(L)| \leq \frac{\omega_{n-2}}{n^2 - 1} L^{n+1} \left( \frac{1}{\sqrt{R^2 - L^2}} + \frac{1}{\sqrt{1 - L^2}} \right),
\]
where \( L = \sqrt{R^2 - R^4/4} \). In the same fashion

\[
|B(x, R) \cap B_r| = |A_R(\ell)| + |A_r(\ell)| \geq \frac{\omega_{n-2}}{n^2 - 1} \frac{\ell^{n+1}}{R + \frac{1}{r}},
\]

with \( \ell = \sqrt{R^2 - (R^2 - r^2 + 1)^2/4} = \sqrt{r^2 - (r^2 - R^2 + 1)^2/4} \). Putting these two estimates together, we obtain

\[
|B(x, R) \cap B_r| \geq \beta \left( \frac{\ell}{L} \right)^{n+1},
\]

where \( \beta = \beta(r, R) > 0 \) is independent of \( n \). We set

\[
\phi_r(R) = \left( \frac{\ell}{L} \right)^2 = \frac{4R^2 - (R^2 - r^2 + 1)^2}{4R^2 - R^4}.
\]

Inequality (4.1) implies now

\[
c_{\nu,p} \geq \beta \phi_r(R)^{(n+1)/2} r^{-n/p},
\]

It is enough to show that \( r \) and \( R \) can be chosen so that \( \phi_r(R)^{1/2} r^{-1/p} > 1 \). This is equivalent to

\[
p < \frac{2 \log r}{\log \phi_r(R)}.
\]

By setting \( t = 1 - r^2 \), we obtain

\[
\phi_r(R) = 1 - \frac{2R^2t + t^2}{4R^2 - R^4},
\]

and with the choice \( R = t^{1/4} \) one has

\[
\phi_r(t^{1/4}) = 1 - \frac{2t - t^{3/2}}{4 - t^{1/2}} = 1 - \frac{t}{2} + o(t),
\]

as \( t \to 0 \). Now Theorem 2.1 is proved, because

\[
\lim_{r \to 1-} \frac{2 \log r}{\log \phi_r(t^{1/4})} = \lim_{t \to 0^+} \frac{\log(1 - t)}{\log(1 - t/2 + o(t))} = 2.
\]

We will obtain Proposition 2.2 as a consequence of the following result, whose proof will appear at the end of this section.

**Proposition 4.2.** Given \( x \neq 0 \) in \( \mathbb{R}^n \), \( 0 < r \leq 1 \) and \( R > 0 \), one has

\[
|B(x, R) \cap B_r| \leq 2 \left( \frac{|B_r|}{|B(x, R) \cap B_r|} \right)^{\frac{1}{2}}.
\]

Equivalently, for each \( x \in \mathbb{R}^n \) and \( 0 < r \leq 1 \), one has

\[
M_{\nu, \chi_r}(x) \leq 2 \left( \frac{r}{|x|} \right)^{\frac{n}{2}}.
\]

**Remark.** It may be the case that the best constant in (4.4) is 1 rather than 2, but we have made not effort to compute its exact value.
Proof of Proposition 2.2. The result is trivial when \( r \geq 1 \). We just have to show that given \( 0 < r < 1 \), for each \( x \in \mathbb{R}^n \),

\[
M_{\nu_n} \chi_r(x) \nu_n(\{ y \in \mathbb{R}^n : M_{\nu_n} \chi_r(y) > M_{\nu_n} \chi_r(x) \})^{1/p} \leq 2^{1/p} |B_r|^{1/p}.
\]

Since \( M_{\nu_n} \chi_r(x) \leq 1 \), by Proposition 4.2

\[
M_{\nu_n} \chi_r(x) \leq M_{\nu_n} \chi_r(x)^{2/p} \leq 2^{2/p} \left( \frac{r}{|x|} \right)^{n/p}.
\]

In view of Lemma 3.2

\[
\{ y \in \mathbb{R}^n : M_{\nu_n} \chi_r(y) > M_{\nu_n} \chi_r(x) \} \subset B_{|x|}.
\]

Hence,

\[
M_{\nu_n} \chi_r(x) \nu_n(\{ y \in \mathbb{R}^n : M_{\nu_n} \chi_r(y) > M_{\nu_n} \chi_r(x) \})^{1/p} \leq 2^{2/p} \left( \frac{r}{|x|} \right)^{n/p} |B_{|x|}|^{1/p} = 2^{2/p} |B_r|^{1/p}.
\]

\( \square \)

Proof of Theorem 2.3. By a density argument it is enough to prove the result for a simple function of the form

\[
g = \sum_{i=1}^{N} c_i \chi_{B_i},
\]

where \( B_1 \supset \cdots \supset B_i \supset \cdots \supset B_N \) are balls centred at the origin and \( c_i, \ i = 1, \ldots, N \) are positive real numbers. Since \( M_{\nu_n} \) is a sublinear operator, we have for such a function \( g \)

\[
\| M_{\nu_n} g \|_{L^p(\nu_n)} \leq \sum_{i=1}^{N} c_i \| M_{\nu_n} \chi_{B_i} \|_{L^p(\nu_n)} \leq \frac{p}{p-1} \sum_{i=1}^{N} c_i \| M_{\nu_n} \chi_{B_i} \|_{L^p(\nu_n)}.
\]

By Proposition 2.2

\[
\sum_{i=1}^{N} c_i \| M_{\nu_n} \chi_{B_i} \|_{L^p(\nu_n)} \leq 2^{2/p} \sum_{i=1}^{N} c_i \| \chi_{B_i} \|_{L^p(\nu_n)} = 2^{2/p} \sum_{i=1}^{N} c_i \nu_n(B_i)^{1/p}
\]

\[
= 2^{2/p} \| g \|_{L^p(\nu_n)}.
\]

\( \square \)

Proof of Proposition 2.5. By homogeneity we can assume that the radially decreasing function \( g \) satisfies \( \mathcal{A} g^p(x) = 1 \). Given \( t > 0 \), the level set \( \{ y : g(y) > t \} \) is the ball \( B_r(t) \) for a
certain $r(t) > 0$. Thus

$$M_{\nu_n} g(x) = \sup_{R > 0} \frac{1}{|B(x, R) \cap B_1|} \int_{B(x, R) \cap B_1} g(y) \, dy$$

$$= \frac{1}{|B(x, R) \cap B_1|} \int_0^\infty \{|y \in B(x, R) \cap B_1 : g(y) > t\} \, dt$$

$$= \frac{1}{|B(x, R) \cap B_1|} \int_0^\infty |B(x, R) \cap B_{r(t)} \cap B_1| \, dt$$

$$= \int_0^1 \frac{|B(x, R) \cap B_{r(t)} \cap B_1|}{|B(x, R) \cap B_1|} \, dt + \int_1^\infty \frac{|B(x, R) \cap B_{r(t)} \cap B_1|}{|B(x, R) \cap B_1|} \, dt.$$

The first term on the last line is clearly bounded by 1. For the second one, we can use Proposition 4.2 to get

$$M_{\nu_n} g(x) \leq 1 + 2 \int_1^\infty \frac{|B_{r(t)}|^{1/2}}{|B|^{1/2}} \, dt \leq 1 + \frac{2}{|B|^{1/2}} \int_1^\infty \{|y : g(y) > t\}^{1/2} \, dt.$$
We first prove the inequality (4.7)
\[ |B(x, R) \cap B_r| \leq 2r^{n/2}. \]

The case where \( R \leq 1 - r \) is trivial since then \( |B(x, R) \cap B_r| = 0 \), so from now on we assume \( R > 1 - r \). Using the same notation as in the proof of Theorem 2.1, we have that
\[ |B(x, R) \cap B_r| = |A_R(\ell)| + |A_r(\ell)|, \]
\[ |B(x, R) \cap B_1| = |A_R(L)| + |A_1(L)|. \]

We first prove the inequality \( \ell/L \leq r^{1/2} \). The equivalent statement \( t^2 \leq L^2r \) can be rewritten as \( -R^4 + 2R^2(1-r) - (1-r)(1+r)^2 \leq 0 \). This is a second-degree polynomial in \( t = R^2 \), whose maximal value, assumed at \( t = 1-r \), is \( (1-r)^2 - (1-r)(1+r)^2 \leq 0 \) for each \( r \) in \([0, 1]\).

We divide the proof of (4.5) into three cases:

**CASE 1:** \( R \leq r \). Using (4.6) and (4.7) we have that
\[ |B(x, R) \cap B_r| \leq 2|A_R(\ell)|, \]
\[ |B(x, R) \cap B_1| \geq |A_R(L)|. \]

Dilating by the factor \( \ell/L < 1 \), we get \( \frac{\ell}{L}A_R(L) = A_{\frac{\ell}{L}R}(\ell) \). This implies that \( |A_R(\ell)| \leq |A_{\frac{\ell}{L}R}(\ell)| = (\ell/L)^n |A_R(L)| \). So we have
\[ \frac{|B(x, R) \cap B_r|}{|B(x, R) \cap B_1|} \leq \frac{2|A_R(\ell)|}{|A_R(L)|} \leq 2 \left( \frac{\ell}{L} \right)^n \leq 2r^{n/2}. \]

**CASE 2:** \( r < R \leq \sqrt{1 + r^2} \). In this situation (4.6) implies
\[ |B(x, R) \cap B_r| \leq 2|A_r(\ell)|. \]

Here we dilate \( A_r(\ell) \) by the factor \( r^{-1/2} \) instead: \( r^{-1/2}A_r(\ell) = A_{r^{-1/2}}(\ell/r^{1/2}) \). We claim that a set congruent with \( A_{r^{1/2}}(\ell/r^{1/2}) \) is contained in \( B(x, R) \cap B_1 \). This would give the bound \( |A_{r^{1/2}}(\ell/r^{1/2})| \leq |B(x, R) \cap B_1| \), and as a consequence
\[ \frac{|B(x, R) \cap B_r|}{|B(x, R) \cap B_1|} \leq \frac{2|A_r(\ell)|}{|B(x, R) \cap B_1|} \leq 2 r^{n/2} \frac{|A_{r^{1/2}}(\ell/r^{1/2})|}{|B(x, R) \cap B_1|} \leq 2r^{n/2}. \]

Thus we only have to justify the claim. For this we regard \( B(x, R) \cap B_1 \) as the union of two solid spherical caps \( \tilde{A}_1(L) \) and \( \tilde{A}_R(L) \) congruent with \( A_1(L) \) and \( A_R(L) \), respectively. Consider the unique hyperplane parallel to the planar boundary of \( \tilde{A}_R(L) \) whose intersection with \( A_R(L) \) is a circular disc \( D \) of radius \( \ell/r^{1/2} \). This disc divides \( A_\ell(L) \) into two sets. One of them, \( A_\ell(\ell/r^{1/2}) \), is congruent with \( A_R(\ell/r^{1/2}) \). Call \( A_{\ell^{1/2}}(\ell/r^{1/2}) \) the cap congruent with \( A_{\ell^{1/2}}(\ell/r^{1/2}) \) such that \( \tilde{A}_R(\ell/r^{1/2}) \cap A_{\ell^{1/2}}(\ell/r^{1/2}) = D \). To see that \( A_{\ell^{1/2}}(\ell/r^{1/2}) \) is contained in \( \tilde{A}_1(L) \cup \tilde{A}_R(L) \), and thus in \( B(x, R) \cap B_1 \), it is enough to compare the heights of four caps and verify that
\[ h(\ell^{1/2}, \ell/r^{1/2}) \leq h(1, L) + h(R, L) - h(R, \ell/r^{1/2}). \]

In view of the definition (3.3) of \( h \), it is not difficult to see that \( h(1, L) + h(R, L) = R \), and the above inequality becomes
\[ r^{1/2} \leq \sqrt{R^2 - \ell^2/r} \leq \sqrt{R^2 - \ell^2/r}. \]
We can multiply by $r^{1/2}$ on both sides and use that $\ell^2 = r^2 - ((r^2 - R^2 + 1)/2)^2$ to get the equivalent statement
\[
\frac{r - r^2 - R^2 + 1}{2} \leq \sqrt{R^2r - r^2 + \left(\frac{r^2 - R^2 + 1}{2}\right)^2}.
\]
Here the left-hand side is positive since $R > 1 - r$, and one obtains by squaring the equivalent inequality
\[-r(1 - r)^2 \leq 0,
\]
which holds since $0 < r \leq 1$. The claim follows.

**Case 3:** $R > \sqrt{1 + r^2}$. In this case, the ball $B(x, R)$ contains more than half of the ball $B_r$. We have
\[
\frac{|B(x, R) \cap B_r|}{|B(x, R) \cap B_1|} \leq \frac{|B_r|}{|B(x, \sqrt{1 + r^2}) \cap B_1|} = \frac{2|A_r(r)|}{|B(x, \sqrt{1 + r^2}) \cap B_1|},
\]
and now we can use (4.8) in the special case where $R = \sqrt{1 + r^2}$ and $\ell = r$ to get
\[
\frac{2|A_r(r)|}{|B(x, \sqrt{1 + r^2}) \cap B_1|} \leq 2r^{n/2}.
\]

\[\Box\]

## 5. The Gaussian measure

In this section we will state some properties of the Gaussian measure, and we will give the proofs of Theorems 2.8 and 2.9.

The idea of the proof of Theorem 2.8 is the following. From Lemma 3.1 we know that for any $x_n \in \mathbb{R}^n$ and $r_n > 0$
\[
c_{\gamma_n, p} \geq M_{\gamma_n, \chi_{r_n}}(x_n) \left(\frac{\gamma_n(B_{\ell r_n})}{\gamma_n(B_{r_n})}\right)^{1/2}.
\]
Since $M_{\gamma_n, \chi_{r_n}}(x_n) \geq \gamma_n(B(x_n, R_n) \cap B_{r_n})/\gamma_n(B(x_n, R_n))$ for each $R_n > 0$, we only need to prove the following lemma.

**Lemma 5.1.** There exist sequences $\{x_n\}$, $\{r_n\}$ and $\{R_n\}$ with $x_n \in \mathbb{R}^n$ and $r_n, R_n > 0$ for $n \in \mathbb{N}$, such that
\[
\frac{\gamma_n(B(x_n, R_n) \cap B_{r_n})}{\gamma_n(B(x_n, R_n))} \geq \frac{c}{\sqrt{n}},
\]
\[
\frac{\gamma_n(B_{\ell r_n})}{\gamma_n(B_{r_n})} \geq c a^n,
\]
for some absolute constants $a > 1$ and $c > 0$. 
Proving (5.3) will involve dealing with the Gaussian measure of balls centred at the origin. The measure of $B_R$ is

$$
\gamma_n(B_R) = \omega_{n-1} \int_0^R e^{-\pi s^2} s^{n-1} ds.
$$

The function $G(s) := e^{-\pi s^2} s^{n-1}$ is increasing in the interval $(0, T_n)$ and decreasing in $(T_n, \infty)$, where $T_n := \sqrt{\frac{n-1}{2\pi}}$. So $G$ attains its maximum at the point $s = T_n$. An essential part of the mass of $\gamma_n$ is concentrated around the sphere of radius $T_n$.

**Lemma 5.2.** If $\rho < T_n$ the following estimates hold

$$
e^{-\pi \rho^2} |B_\rho| \leq \gamma_n(B_\rho) \leq ne^{-\pi \rho^2} |B_\rho|.
$$

The proofs of these facts are easy (see [9] for details).

**Proof of Lemma 5.1.** We start with statement (5.3). Let us take $x_n = T_n x'_n$ with $x'_n$ a unit vector in $\mathbb{R}^n$. In order to make the quotient $|x_n|/r_n$ independent of $n$, set $r_n = r T_n$, with $0 < r < 1$. Lemma 5.2 implies that

$$
\frac{\gamma_n(B_{|x_n|})}{\gamma_n(B_{r_n})} \geq \frac{e^{-\pi T_n^2} |B_{r_n}|}{n e^{-\pi r^2 T_n^2} |B_{r_n}|} = \frac{e^{\frac{1}{2} - \frac{1}{r}}}{n} \left( e^{\frac{1}{2} - \frac{1}{r}} \right)^n.
$$

To see that the quantity in the last parenthesis is greater than 1, just apply the inequality $e^x > 1 + x$ with $x = r^2 - 1$. This proves (5.3).

We now turn to the proof of (5.2). Take $R_n = R T_n$, with $1 - r < R < 1$. To calculate $\gamma_n(B(x_n, R_n))$, we will integrate over spherical caps where the density $e^{-\pi |x|^2}$ is constant. We get

$$
\gamma_n(B(x_n, R_n)) = \int_{T_n - R_n}^{T_n + R_n} \left| \partial B_{\rho} \cap B(x_n, R_n) \right|_{n-1} e^{-\pi \rho^2} d\rho
$$

$$
= T_n \int_{1-R}^{1+R} \left| \partial B_{\rho} \cap B(x'_n, R) \right|_{n-1} e^{-\frac{\rho^2}{2}} d\rho,
$$

where $| \cdot |_{n-1}$ denotes $(n-1)$-dimensional Hausdorff measure, and the second equality is justified by the change of variables $\rho = T_n s$. Call $\beta_s$ the angle determined by the segment that joins the origin with $x'_n$, and the one that connects the origin with any point. Then $\beta_s < \pi/2$ since $R < 1$. We compute the surface measure of the spherical caps in the following way

$$
(5.4) \left| \partial B_{\rho} \cap B(x'_n, R) \right|_{n-1} = \int_0^{\beta_s} \omega_{n-2}(s \sin \theta)^{n-2} s d\theta.
$$

For the last integral we have

$$
\int_0^{\beta_s} \sin^{n-2} \theta d\theta \leq \int_0^{\beta_s} \frac{\cos \theta}{\cos \beta_s} \sin^{n-2} \theta d\theta = \frac{1}{\cos \beta_s} \frac{\sin^{n-1} \beta_s}{n-1}.
$$

and

$$
(5.5) \int_0^{\beta_s} \sin^{n-2} \theta d\theta \geq \int_0^{\beta_s} \cos \theta \sin^{n-2} \theta d\theta = \frac{\sin^{n-1} \beta_s}{n-1},
$$

$$
\frac{e^{1/2} - e^{1/2}}{n} \left( e^{1/2} - e^{1/2} \right)^n.
$$
We start with the upper bound for $\gamma_n(B(x_n, R_n))$. Calling $F(s^2) = \sin^2 \beta_s s^2 e^{-s^2}$, we have

$$
\gamma_n(B(x_n, R_n)) \leq \frac{\omega_{n-2} T_n}{n-1} \int_{1-R}^{1+R} \frac{1}{\cos \beta_s} F(s^2)^{\frac{n-1}{2}} ds.
$$

By the cosine law applied to the triangle whose vertices are given by the origin, $x_n'$, and any $y \in \partial B(x_n, R)$, one obtains

$$
\cos \beta_s = \frac{1 + s^2 - R^2}{2s},
$$

and consequently

$$
\sin \beta_s = \left(1 - \left(\frac{1 + s^2 - R^2}{2s}\right)^2\right)^{\frac{1}{2}}.
$$

The maximal value of $\beta_s$ occurs when $\partial B_s$ and $\partial B(x_n', R)$ meet perpendicularly, and then $\sin \beta_s = R$. Thus one always has $\cos \beta_s \geq \sqrt{1 - R^2}$. Taking all this into account, we get

$$
\gamma_n(B(x_n, R_n)) \leq \frac{\omega_{n-2} T_n}{(n-1) \sqrt{1 - R^2}} \int_{(1-R)^2}^{(1+R)^2} F(t)^{\frac{n-1}{2}} dt = \frac{2 \omega_{n-2} T_n R}{(n-1) \sqrt{1 - R^2}} F(t_0)^{\frac{n-1}{2}}.
$$

It is easy to check that $F((1 - R)^2) = F((1 + R)^2) = 0$ and that $F$ is increasing in the interval $((1 - R)^2, t_0)$ and decreasing in $(t_0, (1 + R)^2)$, where $t_0 = 2 + R^2 - \sqrt{1 + 4R^2}$ is the maximum point. So we can estimate

$$
\gamma_n(B(x_n, R_n)) \leq \frac{\omega_{n-2} T_n}{(n-1) \sqrt{1 - R^2}} \int_{(1-R)^2}^{(1+R)^2} F(t_0)^{\frac{n-1}{2}} dt = \frac{2 \omega_{n-2} T_n R}{(n-1) \sqrt{1 - R^2}} F(t_0)^{\frac{n-1}{2}}.
$$

Next, we obtain a lower bound for $\gamma(B_{r_n} \cap B(x_n, R_n))$. As above we have

$$
\gamma(B_{r_n} \cap B(x_n, R_n)) = \int_{T_n - R_n}^{r_n} \left| \partial B_{\rho} \cap B(x_n, R_n) \right| e^{-\pi \rho^2} d\rho,
$$

and by (5.4) and (5.5)

$$
\gamma(B_{r_n} \cap B(x_n, R_n)) \geq \frac{\omega_{n-2} T_n}{n-1} \int_{1-R}^{R} F(s^2)^{\frac{n-1}{2}} ds = \frac{\omega_{n-2} T_n}{n-1} \int_{(1-R)^2}^{(1+R)^2} F(t)^{\frac{n-1}{2}} dt + \frac{2 \omega_{n-2} T_n R}{(n-1) \sqrt{1 - R^2}} F(t_0)^{\frac{n-1}{2}} - \frac{2 \omega_{n-2} T_n R}{(n-1) \sqrt{1 - R^2}} F(t_0)^{\frac{n-1}{2}}.
$$

As $R < 1$ we have that $t_0 < 1$, and it will be very convenient to choose $r^2 = t_0$. As $F$ is a smooth function, we can write $F(t) = F(t_0) + \frac{F''(\tau_t)}{2} (t - t_0)^2$, with $\tau_t$ a point between $t$ and $t_0$. We denote by $M$ the maximum value of $|F''|$ in the interval $[(1 - R)^2, (1 + R)^2]$. So if $0 < \delta < t_0 - (1 - R)^2$

$$
\int_{(1-R)^2}^{t_0} F(t)^{\frac{n-1}{2}} dt \geq \int_{t_0 - \delta}^{t_0} \left(F(t_0) + \frac{F''(\tau_t)}{2} (t - t_0)^2\right)^{\frac{n-1}{2}} dt \geq F(t_0)^{\frac{n-1}{2}} \int_{t_0 - \delta}^{t_0} \left(1 - \frac{M}{2 F(t_0)} \delta^2\right)^{\frac{n-1}{2}} dt.
$$
the last inequality provided \( \delta \) is small enough to make the last parenthesis positive. Choosing 
\[
\delta = \sqrt{\frac{4F(t_0)}{(n-1)M}},
\]
we will have \((1 - \frac{M}{2F(t_0)})^2 \frac{\omega}{\rho} > c_0 > 0\) for \( n \) large enough. Hence, the last expression is greater than or equal to 
\[
c_0 \int_{t_0-\delta}^{t_0} \frac{dt}{2\sqrt{t}} F(t_0) \frac{n-1}{\rho} \geq c_0 F(t_0) \frac{n-1}{2\sqrt{t_0}} \delta.
\]

Putting together all the estimations, we conclude 
\[
\frac{\gamma_n(B(x_n, R_n) \cap B_{r_n})}{\gamma_n(B(x_n, R_n))} \geq c \sqrt{n - 1},
\]
where \( c > 0 \) may depend on \( R \) and \( r \), but not on \( n \). Observe finally that \( r \) is determined by \( R \) via \( t_0 \), and that \( R \) can be chosen arbitrarily in \((0, 1)\). \( \square \)

The proof of Theorem 2.9 follows the same scheme as the previous one, so we just hint the main steps. It is enough to show the following analogue of Lemma 5.1:

**Lemma 5.3.** There exist sequences \( \{x_n\}, \{r_n\} \) and \( \{R_n\} \), with \( x_n \in \mathbb{R}^n \) and \( r_n, R_n > 0 \) for \( n \in \mathbb{N} \) such that 
\[
(5.6) \quad \frac{\gamma_{\alpha,n}(B(x_n, R_n) \cap B_{r_n})}{\gamma_{\alpha,n}(B(x_n, R_n))} \geq c \alpha^n,
\]
and 
\[
(5.7) \quad \frac{\gamma_{\alpha,n}(B(x_n))}{\gamma_{\alpha,n}(B_{r_n})} \geq c a^n,
\]
for some \( a = a(\alpha) > 1 \).

**Proof.** We first deal with the proof of (5.7). The measure of a centred ball is \( \gamma_{\alpha,n}(B_\rho) = \omega_{n-1} \int_0^\rho f_{\alpha,n}(t) \ dt \), where \( f_{\alpha,n}(t) = e^{-\rho t}t^{n-1} \). This function attains its maximum at the radius \( T_{\alpha,n} = ((n-1)/\alpha)^{1/\alpha} \), around which an essential part of the mass is concentrated. For \( \rho < T_{\alpha,n} \) we have as well that 
\[
(5.8) \quad e^{-\rho^\alpha} |B_\rho| \leq \gamma_{\alpha}(B_\rho) \leq n e^{-\rho^\alpha} |B_\rho|.
\]

Take \( r_n = rT_{\alpha,n} \) and \( x_n = T_{\alpha,n}x'_n \) with \( r < 1 \) and \( x'_n \) a unit vector. Inequalities (5.8) imply that 
\[
\frac{\gamma_{\alpha,n}(B(x_n))}{\gamma_{\alpha,n}(B_{r_n})} > \frac{e^{-T_{\alpha,n}^\alpha} |B_{T_{\alpha,n}}|}{n e^{-r(T_{\alpha,n}^\alpha)} r^n |B_{T_{\alpha,n}}|} = \frac{e^{1-r^{\alpha}}/n}{(e^{(1-r^{\alpha-1})/r})^n}.
\]
It is easy to see that \( e^{(\alpha-1)/r} > 1 \) by applying the inequality \( e^x > 1 + x \) to \( e^{\alpha-1} \).

To prove (5.6) take \( R_n = RT_{\alpha,n} \) with \( 1 - r < R < r \). Following the steps of the proof of (5.2), we have 
\[
\frac{\omega_{n-1} T_{\alpha,n}}{n-1} \int_{(1-R)^2}^{(1+R)^2} F_\alpha(t)^{n-1} \ dt \leq \gamma_{\alpha,n}(B(x_n, R_n)) \leq \frac{\omega_{n-1} T_{\alpha,n}}{(n-1)(1-R^2)} \int_{(1-R)^2}^{(1+R)^2} F_\alpha(t)^{n-1} \ dt.
\]
where \( F_\alpha(t) = \left( t - \left( \frac{1+t-R^2}{2} \right)^2 \right) e^{-2t^{\alpha/2}/\alpha} \). This function attains its maximum at a point \( t_\alpha < 1 \). This is a consequence of the following facts: \( F_\alpha((1-R)^2) = F_\alpha((1+R)^2) = 0 \), \( F_\alpha(t) > 0 \) for \( (1-R)^2 < t < (1+R)^2 \), and \( F_\alpha'(t) < 0 \) whenever \( 1 \leq t < (1+R)^2 \). To see the last assertion, write the derivative of \( F_\alpha \) as

\[
\frac{\partial}{\partial t} F_\alpha(t) = \left\{ 1 - \frac{1+t-R^2}{2} - t^{\alpha/2-1} \left( t - \left( \frac{1+t-R^2}{2} \right)^2 \right) \right\} e^{-2t^{\alpha/2}/\alpha}
\]

\[= G_\alpha(t)e^{-2t^{\alpha/2}/\alpha}. \]

Now it is clear that for \( \alpha > 0 \) and \( 1 < t < 1 + R^2 \)

\[ G_\alpha(t) < G_0(t) = t^{-1} \left( \frac{1+t-R^2}{2} \right)^2 - \frac{1+t-R^2}{2} < 0. \]

All this was to justify that we can take \( r = \sqrt{t_\alpha} < 1 \). Now we just follow the same steps as in the proof of Lemma 5.3 to estimate

\[
\frac{\gamma_{\alpha,n}(B(x_n, R_n) \cap B_r)}{\gamma_{\alpha,n}(B(x_n, R_n))} \geq \frac{c}{\sqrt{n-1}},
\]

where the constant \( c \) may depend on \( r, R \) and \( \alpha \) but not on \( n \). \( \Box \)
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