Cavity QED photons for quantum information processing
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Abstract

Based on a cavity QED framework, we theoretically describe a universal set of logic gates which are implemented by passing a multi-level atom initially in its ground state through a multi-mode cavity. The qubits are encoded on the cavity modes and the atom plays the role of an ancilla which will not be entangled with the final result of a gate operation. We apply the multiphoton resonance theory of Shore to develop effective two- and three-level Hamiltonians, so that the proper values for detunings, coupling coefficients, and interaction times for gate operations can be determined. This enables us to examine a faster iSWAP gate than our previous study and to examine numerically the effects of decoherence on both the iSWAP gate and our previously presented Fredkin gate which used the same multi-mode approach. We also present results that show how conditional measurements of the ancilla atom can improve gate fidelities in these cases.
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1. Introduction

Photonic systems are an attractive choice for quantum information processing because photons form a natural interface with optical telecommunications and existing telecoms technology. However, challenges emerge such as the generation of single photons [1–4] and enabling gates by effecting interactions between photonic qubits [5–13]. In this paper we take a slightly different approach, where we use the strong coupling of stored cavity photons to ‘flying’ atomic systems to produce photonic quantum gates as we introduced in reference [14]. We will extend the previous work to include analysis of a different realisation of the gate, which we call fast-iSWAP, and we examine some of the effects of decoherence this system and a previously studied Fredkin gate [14].

The workhorse of our approach uses multi-photon interactions between stored cavity photons which are mediated by an atomic system. The effect of the interaction is to shuffle photons between cavity locations. The atomic system is supposed to leave the system in the same state as it entered, having done the requisite shuffling of photons between cavity modes. In this way the ancilla atom differs from the ancilla atom in ancilla driven quantum processing [15] where measurement projections on the ancilla affect the state of the computing system. In the case studied here, a projective measurement on the atom will be a measurement on a system which has approximately disentangled from the computational modes. In fact, such a measurement can be used to improve gate fidelity.

There are many existing cavity-QED Quantum processing schemes (see for example the reviews [12, 16]), and many circuit-QED quantum processing schemes (see for example the review [17]). What is different about the set-up we study
here is the combination of dual-rail cavity qubits and the gate being driven by an ancilla atom that leaves (ideally) in the same state that it entered in. For a gate with two logical qubits, this means an interaction with potentially four cavity modes and two photons. The strong couplings that are, especially now, possible in cavity-QED [18] make this feasible. We try to avoid using resonant excited atomic states by being off-resonant, and this reduces spontaneous emission (at a cost of longer gate times). Cavity decay is an issue, but the dual-rail scheme ensures that photon loss is detectable as the system then leaves the computational Hilbert space. As mentioned above, a probabilistic element can be introduced by measuring the ancilla (as we will discuss further below), but for the gate in a good condition not only is the probability high, but the measurement process itself improves the gate fidelity [14]. In the following, we will use the language of photons and atoms, but in considering the experimental realisations of our multi-photon systems we can also consider microwave photons interacting with Rydberg atoms [19] or superconducting qubit systems [17, 20–22]. Because we use multi-photon processes it is very important to give careful consideration to energy level-shifts and effective couplings. For this purpose, the theoretical approach developed by Shore [23] has been invaluable to analyse two- and three-qubit gate systems by generalising it to atom-cavity systems. In this way we find locations of the resonances from the use of effective two- and three-level Hamiltonians, and from an application of this theory a set of universal gates have been devised [14, 24, 25]. Here we extend the use of Shore’s method to build a faster gate and we investigate the influence of atomic and photonic relaxations on our gates. In the following we consider some multimode, multi-Λ cavity QED systems, and their background, for quantum information processing. In section 2 we set the scene for the iSWAP gate and introduce a four-mode double-Λ system as in reference [14]. Section 3 examines the dynamics of the four mode resonance with and without intermediate resonant states; intermediate resonant states can achieve a speed-up. We also show how conditional measurements of the ancilla atom can improve gate fidelity before an examination of decoherence effects in section 4. Some three-qubit gates and single qubit rotations are examined in section 5. The paper concludes in section 6 and several appendices follow with details of the calculations of effective Hamiltonians for these multi-state, multimode systems.

2. Model two-qubit system

A simple way to realise single photonic qubits would be if the presence of a photon signifies a state $|1\rangle$ and the absence of the photon indicates the state $|0\rangle$. However, such an approach is widely recognised as being vulnerable to decoherence, which has the effect of changing qubits to $|0\rangle$. Instead, we encode our cavity qubits as dual-mode (or dual-‘rail’ [6, 26, 27]) cavity qubits [14]. The dual-mode qubits are formulated, for example, as shown in table 1. In this approach a qubit state is always encoded with a single excitation, as in the dual-‘rail’ approach, and this ensures that if a cavity decay process takes place, we have the transition $|1\rangle|0\rangle \rightarrow |0\rangle|0\rangle$, and then the result is not a valid qubit in this encoding. Physically, the difference between the two logical qubit states of table 1 is the choice of cavity mode for the location of the excitation, as indicated in figure 1.

A consequence of using the dual-mode approach is that in order to have a two-qubit gate we need to have an interaction of an atom with four cavity modes. As in reference [14] we will achieve this by having a sequence of off-resonant interactions with a multilevel atom (figure 2). In addition, the atom will be an ancilla which will not be entangled with the final result of a gate operation. The aim of the off-resonant interactions is to reduce spontaneous emission from the ancilla atom. In order that we do not extract ‘information’ from the system via the ancilla atom it is important for the sequence of atomic transitions to start and end on the same atomic state $|a\rangle$ (see figure 2). Multiphoton resonance will also require the determination of a finite final detuning, $\Delta_4$ to ensure resonance. While $\Delta_4$ is small, it has to have level shifts taken into account because the resonance is narrow.
The full Hamiltonian of the four-level system is then (see for example [28, 29]):

$$H = \sum_{i=a,b,c,d} \omega_i \hat{\sigma}_i + \sum_{j=1}^{4} \omega_j \hat{a}_j^\dagger \hat{a}_j + \left[ g_{1b}^b \hat{a}_1 \hat{\sigma}_b + g_{2c}^c \hat{a}_2 \hat{\sigma}_c + g_{3d}^d \hat{a}_3 \hat{\sigma}_d + g_{4a}^a \hat{a}_4 \hat{\sigma}_a + \text{h.c.} \right],$$

where $g_k (k = 1, 2, 3, 4)$ represent the coupling strengths, and $\hat{a}_j$ is the photon annihilation operator for the cavity mode. The first two terms in the Hamiltonian $H$ represent the non-coupling Hamiltonians, and the remaining terms describe the atom-field interaction Hamiltonian. The four key initial states of the system and their mappings to logical qubits can be summarised as:

| Physical | Logical |
|----------|---------|
| $|a, 0110\rangle$ | $|a, 00\rangle$ |
| $|a, 0101\rangle$ | $|a, 01\rangle$ |
| $|a, 1010\rangle$ | $|a, 10\rangle$ |
| $|a, 1001\rangle$ | $|a, 11\rangle$ |

All possible interactions and the four key initial states of the system are represented in figure 3 where we do not include configurations which cannot be represented with logical qubits. In the case of the initial state $|a, 1010\rangle$, the system (atom + field) is governed by the Hamiltonian $H'$ which can be expressed, in the matrix representation and with $|a, 1010\rangle$ to be the zero-point energy, as

$$H' = \begin{pmatrix}
0 & g_{1b}^b & 0 & 0 & 0 & 0 & 0 & 0 \\
g_{1b}^b & \Delta_1 & g_{2c}^c & 0 & 0 & 0 & 0 & 0 \\
0 & g_{2c}^c & \Delta_2 & g_{3d}^d & 0 & 0 & 0 & 0 \\
0 & 0 & g_{3d}^d & \Delta_3 & g_{4a}^a & 0 & 0 & 0 \\
0 & 0 & 0 & g_{4a}^a & \Delta_4 & g_{1b}^b & 0 & 0 \\
0 & 0 & 0 & 0 & g_{1b}^b & \Delta_1 & g_{2c}^c & 0 \\
0 & 0 & 0 & 0 & 0 & g_{2c}^c & \Delta_2 & g_{3d}^d \\
0 & 0 & 0 & 0 & 0 & 0 & g_{3d}^d & \Delta_3 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & g_{4a}^a \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & g_{4a}^a \\
\end{pmatrix},$$

in the basis states $\{|a, 1010\rangle, |b, 0010\rangle, |c, 0110\rangle, |d, 0100\rangle, |a, 0101\rangle\}$. Starting with different logical qubits, i.e. different arrangements of the excited modes, the multiphoton process is blocked in the case of $|a, 0110\rangle$. In figure 3(c) there is no cavity photon available in the first and last modes to raise the atomic state from $|a\rangle$. When the initial state is $|a, 1001\rangle$ (figure 3(d)), on the other hand, the evolution of the system is governed by the Hamiltonian $H''$ given as the matrix

$$H'' = \begin{pmatrix}
\Delta_2 & g_{2c}^c & 0 & 0 & 0 & 0 & 0 & 0 \\
g_{2c}^c & \Delta_1 & g_{3d}^d & 0 & 0 & 0 & 0 & 0 \\
0 & g_{2c}^c & \Delta_2 & g_{3d}^d & 0 & 0 & 0 & 0 \\
0 & 0 & g_{3d}^d & \Delta_3 & g_{1b}^b & 0 & 0 & 0 \\
0 & 0 & 0 & g_{1b}^b & \Delta_4 & g_{2c}^c & 0 & 0 \\
0 & 0 & 0 & 0 & g_{2c}^c & \Delta_1 & g_{3d}^d & 0 \\
0 & 0 & 0 & 0 & 0 & g_{3d}^d & \Delta_2 & g_{4a}^a \\
0 & 0 & 0 & 0 & 0 & 0 & g_{4a}^a & \Delta_3 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & g_{4a}^a \\
\end{pmatrix},$$

acting in the basis states $\{|c, 0101\rangle, |b, 0010\rangle, |a, 1001\rangle, |d, 1000\rangle, |e, 1010\rangle\}$.

3. Two-qubit four-mode gate

In this section we will use the model of the previous section 2 and reference [14] to produce an iSWAP gate in two different ways by determining an approximate Hamiltonian involving either two states (as in reference [14]) in section 3.1, or three states (in section 3.2). Because the time evolution of the iSWAP gate exhibited in the following section 3.1 is slow, we can achieve a speed-up by allowing some of the intermediate states in figure 2 to become resonant: this is the motive for moving to an effective three-level system. A similar approach was taken to speed up the three-qubit Fredkin gate in reference [14] (also discussed further in section 5). There are a wide range of possibilities when it comes to choosing an intermediate state in the two-qubit four-mode system. Our choice of system needs to be informed by which configurations can keep the qubit state $|a11\rangle$ in its initial state at the appropriate interaction time.

To easily identify the different model systems we will introduce a binary type notation to indicate which levels in the sequence of states are to be resonant, and which are not. Thus the model (1001) has only two resonant states in the chain, the first and last ones, and will be treated in section 3.1 below. If we took a fully resonant model, where every transition is resonant, the model would be identified as model (11111). However, being resonant, this configuration is extremely vulnerable to decoherence. Instead, in section 3.2 we will focus on model
(1101), as one of the cases with three resonant levels which is faster than model (10001) and less prone to decoherence than model (11111).

3.1. An effective two-level system for the iSWAP gate

Here we consider model (10001) which realises an effective two-level system to shuffle the cavity excitations. We presented this model in reference [14] and include it here for direct comparison in the next section 3.2. For the initial state $|a\ 1010\rangle$, the effective wave-function of the system can be expressed as:

$$|\Psi(t)\rangle = c_1|a\ 1010\rangle + c_2|b\ 0010\rangle + c_3|c\ 0110\rangle + c_4|d\ 0100\rangle + c_5|a\ 0101\rangle,$$

(5)

which is a superposition of the key states used for single photon swapping.

In appendix A we present the general theory, adapted from Shore [23], for extracting an effective Hamiltonian for the system by utilizing the theory of multiphoton resonance for the adiabatic elimination of the unwanted (off-resonant) levels as shown in figure 2. The detailed case of the effective two-level Hamiltonian is presented in appendix B1 where we use the basis of equation (5) to develop an effective two-level Hamiltonian which takes the form

$$H_{\text{eff}} = \begin{bmatrix} 0 & g_{\text{eff}} \\ g_{\text{eff}} & -\Delta_{\text{eff}} \end{bmatrix},$$

(6)

where ($g \ll \Delta$) is required (see appendix B1). The effective coupling is found to be

$$g_{\text{eff}} \approx -\frac{g_{1b}g_{2b}g_{3c}g_{4a}}{\Delta_1\Delta_2\Delta_3},$$

(7)

and the effective detuning of the two-level system is

$$\Delta_{\text{eff}} \approx \Delta_4 + \frac{(g_{1b})^2}{\Delta_1} - \frac{(g_{2c})^2}{\Delta_3}.$$

(8)

The time evolution of this system is given by the following equations for the logical states,

$$|a,10\rangle \rightarrow \cos(g_{\text{eff}}t)|a,10\rangle - i \sin(g_{\text{eff}}t)|a,01\rangle,$$

$$|a,01\rangle \rightarrow \cos(g_{\text{eff}}t)|a,01\rangle - i \sin(g_{\text{eff}}t)|a,10\rangle.$$

(9)

This two-level system undergoes a swapping of the states $|a\ 1010\rangle$ and $|a\ 0101\rangle$ when the resonance condition is achieved by setting $\Delta_{\text{eff}}$ to zero in equation (8). This is illustrated in figure 4 where excellent agreement between an exact numerical calculation and the analytic treatment of equation (9) is presented. Because of the finite value of $\Delta$ chosen in figure 4, a fine high frequency oscillation can be seen. For larger detuning this oscillation becomes smaller as the two-level approximation is realised more accurately.

The effective Hamiltonian (6) only connects the states $|a\ 1010\rangle$ and $|a\ 0101\rangle$; the state $|a\ 1001\rangle$ is effectively governed instead by the full Hamiltonian (4), and the other logical state of the system, $|00\rangle$, is unchanged. Considering the parameters in figure 4 and at the special time $g_{\text{eff}}t = \pi/2$, we obtain the following outputs for the basic inputs (see figure 5):

| Input  | Output |
|--------|--------|
| $|00\rangle$ | $|00\rangle$ |
| $|01\rangle$ | $|01\rangle$ |
| $|10\rangle$ | $|01\rangle$ |
| $|11\rangle$ | $|11\rangle$ |

(10)

This realises an iSWAP gate and we can represent the above mappings as the table (note that a global phase can be produced as we see below)

$$\text{iSWAP} \equiv \begin{bmatrix} 1 & 0 & i \\ i & 0 & 1 \end{bmatrix}. $$

(11)

The iSWAP gate is a universal gate when combined with single qubit rotations. For example it can be directly related to the CNOT gate (also a universal gate) by means of a quantum circuit as shown in reference [30]. It has been shown that the iSWAP gate can be very useful for applications in quantum information processing and quantum computing, for example, the replacement of the standard CNOT gate by the iSWAP gate provides a more efficient, simpler, and faster way of generating cluster states [31], which play a crucial role in the so-called one-way quantum computation approach [32, 33].

3.2. An effective three-level system for the iSWAP gate

In order to increase the operational speed of the gate presented in the previous section (and reference [14]), we now use the model (11001), where we set $|b\ 0010\rangle$ to be resonant. We apply the adiabatic elimination theory (as shown in appendix B2) to obtain an effective three-level system in the reduced space of states $\{|a\ 1010\rangle, |b\ 0010\rangle, |a\ 0101\rangle\}$. The effective couplings are found to be

$$g_{\text{eff}}^{(1)} = g_{1b}, \quad g_{\text{eff}}^{(2)} \approx -\frac{g_{1b}g_{3c}g_{4a}}{\Delta_2\Delta_3},$$

(12)

and the effective detunings

$$\Delta_{\text{eff}}^{(1)} \approx \Delta_1 - \frac{(g_{1b})^2}{\Delta_2},$$

$$\Delta_{\text{eff}}^{(2)} \approx \Delta_4 - \frac{(g_{2c})^2}{\Delta_3}.$$

(13)

The resulting Hamiltonian takes the form

$$H_{\text{eff}} = \begin{bmatrix} 0 & g_{\text{eff}}^{(1)} & 0 \\ g_{\text{eff}}^{(1)} & \Delta_{\text{eff}}^{(1)} & g_{\text{eff}}^{(2)} \\ 0 & g_{\text{eff}}^{(2)} & \Delta_{\text{eff}}^{(2)} \end{bmatrix}. $$

(14)

The time evolution of this gate is shown in figure 6(a) and it is immediately apparent that the population swapping happens much faster than the evolution seen in figure 4 for model
Figure 4. Population swapping in the model (10001). All couplings $g_j$ ($j = 1, 2, 3, 4$) are set to $g$, and the detunings $\Delta_i$ with $i = 1, 2, 3$ are set to $\Delta$. The value of $\Delta_4$ is determined by Equation (8). The two upper figures show zooms for the population.

Figure 5. (a) The fidelity (black line) of swapping between the logical states $|a10⟩$ and $|a01⟩$ in the model (10001). The red-dashed line shows the conditional fidelity. (b) The fidelity of keeping the system initially in the logical state $|a11⟩$. Parameters of the detunings $\Delta$ and the coupling strengths $g$ are defined in figure 4.

(10001). From the Hamiltonian (14) the time evolution of the swapping follows the equations (for the initial state $|a, 10⟩$)

$$|a, 10⟩ \rightarrow \left[ \frac{(g_{\text{eff}}^{(1)})^2}{g^2} + \frac{(g_{\text{eff}}^{(2)})^2}{g^2} \cos(\gamma t) \right]|a, 10⟩$$

$$- \frac{g_{\text{eff}}^{(1)}}{g} \sin(\gamma t)|\Phi⟩ + \frac{g_{\text{eff}}^{(1)} g_{\text{eff}}^{(2)}}{g^2} [\cos(\gamma t) - 1] e^{i\zeta t}|a, 01⟩,$$

(15)

where $\gamma = \sqrt{(g_{\text{eff}}^{(1)})^2 + (g_{\text{eff}}^{(2)})^2}$ and $|\Phi⟩ \equiv |b0010⟩$.

By setting $\gamma t = \pi$ and $\zeta t = \pi$ (with $g_{\text{eff}}^{(1)} t = g_{\text{eff}}^{(2)} t = \pi/\sqrt{2}$), the transformation $|a, 10⟩ \rightarrow |a, 01⟩$ and $|a, 01⟩ \rightarrow |a, 10⟩$ can take place. The additional phase factor $\zeta t$ in equation (15) can be engineered with, for example, the single-qubit gate in section 5.4.

In figure 6(a), we plot the population of the states corresponding to those in equation (15). By substituting the parameters of the coupling constants and detunings in the model (11001) into the Hamiltonian (4) which describes the time evolution of the initial state $|a, 1001⟩$, it is noticeable that this state can be sufficiently forced to stay in its initial state, as demonstrated by the red-dashed line in figure 6(b). We then obtain table 11 and the iSWAP gate is realized in a way that is faster than the version presented in reference [14].

3.3. Enhancement of two-qubit gate conditional on measurements

In the scheme we have developed so far the atom plays the role of an ancilla which simply ‘enables’ the shuffling of energy between cavity modes. However, if the proposed gate is slightly imperfect there will be a small admixture of other atomic states. Bearing in mind that the ancilla atom is supposed to remain in the same state at the end of the shuffling, the role of a conditional measurement on the ancilla is to improve the quality of the final state (i.e. to improve the fidelity). (A similar technique was applied to the Fredkin gate in reference [14].)
4. The effect of decoherence

Decoherence is a significant concern in quantum information processing systems. For that reason we are motivated to examine the sensitivity to decoherence, which was not included in our previous paper [14]. The time evolution of our system (1) in the presence of decoherence can be governed by Liouville’s equation

$$\frac{\partial}{\partial t} \hat{\rho} = -i[\hat{H}^\text{eff}, \hat{\rho}] + \mathcal{L} \hat{\rho},$$

(18)

where $\hat{\rho}$ is the density operator of the atom-field system and the so-called Liouvillian operator $\mathcal{L}$ describes the dissipative mechanisms in the system. The general Lindblad form of the Liouvillian operator $\mathcal{L}$ can be expressed as [34]

$$\mathcal{L} \hat{\rho} = \sum_i \frac{\eta_i}{2} \left( [\hat{L}_i, \hat{\rho}] + [\hat{\rho}, \hat{L}_i^\dagger] \right),$$

(19)

where $\eta_i$ represents the loss of population and coherence through decay channel $i$, which can be due to either spontaneous emission at rate $\Gamma$ or to the cavity field decay at a rate $\kappa$. The operators $\hat{L}$ and $\hat{L}^\dagger$ are the corresponding system operators. More explicitly, in the presence of the atomic decay $\hat{L}$ and $\hat{L}^\dagger$ can be replaced by the atomic operators $\hat{\sigma}_-$ and $\hat{\sigma}_+$ for the relevant atomic state, and in the case of the cavity decay they are represented by the field operators $\hat{a}$ and $\hat{a}^\dagger$ for the relevant cavity mode. Variation in the fidelity of the iSWAP gate in the existence of atomic and photonic decays can be therefore numerically calculated (see figure 7).

The numerical results provided by the general master equation above can be understood by deriving analytical solutions. To this end, we now apply the theoretical treatment known as the wave function method [35–41], or master equation unravelling, on the system (5). We rewrite the previous Liouville equation in equation (18) as

$$\frac{\partial}{\partial t} \hat{\rho} = -i[\hat{H}^\text{eff}, \hat{\rho}] - \hat{\rho} \hat{H}^\text{eff} + J \hat{\rho},$$

(20)

where $\hat{H}^\text{eff} = \hat{H} - \frac{i}{2} \sum_i \eta_i \hat{L}_i^\dagger \hat{L}_i$, (with $\hat{H}$ being the original Hamiltonian of the system in the absence of any decay), and $J \hat{\rho} = \sum_i \eta_i \hat{L}_i \hat{\rho} \hat{L}_i^\dagger$. Now, to investigate the influence of the atomic and photonic relaxations we simply build the non-Hermitian Hamiltonian $H^\text{eff}$, reapply the Shore’s method for producing the effective two- and three-level Hamiltonians, and then propagate the wave function $|\Psi(t)\rangle$ in equation (5) with the Schrödinger equation using these Hamiltonians. This procedure is valid since the atomic and photonic decays in our systems result in an irreversible loss of population, and therefore no photon is detected [36, 37, 42]. In this work, it is observed that the system in each input state, in both the iSWAP and the Fredkin gates, is not closed and decay channels in all these systems result in an irreversible loss of population. Part of the reason for this is the use of the dual-‘rail’ qubit representation of equation (2) where qubit decay results in a state which is out of the space of the logical qubits.

Given the initial states to be either $|a\ 1010\rangle$ or $|a\ 0101\rangle$ and starting with the model (10001), the time evolution of the state

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure6.png}
\caption{Three-level fast-iSWAP behaviour with the states $|c\rangle$ and $|d\rangle$ chosen to be highly-detuned (see figure 2). Parameters: the coupling constants $g_{2,4}$ are all set to $g$, and the detunings $\Delta_{2,3}$ are set to $\Delta$. (a) The probability of the states $|a\ 1010\rangle$ (solid black line), $|b\ 0100\rangle$ (red chained line), and $|a\ 0101\rangle$ (blue dashed line) as a function of time with $\Delta = 20g$. The circles are the theory prediction of equation (15) and fit very well. (b) The numerically calculated fidelity of mapping logical $|a\ 10\rangle$ to $|a\ 01\rangle$ (blue-solid line), and the fidelity of logical $|a\ 11\rangle$ remaining in its initial state (red dotted-dashed line), both shown as a function of detuning $\Delta$. The black-dashed line represents the conditioned state fidelity (section 3.3). The green-dotted line is the interaction time $t_{\text{int}}$ (on the right axis) which varies with $\Delta$ and is used to determine the time at which the fidelities are calculated.}
\end{figure}
The three curves in these two plots represent a resonant fidelity of $F = (1,0.9,0.5)F_0$ where $F_0$ represents the fidelity of the system at the resonance point in the absence of any decay. (a) In the model (10001), the three curves corresponding to the values of atomic decay rate are considered. The solutions by theory (dashed lines) and simulation (solid lines) are shown as a function of the final detuning $\Delta$. (b) In the model (11001) the three curves correspond photonic decay rates $\kappa \approx (0,0.025,0.185)\bar{g}/\sqrt{2}$ when no atomic decay rate is considered.

For the initial condition that the system is completely set in the initial state $|a\ 10\rangle$ at $t = 0$, i.e. $c_{a10}(0) = 1$.

In Figure 7(b) we consider the model (11001) and measure the fidelity at different values of $\kappa$. Figure 7 shows that the impact of cavity field relaxation is less in the model (11001) when compared to the model (10001), and this is because of the improvement in the qubit states speed.

We now discuss the feasibility of implementing the iSWAP gate above within recent cavity QED techniques. Considering the microwave cavity-QED experiment in [19], highly excited Rydberg atoms (typically $^{85}$Rb) with a radiative time $\tau_{rad} \sim 30$ ms have been used to interact with a superconducting cavity with $Q \rightarrow 4 \times 10^{10}$. The photon lifetime inside the cavity is in order $\tau_{ph} \sim 130$ ms, and the coupling strength is around $g/2\pi \sim 50$ kHz. By setting $\Delta = 10\ g$, this corresponds to cavity-atom interaction time $t_{int} \rightarrow 5$ ms in the configuration (10001), and $t_{int} \rightarrow \sqrt{2}$ ms in the configurations (11001). The quantity $\tau_{ph}/t_{int}$ shows that the last configuration is much better for QIP applications with the present cavity QED techniques.

5. Three qubit gates and rotations

In the next sections 5.1 and 5.2 we present an overview, based on reference [14], of a three qubit gate, using the methodology of appendix A. The gate we focus on is the fast Fredkin gate where, in section 5.3, we extend the study of its behaviour to cases including decoherence. The Fredkin gate is another entangling gate, but we note that to have a universal set of gate operations it is necessary to have single qubit rotations (or single qubit gates) which are discussed in section 5.4. Full details of the adiabatic eliminations are given in appendices C and D.

5.1. Three qubit gate

The three qubit scheme of figure 8 contains dual-mode qubits with a repeated mode at $\omega_1$. The partner mode for $\omega_2$ is not shown as it is unaffected by the logic process. The remaining pairs are $\omega_{1,3}$ and $\omega_{5,6}$, (a mode with the label $\omega_4$ is omitted in the following analysis to avoid confusion). The consequence of the repeated mode 1 is that the chain only completes if mode 1 is present (in which case the excitation is absorbed and then re-emitted) and if modes 3 and 5 have excitations present (which
implies necessary empty modes 2 and 6 in the dual-mode qubit basis). The result of all this is that the qubit 1 acts as a control qubit which swaps the qubits present in logical qubits 2 and 3; i.e. we have the logic needed for a Fredkin gate [43]. In a Fredkin gate we aim for logical qubits to be mapped as follows:

$$|a⟩ \rightarrow |b⟩, \quad |1⟩ \rightarrow |d⟩, \quad |0⟩ \rightarrow |f⟩$$

Figure 8. Energy level scheme for a Fredkin gate. Note the repeated mode $ω_1$. Operation requires at least $Δ_6 ≈ 0$.

The Fredkin gate is a universal gate owning important properties which set up the general principles of logic gates and circuits in both classical and quantum computing [43]. This gate swaps the second and the third qubits if the first qubit is $|1⟩$, otherwise, all qubits remain unchanged. Two examples of quantum circuits generating this gate can be considered. Firstly, it is observable that the Fredkin gate is nothing but a combination of the Toffoli gate together with two CNOT equivalent to three CNOT gates, we can see that the Fredkin gate is a combination of the Toffoli gate together with two CNOT gates [45].

### 5.2. Two- and three-level configurations

For a de-excited atom interacting with multimode cavities, the realisation of the Fredkin gate at the interaction time $t_{int}$ can be achieved when the transformation $|a⟩ \leftrightarrow |1⟩$ is made and the remaining logical qubits are in their initial states. Once again, Shore’s method provides a useful tool to find out several configurations that are capable of swapping the states $|a⟩ \leftrightarrow |1⟩$ and $|a⟩ \leftrightarrow |0⟩$. However, to meet the truth table of the Fredkin gate, and since there is a presence of a repeated mode 1 in addition to certain over-shot states (see appendix C) it is noticed that the only possible configurations realising the gate are the models (1000001) and (1001001). In the model (1000001) we set all states other than the states $|a⟩$ and $|1⟩$ to be off-resonant, and in the model (1001001) a further atomic state $|d⟩$ is allowed to be resonant. The full details of the analysis of the former model (1000001) are not presented here, it can be found in reference [14] where we also show that an excellent speed-up is obtained by choosing an intermediate resonant energy level, i.e. the model (1001001). In this case the effective Hamiltonian reduces to a three-level system again, where (see appendix C) the effective coupling constants are

$$g_{eff}^{(1)} = \frac{g_{ab} g_{bc} g_{df}}{Δ_1 Δ_2}, \quad g_{eff}^{(2)} = \frac{g_{de} g_{ef} g_{fa}}{Δ_1 Δ_3},$$

and the effective detunings are

$$Δ_1^{eff} ≈ Δ_1 + \left( \frac{g_{bc}^2}{Δ_1} - \frac{g_{df}^2}{Δ_2} - \frac{g_{de}^2}{Δ_3} \right),$$

$$Δ_2^{eff} ≈ Δ_6 - \left( \frac{g_{ab}^2}{Δ_1} \right).$$

Given the initial state to be either the logical $|a⟩$ or $|1⟩$, the sequence of effective Rabi frequencies and the evolution equation (15) can be reused to describe the swapping of qubit states $|a⟩$ and $|1⟩$. A high fidelity result can be obtained for sufficiently large detunings. Figure (9(a) shows how this increases, and also how the use of measurement of the ancilla atom (as in section 3.3) strongly improves the result for the quite low value of $Δ/g ≳ 3$. The same figure shows the interaction time, which is fairly high for large $Δ$ ($gt/\sim 500$ for $Δ = 15g$) but reduces substantially near $Δ = 5g$. The fidelity for the qubit state $|a⟩$ to remain in its initial state at the same interaction times as above has been illustrated in figure 9(b). Here we see, firstly, that the fidelity improves as $Δ$ increases. Also, we observe a ‘banding’ that reduces as $Δ$ increases. This has its origin in an adiabatic breakdown of the approximation of appendix A. As $Δ$ increases, the adiabaticity improves, and the ‘band’ of oscillation decreases in width. For other qubit states, large detunings for all atomic levels except $|a⟩$ and $|d⟩$ ensure an efficient confinement of the populations in the desired states so that the three-qubit Fredkin gate is realised.

### 5.3. Decoherence in the fast Fredkin gate

Considering the parameters of the coupling constants and the detunings in the model (1001001) given by equations (25) and (26), we can use the master equation (18) to address the influence of atomic and photonic relaxations on the Fredkin gate. We can also use the non-Hermitian Hamiltonian $H_{eff} = H^* - \frac{i}{2} \sum_j \hat{L}_j^\dagger \hat{L}_j$ to find analytic solutions for the evolution of the input states in the Fredkin gate as these systems are not closed and the loss of population in these systems are irreversible (see the arguments of section 4). For example, for the three-level system, or fast Fredkin gate, described above the damping due to atomic and photonic decays can be studied as follows. Under the strong coupling regime, the eigenvalues of the damped three-level behaviour (1001001) can be given
Δ decay is considered. Following the arguments in section 4, this same sensitivity to the spontaneous emission when no photonic decay is considered. The fast iSWAP and the Fredkin gates (i.e. as effective three-level systems) have the same sensitivity to the spontaneous emission when no photonic decay is considered. Following the arguments in section 4, this gate shows great promise in QIP applications within recent cavity QED techniques.

5.4. Single qubit gates

For completeness, and recognising that we need single qubit rotations to make a universal set of gates, we turn briefly to an overview, based on reference [14], of how that can be achieved with the system we have. We start, in figure 11, with a lambda atom which has two transitions coupled to two cavity modes that make up a qubit, and we add a classical field to allow a return to the original atomic state |a⟩. (This system is similar to the two-mode, two-classical field ‘diamond’ scheme of reference [46].) For our system, we will adiabatically eliminate levels |b⟩ and |c⟩ from the interaction under the conditions Δ1, Δ2 ≥ g_ab, g_bc, Ω/2, Δ3 (see appendix D) to find the effective detuning

$$\Delta_{\text{eff}} = \Delta_3 + \frac{(g_{\text{ab}})^2}{\Delta_1},$$

and the effective coupling

$$g_{\text{eff}} = \frac{g_{\text{ab}} g_{\text{bc}} \Omega}{2 \Delta_1 \Delta_2}.$$  

We can then ensure a qubit rotation in the form

$$\hat{R}_x(g_{\text{eff}}) = \cos(g_{\text{eff}}/2)\hat{I} - i \sin(g_{\text{eff}}/2)\hat{n}_x.$$  

The Pauli Z gate can be easily realised by our qubits, too. Generally speaking, the atom-cavity interaction in the Jaynes-Cummings model shows that for an atom in the ground state |g⟩ interacting with a single mode having n photons:

$$|g, n⟩ \rightarrow \cos(\sqrt{n+1})|g, n⟩ - i \sin(\sqrt{n+1})|e, n − 1⟩.$$  

This is the case when the frequencies of the atomic transitions and the mode are equally matched (i.e. the resonance case $\omega_{eg} = \omega$). In the case of very large detuning ($\Delta \gg g$), on the other hand, the system remains in its initial state and a phase shift can be produced as

$$|g, n⟩ \rightarrow e^{i\Phi(n)}|g, n⟩,$$

with $\Phi(n)$ can be expressed as

$$\Phi(n) = \frac{\Delta}{2v} \int_0^L dz \left[ \sqrt{1 + n \left( \frac{g(z)}{\Delta/2} \right)^2} - 1 \right].$$

where $v$ is the velocity of the atom passing through a cavity, L is the cavity length, and $g(z)$ is the coupling constant which in our case is independent of z. By setting $n = 0$ nothing happens, but with a cavity being initially in the number state |1⟩ (i.e. there is $n = 1$ photon) a set of phase gates can be realised and the rotation operator $\hat{R}_z$ can be produced. In the case of two modes inside the cavity interacting with an atom in the ground state |a⟩, such a case in the dual-mode qubits |a⟩ |a⟩ and |a⟩ |b⟩, the previous argument can be followed to introduce a phase shift. That is, we can set a large detuning between the atom and, say, the first mode, and set a very high detuning between

Figure 10 demonstrates the population loss by either the spontaneous emission $\Gamma$, or by the cavity field decay $\kappa$.

In the absence of spontaneous emission $\Gamma$ it is clear that the Fredkin gate is more sensitive to the cavity field decay rate $\kappa$ (see equations (23) and (28)). However, the fast iSWAP and the Fredkin gates (i.e. as effective three-level systems) have the same sensitivity to the spontaneous emission when no photonic decay is considered. Following the arguments in section 4, this gate shows great promise in QIP applications within recent cavity QED techniques.
the atom and the second mode. In this case, if the excitation is in the first mode, one finds \(|a 10\rangle \mapsto e^{i \phi / \Delta} |a 10\rangle\); otherwise, \(|a 01\rangle \mapsto |a 01\rangle\).

Different ways can be considered to add a global phase \(\phi\) to the gates already discussed in the previous sections. For instance, the single-qubit phase gate above can be employed for this purpose. That is, in the case of the previous iSWAP gate and after producing the transformations in section 3, an atom initially in the ground state \(|a\rangle\) sent to the first two-mode cavity can introduce a phase to the logical state \(|a 10\rangle\) when the atom is detuned from the first mode \(n_1\) of a qubit, and far detuned from the mode \(n_2\). Then, another atom in \(|a\rangle\) interacting with the second two-mode cavity, where the atom is detuned from \(n_2\) and far detuned from \(n_3\), can add a phase to the logic \(|a 01\rangle\).

6. Conclusion

In summary, our cavity QED systems realize two- and three-qubit gates. It is observed that a multiphoton resonance can be a useful technique for applications in quantum information processing as it involves a process conditional on the presence of various photons. Here we use the theory of multiphoton resonance with a multilevel multiphoton Jaynes–Cummings model. Information is stored in photonic qubits and we produce a set of practical one-qubit, two-qubit, and even three-qubit gates. This works because CQED in a strong-coupling regime offers a high non-linearity with low losses.

The gate interaction time follows from the different expressions for \(g_{\text{eff}}\) and depends on the system, i.e. iSWAP, fast-iSWAP, fast-Fredkin, etc. However, the general form is of order \(\Delta / g^{N+1}\), where there is a prefactor and \(N\) is an integer. However, the adiabatic elimination requires \(\Delta \gg g\) and as seen in, for example, figure 5 it steadily improves as \(\Delta / g\) increases. This does mean that the better the adiabatic condition, the slower the gate. However, a conditional measurement on the ancilla atom can improve the gate operation, without having infinite detuning.

The results of this paper allow us to consider, at these low levels of photonic excitation, whether a bigger practical issue is the spontaneous emission or the cavity decay. What we have found is that for all gates described in this manuscript, the loss of population due to the cavity field decay rate is more significant than the loss of population due to spontaneous emission. Table 2 shows the numerical values of atomic and photonic decays needed for reaching 90% and 50% of the maximum fidelity \(F_0\) (where \(F_0\) is the fidelity of these systems at resonance and in the absence of any decay). It is clear from this table that, firstly, the sensitivity to the atomic decay is almost the same in both the model (1001001) and

![Figure 10](image-url) **Figure 10.** In (a) and (b) the probability of the qubit state \(|a 110\rangle\) in the model (1001001) with non-vanishing photonic and atomic decays. Solid and dashed curves show the numerical and theoretical solutions, respectively. The coupling constants \(g_\ell (\ell = 1, 2, 3, 5, 6)\) all are set to \(g\), and the detunings \(\Delta_{1,2,4,5} = \Delta\) with \(\Delta = 20g\). The effective couplings of the truncated system \(g_{\text{eff}}^{(1)}\) and \(g_{\text{eff}}^{(2)}\) are given by equation (25), and the detunings \(\Delta_1\) and \(\Delta_6\) are defined by the resonance conditions in equation (26). The black, blue, and red lines respectively represent (at the interaction time \(g_{\text{eff}}\)) the system probability \(P \sim (100, 90, 50)/P_0\) with a maximum probability \(P_0 \sim 0.9950\). The three curves corresponding to the values of: (a) the photonic decay rates \(\kappa \sim (0, 0.0174, 0.1186)g/\sqrt{2}\) with \(\Gamma \to 0\), and (b) the atomic decay rates \(\Gamma \sim (0, 0.0976, 0.764)\bar{g}/\sqrt{2}\) with \(\kappa \to 0\).

![Figure 11](image-url) **Figure 11.** The model for a single-qubit Pauli-X gate. A three-level atom with \(\Lambda\) configuration of levels interacting with the optical cavity modes \(\omega_1\) and \(\omega_2\) on the transitions \(|a\rangle \leftrightarrow |b\rangle\) and \(|b\rangle \leftrightarrow |c\rangle\). The transition \(|c\rangle \leftrightarrow |a\rangle\) is coupled by the classical field \(\omega_{\text{class}}\).
the Fredkin gate and the model (11001) in the iSWAP gate. This is because these models have only one unblocked upper state. The model (10001) in the iSWAP gate is less sensitive to cavity decay (κ) since the interaction time in this gate is so long. The sensitivity to photonic decay is more in the model (1001001) in the Fredkin gate compared to the model (11001) in the iSWAP gate since it has more modes and more excitations.

Recently, the strong interaction between a multilevel atom with a multimode field (such as the interactions proposed in our scheme) has been of considerable interest in constructing experiments and is experimentally achievable with the current development in the resonator systems [48–50]. This promises that sufficiently strong interactions between a multilevel atom and a multimode field can be achievable [18], and therefore our scheme can be realized by present cavity QED technology. In addition, it is possible to create analogue systems with superconducting qubits (see, for example, references [20, 21]).

### Appendix A. Adiabatic elimination

Generally, the time evolution of a quantum system is governed by the Schrödinger equation:

\[
\frac{\partial}{\partial t} |\psi(t)\rangle = H |\psi(t)\rangle. \tag{A1}
\]

Applying a Laplace transform shows that

\[
\hat{\psi}(s) = (sI + \hat{H})^{-1} \hat{\psi}(0). \tag{A2}
\]

An approximate solution in Laplace space, therefore, can be expressed as

\[
\hat{\psi}(s) = (sI + \hat{H})^{-1} \hat{\psi}(0). \tag{A3}
\]

In Shore’s method [23] we assume that the full Hamiltonian \( \hat{H} \) is divided into \( \hat{W}_0 \) with states of interest, and states to be eliminated which are represented by the matrix \( \hat{A} \) which is coupled to \( \hat{W}_0 \). In the cases which follow \( \hat{W}_0 \) is either a 2 × 2 matrix (appendices B1 and D) or a 3 × 3 matrix (appendices B2 and C). In either case \( \hat{H} \) can be defined as

\[
\hat{H} = \begin{bmatrix} \hat{W}_0 & \hat{B} \\ \hat{B}^\dagger & \hat{A} \end{bmatrix}.
\]

Then, the inverse of the square matrix \((sI + \hat{H})\) reads

\[
(sI + \hat{H})^{-1} = \left[ -i(s + iA)^{-1}B^\dagger X(s + iA)^{-1} - iXB(s + iA)^{-1} \right]. \tag{A4}
\]

Equation (A4) can be further simplified by introducing the approximation that the eigenvalues of \( \hat{A} \) are much larger in magnitude than the eigenvalues of \( \hat{W}_0 \) [23]. One then finds that

\[
(sI + \hat{H})^{-1} \sim \begin{bmatrix} [s + iW_0 - B(A^{-1}B)]^{-1} & O(1/A) \\ O(1/A) & O(1/A) \end{bmatrix}.
\]
to compare with the three-state version in appendix B2. For further details of the two-state version see reference [14]. In section 2, we have seen that in the interaction picture, and with $|a\ 1010\rangle$ to be the initial state, the Hamiltonian of the atom-field system is:

$$H' = \begin{pmatrix} 0 & g^{ab}_{1} & 0 & 0 \\ g^{ab}_{1} \Delta_1 & 0 & 0 & 0 \\ 0 & g^{bc}_{2} \Delta_2 & 0 & 0 \\ 0 & 0 & g^{cd}_{3} \Delta_3 & 0 \end{pmatrix},$$

(B1)

where the system detunings $\Delta_i$ ($i = 1, 2, 3, 4$) can be defined as

$$\Delta_1 = (\omega^a - \omega^1),$$
$$\Delta_2 = (\omega^a - \omega^1) - (\omega^b - \omega^2),$$
$$\Delta_3 = (\omega^a - \omega^1) - (\omega^b - \omega^2) + (\omega^c - \omega^3),$$
$$\Delta_4 = (\omega^a - \omega^1) - (\omega^b - \omega^2) + (\omega^c - \omega^3) - (\omega^d - \omega^4).$$

(B2)

By following Shore’s method above, the basis states given by $|\Psi(t)\rangle$ in equation (5) can be divided into a couple of subsystems $P|\Psi(t)\rangle$ and $Q|\Psi(t)\rangle$, where $P$ and $Q$ are orthogonal projection operators and $P + Q = 1$. Assuming $P$ consists of the states $|a10\rangle$ and $|a01\rangle$, one finds that the operators $H_0 = PHP$, $A = QHQ$, and $B = PHP$ can be expressed, in the matrix formalism, as

$$H_0 = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}, \quad B = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}, \quad A = \begin{bmatrix} \Delta_1 & g^{bc}_{2} & 0 & 0 \\ g^{bc}_{2} & 0 & 0 & 0 \\ 0 & g^{cd}_{3} \Delta_3 & 0 & 0 \\ 0 & 0 & 0 & \Delta_3 \end{bmatrix}. $$

(B3)

An effective two-level Hamiltonian $H_{\text{eff}}$ can be constructed by $H_{\text{eff}} = H_0 - BA^{-1}B'$. The effective coupling is found to be

$$g_{\text{eff}} = -\frac{g^{ab}_{1} g^{bc}_{2} g^{cd}_{3} g^{da}_{4}}{\Delta_1 \Delta_2 \Delta_3 - \Delta_3 (g^{bc}_{2})^2 - \Delta_1 (g^{cd}_{3})^2},$$

(B4)

and the effective detuning of the two-level system is

$$\Delta_{\text{eff}} = \Delta_4 + \frac{(g^{ab}_{1})^2 (\Delta_2 \Delta_3 - (\Delta_3 (g^{bc}_{2})^2 - \Delta_1 (g^{cd}_{3})^2)}{\Delta_1 \Delta_2 \Delta_3 - \Delta_3 (g^{bc}_{2})^2 - \Delta_1 (g^{cd}_{3})^2},$$

(B5)

$$\approx \Delta_4 + \frac{(g^{ab}_{1})^2}{\Delta_1} - \frac{(g^{cd}_{3})^2}{\Delta_3}. $$

B2. A three-level system

In the case of $Q = |c, 0110\rangle (c, 0110) + |d, 0100\rangle (d, 0100)$, the operators $H_0$, $B$, and $A$ can be given as

$$H_0 = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}, \quad B = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}, \quad A = \begin{bmatrix} \Delta_4 \\ \Delta_4 \\ \Delta_4 \\ \Delta_4 \end{bmatrix}. $$

(B6)

In the space $\{|a1010\rangle, |b0010\rangle, |c0101\rangle\}$, the effective Hamiltonian $H_{\text{eff}}$ can be constructed as

$$H_{\text{eff}} = \begin{bmatrix} 0 & g^{(1)}_{\text{eff}} & 0 & 0 \\ g^{(1)}_{\text{eff}} & 0 & \Delta_4 & \Delta_4 \\ 0 & \Delta_4 & 0 & \Delta_4 \\ 0 & \Delta_4 & \Delta_4 & 0 \end{bmatrix}, \quad \text{B7}

and then the corresponding effective couplings and detunings can be expressed as

$$g^{(1)}_{\text{eff}} = g^{ab}_{1}, \quad g^{(2)}_{\text{eff}} = \frac{g^{bc}_{2} g^{cd}_{3} g^{da}_{4}}{(\Delta_2 \Delta_3 - (g^{bc}_{2})^2) \Delta_4}, $$

(B8)

and the effective detunings

$$\Delta^{(1)}_{\text{eff}} = \Delta_4 - \frac{(g^{bc}_{2})^2 \Delta_3}{(\Delta_2 \Delta_3 - (g^{bc}_{2})^2)}, \quad \Delta^{(2)}_{\text{eff}} = \Delta_4 - \frac{(g^{cd}_{3})^2 \Delta_2}{(\Delta_2 \Delta_3 - (g^{cd}_{3})^2)}. $$

(B9)

Appendix C. A fast Fredkin gate

The Fredkin gate, as a three-qubit gate, can be realized in our scheme as mentioned in section 5. Considering figure 8, this system is governed by the Hamiltonian $H$

$$\hat{H} = \sum_i \omega^i \hat{\sigma}^i + \sum_j \omega^j \hat{a}^j \hat{\sigma}^j + \left[ g_1 \hat{\sigma}^a \hat{a}_1 \hat{\sigma}^a \hat{a}_2 + g_2 \hat{\sigma}^e \hat{a}_1 \hat{\sigma}^e \hat{a}_2 \hat{\sigma}^a \hat{a}_1 \hat{\sigma}^e \hat{a}_2 \hat{\sigma}^e \hat{a}_1 \hat{\sigma}^e \hat{a}_2 \hat{\sigma}^e \hat{a}_1 \hat{\sigma}^e \hat{a}_2 \right], $$

(C1)

where $(i = a, b, c, d, e, f)$ and $(j = 1, 2, 3, 5, 6)$. Beginning with the initial state of the atom-field system $|\Psi(0)\rangle = |a 10, 01, 10\rangle \equiv |a 101\rangle$, the time evolution of $|\Psi(t)\rangle$ can be a superposition

$$|\Psi(t)\rangle = c_1(t)|a 10, 01, 10\rangle + c_2(t)|b 00, 01, 10\rangle$$
$$+ c_3(t)|c 00, 11, 10\rangle + c_4(t)|d 00, 10, 10\rangle$$
$$+ c_5(t)|e 10, 10, 10\rangle + c_6(t)|f 10, 10, 00\rangle$$
$$+ c_7(t)|a 10, 10, 01\rangle + c_8(t)|b 00, 10, 01\rangle$$
$$+ c_9(t)|c 00, 20, 01\rangle. $$

(C2)
As shown above, the system does not terminate in the atomic state $|a\rangle$, and this system has the over-shot states $|b\ 00,\ 10,\ 01\rangle$ and $|c\ 00,\ 20,\ 01\rangle$. To avoid these states to be populated, we always assume the detunings $\Delta_1$ and $\Delta_2$ to be very large. The definitions of the detunings in equation (B2) can be easily employed to define the system detunings $\Delta_i$ (with $i = 1, 2, \ldots, 6$) in the Fredkin gate.

An effective three-level behaviour can be analysed by allowing the $P$-space to include $|a, 101\rangle$, $|d\rangle$, and $|a, 110\rangle$. The states $|b, \ 00, \ 10, \ 01\rangle$, $|c, \ 00, \ 11, \ 10\rangle$, $|\ k, \ 10, \ 10, \ 00\rangle$, $|b, \ 00, \ 10, \ 01\rangle$, and $|c, \ 00, \ 20, \ 01\rangle$ must be off-resonant so that they remain unpopulated. The required matrices for the effective Hamiltonian $H_{\text{eff}} = H_0 - BA^{-1}B^\dagger$ can be expressed as

$$H_0 = \begin{bmatrix}
0 & 0 & \Delta_1 & 0 \\
0 & 0 & 0 & \Delta_2 \\
\Delta_3 & 0 & 0 & 0 \\
0 & \Delta_4 & 0 & 0
\end{bmatrix}, \quad B = \begin{bmatrix} g_{10}^{ab} & 0 & 0 & 0 \\
0 & g_{10}^{cd} & 0 & 0 \\
0 & 0 & g_{60}^{fe} & g_{61}^{fe} \\
0 & 0 & 0 & g_{61}^{fe}
\end{bmatrix}, \quad A = \begin{bmatrix}
\Delta_1 & g_{20}^{be} & 0 & 0 & 0 \\
g_{20}^{be} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \Delta_6 & 0 \\
0 & 0 & \Delta_6 & 0 & \Delta_6 \\
0 & 0 & 0 & \Delta_6 & \Delta_6 + \Delta_2
\end{bmatrix}.$$

The resultant states $|10, 01, 10, a\rangle$, $|00, 10, 10, d\rangle$ and $|10, 10, 01, a\rangle$, the effective Hamiltonian $H_{\text{eff}}$ can be given by equation (B7) where

$$g_{10}^{ab} \approx \frac{\frac{g_{10}^{ab}}{\Delta_2}}{\Delta_1 \Delta_2}, \quad g_{20}^{be} \approx \frac{\frac{g_{20}^{be}}{\Delta_2}}{\Delta_2 \Delta_5}, \quad \Delta_1^{\text{eff}} \approx \Delta_3 + \frac{(g_{10}^{ab})^2}{\Delta_1} - \frac{(g_{20}^{be})^2}{\Delta_2} - \frac{(g_{61}^{fe})^2}{\Delta_4},$$

and

$$\Delta_2^{\text{eff}} \approx \frac{(\Delta_2 - \Delta_3)}{\Delta_5} \approx \frac{(\Delta_2 - \Delta_3)}{\Delta_5} - \frac{(\Delta_2 - \Delta_3)}{\Delta_5} + \frac{(\Delta_2 - \Delta_3)}{\Delta_5},$$

$$\Delta_3^{\text{eff}} \approx \frac{(\Delta_2 - \Delta_3)}{\Delta_5} + \frac{(\Delta_2 - \Delta_3)}{\Delta_5} + \frac{(\Delta_2 - \Delta_3)}{\Delta_5}.$$

### Appendix D. The not gate

The realisation of the single-qubit not gate is possible in our scheme. Considering the model in figure 11, we assume a de-excited third-level atom in the $P$ configuration acting with a dual-mode photonic qubit $|10\rangle$ or $|01\rangle$. The initial state, therefore, can be either the logic $|a\ 10\rangle$ or $|a\ 01\rangle$. Then, the atom interacts with a classical field on the transition $|c\rangle \rightarrow |a\rangle$. The corresponding Hamiltonian describing all such interactions, i.e., the cavity-atom interaction plus the classical field-atom interaction, can be defined as

$$H = \omega_b \hat{a}^\dagger \hat{a} + \omega_c \hat{b}^\dagger \hat{b} + \omega_c \hat{e}^\dagger \hat{e} + \omega_1 \hat{a}^\dagger \hat{a} + \omega_2 \hat{a}^\dagger \hat{a},$$

and

$$\Delta_1^{\text{eff}} \approx \Delta_3 + \frac{(g_{10}^{ab})^2}{\Delta_1} - \frac{(g_{20}^{be})^2}{\Delta_2} - \frac{(g_{61}^{fe})^2}{\Delta_4}.$$

The corresponding effective detuning with $\Delta_1^{\text{eff}} \gg \Delta_2$, $\Omega_2$, $\Delta_3$ is

$$\Delta_1^{\text{eff}} = \Delta_1 - \frac{(\Omega_2/2)^2}{\Delta_1} - (g_{61}^{bc})^2 \Delta_3 + (g_{61}^{bc})^2 \Delta_3,$$

and the effective coupling strength is

$$g_{\text{eff}} = \frac{(\Omega_2/2)^2 + g_{61}^{bc}}{\Delta_1 - (g_{61}^{bc})^2} \approx \frac{\Omega_2 g_{61}^{bc}}{2\Delta_1 \Delta_2}.$$

Given the system in the initial state $|\Psi(0)\rangle = |a\ 10\rangle$, this state evolves into a superposition

$$|\Psi(t)\rangle = c_{10}(t)|c\ 10\rangle + c_{a10}(t)|a\ 10\rangle + c_{b00}(t)|b\ 00\rangle + c_{c01}(t)|c\ 01\rangle + c_{a01}(t)|a\ 01\rangle.$$

Then, by using the Schrödinger equation $\frac{d}{dt} |\Psi(t)\rangle = -i\hat{H} |\Psi(t)\rangle$, a set of amplitude equations, within the rotating wave approximation, can be obtained. To transform these amplitude equations to the frame rotating with the frequencies of the optical fields $\omega_1, \omega_2$, and $\omega_{\text{class}}$, we introduce the transformation (note that the initial state $|a\ 10\rangle$ is set as a zero point energy)

$$c_{10}(t) = c_{10}(t) e^{-i\omega_1t + i\omega_{\text{class}}t} e^{-i\omega_1t},$$

$$c_{a10}(t) = c_{a10}(t) e^{-i\omega_1t + i\omega_{\text{class}}t},$$

$$c_{b00}(t) = c_{b00}(t) e^{-i\omega_1t + i\omega_{\text{class}}t},$$

$$c_{c01}(t) = c_{c01}(t) e^{-i\omega_1t + i\omega_{\text{class}}t},$$

$$c_{a01}(t) = c_{a01}(t) e^{-i\omega_1t + i\omega_{\text{class}}t} e^{-i\omega_2t}.$$
At the resonance condition, the time evolution of the initial state $|a 10\rangle$ or $|a 01\rangle$ can be given by equation (9), and with an appropriate interaction time $\tilde{g}(t)$ and a global phase the Pauli $X$ gate can be easily realized, and the exponential of the not gate is nothing but the rotation operator $\hat{R}_x(\tilde{g}(t))$.
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