Surface-induced non-equilibrium dynamics and critical Casimir forces for model B in film geometry
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Using analytic and numerical approaches, we study the spatio-temporal evolution of a conserved order parameter of a fluid in film geometry, following an instantaneous quench to the critical temperature $T_c$ as well as to supercritical temperatures. The order parameter dynamics is chosen to be governed by model B within mean field theory and is subject to no-flux boundary conditions as well as to symmetric surface fields at the confining walls. The latter give rise to critical adsorption of the order parameter at both walls and provide the driving force for the non-trivial time evolution of the order parameter. During the dynamics, the order parameter is locally and globally conserved; thus, in the limit of thermal equilibrium, the system represents the canonical ensemble. We furthermore consider the dynamics of the nonequilibrium critical Casimir force, which we obtain based on the generalized force exerted by the order parameter field on the confining walls. We identify various asymptotic regimes concerning the time evolution of the order parameter and the critical Casimir force and we provide, within our approach, exact expressions of the corresponding dynamic scaling functions.

I. INTRODUCTION

A fluid at its critical point exhibits scale-invariant long-ranged fluctuations and a drastic slowing-down of its dynamics. The critical behavior is characterized by universal features which are determined by general properties of the fluid, such as the dimensionality of the order parameter (OP), conservation laws, and possibly secondary fields coupled to the OP [1]. In a one-component fluid, the OP $\phi$ is coupled to the OP [1]. In a one-component fluid, the OP $\phi$ is proportional to the deviation of the actual number density $n$ from its critical value $n_c$, i.e., $\phi \propto n - n_c$, while for a binary liquid mixture, $\phi$ is proportional to the deviation of the concentration $C_A$ of species A from its critical value $C_{A,c}$, i.e., $\phi \propto C_A - C_{A,c}$.

Dynamic critical phenomena have been extensively studied in bulk fluids (see, e.g., Refs. [2, 3] for reviews) and in a semi-infinite geometry [4–10]. However, in the case of more strongly confined systems, such as films, theoretical results on dynamic criticality are more scarce. In fact, previous studies [11–16] mostly addressed purely relaxational dynamics, i.e., model A in the nomenclature of Ref. [1], which captures the dynamics of a single non-conserved density, e.g., the magnetization in the case of a ferromagnet near its Curie point. The critical dynamics of a fluid, instead, is described by model B, which, in its simplest realization, encompasses an advection-diffusion equation for the conserved OP, coupled to a diffusive transport equation for the transverse fluid momentum [1]. In passing, we mention that a significant number of studies of (partly) confined fluids exists addressing specific sub-critical phenomena, such as surface-induced phase separation [17–21].

Introducing confinement in a near-critical fluid gives rise to the so-called critical Casimir force (CCF) acting on the confining boundaries [22–23]. Generally, the CCF can result from a confinement-induced long-wavelength cutoff of the fluctuation spectrum as well as from the appearance of slowly decaying OP profiles in the film (see, e.g., Refs. [24–26] for reviews). In the latter case, the CCF lends itself to a description within mean field theory (MFT), which entails neglecting effects of thermal noise. Similarly to critical dynamics, studies on the dynamics of thermal Casimir-like forces in films focused so far mostly on model A [14, 16, 27–32], with the exception of Ref. [33], where model B-like dynamics in a quench far from criticality has been investigated.

Here, we consider a film after an instantaneous quench from a quasi-infinite temperature right to the critical temperature $T_c$ as well as to supercritical temperatures. Thus in the initial state the mean OP profile across the film vanishes [34]. However, at finite temperatures, the presence of effective surface fields at the confining walls gives rise to the build-up of a spatially varying adsorption profile across the film at late times ($t \to \infty$). Accordingly, in the present MFT case the dynamics of the OP and of the resulting CCF is induced solely by the action of surface fields. In order to facilitate an analytical study, we approximate the actual critical fluid dynamics in terms of the mean-field limit of model B, which describes the diffusive dynamics of a single conserved OP but neglects fluctuations. Accordingly, we also assume heat diffusion to be sufficiently fast to provide an effective isothermal environment directly after the quench.

In Ref. [34] it has been shown that in a film, which is close to criticality and confined by the walls of the container, the behavior of the equilibrium CCF depends crucially on whether the OP of the confined fluid is conserved or not. In
particularly, for so-called (+++) boundary conditions, i.e., if the confined fluid is adsorbed with equal strength at both walls, the CCF is attractive in the grand canonical ensemble (globally non-conserved OP), while it is repulsive in the canonical ensemble (globally conserved OP). For model B dynamics in a film with no-flux boundary conditions, the total OP is conserved at all times, i.e.,

$$\Phi(t) \equiv \int_V d^d r \phi(t,r) = \text{const},$$

(1.1)

where the integral runs over the volume $V$ of the film. In Ref. [35], ensemble-induced differences for the CCF have been discussed within a field theoretical treatment and for further boundary conditions. In the present study, we investigate how the equilibrium CCF in the canonical ensemble considered in Ref. [34] emerges dynamically within model B after a temperature quench.

II. GENERAL SCALING CONSIDERATIONS

Here, we formulate the general dynamic scaling behavior expected for the OP and the CCF for a confined fluid (see, e.g., Refs. [14, 34, 36]). We consider systems which are translationally invariant along the lateral film directions, such that, as a consequence of the mean-field approximation, only the transverse coordinate $z$ enters the description. We consider symmetric [(++)] boundary conditions, such that the influence of the confining walls, placed at $z = 0$ and $z = L$, is accounted for by a single parameter $h_1$, describing the strength of both surface fields. In a near-critical film of thickness $L$, the OP $\phi$ fulfills the general homogeneity relation

$$\phi(t,z,\tau,h_1,L) = b^{-\beta/\nu} \phi(tb^{-\delta},z/b,\tau b^{1/\nu},h_1 b^{\Delta_1/\nu},L/b)$$

(2.1)

where $b$ is a scaling factor,

$$\tau \equiv \frac{T - T_c}{T_c}$$

(2.2)

is the reduced temperature, $\beta$ and $\nu$ are standard bulk critical exponents, $\Delta_1$ is a surface critical exponent [34, 36], and $z$ (not to be confused with the spatial coordinate $z$) is the dynamic bulk critical exponent. In model B, one has $z = 4 - \eta$, where $\eta$ is a standard static critical exponent [1, 3]. Within MFT, one has $\eta = 0$ and thus

$$z = 4.$$  

(2.3)

Upon setting $b = L$ in Eq. (2.1) and by introducing appropriate length and time scales, one obtains the following finite-size scaling relation [14, 34]:

$$\phi(t,z,\tau,h_1,L) = \phi_1^{(0)} \left( \frac{L}{\xi_1^{(0)}} \right)^{-\beta/\nu} m(\theta, \zeta, x, H_1)$$

(2.4)

where $m$ is a universal scaling function. We have introduced the following scaling variables:

$$\zeta \equiv z/L,$$

(2.5a)

$$x \equiv \left( \frac{L}{\xi_1^{(0)}} \right)^{1/\nu} \tau = \left( \frac{L}{\xi} \right)^{1/\nu},$$

(2.5b)

$$H_1 \equiv \left( \frac{L}{l_{h_1}^{(0)}} \right)^{\Delta_1/\nu} h_1,$$

(2.5c)

$$\theta \equiv \left( \frac{\xi_1^{(0)}}{L} \right)^{\nu z} \frac{t}{t_+^{(0)}} = \left( \frac{\xi}{L} \right)^{\nu z} \frac{t}{t_+^{(0)}} = \left( \frac{\tau}{x} \right)^{\nu z} \frac{t}{t_+^{(0)}}.$$  

(2.5d)

The non-universal amplitudes $\xi_1^{(0)}$ and $\phi_1^{(0)}$ are defined in terms of the critical behavior of the bulk correlation length $\xi$ above $T_c$, i.e., $\xi(\tau \rightarrow 0) = \xi_1^{(0)} \tau^{-\nu}$, and of the bulk OP $\phi_b$ below $T_c$, i.e., $\phi_b = \phi_1^{(0)}(-\tau)^\beta$. The non-universal amplitude $l_{h_1}^{(0)}$ relates the characteristic length scale $l_{h_1}$ for the OP decay close to the wall (i.e., the so-called
“extrapolation length”) to the strength $h_1$ of the effective surface field via $l_{h_1} = l_{h_1}^{(0)} |h_1|^{-\nu/\Delta_1}$ (see Ref. [34] for further details). The non-universal amplitude $t_+^{(0)}$ is defined via the critical divergence of the relaxation time $t_R$ above $T_c$, i.e., $t_R = t_+^{(0)} \tau^{-\nu_2}$. The bulk correlation length and the relaxation time can be inferred from the exponential decay in space and time of the dynamical bulk correlation function.

In thermal equilibrium, the CCF $\mathcal{K}$ can be defined as the difference of the thermodynamic pressure $p_f = -d\mathcal{F}_f/dL$ of the film and the pressure $p_b$ of the surrounding bulk medium:

$$\mathcal{K}_{eq} = p_f - p_b. \quad (2.6)$$

Here, $\mathcal{F}_f$ denotes the total free energy of the film (per area $A$ of a single wall and $k_B T$), while the bulk pressure is obtained as $p_b = \lim_{L \to \infty} p_f$. Note that the limit is to be performed by keeping the relevant thermodynamic control parameter fixed, which is the external bulk field $\mu$ in the grand canonical ensemble and the mean mass density $\Phi/(AL)$ [see Eq. (1.1)] in the canonical ensemble. In the presence of an OP constraint, the definition of the CCF is, in fact, subtle and we refer to Ref. [34] for further discussion. In Sec. [VI], we shall extend the definition of the CCF to non-equilibrium situations and we shall show that this definition reduces to Eq. (2.6) in the equilibrium limit.

Since near criticality the correlation length $\xi$ and the relaxation time $t_R$ represent the dominant length and time scales, one expects a scaling form analogous to Eq. (2.4) to apply also for the general non-equilibrium CCF $\mathcal{K}$, i.e.,

$$\mathcal{K}(t, \tau, h_1) = L^{-d} \Xi(\theta, x, H_1), \quad (2.7)$$

where $\Xi$ is a scaling function and the scaling variables $\theta$, $x$, and $H_1$ are given in Eq. (2.5).

### III. MODEL

In this section we introduce the dynamic model to be analyzed below. In the following all extensive quantities are understood to be divided by the transverse area $A$. Within our approach the static properties of the OP field $\phi(t, z)$ follow from the standard Landau-Ginzburg free energy functional (defined per area and per $k_B T$):

$$\mathcal{F}[\phi] = \int_0^L dz \left[ (\partial_z \phi)^2 + \mathcal{U}_b(\phi) + \mathcal{U}_s(\phi) \right], \quad (3.1)$$

where

$$\mathcal{U}_b(\phi) = \frac{r}{2} \phi^2 + \frac{g}{4!} \phi^4 \quad (3.2)$$

and

$$\mathcal{U}_s(\phi) = \left[ \frac{1}{2} c \phi^2 - h_1 \phi \right] \left[ \delta(z) + \delta(z - L) \right] \quad (3.3)$$

denote the bulk and the surface contribution, respectively. In Eq. (3.1), the integral runs from $z = 0^-$ up to $z = L^+$.

Within MFT, the coupling constants $r = (\xi_+^{(0)})^{-2} \tau$ and $g = 6(\phi_0^{(0)} \xi_+^{(0)})^{-2}$ are given in terms of the non-universal amplitudes $\xi_+^{(0)}$ and $\phi_0^{(0)}$ introduced in Eqs. (2.4) and (2.5) [37]. The parameters $c$ and $h_1$ in Eq. (3.3) represent the surface enhancement and the surface adsorption strength for the OP, respectively. Here, we focus on the case $c = 0$ and $h_1 > 0$, corresponding to the $(++)$ surface universality class, which describes critical adsorption as observed generically for a confined fluid [38]. Minimization of $\mathcal{F}$ leads to the well-known static boundary conditions [34]

$$\partial_z \phi(t, z = 0) = -h_1 \quad \text{and} \quad \partial_z \phi(t, z = L) = h_1. \quad (3.4)$$

The dynamics of $\phi$ is governed by model B, which, within MFT, is given by [11]

$$\partial_t \phi = -\partial_z J = D \partial_z^2 \mu = D \left\{ -\partial_t^2 \phi + \partial_z^2 \mathcal{U}_b' (\phi) \right\}. \quad (3.5)$$

Here, the diffusivity $D$ is a kinetic coefficient, $J \equiv -D \partial_z \mu$ is the flux, and

$$\mu \equiv \frac{\delta \mathcal{F}_b}{\delta \phi} = -\partial_z^2 \phi + r \phi + \frac{g}{4!} \phi^3 \quad (3.6)$$
is the bulk chemical potential, defined in terms of the corresponding bulk free energy functional $\mathcal{F}_b \equiv \mathcal{F} - \int_0^L dz \mathcal{U}_b(\phi)$. In order to ensure global mass conservation, no-flux boundary conditions are imposed, i.e., $J(t, z = 0) = 0 = J(t, z = L)$, or, equivalently,

$$0 = -\partial_z \mu = \partial_z^3 \phi(t, z) - \left[ r + \frac{g}{2} \partial^2(t, z) \right] \partial_z \phi(t, z), \quad \text{for} \quad z = 0, L. \quad (3.7)$$

The boundary conditions in Eqs. (3.4) and (3.7) apply at all times $t > 0$. They have also been derived in Ref. [5] within a full field theoretical treatment of model B in a half-space.

We focus on the dynamics induced by Eq. (3.5) after an instantaneous quench from a high temperature ($\tau \to \infty$) to a temperature close to $T_c$. In the limit $\tau \to \infty$ the equilibrium OP profile resulting from Eq. (3.1) vanishes so that, accordingly, the initial condition is

$$\phi(t = 0, z) = 0. \quad (3.8)$$

In the course of time, the OP profile attains its equilibrium shape characteristic for critical adsorption under $(++)$ boundary conditions [34]. In the present case, owing to no-flux boundary conditions [Eq. (3.7)], the OP is globally conserved. Equation (3.8) therefore implies

$$\int_0^L dz \phi(t, z) = 0, \quad (3.9)$$

i.e., the so-called “mass” $\Phi(t)$ [per area $A$, see Eq. (1.1)] vanishes at all times $t$.

Within MFT, the dynamical critical exponent is $z = 4$ [Eq. (2.3)] and the finite-size scaling variables in Eqs. (2.4) and (2.5) take the forms

$$\zeta = z/L, \quad (3.10a)$$
$$x = L^2 r, \quad (3.10b)$$
$$H_1 = \sqrt{\frac{g}{6}} L^2 h_1, \quad (3.10c)$$
$$\theta = \frac{D}{L^4} t, \quad (3.10d)$$
$$m(\theta, \zeta) = \sqrt{\frac{g}{6}} L \phi \left( L^4 \theta/D, \zeta L \right). \quad (3.10e)$$

According to Eq. (2.5d), the kinetic coefficient $D$ can be expressed in terms of non-universal amplitudes as $D = (\xi^{(0)})^4/\xi^{(0)}$. Using Eq. (3.10), the dynamic equation of model B [Eq. (3.5)] assumes the dimensionless form

$$\partial_\theta m = \partial_\zeta^3 \left( -\partial_\zeta^2 m + x m + m^3 \right) \quad (3.11)$$

and the boundary conditions in Eqs. (3.4) and (3.7) become

$$\partial_\zeta m(\theta, \zeta = 0) = -H_1, \quad \partial_\zeta m(\theta, \zeta = 1) = H_1, \quad (3.12a)$$
$$\partial_\zeta^3 m(\theta, \zeta) - \left[ x + 3m^2(\theta, \zeta) \right] \partial_\zeta m(\theta, \zeta) = 0, \quad \text{for} \quad \zeta = 0, 1. \quad (3.12b)$$

In the following we proceed with an analysis of this set of equations.

**IV. LINEAR QUENCH DYNAMICS**

In order to facilitate an analytical study of Eq. (3.11), in the free energy functional [Eq. (3.2)] we disregard the term $\propto \phi^4$. This amounts to studying the linearized (or Gaussian) model B,

$$\partial_\theta m = -\partial_\zeta^4 m + x \partial_\zeta^2 m, \quad (4.1)$$

together with Eq. (3.4) and the linearized no-flux boundary condition in Eq. (3.12b), i.e., $\partial_\zeta^3 m - x \partial_\zeta m = 0$. Upon introducing the Laplace transform

$$\hat{m}(s, \zeta) = \int_0^\infty d\theta \ m(\theta, \zeta)e^{-s\theta}, \quad (4.2)$$
Eq. (4.1) turns into
\[ s\dot{m}(s, \zeta) = m(\theta = 0, \zeta) - \partial^2_\zeta \dot{m}(s, \zeta) + x \partial^2_\zeta \dot{m}(s, \zeta). \] (4.3)

Assuming as initial condition a flat profile \( m(\theta = 0, \zeta) = 0 \) [see Eq. (3.8)], Eq. (4.3) reduces to a homogeneous fourth-order differential equation:
\[ s\dot{m}(s, \zeta) = -\partial^2_\zeta \dot{m}(s, \zeta) + x \partial^2_\zeta \dot{m}(s, \zeta). \] (4.4)

This equation is solved by the ansatz \( m(s, \zeta) \propto \exp(\Omega \zeta) \), with the parameter \( \Omega \) taking one of the four possible values \( \{\lambda_+ - \lambda_+^2, -\lambda_+ - \lambda_+^2\} \) where
\[ \lambda_\pm = \frac{1}{\sqrt{2}} \left| x \pm \sqrt{x^2 - 4s} \right|. \] (4.5)

Imposing the (linearized version of the) boundary conditions in Eq. (3.12) yields
\[ \dot{m}(s, \zeta)/H_1 = \frac{x - \lambda_+^2}{s(e^{\lambda_+} - 1) \lambda_- (\lambda_2^2 - \lambda_+^2)} \left[ e^{\lambda_-} + e^{(1-\zeta)\lambda_-} \right] + \frac{x - \lambda_+^2}{s(e^{\lambda_+} - 1) \lambda_+ (\lambda_+^2 - \lambda_+^2)} \left[ e^{\lambda_+} + e^{(1-\zeta)\lambda_+} \right] \] (4.6)
as the solution of Eq. (4.4). Since Eq. (4.6) has only a simple pole in \( s \), at \( s = 0 \), the long-time limit follows from Eq. (4.6) as
\[ m_{eq}(\zeta) = m(\theta \to \infty, \zeta) = \lim_{s \to 0^+} s\dot{m}(s, \zeta) = \frac{H_1}{x} \left( \sqrt{x} \frac{\cosh [1/2 - \zeta] \sqrt{T}}{\sinh (\sqrt{T}/2)} - 2 \right) \] (4.7)
corresponding, in unrescaled quantities, to
\[ \phi_{eq}(z) = \frac{h_1}{L} \left( \frac{L}{\sqrt{T}} \frac{\cosh [(L/2 - z) \sqrt{T}]}{\sinh (L\sqrt{T}/2)} - 2 \right). \] (4.8)

These expressions agree with the ones obtained by minimizing the equilibrium free energy in Eq. (3.1) under the constraint of vanishing total mass, \( \int_0^L dz \phi_{eq}(\zeta) = 0 \) [34]. For later use, we determine \( m_{eq} \) in a few particular limits. At criticality (i.e., \( x = 0 \)), Eq. (4.7) reduces to
\[ m_{eq}(\zeta)|_{x=0} = H_1 \left( \frac{1}{6} - \zeta + \zeta^2 \right), \] (4.9)
and, for general \( x \geq 0 \) and at \( \zeta = 0 \), to
\[ m_{eq}(\zeta = 0)|_{x \geq 0} = H_1 \left[ \coth(\sqrt{x}/2) - \frac{2}{x} \right]. \] (4.10)

Asymptotically for \( x \to \infty \), instead, the OP profile behaves as
\[ m_{eq}(\zeta)|_{x \to \infty} \sim \frac{H_1}{\sqrt{x}} \left( e^{-\zeta \sqrt{x}} + e^{-(1-\zeta) \sqrt{x}} \right). \] (4.11)

We remark that, within linear MFT, the strength \( H_1 \) of the surface field appears as an overall prefactor in the expression for the OP profile. Within nonlinear MFT, the limit \( H_1 \to \infty \), corresponding to the fixed-point of the critical adsorption universality class [33], is ill-defined in the presence of the global OP conservation (see Ref. [34]). In fact, studying the limit \( H_1 \to \infty \) requires to include thermal fluctuations, which is beyond the scope of the present study.

Using Eq. (4.7), the solution for the OP profile can be conveniently written as
\[ \dot{m}(s, \zeta) = \frac{m_{eq}(\zeta)}{s} + \hat{\psi}(s, \zeta), \] (4.12)
where the first term describes the equilibrium profile and \( \hat{\psi} \) encodes the relaxation towards it. The function \( \hat{\psi}(s, \zeta) \) has a regular expansion around \( s = 0 \) in terms of positive integer powers of \( s \) and, therefore, it is defined over the
whole complex plane without a branch cut. The time dependence of $m$ follows from the inverse Laplace transform of $\hat{m}$, i.e.,

$$m(\theta, \zeta) = \frac{1}{2\pi i} \int_C ds \hat{m}(s, \zeta)e^{s\theta}, \quad (4.13)$$

where the contour $C$ runs parallel to the imaginary axis and to the right of the pole of $\hat{m}$ at $s = 0$. Inserting Eq. (4.12) into Eq. (4.13), the contribution from the pole at $s = 0$ renders $m_{eq}(\zeta)$ as the residue. The contribution involving $\hat{\psi}$ reduces to an inverse Fourier transform since the contour $C$ can be shifted onto the imaginary axis. One accordingly obtains

$$m(\theta, \zeta) = m_{eq}(\zeta) + \frac{1}{2\pi} \int_{-\infty}^{\infty} dv \hat{\psi}(iv, \zeta)e^{iv\theta} \quad (4.14)$$

where the second term on the r.h.s. must vanish as $\theta \to \infty$.

Closed analytical expressions for the Laplace inversion in Eq. (4.13) can be obtained in certain asymptotic limits, which are discussed in the following sections. In the general case, the Laplace inversion has to be computed numerically. An efficient and robust approach, which we use here, is provided by the Talbot method [41].

**A. Quench to the critical point ($x = 0$)**

For $x = 0$, Eq. (4.5) reduces to

$$\lambda_{\pm} = \frac{1}{\sqrt{2}}(\pm 1 + i)s^{1/4} \quad (4.15)$$

and the expression for the profile in Laplace space given in Eq. (4.6) becomes

$$\hat{m}(s, \zeta) = \frac{H_1}{2\omega^5} \left[ \cos(\omega \zeta) \cot(\omega/2) - \cosh(\omega \zeta) \coth(\omega/2) + \sin(\omega \zeta) + \sinh(\omega \zeta) \right] \quad (4.16)$$

where we introduced

$$\omega \equiv (-s)^{1/4} = \lambda_+ = s^{1/4} \exp(i\pi/4). \quad (4.17)$$

For definiteness, we consider $(-1)^{1/4} = e^{i\pi/4}$ as the principal branch of the complex root. Since all physical quantities considered here are real-valued, they are not affected by this particular choice. Figure 1(a) illustrates the time evolution of the scaled profile $m(x, \zeta)$ for the linearized model B and for $x = 0$ as determined by the numerical Laplace inversion of Eq. (4.16). The profile starts from a flat configuration [Eq. (3.8), not shown] and evolves towards the equilibrium solution given in Eq. (4.9) (dashed-dotted curve). We proceed with an analysis of the characteristic spatial and temporal scaling behavior of the profile.

**1. Order parameter at the boundary: $m(\theta, \zeta = 0)$**

In order to determine the time evolution of the profile at the boundary, we evaluate Eq. (4.16) at $\zeta = 0$:

$$\hat{m}(s, \zeta = 0) = \frac{H_1}{2\omega^5} \left[ \cot(\omega/2) - \coth(\omega/2) \right]. \quad (4.18)$$

In order to determine the Laplace inversion of this expression, we expand the functions cot and coth in terms of simple fractions (see §1.42 in Ref. [42]), resulting in

$$\hat{m}(s, \zeta = 0) = \frac{H_1}{\omega} \sum_{k=1}^{\infty} \frac{16\pi^2k^2}{\omega^4 - 16\pi^4k^4} \quad (4.19)$$

and finally

$$m(\theta, \zeta = 0) = \frac{H_1}{6} \sum_{k=1}^{\infty} \frac{\exp(-16\pi^4k^4\theta)}{\pi^2k^4}, \quad (4.20)$$
where we used $\sum_{k=1}^{\infty} k^{-2} = \pi^2/6$. The first term on the r.h.s. can be identified as $m_{eq}(\zeta = 0)$ [see Eq. (4.9)]. We note that the expression in Eq. (4.20) occurs in similar form in various contexts and its asymptotic behavior has been
analyzed previously (see Ref. [43] and references therein). For times $\theta \gg \theta_*^c$, with

$$\theta_*^c \simeq \frac{1}{16\pi^4} \sim \mathcal{O}(10^{-4}),$$

(4.21)

the term for $k = 1$ in Eq. (4.20) dominates the sum, implying that

$$m(\theta \gg 1, \zeta = 0) \simeq m_{\text{eq}}(0) - \frac{1}{6\pi^2} H_1 e^{-16\pi^4 \theta},$$

(4.22)

provides the late-time asymptotic behavior of the OP. The asymptotic behavior of Eq. (4.20) for $\theta \to 0$ can be obtained by replacing the sum by an integral, i.e.,

$$m(\theta \to 0, \zeta = 0) \simeq H_1 \int_0^\infty dk \frac{1 - \exp(-16\pi^4 k^4 \theta)}{\pi^2 k^2} = \theta^{1/4} \frac{H_1}{2\pi} \int_0^\infty dp \frac{1 - e^{-p}}{p^{5/4}}.$$

(4.23)

Numerical analysis shows that this approximation is reliable up to times $\theta \simeq \theta_*^c$, such that the asymptotic early-time behavior of the OP at the wall results, upon evaluating the integral in Eq. (4.23), as

$$m(\theta, \zeta = 0) \simeq \frac{H_1}{\sqrt{2\Gamma(5/4)}} \theta^{1/4}, \quad \theta \simeq \theta_*^c. $$

(4.24)

The early-time and late-time behavior of the OP at the wall for $x = 0$ are illustrated in Fig. 1(b) and (c), respectively, where we find excellent agreement between the numerical Laplace inversion of Eq. (4.18) (solid curves) and the asymptotic results in Eqs. (4.22) and (4.24) (dashed lines).

2. Short-time scaling function of the profile

Next we consider the full spatio-temporal evolution of the profile [Eq. (4.16)] at short times near one wall, i.e., for $\theta \to 0$ and $0 < \zeta \ll 1/2$. Inserting Eq. (4.16) into Eq. (4.13) and changing the integration variable to $\sigma = s \theta$ yields

$$m(\theta, \zeta) \simeq \theta^{1/4} \frac{H_1}{4\pi^1} \int_{\mathcal{C}} d\sigma (-\sigma)^{-5/4} \chi_0 \left( -\sigma/\theta^{1/4}, \zeta \right) e^\sigma$$

(4.25)

with $\chi_0(\kappa, \zeta) \equiv \cos(\kappa \zeta) \cot(\kappa/2) - \cosh(\kappa \zeta) \coth(\kappa/2) + \sin(\kappa \zeta) + \sinh(\kappa \zeta)$ and $\kappa \equiv (-\sigma/\theta)^{1/4}$. The integration path $\mathcal{C}$ in the above integral is parametrized as $\sigma = \epsilon + i \sigma''$ with $\sigma'' \in \mathbb{R}$ and $\epsilon \in \mathbb{R}^+$ fixed in order to avoid the pole at $\sigma = 0$ (with the final result being independent of the choice of $\epsilon$). Decomposing $\kappa$ into its real and imaginary parts, $\kappa = \kappa' + i \kappa''$, for $\theta \to 0$ one has $|\kappa'|, |\kappa''| \to \infty$ and, correspondingly, in this limit, keeping the dominant terms of $\chi_0$, leads to [43]

$$\chi_0(\kappa, \zeta) \simeq -\exp(-\kappa \zeta) - i \exp(i \kappa \zeta).$$

(4.26)

Accordingly, Eq. (4.25) takes the scaling form

$$m(\theta \ll \theta_*^c, \zeta \ll 1/2) \simeq H_1 \theta^{1/4} \mathcal{M}(\zeta/\theta^{1/4} = \Theta),$$

(4.27)

with the scaling function

$$\mathcal{M}(\Theta) = \frac{1}{4\pi^1} \int_{\mathcal{C}} d\sigma (-\sigma)^{-5/4} \chi \left( -\sigma^{1/4} \Theta \right) e^\sigma$$

(4.28)

where $\chi(\kappa) \equiv \chi_0(\kappa, 1)$. A numerical analysis of the involved approximations reveals that Eq. (4.27) holds reliably if $(|\sigma| \zeta^{1/4}/\theta^{1/4}) \gtrsim \mathcal{O}(10)$. Since $\zeta \ll 1/2$ and contributions from the integral in Eq. (4.28) are negligible for large $\sigma''$ [45], it follows that Eq. (4.27) applies for times $\theta \lesssim 10^{-4} \ll \theta_*^c$, as indicated. The inverse Laplace transform in Eq. (4.28) can be calculated analytically [46], yielding

$$\mathcal{M}(\Theta) = \frac{2}{\pi} \Gamma(3/4) F_3 \left( -\frac{1}{4}; \frac{1}{4}, \frac{3}{4}; \frac{3}{4}; \frac{\Theta}{4} \right) + \frac{1}{\pi} \Theta^2 \Gamma(5/4) F_3 \left( 1; \frac{3}{4}, \frac{5}{4}, \frac{3}{4}; \frac{\Theta}{4} \right) - \Theta$$

(4.29)

where $\Gamma$ is a standard hypergeometric function [47]. For $\zeta = 0$ and by using Eq. (4.29), Eq. (4.27) reduces to Eq. (4.24). $\mathcal{M}(\Theta)$, which is displayed in Fig. 1(d), represents the exact asymptotic short-time scaling function of the
film profile in model B for $\zeta \ll 1/2$ and coincides with the corresponding expression obtained for a half-space (see Appendix A).

Since, according to Eq. (4.27), $m(\theta, \zeta)/(H_1 \theta^{1/4})$ is solely a function of the scaling variable $\Theta = \zeta/\theta^{1/4}$, in the asymptotic short-time regime any spatial feature of the profile scales subdiffusively $\propto \theta^{1/4}$ with time $\theta$. This applies, in particular, to the position $\zeta_{\text{min}}$ of the global minimum of $m(\theta, \zeta < 1/2)$, for which one finds

$$
\zeta_{\text{min}} \simeq 2.3 \times \theta^{1/4}, \quad \theta \ll \theta^*.
$$

(4.30)
The prefactor follows from the numerically determined minimum of the scaling function $\mathcal{M}$ in Eq. (4.29). In terms of dimensional quantities, Eq. (4.30) corresponds to $z_{\text{min}} \simeq 2.3 \times (Dt)^{1/4}$. As shown in Fig. 1(e), the time evolution of the position of the global OP minimum, as obtained from the numerical Laplace inversion of Eq. (4.16), is accurately captured by Eq. (4.30).

B. Quench to a supercritical temperature ($x \gg 1$)

Here, we focus on the case of large reduced temperatures, $x \gg 1$, and study the associated asymptotic behavior of the OP dynamics, which is expected to differ from the one discussed in the preceding section. In Fig. 2(a), the time evolution of the profile for large $x$ is illustrated, based on the numerical Laplace inversion of Eq. (4.6). In order to proceed with the asymptotic analysis, we note that the time dependence of $m(\theta, \zeta)$ is essentially encoded in the dependence of $\lambda_{\pm}$ on $s$ (Eq. (4.5)) and that, according to Eq. (4.11), the dominant contribution to $m(\theta, \zeta)$ stems from values of $|s| \sim 1/\theta$. For $x \gg 1$, one thus infers from Eq. (4.5) the occurrence of three characteristic regimes: (i) $|s| \gg x^2$, (ii) $x \ll |s| \ll x^2$, and (iii) $|s| \ll x$, which translate to an early-, intermediate-, and late-time asymptotic regime defined by (i) $\theta \ll x^{-2}$, (ii) $x^{-2} \ll \theta \ll x^{-1}$, and (iii) $\theta \gg x^{-1}$, respectively.

1. Early-time asymptotic regime

The behavior of $m(\theta, \zeta = 0)$ for $\theta \to 0$ can be inferred in Laplace space from studying the limit $s \to \infty$ [28]. In this limit, Eqs. (4.5) and (4.6) reduce to the expressions in Eqs. (4.15) and (4.16), respectively. This implies that the short-time properties of the profile for any large but finite $x$ in fact obey the critical scaling discussed in Sec. IV A. Accordingly, at early times, the OP $m(\theta, \zeta = 0)$ at the wall increases as in Eq. (4.24), and the spatial behavior of the OP near the wall is described by Eqs. (4.27) and (4.29). This is confirmed by the plots in Figs. 2(b) and (c), where the position $\zeta_{\text{min}}$ of the global minimum of the OP within the range $0 \leq \zeta < 1/2$ and the time evolution of $m(\theta, \zeta = 0)$, respectively, is illustrated for $x \gg 1$. As discussed above, for $x \gg 1$, the early-time regime (i) crosses over to the intermediate regime (ii) approximately at a time $\theta \sim x^{-2}$, which is indicated in Fig. 2 by dotted vertical lines.

2. Intermediate asymptotic regime

For large $x \gg 1$, an intermediate asymptotic temporal regime is expected to arise for times $\theta$ such that $x^{-2} \ll \theta \ll x^{-1}$. In order to determine the behavior of $m(\theta, \zeta = 0)$ within this regime, we expand the inner square root in Eq. (4.5) around $s = 0$ up to leading order in $s/x^2$, i.e., $\sqrt{x^2 - 4s} \simeq x - 2s/x + O(s^2/x^3)$, which gives

$$
\lambda_+ \simeq \sqrt{x - s/x} \simeq \sqrt{x} \left[1 - \frac{s}{2x^2}\right], \quad \lambda_- \simeq \sqrt{s/x}.
$$

(4.31)

Inserting Eq. (4.31) into Eq. (4.6) and keeping only the dominant terms for $x \gg 1$ with $x \ll |s| \ll x^2$ yields, after Laplace inversion, the OP profile in the intermediate asymptotic regime:

$$
m(\theta, \zeta)|_{x \gg 1} \simeq \frac{H_1}{\sqrt{x}} \exp\left(-\zeta\sqrt{x}\right) - \frac{1}{x\sqrt{\pi} \theta} \exp\left(-\frac{\zeta^2}{4\theta x}\right) + \exp\left(-(1 - \zeta)\sqrt{x}\right) - \frac{1}{x\sqrt{\pi} \theta} \exp\left(-\frac{(\zeta - 1)^2}{4\theta x}\right).
$$

(4.32)
The first and the third term on the r.h.s. render together the asymptotic equilibrium profile reported in Eq. (4.11). Accordingly, the approach of the OP at the wall toward its long-time value $m_{\text{eq}}(\zeta = 0)$ is described by

$$m_{\text{eq}}(\zeta = 0) - m(\theta, \zeta = 0) \simeq \frac{H_1}{\sqrt{\pi x^{3/2}}} \theta^{-1/2}.
$$

(4.33)
FIG. 2. Time-evolution of an initially vanishing [Eq. (3.8)] OP profile $m(\theta, \zeta)$, subject to the linearized model B dynamics [Eqs. (3.12) and (4.1)] in the supercritical regime $x \gg 1$ [see Eq. (3.10b)]. (a) $m(\theta, \zeta)$ as a function of $\zeta$ for rescaled times $\theta = 10^{-8}, 10^{-6}, 10^{-5},$ and $\infty$ corresponding to the solid, dashed, dotted, and dashed-dotted curves, respectively. (b) Position $\zeta_{\text{min}}$ of the global minimum of the profile (within the left half $0 \leq \zeta < 1/2$ of the film) as a function of the rescaled time $\theta$. The dashed line indicates the prediction of Eq. (4.27), where the proportionality factor resulting from a fit is $\approx 2.3$ [Eq. (4.30)]. (c) OP $m(\theta, \zeta = 0)$ at the wall at early times $\theta \ll x^{-2}$. The dashed line indicates the asymptotic prediction given in Eq. (4.24). (d) OP $m(\theta, \zeta = 0)$ at the wall at intermediate times, i.e., for $x^{-2} \ll \theta \ll x^{-1}$. The dashed line represents the intermediate asymptotic law in Eq. (4.33). (e) At late times $\theta \gtrsim x^{-1}$ the OP $m(\theta, \zeta = 0)$ saturates exponentially. The dashed line indicates the asymptotic prediction given in Eq. (4.37). The dotted vertical lines in panels (b), (c), and (d) mark the approximate boundary between the early- and intermediate asymptotic regimes [see the discussion in Sec. IV B as well as Eq. (4.43) below]. The specific values of $x$ in the various panels are chosen for illustrative purposes, as being representative of the various behaviors of the system.
which, as shown in Fig. [2]d, accurately describes the numerical Laplace inversion of Eq. (4.6) within the intermediate asymptotic regime. One recognizes the expression in Eq. (4.32) as the superposition of the two corresponding asymptotic profiles obtained in a half-space [see Eq. (A9) in Appendix A]. Within the intermediate asymptotic regime, the position \( \zeta_{\text{min}} \) of the global minimum of the profile in, e.g., the left half of the film \( (0 \leq \zeta < 1/2) \), effectively follows, as function of time, a logarithmic behavior [see Eq. (A11)]:

\[
\zeta_{\text{min}} \simeq x^{-1/2}[\ln(x^2 \theta) - 1], \quad \text{for} \quad x^{-2} \ll \theta \ll x^{-1}.
\] (4.34)

3. Late-time asymptotic regime

The late-time asymptotic regime pertaining to the case \( x \gg 1 \), arises for times \( \theta \gg x^{-1} \), corresponding to \(|s| \ll x \) in Laplace space. In order to determine the corresponding behavior of the OP, we proceed as in the preceding subsection and insert in Eq. (4.6) the expansion given in Eq. (4.31), keeping only the most relevant terms for \(|s| \ll x \) and \( x \gg 1 \). In Laplace space, this way one obtains the asymptotic profile

\[
\hat{m}(s \ll x, \zeta)|_{x \gg 1} \simeq \frac{2}{s^{\sqrt{x}}} \exp \left( \frac{s}{4x^{3/2}} - \frac{\sqrt{x}}{2} \right) \cosh \left( \frac{1}{2} - \zeta \right) \sqrt{x}
\]

\[
- \frac{1}{\sqrt{x}} \exp \left( \frac{s}{4x^{3/2}} \right) \cosh \left( \frac{1}{2} - \zeta \right) \sqrt{x} / \sinh \left( \frac{1}{2} \sqrt{s/x} \right).
\] (4.35)

Note that, except from a pole at \( s = 0 \), this expression has a regular Laurent expansion in terms of \( s \), with no branch cut. At the wall \( (\zeta = 0) \), Eq. (4.35) reduces to \( \hat{m}(s, \zeta = 0) = \exp(s/(4x^{3/2}))x^{-1/2} \left[ 1 - \coth(\sqrt{s/x}/2)/(\sqrt{s}) \right] \). Using the series representation of \( \coth \) in terms of simple fractions (see, e.g., §1.421 in Ref. [42]), the Laplace inversion is obtained as

\[
m(\theta \gg 1/x, \zeta = 0)/H_1 \simeq \frac{1}{\sqrt{x}} - \frac{2}{x - \frac{4}{x}} \sum_{k=1}^{\infty} \exp \left[ -4\pi^2 k^2 \left( \theta x + \frac{1}{4\sqrt{x}} \right) \right]
\]

\[
= \frac{1}{\sqrt{x}} - \frac{4}{x} \vartheta_3 \left( 0, \exp \left[ -4\pi^2 \left( \theta x + \frac{1}{4\sqrt{x}} \right) \right] \right),
\] (4.36)

where \( \vartheta_3 \) denotes the elliptic Jacobi theta function [47]. In the limit \( \theta \to \infty \), the leading contribution to the sum is given by the term with \( k = 1 \), such that

\[
m(\theta \to \infty, \zeta = 0) \simeq \frac{H_1}{\sqrt{x}} - \frac{4H_1}{x} \exp (-4\pi^2 \theta x), \quad \text{for} \quad x \gg 1.
\] (4.37)

Accordingly, the equilibrium OP at the wall, \( m_{\text{eq}}(\zeta = 0) \simeq H_1/\sqrt{x} \) [see Eq. (4.10)], is approached exponentially at late times. As shown in Fig. 2(e), Eq. (4.37) accurately matches the behavior of the OP determined numerically from the exact expression in Eq. (4.6). A numerical analysis reveals that Eq. (4.37) is, in fact, reliable for \( x \gtrsim 10^4 \).

C. Behavior of the second derivative of the profile

1. Critical quench \((x = 0)\)

For the purpose of analyzing the CCF (see Sec. VI below), it is useful to determine also the behavior of the second derivative of the OP profile \( m(\theta, \zeta) \) at the boundary \( \zeta = 0 \) (or, equivalently, at \( \zeta = 1 \)). Focusing first on a critical quench \((x = 0)\), Eq. (4.16) yields

\[
\partial^2_{\zeta} \hat{m}(s, \zeta)|_{\zeta = 0} = -\frac{H_1}{2\omega^3} \left[ \coth(\omega/2) + \cot(\omega/2) \right]
\] (4.38)

for the Laplace transform of \( m \). Proceeding as in Sec. IV A 1, one finds

\[
\partial^2_{\zeta} m(\theta, \zeta)|_{\zeta = 0} \simeq \frac{H_1}{\sqrt{2} \Gamma(3/4)} \theta^{-1/4}, \quad \text{for} \quad \theta \leq \theta^*.
\] (4.39)
as the short-time asymptotic behavior \[^{49}\]. At late times \(\theta \gtrsim \theta^*_c\), instead, \(\partial^2_x m\) approaches the equilibrium value [see Eq. (4.9)]

\[
\partial^2_x m_{eq}(0)|_{x=0} = 2H_1
\]

exponentially.

2. **Off-critical quench \((x \gg 1)\)**

From Eq. (4.7) one obtains the late-time limit of \(\partial^2_x m\) for \(x \gg 1\) as

\[
\partial^2_x m_{eq}(0) \simeq H_1 \sqrt{x}.
\]

Performing an analysis analogous to the one in Sec. [IVB] yields the following asymptotic behaviors of \(\partial^2_x m\) for \(x \gg 1\) [49]:

\[
\partial^2_x m(\theta,0) \simeq \begin{cases} 
\frac{H_1}{\sqrt{2} \Gamma(3/4)} \theta^{-1/4}, & \theta \ll x^{-2}, \\
\partial^2_x m_{eq}(0) \left( 1 + \frac{1}{2\sqrt{x}} \theta^{-3/2} \right), & x^{-2} \ll \theta \ll x^{-1}, \\
\partial^2_x m_{eq}(0) \left( 1 + \frac{4\pi^2}{x^{3/2}} \right) e^{-4\pi^2 x \theta}, & \theta \gg x^{-1},
\end{cases}
\]

where we note that \(\partial^2_x m_{eq}(0)|_{x \to \infty} \simeq H_1 \sqrt{x}\).

### D. Summary

We have shown that, for \(x \gtrsim 10^2\), the behavior of the OP at the wall, \(m(\theta, \zeta = 0)\), exhibits three characteristic regimes (see Sec. [IVB]):

\[
m(\theta, \zeta = 0) \simeq \begin{cases} 
\frac{H_1}{\sqrt{2} \Gamma(5/4)} \theta^{1/4}, & \theta \ll x^{-2}, \\
m_{eq}(0) \left( 1 - \frac{1}{\sqrt{x}} \theta^{-1/2} \right), & x^{-2} \ll \theta \ll x^{-1}, \\
m_{eq}(0) \left( 1 - \frac{4}{\sqrt{x}} \right) e^{-4\pi^2 x \theta}, & \theta \gg x^{-1},
\end{cases}
\]

where we have used the relationship \(m_{eq}(0) \simeq H_1/\sqrt{x}\) for \(x \to \infty\) [see Eq. (4.10)]. For \(x \lesssim 10^2\), the intermediate asymptotic regime in Eq. (4.43b) effectively disappears, leaving only the early- and late-time regimes, which are characteristic for a critical quench (see Sec. [IV A 1]):

\[
m(\theta, \zeta = 0)|_{x=0} \simeq \begin{cases} 
\frac{H_1}{\sqrt{2} \Gamma(5/4)} \theta^{1/4}, & \theta \ll \theta^*_c, \\
m_{eq}(0) \left( 1 - \frac{1}{\pi^2} e^{-16\pi^4 \theta} \right), & \theta \gg \theta^*_c,
\end{cases}
\]

where \(\theta^*_c \simeq 10^{-4} [\text{see Eq. (4.21)}]\).

At the time \(\theta^* \in \{\theta^*_c, x^{-2}\}\), at which the crossover from the early-time growth [Eq. (4.43a)] to the saturation regime [Eqs. (4.43b) and (4.43c)] occurs, one typically has \(m(\theta^*, 0) \simeq m_{eq}(0)\), i.e., the OP is almost fully equilibrated. Indeed, for \(x \gg 1\), Eq. (4.10) gives \(m_{eq}(0) \simeq H_1/\sqrt{x}\). Approximately at \(\theta \sim x^{-2}\), i.e., at the end of the early-time regime, this value is reached by \(m(\theta, \zeta = 0)\) evolving according to Eq. (4.43a). For \(x \ll 1\), correspondingly, the equilibrium value \(m_{eq}(0) \simeq H_1/6\) predicted by Eq. (4.9) is reached at a time \(\theta \simeq (\sqrt{2}\Gamma(5/4)/6)^4 \simeq 2 \times 10^{-3}\), which follows by equating \(m_{eq}(0)\) with \(m(\theta, 0)\) in Eq. (4.44a) and which is consistent with the estimate of \(\theta^*_c\) in Eq. (4.21).
Notably, for large \( x > 0 \), at the wall the OP \( m \) attains equilibrium much earlier than far from the wall. Indeed, at the end of the early-time regime, i.e., at a time \( \theta \sim \theta^* \sim x^{-2} \), the OP minimum has propagated only a distance \( \zeta_{\min}(\theta^*) \sim x^{-1/2} \lesssim 1/2 \) into the bulk [see Eq. (4.30) and Fig. 2(b)]. A numerical analysis of the full solution in Eq. (4.40) reveals that the two OP minima in the film (see Fig. 2(b)) merge in its middle around a characteristic time

\[
\theta_{\min}^* \sim \min(x^{-1}, \theta^*).
\]

This time scale is close to that of the onset of the exponential saturation regime of the profile [see Eqs. (4.43c) and (4.44b)]. This regime is characteristic for a film, whereas the profile in a half-space only shows the algebraic growth and saturation behaviors reported in Eqs. (4.43a) and (4.43b) (see Appendix A as well as Ref. [5]). Accordingly, the effect of a nonzero reduced temperature \( \theta, \zeta \sim 0 \) always saturates exponentially. Figure 4(b) shows that, upon increasing \( \theta, \zeta \sim 0 \), at the wall the OP \( m \) attains equilibrium much earlier than far from the wall. Indeed, at the end of the early-time regime, i.e., at a time \( \theta \sim \theta^* \sim x^{-2} \), the OP minimum has propagated only a distance \( \zeta_{\min}(\theta^*) \sim x^{-1/2} \lesssim 1/2 \) into the bulk [see Eq. (4.30) and Fig. 2(b)]. A numerical analysis of the full solution in Eq. (4.40) reveals that the two OP minima in the film (see Fig. 2(b)) merge in its middle around a characteristic time

\[
\theta_{\min} \sim \min(x^{-1}, \theta^*).
\]

V. NONLINEAR QUENCH DYNAMICS

In this section, within MFT, we determine the dynamics of the fully nonlinear model B. This is carried out numerically by discretizing Eqs. (3.11) and (3.12) in terms of finite differences on a spatial grid and by integrating the resulting system of first-order ordinary differential equations in time \([50]\). As before, a flat, vanishing profile [Eq. (3.8)] is used as initial configuration \([34]\).

Within the linearized model B, \( H_1 \) merely appears as an overall scaling factor of the profile \( m(\theta, \zeta) \) [see Eq. (4.6)]. The characteristic time scales are independent of \( H_1 \) [see Eqs. (4.43) and (4.44)]. In contrast, the dynamics of the fully nonlinear model B [Eqs. (3.11) and (3.12)] is expected to exhibit an interplay between linear and nonlinear MFT. Notably, in the linear case (see Figs. 1 and 2), the increase of the OP at the wall is supported by transport of mass from the interior of the film, giving rise to a pronounced minimum of the profile moving towards the center. A numerical analysis, illustrated in Fig. 3(b), shows that this minimum follows a subdiffusive law:

\[
\zeta_{\min} \sim 2.4 \times \theta^{1/4}.
\]

Equations (5.1a) and (5.1b) in fact coincide with the results of linear MFT [see Eqs. (4.9) and (4.10)], while Eq. (5.1c) can be obtained from a short-distance expansion within nonlinear MFT (see Ref. [34]). The ranges of validity of the asymptotic behaviors reported above result from a comparison between linear and nonlinear MFT. Notably, in the late-time exponential saturation [Fig. 3(e)], an intermediate asymptotic regime emerges for \( H_1 \approx 1 \), in which the OP saturates algebraically. For \( x = 0 \), the latter regime is not present in linear MFT [see Eq. (4.44) and Fig. 1].

Below, these various regimes are analyzed further.

The effect of a nonzero reduced temperature \( x > 0 \) on the OP dynamics is illustrated in Fig. 4. As shown in panel (a), upon increasing \( x \), the intermediate asymptotic law identified in Fig. 3(b) crosses over from a behavior dominated by the nonlinearity towards that of the linear model B reported in Eq. (4.43b). At late times, the OP at the wall \( m(\theta, \zeta = 0) \) always saturates exponentially. Figure 4(b) shows that, upon increasing \( x \) at fixed \( H_1 \approx 1 \), the dynamics of the OP minimum significantly deviates from Eq. (5.2), which holds at criticality \( x = 0 \). Due to limited numerical
FIG. 3. Time evolution, within the nonlinear model B [Eq. (3.11)], of the OP profile at criticality (x = 0) and for \( H_1 \gg 1 \), starting from a flat, vanishing initial configuration [Eq. (3.8)]. (a) Profile \( m(\theta, \zeta) \) near one wall for various rescaled times \( \theta \). (b) Position of the global minimum of \( m(\theta, \zeta) \) as a function of time \( \theta \); for all values of \( H_1 \gg 1 \), \( \zeta_{\text{min}} \) exhibits essentially the same behavior. (c) Increase of the OP at the wall \( m(\theta, \zeta = 0) \) for various values of \( H_1 \). The dashed line indicates the scaling behavior implied by Eq. (4.44a). (d) Relaxation of the OP at the wall to its equilibrium value \( m_{\text{eq}}(\zeta = 0) \). For large \( H_1 \gg 1 \), an intermediate asymptotic law [Eq. (5.5)] emerges. (e) For times \( \theta \gtrsim \theta_* \approx 10^{-4} \), the relaxation of the OP proceeds exponentially [see Eq. (5.6)].

accuracy, for large \( x \) the evolution of \( \zeta_{\text{min}} \) cannot be followed up to values of \( \zeta_{\text{min}} \sim \mathcal{O}(1) \). However, an inspection of the actual profile \( m(\theta, \zeta) \) reveals that, at a time around \( \theta \sim x^{-1} \), the two minima in the film profile have merged at the center of the system and the profile has essentially reached equilibrium. Accordingly, we conclude that, also for
FIG. 4. Evolution of the rescaled OP profile \(m(\theta, \zeta)\) in a film within the nonlinear model B. (a) Temporal crossover of the OP at the boundary \(m(\theta, \zeta = 0)\) between the linear and the nonlinear intermediate asymptotic behavior, as characterized by the value of \(x/H_1\). The dashed and the dotted lines represent the intermediate asymptotic laws given in Eqs. (4.32) and (4.33), respectively. (b) Position of the global minimum of \(m(\theta, \zeta)\) as a function of time \(\theta\) for large \(H_1 \gg 1\) and various values of \(x/H_1\). The dashed line represents the asymptotic law in Eq. (5.2), identified from the numerical data. Due to the limited numerical resolution, the evolution of \(\zeta_{\text{min}}\) could not be followed up to \(\zeta = 1/2\). However, a visual inspection of the profiles reveals that at the times at which the plotted curves end, the two minima of the film profile (corresponding to \(\zeta_{\text{min}}\) and \(1 - \zeta_{\text{min}}\)) have in fact merged.

FIG. 5. Behavior of \(\partial^2 \zeta m\) as a function of time within the nonlinear model B for various strengths of the surface field \(H_1\) and at criticality \(x = 0\). For small \(H_1\), \(\partial^2 \zeta m\) varies in accordance with Eq. (4.42a) [dashed line in panel (a)], which follows from the linear model B. For large \(H_1\), panel (b) shows that an intermediate asymptotic regime emerges, where \(\partial^2 \zeta m\) approaches its equilibrium value algebraically, i.e., \([\partial^2 \zeta \tilde{m}]_{\zeta=0} \approx [\partial^2 \zeta \tilde{m}]_{\zeta=0} - C \theta^{-2/3}\), with \(C \approx 9\) as determined from a fit [see Eq. (5.8)].

the nonlinear model B, the characteristic time scale for the onset of the interaction between the two walls is given by Eq. (4.45).

We now return to a quantitative discussion of the OP dynamics at the wall, i.e., of \(m(\theta, \zeta = 0)\), within the nonlinear model B. The asymptotic behavior can be analyzed based on the relative weight of the individual terms on the r.h.s. of Eq. (3.11), i.e., \(-\partial^2 \zeta m + x m + m^3\). We emphasize that the term \(\partial^2 \zeta m\) is always relevant, because it is responsible for the emergence of the nontrivial equilibrium profile \(m_{\text{eq}}\) (see also Ref. [34]). In fact, it provides the driving force for the evolution of the profile away from the flat initial configuration. The analysis of the asymptotic dynamics is facilitated by the knowledge of the linear mean-field solutions reported in Sec. IV.

At sufficiently early times \(\theta \ll 1\), \(m\) is small owing to the initial condition in Eq. (3.8). Consequently, \(x m\) and \(m^3\) are negligible and the behavior reported in Eqs. (4.39) and (4.43a) applies, which is solely driven by the term \(\partial^2 \zeta m\) on the r.h.s. of Eq. (3.11). In the course of the early-time dynamics given in Eqs. (4.39) and (4.43a), the term \(x m\) increases and it becomes comparable to \(\partial^2 \zeta m\) around the time

\[
\theta_x \sim x^{-2}, \quad (5.3)
\]
while $\partial^2_t m$ becomes comparable to $m^3$ around the time 

$$
\theta_3^* \sim H_1^{-2}.
$$

The relative magnitude of $\theta_3^*$ and $\theta_3^*$ plays a central role in characterizing the deviation of the time evolution from the linear mean-field behavior, as it is analyzed in the following.

Case $H_1 \ll x$, $x \geq 100$: Since in this case $\theta_3^* \ll \theta_3^*$, the evolution of $m(\theta, 0)$ crosses over at $\theta \sim \theta_3^*$ from the behavior described in Eq. (4.43a) to the intermediate asymptotic regime of linear MFT reported in Eq. (4.33), which requires $x \geq 100$. According to Eqs. (4.43a) and (5.1a), one has 

$$
m(\theta_3^*, 0) \approx 0.78 \times m_{eq}(0) \text{ at the time } \theta_3^*.
$$

Since, in addition, $m_{eq}/(x m_{eq}) \sim H_1^2/x^2 \ll 1$, we conclude that in the present case, the term $m^3$ never exceeds $x m$. Accordingly, the time evolution for $\theta \gtrsim \theta_3^*$ closely follows the behavior of the linear model B given in Eq. (4.43). A numerical analysis confirms that, as expected from Eq. (4.43c), the crossover to the final exponential saturation regime occurs at a time $\theta_3^* \sim x^{-1}$. This crossover corresponds to the point of maximum curvature of the curves plotted in Fig. 4(a).

Case $H_1 \ll x$, $x \leq 100$: For $x \lesssim 100$, the early-time regime, which is described by the linear model B behavior in Eq. (4.43a), proceeds up to the time $\theta_3^* \simeq 10^{-4}$ [Eq. (4.21)], at which $m(\theta_3^*, 0) \approx 0.48 \times m_{eq}(0)$ [see Eq. (5.1a)]. Since $m_{eq}/(x m_{eq}) \sim H_1^2/(36x) \ll 1$, the dynamics is governed by the linear model B also for $\theta > \theta_3^*$, where $m(\theta, 0)$ follows the exponential saturation law reported in Eq. (4.43c).

Case $H_1 \gg x$, $H_1 \gtrsim 100$: In this case one has $\theta_3^* \ll \theta_3^*$ (and $\theta_3^* \lesssim 10^{-4}$), such that the initial algebraic growth law in Eq. (4.43a) is expected to cross over at $\theta \sim \theta_3^*$ to a different behavior characteristic of nonlinear dynamics. A numerical analysis, which is illustrated in Fig. 3(d) for $x = 0$, reveals an effective intermediate asymptotic behavior of the form

$$
m(\theta \gtrsim \theta_3^*, 0) \approx m_{eq}(0) \left(1 - C \theta^{-2/3}\right), \quad \text{with} \quad C \approx 0.2 \times H_1^{-1.2},
$$

where the dependence of $C$ on $H_1$ as well as the value of the exponent of $\theta$ have been determined from a fit of the numerical data. Using Eq. (5.1c), one obtains $m(\theta_3^*, 0) \approx 0.66 \times m_{eq}(0)$ and furthermore $m_{eq}/(x m_{eq}) \sim 21/2 H_1^2/x > 1$, indicating that the linear term $x m$ remains negligible compared to $m^3$ for times $\theta \gtrsim \theta_3^*$. Accordingly, no further intermediate asymptotic law is expected in this case. Instead, we find that, at a time $\theta_3^* > \theta_3^*$, the dynamics crosses over to a final exponential saturation regime,

$$
m(\theta \gtrsim \theta_3^*, 0) \approx m_{eq}(0) \left(1 - \bar{C} e^{-A\theta}\right),
$$

which is illustrated in Fig. 3(e) for $x = 0$. The parameters $\bar{A}$ and $\bar{C}$ are numerically found to depend on $H_1$ and $x$ in a way which does not lend itself to a meaningful fit based on the presently available data. As one infers from Fig. 3(d) for $x = 0$ and for the considered values of $H_1$, the crossover time $\theta_3^*$ depends only weakly on $H_1$ and it can be estimated as

$$
\theta_3^* \sim 10^{-4},
$$

which agrees with Eq. (4.21). For $x \gg 1$, instead, a numerical analysis (data not shown) indicates that the crossover time is approximately given by $\theta_3^* \sim x^{-1}$, which is the same scaling law as in Eq. (4.43c). Equations (5.5) and (5.6) replace the intermediate and late-time asymptotics in Eq. (4.43) in the nonlinear case.

Case $H_1 \gg x$, $H_1 \lesssim 100$: In this case one has $\theta_3^* \gtrsim \theta_3^*$, such that, according to Eq. (4.44), before the nonlinearity becomes relevant, the dynamics crosses over from the early-time growth to an exponential saturation regime at a time $\theta \approx \theta_3^*$. A numerical analysis reveals that this exponential saturation in fact persists until equilibrium is reached. The irrelevance of the nonlinear term is consistent with the fact that, in this case, static linear MFT accurately approximates $m_{eq}$ [see Eq. (5.1a)].

In Fig. 3, the temporal evolution of the second derivative of the profile at the wall, $\partial^2_t m(\theta, \zeta)|_{\zeta=0}$, is illustrated for $x = 0$ and for various values of the surface field $H_1$. For times $\theta \lesssim \theta_3^*$ [Eq. (5.4)], $\partial^2_t m$ generally evolves following the predictions of the linear model B [see Eq. (4.22a)]. For large values of $H_1 \gg 1$ and for $x \ll H_1$, the nonlinear term becomes relevant and causes the appearance of an intermediate asymptotic saturation regime of the form [see Fig. 3(b)]

$$
\partial^2_t m|_{\zeta=0} \approx \partial^2_t m_{eq}|_{\zeta=0} - C \theta^{-2/3}, \quad \text{for} \quad \theta_3^* \ll \theta \ll \theta_3^*,
$$

where $C \approx 9$ follows together with the value of the exponent of $\theta$ from a fit to the numerical data, while $\theta_3^*$ coincides with $\theta_3^*$.

In conclusion, except for the case $H_1 \gg x$, $H_1 \gtrsim 100$, the expressions in Eqs. (4.43) and (4.44), based on the linearized dynamics, generally provide an accurate description of the asymptotic dynamics of the nonlinear model B.
FIG. 6. (a) The generalized force \( K_i \), which is acting along the coordinate direction \( r_i \) \((i \in \{x, y, z\})\) onto a plate of finite extent (thin black rectangle), is obtained via an integration of the derivative of the Hamiltonian density over an arbitrary enclosing volume \( V_p \) [see Eq. (6.3)]. This plate of transverse area \( A \) is located at \( r_i = l_i \) and lies in the plane spanned by the lateral coordinates \( r_\parallel = \sum_{j \in \{x, y, z\} \setminus i} r_j e_j \). (b) Here, the plate represents one of the two boundaries between the film and the surrounding bulk system. Along the lateral directions, both the plate and the volume \( V_p \) are infinitely extended. The force acting on the plate can be interpreted as the CCF [see Eq. (6.8)], which is determined by shifting the surfaces of \( V_p \) (dashed lines) directly next to the corresponding surfaces of the plate.

VI. CRITICAL CASIMIR FORCE

Following Ref. [29], in this section we obtain the dynamic CCF based on the notion of a generalized force associated with the interaction between the OP field \( \phi \) and the boundary. In order to recall the corresponding formalism, we first consider an arbitrary volume \( V \) containing a single plate with finite transverse area [see Fig. 6(a)] and subsequently show how this approach renders the CCF in a film. For simplicity, we assume the plate to be perpendicular to the coordinate axis \( i \in \{x, y, z\} \) and to be located at the position \( r_i = l_i \). The OP \( \phi \) gives rise to the free energy

\[
F = \int_V d^d r \left\{ H_0(\phi(\mathbf{r}), \nabla \phi(\mathbf{r})) + U_p(l_i, \phi(\mathbf{r})) \right\} \equiv \int_V d^d r \left\{ H(l_i, \phi(\mathbf{r}), \nabla \phi(\mathbf{r})) \right\},
\]

(6.1)

where \( H = H_0 + U_p \), \( H_0 \) is an arbitrary bulk Hamiltonian density (energy per volume), and the boundary potential

\[
U_p(l_i, \phi) = \delta(r_i - l_i) U_p(\phi)
\]

(6.2)

accounts for the interaction with strength \( U_p(\phi) \) between the plate and the OP field. (Note that, in contrast to Eq. (3.1), here \( F \) is defined not per unit area and per \( k_B T \).) According to the principle of virtual work, for any configuration of \( \phi \) the generalized force \( K_i \) acting on the plate is given by

\[
K_i = -\frac{\partial F}{\partial l_i} = \int_{V_p} d^d r \frac{\partial U_p(l_i, \phi)}{\partial l_i} = \int_{V_p} d^d r \frac{\partial H(l_i, \phi, \nabla \phi)}{\partial l_i},
\]

(6.3)

where \( V_p \) is an arbitrary volume enclosing the plate as sketched in Fig. 6(a). The last two expressions in Eq. (6.3) follow from the spatially localized nature of the interaction \( U_p \), i.e., from the finite extent of the surface. Note that \( K_i \) depends only on the static free energy functional and is therefore independent of the actual dynamics or conservation laws. Introducing the bulk chemical potential associated with \( F \),

\[
\mu = \frac{\delta F}{\delta \phi} = \frac{\partial H}{\partial \phi} - \nabla_j \left( \frac{\partial H}{\partial \nabla_j \phi} \right),
\]

(6.4)

\( K_i \) can, after some algebra, be expressed as

\[
K_i = -\int_{V_p} d^d r \nabla_j \mathcal{T}_{ij} - \int_{V_p} d^d r \mu \nabla_i \phi
= -\int_{\partial V_p} d^{d-1} s_j \left( \mathcal{T}_{ij} + \mu \delta_{ij} \right) + \int_{V_p} d^d r \left( \nabla_i \mu \right) \phi,
\]

(6.5)
in terms of the standard stress tensor

\[ \bar{T}_{ij} = \frac{\partial \mathcal{H}}{\partial \nabla_i \phi} \nabla_j \phi - \delta_{ij} \mathcal{H}, \quad (6.6) \]

where, in the previous expressions, summing over repeated indices is understood and \( \partial V_p \) denotes the boundaries of \( V_p \).

We now apply this formalism to a film, i.e., a volume bounded by two infinitely extended plates located at \( l_z = 0 \) and \( l_z = L \). Focusing first on the right boundary, the volume \( V_p \) is chosen such that the surfaces of \( V_p \) are located directly next to the corresponding surfaces of the plate, as sketched in Fig. 9(b). We define the CCF \( K \) as the generalized force \([\text{Eq. (6.3)}]\) per area \( A \) acting on the boundary,

\[ K \equiv K_z/A, \quad (6.7) \]

in the limit \( A \to \infty \). We describe the location of the right and the left boundary as \( l_z = L/2 \pm \tilde{l}_z \), respectively, and compute the derivative in Eq. (6.3) with respect to \( \tilde{l}_z \), which ensures that at each boundary a variation \( d\tilde{l}_z > 0 \) increases the film thickness. Accordingly, Eq. (6.3) turns into \( K_z = \mp \partial \mathcal{F}/\partial \tilde{l}_z \) at the right and the left boundary, respectively. Consistently with Eq. (2.6), the resulting CCF is therefore repulsive if the film free energy decreases upon increasing the film thickness. Owing to the no-flux boundary conditions \([\text{Eq. (3.7)}]\), the last term in the second equation of Eq. (6.5) vanishes. Upon taking into account the direction of the surface normals, the CCF finally follows from Eq. (6.5) as

\[ K = \bar{T}_{zz} \big|_{l_z=0,L} - \bar{T}_{zz,b}, \quad (6.8) \]

where

\[ \bar{T}_{ij} \equiv \bar{T}_{ij} + \mu \phi \delta_{ij} = \frac{\partial \mathcal{H}}{\partial \nabla_i \phi} \nabla_j \phi - \delta_{ij}( \mathcal{H} - \mu \phi ), \quad (6.9) \]

and \( \bar{T}_{ij,b} \) denotes the corresponding expression of \( \bar{T}_{ij} \) in the bulk (where, within MFT, gradient terms are absent). Note that Eq. (6.8) has to be evaluated for the actual time-dependent solution \( \phi(t, z) \) of the model B equations \([\text{Eq. (3.5)}]\).

Henceforth we shall call \( \bar{T}_{ij} \) the dynamical stress tensor \([53]\). Remarkably, Eqs. (6.8) and (6.9) coincide with the formal expressions for the equilibrium CCF and the equilibrium stress tensor in the canonical ensemble, respectively, as derived in Ref. [34]. The dynamical stress tensor \( \bar{T}_{ij} \) differs from the standard equilibrium stress tensor \( T_{ij} \) used in the grand canonical ensemble \([21]\) by the term \( \mu \phi \delta_{ij} \) involving the chemical potential \([\text{Eq. (3.6)}]\). In fact, in an unconstrained (grand canonical) equilibrium, \( \mu = \partial \mathcal{F}/\partial \phi = 0 \), such that in this case \( \bar{T}_{ij} = T_{ij} \). However, in nonequilibrium, one generally has \( \mu \phi \neq 0 \), independently from the presence of a global or a local OP conservation law (see also Ref. [29]). For the Landau-Ginzburg free energy functional considered in Eqs. (3.1) and (3.2), one has

\[ \bar{T}_{zz} = \frac{1}{2} (\partial_x \phi)^2 + \frac{1}{2} \nu \phi^2 + \frac{3}{4} g \phi^4 - \phi \partial_z^2 \phi. \quad (6.10) \]

In Ref. [54], the nonequilibrium stress formulation used here has been analyzed further for fluids far from criticality.

In order to proceed, we recall that the film is taken to have a vanishing mass \([\text{see Eq. (3.9)}]\). In accordance with Ref. [34], we therefore also assume that the bulk medium surrounding the film has a vanishing mean OP:

\[ \phi_b = 0. \quad (6.11) \]

Consequently, the associated bulk pressure \( p_b = \bar{T}_{zz,b} = 0 \) vanishes, too. Upon introducing the MFT scaling variables defined in Eq. (2.5), Eq. (6.8) [taking into account Eq. (6.11)] can be brought into the scaling form given in Eq. (2.7):

\[ \mathcal{K} = L^{-4} \Delta_0 \left[ \frac{1}{2} (\partial_x m)^2 + \frac{1}{2} x m^2 + \frac{3}{4} m^4 - m \partial_z^2 m \right] \big|_{\xi = 0, \iota = 0}, \quad (6.12) \]

where

\[ \Delta_0 = \frac{6}{g} = (\phi_t^{(0)} \xi_t^{(0)})^2, \quad (6.13) \]

represents a mean-field amplitude, which can be expressed in terms of the non-universal critical amplitudes \( \phi_t^{(0)} \) and \( \xi_t^{(0)} \) defined in Eqs. (2.4) and (2.5). Consequently, the expression multiplying \( L^{-4} \) on the r.h.s. of Eq. (6.12) represents the suitably normalized scaling function \( \Xi(\theta, x, H_1) \) of the CCF. A ratio of observables independent of \( \Delta_0 \) is provided by \( \mathcal{K}/\mathcal{K}_{eq} \), where \( \mathcal{K}_{eq} \equiv K_{t \to \infty} \) denotes the equilibrium CCF.
A. Critical Casimir forces within linear mean field theory

Here, we analyze the dynamics of the CCF [Eq. (6.8)] emerging within the linear model B, using a flat profile [Eq. (3.8)] as initial condition. Accordingly, the CCF is completely determined by the expression of the profile given in Eq. (4.6). Due to the boundary conditions in Eq. (3.12a), the first term in the square brackets in Eq. (6.8) is constant and equal to $H_1^2/2$. Therefore the scaling function $\Xi$ of the CCF [see Eqs. (2.7), (6.8), (6.12), and (6.13)] reduces to

$$\Xi/\Delta_0 = \frac{1}{2} H_1^2 + \frac{1}{2} x m^2 - m \partial^2 m.$$  

(6.14)

Note that, within the linear model B, $\Xi \propto H_1^2$, because $H_1$ enters the profile $m$ as an overall prefactor [see Eq. (4.6)].

1. Critical quench ($x = 0$)

According to Eqs. (4.39) and (4.44), at early times one has

$$m \partial^2 m \simeq \frac{\sqrt{2}}{\pi} H_1^2, \quad \theta \ll \theta^*_c.$$  

(6.15)

This implies that, correspondingly, the CCF in Eq. (6.14) attains a non-vanishing value:

$$\Xi(\theta \ll \theta^*_c, x = 0, H_1)/\Delta_0 \simeq \left(\frac{1}{2} - \frac{\sqrt{2}}{\pi}\right) H_1^2 > 0.$$  

(6.16)

At late times ($\theta \to \infty$), instead, by using Eq. (4.9), we recover the equilibrium CCF at criticality in the canonical ensemble (see Ref. [34]):

$$\Xi_{eq}(x = 0, H_1) \equiv \Xi(\theta \to \infty, x = 0, H_1) = \frac{1}{6} H_1^2 \Delta_0.$$  

(6.17)

The CCF scaling function $\Xi(\theta, x = 0, H_1)$ at criticality is illustrated as a function of time in Fig. 7(a). Interestingly, the CCF shows a non-monotonic transient behavior which interpolates between the early- and the late-time behaviors indicated above.

2. Non-critical quench ($x \neq 0$)

From Eqs. (4.42) and (4.43) one concludes that, for $x \gg 1$, the early-time behavior in Eq. (6.16) applies to times $\theta \ll x^{-2}$. For $\theta \to \infty$, instead, the equilibrium value of the CCF [34],

$$\Xi_{eq}(x \gg 1, H_1) \equiv \Xi(\theta \to \infty, x \gg 1, H_1) \simeq \frac{2 H_1^2}{x} \Delta_0,$$  

(6.18)

is recovered. The non-equilibrium CCF for $x > 0$ is generally weaker than that at criticality [see Fig. 7(a)], while one observes that, according to Eqs. (6.16) and (6.18), for $x \gg 1$ the magnitude of the CCF generally decreases with time. In the same limit but at intermediate times $\theta$ with $x^{-2} \ll \theta \ll x^{-1}$, the CCF decays as $\Xi \simeq (2\pi x^2 \theta)^{-1}$ [see Fig. 7(b)]. This asymptotic expression follows upon inserting the corresponding expressions for $m$ [Eq. (4.43b)] and $\partial^2 m$ [Eq. (4.42b)] into Eq. (6.14) and by identifying the dominant term in the result. For times $\theta \gtrsim x^{-1}$ the CCF relaxes exponentially towards its equilibrium value (not shown).

In summary, within the linear model B and far from criticality (i.e., $x \gg 1$) the scaling function of the CCF exhibits the following asymptotic behavior:

$$\Xi(\theta, x \gg 1, H_1)/\Delta_0 \simeq \begin{cases} 
\frac{1}{2} - \frac{\sqrt{2}}{\pi}, & \theta \ll x^{-2}, \\
\frac{1}{2\pi x^2} \theta^{-1}, & x^{-2} \ll \theta \ll x^{-1}, \\
\frac{2}{x}, & \theta \gg x^{-1}.
\end{cases}$$  

(6.19a) \hspace{1cm} (6.19b) \hspace{1cm} (6.19c)

For $0 \leq x \leq O(1)$, instead, the critical early- and late-time expressions given in Eqs. (6.16) and (6.17) apply, which occur for times $\theta \lesssim 10^{-4}$ and $\theta \gtrsim 10^{-2}$, respectively.
FIG. 7. Scaling function $\Xi$ of the CCF as a function of time $\theta$ within the linear model B and for various values of the rescaled temperature $x$. In (a), the scaling function $\Xi$ is normalized by $\Delta_0 H^2$, which is a common prefactor arising within linear MFT and which can be expressed in terms of physically accessible quantities [see Eqs. (2.5c) and (6.13) and the related discussions]. The dotted and dashed lines represent the early- and late-time (equilibrium) values of the CCF reported in Eqs. (6.16) to (6.18). In (b), instead, $\Xi$ is normalized by its late-time, equilibrium value. For large $x \gg 1$, the CCF follows an intermediate asymptotic behavior $\Xi \propto \theta^{-1}$ [Eq. (6.19b); dashed line in (b)]. At late times the scaling functions smoothly attain the value 1.

FIG. 8. Illustration of the method used for determining numerically the CCF within the nonlinear model B. In order to minimize numerical errors, the CCF is calculated as an average over various integration volumes $V_p(w)$ [see Eq. (6.21)], which, starting from the outer one, progressively shrink towards the confining surface, as indicated by the dots in the figure. The left surface $V_p(w)$ is located at $z = w$ with $L/2 < w < L$.

### B. Critical Casimir force within nonlinear mean field theory

For the nonlinear model B, the time-dependent OP profile required to evaluate the CCF is determined numerically based on a finite-difference approximation of the dynamical equations as described in Sec. V. However, this approach can lead to numerical inaccuracies whenever the gradient of the OP profile is large, which is typically the case near a wall. In order to reduce the influence of this source of error for the CCF, we evaluate the latter by using the freedom in the choice of the integration volume $V_p$ [see Ref. [29] and Eq. (6.3)]. Specifically, we consider a volume $V_p(w)$ enclosing the right plate which has a surface within the film at position $z = w$ with $L/2 < w < L$ (see Fig. 8). Since this surface is not infinitesimally close to the plate, the second term in the second equation of Eq. (6.5) does not vanish and the generalized force (per area) is given by

$$K(w) = \hat{T}_{zz}\bigg|_{z=w} - \hat{T}_{zz,b} + \int_{w}^{L-\epsilon} dz' \phi(z') \partial_s \mu(z').$$

(6.20)

Here, $\epsilon$ is an infinitesimal quantity which ensures that the integration ends just next to the inner surface of the boundary, noting that next to the outer boundary (i.e., in the bulk) the corresponding contribution would vanish.
FIG. 9. Dynamical CCF [Eq. (6.8)] within the nonlinear model B, computed according to Eq. (6.21). The values of the surface field \( H_1 \) are (from bottom to top) \( H_1 = 10, 30, 130, 10^3, 10^4 \), and \( 10^6 \). The black dots correspond to the values of \( \Xi \) at early times [Eq. (6.16)], which are determined by the linear MFT. The dashed line indicates an algebraic behavior with an effective exponent \( n \simeq 0.8 \).

owing to no-flux boundary conditions. The CCF (which is taken per area), being actually independent of \( w \), can be conveniently obtained from Eq. (6.20) as an average over all possible locations \( w \) between \( L/2 \) and \( L \) [55]:

\[
\mathcal{K} = \frac{1}{L/2} \int_{L/2}^{L/2} dw \mathcal{K}(w) = \frac{1}{L/2} \int_{L/2}^{L/2} dw \left( \bar{T}_{zz} \right)_{z=w} + \int_{w}^{L-\epsilon} dz' \phi(z') \partial_x \mu(z') - \bar{T}_{zz,b} = \frac{2}{L} \int_{L/2}^{L/2} dw \left( \bar{T}_{zz} \right)_{z=w} + (w - \frac{L}{2}) \phi(w) \partial_w \mu(w) - \bar{T}_{zz,b}. \tag{6.21}
\]

We have checked numerically that this procedure renders the equilibrium value of the CCF reported in Eqs. (6.17) and (6.18), as well as in Ref. [34].

In Fig. 9, the CCF obtained from Eq. (6.21) is shown as a function of time at criticality \( (x = 0) \) for various values of the surface field \( H_1 \). According to the analysis in Sec. [V] for \( x = 0 \) the dynamics of the profile is governed by the linear model B for times \( \theta \lesssim \theta^{cr}_z \approx H_1^{-2} \) [Eq. (5.4)]. This applies also to the CCF, which, in this regime, follows the prediction given in Eq. (6.16) (black dots in Fig. 9). Conversely, at times \( \theta \gtrsim 100 \times \theta^{cr}_z \approx 10^{-2} \), the CCF has essentially reached its equilibrium value, given by (see Eq. (6.17) and Ref. [34])

\[
\Xi_{eq}(x = 0, H_1)/\Delta_0 \equiv \Xi(\theta \gg \theta^{cr}_z, x = 0, H_1)/\Delta_0 \simeq \begin{cases} 
\frac{1}{6} H_1^2, & H_1 \ll 100, \\
1.5 \times (\ln H_1)^4, & H_1 \gg 100.
\end{cases} \tag{6.22a}
\]

We recall that the monotonic increase of \( \Xi_{eq} \) upon increasing \( H_1 \) in Eq. (6.22b) is a consequence of the conserved mass in the film [Eq. (3.9)] and of the fact that \( m_{eq}(\zeta \to 0) \sim \zeta^{-1} \) within the nonlinear MFT (see Ref. [34]). For large \( H_1 \gg 1 \), the dynamics of the profile is affected by the nonlinear term (see Sec. [V]), which is reflected in the CCF by the emergence of a characteristic intermediate asymptotic regime occurring for times \( \theta^{cr}_z \lesssim \theta \lesssim \theta^{z}_c \) (see Fig. [9]). A numerical analysis reveals that, within this regime, the CCF follows an algebraic decay, \( \Xi \propto \theta^{-n} \), with an effective exponent \( n \simeq 0.8 \) (dashed line in Fig. [9]).

It was shown in Ref. [34] that, as a consequence of the mass constraint, the equilibrium CCF in the canonical ensemble is repulsive for \((++)\) boundary conditions. Here, we find that this repulsive character applies also to the non-equilibrium CCF over the whole time evolution.

VII. SUMMARY AND OUTLOOK

In the present study, we have investigated the dynamics of the order parameter (OP) and of the critical Casimir force (CCF) in a fluid film after an instantaneous quench from a homogeneous high-temperature phase to a (rescaled) near-critical temperature \( x \) [Eq. (2.5)]. The dynamics of the medium is taken to be described by model B within mean field theory, i.e., by a diffusive transport equation without noise. Initially, the OP profile \( m(\theta = 0, \zeta) = 0 \)
vanishes across the film [Eqs. (2.4), (2.5a), and (2.5d)]. The driving force for the dynamics stems from the presence of symmetric surface fields, which, in the long-time limit $\theta \to \infty$, give rise to an inhomogeneous OP profile across the film characteristic of critical adsorption with $(++)$ boundary conditions. The model B dynamics is supplemented by no-flux boundary conditions acting at the boundaries of the film, such that the total integrated OP within the film is constant at all times: $\int_0^1 d\zeta \, m(\theta, \zeta) = 0$. Accordingly, the model used here realizes the canonical ensemble, the equilibrium, time-independent properties of which have been previously studied in Ref. [34] and have been shown to lead to pronounced differences in the behavior of the CCF compared to the usual grand canonical ensemble. The analytical solution of the linearized model B is supplemented by a numerical solution of the full nonlinear model B equations. Our main findings are summarized as follows:

1. For small values of the surface field $H_1 \lesssim 100$ [Eq. (2.5c)] as well as for large rescaled temperatures $x \gg H_1$, the linear model B provides an accurate description of the full mean field dynamics of the OP in the film.

2. Both at criticality ($x = 0$) and away from it ($x \gg 1$), the OP $m(\theta, \zeta \in \{0, 1\})$ at the walls increases algebraically $\propto \theta^{1/z}$ at early times, where $z = 4$ is the dynamic critical exponent of model B within MFT [see Figs. 1(b) 2(c) and 3(c)]. At late times, the OP at the wall saturates exponentially towards its nonzero equilibrium value [see Figs. 1(c) 2(e) and 3(e)]. These two characteristic behaviors occur both within linear and nonlinear model B dynamics.

3. For quench temperatures far from criticality ($x \gg 1$) as well as for large values of the surface field ($H_1 \gg 1$), an intermediate asymptotic regime emerges between the early- and late-time regime of the OP. Within this intermediate asymptotic regime the OP at the wall saturates algebraically [see Figs. 2(d) and 3(d)].

4. As a consequence of the diffusive nature of the OP transport, in the film two symmetric minima of the OP profile emerge immediately after the quench, moving subdiffusively (with a temporal exponent $1/z$) from each boundary towards the center of the film [see Figs. 1(e), 2(b), and 3(b)].

5. We have introduced a dynamical nonequilibrium CCF $K$ [see Eq. (6.12)] based on the notion of a generalized force generated by an OP field interacting with an inclusion [29]. In the presence of no-flux boundary conditions, the dynamical CCF can be expressed in terms of a dynamic stress tensor [see Eq. (6.9)], which, in equilibrium, reduces to the expressions well-known for the canonical [34] and for the grand canonical ensemble [24], respectively.

6. For model B in the film geometry with $(++)$ boundary conditions, we find that the nonequilibrium CCF $K$ is typically repulsive at all times. At late times, $K$ approaches the equilibrium value of the CCF in the canonical ensemble, which has been analyzed previously in Ref. [34]. At short times, the nonequilibrium CCF is non-vanishing and its value is reliably predicted by the linear model B (see Fig. 9). Depending on the values of the various parameters, the time-dependence of $K$ may be non-monotonic.

As far as future studies are concerned, it would be interesting to assess to which extent the actual critical dynamics of a fluid film (model H) differs from that of model B. This could be addressed, e.g., via Molecular Dynamics or Lattice Boltzmann simulations [56–58]. Extending the present study to $(+)\text{-}(-)$ boundary conditions appears to be a natural and rewarding step. Furthermore, the quench dynamics of the CCF for boundary conditions, which differ from the ones describing critical adsorption, deserves to be studied. In particular, for non-symmetry breaking boundary conditions, such as Dirichlet boundary conditions, the CCF stems solely from thermal fluctuations and the resulting quench dynamics in such films is yet unexplored. Finally, the non-equilibrium dynamics of colloids immersed in a near-critical solvent and driven by CCFs promises to be a fruitful topic for future studies.

Appendix A: Model B in a half-space

We consider Eq. (4.4) in Laplace space:

$$s \hat{m}(s, \zeta) = -\partial^2_{\zeta} \hat{m}(s, \zeta) + x \partial^2_{\zeta} \hat{m}(s, \zeta), \quad (A1)$$

subject to a flat initial configuration [see Eq. (3.8)] and to the appropriate boundary conditions in the half-space:

$$m'(\theta, \zeta = 0) = -H_1, \quad (A2a)$$

$$\partial^3_{\zeta} m(\theta, \zeta = 0) - x \partial^2_{\zeta} m(\theta, \zeta = 0) = 0, \quad (A2b)$$

$$\partial^{(n)}_{\zeta} m(\theta, \zeta \to \infty) = 0, \quad \text{for all } n \geq 0, \quad (A2c)$$
which represent the critical adsorption and no-flux conditions of the OP at the wall, and the flatness of the OP profile far from the wall, respectively. Following Refs. [17, 20], we introduce the Fourier cosine transform,

\[
\hat{m}(s, k) = \int_0^\infty d\zeta \hat{m}(s, \zeta) \cos(k\zeta)
\]  

(A3)

and its inverse,

\[
\hat{m}(s, \zeta) = \frac{2}{\pi} \int_0^\infty dk \hat{m}(s, k) \cos(k\zeta).
\]  

(A4)

Applying these transforms and using the boundary conditions in Eq. (A2), yields the solution of Eq. (A1) in Laplace-Fourier space:

\[
\hat{m}(s, k) = -\frac{k^2 \partial_\zeta \hat{m}(s, \zeta = 0)}{s + k^2(k^2 + x)} = \frac{H_1 k^2}{s[s + k^2(k^2 + x)]}.
\]  

(A5)

In the second equation, we have used the fact that in Laplace space Eq. (A2a) turns into

\[
\hat{\zeta} = \frac{2}{\pi} \int_0^\infty dk \hat{m}(s, k) \cos(k\zeta).
\]  

(A6)

At criticality (x = 0), the inverse Fourier transform of Eq. (A6) yields

\[
m(\theta, \zeta, x, H_1)|_{x=0} = H_1 \Theta^{1/4} \mathcal{M}(\zeta/\Theta^{1/4}),
\]  

(A7)

with the scaling function

\[
\mathcal{M}(\Theta) = \frac{2}{\pi^3} \Gamma\left(\frac{3}{4}\right) 1_F(\frac{1}{4}, \frac{1}{4}, \frac{3}{4}, \frac{3}{4}, \Theta^4),
\]  

(A8)

where \(1_F\) is a hypergeometric function [47]. This expression also provides the asymptotic short-time scaling function for model B in a film [see Eq. (4.29)]. Accordingly, for \(m(\theta, \zeta = 0)\) we recover the same expression as that given in Eq. (4.44a) and obtain the same scaling behavior of the global minimum of \(m(\theta, \zeta)\) as in Eq. (4.30). However, in contrast to the film, the critical profile in a half-space does not saturate but instead increases at all times according to Eq. (A7).

Asymptotically for large \(x \gg 1\), Eq. (A6) one can use the approximation \(k^2 + x \simeq x\), which renders the inverse Fourier transform

\[
m(\theta, \zeta \gg x^{-1/2})|_{x=1} \simeq \frac{H_1}{\sqrt{x}} \exp(-\zeta x) - \frac{H_1}{\sqrt{\pi x^3/2}} \exp\left(-\frac{\zeta^2}{4\theta x}\right).
\]  

(A9)

This expression applies to distances \(\zeta \gg x^{-1/2}\) from the wall. The first term on the r.h.s. in Eq. (A9) represents the asymptotic equilibrium profile [see Eq. (4.11)]. In fact, for \(x \neq 0\) the profile saturates at late times, in contrast to the situation at criticality [see Eq. (A7)]. In order to proceed, we introduce the rescaled variables \(\zeta = \sqrt{x}\zeta\) and \(\hat{\theta} = x^2\theta\), in terms of which Eq. (A9) turns into

\[
m(\hat{\theta}, \hat{\zeta} \gg 1)|_{x=1} \simeq \frac{H_1}{\sqrt{x}} \exp(-\hat{\zeta}) - \frac{1}{\sqrt{\pi \theta}} \exp\left(-\frac{\hat{\zeta}^2}{4\theta}\right).
\]  

(A10)

The position \(\hat{\zeta}_{\text{min}}\) of the global minimum of these profiles is found to increase approximately logarithmically in time,

\[
\hat{\zeta}_{\text{min}}(\hat{\theta}) \simeq 1.4 \times \ln(\hat{\theta}) - 1,
\]  

(A11)

as illustrated in Fig. 10. Accordingly, in terms of the original scaling variables, one has \(\zeta_{\text{min}} \simeq x^{-1/2}[\ln(x^2\theta) - 1]\).
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