Quantum spin dynamics in Fock space following quenches: Caustics and vortices
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Caustics occur widely in dynamics and take on shapes classified by catastrophe theory. At finite wavelengths they produce interference patterns containing networks of vortices (phase singularities). Here we investigate caustics in quantized fields, focusing on the collective dynamics of quantum spins. We show that, following a quench, caustics are generated in the Fock space amplitudes specifying the many-body configuration and which are accessible in experiments with cold atoms, ions or photons. The granularity of quantum fields removes all singularities, including phase singularities, converting point vortices into nonlocal vortices that annihilate in pairs as the quantization scale is increased. Furthermore, the continuous scaling laws of wave catastrophes are replaced by discrete versions. Such ‘quantum catastrophes’ are expected to be universal dynamical features of quantized fields.

Caustics are a wave focusing phenomenon familiar as rainbow arcs [1], twinkling starlight [2] and the lines of focused sunlight on the base of a cup, see Fig. 1. They also occur in fluids as rogue waves [3], tidal bores [4], and large scale structure in the universe [5, 6]. Defined as regions of diverging intensity in the short wavelength limit, caustics commonly take on characteristic shapes, such as the cusp. The reason for this is provided by Thom’s catastrophe theory: only singularities with these shapes are structurally stable against perturbations and hence occur universally [7, 8]. Thom found seven ‘catastrophes’ in up to four dimensions, each forming an equilibrium phase transition [9]. Indeed, at the heart of both caustics and phase transitions lie singularities. However, caustics also occur in non-equilibrium dynamics and in this letter we describe their morphology in dynamical quantum fields.

In two dimensions the structurally stable catastrophe is the cusp described by a quartic generating function $I_c(C_1, C_2; s) = C_1 s + C_2 s^2 + s^4$, where $(C_1, C_2)$ are control parameters (coordinates), and $s$ is a state variable. In physical applications $I_c$ is the action and $s$ labels paths [9]. Classically allowed paths satisfy the principle of stationary action $\partial I_c/\partial s = 0$ which is plotted as a surface in Fig. 1(a). The folded portion has three solutions above each point $(C_1, C_2)$ whereas the non-folded portion has just one. The boundary between them forms a cusp $C_1 = \pm \sqrt{8/27} (C_2)^{3/2}$ which is the geometric catastrophe. It consists of two curves where the action is stationary to higher order: $\partial^2 I_c/\partial s^2 = 0$, giving the locus of points where two solutions coalesce.

The corresponding wave theory with wavenumber $k$ uses $I_c$ to form a path integral over all paths:

$$\Psi_c(C_1, C_2; k) = \sqrt{k} \int_{-\infty}^{\infty} e^{ik(C_1 s + C_2 s^2 + s^4)} ds. \quad (1)$$

For $k = 1$ this is the Pearcey function $\text{Pe}(C_1, C_2)$ which is the universal ‘wave catastrophe’ dressing a cusp [10, 11]. It is straightforward to show that $\Psi_c = k^{\beta} \times \text{Pe}(k^{\sigma} C_1, k^{\sigma} C_2)$ where $\beta = 1/4$ is the Arnold index governing the scaling of the amplitude with $k$ and the exponents $\sigma_1 = 3/4$ and $\sigma_2 = 1/2$ are Berry indices that govern the fringe spacings in the $(C_1, C_2)$-plane [2]. Each class of catastrophe has its own set of scaling exponents but the same general morphology: at large scales ($k \to \infty$) we retrieve geometric caustics with diverging amplitude, but at wavelength scales interference removes the divergences to produce smooth oscillatory patterns. At the finest scales these patterns contain a network of vortex-antivortex pairs [10, 11]. Plots of Pe$(C_1, C_2)$ are given in the Supplementary Material (SM) [12].

‘Quantum catastrophes’ are an extension of these ideas: they occur when wave theory itself is singular and we must (2nd-) quantize the field in order to regulate it. Leonardt has given the example of the logarithmic phase singularity suffered by a wave crossing an event horizon and argued that it is resolved in quantum field theory by the emission of photons as Hawking radiation [19]; Berry and Dennis considered optical phase dislocations (vortex lines) where the phase is undefined and emphasized the role played by vacuum fluctuations [20, 21].

Many-body dynamics provides another stage for exploring quantum catastrophes [22, 23]. Consider the transverse-field Ising model (TFIM) for $N$ spins

$$\hat{H}_{\text{TFIM}} = \frac{1}{N} \sum_{i<j} J_{ij} \hat{\sigma}_i^x \hat{\sigma}_j^x - \Omega \sum_i \hat{\sigma}_i^z \quad (2)$$

where the $\hat{\sigma}$’s are Pauli operators, and $J_{ij}$ and $\Omega$ control spin-spin interactions and the transverse field, respectively. The TFIM can be simulated using trapped ions where two internal states act as spin states $|\uparrow\rangle$ and $|\downarrow\rangle$, and $J_{ij} = J/|\mathbf{r}_i - \mathbf{r}_j|^4$ is engineered by coupling motional and spin degrees of freedom using lasers [24, 26]. In Ref. [27] several hundred ions were prepared in a $\hat{\sigma}_i^z$ eigenstate following which $J_{ij}$ was switched on, generating spin entanglement. In these experiments $\epsilon$ was as small as 0.02 so that $J_{ij}$ becomes independent of position and the system reduces to a two-mode (spin up/down)
quantum field described by the Hamiltonian [28]

\[ \hat{H}_{2M} = \frac{2J}{N} \sum_{z} \hat{S}_{z}^2 - 2\Omega \hat{S}_{z} \]

where \( \hat{S}_{z} = \sum_{z} \hat{\sigma}^{(z)}_{z}/2 \) etc. are collective spin operators. Bose-Einstein condensates (BECs) forming Josephson junctions also realize \( \hat{H}_{2M} \) using either two internal states or by trapping atoms in a double well potential [29–35]. The two polarization states of optical beams provide another example of a two-mode system; nonlinearity can be added in a Kerr medium and configured so as to give polarization squeezing [36–38].

States evolving under \( \hat{H}_{2M} \) live on a generalized Bloch sphere described by the vector \( \hat{S} = (\hat{S}_{x}, \hat{S}_{y}, \hat{S}_{z}) \) of length \( N/2 \) [27, 22]. We work in the \( z \)-basis satisfying \( \hat{S}_{z}|m/N, m\rangle = m|N/2, m\rangle \), where \( m = \frac{1}{2} \times \) (No. of \( \uparrow \) spins – No. of \( \downarrow \) spins). Defining \( z \equiv 2m/N \), which takes values between -1 and +1 in steps of \( 2/N \), we henceforth denote |\( N/2, m \rangle \) by |\( z \rangle \) and a general state is written

\[ |\Psi(t)\rangle = \sum_{z} a_{z}(t)|z\rangle \]

where \( a_{z}(t) \) are Fock-space amplitudes. The conjugate variable to \( z \) is the phase difference \( \phi \equiv \phi_{\uparrow} - \phi_{\downarrow} \) between the two modes. Defining a quantum operator \( \hat{\phi} \) is problematic, but in the semiclassical regime it can be argued that \( \langle \hat{\phi}, z \rangle \approx 2i/N \) [39, 40], where \( 2/N \) is analogous to \( \hbar \) in single-particle quantum mechanics.

Ray caustics—In the classical field (CF) limit \( N \to \infty \), and \( (z, \phi) \) are continuous commuting variables. Quantum fluctuations can be mimicked to some degree via the truncated Wigner approximation [41, 42] where multiple initial conditions are sampled from a quantum distribution but propagated using the classical equations \( \hat{\phi} = \partial_{t} H_{\text{CF}} \) and \( \dot{z} = -\partial_{z} H_{\text{CF}} \), where \( H_{\text{CF}} \equiv \lim_{N \to \infty} H_{2M}/N\Omega = \Lambda z^{2}/2 - \sqrt{1 - z^{2}} \cos \phi \) [43], and \( \Lambda = J/\Omega \). Fig. 2 shows this approach applied to a quench where \( \Lambda \) is changed from 0 to 2.1 at \( t = 0 \). Each ‘ray’ \( z(t) \) has a different initial number difference \( z_{0} \); for the initial quantum distribution we choose a completely undefined \( z_{0} \) implying a well defined phase difference. This corresponds to a paramagnetic state (\( \hat{\phi}^{(z)} \) eigenstate). Thus, the set of initial points \( \{ z_{0} \} \) is uniformly distributed over the range \(-1 \leq z_{0} < 1 \) and when propagated with a finite value of \( \Lambda \) the envelopes of the rays produce a train of cusp shaped caustics as shown in Fig. 2(a). These ray caustics give the geometric level of catastrophe and cause divergences in the probability density as seen on the back panel.

We now switch to a kicked Hamiltonian where \( J \) is flashed on and off once. As shown in Fig. 2(b), this gives a single cusp which avoids interference with subsequent cusps and allows us to perform a quantum calculation analytically. As we are interested in the generic part of the cusp near \( z = 0 \), rather than the deformed part near the edges at \( |z| = 1 \), we replace \( \sqrt{1 - z^{2}} \to 1 \) (valid for times before the cusp reaches \( |z| = 1 \) [12]), giving \( H_{\text{kick}}/N\Omega = \Lambda\delta(t)z^{2}/2 - \cos \phi \).

The appearance of cusp caustics in 2D (\( z + \text{time} \)) is generic. We find similar caustics for other choices of parameters and initial conditions, including the opposite quench where \( \Lambda \) goes from large to small. The cusp train corresponds to quantum revivals [29, 44]: related structures occur in the dynamical diffraction of light [45], kicked rotors [46], and BECs in optical lattices [47].

Quantum caustics—The divergences present in the CF caustic are cured by quantizing the field [22]. The result-
FIG. 3. A quantum catastrophe (upper row) versus a wave catastrophe (lower row). The former is fundamentally discrete, the latter continuous. In both cases divergences present in the geometric cusp (black curves) in Fig. 2 are removed [unlike Fig. 2, we have only plotted times $t > t_0$, where $t_0 = 1/(4\Lambda)$ is the time when the geometric cusp starts]. Parts (a) and (b) plot the probabilities $|a_z(t)|^2$, and phases $\text{Arg}[a_z(t)]$, respectively, of the Fock amplitudes. These are obtained using a numerical solution of the quantum dynamics [see Eq. (SM7)] and live on a discrete grid which we represent graphically as ribbons of finite width $2/N$. Parts (c) and (d) plot $\Psi_{CA}$ given in Eq. (7). Black dots mark phase dislocations: there is a single row of vortices on each side outside the cusp and a pattern of counter-rotating vortex-antivortex pairs inside. However, in the quantum catastrophe all phase singularities are regulated by granularity with some dislocation pairs removed altogether. In this figure $N = 50$ and the vortices in each pair are separated by a single grid spacing, but when $N > 10^4$ we find some pairs separated by two grid spacings. As explained in the main text, the number of grid spacings within a vortex pair is expected to grow as $R \sim N^{1/4}$. The back panels in (a) and (c) plot the probability density at the final time shown. In all images $\Lambda = 2.1$, $\alpha = 0.53$. 
ing quantum catastrophe is displayed in the upper right of Fig. 3. It is formed of the set of amplitudes \( \{ a_i(t) \} \) which we find by solving the many-particle Schrödinger equation \( i\hbar \partial_t |\Psi \rangle = (\tilde{H}_M)_{\text{kick}} |\Psi \rangle \) numerically; for details see the SM [12] (the initial state has been taken to be a Gaussian in Fock space \( |\Psi_0 \rangle = \alpha^{-1/2} (2\pi)^{1/4} \sum_z e^{-(z/2\alpha)^2} |z \rangle \) with width \( \alpha \).

In the semiclassical \( (N \gg 1) \) regime we can proceed analytically. Employing the time evolution operator \( \hat{U}(t, t_i) = T \{ \exp[-(i/\hbar) \int_{t_i}^t \hat{H}_{\text{kick}}(t') dt'] \} \) \( \exp[i(t-t_i)N \cos \hat{\phi}] \exp[-i\Delta N \hat{z}^2/2] \), where \( T \) is the time ordering operator and \( \hat{\phi} \) is the phase operator \([14]\). We have \( |\Psi(t)\rangle = \hat{U}(t, t_i) |\Psi_0 \rangle \). Both \( \phi \) and \( z \) have discrete spectra when \( N \) is finite and their eigenfunctions form a discrete Fourier transform pair \([12, 50]\). We obtain

\[
|\Psi(t, z, N)\rangle = \langle z |\hat{U}(t) |\Psi_0 \rangle = \left(\frac{2\pi}{\alpha N^2}\right)^{1/4} \sum_{p, m = -N/2}^{N/2} e^{-\left(\frac{\pi^2}{\alpha \lambda^2}\right) N^2/4} e^{iN(z-p \lambda)^2 - t \cos \phi_p - \sum_{m} \frac{\lambda z m}{N \alpha \lambda}} |p \rangle
\]

\( \times \sum_{k = -\infty}^{+\infty} e^{-\left(\frac{\pi^2}{\alpha \lambda^2}\right) N^2/4} e^{iN(z+m \lambda)^2 + t \cos u_k + \frac{m^2 \lambda}{N}} |u_k \rangle |\psi_0 \rangle
\]

\( \Psi \approx \left(\frac{\pi}{\alpha N^2}\right)^{1/4} \sum_{k = -\infty}^{+\infty} e^{-\left(\frac{\pi^2}{\alpha \lambda^2}\right) N^2/4} e^{iN((z+m \lambda)^2 + t \cos u_k + \frac{m^2 \lambda}{N})} |\psi_0 \rangle
\]

Vortices—Wave catastrophes contain networks of vortices which are points where the phases of the amplitudes \( a_z(t) = \rho(z, t)e^{i\theta(z, t)} \) (\( \theta \) should not be confused with \( \phi \)) take all values and hence are undefined (phase singularities) and \( \rho = 0 \). These are found by evaluating the phase change \( \Delta \theta = \oint \nabla \theta \cdot dl \) around all possible circuits. Each singly charged vortex gives \( \Delta \theta = \pm 2\pi \).

Remarkably, we find that computing the integral for the exact quantum case (with a ‘minimum phase difference’ rule for handling the discrete steps in the circuit—see \([12]\)) also yields circuits where \( \Delta \theta = \pm 2\pi \). However, the discretization of Fock space prevents true phase singularities: the \( a_z(t) \) live on a grid and are always single valued. Thus, singular points are replaced by nonlocal vortices \([18]\) which are distributed over two or more sites where the phase on each site is always well defined, see Fig. 3. The dots in Figs. 3(b) and 3(a) therefore indicate non-vanishing circuit integrals rather than phase singularities (their exact locations along \( z \) are ambiguous: we plot them between the two sites that share the vortex).

One consequence of granularity is that some Pearcey vortices are missing; we expect a pair to annihilate when they fall within the same integration circuit, see Fig. 4. According to Eq. (7), the wave catastrophe is proportional to \( \text{Pe}(z[3N^3/2t]^{1/4} \times (6N/t)^{1/2}[1/\Lambda - t]) \). Focusing on the dependence along \( z \), the distance between any two points, and in particular between the two members of a vortex pair, scales as \( d_z \propto N^{-3/4} \). Forming the ratio with the quantization length \( d_q = 2/N \) gives a resolution parameter \( R = d_z/d_q \propto N^{-1/4} \). More Pearcey vortices survive when \( R \) is large.

Discrete scaling—The wave catastrophe in Eq. (9) has continuous self-similar scaling (with exponents \( \beta = 1/4, \sigma_1 = 3/4, \sigma_2 = 1/2 \)) so that varying \( N \) is equivalent to scaling the coordinates and amplitude (this has no effect on the ray caustic which is independent of \( N \)). We have verified numerically that the quantum catastrophe also obeys these scaling relations when \( N \gg 1 \) \([12]\). However, at smaller \( N \) the granularity becomes evident: continuous scaling is replaced by a discrete version determined by \( m'/m = (t'N'/tN)^{1/4} \times (t' - t_0)\sqrt{N'/t'} = (t - t_0)\sqrt{N/t} \) which must be simultaneously satisfied. Here \( t_0 = 1/4\Lambda \) marks the cusp tip, and \( m \) and \( m' \) are integers specifying \( z = 2m/N \) and \( z' = 2m'/N \). This is reminiscent of a quantum anomaly where a continuous scaling symmetry of the classical action becomes discrete due to quantum effects \([12, 54]\).

Quantum anomalies are associated with corrections to commutators \([55]\); whereas the wave catastrophe is consistent with the commutator \( [\hat{\phi}, \hat{z}] = 2i/\Lambda \) (which is distinct from a CF where \( [\phi, z] = 0 \)) field quantization leads to \( [\phi, z] = (2i/N)\{1 - (N+1)\phi - (N+2)\phi - (N+3)\} \) \([12, 50, 54]\).

Experimental observation—At any time \( t \) the interference pattern in Fig. 3(a) is the probability distribution for the projection of the total spin along \( z \). For atomic spins...
Conclusion—Quenches in two-mode quantum fields generically give rise to cusp catastrophes in Fock space described by discrete Pearcey functions featuring nonlocal vortices. In the continuum limit these are characterized by three scaling exponents, an example of universality in many-body dynamics [59]. The cusp is a member of a hierarchy: higher-mode fields will display higher catastrophes. For the full many-body wave function this will rapidly become intractable, but in [59] we have initiated the study of catastrophes in correlation functions where the number of dimensions is greatly reduced and even simple catastrophes become relevant.
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