Convolutional Neural Networks and Impact of Filter Sizes on Image Classification
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Abstract
Deep Neural Networks (DNN) in the past few years have revolutionized the computer vision by providing the best results on a large number of problems such as image classification, pattern recognition, and speech recognition. One of the essential models in deep learning used for image classification is convolutional neural networks. These networks can integrate a different number of features or so-called filters in a multi-layer fashion called convolutional layers. These models use convolutional, and pooling layers for feature abstraction and have neurons arranged in three dimensions: Height, Width, and Depth. Filters of 3 different sizes were used like 3×3, 5×5 and 7×7. It has been seen that the accuracy on the training data has been decreased from 100% to 97.8% as we increase the filter size and also the accuracy on the test data set decreases for 3×3 it is 98.7%, for 5×5 it is 98.5%, and for 7×7 it is 97.8%. The loss on the training data and test data per 10 epochs could be seen drastically increasing from 3.4% to 27.6% and 12.5% to 23.02%, respectively. Thus it is clear that using the filters having lesser dimensions is giving less loss than those having more dimensions. However, using the smaller filter size comes with the cost of computational complexity, which is very crucial in the case of larger data sets.
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1. Introduction
Machine learning is widely used for data classification. Many classification algorithms are used like Support Vector Machines (SVM), Neural Networks (NN), K-nearest Neural Network, and Convolutional Neural Networks (CNNs). CNN has gained the best place in the image classification. It is a kind of neural network which can extract useful features too without the manual hand-tuning automatically. These extract the features from the data points like in images to solve the task of image classification or object detection in the images. It can produce the features itself. CNN is a deep NN with the following layers –Input layer: Image, 2D convolutional layer, ReLU layer, Pooling layer, Fully connected layer, Softmax layer, and a Classification layer. The convolutional layers have got
some parameters; these are filter number, filter size, convolutional stride. These networks can have different levels of features or filters in a multilayer fashion, which are known as convolutional layers that can be enriched by increasing the number of stack or depth \([1]\). CNN is like a network having raw image pixels on one end and class score on the other end, which is calculated by a single differentiable function and the loss function SVM or Softmax on the last fully connected layer \([2]\). It was thought that the filter is a black box having some numerical values which do not affect the accuracy of the classification. This is not true; in fact, the CNN filters are having a significant contribution to the accuracy of the classification algorithms \([3]\). In CNN, the input layer has three dimensions, i.e., height, width, and depth, so, the input layer is whose input is an image is taken as three dimensional. Each image is an array of \(28 \times 28 \times 1\), each corresponding to height, width, and depth, respectively. The depth is taken as one because the images are greyscaled. In the end, the Convolutional Network is reducing the full image into class scores having single values. The convolutional network is a sequence of layers, (e.g., Convolutional Layer, Max/Avg Pooling layer, and fully connected layer).

2. Dataset

MNIST Dataset is a database that contains the images of handwritten digits. In total, it has 75000 image examples with their labels. The dataset is divided into three sets, which are the training set, the test set, and the validation set. Sixty thousand examples are used for the training purposes, 10000 samples for the test, and 50000 for the validation \([3]\). The illustrations are bi-level images (black and white only) taken from the NIST dataset, and the size is normalized to fit in a \(20 \times 20\)-pixel box. The examples are to be centered in a \(28 \times 28\)-pixel image with a height of 28, width of 28, and a depth of 1. The images look like in figure 1.

![Figure 1. MNIST dataset image examples](image-url)
3. Architecture

The output from the local regions in the input will be calculated by the convolutional layers, i.e., the dot product of the weights and addition of the bias. Thus, resulting in the volume of \(28 \times 28 \times 16\) if we decide to use 16 filters. The convolutional network will have an input layer followed by the convolutional layers, and the activations are to be calculated by the ReLU layers. Then we have the pooling layer for max/avg pooling, which is going to perform downsampling operation along the spatial dimensions. After that, the output is taken at a fully connected layer/FC layer, which will compute the valid scores for the classes, i.e., for 0-9 classes. Layers used in the Convolutional Neural Networks are as follows:

- **INPUT**: The input is an image of \(28 \times 28 \times 1\) pixel values where the height, width, and depth are 28, 28, and 1, respectively. As the images are the only greyscale, so we are using the depth of one. If the images are colored, then we use the depth of three for each color channel as RGB.

- **Convolutional Layer**: This layer is computing the output of the neurons which are connected to the local regions. The output is calculated as a dot product of the weights and input, then adding some bias \(b\) to it. The result is \(28 \times 28 \times 16\) if we are using 16 filters.
  - **ReLU**: This will apply the activation function to each element. After applying the function, the volume size will not be changed, i.e., \(28 \times 28 \times 16\).
  - **POOL**: This layer is used for the downsampling operation. It is applied along the spatial dimensions, i.e., along the width and height. A long step (stride) is used to downsample the image. We use a stride of 2; thus, the resulting volume will be \(14 \times 14 \times 16\).
  - **FC**: The fully connected layer computes the valid class scores. Every neuron in this layer has to be connected to the neurons in the previous layer. The size of the output is \(1 \times 1 \times 10\), where ten corresponds to the number of classes used. Since digit recognition consists of 0-9; thus, ten classes are used one for each category.

Fourteen layer Convolutional Neural network is used, which is based on the VGG Net [5]. An image of shape \([W, H, D] = 28 \times 28 \times 1\) is used. So in total, we will be having an input of 784 neurons. This image is being fed to the first Convolutional Layer, which contains 64 filters. Then the output is passed to two more convolutional layers 64 filters each. Then we have four more convolutional layers of having 128 filters each and then four more layers of 512 filters each. In every convolutional layer, ReLU is used as an activation function. For the downsampling, a stride of 2 is used after every filter. So the output of the last convolutional layer is having a shape of \([3, 3, 512]\).

After that, the flattening layer is consisting of 4608 neurons. The model will use three fully connected layers to downsample the images ist from 4608 to 2018 then to 1024, and at the end to 10, that will be the class score. Between all these layers, a dropout is used.
The convolutional layer accepts the size in W×H×D, and four hyperparameters are required. Which is the number of filters to be used (K), size of the filter (F), the stride (S) and padding P. The volume produced by the convolutional layer is as follows:

\[
Output \ dimensions = \frac{W-F+2P}{S} + 1 \times \frac{H-F+2P}{S} + 1 \times K
\] (1)

### 4. Accuracy with different filter sizes

Three types of filter sizes were used in the convolutional layers one 3×3, 5×5 and 7×7. The layers with the filter sizes large are computationally costly as it can be seen that bigger filter sizes would have to do many operations as compared to the small sizes. 3×3 is almost three times (2.78) computationally costly than the filter sizes of 5×5. 5×5 filters are computationally cheaper, but there are chances of overfilling.

As 5×5 cover a large area at a time, so it becomes computationally cheaper but covers lesser dimensions at a time [6], [7] have used filters of variable sizes of 1×1 and 3×3 and are based on the Inception V3 model, as shown in Figure 2. This model used the ReLU activation function and is sufficient for dimensionality reduction.

![Figure 2. Inception Modules using filter sizes of 1x1 and 3x3](image)

The accuracy and the losses using the three different sizes of filters (3×3, 5×5 and 7×7) are given in Figure 3 and Figure 4. The Green, Blue, and Red lines correspond to the filter sizes of 3×3, 5×5 and 7×7, respectively. As we can see, the 3×3 has the highest accuracy as compared to the other two, while 5×5 has better accuracy than 7×7 but less accuracy than 3×3. The steepness in the graph is the local minima. The graph shows just the result of the 25% of the epochs. We know the training of the Convolutional Neural Networks is a hard task. So we used less number of the epochs to save time. The performance of these filter sizes is given in Table 1.
Table 1.

| Filter Size | Accuracy on 1500 Epochs | Loss 10 epochs |
|-------------|--------------------------|----------------|
| 3 × 3       | Training: 100% Test: 98.7% | Training: 3.4% Test: 12.5% |
| 5 × 5       | Training: 94.6% Test: 98.5% | Training: 21.4% Test: 22.8% |
| 7 × 7       | Training: 91.97% Test: 97.8% | Training: 27.6% Test: 23.02% |

Figure 3. Accuracy using I, II and III filter sizes I: 3×3, II: 5×5 and III: 7×7
Green: 3×3, Red: 5×5 and Blue: 7×7

Figure 4. Error Rate using I, II and III filter sizes I: 3×3, II: 5×5 and III: 7×7
Green: 3×3, Red: 5×5 and Blue: 7×7
5. Conclusion

Filters of 3 different sizes were used like $3 \times 3$, $5 \times 5$ and $7 \times 7$. It has been seen that the accuracy on the training data has been decreased from 100% to 97.8% as we increase the filter size and also the accuracy on the test data set decreases for $3 \times 3$ it is 98.7%, for $5 \times 5$ it is 98.5%, and for $7 \times 7$ it is 97.8%. The loss on the training data and test data per 10 epochs could be seen drastically increasing from 3.4% to 27.6% and 12.5% to 23.02%, respectively. Thus it is clear that using the filters $3 \times 3$ having lesser dimensions is giving less loss than those having more dimensions. However, using the lower filter size comes with the cost of computational complexity, which is very crucial in the case of larger data sets.
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