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Abstract—Physical layer security has recently been regarded as an emerging technique to complement and improve the communication security in future wireless networks. The current research and development in physical layer security is often based on the ideal assumption of perfect channel knowledge or the capability of variable-rate transmissions. In this work, we study the secure transmission design in more practical scenarios by considering channel estimation errors at the receiver and investigating both fixed-rate and variable-rate transmissions. Assuming quasi-static fading channels, we design secure on-off transmission schemes to maximize the throughput subject to a constraint on secrecy outage probability. For systems with given and fixed encoding rates, we show how the optimal on-off transmission thresholds and the achievable throughput vary with the amount of knowledge on the eavesdropper’s channel. In particular, our design covers the interesting case where the eavesdropper also uses the pilots sent from the transmitter to obtain imperfect channel estimation. An interesting observation is that using too much pilot power can harm the throughput of secure transmission if both the legitimate receiver and the eavesdropper have channel estimation errors, while the secure transmission always benefits from increasing pilot power when only the legitimate receiver has channel estimation errors but not the eavesdropper. When the encoding rates are controllable parameters to design, we further derive both a non-adaptive and an adaptive rate transmission schemes by jointly optimizing the encoding rates and the on-off transmission thresholds to maximize the throughput of secure transmissions.

Index Terms—Physical layer security, channel estimation error, on-off transmission, secrecy outage probability.

I. INTRODUCTION

The broadcast nature of wireless networks makes communication security a critical issue, especially when the information transmitted is important and private. Cryptographic technologies are traditionally used to increase the wireless communication security. On the other hand, physical layer security has been widely regarded as a complement to cryptographic technologies in future networks. Wyner’s pioneering work introduced the wiretap channel model as a basic framework for physical layer security [2], which was extended to broadcast channels with confidential messages described by Csiszár and Körner in [3]. These early works have led to a significant amount of recent research activities taking the fading characteristics of wireless channels into account. One of the key features in providing physical layer security is that the channel state information (CSI) of both the legitimate receiver and the eavesdropper often needs to be known by the transmitter to enable secure encoding and advanced signaling. In recent years, increasing attention has been paid to the impact of the uncertainty in the CSI of both legitimate receiver and eavesdropper’s channels at the transmitter, e.g., [4–8].

Usually, the CSI is obtained at the receiver by channel estimation during pilot transmission. Then, a feedback link (if available) is used to send the CSI to the transmitter. Hence, the accuracy of the channel estimation at the receiver affects the quality of CSI at the transmitter. In the literature of physical layer security, most existing studies assumed that the legitimate receiver has perfect channel estimation. Clearly, this assumption is not very practical, since the channel estimation problem generally is not error-free. In principle, the channel estimation error exists at both the legitimate receiver and the eavesdropper. Assuming perfect estimation at the eavesdropper is more reasonable from the secure transmission design point of view, since it is often difficult or impossible for the transmitter to know the accuracy of the eavesdropper’s channel estimate. Nevertheless, in scenarios where the eavesdropper is just an ordinary user of the network whose performance and other information can be tracked by the transmitter, e.g., [9–11], the consideration of imperfect channel estimation at the eavesdropper becomes relevant. Previous works that study the physical layer security problems considering the imperfect channel estimation at the receiver can be found in [12–14], where [12, 13] considered the channel estimation error at the legitimate receiver and [14] considered the channel estimation error at both the legitimate receiver and the eavesdropper.

Specifically, Taylor et al. presented the impact of the legitimate receiver’s channel estimation error on the performance of an eigenvector-based jamming technique in [12]. Their research showed that the ergodic secrecy rate provided by the jamming technique decreases rapidly as the channel estimation error increases. Zhou and McKay analyzed the optimal power allocation of the artificial noise for the secure transmission considering the impact of imperfect CSI at the legitimate receiver in [13]. They found that it is wise to create more artificial noise by compromising on the transmit power of information-bearing signals when the CSI is imperfectly obtained. Liu et al. [14] adopted the secrecy beamforming scheme to investigate the joint design of training and data transmission signals for wiretap channels. They derived the ergodic secrecy rate for practical systems with imperfect channel estimations at both the legitimate receiver and the
eavesdropper, and found the optimal tradeoff between the energy used for training and data signals based on the achievable ergodic secrecy rate.

The aforementioned works in [12–14] all used the ergodic secrecy rate to characterize the performance limits of systems. The ergodic secrecy rate is an appropriate secrecy measure for systems in which the encoded messages span sufficient channel realizations to capture the ergodic features of the fading channel [15]. In addition, the works in [12–14] implicitly assumed variable-rate transmission strategies where the encoding rates are adaptively chosen according to the instantaneous channel gains. In practice, communication systems sometimes prefer non-adaptive rate transmission to reduce complexity and applications like video streams in multimedia often require fixed encoding rates. Thus, variable-rate transmission strategies are not always feasible.

In this paper, we study the secure on-off transmission design with channel estimation errors, and adopt an outage-based characterization as the security performance measurement. Here the secure on-off transmission scheme is adopted from [15,16] and is essential to control the secrecy performance for systems with fixed encoding rates.

The main contributions of this paper are summarized as follows.

1) We consider quasi-static slow fading channels and use an outage-based formulation to study the secure transmission design with channel estimation errors at the receiver side. This is different from the previous works in [12–14] which used the ergodic secrecy rate as the performance measure.

2) We develop throughput-maximizing secure on-off transmission schemes with fixed encoding rates for different scenarios distinguished on whether or not there is channel estimation error at the eavesdropper, and whether or not the transmitter has the estimated channel quality fed back from the eavesdropper. Our analytical and numerical results show how the optimal design and the achievable throughput vary with the change in the channel knowledge assumptions.

3) For systems in which the encoding rates are controllable parameters to design, we jointly optimize the encoding rates and the on-off transmission thresholds to maximize the throughput of secure transmissions. Both non-adaptive and adaptive rate transmissions are considered. Note that none of the previous works on physical layer security considering the channel estimation error has explicitly involved the rate parameters as part of the design problem.

4) We also analyze how the training (pilot) power affects the achievable throughput of secure transmissions, since the accuracy of the channel estimation depends on the pilot power. One interesting finding is that, in the scenario where both the legitimate receiver and the eavesdropper obtain imperfect channel estimates, increasing the pilot power for more accurate channel estimation can harm the throughput of the secure transmission even if the pilot power is obtained for free.

The remainder of this paper is organized as follows. Section II gives the system model and the assumptions on channel knowledge. Section III analyzes the secure on-off transmission design for systems with fixed encoding rates. Section IV develops two joint rate and on-off transmission designs depending on whether the encoding rates are non-adaptive or adaptive. Numerical results and conclusions are given in Sections V and VI, respectively.

II. System Model

We consider a wireless communication system in which the transmitter, Alice, wants to send confidential information to the intended user, Bob, in the presence of an eavesdropper, Eve. Alice, Bob and Eve are assumed to have a single antenna each. We consider the scenario where both Bob and Eve are mobile users served by the base station, Alice. In order to secure the transmission to Bob against Eve, Alice tracks the channel qualities of both mobile stations by asking them to feed back their estimated instantaneous channel qualities through error-free feedback links.

The main assumptions on the system model made in this paper are listed as follows.

(a) We assume quasi-static fading channels and adopt the block fading model [17], where the channel gains remain constant over a block of symbols (i.e., the transmission of one message) and change independently from one block to the next.

(b) The block-wise transmission is adopted. At the start of each block, pilot symbols are transmitted to enable channel estimation at the receiver. Then, both Bob and Eve estimate their channels and feed the estimated channel qualities back to Alice. Finally, the data symbols are transmitted.

(c) We assume that the transmission power of the pilot symbol can be different from the transmission power of the data symbol.

(d) We assume that the duration of a block is sufficiently long. For simplicity, the time spent on training and feedback is negligible compared with the data transmission time.

(e) We assume that the average signal-to-noise ratios (SNRs) at both Bob and Eve, without the consideration of channel estimation errors, are known at Alice.

Among the above five assumptions, assumptions (a), (b), (e) are more important than assumptions (c) and (d). With assumptions (a) and (b), the receivers are able to provide instantaneous CSI feedback to Alice. Assumption (e) indicates that Alice can obtain the statistics of both Bob and Eve’s channels.

1 The system achieving the ergodic secrecy rate has the implicit assumption of the variable-rate transmission, which is very different from traditional ergodic fading scenarios without the secrecy consideration. A detailed explanation can be found in [15].

2 In this paper, systems with non-adaptive rates are different from systems with fixed rates. The systems with fixed rates indicate that the encoding rates are already given and hence cannot be chosen freely. The systems with non-adaptive rates indicate that the encoding rates can be chosen in the design process but are constant for all message transmissions.

3 Note that only the channel quality, which is a real number as opposed to the complex channel coefficient, is required to be fed back to Alice. In this paper, we assume a high-quality feedback link with negligible quantization errors.
that the availability of (some forms of) instantaneous and
statistical CSI at the transmitter is very important for designing
secure transmission schemes at the physical layer. Assumption
(c) is very general and practical, which is often assumed in
the work related to pilot-symbol-aided channel estimation.
Assumption (d) is made for the simplicity of presenting and
discussing results. This assumption can be relaxed if needed.
For example, if the block length is not sufficient long such
that the time spent on training and feedback is considerable
compared with the data transmission time, we can introduce
a new parameter to represent the ratio of pilot transmission
and feedback time to data transmission time, and include this
parameter when evaluating the system performance.

The data symbol transmitted by Alice is denoted by \( d \). The
transmission power of the data symbol is normalized so that
\( E[|d|^2] = 1 \), where \( E[\cdot] \) is the expectation operation. The
pilot symbol is denoted by \( t \). The ratio of pilot power to data
power is denoted by

\[
\alpha = \frac{E[|t|^2]}{E[|d|^2]} = E[|t|^2].
\]

(1)

Since \( E[|d|^2] = 1 \), we also call \( \alpha \) as the normalized pilot
power (normalized by data power) in this paper. The received
symbols at Bob and Eve are, respectively, given by

\[
y_b = \sqrt{P_b}h_b x_n + n_b,
\]

(2)

\[
y_e = \sqrt{P_e}h_e x_n + n_e,
\]

(3)

where \( h_b \) and \( h_e \) denote the channel gains from Alice to
Bob and Alice to Eve, respectively, each having a zero-mean
complex Gaussian distribution with unit variance, i.e.,
\( \mathcal{CN}(0, 1) \). We assume that Bob and Eve’s channels, i.e., \( h_b \) and
\( h_e \), are independent. This assumption is reasonable for rich-
scattering environment where Bob and Eve are not very close
to each other. The additive white noise with complex Gaussian
distribution \( \mathcal{CN}(0, 1) \) at Bob and Eve are denoted by \( n_b \) and
\( n_e \). The transmitted signal \( x \) can be a data symbol, \( d \), or a pilot
symbol, \( t \). Since the data power is normalized to unity, \( P_b \) and
\( P_e \) represent the average data signal-noise ratios at Bob and
Eve without the consideration of channel estimation errors,
respectively. Thus, \( P_b \) and \( P_e \) are parameters that indicate the
general channel conditions between the transmitter and the
receivers. For example, \( P_b > P_e \) may indicate that the distance
from Alice to Bob is smaller than the distance from Alice to Eve.

A. Channel Estimation

We assume that Bob’s channel is estimated by the MMSE
estimator during pilot transmission. The estimation of Bob’s
channel gain and the estimation error are denoted by \( \hat{h}_b \) and
\( \tilde{h}_b \), respectively. Thus,

\[
h_b = \hat{h}_b + \tilde{h}_b,
\]

(4)

where \( \hat{h}_b \) and \( \tilde{h}_b \) are assumed to have zero-mean complex
Gaussian distributions. The assumption of Gaussian distributed
channel estimation error arises from using the MMSE estimator
for channel estimation in the Bayesian linear model [18],
e.g., pilot-symbol-aided channel estimation [19] as considered
in this work. More specifically, since the channel coefficient,
\( h_b \), has a complex Gaussian distribution and the received sig-
nal, \( y_b \), is a linear function of the channel coefficient, the linear
MMSE estimation becomes the optimal MMSE estimation.

Thus, by using a linear estimator, the estimated channel coeffi-
cient and the estimation error are zero-mean complex Gaussian
distributed. In fact, \( |\hat{h}_b| \) is what Bob feeds back to Alice as the
estimated instantaneous channel quality. The orthogonality
principle implies \( E[|\hat{h}_b|^2] = E[|\hat{h}_b|^2] + E[|\tilde{h}_b|^2] \).
According to [20], the variance of channel estimation error is given by

\[
\beta_b = E[|\tilde{h}_b|^2] = \frac{1}{1 + \alpha P_b T_t}.
\]

(5)

where \( T_t \) is the length of pilot transmission. In this paper, it
is assumed that \( T_t = 1 \). Hence the effect of channel training
is solely characterized by the normalized pilot power, \( \alpha \). For
convenience, we let \( \gamma_b = P_b|\hat{h}_b|^2 \) and \( \tilde{\gamma}_b = P_b|\tilde{h}_b|^2 \), each
having an exponential distribution given by

\[
f_{\gamma_b}(\gamma_b) = \frac{1}{\gamma_b} \exp \left( -\frac{\gamma_b}{P_b(1 - \beta_b)} \right), \quad \gamma_b > 0.
\]

(6)

\[
f_{\tilde{\gamma}_b}(\tilde{\gamma}_b) = \frac{1}{P_b \beta_b} \exp \left( -\frac{\tilde{\gamma}_b}{P_b \beta_b} \right), \quad \tilde{\gamma}_b > 0.
\]

(7)

We assume that Bob uses the estimated channel gain for data
detection. Then, the actual instantaneous SNR at Bob can be
written as [21]

\[
\gamma_b = \frac{P_b|\hat{h}_b|^2}{P_b|\hat{h}_b|^2 + 1} = \frac{\gamma_b}{\tilde{\gamma}_b + 1}.
\]

(8)

We assume that Eve’s channel is also estimated by the
MMSE estimator. The estimation of Eve’s channel gain and
the estimation error are denoted by \( \hat{h}_e \) and \( \tilde{h}_e \), respectively.
Thus,

\[
h_e = \hat{h}_e + \tilde{h}_e.
\]

(9)

Under the assumption of using MMSE estimator for channel
estimation in the Bayesian linear model, \( h_e \) and \( \tilde{h}_e \) have zero-
mean complex Gaussian distributions. In fact, \( |\hat{h}_e| \) is what
Eve is required to feed back to Alice as the estimated instan-
taneous channel quality. The orthogonality principle implies \( E[|\hat{h}_e|^2] = E[|\hat{h}_e|^2] + E[|\tilde{h}_e|^2] \).
In addition, the variance of channel estimation error is given by

\[
\beta_e = E[|\tilde{h}_e|^2] = \frac{1}{1 + \alpha P_e T_t}.
\]

(10)

where we assume \( T_t = 1 \). Similar, we let \( \tilde{\gamma}_e = P_e|\tilde{h}_e|^2 \)
and \( \gamma_e = P_e|\hat{h}_e|^2 \), each having an exponential distribution given by

\[
f_{\gamma_e}(\gamma_e) = \frac{1}{\gamma_e} \exp \left( -\frac{\gamma_e}{P_e(1 - \beta_e)} \right), \quad \gamma_e > 0,
\]

(11)

\[
f_{\tilde{\gamma}_e}(\tilde{\gamma}_e) = \frac{1}{P_e \beta_e} \exp \left( -\frac{\tilde{\gamma}_e}{P_e \beta_e} \right), \quad \tilde{\gamma}_e > 0.
\]

(12)

With the MMSE channel estimation, the actual instantaneous
SNR for data detection at Eve can be written as

\[
\gamma_e = \frac{P_e|\hat{h}_e|^2}{P_e|\hat{h}_e|^2 + 1} = \frac{\gamma_e}{\tilde{\gamma}_e + 1}.
\]

(13)
It should be noted that in principle Eve is able to further improve the channel estimation by performing joint channel and data detection, while Alice has no mechanism to tell if this is the case. As a robust approach for achieving secrecy, Alice may assume the worst case scenario where Eve perfectly knows her own channel. Then, the actual instantaneous SNR at Eve is \( \gamma_e = P_e|h_e|^2 \), which has an exponential distribution given by

\[
f_{\gamma_e}(\gamma_e) = \frac{1}{P_e} \exp\left(-\frac{\gamma_e}{P_e}\right), \quad \gamma_e > 0.
\]

### B. Channel Knowledge

As mentioned before, Alice asks both Bob and Eve to feed back their estimated instantaneous channel qualities after the pilot transmission phase. Since Bob is the intended user, we simply assume that Alice has and trusts the feedback from Bob with the knowledge of \( \hat{\gamma}_b = P_b|h_b|^2 \) as Bob’s estimated instantaneous SNR. The actual instantaneous SNR at Bob is given in (8). However, Eve is an eavesdropper, and may not cooperate with Alice. Hence, Alice may not obtain or trust the feedback information from Eve. In this work, we specifically investigate the following three scenarios with different assumptions on the channel knowledge:

- **Scenario 1**: Alice has and trusts the feedback from Eve, knowing \( \bar{\gamma}_e = P_e|h_e|^2 \) as the estimate of the instantaneous SNR at Eve. Eve uses the MMSE channel estimate \( \hat{h}_e \) for data detection, and hence the actual instantaneous SNR at Eve is given in (13).

- **Scenario 2**: Alice has and trusts the feedback from Eve, knowing \( \hat{\gamma}_e = P_e|h_e|^2 \) as the estimate of the instantaneous SNR at Eve. Eve is assumed to perfectly know her own channel, and the actual instantaneous SNR at Eve is \( \gamma_e = P_e|h_e|^2 \).

- **Scenario 3**: Alice does not have or trust Eve’s feedback, and hence has no knowledge about Eve’s instantaneous channel. However, the statistics of Eve’s channel, i.e., \( P_e \), is still assumed to be known at Alice. Eve perfectly knows her own channel, and the actual instantaneous SNR at Eve is \( \gamma_e = P_e|h_e|^2 \).

In fact, the three scenarios above can also be interpreted as follows. Scenario 1 represents the case where Eve is exactly identical to other mobile users. Scenario 2 generally represents the case where Alice has partial information about Eve’s channel gain, while allowing Eve to have perfect knowledge on her own channel. Scenario 3 is valid for the case where Alice has no feedback from Eve. This scenario is perhaps the most practical one with current communication protocols where the channel feedback is only obtained from the intended receiver. Scenario 3 is also a robust approach for secrecy that allows Eve to have malicious behaviors, e.g., feeding wrong information back to Alice.

It should be noted that Scenario 2 is the least-practical scenario compared with Scenarios 1 and 3. However, it is necessary to stress the value of studying Scenario 2 in this paper. From the legitimate users’ perspectives, Scenario 1 represents the most desirable case, where Alice has the feedback from Eve and Eve has imperfect CSI. In contrast, Scenario 3 represents the worst case, where Alice has no feedback from Eve and Eve has perfect CSI. There are two different CSI assumptions between these two scenarios, one on the feedback from Eve to Alice and the other on the CSI knowledge at Eve. From theoretical point of view, it is meaningful to see the impact of changing one of the CSI assumptions on the secure transmission design. To this end, Scenario 2 is introduced as it only differs from Scenario 1 or 3 in one CSI assumption. Thus, Scenario 2 enables us to compare the secure transmissions with different CSI assumptions changing in step. For instance, the difference in the results between Scenarios 1 and 2 shows the effect of the CSI quality at Eve. The difference between Scenarios 2 and 3 shows the effect of the availability of CSI feedback.

### C. Secure Encoding

We consider the widely-adopted wiretap code [2] for confidential message transmissions. There are two rate parameters, namely, the codeword transmission rate, \( R_b \), and the confidential information rate, \( R_s \). The positive rate difference \( R_c = R_b - R_s \) is the cost to provide secrecy against the eavesdropper. A length \( M \) wiretap code is constructed by generating \( 2^{M R_b} \) codewords \( x^M(w, v) \) of length \( M \), where \( w = 1, 2, \ldots, 2^{M R_b} \) and \( v = 1, 2, \ldots, 2^{M(R_b - R_c)} \). For each message index \( w \), we randomly select \( v \) from \( \{1, 2, \ldots, 2^{M(R_b - R_c)}\} \) with uniform probability and transmit the codeword \( x^M(w, v) \). From [2] [22, Theorem 1] [23, Definition 2], perfect secrecy cannot be achieved when \( R_b < C_e \), where \( C_e \) denotes Eve’s channel capacity, \( C_e = \log_2(1 + \gamma_e) \). Also, Bob is unable to decode the received codewords correctly when \( R_b > C_b \), where \( C_b \) denotes Bob’s channel capacity, \( C_b = \log_2(1 + \gamma_b) \). Thus, given a pair of the rate choices, \( R_b \) and \( R_s \), the secrecy outage probability [16], \( p_{\text{so}} \), and the connection outage probability, \( p_{\text{co}} \), are defined as

\[
p_{\text{so}} = \Pr(C_e > R_b - R_s \mid \text{message transmission}), \quad (15)
\]

\[
p_{\text{co}} = \Pr(C_b < R_b \mid \text{message transmission}), \quad (16)
\]

where \( \Pr(\cdot) \) denotes the probability measure. Note that both outage probabilities are conditioned on the message transmission. The security level and the reliability level of a transmission scheme can then be measured by the secrecy outage probability and the connection outage probability, respectively.

### III. On-Off Transmission Design

In this section, we consider each of the three scenarios described in Section II and show how to design transmission schemes with good throughput performance, whilst satisfying certain constraints on the reliability and security levels. In particular, we consider the on-off transmission: Alice decides whether or not to transmit according to the information about Bob and Eve’s estimated instantaneous SNRs, i.e., transmission takes place when the estimated instantaneous SNR at Bob, \( \bar{\gamma}_b \), is greater than a certain threshold, \( \mu_b \), and the estimated instantaneous SNR at Eve, \( \gamma_e \), is less than another threshold, \( \mu_e \), while transmission is suspended when \( \bar{\gamma}_b \leq \mu_b \) or
\( \hat{\gamma}_e \geq \mu_e \). Having this on-off transmission scheme is necessary for improving the reliability and security performance. For example, when the channel condition from Alice to Bob is very bad, transmission may incur a large probability of decoding error at Bob. Also, when the channel condition from Alice to Eve is very good, transmitting message may lead to a large probability that the confidential information is leaked to Eve. Since the security and reliability performances are related to different channels, which can be seen from (15) and (16), it is reasonable to set two separate SNR thresholds on Bob’s channel and Eve’s channel, respectively. In the scenario where Alice does not have or trust the feedback from Eve, there is no on-off SNR threshold on Eve’s channel, \( \mu_e \), or equivalently \( \mu_e = \infty \).

We assume that the encoding rates have already been designed such that both the codeword transmission rate, \( R_b \), and the confidential information rate, \( R_s \), are fixed\(^4\). The design problem is to maximize the throughput, \( \eta \), subject to two constraints, one on the security performance and the other on the reliability performance, which can be written as \(^5\)

\[
\max_{\mu_b, \mu_e} \eta = p_{tx} (1 - p_{co}) R_s, \quad \text{s.t.} \quad p_{so} \leq \epsilon, p_{co} \leq \delta, 
\]

where \( p_{tx} \) denotes the probability of transmission due to the on-off transmission scheme, \( \epsilon \in [0, 1] \) and \( \delta \in [0, 1] \) represent the security and reliability requirements. The secrecy outage probability is required to be no larger than \( \epsilon \), and the connection outage probability is required to be no larger than \( \delta \). The controllable parameters to design are the two on-off SNR thresholds, \( \mu_b \) and \( \mu_e \). Note that the throughput maximization provided in this paper only gives an achievable bound on the throughput of secure transmission.

In what follows, we consider the transmission design in the three different scenarios described in Section II. For each scenario, the transmission probability, the connection outage probability and the secrecy outage probability are derived firstly. Then, the feasibility of security and reliability constraints is discussed. Here the feasibility of constraints means that the constraints can be satisfied whilst achieving a positive information rate. Finally, the solution of the optimization problem is given as a proposition.

A. Scenario One

**Derivations of** \( p_{tx}, p_{co} \) **and** \( p_{so} \): Since Bob’s estimated instantaneous SNR is independent with Eve’s estimated instantaneous SNR, the probability of transmission in Scenario 1 is given as

\[
p_{tx} = \Pr(\hat{\gamma}_b > \mu_b) \Pr(\hat{\gamma}_e < \mu_e) = \exp\left(-\frac{\mu_b}{R_b(1 - \beta_b)}\right) \left(1 - \exp\left(-\frac{\mu_e}{P_e(1 - \beta_e)}\right)\right).
\]

Since \( \gamma_b \leq \hat{\gamma}_b \) according to (8) and Bob can decode the message without error only when \( C_b \geq R_b \), it is wise to choose the value of \( \mu_b \) satisfying

\[
\log_2(1 + \mu_b) \geq R_b \Rightarrow \mu_b \geq 2^{R_b} - 1.
\]

Then, the connection outage probability in Scenario 1 is given by

\[
p_{co} = \Pr(\text{log}_2(1 + \gamma_b) < R_b \mid \hat{\gamma}_b > \mu_b) = \Pr\left(\log_2\left(1 + \frac{\hat{\gamma}_b}{\gamma_b + 1}\right) < R_b \mid \hat{\gamma}_b > \mu_b\right) = \frac{\Pr(\mu_b < \hat{\gamma}_b < (2^{R_b} - 1)(\hat{\gamma}_b + 1))}{\Pr(\hat{\gamma}_b > \mu_b)} = \exp\left(-\frac{\mu_b}{R_b(1 - \beta_b)}\right) \cdot \int_{2^{R_b} - 1}^{\infty} \left(\int_{\mu_b}^{\hat{\gamma}_b} f_{\hat{\gamma}_b}(\hat{\gamma}_b) d\hat{\gamma}_b\right) f_{\hat{\gamma}_b}(\hat{\gamma}_b) d\hat{\gamma}_b.
\]

The secrecy outage probability in Scenario 1 is given by

\[
p_{so} = \Pr(C_e > R_b - R_s \mid \hat{\gamma}_e < \mu_e) = \Pr\left(\log_2\left(1 + \frac{\hat{\gamma}_e}{\gamma_e + 1}\right) > R_b - R_s \mid \hat{\gamma}_e < \mu_e\right) = \Pr\left(\frac{(2^{R_b - R_s} - 1)(\hat{\gamma}_e + 1)}{2^{R_b - R_s} - 1} < \gamma_e < \mu_e\right).
\]

On one hand, if \( \mu_e \leq 2^{R_b - R_s} - 1 \), \( p_{so} = 0 \). On the other hand, if \( \mu_e > 2^{R_b - R_s} - 1 \), we have

\[
p_{so} = \int_{2^{R_b - R_s} - 1}^{\infty} \left(\int_{\mu_e}^{\hat{\gamma}_e} f_{\hat{\gamma}_e}(\hat{\gamma}_e) d\hat{\gamma}_e\right) f_{\hat{\gamma}_e}(\hat{\gamma}_e) d\hat{\gamma}_e - 1 - \exp\left(-\frac{\mu_e}{P_e(1 - \beta_e)}\right) \\
= \frac{1 - \beta_e}{1 + \beta_e (2^{R_b - R_s} - 1)} \exp\left(-\frac{2^{R_b - R_s} - 1}{P_e(1 - \beta_e)}\right) - \exp\left(-\frac{\mu_e}{P_e(1 - \beta_e)}\right) \\
= \frac{1 - \beta_e}{1 + \beta_e (2^{R_b - R_s} - 1)} \exp\left(-\frac{2^{R_b - R_s} - 1}{P_e(1 - \beta_e)}\right) - \exp\left(-\frac{\mu_e}{P_e(1 - \beta_e)}\right) \cdot \frac{1 - \beta_e}{1 + \beta_e (2^{R_b - R_s} - 1)}.
\]

From (22) and (23), we find that the secrecy outage probability is directly influenced by the value of \( \mu_e \) but not related to \( \mu_b \). If \( \mu_e \leq 2^{R_b - R_s} - 1 \), perfect secrecy is achievable in Scenario 1. Since \( \hat{\gamma}_e \geq \gamma_e \) in Scenario 1, the estimate of Eve’s instantaneous SNR, in fact, can be treated as an upper bound of the actual Eve’s instantaneous SNR. Hence, Alice can make sure \( C_e < R_b - R_s \) as long as \( \mu_e \leq 2^{R_b - R_s} - 1 \), and then the perfect secrecy is achieved. If \( \mu_e > 2^{R_b - R_s} - 1 \), (23) indicates that the secrecy outage probability increases as the value of \( \mu_e \) increases.
Feasibility of Constraints: From (21), $p_{co}$ is a decreasing function of $\mu_b$ and
\[
\lim_{\mu_b \rightarrow +\infty} p_{co} = 0.
\]
(24)
Thus, the feasible range of the reliability constraint in Scenario 1 is given by
\[
0 < \delta \leq 1.
\]
(25)
According to (22), $p_{so}$ is an increasing function of $\mu_e$ and $p_{so} = 0$ as long as $\mu_e \leq 2^{R_b - R_s} - 1$. Thus, the feasible range of the security constraint in Scenario 1 is given by
\[
0 \leq \epsilon \leq 1.
\]
(26)
Hence, any required reliability and security constraints are feasible by appropriately adjusting the on-off thresholds. It is noted that perfect secrecy, i.e., $\epsilon = 0$, can be achieved.

The following proposition summarizes the solution to the design problem in Scenario 1, where the optimal $\mu_b$ is expressed in a closed form and the optimal $\mu_e$ is obtained by numerically solving an equation.

**Proposition 1:** The optimal parameters of the throughput-maximizing transmission scheme in Scenario 1 are given as follows:
\[
\begin{align*}
\mu_b &= \begin{cases} 
2^{R_b - 1}, & \text{if } R_b \leq \log_2 \left( 1 + \frac{(1 - \beta_b) \delta}{\beta_b (1 - \delta)} \right), \\
\frac{1}{2} \left( 1 - P_b \beta_b \ln \left( \frac{\delta + \beta_b \left( 2^{R_b} - 2 \right)}{\beta_b (2^{R_b} - 1)} \right) \right), & \text{otherwise},
\end{cases} \\
\mu_e &= \begin{cases} 
\infty, & \text{if } \frac{1 - \beta}{1 + \beta (2^{R_b} - 1)} \exp \left( -\frac{2^{R_b} - 1}{P_e (1 - \beta)} \right) \leq \epsilon, \\
F_1, & \text{otherwise},
\end{cases}
\end{align*}
\]
(27)
where $F_1$ is the solution of $\mu_e$ to the equation
\[
\epsilon = \frac{1 - \beta}{1 + \beta (2^{R_b} - 1)} \exp \left( -\frac{2^{R_b} - 1}{P_e (1 - \beta)} \right) - \exp \left( -\frac{\mu_e}{P_e (1 - \beta)} \right) - \frac{\beta (2^{R_b} - 1)}{1 + \beta (2^{R_b} - 1)} \exp \left( \frac{1 - \mu_e}{P_e (1 - \beta)} \right),
\]
(28)
\[
1 - \exp \left( -\frac{\mu_e}{P_e (1 - \beta)} \right) - \frac{\beta (2^{R_b} - 1)}{1 + \beta (2^{R_b} - 1)} \exp \left( \frac{1 - \mu_e}{P_e (1 - \beta)} \right).
\]
(29)
The proof of this proposition is given in Appendix A.

Remark: From (21), when the reliability constraint is very stringent such that $p_{co}$ is required to go to zero, the value of the on-off SNR threshold on Bob’s channel needs to be very large such that $\mu_b$ goes to infinity. However, if $\mu_b$ goes to infinity, we have the throughput, $\eta$, goes to zero. Thus, it is interesting to investigate the behaviors of $\eta$ and $p_{co}$ for the limiting case where $\mu_b$ goes to infinity. From (17), (19) and (21), we see that both $\eta$ and $p_{co}$ are exponential functions of $\mu_b$ as $\mu_b$ goes to infinity. Hence, the slopes of $\eta$ and $p_{co}$ as a function of $\mu_b$, both go to zero as $\mu_b$ goes to infinity.

Noting that $\eta$ also goes to zero, as $\mu_e$ goes to zero. However, since perfect secrecy is achievable as long as $\mu_e \leq 2^{R_b - R_s} - 1$ in this scenario, it is unnecessary to study the behavior of $\eta$ as $\mu_e$ goes to zero.

In addition, when in this scenario if the transmitter increases the pilot power, the estimation errors at both the legitimate receiver and the eavesdropper will reduce. Thus, the selection of normalized pilot power, $\alpha$, will create an interesting tradeoff between reducing the estimation errors at the legitimate receiver and reducing the estimation errors at the eavesdropper. Here, we briefly discuss the method to calculate the optimal $\alpha$ as follows, instead of providing a detailed analysis. First, we need to find the expressions of optimal $\mu_b$ and $\mu_e$ in terms of $\alpha$ by substituting (5) and (10) into (27) and (28), respectively. Then, $p_{tx}$ and $p_{co}$ can be expressed as functions of $\alpha$. Finally, the optimal $\alpha$ is the solution to the optimization problem of
\[
\begin{align*}
\max_{\alpha} & \quad \eta = p_{tx}(\alpha) (1 - p_{co}(\alpha)) R_s, \\
\text{s.t.} & \quad \alpha > 0.
\end{align*}
\]
(30)
(31)
Due to the complexity of the expressions of the optimal $\mu_b$ and $\mu_e$, it is difficult to find a closed-form solution of the optimal $\alpha$. But this problem can be solved numerically.

B. Scenario Two

**Derivations of $p_{tx}, p_{co}$ and $p_{so}$:** The derivations of the probability of transmission and the connection outage probability in Scenario 2 are the same as (19) and (21) in Scenario 1, respectively. The secrecy outage probability in Scenario 2 is given by
\[
p_{so} = \Pr(C_e > R_b - R_s | \hat{\gamma}_e < \mu_e)
\]
\[
= \Pr(\log_2 (1 + \gamma_e) > R_b - R_s | \hat{\gamma}_e < \mu_e)
\]
\[
= \frac{\Pr(\gamma_e > 2^{R_b - R_s} - 1, \hat{\gamma}_e < \mu_e)}{\Pr(\hat{\gamma}_e < \mu_e)}
\]
\[
= \frac{\int_0^{\mu_e} \left( \int_{2^{R_b - R_s} - 1}^{\infty} \hat{f}_{\gamma_e}(\hat{\gamma}_e) d\gamma_e \right) f_{\hat{\gamma}_e}(\gamma_e) d\gamma_e}{1 - \exp \left( -\frac{\mu_e}{P_e (1 - \beta)} \right)}.
\]
(32)
According to the definitions of $\gamma_e$ and $\hat{\gamma}_e$ in Scenario 2, $\gamma_e$ conditioned on its estimate, $\hat{\gamma}_e$, follows a non-central chi-square distribution with two degrees of freedom. Applying the cumulative distribution function of the non-central chi-square distribution, we have
\[
\int_{2^{R_b - R_s} - 1}^{\infty} \hat{f}_{\gamma_e}(\gamma_e|\hat{\gamma}_e) d\gamma_e = Q_2 \left( \frac{2\sqrt{2} \gamma_e}{P_e \hat{\beta}_e}, \frac{2^{R_b - R_s} - 1}{P_e \hat{\beta}_e} \right)
\]
(33)
where $Q_2(a, b)$ represents the Marcum Q-function [24]. Thus, the secrecy outage probability in Scenario 2 can be rewritten as
\[
p_{so} = \int_0^{\mu_e} Q_2 \left( \frac{2\sqrt{2} \gamma_e}{P_e \hat{\beta}_e}, \frac{2^{R_b - R_s} - 1}{P_e \hat{\beta}_e} \right) f_{\hat{\gamma}_e}(\gamma_e) d\gamma_e
\]
\[
= \frac{1 - \exp \left( -\frac{\mu_e}{P_e (1 - \beta)} \right)}{P_e (1 - \beta_e) \left( 1 - \exp \left( -\frac{\mu_e}{P_e (1 - \beta)} \right) \right)}.
\]
(34)
Feasibility of Constraints: Since the connection outage probability does not change from Scenario 1 to Scenario 2, the feasible range of the reliability constraint in Scenario 2
is identical to (25) in Scenario 1. Since \( p_{so} \) is an increasing function of \( \mu_e \) and

\[
\lim_{\mu_e \to 0} p_{so} = \Pr(C_e > R_b - R_s \mid \gamma_e = 0) = \Pr(\log_2(1 + \gamma_e) > R_b - R_s \mid \gamma_e = 0) = \int_0^\infty f_{\gamma_e}^{\gamma_e = 0}(\gamma_e) d\gamma_e = Q_1\left(0, \sqrt{\frac{2R_b - R_s + 1 - 2}{P_e \beta_e}}\right).
\]

(35)

Thus, the feasible range of the security constraint is given as

\[
Q_1\left(0, \sqrt{\frac{2R_b - R_s + 1 - 2}{P_e \beta_e}}\right) < \epsilon \leq 1.
\]

(36)

Thus, any required reliability constraint is feasible, while the security constraint is feasible only when (36) is satisfied.

The following proposition summarizes the solution to the design problem in Scenario 2, where the optimal \( \mu_b \) is expressed in a closed form and the optimal \( \mu_e \) is obtained by numerically solving an equation.

**Proposition 2:** The optimal parameters of the throughput-maximizing transmission scheme in Scenario 2 are given as follows:

\[
\mu_b = \begin{cases} 
2R_b - 1, & \text{if } R_b \leq \log_2(1 + \frac{(1 - \beta_s)\beta_e}{\beta_e(1 - \delta)}), \\
(2R_b - 1)\left(1 - P_e \beta_e \ln\left(\frac{1 + \beta_e(2R_b - 2)}{\beta_e(2R_b - 1)}\right)\right), & \text{otherwise.}
\end{cases}
\]

(37)

\[
\mu_e = \begin{cases} 
+\infty, & \text{if } \exp\left(-\frac{2R_b - R_s - 1}{P_e}\right) \leq \epsilon, \\
F_2, & \text{otherwise.}
\end{cases}
\]

(38)

where \( F_2 \) is the solution of \( \mu_e \) to the equation

\[
\epsilon = \int_0^\mu \exp\left(-\frac{\gamma}{P_e(1 - \beta_e)}\right)Q_1\left(\sqrt{\frac{2R_b - R_s + 1 - 2}{P_e \beta_e}}, \sqrt{\frac{2R_b - R_s + 1 - 2}{P_e \beta_e}}\right) d\gamma_e.
\]

(39)

The proof of this proposition is given in Appendix B. Note that the optimal \( \mu_b \) in Scenario 2 is identical to that in Scenario 1.

**Remark:** In this scenario, when the security constraint is very stringent such that \( p_{so} \) converges to its limit in (35), the value of the on-off SNR threshold on Eve’s channel needs to be very small such that \( \mu_e \) goes to zero. However, if \( \mu_e \) goes to zero, we have the throughput, \( \eta \), goes to zero. Thus, it is interesting to investigate the behavior of \( \eta \) for the limiting case where \( \mu_e \) goes to zero or equivalently \( p_{so} \) converges to its limit.\(^7\)

From (17) and (19), \( \eta \) can be rewritten as

\[
\eta(\mu_e) = A\left(1 - \exp(-B\mu_e)\right),
\]

(40)

where \( A = \exp\left(-\frac{\mu_b}{P_b(1 - \beta_b)}\right) \left(1 - p_{co}\right)R_s \) and \( B = \frac{1}{P_e(1 - \beta_e)} \). The Taylor expansion of the above function around \( \mu_e = 0 \) is given by

\[
\sum_{n=0}^\infty \frac{\eta^{(n)}(0)\mu_e^n}{n!} = A\left(1 - \sum_{n=0}^\infty (-1)^n \frac{B^n \mu_e^n}{n!}\right) = A\left(1 - (1 - B\mu_e + O(\mu_e^2))\right) = AB\mu_e - O\left(\mu_e^2\right),
\]

(41)

where \( O(\cdot) \) denotes the less-significant terms, and expresses the error. Thus, the most-significant term of \( \eta(\mu_e) \) around \( \mu_e = 0 \) is

\[
AB\mu_e = \frac{(1 - p_{co})R_s}{P_e(1 - \beta_e)} \exp\left(-\frac{\mu_b}{P_b(1 - \beta_b)}\right) \mu_e,
\]

(42)

and the slope of \( \eta(\mu_e) \), as \( \mu_e \) goes to zero, can be approximated as

\[
\frac{(1 - p_{co})R_s}{P_e(1 - \beta_e)} \exp\left(-\frac{\mu_b}{P_b(1 - \beta_b)}\right).
\]

(43)

Besides, according to (38) in Proposition 2, \( \mu_e = \infty \) when

\[
\exp\left(-\frac{2R_b - R_s - 1}{P_e}\right) \leq \epsilon \leq 1.
\]

(44)

This indicates that Alice can ignore the feedback from Eve to design the system parameters when the security constraint satisfies (44). Therefore, the design problem in Scenario 2 is identical to the design problem in Scenario 3 when the security constraint satisfies (44).

**C. Scenario Three**

In Scenario 3, Alice does not have or trust the feedback from Eve. Thus, Alice decides whether or not to transmit according to the information about Bob’s estimated instantaneous SNR. Then, the on-off SNR threshold on Eve’s channel, \( \mu_e \), does not exist, and there is only one parameter to design, i.e., \( \mu_b \).

**Derivations of \( p_{tx}, p_{co} \) and \( p_{so} \):** The probability of transmission in Scenario 3 is given as

\[
p_{tx} = \Pr(\hat{\gamma}_b > \mu_b) = \exp\left(-\frac{\mu_b}{P_b(1 - \beta_b)}\right).
\]

(45)

The derivation of the connection outage probability in Scenario 3 is identical to (21) in Scenarios 1 and 2. The secrecy outage probability in Scenario 3 is given by

\[
p_{so} = \Pr(C_e > R_b - R_s) = \exp\left(-\frac{2R_b - R_s - 1}{P_e}\right).
\]

(46)

Note that the secrecy outage probability in Scenario 3 is a constant value and uncontrollable. Thus, the security constraint is either always achievable or always unachievable no matter what the value of the design parameter is.

**Feasibility of Constraints:** Since the connection outage probability remains the same in Scenarios 1, 2 and 3, the feasible range of the reliability constraint in Scenario 3 is identical to (25) in Scenarios 1 and 2. Since the secrecy outage probability in Scenario 3 is not controllable, the feasible range of the security constraint in Scenario 3 is given by

\[
\exp\left(-\frac{2R_b - R_s - 1}{P_e}\right) \leq \epsilon \leq 1.
\]

(47)
Thus, any required reliability constraint is feasible, while the security constraint is feasible only when (47) is satisfied. Note that the lower bound of the feasible security constraint in this scenario is the same as (44) in the analysis for Scenario 2. This is because the design problems in Scenarios 2 and 3 are the same when (44) is satisfied.

The following proposition summarizes the solution to the design problem in Scenario 3.

**Proposition 3:** The optimal parameter of the throughput-maximizing transmission scheme in Scenario 3 is given in (27).

**Remark:** Comparing the optimal solutions to the design problems in the three different scenarios, we can find that the three scenarios have the same optimal solution of $\mu_b$ but different optimal solutions of $\mu_c$. This is because that we have the same assumption on the channel knowledge of the legitimate link but different assumptions on the channel knowledge of the eavesdropper’s link in different scenarios.

Besides, it is noted that the security performance of systems in Scenario 3 cannot be controlled by the design parameters for the fixed rate transmission scheme. In order to control the security performance of systems in Scenario 3, a detailed analysis on the joint rate and on-off transmission design for systems in Scenario 3 is provided in the next section.

### IV. Joint Rate and On-Off Transmission Design

As analyzed in Section III, for networks in Scenario 3, the security performance of the communication system is uncontrollable if we only consider the design of the on-off transmission parameters, i.e., the on-off thresholds. In order to control the security performance, in this section, we re-study the design problem in Scenario 3 considering the joint rate and on-off transmission design\(^8\). Unlike the on-off transmission design in Section III where the encoding rates, $R_b$ and $R_s$, are fixed, in this section we allow more degrees of freedom such that $R_b$ and $R_s$ can be optimally chosen.

The design problem is to maximize the throughput, $\eta$, subject to two constraints, one on the security performance and the other on the reliability performance. In Scenario 3, Alice decides whether or not to transmit according to the estimated instantaneous SNR at Bob, $\gamma_b$. The design problem can be written as

\[
\max_{\mu_b, R_b, R_s} \eta \\
\text{s.t.} \quad p_{so} \leq \epsilon, p_{co} \leq \delta. \tag{48}
\]

The controllable parameters to design are the codeword transmission rate, $R_b$, the confidential information rate, $R_s$, and the on-off SNR threshold on Bob’s channel, $\mu_b$. In the following, two different transmission schemes are derived, according to whether the encoding rates are non-adaptive or adaptive. The expression of the throughput, $\eta$, for each transmission scheme is provided in the corresponding subsection.

\[^8\]The joint rate and on-off transmission design for Scenarios 1 and 2 can be obtained in a similar way as presented in this section.

#### A. Non-Adaptive Rate Scheme

We first consider the non-adaptive rate scheme where the codeword transmission rate, $R_b$, and the confidential information rate, $R_s$, are both constant over time. The throughput for the non-adaptive rate scheme is given by

\[
\eta = p_{tx}(1 - p_{co})R_s. \tag{50}
\]

**Derivations of $p_{so}, p_{co}$ and $p_{so}$:** The probability of transmission is given in (45). The connection outage probability is given in (21). The secrecy outage probability is given in (46). Note that the security performance is controllable now, since $R_b$ and $R_s$ can be optimal chosen.

**Feasibility of Constraints:** Since $p_{so}$ is independent of $\mu_b$, the choice of $\mu_b$ does not affect $p_{so}$. Also, from (24), we can set $\mu_b$ sufficiently large to achieve any arbitrarily small $p_{co}$. Thus, the feasible range of the reliability constraint in the non-adaptive rate scheme is identical to (25). According to (46), $p_{so}$ is a decreasing function of $R_b - R_s$ and

\[
\lim_{R_b - R_s \to +\infty} p_{so} = 0. \tag{51}
\]

Thus, the feasible range of the security constraint in the non-adaptive rate scheme is given by

\[
0 < \epsilon \leq 1. \tag{52}
\]

Note that any required reliability and security constraints are feasible by appropriately choosing $R_b$ and $R_s$.

In Section III, $p_{so}$ and $p_{co}$, are independently controlled by different design parameters. However, in this section, the choices of encoding rates affect both the connection outage probability and the secrecy outage probability. In other words, with the encoding rates controllable, $p_{so}$ and $p_{co}$ are related by the rate parameters. For example, from the derivations of connection and secrecy outage probabilities, a smaller $R_b$ allows us to achieve a smaller connection outage probability but may increase the secrecy outage probability. This enables a trade-off between the feasible reliability constraint and the feasible security constraint. To illustrate such a trade-off, we analyze the feasible constraints for the system with a given on-off threshold, $\mu_b$. To satisfy $R_s > 0$ and $p_{so} \leq \epsilon$, we have $2^{R_b} - 1 > P_e \ln \epsilon^{-1}$. Also, from (20) and $p_{co} \leq \delta$, we have $2^{R_b} - 1 \leq \min \{\mu_b, F_4(\mu_b, \delta)\}$ where $F_4(\mu_b, \delta)$ is the positive solution of $x$ to the equation

\[
\mu_b = x \left(1 - P_b \beta_b \ln \left(\delta \frac{\beta_b x + 1 - \beta_b}{\beta_b x}\right)\right). \tag{53}
\]

Thus, for any chosen value of $\mu_b$, the feasible constraints for having secure communication with positive confidential information rate must satisfy

\[
\exp \left(-\frac{\min \{\mu_b, F_4(\mu_b, \delta)\}}{P_e}\right) < \epsilon. \tag{54}
\]

From (53), it is easy to see that $F_4(\mu_b, \delta)$ is an increasing function of $\delta$. Thus, according to (54), the minimum feasible value of $\epsilon$ increases with the decrease of $\delta$. In other words, if we set a stricter reliability constraint, the feasible security
constraint becomes loose. Note that when the reliability constraint is sufficiently loose, \( F_d(\mu_b, \delta) \) becomes always greater than \( \mu_b \), and (54) changes to
\[
\exp \left( -\frac{\mu_b}{P_c} \right) < \epsilon. \tag{55}
\]

The following proposition summarizes the solution to the design problem for the non-adaptive rate scheme, where each of the optimal \( \mu_b \) and the optimal \( R_s \) is expressed as a closed-form function of \( R_b \) and the optimal \( R_b \) is obtained by numerically solving an optimization problem.

**Proposition 4**: The optimal parameters of the throughput-maximizing transmission scheme with non-adaptive rates are given as follows:
\[
\mu_b = \begin{cases} 
2R_b - 1, & \text{if } R_b \leq \log_2 \left( 1 + \frac{(1-\beta_b)\delta}{\beta_b(1-\delta)} \right), \\
(2R_b - 1) \left( 1 - P_b\beta_b \ln \left( \frac{1+\beta_b(2R_b-2)}{\beta_b(2R_b-1)} \right) \right), & \text{otherwise.}
\end{cases}
\tag{56}
\]

\( R_s = R_b - k, \quad \text{where } k = \log_2(1 + P_c \ln \epsilon^{-1}) \). \tag{57}

\( R_b \) is obtained by solving the problem given as
\[
\max_{R_b} (R_b - k) \exp \left( -\frac{\mu_b}{P_b(1-\beta_b)} \right) \left( 1 - \frac{\beta_b(2R_b-1)}{1+\beta_b(2R_b-2)} \exp \left( \frac{1}{P_b\beta_b} \left( 1 - \frac{\mu_b}{2R_b-1} \right) \right) \right), \tag{58}
\]
\[\text{s.t. } k < R_b < \max \log_2(1+ (1-\beta_b)\delta) \cdot \frac{1}{\ln2} W(2-kP_b(1-\beta_b)), \tag{59}\]
where \( W(\cdot) \) is the Lambert W function and \( \mu_b \) is a function of \( R_b \) whose expression is formulated as (56).

The proof of this proposition is given in Appendix C.

**B. Adaptive Rate Scheme**

Now, we consider the scenario where the codeword transmission rate, \( R_b \), and the confidential information rate, \( R_s \), can be adaptively chosen according to the estimated Bob’s instantaneous SNR. Since the confidential information rate, \( R_s \), is adaptively chosen according to any given \( \gamma_b \), the throughput for the adaptive rate scheme is given by
\[
\eta = \int_{\mu_b}^{\infty} (1 - p_{co}) R_s f_{\gamma_b}(\gamma_b)d\gamma_b. \tag{60}
\]

The lower limit of the integral in (60) is equal to \( \mu_b \), since the transmission takes place only when \( \gamma_b > \mu_b \) due to the on-off transmission scheme.

Then, we consider the design problem of finding the values of \( R_b, R_s \) and \( \mu_b \) that maximize the throughput. Since \( R_b \) and \( R_s \) can be adaptively chosen according to any given \( \gamma_b \), we treat this design as a two-step optimization problem given by

1. **Step 1**: For any given \( \gamma_b \) (\( \gamma_b > \mu_b \)), solve
\[
\max_{R_b, R_s} \left( 1 - p_{co} \right) R_s, \tag{61}
\]
\[\text{s.t. } p_{co} \leq \epsilon, p_{co} \leq \delta. \tag{62}\]

2. **Step 2**: Choose the best \( \mu_b \) to maximize the overall throughput averaged over \( \gamma_b \).

Note that the optimal \( R_b \) and \( R_s \) are obtained in Step 1 for a given value of \( \gamma_b \). Thus, the following calculations of connection and secrecy outage probabilities are conditioned on a given \( \gamma_b \).

**Derivations of \( p_{co} \) and \( p_{co}^s \)**: Since \( \gamma_b \leq \hat{\gamma}_b \) and Bob can decode the message without error only when \( C_b \geq R_b \), it is wise to choose the value of \( R_b \) satisfying \( R_b < \log_2(1 + \hat{\gamma}_b) \).

Then, for any given \( \hat{\gamma}_b \), the connection outage probability can be computed as
\[
p_{co} = \Pr \left( \log_2(1 + \gamma_b) < R_b | \hat{\gamma}_b \right) = \Pr \left( \log_2 \left( 1 + \frac{\hat{\gamma}_b}{\gamma_b+1} \right) < R_b | \hat{\gamma}_b \right) = \Pr \left( \frac{\hat{\gamma}_b}{\gamma_b+1} - 1 | \hat{\gamma}_b \right) = \exp \left( -\frac{1}{P_b\beta_b} \left( \frac{\hat{\gamma}_b}{2R_b - 1} - 1 \right) \right). \tag{63}\]

The secrecy outage probability does not change from the non-adaptive rate scheme given in (46).

**Feasibility of Constraints**: According to (63), we have
\[
\hat{\gamma}_b \to \infty \Rightarrow p_{co} \to 0 \tag{64}
\]

Since \( p_{co} \) is independent of \( \mu_b \), the choice of \( \mu_b \) does not affect \( p_{co} \). Also, we can set \( \mu_b \) sufficiently large such that transmission happens only when \( \hat{\gamma}_b \) is sufficiently large to achieve any arbitrarily small \( p_{co} \). Therefore, it is feasible to have \( \delta \to 0 \). Thus, the feasible range of the reliability constraint is the same as (25). For the same reason described in the non-adaptive rate scheme, the feasible range of the security constraint is identical to (52). Therefore, any required reliability and security constraints are feasible by appropriately choosing \( R_b \) and \( R_s \).

The following proposition summarizes the solution to the design problem for the adaptive rate scheme, where the optimal \( \mu_b \) is given by a closed-form solution, the optimal \( R_s \) is expressed as a closed-form function of \( R_b \) and the optimal \( R_b \) is obtained by numerically solving an optimization problem.

**Proposition 5**: The optimal parameters of the throughput-maximizing transmission scheme with adaptive rates are given as follows:
\[
\mu_b = \frac{(1 + P_b\beta_b \ln \delta^{-1})}{P_c \ln \epsilon^{-1}}, \tag{65}
\]

\( R_s = R_b - k, \quad \text{where } k = \log_2(1 + P_r \ln \epsilon^{-1}) \). \tag{66}

\( R_b \) is obtained by solving the problem given by
\[
\max_{R_b} (R_b - k) \left( 1 - \exp \left( \frac{1}{P_b\beta_b} \left( 1 - \frac{\hat{\gamma}_b}{2R_b - 1} \right) \right) \right), \tag{67}
\]
\[\text{s.t. } k < R_b \leq \log_2 \left( 1 + \frac{\hat{\gamma}_b}{1 + P_b\beta_b \ln \delta^{-1}} \right). \tag{68}\]

The proof of this proposition is given in Appendix D.

**Remark**: From Proposition 5, one can further obtain that the optimal \( R_b \) is equal to either the upper bound of \( R_b \), i.e.,
\[
R_b = \log_2 \left( 1 + \frac{\hat{\gamma}_b}{1 + P_b\beta_b \ln \delta^{-1}} \right), \tag{69}\]
or the solution of \( R_b \) to the equation
\[
\frac{dI(R_b)}{dR_b} = 0 \tag{69}
\]
where $I(R_b) = (R_b - k) \left(1 - \exp \left(\frac{1}{P_b \beta_b \left(1 - \frac{\gamma_b}{2 \gamma_b - 1}\right)}\right)\right)$. Note that when $\beta_b = 0$, Proposition 5 implies that $R_b = \log_2 (1 + \gamma_b)$. This is consistent with the optimal solution of $R_b$ in the absence of the estimation error, where the optimal codeword rate matches the capacity of Bob’s channel.

V. NUMERICAL RESULTS

In this section, we illustrate and analyze the numerical results for both the on-off transmission design and the joint rate and on-off transmission design.

A. On-off Transmission Design

We first present and compare the numerical results for the on-off transmission designs in the three different scenarios. The results shown in this subsection are all for networks with the transmission rates fixed to $R_b = 2$ and $R_s = 1$.

Figs. 1 and 2 demonstrate the achievable throughput against the normalized pilot power for networks with different average received SNRs at Bob\(^9\) in Scenarios 1 and 2, respectively. The average received SNR at Eve, $P_e$, is fixed to 0 dB. Also, the reliability and security constraints are fixed. As shown in Fig. 1, it is interesting that the throughput does not always increase with the increase of normalized pilot power. As the curves of $P_b = 10$ dB, 15 dB, 20 dB present, the throughput increases fast to a peak when the normalized pilot power increases to the optimal value ($\alpha = 2.28$ for $P_b = 10$ dB, $\alpha = 0.87$ for $P_b = 15$ dB, $\alpha = 0.83$ for $P_b = 20$ dB). After achieving the peak value, the throughput decreases with the increase of the normalized pilot power. This observation can be explained as follows. In scenario 1, both Bob and Eve estimate their channels via the pilot transmission and feed the channel estimates back to Alice. Increasing pilot power not only enhances the legitimate users’ knowledge about the channels, which has a positive effect on the secure transmission, but also increases the accuracy of channel estimation at the eavesdropper, which incurs a negative effect on the secure transmission. Before the normalized pilot power reaches the optimal value, to obtain good channel knowledge at the legitimate users is more important than to keep the eavesdropper’s channel estimation inaccurate. However, after the pilot power reaches the optimal value, the disadvantage incurred by further increasing pilot power overcomes the benefit. Thus, we observe that increasing normalized pilot power incurs the peak value of throughput. This observation suggests that when both Bob and Eve have imperfect channel estimation dependent on the training process, it is not always good to have more training power to get more accurate channel estimation, and the optimal value can be calculated according to the method discussed in the Remark of Section III-A.

On the other hand, the achievable throughput always is a non-decreasing function of the normalized pilot power in Scenario 2, as shown in Fig. 2. In Scenario 2, only Bob has channel estimation errors but not Eve. Thus, the increase of training power only improves the legitimate users’ knowledge about the channels, but has no influence on the eavesdropper’s knowledge about her own channel. Therefore, it is always good to have more training power to increase the throughput in this scenario.

Fig. 3 compares the achievable throughput in Scenarios 1, 2 and 3. There are three groups of curves representing the networks with different values of normalized pilot power. As shown in the figure, subject to different security constraints, Scenario 1 can always achieve a positive throughput. This is because Alice and Eve have the same amount of knowledge about the eavesdropper’s channel in Scenario 1, and Alice in fact knows an upper bound of the actual instantaneous SNR at Eve ($\gamma_e \geq \gamma_c$). On the other hand, Scenarios 2 and 3 can obtain

\(^9\)The results with $P_b$ equal to or smaller than $P_e$ are not shown in the figures. When $P_b$ is comparable or small than $P_e$, the achievable throughput is very small or reaches zero. In order to achieve better performance in such a scenario, one can consider multi-antenna transmissions or using external helpers to regain the relative advantage of the legitimate receiver’s channel over the eavesdropper’s channel, which is beyond the scope of this work.
Comparing the results for different scenarios, we see that the networks in the three scenarios can achieve the same throughput only when the security constraints are in the feasible ranges as formulated in (36) and (47), respectively. In addition, we see that the throughput of each network in Scenario 3 is a step function of the security constraint (the throughput is equal to either zero or a positive constant value), which is because that the controllable parameter is not related to the security performance of networks in Scenario 3. Comparing the results for different scenarios, we see that the networks in the three scenarios can achieve the same throughput, when the security constraint is sufficiently loose satisfying (44) or (47). Besides, under a same security constraint, the throughput difference between networks in Scenarios 1 and 2 decreases with the increase of normalized pilot power. As presented by the case of \( \alpha = \infty \), Scenarios 1 and 2 can achieve the same throughput when the channel is perfectly estimated.

A positive throughput only when the security constraints are in the feasible ranges as formulated in (36) and (47), respectively. In addition, we see that the throughput of each network in Scenario 3 is a step function of the security constraint (the throughput is equal to either zero or a positive constant value), which is because that the controllable parameter is not related to the security performance of networks in Scenario 3. Comparing the results for different scenarios, we see that the networks in the three scenarios can achieve the same throughput, when the security constraint is sufficiently loose satisfying (44) or (47). Besides, under a same security constraint, the throughput difference between networks in Scenarios 1 and 2 decreases with the increase of normalized pilot power. As presented by the case of \( \alpha = \infty \), Scenarios 1 and 2 can achieve the same throughput when the channel is perfectly estimated.

and reliable constraints for the network in Scenario 3. As shown in the figure, for different reliability constraint, the throughput is always a step function of the security constraint. Also, we find that the throughput increases with the loose of reliability constraint at the beginning. However, if the reliability constraint is already sufficiently loose, further loosening the reliability constraint would not increase the throughput.

**B. Joint Rate and On-off Transmission Design**

Now, we show the numerical results for the joint rate and on-off transmission design. The results demonstrated in this subsection are obtained with \( P_b = 10 \text{ dB} \) and \( P_e = 0 \text{ dB} \) for networks in Scenario 3.

![Fig. 3. Comparison of the three scenarios: Achievable throughput versus security constraint. Results are shown for networks with different values of normalized pilot power, \( \alpha = 1, 5, \infty \). The other system parameters are \( P_b = 10 \text{ dB}, P_e = 0 \text{ dB}, \delta = 0.1, R_b = 2, R_e = 1 \). Note that the case of \( \alpha = \infty \) is equivalent to having perfect channel estimation.](image)

![Fig. 4. Scenario 3: Achievable throughput versus the security and reliability constraints. The system parameters are \( \alpha = 5 \), \( P_b = 10 \text{ dB} \), \( P_e = 0 \text{ dB} \), \( R_b = 2 \), \( R_e = 1 \).](image)

![Fig. 5. Feasible security constraint versus feasible reliability constraint for non-adaptive rate scheme with a given on-off threshold. Results are shown for networks with different values of normalized pilot power, i.e., \( \alpha = 1, 5, \infty \). The other system parameters are \( \mu_b = 9 \), \( P_b = 10 \text{ dB} \), \( P_e = 0 \text{ dB} \).](image)

Fig. 5 illustrates the trade-off between the feasible reliability constraint and the feasible security constraint for the non-adaptive rate scheme with a given on-off threshold. For each network, the feasible constraints lie in the region above the corresponding curve. As depicted in the figure, there exists a lower bound on the feasible value of \( \epsilon \), although the feasible value of \( \epsilon \) generally decreases with the loose of reliability constraint. From the analytical result, we know that the lower bound on the feasible value of \( \epsilon \) is related to the on-off SNR threshold as given in (55).

![Fig. 6. Demonstrates the achievable throughput over a range of security constraints for networks with different normalized pilot power values, while the reliability constraint is fixed to \( \delta = 0.1 \). The curves representing non-adaptive and adaptive rate schemes are distinguished by different line styles. As shown in the figure, the achievable throughput rises with the increase of the normalized pilot power. We see that adaptively changing the encoding rates significantly improves the achievable throughput compared with the non-adaptive rate scheme. In addition, compared with the on-off transmission design with fixed rates in Section III, the joint rate and on-off transmission design significantly improves the achievable throughput. For example, the on-off transmission design with](image)
fixed $R_b = 2$ and $R_s = 1$ cannot achieve a positive throughput value subject to a large range of security constraints, as shown in Fig. 3, while the joint rate and on-off transmission design can always achieve a positive throughput value subject to any security constraint.

Fig. 7 shows the effect of increasing the normalized pilot power on the achievable security level of networks with different target throughput values. The curves representing non-adaptive and adaptive rate schemes are distinguished by different line styles. By observing the slopes of curves, we find that the improvement of increasing the pilot power on the achievable security level is significant when the normalized pilot power is small. However, further increasing the pilot power can obtain very little benefit when the pilot power has already become large.

Fig. 8 presents the achievable throughput versus the security and reliable constraints for the non-adaptive rate scheme. As shown in the figure, the throughput increases with the loose of security constraint all the time subject to a given reliability constraint. However, similar to the 3D result shown in the last subsection, the throughput increases only at the beginning with the loose of reliability constraint subject to a given security constraint, and it would not continue increasing if the reliability constraint is already sufficiently loose. In addition, we see that the change of the security constraint has larger effect on the throughput than the change of the reliability constraint, since the throughput increases faster along with the loose of security constraint than the loose of reliability constraint.

VI. CONCLUSIONS

In this work, we presented a comprehensive study of secure transmission design in quasi-static slow fading channels with channel estimation errors. For systems with fixed encoding rates, throughput-maximizing on-off transmission schemes were proposed for scenarios with different assumptions on the channel knowledge. For systems with encoding rates controllable, we derived both non-adaptive and adaptive rate transmission schemes which jointly optimize the rate parameters and the on-off thresholds. Our analytical and numerical results illustrated how the optimal design and the achievable throughput vary with the change in the channel knowledge assumptions. In addition, we found that increasing the pilot power for more accurate channel estimation sometimes can harm the system performance. When both the legitimate receiver and the eavesdropper estimate their channels via the pilot transmission, increasing pilot power decreases the channel estimation errors at both the legitimate receiver and the eavesdropper. The overall throughput increases at the beginning but can decrease after achieving the peak value, as the pilot power increases.

Besides, some interesting research directions for the future work are discussed as follows. In this paper, our design solutions are based on the assumption of independent channels
for Bob and Eve. One interesting future work is to study
the effect of channel correlation on the transmission design
performance. Also, apart from the channel estimation errors
due to the estimation process, the investigation on the effects
of additional channel estimation errors due to the quantization
and finite-rate feedback is another interesting research direc-
tion.

**APPENDIX A**

*Proof of Proposition 1:* We first derive the optimal \( \mu_b \) in
Scenario 1. One can find that \( \mu_b = 2^{R_b} - 1 \) is the only solution
of \( \mu_b \) to the equation

\[
\frac{\partial \eta(\mu_b, \mu_e)}{\partial \mu_b} = 0 \tag{70}
\]

and

\[
\frac{\partial^2 \eta(2^{R_b} - 1, \mu_e)}{\partial \mu_b^2} < 0. \tag{71}
\]

Thus, if we ignore the possible bound of \( \mu_b \), the optimal \( \mu_b \) is
equal to \( 2^{R_b} - 1 \). However, to satisfy the reliability constraint,
\( p_{co} \leq \delta \), there exists a possible lower bound of \( \mu_b \) given by

\[
\mu_b \geq (2^{R_b} - 1) \left(1 - P_\beta \beta_b \ln \left(\frac{1 + \beta_b(2^{R_b} - 2) - \beta_b(2^{R_b} - 1)}{\beta_b(2^{R_b} - 1)}\right)\right). \tag{72}
\]

Considering the lower bound, the optimal \( \mu_b \) in Scenario 1 is
formulated as (27) in Proposition 1.

Then, we derive the optimal \( \mu_e \) in Scenario 1. Since \( p_{tx} \) is
an increasing function of \( \mu_e \), and \( p_{co} \) is independent of \( \mu_e \), it is
optimal to maximize \( \mu_e \) while satisfying the security constraint
\( p_{so} \leq \epsilon \). From the definition of \( p_{so} \), one can find that \( p_{so} \)
is an increasing function of \( \mu_e \). Thus, there is only one or no
solution of \( \mu_e \) to the equation

\[
p_{so}(\mu_e) = \epsilon \tag{73}
\]

where the expression of \( p_{so} \) is given as (23). When

\[
\Pr(C_e > R_b - R_s) \leq \epsilon \Rightarrow \frac{1 - \beta_e}{1 + \beta_e(2^{R_b} - R_s - 2)} \exp \left(\frac{2^{R_b} - R_s - 1}{P_c(1 - \beta_e)}\right) \leq \epsilon, \tag{74}
\]

there is no solution of \( \mu_e \) to (73), which means that there
is no need to set an on-off SNR threshold on \( \gamma_e \) for the
system (the required security constraint is always achievable)
or equivalently \( \mu_e = \infty \). Otherwise, there exists one and only
one solution of \( \mu_e \) to (73), which is the optimal value of \( \mu_e \) to
the maximization problem. Although it is difficult to obtain a
closed-form solution of \( \mu_e \), this problem can be easily solved numerically. Thus, the optimal \( \mu_e \) in Scenario 1 is formulated as (28) in Proposition 1.

**APPENDIX B**

*Proof of Proposition 2:* The optimal \( \mu_b \) in Scenario 2 is the
same as that in Scenario 1 and the proof of it is identical to
the corresponding part in the proof of Proposition 1. Now,
we derive the optimal \( \mu_e \) in Scenario 2. Since \( p_{tx} \) is an
increasing function of \( \mu_e \), and \( p_{co} \) is independent of \( \mu_e \), it is
optimal to maximize \( \mu_e \) while satisfying the security constraint
\( p_{so} \leq \epsilon \). From the definition of \( p_{so} \), one can find that \( p_{so} \)
is an increasing function of \( \mu_e \). Thus, there is only one or no
solution of \( \mu_e \) to the equation

\[
p_{so}(\mu_e) = \epsilon \tag{75}
\]

where the expression of \( p_{so} \) is given as (34). When

\[
\Pr(C_e > R_b - R_s) \leq \epsilon \Leftrightarrow \exp \left(-\frac{2^{R_b} - R_s - 1}{P_c}\right) \leq \epsilon, \tag{76}
\]

there is no solution of \( \mu_e \) to (75), which means that there
is no need to set an on-off SNR threshold on \( \gamma_e \) for the
system (the required security constraint is always achievable)
or equivalently \( \mu_e = \infty \). Otherwise, there exists one and only
one solution of \( \mu_e \) to (75), which is the optimal value of \( \mu_e \) to
the maximization problem. Although it is difficult to obtain a
closed-form solution of \( \mu_e \), this problem can be easily solved numerically. Therefore, the optimal \( \mu_e \) in Scenario 2 is
formulated as (38) in Proposition 2.

**APPENDIX C**

*Proof of Proposition 4:* The proof of the optimal \( \mu_b \) for the
non-adaptive scheme is identical to the proof of optimal \( \mu_b \)
in Section III. Now, we prove the optimal \( R_s \) for any chosen
\( R_b \) as follows. Since \( p_{tx} \) and \( p_{co} \) are independent of \( R_s \), it
is optimal to maximize \( R_s \). Thus, we obtain the optimal \( R_s \)
while satisfying \( p_{so} \leq \epsilon \) as (57) in Proposition 4. Then, we
prove the optimal \( R_b \). Since \( R_s > 0 \), we have \( R_b > k \). It is
easy to prove that when

\[
R_b \geq \max \left\{ \log_2 \left(1 + \frac{(1 - \beta_b)\delta}{\beta_b(1 - \delta)}\right) \right\} k + \frac{1}{2} \ln 2 \left(\frac{2^{R_b} - R_s - 1}{P_c(1 - \beta_b)}\right), \tag{77}
\]

the value of \( \eta \) is a decreasing function of \( R_b \), i.e.,

\[
\frac{\partial \eta(\mu_b, R_b)}{\partial R_b} < 0. \tag{78}
\]

Therefore, the optimal \( R_b \) can be obtained by solving the
optimization problem given in Proposition 4.

**APPENDIX D**

*Proof of Proposition 5:* The proof of the optimal \( R_s \) for the
adaptive rate scheme is identical to the corresponding part
in the proof of Proposition 4. Now, we derive the optimal \( R_b \). To satisfy \( R_s > 0 \) and \( p_{co} \leq \delta \), we obtain
the lower and upper bounds of \( R_b \) given by \( R_b > k \) and
\( R_b \leq \log_2 \left(1 + \frac{\gamma_b}{1 + P_c(1 - \beta_b)\ln \delta}\right) \). Thus, the optimal \( R_b \) can be
obtained by solving the optimization problem given in
Proposition 5. Then, we derive the optimal \( \mu_b \). To derive the
optimal, \( \mu_b \), we start from looking for the range of \( \gamma_b \) in which
it is possible to have secure communication with positive
confidential information rate while satisfying both constraints.
Let the lower bound of \( R_b \) be less than the upper bound of
\( R_b \), we can find the feasible range of \( \gamma_b \) as

\[
\log_2 \left(1 + P_c \ln \epsilon^{-1}\right) < \log_2 \left(1 + \frac{\gamma_b}{1 + P_c(1 - \beta_b)\ln \delta}\right) \Leftrightarrow \gamma_b > (1 + P_c(1 - \beta_b)\ln \delta) \frac{P_c}{P_c} \ln \epsilon^{-1}. \tag{79}
\]

Therefore, the optimal \( \mu_b \) is equal to the lower bound of the
feasible \( \gamma_b \), given by (65).
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