INVERSE SCATTERING METHOD FOR HITCHIN SYSTEMS OF TYPES $B_n$, $C_n$, $D_n$, AND THEIR GENERALIZATIONS
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ABSTRACT. We give a solution of the Inverse Scattering Problem for integrable systems with a finite number degrees of freedom, admitting a Lax representation with spectral parameter on a Riemann surface. While conventional approaches deal with the systems with $GL(n)$ symmetry, we focus on the problems arising in the case of symmetry with respect to a semi-simple group. Our main results apply to Hitchin systems of the types $B_n$, $C_n$, $D_n$.
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1. INTRODUCTION

In [4], I.M. Krichever introduced a wide class of Lax integrable systems with spectral parameter on a Riemann surface. Basic examples are given by $A_n$-type Hitchin and Calogero–Moser systems. Some classical integrable systems are contained there as well. In the above quoted work, Krichever has constructed the corresponding integrable hierarchies and their Hamiltonian theory, gave a general scheme of algebraic-geometrical integration of $GL(n)$ Hitchin systems by means his well-known theory of Baker–Akhiezer functions.

In [6], there were constructed similar Lax operators for the classical groups $SO(2n)$, $SO(2n + 1)$, $Sp(2n)$. In the subsequent series of works summarized in [7] we generalized the hierarchies originally introduced in [4], and their Hamiltonian
theory, on the Lax systems of the above type where operators of the \((L, M)\)-pair take values in the corresponding simple Lie algebras. In \([8]\) we generalized the above results on the case of arbitrary semi-simple Lie algebras. It turned out to be possible due to a new algebraic approach to the Lax operators in question developed in \([9]\). In \([10, 1]\), we developed explicit separation of variables technique for Hitchin systems on hyperelliptic curves with arbitrary underlying symmetry algebra (group) in the class of complex semi-simple Lie algebras (groups, resp.).

The inverse scattering method appears as the only part of the programme initiated in \([4]\), not yet done in presence of non-trivial group symmetry. It is the aim of this work to fill this gap.

In the present paper we consider the case of classical simple groups \(SO(2n), SO(2n + 1), Sp(2n)\). We set the problem as follows: to retrieve the operators of the Lax pair by spectral data. With this aim, we use a conventional scheme of algebraic-geometric integration due to Krichever \([2, 3]\), specified for the systems in question in \([4]\). According to this scheme

\[
L = \hat{\Psi} \Lambda \hat{\Psi}^{-1}, \quad M = -\partial_t \hat{\Psi} \cdot \hat{\Psi}^{-1}
\]

where \(L\) is the Lax matrix, \(M\) is its counterpart in the Lax pair, \(\Lambda\) is a spectrum of \(L\) coming directly from the spectral curve, \(\hat{\Psi}\) is the matrix of Baker–Akhieser functions uniquely defined by spectral data.

In presence of a symmetry with respect to a semi-simple group \(G\), there is the following difference with the conventional \(GL(n)\) case:

1) \(\hat{\Psi}\) is a \(G\)-valued function;
2) Conventional spectral data is not sufficient for retrieving the \((L, M)\)-pair. It is necessary to give explicitly the time-dependent poles of \(\hat{\Psi}\) corresponding to the Tyurin points of the Lax matrix while in the conventional \(GL(n)\) case the Tyurin points are zeroes of the Baker–Akhieser function.
3) An expression for exponents of the Baker–Akhieser function is needed.

None of the problems 1, 2 arose in the \(GL(n)\) case, and the problem 3 had a trivial solution. We resolve the first problem by applying a certain orthogonalization (resp., skew-orthogonalization) process to the matrix \(\hat{\Psi}\) obtained in a conventional way. The corresponding bilinear form comes directly from the assumption of invariance of the spectral curve with respect to a holomorphic involution (in turn, coming from the assumption that \(L\) is a skew-symmetric (resp., infinitesimal symplectic) matrix. The most delicate part of the proof is to preserve the form of Tyurin poles in course of the orthogonalization (proof of the Theorem 4.3 below).

Methods of resolving the second problem are actually developed in \([5]\). We adopt the equation of motion of our analogs of the Tyurin parameters from \([8]\).

To resolve the third problem, we reduce it to a calculation of gradients of invariants of the \(L\)-matrix in terms of its spectrum. This looks like a classical problem of linear algebra, however we don’t know any reference on its solution.

In Section 2 we define integrable hierarchies in question via their Lax representations.
In Section 3 we define the spectral data corresponding to a given Lax hierarchy. They include the spectral curve, the pole divisor and divisor of exponential singularities of the Baker–Akhieser function, and the form of the corresponding exponents. We stress again that these data are insufficient in the case $G$ is semi-simple. The reason is that in the semi-simple case the Tyurin points appear as unremovable poles while for $G = GL(n)$ they are zeroes of (determinant of) the Baker–Akhieser function.

In Section 4 we formulate and prove main results of the paper, namely, the theorem of existence and uniqueness of the Baker–Akhieser function possessing the above listed special properties, and a theta-functional formula for it. We also give an explicit formula for the exponents of the Baker–Akhieser function.

2. Lax integrable systems with spectral parameter on a Riemann surface

2.1. Lax equations. Let $\mathfrak{g}$ be a semi-simple Lie algebra over $\mathbb{C}$, $\mathfrak{h}$ be its Cartan subalgebra, and $h \in \mathfrak{h}$ be such element that $p_i = \alpha_i(h) \in \mathbb{Z}_+$ for every simple root $\alpha_i$ of $\mathfrak{g}$. If we denote the root lattice of $\mathfrak{g}$ by $\mathbb{Z}(\mathfrak{R})$ where $\mathfrak{R}$ is the root system of $\mathfrak{g}$, then $h$ belongs to the positive chamber of the dual lattice $\mathbb{Z}(\mathfrak{R})^*$. For $p \in \mathbb{Z}$ let $\mathfrak{g}_p = \{X \in \mathfrak{g} \mid (\text{ad} \ h)X = pX\}$, and $k = \max\{p \mid \mathfrak{g}_p \neq 0\}$. Then the decomposition $\mathfrak{g} = \bigoplus_{i=-k}^{k} \mathfrak{g}_i$ gives a $\mathbb{Z}$-grading on $\mathfrak{g}$. Call $k$ a depth of the grading. Obviously,

$$\mathfrak{g}_p = \bigoplus_{\alpha \in \mathfrak{R}, \alpha(h) = p} \mathfrak{g}_\alpha.$$ 

Define also the following filtration on $\mathfrak{g}$: $\tilde{\mathfrak{g}}_p = \bigoplus_{q=-k}^{p} \mathfrak{g}_q$. Then $\tilde{\mathfrak{g}}_p \subset \tilde{\mathfrak{g}}_{p+1}$ ($p \geq -k$), $\tilde{\mathfrak{g}}_{-k} = \mathfrak{g}_{-k}, \ldots, \tilde{\mathfrak{g}}_k = \mathfrak{g}$, $\tilde{\mathfrak{g}}_p = \mathfrak{g}$, $p > k$.

Let $\Sigma$ be a complex compact Riemann surface with two given non-intersecting finite sets of marked points: $\Pi$ and $\Gamma$. Assume every $\gamma \in \Gamma$ to be assigned with an $h_\gamma \in \mathbb{Z}(\mathfrak{R})^*_+$, and with the corresponding grading and filtration. We equip the notation $\mathfrak{g}_p$, $\tilde{\mathfrak{g}}_p$ with the upper $\gamma$ indicating that the grading (resp. filtration) subspace corresponds to $\gamma$. Let $L$ be a meromorphic mapping $\Sigma \to \mathfrak{g}$, holomorphic outside the marked points which may have poles of an arbitrary order at the points in $\Pi$, and has the expansion of the following form in a neighborhood of any $\gamma \in \Gamma$:

$$(2.1) \quad L(z) = \sum_{p=-k}^{\infty} L_p(z - z_\gamma)^p, \quad L_p \in \tilde{\mathfrak{g}}_p^\gamma$$

where $z$ is a local coordinate in the neighborhood of $\gamma$, $z_\gamma$ is the coordinate of $\gamma$ itself. For simplicity, we assume that the depth of grading $k$ is the same all over $\Gamma$, though it would be no difference otherwise.

Lemma 2.1 ([8]). The expansion (2.1) takes place if, and only if

$$L(z) = (z - z_\gamma)^{h_\gamma} L(0)(z - z_\gamma)^{-h_\gamma}$$
where \( L_{(0)} \) is holomorphic in the neighborhood of \( z = z_\gamma \).

We denote by \( \mathcal{L}_{\Pi, \Gamma, h} \) a linear space of all such mappings. Since the relation (2.1) is preserved under commutator, \( \mathcal{L}_{\Pi, \Gamma, h} \) is a Lie algebra called Lax operator algebra.

Let \( M : \Sigma \to \mathfrak{g} \) be a meromorphic mapping holomorphic outside \( \Pi \) and \( \Gamma \), for every \( \gamma \in \Gamma \) having a Laurent expansion

\[
(2.2) \quad M(z) = \frac{\nu_\gamma h_\gamma}{z - z_\gamma} + \sum_{i=-k}^{\infty} M_i^\gamma (z - z_\gamma)^i
\]

at \( \gamma \), where \( M_i^\gamma \in \mathfrak{g}_i \) for \( i < 0 \), \( M_i^\gamma \in \mathfrak{g} \) for \( i \geq 0 \), and \( \nu_\gamma \in \mathbb{C} \). We denote by \( \mathcal{M}_{\Pi, \Gamma, h} \) the space of such mapping corresponding to given data \( \Pi, \Gamma, h \) (as above, \( h = \{h_\gamma \mid \gamma \in \Gamma \} \)). Obviously, \( \mathcal{L}_{\Pi, \Gamma, h} \subset \mathcal{M}_{\Pi, \Gamma, h} \).

Let \( D \) be a non-negative divisor supported at \( \Pi: D = m_1 P_1 + \ldots + m_N P_N \) where \( m_1, \ldots, m_N \geq 0 \). Let \( \mathcal{L}_D^{\Pi, \Gamma, h} = \{ L \in \mathcal{L}_{\Pi, \Gamma, h} \mid (L) + \sum_{s=1}^{K} k_s \gamma_s + D \geq 0 \} \). We define a sheaf \( \mathcal{L}_D \) formed by the spaces \( \mathcal{L}_D^{\Pi, \Gamma, h} \) as fibres. A point of the total space of the sheaf \( \mathcal{L}_D \) is given by a triple \( \{\Gamma, h, L\} \) where the pair \( \{\Gamma, h\} = \{h_\gamma \mid \gamma \in \Gamma \} \) represents a point of the base, \( L \in \mathcal{L}_{\Pi, \Gamma, h} \) represents a point of the fibre over \( \{\Gamma, h\} \).

We assume \( \mathfrak{g} \) to be a classical simple Lie algebra, and \( G \) be the corresponding classical group. Then \( G \) operates on the total space of the sheaf \( \mathcal{L}_D \). The action of \( g \in G \) is as follows: \( \gamma \to g \gamma, h_\gamma \to gh_\gamma g^{-1}, L \to gLg^{-1} \).

Many results below apply to a more general situation of an arbitrary semi-simple Lie algebra \( \mathfrak{g} \) and the algebraic group \( G \) corresponding to \( \mathfrak{g} \) and its faithful representation in a linear space \( V \).

Definition 2.2. The quotient of the total space of the sheaf \( \mathcal{L}_D \) by the just defined \( G \)-action serves as a phase space of the dynamical system we are going to define. Let this space be denoted by \( \mathcal{P}_D = \mathcal{L}_D / G \).

We give the dynamics on the phase space by means of a Lax equation. It is our next step to introduce it.

By Lax operator we mean the map of the total space of the sheaf \( \mathcal{L}_D \) to \( \text{Mer}(\Sigma \to \mathfrak{g}) \) given by \( \{\Gamma, h, L\} \to L \), i.e. the map forgetting the base component of a point in \( \mathcal{L}_D \). Taking account of \( G \)-equivariance of the map, we regard to it as to a map defined on the phase space. In abuse of notation, we will denote the map (i.e. the Lax operator) by \( L \) also.

We introduce the sheaf \( \mathcal{M}_D \) similarly to \( \mathcal{L}_D \) replacing \( L \) defined by (2.1) with \( M \) defined by (2.2) in the above definitions. We call the forgetting map on \( \mathcal{M}_D : \{\Gamma, h, M\} \to M \) the \( M \)-operator.

The equation

\[
(2.3) \quad \dot{L} = [L, M]
\]

where \( \dot{L} = dL/dt \), is called the Lax equation. This is a system of ordinary differential equations for the dynamical variables including \( \{(z_\gamma, h_\gamma) \mid \gamma \in \Gamma \} \), and the parameters of the main parts of meromorphic functions \( L \) and \( M \) at the points in \( \Pi \) and \( \Gamma \).
Following [4], a system given by the Lax representation (2.1)–(2.3) with $D = (\omega)$ where $\omega$ is a holomorphic differential on $\Sigma$, is called a Hitchin system.

### 2.2. Hierarchies.

In order that the system (2.3) is closed, it is necessary to give $M$ as a function of $L$. Here we will do it following the lines of [4, 8, 7].

Let $a$ denote a triple of the form $\{\chi, P \in \Pi, m > -m_P\}$ where $\chi$ is an invariant polynomial on the Lie algebra $\mathfrak{g}$, $m_P$ is the multiplicity of $P$ in the divisor $D$.

We define the gradient $\nabla \chi(L) \in \mathfrak{g}$ of the polynomial $\chi$ at the point $L \in \mathfrak{g}$ by means of the relation

\[ d\chi(L) = \langle \nabla \chi(L), dL \rangle, \]

where $d\chi$ is the differential of $\chi$ as a function on $\mathfrak{g}$, $\langle \cdot, \cdot \rangle$ is the Cartan–Killing form on $\mathfrak{g}$. If $L \in L_{\Pi, \Gamma, h}$, i.e. we regard to $L$ as to a meromorphic $\mathfrak{g}$-valued function on $\Sigma$, then $\nabla \chi(L)$ will be such function too. If it is considered as a function of a local coordinate $w$ on $\Sigma$, we write $\nabla \chi(w)$.

**Lemma 2.3 ([4, 8])**. For every triple $a = \{\chi, P, m\}$, and every $L \in L_{\Pi, \Gamma, h}^D$, there is a unique appropriately normalized $M_a \in M_{\Pi, \Gamma, h}^D$ having a unique pole outside $\Gamma$, namely, at $P$, and such that in a neighborhood of $P$ (with a local parameter $\omega$)

\[ M_a(w) = w^{-m} \nabla \chi(L(w)) + O(1), \]

and the equation $\dot{L} = [L, M_a]$ is well-defined (i.e. $([L, M_a])$ is a tangent vector to $L_{\Pi, \Gamma, h}^D$).

Lemma 2.3 gives $M_a$ as a function of $L$ which we denote by $M_a(L)$. We refer to [8] for the details on the normalization mentioned in the theorem.

A point $P \in \Sigma$ is called a *regular* point of $L$ if $L(P)$ is well-defined, and is a regular element of the Lie algebra $\mathfrak{g}$. It is called *irregular* if this evaluation is well-defined but irregular in $\mathfrak{g}$. The set of all irregular points of a given $L \in L_{\Pi, \Gamma, h}^D$ is finite. This implies that the set of Lax operators for which the set of irregular points has an empty intersection with $\Pi$, is open.

**Theorem 2.4 ([4, 8]).** Relations

\[ \partial_a L = [L, M_a] \]

where $M_a = M_a(L)$, give a family of commuting vector fields (parameterized by $a$) on the open subset in $\mathcal{P}^D$ given by Lax operators such that their sets of irregular points have empty intersections with $\Pi$.

**Corollary 2.5.** Lax equations $\partial_a L = [L, M_a]$ give commuting flows on $\mathcal{P}^D$.

In [8], Theorem 2.4 has been proven under conditions [8, (3.21)] which read as follows in our notation

\[ \partial_a z_\gamma = \nu_{a, \gamma}, \quad \partial_a h_\gamma = [h_\gamma, M_{a, 0}^\gamma] \]

($\nu_{a, \gamma}$ coming from (2.2)). The same relations appear as the conditions of holomorphy of spectra of $M$-operators along trajectories of (2.3) [8, Section 4.5]. In our approach, equations (2.7) play the same role as the *equations of motion of Tyurin parameters* in [8, 4].
Theorem 2.6. For any \( a \) the vector field \( \partial_a \) is Hamiltonian with the Hamiltonian
\[
H_a = \text{res}_{\rho_a} w_a^{-m_a} \chi(L(w_a)) \omega(w_a)
\]
with respect to the Krichever–Phong symplectic structure.

We refer to [8] for the version of the Krichever–Phong symplectic structure needed here. For the origin of this notion we refer to [4] and references therein, and to [7].

3. Spectral transform

It is the aim of the section, to assign a certain spectral data to the above constructed hierarchy of Lax equations.

3.1. Spectral curve. By the spectral curve of an \( L \in \mathcal{P}^D \) we mean a curve \( \Sigma_L \) given by the equation
\[
\det(L(q) - \lambda) = 0, \quad q \in \Sigma.
\]
It is a \( d \)-fold branch covering of \( \Sigma \) where \( d = \dim V \), \( V \) is the space of the standard representation of \( G \). The spectral curve possesses the following simple properties.

Lemma 3.1. 1° Represent (3.1) in the form
\[
R(q, \lambda) = \lambda^d + \sum_{j=1}^{d} r_j(q) \lambda^{d-j} = 0.
\]
Then \( r_j \in \mathcal{O}(\Sigma, -jD) \).

2° Assume \( g \) is one of the Lie algebras \( \mathfrak{so}(2n), \mathfrak{so}(2n+1), \mathfrak{sp}(2n) \). Then the spectral curve is invariant with respect to the involution \( \lambda \rightarrow -\lambda \).

Proof. 1° According to [4] [8] [7] the spectra of Lax operators are holomorphic at Tyurin points. Hence polynomials \( r_j(q) \) are holomorphic there too. Next, \( (L) \geq -D \).

Since \( r_j \) is a polynomial of degree \( j \) in \( L \), we obtain \( (r_j) \geq -jD \).

2° Let \( \sigma \) be a matrix of the scalar product in \( V \) in the cases \( g = \mathfrak{so}(2n), \mathfrak{so}(2n+1) \), and a matrix of the symplectic form in the case \( g = \mathfrak{sp}(2n) \). Then \( \sigma L^T \sigma^{-1} = -L \) \( (L^T \) denotes the matrix transposed to \( L \), and (3.1) is obviously invariant with respect to the replacement of \( L \) with \( \sigma L^T \sigma^{-1} \). But this replacement results in the equation \( \det(L(q) + \lambda) = 0 \). \( \square \)

Let \( D_L \) be a pull-back of the divisor \( D \) with respect of the covering \( \Sigma_L \rightarrow \Sigma \).

3.2. Relation between spectra of \( L \)- and \( M \)-operators. Since \( L \) and \( \partial_a + M_a \) commute by virtue of the Lax equations, there is a meromorphic vector-valued function \( \psi \) on \( \Sigma_L \) such that for a general \( Q = (q, \lambda) \in \Sigma_L \)
\[
L(q) \psi(Q) = \lambda(Q) \psi(Q), \quad (\partial_a + M_a(q)) \psi(Q) = f_a(Q) \psi(Q)
\]
where \( \lambda(Q) \) is a solution of (3.1). For a given \( q \in \Sigma \), let \( \Lambda(q) \) be a diagonal matrix with all solutions of (3.1) on the diagonal. To define it, we fix an arbitrary order of the sheets of the covering \( \Sigma_L \rightarrow \Sigma \), that is an order of the roots of the equation...
(3.1) As well, we consider a diagonal matrix $F_a(q)$ with the eigenvalues $f_a(q)$ on the diagonal, placed in the same order.

Let $\Lambda(q) = \text{diag}(\lambda_1(q), \ldots, \lambda_d(q))$. Placing the vectors $\psi(q, \lambda_1), \ldots, \psi(q, \lambda_d)$ in the corresponding order, we obtain a matrix $\Psi(q)$ which we will call the matrix of eigenvectors. The following relations are equivalent to (3.3)

\[(3.4) \quad L\Psi = \Psi \Lambda, \quad (\partial_a + M_a)\Psi = \Psi F_a.\]

The two matrices $\Lambda$ and $F_a$ represent the spectra of the operators $L$ and $M_a$, resp. The relation between the spectra in a neighborhood of $q = P_a$ is given by

\[(3.5) \quad F_a(w_a) = \Psi_a^{-m_a} \nabla \chi_a(\Lambda(w_a)) + O(1)\]

where $w_a$ is a local parameter in the neighborhood. It has been proven in [8]. Indeed, in a neighborhood of $P_a$ we have, first, $F_a = \Psi^{-1} \cdot \partial_a \Psi + \Psi^{-1} M_a \Psi = \Psi^{-1} M_a \Psi + O(1)$ by holomorphy of $\Psi$ and $\Psi^{-1}$ at the points in $\Pi$ (which is a condition of a general position), and second, $M_a = w^{-m} \nabla \chi(L(w)) + O(1)$ by Lemma 2.3. By invariance of $\chi$, its gradient $\nabla \chi$ is equivariant, thus we have $\Psi \nabla \chi(L) \Psi^{-1} = \nabla \chi(\Lambda)$ (the first equality follows from [8] Eq. (3.29)). Therefore, $F_a = \nabla \chi(\Lambda) + O(1)$.

3.3. From $(L, M)$-pair to Baker–Akhiezer matrix-function. Given a pair $(L, M_a)$ defined as above, consider the following matrix-valued function on $\Sigma$:

\[(3.6) \quad \hat{\Psi} = \Psi \exp \left( -t_a \int F_a dt_a \right) .\]

where $t_a$ is the time parameter of the flow given by $M_a$.

**Theorem 3.2.**  (A0) $(\partial_a + M_a)\hat{\Psi} = 0$.

(A1) Columns of $\hat{\Psi}$ are orthogonal if $\mathfrak{g} = \mathfrak{so}(2n), \mathfrak{so}(2n + 1)$, and skew-orthogonal if $\mathfrak{g} = \mathfrak{sp}(2n)$.

(A2) $\hat{\Psi}$ is meromorphic except at $P_a$ where it has an essential singularity of the form

$$\hat{\Psi}(w_a) = \Psi_a(w_a) \exp \left( -t_a w_a^{-m_a} \nabla \chi_a(\Lambda(w_a)) \right),$$

where $w_a$ is a local parameter in the neighborhood, $\Psi_a$ is a local matrix-valued function, holomorphic and invertible, $\Lambda(w_a)$ is a local notation for $\Lambda(q)$.

(A3) $\hat{\Psi}$ is meromorphic outside $D$. Apart from Tyurin points, the divisor $D_p$ of its poles is time independent.

(A4) At the Tyurin points

\[(3.7) \quad \hat{\Psi} = (z - z_\gamma)^{bn} \Psi_0\]

where $\Psi_0$ is holomorphic and holomorphically invertible in a neighborhood of $z_\gamma$.

**Proof.**
\[ (\partial_a + M_a) \tilde{\Psi} = \partial_a \Psi \cdot e^{-\int F_a dt} - \Psi F_a e^{-\int F_a dt} + M_a \Psi e^{-\int F_a dt} = (\partial_a + M_a) \Psi e^{-\int F_a dt} - \Psi F_a e^{-\int F_a dt} + M_a \Psi e^{-\int F_a dt}. \]

By (3.4), \((\partial_a + M_a) \Psi = \Psi F_a\), which completes the proof of the statement.

(A1) holds for the reason that \(L\) is skew-symmetric in the case \(g = \mathfrak{so}(2n, \mathbb{C})\), and infinitesimal symplectic in the case \(g = \mathfrak{sp}(2n)\).

(A4) By Lemma 2.1, there takes place the following relation for the Lax operator:

\[ L(z) = (z - z_\gamma)^h_\gamma L(0)(z)(z - z_\gamma)^{-h_\gamma}, \]

where \(L(0)(z)\) is holomorphic. Let \(\Psi_0(z)\) be the matrix formed by eigenvectors of \(L(0)(z)\). In a general position, it is holomorphic, and holomorphically invertible in a neighborhood of \(z = z_\gamma\). We have \(L(0)(z)\Psi_0(z) = \Psi_0(z)\Lambda\). Together with the previous relation it implies \(L(z)(z - z_\gamma)^h_\gamma \Psi_0(z) = (z - z_\gamma)^h_\gamma \Psi_0(z)\Lambda\), hence \(\Psi(z) = (z - z_\gamma)^h_\gamma \Psi_0(z)\) (up to normalization of eigenvectors which does not affect the proof).

By the property (A2) \(\tilde{\Psi}\) is a conventional Baker–Akhieser matrix, as introduced in [3, 4]. However, by the property (A4), the Tyurin points appear as time-dependent poles. Indeed, \(\text{tr} h_\gamma = 0\), hence \((z - z_\gamma)^h_\gamma\) has both zeroes and poles on the diagonal at \(z = z_\gamma\) (while for \(GL(n)\) \((z - z_\gamma)^h_\gamma\) is conjugated to \(\text{diag}(z - z_\gamma, 1, \ldots, 1)\) \[5\]). This makes a substantial difference with \[4\], though in general such situation is not new. It had been considered in \[5\] for the Kadomtsev–Petviashvili equation. Another difference with the conventional situation makes the property (A1).

### 3.4. Spectral transform.

By spectral transform we mean the correspondence

\[ \{L, \{M_a\}\} \longrightarrow \{\Sigma_L, D, \{h_\gamma\}, \{\nabla \chi_a(\Lambda)\}\}. \]

In other words, the above hierarchy is assigned with the spectral data consisting of the spectral curve, the divisors \(D\) (of exponential points of the Baker–Akhieser function) and \(D_p\) (its pole divisor) on it, gradients of invariant polynomials, and the set of Tyurin points together with associated grading elements. We would like comment on the the last two items (Tyurin data and \(\{\nabla \chi_a(\Lambda)\}\)). Integration of the Tyurin data in spectral data is not conventional. In the precedent work \[4\], due to a special form of the elements \(h_\gamma\) for \(g = \mathfrak{gl}(n)\), the Tyurin points turn out to be zeroes of eigenfunctions. The situation for semisimple algebras considered here is completely different: there are always poles at Tyurin points. As for the gradients of invariant polynomials, they are included as polynomials giving a form of the exponents which is conventional [3].

It is the aim of the next section to retrieve the hierarchy by the spectral data, in other words to construct the inverse spectral transform.
In spite the above introduced $\hat{\Psi}$ is not included to spectral data, it gives a hint at which properties the Baker–Akhieser function giving the inverse spectral transform should possess.

4. INVERSE SPECTRAL TRANSFORM

It is the aim of the section to retrieve the $L$- and $M$-operators by the spectral data and Tyurin data. We formulate and prove the theorem of existence and uniqueness of the Baker–Akhieser matrix possessing the above formulated properties (A1)–(A4) (Theorem 3.2).

4.1. Retrieving the $(L, M)$-pair by spectral and Tyurin data. Given a genus $g$ curve $\Sigma$, and a positive divisor $D$ on it, let $\hat{\Sigma}$ be a Riemann surface of the algebraic function $\lambda$ given by the equation

\[ R(q, \lambda) = \lambda^{2n} + \sum_{j=1}^{n} r_j(q) \lambda^{2n-2j} = 0 \]

where $r_j \in \mathcal{O}(\Sigma, -jD)$ (the left equality in (4.1) is just a notation). $\hat{\Sigma}$ is a branch covering of $\Sigma$. It possesses a holomorphic involution $\sigma: \lambda \to -\lambda$. Assume that $\hat{\Sigma}$ has no more than nodal singularities. In the case $\hat{\Sigma}$ is singular, let $\hat{\Sigma}^n$ denote its normalization. Let $\pi: \hat{\Sigma} \to \Sigma$ ($\pi: \hat{\Sigma}^n \to \Sigma$, resp.) be the covering map.

Let $\lambda(Q)$ be a function on $\hat{\Sigma}$ defined by $\lambda(q, \lambda_j) = \lambda_j$ where $Q = (q, \lambda_j)$ is an arbitrary point of $\hat{\Sigma}$. Let $\tilde{D}$ be a pull-back of the divisor $D$. Then $\tilde{D}$ is a positive divisor on $\hat{\Sigma}$, obviously invariant with respect to $\sigma$. Let $\Lambda(q)$ be a diagonal matrix-valued function on $\Sigma$: $\Lambda(q)_{ij} = \delta_{ij}\lambda_j$ where $\lambda_j$ is the $j$-th root of the spectral curve equation over the point $q \in \Sigma$ for an arbitrary (but fixed) ordering of the roots. By definition

\[ (\Lambda) + D \geq 0. \]

The diagonal matrix-valued function $\Lambda$ is defined up to a preserving the involution enumeration of the roots of the characteristic equation, i.e. up to the action of the Weyl group on $h$. Similarly we can assign a diagonal matrix-valued function on $\Sigma$ to any (scalar-valued) function on $\hat{\Sigma}$. Once the enumeration is fixed, there is a version of the direct image construction which takes a vector-valued function on $\hat{\Sigma}$ to a matrix-valued function on $\Sigma$. The evaluation of the last at $q \in \Sigma$ is formed by the evaluations of the first at the preimages of $q$, as by columns, taken in the corresponding order.

Let $D = \sum_{P \in \Sigma} m_p P$ where $m_p \in \mathbb{Z}$, $m_p > 0$. Let the time $t_a$ correspond to a point $P_a \in \text{supp } \tilde{D}$, integer $m_a \geq -m_p$, and an invariant polynomial $\chi_a$.

**Theorem 4.1.** Given a non-special divisor $D_p$ on $\hat{\Sigma}$, such that $\deg D_p = \hat{g} + d - 1$ ($d$ is the dimension of the standard representation of $\mathfrak{g}$), there exists the unique Baker–Akhieser vector-function $\hat{\psi}$, and the corresponding matrix-valued function $\hat{\Psi}$ satisfying the following conditions:

1. (BA1) $\hat{\Psi}$ is a $G$-valued function on $\Sigma$. 
(BA2) For every $P \in \text{supp } D$,

$$\hat{\Psi}(w_P) = \Psi_P(w_P) \cdot \exp \left( - \sum_{a: P_a = P, m_a \leq m_P} t_a w_P^{-m_a} \nabla \chi_a(\Lambda(w_P)) \right)$$

in a punctured neighborhood of the point $P$, where $w_P$ is a local parameter in the neighborhood, $\Psi_P$ is a local matrix-valued function, holomorphic and invertible, $\Lambda(w_P)$ is a local notation for $\Lambda(q)$.

(BA3) Outside $D$ ($\hat{D}$, resp.), $\hat{\Psi}$ ($\hat{\psi}$, resp.) is meromorphic. Apart from Tyurin points, $(\hat{\psi}) + D_p \geq 0$ (hence, the poles of $\hat{\psi}$ are time independent).

(BA4) At the Tyurin points

$$\hat{\Psi}(z) = (z - z_\gamma)^{h_\gamma} \Psi_0$$

where $\Psi_0$ is holomorphic and holomorphically invertible in a neighborhood of $z_\gamma$ (including $z_\gamma$).

Proof. Let $\mathbf{p} = \{(Q, p_Q) \mid Q \in \hat{\Sigma}, \ p_Q \in \mathbb{C}[w_Q^{-1}]\}$ be finite ($w_Q$ denotes a local parameter in a neighborhood of $Q$), $D_p$ be a positive divisor of degree $\hat{g} + d - 1$ on $\hat{\Sigma}$. Relying on the conventional theory of Baker–Akhieser functions [3], we will consider as proven the existence of a $d$-dimensional space $\mathfrak{B}(D_p, \mathbf{p})$ of scalar-valued Baker–Akhieser functions on $\hat{\Sigma}$ with an arbitrary $\mathbf{p}$ as a set of essential singularities, and a pole divisor $D_p$, where for a $(Q, p_Q) \in \mathbf{p}$ we consider $Q$ as a point of essential singularity, and $p_Q$ as a main part of the exponent at $Q$.

For an arbitrary time $t_a$ we can take $Q \in \pi^{-1}(P_a)$, and $p_Q(w_a) = w_a^{-m_a} \nabla \chi_a(\Lambda(w_a))$, and apply the above statement to the set $\mathbf{p}$ obtained this way. Then functions in the space $\mathfrak{B}(D_p, \mathbf{p})$ have the exponents as claimed in (BA2).

However, we claim existence and uniqueness of the Baker–Akhieser function with an additional requirement (BA4). We will show that the dimension of the space of modified this way Baker–Akhieser functions does not change.

Let $V \simeq \mathbb{C}^d$ and $V_i = \{v \in V \mid h_\gamma v = i v\}$. Obviously,

$$V = \bigoplus_{i = -m}^m V_i. \tag{4.4}$$

Define a flag $F : \{0\} \subseteq F_{-m} \subseteq \ldots \subseteq F_m = V$ by setting

$$F_j = \bigoplus_{i = -m}^j V_i. \tag{4.5}$$

Then $F_m = V$. We set $F_i = V$ also for $i > m$. It has been shown in course of the proof of [11, Lemma 3.4] that for a (locally) holomorphic vector function $\psi_0$ the following expansion takes place:

$$z^{h_\gamma} \psi_0 = \sum_{i = -m}^{\infty} \psi_0^i z^i.$$
where $\psi_i^j \in F_i$ for all $i \geq -m$. On the one hand, by Riemann–Roch theorem, the contribution of the pole at any $\gamma$ to the dimension of such functions should be equal to $m \dim V$. On the other hand, the total codimension of the relations $\psi_i^j \in F_i$, is also equal to $m \dim V$ which easy follows from the equality $\dim V_i = \dim V_{-i}$. Therefore, the contribution is actually equal to zero. Applying this argument to any column of the matrix-function $z^{h_i} \Psi_0$ we obtain that the contribution of this matrix-function into the dimension of the space of Baker–Akhieser functions is equal to 0. Therefore adding the condition (BA4) leaves the conventional dimension of the space of Baker–Akhieser functions invariant.

By the above procedure of generation of vector-valued and matrix-valued Baker–Akhieser functions, given an arbitrary base $\psi_1, \ldots, \psi_d$ in $\mathfrak{B}(D_p, a)$ we can form a vector-function $\psi(Q) = (\psi_1(Q), \ldots, \psi_d(Q))^T$ on $\hat{\Sigma}$. The upper $T$ denotes transposition here. Further on, given a point $q \in \Sigma$, we consider the matrix $\hat{\Psi}(q)$ formed by the vector-functions $\psi(Q_j)$ as columns where $j = 1, \ldots, d$, $Q_j = (q, \lambda_j)$, $\lambda_1, \ldots, \lambda_d$ are the roots of the spectral curve equation over $q$. $\hat{\Psi}$ depends on the order of roots of the spectral equation, but apart that, it is unique up to an appropriate normalization.

It is our next modification that we take $\hat{\Psi}(q) \in G$ for all $q \in \Sigma$. With this aim, we first define a bilinear form on the space $\mathfrak{B}(D_p, \mathfrak{p})$. For $\mathfrak{g} = \mathfrak{so}(2n), \mathfrak{so}(2n + 1)$, and $\psi_1, \psi_2 \in \mathfrak{B}(D_p, \mathfrak{p})$, we set

\[(4.6) \quad (\psi_1, \psi_2)(q) = \frac{1}{2} \sum_{Q: \pi(Q) = q} \psi_1(Q)\psi_2(Q^\sigma)\]

where $\pi : \hat{\Sigma} \to \Sigma$ is the covering map, $q \in \Sigma$, $Q \in \hat{\Sigma}$, and $\sigma : (q, \lambda) \to (q, -\lambda)$ is the involution (where $\lambda, -\lambda$ is a pair of opposite roots of the characteristic equation $R(\lambda, q) = 0$). Let $P$ be an exponential point of $\hat{\Psi}$ (see (BA2)), and $Q$ is in a small enough neighborhood of $P$. Then $\Lambda(Q) = -\Lambda(Q^\sigma)$ by definition of $\sigma$. Since $\chi$ is $\sigma$-invariant, $\nabla \chi$ is $\sigma$-antiinvariant, i.e. $\nabla \chi(\Lambda(Q)) = -\nabla \chi(\Lambda(Q^\sigma))$. Hence every singularity of exponential type turns to its inverse under the involution $\sigma$. The same holds for the Tyurin-type poles, because the sum of every two diagonal elements of $h_\gamma$, which are permuted by $\sigma$, vanishes, by definition of a Cartan subalgebra. Hence the just defined point-wise scalar product of Baker–Akhieser vector-functions is a meromorphic function (holomorphic at the just listed points). Choose the above base $\psi_1(Q), \ldots, \psi_d(Q)$ to be orthogonal with respect to the scalar product (4.6).

Then the columns of the corresponding matrix $\hat{\Psi}$ will be orthogonal with respect to the scalar product $(x, y) = x^T \sigma y$ where $x, y \in \mathbb{C}^d$ are considered as rows, $T$ denotes transposition, and, in abuse of notation, $\sigma$ here denotes an operator in $\mathbb{C}^d$ permuting the standard basis $e_1, \ldots, e_d \in \mathbb{C}^d$ according to the involution $\sigma$ on the sheets of the covering $\hat{\Sigma} \to \Sigma$, namely $e_1, \ldots, e_d \to e_{\sigma(1)}, \ldots, e_{\sigma(d)}$. Observe that $L$ is considered to be skew-symmetric matrix exactly with respect to this scalar product. Finally, we normalize $\psi_1, \ldots, \psi_d$ so that the matrix $\hat{\Psi} \in SO(d)$. 

The argument is the same in the symplectic case except that the scalar product \( (4.6) \) is replaced with the symplectic form:

\[
\langle \psi_1, \psi_2 \rangle(g) = \frac{1}{2} \sum_{Q: \pi(Q) = g} (\psi_1(Q)\psi_2(Q') - \psi_1(Q')\psi_2(Q)).
\]

Theorem 4.2. Let \( \hat{\Psi} \) be given by Theorem 4.1, and \( h_{\gamma(t)} = g(t, z)h(t, z)^{-1} \) where \( h \in \mathfrak{h} \) is integral, \( g, g^{-1} \) and \( \hat{g} \) are holomorphic, \( g(t) \in G \) for all \( t \). Then

1. \( L \) and \( M \) given by \( (4.4) \) with \( t = t_a \) provide a solution of the Lax equation with the relation \( (2.3) \) between \( L \) and \( M \).

2. \( L \in \mathcal{L}_{\Pi, \Gamma, h}^D \), and \( M \in \mathcal{M}_{\Pi, \Gamma, h}^D \), as defined in Section 2.1, in particular \( (L|_{\Sigma_D}) + D \geq 0 \).

Proof. By (BA2) \( \Lambda \) is a \( \mathfrak{h} \)-valued function where \( \mathfrak{h} \) is a diagonal (Cartan) subalgebra in \( \mathfrak{g} \). Since by (BA1) \( \hat{\Psi}(q) \in G \cdot \mathfrak{D} \), and \( \mathfrak{D} \) commutes with \( \mathfrak{h} \), \( L = \hat{\Psi}\Lambda\hat{\Psi}^{-1} \) is a \( \mathfrak{g} \)-valued function on \( \Sigma \). The relation \( M = -\partial_t \hat{\Psi} \cdot \hat{\Psi}^{-1} \) obviously implies the same for \( M \). By \( t \) we denote any of the times \( t_a \).

By differentiating the both sides of the relation \( L = \hat{\Psi}\Lambda\hat{\Psi}^{-1} \), taking account of time independence of \( \Lambda \), we obtain

\[
\hat{L} = \partial_t \hat{\Psi} \cdot \Lambda\hat{\Psi}^{-1} - \hat{\Psi}\Lambda\hat{\Psi}^{-1}\partial_t \hat{\Psi} \cdot \hat{\Psi}^{-1} = [\hat{\Psi}\Lambda\Psi^{-1}, -\partial_t \hat{\Psi} \cdot \hat{\Psi}^{-1}] = [L, M].
\]

At a Tyurin point \( z_{\gamma} \), by \( (4.3) \) and \( L = \hat{\Psi}\Lambda\hat{\Psi}^{-1} \), we have

\[
L = (z - z_{\gamma})h_{\gamma}(\Psi_0\Lambda\Psi_0^{-1})(z - z_{\gamma})^{-h_{\gamma}},
\]

where \( \Psi_0\Lambda\Psi_0^{-1} \) is holomorphic. By Lemma 2.1 and for the reason that \( \Psi_0\Lambda\Psi_0^{-1} \) is holomorphic, \( L \) has a Laurent expansion \( (2.1) \) at \( z = z_{\gamma} \).

Since the exponential factor in (BA2) commutes with \( \Lambda \), we have \( L = \Psi_0\Lambda\Psi_0^{-1} \) on \( \Sigma_D \) where \( \Psi_0 \) is holomorphic and holomorphically invertible. Hence, taking account of \( (4.2) \) we obtain

\[
(L|_{\Sigma_D}) = (\Lambda|_{\Sigma_D}) \geq -D.
\]

Next, consider the expression for the \( M \)-operator at a Tyurin point \( \gamma \). By differentiation of both parts of \( (BA4) \) we obtain

\[
\partial_t \hat{\Psi} \cdot \hat{\Psi}^{-1} = \partial_t(z - z_{\gamma})^{h_{\gamma}} \cdot (z - z_{\gamma})^{-h_{\gamma}} + (z - z_{\gamma})^{h_{\gamma}}(\partial_t\Psi_0 \cdot \Psi_0^{-1})(z - z_{\gamma})^{-h_{\gamma}}.
\]

To calculate \( \partial_t(z - z_{\gamma})^{h_{\gamma}} \cdot (z - z_{\gamma})^{-h_{\gamma}} \) we plug \( (z - z_{\gamma})^{h_{\gamma}} = g(z - z_{\gamma})h^{-1} \) where \( h \) is time-independent. Then

\[
\partial_t(z - z_{\gamma})^{h_{\gamma}} \cdot (z - z_{\gamma})^{-h_{\gamma}} = \hat{g}g^{-1} + \frac{\nu h_{\gamma}}{z - z_{\gamma}} - (z - z_{\gamma})^{h_{\gamma}}\hat{g}g^{-1}(z - z_{\gamma})^{-h_{\gamma}},
\]

where \( \nu = \partial_t z_{\gamma} \). We obtain

\[
M = \hat{g}g^{-1} + \frac{\nu h_{\gamma}}{z - z_{\gamma}} - (z - z_{\gamma})^{h_{\gamma}}\hat{g}g^{-1} + \partial_t\Psi_0 \cdot \Psi_0^{-1}(z - z_{\gamma})^{-h_{\gamma}}.
\]

(4.8)
By assumption, $\dot{g}^{-1} + \partial_\psi \psi_0 \cdot \psi_0^{-1}$ is holomorphic. Therefore by Lemma 2.1 the third summand in (4.8) has an $L$-type Laurent expansion. The first occurrence of $\dot{g}^{-1}$ in (4.8) we replace with $O(1)$. We conclude that the right hand side of (4.8) has an expansion of the type (2.2).

$3^\circ$. In the neighborhood of an exponential point $P$, plugging (BA2) to the relation $M_a = -\partial_t \hat{\psi} \cdot \hat{\psi}^{-1}$ we obtain

$$M_a = -\partial_t \psi_P \cdot \psi_P^{-1} + \psi_P(w^{-m} \nabla \chi(\Lambda) + O(1))\psi_P^{-1}$$

Since $\psi_P$ is holomorphic at $P$, we have

$$M_a = \psi_P(w^{-m} \nabla \chi(\Lambda))\psi_P^{-1} + O(1).$$

By Ad-invariance of the polynomial $\chi$ it follows that $\psi(w^{-m} \nabla \chi(\Lambda))\psi^{-1} = w^{-m} \nabla \chi(L)$ which implies the relation (2.5) between $L$ and $M_a$. □

4.2. Theta-functional formula for the Baker–Akhieser matrix-function. The aim of the section is to appropriately modify a conventional Krichever-type theta-functional formula for the Baker–Akhieser function (for a Bloch functions such kind of relation has been introduced by A.Its). By (4.3), it follows that at any Tyurin point $\gamma$, all entries of the $i$th row of the matrix $\hat{\psi}$ have the same order $z^{h_i^\gamma}$ where $h_i^\gamma$ is the $i$th diagonal element of $h_\gamma$. We assign these orders to the $i$th basis element of $\mathcal{B}(D_p, p)$ by modifying the 1-form involved in such kind of formulas. The last will be no longer the same for all rows.

For any $P \in \text{supp} D$ let $\{P_j \mid j = 1, \ldots, d\}$ be its full preimage in $\hat{\Sigma}$. For any invariant polynomial $\chi_\alpha$ let $\mu_\alpha^j(w_{P_j})$ denote the $j$th diagonal element of $\nabla \chi_\alpha(\Lambda(w_{P}))$ (which is nothing but the $j$th eigenvalue of $M_a$), where $w_{P_j}$ is a local coordinate in the neighborhood of $P_j$ ($w_{P_j} = w_P$ if $P_j$ is not a branch point of the spectral curve, i.e. in a general position).

**Theorem 4.3.** Let $\Omega_i$ be the unique 1-form on $\Sigma$ such that

1. In a neighborhood of any $P_j$

$$\Omega_i(w_{P_j}) = \left( - \sum_{a: P_\alpha = P, m_a \leq m_P} t_\alpha w_{P_j}^{-m_a} \mu_\alpha^j(w_{P_j}) + O(1) \right) dw_{P_j};$$

2. In a neighborhood of any Tyurin point $\gamma$

$$\Omega_i(z) = \left( \frac{h_i^\gamma}{z - z_\gamma} + O(1) \right) dz.$$

3. $\Omega_i$ is holomorphic outside the above points, and its $\alpha$-periods are equal to zero.

Then the Baker–Akhieser matrix

$$\hat{\psi}_{ij}(q) = \left( \exp \int \Omega_i \right) \frac{\theta(A(Q) + Z(D_i) + U)}{\theta(A(Q) + Z(D_i))}, \quad i = 0, \ldots, n - 1.$$
subjected to the further orthogonalization (skew-orthogonalization, resp.) procedure introduced above, satisfies the conditions of Theorem 4.1.

Proof. It is conventional that the $g$-valued functions given by the relations (4.1), (4.9) are well-defined on $\Sigma$ whatever be the differential $\Omega$ satisfying the conditions $1^o, 3^o$. It can be proven exactly as in the case $G = GL(n)$ [3].

In presence of involution, since the divisor $D$ is invariant with respect to it, the procedure of orthogonalization (skew-orthogonalization, resp.) can be applied. The problem is to fulfill the conditions (BA2) and, especially, (BA4) in the process. For instance, the condition (BA4) means that the $i$th row of $\hat{\Psi}$ has the order $h^i_\gamma$ at $\gamma$ where $h_\gamma = \{h^1_\gamma, \ldots, h^d_\gamma\}$. We will show that these orders are preserved in the process of orthogonalization (skew-orthogonalization, resp.), hence (BA4) stays to be fulfilled.

Indeed, let vector-functions $e_1, \ldots, e_k, e_{k+1}$ have the orders $h_1, \ldots, h_k, h_{k+1}$ at a point, say, $z = 0$. Thus, locally, $e_i \sim z^{h_i}, i = 1, \ldots, k + 1$. On the $(k + 1)$th step of the orthogonalization process we are looking for $\lambda_1, \ldots, \lambda_k$ satisfying the equations

$$(\lambda_1 e_1 + \ldots + \lambda_k e_k + e_{k+1}, e_j) = 0, \quad j = 1, \ldots, k + 1.$$ 

Then $\lambda_s = (-1)^{k-s} \det[(e_i, e_j)]_{i=1,\ldots,k}^{j=1,\ldots,k+1}/\det[(e_i, e_j)]_{i=1,\ldots,k}^{j=1,\ldots,k}$. Obviously,$$
\det[(e_i, e_j)]_{i=1,\ldots,k}^{j=1,\ldots,k} \sim z^{2(h_1 + \ldots + h_k)}, \quad \det[(e_i, e_j)]_{i=1,\ldots,k}^{j=1,\ldots,k+1} \sim z^{2(h_1 + \ldots + h_k) - h_s + h_{k+1}},$$
hence $\lambda_s \sim z^{h_{k+1} - h_s}$. Since $e_s \sim z^{h_s}$, all terms of the linear combination $\lambda_1 e_1 + \ldots + \lambda_k e_k + e_{k+1}$ are of the same order $z^{h_{k+1}}$.

As for (BA2), it will be preserved for the reason that the columns stay untouched in the process of orthogonalization of rows.

The resulting Baker–Akhieser matrix satisfies the conditions of Theorem 4.2.\qed

4.3. Explicit expression for the exponents. Here we would like to give an explicit expression (the relation (4.12) below) for $\mu^j_s(w_P)$ in Theorem 4.3.

Recall that $\mu_s^j(w_P)$ is the $j$th diagonal element of $\nabla\chi_s(\Lambda(w_P))$, as introduced in Section 4.2. It gives the main part of the differential $\Omega_0$ at the point $P_0$, as formulated in Theorem 4.3.1$^o$. Thus, it will be our first step to give an explicit expression for $\nabla\chi(\Lambda)$ where $\chi$ is a basis invariant of the Lie algebra $g$.

Example 4.4. Let $\chi(L) = tr L^{n+1}$. Then $d\chi(L) = tr dL^{n+1} = (n + 1)tr L^n dL$, hence $\nabla\chi(L) = (n + 1)L^n$.

This example reproduces the expression for the main part of the $M$-operator in [4].

Example 4.5. Let $\chi(L) = \det L$. Then $(\nabla\chi)(L) = (\det L)L^{-1}$.

Proof 1. By differentiating determinant as a polylinear functional of its columns, we obtain: $d\det L = \sum_{ij}A_{ij}dL_{ij}$ where $A_{ij}$ is a cofactor of the $(i, j)$th element of the matrix $L$. Let $A = (A_{ij})$. Then the previous relation can be written down as $d\det L = tr(A^T dL)$ ($A^T$ being the transposed matrix for $A$). It is conventional that $A^T = (\det L)L^{-1}$, which implies the statement. \qed
Proof 2. We start with $\det L = \exp \text{tr} \log L$. Then
\[ d \det L = (\exp \text{tr} \log L) d(\text{tr} \log L) = (\det L) \text{tr} d \log L = (\det L) \text{tr} (L^{-1} dL). \]
Finally, $d \det L = \text{tr} ((\det L)L^{-1} \cdot dL)$. \hfill \Box

Example 4.5 possesses a certain universality, namely it suggests the way to calculate gradients of all coefficients of the characteristic polynomial. To be more precise, we will calculate their generating function. On the one hand, such generating function is given by the gradient of the characteristic polynomial itself:
\[ \nabla \det (\lambda - L) = \sum_{i=1}^{l} \lambda^{n-i} \nabla r_i(L). \]
On the other hand
\[ \nabla \det (\lambda - L) = \det(\lambda - L)(\lambda - L)^{-1}. \]
Consider the characteristic equation in a most general form
\[ R(q, \lambda) = \lambda^d + \sum_{j=1}^{n} \lambda^{d-d_j} r_j(q) = 0 \]
where $d_j$ is a degree of $r_j$ as of a polynomial in $L$.
Assuming $r_0 \equiv 1$, $\det L \neq 0$, and taking $L^{-1}$ off, we obtain
\[ \det(\lambda - L)(\lambda - L)^{-1} = -\left( \sum_{j=0}^{n} \lambda^{n-d_j} r_j(L) \right) (1 - \lambda L^{-1})^{-1} L^{-1} \]
\[ = -\left( \sum_{j=0}^{n} \lambda^{n-d_j} r_j(L) \right) \left( \sum_{p=0}^{\infty} (-1)^p \lambda^p L^{-p} \right) L^{-1}. \]
Finally, we obtain
\[ \det(\lambda - L)(\lambda - L)^{-1} = \sum_{j=0}^{n} \sum_{p=0}^{\infty} (-1)^{p+1} \lambda^{n-d_j+p} r_j(L) L^{-p-1}, \]
which implies
\[ \nabla r_i(L) = \sum_{d_j-p=d_i \atop j \leq n, \ p \geq 0} (-1)^{p+1} r_j(L) L^{-p-1}. \]
For a simple Lie algebra this relation writes as
\[ \nabla r_i(L) = \sum_{d_j-p=d_i \atop j \leq n, \ p \geq 0} (-1)^{p+1} r_j(L) L^{-p-1}. \]
Here, $p = d_j - d_i$, and $p \geq 0$ is equal to $j \geq i$. Therefore, changing the summation limits, we write down the expression for the gradient as follows:
\[ (4.10) \quad \nabla r_i(L) = \sum_{i \leq j \leq n} (-1)^{d_j-d_i+1} r_j(L) L^{d_i-d_j-1}. \]
The last is a relation between diagonal matrix-valued functions on Σ. For the induced scalar-valued functions on the spectral curve we have

\[ \nabla r_i(q, \lambda) = \sum_{i \leq j \leq n} (-1)^{d_j-d_i+1} r_j(q) \lambda^{d_i-d_j-1}. \]

This implies the following expression for \( \mu^i_j \):

\[ \mu^i_j(w_{P_j}) = \sum_{i \leq j \leq n} (-1)^{d_j-d_i+1} r_j(w_{P_j}) \lambda^{d_i-d_j-1}. \]

In the case \( g = \mathfrak{so}(2n) \), the \( r_n(L) = \det L \) is not a basis spectral invariant, and what we need is a gradient of the Pfaffian. For the last, from \( \nabla \text{Pf}(L)^2 = (\det L)L^{-1} \) we derive

\[ \nabla \text{Pf}(L) = \frac{1}{2} \text{Pf}(L)L^{-1} \]

which implies

\[ \mu^i_j(w_{P_j}) = \frac{1}{2} \text{Pf}(L(w_{P_j})))\lambda^{-1}_j \]

for the times corresponding to the Hamiltonians related to the Pfaffian.

In the case \( g = \mathfrak{so}(2n+1) \) \( L \) is always degenerate. However, the above calculation can be carried out after excluding the characteristic root \( \lambda = 0 \) (dividing the both parts of the spectral equation by \( \lambda \)) which means that we consider only the non-trivial irreducible component of the spectral curve.

**Remark 4.1.** In the case the base curve is hyperelliptic (given in the form \( y^2 = P_{2g+1}(x) \)), and \( P_j \) runs over the preimages of \( \infty \), the asymptotic behavior of \( x, y, \lambda \) at every \( P_j \), as well as explicit expressions for \( r_i(x, y) \) (for all \( i \)), have been explicitly calculated in [10, 11]. This enables one to explicitly express \( \Omega_i \) in terms of the basis holomorphic Prym differentials which are also known.
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