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Objective. To identify common practices for measuring quality of experiential education (EE) programs at US schools and colleges of pharmacy.

Methods. In-depth, semi-structured phone interviews were conducted with directors of experiential education or their equivalent, to identify elements of quality assurance (QA) processes for EE. To ensure representativeness from all fully accredited programs, purposeful sampling was used for participant solicitation and enrollment until both code and meaning saturation were reached. Participants were asked questions in six domain areas (preceptor and student performance, site quality, role of site visits, coursework, and achievement of learning outcomes). An iterative data coding and analysis process identified themes and notable practices within each domain area.

Results. Interviews were conducted with representatives of 29 programs. All participants reported evaluating preceptor performance. Fewer participants identified a deliberate site assessment process, with most equating preceptor and site evaluation. Participants conducted site visits primarily to assess site quality and maintain relationships with preceptors. Few participants were able to provide details of a process used for evaluating experiential education coursework and student outcomes. All participants used student performance assessments to measure the quality of student performance. Overall, participants almost universally reported collecting data, less frequently described processes for data evaluation, and rarely shared outcomes arising from data collection and analysis.

Conclusion. Themes and notable practices identified in this study provide initial benchmarks for QA programs for EE and will inform content and metrics of subsequent follow-up studies. A six-step process for QA for EE is proposed.
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INTRODUCTION

In 1994, a task force of American Association of Colleges of Pharmacy (AACP) members of the then-named Practice Experience Program Special Interest Group published standards and guidelines for pharmacy practice experience programs.1 At that time, most experiential programs at US schools and colleges of pharmacy were run by a single faculty member. The experiential curriculum provided students with operations-focused externships in hospital and community settings and a patient care-focused clerkship experience during which students typically shadowed a “clinical” pharmacist in a hospital setting. This paper was the first to officially acknowledge that experiential education (EE) had a curriculum of its own and to identify quality components of that curriculum. The report highlighted the importance of and considerations related to assessment of student performance in the practice setting. It also defined the role of both preceptor and student in the assessment process. The authors predicted that experiential curricula would evolve, requiring a team-based approach to oversee, manage, and monitor preceptor orientation and development, site quality, and student performance.
In 1999, the American College of Clinical Pharmacy (ACCP) and the European Society of Clinical Pharmacy held a global conference on documenting the value of clinical pharmacy services.\(^2\) One meeting report emphasized the importance of developing a systematic assessment plan for experiential education that comprises identification of student learning outcome hypotheses to test, practical study design, efficient data collection, data analysis that includes the learning environment as a component, and timely development and implementation of any needed action plan.\(^3\) The continuous quality improvement (CQI) process identified in this report is similar to the five-step process outlined in the American Physical Therapy Association’s (APTA) primer on curricular outcomes assessment: set program goals, develop an assessment plan, implement the assessment plan, analyze the results, and close the assessment loop.\(^4\) Closing the assessment loop requires either determining that the curricular approach is successful or making needed changes. Either decision ends with the process beginning over again to ensure continued success or test the effect of changes.

The 2003-2004 AACP Professional Affairs Committee Report further emphasized the role of academia in experiential education quality assurance (QA).\(^5\) Included in this report were recommendations and suggestions related to programmatic quality, including identification of exemplary practice sites and preceptors; orientation, development, and quality assessment of preceptors; a process for tracking and evaluating student performance relative to achievement of student learning outcomes; and a “biannual audit,” which appeared to be a comparison of desired student learning outcomes to what students were actually learning at individual practice sites. An ACCP White Paper described curricula, preceptor, program oversight, and assessment-related elements of quality experiential education.\(^6\) Although both reports suggest program goals that could be set and data that could be collected, neither illustrated nor informed the full process of CQI in experiential education.

The most robust report to date on a CQI process in experiential education was published by Stevenson and colleagues in 2011.\(^7\) This report described a quality improvement process for advanced pharmacy practice experiences (APPEs) conducted through the curriculum committee structure for course review. The formal review included an analysis of course materials (eg, site-specific syllabi, the student performance assessment instrument), student performance as measured by assigned grades, and student performance assessments for their sites and preceptors. While this report did not identify a set of specifically tested hypotheses, it nonetheless used the CQI process to identify areas for improvement, several of which were specific enough to close the assessment loop.

The Accreditation Council for Pharmacy Education (ACPE) Standards 2016\(^8\) for doctor of pharmacy (PharmD) programs emphasize the importance of programmatic quality improvement, including the need to establish QA procedures for all pharmacy practice experiences, with the goal of ensuring achievement of stated course expectations, standardizing key components of experiences across sites offering the same experiential course, and promoting consistent assessment of student performance (Standard 10.15). Additionally, colleges or schools are required to apply quality criteria for preceptor performance evaluation and engage preceptors as part of the experiential quality improvement process (Standard 20). Furthermore, programs must develop quality criteria for practice facility recruitment and regular evaluation of practice sites (Standard 22) and initiate quality improvement if deficiencies in student learning outcomes are noted.

While reports detailing the structure and staffing of experiential education-related administration provide insight into the human resources dedicated to EE,\(^9\)\(^,\)\(^10\) little data in the literature exist outlining how those EE teams are assessing program quality. Our report describes a qualitative approach to exploring QA structure and processes for EE. Our first objective was to identify common practices in measuring quality of preceptor performance and experiential sites and the role of site visits in these evaluations. Our second objective was to determine how programs assess experiential education courses and curriculum, student performance, and achievement of learning outcomes. The final objective was to identify any notable practices that could serve as elements in the construction of an ideal QA model for EE programs.

**METHODS**

This qualitative study obtained data from semi-structured phone-based interviews of EE directors or their equivalent at US PharmD degree programs with full accreditation status. Drawing upon investigations into both code and meaning saturation,\(^11\) we aimed to conduct 25-30 interviews. An interview guide was developed to verify the participant’s role in QA for EE and obtain answers to six questions. Three of the questions asked what participants felt their program did well or could improve upon in measuring the quality of preceptor performance (ACPE Standard 20.1), experiential sites (ACPE Standard 22.3), and student performance (ACPE Standard 24.1). One question asked about the assessment process for EE courses or curricula (ACPE Standard 25.3), and another question asked how the participant’s program measured...
achievement of student learning outcomes (ACPE Standard 24.4). A sixth question asked about the role and purpose of site visits to probe how or if data from site visits were used in the QA process for EE (ACPE Standard 10.15). Each interview was semi-scripted; the six questions were identically phrased and presented in the same order to every participant, but the interviewer was allowed to ask follow-up and probing questions at their discretion to either clarify or expand a participant’s response. The study was reviewed and certified as exempt by the Investigational Review Board at the University of California, San Francisco.

Program characteristics considered to create an initial stratified representative pool of US PharmD programs for potential inclusion into the study were geographic location; funding status (private/public); accreditation before or after 1995; length of program; class size; existence of multiple (branch) campuses; and whether faculty from the program had publications and/or national presentations within the prior 10 years on the topic of QA in EE. From this list, purposeful sampling was used to solicit and enroll participants, who were EE directors identified from college and school websites. A standardized email was sent to prospective participants informing them of the study and containing a link to a web-based informed consent form administered using a commercially available survey platform (Qualtrics, Inc, Provo, Utah). Subjects who did not respond to the initial solicitation, declined consent, or did not participate in an interview were excluded from the study.

All interviews were recorded, transcribed into a word-processed document, and de-identified by the interviewer. The transcriber compared audio recordings of interviews to the transcription for accuracy, and then destroyed the audio version. Participant recruitment, data acquisition through participant interview, and data analysis occurred simultaneously, with data analysis occurring iteratively as new data were acquired and as codes and themes began to emerge. Interview transcript data were initially ordered into spreadsheets, with each spreadsheet representing all participant responses to one of the structured questions. Initial spreadsheets were reviewed by two of the primary investigators to test questions for clarity. Each study investigator then independently reviewed the dataset to identify preliminary keywords, phrases, and themes. Next, two investigators imported the data into ATLAS.ti, version 1.0.41 (ATLAS.ti GmbH, Berlin, Germany), a qualitative data analysis software program, to perform a formal thematic analysis and develop initial coding rules. Two of the investigators grouped the data by question into spreadsheets and applied coding rules for themes independently per question to code all data. The independent coders then reviewed the coding and resolved discrepancies by amending the coding rules. A third investigator completed the verification coding. All investigators reached consensus on the final themes. In addition to themes, investigators also identified “notable” practices, which were activities or procedures reported by one or two participants that other EE program directors might consider adopting.

Aggregate demographic variables from the responding schools (e.g., number of participants from public vs. private schools of pharmacy) were summarized using descriptive statistics. Agreement between coders and verifier was calculated as percent agreement and tested for congruence using Cohen’s kappa. A result of 0.6 or higher was considered satisfactory agreement. When some values of Cohen’s kappa turned out to be 0, despite a high percent of agreement, coder-verifier agreement was retested using Gwet’s first agreement coefficient (AC1). All coder-verifier congruency testing was done using R, version 3.2.3 (The R Project, Vienna, Austria).

RESULTS

The results of school solicitation and participation are summarized in Figure 1. Of the 38 EE directors contacted about participating, nine did not respond, declined to participate in the study, or agreed to participate but did not respond to an interview schedule request. Of the nine EE directors who did not participate in the study, eight were from schools that were private institutions, six were from schools accredited in 1995 or after, three were from the southeastern region of the US, and all were not affiliated with an academic medical center. Failure of these nine EE directors to participate resulted in underrepresentation of schools with these characteristics. Representatives of 29 schools were interviewed, and all participants completed the full interview. Characteristics of the participating schools were compared to those of all US pharmacy schools (Table 1). Theme saturation occurred by the 12th interview, with the last theme agreed upon by both coders and verifier emerging in interview 11. Although meaning saturation was evident by interview 25, because the next four interviews were already scheduled, they were conducted and information from them was added to the dataset.

There were three overarching themes apparent in measuring the performance quality of preceptors, sites, and students: what data were collected, how collected data were analyzed, and how analyzed data were used for programmatic decision-making. Identified themes and subthemes, illustrative quotes, and notable practices are outlined in Table 2. Also outlined for each theme is the
percent of participants who confirmed the presence of the theme in their EE program, the percent agreement between coders and verifier, and kappa and AC1 measures of agreement.

All participants described using data from student assessments in measuring the quality of preceptor performance. Fewer participants described use of data from other sources. Almost all participants indicated that they review or analyze preceptor performance data, but most participants described an informal process where incoming performance assessments with low scores are flagged and reviewed. Fewer participants described a scheduled

| Demographic Characteristic | Current Study, n (%) | National Sample, n (%) |
|----------------------------|----------------------|------------------------|
| Type of institution        |                      |                        |
| Public                     | 18 (62)              | 64 (49)                |
| Private                    | 11 (38)              | 66 (51)                |
| Length of accreditation    |                      |                        |
| Pre-1995                   | 17 (59)              | 61 (47)                |
| 1995 and after             | 12 (41)              | 69 (53)                |
| Branch campus              |                      |                        |
| Yes                        | 10 (34)              | 30 (23)                |
| Length of program          |                      |                        |
| 6-Year                     | 1 (3)                | 11 (8)                 |
| 4-Year                     | 24 (83)              | 106 (82)               |
| 3-Year                     | 4 (14)               | 13 (10)                |
| Geographic region          |                      |                        |
| Northeast                  | 6 (21)               | 25 (19)                |
| Southeast                  | 7 (24)               | 40 (31)                |
| Midwest                    | 6 (21)               | 31 (24)                |
| Southwest                  | 5 (17)               | 12 (9)                 |
| West                       | 5 (17)               | 22 (17)                |
| Incoming class size        |                      |                        |
| <100                       | 11 (38)              | 56 (43)                |
| 100-150                    | 10 (34)              | 44 (34)                |
| 151-200                    | 6 (21)               | 20 (15)                |
| >200                       | 2 (7)                | 10 (8)                 |
| Affiliation with academic medical center | | |
| Yes                        | 17 (59)              | 57 (44)                |

Abbreviations: ACPE = Accreditation Council for Pharmacy Education, AACP = American Association of Colleges of Pharmacy

a All ACPE-accredited schools/colleges of pharmacy at the time of study initiation (published in AACP Roster)

b As of 2015
| Short Title for Theme | Description | Illustrative Quote | Notable Practice | Number of Programs Describing Theme (%) | Percent Agreement | Kappa | AC1 |
|-----------------------|-------------|--------------------|------------------|------------------------------------------|------------------|-------|-----|
| **Preceptor Performance** | Data collection includes student assessment of preceptor performance | Numeric and qualitative data from collected student evaluations of preceptor performance | “The things I think we do well is that we mandate that the students complete an evaluation of the preceptor and the site at the end of each experience... and they don’t receive a grade until they have completed those evaluations.” (Private-8) | “Yelp” type of rating system for students to use. | 29 (100) | 100 | 0.00 |
|                       |             |                    |                  | Students use set questions to provide verbal feedback to preceptor at the end of experience. |                  |       |     |
|                       |             |                    |                  | EE personnel-only portion of preceptor performance assessment allows students to maintain anonymity |                  |       |     |
|                       |             |                    |                  | Data collection includes sources other than student assessment of preceptor performance |                  |       |     |
|                       |             |                    |                  | Includes verbal or written reports of concern or praise, preceptor self-assessments, peer assessments |                  |       |     |
|                       |             |                    |                  | “We have our preceptors self-reflect. We provide them with their evaluations from their students—and we do that annually—and we ask them to respond to them and tell us, What are the things you did well? What are the things you didn’t do well? What are you going to do next year to make yourself better and what does the School need to provide for you in resources?” (Public-7) |                  |       |     |
|                       |             |                    |                  | Objective preceptor data e.g., timely submission of final and mid-point evals, student-preceptor ratio, preceptor development programs |                  |       |     |
|                       |             |                    |                  | “We have an Experiential Learning Advisory Council...so if we have preceptors that based on student evaluations are showing up that the students are disagreeing with a lot of the statements or we have open, written feedback from students that say things that are troubling to us, then we investigate that and talk about it at that meeting.” (Public-22) |                  |       |     |
|                       |             |                    |                  | In-depth analysis of preceptors with the lowest scores at annual review. |                  |       |     |
|                       |             |                    |                  | Experiential learning advisory committee meets quarterly to review assessments of concern. |                  |       |     |
|                       |             |                    |                  | Use of faculty on an advisory committee to serve as content experts. |                  |       |     |

360
| Short Title for Theme | Description | Illustrative Quote | Notable Practice | Number of Programs Describing Theme (%) | Percent Agreement | Kappa | AC1 |
|-----------------------|-------------|--------------------|-----------------|----------------------------------------|------------------|-------|-----|
| Results of preceptor performance analysis are used in curricular planning | After the review, some action occurs. Data communicated back to preceptors via reports, site visits, report cards, or dashboards. Identified problems trigger visit or conversation with preceptor. Data can be used to support promotions and identify preceptor of the year. | “One of the things we do is provide information to preceptors annually. They get a composite of their evaluation results from the previous year. The input that students gave at each end of rotation survey. So stellar [preceptors] as well as preceptors who may [have] issues that have been identified get that feedback from the college.” (Public-23) | Notify preceptors in advance of posting student feedback if the preceptor has a low score so that reasons for the score can be discussed. | 24 (83) | 90 | 0.52 | 0.86 |
| Site Performance Data collection includes student assessment of site performance | Numeric and qualitative data from collected student assessments of site quality | “Our annual form is a site and preceptor assessment form so it gives the site questions about the facility. Do they have adequate library resources? Do [they] have a good training site for a student? So it’s all... included in one form.” (Private-16) | Use of APPI criteria for site metrics. | 22 (76) | 90 | 0.67 | 0.85 |
| Site Performance Data collection includes site visits for site performance assessment | Data derived from notes or checklists filled out during routine visits or when orienting a new site | “One part of ours is going out to the sites and visiting them directly and viewing things, but of course everybody looks good when you go out and look at things.” (Private-8) | Standardized data collection form developed by consortium for use during visits to new sites | 17 (59) | 93 | 0.85 | 0.87 |

(Continued)
| Short Title for Theme | Description | Illustrative Quote | Notable Practice | Number of Programs Describing Theme (%)* | Percent Agreement | Kappa | AC1 |
|----------------------|-------------|--------------------|------------------|------------------------------------------|-------------------|-------|------|
| Data analysis of site performance is described | Analysis results in some action. The action could include release of student site assessment data to sites as a report or could include a site visit, if concerns are identified. | “And if there are things that are definitely needed, like mandatory changes, then, we generally would like that back within the week or so and there is supposed to be follow up to make sure we get those things returned back.” (Public-2) | Having a "Site of the Year" as well as having a "Preceptor of the Year". | 16 (55) | 0.93 | 0.86 | 0.87 |
| Results of site performance analysis are used in curricular planning | Includes assessment of specific or non-specific markers of site quality | “So for quality, I’ll say that the processes that I describe for preceptor performance are identical for sites, both IPPEs and APPEs.” (Public-3) | Sending letter to site after review noting strengths and areas of improvement to “close the loop.” Divide up site evaluations amongst team members, who read and flag sites of quality and concern. Flagged sites reviewed at annual meeting. | 8 (28) | 97 | 0 | 0.96 |
| **Student Performance** | | | | | | | |
| Data collection includes Preceptor assessment of student performance | Student performance areas measured using rubric or scale | “We have a very standard set of objectives for all our rotation experiences, both IPPEs and APPEs. Those objectives are based on the year of the program so P1, P2, P3 there are different sets of objectives based on the different skills of the students.” (Public-14) | Check for intra-rater reliability by looking for agreement between global and composite performance scores | 27 (93) | 93 | 0 | 0.93 |
| Data collection includes sources other than preceptor assessment of student performance | Includes student self-assessments, peer assessments, capstone testing within or at the end of APPEs, examining quality of students’ assignments or portfolio | “My position is over lab and experiential. So by doing that I sit at both tables and work with both teams and we’re able to identify individuals who are struggling in the lab and we’re able to identify them early on because that’s our test run for applications.” (Public-17) | Preceptors perform DOPS | 13 (45) | 64 | 0.29 | 0.33 |
| Short Title for Theme | Description | Illustrative Quote | Notable Practice | Number of Programs Describing Theme (%)<sup>a</sup> | Percent Agreement | Kappa | AC1 |
|-----------------------|-------------|-------------------|------------------|---------------------------------------------|------------------|-------|------|
| Data analysis of student performance is described | Describes process for individual or aggregate performance assessment | “For every single rotation, my office looks at every mid-point and final evaluation and we are really looking for anything that falls below competence in any of the objectives and also comments.” (Private-27) | P4 (APPE) milestone exam. | 13 (45) | 52 | 0 | 0.16 |
| Results of student performance analysis are used in curricular planning | Includes changes made to curriculum, performance assessment instrument, preceptor development, or remediation process | “We didn’t always have our evaluation linked to our educational outcomes, so when we changed that about 10 years ago, that helped immensely in trying to map it back to specific pieces within our curriculum that we needed to do better. For example, our students were not prepared well enough for the basic processing of prescriptions and doing sterile technique in the hospital—the product-oriented types of activities. Our preceptors were telling us: you guys are focusing way too much on direct patient care activities while we are still tied to a product out in the practice world. So we needed to change that within our skills lab.” (Private-8) | Careful screening of the mid-point performance assessments. | Student who fails an experience stops APPEs and has a tailored remediation plan which includes performance assessment by school-based faculty member. | 3 (10) | 0.66 | 0.23 | 0.40 |

<sup>a</sup>Refers to the percent of participant responses where both reviewer and verifier could identify the theme

AC1 = Gwet’s first agreement coefficient,<sup>20</sup> APPE = advanced pharmacy practice experience, IPPE = introductory pharmacy practice experience, EE = experiential education, APPI = Advanced Practice Partnership Initiative,<sup>28</sup> P1 = first professional year of pharmacy program, P2 = second professional year of pharmacy program, P3 = third professional year of pharmacy program, P4 = fourth professional year of pharmacy program, DOPS = direct observation of procedural skills<sup>29</sup>
process for examining data either individually or in aggregate. Although most participants indicated they were providing personalized feedback to preceptors in the form of student ratings and comments, fewer reported discussing those results with the preceptors. Also, some participants stated they did not know how the preceptors were using the feedback. Desired areas for improvement included using data from the review process to develop continuing professional development (CPD) programs for preceptors and determining whether the feedback provided resulted in actual performance changes.

Most participants also used student assessment data to measure site quality, although many considered the preceptor and site review to be the same process. Three participants overtly described a formal annual review process for sites, and another five participants implied that a formal review was completed. Fourteen participants did not describe a site review process. A few participants noted that student assessment comments about the quality of the site were frequently not helpful because their comments focused only on non-programmatic issues (eg, distance student had to travel to site) rather than actionable items that could improve site quality.

All participants described using data from preceptor assessments to measure the quality of student performance. Most participants described an informal process, where low scores on incoming performance assessments generated an alert and were reviewed at that time. Eight participants analyzed student performance assessment data in aggregate, but only three participants specifically explained how that analysis informed the curriculum. Some of the specific needs that participants noted were to establish consistency in activities across similar APPEs, to implement a method for tracking students longitudinally across the APPE year or EE curriculum, to establish equal rigor in student performance assessments of IPPEs and APPEs, and to create a method for assessing consistency in student skill acquisition at the end of the APPE year.

Almost all participants identified quality assurance as an important purpose of routine site visits, either to collect metrics related to site quality, orient a new preceptor, or address a specific student situation at a site. Nearly half of the participants identified “outreach” or maintenance of relationships between school and preceptors as another important purpose of site visits. Only a few participants stated that preceptor development was a purpose for site visits. Data collected during site visits usually centered on space and resources for students rather than on student performance. However, several participants mentioned observing student interprofessional interactions at the site during their visit. Some participants noted that their ability to assess site quality during visits was limited. Few participants identified how the data collected during site visits were used in the school’s QA program for EE.

At schools where the director of EE was the primary site visitor, sites were generally visited every 2 to 3 years. At schools where a dedicated site visitor or regional coordinators were employed, site visits were completed more frequently. Many participants expressed a desire to conduct site visits more frequently and some participants desired greater consistency in the purpose and scope of the visit. Other areas for improvement included visiting out-of-area sites more frequently, extending site visits to all EE sites (IPPE as well as APPE sites), and making visits to sites of school-based (non-volunteer) faculty members. Notable practices included soliciting feedback from preceptors about what they wanted to occur during site visits, using teleconferencing for remote site visits, using webinars to communicate important information to preceptors, and dedicating protected time for site visits (eg, once weekly or during summer term).

Metrics identified by participants for assessing the quality of experiential education courses are outlined in Table 3. Several participants provided data for EE course review, usually to the curriculum or assessment committees or an EE-affiliated committee. Some participants described a structure used for course review, but few spoke of the decision-making process used in that review. Even fewer participants described how the outcomes of the assessment process were used in modifying, enhancing, or confirming elements of the EE courses or curriculum. Several participants noted the importance of EE personnel representation in the course review process.

Participants shared how achievement of student learning outcomes is assessed (Table 3), with most confirming that experiential performance instruments are mapped to the learning outcomes. Few participants articulated a process for systematically evaluating achievement of student learning outcomes, and only three participants described how the student learning outcome data were used in the curricular change process. Areas for improvement identified by participants included implementation of a validated assessment instrument, establishment of a method for ensuring consistency in student performance across sites offering the same type of experience, and development of a structure that would enable accurate measurement of and improvement in key skills across the EE curriculum.
Table 3. Measuring Quality of Experiential Courses/Curriculum and Achievement of Student Outcomes

| Short Title for Theme | Description | Illustrative Quote | Notable Practice | Number of Programs Describing Theme (%) | Percent Agreement | Kappa | AC1 |
|-----------------------|-------------|--------------------|------------------|----------------------------------------|-------------------|-------|-----|
| Curricular Data Collection Process Described | Curricular data are collected: Course syllabi, competencies. Student self-assessment, portfolios, site/preceptor assessments, exit surveys, focus groups, preceptors-EE personnel interactions, EE management system reports. | “Every six years, every course is reviewed... So, we participate in that and we provide everything from student evaluations to experiential courses, they oversee some of our site visit forms and our student comments about the rotations.” (Private-5) | Dean conducts a town hall annually to get preceptor input. | 23 (79) | 82 | 0.19 | 0.78 |
| Who assesses curricular data | Assessment or curriculum committee. EE personnel | “The experiential courses get reviewed primarily by two committees. The outcomes assessment committee, that’s an annual review, and so they are going to be assessing IPPEs and APPEs. Most of that conversation regards preceptor performance. The curriculum committee looks at courses on an every 3-year basis. They are looking at largely objective assessment forms, content, so how is it structured.” (Public-14) | Preceptors and faculty members who are experts in the area review and examine EE course | 25 (86) | 86 | 0 | 0.84 |
| How are curricular data reviewed | Uses a structured or unstructured process to examine course problems, successes, elements, and/or placement | “The first part of our quality assurance process was we went through to make sure we weren’t double-assessing. And that’s what we found when we did this five years ago.” (Public-7) | Formal process for tying together course review along with site and preceptor review | 22 (76) | 100 | 1.0 | 1.0 |

(Continued)
| Short Title for Theme | Description | Illustrative Quote | Notable Practice | Number of Programs Describing Theme (%) | Percent Agreement | Kappa | AC1 |
|----------------------|-------------|--------------------|------------------|-----------------------------------------|------------------|-------|-----|
| Response to review   | Identification of need for preceptor development, amendment or modification of existing policies, procedures, or activities | “Our plan in the next 3 years is [to] communicate better what the expectations are. I think overall the quality is very good, but we’ve identified that we need to do some more retraining of preceptors on what each of the requirements are at different rotation sites. So our focus this year is on our preceptor development program.” (Public-10) | Curricular areas identified as needing improvements rated as suggested, moderate, or critical | 13 (45) | 86 | 0.72 | 0.72 |

**Assessing Achievement of Student Outcomes**

Sources of student outcomes data

- Includes student portfolios, experiential assessment instruments, grades, OSCE, pre-APPE testing, student self-assessments

“We have a reflection process where we ask students from every 6-week block to think about events that have happened to them and examine 25 of the ability-based outcomes.” (Private-4)

Student experiential performance assessment instrument includes data collection about student outcomes

26 (90) | 90 | 0 | 0.88 |

Reviewing student outcomes data

- Key performance instruments are mapped back to school’s outcomes, CAPE 2013 domains, NAPLEX or a similar benchmark and examined by school committee

“We would just pick, say, 5 to 10 of our specific competencies or outcomes... And they would rate the students in those areas and then they’d have one person who is internal med faculty compile it and say: this is kind of where we fell. And that has gotten back to our Assessment committee.” (Public-26)

Faculty review all items in student portfolios to look for evidence of achieving learning outcomes

20 (70) | 83 | 0.52 | 0.73 |
DISCUSSION

The importance of quality assurance is universally recognized and acknowledged, yet remains a significant concern among experiential education faculty and staff members. Challenges to optimizing the experiential curriculum include inadequate resources (personnel and technology required to effectively manage the daily workload), miscommunication with stakeholders, challenges to student progression, and tensions arising from the need to balance site capacity with quality, especially in rural or highly used geographic areas.

Upon completing data analysis, we realized our identified themes tied in well with published assessment processes such as Deming’s Plan-Do-Study-Act (PDSA) cycle and the APTA Outcomes Assessment Process. Although most participants identified program goals when asked about student learning outcomes, and all participants indicated they were collecting data, fewer participants described analyzing data in aggregate. Even fewer participants described using the results of data analysis to inform curricular success or the need for curricular change, a step often referred to as “closing the assessment loop.” A missing step in most participants’ described assessment processes was development of a clear assessment plan. A reason for this could be the need to first identify a specific curricular approach to examine, a step not described by participants in our study. Adding this step to the APTA process generates a six-step cycle for continuous EE curricular assessment as illustrated in Figure 2. This assessment cycle aligns with the model for overall curricular assessment outlined by Ried.

When applying the results of our study to this six-step cycle, it appears that missing steps from some QA
programs for EE are identification of the designed curricular approach to study, development of an assessment plan that contains measurable benchmarks, analysis of data in aggregate, and application of data analysis to close the assessment loop. Absence of these steps may explain why some participants in our study who identified that they were collecting large volumes of data could not or did not describe how they used the data. Similarly, absence of these steps may explain the paucity of evidence that systematic assessment of collected data is being used to inform preceptor continuing professional development.

One reason that these steps only appear to be missing from some QA programs for EE is that we did not ask questions of participants in a way that elicited an answer that clearly showed how each step was being addressed. Failure to ask the right question may have been a contributing factor to the low agreement scores between coders and verifier seen in the question about measuring the quality of student performance. Alternatively, we may not have been asking the right people how their program’s QA process for EE worked. For example, assessment directors may have provided more detail about their school’s QA assessment process, but may have been less likely to have known how preceptor and site quality were measured.

There are limitations to using student-derived data to inform QA of experiential education curricular. For example, preceptor performance assessments submitted by the student will reflect only the student’s point of view and only one preceptor even though other preceptors also may have contributed significantly to that student’s learning. Other metrics of preceptor performance, such as peer assessments, self-assessments, intra-rater reliability calculations for student performance assessment, and participation in continuing professional development activities are time consuming to measure or of uncertain value in determining overall quality of preceptor performance. The same concerns apply to gathering, summarizing, and understanding measures of student performance, site performance, and other assessment-related outcomes.

Qualitative research methods do not require achievement of a representative sample. Nevertheless, we purposefully tried to identify and include programs that would represent all demographic facets of the academy. While we tried to interview representatives of programs with published innovations in experiential education assessment, additional notable practices likely are occurring in experiential education programs not captured in our study. Because multiple investigators conducted the interviews, there were variations in interviewing style and the specific questions asked by individual interviewers. Regular and frequently scheduled meetings among all investigators allowed debriefing on interviewing experiences, which facilitated making dynamic adjustments to the interview script and minimized the impact that the variability in probing questions had on acquired data. Answers to some questions may have been affected by where the participant was in the accreditation cycle. For example, a participant in the midst of preparing for accreditation under the new standards might have had a more well-developed assessment plan than a participant who had gone through the process several years previously. Not all interviewees may have been able to accurately answer all questions. Some of the EE directors in our study appeared to be far removed from the curricular assessment process and thus not able to answer questions about curricular assessment or achievement of student learning outcomes. These limitations were balanced by the general similarity of demographics at the interviewed schools to those of all schools, as well as by achieving theme and meaning saturation prior to the end of data collection, and reaching high levels of agreement between coders and verifier on most identified themes.

One unexpected issue was the failure of Cohen’s kappa calculations to provide a reasonable measure of congruency in specific situations. Cohen’s kappa measures percent agreement but assumes that some agreement is due to chance alone and thus subtracts the expected agreement due to chance alone from the observed percent agreement. Cohen’s kappa has been criticized for being too conservative when coding tasks are difficult, as was the case in our study, because chance agreement in such cases will be low (and disagreement correspondingly higher compared to that in studies with easy coding tasks). In our study, Cohen’s kappa could not calculate a reliable value when there was perfect or nearly perfect agreement between coders and verifier. Mathematically, this sets up a situation where there is a zero in either the numerator or the denominator of the resulting equation. Once we realized that Cohen’s kappa had this limitation, a search for a more robust measure of association led to identification of Gwet’s first agreement coefficient. This equation proved to be robust when agreement was nearly perfect, less conservative than Cohen’s kappa when percent agreement was high, and reliably low when percent agreement was not high.

Future efforts towards elucidating successful QA processes for EE and constructing a model CQI framework should determine additional details related to data collection (eg, instrumentation and process development). Future studies also should focus on investigating how data are shared, reviewed, and acted upon across the...
EE unit and other facets of the program by individuals and/or groups to inform quality assurance, improvement of the curriculum, and student achievement of learning outcomes.

CONCLUSION

Our report describes a qualitative approach to exploring programmatic approaches towards QA of EE. Common metrics collected by EE programs relating to preceptor, site, and student performance, and the differing role of site visits at different schools were identified, as was a description of EE course review and achievement of student learning outcomes. We identified some notable practices that could provide EE directors with ideas for how to expand their QA data collection and assessment practices. Most importantly, our results inform the framework of a six-step cycle that all EE directors can follow to produce a clear and robust QA process.
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