Composite Anderson acceleration method with dynamic window-sizes and optimized damping
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Summary
In this paper, we propose and analyze a set of fully non-stationary Anderson acceleration algorithms with dynamic window sizes and optimized damping. Although Anderson acceleration (AA) has been used for decades to speed up nonlinear solvers in many applications, most authors are simply using and analyzing the stationary version of Anderson acceleration (sAA) with fixed window size and a constant damping factor. The behavior and potential of the non-stationary version of Anderson acceleration methods remain an open question. Since most efficient linear solvers use composable algorithmic components. Similar ideas can be used for AA to solve nonlinear systems. Thus in the present work, to develop non-stationary Anderson acceleration algorithms, we first propose two systematic ways to dynamically alternate the window size \( m \) by composition. One simple way to package sAA(m) with sAA(n) in each iteration is applying sAA(m) and sAA(n) separately and then average their results. It is an additive composite combination. The other more important way is the multiplicative composite combination, which means we apply sAA(m) in the outer loop and apply sAA(n) in the inner loop. By doing this, significant gains can be achieved. Secondly, to make AA to be a fully non-stationary algorithm, we need to combine these strategies with our recent work on the non-stationary Anderson acceleration algorithm with optimized damping (AAoptD), which is another important direction of producing non-stationary AA and nice performance gains have been observed. Moreover, we also investigate the rate of convergence of these non-stationary AA methods under suitable assumptions. Finally, our numerical results show that some of these proposed non-stationary Anderson acceleration algorithms converge faster than the stationary sAA method and they may significantly reduce the storage and time to find the solution in many cases.
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1 | INTRODUCTION

In this part, we first present a literature review on the development of Anderson acceleration method and its applications. Then we discuss our main motivations and the structure for the present work. In 1962, Anderson1 developed a technique for accelerating
the convergence of the Picard iteration associated with a fixed-point problem which is called Extrapolation Algorithm. Since that, this technique has enjoyed remarkable success and wide usage, especially in electronic structure computations, where it is known as Anderson mixing. The technique is now called Anderson acceleration (AA) in the applied mathematics community. In contrast to Picard iteration, which uses only one previous iterate, AA method proceeds by linearly recombining a list of previous iterates in a way such that approximately minimizes the linearized fixed-point residual. The usual general form of Anderson acceleration with damping is given in algorithm [1].

Algorithm 1 Anderson acceleration: AA(m)

Given: $x_0$ and $m \geq 1$.
Set: $x_1 = g(x_0)$.
for $k = 0, 1, 2, \cdots$ do
  Set: $m_k = \min\{m, k\}$.
  Set: $F_k = (f_k - m_k, \cdots, f_k)$, where $f_i = g(x_i) - x_i$.
  Determine: $\alpha^{(k)} = (\alpha_0^{(k)}, \cdots, \alpha_m^{(k)})^T$ that solves
  \[
  \min_{\alpha = (\alpha_0, \cdots, \alpha_m)^T} \| F_k \alpha \|_2 \quad \text{s.t.} \quad \sum_{i=0}^{m} \alpha_i = 1.
  \]
  Set: $x_{k+1} = (1 - \beta_k) \sum_{i=0}^{m} \alpha_i^{(k)} x_{k-m_k+i} + \beta_k \sum_{i=0}^{m} \alpha_i^{(k)} g(x_{k-m_k+i})$.
end for

Here, $f_k$ is the residual for the $k$th iteration; $m$ is the window size which indicates how many history residuals will be used in the algorithm. It is usually a fixed number during the procedure. The value of $m$ is typically no larger than 3 in the early days of applications and now this value could be as large as up to 100. $\beta_k \in (0, 1]$ is a damping factor (or a relaxation parameter) at $k$th iteration. We have, for a fixed window size $m$:

\[
\beta_k = \begin{cases}
1, & \text{no damping,} \\
\beta_k, & \text{(a constant independent of $k$)} \quad \text{stationary Anderson acceleration,} \\
\beta_k, & \text{(depending on $k$)} \quad \text{non-stationary Anderson acceleration.}
\end{cases}
\]

We can also formulate the above constrained optimization problem as an equivalent unconstrained least-squares problem [3,4]:

\[
\min_{(\alpha_0, \cdots, \alpha_m)^T} \left\| f_k + \sum_{i=1}^{m} \alpha_i (f_{k-i} - f_k) \right\|_2
\]

One can easily recover the original problem by setting

\[
\omega_0 = 1 - \sum_{i=1}^{m} \alpha_i.
\]

Anderson acceleration methods are “essentially equivalent” to the nonlinear GMRES methods [5,6,7,8,9] and the direct inversion on the iterative subspace method (DIIS) [10,11,12]. It is also in a broad category with methods based on quasi-Newton updating [13,14,15,16,17]. For example, Walker and Ni [2] showed that AA without truncation is equivalent in a certain sense to the GMRES method on linear problems and Fang and Saad [15] had clarified a remarkable relationship of AA to quasi-Newton methods. However, unlike Newton-like methods, one advantage of AA is that it does not require the expensive computation or approximation of Jacobians or Jacobian-vector products. Although AA has been used for decades, convergence analysis has been reported only recently. For the linear case, Toth and Kelley [12] first proved the stationary version of AA (sAA) without damping is locally r-linearly convergent if the fixed point map is a contraction and the coefficients in the linear combination remain bounded. Later, Evens et al. [18] extended the result to AA with damping factors and proved the convergence rate is $\theta_k((1 - \beta_{k-1}) + \beta_{k-1} \kappa)$, where $\kappa$ is the Lipschitz constant for the function $g(x)$ and $\theta_k$ is the ratio quantifying the convergence gain provided by AA in step $k$. Recently, in 2019, Pollock et al. [19] applied sAA to the Picard iteration for solving steady incompressible Navier–Stokes equations and proved that the acceleration improves the convergence rate of the Picard iteration. More recently, De Sterck [20] extended the result to more general fixed-point iteration $x = g(x)$, given knowledge of the spectrum of $g'(x)$ at fixed-point $x^*$ and Wang et
al.\footnote{21} extended the result to study the asymptotic linear convergence speed of \textit{sAA} applied to Alternating Direction Method of Multipliers (ADMM) method. Sharper local convergence results of AA remain a hot research topic in this area. For more related results about Anderson acceleration and its applications, we refer the interested readers to papers\footnote{22,23,24,25,26,27,28} and references therein.

Although AA has been widely used and studied for decades, most authors are simply using and analyzing the stationary version of Anderson acceleration with fixed window size and a constant damping factor. The behavior and potential of the non-stationary versions of the Anderson acceleration method have not been deeply studied and few results have been reported. Besides, the early days of the Anderson Mixing method (the 1980s, for electronic structure calculations) initially dictated the window size \( m \leq 3 \) due to the storage limitations and costly \( g \) evaluations. However, in recent years and a broad range of contexts, the window size \( m \) ranging from 20 to 100 has also been considered by many authors. For example, Walker and Ni\footnote{29} used \( m = 50 \) to solve the nonlinear Bratu problem. A natural question is that should we try to further speed up Anderson acceleration method or try to use a larger size of the window? No such comparison results have been reported. As we know, there are two main possible directions for producing non-stationary AA. One is choosing different damping factors \( \beta_k \) in each iteration, see our recent work on the non-stationary Anderson acceleration algorithm with optimized damping (AAoptD).\footnote{30} The other way of making AA to be a non-stationary algorithm is to alternate the window size during iterations. But no systematical ways have been proposed to dynamically alternate the window size \( m \). Since most efficient linear solvers use composable algorithmic components,\footnote{31,32} similar ideas can be used for AA\( (m) \) and AA\( (n) \) to solve nonlinear systems. Moreover, the combination of choosing optimized damping factors and alternating window sizes may lead to significant gains over the stationary AA. Therefore, in the present work, we propose and study the fully non-stationary Anderson acceleration algorithms with dynamic window sizes and optimized damping.

The paper is organized as follows. Our new algorithms and analysis are developed in Section 2; the rate of convergence to those algorithms are studied in Section 3; experimental results and discussion are in Section 4; conclusions follow in Section 5.

\section{Fully Non-Stationary Anderson Acceleration}

\subsection{Non-Stationary AA with Dynamic Window Sizes}

In this part, we propose two systematical ways to dynamically alternate the window size \( m \) in AA. The natural idea is to package \( sAA(m) \) with \( sAA(n) \) in each iteration. To begin with, an easy additive composite combination may be written as:

\[ x_{k+1} = \alpha_m \times sAA(x_k, \cdots, x_{k-m}, m) + \alpha_n \times sAA(x_k, \cdots, x_{k-n}, n), \]

where \( \alpha_m + \alpha_n = 1 \). For example, one can take \( \alpha_m = 1/2, \alpha_n = 1/2 \). We obtain the following algorithm AA\( (m + n) \) as in Algorithm 2.

\begin{algorithm}
\begin{algorithmic}
\State Given: \( x_0, \alpha_m, \alpha_n, m, n. \)
\State Set: \( x_1 = g(x_0) \).
\For{\( k = 0, 1, 2, \cdots \)}
\State Set: \( x_{k+1}^m \leftarrow \text{applying sAA}(m) \) as given in algorithm 1\footnote{1}
\State Set: \( x_{k+1}^n \leftarrow \text{applying sAA}(n) \) as given in algorithm 1\footnote{1}
\State Set: \( x_{k+1} = \alpha_m x_{k+1/2}^m + \alpha_n x_{k+1/2}^n \).
\EndFor
\end{algorithmic}
\end{algorithm}

Without loss of generality, we assume here that \( m > n \), so the total amount of work is less than that of applying AA\( (m) \) twice. For example, we can choose window size \( n = 0 \) (the Picard iteration) or \( n = 1 \). To compare the performance of AA\( (m + n) \) with regular stationary AA\( (m) \), we can compare it with applying AA\( (m) \) twice or compare the total time needed for each method to find the solution.

The other more important way is the multiplicative composite combination, which means we apply sAA\( (m) \) first in the outer loop and then apply sAA\( (n) \) in the inner loop. The idea is similar to the hybrid method GMRESR (GMRES Recursive), which is proposed by Van der Vorst and Vuik\footnote{33} and further investigated by Vuik\footnote{34}. We start with composite sAA\( (m) \) with sAA\( (0) \) (i.e. \( ... \):
Then, we take the result \( x_{k+1/2} \) as an input and apply Picard iteration. That is,
\[
x_{k+1} = g(x_{k+1/2}).
\]
Putting these together, we have the following non-stationary algorithm \( AA(m, AA(0)) \) as in Algorithm 3. Suppose we just do a single inner loop iteration in Algorithm 3, the total amount of work of \( AA(m, AA(0)) \) in each iteration is much less than that of applying \( sAA(m) \) twice. Algorithm 3 also means that we may ‘turn off’ the acceleration for a while and then turn on the acceleration. However, the performance can be better than \( sAA(m) \), see our numerical experiments in Section 4.

More generally, we apply \( sAA(m) \) in the outer loop and apply \( sAA(n) \) in the inner loop. So, in each iteration, after applying \( sAA(m) \), we get,
\[
x_{k+1/2} = \sum_{i=0}^{m} a_i^{(k)} g(x_{k-m+1}).
\]
Then we apply \( sAA(n) \) with the initial guess \( x_0 = x_{k+1/2} \) for \( \text{iter}_N \) iterations:
\[
x_{k+1} ← \text{applying } sAA(n) \text{ with intial guess } x_0 = x_{k+1/2}.
\]
In other words, the multiplicative composition reads
\[
x_{k+1} = sAA(m, sAA(n)).
\]
We summarize this in the following algorithm in Algorithm 4.

---

**Algorithm 3** Anderson acceleration with dynamic window-sizes: \( AA(m, AA(0)) \)

Given: \( x_0 \), \( \text{iter}_M \), \( \text{iter}_N \) and \( m \geq 1 \).

Set: \( x_1 = g(x_0) \).

for \( k = 0, 1, 2, \ldots, \text{iter}_M \) do

Set: \( x_{k+1/2}^m ← \text{applying } sAA(m) \) as given in Algorithm 1

Set: \( x_{\text{inner}_\text{initial}} = x_{k+1/2}^m \)

for \( j = 0, 1, 2, \ldots, \text{iter}_N \) do

Set: \( x_{j+1} ← \text{applying Picard iteration} \)
end for

Set: \( x_{k+1} = x_{\text{iter}_N} \)
end for

---

**Algorithm 4** Anderson acceleration with dynamic window-sizes: \( AA(m, AA(n)) \)

Given: \( x_0 \), \( m \), \( n \), \( \text{iter}_M \) and \( \text{iter}_N \).

Set: \( x_1 = g(x_0) \).

for \( k = 0, 1, 2, \ldots, \text{iter}_M \) do

Set: \( x_{k+1/2} ← \text{applying } sAA(m) \) as given in Algorithm 1

Set: \( x_{\text{inner}_\text{initial}} = x_{k+1/2} \)

for \( j = 0, 1, 2, \ldots, \text{iter}_N \) do

Set: \( x_{j+1} ← \text{applying } sAA(n) \) as given in Algorithm 1
end for

Set: \( x_{k+1} = x_{\text{iter}_N} \)
end for
Remark 1. There is a lot of variety here. Let \( m \) and \( n \) be the window size used in the outer loop and inner loop, respectively. And \( \text{iter} M \) and \( \text{iter} N \) be the total numbers of iterations for the outer loop and inner loop, respectively. In the present work, we report some results for the case where \( m > n \) and \( \text{iter} M \gg \text{iter} N \), which means the window size used in the inner loop is smaller than that used in the outer loop and the maximum iterations of the inner loop is much smaller than that of the outer loop. For example, one can choose \( n = 1 \) and \( \text{iter} N = 1 \). In this case, we could compare the convergence results of \( AA(m, AA(1)) \) with that of applying \( 2 \ast \text{iter} M \) times of \( AA(m) \). Another way to compare them is to calculate the residual per function evaluation. See more discussions in Section 4.

Moreover, we summarize the memory requirements for those algorithms in Section 2.1. For some problems, memory storage could be crucial. Our numerical results show that the non-stationary AA methods with smaller window sizes usually perform better than the stationary AA algorithm with very large window sizes, which means our proposed non-stationary AA methods may significantly reduce the storage requirements. See more discussions in our numerical experiments in Section 4.

### TABLE 1 Memory requirements

| Methods              | memory                        |
|----------------------|-------------------------------|
| \( AA(m) \)          | \( m + 1 \) vectors in memory |
| \( AA(m) + AA(n) \)  | \( \max\{m + 1, n + 1\} \) vectors in memory |
| \( AA(m, AA(n)) \)   | \( m + n + 2 \) vectors in memory |

#### 2.2 Non-stationary AA with optimized damping

In this part, we briefly summarize some of our recent works on Anderson acceleration with optimized damping (AAoptD), which will be used to produce a fully non-stationary Anderson acceleration in the next section. Suppose that \( \beta_k \) is different at each iteration \( k \), then we have

\[
x_{k+1} = (1 - \beta_k) \sum_{i=0}^{m_k} \alpha_i^{(k)} x_{k-m_k+i} + \beta_k \sum_{i=0}^{m_k} \alpha_i^{(k)} g(x_{k-m_k+i})
\]

\[
= \sum_{i=0}^{m_k} \alpha_i^{(k)} x_{k-m_k+i} + \beta_k \left( \sum_{i=0}^{m_k} \alpha_i^{(k)} g(x_{k-m_k+i}) - \sum_{i=0}^{m_k} \alpha_i^{(k)} x_{k-m_k+i} \right).
\]

(2)

Let us define the following averages given by the solution \( \alpha^k \) to the optimization problem by

\[
x^a_k = \sum_{i=0}^{m_k} \alpha_i^{(k)} x_{k-m_k+i}, \quad \tilde{x}^a_k = \sum_{i=0}^{m_k} \alpha_i^{(k)} g(x_{k-m_k+i}).
\]

Thus, (2) becomes

\[
x_{k+1} = x^a_k + \beta_k (\tilde{x}^a_k - x^a_k).
\]

(4)

A natural way to choose “best” \( \beta_k \) at this stage is that choosing \( \beta_k \) such that \( x_{k+1} \) gives a minimal residual. So we just need to solve the following unconstrained optimization problem:

\[
\min_{\beta_k} \| x_{k+1} - g(x_{k+1}) \|_2 = \min_{\beta_k} \| x^a_k + \beta_k (\tilde{x}^a_k - x^a_k) - g(x^a_k + \beta_k (\tilde{x}^a_k - x^a_k)) \|_2.
\]

(5)

Using the fact that

\[
g(x^a_k + \beta_k (\tilde{x}^a_k - x^a_k)) \approx g(x^a_k) + \beta_k \frac{dg}{dx} |_{x_k} (\tilde{x}^a_k - x^a_k)
\]

\[
\approx g(x^a_k) + \beta_k \left( g(\tilde{x}^a_k) - g(x^a_k) \right).
\]

(6)
Therefore, (5) becomes
\[
\min_{\beta_k} \| x_{k+1} - g(x_{k+1}) \|_2 = \min_{\beta_k} \| x_k^a + \beta_k (\tilde{x}_k^a - x_k^a) - g(x_k^a + \beta_k (\tilde{x}_k^a - x_k^a)) \|_2
\]
\[
\approx \min_{\beta_k} \| x_k^a + \beta_k (\tilde{x}_k^a - x_k^a) - [g(x_k^a) + \beta_k (g(\tilde{x}_k^a) - g(x_k^a))] \|_2
\]
\[
\approx \min_{\beta_k} \| (x_k^a - g(x_k^a)) - \beta_k [(g(\tilde{x}_k^a) - g(x_k^a)) - (\tilde{x}_k^a - x_k^a)] \|_2.
\]  
Thus, we just need to calculate the projection
\[
\beta_k = \frac{\{(x_k^a - g(x_k^a)) \cdot [(x_k^a - g(x_k^a)) - (\tilde{x}_k^a - g(\tilde{x}_k^a))]/\| [(x_k^a - g(x_k^a)) - (\tilde{x}_k^a - g(\tilde{x}_k^a))] \|_2\}}.
\]  
Anderson acceleration algorithm with optimized damping \(AAoptD(m)\) reads as follows:

**Algorithm 5** Anderson acceleration with optimized dampings: \(AAoptD(m)\)

Given: \(x_0\) and \(m \geq 1\).
Set: \(x_1 = g(x_0)\).
for \(k = 0, 1, 2, \ldots\) do
  Set: \(m_k = \min\{m, k\}\).
  Set: \(F_k = (f_{k-m_k}, \ldots, f_k)\), where \(f_i = g(x_i) - x_i\).
  Determine: \(a^{(k)} = (a_0^{(k)}, \ldots, a_{m_k}^{(k)})^T\) that solves
  \[
  \min_{a=(a_0, \ldots, a_m)^T} \| F_k a \|_2 \text{ s.t. } \sum_{i=0}^{m_k} a_i = 1.
  \]
  Set: \(x_k^a = \sum_{i=0}^{m_k} a_i^{(k)} x_{k-m_k+i}, \quad \tilde{x}_k^a = \sum_{i=0}^{m_k} a_i^{(k)} g(x_{k-m_k+i})\).
  Set: \(r_p = (x_k^a - g(x_k^a)) \cdot, \quad r_q = (\tilde{x}_k^a - g(\tilde{x}_k^a))\).
  Set: \(\beta_k = \| r_p - r_q \|_2\).
  Set: \(x_{k+1} = x_k^a + \beta_k (\tilde{x}_k^a - x_k^a)\).
end for

**Remark 2.** This optimized damping step is a “local optimal” strategy at \(k\)th iteration. It usually will speed up the convergence rate compared with an undamped one, but not always. Because in \((k+1)\)th iteration, it uses a combination of all previous \(m\) history information. Moreover, when \(\beta_k\) is very close to zero, the system is over-damped, which sometimes may also slow down the convergence speed. We may need to further modify our \(\beta_k\) to bound it away from zero by using
\[
\hat{\beta}_k = \max\{\beta_k, \eta\},
\]
or
\[
\hat{\beta}_k = \begin{cases} 
\beta_k & \text{if } \beta_k \geq \eta, \\
1 - \beta_k & \text{if } \beta_k < \eta.
\end{cases}
\]

where \(\eta\) is a small positive number such that \(0 < \eta < 0.5\). For more details on the implementation of \(AAoptD(m)\) and its performance, we refer the readers to our recent paper.\(^{29}\)

### 2.3 Fully Non-stationary AA with dynamic window-sizes and optimized damping

At this stage, we are ready to present our final fully non-stationary Anderson acceleration algorithms. Since alternating the window sizes and using different damping factors in each iteration are two main ways to produce non-stationary Anderson acceleration, we need to combine those strategies to make it into a fully non-stationary algorithm. In this part, the additive composition and the multiplicative composition are used to combine \(AA(m)\) and \(AAoptD(n)\). For example, we can obtain the
following fully non-stationary algorithm $AA(m) + AAOptD(n)$ as in Algorithm 6 and $AA(m, AAoptD(n))$ as in Algorithm 7 by using additive and multiplicative composite combination, respectively.

### Algorithm 6 Fully non-stationary Anderson acceleration: $AA(m) + AAoptD(n)$

Given: $x_0$, $\alpha_m$, $\alpha_n$ and $m$, $n$.
Set: $x_1 = g(x_0)$.

for $k = 0, 1, 2, \cdots$ do

- Set: $x_{k+1/2}^{m} \leftarrow$ applying $sAA(m)$ as given in Algorithm 1
- Set: $x_{k+1/2}^{n} \leftarrow$ applying $AAoptD(n)$ as given in Algorithm 5
- Set: $x_{k+1} = \alpha_m x_{k+1/2}^{m} + \alpha_n x_{k+1/2}^{n}$

end for

### Algorithm 7 Fully non-stationary Anderson acceleration: $AA(m, AAoptD(n))$

Given: $x_0$, $m$, $n$ iter $M$ and iter $N$.
Set: $x_1 = g(x_0)$.

for $k = 0, 1, 2, \cdots$ iter $M$ do

- Set: $x_{k+1} \leftarrow$ applying $sAA(m)$ as given in Algorithm 1
- Set: $x_{\text{inner\_initial}} = x_{k+1/2}$
- for $j = 0, 1, 2, \cdots$ iter $N$ do

- Set: $x_{j+1} \leftarrow$ applying $AAoptD(n)$ as given in Algorithm 5

end for

Set: $x_{k+1} = x_{\text{iter}N}$

end for

Similarly, $AAoptD(m+n)$, $AAoptD(m, AAoptD(n))$ or $AAoptD(m, AA(n))$ can be easily obtained. Now, we have a set of new non-stationary AA algorithms. We test and compare the performance of some of these methods with stationary AA in Section 4. Suggestions on how to use and choose these methods are provided in our final conclusion part in Section 5.

## 3 CONVERGENCE RATE

In this section, we investigate the rate of convergence of these non-stationary Anderson acceleration methods. The main technical results and assumptions are adopted from papers with necessary modifications. Here we provide the convergence theorems for $AAoptD(m)$, $AA(m, AA(1))$ with inner loop iteration $N = 1$ and $AAoptD(m, AA(1))$ with inner loop iteration $N = 1$. These typical non-stationary AA methods are extensively studied in Section 4. Similarly, one can derive the rate of convergence to other non-stationary AA methods.

To begin with, we summarize the convergence result in Theorem 1 for Anderson acceleration with optimized damping as in Algorithm 5.

**Theorem 1.** Assume that

- $g : \mathbb{R}^n \rightarrow \mathbb{R}^n$ has a fixed point $x^* \in \mathbb{R}^n$ such that $g(x^*) = x^*$.
- $g$ is uniformly Lipschitz continuously differentiable in the ball $B(\rho) = \{u \|x - x^*\|_2 \leq \rho\}$.
- There exists $\kappa \in (0, 1)$ such that $\|g(y) - g(x)\|_2 \leq \kappa \|y - x\|_2$ for all $x, y \in \mathbb{R}^n$.
- Suppose that $\exists M$ and $\epsilon > 0$ such that for all $k > m$, $\sum_{i=0}^{m-1} |a_i| < M$ and $|a_m| \geq \epsilon$. 

Then we have the following convergence rate for $AA_{\text{opt}}D(m)$ given in Algorithm\[5\]

$$
\|f(x_{k+1})\|_2 \leq \theta_{k+1} \left[ (1 - \beta_k) + \kappa \beta_k \right] \|f(x_k)\|_2 + \sum_{i=0}^{m} O(\|f(x_{k-m+i})\|_2^2),
$$

(11)

where the average gain

$$
\theta_{k+1} = \frac{\| \sum_{i=0}^{m} a_i^k f(x_{k-m+i})\|_2}{\|f(x_k)\|_2}
$$

and

$$
\beta_k = \frac{(x_a^k - g(x_a^k)) \cdot \left[ (x_a^k - g(x_a^k)) - (\tilde{x}_a^k - g(\tilde{x}_a^k)) \right]}{\| \left[ (x_a^k - g(x_a^k)) - (\tilde{x}_a^k - g(\tilde{x}_a^k)) \right\|_2}
$$

with

$$
x_a^k = \sum_{i=0}^{m} a_i^{(k)} x_{k-m+i}, \quad \tilde{x}_a^k = \sum_{i=0}^{m} a_i^{(k)} g(x_{k-m+i}).
$$

**Proof.** The proof of this theorem can be found in this paper\[10\] for general damping $\beta_k$. The key ideas of the analysis are relating the difference of consecutive iterates to residuals based on performing the inner-optimization and explicitly defining the gain in the optimization stage to be the ratio of improvement over a step of the unaccelerated fixed-point iteration. Additionally, here we also need to use (2) and (8) to explicitly calculate these optimized $\beta_k$.

Next, we provide the convergence rate for non-stationary Anderson acceleration methods $AA(m, AA(1))$ with inner loop iteration $iterN = 1$ and $AA_{\text{opt}}D(m, AA(1))$ with inner loop iteration $iterN = 1$, which are extensively studied in Section\[4\].

**Theorem 2.** Assume that $g : \mathbb{R}^n \rightarrow \mathbb{R}^n$ has a fixed point $x^* \in \mathbb{R}^n$ such that $g(x^*) = x^*$ and satisfies all assumptions in Theorem\[1\]. Then we have the following convergence rate for $AA(m, AA(1))$ as in Algorithm\[4\] with inner loop iteration $iterN = 1$:

$$
\|f(x_{k+1/2})\|_2 \leq \tilde{\theta}_{k+1}\kappa^{2} \|f(x_k)\|_2 + \text{high order terms},
$$

(12)

where

$$
\tilde{\theta}_{k+1} = \frac{\| \sum_{i=0}^{m} a_i^k f(x_{k-m+i})\|_2}{\|f(x_k)\|_2}, \quad \tilde{\theta}_1 = \frac{\| \tilde{a}_0^1 f(\tilde{x}_0) + \tilde{a}_1^1 f(\tilde{x}_1)\|_2}{\|f(\tilde{x}_1)\|_2}
$$

with

$$
\tilde{x}_0 = x_{k+1/2}, \quad \tilde{x}_1 = g(\tilde{x}_0).
$$

**Proof.** For the outer loop, according to the results in Theorem\[1\] without damping (i.e. $\beta_k = 1$), we have

$$
\|f(x_{k+1/2})\|_2 \leq \theta_{k+1}\kappa \|f(x_k)\|_2 + \sum_{i=0}^{m} O(\|f(x_{k-m+i})\|_2^2),
$$

(13)

where

$$
\theta_{k+1} = \frac{\| \sum_{i=0}^{m} a_i^k f(x_{k-m+i})\|_2}{\|f(x_k)\|_2}.
$$

As $a_i^k$ is the solution to the optimization problem in Algorithm\[1\] and the fact that $a_i^k = 1, a_j^k = 0, j \neq k$, is in the feasible set for the optimization problem, we immediately have

$$
0 \leq \theta_{k+1} \leq 1.
$$

For the inner loop with $iterN = 1$, we have the initial guess $\tilde{x}_0 = x_{k+1/2}$, then $\tilde{x}_1 = g(\tilde{x}_0)$ and

$$
f(\tilde{x}_0) = g(\tilde{x}_0) - \tilde{x}_0, \quad f(\tilde{x}_1) = g(\tilde{x}_1) - \tilde{x}_1.
$$

Let $\tilde{a}_0$ and $\tilde{a}_1$ be the solution to the inner loop optimization problem, then applying Theorem\[1\] with $m = 1$ without damping (i.e. $\beta_k = 1$), we have

$$
\|f(\tilde{x}_2)\|_2 \leq \tilde{\theta}_1 \kappa \|f(\tilde{x}_1)\| + O(\|f(\tilde{x}_1)\|_2^2) + O(\|f(\tilde{x}_0)\|_2^2)
$$

(14)

with

$$
\tilde{\theta}_1 = \frac{\| \tilde{a}_0^1 f(\tilde{x}_0) + \tilde{a}_1^1 f(\tilde{x}_1)\|_2}{\|f(\tilde{x}_1)\|_2},
$$

where $\tilde{a}_0$ and $\tilde{a}_1$ solves the optimization problem of $AA(1)$ in the inner loop iteration. Similarly, since $\tilde{a}_0^1 = 0$ and $\tilde{a}_1^1 = 1$, is in the feasible set for the related optimization problem, we get

$$
0 \leq \tilde{\theta}_1 \leq 1.
$$
Using (13) and the fact that the inner loop use \( \tilde{x}_0 = x_{k+1/2} \) as an initial guess, we have \( \tilde{x}_1 = g(\tilde{x}_0) = g(x_{k+1/2}) \). Therefore,

\[
\|f(\tilde{x}_1)\|_2 \leq \theta_{k+1}\kappa \|f(x_k)\|_2 + \sum_{i=0}^{m} O(\|f(x_{k-m+i})\|_2^2).
\] (15)

Since \( \text{iter}N = 1 \), so after finishing the inner loop iteration, we will set \( x_{k+1} = \tilde{x}_2 \). Thus, from (14) and (15), we finally obtain

\[
\|f(x_{k+1})\|_2 = \|f(\tilde{x}_2)\|_2 \leq \tilde{\theta}_1 \theta_{k+1} \kappa^2 \|f(x_k)\|_2 + \text{high order terms},
\] (16)

which completes the proof of this theorem.

**Theorem 3.** Assume that \( g : \mathbb{R}^n \to \mathbb{R}^n \) has a fixed point \( x^* \in \mathbb{R}^n \) such that \( g(x^*) = x^* \) and satisfies the assumptions in Theorem 1. Then we have the following convergence rate for \( \text{AAAopt}(m, \text{AA}(1)) \) with inner loop iteration \( \text{iter}N = 1 \):

\[
\|f(x_{k+1})\|_2 \leq \tilde{\theta}_1 \theta_{k+1} \kappa \left( (1 - \beta_k) + \kappa \beta_k \right) \|f(x_k)\|_2 + \text{high order terms},
\] (17)

where

\[
\beta_k = \frac{\left\| \left( x_k^a - g(x_k^a) \right) \cdot \left\| \left( x_k^a - g(x_k^a) \right) - (\tilde{x}_k^a - g(\tilde{x}_k^a)) \right\|_2 \right\|}{\left\| \left( x_k^a - g(x_k^a) \right) - (\tilde{x}_k^a - g(\tilde{x}_k^a)) \right\|_2},
\]

and

\[
\theta_{k+1} = \frac{\sum_{i=0}^{m} \alpha_i \|f(x_{k-m+i})\|_2}{\|f(x_k)\|_2}, \quad \tilde{\theta}_1 = \frac{\|\tilde{a}_0 f(\tilde{x}_0) + \tilde{a}_1 f(\tilde{x}_1)\|_2}{\|f(\tilde{x}_1)\|_2}
\]

with

\( \tilde{x}_0 = x_{k+1/2} \), \( \tilde{x}_1 = g(\tilde{x}_0) \).

**Proof.** The proof is similar to the proof of Theorem 2, thus we omit it here.

### 4 EXPERIMENTAL RESULTS AND DISCUSSION

In this section, we numerically compare the performance of these fully non-stationary Anderson acceleration algorithms with regular stationary AA (with uniform window size and a constant damping factor). All these experiments are done in the MATLAB 2021b environment. MATLAB codes are available upon request to the authors.

This first example is from Walker and Ni’s paper, where a stationary Anderson acceleration with window size \( m = 50 \) is used to solve the Bratu problem. This problem has a long history; we refer the reader to Glowinski et al. and Pernice and Walker, and the references in those papers.

**Problem 4.1. The Bratu problem.** The Bratu problem is a nonlinear PDE boundary value problem as follows:

\[
\Delta u + \lambda \ e^u = 0, \quad \text{in} \quad D = [0, 1] \times [0, 1],
\]

\[
u = 0, \quad \text{on} \quad \partial D.
\]

In this experiment, we used a centered-difference discretization on a \( 64 \times 64 \) grid. We take \( \lambda = 6 \) in the Bratu problem and use the zero initial approximate solution in all cases. And we also applied the preconditioning such that the basic Picard iteration still works. The preconditioning matrix that we used here is the diagonal inverse of the matrix \( A \), where \( A \) is a matrix for the discrete Laplace operator.

We first solve the Bratu problem using the additive composition of non-stationary AA methods. In order to compare the results with stationary AA, we consider the residual achieved in one iteration of fully non-stationary AA methods as it is achieved in “two iterations”, since additive composition strategy combines two regular AA in one iteration. We already doubled the iterations for non-stationary AA methods in the following plots. Here we choose our window sizes \( m = 20 \) and \( n = 1 \), thus the total amount of work is less than that of applying the stationary AA(20) twice. Secondly, we solve the same problem by using the multiplicative composition of non-stationary AA methods. The window sizes for the outer loop and inner loop are \( m = 20 \) and \( n = 1 \), respectively. Here, we apply only one iteration in the inner loop. So we can easily compare their convergence rates with regular AA just like the way used in the case of the additive composition. Moreover, in some cases, function evaluations are more expensive. Since non-stationary AA methods usually involve more function evaluations per iteration, we also plot the residual per function evaluation, which can also help us directly compare the performance of non-stationary AA and stationary AA. The results are shown in Figure 1, Figure 2 and Figure 3. The total time used for different methods is shown in Table 2.
Here we use the Matlab commands \texttt{tic} and \texttt{toc} to record the running time for each of these methods and we have not optimized our Matlab codes yet. From Figure 1, Figure 2, Figure 3 and Table 2 non-stationary Anderson acceleration methods work better than regular stationary AA. The best one is the fully non-stationary Anderson acceleration \textit{AAoptD(20, AA(1))}, which means the window size for the outer loop is 20 and the window size for the inner loop is 1. To compare the results in Figure 2, we also solve this problem with larger window size \(m\), the convergence result is in Figure 4. From Figure 4 we find that the non-stationary AA methods with outer window size \(m = 20\) and inner loop window size \(n = 1\) are better than stationary AA with window size \(m = 20\). Moreover, some of these methods (i.e. \textit{AA(20, AA(1))} and \textit{AAoptD(20, AA(1))}) are comparable with the stationary \textit{AA(50)}. This is very important for solving larger size problems where computer storage is crucial. Our proposed non-stationary AA methods may save lots of memory storage while maintaining a similar (or even faster) convergence rate.

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure1.png}
\caption{Non-stationary AA methods solve the Bratu problem: additive composition.}
\end{figure}

\begin{table}
\centering
\begin{tabular}{|l|l|}
\hline
Methods & times (s) \\
\hline
\textit{AAoptD(20, AA(1))} & 65.46 \\
\textit{AA(20, AA(1))} & 107.94 \\
\textit{AAoptD(20)} & 112.86 \\
\textit{AAoptD(20, AAoptD(1))} & 114.70 \\
\hline
\end{tabular}
\caption{Top 4: total time used in solving the Bratu problem on a 64 \times 64 grid.}
\end{table}

Problem 4.2. The stationary nonlinear convection-diffusion problem. Solve the following 2D nonlinear convection-diffusion equation in a square region:

\[ \epsilon (-u_{xx} - u_{yy}) + (u_x + u_y) + ku^2 = f(x, y), \quad (x, y) \in D = [0, 1] \times [0, 1] \]
Non-stationary AA methods solve the Bratu problem: multiplicative composition.

with the source term

\[ f(x, y) = 2\pi^2 \sin(\pi x) \sin(\pi y) \]

and zero boundary conditions: \( u(x, y) = 0 \) on \( \partial D \).

In this numerical experiment, we use a centered-difference discretization on a \( 32 \times 32 \) grid. We choose \( \epsilon = 1 \), \( \epsilon = 0.1 \) and \( \epsilon = 0.01 \), respectively. Those \( \epsilon \) values indicate the competition between the diffusion and convection effect. We take \( k = 3 \) in the above problem and use \( u_0 = (1, 1, \ldots, 1)^T \) as an initial approximate solution in all cases. As in solving the Bratu problem, the same preconditioning strategy is used here.

For \( \epsilon = 1 \), from Figure 5, Figure 6, Figure 7 and Table 3, we observe similar results that the non-stationary methods \( AAoptD(5, AA(1)) \) and \( AA(5, AAoptD(1)) \) perform better than stationary \( AA(5) \). For \( \epsilon = 0.1 \), from Figure 8, we find that the Picard iteration does not converge anymore. However, Anderson acceleration methods with a small window size already work. Moreover, some of our proposed non-stationary AA methods (for example, \( AAoptD(1, AA(1)) AA(1, AAoptD(1)) \) and \( AA(1, AA(1)) \)) perform better than the stationary \( AA(1) \) method. For \( \epsilon = 0.01 \), from Figure 9 and Figure 10, we see that the Picard method, the stationary \( AA(1) \) method and non-stationary method \( AA(1, AA(1)) \) method do not converge while other non-stationary methods still converge. However, for the converging methods, there are some wiggles in the numerical approximate, see the bottom figures in Figure 11. This may result from using the central difference scheme for the convection term. To solve this problem, we then use the upwind scheme (backward difference) for the convection term. The results are shown in Figure 12 and Figure 13. All acceleration methods converge. \( AA(1, AA(1)) \) performs best. \( AAoptD(1, AA(1)) \) and \( AA(1, AAoptD(1)) \) are comparable to the stationary \( AA(1) \) method. Moreover, there are no wiggles in the numerical approximate when applying upwind scheme for the convection term.

Our next example is about solving a linear system \( Ax = b \). As proved by Walker and Ni in 9, AA without truncation is “essentially equivalent” in a certain sense to the GMRES method for linear problems.
FIGURE 3 Non-stationary AA methods solve the Bratu problem: residual vs function evaluations (multiplicative composition).

TABLE 3 Top 4: total time used in solving the convection-diffusion problem with $\epsilon = 1$.

| Methods               | times (s) | Methods               | times (s) |
|-----------------------|-----------|-----------------------|-----------|
| AAoptD(5,AA(1))       | 2.26      | AA(5+1)               | 3.29      |
| AA(5,AA(1))           | 2.33      | AAoptD(5)             | 4.80      |
| AA(5,AAoptD(1))       | 3.92      | AAoptD(5)+AA(1)       | 4.93      |
| AAoptD(5,AAoptD(1))   | 4.14      | AA(5)+AAoptD(1)       | 5.00      |

Problem 4.3. The linear equations. Apply AA and AAoptD to solve the following linear system $Ax = b$, where $A$ is

$$A = \begin{pmatrix} 2 & -1 & \cdots & 0 & 0 \\ -1 & 2 & \cdots & 0 & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & \cdots & 2 & -1 \\ 0 & 0 & \cdots & -1 & 2 \end{pmatrix}, \quad A \in \mathbb{R}_{n\times n}$$

and

$$b = (1, \cdots, 1)^T.$$  

Choose $n = 100$ so that a large window size $m$ is needed in Anderson Acceleration. We also note here that the Picard iteration does not work for this problem.

In our test, the initial guess is $x_0 = (0, \cdots, 0)^T$. The result is shown in Figure 14. From Figure 14 we see that the fully non-stationary Anderson acceleration methods work much better than the stationary AA method. This example also indicates that our proposed fully non-stationary AA can be also used to solve linear systems.
5 1 CONCLUSIONS

In the present work, we propose and analyze a set of fully non-stationary Anderson acceleration algorithms with dynamic window sizes and optimized damping factors to further speed up linear and nonlinear iterations. In general, some of these non-stationary AA algorithms converge faster than the stationary AA method and they may significantly reduce the memory requirements and time to find the solution. For future guidance of choosing these non-stationary AA methods, our numerical results indicate that $AA_{optD}(m, AA(n))$ (with only one inner loop iteration and some very small inner window size $n$) usually converges much faster than stationary $AA(m)$ and other non-stationary AA methods. This is not surprising since the local convergence rate of AA with damping factors is $	heta_k((1 - \beta_{k-1}) + \beta_{k-1} \kappa)^{18}$. However, two extra function evaluations are needed in each iteration. Therefore, if the function evaluation is not very expensive in related problems or when the storage of the computer is very limited, we suggest trying these types of fully non-stationary AA algorithms first. Otherwise, non-stationary AA methods like $AA(m, AA(n))$ (with only one inner loop iteration and some very small inner window size $n$) might be the good options since these algorithms usually converge faster than stationary $AA(m)$ and their total amount of work is less than that of applying $AA(m)$ twice. There is a lot of variety in these fully non-stationary Anderson acceleration methods, our future work will continue to explore the behaviors of these methods and test them on other broader problems.
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FIGURE 5 Solve the convection-diffusion problem: additive composition with $\epsilon = 1$.

FIGURE 6 Solve the convection-diffusion problem: multiplicative composition with $\epsilon = 1$. 
FIGURE 7 Solve the convection-diffusion problem with $\epsilon = 1$: function evaluations.

FIGURE 8 Solve the convection-diffusion problem: multiplicative composition with $\epsilon = 0.1$. 
FIGURE 9 Solve the convection-diffusion problem: multiplicative composition with $\epsilon = 0.01$.

FIGURE 10 Solve the convection-diffusion problem with $\epsilon = 0.01$ (zoom in).
FIGURE 11 Solution the convection-diffusion problem with $\varepsilon = 0.1$ and $\varepsilon = 0.01$.

FIGURE 12 Solve the convection-diffusion problem: multiplicative composition with $\varepsilon = 0.01$. 
FIGURE 13 Solution the convection-diffusion problem: upwind scheme for convection term, $\varepsilon = 0.01$.

FIGURE 14 Non-stationary AA: solving a linear problem $Ax = b$ with $n = 100$. 
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