Pulse Shape Discrimination in CUPID-Mo using Principal Component Analysis
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ABSTRACT: CUPID-Mo is a cryogenic detector array designed to search for neutrinoless double-beta decay (0νββ) of 100Mo. It uses 20 scintillating 100Mo-enriched Li2MoO4 bolometers instrumented with Ge light detectors to perform active suppression of α backgrounds, drastically reducing the expected background in the 0νββ signal region. As a result, pileup events and small detector instabilities that mimic normal signals become non-negligible potential backgrounds. These types of events can in principle be eliminated based on their signal shapes, which are different from those of regular bolometric pulses. We show that a purely data-driven principal component analysis based approach is able to filter out these anomalous events, without the aid of detector response simulations.
1 Introduction

CUPID-Mo is a bolometric experiment searching for neutrinoless double-beta decay (0νββ) of 100Mo, operating 20 scintillating 100Mo-enriched Li2MoO4 (LMO) crystals complemented with germanium-based light detectors at a base temperature of ~20 mK [1]. It has served as a demonstration of the effectiveness of using light signals in combination with heat signals in a scintillating bolometer to discriminate between α events and β/γ events, which will be key to suppressing backgrounds in the future CUPID experiment [2]. CUPID-Mo has also demonstrated the reproducibility of LMO bolometers with high energy resolution, efficient particle identification capabilities, and high radiopurity [3], allowing it to achieve the current world-leading limit on the 0νββ half-life of 100Mo [4, 5].

Physical events in CUPID-Mo are registered when particles deposit energy in a LMO crystal, causing a temperature increase that can be measured with thermistors attached to the crystals. The data acquisition system records a continuous stream of data from each detector, and sufficiently large sudden changes in temperature are triggered as events for processing. Event triggers are produced via an optimum trigger algorithm [6], which evaluates the amplitude of optimum filtered waveforms in the data stream. These triggers are then used to select events for further processing. While a number of basic selection criteria described in [1] are applied to eliminate spurious events, most notably including requiring the observation of an amount of light in nearby light detectors consistent with β/γ interactions, there nonetheless remain a number of undesirable events that should be rejected. Some are non-physical events that pass the trigger threshold of the detectors and are able to slip past these cuts, often as the result of coincident detector noise in a LMO bolometer and an adjacent light detector. Others are pileup events, in which multiple physical events deposit energy in a detector within a short enough time window that our data processing evaluates them as one event. These two classes of events constitute a non-negligible background around the region of interest, as the 100Mo 0νββ Q-value of 3034 keV [7] is above most natural γ backgrounds and any
$\alpha$ backgrounds are rejected using the light detectors. It is thus highly desirable to have a way of rejecting pileup events and other anomalous detector effects emulating normal bolometric pulses.

By looking at the events that pass the basic data quality selection and fall into physically significant energy regions in CUPID-Mo, we can get an idea of the rough pulse shape that most signal-like events should have. However, there are no analogous populations of anomalous pulses that we can learn to discriminate against. The problem can then be stated as an exercise in eliminating anomalous events given a general sample of good events, without the aid of simulation to provide training data with true labels.

2 Principal Component Analysis

Principal component analysis (PCA) is a method of rotating data into a new basis with components ranked by how much of the variance in data they explain [8]. When decomposed in this way, the leading PCA components are usually able to explain most of the interesting features in the data, while the remaining components tend to explain noise-like features. In the context of calorimetric signal processing, PCA-based methods have been shown to have resolution power superior to standard optimal filtering techniques under certain circumstances [9, 10], with the leading PCA components used to estimate the energy of a pulse. Other studies have demonstrated the ability to perform outlier detection using PCA-based methods without having to rely on labeled training data like in supervised learning [11, 12].

From a set of $n$-dimensional training data, we can obtain a set of leading components $w_a$ through the standard PCA decomposition procedure, where each $w_a$ is an $n$-dimensional vector and the $a = 1, 2, 3...$ are the component rankings. Any $n$-dimensional data $x$ then has a projection onto each component $w_a$ given by $q_a = x \cdot w_a$. From these projections, we can define the associated reconstruction error of $x$ as

$$
\sqrt{\sum_{i=1}^{n} (x_i - \sum_{a=1}^{m} q_a w_{a,i})^2},
$$

where $w_{a,i}$ is index $i$ of component $w_a$, and where $m$ can be chosen as desired but will probably be very small since only the leading terms are significant. This metric measures how well one can reconstruct the data $x$ using only the leading $m$ PCA-derived components. This will result in a large reconstruction error if $x$ is poorly described using only the leading $m$ PCA components, generally indicating it has some substantial feature difference compared to the training data from which the PCA components were derived. Using a squared metric for the reconstruction error instead of an absolute value emphasizes large localized feature differences over normal noise spread out over many points. We can then attempt to identify anomalous data by looking for large reconstruction errors.

3 Application in CUPID-Mo

In CUPID-Mo, waveforms are digitized at 500 samples per second, and an event is taken to be a 3 second window with 1 second before the trigger and 2 seconds after it [1]. This can be treated as 1500-dimensional data, with each point simply being the voltage reading across the thermistor at a
given time. The typical pulsed response of a LMO crystal to an energy deposit varies from crystal
to crystal, depending on factors such as minor variations in the crystal support structures and details
of the corresponding electronics and thermistors. To account for the channel-dependence of this
pulsed response, we treat each of the LMO channels separately in the PCA procedure. Since the
goal is to recognize anomalous pulses by their large reconstruction error, we should try to build
PCA components that mostly encapsulate the signal-like information of typical pulses. Pulses that
do not follow this signal-like template are then poorly described by the leading PCA components,
as desired. However, we also do not want the discriminator to acquire a strong energy dependence.
Most of our training and testing must naturally be done in the low-energy $\beta/\gamma$ regions where events
are not too sparse, but the discriminator must extrapolate well up to the $0\nu\beta\beta$ region of interest. This
requires training on a mostly clean sample of pulses and then normalizing out energy information.

3.1 Training and Normalization

To create a training sample for each LMO detector, we collect events falling under the following
requirements:

1. Triggered events with energy between 1 and 2 MeV in physics data (defined as data collected
   without a calibration source inserted into the detector).
2. Passing a light yield cut: requiring an appropriate amount of light to be seen in the adjacent
   light detectors.
3. Passing a multiplicity cut: no triggered events within a small time window in any of the other
   LMO detectors in the cryostat.

The large majority of events satisfying these properties will be standard model two-neutrino double-
beta decays ($2\nu\beta\beta$) of $^{100}\text{Mo}$, with an additional $< 10\%$ contribution from $\gamma$ backgrounds [13]. The
physical nature of a $2\nu\beta\beta$ energy deposit looks exactly like a $0\nu\beta\beta$ event, besides the different total
amount of energy, so this serves as a good signal-like sample. The light yield and event multiplicity
cuts also remove most events that are caused by abnormal detector conditions, leaving mostly
physical events. Since $^{100}\text{Mo}$ has a relatively high $2\nu\beta\beta$ decay rate ($\sim 2 \text{ mHz per detector}$), this
still leaves well over a thousand events per LMO channel in a typical 3 to 5 week dataset to fill the
training sample. The typical leading PCA components extracted from this training procedure look
like those shown in Fig. 1, with the first two capturing the general shape of a “good” pulse. This
result can be understood as a statement that the primary variation between good pulses is in their
different amplitudes, corresponding to their different energies. Other localized features or pulse
shape differences are identified as subleading effects, and appear in the subleading components.

Applying these components to the rest of the data collected in a dataset, we expect the recon-
struction error to have some mild energy dependence, since the shape of a pulse is not completely
the same at all energies. This energy dependence must be calibrated out if we intend to apply a cut
based on this metric. We empirically observe that the dependence is linear for all of our detectors.
The reconstruction errors can then be normalized by performing a linear fit against energy for the
bulk of events, using a robust fitting procedure to avoid bias from outliers. An example of one
such fit is shown in Fig. 2, along with examples of pulses that are eventually accepted and rejected.
Figure 1. A typical example of the 6 leading PCA components for the pulses from one LMO channel in a dataset. The first two components prominently feature the idealized pulse response of the bolometer, while the following components tend to be dominated by other features. Components 4 through 6 notably feature information about the timing of the pulse.
through this procedure. Once this fit is obtained, the reconstruction error of each event can be normalized using its deviation from the “predicted” reconstruction error provided by the fit at that energy. It should be noted we must assume that the good pulses comprise the majority of events selected for the fitting procedure, but this is a safe assumption for CUPID-Mo since most spurious events are removed by light yield and multiplicity cuts already.

3.2 Results

Through this procedure of calculating PCA-based reconstruction errors and performing the fitting procedure described in Sec. 3.1, we obtain normalized reconstruction errors for each event. One question is how many PCA components to use in the analysis when calculating the reconstruction errors. We want to use enough components to capture signal-like behavior, but not so many that noise-like events can be adequately covered and assigned a low reconstruction error. Standard receiver operating characteristic (ROC) curves can be used to compare the signal and background efficiencies of this PCA-based discriminant for varying numbers of components, as shown in Fig. 3. Signal efficiency is evaluated on 2615 keV $^{208}$Tl $\gamma$ events, which should in general have very similar detector response characteristics to a $0\nu\beta\beta$ event. Since we already have light yield cuts that eliminate almost all $\alpha$ events around the region of interest in CUPID-Mo, much of the remaining background is expected to be pileup of $\beta/\gamma$ events. We thus evaluate background efficiency on $\beta/\gamma$ events in the 2750 to 3000 keV region in calibration data, where we have radioactive sources inserted into the cryostat. Our highest energy calibration line is from 2615 keV $^{208}$Tl $\gamma$ events, so many events in this energy region are the pileup events we want to reject. Pileup at this energy is rare in physics data, which has much lower event rates, and so we must evaluate this efficiency in calibration data in order to have sufficient statistics. However, it should be noted that our background sample for this calculation is not pure, as a non-negligible number of events in this energy region will still be signal-like events. As a result, we should not expect a near-100% rejection of background to be possible. The ROC curves show that we obtain a notable improvement going from 1 component to 2 components, but that improvements taper off as we add even more components. We choose to use 4 components in our analysis, seeing that there is no discernible benefit from using more than that.

The distribution of this normalized error variable using the 4 leading PCA components for one of our datasets is shown in Fig. 4. The shape of the distribution is as expected, with a core around 0 and then a tail extending to high values. The tail is also more prominent in calibration data, as we would expect due to the much higher occurrence of pileup events. We then apply a simple binary cut on the normalized error, optimizing our acceptance of $0\nu\beta\beta$-like events compared to rejection of expected backgrounds in the $0\nu\beta\beta$ energy region. Fig. 5 shows that the cut based on the PCA reconstruction error mostly trims events from the tails of the calibration spectrum, which is largely populated by pileup events. At the same time, the cut mostly keeps events within the calibration peak, which should mostly be good pulses. The efficiency of this cut on signal-like events is also flat in the energy regions of interest, indicating it successfully avoids cutting events based primarily on energy and extrapolates well to the $0\nu\beta\beta$ Q-value.
Figure 2. Top: Scatterplot of event reconstruction errors versus energy for one LMO channel in a dataset, the same shown in Fig. 1. The red line is the linear fit used to normalize the reconstruction errors as a function of energy, obtained using a robust method to prune outlier points from the fit. Three points a), b), and c) are marked as examples of rejected and accepted pulses. Bottom: The labeled example pulses are drawn in black, with the attempted reconstruction using the leading 4 PCA components overlaid in red. Pulses a) and b) here have large reconstruction errors compared to the base population and end up rejected as anomalous pulses, while pulse c) falls within the normal range of error and is accepted as a good pulse.
**Figure 3.** ROC curves and associated error bands for the PCA-based discriminant with the reconstruction error calculated using varying number of components. The signal efficiency is evaluated on the 2615 keV $^{208}$Tl $\gamma$ peak, and the background efficiency is evaluated on $\beta/\gamma$-like events in the pileup region of 2750 to 3000 keV in calibration.

**Figure 4.** Distribution of the normalized PCA reconstruction error variable in both calibration and physics data, after the normal data quality cuts and light yield cuts. Events passing these cuts are all $\beta/\gamma$-like, so any remaining anomalies are mostly from either pileup or from detector effects that slipped through the basic cuts. The distributions shown have their total counts normalized for comparison. It can be seen that in calibration data the PCA reconstruction error skews higher than in physics data, corresponding to the higher rate of pileup during calibration.
Figure 5. The $^{208}$Tl $\gamma$ peak at 2615 keV from a calibration period, with the basic data quality and light yield cuts in black, with an additional cut on the 1-component PCA reconstruction error in red, and with the 4-component PCA cut in blue. We see that the PCA-based cut mostly eliminates events from the tails of the distribution, where there are more “bad” pulses compared to the peak at 2615 keV. We also see using 4 components instead of 1 mostly preserves events in the peak, but narrows its width and rejects more events from the sidebands.

4 Conclusion

With the background suppression offered by light detectors in CUPID-Mo and in the future CUPID experiment, pileup and spurious events from detector effects will become leading background components in the region of interest for $0\nu\beta\beta$ decay of $^{100}$Mo. We have demonstrated that a principal component analysis based approach is effective for filtering out these types of anomalous pulses in CUPID-Mo, even in the absence of simulations to provide clean training and testing samples. Using just a moderately clean sample of pulses pulled directly from the data, we can obtain signal-like components from the PCA decomposition, and we are able to use the corresponding reconstruction errors to construct an energy-independent metric that can be used to reject undesirable events. This method shows promise for pulse shape discrimination in cryogenic bolometric detectors and has the potential to significantly reduce pileup backgrounds in CUPID. Further tuning is likely still possible by focusing on specific time windows of the pulse, in particular around the trigger time for very close pileup events. The development of detector response simulation tools will also aid in the training and testing procedure and may enable supervised machine learning algorithms based on PCA outputs.
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