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ABSTRACT

In model development, model calibration and validation play complementary roles toward learning reliable models. In this article we expand the general validation framework proposed in [1] to a general calibration and validation framework by inverting the validation mathematics into a method for generalized Bayesian regression and model learning. We perform Bayesian regression based on a user’s definition of model-data agreement. This allows for model selection on any type of data distribution, unlike Bayesian and standard regression techniques, that “fail” in some cases. We show that our tool is capable of representing and combining Bayesian regression, standard regression, and likelihood-based calibration techniques in a single framework while being able to generalize aspects of these methods. This tool also offers new insights into the interpretation of the predictive envelopes in Bayesian regression, standard regression, and likelihood-based methods while giving the analyst more control over these envelopes.
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1 Introduction

A central problem in engineering, science, statistics, and machine learning involves describing, representing, and understanding data through learning models by estimating their parameters. In model development, the problem of model parameter estimation is referred to as model calibration [2]. Model calibration have been widely studied in the literature. Least squares (or standard regression) [3], likelihood-based [4, 5], and Bayesian regression methods [6, 7, 8, 9] are often used for model parameter estimation. Nonprobabilistic methods, such as parametric model regression, nonparametric neural networks, and support vector machines (SVM) [10] are able to tackle these types of problems efficiently. In Bayesian probability theory [11, 12, 13], Bayesian model testing and maximum likelihood methods provide probabilistic features (i.e. mean, covariance, distribution) for the parameters we aim to estimate, based on prior knowledge (i.e. prior distribution) and the uncertainty of the data. Bayesian model testing, which uses Bayesian parameter regression, was shown to be successful for signal detection, light sensor characterization [14], exoplanet detection [15], extra-solar planet detection [16], laser peening process [9], time series [17], astronomical data analyses [18], and cosmology and particle physics [19].

In model development, model calibration comes in the stage prior to the validation stage, and it usually consist of estimating model parameters given a set of observed input-output data. Then, the validation is performed on a different independent data set called the validation data set. In Bayesian calibration, one generates a posterior distribution for the model parameters given some prior distribution of those parameters and the data available for calibration. In what follows, we refer to Bayesian calibration as Bayesian regression.

We believe that the efficacy of parametric Bayesian regression, likelihood-based methods, and standard regression can be improved. Bayesian regression calculates the Bayesian evidence, which is the probability the model could have
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produced the observed, usually noisy or uncertain, data. If this probability is nonzero, one can proceed to calculate posterior model parameter probabilities using Bayes’ Theorem. In practice, there are models and parameters that may be of interest to the user, however, Bayesian regression fails to regress and produce posterior parameter distributions, as is depicted in Figure 1. For some of the instances that Bayesian regression fails to provide a solution, standard regression may actually succeed, but usually with some measure of expected error. How this error can translate into parameter and model uncertainty in the presence of certain or uncertain data is a problem that is largely omitted in the literature except for a few analytic cases.

Figure 1: Illustrative example of theoretical success and failure cases of Bayesian regression. In blue is a deterministic linear model ($y = ax + b$) and in red are the data probability distributions that may come from epistemic uncertainty, (constrained) aleatoric uncertainty, or from their combination.

Figure 1a shows normally distributed data (infinite tails data distribution). In this case, parametric Bayesian regression finds a linear model that sits in low probability regions of the data. Figure 1b shows uniformly distributed data (truncated data distribution). In this case, Bayesian regression cannot find a linear model solution because no linear model can pass through each data distribution simultaneously – the model given the data is regarded as impossible. Standard regression methods can provide linear model solutions here despite the model lying in a zero probability region of the data. Although this solution may be considered “wrong” because it is not supported by the data, it successfully provides useful information to the modeler (an increasing trend). The fact that, for the same model, the solution given by the calibration method can differ from method to method supports the search for a framework for their joint representation so they may be compared more concretely.

The “Bayesian Validation Metric” (BVM) was shown to be a general model validation and testing tool in [1]. The BVM is capable of representing all of the standard validation metrics (square error, statistical hypothesis testing, Bayesian model testing, etc.) as special cases. Using BVM model testing, the BVM selects models according to user defined definitions of agreement between the model output and the observed data, usually within a specific tolerance. It was found that the BVM is able to generalize the Bayesian model testing framework, which allowed the problem of model validation to be expressed in a single framework.

In this article we represent Bayesian regression, standard regression, and likelihood-based calibration methods by expanding the general validation framework (BVM) into a general calibration and validation framework. By learning model parameters with the BVM, we are able to estimate and construct model parameters distributions for any type of data distribution (Gaussian, Uniform, Completely Certain), which addresses the concerns raised in Figure 1. We show how BVM model learning allows us better control over the predictive envelopes of the model under question. This construction gives us additional insight into the meaning of the predictive envelopes of Bayesian Regression.

We have found that the BVM model learning technique we propose shares a few mathematical features with Approximate Bayesian Computation (ABC) methods, which are also known as likelihood-free techniques [20, 21]. However, ABC methods are used strictly as an approximation method for nearly computationally intractable likelihoods, while the former solves the problem of Bayesian regression for different types of data distributions using likelihoods.
that are modified by a user’s definition of agreement between the data and the model.

The remainder of the article is organized as follows. In Section 2, we will review the positives and negatives of Bayesian model testing and standard regression techniques. We then move to Section 3 where we derive our theoretical solutions for BVM model selection (or learning), for different types of data distributions and user modified definitions of model-data agreement. Section 4 presents a simulation application using BVM model learning on a nonlinear heuristic model, along with a compound predictive envelope example.

2 Background and Motivation

In this section, we will review least squares, likelihood-based, and Bayesian regression methods and discuss their positives and negatives.

2.1 Standard Regression

We start by introducing some of the notations used in this paper. Suppose we are given the independent input (feature) vector \( x = (x_1, \ldots, x_n) \), its corresponding dependent observed data (labels) \( y = (y_1, \ldots, y_n) \), and a model output function \( \hat{y} = M(x; \alpha) \), where \( \alpha = (\alpha_1, \ldots, \alpha_m) \) represents the vector of model parameters we want to estimate.

The goal of regression is to find \( \hat{\alpha} \) such that one can predict the value of \( y \) for a new value of \( x \) using the regressed parameters \( \hat{\alpha} \). To do this, one constructs an objective (loss, cost) function \( E[M(x; \alpha), D] = E[\hat{y}(\alpha), y] \) that’s purpose is to rank how well the model function \( M(x; \alpha) \) represents the data. We define standard regression as the process of solving the optimization problem \( \hat{\alpha} = \arg\min_{\alpha} E[\hat{y}(\alpha), y] \) such that one obtains a regressed model solution \( \hat{y}(\hat{\alpha}) = M(x, \hat{\alpha}) \) over the entire input space.

In practice the model and/or the objective function can be poorly posed for the prediction of new data points given the observed data. If the model function is too complex (like a deep neural network) then standard regression methods may result in a solution that is deemed to have overfit the data and to have accidentally captured unintended features that may not be conducive to the data set as a whole. Overfitting can only be noticed once one tries to generalize the regressed function to new data and has observed it not to perform well. As overfitting can only result if the model function varies greatly, it is common practice to add a regulation term, \( \lambda R(\alpha) \), where \( \lambda \) is a hyperparameter that mitigates the strength of the regularization, to the objective function that’s affect leads to regularized regressed model solutions having a reduced variance \( \text{Var}(\hat{y}(\hat{\alpha}_R)) \leq \text{Var}(\hat{y}(\hat{\alpha})) \) at a cost of increasing its bias \( E[\hat{y}(\hat{\alpha}_R), y] \geq E[\hat{y}(\hat{\alpha}), y] \). The problem of underfitting is usually solved by using more complex models and then regularizing them appropriately.

Standard regression type methods have several positive and negative attributes. These methods are relatively easy to implement and can approximate model parameters even for reasonably high dimensional data and model parameter spaces (given one is not concerned with parameter or data uncertainty). When the data is uncertain, standard regression methods can generate parameter estimations along with their variances and covariances (analytically for simple cases and iteratively regressing randomly sampled uncertain data in others, using Bootstrap approach). However, regularizing the objective function introduces bias in which the parameter estimations change (i.e. become biased estimators), the parameter variances become reduced, and the model’s predictive envelope becomes more narrow and less representative of the data. Although this is not a problem for nonparametric models in which the parameters do not have physical interpretations, we find that regularization is problematic for parametric models because these parameters often represent physical quantities, e.g. the predicted mass of an exoplanet, the predicted circuit resistance due to the addition of an electrical load, or the predicted stiffness of a beam. It seems more natural that larger acceptable training errors should be correlated with an increase in the variance of a parameter rather a decrease because one is admitting that the model is not perfect. Currently, regularization causes parameters to become biased as well as “more certain” because the variance of the regressed model is reduced.

Finally, other than using generalization error type estimates (via training and testing error statistics), these methods do not offer any other methods for model selection in which one could easily include their prior knowledge in a principled way.
2.2 Likelihood-based methods

Likelihood-based methods for calibration and model learning use the likelihood function $L(\alpha)$ to learn model parameters. The most common likelihood-based method is the max likelihood method, that due to the monotonicity of the log function is cast as,

$$\hat{\alpha} = \arg \max_{\alpha} \left( - \log L(\alpha) \right).$$

(1)

Although the approach is rather general, in practice one considers likelihood functions generated from stochastic model function

$$\hat{y}_i = M(x_i; \alpha) = M(x_i; \alpha_1, ..., \alpha_m) + \alpha_0,$$

(2)

where $M(x_i; \alpha_1, ..., \alpha_m)$ is a deterministic model function, $\alpha_0$ is drawn from $\alpha_0 \sim N(0, \sigma_{\alpha_0}^2)$, and $\sigma_{\alpha_0} \in \alpha$ ← $(\sigma_{\alpha_0}, \alpha_1, ..., \alpha_m)$ may be treated as a learnable parameter. The likelihood of this data given the model (is the true underlying model) is then a product of Gaussians,

$$L(\alpha) = \rho(D|\alpha, M) = \prod_{i=1}^{n} N(M(x_i; \alpha_1, ..., \alpha_m), \sigma_{\alpha_0}^2),$$

(3)

which, as we extrapolate on more later, implicitly involves setting the certain data, $y = D$, equal the model output exactly, $\hat{y} = y$, as the true probability described by (2) is the model output is drawn from the model $\hat{y} \sim N(M(x_i; \alpha_1, ..., \alpha_m), \sigma_{\alpha_0}^2)$. If the observed data $D$ has measurement or other types of uncertainty, nothing prevents this uncertainty from being built further into $L(\alpha)$. These methods have similar advantages and disadvantages to standard regression methods. Likelihood-based methods do not allow the user to incorporate their prior knowledge of the model parameters into the framework and, unless there is uncertainty in the data, the learned parameters are point values. These methods also suffer the same conceptual issue of interpreting the affect of regularization on parametric models. One can however learn $\sigma_{\alpha_0}$, which estimates the prediction uncertainty of the model given the data.

2.3 Bayesian Regression and Model Testing

In this section, we present the Bayesian model testing (BMT) and regression while introducing some probability notations to be used throughout the paper. In Bayesian regression, rather than preforming regression to learn the model parameters, one performs regression to learn the posterior probability distribution of the model parameters. That is, one estimates the posterior probability of a set (vector) of parameters $\alpha$ in a model (or hypothesis) $M = M(x; \alpha)$ given the data $D$ (where $x$ is the model input vector) and the prior probability of the parameters $p(\alpha|M)$. The defining equation of Bayesian regression is the learning of the posterior parameter distribution from the prior via Bayes Rule,

$$\rho(\alpha|M) \rightarrow^* \rho(\alpha|\hat{y} \equiv y, D, M) = \frac{p(\hat{y} \equiv y|\alpha, M, D) \rho(\alpha|M)}{p(\hat{y} \equiv y|M, D)},$$

(4)

where, for reasons that will become obvious, we have borrowed the more explicit notation from [1]. In Bayesian model testing and regression, these probabilities are named as follows:

$\rho(\alpha|\hat{y} \equiv y, D, M) \equiv P(\alpha)$ is the posterior probability distribution of the parameters,

$p(\hat{y} \equiv y|\alpha, M, D) \equiv L(\alpha)$ is the likelihood function,

$\rho(\alpha|M) \equiv \pi(\alpha)$ is the prior probability,

$p(\hat{y} \equiv y|M, D) \equiv Z$ is the marginal likelihood or Bayesian evidence.

After learning the posterior distribution of the model parameters, we can evaluate the predictive distribution defined by:

$$p(\hat{y} \equiv y|M) = \int_{\alpha} p(\hat{y} \equiv y|\alpha, \hat{y} \equiv y, M) \cdot p(\alpha|\hat{y} \equiv y, D, M) \, d\alpha.$$  

(5)

To perform Bayesian regression, one must calculate the evidence, which is the marginal likelihood over $\alpha$,

$$Z = p(\hat{y} \equiv y|M, D) = \int_{\alpha} p(\hat{y} \equiv y|\alpha, M, D) \cdot \rho(\alpha|M) \, d\alpha,$$

(6)
which may be interpreted as the probability that the uncertain model output value \( \hat{y} \) happens to equal the uncertain data value \( y \), for all possible combinations of \((\hat{y}, y)\), i.e. that the uncertain data and model outputs exactly agree. This can be seen in two steps: First let the pdf version of this equation be expressed as,

\[
\zeta = \rho(\hat{y} \equiv y|M, D) = \int \frac{\rho(\hat{y} \equiv y|\alpha, M, D) \cdot \rho(\alpha|M) \, d\alpha}{\ell(\alpha)/\pi(\alpha) \, d\alpha}, \tag{7}
\]

where the ratio of the probabilities \( \mathcal{L}(\alpha)/\mathcal{Z} = \ell(\alpha)/\zeta \) is equal the ratios of their densities. Expanding the likelihood density is,

\[
\zeta = \rho(\hat{y} \equiv y|M, D) = \int \left( \int_{\hat{y}, y} \delta(\hat{y} - y) \cdot \rho(y|\alpha, M) \cdot \rho(y|D) \, dy \right) \cdot \rho(\alpha|M) \, d\alpha
\]

\[
= \int \left( \int_{\hat{y}, y} \delta(\hat{y} - y) \cdot \rho(y|\alpha, M) \cdot \rho(y|D) \, dy \right) \cdot \rho(\alpha|M) \, d\alpha
\]

\[
= \int \left( \int_{\hat{y}, y} \delta(M(x; \alpha) - y) \cdot \rho(y|D) \, dy \right) \cdot \rho(\alpha|M) \, d\alpha. \tag{8}
\]

A derivation of equation (8) using the BVM is given in A. We are explicit in stating that the model output values and where the ratio of the probabilities \( \hat{y} \equiv y \) to \( y \) happens to equal the uncertain data and model outputs exactly agree. This can be seen in two steps: First let the pdf version of this equation be expressed as,

\[
\zeta = \rho(\hat{y} \equiv y|M, D) = \int \frac{\rho(\hat{y} \equiv y|\alpha, M, D) \cdot \rho(\alpha|M) \, d\alpha}{\ell(\alpha)/\pi(\alpha) \, d\alpha}, \tag{7}
\]

where the ratio of the probabilities \( \mathcal{L}(\alpha)/\mathcal{Z} = \ell(\alpha)/\zeta \) is equal the ratios of their densities. Expanding the likelihood density is,

\[
\zeta = \rho(\hat{y} \equiv y|M, D) = \int \left( \int_{\hat{y}, y} \delta(\hat{y} - y) \cdot \rho(y|\alpha, M) \cdot \rho(y|D) \, dy \right) \cdot \rho(\alpha|M) \, d\alpha
\]

\[
= \int \left( \int_{\hat{y}, y} \delta(\hat{y} - y) \cdot \rho(y|\alpha, M) \cdot \rho(y|D) \, dy \right) \cdot \rho(\alpha|M) \, d\alpha
\]

\[
= \int \left( \int_{\hat{y}, y} \delta(M(x; \alpha) - y) \cdot \rho(y|D) \, dy \right) \cdot \rho(\alpha|M) \, d\alpha. \tag{8}
\]

A derivation of equation (8) using the BVM is given in A. We are explicit in stating that the model output values and the data values exist in independent subspaces, \( \rho(\hat{y}, y|M, \alpha, D) = \rho(\hat{y}|\alpha, M) \cdot \rho(y|D) \). This encodes that the model functions (and their outputs) do not perturb the observed data (or their uncertainties), and vice-versa, without an explicit connection. We connect the values together for the purpose of data modeling via \( \rho(\hat{y} \equiv y|\hat{y}, y, M, D) = \delta(\hat{y} - y) \) in BMT (where \( \delta() \) is the Dirac delta function), which allows for data driven modeling. Furthermore, because \( M(x; \alpha) \) is a stochastic model in general, it is understood that its random number(s) \( \alpha_0 \sim \rho(\alpha_0) \) are marginalized over as part of the joint \( \rho(\alpha|M) \).\(^1\)

After solving for the model parameters values, rather than selecting the model with the lowest estimated generalization error as is done in standard regression, one instead uses BMT to select the model with the highest probability given the data. That is, for two Bayesian regressed models \( M_1 \) and \( M_2 \), BMT uses the Bayes ratio, \( R \), and rank the data informed posterior model probabilities. It can be expressed several ways using Bayes Rule,

\[
R = \frac{p(M_1|y \equiv y, D)}{p(M_2|y \equiv y, D)} = \frac{p(y \equiv y|M_1, D) p(M_1)}{p(y \equiv y|M_2, D) p(M_2)} = \frac{Z_1}{Z_2} \frac{p(M_1)}{p(M_2)}.
\]

If there is no reason to suspect that one model is more probable than another prior to observing the data, we may set the ratio of the prior probabilities of the model \( p(M_1)/p(M_2) = 1, a \, priori \). In this case one gets,

\[
R \rightarrow \frac{Z_1}{Z_2} = K,
\]

where \( K \) denotes Bayes factor and is the ratio of model evidences. Bayes factor is usually more accessible than \( R \) so it is usually used for model selection:

If \( K > 1 \), then the probability of \( M_1 \) given the observed data \( D \) is higher than the probability of \( M_2 \) given \( D \). In this case, we select model 1.

If \( K < 1 \), then the probability of \( M_2 \) given the observed data \( D \) is higher than the probability of \( M_1 \) given \( D \). In this case, we select model 2.

If \( K \approx 1 \), then the probability of \( M_1 \) given the observed data \( D \) is equal to the probability of \( M_2 \) given \( D \). In this case, both models are equally good or bad.

\(^1\)E.g. if \( \alpha_0 \sim N(0, \sigma_{\alpha_0}) \) and \( M(x; \alpha) = M(x; \alpha_1, ..., \alpha_m) + \alpha_0 \), then the integral can be further reduced to \( \int_\alpha \left( \int_\alpha \delta(M(x; \alpha) - y) \cdot \rho(y|D) \, dy \right) \cdot \rho(\alpha|M) \, d\alpha = \int_\alpha \left( \int_\alpha \delta(N(y|M(x; \alpha_1, ..., \alpha_m), \sigma_{\alpha_0}^2) - y) \cdot \rho(y|D) \, dy \right) \cdot \rho(\alpha_1, ..., \alpha_m|M) \, d\alpha_1, ..., d\alpha_m \), where \( N(y|M(x; \alpha_1, ..., \alpha_m, \sigma_{\alpha_0}^2)) \) would be the likelihood (3) in the absence of data uncertainty, \( y = D \), from \( \rho(y|D) = \delta(y - D) \).
Bayesian regression has several positive and negative attributes. As a byproduct, Bayesian regression can perform model selection in a principled way that allows one to incorporate their prior knowledge into the selection process using BMT. Because Bayesian regression requires regressing probability distributions rather than just single model predictions, it can become intractable to calculate in general if the number of dimensions are large (as would standard regression if uncertainty is taken into account). Regularization in Bayesian regression is interpreted as coming from the uncertainty of the data and the uncertainty presented in the prior parameters [10], which we view as being a potential drawback. If one wants to change the regularization it would require changing either of these uncertainties, or both, "artificially" because one would be tuning their prior probabilities after regression, which is a bit anti-Bayesian. Similar to standard regression, regularization can again lead to an unnatural reduction of the posterior variances of the parameters for parametric models.

Further, we highlight some technical gaps found in Bayesian regression and model testing. Although almost all instances of Bayesian regression or model testing use data probability distributions that have infinite tails, truncated (or bounded) data probability density functions (pdfs) are realistic in practice too. We find that truncated data pdfs are potentially problematic for Bayesian regression if the model is deterministic. In the extreme case of completely certain data, Bayesian regression methods usually do not terminate because the Bayesian evidence is zero in (4) since there are no possible combinations of parameter values that could exactly fit the data. This problem may also arise if the data uncertainties are bounded. In principle, standard regression methods can produce a solution regardless of the form of the data pdf. We give explicit examples of the likelihoods below given the model is deterministic:

**Infinite Tail Data Distributions**

Data distributions $\rho(y|D)$ with infinite tails result in likelihoods with infinite tails in (8). Some examples of infinite tail data distributions are Gaussian, Student-t, Laplace, canonical, and Poisson. For example, Gaussian distributed data $i.e. y \sim N(D, \Delta)$ (see Figure 1a), where $D$ is the observed data values and $\Delta$ is the covariance matrix, results in an infinite tailed likelihood function,

$$L(\alpha) = \frac{1}{\sqrt{2\pi}^n |\Delta|} e^{-\frac{1}{2} (M(x; \alpha) - D)^T \Delta^{-1} (M(x; \alpha) - D).} \tag{9}$$

Since the likelihood has an infinite tail, the predicted model response $M(x_j; \alpha)$ has probabilistic flexibility around its corresponding data point $D_j$ because it is uncertain. Even far from $D$, Bayesian regression is capable of estimating the posterior probability distributions of the model parameters in question as they are nonzero.

**Truncated Tail Data Distributions**

Data distributions with truncated tails lead to truncated likelihoods in (8). For example, if the uncertain data is bounded to a region and is uniformly distributed, i.e. $y_j \sim U(a_j, b_j)$ (see Figure 1b) and where $D_j \in [a_j, b_j]$ for $j = 1, \ldots, n$, then the likelihood function is,

$$L(\alpha) = \prod_{j=1}^n \Theta(a_j \leq M(x_j; \alpha) \leq b_j \frac{b_j - a_j}{b_j - a_j}, \tag{10}$$

where $\Theta(\cdots)$ is the indicator function. In other words, for the likelihood $L(\alpha)$ to be nonzero, the predicted model response $M(x_j; \alpha)$ at $x_j$ must lie within the interval $[a_j, b_j]$ for all $j$ simultaneously. The function space defined by model and uncertain parameters is constrained by the data. This can make the probability of estimating a regressed posterior probability distribution of the model parameters very small, and in some cases impossible, because the likelihood may evaluate to zero for almost all combinations of $\alpha$.

This point is exaggerated if the data is completely certain or deterministic, i.e. $y = D$, because the likelihood function becomes

$$L(\alpha) = \delta(M(x; \alpha) - D). \tag{11}$$

In this case, the model output and the observed data only agree if their values are exactly equal, i.e. $M(x; \alpha) \to D$ for all $n$ points, which in most cases, is only possible if we overfit the data or the model is perfect. Thus, Bayesian regression will usually fail in this case, or if it succeeds, it only produces singular posterior distributions of the model parameters (i.e. $\alpha_{\alpha} = 0$). When Bayesian regression fails to regress, the Bayesian evidence is zero, which, although correct (the model does not support/fit the data), may not be the most useful type of answer for the modeler. It seems reasonable that a modeler would want both the benefits of Bayesian and standard regression simultaneously.

### 2.4 BVM Model Testing

We present the Bayesian Validation Metric (BVM) proposed in [1], and derive the BVM factor, which is analogous to the Bayes factor. The BVM represents model to data validation in a general way using a user definable probability of
After learning the posterior distribution of the model parameters, we can evaluate the predictive distribution defined by:

\[ p(A|M, D, B) = \int_{\hat{z}, z} p(A|\hat{z}, M, z, D, B) \cdot \rho(\hat{z}, z|M, D) \, d\hat{z} \, dz \]

\[ = \int_{\hat{z}, z} \rho(\hat{z}|M, D) \cdot \Theta(B(\hat{z}, z)) \cdot \rho(z|D) \, d\hat{z} \, dz, \tag{12} \]

where \( \hat{z} \) and \( z \) are the model and data comparison quantities, respectively. The “agreement kernel” \( p(A|\hat{z}, M, z, D) = \Theta(B(\hat{z}, z)) \) is the indicator function of a user-defined boolean function, \( B(\hat{z}, z) \), that defines the context of what is meant by “model to data agreement” by being true when \( (\hat{z}, z) \) agree or false otherwise. For simplicity, we will assume \( \hat{z} \rightarrow \hat{y} \) and \( z \rightarrow y \) are the model outputs and data respectively.

The BVM model testing framework was shown to generalize BMT where the probability of agreement plays the role of the evidence,

\[ Z(B) = p(A|M, D, B) = \int_{\alpha} \frac{p(A|\alpha, M, D, B) \cdot \rho(\alpha|M)}{\mathcal{L}(\alpha, B)} \cdot \pi(\alpha) \, d\alpha. \tag{13} \]

where \( Z(B) \) and \( \mathcal{L}(\alpha, B) \) are the BVM evidence and likelihood, respectively, that have been modified by a user’s definition of model-data agreement \( B \). Analogous to the Bayesian model testing framework, we can perform BVM model testing between two models \( M_1 \) and \( M_2 \) using the probability of agreement defined above as follows

\[ R(B) = \frac{p(M_1|A, D, B)}{p(M_2|A, D, B)} = \frac{p(A|M_1, D, B) \cdot p(M_1|D, B)}{p(A|M_2, D, B) \cdot p(M_2|D, B)} = \frac{Z_1(B)}{Z_2(B)} \frac{p(M_1|D, B)}{p(M_2|D, B)}, \]

where \( p(M_1|D, B)/p(M_2|D, B) \) is the ratio of prior probabilities of \( M_1 \) and \( M_2 \), which can often be set to unity, i.e. \( p(M_1|D, B)/p(M_2|D, B) = 1 \). In this case, we get

\[ R(B) \rightarrow \frac{p(A|M_1, D, B)}{p(A|M_2, D, B)} = \frac{Z_1(B)}{Z_2(B)} = K(B), \]

where \( R(B) \) denotes the BVM ratio and \( K(B) \) denotes the BVM factor, which is analogous to Bayes factor.

3 Generalized Regression

This section introduces what we call BVM regression, which generalizes Bayesian and standard regression. This method is able to produce posterior parameter distribution and predictive envelopes for any data distribution, include prior knowledge about model parameters (if there is any), and regularize parameter solutions in a way that parameter uncertainty increases rather than decreases (as was discussed in section 2.1).

3.1 BVM regression

BVM regression is defined as the learning of a posterior distribution of the parameters, given the agreement \( A \) and the Boolean function \( B \), from the prior via Bayes Rule,

\[ \rho(\alpha|M) \xrightarrow{\cdot \cdot} \mathcal{P}(\alpha|A) \equiv \rho(\alpha|A, D, M, B) = \frac{p(A|\alpha, M, D, B) \cdot \rho(\alpha|M)}{p(A|M, D, B)}. \tag{14} \]

After learning the posterior distribution of the model parameters, we can evaluate the predictive distribution defined by:

\[ p(y|A, M, B) = \int_{\alpha} p(\hat{y}|\alpha, A, M, B) \cdot \rho(\alpha|A, D, M, B) \, d\alpha. \tag{15} \]

Performing BVM regression requires evaluating the BVM probability of agreement. At the beginning of \( B \), we give a derivation showing that (13) can be written as,

\[ Z(B) = p(A|M, D, B) = \int_{\alpha} \left( \int_{y} \Theta(B(M(x; \alpha), y)) \cdot \rho(y|D) \, dy \right) \cdot \rho(\alpha|M) \, d\alpha, \tag{16} \]
which is analogous to (8) in form and derivation, and where the comparison values are \( \hat{z} = \hat{y} \) and \( z = y \). Again, if the model is stochastic, the random number distributions are lumped into \( \rho(\alpha|M) \) and integrated over.

BVM regression can reproduce Bayesian regression, standard regression, and likelihood-based methods as special cases. When the data and model outputs must be exactly equal to agree with one another (i.e., \( \delta(\hat{y} - y) \)), the BVM produces BMT as a special case \([1]\) and the regression solutions are given in \( A \). Typical likelihood-based methods follow from the same “exactly equal” data and model definition of agreement. We find that the boolean function \( B_{S,R}(\hat{y}(\hat{\alpha}), y) \) that reproduces standard regression is defined to be true iff \( \hat{\alpha} = \text{argmin} \ E[M(x; y), y] \). This only gives nonsingular posterior parameter distributions and predictive model envelopes if the data is uncertain.

If the objective function is convex, then we have a single minimum which results in one vector of parameters \( \hat{\alpha} \) that makes \( B_{S,R}(\hat{y}(\hat{\alpha}), y) \) true. However, when the cost function is non-convex, then multiple parameter vectors \( \hat{\alpha} \) corresponding to different local minima, lead to a true \( B_{S,R}(\hat{y}(\hat{\alpha}), y) \) and may be accepted. This results in multiple regressed solutions for the regression problem and approximates the posterior parameter distribution \( \rho(\alpha|A) \) (analogous to the accepted parameter samples of the MCMC chain). Marginalizing leads to the predictive posterior model distribution \( \rho(y|A, M, B) \) as in (15). Finding the predictive model output average is analogous to the results obtained in the ensemble methods in machine learning \([22]\).

Because the BVM can reproduce these special cases and generate new ones by extending, combining, modulating boolean agreement functions, BVM regression may be seen as a generalized regression method.

Due to the flexibility of the BVM framework, there are many possible definitions of agreement that the user can define. Table 1 below contains some of these definitions.

| Agreement Boolean Function | Agreement Boolean Function |
|----------------------------|--------------------------|
| \( \epsilon \)–Boolean    | True iff \( |y_j - M(x_j; \alpha)| \leq \epsilon \) \( \forall j \) |
| \( (\gamma, \epsilon, \ell) \)–Boolean | True iff \( |y_j - M(x_j; \alpha)| \leq \ell \epsilon \) \( \forall j \) and \( \frac{1}{n} \sum_j \Theta(|y_j - M(x_j; \alpha)| \leq \epsilon) \geq \gamma \% \) |
| \( (\epsilon) \)–Boolean  | True iff \( \frac{1}{n} \sum_j |y_j - M(x_j; \alpha)| \leq \langle \epsilon \rangle \) |
| \( (\epsilon, \hat{\alpha}) \)–Boolean | True iff \( \frac{1}{n} \sum_j |y_j - M(x_j; \alpha)| \leq \langle \epsilon \rangle \) and \( 0.91 \leq \frac{1}{n} \sum_j \Theta(y_j \in [-c_{\alpha}, c_{\alpha}]) \leq 0.99 \) |

Table 1: Some examples of agreement Boolean functions.

To address the concerns we raised about Bayesian and standard regression depicted in Figure 1, consider using the \( \epsilon \)–Boolean with an agreement kernel,

\[
\Theta(B(M(x_j; \alpha), y_j)) = \begin{cases} 
1, & \text{when } |y_j - M(x_j; \alpha)| \leq \epsilon_j \\
0, & \text{elsewhere},
\end{cases}
\]

for all \( j = 1, \ldots, n \), where increasing \( \epsilon_j \) represents the modeler being more tolerant of training errors at instance \( x_j \). For simplicity, we assume that \( \epsilon_j = \epsilon \) for all \( j \). Utilizing this BVM definition allows us to solve the truncated tail problem in Bayesian regression in a simple way – details in \( B \).^2

**Truncated Tail Solution Summary**

Let the data be known to have the truncated pdf \( y_j \sim \mathcal{U}(a_j, b_j) \), for \( j = 1, \ldots, n \). By using the \( \epsilon \)–Boolean, we introduce leniency into the regression in that it no longer needs to exactly pass through all \([a_j, b_j]\) simultaneously to count as a “fit”. This produces likelihood functions such as,

\[
\mathcal{L}(\alpha, B) = \prod_{j=1}^{n} \frac{u_j - l_j}{b_j - a_j},
\]

(17)

where \( l_j \) and \( u_j \) are defined by the boundaries of the intersection of the data uncertainty and the model’s tolerance \( \epsilon \),

\[
[l_j, u_j] = [M(x_j; \alpha) - \epsilon, M(x_j; \alpha) + \epsilon] \cap [a_j, b_j] \quad j = 1, \ldots, n.
\]

^2 A complete derivation for the infinite tail Gaussian data distribution is given in \( B.1 \).
An illustration of how the BVM works with truncated data distributions is shown in Figure 2 below. For example, at instance $x_2$, the interval $[l_2, u_2]$ is found by intersecting the intervals $[a_2, b_2]$ and $[M(x_2; \alpha) - \epsilon, M(x_2; \alpha) + \epsilon]$. Note that this applies to the instances $x_j$ for all $j$. In this case, the likelihood is non-zero, resulting in a non-zero evidence (eq. (16)). Thus, given this agreement definition, the probability of finding a model given the truncated data is non-zero.

![Figure 2: Using BVM results in a non-zero probability of finding a model given the observed truncated data.](image)

Now, if we consider the special case when the data is completely certain, deterministic, i.e. $y = D$, then the likelihood function is

$$L(\alpha, B) = \Theta \left( B(\nu(x; \alpha), D) \right),$$

which can be seen as a relaxed general form of the delta function adopted in the Bayesian model testing (where $\epsilon = 0$), which implies that the model output must be within $\epsilon$ from the observed measurements in order for them to agree. An analogous $\epsilon$-Boolean solution exists for standard regression which leads to nonsingular parameter distributions if the regression is regularized or not.

**Tolerant agreement as a new kind of regularization**

The purpose of regularization is to better represent one’s expectations of unobserved data using the chosen model or model class. Using BVM regression and nonzero agreement tolerances (e.g. $\epsilon > 0$ in the $\epsilon$-Boolean), we can broaden the model’s prediction envelope to better represent our expectations of the data. Increasing agreement tolerances naturally increases the posterior variance of the parameters, which differs from standard regularization methods and can be used to avoid conceptual issues of interpreting regularized physical parameters. It should also be noted that this is done without changing the prior distributions of the parameters nor the given probability distributions of the data. This becomes a useful feature in our first example.

### 4 Implementation and Example

#### 4.1 Computing the BVM Evidence

Like the Bayesian evidence, the BVM evidence is computationally expensive to calculate when one has many parameters to learn. Several approaches were adopted to solve this problem. Markov Chain Monte Carlo (MCMC) is a computational technique used for Bayesian methods that has been widely studied and improved [23, 24, 25, 26, 27, 28] as it is considered an indispensable tool for Bayesian inference. Other techniques include the Nested Sampling method [18, 29] and the MultiNest algorithm [19]. Throughout the discussion, we will use MCMC to compute the BVM evidence and run our simulations.

Changing the agreement tolerance $\epsilon$ affects the acceptance rate in the MCMC loop, i.e. a larger tolerance implies a higher acceptance rate, in other words, more “candidate” samples are accepted. A higher acceptance rate means more candidate samples being accepted, thus, a wider posterior parameter distribution, while a low acceptance rate implies less samples being accepted, hence, a narrower posterior distribution of the model parameters. Therefore, we can say that the agreement tolerance $\epsilon$ directly affects the posterior inferences of the model parameters, as we will show in section 4.2.1.
4.2 BVM Regression Examples

4.2.1 Exploratory Example 1

We consider the case study investigated in [30] using a bacterial growth model. The data is obtained by operating a continuous flow biological reactor at steady-state conditions. The observations are as follows.

| $x$ (mg/L COD) | $y$ (1/h) |
|---------------|----------|
| 28            | 0.053    |
| 55            | 0.060    |
| 83            | 0.112    |
| 110           | 0.105    |
| 138           | 0.099    |
| 225           | 0.122    |
| 375           | 0.125    |

Table 2: The observations we aim to fit.

where $y$ is the growth rate at substrate concentration $x$. We replicate the results found in [30] using the nonlinear Monod model to fit the data, i.e.,

$$y = M(x; \alpha) = \frac{\alpha_1 x}{\alpha_2 + x},$$

where $\alpha_1$ is the maximum growth rate (h$^{-1}$), and $\alpha_2$ is the saturation constant (mg/L COD).

We run MCMC on the likelihoods derived in (17), (18) corresponding to the different types of data distributions discussed above, i.e, normal or Gaussian distribution with infinite tails, bounded or truncated uniform distribution, and completely certain observation points. We find that the BVM regression able to construct posterior inferences of the model parameters out of these data measurement distributions, unlike Bayesian model testing and standard regression techniques that fail at this task for truncated and completely certain data, as shown in Table 3:

| Data Distribution       | BVM regression | standard regression | Bayesian regression |
|-------------------------|----------------|---------------------|---------------------|
| Infinite Tail           | ✓              | ✓                   | ✓                   |
| Truncated Tail          | ✓              | ✓                   | ×                   |
| Completely Certain      | ✓              | ×                   | ✓                   |

Table 3: High probability of this model producing posterior parameter distributions and predictive envelopes for different types of data distributions using the three approaches. BVM model selection is capable of producing posterior distributions of the model parameters for any type of data distributions.

Using the BVM regressed parameter distributions, we can make predictions of $y$ for new values of $x$, i.e., $p(\hat{y}|A, M, B)$ as in (15). In addition, instead of just computing a point estimate of the fit, we should also study the predictive posterior distribution of the model, (also called the envelope). As an illustration of the predictive posterior distribution of our BVM regression model, we plot the predictive envelopes of the nonlinear Monod model described above, treating the data as completely certain, using a tolerance $\epsilon = 0.03$.

![Figure 3: Predictive envelopes of the model in the absence of data uncertainty.](image)
The black curve shows the predicted response, which is the model fit calculated using the mean of the values of the parameters $\alpha_1$ and $\alpha_2$ in the chain. The gray shaded areas correspond to 50%, 90%, 95%, and 99% predictive posterior regions (by computing the model fit for a randomly selected subset of the chain). In other words, the gray regions span 0.675, 1.645, 2, 3 standard deviations either side of the mean response, respectively. We will leave the interpretation of the predictive envelopes for our compound predictive envelope example in section 4.2.2.

The value of the tolerance $\epsilon$ chosen affects the shape of the predictive envelope and the model parameter distributions. A smaller tolerance implies stricter agreement conditions between the model response and the observed data, which results in less uncertainty in the predictive posterior distribution and a narrower envelope. On the other hand, a larger tolerance implies a more flexible validation condition, and results in more uncertainty in the predictive distribution, a wider envelope and less predictive power. Thus, increasing $\epsilon$ can always result in finding a model given the data. To avoid getting very wide envelopes relative to the spread of the data, we start with a very small $\epsilon$ in the MCMC. We then keep increasing $\epsilon$ until the MCMC algorithm starts achieving a reasonably small acceptance rate for the new candidates in the chain.

Since this model has just two adaptive parameters, namely $\alpha_1$ and $\alpha_2$, we can plot the prior and posterior distributions directly in parameter space. We explore the dependence between the parameters posterior distributions and the value of the tolerance $\epsilon$. Figure 4 shows the results of BVM learning in this model as the value of $\epsilon$ is decreased. For comparison, the optimal parameter values $\alpha_1 = 0.14542$ and $\alpha_2 = 49.053$ computed using standard regression are shown by a yellow cross in the plots in the first row.

Figure 4: Illustration of BVM Learning for the Monod model for decreasing values of $\epsilon$. In the first row is the prior/posterior parameter distribution in $(\alpha_1, \alpha_2)$ space. The data points are shown by a blue circle in the second row. The first column corresponds to the situation before any data points are observed and shows a plot of the prior distribution in $(\alpha_1, \alpha_2)$ space together with six samples of the model response $M(x; \alpha)$ (red lines) in which the values of $\alpha_1$ and $\alpha_2$ are randomly drawn from the prior. In the second, third and fourth columns, we see the situation after running our BVM learning using MCMC, with a tolerance $\epsilon = 0.03$, $\epsilon = 0.025$ and $\epsilon = 0.02$, respectively. The posterior has now been influenced by the agreement tolerance $\epsilon$, this gives a relatively compact posterior distribution. Samples from this posterior distribution lead to the functions shown in red in the second row.

As Figure 4 shows, the smaller is the tolerance, the narrower and sharper is the posterior distribution of the parameters, and the closer the red lines get to each others, and the lower is the uncertainty. This explains the shape of the predictive envelopes previously discussed. Thus, by varying $\epsilon$, one can tune the model posterior distributions to be more or less representative of the data. Note that there is no solution when $\epsilon$ goes below about 0.017.
4.2.2 Exploratory Example 2

After showing how the BVM can perform regression on any type of data distribution to generate posterior parameter distributions and predictive model envelopes, we will focus on how the user can choose the Boolean function to define the model-data agreement.

In this example, we will use the compound Boolean as presented in [1]. In that case, the definition of agreement requires the model to pass an average square error threshold of \( \langle \epsilon \rangle \) as well as a check for probabilistic model configuration. The latter states that 95\% ± 4\% of the uncertain observations (data) should lie inside the model’s 1 − \( \hat{\alpha} \) = 95\% confidence interval. Note that we impose the ±4\% tolerance to prevent the scenario where all 100\% of the data lie within an overly wide confidence interval, being marked as “agreeing”. We denote this compound Boolean by \( B(\hat{y}, y, \langle \epsilon \rangle, \hat{\alpha}) \) and it is equal to,

\[
B \left( \frac{1}{n} \sum_i |\hat{y}_i - y_i| \leq \langle \epsilon \rangle \right) \land B \left( 0.91 \leq \frac{1}{n} \sum_i \Theta(y_i \in [-c_{\hat{\alpha}}, c_{\hat{\alpha}}]) \leq 0.99 \right)
\]

where \( n \) is the number of data points in the vector \( y \), and \([ -c_{\hat{\alpha}}, c_{\hat{\alpha}}] \) is the model’s 95\% confidence interval at instance \( x_i \) (see the last row of Table 1). Note that, although this compound Boolean seems to be complex, it is relatively easy to code and implement.

The BVM probability of agreement in this case can be expressed as,

\[
\mathcal{Z}(B) = p(A|M, D, B, \langle \epsilon \rangle, \hat{\alpha}) = \int_{\alpha} \left( \int_{y} \left( B(M(x; \alpha), y, \langle \epsilon \rangle, \hat{\alpha}) \cdot \rho(y|D) dy \right) \cdot \rho(\alpha|M) d\alpha \right)
\]

where \( \rho(y|D) \) can be expressed as an expectation value over \( \rho(y|D) \), i.e.,

\[
\mathcal{L}(\alpha, B) = E \left[ \Theta(B(M(x; \alpha), y, \langle \epsilon \rangle, \hat{\alpha})) \right] \sim \frac{1}{K} \sum_{k=1}^{K} \Theta(B(M(x; \alpha), y^{(k)}(x), \langle \epsilon \rangle, \hat{\alpha}))
\]

where \( y^{(k)} \) denotes the \( k \)th data vector drawn randomly from the probability distribution of \( y \). This allows us to approximate the integral using a statistical method like Monte-Carlo (MC). In this example, we use MC with \( K = 50 \).

We implement the compound Boolean, \( B(\hat{y}, y, \langle \epsilon \rangle, \hat{\alpha}) \), and show its ability to combine and quantify the average error as well as the probabilistic model representation of the uncertain data observations.

We consider the data generated using,

\[
y(x) = 1 + xe^{-\cos(10x)} + \sin(10x) + \epsilon_a(x),
\]

where \( \epsilon_a(x) \sim \mathcal{N}(0, 0.4^2) \) for \( x \in [0, 1.5] \) and \( \epsilon_a(x) \sim \mathcal{N}(0, 0.6^2) \) for \( x \in [1.5, 3] \) represents the aleatoric stochastic uncertainty due to the system’s randomness. We also represent the presence of epistemic measurement uncertainty in the data with an additional normal distribution \( \mathcal{N}(0, 0.5^2) \) about each data point.

In order to solve this example, we consider the following deterministic non-linear model,

\[
\hat{y}(x; a, b, c, d, f, g) = a + bxe^{-c \cos (dx)} + f \sin (gx),
\]

where \( (a, b, c, d, f, g) \) are the model parameters having some prior distribution. We run the MCMC algorithm for 5000 iterations with 10\% burn-in using the Bayesian regression first, then using the derived likelihood \( \mathcal{L}(\alpha, B) \) in (19) with a threshold of \( \langle \epsilon \rangle = 0.7 \). In both cases, we assume the model parameters to be normally distributed around \( (\mu_a, \mu_b, \mu_c, \mu_d, \mu_f, \mu_g) = (0, 0, 0, 9, 0, 9) \) with standard deviations \( (\sigma_a, \sigma_b, \sigma_c, \sigma_d, \sigma_f, \sigma_g) = (1, 1, 1, 0.5, 1, 0.5) \). The results are shown in Figure 5.
Figure 5: A) Bayesian regression under infinite tail data distribution. Note that the 95% confidence interval is very narrow and standard regression method produces a nearly identical result. B) The BVM regression using the compound Boolean. In this case, the 95% confidence region is much wider and represents the data more accurately. Note that this probabilistic model passes both agreement conditions imposed by the compound Boolean $B(y, y, \langle \epsilon \rangle, \hat{\alpha})$. More specifically, starting with a very small $\langle \epsilon \rangle$ in the MCMC, we keep increasing $\langle \epsilon \rangle$ until the second element of the compound Boolean is naturally satisfied.

The BVM regression framework offers new insights into the interpretation of the predictive envelopes of the Bayesian and standard regression. It is clear in Figure 5A) that the Bayesian and standard regression methods generate predictive envelopes that would not accurately predict new target points. Rather, these envelopes quantify the uncertainties in the least square error solution due to the presence of data uncertainty. By being careful in how we define the model-data agreement (as in Figure 5B)), we were able to construct predictive envelopes that satisfy our desire in representing new target points probabilistically. In other words, using the BVM regression framework gives the user more control over the predictive envelopes and what they mean.

5 Conclusions

In the calibration stage of model development, we can use the BVM to perform regression and model learning for any type of data distribution, generate posterior parameter distributions, and predictive model envelopes, by employing a user’s modified definition of model-data agreement. The BVM regression framework proved its potential in offering new insights into the interpretation of the predictive envelopes of the Bayesian regression, standard regression, and likelihood-based techniques, and hence providing the analyst with more freedom and control over the predictive envelopes and their meaning. For these reasons, we find BVM regression to be a generalized regression and model learning tool allowing us to address several potential shortcomings in Bayesian and standard regression methods.
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A Bayesian Model Testing

We derive equations (8) – (11) mentioned in section 2.3. In the Bayesian model testing framework, the model output and the observed data are defined to agree only if their values are exactly equal. Thus, Bayesian model testing is a special case of the BVM where the agreement kernel is equal to the kronecker delta function (exact agreement) with continuous indices, i.e. \( \Theta(B(\hat{y}, y)) = \delta_{\hat{y}, y} = \prod_{i=1}^{n} \delta_{\hat{y}_i, y_i} \). Since Bayesian model testing deals with probability densities, we have the following expression for the probability density of agreement (12):

\[
Z \equiv \rho(A|M, D) = \frac{p(A|M, D)}{dA} = \frac{1}{dA} \int_{\hat{y}, y} \rho(\hat{y}|M, D) \cdot \Theta(B(\hat{y}, y)) \cdot \rho(y|D)d\hat{y}dy
\]

\[
= \int_{\hat{y}, y} \rho(\hat{y}|M, D) \cdot \delta_{\hat{y}, y} \cdot \rho(y|D)d\hat{y}dy.
\]

The kronecker delta \( \delta_{\hat{y}, y} \) and the dirac delta \( \delta(\hat{y} - y) \) functions are related as follows,

\[
\delta_{\hat{y}, y} = \delta(\hat{y} - y) = \prod_{i=1}^{n} \delta(\hat{y}_i - y_i).
\]

Thus, the probability density of agreement becomes,

\[
Z \equiv \rho(A|M, D) = \int_{\hat{y}, y} \rho(\hat{y}|M, D) \cdot \delta(\hat{y} - y) \cdot \rho(y|D)d\hat{y}dy
\]

\[
= \int_{\hat{y}, y} \left( \int_{\alpha} \rho(\hat{y} | \alpha, M) \cdot \rho(\alpha | M) d\alpha \right) \cdot \delta(\hat{y} - y) \cdot \rho(y|D)d\hat{y}dy
\]

\[
= \int_{\alpha} \left( \int_{\hat{y}, y} \rho(\hat{y} | \alpha, M) \cdot \delta(\hat{y} - y) \cdot \rho(y|D)d\hat{y}dy \right) \cdot \rho(\alpha | M) d\alpha
\]

\[
= \int_{\alpha} \left( \int_{y} \delta(M(x; \alpha) - y) \cdot \rho(y|D)dy \right) \cdot \rho(\alpha | M) d\alpha,
\]

which is equation (8) derived in section 2.3.

A.1 Normally Distributed Data

If we assume the data to be normally distributed, i.e. \( y \sim \mathcal{N}(D, \Delta) \), we get,

\[
\rho(y|D) = \frac{1}{\sqrt{(2\pi)^n|\Delta|}} e^{-\frac{1}{2} (y - D)^T \Delta^{-1} (y - D)},
\]

where \( n \) is the dimension of the training data set, \( \Delta \) is the covariance matrix, and \( D \) is the observed data values.

Therefore, using (8), we have,

\[
Z \equiv \rho(A|M, D) = \int_{\alpha} \left( \int_{y} \delta(M(x; \alpha) - y) \cdot \frac{1}{\sqrt{(2\pi)^n|\Delta|}} e^{-\frac{1}{2} (y - D)^T \Delta^{-1} (y - D)}dy \right) \cdot \rho(\alpha | M) d\alpha,
\]

\[
= \int_{\alpha} \frac{1}{\sqrt{(2\pi)^n|\Delta|}} e^{-\frac{1}{2} (M(x; \alpha) - D)^T \Delta^{-1} (M(x; \alpha) - D)} \cdot \rho(\alpha | M) d\alpha \equiv \int \mathcal{L}(\alpha) \cdot \pi(\alpha) d\alpha.
\]

Therefore, the likelihood function to be used in the MCMC algorithm is

\[
\mathcal{L}(\alpha) = \frac{1}{\sqrt{(2\pi)^n|\Delta|}} e^{-\frac{1}{2} (M(x; \alpha) - D)^T \Delta^{-1} (M(x; \alpha) - D)},
\]

which is equation (9) presented in section 2.3.
A.2 Uniformly Distributed Data

We first note that
\[ dy ≡ d^n y ≡ \prod_{j=1}^{n} dy_j, \quad j = 1, \ldots, n. \]
(A.1)

Now, we assume the data to be uniformly distributed, \( i.e. \)
\[ y_j \sim \mathcal{U}(a_j, b_j), \quad j = 1, \ldots, n. \]

Then, the probability density \( \rho(y|D) \) becomes:
\[ \rho(y|D) = \prod_{j=1}^{n} \Theta(a_j \leq y_j \leq b_j) \frac{b_j - a_j}{\prod_{j=1}^{n} dy_j} . \]
(A.2)

Notice that we can generalize \( \rho(y_j|D) = \prod_{j=1}^{n} \Theta(a_j \leq y_j \leq b_j) \rho(y_j|D) \) to any bounded probability density function (PDF). Therefore, using (8), we have,
\[ Z ≡ \rho(A|M, D) = \int_{\alpha} \left( \prod_{j=1}^{n} \int_{y_j} \delta(M(x_j; \alpha) - y_j) \cdot \Theta(a_j \leq y_j \leq b_j) \frac{b_j - a_j}{\prod_{j=1}^{n} dy_j} \right) \cdot \rho(\alpha|M)d\alpha, \]
\[ = \int_{\alpha} \left( \prod_{j=1}^{n} \Theta(a_j \leq M(x_j; \alpha) \leq b_j) \frac{b_j - a_j}{\prod_{j=1}^{n} dy_j} \right) \cdot \rho(\alpha|M)d\alpha \equiv \int \mathcal{L}(\alpha) \cdot \pi(\alpha)d\alpha. \]

Therefore, the likelihood function to be used in the MCMC algorithm is
\[ \mathcal{L}(\alpha) = \prod_{j=1}^{n} \Theta(a_j \leq M(x_j; \alpha) \leq b_j) \frac{b_j - a_j}{\prod_{j=1}^{n} dy_j}, \]
which is equation (10) presented in section 2.3.

A.3 Completely Certain Data

If we consider the data to be completely certain, \( i.e. \) \( y = D \), then, the probability density \( \rho(y|D) = \delta(y - D) \), and thus, using (8), we have,
\[ Z ≡ \rho(A|M, D) = \int_{\alpha} \left( \int_{y} \delta(M(x; \alpha) - y) \cdot \delta(y - D) dy \right) \cdot \rho(\alpha|M)d\alpha \]
\[ = \int_{\alpha} \delta(M(x; \alpha) - D) \cdot \rho(\alpha|M)d\alpha \equiv \int \mathcal{L}(\alpha) \cdot \pi(\alpha)d\alpha. \]

Therefore, the likelihood function to be used in the MCMC algorithm is
\[ \mathcal{L}(\alpha) = \delta(M(x; \alpha) - D), \]
which is equation (11) presented in section 2.3.

B BVM Model Selection

We derive equations (16) – (18) presented in section 3.1. We show how we can apply Bayesian model selection on any data distribution using the BVM probability of agreement. Starting from the original definition of probability of agreement (12), we have:
\[ p(A|M, D) = \int_{\hat{y}, y} \rho(\hat{y}|M, D) \cdot \Theta(B(\hat{y}, y)) \cdot \rho(y|D)d\hat{y}dy \]

\[ = \int_{\hat{y}, y} \left( \int_{\alpha} \rho(\hat{y}|\alpha, M)\rho(\alpha|M)d\alpha \right) \cdot \Theta(B(\hat{y}, y)) \cdot \rho(y|D)d\hat{y}dy \]

\[ = \int_{\alpha} \left( \int_{\hat{y}, y} \rho(\hat{y}|\alpha, M) \cdot \Theta(B(\hat{y}, y)) \cdot \rho(y|D)d\hat{y}dy \right) \cdot \rho(\alpha|M)d\alpha \]

\[ = \int_{\alpha} \left( \int_{y} \delta(\hat{y} - M(x; \alpha)) \cdot \Theta(B(\hat{y}, y)) \cdot \rho(y|D)d\hat{y}dy \right) \cdot \rho(\alpha|M)d\alpha \]

\[ = \int_{\alpha} \left( \int_{y} \Theta \left( B(M(x; \alpha), y) \right) \cdot \rho(y|D)dy \right) \cdot \rho(\alpha|M)d\alpha. \]

which is equation (16) derived in section 3.1. From (A.1), we know that
\[ dy = d^n y = \prod_{j=1}^{n} dy_j, \quad j = 1, \ldots, n. \]

The probability density \( \rho(y|D) \) can be expressed as:
\[ \rho(y|D) = \prod_{j=1}^{n} \rho(y|D). \]

We also note that the compound boolean under question can be expressed as:
\[ \Theta \left( B(M(x; \alpha), y) \right) = \prod_{j=1}^{n} \Theta \left( B(M(x_j; \alpha), y_j) \right) \quad j = 1, \ldots, n. \]

Thus, we rewrite the BVM probability of agreement as follows:
\[ p(A|M, D) = \int_{\alpha} \left( \prod_{j=1}^{n} \int_{y_j} \Theta \left( B(M(x_j; \alpha), y_j) \right) \cdot \rho(y_j|D) dy_j \right) \cdot \rho(\alpha|M)d\alpha. \]

We will use the \( \epsilon \)-Boolean indicator defined as:
\[ \Theta \left( B(M(x_j; \alpha), y_j) \right) = \begin{cases} 1, & \text{when } |y_j - M(x_j; \alpha)| \leq \epsilon \\ 0, & \text{elsewhere.} \end{cases} \]

where \( j = 1, \ldots, n. \)

Then, the indicator function can be rewritten as:
\[ \Theta \left( B(M(x_j; \alpha), y_j) \right) = \Theta \left( |y_j - M(x_j; \alpha)| \leq \epsilon \right) \]

\[ = \Theta \left( M(x_j; \alpha) - \epsilon \leq y_j \leq M(x_j; \alpha) + \epsilon \right) \]

where \( j = 1, \ldots, n. \) Therefore, the BVM probability of agreement can be expressed as:
\[ p(A|M, D) = \int_{\alpha} \left( \prod_{j=1}^{n} \int_{y_j} \Theta \left( M(x_j; \alpha) - \epsilon \leq y_j \leq M(x_j; \alpha) + \epsilon \right) \cdot \rho(y_j|D) dy_j \right) \cdot \rho(\alpha|M)d\alpha. \quad \text{(A.3)} \]

**B.1 Normally Distributed Data**

Note that the boolean \( \Theta \left( M(x_j; \alpha) - \epsilon \leq y_j \leq M(x_j; \alpha) + \epsilon \right) \) is equal to 1 only when \( y_j \) belongs to the interval \( \left[ M(x_j; \alpha) - \epsilon, \ M(x_j; \alpha) + \epsilon \right]. \)
Thus, the BVM probability of agreement becomes:
\[
p(A|M, D) = \int_{\alpha} \left( \prod_{j=1}^{n} \int_{M(x_j; \alpha) - \epsilon}^{M(x_j; \alpha) + \epsilon} \rho(y_j|D) \, dy_j \right) \cdot \rho(\alpha|M) \, d\alpha
\]

Now, we assume that the data is normally distributed, i.e.
\[
y_j \sim \mathcal{N}(D_j, \sigma_j^2), \quad j = 1, \ldots, n.
\]
Then, the probability density \(\rho(y|D)\) becomes:
\[
\rho(y|D) = \prod_{j=1}^{n} \rho(y_j|D) = \prod_{j=1}^{n} \frac{1}{\sqrt{2\pi}\sigma_j} e^{-\frac{1}{2} \left( \frac{y_j - D_j}{\sigma_j} \right)^2}.
\]

Thus, we rewrite the BVM probability of agreement as follows:
\[
Z \equiv p(A|M, D) = \int_{\alpha} \left( \prod_{j=1}^{n} \int_{M(x_j; \alpha) - \epsilon}^{M(x_j; \alpha) + \epsilon} \rho(y_j|D) \, dy_j \right) \cdot \rho(\alpha|M) \, d\alpha
\]
\[
= \int_{\alpha} \left( \prod_{j=1}^{n} \int_{M(x_j; \alpha) - \epsilon}^{M(x_j; \alpha) + \epsilon} \frac{1}{\sqrt{2\pi}\sigma_j} e^{-\frac{1}{2} \left( \frac{y_j - D_j}{\sigma_j} \right)^2} \, dy_j \right) \cdot \rho(\alpha|M) \, d\alpha
\]
\[
= \int_{\alpha} \prod_{j=1}^{n} \frac{\left[ F(M(x_j; \alpha) + \epsilon) - F(M(x_j; \alpha) - \epsilon) \right]}{\pi(\alpha)} \cdot \rho(\alpha|M) \, d\alpha \equiv \int \mathcal{L}(\alpha) \cdot \pi(\alpha) \, d\alpha.
\]

where \(F(x)\) is the cumulative distribution function (CDF) expressed as:
\[
F(x) = \Phi\left( \frac{x - D}{\sigma} \right)
\]
where \(\Phi\) is the cumulative distribution function of the standard normal distribution, i.e. \(\mathcal{N}(0, 1)\), and expressed as:
\[
\Phi(x) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{x} e^{-\frac{t^2}{2}} \, dt
\]

Therefore, the likelihood function to be used in the MCMC algorithm is
\[
\mathcal{L}(\alpha) = \prod_{j=1}^{n} \left[ F(M(x_j; \alpha) + \epsilon) - F(M(x_j; \alpha) - \epsilon) \right].
\]

**B.2 Uniformly Distributed Data**

If we assume the data to be uniformly distributed (A.2), then the BVM probability of agreement (A.3) becomes:
\[
p(A|M, D) = \int_{\alpha} \left( \prod_{j=1}^{n} \int_{y_j}^{y_j} \Theta(M(x_j; \alpha) - \epsilon \leq y_j \leq M(x_j; \alpha) + \epsilon) \cdot \frac{\Theta(a_j \leq y_j \leq b_j)}{b_j - a_j} \, dy_j \right) \cdot \rho(\alpha|M) \, d\alpha.
\]

Note that the product \(\Theta(M(x_j; \alpha) - \epsilon \leq y_j \leq M(x_j; \alpha) + \epsilon) \cdot \Theta(a_j \leq y_j \leq b_j)\) is equal to 1 only when \(y_j\) belongs to both intervals \([M(x_j; \alpha) - \epsilon, M(x_j; \alpha) + \epsilon]\) and \([a_j, b_j]\).

Let \(l_j\) and \(u_j\) be such that
\[
[l_j, u_j] = \left[ M(x_j; \alpha) - \epsilon, M(x_j; \alpha) + \epsilon \right] \cap \left[ a_j, b_j \right] \quad j = 1, \ldots, n
\]

Thus, the BVM probability of agreement becomes:
\[ Z \equiv p(A|M,D) = \int_\alpha \left( \prod_{j=1}^n \int_{y_j}^{u_j} \frac{\Theta(l_j \leq y_j \leq u_j)}{y_j - l_j} \, dy_j \right) \cdot \rho(\alpha|M) \, d\alpha \]

\[ = \int_\alpha \left( \prod_{j=1}^n \int_{l_j}^{u_j} \frac{1}{y_j - l_j} \, dy_j \right) \cdot \rho(\alpha|M) \, d\alpha \]

\[ = \int_\alpha \left[ \prod_{j=1}^n \frac{u_j - l_j}{y_j - l_j} \right] \cdot \rho(\alpha|M) \, d\alpha \]

\[ \equiv \int L(\alpha) \cdot \pi(\alpha) \, d\alpha. \]

Therefore, the likelihood function to be used in the MCMC algorithm is

\[ L(\alpha) = \prod_{j=1}^n \frac{u_j - l_j}{y_j - l_j}, \]

which is equation (17) presented in section 3.1.

**B.3 Completely Certain Data**

If we consider the data to be completely certain, deterministic, i.e., \( y = D \), then, the probability density \( \rho(y|D) \) becomes \( \delta(y - D) \), and thus, using (16), we have,

\[ Z \equiv \rho(A|M,D) = \int_\alpha \left( \int_y \Theta\left( B(M(x;\alpha),y) \right) \cdot \delta(y - D) \, dy \right) \cdot \rho(\alpha|M) \, d\alpha \]

\[ = \int_\alpha \Theta\left( B(M(x;\alpha),D) \right) \cdot \rho(\alpha|M) \, d\alpha \equiv \int L(\alpha) \cdot \pi(\alpha) \, d\alpha. \]

Therefore, the likelihood function to be used in the MCMC algorithm is

\[ L(\alpha) = \Theta\left( B(M(x;\alpha),D) \right), \]

which is equation (18) presented in section 3.1.