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Abstract—In this paper, the authors design a trial to count rational ratios on the interval [0, 1], and plot a normalized frequency statistical graph. Patterns, symmetry and co-linear properties reflected in the graph are confirmed. The main objective is to present a new view of Farey sequence and to explain the internal principle of its procedure. In addition, we compare Farey sequence and Continued fraction in terms of numerical approximation track and clarify the internal reason why we iteratively choose mediant as the next suitable approximation for the first time. Besides, all sorts of Fibonacci-Lucas sequences emerge from the statistical graph.
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1 INTRODUCTION

For convenience, let $\mathcal{N}$ be the set of all natural numbers, $\mathcal{N}^+$ be the set of all positive integers, $[x]$ be the floor of $x$, i.e. the largest integer less than or equal to $x$.

To define a trial, where $p$ and $q$ are co-prime ($p \leq q$), the simplified ratio form of natural numbers $a$ and $b$,

$$T_\kappa(p, q) = \# \{(a, b) \in \mathcal{N} \times \mathcal{N}^+ \mid a \leq b \leq \kappa, (a, b)$ and $(p, q)$ are Q-scalar multiples of another.$ \}$ \quad (1)

where $\#$ represents the cardinality of a set, and $\kappa$ represents the maximum value of $q$. If we regard $(p, q)$ as a rational fraction, i.e. $p$ representing numerator and $q$ representing denominator, we will get a bunch of rational fraction sequence: $0/1, 1/1, 0/2, 1/2, 2/2, 0/3, 1/3, 2/3, 3/3, \ldots, 0/\kappa, 1/\kappa, 2/\kappa, \ldots, \kappa/\kappa$. Then we convert these rational fractions into simplified ratios and count the occurrence times of each simplified ratio $(p/q)$. Drawing a bar chart with $X$ axis representing the different value of simplified fractions on the interval $[0, 1]$, and $Y$ axis representing individually occurrence times. As shown in Figure 1, we set $\kappa$ valuing 10, 50, 100, 1000.

Any number which can be expressed in the form of a quotient of two co-prime integers is called a rational number [1]. When $\kappa$ tends to infinity, the produced rational fractions can cover all the rational numbers on $[0, 1]$. From Figure 1, we observe that no matter what value $\kappa$ takes, the structure and the appearance in occurrence ($Y$ axis) generally remains constant. When $\kappa$ increases, the rational fractions ($X$ axis) become much more dense. To some extent, the statistical graph shows self-similarity, although not in the normal way. A self-similar object is exactly or approximately similar to a part of itself (i.e. the whole graph has the same shape as one or more of the parts) [2]. From Figure 1, parts of them showing the asymmetric statistical properties at many scales, we named it self-asymmetric-similarity.

Algorithm 1: The Procedure of Producing Fractions

| Require: $\kappa$ |
|-------------------|
| Ensure: each $p/q$ |
| for each $q \in [1, \kappa]$ do |
| for each $p \in [0, q]$ do |
| print $p/q$ |
| end for |
| end for |

Proposition 1. For any two co-prime integers $p$ and $q$ ($p \leq q$), we have

$$T_\kappa(p, q) = \left\lfloor \frac{\kappa}{q} \right\rfloor. \quad (2)$$

Proof 1. According to the definition (1), we have

$$T_\kappa(p, q) = \# \left\{ \frac{p}{q}, \frac{2p}{2q}, \frac{3p}{3q}, \ldots, \frac{Xp}{Xq} \right\} = X, \quad q \leq \kappa.$$

Since $X$ is a certain integer fitting that $Xq \leq \kappa$ and $(X + 1)q > \kappa$, we obtain that

$$\frac{\kappa}{q} - 1 < X \leq \frac{\kappa}{q}, \text{ thus } X = \left\lfloor \frac{\kappa}{q} \right\rfloor.$$

The proof of Proposition 1 is completed.

Therefore, if we only account the occurrence of simplified fractions $(p, q)$, we observe that it would decrease as the denominator $q$ increases. Moreover, the symmetry is clear from Figure 1 whatever value $\kappa$ takes. The occurrence statistical graph is symmetrical about line $x = 1/2$, because rational fraction $p/q$ and $(q-p)/q$ would emerge in pairs. Namely,

$$T_\kappa(p, q) = T_\kappa(q-p, q).$$

Remark 1.

According to Proposition 1, $T_\kappa(p, q) = T_\kappa(q-p, q) = 1/q$. Here, we only need to prove that $q - p$ and $q$ are co-prime where $p$ and $q$ are co-prime. If $(q-p, q)$ is not
Fig. 1: $\kappa = 10, 50, 100, 1000$, the occurrence of each different fractions

in the simplest form, there exists $\lambda \geq 2$, such that $q - p = \lambda s$, $q = \lambda t$, where $s$ and $t$ are co-prime. Then we have

$$\frac{p}{q} = \frac{(t - s) \lambda}{t \lambda} = \frac{t - s}{t},$$

which revealing that $p$ and $q$ are not co-prime. The assumption does not hold, and $q - p$ and $q$ are in the simplest form.

The rest of the paper is arranged as follows. In Section 2, occurrence normalization is proposed and some relative properties are provided. In Section 3, all sorts of co-linear properties are classified and presented using computer assistance and statistical graph. In Section 4, the comparison between two efficient approximation methods and the inner principle of Farey procedure are given by algorithm track. Finally, in Section 5, some further works are indicated.

2 OCCURRENCE NORMALIZATION

We take different ratio frequencies $P_\kappa(p, q)$ into account, which equals to the occurrence time of one rational fraction $(p, q)$ divided by the total occurrence of all produced rational fractions.

$$P_\kappa(p, q) = \frac{T_\kappa(p, q)}{2 + 3 + 4 + \cdots + (\kappa + 1)} = \frac{2T_\kappa(p, q)}{\kappa(\kappa + 3)}. \quad (4)$$
Different values of \( P_\kappa(p, q) \) are shown in Table 1 with changing \( \kappa \), where \( (p, q) \) represents each produced simplified ratios, and \( P_\kappa(p, q) \) represents percentage frequency of \( (p, q) \). Furthermore, letting \( F(\kappa) \) refers to the total number of different produced simplified ratios, \( F(\kappa) \) behaves asymptotically with \( F(\kappa) \sim (3\kappa^2)/\pi^2 \) [3].

![Normalized frequency statistical graph, \( \kappa=4000 \)](image)

The value of \( RNF \) is normalized by scaling on the interval \([0, 1]\). Considering the limitation of computing, we set \( \kappa = 4000 \) at this time. Sorting the produced simplified fractions ordered by \( RNF \) decreasing size, the top 33 are shown in Table 2.

Figure 2 is the normalized frequency statistical graph, X axis representing all produced simplified fractions on the interval \([0, 1]\), Y axis representing the \( RNF \) corresponding to each simplified fractions appearance with the value in the interval \([0, 1]\). According to Figure 2 and Table 2, we can draw following conclusions.

**Proposition 2.** When \( p \) and \( q \) are co-prime integers, then

\[
RNF(p, q) = RNF(1, q) = \frac{1}{q}, \quad q \in \mathbb{N}^+. \tag{7}
\]

Derived from Proposition 1, the larger the denominator \( q \) the less chance of occurrence of the rational number \( (p, q) \). Besides, Proposition 2 extends to all the fractions between \([0, 1]\), proposing that the occurrence of \( (p, q) \) largely depends on denominator of fraction after simplification. Proposition 2 can be easily proposed via Proposition 1 and (6).

The whole statistical graph (Figure 2) is symmetric about the line \( x = 1/2 \), that is

\[
RNF(p, q) = RNF(q - p, q), \tag{8}
\]

and it can be easily proposed via Proposition 2 and (6) as well.

**Definition 1.** Considering X coordinates, if we have two simplified fractions \( x_1 = (p_1, q_1) \) and \( x_2 = (p_2, q_2) \) in Figure 2 with the properties that

\[
|q_1 p_2 - p_1 q_2| = 1, \tag{9}
\]
all the \( RNF \) of rational fractions value between \( x_1 \) and \( x_2 \) are smaller than both \( x_1 \) and \( x_2 \). Then fractions \((p_1, q_1)\) and \((p_2, q_2)\) are named as neighbours.

**Example 1.** In Figure 2, considering X coordinates, point 1/2 and point 1/3 are neighbours and point 1/3 and point 2/5 are neighbours since none of the fractions’ \( RNF \) is larger than either of them. On the contrary, point 1/4 and point 2/5 are not neighbours because the \( RNF \) of point 1/3 is larger than these two points, and their X coordinates are not following (9).

Definition of neighbours above was firstly proposed by the British geologist John Farey, Sr., who published Farey sequences in the Philosophical Magazine in 1816 [5]. Farey conjectured, without offering proof, that each new term in a Farey sequence expansion is the mediant of its neighbours. We use this neighbours property [6] here for further exploration.

**Corollary 1.** Any two neighbours have their secondary local maximum point, named as mediant. The mediant of these two fractions is given by

\[
\frac{p_1}{q_1} \oplus \frac{p_2}{q_2} = \frac{p_1 + p_2}{q_1 + q_2}.
\]

**Example 2.** In Figure 2, point 2/5 is the mediant of point 1/2 and point 1/3 because point 1/2 and point 1/3 are neighbours and point 2/5 follows (10).

**Proof 2.** Any two neighbours, with X coordinates \((p_1, q_1)\) and \((p_2, q_2)\) respectively will have their mediant \((p_1 + p_2, q_1 + q_2)\). Without loss of generality, we assume that \((p_1, q_1) < (p_2, q_2)\), with \(p_1 \) and \(q_1\) co-prime, \(p_2 \) and \(q_2\) co-prime, \(p_1, p_2 \in \mathbb{N}^+\), \(q_1, q_2 \in \mathbb{N}^+\).

Firstly, we need to prove that

\[
\frac{p_1 + p_2 - 1}{q_1 + q_2} \leq \frac{p_1}{q_1} < \frac{p_1 + p_2}{q_1 + q_2} < \frac{p_2}{q_2} \leq \frac{p_1 + p_2 + 1}{q_1 + q_2},
\]

in order to demonstrate that \((p_1 + p_2, q_1 + q_2)\) is the only fraction whose value between \((p_1/q_1)\) and \((p_2/q_2)\) and whose denominator is no more than \(q_1 + q_2\).

Using \((p_1, q_1) < (p_2, q_2)\), it’s easy to have

\[
\frac{p_1}{q_1} < \frac{p_1 + p_2}{q_1 + q_2} < \frac{p_2}{q_2}.
\]

Using \(q_1 p_2 - p_1 q_2 = 1\) and \(q_1 \geq 1\), we have

\[
\frac{p_1 + p_2 - 1}{q_1 + q_2} = \frac{p_1}{q_1}.
\]

Similarly, we have

\[
\frac{p_1}{q_1} \leq \frac{p_1 + p_2 + 1}{q_1 + q_2}.
\]

The proof of (11) is completed.

Secondly, we prove that \(p_1 + p_2\) and \(q_1 + q_2\) are co-prime, because only simplified fractions exist in the Figure 2. Presume \((p_1 + p_2, q_1 + q_2)\) are not in the simplest form at the first time, then \(\exists \lambda \geq 2\), making \(p_1 + p_2 = \lambda s\), \(q_1 + q_2 = \lambda t\), where \((s, t)\) are simplest form of \((p_1 + p_2, q_1 + q_2)\).

\[
t = \frac{q_1 + q_2}{\lambda} \leq \frac{1}{2}(q_1 + q_2) \leq \max(q_1, q_2), \quad \frac{1}{t} \geq \frac{1}{\max(q_1, q_2)}.
\]

Based on Proposition 2, we have

\[
RNF(p_1 + p_2, q_1 + q_2) = RNF(s, t) = \frac{1}{t} \geq \frac{1}{\max(q_1, q_2)}.
\]

In terms of \(RNF(p_1, q_1) = (1, q_1)\) and \(RNF(p_2, q_2) = (1, q_2)\), the \(RNF\) of \((p_1 + p_2, q_1 + q_2)\) is larger than either \((p_1, q_1)\) or \((p_2, q_2)\), plus the result proved above that \((p_1 + p_2, q_1 + q_2)\) values between \((p_1, q_1)\) and \((p_2, q_2)\), it’s contradictory to the fact that \((p_1, q_1)\) and \((p_2, q_2)\) are two neighbours. The assumption does not hold, thus \((p_1 + p_2, q_1 + q_2)\) are in the simplest form.

Finally, we need to prove that \((p_1, q_1)\) and \((p_1 + p_2, q_1 + q_2)\) are neighbours, in addition, \((p_1 + p_2, q_1 + q_2)\) and \((p_2, q_2)\) are neighbours as well. Considering the definition of neighbours (9), we have

\[
q_1(p_1 + p_2) - (q_1 + q_2)p_1 = q_1p_2 - q_2p_1 = 1,
\]

\[
(q_1 + q_2)p_2 - q_2(p_1 + p_2) = q_1p_2 - q_2p_1 = 1.
\]

Talking into account all analyses above, the proof of Corollary 1 is completed.
3 The Co-linear Points Visualization

There are various co-linear points in Figure 2, especially among the local maximum points. We classify these co-linear points into two groups, named Category A and Category B. Derived from them, we can also gain the sub-Category A and sub-Category B co-linear points. Technically, all sorts of the co-linear points are tested with the help of computer assistant. This section we give specific visualization slopes of these co-linear properties.

3.1 Category A and sub-Category A

Taking the corresponding maximum points in Figure 2 and plotting the respecting graphs, the result is a dispersing graph with (0, 0) as the point of dispersion; we classify these lines as category A. Sub-dividing the category A graph into several minimal graphs results into the sub-Category A lines. These are well illustrated in Figure 3.

As seen in Figure 3(a), the slope k of the graphs is represented by 1/n, with n unit increasing from one to infinity. In Figure 3(b), the slope of respective graphs can be defined by as the quotient of a constant numerator and a denominator of value increasing from one to infinity. The numerator value of the slopes unit increases from three on the left of the symmetrical axis and unit increases from two on the right.

3.2 Category B and sub-Category B

Taking the corresponding maximum points in Figure 2 and plotting the respecting graphs, the result is a dispersing graph with (1, 1) as the point of dispersion; we classify these lines as category B. Sub-dividing the category B graph into several minimal graphs results into the sub-Category B lines. These are well illustrated in Figure 4.

The sub-category B graphs can be divided into left and right graphs with the line x = 1/2 as the mirror line. We can deduce that the left graphs have a general slope of \( k = an + 1 \) and the right graphs a slope of \( k = an - 1 \). The co-efficient a represents the respective sub-category number. For left graphs, \( a(a \geq 2) \) starting from the central sub-category, and \( a(a \geq 3) \) for right graphs with the first sub-category adjacent to the central subset. It has a unit increase as we proceed to adjacent sub-category graphs. In addition, n represents the nth line in a sub-category set.

Therefore, the second line in the central sub-category, for example, will have a slope of \( k = 2 \times 2 + 1 = 5 \), while the first line in the third right sub-category will have a slope of \( k = 4 \times 1 - 1 = 3 \).

4 Numerical Approximations

Given an irrational on the interval \([0, 1]\), we can find a rational approximation using two efficient strategies, i.e. Farey sequence and Continued fraction.

A Farey sequence \( F_n \) is the set of rational numbers \((p, q)\) with \( p \) and \( q \) co-prime, with \( 0 \leq p \leq q \leq n \), ordered by size. For instance,

\[
F_1 = \{0/1, 1/1\}, \\
F_2 = \{0/1, 1/2, 1/1\}, \\
F_3 = \{0/1, 1/3, 1/2, 2/3, 1/1\}, \\
F_4 = \{0/1, 1/4, 1/3, 1/2, 2/3, 3/4, 1/1\}.
\]

According to Farey’s definition, the median of two neighbours is the freshman’s sum of those neighbours, which coincides to Corollary 1. Nevertheless, it’s a simple rule without any reason why we produce median in this particular method. Moreover, with the Stern-Brocot Tree, which was first described by Moritz Stern in 1858 [6]–[8], given an irrational number between 0 and 1, it’s possible to find a rational approximation using iterations of the median in the Farey sequence. Specific approximation example given by Cook [9].

Continued fraction are one of the most revealing representations of numbers [10]. To define a general continued fraction of a number as

\[
[a_1, a_2, a_3, \ldots, a_N] = 1/(a_1+1/(a_2+1/(a_3+\ldots))) \quad (a_i \in \mathbb{N}),
\]

when we truncate a continued fraction after some number of terms, we get what is called a convergent [11]. We denote them by \((p, q)\). As \( q \) increases, the different between target and \((p, q)\) decreases.

**Algorithm 2:** Farey Sequence Method

**Require:** Decimal, error

**Ensure:** Loop, Expansion

\[
lp \leftarrow 0, \ lq \leftarrow 1 \ \\
hp \leftarrow 1, \ hq \leftarrow 1 \ \\
mp \leftarrow lp + hp, \ mq \leftarrow lq + hp
\]

Loop \( \leftarrow 1 \)

while \( |mp/mq - \text{Decimal}| \geq \text{error} \) do

Loop \( \leftarrow \text{Loop } + 1 \)

if \( mp/mq > \text{Decimal} \) then

\( hp \leftarrow mp, \ hq \leftarrow mq \)

else

\( lp \leftarrow mp, \ lq \leftarrow mq \)

end if

\( mp \leftarrow lp + hp, \ mq \leftarrow lq + hp \)

Expansion \( \leftarrow mp/mq \)

print Expansion

end while

Track the expansion fractions of these two method, Farey sequence and Continued fraction, using computer programming with Algorithm 2 and Algorithm 3. Despite the different definitions, their numerical approximation processes and the time complexities of the algorithms are exactly the same. For example, in the case of the numerical approximations to \((\sqrt{5} - 1)/2\) provided by Farey sequence, the track is \((1, 2), (2, 3), (3, 5), (5, 8), (8, 13), (13, 21), \ldots\) iterating through the Stern-Brocot Tree. Meanwhile, the track of continued fraction method is \([1, 1, 1], [1, 1, 1, 1], [1, 1, 1, 1, 1], [1, 1, 1, 1, 1, 1], \ldots\) Transformed into simplified rational fraction form, both of them meet one
Fig. 3: Co-linear points in Category A (a) and sub-Category A (b).

Fig. 4: Co-linear points in Category B (a) and sub-Category B (b)
Algorithm 3: Continued Fraction Method

Require: $Decimal, error$
Ensure: $Loop, Expansion$

$Loop ← 1$
$mod ← 1$
$rad ← Decimal$
$i ← 0$

while $mod ≥ error$ do
    $contFraction[i] ← 0$
    while $rad = conFraction[i] * mod ≥ mod$ do
        $Loop ← Loop + 1$
        $conFraction[i] ← conFraction[i] + 1$
        $Expansion ← conFraction$
        print $Expansion$
    end while
    $temp ← mod$
    $mod ← rad − conFraction[i] * mod$
    $rad ← temp$
    $i ← i + 1$
end while

certain approximation track. According to the testing result, these two approximation procedures are intrinsic isogenesis.

The question is why we choose the mediant fraction as the more suitable approximation. These algorithms have wide applications [12], though, we haven’t realized the inner mechanisation of them and why they work so well. Taking into consideration the procedure of producing fractions in (1), we merely list all the natural numbers in a simple rule then count each value of fractions’ occurrences. The statistical graph turns out to present such a similar outline with Farey sequence and moreover, the mediant between two neighbours is exactly following the rule of the mediant procedure as Farey proposed. It is the fact that the frequency of mediant is the local maximum point between its neighbours that leads us to believe that if we choose the mediant, it has more chances to hit the target. And even if it isn’t the target, we would choose the maximum frequency point on a much smaller interval.

5 Further Works

The difference between the mathematical thinking and the computing thinking is that we have got to regard the material limitation and the space-time limitation of the calculations. In computer language, calculations always have a definite value whereas in a mathematical language, we could limit these calculations to an infinite concept. This is the beauty of the combination of mathematical derivation and computer programming. In this section, we list some potential orientations of further works.

5.1 Fibonacci sequence in statistical graph

The Fibonacci sequence, also known as the Golden series, is defined recursively as following: $F(0) = 0, F(1) = 1, F(n) = F(n − 1) + F(n − 2), n ≥ 2, n ∈ \mathbb{N}^+$, discovered by an Italy mathematician Leonardo Fibonacci [13].

In Figure 2, each mediant ratio has recursively relationship with its neighbors, i.e. mediant numerator equals to neighbors numerators added up and mediant denominator equals to neighbors denominators added up according to Corollary 1. There are sorts of similar series, uniformly called the Fibonacci-Lucas sequence [14]. Focusing all the numerators and the denominators in Figure 5, they belong to Fibonacci-Lucas sequence, and they are demonstrated to us all perfectly. Each elements in the Fibonacci-Lucas sequence show in the $S$ pattern trend. What’s more, different type of $S$ can name its corresponding Fibonacci-Lucas sequence. According to the symmetry, there is the same rule at the right part of line $x = 1/2$. It’s another way to present the beauty of the statistical graph. We could infer that even some Golden phenomenon exists in the statistical graph.

5.2 What’s the other side like

During the process of research above, we only take the rational fraction between $[0, 1]$ into account. If it is extended to an arbitrary non-negative rational decimal, i.e.,

$$T_κ(p, q) = \# \{(a, b) ∈ \mathbb{N} × \mathbb{N}^+ | a ≤ κ, b ≤ κ, (a, b) and(p, q) are Q-scalar multiples of another., \} \quad (16)$$

the sequence extends to become $0/1, 1/1, 2/1, 3/1, \cdots, κ/1, 0/2, 1/2, \cdots, κ/2, \cdots, κ/κ$, in which $κ$ is a huge integer tends to infinity. When $κ$ approaches infinity, the quotient can theoretically cover all of the non-negative rational decimal. If we recorded all of these rational ratios frequency of occurrence, what it would be? Luckily, we use computer aided, and set $κ$ equals to 1000, after normalized method, sorting the rational fractions according to their frequency of occurrence, then we take the top 36, and get Figure 6.

X axis representing all produced positive simplified fractions, Y axis representing the $RNF$ corresponding to
each rational decimal appearance with the value between 0 and 1. We find that the sub-graph among $[1, 2], [2, 3], [3, 4]$ and $[n, n + 1]$ have a self-asymmetric-similarity to statistical graph in $[0, 1]$; in the latter the statistical graph is highly symmetric while in the former the statistical graph is approximately symmetric. We can draw the following conclusion with the help of computer assisting that all the Propositions and Corollaries are fit in this larger statistical graph in $[0, 1]$. Furthermore, we could expect that the final statistical graph that embrace all the simplified fractions including positive, negative and zero are, as double of the Figure 6, symmetric with line $x=0$. At the end of this part, we list some propositions that are certified by computer programming.

**Proposition 3.** An rational number between $[1, \infty]$ has its own counterpart rational number between $[0, 1]$, whose $X$ coordinates are reciprocal, and $y$ coordinates are the same. For any two co-prime integers $p$ and $q$ ($p \leq q$), we have

$$\left(\frac{p}{q}, \frac{1}{q}\right) \leftrightarrow \left(\frac{q}{p}, \frac{1}{q}\right).$$

(17)

**Proposition 4.** In $[0, 1]$, each maximum point has linear properties within the statistical graph; in $[1, \infty]$, each maximum point has inverse properties, and these properties are not only among the maximums but among the second maximums and so on.
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