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Abstract

From the output produced by a memoryless deletion channel from a uniformly random input of known length \( n \), one obtains a posterior distribution on the channel input. The difference between the Shannon entropy of this distribution and that of the uniform prior measures the amount of information about the channel input which is conveyed by the output of length \( m \), and it is natural to ask for which outputs this is extremized. This question was posed in a previous work, where it was conjectured on the basis of experimental data that the entropy of the posterior is minimized and maximized by the constant strings 000... and 111... and the alternating strings 0101... and 1010... respectively. In the present work we confirm the minimization conjecture in the asymptotic limit using results from hidden word statistics. We show how the analytic-combinatorial methods of Flajolet, Szpankowski and Vallé for dealing with the hidden pattern matching problem can be applied to resolve the case of fixed output length \( n \rightarrow \infty \), by obtaining estimates for the entropy in terms of the moments of the posterior distribution and establishing its minimization via a measure of autocorrelation.
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I. INTRODUCTION

This work was originally motivated by an analysis of prepare-and-measure based quantum key distribution (QKD) protocols [1], which suggested some simple changes aimed at reducing leakage of key material and improving the final key rate. These changes also included a modification of the quantum bit error rate (QBER) estimation that gave rise to an independent information theory problem that was studied in [2], [3]. We will abstract away from the details of the original context and simply state the problem as an analysis of entropy extremizing outputs in deletion channels.

More formally, the problem can be described as follows. A random bit string \( y \) of length \( n \) emitted from a memoryless source is transmitted via an i.i.d. deletion channel such that a shorter bit string \( x \) of length \( m (m \leq n) \) is received as a subsequence of \( y \), after having been subject to \( n - m \) deletions. Consequently, the order in which the remaining bits are revealed is preserved, but the exact positions of the bits are not known. Given a subsequence \( x \), the question is to find out how much information about \( y \) is revealed. More specifically, the quantity that we are interested in is the conditional entropy conditional entropy set, denoted by \( \Upsilon_{n, x} \), contains all the supersequences that could have given rise to \( x \) upon \( n - m \) deletions. The weight distribution used in the computation of entropy is given by the number of occurrences or embeddings of a fixed subsequence in its compatible supersequences, i.e., the number of distinct ways \( x \) can be extracted from \( y \) upon a fixed number of deletions, denoted by \( \omega_x(y) \).

The entropy extremization question was first investigated in [2] where it was conjectured on the basis of experimental data that the entropy conditioned on the observation of a mininmal output is minimized and maximized by the uniform (111...1) and the alternating (1010...) bit strings, respectively. In a follow-up work [3], in addition to studying a series of related combinatorial problems, the authors also provided an analysis of the same information theory problem proving the entropy minimization conjecture for the special cases of single and double deletions, i.e., \( m = n - 1 \) and \( m = n - 2 \). While the methodology used in [3] depended on showing that any bit string can be transformed into the uniform bit string by successively applying an operation that strictly decreases the entropy, here we adopt an entirely different approach based on some key theorems proven in the works of Flajolet, Szpankowski and Vallé [6] on hidden word statistics. More precisely, we rely on the fact that the distribution of subsequence embeddings asymptotically tends to a Gaussian to obtain estimates for the entropy based on the moments of the posterior distribution. A crucial quantity for establishing the limiting case of entropy minimization is
a measure of autocorrelation that is used in estimating the variance. The entropy minimization result ultimately follows from a maximization of this autocorrelation coefficient by the uniform string. The number of runs and their respective lengths in $x$ strings play a central role in the distribution of subsequence embeddings, and in turn, in the corresponding entropy. While this property was already hinted at in [2], and directly used in the entropy minimization proof for single and double deletions in [3], our numerical results in this work indicate that the autocorrelation coefficient captures this run-dependent entropy ordering perfectly.

Although this problem was first encountered while investigating some of the classical sub-protocols in quantum key exchange, the underlying combinatorial puzzle is closely related to several well-known challenging problems in formal languages, DNA sequencing and coding theory. The common thread shared between the present work and the previous papers in this series [2], [3] can be described as a characterization of the limiting entropic cases of the distribution of subsequence embeddings over candidate bit strings transmitted via a deletion channel. This problem is directly linked to that of enumerating the occurrences of a fixed pattern as a subsequence in a random text, also known as the hidden pattern matching problem [6]. Moreover, the distribution of the number of times a string $x$ appears as a subsequence of $y$, lies at the center of the long-standing problem of determining the capacity of deletion channels: knowing this distribution would give us a maximum likelihood decoding algorithm for the deletion channel [7]. In effect, upon receiving $x$, every set of $n - m$ symbols is equally likely to have been deleted. Thus, for a received sequence, the probability that it arose from a given codeword is proportional to the number of times it is contained as a subsequence in the originally transmitted codeword. More specifically, we have

$$p(y|x) = p(x|y) = \frac{p(y)}{p(x)} = \omega_{\pi}(y) d^{n-m} (1 - d)^m,\quad \text{with } d \text{ denoting the deletion probability.}$$

Thus, as inputs are assumed to be a priori equally likely to be sent, we restrict our analysis to $\omega_{\pi}(y)$ for simplicity.

In the present work, we confirm the entropy minimization conjecture in the asymptotic limit using results from hidden word statistics. To do so, we relate our study to the hidden pattern matching problem investigated in the works of Flajolet et al. [6]. We show how their analytic-combinatorial methods can be applied to resolve the case of fixed output length and $n \to \infty$, by obtaining estimates for the entropy in terms of the moments of the posterior distribution.

A. Results

We consider the random variable $\Omega_n$, the number of ways of embedding a given output string into a uniformly random input string. Results from hidden word statistics derived by Flajolet et al. [6] establish a Gaussian limit law for $\Omega_n$ by showing that the moments of $\Omega_n$ converge to the appropriate moments of the standard normal distribution and determine the mean and variance of the number of embedding occurrences. We use these results to establish the limiting case of the random variable $\Omega_n$ in terms of its variance via an approach that depends intricately on the form of $x$ by incorporating a measure of autocorrelation of $x$. We then relate these results to the original entropy problem to prove the case of maximal information leakage for large $n$.

B. Structure

We provide an overview of related work in Section II. In Section III we introduce some notation and describe the main definitions, models, and building blocks used in our study. We then relate our work to the hidden pattern matching problem in Section IV and use results from hidden word statistics to prove the entropy minimization conjecture. Finally, we conclude by presenting some open problems in Section V.
areas. More recent works on the characterization of the number of subsequences obtained via the deletion channel \cite{21,22,23}, e.g., in terms of the number of runs in a string, show great overlap with the present work and the clustering techniques developed in the finite-length analysis of the same problem in \cite{3}. This also includes a graph-theoretic approach for deletion correcting codes \cite{24}, which is also closely related to the finite-length analysis in \cite{3}. Another important body of research in this area is dedicated to developing bounding techniques \cite{25} and deriving tight bounds on the capacity of deletion channels \cite{26,27,28,29}.

Despite being of interest to various disciplines, the problem of determining the number of occurrences or embeddings of a fixed subsequence in random sequences had not been comprehensively studied until Flajolet, Szpankowski and Vallée gave a complete characterization of the statistics of this problem in the asymptotic limit \cite{6}. However, the state-of-the-art in the finite-length domain remains rather limited in scope. More precisely, the distribution of subsequence embeddings constitutes a central problem in coding theory, with a maximum likelihood decoding argument, which represents the holy grail in the study of deletion channels. A comprehensive survey, which among other things, outlines the significance of figuring out this particular distribution, was given by Mitzenmacher in \cite{7}.

Another highly relevant area of research worth mentioning corresponds to the work of Gentleman and Mullin \cite{30} in the context of DNA sequencing, which seems to have gone largely unnoticed by the other communities. Their analysis revolves around the characterization of the distribution of the frequency of occurrence of nucleotide subsequences based on their overlap capabilities. The overlap capability of a subsequence is central to their approach for deriving the expectation and the variance of the distribution. This is very much in line with the notion of autocorrelation used by Flajolet et al. in \cite{6} almost fifteen years later. A similar study based on \cite{30}, also related to nucleotide subsequences, is available at \cite{31}.

Although the finite-length domain still remains quite elusive, here we make use of an asymptotic description of the statistics of hidden patterns given by Flajolet et al. in \cite{6} to establish the minimal entropy conjecture. To the best of our knowledge, an analysis focusing on a characterization of the mutual information for the deletion channel \cite{32} is the only study that directly applies results from hidden word statistics to an information-theoretic analysis.

### III. Framework

In this section we first describe the notation and terminology used in our work and then introduce the main concepts and definitions that we will need throughout. We will also review some of the building blocks used in hidden word statistics that will be required for obtaining our results.

#### A. Subsequence Embeddings and Entropy

a) **Notation:** We use the notation \([n] = \{1, 2, \ldots, n\}\) and \([n_1, n_2]\) to denote the set of integers between \(n_1\) and \(n_2\); individual bits from a string are indicated by a subscript denoting their position, starting at 1, i.e., \(y = (y_i)_{i \in [n]} = (y_1, \ldots, y_n)\). We denote by \(|S|\) the size of a set \(S\) and the length of a binary string. We also introduce the following notation: when dealing with binary strings, \([a]^k\) means \(k\) consecutive repetitions of \(a \in \{0, 1\}\). Throughout, we use \(h(s)\) to denote the Hamming weight of the binary string \(s\).

b) **Probabilistic Model and Alphabet:** We consider a memoryless i.i.d. source that emits symbols of the input string (supersequence), drawn independently from the binary alphabet \(\Sigma = \{0, 1\}\). Let \(\Sigma^n\) denote the set of all \(\Sigma\)-strings of length \(n\) and \(p_\alpha\) the probability of the symbol \(\alpha \in \Sigma\) being emitted. For a given input length \(n\), a random text is drawn from the binary alphabet according to the product probability on \(\Sigma^n\): \(p(y) = p(y_1 \ldots y_n) = \prod_{i=1}^{n} p_{y_i} = 2^{-n}\). The probability of a subsequence of length \(m\) is defined in a similar manner.

c) **Subsequences and Supersequences:** Given \(x \in \Sigma^m\) and \(y \in \Sigma^n\), let \(x = x_1x_2 \cdots x_m\) denote a subsequence obtained from a supersequence \(y = y_1y_2 \cdots y_n\) with a set of indexes \(1 \leq i_1 < i_2 < \cdots < i_m \leq n\) such that \(y_{i_1} = x_1, y_{i_2} = x_2, \ldots, y_{i_m} = x_m\). Subsequences are obtained by deleting characters from the original string and thus adjacent characters in a given subsequence are not necessarily adjacent in the original string.

d) **Projection Masks:** We define \(y_\pi = (y_i)_{i \in \pi} = x\) to mean that the string \(y\) filtered by the mask \(\pi\) gives the string \(x\). Let \(\pi\) denote a set of indexes \(\{j_1, \ldots, j_m\}\) of increasing order that when applied to \(y\), yields \(x\), i.e., \(x = y_{j_1}y_{j_2} \cdots y_{j_m}\) and \(1 \leq j_1 < j_2 < \cdots < j_m \leq n\).

e) **Compatible Supersequences:** We define the uncertainty set, \(\Upsilon_{n,x}\), as follows. Given \(x\) and \(n\), this is the set of all strings that could project to \(x\) for some projection mask \(\pi\).

\[
\Upsilon_{n,x} := \{y \in \{0, 1\}^n : (\exists \pi)(y_\pi = x)\}
\]

f) **Number of Masks or Subsequence Embeddings:** Let \(\omega_x(y)\) denote the number of distinct ways that \(y\) can project to \(x\):

\[
\omega_x(y) := |\{\pi \in P([n]) : y_\pi = x\}|
\]

we refer to the number of masks associated with a pair \((y, x)\) as the weight of \(y\), i.e., the number of times \(x\) can be embedded in \(y\) as a subsequence. Moreover, we use \(\Omega_n(x)\) to denote the number of occurrences of a given subsequence \(x\) in a random text of length \(n\) generated by a memoryless source.
g) Entropy: For a fixed subsequence $x$ of length $m$, the underlying weight distribution used in the computation of the entropy is defined as follows. Upon receiving a subsequence $x$, we consider the set of compatible supersequences $y$ of length $n$ (denoted by $\mathcal{Y}_{n,x}$) that can project to $x$ upon $n - m$ deletions. Every $y \in \mathcal{Y}_{n,x}$ is assigned a weight given by its number of masks $\omega_x(y)$, i.e., the number of times $x$ can be embedded in $y$ as a subsequence. We consider the conditional Shannon entropy $H(Y|X = x)$ where $Y$ is confined to the space of compatible supersequences $\mathcal{Y}_{n,x}$. The total number of masks in $\mathcal{Y}_{n,x}$ is given by

$$\mu_{n,m} = \binom{n}{m} \cdot 2^{n-m}$$

Thus, forming the normalized weight distribution

$$P_x = \left\{ \frac{\omega_x(y_1)}{\mu_{n,m}}, \ldots, \frac{\omega_x(y_n)}{\mu_{n,m}} \right\},$$

where $P(Y = y|X = x)$ is given by

$$P(Y = y|X = x) = \frac{P(Y = y \land X = x)}{P(X = x)} = \frac{P(X = x|Y = y)}{P(Y = y)} = \frac{\omega_x(y)2^{-n}}{\mu_{n,m}}$$

Finally, for simplicity we use $H_n(x)$ throughout this work to refer to the entropy of a distribution $P$ corresponding to a subsequence $x$ as defined below

$$H_n(x) = -\sum_i p_i \cdot \log_2(p_i)$$

where $p_i$ is given by

$$p_i = \frac{\omega_x(y_i)}{\mu_{n,m}}.$$

B. Building Blocks from Hidden Word Statistics

In the terminology of hidden word/pattern statistics, the same problem of determining the number of distinct embeddings of a subsequence in a supersequence is referred to as the “hidden pattern matching” problem. Here we review the most relevant concepts introduced in the work of Flajolet, Szpankowski and Vallée [6].

a) Hidden Patterns and Constraints: Let $\mathcal{W} = w_1, w_2, \ldots, w_m$ denote the pattern or subsequence obtained from the text $T_n = t_1, t_2, \ldots, t_n$, and let $D = (d_1, \ldots, d_{m-1})$ be an element of $(\mathbb{N}^+ \cup \{\infty\})^{m-1}$. The pattern matching problem is determined by a pair $(\mathcal{W}, D)$, called a “hidden pattern” specification, i.e., a subsequence pattern $\mathcal{W}$ along with an additional set of constraints $D$ on the indices $i_1, i_2, \ldots, i_m$. If an occurrence in the form of an $m$-tuple $S = (i_1, i_2, \ldots, i_m)$ with $1 \leq i_1 < i_2 < \ldots < i_m$ satisfies the constraint $D$, i.e., $i_{j+1} - i_j \leq d_j$, it is then considered to be a valid mask or a position. In essence, the notion of constraints models the existence of gaps between the embeddings of the symbols of a subsequence in a random text. In other words, the analysis considers the number of occurrences of a subsequence as embeddings that satisfy a specific set of distance constraints.

Moreover, let $\mathcal{P}_n(D)$ be the set of all positions subject to the separation constraint $D$, satisfying $i_m \leq n$. Let also $\mathcal{P}(D) = \bigcup_n \mathcal{P}_n(D)$. This allows us to view the number of occurrences $\Omega$ of a subsequence $w$ in text $T$ subject to the constraint $D$ as a sum of characteristic variables

$$\Omega(T) = \sum_{I \in \mathcal{P}_T(D)} X_I(T), \quad \text{with } X_I(T) := [w \text{ occurs at position } I \text{ in } T].$$

with $[B]$ being 1 if the property $B$ holds and 0, otherwise.

The two ends of the spectrum in this model are given by the following. The fully unconstrained case is modelled by $D = (\infty, \ldots, \infty)$; whereas the constrained problem is modelled by the case where all $d_j$ are finite. Our study is only concerned with the former, namely the fully unconstrained problem, as we allow an arbitrary number of symbols in between the gaps.

b) Blocks: A given pattern $x$ is broken down into $b$ independent subpatterns that are called blocks, $x_1, x_2, \ldots, x_b$. The quantity denoted by $b$ is defined as the number of unbounded gaps (the number of indices $j$ for which $d_j = \infty$) plus 1, which is also referred to as the number of blocks. The two extreme cases, namely the fully unconstrained and the fully constrained problem, are thus described by $b = m$ and $b = 1$, respectively. For the purpose of our study, we always assume $b = m$. 


Collections of blocks are then used to form an aggregate, which describes the interval of indices that marks a block, the first and last index in an interval. One of the main uses of blocks and aggregates is to model the fact that masks and occurrences of a subsequence can overlap with each other by quantifying the extent to which such overlaps can occur. However, as we are only interested in the fully unconstrained case, covering the notion of aggregates goes beyond the scope of our work. The reader is encouraged to refer to [6] for a more complete and detailed presentation of these concepts.

IV. Estimating Entropy using Hidden Word Statistics

We now revisit the original entropy problem and provide an analysis in the asymptotic limit by considering the case of fixed output length \(m\) and \(n \to \infty\). This allows us to apply results from hidden pattern statistics to establish the limiting case of minimal entropy. The probabilistic aspects of the statistics of hidden patterns were quantified by Flajolet et al. in an extensive study [6], which was originally motivated by intrusion detection in computer security. Among other things, they showed that the random variable \(\Omega_n\) asymptotically tends to a Gaussian. We relate our work to their study and incorporate two key theorems related to hidden patterns to establish the limiting case of minimal entropy via a notion of autocorrelation associated with subsequences.

A. Hidden Word Statistics

In [6], it is shown that for fixed short strings of length \(m\) as \(n \to \infty\), the dominant contribution to the moments comes from configurations where the positions of the short strings are minimally intersecting. We will briefly describe the approach used in [6].

For a position \(I\) (that is, a subset of \([n]\) of size \(m\)), let \(X_I\) denote the indicator of the event that the long string restricted to \(I\) matches the short string. Let \(Y_I = X_I - \mathbb{E}(X_I) = X_I - 2^{-m}\). Then \(X = \Omega - E = \sum_I Y_I\), and so

\[
\mathbb{E}(X^r) = \sum_{I_1,\ldots,I_r} \mathbb{E}(Y_{I_1} \ldots Y_{I_r}).
\]

Now let \(O_r\) be the combinatorial class consisting of pairs \(((I_1,\ldots,I_r),T)\), where the \(I_j\) are positions and \(T\) is a “text” (i.e. a string of length \(> m\)), taken with weight \(Y_{I_1}(T) \ldots Y_{I_r}(T) 2^{-|T|}\). Now if \(O_r(z)\) is the generating function of \(O_r\) with this weighting, we have

\[
[z^n]O_r(z) = \sum_{|T|=n} \sum_{I_1,\ldots,I_r} Y_{I_1}(T) \ldots Y_{I_r}(T) 2^{-|T|} = \mathbb{E}(X^r).
\]

Note that \([z^n]O_r(z)\) means the coefficient of \(z^n\) in \(O_r(z)\).

We can partition \(O_r\) according to the number of points covered by some \(I_j\). Let \(O_r^{[p]}\) denote the class of elements in which the number of points covered is \(rm - p\). Note that if \(I_1\) does not intersect with any other \(I_j\), then \(Y_{I_1}\) is independent of \(Y_{I_2},\ldots,Y_{I_r}\) and so \(\mathbb{E}(Y_{I_1} \ldots Y_{I_r}) = 0\), so contributions only come from families where each position intersects some other position. Such families are called “friendly” and require in particular \(p \geq \lceil r/2\rceil\).

To obtain the generating function for \(O_r^{[p]}\), we apply a combinatorial isomorphism to group together all the covered points of intersection, so that we have

\[
O_r^{[p]}(z) = (\{0,1\}^r)^{rm-p+1} \times B_r^{[p]},
\]

where \(B_r^{[p]}\) is the subset of \(O_r^{[p]} \) which is full, that is, for which the set of covered points is contiguous. We thus have

\[
O_r^{[p]}(z) = \left(\frac{1}{1-z}\right)^{rm-p+1} \times B_r^{[p]}(z).
\]

Since the analysis in [6] considers a fixed short string of length \(m\) as \(n \to \infty\), it is enough to observe that \(B_r^{[p]}(z)\) is some fixed polynomial, because one can then easily show that the coefficient \([z^n]O_r^{[p]} = O(n^{rm-p})\). This means that however fast the coefficients of \(B_r^{[p]}(z)\) grow as \(p\) grows, for large enough \(n\), the minimal-\(p\) term will dominate.

B. Establishing Entropy Minimization via Hidden Word Statistics

We will rely on the fact that the distribution of \(\Omega_n\) asymptotically tends to a Gaussian and use a measure of autocorrelation defined for subsequences to obtain estimates for the entropy in terms of the moments of the posterior distribution. Indeed, the underlying probability distribution in our original entropy analysis coincides with that of the so-called hidden pattern matching problem in which one searches for the number of occurrences of a given pattern \(x\) in a sequence in a random text \(T\) of length \(n\) generated by a memoryless source. More precisely, given that \(\Omega_n \sim \mathcal{N}(\mu, \sigma^2)\), we will analyze how the mean and

\[1\]The words “subsequence” and “pattern” are used interchangeably.
the variance of the distribution change for different \( x \) strings in order to resolve the limiting case of minimal entropy exhibited by the uniform string \([0]^m\).

The probabilistic analysis done in [6] relies on a description of the structures of interest in formal languages, involving a joint use of combinatorial-enumerative techniques and analytic-probabilistic methods. This approach enables a systematic translation of the combinatorial problem into generating functions. The essential combinatorial-probabilistic features of the problem, such as variance coefficients and a notion of autocorrelation, are derived by using an asymptotic simplification made possible by the use of the singular forms of generating functions. For an extensive and complete coverage of these techniques, we refer the reader to [33], [34].

In our work, we will mainly make use of two fundamental theorems presented in [6]. The first theorem states that \( \Omega_n \) asymptotically tends to a Gaussian, while the second theorem provides analytic expressions for its moments, i.e., the expectation and the variance of \( \Omega_n \). Another equally important result that we will use to distinguish between two different subsequences of length \( m \) is a measure of autocorrelation that depends intricately on the exact form of \( x \). Given that the mean (Eq. 9) is constant for all \( x \) strings of equal length, the autocorrelation factor, incorporated in the variance coefficient, allows us to differentiate between two subsequences in that it is the only term that depends on the form of \( x \), with all other terms in Eq. (10) being only a function of \( n \) and \( m \).

C. Distribution of Subsequence Embeddings in the Asymptotic Limit

The plots given in Fig. 1 illustrate the convergence of the distribution of \( \Omega_n \) to a Gaussian for the subsequence \( x = 01 \) and increasing values of \( n \). As already mentioned, the distribution of subsequence embeddings tending to a Gaussian in the asymptotic limit is of particular significance for our work given that \( \Omega_n \) is precisely the random variable associated with the weights of the supersequences in \( \Upsilon_{n,x} \) for the computation of entropy.

![Fig. 1. Frequency distribution of \( \Omega_n \) converging to a Gaussian for \( x = 01 \) and \( n = 5\ldots 15 \)](image)

In the following, we first present the analytic expressions satisfying the mean and the variance of the number of occurrences \( \Omega_n \) and adapt them to the parameters of our problem. We then characterize the limiting case of minimal entropy exhibited by the uniform string, i.e. \( x = [0/1]^m \), via a notion of autocorrelation coefficient incorporated in the variance.

1) Moments and Convergence: The results provided here have been sourced from [6] and adapted to the specific parameters of our problem, i.e., we consider the fully unconstrained setting, restricted to the binary alphabet. For all \( x \) strings of length \( m \), the mean is constant and therefore, we mainly focus on the variance.

**Theorem IV.1.** [6] The mean and the variance of the number of occurrences \( \Omega_n \) of a subsequence \( x \) for \( p_\alpha = 0.5 \), subject to constraint \( D = (\infty, \ldots, \infty) \), and thus \( b = m \), are given by

\[
E[\Omega_n] = \frac{2^{-m}}{m!} n^m \left(1 + O\left(\frac{1}{n}\right)\right)
\]

(9)
Note that

\[ \kappa^2(x) := \sum_{1 \leq r, s \leq m} \binom{r + s}{r - 1} \binom{2m - r - s}{m - r} [x_r = x_s]. \]  

(11)

**Theorem IV.2.** \[ \Omega_n \]

\[ X_n := \frac{\Omega_n - \mathbb{E}(\Omega_n)}{\sqrt{\mathbb{V}(\Omega_n)}} \]  

(12)

converges in measure to a standard normal distribution.

We encapsulate the multiplicands in the definition of \( \kappa^2(x) \) into matrices, viewing the indicator function as a mask on the matrix of binomial coefficients. Let \( B \) be the matrix representing the indicator function \( B_{r,s} := [x_r = x_s] \), and let \( M \) be the matrix of binomial coefficients

\[ M_{r,s} = \binom{r + s - 2}{r - 1} \binom{2m - r - s}{m - r}. \]

Write \( R = B \circ M \), the Hadamard or elementwise product of \( B \) and \( M \), for the result of applying the mask \( B \) to the matrix \( M \). We then have an equivalent formulation of equation (11), namely

\[ \kappa^2(x) = \sum_{r=1}^{m} \sum_{s=1}^{m} R_{r,s}. \]

2) **Autocorrelation:** It is worthwhile to provide some explanation of the combinatorial meaning of the autocorrelation coefficient \( \kappa^2 \) derived in [6], in view of its significance in the analysis that follows.

The coefficient \( \kappa^2 \) is related to a generalization of the autocorrelation polynomial originally introduced for classical string matching by Guibas and Odlyzko [35], [36]. The variance of \( \Omega_n \) is determined by the probability that a random pair of \( m \)-subsets of a random long string are both matches for the short string, and how this compares to the square of the corresponding probability for a single \( m \)-subset.

Analytic-combinatorial methods show that the dominant contribution for large \( n \) comes from pairs which overlap in only a single position, so computing the variance amounts to counting the number of triples consisting of a long string and a pair of \( m \)-subsets intersecting in precisely one location such that both are matches for the short string. Grouping the chosen locations together introduces a constant factor of \( \binom{2m-1}{2m-2} \), and so it suffices to count the number of ways to interleave two copies of the short string, with a single intersection. This quantity is the autocorrelation coefficient \( \kappa^2(x) \).

Explicitly, \( M_{r,s} \) is the number of combinations with the \( r \)th location of the first set meeting the \( s \)th location of the second: \( \binom{r + s - 2}{r - 1} \) is the number of interleavings of the \( r - 1 \) and \( s - 1 \) locations before this, and \( \binom{2m - r - s}{m - r} \) the number of interleavings of the \( m - r \) and \( m - s \) locations after.

**D. Maximal Autocorrelation**

We now study the extremization of the variance of \( \Omega_n \) by analyzing the extreme values of the autocorrelation \( \kappa^2 \). Here we consider the all-0s and all-1s strings \((x=[0]^m \text{ and } [1]^m)\), for which the autocorrelation matrix contains \( m^2 \) 1’s: \( \forall i,j \in \{1\ldots m\} \colon x_i = x_j \).

**Theorem IV.3.** Let \( x \) be a string of length \( m \). Then

\[ \kappa^2(x) \leq \kappa^2([0]^m) = \kappa^2([1]^m) = m \binom{2m - 1}{m}. \]  

(13)

**Proof.** Since \( M \) is independent of the form of \( x \), we focus only on the indicator matrix \( B \). It is clear that the constant \( x \) strings comprising all 0’s and all 1’s are the unique strings that result in an all-ones masking matrix \( B \). Consequently, \( \kappa^2([0/1]^m) \) includes all of the \( m^2 \) terms involved in \( M \) and thus attains its maximal value, i.e., \( \kappa^2([0/1]^m) = \sum_{1 \leq r, s \leq m} R_{r,s} = \sum_{1 \leq r, s \leq m} M_{r,s}, \) hence Eq. (13).

The alternating \( x \) string \( x = 1010\ldots \) appears to lie at the other end of the entropy spectrum. While the proof for the maximization of the autocorrelation coefficient by the all 0’s string was rather straightforward, showing its minimization still escapes us. We simply state the minimization as a conjecture.

**Conjecture IV.4.** The alternating subsequence of length \( m \), i.e., \( x = 1010\ldots \), minimizes the autocorrelation coefficient \( \kappa^2 \).
E. Entropy

We briefly review the results of the entropy analysis in which it is conjectured that the all 0’s and the alternating $x$ string, minimize and maximize the entropy, respectively.

The characteristic parameter $\Omega_n$ describes the distribution that underlies the entropy in our problem. The plot given in Fig. 2 shows the values of the Min-Entropy ($H_{\infty}$), the second-order R´enyi entropy ($R$) and the Shannon entropy ($H$) computed for all $x$ strings of length $m = 5$, with $n = 8$.
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![Fig. 2. Min-Entropy $H_{\infty}$, Shannon entropy $H$ and the second-order R´enyi entropy $R$ vs. $x$](image)

1) Calculating Entropy From Moments of Distribution: An equivalent formulation of Theorem IV.2 (and in fact the form in which it is proved) is that the moments of the (normalized) converge to the corresponding moments of the standard normal distribution:

**Lemma IV.5.** The moments of the normalized version of $\Omega_n$ converge to the corresponding moments of the standard normal distribution. That is,

$$
E\left(\left(\frac{\Omega_n - E(\Omega_n)}{\sqrt{\text{Var}(\Omega_n)}}\right)^r\right) \to \begin{cases} 
0 
& \text{r odd} \\
(r - 1) \times (r - 3) \times \ldots \times 1 
& \text{r even}.
\end{cases}
$$

We have a distribution $\Omega$ and the goal is to estimate $E(\Omega \log \Omega)$, given the moments of $\Omega$. Let $E = E(\Omega)$, and let the pdf of $\Omega$ be $f$. By Taylor’s theorem, we have

$$
\Omega \log \Omega = E \log E + (\log E + 1)(\Omega - E) + \frac{(\Omega - E)^2}{2E} - \frac{(\Omega - E)^3}{6E^2} + R(\Omega),
$$

where $R(\Omega)$ is the integral form of remainder, i.e.

$$
R(\Omega) = \int_{E}^{\Omega} \frac{(\Omega - t)^3}{6E^3} dt.
$$

Note that $R(\Omega)$ is non-negative for all $\Omega$. Now whenever $\Omega \geq \frac{1}{2}E$, we have

$$
R(\Omega) \leq \int_{E}^{\Omega} \frac{8(\Omega - t)^3}{6E^3} dt = \frac{8(\Omega - E)^4}{24E^3}.
$$
On the other hand if $\Omega < \frac{1}{2} E$ then
\[ R(\Omega) = \int_{\frac{E}{2}}^{\Omega} \frac{(\Omega - t)^3}{6t^3} dt + \int_{\frac{E}{2}}^{E} \frac{\Omega - t)^3}{6t^3} dt \]
\[ \leq \int_{\frac{E}{2}}^{\Omega} \frac{1}{6} dt + \int_{\frac{E}{2}}^{E} \frac{8(\Omega - t)^3}{6E^3} dt \]
\[ \leq \frac{E}{12} + \int_{\frac{E}{2}}^{E} \frac{8(\Omega - t)^3}{6E^3} dt \]
\[ = \frac{E}{12} + \frac{8(\Omega - E)^4}{24E^3}. \]

Hence we have that
\[ |E(R)| \leq \frac{1}{12} E \mathbb{P} \left( \Omega < \frac{1}{2} E \right) + \frac{8E((\Omega-E)^4)}{3E^3}. \tag{15} \]

We obtain a Chebychev bound on the first term:
\[ \mathbb{P} \left( \Omega < \frac{1}{2} E \right) \leq \mathbb{P} \left( |\Omega - E| > \frac{1}{2} E \right) \]
\[ \leq \frac{E((\Omega-E)^4)}{(\frac{1}{2} E)^4} = \frac{16E((\Omega-E)^4)}{E^4} \]

Substituting this into (15) gives
\[ |E(R)| \leq \frac{5E((\Omega-E)^4)}{3E^3}. \tag{16} \]

Hence taking expectations of (14) gives
\[ \mathbb{E}(\Omega \log \Omega) = E \log E + \frac{\mathbb{V}(\Omega)}{2E} - \frac{E((\Omega-E)^4)}{6E^2} + \epsilon \left( \frac{5}{3} \frac{E((\Omega-E)^4)}{E^3} \right), \tag{17} \]
where the notation $\epsilon(x)$ means an error term of magnitude at most $x$.

2) Minimal Entropy: We are now in a position to prove the main theorem of this Section, that (for sufficiently large $n$), the entropy is minimized uniquely by the constant strings $[0]^m, [1]^m$.

**Theorem IV.6.** For all $m$, there is some $N$ such that for all $n > N$, and any string $x$ of length $m$, we have

\[ H_n(x) \geq H_n([0]^m), \]

with equality only if $x \in \{[0]^m, [1]^m\}$.

**Proof.** From Eq. 2 and Eq. 3 we have
\[ H_n(x) = H(P) = -\sum_i p_i \log p_i \]
\[ = -\sum_i \left( \frac{\omega(i)}{\mu} \right) \log \left( \frac{\omega(i)}{\mu} \right) \]
\[ = \log \mu - \sum \omega(i) \log \mu \]
\[ = \log \mu - \mathbb{E}(\Omega \log \Omega) \]

Hence it suffices to prove that for sufficiently large $n$ the constant strings maximize $\mathbb{E}(\Omega_n \log \Omega_n)$.

Note that $E$ depends only on $n$, and not on the form of $x$; by Theorem IV.1 we have $E = \Theta(n^m)$. On the other hand, by the same Theorem we have $\mathbb{V}(\Omega_n) = \frac{2^{-2m}}{(2m-1)!} \kappa^2(2m-1)(1 + O(1/n))$.

Now $\kappa^2$ depends only on the form of $x$ and not on $n$, and by Theorem IV.2 it is uniquely maximized by the all-1s/0s strings. Because $\kappa^2$ is independent of $n$, we therefore also have that the change in $\mathbb{V}(\Omega_n)$ induced by moving away from these strings is $\Theta(n^{2m-1})$, and so it suffices to prove that all of the error terms in (17) are $o \left( \frac{n^{m-1}}{E} \right) = o \left( n^{m-1} \right)$.

Now by Lemma IV.5 combined with the fact that by Theorem IV.1 $\mathbb{V}(\Omega_n) = \Theta(n^{2m-1})$, we have that $\mathbb{E}((\Omega-E)^3) = o(n^{3m-3/2})$, and $\mathbb{E}((\Omega-E)^4) = O(n^{4m-2})$. Combining this with the fact that $E = \Theta(n^m)$ yields the required bounds on the errors, and hence the result. \( \Box \)
3) Entropy Ordering based on Autocorrelation: Although we have proved the extremal case of minimal entropy in the asymptotic limit for \( n \to \infty \) and fixed output length \( m \) via the autocorrelation coefficient \( \kappa^2(x) \), it is worth pointing out that our numerical results indicate that \( \kappa^2(x) \) predicts the entropy ordering perfectly in the finite length domain as well, i.e., for small and comparable fixed values of \( n \) and \( m \). An example obtained from empirical data is presented in Table I to illustrate the correlation between \( H_n(x) \) and \( \kappa^2(x) \) for \( n = 8 \) and \( m = 5 \).

| \( x \)  | \( \kappa^2(x) \) | \( H(x) \) |
|--------|------------------|---------|
| 11111  | 630              | 5.4649  |
| 00000  | 630              | 5.4649  |
| 00001  | 518              | 5.7581  |
| ...    | ...              | ...     |
| 11000  | 486              | 5.8838  |
| ...    | ...              | ...     |
| 00010  | 458              | 6.0132  |
| ...    | ...              | ...     |
| 10011  | 398              | 6.1076  |
| ...    | ...              | ...     |
| 01101  | 366              | 6.2375  |
| ...    | ...              | ...     |
| 01010  | 350              | 6.3498  |

V. Concluding Remarks

We have provided a proof for the minimization of entropy by the uniform string in the asymptotic limit, i.e., \( n \to \infty \) and fixed output length \( m \), using results from hidden word statistics. However, showing the entropy maximization by the alternating string remains an open problem given that a proof establishing the minimization of the autocorrelation coefficient \( \kappa^2(1010\ldots) \) still escapes us. Beyond establishing this maximization, proving the entropy ordering of \( x \) strings determined by \( \kappa^2(x) \) for finite \( n \) and \( m \) represents another open problem.
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