NUMERICAL OPTIMAL CONTROL OF A COUPLED ODE-PDE MODEL OF A TRUCK WITH A FLUID BASIN
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ABSTRACT. We consider a numerical study of an optimal control problem for a truck with a fluid basin, which leads to an optimal control problem with a coupled system of partial differential equations (PDEs) and ordinary differential equations (ODEs). The motion of the fluid in the basin is modeled by the nonlinear hyperbolic Saint-Venant (shallow water) equations while the vehicle dynamics are described by the equations of motion of a mechanical multi-body system. These equations are fully coupled through boundary conditions and force terms. We pursue a first-discretize-then-optimize approach using a Lax-Friedrich scheme. To this end a reduced optimization problem is obtained by a direct shooting approach and solved by a sequential quadratic programming method. For the computation of gradients we employ an efficient adjoint scheme. Numerical case studies for optimal braking maneuvers of the truck and the basin filled with a fluid are presented.

1. Mathematical model of a truck with a water basin. Consider a truck in the plane with a basin of length $L$ filled with some fluid, for instance water, see Figure 1. The basin is not fixed to the truck frame and it can move in the horizontal direction. The bottom surface of the basin is described by the function $B(x)$ for $0 \leq x \leq L$. In the moving coordinate system $(x, h)$ the height of the fluid column $h(t, x)$ and the horizontal fluid velocity $v(t, x)$ at time $t \in [0, T]$ and space $x \in [0, L]$ are described by the Saint-Venant equations (or shallow water equations), which is a system of nonlinear hyperbolic equations. The truck mass is $m_T$ and the mass of the filled basin is $m_W$. Suppose the basin is mounted to the truck by a spring-damper element and the horizontal motion of the truck can be controlled by some force $u(t)$ at time $t$. Let $d_T$ be the horizontal distance traveled by the truck in the $(d, z)$
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\caption{Truck with a water basin.}
\end{figure}
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reference system, $d_W$ the distance of the basin relative to the $(d, z)$ reference system, and $\dot{d}_T$ and $\ddot{d}_W$ its velocities. A vertical motion of the truck does not apply in this model. Assuming linear spring and damper force laws, the spring-damper force $F$, which acts between the truck and the basin, is given by

$$F(d_T, d_W, \dot{d}_T, \ddot{d}_W) = c(d_T - d_W + \bar{d}) + k(d_T - \dot{d}_W),$$

where $c$ is the spring force constant, $k$ is the damper force constant, and $\bar{d}$ is an offset used in the spring force. If $\bar{d} = d_W(0) - d_T(0)$, then the basin is at rest at time $t = 0$ relative to the truck.

The dynamics of the system are given by the following coupled system of ordinary differential equations (ODEs) and partial differential equations (PDEs), wherein the ODE is given by

$$m_T \ddot{d}_T = u - F(d_T, d_W, \dot{d}_T, \ddot{d}_W),$$

$$m_W \ddot{d}_W = F(d_T, d_W, \dot{d}_T, \ddot{d}_W) + m_W a_W(t).$$

Herein, friction terms are not considered for simplicity. The force term $m_W a_W$ is due to the average acceleration of the basin owing to fluid motion. It is defined by

$$a_W(t) := \frac{1}{L} \int_0^L v_t(t, x) \, dx,$$

where $v_t(t, x)$ denotes the acceleration of the fluid at time $t$ at position $x$. The motion of the fluid in the basin is given by the 1d Saint-Venant equations

$$h_t + (hv)_x = 0 \quad (t, x) \in \Omega,$$

$$(hv)_t + \left(\frac{1}{2}h^2 + gh\right)_x = -ghB_x - \frac{h}{m_W} F(d_T, d_W, \dot{d}_T, \ddot{d}_W) \quad (t, x) \in \Omega$$

with $\Omega := (0, T) \times (0, L)$ and initial and boundary conditions

$$h(0, x) = h_0(x), \quad v(0, x) = v_0(x), \quad x \in [0, L],$$

$$v(t, 0) = v(t, L) = 0, \quad t \in [0, T].$$

The equations (4) and (5) prescribe conservation of mass and conservation of (linear) momentum. Under the assumption that typical vertical scales are much smaller than horizontal scales, allowing to average over the depth of the fluid, the Saint-Venant equations may be derived [11, Ch. 2] from the Navier-Stokes equations with zero normal flow and shear stresses at boundaries. Contrary to the case of the Boussinesq equations, no frequency dispersion of the waves is modeled here.

Note that the fluid level at $(t, x)$ is given by $B(x) + h(t, x)$. For simplicity, we assume that $0 < h \leq h(t, x) \leq \bar{h} < H(x)$ holds for all $(t, x) \in \bar{\Omega}$, $H(x)$ describing the given wall height (or the cap) of the basin.

Subject to the assumption $h \neq 0$, equation (5) can be simplified to the so-called non-conservative form

$$v_t + \left(\frac{1}{2}v^2 + gh\right)_x = -ghB_x - \frac{1}{m_W} F(d_T, d_W, \dot{d}_T, \ddot{d}_W), \quad (t, x) \in \Omega.$$

We remark that a velocity is not subject to a fundamental conservation principle. Therefore (6) does not hold across jumps in general.

Boundary conditions for $h$ at $x = 0$ and $x = L$ can be obtained from (6), if it is considered at $x = 0$ and $x = L$ for $t \in [0, T]$. Since $v(t, 0) = v(t, L) = 0$ for all $t$, it follows $v_t \equiv 0$ in
x = 0 or x = L and one obtains
\[ h_x(t, 0) = -B_x(0) - \frac{1}{g m_W} F(d_T, d_W, \dot{d}_T, \dot{d}_W) \big|_t, \]
\[ h_x(t, L) = -B_x(L) - \frac{1}{g m_W} F(d_T, d_W, \dot{d}_T, \dot{d}_W) \big|_t. \]

The average acceleration (3) of the basin computes to
\[ a_W(t) = \frac{1}{L} \int_0^L -gB_x(x) - \frac{1}{m_W} F(d_T, d_W, \dot{d}_T, \dot{d}_W) - \left( \frac{1}{2} v^2 + gh \right)_x \ dx \]
\[ = -\frac{g}{L} (B(L) - B(0)) - \frac{1}{m_W} F(d_T, d_W, \dot{d}_T, \dot{d}_W) - \frac{g}{L} (h(t, L) - h(t, 0)), \]
where the boundary conditions \( v(t, 0) = v(t, L) = 0 \) have been exploited. With this, the spring-damper force in Eq. (2) cancels out and it simplifies to
\[ m_W \ddot{d}_W = -m_W \frac{g}{L} [B(x) + h(t, x)]_{x=0}^{x=L}. \]

2. An optimal control problem for the coupled ODE-PDE system. We consider optimal control problems with free final time \( T > 0 \) for the motion of the truck from a given initial state to a given terminal state defined by the boundary conditions \( d_T(0) = 0, \ d_T(T) = d_T^*, \ d_W(0) = d_W^0, \ d_W(T) = d_W^*, \) where \( d_T^0, \ d_T^*, \ d_W^0, \ d_W^* \) are given numbers.

A collection of potential objective functions \( J_i, \ i = 0, 1, 2, 3, \) is given as follows:
- final time \( J_0 := T \) to be minimized;
- minimization of the deviation of a given fluid level \( h_d \) (typically constant):
\[ J_1 := \int_0^T \int_0^L (h(t, x) - h_d(x))^2 \ dx \ dt ; \]
- minimization of the control effort:
\[ J_2 := \int_0^T u(t)^2 \ dt ; \]
- minimization of the distance of terminal velocities to given terminal velocities of the truck and the basin:
\[ J_3 := |\dot{d}_T(T) - \eta_T^T|^2 + |\dot{d}_W(T) - \eta_W^T|^2, \]
typically with constants \( \eta_T^T = \eta_W^T = 0. \)

Combining these objectives with suitable non-negative constants \( \alpha_i \geq 0, \ i = 0, \ldots, 3, \) yields the objective function \( J := \alpha_0 J_0 + \alpha_1 J_1 + \alpha_2 J_2 + \alpha_3 J_3 \) to be minimized subject to the dynamics (1), (2), (4), (6) and the initial and boundary conditions. In addition, bounds on the control \( u \) and the state \( h \) can be added, i.e.
\[ u_{\text{min}} \leq u \leq u_{\text{max}}, \quad h \leq h(t, x) \leq \overline{h}, \quad (u_{\text{min}} < u_{\text{max}}, \quad 0 < h < \overline{h}). \]

For its numerical solution, it is convenient to transform the optimal control problem with free final time \( T > 0 \) to an equivalent optimal control problem on a fixed time horizon, e.g. on \([0, 1]\). This is achieved by the linear time transformation \( t(\tau) := \tau T \) with \( \tau \in [0, 1] \) and \( T > 0 \) being an additional optimization variable. Moreover, we write the ODE as a first order system by introducing the velocities \( \eta_T := \dot{d}_T \) and \( \eta_W := d_W. \) Application of these transformations yields the following optimal control problem (OCP) on the fixed time interval \([0, 1]\). For notational convenience the time is denoted by \( t \) again and not by \( \tau. \) Likewise, the transformed states are denoted by \( d_T, d_W, \eta_T, \eta_W, h, v \) again.
OCP: Minimize
\[
J = \alpha_0 T + \frac{\alpha_1 T}{2} \int_0^1 \int_0^L (h(t,x) - h_d(x))^2 \, dx \, dt + \frac{\alpha_2 T}{2} \int_0^1 u(t)^2 \, dt
\]
(9)
w.r.t. \( z := (d_T, d_W, \eta_T, \eta_W, h, v) \) and \((u,T)\) subject to the dynamics
\[
\begin{align*}
\dot{d}_T &= T \cdot \eta_T, \quad \dot{d}_W = T \cdot \eta_W, \quad m_T \dot{\eta}_T = T (u - F(d_T, d_W, \eta_T, \eta_W)), \\
\dot{h}_t + T(hv)_x &= 0, \\
v_t + T \left( \frac{1}{2} v^2 + gh \right)_x &= T \left( -g B_x - \frac{1}{m_W} F(d_T, d_W, \eta_T, \eta_W) \right),
\end{align*}
\]
(10)
with \( \tilde{\Omega} := (0,1) \times (0, L) \) and the initial and boundary conditions
\[
\begin{align*}
d_T(0) &= 0, \quad d_T(1) = d_T^L, \quad \eta_T(0) = \eta_T^0, \quad d_W(0) = d_W^0, \quad d_W(1) = d_W^L, \quad \eta_W(0) = \eta_W^0, \\
h(0,x) &= h_0(x), \quad v(0,x) = v_0(x), \quad x \in [0,L], \\
v(t,0) = v(t,L) = 0, \quad t \in [0,1], \\
h_x(t,0) &= -B_x(0) - \frac{1}{g m_W} F(d_T, d_W, \eta_T, \eta_W) \bigg|_t, \quad t \in [0,1], \\
h_x(t,L) &= -B_x(L) - \frac{1}{g m_W} F(d_T, d_W, \eta_T, \eta_W) \bigg|_t, \quad t \in [0,1],
\end{align*}
\]
and the constraints \( u_{\min} \leq u(t) \leq u_{\max} \) and \( h \leq h(t,x) \leq \overline{h} \) that have to hold for \( t \in [0,1] \) and \( x \in [0,L] \).

A related control problem (without a truck) with the aim to stabilize a given water level profile \( h_d \) was considered in [1, Sect. 6.3].

3. Discretization of the Saint-Venant equations and the ODEs. We apply a direct discretization technique to the optimal control problem OCP in Section 2. Herein, the Saint-Venant equations are being discretized by the Lax-Friedrich (LF) scheme, which is an explicit method of first order in time and of second order in space. As a consequence of the explicit scheme, the Courant-Friedrichs-Levy (CFL) condition has to be obeyed in order to guarantee stability of the discretized solution. Moreover, the CFL condition is necessary and sufficient for the convergence of the LF scheme [10, Sect. 8.3]. The LF scheme is appealing owing to its simplicity (in contrast to implicit schemes), the availability of convergence results (in contrast to, e.g., ENO schemes), and because it introduces artificial diffusion to the problem, which matches well with the discussion of viscosity solutions.

We discretize the closure of the domain \( \tilde{\Omega} \) by an equidistant grid in time and space with grid points
\[
t_n := n \Delta t, \quad x_i := i \Delta x \quad (n = 0, \ldots, N, \Delta t = 1/N, i = 0, \ldots, M, \Delta x = L/M),
\]
assuming that the CFL condition is satisfied. It turns out numerically that
\[
30 \Delta t \approx \Delta x / L
\]
(10)
seems to be an appropriate choice, see Section 3.3 below. Define the approximations \( h^n_t \approx h(t_n, x_i), \quad v^n_t \approx v(t_n, x_i) \), and
\[
\begin{align*}
h_t(t_n, x_i) &\approx \frac{1}{\Delta t} \left( h^{n+1}_i - \frac{1}{2} (h^{n+1}_{i+1} + h^{n+1}_{i-1}) \right), \quad q_x(t_n, x_i) \approx \frac{q^n_{i+1} - q^n_{i-1}}{2 \Delta x},
\end{align*}
\]
(11)
for the function \( q := \frac{1}{2}v^2 + gh \). Application to the Saint-Venant equations yields with \( F^n := F(d^n_T, d^n_W, \eta^n_T, \eta^n_W) \) the discrete scheme

\[
\frac{1}{\Delta t} \left( h_{i+1}^n - \frac{1}{2} (h_{i+1}^n + h_{i-1}^n) \right) + \frac{T}{2\Delta x} \left( h_{i+1}^n v_{i+1}^n - h_{i-1}^n v_{i-1}^n \right) = 0,
\]

\[
\frac{1}{\Delta t} \left( v_{i+1}^n - \frac{1}{2} (v_{i+1}^n + v_{i-1}^n) \right) + \frac{T}{2\Delta x} \left( \frac{1}{2} (v_{i+1}^n)^2 + gh_{i+1}^n - \frac{1}{2} (v_{i-1}^n)^2 - gh_{i-1}^n \right)
\]

\[= T \left( -g B_x(x_i) - \frac{1}{m_W} F^n \right)\]

for \( i = 1, \ldots, M - 1 \) and \( n = 0, \ldots, N - 1 \). The values for \( h_x(t, x_0) \) at \( x = 0 \) and \( x = L \) are approximated by finite differences

\[h_x(t, n, 0) \approx \frac{1}{\Delta x} (h^0_n - h^n_0), \quad h_x(t, n, L) \approx \frac{1}{\Delta x} (h^M_n - h^0_M),\]

which together with the boundary conditions (7) and (8) yields

\[h^0_n = h^n_1 + \Delta x \left( B_x(0) + \frac{1}{g m_W} F^n \right), \quad h^M_n = h^M_1 - \Delta x \left( B_x(L) + \frac{1}{g m_W} F^n \right).
\]

Discretization of the ODE states \( d_T, d_W, \eta_T, \) and \( \eta_W \) by the explicit Euler method on the time grid yields the difference equations

\[
d_{T}^{n+1} - d_{T}^{n} = T \cdot \eta_{T}^{n}, \quad d_{W}^{n+1} - d_{W}^{n} = T \cdot \eta_{W}^{n}, \quad \eta_{T}^{n+1} - \eta_{T}^{n} = \frac{T}{m_T} (u^{n} - F^{n}),
\]

\[
\eta_{W}^{n+1} - \eta_{W}^{n} = -\frac{g \cdot T}{L} \left( [B(x)]_{x=0}^{L} - \Delta x (B_x(L) + B_x(0)) + h^M_{M-1} - h^0_1 - \frac{2\Delta x}{g m_W} F^n \right).
\]

It is convenient to write these discretization schemes in the compact form

\[z^{n+1} = z^n + \Delta t \Phi(t^n, z^n, u^n, T), \quad n = 0, 1, \ldots, N - 1, \tag{12}\]

where \( z^n := (d^n_T, d^n_W, \eta^n_T, \eta^n_W, h^n_1, \ldots, h^n_{M-1}, v^n_1, \ldots, v^n_{M-1})^\top \) for \( n = 0, 1, \ldots, N \) denotes the discrete state at time point \( t^n \) and \( \Phi \) is the increment function, which is defined by the LF scheme for the PDE part and the explicit Euler scheme for the ODE part. Solving the recursion (12) step-by-step for \( z^n \) yields the relation

\[z^n = z^n(p) := (d^n_T(p), d^n_W(p), \eta^n_T(p), \eta^n_W(p), h^n_1(p), \ldots, h^n_{M-1}(p), v^n_1(p), \ldots, v^n_{M-1}(p))^\top \]

with \( p := (u^0, u^1, \ldots, u^{N-1}, T)^\top \), i.e. the discrete state trajectory depends only on the discrete control input \( u^0, \ldots, u^{N-1} \) and the final time \( T \) (single shooting idea). Notice, that the initial state

\[z^0 = (0, 0, \eta^0_T, \eta^0_W, h_0(x_1), \ldots, h_0(x_{M-1}), v_0(x_1), \ldots, v_0(x_{M-1}))^\top \tag{13}\]

is fixed. Approximation of the integrals in the objective function \( J \) of OCP by the second order trapezoidal rule in the space variable \( x \) and by first order Riemann sums in the time variable \( t \) yields the following reduced discretized optimal control problem (RDOCP):

RDOCP: Minimize

\[
\tilde{J}(p) := \alpha_0 T + \frac{\alpha_2 T \Delta t}{2} \sum_{n=0}^{N-1} (u^n)^2 + \frac{\alpha_3}{2} \left| \eta_T^N(p) - \eta_T^T \right|^2 + \left| \eta_W^N(p) - \eta_W^T \right|^2
\]

\[
+ \frac{\alpha_1 T \Delta t \Delta x}{2} \sum_{n=0}^{N-1} \left( \frac{(h^n_0(p) - h_d(x_0))^2}{2} + \sum_{i=1}^{M-1} \left( h^n_i(p) - h_d(x_i) \right)^2 \right)
\]

\[
+ \left( \frac{h_{M}^N(p) - h_d(x_M)^2}{2} \right)
\]
w.r.t. \( p = (u^0, u^1, \ldots, u^{N-1}, T) \) subject to (12)-(15), \( d_T^N(p) = d_T^F \), \( d_W^N(p) = d_W^F \), and \( u^0 \in [u_{\min}, u_{\max}] \) and \( h \leq h_i^p(p) \leq H \) for \( n = 0, 1, \ldots, N-1 \), \( i = 0, \ldots, M \).

3.1. Adjoint Gradient Computation. The finite dimensional optimization problem RDOCP can be solved numerically by, e.g., the software package OCPID-DAE1, see [5]. It uses a gradient based sequential quadratic programming method with BFGS Hessian approximations and thus, gradients of the objective function and the nonlinear constraints have to be provided in an efficient way. To this end we employ an adjoint method. This method is particularly efficient if only few nonlinear constraints are present, for instance if the state constraints \( h \leq h_i^p(p) \leq H \) could be neglected. We explain merely the basic principle of the adjoint method and leave explicit derivations to the reader, see [4, Section 5.3] for details. We intend to compute the gradient of some function of type

\[
\Gamma(p) := \gamma(z^n(p), p),
\]

where \( p = (u^0, \ldots, u^{N-1}, T) \) and \( n \leq N \). Notice that the functions \( d_T^N(p) \), \( d_W^N(p) \) in the terminal constraints, and the functions \( h_i^p(p) \) in the state constraints fit into this form, since those are components of \( z^N \) and \( z^n \), respectively. The objective function does not yet fit into this form, but it can be transformed into a Mayer-type objective function by adding an artificial state and a corresponding discrete state equation, which fits into the form (12). This transformation will allow to apply the following adjoint approach to the modified objective function and to compute its gradient. Using a formal Lagrange technique one can derive the expression

\[
\Gamma'(p) = \gamma'_p - \Delta t \sum_{i=0}^{n-1} \lambda^T_{i+1} \begin{bmatrix} 0 & \cdots & 0 & \Phi'_u[t_i] & 0 & \cdots & 0 & \Phi'_T[t_i] \end{bmatrix}
\]

with the increment function \( \Phi \) from (12), compare [4, Section 5.3]. Herein, \( \lambda \) solves the discrete adjoint equation

\[
\lambda^T_{i+1} = \lambda^T_{i+1} + \Delta t \lambda^T_{i+1} \Phi'_u[t_i], \quad i = 0, \ldots, n-1, \quad \lambda^T_n = -\gamma'_z(z^n(p), p).
\]

Notice that the adjoint equation is solved backwards in time. Moreover, the adjoint equation has to be re-solved for every function for which a gradient has to be computed. If no state constraints are present in RDOCP, then the gradients of the objective function and the two boundary conditions need to be computed, i.e., only three adjoint equations need to be solved to obtain the desired gradients independently on the dimension of \( p \). This independence of the dimension of \( p \) is particularly nice in our case since the CFL condition (10) usually requires to use many time grid points, which leads to a high number of controls and thus a high dimension of \( p \). If the state constraints are present in RDOCP, then the adjoint approach is not very efficient anymore, since an adjoint equation needs to be solved for each of the \( N(M+1) \) state constraints (not all on the full time horizon, though). In this case a standard sensitivity analysis approach for the discretized dynamics or even finite differences are more efficient.

3.2. The choice of the numerical scheme. The discretization corresponds formally to the equation

\[
h_t - T \mu h_{xx} + T(hv)_x = 0
\]

with an artificial viscosity \( \mu = \frac{\Delta x^2}{\Delta t \Delta x} \), which is introduced by the Lax-Friedrich scheme (analogously for the \( v \)-equation). The CFL condition (10) requires \( \Delta t \) and \( \Delta x \) to be chosen such that

\[
V \frac{\Delta t}{\Delta x} < 1
\]

holds [10, p. 192] for the so-called group velocity \( V \), i.e., the traveling speed of the characteristic curves, see Subsection 3.3. Herein, \( V \) and \( \Delta t := T \Delta t \) refer to the solution on
the time interval $[0, T]$ (not to the transformed one on $[0, 1]$). In our numerical results the choice (10) has turned out to be appropriate and yields $\mu = 30 \frac{L}{T} \Delta x$. Hence, for small $\Delta x$, the modification of the original equation is small. The Laplacian has a regularization effect and avoids numerical difficulties, if the initial data $h_0$ is sufficiently smooth [8, Example 2.2.6]. In general, hyperbolic conservation laws exhibit shocks or rarefaction waves even for smooth initial data [3, Sect. 11.3.2]. Finite differences are a special case of finite volumes and preserve conservation laws in the discretized version. The LF scheme exhibits consistency of the numerical flux with the conservation law and it is consistent with a so-called entropy condition. Thus, according to the Lax-Wendroff theorem [8, Th. 4.4.1] applied to a hyperbolic system 1d in space, a bounded numerical solution of the LF scheme converges globally to a weak solution as $\Delta x \to 0$. Provided $(h^0, v^0) \in L^\infty \cap L^1(\mathbb{R})$, the LF scheme approximates (w.r.t. to weak*-convergence) the entropy solution $(h, v) \in L^\infty(\mathbb{R})$ of a pure initial value problem [8, Example 2.2.6/Th. 3.3.28]. The convergence to an entropy solution is due to the numerical damping term. Other explicit schemes where the Lax-Wendroff theorem can be applied are e.g. the Glimm scheme or the Godunov scheme [8, Lemma 4.4.5]. There are many other possibilities to discretize the differential equations. We could use more refined semi-explicit schemes, e.g. MUSCL/Kurganov-Tadmor or Kurganov-Levy [9], or implicit schemes, e.g. ENO-II. Implicit schemes might allow to avoid the restrictive CFL condition that causes comparatively large computing times for the optimal control. For a comparison of explicit and implicit schemes, claiming that explicit schemes are competitive, see [8, Remark 2.3.34]. For the Kurganov-Levy scheme, it can be proved that $h$ remains non-negative in the discretization.

3.3. Courant-Friedrichs-Levy (CFL) condition. We justify theoretically our numerical estimate for the CFL constant (10). As in [2, Sect. 2.1] we rewrite the system (4) and (6) by diagonalization of the Jacobian $J_F$ for $F = (hv, \frac{1}{2}v^2 + gh)$ as

$$R_1^{1/2} + \sigma_2 R_2^{1/2} = -gB + \frac{1}{m^W} F, \quad (t, x) \in \Omega,$$

where $R^{1/2} := v \pm 2\sqrt{gh}$ are the so-called Riemann invariants and $\sigma_1/2 = v \mp \sqrt{gh}$ are the eigenvalues of the Jacobian $J_F$. The eigenvalues determine the maximal group velocity $V := \max_{x,t} \max_{i=1,2} |\sigma_i(x, t)|$, i.e. the maximal speed of propagation. Furthermore, since the two eigenvalues are distinct, we see that our system (4) and (6) is strictly hyperbolic [3, Sect. 7.3.1].

The CFL condition yields (14). Hence, the setting in (10) allows for values of $V$ up to $30 \frac{L}{T}$. In our computations, we have $L = 4$ and numerically observe $T$ to be in the interval $[8, 20]$ depending on the weights $\alpha_i$, $i = 0, \ldots, 3$, in the objective function of RDOCP. This allows for values of $V$ between 6 and 15 in order to satisfy the CFL condition. These values are not exceeded in our numerical computations.

4. Numerical Results. We consider RDOCP with the data $d_W^0 = -5 \ [m]$, $d_T^0 = 100 \ [m]$, $d_W^0 = 95 \ [m]$, $\eta_T^0 = 10 \ [m/s]$, $\eta_T^0 = 10 \ [m/s]$, $\eta_W^0 = 0 \ [m/s]$, $L = 4 \ [m]$, $m_T = 2000 \ [kg]$, $m_W = 4000 \ [kg]$, $c = 40000 \ [N/m]$, $k = 10000 \ [Ns/m]$, $g = 9.81 \ [m/s^2]$, $h_d(x) = h_0(x) \equiv 1 \ [m]$, $v_0(x) \equiv 0 \ [m/s]$. The bottom profile of the basin is assumed to be flat, i.e. $B = 0$. We choose the initial guess $T = 9 \ [s]$ and $u^n \equiv u_{n+1}$ for $n = 0, \ldots, N - 1$. The control bounds are $u_{min} = -20000$ and $u_{max} = 2000$, reflecting that the truck can brake faster than accelerate. We choose $N = 1500$, $M = 50$, the optimality tolerance $\delta \cdot 10^{-7}$, and the feasibility tolerance $10^{-8}$ within the SQP method, as described in [5], for the first two test examples.

For an optimal emergency braking maneuver, we consider the minimum time problem with the weights $\alpha_0 = 0.1$, $\alpha_1 = \alpha_2 = 0$ and $\alpha_3 = 200$ and without state constraints for $h$. The numerical solution is depicted in Figure 2. The optimal objective function value
computes to $1.058934953239672$ and the final time to $T = 10.58918354919540$ [s]. Please note the high excitation of the fluid in the basin for the minimum time problem and the bang-bang control $u$. Gradients have been computed by adjoint equations.

For a safety braking scenario taking into account the control effort and the deviation of the fluid from the steady fluid level, we choose the weights $\alpha_0 = 0.1$, $\alpha_1 = 1$, $\alpha_2 = 0.001$, and $\alpha_3 = 200$ and neglect the state constraints for $h$. The numerical results are depicted in Figure 3. The optimal objective function value computes to $1.76352253845922$ and the final time to $T = 13.75275770220483$ [s]. Please note the moderate excitation of the fluid in the basin. Gradients have been computed by adjoint equations.

Finally, Figure 4 shows the results for RDOCP with the state constraint for $h$ with $\bar{h} = 0.8$, $\bar{h} = 1.2$, $\alpha_0 = 0.1$, $\alpha_1 = 0$, $\alpha_2 = 0$, $\alpha_3 = 200$. Furthermore, we consider now $N = 600$, $M = 20$, optimality tolerance $10^{-6}$, and feasibility tolerance $10^{-8}$. The objective function value is $1.494494568582277$ and the final time is $T = 14.9447003733678$ [s]. Gradients have been computed by central finite difference approximations. In all computations a high number of iterations (up to 3880 in the first example) was required to obtain the desired accuracy of the solution. This indicates the strong nonlinearity of the problem.

5. Extensions, related work, and future research. Controllability of a similar system, but without the boundary conditions (7) and (8) and zero source terms $B$ and $F$, has been investigated in [2, Sect. 3]). It turns out that the linearized system is not controllable in general, but steady-state controllable. The nonlinear system is locally controllable around the equilibrium point [1, Sect. 6.3]. Global boundary controllability of the Saint Venant equations between steady states is established in [6] and more generally for sloped canals with friction in [7].

A theoretical investigation of the optimal control problem OCP with regard to existence of optimal solutions and necessary conditions of optimality will be the focus of an upcoming study in order to underpin the numerical results of this paper. Likewise a parametric

---

**Figure 2.** Emergency braking: Optimal approximate control $u$ (top left), spring-damper force (top right), fluid level $h$ (bottom left), and fluid velocity $v$ (bottom right).
sensitivity analysis based on [4, Section 6.1] allows to study the dependence of an optimal solution on model parameters (e.g. masses $m_T$, $m_W$, spring-damper coefficients $c$, $k$) or disturbances.

Moreover, the problem can be extended to a 3d problem with 2d Saint-Venant equations and a full 3d model of a truck. Instead of using a direct shooting approach it is also possible to use direct collocation and to exploit the sparse structure using exact derivatives. Preliminary numerical results are promising and even show a local quadratic convergence.

REFERENCES

[1] J. M. Coron, Control and Nonlinearity, Mathematical Surveys and Monographs 136, American Mathematical Society, Providence, RI, 2007.
[2] F. Dubois, N. Petit and P. Rochon, Motion planning and nonlinear simulations for a tank containing a fluid, in Proc. of the 5th European Control Conf. (ECC 99), Karlsruhe, 31.08.-03.09.1999.
[3] L. C. Evans, Partial Differential Equations, 2nd edition, Graduate Studies in Mathematics 19, American Mathematical Society, Providence, RI, 2010.
[4] M. Gerdts, *Optimal Control of ODEs and DAEs*, de Gruyter Textbook, Walter de Gruyter & Co., Berlin, 2012.

[5] M. Gerdts, OCPID-DAE1, Optimal Control and Parameter Identification with Differential-Algebraic Equations of Index 1. Users Guide (Online Documentation), Universität der Bundeswehr München, Neubiberg/München, 2010.

[6] M. Gugat and G. Leugering, Global boundary controllability of the De St. Venant equations between steady states, *Ann. Inst. H. Poincaré Anal. Non Linéaire*, 20 (2003), 1–11.

[7] M. Gugat and G. Leugering, Global boundary controllability of the Saint-Venant system for sloped canals with friction, *Inst. H. Poincaré Anal. Non Linéaire*, 26 (2009), 257–270.

[8] D. Kroener, *Numerical Schemes for Conservation Laws*, Wiley-Teubner Series Advances in Numerical Mathematics, John Wiley & Sons, Ltd., Chichester / B. G. Teubner, Stuttgart, 1997.

[9] A. Kurganov and D. Levy, Central-upwind schemes for the Saint-Venant system, *M2AN Math. Model. Numer. Anal.*, 36 (2002), 397–425.

[10] P. D. Lax, *Hyperbolic Partial Differential Equations*, with an appendix by Cathleen S. Morawetz, Courant Lecture Notes in Mathematics 14, New York University, Courant Institute of Mathematical Sciences, New York / American Mathematical Society, Providence, RI, 2006.

[11] C. B. Vreugdenhil, *Numerical Methods for Shallow-Water Flow*, reprinted edition, Kluwer Academic Publishers, Dordrecht, 1998.

Received September 2014; revised June 2015.

E-mail address: matthias.gerdts@unibw.de
E-mail address: sven-joachim.kimmerle@unibw.de