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Abstract—Given a directed graph (referred to as social network), the influence maximization problem is to find $k$ nodes which, when influenced (or activated), would maximize the number of remaining nodes that get activated under a given set of activation dynamics. In this paper, we consider a more general version of the problem that includes an additional set (or layer) of nodes that are termed as physical nodes, such that a node in the social network is covered by one or more physical nodes. A physical node exists in one of two states at any time, opened or closed, and there is a constraint on the maximum number of physical nodes that can be opened. In this setting, an inactive node in the social network becomes active if it has a sufficient number of active neighbors in the social network and if it is covered by at least one of the opened physical nodes. This problem arises in scenarios such as disaster recovery, where a displaced social group (an inactive social node) decides to return back after a disaster (switches to active state) only after a sufficiently large number of groups in its social network return back and some infrastructure components (physical nodes) in its neighborhood are repaired (brought to the open state). We first show that this general problem is NP-hard to approximate within any constant factor. We then consider instances of the problem when the covering function between the social nodes and the physical nodes is bijective and characterize optimal and approximation algorithms for those instances.

I. INTRODUCTION

The influence of social networks on the decision making of individuals has been documented in various studies in social science and economics [1], [2]. For example, it has been observed that people are more likely to adopt new products if their friends or relatives adopt them [1]. It has also been found that the cumulative effect of people returning back in the neighborhood of a household after a disaster has a significant impact on a household’s decision to return back [3], [4]. The paper [2] formulated influence maximization as a discrete optimization problem of finding the $k$ most influential nodes (also referred to as seed nodes) in a social network, which on being influenced (or activated) would maximize the spread of influence across the network. Since then, there have been several works that have focused on the influence maximization problem and its extensions [5], [13]. A common model for influence propagation is the linear threshold model, where each node in the social network has a threshold and an inactive node becomes active if the sum of influence from all of its active neighbors is at least equal to its threshold [2], [5]. The paper [2] considered randomized thresholds in the linear threshold model; for such cases, it has been shown that exactly computing the spread of influence for a given set of seed nodes under the linear threshold model is #P-hard [5], implying that there is unlikely to exist an efficient algorithm to optimally solve that problem. Noting that it is possible to deterministically estimate the thresholds in the real-world through surveys [11], the papers [11] and [12] define the deterministic linear threshold model (DLTM) where the thresholds of nodes are deterministic. It has been proved that the spread of influence for a given set of seed nodes can be computed in polynomial-time under DLTM [11] and therefore our focus in this paper will also be related to DLTM.

In certain scenarios, such as after disasters, a displaced social group such as a household or a community may not decide to return to its home unless a sufficiently large number of groups in its social network return back and certain infrastructure components in its residential neighborhood are repaired [14]. Our goal in this paper is to capture such scenarios. Specifically, we extend the traditional influence maximization problem by considering an additional set (or layer) of nodes (apart from the nodes in the social network) that are termed as physical nodes, where each physical node covers one or more social nodes. We term the combined network consisting of social and physical nodes as a socio-physical network. A physical node exists in one of two states at a time, opened or closed, where an opened (resp. closed) physical node represents a repaired (resp. damaged) infrastructure component in the context of disaster recovery. Therefore, a necessary condition for an inactive social node to become active is that it should be covered by at least one of the opened physical nodes. However, it might not be possible to repair all of the physical components with a given repair budget (e.g., repair crew and resources), as some of the components may fail permanently if they are not repaired in a timely manner [15], [16]. Thus, we consider a constraint on the total number of physical nodes that can be opened (in addition to the constraint on the total number of seed nodes in the social network as in the influence maximization problem).

For the standard influence maximization problem under DLTM, the paper [12] proved that the optimal solution is NP-hard to approximate within any constant factor for the case when some inactive nodes require more than one neighboring nodes to become active; however, there exists a constant factor approximation algorithm for instances of the problem where each inactive node can be activated by only one active neighboring node [12]. Therefore, we focus on these tractable cases where an inactive node in the social network is activated when at least one of its neighboring nodes is activated, and is connected to at least one opened physical node. Since a social group such as a community or a household consists of multiple individuals, each social node has an associated weight and under the problem setting described above, we characterize optimal and near-optimal algorithms for special
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instances of the problem that maximize the total weight of the social nodes that get activated. There are high level similarities between our problem and cascades in multilayer networks [17], [18]. The paper [17] provides a review of spreading processes in multilayer networks and [18] analyzes a linear threshold model for multiplex networks. However, the existing studies do not focus on influence maximization under DLTM where the spread of influence in the social network is also a function of the recovery of nodes in another network (i.e., the recovery of physical nodes in our problem).

Our contributions

As mentioned before, we focus on the case where a necessary condition for an inactive node in the social network to become active is that at least one of its neighboring nodes should be active. Along with the aforementioned assumption, we focus on the case when there is a one-to-one mapping between the social and physical nodes. Under these assumptions, we first characterize a \(\max(\frac{1}{e-1}, \frac{w_{\max}}{w_{\min}})\) approximation algorithm\(^1\) when the social network is a general directed graph, where \(w_{\max}\) and \(w_{\min}\) are the largest and smallest weights of social nodes, respectively, and \(e\) is the base of the natural logarithm. We then argue that the same algorithm has a better approximation ratio when the social network is represented by a bipartite graph. Finally, under the two aforementioned assumptions, we characterize a polynomial-time optimal algorithm when the social network is a set of disjoint trees such that all the edges in a tree are directed away from the root node.

This paper is organized as follows. Section II focuses on the problem statement. After this, we argue that the general problem is NP-hard to approximate within any constant factor. In the subsequent sections, we consider special cases of the general problem, and characterize optimal and approximation algorithms for them. Finally, we conclude the study and provide some future research directions.

II. PROBLEM STATEMENT

We consider a scenario with two types of nodes, social nodes and physical nodes. In the context of disaster recovery, a social node could represent a social group such as a community or a household, and a physical node could represent an infrastructure component such as roads in an area or a portion of the power network. The set of social nodes is represented by \(\mathcal{V}\), where \(|\mathcal{V}| = N\). The weight of a social node \(i \in \mathcal{V}\) is denoted by \(w_i \in \mathbb{R}_{>0}\); for example, this weight could represent the number of individuals in the corresponding social group. Every social node exists in one of two possible states at each point in time, active or inactive. Since individuals belonging to the same social group (such as a household or tight-knit community) are interconnected, and decisions (such as whether to return after a disaster) are often made collectively by the individuals in the group, we will use a single state to represent the states of all the individuals within a group \([3], [4]\). The set of physical nodes is represented by \(\mathcal{W}\), where \(|\mathcal{W}| = M\). Every physical node exists in one of two possible states at each point in time, opened or closed.

The relationships between the different social nodes are represented by a directed graph \(G = (\mathcal{V}, \mathcal{E})\). An edge \((i, j) \in \mathcal{E}\) represents a directed edge starting from social node \(i\) and ending in social node \(j\); social node \(i\) is an incoming neighbor of social node \(j\). There exists a mapping between the social and physical nodes such that each physical node covers one or more social nodes. For all \(l \in \mathcal{W}\), the (non-empty) set of social nodes that are covered by physical node \(l\) is denoted by \(Q_l \subseteq \mathcal{V}\). Also, each social node is covered by at least one of the physical nodes, i.e., \(\cup_{l \in \mathcal{W}} Q_l = \mathcal{V}\). We assume that there are no edges present between the physical nodes\(^2\).

We assume that time progresses in discrete time-steps capturing the resolution at which decisions are made by the social nodes to become active or not [2]. We index time-steps by \(t \in \mathbb{N} = \{0, 1, 2, \ldots\}\). The total number of social nodes that can be activated at time-step 0 due to the constraints on the budget is given by \(K_s(\leq N)\). The social nodes that are activated at time-step 0 are referred as the seed nodes. In the context of disaster recovery, seed nodes could represent the households that are provided various incentives and aids such as transition assistance, accelerated tax returns, disaster housing assistance, etc., by government agencies that help them to return back [19], [20]. We consider the progressive case where an active social node does not switch back to the inactive state [2]. There is a constraint \(K_p(\leq M)\) on the total number of physical nodes that are opened. The decision to open a physical node or not is taken at time-step 0. For physical nodes also, we consider the progressive case, i.e., once a physical node opens at time-step 0, it remains opened for all subsequent time-steps. In the context of disaster recovery, that assumption is justified because infrastructure components face accelerated deterioration after disasters [16], so it can be assumed that normal deterioration processes do not significantly change the health of a component once it is repaired [15].

The interactions between the different social nodes are derived from the DLTM [11]. Specifically, denote the number of incoming neighbors (in graph \(G\)) of social node \(j\) by \(\eta_j\). Each social node \(j \in \mathcal{V}\) has a threshold \(\theta_j \in \mathbb{Z}_{\geq 0}\) such that \(1 \leq \theta_j \leq \eta_j\). Let \(\eta_{j,t}\) be the number of active incoming neighbors (in graph \(G\)) of social node \(j\) at time-step \(t\). An inactive social node \(j\) at time-step \(t\) becomes active at time-step \(t+1\) if the number of active incoming neighbors of node \(j\) at time-step \(t\) is at least equal to \(\theta_j\) (i.e., \(\eta_{j,t} \geq \theta_j\)), and in our setting, at least one of the physical nodes that covers social node \(j\) is in the open state at time-step \(t\). Note that the states of social nodes are guaranteed to reach a steady state after at most \(N\) time-steps, because at least one social node gets activated in each time-step until the states stop changing. Therefore, we refer to the total weight of the social nodes that are activated by the end of time-step \(N\) as the total weight of the social nodes that eventually get activated. Under the

\(^1\)For \(\rho \geq 1\), a polynomial-time algorithm is said to be a \(\rho\) approximation algorithm for a maximization problem if the value computed by the algorithm is at least \(\frac{1}{\rho}\) times the optimal value.

\(^2\)We keep the analysis involving dependencies between physical nodes as a future avenue for research.
assumptions and dynamics described above, we focus on the following problem.

**Problem 1:** Given a social network $G = \{V, E\}$ of $N(\geq 1)$ social nodes with node weights $\{w_j\}$ and node thresholds $\{\theta_j\}$, and a set $W$ of $M(\geq 1)$ physical nodes where the covering of social nodes by physical nodes is given by $\{Q_i\}$, determine $K_s(\leq N)$ social nodes that should be selected as the seed nodes and $K_p(\leq M)$ physical nodes that should be opened in order to maximize the total weight of the social nodes that eventually get activated.

We first argue that Problem 1 is NP-hard to approximate within any constant factor (in general). After that, we will look at various special cases of this problem and characterize optimal/approximation algorithms to solve them.

### III. Inapproximability

We first define an approximation algorithm [21].

**Definition 1 (Approximation algorithm):** Let $C$ be the optimal value of a maximization problem and $C'$ be the value computed by a polynomial-time algorithm $A$. Then, $A$ is a $\rho$ approximation algorithm if $\frac{C}{C'} \leq \rho$ for all the instances of the maximization problem.

We now present the following inapproximability result.

**Proposition 1:** Problem 1 is NP-hard to approximate within a factor $N^{1-\epsilon}$ for any $\epsilon \in (0, 1)$.\footnote{This means that there cannot be a $\rho$ approximation algorithm for Problem 1 such that $\rho \leq N^{1-\epsilon}$ for any $\epsilon \in (0, 1)$, unless P = NP.}

**Proof:** Consider the instances of Problem 1 where $K_p = M$ (i.e., all the physical nodes can be opened), $w_j = w, \forall j \in V$ (i.e., the weights of all the social nodes are the same) and for all $j \in V, \theta_j \leq 2$ (i.e., each inactive social node requires one or two active incoming neighboring nodes to get activated). Since all the physical nodes can be opened, such instances of Problem 1 are equivalent to the instances of the influence maximization problem under DLTM, which are NP-hard to approximate within a factor of $N^{1-\epsilon}$ for any $\epsilon \in (0, 1)$, where $N$ is the number of social nodes (see Theorem 5 of [12]). Thus, the result follows.

Although the influence maximization problem under DLTM is NP-hard to approximate within any constant factor when each inactive social node requires one or two active incoming neighboring nodes to get activated (i.e., for all $j \in V, \theta_j \leq 2$), the paper [12] showed that the problem has a constant factor approximation algorithm when each inactive social node requires only one active incoming neighboring node to become active (i.e., for all $j \in V, \theta_j = 1$). Therefore, we will analyze Problem 1 under the following assumption in this paper.

**Assumption 1:** For all $j \in V, \theta_j = 1$.

With regard to the physical nodes, we will consider the scenario where the total number of physical and social nodes are equal and each physical node covers exactly one social node (i.e., there is a bijective mapping between the physical and social nodes). In the context of disaster recovery, this represents the case when a social group such as a household makes the decision to return or not after a disaster depending on whether an infrastructure component such as power connection at its home has been restored or not; thus, there is a one-to-one mapping between the household and the power connection at its home. Therefore, we make the following assumption (along with Assumption 1 in this paper).

**Assumption 2:** $M = N$ and for all $i \in V, |Q_i| = 1$, with $\cup_{i \in V} Q_i = V$.

The following result shows that Problem 1 remains challenging even under Assumptions 1 and 2.

**Proposition 2:** Problem 1 under Assumptions 1 and 2 is NP-hard.

The above result follows by noting that by choosing $K_p = M$ in the above problem, the physical nodes are removed from consideration, and we get back to the problem that is proved to be NP-hard by [2] (see Theorem 2.4 of [2]).

Since Problem 1 under Assumptions 1 and 2 is NP-hard, it is not possible to compute the optimal solution in polynomial-time, unless P = NP. Therefore, we characterize approximation algorithms for special cases of the problem in the next section.

### IV. Approximation Algorithms

We first provide the definition of reachability in a network.

**Definition 2 (Reachability):** A social node $j \in V$ is said to be reachable from a set $A \subseteq V$, if there exists a path in the graph $G = \{V, E\}$ starting from a node $i \in A$ and ending in node $j$.

Note that in the above definition it is assumed that each node $j \in V$ is reachable from itself. We now define $\sigma(A)$ and $\sigma_w(A)$.

**Definition 3:** Let $A \subseteq V$ be a set of social nodes and $B$ be the set of all social nodes that are reachable from the set $A$. Then we define $\sigma(A) \triangleq |B|$ and $\sigma_w(A) \triangleq \sum_{j \in B} w_j$.

Note that $\sigma_w(A)$ can be exactly computed in polynomial-time (e.g., using Depth First Search (DFS) or Breath First Search (BFS) [21]). We will now present some useful properties of $\sigma_w(A)$. We first present the following definitions.

**Definition 4:** A set function $f$ is said to be monotone if $f(A \cup \{j\}) \geq f(A), \forall j, A$.

**Definition 5 (Submodular function [22]):** A set function $f$ is said to be submodular if $f(A \cup \{j\}) - f(A) \geq f(B \cup \{j\}) - f(B), \forall j, A, B$, when $A \subseteq B$ and $j \notin B$.

We have the following result.

**Lemma 1:** The function $\sigma_w$ is monotone and submodular.

**Proof:** The proof of monotonicity comes directly from the fact that for any $A \subseteq V$ and $j \in V$, the total weight of the social nodes that are reachable from the set $A \cup \{j\}$ is at least equal to the total weight of the social nodes that are reachable from the set $A$.

We now prove submodularity. Consider a social node $j \in V \setminus B$ and two sets of social nodes $A$ and $B$ such that $A \subseteq B \subseteq V$. Let $C$ be the set of social nodes that are reachable from social node $j$ but not reachable from any node of the set $A$. Let $D$ be the set of social nodes that are reachable from social node $j$ but not reachable from any node of the set $B$. Then, $D \subseteq C$ because $A \subseteq B$. Thus, $\sigma_w(A \cup \{j\}) = \sigma_w(B \cup \{j\}) - \sigma_w(B)$. Thus, the result follows.

We now present a greedy algorithm (see Algorithm 1) that we will use in the subsequent analysis. Note that Algorithm
Algorithm 1 Greedy selection of social nodes
Suppose Assumptions 1 and 2 hold. Set iteration \( i = 0 \) and \( A_0 = \emptyset \).

1. For \( i = 1 \) to \( K_s \), do the following.
   - Let \( j \in V \setminus A_{i-1} \) be a social node such that \( j \in \arg \max_{e \in V \setminus A_{i-1}} \sigma_w(A_{i-1} \cup \{e\}) - \sigma_w(A_{i-1}) \) (breaking ties between social nodes by choosing the social node with largest weight). Define \( A_i = A_{i-1} \cup \{j\} \).

2. Output \( A_{K_s} \) and \( \sigma_w(A_{K_s}) \).

Algorithm 1 has polynomial-time complexity because Step 1 involves \( K_s \) iterations where each iteration involves performing a max operation over an \( O(N) \) array and \( \sigma_w \) function can be computed in polynomial-time as argued earlier. We will use the following result in our analysis later (this result is inspired from Theorem 3 of [12]). [12] did not consider weighted social nodes and a set \( K_s \) of social nodes and a complete graph of \( N \) nodes, therefore we state the following result for the sake of completeness.

**Lemma 2:** Let there be a graph \( G = (V, E) \) with \( M \geq 1 \) social nodes and a set \( W \) of \( M \) physical nodes. Then, Algorithm 1 is a \( \frac{e}{e-1} \) approximation algorithm for Problem 1 when \( K_p = M \), where \( e \) is the base of the natural logarithm.

The proof of this result comes from the fact that when \( K_p = M \), all physical nodes can be opened, and that \( \sigma_w \) is a monotone submodular function [22].

We now present an approximation algorithm (see Algorithm 2) for Problem 1 under Assumptions 1 and 2 for general \( K_p \leq M \).

Algorithm 2 Selection of seed nodes and opening of physical nodes
1. Run Algorithm 1 to obtain the set \( A_{K_s} \).
2. Suppose Assumptions 1 and 2 hold (and \( K_p \leq M \)). Consider the following cases.
   1) If \( K_s > K_p \), then we select \( K_p \) social nodes with the largest weights among all the nodes in \( V \) as the seed nodes and open the corresponding physical nodes of those seed nodes.
   2) If \( K_p \geq \sigma(A_{K_s}) \geq K_s \), then we first select the nodes in the set \( A_{K_s} \) as the seed nodes. After this, we open the physical nodes corresponding to all the social nodes that are reachable from the set \( A_{K_s} \).
   3) If \( K_s \leq K_p \), then we select the set \( A_{K_s} \) as the seed set and open their corresponding physical nodes. We color all the social nodes white, except the seed nodes which are colored black. After this, we simulate the following process to open \( K_p - K_s \) additional physical nodes. At every time-step in the simulation, we select the node \( j \) with the largest weight among all the white nodes that have at least one black incoming neighbor, color node \( j \) black and open the physical node of node \( j \), until \( K_p \) physical nodes are open.

Note that Algorithm 2 has polynomial-time complexity because of the following arguments. The first step of the algorithm has polynomial-time complexity because Algorithm 1 is a polynomial-time algorithm. We now focus on the complexity of Step 2 of Algorithm 2. The complexity of case 1 is polynomial-time as \( O(K_p) \) operations are required; note that \( K_p = O(N) \) as \( K_p \leq M = N \). Also, note that \( \sigma(A_{K_s}) \) can be computed in polynomial-time as argued earlier. Therefore, case 2 has polynomial-time complexity because all the reachable nodes from \( A_{K_s} \) can be identified in polynomial-time by DFS [21]. Case 3 has polynomial-time complexity because after setting the seed set, the simulation takes \( O(K_p - K_s) \) operations. We now prove that Algorithm 2 is an approximation algorithm.

**Theorem 1:** Suppose Assumptions 1 and 2 hold. Let there be a graph \( G = (V, E) \) with \( M \geq 1 \) social nodes and a set \( W \) of \( M \) physical nodes. Let the largest and the smallest weights of the social nodes be \( w^{\max} \) and \( w^{\min} \) respectively. Then, Algorithm 2 is a \( \max \{ \frac{1}{e-1}, \frac{w^{\max}}{w^{\min}} \} \) approximation algorithm.

**Proof:** Suppose \( K_s > K_p \). Then, Algorithm 2 gives the optimal solution because the maximum number of social nodes that can eventually be activated is equal to \( K_p \), and \( K_p \) social nodes with the largest weights in the set \( V \) are activated by the algorithm.

We now consider the case when \( K_s \leq K_p \). Note that \( \sigma(A_{K_s}) \geq K_s \) because each social node is reachable from itself. Thus, there are two subcases when \( K_s \leq K_p \): (i) \( K_p \geq \sigma(A_{K_s}) \) and (ii) \( K_p < \sigma(A_{K_s}) \). Suppose \( K_p \geq \sigma(A_{K_s}) \), then all the reachable nodes from the seed set \( A_{K_s} \) can eventually be activated. Denote \( A^* \in \arg \max_{A \subseteq L \subseteq K_s} \sigma_w(A) \) as the optimal seed set when \( K_p = M \), and Assumptions 1 and 2 hold. Let \( C \) be the optimal value of Problem 1 under Assumptions 1 and 2.

\[
C \leq \sigma_w(A^*) \leq \frac{e}{e-1},
\]

where the left most inequality comes from the fact that \( C \leq \sigma_w(A^*) \) because \( \sigma_w(A^*) \) is the optimal value when Assumptions 1 and 2 hold but there is no constraint on the total number of physical nodes that can be opened, and the last inequality comes from Lemma 2.

Suppose \( K_s \leq K_p < \sigma(A_{K_s}) \). Note that the number of social nodes that eventually get activated by Algorithm 2 is equal to the number of black colored nodes, which is equal to \( K_p \). Let \( x \) be the number of social nodes that eventually get activated by the optimal solution. Denote the optimal value as \( C \) and let the total weight of the social nodes that are eventually activated by Algorithm 2 be \( C' \). Then, \( C \leq x w^{\max} \) and \( C' \geq K_p w^{\min} \) from the definitions of \( w^{\max} \) and \( w^{\min} \), respectively. Thus, \( \frac{C}{C'} \leq \frac{w^{\max}}{w^{\min}} \leq \frac{K_p w^{\max}}{K_p w^{\min}} = \frac{w^{\max}}{w^{\min}} \) as \( x \leq K_p \).

Combining the bounds from each of the above three cases we see that Algorithm 2 is a \( \max \{ \frac{1}{e-1}, \frac{w^{\max}}{w^{\min}} \} \) approximation algorithm.

We now provide an example to illustrate Algorithm 2.

**Example 1:** Consider a social network as shown in Figure 1 with the corresponding weights shown in the parentheses. Suppose that Assumptions 1 and 2 hold. Thus, there is a physical node corresponding to each social node but physical nodes are not shown in the figure for simplicity. Suppose \( K_s = 2 \) and
**K_p = 4.** Then, nodes c and a are selected as the seed nodes when \( A_{K_p} \) is determined by Algorithm 1. Thus, \( \sigma(A_{K_p}) = 5 \). Note that \( \sigma(A_{K_p}) = 5 > 4 = K_p \). Thus, \( K_s \leq K_p < \sigma(A_{K_p}) \) holds and the nodes \( \{a, c, d, f\} \) are activated when Algorithm 2 is applied with the total weight of the activated nodes being equal to 15 (note that any pair of nodes from the set \( \{d, f, g\} \) could have been activated after the selection of seed nodes). Note that it is optimal to select nodes b and c as the seed nodes and open the physical nodes corresponding to b, c, f and g with the total weight of the activated nodes being equal to 16. Note that although Algorithm 2 is not optimal in this example, it is indeed a \( \max\{\frac{\sigma}{\tau}, \frac{w_{J}}{\tau}\} = \frac{\sigma}{\tau}, 5 \) approximation algorithm as proved in Theorem 1.

We now focus on another instance of Problem 1 under Assumptions 1 and 2. Consider the following assumption.

**Assumption 3:** Suppose the graph \( G = \{V, E\} \) is a directed bipartite graph consisting of two sets of social nodes \( I \) and \( J \) such that \( I \cup J = V \) and \( I \cap J = \emptyset \). Also, suppose that every edge of the set \( E \) starts from a node of the set \( I \) and ends in a node of the set \( J \) such that there is at least one edge that starts from every node of the set \( I \) and there is at least one edge that ends in every node of the set \( J \). Suppose the weights of all the nodes of the set \( I \) lie in the interval \([w_I, \bar{w}_I]\) and the weights of all the nodes of the set \( J \) lie in the interval \([w_J, \bar{w}_J]\) such that \( \bar{w}_I \geq w_J \).

In the context of disaster recovery, Problem 1 under Assumptions 1, 2, and 3 represents the scenario where small communities (represented by the set \( J \)) are socially influenced by larger communities (represented by the set \( I \)).

Note that Problem 1 under Assumptions 1, 2, and 3 is NP-hard because by setting \( K_p = M \), it is possible to open all physical nodes and we get back to the problem that has been proved to be NP-hard in Theorem 2.4 of [2]. We now present the following result.

**Theorem 2:** Suppose Assumptions 1, 2, and 3 hold, i.e., there is a bipartite directed graph \( G = \{V, E\} \) with \( M \geq 1 \) social nodes such that \( I \cup J = V \) and \( I \cap J = \emptyset \), along with a set \( W \) of \( M \) physical nodes. Then, Algorithm 2 is a \( \max\{\frac{\sigma}{\tau}, \frac{w_{I}}{\tau}, \frac{w_{J}}{\tau}\} \) approximation algorithm.

**Proof:** Note that the proofs for the cases when \( K_s > K_p \) and \( K_p \geq \sigma(A_{K_p}) \geq K_s \) follow in the same way as in the proof of Theorem 1. Thus, we focus on the case when \( K_s \leq K_p < \sigma(A_{K_p}) \). Suppose \( K_s \leq |I| \). Then, \( A_{K_s} \subseteq I \) because the weight of each node \( i \in I \) is larger than or equal to the weight of each node \( j \in J \) (as \( w_I \geq w_J \)), and for all nodes \( j \in J \), there is no node \( j' \in V \) such that \( j \) is an incoming neighbor of \( j' \). Denote the optimal value as \( C \) and let the total weight of the social nodes that are eventually activated by Algorithm 2 be \( C' \). Recall that Algorithm 2 eventually activates \( K_s \) social nodes when \( K_s \leq K_p < \sigma(A_{K_p}) \). Thus, \( C \leq K_s w_I + (K_p - K_s) w_J + (K_p - K_s) w_J + C' \geq K_s w_I + (K_p - K_s) w_J + C' \) because it is not possible to activate more than \( K_s \) nodes in the set \( I \) as no node in the set \( I \) has an incoming neighboring node and \( A_{K_s} \subseteq I \). Note that

\[
C' \geq K_s w_I + (K_p - K_s) w_J + C' \geq K_s w_I + (K_p - K_s) w_J + C' \geq K_s w_I + (K_p - K_s) w_J + C' \geq C w_I + w_J,
\]

because \( \bar{w}_I \geq w_J \) and \( \bar{w}_I \geq w_J \). Therefore, \( C \leq \frac{\sigma}{\tau} \).

Suppose \( K_s > |I| \). Then, \( I \subseteq A_{K_s} \) because of the same argument as given for \( A_{K_s} \subseteq I \) when \( K_s \leq |I| \). Thus, \( A_{K_s} \) contains the top \( K_s \) social nodes with largest weight in the set \( V \) because in each iteration \( i > |I| \) of Algorithm 1, it is indeed a \( \max\{\frac{\sigma}{\tau}, \frac{w_{I}}{\tau}, \frac{w_{J}}{\tau}\} \approx \frac{\sigma}{\tau} \).

**Remark 1:** Note that the approximation ratio characterized by Algorithm 2 in Theorem 2 is less than or equal to the one characterized in Theorem 1 for Problem 1 under Assumptions 1, 2, and 3 because the largest and the smallest weights among all the social nodes are \( w_I \) and \( w_J \), respectively, and

\[
\frac{\bar{w}_I}{w_J} \leq \frac{\bar{w}_I}{w_J} \leq \frac{\sigma}{\tau} \approx \frac{\sigma}{\tau}.
\]

Suppose \( w_I = \bar{w}_I \), then the following result holds by Theorem 2 because \( \max\{\frac{\sigma}{\tau}, \frac{w_{I}}{\tau}, \frac{w_{J}}{\tau}\} = \frac{\sigma}{\tau} \).

**Corollary 1:** Suppose \( w_I = \bar{w}_I \), then the following result holds by Theorem 2 because \( \max\{\frac{\sigma}{\tau}, \frac{w_{I}}{\tau}, \frac{w_{J}}{\tau}\} = \frac{\sigma}{\tau} \).

**Remark 2:** Suppose \( w_I = \bar{w}_I \) and \( w_J = w_J \). Then, the following result holds by Theorem 2 because \( \max\{\frac{\sigma}{\tau}, \frac{w_{I}}{\tau}, \frac{w_{J}}{\tau}\} = \frac{\sigma}{\tau} \).

**A. Evaluation of Algorithm 2**

We now evaluate the performance of the approximation algorithm that we characterized (Algorithm 2) with a brute-force method. In the brute-force method, all the possible combinations of \( K_s \) seed nodes and \( K_p \) open physical nodes are enumerated to find an optimal solution. Consider the social network as shown in Figure 1 that satisfies Assumptions 1, 2, and 3 such that \( N = M = 7 \), \( |I| = 3 \), \( |J| = 4 \), \( w_I = 5 \), \( w_J = 3 \) and \( w_J = 1 \). Suppose \( K_s = 2 \) and \( K_p = 4 \). Consider the first row of Table 1. Then, the second column of that row shows the computation time (in seconds) for the brute-force method, the third column shows the computation time (in seconds) for Algorithm 2 and the fourth column shows the ratio of the optimal value (computed by the brute-force method) with respect to the value computed by Algorithm 2.

In the subsequent rows, we increase \( N, K_s \) and \( K_p \) such that...
additional social nodes (and thus physical nodes) are added in the set \( J \) such that Assumptions 1, 2, and 3 hold. We can see that the computation time for the brute-force method increases rapidly with the size of the problem but the increase in the computation time for Algorithm 2 is much slower with the problem size. Also, note that \( \max \{ \frac{1}{w_I}, \frac{1}{w_J} \} = \max \{ \frac{1}{w_I}, \frac{12}{15} \} = 3.75 \) for all the considered instances in this example. Thus, the ratio of the optimal value to the value computed by Algorithm 2 would not exceed 3.75 by Theorem 2. Therefore, brute-force method is not an efficient method for solving the problem, illustrating the benefit of our approximation algorithms.

### TABLE I

RESULTS WHEN THE PROBLEM PARAMETERS ARE VARIED

| Parameters \((N, K_s, K_p)\) | Brute-force time (s) | Algorithm 2 time (s) | Ratio of optimal to approx. value |
|-------------------------------|----------------------|----------------------|----------------------------------|
| 7, 2, 4                       | 0.01                 | 0.004                | 1.07                             |
| 9, 3, 5                       | 0.07                 | 0.005                | 1.00                             |
| 11, 4, 6                      | 0.65                 | 0.005                | 1.15                             |
| 13, 5, 7                      | 9.85                 | 0.005                | 1.20                             |
| 15, 6, 8                      | 164.14              | 0.005                | 1.25                             |

All the instances of Problem 1 that we have considered until now are NP-hard (and thus is not possible to efficiently compute the optimal solution). We present a special instance of Problem 1 under Assumptions 1, 2, and 3 in the next section that can be optimally solved in polynomial-time.

V. OPTIMAL ALGORITHM WHEN THE SOCIAL NETWORK IS A DISJOINT UNION OF OUT-TREES

We start by defining an out-tree as follows.

**Definition 6:** An out-tree is a directed rooted tree with all the edges pointed away from the root node.

We make the following assumption (along with Assumptions 1 and 2 in this section).

**Assumption 4:** \( G = (\mathcal{V}, \mathcal{E}) \) is a set of disjoint out-trees (i.e., a forest of out-trees).

Note that there are several studies that have observed the presence of tree-type hierarchical structures in social networks [23]–[27]. For instance, a social network in the form of a single out-tree could represent multiple social groups that have a hierarchy of power or influence between them, with the social group corresponding to the root node being the most influential [24]. In addition, directed star graphs 5 such as out-stars are frequently used in social network analysis to represent bi-level hierarchies between social groups [25], [26]. Also, the paper [27] collected social network information of households in a village and found that the social network forms an out-star during crisis periods (such as disasters) where the root node denotes an influential household of the village.

We first discuss how the presence of physical nodes and weighted social nodes make our problem more challenging and interesting than in the case without physical nodes, even under Assumption 3. Consider the instance of Problem 1 under Assumptions 1, 2, and 4 when \( K_p = M \), i.e., it is possible to open all physical nodes. Then, the optimal solution for this case can be easily computed as follows: select the \( K_s \) out-trees that have the largest total weight of social nodes, set the root nodes of the selected out-trees as the seed nodes and open all the \( M \) physical nodes. Similarly, consider another instance of Problem 1 under Assumptions 1, 2, and 3 when \( w_j = w, \forall j \in \mathcal{V} \), i.e., the weights of all the social nodes are the same (for general \( K_p \leq M \)). Then, the optimal solution can be easily computed by repeating the following procedure until \( K_s \) seed nodes are selected or \( K_p \) physical nodes are open: select an out-tree with the largest number of nodes among the set of out-trees that have not been selected before, set the root node of the out-tree as the seed node, and open the physical nodes corresponding to an arbitrary out-tree of size \( l \) that is rooted at node \( j \), where \( l \) is the minimum of the size of the selected out-tree and the remaining number of physical nodes that can be opened. However, the optimal strategy is not at all obvious when the social nodes have heterogeneous weights and there is a constraint on the number of physical nodes that can be opened as argued in the next example.

**Example 2:** Consider a social network as shown in Figure 2 with the corresponding weights shown in parentheses. Suppose that Assumptions 1, 2, and 3 hold such that \( N = M = 6 \). There is a physical node corresponding to each social node (physical nodes are not shown in the figure for simplicity). Suppose \( K_s = 2 \) and \( K_p = 3 \). Since \( K_p = 3 < 6 = N \) it is not possible to open all the physical nodes and thus the above algorithm that allowed all physical nodes to open cannot be used to find the optimal solution. Also, if the algorithm that assumed homogeneous weights for the social nodes is used, then node \( a \) would be set as a seed node and physical nodes corresponding to an out-tree that is rooted at node \( a \) but has three social nodes would be opened. However, the aforementioned solution would not be optimal because the optimal solution is to select nodes \( c \) and \( f \) as the seed nodes and open the physical nodes corresponding to the social nodes \( c, d, f \); the total weight of the activated nodes in the optimal solution is 22.

![Fig. 2. Graph for illustrating Example 2.](image)

Note that there may even be social networks where multiple seed nodes are required in one out-tree in the optimal solution (i.e., non-contiguous portions of the out-tree need to be activated), which is not the case in situations without physical nodes. Thus, we will present an algorithm (Algorithm 3) in the following discussion that is optimal for Problem 1 under Assumptions 1, 2, and 4 (even when the weights are heterogeneous across the social nodes and it may not be possible to open all the physical nodes).

In the first step of Algorithm 3, \( G \) is modified to another forest \( \overline{G} \) by running Algorithm 4 on each out-tree of \( G \).

---

5A star graph is a tree that has a single node with more than one neighbors.
In Algorithm 4, dummy nodes with zero weights are added so that each node in the modified network has at most two outgoing neighbors; the condition that each node has at most two outgoing nodes ensures that Algorithm 5 has polynomial-time complexity (we discuss this later in Remark 2). Figure 3 shows a forest $G$ containing a single out-tree on the left-hand side (LHS) where node $a$ has more than two outgoing neighbors; on the right-hand side (RHS) is an out-tree $G'$ that is generated by adding dummy nodes $f$ and $g$ so that each node has at most two outgoing neighbors. In the second step of Algorithm 3, $G'$ is modified to an out-tree $G''$ through the addition of dummy nodes. Finally, Algorithm 5 is run on $G''$ to obtain an optimal solution in the last step of Algorithm 3. Note that Algorithm 5 is a Dynamic Programming algorithm that first computes the optimal values for the out-trees rooted at the outgoing neighbors of each node $v$ in $G''$ before computing the optimal value for the out-tree rooted at $v$; we provide more details on the parameters that are computed in Algorithm 5 later. Note that while choosing a solution in the last step of Algorithm 3, a dummy node is not set as a seed node. Also, physical nodes are not mapped to the dummy nodes in the aforementioned steps and thus the only necessary condition for an inactive dummy node to become active is that at least one of its incoming neighboring nodes should be active.

Algorithm 3 Optimal algorithm when the social network is a forest of out-trees

Consider a social network $G$ that is a forest of out-trees.

1: Run Algorithm 4 on each of the out-trees of forest $G$ to obtain a modified forest $G'$.

2: If there is a single out-tree in $G'$, then set $G'' = G'$ and proceed to the next step. Otherwise, construct an out-tree $G''$ as follows. Construct a dummy node $i$ with zero weight. Let $L$ be the set containing all the root nodes of the out-trees in $G$. Set node $j = i$ and let $x$ be the number of out-trees in $G$. Then, repeat the following until the termination condition is reached.

- Stop if $x < 2$. If $x = 2$, construct edges starting from node $j$ and ending in all the nodes in the set $L$. Otherwise, construct an edge starting from node $j$ and ending in an arbitrary node $m$ in the set $L$. Then, remove node $m$ from the set $L$. Also, construct a dummy node $l$ with zero weight and an edge starting from node $j$ and ending in node $l$. Set $j = l$ and $x = x - 1$.

3: Run Algorithm 5 on $G''$ to find the seed nodes and the physical nodes to open.

We now present the conditions that are used in Algorithm 5. Consider an out-tree $G'' = (V'', E'')$, where each node has at most two outgoing neighbors. Denote the root node of $V''$ as $r$. Let $f_v(k, l)$ be the optimal value of the total weight of eventually activated social nodes for the out-tree rooted at node $v \in V''$ when there are at most $k$ seed nodes and at most $l$ open physical nodes in the out-tree rooted at node $v$. Let $T_v(k, l)$ be the optimal value of the total weight of eventually activated social nodes for the out-tree rooted at node $v \in V''$ when there are at most $k$ seed nodes and at most $l$ open physical nodes in the out-tree rooted at node $v$. Let $T_v(k, l)$ be the optimal value of the total weight of eventually activated social nodes for the out-tree rooted at node $v \in V''$ when there are at most $k$ seed nodes and at most $l$ open physical nodes in the out-tree rooted at node $v$.

Algorithm 4 Addition of dummy nodes to an out-tree

Consider an out-tree $G'' = (V'', E'')$.

1: Repeat the following until the termination criterion is reached.

- Stop if there is no node in $V''$ that has more than two outgoing neighbors. Otherwise, arbitrarily select a node $i \in V''$ that has more than two outgoing neighbors. Let $L$ be the set containing all the outgoing neighbors of $i$. Remove all the edges between node $i$ and the nodes in $L$, and set node $j = i$ and $x = |L|$. Then, repeat the following until the termination criterion is reached.

  - Stop if $x < 2$. If $x = 2$, construct edges starting from node $j$ and ending in all the nodes of the set $L$. Otherwise, construct an edge starting from node $j$ and ending in an arbitrary node $m$ in the set $L$. Then, remove node $m$ from the set $L$. Also, construct a dummy node $l$ with zero weight and an edge starting from node $j$ and ending in node $l$. Then, set $j = l$ and $x = x - 1$.

Recall that the root node can be a dummy node because we start by constructing a dummy node in Step 2 of Algorithm 4 if $G$ contains more than one out-tree.
nodes because a dummy node cannot be set as a seed node. Let \( F_v(k,l) \) be a set of seed nodes and \( H_v(k,l) \) be a set of physical nodes that are opened in the out-tree rooted at \( v \) to obtain \( f_v(k,l) \). Also, let \( F'_v(k,l) \) (resp. \( F''_v(k,l) \)) be a set of seed nodes and \( H'_v(k,l) \) (resp. \( H''_v(k,l) \)) be a set of physical nodes that are opened in the out-tree rooted at \( v \) to obtain \( f'_v(k,l) \) (resp. \( f''_v(k,l) \)). Finally, let \( F^b_v(k,l) \) (resp. \( F''^b_v(k,l) \)) be a set of seed nodes and \( H^b_v(k,l) \) (resp. \( H''^b_v(k,l) \)) be a set of physical nodes that are opened in the out-tree rooted at \( v \) to obtain \( f^b_v(k,l) \) (resp. \( f''^b_v(k,l) \)).

Note that for each node \( v \in V' \), if \( \mathcal{F}_v(k,l) \) is defined and \( f_v(k,l) \geq f^b_v(k,l) \), then
\[
f_v(k,l) = f_v(k,l), \quad \mathcal{F}_v(k,l) = \mathcal{F}_v(k,l), \quad H_v(k,l) = H_v(k,l).
\]
otherwise,
\[
f_v(k,l) = f_v(k,l), \quad \mathcal{F}_v(k,l) = \mathcal{F}_v(k,l), \quad H_v(k,l) = H_v(k,l).
\]

Also, if only \( \mathcal{F}'_v(k,l) \) is defined or if both \( \mathcal{F}'_v(k,l) \) and \( \mathcal{F}''_v(k,l) \) are defined but \( \mathcal{F}'_v(k,l) \geq \mathcal{F}''_v(k,l) \), then
\[
f'_v(k,l) = f'_v(k,l), \quad \mathcal{F}'_v(k,l) = \mathcal{F}'_v(k,l), \quad H'_v(k,l) = H'_v(k,l);
\]
otherwise,
\[
f''_v(k,l) = f''_v(k,l), \quad \mathcal{F}''_v(k,l) = \mathcal{F}''_v(k,l), \quad H''_v(k,l) = H''_v(k,l).
\]

For each node \( v \in V' \), if \( k = 0 \) or \( l = 0 \),
\[
f_v^b(k,l) = 0, \quad \mathcal{F}^b_v(k,l) = 0, \quad H^b_v(k,l) = 0.
\]
Let \( V'_f \subseteq V' \) be the set of leaf nodes and \( V'_d \subseteq V' \) be the set of dummy nodes in \( G' \). Note that \( V'_f \cap V'_d = \emptyset \) from the construction of \( G' \). Then, for each \( v \in V'_f \), if \( k \geq 1, l \geq 1 \),
\[
f_v^b(k,l) = 0, \quad \mathcal{F}^b_v(k,l) = 0, \quad H^b_v(k,l) = 0,
\]
\[
f'_v(k,l) = f'_v(k,l), \quad \mathcal{F}'_v(k,l) = w_v, \quad \mathcal{F}''_v(k,l) = 0, \quad \mathcal{F}''^b_v(k,l) = v,
\]
\[
H'_v(k,l) = H''_v(k,l) = H^b_v(k,l) = \pi.
\]
where \( \pi \) is the physical node corresponding to \( v \). Note that for each \( v \in V''_v \), if \( k = 0, l = 1 \),
\[
f_v^b(k,l) = w_v, \quad \mathcal{F}^b_v(k,l) = 0, \quad H^b_v(k,l) = \pi.
\]
For each \( v \in V' \), when \( k \geq 0, l = 0 \),
\[
f_v^b(k,l) = 0, \quad \mathcal{F}^b_v(k,l) = 0, \quad H^b_v(k,l) = 0.
\]
Let \( \mathcal{L}_v = \{u_1, u_2\} \) be the set of outgoing neighbors of \( v \in V' \) and \( \mathcal{V}_v' = V' \setminus \mathcal{L}_v \) be the set of internal nodes in \( G' \). For each \( v \in \mathcal{V}_v' \), \( j \in \{1, 2\}, \ 0 \leq j \leq K_x \) and \( 0 \leq j \leq K_y \), let \( g_{u_j}(k_j, l_j) = \max\{f_{u_j}(k_j, l_j), f'_j(k_j, l_j)\} \) if \( f_{u_j}(k_j, l_j) \) is defined, otherwise \( g_{u_j}(k_j, l_j) = f_{u_j}(k_j, l_j) \). Then, for each \( v \in \mathcal{V}_v' \), if \( k, l \geq 1 \),
\[
f_v(k,l) = \max_{k_1+k_2 \leq k, l_1+l_2 \leq l_2} \sum_{j=1}^{2} g_{u_j}(k_j, l_j),
\]
\[
\{k^*_1, l^*_1, k^*_2, l^*_2\} \in \arg \max_{k_1+k_2 \leq k, l_1+l_2 \leq l_2} \sum_{j=1}^{2} g_{u_j}(k_j, l_j), \quad \text{(11)}
\]
\[
\mathcal{F}_v(k,l) = \bigcup_{j=1}^{2} \mathcal{F}_{u_j}(k^*_j, l^*_j), \quad H_v(k,l) = \bigcup_{j=1}^{2} H_{u_j}(k^*_j, l^*_j), \quad \text{for each } j \in \{1, 2\},
\]
\[
\mathcal{F}'_v(k,l) = \bigcup_{j=1}^{2} \mathcal{F}'_{u_j}(k^*_j, l^*_j), \quad H'_v(k,l) = \bigcup_{j=1}^{2} H'_{u_j}(k^*_j, l^*_j),
\]
\[
\mathcal{F}''_v(k,l) = \bigcup_{j=1}^{2} \mathcal{F}''_{u_j}(k^*_j, l^*_j), \quad H''_v(k,l) = \bigcup_{j=1}^{2} H''_{u_j}(k^*_j, l^*_j).
\]

\[
\{k^*_1, l^*_1, k^*_2, l^*_2\} \in \arg \max_{k_1+k_2 \leq k, l_1+l_2 \leq l_2} \sum_{j=1}^{2} f_{u_j}(k_j, l_j), \quad \text{(12)}
\]
\[
\mathcal{F}'_v(k,l) = \bigcup_{j=1}^{2} \mathcal{F}'_{u_j}(k^*_j, l^*_j), \quad H'_v(k,l) = \bigcup_{j=1}^{2} H'_{u_j}(k^*_j, l^*_j),
\]
\[
\mathcal{F}''_v(k,l) = \bigcup_{j=1}^{2} \mathcal{F}''_{u_j}(k^*_j, l^*_j), \quad H''_v(k,l) = \bigcup_{j=1}^{2} H''_{u_j}(k^*_j, l^*_j).
\]

\[
\{k^*_1, l^*_1, k^*_2, l^*_2\} \in \arg \max_{k_1+k_2 \leq k, l_1+l_2 \leq l_2} \sum_{j=1}^{2} f_{u_j}(k_j, l_j), \quad \text{for each } v \in \mathcal{V}_v'
\]
\[
\mathcal{F}'_v(k,l) = \bigcup_{j=1}^{2} \mathcal{F}'_{u_j}(k^*_j, l^*_j), \quad H'_v(k,l) = \bigcup_{j=1}^{2} H'_{u_j}(k^*_j, l^*_j),
\]
\[
\mathcal{F}''_v(k,l) = \bigcup_{j=1}^{2} \mathcal{F}''_{u_j}(k^*_j, l^*_j), \quad H''_v(k,l) = \bigcup_{j=1}^{2} H''_{u_j}(k^*_j, l^*_j).
\]

\[\text{Algorithm 5 Dynamic Programming Algorithm}
\]
Consider an out-tree \( G' = \{V', \mathcal{E}'\} \), where each node has at most two outgoing neighbors.

1: For each node \( v \in V'_f \), initialize the values of \( f_v(k,l) \), \( F_v(k,l), H_v(k,l) \), \( \forall k \geq 0, l \geq 0 \) by (1)-(4).

2: Repeat the following until the termination criterion is reached:
   - Stop if there is no node \( v \in V' \) for which \( f_v(k,l) \) has not been computed for all \( k \geq 0 \) and \( l \geq 0 \).
   - Otherwise, arbitrarily select a node \( v \) such that for all \( k' \geq 0 \) and \( l' \geq 0 \), \( f_{v'}(k', l') \) has been computed for each outgoing neighbor \( v' \) of \( v \). Then, compute \( f_v(k,l), F_v(k,l), H_v(k,l) \) \( \forall k \) and \( l \) using (1)-(12).

3: Let \( r \) be the root node of \( V' \). Then, set the seed nodes as the nodes in the set \( F_r(K_x, K_y) \) and open the physical nodes in the set \( H_r(K_x, K_y) \).

\[\text{A leaf node is a node that does not have an outgoing neighboring node.}\]
Note that Algorithms 3 and 5 are inspired from the paper [13]; however, the paper [13] focuses on influence maximization problem under DLTM when the social network is a directed rooted tree with all the edges pointed towards the root node and thus does not consider the presence of physical nodes and heterogeneous weights for social nodes. Therefore, the presence of physical nodes and weighted social nodes make our problem more challenging and interesting as mentioned before.

We now present the main result of this section.

**Theorem 3:** Suppose Assumptions 1-3 hold, i.e., there is a forest $G = \{V, E\}$ of out-trees with $M \geq 1$ social nodes, along with a set $W$ of $M$ physical nodes. Then, Algorithm 5 is optimal.

**Proof:** Since the Steps 1 and 2 of Algorithm 3 generate an out-tree $G'$ from $G$ by adding dummy nodes, we first show that Algorithm 5 is optimal for graph $G'$ by arguing that 1-19 hold. Note that 1-4 trivially hold, so we focus on the other conditions. In condition 5, $f(k, l) = 0$ because node $v$ is inactive from the definition of $\mathcal{F}(k, l)$ and thus it is not possible to activate other nodes in the out-tree of $v$ since either $k = 0$ (i.e., there is no seed node in the out-tree of $v$) or $l = 0$ (i.e., no physical node is opened in the out-tree of $v$). Also, $\mathcal{F}(k, l) = 0$ and $\mathcal{H}(k, l) = 0$ ensure that $f(k, l) = 0$, and thus 5 holds. Note that 6 (resp. 7) holds trivially since $v$ is an inactive (resp. active) leaf node; also note that while computing $\mathcal{F}(k, l)$ node $v$ is not set as a seed node but is set as a seed node while computing $\mathcal{F}(k, l)$ because of the definitions of $\mathcal{F}(k, l)$ and $\mathcal{F}(k, l)$. The condition 8 follows in the same way as 7.

We now focus on the conditions for non-leaf (i.e., interior) nodes. The condition 9 follows from the fact that no dummy node can be activated in the out-tree rooted at $v$ since $l = 0$. Note that since node $v$ is not active in $f(k, l)$, functions $\mathcal{F}(k, l)$ and $\mathcal{H}(k, l)$ that assume node $v$ (which is the predecessor of $u_1$ and $u_2$) is active are not considered in the definitions of $g_u(k_1, l_1)$ and $g_u(k_2, l_2)$ in 10-11 and thus 10-12 hold. The remaining conditions (i.e., 13-19) require that $v$ is an active non-dummy node (thus physical node $\tau$ is opened and then at most $l - 1$ physical nodes can be opened corresponding to the remaining social nodes in the out-tree rooted at $v$). Note that node $v$ is not selected as a seed node in 13 but is selected as a seed node in 15 due to the definitions of $\mathcal{F}(k, l)$ and $\mathcal{F}(k, l)$. Next, the computation of $\mathcal{F}(k, l)$ when $v \in \mathcal{V}_d \cap \mathcal{V}_e$, $\mathcal{V}_e$, $\mathcal{V}_f$, $\mathcal{V}_g$, $k \geq 0$ and $l \geq 1$, is similar to when $v \in \mathcal{V}_e \cap \mathcal{V}_f$, $\mathcal{V}_g$, $k \geq 0$ and $l \geq 1$ with the difference that there is no physical node corresponding to $v \in \mathcal{V}_d$ and we thus set $l = l + 1$ in the RHS of 13-14 and ensure $\mathcal{H}(k, l) = \bigcup_{j=1}^{2} \mathcal{H}(k_j, l_j)$. Note that when node $v$ has only one outgoing neighbor $u_1$, then the conditions for the case when there are two outgoing neighbors would hold by not allocating any seed nodes and opening any physical nodes corresponding to the social nodes in the out-tree of $u_2$. Thus, 13-19 hold and therefore Algorithm 5 computes an optimal solution for $G'$ from the definitions of $\mathcal{F}(K_s, K_p)$ and $\mathcal{H}(K_s, K_p)$. Note that an optimal solution for $G'$ is also optimal for $G$ because the weight of each dummy node is zero, a dummy node is not set as a seed node in $G'$ and there are no physical nodes corresponding to the dummy nodes. Thus, the result follows.

**Remark 2:** Note that Algorithm 3 is a polynomial-time algorithm because of the following. First, Algorithm 4 has polynomial-time complexity because the outer loop in Step 1 of Algorithm 4 is executed at most $O(N)$ times as there are at most $N$ nodes and the inner loop in Step 1 of Algorithm 4 is also executed at most $O(N)$ times as the maximum number of outgoing neighbors of a node is $N - 1$. Thus, Step 1 of Algorithm 3 has polynomial-time complexity as there are at most $N$ out-trees in $G$. Step 2 of Algorithm 3 also has polynomial-time complexity as the loop in that step is executed $O(N)$ times (as there are at most $N$ root nodes). Finally, Step 3 of Algorithm 3 has polynomial-time complexity because of the following. Let $N^*$ be the number of nodes in $G'$; note that $N^* = O(N)$ from Steps 1 and 2 of Algorithm 3. Then, the combined complexity of Steps 1 and 2 in Algorithm 3 is $O((N')^2 K_s K_p)$ because there are $O(N' K_s K_p)$ parameters that need to be computed since $k \in \{0, K_s\}, l \in \{0, K_p\}$, and in each computation of parameters such as $f_u(k, l)$ and $\mathcal{F}(k, l)$, there are at most $O(K_s K_p)$ comparisons that need to be made. Note that $K_s = O(N)$ and $K_p = O(N)$ because $K_s \leq N$ and $K_p \leq N$. Finally, Step 3 of Algorithm 5 takes $O(N^*)$ operations.

We now revisit Example 2 to illustrate Algorithm 3.

**Example 3:** Consider the instance of Problem 1 focused in Example 2. When Algorithm 4 is applied to the example graph $G$ would be the same as graph $G$ in the first step of the algorithm as each node in $G$ has at most two outgoing neighbors. In the second step, a dummy node $r$ would be added as the root node as shown in Figure 4 to form an out-tree $G'$. Finally, Algorithm 5 is run on $G'$ to obtain the optimal solution (where nodes $c$ and $f$ are selected as the seed nodes and the physical nodes corresponding to the social nodes $c, d$ and $f$ are opened).

![Fig. 4. Graph obtained by adding a dummy node to the graph of Figure 2.](image)

**VI. CONCLUSIONS**

In this paper, we studied the influence maximization problem in social networks that are dependent on a set of physical nodes. Each physical node covers one or more social nodes, and a necessary condition to activate a social node is that

\[ \text{Note that } O(K_s K_p) \text{ comparisons are required as each node } v \in \mathcal{V}' \text{ has at most two outgoing neighbors and that is why dummy nodes are added in Algorithm 5 to ensure that each node } v \in \mathcal{V}' \text{ has at most two outgoing neighbors.} \]
it should be covered by at least one of the opened physical nodes. There is a constraint on the total number of physical nodes that can be opened (in addition to the number of social nodes that can be chosen as seed nodes). This problem has applications in contexts such as disaster recovery where a displaced social group may decide to return to its home only if some infrastructure components in its residential neighborhood have been repaired and a sufficiently large number of groups in its social network have returned back. The general problem is NP-hard to approximate within any constant factor and therefore we provided optimal and approximation algorithms for special instances of the problem.

There are several avenues of future research along the lines of our work. In this paper, we characterized algorithms for cases of Problem 1 under the Assumptions 1 and 2, and therefore characterizing approximation algorithms under more general conditions would be of interest. Considering dependencies between the physical nodes would also be an important extension.
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