SYMMETRIES OF ALGEBRAS CAPTURED BY ACTIONS OF WEAK HOPF ALGEBRAS

FABIO CALDERÓN, HONGDI HUANG, ELIZABETH WICKS, AND ROBERT WON

Abstract. In this paper, we present a generalization of well-established results regarding symmetries of $k$-algebras, where $k$ is a field. Traditionally, for a $k$-algebra $A$, the group of $k$-algebra automorphisms of $A$ captures the symmetries of $A$ via group actions. Similarly, the Lie algebra of derivations of $A$ captures the symmetries of $A$ via Lie algebra actions. In this paper, given a category $C$ whose objects possess $k$-linear monoidal categories of modules, we introduce an object $\text{Sym}_C(A)$ that captures the symmetries of $A$ via actions of objects in $C$. Our study encompasses various categories whose objects include groupoids, Lie algebroids, and more generally, cocommutative weak Hopf algebras. Notably, we demonstrate that for a positively graded non-connected $k$-algebra $A$, some of its symmetries are naturally captured within the weak Hopf framework.

1. Introduction

Let $k$ be an algebraically closed field of characteristic 0. Symmetries of noncommutative algebras over $k$ have been extensively studied in the context of Hopf algebra actions and coactions, with notable success for connected $k$-algebras (see, e.g., [Mon93, Kir16, CKWZ16, EW14]). However, extending these results to not-necessarily-connected $k$-algebras is not a straightforward task. In recent years, the study of actions and coactions of weak Hopf algebras has emerged as a promising avenue for investigating symmetries of such $k$-algebras, with several attempts made in this direction (see, e.g., [BNS99, CDG00, Nik02, HWWW23, WWW22]). In this article, we contribute to this ongoing effort by providing further insights and results for (cocommutative) weak Hopf algebra actions on noncommutative, not necessarily connected $k$-algebras.

Our main motivation for this article is the well-known correspondence between two action frameworks for groups and Lie algebras: the automorphism group $\text{Aut}_{\text{Alg}}(A)$ captures the group actions on $A$, while the Lie algebra of derivations $\text{Der}(A)$ captures the Lie algebra actions on $A$. Namely, for a group $G$, a $G$-module algebra structure on a $k$-algebra $A$ yields a group morphism $G \rightarrow \text{Aut}_{\text{Alg}}(A)$, and conversely any group morphism $G \rightarrow \text{Aut}_{\text{Alg}}(A)$ induces a $G$-module algebra structure on $A$. Likewise, for a Lie algebra $\mathfrak{g}$, a $\mathfrak{g}$-module algebra structure on $A$ yields a Lie algebra morphism $\mathfrak{g} \rightarrow \text{Der}(A)$, and conversely any Lie algebra morphism $\mathfrak{g} \rightarrow \text{Der}(A)$ induces a $\mathfrak{g}$-module algebra structure on $A$.

Our aim is to study symmetries of $k$-algebras $A$, captured by actions of algebraic structures $H$ which resemble (cocommutative) Hopf algebras. To achieve this, we will generalize the classical correspondences to establish a connection between categorical and representation-theoretic frameworks for these $H$-actions on $A$.

Throughout this paper, we will focus on a specific set of categories.

Notation 1.1. Let $X$ be a nonempty finite set. We consider the following categories:

- $\text{Grp}$, of groups together with group morphisms,

---
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Lie, of Lie algebras together with Lie algebra morphisms,
Hopf, of Hopf algebras together with Hopf algebra morphisms,
Grpd, of groupoids together with groupoid morphisms (i.e., functors),
$X$-Grpd, the subcategory of Grpd whose objects are groupoids with object set $X$ (called $X$-groupoids), together with $X$-preserving groupoid morphisms (see Definition 3.3),
$X$-Lie, of $X$-Lie algebroids, together with $X$-Lie algebroid morphisms (see Definition 5.2),
$X$-WHA, of weak Hopf algebras with a complete set of grouplike idempotents indexed by $X$ (called $X$-weak Hopf algebras), together with $X$-preserving weak Hopf algebra morphisms (see Definition 4.30).

We also consider the following full subcategories of Hopf:
GrpAlg, of group algebras,
EnvLie, of enveloping algebras of Lie algebras,
CocomHopf, of cocommutative Hopf algebras.

As well as the following full subcategories of $X$-WHA:
$X$-GrpdAlg, of $X$-groupoid algebras (see Definition 4.30),
$X$-EnvLie, of $X$-enveloping algebras of $X$-Lie algebroids (see Definition 5.19),
$X$-CocomWHA, of cocommutative $X$-weak Hopf algebras.

Note that all the categories $C$ mentioned above have a common property: for any object $H$ in $C$, there is a notion of a category of left $H$-modules, which we denote $H$-$\text{mod}$, and this category is a $k$-linear monoidal category (although $\otimes_{H, \text{mod}}$ is not necessarily given by $\otimes_k$). We refer to any of the categories above as a category of Hopf-like structures and provide further details in Remark 2.1.

The categories listed below consist of objects that will be acted on by Hopf-like structures.

**Notation 1.2.** Let $X$ be a nonempty finite set. We consider the following categories:

- Set, of sets together with set-theoretic functions,
- Vec, of $k$-vector spaces together with linear maps,
- Alg, of $k$-algebras together with $k$-algebra morphisms,
- $X$-Alg, the subcategory of Alg whose objects are $k$-algebras with a complete set of nonzero orthogonal idempotents indexed by $X$ (called $X$-algebras), together with $X$-preserving $k$-algebra morphisms (see Definition 4.30).

Throughout, we assume the following hypothesis.

**Hypothesis.** An unadorned $\otimes$ signifies $\otimes_k$. Unless otherwise stated, all $k$-algebras are associative and unital, and $k$-algebra morphisms are unital. If not explicitly specified, modules are assumed to be left-sided.

Suppose $C$ is a category of Hopf-like structures. If $H$ is an object in $C$, we say that $H$ acts on a $k$-algebra $A$ if $A$ is an algebra object in the category $H$-$\text{mod}$ (Definition 2.4).

Let $A$ be an arbitrary $k$-algebra. In this paper, our main results identify a distinguished object in $C$, called the symmetry object over $A$ in $C$ and denoted as Sym$_C(A)$, which captures all actions on $A$ by objects of $C$. Specifically, we define Sym$_C(A)$ as an object in $C$ acting on $A$ with the property that, for every object $H$ in $C$, there is a bijective correspondence between $H$-actions on $A$ and morphisms $H \rightarrow$ Sym$_C(A)$ in $C$ (see Definition 2.6). Hence, the classical results mentioned above as our motivation can be concisely restated as follows: for a $k$-algebra $A$, Sym$_{\text{Grp}}(A) = \text{Aut}_{\text{Alg}}(A)$ (Remark 3.35) and Sym$_{\text{Lie}}(A) = \text{Der}(A)$ (Remark 5.18).

The first category we study in this paper is the category $X$-Grpd.
Definition (Definitions 3.23, 3.31). Let $X$ be a nonempty finite set.

(a) We say that a nonzero $k$-algebra $A$ is an $X$-decomposable algebra if $A$ has a $k$-algebra decomposition $A = \bigoplus_{x \in X} A_x$, where each $A_x$ is a unital $k$-algebra (some of which may be 0).

(b) For an $X$-decomposable $k$-algebra $A = \bigoplus_{x \in X} A_x$, define the groupoid, $\text{Aut}_{X-\text{Alg}}(A)$, to have object set $X$, and where $\text{Hom}_{\text{Aut}_{X-\text{Alg}}(A)}(x, y)$ is the set of unital $k$-algebra isomorphisms $A_x \to A_y$, for all $x, y \in X$.

Our first main result identifies the symmetry object $\text{Sym}_{X-\text{Grpd}}(A)$ over $X$-decomposable algebras in $X$-Grpd. Notice that, by taking $X$ to be the singleton set, we recover the classical result for groups mentioned above.

Theorem (Theorem 4.35). Let $A = \bigoplus_{x \in X} A_x$ be an $X$-decomposable $k$-algebra. Then $A$ is an $\text{Aut}_{X-\text{Alg}}(A)$-module algebra. Moreover, for any $X$-groupoid $G$, the $G$-module algebra structures on $A$ correspond bijectively to the $X$-groupoid morphisms $G \to \text{Aut}_{X-\text{Alg}}(A)$. Hence, $\text{Sym}_{X-\text{Grpd}}(A) = \text{Aut}_{X-\text{Alg}}(A)$.

Our work on groupoid actions on $k$-algebras unifies previous work on so-called partial actions of groupoids on $k$-algebras (e.g., [BP12, PF14, PT14]) with categorical methods. The findings above can be linearized for actions of groupoid algebras via the result below, which generalizes well-known adjunctions for groups.

Theorem (Theorem 4.35). Let $X$ be a nonempty finite set.

(a) The groupoid algebra functor

$$k(-) : X-\text{Grpd} \to X-\text{Alg}$$

is well-defined. Moreover, it is left adjoint to the functor,

$$(\text{hom})_X : X-\text{Alg} \to X-\text{Grpd},$$

that forms a groupoid of local units with object set $X$ (Definition 4.17).

(b) The groupoid algebra functor

$$k(-) : X-\text{Grpd} \to X-\text{WHA}$$

is well-defined. Moreover, it is left adjoint to the functor,

$$\Gamma(-) : X-\text{WHA} \to X-\text{Grpd},$$

that forms a groupoid of grouplike elements with object set $X$ (Definition 4.20).

By applying this linearization, we calculate the symmetry object over $X$-decomposable algebras in the category of $X$-groupoid algebras $X$-GrpdAlg, and as a special case, the classical result for the category of group algebras (Remark 4.40).

Corollary (Proposition 4.38). Let $A = \bigoplus_{x \in X} A_x$ be an $X$-decomposable $k$-algebra. Then $A$ is a $k(\text{Aut}_{X-\text{Alg}}(A))$-module algebra. Moreover, for any $X$-groupoid $G$, the $kG$-module algebra structures on $A$ correspond bijectively to the $X$-weak Hopf algebra morphisms $kG \to k(\text{Aut}_{X-\text{Alg}}(A))$. Hence, $\text{Sym}_{X-\text{GrpdAlg}}(A) = k(\text{Aut}_{X-\text{Alg}}(A))$.

As an application of the preceding findings, we establish a result that showcases the reduction of studying groupoid actions on the $k$-algebra $A$ to the study of group actions when $A$ is a domain. This result highlights how the study of groupoid actions represents a genuine extension of the classical theory of group actions on connected $k$-algebras.
Corollary (Corollary 4.29). Suppose that $\mathcal{G}$ is a finite groupoid and $A$ is a domain such that $A$ is an inner faithful $k\mathcal{G}$-module algebra. Then $\mathcal{G}$ is a disjoint union of groups, and at most one of the groups is nontrivial.

Now, let us shift our focus to the category of $X$-Lie algebroids. Nikshych established a generalization of the Cartier–Gabriel–Kostant–Milnor–Moore theorem for cocommutative weak Hopf algebras $H$, which states that $H$ is isomorphic to $(\bigoplus_{x \in X} U(\mathfrak{g}_x)) \# k\mathcal{G}$, where $\mathcal{G}$ is a groupoid acting by conjugation on a direct sum, indexed by a nonempty finite set $X$, of universal enveloping algebras of Lie algebras $\{\mathfrak{g}_x\}_{x \in X}$ [Nik01, Theorem 3.2.4]. Motivated by this result, we introduce the notion of an $X$-Lie algebroid, denoted by $\mathfrak{G}$, which is defined as a direct sum of Lie algebras $\mathfrak{G} = \bigoplus_{x \in X} \mathfrak{g}_x$ equipped with a partially defined bracket (see Definition 5.1). The $X$-universal enveloping algebra of $\mathfrak{G}$ is defined as $U_X(\mathfrak{G}) = \bigoplus_{x \in X} U(\mathfrak{g}_x)$ (Definition 5.19). We prove that actions of $X$-Lie algebroids correspond to actions of their $X$-universal enveloping algebras via the result below, which generalizes well-known adjunctions for Lie algebras.

Theorem (Theorem 5.24). Let $X$ be a nonempty finite set.

(a) The $X$-universal enveloping algebra functor

$U_x(-): X\text{-Lie} \to X\text{-Alg}$

is well-defined. Moreover, it is left adjoint to the functor,

$L_X(-): X\text{-Alg} \to X\text{-Lie},$

that forms an associated $X$-Lie algebroid (Example 5.3).

(b) The $X$-universal enveloping algebra functor

$U_X(-): X\text{-Lie} \to X\text{-WHA}$

is well-defined. Moreover, it is left adjoint to the functor,

$P_X(-): X\text{-WHA} \to X\text{-Lie},$

that forms an $X$-Lie algebroid of primitive elements (Example 5.4).

We then calculate the symmetry object over $X$-decomposable algebras in the categories of $X$-Lie algebroids and $X$-universal enveloping algebras, obtaining a generalization of the Cartier–Gabriel–Kostant–Milnor–Moore theorem for cocommutative $X$-Lie algebroids and $X$-universal enveloping algebras via the result below, which generalizes well-known adjunctions for Lie algebras.

Theorem (Proposition 5.17). Let $A = \bigoplus_{x \in X} A_x$ be an $X$-decomposable $k$-algebra. Then $A$ is an $\text{Der}_X(A)$-module algebra. Moreover, for any $X$-Lie algebroid $\mathfrak{G}$, the $\mathfrak{G}$-module algebra structures on $A$ correspond bijectively to the $X$-Lie algebroid morphisms $\mathfrak{G} \to \text{Der}_X(A)$. Hence, $\text{Sym}_{X,Lie}(A) = \text{Der}_X(A)$.

Corollary (Proposition 5.26). Let $A = \bigoplus_{x \in X} A_x$ be an $X$-decomposable $k$-algebra. Then $A$ is an $U_X(\text{Der}_X(A))$-module algebra. Moreover, for any $X$-Lie algebroid $\mathfrak{G}$, the $U_X(\mathfrak{G})$-module algebra structures on $A$ correspond bijectively to the $X$-weak Hopf algebra morphisms $U_X(\mathfrak{G}) \to U_X(\text{Der}_X(A))$. Hence, $\text{Sym}_{X,Envelop}(A) = U_X(\text{Der}_X(A))$.

This brings us to the final main result of our paper, which calculates the symmetry object over $X$-decomposable algebras in the category of cocommutative $X$-weak Hopf algebras.
Theorem (Theorem 6.17). Let $A = \bigoplus_{x \in X} A_x$ be an $X$-decomposable $k$-algebra and define $K := U_X(\mathrm{Der}_X(A)) \# k(\mathrm{Aut}_X(\mathrm{Alg})(A))$. Then $A$ is a $K$-module algebra. Moreover, for any cocommutative $X$-weak Hopf algebra $H$, the $H$-module algebra structures on $A$ correspond bijectively to the $X$-weak Hopf algebra morphisms $H \to K$. Hence, $\mathrm{Sym}_{X,\text{CocomWHA}}(A) = K$.

By taking $X$ to be the singleton set above, we obtain the following result for actions of cocommutative Hopf algebras.

Theorem (Remark 6.21). Let $A$ be a $k$-algebra and define $K := U(\mathrm{Der}(A)) \# k(\mathrm{Aut}_{\text{Alg}}(A))$. Then $A$ is a $K$-module algebra. Moreover, for any cocommutative Hopf algebra $H$, the $H$-module algebra structures on $A$ correspond bijectively to the Hopf algebra morphisms $H \to K$. Hence, $\mathrm{Sym}_{\text{CocomHopf}}(A) = K$.

The results presented in this paper reinforce the idea that weak Hopf algebra actions provide a promising framework for investigating the symmetries of noncommutative $k$-algebras, particularly in the non-connected case. We summarize our constructions of $\mathrm{Sym}_C(A)$ for the various categories $C$ of Notation 1.1 in Table 1.

| Category $C$ of classical Hopf-like structures | $\mathrm{Sym}_C(A)$ for algebra $A$ | Reference |
|-----------------------------------------------|-----------------------------------|-----------|
| Grp                                          | $\mathrm{Aut}_{\text{Alg}}(A)$    | Rem. 3.35 |
| GrpAlg                                       | $k(\mathrm{Aut}_{\text{Alg}}(A))$ | Rem. 4.40 |
| Lie                                          | $\mathrm{Der}(A)$                 | Rem. 5.18 |
| EnvLie                                       | $U(\mathrm{Der}(A))$              | Rem. 5.27 |
| CocomHopf                                    | $U(\mathrm{Der}(A)) \# k(\mathrm{Aut}_{\text{Alg}}(A))$ | Rem. 6.21 |

| Category $C$ of Hopf-like structures with base $X$ | $\mathrm{Sym}_C(A)$ for $X$-decomp. alg. $A$ | Reference |
|-------------------------------------------------|-------------------------------------------|-----------|
| X-Grp                                          | $\mathrm{Aut}_{X,\text{-Alg}}(A)$         | Prop. 3.33|
| X-GrpAlg                                       | $k(\mathrm{Aut}_{X,\text{-Alg}}(A))$     | Prop. 4.38|
| X-Lie                                          | $\mathrm{Der}_X(A)$                      | Prop. 5.17|
| X-EnvLie                                       | $U_X(\mathrm{Der}_X(A))$                 | Prop. 5.26|
| X-CocomHopf                                    | $U_X(\mathrm{Der}_X(A)) \# k(\mathrm{Aut}_{X,\text{-Alg}}(A))$ | Thm. 6.17|

Table 1. The symmetry object $\mathrm{Sym}_C(A)$ in the category $C$ that captures symmetries of $k$-algebras $A$ by actions of objects in $C$.

The paper is structured as follows. In Section 2, we provide a precise definition of $\mathrm{Sym}_C(A)$, where $C$ is a category of Hopf-like structures and $A$ is a $k$-algebra. In Section 3, we investigate groupoid actions and extend them linearly to study groupoid algebra actions in Section 4. Section 5 is dedicated to the study of $X$-Lie algebroids and their universal enveloping algebras. Leveraging Nikshych’s generalization of the Gabriel–Kostant–Milnor–Moore theorem, we are able to study actions of cocommutative weak Hopf algebras in Section 6. Finally, in Section 7, we illustrate our results for actions on polynomial algebras.

2. Symmetries in module categories over Hopf-like structures

Recall that an additive category is called $k$-linear if the hom-sets are $k$-vector spaces and the composition of morphisms is bilinear over $k$. A monoidal category $(\mathcal{D}, \otimes, I_D)$ is a category $\mathcal{D}$ equipped with a bifunctor $\otimes : \mathcal{D} \times \mathcal{D} \to \mathcal{D}$, an object $I_D$, and natural isomorphisms for associativity and unitality such that the pentagon and triangle axioms hold (see e.g. [EGNO15, Ch. 2] for details).

While we do not provide a precise set of axioms that define a category $C$ as consisting of “Hopf-like structures” beyond the given list in Notation 1.1, these categories do share several
common properties, which we discuss in the following remark. However, we hope that the
results presented in this paper can be extended to other categories, including those involving
non-cocommutative Hopf-like structures. Exploring this extension is an open question for
future research.

Remark 2.1. Let \( \mathcal{C} \) be any of the categories of Hopf-like structures introduced in Nota-
tion 1.1. We will see in this paper that each of these categories possesses the following properties:
(a) \( \mathcal{C} \) is a concrete category.
(b) For each object \( H \) in \( \mathcal{C} \), there exists a notion of a quotient object \( H/I \) in \( \mathcal{C} \) associated
with certain subsets \( I \) of \( H \). The set \( I \) may not necessarily correspond to a subobject
of \( H \) in \( \mathcal{C} \), nor does it necessarily need to be an object in \( \mathcal{C} \).
(c) One of the following cases occurs:
(I) There exists a bifunctor \( \boxtimes_{\mathcal{C}} : \mathcal{C} \times \text{Vec} \to \text{Set} \), so that the elements of \( H \boxtimes_{\mathcal{C}} V \)
have the form \( h \boxtimes_{\mathcal{C}} v \), for certain \( h \in H \) and \( v \in V \); in this case we say \( \mathcal{C} \) is of
type I.
(II) There exists a bifunctor \( \boxtimes_{\mathcal{C}} : \mathcal{C} \times \text{Vec} \to \text{Vec} \), so that the elements of \( H \boxtimes_{\mathcal{C}} V \)
are sums of elements of the form \( h \boxtimes_{\mathcal{C}} v \), for certain \( h \in H \) and \( v \in V \); in this
case we say \( \mathcal{C} \) is of type II.
The specifics of \( \boxtimes_{\mathcal{C}} \) depend on the category \( \mathcal{C} \), and details will be given for each
specific category (see Example 2.2 below).
(d) For each object \( H \) in \( \mathcal{C} \), there is a notion of endowing a \( k \)-vector space \( V \) with a
structure of \( H \)-module via a set-theoretic function \( \ell_{H,V} : H \boxtimes_{\mathcal{C}} V \to V \) (if \( \mathcal{C} \) is of
type I) or a \( k \)-linear map \( \ell_{H,V} : H \boxtimes_{\mathcal{C}} V \to V \) (if \( \mathcal{C} \) is of type II). In either case, we
use the notation \( h \cdot v \) to denote \( \ell_{H,V}(h \boxtimes_{\mathcal{C}} v) \) and say that \( H \) acts on \( V \).
(e) For each object \( H \) in \( \mathcal{C} \), there is a notion of a morphism of \( H \)-modules, and thus
there exists a category \( H \text{-mod} \) of \( H \)-modules and their morphisms. This category
can be given a \( k \)-linear monoidal structure \( (H \text{-mod}, \boxtimes_{H\text{-mod}}, 1_{H\text{-mod}}) \).
In summary, the categories of Hopf-like structures introduced in this work are character-
ized by the ability to associate a \( k \)-linear monoidal category of modules to each object, with
actions on these modules defined by specific functions (called action maps). The following
classical categories all satisfy the properties in the above remark.

Example 2.2.  
• When \( \mathcal{C} = \text{Grp} \), we may take \( \boxtimes_{\text{Grp}} = \times \), the set-theoretic Cartesian
product. In this case, if \( G \) is a group, the action map \( \ell_{G,V} : G \times V \to V \) is a
k-linear group action of \( G \) on a vector space \( V \). Then \((G\text{-mod}, \otimes_k, \&)\) is a \( k \)-linear
monoidal category. If \( V, W \) are \( G \)-modules, then \( V \otimes W \) is a \( G \)-module via the action
\( g \cdot (v \otimes w) = (g \cdot v) \otimes (g \cdot w) \) for \( g \in G, v \in V, \) and \( w \in W \).
• When \( \mathcal{C} = \text{Lie} \), we may take \( \boxtimes_{\text{Lie}} = \times \), the set-theoretic Cartesian product. In this
case, if \( g \) is a Lie algebra, the action map \( \ell_{g,V} : g \times V \to V \) is a \( k \)-bilinear map such that \( [x, y] \cdot v = x \cdot (y \cdot v) - y \cdot (x \cdot v) \), for all \( x, y \in g \) and \( v \in V \). Then \((g\text{-mod}, \otimes_k, \&)\) is a
k-linear monoidal category. If \( V, W \) are \( g \)-modules, then \( V \otimes W \) is a \( g \)-module via the action \( x \cdot (v \otimes w) = (x \cdot v) \otimes w + v \otimes (x \cdot w) \).
• When \( \mathcal{C} = \text{Hopf} \), we may take \( \boxtimes_{\text{Hopf}} = \otimes_k \). In this case, if \( H \) is a Hopf algebra, the
action map \( \ell_{H,V} : H \otimes V \to V \) is a linear map that makes \( V \) a left module over
the \( k \)-algebra \( H \) (see [Mon93, Section 1.6] for details). Then \((H\text{-mod}, \otimes_k, \&)\) is a
k-linear monoidal category. If \( V, W \) are \( H \)-modules, then \( V \otimes W \) is an \( H \)-module
via the action \( h \cdot (v \otimes w) = (h_1 \cdot v) \otimes (h_2 \cdot w) \), where \( \Delta(h) = h_1 \otimes h_2 \) is the sumless
notation for comultiplications. As consequence, \text{GrpAlg}, \text{EnvLie} and \text{CocomHopf} are
also categories of Hopf-like structures.
Later we will show that the more general categories $X\text{-Grpd}$, $X\text{-Lie}$, $X\text{-WHA}$, $X\text{-GrpdAlg}$, $X\text{-EnvLie}$ and $X\text{-CocomWHA}$ satisfy the properties in Remark 2.1 (see Remarks 3.12, 5.7, and 4.6).

**Definition 2.3** (Inner-faithful action). Let $\mathcal{C}$ be a category of Hopf-like structures with bifunctor $\boxtimes_{\mathcal{C}}: \mathcal{C} \times \text{Vec} \to \text{Set}$ (if $\mathcal{C}$ is of type I) or bifunctor $\boxtimes_{\mathcal{C}}: \mathcal{C} \times \text{Vec} \to \text{Vec}$ (if $\mathcal{C}$ is of type II). If $H$ is an object in $\mathcal{C}$ and $V$ is an $H$-module via action map $\ell_{H,V}$, we say that $H$ acts *inner-faithfully* on $V$ if there is no proper quotient $H/I$ of $H$ in $\mathcal{C}$ such that $H/I$ acts on $V$ via action map $\ell_{H/I,V}$, and the following diagram commutes (in $\text{Set}$ or in $\text{Vec}$):

\[
\begin{tikzcd}
H \boxtimes_{\mathcal{C}} V \arrow{r}{\ell_{H,V}} \arrow{d}[swap]{\pi \boxtimes \text{id}} & V \\
H/I \boxtimes_{\mathcal{C}} V \arrow{r}{\ell_{H/I,V}} & V
\end{tikzcd}
\]

Here, $\pi : H \to H/I$ is the natural projection.

**Definition 2.4** (Algebra object, $H$-module algebra). Recall that an algebra object $(A, m, u)$ in a monoidal category $(\mathcal{D}, \otimes, \mathbb{1}_\mathcal{D})$ is an object $A$ in $\mathcal{D}$ equipped with morphisms $m : A \otimes A \to A$ and $u : \mathbb{1}_\mathcal{D} \to A$ in $\mathcal{D}$ satisfying associativity and unitality axioms (see [EGNO15, Section 7.8] for details).

Let $H$ be an object in a category of Hopf-like structures $\mathcal{C}$. We say that $A$ is a *left $H$-module algebra* if $A$ is an algebra object in the monoidal category $H\text{-mod}$.

**Remark 2.5.** It is important to note that although the objects of $H\text{-mod}$ are $k$-vector spaces, the monoidal product $\otimes_{H\text{-mod}}$ may not coincide with the $k$-tensor product $\otimes_k$. Therefore, a monoid object $A$ in $H\text{-mod}$ does not necessarily induce a $k$-algebra structure on the underlying $k$-vector space $A$. And conversely, for a $k$-algebra $A$ that also belongs to $H\text{-mod}$, even if the action map is compatible with the algebra operations, it does not guarantee that $A$ is an algebra object in $\mathcal{C}$.

However, in the case of the classical Hopf-like structures listed in Example 2.2, where $\otimes_{H\text{-mod}} = \otimes_k$, it is well known that the algebra objects $A$ in $H\text{-mod}$ correspond bijectively to the $k$-algebra structures on $A$ compatible with the action (see, e.g., [EGNO15, Section 7.8]). This is the reason for no distinction between the two notions in the traditional case.

Furthermore, in all of the non-classical categories $\mathcal{C}$ from Notation 1.1, even though the monoidal product differs from the $k$-tensor product, algebra objects in $H\text{-mod}$ do correspond bijectively to $k$-algebras with compatible actions (as shown in Lemma 3.28 for $\mathcal{C} = X\text{-Grpd}$, Lemma 5.13 for $\mathcal{C} = X\text{-Lie}$, and Proposition 4.7 for $\mathcal{C} = X\text{-WHA}$ or any of its subcategories). Therefore, we will use the convention of referring to such $k$-algebras with compatible actions also as *left $H$-module algebras*.

The symmetry object $\text{Sym}_{\mathcal{C}}(A)$ of a category of Hopf-like structures $\mathcal{C}$, introduced here, is designed to capture the symmetries of any $k$-algebra $A$ arising from the actions of objects in $\mathcal{C}$.

**Definition 2.6** ($\text{Sym}_{\mathcal{C}}(A)$). Let $A$ be a $k$-algebra and let $\mathcal{C}$ be a category of Hopf-like structures. If it exists, we denote by $\text{Sym}_{\mathcal{C}}(A)$ an object in $\mathcal{C}$ such that:

(a) $A$ is a $\text{Sym}_{\mathcal{C}}(A)$-module algebra via action map $\ell_{\text{Sym}_{\mathcal{C}}(A),A} : \text{Sym}_{\mathcal{C}}(A) \boxtimes_{\mathcal{C}} A \to A$. If $f \boxtimes a \in \text{Sym}_{\mathcal{C}}(A) \boxtimes_{\mathcal{C}} A$, we write $f \triangleright a$ to denote $\ell_{\text{Sym}_{\mathcal{C}}(A),A}(f \boxtimes a)$.

(b) For each object $H$ in $\mathcal{C}$, if $A$ is an $H$-module algebra via $\ell_{H,A} : H \boxtimes_{\mathcal{C}} A \to A$, then there exists a unique morphism $\phi : H \to \text{Sym}_{\mathcal{C}}(A)$ in $\mathcal{C}$ such that the following
diagram commutes:

\[
\begin{array}{ccc}
H \boxtimes_C A \\
\downarrow \phi \boxtimes C \text{Id} \\
\Sigma C(A) \boxtimes_C A \\
\end{array}
\begin{array}{c}
\ell_{H,A} \\
\ell_{(\Sigma C(A), A)} \\
A
\end{array}
\]

Conversely, every morphism \( \phi : H \to \Sigma C(A) \) in \( C \) gives \( A \) the structure of an \( H \)-module algebra via \( \ell_{H,A}(h \boxtimes a) = \phi(h) \triangleright a \).

We call \( \Sigma C(A) \) the symmetry object over \( A \) in \( C \).

**Remark 2.7.** Let \( C \) be a category of Hopf-like structures and let \( H \) be an object in \( C \).

(a) Note that, while the definition of an \( H \)-module algebra is “category-theoretic”, if for a \( k \)-algebra \( A \) the symmetry object \( \Sigma C(A) \) exists, then it provides a “representation-theoretic” framework for actions on \( k \)-algebras: \( A \) is an \( H \)-module algebra if and only if there is a morphism \( H \to \Sigma C(A) \) in \( C \).

(b) It is not obvious that the symmetry object \( \Sigma C(A) \) always exists in \( C \). For example, consider the category of abelian groups \( C = \text{AbGrp} \) (which satisfies the conditions of Remark 2.1) and let \( A = k[x] \) be the polynomial algebra. Let \( G = \langle g \rangle \) be the cyclic group of order 2. Then \( G \) acts on \( A \) in two different ways: (1) via the action \( \cdot \) defined by \( g \cdot x := -x \), and (2) via the action \( \ast \) defined by \( g \ast x := -x + 1 \). If \( \Sigma C(\text{AbGrp})(A) \) existed, then by definition we would obtain abelian group morphisms \( \phi : G \to \Sigma C(\text{AbGrp})(A) \) and \( \psi : G \to \Sigma C(\text{AbGrp})(A) \) so that \( \phi(g) \triangleright x = -x \) and \( \psi(g) \triangleright x = -x + 1 \). But then the elements \( \phi(g) \) and \( \psi(g) \) would not commute in \( \Sigma C(\text{AbGrp})(A) \) (since they have different actions on \( x \)), contradicting the fact that \( \Sigma C(\text{AbGrp})(A) \) is an abelian group.

Assuming the existence of the symmetry object, we show two of its basic properties.

**Lemma 2.8.** Let \( A \) be a \( k \)-algebra and let \( C \) be a category of Hopf-like structures. If \( \Sigma C(A) \) exists, then:

(a) \( \Sigma C(A) \) is unique up to isomorphism in \( C \).

(b) \( \Sigma C(A) \) acts inner-faithfully on \( A \).

**Proof.** Let \( S := \Sigma C(A) \).

(a) If \( T \) is another object in \( C \) satisfying the two conditions in Definition 2.6, then we obtain unique morphisms \( \phi : S \to T \) and \( \psi : T \to S \) such that the following diagram commutes:

\[
\begin{array}{ccc}
S \boxtimes_C A \\
\downarrow \phi \boxtimes C \text{Id} \\
T \boxtimes_C A \\
\downarrow \psi \boxtimes C \text{Id} \\
S \boxtimes_C A \\
\end{array}
\begin{array}{c}
\ell_{S,A} \\
\ell_{T,A} \\
\ell_{S,A} \\
\end{array}
\]

Hence, the composition \((\psi \boxtimes \text{Id}) \circ (\phi \boxtimes \text{Id}) = \text{Id}_S \boxtimes \text{Id}\), as this is the unique morphism \( S \boxtimes_C A \to S \boxtimes_C A \) making the outer diagram commute. Hence, \( \phi \) and \( \psi \) are isomorphisms.

(b) Suppose that \( S/I \) is a quotient object of \( S \) which acts on \( A \) such that the following diagram commutes:

\[
\begin{array}{ccc}
S \boxtimes_C A \\
\downarrow \pi \boxtimes C \text{Id} \\
S/I \boxtimes_C A \\
\end{array}
\begin{array}{c}
\ell_{S,A} \\
\ell_{S/I,A} \\
A
\end{array}
\]

Hence, \( \pi \boxtimes \text{Id} = \ell_{S/I,A} \circ (\phi \boxtimes \text{Id}) \circ (\psi \boxtimes \text{Id}) = \ell_{S,A} \circ (\psi \boxtimes \text{Id}) \circ (\phi \boxtimes \text{Id}) = \text{Id}_S \boxtimes \text{Id} \), as this is the unique morphism \( S \boxtimes_C A \to S \boxtimes_C A \) making the outer diagram commute. Hence, \( \phi \) and \( \psi \) are isomorphisms.
By definition of \( \text{Sym}_C(A) \), we obtain a morphism \( \phi : S/I \to S \) such that the following commutes:

\[
\begin{array}{ccc}
S \boxtimes_C A & \xrightarrow{\pi \boxtimes \text{Id}} & S/I \boxtimes_C A \\
\downarrow & & \downarrow \\
S \boxtimes_C A & \xrightarrow{\phi \boxtimes \text{Id}} & A
\end{array}
\]

Hence, the composition \( (\phi \boxtimes \text{Id}) \circ (\pi \boxtimes \text{Id}) = \text{Id}_S \boxtimes_C A \) making the outer diagram commute. But this shows that \( I \) is trivial so \( S/I = S \), as desired. \( \square \)

In the rest of this paper, we will demonstrate the existence of the symmetry object \( \text{Sym}_C(A) \) in the categories \( C \) mentioned in Notation 1.1 and describe the object in these cases. It is worth noting that all these categories consist of objects that are (closely related to) weak Hopf algebras, while the algebras \( A \) for which we calculate the symmetry object are not necessarily connected. Therefore, weak Hopf algebras can be seen as capturing the symmetries of not-necessarily-connected \( k \)-algebras.

### 3. Actions of Groupoids on Algebras

In this section, we first study modules over groupoids and representations of groupoids. We generalize the correspondence between these two notions, which is well-known in the group setting (see Lemma 3.21). Then, for a not necessarily connected \( k \)-algebra \( A \), we identify a groupoid \( \text{Sym}_{X,\text{Grpd}}(A) = \text{Aut}_{X,\text{Alg}}(A) \) which generalizes the automorphism group of a connected \( k \)-algebra and captures the symmetries of \( A \) in the category \( X,\text{Grpd} \). We begin by introducing the definition of a groupoid, which will be used consistently throughout this paper.

**Definition 3.1 \((G, G_0, G_1, e_x)\).** A groupoid \( G = (G_0, G_1) \) is a small category in which every morphism is an isomorphism. Here, \( G_0 \) (resp., \( G_1 \)) is the set of objects (resp., morphisms) of \( G \). If \( g \in G_1 \), then \( s(g) \) (resp., \( t(g) \)) denotes the source (resp., target) object of \( g \). By convention, we compose elements of a groupoid from right to left. For each \( x \in G_0 \), the identity morphism of \( \text{Hom}_G(x, x) \) is denoted by \( e_x \). A groupoid morphism is simply a functor between groupoids.

A group \( G \) can be viewed as a groupoid with only one object. Unless otherwise stated, we assume that for a groupoid \( G \), the set of objects \( G_0 \) is nonempty and finite. If \( G_1 \) is also a finite set, then we call \( G \) finite. Throughout we will use the following notation.

**Notation 3.2 \((X)\).** Henceforth, let \( X \) be a nonempty finite set.

**Definition 3.3 \((X,\text{Grpd})\).** Let \( X,\text{Grpd} \) be the category defined as follows:

- The objects are groupoids \( G \) such that \( G_0 = X \); we call these \( X \)-groupoids.
- The morphisms are groupoid morphisms leaving \( X \) fixed, i.e., functors \( \pi : G \to G' \) such that \( \pi(x) = x \) for all \( x \in X \); we call these functors \( X \)-groupoid morphisms.

**Remark 3.4.** In Definition 3.3, one could allow morphisms of \( X \)-groupoids to permute the set of objects \( X \) rather than requiring them to fix the set. However, we chose the latter for convenience in our proofs. Moreover, in the former case, since \( X \) is finite, a suitable relabeling of objects in either \( X \)-groupoid would reduce to our case. Therefore, all our results apply up to a permutation of \( X \) by considering a more relaxed definition of \( X \)-groupoid morphisms.
Throughout this section, \( \mathcal{G} \) denotes an \( \mathcal{X} \)-groupoid.

### 3.1. Modules over groupoids

Some of the concepts here are partially adapted from [BHS11, Definition 7.1.7] and [PT14, p. 85].

**Definition 3.5** (\( X \)-decomposable vector space). A vector space \( V \) is \( X \)-decomposable if there exists a family \( \{V_x\}_{x \in X} \) of subspaces of \( V \) such that \( V = \bigoplus_{x \in X} V_x \). We call the \( \{V_x\}_{x \in X} \) the components of \( V \).

If \( V = \bigoplus_{x \in X} V_x \) and \( W = \bigoplus_{x \in X} W_x \) are \( X \)-decomposable vector spaces, a linear map \( f : V \to W \) is said to be \( X \)-decomposable if there is a family \( \{f_x : V_x \to W_x\}_{x \in X} \) of linear maps such that \( f|_{V_x} = f_x \) for all \( x \in X \). In this case, we write \( f = (f_x)_{x \in X} \). Every vector space \( V \) has a trivial \( X \)-decomposition if \( |X| = 1 \). Even if \( |X| > 1 \), \( V \) has an \( X \)-decomposition where \( V_x = V \) for one \( x \in X \), and \( V_y = 0 \) for \( y \in X \), \( y \neq x \).

**Definition 3.6** (\( \mathcal{G} \)-module). An \( X \)-decomposable vector space \( V = \bigoplus_{x \in X} V_x \) is said to be a left \( \mathcal{G} \)-module if it is equipped with, for each \( x, y \in X \), a linear map \( \text{Hom}_\mathcal{G}(x, y) \times V_x \to V_y \), denoted \( (g, v) \mapsto g \cdot v \), such that

- \((gh) \cdot v = g \cdot (h \cdot v)\), for all \( g, h \in \mathcal{G}_1 \) with \( t(h) = s(g) \) and all \( v \in V_{s(h)} \), and
- \( e_x \cdot v = v \), for all \( x \in X \) and \( v \in V_x \).

Given two left \( \mathcal{G} \)-modules \( V = \bigoplus_{x \in X} V_x \) and \( W = \bigoplus_{x \in X} W_x \), a \( \mathcal{G} \)-module morphism \( f = (f_x)_{x \in X} : V \to W \) is an \( X \)-decomposable linear map such that

\[
(3.7) \quad g \cdot f_{s(g)}(v) = f_{t(g)}(g \cdot v), \quad \text{for all } g \in \mathcal{G}_1 \text{ and } v \in V_{s(g)}.
\]

For two \( \mathcal{G} \)-module morphisms \( f = (f_x)_{x \in X} : V \to W \) and \( f' = (f'_x)_{x \in X} : W \to Z \), their composition is defined as the \( \mathcal{G} \)-module morphism \( f'f = (f'_xf_x)_{x \in X} : V \to Z \).

**Remark 3.8.** Let \( V = \bigoplus_{x \in X} V_x \) be a left \( \mathcal{G} \)-module. Notice that the action is defined locally, meaning that if \( g \in \mathcal{G}_1 \), then \( g \cdot v \) is well-defined only when \( v \in V_{s(g)} \). For this reason, in the literature, the linear maps mentioned in Definition 3.6 are called a partial groupoid action (see e.g., [BP12, Section 1]). Also, when \( |X| = 1 \) (that is, when \( \mathcal{G} \) is a group), Definition 3.6 recovers the classical notion of a module over a group.

The following result is an adapted version of [IRg20, Proposition 9.3].

**Lemma 3.9.** Let \( V = \bigoplus_{x \in X} V_x \) be a left \( \mathcal{G} \)-module. Then, for each \( g \in \mathcal{G}_1 \), the linear map \( \nu_g : V_{s(g)} \to V_{t(g)} \) given by \( v \mapsto g \cdot v \) is an isomorphism. In particular, \( \{V_x\}_{x \in X}, \{\nu_g\}_{g \in \mathcal{G}_1} \) is a groupoid.

**Proof.** If \( g : x \to y \) is a morphism in \( \mathcal{G}_1 \), then \( \nu_g^{-1} = \nu_{g^{-1}} \). Indeed, for every \( v \in V_x \) we have \( \nu_{g^{-1}}\nu_g(v) = g^{-1} \cdot (g \cdot v) = (g^{-1}g) \cdot v = e_x \cdot v = v \). Similarly, for any \( v' \in V_y \) we have \( \nu_g\nu_{g^{-1}}(v') = e_y \cdot v' = v' \). In particular, \( \nu_{e_x} = \text{Id}_{V_x} \), for every \( x \in X \). \( \square \)

**Notation 3.10** (\( \nu, \omega, \alpha \)). The maps \( \{\nu_g\}_{g \in \mathcal{G}_1} \), above are called the structure isomorphisms of the \( \mathcal{G} \)-module \( V = \bigoplus_{x \in X} V_x \). In the remainder of this section we will use the Greek letters \( \{\nu_g\}_{g \in \mathcal{G}_1}, \{\omega_g\}_{g \in \mathcal{G}_1}, \{\alpha_g\}_{g \in \mathcal{G}_1} \), etc., to denote the structure isomorphisms of \( \mathcal{G} \)-modules \( V = \bigoplus_{x \in X} V_x, W = \bigoplus_{x \in X} W_x, A = \bigoplus_{x \in X} A_x \), respectively.

For instance, if \( f = (f_x)_{x \in X} : V \to W \) is a \( \mathcal{G} \)-morphism, then condition (3.7) can be restated as \( \omega_gf_{s(g)} = f_{t(g)}\nu_g \), for all \( g \in \mathcal{G}_1 \). The category of left \( \mathcal{G} \)-modules can be endowed with a monoidal structure. The proof of the following result is straightforward.

**Lemma 3.11** (\( \mathcal{G} \)-mod). Let \( \mathcal{G} \text{-mod} \) be the category of left \( \mathcal{G} \)-modules. This category admits a monoidal structure as follows.
If \( V = \bigoplus_{x \in X} V_x, W = \bigoplus_{x \in X} W_x \in \mathcal{G}\text{-mod} \), then \( V \otimes_{\mathcal{G}\text{-mod}} W = \bigoplus_{x \in X} V_x \otimes W_x \), and the structure isomorphisms are \( \{ \nu_g \otimes \omega_g \}_{g \in \mathcal{G}_1} \).

If \( f = (f_x)_{x \in X} : V \to W \) and \( f' = (f'_x)_{x \in X} : V' \to W' \) are two \( \mathcal{G}\text{-module morphisms} \), then \( f \otimes_{\mathcal{G}\text{-mod}} f' = (f_x \otimes f'_x)_{x \in X} \). The associativity constraint is that induced by the tensor product of components, and the left/right unital constraints

\[
(l_V : \mathbb{I}_{\mathcal{G}\text{-mod}} \otimes_{\mathcal{G}\text{-mod}} V \to V, \quad r_V : V \otimes_{\mathcal{G}\text{-mod}} \mathbb{I}_{\mathcal{G}\text{-mod}} \to V,)
\]

are given by scalar multiplication, that is, for each \( x \in X \),

\[
(l_V)_x : k \otimes V_x \to V_x, \quad k \otimes v \mapsto kv \quad \text{ and } \quad (r_V)_x : V_x \otimes k \to V_x, \quad v \otimes k \mapsto kv.
\]

For a group \( G \), Lemma 3.11 implies the well-known result that \( G\text{-mod} \) is a monoidal category under the usual tensor product \( \otimes_k \).

**Remark 3.12.** For an \( X\)-groupoid \( \mathcal{G} \) and an \( X\)-decomposable vector space \( V = \bigoplus_{x \in X} V_x \), in the language of Remark 2.1, we define

\[
\mathcal{G} \boxtimes_{X, \mathcal{G}\text{-Grpd}} V = \{ (f, v) \in \mathcal{G} \times V \mid f \in \mathcal{G}, v \in V_{f(x)} \}.
\]

Then a left action of \( \mathcal{G} \) on \( V \) can be viewed as a map \( \mathcal{G} \boxtimes_{X, \mathcal{G}\text{-Grpd}} V \to V \). By the above lemma, \( (\mathcal{G}\text{-mod}, \otimes_{\mathcal{G}\text{-mod}}, k[X]) \) is a monoidal category.

Recall that a subgroupoid is a subcategory closed under taking inverses. Since the morphisms in \( X\text{-Grpd} \) fix the set \( X \), the subobjects of \( \mathcal{G} \) in \( X\text{-Grpd} \) are all wide subgroupoids \( \mathcal{H} \) (that is, \( \mathcal{H}_0 = X \)). A wide subgroupoid is called normal if \( ghg^{-1} \in \mathcal{H} \) for all \( h \in \mathcal{H}_1 \) and all \( g \in \mathcal{G}_1 \) such that \( s(g) = t(h) \). If \( \mathcal{H} \) is a normal subgroupoid, then the set of cosets of \( \mathcal{H} \) in \( \mathcal{G} \) forms a quotient groupoid \( \mathcal{G}/\mathcal{H} \in X\text{-Grpd} \).

Now we provide specific examples of modules over a groupoid.

**Example 3.13.** Consider the following groupoid:

\[
\mathcal{G} = (e_x \xrightarrow{\cdot} \bullet_x \xrightarrow{g} \bullet_y \xrightarrow{g^{-1}} e_y)
\]

(a) Let \( V_x = V_y = k^2 \) and define for all \( a, b \in k \),

\[
g \cdot (a, b) = g^{-1} \cdot (a, b) := (b, a), \quad e_x \cdot (a, b) = e_y \cdot (a, b) := (a, b).
\]

Then \( V = V_x \oplus V_y \) is a left \( \mathcal{G}\)-module; \( \nu_g, \nu_{g^{-1}} : k^2 \to k^2 \) are given by \( (a, b) \mapsto (b, a) \).

(b) Let \( W_x = W_y = k^3 \) and define for all \( a, b, c \in k \),

\[
g \cdot (a, b, c) = g^{-1} \cdot (a, b, c) := (-a, c, b), \quad e_x \cdot (a, b, c) = e_y \cdot (a, b, c) := (a, b, c).
\]

Then \( W = W_x \oplus W_y \) is a left \( \mathcal{G}\)-module. Also, \( \omega_g, \omega_{g^{-1}} : k^3 \to k^3 \) are both defined as \( (a, b) \mapsto (-a, c, b) \). Furthermore, the maps \( f_x, f_y : k^2 \to k^3 \) both defined as \( (a, b) \mapsto (0, a, b) \) make \( f = (f_x, f_y) \) a \( \mathcal{G}\)-module morphism from \( V \) to \( W \).

(c) Let \( Z_x = Z_y = k[t, t^{-1}] \) and define for every \( r \in k[t, t^{-1}] \),

\[
g \cdot r := tr, \quad g^{-1} \cdot r := t^{-1}r, \quad e_x \cdot r = e_y \cdot r := r.
\]

Then \( Z = Z_x \oplus Z_y \) is an infinite-dimensional left \( \mathcal{G}\)-module. The structure isomorphisms \( \xi_g, \xi_{g^{-1}} : k[t, t^{-1}] \to k[t, t^{-1}] \) are given by \( \xi_g(r) = tr \) and \( \xi_{g^{-1}}(r) = t^{-1}r \), for every \( r \in k[t, t^{-1}] \).
(d) Let \( A_x = A_y = k[t, t^{-1}] \) and let \( \sigma \) be the automorphism of \( k[t, t^{-1}] \) define by \( \sigma(t) = t^{-1} \). For \( r \in k[t, t^{-1}] \), define
\[
g \cdot r = \sigma(r) = g^{-1} \cdot r, \quad e_x \cdot r = e_y \cdot r = r.
\]

Then \( A = A_x \oplus A_y \) is an infinite-dimensional left \( G \)-module with structure isomorphisms \( \alpha_g = \alpha_{g^{-1}} = \sigma \).

3.2. Representations of groupoids. In this subsection we focus our study on representations of groupoids by adapting terminology present in [IRg20, Section 9.3], [IR19, Section 3.1] and [PF14, Section 2.3]. Recall that \( G \) denotes an arbitrary \( X \)-groupoid. First, we introduce a generalization of the general linear group, \( GL(V) \), over a vector space \( V \).

**Definition 3.15** (\( GL_X(V) \), \( GL_{(d_1, \ldots, d_n)}(k) \)). Let \( V = \bigoplus_{x \in X} V_x \) be an \( X \)-decomposable vector space. We define the \( X \)-groupoid \( GL_X(V) \), which we call the \( X \)-general linear groupoid of \( V \), as follows:

- the object set is \( X \),
- for any \( x, y \in X \), \( \text{Hom}_{GL_X(V)}(x, y) \) is the space of linear isomorphisms between the vector spaces \( V_x \) and \( V_y \).

If \( X = \{1, \ldots, n\} \) and \( V_i \) has dimension \( d_i \), then we also denote \( GL_X(V) \) by \( GL_{(d_1, \ldots, d_n)}(k) \) for \( d_1 \leq d_2 \leq \cdots \leq d_n \).

This generalizes the classical notation \( GL_d(k) = GL(V) \) when \( V \) has dimension \( d \). Note that, in general, this \( X \)-groupoid is not finite (but always has finitely many objects).

**Example 3.16.** If \( X = \{x, y\} \), then \( k^4 \) is \( X \)-decomposable by taking \((k^4)_x := (k, k, 0, 0)\) and \((k^4)_y := (0, 0, k, k)\). Moreover, we have the following:

\[
GL_X(k^4) = GL_{(2,2)}(k) = \langle x \xrightarrow{r} y, y \xleftarrow{r} x \rangle \cong \langle x \xrightarrow{r} 1 \xrightarrow{s} y, y \xleftarrow{r} 1 \xleftarrow{s} x \rangle.
\]

Here, the dashed arrows can be identified with the spaces \( GL_2(k) \) of linear isomorphisms.

**Definition 3.17** (Representation of \( G \)). A representation of \( G \) is an \( X \)-decomposable vector space \( V = \bigoplus_{x \in X} V_x \) equipped with a \( X \)-groupoid morphism \( \pi : G \to GL_X(V) \), called the representation map of \( V \). We often denote this as \((V, \pi)\). Given two \( G \)-representations \((V, \pi), (W, \eta)\), a morphism of \( G \)-representations is a \( k \)-linear natural transformation \( \varphi : \pi \Rightarrow \eta \), that is, a family of linear maps \( \varphi = \{\varphi_x : V_x \to W_x\}_{x \in X} \) such that \( \varphi_{\iota(g)} \pi(g) = \eta(g) \varphi_{\sigma(g)} \) for every \( g \in G_1 \).

The \( G \)-representations, together with their morphisms, form a category that possesses a monoidal structure.

**Lemma 3.18** (\( \text{rep}(G) \)). Let \( \text{rep}(G) \) be the category of \( G \)-representations. This category admits a monoidal structure as follows.

- If \((V, \pi), (W, \eta) \in \text{rep}(G)\), then \( V \otimes_{\text{rep}(G)} W = \bigoplus_{x \in X} V_x \otimes W_x \); the representation map \( G \to GL_X(V \otimes_{\text{rep}(G)} W) \) is given by \( g \mapsto \pi(g) \otimes \eta(g) \), for all \( g \in G_1 \),
- \( \mathbb{1}_{\text{rep}(G)} = \bigoplus_{x \in X} k \); the representation map \( G \to GL_X(\mathbb{1}_{\text{rep}(G)}) \) is given by \( g \mapsto \text{Id}_k \), for all \( g \in G_1 \).

If \( \varphi = \{\varphi_x : V_x \to W_x\}_{x \in X} \) and \( \varphi' = \{\varphi'_x : V'_x \to W'_x\}_{x \in X} \) are morphisms of \( G \)-representations, then \( \varphi \otimes_{\text{rep}(G)} \varphi' = (\varphi_x \otimes \varphi'_x)_{x \in X} \). The associativity constraint is that induced by the tensor product of components, and the left/right unital constraints
\[
l_V : \mathbb{1}_{\text{rep}(G)} \otimes_{\text{rep}(G)} V \to V, \quad r_V : V \otimes_{\text{rep}(G)} \mathbb{1}_{\text{rep}(G)} \to V,
\]
are given by scalar multiplication, that is, for each \( x \in X \),
\[
(l_V)_x : k \otimes V_x \to V_x, \quad k \otimes v \mapsto kv \quad \quad (r_V)_x : V_x \otimes k \to V_x, \quad v \otimes k \mapsto kv.
\]

**Remark 3.19.** In [IR19, Definition 2], a \( G \)-representation is defined as a functor from \( G \) to \( \text{Vec} \); our definition is a repackaging of the information carried by such a functor. One benefit of this repackaging is that in the case that \( |X| = 1 \) (that is, when \( G \) is a group), Definition 3.17 recovers the classical notion of a group representation, i.e., a vector space \( V \) equipped with a group morphism \( \pi : G \to \text{GL}(V) \).

**Example 3.20.** Let \( G \) be as in (3.14). Then the \( \{x, y\} \)-decomposable vector space \( k^4 \) of Example 3.16 is a representation of \( G \) by taking \( \pi : G \to \text{GL}_X(k^4) = \text{GL}_{(2,2)}(k) \) as
\[
\pi(g) : (k, k, 0, 0) \mapsto (0, 0, k, k) \quad \quad \pi(g^{-1}) : (0, 0, k, k) \mapsto (k, k, 0, 0).
\]
We aim to establish a correspondence between modules over groupoids and representations of groupoids. To achieve this, recall that a functor \( F : D \to D' \) between two monoidal categories is called strong monoidal if it is equipped with a natural isomorphism \( F_{X,Y} : F(X) \otimes_{D'} F(Y) \to F(X \otimes_D Y) \), and an isomorphism \( F_0 : \mathbb{I}_{D'} \to F(\mathbb{I}_D) \) in \( D' \), such that associative and unital constraints are satisfied (see e.g. [EGNO15, Definition 2.4.1] or [WWW22, Definition 3.3] for details). Moreover, two monoidal categories are said to be monoidally isomorphic if there exists a strong monoidal functor between them that also is an isomorphism of ordinary categories.

The following result reconciles various notions of (linear) groupoid actions in the literature and reduces to a well-known result for groups when \( G \) has one object; see, e.g. [BHS11, Section 7.1.ii], [BP12, Section 1], [IRg20, Section 9.3], [IR19, Section 3.1], [PF14, Section 2.3], or [PT14, Section 3].

**Lemma 3.21.** The categories \( G\text{-mod} \) and \( \text{rep}(G) \) are monoidally isomorphic.

**Proof.** Consider the functor \( F : G\text{-mod} \to \text{rep}(G) \) that sends a left \( G \)-module \( V = \bigoplus_{x \in X} V_x \), equipped with structure isomorphisms \( \{\nu_g\}_{g \in G} \), to the representation \( V = \bigoplus_{x \in X} V_x \) with representation map \( \pi : G \to GL_X(V) \) defined as \( \pi(g) := \nu_g \) for all \( g \in G \). Here, \( \pi(x) = x \) holds for all \( x \in X \) by Definition 3.17. Moreover, if \( f = (f_x)_{x \in X} : V \to W \) is a \( G \)-module morphism, then \( F(f) = f \). Clearly, \( F \) is an isomorphism of categories.

For any two left \( G \)-modules \( V, W \) define \( F_{V,W} : F(V) \otimes_{\text{rep}(G)} F(W) \to F(V \otimes_{G\text{-mod}} W) \) as \( (F_{V,W})_x = \text{Id}_{V_x \otimes W_x} \), for all \( x \in X \). The collection \( \{F_{V,W}\}_{V, W \in G\text{-mod}} \) forms a natural isomorphism. Additionally, consider the morphism \( F_0 : \text{Id}_{\text{rep}(G)} \to F(\text{Id}_{G\text{-mod}}) \) in \( \text{rep}(G) \) given by \( (F_0)_x = \text{Id}_k : k \to k \) for all \( x \in X \), which is invertible. Through straightforward verification, it can be checked that \( F \) satisfies the associativity and unit constraints, proving it is a strong monoidal functor.

For a group \( G \), this results recovers the classical monoidal isomorphism between \( G\text{-mod} \) and \( \text{rep}(G) \), given by \( V \to V \times G \) and \( g \cdot v = \pi(g)(v) \), for all \( g \in G \) and \( v \in V \).

**Example 3.22.** The left \( G \)-module \( k^2 \oplus k^2 \) of Example 3.13(a) corresponds to the \( G \)-representation \( k^4 \cong k^2 \oplus k^2 \) of Example 3.20 through the correspondence provided by Lemma 3.21.

### 3.3. Module algebras over groupoids

Next, we study module algebras over groupoids.

**Definition 3.23** \((X\text{-decomposable algebra})\). Let \( A \) be a \( k \)-algebra. We say that \( A \) is an \( X\text{-decomposable} k\text{-algebra} \) if there exists a family \( \{A_x\}_{x \in X} \) of unital \( k \)-algebras (some of which may be 0) such that \( A = \bigoplus_{x \in X} A_x \) as \( k \)-algebras.
If $A = \bigoplus_{x \in X} A_x$ and $B = \bigoplus_{x \in X} B_x$ are $X$-decomposable $k$-algebras, a $k$-linear map $f : A \to B$ is said to be a morphism of $X$-decomposable algebras if there is a family \( \{ f_x : A_x \to B_x \}_{x \in X} \) of $k$-algebra maps such that $f|_{A_x} = f_x$ for all $x \in X$. In this case, we write $f = (f_x)_{x \in X}$.

In other words, $X$-decomposable $k$-algebras are simply direct sums of $|X|$ unital $k$-algebras with the canonical (unital) $k$-algebra structure. This is a stronger condition than the $k$-algebra $A$ being an $X$-decomposable vector space, in the sense of Definition 3.5, since we also require that the decomposition respects the $k$-algebra structure of $A$.

**Remark 3.24.** Let $A = \bigoplus_{x \in X} A_x$ be an $X$-decomposable $k$-algebra.

(a) If for each $x \in X$ we denote the multiplicative identity element of $A_x$ by $1_x := 1_{A_x}$, then $1_A = \sum_{x \in X} 1_x$. We refer to the elements of the set $\{ 1_x \mid x \in X \text{ and } 1_x \neq 0 \}$ as the local identities of $A$. The local identities form a complete set of orthogonal central idempotents of $A$.

(b) A morphism of $X$-decomposable algebras $f : A \to B$ is simply a $k$-algebra homomorphism that respects the components, meaning $f(A_x) \subseteq B_x$ for each $x \in X$. This also implies that $f$ preserves the local identities, i.e., $f(1_{A_x}) = 1_{B_x}$ for all $x \in X$.

However, the local identities could be a sum of nonzero central orthogonal idempotents (i.e., non-primitive), as the next example shows. Thus, an $X$-decomposition of a $k$-algebra is not unique.

**Example 3.25.** The $\{x, y\}$-decomposable vector space $k^4$ of Example 3.16 is, in fact, a $\{x, y\}$-decomposable $k$-algebra when considering component-wise operations. Here, the local identities are $1_x = (1,1,0,0)$ and $1_y = (0,0,1,1)$, which are not primitive.

We point out an example of an $X$-decomposable $k$-algebra which is used in [CL09] for their classification of weak Hopf algebra structures derived from $U_q(sl_2)$.

**Example 3.26.** Take $q \in k \backslash \{0, \pm 1\}$. We follow [CL09] for the following construction. The weak quantum group $A := wsl_2$ is the unital $k$-algebra generated by indeterminates $E, F, K, \overline{K}$ subject to the following relations:

- $KE = q^2EK$, $\overline{K}E = q^{-2}E\overline{K}$,
- $KF = q^{-2}FK$, $\overline{K}F = q^2F\overline{K}$,
- $K\overline{K} = \overline{K}K$, $K\overline{K}K = K$, $\overline{K}K\overline{K} = \overline{K}$,
- $EF - FE = (K - \overline{K})/(q - q^{-1})$.

For $X = \{x, y\}$, let $A_x = A_{1x}$, $A_y = A_{1y}$, with $1_x = K\overline{K}$, and $1_y = 1_A - K\overline{K}$. Thus, $A = A_x \oplus A_y$ is an $X$-decomposable $k$-algebra; in fact, $A_x \cong U_q(sl_2)$ and $A_y \cong k[t_1, t_2]$ as $k$-algebras [CL09, Theorems 2.3, 2.5, 2.7].

Now, we define two remarkable $X$-decomposable linear maps that arise when an $X$-decomposable $k$-algebra has the structure of module over an $X$-groupoid $\mathcal{G}$.

**Remark 3.27.** If $A = \bigoplus_{x \in X} A_x$ is an $X$-decomposable $k$-algebra, the multiplication map $m_A : A \otimes A \to A$ and unit map $u_A : k \to A$ immediately decompose into the respective multiplication map $m_x : A_x \otimes A_x \to A_x$ and unit map $u_x : k \to A_x$ of each $k$-algebra $A_x$, for all $x \in X$. If additionally $A$ is a $\mathcal{G}$-module then, using the notation of Lemma 3.11, $m_A$ and $u_A$ induce $X$-decomposable linear maps $m_{\mathcal{A}} := (m_x)_{x \in X} : A \otimes_{\mathcal{G}\text{-mod}} A \to A$ and $u_{\mathcal{A}} := (u_x)_{x \in X} : 1_{\mathcal{G}\text{-mod}} \to A$, which we call the monoidal multiplication and monoidal unit of $A$, respectively. It is clear that these maps satisfy associativity and unital condition. However, in general, these maps are not necessarily $\mathcal{G}$-module morphisms.
By definition, it follows immediately that the monoidal multiplication and monoidal unit maps are $G$-module morphisms precisely when $A$ is an algebra in $G$-$\text{mod}$ (i.e., $A$ is a $G$-module algebra). Conversely, if $A$ is $G$-module algebra, then it comes equipped with maps in $G$-$\text{mod}$, $\mu_A = (m_x)_{x \in X} \otimes_{G}$-$\text{mod} A \rightarrow A$ and $\iota_A = (\iota_x)_{x \in X} : 1_{G}$-$\text{mod} A \rightarrow A$. These morphisms extend naturally to linear maps $m_A : A \otimes A \rightarrow A$ (where if $a \in A_x$ and $b \in A_y$ for $x \neq y$, we define $m_A(a \otimes b) = 0$) and $\iota_A : k \rightarrow A$ (defined by $k \rightarrow 1_{G}$-$\text{mod} A$ where $k \rightarrow 1_{G}$-$\text{mod}$ maps $1_k$ to $(1, 1, \ldots, 1)$). Hence, we have proved the following result.

**Lemma 3.28.** Let $A = \bigoplus_{x \in X} A_x$ be an $X$-decomposable $k$-algebra and let $G$ be an $X$-groupoid. Then the following statements are equivalent.

(a) $A$ is a $G$-module algebra via the monoidal product $\mu_A : A \otimes_{G}$-$\text{mod} A \rightarrow A$ and monoidal unit $\iota_A : 1_{G}$-$\text{mod} A \rightarrow A$ of Remark 3.27.

(b) $A$ is a $G$-module such that

\begin{align*}
(3.29) & \quad g \cdot (ab) = (g \cdot a)(g \cdot b), \\
(3.30) & \quad g \cdot 1_{s(g)} = 1_{t(g)},
\end{align*}

for all $g \in G_1$ and $a, b \in A_{s(g)}$.

By abuse of notation, we also refer to an $X$-decomposable $k$-algebra satisfying the conditions in Lemma 3.28(b) as a $G$-module algebra. Next, we generalize the algebra automorphism group, $\text{Aut}_{\text{Alg}}(A)$, of a $k$-algebra $A$.

**Definition 3.31** ($\text{Aut}_{X, \text{Alg}}(A)$). Let $A = \bigoplus_{x \in X} A_x$ be an $X$-decomposable $k$-algebra. We define $\text{Aut}_{X, \text{Alg}}(A)$, the $X$-algebra automorphism groupoid of $A$, as follows:

- the object set is $X$,
- for any $x, y \in X$, $\text{Hom}_{\text{Aut}_{X, \text{Alg}}(A)}(x, y)$ is the space of unital $k$-algebra isomorphisms between the unital $k$-algebras $A_x$ and $A_y$. The composition of morphisms is determined by the composition of the corresponding $k$-algebra morphisms.

**Remark 3.32.** The $X$-algebra automorphism groupoid $\text{Aut}_{X, \text{Alg}}(A)$ is an $X$-groupoid. Additionally, $\text{Aut}_{X, \text{Alg}}(A)$ is a subgroupoid of $\text{GL}_{X}(A)$ (see Definition 3.15), and it is usually proper in the sense that the morphisms of $\text{Aut}_{X, \text{Alg}}(A)$ are a proper subset of the morphisms of $\text{GL}_{X}(A)$. In the case $|X| = 1$, this reduces to the statement that $\text{Aut}_{\text{Alg}}(A)$ is a proper subgroup of $\text{GL}(A)$ (which is simply the statement that the $k$-algebra automorphisms of $A$ form a proper subset of the $k$-vector space automorphisms of the vector space $A$).

Now, we give a generalization of the equivalence between the categorical and representation theoretic notions of action on $k$-algebras for groups. In other words, we explicitly calculate the symmetry object $\text{Sym}_{X, \text{Grpd}}(A)$ over any $X$-decomposable $k$-algebra $A$ in the category $X$-$\text{Grpd}$ (recall Definition 2.6).

**Proposition 3.33.** Let $A = \bigoplus_{x \in X} A_x$ be an $X$-decomposable $k$-algebra and let $G$ be an $X$-groupoid. Then:

(a) $A$ is an $\text{Aut}_{X, \text{Alg}}(A)$-module algebra via $\ell_{\text{Aut}_{X, \text{Alg}}(A), A}(f \boxtimes a) = f(a)$ for all $f \boxtimes a \in \text{Aut}_{X, \text{Alg}}(A) \boxtimes_{X, \text{Grpd}} A$ (that is, for all $f \in \text{Aut}_{X, \text{Alg}}(A)$, $a \in A_{s(f)}$). We denote $\ell_{\text{Aut}_{X, \text{Alg}}(A), A}(f \boxtimes a)$ by $f \triangleright a$.

(b) Suppose that $A$ is a $G$-module algebra via $\ell_{G, A}$, and denote $g \cdot a := \ell_{G, A}(g \boxtimes a)$ for all $g \boxtimes a \in G \boxtimes_{X, \text{Grpd}} A$. Then there is a unique $X$-groupoid morphism $\pi : G \rightarrow \text{Aut}_{X, \text{Alg}}(A)$ such that $g \cdot a = \pi(g) \triangleright a$ for all $g \boxtimes a \in G \boxtimes_{X, \text{Grpd}} A$.

(c) Every $X$-groupoid morphism $\pi : G \rightarrow \text{Aut}_{X, \text{Alg}}(A)$ gives $A$ the structure of a $G$-module algebra via $\ell_{G, A}(g \boxtimes a) = \ell_{\text{Aut}_{X, \text{Alg}}(A), A}(\pi(g) \boxtimes a)$ for all $g \boxtimes a \in G \boxtimes_{X, \text{Grpd}} A$. 

Hence \( \text{Sym}_{X,G\text{rpd}}(A) = \text{Aut}_{X,\text{Alg}}(A) \).

**Proof.** (a) For all \( f \in \text{Aut}_{X,\text{Alg}}(A) \) and \( a, b \in A_{s(f)} \) we have
\[
    f \circ (ab) = f(ab) = f(a)f(b) = (f \circ a)(f \circ b),
\]
\[
    f \circ 1_{s(f)} = f(1_{s(f)}) = 1_{t(f)}
\]
so by Lemma 3.28 it follows that \( A \) is an \( \text{Aut}_{X,\text{Alg}}(A) \)-module algebra.

(b) If \( A \) is a \( G \)-module via \( \cdot \), then by Lemma 3.9, there is an associated subgroupoid of \( \text{GL}_X(A) \) with object set \( X \) and its structure isomorphisms \( \alpha_g \) (see Notation 3.10). This induces a unique \( X \)-groupoid morphism \( \pi : G \to \text{GL}_X(A) \) such that and \( \pi(g) = \alpha_g \) for all \( x \in X \) and \( g \in G_1 \) (see Lemma 3.21). Moreover, if \( A \) is a \( G \)-module algebra, then it satisfies (3.29) and (3.30), which are equivalent to map \( \pi(g) \) being a unital \( k \)-algebra map for all \( g \in G \). Hence, the image of the groupoid morphism \( \pi \) is contained in the subgroupoid \( \text{Aut}_{X,\text{Alg}}(A) \) of \( \text{GL}_X(A) \). Corestricting \( \pi \) to a map \( G \to \text{Aut}_{X,\text{Alg}}(A) \) gives the result.

(c) If \( \pi : G \to \text{Aut}_{X,\text{Alg}}(A) \) is any \( X \)-groupoid morphism, then we can define a map \( \ell_{G,A} : \mathcal{G} \times_{X,\text{Grpd}} A \to A \) by \( \ell_{G,A}(g \boxtimes a) = \ell_{\text{Aut}_{X,\text{Alg}}(A),A}(\pi(g),a) \) for all \( g \boxtimes a \in \mathcal{G} \times_{X,\text{Grpd}} A \). Since \( \pi \) is an \( X \)-groupoid morphism, we see that if \( g, h \in G_1 \) with \( t(h) = s(g) \) and \( a \in A_{s(h)} \), then
\[
    (gh) \cdot a = \pi(gh) \circ a = [\pi(g)\pi(h)] \circ a = \pi(g) \circ (\pi(h) \circ a) = g \cdot (h \cdot a),
\]
and for all \( a \in A_x \)
\[
e_x \cdot a = \pi(e_x) \circ a = a.
\]
Hence, \( \cdot \) makes \( A \) a \( G \)-module. Further for all \( g \in G_1 \) and \( a, b \in A_{s(g)} \), we have
\[
g \cdot (ab) = \pi(g) \circ (ab) = (\pi(g) \circ a)(\pi(g) \circ b) = (g \cdot a)(g \cdot b)
\]
and
\[
g \cdot 1_{s(g)} = \pi(g) \circ 1_{s(g)} = 1_{t(\pi(g))} = 1_{t(g)}
\]
and so \( A \) is a \( G \)-module algebra. \( \square \)

**Example 3.34.** In Example 3.13(a), the \( G \)-module \( k^4 \cong k^2 \oplus k^2 \) is a \( G \)-module algebra with functor \( \pi : G \to \text{Aut}_{X,\text{Alg}}(k^4) \) induced from \( \pi \) in Example 3.20. In Example 3.13(d), the \( G \)-module \( A = k[t, t^{-1}] \oplus k[t, t^{-1}] \) is a \( G \)-module algebra with the functor \( \pi : G \to \text{Aut}_{G_0,\text{Alg}}(A) \). However, the \( G \)-module in Example 3.13(b) is not an example of a \( G \)-module algebra since the structure isomorphisms are not unital. Similarly, the induced \( X \)-decomposition of the \( G \)-module of Example 3.13(c) does not make it into an \( G \)-module algebra.

We end this section with a well-known result (see [CM84, Proposition 1.2]), which is the reinterpretation of Proposition 3.33 in the case that \( |X| = 1 \) (that is, when \( G \) is a group).

**Remark 3.35.** Let \( A \) be a \( k \)-algebra. Then \( A \) is an \( \text{Aut}_{\text{Alg}}(A) \)-module algebra and for a group \( G \), the following are equivalent.

(a) \( A \) is a \( G \)-module algebra.

(b) There exists a group morphism \( \pi : G \to \text{Aut}_{\text{Alg}}(A) \).

Hence, \( \text{Sym}_{\text{grp}}(A) = \text{Aut}_{\text{Alg}}(A) \).

4. ACTIONS OF GROUPOID ALGEBRAS ON ALGEBRAS

It is well-known that modules over a group correspond to modules over its group algebra. In this section, we extend this correspondence to the groupoid setting (see Theorem 4.35). This allows us to obtain results about module algebras over groupoid algebras, as given in Proposition 4.38. Along the way, we also demonstrate that finite groupoid actions on domains factor through group actions (see Corollary 4.29), highlighting that the study of groupoid actions represents a natural generalization of group actions on domains.
4.1. **Weak Hopf algebras.** While a group algebra is a Hopf algebra, a groupoid algebra is a weak Hopf algebra. Therefore, we start by providing the definition of a weak bialgebra and recalling some fundamental properties. For more details, we refer the reader to [BNS99, NV02].

**Definition 4.1** (Weak bialgebra). A weak bialgebra is a quintuple $(H, m, u, \Delta, \varepsilon)$ such that

(a) $(H, m, u)$ is a $k$-algebra,

(b) $(H, \Delta, \varepsilon)$ is a $k$-coalgebra,

(c) $\Delta(ab) = \Delta(a)\Delta(b)$ for all $a, b \in H$,

(d) $\varepsilon(abc) = \varepsilon(ab_1)c = \varepsilon(ab_2)c$ for all $a, b, c \in H$,

(e) $\Delta^2(1_H) = (\Delta(1_H) \otimes 1_H)(1_H \otimes \Delta(1_H)) = (1_H \otimes \Delta(1_H))(\Delta(1_H) \otimes 1_H)$.

Here, we use *sumless Sweedler notation*, which means that we write $\Delta(h) := h_1 \otimes h_2$ for any $h \in H$. A weak bialgebra morphism between two weak bialgebras is a linear map that is both a $k$-algebra and a $k$-coalgebra map.

**Definition 4.2** ($\varepsilon_s, \varepsilon_t, H_s, H_t$). Let $(H, m, u, \Delta, \varepsilon)$ be a weak bialgebra. We define the source and target counital maps, respectively as follows:

$$
\varepsilon_s : H \to H, \quad x \mapsto 1_1 \varepsilon(x1_2)
$$

$$
\varepsilon_t : H \to H, \quad x \mapsto \varepsilon(1_1x)1_2.
$$

We denote the images of these maps by $H_s := \varepsilon_s(H)$ and $H_t := \varepsilon_t(H)$, which are called the source and target counital subalgebras of $H$, respectively.

**Remark 4.3** ([BNS99, BCJ11]). Since the counital subalgebras are separable and Frobenius, they are finite-dimensional. Moreover, $H_s^{op} \cong H_s$ as $k$-algebras.

**Definition 4.4** (Weak Hopf algebra). A weak Hopf algebra is a sextuple $(H, m, u, \Delta, \varepsilon, S)$, where the quintuple $(H, m, u, \Delta, \varepsilon)$ is a weak bialgebra and $S : H \to H$ is a linear map, called the antipode, that satisfies the following properties for all $h \in H$:

$$
S(h_1)h_2 = \varepsilon_s(h), \quad h_1S(h_2) = \varepsilon_t(h), \quad S(h_1)h_2S(h_3) = S(h).
$$

A weak Hopf algebra morphism between two weak Hopf algebras is a weak bialgebra map $f : H \to H'$ such that $S_{H'} \circ f = f \circ S_H$.

A (weak) Hopf ideal $I$ of a weak Hopf algebra $H$ is a biideal of $H$ such that $S(I) \subseteq I$.

**Remark 4.5** ([BNS99, NV02]). It follows from Definition 4.4 that $S$ is anti-multiplicative with respect to $m$, and anti-comultiplicative with respect to $\Delta$. Moreover, the following conditions are equivalent: $\Delta(1_H) = 1_H \otimes 1_H$; $\varepsilon(xy) = \varepsilon(x)\varepsilon(y)$ for all $x, y \in H$; $S(x_1)x_2 = \varepsilon(x)1_H$ for all $x \in H$; $x_1S(x_2) = \varepsilon(x)1_H$ for all $x \in H$. In this case, $H$ is a Hopf algebra.

**Remark 4.6.** Since a weak Hopf algebra $H$ is a $k$-algebra, it has a category of $H$-modules, $H$-$\text{mod}$, whose objects are vector spaces $V$ endowed with an action map $H \otimes_k V \to V$ in the usual sense (that is, $(hk) \cdot v = h \cdot (k \cdot v)$ and $1_H \cdot v = v$ for all $h, k \in H$ and $v \in V$). Hence, in the language of Remark 2.1, if $C$ is any of the categories of weak Hopf algebras in Notation 1.1, we may take $\boxtimes C$ to be $\otimes_k$.

The category $H$-$\text{mod}$ is monoidal, where if $V$ and $W$ are $H$-modules then

$$
V \otimes_{H\text{-mod}} W := \Delta(1_H) \cdot (V \otimes W) \subseteq V \otimes_k W
$$

and $1_{H\text{-mod}} = H_t$ [BS00, Section 2.1].

Since, for a weak Hopf algebra $H$, $H$-$\text{mod}$ is a monoidal category, we may define an algebra object $A$ in $H$-$\text{mod}$. However, as mentioned in Remark 2.5, since the monoidal product $\otimes_{H\text{-mod}}$ is not $\otimes_k$, it is not immediately obvious that such an algebra object has
a $k$-algebra structure. Nevertheless, by work of the first author and Reyes [CR24], it is possible to construct an isomorphism of categories between the algebra objects in $H$-mod and a certain category consisting of $k$-algebras that are $H$-modules.

**Proposition 4.7** ([CR24], see also [WWW22]). *Let $H$ be a weak Hopf algebra. Then the following hold.*

(a) If $(A, m_A : A \otimes_{H\text{-mod}} A \to A, u_A : H \to 1_{H\text{-mod}} \to A)$ is an algebra object in $H$-mod, then $A$ can be given the structure of a $k$-algebra by defining $m_A : A \otimes_k A \to A$ and $u_A : k \to A$ by $m_A(x \otimes y) = m_A(1 \cdot x \otimes_{H\text{-mod}} 1 \cdot y)$ and $u_A(1_k) = u_A(1_H)$. This $H$-action on the $k$-algebra $A$ satisfies

$$h \cdot ab = (h_1 \cdot a)(h_2 \cdot b) \quad \text{and} \quad h \cdot 1_A = \varepsilon(h) \cdot 1_A \quad \text{for all} \quad a, b \in A \quad \text{and} \quad h \in H.$$  

(b) Conversely, if a $k$-algebra $(A, m_A : A \otimes_k A \to A, (m_A \colon k \to A)$ is an $H$-module which satisfies equation (4.8), then the $A$ can be viewed as an algebra object in $H$-mod $(A, m_A : A \otimes_{H\text{-mod}} A \to A, u_A : H \to 1_{H\text{-mod}} \to A)$ by defining $m_A(x \otimes_{H\text{-mod}} y) = (1 \cdot x)(1 \cdot y)$ and $u_A(h) = h \cdot 1_A$.

Hence, if $A$ is a $k$-algebra and an $H$-module which satisfies equation (4.8), then we call $A$ an $H$-module algebra. The proof of the following proposition is straightforward.

**Proposition 4.9.** *Let $\{H_x\}_{x \in X}$ be a finite collection of a weak Hopf algebras.*

(a) Then $H = \bigoplus_{x \in X} H_x$ is a weak Hopf algebra. The algebra operations and antipode are defined component-wise, while the coalgebra structure is given by the sum of the component-wise operations. Moreover, $H_x = \bigoplus_{x \in X} (H_x)_x$ and $H_t = \bigoplus_{x \in X} (H_x)_t$.

(b) If $A_x$ is a $H_x$-module algebra for each $x \in X$, then $\bigoplus_{x \in X} A_x$ is an $H$-module algebra with $H$-action defined component-wise.

**4.2. Modules and representations over groupoid algebras.** Now, we shift our focus to groupoid algebras and explore the relationship between their modules and representations and those of the base groupoid. As before, throughout this section, $\mathcal{G}$ denotes an arbitrary $X$-groupoid.

**Definition 4.10** ($k\mathcal{G}$). *The groupoid algebra $k\mathcal{G}$ is defined as the $k$-algebra with a vector space basis given by $\mathcal{G}_1$, and the product of two morphisms being their composition if defined and 0 otherwise, extended linearly. Here, $1_{k\mathcal{G}} = \sum_{x \in X} e_x$. Note that $k\mathcal{G}$ is a weak Hopf algebra with $\Delta(g) = g \otimes g$, $\varepsilon(g) = 1_k$, and $S(g) = g^{-1}$, for all $g \in \mathcal{G}_1$. Here, $(k\mathcal{G})_t = (k\mathcal{G})_t e_x \cong k^{[X]}$.***

For a group $G$, the previous construction coincides with the group algebra $kG$ and its Hopf algebra structure.

Consider the category $k\mathcal{G}$-mod of left $k\mathcal{G}$-modules. Since $k\mathcal{G}$ is a weak Hopf algebra, it follows from Remark 4.6 that $k\mathcal{G}$-mod is a monoidal category. The next result showcases the connection between $k\mathcal{G}$-mod and the previously introduced monoidal category $G$-mod of left $G$-modules (recall Lemma 3.11).

**Lemma 4.11.** *The categories $\mathcal{G}$-mod and $k\mathcal{G}$-mod are monoidally isomorphic.*

**Proof.** Consider the functor $F : k\mathcal{G}$-mod $\to \mathcal{G}$-mod that sends a left $k\mathcal{G}$-module $V$, with action $\cdot$, to the left $\mathcal{G}$-module $V = \bigoplus_{x \in X} V_x$, where $V_x = e_x \cdot V$ for all $x \in X$. The $\mathcal{G}$-action is a restriction of the $k\mathcal{G}$-action and can be denoted similarly as $\cdot$. Moreover, if $f : V \to W$ is a $k\mathcal{G}$-module morphism, then $F(f) = (f_x)_{x \in X}$, where $f_x : V_x \to W_x$ is defined by $f_x(e_x \cdot v) = e_x \cdot f(v)$ for all $x \in X$. Then $F$ is an isomorphism of categories, with its inverse obtained by linearizing the $\mathcal{G}$-actions.
From Definition 4.10, \( \Delta(v_g) = \sum_{x \in X} v_x \otimes v_x \). Therefore, if \( V, W \) are left \( kG \)-modules, we have \( V \otimes G \text{-mod} W = \bigoplus_{x \in X} V_x \otimes W_x \). Using the monoidal structure of the category \( G \text{-mod} \) (Lemma 3.11), define \( F_{V,W} : F(V) \otimes G \text{-mod} F(W) \to F(V \otimes G \text{-mod} W) \) as \( (F_{V,W})_x = \text{Id}_v \otimes w_x \) for all \( x \in X \). Then \( \{F_{V,W}\}_{V,W \in G \text{-mod}} \) forms a natural isomorphism. Also, consider the morphism \( F_0 : \text{Id}_G \to F(\text{Id}_G) \) in \( G \text{-mod} \) given by \( (F_0)_x = \text{Id}_x : k \to k \) for all \( x \in X \), which is clearly invertible. Straightforward verification confirms that \( F \) satisfies the associativity and unit constraints, proving it is a strong monoidal functor.

For a group \( G \), this result recovers the classical monoidal isomorphism between \( kG \text{-mod} \) and \( G \text{-mod} \), which is obtained by restricting the group algebra action to a group action.

For a vector space \( V \), we let \( \text{End}(V) = \text{Hom}_{kV}(V,V) \) denote the usual endomorphism ring of \( V \). If \( V = \bigoplus_{x \in X} V_x \) is \( X \)-decomposable with each \( V_x \neq 0 \), then for each \( x \in X \), we write \( \pi_x : V \to V_x \) to denote the canonical projection and \( \iota_x : V_x \to V \) to denote the canonical inclusion. Note that \( \iota_x \pi_x \) is an idempotent of \( \text{End}(V) \) whose restriction to \( V_x \) is \( \text{Id}_{V_x} \).

**Definition 4.12** (Representation of \( kG \)). A representation of \( kG \) is an \( X \)-decomposable vector space \( V = \bigoplus_{x \in X} V_x \) equipped with a \( k \)-algebra morphism \( \pi : kG \to \text{End}(V) \), such that \( \pi(e_x) = \iota_x \pi_x \), for all \( x \in X \), called the representation map of \( V \). We often denote this as \( (V, \pi) \). A morphism between \( kG \)-representations \( (V, \pi) \) and \( (W, \eta) \) is a linear map \( \varphi : V \to W \) with \( \varphi(V_x) \subseteq W_x \) for all \( x \in X \), such that \( \varphi \circ \pi(g) = \eta(g) \circ \varphi \) for \( g \in G_1 \).

In a \( kG \)-representation \( (V, \pi) \) we have \( \pi(g) = \pi(g e_{s(g)}) = \pi(g) \iota_{s(g)} \pi_{s(g)} \) for every \( g \in G_1 \). Similarly, \( \pi(g) = \pi(e_{t(g)} g) = \iota_{t(g)} \pi_{t(g)} \pi(g) \). This implies that \( \pi(g)(v) \in V_{t(g)} \) if \( v \in V_{s(g)} \), and the result is zero otherwise. Hence, we can consider \( \pi(g) \) as a map from \( V_{s(g)} \) to \( V_{t(g)} \).

The \( kG \)-representations, together with their morphisms, form a category that possesses a monoidal structure.

**Lemma 4.13** (\( \text{rep}(kG) \)). Let \( \text{rep}(kG) \) be the category of \( kG \)-representations. This category admits a monoidal structure as follows.

- If \( (V, \pi), (W, \eta) \in \text{rep}(kG) \), then \( V \otimes \text{rep}(kG) W = \bigoplus_{x \in X} V_x \otimes W_x \); the representation map \( \pi : kG \to \text{End}(V \otimes \text{rep}(kG) W) \) is given by the linearization of \( g \mapsto \pi(g) \otimes \eta(g) \), for all \( g \in G_1 \).

- \( \text{Id}_{\text{rep}(kG)} = \bigoplus_{x \in X} k \); the representation map \( \pi : kG \to \text{End}(\text{Id}_{\text{rep}(kG)}) \) is given by the linearization of \( g \mapsto \text{Id}_k \), for all \( g \in G_1 \).

If \( \varphi : V \to W \) and \( \varphi' : V' \to W' \) are morphisms of \( kG \)-representations, then \( \varphi \otimes \text{rep}(kG) \varphi' = \bigoplus_{x \in X} (\varphi|_{V_x} \otimes \varphi'|_{V'_x}) \). The associativity constraint is that induced by the tensor product of components, and the left/right unital constraints are given by scalar multiplication.

In Corollary 4.36 we describe the connection between \( \text{rep}(kG) \) and \( \text{rep}(G) \).

### 4.3. Local units of algebras

Next, we introduce the notion of local units of a \( k \)-algebra. This will serve the purpose of generalizing the group of units functor to the groupoid setting; see Theorem 4.35(a) below.

**Definition 4.14** \((\tilde{a})\). Let \( A \) be a \( k \)-algebra and \( \{e_x\}_{x \in X} \) be a set of nonzero orthogonal idempotents of \( A \). For \( x, y \in X \), an element \( a \in e_y A e_x \) is called a local unit if there exists an element \( b \in e_x A e_y \) such that \( ab = e_y \) and \( ba = e_x \). The element \( b \) is called a local inverse of \( a \), which we denote by \( a : = b \).

The notions above are well-defined due to the following straightforward lemma.

**Lemma 4.15**. Let \( A \) be a \( k \)-algebra and let \( \{e_x\}_{x \in X} \) be a set of nonzero orthogonal idempotents of \( A \). Suppose that \( a \in e_y A e_x \) is a local unit of \( A \) for some \( x, y \in X \). Then:
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Remark 4.16. In contrast with the notion of local identities introduced in Remark 3.24 for \( X \)-decomposable \( \k \)-algebras, the idempotents in Lemma 4.15 are not required to be central, nor do we require the condition \( 1_A = \sum_{x \in X} e_x \). This allows us to work with a broader scope of \( \k \)-algebras towards our main result, Theorem 4.35. For example, for an \( X \)-groupoid \( \mathcal{G} \), the groupoid algebra \( \k \mathcal{G} \) has the set of nonzero orthogonal idempotents \( \{ e_x \}_{x \in X} \), and even though \( 1_{\k \mathcal{G}} = \sum_{x \in X} e_x \), the idempotents are \( e_x \) are not central, in general. Hence, unless \( \mathcal{G} \) is totally disconnected, \( \k \mathcal{G} \) is not a \( X \)-decomposable \( \k \)-algebra via these elements.

Definition 4.17 \((-\chi_X^X)\). Let \( A \) be a \( \k \)-algebra and \( \{ e_x \}_{x \in X} \) be a set of nonzero orthogonal idempotents of \( A \). The groupoid of local units of \( A \), denoted by \( \operatorname{A}^X_{\chi} \), is defined as follows.

- The objects are the elements \( x \in X \).
- For each \( x, y \in X \), \( \operatorname{Hom}_{\operatorname{A}^X_{\chi}}(x, y) = \{ a \in e_y \operatorname{A} e_x \mid a \text{ is a local unit of } A \} \). In this case we write \( a : x \to y \).
- Given two morphisms \( a : x \to y \) and \( a' : y \to z \), we define their composition as the product \( a'a : x \to z \).
- The inverse of a morphism \( a : x \to y \) is given by its local inverse \( \hat{a} : y \to x \).

Remark 4.18. (a) Lemma 4.15 guarantees that the construction above is well-defined and indeed yields an \( X \)-groupoid.

(b) For a \( \k \)-algebra \( A \), the construction of \( \operatorname{A}^X_{\chi} \) strongly depends on the chosen family of idempotents \( \{ e_x \mid x \in X \} \). As a result, \( A \) may have multiple different associated groupoids of local units. It would be more natural, notationally, for \( X \) to denote the set of idempotents rather than an index set. However, in this paper, we generally begin by choosing an idempotent decomposition of \( 1 = \sum_{x \in X} e_x \), which then determines our index set \( X \). In fact, we frequently use \( X \) interchangeably to refer both to the set of idempotents and to the index set. Since different choices of idempotents are never assigned the same index set, this should not cause any confusion.

It would be interesting to investigate how the groupoid of local units varies with different choices of idempotent decompositions, though we do not explore this here. We do, however, provide an example below that demonstrates two different choices of idempotent decomposition.

Example 4.19. (a) Let \( A = \k[x] \oplus \k[y] \oplus \k[z^{\pm 1}] \), with identity elements in each component denoted by \( e_1, e_2, \) and \( e_3 \), respectively. Consider the two distinct sets of orthogonal idempotents \( X = \{ e_1 + e_2, e_3 \} \) and \( Y = \{ e_1, e_2 + e_3 \} \) in \( A \). Both choices yield groupoids of local units, \( \operatorname{A}^X_{\chi} \) and \( \operatorname{A}^Y_{\chi} \), each with two objects and no morphisms between different objects. However, the groups of morphisms at the objects differ between the two cases. In \( \operatorname{A}^X_{\chi} \), the groups of morphisms are \( \k^X \times \k^X \) and \( \k[z^{\pm 1}] \), whereas in \( \operatorname{A}^Y_{\chi} \), they are \( \k^X \) and \( \k^X \times \k[z^{\pm 1}] \).

(b) If \( |X| = 1 \), then for any \( \k \)-algebra \( A \) we can take \( \{ 1_A \} \) as the set of idempotents indexed by \( X \). In this case, \( \operatorname{A}^X_{\chi} \) is precisely the group of units \( \operatorname{A}^X \).

(c) If \( \mathcal{G} \) is an \( X \)-groupoid and \( A = \k \mathcal{G} \), then the identity morphisms \( \{ e_x \}_{x \in X} \) of \( \mathcal{G} \) form a set of orthogonal nonzero idempotents in \( \k \mathcal{G} \). Hence, \( \mathcal{G} \) is a subgroupoid of \( \k \mathcal{G}^X \), since \( gg^{-1} = e_{t(g)} \) and \( g^{-1}g = e_{s(g)} \) for all \( g \in \mathcal{G} \). If \( |X| = 1 \), then this reduces to
the fact that $\mathcal{G}$ is a subgroup of the group $(k\mathcal{G})^\times$. Note that, in general, $(k\mathcal{G})^\times$ is not equal to $k\mathcal{G}$.

(c) Let $A = \bigoplus_{x \in X} A_x$ be an $X$-decomposable $k$-algebra. Then $A^\times_X$ is a disjoint collection of groups due to the fact that $\text{Hom}_{A^\times_X}(x, x) \cong (A_x)^\times$ as multiplicative groups and $\text{Hom}_{A^\times_X}(x, y) = 0$, for every $x, y \in X$ with $x \neq y$.

(d) Let $V = \bigoplus_{x \in X} V_x$ be an $X$-decomposable vector space with $V_x \neq 0$ for all $x \in X$. Consider $A = \text{End}(V)$ and recall the notation introduced in the discussion before Definition 4.12. For all $x \in X$, we define $e_x = \iota_x \pi_x$. Then, $e_y A e_x \cong \text{Hom}_{\text{vec}}(V_x, V_y)$, and so $f \in e_y A e_x$ is a local unit if and only if it is an isomorphism of vector spaces between $V_x$ and $V_y$. Hence, $A^\times_X \cong \text{GL}_X(V)$ (recall Definition 3.15). If $|X| = 1$, then we recover that $(\text{End}(V))^\times = \text{GL}(V)$.

4.4. **Groupoids of grouplike elements.** Now, we study the groupoid of grouplike elements $\Gamma(H)$ of a weak Hopf algebra $H$, which extends the classical group formed by the grouplike elements of a Hopf algebra. In a weak Hopf algebra $H$, we call an element $h \in H$ **grouplike** if $\Delta(h) = h \otimes h$ and $\varepsilon(h) = 1_k$. Following [BGTLC14, Corollary 6.6, Proposition 6.8, Theorem 8.4], we see that the grouplike elements of $H$ naturally form a groupoid.

**Definition 4.20 ($\Gamma(H)$).** Let $H$ be a weak Hopf algebra. The **groupoid of grouplike elements** of $H$, denoted $\Gamma(H)$, is defined as follows. The morphisms of $\Gamma(H)$ are the elements in

$$\Gamma(H)_1 = \{ h \in H : \Delta(h) = h \otimes h, \varepsilon(h) = 1_k \}.$$

The object set $\Gamma(H)_0$ is $\Gamma(H)_1 \cap H$. Each $h \in \Gamma(H)_1$ is an element in $\text{Hom}_{\Gamma(H)}(\varepsilon_s(h), \varepsilon_t(h))$ with composition defined by restriction of the product in $H$. The inverse of a morphism $h \in \text{Hom}_{\Gamma(H)}(\varepsilon_s(h), \varepsilon_t(h))$ is given by $S(h) \in \text{Hom}_{\Gamma(H)}(\varepsilon_t(h), \varepsilon_s(h))$.

If $H$ is a Hopf algebra, then $\Gamma(H)_1$ gives the classical group of grouplike elements of $H$, and so we use the same notation $\Gamma(H)$ whether $H$ is a Hopf algebra or a weak Hopf algebra. We remark that $\Gamma(H)_0$ is a finite set since $H_t$ is finite-dimensional and grouplike elements are linearly independent. However, $\Gamma(H)_0$ may be empty (see Example 4.24 below).

We also remark that the definition of grouplike element that we use here is different to the one given by Nikshych, where an element $h \in H$ is called grouplike if $\Delta(h) = 1_1 h \otimes 1_2 h = h 1_1 \otimes h 1_2$ [Nik02, Definition 4.1]. With Nikshych’s definition, the grouplike elements in a weak Hopf algebra form a group, rather than a groupoid. For the present paper, the groupoid notion will be more useful.

We now seek to understand $\Gamma(H)_0$ in two special cases: when $H_s \cap H_t \cong k$ and when $H_s = H_t$.

The next result shows that it is possible to understand the object set $\Gamma(H)_0$ in terms of the **minimal weak Hopf subalgebra** $H_{\min} := H_s H_t$, which was studied in [Nik02, Nik04]. Note that, since the $k$-algebras $H_s$ and $H_t$ are finite-dimensional and commute with each other, $H_{\min}$ is indeed a finite-dimensional weak Hopf subalgebra of $H$.

**Lemma 4.21.** Let $H$ be a weak Hopf algebra. Then

$$\Gamma(H)_0 = \{ p \in H_s \cap H_t \ | \ p \text{ is a nonzero idempotent and } \dim(H_{\min} p) = 1 \}.$$

**Proof.** For any grouplike element $p \in \Gamma(H)_0 = \Gamma(H)_1 \cap H_s$, since $p \in H_s$, we have $p = \varepsilon_s(p)$. From [BGTLC14, Lemma 6.5(iii) and (v)], it follows that

$$p = \varepsilon_s(p) = \varepsilon_t(S(p)) \in H_t.$$

Therefore, $\Gamma(H)_0 \subseteq H_s \cap H_t$. Note that we may identify $p$ with the identity morphism at object $p$, and so $p^2 = p$. Since $\varepsilon(p) = 1$, this shows that $p$ is a nonzero idempotent.
From [Nik02, Proposition 3.4 and Remark 3.6(ii)] we conclude that \( p \) is a central idempotent of \( H_{min} \), and thus \( H_{min}p \) is a \( k \)-algebra with unit \( p \). Clearly, \( \Delta(H_{min}p) = \Delta(H_{min})\Delta(p) \subseteq H_{min}p \otimes H_{min}p \). Moreover, since \( p \) is identified with the identity morphism at \( p \), we have \( S(p) = p \). Hence, for any element \( xp \in H_{min}p \), we have

\[
S(xp) = S(p)S(x) = pS(x) = S(x)p \in H_{min}p,
\]

since \( p \in H_s \cap H_t \) commutes with \( H_{min} \). Thus, \( H_{min}p \) is a weak Hopf algebra. In fact, it is a Hopf algebra, since \( p \) is the identity of \( H_{min}p \) and \( \Delta(p) = p \otimes p \).

Now we will show that \( H_{min}p = (H_{min}p)_{min} \). As an intermediate step we will show that \( (H_sH_t)p_s = H_s.p \). (A similar argument shows that \( (H_sH_t)p_t = H_t.p \).) Suppose first that we have an arbitrary element of \( H_s.p \), which we will write as \( xp \) for some \( x \in H_s \). Then \( xp \in (H_sH_t)p_s \), since \( xp \in H_sH_t.p \) and \( xp \in H_s \) so \( \varepsilon_s(xp) = xp \). For the reverse containment, now suppose that we have an arbitrary element of \( (H_sH_t)p_s \), which we will write as \( \varepsilon_s(xyp) \) for some \( x \in H_s \), \( y \in H_t \). Then we have

\[
\varepsilon_s(xyp) = \varepsilon_s(xy\varepsilon_s(p)) = \varepsilon_s(xy)\varepsilon_s(p) = \varepsilon_s(xy)p \in H_s.p,
\]

where \( * \) follows from [BNS99, Lemma 2.5, Eq. 2.13b]. Then we have

\[
(H_{min}p)_{min} = (H_{min}p)_s(H_{min}p)_t = (H_sH_t)_s(H_sH_t)_t = (H_t)_t(H_s)_t = H_sH_t = H_{min}p,
\]

where the second to last equality is justified since \( p \in H_s \) which commutes with \( H_t \) and \( p \) is idempotent.

Since \( H_{min}p = (H_{min}p)_{min} = kp \), we conclude that \( \dim(H_{min}p) = 1 \).

Conversely, suppose that \( p \in H_s \cap H_t \) is a nonzero idempotent such that \( H_{min}p \) has dimension 1. Because \( H_{min}p \) has a weak Hopf algebra structure, \( \Delta(H_{min}p) \subseteq H_{min}p \otimes H_{min}p \). Write \( \Delta(p) = \alpha p \otimes p \), for \( \alpha \in k \). Since \( \Delta(p) = \Delta(p^k) = \alpha^k p \otimes p \) for any positive integer \( k \), \( \alpha^k = \alpha \) and so \( \alpha = 1 \). So, \( \Delta(p) = p \otimes p \). Next, \( p = (\varepsilon \otimes \text{Id})\Delta(p) = \varepsilon(p)p \); thus, \( \varepsilon(p) = 1_k \). Hence, \( p \in \Gamma(H)_0 \), as desired. \( \square \)

Next, we consider the case when \( H_s \cap H_t \cong k \).

**Proposition 4.23.** If \( H \) is a weak Hopf algebra with \( H_s \cap H_t = k \), then \( H \) is either a Hopf algebra or \( \Gamma(H)_0 = \varnothing \).

**Proof.** By Lemma 4.21, we have that \( |\Gamma(H)_0| \leq 1 \). If \( |\Gamma(H)_0| = 1 \), then there exists some scalar \( \alpha \in k \) such that \( \Gamma(H)_0 = \alpha 1_H \). Since \( \alpha 1_H \) is grouplike, \( \Delta(1_H) = \alpha(1_H \otimes 1_H) \). By [NV02, Proposition 2.2.2], \( H_t = H_s = k1_H \) and hence \( H \) is a Hopf algebra. Otherwise, \( |\Gamma(H)_0| = 0 \), whence \( \Gamma(H)_0 = \varnothing \). \( \square \)

**Example 4.24.** Let \( N \geq 2 \) be an integer and \( \epsilon \in \{1, -1\} \). Consider the face algebra \( H = \mathfrak{S}(A_{N-1}; \epsilon) \) introduced by Hayashi [Hay99, Example 2.1]. Then \( H \) is a weak Hopf algebra with \( H_s \cap H_t = k1_H \). So by the result above, we have that \( \Gamma(H)_0 = \varnothing \). \( \square \)

We now consider the case when \( H_s = H_t \). In particular, this holds if \( H \) is a cocommutative weak Hopf algebra.

**Proposition 4.25.** Let \( H \) be a weak Hopf algebra with \( H_s = H_t \). Let \( A \) be an \( H \)-module algebra, in the sense of Proposition 4.7. Then the following statements hold.

(a) Let \( \{e_1, \ldots, e_n\} \) be a complete set of primitive orthogonal idempotents of \( H \). Then \( \Gamma(H)_0 = \{e_1, \ldots, e_n\} \). In particular, \( e_i \) is grouplike for all \( i \).

(b) Let \( \{e_1, \ldots, e_n\} \) be a complete set of primitive idempotents of \( H \). Then \( A = \bigoplus_{i=1}^n A_i \) is a \( \{e_1, \ldots, e_n\} \)-decomposable \( k \)-algebra. The local identities of \( A \) are given by the family of orthogonal idempotents \( \{e_i 1_A \mid 1 \leq i \leq n\} \).
(c) Suppose, further, that $H = \bigoplus_{x \in X} H_x$ is a direct sum of weak Hopf algebras $H_x$. Then $A = \bigoplus_{x \in X} A_x$ is $X$-decomposable, and for each $x \in X$, $A_x$ is an $H_x$-module algebra obtained by restricting the action of $H$ on $A$. Moreover, $H_y \cdot A_x = 0$ if $x \neq y \in X$.

Proof. (a) If $H_s = H_t$, then $H_s = H_t = H_{\min}$ is a commutative semisimple $k$-algebra by Remark 4.3. Hence, $H_t = \bigoplus_{i=1}^n H_te_i$, where $\{e_1, \ldots, e_n\}$ is a complete set of primitive orthogonal idempotents. Since $k$ is algebraically closed, $H_te_i \cong ke_i$ for $i$. Then, the statement follows from Lemma 4.21.

(b) Let $Y := \{e_1, \ldots, e_n\}$ as in part (a). Next define the linear map $\varepsilon_s' : H \to H$ by $\varepsilon_s'(h) = 1_1 \varepsilon(1_2 h)$. It follows from a left-sided version of [CDG00, Proposition 4.15] that

\[
(h \cdot 1_A) a = \varepsilon_s(h) \cdot a \quad \text{and} \quad a(h \cdot 1_A) = \varepsilon_s'(h) \cdot a,
\]

for any $a \in A$ and $h \in H$. Note that for $h \in H$, we have

\[
\varepsilon_s'(h) = 1_1 \varepsilon(1_2 h) = \sum_{i=1}^n e_i \varepsilon(e_i h) = \sum_{i=1}^n \varepsilon(e_i h) e_i = \varepsilon(1_1 h)1_2 = \varepsilon(h).
\]

Therefore, by (4.26) we see that

\[
(4.27) \quad (h \cdot 1_A) a = a(h \cdot 1_A)
\]

for any $a \in A$ and $h \in H$. By the computation above, we also see that for any $1 \leq j \leq n$, we have

\[
\varepsilon_s'(e_j) = e_j.
\]

By Definition 3.23, to show that $A$ is an $Y$-decomposable $k$-algebra it suffices to check that $\{e_i \cdot 1_A \mid 1 \leq i \leq n\}$ is a complete set of orthogonal central idempotents of $A$. Indeed,

\[
(e_i \cdot 1_A)(e_j \cdot 1_A) = \sum_{i=1}^n e_i \cdot 1_A = 1_A \quad \text{and} \quad (e_i \cdot 1_A)(e_j \cdot 1_A) = \sum_{i=1}^n e_i \cdot 1_A = 1_A.
\]

So $e_i \cdot 1_A$ and $e_j \cdot 1_A$ are mutually orthogonal idempotents. It follows from $\sum_{i=1}^n (e_i \cdot 1_A) = 1_A$ that $\{e_i \cdot 1_A \mid 1 \leq i \leq n\}$ is a complete set of idempotents. Letting $h = e_1$ in (4.27), we get $(e_i \cdot 1_A)a = a(e_i \cdot 1_A)$ for all $a \in A$. Hence each $e_i \cdot 1_A$ is central in $A$.

(c) We give the proof in the case that $|X| = 2$. The proof easily generalizes to any finite set $X$. Let $H_x$ and $H_y$ be weak Hopf algebras and suppose that $A_x$ is an $H_x$-module algebra and $A_y$ an $H_y$-module algebra. By part (b), we know that $A$ is $Y$-decomposable, where $Y = \{e_1, \ldots, e_n\}$ is a complete set of primitive idempotents of $H$, and the $k$-algebra decomposition of $A$ is given by

\[
A = \bigoplus_{i=1}^n (e_i \cdot 1_A)A.
\]

Suppose that $1_{H_x} = e_1 + \cdots + e_k$ and $1_{H_y} = e_{k+1} + \cdots + e_n$. Then

\[
A = \bigoplus_{i=1}^k (e_i \cdot 1_A)A \oplus \bigoplus_{i=k+1}^n (e_i \cdot 1_A)A = (1_{H_x} \cdot 1_A)A \oplus (1_{H_y} \cdot 1_A)A.
\]

Hence, letting $A_x = (1_{H_x} \cdot 1_A)A$ and $A_y = (1_{H_y} \cdot 1_A)A$, we see that $A = A_x \oplus A_y$.

We claim that $H_x \cdot A_x \subseteq A_x$, but $H_y \cdot A_y = 0$ (and the statement holds by symmetry with $x$ and $y$ reversed). Choosing $h_x \in H_x$ and $a_y = (1_{H_y} \cdot 1_A)a \in A_y$ for some $a \in A$, we compute:

\[
h_x \cdot a_y = h_x \cdot ((1_{H_y} \cdot 1_A)a) = (h_x)_1 \cdot (1_{H_x} \cdot 1_A)((h_x)_2 \cdot a) = ((h_x)_11_{H_y} \cdot 1_A)((h_x)_2 \cdot a) = 0.
\]

Without loss of generality, we assume that $h_x \cdot a_x = b_x + b_y$ where $h_x \in H_x, a_x, b_x \in A_x$, and $b_y \in A_y$. Then, $h_x \cdot a_x = 1_{H_x} \cdot b_x + 1_{H_x} \cdot b_y = b_x$. So, $H_x \cdot A_x \subseteq A_x$. Likewise, $H_y \cdot A_y \subseteq A_y$ as claimed. \qed
As a corollary to the previous proposition, we obtain that groupoid actions on domains factor through group actions (see similar results for inner faithful Hopf actions on various domains factoring through actions of groups [EW14, CEW15, CEW16, EW16, EW17]).

Corollary 4.29. Suppose that \( G \) is an \( X \)-groupoid and \( A \) is a domain such that \( A \) is an inner faithful \( kG \)-module algebra. Then \( G \) is a disjoint union of groups, and at most one of the groups is nontrivial.

Proof. By Proposition 4.25, if \( A \) is a \( kG \)-module algebra, then \( A \) is \( X \)-decomposable where \( X = \{1, \ldots, n\} \) is the set of objects of \( G \), that is, \( A = \bigoplus_{i=1}^{n} A_i \). Since \( A \) is a domain, this implies that exactly one of the \( A_i \) is nonzero. Without loss of generality, suppose \( A_1 \neq 0 \). Now consider the ideal of \( kG \) defined by

\[
I = \langle g - e_i \mid g \in G \text{ such that } s(g) = t(g) = i, \ 2 \leq i \leq n \rangle.
\]

It is straightforward to check that \( I \) is in fact a weak Hopf ideal of \( kG \). Further, observe that if \( a \in A_1 \) and \( g - e_i \) is a generator of \( I \) (so \( i \neq 1 \)), then we have \((g - e_i) \cdot a = 0 \). Hence, \( I \cdot A_1 = 0 \), whence \( I \cdot A = 0 \). Since \( A \) is inner faithful, this implies that for \( 2 \leq i \leq n \), the only element \( g \in G \) satisfying \( s(g) = t(g) = i \) is the trivial path \( e_i \). This shows that \( G \) is a disjoint union of trivial groups, together with a possibly nontrivial group at vertex 1. \( \square \)

4.5. Key categories. Next, we define in detail some categories that we first mentioned in Notation 1.1 and 1.2.

Definition 4.30 \((X-\text{Alg}, X-\text{WHA}, X-\text{GrpdAlg})\). We define the following categories.

(a) Let \( X-\text{Alg} \) be the category defined as follows:

- The objects are unital \( k \)-algebras \( A \) with a given set \( \{e_x^A\}_{x \in X} \) of nonzero orthogonal idempotents such that \( 1_A = \sum_{x \in X} e_x^A \); we call these \( X \)-algebras.

- The morphisms are unital \( k \)-algebra maps \( f : A \to B \) such that \( f(e_x^A) = e_x^B \) for every \( x \in X \); we call these maps \( X \)-algebra morphisms.

(b) Let \( X-\text{WHA} \) be the category defined as follows:

- The objects are weak Hopf algebras \( H \) with a given set \( \{e_x^H\}_{x \in X} \) of nonzero orthogonal idempotents such that \( 1_H = \sum_{x \in X} e_x^H \), \( \Delta(e_x^H) = e_x^H \otimes e_x^H \), and \( \varepsilon(e_x^H) = 1_k \) for all \( x \in X \); we call these \( X \)-weak Hopf algebras.

- The morphisms are unital weak Hopf algebra morphisms \( f : H \to H' \) such that \( f(e_x^H) = e_x^{H'} \) for all \( x \in X \); we call these maps \( X \)-weak Hopf algebra morphisms.

(c) Let \( X-\text{GrpdAlg} \) be the category of \( X \)-groupoid algebras, that is, the full subcategory of \( X-\text{WHA} \) consisting of groupoid algebras \( kG \) over \( X \)-groupoids \( G \).

Remark 4.31. (a) Every \( X \)-decomposable \( k \)-algebra is an \( X \)-algebra, and every morphism of \( X \)-decomposable \( k \)-algebras is an \( X \)-algebra morphism. However, as exemplified in Remark 4.16, the converse is not necessarily true, since the idempotents of an \( X \)-algebra are not required to be central.

(b) We have that \( X-\text{WHA} \) is a subcategory of \( X-\text{Alg} \).

(c) By Proposition 4.25(a), a weak Hopf algebra \( H \) satisfying \( H_s = H_t \) is an \( X \)-weak Hopf algebra, where \( X \) is the complete set of primitive idempotents of \( H \).

(d) By [NV02, Proposition 2.3.3], weak Hopf algebra morphisms preserve counital subalgebras. Hence, by considering all possible finite sets \( X \), our results pertain to all weak Hopf algebras with commutative counital subalgebras, and all morphisms between such weak Hopf algebras.

(e) We remark that the category \( \text{wha} \) considered in [BGTLC14] has a weaker notion of morphisms than those in \( X-\text{WHA} \) here. The morphisms in \( \text{wha} \) need not be
weak Hopf algebra morphisms (in particular, they are not necessarily k-algebra morphisms; see [BGTL14, Theorem 4.12]).

(f) Similar to what was stated for X-groupoids in Remark 3.4, we could define a weaker notion of X-algebra morphism by allowing for permutations of the index set X. However, we opted not to do so in order to maintain simplicity in our proofs and because a suitable relabelling of the idempotents would ultimately reduce the situation to our case.

Example 4.32. For an X-groupoid \( \mathcal{G} \), the groupoid algebra \( k \mathcal{G} \) belongs to \( X \)-WHA.

Example 4.33. Let \( \mathcal{G} \) be an X-groupoid. Then, an X-decomposable vector space \( V = \bigoplus_{x \in X} V_x \) is a representation of \( k \mathcal{G} \) if and only if the representation map \( k \mathcal{G} \to \text{End}(V) \) is a morphism in \( X \)-Alg.

Lemma 4.34. Let \( A, B \in X \)-Alg with respective sets of idempotents \( \{e^A_x\}_{x \in X} \) and \( \{e^B_x\}_{x \in X} \). If \( f : A \to B \) is an X-algebra map and \( a \in A \) is a local unit in \( A \), then \( f(a) \) is a local unit in \( B \).

Proof. Let \( a \in e^A_y A e^A_x \) for some \( x, y \in X \). Then, \( f(a) = f(e^A_y a e^A_x) = e^B_y f(a) e^B_x \in e^B_y B e^B_x \).

Moreover, \( f(a) f(\hat{a}) = f(a \hat{a}) = f(e^A_y) = e^B_y \), and similarly, \( f(\hat{a}) f(a) = e^B_x \). \( \square \)

4.6. Module algebras over groupoid algebras. When \( G \) is a group, the group algebra \( kG \) is a Hopf algebra. The functor \( k(-) : \text{Grp} \to \text{Alg} \), which associates to the group \( G \) its group algebra \( kG \), is left adjoint to the functor \( (-)^\times : \text{Alg} \to \text{Grp} \), which associates to a k-algebra \( B \) its group of units \( B^\times \). Since \( kG \) is actually a Hopf algebra, we may also view the group algebra functor as a functor \( k(-) : \text{Grp} \to \text{Hopf} \). In this case, it is left adjoint to the functor \( \Gamma(-) : \text{Hopf} \to \text{Grp} \), which associates to the Hopf algebra \( H \) its group of grouplike elements \( \Gamma(H) \). We generalize these two adjunctions to the groupoid case, recovering the classical setting when \( |X| = 1 \).

Theorem 4.35. Let \( X \) be a finite nonempty set.

(a) The following functors are well-defined:

\[
\begin{align*}
\kappa(-) : X \text{-Grpd} & \to X \text{-Alg} \quad (\text{groupoid algebra}); \\
(-)^\times : X \text{-Alg} & \to X \text{-Grpd} \quad (\text{groupoid of local units}).
\end{align*}
\]

Moreover, \( \kappa(-) \dashv (-)^\times \), that is, for an \( X \)-groupoid \( \mathcal{G} \) and an \( X \)-algebra \( B \), we have a bijection that is natural in each slot:

\[
\text{Hom}_{X \text{-Grpd}}(\mathcal{G}, B^\times_X) \cong \text{Hom}_{X \text{-Alg}}(k \mathcal{G}, B).
\]

(b) The following functors are well-defined:

\[
\begin{align*}
\kappa(-) : X \text{-Grpd} & \to X \text{-WHA} \quad (\text{groupoid algebra}); \\
\Gamma(-) : X \text{-WHA} & \to X \text{-Grpd} \quad (\text{groupoid of grouplike elements}).
\end{align*}
\]

Moreover, \( \kappa(-) \dashv \Gamma(-) \), that is, for an \( X \)-groupoid \( \mathcal{G} \) and an X-weak Hopf algebra \( H \), we have a bijection that is natural in each slot:

\[
\text{Hom}_{X \text{-Grpd}}(\mathcal{G}, \Gamma(H)) \cong \text{Hom}_{X \text{-WHA}}(k \mathcal{G}, H).
\]

In particular, \( \Gamma(k \mathcal{G}) = \mathcal{G} \).

Proof. (a) First, we prove that \( \kappa(-) : X \text{-Grpd} \to X \text{-Alg} \) is indeed a functor. Let \( \mathcal{G} \) be an \( X \)-groupoid. As mentioned in Remark 4.16 and Example 4.19(c), \( k \mathcal{G} \) is an \( X \)-algebra with idempotent set \( \{e^G_x\}_{x \in X} \) given by the identity morphisms of \( \mathcal{G} \), so \( \kappa(-) \) sends objects to objects. Also, if \( \phi : \mathcal{G} \to \mathcal{G}' \) is an \( X \)-groupoid morphism, then we can consider \( \phi \) as a...
function between the sets $G_1$ and $G'_1$ so the linear extension $k\phi : kG \to kG'$ is well-defined. It is straightforward to check that $k\phi$ is an $X$-algebra map. Hence, $k(-)$ also sends morphisms to morphisms. Since $k\phi = \phi$ when restricted to basis elements, $k(-)$ respects compositions and identities.

Secondly, we check that $(\cdot)_{X} : X\text{-Alg} \to X\text{-Grpd}$ is a functor. By construction, the groupoid of local units is an $X$-groupoid, so $(\cdot)_{X}$ sends objects to objects. Moreover, if $\psi : A \to B$ is an $X$-algebra map, we can define the $X$-groupoid map $\psi_{X} : A_{X} \to B_{X}$ where $a : x \to y$ maps to $\psi(a) : x \to y$ (which is a local unit by Lemma 4.34). So $\psi_{X}$ fixes $X$ and it is a functor due to the properties of $\psi$. Also, $(\cdot)_{X}$ respects compositions and identities.

Now, for any $X$-groupoid $G$ and any $X$-algebra $B$, we want to display a bijection

$$\text{Hom}_{X\text{-Grpd}}(G, B_{X}^{G}) \cong \text{Hom}_{X\text{-Alg}}(kG, B).$$

Given an $X$-groupoid morphism $\phi \in \text{Hom}_{X\text{-Grpd}}(G, B_{X}^{G})$, we consider it as a function $\phi : G_{1} \to (B_{X}^{G})_{1}$, and construct the linear extension $k\phi : kG \to B$. Note that for $g \in G_{1}$, $k\phi(g) = \phi(g)$, which implies that $k\phi$ is indeed an $X$-algebra map. Such verification uses that $1_{B} = \sum_{x \in X} e_{x}^{B}$. Hence, we have constructed the assignment

$$\Phi_{G,B} : \text{Hom}_{X\text{-Grpd}}(G, B_{X}^{G}) \to \text{Hom}_{X\text{-Alg}}(kG, B), \quad \phi \mapsto k\phi.$$

On the other hand, given an $X$-algebra map $\psi \in \text{Hom}_{X\text{-Alg}}(kG, B)$, consider the restriction $\psi|_{G} : G \to B_{X}^{G}$ given by $\psi|_{G}(g : x \to y) := \psi(g) : x \to y$. As above, this assignment is well-defined due to Lemma 4.34. The fact that $\psi|_{G}$ is a functor follows from $\psi$ being an $X$-algebra map. Hence, we have constructed the assignment

$$\Psi_{G,B} : \text{Hom}_{X\text{-Alg}}(kG, B) \to \text{Hom}_{X\text{-Grpd}}(G, B_{X}^{G}), \quad \psi \mapsto \psi|_{G}.$$

The following calculations show that these assignments are mutually-inverse. If $g : x \to y$ in $G_{1}$, then

$$[(\Psi_{G,B} \circ \Phi_{G,B})(\phi)](g) = \Psi_{G,B}(k\phi)(g) = k\phi|_{G}(g) = \phi(g),$$

$$[(\Phi_{G,B} \circ \Psi_{G,B})(\psi)](g) = \Phi_{G,B}(\psi|_{G})(g) = (\psi|_{G})'(g) = \psi(g).$$

Finally, the bijection is natural since for any $X$-groupoid morphism $\varphi : G' \to G$, any $X$-algebra map $f : B \to B'$, and all $\psi \in \text{Hom}_{X\text{-Alg}}(kG, B)$ one can check the following equality:

$$(\Phi_{G',B'} \circ \text{Hom}_{X\text{-Alg}}(k\varphi, f))'(\psi) = (\text{Hom}_{X\text{-Grpd}}(\varphi, f_{X}^{G}) \circ \Phi_{G,B})(\psi).$$

Here, $\text{Hom}_{X\text{-Alg}}(k\varphi, f) : \text{Hom}_{X\text{-Alg}}(kG, B) \to \text{Hom}_{X\text{-Alg}}(kG', B')$ is given by composition, i.e., $\psi \mapsto f \circ \psi \circ k\varphi$; a similar notion holds for $\text{Hom}_{X\text{-Grpd}}(\varphi, f_{X}^{G})$.

(b) First, we show that $k(-) : X\text{-Grpd} \to X\text{-WHA}$ is a functor. If $G$ is an $X$-groupoid, then $kG$ is a weak Hopf algebra. The set $\{e_{x}^{G}\}_{x \in X}$ of identity morphisms of $G$ are idempotent elements of $kG$ satisfying $1_{kG} = \sum_{x \in X} e_{x}^{kG}$ and $\Delta(e_{x}^{kG}) = e_{x}^{kG} \otimes e_{x}^{kG}$ for each $x \in X$, and so $kG$ is an object of $X\text{-WHA}$. If $\phi : G \to G'$ is an $X$-groupoid morphism, then by part (a), $k\phi : kG \to kG'$ is a map of $X$-algebras. Since the elements of $G$ form a $k$-basis of grouplike elements for $kG$, and $k\phi$ maps these elements to grouplike elements of $kG'$, we have that $k\phi$ is also a $k$-coalgebra map. Since the antipode of $kG$ is defined by $S_{kG}(g) = g^{-1}$ for all $g \in G$, therefore $S_{kG'} \circ k\phi = k\phi \circ S_{kG}$, so $k\phi$ is a morphism in $X\text{-WHA}$.

Now we show that $\Gamma(-) : X\text{-WHA} \to X\text{-Grpd}$ is a functor. Note that $\Gamma(-)$ is the restriction of the functor $g(-) : \text{wha} \to \text{Grpd}$ in [BGTL14, Theorem 8.4] to $X\text{-WHA}$, where the category wha has a weaker notion of morphism; see Remark 4.31(e). So, we need only check that if $H \in X\text{-WHA}$ then $\Gamma(H) \in X\text{-Grpd}$. Indeed, if $H \in X\text{-WHA}$, then $\Gamma(H)$ is a groupoid with object set $\{e_{x}^{H}\}_{x \in X}$, and so $\Gamma(H) \in X\text{-Grpd}$. We remark that if $f : H \to H'$ is a morphism in $X\text{-WHA}$, then $\Gamma(f)$ is the restriction of $f$ to $\Gamma(H)$. 
Finally, for any $G \in X\text{-Grpd}$ and $H \in X\text{-WHA}$, we wish to exhibit a bijection

$$\text{Hom}_{X\text{-Grpd}}(G, \Gamma(H)) \cong \text{Hom}_{X\text{-WHA}}(kG, H).$$

Given $\phi \in \text{Hom}_{X\text{-Grpd}}(G, \Gamma(H))$, the $k$-linearization $k\phi : kG \to k\Gamma(H)$ is a morphism of $X$-weak Hopf algebras. Since composition in $\Gamma(H)$ was defined as restriction of multiplication in $H$, the map $\nu_H : k\Gamma(H) \to H$ induced by the inclusion $\Gamma(H) \subseteq H$ is a unital $k$-algebra map.

Also, the elements of $\Gamma(H)$ are grouplike in $H$, so it is also a $k$-coalgebra map. Moreover, the inverse in $\Gamma(H)$ coincides with the antipode of $H$, so $\nu_H$ intertwines the antipodes of $k\Gamma(H)$ and $H$. Therefore, $\nu_H \circ k\phi \in \text{Hom}_{X\text{-WHA}}(kG, H)$, and we have the assignment

$$\Phi_{G,H} : \text{Hom}_{X\text{-Grpd}}(G, \Gamma(H)) \to \text{Hom}_{X\text{-WHA}}(kG, H), \quad \phi \mapsto \nu_H \circ k\phi.$$ Conversely, if $\psi \in \text{Hom}_{X\text{-WHA}}(kG, H)$, then $\Gamma(\psi) : \Gamma(kG) \to \Gamma(H)$ is an $X$-groupoid morphism. Note that $\Gamma(kG) = \tilde{G}$. Indeed, it is clear that the elements of $\tilde{G}$ are grouplike elements of $kG$. On the other hand, any element of $kG$ is of the form $a = \sum_{g \in G} \alpha_g g$, where

$$a \otimes a = \left(\sum_{g \in G} \alpha_g g\right) \otimes \left(\sum_{h \in G} \alpha_h h\right) = \sum_{g,h \in G} \alpha_g \alpha_h (g \otimes h)$$

and $\Delta(a) = \sum_{g,h \in G} \alpha_g (g \otimes h)$. By the linear independence of grouplike elements, if $a \in \Gamma(kG)$ we have that $\alpha_g \alpha_h = \delta_{g,h} \alpha_g$, whence exactly one $\alpha_g = 1$ and the remaining coefficients are 0. Hence, the only grouplike elements of $kG$ are the elements of $G$. We have therefore constructed an assignment

$$\Psi_{G,H} : \text{Hom}_{X\text{-WHA}}(kG, H) \to \text{Hom}_{X\text{-Grpd}}(G, \Gamma(H)), \quad \psi \mapsto \Gamma(\psi) \circ \eta_G,$$

where $\eta_G : G \to \Gamma(kG)$ is the identity map.

It is straightforward to check that $\Phi_{G,H}$ and $\Psi_{G,H}$ are mutually-inverse. Naturality holds by [BGTL14, Theorem 8.4].

**Corollary 4.36.** Let $G$ be an $X$-groupoid. Then, the categories $\text{rep}(G)$ and $\text{rep}(kG)$ are monoidally isomorphic.

**Proof.** Let $V = \bigoplus_{x \in X} V_x$ be an $X$-decomposable vector space and $B = \text{End}(V)$. Then, $B_X = \text{GL}_X(V)$, and from Example 4.33 and Theorem 4.35(a) we have

$$(4.37) \quad \text{Hom}_{X\text{-Grpd}}(G, \text{GL}_X(V)) \cong \text{Hom}_{X\text{-Alg}}(kG, \text{End}(V)).$$

Consider the functor $F : \text{rep}(G) \to \text{rep}(kG)$ that sends a $G$-representation $(V, \pi)$ to the representation $(V, \tilde{\pi})$, where $\tilde{\pi}$ is the $X$-algebra morphism corresponding to the $X$-groupoid morphism $\pi$ through the correspondence (4.37). Moreover, given $G$-representations $(V, \pi)$ and $(W, \eta)$, if $\varphi = \{\varphi_x : V_x \to W_x\}_{x \in X}$ is a morphism of $G$-representations, then define $F(\varphi) = \bigoplus_{x \in X} \varphi_x$. Clearly, $F$ is an isomorphism of categories.

Define $F_{V,W} : F(V) \otimes_{\text{rep}(kG)} F(W) \to F(V) \otimes_{\text{rep}(G)} W$ as $F_{V,W} = \bigoplus_{x \in X} \text{Id}_{V_x} \otimes w_x$. The collection $\{F_{V,W}\}_{V,W \in \text{rep}(G)}$ forms a natural isomorphism. Additionally, consider the morphism $F_0 : 1_{\text{rep}(kG)} \to F(1_{\text{rep}(G)})$ in $\text{rep}(kG)$ given by $F_0 = \bigoplus_{x \in X} \text{Id}_{V_x}$, which is invertible. Through straightforward verification, it can be checked that $F$ satisfies the associativity and unit constraints, proving it is a strong monoidal functor.

This result, combined with Lemmas 3.21 and 4.11, establishes the following sequence of monoidal isomorphisms between categories:

$$\text{rep}(kG) \cong \text{rep}(G) \cong G\text{-mod} \cong kG\text{-mod}.$$ For a group $G$, Corollary 4.36 recovers the classical monoidal isomorphism between $\text{rep}(G)$ and $\text{rep}(kG)$, achieved by linearizing the representation map. Furthermore, it leads to the familiar monoidal isomorphisms: $\text{rep}(kG) \cong \text{rep}(G) \cong G\text{-mod} \cong kG\text{-mod}$.
Finally, using the adjunction in Theorem 4.35(b) along with Proposition 3.33, we can identify the symmetry object object \( \text{Sym}_{X, \text{GrpdAlg}}(A) \) for an \( X \)-decomposable \( k \)-algebra \( A \). Here, it is important to note that for an \( X \)-groupoid \( \mathcal{G} \), \( k\mathcal{G} \) is a weak Hopf algebra, so when we refer to a \( k\mathcal{G} \)-module algebra, we mean a \( k \)-algebra satisfying condition (4.8) in Proposition 4.7.

**Proposition 4.38.** Let \( A = \bigoplus_{x \in X} A_x \) be an \( X \)-decomposable \( k \)-algebra and let \( \mathcal{G} \) be an \( X \)-groupoid. Then:

(a) The action of \( \text{Aut}_{X, \text{Alg}}(A) \) on \( A \) can be extended linearly to make \( A \) a \( k(\text{Aut}_{X, \text{Alg}}(A)) \)-module algebra. For the action map \( \ell \cdot (\text{Aut}_{X, \text{Alg}}(A)) \cdot A : k(\text{Aut}_{X, \text{Alg}}(A)) \otimes A \to A \), we use the notation \( h \cdot a := \ell(\text{Aut}_{X, \text{Alg}}(A))(h \otimes a) \) for \( h \in k(\text{Aut}_{X, \text{Alg}}(A)) \) and \( a \in A \).

(b) Suppose that \( A \) is a \( k\mathcal{G} \)-module algebra via \( \ell_{\mathcal{G}, A} \), where we write \( h \cdot a \) for \( \ell(h \otimes a) \) for \( h \in k\mathcal{G} \) and \( a \in A \). Then there is a unique \( X \)-weak Hopf algebra morphism \( \overline{\pi} : k\mathcal{G} \to k(\text{Aut}_{X, \text{Alg}}(A)) \) such that \( h \cdot a = \overline{\pi}(h) \cdot a \) for all \( h \in k\mathcal{G} \) and \( a \in A \) (that is, \( h \cdot a = \overline{\pi}(h) \cdot a \)).

(c) Every \( X \)-weak Hopf algebra morphism \( \overline{\pi} : k\mathcal{G} \to k(\text{Aut}_{X, \text{Alg}}(A)) \) gives \( A \) the structure of a \( \mathcal{G} \)-module algebra via \( \ell_{\mathcal{G}, A} \) for all \( h \in k\mathcal{G} \) and \( a \in A \).

Hence \( \text{Sym}_{X, \text{GrpdAlg}}(A) = k(\text{Aut}_{X, \text{Alg}}(A)) \).

**Proof.** (a) Since the isomorphism \( k\mathcal{G} \text{-mod} \cong \mathcal{G} \text{-mod} \) of Lemma 4.11 is monoidal for any groupoid \( \mathcal{G} \), the notions of a \( \mathcal{G} \)-module algebra and a \( k\mathcal{G} \)-module algebra are equivalent. Therefore, since \( A \) is an \( \text{Aut}_{X, \text{Alg}}(A) \)-module algebra (Proposition 3.33), by linearizing this action, \( A \) becomes a \( k(\text{Aut}_{X, \text{Alg}}(A)) \)-module algebra.

(b, c) By the above and Proposition 3.33, \( A \) is a \( k(\text{Aut}_{X, \text{Alg}}(A)) \)-module algebra if and only if the action of \( \mathcal{G} \) on \( A \) factors through a unique \( X \)-groupoid morphism \( \pi : \mathcal{G} \to \text{Aut}_{X, \text{Alg}}(A) \). Now, letting \( H = k(\text{Aut}_{X, \text{Alg}}(A)) \) in Theorem 4.35(b), we obtain a bijection:

\[
\text{Hom}_{X, \text{Grpd}}(\mathcal{G}, \text{Aut}_{X, \text{Alg}}(A)) \cong \text{Hom}_{X, \text{Alg}}(k\mathcal{G}, k(\text{Aut}_{X, \text{Alg}}(A))), \quad \pi \mapsto \overline{\pi}.
\]

Hence, there exists an \( X \)-groupoid morphism \( \pi : \mathcal{G} \to \text{Aut}_{X, \text{Alg}}(A) \) if and only if there exists an \( X \)-weak Hopf algebra morphism \( \overline{\pi} : k\mathcal{G} \to k(\text{Aut}_{X, \text{Alg}}(A)) \) (which is simply the \( k \)-linearization of \( \pi \)).

Note that since \( X, \text{GrpdAlg} \) is a full subcategory of \( X, \text{WHA} \), the morphisms in \( X, \text{GrpdAlg} \) are simply \( X \)-weak Hopf algebra morphisms, which, as per Theorem 4.35(b), are all induced by \( X \)-groupoid morphisms. Consequently, (a), (b), and (c) imply that \( \text{Sym}_{X, \text{GrpdAlg}}(A) = k(\text{Aut}_{X, \text{Alg}}(A)) \).

**Remark 4.39.** Proposition 4.38 has an alternative presentation appearing in [PF14, Proposition 2.2] using the language of partial actions.

We recover the following well-known result for actions of group algebras, which is the special case of Proposition 4.38 when \( |X| = 1 \).

**Remark 4.40.** Let \( A \) be a \( k \)-algebra. Then \( A \) is a \( \text{Aut}_{\text{Alg}}(A) \)-module algebra and for a group \( G \), the following are equivalent.

(a) \( A \) is a \( kG \)-module algebra.

(b) There exists a Hopf algebra morphism \( \overline{\pi} : kG \to k(\text{Aut}_{\text{Alg}}(A)) \).

Hence \( \text{Sym}_{\text{GrpdAlg}}(A) = k(\text{Aut}_{\text{Alg}}(A)) \).

5. **Actions of \( X \)-Lie algebroids on algebras**

The definition of a Lie algebroid was introduced in [Pra67], using the language of vector bundles over manifolds (see also [Mac87, Chapter III]). An equivalent, purely algebraic
structure known as a Lie–Rinehart algebra, was introduced in [Rin63]. Although some Hopf-like structures have been defined for general Lie–Rinehart algebras by means of Hopf algebroids (see [Sar22a, Sar22b]), the study of their actions on $k$-algebras is still an open problem. The focus of this section is to study actions of a special subclass of Lie algebroids (Definition 5.1); the main result here is Proposition 5.17. We also extend this result for universal enveloping algebras of these Lie algebroids (Definition 5.19) in Proposition 5.26.

As in previous sections, here $X$ denotes a finite non-empty set.

**Definition 5.1.** An $X$-Lie algebroid $G$ is a direct sum of vector spaces
\[ G := \bigoplus_{x \in X} g_x \]
where $g_x$ has structure of Lie algebra for all $x \in X$. We regard $G$ as having a partially defined bracket $[-,-]$, which is only defined on pairs of elements from the same component $g_x$. Namely, $[a, b] = [a, b]_{g_x}$ if $a, b \in g_x$ for some $x \in X$, and is undefined otherwise.

Let $G = \bigoplus_{x \in X} g_x$ and $G' = \bigoplus_{x \in X} g'_x$ be two $X$-Lie algebroids. A linear map $\tau : G \to G'$ is an $X$-Lie algebroid morphism if there exists a collection $\{\tau_x : g_x \to g'_x\}_{x \in X}$ of Lie algebra morphisms such that $\tau_{|g_x} = \tau_x$ for all $x \in X$. Here, we write $\tau = \{\tau_x\}_{x \in X}$.

As remarked in [Nik01, Section 3.2], an $X$-Lie algebroid is an special kind of Lie algebroid in the sense of [Mac87]. Furthermore, one could propose a more general definition of $X$-Lie algebroid morphism by allowing the index set $X$ to permute. However, as noted in previous remarks, for simplicity, we do not consider this case.

**Definition 5.2 (X-Lie).** The $X$-Lie algebroids together with $X$-Lie algebroid morphisms form a category, which we denote by $X$-Lie.

Now, we present some examples of $X$-Lie algebroids. Recall that for a given $k$-algebra $A$ we can always define on $A$ a Lie bracket given by $[a, b] = ab - ba$, for all $a, b \in A$. We denote this associated Lie algebra structure on $A$ by $L(A)$.

**Example 5.3.** Let $A$ be an $X$-algebra with given set $\{e^A_x\}_{x \in X}$ of nonzero orthogonal idempotents. For $x \in X$ we define $A_x := e^A_x A e^A_x$, which is a $k$-algebra with the multiplication of $A$ and identity element $e^A_x$. Hence $L_X(A) := \bigoplus_{x \in X} L(A_x)$ is an $X$-Lie algebroid, called the $X$-Lie algebroid associated to $A$. There are two particular examples of this construction.

(a) When $|X| = 1$ then $L_X(A) = L(A)$.
(b) If $A = \bigoplus_{x \in X} A_x$ is an $X$-decomposable $k$-algebra, then $L_X(A) = \bigoplus_{x \in X} L(A_x)$ is simply the direct sum of the classical associated Lie algebra structures on each component $A_x$.

**Example 5.4.** Let $H$ be an $X$-weak Hopf algebra with given set $\{e^H_x\}_{x \in X}$ of nonzero orthogonal idempotents. For $x \in X$, we say that $h \in H$ is an $x$-primitive element of $H$ if $\Delta(h) = e^H_x \otimes h + h \otimes e^H_x$. This implies $\varepsilon(h) = 0$ and $S(h) = -h$. If we denote by $P_x(H)$ the set of $x$-primitive elements of $H$, then it is easy to check that $P_x(H)$ becomes a Lie algebra under the commutator bracket $[h, h'] = hh' - h'h$, for all $h, h' \in P_x(H)$. Hence, $P_X(H) := \bigoplus_{x \in X} P_x(H)$ is an $X$-Lie algebroid, called the $X$-Lie algebroid of primitive elements of $H$. When $|X| = 1$ then $P_X(H) = P(H)$, the classical Lie algebra of primitive elements of $H$.

Throughout this section, $G = \bigoplus_{x \in X} g_x$ denotes an $X$-Lie algebroid. Next, we briefly discuss modules and representations over $X$-Lie algebroids.

**Definition 5.5 ($G$-module).** An $X$-decomposable vector space $V = \bigoplus_{x \in X} V_x$ is said to be a left $G$-module if $V_x$ is a $g_x$-module for each $x \in X$. 

Given two left $\mathfrak{G}$-modules $V = \bigoplus_{x \in X} V_x$ and $W = \bigoplus_{x \in X} W_x$, a linear map $f : V \rightarrow W$ is a $\mathfrak{G}$-module morphism if there exists a collection $\{f_x : V_x \rightarrow W_x\}_{x \in X}$ of maps such that $f|_{V_x} = f_x$ and $f_x$ is a $\mathfrak{g}_x$-module morphism for each $x \in X$. Here, we write $f = (f_x)_{x \in X}$.

The composition of two $\mathfrak{G}$-module morphisms is defined component-wise (and is again a $\mathfrak{G}$-module morphism). Given $\mathfrak{G}$-representations $(V, \tau), (W, \omega)$,

**Lemma 5.6 ($\mathfrak{G}$-mod).** Let $\mathfrak{G}$-mod be the category of $\mathfrak{G}$-modules with $\mathfrak{G}$-module morphisms. This category inherits a monoidal structure from the monoidal structures of each $\mathfrak{g}_x$-mod as follows.

- If $V = \bigoplus_{x \in X} V_x, W = \bigoplus_{x \in X} W_x \in \mathfrak{G}$-mod, then
  $$V \otimes_{\mathfrak{G}} W := \bigoplus_{x \in X} (V_x \otimes_{\mathfrak{g}_x} W_x) = \bigoplus_{x \in X} (V_x \otimes W_x),$$

- $\mathbf{1}_{\mathfrak{G}} = \bigoplus_{x \in X} \mathbf{1}_{\mathfrak{g}_x} = \bigoplus_{x \in X} k$.

If $f = (f_x)_{x \in X} : V \rightarrow W$ and $f' = (f'_x)_{x \in X} : V' \rightarrow W'$ are two $\mathfrak{G}$-module morphisms, then $f \otimes_{\mathfrak{G}} f' = (f_x \otimes f'_x)_{x \in X}$. The associativity constraint is that induced by the tensor product of components, and the left/right unital constraints are given by scalar multiplication.

**Remark 5.7.** For a $X$-Lie algebroid $\mathfrak{G} = \bigoplus_{x \in X} \mathfrak{g}_x$ and an $X$-decomposable vector space $V = \bigoplus_{x \in X} V_x$, in the language of Remark 2.1, we define

$$\mathfrak{G} \boxtimes_{X \text{-Lie}} V = \{(p, v) \in \mathfrak{G} \times V \mid p \in \mathfrak{g}_x, v \in V_x\}.$$ Then a left action of $\mathfrak{G}$ on $V$ can be viewed as a map $\mathfrak{G} \boxtimes_{X \text{-Lie}} V \rightarrow V$.

Now we introduce a generalization of the Lie algebra $\mathfrak{g}(V)$.

**Definition 5.8 ($\mathfrak{G} \mathfrak{S} X(V), \mathfrak{G} \mathfrak{S} (d_1, \ldots, d_n)(k)$).** Let $V = \bigoplus_{x \in X} V_x$ be an $X$-decomposable vector space. The $X$-general linear Lie algebroid of $V$, denoted $\mathfrak{G} \mathfrak{S} X(V)$, is the $X$-Lie algebroid $\mathfrak{G} \mathfrak{S} X(V) := \bigoplus_{x \in X} \mathfrak{gl}(V_x)$. If $X = \{1, \ldots, n\}$ and $V_x$ has dimension $d_x$, then we also use the notation $\mathfrak{G} \mathfrak{S} (d_x, \ldots, d_n)(k)$ where $d_1 \leq d_2 \leq \cdots \leq d_n$ for $\mathfrak{G} \mathfrak{S} X(V)$.

**Definition 5.9 (Representation of $\mathfrak{G}$).** A representation of $\mathfrak{G}$ is an $X$-decomposable vector space $V = \bigoplus_{x \in X} V_x$ equipped with an $X$-Lie algebroid morphism $\tau : \mathfrak{G} \rightarrow \mathfrak{G} \mathfrak{S} X(V)$, called the representation map of $V$. We often denote this as $(V, \tau)$.

Given two $\mathfrak{G}$-representations $(V, \tau), (W, \omega)$, a morphism of $\mathfrak{G}$-representations is a family of linear maps $\varphi = \{\varphi_x : V_x \rightarrow W_x\}$ such that $\varphi_x$ is a morphism of $\mathfrak{g}_x$-representations for every $x \in X$, that is, $\omega_x(v) \varphi_x = \varphi_x \tau_x(v)$ for every $v \in V_x$ and $x \in X$.

**Lemma 5.10 ($\text{rep}(\mathfrak{G})$).** Let $\text{rep}(\mathfrak{G})$ be the category of $\mathfrak{G}$-representations. This category admits a monoidal structure as follows.

- If $(V, \tau), (W, \omega) \in \text{rep}(\mathfrak{G})$, then $V \otimes_{\text{rep}(\mathfrak{G})} W = \bigoplus_{x \in X} V_x \otimes W_x$; the representation map $\mathfrak{G} \rightarrow \mathfrak{G} \mathfrak{S} X(V \otimes_{\text{rep}(\mathfrak{G})} W)$ is given by $p \mapsto \tau_x(p) \otimes \omega_x(p)$ for every $p \in \mathfrak{g}_x$ and $x \in X$.

- $\mathbf{1}_{\text{rep}(\mathfrak{G})} = \bigoplus_{x \in X} k$; the representation map $\mathfrak{G} \rightarrow \mathfrak{G} \mathfrak{S} X(1_{\text{rep}(\mathfrak{G})})$ is given by $p \mapsto \mathbf{1}_k$, for every $p \in \mathfrak{g}_x$ and $x \in X$.

If $\varphi : V \rightarrow W$ and $\varphi' : V' \rightarrow W'$ are morphisms of $\mathfrak{G}$-representations, then $\varphi \otimes_{\text{rep}(\mathfrak{G})} \varphi' = (\varphi_x \otimes \varphi'_x)_{x \in X}$. The associativity constraint is that induced by the tensor product of components, and the left/right unital constraints are given by scalar multiplication.

If $V$ is in $\mathfrak{G}$-mod, then $V = \bigoplus_{x \in X} V_x$ with each $V_x \in \mathfrak{g}_x$-mod, and so we get a Lie algebroid morphism $\tau_x : \mathfrak{g}_x \rightarrow \mathfrak{gl}(V_x)$ which gives an $X$-Lie algebroid morphism $\mathfrak{G} \rightarrow \mathfrak{G} \mathfrak{S} X(V)$. Conversely, if $V$ is in $\text{rep}(\mathfrak{G})$, then the component $\tau_x$ of $\tau : \mathfrak{G} \rightarrow \mathfrak{G} \mathfrak{S} X(V)$ gives $V_x$ the
structure of a $g_x$-module for all $x \in X$, which makes $V$ a $\mathfrak{g}$-module. The details of how this leads to a monoidal isomorphism of categories can be worked out similarly to the groupoid setting, so we omit them here.

**Lemma 5.11.** The categories $\mathfrak{g}\text{-mod}$ and $\text{rep}(\mathfrak{g})$ are monoidally isomorphic.

Now, we change our focus to actions of $X$-Lie algebroids on $k$-algebras. Let $\mathfrak{g}$ be an $X$-Lie algebroid. As we did for the category $\mathcal{G}\text{-mod}$ in Remark 3.27, we would like to understand the connection between algebra objects in $\mathfrak{g}\text{-mod}$ and $k$-algebras that are $\mathfrak{g}$-modules.

**Remark 5.12.** If $A = \bigoplus_{x \in X} A_x$ is an $X$-decomposable $k$-algebra, the multiplication map $m_A : A \otimes A \to A$ and unit map $u_A : k \to A$ immediately decompose into the respective set of multiplication maps $m_x : A_x \otimes A_x \to A_x$ and unit maps $u_x : k \to A_x$ for each $k$-algebra $A_x$, for all $x \in X$. If additionally $A$ is a $\mathfrak{g}$-module, using the notation of Lemma 5.6, $m_A$ and $u_A$ induce $X$-decomposable linear maps $m_A := (m_x)_{x \in X} : A \otimes_{\mathfrak{g}\text{-mod}} A \to A$ and $u_A := (u_x)_{x \in X} : \mathbb{I}_{\mathfrak{g}\text{-mod}} \to A$, which we call the monoidal multiplication and monoidal unit of $A$, respectively. It is clear that these maps satisfy the associativity and unital conditions. However, in general, these maps are not necessarily $\mathfrak{g}$-module morphisms.

Conversely, if $A$ is a $\mathfrak{g}$-module algebra, then it comes equipped with maps in $\mathfrak{g}\text{-mod} m_A = (m_x)_{x \in X} : A \otimes_{\mathfrak{g}\text{-mod}} A \to A$ and $u_A = (u_x)_{x \in X} : \mathbb{I}_{\mathfrak{g}\text{-mod}} \to A$. These maps extend naturally to maps $m_A : A \otimes A \to A$ (where if $a \in A_x$ and $b \in A_y$ for $x \neq y$, we define $m_A(a \otimes b) = 0$) and $u_A : k \to A$ (defined by $k \to \mathbb{I}_{\mathfrak{g}\text{-mod}} \to A$ where $k \to \mathbb{I}_{\mathfrak{g}\text{-mod}}$ maps $1_k$ to $(1, 1, \cdots, 1)$).

By definition, it follows immediately that the monoidal multiplication and monoidal unit maps are $\mathfrak{g}$-module morphisms precisely when they make $A$ a $\mathfrak{g}$-module algebra. Hence, we have proved the following result.

**Lemma 5.13.** Let $A = \bigoplus_{x \in X} A_x$ be an $X$-decomposable $k$-algebra and let $\mathfrak{g}$ be an $X$-Lie algebroid. Then the following statements are equivalent.

(a) $A$ is a $\mathfrak{g}$-module algebra, via the monoidal product $m : A \otimes_{\mathfrak{g}\text{-mod}} A \to A$ and monoidal unit $u : \mathbb{I}_{\mathfrak{g}\text{-mod}} \to A$ of Remark 5.12.

(b) $A$ is a $\mathfrak{g}$-module, such that

\begin{align*}
(p \cdot ab) &= a(p \cdot b) + (p \cdot a)b, \\
p \cdot 1_x &= 0,
\end{align*}

for all $p \in g_x$ and $a, b \in A_x$.

By abuse of notation, we also call an $X$-decomposable algebra satisfying the conditions in Lemma 5.13(b) a $\mathfrak{g}$-module algebra. To proceed, we introduce a generalization of the Lie algebra $\text{Der}(A)$ consisting of derivations of $A$ with commutator bracket.

**Notation 5.16** ($\text{Der}_X(A)$). Let $A = \bigoplus_{x \in X} A_x$ be an $X$-decomposable $k$-algebra. We denote by $\text{Der}_X(A)$ the $X$-Lie algebroid $\text{Der}_X(A) = \bigoplus_{x \in X} \text{Der}(A_x)$.

Since each $\text{Der}(A_x)$ is a Lie subalgebra of $\mathfrak{gl}(A_x)$, we have that $\text{Der}_X(A)$ is an $X$-Lie subalgebroid of $\mathfrak{E}(A)$.

**Proposition 5.17.** Let $A = \bigoplus_{x \in X} A_x$ be an $X$-decomposable $k$-algebra and let $\mathfrak{g} = \bigoplus_{x \in X} g_x$ be an $X$-Lie algebroid. Then:

(a) The natural action of $\text{Der}(A_x)$ on $A_x$ for all $x \in X$ makes $A$ a $\text{Der}_X(A)$-module algebra. We denote this action $\ell_{\text{Der}_X(A), A}$ and write $p \triangleright a := \ell_{\text{Der}_X(A), A}(p \boxtimes a)$ for $p \in \text{Der}_X(A)$ and $a \in \text{Der}_X(A) \boxtimes_{X\text{-Lie}} A$. 

(b) Suppose that $A$ is a $\mathcal{G}$-module algebra via $\ell_{\mathcal{G}, A}$ and denote $p \cdot a := \ell_{\mathcal{G}, A}(p \otimes a)$ for $p \otimes a \in \mathcal{G} \otimes_{X, \text{Lie}} A$. Then there is a unique $X$-Lie algebroid morphism $\tau : \mathcal{G} \to \text{Der}_X(A)$ such that $p \cdot a = \tau(p) \triangleright a$ for all $p \otimes a \in \mathcal{G} \otimes_{X, \text{Lie}} A$.

(c) Every $X$-Lie algebroid morphism $\tau : \mathcal{G} \to \text{Der}_X(A)$ gives $A$ the structure of a $\mathcal{G}$-module algebra via $\ell_{\mathcal{G}, A}(p \otimes a) = \ell_{\text{Der}_X(A), A}(\tau(p) \otimes a)$ for all $p \otimes a \in \mathcal{G} \otimes_{X, \text{Lie}} A$.

Hence, $\text{Sym}_{X, \text{Lie}}(A) = \text{Der}_X(A)$.

Proof. (a) The natural action of $\text{Der}(A_x)$ on $A_x$ is given by letting $p \triangleright a$ be the image of $a$ under the derivation $p$, for $a \in A_x$ and $p \in \text{Der}(A_x)$. It is clear that $A$ is an $\text{Der}_X(A)$-module and by Lemma 5.13, it is clear that in fact $A$ is a $\text{Der}_X(A)$-module algebra.

(b) If $A$ is a $\mathcal{G}$-module via $\cdot$, then there is an associated sub-$X$-Lie algebroid of $\mathcal{G}\mathcal{L}_X(A)$ (see Lemma 5.11). This induces a unique $X$-Lie algebroid morphism $\tau : \mathcal{G} \to \mathcal{G}\mathcal{L}_X(A)$. Moreover, if $A$ is a $\mathcal{G}$-module algebra, then it satisfies (5.14) and (5.15), which are equivalent to the map $\tau(p)$ being a derivation of $A_x$ for each $p \in g_x$. Hence, the image of $\tau$ is contained in the sub-$X$-Lie algebroid $\text{Der}_X(A)$ of $\mathcal{G}\mathcal{L}_X(A)$. Corestricting $\tau$ to a map $\mathcal{G} \to \mathcal{G}\mathcal{L}_X(A)$ gives the result.

(c) If $\tau : \mathcal{G} \to \text{Der}_X(A)$ is any $X$-Lie algebroid morphism, then we can define a map $\ell_{\mathcal{G}, A} : \mathcal{G} \otimes_{X, \text{Lie}} A \to A$ by $\ell_{\mathcal{G}, A}(p \otimes a) = \ell_{\text{Der}_X(A), A}(\tau(p) \otimes a)$ for all $p \otimes a \in \mathcal{G} \otimes_{X, \text{Lie}} A$. Since $\tau$ is an $X$-Lie algebroid morphism, we see that if $p, q \in \text{Der}(A_x)$ and $a \in A_x$, then

\[
[p, q] \cdot a = \tau([p, q]) \triangleright a = \tau(p) \triangleright \tau(q) \triangleright a = \tau(p) \triangleright (\tau(q) \triangleright a) - \tau(q) \triangleright (\tau(p) \triangleright a) = p \cdot (q \cdot a) - q \cdot (p \cdot a),
\]

so $A$ is a $\mathcal{G}$-module. Further, for all $p \in g_x$ and $a, b \in A_x$, we see

\[
p \cdot (ab) = \tau(p) \triangleright (ab) = a(\tau(p) \triangleright b) + (\tau(p) \triangleright a)b = a(p \cdot b) + (p \cdot a)b
\]

and

\[
p \cdot 1_x = \tau(p) \triangleright 1_x = 0.
\]

Hence, $A$ is a $\mathcal{G}$-module algebra. \qed

We recover the following well-known result for actions of Lie algebras, which is the special case of Proposition 5.17 when $|X| = 1$.

Remark 5.18. For a $k$-algebra $A$, $A$ is a $\text{Der}(A)$-module algebra and for a Lie algebra $g$, the following are equivalent.

(i) $A$ is a $g$-module algebra.

(ii) There exists a Lie algebra morphism $\tau : g \to \text{Der}(A)$.

Hence, $\text{Sym}_{\text{Lie}}(A) = \text{Der}(A)$.

Recall that by Proposition 4.9(a), a direct sum of Hopf algebras has a canonical weak Hopf algebra structure. Following [Nik01, Section 3.2] we recall a construction that generalizes the notion of the universal enveloping algebra of a Lie algebra to $X$-Lie algebroids.

Definition 5.19 ($U_X(\mathcal{G})$, $X$-$\text{EnvLie}$). The $X$-universal enveloping algebra of $\mathcal{G}$ is the weak Hopf algebra $U_X(\mathcal{G}) := \bigoplus_{x \in X} U(g_x)$, where each $U(g_x)$ is the classical universal enveloping algebra of the Lie algebra $g_x$.

The category $X$-$\text{EnvLie}$ of $X$-universal enveloping algebras of $X$-Lie algebroids is the full subcategory of $X$-WHA consisting of $X$-universal enveloping algebras $U_X(\mathcal{G})$ of $X$-Lie algebroids $\mathcal{G}$.

Remark 5.20. Notice that $U_X(\mathcal{G}) = \bigoplus_{x \in X} U(g_x)$ is an $X$-decomposable algebra. In particular, it is an $X$-algebra, with idempotent set $\{1_x\}_{x \in X}$, where $1_x$ is the identity element of the universal enveloping algebra $U(g_x)$, for each $x \in X$. 
Beyond its similarity to the classical case, the naming for $U_X(\mathcal{O})$ reflects an actual universal property of this object, as demonstrated by the following result. Recall from Example 5.3(b) that any $X$-decomposable $k$-algebra $A = \bigoplus_{x \in X} A_x$ has an associated $X$-Lie algebroid, denoted by $\mathcal{L}_X(A)$.

**Proposition 5.21.** Let $A = \bigoplus_{x \in X} A_x$ be an $X$-decomposable $k$-algebra and let $\mathcal{O}$ be an $X$-Lie algebroid. For any $X$-Lie algebroid morphism $\tau = \{\tau_x\}_{x \in X}: \mathcal{O} \to \mathcal{L}_X(A)$ there exists an unique morphism of $X$-decomposable $k$-algebras $\tau' = \{\tau'_x\}_{x \in X}: U_X(\mathcal{O}) \to A$ such that $\tau'_x \circ t_x = \tau_x$, where $t_x : g_x \to U(g_x)$ is the canonical map for each $x \in X$.

**Proof.** For each $x \in X$, by definition, $\tau_x : g_x \to \mathcal{L}(A_x)$ is a Lie algebra map. By the universal property of $U(g_x)$, there exists a unique $k$-algebra morphism $\tau'_x : U(g_x) \to A_x$ such that $\tau'_x \circ t_x = \tau_x$. Clearly, $\tau' = \bigoplus_{x \in X} \tau'_x$ is the desired morphism of $X$-decomposable $k$-algebras. \hfill \Box

Consider the category $U_X(\mathcal{O})\text{-mod}$ of left $U_X(\mathcal{O})\text{-modules}$. Since $U_X(\mathcal{O})$ is a weak Hopf algebra, it follows from Remark 4.6 that $U_X(\mathcal{O})\text{-mod}$ is a monoidal category. Moreover, given that for a Lie algebra $g$ we have a monoidal equivalence between $g\text{-mod}$ and $U(g)\text{-mod}$, the subsequent result becomes evident.

**Lemma 5.22.** The categories $\mathcal{O}\text{-mod}$ and $U_X(\mathcal{O})\text{-mod}$ are monoidally isomorphic.

Consider the following representation category for $U_X(\mathcal{O})$.

**Definition 5.23** ($\text{rep}(U_X(\mathcal{O}))$). Let $\text{rep}(U_X(\mathcal{O}))$ be the category of representations of $U_X(\mathcal{O})$, that is, objects are $X$-decomposable vector spaces $V = \bigoplus_{x \in X} V_x$ such that each $V_x$ is a representation of $U(g_x)$.

Observe that $\text{rep}(\mathcal{O}) \cong \bigoplus_{x \in X} \text{rep}(g_x) \cong \bigoplus_{x \in X} \text{rep}(U(g_x)) \cong \text{rep}(U_X(\mathcal{O}))$. Moreover, the monoidal structure of $\text{rep}(\mathcal{O})$ passes to $\text{rep}(U_X(\mathcal{O}))$. Consequently, through Lemmas 5.11 and 5.22, a chain of monoidal isomorphisms between categories emerges:

$$\text{rep}(U_X(\mathcal{O})) \cong \text{rep}(\mathcal{O}) \cong \mathcal{O}\text{-mod} \cong U_X(\mathcal{O})\text{-mod}.$$ 

In the case when $|X| = 1$, we naturally regain the classical monoidal isomorphisms for Lie algebras: $\text{rep}(U(g)) \cong \text{rep}(g) \cong g\text{-mod} \cong U(g)\text{-mod}$.

Recall that Lie denotes the category of Lie algebras, $\text{Alg}$ the category of $k$-algebras, and $\text{Hopf}$ the category of Hopf algebras. It is well-known that the functor $U(-) : \text{Lie} \to \text{Alg}$, which associates to the Lie algebra $g$ its universal enveloping algebra $U(g)$, is left adjoint to the functor $\mathcal{L}(-) : \text{Alg} \to \text{Lie}$, which associates to a $k$-algebra $B$ the Lie algebra $\mathcal{L}(B)$. Since $U(g)$ is actually a Hopf algebra, we may also view the universal enveloping algebra functor as a functor $U(-) : \text{Lie} \to \text{Hopf}$. In this case, it is left adjoint to the functor $P(-) : \text{Hopf} \to \text{Lie}$, which associates to the Hopf algebra $H$ its Lie algebra of primitive elements $P(H)$. Using the notation of Examples 5.3 and 5.4, we generalize these two adjunctions to the $X$-Lie algebroid case, recovering the classical setting when $|X| = 1$.

**Theorem 5.24.** Let $X$ be a finite nonempty set.

(a) The following functors are well-defined:

$$U_X(-) : X\text{-Lie} \to X\text{-Alg} \quad (X\text{-universal enveloping algebra});$$

$$\mathcal{L}_X(-) : X\text{-Alg} \to X\text{-Lie} \quad (associated X\text{-Lie algebroid}).$$

Moreover, $U_X(-) \dashv \mathcal{L}_X(-)$, that is, for an $X$-Lie algebroid $\mathcal{O}$ and an $X$-algebra $B$, we have a bijection that is natural in each slot:

$$\text{Hom}_{X\text{-Lie}}(\mathcal{O}, \mathcal{L}_X(B)) \cong \text{Hom}_{X\text{-Alg}}(U_X(\mathcal{O}), B).$$
The following functors are well-defined:

\[ U_X(-) : X\text{-Lie} \rightarrow X\text{-WHA} \quad \text{(X-universal enveloping algebra)}; \]
\[ P_X(-) : X\text{-WHA} \rightarrow X\text{-Lie} \quad \text{(X-Lie algebroid of primitive elements)}. \]

Moreover, \( U_X(-) \circ P_X(-) \), that is, for an \( X\)-Lie algebroid \( \mathfrak{G} \) and an \( X\)-weak Hopf algebra \( H \), we have a bijection that is natural in each slot:

\[ \text{Hom}_{X\text{-Lie}}(\mathfrak{G}, P_X(H)) \cong \text{Hom}_{X\text{-WHA}}(U_X(\mathfrak{G}), H). \]

In particular, \( P_X(U_X(\mathfrak{G})) = \mathfrak{G} \).

Proof. (a) First, we prove that \( U_X(-) : X\text{-Lie} \rightarrow X\text{-Alg} \) is a functor. Let \( \mathfrak{G} = \bigoplus_{x \in X} \mathfrak{g}_x \) and \( \mathfrak{G}' = \bigoplus_{x \in X} \mathfrak{g}'_x \) be \( X\)-Lie algebroids. By Remark 5.20, \( U_X(-) \) sends objects to objects. Also, if \( \tau = \{ \tau_x : \mathfrak{g}_x \rightarrow \mathfrak{g}'_x \}_{x \in X} \) is an \( X\)-Lie algebroid morphism, using the classical adjunction for each \( x \in X \), we can uniquely extend the Lie algebra morphism \( \tau_x : \mathfrak{g}_x \rightarrow \mathfrak{g}'_x \) to an algebra morphism \( U(\tau_x) : U(\mathfrak{g}_x) \rightarrow U(\mathfrak{g}'_x) \). Hence, \( U_X(\tau) := \bigoplus_{x \in X} U(\tau_x) : U_X(\mathfrak{G}) \rightarrow U_X(\mathfrak{G}') \) is an \( X\)-algebra map. Hence, \( U_X(-) \) also sends morphisms to morphisms. It is clear that \( U_X(-) \) respects compositions and identities.

Secondly, we check that \( L_X(-) : X\text{-Alg} \rightarrow X\text{-Lie} \) is a functor. From Example 5.3 it follows that \( L_X(-) \) sends objects to objects. Moreover, if \( \psi : A \rightarrow B \) is an \( X\)-algebra map, we define \( \psi_x : A_x \rightarrow B_x \) as the restriction \( \psi_x := \psi|_{A_x} \). Here, the \( \mathfrak{k}\)-algebras \( A_x \) and \( B_x \) are defined as in Example 5.3. For each \( x \in X \), it is clear that \( \psi_x \) is a \( \mathfrak{k}\)-algebra map, which induces a Lie algebra map \( L(\psi_x) : L(A_x) \rightarrow L(B_x) \). Therefore \( L_X(\psi) := \bigoplus_{x \in X} L(\psi_x) : L_X(A) \rightarrow L_X(B) \) is an \( X\)-Lie algebroid morphism. Also, by construction, \( L_X(-) \) respects compositions and identities.

Now, for any \( X\)-Lie algebroid \( \mathfrak{G} = \bigoplus_{x \in X} \mathfrak{g}_x \) and any \( X\)-algebra \( B \), we want to display a bijection

\[ \text{Hom}_{X\text{-Lie}}(\mathfrak{G}, L_X(B)) \cong \text{Hom}_{X\text{-Alg}}(U_X(\mathfrak{G}), B). \]

If \( \phi : \mathfrak{G} \rightarrow L_X(B) \) is an \( X\)-Lie algebroid morphism of the form \( \phi = \{ \phi_x : \mathfrak{g}_x \rightarrow L(\mathfrak{B}_x) \}_{x \in X} \), for each \( x \in X \) we use the classical adjunction to construct \( \mathfrak{k}\)-algebra maps \( \phi'_x : U(\mathfrak{g}_x) \rightarrow B_x \).

Since each \( B_x \) is contained in \( B \), we can construct \( \phi' := \bigoplus_{x \in X} \phi'_x : U_X(\mathfrak{G}) \rightarrow B \), which is clearly an \( X\)-algebra morphism. Hence, we have constructed the assignment

\[ \Phi_{\mathfrak{G}, B} : \text{Hom}_{X\text{-Lie}}(\mathfrak{G}, L_X(B)) \rightarrow \text{Hom}_{X\text{-Alg}}(U_X(\mathfrak{G}), B), \quad \phi \mapsto \phi'. \]

On the other hand, given an \( X\)-algebra map \( \psi \in \text{Hom}_{X\text{-Alg}}(U_X(\mathfrak{G}), B) \), for each \( x \in X \) consider the restriction \( \psi|_{U(\mathfrak{g}_x)} : U(\mathfrak{g}_x) \rightarrow B \), which is an algebra map. Since for any \( p \in \mathfrak{g}_x \) we have \( \psi|_{U(\mathfrak{g}_x)}(p) = \psi(1_x p 1_x) = e_x^B \psi(p) e_x^B \in B_x \), each restriction is actually of the form \( \psi|_{U(\mathfrak{g}_x)} : U(\mathfrak{g}_x) \rightarrow B_x \). As above, using the classical adjunction we have, for each \( x \in X \), a Lie algebra map \( \psi|_{\mathfrak{g}_x} : \mathfrak{g}_x \rightarrow L(\mathfrak{B}_x) \).

Then \( \psi|_{\mathfrak{G}} := \{ \psi|_{\mathfrak{g}_x} \}_{x \in X} : \mathfrak{G} \rightarrow L_X(B) \) is an \( X\)-Lie algebroid map. Hence, we have constructed the assignment

\[ \Psi_{\mathfrak{G}, B} : \text{Hom}_{X\text{-Alg}}(U_X(\mathfrak{G}), B) \rightarrow \text{Hom}_{X\text{-Lie}}(\mathfrak{G}, L_X(B)), \quad \psi \mapsto \psi|_{\mathfrak{G}}. \]

The following calculations show that these assignments are mutually-inverse. If \( p \in \mathfrak{g}_x \), then

\[ [(\Psi_{\mathfrak{G}, B} \circ \Phi_{\mathfrak{G}, B})(\phi)](p) = \Psi_{\mathfrak{G}, B}(\phi')(p) = \phi'|_{\mathfrak{G}}(p) = \phi(p), \]
\[ [(\Phi_{\mathfrak{G}, B} \circ \Psi_{\mathfrak{G}, B})(\psi)](p) = \Phi_{\mathfrak{G}, B}(\psi|_{\mathfrak{G}})(p) = (\psi|_{\mathfrak{G}})'(p) = \psi(p). \]

Finally, the bijection is natural since for any \( X\)-Lie algebroid \( \phi : \mathfrak{G} \rightarrow \mathfrak{G}' \), any \( X\)-algebra map \( f : B \rightarrow B' \), and all \( \psi \in \text{Hom}_{X\text{-Alg}}(U_X(\mathfrak{G}), B) \) one can check the following equality:

\[ (\Phi_{\mathfrak{G}', B'} \circ \text{Hom}_{X\text{-Alg}}(U_X(\phi), f))(\psi) = (\text{Hom}_{X\text{-Lie}}(\phi, L_X(f)) \circ \Phi_{\mathfrak{G}, B})(\psi). \]

Here, \( \text{Hom}_{X\text{-Alg}}(U_X(\phi), f) : \text{Hom}_{X\text{-Alg}}(U_X(\mathfrak{G}), B) \rightarrow \text{Hom}_{X\text{-Alg}}(U_X(\mathfrak{G}'), B') \) is given by composition, i.e., \( \psi \mapsto f \circ \psi \circ U_X(\phi) \); a similar notion holds for \( \text{Hom}_{X\text{-Lie}}(\phi, L_X(f)) \).
(b) First, we show that $U_X(-) : \text{X-Lie} \to \text{X-WHA}$ is a functor. If $G = \bigoplus_{x \in X} g_x$ is an X-Lie algebroid, then $U_X(G) = \bigoplus_{x \in X} U(g_x)$ is a weak Hopf algebra. The set $\{1_x\}_{x \in X}$ of identities $1_x \in U(g_x)$ are idempotent elements of $U_X(G)$ satisfying $1_{U_X(G)} = \sum_{x \in X} 1_x$ and $\Delta(1_x) = 1_x \otimes 1_x$ for each $x \in X$, and so $U_X(G)$ is an object of X-WHA. If $\tau = \{\tau_x\}_{x \in X} : G \to \Theta'$ is an X-Lie algebroid morphism, then by part (a), $U_X(\tau) : U_X(G) \to U_X(\Theta')$ is a map of X-algebras. Moreover, by the second classical adjunction each $U(\tau_x) : U(g_x) \to U(g_x')$ defined in part (a) is, in fact, a Hopf algebra morphism. So it is clear that $U_X(\tau)$ is a morphism in X-WHA.

Now, we show that $P_X(-) : \text{X-WHA} \to \text{X-Lie}$ is a functor. By Example 5.4, if $H$ is an X-weak Hopf algebra then $P_X(H) \in \text{X-Lie}$. Moreover, if $f : H \to H'$ is a morphism in X-WHA, then $P_X(f)$ is simply the restriction of $f$ to $P_X(H)$. Using the notation of Example 5.4, it is clear for any $x \in X$ that if $h \in P_x(H)$ then $f(h) \in P_x(H')$, so $P_X(f)$ is indeed a morphism in X-Lie. Also, by construction, $P_X(-)$ respects compositions and identities.

Finally, for any $G \in \text{X-Grpd}$ and $H \in \text{X-WHA}$, we wish to exhibit a bijection

$$\text{Hom}_{\text{X-Lie}}(G,P_X(H)) \cong \text{Hom}_{\text{X-WHA}}(U_X(G),H).$$

If $\phi : G \to P_X(H)$ is an X-Lie algebroid morphism, then $U_X(\phi) : U_X(G) \to U_X(P_X(H))$ is a morphism of X-weak Hopf algebras. Since the Lie bracket in each component of $P_X(H)$ was defined as the commutator of $H$, the map $\eta_H : U_X(P_X(H)) \to H$ induced by the inclusion $P_X(H) \subseteq H$ is a unital $k$-algebra map. Also, the elements of $P_X(H)$ are $x$-primitive in $H$, for some $x \in X$, so $\eta_H$ is also a $k$-coalgebra map. Since taking opposites in $P_X(H)$ coincides with applying the antipode of $H$, $\eta_H$ intertwines the antipodes of $U_X(P_X(H))$ and $H$. Therefore, $\eta_H \circ U_X(\phi) \in \text{Hom}_{\text{X-WHA}}(U_X(G),H)$, and we have the assignment

$$\Phi_{G,H} : \text{Hom}_{\text{X-Lie}}(G,P_X(H)) \to \text{Hom}_{\text{X-WHA}}(U_X(G),H), \quad \phi \mapsto \eta_H \circ U_X(\phi).$$

Conversely, if $\psi : U_X(G) \to H$ is a map in X-WHA, then $P_X(\psi) : P_X(U_X(G)) \to P_X(H)$ is an X-Lie algebroid morphism. Note that $P_X(U_X(G)) = G$. Indeed, since we assume that $k$ has characteristic 0, for each $x \in X$ we have $P(U(g_x)) = g_x$. We have therefore constructed an assignment

$$\Psi_{G,H} : \text{Hom}_{\text{X-WHA}}(U_X(G),H) \to \text{Hom}_{\text{X-Lie}}(G,P_X(H)), \quad \psi \mapsto P_X(\psi) \circ \nu_G,$$

where $\nu_G : G \to P_X(U_X(G))$ is the identity map. It is straightforward to check that $\Phi_{G,H}$ and $\Psi_{G,H}$ are mutually-inverse and the naturality of the adjunction. \hfill \square

**Remark 5.25.** Let $A = \bigoplus_{x \in X} A_x$ be an X-decomposable $k$-algebra. In Theorem 5.24(b), by taking $H = U_X(\text{Der}_X(A))$, we have the bijection

$$\text{Hom}_{\text{X-Lie}}(G,\text{Der}_X(A)) \cong \text{Hom}_{\text{X-WHA}}(U_X(G),U_X(\text{Der}_X(A))).$$

Finally, we will construct the symmetry object $\text{Sym}_{X-\text{EnrLie}}(A)$ over any X-decomposable $k$-algebra. Note that since $U_X(G)$ is a weak Hopf algebra, by a $U_X(G)$-module algebra, we mean a $k$-algebra satisfying condition (4.8) in Proposition 4.7.

**Proposition 5.26.** Let $A = \bigoplus_{x \in X} A_x$ be an X-decomposable $k$-algebra and let $G$ be an X-Lie algebroid.

(a) The action of $U_X(\text{Der}_X(A))$ on $A$ induced by the action of $\text{Der}_X(A)$ on $A$ makes $A$ a $U_X(\text{Der}_X(A))$-module algebra. For the action map $\ell_{U_X(\text{Der}_X(A)),A}$, we use the notation $h \triangleright a$ for $\ell_{U_X(\text{Der}_X(A)),A}(h \otimes a)$, where $h \in U_X(\text{Der}_X(A))$ and $a \in A$.

(b) Suppose that $A$ is a $U_X(G)$-module algebra via $\ell_{U_X(G),A}$, where we write $h \cdot a$ for $\ell(h \otimes a)$ for $h \in U_X(G)$ and $a \in A$. Then there is a unique X-weak Hopf algebra...
morphism $\overline{\tau} : U_X(\mathfrak{G}) \to U_X(Der_X(A))$ such that $h \cdot a = \overline{\tau}(h) \triangleright a$ for all $h \in U_X(\mathfrak{G})$ and $a \in A$.

(c) Every $X$-weak Hopf algebra morphism $\overline{\tau} : U_X(\mathfrak{G}) \to U_X(Der_X(A))$ gives $A$ the structure of a $U_X(\mathfrak{G})$-module algebra via $\ell_{U_X(\mathfrak{G}),A}(h \otimes a) = \ell_{U_X(Der_X(A)),A}(\overline{\tau}(h) \otimes a)$ for all $h \in U_X(\mathfrak{G})$ and $a \in A$ (that is, $h \cdot a = \overline{\tau}(h) \triangleright a$).

Hence, $\text{Sym}_{X-\text{EnvLie}}(A) = U_X(Der_X(A))$.

Proof. (a) It is clear that each $A_x$ is a $\text{Der}(A_x)$-module algebra. Hence, by the classical theory, each $A_x$ is a $U(\text{Der}(A_x))$-module algebra. Hence, by Proposition 4.25(c), $A$ is a $U_X(Der_X(A))$-module algebra.

(b, c) By the same argument as above, $A$ is a $U_X(\mathfrak{G})$-module algebra if and only if each $A_x$ is a $U(\mathfrak{g}_x)$-module algebra if and only if each $A_x$ is a $\mathfrak{g}_x$-module algebra. By Lemma 5.13, this happens if and only if $A$ is a $\mathfrak{G}$-module algebra.

By Proposition 5.17, this happens if and only if the action of $\mathfrak{G}$ factors through a unique $X$-Lie algebroid morphism $\tau : \mathfrak{G} \to \text{Der}_X(A)$. By Remark 5.25, this if and only if there exists an $X$-weak Hopf algebra morphism $\overline{\tau} : U_X(\mathfrak{G}) \to U_X(Der_X(A))$.

Note that since $X$-EnvLie is a full subcategory of $X$-WHA, the morphisms in $X$-EnvLie are simply $X$-weak Hopf algebra morphisms. As a consequence, (a), (b), and (c) above imply that $\text{Sym}_{X-\text{EnvLie}}(A) = U_X(Der_X(A))$, as desired.

When $|X| = 1$, we recover the following well-known result for actions of enveloping algebras of Lie algebras.

Remark 5.27. Let $A$ be a $k$-algebra. Then $A$ is a $U(\text{Der}(A))$-module algebra and for a Lie algebra $\mathfrak{g}$, the following are equivalent.

(i) $A$ is a $U(\mathfrak{g})$-module algebra.

(ii) There exists a Hopf algebra morphism $\overline{\tau} : U(\mathfrak{g}) \to U(\text{Der}(A))$.

Hence, $\text{Sym}_{\text{EnvLie}}(A) = U(\text{Der}(A))$.

6. ACTIONS OF Cocommutative weak Hopf Algebras on algebras

In this section our goal is to study symmetries in the category $C = X$-CocomWHA of cocommutative $X$-weak Hopf algebras (see Notation 1.1). The main result, which identifies the symmetry object $\text{Sym}_C(A)$, is Theorem 6.17. First, we recall the definition of the smash product over a weak Hopf algebra, which generalizes the classical construction. Throughout, we use that the antipode $S$ of a weak Hopf algebra $H$ is bijective between the comital subalgebras $H_l$ and $H_s$ [NV02, Proposition 2.3.2].

Definition 6.1 ([NV02, Section 4.2]). Let $H$ be a weak Hopf algebra and let $A$ be an $H$-module algebra. The smash product algebra $A \# H$ is defined as the $k$-vector space $A \otimes_{H_l} H$, where $A$ is a right $H_l$-module via $a \cdot z = S^{-1}(z) \cdot a = a(z \cdot 1_A)$, for $a \in A$ and $z \in H_l$. Multiplication in $A \# H$ is defined by $(a \# h)(b \# g) = a(h_1 \cdot b) \# h_2 g$. Here $a \# h$ denotes a coset representative of $a \otimes_{H_l} h$ for $a \in A$ and $h \in H$.

To state Nikshych’s generalization of the Cartier–Gabriel–Kostant–Milmor–Moore theorem [Nik01], we first describe the weak Hopf algebra structure on this smash product.

Definition 6.2. Let $H$ be a weak Hopf algebra. We say that $H$ is an $X$-decomposable weak Hopf algebra if there exists a family $\{H_x\}_{x \in X}$ of weak Hopf algebras (some of which may be 0) such that $H = \bigoplus_{x \in X} H_x$ as weak Hopf algebras.

Remark 6.3. (a) Every $X$-decomposable weak Hopf algebra is an $X$-decomposable $k$-algebra (Definition 3.23) whose $X$-decomposition also respects the weak Hopf structure.
(b) Not every $X$-weak Hopf algebra is an $X$-decomposable weak Hopf algebra. For example, for an $X$-groupoid $G$, the groupoid algebra $kG$ is in $X$-WHA (Example 4.32). However, if the idempotents $\{e_x\}_{x \in X}$ in $kG$ are not central (see Remark 3.24), then $kG$ is not an $X$-decomposable algebra and thus not a $X$-decomposable weak Hopf algebra.

(c) Conversely, not every $X$-decomposable weak Hopf algebra is as an $X$-weak Hopf algebra. For instance, if we have an $X$-decomposable weak Hopf algebra $H = \bigoplus_{x \in X} H_x$, where some of the $H_x$ are proper weak Hopf algebras, the idempotents $1_x$ in $H$ may not necessarily be grouplike elements as required by Definition 4.30. (For example, the weak Hopf algebra from Example 4.24 has non-grouplike idempotents for $N \geq 2$.) Consequently, $H$ would not satisfy the conditions to be classified as an $X$-weak Hopf algebra.

(d) For every $X$-Lie algebroid $\mathfrak{g} = \bigoplus_{x \in X} \mathfrak{g}_x$, the $X$-universal enveloping algebra $U_X(\mathfrak{g})$ is an $X$-decomposable weak Hopf algebra and also is an $X$-weak Hopf algebra since each $U(\mathfrak{g}_x)$ is a Hopf algebra.

**Definition 6.4 (Aut$_{X,WBA}(H)$).** Let $H = \bigoplus_{x \in X} H_x$ be an $X$-decomposable weak Hopf algebra. We define $\text{Aut}_{X,WBA}(H)$, the $X$-weak bialgebra automorphism groupoid of $H$, as follows:

- the object set is $X$,
- for any $x, y \in X$, $\text{Hom}_{\text{Aut}_{X,WBA}(H)}(H_x, H_y)$ is the space of weak bialgebra isomorphisms between the weak bialgebras $H_x$ and $H_y$.

Clearly, $\text{Aut}_{X,WBA}(H)$ is a subgroupoid of $\text{Aut}_{X,Alg}(H)$, as defined in Definition 3.31.

**Proposition 6.5.** Let $G$ be an $X$-groupoid and $H = \bigoplus_{x \in X} H_x$ be an $X$-decomposable weak Hopf algebra. If $H$ is a $kG$-module algebra via the action $\cdot$, then the following statements are equivalent.

(a) For every $g \in G_1$ and $a \in H_{s(g)}$ the following relations hold:

\begin{align}
\Delta_H(g \cdot a) &= g \cdot a_1 \otimes g \cdot a_2, \\
\varepsilon_H(g \cdot a) &= \varepsilon_{H_{s(g)}}(a).
\end{align}

(b) There exists an $X$-groupoid morphism $\pi : G \rightarrow \text{Aut}_{X,WBA}(H)$.

Moreover, in this case the smash product algebra $H \# kG$ becomes a weak Hopf algebra with operations given by:

\begin{align}
\Delta(a \# g) &= a_1 \# g \otimes a_2 \# g, \\
\varepsilon(a \# g) &= \varepsilon_H(a), \\
S(a \# g) &= (1_H \# g^{-1})S_H(a) \# 1_{kG},
\end{align}

for all $g \in G_1$ and $a \in H_{t(g)}$.

**Proof.** Since $H$ is a $kG$-module algebra, Proposition 4.38 guarantees the existence of an $X$-groupoid morphism $\pi : G \rightarrow \text{Aut}_{X,Alg}(H)$ such that $g \cdot a = \pi(g)(a)$ for all $g \in G_1$ and $a \in H_{s(g)}$; note that if $a \in H_x$ with $x \neq s(y)$ then $g \cdot a = 0$ (see Remark 3.8). Equations (6.6) and (6.7) are equivalent to the statement that for all $g \in G_0$ the $k$-algebra map $\pi(g) : H_{s(g)} \rightarrow H_{t(g)}$ is a $k$-coalgebra map. But this is the same as requiring the image of $\pi$ to be contained in the subgroupoid $\text{Aut}_{X,WBA}(H)$. This proves that (a) and (b) are equivalent.

Now, it is clear that $H \# kG$ is both a $k$-algebra and a $k$-coalgebra, and the maps of (6.8) are well-defined. Let $g, h \in G_1$ such that $t(h) = s(g)$. Suppose that $a \in H_{t(g)}$ and $b \in H_{t(h)}$, then
so we have

\[ \Delta((a\#g)(b\#h)) = a_1(g \cdot b)_1\#gh \otimes a_2(g \cdot b)_2\#gh \quad (6,6) \]
\[ = (a_1\#g \otimes a_2\#g)(b_1\#h \otimes b_2\#h) = \Delta(a\#g)\Delta(b\#h). \]

Otherwise, both sides of the above equation are zero. Hence, \( \Delta \) is multiplicative. If \( g, h, l \in G_1 \) satisfy \( t(h) = s(g) \) and \( t(l) = s(h) \), then for \( a \in H_t(g) \), \( b \in H_t(h) \), \( c \in H_t(l) \) we have

\[ \varepsilon((a\#g)(b\#h)(c\#l)) = \varepsilon(a(g \cdot b)(g h \cdot c)\#g h l) = \varepsilon_H(a(g \cdot b)(g h \cdot c)) \]
\[ = \varepsilon_H(a(g \cdot b_1)\varepsilon_H((g \cdot b_2)(g h \cdot c)) = \varepsilon_H(a(g \cdot b_1)\varepsilon_H((b_2(h \cdot c)))) \]
\[ = \varepsilon_H(a(g \cdot b_1)\varepsilon_{H_t(g)}(b_2(h \cdot c)) = \varepsilon(a(g \cdot b_1)\#g h)(b_2(h \cdot c)\#h l) \]
\[ = \varepsilon((a\#g)(b\#h)1)\varepsilon((b\#h)2(c\#l)), \]

and similarly, \( \varepsilon((a\#g)(b\#h)(c\#l)) = \varepsilon((a\#g)(b\#h)2)\varepsilon((b\#h)(c\#l)) \), so \( \varepsilon \) is weakly multiplicative. Let \( 1 := 1_H, 1_x = 1_{H_x} \) for all \( x \in X \), and \( 1_{kG} = \sum_{x \in X} e_x \). Then

\[
(\Delta(1\#1_{kG}) \otimes 1\#1_{kG})(1\#1_{kG} \otimes \Delta(1\#1_{kG}))
\]
\[
= \left( \sum_{x \in X} \Delta(1\#e_x) \otimes \sum_{y \in X} 1\#e_y \right) \left( \sum_{z \in X} 1\#e_z \otimes \sum_{w \in X} \Delta(1\#e_w) \right)
\]
\[
= \left( \sum_{x, y \in X} 1\#e_x \otimes 1\#e_y \otimes 1\#e_z \right) \left( \sum_{z, w \in X} 1\#e_z \otimes 1\#e_w \otimes 1\#e_w \right)
\]
\[
= \sum_{x, y, z, w \in X} 1\#e_x \cdot 1\#e_z \otimes 1\#e_x \cdot 1\#e_w \otimes 1\#e_y \cdot 1\#e_w
\]
\[
= \sum_{x, y, z, w \in X} 1\#e_x \cdot 1\#e_x \otimes 1\#e_x \cdot 1\#e_x \otimes e_y \cdot 1\#e_y e_w
\]
\[
\overset{(*)}{=} \sum_{x \in X} (1_x)1\#e_x \otimes (1_x)2(1'_x)1\#e_x \otimes (1'_x)2\#e_x
\]
\[
\overset{(**)}{=} \sum_{x \in X} (1_x)1\#e_x \otimes (1_x)2\#e_x \otimes (1_x)3\#e_x
\]
\[
\overset{(***)}{=} \sum_{x \in X} 1\#e_x \otimes 1\#e_x \otimes 1\#e_x
\]
\[
\overset{\text{In (**) we used that } e_x \cdot 1 = 1_x, \text{ in (**) that each } H_x \text{ is a weak Hopf algebra, while in (***)} \text{ that } (1_x)\#e_x = 0 \text{ if } x \neq y; \text{ recall that } (kG)_x = \bigoplus_{x \in X} k e_x \}. \text{ This proves that } \Delta \text{ is weakly comultiplicative and thus the smash product } H \# kG \text{ is a weak bialgebra.} \]
Next, we will use the identity $\Delta(1_H \# 1_{kG}) = \sum_{x \in X} (1_x)1 \# e_x \otimes (1_x)2 \# e_x$ to prove the antipode condition. Indeed, if $g \in G_1$ and $a \in H_{l(g)}$, then
\[
S(a_1 \# g)(a_2 \# g) = (1 \# g^{-1})(S_H(a_1) \# 1_{kG})(a_2 \# g) = g^{-1} \cdot (S_H(a_1) a_2 \# e_s(g)) = g^{-1} \cdot (e_H)_s(a) \# e_s(g) = \sum_{x \in X} (g^{-1} \cdot (1_x)1 \# e_s(g)) \in H_H(a_1)2)
\]
\[
= g^{-1} \cdot (e_H)_s(a) \# e_s(g) = \sum_{x \in X} (g^{-1} \cdot (1_x)1 \# e_s(g)) \in H_H(a_1)2)
\]
\[
= \varepsilon_{a}(a \# g).
\]
In (*) we used that $g^{-1} \cdot 1_x = \delta_{x,t(g)}1_{kG}$, in (**) that $g \cdot 1_{s(g)} = 1_{t(g)}$, in (***) that $\varepsilon_{kG}(ge_s(g)) = 1$, while in (***) that $(a \# g)(1_x)2 \# e_x = \delta_{x,s(g)}a(g \cdot 1_{s(g)})2 \# e_s(g)$. Similarly, one can prove $(a_1 \# g)S(a_2 \# g) = \varepsilon_{a}(a \# g)$. Finally, we have
\[
S((a \# g)_1)(a \# g)_2S((a \# g)_3) = (1 \# g^{-1})(S_H(a_1) \# 1_{kG})(a_2 \# g)(1 \# g^{-1})(S_H(a_3)1_{kG}) = (g^{-1} \cdot (S_H(a_1) a_2 \# 1_{kG}) \cdot S_H(a_3)1_{kG}) = g^{-1} \cdot (S_H(a_1) a_2 S_H(a_3)) \# g^{-1} \cdot S_H(a)1_{kG}) = (1 \# g^{-1})(S_H(a) \# 1_{kG}) = S(a \# g).
\]
Here, we used in (*) that $S_H$ is an antipode for $H$. Therefore, $H \# kG$ is a weak Hopf algebra.

In particular, if in the $X$-decomposition of $H$, each $H_x$ is a Hopf algebra, then the next result shows that $H \# kG$ is actually an $X$-weak Hopf algebra.

**Lemma 6.9.** Let $G$ be an $X$-groupoid and $W = \bigoplus_{x \in X} W_x$ be an $X$-decomposable weak Hopf algebra which is a $kG$-module algebra. Suppose further that for all $x \in X$, $W_x$ is actually a Hopf algebra. Then the smash product $K := W \# kG$ is an $X$-weak Hopf algebra. The complete set of grouplike orthogonal idempotents of $K$ is $\{f_x := 1W_x \# e_x \}_{x \in X}$. Consequently,
\[
(\varepsilon_K)_i(w_x \# g) = (\varepsilon_W)_i(w_x) \# (\varepsilon_{kG})_i(g)
\]
for any $w \in W_x$ and $g \in G$.

**Proof.** From Proposition 6.5 it follows that $K$ is a weak Hopf algebra. Moreover, since $W$ is a $kG$-module algebra and $kG_0 = k\{e_x \mid x \in X\}$, then $W$ also is a right $kG_0$-module via $p \cdot e_x = S^{-1}(e_x) \cdot p = p(e_x \cdot 1_H)$ for all $x \in G_0 = X$ and $p \in W$; see Definition 6.1. Note that
\[
\Delta(1_K) = \Delta(1W \otimes kG_0 \ 1_{kG}) = \sum_{x,y \in X} (1W_x \otimes kG_0 \ 1_{kG}) \otimes (1W_y \otimes kG_0 \ 1_{kG})
\]
For $x, y \in X$, we have
\[
1W_x \# e_y = 1W_x \otimes kG_0 \ 1_{kG} \otimes e_y \quad \text{(6.11)}
\]
\[
= 1W_x(e_y \cdot 1W) \otimes kG_0 \ 1_{kG} \quad \text{Rem. 3.8}
\]
\[
\delta_{x,y}1W_x \otimes kG_0 \ 1_{kG}
\]
In (*) we used that $e_y^2 = e_y$. Let $f_x := 1W_x \otimes kG_0 \ 1_{kG}$, for each $x \in X$. Therefore $1_K = \sum_{x \in X} f_x$ and thus $\Delta(1_K) = \sum_{x \in X} f_x \otimes f_x$. Now the result follows from Proposition 4.25(a).
Consequently, for any \( w_x \in W_x \) and \( g \in \mathcal{G} \), since \( e_y \cdot w_x = \delta_{x,y} w_x \) by Remark 3.8, we have
\[
(\varepsilon_K)_x(w_x \# g) = \sum_{y \in X} \varepsilon_W(1_{W_y} \cdot (e_y \cdot w_x))1_{W_y} \# \varepsilon_{k\mathcal{G}}(e_y \cdot g)e_y = (\varepsilon_W)_x(w_x) \# (\varepsilon_{k\mathcal{G}})(g),
\]
which proves (6.10). \( \square \)

Two relevant examples of the smash product are the following.

**Example 6.12.**

(a) Let \( \mathcal{G} \) be an \( X \)-groupoid acting by conjugation on an \( X \)-Lie algebroid \( \mathfrak{g} \). This induces an action of the groupoid algebra \( k\mathcal{G} \) on the \( X \)-universal enveloping algebra \( U_X(\mathfrak{g}) \) satisfying the conditions of Proposition 6.5(a). Thus \( U_X(\mathfrak{g}) \# k\mathcal{G} \) is an \( X \)-weak Hopf algebra as a particular case of Lemma 6.9.

(b) Let \( G \) be a group and \( H \) be a Hopf algebra. If \( H \) is a \( k\mathcal{G} \)-module algebra, then Proposition 6.5 translates into the following well-known result: if there is a group morphism from \( G \) to the group of bialgebra automorphisms of \( H \), \( \pi : G \to \text{Aut}_{\text{bialg}}(H) \), or equivalently, if the map \( \pi_g : H \to H \) given by \( a \mapsto g \cdot a \), for any \( g \in G \), is a coalgebra morphism, then the smash product algebra \( H \# k\mathcal{G} \) has structure of Hopf algebra with operations as in (6.8).

Next, we recall Nikshych’s generalization of the Cartier–Gabriel–Kostant–Milnor–Moore theorem to the weak Hopf setting.

**Theorem 6.13** ([Nik01, Theorem 3.2.4]). Any cocommutative weak Hopf algebra \( H \) is isomorphic to \( U_X(\mathfrak{g}) \# k\mathcal{G} \) as weak Hopf algebras, for some \( X \)-Lie algebroid \( \mathfrak{g} \) and \( X \)-groupoid \( \mathcal{G} \).

Now, we characterize the morphisms in \( X \)-CocomWHA.

**Definition 6.14.** Let \( R \) and \( S \) be two \( k \)-algebras and let \( \beta : R \to S \) be a \( k \)-algebra morphism. Let \( M \in R\text{-mod} \) and \( N \in S\text{-mod} \). We call a group morphism \( \alpha : M \to N \) a \( \beta \)-linear morphism if \( \alpha(r \cdot m) = \beta(r) \cdot \alpha(m) \) for all \( m \in M \) and \( r \in R \).

**Lemma 6.15.** Let \( H = U_X(\mathfrak{g}) \# k\mathcal{G} \) and \( H' = U_X(\mathfrak{g}') \# k\mathcal{G}' \), where \( \mathcal{G} \) and \( \mathcal{G}' \) are \( X \)-groupoids, \( \mathfrak{g} \) and \( \mathfrak{g}' \) are \( X \)-Lie algebroids and \( U_X(\mathfrak{g}) \) is a \( \mathcal{G} \)-module algebra and \( U_X(\mathfrak{g}') \) is a \( \mathcal{G}' \)-module algebra.

(a) Suppose that \( \pi : \mathcal{G} \to \mathcal{G}' \) is an \( X \)-groupoid morphism and \( \tau : \mathfrak{g} \to \mathfrak{g}' \) is an \( X \)-Lie algebroid morphism such that for the corresponding \( X \)-weak Hopf algebra morphisms \( \tilde{\pi} : k\mathcal{G} \to k\mathcal{G}' \) and \( \tilde{\tau} : U_X(\mathfrak{g}) \to U_X(\mathfrak{g}') \), \( \tilde{\tau} \) is a \( \tilde{\pi} \)-linear morphism. Then there is an induced \( X \)-weak Hopf algebra morphism \( \phi : H \to H' \).

(b) Every \( X \)-weak Hopf algebra morphism from \( H \) to \( H' \) arises in this way.

**Proof.** (a) Assume that \( \mathfrak{g} = \bigoplus_{x \in X} g_x \) and \( \mathfrak{g}' = \bigoplus_{x \in X} g'_x \). For two given \( X \)-weak Hopf algebra morphisms \( \tilde{\pi}, \tilde{\tau} \) in (a), we can define a map
\[(6.16)\]
\[\phi : H \to H', \quad p_x \# g \mapsto \tilde{\tau}_x(p_x) \# \tilde{\pi}(g),\]
where \( p_x \in g_x, g \in \mathcal{G} \), for any \( x \in X \). First, we will show that \( \phi \) is well-defined. Suppose that \( p \otimes k\mathcal{G}, g = q \otimes k\mathcal{G} \) in \( U_X(\mathfrak{g}) \# k\mathcal{G} \). Then there exists \( \beta \in k\mathcal{G}_0 \) such that \( g = \beta h \) and hence \( p = q \cdot \beta^{-1} = S^{-1}(\beta^{-1}) \cdot q \) by Definition 6.1. Since \( \tilde{\tau} \) is a \( \tilde{\pi} \)-linear morphism, we have \( \tilde{\tau}(g \cdot p) = \tilde{\tau}(g) \cdot \tilde{\pi}(p) \) for \( p \in \mathfrak{g} \) and \( g \in \mathcal{G} \). Then
\[
\tilde{\tau}(p) \# \tilde{\pi}(g) = \tilde{\tau}(S^{-1}(\beta^{-1}) \cdot q) \# \tilde{\pi}(\beta h) = (\tilde{\pi}(S^{-1}(\beta^{-1})) \cdot \tilde{\tau}(q)) \# \tilde{\pi}(\beta h)
\]
\[
= (\tilde{\tau}(q) \cdot S(\tilde{\pi}(S^{-1}(\beta^{-1})))) \# \tilde{\pi}(\beta h) = \tilde{\tau}(q) \# \tilde{\pi}(\beta^{-1}) \tilde{\pi}(\beta h)
\]
\[
= \tilde{\tau}(q) \# \tilde{\pi}(h).
\]
The second-to-last equality holds since $\bar{\tau}$ is a weak Hopf algebra morphism.

By (6.8) and the fact that $\bar{\pi}$ and $\bar{\tau}$ are $k$-coalgebra maps, we conclude that $\phi$ is a $k$-coalgebra map. Moreover, $\phi$ is unital as $\bar{\pi}$ and $\bar{\tau}$ are unital. Next we show that $\phi$ is multiplicative:

$$
\phi((p\#q)(q\#h)) = \phi(p(g \cdot q) \# gh) = \bar{\tau}(p(g \cdot q)) \# \bar{\pi}(gh)
$$

$$
= \bar{\tau}(p)(\bar{\tau}(g \cdot q) \# \bar{\tau}(q)(\bar{\tau}(h)) \# \bar{\pi}(q)\bar{\pi}(h))
$$

$$
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Hence, \( \text{Sym}_{X,\text{CocomWHA}}(A) = K \).

**Proof.** It follows from Proposition 6.5 that \( U_X(\text{Der}_X(A)) \# k(\text{Aut}_X, \text{Alg}(A)) \) is a cocommutative weak Hopf algebra.

(a) By the assumption, there are two action maps \( \ell_{k(\text{Aut}_X, \text{Alg}(A))}, A \) in Proposition 4.38 and \( \ell_{U_X(\text{Der}_X(A))}, A \) in Proposition 5.26. Hence, one can define an action map \( \ell_{K,A} : K \otimes A \to A \) via

\[
\ell_{K,A}(a) = \ell_{K,A}(\delta \# \alpha) = \delta \cdot (\alpha \cdot a), \quad k = \delta \# \alpha \in K, \quad a, b \in A.
\]

Furthermore,

\[
\ell_{K,A}(ab) = \ell_{K,A}(\alpha \cdot (ab)) = \delta \cdot ((\alpha_1 \cdot a)(\alpha_2 \cdot b)) = (\delta_1 \cdot (\alpha_1 \cdot a))(\delta_2 \cdot (\alpha_2 \cdot b)) = (k_1 \cdot a)(k_2 \cdot b),
\]

and

\[
\ell_{K,A}(1_A) = \delta \cdot (1_A) = (\varepsilon_{U_X(\text{Der}_X(A))} t(\delta)) \# (\varepsilon_{k(\text{Aut}_X, \text{Alg}(A))} t(\alpha)) \cdot 1_A.
\]

Therefore, \( A \) is a \( K \)-module algebra.

(b) Since \( A \) is an \( H \)-module algebra, we can define a \( kG \)-module algebra structure on \( A \) via \( g \cdot a := \ell_{H,A}(1_{U_X(\mathfrak{e})} \# g \otimes a) \) for \( g \in G \) and \( a \in A \). It is clear that \( A \) is a \( kG \)-module. By (6.11), we have that

\[
1_{U_{(g,z)} \# g} = 1_{U_{(g,z)} \# e_{g,y}} g = \delta_{x,y} 1_{U_{(g,z)} \# g},
\]

and therefore

\[
\Delta(1_{U_{(g,z)} \# g}) = \sum_{g \in X} (1_{U_{(g,z)} \# g} \otimes (1_{U_{(g,z)} \# g})) = (1_{U_{(g,z)} \# g} \otimes (1_{U_{(g,z)} \# g}))
\]

(6.19)

Notice that

\[
g \cdot (ab) = \ell_{H,A}(1_{U_X(\mathfrak{e})} \# g \otimes ab) = (1_{U_X(\mathfrak{e})} \# g) \cdot (ab) = (1_{U_X(\mathfrak{e})} \# g) \cdot \ell_{H,A}(1_{U_X(\mathfrak{e})} \# g \otimes a) \cdot \ell_{H,A}(1_{U_X(\mathfrak{e})} \# g \otimes b)
\]

(6.19)

Furthermore,

\[
g \cdot 1_A = \ell_{H,A}(1_{U_X(\mathfrak{e})} \# g \otimes 1_A) = (1_{U_X(\mathfrak{e})} \# g) \cdot 1_A = \varepsilon_{(1_{U_X(\mathfrak{e})} \otimes \varepsilon_{kG})}(g) \cdot 1_A = \ell_{H,A}(1_{U_X(\mathfrak{e})} \# (\varepsilon_{kG} t(g)) \otimes 1_A)
\]

and

\[
\varepsilon_{(1_{U_X(\mathfrak{e})} \otimes \varepsilon_{kG})}(g) = (\varepsilon_{kG} t(g)) \cdot 1_A.
\]

Next, define a \( \mathfrak{G} \)-action on \( A \) via \( p_x \cdot b := \ell_{H,A}(p_x \# 1_{kG} \otimes b) \) for all \( p_x \in g_x \) with \( b \in A \). By a similar argument to (6.11), we show \( p_x \# e_y = \delta_{x,y} p_x \# e_x \) and so \( (p_x \# 1_{kG}) = (p_x \# e_x) \) for \( p_x \in g_x \). It is straightforward to check that

\[
p_x \cdot (ab) = (p_x \cdot a)(1_{U_{(g,y)}} \cdot b) + (1_{U_{(g,y)}} \cdot a)(p_x \cdot b),
\]

\[
p_x \cdot 1_A = 0 = \varepsilon_{t(p_x)} \cdot 1_A,
\]

since

\[
\varepsilon_{t(p_y)} = (p_y)_1 S((p_y)_2) = 1_{U_{(g,y)}} S(p_y) + p_y S(1_{U_{(g,y)}}) = -p_y + p_y = 0,
\]

for \( p_y \in g_y \) and \( a, b \in A \). By Propositions 5.17 and 5.26, \( A \) is a \( U_X(\mathfrak{G}) \)-module algebra. Consequently, there exist \( X \)-weak Hopf algebra maps

\[
\tilde{\pi} := \nu_{k(\text{Aut}_X, \text{Alg}(A))} k(\tilde{\pi}) : kG \to k(\text{Aut}_X, \text{Alg}(A)) \quad \text{and} \quad \tilde{\tau} : U_X(\mathfrak{G}) \to U_X(\text{Der}_X(A))
\]
by Propositions 4.38(b) and 5.26(b), respectively. Similar to the argument used to prove Lemma 6.15(b), we can show that \( \tilde{\tau} \) is \( \tilde{\pi} \)-linear. It follows from Lemma 6.15(a) and Propositions 4.38(c) and 5.26(c) that there exists a weak Hopf algebra morphism from \( K \) to \( H \) such that \( h \cdot a = \phi(h) \cdot a \) for \( h \in H \).

(c) For any given weak Hopf algebra morphism \( \phi : H \rightarrow K \), we will show that \( A \) is an \( H \)-module algebra via \( h \cdot a := \ell_{H,A}(h \otimes a) = \ell_{K,A}(\phi(h) \otimes a) = \phi(h) \cdot a \), for all \( h \in H \) and \( a \in A \). Since \( \phi \) is a weak Hopf algebra morphism,

\[
h \cdot (ab) = \phi(h) \cdot (ab) = (\phi(h_1) \cdot a)(\phi(h_2) \cdot b) = (h_1 \cdot a)(h_2 \cdot b).
\]

It follows that

\[
(6.20) \quad \phi((1_H)_1) \otimes \phi((1_H)_2) = \Delta(\phi(1_H)) = \Delta(1_K) = (1_K)_1 \otimes (1_K)_2.
\]

Thus,

\[
h \cdot 1_A = \phi(h) \cdot 1_A = (\varepsilon_K)_t(\phi(h)) \cdot 1_A
\]

\[(6.20) \quad = (\sum \varepsilon_K(\phi((1_H)_1)\phi((1_H)_2))) \cdot 1_A = (\varepsilon_K \otimes \phi)((1_H)_1 h \otimes (1_H)_2) \cdot 1_A
\]

\[(*) \quad = (\varepsilon_H)_t(h) \cdot 1_A
\]

as desired. Here, in (*) we used that \( \phi \) is a counital map, and in (**) the assumption.

Therefore, \( \text{Sym}_{X,\text{CocomWHA}}(A) = K \) as desired. \( \square \)

We make the following remark, which is the special case of Theorem 6.17 when \( |X| = 1 \).

Remark 6.21. Let \( A \) be a \( k \)-algebra. Let \( K = U(\text{Der}(A)) \# k(\text{Aut}_{\text{Alg}}(A)) \). Then \( A \) is a \( K \)-module algebra and for a cocommutative Hopf algebra \( H \), the following are equivalent.

(i) \( A \) is an \( H \)-module algebra.

(ii) There exists a Hopf algebra morphism \( \phi : H \rightarrow K \) giving \( A \) the structure of an \( H \)-module algebra via \( \ell_{H,A}(h \otimes a) = \ell_{K,A}(\phi(h) \otimes a) \) for all \( h \otimes a \in H \otimes A \).

Hence, \( \text{Sym}_{\text{CocomHopf}}(A) = K \).

As mentioned in the introduction, one potential research direction is to extend these results to the non-cocommutative case. For instance, there has been much recent activity on partial actions of Hopf-like structures in this case (see, e.g., [FMF22, FMS24, MPS23]).

7. Examples: Actions on polynomial algebras

In this section we illustrate the results in this paper for graded actions on polynomial algebras by general linear Hopf-like structures. As a warm up, we begin by studying the (classical) indecomposable case before considering the \( X \)-decomposable case.

7.1. Indecomposable module algebra case. Let \( A := k[x_1, \ldots, x_n] \) be a polynomial algebra, which is isomorphic to the symmetric algebra \( S(V) \) on an \( n \)-dimensional vector space \( V \). We consider the following group and Lie algebra, respectively,

\[
T_n := \text{Aut}_{\text{Alg}}(A) \quad \text{and} \quad W_n := \text{Der}(A).
\]

When \( n \geq 3 \), the group \( T_n \) contains an automorphism of wild type [SU04] and so is not fully understood. Hence, we restrict our attention to the subgroup of graded automorphisms of \( A \), which we identify with the general linear group:

\[
\text{GL}_n(k) = \text{GL}(V) =: \text{Aut}_{\text{GrAlg}}(A).
\]
On the other hand, \( W_n \) is well-known to be the infinite-dimensional Lie algebra consisting of derivations of the form \( f_1(x) \frac{\partial}{\partial x_1} + \cdots + f_n(x) \frac{\partial}{\partial x_n} \) for \( f_j(x) \in A \) (see, e.g., [Bah21, Section 1.2]). The general linear Lie algebra is a Lie subalgebra of \( W_n \) given as follows:

\[
\mathfrak{gl}_n(k) = \text{span}_k \left\{ x_i \frac{\partial}{\partial x_j} \right\}_{i,j=1,\ldots,n} =: \text{Der}_{\text{Lin}}(A).
\]

Moreover, \( \text{GL}_n(k) \) acts on \( \mathfrak{gl}_n(k) \) by conjugation after identifying \( x_i \frac{\partial}{\partial x_j} \) with the elementary matrix \( E_{i,j} \). With the maps,

\[
\pi : \text{GL}_n(k) \to T_n \quad \text{(inclusion of groups)}, \quad \tau : \mathfrak{gl}_n(k) \to W_n \quad \text{(inclusion of Lie algebras)},
\]

we obtain the Hopf algebra maps,

\[
\bar{\pi} : k \text{GL}_n(k) \to kT_n \quad \text{and} \quad \bar{\tau} : U(\mathfrak{gl}_n(k)) \to U(W_n)
\]

and \( \bar{\tau} \) is \( \bar{\pi} \)-linear. Hence by Remarks 3.35, 4.40, 5.18, 5.27, and 6.21, we obtain the following result.

**Proposition 7.1.** The polynomial algebra \( k[x_1, \ldots, x_n] \) is a module algebra over the following general linear Hopf-like structures:

\[
\text{GL}_n(k), \quad \mathfrak{gl}_n(k), \quad k \text{GL}_n(k), \quad U(\mathfrak{gl}_n(k)), \quad U(\mathfrak{gl}_n(k)) \# k \text{GL}_n(k).
\]

7.2. **X-decomposable module algebra case.** For \( x \in X \), let \( A_x := S(V_x) \) be the symmetric algebra on a finite-dimensional vector space \( V_x \). Let \( n_x \) denote \( \dim(V_x) \). Take \( V := \bigoplus_{x \in X} V_x \) to be the corresponding \( X \)-decomposable vector space, and \( A := \bigoplus_{x \in X} A_x \) to be the corresponding \( X \)-decomposable \( k \)-algebra. Take

\[
T_X := \text{Aut}_{X,\text{-Alg}}(A),
\]

to be the groupoid from Definition 3.31, i.e., the objects of \( T_X \) are the elements of \( X \) and for \( x, y \in X \), the morphisms \( \text{Hom}_{T_X}(x, y) \) are the unital \( k \)-algebra isomorphisms \( A_x \to A_y \).

Since \( \text{GL}(V_x) \) is a subgroupoid of the groupoid \( \text{GL}_X(V) \) from Definition 3.15, the result below is straightforward, where the second statement follows from Theorem 4.35(b) (or Proposition 4.38).

**Lemma 7.2.** There is an \( X \)-groupoid morphism

\[
\pi : \text{GL}_X(V) \to T_X,
\]

given by \( \pi(V_x) = S(V_x) \) for all \( x \in X \). This also yields an \( X \)-weak Hopf algebra morphism:

\[
\bar{\pi} : k \text{GL}_X(V) \to kT_X.
\]

On the other hand, take

\[
W_X := \text{Der}_X(A) := \bigoplus_{x \in X} \text{Der}(A_x),
\]

to be the \( X \)-Lie algebroid from Definition 5.1 and Notation 5.16. The next result is straightforward, with the second statement following from Proposition 5.26.

**Lemma 7.3.** There is an \( X \)-Lie algebroid morphism

\[
\tau : \mathfrak{gl}_X(V) \to \text{Der}_X(A),
\]

given by inclusion. This also yields an \( X \)-weak Hopf algebra morphism:

\[
\bar{\tau} : U_X(\mathfrak{gl}_X(V)) \to U_X(\text{Der}_X(A)).
\]

Working component-wise, we also have the following result.

**Lemma 7.4.** Given \( \bar{\pi} \) from Lemma 7.2, we have that \( \bar{\tau} \) from Lemma 7.3 is \( \bar{\pi} \)-linear.
Finally, Lemmas 7.2, 7.3, and 7.4 yield the following consequences of Propositions 3.33, 4.38, and 5.17 and Theorem 6.17.

**Proposition 7.5.** For an $X$-decomposable vector space $V := \bigoplus_{x \in X} V_x$, the $X$-decomposable $k$-algebra $\bigoplus_{x \in X} S(V_x)$ is a module algebra over the following general linear $X$-Hopf-like structures:

$$GL_X(V), \; \bigoplus_{x \in X} GL_X(V), \; U_X(GL_X(V)),$$

$$\bigoplus_{x \in X} U_X(GL_X(V)) \# kGL_X(V).$$
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