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Abstract

The novel coronavirus disease 2019 (COVID-19), caused by severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2), has unique epidemiological characteristics that include presymptomatic and asymptomatic infections, resulting in a large proportion of infected cases being unconfirmed, including patients with clinical symptoms who have not been identified by screening. These unconfirmed infected individuals move and spread the virus freely, presenting difficult challenges to the control of the pandemic. To reveal the actual pandemic situation in a given region, a simple dynamic susceptible-unconfirmed-confirmed-removed (D-SUCR) model is developed taking into account the influence of unconfirmed cases, the testing capacity, the multiple waves of the pandemic, and the use of non-pharmaceutical interventions. Using this model, the total numbers of infected cases in 51 regions of the USA and 116 countries worldwide are estimated, and the results indicate that only about 40% of the true number of infections have been confirmed. In addition, it is found that if local authorities could enhance their testing capacities and implement a timely strict quarantine strategy after identifying the first infection case, the total number of infected cases could be reduced by more than 90%. Delay in implementing quarantine measures would drastically reduce their effectiveness.

© 2022 Elsevier Inc. All rights reserved.

1. Introduction

The novel coronavirus disease 2019 (COVID-19), as a new type of pandemic [43], has swept through almost all countries around the world, and had caused over 499 million infected cases and 6.1 million deaths by April 13, 2022. COVID-19 has
become one of the worst pandemics since the emergence of H1N1 influenza in 1918 [10]. As a result, a critical question arises as to what unique epidemiological and clinical features of COVID-19 endow it with the ability to affect the entire world. The reproduction number of COVID-19 ranges from 1.4 to 6.49 [41,31], which is higher than the average rates associated with other epidemics [3]. During the incubation period of SARS-CoV-2 virus presymptomatic patients (or exposed individuals) have a strong person-to-person transmission ability [41,11], while the transmission of other epidemics only occurs during the symptomatic period [16]. It means that this virus can spread silently through the population. In addition, the SARS-CoV-2 virus also has a much longer incubation period (five to 14 days) than normal influenza (one to four days) [25,29], which makes it more dangerous than other viruses. Additionally, there is a large proportion of asymptomatic patients [12], and these have been estimated by different methods to represent 20–70% of the actual number of COVID-19 infections [19,7]. Given the lack of external symptoms such as abnormal temperature in the early stages of infection, asymptomatic cases have a low rate for seeking medical assistance [35], resulting in a high rate of escaping symptom-based detection [23]. However, asymptomatic patients have a similar level of infectivity as symptomatic patients. Asymptomatic carriers of COVID-19 can spread the virus freely to their contacts [23], and thus can be an important source contributing to the rapid spread of COVID-19 [15,6]. Hence, the high transmissibility and long incubation time and the large number of asymptomatic cases have made it a novel type of disease that is very difficult to control.

A quantitative real-time reverse transcriptase-polymerase chain reaction (RT-PCR) assay is generally utilized to determine the presence of SARS-CoV-2 from respiratory secretions, and is used as a clinical diagnostic criterion [42]. However, due to a lack of medical resources, widespread RT-PCR testing is a challenging task for low-income countries or regions, resulting in a far smaller number of confirmed COVID-19 patients than the actual ground truth [32]. The majority of asymptomatic cases are do not seek medical help and difficult to be detected, due to the lack of obvious clinical symptoms and the poor awareness of prevention among some people [13]. Hence, presymptomatic, asymptomatic, and undiagnosed COVID-19 patients form a large group of unconfirmed infected cases, who may travel from one area to another [21,40], leading to the spread of the virus to individuals encountered in the transportation and mobility networks, business venues, hotels, restaurants, and other venues [22,5]. The movement of unconfirmed cases in the population is a major contributor to the spread of COVID-19 [46], and may trigger community transmission [30] and create difficulties in terms of epidemic prevention. An estimation of the actual number of unconfirmed infections can therefore improve the understanding of the real pandemic situation and the trends of COVID-19 in a region, providing insight into the spread of the epidemic and allowing policymakers to determine the transmission of SARS-CoV-2 and to develop appropriate prevention and control strategies in advance [35,36]. In conventional approaches, the number of unconfirmed cases is estimated using seroepidemiological data, the collection of which requires significant cost, time, and logistical effort [4]. Moreover, serological testing has limitations due to the fact that these tests vary in terms of their sensitivity and specificity. The results of testing may also be complicated by the presence of existing antibodies to other diseases, such as MERS-CoV, SARS-CoV or common cold coronaviruses [32]. A reasonable epidemic model is therefore a necessary tool to investigate the development process and to characterize the dynamic behavior of a disease.

Several studies have been carried out with the aim of estimating the ratio of unconfirmed or asymptomatic infections. The work of Nishiura et al. [35] provided a simple method for estimating the ratio of asymptomatic cases by using Japanese nationals evacuated from Wuhan, China, on Charter Flights. Also, Mizumoto et al. utilized information of COVID-19 cases on the Diamond Princess Cruise ship to develop a statistical modeling analysis for estimate the proportion of asymptomatic cases [34]. The use of epidemiological models, including the classical Susceptible-Exposed-Infected-Recovered (SEIR) model or augmented SEIR models, is another potential way of describing and estimating the spread of SARS-CoV-2 [50]. The SEIR model has motivated the development of many variants with promising enhancements, such as those with new epidemiological variables [18,33] or which consider the influence of human migration [46,49,14]. These studies have given rise to various transmission-control methods of modeling the dynamical spread of SARS-CoV-2 [47]. However, most of these studies ignore the testing capacity and the influence of presymptomatic and undocumented patients with symptoms. In addition, most traditional epidemic models do not consider the influence of non-pharmacological interventions (NPIs), leading to a modeling system with time-dependent parameters; for instance, the efficacy of the social distancing interventions imposed by governments is not constant but time-varying, resulting in a time-dependent transmission rate of COVID-19. To accurately reveal the real situation in a country or region, we need to consider the influence of unconfirmed COVID-19 patients and to incorporate data on testing capacity. Here, we propose a simple and easy-to-implement epidemiological model called Dynamic–Susceptible-Unconfirmed–Confirmed–Removed (D-SUCR, leveraging our prior work [45]), in which the testing capacity, the time-dependent influence of NPIs, the number of unconfirmed cases, population demographics, and multiple waves of spread are considered. The D-SUCR model allows us to easily evaluate the actual pandemic situation in all stages of multiple waves in a region or country, using an evolutionary computation-based system identification algorithm under rational epidemiological constraints. To our knowledge, most previously studied epidemic models can only describe the evolution of a first or separate wave [14,45,2,17,39], and with the emergence of mutant viruses, this is no longer adequate to control the pandemic. Our proposed D-SUCR model is able to dynamically provide accurate descriptions over multiple waves of the COVID-19 pandemic, which will provide more accurate and effective scientific guidance to policy decision-makers.

Most of the regions in the world have seen a second, third or even a fifth wave of the epidemic due to imported cases or the application of reopening policies [38,1]. The performance of the D-SUCR model is evaluated based on officially reported confirmed cases from 51 areas of the United States and 116 countries worldwide. Our experimental results prove the effectiveness and accuracy of the D-SUCR model in terms of simulation and estimation of the long-term trends of a pandemic.
with multiple waves. In addition, the parameters used in the model, such as the reproduction number and dynamic transmission rate, can provide further insight into the characteristics of SARS-CoV-2 transmission and the efficacy of various NPIs.

Since countries differ in terms of the progression of the pandemic, the scaling-up of test capacities is one possible method of assessing the epidemiological risk and the pandemic situation, with the aim of allowing policy-makers to initiate and implement effective NPIs to prevent onward transmissions [36]. Strict quarantine is another effective NPIs for containing the spread of COVID-19. In this research, we investigate the efficacy of enhancing testing capacities and implementing strict quarantine measures. Our experimental results indicate that imposing a strict quarantine immediately after detection of the first COVID-19 patient would have effectively contained the spread of the pandemic, and that the total infections could have been reduced to 10% of the actual scenario. However, a slight delay in implementing the strict quarantine measure, such as imposing it 60 days after the emergence of the first COVID-19 patients, would have meant that the total number of infections would only have been reduced to about 80% of the actual scenario. Hence, if the virus has spread widely and there is a large group of unconfirmed cases, strictly quarantining only the confirmed cases can only slightly suppress the transmission, and involves the waste of a lot of resources in terms of isolating the confirmed cases. It therefore seems reasonable that the USA has not implemented strict quarantine measures recently, as this would have required large resources for isolation but would have had little efficacy in controlling the spread of SARS-CoV-2.

The main contributions of this work are:

- We present a novel model called D-SUCR, which considers the testing capacity and the influence of NPIs. Our D-SUCR model can estimate the number of total patients, even if there are multiple waves of COVID-19 in a region. Furthermore, we can derive the time-variant transmission rate for COVID-19, which can be used to evaluate the efficacy of NPIs.
- The proposed D-SUCR model is applied to 51 areas in the United States and 116 countries worldwide. The ratio of confirmed cases to the actual numbers of infected people is derived from Mar 1, 2020, to May 10, 2021, and the results show that at the beginning of the pandemic, less than 10% of COVID-19 patients were confirmed. Then, with an increase in the testing capacity from May 10, 2021, onwards, the proportion of unconfirmed cases decreased to approximately 40–60% of the total number of infected cases, namely, the actual number of infected individuals is likely to have been at least 2.5 times the official number.
- The D-SUCR model is also applied to investigate the influence of an enhanced testing capacity and strict quarantine measures. The results indicate that if a strict quarantine is imposed immediately after detection of the first COVID-19 patient and the testing capacity is greatly enhanced (for example by a factor of five), the number of infections could be reduced to only 5% of the actual scenario. However, if a strict quarantine measure is implemented a few days after the emergence of the first COVID-19 patient, the efficacy of containing the spread of COVID-19 is very low. Hence, if a region contains a small number of infected cases, the implementation of strict quarantine measures and increasing the testing capacity would be efficient means of containing the spread of the virus, while for a region with a large group of unconfirmed cases, implementing the same measures would only slightly reduce the number of infections but would consume a great deal of resources.

2. Dynamic spreading models for COVID-19

We describe the process used to extend the classical SEIR model, based on the clinical features of COVID-19, to a novel Susceptible-Exposed-Asymptomatic-Unreported-Confirmed-Recovered-Removed (SEAUCRD) model, which can then be simplified to give a basic Susceptible-Unconfirmed-Confirmed-Removed (SUCR) model with only five different categories of individuals. Finally, by incorporating the testing capacity and the NPIs in a region, the basic SUCR model is extended to give our novel D-SUCR model.

2.1. The SEIR model

SEIR, a classical compartmental model, has been widely used to simulate the spread of various epidemic diseases. The population of this model is usually classified into four distinct epidemic categories: susceptible (S), exposed (E), infected (I), and recovered (R) [26]. Specific explanations of these four classes are given below.

- Susceptible (S): These are individuals who have not been infected yet and are vulnerable to disease.
- Exposed (E): For many epidemics, there exits an incubation time during which an individual can become infected but shows no visible clinical symptoms. During this incubation period, an exposed individual has no infective properties and cannot spread the disease.
- Infectious (I): After the incubation period, an infected individual develops obvious clinical symptoms. In this state, the infected individual has the ability to shed the virus and infect susceptible individuals.
- Recovered (R): An infected individual has overcome the disease and is no longer infectious. The classical SEIR model assumes that a recovered individual has developed natural immunity to the disease, and hence has a low (or even no) probability of being infected by the same disease within a certain time period. In some cases, a certain proportion of the infectious individuals will not survive the disease. These individuals in state R therefore include deceased individuals, who have lost their susceptible and infective properties and can be classified into the ‘removed’ category.
The number of individuals at time $t$ in each of the above four categories is defined as $S(t)$, $E(t)$, $I(t)$, and $R(t)$, respectively. Specific explanations of these four variables are given as follows:

- **Susceptible $S(t)$**: The amount of uninfected individuals at time $t$.
- **Exposed $E(t)$**: The amount of individuals who have been infected but are still in the incubation period at time $t$. In classical models, exposed individuals have no obvious clinical symptoms and only low infectivity.
- **Infectious $I(t)$**: The amount of infected individuals, who have high infectivity and obvious clinical symptoms.
- **Recovered $R(t)$**: The amount of recovered (or removed) individuals at time $t$.

The basic assumption underlying the classical SEIR model is that all individuals will cycle through these four classes based on the state transition probabilities (shown in Fig. 1(a)). More precisely, the mathematical representation of the SEIR model is shown as follows:

$$
\begin{align*}
\dot{S} &= \mu(N - S(t)) - \frac{S(t)E(t)}{N}, \\
\dot{E} &= \frac{S(t)E(t)}{N} - (\mu + \sigma)E(t), \\
\dot{I} &= \sigma E(t) - (\mu + \gamma)I(t), \\
\dot{R} &= \gamma I(t) - \mu R(t),
\end{align*}
$$

where $S(t)$, $E(t)$, $I(t)$, and $R(t)$ are the system variables. The total population is $N = S(t) + E(t) + I(t) + R(t)$. In general, we assume that $N$ is a constant value, although in reality, $N$ is time-dependent, as the death and birth rates are always unequal. All parameters have physical meanings and can be described as follows (shown in Table 1):

- **$\mu$** is the natural mortality rate without the specific epidemic disease.
- **$\beta$** is the transmission rate from susceptible individuals to exposed individuals due to the presence of currently infected individuals, i.e., the susceptible-to-exposed transition rate.
- **$\sigma$** is transition rate from exposed cases to infected cases.
- **$\gamma$** represents the recovered (or removed) rate of infected individuals.

The discrete form of the SEIR model is as follows:

![Fig. 1. Schemes used in the SEIR, SEAUCRD, Basic SUCR, and D-SUCR models, and the relationships between these four different models.](image-url)
We can then define the numbers of individuals in the above 10 categories at time $t$ by $S(t), E(t), A(t), U(t), C(t), R_u(t), R_c(t), D_u(t), R_c(t)$ and $D_c(t)$, respectively. The definitions of these classes are given as follows:

| Variable | Description |
|----------|-------------|
| $\mu$    | Natural mortality without considering the epidemic disease |
| $\beta$  | The contact and infection rate of transmission per contact from infected class |
| $\sigma$ | Transition rate of exposed individuals to the infected class |
| $\gamma$ | Recovery (or removed) rate of infected individuals |

\[
S(t + 1) = S(t) + \mu(N - S(t)) - \frac{S(t)I(t)}{N}, \\
E(t + 1) = E(t) + \frac{\beta S(t)E(t)}{N} - (\mu + \sigma)E(t), \\
I(t + 1) = I(t) + \sigma E(t) - (\mu + \gamma)I(t), \\
R(t + 1) = R(t) + \gamma I(t) - \mu R(t),
\]

where $t$ is the time step. Although in some cases, the SEIR model has limitations in terms of representing the actual scenario, it still provides a basic tool for analyzing the spread of an epidemic.

### 2.2. The SEAUCRD model

Here, we first discuss the epidemiological characteristics of COVID-19, and then propose an SEAUCRD model based on these characteristics, which are very different from those of normal epidemic diseases. According to the known epidemiological characteristics of COVID-19, individuals in a population can be roughly classified into the following 10 classes:

- **Susceptible ($S$):** A susceptible individual is vulnerable to SARS-CoV-2 but has not yet been infected.
- **Exposed ($E$):** The mean incubation time of the original COVID-19 is about one week, and the 95th percentile of the distribution is about two weeks. In the incubation period, exposed (or presymptomatic) individuals have no typical clinical symptoms, such as fever and pneumonia, but have infective properties and can spread SARS-CoV-2. This is different from many epidemic diseases.
- **Asymptomatic COVID-19 infections ($A$):** After the incubation period, some of the exposed individuals will pass to the group of asymptomatic COVID-19 patients, who still show no visible abnormalities in a lung computed tomography scan and have no apparent clinical symptoms, in the same way as exposed individuals. There is therefore a low probability of asymptomatic patients taking RT-PCR tests and being documented by the authorities. However, asymptomatic patients still have a certain infectivity rate. For simplicity, we can assume that the detection rate of asymptomatic patients is close to zero.
- **Unreported infections with clinical symptoms ($U$):** After the incubation period, some COVID-19 infections begin to show clinical symptoms and can also shed the virus. Infected people with clinical symptoms have a high probability of taking PCR tests, but have not yet taken such tests. However, due to limitations on the testing capacity and other factors, only a certain proportion of these infections with clinical symptoms will be identified by screening before they recover or pass away.
- **Confirmed cases with clinical symptoms ($C$):** A proportion of the infections with clinical symptoms will be confirmed through PCR tests in the laboratory as positive for SARS-CoV-2, and will therefore be confirmed as COVID-19 cases and reported to local authorities. These confirmed cases will be asked to self-quarantine at home, or will be centrally quarantined or hospitalized. These isolated infected individuals, however, still have a possibility of infecting other susceptible individuals, and the infection rate of confirmed cases is influenced by the level of quarantine strategy imposed.
- **Recovered asymptomatic infections ($R_u$):** As asymptomatic cases have no visible symptoms, it is reasonable to assume that such people will not seek medical help for COVID-19. Hence, we assume that all asymptomatic patients recover and return to normal life.
- **Recovered unreported infections ($R_u$):** A proportion of the unreported COVID-19 infections with symptoms will recover.
- **Deceased unreported infections ($D_u$):** A proportion of the unreported COVID-19 infections with symptoms will not survive the disease.
- **Recovered confirmed cases ($R_c$):** Most confirmed cases will recover after appropriate medical treatment.
- **Deceased confirmed cases ($D_c$):** A few confirmed cases will not survive the disease and will pass away.

The infectious period, which is the time interval between an individual being in states $I$ and $R$ in the SEIR model, corresponds to the time interval in which COVID-19 infections show infectivity, and includes the following states: exposed ($E$), asymptomatic ($A$), unreported ($U$), and confirmed ($C$). We therefore replace the infected individuals $I$ in the traditional SEIR model with asymptomatic ($A$), unreported ($U$) and confirmed ($C$) individuals, respectively.

We can then define the numbers of individuals in the above 10 categories at time $t$ by $S(t), E(t), A(t), U(t), C(t), R_u(t), R_c(t), D_u(t), R_c(t)$ and $D_c(t)$, respectively. The definitions of these classes are given as follows:
• Susceptible $S(t)$: The amount of uninfected individuals at time $t$.
• Exposed $E(t)$: The amount of individuals who have been infected but are still in the incubation period at time $t$.
• Asymptomatic $A(t)$: The amount of asymptomatic infections at time $t$.
• Unreported infections with symptoms $U(t)$: The amount of infected people with obvious clinical symptoms but who have not been detected at time $t$.
• Confirmed cases with symptoms $C(t)$: The amount of infected people with clinical symptoms who have been documented at time $t$.
• Confirmed asymptomatic infections $R_a(t)$: The amount of recovered individuals from the asymptomatic class at time $t$.
• Recovered unreported infections $R_u(t)$: The number of recovered individuals from the unreported class at time $t$.
• Recovered confirmed infections $R_c(t)$: The amount of recovered individuals from the confirmed class at time $t$.
• Deceased unreported infections $D_u(t)$: The amount of deceased individuals from the unreported class at time $t$.
• Deceased confirmed infections $D_c(t)$: The amount of deceased individuals from the confirmed class at time $t$.

An individual may cycle through these 10 classes based on the state transmission probabilities shown in Fig. 1(b). Then, a generalized SEIR model called the SEAUCRD model can then be proposed. It is formulated as follows:

\[
\begin{align*}
S'(t) &= -\frac{\beta S(t)E(t)}{N} - \frac{\beta_u S(t)U(t)}{N} - \frac{\beta_a S(t)A(t)}{N} - \frac{\beta_c S(t)C(t)}{N}, \\
E'(t) &= \frac{\beta S(t)E(t)}{N} + \frac{\beta_u S(t)U(t)}{N} + \frac{\beta_a S(t)A(t)}{N} + \frac{\beta_c S(t)C(t)}{N} - \mu E(t) - \mu B(t), \\
A'(t) &= \mu E(t) - \gamma B(t), \\
U'(t) &= \mu_u E(t) - \gamma_u A(t) - \gamma_u U(t) - \gamma_u U(t), \\
C'(t) &= \mu_u U(t) - \gamma_c C(t) - \gamma_c C(t), \\
R_a'(t) &= \gamma_u A(t), \\
R_u'(t) &= \gamma_u U(t), \\
D_u'(t) &= \gamma_u U(t), \\
D_c'(t) &= \gamma_c C(t).
\end{align*}
\]

For clarity, the descriptions of the variables involved are shown in Table 2. A discrete form of the SEAUCRD model can then be developed in the following form:

\[
\begin{align*}
S(t+1) &= S(t) - \frac{\beta S(t)E(t)}{N} - \frac{\beta_u S(t)U(t)}{N} - \frac{\beta_a S(t)A(t)}{N} - \frac{\beta_c S(t)C(t)}{N}, \\
E(t+1) &= E(t) + \frac{\beta S(t)E(t)}{N} + \frac{\beta_u S(t)U(t)}{N} + \frac{\beta_a S(t)A(t)}{N} + \frac{\beta_c S(t)C(t)}{N} - \mu E(t) - \mu B(t), \\
A(t+1) &= A(t) + \mu E(t) - \gamma B(t), \\
U(t+1) &= U(t) + \mu_u E(t) - \mu_u E(t) - \gamma_u A(t) - \gamma_u U(t), \\
C(t+1) &= C(t) + \mu_u U(t) - \gamma_u C(t) - \gamma_u C(t), \\
R_a(t+1) &= R_a(t) + \gamma_u A(t), \\
R_u(t+1) &= R_u(t) + \gamma_u U(t), \\
R_c(t+1) &= R_c(t) + \gamma_c (t), \\
D_u(t+1) &= D_u(t) + \gamma_u U(t), \\
D_c(t+1) &= D_c(t) + \gamma_c C(t).
\end{align*}
\]

| Variable | Description |
|----------|-------------|
| $S$      | Susceptible |
| $E$      | Exposed (or pre-asymptomatic) infections |
| $A$      | Asymptomatic infections without clinical symptoms |
| $U$      | Unreported infections with clinical symptoms |
| $C$      | Confirmed infections with clinical symptoms |
| $R_a$    | Recovered asymptomatic infections |
| $R_u$    | Recovered unreported infections |
| $R_c$    | Recovered confirmed infections |
| $D_u$    | Deceased unreported infections |
| $D_c$    | Deceased confirmed infections |

Table 2
System variables of the SEAUCRD model.
where \( N \) represents the total population in a region before the start of the pandemic; \( \beta_s \) is the transmission rate (day\(^{-1}\)) from the susceptible class to the exposed class due to the current exposed class; \( \beta_e \) is the transmission rate (day\(^{-1}\)) from the susceptible class to the exposed class due to the current asymptomatic class; \( \beta_r \) is the transmission rate (day\(^{-1}\)) from the susceptible class to the exposed class due to the current unreported class with symptoms; \( \beta_c \) is the transmission rate (day\(^{-1}\)) from the susceptible class to the exposed class due to the current confirmed cases; \( \mu_{uc} \) is the transmission rate (day\(^{-1}\)) from the exposed class to the asymptomatic class; \( \mu_{uc} \) is the transmission rate (day\(^{-1}\)) from the exposed class to the unreported infections class; \( \mu_{uc} \) is the rate of unreported infections documented by the authorities in a region at time \( t \); \( \gamma_{ur} \) represents the rate of recovery from asymptomatic infections; \( \gamma_{ur} \) represents the rate of recovery from unreported infections; \( \gamma_{cr} \) represents the rate of recovery for confirmed cases; \( \gamma_{cd} \) denotes the mortality rate for unreported infections; and \( \gamma_{ct} \) denotes the mortality rate for confirmed infections. Table 3 shows the summary of these parameters.

For COVID-19, there are tremendous numbers of asymptomatic and unreported cases, and these are considered in the SEAUUCRD model. Note that the incidence rates are used to describe the transmission of disease [27]. These incidence rates play a significant role in the epidemic, and can be applied to describe the evolution of an infectious disease. The incidence rates and parameters used in the SEAUUCRD model can be influenced by numerous factors, such as public interventions, age, gender, genetic profile, and health status, and these constant parameters therefore represent the mean rates over a certain period. Three main channels are considered in the SEAUUCRD model (shown in Fig. 1(b)). The first one goes to \( S \rightarrow E \rightarrow A \rightarrow R_c \), while the second is \( S \rightarrow E \rightarrow U \rightarrow R_u \) or \( D_u \), and the third is \( S \rightarrow E \rightarrow U \rightarrow C \rightarrow R_c \) or \( D_c \). These reflect the influence of the asymptomatic, unreported and confirmed cases, respectively. In fact, the classical SEIR model is a simplified version of the proposed SEUCRD model, which does not consider asymptomatic (\( A(t) = 0 \)) or unreported cases (\( U(t) = 0 \)).

2.3. Basic SUICR model by simplifying SEAUUCRD

The historical pandemic data released by local authorities mainly consist of confirmed infections \( C \), recovered confirmed infections \( R_c \), and the death toll (or deceased confirmed infections) \( D_c \). However, there are also asymptomatic infections \( A \), unreported infections with symptoms \( U \), recovered asymptomatic infections \( R_u \), recovered unreported infections \( R_u \), and deceased unreported infections \( D_u \). As a consequence, we can simplify the 10 classes in the SEAUUCRD model into five different classes: susceptible individuals \( S \), active unconfirmed cases \( U \), active confirmed cases \( C \), officially recorded removed cases \( R_m \), and unrecorded removed cases \( R_{um} \). Descriptions of these five classes are given below:

- **Susceptible** \( S \): a susceptible individual is vulnerable but has not yet been infected.
- **Unconfirmed infections** \( U \): Active, exposed, asymptomatic, and unreported infections with symptoms all have infective properties and can spread SARS-CoV-2, but have not been confirmed by local authorities. We can therefore combine the classes \( E, A, U \) in the SEAUUCRD model into a single large class called unconfirmed infections \( U \), i.e., \( (E + A + U) \rightarrow U \).
- **Confirmed infections with clinical symptoms** \( C \): A proportion of the unconfirmed infections will be confirmed in the laboratory, and hence will be recorded as COVID-19 patients and reported to local authorities.
- **Removed unconfirmed infections** \( R_{um} \): These are individuals who have been removed from the unconfirmed class and have lost their infective or susceptible properties, i.e., \( (R_a + R_u + D_u) \rightarrow R_{um} \).
- **Removed confirmed infectious** \( R_m \): These are individuals who have been removed from the confirmed class and have lost their infective or susceptible properties, i.e., \( (R_c + D_c) \rightarrow R_m \).

| Table 3 |
| --- |
| **System parameters of the seaurc model.** |

| Variable | Description |
| --- | --- |
| \( N \) | The number of population in a region before the start of the COVID-19 pandemic |
| \( \beta_s \) | The contact and infection rate of transmission per contact from exposed class |
| \( \beta_e \) | The contact and infection rate of transmission per contact from asymptomatic class |
| \( \beta_r \) | The contact and infection rate of transmission per contact from unreported class |
| \( \beta_c \) | The contact and infection rate of transmission per contact from confirmed class |
| \( H_{uc} \) | Transition rate (day\(^{-1}\)) from the exposed class to the asymptomatic class |
| \( H_{ur} \) | Transition rate (day\(^{-1}\)) from the exposed class to the unreported class |
| \( H_{uc} \) | Transition rate (day\(^{-1}\)) from the unreported class to the confirmed class |
| \( \gamma_{ur} \) | Transition rate of the unreported infectious class to the recovered class |
| \( \gamma_{cr} \) | Transition rate of the confirmed infectious class to the recovered class |
| \( \gamma_{cd} \) | Transition rate of the unreported infectious class to the deceased class |
| \( \gamma_{ct} \) | Transition rate of the confirmed infectious class to the deceased class |
Hence, in this scenario, we replaced the exposed (E), asymptomatic (A) and unreported (U) individuals of the SEAUCRD model with the unconfirmed individuals (U) of the SUCR model. The confirmed individuals (C) indicate the COVID-19 patients who have been detected and quarantined.

At time $t$, the amount of individuals in the above five classes is denoted by $S(t), U(t), C(t), R_{cm}(t)$, and $R_{um}(t)$, respectively:

- **Susceptible $S(t)$**: The number of uninfected individuals at time $t$;
- **Unconfirmed infectious $U(t)$**: The number of unconfirmed active COVID-19 infections, including exposed, asymptomatic, and unreported infected cases with symptoms;
- **Confirmed infectious $C(t)$**: The number of confirmed COVID-19 patients;
- **Removed unconfirmed infectious $R_{um}(t)$**: The number of individuals removed from the unconfirmed class, i.e., $R_{um} = R_u(t) + R_{u}(t) + D_u(t)$;
- **Removed confirmed infections $R_{cm}$**: The number of individuals removed from the confirmed class, i.e., $R_{cm} = R_c(t) + D_c(t)$.

An individual can cycle through these five classes based on the state transition probabilities, as shown in Fig. 1(c). We can then simplify the SEAUCRD model and develop our basic SUCR model. In this model, susceptible individuals can be infected through contact with closely infected individuals, thus becoming unconfirmed cases who have been infected but not confirmed. Unconfirmed cases are usually not quarantined, and can transmit the virus freely before being screened out. Unconfirmed patients transit to the confirmed state at a rate proportional to both the number of unconfirmed cases and the testing capacity. In general, confirmed cases are either hospitalized or quarantined, and finally transit into the removed state, meaning they have either recovered or passed away and cannot infect susceptible individuals. The basic SUCR model can then be summarized as:

$$
\dot{S}(t) = -\beta S(t) C(t) N - \beta U(t) S(t) N, \\
\dot{U}(t) = \beta S(t) C(t) N + \beta U(t) S(t) N - \mu U(t) - \gamma_u U(t), \\
\dot{C}(t) = \mu U(t) - \gamma_c C(t), \\
\dot{R}_{cm}(t) = \gamma_c C(t), \\
\dot{R}_{um}(t) = \gamma_u U(t),
$$

At time $t$, the amount of infected cases is $I(t) = C(t) + U(t)$, while the amount of removed cases is $R(t) = R_{cm}(t) + R_{um}(t)$.

The definitions of these variables are summarized in Table 4. The discrete form of the simplified SUCR model is formulated as follows:

$$
S(t + 1) = S(t) - \frac{\beta S(t) C(t) S(t)}{N} - \frac{\beta U(t) S(t)}{N}, \\
U(t + 1) = U(t) + \frac{\beta S(t) C(t) S(t)}{N} + \frac{\beta U(t) S(t)}{N} - \mu U(t) - \gamma_u U(t), \\
C(t + 1) = C(t) + \mu U(t) - \gamma_c C(t), \\
R_{cm}(t + 1) = R_{cm}(t) + \gamma_c C(t), \\
R_{um}(t + 1) = R_{um}(t) + \gamma_u U(t),
$$

where $N$ is the population in an area before the start of the pandemic; $\beta$ is the infection rate from susceptible to unconfirmed cases due to the current confirmed cases; $\beta_u$ is the infection rate from susceptible to unconfirmed cases due to the current confirmed cases; $\mu$ is the fraction of unconfirmed infections that are documented by the authority in an area; $\gamma_u$ represents the removal rate of unconfirmed individuals; and $\gamma_c$ is the removal rate of confirmed cases. For clarity, a summary of these variables is presented in Table 5, and a transmission diagram for the basic SUCR model is shown in Fig. 1(c).

It should be noted that different countries and regions may implement different quarantine strategies for confirmed cases. In regions with a more relaxed strategy, confirmed cases still have the possibility of spreading the virus to susceptible individuals [24]. The basic SUCR model does not take into account the influence of the testing capacity and public interventions implemented by the local authorities, and therefore has some limitations in terms of representing the actual situation. Obviously, the basic SUCR model cannot capture COVID-19 pandemics with multiple waves.

| Variable | Description |
|----------|-------------|
| $S$ | Susceptible individuals |
| $U$ | Unconfirmed infectious |
| $C$ | Confirmed infections |
| $R_{cm}$ | Recovered unconfirmed infections |
| $R_{um}$ | Recovered confirmed infections |
Table 5 System parameters of the SUCR and D-SUCR models.

| Variable | Description |
|----------|-------------|
| $N$      | The number of individuals in a region before the start of the pandemic |
| $\beta_u$ | The contact and infection rate of transmission per contact from unconfirmed class |
| $\beta_c$ | The contact and infection rate of transmission per contact from confirmed class |
| $\gamma_u$ | Transition rate of unconfirmed infectious class to the removed class |
| $\gamma_c$ | Transition rate of confirmed infectious class to the removed class |
| $N_p$    | The number of patients with COVID-19-like symptoms, and suppose that the close contacts of a confirmed case; then, the number of close contacts is roughly $k_C C(t)$. |
| $k_C$    | The average number of close contacts of a confirmed COVID-19 infection; the total number of individuals who are COVID-19 candidates is then roughly equal to $U(t) + k_C C(t) + N_p$. |
| $\phi$   | The fluctuation rate referring to the efficiency of public intervention. |

2.4. The D-SUCR model

Due to the limitations on testing capacities, detection and reporting may not be done in a timely manner in some regions, or possibly in an entire country. In a real-world scenario, the more tests that are administered, the higher the probability of screening out unconfirmed cases. An increase in the testing capacity can therefore increase the percentage of detection of unconfirmed cases. Hence, the rate at which unconfirmed cases become confirmed cases should not be a constant ratio $\mu$, as in the SEAUCRD model (Eq. (3)) and the basic SUCR model (Eq. (5)), but should be proportional to the testing capacity and should be expressed as a time-dependent rate $\mu(t)$. In addition, a large group of patients with symptoms that are similar to COVID-19 but are actually not COVID-19 cases are also COVID-19 candidates who have a probability of being tested. For simplicity, let $N_p$ represent the amount of patients with COVID-19-like symptoms, and suppose that the close contacts of a confirmed case can be always tested by the local authorities. We can assume that $k_c$ is the average number of close contacts of a confirmed case; then, the number of close contacts is roughly $k_C C(t)$. The total number of individuals who are COVID-19 candidates is then roughly equal to $U(t) + k_C C(t) + N_p$. We can assume that unconfirmed infections and COVID-19 candidates are evenly distributed. The rate at which unconfirmed infections are diagnosed can then be formulated as:

$$\mu(t) = \frac{k_C N_p(t)}{U(t) + k_C C(t) + N_p},$$

where $k_C$ is a constant ratio for calibration. The number of unconfirmed cases detected then becomes $\frac{k_C N_p(t) U(t)}{U(t) + k_C C(t) + N_p}$. Eq. 7 indicates that the higher the amount of COVID-19 candidates, the lower the probability of detecting a COVID-19 infection in a single test.

Preventive (or containment) measures, such as promoting self-protection, maintaining social distance, wearing face masks in public areas, tracing close contacts, quarantining infected cases, or even locking down cities, were introduced and implemented at certain times to curb the spread of COVID-19 during emergency periods. However, local authorities cannot impose preventive measures all the time, as there would be negative impacts on the economy and human well-being. Obviously, tightening or relaxing containment measures can influence the transmission rate of the disease, and the transmission rates $\beta_u$ and $\beta_c$ in the basic SUCR model should be time-variant, according to the strictness of the containment measures. It is therefore reasonable to introduce dynamic transmission rates $\beta_u(t)$ and $\beta_c(t)$, which can reflect the time-dependent efficiency of NPIs and improve the model. Here, we assume that the transmission rate gradually increases or decreases in the form of:

$$\begin{align*}
\beta_u(t+1) &= (1 + \phi(t))\beta_u(t), \\
\beta_c(t+1) &= (1 + \phi(t))\beta_c(t),
\end{align*}$$

where $|\phi(t)| \leq \phi_T$ is the fluctuation rate. Here $\phi_T > 0$ stands for a threshold. Obviously, we have $1 - \phi_T \leq 1 + \phi(t) \leq 1 + \phi_T$, meaning that the transmission in one-time step cannot be less than $1 - \phi_T$ or larger than $1 + \phi_T$ times the transmission rate of the previous step. Based on this, we propose a dynamic epidemiological model called D-SUCR in which we leverage the testing capacity to reveal the actual pandemic situation and the efficacy of NPIs, as shown in Fig. 1(d). More precisely, our D-SUCR model is formulated as:

$$\begin{align*}
S(t+1) &= S(t) - \frac{\beta_u(t) C(t) S(t)}{N} - \frac{\beta_c(t) C(t) S(t)}{N}, \\
U(t+1) &= S(t) + \frac{\beta_u(t) C(t) S(t)}{N} + \frac{\beta_c(t) C(t) S(t)}{N} - \frac{k_C N_p(t) U(t)}{U(t) + k_C C(t) + N_p} - \gamma_u U(t), \\
C(t+1) &= C(t) + \frac{k_C N_p(t) U(t)}{U(t) + k_C C(t) + N_p} - \gamma_c C(t), \\
R_{cm}(t+1) &= R_{cm}(t) + \gamma_c C(t), \\
R_{um}(t+1) &= R_{um}(t) + \gamma_u U(t), \\
\beta_u(t+1) &= (1 + \phi(t))\beta_u(t), \\
\beta_c(t+1) &= (1 + \phi(t))\beta_c(t),
\end{align*}$$

(9)
where the parameters \( N_c, k_c, k_T \), and \( \phi(t) \) are defined as follows:

- \( N_c \) is the amount of patients that have some COVID-19-like symptoms but are not actual COVID-19 cases;
- \( k_c \) is the average number of close contacts for a confirmed case;
- \( k_T \) is a ratio that is used to calibrate the testing performance (as not every COVID-19 test is performed accurately);
- \( \phi(t) \) is the fluctuation rate which indicates the efficiency of NPIs.

For clarity, Table 5 summarizes these variables. The D-SUCR model consists of only one main channel, \( S \rightarrow U \rightarrow C \rightarrow R \) (shown in Fig. 1(d)). In summary, our proposed model has five variables:

\[
X(t) = \{ S(t), U(t), C(t), R_{cm}(t), R_{um}(t) \},
\]
and seven parameters
\[
\theta = \{ \beta_u, \beta_c, \gamma_u, \gamma_c, k_T, k_c, N_s, \phi \}.
\]

In this model, \( \beta_c \) is the transmission rate of confirmed cases. In some countries or regions, confirmed cases and individuals exposed to the SARS-CoV-2 may be quarantined in a hospital, hotel, or mobile hospital, resulting in \( \beta_c \approx 0 \); however, some local authorities have suggested that confirmed cases should self-quarantine at home for 14 days. The main limitation of this approach is that family members may be exposed to COVID-19, resulting in new infections [21] and \( \beta_c > 0 \). \( \beta_u \) represents the infection rate of the group of unconfirmed cases, including presymptomatic, asymptomatic and COVID-19 infections with symptoms. Studies have shown that the rapid spread of the virus is mainly attributable to new undiagnosed COVID-19 infections [28]. To our knowledge, apart from our previous work [45], almost no prior researchers have considered incorporating the testing capacity into their epidemiological models. Our proposed D-SUCR model incorporates historical data on testing capacities in order to model the trends in COVID-19. Moreover, few epidemiological models have considered the influence of unconfirmed cases or have tried to estimate the actual number of total infections from historical data. In contrast, the D-SUCR model incorporates officially released pandemic data, including information on testing capacities and the influence of NPIs, to reveal the actual pandemic situation and to estimate the actual amount of infected cases.

### 3. Evolutionary computation method for parameter estimation

**Algorithm 1:** Sub-algorithm for deriving time series \( \hat{y}_i \)

**Input:** The initial set and parameter of the model:

\[
\Theta = \{ S_0, U_0, C_0, R_{cm,0}, R_{um,0}, \beta_u,0, \beta_c,0, \gamma_u, \gamma_c, k_T, k_c, N_s, \phi \},
\]

where \( \phi = \{ \phi_0, \phi_1, \phi_2, \ldots, \phi_{K-1} \} \);  
**Output:** A time series \( \{ C(t_0), C(t_1), \ldots, C(t_K) \} \) and \( \{ R_{cm}(t_0), R_{cm}(t_1), \ldots, R_{cm}(t_K) \} \);

**Initialisation:**
1: Set \( \beta_u^{(0)} = \beta_u,0 \) and \( \beta_c^{(0)} = \beta_c,0 \)

**Process**
2: for \( i = 1 \) to \( K - 1 \) do
3: Derive \( X(t) \)

\[
X(t+1) = X(t) + f(X(t)|\Theta),
\]
and \( \beta^{(i+1)}_u, \beta^{(i+1)}_c \)

\[
\beta^{(i+1)}_u = (1 + \phi_i)\beta^{(i)}_u,
\]
\[
\beta^{(i+1)}_c = (1 + \phi_i)\beta^{(i)}_c.
\]
4: end for
5: Note that \( \hat{X}_i = \{ \hat{S}_i, \hat{U}_i, \hat{C}(t_i), \hat{R}_{cm}(t_i), \hat{R}_{um}(t_i) \} \), hence \( \hat{C}(t_i) \) and \( \hat{R}_{cm}(t_i) \) can be extracted.
6: return: The estimated confirmed cases \( \hat{C} = \{ \hat{C}(t_0), \hat{C}(t_1), \ldots, \hat{C}(t_K) \} \) and removed cases \( \hat{R}_{cm} = \{ \hat{R}_{cm}(t_0), \hat{R}_{cm}(t_1), \ldots, \hat{R}_{cm}(t_K) \} \).

427
Algorithm 2: Algorithm for estimating the optimal parameter set \( \Theta^* \)

**Input:** The initial parameter set \( \Theta_0 \) that needs to be optimized:

**ensure:** Optimal parameter set \( \Theta^* \):

**Initialisation:**

1. Initialize the temperature \( T \) and randomly adopt a starting point

   \[
   \Theta_0 = \Theta_L + k_{\text{rand}} \times (\Theta_U - \Theta_L),
   \]

   where \( k_{\text{rand}} \in [0, 1] \) is a random real number. Initialize temperature \( T \) and set

   \[
   \Theta_{\text{current}} = \Theta_0.
   \]

   Compute the value of the objective function in Eq. (15) with the parameter set \( \Theta_{\text{current}} \) with the estimated time series from Algorithm 1

   \[
   \text{cost}_{\text{current}} = \sum_{i=1}^{N} w_{C,i} \left( \tilde{C}(t_i) - \tilde{C}(t_i|\Theta) \right)^2 + w_{R,i} \left( \tilde{R}_{cm}(t_i) - \tilde{R}_{cm}(t_i|\Theta) \right)^2.
   \]

**LOOP Process**

2. for \( i_{\text{iter}} = 0 \) to \( i_{\text{max}} \) do

3. \( i_{\text{iter}} = i_{\text{iter}} + 1 \)

4. \( \text{temp}_{\text{iter}} = 0 \)

5. \( \Theta_{\text{previous}} = \Theta_{\text{current}} \)

6. \( \text{cost}_{\text{previous}} = \text{cost}_{\text{current}} \)

7. while \( \text{temp}_{\text{iter}} < n_{\text{rep}} \) do

8. \( \text{temp}_{\text{iter}} = \text{temp}_{\text{iter}} + 1 \)

9. if \( \theta_j \in \Phi \) then

10. Adopt a new set of parameters \( (\theta_j) \) from the neighborhood

11. \( \theta_j \leftarrow \theta_j \)

12. else

13. Keep \( \theta_j = \theta_{j,0} \)

14. endif

15. Derive the value of the objective function in Eq. (15) and compute \( \delta \)

   \[
   \delta = \text{cost}_{\text{current}} - \text{cost}_{\text{previous}}
   \]

16. if \( \delta < 0 \) then

17. Keep this new parameter set

18. else

19. Keep this new parameter set with probability \( \exp(-\delta/T) \)

20. endif

21. endwhile

22. end for
One of the essential stages in the development and evaluation of a newly developed epidemiological model is the estimation of unknown system parameters. Parameter estimation (or system identification) from historical data is a procedure for tuning unknown model parameters to fit the historical epidemic data. This process is necessary to evaluate the ability of a model to capture real situations accurately, in a reasonable and verifiable manner. The results inferred from the tuned model can then be compared with historical records to either disprove or affirm the basic assumptions of the model.

Here, we define \( X_0 = \{ S_0, U_0, C_0, R_{cm, o}, R_{um, o} \} \) as the initial numbers of susceptible, unconfirmed, confirmed, removed confirmed, and removed unconfirmed individuals at time \( t_0 \), respectively. The D-SUCR model relies on a set of unknown parameters, i.e., \( \theta = \{ \beta_{u, 0}, \beta_{c, 0}, \gamma_u, \gamma_c, \kappa, k_r, N_s, \phi_0 \} \). We assume that at the initial time \( t_0 \), \( \beta_{u, 0}(t_0) = \beta_{u, 0}, \beta_{c, 0} = \beta_{c, 0}(t_0) \) and \( \phi_0 = 1 \). This set of unknown parameters determines the transmission of a disease. Let \( X(t) \) represent the extended state vector, i.e., \( X(t) = \{ S(t), U(t), C(t), R_{cm}(t), R_{um}(t) \} \), as shown in Eq. (10). Then, the D-SUCR model can be formulated as:

\[
X(t_{i} + 1) = X(t_i) + f(X(t_i), \theta), \quad (13)
\]

where \( f(x) \) represents the right side of the D-SUCR model as shown in Eq. (9); and \( \theta \) is the set of unknown parameters. From Eq. (9), we can derive an algorithm for calculating the estimated pandemic trajectories \( \hat{X}(t_i) \), as summarized in Algorithm 1. The unknown set is given by

\[
\Theta = \{ X_0, \theta \} = \{ S_0, U_0, C_0, R_{cm, o}, R_{um, o}, \beta_{u, 0}, \beta_{c, 0}, \gamma_u, \gamma_c, \kappa, k_r, N_s, \phi(t) \},
\]

which essentially has 12 unknown parameters to characterize the trajectory generated by the D-SUCR model.

The D-SUCR model is a nonlinear dynamic model in which the parameters are hard to estimate by an explicit method in a closed form. In this study, we solve this problem by using a nonlinear optimization approach in which a least-squares error function is minimized. The purpose of parameter estimation is to search for suitable parameters so that the estimated spreading trajectories closely match the historical records. The problem of parameter estimation can therefore be considered as a constrained nonlinear optimization problem, i.e.,

\[
P_0 : \min_{\Theta} \sum_{i=1}^{N} w_C \left( C(t_i) - \hat{C}(t_i, \Theta) \right)^2 + w_{R_{cm}} \left( R_{cm}(t_i) - \hat{R}_{cm}(t_i, \Theta) \right)^2,
\]

subject to:

(i) \( X(t_{i} + 1) = X(t_i) + f(X(t_i), \Theta) \),

(ii) \( X(t_0) = X_0 \),

(iii) \( \Theta_U \geq \Theta \geq \Theta_L \),

where \( \hat{C}(t_i, \Theta) \) and \( \hat{R}_{cm}(t_i, \Theta) \) are the estimated amount of confirmed and removed cases, respectively, with initial condition \( X_0 \) and parameter set \( \Theta \); and \( w_C \) and \( w_{R_{cm}} \) represent the weighted coefficients. The upper and lower bounds on the unknown parameter set are \( \Theta_U \) and \( \Theta_L \), respectively. An evolutionary computation algorithm is adopted to search for the optimal parameters and initial states by solving Eq. (15).

The optimization problem described in Eq. (15) is subject to the constraints specified by the lower and upper bound vectors \( \Theta_U \) and \( \Theta_L \), respectively, as summarized in Table 6. Here, we adopt an evolutionary computation algorithm to minimize the problem, as this type of approach is suitable for dealing with nonlinear constrained optimization problems. We used official COVID-19 records from 116 countries and 51 regions of the USA, and applied a simulated annealing (SA) algorithm (in which the main idea is similar to the approach used in our previous work [48]) to calibrate the unknown parameter set \( \Theta \) match the real scenario. The pseudocode for the optimization algorithm is given in Algorithm 2.
the website of Johns Hopkins University (https://coronavirus.jhu.edu/map.html). The settings of the SA algorithm are as follows: the termination tolerance of function value is $10^{-10}$, the initial value of the temperature is 100, and the maximum number of iterations is 150,000. In some cases, the optimization algorithm is not able to converge, and we therefore set the maximum time for the algorithm to half an hour, meaning that the program would stop if the running time was longer than this. The model is fitted using a nonlinear optimization approach, by calculating the normalized least-squares error which represents the difference between the estimated trajectory generated by the model and the historical trajectory recorded by the local authority, as shown in Eq. (15). Here, the initial values of the unknown parameters are set randomly, with a uniform distribution. This procedure has been carried out at least 2,000 times with random initial conditions to avoid always falling into the same local minima. When the parameters had been determined by the optimization algorithm, the model could be used to characterize the tendency of COVID-19 outbreak and to investigate the pandemic situation in a region or country.

4. Experimental results

We collected COVID-19 pandemic data for 190 countries based on national public health agencies around the world. The USA has released the most detailed data about testing capacities, including the daily testing capacity of 51 different regions, including the 50 states and Washington DC. Most other nations in the world have not released detailed testing capacity information for each region, but instead have released the total testing capacity for the whole country. Although 190 countries have released pandemic information, only 116 have released information on testing capacities for the whole country. We therefore applied our model to these 51 regions of the United States and 116 other countries worldwide.

4.1. Estimated pandemic situation in 51 regions of the USA

We first generated the numbers of confirmed and unconfirmed cases for the 51 regions in the USA from the proposed D-SUCR model with the optimal parameter sets. Parameter estimation for the D-SUCR model, as described by Eq. (15), was performed using the official number of the confirmed and removed cases and the testing capacity, up to May 10, 2021. For each region, the parameter estimation procedures were applied repeatedly to derive more than 100 suitable candidate parameters that satisfied the fitting criteria for more than 2,000 identification procedures, for ensuring the reliability of the analysis results. Our experimental results indicate that this model can accurately estimate the daily records of unconfirmed, confirmed, and removed cases in a region with multiple waves. The estimated values closely matched the actual situation. Here, the coefficient of determination ($R^2$) was adopted to evaluate the performance of the proposed D-SUCR model:

$$R^2 = 1 - \frac{\sum_{i=1}^{K} (y_i - \hat{y}_i)^2}{\sum_{i=1}^{K} (y_i - \bar{y})^2},$$

where $y_i$ is the actual value and $\hat{y}_i$ is the estimated value. For data up to May 2021, most of the values of $R^2$ for the 51 regions were all larger than 0.97 (as shown in Fig. 2). This indicates that the estimated values fit well with the actual scenario.

Due to space limitation, we used four typical regions as illustrative examples: California, New York, Washington, and the USA as a whole. Fig. 3 shows the numbers of officially confirmed cases and the estimated total infections for these three states and the whole USA, as of mid-May 2021. The historical pandemic and testing capacity data for the model simulation were collected from the CDC in the USA, from March 2020 to mid-May 2021. Examples of the officially released data and model estimates for the pandemic situation in three states and the US as a whole are displayed in Figs. 3, which show the official numbers of infected cases, mean estimated cumulative numbers of infected patients with 95% confidence interval (CI) generated by the D-SUCR model with suitable candidate parameter sets, mean estimated unconfirmed cases with 95 CI, and estimated total confirmed cases with 95% CI for California, New York, Washington, and the whole USA, respectively (more results are given in the Supplementary Material, which can be downloaded from https://dl2link.com/SUCR_supplementary_material.pdf). We can observe that the estimated confirmed cases from the D-SUCR model fit well with the historical confirmed cases under different NPIs. In addition, the percentages of the population infected in the three regions and the USA as a whole are also shown graphically (see the right axis), and these results indicate that about 16% of the USA population had been infected as of mid-May 2021. The discovery rate at time $t$, $\gamma_d(t)$, is defined as the ratio between the value of officially confirmed cases and the estimated value of total cases, i.e.,

$$\gamma_d(t) = \frac{C(t) + R_{cm}(t)}{C(t) + R_{cm}(t) + \hat{U}(t) + \hat{R}_{cm}(t)},$$

where $C(t)$ and $R_{cm}(t)$ are the numbers of officially confirmed and removed cases, respectively, and $\hat{U}(t)$ and $\hat{R}_{cm}(t)$ are the estimated unconfirmed and removed unconfirmed cases, respectively. The discovery rates $\gamma_d(t)$ for California, New York, Washington, and the whole USA from Mar 2020 to May 2021 are shown in Figs. 3, respectively. These experimental results
clearly indicate that at the beginning of the pandemic (from Mar 2020 to April 2020), only about 10% of the total infections had been identified by screening. Across all simulations, our D-SUCR model suggests that there were a significant proportion of unconfirmed patients at the beginning of the pandemic outbreak. The ratio of unconfirmed to confirmed cases was more than 10. Taking New York as an example, our D-SUCR model indicates that the number of infected individuals surged from a
few infected individuals to 3.76% (5th to 95th percentiles: 2.63–4.89%) of the population infected (5th to 95th percentiles: 514,037–955,452) by May 31, 2020. The proportion of unconfirmed cases was very high at the beginning of the outbreak, with a mean of about 10 (5th to 95th percentiles: 8.51–11.24) times the number of confirmed cases as of mid-April 2020. An examination of the temporal dynamics shows that the discovery rate $\gamma_d(t)$ increased dramatically with an increase in the testing capacity (see Fig. 3f). The number of confirmed, estimated unconfirmed, and total confirmed cases in California and Washington DC followed a similar trajectory, and similar results can be found for the other 48 regions in the USA. These findings suggest that at the beginning of the COVID-19 pandemic, there was a large proportion of unconfirmed cases and only a small group of COVID-19 patients were confirmed (less than 10% in the USA as a whole).

For the USA as a whole, the number of unconfirmed cases was also 10 times higher than the official number at the beginning of the outbreak. The USA government increased the testing capacity over the subsequent two months, resulting in a dramatic increase in the discovery rate. As of mid-May 2020, about 40% of the infections had been screened out. After that, the discovery rates of the 51 regions are likely to saturate at about 40–60%. This result indicates that about half of infected individuals were not confirmed, and that the actual number of infections is likely to be about twice the official number in the USA (shown in Figs. 3d and 3h). Based on the data up to mid-May 2021, the proposed D-SUCR model estimates that approximately 59.23% (California), 63.52% (New York), 54.37% (Washington), and 41.63% (the USA as a whole) of the infected cases were confirmed. The ratios of unconfirmed to actual infected cases in the four regions were 0.4077 (California), 0.3648 (New York), 0.4563 (Washington), and 0.5814 (the whole USA), respectively. Our results show that the United States had a much higher number of actual infected individuals than the official number (in fact about twice the official number), accounting for about 17% of its population. The numbers of officially confirmed cases and estimated total infections in the USA on four specific dates are shown in Figs. 4a (May 31, 2020), 4b (Sep 30, 2020), 4c (Dec 31, 2020), and 4d (May 1, 2021).

Here, at time $t$, we define the transmission-calibration factor as

$$\Phi(t) = \prod_{i=1}^{t} \phi(i).$$

(18)

The transmission rates with respect to unconfirmed and confirmed cases are $\beta_u(t) = \beta_u \Phi(t)$ and $\beta_c = \beta_c \Phi(t)$, respectively. The smaller the value of $\Phi(t)$, the lower the infection rates $\beta_u(t)$ and $\beta_c(t)$ become. The calibration rate $\Phi(t)$ represents the efficacy of public health strategies in terms of containing the transmission of the virus. The transmission-calibration fac-
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**Fig. 4.** Numbers of officially confirmed and estimated total cases per 100 people in different regions in the USA on four specific dates: (a) May 31, 2020; (b) Sep 30, 2020; (c) Dec 31, 2020; (d) May 1, 2021. The sizes of the bubbles represent the numbers of confirmed cases.
tors for the three selected states and the whole USA are shown in Figs. 3l. Taking the whole USA as an example (shown in Fig. 3l), we can see that the transmission-calibration factor decreased dramatically from Mar 2020 to mid-Jul 2020, during a period in which most local authorities implemented lockdown policies. The lowest value was about 0.18, which means the NPIs worked well, resulting in an infection rate of only 0.18 times the value at the beginning of the pandemic. Then, as reopening policies were implemented by states, the transmission-calibration factor \( \Phi(t) \) gradually increased from its low values, from mid-Jul 2020 to mid-Mar 2021. By mid-Dec 2020, the transmission factor had reached its local peak (about 0.61), representing an increase of nearly 330% (from 0.18 to 0.61), compared to the value for mid-Jul 2020. The transmission-calibration factor then gradually decreased over the first half of 2021.

4.2. Estimated pandemic situation in 116 countries

We then applied our D-SUCR model to an analysis of the pandemic situation in additional 116 countries. Based on data up to May 2021, we can see that most of the values of \( R^2 \) for these 116 countries are larger than 0.90 (as shown in Fig. 5). Obviously, the estimated trajectory fits well with the actual situation. Fig. 6 shows the number of officially confirmed and the estimated total infections for four countries (the Philippines, Japan, Italy, and Russia) up to May 24, 2021, under the reference pandemic scenario. The historical pandemic and testing capacity data for simulations in the model were drawn from March 2020 to May 2021, and the demographic data were drawn from the Census Bureau for each region. Examples of officially released and estimated pandemic data for the four example countries are displayed in Fig. 6a–6d, which show the official number of infected individuals, mean estimated cumulative number of infected individuals with 95% CI generated by the proposed D-SUCR model, mean estimated unconfirmed cases with 95% CI, and estimated total confirmed cases with 95% CI, for the Philippines, Japan, Italy, and Russia (results for other countries are given in the Supplementary Material, which can be downloaded from https://dl2link.com/SUCR_supplementary_material.pdf). The discovery rates \( \gamma_d(t) \) for these four countries from Mar 2020 to May 2021 are shown in Figs. 6, respectively. Our experimental results clearly indicate that at the beginning of the pandemic (between Mar and April 2020), less than 10% of the total infections were confirmed. Taking Russia as an example, our D-SUCR model shows that the outbreak surged from a few infected individuals to 7.96% (5th–95th percentiles: 6.69–9.72%) of the population infected (5th–95th percentiles: 1,011,153–1,795,077) by May 31, 2020. The proportion of unconfirmed cases was very high at the beginning of the outbreak, with a mean of more than 15 times the number of confirmed individuals on April 6, 2020. An examination of the temporal dynamics shows that the discovery rate \( \gamma_d(t) \) increased dramatically as the testing capacity increased (Fig. 6h). The numbers of confirmed, estimated unconfirmed, and total confirmed cases in the other three countries followed a similar trajectory. In particular, substantial proportions of the population were unconfirmed by Mar 6, 2020. Similar results can be found for the other countries worldwide. These findings suggest that at the beginning of the COVID-19 pandemic, there was a significant proportion of unconfirmed individuals and only a small number of infected individuals were confirmed (less than 10%) in almost all of countries. The authorities in most countries then increased the testing capacity over the next two months, resulting in a rapid increase in the discovery rate. Then, about 40% of infections had been picked up by testing in mid-May 2020. Based on data up to May 2021, the proposed D-SUCR model estimated that about 22.44% (Philippines), 43.09% (Japan), 55.83% (Italy), and 40.66% (Russia) of the total infections had been confirmed; in other words, the ratios of unconfirmed to confirmed cases were 3.4563 (Philippines), 1.3207 (Japan), 0.7912 (Italy), and 1.4594 (Russia). The numbers of officially confirmed cases and estimated total infections (Fig. 5. Mean and 95% CI for the coefficient of determination (\( R^2 \)) for 116 countries worldwide.}
The transmission-calibration factors for the four example countries are shown in Fig. 6. Taking Russia as an example, we see that the transmission-calibration factor decreased dramatically from March to July 2020, during a period in which efficient NPIs were implemented. The lowest value was about 0.08, meaning that the public health strategies worked well and the transmission rate was only 0.08 times the value at the beginning of the pandemic. Then, as reopening strategies were implemented in the country, the transmission-calibration factor gradually increased from its low point in July 30, 2020, until December 24, 2020, when the transmission factor reached its local peak (about 0.21), growing by nearly 260% (from 0.08 to 0.21) in comparison with the value on July 30, 2020. The transmission-calibration factor then slowly decreased until June 2021.

We found similar results for the other countries in the world. At the beginning of the pandemic, the discovery rate was less than 10% by April 2020. The authorities in most countries then enhanced the testing capacity, resulting in an increase in the discovery rate. As of mid-February 2021, about 40% of the infections had been picked up by screening, and the discovery rates are then likely to be stable at about 40%. This indicates that about 60% of infections were not confirmed, and that the actual number of patients was about 2.5 times the official number (as shown in Figs. 8a and 8b). The mean and 95% CIs for the transmission-calibration factors for the 116 countries are shown in Fig. 8c. It can be seen that the transmission-calibration factor decreased dramatically between the beginning of February 2020 and mid-June, 2020, during a period in which most of the local authorities in the world implemented NPIs. The lowest value was about 0.22, indicating that these NPIs worked well and the transmission rate was only 0.22 times its value at the beginning of the pandemic. Then, as reopening was successively implemented in most countries, the transmission-calibration factor gradually increased from its lowest value in mid-June 2020 to April 2021. In mid-April 2021, the transmission factor reached its local peak (about 0.86), representing an increase of about 390% (from 0.18 to 0.61) compared with its value in mid-June, 2020.
In this study, we investigate the efficacy of two public health strategies, namely, quarantining of confirmed cases, and an increase in the testing capacity. Here, we take the USA as an illustrative example, and assume that all of the states in the USA followed similar, strict quarantine strategies in which all confirmed cases were strictly quarantined and had no chance of spreading the virus, i.e., $\beta_c = 0$. We assume that the authorities implemented strict quarantine measures $T_c$ days after the detection of the first COVID-19 patient. Here, we adopt $T_c = 1, 15, 30, \text{ and } 60$ days as illustrative examples, meaning that local governments implemented strict quarantine measures 1, 15, 30, and 60 days after the first COVID-19 case was detected. The second public health strategy relies on massive testing. Despite the apparent benefits, the testing capacity remains largely suboptimal in many areas, leading to a significant number of infections, and particularly asymptomatic or mildly symptomatic infections, going unconfirmed. Here, we assume that from the beginning of Mar 2020 to mid-May 2021, the testing capacity in each region in the United States was one or five times that of the historical testing capacity, namely, $\tilde{N}_t(t) = N_t(t)$ and $\tilde{N}_t(t) = 5N_t(t)$, where $N_t(t)$ is the hypothetical testing capacity. We consider eight scenarios: (i) $T_c = 1$ day and $N_t(t) = N_t(t)$; (ii) $T_c = 15$ days and $N_t(t) = N_t(t)$; (iii) $T_c = 30$ days and $N_t(t) = N_t(t)$; (iv) $T_c = 60$ days and $N_t(t) = N_t(t)$; (v) $T_c = 1$ day and $N_t(t) = 5N_t(t)$; (vi) $T_c = 15$ days and $N_t(t) = 5N_t(t)$; (vii) $T_c = 30$ days and $N_t(t) = 5N_t(t)$; (viii) $T_c = 60$ days and $N_t(t) = 5N_t(t)$.

The estimated numbers of total infections, estimated confirmed cases and the 95% CI for each of these eight scenarios are summarized in Fig. 9. If the USA had implemented strict quarantine measures instantaneously ($T_c = 1$ day) and had applied large-scale testing, the total number of infections would have decreased dramatically. In this scenario, the total number of patients would have been less than 5% of the real numbers (shown in Fig. 9a). If strict quarantine measures had been imposed immediately, the total number of infections would have been less than 10% of the real numbers (as shown in Fig. 9e). Depending on the scenario, massive testing and strict quarantine measures could have led to a dramatic reduction of between 90% to 95% in the number of overall cases (Figs. 9a and 9e). However, if the USA did not impose strict quarantine measure quickly, but implemented these measures 15 days (or more) after the first COVID-19 patient was diagnosed, the number of infections would be substantially higher than in scenarios 1 and 5 (as shown in Figs. 9b and 9f). When $T_c = 30$ and 60 days, our experimental results indicate that the estimated total infections are much higher than those in scenarios 1 and 5. The reductions in the number of overall cases are between 10% and 60%. Fig. 9f suggests that increasing the testing

![Fig. 7. Numbers of officially confirmed cases (blue bubbles) and estimated numbers of total infectious (transparent red bubbles) for different states in the USA on four example dates: (a) June 24, 2020; (b) Aug 24, 2020; (c) Nov 24, 2020; (d) Feb 15, 2021. The sizes of the bubbles represent the numbers of cases.](image-url)
capacity by a factor of five with a lagged strict quarantine measure leads to a reduction of only about 25% in the number of overall cases. The amount of infected individuals can be reduced through mass testing, but implementing a strict, immediate quarantine leads to reductions of about 90% in the number of overall cases.

Fig. 10 shows the ratio of the estimated total number of infected individuals with the implementation of a strict quarantine and increased testing capacity to the actual number of infected people under real conditions. Here, we assume the testing capacity is one, two, five, and 10 times the actual testing capacity, while the period after which strict quarantine measures are implemented ranges from one to 60 days after the identification of the first COVID-19 patient. Obviously, a timely quarantine measure can significantly reduce the number of infections (to about 10% of the actual scenario), while a slightly lagging quarantine measure will not have significant efficacy (only reducing the infections to about 80% of the actual scenario, as shown in Fig. 10). These experimental results reveal that strict quarantining of confirmed cases may be effective in terms of containing the outbreak of the COVID-19 pandemic. They also suggest that in a scenario with a large group of infected individuals, only strictly quarantine confirmed cases are unable to stop the spread of the virus. As there is a large group of unconfirmed individuals, isolating only the confirmed cases would mean that unconfirmed individuals would be overlooked, and these form the main source of spreading of the virus. Hence, strict quarantine is not always an efficient measure for containing the virus, and can be efficient only when the group of infections is small. In summary, a combination of immediate, strict quarantine with massive testing is useful method of controlling the spread of disease.
5. Discussion and conclusion

Recent evidence indicates that COVID-19 is the most severe pandemic event since the influenza epidemic of 1918 [9,8]. Information about daily testing capacities and the pandemic situation can enable trend analysis to be carried out, to determine the trajectory of infections [44]. Inadequate testing capacities can hinder contact tracing and the implementation of effective NPIs to contain the early spread and dissemination of the virus [37]. Due to the strong transmissibility of COVID-19, conducting massive testing over a short period has been suggested by many researchers [36,28]. However, massive testing is difficult to achieve, due to challenging problems such as manufacturing test kits, disseminating them to the population, and the correct collection, processing, and examination of the tests. Our analysis strongly suggests that testing capacity plays an essential role in determining the pandemic situation. It is very important to estimate the actual situation of this pandemic and the real size of the infected population.

This study provides an epidemiological model that takes into consideration unconfirmed infections, testing capacity, and NPIs to analyze the transmission dynamics of the virus and evaluate potential control strategies. Epidemiological models are...
widely adopted to predict the pandemic trends, and to evaluate the efficacy of different NPIs for containing the spread. This study takes advantage of both epidemiological models and machine learning methods, and combines the explainability of epidemiological models with the data-fitting ability of an evolutionary computation algorithm. Moreover, the parameters used in our D-SUCR model can provide some insights into prevention and containment measures for COVID-19. Without strong and effective NPIs, including mask-wearing, massive testing, quarantine, travel bans, and city lockdowns, the COVID-19 pandemic would have become a catastrophe for the world. Moreover, this study shows that an epidemiological model can be used to estimate the actual pandemic situation. The experimental results show that the proposed D-SUCR model also has the ability to describe the multiple waves of COVID-19 pandemic. Note that our D-SUCR model is applicable only when each individual in a region has an equal chance of undergoing testing, and that caution is advised when using the D-SUCR model in a country or region with a dramatically uneven distribution of tests.

Traditional methods of infection control rely on symptom-based case detection and subsequent testing, and these public health measures have worked well when combating other epidemics. For example, while symptomatic detection of infected individuals is an effective test in some diseases such as SARS-CoV-1, due to the presence of a large number of asymptomatic and pre-symptomatic patients in SARS-CoV-2 and their ability to transmit as well, using this strategy would create a large group of unconfirmed cases for SARS-CoV-2. Testing only symptomatic individuals would mean overlooking these infected individuals, who have a high level of transmissibility. Thus, massive or population-based testing may be needed irrespective of symptoms [20]. Our results indicate that testing only symptomatic patients may overlook more than 50% of the COVID-19 patients who play an important role in the transmission of the virus. In addition, we find that using strict quarantines to avoid only the spread of the disease from confirmed cases to reduce the pandemic peak may not work, and may consume a great deal of resources in terms of imposing quarantines. Limited testing capacity and a lack of draconian and immediate strategies for tracing and quantifying infected cases are two of the principal limitations in terms of containing the spread of the virus. These results clearly indicate that close contact tracing and active case detection are key factors to contain the spread of the virus. A combination of active case detection, isolation of COVID-19 cases, community quarantine, quarantine of all close contacts, contact tracing, social distancing, and even locking down an area may eradicate SARS-CoV-2. Close contact tracing is a key factor to identify and isolating asymptomatic and mild cases in order to contain outbreaks in the following periods. A strict quarantine strategy must be implemented immediately after the detection of the first few infections, and massive testing should be used to reduce the number of unconfirmed cases to allow for outbreak control. Our proposed methodological template for an epidemiological model can be generalized to model the spread of other epidemics in any territory. Knowing how to contain the spread of the virus can help us to develop effective immunological defenses and enhance health care. We hope that our model will be useful for the control and prevention of this public health pandemic worldwide.
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