Finding Useful Predictions by Meta-gradient Descent to Improve Decision-making
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Abstract

In computational reinforcement learning, a growing body of work seeks to express an agent’s model of the world through predictions about future sensations. In this manuscript we focus on predictions expressed as General Value Functions: temporally extended estimates of the accumulation of a future signal. One challenge is determining from the infinitely many predictions that the agent could possibly make which might support decision-making. In this work, we contribute a meta-gradient descent method by which an agent can directly specify what predictions it learns, independent of designer instruction. To that end, we introduce a partially observable domain suited to this investigation. We then demonstrate that through interaction with the environment an agent can independently select predictions that resolve the partial-observability, resulting in performance similar to expertly chosen value functions. By learning, rather than manually specifying these predictions, we enable the agent to identify useful predictions in a self-supervised manner, taking a step towards truly autonomous systems.

1 Making Sense of The World Through Predictions

It is often useful to break a challenging problem into sub-problems: progress on sub-tasks can support an agent’s progress on a greater task, e.g., learning the values of states in order to approximate the optimal policy, or learning models of the world to better plan. One way an agent can create sub-problems and a world model is by learning predictions of its world—biological agents do this by building predictive sensorimotor models of their world (Rao and Ballard, 1999; Wolpert et al., 1995; Gilbert, 2009). One principled and well understood way of making temporally extended predictions in reinforcement learning is by learning and maintaining value functions. Value functions predict the long-term expected accumulation of a signal in a given state (Sutton, 1988), and can predict not only reward, but any signal available to an agent via its senses (Sutton et al., 2011). Prior works have used general value estimates as features to adapt the control interfaces of bionic limbs (Edwards et al., 2016), design reflexive control systems for robots (Modayil and Sutton, 2014) and living cats...
An open challenge when using GVF s is determining what to predict. Of all the possible predictions to make, which subset is most useful to inform and support decision making? This choice is typically made by the human designer of the system. However, previous work has used generate and test to choose which predictions are maintained, and which should be replaced (Schlegel et al., 2018). One hindrance of this method is the generator used to pick new predictions: the agent must explore a space of infinite predictions if they are chosen randomly. Moreover, common evaluation methods are not always reliable and can have adverse impacts on performance (Kearney et al., 2021). Recent work has explored meta-gradient descent as a means of learning meta-parameters that specify the predictions (Veeriah et al., 2019); however, in this case the estimates were used as auxiliary tasks—the estimates themselves were not directly used in decision-making.

In this manuscript we propose a method of using meta-gradient descent to discover GVF s independent of human instruction and supervision. We do so by constructing a loss that shapes what the underlying predictions are about based on the control agent’s learning process. All learning methods are updated incrementally and online. These value estimates can then be used directly as features by a control learner to solve a partially-observable problem.

### 2 Learning What to Predict: An Architectural Proposal

Our agent is structured in three parts (Figure 1): 1) a control learner that chooses each action; 2) a collection of GVF s that approximate value-functions specified by some policies \( \pi_1 \ldots \pi_n \), cumulants \( c \), and discount functions \( \gamma_1 \ldots \gamma_n \); and 3) meta-weights that determine the policy \( \pi (w_\pi) \) and cumulant \( c (w_c) \) each GVF is conditioned on. This architecture is shown in Figure 1 pseudocode describes the relationships between these components in Algorithm 1.

On each time-step, the agent observes the current state of the environment \( o_t \). A collection of \( n \) GVF s perform a temporal difference update based on this observation, and prediction estimates are produced \( v_1 \ldots v_n \). These predictions \( v_1 \ldots v_n \) are given to the control agent as input features with which an action \( a_{t+1} \) is chosen according to \( \pi_{\text{control}} \). After taking an action, the agent observes a resulting reward \( R_{t+1} \) and a following observation \( o_{t+1} \) and the cycle repeats.

Three parameters—the discount \( \gamma \), policy \( \pi \) and the cumulant \( c \) determine what aspect of the environment each prediction is about. The cumulant determines the signal of interest from the environment, and the policy defines what the agent is doing during the prediction. We define meta-weights \( w_\pi \) and \( w_c \) that determine the cumulant and policy a prediction is conditioned on. These meta-parameters are incrementally learned alongside the GVF they specify, affecting the GVF by determining how the values should change by modifying \( w_{\text{gvf}} \) during each temporal difference update.

\[
\begin{align*}
\text{Agent} &\quad \downarrow \quad R_t \quad \uparrow \\
\text{control} &\quad \downarrow \quad o_t \quad \uparrow \\
\text{GVFs} &\quad \downarrow \quad v_1 \ldots v_n \quad \uparrow \\
\text{environment} &
\end{align*}
\]

(a) A depiction of the agent-environment relationship showing how the agent processes information from the environment, and chooses an action.

\[
\begin{align*}
\text{Agent} &\quad \downarrow \quad R_t \quad \uparrow \\
\text{control} &\quad \downarrow \quad o_t \quad \uparrow \\
\text{GVFs} &\quad \downarrow \quad v_1 \ldots v_n \quad \uparrow \\
\text{environment} &
\end{align*}
\]

(b) A depiction of the indirect relationship between the error and the underlying weights.

Figure 1: Relationship between the sub-components of the agent and its environment. Denoted in green is the environments feedback in the form of reward/DT error.
Algorithm 1: A meta-gradient approach to self-supervise prediction selection to inform control.

**INITIALISE:** set control agent weights $w_{control}$, GVF weights $w_{gvf,i}$, and meta weights $w_{c,i}$, $w_{\pi,i}$. Choose activations $\phi_{cumulant}$ and $\phi_{policy}$. Choose step-size $\alpha$ for the control agent, GVFs, and meta-parameters independently. Set an L2 $\lambda$. Set an $\epsilon$ e-greedy for action-selection.

**START:** Make initial observation $o_0$, take initial action $a_0$. The gvf-state is $o_0, a_0$.

for $t=1$ to final time-step $T$:

With probability $\epsilon$ select a random action $a_t$.

Else select action $a_t = \arg\max_a Q(\phi(v_t), a_t)$.

Observe $o_{t+1}$ and $r_{t+1}$ resulting from action $a_t$.

Perform meta-gradient descent

Take gradient steps on $L$ with respect to both $w_{policy}$ and $w_{cumulant}$.

Update GVFs

Output current cumulant $c = \phi_{cumulant}(o_t, w_{cumulant})$.

Output current policy $\pi_{gvf} = \phi_{policy}(o_t, w_{policy})$.

Approximate state for GVFs: gvf-state = $o_t, a_t, v_t$.

Update each GVF’s parameters $w_{gvf}$ given their computed $\pi, c$, and fixed $\gamma$.

Update control policy

Output current estimate for each GVF given $v_{t+1}$ (gvf-state, $w_{gvf}$).

Approximate state for control learner: control-state = $v_{t+1}$.

Update control agent’s Q values given control-state, $a_t, r_{t+1}$, and control-state$_{t+1}$.

end

(a) There are four states: two monsoon and two drought (inner circles). The outer arrows indicate how the seasons change as the agent transitions through the cycle.

(b) Three different learners that use 1) the environmental observations as inputs (blue), 2) two additional predictions that are known to express the seasons (in orange), 3) two additional predictions that are updated using meta-gradient descent (in black).

Figure 2: Monsoon World and comparison of learned policies. Each independent agent in 2b is averaged over 30 independent trials. Error bars are standard error.

There is an indirect relationship between the updates to the meta-weights, and the agent’s TD error $\delta_{control}$; through this relationship we can express a gradient that describes how the underlying weights $w_{\pi}$ and $w_{c}$, which shape the meaning of a particular GVF influence the agent’s Temporal Difference error: $\frac{\partial \delta_{control}}{\partial w_{\pi}} = \frac{\partial \delta_{control}}{\partial w_{control}} \frac{\partial w_{control}}{\partial w_{gvf}} \frac{\partial w_{gvf}}{\partial w_{\pi}}$. By this relationship, we can construct a loss function $L_{\pi}(w_{control}, w_{\pi}) = \delta^2_{control}$ for the policy and the cumulant. Using meta-gradient descent, the underlying parameters $w_{c}$ and $w_{\pi}$ that output the cumulant $c$ and policy $\pi$ that a given agent is following perform meta-gradient descent can be updated as so: $w_{\pi} \leftarrow w_{\pi} - \alpha_{\pi} \nabla_{w_{\pi}} L_{\pi}$ and $w_{c} \leftarrow w_{c} - \alpha_{c} \nabla_{w_{c}} L_{c}$.

3 Monsoon World: A Partially Observable Environment

We evaluate meta-gradient discovery of GVFs using a partially observable control problem, Monsoon World (Figure 2a). In Monsoon World, there are two seasons: monsoon and drought. The
agent tends to a field by choosing to either water, or not water their farm. Watering the field during a drought will result in a reward of 1; watering the field during monsoon season does not produce growth and results in a reward of 0, and vice versa during a monsoon. If the agent chooses the right action corresponding to the underlying season, a reward of 1 can be obtained on each time-step. Regardless of the action chosen by the agent, time progresses.

In this environment the agent cannot observe the underlying season that determines the outcome of their action. While the agent cannot directly observe seasons, it can observe something impacted by the seasons—the result of a given action.

This monsoon problem can be solved, and an optimal policy found, if the agent reliably estimates how long until watering produces a particular result. This can be done by learning *echo GVFs* (Schlegel et al., 2021). Echo GVFs estimate the time to an event using a state-conditioned discount and cumulant. In this case, estimating how long until there is growth \( o_{i,t} = 1 \), or there is no growth \( o_{i,t} = 0 \) when watering: \( c = 1 \) if \( o_{i,t} = 1 \); else \( c = 0 \). Similarly, a state-dependent discounting function terminates the accumulation \( \gamma(s_t, o_t, s_{t+1}) \), where \( c = 0 \) if \( c = 1 \); else \( 0.9 \). These estimates can be learnt off-policy using a deterministic policy (e.g., “if the agent waters” \( \pi = [0, 1] \)).

Having constructed the aforementioned GVFs, we are now able to express what is hidden from our observation stream: how long until the next season. While no information was given about the season, by relating what is sensed by the agent with the actions that were taken by the agent, we are able to learn about the seasons indirectly.

### 4 Discovering GVFs in Monsoon World

We now answer the question: “Can an agent find useful predictions by performing meta-gradient descent?” To do so, we compare three different agent configurations (Figure 2b): 1) a baseline agent that only receives environmental observations as inputs, 2) an agent that in addition to the environmental observations, receives the estimates of two GVFs with cumulants and policies known to be effective in capturing the underlying seasons, and 3) an agent that has two additional predictions that are learned through meta-gradient descent.

When GVFs are specified via meta-gradient descent, we initialise policies to an equiprobable weighting of actions and cumulants to an equal weighting of observations. The policy weights are passed through a Softmax activation function so that their sum is between 1 and 0, and the cumulants are passed through a sigmoid activation to bound the cumulant between [0,1]. The meta-weights are updated each time-step incrementally. We apply L2 to the loss with \( \lambda = 0.001 \). Additional details are in Appendix A.

As introduced in Section 3, observations alone are insufficient to determine the optimal action on a given time-step. The policy learnt using only environment observations is roughly equivalent to equiprobably choosing an action: the learned policy is no better than a coin-toss (Figure 2b, depicted in blue). When expertly specified estimates are learned and provided as inputs in addition to the environmental observations (orange), the learnt policy is approximately optimal: using predictions that estimate the time to each season optimal actions are taken most of the time. By using meta-gradient descent, the agent was able to select its own predictive features without any prior knowledge of the domain. *Using Meta-gradient descent, the agent is able to solve the task with performance on-par with the hand-crafted solution without being given what to predict.*

### 5 Limitations & Future Work

We introduced a new approach to meta-learning predictions where GVFs outputs are used as features by a control agent. We found that an agent with no prior knowledge of the environment was able to select predictions that yielded performance equitable to agents using expertly chosen predictive features. This success opens up several interesting questions for future work: 1) How well does meta-gradient selection perform in domains with higher-dimensional observations and more actions? 2) How well would meta-gradient GVF selection perform in non-stationary domains? Finally, our proposed approach is sensitive to the meta step-sizes that govern the incremental updates. How optimisers or step-size adaptations could improve robustness has yet to be explored.
6 Conclusion

In this paper we demonstrated how predictions in the form of GVFs can be decided upon and learned by meta-gradient descent alongside a policy for agent action selection. Doing so, we enable our agent to learn about its environment in a self-supervised and independent way. We evaluate our approach on a partially-observable MDP, called Monsoon world. Our results demonstrate that an agent can independently specify GVFs that enable performance comparable to expertly chosen predictions that remove the partial-observability. This work therefore tackles one of the most important problems in prediction-based self-supervised learning.
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A  Experiment Details

Experiments ran for a total of one million time-steps. Each agent had a training phase of 990,000 time-steps. The final 1000 time-steps the agent’s performance is evaluated: \( \epsilon \) is set to 0 and actions are chosen greedily so that we can compare average reward given the learned policies.

A.1 Function Approximators

We use different function approximators to transform the given inputs to an agent-state \( s_t = \phi(o_t, v_t) \). Echo GVF s are in log-space; before using them as inputs, we apply a transformation to them as follows:

\[
\text{Algorithm 2 Log-transform of prediction estimates}
\]

\[
\text{transform}(v): \quad v \leftarrow \text{clip}(\log(v)/\log(0.9), 0, 1)
\]

return \( v \)

We use state aggregation to transform the estimates produced by each GVF into a binary feature vector \( s_t \) such that the value.

\[
\text{Algorithm 3 State aggregation of predictions}
\]

\[
\text{state}(v, \text{memsize}): \quad s = \text{zeros}(\text{memsize}) \quad i \leftarrow v[0] + v[1] \times 10 \quad \# \text{this assumes that each } v_i < 10
\]

\[
s[i] = 1
\]

return \( s \)

The function approximation for each agent is as follows:

Environment Observations Only

1. Control Agent: state aggregation.
2. GVFs: state aggregation.
3. Meta-parameters: n/a.

Expert Chosen Predictions & Environment Observations

1. Control Agent: state aggregation.
2. GVFs: state aggregation.
3. Meta-parameters: n/a.

Meta-gradient Learned Predictions & Environment Observations

1. Control Agent: no function approximator; a linear combination of weights and inputs.
2. GVFs: state aggregation.
3. Meta-parameters: no function approximator; a linear combination of weights and inputs.

A.2 Parameter Settings

Parameters were chosen by performing a sweep across different values, choosing the best performing combination for each agent.
A.3 Meta-parameter Specification

The policy $\pi$ is a deterministic policy. The meta-weights determine the policy a GVF is conditioned on, but they are not a function of the observations: $\pi \leftarrow \text{softmax}(w_\pi)$. 

The cumulant $c$ is a function of the observations such that $\text{sigmoid}(w_c^T o_t)$, where $w_c$ are the meta-weights for the cumulant, and $o_t$ is the present environment observation.