

Abstract—Visual entailment (VE) is to recognize whether the semantics of a hypothesis text can be inferred from the given premise image, which is one special task among recent emerged vision and language understanding tasks. Currently, most of the existing VE approaches are derived from the methods of visual question answering. They recognize visual entailment by quantifying the similarity between the hypothesis and premise in the content semantic features from multi modalities. Such approaches, however, ignore the VE’s unique nature of relation inference between the premise and hypothesis. Therefore, in this paper, a new architecture called AlignVE is proposed to solve the visual entailment problem with a relation interaction method. It models the relation between the premise and hypothesis as an alignment matrix. Then it introduces a pooling operation to get feature vectors with a fixed size. Finally, it goes through the fully-connected layer and normalization layer to complete the classification. Experiments show that our alignment-based architecture reaches 72.45% accuracy on SNLI-VE dataset, outperforming previous content-based models under the same settings.

Index Terms—Computer vision, visual entailment, alignment relation.

I. INTRODUCTION

VISUAL entailment (VE) proposed by Xie et al. [1], [2] is a multi-modal inference task derived from the original single-modal textual entailment (TE) [3] in natural language processing research and visual question answering (VQA) [4]. In entailment recognition, given a premise $P$ and a hypothesis $H$, the system outputs the entailment if $H$ can be concluded from $P$. The result is a contradiction if $H$ contradicts $P$ and otherwise it is neutral, which means $P$ and $H$ are not related. For example, in Table I, when the hypothesis text is “Two women are holding packages,” the entity of “two women” and the action of “holding packages” are able to be matched with the contents of the premise image. Therefore, the hypothesis is included in premise and the entailment relation result is entailment. In the hypothesis sentence “The sisters are hugging goodbye while holding to go packages after just eating lunch..” the conclusion of “sisters” is neither able to be drawn from this premise image nor be verified to contradict the image content. The entailment relation of this pair of premise and hypothesis is thus neutral. When the hypothesis becomes “The men are fighting outside a deli..” the verb “fighting” is contradicted with the action of the figures in the premise image, so that the result of the entailment relation is contradiction.

Recently, the majority of VE studies [1], [2], [5] are inspired by VQA. It is found that VQA includes a relative wide range of specific tasks, such as generating a sentence as an answer [6], [7], discriminating yes/no question [4], [8], selecting a word or phrase in predefined answers [4] and filling in the blank [9]. What is more, the answers in VQA datasets [4] mainly consist of objects, colors, categories, scenes, sports and even brands. Thus, it can be concluded that VQA is a broader multi-modal task compared to VE. Because of this, most of the VQA methods are universal multi-modal classification models, which extract and fuse multi-modal features to build enriched content semantic features. While for VE task, its goal is to only classify the relation between the premise and hypothesis into three classes. Although the recent VQA methods are universal and can be easily applied to VE, they are not designed specifically for VE. The works which solve VE tasks by simply adopting VQA methods ignore the characteristic of VE – recognizing relations. On the basis of this observation, we believe that modeling the relation between premise and hypothesis should be meaningful and essential to VE studies.
The main contributions of our work can be summarised as follows.

Firstly, based on the difference between a VQA task and a VE task, an alignment-relation-based visual entailment architecture AlignVE is proposed, particularly considering the characteristics of the VE task. It contains three parts, namely visual feature extraction module, text feature extraction module and the alignment-based classifier construction module. The first two modules aim to extract visual and text features from premise and hypothesis. The alignment-based classifier construction module attempts to build the relation interaction between these features and utilize the obtained alignment relation to complete the classification task.

Secondly, the relation alignment method is firstly introduced in this field for the enhancement of recognizing the interaction between the premise image and hypothesis text, specifically modeling the entailment relation for VE classification.

Last but not least, comprehensive experiments are conducted with SNLI-VE dataset to re-evaluate existing VE models and evaluate both migrated TE models and our proposed model. The results indicate that our AlignVE architecture outperforms the previous methods and still keeps the simplicity.

II. RELATED WORK

Text entailment (TE), a classic natural language processing task, is the predecessor task of VE and has developed greatly in entailment recognition. Derived from TE, VE is defined as a multi-modal classification task, which is closely related to VQA, a typical multi-modal classification task that has been extensively studied in recent years. The VQA study history reflects the development of multi-modal classification methods. Both of TE and VQA have a close relation and inspiration to VE.

A. Textual Entailment

TE is proposed as the PASCAL recognizing textual entailment challenge [3] in 2005. In early studies, most of them are based on similarity measurement [10], [11], [12], alignment algorithms [13], [14], machine learning [15] and logic inference [16] methods.

Since the large dataset SNLI [17] was published, deep-learning based methods are used in the majority of recent studies. RNN like LSTM is applied to TE [17], combined with attention mechanism [18], [19]. More LSTM-based methods have been developed like match-LSTM (mLSTM) [20], re-read LSTM (rLSTM) [21] and Enhanced Sequential Inference Model (ESIM) [22]. CNN-based methods have also been developed for TE, e.g. TBCNN (Tree-based CNN) [23], [24]. The Interactive Inference Network (IIN) [25] explicitly models the relation between the premise and hypothesis as an interaction space and utilizes a CNN to extract features in it. The logic-based methods also have progresses recently [26]. The TE studies analyze the entailment recognition task and propose specific methods designed for this, which inspire VE studies.

B. Visual Question Answering

The VQA is formally defined as providing an accurate natural language answer to a given image and a natural language question about the image [4]. Early studies [7], [26] recognized VQA as a natural language generation task and then handled it with the encoder-decoder framework. However, recent studies mostly model VQA as a classification task which selects an answer from a predefined corpus. The typical paradigm of classification approach is that the VQA system extracts image features with CNN or object detector, then encodes the question with RNN and finally implements several mechanisms to do feature fusion and classification. To improve the quality of multi-modal feature extraction and fusion, many methods based on the attention mechanism have been proposed for VQA, such as region selection attention [27], co-attention [28], stacked attention [29], high-order attention [30], bottom-up and top-down attention [31], dense co-attention [32], modular co-attention [33], dynamic fusion with intra-and inter-modality attention [34] and multi-grained attention [35]. In conclusion, the design of VQA methods becomes more complicated together with the trend of fine-grained, multi-modal and multi-hop attention, thus enriching the representation of image and question features. Also, the model CLIP [36] utilizes the natural language supervision information as the training signal to learn the visual feature, and takes the dot product method to build the interaction between image and text domain in multi-modal embedding space. These methods are analyses of images and texts at the macro level, and lack of a fine-grained analysis into the entailment relation between images and texts.

The following table is a visual entailment example with a premise image and three kinds of entailment relation.

| Premise | Hypothesis | Entailment Relation |
|---------|------------|---------------------|
| Two women are holding packages. | The sisters are hugging goodbye while holding to go packages after just eating lunch. | Contradiction |
| Two women are holding packages. | The men are fighting outside a deli. | Neutral |
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TABLE II

| TE | VQA | VE |
|---|---|---|
| Goal | Recognize the relationship between sentences. | Answer visual questions. | Recognize the relationship between the image and sentence. |
| Category | is entailment or not (early stage), entailment / neutral / contradiction | Yes/No, object, color, number, position, multiple choices… | entailment / neutral / contradiction |
| Method | manually crafted features (early stage), logic inference, deep learning classification | deep learning generation, deep learning classification | deep learning classification, logic inference |

C. Visual Entailment

The current number of VE studies is limited [1], [2], [5], [37]. Most methods are deep-learning based. Xie et al. [1], [2] propose the Explainable VE (EVE) architecture, which is based on Bottom-Up/Top-down architecture [31], the first place of the 2017 VQA challenge. Their intuition is that both of VE and VQA can be modeled as multi-modal classification tasks. By modifying typical VQA models for VE task, EVE can benefit from proved multi-modality feature fusion and high classification performance of VQA models. Do et al. [5] re-annotate SNLI-VE dataset, re-evaluate existing models and introduce a new task e-SNLI-VE 2.0 that requires explanation sentence generation for VE recognition. Chen et al. [38] propose a universal pretrained image-text representation model UNITER and include VE as one of their downstream tasks.

Besides, Suzuki et al. [37] propose a logic-based VE system. This system translates an image into a scene graph or first-order logic (FOL) structure and at the same time, parses sentences into FOL formulae. Then, this system applies Prover9\(^1\) as the inference engine to conduct theorem proofs. However, this method is slow and can only recognize VE as a binary classification task since it relies on a timeout (10 s) to decide whether a hypothesis is entailed or not.

Therefore, we can draw a conclusion for the relationship among TE, VQA and VE in Table II.

In all, most VE studies lack analysis on the characteristics of VE, thus lacking the study on the interaction relation between the premise and hypothesis. New methods are needed to fill up this gap. Therefore, our AlignVE architecture is designed to model the premise-hypothesis relation as an alignment matrix and recognizes VE based on it. It is designed specifically for VE and maintains the simplicity of the whole structure. To the best of our knowledge, there is no relation-based VE study currently. It can be viewed as a significant starting point of relation-based VE methods.

III. THE ALIGNVE ARCHITECTURE

The VE task is defined as a multi-modal task which recognizes the relation between a premise image and hypothesis text. Formally, given a premise image \(P_{image}\) and a hypothesis text \(H_{text}\), the goal of VE is to determine if \(H_{text}\) can be concluded from \(P_{image}\) and to classify this relation into three classes: Entailment, Contradiction and Neutral.

\(^1\)[Online]. Available: http://www.cs.unm.edu/mccune/prover9/

Fig. 1. The Architecture of AlignVE. The main components of the AlignVE are visual extraction module, text feature extraction module and alignment-based classifier construction module.

- **Entailment** holds if the evidence in \(P_{image}\) is enough to conclude that \(H_{text}\) is true.
- **Contradiction** holds if the evidence in \(P_{image}\) is enough to conclude that \(H_{text}\) is false.
- **Neutral** holds otherwise, implying the evidence in \(P_{image}\) is insufficient to draw a conclusion about \(H_{text}\).

The overall architecture of AlignVE is shown in Fig. 1 which mainly contains three modules as follows.

- The visual feature extraction module, which uses a CNN to extract grid features or an object detector to extract RoI features, and then encodes the visual features with an At-tEnc.
- The text feature extraction module, which uses GloVe [39] as word embedding and encodes the text features with At-tEnc.
- The alignment-based classifier construction module, which is to calculate the alignment matrix between the premise and hypothesis, and then apply adaptive pooling to get a fixed-length feature vector for classification.
A. Visual Feature Extraction Module

The visual feature extraction module takes an image $P_{image}$ as the input premise and outputs a sequence of vectors $P$ to represent the premise image. Two approaches are taken to extract image features. One inputs images to a pretrained CNN and takes the feature map as image grid features, and the other one inputs images to a pretrained object detector (Faster R-CNN) and takes the RoI features as image features. Both approaches are widely applied in visual understanding fields and several related works [31], [40] make a detailed comparison and analysis between the grid and RoI features. This process can be represented as

$$F_p = CNN(P_{image})$$  \hspace{1cm} (1) \\
$$F_p = RCNN(P_{image}).$$  \hspace{1cm} (2)

In our study, $F_p \in \mathbb{R}^{m \times d_p}$ where $m$ is fixed to 36 for both grid or RoI features and $d_p$ is 2048 according to the design of ResNet [41].

Then, the extracted sequence of visual features is encoded by a self-attention encoder $AttEnc$ from Transformer [42],

$$P = AttEnc(F_p).$$  \hspace{1cm} (3)

Here, the dimensionality of each feature vector in $P \in \mathbb{R}^{m \times d}$ is transformed to a unified feature dimensionality $d$.

1) Grid Features: Specifically, for image grid features, a pretrained ResNet101 [41] is used as CNN and the output feature map from last layer of conv5_x before pooling is taken as grid features. Due to the varying spatial sizes of different images, the output feature maps are in different sizes. The bilinear interpolation is selected to resize the feature map with variable spatial size to the one of fixed size $6 \times 6$.

2) RoI Features: For RoI features, a pretrained Faster R-CNN [43] is taken as object detector to detect salient objects and RoI features $F_p \in \mathbb{R}^{m \times d_p}$ is obtained by mapping RoI boxes on the feature map of backbone with RoIAlign. Top-36 RoI features are selected by ranking with the RoI’s bounding box score. For the cases of an image containing RoIs less than 36, zero-vector is padded to it.

3) Self-Attention Encoder: To achieve better representation of an image, the self-attention encoder proposed by Vaswani et al. [42] in Transformer architecture is applied instead of using the grid/RoI features directly. We call this AttEnc for short. AttEnc is powerful and faster than RNN like LSTM [44] or GRU [45] because its calculation flow is designed in a parallel way, not using iterations. It is applied to enrich the image features with their context information and is responsible to transform the input dimensionality to a unified feature dimensionality $d$. For an AttEnc, it takes a sequence of features $F_p$ as input:

$$F_{enc} = AttEnc(F_p),$$  \hspace{1cm} (4)

where $F_p \in \mathbb{R}^{m \times d_p}$.

In a basic building block of AttEnc, the scale-dot product (SDP) attention [42] is taken for the input features,\n
$$Att_{SDP}(Q, K, V) = \text{softmax} \left( \frac{QK^T}{\sqrt{d_p}} \right) V. \hspace{1cm} (5)$$

Based on SDP attention, the multi-head attention [42] is designed to pay attention to information from different representation subspaces at different positions,

$$Att_{MH}(Q, K, V) = \text{concat}(head_1, \ldots, head_h)W^O,$$  \hspace{1cm} (6)

where $W^O$ is the projection parameter matrix. In self-attention mechanism, the query $Q$, key $K$ and value $V$ are input features with different linear transformations as (7). For the $i$-th head, it comes from an SDP attention in a representation subspace,

$$head_i = Att_{SDP}(F_{i,p}W^Q_i, F_{i,p}W^K_i, F_{i,p}W^V_i),$$  \hspace{1cm} (7)

where $W^Q_i, W^K_i$ and $W^V_i$ are projection parameter metrics. The attended features $F_{att} \in \mathbb{R}^{m \times d_p}$, which are obtained from the self-attention mechanism, are then passed to a feed-forward network with residual connection [41] and layer normalization [46] as

$$F_{enc} = LN(ReLU(LN(F_{att} + F_p)W_f + b_f) + F_{att}).$$  \hspace{1cm} (8)

The output of AttEnc is $F_{enc} \in \mathbb{R}^{m \times d}$, where $m$ is the length of input sequence of features and $d$ is the target feature dimensionality.

B. Text Feature Extraction Module

The text feature extraction module takes a sequence of text $T$ as the input hypothesis and outputs a sequence of vectors $H$ to represent the hypothesis text. At the beginning, the text is tokenized and the GloVe [39] is used as word embedding to represent each token,

$$F_h = GloVe(c(T)).$$  \hspace{1cm} (9)

For an $n$-token text, the primary representation sequence $F_h \in \mathbb{R}^{n \times d_h}$ means each token of the text is represented by a vector whose size is $d_h$.

Next, with the aim of injecting the relative position information into the text sequence, the positional encoding $PE$ is added to text,

$$F_h = F_h + PE.$$  \hspace{1cm} (10)

Specifically, the position encoding is referenced from the sine and cosine functions in Transformer [42],

$$PE_{(pos,2i)} = \sin \left( \frac{pos \cdot 10000}{10000 \pi} \right),$$  \hspace{1cm} (11)

$$PE_{(pos,2i+1)} = \cos \left( \frac{pos \cdot 10000}{10000 \pi} \right),$$  \hspace{1cm} (12)

where $pos$ is the position and $i$ is the dimension. In the end, the self-attention encoder is utilized to encode the word representations with their context information and transform the input dimensionality to a unified feature dimensionality $d$,

$$H = AttEnc(F_h).$$  \hspace{1cm} (13)

Here, the $H \in \mathbb{R}^{n \times d}$ is transformed in a unified feature dimensionality $d$.

C. Alignment Relations

The alignment relations are modeled as an alignment matrix $R_{align}$. Given the premise image features $P$ from the visual
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Considering the shape of the alignment matrix $m \times n$ is variable for different premise-hypothesis pairs, it has to be down-sampled into a fixed size for the further classification task. Therefore, we choose to use the adaptive pooling method, which is able to obtain a specified output size no matter what the size of the input is, on this 2-D matrix. Here, we use the concatenation of adaptive average pooling and adaptive max pooling, with the purpose of enriching the feature information. To be more specific, given the 2-D alignment matrix, we do the adaptive average pooling and max pooling operations concurrently to achieve two fixed-size feature vectors respectively. Each pooling module pools the alignment matrix to a 150-D vector, and then the two pooled 150-D vectors are concatenated to form a 300-D feature vector, which is used as the input of the fully-connected layer for the classification. This process is formulated in Eq. (16)–(19).

$$V_{\text{avg}} = \text{avgpool}(R_{\text{align}}),$$  \hfill (16)

$$V_{\text{max}} = \text{maxpool}(R_{\text{align}}),$$  \hfill (17)

$$V = \text{concat}(V_{\text{avg}}, V_{\text{max}}),$$  \hfill (18)

$$S = \text{softmax}(VW_v + b_v),$$ \hfill (19)

where $\text{avgpool}$ and $\text{maxpool}$ are adaptive average pooling and adaptive max pooling respectively. $S \in \mathbb{R}^C$ is the predicted score for VE classification, $C$ is the number of classes and both $W_v$ and $b_v$ are parameters learned through training process.

### IV. Experiments

#### A. Dataset

Models are evaluated on SNLI-VE$^2$ [1], [2] dataset and SNLI-VE-2.0$^3$ [5]. The SNLI-VE dataset proposed by Xie et al. is a VE dataset created by finding the corresponding image in Flickr30K dataset for each text premise-hypothesis pair in SNLI through the annotation of SNLI dataset. As shown in Table III, 31,783 images and 565,286 premise-hypothesis pairs are labeled for 3 classes as entailment, neutral and contradiction. We use the same dataset SNLI-VE published by Xie et al. for fair comparison. The SNLI-VE-2.0 dataset is built by Do et al. based on the SNLI-VE dataset with the improvement on the classification accuracy by re-annotating the incorrect data in neutral class of validation set and test set. This dataset distribution is shown in Table IV, with 430,796 premise-hypothesis pairs for the 3-class classification. Do et al. [5] mention that they try to see the difference in performance on the corrected validation and test sets by reproduction of BUTD model. However, the statistics of Do et al.’s work [5] shows that the corrected dataset has no effect on the BUTD model performance by a drop of test accuracy from SNLI-VE dataset to SNLI-VE-2.0 dataset. Since Do et al. have completed related experiments using SNLI-VE-2.0, we also include this dataset and implement models on it for a better comparison.

#### B. Baselines

We select several models in recent VE studies [1], [2], [5] as baseline models and migrate several TE architectures [21], [25] to the VE task for a better comparison.

1) **TD/BUTD**: This Bottom-Up Top-Down (BUTD) attention architecture is originally proposed by Anderson et al. [31] for VQA and image caption. The ‘bottom-up’ attention stands for RoI feature from object detection in practice since the object detection can be considered as a hard attention on images. For convenience, the grid-feature-based Top-Down attention is named as TD and the RoI feature based Bottom-Up Top-Down attention as BUTD. Xie et al. [1], [2] evaluate both TD and BUTD as baseline models. Do et al. [5] re-evaluate BUTD only. In our experiment, we implement this architecture as one of the baselines and re-evaluated both TD and BUTD in the experiment environment.

2) **EVE**: The Explainable Visual Entailment (EVE) model is a VE architecture proposed by Xie et al. [1] by modifying the

---

### Table III

| Dataset | Training | Validation | Testing | Total |
|---------|----------|------------|---------|-------|
| Image   | 29,783   | 1,000      | 1,000   | 31,783|
| #Entailment | 176,932  | 5,959      | 5,973   | 188,864|
| #Neutral | 176,045  | 5,960      | 5,964   | 187,969|
| #Contradiction | 176,550  | 5,939      | 5,964   | 185,453|
| #Total   | 529,527  | 17,858     | 17,901  | 565,286|

---

2[Online]. Available: https://github.com/necla-nl/SNLI-VE

3[Online]. Available: https://github.com/maximek3/e-ViL
### Table IV
SNLI-VE-2.0 Dataset Distribution in Image and Three Kinds of Entailment Relations as Well as the Splitting Way

|       | Training | Validation | Testing | Total  |
|-------|----------|------------|---------|--------|
| Image | 29,783   | 1,000      | 1,000   | 31,783 |
| #Entailment | 131,023 | 5,254      | 5,218   | 141,495 |
| #Neutral | 125,902 | 3,442      | 3,801   | 133,145 |
| #Contradiction | 144,792 | 5,643      | 5,721   | 156,156 |
| #Total | 401,717  | 14,339     | 14,740  | 430,796 |

### Table V
Experiment Results on SNLI-VE Dataset Provided by Previous Papers [1], [2] and This Paper’s Implementation, Including the Re-Implemented Models, Transferred Models and Our Proposed Model: AlignVE

| Model Type        | Model          | Validation Accuracy (%) | Test Accuracy (%) |
|-------------------|----------------|-------------------------|-------------------|
| Original Model    | TD             | 70.53                   | 70.30             |
|                   | BUTD           | 69.34                   | 68.90             |
|                   | EVE-Image      | 71.56                   | 71.16             |
|                   | EVE-RoI        | 70.81                   | 70.47             |
| Re-implemented Model | TD            | 71.00                   | 71.04             |
|                   | BUTD           | 70.52                   | 70.97             |
|                   | EVE-Image      | 71.52                   | 71.43             |
|                   | EVE-RoI        | 70.43                   | 70.43             |
| Transferred Model | rLSTM-Grid     | 70.92                   | 71.25             |
|                   | rLSTM-RoI      | 71.24                   | 71.26             |
|                   | IIN-Grid       | 71.02                   | 71.34             |
|                   | IIN-RoI        | 71.33                   | 71.30             |
| Our Proposed Model | AlignVE-Grid   | 72.31                   | 72.45             |
|                   | AlignVE-RoI    | 72.02                   | 72.20             |

BUTD Attention model. Two branches are composed of EVE architecture: the EVE-Image and EVE-RoI. The EVE-Image takes grid features as image features while the EVE-RoI takes RoI features as image features. Both EVE-Image and EVE-RoI are re-evaluated by using our experiment settings.

3) rLSTM: The re-read LSTM (rLSTM) architecture is originally proposed by Sha et al. [21] as a LSTM model specifically designed for TE. The rLSTM architecture is designed to enrich the content feature of hypothesises, by re-reading the premise while reading the hypothesis in LSTM iterations. In experiment, we migrate the rLSTM to VE by replacing the original text-only input with the our image model and text model.

4) IIN: The Interactive Inference Network (IIN) architecture is originally proposed by Gong et al. [25] for TE. The IIN architecture is a typical relation-based entailment recognition architecture which models the interaction relation between each pair of the premise token and hypothesis token by building the interaction space. IIN is altered to apply to VE by using our image model and text model as embedding layer and encoding layer of IIN architecture. The interaction layer is implemented as element-wise product. The feature extraction layer is implemented as a plain ResNet and the last fully connected layer of ResNet is directly used as prediction output layer.

C. Experiment Configurations

The number of image features in each premise image is fixed to \( m = 36 \) for both grid features and RoI features. The text is tokenized by spaCy\(^4\) and the GloVe.840B.300d\(^5\) is used as word embedding which represents each token as a 300-d vector and is frozen during training.

For dataset SNLI-VE, as we can see in Table V, Xie et al. provide the experiment result of TD/BUTD and the EVE model they proposed.

The experiment is implemented with PyTorch [47]. Models are trained with cross entropy loss optimized by SGD with momentum 0.9 or Adam [48]. The max training epoch is set to 100 and the batch size is 64. The learning rate is set as \( 1 \times 10^{-4} \) by default. We apply a learning rate decay strategy that the learning rate is decayed by a coefficient 0.1 whenever the loss on validation set does not decrease for 2 epochs. The training dumps a checkpoint after an epoch and the checkpoint with best validation set accuracy is evaluated for test set accuracy.

For TD/BUTD, we re-implement the model following the existing implementation\(^6\) and set major configurations according to Do et al. [5]. For EVE, we implement the model and set major configurations according to the paper [2] since no code has been released yet. The migrated rLSTM, IIN and our AlignVE are implemented with the same image model and text model. The configurations of AttEnc in them are tuned to 6 heads and 2 layers.

\(^4\)[Online]. Available: https://spacy.io/
\(^5\)[Online]. Available: http://nlp.stanford.edu/data/glove.840B.300d.zip
\(^6\)[Online]. Available: https://github.com/claudiogreco/coling18-gte
To control randomness and enhance experiment reproducibility, the random seeds of both Python and PyTorch are set to 12345 and the cuDNN deterministic mode is turned on.

D. Results and Analyses

1) Comparative Experiment: The experiment results on SNLI-VE dataset are shown in Table V. The results reported by Xie et al. [2] are also included for a better comparison.

We realize the fairness of experiments by controlling the variables of data processing and feature extraction sections, thus ensuring the experimental rigor. In experiment, the test accuracy of TD and BUTD are 71.04% and 70.97%, higher than Xie et al.’s work by 0.74% and 2.07% separately. The test accuracy of EVE-Image and EVE-RoI are 71.43% and 70.43% respectively. Compared with Xie et al.’s results, our EVE-Image is higher by 0.27% and our EVE-RoI is lower by 0.04%. In all, the re-evaluation experiments generally reproduce the results reported by Xie et al. It is acceptable to have some differences within a reasonable range because of the differences in data preprocessing, feature extraction, model and training configurations, randomness control and so on. Thus, our re-implementation of previous experiments meets the expectation and the accuracy is higher in general, indicating it is reasonable to use the reproduced experimental results as the benchmark model for the comparative experiment.

The rLSTM and IIN are selected as typical examples of content-based and relation-based entailment recognition architectures respectively. With grid image features, the test accuracy of our migrated rLSTM and IIN are 71.25% and 71.34%, both are slightly lower than EVE-Image and higher than TD. With RoI image features, the test accuracy of rLSTM and IIN are 71.26% and 71.30%, both higher than those of BUTD and EVE-RoI. As for the migrated rLSTM and IIN, IIN performs better than rLSTM by a very slight margin.

Our AlignVE achieves 72.45% with grid image features and 72.20% with RoI image features. Compared to the results of models in previous VE researches, our AlignVE outperforms TD by 1.41%, BUTD by 1.23%, EVE-Image by 1.02% and EVE-RoI by 1.77%. Compared with the migrated IIN, our AlignVE has the same embedding layer and encoding layer, but the interaction layer, feature extraction layer and output layer are simpler. Specifically, our AlignVE models the relation between the premise-hypothesis pair as an alignment matrix rather than an interaction space. Additionally, the feature extraction layer and output layer of our AlignVE are simply implemented with a pooling and a fully connected layer instead of a deep CNN. Although the structure is simpler, the experiment results proves that AlignVE still outperforms migrated IIN by 1.11% and 0.90% with grid and RoI image features respectively.

The results of experiments on SNLI-VE-2.0 dataset is shown in Table VI. Our re-implementation on this dataset verifies that the corrected dataset has no significant effect on the model performance by a drop of BUTD model from 70.97% on SNLI-VE dataset to 69.26% on SNLI-VE-2.0 dataset. Furthermore, our model AlignVE also shows that the improved dataset has no explicit difference in model performance with a slight increase of AlignVE model from 72.45% to 72.67%. Therefore, the SNLI-VE-2.0 dataset may not be meaningful from the current experiment data. Recall that only the validation and test set are corrected for data in neutral class. The training set is needed to be corrected as well if a better model performance is required.

2) Ablation Experiment: We do the ablation experiment to show the effectiveness of the AttEnc applied in our study. To replace the AttEnc in the model, MLP is used in visual feature extraction module to achieve visual features and GRU [45] is taken in text feature extraction module to obtain textual features. In this ablation experiment, we keep the other settings the same as described in Experiment Configurations and do the implementation based on the SNLI-VE dataset. As shown in Table VII, the test accuracy of various models all drop by 1% approximately and the accuracy of the model AlignVE is still better than the accuracy of other compared models after the ablation, which proves AttEnc is effective and indicates that the proposed alignment-based VE architecture is meaningful as well.

What is more, to further demonstrate the model effectiveness, we replace the alignment matrix with a co-attention layer [28], where we take the text feature and image feature as inputs and send the output of the co-attention layer to the classification layer in the same way. This co-attention layer uses the parallel co-attention mechanism which generates image and text attention simultaneously. The parameters used are the same as what we use in AlignVE model and the dataset used is SNLI-VE. The results in Table VIII show that the test accuracy of our model has 5.42% and 6.44% higher than replacing with a co-attention layer by using grid image features and RoI image features respectively, which indicates that the alignment matrix is more effective compared to the co-attention layer.

3) ResNet Series Experiment: In this paper, we also explore the influence of applying different pre-training models (i.e. ResNet series [41]) on the AlignVE model (with grid image features) performance. The experiment results can be found in Table IX. From the table, it can be concluded that the performance of the AlignVE model with grid image features becomes higher when the feature dimensionality becomes larger. Meanwhile, with the feature dimensionality fixed, the performance of the model increases at first as the layer number increases and then decreases. The possible reason is that the image dataset is relatively simple and small to make the features easy to identify. So the ResNet-101 is a better fit than ResNet-152, which proves that deeper is not necessarily the better for deep learning models as well.

4) Visualization Analysis: Our AlignVE model can also support the visualization analysis since the alignment matrix is 2-dimensional which can be expressed in the form of visual attention. Thus, by applying the alignment matrix into visualization, we can directly obtain and examine the cross-modal
alignment between the premise and hypothesis the model has learned.

Considering each row of the alignment matrix corresponds to a section of a premise image and each column corresponds to a hypothesis word, we do the visualization analysis in the unit of column. The alignment value of every column is counted as the visual attention of each word and is painted on the premise image with the jet color mapping. In this case, the alignment can be seen through the mask rendering. The more red in the image means the stronger alignment and the blue indicates the weak alignment relation.

In Fig. 2, it shows a picture with three different types of hypotheses which correspond to the three classification result neutral, entailment and contradiction. The semantic of the premise image is that a man is about to go out of a swimming pool. The first hypothesis is “A man enjoys his vacation”. It can be seen from this case that, the visual attention of “man” focuses on the middle of the image which is the area that indicates the man. Since the words “enjoys” and “vacation” are hardly to conclude from this image, the most of the scene corresponding to these two words are blue and green. Therefore, this case demonstrates the model’s judgement ability when there is no evidence to prove the hypothesis matches the premise image. The second text hypothesis is “The man is all wet”. From the visualization results, it can be discovered that the middle of the image is colored in red when the words come to “man” and “wet”. Therefore, the alignment results imply that the model is able to learn the alignments of the figure and environment between premise and hypothesis. Also, the model’s understanding is corresponding to the human intuition. In the third case, the hypothesis is “The man was laying by the pool”. From the visualization, the words “man” and “pool” correspond to the person and the swimming pool in the image, while the visual attention of words “laying”
and “by” shows the weak alignment relation to the person’s action and the environment. In summary, the model has the capability of understanding the contradiction classification given a pair of a premise image and a hypothesis text.

V. CONCLUSION

In this paper, we propose a new alignment-based visual entailment (AlignVE) model. With the intuition that entailment recognition tasks like VE should focus on understanding the relation between the premise and hypothesis, the AlignVE calculates the relation of the premise-hypothesis pair as an alignment matrix and recognizes VE based on it. Experiments show that AlignVE outperforms the previous VE models and the migrated typical TE models on SNLI-VE dataset in the same experiment settings, indicating that AlignVE architecture is simple and powerful.
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