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Abstract

We develop a multi-scale theory for group of diffeomorphisms based on previous works [BGBHR11, RVW+11, SNLP11, SLNP11]. The purpose of the paper is to develop in details a variational approach for multi-scale on diffeomorphisms and to generalize to several scales the semi-direct product of group representation. We also show that the approaches presented in [SNLP11, SLNP11] and the mixture of kernels of [RVW+11] are equivalent.

1 Introduction

In this paper, we develop a multi-scale theory for groups of diffeomorphisms in the context of image registration. The setting of large deformation diffeomorphic matching has been introduced in seminal papers [Tro98, DGM98] and this approach has been applied in the field of computational anatomy [GM98]. The initial problem deals with the diffeomorphic registration of two given biomedical images or shapes. An important aspect of this model is the use of Reproducing Kernel Hilbert Spaces (RKHS) of vector valued functions to define the Lie algebra of the group of diffeomorphisms. Although our context is very different
from kernel based methods for machine learning \cite{HTF09}, some analogies may be worth noticing. We now present the model developed in \cite{BMTY05}.

**Definition 1.1.** Let $\Omega$ be a domain in $\mathbb{R}^d$. An admissible Reproducing Kernel Hilbert Space $H$ of vector fields is a Hilbert space of $C^1(\Omega)$ vector fields such that there exists a positive constant $M$, s.t. for every $v \in H$ the following inequality holds

$$\|v\|_{1,\infty} \leq M \|v\|_H$$

(1)

**Remark 1.2.** The reproducing kernel associated with the space $H$ is given by $K(x,y) = (\delta_x, K \delta_y)$, where $\delta_x, \delta_y$ are the pointwise evaluation maps which are linear forms by assumption on the space $H$. The kernel completely defines the space $H$.

The diffeomorphism group $G$ associated with the RKHS $H$ is given by

$$\{ \varphi_1 | v \in L^2([0,1],H) \}$$

where $\varphi_1$ is the flow of $v$, i.e.

$$\begin{cases}
\partial_t \varphi_t = v(t) \circ \varphi_t \\
\varphi_0 = \text{Id}.
\end{cases}$$

(2)

The diffeomorphic matching problem is the minimization of the functional

$$\mathcal{F}(v) = \int_0^1 \|v(t)\|_H^2 \, dt + d(q_0,q_{\text{target}}),$$

(3)

where $v \in L^2([0,1],H)$ and $q_0, q_{\text{target}}$ are objects of interest such as groups of points, measures, currents or images. The action of the group $G$ on the objects space is denoted by $\varphi.q$, where $\varphi$ is an element of the group and $q$ is an object. The distance function $d$ that enforces the matching accuracy is usually taken to be the square of the norm if the objects live in a normed vector space, e.g. for images one would use the $L^2$ norm, $d(q_0,q_1) = \int_{\Omega} |q_0(x) - q_1(x)|^2 \, dx$. This minimization problem enables us to match images via geodesics on the group $G$, if we endow $G$ with the right-invariant metric obtained by translating the inner product $\langle \cdot, \cdot \rangle_H$ on the Lie algebra $H$ to the other tangent spaces. More importantly by its action on the space of images, the right-invariant metric on the group induces a metric on the orbits of the image space and the final deformation is completely encoded in the so-called initial momentum \cite{VMTY04}. This initial momentum has the same dimension as the image. Since it is an element of a linear space, statistics can also be done on it \cite{SFP10}.

A RKHS corresponding to a Gaussian kernel is commonly used in practice. The choice of its standard deviation $\sigma$ is an important problem and describes a trade-off between the smoothness of the deformation and the matching accuracy. Indeed, a large standard deviation produces very smooth deformations with a poor matching accuracy of the structures having a size smaller than $\sigma$. On the contrary, a small standard deviation results in a good matching accuracy but the deformations may present undesirable very large Jacobians \cite{RVW11}. It is therefore a natural step to introduce a mixture of Gaussian kernels with different standard deviations. In \cite{RVW11}, the authors show that such kernels outperform single Gaussian kernels, when registering images containing features of interest at several scales simultaneously: they provide a good matching quality, while keeping the diffeomorphisms smooth. Naturally, this introduces
more parameters in the algorithm, which need to be tuned. Practical insight
about how to parametrize the scales and weights of multiple kernels are given in
\cite{RVW+11}. The idea of using a mixture of kernels for matching is directly con-
nected to \cite{BGBHR11}, where it is proven that there is an equivalence between
the matching with a sum of two kernels and the matching via a semi-direct
product of two groups.

The work on the metric underlying the LDDMM methodology \cite{BMTY05}
has also been followed up by \cite{SNLP11,SLNP11}, where the authors introduce
the notion of a bundle of kernels and argue that this general framework can be
used to deal with multi-scale LDDMM. By passing, we prove that their approach
reduces to the mixture of kernels. We give a self-contained and simple proof
of this result based on Lagrange multipliers and we develop an extension of
\cite{BGBHR11}, first to a finite number of scales and then to a continuum of scales.
The paper is divided into three parts: the first part focuses on a finite number
of scales while the second treats the case of a continuum of scales. The last part
of the paper is devoted to numerical simulations, where we show in particular
the decomposition on the given scales of the optimized diffeomorphism.

2 A finite number of scales

2.1 The finite mixture of kernels

For the sake of simplicity, we first treat the case of a finite set of admissible
Hilbert spaces $H_i$ for $i = 1, \ldots, k$. Denoting $H = H_1 + \ldots + H_k$, the norm
proposed in \cite{SNLP11} as well as in \cite{BGBHR11} is defined by

$$\|v\|^2_H = \inf \left\{ \sum_{i=1}^{k} \|v_i\|^2_{H_i} \mid \sum_{i=1}^{k} v_i = v \right\}.$$  \hfill (4)

The following lemma is the main argument to prove the equivalence between
the approaches of \cite{SNLP11} and \cite{RVW+11}. This lemma is an old result that
can be found in \cite{Aro50}. However, we present for the sake of completeness a
simple proof based on the Lagrange multiplier rule. Moreover, if one wants to
skip the technical details of the proof, the formal application of the Lagrange
multiplier rule gives the result immediately. We outline the formal proof: If
one has to minimize the norm defined in Formula (4) then one can introduce a
Lagrange multiplier $p$ and obtain a stationary point of the Lagrangian

$$L_v(v_1, \ldots, v_n, p) = \sum_{i=1}^{k} \|v_i\|^2_{H_i} + (p, v - \sum_{i=1}^{k} v_i)$$ \hfill (5)

which gives $v_i = K_i p$

$$v = \sum_{i=1}^{k} K_i p.$$ \hfill (6)

Hence, it gives a heuristic argument why the problem of optimizing at several
scale simultaneously reduces to a mixture of the kernel.

**Lemma 2.1.** *The formula (4) defines a scalar product on $H$ which makes $H$ a
RKHS and its associated kernel is $K := \sum_{i=1}^{n} K_i$, where $K_i$ denotes the kernel
of the space $H_i$.***
Proof. Let \( x \in \Omega, \alpha \in \mathbb{R}^d \) and \( \delta_x^\alpha \) be the pointwise evaluation defined by \( \delta_x^\alpha(v) \equiv \langle v(x), \alpha \rangle_{\mathbb{R}^d} \). By hypothesis on each \( H_i \), \( \delta_x^\alpha \) is a linear form which implies that \( \mathcal{E}_v(x, \alpha) = (v_i) \in \bigoplus_{i=1}^k H_i \mapsto \sum_{i=1}^k \delta_x^\alpha(v_i) \in \mathbb{R} \) is also a linear form on \( \bigoplus_{i=1}^k H_i \). Now, for any \( v \) that can be written as \( v = \sum_{i=1}^k v_i \) for \( (u_i) \in \bigoplus_{i=1}^k H_i \), there exists a unique \( (v_i) \in \bigoplus_{i=1}^k H_i \) minimizing the functional \( N((v_i)_{i=1\ldots k}) = \frac{1}{2} \sum_{i=1}^k \|v_i\|_{H_i}^2 \) and satisfying \( \sum_{i=1}^k v_i = v \). This unique element is given by the projection theorem for Hilbert space [Bre83].

\[
V := \left( \bigcap_{(x, \alpha) \in \Omega \times \mathbb{R}^d} \mathcal{E}_v^{-1}(\{0\}) \right)^\perp \text{ which is a closed non-empty subspace in } \bigoplus_{i=1}^k H_i. \text{ Therefore } H \text{ is isometric to } V \text{ and hence it is a Hilbert space.}
\]

In order to identify the kernel of \( H \), we apply the Lagrange multiplier rule. An optimal \( (v_i) \in \bigoplus_{i=1}^k H_i \) corresponds to a stationary point of the augmented functional on \( H^\ast \)

\[
\tilde{N}(p, (v_i)_{i=1\ldots k}) = \frac{1}{2} \sum_{i=1}^k \|v_i\|_{H_i}^2 + \left( p, v - \sum_{i=1}^k v_i \right)_{H^\ast, H}.
\]

Remark that the norm \( \| \cdot \|_H \) makes the injection \( j_i : H_i \hookrightarrow H \) continuous and as a consequence \( j_i^\ast : H^\ast \rightarrow H_i^\ast \) is defined by duality. Therefore the pairing \( (p, v_i) \) is well defined in Formula (7). Then, at a stationary point \( (p, (v_i)_{i=1\ldots k}) \) we have

\[
\begin{aligned}
  v_i &= K_i(p) \text{ for } i = 1 \ldots k \\
  v &= \sum_{i=1}^k v_i = \sum_{i=1}^k K_i(p).
\end{aligned}
\]

Note that in the previous formula, we could have written the heavier notation \( v_i = K_i(j_i^\ast p) \) to be more precise. Taking the dual pairing of the last equation with \( p \) we get

\[
(p, v) = \sum_{i=1}^k \|v_i\|_{H_i}^2 = \sum_{i=1}^k (p, K_i(p)) = \|v\|_{H^\ast}^2,
\]

which implies that the Riesz isomorphism between \( H^\ast \) and \( H \) is given by the map \( p \in H^\ast \mapsto \sum_{i=1}^k K_i(p) \in H \). Moreover, we have \( \bigcap_{i=1}^k H_i^\ast \subset H^\ast \): For \( p \in \bigcap_{i=1}^k H_i^\ast \) we have,

\[
\|p, v\| \leq \sum_{i=1}^k \|p, v_i\| \leq \sum_{i=1}^k \|p\|_{H^\ast} \|v_i\|_{H_i} \leq \sqrt{\sum_{i=1}^k \|p\|_{H_i}^2} \sqrt{\sum_{i=1}^k \|v_i\|_{H_i}^2} \leq \sum_{i=1}^k \|p\|_{H_i}^2 \sum_{i=1}^k \|v_i\|_{H_i}^2 \leq \sqrt{\sum_{i=1}^k \|p\|_{H_i}^2} \sqrt{\sum_{i=1}^k \|v_i\|_{H_i}^2} \leq \sum_{i=1}^k \|p\|_{H_i}^2 \sum_{i=1}^k \|v_i\|_{H_i}^2.
\]

which is true for any decomposition of \( v \) so that

\[
\|p, v\| \leq \sqrt{\sum_{i=1}^k \|p\|_{H_i}^2} \|v\|_H.
\]

Since \( \delta_x^\alpha \in \bigcap_{i=1}^k H_i^\ast \subset H^\ast \), \( H \) is a RKHS and its kernel is \( K = \sum_{i=1}^k K_i \). \( \Box \)

We now define the isometric injection of \( H \) in \( \bigoplus_{i=1}^k H_i \).

**Definition 2.2.** We denote by \( \pi : H \mapsto \bigoplus_{i=1}^k H_i \) the map defined by \( \pi(v) = (K_i(K^{-1}(v)))_{i=1\ldots k} \).
The non-linear version of this multi-scale approach to diffeomorphic matching problems is the minimization of

\[
E(v) = \int_0^1 \sum_{i=1}^k \| v_i(t) \|^2_{H_i} \, dt + d(\varphi_1 q_0, q_{\text{target}}),
\]

defined on \( \bigoplus_{i=1}^k H_i \). Recall that \( \varphi_t \) is the flow generated by \( v(t) := \sum_{i=1}^k v_i(t) \).

The direct consequence of Lemma 2.1 is the following proposition.

**Proposition 2.3.** The minimization of \( E \) reduces to the minimization of

\[
F(v) = \int_0^1 \| v(t) \|^2_{H} \, dt + d(\varphi_1 q_0, q_{\text{target}}).
\]

**Proof.** Obviously, the minimization of \( F \) is the minimization of \( E \) restricted to \( \pi(H) \). Remark first that for any \( (v_i) \in L^2([0,1], \bigoplus_{i=1}^k H_i) \) then \( \pi((v_i)) \in L^2([0,1], \bigoplus_{i=1}^k H_i) \). Denoting \( v = \sum_{i=1}^k v_i \) we have \( \| v(t) \|_{L^2} \leq \| v \|_{L^2} \) with equality if and only if \( \pi(v) = (v_i) \). Therefore, if \( (v_i) \in L^2([0,1], \bigoplus_{i=1}^k H_i) \) is a minimizer of \( E \)

\[
E(\pi(v)) \leq E((v_i))
\]

which implies \( \pi(v) = (v_i) \) and the result. \( \square \)

**Remark 2.4.** To a minimizing path \( v(t) \in L^2([0,1], H) \) corresponds a minimizing path in \( \bigoplus_{i=1}^k H_i \) via the map \( \pi \). In other words, the optimal path can be decomposed on the different scales using each kernel \( K_i \) present in the reproducing kernel of \( H, K = \sum_{i=1}^k K_i \).

### 2.2 Iterated semi-direct product

Until now, the scales have been introduced only on the Lie algebra of the diffeomorphism group and an important question is how to decompose the flow of diffeomorphisms according to these scales. An answer in the case of two scales is given in [BGBHR11], where the flow is decomposed with the help of a semi-direct product of groups and the whole transformation is encoded in a large-scale deformation and a small-scale one. The underlying idea is to represent the diffeomorphism flow \( \varphi_t \) by a pair \( (\psi_1(t), \psi_2(t)) \) where \( \psi_1(t) \) is given by the flow of the vector field \( v_1(t) \) and \( \psi_2(t) := \varphi_t \circ (\psi_1(t))^{-1} \). Remark in particular that \( \psi_2(t) \) is not the flow of \( v_2(t) \).

More precisely, we have

\[
\begin{cases}
\partial_t \psi_1(t) = v_1(t) \circ \psi_1(t) \\
\partial_t \psi_2(t) = (v_1(t) + v_2(t)) \circ \psi_2(t) - \text{Ad}_{\psi_2(t)} v_2(t) \circ \psi_2(t).
\end{cases}
\]

Interestingly, as shown in [BGBHR11], this decomposition of the diffeomorphism flow corresponds to a semi-direct product of group. This framework can be generalized to a finite number of scales as follows.

Given \( n \) scales, we want to represent \( \varphi(t) \) by an \( n \)-tuple \( (\psi_1(t), \ldots, \psi_n(t)) \), with \( \psi_1(t) \) corresponding to the finest scale and \( \psi_n(t) \) to the coarsest scale. The geometric construction underlying the decomposition into multiple scales is the semidirect product, introduced in the following lemma.
Lemma 2.5. Let $G_1 \supseteq G_2 \supseteq \ldots \supseteq G_n$ be a chain of Lie groups. The $n$-fold semidirect product is given by the multiplication

$$(g_1, \ldots, g_n) \cdot (h_1, \ldots, h_n) = (g_1 c_{g_2 \cdots g_n} h_1, g_2 c_{g_3 \cdots g_n} h_2, \ldots, g_n h_n)$$

with $c_g h = ghg^{-1}$ denoting conjugation. Then given a right-invariant velocity field $v(t) = (v_1(t), \ldots, v_n(t))$ the curve $g(t)$ is reconstructed via

$$\partial_t g_k(t) = \left( v_k(t) + (\text{Id} - \text{Ad}_{g_k(t)}) \sum_{i=1}^{k-1} v_i(t) \right) g_k(t), \quad (14)$$

if $k \geq 2$ and $\partial_t g_1(t) = v_1(t)g_1(t)$ which is the semidirect product equivalent of $\partial t g(t) = v(t)g(t)$. We shall denote this semidirect product by

$$G_1 \rtimes \cdots \rtimes G_n$$

to emphasize that each subproduct $G_k \times \cdots \times G_n$ is a normal subgroup of the whole product.

Proof. Verifying the axioms for the group multiplication is a straightforward, if slightly longer calculation. The inverse is given by

$$(g_1, \ldots, g_n)^{-1} = (c_{g_2 \cdots g_n} \cdots c_{g_1}, \ldots, g_1^{-1}) .$$

The right hand side of equation (14) can be obtained by differentiation the group multiplication at the identity, i.e. computing $\partial_t (h(t) \cdot g)|_{t=0}$ with $g$ fixed, $h(0) = e$ and $\partial_t h(t)|_{t=0} = \dot{v}$.

In our case the group $G_k$ is the diffeomorphism group $\text{Diff}_{K_k}(\Omega)$ generated by vector fields in the space $H_{K_k}$ corresponding to the kernel $K_k$. The subgroup condition $\text{Diff}_{K_k}(\Omega) \supseteq \text{Diff}_{K_{k+1}}(\Omega)$ is satisfied, if we impose the corresponding condition $H_{K_k} \supseteq H_{K_{k+1}}$ on the spaces of vector fields, which we will assume from now on.

Starting from an $n$-tuple $v_1(t), \ldots, v_n(t)$ of vector fields, we can reconstruct the diffeomorphisms at each scale via

$$\partial_t \psi_k(t) = \left( v_k(t) + (\text{Id} - \text{Ad}_{\psi_k(t)}) \sum_{i=1}^{k-1} v_i(t) \right) \circ \psi_k(t), \quad (15)$$

as in Lemma 2.5. We can also sum over all scales to form $v(t) = \sum_{k=1}^{n} v_k(t)$ and compute the flow $\varphi(t)$ of $v(t)$. Then a simple calculation shows that

$$\varphi(t) = \psi_1(t) \circ \ldots \circ \psi_n(t).$$

This construction can be summarized by the following commuting diagram

$$(v_1(t), \ldots, v_n(t)) \xrightarrow{\partial_t \varphi(t) = v(t) \circ \varphi(t)} \varphi(t)$$

We can now formulate several equivalent versions of LDDMM matching with multiple scales. The most straight-forward way is to do matching with a kernel, which is a sum of kernels of different scales. This is the approach considered in [RVW+1]
Definition 2.6 (LDDMM with Sum-of-Kernels). Registering $I_0$ to $I_{\text{targ}}$ is done by finding the minimizer $v(t)$ of
\[
\frac{1}{2} \int_0^1 \|v(t)\|^2_K \, dt + \frac{1}{2\sigma^2} \|\varphi(1).I_0 - I_{\text{targ}}\|^2,
\]
where $K = \sum_{i=0}^n K_i$ is a sum of $n$ kernels.

The corresponding simultaneous multiscale registration problem, where one assigns to each scale a separate vector field is a special case of the kernel bundle method proposed in [SNLP11] and [SLNP11].

Definition 2.7 (Simultaneous Multiscale Registration). Registering $I_0$ to $I_{\text{targ}}$ is done by finding the minimizing $n$-tuple $(v_1(t), \ldots, v_n(t))$ of
\[
\frac{1}{2} \sum_{i=1}^n \int_0^1 \|v_i(t)\|^2_{K_i} \, dt + \frac{1}{2\sigma^2} \|\varphi(1).I_0 - I_{\text{targ}}\|^2,
\]
where $\varphi(t)$ is the flow of the vector field $v(t) = \sum_{i=1}^n v_i(t)$.

The geometric version of the multiscale registration not only uses separate vector fields for each scale, but also decomposes the diffeomorphisms according to scales and can be defined as follows.

Definition 2.8 (LDDMM with a Semidirect Product). Registering $I_0$ to $I_{\text{targ}}$ is done by finding the minimizing $n$-tuple $(v_1(t), \ldots, v_n(t))$ of
\[
\frac{1}{2} \sum_{i=1}^n \int_0^1 \|v_i(t)\|^2_{K_i} \, dt + \frac{1}{2\sigma^2} \|\varphi(1).I_0 - I_{\text{targ}}\|^2,
\]
where $\varphi(t) = \psi_1(t) \circ \ldots \circ \psi_n(t)$ and $\psi_i(t)$ is defined via (15).

Problem 2.8 can be obtained from the abstract framework in [BGBHR11] by considering the action
\[
(\text{Diff}_{K_1}(\Omega) \times \cdots \times \text{Diff}_{K_n}(\Omega)) \times V \to V \quad ((\psi_1, \ldots, \psi_n), I) \mapsto I \circ \psi_n^{-1} \circ \cdots \circ \psi_1^{-1}
\]
of the semidirect product on the space of images.

Theorem 2.9. The matching problems 2.6, 2.7 and 2.8 are all equivalent.

Proof. The equivalence of problems 2.6 and 2.7 follows from Proposition 2.3 while the equivalence of problems 2.7 and 2.8 follows from the diagram (16). For the case $n = 2$ the proof can be found in more details in [BGBHR11].

This construction can also be generalized to a continuum of scales as introduced in [SNLP11] and [SLNP11]. We present in the next section a more general framework to deal with such continuous multi-scale decompositions.
2.3 The Order Reversed

The action (17) of the semidirect product from Lemma 2.5 proceeds by deforming the image with the coarsest scale diffeomorphism first and with the finest scale diffeomorphism last. However, it is also possible to reverse this order and to act with the finest scale diffeomorphisms first. We will see that this approach also corresponds to a semidirect product and is equivalent to the other ordering of scales via a change of coordinate. The reason to expand on this here is that it is better suited to be generalized to a continuum of scales.

In this section we will assume that the group $G_1 \subseteq G_2 \subseteq \ldots \subseteq G_n$ be a chain of Lie groups. The $n$-fold semidirect product is described in the following lemma.

Lemma 2.10. Let $G_1 \subseteq G_2 \subseteq \ldots \subseteq G_n$ be a chain of Lie groups. The $n$-fold semidirect product is given by the multiplication

$$(g_1, \ldots, g_n) \cdot (h_1, \ldots, h_n) = (g_1 h_1, c_{h_1}^{-1} g_2 h_2, \ldots, c_{h_1 \cdots h_{n-1}}^{-1} g_n h_n)$$

with $c_g h = ghg^{-1}$ denoting conjugation. Then given a right-invariant velocity field $v(t) = (v_1(t), \ldots, v_n(t))$ the curve $g(t)$ is reconstructed via

$$\partial_t g_k(t) = \text{Ad}_{(g_1(t) \cdots g_{k-1}(t))^{-1}} v_k(t),$$

which is the semidirect product equivalent of $\partial_t g(t) = v(t)g(t)$. We shall denote this product by

$$G_1 \ltimes \cdots \ltimes G_n$$

to emphasize that each subproduct $G_1 \ltimes \cdots \ltimes G_k$ from the left is a normal subgroup of the whole product.

Proof. This lemma can be proven in the same way as Lemma 2.5.

These semidirect products defined in Lemmas 2.5 and 2.10 are equivalent as shown by the following lemma

Lemma 2.11. The map

$$\varphi : \left\{ \begin{array}{c} G_1 \ltimes \cdots \ltimes G_n \to G_n \ltimes \cdots \ltimes G_1 \\ (g_1, \ldots, g_n) \mapsto (g_n, \ldots, c_{(g_{n+2} \cdots g_n)^{-1}} g_{n+1-k}, \ldots, c_{g_2 \cdots g_n}^{-1} g_1) \end{array} \right\}$$

is a group homomorphism between the two semidirect products and its derivative at the identity is given by

$$T_e \varphi : \left\{ \begin{array}{c} \mathfrak{g}_1 \times \cdots \times \mathfrak{g}_n \to \mathfrak{g}_n \times \cdots \times \mathfrak{g}_1 \\ (v_1, \ldots, v_n) \mapsto (v_n, \ldots, v_{n+1-k}, \ldots, v_1) \end{array} \right\}$$

Proof. Direct computation.
The maps
\[
T_1(g_1, \ldots, g_n) = (g_1 \cdots g_n, \ldots, g_n) \\
T_2(g_1, \ldots, g_n) = (g_n, g_{n-1}g_n, \ldots, g_1 \cdots g_n)
\]
are group homomorphisms from the corresponding semidirect products into the direct product \(G_1 \times \ldots G_n\). They can be regarded as trivializations of the semidirect product in the special case that the factors form a chain of subgroups.

We will now assume that we are given \(n\) kernels \(K_1, \ldots, K_n\) such that the inclusions \(H_K \subseteq H_{K+1}\), i.e. \(K_1\) represents the coarsest scale and \(K_n\) the finest one. Note that the inclusions are reversed as compared to Section 2.2. The registration problem is now defined as follows.

**Definition 2.12** (LDDMM with the alternative Semidirect Product). Registering \(I_0\) to \(I_{\text{targ}}\) is done by finding the minimizing \(n\)-tuple \((v_1(t), \ldots, v_n(t))\) of
\[
\frac{1}{2} \sum_{i=1}^{n} \int_0^1 \|v_i(t)\|_K^2 dt + \frac{1}{2\sigma^2} \|\varphi(1)I_0 - I_{\text{targ}}\|^2,
\]
where \(\varphi(t) = \psi_1(t) \circ \ldots \circ \psi_n(t)\) and \(\psi_k(t)\) is defined via
\[
\partial_t \psi_k(t) = (\text{Ad}_{\psi_1(t) \circ \ldots \circ \psi_{k-1}(t))^{-1}} v_k(t) \circ \psi_k(t).
\]

To see that problems 2.8 and 2.12 are equivalent note that the following diagram commutes

![Diagram](image)

and that \(T_2\varphi\) merely reverses the order of the vector fields \((v_1(t), \ldots, v_n(t))\).

We will see in Section 3.2 that this version of the semidirect product is better suited to be generalized to a continuum of scales.

### 3 Extension to a continuum of scales

#### 3.1 The continuous mixture of kernels

In this section, we define the multi-scale approach for a continuum of scales. First, we introduce the necessary analytical framework and useful results.

**Definition 3.1.** Let \(\Omega\) be a domain in \(\mathbb{R}^d\). An admissible bundle \((\mathcal{H}, \lambda)\) is a one-parameter family of Reproducing Kernel Hilbert Spaces of \(C^1(\Omega)\) vector fields \(H_s\) indexed by \(s \in \mathbb{R}_+^n\) such that for any \(s\), there exists a positive constant \(M_s\) s.t. for every \(v \in H_s\)
\[
\|v\|_{1,\infty} \leq M_s \|v\|_{H_s}.
\]

The map \(K: \mathbb{R}_+^n \times \mathbb{R}^d \times \mathbb{R}^d \ni (s, x, y) \mapsto K_s(x, y) \in L(\mathbb{R}^d)\) is assumed to be Borel measurable. In addition to this set of linear spaces, \(\lambda\) is a Borel measure
on \( \mathbb{R}_+ \) such that
\[
\int_{\mathbb{R}_+} M_s^2 \, d\lambda(s) < +\infty ,
\] where \( s \to M_s \) is also assumed to be Borel measurable.

**Remark 3.2.**

- The hypothesis of the definition may not be optimal to obtain the needed property, but this context is already large enough for applications.
- Remark that no inclusion is a priori required between the linear spaces \( H_s \). However the typical example is given by the usual scale-space \( \mathcal{H}_s \) defined by its Gaussian kernel
\[
e^{-\frac{\|x-y\|^2}{2s^2}}.
\]
In this case, there exists an obvious towering \( H_s \subset H_t \) for \( s > t > 0 \).
- We have
\[
\int_{\mathbb{R}_+} K_s(x,y) \, d\lambda(s) \leq \int_{\mathbb{R}_+} M_s^2 \, d\lambda(s).
\]
This comes from Cauchy-Schwarz’s inequality to get
\[
\langle \alpha, K_s(x,y)\beta \rangle \leq \|\delta_\alpha \|_{\mathcal{H}_s} \|\delta_\beta \|_{\mathcal{H}_s}
\]
and the fact that
\[
\|\delta_\alpha \|_{\mathcal{H}_s} \leq |\alpha| M_s.
\]

Mimicking Section 2, we consider the set of vector-valued functions defined on \( \mathbb{R}_+ \times \Omega \), namely denoting \( \mu \) the Lebesgue measure on \( \Omega \),
\[
V := \left\{ f \in L^2(\mathbb{R}_+ \times \Omega, \lambda \otimes \mu) \mid \begin{array}{l}
(1) \forall x \in \Omega \quad s \to f(s,x) \text{ is measurable.} \\
(2) s \to \|f(s,.)\|_{\mathcal{H}_s} \text{ is measurable.} \\
(3) \|f\|_V^2 := \int_{\mathbb{R}_+} \|f(s,.)\|_{\mathcal{H}_s}^2 \, d\lambda(s) < +\infty .
\end{array} \right\}
\] (20)

It is rather standard to prove that \( V \) is a Hilbert space for the norm introduced in (20). Remark that \( V \) contains all the functions \( (s,x) \to K_s(x,.) \) for any \( x \in \Omega \). Directly from the assumptions on the space \( V \), we can define the set of functions
\[
H := \left\{ x \to \int_{\mathbb{R}_+} v_s(x) \, d\lambda(s) \mid v \in V \right\} .
\] (21)

Then, the generalization of Lemma 2.1 \([\text{Sai88, Sch64}]\) reads in our situation:

**Theorem 3.3.** *The space \( H \) can be endowed with the following norm: For any \( g \in H \),
\[
\|g\|_{\mathcal{H}}^2 := \inf_{f \in V} \int_{\mathbb{R}_+} \|f_s\|_{\mathcal{H}_s}^2 \, d\lambda(s) ,
\] (22)
for \( f \) satisfying the constraint \( g = \int_{\mathbb{R}_+} f_s \, d\lambda(s) \). This norm turns \( H \) into a RKHS whose kernel is \( K(x,y) = \int_{\mathbb{R}_+} K_s(x,y) \, d\lambda(s) \).

In our case, the hypothesis on the bundle \( (\mathcal{H}, \lambda) \) implies that \( H \) is an admissible RKHS.

**Proof.** As mentioned above, the map
\[
\pi : V \mapsto H \\
v \to \int_{\mathbb{R}_+} v_s \, d\lambda(s)
\]
is well defined and so is $\pi^*: H^* \mapsto V^*$. Using Cauchy-Schwarz’s inequality, we have
\[
|\pi(v)(x)| \leq |\pi(v)| \sqrt{\int_{\mathbb{R}^*_+} M_s^2 \, d\lambda(s)}.
\]
(23)

Hence, the evaluation map $\delta_x \circ \pi : v \in V \rightarrow \int_{\mathbb{R}^*_+} v_s(x) \, d\lambda(s)$ is continuous on $V$. Therefore the map $\pi$ is continuous for the product topology on $(\mathbb{R}^d)\Omega$ and its kernel is a closed subspace denoted by $\tilde{H}$. Applying the projection theorem on $\tilde{H}^\perp$, for any $u \in H$ there exists a unique $\tilde{u}$ such that $\|\tilde{u}\|_V^2 = \inf_{v \in V} \{\|v\|_V^2 \mid \pi(v) = u\}$. Hence, Equation (22) defines a norm on $H$ for which $\pi|_{\tilde{H}^\perp}$ is an isometry. In particular $H$ is a Hilbert space.

Remark that Inequality (23) means that $H$ is a RKHS. We can now apply the Lagrange multiplier rule in a Hilbert space on the following functional
\[
\frac{1}{2} \|v\|_V^2 + (p, u - \pi(v))_{H^*, H}.
\]
(24)
where $(u, p) \in H \times H^*$ and $v \in V$. For a stationary point, we obtain $\pi(v) = u$, $K_s \pi^* p(s) = v_s$, $\lambda$ a.e. The Riesz isomorphism is then given by
\[
\mathbf{K} : p \in H^* \rightarrow \int_{\mathbb{R}^*_+} K_s \pi^* (p)(s) \, d\lambda(s) \in V,
\]
(25)
and the kernel function is given by
\[
(\delta_x, \mathbf{K} \delta_y) = \int_{\mathbb{R}^*_+} K_s(x, y) \, d\lambda(s).
\]
(26)

Remark 3.4. Importantly, the hypothesis on the bundle $(H, \lambda)$ implies that $H$ is an admissible RKHS since we can apply a theorem of differentiation under the integral sign. By application of Cauchy-Schwarz’s inequality to the integral defining $\pi(v)$ for any $v \in V$, we have that
\[
\|\pi(v)\|_{1, \infty}^2 \leq \int_{\mathbb{R}^*_+} M_s^2 \, d\lambda(s) \int_{\mathbb{R}^*_+} \|v_s\|_{H_s}^2 \, d\lambda(s).
\]
(27)

3.2 Scale decomposition

In this section we will generalize the ideas of Section 2.2 from a finite sum of kernels to a continuum of scales. We will make some more assumptions to the general setting introduced in Section 3.1.

Assumption. We assume that the measure $\lambda(s)$ is the Lebesgue measure on the finite interval $[0, 1]$ and that the family $H_s$ of RKHS is ordered by inclusion $H_s \subseteq H_t$ for $s \leq t$. 
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This assumption might be relaxed a little bit. The main restriction is that we don’t want the measure $\lambda$ to contain any singular parts. As long as $\lambda(s)$ is absolutely continuous with respect to the Lebesgue measure, i.e. it can be represented via a density $\lambda(s) = f(s) \, dx$, the same construction can be carried out. The ordering of the inclusions corresponds to that in Section 2.3.

As in the discrete setting we can formulate the two image matching problems. The first is a direct generalization of problem 2.6 to a continuum of scales.

**Definition 3.5** (LDDMM with an Integral Kernel). Registering $I_0$ to $I_{\text{targ}}$ is done by finding the minimizer $v(t)$ of

$$
\frac{1}{2} \int_0^1 \|v(t)\|^2_K \, dt + \frac{1}{2\sigma^2} \|\varphi(1) \cdot I_0 - I_{\text{targ}}\|^2,
$$

where $K = \int_0^1 K_s \, ds$ is the integral over the scales $K_s$.

The other problem associates to each scale a separate vector field. It was proposed in [SNLP11, SLNP11], where it was called registration with a kernel bundle. The term kernel bundle refers to the one-parameter family $H = (H_s)_{s \in [0,1]}$ of RKHS.

**Definition 3.6** (LDDMM with a Kernel Bundle). Registering $I_0$ to $I_{\text{targ}}$ is done by finding the one-parameter family $v_s(t)$ of vector fields, which minimizes

$$
\frac{1}{2} \int_0^1 \int_0^1 \|v_s(t)\|^2_K \, ds \, dt + \frac{1}{2\sigma^2} \|\varphi(1) \cdot I_0 - I_{\text{targ}}\|^2,
$$

where $\varphi(t)$ is the flow of the vector field $v(t) = \int_0^1 v_s(t) \, ds$.

These two problems are equivalent, as will be shown in Theorem 3.11. As a next step we want to obtain a geometric reformulation of the registration problem similar to 2.8 or 2.12. The goal of this reformulation is to decompose the minimizing flow of diffeomorphisms $\varphi(t)$, such that the effect of each scale becomes visible. In order to do this decomposition we define $\psi_s(t)$ to be the flow of $\int_0^s v_r(t) \, dr$. (28)

The following theorem allows us to interchange time and scale in the flow $\psi_s(t)$.

**Theorem 3.7.** For each fixed $t$, the one-parameter family $s \mapsto \psi_s(t)$ is the flow of

$$
\text{Ad}_{\psi_s(t)} \int_0^t \text{Ad}_{\psi_s(r)^{-1}} v_s(r) \, dr.
$$

To prove this theorem we will use the following lemma.

**Lemma 3.8.** Let $u(s,t,x)$ and $v(s,t,x)$ be two-parameter families of vector fields which are $C^2$ in the $(s,t)$-variables and $C^1$ in $x$. If they satisfy

$$
\partial_s u(s,t,x) - \partial_t v(s,t,x) = [v(s,t), u(s,t)](x)
$$

and if $v(s,0) \equiv 0$ for all $s$, then the flow of $u(s,\cdot)$ for fixed $s$ coincides with the flow of $v(\cdot,t)$ for fixed $t$. 
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Proof. Denote by \( a_s(t) \) the flow of \( u(s, \cdot) \) in \( t \). Then
\[
\partial_t \partial_s a_s(t) = \partial_s \partial_t a_s(t) = \partial_s (u(s, t) \circ a_s(t))
\]
\[
= \partial_s u(s, t) \circ a_s(t) + Du(s, t, a_s(t)). \partial_s a_s(t)
\]
\[
= \partial_t (v(s, t) \circ a_s(t) + [v(s, t), u(s, t)] \circ a_s(t)) \circ a_s(t) + Du(s, t, a_s(t)). \partial_s a_s(t)
\]
\[
= \partial_t (v(s, t) \circ a_s(t)) + Du(s, t, a_s(t)). (\partial_s a_s(t) - v(s, t) \circ a_s(t))
\]
This implies that \( b_s(t) := \partial_s a_s(t) - v(s, t) \circ a_s(t) \) is the solution of the ODE
\[
\partial_t b_s(t) = Du(s, t, a_s(t)). b_s(t) .
\] (29)
Since for \( t = 0 \) we have \( b_s(0) = \partial_s a_s(0) - v(s, 0) \circ a_s(t) = 0 \), it follows that \( b_s(t) = 0 \) is the unique solution of (29). This means that
\[
\partial_s a_s(t) = v(s, t) \circ a_s(t) ,
\]
i.e. the flows of \( u(s, \cdot) \) in \( t \) and of \( v(\cdot, t) \) in \( s \) coincide.

Proof of Theorem. We apply Lemma 3.8 to the vector fields
\[
\int_0^s v_r(t) \, dr \text{ and } \text{Ad}_\psi(t) \int_0^t \text{Ad}_{\psi(r)^{-1}} v_s(r) \, dr .
\]
We can differentiate \( \text{Ad} \) using the following rule
\[
\partial_t \text{Ad}_g(t) u = \left[ \partial_t g(t) g(t)^{-1}, \text{Ad}_g(t) u \right] .
\]
Using this we can verify the compatibility condition
\[
\partial_s \left( \int_0^s v_r(t) \, dr \right) - \partial_t \left( \text{Ad}_\psi(t) \int_0^t \text{Ad}_{\psi(r)^{-1}} v_s(r) \, dr \right) =
\]
\[
= v_s(t) - \left[ \partial_t \psi_s(t) \psi_s(t)^{-1}, \text{Ad}_\psi(t) \int_0^t \text{Ad}_{\psi(r)^{-1}} v_s(r) \, dr \right] - v_s(t)
\]
\[
= \left[ \int_0^s v_s(t) \, dr, \text{Ad}_\psi(t) \int_0^t \text{Ad}_{\psi(r)^{-1}} v_s(r) \, dr \right] .
\]
The condition \( v(s, 0) \equiv 0 \) is trivially satisfied. This concludes the proof.

The main conclusion from Theorem 3.7 can be summarized in the corollary.

Corollary 3.9. Let \( \varphi(t) \) be the flow of the vector field \( \int_0^1 v_s(t) \, ds \) and define \( \eta(s) \) via the left-invariant velocity, i.e.
\[
\eta(s)^{-1} \partial_s \eta(s) = \int_0^1 \text{Ad}_{\varphi(t)^{-1}} v_s(t) \, dt .
\]
Then we have
\[
\varphi(1) = \eta(1) ,
\]
i.e. \( \eta(s) \) is the flow in scale of \( \varphi(t) \).

Proof. Apply Theorem 3.7 with \( s = 1 \).

Corollary 3.9 gives us a way to decompose the matching diffeomorphism \( \varphi(t) \) into separate scales. As we follow the flow \( \eta(s) \), we add more and more scales, starting from the identity, when no scales are taken into account and finishing with \( \varphi(1) \), which includes all scales. In this sense \( \eta(t) \circ \eta(s)^{-1} \) contains the scale information for the scales in the interval \([s, t] \).
3.3 Restriction to a Finite Number of Scales

It is of interest to understand the relation between a continuum of scales and the case, where we have only a finite number. We will see, that it is possible to see the discrete case as an approximation of the continuous case.

Let us start with a family $K_s$ of kernels with $s \in [0, 1]$, where the scales are ordered from the coarsest to the finest, i.e. $H_{K_s} \leq H_{K_t}$ for $s \leq t$ as before. Divide the interval $[0, 1]$ into $n$ parts $0 = t_0 < \ldots < t_n = 1$ and denote the intervals $I_k = [t_{k-1}, t_k]$. Define the space

$$L^2(H) = \left\{ v \in H : \int_0^1 \|v_s\|_{H_s}^2 \, ds < \infty \right\},$$

where $H$ was defined in Definition 3.1 to be a one-parameter family of vector fields $v_s$ such that $v_s \in H_s$. To each interval $I_k$ corresponds a kernel $K_k = \int_{I_k} K_s \, ds$. The discrete sampling map

$$\Psi : \left\{ \frac{L^2(H)}{v_s} \rightarrow H_{K_1} \times \cdots \times H_{K_n} \right\}
\frac{\left(\int_{I_1} v_s \, ds, \ldots, \int_{I_n} v_s \, ds\right)}{ds}$$

discretizes $v_s$ into $n$ scales. Formally we can introduce a Lie bracket on the space $L^2(H)$ by defining

$$[u, v]_s = \left[ u_s, \int_0^s v_r \, dr \right] + \left[ \int_0^s u_r \, dr, v_s \right]. \quad (30)$$

Using this bracket the sampling map $\Psi$ is a Lie algebra homomorphism as shown in the next theorem.

Theorem 3.10. The sampling map $\Psi$ is a Lie algebra homomorphism from the Lie algebra $L^2(H)$ with the bracket defined in (30) into the $n$-fold semidirect product with the bracket

$$[u_1, \ldots, u_n], (v_1, \ldots, v_n) = \left( [u_1, v_1], \ldots, [u_k, \sum_{i=1}^{k-1} u_i] + \sum_{i=1}^{k-1} [u_i, v_k], [u_k, v_k], \ldots \right)$$

Proof. Using the definitions we first compute

$$[\Psi(u), \Psi(v)]_k = \left[ \int_{t_{k-1}}^{t_k} u_s \, ds, \int_{t_{k-1}}^{t_k} v_s \, ds \right] + \left[ \int_0^{t_{k-1}} u_s \, ds, \int_{t_{k-1}}^{t_k} v_s \, ds \right] +
\left[ \int_{t_{k-1}}^{t_k} u_s \, ds, \int_0^{t_{k-1}} v_s \, ds \right]
= \left[ \int_0^{t_k} u_s \, ds, \int_0^{t_k} v_s \, ds \right] - \left[ \int_0^{t_{k-1}} u_s \, ds, \int_0^{t_{k-1}} v_s \, ds \right],$$

and then write the other side

$$\Psi([u, v])_k = \int_{t_{k-1}}^{t_k} \left[ u_s, \int_0^s v_r \, dr \right] + \left[ \int_0^s u_r \, dr, v_s \right] \, ds$$
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Below we interchange the order of integration in the first summand and merely switch $s$ and $r$ in the second summand to obtain

\[\int_0^{t_k} \left[ u_s, \int_0^{t_k} v_r \, dr \right] + \left[ \int_0^s u_r \, dr, v_s \right] \, ds = \]

\[= \int_0^{t_k} \int_0^{t_k} [u_s, v_r] \, ds \, dr + \int_0^{t_k} \int_0^r [u_s, v_r] \, ds \, dr \]

\[= \int_0^{t_k} \int_0^{t_k} [u_s, v_r] \, ds \, dr + \int_0^{t_k} \int_0^r [u_s, v_r] \, ds \, dr \]

\[= \int_0^{t_k} [u_s, v_r] \, ds \, dr + \int_0^{t_k} [u_s, v_r] \, ds \, dr \]

\[= \left[ \int_0^{t_k} u_s \, ds, \int_0^{t_k} v_s \, ds \right]. \]

Decomposing the integral into

\[\Psi([u, v])_k = \int_0^{t_k} \ldots \, ds - \int_0^{t_k-1} \ldots \, ds\]

finishes the proof.

Now we can show that all matching problems that we defined in the continuous case are equivalent.

**Theorem 3.11.** The matching problems 3.3 and 3.4 are equivalent and using the sampling map $\Psi$ they are also equivalent to the discrete problem 2.12.

*Proof.* The first equivalence follows from Theorem 3.3. For the second equivalence note that problem 2.12 is equivalent to 2.6 and use Lemma 2.1.

The diffeomorphisms $\psi_k$ at each scale, that were defined in 2.12 are also contained in the continuous setting. Note that $\psi_1(t) \circ \ldots \circ \psi_k(t)$ was the flow of the vector field $v_1(t) + \ldots + v_k(t)$ and using the map $\Psi$ we have

\[v_1(t) + \ldots + v_k(t) = \int_0^{t_k} v_s(t) \, ds.\]

Hence we obtain the identity $\psi_1(t) \circ \ldots \circ \psi_k(t) = \psi_{t_k}(t)$, where $\psi_{t_k}$ was defined in 2.8. In particular we retrieve

\[\psi_k(t) = \psi_{t_{k-1}}(t)^{-1} \circ \psi_{t_k}(t)\]

the scale decomposition of the discrete case as a continuous scale decomposition evaluated at specific points.

### 4 Conclusion and outlook

In this paper, we have extended the mixture of kernels presented in [RVW+11] to the continuous setting and we have given a variational interpretation of the matching problem. In particular, we have shown that the approaches presented in [SNLP11] [SLNP11] and the mixture of kernels of [RVW+11] are equivalent.
Motivated by the mathematical development of the multi-scale approach to group of diffeomorphisms, we have extended the semi-direct product result of [BGBHR11] to a finite number of scales and also to a continuum of scales. Developing statistics in a multi-scale framework for the initial momentum is encouraged by previous results on the statistical use of each scales in [RVHR11]. To this aim, it would be very interesting question to obtain results about the sparsity of the scales used in the mixture of kernels in order to improve the statistical power on the initial momentum. In analogy with [KBS+09] but from the image registration point of view, [RVW+11] tends to favor a non-sparse description of the scales, which tends towards the continuum of scales. In this direction, a more theoretical approach to learning the parameters involved in the mixture of kernels still needs to be developed.
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