Abstract. In a series of three papers we develop an end space theory for directed graphs. As for undirected graphs, the ends of a digraph are points at infinity to which its rays converge. Unlike for undirected graphs, some ends are joined by limit edges; these are crucial for obtaining the end space of a digraph as a natural (inverse) limit of its finite contraction minors.

As our main result in this first paper of our series we show that the notion of directions of an undirected graph, a tangle-like description of its ends, extends to digraphs: there is a one-to-one correspondence between the ‘directions’ of a digraph and its ends and limit edges.

In the course of this we extend to digraphs a number of fundamental tools and techniques for the study of ends of graphs, such as the star-comb lemma and Schmidt’s ranking of rayless graphs.

1. Introduction

The series. Ends of graphs are one of the most important concepts in infinite graph theory. They can be thought of as points at infinity to which its rays converge. Formally, an end of a graph $G$ is an equivalence class of its rays, where two rays are equivalent if for every finite vertex set $X \subseteq V(G)$ they have a tail in the same component of $G - X$. For example, infinite complete graphs or grids have one end, while the binary tree has continuum many ends, one for every rooted ray [9]. The concept of ends was introduced in 1931 by Freudenthal [13], who defined ends for certain topological spaces. In 1964, Halin [15] introduced ends for infinite undirected graphs, taking his cue directly from Carathéodory’s Primenden of regions in the complex plane [6].

There is a natural topology on the set of ends of a graph $G$, which makes it into the end space $\Omega(G)$. Polat [21] [22] studied the topological properties of this space. Diestel and Kühn [11] extended this topological space to the space $|G|$ formed by the graph $G$ together with its ends. Many well known theorems of finite graph theory extend to this space $|G|$, while they do not generalise verbatim to infinite graphs. Examples include Nash-Williams’s tree-packing theorem [7], Fleischner’s Hamiltonicity theorem [14], and Whitney’s planarity criterion [2]. In the formulation of these theorems, topological arcs and circles take the role of paths and cycles, respectively.

For directed graphs, a similarly useful notion and theory of ends has never been found. There have been a few attempts, most notably by Zuther [24], but not with very encouraging results. In this series we propose a new notion of ends of digraphs and develop a corresponding theory of their end spaces. Let us give a brief overview of the series.
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In this first paper we lay the foundation for the whole series by extending to digraphs a number of techniques that are important in the study of ends of graphs.

As our main result we show that the one-to-one correspondence between the directions and the ends of a graph has an analogue for digraphs. A direction of a graph $G$ is a map $f$, with domain the set of finite vertex sets $X$ of $G$, that maps every such $X$ to a component of $G - X$ so that $f(X) \supseteq f(Y)$ whenever $X \subseteq Y$. Every end $\omega$ of $G$ naturally defines a direction $f_\omega$ which maps every finite vertex set $X \subseteq V(G)$ to the unique component of $G - X$ in which every ray representing $\omega$ has a tail. It is straightforward to show that $f_\omega$ is indeed a direction of $G$. Conversely, Diestel and Kühn [12] proved that for every direction $f$ of $G$ there is a (unique) end $\omega$ of $G$ that defines $f$ in that $f_\omega = f$. This correspondence is now well known and has become a standard tool in the study of infinite graphs. See [4, 8, 10, 17, 18, 19] for examples.

For a digraph $D$ we will adapt the definition of a direction by first replacing every occurrence of the word ‘component’ with ‘strong component’. These directions of $D$ will correspond bijectively to the ends of $D$. However, as there may be edges between distinct strong components of $D$, there will be another type of direction: one that maps finite vertex sets $X \subseteq V(D)$ to the set of edges between two distinct strong components of $D - X$ in a compatible way. These latter directions of digraphs will correspond bijectively to its limit edges—additional edges between distinct ends, or between ends and vertices, of a digraph.

In the course of proving that the ends and limit edges of a digraph correspond to its two types of directions in this way, we extend to digraphs a number of fundamental tools and techniques for ends of graphs, such as the star-comb lemma [9, Lemma 8.2.2] and Schmidt’s ranking of rayless graphs [23].

In the second paper we will define a topology on the space $|D|$ formed by the digraph $D$ together with its ends and limit edges. To illustrate the typical use of this space $|D|$, we extend to it two statements about finite digraphs that do not generalise verbatim to infinite digraphs. The first statement is the characterisation of Eulerian digraphs by the condition that the in-degree of every vertex equals its out-degree. The second statement is the characterisation of strongly connected digraphs by the existence of a closed Hamilton walk, see [1]. In the course of our proofs we extend to the space $|D|$ a number of techniques that have become standard in proofs of statements about $|G|$, such as the jumping arc lemma or the fact that $|G|$ is an inverse limit of finite contraction minors of $G$.

In the third paper we consider normal spanning trees, one of the most important structural tools in infinite graph theory. Here a rooted tree $T \subseteq G$ is normal in $G$ if the endvertices of every $T$-path in $G$ are comparable in the tree-order of $T$. (A $T$-path in $G$ is a non-trivial path that meets $T$ exactly in its endvertices.) In finite graphs, normal spanning trees are precisely the depth-first search trees [3].

As a directed analogue of normal spanning trees we introduce and study normal spanning arborescences of digraphs. These are generalisations of depth-first search trees to infinite digraphs, which promise to be as powerful for a structural analysis of digraphs as normal spanning trees are for graphs. We show that normal spanning arborescences capture the structure of the set of ends of the digraphs they span, both combinatorially and topologically. Furthermore, we provide a Jung-type [16] criterion for the existence of normal spanning arborescences in digraphs.
This paper. In order to state the main results of this first paper of our series more formally, we need a few definitions.

A directed ray is an infinite directed path that has a first vertex (but no last vertex). The directed subrays of a directed ray are its tails. For the sake of readability we shall omit the word 'directed' in 'directed path' and 'directed ray' if there is no danger of confusion. We call a ray in a digraph D solid in D if it has a tail in some strong component of $D - X$ for every finite vertex set $X \subseteq V(D)$. We call two solid rays in a digraph D equivalent if for every finite vertex set $X \subseteq V(D)$ they have a tail in the same strong component of $D - X$. The classes of this equivalence relation are the ends of D. The set of ends of D is denoted by $\Omega(D)$. In the second paper of this series we will equip $\Omega(D)$ with a topology and we will call $\Omega(D)$ together with this topology the end space of D. Note that two solid rays $R$ and $R'$ in D represent the same end if and only if D contains infinitely many disjoint paths from $R$ to $R'$ and infinitely many disjoint paths from $R'$ to $R$.

For example, the digraph D in Figure 1 has two ends, which are shown as small dots on the right. Both the upper ray $R$ and the lower ray $R'$ are solid in D because the vertex set of any tail of $R$ or $R'$ is strongly connected in D. Deleting finitely many vertices of D always results in precisely two infinite strong components (and finitely many finite strong components) spanned by the vertex sets of tails of $R$ or $R'$.

![Figure 1. A digraph with two ends (depicted as small dots) linked by a limit edge (depicted as a dashed line). Every undirected edge in the figure represents a pair of inversely directed edges.](image)

Similarly to ends of graphs, the ends $\omega$ of a digraph can be thought of as points at infinity to which the rays that represent $\omega$ converge. We will make this formal in the second paper of our series, but roughly one can think of this as follows. For a finite vertex set $X \subseteq V(D)$ and an end $\omega \in \Omega(D)$ we write $C(X, \omega)$ for the unique strong component of $D - X$ that contains a tail of every ray that represents $\omega$; the end $\omega$ is then said to live in that strong component. In our topological space the strong components of the form $C(X, \omega)$ together with all the ends that live in them will essentially form the basic open neighbourhoods around $\omega$.

Given an infinite vertex set $U \subseteq V(D)$, we say that an end $\omega$ is in the closure of $U$ in D if $C(X, \omega)$ meets $U$ for every finite vertex set $X \subseteq V(D)$. (It will turn out that an end is in the closure of $U$ in D if and only if it is in the topological closure of $U$.)

For undirected graphs $G$ one often needs to know whether an end $\omega$ is in the closure of a given vertex set $U$, i.e., whether $U$ meets $C(X, \omega)$ for every finite vertex set $X \subseteq V(G)$. This is equivalent to $G$ containing a comb with all its teeth in $U$. Recall that a comb is the union of a ray $R$ (the comb’s spine) with infinitely many disjoint finite paths, possibly trivial, that have precisely their first vertex on $R$. The last vertices of those paths are the teeth of this comb. A standard tool in this
context is the star-comb lemma \cite[Lemma 8.2.2]{schmidt1999rayless} which states that a connected graph contains for a given set $U$ of vertices either a comb with all its teeth in $U$ or an infinite subdivided star with all its leaves in $U$. In this paper we will prove a directed version of the star-comb lemma.

Call two statements $A$ and $B$ complementary if the negation of $A$ is equivalent to $B$. For a graph $G$, the statement that $G$ has an end in the closure of $U \subseteq V(G)$ is complementary to the statement that $G$ has a $U$-rank, see \cite{schmidt1999rayless}. For $U = V(G)$, the $U$-rank is known as Schmidt’s ranking of rayless graphs \cite{schmidt1999rayless}. It is a standard technique to prove statements about rayless graphs by transfinite induction on Schmidt’s rank. For example Bruhn, Diestel, Georgakopoulos, and Sprüssel \cite{bruhn2009unfriendly} employed this technique to prove the unfriendly partition conjecture for countable rayless graphs.

The directed analogue of a comb with all its teeth in $U$ will be a ‘necklace’ attached to $U$. The symmetric ray is the digraph obtained from an undirected ray by replacing each of its edges by its two orientations as separate directed edges. A necklace is an inflated symmetric ray with finite branch sets. (An inflated $H$ is obtained from a digraph $H$ by subdividing some edges of $H$ finitely often and then replacing the ‘old’ vertices by strongly connected digraphs. The branch sets of the inflated $H$ are these strongly connected digraphs. See Section 2 for the formal definition of inflated, and of branch sets.) Figure 2 shows an example of a necklace. Given a set $U$ of vertices in a digraph $D$, a necklace $N \subseteq D$ is attached to $U$ if infinitely many of the branch sets of $N$ contain a vertex from $U$. We will see that the statement that $D$ has an end in the closure of $U$ is equivalent to the statement that $D$ contains a necklace attached to $U$ as a subdigraph.

We extend Schmidt’s result that a graph is rayless if and only if it has a rank. See Section 3 for the definition of ‘$U$-rank’ in digraphs.

**Lemma 1** (Necklace Lemma). Let $D$ be any digraph and $U$ any set of vertices in $D$. Then the following statements are complementary:

(i) $D$ has a necklace attached to $U$;
(ii) $D$ has a $U$-rank.

Let us now define a directed analogue of the directions of undirected infinite graphs. Consider any digraph $D$, and write $\mathcal{X}(D)$ for the set of finite vertex sets in $D$. A (vertex-)direction of $D$ is a map $f$ with domain $\mathcal{X}(D)$ that sends every $X \in \mathcal{X}(D)$ to a strong component of $D - X$ so that $f(X) \supseteq f(Y)$ whenever $X \subseteq Y$. Ends of digraphs define vertex-directions in the same way as ends of graphs do; for every end $\omega \in \Omega(D)$ we write $f_\omega$ for the vertex-direction that maps every $X \in \mathcal{X}(D)$ to the strong component $C(X, \omega)$ of $D - X$. We will show that this correspondence between ends and vertex-directions is bijective:

![Figure 2](image-url) A necklace up to the fourth branch set. Every undirected edge in the figure represents a pair of inversely directed edges.
Theorem 2. Let $D$ be any infinite digraph. The map $\omega \mapsto f_\omega$ with domain $\Omega(D)$ is a bijection between the ends and the vertex-directions of $D$.

While most of the concepts that we investigate have undirected counterparts, there is one important exception: limit edges. If $\omega$ and $\eta$ are distinct ends of a digraph, there exists a finite vertex set $X \in \mathcal{X}(D)$ such that $\omega$ and $\eta$ live in distinct strong components of $D - X$. Let us say that such a vertex set $X$ separates $\omega$ and $\eta$. For two distinct ends $\omega, \eta \in \Omega(D)$ we call the pair $(\omega, \eta)$ a limit edge from $\omega$ to $\eta$ if $D$ has an edge from $(X, \omega)$ to $(X, \eta)$ for every finite vertex set $X$ that separates $\omega$ and $\eta$.

Similarly, for a vertex $v \in V(D)$ and an end $\omega \in \Omega(D)$ we call the pair $(v, \omega)$ a limit edge from $v$ to $\omega$ if $D$ has an edge from $v$ to $(X, \omega)$ for every finite vertex set $X \subseteq V(D)$ with $v \notin C(X, \omega)$. And we call the pair $(\omega, v)$ a limit edge from $\omega$ to $v$ if $D$ has an edge from $(X, \omega)$ to $v$ for every finite vertex set $X \subseteq V(D)$ with $v \notin C(X, \omega)$. We write $\Lambda(D)$ for the set of limit edges of $D$.

The digraph in Figure 3 has a limit edge from the lower end to the upper end, and the digraph in Figure 4 has a limit edge from the lower vertex to the unique end. Let us enumerate from left to right the vertical edges $e_0, e_1, \ldots$ of the digraph $D$ in Figure 1. We may think of the $e_n$ as converging towards the unique limit edge. This will be made precise in the second paper of our series.

Every limit edge $\omega \eta$ between two ends naturally defines a map $f_{\omega \eta}$ with domain $\mathcal{X}(D)$ as follows. If $X \in \mathcal{X}(D)$ separates $\omega$ and $\eta$, then $f_{\omega \eta}$ maps $X$ to the set of edges between $(X, \omega)$ and $(X, \eta)$; otherwise $f_{\omega \eta}$ maps $X$ to the strong component of $D - X$ in which both ends live. The map $f_{\omega \eta}$ is consistent in that $f_{\omega \eta}(X) \supseteq f_{\omega \eta}(Y)$ whenever $X \subseteq Y$.

This gives rise to a second type of direction of a digraph $D$, as follows. Given $X \in \mathcal{X}(D)$, a non-empty set of edges is a bundle of $D - X$ if it is the set of all the edges from $C$ to $C'$, or from $v$ to $C$, or from $C$ to $v$, for strong components $C$ and $C'$ of $D - X$ and a vertex $v \in X$. A direction of $D$ is a map $f$ with domain $\mathcal{X}(D)$ that maps every $X \in \mathcal{X}(D)$ to a strong component of $D - X$ or to a bundle of $D - X$ so that $f(X) \supseteq f(Y)$ whenever $X \subseteq Y$. We call a direction of $D$ an edge-direction of $D$ if there is some $X \in \mathcal{X}(D)$ such that $f(X)$ is a bundle of $D - X$, in other words, if it is not a vertex-direction. Hence $f_\lambda$ is an edge-direction for limit edges $\lambda$ between two ends, and for limit edges $\lambda$ between vertices and ends an edge-direction $f_\lambda$ can

\footnote{Here, as later in this context, we do not distinguish rigorously between a strong component and its set of edges. Thus if $Y$ separates $\omega$ and $\eta$ but $X \subseteq Y$ does not, the expression $f_{\omega \eta}(X) \supseteq f_{\omega \eta}(Y)$ means that the strong component $f_{\omega \eta}(X)$ of $D - X$ contains all the edges from the edge set $f_{\omega \eta}(Y)$.}
be defined analogously. Our next theorem states that every edge-direction can be described in this way:

**Theorem 3.** Let $D$ be any infinite digraph. The map $\lambda \mapsto f_\lambda$ with domain $\Lambda(D)$ is a bijection between the limit edges and the edge-directions of $D$.

This paper is organised as follows. In Section 2 we provide the basic terminology that we use throughout this paper. In Section 3 we prove the necklace lemma and discuss some basic properties of ends of digraphs. In Section 4 we prove Theorem 2. Finally, in Section 5 we investigate limit edges and prove Theorem 3.

## 2. Preliminaries

Any graph-theoretic notation not explained here can be found in Diestel’s textbook [9]. For the sake of readability, we sometimes omit curly brackets of singletons, i.e., we write $x$ instead of $\{x\}$ for a set $x$. Furthermore, we omit the word ‘directed’—for example in ‘directed path’—if there is no danger of confusion.

Throughout this paper $D$ is an infinite digraph without multi-edges and without loops, but which may have inversely directed edges between distinct vertices. For a digraph $D$, we write $V(D)$ for the vertex set of $D$, we write $E(D)$ for the edge set of $D$ and $\mathcal{X}(D)$ for the set of finite vertex sets of $D$. We write edges as ordered pairs $(v,w)$ of vertices $v,w \in V(D)$, and we usually write $(v,w)$ simply as $vw$. The reverse of an edge $vw$ is the edge $wv$. More generally, the reverse of a digraph $D$ is the digraph on $V(D)$ where we replace every edge of $D$ by its reverse, i.e., the reverse of $D$ has the edge set $\{vw \mid wv \in E(D)\}$. A symmetric path is a digraph obtained from an undirected path by replacing each of its edges by its two orientations as separate directed edges. Similarly, a symmetric ray is a digraph obtained from an undirected ray by replacing each of its edges by its two orientations as separate directed edges. Hence the reverse of any symmetric path or symmetric ray is a symmetric path or symmetric ray, respectively.

The directed subrays of a ray are its tails. Call a ray solid in $D$ if it has a tail in some strong component of $D - X$ for every finite vertex set $X \subseteq V(D)$.

Two solid rays in $D$ are equivalent, if they have a tail in the same strong component of $D - X$ for every finite vertex set $X \subseteq V(D)$. We call the equivalence classes of this relation the ends of $D$ and we write $\Omega(D)$ for the set of ends of $D$.

Similarly, the reverse subrays of a reverse ray are its tails. We call a reverse ray solid in $D$ if it has a tail in some strong component of $D - X$ for every finite vertex set $X \subseteq V(D)$. With a slight abuse of notation, we say that a reverse ray $R$ represents an end $\omega$ if there is a solid ray $R'$ in $D$ that represents $\omega$ such that $R$ and $R'$ have a tail in the same strong component of $D - X$ for every finite vertex set $X \subseteq V(D)$.

For a finite vertex set $X \subseteq V(D)$ and a strong component $C$ of $D - X$ an end $\omega$ is said to live in $C$ if one (equivalent every) solid ray in $D$ that represents $\omega$ has a tail in $C$. We write $C(X,\omega)$ for the strong component of $D - X$ in which $\omega$ lives.

For two ends $\omega$ and $\eta$ of $D$ a finite set $X \subseteq V(D)$ is said to separate $\omega$ and $\eta$ if $C(X,\omega) \neq C(X,\eta)$, i.e., if $\omega$ and $\eta$ live in distinct strong components of $D - X$.

Given sets $A,B \subseteq V(D)$ of vertices a path from $A$ to $B$, or $A$-$B$ path is a path that meets $A$ precisely in its first vertex and $B$ precisely in its last vertex. We say that a vertex $v$ can reach a vertex $w$ in $D$ if there is a $v$-$w$ path in $D$. A set $W$ of vertices is strongly connected in $D$ if every vertex of $W$ can reach every other vertex of $W$ in $D[W]$.
Let $H$ be any fixed digraph. A subdivision of $H$ is any digraph that is obtained from $H$ by replacing every edge $vw$ of $H$ by a path $P_{vw}$ with first vertex $v$ and last vertex $w$ so that the paths $P_{vw}$ are internally disjoint and do not meet $V(H) \setminus \{v, w\}$. We call the paths $P_{vw}$ subdividing paths. If $D$ is a subdivision of $H$, then the original vertices of $H$ are the branch vertices of $D$ and the new vertices its subdividing vertices.

An inflated $H$ is any digraph that arises from a subdivision $H'$ of $H$ as follows. Replace every branch vertex $v$ of $H'$ by a strongly connected digraph $H_v$ so that the $H_v$ are disjoint and do not meet any subdividing vertex; here replacing means that we first delete $v$ from $H'$ and then add $V(H_v)$ to the vertex set and $E(H_v)$ to the edge set. Then replace every subdividing path $P_{vw}$ that starts in $v$ and ends in $w$ by an $H_v – H_w$ path that coincides with $P_{vw}$ on inner vertices. We call the vertex sets $V(H_v)$ the branch sets of the inflated $H$. A necklace is an inflated symmetric ray with finite branch sets; the branch sets of a necklace are its beads. (See Figure 2 for an example of a necklace.)

A vertex set $Y \subseteq V(D)$ separates $A$ and $B$ in $D$ with $A, B \subseteq V(D)$ if every $A – B$ path meets $Y$, or if every $B – A$ path meets $Y$. For two vertices $v$ and $w$ of $D$ we say that $Y \subseteq V(D) \setminus \{v, w\}$ separates $v$ and $w$ in $D$, if it separates $\{v\}$ and $\{w\}$ in $D$. A separation of $D$ is an ordered pair $(A, B)$ of vertex sets $A$ and $B$ with $V(D) = A \cup B$ for which there is no edge from $B \setminus A$ to $A \setminus B$. The set $A \cap B$ is the separator of $(A, B)$ and the vertex sets $A$ and $B$ are the two sides of the separation $(A, B)$. Note that the separator of a separation indeed separates its two sides. The size of the separator of a separation $(A, B)$ is the order of $(A, B)$. Separations of finite order are also called finite order separations. There is a natural way to compare separations, namely one defines $(A_1, B_1) \leq (A_2, B_2)$ if $A_1 \subseteq A_2$ and $B_2 \subseteq B_1$. Regarding to this partial order $(A_1 \cup A_2, B_1 \cap B_2)$ is the supremum and $(A_1 \cap A_2, B_1 \cup B_2)$ is the infimum of two separations $(A_1, B_1)$ and $(A_2, B_2)$. More generally, if $((A_i, B_i))_{i \in I}$ is a family of separations, then

$$(\bigcup_{i \in I} A_i, \bigcap_{i \in I} B_i)$$

and

$$(\bigcap_{i \in I} A_i, \bigcup_{i \in I} B_i)$$

is its supremum and infimum, respectively.

For vertex sets $A, B \subseteq V(D)$ let $E(A, B)$ be the set of edges from $A$ to $B$, i.e., $E(A, B) = (A \times B) \cap E(D)$. Given a subdigraph $H \subseteq D$, a bundle of $H$ is a non-empty edge set of the form $E(C, C')$, $E(v, C)$, or $E(C, v)$ for strong components $C$ and $C'$ of $H$ and a vertex $v \in V(D) \setminus V(H)$. We say that $E(C, C')$ is a bundle, between strong components and $E(v, C)$ and $E(C, v)$ are bundles between a vertex and a strong component. In this paper we consider only bundles of subdigraphs $H$ with $H = D – X$ for some $X \in X(D)$.

Now, consider a vertex $v \in V(D)$, two ends $\omega, \eta \in \Omega(D)$ and a finite vertex set $X \subseteq V(D)$. If $X$ separates $\omega$ and $\eta$ we write $E(X, \omega \eta)$ as short for $E(C(X, \omega), C(X, \eta))$. Similarly, if $v \in C'$ for a strong component $C' \neq C(X, \omega)$ of $D – X$ we write $E(X, \omega v)$ and $E(X, \omega v)$ as short for the edge set $E(C', C(X, \omega))$ and $E(C(X, \omega), C')$, respectively. If $v \in X$ we write $E(X, v \omega)$ and $E(X, v \omega)$ as short for $E(v, C(X, \omega))$ and $E(C(X, \omega), v)$, respectively. Note that $E(X, \omega \eta)$, $E(X, v \omega)$ and $E(X, v \omega)$ each are bundles if they are non-empty.

An arborescence is a rooted oriented tree $T$ that contains for every vertex $v \in V(T)$ a directed path from the root to $v$. The vertices of any arborescence
are partially ordered as $v \leq_T w$ if $T$ contains a directed path from $v$ to $w$. We write $\lceil v \rceil_T$ for the up-closure of $v$ in $T$.

A directed star is an arborescence whose underlying tree is an undirected star that is centred in the root of the arborescence. A directed comb is the union of a ray with infinitely many finite disjoint paths (possibly trivial) that have precisely their first vertex on $R$. Hence the underlying graph of a directed comb is an undirected comb. The teeth of a directed comb or reverse directed comb are the teeth of the underlying comb. The ray from the definition of a comb is the spine of the comb.

3. Necklace Lemma

This section is dedicated to the necklace lemma. We begin with our directed version of the star-comb lemma, which motivates the necklace lemma. Then we continue with the definition of the $U$-rank, in fact we will define the $U$-rank in a slightly more general setting by considering not only one set $U$ but finitely many. Finally, we prove the necklace lemma and provide two of its applications.

The star-comb lemma [9] for undirected graphs is a standard tool in infinite graph theory and reads as follows:

**Lemma 3.1 (Star-Comb Lemma).** Let $U$ be an infinite set of vertices in a connected undirected graph $G$. Then $G$ contains a comb with all its teeth in $U$ or a subdivided infinite star with all its leaves in $U$.

Let us see how to translate the star-comb lemma to digraphs. Given a set $U$ of vertices in a digraph, a comb attached to $U$ is a comb with all its teeth in $U$ and a star attached to $U$ is a subdivided infinite star with all its leaves in $U$. The set of teeth is the attachment set of the comb and the set of leaves is the attachment set of the star. We adapt the notions of ‘attached to’ and ‘attachment sets’ to reverse combs or reverse stars, respectively.

**Lemma 3.2 (Directed Star-Comb Lemma).** Let $D$ be any strongly connected digraph and let $U \subseteq V(D)$ be infinite. Then $D$ contains a star or comb attached to $U$ and a reverse star or reverse comb attached to $U$ sharing their attachment sets.

**Proof.** Since $D$ is strongly connected we find a spanning arborescence $T$. Applying the star-comb lemma in the undirected tree underlying $T$ yields a comb or a star attached to $U$ (without loss of generality the spine starts in the root of $T$). Let $U'$ be the attachment set in either case.

Again using that $D$ is strongly connected we find a reverse spanning arborescence $T'$. Applying the star-comb lemma a second time, now in the undirected tree underlying $T'$ yields a reverse comb or a reverse star attached to $U'$. Thinning out the teeth or leaves of the comb or star, respectively, completes the proof. □

The star-comb lemma fundamentally describes how an infinite set of vertices can be connected in an infinite graph, namely through stars and combs. Similarly, the directed star-comb lemma describes the nature of strong connectedness in infinite digraphs. Indeed, adding a single path from the first vertex of the reverse comb’s spine or centre of the reverse star to the first vertex of the comb’s spine or centre of the star, respectively, yields a strongly connected digraph that intersects $U$ infinitely. We shall use the directed star-comb lemma in the proof of one of our main results in the second part of this series [5].
As noted in the introduction the star-comb lemma is often used in order to find an end of a given undirected graph $G$ in the closure of an infinite set $U \subseteq V(G)$ of vertices. This is usually done in situations where $G$ contains no infinite subdivided star with all its leaves in $U$; for example if the graph is locally finite. Then the star-comb lemma in $G$ applied to $U$ always returns a comb with all its teeth in $U$ and the end represented by the comb’s spine is contained in the closure of $U$.

The directed star-comb lemma however does not manage the task of finding an end of a digraph in the closure of an infinite set of vertices. Consider for example the digraph $D$ that is obtained from the digraph in Figure 1 by subdividing each vertical edge once. We write $U$ for the set of subdividing vertices. As $D$ contains neither an infinite star nor an infinite reverse star, the directed star-comb lemma applied to $U$ returns a comb attached to $U$ and a reverse comb attached to $U$ sharing their attachment sets. Therefore we would expect that the ends that are represented by the spines are contained in the closure of $U$. But $U$ does not have any end in its closure because the subdividing vertices all lie in singleton strong components of $D$.

The necklace lemma will perform the task of finding and end in the closure of a given set of vertices. Before we state it, we need to introduce the $U$-rank for digraphs: For this, consider a finite set $U$ and think of $U$ as consisting of infinite sets of vertices. We define in a transfinite recursion the class of digraphs that have a $U$-rank. A digraph $D$ has $U$-rank $0$ if there is a set $U \in U$ such that $U \cap V(D)$ is finite. It has $U$-rank $\alpha$ if it has no $U$-rank $< \alpha$ and there is some $X \in X(D)$ such that every strong component of $D - X$ has a $U$-rank $< \alpha$. In the case $U = V(D)$ we call the $U$-rank of $D$ the rank of $D$ (provided that $D$ has a $U$-rank). Note that if $U \supseteq V(D)$ for a digraph, then its $U$-rank equals its rank.

We remark that our notion of ranking extends the notion of Schmidt’s ranking of rayless graphs, in that the rank of a given undirected graph $G$ is precisely the rank of the digraph obtained from $G$ by replacing every edge by its two orientations as separate directed edges, see [23] or Chapter 8.5 of [9] for Schmidt’s rank. More generally, for a set $U$, our $U$-rank of digraphs extends the notion of the $U$-rank of graphs, in that an undirected graph $G$ has a $U$-rank if and only if the digraph that is obtained from $G$ by replacing every edge by its two orientations as separate directed edges has a $U$-rank; see [4] for the definition of the $U$-rank of an undirected graph.

Before we prove the necklace lemma, we provide two basic lemmas for the $U$-rank of digraphs:

**Lemma 3.3.** Let $D$ be a digraph and let $U$ be a finite set. If $D$ has $U$-rank $\alpha$ and $H \subseteq D$, then $H$ has some $U$-rank $\leq \alpha$.

**Proof.** We prove the statement by transfinite induction on the $U$-rank of $D$. Clearly, if $D$ has $U$-rank $0$, then so does every subdigraph. Let $D$ be a digraph with $U$-rank $\alpha$ and $H \subseteq D$. We find a finite vertex set $X \subseteq V(D)$ such that every strong component of $D - X$ has $U$-rank less than $\alpha$. As every strong component of $H - X$ is contained in a strong component of $D - X$, every strong component of $H - X$ has a $U$-rank less than $\alpha$ by the induction hypothesis. Hence $H$ has a $U$-rank $\leq \alpha$. □
Lemma 3.4. Let $D$ be any digraph and let $U$ be a finite set. If $D$ has a $U$-rank $\alpha > 0$ and $X \subseteq V(D)$ is a finite vertex set such that every strong component of $D - X$ has a $U$-rank $< \alpha$, then infinitely many strong components of $D - X$ meet every set in $U$.

Proof. Suppose for a contradiction that the set $C$ of strong components of $D - X$ that meet every set in $U$ is finite. We find for every $C \in C$ a finite vertex set $X_C \subseteq V(C)$ witnessing that $C$ has a $U$-rank $< \alpha$. Let $Y$ be the union of $X$ with all the finite vertex sets $X_C$. Then $Y$ witnesses that $D$ has a $U$-rank $< \alpha$ contradicting our assumption that $D$ has $U$-rank $\alpha$.

Given a set $U$, a necklace $N \subseteq D$ is attached to $U$ if infinitely many beads of $N$ meet every set in $U$.

Lemma 1 (Necklace Lemma). Let $D$ be any digraph and $U$ a finite set of vertex sets of $D$. Then the following statements are complementary:

(i) $D$ has a necklace attached to $U$;
(ii) $D$ has a $U$-rank.

Proof. Let us start by showing that not both statements hold at the same time. Suppose for a contradiction there is a digraph $D$ that has a $U$-rank and contains a necklace attached to $U$ as a subdigraph. Then, by Lemma 3.3 every necklace $N \subseteq D$ has a $U$-rank. But deleting finitely many vertices from any necklace attached to $U$ leaves a strong component that is a necklace attached to $U$ by its own. Hence choosing a necklace $N \subseteq D$ attached to $U$ with minimal $U$-rank results in a contradiction.

In order to prove that at least one of (i) and (ii) holds, let us assume that $D$ has no $U$-rank. Then for every $X \in X(D)$, the digraph $D - X$ has a strong component that has no $U$-rank. In particular, every such strong component contains a vertex—in fact infinitely many—from every set in $U$.

We will recursively construct an ascending sequence $(H_n)_{n \in \mathbb{N}}$ of inflated symmetric paths with finite branch sets, so that $H_n$ extends $H_{n-1}$, by adding an inflated vertex $Y_n$ that meets every set in $U$. In order to make the construction work, we will make sure that $Y_n$ is contained in a strong component of $D - X_n$ that has no $U$-rank, where $X_n = H_n \setminus Y_n$. The overall union of the $H_n$ then gives a necklace attached to $U$.

Let $H_0 = Y_0$ be a finite strongly connected vertex set that is included in a strong component of $D = D - \emptyset$, that has no $U$-rank, and that meets every set in $U$. Now, suppose that $n \in \mathbb{N}$ and that $H_n$ and $Y_n$ have already been defined. Let $C$ be the strong component of $D - X_n$ that includes $Y_n$. As $C$ has no $U$-rank, the digraph $C - Y_n$ has a strong component $C'$ that has no $U$-rank. Let $P$ be a path in $C'$ from $Y_n$ to $C'$ and $Q$ a path from $C'$ to $Y_n$. Note that $P$ and $Q$ are internally disjoint. Let $Y_{n+1} \subseteq C'$ be a strongly connected vertex set that contains the last vertex of $P$, the first vertex of $Q$ and one vertex of every set in $U$. We define $H_{n+1}$ to be the union of $H_n$, $P$, $Q$ and $Y_{n+1}$.

As our first application of the necklace lemma we describe the connection between Zuther’s notion of ends from [24], which we call pre-ends, with our notion of ends. Two rays or reverse rays $R_1, R_2 \subseteq D$ are equivalent, if there are infinitely many disjoint paths from $R_1$ to $R_2$ and infinitely many disjoint paths from $R_2$ to $R_1$. We call the equivalence classes of this relation the pre-ends of $D$. 
Lemma 3.5. Let $D$ be any digraph and $\gamma$ a pre-end of $D$. Then $\gamma$ includes an end $\omega$ of $D$ if and only if $\gamma$ is represented both by a ray and a reverse ray. Moreover, $\omega$ is the unique end of $D$ included in $\gamma$.

Proof. Consider any pre-end $\gamma$ of $D$. For the forward implication suppose that $\gamma$ includes an end $\omega$ of $D$. Then there is a ray $R$ that is solid in $D$ and that represents $\gamma$. It suffices to find a necklace that is attached to $U := V(R)$. Indeed, every necklace $N$ contains a ray and a reverse ray and if $N$ is attached to $R$ then these rays must be equivalent to $R$.

So suppose for a contradiction that there is no such necklace. Then by the necklace lemma applied to $U$ in $D$, the digraph $D$ has a $U$-rank, say $\alpha$. Let $X \subseteq V(D)$ be a finite vertex set that witnesses that the $U$-rank of $D$ is $\alpha$. As $U \subseteq V(D)$ is infinite, we have $\alpha > 0$. Now, it follows by Lemma 3.4 that the ray $R$ meets infinitely many strong components of $D - X$. We conclude that $R$ has no tail in any strong component of $D - X$ contradicting that $R$ is solid in $D$.

For the backward implication we assume that $\gamma$ is represented by a ray and a reverse ray. We prove that every ray $R$ that represents $\gamma$ is solid in $D$. So let $R$ be any ray that represents $\gamma$ and let $R'$ be a reverse ray that represents $\gamma$. As $R$ and $R'$ are equivalent we find a path system $P$ that consists of infinitely many pairwise disjoint paths from $R$ to $R'$ and infinitely many pairwise disjoint paths from $R'$ to $R$.

The subdigraph $H$ of $D$ that consists of $R$, $R'$ and all the paths in $P$ has exactly one infinite strong component and finitely many finite strong components (possibly none). Moreover, deleting finitely many vertices from $H$ results again in exactly one infinite strong component and finitely many finite strong components. Consequently, $R$ has a tail that is contained in a strong component of $D - X$ for every finite vertex set $X \subseteq V(D)$.

For the ‘moreover’ part note that the above argument shows that any ray that represents $\gamma$ has a tail in the same strong component of $D - X$ as the reverse ray $R'$, for every finite vertex set $X \subseteq V(D)$. Consequently, any two rays that represent $\gamma$ have a tail in the same strong component of $D - X$ for every finite vertex set $X \subseteq V(D)$. \hfill $\square$

Our second application of the necklace lemma demonstrates how the rank can be used to prove statements about digraphs that have no end. A set of vertices of a digraph $D$ is acyclic in $D$ if its induced subdigraph does not contain a directed cycle. The dichromatic number $\chi$ of a digraph $D$ is the smallest cardinal $\kappa$ so that $D$ admits a vertex partition into $\kappa$ partition classes that are acyclic in $D$. As a consequence of the necklace lemma we obtain a sufficient condition for $D$ to have a countable dichromatic number:

Theorem 3.6. If $D$ is a digraph that contains no necklace as a subdigraph, then the dichromatic number of $D$ is countable.

Proof. By the necklace lemma, the statement that $D$ contains no necklace as a subdigraph is equivalent to the statement that $D$ has a rank. Therefore we can apply induction on the rank of $D$. The vertex set of a finite digraph clearly has a partition into finitely many singleton—and thus acyclic—partition classes, which settles the base case. Now assume that $D$ has rank $\alpha > 0$ and that the statement is true for all ordinals $< \alpha$. We find a finite vertex set $X \subseteq V(D)$ such that every strong component of $D - X$ has some rank $< \alpha$. Hence the induction hypothesis
yields a partition \( \{ V_n(C) \mid n \in \mathbb{N} \} \) of every strong component \( C \) of \( D - X \) into acyclic partition classes. For every \( n \in \mathbb{N} \), let \( V_n \) consist of the union of all the sets \( V_n(C) \) with \( C \) a strong component of \( D - X \). Note that \( V_n \) is acyclic in \( D \). Combining a partition of \( X \) into singleton partition classes with the partition \( \{ V_n \mid n \in \mathbb{N} \} \) of \( V(D - X) \) completes the induction step. \( \square \)

4. Directions

In this section we will prove our main result. To state it properly we need two definitions. A direction of a digraph \( D \) is a map \( f \) with domain \( \mathcal{X}(D) \) that sends every \( X \in \mathcal{X}(D) \) to a strong component or a bundle of \( D - X \) so that \( f(X) \supseteq f(Y) \) whenever \( X \subseteq Y \). We call a direction \( f \) of \( D \) a vertex-direction if \( f(X) \) is a strong component of \( D - X \) for every \( X \in \mathcal{X}(D) \).

Every end of \( D \) naturally defines a direction \( f_\omega \) which maps every finite vertex set \( X \subseteq V(D) \) to the unique strong component of \( D - X \) in which every ray that represents \( \omega \) has a tail. Now, our first main theorem reads as follows:

**Theorem 2.** Let \( D \) be any infinite digraph. The map \( \omega \mapsto f_\omega \) with domain \( \Omega(D) \) is a bijection between the ends and the vertex-directions of \( D \).

The proof of this needs some preparation. Let \( D \) be any digraph and let \( \mathcal{U} \) be a set of vertex sets of \( D \). We say that an end \( \omega \) of \( D \) is contained in the closure of \( \mathcal{U} \) if \( C(X, \omega) \) meets every vertex set in \( U \in \mathcal{U} \) for every finite vertex set \( X \subseteq V(D) \). In the second paper [5] of this series we will define a topology on the space \( \mathcal{U} \) formed by \( D \) together with its ends and limit edges and in this topology an end \( \omega \) will be in the closure of \( \mathcal{U} \) if and only if it is in the topological closure of every set in \( \mathcal{U} \).

Note that an end \( \omega \) is contained in the closure of the vertex set of a ray \( R \) if and only if \( R \) represents \( \omega \).

Similarly, we say that a vertex-direction \( f \) of \( D \) is contained in the closure of \( \mathcal{U} \), if \( f(X) \) meets every \( U \in \mathcal{U} \) for every \( X \in \mathcal{X}(D) \). Note that if \( f \) is contained in the closure of \( \mathcal{U} \), then \( f(X) \) meets every \( U \in \mathcal{U} \) in an infinite vertex set. The following lemma describes the connection between ends in the closure of \( \mathcal{U} \), vertex-directions in the closure of \( \mathcal{U} \) and necklaces attached to \( \mathcal{U} \):

**Lemma 4.1.** Let \( D \) be any digraph, and let \( \mathcal{U} \) be a finite set of vertex sets of \( D \). Then the following assertions are equivalent:

- (i) \( D \) has an end in the closure of \( \mathcal{U} \);
- (ii) \( D \) has a vertex-direction in the closure of \( \mathcal{U} \);
- (iii) \( D \) has a necklace attached to \( \mathcal{U} \).

**Proof.** (i)\( \rightarrow \) (ii): Let \( \omega \) be any end in the closure of \( \mathcal{U} \). It is straightforward to check that \( f_\omega \) is a vertex-direction in the closure of \( \mathcal{U} \).

(ii)\( \rightarrow \) (iii): Suppose that \( f \) is a vertex-direction in the closure of \( \mathcal{U} \). We need to find a necklace attached to \( \mathcal{U} \). By the necklace lemma we may equivalently show that \( D \) has no \( \mathcal{U} \)-rank. Suppose for a contradiction that \( D \) has a \( \mathcal{U} \)-rank \( \alpha \). By Lemma 3.3 subdigraphs of digraphs that have a \( \mathcal{U} \)-rank have a \( \mathcal{U} \)-rank and thus we may choose \( X' \) such that \( f(X') \) has the smallest \( \mathcal{U} \)-rank among all \( f(X) \) with \( X \in \mathcal{X}(D) \). Note that \( f(X) \) has \( \mathcal{U} \)-rank \( \geq 1 \) for every \( X \in \mathcal{X}(D) \). Indeed, if \( f(X) \cap U \) is finite for some \( U \in \mathcal{U} \), then

\[
f(X \cup (f(X) \cap U)) \cap U = \emptyset
\]
contradicting that $f$ is a vertex-direction in the closure of $U$. Hence we find a finite vertex set $X'' \subseteq f(X')$ such that all strong components of $f(X') - X''$ have $U$-rank less than that of $f(X')$. But then $X' \cup X''$ would have been a better choice for $X'$.

(iii)$\implies$(i): Given a necklace $N$ attached to $U$, let $R \subseteq N$ be a ray. Then $R$ is solid in $D$. It is straightforward to show that the end that is represented by $R$ is contained in the closure of $U$. \hfill \Box

Let $D$ be any digraph and let $f$ be any vertex-direction of $D$. We think of a separation $(A, B)$ of $D$ as pointing towards its side $B$. Now, if $(A, B)$ is a finite order separation of $D$, then $f(A \cap B)$ is either included in $B \setminus A$ or $A \setminus B$. In the first case we say that $(A, B)$ points towards $f$ and in the second case we say that $(A, B)$ points away from $f$. Note that the supremum or infimum of two finite order separations is again a finite order separation. If two separations point towards or away from $f$, then the same is true for their supremum or infimum, respectively:

**Lemma 4.2.** Let $D$ be any digraph and let $f$ be a vertex-direction of $D$. Suppose that $(A_1, B_1)$ and $(A_2, B_2)$ are finite order separations of $D$.

(i) If $(A_1, B_1)$ and $(A_2, B_2)$ point towards $f$, then $(A_1 \cup A_2, B_1 \cap B_2)$ points towards $f$.

(ii) If $(A_1, B_1)$ and $(A_2, B_2)$ point away from $f$, then $(A_1 \cap A_2, B_1 \cup B_2)$ points away from $f$.

**Proof.** (i) We have to show that for $(A, B) := (A_1 \cup A_2, B_1 \cap B_2)$ and $X = A \cap B$ the strong component $f(X)$ is included in $B \setminus A$. For this let us consider the auxiliary separation $(A, B') := (A, X' \cap B)$, where $X' := \bigcup_{i=1,2} A_i \cap B_i$ (cf. Figure 4). Recall that the separator of a separation separates its two sides. Hence the vertex set $B \setminus A$ is partitioned into the strong components of $D - X$ that it meets.

![Figure 4](image-url)

**Figure 4.** The separations $(A, B)$ and $(A, B')$ from the proof of Lemma 4.2

First, we observe that $(A, B')$ points towards $f$, a fact that we verify as follows: Since $A_i \cap B_i \subseteq X'$ and because $(A_i, B_i)$ points towards $f$ we have

$$f(X') \subseteq f(A_i \cap B_i) \subseteq B_i$$

for $i = 1, 2$. Hence $f(X') \subseteq B_1 \cap B_2 = B$. Now, $f(X')$ avoids $X'$ because it is a strong component of $D - X'$, giving $f(X') \subseteq B \setminus X'$. As $B \setminus X' = B' \setminus A$, we conclude that $f(X')$ is included in $B \setminus A$.

Second, we observe that the strong components of $D - X$ that partition $B \setminus A$ are exactly the strong components of $D - X'$ that meet $B' \setminus A$; the reason for this is that $B'$ is obtained from $B$ by adding only vertices from $A \setminus B$. 


Finally, we employ the two observation in order to prove that \((A, B)\) points towards \(f\). Indeed, since \(X \subseteq X'\) and because \(f\) is a vertex-direction, we have that \(f(X') \subseteq f(X)\). Now, the first observation says that \(f(X')\) is included in \(B' \setminus A\). Together with the second observation we obtain \(f(X') = f(X)\). So the equation \(B' \setminus A = B \setminus A\) yields \(f(X) \subseteq B \setminus A\) as desired.

(ii) Apply (i) to the reverse of \(D\). \(\square\)

Recall, that for a given undirected graph \(G\) a vertex \(v\) is said to dominate an end \(\omega\) of \(G\) if there is an infinite \(v-R\) fan in \(G\) for some (equivalently every) ray \(R\) that represents \(\omega\). Equivalently \(v\) dominates \(\omega\) if \(v\) is contained in \(C(X, \omega)\) for every finite vertex set \(X \subseteq V(G) \setminus \{v\}\). An end \(\omega \in \Omega(G)\) is dominated if some vertex of \(G\) dominates it. Ends not dominated by any vertex of \(G\) are undominated, see [9]. The main case distinction in the proof of Diestel and Kühn’s theorem [12, Theorem 2.2], which states that the ends of an undirected graph correspond bijectively to its directions, essentially distinguishes between directions that correspond to dominated ends and those that correspond to undominated ends. Our plan is to make a similar case distinction for which we need a concept of domination for ends of digraphs.

Let \(D\) be any digraph. For a vertex \(a \in V(D)\) and \(B \subseteq V(D)\) a set of \(a-B\) paths in \(D\) is called an \(a-B\) fan if any two of the paths meet precisely in \(a\). Similarly, a set of \(B-a\) paths in \(D\) is called an \(a-B\) reverse fan if any two of the paths meet precisely in \(a\). We say that a vertex \(v \in V(D)\) dominates a ray \(R \subseteq D\) if there is an infinite \(v-R\) fan in \(D\). The vertex \(v\) dominates an end \(\omega \in \Omega(D)\) if it dominates some (equivalently every) ray that represents \(\omega\). Similarly, a vertex \(v \in V(D)\) reverse dominates a ray \(R \subseteq D\) if \(D\) contains a \(v-R\) reverse fan. The vertex \(v\) reverse dominates an end \(\omega \in \Omega(D)\) if it reverse dominates some (equivalently every) ray that represents \(\omega\). An end of \(D\) is dominated or reverse dominated if some vertex dominates or reverse dominates it, respectively.

Now, we translate the concept of domination and reverse domination to vertex-directions of digraphs. A vertex \(v \in V(D)\) dominates a vertex-direction \(f\) in \(D\), if \(v \in A\) for every finite order separation \((A, B)\) of \(D\) that points away from \(f\). If \(f\) is dominated by some vertex, then it is dominated. Similarly, \(v\) reverse dominates \(f\) if \(v \in B\) for every finite order separation \((A, B)\) of \(D\) that points towards \(f\). If \(f\) is reverse dominated by some vertex, then \(f\) is reverse dominated.

The following proposition shows that our translation of the concept forwards and reverse domination to vertex-directions of digraphs is accurate:

**Proposition 4.3.** Let \(D\) be any digraph and \(\omega\) an end of \(D\). A vertex (reverse) dominates \(\omega\) if and only if it (reverse) dominates \(f_\omega\).

**Proof.** We prove the statement in its ‘dominates’ version; for the ‘reverse dominates’ version consider the reverse of \(D\). First, suppose that \(v \in V(D)\) dominates \(\omega\) and let \((A, B)\) be a finite order separation pointing away from \(f_\omega\). Every ray \(R\) that represents \(\omega\) has a tail in \(f_\omega(A \cap B)\); in particular in \(D[A]\). As \(D\) contains an infinite \(v-R\) fan and the separator of \((A, B)\) is finite, it follows that \(v\) is contained in \(A\) as well.

For the backward implication suppose that \(v \in V(D)\) dominates \(f_\omega\). Given a ray \(R\) that represents \(\omega\), with \(v \notin R\) say, we need to find an infinite \(v-R\) fan in \(D\). For this, we show that every finite \(v-R\) fan \(F\) in \(D\) can be extended by one additional \(v-R\) path; then an infinite such fan can be constructed recursively in
countably many steps. Let \( H \) be the union of the paths in \( F \) and let \( X \) consist of \( V(H - v) \) together with the vertices of some finite initial segment of \( R \) that contains all the vertices that \( H \) meets on \( R \). We may view the strong components of \( D - X \) partially ordered by \( C_1 \leq C_2 \) if there is a path in \( D - X \) from \( C_1 \) to \( C_2 \). Let \( C \) be the strong component of \( D - X \) that contains \( v \) and let \( |C| \) be the set of all the strong components of \( D - X \) that are \( \geq C \). If \( C(X, \omega) \) is contained in \( |C| \), then it is easy to find a \( v-R \) path in \( D \) that extends our fan \( F \). We claim that this is always the case: Otherwise consider the finite order separation \((A, B)\) with \( A := V(D) \setminus \bigcup |C| \) and \( B := X \cup \bigcup |C| \). On the one hand, \((A, B)\) points away from \( f_\omega \). On the other hand, we have \( v \notin A \) contracting that \( v \) dominates \( f_\omega \). □

**Lemma 4.4.** Let \( D \) be any strongly connected digraph and let \( f \) be any vertex-direction of \( D \). Then the following assertions are complementary:

(i) \( f \) is (reverse) dominated;

(ii) there is a strictly descending (ascending) sequence \(( (A_i, B_i))_{i \in \mathbb{N}} \) of finite order separations in \( D \) with pairwise disjoint separators all pointing away from (towards) \( f \).

Moreover, a vertex-direction \( f \) as in (ii) is the unique vertex-direction in the closure of \( U \) for any vertex set \( U \) consisting of one vertex of \( f(A_i \cap B_i) \) for every \( i \in \mathbb{N} \).

**Proof.** We prove the case where \( f \) is dominated and that the sequence in (ii) is descending; the proof of the case where \( f \) is reverse dominated and the sequence in (ii) is ascending can then be obtained by considering the reverse of \( D \). To begin, we will show that not both assertions can hold at the same time. Suppose that \(( (A_i, B_i))_{i \in \mathbb{N}} \) is as in (ii). We show that for every \( v \in V(D) \) there is a separation \((A, B)\) of \( D \) pointing away from \( f \) with \( v \in B \setminus A \). We claim that \((A, B) := (A_j, B_j)\) can be taken for \( j \in \mathbb{N} \) large enough, a fact that we verify as follows:

As \( D \) is strongly connected there is path from \( B_0 \setminus A_0 \) to \( v \). Let \( j \) be the length of a shortest path \( P \) from \( B_0 \setminus A_0 \) to \( v \). Then \( v \) is contained in \( B_j \setminus A_j \), because otherwise \( P \) would contain \( j + 1 \) vertices—one from each of the separators \( B_i \cap A_i \) with \( i \leq j \)—contradicting that \( P \) has length \( \leq j \).

Next, we assume that \( f \) is not dominated and construct a sequence \(( (A_i, B_i))_{i \in \mathbb{N}} \) as in (ii). Let \((A_0, B_0)\) be any finite order separation with non-empty separator pointing away from \( f \). To see that such a separation exist consider any non-empty finite vertex set \( X \subseteq V(D) \). We may view the strong components of \( D - X \) partially ordered by \( C_1 \leq C_2 \) if there is a path in \( D - X \) from \( C_1 \) to \( C_2 \). Let \([f(X)]\) be the down-closure of all the strong components \( \leq f(X) \). Then we can take \( A_0 := [f(X)] \cup X \) and \( B_0 := V(D) \setminus [f(X)] \).

Now, assume that \((A_n, B_n)\) has already been defined. Since no vertex dominates \( f \) we find for every \( x \in A_n \cap B_n \) a separation \((A_x, B_x)\) pointing away from \( f \) such that \( x \in B_x \setminus A_x \). Letting \((A_{n+1}, B_{n+1})\) be the infimum of all the \((A_x, B_x)\) and \((A_n, B_n)\) completes the construction. Indeed, \((A_{n+1}, B_{n+1})\) points away from \( f \) by Lemma 4.2 and its separator is disjoint from all the previous ones as \( A_{n+1} \cap B_{n+1} \subseteq A_n \setminus B_n \).

For the 'moreover' part let us write \( X_i := A_i \cap B_i \) for every \( i \in \mathbb{N} \). We first show that \( f \) is a vertex-direction in the closure of \( U \). Given \( X \in \mathcal{X}(D) \) we need to show that \( f(X) \) meets \( U \). With a distance argument as above one finds \( j \) such that all the vertices of \( X \) are contained in \( B_j \setminus A_j \). Then \( f(X_j) \) is included in \( f(X) \).
because \( f(X_j) = f(X \cup X_j) \). In particular \( f(X) \) contains the vertex from \( U \) that was picked from \( f(X_j) \).

Finally, we prove that \( f = f' \) for every vertex-direction \( f' \) that is in the closure of \( U \). Given \( f' \) it suffices to show that \( f(X_i) = f'(X_i) \) for every \( i \in \mathbb{N} \): then \( f(X) = f'(X) \) for every \( X \in \mathcal{X}(D) \) since we have

\[
f(X_j) = f(X \cup X_j) \subseteq f(X) \quad \text{and} \quad f'(X_j) = f'(X \cup X_j) \subseteq f'(X)
\]

for \( j \) large enough. We verify that \( f(X_i) = f'(X_i) \) for every \( i \in \mathbb{N} \) as follows: First note that the sequence \( (f(X_i))_{i \in \mathbb{N}} \) is descending, because

\[
f(X_{i+1}) = f(X_i \cup X_{i+1}) \subseteq f(X_i).
\]

Hence \( f(X_i) \) contains all but finitely many vertices from \( U \) for every \( i \in \mathbb{N} \). In particular \( f(X_i) \) is the only strong component of \( D - X_i \) that contains infinitely many vertices from \( U \). As a consequence we have \( f(X_i) = f'(X_i) \) for every \( i \in \mathbb{N} \). \( \square \)

**Proof of Theorem** 3. It is straightforward to show that the map \( \omega \mapsto f_\omega \) with domain \( \Omega(D) \) and codomain the set of vertex-directions of \( D \) is injective; we prove that it is onto. So given a vertex-direction \( f \) of \( D \) we need to find an end \( \omega \in \Omega(D) \) such that \( f_\omega = f \). Let \( S_1^* \) be the set of all the vertices that dominate \( f \) and \( S_2^* \) the set of all the vertices that reverse dominate \( f \). We split the proof into three cases:

First, assume that both \( S_1^* \cap f(X) \) and \( S_2^* \cap f(X) \) are non-empty for every \( X \in \mathcal{X}(D) \). Then \( f \) is a vertex-direction in the closure of \( U \) for \( U := \{S_1^*, S_2^*\} \). By Lemma 4.1 we find an end \( \omega \) in the closure of \( U \) and we claim that \( f_\omega = f \). Indeed, given \( X \in \mathcal{X}(D) \) we need to show that \( C(X, \omega) = f(X) \). We may view the strong components of \( D - X \) partially ordered by \( C_1 \leq C_2 \) if there is a path in \( D - X \) from \( C_1 \) to \( C_2 \). By the order-extension-principle we choose a linear extension of \( \leq \).

Let

\[
(A_1, B_1) := (\bigcup \mathcal{A}_1 \cup X, X \cup \bigcup \mathcal{B}_1),
\]

where \( \mathcal{A}_1 \) consists of all the strong components of \( D - X \) strictly smaller than \( f(X) \) and \( \mathcal{B}_1 \) of all the others. Then \( (A_1, B_1) \) points towards \( f \). Since \( S_2^* \) consists of the vertices reverse dominating \( f \) we have \( S_2^* \subseteq B_1 \). Since \( \omega \) is in the closure of \( U \) we have \( C(X, \omega) \in \mathcal{B}_1 \). Similarly, let

\[
(A_2, B_2) := (\bigcup \mathcal{A}_2 \cup X, X \cup \bigcup \mathcal{B}_2),
\]

where \( \mathcal{A}_2 \) consists of all the strong components of \( D - X \) smaller or equal to \( f(X) \) and \( \mathcal{B}_2 \) of all the others. Analogously to the argumentation for \( C(X, \omega) \in \mathcal{B}_1 \), one finds out that \( C(X, \omega) \in \mathcal{A}_2 \); together \( C(X, \omega) \in \mathcal{B}_1 \cap \mathcal{A}_2 \). Now, \( f(X) = C(X, \omega) \) follows from the fact that \( f(X) \) is the only element in the intersection \( \mathcal{B}_1 \cap \mathcal{A}_2 \).

Second, suppose that \( S_1^* \cap f(X) \) is empty for some \( X \in \mathcal{X}(D) \). If even \( S_1^* \) is empty and \( D \) strongly connected, then Lemma 4.3 and Lemma 4.1 do the rest: with \( U \) as in the ‘moreover’ part of Lemma 4.1 we have that \( f \) is the unique vertex-direction in the closure of \( U \) and Lemma 4.1 yields an end \( \omega \) in the closure of \( U \); by uniqueness \( f_\omega = f \).

In the following we will argue that we may assume \( S_1^* \) to be empty and \( D \) to be strongly connected. Fix \( X' \in \mathcal{X}(D) \) with \( S_1^* \cap f(X') = \emptyset \). Let \( D' = f(X') \) and let \( f' \) be the vertex-direction of \( D' \) induced by \( f \), i.e., \( f' \) sends a finite vertex set \( X \subseteq V(D') \) to \( f(X \cup X') \). Then the set of all the vertices that dominate \( f' \) is empty: If \( (A, B) \) is a finite order separation of \( D \) that points away from \( f \), then
\((A \cap V(D'), B \cap V(D'))\) is a finite order separation of \(D'\) that points away from \(f'\). As a consequence, any vertex from \(D'\) that dominates \(f'\) also dominates \(f\), which means there is none.

Now, consider the end \(\omega'\) of \(D'\) with \(f_{\omega'} = f'\) and the unique end \(\omega\) of \(D\) that contains \(\omega'\) as a subset (of rays). We claim \(f_\omega = f\), a fact that we verify as follows. First observe that for \(X \in \mathcal{X}(D)\) with \(X' \subseteq X\) we have
\[
f_\omega(X) = f_\omega'(X \cap V(D')) = f'(X \cap V(D')) = f(X).
\]

Now let \(X\) be an arbitrary finite vertex set of \(D\). Since \(f\) and \(f_\omega\) are vertex-directions we have that \(f(X \cup X') \subseteq f(X)\) and \(f_\omega(X \cup X') \subseteq f_\omega(X)\). Furthermore, by our observation we have \(f(X \cup X') = f_\omega(X \cup X')\). Hence also \(f(X) = f_\omega(X)\) using that both \(f(X)\) and \(f_\omega(X)\) are strong components of \(D - X\).

Finally, the proof of the last case, that \(S^*_0 \cap f(X)\) is empty for some \(X \in \mathcal{X}(D)\), is analogue to the proof of the second case. \(\square\)

5. LIMIT EDGES AND EDGE-DIRECTIONS

In this section, we investigate limit edges of digraphs. Recall that, for two distinct ends \(\omega, \eta \in \Omega(D)\), we call the pair \((\omega, \eta)\) a limit edge from \(\omega\) to \(\eta\), if \(D\) has an edge from \(C(X, \omega)\) to \(C(X, \eta)\) for every finite vertex set \(X \subseteq V(D')\) that separates \(\omega\) and \(\eta\). For a vertex \(v \in V(D)\) and an end \(\omega \in \Omega(D)\) we call the pair \((v, \omega)\) a limit edge from \(v\) to \(\omega\) if \(D\) has an edge from \(v\) to \(C(X, \omega)\) for every finite vertex set \(X \subseteq V(D')\) with \(v \notin C(X, \omega)\). Similarly, we call the pair \((\omega, v)\) a limit edge from \(\omega\) to \(v\) if \(D\) has an edge from \(C(X, \omega)\) to \(v\) for every finite vertex set \(X \subseteq V(D)\) with \(v \notin C(X, \omega)\). We write \(\Lambda(D)\) for the set of limit edges of \(D\). As we do for ‘ordinary’ edges of a digraph, we will suppress the brackets and the comma in our notation of limit edges. For example we write \(\omega \eta\) instead of \((\omega, \eta)\) for a limit edge between ends \(\omega\) and \(\eta\).

We begin this section with two propositions (Proposition 5.1 and Proposition 5.2), saying that limit edges are witnessed by subdigraphs that are essentially the digraphs in Figure 1 or Figure 3. Subsequently we prove Theorem 5.

Let \(D\) be any digraph and let \(\omega \in \Omega(D)\). With a slight abuse of notation, we say that a necklace \(N \subseteq D\) represents an end \(\omega\) of \(D\) if one (equivalently every) ray in \(N\) represents \(\omega\). Note that for every end \(\omega\) there is a necklace that represents \(\omega\). Indeed, apply the necklace lemma to any ray that represents \(\omega\).

**Proposition 5.1.** For a digraph \(D\) and two distinct ends \(\omega\) and \(\eta\) of \(D\) the following assertions are equivalent:

(i) \(D\) has a limit edge from \(\omega\) to \(\eta\);

(ii) there are necklaces \(N_\omega \subseteq D\) and \(N_\eta \subseteq D\) that represent \(\omega\) and \(\eta\) respectively such that every bead of \(N_\omega\) sends an edge to a bead of \(N_\eta\).

Moreover, the necklaces may be chosen disjoint from each other and such that the \(n\)th bead of \(N_\omega\) sends an edge to the \(n\)th bead of \(N_\eta\).

**Proof.** We begin with the forward implication (i) \(\rightarrow\) (ii). By possibly deleting a finite vertex set of \(D\) that separate \(\omega\) and \(\eta\), we may assume that \(\omega\) and \(\eta\) live in distinct strong components of \(D\). Given a necklace \(N\) let us write \(N[n, m]\) for the inflated symmetric path from the \(n\)th bead to the \(m\)th bead of \(N\) and \(N'[n]\) for the inflated symmetric path from the first bead to the \(n\)th bead of \(N\). First, let us fix auxiliary necklaces \(N'_\omega \subseteq D\) and \(N'_\eta \subseteq D\) that represent \(\omega\) and \(\eta\), respectively.
We inductively construct sequences \((N_\alpha^n)_{n \in \mathbb{N}}\) of necklaces, for \(\alpha \in \{\omega, \eta\}\), so that \(N_\alpha^n[n] = N_\alpha^{n-1}[n-1]\) and the \(n\)th bead of \(N_\alpha^n\) sends an edge to the \(n\)th bead of \(N_\alpha^n\). Furthermore, we will make sure that \(N_\alpha^n[n] \subseteq N_\alpha^n[n]\).

Then the unions \(\{N_\alpha^n[n] \mid n \in \mathbb{N}\}\) define necklaces \(N_\alpha\), for \(\alpha \in \{\omega, \eta\}\), as desired. Indeed, as \(N_\alpha\) includes \(N_\alpha^n\) it also represents \(\alpha\). Note, that our construction yields the ‘moreover’ part. Let \(N_\alpha\) be empty for \(n = 0\). Note that by our assumption \(\omega\) and \(\eta\) live in distinct strong components of \(D\), so in particular they also live in distinct strong components of \(D - X\). As \(D\) has a limit edge from \(\omega\) to \(\eta\) we find an edge \(e\) from \(C(X, \omega)\) to \(C(X, \eta)\). Fix a finite strongly connected vertex set \(Y_\alpha \subseteq C(X, \alpha)\) that includes \(N_\alpha^n[n+1, m]\) for a suitable \(m \geq n+1\) and the endvertex of \(e\) in \(C(X, \alpha)\) but that avoids the rest of \(N_\alpha^n\) for \(\alpha \in \{\omega, \eta\}\). Replacing the inflated symmetric subpath \(N_\alpha^n[n+1, m]\) by \(Y_\alpha\) and declaring \(Y_\alpha\) as the \((n+1)\)th bead of \(N_\alpha^{n+1}\) for \(\alpha \in \{\omega, \eta\}\) yields necklaces \(N_\omega^{n+1}\) and \(N_\eta^{n+1}\) that are as desired.

Now, let us prove the backward implication \((ii) \Rightarrow (i)\). As every finite vertex set \(X\) meets only finitely many beads of \(N_\omega\) and \(N_\eta\) there are beads of \(N_\omega\) and \(N_\eta\) that are included in \(C(X, \omega)\) and \(C(X, \eta)\), respectively. Hence, if \(X\) separates \(\omega\) and \(\eta\), there is an edge from \(C(X, \omega)\) to \(C(X, \eta)\).

There is a natural partial order on the set of ends, where \(\omega \preceq \eta\) if for every two rays \(R_\omega\) and \(R_\eta\) that represent \(\omega\) and \(\eta\), respectively, there are infinitely many pairwise disjoint paths from \(R_\omega\) to \(R_\eta\). By Proposition 5.1 we have that \(\omega \preceq \eta\) whenever \(\omega \eta\) is a limit edge for ends \(\omega\) and \(\eta\). The converse of this is in general false, for example in the digraph that is obtained from the digraph in Figure 1 by subdividing every vertical edge once.

**Proposition 5.2.** For a digraph \(D\), a vertex \(v\) and an end \(\omega\) of \(D\) the following assertions are equivalent:

(i) \(D\) has a limit edge from \(v\) to \(\omega\) (from \(\omega\) to \(v\));

(ii) there is a necklace \(N \subseteq D\) that represents \(\omega\) such that \(v\) sends (receives) an edge to (from) every bead of \(N\).

**Proof.** We consider the case that \(v\) sends an edge to every bead of \(N\); for the other case consider the reverse of \(D\).

For the forward implication \((i) \Rightarrow (ii)\) a similar recursive construction as in the proof of Proposition 5.1 yields a necklace \(N\) as desired.

Now, let us prove the backward implication \((ii) \Rightarrow (i)\). As every finite vertex set \(X\) hits only finitely many beads of \(N\), there is one bead that is contained in \(C(X, \omega)\). Therefore there is an edge from \(v\) to \(C(X, \omega)\) whenever \(v \notin C(X, \omega)\). \(\square\)

As a consequence of this proposition, every vertex \(v \in V(D)\) for which \(D\) has a limit edge from \(v\) to an end \(\omega \in \Omega(D)\) dominates \(\omega\). The converse of this is in general false, for example in the digraph that is obtained from the digraph in Figure 3 by subdividing every edge once. Similarly, if \(\omega v\) is a limit edge between an end \(\omega\) and a vertex \(v\), then \(v\) reverse dominates \(\omega\); the converse is again false in general.

Now, let us turn to our second type of directions. We call a direction \(f\) of \(D\) an edge-direction, if there is some \(X \in \mathcal{X}(D)\) such that \(f(X)\) is a bundle of \(D - X\),
i.e., if $f$ is not a vertex-direction. Recall that every end defines a vertex-direction. Similarly, every limit edge $\lambda$ defines an edge-direction as follows.

We say that a limit edge $\lambda = \omega \eta$ lives in the bundle defined by $E(X, \lambda)$ if $X \in \mathcal{X}(D)$ separates $\omega$ and $\eta$. If $X \in \mathcal{X}(D)$ does not separate $\omega$ and $\eta$, we say that $\lambda = \omega \eta$ lives in the strong component $C(X, \omega) = C(X, \eta)$ of $D - X$. We use similar notations for limit edges of the form $\lambda = \omega v$ or $\lambda = \omega v$ with $v \in V(D)$ and $\omega \in \Omega(D)$: We say that a limit edge $\lambda$ lives in the bundle $E(X, \lambda)$ if $v \not\in C(X, \omega)$ and we say that $\lambda$ lives in the strong component $C(X, \omega)$ of $D - X$, if $v \in C(X, \omega)$.

The edge-direction $f_\lambda$ defined by $\lambda$ is the edge-direction that sends every finite vertex set $X \subseteq V(D)$ to the bundle or strong component of $D - X$ in which $\lambda$ lives. Our next theorem states that there is a one-to-one correspondence between the edge-directions of a digraph and its limit edges:

**Theorem 3.** Let $D$ be any infinite digraph. The map $\lambda \mapsto f_\lambda$ with domain $\Lambda(D)$ is a bijection between the limit edges and the edge-directions of $D$.

**Proof.** It is straightforward to show that the map given in (ii) is injective; we prove onto. So let $f$ be any edge-direction of $D$. First suppose that $f(X)$ is always a strong component or a bundle between strong components for every $X \in \mathcal{X}(D)$. Then $f$ defines two vertex-directions $f_1$ and $f_2$ as follows. If $f(X) = E(C_1, C_2)$ is a bundle then let $f_1(X) = C_1$ and $f_2(X) = C_2$. Otherwise, $f(X)$ is a strong component and we put $f_1(X) = f_2(X) = f(X)$. Now, the inverse of the function from Theorem 2 returns ends $\omega$ and $\eta$ for $f_1$ and $f_2$, respectively. We conclude that $\omega \eta$ is a limit edge and that $f = f_{\omega \eta}$.

Now, suppose that $f$ maps some finite vertex set $X'$ to a bundle between a vertex $v \in X'$ and a strong component of $D - X'$. Then also $f(\{v\})$ is a bundle between $v$ and a strong component. We consider the case where $f(\{v\})$ is of the form $E(v, C_v)$ for some strong component $C_v$ of $D - v$; the other case is analogue.

Let us define a vertex-direction $f'$ of $D$. First, for every $X \in \mathcal{X}(D)$ with $v \in X$ we have that $f(X)$ is a bundle of the form $E(v, C)$ for a strong component $C$ of $D - X$ and we put $f'(X) = C$. Second, if $v \not\in X$ for some $X \in \mathcal{X}(D)$ we have that $f(X)$ is either a strong component $C'$ of $D - X$ or a bundle $E(C, C')$ with $v \in C$. We then put $f'(X) = C'$. It is straightforward to check that $f'$ is indeed a vertex-direction. Finally, the inverse of the map from Theorem 2 applied to $f'$ returns an end $\omega$. By the definition of $f'$ we have that $v \omega$ is a limit edge of $D$ and a close look to the definitions involved points out that $f = f_{v \omega}$. $\square$
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