Controlling anisotropy in 2D microscopic models of growth
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\textbf{ABSTRACT}

The quantitative knowledge of interface anisotropy in lattice models is a major issue, both for the parametrization of continuum interface models, and for the analysis of experimental observations. In this paper, we focus on the anisotropy of line tension and stiffness, which plays a major role both in equilibrium shapes and fluctuations, and in the selection of nonequilibrium growth patterns. We consider a 2D Ising Hamiltonian on a square lattice with first and second-nearest-neighbor interactions. The surface stiffness and line tension are calculated by means of a broken-bond model for arbitrary orientations. The analysis of the interface energy allows us to determine the conditions under which stiffness anisotropy is minimal. These results are supported by a quantitative comparison with kinetic Monte Carlo simulations, based on the coupling of a field of mobile atoms to a condensed phase. Furthermore, we introduce a generic smoothing parameter which allows one to mimic the finite resolution of experimental microscopy techniques. Our results provide a method to fine-tune the interface energy in models of nanoscale non-equilibrium processes, where anisotropy and fluctuations combine and give rise to non-trivial morphologies.

\section{1. Introduction}

Many growth processes, such as crystal growth from solution, electrochemical deposition, solidification, or viscous fingering in Hele-Shaw cells share similar mechanisms controlling pattern formation. In particular, the surface tension (or line tension in 2D systems) and the stiffness are important control parameters in the selection of growth patterns [2, 16, 20–22, 26]. Furthermore, surface tension anisotropy controls equilibrium shapes via classical Wulff construction [7, 19], and equilibrium fluctuations[14].

Over the past decades, several strategies have been developed in order to model the non-equilibrium dynamics of interfaces during growth processes. In continuum models such as phase-field models or sharp interface models, the surface tension with its full orientation-dependence is given as an input parameter. As a consequence, continuum models can model any anisotropy. However, the consistent inclusion of thermal fluctuations in these models (see, e.g. [8]) leads to several difficulties, both in the quantitative validation of noise terms constrained by the fluctuation-dissipation theorem in non-equilibrium processes [14], and in the design of efficient numerical schemes. This is an important issue since thermal fluctuations play a major role for instance in the formation of side branches in dendrites [8, 20]. Microscopic lattice-based approaches such as in kinetic Monte Carlo (KMC) simulations overcome this difficulty since they incorporate statistical fluctuations in a self-consistent way, which is constrained by detailed balance at equilibrium, and which is still well defined far from equilibrium. However, the anisotropy of macroscopic quantities such as surface tension cannot be set arbitrarily in lattice models, they emerge from the choice of microscopic model parameters, such as the bond energy. Achieving a fine control of isotropy in lattice models is important for comparison to continuum growth models, where anisotropy acts as a singular perturbation [19].

In the literature, the introduction of next-nearest-neighbor interactions in lattice models has not been achieved yet. Our strategy is based on a quantitative comparison between analytical predictions and kinetic Monte Carlo simulations. Our analytical results provide an expression of the surface tension and stiffness for arbitrary orientations as a function of such microscopic interactions and temperature, has not been achieved yet. Our strategy is based on a quantitative comparison between analytical predictions and kinetic Monte Carlo simulations. Our analytical results provide an expression of the surface tension and stiffness for arbitrary orientations as a function of the nearest and next-nearest-neighbor interactions and of the temperature. In parallel, we present a KMC model based on the coupled dynamics of a dense ordered phase and a diffusing cloud of adatoms. Simulations support our analytical results at equilibrium and allow one to study efficiently non-equilibrium growth patterns. We also show how to account for the finite resolution of experimental apparatus when measuring interface fluctuations. We mimic the finite resolution of experiments in our lattice simulations by performing a Gaussian convolution with a given smoothing parameter. Finally, contrary to intuition, within the solid-on-solid description of the interface, the highest level of stiffness anisotropy is obtained at finite temperatures. However the question of the existence of this isotropy optimum beyond the solid-on-solid approximation is still open.
The paper is organized in the following way. We start with a presentation of the kinetic Monte Carlo model and its numerical implementation. We then report the analytical calculation of the line tension and stiffness as functions of the step orientation in the presence of nearest-neighbor and next-nearest-neighbor interactions. Then, we discuss the comparison at equilibrium between the analytic predictions and the KMC simulations. To conclude, we summarize our results and provide examples of nonequilibrium growth regimes.

2. Kinetic Monte Carlo model

We use a standard kinetic Monte Carlo algorithm [11] with two types of atoms. This model accounts for a two-phase system, where a dense ordered phase, for example a monolayer cluster of atoms or molecules on a flat substrate is in contact with a phase of non-interacting mobile units, that accounts for a concentration of diffusing atoms or molecules on the substrate. At equilibrium, and at low enough temperatures, this system is equivalent to a 2D Ising square lattice [19, 30]. The deviations from low-temperature and low-density approximations that can be observed in lattice models due to the interactions between mobile atoms in the low-density phase (see, e.g.[12]) are avoided here due to the absence of mutual interactions. A similar two-phase model, but with nearest-neighbors only, has already been reported in Ref. [21].

In the following, we call the mobile units adatoms. Given the lattice constant $a$, each lattice site $x = i \times a, i = 1, \ldots, N$ with $N = L/a$, can be occupied by a solid atom, by an adatom, or can be empty. Multiple occupancy of the same lattice site is allowed only for adatoms, which do not interact among themselves nor with the solid bulk (i.e. away from the interface). Adatoms diffuse in an isotropic way performing a random walk via hops to nearest-neighbors. Diffusion anisotropy was not considered in this work but can have important effects on the type of growth patterns observed [4, 5, 16] and would be a further source of shape selection in addition to interface energy effects which are the main focus of this paper.

The ordered phase is characterized by bonds with bonds along first and second-nearest-neighbor directions. The bond energy to first-nearest-neighbors (NN) and second-nearest-neighbors (NNN) are $J_1$ and $J_2$ respectively. These energies are around 1eV or a fraction of eV in atomic solids [14, 24, 25]. We define the dimensionless bond energy ratio $\xi = J_2/J_1$. The value of $\xi$ controls the anisotropy of the interface between the two phases. We do not consider the inclusion of trio (three atoms non pairwise) interactions. However in general, trio interactions account for only a small correction to the stiffness measured in experiments [24].

The solid can grow or shrink at the expense of the adatom gas. Attachment and detachment processes occur at the edge of the solid phase. Adatoms can attach to the solid (i.e. can be transformed into a solid atom) when they have at least one NN or NNN in contact with the solid. Atoms of the solid that have at least one NN or NNN that is not in contact with the other atoms of the solid can detach and are then transformed into adatoms.

The kinetic Monte Carlo model is characterized by the rates of the possible microscopic events. We use standard Arrhenius activation laws with an attempt frequency $v_0$. The adatom hopping rate is

$$d = v_0 \exp[-E_D/(k_B T)],$$

where $k_B T$ is the thermal energy and $E_D$ is the diffusion activation energy. The attachment rate reads

$$q = v_0 \exp[-E_Q/(k_B T)],$$

with $E_Q$ the attachment/detachment activation energy. Finally, the detachment rate at a given lattice site $i$ is

$$r = v_0 \exp[-(J_1 (n_i + \xi n_i') + E_Q - E_S)/(k_B T)],$$

where $n_i$ and $n_i'$ are the number of nearest and next-nearest neighbors around the site $i$. The additional energy $E_S$ is an independent parameter that reduces the difference of energy between solid atoms and adatoms so as to increase the adatom concentration when $E_S > 0$.

2.1. Equilibrium concentration

Since the adatom diffusion rate from one site to its neighbor is equal to the rate of the reverse move, detailed balance implies that equilibrium within the adatom phase corresponds to a constant concentration. In global equilibrium of the system, composed of the adatom phase and the solid phase, the adatom concentration reaches its equilibrium value. This equilibrium concentration can be inferred from detailed balance at the interface between the two phases. In equilibrium, the probability of a given configuration of the interface, denoted as $h$, is $\pi(h) = \exp[-E(h)/(k_B T)]/Z$, where $Z$ is the partition function. In the presence of an equilibrium concentration $c_{eq}$, the probability for an adatom to be in a given site is $a^2 c_{eq}$, and the attachment rate reads $qa^2 c_{eq}$. Detailed balance [1, 11, 19] implies that the attachment rate and the detachment rate $r$ are related via

$$\frac{qa^2 c_{eq}}{r} = \frac{\pi(h)}{\pi(h-1)} = e^\frac{E(h)-E(h-1)}{k_BT},$$

where $(h-1)$ is a notation that indicates an interface configuration that differs only by the detachment of one atom from the previous configuration.

The energy of the edge of the solid phase can be determined from the evaluation of the number of broken bonds along the edge. Since the breaking of one bond creates two broken bonds, each broken bond to NN or NNN costs an energy $J_1/2$ or $J_2/2$ respectively. The variation of the interface energy when removing one atom from the interface is evaluated from the change of the number of broken bonds as

$$E(h) - E(h-1) = J_1 [2 - n_i + \xi (2 - n_i')]$$

$$= E_k - J_1 (n_i + \xi n_i'),$$

where
with \( E_k = 2J_1(1 + \zeta) \) the bond-breaking energy for the detachment of a solid atom from a kink site. Using eq. (4) the equilibrium concentration therefore reads

\[
e_{eq} = a^{-2} e^{-\frac{E(\theta) - E(\theta - 1)}{k_B T}} = a^{-2} e^{-\frac{E_{nn} - E_{nn'}}{k_B T}}.
\] (6)

Two remarks are in order. First, the possibility of obtaining a constant equilibrium concentration (that does not depend on NN and NNN) results from the fact that the dependence of the activation energy of \( r \), in eq. (3), and of \( E(\theta) - E(\theta - 1) \), in eq. (5), on \( nn \) and \( nn' \) are identical. This is actually a constraint that motivates the specific dependence on \( nn \) and \( nn' \) of the activation energy of \( r \) in eq. (3). As a second remark, the expression eq. (6) confirms the role of the parameter \( E_S \), which tunes the equilibrium adatom concentration without affecting the energy of the interface itself.

### 2.2. Implementation details

Our simulations are performed in a square lattice of size \( L \times L \) with lattice constant \( a \) and periodic boundary conditions. We employ a rejection-free BKL algorithm where events are grouped into classes \([11, 13]\). The concentration of adatoms is set at the beginning of the integration and the total number of atoms is therefore fixed during the dynamics. Instead of the usual individual adatom diffusion events, we use collective diffusion events. In each collective diffusion event, all adatoms diffuse simultaneously. Such collective diffusion event provides a speed-up of a factor seven with respect to the standard randomized single adatom move\(^1\). Moreover, this move can be shared-memory parallelized, leading to a further performance increase, of approximately 10\% (for simulation box sizes larger than about 400 \times 400 or large concentrations). Note that the possibility to simply cast diffusion in a simultaneous event is allowed by the absence of interactions between adatoms.

We choose to normalize time with the inverse of the adatom hopping rate \( a^{-1} \), length scales with the lattice spacing \( a \), and energies with the NN bond energy \( J_1 \). Normalized quantities are denoted with an overline. Our simulations are therefore controlled by 4 dimensionless parameters: \( k_B T = k_B T / J_1 \), \( \zeta = J_2 / J_1 \), \( \bar{\alpha} = (E_{Q} - E_{D}) / J_1 \) and \( \bar{E}_S = E_S / J_1 \). All simulation results below are reported in these normalized units.

### 3. Orientation-dependence of line tension and stiffness

We here derive general analytic expressions at equilibrium for the line tension, \( \gamma(\theta) \), and stiffness, \( \bar{\alpha}(\theta) = \gamma' (\theta) + \gamma'' (\theta) \), where \( \theta \) is the angle between the (10) direction and the average interface orientation. Our main goal in the following is to provide a detailed picture of the anisotropy of line tension and stiffness at finite temperatures. As a preamble, we start with a short discussion of the zero-temperature case.

#### 3.1. A simple picture at zero temperature

At zero temperature the free energy reduces to the energy, and it is sufficient to resort to a bond-counting strategy, where each nearest-neighbor or next-nearest neighbor broken bond contributes with an energy \( J_1 / 2 \) or \( J_2 / 2 \), respectively. Assuming a one-dimensional interface with regularly-spaced kinks separated by \( m \geq 1 \) sites along the (10) direction, we may count the number of broken bonds. Each atom on a straight (10) edge exhibits one NN broken bond and two NNN broken bonds. Each kink leads to an additional NN in the energy per unit length. Dividing the broken bond energy between two kinks by the distance between two kinks, we obtain the broken bond energy per unit length of the interface

\[
\bar{e}_m = m(\frac{1}{2} + \zeta) + \frac{1}{2} \frac{1}{(m^2 + 1)^{1/2}}.
\] (7)

The integer \( m \) can be related to the orientation of the interface via the relation \( m = \cot(\theta) \), where \( \theta \) is the angle of the interface with the (10) orientation, with \( 0 \leq |\theta| \leq \pi/4 \). The minimum of \( \bar{e}_m \) is reached for \( m \rightarrow +\infty \) corresponding to the (10) orientation with \( \theta = 0 \) for \( \zeta < 2^{-1/2} \), and for \( m = 1 \) corresponding to the (11) orientation with \( \theta = \pi/4 \) when \( \zeta > 2^{-1/2} \). As a consequence, the two limits of small \( \zeta \) and large \( \zeta \) lead to square low temperatures equilibrium shapes with sides along the (10) or (11) orientation, respectively. When \( \zeta = 2^{-1/2} \), these two orientations have the same energy at low temperature. However, since \( \bar{e}_m \) still depends on \( m \), the interface is not isotropic when \( \zeta = 2^{-1/2} \) (actually when \( m \) increases \( \bar{e}_m \) increases and reaches a maximum value \( \bar{e}_2 = \bar{e}_3 = (2^{-1/2} + 2/3)5^{-1/5} \) for \( m = 2, 3 \), and then decreases). This simple picture at zero temperature suggests that the most isotropic line tension is obtained for \( \zeta = 2^{-1/2} \). However, we also see that the line-tension is \( \bar{e}_m \approx (1/2 + \zeta) + |\theta|/2 \) for \( \theta \rightarrow 0 \). Hence, the stiffness, which involves second order derivatives with respect to \( \theta \), diverges for \( \theta = 0 \). As a consequence, the interface is always strongly anisotropic at zero temperature around the (10) orientation in terms of stiffness.

#### 3.2. Finite temperature calculation

We account for the orientation \( \theta \) by including a tilting field \( H_\theta \). This is a standard approach which is discussed for instance in Ref. [19]. Calculations similar to ours have been reported in the literature but only in the absence of next-nearest-neighbors or without accounting for arbitrary orientations \([9, 19, 30, 31]\). However, a relation for the interface free energy with next-nearest-neighbors was first derived in Ref. [24] with the same SOS approximation but employing a different procedure based on a constrained partition function. Our result is equivalent to this previous result in the limit where the nearest-neighbor bonds in all directions are
Figure 1: Normalized line tension derived from the 2D Ising model. The normalized lattice constant is $\hat{a} = 1$, and the normalized nearest-neighbor bond energies are $J_x = J_y = 1$. The different color map (yellow is $\hat{\gamma} \approx 0$, darker for negative values) highlights where the line tension is negative, i.e. for temperatures above the roughening temperature, $T_c$. The red line on the contour plot corresponds to $\gamma \approx 0$. Top panel: $\zeta = 0$, $k_B T_c(\theta = 0) \approx 0.567$. Bottom panel: $\zeta = 1$, $k_B T_c(\theta = 0) \approx 1.345$; The inset c) shows small $T$ behavior ($k_B T \leq 0.65$) for $\zeta = 1.5$.

\[ H_{nn} = \frac{J_y}{2} N + \frac{J_x}{2} \sum_{i=1}^{N} \frac{|y(i) - y(i-1)|}{a}, \]  
\[ H_{n'n'} = J_2 N + J_\parallel \sum_{i=1}^{N} \frac{|y(i) - y(i-1)|}{a} - 1 \]  
\[ T = -H_{t} \frac{y(N) - y(0)}{a}, \]

where the different terms appearing in eq. (8a) are the contribution of first-nearest-neighbor interactions $H_{nn}$, the contribution of second-nearest-neighbor interactions $H_{n'n'}$, and the contribution of the tilting field $T$, which selects the average interface slope.

Defining the height difference between neighboring sites $n_i = y(i) - y(i-1)$, the energy per site reads

\[ E(n_i) = J_y/2 + |n_i| J_x/2 + (|n_i| + \delta_n) J_2 - H_t n_i, \]

where we have used that $y(N) - y(0) = a \sum_{i=1}^{N} (y(i) - y(i-1))$. Note that the above is equivalent to the formation energy of a boundary of a 2D Ising lattice. In the following, we consider $J_2 > 0$, corresponding to ferromagnetic interactions [30].

The partition function of the system is given by

\[ Z = \sum_{\{n_i\}} e^{-E(n_i)/(k_B T)}. \]

Since all sites are independent, we can drop the index $i$ and write $Z$ in term of the partition function per site $z_0$

\[ Z = z_0^N, \]

with

\[ z_0 = \sum_{n=-\infty}^{\infty} e^{-E(n)/(k_B T)}. \]

Let us introduce the equilibrium slope of the interface $p = \tan \theta$ (with respect to the (10) reference direction) defined as

\[ p = \frac{1}{L} \left( \sum_{i=1}^{N} a(n_i) \right)_{eq} = \frac{N}{L} a(n)_{eq} = \langle n \rangle_{eq} \]

\[ = \frac{1}{z_0} \sum_{n=-\infty}^{\infty} ne^{-E(n)/(k_B T)}, \]

where $L = N a$ is the interface length along $x$. Observing that $n$ is proportional to the tilting field $H_t$ in eq. (9), the above expression is equivalent to

\[ p = k_B T \partial_{H_t} \ln z_0. \]

Let us now consider the step or interface free energy per unit length along $x$ which, assuming the other parameters fixed, is a function of the tilting field:

\[ \hat{f}(H_t) = -\frac{k_B T}{L} \ln Z = -\frac{k_B T}{a} \ln z_0. \]
Combining eqs. (14) and (15), we obtain
\[ f'(H_i) = -\frac{p}{a}. \] (16)

It is convenient to rewrite the interface free energy as a function of \( p \) using the Legendre transformation [19]:
\[ f(p) = \hat{f}(H_i) = H_i f'(H_i) = \hat{f}(H_i) + \frac{p}{a} H_i. \] (17)

From eqs. (16) and (17) we obtain an expression of the free energy density:
\[ f(H_i) = \frac{1}{a} \left( \frac{J_2}{2} + J_2 - k_B T \ln \left[ 1 + e^{-J_s/(2k_B T)} \left( \frac{2 \cosh(H_i/k_B T) - 2a}{1 - 2a \cosh(H_i/k_B T) + a^2} \right) \right] \right), \] (18)

where \( p \) and \( H_i \) are related via
\[ p = \frac{2 \sinh(H_i/k_B T)(1 - a^2)}{1 - 2a \cosh(H_i/k_B T) + a^2} \times \left[ e^{J_s/(2k_B T)} \left( 1 - 2a \cosh(H_i/k_B T) + a^2 \right) \right]^{-1}, \] (19)

with \( a = \exp(-J_s/(2 + J_2)/k_B T) \). The detailed derivation of these equations is reported in appendix B. Finally, as discussed in appendix A, the angle dependent line tension and stiffness can be found from the following relations:
\[ \gamma(\theta) = f'(p) \cos \theta, \] (20a)
\[ \tilde{\gamma}(\theta) = f''(p) \cos^3 \theta = \frac{\partial_p H_i}{a \cos^3 \theta}, \] (20b)

where \( \theta = \arctan(p) \). The last equality of eq. (20b) was obtained from the derivative of eq. (17) and using eq. (16). In the limit where \( J_s = J_2 = J_1 \), eqs. (18) to (20) are equivalent to the expressions found in Ref. [24].

The relation eq. (19) linking \( p \) to \( H_i \) cannot be inverted analytically. We thus resort to a numerical root finding method to obtain \( H_i \) at a given slope \( p \) and then compute \( f(p) \) from eq. (17) to determine \( \gamma(\theta) \). We also compute numerically \( \partial_p H_i \) using finite differences to obtain the stiffness \( \tilde{\gamma}(\theta) \).

The results for the normalized line tension and stiffness are plotted in figs. 1 and 2 with \( J_x = J_y = J_1 \) and \( J_2 = \xi J_1 \). Let us focus first on the limit of sole first-nearest-neighbor interactions, \( \xi = 0 \), represented in the top panels of figs. 1 and 2. For the line tension we recover the known limit of the classical 2D first-nearest-neighbor Ising model and equilibrium Wulff construction [18]: the zero temperature limit presents a characteristic cusp in correspondence of the (10) facet which flattens as the temperature increases.

As temperature increases we approach the roughening transition where the interface free energy vanishes. For \( \xi = 0 \) (nearest-neighbor interactions only) and \( \theta = 0 \) (corresponding to (10) orientation) we recover the standard result
\[ k_B T_c = J_1/[2 \ln(1 + \sqrt{2})] \approx 0.567 J_1, \] [19, 23].

More generally, the roughening (critical) temperature at different orientations corresponds to the points where \( \gamma(\theta) = 0 \) in fig. 1. In our model, the roughening temperature slightly increases as \( \theta \) increases. This variation is unphysical, and results from the approximation of an interface without overhangs along \( x \). This description is not valid close to the roughening temperature where statistical fluctuations are very large. Our results at low temperatures (i.e. far from the roughening transition) and for \( \xi = 0 \) are also in qualitative agreement with the mean field approach reported in Ref. [16]. However, quantitative comparison is difficult given the scaling used in [16] which is based on a critical temperature relying on the mean-field approximation adopted.

When second-nearest-neighbor bonds do not vanish (\( \xi \neq 0 \)), the critical temperature \( T_c \) increases linearly with \( \xi \), as reported previously in [30].

The results for \( \xi \neq 0 \) are reported in the bottom panels of figs. 1 and 2. As expected, when the temperature vanishes, the stiffness exhibits divergence both at (10) and (11) orientations [7, 14, 18, 19, 23]. In contrast, as the temperature increases, the stiffness anisotropy decreases.

4. Comparison to simulations: equilibrium fluctuations and stiffness

We compare the analytic results to KMC simulations focusing on a quantitative analysis of the stiffness. The stiffness is related to the equilibrium roughness, a quantity that can be extracted from simulations.

The coordinate along the average direction of the step is denoted as \( \xi \). The interface position \( h(\xi) \) is measured along the direction orthogonal to the \( \xi \) direction. The roughness \( W \) is defined as the standard deviation of the interface position
\[ W^2(t) = \frac{1}{l} \int d\xi h^2(\xi, t) - \frac{1}{l^2} \left( \int d\xi h(\xi, t) \right)^2, \] (21)

with \( l \) the length of the interface along \( \xi \).

In the continuum limit, the equilibrium roughness is related to the stiffness via the well known formula [14, 19, 22, 26]
\[ \langle W^2 \rangle_{eq} = \frac{k_B T}{12\tilde{\gamma}}. \] (22)

The above result is derived for periodic boundary conditions. A continuum profile is obtained from our discrete lattice simulations as follows. First, we define the solid phase characteristic function to be equal to 1 in a square of size \( a \times a \) around each lattice site occupied by a solid atom, and 0 elsewhere. We then perform a 2D Gaussian convolution of the
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solid phase characteristic function with a length scale $\sigma$. Finally, we define the continuum interface profile as the line of height 1/2 from the convoluted characteristic function. The length scale $\sigma$ therefore plays the same role as the resolution of an experimental apparatus. This resolution ranges from sub-atomic length scales in Scanning Tunneling Microscopy to tens of nanometers in Low Energy Electron Microscopy, and up to hundreds of nanometers in optical techniques [14].

Since the roughness is dominated by long-wavelength modes, we expect the expression of the roughness, eq. (22), to be accurate in the limit where we have a good scale separation $\sigma \ll l$. Nevertheless, $\sigma$ is finite in simulations or experiments and its influence on our estimation of the roughness must be accounted for. In order to do so, let us consider the convolution of the continuum profile along the $x$ direction (discarding the transversal direction):

$$
\tilde{h}^\sigma(x, t) = \int \mathrm{d}x' \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\left((x-x')^2/(2\sigma^2)\right)} h(x', t).
$$

In Fourier space, we have

$$
\tilde{h}_q^\sigma = e^{-q^2\sigma^2/2} h_q,
$$

with $q = 2\pi x/l$. The static spectrum of the convoluted continuum profile is therefore

$$
\langle |\tilde{h}_q^\sigma|^2 \rangle_{eq} = e^{-q^2\sigma^2} \langle |h_q|^2 \rangle_{eq}.
$$

From the equipartition of energy, one finds [14, 19]

$$
\langle |h_q|^2 \rangle_{eq} = \frac{k_BT}{\tilde{y}q^2} l.
$$

The roughness of the convoluted profile is therefore calculated as

$$
\langle W_\sigma^2 \rangle_{eq} = \frac{1}{l^2} \sum_{n=1}^{\infty} \langle |h_q|^2 \rangle_{eq} - \langle \frac{1}{l^2} |h_q=0|^2 \rangle_{eq}
\quad = \frac{k_BT}{4\pi^2\tilde{y}} \sum_{n=1}^{\infty} \frac{e^{-4\pi^2\sigma^2 n^2/l^2}}{n^2}.
$$

Defining

$$
S(\sigma/l) = \frac{6}{\pi^2} \sum_{n=1}^{\infty} \frac{e^{-4\pi^2\sigma^2 n^2/l^2}}{n^2},
$$

we obtain

$$
\langle W_\sigma^2 \rangle_{eq} = \frac{lk_BT}{12\tilde{y}} S(\sigma/l).
$$

In the absence of convolution, $\sigma/l \to 0$ and $S(0) = 1$. We therefore recover the previous expression of the roughness eq. (22). When $\sigma/\ell \neq 0$, then $S(\sigma/\ell) < 1$ and the

---

**Table 1**

Stiffness as obtained by KMC simulations, with $J_1 = 1$, $k_BT = 0.5$, and $l = 200$, compared to the analytic results obtained by solving and combining eqs. (18), (19) and (20) with the same parameters used in simulations. The simulations profile were convoluted by a Gaussian kernel with normalized standard-deviation $\tilde{\sigma}$. Results are averaged over $\tilde{\sigma} \in [4, 6, 8]$.

| Orientation | Bond ratio | $\tilde{\sigma} = 0.7$ simulations | $\tilde{\sigma} = 0.7$ analytic | $\tilde{\sigma} = 1.4$ simulations | $\tilde{\sigma} = 1.4$ analytic |
|-------------|------------|----------------------------------|---------------------------------|----------------------------------|---------------------------------|
| (10)        | 0.184 ± 0.003 | 0.170                            | 0.238 ± 0.009                   | 0.218                            |
| (11)        | 0.256 ± 0.013 | 0.242                            | 0.475 ± 0.028                   | 0.532                            |

---

**Figure 2:** Normalized stiffness derived from the 2D Ising model. The normalized lattice constant is $\tilde{a} = 1$, and the normalized nearest-neighbor bond energies are $\tilde{J}_1 = \tilde{J}_2 = 1$. Top panel: $\tilde{\sigma} = 0$. Bottom panel: $\tilde{\sigma} = 1$. The color map is in log scale.
roughness of the convoluted continuum profile is decreased due to the elimination of the contribution of short wavelength modes. The convolution length scale therefore plays the role of a short-wavelength cutoff. As a consequence, the microscopic details of the models that appear at the length scale \( \sigma \gg a \) will be irrelevant for the convoluted roughness when \( \sigma \gg a \). Hence, the convoluted continuum profile and the convoluted simulation profile should be similar when \( \sigma \gg a \), and we should be able to use safely eq. (29) to any microscopic model when \( \sigma \gg a \). We therefore use eq. (29) to extract the stiffness from the measurement of the roughness of convoluted profiles.

In order to check this strategy, we have performed KMC simulations at equilibrium for two arbitrary chosen values of the bond energy ratio, \( \zeta = 0.7 \) and \( \zeta = 1.4 \). We use a 200 \( \times \) 200 square simulation box with periodic boundary conditions comprising bands along (10) or (11). We average the roughness over all interfaces in the simulation box, and over time at equilibrium. In appendix C we show simulation images and profile extractions together with the averaged roughness as a function of time (figs. 9 and 10).

A direct extraction of the stiffness using eq. (22) on the convoluted profile provides an inconsistent value of \( \bar{\bar{g}} \) that depends on \( \sigma \), as shown in figs. 7 and 8 in appendix C. However, the roughness extracted from eq. (29) is independent of \( \sigma \) and is also in fair agreement with the predictions of the previous section both for (10) and (11) interfaces. The use of eq. (29) then allows for a quantitative determination of the stiffness as summarized in table 1.

We therefore propose that this strategy should be relevant in experiments to determine the stiffness discarding the shortest scales, that could exhibit short-wavelength deviations from the continuum formula eq. (22). These deviations could either originate in system-dependent microscopic details of the physics of the interface, or on unavoidable distortions at the finest resolution scale in experimental images.

For illustrative purposes, in fig. 6b we show the effect of convolution, applied both on the solid island and the adatom cloud, on a general simulation frame. This allows to obtain a continuous density of adatoms which could be used for direct comparison with continuum models such as phase-field models [10, 14].

5. Optimal bond ratio for isotropy

Let us introduce the averaged line tension \( \langle \gamma \rangle \) with respect to the orientation \( \theta \):

\[
\langle \gamma(T, \zeta) \rangle = \frac{4}{\pi} \int_0^{\pi/4} d\theta \gamma(\theta).
\]

(30)

and its variance

\[
\nu^2(T, \zeta) = \frac{4}{\pi} \int_0^{\pi/4} d\theta \left( \gamma(\theta) - \langle \gamma \rangle \right)^2.
\]

(31)

The averages are taken up to \( \theta = \pi/4 \) due to symmetry.

We use the relative standard deviation of the line tension \( g(T, \zeta) = \nu / \langle \gamma \rangle \) to provide a measure of the anisotropy of the interface as a function of the temperature \( T \) and bond energy ratio \( \zeta \). Similarly, we define \( \bar{\bar{g}}(T, \zeta) \) for the relative standard deviation of the stiffness. In figs. 3 and 4 we show \( g \) and \( \bar{\bar{g}} \) as a function of \( \zeta \) and the normalized thermal energy \( k_BT \).

In fig. 3, we observe that \( g(\zeta_{\text{min}}) \) is of the order of 1% in the range of (normalized) temperatures that we have explored. The highest level of isotropy is reached at \( k_BT \approx 0.32 \) where \( g \approx 0.016\% \) at \( \zeta_{\text{min}} \approx 0.54 \).

The situation for the stiffness is different, with a more pronounced anisotropy. The most isotropic stiffness is reached again at a finite temperature \( k_BT \approx 0.35 \) and \( \zeta_{\text{min}} \approx 0.43 \) where \( \bar{\bar{g}} \approx 1.56\% \).

Figure 5 shows the value \( \zeta_{\text{min}} \) of the bond ratio that realizes the best degree of isotropy at a given temperature. The inset shows that the stiffness can exhibit a small anisotropy only in a narrow temperature range between \( k_BT \approx 0.3 \) and \( k_BT \approx 0.4 \). The line tension, instead, can have small anisotropy in the whole temperature range explored (the rel-
Figure 5: Bond energy ratios realizing the highest isotropy levels ($\zeta_{\text{min}}$) for line tension and stiffness, compared. The inset shows the correspondent relative standard deviation in log scale. The dip observed in the relative deviation associated to the stiffness at minimum (blue line) is around 2% and corresponds to the violet area in fig. 4. The relative standard deviation at minimum for the line tension is always below 1%.

Note that our model fails to describe the anisotropy at high temperatures close to the critical temperature. As discussed above, the smallest critical temperature is reached for $\zeta = 0$ at $k_B T_c(\zeta = 0) \approx 0.567$, while the critical temperature increases significantly for larger $\zeta$ (see for instance fig. 1b). Close to the critical temperature, a spurious sharp increase of the line tension anisotropy is seen in fig. 3. This increase is due to the fact that the line tension vanishes for some orientation before others in our model. Since our observed minima of the tension and stiffness anisotropy are far enough from the transition, these minima might not be a consequence of the spurious increase of the anisotropy at high temperature close to the transition. The accuracy of our results despite the SOS approximation is further supported by the good comparison to KMC simulations. Indeed, these simulations admit overhangs along the interface and are realized at a temperature closer to the transition (at $k_B T = 0.5$) than the minima (at $k_B T \approx 0.3$).

6. Discussion

The role of crystal anisotropy in the selection of growth patterns has been extensively studied in the literature [2, 8, 20]. A detailed analysis of the effect of stiffness and line tension on the nonequilibrium patterns is beyond the scope of this work. However, it is interesting to show at least qualitatively the effect of anisotropy on nonequilibrium patterns obtained within our KMC framework. In particular, in a diffusion driven regime ($\Delta < 0$) we expect that isotropic stiffness should produce seaweed structures (tip splitting regime) whilst anisotropy could select specific dendritic patterns [2, 16, 21]. While growth studies are usually performed with a constant supply of atoms far from the crystal, we consider here the case where an initial concentration larger from the equilibrium one is fixed in the initial conditions, leading to a transient growth. On the one hand, since all atoms that contribute to the growth process must be present in the initial configuration, a large simulation box with many atoms is needed. These conditions are computationally more demanding than the constant growth scenario. Moreover, a high initial number of adatoms must be present in the system in order to observe instabilities. On the other hand, this growth mode could be well suited to describe some systems of technological relevance such as segregation of graphene on Ni substrate, which is based on temperature driven growth from a given concentration of carbon atoms [28, 29].

We show in fig. 6c and fig. 6d growth patterns obtained by the KMC simulations at $k_B T = 0.3$. In the top panel we use the value $\zeta = \zeta_{\text{min}}(k_B T = 0.3) \approx 0.51$, which leads to the best degree of isotropy of the stiffness. In the bottom panel a higher value, $\zeta = 2 > \zeta_{\text{min}}$, was taken. As expected, the isotropic scenario produce seaweed patterns with the typical tip-splitting (see for instance fig. 2a in Ref. [2]), while an anisotropic stiffness leads to anisotropic dendrite-like patterns. The dendrite tips are oriented in the (10) direction, which corresponds to the direction of minimum stiffness [16, 22]. Videos of the full KMC simulations from which the frames used in fig. 6 were extracted are shown in the supplementary materials.

We chose to analyse 4-fold symmetry $J_x = J_y$ in this paper. In perspective, the KMC model here introduced is well suited to include the case $J_x \neq J_y$. This would allow one to address problems related to surface reconstruction where different rectangular-type lattice symmetries are adopted (e.g. Si(001) [17]). In addition, other type of lattice symmetries can be relevant for certain systems such as doped graphene [6].

7. Conclusions

Relating microscopic models to the macroscopic parameters of continuum models is a longstanding challenge for equilibrium and non-equilibrium interface dynamics. In this paper, we have established a quantitative relation between 2D monolayer islands with nearest and next-nearest-neighbor bonds, and the orientation dependent line tension and stiffness. This relation was checked by means of kinetic Monte Carlo simulations. In addition, we have proposed a method to extract the interface stiffness from simulations based on the convolution of the interface profile by a Gaussian kernel. This method could also be useful in the analysis of experimental data. Furthermore, we provide a quantitative estimate of the degree of anisotropy of line tension and stiffness as a function of temperature and second-nearest-neighbor to nearest-neighbor bond strength. Reaching a good isotropy is an important condition in order to test the predictions of continuum growth models, where anisotropy acts as a singu-
Figure 6: Panel a): Initial condition (circular island). Panel b): Example of the convolution of a simulation frame. Left: unprocessed image, yellow: monolayer, red: adatoms. Right: Same image convoluted using smoothing parameter $\hat{\sigma} = 2$ for the solid, and $\hat{\sigma} = 6$ for the adatoms. Panels c) and d): Growth patterns obtained at $\bar{J}_s = 0.3$ with nearest-neighbor bond energy $\bar{J}_1 = 1$ in a regime of fast attachment (kinetic constant $\bar{A} = -3.5$). The simulations are started with a circular seed (panel a)). The initial concentration of adatoms is $c = 0.15$ and the simulation box is $400 \times 400$. Time flows from left to right. Top: Bond ratio realizing best degree of stiffness isotropy, $\bar{\zeta}_{\text{max}}(\bar{k}_B T = 0.3) = 0.51$. Bottom: Higher bond ratio, $\bar{\zeta} = 2$. Other simulations parameters are: c) $\bar{E}_s = 1$; d) $\bar{E}_s = 3.5$; the images were convoluted with smoothing parameter $\hat{\sigma} = 2$.

We hope this work will contribute to partially fill the gap between the microscopic realm and continuous macroscopic theories and help to devise novel computer simulations approaches to the growth problem.
Appendix

A. Line tension and stiffness

In this section we discuss some useful relations connecting the interface free energy to the line tension and stiffness. Note that the solid 2D monolayer interface (or in the Ising picture, the boundary between regions of opposite spins) is a one-dimensional function. The interface position is indicated by $h(x)$, where in the discrete limit $x = ia$ with $i$ an index running on the grid and $a$ the lattice constant. The free energy of a step is defined as

$$F[h] = \int ds \gamma(\theta) = \int \sqrt{1 + (\partial_x h)^2} \, dx \gamma(\theta), \quad (32)$$

with $s$ the arclength along the step (or in the Ising picture, along the phase boundary). Expanding around a reference orientation, $\theta_0$ with $F[h, \theta = \theta_0] = F_0$, and considering the total free energy cost up to quadratic order we obtain

$$F[h] - F_0 \approx \int dx \frac{\bar{\gamma}}{2}(\partial_x h)^2, \quad (33)$$

where we introduce the stiffness $\bar{\gamma}(\theta) = \gamma(\theta) + \gamma''(\theta)$.

Let us now relate eq. (32) to the slope $p = \tan \theta = \partial_x h$. Considering the free energy density per length $f(p) = F(p)/L$, for a uniform slope we have

$$L f(p) = \int_0^L dx \gamma(\theta) \sqrt{1 + p^2} = L \bar{\gamma}(\theta) \sqrt{1 + p^2}, \quad (34)$$

where we have used that $ds = \sqrt{1 + (dy/dx)^2} \, dx = \sqrt{1 + p^2} \, dx$. It follows that the line tension is related to $f(p)$ by

$$\gamma(\theta) = \frac{f(p)}{\sqrt{1 + p^2}} = f(p) \cos \theta. \quad (35)$$

Using the definition of stiffness and that $\partial_{\theta} p = 1 + p^2$, by deriving the above relation we also obtain a general expression of the stiffness in terms of the free energy per unit length as a function of the slope:

$$\bar{\gamma}(\theta) = \frac{f''(p)}{\cos^3 \theta}. \quad (36)$$

B. 2D Ising model

Within the solid-on-solid (SOS) approximation, to our knowledge, the calculation of the interface free energy for arbitrary orientations with NN and NNN bonds was first carried out in Ref. [24]. In the following, we show an alternative derivation. We start this section by introducing some useful relations and explicitly computing the partition function. The main results of this section are eqs. (18) and (19) of the main text.

As discussed in the main text the partition function is given by

$$Z = z_0^N, \quad (37)$$

where $N = L/a$ with $L$ the size of the step and $a$ the lattice constant, and

$$z_0 = \sum_{m=-\infty}^{\infty} e^{-E(m)/(k_B T)}, \quad (38)$$

the marginalized partition function. The energy per site is given by

$$E(n) = J_y/2 + J_z + |n| J_x/2 + (|n| - 1)(1 - \delta_n)J_2 - H_n,$$

$$= J_y/2 + |n| J_x/2 + (|n| + \delta_n)J_2 - H_n. \quad (39)$$

From eq. (38) we can compute the average slope,

$$\langle p \rangle_{eq} = \frac{1}{L} \sum_{n=1}^{N} \langle a_n \rangle_{eq} = \frac{a}{Na} \sum_{i=1}^{N} \langle n_i \rangle_{eq} = \frac{N}{N} \langle n \rangle_{eq}$$

$$= \frac{1}{Z} \sum_{i=1}^{N} n_i \prod_{i=1}^{N} e^{-E(n_i)/(k_B T)}.$$  

where $i = 1, \ldots, N$ and the sum is taken over all possible sites $i$ and values of $n_i$. We can thus marginalize over all sites $k \neq i$ so that we obtain

$$\langle p \rangle_{eq} = \frac{1}{z_0} \sum_{n=0}^{\infty} n e^{-E(n)/(k_B T)}.$$

(40)

The above relation exploiting the proportionality between $n$ and $H_i$ in eq. (39), can be rewritten as

$$\langle p \rangle_{eq} = k_B T \partial_{H_i} \ln z_0. \quad (42)$$

In the following, let us drop the ensemble average symbol on $p$.

As discussed in appendix A we need an expression for the free energy per unit length as a function of the slope, $f(p) = F(p)/L$. In principle, from the partition function $Z$, we can compute $F = -k_B T \ln Z$. Observe that this will be a function of the Hamiltonian parameters and the temperature, $F = F(J_x, J_y, J_z, H_i, T)$. We hereby focus on the dependence to the tilting field, $H_i$. To move from $F(H_i)$ to $F(p)$, following [19], we start by noticing that $F(p)$ can be expressed by the Legendre transform

$$F(p) = \tilde{F}(H_i) - H_i \partial_{H_i} \tilde{F}(H_i). \quad (43)$$

Since $\tilde{F}'(H_i) = -L/a p$, and using the definition of $f = F/L$, we have

$$f(p) = \tilde{F}(H_i) + \frac{1}{a} p H_i. \quad (44)$$

Finally, a last useful relation is obtained by deriving twice the above:

$$f''(p) = \frac{1}{a} \partial_{p} H_i. \quad (45)$$

where again we used $\tilde{F}'(H_i) = -p/a$. Admitting that we know the relation between $p$ and $H_i$, as discussed below,
Using eq. (42), we take the derivative of eq. (47) with respect to $H_t$. Substituting $E(n)$ of eq. (39), we have

$$z_0 = e^{-J_x/(2k_BT)} \sum_{n=0}^{\infty} e^{-J_y/(2k_BT)}[e^{-J_z/(2k_BT)} - 1 + e^{-J_z/(2k_BT)}]$$

$$= e^{-J_x/(2k_BT)} \sum_{n=0}^{\infty} e^{-J_y/(2k_BT)}[1 + e^{-J_z/(2k_BT)} - 1 + e^{-J_z/(2k_BT)} - 1 + e^{-J_z/(2k_BT)}]$$

$$= e^{-J_x/(2k_BT)} \left[ e^{-J_y/(2k_BT)} - 2 + 1 \right]$$

(46)

where we used the geometric series sum $\sum_{n=0}^{\infty} r^n = 1/(1-r)$ since $|r| < 1$. The above expression can be rewritten in a more compact way as

$$z_0 = e^{-J_y/(2k_BT)} \left[ 1 + e^{-J_z/(2k_BT)} \right]$$

$$\times \frac{2 \cosh(H_x/k_BT) - 2\alpha}{1 - 2\alpha \cosh(H_x/k_BT) + \alpha^2},$$

(47)

where we introduced the term $a = e^{-(J_y/2 + J_z)/2k_BT}$. From the above equation we determine the free energy as a function of the tilting field (eq. (18) of the main text):

$$f(H_t) = \frac{1}{a} - J_y + J_z - \frac{k_BT}{a}$$

$$\times \ln \left[ 1 + e^{-J_z/(2k_BT)} \right]$$

$$\times \left[ 2 \cosh(H_x/k_BT) - 2\alpha \right]$$

$$\times \frac{1}{1 - 2\alpha \cosh(H_x/k_BT) + \alpha^2}.$$

Using eq. (42), we take the derivative of eq. (47) with respect to $H_t$, and obtain eq. (19) of the main text:

$$\rho = \frac{2 \sinh(H_x/k_BT) (1 - \alpha^2)}{1 - 2\alpha \cosh(H_x/k_BT) + \alpha^2}$$

$$\times \left[ e^{-J_z/(2k_BT)} (1 - 2\alpha \cosh(H_x/k_BT) + \alpha^2) \right]^{-1}.$$

As discussed in the main text, this equation can be inverted using root finding methods. In this work we employed the python SciPy implementation of the Newton-Raphson method [27]. Approximate explicit analytic solutions can be derived in the limit of $T \ll T_c$ [23, 24]. Solutions are also available in limit scenarios, such as $\theta = 0$ and/or $J_z = 0$ (only NN interactions) [19, 18, 19, 30, 31]. Finally, a noteworthy regime is that of small fluctuations limit around the (10) orientation ($n \in [-1, 0, 1]$) [19], where the contribution of NNN vanishes.

Figure 7: Bias in the estimate of the stiffness (eq. (29) in the main text) as a function of the normalized smoothing parameter $\sigma$. The simulation box is of size $L = 200$. Blue line: (10) step; Orange line: (11) step.

Figure 8: Stiffness as obtained by analytical calculations and KMC simulations at $k_BT = 0.5$ for the directions $\theta = 0$ (10) (top panel) and $\theta = \pi/4$ (11) (bottom panel), and for two values of the bond ratio $\zeta$, as a function of the normalized smoothing parameter $\sigma$. We also show (red and yellow dots) results for eq. (22) not accounting for the correction term $S(\sigma/l)$ of eq. (29). The simulation box is $L = 200$. 
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Figure 9: Normalized roughness of a (10) interface as a function of the normalized physical time, averaged over $n = 12$ simulations for $\zeta = 0.7$, $k_B T = 0.5$, and using a smoothing parameter $\bar{\sigma} = 6$. Each simulation contains three parallel bands. The shaded gray area represents the variance, the red line shows the time average taken from the asymptotic dynamics.

B.1. Comparison to previous results

To our knowledge, the first and only work providing a general expression for the orientation dependent free energy with second-nearest neighbors in the SOS approximation is Ref. [24] (later re-discussed by the same authors in Ref. [23]). In that paper the step free energy and equilibrium slope were obtained with a different derivation (using a constrained partition function and the saddle point approximation) but are completely equivalent to our expressions. Indeed, the saddle point, $\rho_0$, plays the role of our (normalized) tilting field, $H_t/(k_B T)$. Recognizing that our free energy per unit length as a function of the tilting field $f(H_t)$ corresponds to their $g(\rho_0)/a$, and using that (left hand side, Ref. [24]) $H = \epsilon_k/(k_B T)$, $V = J_x/(2k_B T)$, $D = U = J_y/(2k_B T)$, $S = H + 2D = J_x/(2k_B T) + J_y/(k_B T)$ so that $a = \exp(-S)$, eqs. 10 and A2 of Ref. [24] correspond to eqs. (18) and (19) derived in this paper, respectively.

C. Link between stiffness and roughness

In this appendix, we compare the stiffness obtained from simulations to the analytic predictions. Simulations parameters are: $\bar{L} = 200$, $k_B T = 0.1$, and $\bar{E}_s = 1.5$. In fig. 7 we show the discrepancy, $(1 - S(\sigma/l))$, between the standard relation linking roughness and stiffness in eq. (22), and eq. (29) which accounts for the finite resolution of the observed interface. The term $S(\sigma/l)$ accounts for the decrease of the measured roughness due to the cut-off of short wavelength modes induced by the smoothing parameter (convolution length) $\sigma$. We point out that this type of bias could be a source of error in experiments where the resolution is finite, if the correct relation, eq. (29), was not used. However, as observed in the figure, the bias also reduces as the step length increases. In fig. 8 we show the stiffness as obtained by simulations compared to the analytic prediction from the 2D Ising lattice calculations. To further illustrate the importance of the correction $S(\sigma/l)$ to eq. (22), we also display raw results without the application of $S(\sigma/l)$. Apart from a poor comparison to the analytic predictions (dashed lines), these raw results also depend on $\sigma$.

Finally in figs. 9 and 10, we illustrate the procedure followed to extract the roughness from KMC simulations. To measure the roughness along (11) we simulated periodic parallel bands rotated at $\theta = 45^\circ$. The profile is then extracted performing a $45^\circ$ rotation of the images and using the same routine employed on the (10) facet to extract the solid interface.

Figure 10: Example of typical simulation images used to extract the roughness of the interface. These images are obtained after a Gaussian convolution at $\bar{\sigma} = 4$ and the simulation box is $200 \times 200$. The interface position (black line) is extracted from a homemade python script which finds the position of the 1/2 level set. Top panel: (10) orientation. Bottom panel, b): (11) orientation; c): Interface profile extracted after rotating b) by $\theta = 45^\circ$. 
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