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Abstract
Given two-dimensional Riemannian manifolds $\mathcal{M}, \mathcal{N}$, we prove a lower bound on the distortion of embeddings $\mathcal{M} \rightarrow \mathcal{N}$, in terms of the areas’ discrepancy $V_{\mathcal{N}}/V_{\mathcal{M}}$, for a certain class of distortion functionals. For $V_{\mathcal{N}}/V_{\mathcal{M}} \geq 1/4$, homotheties, provided they exist, are the unique energy minimizing maps attaining the bound, while for $V_{\mathcal{N}}/V_{\mathcal{M}} \leq 1/4$, there are non-homothetic minimizers. We characterize the maps attaining the bound, and construct explicit non-homothetic minimizers between disks. We then prove stability results for the two regimes. We end by analyzing other families of distortion functionals. In particular we characterize a family of functionals where no phase transition in the minimizers occurs; homotheties are the energy minimizers for all values of $V_{\mathcal{N}}/V_{\mathcal{M}}$, provided they exist.
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1 Introduction

1.1 Setting

Let $M, N$ be connected, compact, oriented smooth 2-dimensional Riemannian manifolds (possibly with Lipschitz boundaries) having areas $V_M, V_N$. Suppose that $V_N \leq V_M$. We consider the following general question:

How to embed $M$ in $N$ with minimal distortion?

Let $\text{Lip}^\text{inj}_+(M, N)$ be the space of injective almost everywhere Lipschitz maps $M \to N$ having almost everywhere non-negative Jacobian. By injective a.e. we mean that $|f^{-1}(q)| \leq 1$ for a.e. $q \in N$. We consider various distortion functionals $E : \text{Lip}^\text{inj}_+(M, N) \to [0, \infty)$ and provide lower bounds on $E$ in terms of the discrepancy between $V_M, V_N$. Intuitively, such a bound must exist since squeezing a domain into a smaller domain must carry distortion.

The functional $E$ is required to satisfy $E(\phi) = 0$ if and only if $\phi$ is an orientation-preserving isometric immersion. We assume that $E(\phi) = \int_M W(d\phi) \text{Vol}_g$, where $W \geq 0$ is some non-negative energy density and $\text{Vol}_g$ is the Riemannian volume form of $M$. Set

$$E_{M,N} = \inf_{\phi \in \text{Lip}^\text{inj}_+(M, N)} E(\phi).$$

(1.1)

This minimization problem is motivated by the theory of incompatible elasticity, which is a branch of elasticity concerned with bodies that do not have a stress-free reference configuration (see, e.g., [1–5]). Such bodies are typically modelled as Riemannian manifolds $(M, g)$, with the ambient space being another manifold $(N, h)$. The physical context of the present problem is that of “confinement” where the elastic body is constrained within some ambient environment.

As a first example, consider the case where $M = \Omega \subseteq \mathbb{R}^2, N = \mathbb{R}^2$. Then $\phi : \Omega \to \mathbb{R}^2$ is a map between flat spaces and $W : M_2 \to \mathbb{R}$, where $M_2$ is the space of real $2 \times 2$
matrices. We assume that $W$ is bi-$SO_2$ invariant, i.e., $W(RA) = W(A) = W(A)$ for every $R \in SO_2$; this implies that $W$ is a function of the singular values of its argument. For the most part of this work, we assume the prototypical energy density $W_p(A) := \text{dist}^p(A, SO_2)$ where $\text{dist}(., SO_2)$ is the Euclidean distance from $SO_2$. This energy density can be defined similarly for mappings between Riemannian manifolds: Denote by $g, h$ the metrics on $M, N$ respectively. $SO_2$ is replaced by $SO(g, h)$—the set of orientation preserving isometric linear maps $T_xM \to T_xN$. Given $\phi : M \to N, x \in M$, set $SO(g, \phi^*h)_x := SO(g_x, h_{\phi(x)})$; the Riemannian metrics on $M, N$ induce an inner-product on $\text{Hom}(T_xM, T_{\phi(x)}N)$. We measure the distance of $d\phi_x$ from $SO(g, \phi^*h)_x$ using the distance induced by this inner product. Define

$$E_p(\phi) = \int_M W_p(d\phi) \text{Vol}_g, \quad \text{where } W_p(d\phi) = \text{dist}^p(d\phi, SO(g, \phi^*h)),$$

where $\int$ denotes the integral divided by the volume of $M$. For convenience, we may write $SO_2$ instead of $SO(g, \phi^*h)$, even when referring to the manifold case.

A natural question is whether $E_{M,N}$ is attained, and if it does, to characterize the energy minimizing maps. Since $W^p(A) = \text{dist}^p(A, SO_2)$ is not quasiconvex (see [6] or [7]), it is not clear a-priori that minimizers exist.

Note that non-injective maps may have lower energy than injective maps: e.g. an isometric immersion from a circle of radius 2 into a circle of radius 1 has zero energy, even though there is a discrepancy between the lengths. Thus length discrepancy alone cannot be used to construct a lower bound on the energy of non-injective maps. Higher dimensional examples can be obtained analogously.

A particular case of interest is where $N$ is a smaller scaled copy of $M$. Recall that $\phi : (M, g) \to (N, h)$ is called a homothety if $\phi^*h = \lambda^2g$ for some constant $\lambda > 0$. Equivalently:

$$h_{\phi(p)}(d\phi_p(v), d\phi_p(w)) = \lambda^2 g_p(v, w) \quad \text{for every } p \in M \text{ and } v, w \in T_pM.$$

We say that $M, N$ are homothetic if there exists an orientation-preserving diffeomorphism $\phi : M \to N$ which is a homothety. If $\phi^*h = \lambda^2g$, we denote $M = \lambda N$. Note that every Lipschitz homothety is smooth: If $\phi \in W^{1,\infty}(M; N)$ satisfies $d\phi \in \lambda SO(g, \phi^*h)$ a.e. then $\phi \in C^{\infty}$ (see e.g. [8–11]). Two homothetic surfaces $M, N = \lambda M$ have the same geometry up to the scale $\lambda$. One might conjecture that in that case the minimizers of $E_p$ are the homotheties. Surprisingly, this is not always the case.

Notation: From this point forward, we omit $\text{Vol}_g$ from all integrals, i.e. we denote $\int_M f \text{Vol}_g$ by $\int_M f$.

### 1.2 Energy bounds and exact minimizers

To formulate our main theorem, we introduce the following notation: Given $A \in M_2$, we denote by $\sigma_1(A), \sigma_2(A)$ its singular values. Set

$$K = \{ A \in M_2 \mid \det A \geq 0, \, \sigma_1(A) + \sigma_2(A) = 1 \}.$$

By the AM-GM inequality $\sigma_1(A) + \sigma_2(A) = 1$ implies $\det A \leq 1/4$; for $0 \leq s \leq 1/4$ set

$$K_s = \{ A \in K \mid \det A = s \}.$$

Singular values are defined for linear maps between inner product spaces; for $\phi : M \to N$, we write $d\phi \in K$ a.e. if $d\phi_p \in K$ for almost every $p \in M$; $d\phi_p$ is a map $T_pM \to T_{\phi(p)}N$, so the metrics on $M, N$ are implicitly involved in the definition.
Define $F : [0, \infty) \rightarrow \mathbb{R}$ by

$$F(s) = \begin{cases} 1 - 2s, & \text{if } 0 \leq s \leq \frac{1}{4} \\ 2(\sqrt{s} - 1)^2, & \text{if } s \geq \frac{1}{4} \end{cases}$$

(1.3)

Our main results are the following:

**Theorem 1.1** Let $p \geq 2$. For every $\phi \in \text{Lip}_{\text{inj}}^+(M, N)$

$$E_p(\phi) \geq F^{p/2} \left( \frac{V_{\phi(M)}}{V_M} \right).$$

(1.4)

If $V_{\phi(M)}/V_M \geq 1/4$ equality holds if and only if $\phi$ is a homothety.
If $V_{\phi(M)}/V_M \leq 1/4$ and $p = 2$, equality holds if and only if $d\phi \in K$ a.e.
If $V_{\phi(M)}/V_M \leq 1/4$ and $p > 2$, equality holds if and only if $d\phi \in K_{V_{\phi(M)}/V_M}$ a.e.

We have required $p \geq 2$, since our analysis relies on the convexity of $F^{p/2}$, which is not valid for $p < 2$. We expect the convex envelope of $F^{p/2}$ to play a role in the analysis for $1 \leq p < 2$, which we leave for future works.

**Corollary 1.2** If $V_N \leq V_M$, then $E_p(\phi) \geq F^{p/2} (V_N/V_M)$, with equality if and only if $\phi$ is surjective and satisfies the conditions above. In particular, if there exists a bijection with the required properties, it is energy-minimizing.

When squeezing a body into a smaller environment, it might seem profitable to use all the space given. This heuristic does not always apply, however—one can add a very thin “neck” to $N$ while barely changing its area; there is no reason for an optimal embedding to fill in this neck. It is therefore an interesting question to characterize when there exists a surjective minimizer, and when all minimizers are surjective.

**Corollary 1.3** If $M, N$ are homothetic, and $V_N/V_M \geq 1/4$, then the homotheties are the unique energy minimizers.

Let $M, N$ be homothetic, $V_N/V_M \geq 1/4$; by Corollary 1.3 there exists a unique energy minimizing diffeomorphism up to a composition with an isometry. We shall see that this is not always the case when $V_N/V_M < 1/4$.

Suppose that $V_N/V_M < 1/4$. For $p > 2$ the minimizers attaining the bound $F^{p/2} (V_N/V_M)$ lie in $K_s$. The well $K_s$ is flexible—it contains many non-affine smooth maps, see [12]. Thus the minimizers in the regime $V_N/V_M < 1/4$ have more flexibility compared to the rigid homothetic case when $V_N/V_M \geq 1/4$.

A natural question is whether the bound $F^{p/2}(V_N/V_M)$ is attained for every $M, N$ satisfying $V_N/V_M < 1/4$. Among smooth maps this is not always the case—there is a topological obstruction. If we take $N = \lambda M$, $M$ a closed surface, then the existence of a map $\phi \in C^1(M, N)$ with $d\phi \in K_{V_N/V_M}$ implies that $M$ is diffeomorphic to a torus, see [13]. Moreover, for some metrics on the torus, a discretization of the admissible singular values (which in turn corresponds to a discretization of the admissible compressions ratios $\lambda$) may happen; see e.g. [14] for the flat torus.
Concrete example Consider the case when $\mathcal{M}, \mathcal{N} = \lambda \mathcal{M}$ are disks and $0 < \lambda \leq 1/2$. We prove the following:

**Proposition 1.4** Let $0 < \lambda \leq 1/2$, and let $\mathcal{D} \subseteq \mathbb{R}^2$ be the closed unit disk. Denote by $\mathcal{D}^o = \mathcal{D} \setminus \{0\}$ the disk with the origin removed. Then for any $p \geq 2$,

$$E_{\mathcal{D}^o, \lambda \mathcal{D}^o} = \min_{\phi \in \text{Lip}_+^{inj}(\mathcal{D}^o, \lambda \mathcal{D}^o)} E_p(\phi) = F^{p/2}(\lambda^2)$$

is realized by a smooth diffeomorphism.

Let $\text{Diff}(\mathcal{M}, \mathcal{N})$ be the set of orientation-preserving smooth diffeomorphisms $\mathcal{M} \rightarrow \mathcal{N}$. Through approximation one deduces from Proposition 1.4 that

$$E_{\mathcal{D}, \lambda \mathcal{D}} = \inf_{\phi \in \text{Diff}(\mathcal{D}, \lambda \mathcal{D})} E_p(\phi) = F^{p/2}(\lambda^2). \quad (1.5)$$

Note that this is a statement about complete disks. It is an interesting question whether this infimum is attained. The following proposition answers it affirmatively for $p = 2$.

**Proposition 1.5** Let $0 < \lambda < 1/2$, and let $\mathcal{D} \subseteq \mathbb{R}^2$ be as above. Then

$$\min_{\phi \in \text{Diff}(\mathcal{D}, \lambda \mathcal{D})} E_2(\phi) = F(\lambda^2),$$

and there exists an infinite-dimensional family of energy-minimizing diffeomorphisms.

Let $\lambda < 1/2$; for $p > 2$ minimizers have constant singular values, whereas for $p = 2$ only the sum of their singular values is constant. This additional freedom enables us to construct smooth minimizers between complete disks for $p = 2$; we do not know whether this is possible for $p > 2$. We also do not know whether the minimizers $\mathcal{D}^o \rightarrow \mathcal{D}^o$ attaining the bound $F^{p/2}(\frac{V_N}{V_M})$ for $p > 2$ are unique. (In the proof of Proposition 1.4 we construct one minimizer for each value of $p$.)

**Symmetry breaking and connection to physics** For $\lambda \geq 1/2$ the minimizers $\mathcal{D} \rightarrow \lambda \mathcal{D}$ are radially-symmetric, given by $(r, \theta) \mapsto (\psi(r), \theta)$, whereas for $\lambda < 1/2$ there are no radially-symmetric minimizers (see Sect. 2.3.4); at a certain threshold of compression, the radially-symmetric maps stop being minimizers. This symmetry breaking resembles physical phenomena observed in metamaterials under compression.

One example—a “holes experiment”—is described in [15, figure 5]. Another example was demonstrated experimentally in [16]; As a result of applying isotropic pressure on a ball (a polydimethylsiloxane-coated elastomer), a wrinkling pattern on the boundary occurs. These phenomena are a byproduct of the competition between two energy terms—stretching and bending.

In contrast, the analysis in the current work suggests that a “bulk” symmetry breaking may occur as a byproduct of pressure with stretching energy alone (no bending). It is an interesting question whether such a phase transition can be observed experimentally. The transition presented here occurs at compression ratio $\lambda = 1/2$, which might seem unrealistic, since after such a large compression the material would no longer remain elastic. The precise value of $1/2$, however, is model-dependent; it might be possible that for some materials, the ratio is closer to 1 and thus more realistic (see also the comment below Theorem 1.10.)

**The well K and critical points** Theorem 1.1 singles out maps $\phi \in \text{Lip}_+^{inj}(\mathcal{M}, \mathcal{N})$ with $d\phi \in K$ as energy minimizing maps. It is therefore natural to wonder whether there is any direct
connection between the well $K$ and critical points of the energy $E_p$. The next result clarifies this:

**Proposition 1.6** Let $\phi \in C^2(\mathcal{M}, \mathcal{N})$ with $J\phi > 0$ and $d\phi \in K$. Then $\phi$ is a critical point of $E_2$, and it is a critical point of $E_p$ for $p \neq 2$ if and only if its singular values are constant.

d$\phi \in K$ implies $J\phi \geq 0$; we required here $J\phi > 0$ since the integrand of $E_p$ is smooth only when restricted to invertible matrices.

Another context where the well $K$ arises is the following:

**Proposition 1.7** Let $\Omega \subseteq \mathbb{R}^2$ be an open connected domain, and let $\phi \in C^2(\Omega, \mathbb{R}^2)$ have constant singular values. Suppose that $\phi$ is $E_p$ critical for some $p \geq 1$. Then $\phi$ is either affine or satisfies $d\phi \in K$.

Due to Proposition 1.7, when looking for critical maps between Euclidean spaces having constant singular values, one is naturally led to study maps in the well $K$. We do not know whether Proposition 1.7 holds for maps between arbitrary surfaces.

We prove propositions 1.6 and 1.7 by establishing an alternative characterization of the well $K$ (see Proposition 4.1). We deduce from this characterization that the solutions to the Euler–Lagrange equation of $E_p$ do not have to be $C^1$, even in the Euclidean case.

### 1.3 Rigidity

A natural question is the nature of minimizing sequences, $\phi_n \in \text{Lip}_{\text{inj}}^+ (\mathcal{M}, \mathcal{N})$ satisfying $E_p(\phi_n) \to \inf E_p$. We treat the case of $p = 2$, and distinguish between the cases of $V_{\mathcal{N}}/V_{\mathcal{M}} < 1/4$ and $V_{\mathcal{N}}/V_{\mathcal{M}} > 1/4$; the flexibility of minimizing sequences is quite different between these two cases.

#### 1.3.1 Rigidity for $1/4 < V_{\mathcal{N}}/V_{\mathcal{M}} \leq 1$

Assume that $1/4 < V_{\mathcal{N}}/V_{\mathcal{M}} \leq 1$. By Theorem 1.1, $E_2(\phi) \geq F(V_{\mathcal{N}}/V_{\mathcal{M}})$ and equality holds if and only if $\phi$ is a bijective homothety. The following result is an asymptotic version of Theorem 1.1:

**Theorem 1.8** Let $\mathcal{M}, \mathcal{N} \subseteq \mathbb{R}^2$ be open, bounded sets with Lipschitz boundaries. Suppose that $1/4 < V_{\mathcal{N}}/V_{\mathcal{M}} \leq 1$. Let $\phi_n \in \text{Lip}_{\text{inj}}^+ (\mathcal{M}, \mathcal{N})$ and assume that $E_2(\phi_n) \to F(V_{\mathcal{N}}/V_{\mathcal{M}})$. Then $\phi_n$ has a subsequence converging strongly in $W^{1,2}(\mathcal{M}, \mathcal{N})$ to a smooth surjective homothety $\phi \in \text{Lip}_{\text{inj}}^+ (\mathcal{M}, \mathcal{N})$ with Jacobian $J\phi = V_{\mathcal{N}}/V_{\mathcal{M}}$, which is injective on $\mathcal{M}^0$ and satisfies $\phi(\mathcal{M}^0) \subseteq \mathcal{N}^0$. If $\phi_n(\partial \mathcal{M}) \subset \partial \mathcal{N}$, then $\phi$ is injective on $\mathcal{M}$, and if $\partial \mathcal{M}, \partial \mathcal{N}$ are smooth, then $\phi$ is smooth up to the boundary, and is a bijective diffeomorphic homothety.

The assumption $\phi_n(\partial \mathcal{M}) \subset \partial \mathcal{N}$ cannot be dropped. Take for example $\mathcal{M} = [-1, 1]^2$, and let $\mathcal{N} = \mathcal{M}/\sim$ be the flat 2-torus with $\sim$ the standard equivalence relation. Then $\phi_n : \mathcal{M} \to \mathcal{N}$ given by $\phi_n(x) = (1 - 1/n)x$ are injective and satisfy all the other conditions, but converge uniformly to the quotient map $\pi : \mathcal{M} \to \mathcal{N}$, which is obviously not an isometry but merely an isometric immersion.

Theorem 1.8 states that if the infimal energy is that of a homothety, then any minimizing sequence converges to a homothety. In particular, there exists a homothety between $\mathcal{M}$ and $\mathcal{N}$. (Note that we do not assume a-priori that $\mathcal{M}, \mathcal{N}$ are homothetic.) This result is analogous to a classical result of Reshetnyak [17]:
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Let $\Omega \subset \mathbb{R}^d$ be an open, connected, bounded domain, $1 \leq p < \infty$. If $\phi_n \in W^{1,p}(\Omega; \mathbb{R}^d)$ satisfy $\int_{\Omega} \phi_n \, dx = 0$ and $\operatorname{dist}(d\phi_n, \operatorname{SO}_d) \to 0$ in $L^p(\Omega)$, then $\phi_n$ has a subsequence converging strongly in $W^{1,p}(\Omega; \mathbb{R}^d)$ to an isometric mapping.

Reshetnyak’s theorem was generalized to mappings between manifolds in [11]. Reshetnyak’s theorem states that a sequence of mappings whose $p$-energy tends to that of an isometry, converges (modulo a subsequence) to an isometric immersion. Theorem 1.8 is the analogous result obtained by replacing “isometry” with “homothety”.

Note that we restricted Theorem 1.8 to Euclidean domains. Most of the proof holds as is for arbitrary surfaces; however, there is a key element which holds only for Euclidean domains; it is the so-called “higher integrability property of determinants”, which states that if $\phi_n \to \phi$ in $W^{1,2}(M, N)$ and $J\phi_n \geq 0$, then $J\phi_n \to J\phi$ in $L^1(K)$ for any compact $K \subset M^\circ$, see [18]. This statement does not hold between manifolds; for example, there is a sequence of conformal diffeomorphisms of the sphere $\mathbb{S}^2$, which converges in $W^{1,2}$ to a constant. (see e.g. [19, p. 415], or [20]). Generalizing Theorem 1.8 to general surfaces is an interesting problem left for future works. (For reasons of brevity we treated here stability only for the case $p = 2$; we expect a similar result should hold for $p > 2$.)

In Theorem 1.8 we required $V_N/V_M > 1/4$. When $V_N/V_M = 1/4$ there may be minimizing sequences which do not converge to homotheties: e.g., when $M, N$ are Euclidean disks, take any minimizer for the problem $M \to \lambda_n M$, where $\lambda_n \nearrow 1/2$ and scale it by $1/(2\lambda_n)$.

### 1.3.2 Rigidity for $V_N/V_M \leq 1/4$

Assume that $V_{\phi(M)}/V_M \leq 1/4$. By Theorem 1.1, $E_2(\phi) \geq F(V_{\phi(M)}/V_M)$ and equality holds if and only if $d\phi \in K$. Similarly, if $V_N/V_M \leq 1/4$, then by Corollary 1.2, $E_2(\phi) \geq F(V_N/V_M)$ and equality holds if and only if $d\phi \in K$ and $\phi$ is surjective. The following rigidity estimate is a quantitative sharpening of these statements.

**Theorem 1.9** Let $\phi \in \operatorname{Lip}_+^\operatorname{inj}(M, N)$. Suppose that $V_{\phi(M)}/V_M \leq 1/4$. Then

$$\int_M \operatorname{dist}^2(d\phi, K) \leq E_2(\phi) - F\left(\frac{V_{\phi(M)}}{V_M}\right) \leq 2\int_M \operatorname{dist}^2(d\phi, K). \quad (1.6)$$

Furthermore, if $V_N/V_M \leq 1/4$ then

$$\int_M \operatorname{dist}^2(d\phi, K) + \frac{2(V_N - V_{\phi(M)})}{V_M} \leq E_2(\phi) - F\left(\frac{V_N}{V_M}\right) \leq 2\int_M \operatorname{dist}^2(d\phi, K) + \frac{2(V_N - V_{\phi(M)})}{V_M}. \quad (1.7)$$

Thus $\lim_{n \to \infty} E_2(\phi_n) = F(V_N/V_M)$ if and only if $V_{\phi_n(M)} \to V_N$ and $\operatorname{dist}(d\phi_n, K)$ converges to $0$ in $L^2$.

Equation (1.6) has an interesting interpretation: Minimizing $E_2$ roughly means “get as close as you can to the SO₂-well”; Equation (1.6) implies that when adding a constraint on the areas ($V_{\phi(M)}/V_M \leq 1/4$), and trying to approach the value $F(V_{\phi(M)}/V_M)$, we get an equivalent problem of getting close to a different well—the well $K$. So,

$$\text{(SO₂-well problem) + (area constraint) \simeq (K-well problem).}$$


1.4 Other distortion functionals

A natural question is whether the occurrence of phase transitions depends on the functional $E$. We demonstrate that indeed, it depends crucially on properties of the energy density $W$.

Here is the setting:

Let $f : (0, \infty) \to [0, \infty)$ be a continuous function satisfying $f(1) = 0$, which is strictly increasing on $[1, \infty)$, and strictly decreasing on $(0, 1]$. We think of $f$ as a cost function measuring how much $x$ deviates from 1. Every such $f$ induces a functional $E_f : \text{Lip}_+(M, N) \to [0, \infty]$ by

$$E_f(\phi) = \int_M f(\sigma_1(d\phi)) + f(\sigma_2(d\phi)).$$

(1.8)

The energy density $W = f(\sigma_1) + f(\sigma_2)$ incorporates as a special case Ogden-like materials whose energy density is given by $f(x) = \sum_{k=1}^N a_k (x^{a_k} - 1)$ (see e.g. [21, p. 189]). The energy $E_2$ is recovered as a special case by setting $f(x) = (x - 1)^2$.

This setting does not cover the case of $E_p$ for $p > 2$; however, it covers the classical $p = 2$ case as well as other natural examples (see Sect. 5.3.1). It is not hard to generalise the analysis to functionals of the form

$$E_g(\phi) = \int_M g(\sigma_1(d\phi), \sigma_2(d\phi)),$$

where $g$ does not necessarily decompose into an additive sum of contributions from the singular values (this is the most general form of a bi-SO$^2$ invariant density.)

For the class of energies (1.8), we have two main results. The first is that homotheties are always energy minimizing when compressing by a small amount: If $\lambda$ is sufficiently close to 1, then the energy minimizing maps $M \to \lambda M$ are the homotheties.

Our second result singles out a large family of cost functions $f$, for which no phase transition occurs; the homotheties, if exist, remain the energy minimizers for any degree of compression.

To state our results, we define the auxiliary function

$$F_f(s) = \min_{xy = s, x, y > 0} f(x) + f(y), \quad \text{for } s \in (0, \infty).$$

(1.9)

When $f(x) = (x - 1)^2$ this definition of $F_f$ agrees with Definition (1.3).

A function which is $k$-times differentiable at $x_0$ is called flat at $x_0$ if all its derivatives vanish at $x_0$. If a function is not flat at a local minimum, then it is strictly convex in some neighbourhood of that minimum.

Our first result is the following:

**Theorem 1.10** Suppose that $f$ is differentiable and not flat at $x = 1$. Then $\exists \alpha \in (0, 1)$ such that for every $M, N$ satisfying $\alpha \leq V_N / V_M \leq 1$, and every $\phi \in \text{Lip}_{+}^{\text{inc}}(M, N)$,

$$E_f(\phi) \geq F_f \left( \frac{V_N}{V_M} \right),$$

with equality if and only if $\phi$ is a surjective homothety. In particular, if $M, N$ are homothetic the homotheties are the unique energy minimizers.

Moreover, if $V_{\phi(M)} / V_M \geq \alpha$, then $E_f(\phi) \geq F_f \left( V_{\phi(M)} / V_M \right)$, with equality if and only if $\phi$ is a homothety.
Comment: \( \alpha \) depends on \( f \); replacing \( f \) with \( \tilde{f}(x) = f(x') \) results in \( \tilde{F}(s) = F(s') \), so the transition point where the homotheties stop being minimizers can be pushed arbitrarily close to 1.

Our second result is the following:

**Theorem 1.11** Let \( g : \mathbb{R} \to [0, \infty) \) be a continuous function, which is strictly decreasing and strictly convex on \((-\infty, 0]\), and strictly increasing on \([0, \infty)\), with \( g(0) = 0 \). Set \( f(x) = g(\log x) \) and let \( E_f, F_f \) be as in equations (1.8) and (1.9). Then for any \( \phi \in \text{Lip}_{+}^{\text{inj}}(\mathcal{M}, \mathcal{N}) \)

\[
E_f(\phi) \geq F_f \left( \frac{V_{\phi(\mathcal{M})}}{V_{\mathcal{M}}} \right),
\]

and equality holds if and only if \( \phi \) is a homothety. Thus, if there exists an injective homothety, it is energy-minimizing among the maps whose images have the same volume. Finally, if \( V_{\mathcal{N}} \leq V_{\mathcal{M}} \) then \( E(\phi) \geq F_f \left( \frac{V_{\mathcal{N}}}{V_{\mathcal{M}}} \right) \), with equality if and only if \( \phi \) is a surjective homothety.

**Related works** The works [22] and [23] study minimal distortion under uniaxial extension for incompressible materials (\( J\phi = 1 \) is assumed); in [23] the authors show that a phase transition in the energy minimizers occurs when the expansion becomes sufficiently large.

**Structure of this paper** In Sect. 2 we prove the lower bound Theorem 1.1 and Propositions 1.4, 1.5 on exact minimizers between disks. In Sect. 3 we prove the stability Theorems 1.8 and 1.9. In Sect. 4.1 we prove Proposition 1.6 and Proposition 1.7. In Sect. 5 we prove Theorems 1.10 and 1.11 regarding general distortion functionals. In Sect. 6 we discuss some open questions that arise from this work.

2 Volume bounds for the Euclidean functional

2.1 Pointwise bound

We begin with the following lower bound on \( \text{dist}(A, \text{SO}_2) \) in terms of \( \det A \):

**Lemma 2.1** Let \( A \in M_2 \) satisfy \( \det A \geq 0 \). Then

\[
\text{dist}^2(A, \text{SO}_2) \geq F(\det A) = \begin{cases} 1 - 2 \det A, & \text{if } 0 \leq \det A \leq \frac{1}{4} \\ 2(\sqrt{\det A} - 1)^2, & \text{if } \det A \geq \frac{1}{4}. \end{cases}
\]

If \( \det A \geq 1/4 \) equality holds if and only if \( A \) is conformal, i.e. \( \sigma_1(A) = \sigma_2(A) \).

If \( \det A \leq 1/4 \) equality holds if and only if \( \sigma_1(A) + \sigma_2(A) = 1 \), or \( A \in K \), where \( K \) is defined in 1.2.

Lemma 2.1 can be proved separately for the cases where \( \det A \geq 1/4 \) and \( \det A \leq 1/4 \). We will state and prove quantitative generalisations of it for both regimes. The claim for \( \det A \geq 1/4 \) follows from Lemma 3.5, and the claim for \( \det A \leq 1/4 \) follows from Lemma 3.4 (see comment after Equation (B.2).)

We give a direct proof of Lemma 2.1 (which does not rely on the results just stated) in “Appendix E”.

\( \text{Springer} \)
Naively one might expect that conformal matrices are the closest to $SO_2$ in the class of matrices with a given determinant. Here is a heuristic argument why this is false when the determinant is sufficiently small: Putting equal sharing of the distortion on the singular values is suboptimal in the marginal case of $s = 0$; setting the singular values to be $(0, 1)$ is better than the conformal option which is $(0, 0)$. The same heuristic works when $s \ll 1$-it is profitable to set one singular value close to zero and the other one close to 1.

### 2.2 Proof of Theorem 1.1

We prove a more general result, which does not assume injectivity. We denote by $\text{Lip}_+(M, N)$ the space of Lipschitz maps $\phi : M \to N$ with $J\phi \geq 0$ a.e.

**Theorem 2.2** Let $p \geq 2$ and let $\phi \in \text{Lip}_+(M, N)$. Then

$$E_p(\phi) \geq F^{p/2} \left( \int_M J\phi \right).$$

(2.1)

If $\int_M J\phi \geq 1/4$ equality holds if and only if $\phi$ is a homothety.

If $\int_M J\phi \leq 1/4$ and $p = 2$, equality holds if and only if $d\phi \in K$ a.e.

If $\int_M J\phi \leq 1/4$ and $p > 2$, equality holds if $J\phi$ is constant a.e. and $d\phi \in KJ\phi$ a.e.

Theorem 1.1 follows immediately from Theorem 2.2: For $\phi \in \text{Lip}_+^{\text{inj}}(M, N)$ the area formula [24] implies that $\int_M J\phi = \int_N |f^{-1}(q)| = V_{\phi(M)}$.

For the proof we shall need the following auxiliary result:

**Lemma 2.3** Let $X$ be a probability space, and let $g : X \to [0, \infty)$ be in $L^1(X)$. Let $F : [0, \infty) \to [0, \infty)$ be convex and strictly convex on $[a, \infty)$ for some $a \in (0, \infty)$.

Then, $\int_X g \in [a, \infty)$ implies that $\int_X F \circ g = F(\int_X g)$ if and only if $g$ is constant a.e.

$\int_X g \in (0, a]$ implies that if $\int_X F \circ g = F(\int_X g)$, then $g \leq a$ a.e.

A proof is given in “Appendix A’’.

**Proof** [of Theorem 2.2] We begin with the case $p = 2$. The function $F$ in Definition (1.3) is convex: A direct computation shows that $F \in C^1$, and

$$F'(s) = \begin{cases} -2, & \text{if } 0 \leq s \leq \frac{1}{4} \\ 2 \left( 1 - \frac{1}{\sqrt{s}} \right), & \text{if } s \geq \frac{1}{4}, \end{cases}$$

(2.2)

is continuous and non-decreasing. By Lemma 2.1

$$E_2(\phi) = \int_M W_2(d\phi) \geq \int_M F(J\phi) \geq F\left( \int_M J\phi \right),$$

(2.3)

where inequality (2) follows from the convexity of $F$.

Suppose that $\int_M J\phi \geq 1/4$: Using the strict convexity of $F$ on $[\frac{1}{4}, \infty]$, and applying Lemma 2.3 with $g = J\phi$, $a = 1/4$, we deduce that inequality (2) is an equality if and only if $J\phi$ is constant a.e., which implies $J\phi \geq 1/4$ a.e. By Lemma 2.1 inequality (1) is an equality if and only if $d\phi$ is conformal a.e. Thus $E_2(\phi) = F(\int_M J\phi)$ if and only if $\phi$ is a homothety.

Suppose that $\int_M J\phi \leq 1/4$: Again by Lemma 2.3, inequality (2) is an equality if and only if $J\phi \leq 1/4$ a.e. Lemma 2.1 implies that inequality (1) is an equality if and only if $d\phi \in K$ a.e. This completes the proof for $p = 2$. 

\[ \text{Springer} \]
Suppose that \( p > 2 \), and set \( q = p/2 \). \( F^q \) is strictly convex. Since \( x \to x^q \) is monotonic, \( W_2(A) \geq F(\det A) \Rightarrow W_p(A) = W_2^q(A) \geq F^q(\det A) \). Modifying Equation (2.3) we get

\[
E_p(\phi) = \int_M W_p(d\phi) \geq \int_M F^q(J\phi) \geq \int_M F^q(J\phi)
\]

with inequality (2) being an equality if and only if \( J\phi \) is constant a.e.

The remaining step of the proof—characterizing the equality case in inequality (1) is exactly as for \( p = 2 \). \( \square \)

**Proof** [of Corollary 1.2] Since \( 0 \leq V_{\phi(M)}^{\lambda M} \leq V_{\lambda M}^{\lambda M} \leq 1 \) and \( F_{[0,1]} \) is strictly decreasing, Theorem 1.1 implies that

\[
E_p(\phi) \geq \frac{F_p}{2}(\lambda^2) \geq \frac{F_p}{2}(\lambda^2),
\]

with inequality (3) being an equality if and only if \( V_{\phi(M)} = V_{\lambda M} \). Since \( \phi \) is continuous, \( \phi(M) \) is compact, in particular closed in \( N \). \( V_{\phi(M)} = V_{\lambda M} \) implies that \( \phi(M) \) is dense, hence it coincides with \( N \). \( \square \)

### 2.3 Non-homothetic minimizers

In this section we prove Propositions 1.4 and 1.5 regarding the existence of energy minimizing diffeomorphisms between disks.

We say that \( \phi_1, \phi_2 : M \to N \) are equivalent if there exist isometries \( T : M \to M, S : N \to N \) such that \( \phi_1 = S \circ \phi_2 \circ T \). Since \( W \) is bi-SO\(^2\) invariant, two equivalent maps have the same energy, so the set of energy minimizers is invariant under compositions of isometries, and thus forms a union of equivalence classes.

We introduce the following notation; for \( 0 \leq \sigma_1 \leq \sigma_2 \), set

\[
K_{\sigma_1,\sigma_2} = \{ A \in M_2 \mid \det A \geq 0, \sigma_1(A) = \sigma_1, \sigma_2(A) = \sigma_2 \}.
\]

### 2.3.1 Reducing the homothetic problem to self-maps

We want to prove statements about energy minimizers between homothetic disks. We formulate a more general result which characterizes energy minimizers \( M \to \lambda M \) for arbitrary surfaces \( M \), not necessarily disks.

Let \( 0 < \lambda \leq \frac{1}{2} \). We prove a correspondence between diffeomorphic minimizers \( M \to \lambda M \) attaining the bound \( F_{p/2}(\lambda^2) \) and certain diffeomorphisms \( M \to M \) whose singular values have specific properties.

Fix a homothety \( \psi \in \text{Diff}(M, \lambda M) \). Let \( 0 < \sigma_1 < \sigma_2 \) be the unique numbers satisfying \( \sigma_1 + \sigma_2 = 1, \sigma_1 \sigma_2 = \lambda^2 \), and let \( \phi \in \text{Lip}(M, \lambda M) \).

Since

\[
d\phi \in K_{\lambda^2} \iff d\phi \in K_{\sigma_1,\sigma_2} \iff d(\psi^{-1} \circ \phi) \in K_{\sigma_1,\sigma_2},
\]

the map \( \phi \mapsto \psi^{-1} \circ \phi \) is a bijection

\[
\{ \phi : M \to \lambda M \mid d\phi \in K_{\lambda^2} \} \to \{ \tilde{\phi} : M \to M \mid d\tilde{\phi} \in K_{\sigma_1,\sigma_2} \}.
\]
Similarly, $T$ maps bijectively
\[ \{ \phi : M \to \lambda M \mid d\phi \in K \} \to \{ \tilde{\phi} : M \to M \mid \sigma_1(d\tilde{\phi}) + \sigma_2(d\tilde{\phi}) = \frac{1}{\lambda} \}. \]

Since $\phi_1, \phi_2 : M \to \lambda M$ are equivalent if and only if $T(\phi_1), T(\phi_2)$ are equivalent, $T$ induces a map between the corresponding equivalence classes.

Let $p > 2$; by Theorem 1.1, the value $F^{p/2}(\lambda^2)$ is attained by $\phi \in \text{Diff}(M, \lambda M)$ if and only if $d\phi \in K_{\lambda^2}$. For $p = 2$, the energy value $F(\lambda^2)$ is attained by $\phi \in \text{Diff}(M, \lambda M)$ if and only if $d\phi \in K$. This implies the following:

**Theorem 2.4** Let $0 < \lambda \leq 1/2$. Then for $p > 2$,
\[ \min_{\phi \in \text{Diff}(M, \lambda M)} E_p(\phi) = F^{p/2}(\lambda^2) \]
if and only if there exists an area-preserving diffeomorphism $\phi : M \to M$ having constant sum of singular values $1/\lambda$. The equivalence classes of energy minimizing diffeomorphisms $M \to \lambda M$ are then isomorphic (through $T$) to equivalence classes of area-preserving diffeomorphisms $M \to M$ whose singular values sum up to $1/\lambda$.

Similarly, for $p = 2$ we have
\[ \min_{\phi \in \text{Diff}(M, \lambda M)} E_2(\phi) = F(\lambda^2) \]
if and only if there exists a diffeomorphism $\phi : M \to M$ having constant sum of singular values $1/\lambda$. The equivalence classes of energy minimizing diffeomorphisms $M \to \lambda M$ are isomorphic to equivalence classes of diffeomorphisms $M \to M$ whose singular values sum up to $1/\lambda$.

A similar statement can be formulated for bijective Lipschitz minimizers instead of diffeomorphic minimizers.

**Comments:**
- The property of being area-preserving with constant singular values is inverse-invariant: If $\phi \in \text{Diff}(M)$ is area-preserving with singular values $\sigma_1, \sigma_2$ then so is $\phi^{-1}$ (this is special to dimension 2). Since the energy minimizers are in one-to-one correspondence with such diffeomorphisms, this suggests an approach for finding non-equivalent minimizers. However, $\phi, \phi^{-1}$ may already be equivalent, so we do not always obtain new minimizers in this way.
- Let $\lambda = 1/2$ and $\phi \in \text{Diff}(M)$. Then,
\[ \sigma_1(d\phi) + \sigma_2(d\phi) = \frac{1}{\lambda} = 2 \Rightarrow \sqrt{J\phi} \leq \frac{1}{2} (\sigma_1(d\phi) + \sigma_2(d\phi)) = 1. \]

Thus, $1 = \int_M J\phi \leq \int_M 1 = 1$, which implies $J\phi = 1$; thus we have an AM-GM equality, which implies $\sigma_1(d\phi) = \sigma_2(d\phi) = 1$. So for $\lambda = 1/2$, all the self-diffeomorphisms mentioned in Theorem 2.4 are isometries. This recovers the rigid case, where the energy minimizers are homotheties.

### 2.3.2 Minimizers having constant singular values

We prove Proposition 1.4 regarding the existence of energy minimizing diffeomorphisms between punctured disks. By Theorem 2.4 it suffices to construct an area-preserving diffeomorphism $\phi \in \text{Diff}(D^p)$ having constant singular values $\sigma_1 \leq \sigma_2$ satisfying $\sigma_1 + \sigma_2 = 1/\lambda$. 
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When $\lambda = 1/2$, the only such diffeomorphisms are isometries (see comment after Theorem 2.4.)

Let $0 < \lambda < 1/2$. The linear map $x \to \begin{pmatrix} \sigma_1 & 0 \\ 0 & \sigma_2 \end{pmatrix} x \notin \text{Diff}(D^o)$ since its image gets outside of $D^o$ as $\sigma_2 > 1$, thus we must consider non-affine candidates. We construct $\phi \in \text{Diff}(D^o)$ with $d\phi \in K_{\sigma_1, \sigma_2}$:

Let $c \in \mathbb{R}$, and define $\phi_c : D^o \to D^o$ in polar coordinates by

$$\phi_c : (r, \theta) \mapsto (r, \theta + c \log(r)).$$

(2.6)

$\phi_c$ is the flow over time $c$ of the divergence free vector field $\log r \partial / \partial \theta$.

The figures below describe the action of $\phi_c$ for $c = 0, 1/2$. For $c = 0$, $\phi_0 = \text{Id}$; figure (a) describes the disk, divided into coloured pizza-slices. $\phi_{1/2}$ maps each pizza-slice into a twisted slice, as can be seen in figure (b). The slices (twisted or not) all have equal area.

For the sake of more general examples, it is convenient to analyze more general maps of the form

$$\phi : (r, \theta) \mapsto (\psi(r), \theta + h(r)).$$

(2.7)

We have

$$d\phi \left( \frac{\partial}{\partial \theta}(r, \theta) \right) = \frac{\partial}{\partial \theta}(\phi(r, \theta)),
\quad d\phi \left( \frac{\partial}{\partial r}(r, \theta) \right) = \psi'(r) \frac{\partial}{\partial r}(\phi(r, \theta)) + h'(r) \frac{\partial}{\partial \theta}(\phi(r, \theta)),$$

so w.r.t the orthonormal frame $(\frac{\partial}{\partial r}, \frac{\partial}{\partial \theta})$,

$$d\phi \left( \frac{\partial}{\partial r}(r, \theta) \right) = \psi'(r) \frac{\partial}{\partial r}(\phi(r, \theta)) + h'(r)\psi(r) \left( \frac{1}{\psi(r)} \cdot \frac{\partial}{\partial \theta}(\phi(r, \theta)) \right).$$

and

$$d\phi \left( \frac{1}{r} \frac{\partial}{\partial \theta}(r, \theta) \right) = \frac{\psi(r)}{r} \cdot \left( \frac{1}{\psi(r)} \frac{\partial}{\partial \theta}(\phi(r, \theta)) \right).$$

In other words,

$$[d\phi]_{\left( \frac{\partial}{\partial r}, \frac{\partial}{\partial \theta} \right)} = \left( \begin{array}{cc} \psi' & 0 \\ h'\psi & \frac{\psi}{r} \end{array} \right).$$

(2.8)

Specializing to $\phi_c$, where $\psi(r) = r$, $h(r) = c \log(r)$, we get

$$[d\phi_c]_{\left( \frac{\partial}{\partial r}, \frac{\partial}{\partial \theta} \right)} = \left( \begin{array}{cc} 1 & 0 \\ c & 1 \end{array} \right).$$

(2.9)
Set \( A_c = \begin{pmatrix} 1 & 0 \\ c & 1 \end{pmatrix} \), and let \( \sigma_1(c) \leq \sigma_2(c) \) be its singular values. Since \( \sigma_1(c)\sigma_2(c) = 1 \) it follows that \( 0 < \sigma_1(c) \leq 1 \). Since

\[
|A_c|^2 = 2 + c^2 = \sigma_1^2(c) + \sigma_2^2(c) \leq 2 \sigma_2^2(c),
\]

\[
\lim_{c \to \infty} \sigma_2(c) = \infty \quad \text{and} \quad \lim_{c \to \infty} \sigma_1(c) = 0.
\]

On the other hand \( \lim_{c \to 0} \sigma_1(c) = \sigma_1(0) = 1 \). By continuity, \( \sigma_1(c) \) attains all the values in \((0, 1]\) when \( c \) ranges over \( \mathbb{R} \).

Next, we observe that \( \sigma_1(c) = \sigma_1(-c) \): this follows from \( \phi_c^{-1} = \phi_{-c} \), which holds since \( \phi_c \) is a flow (this is also immediate from the definition of \( \phi_c \)). In fact \( \sigma_1(c) = \sigma_1(\tilde{c}) \) if and only if \( c = \pm \tilde{c} \). Indeed, \( \sigma_1(c) \) are uniquely determined by the sum \( \sigma_1^2(c) + \sigma_2^2(c) = 2 + c^2 \) and the product \( \sigma_1^2(c)\sigma_2^2(c) = 1 \). Thus \( \sigma_1(c) = \sigma_1(\tilde{c}) \) if and only if \( c^2 = \tilde{c}^2 \).

Thus, for every \( \sigma_1 \in (0, 1) \), there exists a unique \( c > 0 \) such that \( \sigma_1(c) = \sigma_1(\pm c) \); every possible value of \( \sigma_1 \) is attained exactly twice when \( c \) ranges over \( \mathbb{R} \), except for \( \sigma_1 = 1 \) which is attained only once for \( c = 0 \). To conclude, we proved the following:

**Theorem 2.5** Let \( 0 < \sigma_1 < \sigma_2 \) satisfy \( \sigma_1\sigma_2 = 1 \). There exists a diffeomorphism \( \phi : \mathcal{D}^o \to \mathcal{D}^o \) with \( d\phi \in K_{\sigma_1, \sigma_2} \).

Proposition 1.4 now follows as an immediate corollary from combining Theorem 2.5 together with Theorem 2.4.

The mapping \( \phi_c \) is not differentiable at the origin. However, it can be approximated in \( W^{1, 2} \) by diffeomorphisms \( \mathcal{D} \to \mathcal{D} \), which proves assertion (1.5). The approximation can be done by interpolating between a logarithm and a constant in the phase, so the approximating map is a rotation near the origin.

Note that \( \phi_c \) and \( \phi_c^{-1} \) are equivalent, as \( \phi_c^{-1} = \phi_{-c} = J\phi_c J \), where \( J = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \) is the reflection around the \( x \) axis. Thus we do not get non-equivalent minimizers (see comment after Theorem 2.4).

### 2.3.3 Minimizers having constant sum of singular values

We prove Proposition 1.5 regarding the existence of energy minimizing diffeomorphisms between complete disks.

Let \( 0 < \lambda < 1/2 \), and set \( \alpha = 1/\lambda \). By Theorem 2.4 we need to construct \( \phi \in \text{Diff}(\mathcal{D}) \) having constant sum of singular values \( \alpha \).

For a matrix \( A = \begin{pmatrix} a & 0 \\ b & c \end{pmatrix} \) with positive determinant,

\[
\sigma_1(A) + \sigma_2(A) = \alpha \quad \text{if and only if} \quad \alpha^2 = |A|^2 + 2 \det A,
\]

so

\[
\sigma_1(A) + \sigma_2(A) = \alpha \quad \text{if and only if} \quad (a + c)^2 + b^2 = \alpha^2.
\]

Equation (2.8) implies that for maps \( \phi : \mathcal{D} \to \mathcal{D} \) given by (2.7), the equality \( \sigma_1(d\phi) + \sigma_2(d\phi) = \alpha \) reduces to the ODE

\[
\left( \psi' + \frac{\psi}{r} \right)^2 + (h'\psi)^2 = \alpha^2. \quad (2.10)
\]
The following proposition asserts that for a very large family of functions \( \psi \), we can find suitable functions \( h \) solving Equation (2.10), and that \( \psi, h \) give rise to a diffeomorphism.

**Proposition 2.6** Let \( \alpha > 2 \). Let \( \psi : [0, 1] \to [0, 1] \) be any concave, smooth strictly increasing function satisfying \( \psi(0) = 0, \psi(1) = 1 \) and \( 2\psi'(0) = \alpha \), which is linear near zero. There exists a unique (up to signs and additive constants) smooth function \( h : [0, 1] \to \mathbb{R} \) such that \( h \) and \( \psi \) solve equation (2.10). The associated map \( \phi \) given by (2.7) is then a smooth diffeomorphism of \( \mathbb{D} \).

Explicitly, the uniqueness in \( h \) is as follows: If \( h_1, h_2 \) solve equation (2.10) with the same \( \psi \), then either \( h_1 = h_2 + c \) or \( h_1 = -h_2 + c \), for some constant \( c \). This freedom in \( h \) is expected: Denoting by \( \phi_h \) the map given in (2.7), \( J\phi_h J = \phi_{-h} \), where \( J \) is the reflection around the \( x \) axis. Thus \( \phi_h, \phi_{-h} \) are equivalent (adding a constant in \( h \) amounts to composing with a rotation).

**Proof** Define \( g : [0, 1] \to \mathbb{R} \) by

\[
g(r) = \begin{cases} \alpha, & \text{if } r = 0 \\ \psi'(r) + \frac{\psi(r)}{r}, & \text{if } 0 < r \leq 1. \end{cases} \tag{2.11}
\]

\( g \) is non-increasing: In the neighbourhood of zero where \( \psi \) is linear, \( g = \alpha \). For \( r > 0 \),

\[
g'(r) = \psi''(r) + \frac{1}{r} \left( \psi'(r) - \frac{\psi(r)}{r} \right),
\]

and both summands are non-positive; the concavity of \( \psi \) implies that \( \psi'' \leq 0 \) and

\[
\psi(r) = \int_0^r \psi'(t) dt \geq \int_0^r \psi'(r) dt = r\psi'(r).
\]

We prove that \( g \) becomes smaller than \( \alpha \) at some point; since it is non-increasing it remains smaller from that point onward.

Set \( t_0 = \sup \{ r \mid g(r) = \alpha \} \). Since \( g \) is non-increasing and \( g \leq \alpha \), \( g|_{[0, t_0]} = \alpha \). Indeed, \( g^{-1}(\{\alpha\}) \subseteq [0, 1] \) being compact implies \( g(t_0) = \alpha \), and for \( r \in [0, t_0] \) we have \( \alpha \geq g(r) \geq g(t_0) \).

\( g|_{[0, t_0]} = \alpha \) implies that \( \psi|_{[0, t_0]} \) is linear: \( g'(r) = 0 \Rightarrow \psi''(r) = 0 \). The assumptions

\[
\psi'(0) = \frac{\alpha}{2} > 1, \psi(0) = 0, \psi(1) = 1
\]

imply that \( \psi \) cannot be linear all the way up to \( r = 1 \), thus \( t_0 < 1 \).

To conclude, we showed that there exists \( t_0 \in (0, 1) \) such that \( g|_{[0, t_0]} = \alpha \) and \( g|_{(t_0, 1]} < \alpha \). Equation (2.10) implies that

\[
\psi(r)h'(r) = \pm \sqrt{\alpha^2 - g^2(r)}.
\]

We focus on the positive branch, and choose

\[
\psi(r)h'(r) = \sqrt{f(r)}, \tag{2.12}
\]

where we define \( f(r) := \alpha^2 - g^2(r) \), so \( f|_{[0, t_0]} = 0 \) and \( f|_{(t_0, 1]} > 0 \). This implies that \( h'|_{[0, t_0]} = 0 \) is smooth. Similarly, \( h' = \sqrt{f}/\psi \) is smooth on \( (t_0, 1] \), since \( f \) and \( \psi \) are both positive there. The only possible point of non-smoothness that we need to worry about is \( t_0 \).

The smoothness of \( h' \) at \( t_0 \) is a non-trivial result, that follows from the following lemma:
Lemma 2.7  Let $f : [0, \epsilon) \rightarrow [0, \infty)$ be a smooth function which is strictly positive on $(0, \epsilon]$ and satisfying $f(0) = 0$, $f^{(k)}(0) = 0$ for every natural $k$. Then $\sqrt{f}$ is infinitely (right) differentiable at $x = 0$, with all its right derivatives zero.

Comment: The only issue here is the infinite differentiability of $\sqrt{f}$; once this is established, it immediately follows that all the derivatives vanish: $f^{(k)}(0) = 0$ implies $f = o(x^k)$ for every natural $k$, so $\sqrt{f} = o(x^{k/2})$ as well.

The only proof of Lemma 2.7 that we are aware of is deducing it from a sharper result. It follows as a special case from Theorem 2.2. in [25, p. 639]. (The relevant definition that is used in this theorem is definition 1.1 on p. 636.)

Applying this lemma to $f = \alpha^2 - g^2$ (at $t_0$ instead of at 0), we deduce that $\sqrt{f}$ is infinitely differentiable at $t_0$, and hence smooth on $[0, 1]$. So, given $\psi$, we have a smooth $h : [0, 1] \rightarrow \mathbb{R}$ such that $\psi, h$ solve (2.10). We verify that the corresponding map $\phi$ given by (2.7) is a smooth diffeomorphism $D \rightarrow D$. $\phi$ is clearly bijective (since $\psi : [0, 1] \rightarrow [0, 1]$ is bijective), and smooth everywhere except possibly at the origin. By our construction $h|_{[0,t_0]} = c$ is constant, and $\psi(r) = \frac{\alpha}{2}r$ on $[0, t_0]$. Thus the restriction of $\phi$ to $\{z \mid |z| \leq t_0\}$ is given by

$$\phi : (r, \theta) \mapsto \left(\frac{\alpha}{2}r, \theta + c\right),$$

which is a simple dilation composed with a fixed rotation. (This is the reason for taking $\psi$ linear near zero, to evade the possibility of exploding phase $h$ at the origin.) We proved that $\phi : D \rightarrow D$ is a smooth bijective map. Its inverse map, given by

$$\phi^{-1} : (r, \theta) \mapsto \left(\psi^{-1}(r), \theta - h(\psi^{-1}(r))\right)$$

is also smooth, so $\phi$ is a diffeomorphism, as required. \hfill \Box

Since for a fixed $\alpha > 2$, we can choose $\psi : [0, 1] \rightarrow [0, 1]$ that satisfies the conditions of Proposition 2.6 rather arbitrarily, we constructed an infinite-dimensional family of minimizers. We note that all the minimizers we constructed between disks are of the form 2.7. We do not know whether there exist minimizers which are not of this form.

2.3.4 Non-existence of radial minimizers

As mentioned at the end of Sect. 1.2, when $\lambda < 1/2$ there are no radially-symmetric minimizers $D \rightarrow \lambda.D$. Here we mention two approaches for showing this:

The first is to prove that the uniform contraction $x \mapsto \lambda x$ is energy-minimizing among the radial maps. This can be done by direct computation. Thus there exists a radial minimizer if and only if homotheties are minimizing, and we already showed that this is not the case when $\lambda < 1/2$.

Alternatively, we can use our characterisation of minimizers: Any minimizer must have constant sum of singular values. Considering equations (2.7) and (2.8), we see that if $\phi(r, \theta) = (\psi(r), \theta)$ then $\sigma_i(d\phi)$ are $\psi', \frac{\psi'}{r}$. If their sum is constant, then $\psi$ is linear and we again get a homothety.
3 Quantitative analysis

3.1 Approximate minimizers when $1 \geq \frac{V_N}{V_M} > 1/4$

In this section we prove Theorem 1.8. As most of the steps in the proof hold for arbitrary surfaces, we will prove them in this greater generality, and assume $\mathcal{M}, \mathcal{N}$ are Euclidean domains only when it is necessary.

Let $\phi_n \in \text{Lip}^{\text{inj}}_1(\mathcal{M}, \mathcal{N})$ and assume that $E_2(\phi_n) \to F\left(\frac{V_N}{V_M}\right)$; by passing to a subsequence we may assume that $\phi_n \to \phi$ in $W^{1, 2}$. We need to prove that $\phi$ is a homothety; our strategy is to prove first that it is conformal, then show it has a constant Jacobian.

Since the proof is long, we divide it into several steps. First, we show that $J \phi_n \to \frac{V_N}{V_M}$ (Lemma 3.1); in particular $J \phi_n > \frac{1}{4}$ on average, i.e. $\int_{\mathcal{M}} J \phi_n > \frac{1}{4}$. Next, we prove that $J \phi_n$ is asymptotically greater than $\frac{1}{4}$, i.e. $\lim_{n \to \infty} V\{J \phi_n \leq \frac{1}{4}\} = 0$ (Proposition 3.2). Then we show that $\int_{\{J \phi_n \leq \frac{1}{4}\}} |d \phi_n|^2 \to 0$, i.e. the norm of $d \phi_n$ is concentrated at $\{J \phi_n > \frac{1}{4}\}$ (Lemma 3.3).

The next step (Proposition 3.6) is proving that $\phi_n$ is asymptotically conformal, i.e.

$$\int_{\mathcal{M}} \text{dist}^2(d \phi_n, CO_2) \to 0,$$

and that the weak limit of an asymptotically conformal sequence is conformal (Lemma 3.7). This shows that $\phi$ is conformal. In Lemma 3.7 we use the higher integrability property of determinants, thus we assume that $\mathcal{M}, \mathcal{N} \subseteq \mathbb{R}^2$. The remaining step is to prove that $J \phi$ is constant. Together with Lemma 3.7, these are the only places where we use the assumption $\mathcal{M}, \mathcal{N} \subseteq \mathbb{R}^2$.

Finally, we prove that $\phi_n$ strongly converges to $\phi$, and that the limit of an asymptotically surjective maps is surjective and injective a.e. (Lemma 3.8).

To motivate the different steps in the proof we begin by decomposing Inequality (2.3) into more refined steps. Denote $A_n = \{ p \in \mathcal{M} \mid J \phi_n(p) \leq \frac{1}{4}\}$, $B_n = \mathcal{M} \setminus A_n$; then

$$E_2(\phi_n) \geq \int_{\mathcal{M}} F(J \phi_n) = \frac{V_{A_n}}{V_M} \int_{A_n} F(J \phi_n) + \frac{V_{B_n}}{V_M} \int_{B_n} F(J \phi_n)$$

$$= \frac{V_{A_n}}{V_M} F\left(\int_{A_n} J \phi_n\right) + \frac{V_{B_n}}{V_M} \int_{B_n} F(J \phi_n)$$

$$\geq (1) \frac{V_{A_n}}{V_M} F\left(\int_{A_n} J \phi_n\right) + \frac{V_{B_n}}{V_M} F\left(\int_{B_n} J \phi_n\right)$$

$$\geq (2) F\left(\int_{\mathcal{M}} J \phi_n\right) = F\left(\frac{V_{\phi_n(M)}}{V_M}\right) \geq F\left(\frac{V_N}{V_M}\right). \quad (3.1)$$

where in the second equality on the first line we used the affinity of $F|_{[0, \frac{1}{4}]}$, and inequalities (1), (2) are Jensen. In the last line, we used the injectivity of $\phi_n$ and the assumption $V_N \leq V_M$.

**Lemma 3.1** Suppose that $V_N \leq V_M$. Let $\phi_n \in \text{Lip}^{\text{inj}}_1(\mathcal{M}, \mathcal{N})$ and assume that $F(\int_{\mathcal{M}} J \phi_n) \to F\left(\frac{V_N}{V_M}\right)$. Then $\int_{\mathcal{M}} J \phi_n \to \frac{V_N}{V_M}$. Thus if we assume in addition that $\frac{1}{4} < \frac{V_N}{V_M}$, then there exists $r_0 > \frac{1}{4}$ such that $\int_{\mathcal{M}} J \phi_n \geq r_0$ for sufficiently large $n$. 
Proof Since $\lim_{x \to \infty} F(x) = \infty$, $\int_M J \phi_n$ is bounded and we may assume it converges to $L$. $\int_M J \phi_n = \frac{\int_{\Omega} \phi_n}{\int_M} \leq \frac{\|\phi_n\|_{L^\infty}}{\|\phi_n\|_{L^1}}$ implies $L \leq \frac{\|\phi_n\|_{L^\infty}}{\|\phi_n\|_{L^1}}$. The assumption $F(\int_M J \phi_n) \to F\left(\frac{\|\phi_n\|_{L^\infty}}{\|\phi_n\|_{L^1}}\right)$ and the continuity of $F$ imply that $F(L) = F\left(\frac{\|\phi_n\|_{L^\infty}}{\|\phi_n\|_{L^1}}\right)$. Since $F[0,1]$ is strictly decreasing and $0 \leq L \leq \frac{\|\phi_n\|_{L^\infty}}{\|\phi_n\|_{L^1}} \leq 1$, it follows that $L = \frac{\|\phi_n\|_{L^\infty}}{\|\phi_n\|_{L^1}}$.

3.1.1 The Jacobian of a minimizing sequence is greater than $1/4$

In the next proposition, we do not assume anything on the areas of $\mathcal{M}, \mathcal{N}$.

Proposition 3.2 Let $\phi_n \in \text{Lip}_+(\mathcal{M}, \mathcal{N})$. Assume that $\int_{\mathcal{M}} F(J \phi_n) - F(\int_{\mathcal{M}} J \phi_n) \to 0$, $\int_{\mathcal{M}} J \phi_n \geq r_0$ for some $r_0 > \frac{1}{4}$, and that $\sup_n \int_{\mathcal{M}} J \phi_n < \infty$. Then $\lim_{n \to \infty} V_{\{J \phi_n \leq \frac{1}{8}\}} = 0$.

Comment: The assumption $\sup_n \int_{\mathcal{M}} J \phi_n < \infty$ can be omitted, but we won’t need this stronger version. An assumption that ensures $\int_{\mathcal{M}} J \phi_n > 1/4$ is certainly needed; otherwise if $J \phi_n < 1/4$ everywhere on $\mathcal{M}$, then $\int_{\mathcal{M}} F(J \phi_n) = F\left(\int_{\mathcal{M}} J \phi_n\right)$ since $F[0,1]$ is affine.

Proof Set again $A_n := \{p \in \mathcal{M} \mid J \phi_n(p) \leq \frac{1}{8}\}$. Setting

$$\lambda_n = \frac{V_{A_n}}{V_{\mathcal{M}}}, a_n = \int_{A_n} J \phi_n, b_n = \int_{B_n} J \phi_n,$$

Inequality (2) from Equation (3.1) is

$$\lambda_n F(a_n) + (1 - \lambda_n) F(b_n) \geq F(\lambda_n a_n + (1 - \lambda_n) b_n) = F(c_n),$$

where

$$c_n := \lambda_n a_n + (1 - \lambda_n) b_n = \int_{\mathcal{M}} J \phi_n \geq r_0 > \frac{1}{4}.$$ 

The assumption $\int_{\mathcal{M}} F(J \phi_n) - F(\int_{\mathcal{M}} J \phi_n) \to 0$ implies that

$$D_n := \lambda_n F(a_n) + (1 - \lambda_n) F(b_n) - F(\lambda_n a_n + (1 - \lambda_n) b_n) \to 0. \quad (3.2)$$

We first show that $b_n$ is bounded. If not, then by passing to subsequences we may assume that $a_n \to a, c_n \to c, b_n \to \infty$. (By definition $a_n \leq 1/4$ is bounded, and $c_n$ is bounded by our assumption.) Since

$$\lambda_n a_n + (1 - \lambda_n) b_n = c_n = \int_{\mathcal{M}} J \phi_n$$

is bounded, we must have $\lambda_n \to 1$. In fact we have

$$1 - \lambda_n = \frac{c_n - a_n}{b_n - a_n} \sim (c - a) b_n^{-1}. \quad (3.3)$$

Using $F(b_n) \geq F(c_n) + (b_n - c_n) F'(c_n)$ we get

$$D_n + F(c_n) =$$

$$\lambda_n F(a_n) + (1 - \lambda_n) F(b_n) \geq$$

$$\lambda_n F(a_n) + (1 - \lambda_n) F(c_n) + (1 - \lambda_n)(b_n - c_n) F'(c_n).$$

Taking limits of both sides we obtain

$$\liminf_{n \to \infty} D_n + F(c) \geq F(a) + (c - a) F'(c). \quad (3.4)$$
where the evaluation of the limit of the RHS follows from estimate (3.3). The strict convexity of $F|_{[\frac{1}{2}, \infty)}$ implies

$$F(a) + (c - a)F'(c) > F(c).$$

Indeed, this is equivalent to $\frac{F(c) - F(a)}{c - a} < F'(c)$. The mean value theorem implies that the LHS equals $F'(t)$ for some $t \in (a, c)$. Since $c > 1/4$, the strict convexity implies the strict inequality $F'(t) < F'(c)$. So, (3.4) implies $\liminf_{n \to \infty} D_n > 0$ which contradicts (3.2). We showed that $b_n$ is bounded, so we may assume that $a_n \to a, b_n \to b, \lambda_n \to \lambda, D_n \to 0$ then implies

$$\lambda F(a) + (1 - \lambda) F(b) = F(\lambda a + (1 - \lambda) b).$$

Since $a \leq 1/4, b \geq c > 1/4$ and $F|_{[\frac{1}{2}, \infty)}$ is strictly convex we must have $\lambda = 0$ or $\lambda = 1$. $\lambda = 1$ is impossible, since it would imply $\lim_{n \to \infty} c_n = a \leq 1/4$, contradicting the assumption $c_n = \frac{1}{2} M J \phi_n \geq r_0 > 1/4$.

A detailed proof that $\lambda = 0$: Let $\alpha \in (0, 1)$ be such that

$$\alpha \frac{1}{4} + (1 - \alpha) b = \lambda a + (1 - \lambda) b.$$ 

Then $\alpha \geq \lambda$ and from convexity we have

$$F(\lambda a + (1 - \lambda) b) = \lambda F(a) + (1 - \lambda) F(b) \geq \alpha F\left(\frac{1}{4}\right) + (1 - \alpha) F(b) \geq F(\alpha \frac{1}{4} + (1 - \alpha) b),$$

which implies $\alpha F\left(\frac{1}{4}\right) + (1 - \alpha) F(b) = F(\alpha \frac{1}{4} + (1 - \alpha) b)$. The strict convexity of $F|_{[\frac{1}{2}, \infty)}$ implies that $\alpha = 0$ or $\alpha = 1$. Again $\alpha = 1$ is excluded, since this would imply $\lim_{n \to \infty} c_n = 1/4$. So $\alpha = 0$, hence $\lambda = 0$ as well. \(\square\)

### 3.1.2 The norm of a minimizing sequence is concentrated at $J \phi_n > 1/4$

Here we also do not assume anything on the areas of $M, N$.

**Lemma 3.3** Let $\phi_n \in \text{Lip}_+(M, N)$. Suppose that $E_2(\phi_n) - \frac{1}{2} M F(J \phi_n) \to 0$ and that $V_{A_n} \to 0$, where $A_n = \{ J \phi_n \leq 1/4 \}$. Then $\lim_{n \to \infty} \int_{A_n} |d\phi_n|^2 = 0$.

**Comment:** We don’t assume that $\int_M F(J \phi_n) - F\left(\frac{1}{2} M J \phi_n\right) \to 0$, nor that $\int_M J \phi_n \geq r_0 > 1/4$. Since we are not in the context of Proposition 3.2, we explicitly assumed that $V_{A_n} \to 0$.

In order prove Lemma 3.3 we shall need the following pointwise estimate:

**Lemma 3.4** Let $A \in M_2$ with $\det A \geq 0$. Then

$$\text{dist}^2(A, K) \leq \text{dist}^2(A, \text{SO}_2) - (1 - 2 \det A) \leq 2 \text{dist}^2(A, K). \quad (3.5)$$

This is a quantitative generalization of Lemma 2.1 in the regime where $\det A \leq 1/4$. The proof is given in Section B.

**Proof** [Of Lemma 3.3]

$$\int_M \text{dist}^2(d\phi_n, \text{SO}_2) - F(J \phi_n) = \int_{A_n} \text{dist}^2(d\phi_n, \text{SO}_2) - F(J \phi_n)$$

$$+ \int_{B_n} \text{dist}^2(d\phi_n, \text{SO}_2) - F(J \phi_n) \to 0.$$
Since both summands are nonnegative $\int_{A_n} \text{dist}^2(d\phi_n, \text{SO}_2) - (1 - 2J\phi_n) \to 0$. By Lemma 3.4 $\int_{A_n} \text{dist}^2(d\phi_n, K) \to 0$.

We note that for any $A \in M_2$, $|A| \leq \text{dist}(A, K) + 1$. Indeed, $K$ is compact and $X \in K \Rightarrow |X| \leq 1$, so if $X \in K$ satisfies $|A - X| = \text{dist}(A, K)$, then

$$|A| \leq |A - X| + |X| \leq \text{dist}(A, K) + 1.$$ 

Using $(x + y)^2 \leq 2(x^2 + y^2)$, we deduce that $|A|^2 \leq 2 \text{dist}^2(A, K) + 2$. Thus

$$\int_{A_n} |d\phi_n|^2 = \int_{A_n} (|d\phi_n|^2 - 2) + 2V_{A_n} \leq 2 \int_{A_n} \text{dist}^2(d\phi_n, K) + 2V_{A_n} \to 0. \tag{\square}$$

### 3.1.3 A minimizing sequence is asymptotically conformal

We prove that a minimizing sequence is asymptotically conformal. We use the notation $\text{CO}_2 := \{\lambda Q \mid \lambda \geq 0, Q \in \text{SO}_2\}$ for the set of (weakly orientation-preserving) conformal matrices. We use the well-known fact that for $A \in M_2$ with $\det A \geq 0$ and singular values $\sigma_1 \leq \sigma_2$, $\text{dist}^2(A, \text{CO}_2) = \frac{1}{2}(\sigma_1 - \sigma_2)^2$. We shall need the following estimate (which we prove in “Appendix C”):

**Lemma 3.5** Let $A \in M_2$ with $\det A \geq 1/4$, and let $\sigma_1 \leq \sigma_2$ be its singular values. Then

$$\left(\sqrt{\sigma_2} - \sqrt{\sigma_1}\right)^4 \leq \text{dist}^2(A, \text{SO}_2) - 2(\sqrt{\det A} - 1)^2 \leq 2 \text{dist}^2(A, \text{CO}_2). \tag{3.6}$$

The RHS is valid under the weaker assumption $\det A \geq 0$. This statement is a quantitative generalization of Lemma 2.1 in the regime where $\det A \geq 1/4$.

**Comment:** There is no $c > 0$ satisfying

$$\text{dist}^2(A, \text{SO}_2) - 2(\sqrt{\det A} - 1)^2 \geq c \text{dist}^2(A, \text{CO}_2).$$

The following proposition do not assume anything on the areas of $M, N$.

**Proposition 3.6** Let $\phi_n \in \text{Lip}_+(M, N)$ be bounded in $W^{1,2}(M, N)$. Suppose that $E_2(\phi_n) - \int_M F(J\phi_n) \to 0$ and that $V_{(J\phi_n)^1} \to 0$. Then $\int_M \text{dist}^2(d\phi_n, \text{CO}_2) \to 0$.

**Proof** First, since $2 \text{dist}^2(A, \text{CO}_2) = |A|^2 - 2 \det A \leq |A|^2$, we deduce from Lemma 3.3 that

$$\lim_{n \to \infty} \int_{A_n} \text{dist}^2(d\phi_n, \text{CO}_2) = 0. \tag{3.7}$$

Consider

$$\int_{B_n} \text{dist}^2(d\phi_n, \text{SO}_2) - F(J\phi_n) = \int_{B_n} \text{dist}^2(d\phi_n, \text{SO}_2) - 2(\sqrt{J\phi_n} - 1)^2 \to 0.$$

Lemma 3.5 implies that

$$\int_{B_n} \left(\sqrt{\sigma_2}(d\phi_n) - \sqrt{\sigma_1}(d\phi_n)\right)^4 \to 0.$$

$$\int_{B_n} \text{dist}^2(d\phi_n, \text{CO}_2) = \frac{1}{2} \int_{B_n} (\sigma_1 - \sigma_2)^2 = \frac{1}{2} \int_{B_n} \left(\sqrt{\sigma_1} - \sqrt{\sigma_2}\right)^2 \left(\sqrt{\sigma_1} + \sqrt{\sigma_2}\right)^2,$$

$$\leq \frac{1}{2} \int_{B_n} \left(\sqrt{\sigma_1} - \sqrt{\sigma_2}\right)^4 \int_{B_n} \left(\sqrt{\sigma_1} + \sqrt{\sigma_2}\right)^4 \tag{3.8}$$
where we used Holder’s inequality in the last step. Since $\sqrt{\sigma_1} \leq |d\phi_n| \Rightarrow \sqrt{\sigma_1} + \sqrt{\sigma_2} \leq 2\sqrt{|d\phi_n|}$, we deduce that

$$\int_{B_n} \text{dist}^2(d\phi_n, CO_2) \leq 2 \int_{B_n} (\sqrt{\sigma_1} - \sqrt{\sigma_2})^4 \sqrt{\int_{B_n} |d\phi_n|^2} \leq 2\|d\phi_n\|_{L^2}\int_{B_n} (\sqrt{\sigma_1} - \sqrt{\sigma_2})^4$$

Since $\|d\phi_n\|_{L^2}$ is bounded, we conclude from Equation (3.8) that

$$\lim_{n \to \infty} \int_{B_n} \text{dist}^2(d\phi_n, CO_2) = 0.$$ 

Together with (3.7) this implies the required assertion. \qed

We prove that the weak limit of an asymptotically conformal sequence is conformal.

In the next lemma, we assume $M, N \subseteq \mathbb{R}^2$.

**Lemma 3.7** Let $M, N \subseteq \mathbb{R}^2$ be Euclidean domains. Let $\phi_n \rightharpoonup \phi$ in $W^{1,2}(M, N)$, and suppose that $J\phi_n \rightarrow 0$ a.e. and $\text{dist}^2(d\phi_n, CO_2) \rightarrow 0$. Then $\phi$ is weakly-conformal, i.e. $d\phi \in CO_2$ a.e. and $d\phi_n \rightharpoonup d\phi$ strongly in $L^2(K)$ for every $K \subseteq M^\circ$.

It is not clear whether the conclusion $d\phi \in CO_2$ a.e. holds for maps between manifolds.

**Proof** Let $K \subseteq M^\circ$. $\phi_n \rightharpoonup \phi$ in $W^{1,2}(M, N)$ implies that $J\phi_n \rightharpoonup J\phi$ in $L^1(K)$. Using the fact that for any $A \in M_2$ with $\det A \geq 0$, $|A|^2 - 2\det A = 2\text{dist}^2(A, CO_2)$, we get

$$\lim_{n \to \infty} \|d\phi_n\|_{L^2(K)}^2 = 2 \lim_{n \to \infty} \int_K J\phi_n = 2 \int_K J\phi \overset{(1)}{\leq} \|d\phi\|_{L^2(K)}^2,$$

where in inequality (1) we used $|A|^2 \geq 2\det A$ for $A = d\phi$.

Since $d\phi_n \rightharpoonup d\phi$ in $L^2$, and the $L^2$-norm is weakly lower semicontinuous, we deduce that $\|d\phi\|_{L^2(K)} = \lim_{n \to \infty} \|d\phi_n\|_{L^2(K)}$. The weak convergence+convergence of norms imply that $d\phi_n \rightharpoonup d\phi$ strongly in $L^2(K)$.

In particular, we have equality in inequality (1) which implies that $\phi$ is weakly conformal. \qed

We conclude this subsection by proving that the limit of asymptotically surjective maps is surjective.

**Lemma 3.8** Let $\phi_n \in \text{Lip}^{\text{inj}}_+(M, N)$ satisfy $V_{\phi_n(M)} \rightarrow V_N$, and suppose that $\phi_n$ converges strongly in $W^{1,2}$ to a continuous function $\phi : M \rightarrow N$. Then $\phi$ is surjective. If $\phi \in \text{Lip}_+(M, N)$, it is injective a.e.

**Proof** Assume by contradiction that $\exists q \in N \setminus \phi(M)$. Since $\phi(M)$ is compact, it is closed in $N$, $q \in N \setminus \phi(M)$ which is open, thus $\phi(M) \subseteq N \setminus \overline{U}$ for some open neighbourhood $U \subseteq N$ of $q$. Choose a bump function $\alpha : N \rightarrow \mathbb{R}$ with $\int_N \alpha = 1$ whose support lies in $U$.

The Jacobians $J\phi_n$ converge in $L^1$ to $J\phi$. (This strong convergence of the Jacobians holds also for maps between manifolds, see [26].)

The maps $\alpha \circ \phi_n$ are uniformly bounded and converge in measure to $\alpha \circ \phi$. Since product of a bounded sequence which converges in measure and a sequence that converges in $L^1$ converges in $L^1$, $(\alpha \circ \phi_n)J\phi_n \rightarrow (\alpha \circ \phi) J\phi$ in $L^1$. In particular,

$$\int_M (\alpha \circ \phi_n) J\phi_n \rightarrow \int_M (\alpha \circ \phi) J\phi$$

$q \subseteq \mathbb{R}$ Springer
The RHS is zero because $\alpha \circ \phi \equiv 0$. (since supp $\alpha \subseteq U$ and $\phi(M) \subseteq N \setminus U$). But by the area formula, we have $\int_M (\alpha \circ \phi_n) J\phi_n = \int_{\phi_n(M)} \alpha \rightarrow \int_N \alpha = 1$, which is a contradiction.

Assume that $\phi \in \text{Lip}_+(M, N)$, so it is a homothety. (The conformality of $\phi$ follows also from the equality $E_2(\phi) = \int_M F(J\phi)$. 

In particular we have $E_2(\phi) = \int_M (\frac{V_N}{V_M}) \phi$, and $\frac{V_N}{V_M} > \frac{1}{4}$. We are now in the same situation as in the proof of Theorem 2.2; Lemma 2.3 implies that $J\phi$ is constant a.e., hence $J\phi = \frac{V_N}{V_M}$. We already proved that $\phi$ is conformal, so it is a homothety. (The conformality of $\phi$ follows also from the equality $E_2(\phi) = \int_M F(J\phi)$.)

In particular we have $\lim_{n \rightarrow \infty} \int_M J\phi_n = \frac{V_N}{V_M} = \int_M J\phi$. 

\[ E_2(\phi) = \int_M \left( \frac{\phi^{-1}(y)}{\phi(y)} \right)^2 \] 

which implies that $|\phi^{-1}(y)| = 1$ a.e. \(\square\)

### 3.1.4 Proof of Theorem 1.8

The assumption $E_2(\phi_n) \rightarrow F \left( \frac{V_N}{V_M} \right)$ implies that $\phi_n$ is bounded in $W^{1,2}(M, N)$, (by Poincare’s inequality). Thus we may assume that it converges weakly in $W^{1,2}$ to some $\phi$. Equation (3.1) implies that $\int_M F(J\phi_n) - \int_M J\phi_n \rightarrow 0$ and that $E_2(\phi_n) - \int_M F(J\phi_n) \rightarrow 0$. Since $E_2(\phi_n) \geq F \left( \int_M J\phi_n \right)$ and $|x|^2 F(x) = \infty$, $\int_M J\phi_n$ is bounded from above.

By Lemma 3.1, $\int_M J\phi_n \geq r_0 > 1/4$. Thus, by Proposition 3.2 $V_{\phi_n} \rightarrow \infty$, so Proposition 3.6 implies dist$^2(d\phi_n, CO_2) \rightarrow 0$.

Lemma 3.7 then implies that $\phi$ is weakly conformal and $d\phi_n \rightarrow d\phi$ strongly in $L^2(K)$ for every $K \subseteq M$.

The strong convergence $d\phi_n \rightarrow d\phi$ implies

\[ E_2(\phi|K) = \lim_{n \rightarrow \infty} E_2(\phi_n|K) \leq \lim_{n \rightarrow \infty} E_2(\phi_n) = F \left( \frac{V_N}{V_M} \right). \]

So, we proved that $E_2(\phi|K) \leq F \left( \frac{V_N}{V_M} \right)$ for every $K \subseteq M$. By the monotone-convergence theorem,

\[ E_2(\phi) \leq F \left( \frac{V_N}{V_M} \right). \quad (3.10) \]

Furthermore, since $J\phi_n \geq 0$ and $J\phi_n \rightarrow \phi$ in $L^1(K)$,

\[ \int_K J\phi = \lim_{n \rightarrow \infty} \int_K J\phi_n \leq \lim_{n \rightarrow \infty} \int_M J\phi_n = V_N, \]

where the last equality is by Lemma 3.1.

$J\phi_n \geq 0$ and $J\phi_n \rightarrow \phi$ in $L^1(K)$ imply $J\phi \geq 0$ a.e. By monotone convergence $\int_K J\phi \leq V_N$ for every $K \subseteq M$. Thus

\[ F \left( \frac{V_N}{V_M} \right) \geq E_2(\phi) \geq F \left( \int_M J\phi \right) \geq F \left( \frac{V_N}{V_M} \right), \quad (3.11) \]

where we used Inequality (3.10) and the monotonicity of $F[0,1]$. Thus $E_2(\phi) = F \left( \frac{V_N}{V_M} \right)$, and $\int_M J\phi = \frac{V_N}{V_M} \geq \frac{1}{4}$. We are now in the same situation as in the proof of Theorem 2.2; Lemma 2.3 implies that $J\phi$ is constant a.e., hence $J\phi = \frac{V_N}{V_M}$. We already proved that $\phi$ is conformal, so it is a homothety. (The conformality of $\phi$ follows also from the equality $E_2(\phi) = \int_M F(J\phi)$.)

In particular we have

\[ \lim_{n \rightarrow \infty} \int_M J\phi_n = \frac{V_N}{V_M} = \int_M J\phi. \]
Repeating the same argument below Equation (3.9) with $K$ replaced by $\mathcal{M}$, we deduce that $d\phi_n \to d\phi$ strongly in $L^2(M)$, and hence by Poincare’s inequality, $\phi_n \to \phi$ strongly in $W^{1,2}(M, N)$. Lemma 3.8 then implies that $\phi$ is surjective and injective almost everywhere. (For deducing the almost injectivity we are using the fact that $\phi$ is Lipschitz; $\phi|_{M^o}$, being a homothety, is smooth by known regularity results, so it is Lipschitz on $M^o$ hence extends to a Lipschitz map on $M$. Alternatively, we can also argue that $\phi \in W^{1,\infty}$, hence Lipschitz).

It follows that $\phi$ is injective on $M^o$. Indeed, assume $\phi(p_1) = q = \phi(p_2)$, where $p_1 \neq p_2 \in M^o$ and $q \in N^o$. (since $d\phi$ is invertible $\phi(M^o) \subseteq N^o$, see e.g. Ex 4.2 in [27].) Since $\phi|_{M^o} : M^o \to N^o$ is a local diffeomorphism, there exist disjoint open neighborhoods $U_i \ni p_i$ and $V \ni q$ such that $\phi(U_i) = V$, hence $\text{Vol} \{ \{q \in N : \|\phi^{-1}(q)\| > 1\} \} \geq \text{Vol}(V) > 0$, which is a contradiction to $\phi$ being injective a.e. (We proved here that every injective a.e. smooth map from a manifold without boundary into a manifold, having invertible differential is injective). This completes the proof of the first part of the theorem.

**Proof that under additional assumptions $\phi$ is a diffeomorphism**

Since $\phi_n \to \phi$ in $W^{1,2}(M; N)$, it follows that $\phi_n|_{\partial M} \to \phi|_{\partial M}$ in $L^2(\partial M; \partial N)$, and (after taking a subsequence) pointwise almost everywhere in $\partial M$. Since $\phi_n(\partial M) \subset \partial N$, and since $\partial N$ is closed and $\phi$ is continuous we conclude that $\phi(\partial M) \subset \partial N$. We already established that $\phi(M) = N$, $\phi(M^o) \subseteq N^o$, which together with $\phi(\partial M) \subset \partial N$ imply that $\phi(M^o) = N^o$, $\phi|_{M^o} = \partial \phi = \partial N$.

In particular, $\phi|_{M^o} : M^o \to N^o$ is a diffeomorphic homothety. Thus for every $x, y \in M$, let $M^o \ni x_n \to x$ and $M^o \ni y_n \to y$; then

$$d_N(\phi(x), \phi(y)) = \lim_{n \to \infty} d_N(\phi(x_n), \phi(y_n)) = \lim_{n \to \infty} \lambda d_M(x_n, y_n) = \lambda d_M(x, y).$$

This implies that $\phi$ is injective on all of $M$. Finally, by a version of the Myers-Steenrod theorem for manifolds with boundary (for a short argument see [28]), if $\partial M$, $\partial N$ are smooth, then $\phi$ is smooth up to the boundary.

**3.2 Proof of Theorem 1.9**

Given $\phi \in \text{Lip}_+(M, N)$, Lemma 3.4 implies that

$$\text{dist}^2(d\phi, K) \leq \text{dist}^2(d\phi, SO_2) - (1 - 2J\phi) \leq 2 \text{dist}^2(d\phi, K).$$

Integrating this we get

$$\int_M \text{dist}^2(d\phi, K) \leq E_2(\phi) - \left(1 - 2 \int_M J\phi\right) \leq 2 \int_M \text{dist}^2(d\phi, K). \tag{3.12}$$

Applying this for $\phi \in \text{Lip}_{\text{inj}}^+(M, N)$, under the assumption $V_{\phi(M)} / V_M \leq 1/4$ proves assertion (1.6). Suppose now that $V_N / V_M \leq 1/4$; then

$$E_2(\phi) - F \left(\frac{V_N}{V_M}\right) = E_2(\phi) - F \left(\frac{V_{\phi(M)}}{V_M}\right) + F \left(\frac{V_{\phi(M)}}{V_M}\right) - F \left(\frac{V_N}{V_M}\right)$$

$$= E_2(\phi) - F \left(\frac{V_{\phi(M)}}{V_M}\right) + 2(V_N - V_{\phi(M)}) / V_M.$$

where we used the fact that $F(x) - F(y) = 2(y - x)$ for $x, y \in [0, 1]$. This proves assertion (1.7).
4 Geometric properties of the minimizing well

4.1 Geometric characterization of the well K

We give an alternative description of the well $K$ defined in 1.2. Let $GL_2^+$ be the group of real $2 \times 2$ matrices having positive determinant.

**Proposition 4.1** Let $A \in GL_2^+$. The following are equivalent:

1. $A \in K$. ($\sigma_1(A) + \sigma_2(A) = 1$.)
2. $\text{Cof } A + A \in SO_2$.
3. $\text{Cof } A + A = O(A)$, where $O(A)$ is the orthogonal polar factor of $A$, i.e. $A = O(A)P(A)$, where $O(A) \in SO_2$ and $P(A)$ is symmetric positive-definite. We note that $O(A)$ is also the closest matrix to $A$ in $SO_2$.

$\text{Cof } A$ here denotes the standard cofactor matrix of $A$.

Moreover, if $A - O(A) = \alpha \text{Cof } A$ for some $\alpha \in \mathbb{R}$, then either $\alpha = -1$ (and then $A \in K$) or $A$ is conformal with singular values $\sigma_1 = \sigma_2 = \frac{1}{1-\alpha}$.

**Proof** All three conditions are invariant under left and right multiplication by special orthogonal matrices; this follows from the multiplicative properties $\text{Cof}(AB) = \text{Cof } A \text{Cof } B$, $O(UAV) = UO(A)V$ for any $U, V \in SO_2$, together with the fact that $\text{Cof } Q = Q$ for every $Q \in SO_2$. Using SVD, this reduces the problem to showing equivalence of the conditions for the special case where $A = \Sigma$ is diagonal positive-definite. In that case

$$\Sigma + \text{Cof } \Sigma = \begin{pmatrix} \sigma_1 & 0 \\ 0 & \sigma_2 \end{pmatrix} + \begin{pmatrix} 0 & \sigma_2 \\ \sigma_2 & 0 \end{pmatrix} = (\sigma_1 + \sigma_2) \text{Id},$$

so

$$\Sigma + \text{Cof } \Sigma \in SO_2 \iff \Sigma + \text{Cof } \Sigma = \text{Id} = O(\Sigma) \iff \sigma_1 + \sigma_2 = 1.$$

Now, assume that $A - O(A) = \alpha \text{Cof } A$ for some $\alpha \in \mathbb{R}$. Again, the orthogonal invariance of the equation implies that $\Sigma - O(\Sigma) = \alpha \text{Cof } \Sigma$ or $\Sigma - \text{Id} = \alpha \text{Cof } \Sigma$, where $\Sigma$ is the diagonal part in the SVD of $A$. Thus

$$\sigma_1 - 1 = \alpha \sigma_2, \sigma_2 - 1 = \alpha \sigma_1.$$  

By subtracting we deduce that $(\alpha + 1)(\sigma_1 - \sigma_2) = 0$, so either $\alpha = -1$ or $\sigma_1 = \sigma_2$. \hfill \Box

4.2 Maps in the well $K$ are critical

We prove Proposition 1.6 which states that maps in the well $K$ are critical points of the energy. Let $(M, g)$, $(N, h)$ be smooth $n$-dimensional Riemannian manifolds, $M$ compact. Let $\phi \in C^2(M, N)$ with $J\phi > 0$. Let $O(d\phi) : TM \to \phi^*TN$ be the (unique) closest orientation-preserving isometric section to $d\phi$. (This is essentially the orthogonal polar factor of $d\phi$).

As we show in “Appendix D”, The Euler–Lagrange equation of the functional

$$E_2(\phi) = \int_M \text{dist}^2(\phi, \text{SO}(g, \phi^*h)) = \int_M |d\phi - O(d\phi)|^2$$

is

$$\delta (d\phi - O(d\phi)) = 0,$$

(4.1)
and the one for $E_p$ is
\[ \delta \left( \text{dist}^{p-2} (d\phi, \text{SO}(g, \phi^*h)) \right) (d\phi - O(d\phi)) = 0, \] (4.2)
where the coderivative $\delta_{\nabla^E} : \Omega^1(M; \phi^*TN) \to \Gamma(\phi^*TN)$ is the adjoint of the connection $\nabla^{\phi^*TN} : \Gamma(\phi^*TN) \to \Omega^1(M; \phi^*TN)$. (For precise definitions see e.g. [29]. In the Euclidean case, where $M = N = \mathbb{R}^n$ are endowed with the standard metrics, $\delta$ is the standard row-by-row divergence.)

We recall the following statement (the Piola identity):

For every $C^2$ map $\phi : M \to N$, $\delta \left( \text{Cof} \ d\phi \right) = 0,$

where the cofactor of $d\phi$ is defined intrinsically using the metrics on $M, N$; see [30] (Section 2.1) for details. (If $M = N = \mathbb{R}^n$, $\text{Cof} \ d\phi$ is the standard cofactor matrix.) The Piola identity, which holds for any sufficiently regular map, is well-known in the Euclidean case. (see e.g. [31, Ch. 8.1.4.b] and [21, p. 39] for a proof.) It was generalized to mappings between arbitrary Riemannian manifolds in [30].

Considering Equation (4.2), the Piola identity suggests a natural way to find critical points of $E_p$—look for maps $\phi$ which satisfy
\[ \text{dist}^{p-2} (d\phi, \text{SO}(g, \phi^*h)) (d\phi - O(d\phi)) = \alpha \text{Cof} \ d\phi, \] (4.3)
where $\alpha \in \mathbb{R}$ is constant. We specialize to the case where $M, N$ are 2-dimensional.

**Proof** [of Proposition 1.6]

By Proposition 4.1 $d\phi \in K \Rightarrow d\phi - O(d\phi) = -\text{Cof} \ d\phi$, hence the Piola identity implies that $\phi$ satisfies (4.1). If the singular values of $d\phi$ are constant, then dist $(d\phi, \text{SO}(g, \phi^*h))$ is constant, so $\phi$ satisfies (4.2) as well.

On the other hand, let $p \neq 2$ and suppose that $d\phi \in K$ and that $\phi$ satisfies (4.2). Then
\[ 0 = \delta (H (d\phi - O(d\phi))) = \delta (H \text{Cof} \ d\phi) = \delta (\text{Cof} \ d\phi), \] (4.4)
where $H := \text{dist}^{p-2} (d\phi, \text{SO}(g, \phi^*h))$. The last equality implies that $H$ is constant: Write $\omega := \text{Cof} \ d\phi \in \Omega^1(M; \phi^*TN)$. Given an orthonormal frame $E_i$ for $T_M$, we have
\[ \delta \omega = - \text{tr}_g (\nabla \omega) = - \sum_{i=1}^d (\nabla_{E_i} \omega)(E_i), \] (4.5)
where $\nabla \omega$ is the connection induced on $T^*M \otimes \phi^*TN$ by the Levi-Civita connection on $M$ and $\nabla^{\phi^*TN}$ (see e.g. [29, Lemma 1.20] for a proof).

Equations (4.5) and (4.4) imply that
\[ 0 = \delta (H \omega) = H \delta (\omega) - \text{tr}_g (dH \otimes \omega) = - \text{tr}_g (dH \otimes \omega), \]
so
\[ 0 = \text{tr}_g (dH \otimes \omega) = \sum_{i=1}^d dH(E_i) \cdot \omega(E_i) = \sum_{i=1}^d dH(E_i) \cdot \text{Cof} \ d\phi(E_i). \]
Since $\text{Cof} \ d\phi : TM \to \phi^*TN$ is invertible, $dH = 0$, so $H$ is constant. Thus
\[ \sigma_1(d\phi) + \sigma_2(d\phi) = 1, \quad (\sigma_1(d\phi) - 1)^2 + (\sigma_2(d\phi) - 1)^2 \]
are constant, hence $\sigma_1(d\phi), \sigma_2(d\phi)$ are constant. $\square$
The following result states that the suggested approach based on the Piola identity in (4.3) produces only homotheties or maps in the well $K$.

**Lemma 4.2** Let $\phi \in C^2(\mathcal{M}, \mathcal{N})$ with $J\phi > 0$. Then $d\phi - O(d\phi) = \alpha \text{Cof} d\phi$ if and only if $d\phi \in K$ or $\phi$ is a homothety with $\sigma(d\phi) = \frac{1}{1-\alpha}$.

For $p \neq 2$, $\text{dist}^{p-2}(d\phi, \text{SO}(g, \phi^*h))(d\phi - O(d\phi)) = \alpha \text{Cof} d\phi$ if and only if $\phi$ has constant singular values.

The proof is given in “Appendix E”.

Another application of Proposition 1.6 is the following corollary: We say a map $\phi \in C^2(\mathcal{M}, \mathcal{N})$ is **affine** if $\nabla d\phi = 0$, where $\nabla = \nabla^\ast_T \mathcal{M} \otimes \phi^* \mathcal{T} \mathcal{N}$ is the natural connection induced on $\mathcal{T} \ast \mathcal{M} \otimes \phi^* \mathcal{T} \mathcal{N}$ by the Levi-Civita connections on $\mathcal{M}, \mathcal{N}$. This notion of affinity coincides with the standard one in the Euclidean case.

**Corollary 4.3** Let $\mathcal{M}, \mathcal{N}$ be any Riemannian surfaces. Then there exist local maps $\mathcal{M} \to \mathcal{N}$, which are critical points of $E_p$, for every $p \geq 1$. In particular, there exist non-affine critical points of $E_p$, for every $p \geq 1$.

By local existence, we mean that given any two points $p \in \mathcal{M}, q \in \mathcal{N}$ there exist open neighbourhoods $U, V$ of $p, q$ respectively, and a map $\phi: U \to V$ sending $p$ to $q$, which is $E_p$-critical.

**Proof** Given positive numbers $\sigma_1 < \sigma_2$ there always exist locally many maps $\mathcal{M} \to \mathcal{N}$ with constant singular values $\sigma_1, \sigma_2$, see discussion of the Euclidean case in [12] and for the general Riemannian case in [32]. If we take singular values satisfying $\sigma_1 + \sigma_2 = 1$, then Proposition 1.6 implies that such maps are critical. □

**Non-regular solutions** The flexibility of the well $K$ implies that the solutions to the Euler–Lagrange equation (4.1) do not have to be regular.

Let $\mathcal{M} = \mathcal{N} = \mathbb{R}^2$ endowed with the standard Euclidean metrics. Since $K_{\sigma_1, \sigma_2}$ is rank-one connected for $\sigma_1 < \sigma_2$ (see [33, p. 190]), there exist non-differentiable maps $\phi \in W^{1,\infty}_{\text{loc}}(\mathbb{R}^2, \mathbb{R}^2)$ which satisfy $d\phi \in K_{\sigma_1, \sigma_2}$ a.e.

If $\sigma_1 + \sigma_2 = 1$, then by Proposition 4.1 $d\phi - O(d\phi) = - \text{Cof} d\phi$ a.e.. A weak version of the Piola identity implies that any such map satisfies a weak form of Equation (4.2). Thus, weak solutions of (4.2) are not necessarily $C^1$.

**4.3 Critical maps having constant singular values are in $K$**

We prove Proposition 1.7, which states that critical maps having constant singular values between Euclidean spaces, are either affine or in the well $K$. Note that a map having constant singular values that is $E_p$ critical for some $p$, is $E_q$ critical for any value of $q$, and in particular $E_2$-critical.

**Proof** Let $\phi \in C^2(\Omega, \mathbb{R}^2)$ have constant singular values. If $\sigma_1 = \sigma_2$, then $\phi$ is a homothety and in particular affine, so there is nothing to prove. Suppose that $\sigma_1 \neq \sigma_2$. Let $d\phi = U \Sigma V^T$ be the SVD of $d\phi$, $U, V \in SO_2$. Since $\sigma_1 \neq \sigma_2$, $U, V$ can be chosen smoothly, locally around every point $x \in \Omega$, see e.g. [34].
Let diag$_2$ be the vector space of real-valued two-by-two matrices. Consider the map $T : \text{diag}_2 \to C^\infty(\Omega, \mathbb{R}^2)$ given by

$$T : \begin{pmatrix} a & 0 \\ 0 & b \end{pmatrix} \to \text{div} \left( U \begin{pmatrix} a & 0 \\ 0 & b \end{pmatrix} V^T \right),$$

where div is the divergence operator, acting row-by-row. We shall use the following result (which we prove below):

**Lemma 4.4** If $T = 0$, then $U$, $V$ are constant.

The Euclidean Piola identity is

$$\text{div}(\text{Cof } d\phi) = 0.$$ 

Since Cof $d\phi = U \text{Cof } \Sigma V^T$, this translates into $T(\text{Cof } \Sigma) = 0$. Now assume that $\phi$ is $E_2$ critical, i.e.

$$\text{div} \left( d\phi - O(d\phi) \right) = 0.$$ 

Since $d\phi - O(d\phi) = U(\Sigma - \text{Id})V^T$, this translates into $T(\Sigma - \text{Id}) = 0$. We established Cof $\Sigma, \Sigma - \text{Id} \in \text{Ker } T$. Since diag$_2$ is two-dimensional, if Cof $\Sigma, \Sigma - \text{Id}$ are linearly independent, then $T = 0$, hence by Lemma 4.4 $U$, $V$ are constant, and $\phi$ is affine.

If Cof $\Sigma, \Sigma - \text{Id}$ are dependent, Proposition 4.1 implies that either $d\phi \in K$ or $\phi$ is a homothety (and in particular affine). \qed

**Proof** [of Lemma 4.4] Write $U = \begin{pmatrix} c & -s \\ s & c \end{pmatrix}$, $V^T = \begin{pmatrix} \tilde{c} & -\tilde{s} \\ \tilde{s} & \tilde{c} \end{pmatrix}$. Writing explicitly

$$U \begin{pmatrix} a & 0 \\ 0 & b \end{pmatrix} V^T = \begin{pmatrix} ac\tilde{c} - bs\tilde{s} - ac\tilde{s} - bc\tilde{c} \\ as\tilde{c} + b\tilde{c}s - as\tilde{s} + bc\tilde{c} \end{pmatrix},$$

so

$$T \begin{pmatrix} a & 0 \\ 0 & b \end{pmatrix} = \begin{pmatrix} a(\partial_x(c\tilde{c}) - b\partial_x(s\tilde{s}) - a\partial_y(c\tilde{s}) - b\partial_y(c\tilde{c})) \\ a(\partial_x(s\tilde{c}) + b\partial_x(s\tilde{s}) - a\partial_y(s\tilde{s}) + b\partial_y(c\tilde{c})) \end{pmatrix}$$

$$= \begin{pmatrix} a(\partial_x(c\tilde{c}) - \partial_y(c\tilde{s})) + b(-\partial_x(s\tilde{s}) - \partial_y(c\tilde{c})) \\ a(\partial_x(s\tilde{c}) - \partial_y(s\tilde{s})) + b(\partial_x(s\tilde{s}) + \partial_y(c\tilde{c})) \end{pmatrix}$$

$$= \begin{pmatrix} \partial_x(c\tilde{c}) - \partial_y(c\tilde{s}) - \partial_x(s\tilde{s}) - \partial_y(c\tilde{s}) \\ \partial_x(s\tilde{c}) - \partial_y(s\tilde{s}) - \partial_x(s\tilde{s}) + \partial_y(c\tilde{c}) \end{pmatrix} \begin{pmatrix} a \\ b \end{pmatrix}.$$ 

Thus $T = 0$ implies

$$\begin{pmatrix} \partial_x(c\tilde{c}) - \partial_y(c\tilde{s}) - \partial_x(s\tilde{s}) - \partial_y(c\tilde{s}) \\ \partial_x(s\tilde{c}) - \partial_y(s\tilde{s}) - \partial_x(s\tilde{s}) + \partial_y(c\tilde{c}) \end{pmatrix} = 0.$$ 

Rewriting this we get the following

$$\begin{align*}
\partial_x(s\tilde{c}) &= -\partial_y(c\tilde{c}), \\
\partial_y(s\tilde{c}) &= \partial_x(c\tilde{c}), \\
\partial_x(s\tilde{s}) &= \partial_y(s\tilde{s}), \\
\partial_y(s\tilde{s}) &= -\partial_x(s\tilde{s}).
\end{align*}$$

The system (4.6) implies that $f = -\tilde{s}c + i(c\tilde{c}) = i \cos(\theta)e^{i\tilde{\theta}}$ is holomorphic, and the system (4.7) implies that $g = s\tilde{c} + i(s\tilde{s}) = \sin(\theta)e^{i\tilde{\theta}}$ is holomorphic. Thus $(if)^2 + g^2 = e^{2i\tilde{\theta}}$.
is holomorphic. Since its image lies on a circle, the open mapping theorem implies that it is constant, thus $e^{i\tilde{\theta}}$ is constant.

Together with the holomorphicity of $f, g$, we deduce that $c = \cos(\theta), s = \sin(\theta)$ are holomorphic, so are also constant. \hfill \Box

5 Energy minimizers of other functionals

Throughout the following subsection, we assume the setting described in Sect. 1.4. In particular, $E = E_f$ and $F$ are defined as in equations (1.8) and (1.9).

We prove in Lemma E.1 in Section E that $F$ is well-defined, and also show it has the same monotonicity properties as $f$ does. Our starting point in the analysis is the observation that the convexity property of $F$ is the key element in passing from the pointwise bound to a variational bound. This element was also present in Sect. 2.

We shall need the following localized notions of convexity:

**Definition 5.1** Let $f : (a, b) \to \mathbb{R}$, and let $c \in (a, b)$. We say that $f$ is convex at $c$ if $f(\alpha x + (1 - \alpha)y) \leq \alpha f(x) + (1 - \alpha)f(y)$ holds whenever $\alpha \in [0, 1]$ and $x, y \in (a, b)$ satisfy $\alpha x + (1 - \alpha)y = c$. Strict pointwise convexity is defined similarly.

Furthermore, we say that $f$ is midpoint-convex at $c$ if $f\left(\frac{x+y}{2}\right) \leq \frac{f(x)+f(y)}{2}$ holds whenever $x, y \in (a, b)$ satisfy $\frac{x+y}{2} = c$.

We note that midpoint-convexity plus continuity at a point does not imply convexity at a point, even though midpoint-convexity plus continuity on an interval does imply (full) convexity at that interval.

Our basic observation is the following:

**Lemma 5.2** Let $M, N$ be compact Riemannian surfaces, and let $\phi \in \text{Lip}_+(M, N)$. Suppose that $F$ is convex at $-\hat{\text{M}}J \phi$. Then $E(\phi) \geq F(-\hat{\text{M}}J \phi)$. If $F$ is strictly convex at $\hat{\text{M}}J \phi$, then equality implies that $J \phi$ is constant.

**Proof** The definition of $F$ together with the convexity assumption implies that

$$E(\phi) \stackrel{(1)}{\geq} \int_M F(J \phi) \stackrel{(2)}{\geq} F\left(\int_M J \phi\right). \quad (5.1)$$

When $F$ is affine on a subinterval the Jacobian of energy minimizers need not be constant (we saw that already in the special case of the Euclidean functional in Theorem 1.1). This observation inspires the problem of characterizing the cost functions $f$ which give rise to $F$ which have affine parts. This seems a non-trivial problem, and the only such case we are aware of is when $f(x) = (x - 1)^2$. Similarly, it is not clear which $f$’s give rise to convex $F$. Indeed, replacing the quadratic penalty with cubic or quartic penalties $f(x) = |x - 1|^3, f(x) = (x - 1)^4$ makes $F$ non-convex (see [35]).

5.1 Analysis of when $(\sqrt{s}, \sqrt{s})$ is a minimizer

We are looking for conditions on $f$ which ensure that the solution to the minimization problem (1.9) is obtained at $(\sqrt{s}, \sqrt{s})$, that is

$$F(s) = \min_{xy=s, x, y>0} f(x) + f(y) = 2f(\sqrt{s}). \quad (5.2)$$
As mentioned in the proof of Lemma E.1, the minimum point for \( s \in (0, 1) \) is obtained when \( x, y \leq 1 \). Thus, Equation (5.2) is equivalent to
\[
f(\sqrt{xy}) \leq \frac{f(x) + f(y)}{2} \quad \text{for every} \quad x, y \in (0, 1], \ xy = s. \tag{5.3}
\]
After defining \( g : \mathbb{R} \to [0, \infty) \), by \( g(x) = f(e^x) \), or \( f(x) = g(\log x) \), (5.3) becomes
\[
g\left( \frac{\log x + \log y}{2} \right) \leq \frac{g(x) + g(y)}{2} \quad \text{whenever} \quad \log x, \log y \in (-\infty, 0], \ \log x + \log y = \log s.
\]
Equivalently, \( g|_{(-\infty,0]} \) is midpoint-convex at \( \frac{1}{2} \log s \), i.e.
\[
g\left( \frac{x + y}{2} \right) \leq \frac{g(x) + g(y)}{2} \quad \text{whenever} \quad x, y \in (-\infty, 0], \ x + y = \log s.
\]
Thus, we proved the following

**Lemma 5.3** Let \( s \in (0, 1) \). \((\sqrt{s}, \sqrt{s})\) is a (unique) minimizer of (1.9) if and only if \( g|_{(-\infty,0]} \) is (strictly) midpoint-convex at \( \frac{1}{2} \log s \).

Note that \( g|_{(-\infty,0]} \) is midpoint-convex at \( \frac{1}{2} \log s \) if and only if \( g|_{[\log s,0]} \) is midpoint-convex at \( \frac{1}{2} \log s \).

**Corollary 5.4** Let \( \delta \in (0, 1] \) and consider the following statements:

1. \( g|_{[\log s,0]} \) is (strictly) convex.
2. \((\sqrt{s}, \sqrt{s})\) is a (unique) minimizer of (1.9) for every \( s \in [\delta, 1] \).
3. \( g|_{[\frac{1}{2} \log s,0]} \) is (strictly) convex.

Then (1) \( \Rightarrow \) (2) \( \Rightarrow \) (3). The converse implications do not hold in general.

In particular, \((\sqrt{s}, \sqrt{s})\) is a (unique) minimizer of (1.9) every \( s \in (0, 1) \) if and only if \( g|_{(-\infty,0]} \) is (strictly) convex.

**Proof** (1) \( \Rightarrow \) (2) follows directly from Lemma 5.3.

(2) \( \Rightarrow \) (3): By Lemma 5.3, \( g|_{(-\infty,0]} \) is (strictly) midpoint-convex at every \( \frac{1}{2} \log s \in [\frac{1}{2} \log \delta, 0] \). In particular, \( g|_{[\frac{1}{2} \log \delta,0]} \) is (strictly) midpoint-convex, and (strict) midpoint-convexity plus continuity implies full (strict) convexity. We do not provide examples that refute the converse implications.

Since convex functions whose derivative obtains negative values tend to \(+\infty\) when \( x \to -\infty \), we get the following:

**Corollary 5.5** Suppose that \((\sqrt{s}, \sqrt{s})\) is a minimizer of (1.9) for every \( s \in (0, 1) \). Then \( \lim_{x \to 0} f(x) = \infty \).

Corollary 5.5 can be strengthened as follows:

**Proposition 5.6** Suppose that \( f \) does not diverge to infinity at zero. Then there exists \( \epsilon > 0 \) such that \((\sqrt{s}, \sqrt{s})\) is not a minimizer of (1.9) for every \( s \in (0, \epsilon) \).

We prove Proposition 5.6 in Section E. We note that Corollary 5.4 implies the following:

**Corollary 5.7** Suppose that \( f \) is differentiable and not flat at \( x = 1 \). There exists \( \delta \in (0, 1) \) such that \((\sqrt{s}, \sqrt{s})\) is the unique minimizer of (1.9) for \( s \in (\delta, 1] \).

**Proof** The relation \( g(x) = f(e^x) \) implies that \( f \) is not flat at \( x = 1 \) if and only if \( g \) is not flat at \( x = 0 \). If \( g \) is not flat at \( x = 0 \), it is strictly convex in some neighbourhood of it, and we can apply Corollary 5.4.

\[\square\]
5.2 Convexity of $F$

As we saw in Lemma 5.2, the convexity of $F$ plays a key role in the analysis. An interesting observation is that $(\sqrt{s}, \sqrt{s})$ being a minimizer has implications on convexity properties of $F$. In the following let $f$, $g$ be as in Sect. 5.1, i.e. $f(x) = g(\log x)$.

**Lemma 5.8** Let $0 < \delta < 1$. If $g_{[\log \delta, 0]}$ is strictly convex, then $F_{[\delta, 1]}$ is strictly convex.

**Proof** By Corollary 5.4, $F(s) = 2f(\sqrt{s}) = 2g\left(\frac{1}{2}\log s\right)$ for every $s \in [\delta, 1]$. The function $s \to g\left(\frac{1}{2}\log s\right)$ is strictly convex on $[\delta, 1]$, since it is a composition of the strictly concave function $s \to \frac{1}{2}\log s$ together with the strictly decreasing and strictly convex function $g_{[\frac{1}{2}\log \delta, 0]}$. Thus, $F_{[\delta, 1]}$ is strictly convex. □

In particular, we obtain the following:

**Corollary 5.9** Let $g : \mathbb{R} \to [0, \infty)$ be a continuous function, which is strictly decreasing and strictly convex on $(-\infty, 0]$, and strictly increasing on $[0, \infty)$, with $g(0) = 0$. Set $f(x) = g(\log x)$, and define $F : (0, \infty) \to [0, \infty)$ as in (1.9).

Then for every $s \in (0, 1)$, $(\sqrt{s}, \sqrt{s})$ is the unique minimizer of (1.9), and $F_{[0, 1]}$ is strictly convex.

We shall use the following lemma, whose proof we postpone to “Appendix” (in Section A).

**Lemma 5.10** Let $F : (0, \infty) \to [0, \infty)$ be a continuous function which is left-differentiable at $x = 1$, satisfying $F(1) = F'(1) = 0$, that is strictly increasing on $[1, \infty)$, and strictly decreasing on $(0, 1]$. Suppose that $F_{[1-\epsilon, 1]}$ is (strictly) convex for some $\epsilon > 0$. Then there exists $\delta > 0$ such that $F$ is (strictly) convex at every point $y \in (1 - \delta, 1]$.

The assumption $F'(1) = 0$ cannot be omitted. This lemma lifts the convexity on a subinterval to a global convexity- global in the sense that convexity at a point is a statement about far away points, which lie outside the interval where convexity is initially given.

Lemma 5.8 and Lemma 5.10 imply the following

**Corollary 5.11** Suppose that $f$ is differentiable and not flat at $x = 1$.

There exists $\epsilon \in (0, 1)$ such that $F$ is strictly convex at every point $y \in (1 - \epsilon, 1]$.

**Proof** Since $g(x) = f(e^x)$ is not flat at $x = 0$ and attains a minimum there, $g_{[\log \delta, 0]}$ is strictly convex for some $0 < \delta < 1$. Lemma 5.8 implies that $F_{[\delta, 1]}$ is strictly convex.

By Corollary 5.4, $F(x) = 2f(\sqrt{x})$ on $[\delta, 1]$. Since $f$ attains a minimum at $x = 1$, we have $F'(1) = f'(1) = 0$. By Lemma E.1 $F$ satisfies all the conditions in Lemma 5.10, which implies the assertion. □

5.3 Variational bounds

We combine all our preliminary results in order to prove the variational claims.

**Proof** [of Theorem 1.10]

Corollary 5.11 implies that $F$ is strictly convex at every point $y \in [\alpha, 1]$ for some $\alpha \in (0, 1)$. 
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If \( f_M J\phi \geq \alpha \), then \( F \) is strictly convex at \( f_M J\phi \), so by Jensen inequality
\[
E(\phi) \geq \int_M F(J\phi) \geq F \left( \int_M J\phi \right) = F \left( V_{\phi(M)} \right) \geq F \left( \frac{V_N}{V_M} \right),
\]
(5.4)

The strict convexity of \( F \) at \( f_M J\phi \) implies that inequality (2) is an equality if and only if \( J\phi \) is constant. By Corollary 5.7 we can assume that \( \alpha \) is sufficiently large such that \((\sqrt{s}, \sqrt{s})\) is the unique minimizer of (1.9) for \( s \in [\alpha, 1) \). Since \( J\phi \geq \alpha \) is constant, inequality (1) is an equality if and only if \( \sigma_1(d\phi) = \sigma_2(d\phi) \) a.e. Thus \( E(\phi) = F \left( \frac{V_N}{V_M} \right) \) implies that \( \phi \) is a homothety. Inequality (3) is an equality if and only if \( \phi \) is surjective.

Suppose that \( f_M J\phi < \alpha \). Since \( F \) is convex at \( \alpha \), it has a supporting line at \( \alpha \), i.e. \( F(x) \geq T(x) := m(x - \alpha) + F(\alpha) \) for some \( m \in \mathbb{R} \), and for every \( x > 0 \).

This implies
\[
E(\phi) \geq \int_M F(J\phi) \geq \int_M T(J\phi) = T \left( \int_M J\phi \right) > T(\alpha) = F(\alpha) \geq F \left( \frac{V_N}{V_M} \right),
\]
where the last inequality is due to the assumption \( \alpha \leq \frac{V_N}{V_M} \leq 1 \). The strict inequality \( T \left( \int_M J\phi \right) > T(\alpha) \) follows from \( f_M J\phi < \alpha \), together with the fact that the slope \( m < 0 \).

\( (m < 0 \) since \( T(1) \leq F(1) = 0 < F(\alpha) = T(\alpha). \)

\( \square \)

**Proof** [Of Theorem 1.11]

Lemma E.1 and Corollary 5.9 imply that \( F \) satisfies the assumptions of Lemma A.1. Thus,
\[
E(\phi) \geq \int_M F(J\phi) \geq F \left( \int_M J\phi \right) = F \left( \frac{V_{\phi(M)}}{V_M} \right) \geq F \left( \frac{V_N}{V_M} \right),
\]
(5.5)

where we have used the monotonicity of \( F \) and \( 0 \leq \frac{V_{\phi(M)}}{V_M} \leq \frac{V_N}{V_M} \leq 1 \).

Now, assume \( E(\phi) = F \left( \frac{V_N}{V_M} \right) \). Then \( V_{\phi(M)} = V_N \) and \( f_M F(J\phi) = F \left( f_M J\phi \right) \).

Lemma A.1 implies that \( J\phi \) is constant, hence \( J\phi = \frac{V_N}{V_M} \) a.e. on \( M \). Finally, \( f \left( \sigma_1(d\phi) \right) + f \left( \sigma_2(d\phi) \right) = F(J\phi) \), so \( \sigma_1(d\phi), \sigma_2(d\phi) \) is a minimizer of (1.9) with \( s = J\phi \).

By Corollary 5.9, this implies \( \sigma_1(d\phi) = \sigma_2(d\phi) \) so \( \phi \) is a homothety. \( \square \)

### 5.3.1 A motivating example-logarithmic distortion

We shall now consider the special case where \( f(x) = (\log x)^2 \), \( g(x) = x^2 \). As we explain below, this example has a geometric origin.

Let \( I \in M_2 \) be the identity matrix, and let \( g_I \) be the standard Euclidean metric on the space of matrices, i.e.
\[
g_I(X, Y) = \text{tr}(X^T Y), \quad \text{where } X, Y \in T_I \text{GL}_2^+ \simeq M_2,
\]
Now, let \( g \) be the Riemannian metric on \( \text{GL}_2^+ \) obtained by left-translating \( g_I \), i.e. \( g \) is the unique left-invariant metric on \( \text{GL}_2^+ \) whose restriction to \( T_I \text{GL}_2^+ \) is \( g_I \). \( g \) induces a distance function \( d_g \) (a metric in the sense of metric spaces) on \( \text{GL}_2^+ \), in the usual way—the distance between any two points is the length of a minimizing geodesic between these points.

Given any distance function \( d \) on \( \text{GL}_2^+ \), one gets a notion of “distance from being an isometry” by setting
\[
\text{dist}(A, \text{SO}_n) = \inf_{Q \in \text{SO}_n} d(A, Q).
\]
Even though it is not known how to compute explicitly the distance $d_g(A, B)$ between arbitrary two points $A, B \in \text{GL}_2^+$, there is a formula for $\text{dist}_g(A, \text{SO}_2)$ for an arbitrary matrix $A \in \text{GL}_2^+$. This problem was analyzed in a series of papers by Neff and co-workers [36–38] (and a simplified proof was obtained in [39]). The formula is given by

$$\text{dist}_g^2(A, \text{SO}_2) = \| \log \sqrt{A^T A} \|_2 = (\log \sigma_1(A))^2 + (\log \sigma_2(A))^2,$$

where $\log \sqrt{A^T A}$ is the unique symmetric logarithm of the positive-definite matrix $A^T A$, and $\sigma_i(A)$ are the singular values of $A$.

Thus, for a map $\phi : M \to N$ between Riemannian surfaces, we have

$$\text{dist}_g^2(d\phi, \text{SO}_2) = (\log \sigma_1(d\phi))^2 + (\log \sigma_2(d\phi))^2,$$

so

$$E_f(\phi) = \int_M f(\sigma_1(d\phi)) + f(\sigma_2(d\phi)) = \int_M \text{dist}_g^2(d\phi, \text{SO}_2).$$

for the choice of $f(x) = (\log x)^2$. This shows that this specific cost function arises naturally when one considers distortion functionals that are induced by Riemannian metrics with given symmetries.

In particular, we obtain the following corollary of Theorem 1.11:

**Corollary 5.12** Set

$$E_f(\phi) = \int_M (\log \sigma_1(d\phi))^2 + (\log \sigma_2(d\phi))^2 = \int_M \text{dist}_g^2(d\phi, \text{SO}_2).$$

Then the homotheties, if they exist, are the unique energy minimizers among all injective maps.

**Comment:** In this case $F(s) = 2g\left(\frac{1}{2} \log s\right) = \frac{1}{2} \log^2 s$ is not convex on the entire interval $(0, \infty)$. Indeed, $F'' < 0$ on $(e, \infty)$. This an example where $F|_{(0,1]}$ is convex but $F|_{(0,\infty)}$ is not convex. This is in contrast with the Euclidean case, where $F$ (from Definition (1.3)) was convex on $(0, \infty)$. This shows the importance of our strong formulation of Lemma A.1, which only relies on the convexity of $F|_{(0,1]}$. (Lemma A.1 is a key element in the proof of Theorem 1.11).

## 6 Discussion

**Phase transitions for general functionals** Theorem 1.10 states that for sufficiently close homothetic manifolds, the homotheties are the energy minimizers.

Corollary 5.7 and Proposition 5.6 explain why a phase-transition is expected when $f$ does not diverge at zero: when $s \to 1$, $(\sqrt{s}, \sqrt{s})$ is the minimizer of problem (1.9), and when $s \to 0$ it stops being a minimizer. Lifting this “pointwise” phase transition to the variational problem $\inf_{\phi \in \text{Lip}_{ij}(M,N)} E(\phi)$ is left for future works. We stress again that $F$ may be non-convex, e.g. for $f(x) = |x - 1|^3$, see [35]; in such cases the convex envelope of $F$ should play a role in the analysis.
Optimal compression of surfaces  Fix a surface $M$ and $\lambda < 1$. A natural problem is finding the optimal way to squeeze it into a surface $N$ satisfying $V_N = \lambda^2 V_M$, i.e.

$$E_{M,\lambda} := \inf_{\{N \mid V_N = \lambda^2 V_M\}} E_{M,N} = \inf_{\{N \mid V_N = \lambda^2 V_M\}} \inf_{\phi \in \text{Lip}_+^{\text{inj}}(M,N)} E_p(\phi) \geq F_p^{p/2}(\lambda). \quad (6.1)$$

By Theorem 1.1, for $\lambda \geq 1/2$ there is a unique solution $N = \lambda M$ and a unique optimal embedding (homothety). For $\lambda < 1/2$, the optimal target shapes $N$ which attain $E_{M,\lambda}$ are not unique. Take e.g. $M = [-a, a]^2$, and let $\phi_c : M \to \mathbb{R}^2$ be as in (2.6); $\phi_c$ has singular values $\sigma_1(c), \sigma_2(c)$ satisfying $(\sigma_1(c) + \sigma_2(c))^2 = 4 + c^2$; setting $\lambda_c = \frac{1}{\sqrt{4+c^2}}$, the map

$$\lambda_c \phi_c : M \to N_c := \lambda_c \phi_c(M)$$

has constant singular values which sum up to 1. By Theorem 1.1, $E_p(\lambda_c \phi_c) = F_p^{p/2}(\lambda_c^2)$, hence

$$E_{M,\lambda_c} = \min_{\{N \mid V_N = \lambda_c^2 V_M\}} E_{M,N} = E_{M,N_c}$$

is attained at $N = \lambda_c \phi_c(M)$; the square $[-a, a]^2$ is optimally mapped into a twisted shrinked shape $\lambda_c \phi_c([-a, a]^2)$ (Fig. 1).

A natural question is whether

$$E_{M,\lambda} = \min_{\{N \mid V_N = \lambda^2 V_M\}} E_{M,N} = F_p^{p/2}(\lambda^2)$$
is attained at $N = \lambda \mathcal{M}$. By Theorem 2.4, this is equivalent to the question whether there exists an area-preserving map $[-a, a]^2 \to [-a, a]^2$ having constant sum of singular values $1/\lambda$.
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A Convexity results

Proof [of Lemma 2.3] The strict convexity of $F$ in $[a, \infty)$ implies that for $x > a \geq y$,

$$F(tx + (1-t)y) = tF(x) + (1-t)F(y) \Rightarrow t \in [0, 1].$$

Denote $A = g^{-1}((a, \infty))$. If $\mu(A) = 0$ or $\mu(A^c) = 0$, we are done: If $\mu(A) = 1$, then $g > a$ a.e., so we are in the domain where $F$ is strictly convex. If $\mu(A) = 0$ then $g \leq a$ a.e. and the only case we need to check is when $\int_X g \in [a, \infty)$. We then must have $\int_X g = a$, so $g = a$ a.e.

We show that $0 < \mu(A) < 1$ cannot occur. Denote $x = \int_A g$, and $y = \int_{A^c} g$; then $y \leq a < x$ and $\int_X g = \mu(A)x + \mu(A^c)y$. Thus, using the equality assumption and Jensen’s inequality,

$$F\left(\int_X g\right) = \int_X F \circ g = \int_A F \circ g + \int_{A^c} F \circ g \geq \mu(A)F(x) + \mu(A^c)F(y) \geq F\left(\int_X g\right).$$

Therefore equality holds, so the comment at the beginning of the proof implies that either $\mu(A) = 1$ or $\mu(A^c) = 1$.

The following lemma is a variant of Jensen inequality, when we have convexity only on a partial subset of our domain.

Lemma A.1 Let $F : (0, \infty) \to [0, \infty)$. Assume that $F|_{(0,1]}$ is strictly decreasing and convex, with $F^{-1}(0) = \{1\}$.

Let $g : X \to (0, \infty)$ be a measurable function defined on a probability space $X$ with $\int_X g \in (0, 1]$. Then $F(\int_X g) \leq \int_X F \circ g$ and if equality occurs $g(x) \in (0, 1]$ a.e. If $F|_{(0,1]}$ is strictly convex equality occurs if and only if $g(x)$ is constant a.e.

Equivalently: $F$ is convex at every point in $[0, 1]$.

Proof Set $F^*(x) = F(\min(x, 1))$; $F^* \leq F$ pointwise, and $F(x) = F^*(x)$ for $x \in [0, 1]$. Since $\int_X g \in (0, 1]$, $F\left(\int_X g\right) = F^*\left(\int_X g\right)$. Since $F^*$ is convex

$$F\left(\int_X g\right) = F^*\left(\int_X g\right) \leq \int_X F^* \circ g \leq \int_X F \circ g$$

as desired. If there is an equality, then we have $F^* \circ g = F \circ g$ a.e., so $g \in (0, 1]$ a.e. If $F|_{[0,1]}$ is strictly convex then equality occurs if and only if $g(x)$ is constant a.e.
We prove that $F^*$ is convex: (Just draw it!)

We need to show that $F^*((x + (1-t)y) \leq tF^*(x) + (1-t)F^*(y)$. If $tx + (1-t)y \geq 1$, then the LHS vanishes, so we are done. Thus, suppose that $tx + (1-t)y \leq 1$. If $x$, $y$ are both not greater than 1, then the assertion is just the convexity of $F|_{(0,1]}$.

So, we may assume W.L.O.G that $0 < x \leq 1$, and $tx+(1-t)y \leq 1$. The assumptions imply $1 \geq tx + (1-t)y \geq tx + (1-t)1$, hence

$$F(tx + (1-t)y) \leq F(tx + (1-t)1) \leq tF(x) + (1-t)F(1) = tF(x),$$

where the second inequality is due to the convexity of $F|_{(0,1]}$. Thus

$$F^*(tx + (1-t)y) = F(tx + (1-t)y) \leq tF^*(x) = tF^*(x) + (1-t)F^*(y).$$

\[\square\]

**Proof** [of Lemma 5.10] We prove the claim under the assumption that $F$ is convex on $(1-\epsilon, 1]$. The proof for the case of strict convexity is identical. Since $F|_{[1-\epsilon, 1]}$ is (strictly) convex we have

$$F(x) \geq T_y(x) := F(y) + F'_-(y)(x-y) \text{ for every } x, y \in [1-\epsilon, 1]. \quad (A.1)$$

Let $y \in [1-\epsilon, 1]$. Since $F$ is decreasing on $(0, 1]$, $F'_-(y) \leq 0$, so $x \mapsto T_y(x)$ is decreasing. Since $T_y(1) \leq F(1) = 0$, $T_y(x) \leq 0 \leq F(x)$ for every $x \geq 1$, so Inequality (A.1) holds for every $x \in [1-\epsilon, \infty)$ and every $y \in [1-\epsilon, 1]$. Let $x \in (0, 1-\epsilon)$. For every $y < 1$ sufficiently close to 1, we have

$$F(x) \geq F(1-\epsilon) \overset{(1)}{\geq} F(y) + |F'_-(y)| \overset{\geq}{} F(y) + F'_-(y)(x-y) = T_y(x),$$

where inequality (1) follows from $\lim_{y \to 1^-} F'_-(y) = F'_-(1) = 0$ together with $\lim_{y \to 1^-} F(y) = F(1) = 0$. (We used the fact that the left derivative of a convex function is left-continuous.) Thus, we proved that for $y < 1$ sufficiently close to 1, Inequality (A.1) holds for every $x \in (0, \infty)$, which means that $F = F|_{(0,\infty)}$ is convex at all such $y$. \[\square\]

**B Proof of Lemma 3.4**

Lemma 3.4 is concerned with the distance of a matrix to the set $K$. We will therefore need the following claim:

**Proposition B.1** Let $A \in M_2$ with $\det A \geq 0$, and let $\sigma_1 \leq \sigma_2$ be its singular values. Then

$$\text{dist}^2(A, K) = \begin{cases} \frac{1}{2} (\sigma_1 + \sigma_2 - 1)^2, & \text{if } \sigma_2 \leq \sigma_1 + 1 \\ \sigma_1^2 + (\sigma_2 - 1)^2, & \text{if } \sigma_2 \geq \sigma_1 + 1 \end{cases} \quad (B.1)$$

We first use Proposition B.1 for proving Lemma 3.4, then we prove it.

**Proof** [Of Lemma 3.4] Let $\sigma_1$, $\sigma_2$ be the singular values of $A$. Then

$$\text{dist}^2(A, \text{SO}_2) = (1 - 2 \det A)$$

$$= (\sigma_1 - 1)^2 + (\sigma_2 - 1)^2 - (1 - 2\sigma_1\sigma_2)$$

$$= \sigma_1^2 + \sigma_2^2 + 1 - 2\sigma_1 - 2\sigma_2 + 2\sigma_1\sigma_2$$

$$= (\sigma_1 + \sigma_2 - 1)^2. \quad (B.2)$$
The presence of the sum $\sigma_1 + \sigma_2$ is no coincidence here! We represented the symmetric polynomial $P(\sigma_1, \sigma_2) = (\sigma_1 - 1)^2 + (\sigma_2 - 1)^2$ as a polynomial in $\sigma_1 \sigma_2$ and $\sigma_1 + \sigma_2$: $(x-1)^2 + (y-1)^2 = (1-2xy) + (x + y - 1)^2$.

Comment: Equation (B.2) implies that $\text{dist}^2(A, \text{SO}_2) \geq 1 - 2 \det A$ and equality holds exactly when $\sigma_1 + \sigma_2 = 1$. This gives another proof for Lemma 2.1 in the regime where $\det A \leq 1/4$.

Equation (B.2) and Proposition B.1 imply that if $\sigma_2 \leq \sigma_1 + 1$ then

$$\text{dist}^2(A, \text{SO}_2) = (1 - 2 \det A) + 2 \text{dist}^2(A, K).$$

Suppose that $\sigma_2 \geq \sigma_1 + 1$. Setting $x = \sigma_1, y = \sigma_2 - 1$, $x, y \geq 0$, hence

$$x^2 + y^2 \leq (x + y)^2 \leq 2(x^2 + y^2).$$

Equations (B.2) and (B.1) imply that $(x+y)^2 = \text{dist}^2(A, \text{SO}_2) - (1 - 2 \det A)$ and $x^2 + y^2 = \text{dist}^2(A, K)$ which completes the proof. \qed

### B.1 Computing $\text{dist}(\cdot, K)$

We prove Proposition B.1. By Definition 1.2 $K = \bigcup_{0 \leq s \leq 1/4} K_s$; we use the following lemma (that we prove below):

**Lemma B.2** Let $0 \leq \sigma_1 \leq \sigma_2$, and let $A \in M_2$ satisfy $\det A \geq 0$. Then

$$\text{dist}^2(A, K_{\sigma_1, \sigma_2}) = (\sigma_1(1) - \sigma_1)^2 + (\sigma_2(1) - \sigma_2)^2. \quad (B.3)$$

**Proof** [Of Proposition B.1]

Define $F : [0, \frac{1}{4}] \rightarrow [0, \infty)$ by $F(s) = \text{dist}^2(A, K_s)$. Since $K = \bigcup_{0 \leq s \leq \frac{1}{4}} K_s$,

$$\text{dist}^2(A, K) = \min_{0 \leq s \leq \frac{1}{4}} \text{dist}^2(A, K_s) = \min_{0 \leq s \leq \frac{1}{4}} F(s).$$

We prove that $\min_{0 \leq s \leq \frac{1}{4}} F(s)$ equals the RHS of Equation (B.1).

Given $0 \leq s \leq 1/4$, let $\sigma_1(s) \leq \sigma_2(s)$ be the unique numbers satisfying

$$\sigma_1(s)\sigma_2(s) = s, \quad \sigma_1(s) + \sigma_2(s) = 1.$$

Since $K_s = K_{\sigma_1(s), \sigma_2(s)}$, Lemma B.2 implies that

$$F(s) = (\sigma_1 - \sigma_1(s))^2 + (\sigma_2 - \sigma_2(s))^2.$$

Note that $\sigma_1(s) = \frac{1}{2} - \frac{\sqrt{1-4s}}{2}$, $\sigma_2(s) = \frac{1}{2} + \frac{\sqrt{1-4s}}{2}$; thus $\sigma_1(s)$, $F(s)$ are smooth functions of $s$ on $[0, \frac{1}{4})$ and continuous on $[0, \frac{1}{4}]$. We shall use the following lemma, which we prove at the end of the current proof.

**Lemma B.3** The function $F(s) = \text{dist}^2(A, K_s)$ has a critical point $0 \leq s^* < \frac{1}{4}$ if and only if $\sigma_1 < \sigma_2 \leq \sigma_1 + 1$. When such a critical point exists, it is unique and satisfies $F(s^*) = \frac{1}{2} (\sigma_1 + \sigma_2 - 1)^2$.

Next, we claim that if $\sigma_1 < \sigma_2 \leq \sigma_1 + 1$, then $\min_{0 \leq s \leq \frac{1}{4}} F(s) = F(s^*)$. (One can prove that $F$ is convex, so any critical point is a global minimum, but we won’t do that.) The possible candidates for minimum points are interior critical points $s \in (0, 1/4)$, and the endpoints 0, 1/4. Thus, we need to show that

$$F(0) \geq \frac{1}{2} (\sigma_1 + \sigma_2 - 1)^2, \quad F\left(\frac{1}{4}\right) \geq \frac{1}{2} (\sigma_1 + \sigma_2 - 1)^2.$$

\(\square\) Springer
Since \( \sigma_1(\frac{1}{4}) = \sigma_2(\frac{1}{4}) = \frac{1}{2} \), \( F(\frac{1}{4}) = \sigma_1^2 + \sigma_2^2 + \frac{1}{2} - \sigma_1 - \sigma_2 \); thus
\[
F \left( \frac{1}{4} \right) \geq \frac{1}{2} (\sigma_1 + \sigma_2 - 1)^2
\]
\[
\iff \sigma_1^2 + \sigma_2^2 + 1 - 2\sigma_1 - 2\sigma_2 + 2\sigma_1\sigma_2 \leq 2\sigma_1^2 + 2\sigma_2^2 + 1 - 2\sigma_1 - 2\sigma_2
\]
\[
\iff 0 \leq \sigma_1^2 + \sigma_2^2 - 2\sigma_1\sigma_2 = (\sigma_1 - \sigma_2)^2.
\]
Since \( \sigma_1(0) = 0 \), \( \sigma_2(0) = 1 \), \( F(0) = \sigma_1^2 + \sigma_2^2 - 2\sigma_2 + 1 \). Thus,
\[
F(0) \geq \frac{1}{2} (\sigma_1 + \sigma_2 - 1)^2
\]
\[
\iff \sigma_1^2 + \sigma_2^2 + 1 - 2\sigma_1 - 2\sigma_2 + 2\sigma_1\sigma_2 \leq 2\sigma_1^2 + 2\sigma_2^2 - 4\sigma_2 + 2
\]
\[
\iff -2\sigma_1 - 2\sigma_2 + 2\sigma_1\sigma_2 \leq \sigma_1^2 + \sigma_2^2 - 4\sigma_2 + 1
\]
\[
\iff 2(\sigma_2 - \sigma_1) \leq (\sigma_2 - \sigma_1)^2 + 1,
\]
which always holds since \( 2x \leq x^2 + 1 \) holds for every real \( x \).

If \( \sigma_1 = \sigma_2 \) or \( \sigma_2 > \sigma_1 + 1 \), then \( F \) has no critical points. In these cases all is left to do is to compare \( F(0) \) and \( F(1/4) \). A direct computation shows that \( F(0) \leq F(\frac{1}{4}) \) iff \( \sigma_2 \geq \sigma_1 + 1/2 \), from which the conclusion follows.

**Proof** [Of Lemma B.3]

\[
2F'(s) = - (\sigma_1 - \sigma_1(s)) \sigma_1'(s) - (\sigma_2 - \sigma_2(s)) \sigma_2'(s).
\]

Since \( \sigma_1(s) + \sigma_2(s) = 1 \Rightarrow \sigma_1'(s) = -\sigma_2'(s) \), we get
\[
2F'(s) = \sigma_1'(s) (\Delta \sigma - \Delta \sigma(s)),
\]
where \( \Delta \sigma := \sigma_2 - \sigma_1 \), \( \Delta \sigma(s) := \sigma_2(s) - \sigma_1(s) \).

\( \sigma_1'(s) > 0 \) so \( F'(s) = 0 \) if and only if \( \Delta \sigma = \Delta \sigma(s) \). Since \( s \to \Delta \sigma(s) = \sqrt{1 - 4s} \) is strictly decreasing, the uniqueness of the critical point is established. We now prove existence. The condition \( \sigma_1 < \sigma_2 \leq \sigma_1 + 1 \) is necessary: \( 0 \leq \sigma_1(s) \leq 1 \) implies that if \( F'(s^*) = 0 \) then \( \sigma_2 - \sigma_1 = \Delta \sigma(s^*) \leq 1 \). Furthermore, since \( s^* < \frac{1}{4} \), \( \Delta \sigma(s^*) > 0 \), the equality \( \Delta \sigma = \Delta \sigma(s^*) \) implies that \( \sigma_1 < \sigma_2 \).

To prove sufficiency, note that for every \( 0 < r < 1 \), there exists \( s \in [0, \frac{1}{4}] \) satisfying \( \Delta \sigma(s) = r \). Now, let \( s^* \) be the critical point. Since \( \sigma_1(s^*) + \sigma_2(s^*) = 1 \),
\[
-2\sigma_1(s^*) = -1 + \sigma_2(s^*) - \sigma_1(s^*) = \sigma_2 - \sigma_1 - 1,
\]
thus
\[
\sigma_1 - \sigma_1(s^*) = \frac{1}{2} (2\sigma_1 - 2\sigma_1(s^*)) = \frac{1}{2} (2\sigma_1 + 2\sigma_2 - \sigma_1 - 1) = \frac{1}{2} (\sigma_1 + \sigma_2 - 1),
\]
so
\[
F(s^*) = 2(\sigma_1 - \sigma_1(s^*))^2 = \frac{1}{2} (\sigma_1 + \sigma_2 - 1)^2,
\]
where in the first equality we have used the implication \( F'(s^*) = 0 \Rightarrow \sigma_2 - \sigma_2(s^*) = \sigma_1 - \sigma_1(s^*) \). This completes the proof.

**Proof** [Of Lemma B.2]

Given \( X \in K_{\sigma_1, \sigma_2} \), we have
\[
|A - X|^2 = |A|^2 + |X|^2 - 2\langle A, X \rangle.
\]
Since $|A|$ and $|X| = \sigma_1^2 + \sigma_2^2$ are constant, we need to maximize $X \to \langle A, X \rangle$ over $X \in K_{\sigma_1, \sigma_2}$. By Von Neumann’s trace inequality,

$$\langle A, X \rangle = \text{tr}(A^T X) \leq \sigma_1(A)\sigma_1 + \sigma_2(A)\sigma_2.$$ 

It remains to show that this upper bound is realized by some $X \in K_{\sigma_1, \sigma_2}$. Using the bi-SO$_2$ invariance, we may assume that $A = \text{diag}(\sigma_1(A), \sigma_2(A))$ is positive semidefinite and diagonal; taking $X = \text{diag}(\sigma_1, \sigma_2)$ then realizes the bound. Thus

$$\text{dist}^2(A, K_{\sigma_1, \sigma_2}) = \sigma_1(A)^2 + \sigma_2(A)^2 + \sigma_1^2 + \sigma_2^2 - 2\sigma_1(A)\sigma_1 - 2\sigma_2(A)\sigma_2 = (\sigma_1(A) - \sigma_1)^2 + (\sigma_2(A) - \sigma_2)^2.$$ 

Comment: In the reduction of the problem to the diagonal positive semidefinite case, we explicitly use the assumption that $\det A \geq 0$. Indeed, let $A = U \Sigma V^T$ be the SVD of $A$. If $\det A > 0$, then either both $U, V \in \text{SO}_2$ or both $U, V \in \text{O}_2^-$. In the latter case, we can multiply by $\text{diag}(-1, 1)$ from both sides of $\Sigma$ to make them in SO$_2$. A similar argument works when $\det A = 0.$

**C Estimating dist(., CO$_2$)**

**Proof** [Of Lemma 3.5]

First, expand

$$\text{dist}^2(A, \text{SO}_2) - 2(\sqrt{\det A} - 1)^2$$

$$= (\sigma_1 - 1)^2 + (\sigma_2 - 1)^2 - 2(\sqrt{\sigma_1\sigma_2} - 1)^2$$

$$= (\sigma_1^2 + \sigma_2^2 - 2\sigma_1\sigma_2) - 2\sigma_1 - 2\sigma_2 + 4\sqrt{\sigma_1\sigma_2}$$

$$= (\sigma_2 - \sigma_1)^2 - 2(\sqrt{\sigma_2 - \sqrt{\sigma_1}})^2 \leq (\sigma_2 - \sigma_1)^2 = 2\text{dist}^2(A, \text{CO}_2).$$

(C.1)

Now,

$$(\sigma_2 - \sigma_1)^2 - 2(\sqrt{\sigma_2 - \sqrt{\sigma_1}})^2 = (\sqrt{\sigma_2} - \sqrt{\sigma_1})^2((\sqrt{\sigma_2} + \sqrt{\sigma_1})^2 - 2).$$

(C.2)

By the AM-GM inequality, if $\det A \geq 1/4$ then

$$(\sqrt{\sigma_2} + \sqrt{\sigma_1})^2 \geq 4\sqrt{\sigma_1\sigma_2} \geq 2,$$

which implies

$$(\sqrt{\sigma_2} + \sqrt{\sigma_1})^2 - 2 \geq (\sqrt{\sigma_2} + \sqrt{\sigma_1})^2 - 4\sqrt{\sigma_1\sigma_2} = (\sqrt{\sigma_2} - \sqrt{\sigma_1})^2.$$ 

(C.3)

Equations (C.2), (C.3) complete the proof.

**D The Euler–Lagrange equation of dist$^2$(., SO)**

In this section we prove that the Euler–Lagrange equation of the functional of $E_2$ is

$$\delta (d\phi - O(d\phi)) = 0,$$

where $O(d\phi)$ is the orthogonal polar factor of $d\phi$. (The derivation of the EL equations for $p \neq 2$ follows from the special case of $p = 2$.)
For brevity, we show the derivation only for the Euclidean case where \( \mathcal{M} = \Omega \subseteq \mathbb{R}^n \), \( \mathcal{N} = \mathbb{R}^n \) are endowed with the usual flat metrics; the general Riemannian case follows in a similar fashion.

Let \( \text{GL}_n^+ \) be the group of real \( n \times n \) matrices having positive determinant, and let \( O : \text{GL}_n^+ \to \text{SO}_n \) map \( A \in \text{GL}_n^+ \) into its orthogonal polar factor, i.e.

\[
O(A) = A \left( \sqrt{A^T A} \right)^{-1}.
\]

\( \sqrt{A^T A} \) denotes the unique symmetric positive-definite square root of \( A^T A \). The map \( O \) is smooth. We use the following observation:

**Lemma D.1** Let \( A \in \text{GL}_n^+ \). Given \( B \in M_n \) write \( \dot{O} = dO_A(B) \). Then for every \( B \in M_n \),

\[
\langle \dot{O}, O \rangle = \langle \dot{O}, A \rangle = 0.
\]

**Proof** The equality \( \langle \dot{O}, O \rangle = 0 \) follows from differentiating \( \langle O, O \rangle = n \). Now,

\[
\dot{O} \in T_O \text{SO}_n = OT_{\text{Id}} \text{SO}_n = O\text{skew}
\]

implies that \( \dot{O} = OS \) for some \( S \in \text{skew} \). Thus,

\[
\langle \dot{O}, A \rangle = \langle OS, OP \rangle = \langle S, P \rangle = 0,
\]

where the last equality follows from the fact that the spaces of symmetric matrices and skew-symmetric matrices are orthogonal. \( \square \)

**Derivation of the EL equation** Recall that

\[
E_2(\phi) = \int_\Omega \text{dist}^2(\phi, \text{SO}_n) = \int_\Omega |d\phi - O(d\phi)|^2.
\]

Let \( \phi \in C^2(\Omega, \mathbb{R}^n) \), and let \( \phi_t = \phi + tV \) for some \( C^2 \) vector field \( V : \Omega \to \mathbb{R}^n \). Then,

\[
\frac{1}{2} \frac{d}{dt} E(\phi_t) \bigg|_{t=0} = \int_\Omega \left( \langle \nabla_{\phi_t} \phi, \nabla_{\phi_t} O(d\phi_t), d\phi_t - O(d\phi_t) \rangle \right)_{t=0} \ dx
\]

\[
= \int_\Omega \langle \nabla \phi, \phi_t - Q(d\phi) \rangle dx = \int_\Omega \langle \nabla V, \phi - Q(d\phi) \rangle dx
\]

\[
= \int_\Omega \langle V, \text{div} (\phi - Q(d\phi)) \rangle dx.
\]

(D.1)

The passage from the first to the second line relied upon the fact that \( \nabla_{\phi_t} O(d\phi_t) \) is orthogonal to \( d\phi_t, O(d\phi_t) \), which essentially follows from Lemma D.1.

**E Additional proofs**

**Lemma E.1** The function \( F \) defined in (1.9) is well-defined and continuous; it is strictly decreasing on \((0, 1]\) and strictly increasing on \([1, \infty)\).

**Proof** First, suppose that \( s \leq 1 \); then the minimum is obtained at a point \((a, b)\) where both \( a, b \leq 1 \). Indeed, if \( a > 1 \) (and so \( b < s \leq 1 \)), we can replace \( a \) by 1 and \( b \) by \( s \) to get
the same product with both numbers closer to 1. Thus, it suffices to show that the minimum exists when \(0 < a, b \leq 1\). Now, \(b \leq 1 \Rightarrow s = ab \leq a\), and similarly \(b \geq s\). So, the problem reduces to proving existence of a minimum over the compact set \(\{(a, b) \in [s, 1]^2 \mid ab = s\}\). Since \(f\) was assumed continuous we are done.

Next, we prove that \(F\) is strictly decreasing on \((0, 1]\). Indeed, let \(0 < s_1 < s_2 \leq 1\), and suppose that \(F(s_1) = f(a) + f(b)\), for some \((a, b) \in [s_1, 1]^2\), \(ab = s_1\). Choose a smooth path \((a(t), b(t))\) from \((a, b)\) to \((1, 1)\), where \(a(t), b(t)\) are both strictly increasing. Then for \(t > 0\)

\[
F(a(t)b(t)) \leq f(a(t)) + f(b(t)) < f(a) + f(b) = F(s_1).
\]

Since \(a(t)b(t)\) moves continuously from \(s_1\) to 1, it hits \(s_2\) at some time \(t > 0\), which establishes the claim. Finally, a symmetric argument shows that if \(s \geq 1\), then the minimum is obtained in \(\{(a, b) \in [1, s]^2 \mid ab = s\}\), and that \(F\) is strictly increasing on \([1, \infty)\). Proving \(F\) is continuous is routine and we omit it. \(\square\)

**Proof** [of Proposition 5.6] Suppose that \((\sqrt{s_n}, \sqrt{s_n})\) is a minimizer of (1.9) for some sequence \(s_n \in (0, 1)\) which converges to zero. We prove that \(f\) diverges to \(\infty\) at zero. Recasting everything in terms of \(g(x) = f(e^x)\), we get

\[
g\left(\frac{x + y}{2}\right) \leq \frac{g(x) + g(y)}{2}
\]

whenever \(x, y \leq 0\) and \(x + y = \lambda_n\),

where \(\lambda_n = \log s_n \to -\infty\). Choose a subsequence \((\lambda_{n_k})\) such that \(\lambda_{n_k} < 2\lambda_{n_{k-1}}\) for all \(k\).

Choosing \(x = 0\) and \(y = \lambda_{n_k}\) in the condition above and the monotonicity of \(g\) give

\[
g(\lambda_{n_{k-1}}) \leq g\left(\frac{1}{2}\lambda_{n_k}\right) \leq \frac{1}{2}g(\lambda_{n_k})
\]

so

\[
g(\lambda_{n_k}) \geq 2g(\lambda_{n_{k-1}}) \geq 2^2g(\lambda_{n_{k-2}}) \geq \cdots \geq 2^{k-1}g(\lambda_{n_1}).
\]

\(\square\)

**Proof** [Of Lemma 2.1] Since the problem is bi-SO2-invariant, using SVD we can assume that \(A = \text{diag}(a, b)\) is diagonal with \(a, b > 0\). We need to compute

\[
F(s) = \min_{a, b \in \mathbb{R}^+, ab = s} (a - 1)^2 + (b - 1)^2.
\]

Using Lagrange’s multiplier, there exists \(\lambda\) such that \((a - 1, b - 1) = \lambda(b, a)\). Thus \(a(1 - a) = b(1 - b)\) which implies \(a = b\) or \(a = 1 - b\). In the latter case \(s = ab = b(1 - b)\). Since \(a = 1 - b, b, s\) are positive, we must have \(0 < b < 1, 0 < s \leq \frac{1}{4}\). Since \(\max(0, b) \leq 1/2\) and \(1 - b = \frac{1}{2}\). We then have

\[
(a - 1)^2 + (b - 1)^2 = b^2 + (b - 1)^2 = 2b(b - 1) + 1 = 1 - 2s.
\]

- If \(s \geq 1/4\) then there is only one critical point \((a, b) = (\sqrt{s}, \sqrt{s})\), so the minimum is obtained exactly when \(a = b\) and \(F(s) = 2(\sqrt{s} - 1)^2\).
- If \(s \leq 1/4\), there are up to 3 to critical points: \((\sqrt{s}, \sqrt{s}), (x, 1 - x), (1 - x, x)\) when \(0 < x < 1\) satisfies \(x(1 - x) = s\). (For \(s = 1/4\) they all merge into a single point. For \(s < 1/4\) these are 3 distinct points.)
To decide which point is the global minimizer, we need to compare the values of the objective function at the critical points, which are \(2(\sqrt{s} - 1)^2, 1 - 2s\). Since
\[
1 - 2s \leq 2(\sqrt{s} - 1)^2 \iff (2\sqrt{s} - 1)^2 \geq 0,
\]
\[F(s) = 1 - 2s \text{ for } s \leq \frac{1}{4}.
\]

**Proof** [of Lemma 4.2] By Proposition 4.1,
\[
d\phi_x - O(d\phi_x) = \alpha \text{ Cof } d\phi_x
\]
if and only if \(d\phi_x \in K\) and \(\alpha = -1\) or \(d\phi_x\) is conformal and \(\sigma_i(d\phi_x) = \frac{1}{1-\alpha}\). In both cases \(\sigma_1(d\phi_x) + \sigma_2(d\phi_x) = \frac{2}{1-\alpha}\) is constant. If \(\alpha = -1\), then \(d\phi \in K\), and if \(\alpha \neq -1\) then \(d\phi \in \text{CO}_2\) with \(\sigma_1(d\phi) = \frac{1}{1-\alpha}\), i.e. \(\phi\) is a homothety.

Now, define \(H(\phi) = \text{dist}^{p-2}(d\phi, \text{SO}(g, \phi^*h))\). Let \(p \neq 2\) and suppose that
\[H(\phi)(d\phi - O(d\phi)) = \alpha \text{ Cof } d\phi.
\]
Since we assumed \(J\phi > 0\), \(\text{Cof } d\phi\) is invertible, hence \(H(\phi) \neq 0\), and
\[d\phi - O(d\phi) = \frac{\alpha}{H(\phi)} \text{ Cof } d\phi.
\]

Proposition 4.1 implies that either \(H(\phi)(x) = -\alpha\) and \(d\phi_x \in K\), or that \(d\phi_x\) is conformal and
\[
\sigma(d\phi_x) = \frac{1}{1 - \alpha/H(\phi)(x)} = \frac{1}{1 - \frac{\alpha}{(\sqrt{2}\sigma_1(d\phi_x) - 1)p^{p-2}}}
\]
Thus \(\sigma(d\phi_x)\) is a solution for the equation
\[
\sigma = \frac{1}{1 - \frac{\beta}{|\sigma - 1|^{p-2}}},
\]
which has a finite number of solutions \(\{\alpha_1, \ldots, \alpha_k\}\).

We showed that for every \(x \in \mathcal{M}\), \(d\phi_x \in K\), or \(d\phi_x\) is conformal with \(\sigma(d\phi_x) \in \{\alpha_1, \ldots, \alpha_k\}\). Thus \(x \mapsto \sigma_1(d\phi_x) + \sigma_2(d\phi_x)\) is a continuous function on \(\mathcal{M}\), which takes values in a finite set \(\{1, 2\alpha_1, \ldots, 2\alpha_k\}\), hence it must be constant. Thus, \(d\phi \in K\) or \(\phi\) is a homothety with \(\sigma(d\phi) \in \{\alpha_1, \ldots, \alpha_k\}\). If \(d\phi \in K\), then \(H(\phi) = -\alpha\) is constant. Thus
\[
\sigma_1(d\phi) + \sigma_2(d\phi) = 1, (\sigma_1(d\phi) - 1)^2 + (\sigma_2(d\phi) - 1)^2
\]
are constants, which implies that \(\sigma_1(d\phi), \sigma_2(d\phi)\) are constants as required. \(\square\)
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