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Abstract

A simulation is useful when the phenomenon of interest is either expensive to regenerate or irreproducible with the same context. Recently, Bayesian inference on the simulation-based input parameter has been implemented sequentially to minimize the required simulation budget for the task of simulation validation to the real-world. However, the Bayesian inference is still challenging when the ground-truth posterior is multi-modal with a high-dimensional simulation output. This paper introduces a regularization technique, namely Neural Posterior Regularization (NPR), which enforces the model to explore the input parameter space effectively. Afterward, we provide the closed-form solution of the regularized optimization that enables analyzing the effect of the regularization. We empirically validate that NPR attains the statistically significant gain on benchmark performances for diverse simulation tasks.
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1. Introduction

Recently, enhanced computing power has motivated the construction of highly complex simulation models. However, these high-resolution simulations achieve high precision only if we calibrate the adjustable simulation input parameters because otherwise, the simulation outcome significantly varies from the real world. The Bayesian inference\textsuperscript{[1][2]} is one possible yet general framework for such calibration task. The Bayesian inference, however, is challenging because the likelihood function of the simulation is intractable\textsuperscript{[3]} in general.

Recent algorithms on the simulation-based inference, or likelihood-free inference\textsuperscript{[3]}, parametrizes the model posterior distribution with a neural network. However, not every neural network-based likelihood-free inference is advantageous over previous practices in terms of the amount of simulation budget.

Besides, as the simulation complexity increases, the posterior distribution is likely to attain multi-modalities\textsuperscript{[5]}, and these factors combine to lead the inference to a highly challenging task. For instance, Fig. 1 illustrates that the inference fails with limited data on a toy simulation with a multi-modal posterior.

We introduce a regularization technique to solve this multi-modal issue, particularly in a high-dimensional case\textsuperscript{[4]). This regularization is a mixture of the reverse KL divergence and the mutual information that behaves in comparative ways. In the middle rounds of likelihood-free inference, the reverse KL regularization encourages the mode-centered dataset because it has the mode-seeking property; and the mutual information regularization estimates the complex posterior within the budget since it captures the rich representation. As the regularization is intractable in its vanilla form, we provide the proxy of the regularization that is tractable, namely Neural Posterior Regularization (NPR). Afterward, we analyze this NPR theoretically by providing the closed-form solution of the regularized loss. Also, we empirically demonstrate its advances under the multi-modal and high-dimensional settings of simulations.

The remainder of this paper is organized as follows. In Section\textsuperscript{[2]}, we present the preliminaries of the likelihood-free inference and its hurdles. To overcome such difficulties of the current practice, we propose a new regularization in Section\textsuperscript{[3]} and its detailed estimation together with theorems in Section\textsuperscript{[4]}. Motivated by the theorems, we suggest an efficient scheduling method for the regularization coefficient in Section\textsuperscript{[5]}. Empirical results in various simulations are presented in Section\textsuperscript{[6]}.
2. Preliminary

2.1. Problem Definition

The evaluation on the likelihood of \( p_{\text{sim}}(x|\theta) \) in a simulation is not allowed because a simulation is fundamentally a data-generation descriptive process. The purpose of likelihood-free inference is estimating the posterior distribution \( p_{\text{sim}}(\theta|x_j) \), where \( x_j \) is a one-shot real world observation, assuming that the real world with the same context happens only once.

2.2. Sequential Likelihood-Free Inference

Recent approaches of likelihood-free inference estimate the posterior with the iterative rounds of inference, where the iterative rounds gradually fasten the approximate posterior to the ground-truth posterior. This sequential approach is becoming the mainstream in the community of likelihood-free inference because the iterative optimization saves the simulation budgets by orders of magnitude \([6]\).

Initial round. The sequential likelihood-free inference gathers simulation inputs from the prior distribution \( p(\theta) \), the uniform distribution on the input space. A collection of simulation input-output pairs constructs a dataset for the initial round \( D_1 = \{(\theta_{i,j}, x_{i,j})\}_{i,j=1}^{N} \), where each \( x_{i,j} \) is the simulation output corresponding to \( \theta_{i,j}, \) i.e., \( x_{i,j} \sim p_{\text{sim}}(x|\theta_{i,j}) \). The approximate posterior on the initial round with \( D_1 \) is trained by either one of the inference algorithms described in Section 2.3.

Next rounds. The new simulation inputs are drawn from a proposal distribution \( \theta_{i,j} \sim p_i(\theta) \). The proposal distribution is the approximate posterior at the last round \( p_{i-1}(\theta|x_n) \). The algorithm accumulates the newly simulated data into the training dataset as \( D_i \leftarrow D_{i-1} \cup \{(\theta_{i,j}, x_{i,j})\}_{j=1}^{N} \), where \( x_{i,j} \sim p(\theta|x_{i,j}) \), and approximates the posterior.

2.3. Inference Algorithms

Neural Likelihood. Papamakarios et al. \([1]\) estimates the likelihood \( p(x|\theta) \) with a (conditional) neural network \( q_\psi(x|\theta) \) parametrized by \( \psi \). Given \( \tilde{p}_i(\theta) := \frac{1}{N} \sum_{j=1}^{N} p_i(\theta_{i,j}) \), the cumulative input distribution, the optimization loss becomes

\[
L_{\text{SNL}}(\psi) = -\mathbb{E}_{\theta(x)} \log \tilde{p}_i(\theta)p_{\text{sim}}(x|\theta) + D_{\text{KL}}(\tilde{p}_i(\theta)p_{\text{sim}}(x|\theta)||\tilde{p}_i(\theta)q_\psi(x|\theta)) + C,
\]

where \( C \) is a constant irrelevant to \( \psi \). The optimal neural likelihood \( q_\psi^*(x|\theta) \) matches to the ground-truth likelihood \( p_{\text{sim}}(x|\theta) \) if the training dataset sufficiently covers the space of input parameters. The approximate posterior of this Sequential Neural Likelihood (SNL) is given as the unnormalized form by

\[
q_\psi(\theta|x_j) \propto p(\theta)q_\psi(x_j|\theta) \text{ with the trained } \psi.
\]

Neural Posterior. Greenberg et al. \([2]\) directly estimates the posterior \( p(\theta|x) \) with a neural network \( q(\theta|x) \) parametrized by \( \phi \). The optimization loss of this Automatic Posterior Transformation (APT) is the (normalized) negative log-posterior

\[
L_{\text{APT}}(\phi) = -\mathbb{E}_{(\theta,x)} \log q_\phi(x|\theta)p_{\text{sim}}(\theta|x) + C,
\]

which is equivalent to the KL divergence \( D_{\text{KL}}(\tilde{p}_i(\theta)p_{\text{sim}}(x|\theta)||\tilde{p}_i(\theta)q_\phi(x|\theta)) + C \). Here, \( Z_\phi(x) = \int q_\phi(x|\theta)p_{\text{sim}}(\theta|x) d\theta \) is the normalizing constant and \( \tilde{p}_i(\theta) = \mathbb{E}_{\theta(x)}[p_{\text{sim}}(\theta|x)] \) is the outcome distribution expected by \( \tilde{p}_i(\theta) \).

2.4. Issues of Neural Likelihood

Despite the equivalence of the optimal neural likelihood to the ground-truth likelihood, SNL is under severe overfitting, as evidenced in Fig. 2(a). This overfitting prevents the accurate estimation of the neural likelihood, and the approximate posterior \( q_\psi(\theta|x_j) \propto p(\theta)q_\psi(x_j|\theta) \) becomes inaccurate in Fig. 2(b) and Fig. 2(c). This immature inference at each round gives an inaccurate signal when we sample the next batch of the simulation run, and this feedback loop eventually leads the inference failure within a limited simulation budget. Furthermore, SNL is not scalable to the outcome dimension in Fig. 2(c).

3. Regularization on Training the Neural Likelihood

To resolve the aforementioned issues, we introduce a constrained problem

\[
\text{minimize } L_{\text{SNL}}(\psi) \text{ subject to } F(\psi) \leq C,
\]

where \( C \) is a constant that restricts the class of neural likelihood to \( F = \{q_\phi : F(\psi) \leq C\} \). The Lagrangian of the problem is

\[
L_A(\psi) = L_{\text{SNL}}(\psi) + \lambda F(\psi),
\]

where \( \lambda > 0 \) is the regularization magnitude.

To determine a specific form of the constraint, recall that the optimization loss is the forward KL divergence between
The maximum mutual information principle enforces the coupling in place of \( \psi \). As the reverse KL has the mode-seeking property \([5]\) of the forward KL divergence, the approximate posterior \( q_\theta(\theta|x) \) becomes inaccurate to the ground-truth posterior \( p_{\text{sim}}(\theta|x) \), as in Fig. \([4]\)(b) without penalizing the mode-covering. Specifically, we observe that \( \theta \) samples out of modes hardly contribute to the inference quality, so class \( F \) consisting of the mode concentrated distributions would have merits in the inference. In addition, the rich representation power would significantly mitigate the overfitting issue. Summing together, we design the constraint as

\[
F(\psi) = F_1(\psi) + F_2(\psi),
\]

where \( F_1 \) forces the posterior to exploit its modes and \( F_2 \) is for the better representation with the limited amount of data.

As the reverse KL has the mode-seeking property \([9]\), we define \( F_1 \) by

\[
F_1(\psi) = D_{KL}(\tilde{p}_\psi(\theta)q_\phi(x|\theta)\|\tilde{p}_\psi(\theta)p_{\text{sim}}(x|\theta)).
\]

The mode-seeking property of the reverse KL strongly penalizes a dispersive distribution with non-zero values on the intermediate region between modes, whereas the forward KL \( L_{\text{SNL}}(\psi) \) prefers a mode-covering distribution. Therefore, the weighted loss \( L_{\text{SNL}}(\psi) + \lambda F_1(\psi) \) mixes two extremes in a unified optimization loss by taking both contrastive properties inherited from forward and reverse KLS. In other words, the weighted divergence searches distributions with accurate modes while retaining the mode diversity. The weight of \( \lambda \) controls the trade-off between the exploration and exploitation effects.

On the other hand, we propose to utilize the mutual information in place of \( F_2 \) constraint by

\[
F_2(\psi) = -\mathbb{H}(\theta,x) = -D_{KL}(\tilde{p}_\psi(\theta)q_\phi(x|\theta)\|\tilde{p}_\psi(\theta)\tilde{q}_\phi(x)),
\]

where \( \tilde{q}_\phi(x) := \mathbb{E}_{p_\theta(x)}[q_\phi(x|\theta)] \) is the expected neural likelihood. The maximum mutual information principle enforces the coupling of \( \theta \) and \( x \) with the neural likelihood \( q_\phi(x|\theta) \) to be informative. This maximum principle is particularly effective in resolving the mode collapse problem \([10]\) as well as capturing the rich representation on high dimensions \([11]\).

We investigate the effect of our regularization in a toy case with a tractable likelihood of \( p(x_1, x_2) = \mathcal{N}(x_1; 0, 1)\mathcal{N}(x_2; x_1, 1) \). If the model likelihood is \( q(x_1, x_2) = \mathcal{N}(x_1, 0, \theta_1^2)\mathcal{N}(x_2; x_1, \theta_2^2) \), we can derive closed-forms of \( L_{\text{SNL}}, F_1, \) and \( F_2 \):

\[
L_{\text{SNL}} = \log \theta_1 + \log \theta_2 + \theta_1^2 + \theta_2^2 - 2\theta_1^2\theta_2^2 - 1,
\]

\[
F_1 = -\log \theta_1 - \log \theta_2 + \frac{\theta_1^2 + \theta_2^2}{2\theta_1^2\theta_2^2} - 1,
\]

\[
F_2 = \frac{1}{2} \log \theta_1^2 + \theta_2^2 - \log \theta_2.
\]

In this toy example, we optimize \( \theta_1 \) and \( \theta_2 \) with respect to the given losses, and mutual information seems to be redundant for the optimization in Fig. \([4]\). However, it turns out that mutual information is key to the better convergence when \( F_1 \) and \( F_2 \) are intractable.

We show how \( F_2 \) affects the inference on SLCP-16 \([4]\) with intractable \( F_1 \) and \( F_2 \). As \( F_1 \) is intractable to calculate, we use adversarial training \([7]\) for the scalable estimation at the cost
of training instability. Combined with the mutual information, however, we could avoid using adversarial training to estimate $F(\psi)$, and Fig. 3 shows that SNL with our regularization outperforms SNL regularized by $F_1$. Quantitatively, we measure the relative mutual information by
\[
\mathbb{II}_{ref}(r) := \frac{D_{KL}(\tilde{p}_r(\theta)q_\theta(x)|\tilde{p}_r(\theta)\tilde{q}_\theta(x))}{D_{KL}(\tilde{p}_r(\theta)p_{sim}(x)|\tilde{p}_r(\theta)p_{sim}(x))},
\]
where $\tilde{p}_{sim}(x) = \mathbb{E}_{\tilde{p}_r(\theta)p_{sim}(x)}$. This relative mutual information satisfies $\mathbb{II}_{ref}(r) = 1$ if and only if the neural likelihood $q_\theta(x)$ exactly matches the ground-truth likelihood $p_{sim}(x)$. In Fig. 3 we compare three loss candidates that converge to the global optimum of Fig. 4 $\mathcal{L}_{SNL}$, $\mathcal{L}_{SNL} + F_1$, and $\mathcal{L}_{SNL} + \lambda(F_1 + F_2)$. Fig. 4 shows that $\mathcal{L}_{SNL}$ regularized by $F_1 + F_2$ with proper choice of regularization coefficient $\lambda$ is most close to the dotted line of $q_\phi(x) = p_{sim}(x)$ among all.

4. Neural Posterior Regularization

4.1. Unified Estimation of Reverse KL and Mutual Information

While $F = F_1 + F_2$ is designed to avoid the inefficient feedback loop mentioned in Section 2.2, the constraint $F$ cannot be tractably computed in general. Therefore, we introduce a method to approximate the constraint. To begin with, recall that the neural posterior loss is
\[
\mathcal{L}_{APT}(\phi) = -\mathbb{E}_{\tilde{p}_r(\theta)p_{sim}(x)} \left[ \log q_\phi(\theta|x) \right].
\]
By replacing the expected distribution of $\mathcal{L}_{APT}$ from $\tilde{p}_r(\theta)p_{sim}(x)$ to $\tilde{p}_r(\theta)q_\theta(x)$, the loss $\mathcal{L}_{APT}$ transforms to
\[
F(\psi, \phi) = -\mathbb{E}_{\tilde{p}_r(\theta)q_\theta(x)} \left[ \log q_\phi(\theta|x) \right]. \tag{2}
\]
When the neural posterior satisfies $q_\phi(\theta|x) = p_{sim}(\theta|x)$ and $Z_\phi(x) = \frac{\tilde{p}_r(\theta|x)}{p_{sim}(x)}$ for $p_{sim}(x) = \mathbb{E}_{\tilde{p}_r(\theta)p_{sim}(x)}$, Eq. 2 reduces to
\[
F(\psi, \phi^*) = -\mathbb{E}_{\tilde{p}_r(\theta)q_\theta(x)} \left[ \log p_{sim}(\theta|x)p_{sim}(x) \right].
\]
Then, Theorem 1 proves that $F(\psi, \phi^*)$ is the proxy of the regularization of $F(\phi)$.

**Theorem 1.** $F(\psi, \phi^*)$ is decomposed into $F(\psi, \phi^*) = F(\psi) - R(\psi)$, up to a constant, where $R(\psi)$ is the residual term given by $R(\psi) = D_{KL}(\tilde{q}_\theta(x)|\tilde{p}_r(\theta))$.

**Proof.** We have
\[
F(\psi, \phi^*) = -\mathbb{E}_{\tilde{p}_r(\theta)q_\theta(x)} \left[ \log p_{sim}(\theta|x)p_{sim}(x) \right] \tilde{p}_r(\theta) \tilde{q}_\theta(x)
\]
\[
\begin{align*}
= & \int \int \tilde{p}_r(\theta)q_\theta(x) \log \frac{p(\theta)q_\theta(x)}{p_{sim}(\theta|x)p_{sim}(x)} d\theta dx \\
- & \int \int \tilde{p}_r(\theta)q_\theta(x) \log \frac{\tilde{p}_r(\theta)q_\theta(x)}{\tilde{p}_r(\theta)\tilde{q}_\theta(x)} d\theta dx \\
- & \int \int \tilde{p}_r(\theta)q_\theta(x) \log \frac{\tilde{q}_\theta(x)}{\tilde{p}_r(\theta)} d\theta dx
\end{align*}
\]

4.2. Optimality Analysis of NPR

The optimal neural likelihood $q_\psi^*(x|\theta)$ of $\mathcal{L}_1(\psi, \phi)$ could deviate too far from $p_{sim}(x|\theta)$. Therefore, we analyze the optimal point of the regularized loss $\mathcal{L}_1(\psi, \phi)$ in Theorem 2.

**Theorem 2.** Suppose $p_{sim}(x|\theta)$ and $p(\theta)$ are bounded on a positive interval, $\tilde{p}_r(\theta)$ is bounded below, and $q_\phi(\theta|x)$ is uniformly upper bounded on $\psi$. Then $\psi_\phi^* = \arg \min_{\psi} \mathcal{L}_1(\psi, \phi)$ satisfies
\[
q_\phi^*(x|\theta) = \frac{p_{sim}(x|\theta)}{c(\theta) - \lambda \log \frac{q_\phi(x|\theta)}{Z_\phi(x)}}
\]
where $c(\theta)$ is a function of $\theta$ that makes $q_\phi^*(x|\theta)$ a distribution.

**Proof.** Suppose $u(\theta, x)$ is a function of $(\theta, x)$ that satisfies $\int u(\theta, x) dx = 0$ for any $\theta$, then the function $(q + \epsilon u)(x) := q(x) + \epsilon u(\theta, x)$ is a distribution on $x$ for any $\theta$. With the abuse of notation, the difference $\mathcal{L}_1(q_\phi + \epsilon u, q_\phi) - \mathcal{L}_1(q_\phi)$ becomes
\[
\mathcal{L}_1(q_\phi + \epsilon u, q_\phi) - \mathcal{L}_1(q_\phi)
\]

5. Relative mutual information by inference rounds.
Therefore, the optimal solution of \( \arg \min_\lambda L_\lambda (\psi, \theta) \) is given by

\[
\lambda^* = \frac{\int \rho_\lambda (\theta, x) \left( p(x|\theta) q_\theta (x) \right) + \log \frac{q_\theta (x)}{Z_\theta (x)} \, d\theta \, dx}{\alpha (\epsilon)}.
\]

By the canonical calculus using the Minkowski and Hölder’s inequalities, we derive that

\[
\frac{\rho_\lambda (\theta, x) \left( p(x|\theta) q_\theta (x) \right)}{Z_\theta (x)} + \log \frac{q_\theta (x)}{Z_\theta (x)} = c(\theta),
\]

from Eq. 4 for some function \( c(\theta) \) that makes \( q_\theta (x) \) a distribution. Also, the canonical analysis proves the uniqueness of the optimal distribution, which completes the proof.

5. Study on Regularization Coefficient

Searching for the optimal \( \lambda \) would be highly impractical if the simulation budget is strictly limited. Hence, the optimal strategy of \( \lambda \) is required a-priori for likelihood-free inference. Fig. 6 illustrates the inference quality by round on SLCP-16/256 with 16/256 modes, respectively. We measure inference quality by the Inception Score (IS) [12], which counts the diversity of the approximate posterior. A higher IS indicates a better inference.

Consistent with the experiment of the toy case in Fig. 4, the multi-round inference in Fig. 6 shows that the inference with \( \lambda = 1 \) is faster than that of \( \lambda = 0 \). However, the best \( \lambda \) magnitude differs by SLCP-16 and SLCP-256 with \( \lambda = 1 \) and \( \lambda = 10 \), respectively, and this inconsistency by simulation model leads us to propose the \( \lambda \)-scheduling. Motivated by Theorem 2, we propose annealing methods for the \( \lambda \)-scheduling.

6. Experiments

6.1. Experimental Setup

We experiment with the regularization on a couple of tractable simulations, three science-driven simulation models, and three pre-trained GAN generator models. For the tractable simulations, we utilize the models of the SLCP-family [11], i.e., SLCP-16/256 [4], to test the regularization with highly multi-modal posterior. We use the default setting of SLCP-16/256, except for simulation output dimensions, by doubling from 50 to 100 on SLCP-16 and 40 to 80 on SLCP-256. Next, we experiment with realistic simulations without the tractable likelihood. The simulations are 1) the M/G/1 model [11] from the queuing theory; 2) the Ricker model [13] from the field of ecology; and 3) the Poisson model [14] in the field of physics. We experiment with these simulations with three output dimension variations to test the robustness in high-dimensional cases (see Table 2). Other than...
6.2. Experimental Result

Tables 1 and 2 present the quantitative results of each simulation with 30 replications. $N = 100$ for all but M/G/1 with $N = 20$, and run the 50 inference rounds. The regularized algorithm shows robustness and finds most modes compared to the baselines. Fig. 7 presents the approximate posterior. It shows that the regularized SNL performs the best out of baselines with a limited simulation budget. Empirically, with $N = 100$, the regularized SNL requires nearly 20 rounds to capture all modes.

Figures 8 and 9 illustrate the performance by rounds. The regularized SNL consistently outperforms the baselines in terms of the IS. In particular, the regularized SNL could be framed as a mix of APT and SNL in its loss design, but the regularized SNL requires nearly 20 rounds to capture all modes. In contrast to SNL, the regularized SNL finds multiple modes in Fig. 13.

Figures 10 and 11 on the MNIST experiment. Figure 10 shows the image restoration from a single shot of the given image on MNIST, Fashion MNIST, and SVHN. The regularized SNL significantly outperforms the baselines on all tasks regarding the generated sample quality. In contrast to SNL, the regularized SNL finds multiple modes in Fig. 13.

Figure 12 shows the image restoration from a single shot of the given image on MNIST, Fashion MNIST, and SVHN. The regularized SNL significantly outperforms the baselines on all tasks regarding the generated sample quality. In contrast to SNL, the regularized SNL finds multiple modes in Fig. 13.

Quantitatively, we compare the regularized SNL with baselines of 40-dim output and (b) varying dimensions. The dimension, we comply with the original setup. Lastly, we experiment with the pre-trained GAN generator [15] for the image restoration task. We test on MNIST [16], Fashion MNIST [17], and SVHN [18].

We use the Neural Spline Flow [19] for modeling both neural likelihood and neural posterior. We assume that the simulation budget per round is 100 for all but M/G/1 with 20. We run 50 rounds of inference for SLCP-256, 30 for SLCP-16, M/G/1, Ricker, and Poisson, and 15 for GAN generator models. We compare the regularized SNL with SMC-ABC [20], SNPE-A [3], SNPE-B [21], APT [2], AALR [22], and SNL [1]. For the performance metrics, we use Maximum Mean Discrepancy (MMD) [23], IS, Median distance (MEDDIST) [24], Simulation-Based Calibration (SBC) [1], as well as Negative Log-likelihood of True Parameters (NLTP) [24]. We release the code at https://github.com/Kim-Dongjun/Neural_Posterior_Regul arization.

6.2. Experimental Result

Tables 1 and 2 present the quantitative results of each simulation with 30 replications. $N = 100$ for all but M/G/1 with $N = 20$, and run the 50 inference rounds. The regularized algorithm shows robustness and finds most modes compared to the baselines. Fig. 7 presents the approximate posterior. It shows that the regularized SNL performs the best out of baselines with a limited simulation budget. Empirically, with $N = 100$, the regularized SNL requires nearly 20 rounds to capture all modes.

Figures 8 and 9 illustrate the performance by rounds. The regularized SNL consistently outperforms the baselines in terms of the IS. In particular, the regularized SNL could be framed as a mix of APT and SNL in its loss design, but the regularized SNL outperforms both APT and SNL. Fig. 8-(b) and Fig. 9-(b) empirically demonstrate that the regularization gives robust inference across diverse dimensions.

Figures 8 and 9 illustrate the performance by rounds. The regularized SNL consistently outperforms the baselines in terms of the IS. In particular, the regularized SNL could be framed as a mix of APT and SNL in its loss design, but the regularized SNL outperforms both APT and SNL. Fig. 8-(b) and Fig. 9-(b) empirically demonstrate that the regularization gives robust inference across diverse dimensions.

Figure 12 shows the image restoration from a single shot of the given image on MNIST, Fashion MNIST, and SVHN. The regularized SNL significantly outperforms the baselines on all tasks regarding the generated sample quality. In contrast to SNL, the regularized SNL finds multiple modes in Fig. 13.

Quantitatively, we compare the regularized SNL with baselines in Fig. 10 and Fig. 11 on the MNIST experiment.

7. Conclusion

This paper proposes a new regularization for likelihood-free inference. We approximate this regularization as NPR, and the
regularized SNL can be interpreted as the joint combination of APT and SNL in a unified framework. The optimality of the regularized SNL is driven as a closed-form solution, and the tuning of the regularization magnitude does not require additional cost. The experimental results support that the proposed regularization method takes benefits from both SNL and APT.
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