Quantitative Multistate Binding Model of Silica Nanoparticle–Protein Interactions Obtained from Multinuclear Spin Relaxation
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ABSTRACT: Nanoparticle-assisted NMR spin relaxation (NASR), which makes internal protein dynamics in solution directly observable on nanosecond to microsecond time scales, has been applied to different nuclei and relaxation processes of the same protein system. A model is presented describing the transient interaction between ubiquitin and anionic silica nanoparticles for the unified interpretation of a wealth of experimental data including $^2$H, $^{13}$C, and $^{15}$N relaxation of methyl side chain and backbone moieties. The best model, implemented using a stochastic Liouville equation, describes the exchange process via an intermediary encounter state between free and fully nanoparticle-bound protein. The implication of the three-state binding model on the interpretation of NASR data is discussed.

INTRODUCTION

The emergence of nanoscience applications in biology, especially in biomedicine, including drugs, drug carriers, or imaging agents,1,2 demands a detailed understanding of the interactions between synthetic nanoparticles and biological molecules.3−5 In biological applications, nanoparticles are inevitably exposed to in vivo environments where a vast array of diverse native biomolecules exist, encompassing proteins, nucleic acids, membranes, and metabolites. The complex nature of such nanoparticle–biomolecule interactions is well recognized.6,7 Nuclear magnetic resonance (NMR) spectroscopy in solution is uniquely suited to report on nanoparticle–protein interactions.8−19 Such interactions can range from essentially permanent to highly transient with rapid exchange between free and nanoparticle-bound states. However, the experimental characterization of such transient interactions between proteins and nanoparticles remains challenging due to the elusive nature of the bound state(s).

From a solution NMR perspective, a molecule with long-lived interactions with large particles or nanostructures will have a very large linewidth accompanied by low sensitivity impeding the direct observation of such complexes. This is a consequence of the rate of rotational Brownian diffusion that slows down with increasing particle size. However, in case that these interactions are transient, experiencing sufficiently rapid exchange, and have bound populations on the order of a few percent or even smaller, the resulting protein NMR spectra will still have a solution-NMR-like appearance with high spectral resolution and good sensitivity. At the same time, these spectra encode unique information about properties of the nanostructure, the exchange process, and the protein molecule itself. Multiple NMR methods exist that are able to characterize the interaction between the free state and a large, much more slowly tumbling bound state. These techniques include the transferred nuclear Overhauser effect,20−22 enhanced water relaxation through exchange,23,24 saturation transfer difference NMR,25,26 paramagnetic relaxation enhancement,27,28 and dark-state exchange saturation transfer (DEST).29,30 We recently introduced nanoparticle-assisted spin relaxation (NASR), which exploits the difference in relaxation between free protein and the protein in the presence of nanoparticles to report about internal dynamics on time scales exceeding the tumbling correlation time $\tau_P$ of the free protein by several orders of magnitude in a structure-independent manner.31,32 NASR covers the well-known “blind spot” of traditional solution NMR spin relaxation on time scales from nanosecond to microsecond. Additionally, this difference in relaxation also depends on the kinetics of binding when more sophisticated motional models are used for spin relaxation data interpretation.31
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In our recent work, we presented a set of NASR experiments utilizing methyl $^{13}$C–$^1$H dipole–dipole cross-correlation rates $\Gamma$ and methyl $^2$H transverse relaxation rates $R(D_e)$ (abbreviated as $R_e$ below) for ubiquitin, henceforth referred to as generic relaxation rates $R$. There we noted a systematic positive offset in the linear correlation of NASR rates versus Lipari–Szabo order parameter $S_{zis}^2$. A simple two-site exchange model predicts that NASR relaxation rates follow the relationship
\[ \Delta R \propto p_B \tau_{NP} S^2 \]  
(1)
where $p_B$ is the bound population, $\tau_{NP}$ is the global correlation time of the nanoparticle-bound state, and the proportionality constant is dependent on the nuclei involved as well as the underlying spin relaxation mechanism. As a result, the observed offset in the linear relationship between $\Delta R$ versus $S^2$ cannot be explained by the above relationship. Further analysis showed no dependence on the external magnetic $B_0$ field and several potential origins could be excluded as the source of this behavior, such as residue-specific interactions with nanoparticles, increased viscosity, or paramagnetic relaxation. Additionally, the ratio of NASR methyl-$\Delta R_2(\text{H})$ versus backbone $\Delta R_2(\text{^{15}N})$ is markedly different than that predicted by eq 1. This situation calls for a more detailed model to obtain a unified description of nanoparticle-assisted spin relaxation in ubiquitin for all three relaxation processes with the goal to obtain a more detailed understanding of the nature of protein–nanoparticle binding (Figure 1).

We recently developed a stochastic Liouville equation (SLE) as a more advanced theoretical description of NASR data. It combines spin evolution, Brownian rotational tumbling of the free and bound state, internal dynamics, and exchange kinetics of a system in a single differential equation. The SLE has two major advantages over classical relaxation theory: first, it is accurate for molecules of any size or rotational correlation times, including those outside the Redfield regime, and second, it can be used to describe exchange kinetics on any time scale. In our previous work, this formalism was used to quantify the effects of binding kinetics and the size of interaction partners on the spin relaxation of different types of nuclear spins of proteins. In particular, it was found that a “sweet spot” of exchange rates $k_{ex}$ between 10$^3$ and 10$^6$ s$^{-1}$ was optimal for detecting substantial NASR effects. However, that work did not attempt quantitative comparisons with experimental data. As classical relaxation theory fails to fully explain the NASR effects in the case of ubiquitin mentioned above, the more generalized SLE-based theory presents itself as a powerful numerical approach for the rigorous treatment of these relaxation effects in a unified manner.

■ MATERIALS AND METHODS

The ubiquitin NASR data, which were measured as described previously, are depicted in Figure 2 as black dots. The linear trend between differential NASR relaxation rates and traditional $S^2$ model-free order parameters can be seen clearly in both the $^{13}$C $\Delta \Gamma$ and $^2$H $\Delta R$ profiles with both exhibiting a positive non-zero offset. However, due to the limited range of $S^2$ for the majority of $^{15}$N peaks, this trend is much less pronounced for $^{15}$N $\Delta R$.

As the SLE calculations are a rather time-intensive process (it takes approximately 1 cpu h per $S^2$ value for all three relaxation processes on a local computer cluster with 16 cores), and given the strong linear relationship between $S^2$ and $\Delta R$ in $^{13}$C $\Gamma$ and $^2$H $R_e$, a limited set of $S^2$ was used for fitting. For $\Delta \Gamma(\text{^{13}C})$ and $\Delta R_e(\text{^2H})$, four $S^2$ values of $S^2 = 0.25, 0.5, 0.75$, and 1.0 were chosen for SLE calculations, along with a projected $S^2 = 0.0$ value determined from a linear fit of the other four points. For $\Delta R_e(\text{^{15}N})$, only one $S^2$ value of 0.85 was chosen due to the limited experimental range of this parameter in ubiquitin, with a fivefold stronger weight than each $S^2$ value of the other nuclei to ensure its appropriate weighting in the final fitting result. Differences between calculated and experimental values were then normalized to the experimental magnitude of $\Delta R$ for that relaxation process at $S^2 = 1.0$. This results in the following scoring function
\[ \chi^2 = \sum_{S^2=0,0.25,0.5,0.75,1} \left( \frac{\Delta \Gamma_{\text{exp}}(\text{^{13}C}, S^2) - \Delta \Gamma_{\text{SLE}}(\text{^{13}C}, S^2)}{\Delta \Gamma_{\text{exp}}(\text{^{13}C}, 1.0)} \right)^2 
+ \sum_{S^2=0,0.25,0.5,0.75,1} \left( \frac{\Delta R_{e,\text{exp}}(\text{^2H}, S^2) - \Delta R_{e,\text{SLE}}(\text{^{15}N}, S^2)}{\Delta R_{e,\text{exp}}(\text{^2H}, 1.0)} \right)^2 
+ S_{\text{exp}} \left( \frac{\Delta R_{e,\text{exp}}(\text{^{15}N}, 0.85) - \Delta R_{e,\text{SLE}}(\text{^{15}N}, 0.85)}{\Delta R_{e,\text{exp}}(\text{^{15}N}, 1.0)} \right)^2 \]  
(2)
and fitting was performed via the Nelder–Mead simplex algorithm.

■ RESULTS AND DISCUSSION

Initially, we started with a two-state free/bound model (Figure 1A) for fitting of the data with the best fitting results shown in Figure 2. The free-state global protein tumbling correlation time $\tau_p$ was fixed using free-state data at $\tau_p = 4.094$ ns. The optimal fit of the data with this model, plotted as blue lines in Figure 2, has a nanoparticle-bound rotational correlation time $\tau_{NP} = 932$ ns, an exchange rate $k_{ex} = 4850$ s$^{-1}$, and a bound
substantially slower tumbling for the protein than in its free form as it is transitioning from the free (F) state to the bound (B) state. Such a scenario has been described as a protein interacting with the hydration layer surrounding the nanoparticle. Alternatively, the tumbling properties of this state may also be dominated by effects such as an increase in local viscosity or weak interactions with the nanoparticle as the protein reorients itself into favorable binding orientations.

Fitting of the three-state model performs qualitatively and quantitatively much better than of the two-state model, with the best fitting results compiled in Table 1. The fitted relaxation curves with the best fit parameters are shown in Figure 2 as red curves. The ΔR_{1H} and ΔΓ_{13C} values are outstanding fits, and the ΔR_{15N} are well explained in the medium to high S^2 range where most experimental data points are found with the lowest few S^2 values exhibiting minor discrepancies.

The large set of experimental NASR data available for ubiquitin from different types of nuclei, namely, ^2H, ^13C, and ^15N, requires a self-consistent dynamic model for the description of the transient interactions of the protein with anionic silica nanoparticles. With NASR depending on the tumbling rates of the free and bound states, the internal dynamics of the protein, and the exchange parameters, implementation of a model requires a comprehensive framework provided by the SLE. It is found that the simple two-state binding model is only qualitatively useful as it fails to quantitatively explain the relaxation behavior measured for ubiquitin. The three-state model provides a substantially improved agreement with the experiment (Figure 2). Moreover, the numerical values of the best-fit-model parameters are physically sensible. Notably, the bound rotational correlation time is very close to the theoretical correlation time of 910 ns predicted by the Stokes–Einstein equation for a 20 nm diameter in H_2O used for the experiments. The small bound population (2.04%) is also reasonable as it is consistent with the previously observed invariance of longitudinal relaxation rates in the presence and absence of nanoparticles. Finally, the free-to-encounter rate of approach, k_{FE} = 51.7 s^{-1}, is well within the diffusion limit of k_{FE,diff} = 1270 s^{-1} determined according to Alberty and Hammes.

In our previous work on the modeling of NASR data using SLE, it was noted that relaxation rates behave similarly for fast and slow exchange rates. The threshold between “slow” and “fast” is proportional to the strength of the anisotropic-relaxation-active interaction, which places the exchange rates obtained here in the slow regime. The simultaneous use of relaxation data for multiple nuclei breaks the degeneracy between slow and fast rates as the anisotropic spin interaction strengths differ among these relaxation processes (i.e.,

\begin{table}[h]
\centering
\caption{Best Fit Model Parameters and Their Error Estimates}
\label{tab:fit_params}
\begin{tabular}{|l|l|l|}
\hline
fitting parameter & best fit value & error \\
\hline
encounter state correlation time, τ_e (ns) & 288 & 47 \\
bound rotational correlation time, τ_B (ns) & 1080 & 420 \\
free-to-encounter exchange rate, k_{FE} (s^{-1}) & 4440 & 660 \\
encounter-to-bound exchange rate, k_{EB} (s^{-1}) & 340 & 110 \\
encounter population, p_e (%) & 1.14 & 0.18 \\
bound population, p_B (%) & 2.04 & 0.35 \\
\hline
\end{tabular}
\end{table}
magnetic dipolar $^{15}\text{N}^{−}{^1}\text{H}$ and $^{13}\text{C}^{−}{^1}\text{H}$ vs $^2\text{H}$ nuclear quadrupolar interactions). However, this does not preclude that the minimization can get stuck in a local minimum belonging to the wrong regime. To address this potential issue, we also performed a minimization with initial values in the fast regime using both the two-state and three-state model. As expected, the optimization yielded a different local minimum, but with a substantially worse fit, as the $\chi^2$ scoring parameter increases by 5.5-fold for the two-state model and by 390-fold for the three-state model. The principle cause of this increased $\chi^2$ scoring parameter is the inadequate ratio between $\Delta R_s(^1\text{H})$, $\Delta\Gamma(^{13}\text{C})$, and $\Delta R_s(^{15}\text{N})$ at $S^2 = 1$, thereby ruling out the fast regime for ubiquitin.

The complexity and CPU time-intensive nature of the SLE method preclude standard forms of error analysis, such as error propagation or Monte Carlo simulations. However, more detailed analysis of the fitting trajectory, seen in Figure 3, reveals a high degree of correlation among pairs fitting parameters in the low scoring $\chi^2$-parameter space. This is indicative of a valley-shaped region of highly degenerate $\chi^2$ scores, where a change in one fitting parameter will affect others with minimal effect on $\chi^2$. This property is visualized by black lines in Figure 3. It suggests that any error in the initial fitting will cause a perturbation along this valley, and thus, the error in fitting can be extrapolated from the error in scoring parameter $\chi^2$, which is plotted along the valley floor in the insert of Figure 3 (Panel A). Because the experimental NASR values deviate from a best-fit line by an amount significantly larger than their experimental error, we define the uncertainty in $\chi^2$ based on the RMSD between the experimental NASR values and the best linear fit. This results in an uncertainty in the final score of $\delta\chi^2 = 0.005$, indicated by a horizontal red line in Figure 3A, which translates to an uncertainty in the free-to-encounter exchange rate $k_{ex,FE}$ of 660 s$^{-1}$. This can be translated to uncertainties of the other model parameters listed in Table 1.

In addition to obtaining a more detailed and more quantitative understanding of nanoparticle–protein interactions, the unified interpretation of NASR data for different relaxation processes provides a better understanding of the sensitivity of NASR to the time scales of internal protein dynamics. For this purpose, in Figure 4, dependence of the ratio $\rho = \Delta R(S^2 = 0.5)/\Delta R(S^2 = 1.0)$ is monitored as a function of the internal correlation time for the three-state binding model with the best-fit model parameters of Table 1. It shows that NASR of ubiquitin reflects time scales of internal motions over the range from 1 ps to 1 $\mu$s whereby the presence of the three-state exchange with the exchange parameters found for ubiquitin causes the extracted $S^2$(NASR) after global scaling to overestimate the true $S^2$ by about 30% [\(\Delta\Gamma(13\text{C})\)], 32% [\(\Delta R_s(1^{15}\text{N})\)], and 36% [\(\Delta R_s(2^{1}\text{H})\)]. These results corroborate and quantify the utility of NASR to access nanosecond to sub-microsecond internal motion time scales not accessible by standard NMR relaxation methods. At the same time, the precise exchange rate($s$) of the protein to and from the nanoparticles can cause a reduction of the dynamic range of $S^2$, an effect that is most pronounced for methyl-side chain dynamics using $^1\text{H}$ relaxation as observed previously. Fortunately, even for proteins for which a large set of complementarity NASR data are not available, and hence the

---

**Figure 3.** Fitting trajectories of the three-state model using the Nelder–Mead fitting algorithm. Red points indicate points visited in the simplex in the two-dimensional subspaces spanned by pairs of model parameters $k_{ex,FE}$, $k_{FD}$, $P_H$, and $\tau_C$. More faint points belong to earlier parts of the trajectory and blue points indicate the final simplex. The black lines indicate 1D "valleys" in the fitting space of degenerate parameter sets with minimal $\chi^2$. Inset (A) plots parameter $\chi^2$ of points within the valley as a function of $k_{ex}$ whereby the other model parameters were taken along the valley indicated by the black line. The red line was placed at $\chi^2 + \delta\chi^2$, where $\delta\chi^2$ represents the uncertainty in $\chi^2$ as determined by the root-mean square deviation between the linear fit of the experimental data (see Figure 1, black dots) and the actual data.
quantitative parametrization of a multistate binding model is not feasible, useful information about internal dynamics can be extracted without SLE by establishing the relationship $\Delta R$ versus $S^2$ for residues belonging to well-defined secondary structures undergoing fast sub-nanosecond dynamics, allowing the straightforward identification of protein parts that undergo slower time scale motions. The exchange parameters determined here between ubiquitin and the anionic silica nanoparticles are likely to depend both on the specific properties of ubiquitin and the nanoparticles used. Systematic variation of the experimental conditions, such as buffer, pH, and temperature, should allow modification and further optimization of the internal protein dynamics observation window on the nano- to microsecond time scale by NASR.

This work is not intended to be an exhaustive exploration of protein–nanoparticle binding models to explain NASR data along with their limitations. Rather, we demonstrate that a simple two-state free-bound model is insufficient and that a physically intuitive sequential model with a third, intermediate state is able to describe the extensive body of experimental data accurately. Alternative, more sophisticated models may exist that are also able to adequately explain the NASR data. For example, it is quite possible that there exists a gradual variation of the experimental conditions, such as buffer, pH, and temperature, should allow modification and further optimization of the internal protein dynamics observation window on the nano- to microsecond time scale by NASR.

In this work, we developed and discussed two dynamic nanoparticle binding models for the quantitative interpretation of an extensive set of NASR data based on a SLE. We demonstrated that a two-state model representing solely the free and bound states is unable to simultaneously explain all our NASR data in a quantitative manner. However, the introduction of a third (encounter) state is sufficient to describe our data with good accuracy. We also reported a method to estimate the uncertainties of the three-state model parameters in spite of the complex nature of the underlying SLE.

## CONCLUSIONS

The straightforward identification of protein parts that undergo slower time scale motions is the main contribution of our study. Alternative, more sophisticated models may exist that are also able to adequately explain the NASR data. For example, it is quite possible that there exists a gradual variation of the experimental conditions, such as buffer, pH, and temperature, should allow modification and further optimization of the internal protein dynamics observation window on the nano- to microsecond time scale by NASR.

In this work, we developed and discussed two dynamic nanoparticle binding models for the quantitative interpretation of an extensive set of NASR data based on a SLE. We demonstrated that a two-state model representing solely the free and bound states is unable to simultaneously explain all our NASR data in a quantitative manner. However, the introduction of a third (encounter) state is sufficient to describe our data with good accuracy. We also reported a method to estimate the uncertainties of the three-state model parameters in spite of the complex nature of the underlying SLE.
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