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Abstract: Time series clustering is an essential ingredient of unsupervised learning techniques. It provides an understanding of the intrinsic properties of data upon exploiting similarity measures. Traditional similarity-based methods usually consider local geometric properties of raw time series or the global topological properties of time series in the phase space. In order to overcome their limitations, we put forward a time series clustering framework, referred to as time series clustering with Topological-Geometric Mixed Distance (TGMD), which jointly considers local geometric features and global topological characteristics of time series data. More specifically, persistent homology is employed to extract topological features of time series and to compute topological similarities among persistence diagrams. The geometric properties of raw time series are captured by using shape-based similarity measures such as Euclidean distance and dynamic time warping. The effectiveness of the proposed TGMD method is assessed by extensive experiments on synthetic noisy biological and real time series data. The results reveal that the proposed mixed distance-based similarity measure can lead to promising results and that it performs better than standard time series analysis techniques that consider only topological or geometrical similarity.
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1. Introduction

The rapid development of information technology has made available a large number of time series generated in various fields. In this framework, time series clustering is an important method for understanding the intrinsic properties of temporal data [1]. In fact, time series clustering is widely applied in biology [2], identification of urban functional regions [3], smart metering [4], and financial analysis [5].

Time series clustering may be essentially understood as the process of aggregating temporal data points according to a given similarity measure. In turn, clustering performance crucially depends on how similarity is quantified. Similarity-based methods can be accordingly classified in two main categories. On one hand, we have methods based on geometric similarity, which focus on the local relations at a given time in the raw time series. These include Dynamic Time Warping (DTW) [6], Euclidean Distance (ED) [7], and Longest Common Sub-Sequence (LCSS) [8]. The information contained in the raw time series is here represented by its geometric shape. On many types of data, these methods yield satisfactory results [1]. Although these methods are able to detect similarity in time and shape and to describe local geometric differences [9], they usually ignore the dynamic of the time series from a global perspective [10]. Moreover, since DTW and ED take all time points into consideration, they are usually sensitive to outliers and noise [11].

The other class of methods takes into account topological similarities, which characterize the underlying dynamics of the system and reflect global properties, such as periodicity and oscillatory properties [10,12–15]. The basic idea of these methods is to construct a point cloud in the phase space by time delay embedding [16] of raw time series and then to use topological data analysis (TDA) to extract topological features of the cloud of points,
such as connectedness, loops, and voids and their higher dimensional analogues. TDA is a computational method that uses topology theory to analyze high-dimensional and complex data [17–19]. Among them, the technique of persistent homology [17] has provided new insights and methods for exploring topological properties. Topological features are robust to noise because small perturbations to the data cause only small changes in a persistence diagram (the output of the TDA) [20]. We describe this method in more detail in Section 3.1.1 below. However, these global methods based on TDA are only able to extract qualitative information from the time series and cannot take into account local quantitative information [19].

As a matter of fact, an effective approach to time series clustering requires taking into account local as well as global information in order determine the patterns of the time series. However, to the best of our knowledge, there is no method able to jointly consider the global topology and the local properties of a time series in the clustering analysis of a wider class of time series.

In this paper, we propose a clustering framework for time series, referred to as time series clustering with Topological-Geometric Mixed Distance (TGMD). The topological features are extracted by persistence diagram from the point cloud obtained from delay embedding of the time series, whereas the geometric properties are the local correlations at a given time in the raw time series. In order to characterize and quantify the similarities using both properties, the Sliced Wasserstein distance [21] is used as a topological similarity measure, and ED and DTW are used as geometric similarity measures. Further, a mixed distance measure based on a tuning function is proposed to modulate the TGMD matrix according to proximity of topological properties. Then, we apply TGMD to clustering of several time series datasets by k-mediods, and results confirm the effectiveness of the proposed method.

The main contributions of this paper are the following:

1. We propose a TGMD measure for time series clustering analysis by combining the local geometric and global topological features of time series. Topology is a generic representation that enables a qualitative description of global features of a time series, while geometry describes local quantitative differences of the raw time series.
2. Our mixed distance measure is based on a tuning function that modulates the TGMD matrix according to the proximity of topological properties.
3. Experiments confirm that the method proposed in this paper outperforms topological-only methods or geometric-only methods in clustering noisy biological data for oscillatory activity clustering identification. Additionally, our method achieves competitive results on real datasets compared with other standard time series clustering methods. The visualization of TGMD metric space also demonstrate its effectiveness.

The rest of the paper is organized as follows. In Section 2, we review the main ideas about time series clustering together with the relevant literature. In Section 3, the proposed method is described in detail. The fourth Section is devoted to introducing the experimental setup and discussing results. Finally, Section 5 closes the paper with some concluding remarks about current results and future work.

2. Background and Previous Work

Time series clustering has been used for pattern recognition in different scientific fields because it enables data analysts to extract valuable information from complex and massive datasets.

2.1. Time Series Similarity Measures

The main idea of clustering is to group similar objects. Time-series clustering relies on distance measure to a high extent [1]. In order to discover which data are similar, different metrics may be applied to measure the distance between time series. One class of methods is based on quantifying local similarities directly on the raw time series, and the most commonly used metric is the Euclidean distance (ED), i.e., $d_{1,p}(X, Y) = \left(\sum_{i=1}^{t}(x_i - y_i)^p\right)^{1/p}$.
with \( p = 2 \). ED has been widely used in time series clustering because it possesses a clear meaning and is easy to calculate [22]. However, it ignores the trend of the time series since the paired points between the two time series are fixed. To solve this problem, different approaches, e.g., DTW, have been put forward to measure the similarity between time series by stretching or contracting the time axis. DTW was introduced by Berndt and Clifford [23] to study similarities in speech recognition. Petitjean et al. [24] proposed a k-DBA algorithm based on DTW to improve alignment, which develops a global technique for averaging a set of sequences.

Shape-based distances are invariant with respect to scaling and shifting [25]. In order to reveal temporal dynamics, Yang et al. [26] developed a K-spectrum center-of-mass (K-SC) method that uses a similarity metric that is both shift-invariant and scale-invariant. Paparrizos et al. [25] proposed a method called k-shape, which uses normalized intercorrelation metrics in order to consider their shapes when comparing time series. However, since all the points are taken into consideration, the above methods are usually sensitive to outliers and noise.

### 2.2. Topological Time Series Analysis

In recent years, some researchers have applied topological data analysis methods to clustering of time series and their analysis [13,14,27–29]. Pereira [10] proposed a clustering method that considers topological features and applied it to both temporal and spatial data. Since traditional clustering techniques ignore topological information, they are not suitable for scale invariant spatial distribution with similarity in the temporal data. To describe the topological property, this method computes summary statistics from the persistence diagrams and then combines them with classical k-means clustering. Seversky [15] proposed a new dataset and framework in order to exploit TDA techniques in time series analysis. This framework is able to characterize the complex time-varying events and dynamics of time series data by describing the topological features of the data after delay embedding, with topological distances considered as a similarity metric. Kim et al. [30] proved that after applying principal component analysis (PCA) to the embedded time series in phase space, the bottleneck distance between the persistence diagram of the original point cloud and the PCA one is equal to 0.

The persistence diagram is the final output of TDA, which gives a brief description of the topological information. There are also other methods based on extracting features of persistence diagram, such as Betti sequences or persistence landscapes. Umeda [12] has proposed a volatile time series classification method based on extracting the structure of the attractor using TDA. This method was applied to a learning architecture, inspired by convolutional neural networks, to extract topological features such as the Betti sequence. Since those features represent a fundamental property of the time series, this approach works for both chaotic and non-chaotic series. Gidea et al. [31] used the distance between persistence landscapes to perform k-means clustering. Majumdar [14] proposed a new approach for financial time series clustering and classification that is based on TDA and persistence landscape. Chen [32] proposed a method to extract features and perform clustering of categorical time series using TDA. The method consists of performing Walsh–Fourier transforms (WFT) on the classified series, then extracting the first-order persistence landscape from the persistence diagram, and finally clustering using the Divide and Combine K-Means Clustering method. The first-order persistence landscape of WFT detects the strongest temporal patterns in the classified time series. Their method of extracting time series data features is applicable to categorical time series and cannot analyze a broader range of temporal data.

In contrast, our method is based on the distance metric between the persistence diagrams without manually extracting the features of the persistence diagram. Moreover, we consider both the topological features and the geometric property of time series.
3. Methods

A schematic diagram of the proposed Topological-Geometric Mixed Distance (TGMD) time series clustering method is shown in Figure 1. It includes three parts: detection of topological similarity, detection of geometric similarity, and mixed distance-based time series clustering.

![Schematic diagram of the proposed time series clustering method with Topological-Geometric Mixed Distance.](image)

**Figure 1.** Schematic diagram of the proposed time series clustering method with Topological-Geometric Mixed Distance.

3.1. Global and Local Features Extraction

3.1.1. Global Topological Properties of Time Series

Let us consider a one-dimensional signal $f$ of length $T$, denoted by $\{x_t, t = 1, 2, \ldots, T\}$, i.e., a sequence of real numbers labeled by a time index, with $x_t$ representing the value at time $t$.

The unique topological features of a time series may be better appreciated in the phase space, which is obtained by time-delay embedding of the time series. A time series $f \{x_t, t = 1, 2, \ldots, T\}$ may be embedded into a cloud of points in the phase space $V_t = \{v_1, v_2, \ldots, v_T\}$ [16], and these points are given by $v_t = (x_t, x_{t+1}, \ldots, x_{t+(d-1)})$, where $d$ refers to the dimension of the embedded point cloud space, and $\tau$ denotes the delay factor. The number of points $N$ depends on the choice of $d$ and $\tau$, which, in turn, represent two relevant parameters. As a matter of fact, it is an inherently difficult problem to determine $d$ and $\tau$ since real time series are noisy and have limited length. The optimal selection of $\tau$ depends on the objective of the analysis and is obtained by trial and error without using any systematic method [13]. In this paper, we consider $d$ and $\tau$ as hyperparameters and select them for clustering according to the silhouette coefficient [33].

$$S1(t) = \sin(2\pi t) \quad (1)$$

$$S2(t) = \sin(4\pi t) \quad (2)$$

$$S3(t) = \sin(2\pi t) + \frac{1}{3}\cos(4\pi t) \quad (3)$$

$$S4(t) = \frac{1}{3}\sin(2\pi t) + \cos(4\pi t) \quad (4)$$

In phase space, the relevant topological features of time series are mainly 0-dimensional components and 1-dimensional loops. Considering the examples shown in Figure 2, $S1$–$S3$ are all periodic time series, see Equations (1)–(3), whereas $S4$ is a non-periodic time se-
ries with Equation (4). $S_1$–$S_3$ all have similar topology in the embedding space, i.e., a one-dimensional ring structure, and we cannot distinguish them from each other or from their global topology. Meanwhile, $S_1$ and $S_3$ are closer to each other than $S_1$ is to $S_2$ by calculating their mutual DTW distances, which is due to local differences. Since the frequency of $S_2$ is higher compared with $S_1$ and $S_3$, if we compare DTW distances we find that $S_1$ and $S_4$ are closer to each other than $S_1$ is to $S_2$. However, upon considering the topological properties of data, we will find that $S_1$ and $S_2$ are different from $S_4$. Therefore, by considering different properties of time series, we may gain more information than focusing on either local or global ones.

![Figure 2](https://example.com/figure2.png)

**Figure 2.** (a–d) Time series $S_1$–$S_4$ in the original space; (e–h) Time series $S_1$–$S_4$ in the phase space.

After embedding the time series in phase space, we apply PCA to this embedded point cloud to reduce topological noise. Then we use persistent homology and persistence diagram as a description of its topological properties. Persistent homology describes the topological characteristics of the whole filtration process, which captures the growth, birth, and death of different topological features across dimensions (e.g., components, tunnels, voids). And the persistence diagram is a brief description of the topological properties of data at different scales $\varepsilon$.

We rely on the construction of the simple complex $K$ for persistent homology. A simplicial complex $K$ is a collection of finite sets such that $\sigma \in K$ and $a \in \sigma$, then $a \in K$. For every $a \in \sigma \in K$, $a$ is the face of $\sigma$, its coface. If $\sigma \in K$ has cardinality $|\sigma| = k + 1$, we say $\sigma$ a $k$-simplex of dimension $k$, $\text{dim}(\sigma) = k$. A simplicial complex can be embedded in Euclidean space as the union of its geometrically realized simplices such that they only intersect along shared faces. The topological properties are described by topological features such as components, loops, and voids of different dimensions of the simple complex form ($H_0, H_1, H_2, \text{etc}$). In the point cloud, we construct a complex on this set of points, where the pairwise distances of points satisfy $d \leq 2\varepsilon$, $\varepsilon$ being a non-negative scale parameter, and different values of $\varepsilon$ result in different complex and topological information. Let $\varepsilon$ grow from 0: if $\varepsilon$ is very small, then no links between points are created. As $\varepsilon$ grows, there will be links between points to form a complex, with different topological information appearing. If $\varepsilon$ continues to increase, links continue to exist, and if the value of $\varepsilon$ exceeds a certain threshold, links are created between all points, and we cannot observe useful topological information. By considering a set of increasing value for $\varepsilon$ ($\varepsilon_1 < \varepsilon_2 < \varepsilon_3 < \ldots < \varepsilon_n$), we build a set of simplicial complexes, a process we call filtration (see an example in Figure 3). The Vietoris–Rips (VR) complex (or Rips complex) is commonly used to construct simple complexes, which are based on the pairwise distances between their vertices. Suppose we are given a finite set of $n$-dimensional points $S \subseteq \mathbb{R}^n$, such as the example of set with 16 points in the plane in Figure 3. The VR complex $V_\varepsilon(S)$ of $S$ at scale $\varepsilon$ is

$$V_\varepsilon(S) = \{ \sigma \subseteq S | d(u, v) \leq \varepsilon, \forall u \neq v \in \sigma \}$$  (5)
where \( d \) is the Euclidean distance metric. In other words, each simplex \( \sigma \) in \( V_{\varepsilon}(S) \) has vertices that are pairwise within distance.

![Figure 3](image_url). An example of VR complexes with resulting persistence diagram. We consider the 1-dimensional hole \( (H_1) \) here. From (a–f), we let the radius \( \varepsilon \) grow gradually. As \( \varepsilon \) increases, a 1-dimension hole appears and disappears in the region. The first 1-dimensional hole (yellow loop) appears at (c), and the second (red loop) appears at (d). If we continue increasing \( \varepsilon \), then the yellow loop disappears at (e), and the red loop disappears at (f). (g) Persistence diagram corresponding to topological changes in the previous VR complex. There are two persistence points \((0.28, 0.48)\) and \((0.37, 0.82)\), which represent the birth and death of the yellow loop and the red loop, respectively. A persistence diagram is a collection of all persistence points in the filtration.

As shown in Figure 3g, each point \((b, d)\) in the persistence diagram represents the topological feature of a 1-dimensional hole (e.g., loops or tunnels are 1-dimensional holes) which appears at \( \varepsilon = b \) (stands for the birth scale) and disappears at \( \varepsilon = d \) (stands for the death scale). In fact, we are interested in how long a certain topological feature persists in the filtering, since a longer persistence (the difference between the death time and the birth time) indicates more robust topological features of data. On the contrary, a shorter persistence may be considered as topological noise. This information describes the topological features of the time series after embedding and provides valuable insights into the dynamics of the time series, for instance, the emergence of an oscillation in a time series can be attributed to the birth of a 1-dimension hole in the embedded space. Using these global features, the qualitative properties of the time series can be captured in a robust and effective way. For a more detailed description of topological data analysis with respect to persistent homology, see Edelsbrunner [17].

3.1.2. Local Properties of Time Series

Time series are uniquely represented by their geometric shape in the original space, which also carries information [34]. For example, seismometer signals (amplitude of time vs. surface rhythm) contain information about earthquakes, and the shape of financial time series may reveal the trend of the stock market, e.g., double tops/bottoms, head and shoulders, triangle, flag, and rounded top/bottom. In our methods, we can calculate the distance of local point pairs in the raw time series to capture these similarities in shape.

3.2. Topological-Geometric Mixed Distance

3.2.1. Topological Similarity

As mentioned above, we use a persistence diagram to describe the topological features of time series. One of the properties of a persistence diagram is stability, i.e., the fact that small perturbations of data have a minimal impact on the generation of the persistence diagrams [20]. This allows us to reliably quantify the differences in topological properties of
time series by introducing a similarity measure between persistence diagrams. Persistence diagrams form a metric space under the Wasserstein metric [35]. The Wasserstein distance is the sum of \( p \)-th power of the distance between all points matching two persistence diagrams (see Figure 4). The \( p \)-th Wasserstein distance between two persistence diagrams \( B \) and \( B' \) is defined as follows:

\[
W_p(PD, PD') = \inf_{\gamma : B \to B'} \left( \sum_{u \in B} \| u - \gamma(u) \|^p \right)^{\frac{1}{p}}
\]

(6)

where \( 1 < p < \infty \), \( \gamma \) is the mapping between \( PD \) and \( PD' \).

Figure 4. The Wasserstein distance is computed by matching all points. If no corresponding matching point is found, it will match to diagonal.

Meanwhile, Wasserstein distance is computationally complex. Based on Wasserstein distance, the Sliced Wasserstein distance [21] is an approximation of the Wasserstein distance. The Sliced Wasserstein distance is not only provably stable but also discriminative (its bounds depend on the number of points in the persistence diagrams). The basic idea of this metric is to slice the plane with lines through the origin, project the measurement onto these lines, where Wasserstein distance is computed, and integrate these distances over all possible lines. In this paper, we present clustering experiments using sliced Wasserstein distance as topological similarity measures.

3.2.2. Geometric Similarity of Time Series

The Euclidean distance and the DTW distance are the most popular geometric distances for time series. If \( T_1 = (u_1, \ldots, u_p) \) and \( T_2 = (v_1, \ldots, v_p) \) are two time series, the Euclidean distance \( \delta_E \) between \( T_1 \) and \( T_2 \) is defined as:

\[
\delta_{ED}(T_1, T_2) = \left( \sum_{i=1}^{p} (u_i - v_i)^2 \right)^{\frac{1}{2}}
\]

(7)
whereas the DTW (dynamic time warping) is given by

$$\delta_{DTW}(T_1, T_2) = \min_{r \in M} |r| = \min_{r \in M} \left( \sum_{i=1,\ldots,m} |u_{ai} - v_{bi}| \right)$$  \hspace{1cm} (8)

Geometric similarity measures tend to identify local geometric relationships and quantitative differences between two raw time series samples without considering the changes in the topological structure of time series. We therefore propose a new similarity metric that combines a topological similarity metric with a traditional similarity one.

### 3.2.3. Topological-Geometric Mixed Distance

The novel distance is built from using a tuning function, which is chosen to make the topological similarity (TS) an adjusting factor for TGMD. If the topological properties of the two time series are different, then the tuning function increases the TGMD measure, otherwise it decreases the TGMD measure. We choose an exponential form function instead of a linear form. Since the exponential form function gives a different increasing or decreasing speed around the extreme values (1 and 0), a nearly equal modulating effect for the extreme values and their nearest neighbors can be secured (see Figure 5).

$$f(x) = \frac{2}{1 + e^{-k(2x-1)}}$$  \hspace{1cm} (10)

![Figure 5. The adaptive tuning effect f(x).](image-url)

To this aim, we first rescale the topological similarity (TS) to obtain a normalized topological similarity (TS') as follows:

$$TS'(T_1, T_2) = \frac{TS(T_1, T_2) - TS_{\min}}{TS_{\max} - TS_{\min}}$$  \hspace{1cm} (9)

Then, a monotonically increasing tuning function $f(x)$ as follows:

$$f(x) = \frac{2}{1 + e^{-k(2x-1)}}$$  \hspace{1cm} (10)
where \( k \) is a positive adjustment factor, \( k \geq 0 \), which is used to rescale the topological similarity metric.

Combining the above process, we propose the following similarity metric TGMD as follows:

\[
TGMD(T_1, T_2) = f(TS'(T_1, T_2)) \times Geo(T_1, T_2)
\]  

(11)

The tuning function adjusts the TGMD metric according to the similarity of the topologies. If the topological similarity \((TS)\) of two time series is close to 1, for any \( k \geq 0 \), there is the tuning function \( f(x) \geq 1 \), which increases the TGMD metric. The scaling factor due to topological similarity increases with \( k \).

3.2.4. Clustering Algorithms

The choice of clustering algorithm may depend on the strategy employed, i.e., maximizing intra-group similarity and minimizing inter-group similarity. The K-medoids algorithm optimizes clusters by minimizing the distance between the center of each cluster (i.e., the centroid) and the data points within that cluster, and finally generates spherical clusters of similar size. The centroid may or may not be an actual data point. K-medoids is one of the most popular partitional clustering algorithms in time series analysis [1]. In this article, we use the k-medoids algorithm for clustering analysis, together with the proposed TGMD similarity metric.

4. Experiment

4.1. Experiment Datasets

4.1.1. Synthetic Single-Cell Data

Based on the model of the Hes1 oscillator [36], we generated synthetic mRNA and protein time series data, which were modeled as a negative auto-regulatory system with delays [13]. This time series datasets were divided into two categories, including periodic and non-periodic ones. We simulated data from 200 cells of the Hes1 model in oscillatory and non-oscillatory regimes and measured protein levels every \( v = 5, 10, 15, 20 \) min in the interval from 5000 min to 6500 min. After obtaining time series at different intervals, the data were normalized to have a mean value of 0 and unit variance, and the Gaussian noise was added.

4.1.2. UCR Time Series Archive

The UCR time series archive [37] is an important resource for the time series data-mining community, and we selected 11 typical datasets from UCR to evaluate the clustering performance of the proposed algorithm. These datasets contained data with different sizes, lengths, number of classes, and signal types. Details are summarized in Table 1.

| Dataset                    | Data Size | Length | No. of Classes | Type          |
|----------------------------|-----------|--------|----------------|---------------|
| Synthetic Control          | 600       | 60     | 6              | SIMULATED     |
| ECG200                     | 200       | 96     | 2              | ECG           |
| ECGfiveday                 | 884       | 136    | 2              | ECG           |
| ECG5000                    | 500       | 140    | 5              | ECG           |
| TwoLeadECG                 | 1162      | 82     | 2              | ECG           |
| Fish                       | 350       | 463    | 7              | IMAGE         |
| Face four                  | 112       | 350    | 4              | IMAGE         |
| DiatonSizeReduction        | 322       | 345    | 4              | IMAGE         |
| ItalyPowerDemand           | 1096      | 24     | 2              | SENSOR        |
| Trace                      | 200       | 275    | 4              | SENSOR        |
| GunPoint                   | 200       | 150    | 2              | MOTION        |
4.2. Baselines and Metrics

4.2.1. Baselines

The proposed TGMD clustering method was compared with other clustering methods for time series data. In particular, we considered the commonly used distance metric ED and DTW as geometric methods and used k-mediods for clustering (k-med-ED and k-med-DTW). Then we considered the ED of the PCA subspace as a distance metric and used k-means for time series clustering. We also compared TGMD results with those coming from k-shape [25] and TSKMeans [38] (by using their implementation in Tslearn [39]). TSKMeans is a k-means type smooth subspace clustering algorithm which may effectively exploit subspace information inherently contained in the time series datasets to improve the clustering performance.

4.2.2. Metrics

Typically, clustering consists of exploring data without true labels. In this paper, we used the following metrics to measure the effectiveness of the method.

Silhouette Coefficient [33]. If the ground truth label is unknown, the model itself must be used for evaluation. Higher silhouette coefficient scores are associated with models having better defined clusters. A silhouette coefficient is defined for each sample, which consists of two scores. The silhouette coefficient $s$ for a single sample is calculated as:

$$s = \frac{b - a}{\max(a, b)}$$  \hspace{0.5cm} (12)

where $a$ is the average distance between the sample and all other points in the same category, and $b$ is the average distance between the sample and all other points in the second closest cluster.

Adjusted Rand index (ARI) [40]. ARI has been introduced to address the Rand index (RI) issues in describing the similarities among the random assignment cluster class marker vectors. ARI measures the similarity of two assignments without considering alignment and chance normalization. The value of the ARI is in the range $(-1, 1)$, where a negative value indicates bad clustering and 1 means perfectly correct clustering. For two random divisions, the ARI is a constant close to 0. RI and ARI are calculated as:

$$RI = \frac{TP + TN}{TP + TN + FP + FN}$$  \hspace{0.5cm} (13)

$$ARI = \frac{RI - E[RI]}{\max(RI) - E[RI]}$$  \hspace{0.5cm} (14)

where $TP$ is the number of time series pairs belonging to the same category and assigned to the same cluster, $TN$ is the number of time series pairs belonging to different categories and assigned to different clusters, $FP$ is the number of time series belonging to different categories but assigned to the same cluster, and $FN$ is the number of time series pairs belonging to the same category but assigned to different clusters.

4.3. Experimental Setup

At first, we tested the performance of three different distance measures on synthetic single-cell data: DTW (geometric-only), Sliced Wasserstein (topological-only), and TGMD, clustering them using k-mediods. We analyzed the clustering results using ARI and compared performance for different dimension $d$, where $d \in \{2, 3, 4, 5, 6, 7, 8, 9, 10\}$.

In the second stage, we tested the clustering performance of the proposed algorithm on real datasets and compared results with those of the other methods mentioned in Section 4.2.1. In our method, we hand-selected the delay embedding parameters $\tau$ and $d$ according to the silhouette coefficient on different datasets. For the tuning function, we chose $k = 1$, and used Euclidean and DTW distances to assess geometric similarity.
Finally, we visualized TGMD metric space on the Synthetic Controls dataset by Uniform Manifold Approximation and Projection (UMAP) [41]. UMAP is a dimension reduction algorithm that proposed to model and preserve the high-dimensional topology of data points in the low-dimensional space. Empirically, we set \( d = 15 \) and \( \tau = 3 \) to implement delayed embedding and compared the effects of different adjustment factors \( k \) on the results.

### 4.4. Clustering Analysis of the Synthetic Single-Cell Data

In this Section, we analyze the results of clustering on synthetic single-cell data. Figure 6a,d shows examples of non-oscillatory and oscillatory time series data, respectively, taken every 5 min. Figure 6b,e shows the two time series in the phase space. For the oscillatory time series, Figure 6e reveals a clear topological signal (a loop), compared with the results of Figure 6b, where no topological feature appears. We then use persistent homology to obtain topological features: Figure 6c,f shows the persistence diagrams that represent a topological summary of the point cloud in the phase space. In Figure 6c, most of the points are close to the diagonal, which may be interpreted as topological noise. In Figure 6f, instead, we clearly see the presence of a point far away from the diagonal, i.e., a persistent topological signal. In this example, it is clear how to distinguish non-oscillatory data from oscillatory data by persistence diagrams.

**Figure 6.** (a,d) are two examples of non-oscillatory (a) and oscillatory (d) time series data generated by the Hes1 model. (b,e) are the visualization results of the time series data after delay embedding and projected to a two-dimensional plot by PCA. (c,f) are the corresponding one-dimensional persistence diagrams. (c) corresponds to the non-oscillatory data of (a). And (f) corresponds to the oscillatory time-series in (d).
Next, we performed clustering analysis of synthetic single-cell data using TGMD and compared the effect of different embedding dimension $m$. We used both silhouettes coefficient and ARI as evaluation metrics. As shown in Figure 7, the qualitative behavior of silhouettes and ARI as a function of $m$ was similar, and their minima and maxima coincided. We notice that since the length of the time series became shorter for increasing $v$, clustering became increasingly difficult. As a consequence, as $v$ increased, better clustering performance was obtained for larger $m$, since higher dimensional information was needed to properly describe data.

![Figure 7](image_url)

**Figure 7.** Clustering results for synthetic single-cell data with different intervals. (a–d): the results with $v = 5, 10, 15, 20$. Clustering results are evaluated by ARI (yellow) and silhouette coefficient (blue).

To demonstrate that TGMD is more robust than the topological-only (TS) or geometry-only (DTW) methods when time series are being perturbed by noise, we compared the performance of these methods on noisy time series data. We added Gaussian noise with different magnitudes $\sigma_n^2 = 0.1, 0.3, 0.5, 0.7$ at measurement intervals of $\nu = 10 \text{ min}$. Figure 8 depicts the average clustering result and shows that TGMD outperformed topological-only or geometry-only methods in the entire range of $\sigma_n^2$, from 0.1 to 0.7.
Figure 8. Clustering results for synthetic single-cell data with different noises.

4.5. Clustering Analysis of the Real Time Series Data

In order to further assess performance of the TGMD method (k-med-TGMD) in classifying different real dataset, we considered different embedding dimensions $d = 2, 3, \ldots, 20$, and different delays $\tau = 1, 2, 3, 4$ and sought the optimal values. In doing this, we assumed $k = 1$ for the adjustment parameter of the tuning function and used Euclidean or DTW distance to capture geometric properties of the raw time series. Further, we compared the proposed method with other clustering methods for time series data. The results of the test are shown in Table 2 below, where the best and second-best method (in terms of accuracy) are highlighted in red and orange, respectively. The results in Table 2 show that the TGMD provided better results than methods that considered only the geometric properties of the original time series (DTW and ED). For the 11 datasets considered here, our method was the best one in eight cases and the second best in three cases.

Table 2. Clustering results for 11 datasets taken from UCR Time Series Archive. TGMD is the method proposed in this paper. The best and second-best methods in terms of accuracy for each dataset are highlighted in red and yellow, respectively.

| Datasets                  | TS Kmeans | PCA-Kmeans | Kshape | k-med-DTW | k-med-ED | k-med-TGMD (DTW + TS) | k-med-TGMD (ED + TS) |
|---------------------------|-----------|------------|--------|-----------|---------|----------------------|----------------------|
| Synthetic Controls        | 0.5902    | 0.6157     | 0.6080 | 0.6802    | 0.3765  | 0.8238               | 0.5048               |
| ECG200                    | 0.0783    | 0.2194     | 0.1802 | 0.0981    | 0.2640  | 0.3096               | 0.3135               |
| ECG2veday                | −0.0275   | −0.0434    | 0.6680 | 0.0515    | 0.0042  | 0.3993               | 0.2398               |
| Two lead ECG            | 0.1136    | 0.0535     | 0.0502 | −0.0254   | 0.1129  | 0.2877               | 0.1129               |
| ECG5000                  | 0.4253    | 0.4849     | 0.3859 | 0.4014    | 0.4943  | 0.4448               | 0.5726               |
| Face four               | 0.3464    | 0.3377     | 0.3833 | 0.3548    | 0.2376  | 0.7283               | 0.2844               |
| fish                    | 0.3653    | 0.1796     | 0.1515 | 0.2061    | 0.1801  | 0.3230               | 0.2362               |
| Italy power             | 0.0025    | 0.0025     | 0.5277 | 0.4427    | 0.8263  | 0.4843               | 0.8263               |
| Trace                   | 0.6160    | 0.3266     | 0.3319 | 0.6288    | 0.3649  | 0.6810               | 0.6730               |
| GunPoint                | 0.1148    | −0.0053    | −0.0053 | −0.0050 | −0.0050 | 0.2775               | 0.2470               |
| DiatomSizeReduction      | 0.8607    | 0.5221     | 0.4348 | 0.6450    | 0.6669  | 0.7857               | 0.8267               |

4.6. Visualization Analysis

In this Section, we analyze the effect of the adjustment parameter $k$ on the clustering performance of TGMD on the Synthetic Controls dataset. Then, we visualize the TGMD metric space using UMAP [41].
The Synthetic Controls dataset was used to monitor the behavior of the system, with 600 data and a timing length of 60. There were six types of patterns within this dataset: normal, periodic, downward movement, upward movement, upward trend, and downward trend, respectively. All patterns except the normal pattern indicated that the monitored process was not functioning properly and needed to be adjusted.

When $k = 0$, $f(x)$ was constant (see Figure 5), TGMD just reflected the geometric properties of the original time series (Figure 9a). Therefore, the two types of increasing trend (purple) and upward shift (pink) with different temporal dynamics were not easily distinguished. As $k$ increased, TGMD started to reveal the topological properties of the time series. As is apparent from Figure 9b, TGMD distinguished between increasing trend (purple) and upward shift (pink) already for $k = 1$. As $k$ increased, only cycles with distinct topological properties were clearly distinguished (see results for $k = 5$). Furthermore, we performed a cluster analysis on the distance matrix applied to the median value of $k$ and evaluated the result by ARI (Figure 10), which was similar to the visualization result. Overall, these results confirm that we may better understand the intrinsic properties of temporal data by properly considering the topological and geometric properties of the time series.

Figure 9. The TGMD metric space with different adjustment parameter visualized using UMAP. (a–f): the results with $k = 1, 2, 3, 4, 5$, different colors represent different labels of the data.
2. Subhani, clustering.

In this paper, a TGMD time series clustering framework was proposed and analyzed in detail. Using delay embedding, raw time series were projected in the phase space and then the topological features of the resulting point cloud were extracted using persistent homologies. A mixed distance measure based on a tuning function was suggested, which not only considers global topological properties but also describes the local structures of the time series. TGMD achieves this goal by taking into account the topological similarities, as well as the geometric ones. We performed a set of experiments, which showed that the method proposed in this paper outperforms topological-only or geometric-only methods in clustering noisy biological data. The proposed method achieves promising results compared with other standard time series clustering methods on real datasets, and the visualization analysis also verifies its effectiveness. These results show that consideration of both geometric and topological features can be used to reveal the representative features of an original time series to help time series clustering analysis.

Since the geometric and topological properties of a time series reveal its intrinsic characteristics, the proposed framework may be useful for clustering temporal data in different fields. Furthermore, the extraction of topological features from time series requires the use of delay embedding. This is the limitation of using topological features in time-series data analysis. Currently, the method takes into account only the topological properties in $H1$ dimension. In the future we intend to explore higher dimensional topological information since they are likely to reveal more complex topological properties that are potentially useful for improving clustering.
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