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ABSTRACT

Dry buffer layer deposition techniques for chalcopyrite (CIGS) based thin-film solar cells lack the surface-cleaning characteristics of the commonly used CdS or Zn(O,S) wet-chemical bath deposition. A UV-induced ozone and/or a low-energy Ar⁺-ion treatment could provide dry CIGS cell surface cleaning steps. To study the impact of these treatments, the chemical surface structure of a CIGS absorber is investigated. For this purpose, a set of surface-sensitive spectroscopic methods, i.e., laboratory-based x-ray photoelectron spectroscopy and x-ray-excited Auger electron spectroscopy, is combined with synchrotron-based soft x-ray emission spectroscopy. After treatment times as short as 15 s, the UV-induced ozone treatment decreases the amount of carbon adsorbates at the CIGS surface significantly, while the oxygen content increases. This is accompanied by the oxidation of all absorber surface elements, i.e., indium, selenium, sulfur, and copper. Short (60 s) low-energy Ar⁺-ion treatments, in contrast, primarily remove oxygen from the surface. Longer treatment times also lead to a removal of carbon, while extremely long treatment times can also lead to additional (likely metallic) Cu phases at the absorber surface as well.

I. INTRODUCTION

Chalcopyrite-based thin-film solar cells and modules can be processed with different buffer layers, such as CdS or Zn(O,S) [by chemical bath deposition (CBD)] or In₂S₃ [by physical vapor deposition (PVD)]. Research and development of such buffer layers [e.g., Zn(O,S)₁₋₅, (Zn,Mg)O₂₋₄ and In₂S₃₁₋₁₀] is motivated by the replacement of Cd, the increase of efficiency by increasing the optical transmission, and/or the replacement of wet processes to improve the environmental footprint by avoiding waste water. Among the alternative approaches, atomic layer deposition,¹¹ ion layer gas reaction,¹² and PVD¹³ have been prominently reported. Such “dry” processes, however, lack the surface-cleaning properties of the CBD, which may have a negative impact on the performance of the complete solar cell device. In fact, several studies have shown degradation effects of air-exposed co-evaporated CuInSe₂ or Cu(In,Ga)Se₂ absorbers on the minute and long-term time scale, leading to a reduction of the open circuit voltage (V_OC) in the full solar cell.¹⁴,¹⁵ Surface studies have revealed the adsorption of, e.g., carbon hydroxides and water (“surface adsorbates”), the formation of oxides, and segregation as a potential reason for this...
degradation. In this work, the physical and chemical impact of two different dry treatments on the surface of Cu(In,Ga)(S,Se)$_2$ (CIGSSe) absorbers is investigated.

Possible candidates for dry cleaning treatments include a UV-induced ozone treatment and a low-energy (50 eV) Ar$^+$-ion surface treatment, which are both candidate treatments for inclusion in a dry in-line process. In the UV treatment, photexcitation by a low-pressure mercury lamp generates ozone (O$_3$) from ambient oxygen, which is subsequently decomposed into (highly reactive) atomic oxygen. Hydrocarbons at the surface are excited and dissociated by a characteristic mercury line (253.7 nm), which makes it more likely for them to react with the atomic oxygen, creating volatile molecules (e.g., carbon oxides and hydroxides) that then desorb from the surface.11-24 UV-induced ozone treatments are already used in production processes for other thin-film disciplines.25,26 For indium-tin-oxide (ITO) thin films, it is reported that a UV treatment reduces the relative concentration of carbon atoms and forms a Sn-deficient and O-rich surface,27 but other studies indicated “not much change” in the chemical composition.28 In the soft x-ray synchrotron community, a UV treatment is commonly used to remove carbon absorbates from beamline optics.29

In the low-energy (50 eV) Ar$^+$-ion treatment, a commercial ion gun is used at very low energies to stimulate adsorbate desorption with minimal (or no) sputter damage to the surface. This approach was first established by Weinhardt et al. to remove absorbates from CIGSSe surfaces without the previously observed surface metallization by sputter-cleaning surfaces at 500 eV.31,32 Most dominantly, sputtering at 500 eV (or above, as commonly used in destructive depth-profile approaches) led to preferential enrichment of CIGSSe surfaces with Cu, coupled with the creation of a metallic surface layer (as evidenced by the presence of a Fermi edge in UV and inverse photoemission spectra).

In this paper, a UV-induced ozone treatment and a low-energy Ar$^+$-ion treatment (including an ultra-long treatment experiment of 2 h) is applied to CIGSSe-based absorber surfaces to study their impact on the chemical surface structure. For this purpose, x-ray photoelectron spectroscopy (XPS) and x-ray exited Auger electron spectroscopy (XAES) are used to examine CIGSSe surfaces after each treatment step. This measurement set is combined with soft x-ray emission spectroscopy (XES) to also give element-specific chemical structure information at and near the surface, but in a complementary fashion to XPS and XAES.

II. EXPERIMENTAL SECTION

All samples originate from one 10 × 10 cm$^2$ absorber sample processed by AVANCIS GmbH using the R&D baseline process.34 The (air-exposed) sample was shipped to KIT, where the sample was transferred into an argon-filled glovebox directly connected to the ultra-high vacuum surface characterization system (Materials for Energy—MFE lab at KIT). Here, the 10 × 10 cm$^2$ sample was cut into several smaller pieces. Each piece was unloaded separately from the glovebox, put into a UV-induced ozone cleaner (UVO-Cleaner Model 18, Jelight Company Inc.), treated for a given duration (15, 45, 60, 75, 90, and 1200 s), and subsequently loaded back into the glovebox to minimize air exposure after the treatment. Note that, for industrial applications in an in-line process, the use of a glovebox would not be required. The ambient air exposure time before and after the treatment was minimized to less than 10 s each. For the low-energy Ar$^+$-ion treatment, a FOCUS FDG 150 ion source was utilized ($E_{ion}$ = 50 eV, $I_{sample}$ ~ 30 nA/cm$^2$, treatment times of 60, 120, 180, 3600, and 7200 s) at an angle of 45° with respect to the sample normal. XPS and XAES were measured with a non-monochromatized DAR 450 twin anode x-ray source (Mg and Al K$_\alpha$) and an Argus CU electron analyzer (Scienta Omicron), calibrated according to Moulder et al. using Au, Ag, and Cu sputter-cleaned metal references. The base pressure was ~1×10$^{-10}$ mbar in the analysis chamber.

After the XPS and XAES measurements, small pieces were cut off from the measured samples, sealed under inert atmosphere in the glovebox, and shipped to Beamline 8.0.1 of the Advanced Light Source (ALS) in Berkeley for XES measurements (with brief air exposure during loading into the XES chamber). A CdS reference sample was used to calibrate the emission energy axis for the here-presented S L$_{2,3}$ XES spectra.

III. RESULTS AND DISCUSSION

In the XPS survey spectra (Fig. 1), all peaks associated with the absorber elements (copper, indium, sulfur, and selenium) are visible. Only trace amounts of gallium are detected at the absorber surface.
(accordingly, the surface is sometimes called “CIGSse”).\(^{34,37,38}\) In addition, sodium- (e.g., Na 1s), oxygen- (e.g., O 1s), and carbon-related (e.g., C 1s) signals can be identified. For the 7200 s \(\text{Ar}^{+}\)-ion treated sample, a small \(\text{Ar} 2p\) signal is found (at \(\sim 240\) eV, not visible in Fig. 1). For the as-received sample (in the following “untreated”), the carbon and oxygen peaks are clearly visible, indicating that the sample exhibits a significant amount of surface adsorbates (as we will show in the following).

As already visible in the survey spectra of Fig. 1, and more easily seen in the detail spectra of Fig. 2, the sample that underwent a 90 s UV-induced ozone treatment shows an intensity increase of the O 1s signal (×2.6), while that of C 1s is decreased (×3.0). The increase in the oxygen signal can be attributed to the formation of metal oxides and hydroxides, which causes a shift of the peak maximum to lower binding energies (indicated by the gray dashed line in Fig. 2). The reduction of the carbon signal is primarily associated with the main C 1s contribution (amorphous carbon and hydrocarbons), while the (much smaller) carbonates/carboxyl component is not significantly altered.

In addition, all absorber-related lines (including Na 1s) become more intense due to the lower attenuation at the absorber surface. For longer UV-treatment times (1200 s), the O 1s peak is further increased, and only a very small C 1s intensity remains. In parallel, the Cu Auger feature is broadened and the spectral shape of the Cu 2p signal is significantly changed, indicating a different chemical environment (which will be discussed later), and the Na 1s peak is reduced in intensity. Most likely, volatile sodium-containing components are formed under the UV light, e.g., with participation of \(\text{H}_2\text{O}\) molecules, similar to a rinsing step.\(^{37,40}\) We also observe that the intensity decrease of the less surface-sensitive Na KLL Auger line is even more pronounced than that of Na 1s, which rules out a possible attenuation of the signals by adsorbate layers, and indicates that Na is still localized at the topmost layer of the film after the prolonged UV treatment.

For the \(\text{Ar}^{+}\)-ion treated samples, the O 1s signal is strongly reduced, even for short treatment times (180 s), while the C 1s intensity is reduced slightly. Only significantly longer treatment times (3600 and 7200 s) are able to reduce the concentration of all carbon-containing species from the surface (by a factor of \(\sim 4\)). Furthermore, sodium is almost completely removed, suggesting that sodium is only present at the outermost surface.\(^{37,40}\) The removal of C, O, and Na leads to higher intensities of all absorber photoemission lines (due to reduced signal attenuation).

The evolution of the oxygen 1s line during the \(\text{Ar}^{+}\)-ion treatment reveals multiple components. The analysis of absorber elements, discussed later, will show In–O and Se–O bonds, and some surface adsorbates (water, hydroxides) are likely present (and removed) as well. The largest contribution is removed during the first treatment step. We note that the concentration of physisorbed species could also be reduced by an annealing step; however, this runs the risk of also inducing annealing-related changes of the absorber (e.g., the Cu profile).

To study the impact of the treatments on the CIGSse absorber elements, we next analyze the In \(\text{M}_{4,5}\text{N}_{4,5}\text{N}_{4,5}\) and Cu \(\text{L}_{2,3}\text{M}_{4,5}\text{M}_{4,5}\) Auger features (Fig. 3). The indium Auger feature for the untreated sample already shows some indium-oxygen bonds, recognizable by the additional intensity in the “valley” at \(\sim 405\) eV. The UV treatment further increases the amount of oxidized indium. For the 90 s UV-treated sample, the spectrum can be fitted by two In MNN components. The first (non-oxidized) spectral component is described by the spectrum after 7200 s of \(\text{Ar}^{+}\)-ion treatment, while the second component is represented by the same spectrum, but shifted by 2.1 eV to lower kinetic energy to emulate indium oxide. We note that the In MNN Auger transition only involves 3d and “shallow” 4d core levels, resulting in very similar In MNN line shapes for different compounds. The indium oxide component in the 90 s UV-treated sample accounts for 50% (±2%) of the overall In signal. From the energetic position of the \(\text{M}_{4,5}\text{N}_{4,5}\text{N}_{4,5}\) peak, and the modified In Auger parameter \((851.5\pm0.1\text{ eV})\), it can be concluded that this second component indeed represents In–O bonds. In contrast, the \(\text{Ar}^{+}\)-ion treatment completely removes the indium-oxygen bonds, best seen in the deepening of the valley at \(\sim 405\) eV.
For the 7200 s Ar+-ion treated sample, only one (non-metallic) In species is visible in the In MNN spectrum.

In the case of the Cu LMM Auger transitions, UV treatments up to 90 s only lead to a small shift to higher kinetic energy. Likewise, the corresponding Cu 2p1/2 spectra in Fig. 4 do not show a change in the spectral shape [but an increase in the overall intensity, due to the high surface-sensitivity (low kinetic energy) of the electrons contributing to the Cu 2p signal and the reduction of surface adsorbates]. For longer UV treatment times (1200 s; top spectrum in Fig 4), in contrast, the Cu 2p1/2 spectral shape changes significantly and now includes a strong satellite feature (at \(\sim 962.5\) eV) that can be ascribed to the formation of CuO.44

Upon Ar+-ion treatment, the Cu LMM spectra in Fig. 3 shift to lower kinetic energies, and, for longer treatment times, the valley at 919 eV gets less pronounced. In the spectrum of the 7200 s Ar+-ion treated sample, a clear contribution of a second component can be seen. Likewise, shifts to higher binding energy and a line broadening are observed in the Cu 2p1/2 spectra. We speculate that this is due to Cu atoms in a metallic Cu environment.45 While the creation of metallic surface species (in particular Cu, due to preferential sputtering of the other elements in CIGSSe) is a known effect when using higher energies and/or longer sputter times,31,46 it is here observed for the first time when using 50 eV Ar+ ions. However, we point out that this is related to the exceedingly long ion-treatment time and rather high current densities. Typically, short treatments (such as the 90 s employed here) are fully sufficient to remove the majority of “removable” surface contaminants, without any evidence of metallic copper (or other metallic components) in XPS, XAES, UV photoelectron spectroscopy (UPS), and inverse photoemission spectroscopy (IPES).

In addition to the copper and indium signals, the absorber constituents sulfur and selenium were analyzed, in particular the Se 3p/Se 3d regions (Fig. 5). The untreated Se 3d spectrum consists of the chalcopyrite main feature at \(\sim 54\) eV and a second feature at \(\sim 59\) eV, which is increasing for increasing UV-treatment times.
times. For longer UV-treatment times (75 s), additional intensity is found at \(\sim 55\) eV, suggesting a third Se component. In order to separate the individual components, the 90 s UV-treated sample was fitted with a minimal number of spin–orbit–split Voigt doublets (three). The Gaussian and Lorentzian contributions were fixed for each individual component, the area ratio was kept constant at 3:2 according to the \(2j + 1\) multiplicity, and the spin–orbit splitting was set to 0.86 eV. The first component at \(\sim 54\) eV can be assigned to Se in a selenide environment (e.g., Cl-S-Se); the second one at \(\sim 55\) eV could indicate a second selenide (e.g., Cu–Se bonds) or elemental Se; also, an inhomogeneous distribution of slightly varying local environments appears possible. The third component (at \(\sim 59\) eV) exhibits a shift of \(\sim 4.7\) eV with respect to the main component, suggesting Se–O bonds (as already observed for the untreated sample). The \(\text{Ar}^+\)-ion treatment fully removes the Se–O component already after the first 60 s treatment. In parallel, the intensity of the main component increases due to reduced amount of surface adsorbates.

Due to the spectral overlap, the Se 3p/S 2p core level region shows a complex behavior upon the UV treatment. Additional intensity is found in the valley between the S 2p and Se 3p\(_{1/2}\) peak at \(\sim 165\) eV, and the spectral intensity between 168 and 173 eV increases. To analyze these signals, the 90 s UV-treated spectrum was fitted with a Se 3p doublet (blue; for the Se component in a Cl-S-Se environment), a second Se doublet (light blue; for the Se–O component as identified from the Se 3d signal), and three S 2p doublets. Note that the Se 3d analysis shows the presence of a third Se species, but due to the overlap with the S 2p signals and the larger widths of the Se 3p lines, the Se 3p/S 2p region can be sufficiently well described with only two spectral Se components. For each doublet, two Voigt profiles (Gaussian: Lorentzian ratio fixed, area ratio 2:1, spin–orbit splitting set to 1.2 and 5.7 eV for S 2p and Se 3p, respectively) were used. This approach results in one sulfide (at 161.6 eV, green) and two S-O-related signals (at 167.4 and 168.6 eV, orange and pink, resp.). The two additional S–O signals can be assigned to sulfites and sulfates, for which more evidence will be presented in the XES results below.

In contrast, the \(\text{Ar}^+\)-ion treatment does not modify the Se 3p/S 2p region significantly. The main effect is an overall intensity increase, which can, again, be related to the reduced attenuation of the XPS signal due to the removal of surface adsorbates.

To derive chemical information with an increased information depth, x-ray emission spectroscopy (XES) measurements at the
S $L_{2,3}$ edge are presented in Fig. 6. Using the element-specific and local nature of XES, the S $L_{2,3}$ emission gives detailed information of the local chemical environment of sulfur in a complementary fashion to XPS. All spectra are dominated by the S 3s $\rightarrow$ S 2p emission at 149 eV, typical for a sulfide environment. For the untreated sample (black), the spectral structure between 154 and 158 eV can be assigned to In 5s-derived bands, indicating S–In bonds. The broad signal at ~160.5 eV originates from Cu 3d-derived bands, indicating S–Cu bonds. For increasing UV-treatment time, several new features appear, e.g., at 153.5 and 164.0 eV. A difference spectrum of the 180 s UV-treated sample and the 0 s (untreated) sample highlights additional spectral weight between 160 and 164 eV. A comparison with Na$_2$SO$_3$ and In$_2$(SO$_4$)$_3$ reference spectra suggests the formation of sulfur–oxygen bonds, best described as a sulfite (SO$_3^{2-}$). For longer UV-treatment times, additional features at 153.5 and 156.5 eV and a broad maximum at ~162 eV become more pronounced. The difference spectrum (1200 s – 0 s) strongly resembles the reference spectrum of a sulfate, with an admixture of the sulfite spectra features. Note that the Na$_2$SO$_3$ and In$_2$(SO$_4$)$_3$ reference spectra are only used to demonstrate the most pertinent sulfite and sulfate features—the formation of other sulfates and sulfites is also possible. Nevertheless, the finding of both sulfite as well as sulfate spectral features supports the XPS findings of two distinct S–O bond signals in Fig. 5. The UV-induced ozone treatment hence clearly produces S–O bonds with varying degrees of oxidation.

IV. SUMMARY AND CONCLUSION

The impact of two dry surface-cleaning approaches for CIGSSe solar cell absorbers, namely, a UV-induced ozone treatment and a low-energy (50 eV) Ar$^+$-ion treatment was investigated for CIGSSe solar cell absorbers, namely, a UV-induced ozone treatment and a low-energy (50 eV) Ar$^+$-ion treatment was investigated for different treatment times. Even for UV treatments as short as 90 s, we find a two-thirds reduction of carbon and hydrocarbons but also an increase of oxygen at the CIGSSe absorber surface. This is accompanied by an oxide formation of indium, selenium, and sulfur after several tens of seconds at the surface. Copper remains unaffected for the first 3 min of the UV treatment, but also shows oxidized components when treated for 20 min. Furthermore, sulfite and sulfate signatures are found. In contrast, the low-energy Ar$^+$-ion treatment readily removes surface oxygen species, while longer treatment times also lead to a removal of carbon. For very long treatment times, metallic surface phases are also induced. As both treatments appear very effective, already for short treatment times (i.e., carbon removal for UV treatment and oxygen removal for low-energy ion treatment), we speculate that a sequential execution might represent a promising pathway to minimize carbon and oxygen surface contaminants for optimized heterojunction engineering in high-efficiency thin-film solar cells.
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