Hand-Eye-Object Tracking for Human Intention Inference

Adebayo, S., McLoone, S., & Dessing, J. C. (Accepted/In press). Hand-Eye-Object Tracking for Human Intention Inference. In Intelligent Control and Automation Sciences - 6th ICONS 2022: Proceedings International Federation of Automatic Control.

Published in:
Intelligent Control and Automation Sciences - 6th ICONS 2022: Proceedings

Document Version:
Peer reviewed version

Queen's University Belfast - Research Portal:
Link to publication record in Queen's University Belfast Research Portal

Publisher rights
© 2022 IFAC.
This manuscript is distributed under a Creative Commons Attribution-NonCommercial-NoDerivs License (https://creativecommons.org/licenses/by-nc-nd/4.0/), which permits distribution and reproduction for non-commercial purposes, provided the author and source are cited.

General rights
Copyright for the publications made accessible via the Queen's University Belfast Research Portal is retained by the author(s) and / or other copyright owners and it is a condition of accessing these publications that users recognise and abide by the legal requirements associated with these rights.

Take down policy
The Research Portal is Queen's institutional repository that provides access to Queen's research output. Every effort has been made to ensure that content in the Research Portal does not infringe any person’s rights, or applicable UK laws. If you discover content in the Research Portal that you believe breaches copyright or violates any law, please contact openaccess@qub.ac.uk.
Hand-Eye-Object Tracking for Human Intention Inference

Samuel Adebayo Seán McLoone Joost C. Dessing

Centre for Intelligent Autonomous Manufacturing Systems
Queen’s University Belfast, Northern Ireland, UK
(e-mail: {sadebayo01, s.mcloone, j.dessing}@qub.ac.uk)

Abstract: Optimizing human-robot interaction in the performance of collaborative tasks is a challenging problem. An important aspect of this problem relates to the robot’s understanding of human intentions. Empowering robots with accurate intention inference capabilities sets the stage for more natural, safe, and efficient interactions and greater confidence in the Human-Robot Interaction domain. Intentions can be deduced by observing human cues as they interact with the environment, but currently, there is no clear-cut method for achieving this in an effective way. Here, we present a novel method for intention inference based on the integration of three visual cues, namely, hand movement, eye fixation, and object interaction, coupled with a bidirectional LSTM neural network for the classification of human intention. Experimental studies evaluating our approach against two-visual cue alternatives confirm the utility of our approach.

Keywords: Intention inference; Hand-Eye-Object Interaction; Vision Systems; Big data, Data Engineering; Machine Learning.

1. INTRODUCTION

The last decade has seen a tremendous advance in Human Robot Interaction (HRI) research, driven by the desire to have human-centric, human-machine collaborative systems, which some are referring to as the 5th industrial revolution. Despite this, the effectiveness and efficiency of existing HRI systems for collaborative tasks is often limited when compared to human-human interaction due to the inability of robots to infer human intention. To achieve natural and effective Human-Robot co-working it is essential to endow robots with perceptive abilities to enable them to infer human intention. Consequently, developing an optimal framework to infer intention is a very active area of research (Li and Zhang, 2017).

To achieve intelligent intention inference, there is a need to consider all observable quantities and corresponding encodings involved in interaction. Doing so should give insights into the required information for active collaboration. Motion estimation is an active component in the planning and execution of a robot’s decision making algorithm (Zhang et al., 2021). Hence, accurate human pose estimation is required to tackle and improve HRI frameworks.

Human Hand-Eye (H-E) coordination is the ability to carry out tasks that require the simultaneous use of the hands and eyes - such as activities that use the hands to coordinate motion based on information perceived by the eyes. The human eyes aid the brain to determine the spatial position of objects in the environment as well as body segments. In a human task involving H-E coordination, the eye gaze usually precedes hand motion. Therefore, based on visual spatial information from the eyes, the hands carry out the set task. Fixations (attention to an anticipated target) on objects are unique and can be extracted and related to task features. Hence, Human Hand-Eye-Object (H-E-O) interactions involve the interdependence of hand spatial position (while in motion) in interaction with object(s) following observable (encoded) perception from the eyes. The application of modern machine learning techniques to achieve a vision-based approach to intention inference is a relatively new area of research. However, the advent of cheap cameras, high performance computing, and modern machine learning techniques have opened up new opportunities for vision researchers to explore the possibilities for developing improved frameworks for HRI.

In HRI the use of human gaze has been shown to improve the quality of interactions, increase persuasive ability as a storyteller, and enhance robot to human hand over tasks (Ham et al., 2015). Moreover, there are studies backing the use of gaze cues as a method of improving conversations and enabling natural interactions with humans (Willems et al., 2018). The hand is also actively involved in HRI, due to its function in collaborative assembly tasks: handover, picking, grasping, gripping, etc. Therefore, it makes sense for all task-relevant components of interaction and assembly - hands, eyes, and object - to be considered when inferring intention. Although, hand-eye coordination involving two or more robots (robot-to-robot) has been researched extensively using several methods and approaches (Levine et al., 2018), to date little work has been done on the incorporation of vision-based hand-eye-object signals for the purpose of inducing intention in HRI frameworks.

We hypothesize that the introduction and integration of gaze cues, hand tracking, and object tracking in HRI using a purely vision-based system enhanced by deep learning
Motion tracking is largely stochastic and cannot be readily predicted and et al., 1995). The authors argued that a human’s behaviour led as a function of human behavior such as in (Inagaki and conclusions in Sections 4 and 5, respectively. 

The remainder of this paper are: 

(1) A novel approach to intention inference involving integration of Hand, Eye, and Object signals. Although, there are several approaches and techniques that involve integration of different signals to infer intention (see Section 2), this is the first attempt at inferring intention by integrating these three visual cues.

(2) A learning-based classification approach to intention inference.

(3) An efficient data generation pipeline for Hand-Eye-Object integrated systems.

The closest work to our approach is Trombetta et al. (2020) who present a fusion of gaze cues and hand motion to predict a human’s true intention in an analogous robot-collaborative task. As will be seen, our method presents as input a fusion of specific 2D locations of the hands (right and left), objects and eye fixation. Additionally, our approach is a simultaneous fusion of the aforementioned visual cues within a deep neural network classifier using end-to-end learning, while their approach involves preprocessing gaze points using a Kalman Filter before fusing it with hand motion data for neural network training.

Recently, HRI research has focused more on optimising the technology pipeline to enhance the interactivity of robots (Chatila et al., 2018). Human-centered robots have been mostly based on passive sensing, characterised by machine learning methods, and in particular deep learning techniques, to provide robots with capabilities such as speech recognition (Matsui et al., 1999; Okuno et al., 2001; Lauria et al., 2002; Spiliotopoulos et al., 2001), gesture recognition (Luo and Wu, 2012; Triesch and von der Malsburg, 2006; Chakraborty et al., 2018; Liu and Wang, 2018), facial and emotion recognition (Kute et al., 2019; Messer and Fausser, 2019), gaze tracking (Li and Zhang, 2017) and pose estimation (Tanaka et al., 2019). Notably, it was believed until recently that obtaining near perfect vision-based human pose estimation was a difficult task to tackle. However, the advent of modern deep neural networks for pose estimation has made obtaining, recording, and utilization of human motion easier and accessible. A recent state-of-the-art pose estimation model (Mediapipe) developed by the Perception team at Google Research achieves impressive performance and runs in real-time on relatively modest standard computing platforms (Zhang et al., 2020). The backbone of mediapipe hand pose estimation consists of 2 state-of-the-art models - Blazepalm (Bazarevsky et al., 2019), a version of the Blazeface model for detecting palms in any input image, and the hand landmark model that processes the output of the palm detector to output 21 hand landmarks. Mediapipe hands was trained on a large diverse dataset consisting of synthetic, real and in-the-wild images. The model is robust, fast, and able to detect hands in low light conditions. Lightweight and heavyweight versions of the model have

Fig. 1. Hand-Eye-Object tracking for intention inference

Fig. 2. Proposed Hand-Eye-Object Intention Deduction Framework

will improve intention inference, compared to solutions based on only one or two dependent signals. To test this hypothesis we develop an experimental framework in which the proposed fusion of vision signals are the inputs to a multi-class classifier that predicts the intended action from a set of candidate actions. The block diagram of our proposed framework is presented in Fig. 2. We present a data generation pipeline, and a machine learning model that learns to classify intention from a combination of different tracked visual components. The main contributions of the paper are:

2. RELATED WORK

Vision-based intention inference has been researched extensively over the last few decades. Some of the earliest vision-based approaches to intention inference were modelled as a function of human behavior such as in (Inagaki et al., 1995). The authors argued that a human’s behaviour is largely stochastic and cannot be readily predicted and programmed. Hence, they proposed intention inference to be induced from observable behavioural quantities, by programming the why, what, how, when, who, and when questions. These observable quantities were measured with a perception sensor in a closed coordinated structured environment. Intention inference was then achieved by computation of these processed quantities using Fuzzy Logic. Other early vision frameworks for intelligent robots were in social robotics. These robots take visual cues such as object detection, face recognition, etc. to induce social awareness (Fong et al., 2003; Feil-Seifer and Mataric, 2009).

Hybrid techniques based on the fusion of vision systems and natural language processes to achieve specific high level tasks have also shown promising results (Moladande and Madhusanka, 2019). Speech recognition has been a key enabler in achieving intention inference in these systems. For the most part, they involve the human workers conversing with the robots using a set of speech commands to carry out specific tasks, hence intention to carry out the tasks is deduced.

Recently, HRI research has focused more on optimising the technology pipeline to enhance the interactivity of robots (Chatila et al., 2018). Human-centered robots have been mostly based on passive sensing, characterised by machine learning methods, and in particular deep learning techniques, to provide robots with capabilities such as speech recognition (Matsui et al., 1999; Okuno et al., 2001; Lauria et al., 2002; Spiliotopoulos et al., 2001), gesture recognition (Luo and Wu, 2012; Triesch and von der Malsburg, 2006; Chakraborty et al., 2018; Liu and Wang, 2018), facial and emotion recognition (Kute et al., 2019; Messer and Fausser, 2019), gaze tracking (Li and Zhang, 2017) and pose estimation (Tanaka et al., 2019). Notably, it was believed until recently that obtaining near perfect vision-based human pose estimation was a difficult task to tackle. However, the advent of modern deep neural networks for pose estimation has made obtaining, recording, and utilization of human motion easier and accessible. A recent state-of-the-art pose estimation model (Mediapipe) developed by the Perception team at Google Research achieves impressive performance and runs in real-time on relatively modest standard computing platforms (Zhang et al., 2020). The backbone of mediapipe hand pose estimation consists of 2 state-of-the-art models - Blazepalm (Bazarevsky et al., 2019), a version of the Blazeface model for detecting palms in any input image, and the hand landmark model that processes the output of the palm detector to output 21 hand landmarks. Mediapipe hands was trained on a large diverse dataset consisting of synthetic, real and in-the-wild images. The model is robust, fast, and able to detect hands in low light conditions. Lightweight and heavyweight versions of the model have
been developed, the former for deployment on edge and mobile devices and the later for deployment on high-performance machines. We used the on-device lightweight implementation in our experiments.

3. METHODS

To support our hypothesis, we developed a data generation pipeline for Hand-Eye-Object tracking and interaction to train and evaluate the proposed human action predictor. In this section we describe the materials and methods employed, including hardware requirements and setup, signal integration, and data collection. The data generation pipeline is described in Fig. 5.

3.1 Experimental Design

Our setup includes three parts - eye tracking, hand tracking, and object tracking (Fig. 5). A single Nexigo N930AF 1080P USB camera was used as a vision system for both the hand and object tracking, while a Pupil Core Eye-tracker (Kassner and Patera, 2012) was used to track the eyes. The pupil core eye-tracker is a head-mounted system with two adjustable infrared cameras positioned just below both eyes to capture the pupil position. The camera was mounted on the eye-tracker and positioned between the eyes so as to capture the world scene (hands and objects). The resolution of the world scene camera was 360 × 240 and the resolution of the cameras inferring eye fixation was 190 × 190. This configuration also facilitated calibration of the eye tracker fixation point. A Raspberry Pi was used to fuse and time synchronise the camera and Pupil Core data streams.

The software component of the setup includes the program to run pupil core, a scene fetching algorithm, a lightweight deep learning hand tracker (Mediapipe), and an object recognition model (YOLOv5). Since Pupil Core’s software is publicly available, we built our script on it, and integrated all the code to work as one build. An object dataset consisting of 250 images each of three objects (single book, a set stacked books, and a mug) was compiled and used to train a custom object detection model via transfer learning using YOLOv5 provided by Ultralytics (Ultralytics, 2021). The resulting model detects custom objects and outputs rectangular bounding boxes that correspond to the location boundary coordinates of the detected objects. It is able to perform inference in real-time and at a rate of 22 frames per second.

With Mediapipe Hands 21 2.5D keypoint locations can be plotted for the detected hands. The keypoints are in x, y, z (relative depth) coordinates. We extracted these keypoints at every data collection run. To extract the gaze location, the eye tracker was calibrated with 4-circled position corresponding to the rectangular mapping of the world scene camera. Pupil Core allows for recording and extraction of the gaze location in the world scene camera, which means one is able to deduce where in the scene users are looking.

Video streaming, time synchronization, and data collection scripts were developed and incorporated as a plugin within the Pupil Core software. The overall system achieves a data collection frame rate of 59 fps. The data is preprocessed to a form which allows for optimal accessibility and processing.

3.2 Data Capture

In order to reduce time complexity, and minimize algorithmic reliance on long term dependencies, we assume that the human intention to perform a collaborative task remains the same throughout the task. We consider 7 tasks in total:

1. handover
2. pickup
3. set down
4. move right (single hand)
5. move right (both hands)
6. move left (single hand)
7. move left (both hands)

with each one taking between four and six seconds to execute. The intention to perform a task is then deduced by observing the visual cues over the first one second of the task execution (59 frames). Further details on how this is achieved are presented in subsequent paragraphs.
The first one second of data was collected for 30 repetitions of each task, with each repetition performed with a slightly different orientation and choreography. This resulted in an overall dataset of 210 examples. We split the data into 90% training data and 10% test data. Due to Covid-19 restrictions, data collection was restricted to one person performing the tasks.

During each data collection run, a volunteer wears the head-mounted eye tracker, with the world scene camera mounted in such a way as to face the scene of the assembly task. Before data collection Pupil Core was calibrated to synchronize with the world scene view - following calibration the participant was asked where they were focused on, to ensure convenient matching of eye fixations in the world frame to actual fixation. The participant was then instructed on the choreographed tasks - a mixture of hand demonstrations, with specified instructions on employing normal movement as they would when carrying out such low-level tasks. For tasks involving interaction with an object, the participant was instructed on the motion around the objects in order to avoid occlusion.

For each data collection sequence, key points corresponding to locations of fixations of the eyes in the scene \((x, y)\), normalized coordinates of the object (rectangular bounding box), and normalized \(x, y, z\) location of the 21 annotated points on each human hand were recorded. One Hand-Eye-Object data point, denoted \(\{H, E, O\}\), is made up of the concatenations of normalized coordinates corresponding to the hands, eye and object in the world view. Here \(H, E\) and \(O\) are sets representing the key points of the hands in the interacting scene, the fixation points in the world view frame, and the rectangular bounding boxes respectively. Specifically,

\[
E = (e_x, e_y) \quad (1)
\]

\[
H = \{(h_{ix}^i, h_{iy}^i, h_{ix}^i, h_{iy}^i, h_{ix}^i, h_{iy}^i) \mid i = 1, ..., 21\} \quad (2)
\]

\[
O = (O_x, O_y, O_w, O_h) \quad (3)
\]

where \(e_x\) and \(e_y\) represent the normalized coordinates of the fixation in the world frame,

\[
H = \{(h_{ix}^i, h_{iy}^i, h_{ix}^i, h_{iy}^i, h_{ix}^i, h_{iy}^i) \mid i = 1, ..., 21\} \quad (2)
\]

where \(h_{ip}^i\) and \(h_{rj}^i\) denote the left and right \(p\)-th coordinate of the \(i\)-th key point, and

\[
O = (O_x, O_y, O_w, O_h) \quad (3)
\]

where \(O_x, O_y, O_w, O_h\) denote the normalized coordinates of the rectangular bounding boxes of the detected objects. In total 136 key points are recorded at each sampling instant (frame).

### 3.3 Bidirectional LSTM for Intention Prediction

Bidirectional LSTMs learn sequential features using both forward and backward passes, leading to quicker and more accurate networks (Siami-Namini et al., 2019). Each layer is made up of two LSTMs, one for each direction. As illustrated in Fig. 6 our neural network is made up of 7 layers, comprising of 3 Bidirectional LSTM layers and 4 fully connected layers with a softmax for classification. The dimension of the input to the network is 59 x 136 (59 frames x 136 key points). The resulting neural network has 1.589 million parameters.
4. RESULTS

To assess the performance of the proposed H-E-O intention prediction model we first evaluate its classification accuracy on the training and test data sets. Then we compare its performance to two-visual cue alternatives at real-time intention inference. Our model achieved 100% accuracy on the training data and 90.47% accuracy on the test data with regard to classifying the true sub-task intention. A detailed analysis of the classification performance on the test data is presented in Fig. 8 and Table 1. Fig. 8 shows the confusion matrix for the results while Table 1 reports the precision, recall and the $F_1$ score for each of the intention classes.

The results of the real-time comparison with two-visual cue based models are reported in Table 2. The two-visual cue intention prediction models considered were Hand-Eye (H-E) and Hand-Object (H-O). We trained these models using the same dataset and network architecture used to train the H-E-O model. The classification performance for the H-E and H-O models on the test data set are 85.23% and 89.21%, respectively. A real-time data comparison of the classification performance of these models and the H-E-O intention prediction models was also carried out. This was achieved by running the models on a live data stream of the volunteer performing the tasks. We categorized the acquired data as being either for coordinated or uncoordinated task executions. A coordinated task execution is where the volunteer follows the same choreography sequence and time steps as employed for the original training and test dataset, while an uncoordinated task execution is one where the volunteer does not follow a prescribed choreography. We tested intention classifier performance for 30 instances of each of the 7 task classes under these conditions. The reported comparisons are based on the accuracy of prediction over the 30 instances. All tests were carried out on an Ubuntu Machine running Nvidia GeForce RTX 3050.

4.1 Discussion

From the results obtained, it can be concluded that there is a significant improvement in intention inference when using the proposed integrated hand-eye-object signals methodology when compared to H-O, which is in-turn superior to H-E. H-E-O is 13.67% and 10.79% better than H-O for coordinated tasks and uncoordinated, respectively.

| Table 1. Accuracy of Hand-Eye-Object Model |
|--------------------------------------------|
| Intention class | Precision | Recall | $F_1$ score |
|-----------------|-----------|--------|-------------|
| handover1       | 1.00      | 1.00   | 1.00        |
| pickup1         | 1.00      | 1.00   | 1.00        |
| setdown         | 1.00      | 1.00   | 1.00        |
| moveright1      | 0.67      | 1.00   | 0.80        |
| moveright2      | 1.00      | 1.00   | 1.00        |
| moveleft1       | 0.67      | 1.00   | 0.80        |
| moveleft2       | 1.00      | 0.67   | 0.80        |
| accuracy        | 0.90      |        |             |

| Table 2. Comparison of H-E and H-O and H-E-O models for classification of coordinated and uncoordinated tasks |
|-------------------------------------------------------------------------------------------------------------|
| H-E | H-O | H-E-O |
|-----|-----|-------|
| % Coord Task (30) | 0.7216 | 0.7755 | 0.9122 |
| % UnCoord Task (30) | 0.6332 | 0.7111 | 0.8190 |

5. CONCLUSION AND FUTURE DIRECTION

In this paper we present a novel approach to learning-based intention inference and a methodology for collecting hand-eye-object datasets. Experimental results confirm that our deep learning model is able to learn the statistical relationship between the hands, eyes, and interacting object for intention prediction in reaching type tasks. We believe that our proposed end-to-end learning and visual cue fusion methodology will reduce the complexity of integrating signals in vision-based HRI and provide the basis for advancing the state-of-the-art in intention aware robots. It is noted that the results presented are based on a preliminary dataset. Ongoing work is targeted at collecting a much large intention classification dataset involving multiple participants and a broader range of tasks to enable a much more general intention inference model to be developed.
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