ABSTRACT

While self-supervised learning has made rapid advances in natural language processing, it remains unclear when researchers should engage in resource-intensive domain-specific pretraining (domain pretraining). The law, puzzlingly, has yielded few documented instances of substantial gains to domain pretraining in spite of the fact that legal language is widely seen to be unique. We hypothesize that these existing results stem from the fact that existing legal NLP tasks are too easy and fail to meet conditions for when domain pretraining can help. To address this, we first present CaseHOLD (Case Holdings On Legal Decisions), a new dataset comprised of over 53,000+ multiple choice questions to identify the relevant holding of a cited case. This dataset presents a fundamental task to lawyers and is both legally meaningful and difficult from an NLP perspective (F1 of 0.4 with a BiLSTM baseline). Second, we assess performance gains on CaseHOLD and existing legal NLP datasets. While a Transformer architecture (BERT) pretrained on a general corpus (Google Books and Wikipedia) improves performance, domain pretraining (on a corpus of ≈3.5M decisions across all courts in the U.S. that is larger than BERT’s) with a custom legal vocabulary exhibits the most substantial performance gains with CaseHOLD (gain of 7.2% on F1, representing a 12% improvement on BERT) and consistent performance gains across two other legal tasks. Third, we show that domain pretraining may be warranted when the task exhibits sufficient similarity to the pretraining corpus: the level of performance increase in three legal tasks was directly tied to the domain specificity of the task. Our findings inform when researchers should engage in resource-intensive pretraining and show that Transformer-based architectures, too, learn embeddings suggestive of distinct legal language.

1 INTRODUCTION

How can rapid advances in Transformer-based architectures be leveraged to address problems in law? One of the most significant advances in natural language processing (NLP) has been the advent of “pretrained” (or self-supervised) language models, starting with Google’s BERT model [12]. Such models are pretrained on a large corpus of general texts — Google Books and Wikipedia articles — resulting in significant gains on a wide range of fine-tuning tasks with much smaller datasets and have inspired a wide range of applications and extensions [27, 38].

One of the emerging puzzles for law has been that while general pretraining (on the Google Books and Wikipedia corpus) boosts performance on a range of legal tasks, there do not appear to be any meaningful gains from domain-specific pretraining (domain pretraining) using a corpus of law. Numerous studies have attempted to apply comparable Transformer architectures to pretrain language models on law, but have found marginal or insignificant gains on a range of legal tasks [7, 14, 49, 50]. These results would seem to challenge a fundamental tenet of the legal profession: that legal language is distinct in vocabulary, semantics, and reasoning [28, 29, 44]. Indeed, a common refrain for the first year of U.S. legal education is that students should learn the “language of law”: “Thinking like a lawyer turns out to depend in important ways on speaking (and reading, and writing) like a lawyer.” [29].
We hypothesize that the puzzling failure to find substantial gains from domain pretraining in law stem from the fact that existing fine-tuning tasks may be too easy and/or fail to correspond to the domain of the pretraining corpus task. We show that existing legal NLP tasks, Overruling (whether a sentence overrules a prior case, see Section 4.1) and Terms of Service (classification of contractual terms of service, see Section 4.2), are simple enough for naive baselines (BiLSTM) or BERT (without domain-specific pretraining) to achieve high performance. Observed gains from domain pretraining are hence relatively small. Because U.S. law lacks any benchmark task that is comparable to the large, rich, and challenging datasets that have fueled the general field of NLP (e.g., SQuAD [36], GLUE [46], CoQA [37]), we present a new dataset that simulates a fundamental task for lawyers: identifying the legal holding of a case. Holdings are central to the common law system. They represent the governing legal rule when the law is applied to a particular set of facts. The holding is precedent and what litigants can rely on in subsequent cases. So central is the identification of holdings that it forms a canonical task for first-year law students to identify, state, and reformulate the holding.

This CaseHOLD dataset (Case Holdings on Legal Decisions) provides 53,000+ multiple choice questions with prompts from a judicial decision and multiple potential holdings, one of which is correct, that could be cited. We construct this dataset using the rules of case citation [9], which allow us to match a proposition to a source through a comprehensive corpus of U.S. case law from 1965 to the present. Intuitively, we extract all legal citations and use the “holding statement,” often provided in parenthetical propositions accompanying U.S. legal citations, to match context to holding [2].

CaseHOLD extracts the context, legal citation, and holding statement and matches semantically similar, but inappropriate, holding propositions. This turns the identification of holdings statements into a multiple choice task.

In Table 1, we show a citation example from the CaseHOLD dataset. The Citing Text (prompt) consists of the context and legal citation text, Holding Statement 0 is the correct corresponding holding statement, Holding Statements 1-4 are the four similar, but incorrect holding statements matched with the given prompt, and the Label is the 0-index label of the correct holding statement answer. For simplicity, we use a fixed context window that may start mid-sentence.

We show that this task is difficult for conventional NLP approaches (BiLSTM F1 = 0.4 and BERT F1 = 0.6), even though law students and lawyers are able to solve the task at high accuracy. We then show that there are substantial and statistically significant performance gains from domain pretraining with a custom vocabulary (which we call Legal-BERT), using all available case law from 1965 to the present (a 7.2% gain in F1, representing a 12% relative boost from BERT). We then experimentally assess conditions for gains from domain pretraining with CaseHOLD and find that the size of the fine-tuning task is the principal other determinant of gains to domain-specific pretraining.

The code, the legal benchmark datasets, and the Legal-BERT models presented here can be found at: https://github.com/reglab/casehold.

Table 1: CaseHOLD example

| Citing Text (prompt) |
|----------------------|
| They also rely on Oswego Laborers’ Local 214 Pension Fund v. Marine Midland Bank, 85 N.Y.2d 20, 623 N.Y.S.2d 529, 647 N.E.2d 741 (1996), which held that a plaintiff “must demonstrate that the acts or practices have a broader impact on consumers at large.” Defs.’ Mem. at 14 (quoting Oswego Laborers’, 623 N.Y.S.2d 529, 647 N.E.2d at 744). As explained above, however, Plaintiffs have adequately alleged that Defendants’ unauthorized use of the DEL MONICO’s name in connection with non-Ocinomled restaurants and products caused consumer harm or injury to the public, and that they had a broad impact on consumers at large inasmuch as such use was likely to cause consumer confusion. See, e.g., CommScope, Inc. of N.C. v. CommScope (U.S.A) Int’l Grp. Co., 809 F. Supp.2d 33, 38 (N.D.N.Y 2011) (“HOLDING”); New York City Triathlon, LLC v. NYC Triathlon |

| Holding Statement 0 (correct answer) |
|--------------------------------------|
| holding that plaintiff stated a 349 claim where plaintiff alleged facts plausibly suggesting that defendant intentionally registered its corporate name to be confusingly similar to plaintiffs CommScope trademark |

| Holding Statement 1 (incorrect answer) |
|--------------------------------------|
| holding that plaintiff stated a claim for breach of contract where it alleged the government failed to purchase insurance for plaintiff as agreed by contract |

| Holding Statement 2 (incorrect answer) |
|--------------------------------------|
| holding that the plaintiff stated a claim for tortious interference |

| Holding Statement 3 (incorrect answer) |
|--------------------------------------|
| holding that the plaintiff had not stated a claim for inducement to breach a contract where she had not alleged facts sufficient to show the existence of an enforceable underlying contract |

| Holding Statement 4 (incorrect answer) |
|--------------------------------------|
| holding plaintiff stated claim in his individual capacity |

pose an important tradeoff, as cost estimates for fully pretraining BERT can be upward of $1M [41], with potential for social harm [4], but advances in legal NLP may also alleviate huge disparities in access to justice in the U.S. legal system [16, 34, 47]. Our findings suggest that there is indeed something unique to legal language when faced with sufficiently challenging forms of legal reasoning.

2 RELATED WORK

The Transformer-based language model, BERT [12], which leverages a two step pretraining and fine-tuning framework, has achieved state-of-the-art performance on a diverse array of downstream NLP tasks. BERT, however, was trained on a general corpus of Google Books and Wikipedia, and much of the scientific literature has since focused on the question of whether the Transformer-based approach could be improved by domain-specific pretraining.

Outside of the law, for instance, Lee et al. [25] show that BioBERT, a BERT model pretrained on biomedicine domain-specific corpora (PubMed abstracts and full text articles), can significantly outperform BERT on domain-specific biomedical NLP tasks. For instance, it achieves gains of 6-9% in strict accuracy compared to BERT [25] for biomedical question answering tasks (BioASQ Task 5b and Task 5c) [45]. Similarly, Beltagy et al. show improvements from domain
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...pretraining with SciBERT, using a multi-domain corpus of scientific publications [3]. On the ACL-ARC multiclass classification task [22], which contains example citations labeled with one of six classes, where each class is a citation function (e.g., background), SciBERT achieves gains of 7.07% in macro F1 [3]. It is worth noting that this task is constructed from citation text, making it comparable to the CaseHOLD task we introduce in Section 3.

Yet work adapting this framework for the legal domain has not yielded comparable results. Elwany et al. [14] use a proprietary corpus of legal agreements to pretrain BERT and report “marginal” gains of 0.4 - 0.7% on F1. They note that in some settings, such gains could be practically important. Zhong et al. [49] uses BERT pretrained on Chinese legal documents and finds no gains relative to non-pretrained NLP baseline models (e.g., LSTM). Similarly, [50] finds that the same pretrained model performs poorly on a legal question and answer dataset.

Hendrycks et al. [19] found that in zero-shot and few-shot settings, state-of-the-art models for question answering, GPT-3 and UnifiedQA, have lopsided performance across subjects, performing with near-random accuracy on subjects related to human values, such as law and morality, while performing up to 76% accuracy on other subjects. This result motivated their attempt to create a better model for the multistate bar exam by further pretraining RoBERTa [27], a variant of BERT, on 1.6M cases from the Harvard Law Library case law corpus. They found that RoBERTa fine-tuned on the bar exam task achieved 32.8% test accuracy without domain pretraining and 36.1% test accuracy with further domain pretraining. They conclude that while “additional pretraining on relevant high quality text can help, it may not be enough to substantially increase …performance.” Hendrycks et al. [18] highlight that future research should especially aim to increase language model performance on tasks in subject areas such as law and moral reasoning since aligning future systems with human values and understanding of human approval/disapproval necessitates high performance on such subject specific tasks.

Chalkidis et al. [7] explored the effects of law pretraining using various strategies and evaluate on a broader range of legal NL tasks. These strategies include (a) using BERT out of the box, which is trained on general domain corpora, (b) further pretraining BERT on legal corpora (referred to as LEGAL-BERT-FP), which is the method also used by Hendrycks et al. [19], and (c) pretraining BERT from scratch on legal corpora (referred to as LEGAL-BERT-SC). Each of these models is then fine-tuned on the downstream task. They report that a LEGAL-BERT variant, in comparison to tuned BERT, achieves a 0.8% improvement in F1 on a binary classification task derived from the ECHR-CASES dataset [5], a 2.5% improvement in F1 on the multi-label classification task derived from ECHR-CASES, and between a 1.1-1.8% improvement in F1 on multi-label classification tasks derived from subsets of the CONTRACTS-NER dataset [6, 8]. These gains are small when considering the substantial data and computational requirements of domain pretraining. Indeed, Hendrycks et al. [19] concluded that the documented marginal difference does not warrant domain pretraining.

This existing work raises important questions for law and artificial intelligence. First, these results might be seen to challenge the widespread belief in the legal profession that legal language is distinct [28, 29, 44]. Second, one of the core challenges in the field is that unlike general NLP, which has thrived on large benchmark datasets (e.g., SQuAD [36], GLUE [46], CoQA [37]), there are few large and publicly available legal benchmark tasks for U.S. law. This is explained in part due to the expense of labeling decisions and challenges around compiling large sets of legal documents [32], leading approaches above to rely on non-English datasets [49, 50] or proprietary datasets [14]. Indeed, there may be a kind of selection bias in available legal NLP datasets, as they tend to reflect tasks that have been solved by methods often pre-dating the rise of self-supervised learning. Third, assessment standards vary substantially, providing little guidance to researchers on whether domain pretraining is worth the cost. Studies vary, for instance, in whether BERT is retrained with custom vocabulary, which is particularly important in fields where terms of art can defy embeddings of general language models. Moreover, some comparisons are between (a) BERT pretrained at 1M iterations and (b) domain-specific pretraining on top of BERT (e.g., 2M iterations) [25]. Impressive gains might hence be confounded because the domain pretrained model simply has had more time to train. Fourth, legal language presents unique challenges in substantial part because of extensive and complicated system of legal citation. Work has shown that conventional tokenization that fails to account for the structure of legal citations can improperly present the legal text [20]. For instance, sentence boundary detection (critical for BERT’s next sentence prediction pretraining task) may fail with legal citations containing complicated punctuation [40]. Just as using an in-domain tokenizer helps in multilingual settings [39], using a custom tokenizer should improve performance consistently for the “language of law.” Last, few have examined differences across the kinds of tasks where pretraining may be helpful.

We address these gaps for legal NLP by (a) contributing a new, large dataset with the task of identification of holding statements that comes directly from U.S. legal decisions, (b) assessing the conditions under which domain pretraining can help.

3 THE CASEHOLD DATASET

We present the CaseHOLD dataset as a new benchmark dataset for U.S. law. Holdings are, of course, central to the common law system. They represent the governing legal rule when the law is applied to a particular set of facts. The holding is what is precedential and what litigants can rely on in subsequent cases. So central is the identification of holdings that it forms a canonical task for first-year law students to identify, state, and reformulate the holding. Thus, as for a law student, the goal of this task is two-fold: (1) understand case names and their holdings; (2) understand how to re-frame the relevant holding of a case to back up the proceeding argument. CaseHOLD is a multiple choice question answering task derived from legal citations in judicial rulings. The citing context from the judicial decision serves as the prompt for the question. The answer choices are holding statements derived from citations following text in a legal decision. There are five answer choices for each citing text. The correct answer is the holding statement that corresponds to the citing text. The four incorrect answers are other holding statements.

We construct this dataset from the Harvard Law Library case law corpus (In our analyses below, the dataset is constructed from
the holdout dataset, so that no decision was used for pretraining Legal-BERT). We extract the holding statement from citations (parenthetical text that begins with “holding”) as the correct answer and take the text before it as the citing text prompt. We insert a <HOLDING> token in the position of the citing text prompt where the holding statement was extracted. To select four incorrect answers for a citing text, we compute the TF-IDF similarity between the correct answer and the pool of other holding statements extracted from the corpus and select the most similar holding statements, to make the task more difficult. We set an upper threshold for similarity to rule out indistinguishable holding statements (here 0.75), which would make the task impossible. One of the virtues of this task setup is that we can easily tune the difficulty of the task by varying the context window, the number of potential answers, and the similarity thresholds. In future work, we aim to explore how modifying the thresholds and task difficulty affects results. In a human evaluation, the benchmark by a law student was an accuracy of 0.94.¹

A full example of CaseHOLD consists of a citing text prompt, the correct holding statement answer, four incorrect holding statement answers, and a label 0-4 for the index of the correct answer. The ordering of indices of the correct and incorrect answers are random for each example and unlike a multi-class classification task, the answer indices can be thought of as multiple choice letters (A, B, C, D, E), which do not represent classes with underlying meaning, but instead just enumerate the answer choices. We provide a full example from the CaseHOLD dataset in Table 1.

4 OTHER DATASETS

To provide a comparison on difficulty and domain specificity, we also rely on two other legal benchmark tasks. The three datasets are summarized in Table 2.

In terms of size, publicly available legal tasks are small compared to mainstream NLP datasets (e.g., SQuAD has 100,000+ questions). The cost of obtaining high-fidelity labeled legal datasets is precisely why pretraining is appealing for law [15]. The Overruling dataset, for instance, required paying attorneys to label each individual sentence. Once a company has collected that information, it may not want to distribute it freely for the research community. In the U.S. system, much of this meta-data is hence retained behind proprietary walls (e.g., Lexis and Westlaw), and the lack of large-scale U.S. legal NLP datasets has likely impeded scientific progress.

We now provide more detail of the two other benchmark datasets.

4.1 Overruling

The Overruling task is a binary classification task, where positive examples are overruling sentences and negative examples are non-overruling sentences from the law. An overruling sentence is a statement that nullifies a previous case decision as a precedent, by a constitutionally valid statute or a decision by the same or higher ranking court which establishes a different rule on the point of law involved.

The Overruling task dataset was provided by Casetext, a company focused on legal research software. Casetext selected positive overruling samples through manual annotation by attorneys and negative samples through random sampling sentences from the Casetext law corpus. This procedure has a low false positive rate for negative samples because the prevalence of overruling sentences in the whole law is low. Less than 1% of cases overrule another case and within those cases, usually only a single sentence contains overruling language. Casetext validates this procedure by estimating the rate of false positives on a subset of sentences randomly sampled from the corpus and extrapolating this rate for the whole set of randomly sampled sentences to determine the proportion of sampled sentences to be reviewed by human reviewers for quality assurance.

Overruling has moderate to high domain specificity because the positive and negative overruling examples are sampled from the Casetext law corpus, so the language in the examples is quite specific to the law. However, it is the easiest of the three legal benchmark tasks, since many overruling sentences are distinguishable from non-overruling sentences due to the specific and explicit language judges typically use when overruling. In his work on overruling language and speech act theory, Dunn cites several examples of judges employing an explicit performative form when overruling, using keywords such as “overrule”, “disapprove”, and “explicitly reject” in many cases [13]. Language models, non-neural machine models, and even heuristics generally detect such keyword patterns effectively, so the structure of this task makes it less difficult compared to other tasks. Previous work has shown that SVM classifiers achieve high performance on similar tasks; Sulea et al. [31] achieves a 96% F1 on predicting case rulings of cases judged by the French Supreme Court and Aletras et al. [1] achieves 79% accuracy on predicting judicial decisions of the European Court of Human Rights.

The Overruling task is important for lawyers because the process of verifying whether cases remain valid and have not been overruled is critical to ensuring the validity of legal arguments. This need has led to the broad adoption of proprietary systems, such as Shepard’s (on Lexis Advance) and KeyCite (on Westlaw), which have become important legal research tools for most lawyers [11]. High language model performance on the Overruling tasks could enable further automation of the shepardizing process.

In Table 3, we show a positive example of an overruling sentence and a negative example of a non-overruling sentence from the Overruling task dataset. Positive examples have label 1 and negative examples have label 0.

### Table 3: Overruling examples

| Passage | Label |
|---------|-------|
| for the reasons that follow, we approve the first district in the instant case and disapprove the decisions of the fourth district. | 1 |
| a subsequent search of the vehicle revealed the presence of an additional syringe that had been hidden inside a purse located on the passenger side of the vehicle. | 0 |

¹This human benchmark was done on a pilot iteration of the benchmark dataset and may not correspond to the exact TF-IDF threshold presented here.
4.2 Terms of Service
The Terms of Service task is a binary classification task, where positive examples are potentially unfair contractual terms (clauses) from the terms of service in contract documents. The Unfair Terms in Consumer Contracts Directive 93/13/EEC [17] defines an unfair contractual term as follows. A contractual term is unfair if: (1) it has not been individually negotiated; and (2) contrary to the requirement of good faith, it causes a significant imbalance in the parties rights and obligations, to the detriment of the consumer.

The Terms of Service dataset comes from Lippi et al. [26], which studies machine learning and natural language approaches for automating the detection of potentially unfair clauses in online terms of service and implements a system called CLAUDETTE based on the results of the study. The dataset was constructed from a corpus of 50 online consumer contracts. Clauses were manually annotated as clearly fair, potentially unfair, and clearly unfair. Positive examples were taken to be potentially unfair or clearly unfair clauses and negative examples were taken to be clearly fair clauses to dichotomize the task. Lippi et al. [26] also studies a multi-class setting in which each clause is additionally labeled according to one of eight categories of clause unfairness (e.g. limitation of liability). We focus on the more general setting where clauses are only labeled according to whether they encompass any type of unfairness.

Terms of Service has low domain specificity relative to the Overruling and CaseHOLD tasks because examples are drawn from the terms of service text in consumer contracts. Extensive contracting language may be less prevalent in the Casetext and Harvard case law corpora, although contracts cases of course are. The Terms of Service task is moderately difficult. Excluding ensemble methods, the classifier that achieves highest F1 performance in the general setting of Lippi et al. [26] is a single SVM exploiting bag-of-words features, which achieves a 76.9% F1.

The Terms of Service task is useful for consumers, since automation of the detection of potentially unfair contractual terms could help consumers better understand the terms they agree to when signing a contract and make legal advice about unfair contracts more accessible and widely available for consumers seeking it. It could also help consumer protection organizations and agencies work more efficiently [26].

In Table 4, we show a positive example of a potentially unfair clause and a negative example of a fair clause from the Terms of Service dataset. Positive examples have label 1 and negative examples have label 0.

| Passage                                      | Label |
|----------------------------------------------|-------|
| occasionally we may, in our discretion, make changes to the agreements. | 1     |
| this section contains service-specific terms that are in addition to the general terms. | 0     |

5 METHODS
Our basic approach to understand the conditions for when domain pretraining may help is to use a series of pretrained BERT models, but to carefully vary one key modeling decision at a time. This is computationally expensive requiring approximately 16 TPU (64 GPU) core-days per 1M steps. First, we assess performance with base BERT. Second, we train BERT with twice the number of iterations to be able to compare the value of additional training. Third, we ingest the entire Harvard Law case corpus from 1965 to the present and pretrain Legal-BERT on the corpus. The size of this dataset (37GB) is substantial, representing 3,446,187 legal decisions across all federal and state courts, and is larger than the size of the BookCorpus/Wikipedia corpus originally used to train BERT (15GB). Fourth, we train a custom vocabulary variant of Legal-BERT. We provide a comparison to a BiLSTM baseline. We now provide details of these methods.

5.1 Baseline
Our baseline architecture is a one-layer BiLSTM, with 300D word2vec vectors [30]. For single-sentence tasks, Overruling and Terms of Service, we encode the sentence and pass the resulting vector to a softmax classifier. For CaseHOLD, each citation prompt has five answer choices associated with it. We concatenate the prompt with each one of the five answers, separated by the <SEP> token, to get five prompt-answer pairs. We independently encode each prompt-answer pair and pass the resulting vector through a linear layer, then apply softmax over the concatenated outputs for the five pairs. We choose this architecture because it is comparable to the design suggested for fine-tuning BERT on multiple choice tasks in Rafford et al. [35], where prompt-answer pairs are fed independently through BERT and a linear layer. In this architecture, we replace BERT with the BiLSTM.

5.2 BERT
We use the base BERT model (uncased, 110M parameters) [12] as our baseline BERT model. Because researchers in other disciplines have commonly performed domain pretraining starting with BERT’s parameter values, we also train a model initialized with base BERT and pretrained for an additional 1M steps, using the same English Wikipedia corpus that BERT base was pretrained on. This facilitates a direct comparison to rule out gains solely from increased pretraining. We refer to this model, trained for 2M total steps, as BERT (double), and compare it to our two Legal-BERT variants, each pretrained for 2M total steps. Using 2M steps as our comparison point for pretraining also allows us to address findings from Liu et al. [27] that BERT was significantly undertrained and exhibited improved performance with RoBERTa, a set of modifications to BERT training procedure which includes pretraining the model longer.

5.3 Legal-BERT
We pretrain two variants of BERT with the Harvard Law case corpus (https://case.law/) from 1965 to the present.2 We randomly sample 10% of decisions from this corpus as a holdout set, which we use to create the CaseHOLD dataset. The remaining 90% is used for pretraining.

We preprocess the case law corpus with the sentence segmentation procedure and use the pretraining procedure described in

---

2We use this period because there is a significant change in the number of reporters around this period and it corresponds to the modern post-Civil Rights Act era.
Devlin et al. [12]. One variant is initialized with the BERT base model and pretrained for an additional 1M steps using the case law corpus and the same vocabulary as BERT (uncased). The other variant, which we refer to as Custom Legal-BERT, is pretrained from scratch for 2M steps using the case law corpus and has a custom legal domain-specific vocabulary. The vocabulary set is constructed using SentencePiece [24] on a subsample (aprx. 13M) of sentences from our pretraining corpus, with the number of tokens fixed to 32,000. We pretrain both variants with sequence length 128 for 90% and sequence length 512 for 10% over the 2M steps total.

Both Legal-BERT and Custom Legal-BERT are pretrained using the masked language model (MLM) pretraining objective, with whole word masking. Whole word masking and other knowledge masking strategies, like phrase-level and entity-level masking, have been shown to yield substantial improvements on various downstream NLP tasks for English and Chinese text, by making the MLM objective more challenging and enabling the model to learn more about prior knowledge through syntactic and semantic information extracted from these linguistically-informed language units [10, 21, 43]. More recently, Kang et al. [23] posit that whole-word masking may be most suitable for domain adaptation on emrQA [33], a corpus for question answering on electronic medical records, because most words in emrQA are tokenized to sub-word WordPiece tokens [48] in base BERT due to the high frequency of unique, domain-specific medical terminologies that appear in emrQA, but are not in the base BERT vocabulary. Because the case law corpus shares this property of containing many domain-specific terms relevant to the law, which are likely tokenized into sub-words in base BERT, we chose to use whole word masking for pretraining the Legal-BERT variants on the legal domain-specific case law corpus.

The second pretraining task is next sentence prediction. Here, we use regular expressions to ensure that legal citations are included as part of a segmented sentence according to the Bluebook system of legal citation [9]. Otherwise, the model could be poorly trained on improper sentence segmentation [40].

6 RESULTS

6.1 Base Setup

After pretraining the models as described above in Section 5, we fine-tune on the legal benchmark target tasks and evaluate the performance of each model.

6.1.1 Hyperparameter Tuning. We provide details on our hyperparameter tuning process at https://github.com/reglab/casehold.

6.1.2 Fine-tuning and Evaluation. For the BERT-based models, we use the input transformations described in Radford et al. [35] for fine-tuning BERT on classification and multiple choice tasks, which convert the inputs for the legal benchmark tasks into token sequences that can be processed by the pretrained model, followed by a linear layer and a softmax. For the CaseHOLD task, we avoid making extensive changes to the architecture used for the two classification tasks by converting inputs consisting of a prompt and five answers into five prompt-answer pairs (where the prompt and answer are separated by a delimiter token) that are each passed independently through our pretrained models followed by a linear layer, then take a softmax over the five concatenated outputs. For Overruling and Terms of Service, we use a single NVIDIA V100 (16GB) GPU to fine-tune on each task. For CaseHOLD, we used eight NVIDIA V100 (32GB) GPUs to fine-tune on the task.

We use 10-fold cross-validation to evaluate our models on each task. We use F1 score as our performance metric for the Overruling and Terms of Service tasks and macro F1 score as our performance metric for CaseHOLD, reporting mean F1 scores over 10 folds. We report our model performance results in Table 5 and report statistical significance from (paired) t-tests with 10 folds of the test data to account for uncertainty.

From the results of the base setup, for the easiest Overruling task, the difference in F1 between BERT (double) and Legal-BERT is 0.5% and BERT (double) and Custom Legal-BERT is 1.6%. Both of these differences are marginal. For the task with intermediate difficulty, Terms of Service, we find that BERT (double) with further pretraining BERT on the general domain corpus increases performance over base BERT by 5.1%, but the Legal-BERT variants with domain-specific pretraining do not outperform BERT (double) substantially. This is likely because Terms of Service has low domain-specificity, so pretraining on legal domain-specific text does not help the model learn information that is highly relevant to the task. We note that BERT (double), with 77.3% F1, and Custom Legal-BERT, with 78.7% F1, outperform the highest performing model from Lippi et al. [26] for the general setting of Terms of Service, by 0.4% and 1.8% respectively. For the most difficult and domain-specific task, CaseHOLD, we find that Legal-BERT and Custom Legal-BERT both substantially outperform BERT (double) with gains of 5.7% and 7.2% respectively. Custom Legal-BERT achieves the highest F1 performance for CaseHOLD, with a macro F1 of 69.5%.

We run paired t-tests to validate the statistical significance of model performance differences for a 95% confidence interval. The mean differences between F1 for paired folds of BERT (double) and base BERT are statistically significant for the Terms of Service task, with p-value < 0.001. Additionally, the mean differences between F1 for paired folds of Legal-BERT and BERT (double) with p-value < 0.001 and the mean differences between F1 for paired folds of Custom Legal-BERT and BERT (double) with p-value < 0.001 are statistically significant for the CaseHOLD task. The substantial performance gains from the Legal-BERT model variants were achieved likely because the CaseHOLD task is adequately difficult and highly domain-specific in terms of language.

6.1.3 Domain Specificity Score. Table 5 also provides a measure of domain specificity of each task, which we refer to as the domain specificity (DS) score. We define DS score as the average difference in pretrain loss between Legal-BERT and BERT, evaluated on the downstream task of interest. For a specific example, we run prediction for the downstream task of interest on the example input using Legal-BERT and BERT models after pretraining, but before fine-tuning, calculate loss on the task (i.e., binary cross entropy loss for Overruling and Terms of Service, categorical cross entropy loss for CaseHOLD), and take the difference between the loss of the two models. Intuitively, when the difference is large, the general corpus does not predict legal language very well. DS scores
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3Where the vagaries of legal citations create detectable errors in sentence segmentation (e.g., sentences with fewer than 3 words), we omit the sentence from the corpus.
Table 5: Test performance, with ±1.96 × standard error, aggregated across 10 folds. Mean F1 scores are reported for Overruling and Terms of Service. Mean macro F1 scores are reported for CaseHOLD. The best scores are in bold.

|                     | Model          | Baseline | BERT      | BERT (double) | Legal-BERT | Custom Legal-BERT |
|---------------------|----------------|----------|-----------|---------------|------------|-------------------|
| Overruling — DS=-0.028 | 0.910 ± 0.012 | 0.958 ± 0.005 | 0.958 ± 0.005 | 0.963 ± 0.007 | 0.974 ± 0.005 |
| Terms of Service — DS=-0.085 | 0.712 ± 0.020 | 0.722 ± 0.015 | 0.773 ± 0.019 | 0.750 ± 0.018 | 0.787 ± 0.013 |
| CaseHOLD — DS=0.084  | 0.399 ± 0.005 | 0.613 ± 0.005 | 0.623 ± 0.003 | 0.680 ± 0.003 | 0.695 ± 0.003 |
| Number of Pretraining Steps | - | 1M | 2M | 2M | 2M |
| Vocabulary Size (domain) | - | 30,522 (general) | 30,522 (general) | 30,522 (general) | 32,000 (legal) |

Figure 1: Mean macro F1 scores over 3 folds, with ±1.96 × standard error, for train volume variant.

We evaluate the performance and sensitivity of our models on three cases. To provide a further assessment on the conditions for pretraining, we keep the test volume variant fixed and vary the train volume, prompt difficulty, and domain specificity — capture the considerations practitioners must account for in considering whether pretraining is beneficial for their use case. For the task variants, we use the CaseHOLD task dataset into three train and test set folds using an 80/20 split over three random seeds and evaluate on each fold. We report results as the mean F1 over the three folds’ test sets.

6.2 Task Variants

6.2.1 Train Volume. For the train volume variant, keeping the test set constant, we vary the train set size to be of size 1, 10, 100, 500, 1,000, 5,000, 10,000, and the full train set. We find that the Legal-BERT gains compared to BERT (double) are strongest with low train volume and wash out with high train volume. As we expect, Legal-BERT gains are larger when the fine-tuning dataset is smaller. In settings with limited training data, the models must rely more on prior knowledge and Legal-BERT’s prior knowledge is more relevant to the highly domain-specific task due to pretraining on legal domain-specific text, so we see stronger gains from Legal-BERT compared to BERT (double). For a training set size of 1, the mean gain in Legal-BERT is 17.6% ± 3.73, the maximal gain across train set sizes.

This particular variant is well-motivated because it has often been challenging to adapt NLP for law precisely because there is limited labeled training data available. Legal texts typically require specialized legal knowledge to annotate, so it can often be prohibitively expensive to construct large structured datasets for the legal domain [16].

6.2.2 Prompt Difficulty. For the difficulty variant, we vary the citation text prompt difficulty, by shortening the length of the prompt to the first x words. The average length of a prompt in the CaseHOLD task dataset is 136 words, so we take the first x = 5, 10, 20, 40, 60, 80, 100 words of the prompt and the full prompt. We take the first x words instead of the last x words closest to the holding, as the latter could remove less relevant context further from the holding and thus make the task easier. We find that the prompt difficulty variant does not result in a clear pattern of increasing gains from Legal-BERT over BERT (double) above 20 words, though we would expect to see the gains grow as the prompt is altered more. However, a 2% drop in gain is seen in the 5 word prompt (the average F1 gap above 20 words is 0.062, while at 5 is 0.0391).
Table 6: Mean gain in Legal-BERT over 3 folds, for domain match variant.

| Mean macro F1 | BERT (double) | Legal-BERT | Mean Gain  |
|---------------|---------------|------------|------------|
| Unweighted    | 0.620         | 0.679      | 0.059      |
| Weighted      | 0.717         | 0.784      | 0.067      |

One possible reason this occurs is that the range of DS scores across examples in the CaseHOLD task is relatively small, so some similarly domain-specific examples may have fairly different rank-based weights. In Figure 3, we show histograms of the DS scores of examples for Terms of Service, CaseHOLD, and 5,000 examples sampled (without replacement) from each task. Notice that the Terms of Service examples are skewed towards negative DS scores and the CaseHOLD examples are skewed towards positive DS scores so the range of DS scores within a task is limited, while the examples sampled from both tasks span a larger range, explaining the small gains from the domain match variant, but more substantial gains for CaseHOLD from Legal-BERT compared to Terms of Service. In other words, because the CaseHOLD task is already quite domain specific, variation within the corpus may be too range-restricted to provide a meaningful test of domain match.

Further work could instead examine domain match by pretraining on specific areas of law (e.g., civil law) and fine-tuning on other areas (e.g., criminal law), but the Harvard law case law corpus does not currently have meaningful case / issue type features.

Figure 3: Density histograms of DS scores of examples for Terms of Service, CaseHOLD, and both tasks.
framing. This would reflect the first-year law student exercise of re-framing a holding to persuasively match their argument and isolate the two goals of the task.

7 DISCUSSION
Our results resolve an emerging puzzle in legal NLP: if legal language is so unique, why have we seen only marginal gains to domain pretraining in law? Our evidence suggests that these results can be explained by the fact that existing legal NLP benchmark tasks are either too easy or not domain matched to the pretraining corpus. Our paper shows the largest gains documented for any legal task from pretraining, comparable to the largest gains reported by SciBERT and BioBERT [3, 25]. Our paper also shows the highest performance documented for the general setting of the Terms of Service task [26], suggesting substantial gains from domain pretraining and tokenization.

Using a range of legal language tasks that vary in difficulty and domain-specificity, we find BERT already achieves high performance for easy tasks, so that further domain pretraining adds little value. For the intermediate difficulty task that is not highly domain-specific, domain pretraining can help, but gain is most substantial for highly difficult and domain-specific tasks.

These results suggest important future research directions. First, we hope that the new CaseHOLD dataset will spark interest in solving the challenging environment of legal decisions. Not only are many available benchmark datasets small or unavailable, but they may also be biased toward solvable tasks. After all, a company would not invest in the Overruling task (baseline F1 with BiLSTM of 0.91), without assurance that there are significant gains to paying attorneys to label the data. Our results show that domain pretraining may enable a much wider range of legal tasks to be solved.

Second, while the creation of large legal NLP datasets is impeded by the sheer cost of attorney labeling, CaseHOLD also illustrates an advantage of leveraging domain knowledge for the construction of legal NLP datasets. Conventional segmentation would fail to take advantage of the complex system of legal citation, but investing in such preprocessing enables better representation and extraction of legal texts.

Third, our research provides guidance for researchers on when pretraining may be appropriate. Such guidance is sorely needed, given the significant costs of language models, with one estimate suggesting that full pretraining of BERT with a 15GB corpus can exceed $1M. Deciding whether to pretrain itself can hence have significant ethical, social, and environmental implications [4]. Our research suggests that many easy tasks in law may not require domain pretraining, but that gains are most likely when ground truth labels are scarce and the task is sufficiently in-domain. Because estimates of domain-specificity across tasks using DS score match our qualitative understanding, this heuristic can also be deployed to determine whether pretraining is worth it. Our results suggest that for other high DS and adequately difficult legal tasks, experimentation with custom, task relevant approaches, such as leveraging corpora from task-specific domains and applying tokenization / sentence segmentation tailored to the characteristics of in-domain text, may yield substantial gains. Bender et al. [4] discuss the significant environmental costs associated in particular with transferring an existing large language models to a new task or developing new models, since these workflows require retraining to experiment with different model architectures and hyperparameters. DS scores provide a quick metric for future practitioners to evaluate when resource intensive model adaptation and experimentation may be warranted on other legal tasks. DS scores may also be readily extended to estimate the domain-specificity of tasks in other domains with existing pretrained models like SciBERT and BioBERT [3, 25].

In sum, we have shown that a new benchmark task, the CaseHOLD dataset, and a comprehensively pretrained Legal-BERT model illustrate the conditions for domain pretraining and suggests that language models, too, can embed what may be unique to legal language.
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