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Abstract

Currently most of state-of-the-art methods for Chinese word segmentation are based on supervised learning, whose features are mostly extracted from a local context. These methods cannot utilize the long distance information which is also crucial for word segmentation. In this paper, we propose a novel neural network model for Chinese word segmentation, which adopts the long short-term memory (LSTM) neural network to keep the previous important information in memory cell and avoids the limit of window size of local context. Experiments on PKU, MSRA and CTB6 benchmark datasets show that our model outperforms the previous neural network models and state-of-the-art methods.

1 Introduction

Word segmentation is a fundamental task for Chinese language processing. In recent years, Chinese word segmentation (CWS) has undergone great development. The popular method is to regard word segmentation task as a sequence labeling problem (Xue, 2003; Peng et al., 2004). The goal of sequence labeling is to assign labels to all elements in a sequence, which can be handled with supervised learning algorithms such as Maximum Entropy (ME) (Berger et al., 1996) and Conditional Random Fields (CRF) (Lafferty et al., 2001). However, the ability of these models is restricted by the design of features, and the number of features could be so large that the result models are too large for practical use and prone to overfit on training corpus.

Recently, neural network models have increasingly used for NLP tasks for their ability to minimize the effort in feature engineering (Collobert et al., 2011; Socher et al., 2013; Turian et al., 2010; Mikolov et al., 2013b; Bengio et al., 2003). Collobert et al. (2011) developed the SENNA system that approaches or surpasses the state-of-the-art systems on a variety of sequence labeling tasks for English. Zheng et al. (2013) applied the architecture of Collobert et al. (2011) to Chinese word segmentation and POS tagging, also he proposed a perceptron style algorithm to speed up the training process with negligible loss in performance. Pei et al. (2014) models tag-tag interactions, tag-character interactions and character-character interactions based on Zheng et al. (2013). Chen et al. (2015) proposed a gated recursive neural network (GRNN) to explicitly model the combinations of the characters for Chinese word segmentation task. Each neuron in GRNN can be regarded as a different combination of the input characters. Thus, the whole GRNN has an ability to simulate the design of the sophisticated features in traditional methods.

Despite of their success, a limitation of them is that their performances are easily affected by the size of the context window. Intuitively, many words are difficult to segment based on the local information only. For example, the segmentation of the following sentence needs the information of the long distance collocation.

冬天 (winter), 能 (can) 穿 (wear) 多少 (amount) 穿 (wear) 多少 (amount); 夏天 (summer), 能 (can) 穿 (wear) 多 (more) 少 (little) 穿 (wear) 多 (more) 少 (little).

Without the word “夏天 (summer)” or “冬天 (winter)”, it is difficult to segment the phrase “能穿多少穿多少”. Therefore, we usually need utilize the non-local information for more accurate word segmentation. However, it does not work by simply increasing the context window size. As reported in (Zheng et al., 2013), the performance drops smoothly when the window size is larger than 3. The reason is that the number of its parameters is so large that the trained network has...
overfitted on training data. Therefore, it is necessary to capture the potential long-distance dependencies without increasing the size of the context window.

In order to address this problem, we propose a neural model based on Long Short-Term Memory Neural Network (LSTM) (Hochreiter and Schmidhuber, 1997) that explicitly model the previous information by exploiting input, output and forget gates to decide how to utilize and update the memory of pervious information. Intuitively, if the LSTM unit detects an important feature from an input sequence at early stage, it easily carries this information (the existence of the feature) over a long distance, hence, capturing the potential useful long-distance information. We evaluate our model on three popular benchmark datasets (PKU, MSRA and CTB6), and the experimental results show that our model achieves the state-of-the-art performance with the smaller context window size (0,2).

The contributions of this paper can be summarized as follows.

- We first introduce the LSTM neural network for Chinese word segmentation. The LSTM can capture potential long-distance dependencies and keep the previous useful information in memory, which avoids the limit of the size of context window.

- Although there are relatively few researches of applying dropout method to the LSTM, we investigate several dropout strategies and find that dropout is also effective to avoid the overfitting of the LSTM.

- Despite Chinese word segmentation being a specific case, our model can be easily generalized and applied to the other sequence labeling tasks.

2 Neural Model for Chinese Word Segmentation

Chinese word segmentation is usually regarded as character-based sequence labeling. Each character is labeled as one of \{B, M, E, S\} to indicate the segmentation. \{B, M, E\} represent Begin, Middle, End of a multi-character segmentation respectively, and S represents a Single character segmentation.

The neural model is usually characterized by three specialized layers: (1) a character embedding layer; (2) a series of classical neural network layers and (3) tag inference layer. An illustration is shown in Figure 1.

The most common tagging approach is based on a local window. The window approach assumes that the tag of a character largely depends on its neighboring characters. Given an input sentence \(c^{(1:n)}\), a window of size \(k\) slides over the sentence from character \(c^{(1)}\) to \(c^{(n)}\), where \(n\) is the length of the sentence. As shown in Figure 1, for each character \(c^{(t)}(1 \leq t \leq n)\), the context characters \((c^{(t-2)}, c^{(t-1)}, c^{(t)}, c^{(t+1)}, c^{(t+2)})\) are fed into the lookup table layer when the window size \(k\) is 5. The characters exceeding the sentence boundaries are mapped to one of two special symbols, namely “start” and “end” symbols. The character embeddings extracted by the lookup table layer are then concatenated into a single vector \(x^{(t)} \in \mathbb{R}^{H_1}\), where \(H_1 = k \times d\) is the size of layer 1. Then \(x^{(t)}\) is fed into the next layer which performs linear transformation followed by an element-wise activation function \(g\) such as sigmoid function \(\sigma(x) = (1 + e^{-x})^{-1}\) and hyperbolic tangent function \(\phi(x) = \frac{e^x - e^{-x}}{e^x + e^{-x}}\) here.

\[
h^{(t)} = g(W_1 x^{(t)} + b_1),
\]

where \(W_1 \in \mathbb{R}^{H_2 \times H_1}\), \(b_1 \in \mathbb{R}^{H_2}\), \(h^{(t)} \in \mathbb{R}^{H_2}\). \(H_2\) is a hyper-parameter which indicates the number of hidden units in layer 2. Given a set of tags \(T\) of size \(|T|\), a similar linear transformation is performed except that no non-linear function is followed:

\[
y^{(t)} = W_2 h^{(t)} + b_2,
\]

where \(W_2 \in \mathbb{R}^{|T| \times H_2}\), \(b_2 \in \mathbb{R}^{|T|}\), \(y^{(t)} \in \mathbb{R}^{|T|}\) is the score vector for each possible tag. In Chinese word segmentation, the most prevalent tag set \(T \subseteq \{B, M, E, S\}\) is mentioned above.

To model the tag dependency, a transition score \(A_{ij}\) is introduced to measure the probability of jumping from tag \(i \in T\) to tag \(j \in T\) (Collobert et al., 2011). Although this model works well for Chinese word segmentation and other sequence labeling tasks, it just utilizes the information of context of a limited-length window. Some useful long distance information is neglected.

3 Long Short-Term Memory Neural Network for Chinese Word Segmentation

In this section, we introduce the LSTM neural network for Chinese word segmentation.
The RNN has recurrent hidden states whose output at each time is dependent on that of the previous time. More formally, given a sequence \( \mathbf{x}^{(1:n)} = (\mathbf{x}^{(1)}, \mathbf{x}^{(2)}, \ldots, \mathbf{x}^{(t)}, \ldots, \mathbf{x}^{(n)}) \), the RNN updates its recurrent hidden state \( \mathbf{h}^{(t)} \) by

\[
\mathbf{h}^{(t)} = g(\mathbf{U}\mathbf{h}^{(t-1)} + \mathbf{W}\mathbf{x}^{(t)} + \mathbf{b}),
\]

where \( g \) is a nonlinear function as mentioned above.

Though RNN has been proven successful on many tasks such as speech recognition (Vinyals et al., 2012), language modeling (Mikolov et al., 2010) and text generation (Sutskever et al., 2011), it can be difficult to train them to learn long-term dynamics, likely due in part to the vanishing and exploding gradient problem (Hochreiter and Schmidhuber, 1997).

The LSTM provides a solution by incorporating memory units that allow the network to learn when to forget previous information and when to update the memory cells given new information. Thus, it is a natural choice to apply LSTM neural network to word segmentation task since the LSTM neural network can learn from data with long range temporal dependencies (memory) due to the considerable time lag between the inputs and their corresponding outputs. In addition, the LSTM has been applied successfully in many NLP tasks, such as text classification (Liu et al., 2015) and machine translation (Sutskever et al., 2014).

The core of the LSTM model is a memory cell \( \mathbf{c} \) encoding memory at every time step of what inputs have been observed up to this step (see Figure 2). The behavior of the cell is controlled by three “gates”, namely input gate \( \mathbf{i} \), forget gate \( \mathbf{f} \) and output gate \( \mathbf{o} \). The operations on gates are defined as element-wise multiplications, thus gate can either scale the input value if the gate is non-zero vector or omit input if the gate is zero vector. The output of output gate will be fed into the next time step \( t + 1 \) as previous hidden state and input of upper layer of neural network at current time step \( t \).

The definitions of the gates, cell update and output are as follows:

\[
\begin{align*}
\mathbf{i}^{(t)} &= \sigma(\mathbf{W}_{ix}\mathbf{x}^{(t)} + \mathbf{W}_{ih}\mathbf{h}^{(t-1)} + \mathbf{W}_{ic}\mathbf{c}^{(t-1)}), \\
\mathbf{f}^{(t)} &= \sigma(\mathbf{W}_{fx}\mathbf{x}^{(t)} + \mathbf{W}_{fh}\mathbf{h}^{(t-1)} + \mathbf{W}_{fc}\mathbf{c}^{(t-1)}), \\
\mathbf{c}^{(t)} &= \mathbf{f}^{(t)} \odot \mathbf{c}^{(t-1)} + \mathbf{i}^{(t)} \odot \phi(\mathbf{W}_{ix}\mathbf{x}^{(t)} + \mathbf{W}_{ic}\mathbf{c}^{(t-1)}), \\
\mathbf{o}^{(t)} &= \sigma(\mathbf{W}_{ox}\mathbf{x}^{(t)} + \mathbf{W}_{oh}\mathbf{h}^{(t-1)} + \mathbf{W}_{oc}\mathbf{c}^{(t)}), \\
\mathbf{h}^{(t)} &= \mathbf{o}^{(t)} \odot \phi(\mathbf{c}^{(t)}),
\end{align*}
\]
Figure 2: LSTM Memory Unit. The memory unit contains a cell $c$ which is controlled by three gates. The green links show the signals at time $t-1$, while the black links show the current signals. The dashed links represent the weight matrices from beginning to end are diagonal. Moreover, the solid pointers mean there are weight matrices on the connections, and hollow pointers mean none. The current output signal, $h^{(t)}$, will feed back to the next time $t+1$ via three gates, and is the input of the higher layer of the neural network as well.

where $σ$ and $ϕ$ are the logistic sigmoid function and hyperbolic tangent function respectively; $i^{(t)}$, $f^{(t)}$, $o^{(t)}$ and $c^{(t)}$ are respectively the input gate, forget gate, output gate, and memory cell activation vector at time step $t$, all of which have the same size as the hidden vector $h^{(t)} \in \mathbb{R}^d$; the parameter matrices $W$’s with different subscripts are all square matrices; $⊙$ denotes the element-wise product of the vectors. Note that $W_{ic}$, $W_{fc}$ and $W_{oc}$ are diagonal matrices.

3.3 LSTM Architectures for Chinese Word Segmentation

To fully utilize the LSTM, we propose four different structures of neural network to select effective features via memory units. Figure 3 illustrates our proposed architectures.

**LSTM-1** The LSTM-1 simply replace the hidden neurons in Eq. (1) with LSTM units (See Figure 3a).

The input of the LSTM unit is from a window of context characters. For each character, $c^{(t)}$, $(1 \leq t \leq n)$, the input of the LSTM unit $x^{(t)}$,

$$x^{(t)} = v^{(t-k_1)} \oplus \cdots \oplus v^{(t+k_2)},$$  \hspace{1cm} (9)

is concatenated from character embeddings of $c^{(t-k_1)}(t+k_2)$, where $k_1$ and $k_2$ represent the numbers of characters from left and right contexts respectively. The output of the LSTM unit is used in final inference function (Eq. (11)) after a linear transformation.

**LSTM-2** The LSTM-2 can be created by stacking multiple LSTM hidden layers on top of each other, with the output sequence of one layer forming the input sequence for the next (See Figure 3b). Here we use two LSTM layers. Specifically, input of the upper LSTM layer takes $h^{(t)}$ from the lower LSTM layer without any transformation. The input of the first layer is same to LSTM-1, and the output of the second layer is as same operation as LSTM-1.

**LSTM-3** The LSTM-3 is a extension of LSTM-1, which adopts a local context of LSTM layer as input of the last layer (See Figure 3c). For each time step $t$, we concatenate the outputs of a window of the LSTM layer into a vector $h^{(t)}$,

$$h^{(t)} = h^{(t-m_1)} \oplus \cdots \oplus h^{(t+m_2)},$$ \hspace{1cm} (10)

where $m_1$ and $m_2$ represent the lengths of time lags before and after current time step. Finally, $h^{(t)}$ is used in final inference function (Eq. (11)) after a linear transformation.

**LSTM-4** The LSTM-4 (see Figure 3d) is a mixture of the LSTM-2 and LSTM-3, which consists of two LSTM layers. The output sequence of the lower LSTM layer forms the input sequence of the upper LSTM layer. The final layer adopts a local context of upper LSTM layer as input.

3.4 Inference at Sentence Level

To model the tag dependency, previous neural network models (Collobert et al., 2011; Zheng et al., 2013; Pei et al., 2014) introduced the transition score $A_{ij}$ for measuring the probability of jumping from tag $i \in T$ to tag $j \in T$. For a input sentence $c^{(1:n)}$ with a tag sequence $y^{(1:n)}$, a sentence-level score is then given by the sum of tag transition scores and network tagging scores:
where $y(t)^{(l)}$ indicates the score of tag $y(t)$, and $y(t)$ is computed by the network as in Eq. (2). The parameter set of our model is defined as: $\theta = \{M, A, W_{fc}, W_{oc}, W_{ix}, W_{xf}, W_{oh}, W_{ox}, W_{ch}\}$.

4 Training

4.1 Max-Margin criterion

We use the Max-Margin criterion to train our model. Intuitively, the Max-Margin criterion provides an alternative to probabilistic, likelihood based estimation methods by concentrating directly on the robustness of the decision boundary of a model (Taskar et al., 2005). We use $Y(x_i)$ to denote the set of all possible tag sequences for a given sentence $x_i$ and the correct tag sequence for $x_i$ is $y_i$. The parameter set of our model is $\theta$. We first define a structured margin loss $\Delta(y_i, \hat{y})$ for predicted tag sequence $\hat{y}$:

$$\Delta(y_i, \hat{y}) = \sum_{t=1}^{n} \eta 1\{y_i(t) \neq \hat{y}(t)\}, \quad (12)$$

where $n$ is the length of sentence $x_i$ and $\eta$ is a discount parameter. The loss is proportional to the number of characters with incorrect tags in the proposed tag sequence. For a given training instance $(x_i, y_i)$, the predicted tag sequence $\hat{y}_i \in Y(x_i)$ is the one with the highest score:

$$\hat{y}_i = \arg \max_{y \in Y(x_i)} s(x_i, y, \theta), \quad (13)$$

where the function $s(\cdot)$ is sentence-level score and defined in equation (11).

Given a set of training set $D$, the regularized objective function is the loss function $J(\theta)$ including a $l_2$-norm term:

$$J(\theta) = \frac{1}{|D|} \sum_{(x_i, y_i) \in D} l_i(\theta) + \frac{\lambda}{2} \|\theta\|^2_2, \quad (14)$$

where $l_i(\theta) = \max(0, s(x_i, \hat{y}_i, \theta) + \Delta(y_i, \hat{y}_i) - s(x_i, y_i, \theta))$.

To minimize $J(\theta)$, we use a generalization of gradient descent called subgradient method (Ratliff et al., 2007) which computes a gradient-like direction.

Following (Socher et al., 2013), we also use the diagonal variant of AdaGrad (Duchi et al., 2011) with minibatches to minimize the objective. The parameter update for the $i$-th parameter $\theta_{t, i}$ at time step $t$ is as follows:

$$\theta_{t, i} = \theta_{t-1, i} - \frac{\alpha}{\sqrt{\sum_{r=1}^{t} g_{r, i}}} g_{t, i}, \quad (15)$$

where $\alpha$ is the initial learning rate and $g_{r} \in \mathbb{R}^{|\theta_i|}$ is the subgradient at time step $r$ for parameter $\theta_i$. In addition, the process of back propagation is followed Hochreiter and Schmidhuber (1997).

4.2 Dropout

Dropout is one of prevalent methods to avoid overfitting in neural networks (Srivastava et al., 2014). When dropping a unit out, we temporarily remove it from the network, along with all its incoming and outgoing connections. In the simplest case, each unit is omitted with a fixed probability $p$ independent of other units, namely dropout rate, where $p$ is also chosen on development set.

5 Experiments

5.1 Datasets

We use three popular datasets, PKU, MSRA and CTB6, to evaluate our model. The PKU

Figure 3: Our proposed LSTM architectures for Chinese word segmentation.
Figure 4: Performances of LSTM-1 with the different context lengths and dropout rates on PKU development set.

| Context length | Character embedding size | Hidden unit number | Initial learning rate | Margin loss discount | Regularization | Dropout rate on input layer |
|---------------|-------------------------|--------------------|-----------------------|----------------------|---------------|-----------------------------|
| \((k_1, k_2)\) | \(d = 100\)            | \(H_2 = 150\)     | \(\alpha = 0.2\)     | \(\eta = 0.2\)       | \(\lambda = 10^{-4}\) | \(p = 0.2\)                 |

Table 1: Settings of the hyper-parameters.

Figure 5: Performances of LSTM-1 (0,2) with 20% dropout on PKU development set.

and MSRA data are provided by the second International Chinese Word Segmentation Bakeoff (Emerson, 2005), and CTB6 is from Chinese TreeBank 6.0 (LDC2007T36) (Xue et al., 2005), which is a segmented, part-of-speech tagged and fully bracketed corpus in the constituency formalism. These datasets are commonly used by previous state-of-the-art models and neural network models. In addition, we use the first 90% sentences of the training data as training set and the rest 10% sentences as development set for PKU and MSRA datasets. For CTB6 dataset, we divide the training, development and test sets according to (Yang and Xue, 2012)

All datasets are preprocessed by replacing the Chinese idioms and the continuous English characters and digits with a unique flag.

For evaluation, we use the standard bake-off scoring program to calculate precision, recall, F1-score and out-of-vocabulary (OOV) word recall.

5.2 Hyper-parameters

Hyper-parameters of neural model impact the performance of the algorithm significantly. According to experiment results, we choose the hyper-parameters of our model as showing in Figure 1. The minibatch size is set to 20. Generally, the number of hidden units has a limited impact on the performance as long as it is large enough. We found that 150 is a good trade-off between speed and model performance. The dimensionality of character embedding is set to 100 which achieved the best performance. All these hyper-parameters are chosen according to their average performances on three development sets.

For the context lengths \((k_1, k_2)\) and dropout strategy, we gave detailed analysis in next section.

5.3 Dropout and Context Length

We first investigate the different dropout strategies, including dropout at different layers and with different dropout rate \(p\). As a result, we found that it is a good trade-off between speed and model performance to drop the input layer only with dropout rate \(p_{input} = 0.2\). However, it does not show any significant improvement to dropout on hidden LSTM layers.
Due to space constraints, we just give the performances of LSTM-1 model on PKU dataset with different context lengths \((k_1, k_2)\) and dropout rates in Figure 4 and Table 2. From Figure 4, we can see that 20% dropout converges slightly slower than the one without dropout, but avoids overfitting. 50% or higher dropout rate seems to be underfitting since its training error is also high.

Table 2 shows that the LSTM-1 model performs consistently well with the different context length, but the LSTM-1 model with short context length saves computational resource, and gets more efficiency. At the meanwhile, the LSTM-1 model with context length \((0,2)\) can receive the same or better performance than that with context length \((2,2)\), which shows that the LSTM model can well model the pervious information, and it is more robust for its insensitivity of window size variation.

We employ context length \((0,2)\) with the 20% dropout rate in the following experiments to balance the tradeoff between accuracy and efficiency.

### 5.4 Model Selection

We also evaluate the our four proposed models with the hyper-parameter settings in Table 1. For LSTM-3 and LSTM-4 models, the context window length of top LSTM layer is set to \((2,0)\). For LSTM-2 and LSTM-4, the number of upper hidden LSTM layer is set to 100. We use PKU dataset to select the best model. Figure 5 shows the results of the four models on PKU development set from first epoch to 60-th epoch. We see that the LSTM-1 is the fastest one to converge and achieves the best performance. The LSTM-2 (two LSTM layers) get worse, which shows the performance seems not to benefit from deep model. The LSTM-3 and LSTM-4 models do not converge, which could be caused by the complexity of models.

The results on PKU test set are also shown in Table 3, which again show that the LSTM-1 achieves the best performance. Therefore, in the rest of the paper we will give more analysis based on the LSTM-1 with hyper-parameter settings as showing in Table 1.

### 5.5 Experiment Results

In this section, we give comparisons of the LSTM-1 with pervious neural models and state-of-the-art methods on the PKU, MSRA and CTB6 datasets.

We first compare our model with two neural models (Zheng et al., 2013; Pei et al., 2014) on Chinese word segmentation task with random initialized character embeddings. As showing in Table 4, the performance is boosted significantly by utilizing LSTM unit. And more notably, our window size of the context characters is set to \((0,2)\), while the size of the other models is \((2,2)\).

Previous works found that the performance can be improved by pre-training the character embeddings on large unlabeled data. We use word2vec\(^1\) (Mikolov et al., 2013a) toolkit to pre-train the character embeddings on the Chinese Wikipedia corpus. The obtained embeddings are used to initialize the character lookup table instead of random initialization. Inspired by (Pei et al., 2014), we also utilize bigram character embeddings which is simply initialized as the average of embeddings of two consecutive characters.

Table 5 shows the performances with additional pre-trained and bigram character embeddings. Again, the performances boost significantly as a result. Moreover, when we use bigram embeddings only, which means we do close test without pre-training the embeddings on other extra corpus, our model still perform competitively compared

\(^{1}\)http://code.google.com/p/word2vec/

| models | Context Length = \((0,2)\) |
|--------|------------------|
| LSTM-1 | 95.8 95.5 95.7 |
| LSTM-2 | 95.1 94.5 94.8 |
| LSTM-3 | 89.1 90.4 89.8 |
| LSTM-4 | 92.1 91.7 91.9 |

Table 3: Performance on our four proposed models on PKU test set.

| Context Length | Dropout rate=20% | Dropout rate=50% | without Dropout |
|----------------|-----------------|-----------------|-----------------|
|                | P    | R    | F    | P    | R    | F    | P    | R    | F    |
| LSTM-1 (2,2)   | 95.8 | 95.3 | 95.6 | 94.8 | 94.4 | 94.6 | 95.2 | 94.9 | 95.1 |
| LSTM-1 (1,2)   | 95.7 | 95.3 | 95.5 | 94.8 | 94.4 | 94.6 | 95.4 | 94.9 | 95.2 |
| LSTM-1 (0,2)   | 95.8 | 95.5 | 95.7 | 94.6 | 94.2 | 94.4 | 95.4 | 95.0 | 95.2 |

Table 2: Performances of LSTM-1 with the different context lengths and dropout rates on PKU test set.
Table 4: Performances on three test sets with random initialized character embeddings. The results with * symbol are from our implementations of their methods.

| models          | PKU   | MSRA   | CTB6   |
|-----------------|-------|--------|--------|
|                 | P     | R      | F      | P     | R      | F      | P     | R      | F      |
| (Zheng et al., 2013) | 92.8  | 92.0   | 92.4   | 92.9  | 93.6   | 93.3   | 94.0*  | 93.1*  | 93.6*  |
| (Pei et al., 2014)| 93.7  | 93.4   | 93.5   | 94.6  | 94.2   | 94.4   | 94.4*  | 93.4*  | 93.9*  |
| LSTM            | **95.8** | **95.5** | **95.7** | **96.7** | **96.2** | **96.4** | **95.0** | **94.8** | **94.9** |

Table 5: Performances on three test sets with pre-trained and bigram character embeddings. The results with * symbol are from our implementations of their methods.

| models          | PKU   | MSRA   | CTB6   |
|-----------------|-------|--------|--------|
|                 | P     | R      | F      | P     | R      | F      | P     | R      | F      |
| +Pre-train      |       |        |        |       |        |        |       |        |        |
| (Zheng et al., 2013) | 93.5  | 92.2   | 92.8   | 94.2  | 93.7   | 93.9   | 93.9*  | 93.4*  | 93.7*  |
| (Pei et al., 2014)| 94.4  | 93.6   | 94.0   | 95.2  | 94.6   | 94.9   | 94.2*  | 93.7*  | 94.0*  |
| LSTM            | 96.3  | 95.6   | 96.0   | 96.7  | 96.5   | 96.6   | 95.9   | 95.5   | 95.7   |
| +bigram         |       |        |        |       |        |        |       |        |        |
| LSTM            | 96.3  | 95.9   | 96.1   | 97.1  | 97.1   | 97.1   | 95.6   | 95.3   | 95.5   |
| +Pre-train+bigram| -     | -      | 95.2   | -     | -      | 97.2   | -     | -      | -      |
| LSTM            | **96.6** | **96.4** | **96.5** | **97.5** | **97.3** | **97.4** | **96.2** | **95.8** | **96.0** |

Table 6: Comparison of our model with state-of-the-art methods on three test sets.

| Models          | PKU | MSRA | CTB6 |
|-----------------|-----|------|------|
|                 |     |      |      |
| (Tseng et al., 2005) | 95.0 | 96.4 | -    |
| (Zhang and Clark, 2007)| 95.1 | 97.2 | -    |
| (Sun and Xu, 2011)  | -   | -    | 95.7 |
| (Zhang et al., 2013) | 96.1 | 97.4 | -    |
| This work        | **96.5** | **97.4** | **96.0** |

Chinese word segmentation has been studied with considerable efforts in the NLP community. The most popular word segmentation methods is based on sequence labeling (Xue, 2003). Recently, researchers have tended to explore neural network based approaches (Collobert et al., 2011) to reduce efforts of feature engineering (Zheng et al., 2013; Pei et al., 2014; Qi et al., 2014; Chen et al., 2015). The features of all these methods are extracted from a local context and neglect the long distance information. However, previous information is also crucial for word segmentation. Our model adopts the LSTM to keep the previous important information in memory and avoids the limitation of ambiguity caused by limit of the size of context window.

6 Related Work

Chinese word segmentation has been studied with considerable efforts in the NLP community. The most popular word segmentation methods is based on sequence labeling (Xue, 2003). Recently, researchers have tended to explore neural network based approaches (Collobert et al., 2011) to reduce efforts of feature engineering (Zheng et al., 2013; Pei et al., 2014; Qi et al., 2014; Chen et al., 2015). The features of all these methods are extracted from a local context and neglect the long distance information. However, previous information is also crucial for word segmentation. Our model adopts the LSTM to keep the previous important information in memory and avoids the limitation of ambiguity caused by limit of the size of context window.

7 Conclusion

In this paper, we use LSTM to explicitly model the previous information for Chinese word segmentation, which can well model the potential long-
distance features. Though our model uses smaller context window size (0,2), it still outperforms the previous neural models with context window size (2,2). Besides, our model can also be easily generalized and applied to other sequence labeling tasks.

Although our model achieves state-of-the-art performance, it only makes use of previous context. The future context is also useful for Chinese word segmentation. In future work, we would like to adopt the bidirectional recurrent neural network (Schuster and Paliwal, 1997) to process the sequence in both directions.
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