The accuracy of signal measurement with the water-Cherenkov detectors of the Pierre Auger Observatory
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Abstract

The Auger Surface Detector consists of a large array of water-Cherenkov detector tanks each with a volume of 12,000 ℓ, for the detection of high energy cosmic rays. The accuracy in the measurement of the integrated signal amplitude of the detector unit has been studied using experimental air shower data. It can be described as a Poisson-like term with a normalization constant that depends on the zenith angle of the primary cosmic ray. This dependence reflects the increasing contribution to the signal of the muonic component of the shower, both due to the increasing muon/electromagnetic (e± and γ) ratio and muon track length with zenith angle.
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1 Introduction

The Pierre Auger experiment calls for the construction of two large detector arrays, one in the southern hemisphere and one in the northern hemisphere, each covering an area of at least 3000 km² to measure Extensive Air Showers (EAS) initiated by cosmic rays with energies above about 3 × 10¹⁸ eV. The Southern Observatory is currently under construction and will consist of 1600 water-Cherenkov detectors located on a triangular array of 1.5 km on a side to measure secondary particles reaching the ground. In addition, 24 telescopes located on the array boundaries overlooking the southern array [1] will measure nitrogen fluorescence light produced by the showers in the air on dark nights.

The arrival direction and energy of a cosmic ray are measured through its cascade of secondary particles. The arrival direction can be deduced from the shower front arrival time at the different surface detectors (SDs). The detector signals also provide information on the barycenter impact position at ground, or core location, and lateral spread of the shower or Lateral Distribution Function (LDF). The signal measured or interpolated at 1000 m (in the shower plane) from the core, usually referred as S(1000), can be related to the primary energy (see Ref. [2] in which due to the geometric configuration optimized for lower energies S(600) was used). The Auger Surface Detector unit consists of a completely enclosed 12,000 ℓ cylindrical tank of ultra pure water. The footprint of the detector volume is 10 m². The water is observed by three 9-in photomultiplier tubes (PMT) which record the Cherenkov light produced when secondary particles of the cascade (mainly muons, electrons and gammas) traverse the water volume [3,4].

This study is focused on the measurement accuracy of the integrated signal amplitudes, i.e. of the energy deposited in the individual SD stations. Such accuracy is a basic element in the reconstruction procedure, and has to be determined experimentally using real events measured with the detector. Shower fluctuations are extremely difficult to simulate, due to the large number of particles of the cascades (> 10¹⁴) and the uncertainties in the numbers of muons, electrons and gamma-rays, which depend on the hadron interactions and on the primary cosmic ray particle type. Moreover, the measurements in include the calibrations and the long term (months, years) gain monitoring procedures.

The electronics of each detector sample and digitize the signals produced by each PMT every 25 ns. Although the rich time structure of the signal carries detailed information of the shower, in this analysis the FADC trace is time-integrated and the signal is measured in units of VEM. A VEM (Vertical Equivalent Muon) is defined as the sum of the charge collected by the three PMTs when a single cosmic ray muon vertically traverses the detector moving downward along the detector axis [5]. All signals are measured in VEM units, regardless of the particle species crossing the detector. Further details on the Auger experiment are available elsewhere [3,6].

In order to measure the SD signal accuracy two detectors have been deployed in the same position of the array, and this has been done at two nominal array positions, located 1.5 km from each other. In each one of these positions, the two tanks are located about 10 m from each other. As the footprint of an EAS is of the order of several square kilometers, these tanks are virtually measuring the same spot in the shower. The positions have been named after the tanks located there. Tanks named Día and Noche (DN) form one twin pair. Located at a neighboring array position is the second pair, with the stations Moulin and Rouge (MR).

The detector signal accuracy depends on the measured signal
(S) but it is also possible to expect differences due to other factors including core distance (r), shower zenith angle (θ), or cosmic ray particle type. We find that the ratio of the number of electrons and gammas (EM component) to the number of muons in the shower affects the signal accuracy. This ratio, and hence the signal accuracy, is affected by primary zenith angle since the electromagnetic particles are attenuated in the atmosphere more than muons. The statistics used in the present analysis (January 2004 – May 2006, about 2800 events) allow us to extract information on the signal accuracy both as a function of the signal amplitude and the shower zenith angle. The steep power-law energy spectrum of the cosmic ray implies that most of the recorded events in this analysis corresponds to energies of a few EeV. These showers trigger the detector when the core is located roughly in the center of the basic equilateral triangle of the array, therefore most of the events have been recorded at a distance range of 600 to 900 m, not allowing us to extract detailed information on the signal accuracy dependence on core distance.

2 Analysis method

Having two detectors measuring basically the same spot on the shower allows us to measure the signal fluctuation by analyzing the difference of their signals for a given shower. Fig. 1 shows the correlation signal between the detectors. The relative signal fluctuation has been defined as

$$\Delta = \sqrt{2} \times \frac{(S_1 - S_2)}{(S_1 + S_2)},$$  

where $S_i$ corresponds to the signal in the $i^{th}$ detector of the pair (in VEM units). The $\sqrt{2}$ factor was added to take into account that $\Delta$ is defined as the relative signal fluctuation between two tanks. The relative signal accuracy of a single detector is then given by the width of the $\Delta$ distribution, $\sigma = \sigma/S$ where $\sigma$ is the single detector accuracy. In order to obtain this expression it has been assumed that $S_1 \sim S_2$ and that $\sigma_1 \sim \sigma_2$. These assumptions are reasonable since quality cuts will ensure the detectors measure real EAS events, and the detectors are in principle identical, therefore their accuracies should be similar. This has been observed as, within statistical errors, the two pairs give similar results.

The procedure to measure the detector accuracy starts by selecting events (event selection is described in Section 3) and binning them as function of the measured average signal. Bins of measured average signal appear in Fig. 1 as slices perpendicular to the main correlation of the data. The bin boundaries for one such bin are shown by dotted lines in Fig. 1. The $\Delta$ distribution in this bin is just the histogram of the data centered on the average value, and the RMS of that distribution is the normalized single detector accuracy for that bin. The bins at low average signal show larger width perpendicular to the main correlation, and hence the signal accuracy is worse there than at higher average signals where the data hug the diagonal more tightly. The error on the normalized single detector accuracy for each bin was obtained from the variance of $(\sigma/S)^2$ [7]:

$$V[(\sigma/S)^2] = \frac{1}{N} \left( m_4 - \frac{N-3}{N-1} m_2^2 \right),$$  

where $m_i$ is the $i^{th}$ central moment, i.e. $m_1 = \sum (\Delta - \bar{\Delta})^i$ and $N$ is the number of entries of the given bin. This expression will be used to calculate the error bars in Fig. 2. For a Gaussian distribution and large $N$ this yields the standard deviation of $\sigma/S : \sigma_{fit}/\sqrt{2N}$, where $\sigma_{fit}$ would be the Gaussian width obtained from a minimization procedure.

The relative difference of obtaining the error of $\sigma/S$ using Eq. (2) or fitting a Gaussian to the $\sigma/S$ distribution is bounded by 20%, except for the large signal bins, where the total number of entries is small and the Gaussian approximation is not valid. Due to the large signal bins (with relatively few entries) we decided to use Eq. (2) in our error calculation.

3 Signal accuracy measurements

The selection requirements can be split into two categories, those that involve only tank status and those that involve the event reconstruction:

- **Tank requirements:**
  - (1) Three PMTs functioning properly in both tanks.
  - (2) Non-saturated signal amplitude.

- **Event reconstruction requirements:**
  - (3) Successfully reconstructed event with three or more neighboring tank positions, after removal of random and isolated detectors (i.e. Auger Trigger level T4 [8]).
  - (4) Reconstructed core position beyond 200 m from both tanks.

Requirement 1 guarantees a full operational unit and prevents our data sample to be biased due to the Azimuthal effect (asymmetric charge collection when a PMT is not working [9]), while requirement 2 avoids electronics dynamic range problems. Requirement 2 is applied over the summed signal of the three
3.2 Zenith angle dependence

Within the limitations of the current statistics we have measured the zenith angle dependence of the signal accuracy. The zenith angle dependence of the signal accuracy has been studied by repeating the previous analysis in four bins (from 0° to 68°) of zenith angle. A linear parametrization on $\sigma$ with the secant of shower zenith angle was done and the fitted values are (see Fig. 3):

$$\sigma = [(0.32 \pm 0.09) + (0.42 \pm 0.07) \times \sec(\theta)] \sqrt{5}\,$$  (4)

This zenith angle dependence is due mainly to the muonic component of an EAS and the chosen functional dependence represents an empirical description of the data. The effect results from two contributions with increasing zenith angle: (a) the increasing $\mu$/EM ratio, and (b) the increasing average muon track length in the detector (see Section 4). Both effects imply that the same recorded signal in VEM units has been produced by a smaller number of particles and therefore is subject to larger fluctuations.

3.3 Systematic error on the reconstruction due to zenith angle dependence

In order to have an indication of the influence of the present knowledge of the signal accuracy on the reconstruction accuracy of individual events, we studied the systematic effect on $S(1000)$ due to the zenith angle dependence of the signal accuracy using a sample of about 600 well-measured events. Each event was reconstructed twice once using the average zenith angle signal accuracy (Eq. (3)) and once using the explicit zenith angle dependence (Eq. (4)) when constructing the $\chi^2$ to be minimized.

A comparison on the $S(1000)$ obtained using the average signal accuracy (Eq. (3)) expression in the $\chi^2$ minimization, relative to the $S(1000)$ obtained using the explicit zenith angle dependence (Eq. (4)) in the $\chi^2$ minimization shows that the $S(1000)$ value is underestimated in average by only $-2\%$ for vertical showers and overestimated by about $+2\%$ for quasi-horizontal shower. The tails of the distribution extend up to about $\pm 7\%$. These tails constitute less than $1\%$ of the events.

3.4 Trigger influence on the signal accuracy

By requiring to have both detectors triggered the signal accuracy gets distorted, as downward fluctuations (below threshold) will not be recorded. This triggering effect produces the damping of the signal accuracy below $\sim 10$ VEM. A simple numerical method can be used to explore the signal accuracy behavior in the low signal range.

The method relies on the fluctuations observed at large signals – where there is no trigger efficiency influence – and extrapolates them to lower signals. The first step is to simulate the incident signal distribution, which is done using a power-law distribution, in agreement with the measured signal spectra in the stations. After that, the signal distribution is sampled and the signal is fluctuated twice following Eq. (3). Using the method described in Section 2 the signal accuracy can be obtained for the simulated data. By introducing a threshold condition the fluctuations damping is reproduced and compared with data. The simulated and experimental fluctuations agree within about $15\%$, thus proving that the behavior of the signal accuracy obtained for large signals can be extrapolated to the low signal.
range, and that the interpretation of the data in such region as
due to trigger effects is indeed correct.

4 Discussion

To have a better understanding of the experimental data, the
detector response has been fully simulated using the Auger Of-
fline software featuring GEANT4 for the simulation of the SD
[10]. Most of the particles that reach ground level are muons,
electrons and gammas (both being detected through the EM
cascades they induce in water, with the electrons producing
Cherenkov light besides the small EM cascade). Typical ener-
gies are a few GeV and a few MeV, for muons and EM particles,
respectively. We simulated 3000 individual particles impinging
the detector at random positions on the tank for four fixed zenith
angles (0°, 15°, 30°, and 60°).

The signal measured by the PMTs is proportional to the
amount of Cherenkov light produced, which in turn is pro-
ditional to the particle track length inside the detector. Given
the large energy difference between the muons and the EM com-
ponent, and their interactions inside the detector, the response
of the Auger tanks is different for the different species.

The water is approximately 120 cm thick (about three radi-
ation lengths at the typical electron and gamma ground level
energies) and thus the electromagnetic component is measured
calorimetrically. As the EM component is absorbed within
about 10 cm, almost any trajectory will assure the particle and
its cascade will stop inside the detector, being therefore basi-
cally independent of the zenith angle and with small fluctuations
for fixed geometry (of the order of the Poissonian ones).

Concerning muons, the response of the detector is propor-
tional to their total track length in the tank [11]. Our simulation
shows that a muon hitting a tank on a random position (either
the top or the side) increases its signal by about 40%, from vertical
to 60. Since our signal is measured in units of VEM, the same
signal at large zenith angles will be due to a smaller number of
particles, with larger influence of Poissonian fluctuations.

Moreover, the fluctuations on inclined muons are dominated
by the changes in the total track length of the particle inside
the tank (corner clipping muons). This effect is driving the
increase in fluctuations from about $3 \times \sqrt{N_{\text{pe}}}$ for vertical to
about $10 \times \sqrt{N_{\text{pe}}}$ for 60°.

The standard deviation in Eq. (4) appears to be less than $\sqrt{N}$,
that is below Poisson, for showers near the vertical. This is an
artifact of the units we use. The measurement is made in

\[ \sigma = \left[ (0.99 \pm 0.02) \times \sqrt{N} \right], \]  

which folds in the zenith angle distribution of events. A explicit
dependence on the shower axis’ zenith angle was measured up
to 68°:

\[ \sigma = \left[ (0.32 \pm 0.09) + (0.42 \pm 0.07) \times \sec(\theta) \right] \times \sqrt{N}. \]  
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