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Abstract
We give a generalization of the notion of finite Blaschke products from the perspective of generalized inner functions in various reproducing kernel Hilbert spaces. Further, we study precisely how these functions relate to the so-called Shapiro–Shields functions and shift-invariant subspaces generated by polynomials. Applying our results, we show that the only entire inner functions on weighted Hardy spaces over the unit disk are multiples of monomials, extending recent work of Cobos and Seco.
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1 | INTRODUCTION AND BACKGROUND

Let $H^2$ denote the classical Hardy–Hilbert space on the unit disk $𝔻$, the space of analytic functions on $𝔻$ that have square-summable Maclaurin coefficients. In 1948, Arne Beurling [8] proved several seminal results regarding function and operator theory in $H^2$. One result showed that every function in $H^2$ may be factored as $θU$, where $|θ| = 1$ almost everywhere on the unit circle $𝕋$ (coined as inner), and $U$ is such that $\log |U(0)| = \int_0^{2\pi} \log |U(e^{iθ})|$ (coined outer). This result allowed him to characterize shift-invariant subspaces of $H^2$; those subspaces $M \subseteq H^2$ with the property that $SM \subseteq M$, where $S : H^2 → H^2$ is given by $f(z) ↦ zf(z)$. Namely, these subspaces must equal $θH^2$, for some inner function $θ$.

The simplest $H^2$-inner functions are called finite Blaschke products, given for $\beta_1, ..., \beta_n \in D$ as

$$B(z) = \lambda \prod_{j=1}^{n} \frac{z - \beta_j}{1 - \bar{\beta}_j z},$$
where \( \lambda \in \mathbb{T} \). One may check that \(|B| = 1\) on \( \mathbb{T} \), and so \( B \) is in fact inner. We recall that Blaschke factors, given when \( n = 1 \) in \( B \) above, define the automorphisms of \( \mathbb{D} \), up to a unimodular constant. See the recent book [20] for a nice treatment of finite Blaschke products and their applications.

Let us start with an observation. Applying a partial fractions decomposition, and assuming simple zeros different from the origin, one can check that any finite Blaschke product can be expressed as

\[
B(z) = c_0 - \sum_{j=1}^{n} \frac{c_j}{1 - \overline{\beta_j}z}
\]

for some constants \( c_0, c_1, \ldots, c_n \in \mathbb{C} \). Further, each term in the sum can be seen as a scalar multiple of the Szegő kernel, \( s_{\lambda}(z) = 1/(1 - \lambda z) \), \( \lambda \in \mathbb{D} \). Noting that \( s_0(z) = 1 \), we have

\[
B(z) = c_0s_0(z) - \sum_{j=1}^{n} c_j s_{\beta_j}(z).
\]

Further, the Szegő kernel is the reproducing kernel for \( H^2 \), which means that for every \( \lambda \in \mathbb{D} \) and every \( f \in H^2 \), \( \langle f, s_{\lambda} \rangle_{H^2} = f(\lambda) \). Consequently, every Blaschke product with simple zeros can be seen as a linear combination of reproducing kernels. If \( B \) also has repeated zeros, certain derivatives of kernel functions will also be needed in the linear combination. Nonetheless, it turns out this observation actually characterizes finite Blaschke products among inner functions: an \( H^2 \) inner function \( f \) is a finite Blaschke product if and only if \( f \) is a linear combination of reproducing kernels and their derivatives.

We will prove this result in a more general setting in Theorem 4.5. Toward this generalization, we note that the Hardy space \( H^2 \) is just one example of a function space where point evaluation can be recovered via its inner product. Spaces of this type are known as reproducing kernel Hilbert spaces (RKHS). The aim of this paper is to show, working in a general class of RKHSs, and using a generalized definition of inner, that there are analogous inner functions characterized as certain linear combinations of reproducing kernels. We call functions characterized in this way analogues of finite Blaschke products. Further, we show precisely how these functions arise as certain Gram determinants, or as certain projections onto shift-invariant subspaces generated by polynomials.

Throughout this paper, \( \mathcal{H} \) will denote a reproducing kernel Hilbert space of analytic functions on some planar domain \( \Omega \subset \mathbb{C} \) with \( 0 \in \Omega \). Formally, \( \mathcal{H} \) is a complete inner product space comprised of functions mapping \( \Omega \to \mathbb{C} \) that has the reproducing kernel property, that is, for each \( w \in \Omega \), the linear functional given by \( f \mapsto f(w) \) is bounded. Equivalently, by the Riesz representation theorem, for each \( w \in \Omega \), there exists a unique function \( k_w \in \mathcal{H} \) such that for all \( f \in \mathcal{H} \), \( \langle f, k_w \rangle = f(w) \). We also ask that \( \mathcal{H} \) has the following properties.

(i) The forward shift operator \( S \), given by \( f(z) \mapsto zf(z) \), is bounded on \( \mathcal{H} \).
(ii) The analytic polynomials \( \mathcal{P} \) form a dense subset of \( \mathcal{H} \).

The following notation will be used throughout the paper:

(a) When \( V \subseteq \mathcal{H} \) is a closed subspace, we will use \( \Pi_V : \mathcal{H} \to V \) to denote the orthogonal projection from \( \mathcal{H} \) onto \( V \).
(b) When \( X \subseteq \mathcal{H} \) is a subset, we will use \( \text{cl}_{\mathcal{H}}(X) \) to denote the closure of \( X \) in \( \mathcal{H} \).
(c) For $f \in \mathcal{H}$, we will use the standard notation $\text{ord}_0(f)$ to denote the order of the zero of $f$ at the origin.

(d) For a polynomial $f$, we will let $Z(f)$ be the multiset containing the zeros $f$, that is, $Z(f)$ is the zero set of $f$, each zero listed with its multiplicity.

The primary examples of such spaces we keep in mind are those where $\Omega = \mathbb{D}$ and $\mathcal{H}$ is a subset of the analytic functions on $\mathbb{D}$. A well-known family of such spaces are the so-called weighted Hardy spaces. Given a sequence of positive numbers $w = \{w_k\}_{k \geq 0}$, with $\lim_{k \to \infty} w_k / w_{k+1} = 1$, define the weighted Hardy space as

$$H^2_w := \left\{ \sum_{k \geq 0} a_k z^k \in \text{Hol}(\mathbb{D}) : \sum_{k \geq 0} w_k |a_k|^2 < \infty \right\}.$$

For $f(z) = \sum_{k \geq 0} a_k z^k$ and $g(z) = \sum_{k \geq 0} b_k z^k$ in $H^2_w$, their inner product in $H^2_w$ is given by

$$\langle f, g \rangle_w = \sum_{k \geq 0} w_k a_k b_k.$$

One may also verify (see, for example, [15, Section 2.1]) that these spaces are reproducing kernel Hilbert spaces with reproducing kernel

$$k_\beta(z) = \sum_{n \geq 0} \frac{1}{w_k} (\overline{\beta} z)^n$$

for, a priori, $\beta, z \in \mathbb{D}$. It turns out that under appropriate conditions on the weight sequence, the above kernel function extends to points on the unit circle as well.

If we let $\alpha \in \mathbb{R}$ and $w = \{(k + 1)^{2\alpha}\}_{k \geq 0}$, we recover the so-called Dirichlet-type space $D_\alpha$. Of these spaces, $\alpha = -1$ coincides with the Bergman space $A^2$, $\alpha = 0$ corresponds to the Hardy space $H^2$, and $\alpha = 1$ gives the Dirichlet space $D$.

## 2 INNER FUNCTIONS

Although analogous definitions of Beurling’s inner and outer functions in spaces other than $H^2$ have been made, the objects they describe are not as well understood. We give these definitions here.

**Definition 1** (Cyclic function). Say that $f \in \mathcal{H}$ is cyclic (for $S$ in $H$) if

$$[f] := \overline{\text{cl}}_H \left( \text{span}\{z^k f : k \geq 0\} \right)$$

is equal to all of $\mathcal{H}$.

Note that $[f]$ is always a shift-invariant subspace, that is, $S[f] \subseteq [f]$, and is the smallest such containing $f$. The space $[f]$ is read ‘bracket $f$’ or ‘the (shift-invariant) subspace generated by $f$’. In $H^2$, it is well known that cyclic functions are precisely the outer functions.
Recall that a bounded analytic function \( f \) on \( \mathbb{D} \) is called an inner function if \( |f(\zeta)| = 1 \) for a.e. \( |\zeta| = 1 \). Inner functions play an important role in function theory and operator theory on Hardy spaces. See [9] for a recent survey of classical and new results linking inner functions and operator theory. Besides the above definition, inner functions can also be characterized via the inner product in \( H^2 \). Indeed, it can be checked that a function \( f \in H^2 \) is inner if and only if \( \|f\|_{H^2} = 1 \) and \( \langle z^m f, f \rangle = 0 \) for all integers \( m \geq 1 \).

In the case of the Dirichlet space \( \mathfrak{D} \), Richter [28] showed that any shift-invariant subspace is also generated by a single function that satisfies the same orthogonality properties above. Aleman, Richter and Sundberg [1] proved an analogue of Beurling’s Theorem for the Bergman space \( A^2 \): any invariant subspace \( \mathcal{M} \) of \( A^2 \) is generated by the so-called wandering subspace \( \mathcal{M} \ominus z \mathcal{M} \). Any unit norm function in this subspace satisfies \( \|f\|_{A^2} = 1 \) and \( z^m f \perp f \) for all \( m \geq 1 \) and is called an \( A^2 \)-inner function. Prior to this work, Hedenmalm [22] showed the existence of so-called contractive zero-divisors, which play the role of Blaschke products in the Bergman space. In certain cases, explicit formulas for these functions have been given, for example, see MacGregor and Stessin [25] and Hansbo [21]. These results are phrased in the language of extremal functions. Although our work here will not explicitly cover this aspect, it is well known that (normalized) inner functions are solutions to the extremal problem

\[
\sup \left\{ \text{Re}(g^{(d)}(0)) : g \in \mathcal{M}, \|g\| \leq 1 \right\},
\]

where \( \mathcal{M} \) is a shift-invariant subspace and \( d \) is the smallest integer so that \( z^d \notin \mathcal{M}^\perp \). See [17, Chapters 5 and 9] and [23, Chapter 3] for a detailed discussion of inner functions on Bergman spaces \( A^p \). Researchers have thus defined the notion of inner functions in more general reproducing kernel Hilbert spaces.

**Definition 2** (Inner function). Say that \( f \in H \setminus \{0\} \) is \( H \)-inner if, for all \( k \geq 1 \),

\[
\langle f, z^k f \rangle = 0.
\]

This definition was originally considered in [1] for the Bergman space. The authors there also require an inner function to be of unit norm, as well as other authors. In a recent paper, Cheng, Mashreghi and Ross [11] introduced and studied the notion of inner functions with respect to a bounded linear operator. However, they do not require unit norm, which turns out more convenient in several situations. We will follow their approach in this work. Although no function-theoretic description of inner functions is known in general reproducing Hilbert spaces, there are known constructions of certain types of inner functions. We will introduce one of these constructions at the end of Section 3.

Bénéteau et al. [5, 7] studied inner functions and examined the connections between them and optimal polynomial approximants on weighted Hardy spaces. They also described a method to construct inner functions that are analogues of finite Blaschke products with simple zeros. In [29], Seco discussed inner functions on Dirichlet-type spaces and characterized such functions as those whose norm and multiplier norm are equal. In [24], the second author studied inner functions on weighted Hardy spaces and obtained generalizations of several results from [5, 29]. In a recent paper [6], Bénéteau et al. investigated inner functions on general simply connected domains in the complex plane. We would like to mention that operator-valued inner functions on vector-valued weighted Hardy spaces have also been defined and studied [2, 3, 27]. In
particular, Ball and Bolotnikov \[3\] obtained a realization of inner functions on vector-valued weighted Hardy spaces. In \[4\], they investigated the expansive multiplier property of inner functions. They obtained a sufficient condition on the weight sequences for which any inner function has the expansive multiplier property. Recently, Cheng, Mashreghi, and Ross considered inner vectors for Toeplitz operators \[12\] and for the shift operator in the Banach space setting of \(\ell_p^p\) \[10\].

We point out here that if \(f\) is inner, then \(\langle pf, f \rangle = p(0)\|f\|^2\) for all \(p \in P\), and equivalently, up to a constant, \(f\) is the reproducing kernel at the origin for \([f]\) (we ask for \(0 \in \Omega\) for this kernel to make sense). The converse is also true, and we record this result below.

**Proposition 2.1.** Let \(f \in \mathcal{H}\) and suppose \(d = \text{ord}_0(f)\). Then \(f\) is \(\mathcal{H}\)-inner if and only if \(f\) is a non-zero constant multiple of \(\Pi_{[f]}(k_0^{(d)})\). Moreover, \(\Pi_{[f]}(k_0^{(d)})\) is always an \(\mathcal{H}\)-inner function.

**Proof.** Without loss of generality, assume that \(f\) has unit norm. Consider the forward implication. For all analytic polynomials \(p\), we have

\[
\left\langle pf, f^{(d)}(0) - \Pi_{[f]}(k_0^{(d)}) \right\rangle = p(0)f^{(d)}(0) - \sum_{k=0}^{d} \binom{d}{k} p^{(k)}(0)f^{(d-k)}(0)
\]

\[
= p(0)f^{(d)}(0) - p(0)f^{(d)}(0) = 0.
\]

Thus, \(f^{(d)}(0) = \Pi_{[f]}(k_0^{(d)})\).

Conversely, suppose \(f = c\Pi_{[f]}(k_0^{(d)})\) for some non-zero constant \(c\). Then, for \(k \geq 1\), we have

\[
\langle z^k f, f \rangle = \langle z^k f, c\Pi_{[f]}(k_0^{(d)}) \rangle = \overline{c}\langle z^k f, k_0^{(d)} \rangle = 0
\]

since \(z^k f(z)\) vanishes at the origin with order at least \(d + 1\). Thus, \(f\) is \(\mathcal{H}\)-inner. Further, this shows that \(\Pi_{[f]}(k_0^{(d)})\) is always \(\mathcal{H}\)-inner. \(\square\)

In \[11\], the authors conducted a robust exploration of inner functions. It was shown there \[11, Proposition 3.1\] that every inner function is given by \(\Pi_{[Sf]}(f)\). We show here that, up to a constant, this function is the same as a projection of a kernel onto a shift invariant subspace.

**Proposition 2.2.** Let \(f \in \mathcal{H}\) and let \(d = \text{ord}_0(f)\). Put

\[ J = f - \Pi_{[Sf]}(f) = \Pi_{[Sf]}^\perp(f) \]

and \(v = \Pi_{[f]}(k_0^{(d)})\). Then we have

\[ v = \frac{v^{(d)}(0)}{f^{(d)}(0)} J. \]

**Proof.** Note that any element of \([Sf]\) vanishes at the origin with multiplicities at least \(d + 1\). It follows that \(k_0^{(d)} \perp [Sf]\) and hence \(v \perp [Sf]\), which implies \(v \in [f] \oplus [Sf]\). On the other hand, we also have \(J \in [f] \oplus [Sf]\). Since \([f] \oplus [Sf]\) is a one-dimensional space, we conclude that \(v = \lambda J\).
for some constant $\lambda$. To find the constant $\lambda$, let us compute the inner product

$$f^{(d)}(0) = \langle J, k_0^{(d)} \rangle = \langle f, k_0^{(d)} \rangle - \langle \Pi_{[Sf]}(f), k_0^{(d)} \rangle = f^{(d)}(0)$$

because $k_0^{(d)} \perp [Sf]$. It then follows that

$$\lambda = \frac{\langle v, k_0^{(d)} \rangle}{\langle J, k_0^{(d)} \rangle} = \frac{v^{(d)}(0)}{f^{(d)}(0)}$$

and the conclusion follows.

In [30], Shapiro and Shields used Gram determinants to produce linear combinations of reproducing kernels that are Dirichlet-inner functions. This was then generalized by Bénéteteau et al. in [5], and further by the second author [24] to weighted Hardy spaces over the unit disk. Surprisingly, as we will see later, even in general RKHSs in which monomials are not necessarily orthogonal, such a construction (Definition 7) is the only way to produce inner functions that are linear combinations of kernels (see Theorem 4.5).

### 2.1 Gram determinants

Let $v_1, \ldots, v_n$ be vectors in an inner product space. We will denote the associated Gram matrix by

$$G(v_1, \ldots, v_n) = \left( \langle v_i, v_j \rangle \right)_{1 \leq i, j \leq n} = \begin{bmatrix} \langle v_1, v_1 \rangle & \ldots & \langle v_1, v_n \rangle \\ \vdots & \ddots & \vdots \\ \langle v_n, v_1 \rangle & \ldots & \langle v_n, v_n \rangle \end{bmatrix}.$$ 

The Gram determinant is then $\det(G(v_1, \ldots, v_n))$. Note that for any $x = (x_1, \ldots, x_n) \in \mathbb{C}^n$,

$$\langle G(v_1, \ldots, v_n)x, x \rangle = \sum_{i=1}^n x_i v_i, \sum_{j=1}^n x_j v_j \geq 0.$$ 

Hence, every Gram matrix is positive semidefinite. Moreover, the vectors $\{v_1, \ldots, v_n\}$ are linearly independent if and only if $G(v_1, \ldots, v_n)$ has full rank, and equivalently, if and only if $\det(G(v_1, \ldots, v_n)) > 0$.

Similarly, for any vector $u$, we define

$$D(u; v_1, \ldots, v_n) := \det \begin{bmatrix} u & \langle u, v_1 \rangle & \ldots & \langle u, v_n \rangle \\ v_1 & \langle v_1, v_1 \rangle & \ldots & \langle v_1, v_n \rangle \\ \vdots & \vdots & \ddots & \vdots \\ v_n & \langle v_n, v_1 \rangle & \ldots & \langle v_n, v_n \rangle \end{bmatrix}.$$ 

Note that $D(u; v_1, \ldots, v_n)$ is a linear combination of $u, v_1, \ldots, v_n$. 


For our purposes, it is critical to note that $D(u; v_1, \ldots, v_n)$ is orthogonal to each $v_j, 1 \leq j \leq n$. When $\delta := \det(G(v_1, \ldots, v_n)) > 0$, we have that

$$u - \delta^{-1}D(u; v_1, \ldots, v_n)$$

is a linear combination of the vectors $\{v_1, \ldots, v_n\}$, since the coefficient of $u$ in $D(u; v_1, \ldots, v_n)$ is $\delta$. Consequently, we have the following well-known lemma.

**Lemma 2.3.** Let $v_1, \ldots, v_n$ be linearly independent vectors in an inner product space $\mathcal{V}$. Then for any $u \in \mathcal{V}$,

$$D(u; v_1, \ldots, v_n) \overline{\det(G(v_1, \ldots, v_n))}$$

is the orthogonal projection of $u$ onto $(\text{span}\{v_1, \ldots, v_n\})^\perp$.

We note here that for any vectors $u, v_1, \ldots, v_n$ with $n \geq 2$, the coefficient of $v_n$ in $D(u; v_1, \ldots, v_n)$ is exactly $-\langle D(u; v_1, \ldots, v_{n-1}), v_n \rangle$.

For a set of distinct points $\beta_1, \ldots, \beta_n \subset \mathbb{D}$, the authors in [5] coined the *Shapiro–Shields function* as the normalization of $D(1; k\beta_1, \ldots, k\beta_n)$, where the inner product is taken in some $H^2_{\omega}$. This follows the construction of Shapiro and Shields in [30]. They also showed that this function is always inner.

### 3 REPRODUCIBLE POINTS

It is important to note that the spaces in which we are working are RKHSs on $\Omega$ but may also have kernels that extend to points outside of $\Omega$. For example, the linear functional of point evaluation extends boundedly to the unit circle in the Dirichlet-type spaces when $\alpha > 1$ (more on this below in Example 1).

It is our aim to uncover the relationship between $H$-inner functions, linear combinations of reproducing kernels, generalized Shapiro–Shields functions, and projections of kernels onto shift-invariant subspaces generated by polynomials. If $\beta \notin \Omega$, but point evaluation is bounded at $\beta$, we can still make sense of, for example, the function $D(u; k\beta)$ when $u \in H$. We introduce here a framework to handle such points.

**Definition 3 (Reproducible point/order).** Say $\beta \in \mathbb{C}$ is a reproducible point of order $m$ in $H$ if the linear functional

$$p \mapsto p^{(m)}(\beta)$$

extends from $P$ to a bounded linear functional on $H$.

It is evident that any $\beta \in \Omega$ is reproducible of order $m$ for all $m \geq 1$. On the other hand, points outside of $\Omega$ may only be reproducible up to a certain finite order. First we establish a simple fact about the orders of a reproducible point.
Lemma 3.1. If $\beta$ is reproducing of order $m$, then it is also reproducing of all orders $0 \leq j \leq m$.

Proof. By assumption, there exists a constant $C_m > 0$ such that for all polynomials $q$, one has

$$|q^{(m)}(\beta)| \leq C_m \|q\|.$$

For any $0 < j \leq m$, since multiplication by $z$ is bounded, there exists a constant $B_j > 0$ such that $\|(z - \beta)^{m-j} p\| \leq B_j \|p\|$ for all polynomials $p$. On the other hand,

$$(m-j)! \binom{m}{j} p^{(j)}(\beta) = \frac{d^m}{dz^m} ((z - \beta)^{m-j} p(z)) |_{z=\beta}.$$

It then follows that

$$|p^{(j)}(\beta)| \leq \frac{C_mB_j}{(m-j)! \binom{m}{j}} \|p\|.$$

Therefore the map $p \mapsto p^{(j)}(\beta)$ extends to a bounded linear functional on $\mathcal{H}$. \hfill \square

Definition 4. Let $\beta \in \mathbb{C}$ be reproducible of some order. Define the reproducible order of $\beta$ (in $\mathcal{H}$) as

$$\text{ro}(\beta) := \sup \{ p \mapsto p^{(m)}(\beta) \text{ extends as a bounded functional from } \mathcal{P} \text{ to } \mathcal{H} \}.$$

Example 1 ($D_\alpha$, $\alpha > 1$). Consider the Dirichlet-type spaces $D_\alpha$. Recall that monomials have norm $\|z^n\|_\alpha = (n+1)^{\alpha/2}$ and that for $|\beta| < 1$,

$$k_\beta(z) = \sum_{n \geq 0} \frac{\beta^n}{(n+1)^{\alpha/2}} \frac{z^n}{(n+1)^{\alpha/2}} = \sum_{n \geq 0} \frac{(\beta z)^n}{(n+1)^\alpha}.$$

For $\alpha > 1$, it is evident that $k_\beta$ is a function in $D_\alpha$ even for $|\beta| = 1$, which implies that all points on the unit circle are reproducible points.

In addition, it is well known that for $|\beta| < 1$, the linear functional given by $f \mapsto f^{(m)}(\beta)$ has a reproducing kernel given by

$$k^{(m)}_\beta(z) = \frac{\partial^m}{\partial \beta^m} k_\beta(z) = \sum_{n \geq m} \frac{n(n-1) \cdots (n-m+1) \beta^{n-m} z^n}{(n+1)^\alpha}.$$

The above series expansion shows that $k^{(m)}_\beta$ belongs to $D_\alpha$ for some (and hence all) $|\beta| = 1$ if and only if $\alpha > 2m + 1$. As a consequence, all points on the unit circle are reproducible of order $r$ in $D_\alpha$, where $r$ is the largest natural number strictly less than $\frac{\alpha-1}{2}$.

Example 2 (Local Dirichlet spaces). Let $\zeta \in \mathbb{T}$ and let $\delta_\zeta$ denote the Dirac measure at $\zeta$. One may form the local Dirichlet space at $\zeta$

$$D_{\delta_\zeta} := \left\{ f \in \text{Hol}(\mathbb{D}) : \int_\mathbb{D} |f'(z)|^2 \frac{1-|z|^2}{|z-\zeta|^2} dA(z) < \infty \right\}.$$
where \( dA \) is normalized area measure on \( \mathbb{D} \). It is well known that the polynomials are dense in \( D_{\zeta} \) and that it is a reproducing kernel Hilbert space on \( \mathbb{D} \). Additionally, \( D_{\zeta} \) has the property that point evaluation is bounded at \( \zeta \in \mathbb{T} \) but not at any other point on \( \mathbb{T} \) (see [18, Theorems 7.2.1 and 8.1.2 (ii)]).

**Example 3** \((L \text{ regions})\). Let \( \Delta \) be an infinite sequence of disjoint closed discs whose centers lie on the positive real axis and decrease monotonically to zero. By deleting \( \Delta \) from \( \mathbb{D} \), one obtains an infinitely connected region, known as an \( L \) region (see [26, 31]). The origin is a boundary point of the region, and in [26] it was shown that for certain reproducing kernel Hilbert spaces of analytic functions on the region, where the polynomials are dense, point evaluation is bounded at the origin, dependent on the rate of decay of the radii of the disks in \( \Delta \). Uniformly perturbing the disks of \( \Delta \) to the right by a fixed positive amount \( \varepsilon > 0 \), we obtain an infinitely connected \( L \)-like region containing zero, where the results describing bounded point evaluation at the origin hold then for the boundary point \( \varepsilon \). We communicate this example to highlight that we need no hypotheses on the connectedness of \( \Omega \) and that there is interesting reproducible behavior in this case.

The previous examples show that spaces with bounded point evaluation can behave very differently, and point evaluation can extend outside of the domain \( \Omega \) in various ways.

As we will see, Shapiro–Shields functions can be viewed as projections of a kernel at zero onto certain shift invariant subspaces generated by polynomials. Consequently, we would like to connect reproducibility with the zeros of a polynomial.

**Definition 5** (Reproducible zeros). Let \( p \in P \). The multiset of reproducible zeros of \( p \) (in \( H \)) is

\[
R(p) := \{ \beta \in \mathbb{C} : p^{(m)}(\beta) = 0 \text{ and } \beta \text{ is reproducible of order } m \text{ in } H \},
\]

listed with multiplicity.

Namely, by multiset and ‘listed with multiplicity’, we require that if \( p \) has a zero of order \( m \) at \( \beta \), then \( \beta \) appears in \( R(p) \) with multiplicity \( \min\{\text{ro}(\beta), m\} \). For example, if the point 1 is reproducible of order 2, but not of order 3 (that is, \( \text{ro}(1) = 2 \)), and the point \( \pi i \) is not reproducible in \( H \), then for \( p(z) = z(z-1)^3(z-\pi i) \), we have \( R(p) = \{0, 1, 1\} \). Although the multiset of reproducible zeros of a polynomial depends on \( H \), for convenience, we have not included \( H \) in our notation. However, all use of this notation will be clear.

We would also like to study the multisets of reproducible points that coincide with reproducible zero multisets of polynomials. The following definition allows us to do that.

**Definition 6** (Reproducible multiset). A finite multiset \( Z \) is a reproducible multiset if it can be written as

\[
Z = \left\{ 0 = \beta_0, \ldots, \beta_0, \beta_1, \ldots, \beta_1, \ldots, \beta_s, \ldots, \beta_s \right\}
\]

where each \( \beta_j \) is a distinct reproducible point, \( \beta_0 = 0 \) appears with multiplicity \( m_0 \) (possibly zero), and for each \( 1 \leq j \leq s, \beta_j \) appears with at least multiplicity 1, but no multiplicity higher than its reproducible order, that is, \( 1 \leq m_j \leq \text{ro}(\beta_j) \).
Note that for any polynomial \( p \), \( R(p) \) is a reproducible multiset. We can now make a full generalization of the Shapiro–Shields function.

**Definition 7** (Shapiro–Shields function). Let \( Z \) be a reproducible multiset and put

\[
Z = \left\{ 0 = \beta_0, \ldots, \beta_0, \beta_1, \ldots, \beta_1, \ldots, \beta_s, \ldots, \beta_s \right\}.
\]

The Shapiro–Shields function associated to \( Z \) is then defined as

\[
\mathcal{S}_Z = D(k_0^{(m_0)}, k_0^{(m_0-1)}, \ldots, k_0, k_1^{(m_1-1)}, \ldots, k_{\beta_1}, k_{\beta_1}^{(m_1-1)}, \ldots, k_{\beta_s}).
\]

It is imperative to note that \( \mathcal{S}_Z \) vanishes at each \( \beta_j \) with multiplicity \( m_j \) when \( 0 \leq j \leq s \). We would also like to view a Shapiro–Shields function as an orthogonal projection of a reproducing kernel at the origin onto the orthogonal complement of the span of some other kernels. In order to do this, along with use in later applications, we need the following lemma.

**Lemma 3.2.** Let \( \beta_1, \ldots, \beta_s \) be distinct reproducible points of \( \mathcal{H} \). If \( m_1, \ldots, m_s \) are non-negative integers such that \( m_j \leq \text{ro}(\beta_j) \) for \( 1 \leq j \leq s \), then the set

\[
\left\{ k_\beta^{(\ell)} : 0 \leq \ell \leq m_j, 1 \leq j \leq s \right\}
\]

is linearly independent in \( \mathcal{H} \).

**Proof.** Suppose \( \{c_{j,\ell} : 1 \leq j \leq s, 0 \leq \ell \leq m_j\} \) are complex numbers such that

\[
\sum_{j=1}^{s} \sum_{\ell=0}^{m_j} c_{j,\ell} k_\beta^{(\ell)} = 0
\]

in \( \mathcal{H} \). We need to prove that \( c_{j,\ell} = 0 \) for all such \( j \) and \( \ell \). It suffices to show \( c_{j,m_j} = 0 \) for all \( 1 \leq j \leq s \). Fix such an index \( j \). Define the polynomial

\[
p(z) = (z - \beta_j)^{m_j} \cdot \prod_{1 \neq t} (z - \beta_t)^{m_t+1}.
\]

Note that \( p^{(\ell)}(\beta_t) = 0 \) for all \( 0 \leq \ell \leq m_t \) and \( 1 \leq t \leq s \) with \( t \neq j \). On the other hand, \( p^{(m_j)}(\beta_j) \neq 0 \) but

\[
p^{(\ell)}(\beta_j) = 0 \text{ for all } 0 \leq \ell < m_j.
\]

It follows that

\[
\hat{c}_{j,m_j} p^{(m_j)}(\beta_j) = \left\langle p, \sum_{j=1}^{s} \sum_{\ell=0}^{m_j} c_{j,\ell} k_\beta^{(\ell)} \right\rangle = 0,
\]

which forces \( c_{j,m_j} = 0 \) because \( p^{(m_j)}(\beta_j) \neq 0 \). \( \square \)
In light of Lemma 2.3, the above result tells us that a Shapiro–Shields function \( s_Z \), associated to the reproducible multiset

\[
Z = \left\{ 0 = \beta_0, \ldots, \beta_0, \beta_1, \ldots, \beta_1, \ldots, \beta_s, \ldots, \beta_s \right\},
\]

is a nonzero constant multiple of the projection of \( k_{0}^{(m_0)} \) onto the orthogonal complement of

\[
\text{span}\{k_{0}^{(m_0-1)}, \ldots, k_{0}, k_{\beta_1}^{(m_1-1)}, \ldots, k_{\beta_1}, k_{\beta_s}^{(m_s-1)}, \ldots, k_{\beta_s}\}.
\]

4 | ANALOGUES OF FINITE BLASCHKE PRODUCTS

In this section, we will show that for \( p, q \in \mathcal{P} \), \( [p] = [q] \) if and only if \( R(p) = R(q) \). We will then unify the perspective of Shapiro–Shields functions and projections of kernels at the origin onto shift-invariant subspaces generated by polynomials, giving analogues of finite Blaschke products.

4.1 | Shift invariant subspaces

Note that \( k_{0}^{(d)} - \Pi_{[p]}(k_{0}^{(d)}) \perp [p] \), so in order to understand \( \Pi_{[p]}(k_{0}^{(d)}) \), it is useful to have a characterization of \( [p]^\perp \). We do this first when all the zeros of \( p \) are reproducible.

**Proposition 4.1.** Let \( f \in \mathcal{P} \) and suppose that

\[
R(f) = Z(f) = \left\{ \beta_1, \ldots, \beta_1, \beta_2, \ldots, \beta_2, \ldots, \beta_n, \ldots, \beta_n \right\}.
\]

Then

\[
[f] = \left( \text{span} \left\{ k_{\beta_j}^{(r_j)} : 0 \leq \ell \leq r_j - 1, 1 \leq j \leq n \right\} \right)^\perp.
\]

**Proof.** Let \( \mathcal{M} \) denote the right-hand side. Then \( \mathcal{M} \) consists of all functions \( h \in \mathcal{H} \) for which \( h^{(\ell)}(\beta_j) = 0 \) for all \( 0 \leq \ell \leq r_j - 1 \) and \( 1 \leq j \leq n \). Note that for each \( p \in \mathcal{P} \), the polynomial \( fP \) belongs to \( \mathcal{M} \). It follows that \( fP \subseteq \mathcal{M} \) and hence \( [f] \subseteq \mathcal{M} \), which implies \( \mathcal{M}^\perp \subseteq [f]^\perp \). On the other hand, since kernel functions are linearly independent by Lemma 3.2, the space \( \mathcal{M}^\perp \) is of dimension \( d = r_1 + \cdots + r_n \). To prove the equality, we only need to show that the dimension of \( [f]^\perp \) is at most \( d \).

We have \( fP + \mathcal{P}_{d-1} = \mathcal{P} \), where \( \mathcal{P}_{d-1} \) denotes the space of all polynomials of degree at most \( d - 1 \). Taking closure and using the fact that the sum of a closed subspace with a finite-dimensional subspace is closed, we have

\[
\mathcal{H} = \text{cl}_\mathcal{H}(P) = \text{cl}_\mathcal{H}(fP + \mathcal{P}_{d-1}) = [f] + \mathcal{P}_{d-1}.
\]

As a result, the dimension of \( [f]^\perp \) is at most that of \( \mathcal{P}_{d-1} \), which is \( d \). Therefore, we have \( \mathcal{M}^\perp = [f]^\perp \), which implies \( [f] = \mathcal{M} \) as required. \( \square \)
This proposition generalizes [11, Lemma 4.7] where the authors require the zeros of the polynomial to be contained in $\Omega$ and additional properties are imposed on the space.

We will also show that if $f$ has zeros that are not reproducible, this does not change the structure of $[f]$. First though, we need a proposition.

**Proposition 4.2.** Let $\beta$ be a complex number and $m$ be a non-negative integer. Then the following statements hold.

(a) $\beta$ is not a reproducible point if and only if $(z - \beta)$ is cyclic.
(b) $\beta$ is a reproducible point with $ro(\beta) \leq m$ if and only if $(z - \beta)$ is not cyclic and

\[
\text{cl}_{\mathcal{H}} ((z - \beta)^{m+2} P) = \text{cl}_{\mathcal{H}} ((z - \beta)^{m+1} P).
\]

**Proof.** For any integer $k \geq 0$, define $\lambda_k = (z - \beta)^k$. It is clear that $\lambda_{k+1} \subset \lambda_k$, which shows that the identity $\text{cl}_{\mathcal{H}}(\lambda_{k+1}) = \text{cl}_{\mathcal{H}}(\lambda_k)$ holds if and only if $\lambda_{k+1}$ is dense in $\lambda_k$ with respect to the norm induced from $\mathcal{H}$.

On the other hand, define $\Lambda_k : \mathcal{P} \to \mathbb{C}$ by $\Lambda_k(p) = p^{(k)}(\beta)$ for $p \in \mathcal{P}$. Observe that

\[
\ker(\Lambda_k|_{\lambda_k}) = \left\{ (z - \beta)^k q(z) : q \in \mathcal{P} \text{ such that } \Lambda_k((z - \beta)^k q(z)) = 0 \right\}.
\]

\[
= \left\{ (z - \beta)^k q(z) : q \in \mathcal{P} \text{ such that } q(\beta) = 0 \right\}.
\]

\[
= \lambda_{k+1}.
\]

It follows from a well-known result in functional analysis (for example, see Proposition 5.2 and Theorem 5.3 in [14, Chapter III]) that $\Lambda_k|_{\lambda_k}$ (being a nonzero functional) is unbounded if and only if $\lambda_{k+1} = \ker(\Lambda|_{\lambda_k})$ is dense in $\lambda_k$.

Therefore, we have just showed that for any $k \geq 0$, $\text{cl}_{\mathcal{H}}(\lambda_{k+1}) = \text{cl}_{\mathcal{H}}(\lambda_k)$ if and only if the linear function $\Lambda_k|_{\lambda_k}$ is unbounded.

(a) Since $\lambda'_0 = \mathcal{P}$ and $\lambda'_1 = (z - \beta)\mathcal{P}$, the function $(z - \beta)$ is cyclic if and only if $\text{cl}_{\mathcal{H}}(\lambda'_1) = \text{cl}_{\mathcal{H}}(\lambda'_0)$, which, from the argument above, is equivalent to the fact that $\Lambda_0|_{\lambda'_0}$ is unbounded. Since $\Lambda_0(h) = h(\beta)$ for all $h \in \mathcal{P}$, the unboundedness of $\Lambda_0$ means exactly that $\beta$ is not a reproducible point.

(b) Suppose first $(z - \beta)$ is not cyclic and $\text{cl}_{\mathcal{H}}(\lambda'_{m+2}) = \text{cl}_{\mathcal{H}}(\lambda'_{m+1})$. Then $\beta$ is a reproducible point and the linear functional $\Lambda_{m+1}$ is unbounded on $\lambda'_{m+1}$, hence, unbounded on $\mathcal{P}$. This implies that $\beta$ is not reproducible of order $m + 1$. That is, $ro(\beta) \leq m$.

Let us now prove the converse. Suppose that $\beta$ is a reproducible point and $ro(\beta) \leq m$. By (a), $(z - \beta)$ is not cyclic. To simplify the notation, define $n = ro(\beta)$. Then the linear functional $\Lambda_k$ is bounded for each $0 \leq k \leq n$ but $\Lambda_{n+1}$ is unbounded on $\mathcal{P}$. We show that actually $\Lambda_{n+1}|_{\lambda_{n+1}}$ is unbounded, which implies that $\text{cl}_{\mathcal{H}}(\lambda'_{n+2}) = \text{cl}_{\mathcal{H}}(\lambda'_{n+1})$.

Suppose, for the purpose of obtaining a contradiction, that $\Lambda_{n+1}|_{\lambda_{n+1}}$ is bounded. For any $h \in \mathcal{P}$, we write

\[
h = \sum_{0 \leq j \leq n} \frac{h^{(j)}(\beta)}{j!} (z - \beta)^j + \tilde{h},
\]
where $\tilde{h} \in \mathcal{X}_{n+1}$. Then

$$\Lambda_{n+1}(h) = \Lambda_{n+1} \mid_{\mathcal{X}_{n+1}}(\tilde{h})$$

and by triangle inequality,

$$\|\tilde{h}\| = \left\| h - \sum_{0 \leq j \leq n} \frac{h^{(j)}(\beta)}{j!}(z - \beta)^j \right\| \leq \|h\| + \sum_{0 \leq j \leq n} \frac{|h^{(j)}(\beta)|}{j!} \|(z - \beta)^j\| \cdot \|h\|.$$ 

Therefore,

$$|\Lambda_{n+1}(h)| = \|\Lambda_{n+1} \mid_{\mathcal{X}_{n+1}}(\tilde{h})\| \leq \|\Lambda_{n+1} \mid_{\mathcal{X}_{n+1}}\| \cdot \|\tilde{h}\| \leq C\|h\|,$$

which implies that $\Lambda_{n+1}$ is bounded on $\mathcal{P}$, a contradiction.

We have thus showed that $\text{cl}_H(\mathcal{X}_{n+2}) = \text{cl}_H(\mathcal{X}_{n+1})$. Now,

$$\text{cl}_H(\mathcal{X}_{n+3}) = \text{cl}_H((z - \beta) \cdot \text{cl}_H(\mathcal{X}_{n+2}))$$

$$= \text{cl}_H((z - \beta) \cdot \text{cl}_H(\mathcal{X}_{n+1}))$$

$$= \text{cl}_H(\mathcal{X}_{n+2}).$$

It then follows inductively that $\text{cl}_H(\mathcal{X}_{m+2}) = \text{cl}_H(\mathcal{X}_{m+1})$. $\square$

The propositions above allows us to provide a complete description of $[f]$ whenever $f$ is a polynomial.

**Theorem 4.3.** Let $f \in \mathcal{P}$. For each distinct $\beta_j \in R(f)$, let $r_j$ be the multiplicity of $\beta_j$, that is,

$$R(f) = \left\{ \beta_1, \ldots, \beta_1, \beta_2, \ldots, \beta_2, \ldots, \beta_n, \ldots, \beta_n \right\}.$$ 

Then

$$[f] = \left( \prod_{\beta \in R(f)} (z - \beta) \right) = \left( \text{span} \left\{ k_{\beta_j}^{(\ell)} : 0 \leq \ell \leq r_j - 1, 1 \leq j \leq n \right\} \right)^{\perp}.$$

**Proof.** We first recall the fact that for any multipliers $g, h$ of $\mathcal{H}$, we have

$$[g \cdot h] = \text{cl}_H(g \cdot [h]).$$

If $\beta$ is a nonreproducible zero of $f$, then Proposition 4.2 gives $[(z - \beta)] = \mathcal{H}$. Applying the above identity with $h = z - \beta$ and $g = f/(z - \beta)$, we conclude that $[f] = [f/(z - \beta)]$. So it suffices to consider only the zeros of $f$ with some reproducible order. Put $f(z) = p(z) \prod_{j=1}^{n} (z - \beta_j)^{d_j}$, each
\( \beta_j \) distinct with \( d_j \geq r_j, 1 \leq j \leq n \), and with the zeros of \( p \in \mathcal{P} \) being all of the non-reproducible zeros of \( f \) (that is, \( p \) is cyclic). Then \([f] = [f/p]\). So without loss of generality, we may assume that \( p(z) \) is identically one. Let \( h(z) = (z - \beta_1)^{d_1} \). Then by Lemma 4.2, we have \([h] = [(z - \beta_1)^{d_1}] = [(z - \beta_1)^{r_1}] \). Letting \( g = f/h \), we have

\[
[f] = [g \cdot h] = \text{cl}_H(g \cdot [h])
= \text{cl}_H \left( g \cdot [(z - \beta_1)^{d_1}] \right) = [g \cdot (z - \beta_1)^{r_1}]
= \left[ \frac{f}{(z - \beta_1)^{d_1 - r_1}} \right].
\]

Repeating this argument for each \( \beta_j, \ 2 \leq j \leq n \), we have

\[
[f] = \left[ \frac{f}{\prod_{j=1}^{n} (z - \beta_j)^{d_j - r_j}} \right] = \left[ \prod_{j=1}^{n} (z - \beta_j)^{r_j} \right] = \left[ \prod_{\beta \in \mathcal{R}(f)} (z - \beta) \right].
\]

Applying Proposition 4.1 then gives the result. □

This theorem, to which was previously alluded, is a generalization of a result proved for the \( H^2_w \) spaces by the first author in [19, Theorem 5.4]. Let us illustrate this theorem by applying it to an example in various spaces.

**Example 4.** Let \( f(z) = z^2(z - \frac{i}{2})(z^2 - 1)^2 \). Then the zero multiset of \( f \) is

\[
Z(f) = \left\{ 0, 0, \frac{i}{2}, -1, -1, 1, 1 \right\}.
\]

Interestingly, by Theorem 4.3, the shift-invariant subspace \([f]\) depends greatly on the underlying Hilbert space.

If \( \mathcal{H} = D_\alpha \) for \( \alpha \leq 1 \) (which includes the Hardy, Bergman and Dirichlet spaces), then \( R(f) = \{0, 0, i/2\} \) and

\[
[f] = \left( \text{span} \left\{ k_0, k_0^{(1)}, k_{i/2} \right\} \right)^\perp.
\]

If \( \mathcal{H} = D_\alpha \) for \( 1 < \alpha \leq 3 \), then by Example 1, we have \( R(f) = \{0, 0, i/2, -1, 1\} \), which then implies

\[
[f] = \left( \text{span} \left\{ k_0, k_0^{(1)}, k_{i/2}, k_{-1}, k_1 \right\} \right)^\perp.
\]

If \( \mathcal{H} = D_\alpha \) for \( \alpha > 3 \), then by Example 1 again, \( R(f) = Z(f) \) and so

\[
[f] = \left( \text{span} \left\{ k_0, k_0^{(1)}, k_{i/2}, k_{-1}, k_1^{(1)}, k_{1}^{(1)} \right\} \right)^\perp.
\]

On the other hand, if \( \mathcal{H} = D_{\delta_1} \), the local Dirichlet space at 1, then by Example 2, we have \( R(f) = \{0, 0, i/2, 1\} \) and hence,

\[
[f] = \left( \text{span} \left\{ k_0, k_0^{(1)}, k_{i/2}, k_1 \right\} \right)^\perp.
\]
Theorem 4.3 also has an immediate and useful corollary.

**Corollary 4.4.** Let $p, q \in \mathcal{P}$. Then $[p] = [q]$ if and only if $R(p) = R(q)$.

**Proof.** The backward implication is given directly by Theorem 4.3. So let $[p] = [q]$ and suppose for contradiction that $R(p) \neq R(q)$. Without loss of generality, there exists $\beta \in R(p)$ with $\beta \notin R(q)$ or $\beta$ having greater multiplicity in $R(p)$ than in $R(q)$. In either case, Theorem 4.3 implies there is some $n \geq 0$ so that $k^{(n)}_{\beta} \perp [p] = [q]$. But then $\langle p, k^{(n)}_{\beta} \rangle = \langle q, k^{(n)}_{\beta} \rangle = 0$, which is a contradiction, since $\beta \notin R(q)$ or $\beta$ has multiplicity strictly less than $n + 1$ in $R(q)$. □

### 4.2 Inner functions and linear combinations of kernels

We now show that each inner function that arises as a certain linear combination of reproducing kernels can be identified with a shift invariant subspace and a Shapiro–Shields function. The following theorem generalizes a result of the second author in [24, Theorem 3.7], proved initially in the $H^2_\omega$ spaces. The significance of our contribution is that we do not require monomials be orthogonal and make almost no geometric assumptions on the underlying set for which $\mathcal{H}$ is an RKHS, providing a very general setting for which these results hold. When $\mathcal{H} = H^2$, this result describes classical Blaschke products and in general gives our analogues of finite Blaschke products.

**Theorem 4.5.** Suppose that

$$B = \sum_{j=0}^{s} \sum_{\ell=0}^{m_j} c_{j,\ell} k^{(\ell)}_{\lambda_j}$$

is an $\mathcal{H}$-inner function, with $c_{j,m_j} \neq 0$. Then $B$ is a constant multiple of $\Pi_{f_k}(k^{(d)}_0)$ for some $d$ and some polynomial $f$. Further, $B$ must also be a Shapiro–Shields function.

The function $B$ here is what we call an analogue of a finite Blaschke product.

**Proof.** Take $B$ as above and without loss of generality, assume that $\|B\| = 1$. For any $g \in \mathcal{P}$,

$$\langle g, k_0 \rangle = g(0) = \langle gB, B \rangle = \sum_{j=0}^{s} \sum_{\ell=0}^{m_j} \tilde{c}_{j,\ell} \langle gB, k^{(\ell)}_{\lambda_j} \rangle$$

$$= \sum_{j=0}^{s} \sum_{\ell=0}^{m_j} \tilde{c}_{j,\ell} \sum_{m=0}^{\ell} \binom{\ell}{m} g^{(m)}(\lambda_j) \cdot B^{(\ell-m)}(\lambda_j)$$

$$= \sum_{j=0}^{s} \sum_{m=0}^{m_j} \left\{ \sum_{\ell=m}^{m_j} \tilde{c}_{j,\ell} \binom{\ell}{m} B^{(\ell-m)}(\lambda_j) \right\} g^{(m)}(\lambda_j)$$

$$= \sum_{j=0}^{s} \sum_{m=0}^{m_j} \left\{ \sum_{\ell=m}^{m_j} \tilde{c}_{j,\ell} \binom{\ell}{m} B^{(\ell-m)}(\lambda_j) \right\} \langle g, k^{(m)}_{\lambda_j} \rangle.$$
Since the set of polynomials is dense in $H$, we conclude that

$$k_0 = \sum_{j=0}^{s} \sum_{m=0}^{m_j} \left\{ \sum_{\ell=m}^{m_j} c_{j,\ell} \left( \frac{\ell}{m} \right) B(\ell-m)(\lambda_j) \right\} k_{\lambda_j}^{(m)}.$$  

It then follows from Lemma 3.2 that $0 \in \{\lambda_0, \ldots, \lambda_s\}$ and for all $j$ and $m$,

$$\sum_{\ell=m}^{m_j} c_{j,\ell} \left( \frac{\ell}{m} \right) B(\ell-m)(\lambda_j) = \begin{cases} 0, & \text{if } \lambda_j \neq 0 \text{ or } m \geq 1, \\ 1, & \text{if } \lambda_j = 0 \text{ and } m = 0. \end{cases} \tag{1}$$

Without loss of generality, we shall always assume that $\lambda_0 = 0$. Then for $j = 0$ and $0 \leq m \leq m_0$, equation (1) gives

$$\sum_{\ell=m}^{m_0} c_{0,\ell} \left( \frac{\ell}{m} \right) B(\ell-m)(0) = \begin{cases} 1, & \text{if } m = 0, \\ 0, & \text{if } m > 1. \end{cases}$$

Since $c_{0,m_0} \neq 0$, we conclude that either $m_0 = 0$, or $m_0 \geq 1$ and $B(\ell)(0) = 0$ for all $0 \leq \ell \leq m_0 - 1$. That is, $B \perp \{k_0^{(\ell)} : 0 \leq \ell \leq m_0 - 1\}$.

On the other hand, for $j \neq 0$ and $0 \leq m \leq m_j$, by equation (1),

$$\sum_{\ell=m}^{m_j} c_{j,\ell} \left( \frac{\ell}{m} \right) B(\ell-m)(\lambda_j) = 0.$$  

Since $c_{j,m_j} \neq 0$, it follows that $B(\ell)(\lambda_j) = 0$ for all $0 \leq \ell \leq m_j$. That is, $B \perp \{k_{\lambda_j}^{(\ell)} : 0 \leq \ell \leq m_j\}$.

Let $\mathcal{M}$ be the subspace spanned by the functions

$$\{k_0^{(\ell)} : 0 \leq \ell \leq m_0 - 1\} \cup \{k_{\lambda_j}^{(\ell)} : 1 \leq j \leq s, 0 \leq \ell \leq m_j\},$$

where the first set is considered to be empty if $m_0 = 0$. Then we have $B = c_{0,m_0} \Pi_{\mathcal{M}^\perp}(k_0^{(m_0)})$. By Proposition 4.1, $\mathcal{M}^\perp$ can be recognized as $[f]$, where

$$f(z) = z^{m_0} \prod_{j=1}^{s} (z - \lambda_j)^{m_j+1}.$$  

As a result, we have shown that $B$ is a projection of $k_0^{(d)}$ onto $[f]$ for some $d$ and some polynomial $f$. Further, by Lemma 2.3, we know that $B$ must also equal the Shapiro–Shields function $\mathcal{S}_Z(f)$. \hfill $\Box$

**Remark 1.** Recall that finite Blaschke products are the only rational inner functions on the Hardy space (see, for example, [20, Section 3.5]). In fact, since any rational function with poles outside of the closed unit disk can be written as a linear combination of $H^2$-kernel functions, this also follows from our Theorem 4.3.
We can also apply our result to investigate rational inner functions on the Bergman space $A^2$. Suppose $\lambda_1, \ldots, \lambda_s$ are distinct nonzero points on the open unit disk and a function of the form

$$B(z) = c_0 + \sum_{j=1}^s c_j \lambda_j = c_0 + \sum_{j=1}^s \frac{c_j}{(1 - \lambda_j z)^2}$$

is $A^2$-inner. Theorem 4.3 shows that $B$ must vanish at all these points. Therefore, there exists a polynomial $q$ of degree at most $s$ such that

$$B(z) = \frac{q(z) \prod_{j=1}^s (z - \lambda_j)}{\prod_{j=1}^s (1 - \lambda_j z)^2}.$$ 

On the other hand, it follows from the formula for $B$ as a linear combination of Bergman kernels, all residues of $B$ at $1/\lambda_1, \ldots, 1/\lambda_s$ are zero. As a consequence, $q$ is uniquely determined (up to a constant) from this condition. This approach provides a different way to construct analogues of finite Blaschke products in $A^2$, which does not involve determinants. The above argument can be adapted for the case of repeated points.

In some spaces, we can also deduce when an inner function is an analogue of a finite Blaschke product based on its analyticity. In particular, we can do so when any function that is analytic and nonvanishing on a neighborhood of $\Omega$ is also cyclic in $H$. This assumption is true for all weighted Hardy spaces $H^2_w$, including the Hardy, Bergman and Dirichlet-type spaces.

**Corollary 4.6.** Assume that any function that is analytic and nonvanishing on a neighborhood of $\Omega$ is cyclic in $H$. Let $f$ be an $H$-inner function that is analytic on a neighborhood of $\Omega$. Then $f$ must be a linear combination of kernel functions and hence, $f$ is determined by Theorem 4.5. In particular, all rational $A^2$-inner functions are Shapiro–Shields functions.

**Proof.** Write $f(z) = p(z)g(z)$, where $p$ is a polynomial and $g$ is analytic and nonvanishing on a neighborhood of $\Omega$. By the definition of inner functions, we see that $f$ belongs to the orthogonal complement of $[Sf] = [qg]$, where $q(z) = zp(z)$. Since $g$ is cyclic, it follows that $[Sf] = [q]$. On the other hand, Theorem 4.3 shows that $[q]^{-1}$ is spanned by a finite collection of kernel functions. As a result, $f$ is of the form described in Theorem 4.5. □

We note in the case of the Bergman space, this corollary can be deduced from the characterization of finite zero $A^2$-inner functions due to Duren, Khavinson, and Shapiro [16], along with formulae of Stessin and MacGregor [25, Section 2].

We now present another application involving the analyticity of inner functions. Consider a weighted Hardy space $H^2_w$, where $w = \{w_k\}_{k \geq 0}$ consists of positive real numbers with

$$\lim_{k \to \infty} \frac{w_k}{w_{k+1}} = 1.$$ 

In a recent paper, Cobos and Seco [13] showed that under several additional assumptions, the only entire inner functions on $H^2_w$ are multiples of monomials. It turns out that this result remains true on all $H^2_w$, as we show here.
We first discuss the regularity of reproducing kernels on $H^2_w$. Recall that if $\beta$ is a reproducible point of order $m$ for $H^2_w$, then the linear functional $f \mapsto f^{(m)}(\beta)$ is given by the reproducing kernel

$$k^{(m)}_\beta(z) = \sum_{n \geq m} \frac{n(n-1) \cdots (n-m+1)}{w_n} \beta^{n-m} z^n.$$ 

In the case $\beta \neq 0$, we may write

$$k^{(m)}_\beta(z) = \sum_{n=0}^{\infty} Q_{\beta,m}(n) \frac{(\beta z)^n}{w_n},$$

where $Q_{\beta,m}$ is a polynomial of degree $m$ with coefficients depending on $m$ and $\beta$. Due to our assumption on $w$, it is evident that the radius of convergence of $k^{(m)}_\beta$ is equal to $1/|\beta|$. More generally, for any nonzero points $\beta_1, \ldots, \beta_s$ and nonzero polynomials $Q_1, \ldots, Q_s$, the radius of convergence of the power series

$$\sum_{n=0}^{\infty} \left( Q_1(n) \beta_1^n + \cdots + Q_s(n) \beta_s^n \right) \frac{z^n}{w_n}$$

is equal to $\min\{1/|\beta_j| : 1 \leq j \leq s\}$. To see this, note that with $r = \max\{|\beta_j| : 1 \leq j \leq s\}$, for certain values of $\delta$, the series

$$\sum_{n=0}^{\infty} \left( Q_1(n) \beta_1^n + \cdots + Q_s(n) \beta_s^n \right) \frac{r^{-n}}{n^\delta}$$

do not converge, while it does converge for sufficiently large $\delta$. Therefore,

$$\limsup_{n \to \infty} \left| Q_1(n) \beta_1^n + \cdots + Q_s(n) \beta_s^n \right|^{1/n} = r.$$ 

It follows from the discussion above that nonzero linear combination of kernel functions of $H^2_w$ cannot be entire unless it is a linear combination of kernels at the origin, hence, is a polynomial. We are now ready to prove a generalization of Cobos and Seco’s result.

**Proposition 4.7.** The only entire $H^2_w$-inner functions are constant multiples of monomials.

**Proof.** Suppose that $f$ is an $H^2_w$-inner function which is also entire. By Corollary 4.6, $f$ is a linear combination of kernel functions and hence, a polynomial. On the other hand, it is immediate from the definition that any $H^2_w$-inner polynomial must be a constant multiple of a monomial. This completes the proof of the proposition. \qed

We now turn back to the general setting, where we can also provide a description of the various ways in which we view analogues of finite Blaschke products.
Proposition 4.8. Let $f \in \mathcal{P}$ and write

$$R(f) = \{ 0 = \beta_0, \ldots, \beta_0, \beta_1, \ldots, \beta_1, \ldots, \beta_n, \ldots, \beta_n \}_{r_0 \text{ times}, r_1 \text{ times}, r_n \text{ times}}$$

and let $\bar{f}(z) = \prod_{\beta \in R(f)} (z - \beta)$. Then, up to a constant, the following are equal.

(i) $\Pi_{[f]}(k_0(0))$.

(ii) $\Pi_{[\bar{f}]}(k_0(0))$.

(iii) The Shapiro–Shields function $\mathcal{S}_{R(f)}$, associated to the reproducible zeros of $f$.

(iv) $\varphi := k_0(0) - \sum_{j=0}^{n} \sum_{\ell=0}^{r_j-1} c_{\ell,j} k_{\beta_j}^{(\ell)}$, where the constants $c_{\ell,j}$ are given by $\langle \varphi, k_{\beta_j}^{(\ell)} \rangle = 0$ for $0 \leq \ell \leq r_j - 1$ and $0 \leq j \leq n$.

Proof. The fact that $\Pi_{[f]}(k_0(0)) = \Pi_{[\bar{f}]}(k_0(0))$ is given by Theorem 4.3. Now, let $\mathcal{M} = \text{span}\{k_{\beta_j}^{(\ell)} : 0 \leq \ell \leq r_j - 1, 0 \leq j \leq n\}$. Again, by Theorem 4.3, $\mathcal{M} = [f] = [\bar{f}]$. So by Lemma 2.3, we have $\mathcal{S}_{R(f)}$ and $\Pi_{[\bar{f}]}(k_0(0))$ are equal up to a constant multiple. Following the discussion after Definition 7, we know that $\langle \Pi_{[f]}(k_0(0)), k_{\beta_j}^{(\ell)} \rangle = 0$ for $0 \leq \ell \leq r_j - 1$ and $0 \leq j \leq n$, which is also required of $\varphi$. Since $\dim(\mathcal{M}^\perp) = r_0 + \cdots + r_n$, this uniquely determines both $\Pi_{[f]}(k_0(0))$ and $\varphi$, which then must be equal up to a constant multiple. \qed

We have included the equivalence (iv) above in order to provide a more computationally explicit description. Conditions (i), (ii), and (iv) generalize results of the first author in [19], initially proven for $H_\omega^2$ spaces.

5 | EXTRANEOUS ZEROS

So far, we have seen various descriptions of analogues of finite Blaschke products, namely those in Proposition 4.8. We also saw that for $p, q \in \mathcal{P}$, $R(p) = R(q)$ if and only if $[p] = [q]$. However, in certain settings, we will see that we have a surprising strengthening of this fact. Namely, Corollary 5.4 will show, under certain assumptions, that $[p] = [q]$ if and only if $\Pi_{[p]}(k_0^{(d)}) = \Pi_{[q]}(k_0^{(d)})$, for appropriate $d$.

In a similar fashion, one may ask, for different reproducible multisets $A$ and $B$, is it possible that $\mathcal{S}_A$ is a constant multiple of $\mathcal{S}_B$? We start by pointing out that for a reproducible multiset $Z$, the function $\mathcal{S}_Z$ can vanish off of $Z$ (see, for example, discussion in [11, Section 5]). In this case, we naturally say that $\mathcal{S}_Z$ has an extraneous zero. On the other hand, the following lemma asserts that any such extraneous zero must be different from the origin.

Lemma 5.1. Let $Z$ be a reproducible multiset with 0 appearing $m_0$ times. Then $\mathcal{S}_Z$ vanishes at the origin with order precisely $m_0$. Namely, any extraneous zero of a Shapiro–Shields function cannot be at the origin.
Proof. Let \( p(z) = \prod_{\beta \in \mathcal{Z}} (z - \beta) \). Then the inner product \( \langle \Pi_p(k_0^{(m_0)}), k_0^{(m_0)} \rangle \) is a nonzero constant multiple of

\[
\langle \Pi_p(k_0^{(m_0)}), k_0^{(m_0)} \rangle = \|\Pi_p(k_0^{(m_0)})\|^2,
\]

which is not zero since, by hypothesis, \( k_0^{(m_0)} \) is not orthogonal to \( p \). As a result, any extraneous zero of \( \mathcal{S}_\mathcal{Z} \) must be different from the origin.

We will also need the following simple lemma about projection on orthogonal complements of sets of vectors.

**Lemma 5.2.** Let \( M \) and \( N \) be two sets of vectors in a Hilbert space. Then for any \( v \), we have \( \Pi_{(M\cup N)\perp}(v) = \Pi_M\perp(v) \) if and only if \( \Pi_M\perp(v) \perp N \).

In the following proposition, we show that shift-invariant subspaces generated by polynomials are characterized uniquely by the projection of a kernel function at the origin, as long as Shapiro–Shields functions do not possess extraneous reproducible zeros.

**Proposition 5.3.** The following two statements are equivalent.

(a) All Shapiro–Shields functions do not possess extraneous zeros that are reproducible points.
(b) For any two polynomials \( p \) and \( q \), if \( \Pi_p(k_0^{(d_p)}) = \Pi_q(k_0^{(d_q)}) \), then \([p] = [q]\). Here \( d_p \) (respectively, \( d_q \)) denotes the multiplicity of the zero of \( p \) (respectively, \( q \)) at the origin.

**Proof.** Assume that for some multiset \( \mathcal{Z} \) of reproducible points with \( \beta_0 = 0 \) appearing \( m_0 \geq 0 \) times and nonzero values \( \beta_1, \ldots, \beta_s \) each appearing with multiplicity \( m_j, 1 \leq m_j \leq \text{ord}(\beta_j) \), the corresponding Shapiro–Shields function

\[
\mathcal{S}_\mathcal{Z} = D(k_0^{(m_0)}, k_0^{(m_0-1)}, \ldots, k_0^{(m_0)}, k_{\beta_1}^{(m_1-1)}, \ldots, k_{\beta_1}^{(m_1)}, k_{\beta_s}^{(m_s-1)}, \ldots, k_{\beta_s}^{(m_s)})
\]

has an extraneous zero. This means that either \( \mathcal{S}_\mathcal{Z} \) has an additional zero at a reproducible point \( \beta \not\in \mathcal{Z} \) or it has a zero of multiplicity at least \( m_j + 1 \) at some \( \beta = \beta_j \). By Lemma 5.1, \( \beta \neq 0 \). Applying Proposition 4.8, we note that \( \mathcal{S}_\mathcal{Z} \) is a nonzero constant multiple of \( f = \Pi_p(k_0^{(m_0)}) \), where

\[
p(z) = \prod_{j=0}^{s} (z - \beta_j)^{m_j}.
\]

It follows that \( f(\beta) = 0 \) (so \( f \perp k_\beta \)) in the case \( \beta \not\in \mathcal{Z} \), or \( f^{(m_j)}(\beta_j) = 0 \) (so \( f \perp k_{\beta_j}^{(m_j)} \)) in the case \( \beta = \beta_j \) for some \( j \). Put \( q(z) = (z - \beta)p(z) \). Then \( f \) coincides with \( \Pi_q(k_0^{(m_0)}) \), by Proposition 4.1 and Lemma 5.2. Since \( \beta \neq 0 \), we see that \( d_q = d_p = m_0 \) and hence \( \Pi_p(k_0^{(d_q)}) = \Pi_q(k_0^{(d_q)}) \) even though \([p] \neq [q]\).

Conversely, assume that (a) holds. Let \( p, q \) be two polynomials. Using Theorem 4.3, we write

\[
[p] = \left\{ k_{\beta_j}^{(\ell)} : 0 \leq \ell < m_j, \ 0 \leq j \leq s \right\} \perp,
\]
and
\[
[q] = \left\{ k_{\alpha_j}^{(\ell)} : 0 \leq \ell < n_j, \ 0 \leq j \leq t \right\}^\perp.
\]

We know that \( \Pi_{[p]}(k_0^{(d_p)}) \) is a nonzero constant multiple of the Shapiro–Shields function corresponding to a multiset \( Z_1 \) consisting of \( \beta_j \) with multiplicity \( m_j \) for \( 0 \leq j \leq s \). In the expansion of \( \Pi_{[p]}(k_0^{(d_p)}) \), for each \( 1 \leq j \leq s \), the coefficient of \( k_{\beta_j}^{(m_j-1)} \) is plus or minus of \( \langle \tilde{Z}_1, k_{\beta_j}^{(m_j-1)} \rangle \), where \( \tilde{Z}_1 \) is obtained from \( Z_1 \) by removing one appearance of \( \beta_j \). By the hypothesis, this coefficient is nonzero. By the same argument, the coefficient of any \( k_{\alpha_j}^{(n_j-1)} \) in the expansion of \( \Pi_{[q]}(k_0^{(d_q)}) \) is nonzero. It follows that if \( \Pi_{[p]}(k_0^{(d_p)}) = \Pi_{[q]}(k_0^{(d_q)}) \), then due to the linear independence of the kernel functions, each \( \beta_j \) equals some \( \alpha_j \) and \( m_j = n_j \), and vice versa. Therefore, \([p] = [q]\). □

In general, the projection of a single vector onto a subspace does not characterize the subspace itself. However, in the setting of Theorem 5.3, we have a surprising immediate corollary.

**Corollary 5.4.** Let \( p, q \in P \) with \( \text{ord}_0(p) = d_p \) and \( \text{ord}_0(q) = d_q \). Suppose that \( \Pi_{[p]}(k_0^{(d_p)}) \) and \( \Pi_{[q]}(k_0^{(d_q)}) \) vanish only on \( R(p) \) and \( R(q) \), respectively. Then, \([p] = [q]\) if and only if \( \Pi_{[p]}(k_0^{(d_p)}) = \Pi_{[q]}(k_0^{(d_q)}) \).

When Shapiro–Shields functions do possess extraneous zeros, we show one way in which two different reproducible multisets can generate the same Shapiro–Shields function.

**Theorem 5.5.** Let \( A \) be a reproducible multiset. Then for any reproducible multiset \( B \) such that \( A \subset B \subset Z(\S_A) \), the function \( \S_B \) is a constant multiple of \( \S_A \).

**Proof.** It suffices to prove the case \( B \) having exactly one element more than \( A \). Write
\[
A = \left\{ 0 = \beta_0, \ldots, \beta_0, \beta_1, \ldots, \beta_1, \ldots, \beta_n, \ldots, \beta_n \right\},
\]
where \( r_0 > 0 \) and \( r_1, \ldots, r_n \geq 1 \). Then \( \S_A \) is a nonzero constant multiple of the projection \( \Pi_{M^\perp}(k_0^{(r_0)}) \), where
\[
M = \left\{ k_{\alpha_j}^{(\ell)} : 0 \leq \ell < r_j, \ 0 \leq j \leq n \right\}.
\]

Let \( \beta \) be the extra element that \( B \) has more than \( A \). Note that \( \beta \neq 0 \) by Lemma 5.1. If \( \beta = \beta_s \) for some \( 1 \leq s \leq n \), set \( u = k_0^{(r_s)} \). If \( \beta \neq \beta_j \) for all \( j \), let \( u = k_0^{(r_s)} \). Since \( B \subset Z(\S_A) \), we have that \( \Pi_{M^\perp}(k_0^{(r_0)}) \perp u \). As a consequence,
\[
\Pi_{M^\perp}(k_0^{(r_0)}) = \Pi_{(M \cup \{u\})^\perp}(k_0^{(r_0)}).
\]

On the other hand, \( \S_B \) is a nonzero constant multiple of \( \Pi_{(M \cup \{u\})^\perp}(k_0^{(r_0)}) \). The conclusion of the theorem then follows. □
We conclude with a few remarks. For $f$ a polynomial, we have described $[f]$ in general reproducing kernel Hilbert spaces of analytic functions. As we have seen, $[f]$ depends closely on reproducible points of the underlying space. It would be interesting to go beyond the polynomial case but it seems to be a more difficult problem.

Blaschke products (and more generally, inner functions) on the Hardy space possess a remarkable multiplicative property: if $B_1$ and $B_2$ are finite Blaschke products, then $B_1B_2$ is also a finite Blaschke product. On the other hand, this property does not hold on other spaces, such as the Bergman and Dirichlet spaces, which can be seen from direct calculation. While the multiplicative property of classical Blaschke products trivially follows from the definition, it is quite curious why such a property even holds true, in light of Theorem 4.5. In terms of extremal problems, it is somehow remarkable that the solution to the linear $n$-point extremal problem is given by the product of the $n$ individual 1-point problems.

Finally, we would like to mention that analyticity is not actually needed to establish the results throughout this paper. Instead, one could make the weaker assumption that functions in $H$ are simply smooth at the origin. We have chosen to require analyticity because it is unclear if there are any (interesting) RKHSs for which the polynomials are dense and the shift is bounded, yet not comprised of analytic functions.
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