Continuous narrowband lasing with coherently driven V-level atoms
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Abstract
Simultaneous strong coherent pumping of the two transitions of a V-level atom with very different decay rates has been predicted to create almost perfect inversion on the narrower transition. Using the example of the blue and red transitions in Strontium we show that for suitable operating conditions the corresponding resonant gain can be used to continuously operate a laser on the narrow transition. In particular, for a strong detuning of the pump field with respect to the narrow transition, coherent laser emission occurs close to the bare atomic transition frequency exhibiting only a negligible contribution from coherent pump light scattered into the lasing mode. Calculations of the cavity output spectrum show that the resulting laser linewidth can get much smaller than the bandwidth of the pump light and even the natural linewidth of the narrow atomic transition. Its frequency is closely tied to the atomic transition frequency for properly chosen atom numbers. Simulations including atomic motion show Doppler cooling on the strong transition with minor motion heating on the lasing transition, so that continuous laser operation in the presence of a magneto-optical trap should be possible with current experimental technology.

1. Introduction

It has been a longstanding dream of AMO physics to implement an active optical frequency standard by operating a continuous laser on a narrow atomic transition in close analogy to microwave masers [1–3]. This new class of lasers would exhibit superb accuracy, precision, and robustness against thermal noise [4, 5]. In particular, in view of the recent development and outstanding success of optical atomic clocks, worldwide efforts towards implementations of such an active optical clock have enormously grown in the past few years [6–10]. This was further fuelled by the prospects of superior stability and accuracy theoretically predicted for superradiant clock lasers [5, 11–13]. Since in such bad-cavity lasers the phase coherence of the system is stored in the atomic gain medium, the laser setup is largely insensitive to technical fluctuations for an isolated atomic gas. In particular, thermal fluctuations of the cavity mirrors [14] are strongly suppressed. An important challenge that hinders the further development in this direction lies in achieving the necessary steady-state inversion of such a narrow transition: the implementation of efficient and minimally perturbative pump schemes proves extremely difficult. Thus, finding a suitable driving mechanism constitutes a central issue for the realization of highly stable active optical frequency standards [15].

One possible route to create a continuously inverted intra-cavity gain medium is to send a sufficiently dense beam of excited atoms through a cavity [16, 17]. In this process a $\pi$-pulse is applied to the atoms just before they enter the lasing region. However, such a setup requires a cold and dense atomic beam which has to be perfectly controlled. Furthermore, the coherence can only be stored within the part of the atomic medium that is within the active lasing region, which requires a high intra-cavity atom number. Therefore, finding a mechanism to create steady-state inversion by repumping atoms within the cavity is highly desirable since this would allow straightforward continuous operation.

Unfortunately, inversion on a transition cannot simply be achieved by coherent pumping as stimulated emission always compensates absorption. However, in reference [18] a surprising mechanism leading to
steady-state population inversion on the narrower transition of a V-type atom via coherent driving was shown theoretically. In the model considered therein, both transitions of the V-level atom are driven coherently and no direct decay channel between the two excited states is present, as depicted in figure 1(a).

To the best of our knowledge, this scheme was so far not shown experimentally. Interestingly, lasing using a V-level system was recently observed experimentally [19]. While the pump mechanism for this virtual-state lasing appears very similar at first sight, it turns out that the system is operated in a distinctly different parameter regime, which leads to anti-Stokes Raman gain with no inversion on the narrow transition.

While the appearance of inversion on the narrow transition has already been theoretically shown, the usefulness of this unconventional driving scheme in a lasing setup [see figure 1(b)] remained an open question. The aim of this paper is to address precisely this point: we start by reviewing the driving scheme. Then, we show that steady-state inversion can still be achieved for pump lasers with a realistic spectral linewidth far above the natural linewidth of the narrow atomic transition. We proceed by coupling the inverted, narrow transition to an optical cavity and show that the system behaves like a laser with a clear threshold for sufficient gain with increasing atom number. As an important feature we predict that the spectral linewidth of the output laser light can be well below that of the narrow transition and the pump light. Note, however, that even though the linewidth of the cavity we consider is much larger than the natural linewidth of the narrow transition, we do not operate in the typical low intensity bad cavity regime: due to the power broadening induced by the strong driving laser the effective linewidth of the gain medium is much larger than that of the optical resonator. Thus, the system resembles more a conventional laser than a superradiant one.

Another important aspect for stable operation of our laser is the thermal back-action of lasing on the gain medium: this includes heating due to optical pumping or photon recoil from spontaneous emission, which causes line broadening as well as particle loss via heating in the gain medium. Hence, we provide an estimate of these effects for the considered unconventional driving scheme. We show that Doppler cooling from the two pump lasers occurs. Therefore, for operating parameters that allow lasing (even though not optimal ones), we find that the kinetic energy of an atomic ensemble subjected to the driving scheme is limited to the Doppler temperature of the broad transition, which should allow stationary operation.

2. Steady-state population inversion via coherent driving

In this section, we provide a brief review of the driving scheme from reference [18]. Moreover, we investigate the influence of a finite pump laser linewidth and the time scale of the process. Note, that the key point is that population inversion can be achieved without a direct irreversible process that causes gain in the excited state. Rather, the scheme here is based on an indirect incoherent process [18].

We consider a V-level atom, which is coherently pumped on both transitions, as depicted in figure 1(a). The ground state is denoted by $|1\rangle$ and the two excited states by $|2\rangle$ and $|3\rangle$. Decay from an excited state $|i\rangle$ to the ground state $|1\rangle$ occurs at a rate $\Gamma_i$. Each transition $|1\rangle \leftrightarrow |i\rangle$ is driven coherently with the respective Rabi frequency $\Omega_i$. The difference of the driving laser frequency $\omega_{li}$ and the atomic resonance frequency of a transition $\omega_i$ is given by the detuning $\Delta_i = \omega_{li} - \omega_i$. The time evolution of the density matrix $\rho$ for this system is described by the master equation

$$\dot{\rho} = -i[H, \rho] + \mathcal{L}[\rho].$$

(1)
Liouvillian term reads

\[ \mathcal{L}_\Gamma[\rho] = \sum_{i=\{2,3\}} \frac{\Gamma_i}{2} (2\sigma_{ii}\rho - \rho\sigma_{ii} - \sigma_{ii}\rho). \]  

Let us stress here again that there is no decay channel from \( |1\rangle \) to \( |2\rangle \) or vice versa.

A necessary property for the V-level atom to be able to exhibit steady-state population inversion with this scheme, is that the atom needs to have a big ratio between the two decay rates. In our case we choose the transition \( |1\rangle \leftrightarrow |2\rangle \) to be the narrower one, i.e. \( \Gamma_3/\Gamma_2 \gg 1 \). For example, in the case of \(^{88}\text{Sr}\) we get a ratio of \( \Gamma_3/\Gamma_2 \approx 4266 \) for the transitions \( |1\rangle \equiv \overset{\text{S}}{\text{S}}0, |2\rangle \equiv \overset{\text{P}}{\text{P}}1, \) and \( |3\rangle \equiv \overset{\text{P}}{\text{P}}1, \) with the corresponding decay rates \( \Gamma_2 = 2\pi \cdot 7.5 \text{ kHz} \) and \( \Gamma_3 = 2\pi \cdot 32 \text{ MHz}, \) respectively. For \(^{174}\text{Yb}\) the ratio for the same transitions is approximately \( \Gamma_3/\Gamma_2 \approx 160 \). This is still sufficient to create population inversion, but leads to a lower maximal steady-state population inversion compared to \(^{88}\text{Sr}\). In general, a larger ratio of the decay rates leads to a higher maximal population inversion. Note, that through this pumping scheme steady-state population inversion can only be achieved on the narrower transition. In the following calculations, we will always use the case of \(^{88}\text{Sr}\), i.e. with a decay rate ratio of \( \Gamma_3/\Gamma_2 = 4266 \).

Using the above Hamiltonian (2) and Liouvillian (3), we compute the steady state of the system. Figure 2 shows scans of the population difference \( \langle \sigma_{22} \rangle - \langle \sigma_{11} \rangle \) over tunable system parameters, namely both detunings and Rabi frequencies. We can see that it is possible to achieve an inversion of almost 100% for \(^{88}\text{Sr}\). Note, that all parameters are in units of \( \Gamma_3 \). Hence, a relatively large Rabi frequency on the transition \( |1\rangle \leftrightarrow |2\rangle \) \( (\Omega_2 \gtrsim 0.1\Gamma_3) \) is needed to achieve a significant population inversion.

Investigating the inversion when varying the detunings [figure 2(a)], we see that for a given \( \Delta_2 \) the minimum is always at \( \Delta_1 = \Delta_2 \). The scan over different Rabi frequencies [figure 2(b)] shows that there is a threshold which the driving amplitudes have to surpass in order to achieve population inversion. Yet, there is also an upper limit: if either Rabi frequency becomes much larger than all other frequencies in the system, one simply obtains the result of a strongly driven two-level transition; i.e., the population is distributed equally between the ground state and the strongly driven upper level. If both Rabi frequencies become extremely large simultaneously, half the population accumulates in the ground state, while the excited states are populated with a quarter each.

Note also, that the symmetry in the detunings is just due to the freedom of choice in the zero-point energy (direction of the rotating frame; \( \Delta_1 \rightarrow -\Delta_1 \)).

### 2.1. Effects of driving with a finite laser linewidth

The driving term in the Hamiltonian (2) assumes lasers with an infinitely small linewidth. Certainly, this is not always a good assumption for real experimental setups. In particular, the linewidth of transitions in clock atoms (such as the ones considered here) can be much smaller than that of a driving laser. Thus, we study the influence of a finite pump laser linewidth on the system. A finite linewidth \( \nu_L \) of the driving laser
on the transition $|1\rangle \leftrightarrow |i\rangle$ can be modelled by an effective atomic decoherence process in the form of dephasing [20, 21]. The Liouvillean for such a process is

$$L_\nu[\rho] = \frac{\nu_i}{2}(2\sigma_+\rho\sigma_- - \sigma_-\rho - \rho\sigma_+).$$

In figure 3(a), we see that for laser linewidths up to the order of $10\Gamma_2$, the population difference stays almost the same. This is a consequence of the Rabi frequency $\Omega_1$ being much larger than the pump laser linewidth $\nu_2$. Only with a dephasing at the order of $100\Gamma_2$, we start to see a significant reduction of the maximal population inversion. Hence, the laser on the narrower transition does not need to be extremely narrow in order to excite the atom, which is advantageous in experimental setups. Furthermore, a linewidth of the laser on the broader transition of up to several hundred $\Gamma_2$ ($\nu_3 = 0.5\Gamma_3 \approx 2000\Gamma_2$) has almost no impact on the state population. This is expected since $\Gamma_3 \gg \Gamma_2$.

### 2.2. Time scale

For some applications it is necessary or useful to create the population inversion on a shorter timescale. In figure 3(b) the time evolution of the population difference for different values of $\Gamma_3$. The parameters are $\Delta_3 = -1\Gamma_3$, $\Omega_3 = 0.3\Gamma_3$, $\Omega_2 = 0.5\Gamma_2$, and the blue circles indicate the values for $\Delta_3$, in (b). Figure (b) shows that the steady state can be reached much faster if $\Delta_3$ is closer to zero. Here, we have $\nu_i = \nu_3 = 0$, and the black dots indicate the $t_\nu$ data points.

### 3. Continuous stationary lasing

We proceed by considering an ensemble of V-type atoms placed inside an optical resonator, as shown in figure 1(b). Since inversion on the narrow transition can be achieved using the driving scheme, the atoms act as gain for the field inside the resonator. In the following, we investigate the properties of the output light and show that we obtain continuous lasing.

Consider $N$ V-level atoms inside a cavity, each of which couples with a rate $g_j$ to the cavity field via the transition $|1\rangle \leftrightarrow |2\rangle$. The Hamiltonian is given by

$$H = -\Delta_c a^\dagger a + \sum_{j=1}^{2} g_j (a^\dagger \sigma_{i2}^j + a \sigma_{i2}^j) + \sum_{i=2,3} \sum_{j=1}^{N} -\Delta_i \sigma_{i2}^j + \Omega_i^j (\sigma_{i1}^j + \sigma_{i1}^j),$$

where $\Delta_c = \omega_c - \omega_2$ is the detuning between the cavity resonance frequency $\omega_c$ and the laser frequency $\omega_2$. The cavity photon creation (annihilation) operator is denoted by $a^\dagger$ ($a$) and the superscript index $j$. 

Figure 3. Laser linewidth influence and process time scale. In figure (a) we can see that for $\nu_2 = 10\Gamma_2$, the population difference $\langle \sigma_{22} \rangle - \langle \sigma_{11} \rangle$ is still almost the same. The blue solid line is for $\nu_3 = 0$ and the dashed lines are for $\nu_3 = 0.5\Gamma_3$. Since $\Gamma_3 \gg \Gamma_2$, the linewidth $\nu_3$ can be neglected in comparison to $\nu_2$. The parameters are $\Delta_3 = -1\Gamma_3$, $\Omega_3 = 0.3\Gamma_3$, $\Omega_2 = 0.5\Gamma_2$, and the blue circles indicate the values for $\Delta_3$.
specifies the $j$th atom. Photons leaking through the cavity mirrors at a rate $2\kappa$ give rise to an additional Liouvillian term
\[ \mathcal{L}_{\text{c}}[\rho] = \kappa(2a^\dagger a - a^\dagger a \rho - \rho a^\dagger a). \]  
(6)

For individually decaying atoms, the same decay process as described in (3) applies to each atom. Thus, we have
\[ \mathcal{L}_{\text{NT}}[\rho] = \sum_{i=\{2,3\}} \Gamma_i \sum_{j=1}^N (2\sigma_{ij}^\dagger \rho \sigma_{ij} - \sigma_{ij}^\dagger \rho \sigma_{ij}^\dagger), \]  
(7)

for the decay processes of both excited states. If we assume that all atoms are driven by the same laser, we obtain the following dissipative processes due to the finite laser linewidth (see appendix A for details). On the transition $|1\rangle \leftrightarrow |3\rangle$ we get a dephasing with
\[ \mathcal{L}_{\text{N13}}[\rho] = \frac{\nu_3}{2} (2S_3 \rho S_3 - S_3^2 \rho - \rho S_3^2), \]  
(8)

whereas on the transition $|1\rangle \leftrightarrow |2\rangle$ we have
\[ \mathcal{L}_{\text{N12}}[\rho] = \frac{\nu_2}{2} (2(a^\dagger a + S_2) \rho (a^\dagger a + S_2) - (a^\dagger a + S_2)^2 \rho - \rho (a^\dagger a + S_2)^2), \]  
(9)

where $S_i = \sum_{j=1}^N \sigma_{ij}^\dagger$ is the collective atomic operator. The additional term $(a^\dagger a)$ in (9) is due to the shared rotating frame of the atom and the cavity. The full Liouvillian for the lasing setup then reads
\[ \mathcal{L}_{\text{laser}}[\rho] = \mathcal{L}_{\text{c}}[\rho] + \mathcal{L}_{\text{NT}}[\rho] + \mathcal{L}_{\text{N12}}[\rho] + \mathcal{L}_{\text{N13}}[\rho]. \]  
(10)

Solving the master equation for more than just a few atoms is an impossible task due to the exponential scaling of the Hilbert space with the atom number. Therefore, we employ a second-order cumulant expansion [22] to calculate the time evolution of average values of interest. Furthermore, we assume that all atoms couple equally to the cavity. Exploiting the symmetry of the system renders $N$ a constant factor, which does not change the number of equations one needs to solve. This allows us to solve the equations of motion for a large number of atoms. The most relevant second-order equations can be found in appendix C.1.

### 3.1. Lasing threshold

As a first step, we compute the normalized power spectral density $S_i(\omega)$ of a single atom when it is subject to the driving scheme. This gives us a general idea of what to expect for the resulting lasing output.

Due to the strong coherent driving amplitude, a considerable power broadening on the otherwise narrow transition is induced. This transforms the naturally narrow gain medium into a relatively broad one, see figure 4. Thus, with respect to the power-broadened linewidth, the resulting laser operates in the good-cavity regime ($\kappa \ll \Gamma_2^{\text{gain}}$). In general, the strong coherent drives lead to distinct energies of multiple dressed states, i.e. they induce considerable ac-Stark shifts. For example, for the parameters chosen in figure 4, we see that the laser gain peak is slightly shifted from the bare resonance frequency $\omega_2$. Furthermore, we observe an additional small and broad peak to the left of the laser gain frequency, which is the signature of a dressed state. The other small, but narrow peak (linewidth $\sim 15\Gamma_2$) in figure 4 (see inset) is located at the frequency of the pump laser ($\omega = \omega_2$) and can therefore not be used for lasing. A large amount of photons from the pump laser would be coherently scattered into the cavity. At the same time, the largest amount of emitted power is far detuned from any driving laser. Coherent scattering of the driving laser into the cavity is therefore suppressed. This already indicates that lasing can indeed be achieved at this frequency.

Making use of the inversion scheme on the narrow transition results in a steady state of the optical cavity featuring a potentially large number of photons. Therefore, the optical resonator provides a continuous output. In figure 5 we investigate the behaviour of the system with an increasing number of atoms $N$. We find that the system exhibits a threshold, as can be clearly seen in figure 5(a), where we plot the steady-state photon number inside the cavity. Once the threshold is passed, the number of photons inside the cavity (and hence the lasing power) rapidly increases. The threshold atom number is approximately $N \approx 12\,000$ for $\nu_1 = \nu_2 = \Gamma_2$ (see inset). For stronger dephasing a larger gain medium is required in order to sustain the lasing operation. Therefore, the number of atoms needed to pass the threshold increases. This can also be seen from figure 5(b), where the population inversion per atom is depicted. For stronger dephasing, the inversion decreases and thus the gain provided by each atom is reduced. The key observation, however, is that the threshold can still be passed almost regardless of the linewidth of the driving lasers used in the inversion scheme.
Figure 4. Single atom emission spectrum. The peak at the atomic resonance frequency ($\omega = \omega_z$) has an FWHM of approximately $\Gamma_{\text{gain}}^2 = 614 \Gamma_2^2$, and the smaller peak at the pump laser frequency ($\omega = \omega_{\ell_2}$, see inset) of FWHM $= 15 \Gamma_2$. The red, dashed line in the inset indicates the driving laser frequency $\omega_{\ell_2}$. The parameters are $\Delta_2 = 5 \Gamma_3$, $\Delta_3 = -1 \Gamma_3$, $\Omega_2 = 0.5 \Gamma_3$, $\Omega_3 = 0.5 \Gamma_3$, and $\nu_2 = \nu_3 = 0$. This single atom emission spectrum was calculated with a master equation approach, using the Wiener–Khinchin theorem [23].

Figure 5. Laser threshold behaviour. The threshold behaviour of the cavity photon number $n$ with respect to the atom number $N$ is shown in the figure (a) and the population inversion $\langle \sigma_{22} \rangle - \langle \sigma_{11} \rangle$ for the same dephasings ($\nu \equiv \nu_1 = \nu_2$) and number of atoms is shown in (b). The parameters are $\Delta_2 = 5 \Gamma_3$, $\Delta_3 = -1 \Gamma_3$, $\Omega_2 = 0.5 \Gamma_3$, $\Omega_3 = 0.5 \Gamma_3$, $\Delta_c = \Delta_2$ ($\omega_c = \omega_2$), $g = 2 \Gamma_2$ and $\kappa = 50 \Gamma_2$.

In order to avoid coherent scattering of photons from the pump laser on the transition $|1\rangle \leftrightarrow |2\rangle$ into the cavity, we need to ensure that the laser is far detuned from the cavity resonance frequency. Because of this, we chose a large detuning of $\Delta_2 = 5 \Gamma_3$, at which the inversion scheme also works well. Figure 6(a) shows the amount of coherently scattered photons $|\langle a \rangle|^2$ in comparison to the total photon number $n$ in the cavity as a function of $\Delta_2$. We see, that if the detuning $\Delta_2$ is small, a considerable amount of photons enter the cavity via coherent scattering. Moreover, we can see that the chosen value for $\Delta_2$ is not optimal. The cavity photon number therefore is not maximal. If we change $\Delta_2$ from $5 \Gamma_3$ to e.g. $2 \Gamma_3$, the photon number would in fact increase by almost one order of magnitude, still keeping the coherently scattered photon number sufficiently low.

Figure 6(b) shows that, if the cavity is blue detuned from the atomic transition frequency, the photon number can further increase. Of course, if the cavity is too far off-resonant, the photon number almost vanishes. The three different sets of parameters considered, indicate that above threshold an increasing atom number $N$ and a decreasing pump laser detuning $\Delta_2$ shift the optimal cavity resonance frequency towards the atomic resonance frequency.

3.2. Cavity emission spectrum

The steady-state cavity power spectral density can be calculated as the Fourier transform of the first order correlation function $g^1(\tau) = \langle a(\tau) a(0) \rangle$

$$S(\omega) = \int_{-\infty}^{\infty} dt g^1(\tau) e^{-i \omega \tau}. \quad (11)$$

Using the quantum regression theorem [24] we can calculate the time evolution of the correlation function $g^1(\tau)$ with a second order cumulant expansion. In appendix A one can see that the time evolution for the
Figure 6. Stimulated emission of photons. Figure (a) shows the steady-state average photon number $n$ and the coherent fraction of photons $|\langle a \rangle|^2$ inside the cavity as a function of the detuning $\Delta_2$. The cavity is always on resonance with the unperturbed atomic transition frequency ($\Delta_c = \Delta_2$). If $\Delta_2$ is small, coherent scattering of photons into the cavity is more likely to occur. In figure (b) the photon number $n$ is plotted as a function of the detuning between the atomic transition frequency and the cavity resonance frequency $\omega_2 - \omega_c = \Delta_c - \Delta_2$. For the maximum photon number the cavity needs to be blue detuned from the atoms ($\omega_c > \omega_2$). The parameters when kept constant for both subfigures are the same as in figure 5 for $N = 50\,000$.

Figure 7. Spectral properties of the cavity. Figure (a) shows a typical (normalized) spectrum $S(\omega)$ above threshold, where we chose $N = 50\,000$ and $\nu = 10\,\Gamma_2$ (black circles in (b) and (c)). The FWHM ($0.35\,\Gamma_2$) and the peak position $\delta_p (22.9\,\Gamma_2)$ are indicated. Note that the spectrum is plotted with respect to the atomic transition frequency. The reduction of the laser linewidth with increasing cavity photon number is plotted in (b). And (c) shows the shift of the peak position due to a Stark shift caused by large cavity photon numbers. The legend in (b) is for all three plots.

laser systems with finite pump laser linewidth have been calculated in a fluctuating rotating frame 

\[
U(t) = e^{i(\omega_2 t + \phi(t))(a^\dagger a + \sum_{j=1}^{N} \sigma_{j22}^{\dagger})},
\]

instantaneous frame). But since we want to obtain the spectrum with respect to a stable monochromatic reference frequency we are only allowed to transform the system into a non-fluctuating rotating frame (e.g. $U(t) = e^{i\omega_2 t(a^\dagger a + \sum_{j=1}^{N} \sigma_{j22}^{\dagger})}$, coherent frame) [25]. The set of equations to calculate the correlation function and a detailed derivation is shown in appendices C.2 and B, respectively.

The properties of the cavity emission spectrum are depicted in figure 7. The most significant result here is that an FWHM below $\Gamma_2$ can be reached, even if the linewidths of the driving lasers are above $100\,\Gamma_2$. Hence, a narrow bandwidth laser can be achieved with relatively broad pump lasers. Furthermore, the system does not rely on a direct decay channel into the lasing transition, as opposed to conventional laser systems. Only a V-level structure is necessary, which can be often found in rare Earth atoms, commonly used in optical clocks. Let us stress here, that we assumed an ideal model with all atoms fixed at the cavity field anti-nodes.

As expected for a conventional laser, the FWHM is approximately given by the cavity linewidth $2\kappa$ for small photon numbers [see figure 7(b)]. Above threshold, where the photon number is large, it reduces with $\text{FWHM}(n) \sim 1/n$. This behaviour is well-known in the case of good-cavity lasers [1]. In figure 7(c), we can see that the peak position shows an almost linear dependency on the photon number, if the latter is large. This is caused by an ac-Stark shift due to the cavity field. In general we find that the spectral properties are very similar to those of a conventional laser. For example, also the cavity pulling coefficient above threshold is $\delta_p(\Delta_c) / d\Delta_c \approx 1$.

The FWHM shows an unexpected behaviour for $\nu = 0$ at high photon numbers. The most likely reason for this is that the second order cumulant expansion reaches its limits there. The fact that this happens only for $\nu = 0$ is a good indicator: the dephasing destroys the coherences and therefore makes the system more classical, i.e. the approximation is more accurate. By keeping specific third order terms as e.g. $\langle a^\dagger a \sigma_{22} \rangle$ [26] one may get rid of this inaccuracy. However, the equations listed in the appendix are already quite lengthy; taking third order corrections would ultimately go beyond the intended scope of this work.
4. Cooling

Another point of interest for the stability of continuous lasing operation is cooling of the atoms. On the one hand, this ensures that the atoms stay in the cavity as long as possible thereby providing gain. On the other hand, heating will generally cause noise and broadening of the gain medium, which will have a detrimental impact on the spectral properties of the laser.

Therefore, we consider the impact of the inversion scheme on the atomic motion in this section. To this end, effects of photon recoil from spontaneous emission events are taken into account. This allows us to estimate the temperature of the gain medium when subjected to the two driving lasers.

We employ a Monte-Carlo wave function (MCWF) approach [27, 28], where we treat the atomic motion as classical variables. In the MCWF method, the norm of the state vector decreases over time. Once the norm decreases below a certain (randomly chosen) value, a quantum jump occurs. In our approach, we include an additional momentum kick whenever a jump occurs.

In the following, we restrict the atomic motion to two spatial dimensions. The pump lasers are considered to be aligned perpendicularly, in directions determined by their respective wavevectors $k_i$, respectively (i.e. $k_2 \cdot k_3 = 0$). Furthermore, we neglect the influence of the cavity field in these calculations. In the case of many photons inside the cavity this assumption may be far from ideal. However, note that the lasing operation is optimal (maximal output power) when the cavity is blue detuned from the atomic transition frequency, as shown in [figure6(b)]. Therefore, the cavity would effectively provide an additional cooling mechanism [29, 30]. Thus, neglecting the cavity leads to higher final temperatures, which provides a sufficient estimate.

Since the atoms do not interact with one another, we repeatedly compute trajectories of the particle motion for a single atom only. The considered system is modelled as follows: the internal atomic structure is treated quantum mechanically, while the motional degrees of freedom are assumed to be fully described by their average values. This assumption is well justified if the momentum of the atom is large compared to the average, the particle feels a much weaker pump field, since they are not always located at the field maxima. However, the pump on the broader transition cools them quite well. The lasing transition is still inverted, but the population inversion is significantly decreased. The main reason for this is that, on average, the particle feels a much weaker pump field, since they are not always located at the field maxima. This could be circumvented by simply increasing the laser power. The second set of parameters (orange lines) shows that it is possible to achieve much better cooling on both transitions, and also a larger population inversion. Specifically, the cooling rate is much larger. Unfortunately, these parameters are not suitable for lasing: the comparably small detuning would lead to substantial coherent scattering of the driving laser into the cavity.
Figure 8. Particle motion. The solid lines are for \( \nu = \Gamma_2 \) and the dashed lines for \( \nu = 10 \Gamma_2 \). We chose \( \Delta_1 = -\Gamma_2 \). For \( \langle \sigma_{22} \rangle - \langle \sigma_{11} \rangle \) we averaged 50 data points to increase the visibility, the bright fast fluctuating lines are the non-averaged for \( \nu = 1.0 \Gamma_2 \). The atom starts with a momentum of \( p(0) = 100k_i \) at the pump field anti-nodes in the ground state. We average 500 MCWF trajectories and the legend is for all three plots.

Additionally, for the parameters where lasing works well, we find that the finite linewidth of the driving laser rarely affects the particle motion. In the case of optimal cooling, however, the final kinetic energy as well as the cooling time scale is significantly increased. Note also, that the final temperature along the \( k_3 \)-axis is on the order of the Doppler temperature of the broader transition \( k_b T \approx \Gamma_3/2 \) (blue) and \( k_b T \approx 3\Gamma_3/10 \) (orange). The Doppler broadening \( \Delta\omega_D \) corresponding to this temperature \( k_b T \approx \Gamma_3/2 \) on the narrower transition is approximately

\[
\Delta\omega_D = \frac{\omega_2}{c} \sqrt{\frac{8k_b T \ln(2)}{m}} \approx 120\Gamma_2,
\]

with \( \omega_2 = 2\pi \cdot 435 \text{ THz} \) and \( m = 87u \). Since this Doppler broadening is approximately a factor of 5 smaller than the power broadened gain (614\(\Gamma_2 \), see figure 4), the finite temperature does not significantly affect the lasing.

Note that \( \Delta_2 < 0 \) and \( \Delta_3 > 0 \) is required to achieve cooling. This is because the atoms are inverted on the transition \(|1\rangle \leftrightarrow |2\rangle \), but not on the transition \(|1\rangle \leftrightarrow |3\rangle \) \([31]\). Furthermore, we also want to mention here that for strong pumping and far blue-detuned lasers it is possible that atoms in the ground state get cooled and trapped at the field nodes (high-intensity Sisyphus cooling) \([32]\). We were able to observe this for some specific parameters on the narrow transition. For the motion of \(^{174}\text{Yb}\), as mentioned in section 2, we almost always obtained heating or trapping at the field nodes.

5. Conclusions

We have shown that continuous lasing on a narrow atomic transition can be implemented in a V-level configuration, when a second closed broad transition sharing the same ground state is available. Using two strong and sufficiently detuned coherent driving lasers leads to almost perfect inversion on the narrow transition. The entire mechanism does not rely on a direct decay channel into the excited state with a narrow line, which makes it distinctly different from previously considered lasing setups. When the inverted transition is coupled to an optical resonator, the system starts to lase once a certain threshold number of atoms is passed. The spectral properties of the output laser light exhibit a linewidth that can be well below the natural linewidth of the narrow transition. Notice, that despite the fact that the natural linewidth of the lasing transition is smaller than the cavity linewidth by far, the power broadening induced by the strong pump light means that we are effectively in the good-cavity regime. Furthermore, we found optimal lasing for many atoms and, accordingly, many photons in the cavity. The coherence is thus stored in the cavity field rather than the atomic dipoles. Hence, the lasing setup we consider is more similar to a conventional laser rather than a superradiant one. Yet, the spectral linewidth of the laser can be extremely small and is effectively determined by the natural linewidth of the atom. Finally, we have shown that the overall promising properties of such a laser are conserved even when considering pump lasers that are broad and induce strong dephasing.

Interestingly lasing has been found recently in a closely related setup using Ytterbium atoms \([19]\). However in this case it was identified as Raman lasing \([11, 33]\) which occurs in a very different operation regime and inherits the pump laser linewidth. While our configuration finally does not meet all criteria for a clock laser it can be seen as a major experimental step in this direction.

In order to estimate heating effects induced by the strong driving beams, we considered the motion of an atom subjected to the inversion scheme. We found that the kinetic energy is limited by the Doppler temperature of the broad transition. Therefore, we conclude that the system should not exhibit instabilities due to heating.
Acknowledgments

We thank S Schäffer, M Tang and G Kazakov for helpful discussions. This project has received funding from the European Union’s Horizon 2020 research and innovation programme under Grant agreement No. 820404 (iqClock) (CH, DP and HR). Numerical simulations were performed with the open source framework QuantumOptics.jl [34, 38]. The graphs were produced using the open source plotting library Matplotlib [35].

Appendix A. Dephasing due to a finite pump laser linewidth

In this section we show the fundamental steps to derive the dephasing Liouvillian originating from a finite pump laser linewidth for $N$ coherently driven two-level atoms coupled to a cavity (9). Using the standard phase diffusion model with a noisy phase $\phi_2(t)$ we have the following Hamiltonian written in the lab frame

$$H_{\text{lab}} = \omega_c a^\dagger a + \sum_{j=1}^N g_j (a^\dagger \sigma_{12}^j + a \sigma_{21}^j) + \sum_{j=1}^N \omega_{2j} \sigma_{22}^j + \sum_{j=1}^N \Omega_2^j \left(\sigma_{21}^j e^{-i(\omega_{2j} t + \phi_2(t))} + \sigma_{12}^j e^{i(\omega_{2j} t + \phi_2(t))}\right), \quad (A1)$$

where the noise statistics of $\dot{\phi}_2(t)$ is determined by its derivative, which is assumed to be a white noise frequency fluctuation such that

$$\langle \dot{\phi}_2(t) \dot{\phi}_2(t') \rangle = \nu_2 \delta(t-t'). \quad (A2)$$

Additionally, we assume here that all atoms experience the same pump laser phase (collective phase noise). We switch into the (instantaneous) rotating frame of the pump laser with the unitary transformation

$$U(t) = e^{i\omega_{2} t \sigma_3} e^{i\sum_{j=1}^N \sigma_{22}^j}, \quad (A3)$$

in which the Hamiltonian becomes

$$H = -\Delta_c a^\dagger a + \sum_{j=1}^N g_j (a^\dagger \sigma_{12}^j + a \sigma_{21}^j) - \sum_{j=1}^N \Delta_{2j} \sigma_{22}^j + \sum_{j=1}^N \Omega_2^j (\sigma_{21}^j + \sigma_{12}^j) - \dot{\phi}_2(t)(a^\dagger a + \sum_{j=1}^N \sigma_{22}^j). \quad (A4)$$

We distinguish now between the deterministic part of the Hamiltonian $H_D$ and the stochastic part

$$H_S = -(a^\dagger a + \sum_{j=1}^N \sigma_{22}^j), \quad (A5)$$

such that $H = H_D + \dot{\phi}_2(t)H_S$. The Heisenberg equation of a system operator $O$ for this Hamiltonian can be written as

$$(S) \frac{d}{dt} O = L_D [O] + \dot{\phi}_2(t)L_S [O], \quad (A6)$$

with $L_D [O] = i[H_D, O]$ and $L_S [O] = i[H_S, O]$. Equation (A6) needs to be interpreted as a Stratonovich stochastic differential equation [indicated by $(S)$], which can be transformed into Itô form [indicated by $(I)$] as follows [36]:

$$(I) \frac{d}{dt} O = L_D [O] + \frac{1}{2} \nu_2 L_S^2 [O] + \dot{\phi}_2(t)L_S [O]. \quad (A7)$$

By averaging equation (A7) the stochastic part vanishes and we get

$$\frac{d}{dt} \langle O \rangle = \langle L_D [O] \rangle_S + \frac{1}{2} \nu_2 \langle L_S^2 [O] \rangle_S. \quad (A8)$$

Evaluating $L_S^2 [O] = -[H_S, [H_S, O]]$, we find that the fluctuating phase leads to dephasing as described in equation (9). Note, that $\langle \cdot \rangle_S$ indicates a stochastic average, not a quantum average as in the cumulant expansion.

Appendix B. Derivation of correlation function equations

On the one hand, we compute the steady-state expectation values in the instantaneous rotating frame (see appendix A). On the other hand, the correlation function for the spectrum has to be computed in a non-fluctuating (coherent) rotating frame [25]. In this section we show the main procedure to derive the equations. The full set of equations to obtain the correlation function is given in appendix C.2. Again, we
consider \( N \) two-level atoms coupled to a cavity as in appendix A, including the third level is straight forward. In the coherent rotating frame with the unitary transformation
\[
U_c(t) = e^{i\omega_{12}(\bar{a}\sigma + \sum_{j=1}^{N} \sigma_{j2})},
\]
we obtain the time-dependent Hamiltonian
\[
\hat{H} = -\Delta_c \hat{a}^{\dagger} \hat{a} + \sum_{j=1}^{N} g_j (\hat{a}^{\dagger} \sigma_{12}^j + \hat{a} \sigma_{21}^j) - \sum_{j=1}^{N} \Delta_{2j} \sigma_{22}^j + \sum_{j=1}^{N} \Omega_j \left( \sigma_{21}^j e^{-i\phi_j(t)} + \sigma_{12}^j e^{i\phi_j(t)} \right).
\]
(B2)

The tilde indicates that the operator is in the coherent rotating frame. With cavity decay and individual atomic decay, described by (6) and (7), respectively, we obtain with the quantum regression theorem [24] the differential equation for the correlation function
\[
\frac{d}{dt} \langle \bar{a}^{\dagger} \bar{a} \rangle = igN \langle \bar{\sigma}_{12} \bar{a} \rangle - \imath \Delta_c \langle \bar{a}^{\dagger} \bar{a} \rangle - 0.5 \kappa \langle \bar{a}^{\dagger} \bar{a} \rangle.
\]
(B3)

Here and in the following, we use the notation \( \langle \hat{O}(t) \hat{A}(0) \rangle = \langle \hat{O} \hat{A} \rangle \). To calculate (B3) we also need the equation for \( \langle \tilde{\sigma}^1_{21}(t) \rangle \) which is given by
\[
\frac{d}{dt} \langle \tilde{\sigma}^1_{21} \rangle = -2i g \langle \langle \hat{a} \rangle \langle \tilde{\sigma}^1_{12} \rangle + \langle \tilde{\sigma}^1_{12} \rangle \langle \bar{a} \rangle \rangle + 2 \langle \langle \hat{a} \rangle \rangle \langle \tilde{\sigma}^1_{21} \rangle - i \Delta_2 \langle \tilde{\sigma}^1_{21} \rangle + i \Omega_2 \langle \tilde{\sigma}^1_{22} \rangle e^{i\phi_2(t)} - 2i \Omega_2 \langle \tilde{\sigma}^1_{22} \rangle e^{i\phi_2(t)}.
\]
(B4)

Equation (B4) contains some specific averages proportional to \( e^{i\phi_2(t)} \langle \langle \hat{a} \rangle \rangle + \langle \tilde{\sigma}^1_{12} \rangle \langle \tilde{\sigma}^1_{21} \rangle \). To solve this problem we use two properties: first, since we are in steady state, all averages that do not involve \( \bar{a} \) do not depend on two different times and hence can be replaced by the respective steady-state values. Second, the change of the steady-state values from the coherent to the instantaneous frame is given by the unitary transformation
\[
U_{c\to i}(t) = e^{i\phi_2(t) \bar{a}\sigma + \sum_{j=1}^{N} \sigma_{j2}}.
\]
(B5)

We get for example \( \langle \tilde{\sigma}^1_{21} \rangle = \langle \bar{a} \rangle e^{-i\phi_2(t)} \). With this we can use the steady-state values in the instantaneous frame, which we have obtained before. Replacing them, we find that all averages \( \langle \tilde{\sigma}^1_{22} \rangle \) only occur in combination with the factor \( e^{i\phi_2(t)} \). Therefore, we derive the equations of motion for \( \langle \tilde{\sigma}^1_{21} \rangle \) rather than \( \langle \tilde{\sigma}^1_{12} \rangle \) alone. In equation (B6) we show two examples of such differential equations for averages multiplied with a phase fluctuation term:
\[
\frac{d}{dt} \langle \tilde{\sigma}^1_{21} \rangle e^{i\phi_2(t)} = i \phi_2 \langle \tilde{\sigma}^1_{12} \rangle + i g \langle \langle \bar{a} \rangle \tilde{\sigma}^1_{12} \rangle - 2 \langle \langle \bar{a} \rangle \rangle \langle \tilde{\sigma}^1_{21} \rangle - 2i \langle \langle \bar{a} \rangle \rangle \langle \tilde{\sigma}^1_{21} \rangle e^{i\phi_2(t)} - i \Delta_2 \langle \tilde{\sigma}^1_{21} \rangle + i \Omega_2 \langle \tilde{\sigma}^1_{22} \rangle e^{i\phi_2(t)} - 2i \Omega_2 \langle \tilde{\sigma}^1_{22} \rangle e^{i\phi_2(t)}.
\]
(B6a)
\[
\frac{d}{dt} \langle \tilde{\sigma}^1_{12} \rangle e^{i\phi_2(t)} = 2i \phi_2 \langle \tilde{\sigma}^1_{12} \rangle + 2i g \langle \langle \bar{a} \rangle \tilde{\sigma}^1_{12} \rangle - 2i \langle \langle \bar{a} \rangle \rangle \langle \tilde{\sigma}^1_{12} \rangle - 2i \langle \langle \bar{a} \rangle \rangle \langle \tilde{\sigma}^1_{12} \rangle e^{i\phi_2(t)} - i \Omega_2 \langle \tilde{\sigma}^1_{12} \rangle e^{i\phi_2(t)} - 2i \Omega_2 \langle \tilde{\sigma}^1_{12} \rangle e^{i\phi_2(t)} + i \Delta_2 \langle \tilde{\sigma}^1_{21} \rangle e^{i\phi_2(t)} + 2i \Omega_2 \langle \tilde{\sigma}^1_{22} \rangle e^{i\phi_2(t)}.
\]
(B6b)

In equations (B6a) and (B6b), terms proportional to \( \phi_2 \) appear, namely \( i \phi_2 \langle \tilde{\sigma}^1_{12} \rangle \) and \( 2i \phi_2 \langle \tilde{\sigma}^1_{12} \rangle \), respectively. Transforming these Stratonovich stochastic differential equations to Itô as in appendix A leads to a dephasing term \(-0.5 \Gamma_2 \langle \tilde{\sigma}^1_{21} \rangle \) and \(-2 \Gamma_2 \langle \tilde{\sigma}^1_{22} \rangle \), respectively. In appendix C.2 you find the closed system of differential equations derived via this procedure.

**Appendix C. Second-order cumulant expansion**

In order to derive the following equations we wrote a programme [37] that symbolically evaluates bosonic and fermionic commutation relations. Then, the generalized cumulant expansion is applied to obtain a closed set of equations featuring only first- and second-order averages. The correctness of the equations is ensured by comparing numerical results for smaller systems with a full quantum treatment for a variety of parameters.
C.1. System equations

Note, that we only show part of the derived equations in order to keep the length of the entire set at a comprehensible level. As previously mentioned, the (in total 37) equations were derived using a software tool. The tool is open source and available online \([37]\).

\[
\frac{d}{dt} \langle a^\dagger a \rangle = -2\kappa \langle a^\dagger a \rangle + iNg\langle a^\dagger \sigma_{32}^+ \rangle - iNg\langle a^\dagger \sigma_{12}^+ \rangle
\]

\[
\frac{d}{dt} \langle a^\dagger \rangle = i\Delta_c \langle a \rangle - 0.5(2\kappa + \nu_2) \langle a \rangle - iNg\langle \sigma_{12}^+ \rangle
\]

\[
\frac{d}{dt} \langle \sigma_{12}^+ \rangle = -i\Gamma_2 \langle \sigma_{12}^+ \rangle + i\Omega_2 \langle \sigma_{12}^+ \rangle + i\langle a^\dagger \sigma_{12}^+ \rangle - i\Omega_2 \langle \sigma_{12}^+ \rangle - i\langle a^\dagger \sigma_{12}^+ \rangle
\]

\[
\frac{d}{dt} \langle \sigma_{32}^+ \rangle = i\Delta_2 \langle \sigma_{32}^+ \rangle - 0.5(\Gamma_2 + \nu_2) \langle \sigma_{12}^+ \rangle + i\Omega_3 \langle \sigma_{12}^+ \rangle + i\Omega_2 \langle \sigma_{32}^+ \rangle - i\Omega_2 \langle \sigma_{32}^+ \rangle
\]

\[
\frac{d}{dt} \langle \sigma_{32}^+ \rangle = -0.5(\Gamma_2 + \Gamma_3 + \nu_2 + \nu_3) \langle \sigma_{32}^+ \rangle + i\Omega_3 \langle \sigma_{12}^+ \rangle + i\Delta_2 \langle \sigma_{32}^+ \rangle - i\Omega_2 \langle \sigma_{32}^+ \rangle - i\Delta_3 \langle \sigma_{32}^+ \rangle - i\langle a^\dagger \sigma_{32}^+ \rangle
\]

\[
\frac{d}{dt} \langle a^\dagger \sigma_{32}^+ \rangle = i\Omega_2 \langle a \rangle + i\Delta_c \langle a^\dagger \sigma_{32}^+ \rangle - 0.5\Gamma_2 \langle a^\dagger \sigma_{32}^+ \rangle - \kappa \langle a^\dagger \sigma_{32}^+ \rangle - \langle a^\dagger \sigma_{22}^+ \rangle
\]

\[
-2i\langle \langle a^\dagger \rangle \langle a^\dagger \sigma_{32}^+ \rangle + \langle a \rangle \langle a \sigma_{32}^+ \rangle + \langle \sigma_{12}^+ \rangle \langle a^\dagger \sigma_{32}^+ \rangle - 2\langle a^\dagger \rangle \langle \sigma_{32}^+ \rangle \rangle
\]

\[
-2i\langle \langle a^\dagger \rangle \langle a^\dagger \sigma_{33}^+ \rangle + \langle a \rangle \langle a \sigma_{33}^+ \rangle + \langle \sigma_{33}^+ \rangle \langle a^\dagger \sigma_{33}^+ \rangle - 2\langle a^\dagger \rangle \langle \sigma_{33}^+ \rangle \rangle
\]

\[
i\Delta_2 \langle a^\dagger \sigma_{32}^+ \rangle - 2i\Omega_2 \langle a^\dagger \sigma_{33}^+ \rangle - i\Omega_2 \langle a^\dagger \sigma_{23}^+ \rangle - i\Omega_3 \langle a^\sigma_{33}^+ \rangle - i\langle a^\dagger \sigma_{32}^+ \rangle - i\langle a^\dagger \sigma_{33}^+ \rangle
\]

\[
\frac{d}{dt} \langle a^\dagger \sigma_{32}^+ \rangle = i\Omega_2 \langle a \rangle + i\Delta_c \langle a^\dagger \sigma_{32}^+ \rangle - 0.5\Gamma_2 \langle a^\dagger \sigma_{32}^+ \rangle - \kappa \langle a^\dagger \sigma_{32}^+ \rangle - \langle a^\dagger \sigma_{32}^+ \rangle
\]

\[
-2i\langle \langle a^\dagger \rangle \langle a^\dagger \sigma_{32}^+ \rangle + \langle a \rangle \langle a \sigma_{32}^+ \rangle + \langle \sigma_{12}^+ \rangle \langle a^\dagger \sigma_{32}^+ \rangle - 2\langle a^\dagger \rangle \langle \sigma_{32}^+ \rangle \rangle
\]

\[
-2i\langle \langle a^\dagger \rangle \langle a^\dagger \sigma_{33}^+ \rangle + \langle a \rangle \langle a \sigma_{33}^+ \rangle + \langle \sigma_{33}^+ \rangle \langle a^\dagger \sigma_{33}^+ \rangle - 2\langle a^\dagger \rangle \langle \sigma_{33}^+ \rangle \rangle
\]

\[
i\Delta_2 \langle a^\dagger \sigma_{32}^+ \rangle - 2i\Omega_2 \langle a^\dagger \sigma_{33}^+ \rangle - i\Omega_2 \langle a^\dagger \sigma_{23}^+ \rangle - i\Omega_3 \langle a^\sigma_{33}^+ \rangle - i\langle a^\dagger \sigma_{32}^+ \rangle - i\langle a^\dagger \sigma_{33}^+ \rangle
\]

C.2. Correlation function equations

We omit the phase factors in these equations, since this only corresponds to a variable relabelling of some specific correlation functions.

\[
\frac{d}{dt} \langle a^\dagger a_0 \rangle = -i\Delta_c \langle a^\dagger a_0 \rangle - \kappa \langle a^\dagger a_0 \rangle + iNg\langle \sigma_{12}^+ a_0 \rangle
\]

\[
\frac{d}{dt} \langle a_0^\dagger \rangle = -2i\langle \langle a^\dagger \rangle \langle a_0^\dagger \rangle + \langle a \rangle \langle a_0 \rangle + \langle \sigma_{12}^+ \rangle \langle a_0^\dagger \rangle - 2\langle a^\dagger \rangle \langle \sigma_{12}^+ \rangle \rangle
\]

\[
- \langle a^\dagger \rangle \langle \sigma_{12}^+ a_0 \rangle + i\Omega_2 \langle a \rangle + i\langle a^\dagger a_0 \rangle - 0.5\Gamma_2 \langle a_0^\dagger a_0 \rangle - i\Delta_2 \langle \sigma_{21} a_0 \rangle
\]
\[ -2i\Omega_2 \langle \sigma_1^z \tilde{a}_0 \rangle - i\Omega_2 \langle \tilde{\sigma}_1^z \tilde{a}_0 \rangle - i\Omega_3 \langle \tilde{\sigma}_2^z \tilde{a}_0 \rangle \]

\[ \frac{d}{dt} \langle \sigma_1^z \tilde{a}_0 \rangle = -i \left( \langle a^\dagger \rangle \langle \sigma_1^z \tilde{a}_0 \rangle + \langle a^0 \sigma_1^+ \rangle + \langle \sigma_1^+ \rangle \langle a^\dagger \tilde{a}_0 \rangle - 2 \langle a^\dagger \rangle \langle \sigma_1^+ \rangle + i\Omega_3 \langle a \rangle - 0.5i\Gamma_3 \langle \tilde{\sigma}_1^z \tilde{a}_0 \rangle - i\Delta_3 \langle \tilde{\sigma}_1^z \tilde{a}_0 \rangle - i\Omega_3 \langle \tilde{\sigma}_2^z \tilde{a}_0 \rangle - 2i\Omega_3 \langle \tilde{\sigma}_1^z \tilde{a}_0 \rangle - 0.5\gamma_2 \langle \tilde{\sigma}_1^z \tilde{a}_0 \rangle - 0.5\gamma_3 \langle \tilde{\sigma}_1^z \tilde{a}_0 \rangle \]

\[ \frac{d}{dt} \langle \sigma_2^z \tilde{a}_0 \rangle = -i \left( \langle a^\dagger \rangle \langle \sigma_2^z \tilde{a}_0 \rangle + \langle a^0 \sigma_2^+ \rangle + \langle \sigma_2^+ \rangle \langle a^\dagger \tilde{a}_0 \rangle - 2 \langle a^\dagger \rangle \langle \sigma_2^+ \rangle + i\Omega_3 \langle a \rangle - 0.5i\Gamma_3 \langle \tilde{\sigma}_1^z \tilde{a}_0 \rangle - i\Delta_3 \langle \tilde{\sigma}_1^z \tilde{a}_0 \rangle - i\Omega_3 \langle \tilde{\sigma}_2^z \tilde{a}_0 \rangle - 2i\Omega_3 \langle \tilde{\sigma}_1^z \tilde{a}_0 \rangle - 0.5\gamma_2 \langle \tilde{\sigma}_2^z \tilde{a}_0 \rangle \]

\[ \frac{d}{dt} \langle \tilde{\sigma}_1^z \tilde{a}_0 \rangle = -i \left( \langle a^\dagger \rangle \langle \tilde{\sigma}_1^z \tilde{a}_0 \rangle + \langle a^0 \tilde{\sigma}_1^+ \rangle + \langle \tilde{\sigma}_1^+ \rangle \langle a^\dagger \tilde{a}_0 \rangle - 2 \langle a^\dagger \rangle \langle \tilde{\sigma}_1^+ \rangle + i\Omega_3 \langle a \rangle - 0.5i\Gamma_3 \langle \tilde{\sigma}_1^z \tilde{a}_0 \rangle - i\Delta_3 \langle \tilde{\sigma}_1^z \tilde{a}_0 \rangle - i\Omega_3 \langle \tilde{\sigma}_2^z \tilde{a}_0 \rangle - 2i\Omega_3 \langle \tilde{\sigma}_1^z \tilde{a}_0 \rangle - 0.5\gamma_2 \langle \tilde{\sigma}_1^z \tilde{a}_0 \rangle \]

\[ \frac{d}{dt} \langle \tilde{\sigma}_2^z \tilde{a}_0 \rangle = -i \left( \langle a^\dagger \rangle \langle \tilde{\sigma}_2^z \tilde{a}_0 \rangle + \langle a^0 \tilde{\sigma}_2^+ \rangle + \langle \tilde{\sigma}_2^+ \rangle \langle a^\dagger \tilde{a}_0 \rangle - 2 \langle a^\dagger \rangle \langle \tilde{\sigma}_2^+ \rangle + i\Omega_3 \langle a \rangle - 0.5i\Gamma_3 \langle \tilde{\sigma}_1^z \tilde{a}_0 \rangle - i\Delta_3 \langle \tilde{\sigma}_1^z \tilde{a}_0 \rangle - i\Omega_3 \langle \tilde{\sigma}_2^z \tilde{a}_0 \rangle - 2i\Omega_3 \langle \tilde{\sigma}_1^z \tilde{a}_0 \rangle - 0.5\gamma_2 \langle \tilde{\sigma}_2^z \tilde{a}_0 \rangle \]

\[ \frac{d}{dt} \langle \tilde{\sigma}_1^z \tilde{a}_0 \rangle = -i \left( \langle a^\dagger \rangle \langle \tilde{\sigma}_1^z \tilde{a}_0 \rangle + \langle a^0 \tilde{\sigma}_1^+ \rangle + \langle \tilde{\sigma}_1^+ \rangle \langle a^\dagger \tilde{a}_0 \rangle - 2 \langle a^\dagger \rangle \langle \tilde{\sigma}_1^+ \rangle + i\Omega_3 \langle a \rangle - 0.5i\Gamma_3 \langle \tilde{\sigma}_1^z \tilde{a}_0 \rangle - i\Delta_3 \langle \tilde{\sigma}_1^z \tilde{a}_0 \rangle - i\Omega_3 \langle \tilde{\sigma}_2^z \tilde{a}_0 \rangle - 2i\Omega_3 \langle \tilde{\sigma}_1^z \tilde{a}_0 \rangle - 0.5\gamma_2 \langle \tilde{\sigma}_1^z \tilde{a}_0 \rangle \]

\[ \frac{d}{dt} \langle \tilde{\sigma}_2^z \tilde{a}_0 \rangle = -i \left( \langle a^\dagger \rangle \langle \tilde{\sigma}_2^z \tilde{a}_0 \rangle + \langle a^0 \tilde{\sigma}_2^+ \rangle + \langle \tilde{\sigma}_2^+ \rangle \langle a^\dagger \tilde{a}_0 \rangle - 2 \langle a^\dagger \rangle \langle \tilde{\sigma}_2^+ \rangle + i\Omega_3 \langle a \rangle - 0.5i\Gamma_3 \langle \tilde{\sigma}_1^z \tilde{a}_0 \rangle - i\Delta_3 \langle \tilde{\sigma}_1^z \tilde{a}_0 \rangle - i\Omega_3 \langle \tilde{\sigma}_2^z \tilde{a}_0 \rangle - 2i\Omega_3 \langle \tilde{\sigma}_1^z \tilde{a}_0 \rangle - 0.5\gamma_2 \langle \tilde{\sigma}_2^z \tilde{a}_0 \rangle \]
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