The Limiting Distribution for the Number of Symbol Comparisons Used by QuickSort is Nondegenerate (Extended Abstract)
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In a continuous-time setting, Fill (2012) proved, for a large class of probabilistic sources, that the number of symbol comparisons used by QuickSort, when centered by subtracting the mean and scaled by dividing by time, has a limiting distribution, but proved little about that limiting random variable $Y$—not even that it is nondegenerate. We establish the nondegeneracy of $Y$. The proof is perhaps surprisingly difficult.
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1 The number of symbol comparisons used by QuickSort: Brief review of a limiting-distribution result

In this section we briefly review the main theorem of Fill (2012). An infinite sequence of independent and identically distributed keys is generated; each key is a random word $(w_1, w_2, \ldots) = w_1 w_2 \cdots$, that is, an infinite sequence, or “string”, of symbols $w_i$ drawn from a totally ordered finite alphabet $\Sigma$. The common distribution $\mu$ of the keys (called a probabilistic source) is allowed to be any distribution over words, i.e., the distribution of any stochastic process with time parameter set $\{1, 2, \ldots\}$ and state space $\Sigma$. We know thanks to Kolmogorov’s consistency criterion (e.g., Theorem 3.36 in Chung (2001)) that the possible distributions $\mu$ are in one-to-one correspondence with consistent specifications of finite-dimensional marginals, i.e., of the fundamental probabilities

$$p_w := \mu(\{w_1 w_2 \cdots w_k\} \times \Sigma^\infty) \text{ with } w = w_1 w_2 \cdots w_k \in \Sigma^*.$$ (1.1)

This $p_w$ is the probability that a word drawn from $\mu$ has $w$ as its length-$k$ prefix.

For each $n$, the QuickSort algorithm of Hoare (1962) can be used to sort the first $n$ keys to be generated. We may and do assume that the first key in the sequence is chosen as the pivot, and that the same is true recursively (in the sense, for example, that the pivot used to sort the keys smaller than the
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original pivot is the first key to be generated that is smaller than the original pivot). A comparison of two keys is done by scanning the two words from left to right, comparing the symbols of matching index one by one until a difference is found. We let \( S_n \) denote the total number of symbol comparisons needed when \( n \) keys are sorted by QuickSort.

**Theorem 1.1 (Fill (2012), Theorem 3.1)** Consider the continuous-time setting in which independent and identically distributed keys are generated from a probabilistic source at the arrival times of an independent Poisson process \( N \) with unit rate. Let \( S(t) = S_N(t) \) denote the number of symbol comparisons required by QuickSort to sort the keys generated through epoch \( t \), and let

\[
Y(t) := \frac{S(t) - ES(t)}{t}, \quad 0 < t < \infty.
\]

Let \( p \in [2, \infty) \) and assume that

\[
\sum_{k=0}^{\infty} \left( \sum_{w \in \Sigma^k} p_w^2 \right)^{1/p} < \infty.
\]

Then there exists a random variable \( Y \) such that \( Y(t) \to Y \) in \( L^p \). Thus \( Y(t) \overset{d}{\to} Y \), with convergence of moments of orders \( \leq p \); in particular, \( EY = 0 \).

We assume throughout this extended abstract that \((1.3)\) holds with \( p = 2 \), which [as noted in Remark 3.2(b) of Fill (2012)] is the weakest instance of \((1.3)\). From Theorem 1.1, we know that \( \text{Var} \ S(t) = O(t^2) \) as \( t \to \infty \), but we don’t know that \( \text{Var} \ S(t) = \Theta(t^2) \) because the theorem does not contain the important information that the limiting random variable \( Y \) is nondegenerate (i.e., does not almost surely vanish).

The purpose of the present extended abstract is to show that \( Y \) is nondegenerate; this is stated as our main Theorem 2.1 below. The proof turns out to be surprisingly difficult; we do not know the value of \( \text{Var} \ Y \), and the proof of Theorem 2.1 does not provide it. The consequence \( \text{Var} \ S(t) = \Theta(t^2) \) of our Theorem 2.1 settles a question that has been open since the work of Fill and Janson (2004) even in the special case of the standard binary source with \( \Sigma = \{0, 1\} \) and the fundamental probabilities of (1.1) equal to \( 2^{-k} \).

## 2 Main results

The following is the main theorem of this extended abstract.

**Theorem 2.1** The limit distribution in Theorem 1.1 is nondegenerate.

Throughout this extended abstract, we work in the setting of Theorem 1.1. Theorem 2.1 follows immediately from Propositions 2.3–2.4 in this section.

**Definition 2.2** For an integer \( k \) and a prefix \( w \in \Sigma^k \) we define (with little possibility of notational confusion), for comparisons among keys that have arrived by epoch \( t \), the counts

\[
S_k(t) := \text{number of comparisons of (}k + 1\text{)st symbols},
\]

\[
S_w(t) := \text{number of comparisons of (}k + 1\text{)st symbols between keys with prefix } w.
\]

The following two propositions combine to establish Theorem 2.1. We write \( \Sigma^* := \cup_{0 \leq k < \infty} \Sigma^k \) for the set of all prefixes.
Proposition 2.3 If the random variables $S_w(t)$, $w \in \Sigma^*$, are nonnegatively correlated for each fixed $t$, then the limit distribution in Theorem 1.1 is nondegenerate.

A proof of Proposition 2.3 can be found in Section 3 (see Subsection 3.2).

Proposition 2.4 For each fixed $t$, the random variables $S_w(t)$, $w \in \Sigma^*$, are nonnegatively correlated.

A proof of Proposition 2.4 can be found in Section 4 (see Subsection 4.2).

3 Proof of Proposition 2.3

3.1 A lower bound for the variance of $K(t)$

Definition 3.1 If $K_n$ is the number of key comparisons needed to sort the first $n$ keys to arrive using Quicksort, and $N$ is the Poisson process in Theorem 1.1 (independent of the generation of the keys), we define $K(t) := K_N(t)$.

In order to prove Proposition 2.3, we first establish the following lemma.

Lemma 3.2 We have

$$\text{Var} K(t) \geq (1 + o(1))\sigma^2 t^2 \text{ as } t \to \infty$$

where $\sigma^2 := 7 - \frac{2}{3} \pi^2$.

Proof: By the law of total variance (namely, variance equals the sum of expectation of conditional variance and variance of conditional expectation) we have

$$\text{Var} K(t) \geq E \text{ Var}[K(t) | N(t)] = e^{-t} \sum_{n=0}^{\infty} \frac{t^n}{n!} \text{ Var} K_n. \quad (3.1)$$

From (for example) (1.2) in Fill and Janson (2002) we have

$$\text{Var} K_n = 7n^2 - 4(n + 1)^2 H_n^{(2)} - 2(n + 1) H_n + 13n$$

where $H_n^{(r)} := \sum_{i=1}^{n} i^{-r}$ is the $r$th harmonic number of order $r$ and $H_n := H_n^{(1)}$ is the $n$th harmonic number, so

$$\lim_{n \to \infty} \frac{\text{Var} K_n}{n^2} = \sigma^2.$$

It follows that, given $\alpha > 0$, there exists $n_\alpha$ such that

$$\text{Var} K_n \geq (1 - \alpha)\sigma^2 n^2 \text{ for all } n \geq n_\alpha.$$

We therefore have from (3.1) that

$$\text{Var} K(t) \geq (1 - \alpha)\sigma^2 e^{-t} \sum_{n=n_\alpha}^{\infty} \frac{t^n}{n!} n^2$$

$$= (1 + o(1))(1 - \alpha)\sigma^2 e^{-t} \sum_{n=0}^{\infty} \frac{t^n}{n!} n^2$$

$$= (1 + o(1))(1 - \alpha)\sigma^2 (t^2 + t) = (1 + o(1))(1 - \alpha)\sigma^2 t^2,$$

where the asymptotics here are as $t \to \infty$. Since $\alpha > 0$ is arbitrary, the lemma follows. \qed
3.2 Proof of Proposition 2.3

Definition 3.3 For any nonnegative integer $k$, with $S_k(t)$ as in Definition 2.2 we define

$$Y_k(t) := \frac{S_k(t) - \mathbb{E}S_k(t)}{t}.$$ 

Proof of Proposition 2.3: With $Y(t)$ as in Theorem 1.1, we have

$$Y(t) = \sum_{k=0}^{\infty} Y_k(t)$$

and, from Theorem 1.1

$$\text{Var } Y(t) \to \text{Var } Y \text{ as } t \to \infty. \tag{3.2}$$

Knowing that

$$\mathbb{E} Y_k(t) = 0 \text{ for any nonnegative integer } k \text{ and } t \in (0, \infty),$$

that

$$\mathbb{E} Y(t) = 0 \text{ for } t \in (0, \infty),$$

and finally [as shown in the proof in Fill (2012) of the above Theorem 1.1] that the random variables $Y_k(t)$ satisfy the hypotheses of the elementary probabilistic Lemma 2.8 of Fill (2012) with $t_0 = 1$ and $p = 2$ for some $p' \in (2, \infty)$, we have from conclusion (a) of that lemma for any $t \in (0, \infty)$ that

$$\text{Var } \left( \sum_{k=0}^{n} Y_k(t) \right) \to \text{Var } Y(t) \text{ as } n \to \infty. \tag{3.3}$$

Now, from the fact that

$$S_k(t) = \sum_{w \in \Sigma^k} S_w(t) \text{ for any } k,$$

we have

$$\text{Var } \left( \sum_{k=0}^{n} Y_k(t) \right) = \sum_{k=0}^{n} \text{Var } Y_k(t) + 2 \sum_{0 \leq i < j \leq n} \text{Cov}(Y_i(t), Y_j(t))$$

$$= \sum_{k=0}^{n} \text{Var } Y_k(t) + \frac{2}{t^2} \sum_{0 \leq i < j \leq n} \text{Cov}(S_i(t), S_j(t))$$

$$= \sum_{k=0}^{n} \text{Var } Y_k(t) + \frac{2}{t^2} \sum_{0 \leq i < j \leq n} \sum_{w \in \Sigma^i} \sum_{w' \in \Sigma^j} \text{Cov}(S_w(t), S_{w'}(t)).$$

This allows us to conclude that if for each fixed $t$ the random variables $S_w(t)$ with $w \in \Sigma^*$ are nonnegatively correlated, then

$$\text{Var } \left( \sum_{k=0}^{n} Y_k(t) \right) \geq \sum_{k=0}^{n} \text{Var } Y_k(t)$$
and therefore, considering (3.3), that

\[ \text{Var } Y(t) \geq \sum_{k=0}^{\infty} \text{Var } Y_k(t) \geq \text{Var } Y_0(t). \] (3.4)

As noted in (Fill 2012 (3.3)–(3.4)), for any fixed \( t \) and any \( k \geq 0 \) we have that

the random variables \( S_w(t) \) with \( w \in \Sigma^k \) are independent, and \( S_w(t) \overset{\text{d}}{=} K(p_w t) \),

where \( K(t) \) is defined in Definition 3.1. It follows from (3.4) and Lemma 3.2 that

\[ \text{Var } Y(t) \geq t^{-2} \text{Var } K(t) \geq (1 + o(1)) \sigma^2, \]

which implies from (3.2) that

\[ \text{Var } Y \geq \sigma^2 > 0. \]

\[ \square \]

4 The random variables \( S_w(t), w \in \Sigma^* \), are nonnegatively correlated

In this section, we first prove the following (in Subsection 4.1) and then complete the proof of Proposition 2.4 in Subsection 4.2.

**Proposition 4.1** Let \( w \in \Sigma^* \). Then the random variables \( S_\emptyset(t) \) and \( S_w(t) \) are nonnegatively correlated.

**4.1 The random variables \( S_\emptyset(t) \) and \( S_w(t) \) for any \( w \in \Sigma^* \) are nonnegatively correlated**

In this Subsection 4.1 we prove Proposition 4.1 which states that

\[ \text{Cov}(S_\emptyset(t), S_w(t)) \geq 0 \text{ for any } w \in \Sigma^*, \] (4.1)

with the understanding that \( S_\emptyset(t) = K(t) = K_N(t) \).

**Proof of Proposition 4.1:** We have

\[ \text{Cov}(S_\emptyset(t), S_w(t)) = \text{Cov}(K(t), S_w(t)) = T_w(t) + V_w(t) \] (4.2)

where

\[ T_w(t) := \text{Cov}(E[K(t) \mid N(t)], E[S_w(t) \mid N(t)]) \] (4.3)

and

\[ V_w(t) := E \text{Cov}(K(t), S_w(t) \mid N(t)). \] (4.4)

But Propositions 4.2–4.3 will demonstrate that the expressions \( T_w(t) \) and \( V_w(t) \) are each nonnegative. \( \square \)
4.1.1 Nonnegativity of $T_w(t)$

Here we prove the following result.

**Proposition 4.2** The expression $T_w(t)$ defined in (4.3) is nonnegative.

**Proof:** We have

$$E[K(t) \mid N(t) = n] = \kappa_n := E K_n,$$

which is increasing with $n$; and

$$E[S_w(t) \mid N(t) = n] = \sum_{j=0}^{n} \binom{n}{j} p_w^j (1 - p_w)^{n-j} \kappa_j$$

is also increasing, following from the fact that the Binomial$(n, p_w)$ distributions increase stochastically with $n$.

By “Chebyshev’s other inequality” [Fink and Jodeit (1984)], we can conclude that

$$\text{Cov}(E[K(t) \mid N(t)], E[S_w(t) \mid N(t)]) \geq 0,$$

which finishes the proof of the proposition. \qed

4.1.2 Nonnegativity of $V_w(t)$

In this subsection we prove the following proposition, thereby completing the proof of Proposition 4.1.

**Proposition 4.3** The expression $V_w(t)$ defined in (4.4) is nonnegative.

This will be accomplished using the next two propositions, Propositions 4.5 and 4.8. But first, writing $\kappa_n := E K_n$ for the expected number of key comparisons required to sort the first $n$ keys to arrive, we need to record (a) the classical “divide and conquer” fact that

$$\kappa_d = \frac{1}{d} \sum_{j=1}^{d} (d - 1 + \kappa_{j-1} + \kappa_{d-j}) = \frac{1}{d} \sum_{j=e+1}^{e+d} (d - 1 + \kappa_{j-1-e} + \kappa_{e+d-j})$$

(4.5)

for any two integers $e$ and $d \geq 1$ and (b) the following lemma.

**Lemma 4.4** If

$$\Sigma(n, a, b) := \sum_{j=a+1}^{a+b} (\kappa_{j-1} + \kappa_{n-j})(b - 1 + \kappa_{j-1-a} + \kappa_{b+a-j} - \kappa_b)$$

$$= \sum_{j=1}^{b} (\kappa_{j+a-1} + \kappa_{n-j-a})(b - 1 + \kappa_{j-1} + \kappa_{b-j} - \kappa_b)$$

for any nonnegative integers $a$, $b$, and $n$ with $a + b \leq n$, then

$$\Sigma(n, a, b) \geq 0.$$
Due to space limitations, the proof of Lemma 4.4 is not included here, but will be included in the full-length paper.

**Proposition 4.5** If

$$\psi(n, a, b) := n^{-1} \sum_{a < j \leq a + b} (n - 1 + \kappa_{j - 1} + \kappa_{n - j} - \kappa_n)(b - 1 + \kappa_{j - 1 - a} + \kappa_{b + a - j} - \kappa_b) \quad (4.6)$$

for any nonnegative integers $a$, $b$, and $n$ with $a + b \leq n$, then

$$\psi(n, a, b) \geq 0.$$ 

**Proof:** We have

$$\psi(n, a, b) = n^{-1} \sum_{a < j \leq a + b} (\kappa_{j - 1} + \kappa_{n - j})(b - 1 + \kappa_{j - 1 - a} + \kappa_{b + a - j} - \kappa_b)$$

$$+ n^{-1}(n - 1 - \kappa_n) \sum_{a < j \leq a + b} (b - 1 + \kappa_{j - 1 - a} + \kappa_{b + a - j} - \kappa_b)$$

$$= n^{-1} \sum_{a < j \leq a + b} (\kappa_{j - 1} + \kappa_{n - j})(b - 1 + \kappa_{j - 1 - a} + \kappa_{b + a - j} - \kappa_b)$$

$$= n^{-1} \sum_{a < j \leq a + b} (\kappa_{j - 1} + \kappa_{n - j})(b - 1 + \kappa_{j - 1 - a} + \kappa_{b + a - j} - \kappa_b)$$

$$= n^{-1} \sum_{a < j \leq a + b} \geq 0,$$

where the second equality follows from (4.5), and the inequality from Lemma 4.4. $\Box$

**Definition 4.6** Let $w \in \sum^*$, and let $n$ be any nonnegative integer. We define $S_{n,w}$ to be the number of key comparisons between those keys (from among the $n$ first to arrive) with prefix $w$.

**Definition 4.7** For any $w \in \sum^*$, and nonnegative integer $n$, we define $N_{n,w}$ to be the number of keys (from among the $n$ first to arrive) with prefix $w$, and

$$N_{n,w} := \sum_{w' \in \sum^{|w|}} N_{n,w'}.$$

**Proposition 4.8** For any nonnegative integers $a$, $b$, and $n$ with $a + b \leq n$, we have

$$\text{Cov}(K_n, S_{n,w} \mid N_{n,w} = b, N_{n,w-} = a) \geq 0. \quad (4.7)$$

**Proof:** We will prove the proposition by strong induction on $n$. For that, we further condition on $J_n := \text{the rank of the root key among the first } n \text{ keys}$. Applying the law of total covariance (namely, covariance equals the sum of expectation of conditional covariance and covariance of conditional expectations) to the
conditional covariance in question, we find

\[
\text{Cov}(K_n, S_{n,w} \mid N_{n,w} = b, N_{n,w-} = a) \quad \text{(4.8)}
\]

\[
= \sum_{j=1}^{n} \mathbb{P}[J_n = j \mid N_{n,w} = b, N_{n,w-} = a]
\]

\[
\times (\mathbb{E}[K_n \mid N_{n,w} = b, N_{n,w-} = a, J_n = j] - \mathbb{E}[K_n \mid N_{n,w} = b, N_{n,w-} = a])
\]

\[
\times (\mathbb{E}[S_{n,w} \mid N_{n,w} = b, N_{n,w-} = a, J_n = j] - \mathbb{E}[S_{n,w} \mid N_{n,w} = b, N_{n,w-} = a])
\]

\[
+ \sum_{j=1}^{n} \mathbb{P}[J_n = j \mid N_{n,w} = b, N_{n,w-} = a]
\]

\[
\times \text{Cov}(K_n, S_{n,w} \mid N_{n,w} = b, N_{n,w-} = a, J_n = j).
\]

In preparation for handling (4.8), we begin with three observations, mainly concerning the first of the two terms on the right in (4.8).

(i) \((K_n, J_n)\) and \((N_{n,w}, N_{n,w-})\) are independent, so for any \(j = 1, \ldots, n\) and any nonnegative integers \(a\) and \(b\), we have

\[
\mathbb{P}[J_n = j \mid N_{n,w} = b, N_{n,w-} = a] = \mathbb{P}[J_n = j] = \frac{1}{n},
\]

and

\[
\mathbb{E}[K_n \mid N_{n,w} = b, N_{n,w-} = a, J_n = j] = \mathbb{E}[K_n \mid J_n = j] = n - 1 + \kappa_{j-1} + \kappa_{n-j},
\]

and

\[
\mathbb{E}[K_n \mid N_{n,w} = b, N_{n,w-} = a] = \mathbb{E} K_n = \kappa_n.
\]

Also

\[
\mathbb{E}[S_{n,w} \mid N_{n,w} = b, N_{n,w-} = a] = \kappa_b.
\]

Keep in mind in the observations to follow that \(a\) is the value of \(N_{n,w-}\), that \(b\) is the value of \(N_{n,w}\), and that \(j\) is the value of \(J_n\).

(ii) If \(a < j < a + b\), which happens in the case that the root key has its prefix of length \(|w|\) equal to \(w\), then there are \(j - 1 - a\) keys among the \(j - 1\) that fall to the left of the pivot key that have \(w\) as their prefix of length \(|w|\), and \(b + a - j\) keys among the \(n - j\) that fall to the right of the pivot key that have \(w\) as their prefix of length \(|w|\). So

\[
\mathcal{L}(S_{n,w} \mid N_{n,w} = b, N_{n,w-} = a, J_n = j) = \mathcal{L}(b - 1 + D_{j-1,j-1-a}^{j'} + D_{a-j,b+a-j}^{n})
\]

where \(D_{j-1,j-1-a}^{j'}\) and \(D_{a-j,b+a-j}^{n}\) are independent, and

\[
\mathcal{L}(D_{j-1,j-1-a}^{j'}) = \mathcal{L}(S_{j-1,w} \mid N_{j-1,w} = j - 1 - a, N_{j-1,w-} = a) = \mathcal{L}(K_{j-1-a}),
\]

and similarly

\[
\mathcal{L}(D_{a-j,b+a-j}^{n}) = \mathcal{L}(K_{b+a-j});
\]

hence

\[
\mathbb{E}[S_{n,w} \mid N_{n,w} = b, N_{n,w-} = a, J_n = j] = b - 1 + \kappa_{j-1-a} + \kappa_{b+a-j}.
\]
(iii) If \( j \leq a \) or \( a + b < j \), which happens if the root key has its prefix of length \(|w|\) different from \( w \), then all of the keys that have \( w \) as their prefix of length \(|w|\) fall on the same side of the pivot key. So

\[
\mathcal{L}(S_{n,w} \mid N_{n,w} = b, N_{n,w-} = a, J_n = j) = \mathcal{L}(K_b)
\]

and

\[
\mathbb{E}[S_{n,w} \mid N_{n,w} = b, N_{n,w-} = a, J_n = j] = \kappa_b.
\]

Equation (4.8) now yields

\[
\text{Cov}(K_n, S_{n,w} \mid N_{n,w} = b, N_{n,w-} = a) = \frac{1}{n} \sum_{a < j \leq a + b} (n - 1 + \kappa_{j-1} + \kappa_{n-j} - \kappa_n)(b - 1 + \kappa_{j-1-a} + \kappa_{b+a-j} - \kappa_b)
\]

\[
+ \frac{1}{n} \sum_{1 \leq j \leq a} (n - 1 + \kappa_{j-1} + \kappa_{n-j} - \kappa_n)(\kappa_b - \kappa_b)
\]

\[
+ \frac{1}{n} \sum_{a + b < j \leq n} (n - 1 + \kappa_{j-1} + \kappa_{n-j} - \kappa_n)(\kappa_b - \kappa_b)
\]

\[
+ \frac{1}{n} \sum_{j=1}^{n} \text{Cov}(K_n, S_{n,w} \mid N_{n,w} = b, N_{n,w-} = a, J_n = j)
\]

\[
= \frac{1}{n} \sum_{a < j \leq a + b} (n - 1 + \kappa_{j-1} + \kappa_{n-j} - \kappa_n)(b - 1 + \kappa_{j-1-a} + \kappa_{b+a-j} - \kappa_b)
\]

\[
+ \frac{1}{n} \sum_{j=1}^{n} \text{Cov}(K_n, S_{n,w} \mid N_{n,w} = b, N_{n,w-} = a, J_n = j)
\]

\[
= \psi(n, a, b) + \frac{1}{n} \sum_{j=1}^{n} \text{Cov}(K_n, S_{n,w} \mid N_{n,w} = b, N_{n,w-} = a, J_n = j)
\]

\[
\geq \frac{1}{n} \sum_{j=1}^{n} \text{Cov}(K_n, S_{n,w} \mid N_{n,w} = b, N_{n,w-} = a, J_n = j),
\]

where the last equality follows from (4.6), and the inequality from Proposition 4.3. So, to prove that (4.7) holds, we only need to prove that

\[
\text{Cov}(K_n, S_{n,w} \mid N_{n,w} = b, N_{n,w-} = a, J_n = j) \geq 0 \text{ for any } 1 \leq j \leq n. \quad (4.9)
\]

First note that if \( n = 1 \), then \( K_n \equiv 0 \) and hence (4.9) holds.

Now let’s assume that (4.7) holds for any natural number smaller than a given natural number \( n \). Then:

**Case A.** If \( a < j \leq a + b \) then there are \( j - 1 - a \) keys among the \( j - 1 \) that fall to the left of the pivot key that have their prefix of length \(|w|\) equal to \( w \), and \( b + a - j \) keys among the \( n - j \) that fall to the right
of the pivot key that have their prefix of length \(|w|\) equal to \(w\). So

\[
\mathcal{L}(K_n, S_{n,w} | N_{n,w} = b, N_{n,w-} = a, J_n = j) = \mathcal{L}(n - 1 + K'_{j-1} + K''_{n-j}, b - 1 + D'_{j-1,j-1-a} + D''_{n-j,b+a-j})
\]

where

\[
\mathcal{L}(K'_{j-1}, D'_{j-1,j-1-a}) = \mathcal{L}(K_{j-1}, S_{j-1,w} | N_{j-1,w} = j - 1 - a, N_{j-1,w-} = a)
\]

and

\[
\mathcal{L}(K'_{n-j}, D''_{n-j,b+a-j}) = \mathcal{L}(K_{n-j}, S_{n-j,w} | N_{n-j,w} = b + a - j, N_{n-j,w-} = 0)
\]

and also

\[
(K'_{j-1}, D'_{j-1,j-1-a}) \text{ and } (K''_{n-j}, D''_{n-j,b+a-j}) \text{ are independent.}
\]

In this case, therefore,

\[
\text{Cov}(K_n, S_{n,w} | N_{n,w} = b, N_{n,w-} = a, J_n = j) = \text{Cov}(n - 1 + K'_{j-1} + K''_{n-j}, b - 1 + D'_{j-1,j-1-a} + D''_{n-j,b+a-j})
\]

\[
= \text{Cov}(K'_{j-1}, D'_{j-1,j-1-a}) + \text{Cov}(K''_{n-j}, D''_{n-j,b+a-j})
\]

\[
= \text{Cov}(K_{j-1}, S_{j-1,w} | N_{j-1,w} = j - 1 - a, N_{j-1,w-} = a)
\]

\[
+ \text{Cov}(K_{n-j}, S_{n-j,w} | N_{n-j,w} = b + a - j, N_{n-j,w-} = 0) \geq 0
\]

by strong induction, since \(j - 1 < n\) and \(n - j < n\).

CASE B. If \(j \leq a\), which happens if the keys that have \(w\) as their prefix of length \(|w|\) all fall to the right of the pivot key, then

\[
\mathcal{L}(K_n, S_{n,w} | N_{n,w} = b, N_{n,w-} = a, J_n = j) = \mathcal{L}(n - 1 + K'_{j-1} + K''_{n-j}, D''_{n-j,b})
\]

where

\[
\mathcal{L}(K'_{j-1}) = \mathcal{L}(K_{j-1})
\]

and

\[
\mathcal{L}(K''_{n-j}, D''_{n-j,b}) = \mathcal{L}(K_{n-j}, S_{n-j,w} | N_{n-j,w} = b, N_{n-j,w-} = a - j)
\]

and also

\[
K'_{j-1} \text{ and } (K''_{n-j}, D''_{n-j,b}) \text{ are independent.}
\]

In this case, therefore,

\[
\text{Cov}(K_n, S_{n,w} | N_{n,w} = b, N_{n,w-} = a, J_n = j) = \text{Cov}(n - 1 + K'_{j-1} + K''_{n-j}, D''_{n-j,b})
\]

\[
= \text{Cov}(K_{j-1}, S_{j-1,w} | N_{j-1,w} = j - 1 - a, N_{j-1,w-} = a)
\]

\[
+ \text{Cov}(K_{n-j}, S_{n-j,w} | N_{n-j,w} = b, N_{n-j,w-} = a - j) \geq 0
\]

by strong induction, since \(n - j < n\).

CASE C. If \(a + b < j\), which happens if the keys that have \(w\) as their prefix of length \(|w|\) all fall to the left of the pivot key, then

\[
\mathcal{L}(K_n, S_{n,w} | N_{n,w} = b, N_{n,w-} = a, J_n = j) = \mathcal{L}(n - 1 + K'_{j-1} + K''_{n-j}, D'_{j-1,b})
\]
where

\[ \mathcal{L}(K'_{j-1}, D'_{j-1,b}) = \mathcal{L}(K_{j-1}, S_{j-1,w} | N_{j-1, w} = b, N_{j-1, w}^{-} = a) \]

and

\[ \mathcal{L}(K''_{n-j}) = \mathcal{L}(K_{n-j}) \]

and also

\[(K'_{j-1}, D'_{j-1,b}) \text{ and } K''_{n-j} \text{ are independent.}\]

In this case, therefore,

\[ \text{Cov}(K_n, S_n, w | N_n, w = b, N_n, w^{-} = a, J_n = j) = \text{Cov}(n - 1 + K'_{j-1} + K''_{n-j}, D'_{j-1,b}) = \text{Cov}(K'_{j-1}, D'_{j-1,b}) \]

by strong induction, since \( j - 1 < n \).

In all three cases (4.9) holds, which concludes the proof of the proposition. \( \square \)

**Proof of Proposition 4.3.** To prove Proposition 4.3, which asserts that

\[ \mathbf{E} \text{Cov}(K(t), S_w(t) | N(t)) \geq 0, \]

it’s enough to show that

\[ \text{Cov}(K(t), S_w(t) | N(t) = n) \geq 0 \text{ for all } n = 0, 1, 2, \ldots \]

But

\[ \text{Cov}(K(t), S_w(t) | N(t) = n) = \text{Cov}(K_n, S_n, w), \]

and conditioning on \( N_n, w \) and \( N_n, w^{-} \) we have

\[ \text{Cov}(K_n, S_n, w) = \text{Cov}(E[K_n | N_n, w, N_n, w^{-}], E[S_n, w | N_n, w, N_n, w^{-}]) \]

\[ + \text{E Cov}(K_n, S_n, w | N_n, w, N_n, w^{-}). \]

Knowing that \( K_n \) and \( (N_n, w, N_n, w^{-}) \) are independent, we have

\[ \text{Cov}(E[K_n | N_n, w, N_n, w^{-}], E[S_n, w | N_n, w, N_n, w^{-}]) = \text{Cov}(\kappa_n, \kappa_{N_n, w}) = 0. \]

We have now reduced to proving

\[ \mathbf{E} \text{Cov}(K_n, S_n, w | N_n, w, N_n, w^{-}) \geq 0, \]

which is achieved by Proposition 4.8. \( \square \)
4.2 The general case

Proof of Proposition 2.4:
Let $w$ and $w'$ be in $\Sigma^*$. On the one hand, if the prefixes $w$ and $w'$ are inconsistent in the sense that no word has both $w$ and $w'$ as prefixes (for example, if $w = 01$ and $w' = 1$), then $S_w(t)$ and $S_{w'}(t)$ are independent and therefore uncorrelated. On the other hand, if $w$ and $w'$ are not inconsistent, then either $w'$ is a prefix of $w$ or $w$ is a prefix of $w'$ (or both, which is precisely the case $w = w'$). Let’s assume without loss of generality that $w'$ is a prefix of $w$; then $w = w'w''$, the concatenation of $w'$ with another prefix $w''$. Having begun with a probabilistic source $\mu$, consider the source $\mu'$ obtained by conditioning on prefix $w'$, and use notation $S'$ for symbol-count variables for source $\mu'$ just as $S$ is used for source $\mu$. [Observe that $\mu'$, like $\mu$, satisfies the condition (1.3).] Then
\[ \mathcal{L}(S_w'(t), S_w(t)) = \mathcal{L}(S'_0(p_w't), S'_{w''}(p_{w''}t)). \]
The result follows from Proposition 3.1.
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