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ABSTRACT
Deep Reinforcement Learning (Deep RL) has been in the spotlight for the past few years, due to its remarkable abilities to solve problems which were considered to be practically unsolvable using traditional Machine Learning methods. However, even state-of-the-art Deep RL algorithms have various weaknesses that prevent them from being used extensively within industry applications, with one such major weakness being their sample-inefficiency. In an effort to patch these issues, we integrated a meta-learning technique in order to shift the objective of learning to solve a task into the objective of learning how to learn to solve a task (or a set of tasks), which we empirically show that improves overall stability and performance of Deep RL algorithms. Our model, named REIN-2, is a meta-learning scheme formulated within the RL framework, the goal of which is to develop a meta-RL agent (meta-learner) that learns how to produce other RL agents (inner-learners) that are capable of solving given environments. For this task, we convert the typical interaction of an RL agent with the environment into a new, single environment for the meta-learner to interact with. Compared to traditional state-of-the-art Deep RL algorithms, experimental results show remarkable performance of our model in popular OpenAI Gym environments in terms of scoring and sample efficiency, including the Mountain Car hard-exploration environment.
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1 Introduction
Reinforcement Learning (RL) has been a topic of strong interest in the past, allowing researchers to develop and analyze behaviors that are suitable for solving complex problems. This is due to the reward-or-punish nature of RL, which rewards an agent for performing actions that lead to favorable outcomes, or imposes a punishment when the performed actions diverge from a solution of the problem in hand. In the recent years, Deep Learning methods were incorporated into traditional RL techniques to create the field of Deep Reinforcement Learning (Deep RL). Such methodologies lead to extraordinary results in solving highly complex problems and indicated new, promising directions towards building powerful Artificial General Intelligence systems [Lazaridis et al., 2020].

However, despite the numerous achievements and applications of Deep RL, there are still critical issues that need to be addressed before these methods are considered “safe” and practical for real-world uses. One such critical problem is the lack of sample efficiency during the training procedure, since even the most sample-efficient state-of-the-art Deep RL models require large amounts of interactions with an environment (i.e. experience) until satisfying performance is achieved, especially when the environment dynamics are highly complex [Lazaridis et al., 2020]. This constitutes a major drawback in cases where the cost of performing wrong actions is high, and thus effective training is essentially impossible.

*Corresponding author.
The attempts to develop sample-efficient Deep RL methods have led to significant progress in the field, with model-based methods being the most promising against this obstacle [Deisenroth and Rasmussen, 2011, Sutton and Barto, 2018]. On the other hand, model-free methods also make use of techniques that target sample-efficiency, such as Prioritized Experience Replay with Importance Sampling [Hinton, 2007, Mahmood et al. 2014, Schaul et al. 2015], but have not reached yet the fast learning abilities of model-based algorithms.

In this paper, we propose the application of meta-learning in the field of Deep RL for the purpose of creating sample-efficient and high-performance agents out-of-the-box, i.e. Deep RL agents that are already able to solve tasks, through the use of an external Deep RL process. Our algorithm, termed REIN-2 (REINforcement within REINforcement), is in essence a model-free method for training a meta-learning Deep RL model (the meta-learner) that, through the use of Deep RL techniques, learns to produce other Deep RL agents (the inner-learners) ready to be used within a particular environment. In meta-learning, the goal is to produce an external objective function that optimizes another, internal optimization process; for this reason, meta-learning is also commonly known as the process of “learning to learn”.

The proposed system allows for fast and efficient development of Deep RL agents, such as Deep Q-Networks [Mnih et al., 2015], which are not trained with the standard training procedures. The meta-learner has the role of a “factory” that produces trained inner-learners that are ready to solve a given environment, and learns to do so using Deep RL methods. Each produced inner-learner is evaluated on that environment, and its performance is used as feedback to the meta-learner in order to adjust the agent-production process.

In order to implement our methodology, we developed an end-to-end Deep RL framework that allows for easy integration between the meta-learner and the inner-learners, as well as their corresponding Deep RL algorithms. Experimental results show significant abilities of our model to develop high-performance agents on different environments included within the OpenAI Gym platform [Brockman et al., 2016]. More particularly, we achieved to outperform state-of-the-art Deep RL algorithms on toy environments by several orders of magnitude in terms of both performance and number of steps.

The rest of the paper is organized as follows. In section 2 we provide a compact overview of techniques related to meta-learning and Deep RL, highlighting the most notable ones that are similar to ours, along with key differences. In section 3 we describe our methodology thoroughly, including our framework setup, architectural details and further aspects of our implementation. In section 4 we present the experiments conducted using our proposed methodology and their results, along with a direct comparison with state-of-the-art models, and discuss our findings in section 5. We conclude our work in section 6, where we sum up our proposed model and its usefulness in pushing the boundaries of Deep RL, as well as give insights regarding future extensions of the system.

## 2 Related Work

Meta-RL is a field that can be used for optimizing various objectives. For example, meta-RL is commonly used for generalization purposes, i.e. developing a single agent that can succeed in solving multiple problems [Gupta et al., 2018], as well as for increasing algorithm sample-efficiency [Clavera et al., 2019]. In other words, it can promote adaptation of existing artificial intelligence in new experience by improving an agent’s representation capacity or employing strategies for fast learning using prior knowledge [Duan et al., 2016, Kirsch et al., 2020, Wang et al., 2016]. Alternatively, it can be used for learning model parameters (e.g. learning rate) in different tasks [Finn et al., 2017], or allowing agents to communicate efficiently in order to solve sparse rewards problems [Parisotto et al., 2019].

A similar approach has been proposed in Sample-Efficient Automated RL (SEARL) [Franke et al., 2020], in which the purpose is to generate high-performance and sample-efficient Deep RL agents by using a population-based meta-optimization technique. However, there are two key differences from our proposed model: first, the meta-learning technique in SEARL is based on Neuroevolution [Florenco et al., 2008, Stanley et al., 2019] and not on Deep RL methods, in contrast to ours, which is a completely Deep RL-based framework, and second, the generated agents are not optimized with respect to their network weights, but to their hyperparameters and network architecture instead.

Likewise, models such as Proximal Distilled Evolutionary Reinforcement Learning (PDERL) [Bodnar et al., 2020] and Collaborative Evolutionary Reinforcement Learning (CERL) [Khadka et al., 2019] are based on the Evolutionary RL framework [Khadka and Tumer, 2018], both of which use meta-techniques inspired by the evolutionary biological mechanisms to optimize Deep RL agents. Even though in this kind of evolutionary setting the aim is to discover high-performance Deep RL agents with a reduced sample-efficiency, the meta-learning process itself is not based on Deep RL.

Compared to these meta-techniques, our model uses solely two Deep RL algorithms, used for two different processes that are interconnected. This effectively reduces sample size and improves performance for the task in hand, while incorporating a novel randomized batch vector strategy approach to reduce action space.
Figure 1: REIN-2 framework pipeline. The meta-learner at timestep $t_{out}$ produces the inner-learner, who is evaluated in the inner environment $env^{in}$. After multiple episodes of interaction with the inner environment, the average reward value $r_{out}$ received by the inner-learner during evaluation is used as the reward signal to the meta-learner. Finally, the new state of the outer environment $s_{out}^{out}$ is defined to be the difference between the inner-learners at timesteps $t_{out}$ and $t_{out} - 1$ respectively.

Algorithm 1 REIN-2 Pseudocode

Input: Inner-learner model $M_{in}^{in}$
Meta-learner model $M_{out}^{out}$
Inner-environment $P_{in}^{in} : (S_{in}, A_{in}, R_{in}, P_{in})$
Outer-environment $P_{out}^{out} : (S_{out}, A_{out}, R_{out}, P_{out})$

Output: Trained meta-learner model

1: Initialize parameters $\theta$ and $\theta'$
2: for $t_{out} = 1:T_{out}$ do
3: $R_{in} = 0$
4: for $t_{in} = 1:T_{in}$ do
5: $R_{in} \leftarrow \text{Evaluate}(M_{in}^{in}, P_{in}) + R_{in}$
6: end for
7: $R_{out} \leftarrow \frac{R_{in}}{N}$
8: $\theta' \leftarrow \text{UpdateMeta}(M_{out}^{out}, R_{out})$
9: $a_{out} \leftarrow \text{GetActionMeta}(M_{out}^{out}, s_{out}^{out}), s_{out}^{out} \in S_{out}$
10: $\theta \leftarrow a_{out}$
11: end for

3 Methodology

In order to implement REIN-2, we developed a flexible end-to-end framework for this meta-learning mechanism (Figure 1). The pseudo algorithm is presented in Algorithm 1. More specifically, a Deep RL algorithm has the role of the meta-learner, who learns how to generate suitable inner-learners, i.e. other Deep RL agents who are appropriately tuned to solve given problems (inner environments) without performing any further training procedures of their own. Tuning, in this case, and as explained in detail in the following sections, refers to adjusting a neural network’s weights, but can be generalized to replace the trainable target of any learning system. Even though the inner-learners do not use the received rewards from the inner-environments to improve themselves directly, they are still part of the Reinforcement Learning process that takes place within the inner environment, and thus can be considered to be (Deep) RL agents.

The Deep RL algorithms of the meta-learner and the inner-learners, as well as the inner environments, are used as input arguments to our framework in a way that is described below, with a minimum amount of adjustments. This framework makes use of the stable-baselines library [Hill et al., 2018] for executing implemented versions of algorithms.
3.1 Problem Formulation

The inner environment $P_{in}$ that we wish to solve is formulated as a Markov Decision Process (MDP), defined as the tuple $(S_{in}, A_{in}, R_{in}, p_{in})$, where $S_{in}$, $A_{in}$, and $R_{in}$ define the state space, action space and reward function of the problem respectively, while $p_{in}$ denotes the probability transition function.

Additionally, let $M^i_{\theta}$ be an arbitrary Reinforcement Learning model for the role of the inner-learner, where $\theta \in W^k$ denotes the model’s parameters, and $W^k$ is a $k$-dimensional space of values for the parameters. To be more compact, we shall denote the inner-learner as $M^i_{\theta}$.

Thus, the optimization objective $J_{in}$ for the particular problem of solving $P_{in}$ using $M^i_{\theta}$ can be defined as:

$$\arg\max_{\theta} J_{in} (M^i_{\theta}, P_{in})$$

Moreover, let $P_{out}$ denote the outer environment with which the meta-learner interacts. $P_{out}$ is defined as an MDP formed by the tuple $(S_{out}, A_{out}, R_{out}, p_{out})$, where $S_{out} = W^k$, $A_{out} = W^k$ and $R_{out} = R_{in}$ are the problem’s state space, action space and reward function respectively, while $p_{out}$ denotes the probability transition function.

The meta-learner is a Reinforcement Learning model $M^{out} (\theta')$, where $\theta' \in H^l$ denotes the model’s parameters, with $H^l$ being an $l$-dimensional space of values for the parameters. Similarly as before, to be more compact, we shall denote the meta-learner as $M^{out} (\theta')$.

Through a function $f$, the meta-learner picks an action $a_{out} \in A_{out}$ and executes it in the environment, i.e. $f (M^{out}_{\theta'}, P_{out}) = a_{out}$. However, since $A_{out} = W^k$, then $a_{out} \in W^k$, and thus the action can be used in place of $\theta$ in the original optimization problem:

$$\arg\max_{\theta} J_{in} (M^i_{\theta}, P_{in}) = \arg\max_{a_{out}} J_{in} (M^{out}_{\theta'}, P_{in}) = \arg\max_{\theta'} J_{in} (M^i_{\theta'}, P_{in})$$

Therefore, the optimization objective shifts to finding the optimal parameters $\theta'$ of the meta-learner. With these parameters, the meta-learner can produce the actions that correspond to optimal parameters $\theta$ of the inner-learner, subsequently solving the inner environment.

3.2 REIN-2 Framework

A top-level layer is created for the REIN-2 system, which is the input layer that accepts the Deep RL algorithms (i.e. the meta-learner and inner-learner algorithms that will be used) and the inner environment to be solved.

Then, a conversion layer receives this information and processes the contents of the inner algorithms and inner environment appropriately. This is a critical process, since a custom outer environment is created to formulate another RL problem. The outer environment consists of the useful information that occurs during the interaction between the inner-learner with the inner environment. The conversion layer implements an action space and a state space, as well as a reward function, all of which define the RL problem that the meta-learner attempts to learn to solve by interacting with the outer environment.

The action space defined by the outer environment depends on the type of the inner-learner. As described previously, the main goal is to train a meta-learner that can generate other agents that are capable of solving particular environments. This ultimately means that the outer environment defines an action space that is equivalent to an inner learner, or, in other words, the parameter space of the algorithm used to solve the inner environment.

In order for the meta-learner to become efficient at producing capable inner learners for the given environments, the state space of the outer environment has to provide meaningful and useful information regarding the interaction that occurs between the inner learner and the inner environment. After experimenting with various state spaces, we settled for the scenario where a state of the outer environment is defined as the difference between two consecutive inner learners.

The reward function of this system is also a highly sensitive parameter that has a direct effect on the meta-learner’s performance in producing optimized inner-learners that are capable of solving the given environment. In our experiments, we defined it to be the average reward of the inner-learner when evaluated in multiple episodes within the inner environment. This choice guarantees that there is no information exchange between the meta-learner and the inner-learners other than what the inner-learner is handed by the inner environment. The averaging is also important since it allows the meta-learner to get an accurate view of the resulting agent’s performance, but a smaller evaluation window for even smaller wall-clock times during execution can be applied, trading off performance estimation accuracy.
3.3 Characteristics of Learners

The state space of the outer environment was defined as $S \in \mathbb{R}^k$, where $k$ is the number of weights of the inner-learner’s Deep Q-Network. Similarly, the action space was defined as $A \in \mathbb{R}^k$. At timestep $t$, the action vector $a_t$ corresponds to the inner learner’s DQN weight values, which remain frozen throughout the whole interaction process with the inner environment or, intuitively, it corresponds to a generated agent that will be evaluated within the inner environment at that timestep. Consequently, at timestep $t$, the state vector $s_t$ is defined as $s_t = a_t - a_{t-1}$, which is essentially the difference in network weight values between the last inner agent and the current inner agent.

Each timestep for the meta-learner corresponds to $N$ episode runs of the inner environment, which allows us to estimate accurately the performance of the generated agent based on his average reward during these runs. This average reward is used as the reward signal for the meta-learner.

The intuition behind these choices corresponds to the assumption that useful information lies within the differences between the meta-learner’s choices. Since the meta-learner generates different agents at each timestep that perform differently on the same inner environment, it should be able to pick up on significant weights of the agents’ network. Subsequently, the meta-learner can learn to ignore specific traits of the agent that are of small importance with regard to the specific task in hand, and boost other, useful skills.

3.4 Randomized Batch Vector Strategy

The single goal for the meta-learner is to adjust the elements of the action vector $a_t$ in order for the inner-learner (e.g. Q-Network) to solve the environment without any training. However, this vector has a relatively huge length, consisting of several thousands of parameters, which makes the learning process for the meta-learner even more difficult, and sometimes impractical due to constraints posed by computational resources. For this reason, we proposed a Randomized Batch Vector (RBV) strategy: we use a random subset (batch) of specified size from the action vector, and let the meta-learner focus on adjusting the weights included only within that batch. This subset is fixed throughout the whole training process (i.e. the same network weights are tuned) while the rest of the weights remain untouched, with their values being the values set during initialization of the network throughout the whole training process.

The RBV strategy that we used is one approach for defining a smaller state space and achieving high performance. REIN-2 can be potentially modified in order to use a different implementation for this purpose.

The purpose of this strategy is to restrict the number of parameters that the model has to learn. It is only a primal approach to tackle the problem of dealing with large state spaces, and even though there is no guarantee that the important weights are selected, it proved to yield a significant performance boost in our model. Since our goal is to provide a novel methodology to the research community that has various configurable modules, extending REIN-2 to use other methods than random sampling with RBV, is an interesting case for future work.

For the experiments against state-of-the-art models we used an RBV percentage of 1%, but we also report performance comparison between our models using different RBV values.

4 Experimental Results

We applied our methodology in various scenarios, to evaluate both its efficiency and efficacy. As described in detail below, the results are promising and a scaled-up version of our system can prove to be very useful towards building a powerful, generalized end-to-end Deep RL system.

The analysis of the proposed methodology was performed using the CartPole-v1, Acrobot-v1 and MountainCar-v0 environments, A2C [Bhatnagar et al., 2009], DQN [Mnih et al., 2015] and PPO [Schulman et al., 2017] algorithms for the meta-learner, and DQN [Mnih et al., 2015] for the inner-learner.

For our experiments, we measured the performance of a meta-learner separately for each inner environment, defined as the average score of the inner learner in $N = 10$ evaluation episodes, used a size of 1% for the RBV strategy, and compared it against the performance of state-of-the-art algorithms.

4.1 Environments

For each environment that we used to test our model, we performed a loose fine-tuning procedure and compared the average performance per timestep over 3 different seeds against A2C and PPO, which were carefully fine-tuned.
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Figure 2: REIN-2, compared to fine-tuned versions of A2C and PPO, generates high-performance agents early within the training procedure for the CartPole environment. It identifies the necessary behavior that the spawned agents should have to solve the problem (i.e. achieve score of 500), and begins producing them more consistently during training. Shaded areas indicated the non-smoothed performance of our models, while stars point to some of these scores.

The model’s capability to learn how to generate strong agents are also evident in the experiments. Especially in the case of PPO as the meta-learner, it learned to generate consistently better agents in only a small fraction of the steps required by the fine-tuned state-of-the-art methods A2C and PPO to learn how to receive high rewards in this environment.

The last experiment was performed in the well-known MountainCar environment, which is commonly used for evaluation of RL agents and mainly their exploration capabilities, as it is a sparse reward problem, on top of the other complexities of the environment dynamics. Even state-of-the-art Deep RL algorithms struggle achieving decent performance on this task, unless equipped with very special exploration abilities. Similarly to the Acrobot environment,
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Figure 3: REIN-2, compared to fine-tuned versions of A2C and PPO, generates high-performance agents early within the training procedure for the CartPole environment. It identifies the necessary behavior that the spawned agents should have to solve the problem, and begins producing them more consistently during training. Shaded areas indicated the non-smoothed performance of our models, while stars point to some of these scores.

Despite these difficulties that are present in the MountainCar environment, REIN-2 proved to be able to produce agents that can reach the goal of this task fairly soon after the training procedure starts. In fact, as it can be seen from Figure 4, the meta-learner can produce various agents that perform near-optimally in a relatively few timesteps, whereas PPO and A2C never manage to solve the problem in a satisfying timeframe.

For the purposes of evaluating the learning abilities of the meta-learner, we allowed the experiment to run for several thousand steps. Our observations were that performance of the produced inner-agents kept improving and converging to a near-optimal solution behavior during training, and production frequency of these high-performance agents by the meta-learner was increasing as well.

For a more comparable view of our model’s performance, in Table 1 we report the scores achieved in the aforementioned experiments at various timesteps throughout the training procedure (i.e. snapshots). It is evident that both high performance and sample efficiency are achieved using our meta-learning methodology, outperforming the fine-tuned state-of-the-art models PPO and A2C in all environments.

Additionally, we performed experiments with various RBV percentages in the Cartpole and Acrobot environments, the results of which are presented in Figure 5. Setting RBV to 100% is equivalent to using the whole set of network weights of an inner-learner to form the state space, which becomes enormous, since each state has a length in the scale of hundreds of thousands, or millions. Therefore, due to computational constraints, we present results for percentages of up to 50%. For the Cartpole task, lower RBV values have similar effect on the model and allow it to achieve high performance, while 50% has a negative effect on performance. This implies that the meta-learner learns about the state space at a slower pace since it is larger and more difficult to explore efficiently, but the task’s dynamics are far simpler and thus can be solved using a smaller state space. It should be noted however that the models still manage to learn how to improve at generating inner-learners that perform well.

On the other hand, the 50% RBV in the Acrobot task seems to achieve highest performance compared to the other models, while the 1%, 10% and 20% models have a slightly worse performance but they all have a similar convergence rate. This indicates that Acrobot, which is a more complex task, requires the meta-learner to need more information.
In contrast to PPO and A2C, REIN-2 can reach the goal in the MountainCar problem multiple times from the beginning of the training process. Shaded areas indicated the non-smoothed performance of our models, while stars point to some of these scores.

Table 1: Snapshots of our model’s average performance scores against PPO and A2C, at specific timesteps. Cell values indicate the score of each model in the respective environment, averaged over 3 different seeds. Bold values indicate the highest (i.e. best) score of the column. In all environments, and at various timesteps, our model’s variants outperformed state-of-the-art algorithms PPO and A2C. In most cases, the meta-learner produced inner-agents that were capable of achieving near-optimal scores very soon in the training process.

| Algorithm       | Step | CartPole-v1 | Acrobot-v1 | MountainCar |
|-----------------|------|-------------|------------|-------------|
|                 | 75   | 1000        | 2500       | 700         | 3500        | 10000       | 250         | 70000       | 150000      |
| PPO             | -22.45 | 30.76 | 49.64 | -500 | -500 | -208.17 | -200 | -200 | -200 |
| A2C             | -24.82 | 17.33 | 53.56 | -500 | -500 | -216.39 | -200 | -200 | -200 |
| REIN-2 (PPO + DQN) | **207.2** | **439.68** | **466.96** | **-425.43** | **-257.76** | **-94.05** | **-186.03** | **-177.64** | **-140.87** |
| REIN-2 (A2C + DQN) | -66.76 | 146.86 | 203.85 | -454.77 | -500 | -344.33 | -188.27 | -122.37 |

from the state space in order to learn the required behaviors of the inner-learners in order to perform well. Even though the meta-learner has more difficulty “becoming familiar” with the state space of the outer-environment, this trade-off in information that it receives is to its advantage.

5 Discussion

In all our experiments, REIN-2 showed significant abilities to outperform surpass current state-of-the-art Deep RL algorithms in terms of both performance and convergence speed, always maintaining a sample-efficient behavior. Even in the MountainCar environment, a well-known hard-exploration problem that many state-of-the-art Deep RL methods fail to solve, our model achieved to find agents that were able to reach the goal relatively easy. Our assumptions regarding the formulation of the outer RL process, such as the definitions of the state/action space and the reward function, proved to be clear enough for the meta-learner to achieve its purpose, which is to learn how to spawn capable agents.

It is noteworthy that our method beholds two distinguishing properties: the ability to generate high-performance agents from the very early stages of the training procedure, and the ability to learn how to adapt to the inner-environments,
Figure 5: Performance scores of the REIN-2 models with different RBV values, in Cartpole and Acrobot.

generating consistently better agents. Even though the latter property is usually to be expected in a typical RL problem, the former one is extremely rare.

To this end, our Randomized Batch Vector strategy proved to be very beneficial for achieving these results, and at the same time indicates that significantly smaller networks can be used to solve seemingly difficult problems. Setting RBV percentage to higher values and therefore using a larger portion of the full state space is beneficial when the given problem has higher complexity, and harms model performance when the problem is simpler. This is expected because the length of a state vector, depending on the environment, can reach the order of millions, therefore a balance between state space size and the necessary information received by the meta-learner is sufficient. The struggle of learning in large and complex state spaces is present in any Deep Reinforcement Learning agent, therefore, using a component for reducing the full state space, in this case RBV strategy, is crucial to REIN-2. Our goal is to provide a novel methodology, which has various configurable modules, and the RBV strategy is one implementation for the module responsible for defining a smaller state space and achieving high performance.

Even though experimental results indicate that the RBV strategy is sufficient for REIN-2 to outperform state-of-the-art Deep RL algorithms in the evaluation testbeds, we believe that in-depth research on these strategies as part of our proposed system can further improve its overall performance.

With REIN-2 we propose a new aspect in which a Reinforcement Learning process can be redefined using a meta-learning approach, forming a new Reinforcement Learning problem (i.e. the problem defined by the outer environment). This way, by being able to encapsulate the given (inner) environment in a custom (outer) environment, one can configure REIN-2 in many ways and optimize it accordingly, such as by setting the RBV (or another) strategy for reducing the complexity of the state space when defining a state space that corresponds to the network architecture of the inner-learner, or defining a different state space that is more compact and informative, as well as defining a different reward function for the outer environment that is different from the reward function in the inner-environment. The
advantage is that all these parameters of the REIN-2 system are configurable and result in different levels of performance, while the original problem remains untouched.

6 Conclusions and Future Work

Deep Reinforcement Learning has various limitations that need to be addressed before becoming an industry standard when it comes to AI applications. Even state-of-the-art algorithms require large amounts of experience to solve complex problems and often reach suboptimal and unsatisfying solutions. In this paper we propose REIN-2, a novel end-to-end Deep RL framework that targets these limitations, by designing a meta-learning scheme that uses a pair of Deep RL algorithms. We formulated a new RL problem in which the meta-learner is trained to generate inner-learners capable of solving a given task in a highly sample-efficient way, by tuning properly their network weights. For this purpose, and as a technique to reduce the large action space that occurred in our setup, we also applied a Randomized Batch Vector strategy that limits the meta-learner’s operations to only a subset of the inner-learner’s network.

The concept of our model can be further expanded by introducing multiple meta-learners controlled by another, higher-level meta-learner, as in a 3-tier architecture. In the same manner, introducing even more layers of learners will form a network, where each node is a learner generated by higher-level learners. Equivalently to the training procedure of neural networks with backpropagation, this network will be trained using RL methods. The ultimate purpose of this conceptualized model is to be able to generalize in novel, unrelated environments, by allowing different inner-learners solve different tasks within the same network of learners, passing information along to higher-level meta-learners, subsequently training them to produce capable agents regardless of the environment. This can be seen as a meta-Reinforcement Learning “factory” for the solution of a diversity of tasks. Implementing and assessing this idea of a system is part of the authors’ future work.
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