Implicit regularization beyond one loop order: gauge field theories

E. W. Dias\(^{(a)}\), A. P. Baêta Scarpelli\(^{(b)}\), L. C. T. Brito\(^{(a)}\), Marcos Sampaio\(^{(a)}\) \(\) and M. C. Nemes\(^{(a)}\)

\(^{(a)}\) Federal University of Minas Gerais - Physics Department - ICEx
P.O. BOX 702, 30.161-970, Belo Horizonte MG - Brazil and
\(^{(b)}\) Centro Federal de Educação Tecnológica - MG
Avenida Amazonas, 7675 - 30510-000 - Nova Gameleira - Belo Horizonte -MG - Brazil

(Dated: April 17, 2008)

We extend a constrained version of Implicit Regularization (CIR) beyond one loop order for gauge field theories. In this framework, the ultraviolet content of the model is displayed in terms of momentum loop integrals order by order in perturbation theory for any Feynman diagram, while the Ward-Slavnov-Taylor identities are controlled by finite surface terms. To illustrate, we apply CIR to massless abelian Gauge Field Theories (scalar and spinorial QED) to two loop order and calculate the two-loop beta-function of the spinorial QED.

PACS numbers: 11.10.Gh, 11.15.Bt, 12.38.Bx

I. INTRODUCTION

Alternatives to dimensional regularization (DR) need to be constructed for quantum field theoretical models which are well-defined only in their physical dimension. For instance, in supersymmetric theories the analytical continuation of the space-time dimension from 4 to \(d\) for the vector fields leads to a mismatch between the fermionic and bosonic degrees of freedom. This gives rise to a breaking of the supersymmetric relations. A fully consistent and symmetry preserving regularization and renormalization framework, valid to arbitrary loop order, has not yet been constructed. Instead, a more pragmatical approach is employed by using Dimensional Reduction (DRed) \([1]\). Although DRed is mathematically inconsistent and cannot be extended to arbitrary loop order, it can be successfully applied if it is judiciously used in order to preserve the supersymmetric Slavnov-Taylor identities of the model. In principle, an invariant regularization scheme could be precluded by adopting an strategy in which symmetry breakings are compensated by symmetry restoring counterterms, once genuine (physical) quantum symmetry breakings have been discarded in the underlying renormalizable model. In practice, a more efficient approach would be provided by a manifestly supersymmetric and gauge invariant regularization.

From a more phenomenological perspective it is expected that the Minimal Supersymmetric Standard Model (MSSM) can be probed at LHC with an accuracy at the percent level in measurements of electroweak precision observables \([2]\). This, on the theory side, is realized through virtual effects of supersymmetric particles. The theoretical evaluation of such observables must be performed at least to two loop order both in the SM and MSSM so that the evidence of new physics becomes unraveled. Clearly, an invariant regularization and renormalization procedure is important, both to eliminate inconsistencies and to reduce the number of adjustable parameters in the calculation, particularly when a supersymmetry breaking mechanism is taken into account in more phenomenological physical models.

Implicit regularization (IR) technique \([3]-[17]\) is a relatively new momentum space framework which operates in the physical dimension of the theory. Under the assumption that some regulator is implicitly being used in a divergent amplitude, it is possible to algebraically separate the divergences in terms of momentum loop integrals which are independent of external momenta and may be directly absorbed in the definition of the renormalization constants. In this framework, a minimal subtraction consists in defining the renormalization constants using mass independent loop integrals. This is achieved by exchanging the mass dependence for an arbitrary non-vanishing scale by means of a regularization independent identity. Such scale parametrizes the freedom of separating the divergent part of an amplitude and plays the role of renormalization group scale. IR can be generalized to arbitrary loop order \([4],[11]\). Assuming that the theory has been renormalized to
In $n - 1$ loop order, it is always possible to cast the ultraviolet behavior in $n$ loop order as a momentum loop integral. In other words IR is compatible with the BPHZ forest formula which defines the set of subtractions to remove subdivergences. The derivatives of the renormalization constants which are useful to calculate renormalization group functions can be displayed as loop integrals as well. Because the loop basic divergent integrals are not evaluated, nor is the integrand of the amplitude modified, such procedure neatly separates the regularization dependent part (loop momentum integrals) from the finite part (which can be evaluated by standard methods) in a unitary preserving fashion. IR has been shown to be a symmetry preserving framework. We have verified that symmetry breaking terms stem from well defined finite differences between loop divergent integrals of the same superficial degree of divergence. Those differences are arbitrary (regularization dependent) numbers which can be written as surface terms and appear matter-of-factly in the process of defining a complete set of basic divergent integrals within IR. Yet such symmetry breaking surface terms can be handled by either choosing finite counterterms to restore the symmetry of the renormalized Green’s functions, or by adding local counterterms into the Lagrangian so that the Slavnov-Taylor identities are confirmed, an invariant scheme is certainly more appealing. A constrained version of IR (CIR) in which those surface terms are set to zero ab initio has been shown to automatically preserve abelian and non-abelian gauge symmetry to one loop order and supersymmetry to three loop order. It is noteworthy that such surface terms vanish if they are computed in Dimensional Regularization which is notoriously a gauge invariant scheme though it breaks supersymmetry due to the space-time dimensional continuation. CIR was mapped onto Constrained Differential Renormalization, a coordinate space perturbative renormalization program which automatically delivers Green’s functions as functions of a single mass (renormalization group) scale that fulfill the corresponding Ward-Slavnov-Taylor identities of the underlying model. Although Differential Renormalization has been successfully applied to higher order calculations, its constrained version has not been established yet.

It is instructional to discuss the role of the surface terms that appear within IR in respecting the symmetry of a model on the quantum level. We have verified that setting surface terms to zero automatically ensures momentum routing invariance in a Feynman diagram. In other words, shifts in the integration variables will be allowed. On the other hand it is well known that the diagrammatic proof of the Ward-Takahashi identity for correlation functions in QED involves a shift in the integration variable which is always legitimated in Dimensional Regularization. Moreover when anomalies (quantum symmetry breakings) are present they manifest themselves as a breaking of momentum routing invariance in perturbation theory. IR correctly displays the anomaly among the Ward identities in a democratic way just as a sound regularization framework should by letting physics to fix the identity to be violated. A good example of this feature is the AVV triangle anomaly: the conservation of the vector or axial-vector current depends on the context it arises as the answer is not intrinsic to the AVV triangle graph. In such cases, as well as when radiative corrections appear to be finite and undetermined, surface terms are left as free parameters to be fixed on physical grounds.

The idea of associating surface terms and variable of integration ambiguities to the preservation of conventional and super Ward-Takahashi-Slavnov Taylor identities is not new. In a program called Pre-Regularization, it was verified in some examples that a particular choice of the momentum shift parameters in conjunction with dimensional regularization could be used to preserve gauge and supersymmetry. IR goes somewhat in the opposite direction. The vanishing of surface terms which also leads to momentum routing invariance turns up to preserve gauge and supersymmetry systematically.

In a previous contribution, we have shown that IR can be applied to arbitrary loop order by making use of the BPHZ forest formula to remove subdivergences. Basic divergent integrals, as well as new surface terms are consistently defined to $n^{th}$ loop order. Given the discussion above, it is natural to ask whether CIR respects gauge symmetry to arbitrary loop order. Bearing in mind the Ward-Takahashi identity which states that if $M = e^{\mu} M_\mu$ is an amplitude contributing to the S-matrix ($e^{\mu}$ being the polarization vector of an external gauge boson), then $k^{\mu} M_\mu = 0$, for this external gauge boson with momentum $k_\mu$, the answer to this question is positive. Such statement stems from the fact that gauge invariance and unitarity require that the non-transverse degree of freedom of any massless gauge boson should not contribute to physically measurable quantities. The general diagrammatic proof of the Ward-Takahashi iden-
tity assumes the possibility of a shift in the integration variable. Within CIR this is achieved automatically by setting surface terms to zero from the start. In other words, an invariant regularization and renormalization scheme emerges by systematically setting the surface terms to zero. To illustrate, we use scalar and spinorial QED as testing grounds.

The paper is organized as follows: In section II, we present the procedure of CIR to n-loop order, discussing the strategy to subtract the divergent contributions. We also illustrate the procedure with a three-loop order calculation in the context of spinorial QED. Section III is reserved for a discussion on the preservation of gauge symmetry and unitarity by Constrained Implicit Regularization. In Section IV, we apply CIR to the calculus of the vacuum polarization tensor in scalar QED. Section V is dedicated to spinorial QED, also to two-loop order: the calculation of the vacuum polarization tensor, of the electron self-energy and of the electron-photon-electron vertex correction are performed. The Ward-Takahashi identities are verified and the beta-function is calculated. Section VI is dedicated to the conclusions. Some technical points are left to the appendix.

II. N-LOOP CONSTRAINED IMPLICIT REGULARIZATION

In this section we state the basic steps of CIR to n-loop order. The goal is to identify the typical divergence of the n\textsuperscript{th} order and the finite part of an amplitude once the model has been renormalized to (n – 1)\textsuperscript{th} order.

1. In order to give mathematical rigor to any algebraic manipulation performed in the amplitude, we implicitly assume that a regularization has been applied. It can be maintained implicit, the only requirement being that the integrand of the amplitude nor the dimension of the space-time is modified. A good one is the simple ultraviolet momentum cutoff. As we will see, the possible symmetry violations are restored by construction. After performing symmetry group operations, we cast the momentum-space amplitude as a combination of basic integrals.

2. Once the basic integrals are obtained, the divergent part is separated as loop divergent integrals, which are obtained by applying recursively the algebraic identity,

\[
\frac{1}{(p-k)^2 - m^2} = \frac{1}{(k^2 - m^2)} - \frac{p^2 - 2p \cdot k}{(k^2 - m^2) [(p-k)^2 - m^2]},
\]

in all propagators that depends on external momenta, until the divergent part is freed from the external momentum dependence in the denominator. This will assure local counterterms.

3. Loop divergent integrals for which the internal momenta carry Lorentz indices are expressed as functions of basic divergent integrals and surface terms (the n-volume integral of a total n-divergence). Such surface terms are regularization dependent (e.g. they vanish in dimensional regularization) and are connected to momentum routing invariance: local momentum routing dependent terms show up in the evaluation of an amplitude multiplied by (dimensionless) surface terms, which may break gauge symmetry. CRI assumes that such surface terms are canceled by local symmetry restoring counterterms. In practice, this is automatically realized by setting them to zero from the start. Care must be exercised when quantum symmetry breaking occurs. In this case the surface terms should be considered as finite arbitrary parameters to be fixed on physical grounds. That is because anomalies are somewhat connected to momentum routing dependence in Feynman diagram calculations.

4. The basic divergent integrals which encode the ultraviolet behavior of the amplitude need not be evaluated. We adopt the following notation for basic divergent integrals of n\textsuperscript{th} loop order:

\[
I_{lag}^{(n)}(m^2) = \int_k^\Lambda \frac{1}{(k^2 - m^2)^2}Z_0^{(n-1)}(k^2, m^2, \lambda^2)
\]

\[
I_{quad}^{(n)}(m^2) = \int_k^\Lambda \frac{1}{(k^2 - m^2)}Z_0^{(n-1)}(k^2, m^2, \lambda^2)
\]

for logarithmically and quadratically basic divergent integrals, etc. Hereafter the superscript \(\Lambda\) indicates that integral is regularized and \(\int_k \equiv \int d^4k/(2\pi)^4\). The functions
Z^{(n-1)}_0$ are typical finite terms of the $(n - 1)^{th}$ loop order. $\lambda$ is a non-vanishing arbitrary parameter with mass dimension which appears when we define a mass independent scheme as we explain below. At one-loop order the basic divergent integrals in four dimensional space-time reads $I_{\text{log}}(m^2) = \int_{k}(k^2 - m^2)^{-\frac{1}{2}}$, $I_{\text{quad}}(m^2) = \int_{k}(k^2 - m^2)^{-1}$, etc.

5. The subtraction of the subdivergences is performed in the light of the BPHZ Forest Formula \[22\]. We adopt the version of the forest formula which is analogous to the ordinary counterterm method. The subtraction operators are translated into local counterterms which substitutes the subgraph. This is implemented via a recursion equation which involves disjoint renormalization parts only, described in textbooks \[20\]. The basic divergent integrals can be subtracted as they stand in the definition of renormalization constants. A minimal, mass independent scheme is defined by substituting $m^2$ with $\lambda^2 \neq 0$ using a kind of scale relation which is regularization independent. This is achieved by means of the identity,

\[
\frac{1}{(k^2 - m^2)^\mu} = \frac{1}{(k^2 - \lambda^2)^\mu} - (\lambda^2 - m^2)
\times \sum_{i=1}^{w} \frac{1}{(k^2 - m^2)^\nu_i(k^2 - \lambda^2)^\nu_i - i + 1}.
\]

For a basic logarithmic integral in one loop order, such scale relation is

\[
I_{\text{log}}(m^2) = I_{\text{log}}(\lambda^2) + b \ln \left( \frac{\lambda^2}{m^2} \right),
\]

where $b = \frac{1}{(4\pi)^2}$. The object to be subtracted is $I_{\text{log}}(\lambda^2)$, $\lambda$ playing the role of renormalization group scale. For infrared safe massless models a systematic cancelation of $ln(m^2)$ coming from \[4\] and from ultraviolet finite part will render the amplitude well defined as $m^2 \rightarrow 0$.

6. The remaining ultraviolet finite integrals are evaluated as usual using Feynman parameters or other methods in momentum space \[18\].

We start off with some examples. In order to illustrate the role of surface terms in the preservation of symmetries, we recall the one-loop massless QED vacuum polarization tensor, as calculated in \[3\], with arbitrary momentum in the internal lines, $k_1$ and $k_2$. It is written as:

\[
\Pi_{\mu\nu} = \Pi(p^2)(p_\mu p_\nu - p^2 g_{\mu\nu}) + 4 \left( \alpha_1 g_{\mu\nu} - \frac{1}{2}(k_1^2 + k_2^2)\alpha_2 g_{\mu\nu} \right)
+ \frac{1}{3} \left( k_1^\alpha k_1^\beta + k_2^\alpha k_2^\beta + k_1^\alpha k_2^\beta \right)\alpha_3 g_{(\mu\nu)g_{\alpha\beta}}
- \frac{1}{2} \left( k_1^\alpha k_1^\beta + k_2^\alpha k_2^\beta \right) g_{\mu\nu}(\alpha_2 g_{\alpha\beta})
\]

In the equation above, $p = k_1 - k_2$ is the external momentum and

\[
\Pi(p^2) = \frac{4}{3} \left[ I_{\text{log}}(\lambda^2) - b \ln \left( -\frac{p^2}{\lambda^2} \right) + \frac{5}{3} b \right],
\]

with $b = i/(4\pi)^2$, includes the basic divergent integral (in which we have used \[5\]). We have chosen the massless limit just for the sake of simplicity. Now, the momentum routing dependent terms, which lead to violation of gauge symmetry, are proportional to the $\alpha_i$’s, namely

\[
\alpha_1 g_{\mu\nu} \equiv \int_{k}^{\Lambda} \frac{g_{\mu\nu}}{k^2 - m^2} - 2 \int_{k}^{\Lambda} \frac{k_\mu k_\nu}{(k^2 - m^2)^2},
\]

and

\[
\alpha_2 g_{\mu\nu} \equiv \int_{k}^{\Lambda} \frac{g_{\mu\nu}}{(k^2 - m^2)^2} - 4 \int_{k}^{\Lambda} \frac{k_\mu k_\nu}{(k^2 - m^2)^2},
\]

and

\[
\alpha_3 g_{(\mu\nu)g_{\alpha\beta}} \equiv g_{(\mu\nu)g_{\alpha\beta}} \int_{k}^{\Lambda} \frac{1}{(k^2 - m^2)^2}
- 24 \int_{k}^{\Lambda} \frac{k_\mu k_\nu k_\alpha k_\beta}{(k^2 - m^2)^4}.
\]

These parameters are surface terms. It can be easily shown that

\[
\alpha_2 g_{\mu\nu} = \int_{k}^{\Lambda} \frac{\partial}{\partial k^\nu} \left( \frac{k_\nu}{(k^2 - m^2)^2} \right),
\]

\[
\alpha_1 g_{\mu\nu} = \int_{k}^{\Lambda} \frac{\partial}{\partial k^\nu} \left( \frac{k_\nu}{(k^2 - m^2)} \right)
\]

and

\[
\int_{k}^{\Lambda} \frac{\partial}{\partial k^\beta} \left[ \frac{4k_\mu k_\nu k_\alpha}{(k^2 - m^2)^3} \right] = g_{(\mu\nu)g_{\alpha\beta}}(\alpha_3 - \alpha_2).
\]
where we place the inner diagram with its finite part, namely according to the BPHZ forest formula the subtraction of the one-loop self-energy at the vertex $\Sigma(2)$.

As a second example illustrating the steps of CIR at $n$-loop order, let us now evaluate the nested three-loop contribution to the fermion propagator in massless QED as depicted in fig. 1.

We begin with the one-loop contribution, that reads

$$i\Sigma(p) = -e^2 \int \frac{k^\rho k_\rho}{k^2(p-k)^2},$$

(13)

and which may as well be written like

$$i\Sigma(p) = 2e^2\gamma^\alpha I_\alpha,$$

(14)

where $I_\alpha$ is a linearly divergent integral

$$I_\alpha = \int \frac{k_\alpha}{k^2(p-k)^2}.$$  

(15)

In order to calculate this basic divergent integral, we apply the identity (11) twice to obtain

$$I_\alpha = \int \frac{k_\alpha}{k^2(p-k)^2} \left\{ \frac{1}{(k^2 - m^2)} - \frac{p^\rho - 2p \cdot k}{(k^2 - m^2)^2} + \frac{(p^2 - 2p \cdot k)^2}{(k^2 - m^2)^2((p-k)^2 - m^2)} \right\},$$

(16)

in which the limit $m^2 \to 0$ will be taken in the end of the calculation. Thus

$$I_\alpha = 2p^\mu \int \frac{k_\mu k_\alpha}{(k^2 - m^2)^3} + \int \frac{k_\alpha (p^2 - 2p \cdot k)^2}{k^2(p-k)^2} = \frac{1}{2} (-\alpha_2 g_\mu\alpha) + g_\mu\alpha \int \frac{1}{k^2 - m^2} + \tilde{I}_\alpha(p^2, m^2),$$

(17)

$\tilde{I}_\alpha$ being a finite integral. In the limit $m^2 \to 0$ we obtain, taking (16) into account

$$I_\alpha = \frac{p_\alpha}{2} \left( I_{\log} (\lambda^2) - b \log \left( -\frac{p^2}{\lambda^2} \right) + 2b \right)$$

$$- \frac{p^\mu}{2} \alpha_2 g_\mu\alpha,$$

(18)

where $\alpha_2$ is the surface term defined in (8) that will be set to zero. Thus

$$i\Sigma(p) = 2e^2 \{ I_{\log} (\lambda^2) - b \log \left( -\frac{p^2}{\lambda^2} \right) + 2b \}$$

(19)

Now consider the nested two-loop self-energy. According to the BPHZ forest formula the subtraction of the one loop subdivergence amounts to replace the inner diagram with its finite part, namely

$$i\Sigma_1^{(2)}(p) = -i\beta e^4 \int \frac{k^\rho k_\rho}{k^2(p-k)^2} \left\{ \ln \left( -\frac{k^2}{\lambda^2} \right) + 2 \right\}$$

$$= 2ie^4 b \gamma^\alpha \left[ 2I_\alpha - I_\alpha^{(2)} \right].$$

(20)

In the equation above

$$I_\alpha^{(2)} = \int \frac{k_\alpha}{k^2(p-k)^2} \ln \left( -\frac{k^2}{\lambda^2} \right).$$

(21)

Again we apply identity (11) twice, to obtain

$$I_\alpha^{(2)} = \int \frac{k_\alpha}{k^2(p-k)^2} \ln \left( -\frac{k^2}{\lambda^2} \right) \left\{ \frac{1}{(k^2 - m^2)} - \frac{p^\rho - 2p \cdot k}{(k^2 - m^2)^2} + \frac{(p^2 - 2p \cdot k)^2}{(k^2 - m^2)^2((p-k)^2 - m^2)} \right\},$$

(22)

Following the same steps as before, we have:

$$I_\alpha^{(2)} = 2p^\mu \int \frac{k_\mu k_\alpha}{(k^2 - m^2)^3} \ln \left( -\frac{k^2}{\lambda^2} \right)$$

$$+ \int \frac{k_\alpha (p^2 - 2p \cdot k)^2}{k^2(p-k)^2} \ln \left( -\frac{k^2}{\lambda^2} \right)$$

$$= \frac{1}{2} \left( -\int \frac{k_\alpha}{k^2 - m^2} \ln \left( -\frac{k^2}{\lambda^2} \right) \right)$$

$$+ g_\mu\alpha \int \frac{1}{k^2 - m^2} \ln \left( -\frac{k^2}{\lambda^2} \right) + \tilde{I}_\alpha^{(2)},$$

(23)

$\tilde{I}_\alpha^{(2)}$ being a finite integral. A cancelation of divergent logarithms between the ultraviolet finite and
divergent parts as $m^2 \to 0$ takes place to render
the amplitude well defined, namely
\[
I_{\alpha}^{(2)} = \frac{p_\alpha}{2} \left\{ I_{\log}^{(2)}(\lambda^2) + \frac{1}{2} I_{\log}(\lambda^2) \right\} - b \left[ \ln^2 \left( -\frac{p^2}{\Lambda^2} \right) - \ln \left( -\frac{p^2}{\Lambda^2} \right) - 3 \right] \}
\]
which is applied twice to get
\[
I_{\alpha}^{(3)} = 2p^\mu \int_k \frac{k_{\mu} k_{\alpha}}{(k^2 - m^2)^3} \ln^2 \left( -\frac{k^2 - m^2}{\lambda^2} \right) + \int_k \frac{k_{\alpha} (p^2 - 2p \cdot k)^2}{(k^2 - m^2)^3 [(p - k)^2 - m^2]} \ln^2 \left( -\frac{k^2 - m^2}{\lambda^2} \right)
\]
\[
= \frac{p^\mu}{2} \left\{ - \int_k \partial \frac{\partial k_{\mu}}{(k^2 - m^2)^2} \ln^2 \left( -\frac{k^2 - m^2}{\lambda^2} \right) \right. \\
+ g_{\mu \alpha} \left( I_{\log}^{(3)}(m^2) + I_{\log}^{(2)}(m^2) + \frac{1}{2} I_{\log}(m^2) \right) \right\}
\]
\[
+ I_{\alpha}^{(3)},
\]
where
\[
I_{\log}^{(3)}(m^2) \equiv \int_k \frac{1}{(k^2 - m^2)^2} \ln^2 \left( -\frac{k^2 - m^2}{\lambda^2} \right).
\]
The complete result of (30) is achieved when the surface term is set to zero, the three-loop scale relation,
\[
I_{\log}^{(3)}(m^2) = I_{\log}^{(3)}(\lambda^2) - b \left\{ \frac{1}{3} \ln^3 \left( \frac{m^2}{\lambda^2} \right) \\
+ \ln^2 \left( \frac{m^2}{\lambda^2} \right) + 2 \ln \left( \frac{m^2}{\lambda^2} \right) \right\},
\]
is used and the finite part is calculated. We have
\[
I_{\alpha}^{(3)} = \frac{p_\alpha}{2} \left\{ I_{\log}^{(3)}(\lambda^2) + I_{\log}^{(2)}(\lambda^2) + \frac{1}{2} I_{\log}(\lambda^2) \right\} \\
- \frac{\ln}{3} \left( -\frac{p^2}{\lambda^2} \right) + \frac{b}{2} \ln \left( -\frac{p^2}{\lambda^2} \right) \\
- \frac{b}{2} \ln \left( -\frac{p^2}{\lambda^2} \right) + 4 \left\{.
\]
Finally, the three-loop contribution to the self-energy of fig. 1 is given by
\[
i_{\alpha}^{(3)}(p) = -e^2 b^2 \gamma^\alpha \left( I_{\alpha}^{(3)} - 5 I_{\alpha}^{(2)} + 5 I_{\alpha} \right),
\]
\[
I_{\alpha}^{(3)} = \int_k \frac{k_{\alpha}}{k^2(p - k)^2} \ln^2 \left( -\frac{k^2}{\lambda^2} \right).
\]
We proceed as before. In the integral above, we isolate the divergence with the help of identity \[13\],
III. DISCUSSION ON GAUGE INVARIANCE AND UNITARITY

In this section, we show that CIR is built so as to preserve gauge symmetry and, as a consequence, unitarity. We are concerned here with QED, although this argument can be easily extended to the non-abelian case. As discussed in the previous section, the prescription to be followed assumes that some regularization has been applied. As we will see, this regularization does not necessarily have to preserve gauge symmetry, since gauge invariance is restored by construction. So, we assume here that the regularization is a simple ultraviolet cut-off, which does not modify neither the dimension of space-time nor the integrand. The procedure we are adopting is the traditional diagrammatic proof of gauge invariance of the text books (see, for example, ref. [21]), with the addition of the some regularization has been applied. As we will see, this regularization does not necessarily have to preserve gauge symmetry, since gauge invariance is restored by construction. So, we assume here that the regularization is a simple ultraviolet cut-off, which does not modify neither the dimension of space-time nor the integrand. The procedure we are adopting is the traditional diagrammatic proof of gauge invariance of the text books (see, for example, ref. [21]), with the addition of the.

Let us consider this line has $n$ vertices. The fermion momenta for this line are $p_1, p_2, \ldots, p_n$. If the insertion is done in a point with momentum $p_1$, all the fermion propagators after the insertion have the momentum increased by $k$. We use the identity

$$k = [(p_1 + k - m) - (p_1 - m)],$$

so that

$$i \frac{k}{p_1 + k - m} - i \frac{k}{p_1 - m} = i \left( \frac{k}{p_1 - m} - \frac{k}{p_1 + k - m} \right).$$

The regularized integral over the loop momentum, $p_1$, takes the form

$$T^\mu_1 \cdots \mu_n = -i \int_{p_1}^\Lambda \text{tr} \left[ \frac{i}{p_1 - m} \gamma^{\mu_1} \cdots \frac{i}{p_1 - m} \gamma^{\mu_n} \times \left( \frac{i}{p_1 - m} - \frac{i}{p_1 + k - m} \right) \gamma^{\mu_1} \right].$$

When the insertion is performed in all other points and the contributions are summed, there occurs many cancelations and only two terms survive. We are left with

$$T^\mu_1 \cdots \mu_n = -i \int_{p_1}^\Lambda \text{tr} \left[ \frac{i}{p_1 - m} \gamma^{\mu_1} \cdots \frac{i}{p_1 - m} \gamma^{\mu_n} \times \left( \frac{i}{p_1 - m} - \frac{i}{p_1 + k - m} \right) \gamma^{\mu_1} \right].$$

The two terms differs by a shift $p_1 \rightarrow p_1 + k$. If the integral is divergent, the cutoff regularization does not allow a shift without compensating with a surface term. So, after shifting we get

$$T^\mu_1 \cdots \mu_n = -i S^\mu_1 \cdots \mu_n,$$

with $S^\mu_1 \cdots \mu_n$ being the surface term that causes violation of the Ward-Takahashi identity. The prescription of Constrained Implicit Regularization is (whenever there are no anomalies) the restoration of the symmetry by eliminating all the surface terms. CIR provides a simple algorithm to identify all the surface terms. The procedure is explained by the rules 2 and 3 of the previous section: identity (4) is recursively used in all propagators which depends on the external momenta until the divergent part can be written in terms of loop integrals. The surface terms come from some of these loop integrals which have Lorentz indices.

Concerning the unitarity, we call the reader’s attention to the fact that, since the Ward-Takahashi identities are respected, the amplitude under consideration, after the elimination of the surface terms and subdiergences, can be written as

$$A_{\mu_1 \cdots \mu_2} = L_{\mu_1 \cdots \mu_2} (A^L + \bar{A}).$$

In the equation above, the tensor $L_{\mu_1 \cdots \mu_2}$ has the necessary structure so as to preserve gauge invariance, $A^L$ is the divergent part (cutoff dependent)
and $\tilde{A}$ is the finite part. The divergent piece contains only loop integrals, which will ask for local counterterms. From (42) it is clear that the counterterms are also symmetric. So, unitarity is preserved.

IV. EXPLICIT CALCULATIONS: WARD IDENTITIES IN HIGHER ORDER CALCULATIONS

Ward identities are relations which need to be satisfied by the Green’s functions in order to guarantee gauge invariance, unitarity and renormalizability. From the perturbative standpoint, such relations must be satisfied order by order and should not be spoiled by an invariant regularization. In this section, we illustrate how CIR is a gauge invariant scheme by verifying some Ward identities.

A. Vacuum polarization tensor in Scalar QED

At two loop order, we have four non-vanishing contributions, in massless scalar QED, for the vacuum polarization tensor, as shown in fig. 2. Tadpoles diagrams do not contribute because quadratic divergences can be shown to vanish in massless theories within IR just as in Dimensional Regularization.

In the diagram with nested subdivergences, fig. 2a, we can notice that the subdiagram is the self-energy correction for the scalar particle at one loop order. After applying the Feynman Rules for scalar QED and subtracting the subdivergences with the forest formula, we can write

$$\Pi_{\mu\nu}^a(p^2) = (ie)^3 \frac{1}{4} \int \frac{d^4k}{(2\pi)^4} \frac{(p + 2k)_\mu (p + 2k)_\nu}{[(p + k)^2][(k^2)^2]} \left[ -2e^2k^2b \ln \left( \frac{k^2}{\lambda^2} \right) \right].$$

(43)

The amplitude can be displayed in terms of typical basic integrals:

$$\Pi_{\mu\nu}^b(p^2) = 2ie^4b[p_\mu p_\nu I^{(2)}(p^2) - 4p_\nu I^{(2)}(p^2) + 4I^{(2)}(p^2) - 2p_\mu p_\nu I(p^2) - 8p_\nu I_\mu(p^2) - 8I_{\mu\nu}(p^2)],$$

(44)

where

$$I^{(i)}(\mu), I^{(i)}(\mu), I^{(i)}_{\mu\nu} = \int_k^\Lambda \frac{1}{k^2} \frac{1}{(p - k)^2} \ln^{-i-1} \left( \frac{k^2}{\lambda^2} \right).$$

(45)

For $i = 1$ we simply write $I$, $I_{\mu}$, etc.

Next, we treat the contribution coming from fig. 2c. The subdivergences in this case are proportional to basic quadratic divergences and, so, vanish for the massless case. This amplitude reads

$$\Pi_{\mu\nu}^c(p^2) = -4ie^4g_{\mu\nu} \int_{k,l}^\Lambda \frac{1}{(p - k)^2(l - k)^2} = -4ie^4g_{\mu\nu} \int_k^\Lambda \frac{1}{(p - k)^2} \times \left( I_{\log}(\lambda^2) - b \ln \left( \frac{k^2}{\lambda^2} \right) + 2b \right),$$

(46)

where we have used the result of the one-loop basic integral $I$ in the internal momentum $l$. In the equation above, taking into account that shifts are allowed in Implicit Regularization, in our case only the term in the logarithm survives. This is because the others are proportional to quadratic divergences. So, we are left with

$$\Pi_{\mu\nu}^c(p^2) = 4ie^4g_{\mu\nu} \int_k^\Lambda \frac{1}{(p - k)^2} \ln \left( \frac{k^2}{\lambda^2} \right) = 4ie^4g_{\mu\nu} J^{(2)},$$

(47)

The next contribution is the one from fig. 2d:

$$\Pi_{\mu\nu}^d(p^2) = 2ie^4 \int_{k,l}^\Lambda \frac{(2k - p)_\mu(2k - l)_\nu}{k^2(l - k)^2}. (k - l)^2.$$
Thus, it is possible to write

\[
\Pi^d_{\mu\nu}(p^2) = 2ie^4 \left( 6I_{\mu\nu} - \frac{3}{2} p_\mu p_\nu I + 3I^{(2)}_{\mu\nu} + \frac{3}{2} p_\mu I^{(2)}_{\nu} \right),
\]

In the expression above it was also taken into account that \( I_\mu = p_\mu I/2 \).

For the overlapped diagram of fig. 2b, we use the forest formula to subtract the subdivergences. So, we have

\[
\Pi^b_{\mu\nu} = \Pi^{b1}_{\mu\nu} + 2\Pi^{bCT}_{\mu\nu}.
\]

For the calculation of the first term, we have

\[
\Pi^{b1}_{\mu\nu} = -ie^4 \int_{k,l} \frac{(2k - p)(2k - p)_\nu M}{k^2l^2(k - l)^2(p - l)^2(p - k)^2},
\]

with

\[
M = (k + l) \cdot (k + l - 2p) = 2 \left[ (l - p)^2 + l^2 - (k - l)^2 - p^2 \right].
\]

Thus, it is possible to write

\[
\Pi^{b1}_{\mu\nu} = -2ie^4 \left\{ -p^2(4I^{O2}_{\mu\nu} - p_\mu p_\nu I^O) + [I_{\log}(\lambda^2) + 2b] [4I_{\mu\nu} - p_\mu p_\nu I] - 2b \left\{ 2I^{(2)}_{\mu\nu} - 3p_\mu I^{(2)}_{\nu} + p_\mu p_\nu I^{(2)} \right\} \right\},
\]

where

\[
I^O, I^O_{\mu}, I^{O1}_{\mu}, I^{O2}_{\mu\nu} = \int_{k,l} \frac{1, k_\mu, k_\nu, l_\mu, l_\nu}{k^2l^2(k - l)^2(p - l)^2(p - k)^2}.
\]

Notice that the integrals above are symmetric in the exchange \( k \leftrightarrow l \). They will appear hereafter. Moreover \( I^O \) and \( I^O_{\mu} = p_\mu I^O/2 \) are finite integrals. For the counterterms, we have

\[
\Pi^{bCT}_{\mu\nu} = ie^4 I_{\log}(\lambda^2) \left[ 4I_{\mu\nu} - p_\mu p_\nu I \right],
\]

and so

\[
\Pi^{b}_{\mu\nu} = -2ie^4 \left\{ -p^2(4I^{O2}_{\mu\nu} - p_\mu p_\nu I^O) - 2b \left\{ 2I^{(2)}_{\mu\nu} - 3p_\mu I^{(2)}_{\nu} + p_\mu p_\nu I^{(2)} \right\} \right\}.
\]

We see that all the nonlocal divergent terms have been eliminated. Adding all the contributions,

\[
\Pi_{\mu\nu} = 2\Pi^a_{\mu\nu} + \Pi^b_{\mu\nu} + \Pi^c_{\mu\nu} + 4\Pi^d_{\mu\nu},
\]

we are allowed to write

\[
\Pi_{\mu\nu} = te^4b \left\{ -16p_\mu I_{\nu}^{(2)} + 8p_\mu p_\nu I^{(2)} + 4g_{\mu\nu} J^{(2)} 
+ \frac{2p^2}{b} \left\{ 4I^{O2}_{\mu\nu} - p_\mu p_\nu I^O \right\} \right\}.
\]

Writing explicitly each basic integral, using the results of the appendix, we have

\[
\Pi_{\mu\nu} = (p^2 g_{\mu\nu} - p_\mu p_\nu) \left\{ 4I_{\log}(\lambda^2) - 4b \ln \left( \frac{p^2}{\lambda^2} \right) + \frac{2}{b} \left[ -\frac{1}{3} p^2 I^O - p^2 \frac{b^2 \pi^2}{9} + \frac{40}{3} \right] \right\}.
\]

So, we have obtained explicitly the transversal form of the vacuum polarization tensor in two-loop scalar QED, as required by gauge invariance.

**B. QED Ward Identities to two-loop order**

We now apply CIR to spinorial QED to two loop order. First, we shall obtain the vacuum polarization tensor, which has only two contributions, as depicted in fig. 3 where we also present the corresponding counterterms, that eliminate subdivergences.

In the first diagram, the nested subdiagram is the one-loop fermionic self energy correction. Taking only the finite part of the subdiagram, we will correctly eliminate the subdivergences. We write

\[
T^a_{\mu\nu} = \int_k \frac{1}{k^2} \text{tr} \left\{ (-ie\gamma_\mu) \frac{i}{k - p} (-ie\gamma_\nu) \frac{i}{k} \Sigma(k) \frac{i}{k} \right\},
\]

\[
= ibe^4 \int_k \frac{1}{k^2} \frac{\text{tr}(\gamma_\mu (k - p) \gamma_\nu k)}{(p - k)^2} \left( 2 - \ln \left( \frac{-k^2}{\lambda^2} \right) \right).
\]

After some straightforward algebra, we have

\[
T^a_{\mu\nu} = 4ie^4b \left\{ -2I^{(2)}_{\mu\nu} + 2p_\mu I^{(2)}_{\nu} + 4I_{\mu\nu} - 2p_\mu p_\nu \frac{9}{2} J^{(2)} + p^2 \frac{9}{2} (2I - I^{(2)}) \right\}.
\]
For the first part, we have
\[ T_{\mu\nu}^{b_1} = T_{\mu\nu}^{b_1} + 2 T_{\mu\nu}^{b_{CT}}. \]  
(62)

For the first part, we have
\[ T_{\mu\nu}^{b_1} = -ie^4 \int_k \frac{\Gamma_{\mu\nu}(k)}{k^2 I_{\mu\nu}(\lambda^2)} \]  
(63)
which, in terms of basic integrals, gives us
\[ T_{\mu\nu}^{b_1} = -ie^4 \left\{ \begin{align*}
2 \left( I_{\mu\nu}^{(2)} - 2 I_{\mu\nu}^{(2)} \right) - \frac{1}{2} p_\mu p_\nu I^2 \\
+ 2p^2 I_{\mu\nu}^{(2)} - p^2 p_\mu p_\nu I^2 \\
+ p^2 g_{\mu\nu} \left[ -4 \left( I_{\mu\nu}^{(2)} + 2b I + p^2 I^2 \right) \right] \\
+ (I^2 + 4b I^{(2)}) \right\}. \]  
(64)

For the counterterms, we have
\[ 2 T_{\mu\nu}^{b_{CT}} = 8ie^4 I_{\mu\nu}^{(2)} \left\{ 2 I_{\mu\nu} - p_\mu p_\nu I + p^2 g_{\mu\nu} \right\}. \]  
(65)

Now, using the results of the appendix, we add these contributions in order to obtain the complete spinorial QED vacuum polarization tensor:
\[ T_{\mu\nu} = \frac{8}{3} ie^4 b(p_\mu p_\nu - g_{\mu\nu} p^2) \left\{ \begin{align*}
31 & b I_{\mu\nu}^{(2)} - 3 b I_{\mu\nu}^{(2)} \left( \lambda^2 \right)
+ 31 b I_{\mu\nu}^{(2)} - 3 b I_{\mu\nu}^{(2)} \left( \lambda^2 \right) \\
+ \frac{3}{2} b - p^2 I^2 \right\}. \]  
(66)

Now, we verify the Ward Identity which relates the fermion-photon vertex and the fermion self-energy corrections. In every order of perturbation theory, they must obey
\[ q^\mu \Gamma_{\mu} = \Sigma^{(n)}(p) - \Sigma^{(n)}(p'), \]  
(67)
where \( q = p - p' \) is the momentum of the external photon. We start by evaluating the two-loop fermion self-energy, for which picture (a) represents all non-null contributions.

The amplitude of fig (a) has been already evaluated in section II and is given by
\[ i \Sigma^{(2)}(p) = -2ie^4 b \gamma^\mu \left( I_{\mu}^{(2)} - p_\mu I \right). \]  
(68)

We turn ourselves to the next two-loop self-energy contribution, which is represented by fig (b), where we can notice that the subdivergence is due to the presence of the one-loop vacuum polarization tensor. The expression for this diagram is
\[ i \Sigma^{(2)}(p) = ie^4 \int_k \left\{ \begin{align*}
\gamma^2 & \left( \frac{1}{p - k} \right) \left( \frac{1}{p + k} \right) \left( \frac{1}{k^2} \right), \]  
(69)
where \( \Pi^{(1)}_{\mu\nu} \) is the finite part of the one-loop vacuum polarization tensor. It is simple to show that
\[ i \Sigma^{(2)}(p) = \frac{4}{3} ie^4 b \int_k \frac{k(p - k)}{k^2 (p + k)^2} \ln \left( \frac{k^2}{\lambda^2} \right) + \frac{5}{3} \]  
(70)
\[ + 4ie^4 b \gamma^\mu \left\{ 2 I_{\mu}^{(2)} - 2 I_{\mu}^{(2)} + \frac{5}{3} p_\mu I \right\}. \]

The overlapped diagram in fig (c), with counterterms included is given by
\[ i \Sigma^{(2)}(p) = i \Sigma^{(2)}(p) + 2 i \Sigma^{(2)}(p) \]  
(71)

The contribution of the first term can be easily shown to be
\[ i \Sigma^{(2)}(p) = 4ie^4 \gamma^\mu \left\{ - \frac{1}{2} \left( I_{\mu}^{(2)} + 2b I_{\mu}^{(2)} + I_{\mu}^{(2)} (p^2) \right) \right\}. \]  
(72)

The two counterterms give identical contributions
\[ 2 i \Sigma^{(2)}(p) = 2 i \Sigma^{(2)}(p) = 2 i \Sigma^{(2)}(p) \]  
(73)
and, so
\[ i \Sigma^{(2)}(p) = 4ie^4 \gamma^\mu \left[ - p_\mu I(p^2) + I_{\mu}^{(2)} (p^2) \right]. \]  
(74)
Summing these three self-energy amplitudes, we finally obtain

$$\Sigma^{(2)}(p) = \frac{4}{3} e^4 b \int_k \frac{k(\hat{p} - \hat{k}) k}{k^3 (p - k)^2} \left[ \log \left( -\frac{k^2}{\lambda^2} \right) + \frac{5}{3} \right] + \frac{2}{3} e^4 b \gamma^\mu \left\{ -I^{(2)}_\mu + 4 p_\mu I^{(2)}_\mu + \frac{1}{3} p_\mu I \right\} \right]. \quad (75)$$

For the evaluation of the vertex corrections, we would like to call the reader’s attention to the fact that, although Implicit Regularization does not commute with the contraction of the amplitude with the metric (in this process we would loose control of the surface terms, which possibly are symmetry violating terms), it commutes with the contraction with an external momentum. For this reason, for the purpose of verifying the Ward identities, we shall evaluate the vertex corrections contracted with the momentum of the external photon, $q^\mu$. However, at one-loop order, the Ward identity relating the vertex function and the fermionic self-energy is written as

$$q^\mu \Gamma^{(1)}_{\mu} = \Sigma^{(1)}(p) - \Sigma^{(1)}(p') \ ,$$

where $\Sigma^{(1)}(p)$ is the one-loop self-energy of a fermion with momentum $p$. This allows us to write

$$-ie q^\mu \Gamma^{(2)}_{\mu} = -ie^2 \int_k \gamma^\alpha \frac{1}{\hat{p} - \hat{k}} (-ie) \left[ \Sigma^{(1)}(p - k) - \Sigma^{(1)}(p' - k) \right] \frac{1}{\hat{p} - \hat{k}} \frac{1}{k^2} . \quad (77)$$

and, substituting the expression for $\Sigma^{(1)}(p)$, we...
have

\[-\epsilon q^\mu \Gamma^{(2)}_{\mu a} = \]
\[2\epsilon g^b \int \frac{d^4 k}{(2\pi)^4} \frac{(p' - k)}{(p - k)^2 k^2} \ln \left( \frac{(p - k)^2}{\lambda^2} - 2 \right) - 2 \]
\[-\epsilon g^b \int \frac{d^4 k}{(2\pi)^4} \frac{(p' - k)}{(p - k)^2 k^2} \ln \left( \frac{(p - k)^2}{\lambda^2} - 2 \right). \tag{78}\]

These integrals will be left unsolved, since they will be canceled by contributions coming from diagrams of figures 5-1 and 5-1, which are presented with their correspondent counterterms. It is straightforward to show that

\[-\epsilon q^\mu \Gamma^{(2)}_{\mu d} = \]
\[-2\epsilon g^b \int \frac{d^4 k}{(2\pi)^4} \frac{(p' - k)}{(p - k)^2 k^2} \ln \left( \frac{(p - k)^2}{\lambda^2} - 2 \right) - 2 \]
\[+ 2\epsilon g^b \int \frac{d^4 k}{(2\pi)^4} \frac{(p' - k)}{(p - k)^2 k^2} \ln \left( \frac{(p - k)^2}{\lambda^2} - 2 \right) - 2 \]
\[= 2\epsilon g^b \int \frac{d^4 k}{(2\pi)^4} \frac{(p' - k)}{(p - k)^2 k^2} \ln \left( \frac{(p - k)^2}{\lambda^2} - 2 \right) - 2 \]
\[+ 2\epsilon g^b \gamma^\mu \left\{ I^{(2)}_\mu (p) - p_\mu I(p) \right\} \tag{79}\]

and

\[-\epsilon q^\mu \Gamma^{(2)}_{\mu e} = \]
\[-2\epsilon g^b \int \frac{d^4 k}{(2\pi)^4} \frac{(p' - k)}{(p - k)^2 k^2} \ln \left( \frac{(p - k)^2}{\lambda^2} - 2 \right) - 2 \]
\[+ 2\epsilon g^b \int \frac{d^4 k}{(2\pi)^4} \frac{(p' - k)}{(p - k)^2 k^2} \ln \left( \frac{(p - k)^2}{\lambda^2} - 2 \right) - 2 \]
\[= 2\epsilon g^b \int \frac{d^4 k}{(2\pi)^4} \frac{(p' - k)}{(p - k)^2 k^2} \ln \left( \frac{(p - k)^2}{\lambda^2} - 2 \right) - 2 \]
\[+ 2\epsilon g^b \gamma^\mu \left\{ I^{(2)}_\mu (p') - p_\mu I(p') \right\}. \tag{80}\]

So, in the partial summation,

\[-\epsilon q^\mu \left( \Gamma^{(2)}_{\mu d} + \Gamma^{(2)}_{\mu d} + \Gamma^{(2)}_{\mu e} \right) = \]
\[2\epsilon g^b \gamma^\mu \left\{ I^{(2)}_\mu (p) - p_\mu I(p) - \left( I^{(2)}_\mu (p') - p_\mu p(p') \right) \right\}, \tag{81}\]

occurs the cancelation of the unsolved integrals corresponding to these diagrams.

The next two-loop vertex correction is represented by the diagram of fig. 5-1, where the subdiagram is a correction for the one-loop photon propagator. This amplitude is given by

\[-\epsilon q^\mu \Gamma^{(2)}_{\mu b} = \]
\[(-\epsilon)^3 \int \frac{d^4 k}{(2\pi)^4} \frac{1}{(p - k)^2} \left\{ \gamma^\mu \gamma^\nu \gamma^\rho \right\} \left\{ \frac{-1}{k^2} \right\}. \tag{82}\]

where, in the brackets, we have the expression for the subdiagram. Applying the forest formula and using the expression for the one-loop correction to the photon propagator we have

\[-\epsilon q^\mu \Gamma^{(2)}_{\mu b} = \]
\[(-\epsilon)^3 \int \frac{d^4 k}{(2\pi)^4} \frac{1}{(p - k)^2} \left\{ \gamma^\mu \gamma^\nu \gamma^\rho \right\} \left\{ \frac{-1}{k^2} \right\}. \tag{83}\]

Contracting the amplitude with the external photon momentum $q^\mu$ and using the identity $\hat q = (p - k) - (p' - k)$, we have, in terms of typical one and two-loop basic integrals,

\[-\epsilon q^\mu \Gamma^{(2)}_{\mu b} = \]
\[\frac{-4}{3} \int \frac{d^4 k}{(2\pi)^4} \frac{(p - k)^2}{(p - k)^2} \ln \left( \frac{k^2}{\lambda^2} + \frac{5}{3} \right) \frac{1}{k^2} \tag{84}\]

The next amplitude is represented by the fig. 5-1, and, following similar steps, the final result for this amplitude can be written as

\[-\epsilon q^\mu \Gamma^{(2)}_{\mu c} = \]
\[\frac{-8\epsilon g^5}{3} \int \frac{d^4 k}{(2\pi)^4} \frac{(p - k)^2}{(p - k)^2} \ln \left( \frac{k^2}{\lambda^2} + \frac{5}{3} \right) \frac{1}{k^2} = \]
\[\frac{8\epsilon g^5}{3} \int \frac{d^4 k}{(2\pi)^4} \frac{(p - k)^2}{(p - k)^2} \ln \left( \frac{k^2}{\lambda^2} + \frac{5}{3} \right) \frac{1}{k^2}. \tag{85}\]
To obtain the result above, it was necessary to make shifts and to use the fact that the integrals are odd in the exchange of both sign of $p$ and $p'$. We do not need to calculate these integrals, as, as we will see, they will be canceled by some of the next contributions.

Finally, the two last two-loop vertex corrections contributions are given by the figures 5f and 5g. Calculating the amplitude for the first diagram, we have

\[
-ieq^\mu \Gamma^{(2)}_{\mu f} =
-8ie^5 \int_{k,l}^{A} \frac{(l - k) \cdot (p' - k)}{k^2 l^2 (k - l)^2 (p - k) (p - l)^2}
+8ie^5 \int_{k,l}^{A} \frac{(l - k) \cdot (p - k)}{k^2 l^2 (k - l)^2 (p - k) (p - l)^2}

-\Gamma^{(2)}_{\nu f CT} =
-8ie^5 \int_{k,l}^{A} \frac{(l - k) \cdot (p' - k)}{k^2 l^2 (k - l)^2 (p' - k) (p' - l)^2}
-4ie^5 \gamma^\mu \left\{ I_{\mu}^{(2)}(p') - p_\mu I(p') \right\} ,
\]

where for the sake of subtracting the subdivergences we have discarded the divergent part of the subdiagram. For the last graph, we obtain

\[
-\Gamma^{(2)}_{\mu f} =
8ie^5 \int_{k,l}^{A} \frac{(l - k) \cdot (p - k)}{k^2 l^2 (k - l)^2 (p - k) (p - l)^2}
-8ie^5 \int_{k,l}^{A} \frac{(l - k) \cdot (p' - k)}{k^2 l^2 (k - l)^2 (p' - k) (p' - l)^2}

-\Gamma^{(2)}_{\nu f CT} =
8ie^5 \int_{k,l}^{A} \frac{(l - k) \cdot (p - k)}{k^2 l^2 (k - l)^2 (p - k) (p - l)^2}
+4ie^5 \gamma^\mu \left\{ I_{\mu}^{(2)}(p') - p_\mu I(p') \right\} ,
\]

Summing the results for the graphs of figures 5c, 5d and 5g, we get

\[
-ieq^\mu (\Gamma^{(2)}_{\mu c} + \Gamma^{(2)}_{\mu d} + \Gamma^{(2)}_{\mu f}) =
-2ie^5 \gamma^\mu \left\{ I_{\mu}^{(2)}(p') - p_\mu I(p') \right\}.
\]

It is now an easy task to check that

\[
q^\mu \Gamma^{(2)}_{\mu} = \Sigma^{(2)}(\hat{p}) - \Sigma^{(2)}(\hat{p}')
\]

The calculation we have performed above with the contraction of the photon momentum with the photon-fermion vertex follows the traditional diagrammatic proof of gauge invariance and, thus it is not surprising that it would work. Nevertheless, it is important to pay attention to this feature of Constrained Implicit Regularization: the method was developed to contain all the features which are necessary in order to preserve gauge invariance and dimension sensitive symmetries. The possibility of making shifts is implemented by taking care of all the surface terms. The maintenance of the specific dimension of the theory and the fact that the integrand is not modified guaranties the preservation of the vector algebra. So, the implicit regularization can even be a simple cutoff, since its bad features are under control.

In the next section, we perform the calculation of the two-loop QED $\beta$-function. It is a nice test for the definition of counterterms in terms of our basic divergences. As we have seen, the CIR procedure has preserved the two-loop QED Ward Identities, which means the correct relations between QED renormalization constants.

V. SPINORIAL QED TWO-LOOP $\beta$-FUNCTION

As a final checking, we are going to present the two-loop spinorial QED $\beta$-function. The relationship between the bare and renormalized charge is given by

\[
\beta_B = \beta B Z_2 Z_3^{-1/2},
\]

As a consequence of the Ward Identities, $Z_1 = Z_2$, and it is obtained through the electromagnetic field counterterm, $Z_3$. Until two loop order, this counterterm is written as

\[
Z_3 = 1 + 4 \alpha e^2 I_{\log}(\lambda^2) - 8 \epsilon^4 \left\{ \frac{3}{2} I_{\log}(\lambda^2) \right\} .
\]

We write eq. (90) in terms of the fine structure constant:

\[
\alpha_B = Z_3^{-1/2} \alpha .
\]

We are going to use the $\beta$-function definition as

\[
\beta = \frac{\partial (\ln \alpha)}{\partial (\ln \lambda)} = \frac{2 \lambda^2}{\alpha} \frac{\partial \alpha}{\partial \lambda^2}.
\]
The expression for $Z_3$ can be written in terms of the coupling constant as

$$Z_3^{-1} = 1 - \frac{16\pi}{3} \lambda I_{log}(\lambda^2) + \frac{8}{3}(4\pi)^2 \alpha^2$$

$$\times \left( \frac{5}{6} I_{log}^2(\lambda^2) - 3b I_{log}^{(2)}(\lambda^2) + \frac{9}{2} b I_{log}(\lambda^2) \right) + \cdots$$

$$= 1 - c_1 \alpha + c_2 \alpha^2 + \cdots . \quad (94)$$

The bare coupling is independent of the scale energy. Therefore, after performing the derivation of $\alpha_B$ with respect to $\lambda^2$, the scale energy, we obtain

$$\frac{\partial \alpha}{\partial \lambda^2} Z_3^{-1} + \alpha \frac{\partial Z_3^{-1}}{\partial \lambda^2} = 0 \quad (95)$$

The first term is given by

$$\frac{\partial Z_3^{-1}}{\partial \lambda^2} = - \frac{\partial {c_1}}{\partial \lambda^2} \alpha - \frac{\partial c_1}{\partial \lambda^2} \alpha + 2 \alpha \frac{\partial \alpha}{\partial \lambda^2} c_2$$

$$+ \alpha^2 \frac{\partial c_3}{\partial \lambda^2} + \cdots . \quad (96)$$

After some algebra, we obtain

$$\beta = \frac{1}{1 - 2\alpha c_1 + 3\alpha^2 c_2^2 + \cdots} \left( 2 \lambda^2 \alpha \frac{\partial c_1}{\partial \lambda^2} ight.$$

$$- 2 \lambda^2 \alpha^2 \frac{\partial c_2}{\partial \lambda^2} + \cdots) . \quad (97)$$

We can write

$$\beta = 2 \lambda^2 \alpha \frac{\partial c_1}{\partial \lambda^2} - 2 \lambda^2 \alpha^2 \left[ \frac{\partial c_2}{\partial \lambda^2} - 2 c_1 \frac{\partial c_1}{\partial \lambda^2} \right] + \cdots . \quad (98)$$

The derivatives of $c_1$ and $c_2$ are given by

$$\frac{\partial c_1}{\partial \lambda^2} = \frac{16\pi I_{log}(\lambda^2)}{3 \lambda^2} = \frac{1}{3\pi \lambda^2} \quad (99)$$

and

$$\frac{\partial c_2}{\partial \lambda^2} = \frac{8}{3} 16\pi^2 \left\{ \frac{1}{12\pi^2 \lambda^2} I_{log}(\lambda^2) + \frac{3}{2\pi^4 \lambda^2 (16)^2} \right\} , \quad (100)$$

which leads us to

$$\frac{\partial c_2}{\partial \lambda^2} - 2 c_1 \frac{\partial c_1}{\partial \lambda^2} =$$

$$\frac{8}{3} 16\pi^2 \left\{ \frac{1}{12\pi^2 \lambda^2} I_{log}(\lambda^2) + \frac{3}{2\pi^4 \lambda^2 (16)^2} \right\} -$$

$$\frac{32 \pi^2}{9 \lambda^2} I_{log}(\lambda^2) = \frac{1}{4\pi \lambda^2} . \quad (101)$$

Finally, we can write the result for the $\beta$ function obtained up to two loop order:

$$\beta = \frac{2 \alpha}{3 \pi} + \frac{1}{2} \left( \frac{\alpha}{\pi} \right)^2 , \quad (102)$$

which is in agreement with the known result, since the $\beta$ function is independent of the renormalization scheme up to two loop order.

VI. CONCLUSION

In this paper we extended the procedure of Constrained Implicit Regularization to be applied in abelian gauge theories beyond one-loop order. For the sake of simplicity, we have considered the massless case. The massive case does not present any new features, apart from the fact that the calculation is a little more involved. The whole process is based on the elimination of symmetry violating terms, which are momentum space surface terms. This is equivalent to allow shifts in the momentum of integration. This is one of the principal requirements in the diagrammatic proof of gauge invariance and is the reason why Dimensional Regularization preserves this symmetry.

In the case of anomalies, the elimination of the surface terms by means of symmetry restoring counterterms does not work. The reason is that the counterterm necessary to restore, for instance, the vector Ward identity would cause the violation of the axial Ward identity and vice-versa. Actually, this occurs because, diagrammatically, the anomaly manifests itself as a violation of momentum routing invariance. For methods like Dimensional Regularization, which eliminate surface terms automatically, the ambiguity is manifested by the form the $\gamma_5$ matrix is inserted into the trace.

For the non-abelian case, CIR was successfully applied in the renormalization on QCD to one-loop order \[12\]. We argue here that it is also adequate for higher order calculations. Our argument is based on the fact that the ‘t Hooft identity \[27\] requires a regularization method which allows shifts in the integration momentum. This is well discussed in the references \[28\] and \[29\]. Implicit Regularization contains all the ingredients to preserve the generalized Ward-Slavnov-Taylor identities and we expect it would succeed in higher order calculations also in the non-abelian case as well. That is because after group theoretical factors have been evaluated, we are left with the same basic integrals, just as in the abelian case.

Actually, the main utility of Implicit Regularization is its application in dimension specific theories such as supersymmetric theories. As discussed in the introduction, from a more phenomenological perspective it is expected that the Minimal Supersymmetric Standard Model (MSSM) can be
probed at LHC with an accuracy at the percent level in measurements of electroweak precision observables \[^{2}\]. The theoretical evaluation of such observables must be performed at least to two loop order both in the SM and MSSM so that the evidence of new physics becomes unraveled. Clearly, an invariant regularization and renormalization procedure is important, both to eliminate inconsistencies and to reduce the number of adjustable parameters in the calculation.

VII. APPENDIX

In this appendix we display the results of the basic integrals up to two loop order and illustrate the procedure with the evaluation of one of them, including the finite part, which is similar for the others integrals. We begin by the explicit calculation of the two-loop integral,

\[
I^{(2)} = \int_0^\Lambda \frac{1}{k^2(p-k)^2} \ln \left( \frac{k^2}{\lambda^2} \right),
\]

in which we will insert a fictitious mass \(m\) that will be set to zero in the end of the calculation. The use of the identity \[^{1}\] gives us

\[
I^{(2)} = \int_0^\Lambda \frac{1}{(k^2-m^2)^2} \ln \left( \frac{k^2-m^2}{\lambda^2} \right)
- \int_0^\Lambda \frac{p^2-2p\cdot k}{(k^2-m^2)^2 \lambda^2 \left[ (p-k)^2-m^2 \right]} \ln \left( \frac{k^2-m^2}{\lambda^2} \right)
= I_{\log}^{(2)}(m^2) - \tilde{I}^{(2)}. \tag{104}
\]

It is clear from the equation above the reason for the introduction of the fictitious mass \(m\). Although the integral by itself is infrared finite, when the separation by means of the relation \[^{1}\] is performed, we are left with two infrared divergent parts. The scale relation,

\[
I_{\log}^{(2)}(m^2) = I_{\log}^{(2)}(\lambda^2)
-b \left\{ \frac{1}{2} \ln^2 \left( \frac{m^2}{\lambda^2} \right) + \ln \left( \frac{m^2}{\lambda^2} \right) \right\},
\]

will make the connection between these parts in order to make the limit \(m^2 \to 0\) possible. We show a simple trick to calculate the finite part. First, we make use of the standard limit

\[
\ln a = \lim_{\epsilon \to 0} \frac{a^{\epsilon} - 1}{\epsilon}
\]

to write

\[
\tilde{I}^{(2)} = \lim_{\epsilon \to 0} \frac{1}{\epsilon} \sum_{l=0}^{1} A_l, \tag{106}
\]

with

\[
A_l = (-1)^{1-l} \int_0^\Lambda \frac{p^2 - 2p \cdot k}{(k^2 - m^2)^{2-l} \epsilon \left[ (p-k)^2 - m^2 \right]}.
\]

The \(A_l\) terms can be calculated by means of Feynman parametrization. As it is easy to note, only the coefficient of \(\epsilon\) in the series for \(\epsilon \to 0\) of \(A_1\) will contribute. So, we get, for small \(m\),

\[
\tilde{I}^{(2)} = -b \left\{ \frac{1}{2} \ln^2 \left( \frac{m^2}{\lambda^2} \right) + \ln \left( \frac{m^2}{\lambda^2} \right) \right\}
- \frac{1}{2} \ln^2 \left( -\frac{p^2}{\lambda^2} \right) + \ln \left( -\frac{p^2}{\lambda^2} \right). \tag{108}
\]

When the divergent and finite parts are added together and the scale relation is used, the dependence on the fictitious mass \(m\) disappears and we get

\[
I^{(2)} = I_{\log}^{(2)}(\lambda^2) + b \left\{ \frac{1}{2} \ln^2 \left( -\frac{p^2}{\lambda^2} \right) + \ln \left( -\frac{p^2}{\lambda^2} \right) \right\} \tag{109}
\]

The results of the other integrals, as defined in the text, are the following:

\[
I = I_{\log}^{(2)}(\lambda^2) - b \ln \left( -\frac{p^2}{\lambda^2} \right) + 2b; \tag{110}
\]

\[
I_{\mu} = \frac{p_{\mu}}{2} \left\{ I_{\log}^{(2)}(\lambda^2) - b \ln \left( -\frac{p^2}{\lambda^2} \right) + 2b \right\}; \tag{111}
\]

\[
I_{\nu\nu} = \frac{1}{3} p_{\mu} p_{\nu} \left\{ I_{\log}^{(2)}(\lambda^2) - b \ln \left( -\frac{p^2}{\lambda^2} \right) + \frac{11}{6} b \right\}
+ \frac{1}{3} p^2 g_{\mu\nu} \left\{ -\frac{1}{4} I_{\log}^{(2)}(\lambda^2) + \frac{b}{4} \ln \left( -\frac{p^2}{\lambda^2} \right) - \frac{b}{3} \right\}; \tag{112}
\]

\[
I_{\mu}^{(2)} = \frac{p_{\mu}}{2} \left\{ I_{\log}^{(2)}(\lambda^2) + \frac{1}{2} I_{\log}^{(2)}(\lambda^2) + \ln \left( -\frac{p^2}{\lambda^2} \right) - \ln \left( -\frac{p^2}{\lambda^2} \right) - 3 \right\}; \tag{113}
\]

\[
I_{\mu\nu}^{(2)} = \frac{1}{3} p_{\mu} p_{\nu} \left\{ I_{\log}^{(2)}(\lambda^2) + \frac{5}{6} I_{\log}^{(2)}(\lambda^2)
- b \left\{ \frac{1}{2} \ln^2 \left( -\frac{p^2}{\lambda^2} \right) + \frac{1}{2} \ln \left( -\frac{p^2}{\lambda^2} \right) - \frac{9}{4} \right\}
+ \frac{p^2 g_{\mu\nu}}{12} \left\{ -I_{\log}^{(2)}(\lambda^2) + \frac{1}{6} I_{\log}^{(2)}(\lambda^2)
+ \left[ \frac{1}{2} \ln^2 \left( -\frac{p^2}{\lambda^2} \right) - \frac{11}{6} \ln \left( -\frac{p^2}{\lambda^2} \right) + \frac{11}{6} \right] \right\} \right\} \tag{114}
\]
Another class of integrals we have to deal to two loop order are the overlapped ones. In this case, there is a symmetry between the internal momentum $k$ and $l$ in the denominator, with three factors involving each one. This type of integrals commonly appears in the solution of overlapped diagrams. So it is interesting to maintain all the sub-divergences to be eliminated at the end, when the counterterms are added. We give some details of the solution of one of them:

\[
J^{(2)} = \frac{p^2}{2} \left[ I_{\log}(\lambda^2) - b \ln \left( \frac{-p^2}{\lambda^2} \right) \right] + 3b
\]  

(115)

For the finite part, we adopt the following procedure. We write

\[
B_{\mu\nu} = C_1 p_{\mu} p_{\nu} + C_2 p^2 g_{\mu\nu}
\]  

(118)

and by contracting the integral $B_{\mu\nu}$ with $p_{\mu} p_{\nu}$ and with $g_{\mu\nu}$, we solve a system of two equations to obtain $C_1$ and $C_2$. This procedure is not allowed for divergent integrals in the context of Implicit Regularization, since the contraction with $g_{\mu\nu}$ would make us loose control of the surface terms that must be eliminated. The final result for $I^{(2)}_{\mu\nu}$ yields

\[
I^{(2)}_{\mu\nu} = \frac{g_{\mu\nu}}{4} \left\{ I_{\log}(\lambda^2) - b I_{\log}(\lambda^2) + \frac{9}{2} b I_{\log}(\lambda^2) \right. \\
- b \ln \left( \frac{-p^2}{\lambda^2} \right) I_{\log}(\lambda^2) + \frac{b^2}{2} \ln^2 \left( \frac{-p^2}{\lambda^2} \right) \\
- \frac{7}{2} b^2 \ln \left( \frac{-p^2}{\lambda^2} \right) + \frac{31}{6} b^2 - \frac{p^2}{3} I^C \}
\]  

(119)

For the other divergent integral of this type we needed, we have:

\[
I^{(2)}_{\mu\nu} = g_{\mu\nu} \left\{ \frac{b}{4} I_{\log}(\lambda^2) - \frac{b^2}{4} \ln \left( \frac{-p^2}{\lambda^2} \right) - \frac{p^2}{12} I^C + \right. \\
\frac{11}{12} b^2 - \frac{b^2 \pi^2}{36} \}
\]  

(120)
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