Spatio-Temporal Prediction of the Epidemic Spread of Dangerous Pathogens Using Machine Learning Methods
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Abstract: Real-time identification of the occurrence of dangerous pathogens is of crucial importance for the rapid execution of countermeasures. For this purpose, spatial and temporal predictions of the spread of such pathogens are indispensable. The R package papros developed by the authors offers an environment in which both spatial and temporal predictions can be made, based on local data using various deterministic, geostatistical regionalisation, and machine learning methods. The approach is presented using the example of a crops infection by fungal pathogens, which can substantially reduce the yield if not treated in good time. The situation is made more difficult by the fact that it is particularly difficult to predict the behaviour of wind-dispersed pathogens, such as powdery mildew (Blumeria graminis f. sp. tritici). To forecast pathogen development and spatial dispersal, a modelling process scheme was developed using the aforementioned R package, which combines regionalisation and machine learning techniques. It enables the prediction of the probability of yield-relevant infestation events for an entire federal state in northern Germany at a daily time scale. To run the models, weather and climate information are required, as is knowledge of the pathogen biology. Once fitted to the pathogen, only weather and climate information are necessary to predict such events, with an overall accuracy of 68% in the case of powdery mildew at a regional scale. Thereby, 91% of the observed powdery mildew events are predicted.
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1. Introduction

Modelling of the epidemic spread of diseases often requires the implementation of a geographical methodology independent of the disease studied. However, often only local and non-spatial studies of the behaviour of the pathogens have been conducted. This paper illustrates how such an implementation of geographical expertise can be achieved using the example of minimising fungicide treatments.

In the agricultural sector, there is always a risk of yield losses due to fungal infestations. To mitigate this risk, plant protection products have been used to a considerable extent. These are often applied regularly, in order to prevent possible infestation. In 2016, this resulted in 149,430 tonnes of fungicides and bactericides being applied in agricultural use in all states of the European Union [1]. In order to reduce the amount of fungicides applied, directive 2009/128/EC was passed by the European Parliament [2] to achieve a more sustainable use of pesticides.
One approach towards reaching this goal is to reduce the regular application of fungicides by making targeted forecasts of impending dangerous infestations. At present, there exist different models for different pathogens, but most models describe only single effects and do not represent the complex events in the field [3–8]. In addition to the individual effects determined under laboratory conditions, there have been numerous attempts in recent years to identify infection processes using machine learning methods. However, satellites and orthophotos have mainly been used to detect existing infestations [9–12].

The objective of this study is not to detect infestations but to generate a temporal and spatial prediction of the epidemic spread of infestations, which requires the interdisciplinary combination of phytopathological and geographical methods and knowledge. The procedure developed for this purpose will be illustrated using the example of powdery mildew, a fungus that infests wheat. It is more important for the target group that if the model does not predict a yield-relevant infestation, no infestation will occur, as opposed to the model incorrectly predicting an infestation. In order to achieve that objective, in addition to a corresponding data set consisting of several years of infestation and weather data, it was determined which regionalisation methods and machine learning procedures are necessary to accomplish it.

2. Materials and Methods

2.1. Study Area

Schleswig-Holstein was used as an exemplary study area. The northernmost federal state of Germany (Figure 1) is located between the North Sea in the west and the Baltic Sea in the east.
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**Figure 1.** Map of the exemplary study area containing information on the weather and infestation measuring stations.
Following Fränzle [13], the research area was divided into marshes and mudflats in the west, residues of Saalian moraines east of the marshes, outwash plains in the centre, and uplands in the east, characterised by a series of ice advances. The highest elevation of the study area was 164 m, in the eastern uplands. Due to the soil composition in the study area, wheat is cultivated predominantly in the marshes and mudflats, and the eastern uplands. In the residues of Saalian moraines and the outwash plains, located in the centre of Schleswig-Holstein, less wheat is cultivated [14].

The climate of the region is determined by the westerlies and by its location in the transitional area between the North Atlantic and the European continental shelf [15]. The interplay of these influences is reflected in the seasonal course of the weather, with a cool and relatively dry spring, a rainy and moderately warm summer, and a sunny and mild autumn and winter [15]. The mean temperatures vary, on a long-term average, between 1.7 °C in winter, with higher temperatures at the coasts, and 16.5 °C in summer, with a stronger continental influence and higher temperatures in the south [16]. The long-term average precipitation is 809 mm/a, with higher values in the central and western part of the study area [16]. As a result of the westerlies, the highest wind speeds of the study area are reached on the west coast. On average, wind speeds around 4.3 m/s (at 10 m) have been recorded [16].

2.2. Sources of Data Used

The IPM (Integrated Pest Management) monitoring program of the Department of Phytopathology of Kiel University has studied the occurrence and dynamics of several pathogens in Schleswig-Holstein since 1993 (except for 2004) [17], and thereby, has created a unique data set of in-field observations of infestation events. Figure 1 shows the monitoring stations used since 1997. All observation sites are located absolutely in space using coordinates. Distributed in the wheat cultivation areas, they represent the disease situation in the study area selected for the exemplary application of the prediction approach. As described by Verreet et al. [17], the monitoring procedure took place weekly throughout the vegetation period, from growth stage (GS) 30 to 75 onwards at all leaf levels (F – 7 = eight upper leaves to F = flag leaf) [18]. In each studied plot, 30 plants were selected and disease incidence (percentage of infected plants or leaves per leaf position) and disease severity (percentage of leaf surface covered with pustules) of powdery mildew and other diseases were determined by counting pathogen-specific fungal structures. As the concept of the IPM monitoring program included the comparison of plant stocks treated with fungicides against untreated stocks, the control data can be used for the modelling approach. While most of the studied wheat varieties were available only for a restricted time, the variety Ritmo was used to allow for comparison throughout the experimental period. Powdery mildew was selected as an example of the application of the modelling approach. It has been well-described in the current literature, but is also difficult to predict because of its wind-borne behaviour. The spread of this pathogen is mainly influenced by weather conditions. The pathogenic spores need some wind speed to spread, but it cannot be too high, or the spores will not adhere to plants [19]. The infection caused by these spores is mainly influenced by the air temperature [20,21]: a humidity value close to 100% supports the pathogen and results in quick infection [21,22]. Precipitation can also influence the infection of the plant, but the impact of precipitation on the infection is typically negligible, except for heavy rain, which can wash the spores off of the plant surfaces [23]. In addition to the weather, the growth state of the plant is also important in the infection process. This can be illustrated, for example, by temperature values which are modified by a plant-specific function and summed (cumulative thermal unit (CTU)) [24]. For the scope of the current work, instead of predicting the actual disease incidence of powdery mildew, we focused on detecting whether a severe infestation event would occur, which was predicted by the exceedance of a pathogen-specific disease control threshold value. Klink [25] and Verreet et al. [17] used a threshold value of 70% disease incidence to trigger a fungicide treatment of the plant stock, to avoid yield-relevant damage by powdery mildew. Therefore, the exceedance of this threshold was used in our method to predict severe infestation events.
For the analysis of the climatic and weather situation in the study area, the data set of the German meteorological survey is available from the Open Data Server [16]. The Open Data Server provides regionalised climatic data summarised for 30 years, and for the years after 1995, hourly weather data for several locations in Schleswig-Holstein and the rest of Germany. The measuring stations of the German meteorological survey are shown in Figure 1. The number of available stations varies depending on the year and parameter considered. In 2019, temperature and humidity were measured at 26 stations, precipitation at 35 stations, and wind speed at 22 stations.

2.3. Methods Applied

In accordance with the objective of this paper, a modelling approach was developed as a combination of different interpolation and machine learning techniques. An overview of how these procedures work is given below.

Spatial interpolation methods are divided into deterministic and geostatistic methods [26]. In addition to the deterministic inverse distance weighting method, the geostatistical methods ordinary kriging, kriging with external drift, and random forest kriging were used in this study:

- **Inverse distance weighting (IDW)** is a common deterministic spatial interpolation method, which is defined as a weighted average of the data point values [27]. The weighting itself is a function of the distance:

\[
\hat{z}(x_0) = \frac{\sum_{i=1}^{n} (d_i)^{-p} \cdot z(x_i)}{\sum_{i=1}^{n} (d_i)^{-p}} \text{ if } d_i \neq 0,
\]

where \(\hat{z}(x_0)\) is the value to be estimated at the location \(x_0\), \(z(x_i)\) is the known value at a specific location \(x_i\), \(d_i\) is the distance between the estimated and the known data points, \(p\) is the inverse distance power, and \(n\) is the number of known data points closest to the estimated location. Although IDW does not model the spatial autocorrelation of the target variable (as the methods described below do), the procedure can still achieve good results. Wagner et al. [28] and Borges et al. [29], for example, found that the IDW interpolation achieved the best results for interpolating precipitation.

- **Ordinary kriging (OK)** was first established by Krig [30] and mathematically derived by Matheron [31]. Using this statistical interpolation method, the spatial dependence of the variable is not just assumed (as it would be with the IDW method), but analysed and integrated in the regionalisation. The analysis of the spatial dependence is based on variography: the similarity of point pairs (semivariance) is compared to their distance, and a function is adapted to the semivariance, which decreases with increasing distance Matheron [31]. By means of this variogram model, it is possible to calculate the weights (\(\lambda_i\)) by which the values of the surrounding points (\(z(x_i)\)) are multiplied, according to the krig equation (2) [31,32]:

\[
\hat{z}(x_0) = \sum_{i=1}^{n} \lambda_i \cdot z(x_i).
\]

- **Kriging with external drift (KED)** uses the integration of independent variables in the process of Kriging interpolation. The principle of the procedure was established by Matheron [33] as a combination of OK and multiple linear regression of the dependent variable (the parameter of interest) with the independent variable (e.g., the coordinates or an elevation model). As described by Equation (3), a linear regression is fitted to the variables to predict the dependent variable by the (already regionalised) independent variables. The spatial prediction of the dependent variable starts with the application of the regression model (\(\hat{m}(x_0)\)) on the regionalised independent variables. In order to increase the accuracy of the prediction, the Kriging procedure (\(\hat{z}(x_0)\), as in
Equation (2), is used to interpolate the residuals of the regression model. These two spatial data sets are then summed to calculate the aim variable ($\hat{e}(x_0)$):

$$\hat{e}(x_0) = \hat{m}(x_0) + \hat{z}(x_0).$$

The incorporation of covariates can lead to very good results, depending on the influence of such variables. Correspondingly, KED has proven to be especially appropriate for the interpolation of temperature [34] and wind speed [35].

- **Random forest kriging (RFK)** is similar to the KED procedure. However, instead of multiple linear regression, the relationship between the dependent and independent variables is represented by a random forest. The functionality of such a random forest is explained in more detail in the description of the machine learning methods.

In addition to the spatial interpolation methods, various machine learning methods were used. These are usually divided into unsupervised and supervised techniques. Unsupervised procedures search independently for patterns, while supervised procedures require a dependent variable (such as an infestation) for which the correlations with independent variables are examined. Three supervised machine learning methods were used in this work:

- **Decision trees (DT)** are based on the idea of recursive partitioning—splitting the data repeatedly into smaller subsets until they are homogeneous regarding the target variable. Of the different algorithmic methods created to find the ideal split, the C5.0 DT algorithm (developed by Ross Quinlan as an improvement to his C4.5 algorithm [36]), which uses the concept of entropy to create subsets with maximum purity, is the most common. The entropy for a specific subset is calculated as:

$$\text{Entropy}(S) = \sum_{i=1}^{c} -p_i \cdot \log_2(p_i),$$

where $S$ is the subset, $c$ is the number of class levels, and $p_i$ is the proportion of values in the specific class [37]. The quality of the splits, thus, is based on the summed entropy values of all subsets:

$$\text{Entropy}(T) = \sum_{i=1}^{c} w_i \cdot \text{Entropy}(P_i),$$

with the total entropy ($T$) and the weighting ($w_i$) obtained by the proportion of examples in the subset [37]. The entropy values of the potential splits are weighted against each other, resulting in the information gain of potential splits, of which the one with the highest information gain is chosen.

- **Random forests (RF)**, developed by Breiman [38], combine the aforementioned DT with the bagging procedure, which uses bootstrap sampling—a random sampling with replacement method—to generate multiple predictions for a data set using the same prediction method [39]. The individual results are combined into one final prediction, using a plurality vote for classification and the average value for numerical outputs. The RF algorithm creates random subsets of the data set at each node of the developing tree [38]. The splits are evaluated using estimates, which test the ongoing grown trees at the cases not yet integrated into the model, in order to give an error estimate [38]. As a result, a forest of randomly grown DTs emerges. The combination of these trees, as an average for regression tasks and as the most frequent value for classification tasks, results in the final prediction of the RF model. RFs are assumed to be less prone to overfitting, as only parts of the data set are used to generate the individual trees [40]. Furthermore, they are assumed to be better at learning from larger data sets with a large number of features [37].

- **Boosted decision trees (BDT)** utilise the boosting procedure. Similar to the bagging method explained above, the boosting procedure creates a number of DTs [41]. In contrast to the decision trees of the RFs, however, the trees in BDT do not consist of random sub-data sets. At first,
only one DT is generated, based on the entire data set. The weight of misclassified instances in this first tree is, then, increased when the next tree is generated [42]. This process is repeated until the requested number of trees is reached. The final prognosis of this method is given by the majority decision of the generated DTs.

2.4. Modelling Approach

This section explains how the different spatial interpolation methods and machine learning techniques described in the previous section are combined into the process scheme of the proposed prediction approach (Figure 2). The application of the scheme requires that the data of independent parameters are available, which influence the dependent variable (i.e., the investigated infestation). These data should also reflect a temporal sequence, if this is assumed for the studied infestation. If these data are available locally, the first step of the scheme is to interpolate the points using deterministic or geostatistical regionalisation methods. The second step is to assign the respective values of the regionalised independent parameters to the infection events. This is necessary if the infestation is not triggered by the current conditions, but by the conditions of a foregone period. This approach allows for the aggregation of the hourly data of several days using the mean, the minimum, and the maximum values, assigning them to an observed infestation a few days later. This can vary depending on the infestation studied.

![Figure 2. The proposed modelling approach combining machine learning and spatial interpolation methods (including the functions of the package papros [43]).](image)

With the independent data modified in this way and the infestation data, a supervised machine learning algorithm was finally trained. The infestation data can be considered as either metric or as variable, classified by hazard. With the generated model, a spatial prediction of the infestation or the probability of the respective classes can then be made, based on daily updated independent data.

2.5. Use Case: Predict Powdery Mildew Infestation Events

The previous chapters described the methods applied and the combination of these procedures in the modelling approach. The modelling approach was, then, tested by applying it to the prediction of the pathogen powdery mildew (Section 2.2) for the study area of Schleswig-Holstein (Section 2.1).
The aim was to predict the probability of severe infestation events, which was defined by classifying the exceedance of the threshold value of 70% disease incidence (Section 2.2). The computer code, which was programmed to apply the process scheme (as described below) and to generate the results presented in this paper, is available in the Supplementary Data. The R programming language [44] was used, applying the functions of the package papros [43].

Firstly, following the description of the modelling approach (Section 2.4), the hourly local weather data (from the Open Data Server [16]) were interpolated. The weather parameters CTU, humidity, precipitation, temperature, and wind speed were considered, as these were determined to be relevant to the infection process (Section 2.2). In our study, no individual adaptation of the models to the respective autocorrelation was possible, as the interpolation of five parameters was executed for each hour of the years 1997–2019. Therefore, automated interpolation using the methods described in the previous section was tested. The covariables used for the KED and the RFK procedures were the longitude and latitude, and the regional climate data (1981–2010), which included the mean air temperature [45] from the Climate Data Center for the interpolation of the temperature; the cumulative thermal unit (CTU), the drought index calculated according to Pietzsch and Bissolli [46], for the interpolation of humidity; the mean precipitation for the interpolation of the precipitation; and the mean wind speed [47] for the interpolation of the wind speed. To determine which of the methods was best suited for this purpose, leave-one-out cross validations (LOOCV) were performed for each of the weather parameters at 500 randomly selected hourly values; this means that, for each of the 500 runs for each parameter, each weather measuring station was excluded and a spatial prediction was made with the other stations which had information on the parameter at the respective hour. For each hour and weather parameter, normalised root mean squared errors (NRMSE) were then calculated, resulting in 500 NRMSE values for each parameter at an average of 15 locations. After evaluating the optimal procedure for each parameter, this was used to interpolate temperature, CTU, humidity, wind speed, and precipitation at the locations of the infestation measuring stations, for each hour from 1997 to 2019.

In the second step, the regionalised weather data were summarised (Table 1) based on the knowledge of the pathogen infection and incubation processes (Section 2.2). The observed disease incidence of one day does not result from the weather of the same day but, instead, results much more from the previous weather conditions. As the main influence of the environment happens during the infection process, it is of interest to identify and aggregate the weather conditions during the infection and compare them with the observed occurrence of the pathogen several days later. This period between the end of the infection and the observation of the pathogen is referred to as incubation. The average infection and incubation durations for powdery mildew were calculated, depending on the average air temperature, using the equations of Friedrich [4], which resulted in a two-day infection time and seven-day incubation time. Therefore, the weather data of two days were summarised by the minimum, mean, and maximum values for each raster cell for each weather variable, and assigned to a date seven days later. Thus, the hourly resolution of the weather data was reduced to the daily resolution available by the IPM program. This was done for each in-field observation of pathogen behaviour in the IPM monitoring program. In addition to the summarised weather data, the daily and cumulative temperature units were calculated for the infection period, beginning on October 1 of the previous year. The equations used to do so were based on Soltani and Sinclair [24]. The results from the second step were summarised weather data. The daily and cumulative temperature unit for each of the IPM monitoring stations are presented in Figure 1, and that applies for each day of the last 20 years in Schleswig-Holstein. These data were, then, assigned to the observed disease incidence seven days after the summarised days. In the same way, the regional climate data and the elevation information [48] were assigned to the observed disease incidence.

The third step of the modelling process was the application of machine learning techniques. As with the spatial interpolation methods, the suitability of a machine learning method varies, depending on the target variable to be modelled and the covariates considered. A supervised learning technique with the ability to solve classification and regression tasks with a large number of independent variables
is required for the prediction of the infestation events. Classification and regression trees fulfil these requirements [37]. They also have the great advantage of showing how and on which variables the prediction of the model depends; however, according to Breiman [38], the accuracy of the predictions can be improved by using bagging procedures, such as that used in random forests. However, by using a bagging procedure, the insight that the DT procedure provides is reduced, as it is no longer just a tree which is the subject of a decision, but a large number of trees which are the subject of a majority decision. Therefore, methods such as the mean decrease accuracy have been used to gain insight into the importance of the model variables [49]. Accordingly, a comparison of the machine learning procedures listed in Section 2.3 should be used to determine whether the advantage mentioned by Breiman [38] can also be transferred to the prediction of powdery mildew cases, or whether this does not occur here. However, besides the machine learning method used, the aim of the learning process should not be disregarded in this comparison. Machine learning methods are usually trained with the aim of creating a model with the largest possible accuracy—such as the C5.0 function [50] or the random forest function [51]. In the case of the prediction of infestation events, a non-detected exceedance of the disease control threshold value is considered graver than an under-run of the threshold detected as an exceedance. Therefore, we created a function which varied the number of trees in BDT and the number of variables randomly sampled as candidates for each split and the weighting of the classes for the RF algorithm using the area under the receiver operating characteristic (ROC) curve. The ROC plots the true positive rate of the model (the rate of correctly predicted exceedances) versus the false positive rate (the rate of wrongly predicted exceedances) [52]. Our function searches for a weighting which obtains the largest possible area under the ROC curve, in order to create a model with not only good accuracy but also with good sensitivity; which is the proportion of true positive values of the combined true positive and false negative values, not predicted exceedances [53]. This search within the function was done by holdout validation of the data entered to create the model. These were first divided in the ratio 70:30, according to the available years. With 70% of the data, models with varying weightings were generated iteratively. Based on the 30% remaining data, the receive operating characteristic area under the curve (ROC AUC) value of each model was checked, and finally, the weighting with the highest value was used to generate a model based on all data used in this step.

Analogous to the use of LOOCV for the spatial interpolation of the weather data, the prediction of the probability of infestations based on the machine learning methods was also tested using LOOCV. However, in contrast to the spatial interpolation LOOCV, where a single site was omitted while the forecast was made with the surrounding sites, the observed infestations of a whole year were excluded and compared with the predictions of a model adapted to the observations of the other years for the machine learning method LOOCV. Corresponding to the IPM stations, this led to an average of eight compared sites, each with an average of 12 observations for each year. The data set used to make a prediction for the year 2019 (91 observations), thus, consisted of 2047 entries. Each of these entries consisted of the parameters listed in Table 1. In addition to the target variable (the boolean classification of the infestation), these also included many independent variables. Most of these are hourly weather data, which were first regionalised using the procedures also listed in Table 1 (the choice of procedures is explained in the results) and then aggregated by minimum, average, and maximum values. In addition, the long-term climatic variables already regionalised by the DWD [16] make up a considerable proportion of the independent variables. The only variable that is not directly weather-related is the altitude model, which is also included [48]. The elevation model incorporates site characteristics that represent, for example, the natural structure of the study area (Section 2.1), as described by Fränzle [15]. For this purpose, the classification described by Fränzle [13] could also have been used as an independent variable, but since observed infestation values are not available for all natural units, an extrapolation of the predictions for these areas would not have been possible, which led to the use of the elevation model.
Table 1. Overview of the regionalisation methods applied (justification in the results) and the variables used.

| Modell Feature                                | Selected Parameter                      |
|-----------------------------------------------|-----------------------------------------|
| Air temperature interpolation method          | Random Forest Kriging                    |
| Air humidity interpolation method             | Inverse Distance Weighting               |
| Precipitation interpolation method            | Inverse Distance Weighting               |
| Wind speed interpolation method               | Kriging with External Drift              |
| CTU interpolation method                      | Ordinary Kriging                         |
| Target variable                               | exceedance of 70% disease incidence      |
| Independent variables                         | minimum air temperature                  |
|                                              | mean air temperature                     |
|                                              | maximum air temperature                  |
|                                              | minimum air humidity                     |
|                                              | mean air humidity                        |
|                                              | maximum air humidity                     |
|                                              | minimum precipitation                    |
|                                              | mean precipitation                       |
|                                              | maximum precipitation                    |
|                                              | minimum wind speed                       |
|                                              | mean wind speed                          |
|                                              | maximum wind speed                       |
|                                              | CTU (based upon air temperature)         |
|                                              | elevation information [48]               |
|                                              | air temperature (climatic) [16]          |
|                                              | precipitation (climatic) [16]            |
|                                              | drought index (climatic) [16]            |
|                                              | wind speed (climatic) [16]               |

3. Results

The most suitable interpolation method depends on the spatial behaviour of the variable to be interpolated and the characteristics of the investigated area. In order to find out which method was most suitable for the interpolation of the hourly weather data in the study area, multiple leave-one-out cross validations were applied to each the parameters for 500 randomly selected hours. For each validation, the NRMSE was computed, which should be as low as possible (Section 2.5). Figure 3 shows box-plots of these NRMSE values for the four interpolation methods and five parameters of interest. The box-plots show that the results obtained by the methods were similar but that different interpolation methods achieved the smallest errors, depending on the parameters to be interpolated.

In addition to the illustration (Figure 3), tests were performed to determine whether the interpolation procedures for the parameters differed significantly. The Wilcoxon rank-sum test [54] was used for this purpose. The lowest error in CTU interpolation was achieved, on average, when applying ordinary kriging and inverse distance weighting. As the OK NRMSE was slightly lower, this method was chosen for interpolation, even though the distribution of the errors was not significantly different from that of the IDW method. As with the other parameters, the option was chosen to use the IDW procedure if automated interpolation with the OK procedure was not be possible (e.g., because too few points were available). When interpolating the humidity, the lowest error was achieved with the IDW method, which differed significantly from all other methods except random forest kriging.

For the other interpolation methods, the procedure with the lowest error was chosen: in this case, the IDW procedure. The kriging with external drift procedure showed some high outliers, indicating considerably worse predictions in some cases for this parameter. This was also seen in the interpolation of precipitation. Again, the IDW interpolation achieved the lowest NRMSE and differed significantly from all other methods. A different picture emerged with the regionalisation of the temperature, where the RFK procedure produced the lowest error, but only differed significantly from the OK interpolation. RFK was selected for interpolation, according to the smallest error. Regionalisation of wind speed was
clearer and unambiguous, where the two methods using covariates had significantly lower errors than the other methods. KED was selected to interpolate this parameter.

**Figure 3.** Normalised root mean squared error (NRMSE) of different deterministic and stochastic interpolation methods for the weather parameters cumulative thermal units (CTU), air humidity (%), temperature (°C), precipitation (mm/h), and wind speed (m/s).

Leave-one-out cross validation applied to the whole modelling approach (Section 2.5) allowed for estimation of the performance of the approach in predicting yield-endangering infestations with powdery mildew. Figure 4 illustrates the proportion of observed (bottom) and predicted severe events over different years using the true positive, true negative, false positive, and false negative values. The true positive value is the count of correctly predicted severe infestation events, while the count of unpredicted events is referred to as false negative. True negative are the correct predictions of non-occurring events, while the false positive value describes the number of predicted severe events which did not occur.

The proportion of endangering events varied over the examined years, with no infestations in 1999 and high infestation rates in 2003, 2009, and 2010. These years especially illustrate the differences between the various used and fitted machine learning methods. In 1999, the DT resulted in the highest true negative and the lowest false positive values, followed by the BDT and RF methods, which were not fitted to the ROC AUC but to the accuracy and the fitted BDT.

The fitted RF method showed the highest false positive rate, indicating that this method warned more often than the other procedures. The same was evident in the years of high infestation in 2009 and 2010. In these years, the BDT and the unfitted RF procedure did not predict about a third of the dangerous infestations as such. This proportion was lowest for the Random Forest approach. Over the years, it can be seen that the false negative rate (which is most dangerous for the farmer) was the lowest for the fitted RF. The fitted RF method differed considerably from the unfitted. In the BDT approach, this difference was less pronounced but can be seen in the years 2018 and 2019.
Figure 4. Observed disease incidence (f) and quality of the prediction of varying machine learning procedures (a–e) over the studied period from 1997 to 2019 in the study area. The procedures marked as “fitted” were adopted to reach a high receive operating characteristic area under the curve (ROC AUC) instead of a high accuracy.
Table 2 shows the statistical parameters of the iterative predictions resulting from the true positive, true negative, false positive, and false negative values summarised over all years. The accuracy describes the proportion of correct predictions, also visualised as true positive and true negative proportions in Figure 4. Specificity is the proportion of true negative values of the combined true negatives and false positives [53]; that is, it is the proportion of all underruns of the threshold value of all predicted underruns. Precision is the proportion of true positive values of the combined true positive and false positive values; therefore, it is the proportion of all occurred exceedances of all predicted exceedances [55]. The highest accuracy was achieved with Decision Trees, slightly followed by fitted and unfitted Boosted Decision Trees and unfitted Random Forests. The fitted Random Forests obtained a lower accuracy but showed, by far, the highest sensitivity. Almost 92% of dangerous incidents were predicted, as such. The second best method in this field, DT, only managed to do this by almost 60%. However, the good sensitivity was at the expense of the specificity, where the performance of the fitted Random Forests was clearly poorer than the unfitted ones. The Precision was similarly low for all procedures, with the highest values in Decision Trees. The ROC AUC value was highest for the adapted RF method, which was to be expected. The difference between the ROC AUC value and the value of the accuracy-fitted method was more pronounced than for the fitted and unfitted Boosted Decision Tree. These values were lower for both BDTs than for the DT method.

Table 2. Statistical measures of the performance of the different machine learning methods, separated by models either unfitted (uf) or fitted (f) following an optimal receiver operating characteristic (ROC) AUC.

|                | Decision Tree | Boosted DT (uf) | Random Forest (uf) | Boosted DT (f) | Random Forest (f) |
|----------------|---------------|----------------|-------------------|----------------|-------------------|
| Accuracy       | 0.751         | 0.727          | 0.711             | 0.733          | 0.679             |
| Sensitivity    | 0.596         | 0.475          | 0.404             | 0.503          | 0.919             |
| Specificity    | 0.812         | 0.826          | 0.832             | 0.824          | 0.584             |
| Precision      | 0.556         | 0.520          | 0.488             | 0.531          | 0.466             |
| ROC AUC        | 0.704         | 0.651          | 0.618             | 0.664          | 0.752             |

The spatial prediction presented in Figure 5 shows a clear differentiation of the probability of endangering infestations between the east and west coasts of the investigated area. In the observed disease incidences, this was also evident. This differentiation is most pronounced in the case of fitted random forests. In contrast, the prediction of the unfitted boosted decision trees show a stronger differentiation between north and south, indicating a stronger influence of parameters representing long-term continentality. In addition to these spatial dynamics, Figure 5 also shows the changes over time. The DT and the fitted BDT approaches show hardly any changes in the prediction of the probability of dangerous infestations. This indicates a strong inflow of the temporally non-dynamic climate variables and a limited influence of the hourly weather data on the model forecast. The (non-fitted) BDT and the RF approaches were more dynamic. Again, the RF approach demonstrates how training on ROC AUC can be used to predict the actual exceedances correctly, but also how false predictions are made at the end of the infestation period about non-occurring exceedances. This can also be seen in the false positives of the bar of 2019 in Figure 4. The lower probabilities of the unfitted RF approach, however, resulted in unpredicted dangerous infestations, and consequently, in a larger false negative fraction.
Figure 5. Predicted probabilities exceeding the powdery mildews' threshold value (70%) on wheat in the study area, applying different machine learning procedures at selected dates in 2019. Observations of the IPM monitoring are included as spots and triangles.
4. Discussion

Previous work focusing on the use of machine learning in the context of phytopathological infestations has already produced satisfactory results. For example, Lu et al. [11] achieved an accuracy of 74% in the identification of anthracnose crown rot. Such accuracy is a result comparable with the overall accuracies reached in our study (Table 2). Similar to most studies published in this field, Lu et al. [11] used hyperspectral data, which were collected in-field using a mobile platform. Thus, no prediction was made based on the behaviour of the pathogen, but instead, an image classification of the plants leaves was performed. In the scenario we are looking at, it is the prediction and the transferability to the scale of Schleswig-Holstein that enables us to react promptly to dangerous infestations. Accordingly, a comparison of our approach with prediction systems that focus on the behaviour of the pathogen is more appropriate. At present, a number of modelling systems are already available in this field, such as MEVA-PLUS [6], WHEATPEST [8], InfoCrop [56], and WHEGROSIM [7]. These approaches have also achieved considerable accuracies, such as the WHEGROSIM model, which achieved a very high coefficient of determination of 0.89 [7]. Wen et al. [57] used machine learning methods, such as RF, to predict the behaviour of a pathogen. They predicted the spread of rust spores, which were influenced by the preceding weather. For Wen et al. [57], the RF method achieved the highest accuracy of 83% in predicting the spread. However, they used the variable of distance to the origin of the spores, which makes the transferability of the model difficult. However, similar to the other approaches, parameters not available at the regional and wider scales (such as an initial infestation value or the distance to the origin of the spores) are required to achieve these accuracies. Accordingly, these accuracies cannot be transferred to a spatial prediction on the scale of Schleswig-Holstein. Wheat, however, is not grown sporadically. It is an important part of most people’s daily nutrition. As a result, wheat was grown over an area of 260,926 km² in 2017 in the European Union, according to the Food and Agriculture Organization (FAO) of the United Nations [58]. This accounts for 46.85% of the total area used for cereals in 2017 in the EU, which underlines the necessity of spatial predictions. An example prediction was presented in this paper. The results clearly show that spatial prediction is necessary.

Such spatial prediction was performed in our article, where the results showed that different interpolation methods achieve the best results according to the differing weather data used (Figure 3). However, these results must be taken with caution and should not be generalised for the parameters. Even if different methods were chosen based on the best result, only in the case of interpolation of the wind speed did the best prediction method differ significantly from the simplest deterministic IDW method. This effect relies on various causes. The empirical and theoretical variograms necessary for the stochastic methods were generated automatically, due to the large number of interpolations. During processing, control by expert intervention on the modelling and the integration of the autocorrelative behaviour of the target variable were not considered. For the KED and RFK methods, in which machine learning was implemented, the small number of climate stations in the early years may have led to the fact that these models were not representative of the entire study area. The choice of covariates must also be taken into account in these procedures. In the initial experiments, the elevation model was also integrated; however, this did not have a positive effect on the accuracy of the prediction. Although the eastern part of the study area was more relieved, the maximum elevation was only 164 m. In other areas, the consideration of this variable could lead to a higher relevance of covariable-considering methods.

Comparison of the machine learning methods also showed that there was no optimal method for every purpose. The correct procedure depended, rather, on the user’s goal. In our example, the highest overall accuracy was achieved by the decision tree model (Table 2). In many cases, this may also correspond to the user’s goal. For the example chosen here, however, a good negative prognosis by the highest possible sensitivity was deemed more important. The newly created enhancement of the machine learning approach using the area under the ROC curve has proven to optimise the sensitivity of the created model; however, this resulted in some loss in the model’s overall accuracy. The overestimations of the risk situation—indicated by the low precision percentages—associated
with this optimisation, are acceptable for a good negative prognosis for the prediction of an epidemic spread of pathogens. This improvement had a stronger impact on random forests than on the boosted decision trees (Figure 4). This may be, in the case of boosted decision trees, because it only affected the number of trees generated, whereas in the case of random forests, it also included a weighting of the cases themselves. Figure 5 shows that the fitting to the ROC AUC value in the BDT prognosis was made by reducing the number of decision trees which generated the fitted BDTs results, as the spatial prediction of the fitted boosted decision trees was similar to that of the decision trees. However, the statistical measures in Table 2 and Figure 4 show that this was not always necessarily the case.

5. Conclusions

In conclusion, the use of geographical methodology has been shown to be suitable for predicting the epidemic spread of infestations. The combination of geostatistical regionalisation, machine learning methods, and long-term phytopathological data series (as depicted in Figure 2) has achieved verifiable predictions (e.g., Table 2) of the infestation events which endanger yields. In this context, the adapted random forest approach proved to be the most appropriate, as the improved prediction of actual cases improved by this approach outweighed the increased false positive rate. In future works, the results of transferring these models or the entire approach to other areas should be studied. These other areas may not only be spatial, but thematic as well. The papros package [43] (which was used to compute the results of our work) was designed to be modular, such that not only can weather data from other regions be easily obtained, but also completely different spatial data may be used. It should also be investigated to what extent the results achieved with other machine learning methods deviate from those presented here. Additionally, future works can show whether parameters that have not been taken into account up to now (e.g., those that have not been included on the basis of expert opinions) can influence the forecast, and thus lead to an improvement of the model and the knowledge of the pathogen.

Supplementary Materials: The R code used to generate the results of this study can be found at Zenodo (http://doi.org/10.5281/zenodo.3532695).
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Abbreviations

The following abbreviations are used in this manuscript:

- BDT: boosted decision tree
- DT: decision tree
- f: fitted (by ROC AUC)
- IDW: inverse distance weighting
- IPM: integrated pest management
- KED: kriging with external drift
- OK: ordinary kriging
- RF: random forest
- RFK: random forest kriging
- ROC: receive operating characteristic
- ROC AUC: receive operating characteristic area under the curve
- uf: unfitted (by ROC AUC)
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