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Abstract—Inertial Measurement Units (IMUs) are interceptive modalities that provide ego-motion measurements independent of the environmental factors. They are widely adopted in various autonomous systems. Motivated by the limitations in processing the noisy measurements from these sensors using their mathematical models, researchers have recently proposed various deep learning architectures to estimate inertial odometry in an end-to-end manner. Nevertheless, the high-frequency and redundant measurements from IMUs lead to long raw sequences to be processed. In this study, we aim to investigate the efficacy of accurate preintegration as a more realistic solution to the IMU motion model for deep inertial odometry (DIO) and the resultant DIO is a fusion of model-driven and data-driven approaches. The accurate IMU preintegration has the potential to outperform numerical approximation of the continuous IMU model used in the existing DIOs. Experimental results validate the proposed DIO.

I. INTRODUCTION

Inertial Odometry (IO) is concerned with the estimation of ego-pose transformations using raw IMU measurements. Performing IO based on the mathematical model of an IMU leads to large accumulative errors in long runs and is only reliable for short time-intervals between the measurements from other complementary sensors in a fusion setup. However, learning the inertial odometry encapsulates the IO problem in a sequence modeling setup and is motivated by the flexibility of deep learning in exploiting the complex motion patterns in the data as pseudo measurements for keeping the error in check.

IMU measurements are produced at high frequencies, which leads to long sequences for relatively short time periods. Processing these long sequences using Recurrent Neural Networks (RNNs) is challenging and is prone to washout [1], [2], while processing them using Convolutional Neural Networks (CNNs) requires deep architectures to cover large enough receptive fields. Although Wavenets have been employed to address such problems [3], they have not yet found widespread adoption due to their specialized architecture. As another alternative to this solution, we proposed exploiting preintegration as a model-aware preprocessing step for compressing the temporal dimension of the raw motion measurements from the IMU [4]. As pointed out in the literature [5], correct inductive biases, and proper intermediate representations can lead to significant performance boosts. By introducing preintegration as a method of extracting intermediate representations, we achieved significant performance improvements while also reducing the computational load. Furthermore, the produced intermediate representations do not impose any architectural constraints on the deep learning models.

However, the validity of this compression relies on the correctness of the assumptions made for formulating the motion preintegration. The formulation presented in [4] relied on the derivations of [6] which is based on the assumption that the angular velocity in body frame and linear acceleration in world frame between two consecutive samples remain constant. This assumption holds when the motion is not highly dynamic or when the IMU sample rate is high. The authors of [7] addressed this issue by exploiting the linear switched systems theory and proposed an accurate preintegration formulation for Visual Inertial Odometry (VIO) applications. This study aims to adopt the presented formulation by [7] in computing the PreIntegrated (PI) features in our deep learning setup and study its effectiveness in two dynamic and moderate motion domains. As such, the model-driven and data-driven approaches co-exist under one roof. Using real-world datasets, we show that the two features lead to similar performances in moderate motions. However, at higher speeds and dynamic motions, accurate preintegration yields better performance. Nevertheless, the fusion of IMU preintegration and deep learning results in a deep inertial odometry (DIO) that is useful for the emerging cognitive navigation for robots. The cognitive navigation has the potential to replace the popular metric navigation due to the development of artificial intelligence [8].

The remainder of this report is structured as follows. Section II presents the preintegration theory and the formulation of its accurate solution. Next, the experimental setups, datasets, and results are introduced in Section III and the concluding remarks are presented in Section IV.

II. PREINTEGRATION THEORY AND PI FEATURES

Preintegration is the method of computing motion constraint variables between keyframes in a pose graph [6]. It is based on the mathematical model of the IMU and compresses the samples between frames into 9D vectors constraining the orientations, velocities, and positions of adjacent nodes in the graph. In this section, the relevant formulations for computing Forster and accurate PI features have been presented.
A. IMU Model

The measurement model of an IMU may be expressed as follows [6]:

\[ \begin{align*}
    B \hat{\omega}(t) &= B \omega_{WB}(t) + b^g(t) + \eta^\omega(t) \\
    B \hat{a}(t) &= R_{WB}^T(t) (w a(t) - w g) + b^a(t) + \eta^a(t)
\end{align*} \]  

(1)

where \( R_{WB} \) represents that orientation of the IMU body frame \( B \) with respect to world frame \( W \), \( w a(t) \) represents the acceleration of the IMU with respect to the world frame, and \( \omega_{WB}(t) \) represents the angular velocity of the IMU expressed in its local body coordinate frame. The IMU measurements \( B \hat{\omega}(t) \) and \( B \hat{a}(t) \) are contaminated with additive Gaussian noise \( \eta^\omega(t), \eta^a(t) \), and random walk biases \( b^g(t) \) and \( b^a(t) \). Furthermore, \( g \) in the above equation represents the known gravity direction in the world coordinate frame.

Based on the kinematic equations of the IMU, the motion propagation of the sensor in the world frame may be expressed as follows [6]:

\[ \begin{align*}
    R_{WB}(t + \Delta t) &= R_{WB}(t) \exp \left( \int_t^{t+\Delta t} B \omega_{WB}(\tau) d\tau \right) \\
    w v(t + \Delta t) &= w v(t) + \int_t^{t+\Delta t} w a(\tau) d\tau \\
    w p(t + \Delta t) &= w p(t) + \int_t^{t+\Delta t} w v(\tau) d\tau + \int_t^{t+\Delta t} w a(\tau) d\tau \Delta t
\end{align*} \]

(2)

where \( (\cdot)^T \) operator converts a 3D vector into its skew symmetric matrix representation. Through integration we have:

\[ \begin{align*}
    R_{WB}(t + \Delta t) &= R_{WB}(t) \exp \left( \int_t^{t+\Delta t} B \omega_{WB}(\tau) d\tau \right) \\
    w v(t + \Delta t) &= w v(t) + \int_t^{t+\Delta t} w a(\tau) d\tau \\
    w p(t + \Delta t) &= w p(t) + \int_t^{t+\Delta t} w v(\tau) d\tau + \int_t^{t+\Delta t} w a(\tau) d\tau \Delta t
\end{align*} \]

where \( \Delta T \) is the sampling interval of the sensor and \( \exp(\cdot) \) is the \( SO(3) \) exponential map.

B. Forster Formulation

Assuming the angular velocity in body frame and acceleration in world frame as constants between two IMU samples, equations [1] and [2] lead to the following discrete motion propagation model:

\[ \begin{align*}
    R(t + \Delta t) &= R(t) \exp \left( \left( \hat{\omega}(t) - b^g(t) - \eta^{gd}(t) \right) \Delta t \right) \\
    v(t + \Delta t) &= v(t) + g \Delta t + R(t) \left( \hat{a}(t) - b^a(t) - \eta^{ad}(t) \right) \Delta t \\
    p(t + \Delta t) &= p(t) + v(t) \Delta t + \frac{1}{2} g \Delta t^2
\end{align*} \]

(3)

\[ \begin{align*}
    \Delta R_{ij} &= \prod_{k=i}^{j-1} \exp(\Theta(t)) \\
    \Delta v_{ij} &= \sum_{k=i}^{j-1} \Delta R_{ik} \Gamma(\Theta(t)) \left( \hat{a}_k - b^a_k - \eta^{ad}_k \right) \Delta t \\
    \Delta p_{ij} &= \sum_{k=i}^{j-1} \left[ \Delta v_{ik} \Delta t + \frac{1}{2} \Delta R_{ik} \Lambda(\Theta(t)) \left( \hat{a}_k - b^a_k - \eta^{ad}_k \right) \Delta t^2 \right]
\end{align*} \]

(4)

C. Accurate Preintegration

The constant world acceleration between consecutive IMU samples can be violated in the case of highly dynamic motions, or when the IMU sampling frequency is not very high. To account for this problem, [7] exploits the switched linear systems theory to model the state transition between each pair of the IMU samples. In other words, [7] assumes the acceleration and angular velocity between two IMU samples to be constant in the body frame as opposed to the world frame which is a more realistic assumption. With this assumption and after deriving the closed form solutions of the state transition between each pair of IMU samples, the following accurate preintegrated constraints are derived:

\[ \begin{align*}
    \Delta R_{ij} &= \prod_{k=i}^{j-1} \exp(\Theta(t)) \\
    \Delta v_{ij} &= \sum_{k=i}^{j-1} \Delta R_{ik} \Gamma(\Theta(t)) \left( \hat{a}_k - b^a_k - \eta^{ad}_k \right) \Delta t \\
    \Delta p_{ij} &= \sum_{k=i}^{j-1} \left[ \Delta v_{ik} \Delta t + \frac{1}{2} \Delta R_{ik} \Lambda(\Theta(t)) \left( \hat{a}_k - b^a_k - \eta^{ad}_k \right) \Delta t^2 \right]
\end{align*} \]

(5)

where \( \Lambda(\cdot) \) and \( \Gamma(\cdot) \) are corrective terms defined in [7]. Furthermore \( \Theta(t) \) is defined as follows:

\[ \Theta(t) = \left( \hat{\omega}_k - b^a_k - \eta^{ad}_k \right) \Delta t \]

(6)

It can be shown that when \( \Theta(t) \) is small (high sampling rate or moderate dynamics), \( \Lambda(\cdot) \) converges to 0.5 and \( \Gamma(\cdot) \) converges to 1. In other words, when the sampling rate of the IMU is high or the motion is highly dynamic, the two preintegrated features become identical.
III. EXPERIMENTS

In this section, we use two real-world datasets to investigate the effectiveness of accurate preintegration compared to two baselines, a model trained using raw IMU data and another using preintegrated features based on Forster’s formulation.

A. Setup

1) Network Architecture: In this study, we use the base architecture from the IO-Net paper [9], which is a single layer bi-directional LSTM with a hidden state size of 128 and independently leaned initial hidden states. The selection of LSTM brings the flexibility of feeding inputs with various temporal resolutions without any architectural modifications. Furthermore, as reported in [9], bi-directionality improves the capacity of the model for capturing the motion dynamics by allowing the predictions from one step to use both past and future histories of the signal.

As depicted in Fig. 1, we consider a temporal history of 200 IMU samples on each inference. The window length of 200 is the value for which we achieved a well balance between the performance and computational load. The presented architecture is common in all of our experiments. Two experiments are designed for each type of accurate and Forster preintegrated features. In this paper, we choose a preintegration length of 10 IMU samples based on the slowest ground-truth frequency in our datasets. Our baseline experiment bypasses the preintegration module and feeds the LSTM with the raw IMU samples. For each odometry transformation between 10 IMU samples, the hidden states of the LSTM are fed into fully connected layers with the LSTM outputs and the FC inputs. On average, our models converged after 100 epochs.

2) Training and Loss: The training loss has been formulated similar to DPC-Net [10], with geodesic distances between the network predictions and ground-truth labels as the loss:

\[ L = \sum_{k=1}^{N} \Phi_{i}^T \Sigma^{-1} \Phi_{i} \]  \[ \Phi_{i} = \log (\Delta T_{i-1,i}^{-1} \exp (\xi_i)) \]  \[ \Delta T_{i-1,i} = T_{i}^{*} T_{i-1}^{-1} \]

where \( \Delta T_{i-1,i} \) are odometry labels, and the \( \Sigma \) is an empirical covariance matrix computed using the training data. Furthermore, \( (\cdot)^\wedge \) and \( (\cdot)^\vee \) operators respectively represent operators that transform the se(3) vectors into their skew-symmetric matrix form and vise versa.

Finally, the models are implemented using Pytorch, and Adam optimizer with an initial learning rate of 0.001 has been adopted to train them. In order to avoid overfitting, dropout layers with a rate of 25% are added between the LSTM outputs and the FC inputs. On average, our models converged after 100 epochs.

3) Datasets: We have chosen two datasets to represent fast and slow motion distributions: the OxfordIO pedestrian odometry dataset [11] as a representative of an application domain with moderate motions, and Kitti autonomous driving dataset as an example of a domain with fast motions. Fig. 2 illustrates the cumulative distribution of the static acceleration of a snippet from the test sets of the two datasets. As it can be seen in the graph, the 90th percentile of the OxfordIO dataset is around 2.5 ms/s² while this value for the Kitti dataset is 2.5 ms/s² with maximum accelerations of over 3 ms/s², which coincides with our assumption about the fast and slow motion nature of each dataset.

In terms of sensor specifications, the Kitti dataset is recorded using a car equipped with vision, Lidar, and RTK-GPS+IMU units traversing urban and countryside environments. The IMU measurements are available at a rate of 100 Hz, and a 10 Hz centimeter-level accurate ground truth is provided through the fusion of Lidar and GPS-IMU sensors. On the other hand, the OxfordIO dataset contains the IMU readings at a rate of 100 Hz from a smartphone held in various configurations by multiple users undergoing different motion patterns. The ground-truth for this dataset is recorded using a Vicon motion capture system with millimeter-level accuracy.

B. Autonomous Driving Motion Domain

This section investigates the effectiveness of accurate preintegration in IO performance improvement trained on a
dynamic motion model.

1) Baselines: We train three models using the Kitti dataset. The base model takes the raw IMU measurements as input while the other two are fed with the two types of PI features, one computed using the accurate formulation and the other using Forster’s method. Based on the 10 Hz frequency of the ground-truth labels and the 100 Hz IMU sampling rate, we set the odometry step (preintegration length) to 10 IMU samples (100/10 = 10). Furthermore, for training, sequences {00-10}-(05,07,10,03) were used and testing was performed using sequences (05,07,10,03).

2) Evaluation Metric: The relative translation and rotation errors defined by the KITTI benchmark [12] have been adopted as the evaluation metric. These relative errors are computed as the averaged position/orientation errors within preintegration lengths of 100m, ..., 800m. We use the open-source implementation provided in [13].

3) Results: The results of this experiment have been reported in Table II. Each of the three main columns of the table represent the performance for each of the three baselines, and each row indicates the performance on each test sequence. As it can be seen, the average translation error for the model trained with accurate PI features surpasses the other two baselines, by 0.88% compared to the Forster’s method and 8.66% compared to the model with raw input. It is important to note that models using any integration methods perform better than the baseline model with raw inputs. It is also important to note that the orientation errors of the two preintegration methods are close to each other. Because, based on Eq. 6 and Eq. 5, both accurate and Forster integration methods employ identical formulas to compute the rotation portion of the PI features.

C. Pedestrian Odometry Motion Domain

Unlike the driving motion domain, pedestrians do not exhibit frequent high acceleration/deceleration and high-speed motions. Thus, in this section, we repeat the experiments on this domain to investigate the hypothesis that both accurate and Forster methods perform similarly under moderate motions. It is important to note that the sampling frequencies of the IMUs in both datasets are equal, which is important for isolating the motion characteristics as the only influential factor.

1) Baselines: The three baseline models of the previous section were trained on the handheld domain of the OxfordIO dataset. In order to maintain comparability, we adopted identical odometry steps and integration lengths (10 IMU samples). The sequences shown in Table III are used for testing, and the remaining sequences were adopted for training and validation.

2) Evaluation Metric: We integrate the 6-DOF $SE(3)$ odometry predictions corresponding to batches of 200 IMU samples to calculate the displacements. We compare these displacements against their ground-truth values to compute the error for each model. We then divide these errors by the displacement length to compute normalized error values.

3) Results: The results of this experiment have been reported in Table III. As can be seen in the table, the difference between the average performance of the two preintegration methods is marginal in this experiment. However, similar to the previous section, both preintegration methods surpass the performance of the model operating on raw data. The close gap between the performances of the two preintegration methods was expected for this motion domain. As indicated in Section III, the two preintegration formulations are identical when the IMU sampling frequency is high or when the accelerations and rotation rates are not highly dynamic.

IV. CONCLUSION AND DISCUSSION

Preintegration reduces the temporal dimension of the raw IMU signals by incorporating the mathematical model of the sensor. This reduction of temporal steps leads to fewer recursions by the RNN, which facilitates faster inference and better performance. In this study, we investigated the impact of this numerical inaccuracy on the performance of a deep learning model trained using PI features. We observed that the adoption of accurate preintegration leads to performance improvements in highly dynamic motions. In contrast, the performance gap is marginal when the movements are not highly dynamic or equivalently when the sampling frequency of the sensor is very high.
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