Abstract—Myocardial infarction (MI), or commonly known as heart attack, is a life-threatening worldwide health problem from which 32.4 million of people suffer each year. Early diagnosis and treatment of MI are crucial to prevent further heart tissue damages. However, MI detection in early stages is challenging because the symptoms are not easy to distinguish in electrocardiography findings or biochemical marker values found in the blood. Echocardiography is a noninvasive clinical tool for a more accurate early MI diagnosis, which is used to analyze the regional wall motion abnormalities. When echocardiographic quality is poor, the diagnosis becomes a challenging and sometimes infeasible task even for a cardiologist. In this paper, we introduce a three-phase approach for early MI detection in low-quality echocardiography: 1) segmentation of the entire left ventricle (LV) wall of the heart using state-of-the-art deep learning model, 2) analysis of the segmented LV wall by feature engineering, and 3) early MI detection. The main contributions of this study are: highly accurate segmentation of the LV wall from low-resolution (both temporal and spatial) and noisy echocardiographic data, generating the segmentation ground-truth at pixel-level for the unannotated dataset using pseudo labeling approach, and composition of the first public echocardiographic dataset (HMC-QU) labeled by the cardiologists at the Hamad Medical Corporation Hospital in Qatar. Furthermore, the outputs of the proposed approach can significantly help cardiologists for a better assessment of the LV wall characteristics. The proposed method is evaluated in a 5-fold cross validation scheme on the HMC-QU dataset. The proposed approach has achieved an average level of 95.72% sensitivity and 99.58% specificity for the LV wall segmentation, and 85.97% sensitivity, 74.03% specificity, and 86.85% precision for MI detection.
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I. INTRODUCTION

Myocardial infarction (MI) is the major cause of death in the world [1]. Solely in the United States, nearly 4 million people suffering from cardiac pain go to the emergency every year; and more than half of the accepted patients are treated in the hospitals for their recovery [2]. However, this process increases the expenses for the treatment and limits the medical resources needed for all patients. According to the studies of the World Health Organization (WHO), the diagnostic indicators, such as pathological results, biochemical marker values, electrocardiography (ECG) findings, and various imaging techniques are used by cardiologists to diagnose MI in patients [1]. Nevertheless, the pathological results are not suitable for early MI detection since they can only detect dead cells in the heart muscle, which in this case, is already too late [1]. On the other hand, biochemical marker values (cardiac enzymes) found in the human body are useful for the diagnosis [1], but their specificity is relatively low [2]. Furthermore, the electrical activity in the heart, which is measured by ECG, cannot differentiate between MI and myocardial ischemia findings [3]. In addition, the interpretation of ECG for an early MI diagnosis highly depends on the experience of the medical doctor. Moreover, the ECG also relatively depicts the MI with a significant delay compared to the imaging technique so that non-diagnostic ECG still maintains as an unsolved problem [4]. Therefore, the most useful tool in the early diagnosis is an imaging technique, called echocardiography, which is suitable for both clinical and research purposes. The developments in echo support the diagnosis of cardiovascular diseases and its treatment as it provides an extensive assessment of the cardiovascular structure and its function [5], [6]. Furthermore, echocardiography is fast, cost-effective, accessible, portable and offers the lowest risk amongst the imaging options [5], [7].

Echocardiography (echo) works with the principle of ultrasound as capturing the heart muscle from different views by changing the probe angle. The human heart consists of four chambers: the right ventricle, left ventricle (LV), right atrium and left atrium in which the blood flows. The heart chambers and chamber walls can be examined in more detail with the echo devices. The focus of this paper is to assist cardiologist diagnose MI on the LV wall using the apical 4-chamber (A4C) view 2D echos, in which each chamber of the heart is visible. The early signs of MI are reflected as abnormalities in the chamber wall characteristics. The abnormal characteristics are ranked by hypokinesia, akinesia and dyskinesia as the abnormality becomes more severe, respectively. However, these abnormalities are not easy to detect even with newer imaging technologies since the final decision is highly operator-dependent [8]. Therefore, there is an urgent need for an automated, highly robust and accurate diagnostic technique that can overcome this issue.

The abnormalities of the LV wall can be captured from the LV characteristics, such as its dimension, volume, and motion via echocardiography [9]. However, the evaluation process is operator-dependent, thus subjective. In order to overcome this challenge, during the last 20 years, several computer-aided techniques have been developed, which aim...
for more accurate and objective diagnosis [10], [11]. The main techniques for MI diagnosis in echocardiography consist of active contour-based models (level sets and snake), motion estimation methods, deformation (strain) imaging, and Machine Learning algorithms. The snake approach, proposed by Kass et al. [12], is an elastic curve that evolves by the external constraint forces and the internal image forces in order to detect lines, boundaries, and edges in an image. It was used to track the fitted contours during motion and match them in stereopsis. Snake models have been used in several studies [13]–[15] in echocardiography. However, when the quality of echos degrades, the snake may fail to converge to the true boundary of the LV wall, hence rendering the method useless for clinical use.

The motion estimation algorithms are used to track pixel-based or block-based points in order to analyze the displacement of the LV wall in echo frames. Thus, the regional or global motion of the LV wall is estimated. However, the motion estimation is an ill-posed approach or even infeasible in some echos, where the noise level is high, the LV wall is not visible due to low contrast, or some part of LV wall is missing in the echo [16]–[18]. On the other hand, deformation imaging has become the main focus of many studies [18]–[24]. The strain is calculated from the length of the LV muscle and measured by the common method called speckle tracking, which tracks the speckles (brightest pixels) as blocks based on a motion estimation algorithm. Consequently, the accuracy of the deformation imaging depends on the speckle tracking performance, which, once again, brings the aforementioned limitations into the strain imaging and causing different algorithms to produce unreliable results [18]. In particular, a major limitation occurs due to temporal resolution since the minimum frame rate required for a reasonable speckle tracking is 60 frames per second (fps).

In recent years, Machine Learning (ML) algorithms have emerged as an effective and accurate technology, which is advantageous for medical experts in solving complicated medical tasks [25]. In cardiology, many studies have been published regarding conventional and Deep Learning (DL) methods. The outstanding performance in biomedical image segmentation is achieved by the U-Net [26], a supervised DL model, which is developed specifically for the segmentation tasks on the available annotated biomedical image datasets. Following its steps, many studies for the segmentation in echocardiography were published [27]–[33]. Many developments have thrived on the segmentation of the LV endocardial boundary. However, to the best of our knowledge, there has not been any prior research to segment the whole LV wall and especially when the echo quality is poor. The segmentation of the whole LV wall brings an advanced assessment on the LV performance parameters since the length, thickness and area of the wall segments can give valuable information related to MI. Furthermore, the number of studies [34]–[38] to diagnose MI using the DL algorithms has increased rapidly. One major limitation is that they require large datasets for training, while there is no publicly available dataset for this purpose.

In this paper, we developed a novel three-phase approach for the early detection of MI. First, the entire LV wall on each frame is segmented. For this purpose, the ground-truth masks for the LV wall segmentation are annotated via pseudo labeling technique (Section II-B). Then, the produced masks for each echo frame are verified under expert supervision that saved us numerous hours compared to manual labeling processes. After the ground-truth formation, we use an encoder-decoder Convolutional Neural Network (E-D CNN) model inspired by U-Net [26] (Section II-C). Secondly, characteristics of the predicted segmentation LV wall masks are extracted (Section II-D). Such characteristics include the intersections and displacements of LV wall segments and endocardial boundary. Finally, the features are fed into the classifiers in order to detect early signs of MI. The performance results of each classifier are compared (Section II-B). Moreover, the outputs of the scheme provide advanced visualizations to cardiologists via color coded segments and endocardial boundary illustrations on the predicted LV wall, the displacement curves of the segment center and endocardial points, and the segment area curve (Section II-D). As a result, cardiologists will not only have a highly accurate MI diagnosis, they will have many crucial visual cues and measurements, which in turn can help them perform a more reliable and objective assessment.

This study further releases the first public 2D echocardiography dataset, HMC-QU, which is created by the cardiologists at the Hamad Medical Corporation Hospital in Qatar along with the aforementioned bi-products generated by the proposed approach.

II. MATERIALS AND METHODOLOGY

The developed scheme consists of three stages: LV wall segmentation, feature engineering and MI detection as illustrated in Fig. 1. In this section, we first describe the benchmark dataset, which is used in the experiments. Then, the pseudo labeling technique is introduced for the ground-truth mask formation. After the ground-truth masks are generated, the deep E-D CNN model is trained based on the masks, and the entire LV wall is segmented in each frame of the echo. The predicted segments by the model are used to extract features based on the wall characteristics. Finally, the extracted features are fed into the ensemble of classifiers in order to perform the final MI detection in an echo.

A. HMC-QU Dataset

The HMC-QU benchmark dataset is created by the collaboration between Hamad Medical Corporation and Qatar University and includes a collection of 160 A4C echos obtained during the years 2018 and 2019. However, in this study, we used a subset of 109 echos, with a total of 2349 images from 72 MI patients and 37 non-MI subjects. The remaining 51 echos are excluded because they do not have the entire LV wall for cardiologists to evaluate (e.g., see Fig. 2). The patients with MI were treated with coronary angioplasty after the diagnosis of acute MI with ECG and cardiac enzymes evidence. The echos from the patients are obtained before the coronary angioplasty or within 24 hours of admission to the hospital. Normal (non-MI) subjects are not diagnosed as MI
Fig. 1. The three-staged scheme is explained, the first stage depicts the LV wall segmentation of each frame in an echo using the trained encoder-decoder convolutional neural network (E-D CNN) model, the second stage shows each block of feature engineering on the predicted segmentation masks, and the third block represents the MI detection by a conventional classifier.

Fig. 2. The frames from typical low quality echos, where LV wall is partially unrecognizable due to high level of noise with low-contrast acquisition, e.g., in the top-left sample, the upper-right section of the LV wall is entirely absent.

but underwent a required health check in the hospital for other reasons.

The six segments of each echo are labeled by the cardiologists at HMC Hospital as 1-normal, 2-hypokinesia, 3-akinesia, 4-dyskinesia, and 5-aneurysm. For the sake of a straightforward evaluation, we have downsized the labels to two classes as 1-normal (non-MI) and 2-abnormal (MI). Table I shows the number of the subjects: segment and patient (video) regarding MI and non-MI. There is a clear imbalance among the numbers of MI segments, which makes this problem more challenging.

The devices used for acquisition are Phillips and GE Vivid (GE-Healthcare-USA) ultrasound machines. The temporal resolution of each video is 25 frames per second and the spatial resolution varies from $422 \times 636$ to $768 \times 1024$ pixels. However, all the frames are resized to $224 \times 224$ in order to have suitable input dimensions for many state-of-the-art deep network topologies. Additionally, each echo is analyzed within one cardiac cycle.

### Table I

| LV wall segments | # patients with MI | # non-MI patients |
|------------------|--------------------|-------------------|
| Segment-1        | 24                 | 85                |
| Segment-2        | 43                 | 66                |
| Segment-3        | 59                 | 50                |
| Segment-5        | 44                 | 65                |
| Segment-6        | 25                 | 84                |
| Segment-7        | 15                 | 94                |
| Patient-based    | 72                 | 37                |

B. Ground-truth Pseudo Labeling

Deep CNN models require a large number of labeled samples for training. Expert LV wall annotation of each echo frame is cumbersome and not practical due to the number of frames in each echo. Therefore, we use a pseudo labeling technique as illustrated in Fig. 4. First, a few ground-truth segmentation masks for the LV wall in each echo frame are provided by the cardiologists. The number of the manually segmented echos can vary among certain datasets and applications since the spatial & temporal resolution of echo devices and patterns searched within the echo frames or videos may differ for specific applications. The echo frames, which were initially segmented by the cardiologists are used to train the E-D CNN model, which is inspired by the structure of [26]. Then, the trained network is used to segment the frames of other echos, which have no ground-truth segmentation masks. The initial training dataset is enriched with the correct masks that are
selected by cardiologists among all the masks generated from the E-D CNN model. The enriched training set is then used to train the next E-D CNN model, and so on. Since the selection of accurate masks visually among the model-created masks is faster (even instantaneous for a cardiologist) than manual creation, such an approach saves valuable expert labor time and costs to create a sufficiently large training set with ground-truth LV wall masks.

The whole process is repeated eight times to ensure the quality of the LV wall ground-truth masks. Between iterations, we perform post-processing in order to remove noise and other false positives from the model predictions while preserving the shape and size of the detected LV wall. For this purpose, we use the morphological opening operation, which is erosion followed by dilation, using a kernel with values of 1 and a size of 3x3. After each iteration, only the challenging echos remain. This gradually improves the performance of the E-D CNN model as more training data become available at each iteration as illustrated in Fig. 3. Therefore, this technique can also be used for detecting noisy or problematic echos, where some parts of the LV wall are invisible. In this study, we observed that this approach could not segment 10 echos. Visual inspection confirms that these videos are either extremely noisy or some parts of the LV muscle are indeed missing (see Fig. 3).

C. LV-Wall Segmentation

The LV wall segmentation is the first step of the proposed approach as depicted in Fig. 1. Once the segmentation masks for the whole dataset are created using the pseudo labeling technique, the same network topology is used to predict LV wall in all echo frames. The model architecture is inspired by [26], an encoder-decoder model, where its structure details can be seen in Table II. The E-D CNN model is trained over the final train set, then the trained model is used to segment the LV wall of each frame of each echo in the test set. The details of the training process is given in Section III-A.

| Kernel Size | Filters | Max Pooling | Filters | Up Sampling |
|-------------|---------|-------------|---------|-------------|
| 3x3         | 32      | 2x2         | 512     | 2x2         |
| 3x3         | 64      | 2x2         | 256     | 2x2         |
| 3x3         | 128     | 2x2         | 128     | 2x2         |
| 3x3         | 256     | 2x2         | 64      | 2x2         |
| 3x3         | 512     | 2x2         | 32      | 2x2         |
| 3x3         | 1024    | -           | -       | -           |

Once the segmentation mask of the LV wall is predicted, it is divided into standardized segments as shown in Fig. 5. In this study, we have adapted the standardized model, which was recommended by the American Heart Association Writing Group on Myocardial Segmentation and Registration for Cardiac Imaging [39], where the LV wall is divided into 7-segments for the A4C view. The division is done based on the endocardial boundary, which is separated into two parts as left (from the start point to the apical cap) and right (from the apical cap to the end). The length of the left part is represented as \( L \) and the right part as \( R \) in Fig. 5. After the segment
division, the color coded segmentation outputs (as shown in Fig. 3) are plotted as an enhanced visual evaluation for the cardiologists.

D. Feature Engineering

In this section, the segments on the LV wall are analyzed in order to capture a possible MI signature. The standardized model recommends dividing the LV wall into seven segments. However, in the analysis we only consider six of them since the apical cap, where segment-4 exists, does not exhibit inward motion activity; therefore, it should be skipped for this view [40]. For MI detection, we have extracted three different signals from the six-segments: the displacement of the endocardial boundary points, the displacement of (the center of) segments and the segment areas (see Fig. 1). In this way, we evaluate the rate of displacement from the captured global motion of the LV wall. Thus, we aim to mimic a typical diagnosis of cardiologists who assess segments that show a lack of motion as abnormal.

After the segmentation of the LV wall, we further extracted its inner border to define the endocardial boundary as shown in Fig. 1. Then, the boundary is divided into standardized six-segments as illustrated in Fig. 5 (left). The boundary segment displacements are calculated through an echo as $L_1$ norm as follows:

$$d_{L1} = |x^t - x^{tr}| + |y^t - y^{tr}|$$  \hspace{1cm} (1)

where $x$ and $y$ are the pixel coordinates of current frame $t$ and reference frame $tr$ (the first frame of one cycle). In order to capture the boundary segment motion more precisely, we take $N$ times uniformly sampled pixels $p \in \{(x_1, y_1), (x_2, y_2), ..., (x_N, y_N)\}$ on each frame $t$ for each segment $s$, and calculate the pair-wise distances $d_{sr}$ between $tr$ and $t$. Then, the segment displacement for each frame is calculated as in Eq. (2):

$$d_{sr} = \frac{1}{N} \sum_{n=1}^{N} |x_{n}^{tr} - x_{n}^{t}| + |y_{n}^{tr} - y_{n}^{t}|$$  \hspace{1cm} (2)

Therefore, we can obtain the displacement curve $d_s$, for each segment on the endocardial boundary of the LV wall, from which we can extract certain motion features. Moreover, the same analysis is also applied to the segment center points. This time, there is only one point on each segment to track its motion through all frames. Thus, Eq. (1) is still valid except that the calculation does not include the averaging step. Then, the displacement curve is plotted for the center of mass points of the six segments. Furthermore, since the whole LV wall is extracted, we can obtain the area information from each segment. The segment area is defined as the total number of pixels included in one segment. In this way, the segment area curves can also be plotted. The overlaps within the consecutive frames’ areas yield information related to segment motion and deformation since the overlapped area of the normal segments will be smaller than the ones for the infarcted segments.

In summary, we have extracted three sets of features: endocardial boundary motion, segment (center of mass) motion, and segment intersection area. The cardiologists visually evaluate the LV wall motion from the A4C echos by capturing the infarcted segments having an attenuated motion compared to the others. Therefore, we define both motion features (endocardial boundary and segment center of mass) as maximum displacements of the segments in one-cycle of echo as illustrated in Fig. 6. To be more specific, we take the maximum pixel displacement of each segment, $d_{s}^{max} = max(d_{sr})$ from the displacement curves, and normalize it to unity. Thereby, the motion feature, $MF$ is defined as in Eq. (3):

$$MF = d_{s}^{max}$$  \hspace{1cm} (3)

The motion feature extractions are valid for both endocardial and segment center displacements; except their middle points are different, i.e., the middle point of the segment is the center of mass. In order to compute the area feature, first we calculate the number of pixels, $P$ inside the intersected segment areas as defined in Eq. (4):

$$P_{si} = P_{t} \cap P_{tr}$$  \hspace{1cm} (4)

Fig. 5. The segment division, endocardial boundary and the heart chambers are visible on an echo frame (right side of the figure). The segment division ratios as the endocardial boundary considered to be separated into the right (from start to apical cap) and left (from apical cap to end) parts, the total length of the left part is represented as $L$ whereas the right part is $R$ (left-side of the figure).
where \( P_{s} \) is the number of intersected pixels for segment \( s \), frame \( t \) calculated between the reference frame, \( t_r \), and current frame, \( t \). Then, the segment area feature, \( AF \) is calculated as follows:

\[
AF = \frac{P_{s}^{min}}{P_{t}}
\]  

(5)

where \( P_{s}^{min} \) is the minimum intersected area of a segment as \( \min(P_{s}) \), and \( P_{t} \) is the number of pixels in the reference frame segment area. Intersections can give valuable information related to MI since the larger the intersected area is, the smaller the segment movement will be in any direction.

### Table III

| Features          | Feature Description                          |
|-------------------|---------------------------------------------|
| Motion Feature    | Max displacement of endocardial boundary points |
| Motion Feature    | Max displacement of segment center of mass points |
| Area Feature      | Min area intersection of segments             |

Table [III] gives a brief description of each of the aforementioned features. We extract three features from six segments, in total of 18 features from each echo. Additionally, several crucial bi-products are created that can help cardiologists for a better and more objective assessment. These are 1) color coded LV wall and endocardial boundary segments, 2) segment (center) and endocardial boundary displacement curves, segment area curves as depicted in Fig. 1 and 3) maximum displacement snapshot of the endocardial boundary as shown in Fig. 7.

### E. MI Detection

In the last stage, we used several conventional ML methods in order to detect MI in an echo. The supervised ML techniques that we used for binary classification are Linear Discriminant Analysis (LDA), Decision Tree (DT), Random Forest (RF), and Support Vector Machine (SVM). The methods analyze the extracted features by searching for any pattern or inference from the given data. LDA clusters two or more classes by maximizing the ratio between intra-class and inter-class variances to achieve maximum separability of the classes. It is an efficient classifier for imbalanced datasets, where the number of class members is unequal. DT is a hierarchical structured model, which consists of branches (conjunctions), nodes (attributes) and leaves (class labels). The tree-like structure of DT feeds the data through the branches bypassing the nodes in order to achieve the most suitable leaf to perform a classification task. Moreover, it is beneficial to use DT on small datasets. Another version of tree classifiers is RF, which overcomes the overfitting problem of DT. It is an ensemble of individual trees and performs a classification task by minimizing the correlation within them. The majority voting determines the best tree as the final model, which will then be used for the rest of the task. Lastly, we used SVM classifier, an efficient classification method that clusters the data through a hyperplane. It is both suitable for multi-class and binary classification tasks and the kernel trick can be performed by mapping the data into a higher dimension, where it becomes easily separable.

We have experimented with such conventional ML techniques rather than complex Deep Learning (DL) methods since our dataset is small and imbalanced for such deep models. Furthermore, DL is more suitable for complex structured data in high dimensions, whereas the extracted features lend themselves to a simpler analysis. The classifiers are evaluated in a stratified 5-fold cross-validation scheme for fair performance evaluation. Their configuration, training and testing details are explained in the next section.

### III. Experimental Results

The performance evaluation of the proposed approach is carried out for both LV wall segmentation and MI detection problems. The elements of the confusion matrix are computed as follows; true negative (TN) is the number of correctly detected background pixels, true positive (TP) is the number of correctly detected LV wall pixels, false negative (FN) is the number of false detected LV wall pixels as background, and false positive (FP) is the number of false detected background pixels as LV muscle. For the MI detection, we consider the abnormal class, MI, as class-negative and normal, non-MI as class-positive. In this case, the confusion matrix is formed as; TN is the number of correctly predicted non-MI subjects, TP is the number of correctly predicted MI patients, FN is the number of incorrectly detected MI patients as non-MI subjects, and FP is the number of incorrectly detected non-MI subjects as MI patients. The confusion matrix elements are calculated per-frame at the pixel-level for the LV wall segmentation and per-video for the MI detection. The standard performance evaluation metrics are defined as follows:

\[
R = \frac{TP}{TP + FN}
\]  

(6)

where \( R \) (recall or sensitivity) is the ratio of correctly detected positive samples to all positive class members,

\[
SPE = \frac{TN}{TN + FP}
\]  

(7)

\( SPE \) (specificity) is the ratio of correctly detected negative samples to all negative class members,

\[
P = \frac{TP}{TP + FP}
\]  

(8)
\( P \) (precision) is the rate of correctly predicted positive class members in the all members detected as a positive class,
\[
F1 = \frac{2TP}{2TP + FP + FN} \quad (9)
\]

\( F1 \) is the harmonic average of precision and sensitivity,
\[
ACC = \frac{TP + TN}{TP + TN + FP + FN} \quad (10)
\]

\( ACC \) (accuracy) is the rate of all the correctly predicted classes among all the data. Accuracy might be a misleading performance metric when the dataset is imbalanced. The main objective of the analysis is to obtain the highest possible sensitivity, with a reasonably high specificity in order to not miss any LV wall pixels or patient with MI.

A. LV Wall Segmentation Experiments

The model is evaluated by stratified 5-fold cross validation (CV) scheme. To be more specific, we train the model using 80\% of available echos in the dataset and test it on the remaining 20\% holdout (unseen) echos. In the training process, we use Adam optimization algorithm \(^{[45]}\) along with a cross-entropy loss function to train the E-D CNN model with 32 mini-batch sizes, 25 epochs and a learning rate of \(10^{-3}\) in each fold. The model is implemented in Keras using Tensorflow backend on NVIDIA GeForce GTX 1080 Ti GPU.

Table IV shows the LV wall segmentation results for each 5-fold CV and their averages (mean). The results indicate the robustness of the model as the proposed approach can achieve a high segmentation accuracy by 99.42\% with an \(F1\)>93\% on average. The segmentation evaluation is performed on a pixel-level. In fact, considering the low temporal resolution and poor quality of many videos, the E-D CNN model trained over the iterative pseudo labeled dataset achieved an elegant pixel-level performance on specificity by 99.58\% which has significantly reduced the false LV wall pixels in the segmentation stage. Additionally, 95.72\% sensitivity level on the average ensures a robust MI analysis on the next (analysis) stage. The LV-wall segmentation over a low quality echo is very challenging as it is depicted in Fig. 8. Even though the results show that the proposed method is quite robust in terms of segmentation accuracy; the error can still deteriorate the following motion analysis, which will be covered in the next section.

Previous studies on LV wall segmentation extract only the endocardial boundary of the wall. However, in this study, in addition to endocardial boundary of the LV wall, we further extract the entire LV wall for analysis. Thus, our segmentation method can potentially provide more information regarding wall characteristics and can exhibit high robustness against noise and artifacts.

B. MI Detection Experiments

The performance of MI detection is evaluated on the same 5-fold CV. In each fold, the trained model is evaluated over its test batch. From each batch, we extract the aforementioned features in Section II-D and fed them to different classifiers: Linear Discriminant Analysis (LDA), Decision Tree (DT), Random Forest (RF) and Support Vector Machine (SVM). The models are trained by the train batch of the fold and evaluated on the (unseen) test batch. The feature engineering and MI detection stages of the scheme are implemented on MATLAB version 2019a. The SVM classifier is implemented by the Library for Support Vector Machines - LIBSVM \(^{[46]}\). The hyperparameter search is performed for each classifier to determine the optimal parameters that yield max \(F1\)-score. The parameters are as follows; the discriminant type of LDA is set to pseudolinear and its prior probability to uniform, the number of tree for RF is set to 10, the pruning criterion of DT is set to impurity, and the type of SVM is set to C-SVC with radial basis function (rbf) as kernel, and a cost value of 10.

Table V shows the results of each classifier and their performances on the features extracted from all the 6-segments. All the classifiers are evaluated by stratified 5-fold CV and the table shows the averages of the folds. The most crucial metric for MI detection is sensitivity since the aim is to not
The 5-fold CV averages of MI detection performance results (% of the classifiers)

| Classifier | Sensitivity | Specificity | Precision | F1  | Accuracy |
|------------|-------------|-------------|-----------|-----|----------|
| LDA        | 78.51       | 70.10       | 83.89     | 80.67 | 75.65   |
| DT         | 79.09       | 58.60       | 80.41     | 79.48 | 72.62   |
| RF         | 80.26       | 71.81       | 85.99     | 82.57 | 77.47   |
| SVM        | 85.97       | 70.10       | 85.52     | 85.29 | 80.24   |

| Classifier | Sensitivity | Specificity | Precision | F1  | Accuracy |
|------------|-------------|-------------|-----------|-----|----------|
| LDA        | 81.38       | 72.32       | 86.61     | 83.21 | 78.52   |
| DT         | 79.09       | 62.60       | 81.72     | 80.00 | 73.53   |
| RF         | 82.29       | 67.37       | 84.94     | 82.65 | 76.61   |
| SVM        | 83.09       | 74.03       | 86.85     | 84.83 | 80.24   |

Sensitivity of 85.97%, and precision of 86.85% are achieved by SVM.

In an echo, the noise is usually the most severe on the apex (upper) part of the LV wall and this deteriorates the diagnosis of MI since the features extracted from the apex segments (especially segment 5) contains misleading information. Therefore, we have further investigated the effect of noise on the diagnosis of MI by excluding the features coming from the apex segment. Table V examines the performance of the classifiers as the features are excluded from segment 5. The results show that by eliminating segment 5 features, the highest specificity of 74.03%, and precision of 86.85% are achieved by SVM.

The direct comparison of the proposed approach against other algorithms is not possible mainly due to their inability to cope with such low-quality echocardiography. For instance, the improved version (level set formulation) of the snake-based method proposed by Chan-Vese [47] simply fails badly in this dataset (see Fig. 9 the bottom row). Similarly, all speckle-based approaches are not applicable to the echos in this dataset due to the poor temporal resolution, 25 fps, which is far lower than the required level 60 fps [18]. Even if the temporal resolution would have been sufficiently high, they would still fail due to the high noise presence and especially the lack of contrast, which is visible in many echos in the dataset (see Fig. 2). In brief, the proposed approach is so far the only feasible technique for such a low-quality echo dataset, which is in fact a commonality especially in the hospitals of many developing countries.

C. Complexity Analysis

We have analyzed the computational complexity of our proposed approach for the three stages as follows: 1) the E-D CNN segmentation model, 2) feature engineering, and 3) MI detection classifiers. The complexity of the LV wall segmentation stage for one echo frame can be examined by the computations performed on the convolutional layers as follows:

\[
C_{mul} = \sum_{l=1}^{L} N_{l-1} S_{l-1} K_l^2 
\]

\[
C_{add} = \sum_{l=1}^{L} N_{l-1} S_{l-1} (K_l - 1)^2 + N_{l-1} S_{l-1} 
\]

where \( C_{mul} \) in Eq. (11a) refers to number of the multiplication operations and \( C_{add} \) in Eq. (11b) refers to addition operations of \( L \) layers, \( N_{l-1} S_{l-1} \) is number of connections between the current and its previous layer, \( S \) is the size of input feature map and \( K \) is the filter length. Therefore, the time complexity of the convolutional layer is defined as follows;

\[
O(\sum_{l=1}^{L} N_{l-1} S_{l-1} K_l^2).
\]

The least computationally demanding stage is the feature engineering, which consists of displacement and area calculations. The segment displacement calculation in Eq. (2) that are applied in Eq. (3) and Eq. (5) has a complexity of \( O(P) \). Thus, we can define the overall complexity of the feature engineering stage for one echo as \( O(P f) \), where \( P \) is number of pixels used in the calculations, and \( f \) is the number of frames in an echo.

The classifiers used in the MI detection stage for testing one echo have the computational complexities as follows: LDA by \( O(V^2) \), DT by \( O(V) \), RF by \( O(V n^{tree}) \), and SVM by \( O(n^{sv} V) \), where \( V \) is the length of feature vector, \( n^{tree} \) is the number of trees, and \( n^{sv} \) is the number of support vectors.

The LV wall segmentation stage of the algorithm is implemented on a workstation with NVIDIA GeForce GTX 1080 Ti GPU and 128 GB memory, whereas the other stages are implemented on MATLAB version 2019a over a PC with 1.90 GHz CPU and 32.0 GB memory. Table VI shows the average

![Fig. 9. The snake algorithm proposed by Chan-Vese [47] tested on six echo frames in which it simply fails to detect the LV wall on the bottom row, and gives reasonable but not smooth results on the top row.](image-url)
only be the first benchmark dataset that is publicly available for the research community, compared to the relevant studies in this area, it is also the largest collection ever compiled with both normal echos and echos of both male and female acute MI patients at different ages.

ACKNOWLEDGEMENTS

This work was supported by the NSF-Business Finland Center for Visual and Decision Informatics (CVDI) AMALIA project.

REFERENCES

[1] K. Thygesen, J. S. Alpert, A. S. Jaffe, M. L. Simoons, B. R. Chaitman, and H. D. White, “Third universal definition of myocardial infarction,” Circulation, vol. 126, no. 16, pp. 2020–2035, 2012.

[2] A. E. Stillman, M. Oudkerk, D. Bluemke, J. Bremerich, F. P. Esteves, E. V. Garcia, M. Gutberlet, W. G. Hundley, M. Jerosch-Herold, D. Kuijpers et al., “Assessment of acute myocardial infarction: current status and recommendations from the north american society for cardiovascular imaging and the european society of cardiology,” The international journal of cardiovascular imaging, vol. 27, no. 1, pp. 7–24, 2011.

[3] K. Thygesen, J. S. Alpert, A. S. Jaffe, B. R. Chaitman, J. J. Bax, D. A. Morrow, H. D. White et al., “Fourth universal definition of myocardial infarction (2018),” Journal of the American College of Cardiology, vol. 72, no. 18, pp. 2231–2264, 2018.

[4] M. T. Sadeghi, B. Mahmoudian, S. Ghaffari, P. Moharamzadeh, A. A. Baba, L. Pourafzari, S. Gureishi, N. Roshanravan, S. Abnousansari, and M. Pouraghaei, “Value of early rest myocardial perfusion imaging with spect in patients with chest pain and non-diagnostic ecg in emergency department,” The international journal of cardiovascular imaging, vol. 35, no. 3, pp. 965–971, 2019.

[5] J. S. Gottdiener, J. Bednarz, R. Devereux, J. Gardin, A. Klein, W. J. Mahoney, A. Morehead, D. Kozma, J. J. West, “American society of echocardiography recommendations for use of echocardiography in clinical trials: A report from the american society of echocardiography’s guidelines and standards committee and the task force on echocardiography in clinical trials,” Journal of the American Society of Echocardiography, vol. 17, no. 10, pp. 1086–1119, 2004.

[6] T. R. Porter, S. L. Mulvagh, S. S. Abdelmalek, H. Becher, J. T. Belcik, M. Bierig, J. Choy, N. Gaibazzi, L. D. Gillam, R. Janardhanan et al., “Clinical applications of ultrasonic enhancing agents in echocardiography: 2018 american society of echocardiography guidelines update,” Journal of the American Society of Echocardiography, vol. 31, no. 3, pp. 241–274, 2018.

[7] Y. S. Chatzizisis, V. L. Murthy, and S. D. Solomon, “Echocardiographic evaluation of coronary artery disease,” Coronary artery disease, vol. 24, no. 7, pp. 613–623, 2013.

[8] K. Kusunose, A. Haga, T. Abe, and M. Sata, “Utilization of artificial intelligence in echocardiography,” Circulation Journal, pp. C3–19, 2019.

[9] V. Sudarshan, U. R. Acharya, E. Y. K. Ng, C. S. Meng, R. San Tan, and D. N. Ghista, “Automated identification of infarcted myocardium tissue characterization using ultrasound images: a review,” IEEE reviews in biomedical engineering, vol. 8, pp. 86–97, 2014.

| Algorithm Stage | Proposed Methods | Elapsed Time (ms) |
|-----------------|-----------------|------------------|
| LV Wall Segmentation | E-D CNN | 2579 |
| Feature Engineering | Area | 169.6 |
| | Endocardial Motion | 176.9 |
| | Segment Center Motion | 44.9 |
| MI Detection | LDA | 1.5 |
| | DT | 0.5 |
| | RF | 7.0 |
| | SVM | 0.2 |

time elapsed for one echo (a cardiac cycle) to be executed for each operation in Fig. 1. The majority of the computational complexity originates from the LV wall segmentation stage, where ED-CNN requires 2.58 seconds to process a one-cardiac-cycle echo (∼ 20 – 30 frames).

IV. CONCLUSIONS

In this study, we proposed a novel three-phase approach for the early MI diagnosis from low-quality echos. For this purpose, we have created the segmentation ground-truth masks at a pixel-level for the first public 2D echocardiography dataset (HMC-QU) using the pseudo labeling technique. Then, we have used the deep E-D CNN model to segment the LV wall on each frame of each echo in the dataset. Finally, over the predicted LV wall segments, we have extracted features and used them in several classifiers to compare their performances for MI detection. The experimental results on the HMC-QU dataset showed that the proposed scheme achieved an elegant performance yielding a small false alarm rate for LV wall segmentation. The achieved results by 5-fold CV for MI detection are also quite promising considering the poor quality and resolution of the echos; however, there is still room for improvement.

The developed scheme aims for an objective and operator independent assessment by providing quantitative measurements for the LV wall motion and segment areas. Cardiologists diagnose patients with prior knowledge, such as medical history, gender, and age. Additionally, they look at the other echo views; therefore, they can interpret the movement and functionality of the heart in more detail. Hence, the performance of the developed scheme can further be improved, e.g., if the proposed features are fused together from other views, such as apical 2-chamber (A2C) and the three circular views.

The proposed features are explicitly comprehensive since the features extracted from the segmented wall are mimicking the way that a medical expert interprets the echos. Therefore, the proposed features are valuable not only from the engineering point of view but also from a medical perspective. This will not only be the first benchmark dataset that is publicly available for the research community, compared to the relevant studies in this area, it is also the largest collection ever compiled with both normal echos and echos of both male and female acute MI patients at different ages.
