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ABSTRACT
This paper describes the benchmarking and analysis of five Automatic Search Query Enhancement (ASQE) algorithms that utilise Wikipedia as the sole source for a priori knowledge. The contributions of this paper include: 1) A comprehensive review into current ASQE algorithms that utilise Wikipedia as the sole source for a priori knowledge; 2) benchmarking of five existing ASQE algorithms using the TREC-9 Web Topics on the ClueWeb12 data set and 3) analysis of the results from the benchmarking process to identify the strengths and weaknesses each algorithm.

During the benchmarking process, 2,500 relevance assessments were performed. Results of these tests are analysed using the Average Precision @10 per query and Mean Average Precision @10 per algorithm.

From this analysis we show that the scope of a priori knowledge utilised during enhancement and the available term weighting methods available from Wikipedia can further aid the ASQE process. Although approaches taken by the algorithms are still relevant, an over dependence on weighting schemes and data sources used can easily impact results of an ASQE algorithm.

1 INTRODUCTION
The art of search is a personal experience. With this, search results that may suit one user, may not be the results another user is expecting. During search, the abilities of users can also be brought into consideration, as the experience level can differ between users [11]. The length and quality of queries entered by users can also be questionable as often queries are too short and others are too verbose [3], leading to difficulty during the Information Retrieval (IR) process. Automatic Search Query Enhancement (ASQE) is the process of enhancing a user search query, regardless of length or content, in an effort to return more meaningful results to the user [17]. ASQE algorithms often depend on a source of a priori knowledge to aid the term selection and weighting process. Recent ASQE algorithms [2, 4, 5, 20, 23] have shown the use of dynamic data sources, such as Wikipedia, that offer high quality and ever changing articles with common fields and structure, can be beneficial to the ASQE process.

Unlike other data sets, Wikipedia offers a selection of tools that can be harnessed to aid the term weighting and selection process. These include the Wikipedia search API\(^1\) and article backlink API.\(^2\) Each Wikipedia article is delivered in a defined HTML structured format, with common headings and sections, further aiding the extraction of relevant data.

This paper describes the benchmarking and analyse of five current ASQE algorithms that utilise Wikipedia as the sole source for a priori knowledge. Each of these algorithms is focused upon the utilisation of available Wikipedia data set and APIs. An overview of the five selected algorithms that utilise Wikipedia to aid the ASQE process are described in Section 2. For each algorithm, the core functions are described along with the key elements of Wikipedia used. To ensure consistency and repeatability of results, Section 3 describes the methodology that was followed during this research. The data sets used for retrieval are described along with the relevance assessment methods used.

The results of the testing and analysis performed can be seen in Section 4. During this analysis, an additional focus is placed on both, long and short queries, as typically they are most difficult to gauge the user’s intent. A sample of the enhancement terms generated by each algorithm are then shown. Section 5 discusses the results of each algorithm, providing a detailed look at the success and failings of each. This paper concludes in Section 6 with a final summary of the findings.

---
\(^{1}\)https://www.mediawiki.org/wiki/API:Search  
\(^{2}\)https://www.mediawiki.org/wiki/API:Backlinks
2 RELATED WORK

ASQE is the process of automatically enhancing a user search query, typically through the addition, removal or correction [17] of search terms to improve precision / recall of a search query. Ongoing research [25] has continued to show that Wikipedia is useful as a source of prior knowledge to aid ASQE algorithms due to the quantity and wide domain of topics available. Unlike utilising static document collections and thesauri\(^3\) that require expert knowledge to maintain, Wikipedia has shown to be beneficial as a source of prior knowledge for domain specific query enhancement such as in the area of patent retrieval [1, 16].

As ASQE is built upon a number of different IR techniques, each component of the ASQE process can be further enhanced by utilising Wikipedia such as term weighting [10], linguistic understanding [15], relevance calculation [22], term disambiguation [7, 19] and similarity assessment based upon Wikipedia articles [9]. The additional data available in Wikipedia can be beneficial to users, as during search, users with little knowledge about the area of search have shown to perform worse due to their lack of prior knowledge when compared to domain experts [12]. He and Ounis [8] identified two possible reasons for the failure of ASQE. Low query quality and topic drift. As search queries can be overly simple or complex, this can lead to incorrect expansion terms, which is a key problem when incorporating term weighting into ASQE.

\(^3\)https://wordnet.princeton.edu/

Boston et al. [4] proposed a tool titled Wikimantic which exploits Wikipedia articles and their inter-article reference relations which has shown to be effective for short queries. They define an AtomicConcept as a simple form of a concept. Each article is considered a mixture of terms which was generated by an AtomicConcept. The prior probability of P(A) generating terms, where A is an individual article is defined as \(P(A) = \frac{\text{number of incoming links}}{\text{number of links in Wikipedia}}\). As most of the articles in Wikipedia are linking to other articles, the authors define the probability of article A generating term \(t\) is defined as

\[
P(t \mid A) = \frac{\text{count}(A,t)}{\text{number of words in A}}
\]

Due to the limitation that not all articles will have a variety of different terms to check their probability with, the Microsoft n-gram corpus\(^4\) containing 100,000 unique terms is used. Building upon an AtomicConcept, a new variant is defined as a MixtureConcept which is a collection of different AtomicConcepts. A MixtureConcept is defined as \(M = \{(w_i, A_i) \mid i = 1, \ldots, n\}\) where \(w_i\) is the weight of the concept and \(A_i\) is an individual article concept. In this Equation, \(i\) is the current AtomicConcept being viewed inside of \(M\) and \(w_i\) is the weight of \(A_i\) in MixtureConcept \(M\). The probability of a MixtureConcept, \(P(M)\) generating terms is defined as \(P(M) = \sum_{i=1}^{n} w_i * P(A_i)\). The probability of generating term \(t\) for mixture concept \(M\) is defined as \(P(t \mid M) = \sum_{i=1}^{n} w_i * P(t \mid A_i)\). After an AtomicConcept set has been generated, a weight \(w_i\) is applied. \(S\) is the set of terms in the concept. This is shown in Equation 2 and the probability of \(P(A_i)\) generating term \(t\) is shown in Equation 3.

\[
w_i = P(A_i \mid S) = \prod_{j=1}^{\left|S\right|} P(A_i \mid t_j) \tag{2}
\]

\[
P(A_i \mid t_j) = \frac{P(t_j \mid A_i) + P(A_i)}{P(t_j)} \tag{3}
\]

Given query \(Q\), a set of MixtureConcepts are created and then Equation 4 is used for generating possible expansion terms where \(P(t \mid A_i)\) is the likelihood of generating term \(t\) from the AtomicConcept \(A_i\) and \(w_i\) is the weight of the AtomicConcept \(A_i\) in MixtureConcept \(M\) for user submitted query \(Q\) described as \(M(Q)\), \(N\) is the number of documents in the collection and \(df(t)\) is the number of documents that contain \(t\). \(\ln \frac{N + 1}{df(t)}\) is described as the IDF weighting for the given term \(t\).

\[
\text{ExpWeight}(t \mid M(Q)) = \sum_{A_i \in M(Q)} P(t \mid A_i) \times w_i \times \ln \frac{N + 1}{df(t)} \tag{4}
\]

Xu et al. [18] outlined a query dependant PRF approach based on Wikipedia. They first began with an approach to categorise user queries into three categories, entity queries, ambiguous queries, and broader queries. They also proposed a number of different approaches for enhancement including a Relevance Model based approach, Field Evidence approach utilising the fields identified in a Wikipedia page and an entity page based approach. Their results show that the entity page based approach was the most successful and is discussed below. Instead of focusing on the top ranked documents as shown above, this approach focuses on using the entity page, e.g., the page which corresponds directly to the topic that the user is searching as an initial source of additional terms for PRF. The procedure followed during this study is defined as:

1) Identify an entity page for the user submitted query \(Q\).
2) All terms on the entity page are ranked using TF-IDF, and \(k\) Top \(k\) terms are extracted, where the score for a term \(t\) on an entity page is defined using TF-IDF, where \(tf\) is the TF on an entity page and \(idf\) is computed as \(\ln \frac{N}{df(t)}\), and \(n\) is the number of documents

\(^4\)http://research.microsoft.com/apps/pubs/default.aspx?id=130762
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A term filtering phase which used a Wikipedia-based ESAC to prevent similar terms being utilised in the enhanced query.

Semantic link relatedness is computed using Equation 7, whereby \( a \) and \( b \) represent two terms that are used for semantic computing, \( A \) is the number of inbound links for term \( a \) and \( B \) is the number of inbound links for term \( b \). \( W \) is defined as the number of individual articles in Wikipedia.

\[
sim(a, b)_{in} = \frac{\log(\max(|A|, |B|)) - \log(|A \cap B|)}{\log(|W|) - \log(\min(|A|, |B|))}
\]  

Zhoa et al. [21] described a method for Named Entity Disambiguation, which contains a query expansion based upon the utilisation of Wikipedia terms based on co-occurrence mentions. The authors describe that often, in the case of an article, a name is mentioned in complete form at the start of an article. Two main strategies for identifying candidates are: 1) queries that contain abbreviations, a match is made to terms which have similar capitalisation; 2) queries that contain continuous strings where the first letter of the string is also a capital letter, a match can be made to a candidate. The Wikipedia data utilised by this approach includes article titles, article content and article redirections. In their method, an initial query is placed to collect the top-\( k \) documents for a given query. Any candidate terms that are identified in the article collection become part of the collection of enhancement terms and articles returned become part of the article collection. The authors of this method identify that their query expansion approach is simplistic, and titled it the feedback-query-expansion method, as it incorporates a feedback loop to find candidates during retrieval. Due to the simplistic nature of this approach, it will be excluded from the testing described in this paper.

Zingla et al. [23] described the issue of short queries in microblog retrieval and implemented ASQE using Wikipedia. The authors’ method of identify candidate expansion terms was done by, 1) selecting unstructured full texts related to the original query utilising TF-IDF to select similar texts, 2) texts are tagged using the TreeTagger, 3) extract nouns from text, and 4) generate association rules using the CHARM algorithm. After a collection of candidate terms has been generated, additional processing is performed to ensure the terms are related to the original query terms. This is done through the use of their proposed semantic relatedness measure titled ESAC which combines Explicit Semantic Analysis using Wikipedia and association rules’ confidence measures. This is described in Equation 8 where \( \text{Con}_{f_{\max}}(R, q, w) \) is the max of the confidence of any association rule from \( R \) from rule collection \( R \). \( \text{ESA}(q, w) \) is the score of relatedness between the query \( q \) and the candidate term \( w \) and \( \alpha \) is a tuning parameter between 0 and 1.

\[
\text{ESA}(q, w) = \begin{cases} 
(a \times \text{ESA}(q, w)) + (1 - \alpha) \times \text{Con}_{f_{\max}}(R, q, w) & \text{if } \text{Con}_{f_{\max}}(R, q, W) \neq 0; \\
\text{ESA}(q, w), \text{otherwise}. & \end{cases}
\]  

After this process is completed, the most related terms are then added to the original search query. Their research showed that the best results were achieved with rule mining and a term filtering phase which used a Wikipedia-based ESAC to prevent similar terms being utilised in the enhanced query.
3 METHODOLOGY
Each of the selected algorithms were provided 50 of the TREC-9 Web Topics\(^8\) for enhancement. After the enhancement was performed, the resulting enhanced query was passed to the ClueWeb12 full data set\(^7\) Batch Query Service\(^5\) to retrieve documents for relevance assessment. In this research, the testing and analysis methodology followed during the enhancement and ranking of search topics for each algorithm are defined as:

1. Select test topic, Q, from test query collection.
2. Pass Q to the current enhancement algorithm under analysis.
3. Gather 10 generated terms from the selected enhancement algorithm.
4. Merge original query Q and the new additional enhancement terms.
5. Pass the enhanced query to the ClueWeb12 full data set Batch Query Service to retrieve results.
6. Calculate the Average Precision @10 for the given enhanced query based on the results returned.

The Average Precision @10 was calculated by first analysing the top ten results returned per enhanced query from the ClueWeb12 full data set Batch Query Service running the Lemur IR engine\(^6\). The topic description was then gleaned from the description field for each topic from the given TREC-9 Web Topic collections. If the result returned was relevant, the result was marked with 1, if the result was irrelevant it was marked as 0. For each test completed, 500 manual relevance assessments were performed. In addition to the Average Precision @10, the Mean Average Precision @ 10 for each test was also calculated providing an overall score for each algorithm tested. Existing relevance assessments for the TREC-9 topic collection were not used as the larger ClueWeb12 data set was used. In addition to this, many existing algorithms described in this research used alternative data sets and test topics, providing difficulty during comparison to existing author results.

As research in the area of ASQE algorithms based on Wikipedia is limited, out of the six algorithms outlined in Section 2, the Algorithm by Zingla et al. [23] was omitted as it was based on Rule Mining, which was conceptually distant from the algorithm proposed in this paper. The five remaining algorithms were chosen for analysis. For each enhancement algorithm analysed, 10 enhancement terms were added. This was based upon research by Ogilvie et al. [13] which outlined that 10 or less provided the optimal enhancement. As this research is not focused on optimisation of this parameter, 10 enhancement terms was chosen for each tested algorithm. Table 1 describes the algorithms tested, authors and Wikipedia data set components utilised by each algorithm.

4 RESULTS
For each algorithm, the Mean Average Precision (MAP) was calculated using the Average Precision (AP) scores for each of the 50 TREC-9 Web Topics on the ClueWeb12 batch query service. Table 2 provides an outline of these results. The overall standard deviation for each algorithm was calculated on the AP, shown as STD. To provide an understanding of each algorithm for short and long queries the STD, and MAP was calculated for 1 term topics (short), 2 term topics (short) and greater than 2 topics (long).

![Figure 1: MAP @10 Scores For All Algorithms](image)

Table 1: Tested Algorithms

| Algorithm | Authors | Wikipedia Components |
|-----------|---------|----------------------|
| Alg 1 | Almasri et al. | Search API, Article Titles and Article Content |
| Alg 2 | Boston et al. | Inter-article Link References and Article Content |
| Alg 3 | Xu et al. | Article Content, Search API and Wikipedia Document Collection Size |
| Alg 4 | Bruce et al. | Inter-article Link References and Article Content |
| Alg 5 | Zhao et al. | Search API, and Article Summary Text |

![Table 2: MAP @10 Results from Tested Algorithms](image)

![Table 2: MAP @10 Results from Tested Algorithms](image)
with a MAP score of 0.384. Although some of the terms generated by this algorithm were relevant, these were hurt by other terms as a large proportion of the terms were conceptually distant leading to a query drift.

Table 3 provides an outline of the MAP scores achieved by each algorithm and the elements of Wikipedia that were used.

Table 3: MAP @10 Scores for Each Tested Algorithm and Wikipedia Components Used

| Algorithm | MAP @10 | Search API | Article Titles | Article Context | Inboard Links | Outboard Links | Summary Text | Article Redirection |
|-----------|---------|------------|----------------|----------------|---------------|---------------|--------------|-------------------|
| Algo 1    | 0.634   | ✓          | ✓              | ✓              | ✓             | ✓             | ✓            | ✓                 |
| Algo 2    | 0.384   | -          | ✓              | ✓              | ✓             | ✓             | -            | -                 |
| Algo 3    | 0.714   | ✓          | ✓              | -              | -             | -             | -            | -                 |
| Algo 4    | 0.469   | -          | ✓              | ✓              | ✓             | -             | -            | -                 |
| Algo 5    | 0.480   | ✓          | ✓              | ✓              | ✓             | ✓             | ✓            | ✓                 |

4.1 N-Term Analysis

In this section, a selection of the short queries analysed are described, as short queries force the expansion algorithm to guess context and intent of the query. The short number of terms prevents a large skew from occurring during enhancement. However, as seen in previous sections, due to the lack of context they can also be seen problematic forcing the algorithm to select the context for the user. Figure 2 outlines the AP @ 10 results for all five algorithms with a focus on the single query terms. The best performing short queries included Query 15: deer, Query 20: mistletoe, Query 39: calcium. The reason for the success of these queries can be placed on the fact that each term mainly has a single meaning.

The worst performing single terms queries included Query 3: hunger, which was focused on the film and not the human state of hunger and Query 44: nirvana. In the case of nirvana, this can either be the rock band nirvana or the Buddhist state of enlightenment. Again the direction the algorithm took during the enhancement process was the sole factor in failing the enhancement process.

Figure 3 describes the AP @ 10 results of two term queries. The best performing queries are Query 7: Chevrolet trucks and Query 11: lava lamps. The nature of the term lava caused many of the algorithms to return results about volcanic eruptions. Query 19: Steinbach nutcracker had issues with the name Steinbach. This name has a number of different representations depending on the context. These include the location Steinbach, Manitoba and also the popular piano maker Steinbach. Query 41: Japanese Wave, caused many issues as when the two terms are interpreted independently a focus was placed on Japanese and also on Wave, that when run separately, skew the results. The difficulties with these queries can often be seen with the segmentation of the two terms in the query removing the original context between the terms during enhancement.

4.2 Sample Enhancements

Table 4 provides an overview of the generated enhancement terms for each of the tested algorithms for TREC-9 Topics 4, 17, 31 and 32. In this table we can see that for Topic 4 parkinsons disease, algorithm 2 had only a single related term, neurology. Algorithm 3 included the initials pd, and different elements related to the disease. Algorithm 5 however included terms such as tuberculosis and pathology, that are not directly related to the original topic.

For Topic 17: dachshund wiener dog, algorithm 1 produced irrelevant results and algorithm 2 produced poor results not related to the topic. Algorithm 3, focused on different breeds that are available and algorithm 5 added in two terms which were irrelevant, comedy and deer.

Topic 31: What did Babe Ruth do in the 1920's, has very narrow room for error as it is specifically looking for one topic, Baseball. Algorithm 2, included terms such as Curve of the Bambino, which is related to Babe Ruth, and the name of baseball teams. However, no explicit reference to baseball was included. Algorithm 2, performed poorly overall. Algorithm 3 focused again on the term Baseball and outlined other teams and notable names in Baseball. Algorithm 4 did not produce any useful enhancements. Algorithm 5 again outlined baseball, pitcher and outlined 1920s related topics such as prohibition.

For Topic 32, where can i find the growth rate for the pine tree?, algorithm 1 produced terms such as Christmas tree, that can be deemed irrelevant, hurting precision. Algorithm 2 produced, terms such as nigra and petals that can impact the precision. Algorithm 3 produced terms that are relevant to trees such as pinus and cones, algorithm 5 focused on the genus of trees, although relevant, can hurt the intent of the query.

5 DISCUSSION

Algorithm 1 by ALMasri et al. [2] focused on the utilisation of Wikipedia article titles as a source of expansion terms. A common theme that was often seen in these results is the overwhelming number of function words that are included which may cause a skew in the results. Another issue which is apparent is that titles of articles may be included if they contain one of the terms which the user has added. An example of this is the title of the popular HTTP Web server Tomcat appearing in results. As the term Cat appears in the query Q1: What is a bengals cat?, no discrimination is added validating the domain of the article that has been added to the set, it is purely based on the article title. This can be seen as one of the main flaws in this algorithm impacting the results.

Algorithm 2 described by [4] focused on applying weights to individual concepts. Although the terms are relevant to the domain, and more precision was added into the process of selecting the importance of terms, no real understanding is gained about the query that has been entered by the user. A high dependency is placed on the initial retrieval to generate a relevant collection of document which can then be used as a strong base for candidate terms. The coverage of the terms can be seen as very broad, as the
number of documents that are included may cover many different domains.

Algorithm 3, described by Xu et al. [18] produced the best results. The overall success of Algorithm 3 can be placed on the simplicity of the algorithm. Rather than utilising a traditional TF-IDF approach that uses a document subset during the calculations, the entire of the Wikipedia collection is used. A useful element of this approach is the focus placed on using the entity page. This focus prevents completely irrelevant terms from making their way into the final enhancements.

Algorithm 4, described in a paper by Bruce et al. [5], was overall the second worst performing algorithm. A number of queries performed badly overall, with barely relevant results. An initial perceived advantage of this approach is the variety of terms that are added. Each of the terms, due to the fact they come directly from Wikipedia pages, has very high quality. A downside to this approach, however, is although the terms are relevant in some contexts, they may not be directly relevant to the query at hand. The intent of the query the user has entered has no impact on the enhancement process.

Algorithm 5, described by [20], focused on the utilisation of inter-wiki links. A heavy dependence is placed on these links. If irrelevant articles are found but have a high number of similar outbound links, then these terms will be given a high weighting which can impact the results. Unlike other algorithms, there is a higher distribution of good and bad results for each of the queries. Many of the terms added were of high relevance in a very broad sense.

From this analysis, the main issues that are impacting the results of algorithms include:

- Naive addition of documents as sources of knowledge without proper understanding of the domain of the documents that are being added.
- No validation of terms as being relevant or irrelevant as a reputable source of content.
- Content in documents which are not relative to the article, e.g., advertisements, long additional text descriptions.
- Inclusion of function words: Many of the algorithms allow function words or pages which are relevant to Wikipedia to appear in enhancement terms.
- An over dependence on the weights that have been assigned to the terms without additional processing. Although some terms may be very high quality, a post processing stage would greatly improve the overall success of the enhancements.
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Table 4: Sample Generated Enhancement Terms for Each Tested Algorithm using TREC-9 Topics

| Topic | Enhancement Terms |
|-------|-------------------|
| 4: Parkinson’s disease | Lewy body disease, Parkinson disease, American Parkinson Disease Association |
| 1: Felled tree | Taiga Silviculture, Christmas tree, Maine Everglades National Park |
| 4: DOPA | dopamine, parkinsonism, cases, therapy, sleep studies, medication, disorder, although system |
| 5: Hemophilia | hemophilia, parkinsonism, psychiatric, dystrophic, symptom, pathology, infectious, pain, tuberculosis, pathogenic |

- Many search queries are entered by users in question form. Many of the terms that are added during this process should have an impact on the results which are returned. However, many of the algorithms ignore this.
- Although in many cases, a reference to the original submitted query is used as a stem for the identification of relevant content, no call-back is made in future steps to identify if the terms generated link back to the original user’s query.
- Query drift appears in all algorithms, especially in longer queries, as query terms are often expanded independently of the rest of the terms in the search query.
- Shorter search queries often lack context and are not treated with care allowing irrelevant expansion terms to be included in the search process.

6 CONCLUSIONS

This paper described the testing and analysis of five ASQE algorithms on the ClueWeb12 data set using 50 of the TREC-9 Web Topics. To gain an understanding of the existing algorithms for ASQE that use Wikipedia as an external data source for a priori knowledge, each of the five algorithms were recreated using the Python programming language following the specification outlined by the authors. For each algorithm, the tests were performed on the ClueWeb12 data set with a focus on the top 10 results which were returned for each search query. Using these search results, relevance analysis was performed in the form of AP @10 scores, which utilise the document ranking positions in the results.

A cross-algorithm analysis was performed, outlining how each of the algorithms performed in a side-by-side comparison. As short search queries are often the most difficult for IR engines to interpret due to the lack of context, an analysis of 1 term and 2 term queries was performed, outlining the results of the enhancement process. To gauge an overall view of how each algorithm performed as a whole, the MAP @10 scores using the 50 queries for each algorithm were calculated.

The results from testing and analysis process of Algorithms 1 to 5, outlined that Algorithm 3 was most successful with an overall MAP @10 score of 0.714. Due to the naive approach taken by Algorithm 2, it performed worst with an overall MAP @ 10 score of 0.384.

The main conclusions that can be drawn from this analysis is that ASQE algorithms that focus on the expansion of queries as a whole and not on individual tokens perform the best as the context of the terms is crucial to their success. Weighting schemes that are utilised no matter how complex or simple, all suffer from the same issue of taking the weights that are generated as the definitive weight for terms without additional post-processing being performed. Each of the algorithms often suffered as they did not make a call-back to the original search query, allowing terms with high weightings to be included in the enhancement process although they are irrelevant to the user’s original search intent.
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