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Abstract—We present a novel grid-forming control design approach for dynamic virtual power plants (DVPP). We consider a group of heterogeneous grid-forming distributed energy resources (DER) which collectively provide desired dynamic ancillary services, such as fast frequency and voltage control. To achieve that, we study the nontrivial aggregation of grid-forming DERs to establish the DVPP, and employ an adaptive divide-and-conquer strategy that disaggregates the desired control specifications of the aggregate DVPP via adaptive dynamic participation factors to obtain local desired behaviors of each DER. We then design local controllers at the DER level to realize these local desired behaviors. In the process, physical and engineered limits of each DER are taken into account. We extend the proposed approach to make it also compatible with grid-following DER controls, thereby establishing the concept of so-called hybrid DVPPs. Furthermore, we generalize the DVPP design to spatially dispersed DER locations in power grids with different voltage levels and R/X ratios. Finally, the DVPP control performance is verified via numerical case studies in the IEEE nine-bus transmission grid with an interconnected medium voltage distribution grid.

Index Terms—Dynamic virtual power plant, dynamic ancillary services, grid-forming control.

I. NOMENCLATURE

AC Alternating current
ADPF Adaptive dynamic participation factor
BESS Battery energy storage system
BPF Band-pass filter
COI Center of inertia
DC Direct current
DER Distributed energy resource
DVPP Dynamic virtual power plant
EMT Electromagnetic transients

HPF High-pass filter
HV, MV, LV High voltage, medium voltage, low voltage
LPF Low-pass filter
LPV Linear parameter-varying
PCC Point of common coupling
PI Proportional integral
PLL Phase-locked loop
POC Point of coupling
PV Photovoltaic
RoCoF Rate-of-change-of-frequency
SG Synchronous generator

II. INTRODUCTION

In future power systems, dynamic ancillary services have to be shouldered by non-synchronous, distributed energy resources (DER), implying great challenges to cope with the fluctuating nature of renewable energy sources, as well as their device-specific limitations [1]. Recently, the concept of dynamic virtual power plants (DVPP) has been proposed to pave the way for future ancillary services provision by DERs [2], [3], [4], [5], [6]. DVPPs are ensembles of heterogeneous DERs (all with individual constraints), aggregated to collectively provide desired dynamic ancillary services such as fast frequency and voltage control (Fig. 1a). In particular, while none of the DERs in isolation can provide these services consistently across all power and energy levels or all time scales, a sufficiently heterogeneous group of DERs is able to do so.

All of the few existing control design methods for DVPPs found in literature rely on grid-following DER aggregations (Fig. 1b) [3], [4], [5], [6]. In this case, frequency and voltage magnitude are measured at the point of common coupling (PCC) (via an explicit synchronization scheme, e.g., a phase-locked loop (PLL)) and treated as inputs to the DVPP units. Based on these inputs, the units’ active and reactive power outputs are modified, and sum up to the aggregated dynamic power output of the DVPP, which is intended to match the desired dynamic behavior $T_{d_{	ext{ref}}}(s)$. However, due to their dependency on the measured frequency, grid-following DVPPs require a stiff grid to operate (in terms of a stable frequency and voltage) [7], [8]. Namely, their responsiveness and PLL tracking performance can deteriorate or even result in instabilities when the DVPPs are integrated into grids with a high share of grid-following DERs, lacking in external assets which form a stable ac grid frequency. Another limitation of
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grid-following DER controls, and therefore of grid-following DVPPs, is their inability to operate in an isolated mode or black start a network [9].

In the course of future power systems to more and more incorporate grid-forming DERs [1], [10], [11], we resolve these issues by envisioning grid-forming DERs to construct more reliable DVPP configurations, which establish an independent frequency and voltage magnitude while providing dynamic grid support (Fig. 1c) [7], [8]. In particular, given the voltage source behavior of grid-forming DERs [12], corresponding DVPPs composed of grid-forming DERs do not need a stiff grid to operate, and typically exhibit a grid-friendly response behavior, superior stability characteristics under weak grid conditions, as well as black start capabilities [9]. Beyond that, the practical relevance of grid-forming DVPPs is also supported by future grid-code specifications which are envisioned to require enough grid-forming assets that impose an independent frequency and voltage magnitude while providing dynamic grid-support [12], [13]. Nevertheless, considering the imminent transition to future power systems, they are expected to contain a mixture of grid-following and grid-forming DERs [7], thus also raising the need for DVPPs that combine both types of DER controls, which we refer to as hybrid DVPPs.

In this paper, we present a novel control design approach for grid-forming DVPPs that enables desired frequency and voltage control services provision of the DVPP that relies on a grid-forming signal causality, i.e., the DVPP frequency and voltage magnitude are imposed while being controlled as a function of power measurements. As the main difference to our grid-following DVPP proposal in [3], in this work, we study the aggregation of grid-forming DERs, which requires a special treatment and results in nontrivial aggregation conditions of the local DER dynamics. Once the aggregation is obtained, similar to [3], we resort to an adaptive divide-and-conquer strategy, which disaggregates the overall DVPP specification via adaptive dynamic participation factors to obtain local desired behaviors of each DVPP unit, while taking (possibly time-varying) DER limitations into account. Moreover, as a second contribution of this paper, we extend the proposed grid-forming control setup to also include grid-following DER controls, thereby establishing the novel concept of hybrid DVPPs. As a starting point, we consider all DVPP units to be connected at one single bus in the transmission system (Fig. 1), where we specify a decoupled desired behavior for frequency and voltage regulation through measured active and reactive power injections changes.

Several work on the aggregation of grid-forming DERs to provide dynamic ancillary services has been proposed in literature, e.g., [14], [15]. However, they typically consider aggregations of identical DERs which are all equipped with the same pre-specified local control law. Hence, no aggregated control design of the individual DERs is explicitly pursued, such that a desired aggregated behavior for any kind of dynamic ancillary services provision cannot be achieved. This is in vast contrast to our approach, where we consider an aggregation of heterogeneous DERs, whose controllers are designed with the goal to match any desired aggregated behavior that has been specified by the system operator for dynamic ancillary services provision. Moreover, our controllers of the DVPP units are designed based on adaptive dynamic participation factors to take time-varying DER limitations (e.g., capacity, response time, weather-dependency, etc.) into account. In contrast, being restricted to aggregations of identical DERs only, the existing work cannot account for individual DER limitations by mutual compensation of different DERs.

As the third contribution of this paper, we generalize the DVPP controls to spatially distributed DER locations in the power grid, ranging from high-voltage transmission systems to low-voltage distribution grids with different $R/X$ ratios. In particular, we consider a DVPP configuration, where the DERs are spatially distributed within an area of the power system that is connected to the remaining power grid via one or multiple point of couplings. The control of spatially distributed DVPP units has already been proposed in the work in [6], where different DVPP topologies in the transmission and distribution system are investigated for grid-following primary frequency control. However, the method in [6] relies on the decoupled power flow assumption, and thus does not account for non-inductive line impedances between the spatially distributed DERs and associated power losses, which are especially relevant in medium-voltage (MV) or low-voltage (LV) distribution grids with high $R/X$ ratios [16], [17], [18]. In particular, high $R/X$ ratios may cause a nodal active power injection difference between the local node of a DER and the DVPP’s
point(s) of coupling. In this regard, the method in [6] cannot provide a desired aggregate behavior at the coupling point(s) of the DVPP area, and affects the overall frequency response of the power system only in an imprecise way. This is, however, contradicting the literal definition of a (D)VPP, being a DER aggregation with the same technological functionality as a single conventional power plant [2], [19]. In contrast, in our proposed method for spatially distributed DVPP control, we resort to coupled desired specifications for frequency and voltage regulation through both active and reactive power. In particular, the coupled control of active and reactive power has been reported to be an effective solution for frequency and voltage regulation especially in MV or LV grids with high $R/X$ ratios [9], [16], [17], [18]. Since such a coupled control allows to account for non-inductive grid impedances between the DVPP units, we can propose a more versatile control strategy, ensuring an accurate matching of a desired response behavior at the coupling point(s) of the DVPP area.

This paper is organized as follows: In Section III, we introduce the grid-forming DVPP control setup for fast frequency and voltage control, as well as its extension to a hybrid DVPP configuration. We provide a simplified setup using the formalism of linearized systems, which makes it convenient to develop our control design. Section IV presents the generalization of the DVPP control to spatially distributed DER locations. In Section V, we demonstrate the performance of our DVPP control design via numerical case studies in the IEEE nine-bus system with an interconnected medium voltage grid, using detailed and nonlinear system and device models. Finally, Section VI summarizes the main results and discusses open questions.

III. GRID-FORMING & HYBRID DVPP CONTROL

A. Grid-Forming DVPP Control Setup

We consider a grid-forming DVPP as a collection $\mathcal{F}_{\text{form}}$ of heterogeneous grid-forming DERs. To start with, we assume that all DVPP units are connected in parallel at the same bus of a transmission grid (Fig. 1c), which we refer to as point of common coupling (PCC). While being connected at one bus, it is essential to ensure a sufficiently large electrical distance (e.g., via transformers or cables) between the grid-forming units, since they are operated as parallel voltage sources and cannot simultaneously impose different voltages at the PCC.

To compensate for ancillary services conventionally provided by synchronous generators in transmission networks during normal operating conditions, a decoupled frequency and voltage control behavior is specified for the aggregate DVPP as a desired diagonal transfer function matrix

$$
\begin{bmatrix}
\Delta f_{\text{PCC}}(s) \\
\Delta v_{\text{PCC}}(s)
\end{bmatrix} =
\begin{bmatrix}
T_{\text{des}}^{\text{f}}(s) & 0 \\
0 & T_{\text{des}}^{\text{vq}}(s)
\end{bmatrix}
\begin{bmatrix}
\Delta p_{\text{PCC}}(s) \\
\Delta q_{\text{PCC}}(s)
\end{bmatrix},
$$

where $\Delta p_{\text{PCC}}$ and $\Delta q_{\text{PCC}}$ are the measured active and reactive power injection changes at the PCC (deviating from the respective power setpoint), and $\Delta f_{\text{PCC}}$ and $\Delta v_{\text{PCC}}$ denote the imposed frequency and voltage magnitude deviation at the PCC. In this work, we primarily consider small-signal changes during normal operating conditions as usual for dynamic ancillary services provision. Moreover, notice that our formalism directly extends to coupled control specifications for $T_{\text{des}}(s)$, which are potentially relevant in other types of networks (see Section IV for details).

Remark 1: The aggregate DVPP specification in (1) relies on a grid-forming signal causality, where frequency and voltage magnitude at the PCC are imposed while being controlled as a function of active and reactive power measurements. In contrast, for the grid-following DVPP developed in our work in [3], we consider an inverted, i.e., grid-following, signal causality of the aggregate DVPP specification, where the aggregated power injection at the PCC is controlled as a function of frequency and voltage magnitude measurements, i.e.,

$$
\begin{bmatrix}
\Delta p_{\text{PCC}}(s) \\
\Delta q_{\text{PCC}}(s)
\end{bmatrix} =
\begin{bmatrix}
T_{\text{des}}^{\text{f}}(s) & 0 \\
0 & T_{\text{des}}^{\text{vq}}(s)
\end{bmatrix}
\begin{bmatrix}
\Delta f_{\text{PCC}}(s) \\
\Delta v_{\text{PCC}}(s)
\end{bmatrix}.
$$

An illustrative comparison of both DVPP concepts can be found in Fig. 2.

The desired behavior $T_{\text{des}}(s)$ in (1) is intended to be provided by the aggregated dynamics of the grid-forming DVPP units, which can be achieved by controlling their local closed-loop behaviors appropriately. We therefore assume that all DVPP units are controllable converter-based DERs, i.e., their local dynamic behaviors can be altered to collectively match the desired specification in (1). In doing so, it is important to ensure that practical limitations of the DERs are not exceeded during normal operation, and device-level stability can be guaranteed.

Of course, to achieve this, the power park comprising the DVPP has to be sufficiently diverse covering all time scales and energy/power levels. Furthermore, it is assumed that $T_{\text{des}}(s)$ is provided by the power system operator, who is encoding grid-code requirements in the form of desired transfer functions (e.g., virtual inertia and droop control; see (29)). In this regard, $T_{\text{des}}(s)$ is supposed to be reasonably specified so that its collective realization is feasible for the DVPP units during normal operating conditions, while rendering the closed-loop power system stable, and being robust to model uncertainties and parameter variations in the rest of the grid. In other words, system-level stability is ensured by properly specifying the desired ancillary service transfer function $T_{\text{des}}(s)$, which is also part of our ongoing research.

In what follows, we present detailed control setups of the aggregated grid-forming DVPP dynamics for both frequency and voltage regulation to match the desired behavior in (1). Notice that the frequency and voltage regulation of the grid-forming DVPP have to be addressed separately (unlike in the grid-following DVPP setup [3]; see Fig. 2a).

Frequency Control: The DVPP control setup for frequency regulation is modelled as a feedback interconnection of the

\footnote{The grid-forming DVPP control setup can be extended to also include non-controllable (i.e., known pre-installed/fixed) local DER dynamics, e.g., synchronous generator swing dynamics with turbine and governor controls, or automatic voltage regulators, etc. as in [3].}
Fig. 2. Comparison of grid-following and grid-forming DVPP controls.

Grid-following DVPP control [3]

Grid-forming DVPP frequency control

Grid-forming DVPP voltage control

(a) Frequency and voltage control setup for grid-following DVPP control.
(b) Frequency control setup for grid-forming DVPP control; Feedback interconnection of the local DVPP dynamics and the power flow between the grid-forming units.
(c) Voltage control setup for grid-forming DVPP control.

Local closed-loop behavior of each DVPP unit $i$

$$\Delta p_i(s) = -T_{pf}^{p}(s) \Delta f_i(s), \quad \forall i \in F_{all}$$

$$\Delta q_i(s) = -T_{pf}^{q}(s) \Delta f_i(s), \quad \forall i \in F_{all} \quad (1)$$

Aggregated DVPP dynamics

$$\sum_{i \in F} T_{pf}^{p}(s) \Delta p_i(s) = \sum_{i \in F} T_{pf}^{q}(s) \Delta q_i(s) \quad (2)$$

Aggregated DVPP specification

$$\Delta f_{pcc}(s) = -T_{pcc}^{p}(s) \Delta p_i(s) \quad (3)$$

$$\Delta q_{pcc}(s) = -T_{pcc}^{q}(s) \Delta q_i(s) \quad (4)$$

Aggregation condition

$$\sum_{i \in F} T_{pcc}^{p}(s) \Delta p_i(s) = \sum_{i \in F} T_{pcc}^{q}(s) \Delta q_i(s) \quad (5)$$

Disaggregation via ADPPs

$$T_{pcc}^{p}(s) = \sum_{i \in F} m_{i}^{p}(s) T_{pcc}^{p}(s) \quad (6)$$

$$T_{pcc}^{q}(s) = \sum_{i \in F} m_{i}^{q}(s) T_{pcc}^{q}(s) \quad (7)$$

Local matching condition

$$T_{pcc}^{p}(s) = \sum_{i \in F} m_{i}^{p}(s) T_{pcc}^{p}(s) \quad (8)$$

$$T_{pcc}^{q}(s) = \sum_{i \in F} m_{i}^{q}(s) T_{pcc}^{q}(s) \quad (9)$$

Fig. 2. Comparison of grid-following and grid-forming DVPP controls.

local DVPP dynamics and the power flow of the inductive lines (transformers or cables) between the DVPP units (Fig. 2b and Table I). Namely, we consider the Kron-reduced setup [20] of the parallel DER connection in Fig. 1c to eliminate the algebraic constraints of the PCC (Fig. 3). In this regard, the input signal $\Delta p_i = [\Delta p_{i1}, \ldots, \Delta p_{in}]^T$ in Fig. 2b represents the vector of local active power injection disturbances $\Delta p_i$ at each DVPP unit $i$. The output signal $\Delta f = [\Delta f_1, \ldots, \Delta f_n]^T$ represents the vector of local frequency deviations $\Delta f_i$ of the DVPP units from its nominal value. The dynamics of the DVPP units that map the vector $\Delta p = [\Delta p_1, \ldots, \Delta p_n]^T$ of local active power deviation outputs $\Delta p_i$ to the vector $\Delta f$ of local frequency deviations $\Delta f_i$ are described by the local closed-loop transfer functions $T_{pf}^{p}(s)$, i.e.,

$$\Delta f_i(s) = -T_{pf}^{p}(s) \Delta p_i(s), \quad \forall i \in F_{all} \quad (3)$$

Notice that the local closed-loop transfer functions $T_{pf}^{p}(s)$ capture all dynamics underlying the decoupled “active power loop” of a grid-forming DER power electronics architecture which maps from an active power measurement to the imposed frequency, i.e., the power converter dynamics, the filter dynamics, the grid-side converter control loops, the dc-side dynamics, and the dynamics of the primary source technology, e.g., a wind turbine or a PV system.

For constant voltage magnitudes (when neglecting fast filter dynamics) and inductive DVPP interconnection lines, the vector of active power fluctuations $\Delta p_e = [\Delta p_{e1}, \ldots, \Delta p_{en}]^T$ of the interconnection lines are approximated by the linearized power flow equations [21]

$$\Delta p_e(s) = L_{dvpp} s \Delta f(s), \quad (4)$$

where $L_{dvpp}$ is an undirected weighted Laplacian (also termed admittance) matrix of the Kron-reduced DVPP interconnection network (Fig. 3, right) with nonnegative and real-valued eigenvalues $0 = \lambda_1 \leq \lambda_2 \leq \cdots \lambda_n$.

Generally, a group of grid-forming DERs as in Fig. 2b is considered approximately coherent, if all DERs have similar
frequency responses $\Delta f_i$ under active power injection disturbances $\Delta p_{d,i}$ of any shape. We are interested in characterizing the dynamic response of the approximately coherent DVPP units, which we term coherent DVPP dynamics. For the sake of providing a historic example, if $T_{i}^{\text{pf}}(s)$ were to model generator swing dynamics, then we are in the classical slow coherency problem setup extensively studied in power system literature [22]. In respect thereof, a pragmatically derived approximation to derive the coherent DVPP dynamics is provided in the following. We hereby refer to the results in [23], [24], [25], [26], [27], which rigorously formalize the classical slow coherency in the power system stability literature.

In particular, from Fig. 2b, the overall frequency dynamics of the system can be stated as

$$\Delta f(s) = \text{diag}\left\{ \frac{T_{i}^{\text{pf}}(s)}{T_{i}^{\text{pf}}(s)} \right\} \left( \Delta p_{d,i}(s) - \frac{L_{\text{dvp}}}{} \Delta f(s) \right)$$

$$\Leftrightarrow \text{diag}\left\{ \frac{T_{i}^{\text{pf}}(s)-1}{T_{i}^{\text{pf}}(s)-1} \right\} \Delta f(s) = \left( \Delta p_{d,i}(s) - \frac{L_{\text{dvp}}}{} \Delta f(s) \right).$$

Next, by left-multiplying both sides of (5) with the transposed vector of all ones \(1_n^\top\), we obtain

$$1_n^\top \text{diag}\left\{ \frac{T_{i}^{\text{pf}}(s)-1}{T_{i}^{\text{pf}}(s)-1} \right\} \Delta f(s) = 1_n \left( \Delta p_{d,i}(s) - \frac{L_{\text{dvp}}}{} \Delta f(s) \right),$$

$$\Leftrightarrow \sum_{i \in F_{\text{form}}} T_{i}^{\text{pf}}(s)-1 \Delta f_i(s) = \sum_{i \in F_{\text{form}}} \Delta p_{d,i}(s),$$

where we have used the fact that \(1_n\) corresponds to the eigenvector of \(L_{\text{dvp}}\) that is associated with the dominant zero eigenvalue \(\lambda_1 = 0\), and it therefore holds that \(1_n^\top L_{\text{dvp}}\Delta f(s) = 0\). Referring back to classical slow coherency theory, the latter equation (6) (i.e., projecting the full interconnected dynamics on the vector of all ones \(1_n\)) results in the system center-of-inertia (COI) dynamics which describe the slow aggregate system dynamics.

By assuming approximate coherency of the frequency outputs at the PCC, i.e., $\Delta f_i \approx \Delta f_{\text{pcc}}$, we can derive the approximate coherent DVPP dynamics at the PCC from (6) as

$$\Delta f_{\text{pcc}}(s) = \left( \sum_{i \in F_{\text{form}}} T_{i}^{\text{pf}}(s)-1 \right)^{-1} \sum_{i \in F_{\text{form}}} \Delta p_{d,i}(s),$$

where $\sum_{i \in F_{\text{form}}} \Delta p_{d,i} \approx \Delta p_{\text{pcc}}$, given the inductive DVPP interconnection lines. Namely, for a stable interconnection network as in Fig. 2b, the approximate coherency of the frequency outputs $\Delta f_i \approx \Delta f_{\text{pcc}}$, i.e., the frequency synchronization, corresponds to the natural long-term and aggregate dynamics [28]. Stability of the interconnection network is typically guaranteed by means of passivity (or more general dissipativity or integral quadratic constraint) arguments [29], which, for our envisioned design of the local closed-loop transfer functions $T_{i}^{\text{pf}}(s)$ can usually (or at least approximately) be satisfied.

A rigorous derivation of (7) in the limit of large connectivity of the interconnection network and under specific stability assumptions is given in [23], [24], [25], [26], [27]. It is shown how the connectivity of the network trades off with the width of the frequency range in which coherency is achieved, which is typically sufficient for power system networks. In particular, in classical slow coherency, the approximation quality depends on the spectral gap in the Laplacian eigenvalues $\lambda_2 - \lambda_1 = \lambda_2 \geq 0$.

Finally, by matching (1) and (7), the DVPP aggregation condition for frequency control is obtained as

$$\sum_{i \in F_{\text{form}}} T_{i}^{\text{pf}}(s)-1 \approx \sum_{i \in F_{\text{form}}} T_{i}^{\text{pf}}(s)-1 = T_{\text{des}}^{\text{pf}}(s).$$

The aggregation condition in (8) has been derived under the approximate coherency assumption (7) and thus has to be satisfied only during synchronized conditions of the DERs’ frequency responses, i.e., only in the frequency band during which coherency of the grid-forming DERs is achieved. Hence, the instantaneous, non-synchronized transient power injection of the grid-forming units, which originates from their voltage source behavior [12] and network electromagnetic transients, is not part of the aggregated DVPP control.

Remark 2: The aggregated grid-forming DVPP dynamics for frequency control in (7) are given by the synchronized frequency outputs of the grid-forming DVPP units in response to the active power injection disturbance at the PCC. In contrast, for the grid-following DVPP developed in our work in [3], the aggregated grid-following DVPP dynamics are given by the sum of all local active power injections in response to a common frequency deviation measurement at the PCC, i.e.,

$$\Delta p_{\text{pcc}} \approx - \sum_{i \in F_{\text{form}}} \Delta p_i \approx \sum_{i \in F_{\text{form}}} T_{i}^{\text{pf}}(s) \Delta f_{\text{pcc}}.$$ (9)

Hence, also the resulting aggregation condition for the grid-following DVPP differs to the grid-forming one in (8), i.e.,

$$\sum_{i \in F_{\text{form}}} T_{i}^{\text{pf}}(s) \approx T_{\text{des}}^{\text{pf}}(s).$$ (10)

An illustrative comparison of both DVPP concepts can be found in Fig. 2.
Voltage Control: In contrast to the local frequencies of the grid-forming DERs, the local voltage magnitudes generally do not yield a coherent dynamic behavior. We thus consider a separate voltage control setup in Fig. 2c and Table II, where all units receive a common input measurement of the voltage magnitude deviation $\Delta v_{pcc}$ at the PCC. The reactive power deviation output $\Delta q_i$ of each unit $i$ sums up to the aggregate reactive power deviation output $\Delta q_{agg}$ of the DVPP, i.e.,

$$\Delta q_{agg} = \sum_{i \in F_{\text{form}}} \Delta q_i.$$  

(11)

The dynamics of the DVPP units that map the measured voltage magnitude deviation $\Delta v_{pcc}$ at the PCC to the local reactive power deviation output $\Delta q_i$ are described by the local closed-loop transfer functions $T_i^{qv}(s)$, i.e.,

$$\Delta q_i(s) = -T_i^{qv}(s)\Delta v_{pcc}(s), \quad \forall i \in F_{\text{form}}.$$  

(12)

Considering the local closed-loop transfer functions $T_i^{qv}(s)$, which are realized via grid-forming converter controls and capture all dynamics underlying the decoupled “reactive power loop” of the DER power converter control architecture (see Section V-B), the aggregate DVPP behavior is given by

$$\Delta q_{agg}(s) = -\sum_{i \in F_{\text{form}}} T_i^{qv}(s)\Delta v_{pcc}(s).$$  

(13)

By approximating $\Delta q_{pcc} \approx -\Delta q_{agg}$ (or compensating for reactive losses across the DVPP interconnection lines), we can derive the DVPP aggregation condition for voltage control as

$$\sum_{i \in F_{\text{form}}} T_i^{qv}(s) \Delta v_{pcc}(s) \equiv T_{\text{agg}}^{qv}(s).$$  

(14)

Note that the condition in (14) requires $T_{\text{agg}}^{qv}(s)$ to be invertible. Alternatively (e.g., because of unstable zeros, etc.), one might resort to a causal and stable approximation of $T_{\text{agg}}^{qv}(s)^{-1}$.

Remark 3: The aggregated grid-forming DVPP dynamics for voltage control in (13) are given by the sum of all local reactive power outputs of the DVPP units in response to a common voltage magnitude deviation measurement at the PCC. This is indeed equivalent with the signal causality of the aggregated dynamics for voltage control of the grid-following DVPP in our work in [3] (see Fig. 2 for an illustrative comparison). However, while in case of the grid-forming DVPP, the aggregated local reactive power outputs of the grid-forming DERs are controlled to inversely match the desired grid-forming DVPP specification $T_{\text{agg}}^{qv}(s)$ as in (14), the grid-following DERs in the grid-following DVPP are controlled to satisfy the aggregation condition

$$\sum_{i \in F_{\text{form}}} T_i^{qv}(s) \Delta v_{pcc}(s) \equiv T_{\text{agg}}^{qv}(s).$$  

(15)

Obviously, if one specifies that $T_{\text{agg}}^{qv}(s) \equiv T_{\text{agg}}^{qv}(s)^{-1}$, the aggregation conditions in (14) and (15) become equivalent.

Finally, given $T_{\text{agg}}^{qv}(s)$ in (1), the overall grid-forming DVPP control design problem is to find local device-level controllers, such that the two aggregation conditions in (8) and (14) are satisfied. In doing so, it is important to ensure that practical limitations of the grid-forming DERs are not exceeded during normal operation, and device-level stability can be guaranteed.

B. Adaptive Divide-and-Conquer Strategy

Following our grid-following DVPP proposal in [3], the approach to solve the previous grid-forming DVPP control design problem is based on an adaptive divide-and-conquer strategy, which is comprised of two steps:

1) Disaggregate the desired behavior $T_{\text{des}}^{qv}(s)$ among the DVPP units using adaptive dynamic participation factors (ADPFs) to obtain local desired behaviors.

2) Design a local feedback control for each DVPP unit to optimally match the local desired behavior.

Remark 4: The adaptive divide-and-conquer strategy presented in the following is conceptually equivalent to our work in [3]. However, given the inverted signal causality of a grid-forming DVPP and the associated different aggregation strategy presented in Section III-A, the disaggregation of the grid-forming DVPP specification $T_{\text{des}}^{qv}(s)$, as well as the local matching conditions and the associated matching control design for each grid-forming DVPP unit are not immediate, and thus have to be considered separately from the grid-following DVPP setup. An illustrative comparison of the adaptive divide-and-conquer strategy for both DVPP concepts can be found in Fig. 2, and a list of notation is given in Table III.

Disaggregation of $T_{\text{des}}^{qv}(s)$: Given the aggregation conditions for frequency and voltage control in (8) and (14), respectively, we disaggregate the desired diagonal transfer function matrix $T_{\text{des}}^{qv}(s)$ into the individual DVPP units $i$ as

$$T_{\text{agg}}^{qv}(s)^{-1} = \sum_{i \in F_{\text{form}}} m_i^{qv}(s) T_{\text{des}}^{qv}(s)$$  

(16)

where the transfer functions $m_i^{qv}(s)$ and $m_i^{qf}(s)$ are adaptive dynamic participation factors (ADPFs), required to satisfy the participation conditions

$$\sum_{i \in F_{\text{form}}} m_i^{qf}(s) = 1 \quad \text{and} \quad \sum_{i \in F_{\text{form}}} m_i^{qv}(s) = 1.$$  

(17)

ADPF Selection: The ADPFs of the DVPP units are selected such that the participation conditions in (17) are satisfied, while simultaneously respecting the heterogeneous time
scales of the local DER dynamics along with their steady-state power capacity limitations during normal operating conditions (i.e., during small-signal changes). As in [3], we therefore specify the ADPFs by two parameters: a time constant $\tau^I_{fp}$ (or $\tau^Q_{fp}$) for the roll-off frequency to account for different time scales of DER active (or reactive) power injection dynamics (akin to classical ramping rates), and a dc gain $m^I_{fp}(s = 0) := \mu^I_{fp}$ (or $m^Q_{fp}(s = 0) := \mu^Q_{fp}$) to account for the available active (or reactive) power capacity limits of the DERs during steady state, similar to droop gains or static distribution factors [15] in traditional power systems. In particular, given the latter, both active and reactive power sharing among the grid-forming DERs within the DVPP can be ensured. Based on the previous two parameters, we divide the ADPFs of the DVPP units $i$ into three categories, i.e., we envision (see case studies in Section V for examples)

- a low-pass filter (LPF) participation behavior for units that can provide regulation on slow time scales including steady-state contributions,\(^4\) i.e.,
\[
m^I_{fp}(s) \sim \frac{\mu^I_{fp}}{(\tau^I_{fp} s + 1)}, \quad k \in \{fp, vq\}, \quad d \in \mathbb{N},
\]
- a high-pass filter (HPF) participation behavior for units able to provide regulation on fast time scales, i.e.,
\[
m^I_{fp}(s) \sim \frac{\tau^I_{fp}}{(\tau^I_{fp} s + 1)^2}, \quad k \in \{fp, vq\}, \quad d \in \mathbb{N},
\]
- a band-pass filter (BPF) participation behavior for the remaining units able to cover the intermediate regime, i.e.,
\[
m^I_{fp}(s) \sim \frac{\tau^I_{fp} - \tau^I_{fp}}{(\tau^I_{fp} + \tau^I_{fp} s + 1)^2}, \quad k \in \{fp, vq\}, \quad d_1, d_2 \in \mathbb{N}.
\]

Note that the ADPFs with a BPF or HPF behavior will always have a zero dc gain by definition, i.e., $m^I_{fp}(s = 0) = 0$ (or $m^Q_{fp}(s = 0) = 0$). In contrast, for all units participating as a LPF, the dc gains $\mu^I_{fp}$ (or $\mu^Q_{fp}$) have to satisfy
\[
\sum_{i \in F_{orm}} m^I_{fp}(s = 0) \mid_k = 1, \quad k \in \{fp, vq\}
\] (18)
to meet the participation conditions in (17).

**Online Adaptation of LPF DC Gains:** As in [3], we specify the LPF dc gains $\mu^I_{fp}$ (or $\mu^Q_{fp}$) such that they can be adapted online, in proportion to the power capacity limits of the DERs. The latter might be time-varying based on the resource availability (e.g., weather conditions). During power system operation, the dc gains are updated in a centralized fashion, where the DVPP operator continuously collects the capacity limits of the DERs and communicates back the appropriate dc gains. If a distributed implementation is more desired, one could alternatively use a consensus algorithm via peer-to-peer communication (for details see [3]).

**Local Matching Control:** As a last step, we need to find local feedback controllers for the DVPP units to ensure their local closed-loop transfer functions $T^I_{fp}(s)$ and $T^Q_{fp}(s)$ match their local desired behaviors, i.e., we impose the local matching conditions
\[
T^I_{fp}(s) \triangleq m^I_{fp}(s)^{-1} T^I_{des}(s), \quad T^Q_{fp}(s) \triangleq m^Q_{fp}(s)^{-1} T^Q_{des}(s), \quad \forall i \in F_{orm}.
\] (19)

\(^4\)The symbol “~” indicates that the crucial characteristic of $m^I_{fp}(s)$ is given by the expression on the right.

---

**Fig. 4.** Schematic of the proposed grid-forming DVPP control design from grid-level to device-level. The system operator provides the aggregate DVPP specification to encode grid code requirements in the form of a desired transfer function, while the DVPP operator takes care of all subsequent design steps.

**Fig. 5.** Grid-forming frequency control architecture for hybrid DVPPs.

Inspired by existing methods on multivariable [30], [31], [32] and adaptive [33], [34] $\mathcal{H}_\infty$ control of power converters, we address the local matching control with robust and optimal linear parameter-varying (LPV) $\mathcal{H}_\infty$ methods, which ensure device-level stability and are well-suited to deal with the ADPFs, being parameter-varying due to the time-varying dc gains $\mu^I_{fp}(t)$ and $\mu^Q_{fp}(t)$. Details on how to incorporate such LPV $\mathcal{H}_\infty$ matching control implementations within the converter control architecture of the DVPP units are described in Section V-B and illustrated in Fig. 7a. Beyond that, a rigorous LPV $\mathcal{H}_\infty$ control design procedure can be found in [3].

Finally, a schematic overview of the grid-forming DVPP control design is illustrated in Fig. 4.

**C. Hybrid DVPP Control**

We can extend the previous grid-forming control setup to also include grid-following DER controls, thereby obtaining a so-called **hybrid DVPP** control configuration.
In particular, as illustrated in Fig. 5, we include the grid-following units with an inverse signal causality into the grid-forming frequency control architecture in Fig. 2b as

$$\Delta f_i(s) = - T_{dp}^{fp}(s)^{-1} \Delta p_i(s), \quad i \in \mathcal{F}_{all},$$

where $T_{dp}^{fp}(s)$ are the local closed-loop transfer functions of the grid-following units that map the measured frequency deviation $\Delta f_i$ to the local active power deviation output $\Delta p_i$. For the setup in Fig. 5, we obtain the synchronized frequency response of the hybrid DVPP as a generalization of (7), and arrive at the aggregation condition for frequency control

$$\left(\sum_{i \in \mathcal{F}_{arm}} T_{i}^{pf}(s)^{-1} + \sum_{i \in \mathcal{F}_{all}} T_{i}^{dp}(s)^{-1}\right)^{-1} = T_{des}^{pf}(s).$$

For the voltage control, we consider the local closed-loop transfer functions $T_{i}^{vn}(s)$ of the grid-following units that map the measured voltage magnitude deviation $\Delta v_{pcc}$ to the local reactive power deviation output $\Delta q_i$, i.e.,

$$\Delta q_i(s) = - T_{i}^{vn}(s) \Delta v_{pcc}(s), \quad \forall i \in \mathcal{F}_{all}. \tag{22}$$

Having the same signal causality as the local closed-loop dynamics of the grid-forming units in (12), we can directly include the local closed-loop dynamics of the grid-following units into the voltage control architecture in Fig. 2c, and modify the aggregation condition in (14) accordingly as

$$\sum_{i \in \mathcal{F}_{arm} \cup \mathcal{F}_{all}} T_{i}^{vn}(s) = T_{des}^{vn}(s)^{-1}. \tag{23}$$

Finally, given the aggregation conditions in (21) and (23), the adaptive divide-and-conquer strategy can be similarly applied as described in Section III-B. In particular, we require the local matching conditions of the grid-following units as

$$T_{i}^{dp}(s) = m_i^{dp}(s) T_{des}^{pf}(s)^{-1},$$

$$T_{i}^{vn}(s) = m_i^{vn}(s) T_{des}^{qf}(s)^{-1}, \quad \forall i \in \mathcal{F}_{all}, \tag{24}$$

where, similar to $T_{des}^{vn}(s)$ in (14), now also $T_{des}^{pf}(s)$ has to be invertible or approximated in a causal and stable way.

**Tolerating Mismatch:** Since the measurement unit (e.g., a PLL) for the frequency and voltage magnitude measurement of the grid-following units is limited by some approximate bandwidth $1/\tau_{pil}$, it suffices if the grid-following units satisfy the local matching conditions in (24) only for the frequency range below $1/\tau_{pil}$ (see [3]). In this regard, we append the local reference models by a filter, i.e., for $i \in \mathcal{F}_{all}$ and some $d \in \mathbb{N}$, we require

$$T_{i}^{k}(s) = \frac{m_i^{k}(s) T_{pil}^{k}(s)^{-1}}{(\tau_{pil}+s)^d}, \quad k \in \{pf, vq\}, \quad \bar{k} \in \{pf, qv\}, \tag{25}$$

thereby allowing for a mismatch in the high frequency range of the Bode plot, thus relaxing the restrictions on the local matching control. As a further consequence, the reference models of the grid-following units are ensured to be causal.

**IV. SPATIALLY DISTRIBUTED DVPPs**

So far, the DVPP control setup has been restricted to DER aggregations at one single bus in the transmission system (Fig. 1). We now generalize our DVPP control to spatially distributed DER locations in a general power grid (from HV transmission to LV distribution grids). Namely, we consider a generalized DVPP configuration, where the DERs are spatially distributed within an area of the power system that is connected to the remaining power grid via one or multiple point of couplings (POCs) $j \in \{1, \ldots, r\}$ (Fig. 6, left and Table IV). A typical DVPP area could be given by a transmission or a distribution system area that is connected to the remaining grid (see example in Section V-E). Independent of the type of area, the overall goal is to design local controllers of the distributed DVPP units, such that we obtain a desired aggregated response behavior of the entire DVPP area at the POCs (Fig. 6, right).

Assuming approximate coherency as in (7), we only design a DVPP for an aggregated frequency control at the POCs, while employing independent local voltage controls to the DVPP units, reason being that voltages are distinctly local quantities at different buses in the power grid [35]. Further, we consider all DERs in the DVPP area which provide dynamic ancillary services to be part of the DVPP. More specifically, in case of unknown, pre-installed dynamics within the DVPP area, the aggregated DVPP response will become deteriorated. However, major dynamic sources (i.e., larger DERs providing ancillary services, synchronous generators, etc.) can typically assumed to be known (or at least an approximation thereof), such that their dynamic behavior can be taken into account during the DVPP control design (see, e.g., case study 1 in our previous work in [3]). Beyond that, for all the remaining unknown dynamics, e.g., resulting from small dynamic loads, their impact on the power flow, and with this the aggregated DVPP response, is expected to be minor when compared to the known dominant dynamics of the major sources [35]. An investigation of such scenarios will be part of future work.

To regulate the frequency at the POCs, a classical approach is to employ a decoupled $p$-$f$ control of the DVPP units as in [6]. With this, however, one does not account for non-inductive line impedances between the spatially distributed DERs and associated active power losses (which are especially relevant in MV or LV grids with high $R/X$ ratios), leading to a less effective frequency regulation at the POCs [9], [16], [17], [18]. Instead, as suggested by the latter references, we therefore consider rotational powers $p'$ and $q'$ via the rotation matrix $\mathcal{R}$

$$\begin{bmatrix} p' \\ q' \end{bmatrix} = \mathcal{R} \begin{bmatrix} p \\ q \end{bmatrix} = \begin{bmatrix} X & -R \\ R & X \end{bmatrix} \begin{bmatrix} p \\ q \end{bmatrix}, \quad Z = \sqrt{R^2 + X^2}, \tag{26}$$

where

- $\mathcal{R}$ is a rotation matrix that rotates the active and reactive powers from the $p$-$q$ plane to the $p'$-$q'$ plane.
- $Z$ is the impedance of the transmission line.
- $R$ and $X$ are the real and imaginary parts of the impedance.
- $p$ and $q$ are the active and reactive powers in the $p$-$q$ plane.
- $p'$ and $q'$ are the active and reactive powers in the $p'$-$q'$ plane.

Fig. 6. Spatially distributed DVPP within a DVPP area that is connected to the remaining power grid. The coloured boxes indicate different DVPP units.
TABLE IV
LIST OF NOTATION FOR THE SPATIALLY DISTRIBUTED DVPP CONTROL

| Description                                                                 | Symbol |
|----------------------------------------------------------------------------|--------|
| Line resistance, line inductance, line impedance                           | \( R, X, Z \) |
| Rotation matrix to obtain rotational powers                                 | \( \mathbf{R} \) |
| Bus voltage magnitudes with bus indices \( l \) and \( m \)                 | \( v_l, v_m \) |
| Power angle                                                                | \( \delta \) |
| Active and reactive power injected at one bus                              | \( p, q \) |
| Rotational active and reactive power injected at one bus                    | \( p', q' \) |
| Imposed frequency deviation at POC \( j \)                                 | \( \Delta f_{\text{poc},j} \) |
| Active and reactive power injection change at POC \( j \)                  | \( \Delta p_{\text{poc},j}, \Delta q_{\text{poc},j} \) |
| Rotational active power injection change at POC \( j \)                    | \( \Delta p'_{\text{poc},j}, \Delta q'_{\text{poc},j} \) |
| Desired DVPP transfer function for \( p' \)-f control                     | \( T_{p's}^p(s) \) |
| ADPF of unit \( i \) for \( 1 \)-p' channel                               | \( m'^p_i(s) \) |
| Local \( p' \)-q' closed-loop transfer function of unit \( i \)            | \( T_{p'q'}^i(s) \) |
| Local \( v \)-q' closed-loop transfer function of unit \( i \)             | \( T_{vq'}^i(s) \) |

where \( Z \) is the line impedance, and \( p \) and \( q \) are the actual active and reactive powers. As a result, we obtain lossless power flow equations between two buses \( l \) and \( m \) of the form

\[
\sin \delta = \frac{Z_l'}{v_l} \cdot v_m - \cos \delta = \frac{Z_l'}{v_l},
\]

where \( v_l \) and \( v_m \) are the voltage magnitudes, \( \delta \) is the power angle, and \( p' \) and \( q' \) are the rotational active and reactive power injected at one of the two buses. As can be seen from (27), for a sufficiently small power angle \( \delta \) and voltage magnitude difference \( v_l - v_m \), the definition of rotational powers \( p' \) and \( q' \) permits to independently influence the grid frequency (via \( \delta \)) and voltage magnitude, in analogy to the classical frequency and voltage regulation through respectively active and reactive power in HV grids, where \( p' \approx p \) and \( q' \approx q \), since \( R/X \approx 0 \).

For the DVPP area, by applying the transformation matrix \( \mathbf{R} \) at all controllable buses, and assuming an approximately homogeneous \( R/X \) ratio for all transmission lines, we obtain a lossless \( p' \) transmission. This allows to apply a modified version of the previous frequency control setup in Figures 2b and 5, where we replace all active power quantities by rotational active power quantities to obtain a decoupled \( p' \)-f DVPP control (instead of the previous \( p \)-f control). We hence aim to match a \( p \)-q-f coupled desired specification for the DVPP control at the POCs \( j \), given by the rotational power control

\[
\Delta f_{\text{poc},j}(s) = T_{p's}^p(s) \sum_{i=1}^r \Delta p'_{\text{poc},i}(s) = \left[ T_{p's}^p(s) - \frac{R}{X} T_{p's}^q(s) \right] \sum_{i=1}^r \Delta p'_{\text{poc},i}(s) \sum_{j=1}^r \Delta q_{\text{poc},j}(s) = \frac{1}{T_{\text{des}}(s)} \sum_{i=1}^r \Delta p'_{\text{poc},i}(s) \sum_{j=1}^r \Delta q_{\text{poc},j}(s) \tag{28}
\]

which differs from the decoupled specification in (1).

Remark 5: If one was to install a DVPP where all DERs are connected at the same bus in a MV or LV distribution grid with high \( R/X \) ratio (i.e., no spatially distributed DVPP configuration), one should resort to a desired DVPP specification \( T_{\text{des}}(s) \) for both frequency and voltage regulation in terms of a decoupled \( p' \)-f and \( q' \)-v control, which encodes a coupled \( p \)-q-f and \( p \)-q-v desired specification in the same vein as (28).

Finally, the divide-and-conquer strategy can be similarly applied as in Section III-B, however, by selecting ADPFs \( m'^p_i(s) \) to account for DER limitations on the rotational active power \( \Delta p'_{\text{poc}} \) (instead of \( \Delta p_i \)).

**Practically Feasible Choice of ADPFs:** Although we select the ADPFs \( m'^p_i(s) \) for the \( p' \)-f control, we are still interested in the actual physical DER limitations on \( \Delta p_i \) and \( \Delta q_i \). For example, from the equation \( \Delta p_i = \left( \frac{1}{X} \Delta q'_{\text{poc}} + \frac{1}{2} \Delta p'_{\text{poc}} \right) \) which can be derived from (26), we can see that \( \Delta p_i \), which is limited in response time and capacity for each DER, depends on both \( \Delta p'_{\text{poc}} \) and \( \Delta q'_{\text{poc}} \), scaled by \( X \) and \( R \), respectively. However, while \( \Delta p_i \) is part of the DVPP control, and hence shaped by the ADPF \( m'^p_i(s) \), the control of \( \Delta q'_{\text{poc}} \) is handled locally (i.e., individually) for each DVPP unit. Consequently, the local \( \Delta q'_{\text{poc}} \) injection change will be different for each unit, as determined by the local voltage controls \( \Delta q'_{\text{poc}}(s) = -T_{\text{q'(i)}}(s) \Delta v_j(s) \). Thus, to ensure all limitations of \( \Delta p_i \) and \( \Delta q_i \) are properly addressed, \( m'^p_i(s) \) and \( T_{\text{q'(i)}}(s) \) need to be selected carefully and possibly conservatively in terms of their response time and dc gain. However, while the assumptions underlying the implementation of the rotational power control for DVPPs seem to be rather restrictive, we will observe in Section V that this method is quite effective in a practical setup.

V. TEST CASE

To verify our DVPP controls, we use Simscape Electrical in MATLAB/Simulink to perform an electromagnetic transients (EMT) simulation based on the IEEE nine-bus system using nonlinear system and device models. In particular, the IEEE nine-bus system has been established as a typical benchmark system in the DVPP literature [3, 5, 6], and therefore allows for comparable studies with prior work. To demonstrate the basic idea of our DVPP control strategies in a conceptual way, we use a deliberately simple test system assembled with DVPPs containing only a few DERs, where we perform plain and instructive simulation events. Our methods, however, can be easily extended to larger and more complex power systems comprising multiple DVPPs or DVPPs with a larger number of DERs, especially since the deployed local DER matching controls are independent of the size of the DVPP and the power system to which it is connected. Moreover, the network size/topology does only affect the DVPP input signal, but not the internal DVPP behavior.

In a first case study, we start with a tutorial example of a grid-forming “base DVPP” connected at one bus to replace the fast frequency and voltage control of a thermal-based generator, while additionally including online-adaptation of the ADPFs to handle temporal variability of weather-dependent DVPP units. In a second case study, we extend the base DVPP to a hybrid setup by splitting each DER into a grid-forming and a grid-following unit. For different shares of grid-forming/following units, we investigate the DVPP response during load variations and an outage of all synchronous generators (SG) in the grid. Finally, in a third case study, we demonstrate the performance of a spatially distributed arrangement of the base DVPP in a MV distribution grid during disturbances both inside and outside the DVPP area.
A. System Model

The implementation of the initial IEEE nine-bus system (Fig. 8 without DVPP, Table Va), containing three thermal-based SGs, is based on the system and device models in [3], where the transmission lines are modelled via nominal π sections, and the transformers via three-phase linear models. The loads are modelled as constant impedance loads. We adopt an 8th-order model for the synchronous machines equipped with a ST1A excitation system with built-in automatic voltage regulator and a power system stabilizer. The governors are modelled as a proportional speed-droop control with first-order delay, and the steam turbine parameters are from [35].

B. Converter Interface of DERs

For each grid-forming and grid-following DER within the DVPP, we consider a uniform three-phase power converter interface as illustrated in Fig. 7. In both implementations, the grid-side converter model used for dynamic simulation represents an aggregation of multiple commercial converter modules [36], and is based on a state-of-the-art converter control scheme into which we have incorporated the matching control implementation for the desired frequency and voltage regulation of a grid-forming or grid-following DVPP unit, respectively (details follow subsequently).

Similar to [38], for both the grid-forming and grid-following DER implementation, we assume that the dc current $i_{dc,i}$ of each unit $i$ is supplied by a controllable dc-current source, e.g., representing the primary-side converter of a wind power plant, a PV system, or an energy storage system. More specifically, we consider a coarse-grain model of the underlying primary source and model its response time by a first-order delay with time constant $\tau_{dc}$, e.g., representing the resource associated dynamics, communication delays, and/or actuation delays.

(c) Base DVPP parameters

| Parameter                  | Symbol          | Value               |
|----------------------------|-----------------|---------------------|
| Power rating, DVPP         | $P_{PV,i}$      | 46 MW              |
| Power rating wind, PV BESS | $P_{wind,i}$    | 46 MW              |
| DER time constants         | $\tau_{wind}$, $\tau_{dc}$ | 1.5 s, 0.5 s, 0.2 s |
| $\tau_{dc}(s)$ parameters | $D_{dc}, H_{dc}, D_{ac}$ | 33.33, 5.55, 0.01 |

The grid-side converter control is separated into two control loops for the dc and the ac side. For the sake of consistency, we employ the same dc-side control strategy for the grid-forming and grid-following DVPP units, i.e., we regulate the dc voltage through the controllable dc-current source of each DVPP unit $i$, accordingly. On the other hand, the ac-side control is implemented in a dq-coordinate frame and includes the matching control implementation to provide the desired frequency and voltage regulation, therefore differing in case of a grid-forming or a grid-following DVPP unit, respectively. Namely, the dq-coordinate frame of a grid-following DER is oriented via a PLL which tracks the system frequency after the LV/MV transformer, while keeping the converter synchronized with the grid voltage [39]. In contrast, for a grid-forming DER, the angle reference of the dq-coordinate frame is computed from a direct implementation of the desired local frequency control specification $m_{fp}^{des}(s) - 1T_{des}^{df}(s)$ in (19) (see Fig. 7a).

As indicated in Fig. 7, there are different options for the matching control implementation to provide the desired frequency and/or voltage regulation of the grid-forming and grid-following DERs as specified in (19) and (24), respectively. Notice that by design choice, for the grid-forming
DER implementation, the matching controller only captures the voltage regulation to match the local desired behavior $n_{i}^{pq}(s)T_{n}^{pq}(s)^{-1}$ in (19), since the desired frequency behavior is directly incorporated when computing the reference angle of the dq-coordinate frame. To implement the matching control, a conventional solution for both types of DERs is a direct and proportional-integral (PI)-based control implementation using a standard hierarchical converter control architecture (option A in Fig. 7a and Fig. 7b). This option, however, generally requires an involved tuning to ensure a smooth interaction of the cascaded PI loops [40], [41], [42], and, in case of ill-tuned control gains, often sacrifices performance or even causes instabilities [43], [44]. Inspired by existing methods on multivariable [30], [31], [32] and adaptive [33], [34] $H_{\infty}$ control of power converters, we thus resort to a more robust and optimal control implementation, by replacing the cascaded PI-loops with a multivariable LPV $H_{\infty}$ state-feedback controller (option B in Fig. 7a and Fig. 7b). The latter is designed based on a linearized representation of the grid-forming or grid-following converter model, respectively, and then applied to the full nonlinear model of each converter type during simulations (see [3] for detailed implementation aspects). Note that for both the grid-forming and the grid-following converter interface, the multivariable $H_{\infty}$ control design can be arbitrarily adapted from replacing only some of the inner control loops of the conventional converter control right through to capturing the entire converter control by one single controller. Further, the $H_{\infty}$ control can also be adapted to other types of converter topologies, e.g., with more detailed primary source models. A comparison of both matching control implementations (options A and B) is given in the appendix in [45].

C. Case Study I: Synchronous Generator Replacement by Adaptive Grid-Forming DVPP Control

We investigate a grid-forming DVPP consisting of a wind power plant, a photovoltaic (PV) system and a battery energy storage system (BESS) that replaces the fast frequency and voltage control of SG 2 in the original nine-bus system (Fig. 8, Table Vc). Further, we exploit the complementary nature of wind and solar energy [46] to compensate their fluctuations via an online adaptation of the ADPFs, while not affecting the overall DVPP response.

We want to substitute the services of SG 2, and specify a decoupled p-f and q-v control as

$$
\begin{bmatrix}
\Delta f_{\text{pcc}}(s)
\Delta v_{\text{pcc}}(s)
\end{bmatrix} = T_{\text{des}}\begin{bmatrix}
\Delta p_{\text{pcc}}(s)
\Delta q_{\text{pcc}}(s)
\end{bmatrix},
T_{\text{des}} := \begin{bmatrix}
\frac{1}{n_{p}v+D_{p}} & 0
0 & D_{q}
\end{bmatrix}
$$

where $H_{p}$ and $D_{p}$ are the virtual inertia and droop coefficients for the p-f control, and $D_{q}$ is a droop gain for the q-v control. In particular, the droop gains in (29) ensure both active and reactive power sharing of the DVPP with the rest of the grid.

The magnitude Bode plots of the selected ADPFs for the wind, PV and BESS during nominal power capacity conditions are shown on the left of Fig. 9. In particular, following the method in Section III-B, the active power participation factors of the wind and PV are equipped with a low-pass filter behavior, where the dominant time constant for the roll-off is selected according to their resource dynamics modelled via $\tau_{\text{dc}}$ in the associated converter-model in Fig. 7a. Moreover, the low-pass filter dc gains are chosen proportionately to the nominal active power capacity limit of the wind and PV, respectively. In order to satisfy the participation condition in (17), the active power ADPF of the BESS is specified to follow a high-pass filter behavior, intended to provide regulation on shorter time scales. Recall that the dc-voltage dynamics of each DER converter are controlled via the primary energy source, e.g., the wind, PV or BESS. In this regard, a careful selection of the active power ADPFs is very important, in order to ensure that the active power ac-side control of each power converter is designed such that a secure operation of the dc-voltage control within the response time and capacity limitations of the primary energy source can be guaranteed. Namely, hitting the latter can cause a violation of the dc-voltage limits and result in a tripping of the converter.

Since the reactive power capability of the converters is independent of the dc-source technology, we select static ADPFs for the reactive power injection of all three DVPP units. In particular, the ADPF gains are selected proportionately to the reactive power capacity limit of each unit, which, in turn, is related to the active power capacity limit of the respective dc source via the PQ capability curve of the converter (see [3]).

Finally, for the local reference models of the q-v control in (19), we augment the inverse transfer function $T_{n}^{pq}(s)^{-1}$ with a low-pass filter to improve the closed-loop performance by reducing the sensitivity to high-frequency noise.

We first simulate a 28 MW load increase at bus 2 and investigate the PCC’s frequency and voltage magnitude response during nominal power capacity conditions. The wind and PV are operated under deloaded conditions with respect to their maximum power point, allowing them to put an active power...
Fig. 10. System response of the grid-forming DVPP in case study I during a load increase (left) and a PV generation capacity decrease (right) at bus 2.

To investigate the online adaptability of the ADPFs during capacity fluctuations of weather-driven DERs, we simulate a decrease of the PV active power capacity limit (e.g., caused by a cloud). This changes the PV active power set point and thus induces an equivalent active power generation deficiency of 28 MW as during the previous load increase at bus 2. By comparing the aggregate DVPP response during the PV generation decrease (Fig. 10, right) and the load increase (Fig. 10, left), we can see how the overall DVPP response remains nearly unaffected. In particular, the wind and BESS ADPFs are adapted online to compensate for the reduced active power DVPP control provided by the PV power plant (cf. ADPFs on the top left and right of Fig. 9). On the other hand, while the reduced active power capacity limit decreases the PV contribution in the p-f control of the DVPP, its reactive power contribution in the q-v control of the DVPP is increased (cf. ADPFs on the bottom left and right in Fig. 9). The reason is the increased reactive power capacity limit according to the P-Q capability curve of the PV converter [3].

D. Case Study II: Investigation of Hybrid DVPP Performance

We now extend the grid-forming base DVPP of case study I to a hybrid DER aggregation, by splitting each DER type (wind, PV, BESS) into one grid-forming and one grid-following unit. As illustrated in Fig. 11, this results in a hybrid DVPP composed of six converter-interfaced units. For the same p-f and q-v control specification as in (29), we aim to investigate the hybrid DVPP performance during both a load increase as well as an outage of SG 1 and SG 3 in the grid, while varying the share of grid-forming and following units. To do so, we start by considering the total power rating of each DER type, given by $S_{wind,r}^f$, $S_{pv,r}^f$ and $S_{bess,r}^f$, respectively (Table Vc), which we split up among the grid-forming and following units using convex combinations as

$$S_{wind,r}^f = (1 - \varepsilon) \cdot S_{wind,r}^f, \quad \text{and} \quad S_{pv,r}^f = \varepsilon \cdot S_{wind,r}^f, \quad S_{bess,r}^f = (1 - \varepsilon) \cdot S_{bess,r}^f, \quad \text{and} \quad S_{bess,r}^f = \varepsilon \cdot S_{bess,r}^f,$$

where $\varepsilon \in \{0, 0.25, 0.5, 0.75, 1\}$ specifies the share of grid-forming units. In this regard, we also split the participation factors (Fig. 9, left) of each DER type into two parts, i.e.,

$$m_i^k(s) = \varepsilon \cdot m_i^k(s) + (1 - \varepsilon) \cdot m_i^k(s),$$

where $i \in \{wind, pv, bess\}$ and $k \in \{fp, vq\}$. The local reference models specified for the grid-forming and following units are obtained as described in Section III-C. Note that we consider nominal operating conditions, i.e., there is no temporal variation of any weather-dependent DER. Further, we report our simulation results only for the frequency response of the hybrid DVPP. However, similar observations can be made for the voltage magnitude response, accordingly.

Load Increase: First, we demonstrate the conceptual success of the hybrid DVPP control for different values of $\varepsilon$. We impose a load increase of 42 MW at bus 2. The SGs connected to the system contribute approximately 75% of the grid-rating, while the hybrid DVPP contributes approximately 25% (cf. Table V). From the simulation results in Fig. 12, it becomes apparent how the center-of-inertia (COI) frequency exhibits a very similar response behavior for the different values of $\varepsilon$ of the hybrid DVPP. In particular, the matching accuracy of the desired frequency response (dashed lines) proves to be nearly identical for all shares $\varepsilon$ of grid-forming units. However, when investigating the nadir and the rate-of-change-of-frequency (RoCoF) of the COI frequency, minor differences can be observed. As illustrated by the Monte Carlo simulations for different load disturbances in Fig. 13, larger values of $\varepsilon$ generally result in a slightly lower nadir and RoCoF. Such observations are usually attributed to the fast inherent voltage source response behavior of the individual grid-forming units [12]. Nevertheless, the differences are marginal and of minor impact to the overall matching accuracy of the DVPP.
Outage of Synchronous Generators: For the same DVPP specification and participation factors as before, we investigate the hybrid DVPP performance during a more severe disturbance, namely an outage of the two remaining SGs in the nine-bus system. The simulation results are shown in Fig. 14. For decreasing values of $\varepsilon$, the associated loss in stiffness of the system frequency deteriorates the stability of the grid-following DER controls, and causes oscillatory interactions with the grid-forming units. In particular, after the SG outage for $\varepsilon = 0$, there is no voltage source connected to the system anymore, such that the grid-following units lose synchronism.

E. Case Study III: Spatially Distributed DVPP

In this case study, we investigate the performance of a spatially distributed arrangement of the base DVPP from case study I. We restrict ourselves to a grid-forming DER aggregation, which however, could be easily generalized to a hybrid DVPP setup (cf. Section IV). We consider the modified IEEE nine-bus system with a MV distribution grid connected at buses 4 and 6 (similar to the setup in [5], into which we have incorporated the DVPP units at different buses (15). As a starting point, we establish an idealized homogeneous $R/X = 1$ ratio for all MV lines in the DVPP area. Moreover, we consider nominal operating conditions, i.e., there is no temporal variation of any weather-dependent DER.

We first investigate the DVPP behavior during a classical $p$-$f$ control implementation (as conventionally employed in a dominantly inductive grid). Namely, we naively employ the specification in (29) and the participation factors in Fig. 9 (left) of case study I to the spatially distributed DVPP units, without taking line impedances between the units into account. The voltage controls of the DVPP units are defined individually by means of local classical $v$-$q$ controls. To study the DVPP’s frequency response behavior at the POCs, we employ a 20 MW load increase at bus 4 in the transmission system. As can be observed from the simulation results in Fig. 16, disregarding the line impedance characteristics during the DVPP control design results in a mismatch between the desired reference frequency at the POCs (dashed lines) and the actually obtained frequency response behavior. In particular, due to the active power losses of the non-inductive line impedances, the aggregated active power injections of the DVPP units do not coincide with the active power deviations obtained at the POCs. Of course, the size of the frequency mismatch strongly depends on the network topology, the size of the DVPP area, and the DER locations, and hence, might be acceptable in some cases, especially for rather small $R/X$ ratios. However, for general setups with possibly larger DVPP areas and larger $R/X$ ratios (e.g., in LV grids), the mismatch can be quite significant.

In contrast, if we implement the proposed $p'$-$f$ rotational power control of the spatially distributed DVPP in Section IV,
such a mismatch can be completely eliminated by a more effective coordination of the DVPP units, independent of the network topology, the size of the DVPP area, the DER locations, and the line impedances. To get an insightful comparison, for the $p'$-f rotational power control, we employ the same specification in (29) and the participation factors as in Fig. 9 (left) as for the prior decoupled $p$-f control, allowing to reveal the analogy between $p'$ and $p$ in the frequency control setup in Fig. 2. The local $v$-$q'$ controls of the DERs are chosen sufficiently conservative to satisfy the active and reactive power limitations in response time and capacity. As illustrated by the simulation results in Fig. 17a, for the same 20 MW load increase at bus 4 in the transmission system, the rotational power control of the spatially distributed DVPP exhibits an accurate matching of the desired reference frequency response at the POCs (dashed lines). Moreover, it can be seen that although the external and internal disturbances are of equal amount of power, the DVPP responses with the individual DER behaviors are different, caused by the different locations of the disturbances.

Another important observation from Fig. 17 is the fact that the participation factors $m_{fp}^{p'}(s)$ as in Fig. 9 (left) are imposed to limit the DERs’ rotational powers $\Delta p_i$, clearly recognizable by the obtained LPF and HPF response behaviors with different steady-state contributions. The actual power injections $\Delta p_i$ and $\Delta q_i$, however, are additionally influenced by the local $v$-$q'$ controls of the units, and hence deviate from the imposed behavior of the participation factors $m_{fp}^{p'}(s)$ in different ways. As discussed in Section IV, this phenomenon requires a careful choice of the participation factors $m_{fp}^{p'}(s)$ and the local $v$-$q'$ controls in order to address the actual active and reactive power limitations of the DERs.

Next, after having investigated the rotational power control of the spatially distributed DVPP during an external disturbance outside of the distribution system, we now investigate an internal disturbance scenario by imposing a 20 MW load increase inside the DVPP area at bus d5 in the distribution grid. The simulation results are illustrated in Fig. 17b. Similar to the external disturbance scenario in Fig. 17a, the spatially distributed DVPP again exhibits an accurate matching of the desired reference frequency response at the POCs (dashed lines). Moreover, it can be seen that although the external and internal disturbances are of equal amount of power, the DVPP responses with the individual DER behaviors are different, caused by the different locations of the disturbances.

Finally, we perform a Monte Carlo simulation to study the rotational power control of the spatially distributed DVPP for
non-homogeneous $R/X$ ratios of the MV lines. Namely, we employ the previous two load increases (internal and external) for 24 different random combinations of $R/X$ ratios for the individual MV lines, varying in a range of $R/X = [0.4, 2]$, which is considered typical for MV lines [48]. The resulting frequency responses are illustrated with gray lines in Fig. 17a and 17b. We can see how the obtained responses are very similar to the initial response for a homogeneous $R/X = 1$ ratio of all MV lines.

As a concluding remark on case studies I to III, it should be noted that the simulation results might differ for different choices of $T_{des}(s)$, different grid topologies, or different operating points. While the presented results should be taken with caution from a quantitative perspective, they highlight the key features of our proposed DVPP control strategies.

F. Scalability Considerations

Subsequent to the previous case studies, we would like to briefly discuss the scalability of the DVPP control setup to more complex test systems comprising multiple DVPPs or DVPPs with a larger number of DERs. In particular, since the local matching control of each DER within a DVPP is independent of the number of DVPP units, a larger number of DVPP units does not cause any scalability issues. Although the number of DERs within a DVPP does affect the selection of the ADPFs and their update strategy to ensure the participation conditions in (17) are satisfied, it needs to be done only once for each DER when setting up the DVPP ensemble (offline), and thus does not suffer from scalability issues during real-time operation. Further, the $dc$ gains of the ADPFs are updated during real-time operation in a centralized or distributed way by means of communication, where only the communication infrastructure scales with the number of DVPP units.

A similar reasoning holds true when considering detailed aggregated converter modules within each DER unit (recall from Section V-B that in our case studies, we have been using a converter model for each DER which represents an aggregation of multiple commercial converter modules [36]). In this case, the ADPFs of each DER have to be split up proportionately (via a constant factor) to each single converter module according to the module’s rating. The matching control is then employed independently for each converter module.

Beyond that, running multiple DVPPs (or DVPP areas) within the same grid is also feasible, since each DVPP is independent of the power grid to which it is connected to. In particular, while the DVPP input signal is different for different types of generators or other DVPPs in the network, the dynamic behavior of each aggregated DVPP is not affected. In other words, coexisting DVPPs do not influence the internal behavior of each other. An example case study including two independent DVPPs within the same power system is provided in our work in [3].

VI. CONCLUSION

We have proposed novel grid-forming and spatially distributed DVPP control approaches with the objective to provide dynamic ancillary services across all temporal and spatial scales: from fast frequency and voltage support, and from HV transmission grids to LV distribution systems. The control methods study the nontrivial aggregation of grid-forming DERs and rely on our recently proposed adaptive divide-and-conquer strategy [3] that takes into account the local DER characteristics, and additionally handles temporal variability of weather-driven DERs. Our numerical case studies show the successful performance of our controls, and conceptually demonstrate how our DVPP control approaches can be used to facilitate the dynamic ancillary services provision by DERs.

Our currently ongoing research includes the design of multivariable and robust specifications for the desired DVPP dynamics to provide an optimal performance output in closed-loop with the power system, while simultaneously satisfying grid-code requirements and taking DVPP limitations into account. Moreover, future work should address the investigation of the DVPP performance for larger grid topologies comprising multiple DVPPs with a larger number of DERs, while being subject to different types of disturbances.
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