Medical Image Segmentation by Active Contour Improvement
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Abstract: This paper introduces a new medical image segmentation approach based on active contour improvement. The boundaries in brain images are detected using an original technique of active contour improved by a Region of Interest (ROI) extraction. We compare the results of the proposed model to Chane-Vese active contour model and Caselles’s et al. Geodesic active contour model. Experimental results of brain boundary localization on a national center of Oncology’s database demonstrate the promising performance of this method.
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1. Introduction

Medical images including CT (Computed Tomography) contain several anatomical structures. Accurate segmentation of one object is quite important for diagnosis and therapeutic interventional planning. Brain image segmentation methods must incorporate models that describe prior knowledge about the expected geometry and intensity characteristics of the anatomical objects of interest in the images.

The simplest image segmentation methods, such as region growing and edge detection, rely entirely on local image operators and a heuristic grouping of neighboring pixels with similar local photometric characteristics.

Active contour models have widely been used for image segmentation after they were formally introduced by Kass and Witkin [1] in 1987 as the first model. The use of level set theory has enriched the implementation of active contours with more flexibility and simplicity. The past models of active contours rely on a gradient based stopping function to stop the curve evolution.

An active contour is a curve that evolves from an initial shape to the borders of an object of interest, under the action of a force.

Active contour models can be categorized into parameterized ([1]-[5]) and non-parameterized models ([6]-[17]). This classification is based on how object boundary is detected.

The active contour $C$ can be defined as a parametric curve by:

$$C: [\alpha, \beta] \rightarrow [0, \tau]$$

$$(\rho, \tau) \mapsto C(\rho, \tau) = \begin{pmatrix} x(\rho, \tau) \\ y(\rho, \tau) \end{pmatrix}$$

(1)

The evolution of the contour is governed by a general form of equation:

$$\frac{\partial C(\rho, \tau)}{\partial \tau} = F(\rho, \tau)$$

$$C(\rho, \tau) = C_0(\rho)$$

(2)

Where $C_0(\rho)$ is the initial contour.

The contour is deformed by following a force $F$ whose direction is a priori arbitrary.

In this article we propose to use a non-parameterized active contour model to segment a skull image in order to build a 3D reconstruction of human brain. The active contour model proposed use the theory of ROI (Region of Interest) to detect the initial contour in the skull image. This initial contour minimizes the number of iterations and thus minimize the computation time but with great accuracy.
This article is organized as follows. The previous work is reviewed in section 2. Then the proposed model and algorithm are described in section 3. Section 4 shows the results of our experiments. Finally a brief conclusion comes in section 5.

2. Previous Works

The active contours take their origin from elastic models, but the community agrees to attribute them to the team Kass, Witkin and Terzopoulos [2], who introduced the snakes or theminimizing curves. SNAKES models take their name from their ability to deform like snakes.

Let $\Omega$ be a bounded open subset of $\mathbb{R}^2$, with $\partial \Omega$ its boundary. Let $U_0 : \Omega \to \mathbb{R}^2$ be a given image, and $C(x,y) : [0,1] \to \mathbb{R}^2$ be a parameterized curve. This classical model is

$$\inf_C j_1(C)$$

where:

$$j_1(C) = \int_0^1 \left[ \frac{1}{2} \left( C(x,y) - \bar{C} \right)^2 + \lambda \int_{\partial C} \left| \nabla u_0 \right|^2 \right] ds$$

Here $\alpha, \beta$ and $\lambda$ are positive parameters.

Active contours approaches can be linked to the family of geodesic optimization problems in spaces whose geometry is determined by the dynamics of the image. These techniques, called geodesic active models have been proposed by Caselles et al. [4] as:

$$\frac{\partial}{\partial t} \Phi = g(\nabla u_0) \left| \nabla \Phi \right| \left( \text{div} \left[ \frac{\nabla \Phi}{\left| \nabla \Phi \right|} \right] + u_0 \right) \text{in } [0,\infty[ \times \mathbb{R}^2$$

$$\Phi(0,x,y) = \Phi_0(x,y) \text{in } \mathbb{R}^2$$

Where $u \geq 0$ is a constant, $\Phi$ is a Lipschitz function, represent a curve $C$ by $C = \{(x,y)/\Phi(x,y) = 1\}$, $\Phi_0$ intial level set function,

$$g(\nabla u_0) = \frac{1}{\left| \nabla g_{\sigma}(x,y) \right| u_0(x,y) \left| \nabla g_{\sigma}(x,y) \right|^2}$$

For, $p = 2$ where $G_{\sigma} + u_0$ is a smoother version of $u_0$, is the convolution of the image $u_0$ with the Gaussian

$$G_{\sigma}(x,y) = \sigma^2 \sqrt{2\pi\sigma} e^{-\frac{x^2+y^2}{2\sigma^2}}$$

The function $g(\nabla u_0)$ is positive in homogeneous regions, and zero at the edges.

Caselles et al. [3] proposed an new model called Geodesic Active Contour model (GAC), which is equivalent to the weighted total variation as shown by Bresson et al. [15], and it is given as: $\inf_C j_2(C)$, where:

$$\inf_C j_2(C) = \int_0^1 \left[ \frac{1}{2} \left( C(x,y) - \bar{C} \right)^2 + \lambda \int_{\partial C} \left| \nabla u_0 \right|^2 \right] ds$$

When the term $g(\nabla u_0)$ disappears, a minimizer will be obtained. The formulation of the geodesic model by

$$F_C(C) = \int_{C} \left[ \left[ u_0(x,y) \right]_1^2 + \lambda \int_{C} \left| \nabla u_0 \right|^2 \right] dxdy$$

While many segmentation methods rely heavily, in some way, on edge detection, the “Active Contours without Edges” method by Chan and Vese [6] ignores edges completely. This method is inspired by the Mumford-Shah model [18]. Chan and Vese approximate the image $u_0$ by two regions of approximatively piecewise-constant intensities, of distinct values, object region with $u_0^1$, rest of the image with $u_0^0$, and $C_0$ object boundary. This object boundary is a minimizer of the following “fitting” term:

$$F_1(C) = \int_{C} \left[ \left[ u_0(x,y) \right]_1^2 + \lambda \int_{C} \left| \nabla u_0 \right|^2 \right] dxdy$$

$$F_2(C) = \int_{\partial C} \left[ u_0(x,y) \right]_1^2 dxdy$$

Where $C$ is any other variable curve, and the constants $c_1, c_2$, depending on $C$, are the averages of $u_0$ inside $C$ and respectively outside $C$. Chane and Vese in their model introduce the energy functional $F(c_1, c_2, C)$, defined by:

$$F(c_1, c_2, C) = \mu \text{length}(C) + \nu \text{area}(C)$$

$$+ \lambda_1 \int_{\partial C} \left[ u_0(x,y) - c_1 \right]^2 dxdy$$

$$+ \lambda_2 \int_{\partial C} \left[ u_0(x,y) - c_2 \right]^2 dxdy$$

Where $\mu \geq 0, \nu \geq 0, \lambda_1, \lambda_2 > 0$ are fixed parameters.

In almost all their numerical calculations, Chane and Vese fix these parameters as: $\lambda_1 = \lambda_2 = 1$ and $\nu = 0$.

3. Description of the Model

3.1. Active Contour Improvement by ROI

In our model we use the parameter $\nu$ different from zero, and we use the ROI extraction to calculate the area of the object.

Visual attention is not equal to all regions in the visual field but focus on a few conspicuous visual targets which are called ROI (region of interest). It exactly the same case in image processing specially in brain image database that we have.
To define an initial contour for the active contour we use this theory of ROI by calculating the average of colon and lines to define a mask used as the initial contour:

Let $H \times L$ be the size of the CT image $u_0(i,j)$ of a brain.

We calculate the average on the lines to create a horizontal mask (Fig.1-b):

$$m_j = \frac{1}{H} \sum_{i=0}^{H} u_0(i,j)$$

We calculate the average on the columns to create a vertical mask (Fig.1-c):

$$m_i = \frac{1}{L} \sum_{j=0}^{L} u_0(i,j)$$

We calculate the product of these two masks:

$$M = m_j \ast m_i$$

Which makes the total mask of the image which is the region of interest (Fig.1-d).

This total mask is used as an initial contour to segment the image. This initial contour minimizes the number of iterations and the computation time.

![Image](image.png)

**Figure 1.** a) Original image, b) horizontal mask, c) vertical mask, d) total mask.

### 3.2. Level Set Formulation of the Model

For the level set formulation of this improved active contour model, we follow steps made by Chane and Vese. By using the Heaviside function $H_{\varepsilon}(x \rightarrow 0)$:

$$H_{\varepsilon}(z) = \frac{1}{2} \left( 1 + \frac{2}{\pi} \arctan \left( \frac{z}{\varepsilon} \right) \right)$$

And the one-dimensional Dirac measure $\delta_{\varepsilon}(\varepsilon = H_{\varepsilon})$ we express the terms in the energy, and constants $c_1$, $c_2$, in the following way:

$$F_{\varepsilon}(c_1,c_2,C) = \mu \int_{\Omega} \delta_{\varepsilon}(\Phi(x,y)) \|V\Phi(x,y)\| dxdy + \Omega \int_{\Omega} \left[ u_0 - c_1 \right]^2 H_{\varepsilon}(\Phi(x,y)) dxdy + \lambda_1 \int_{\Omega} \left[ u_0 - c_2 \right]^2 (1-H_{\varepsilon}(\Phi(x,y))) dxdy$$

$$c_1(\Phi) = \frac{1}{\Omega} \int_{\Omega} H_{\varepsilon}(\Phi(x,y)) dxdy$$

$$c_2(\Phi) = \frac{1}{\Omega} \int_{\Omega} (1-H_{\varepsilon}(\Phi(x,y))) dxdy$$

### 3.3. Numerical Approximation of the Model

For the numerical approximation of this model, we use a finite difference implicit scheme similar to Chane and Vese approximation by following Rudin et al. [19] for the discretization of the divergence operator in Lipschitz function expression, by taking: $h$ the space step, $\Delta t$ the time step, $(x_i,y_j) = (ih,jh)$ the grid points, $\lambda_1 = \lambda_2 = 1$ and $\nu = 1$

$$\Phi^* = \Phi(n \Delta t, x_i, y_j)$$

$$\Delta \Phi_{i,j} = \Phi_{i,j} - \Phi_{i-1,j}$$

$$\Delta \Phi_{i,j} = \Phi_{i+1,j} - \Phi_{i,j}$$

$$\Delta \Phi_{i,j} = \Phi_{i,j} - \Phi_{i,j-1}$$

$$\Delta \Phi_{i,j} = \Phi_{i,j} - \Phi_{i,j+1}$$

To get the following linear system solved by an iterative method:

$$\frac{\mu}{h^2} \Delta \Phi_{i,j} - \frac{\lambda_1}{h^2} \Phi_{i,j} + \frac{\lambda_2}{h^2} \Phi_{i,j} - \frac{1}{2h^2} \left( \Phi_{i+1,j} - \Phi_{i-1,j} \right)^2 - \nu \lambda_2 \left( u_{i,j} - c_2 \right)^2 + \lambda_2 \left( u_{i,j} - c_2 \right)^2$$

Therefore, as it was also pointed out by Chane and Vese, their model is a particular case of the minimal partition
problem, for which the existence of minimizers of the energy $F(c_1, c_2; C)$ has been proved in [18], for that, and in order to compute the associated Euler-Lagrange equation, we use the regularized functional $F(c_1; c_2; C)$:

$$
\frac{\partial \Phi}{\partial t} = \delta (\Phi) \left[ \nabla \cdot \left( \frac{\nabla \Phi}{\sqrt{\Phi}} \right) - \gamma - \lambda_1 (u - c_1)^2 - \lambda_2 (u - c_2)^2 \right] = 0
$$

(20)

4. Experiments

4.1. Images Database Used in Experiments

This database used in our experiment is from Meknes Oncology Centre contains a total of 41 brain images. All the brain images are 8 bit color PNG files (Fig. 2).

![Figure 2. Examples of brain images from the database used in experiments.](image)

4.2. Experimental Results

In this section, we present experiments to evaluate the performance of our proposed model. We will present the iterations number, the elapsed time by seconds and segmented image percentages performed on a 1.4 GHz AMD E1-1200 with 4 Go of RAM. For each iteration from 1 to 1000, and for each brain images, we calculate the elapsed time and the segmented image percentage with our model, and then we compare it with the Chane-Vese [6] and the Caselles et al. [3] models where we use the same initial contour used in Chane and Vese experiments. All of the experiments were performed in Matlab version 2015a (Mathworks, Natick, CA).

![Figure 3. Segmentation of the brain image database.](image)
a) are the original image and initial contour, b)-c)-d)-e) are segmentation results of Chane-Vese model for 100, 200, 500 and 1000 iterations respectively. f) are the original image and initial contour, g)-h)-i)-j) are segmentation results of Caselles et al. model for 100, 200, 500 and 1000 iterations respectively. k) are the original image and initial contour detected by the ROI extraction, L)-m)-n)-o) are segmentation results of our model for 100, 500 and 1000 iterations respectively.

![Figure 4. Comparisons of segmented image percentage (accuracy) along with iterations.](image)

![Figure 5. Comparisons of the elapsed time along with iterations.](image)
125 iterations for a time of 1.945559 seconds (Fig. 5) and for a pixels segmented percentage of 15.68% from a 537x637 pixels image. Unlike our model, the curves of Fig.3 show that the other two models have problems in the accuracy of brain segmentation with time of 15.432051 seconds and 27.213132 seconds for the Chan-Vese model and Caselles et al. model respectively after 1000 iterations (Fig. 3-e-j).

Comparing the results in Fig. 4, we notice that the Chance-Vese model is faster than Caselles et al. model and slower than our model, but it reaches its performance after 1000 iterations for 15.432051 seconds as elapsed time.

Once the brain images are segmented, an edge detector filter is used to present sections of the brain volume (Fig. 6).

5. Conclusion

In this paper, we have proposed a new improved active contour model with a Region Of interest (ROI) extraction. ROI is extracted by calculating the average of colons and lines to define a mask used as the initial contour. This model has been applied to the Meknes Oncology Centre databases. Based on the results presented above, we can conclude that the proposed method is encouraging and outperforms most of the existing active contours models in terms of segmentation accuracy and iterations number and the elapsed time.
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