Abstract. Dimer models provide a method of constructing noncommutative crepant resolutions of affine toric Gorenstein threefolds. In homological mirror symmetry, they can also be used to describe noncommutative Landau–Ginzburg models dual to punctured Riemann surfaces. For a zigzag consistent dimer embedded in a torus, we explicitly compute the Hochschild cohomology of its Jacobi algebra in terms of dimer combinatorics. This includes a full characterization of the Batalin–Vilkovisky structure induced by the Calabi–Yau structure of the Jacobi algebra. We then compute the compactly supported Hochschild cohomology of the category of matrix factorizations for the Jacobi algebra with its canonical potential.
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1. Introduction

A dimer model is a type of quiver embedded in a Riemann surface, decomposing it into oriented faces, arrows, and vertices. The decomposition gives rise to a superpotential, an element of zeroth Hochschild homology of the path algebra, that determines the relations of an associative algebra called the Jacobi algebra of the dimer. While generally noncommutative, this algebra exhibits nice homological and geometric properties. For instance, under certain conditions on the quiver, known generally as consistency, the Jacobi algebra is Calabi-Yau of dimension 3 [14]. If furthermore the ambient surface is a torus, the center is an affine toric Gorenstein threefold, of which the Jacobi algebra is a noncommutative crepant resolution (NCCR) [10, 6]. Indeed, any Gorenstein affine toric threefold can be realized and resolved by dimer models in this way.

As Bocklandt shows in [9], dimers provide an alternative framework for homological mirror symmetry of Riemann surfaces with \( n \geq 3 \) punctures. Traditionally, the mirror to a noncompact symplectic manifold is a Landau–Ginzburg model \((X, W)\) consisting of a smooth variety \( X \) and a regular function \( W \), called the potential. This notion can be extended to the noncommutative setting by replacing \( X \) with an associative algebra \( A \) and letting \( W \in A \) be a central element. The relevant Landau–Ginzburg model in [9] and the focus of this work is \((J(Q), \ell)\), where \( Q \) is a dimer in a surface \( \Sigma \), \( J(Q) \) is the Jacobi algebra, and \( \ell \) is a canonical central element (see \( \S 2.3 \)).

A matrix factorization of \((A, W)\) is a curved complex of \( A \)-modules. Precisely, in the \( \mathbb{Z}/2\mathbb{Z} \)-graded setting, it is a diagram of the form

\[
M_0 \xrightarrow{d_0} M_1 \xleftarrow{d_1} M_2
\]

where \( M_0 \) and \( M_1 \) are projective left \( A \)-modules in even and odd degrees, respectively, and \( d_0 \) and \( d_1 \) are \( A \)-linear maps satisfying

\[
d_1d_0 = W \cdot \text{Id}_{M_0}, \quad d_0d_1 = W \cdot \text{Id}_{M_1}.
\]
Such objects form a differential $\mathbb{Z}/2\mathbb{Z}$-graded category $MF(A, W)$. For the Landau–Ginzburg model $(J(Q), \ell)$, every arrow of $Q$ furnishes an example of a matrix factorization (Example 2.15): the collection of these objects gives a full subcategory $mf(Q) \subset MF(J(Q), \ell)$, which is the category on the B-side of Bocklandt’s noncommutative version of mirror symmetry.

The A-side is described in terms of a dual dimer $Q^\vee$ that is embedded in another Riemann surface $\Sigma^\vee$. The set of arrows of $Q^\vee$ is the same as that of $Q$, but the vertices of $Q^\vee$ correspond to special cycles in $Q$ called zigzag cycles: closed paths that alternately follow clockwise and anticlockwise faces of $Q$ (see §2.4). We consider the the $\mathbb{Z}/2\mathbb{Z}$-graded wrapped Fukaya category of the ambient surface $\Sigma^\vee$ punctured at the vertices, denoted $wFuk(\Sigma^\vee \setminus Q^\vee_0)$. The objects are exact Lagrangian submanifolds of the punctured surface, including the arrows of $Q^\vee$ viewed as curves. The full subcategory from the arrows is denoted $fuk(Q^\vee)$.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{dimer.png}
\caption{The dimer $Q$, with one vertex $v_1$ and arrows $x, y, z$, is embedded in a torus. The dual dimer $Q^\vee$, which has the same arrow set but has three vertices, is embedded in a sphere.}
\end{figure}

**Theorem 1.1** ([9] Corollary 8.4). Suppose $Q$ is a zigzag consistent dimer (see §2.5) in a compact Riemann surface of positive genus. Then there exists an $A_\infty$-quasi-isomorphism

$$mf(Q) \cong fuk(Q^\vee).$$

Dimer models thus offer an algebraic, combinatorial way of understanding resolutions of affine toric Gorenstein threefolds and mirror constructions for punctured surfaces. Our purpose is to use dimer models to study deformation theoretic aspects of these geometries. As a general principle, deformations of algebraic structures are governed by Hochschild cohomology. Our main result is a computation of the Hochschild cohomology of the Jacobi algebra and a version of the Hochschild cohomology of the matrix factorization category when the dimer is zigzag consistent and embedded in a torus.

As is well-known, Hochschild (co)homology of an associative algebra carries the rich structure of a non-commutative calculus [[11]]. This includes the cup and cap products, the Gerstenhaber bracket, and the Connes differential, which generalize standard operations on polyvector fields and differential forms on an algebraic variety. Moreover, Van den Bergh [[14]] establishes that, when the algebra is Calabi–Yau, there is a Poincaré–type duality between homology and cohomology that endows the latter with a Batalin–Vilkovisky (BV) structure.

For a zigzag consistent dimer $Q$ embedded in a torus $\Sigma$, we calculate the Hochschild cohomology of $J(Q)$ in terms of the combinatorics of the dimer. Let $Q_0$ be the set of vertices of the quiver, and enumerate the zigzag cycles as $Z_1, Z_2, \ldots, Z_K$. For each zigzag, there are special cycles running in the opposite direction that we call antizigzags (see §2.4). Let

$$\eta_1, \ldots, \eta_N \in H_1(\Sigma, \mathbb{Z})$$

be the distinct homology classes represented by the antizigzag cycles, so the opposites of these classes are represented by the zigzag cycles. Note that $K \geq N$ as there may be multiple (anti)zigzags with the same homology. Each class $\eta_i$ generates a ray

$$\langle \eta_i \rangle := \mathbb{R}_{\geq 0} \cdot \eta_i \subset H_1(\Sigma, \mathbb{Z}) \otimes_{\mathbb{Z}} \mathbb{R} \cong \mathbb{R}^2.$$

Together, the rays divide the plane into $N$ two-dimensional cones $\sigma_1, \ldots, \sigma_N$ and determine a fan (cf. [10]). The center $Z$ of the Jacobi algebra can be constructed from the antizigzag fan by methods of toric geometry.
For each $1 \leq i \leq N$, let $\text{Int} \sigma_i$ be the interior of the cone and $S_i$ be the semigroup algebra $\mathbb{C}[\text{Int} \sigma_i \cap \mathbb{Z}^2]$. We write $N_{\text{out}}^i$ for the lattice of one-parameter subgroups of outer automorphisms of $J(Q)$, which can be described combinatorially by perfect matchings (see [24]), and let $N_C^i = N_{\text{out}}^i \otimes_{\mathbb{Z}} \mathbb{C}$.

**Theorem 1.2.** Suppose $Q$ is a zigzag consistent dimer in a torus. Additively, the Hochschild cohomology of the Jacobi algebra is

$$HH^0(J(Q)) \cong \mathbb{Z}$$

$$HH^1(J(Q)) \cong \mathbb{Z} \otimes N_{\text{out}}^i \oplus \bigoplus_{1 \leq i \leq N} S_i$$

$$HH^2(J(Q)) \cong \mathbb{Z} \otimes N_C^i \otimes N_C^j \oplus \bigoplus_{1 \leq i \leq N} S_i \otimes N_C^j \oplus \bigoplus_{1 \leq j \leq K} \mathbb{C} Z_j^n$$

$$HH^3(J(Q)) \cong \mathbb{Z} \otimes N_{\text{out}}^i \otimes N_{\text{out}}^j \otimes N_C^k \oplus \bigoplus_{1 \leq i \leq N} S_i \otimes N_{\text{out}}^j \otimes N_C^k \oplus \bigoplus_{1 \leq j \leq K} \mathbb{C} Z_j^n \oplus \mathbb{C} Q_0.$$
question directly, but comparison with the A-side gives strong evidence for the affirmative. Ganatra [20] shows that Hochschild cohomology of the wrapped Fukaya category of a punctured surface is isomorphic to the symplectic cohomology of the punctured surface. As a differential graded complex, the compactly supported cohomology in Theorem 1.3 agrees with the symplectic cohomology of the punctured surface described by the dual dimer.

1.1. Structure of the paper. Section 2 is a brief overview of background material, including dimer models, Calabi-Yau algebras, matrix factorizations, and the two kinds of Hochschild (co)homology. In section 3, we relate the Hochschild invariants of an algebra to those of a central localization of the algebra. In particular, it is shown that, if the algebra is Calabi–Yau, Hochschild cohomology “commutes” with central localization on the level of the BV structure. We then characterize the Hochschild cohomology of the localization of \( J(Q) \) with respect to the central subalgebra \( C[\ell] \).

Section 4 is devoted to the Hochschild cohomology of the Jacobi algebra, with focus on the genus 1 case. Each cohomology group is computed, and the BV structure is calculated using results of section 3. Finally, in section 5, the compactly supported Hochschild cohomology of \( MF(J(Q), \ell) \) is computed, and we determine the BV structure that descends from \( HH^*(J(Q)) \) via the spectral sequence.

1.2. Acknowledgements. The author is indebted to Travis Schedler for guidance and support throughout the project. He would also like to thank Raf Bocklandt, Ed Segal, and Yanki Lekili for extensive discussions that refined and deepened his understanding of the problem. He is grateful to Nicolò Sibilla, Daniel Pomerleano, Dan Kaplan, and Jack Smith for helpful conversations and taking interest in this work.

2. Preliminaries

The content in this section is adapted from various sources: §2.2 to §2.6 comes mostly from [6, 9, 8, 10], §2.8 to §2.9 from [29], and §2.10 to §2.11 from [34, 31, 22].

2.1. Notation and conventions. The following notation will be common throughout the text.

- \( Q \) is a quiver with finite vertex set \( Q_0 \) and finite arrow set \( Q_1 \).
- \( t, h : Q_1 \to Q_0 \) are the tail and head functions, respectively.
- \( \mathbb{C}Q \) is the path algebra of \( Q \) over the complex numbers.
- \( k := \mathbb{C}Q_0 \) is the semisimple subalgebra of \( \mathbb{C}Q \) generated by the vertex idempotents. Abusing notation, we write \( v \in Q_0 \) for the vertex and the idempotent.
- A symbol \( p : v \to w \) indicates a path \( p \) such that \( t(p) = v \) and \( h(p) = w \).
- The unadorned tensor product \( \otimes \) stands for \( \otimes_{\mathbb{C}} \).

We use the convention of forward concatenation: for paths \( p \) and \( q \), the product \( pq \) is nontrivial in \( \mathbb{C}Q \) if and only if \( h(p) = t(q) \).

2.2. Dimer models. Let \( \Sigma \) be a compact Riemann surface of genus \( g \). We say a quiver \( Q \) embeds into \( \Sigma \) if

1. \( Q_0 \) is identified with a finite subset of \( \Sigma \);
2. each arrow \( a \in Q_1 \) has a smooth embedding \( \phi_a : [0, 1] \to \Sigma \) such that \( \phi_a(0) = t(a) \), \( \phi_a(1) = h(a) \), and the images of \( \phi_a([0, 1]) \) is not a contractible loop;
3. the images of distinct arrows intersect only at vertices.

Furthermore, the quiver is said to split \( \Sigma \) if \( \Sigma \setminus Q \) is a disjoint union of open disks. The closure of such a disk is called a face of \( Q \), and the collection of all faces is denoted \( Q_2 \).

**Definition 2.1.** Let \( Q \) be a quiver that splits a compact Riemann surface. We say \( Q \) is a dimer model if, for any face, the arrows in its boundary can be ordered as \( \{a_i | 1 \leq i \leq n\} \) where \( n \geq 3 \) and

\[
h(a_i) = t(a_{i+1}) \mod n.
\]

The path \( a_1a_2 \ldots a_n \) is called a boundary path.
In other words, the boundary of a face has path length at least 3, and the arrows contained therein are oriented in the same direction. We say that a face is positive if the boundary arrows are oriented anticlockwise and negative if the boundary arrows are oriented clockwise. The subsets of $Q_2$ consisting of all positive and negative faces are denoted $Q_2^+$ and $Q_2^-$, respectively. Notice that every arrow is contained in exactly one positive face and one negative face.

**Remark 2.2.** Historically, a dimer model is defined as a bipartite graph that splits a Riemann surface. Such a graph is obtained from the cellular decomposition of $\Sigma$ dual to the quiver, the two sets of vertices coming from the positive and negative faces of $Q$.

![Figure 2. Examples of dimers from [9]. The first two are embedded in a torus, while the third is embedded in a genus 2 surface.](image)

2.3. **Jacobi algebras.** A superpotential of a quiver $Q$ is any element

$$\Phi \in HH_0(CQ) \cong CQ/[CQ, CQ],$$

the vector space spanned by closed paths up to cyclic permutation of the arrows. Ginzburg \cite{22} defines a linear map

$$\partial_a : CQ/[CQ, CQ] \to CQ$$
called the cyclic derivative with respect to $a \in Q_1$: if $a_1, \ldots, a_n \in Q_1$ and $[a_1 \ldots a_n]$ is the class of their product in the quotient, then

$$\partial_a[a_1 \ldots a_m] = \sum_{i \mid a_i = a} a_{i+1} \ldots a_m a_1 \ldots a_{i-1}.$$

The Jacobi algebra of the pair $(Q, \Phi)$ is the quotient of $CQ$ by the two-sided ideal generated by the cyclic derivatives of $\Phi$:

$$J(Q, \Phi) := \frac{CQ}{(\partial_a \Phi \mid a \in Q_1)}.$$

If $Q$ is a dimer model, a face $F \in Q_2$ determines a unique element $\partial F \in CQ/[CQ, CQ]$, the projection of any boundary path of $F$. So there is a canonical superpotential

$$(1) \quad \Phi_0 = \sum_{F \in Q_2^+} \partial F - \sum_{F \in Q_2^-} \partial F.$$

**Definition 2.3.** The Jacobi algebra of a dimer model $Q$ is the algebra $J(Q) := J(Q, \Phi_0)$.

We can write the relations defining $J(Q)$ explicitly. Given $a \in Q_1$, let $R_a^+$ be the path in $Q$ such that $aR_a^+$ is the boundary of a positive face, and let $R_a^-$ be the path such that $aR_a^-$ is the boundary of a negative face. Then

$$(2) \quad \partial_a \Phi_0 = R_a^+ - R_a^-.$$

Since the boundary of a face has path length at least 3, the terms $R_a^\pm$ have path length at least 2, but they need not have equal length. We call $R_a^+$ and $R_a^-$ partial cycles.
Let $Z$ be the center of the algebra $J(Q)$. There is a canonical element $\ell \in Z$, called the potential of $J(Q)$, that is constructed as follows. For each vertex $v \in Q_0$, choose a boundary path beginning and ending at $v$. Let $p_v$ be its image in $J(Q)$, and let $\ell$ be the sum

$$\ell := \sum_{v \in Q_0} p_v.$$ 

It is straightforward to check that $\ell$ is independent of the choices made and is indeed central.

**Examples 2.4.** For the first dimer in Figure 1, the path algebra is the free associative algebra $\mathbb{C}\langle x, y, z \rangle$. The Jacobi algebra is

$$J(Q) = \mathbb{C}\langle x, y, z \rangle / (yz - zy, zx - xz, xy - yx) \cong \mathbb{C}[x, y, z],$$

and the potential is $\ell = xyz$. In this exceptional case, the Landau–Ginzburg model is commutative, coinciding with the mirror to the pair of pants in [1].

For the last dimer in Figure 2, the Jacobi algebra is

$$J(Q) = \mathbb{C}\langle a, b, c, d \rangle / (bcd - dbc, cda - adc, dab - bad, abc - cba),$$

which is noncommutative, and the potential is $\ell = abcd$.

2.4. Zigzag cycles. Let $Q$ be a dimer embedded in $\Sigma$, and let $\pi : \tilde{\Sigma} \to \Sigma$ be the universal covering map. We may lift the dimer to a quiver $\tilde{Q} = (\tilde{Q}_0, \tilde{Q}_1)$ embedded in $\tilde{\Sigma}$, with infinite sets of vertices and arrows when the genus is positive.

**Definition 2.5.** A zigzag flow in $\tilde{Q}$ is an infinite path

$$\tilde{Z} := \ldots a_{-2}a_{-1}a_0a_1a_2 \ldots, \ a_i \in \tilde{Q}_1$$

such that $h(a_i) = t(a_{i+1})$ and

1. for all $i \in \mathbb{Z}$, $a_ia_{i+1}$ is contained in a positive face when $i$ is even and a negative face when $i$ is odd
2. or, for all $i \in \mathbb{Z}$, $a_ia_{i+1}$ is contained in a negative face when $i$ is even and a positive face when $i$ is odd.

Since $Q$ is finite, the projection of a zigzag flow under the covering map is periodic. We refer to a single period as a zigzag path or, when considered up to cyclic permutation of the arrows, a zigzag cycle. If $a_ia_{i+1}$ is contained in a positive face, then the arrow $a_i$ is called a zig of the zigzag flow (path, cycle); otherwise, it is called a zag. Any arrow $a \in Q_1$ is contained in exactly two zigzags, one in which $a$ is a zig and one in which $a$ is a zag.

For a given zigzag flow $\tilde{Z}$, two infinite paths can be constructed that run in the opposite direction: the positive antizigzag flow to $\tilde{Z}$, denoted $O^+(\tilde{Z})$, consisting of all arrows in the positive faces that meet $\tilde{Z}$ but are not in $\tilde{Z}$, and the negative antizigzag flow to $\tilde{Z}$, denoted $O^-(\tilde{Z})$, consisting of all arrows in the negative faces that meet $\tilde{Z}$ but are not in $\tilde{Z}$. We define and notate antizigzag paths and cycles analogously.
Zigzag and antizigzag paths are topological 1-cycles in $\Sigma$. We write $$\eta_1, \eta_2, \ldots, \eta_N \in H_1(\Sigma, \mathbb{Z})$$
for all distinct homology classes represented by the antizigzag paths in $Q$, so then $$-\eta_1, -\eta_2, \ldots, -\eta_N \in H_1(\Sigma, \mathbb{Z})$$
are the distinct homology classes represented by the zigzag paths. Note that there may be multiple (anti)zigzag cycles representing the same homology class, as demonstrated in Example 2.12. Let $m_i$ be the number of zigzag cycles of homology $-\eta_i$. The total number of zigzag cycles is then $K := \sum_{i=1}^{N} m_i$.

2.5. Consistency. For a dimer model $Q$, consider the algebra $J(Q)[\ell^{-1}] := J(Q) \otimes_{\mathbb{C}[\ell]} \mathbb{C}[\ell, \ell^{-1}]$, the Ore localization of $J(Q)$ with respect to the multiplicative set $\{\ell^n \mid n \in \mathbb{Z}_{\geq 0}\}$. This algebra is also realized as the quotient of the path algebra of the double quiver $\overline{Q}$ by the relations (2) and

$$aa^{-1} = t(a), \quad a^{-1}a = h(a) \quad \forall a \in Q_1.$$

Let $L : J(Q) \to J(Q)[\ell^{-1}]$ be the map sending a path to its image in the localization. From the first description of $J(Q)[\ell^{-1}]$, it is clear that the kernel of $L$ is precisely the torsion of $J(Q)$ under the action of $\mathbb{C}[\ell]$. From the second description, it is apparent that $J(Q)[\ell^{-1}]$ has the following cancellation property: if $p$ and $q$ are paths in $J(Q)[\ell^{-1}]$ and $a \in Q_1$ such that $h(p) = h(q) = t(a)$, then

$$pa = qa \Rightarrow p = q,$$

or if $t(p) = t(q) = h(a)$, then

$$ap = aq \Rightarrow p = q.$$

So if $J(Q)$ is torsion-free and $L$ is injective, then $J(Q)$ inherits the cancellation property, and we say $J(Q)$ is cancellation.

When the genus of $\Sigma$ is positive, this algebraic condition is equivalent to a geometric one. Given an arrow $a \in \overline{Q}_1$, truncate the two zigzag flows containing $a$ to obtain semi-infinite paths

$$\tilde{Z}^+_a = aa_1a_2 \ldots a_i \ldots$$
$$\tilde{Z}^-_a = ab_1b_2 \ldots b_j \ldots$$

Definition 2.6. A dimer $Q$ is zigzag consistent if, for all $a \in \overline{Q}_1$, $\tilde{Z}^+_a$ and $\tilde{Z}^-_a$ intersect only in $a$: that is, $a_i \neq b_j$ for any $i, j \in \mathbb{Z}_{>0}$.

Note that a dimer in a sphere can never be zigzag consistent because $\overline{Q}$ is finite. According to Theorem 5.5 of [6], if $Q$ is a dimer embedded in a surface of positive genus, then $J(Q)$ is cancellation if and only if $Q$ is zigzag consistent.
Example 2.7. The first and third dimers in Figure 2 are zigzag consistent. The second dimer is not, as the two zigzag paths starting at \( x \) intersect in \( y \).

Zigzag consistency implies that zigzag paths are homotopically nontrivial simple closed curves in \( \Sigma \). Therefore, the homology classes \( \eta_i, 1 \leq i \leq N \), are nonzero primitive elements of \( H_1(\Sigma, \mathbb{Z}) \). Moreover, in the genus 1 case, zigzag flows behave almost like straight lines in the plane, as suggested by the following properties:

Proposition 2.8 ([6, 10]). Suppose \( Q \) is a zigzag consistent dimer model in a torus.

1. If two zigzag cycles have the same homology class, they do not intersect in any arrow.
2. If two zigzag cycles have linearly independent homology, then they intersect in at least one arrow.

Because of the first statement of the proposition, distinct zigzag cycles (paths) of the same homology class are said to be parallel.

2.6. Perfect matchings. Every dimer \( Q \) provides a cellular cochain complex

\[ Z^Q_0 \xrightarrow{\partial} Z^Q_1 \xrightarrow{\partial} Z^Q_2. \]

With \( v^*, \alpha^*, \) and \( F^* \) the duals to a vertex \( v \), an arrow \( a \), and a face \( F \), the coboundary maps are defined by the formulas

\[ \partial v^* : a \mapsto \begin{cases} 1 & \text{if } t(a) \neq v = h(a) \\ -1 & \text{if } t(a) = v \neq h(a) \\ 0 & \text{otherwise} \end{cases}, \quad \partial \alpha^* : F \mapsto \begin{cases} 1 & \text{if } a \in \partial F \\ 0 & \text{otherwise} \end{cases} \]

It is apparent that \( H^0(\Sigma, \mathbb{Z}) \cong \mathbb{Z} \) is the rank 1 submodule generated by the primitive element \( \sum_{v \in Q_0} v^* \).

Let \( N^{in} = \partial(Z^Q_0) \), the space of 1-coboundaries.

An element of \( \varphi \in Z^Q_1 \) is an integer grading on the path algebra \( \mathbb{C}Q \). As explained in [10], the associated \( \mathbb{C}^* \)-action defines a one-parameter subgroup of the automorphism group of \( \mathbb{C}Q \): for any \( t \in \mathbb{C}^* \) and \( a \in Q_1 \),

\[ a \mapsto t^{\varphi(a)} \cdot a. \]

In order for the grading to descend to the Jacobi algebra, the relations \( \mathbb{C} \) must be homogeneous in the grading; in particular, the sum of the degrees of the arrows in the boundary of a face must be the same for all faces. This is precisely the condition of being contained in

\[ N := \partial^{-1}(\mathbb{Z} \cdot \sum_{F \in Q_2} F^*). \]

The quotient \( N^{out} := N/N^{in} \) is a rank \( 2g + 1 \) free abelian group containing \( H^1(\Sigma, \mathbb{Z}) \cong \partial^{-1}(0)/N^{in} \). Note that the one-parameter subgroup to which \( \partial v^* \) corresponds is conjugation by

\[ tv + \sum_{w \in v^*} w, \quad t \in \mathbb{C}^*, \]

so the 1-coboundaries span the one-parameter subgroups of inner automorphisms. Hence, \( N^{out} \) can be identified as the lattice of one-parameter subgroups of outer automorphisms of \( J(Q) \).

Definition 2.9. A perfect matching (or simply matching) \( P \) is a subset of \( Q_1 \) containing exactly one arrow from every face. Such a subset defines an element of \( N \) by

\[ \deg_P(a) = \begin{cases} 1 & \text{if } a \in P \\ 0 & \text{otherwise}. \end{cases} \]

We label the collection of all perfect matchings by \( PM(Q) \).
Not all dimers admit a perfect matching. However, as long as $Q$ admits a strictly positive grading, then a perfect matching exists, and $N$ is integrally generated by the perfect matchings ([10] Lemma 2.11).

The difference of two matchings is a cocycle. Fixing a reference matching $P_0$, we obtain a lattice polytope from the convex hull of the image of $\{P - P_0 \mid P$ a perfect matching in $Q\}$ in $H^1(\Sigma, \mathbb{Z}) \otimes_{\mathbb{Z}} \mathbb{R} \cong \mathbb{R}^{2g}$, unique to $Q$ up to affine integral transformation. This polytope, denoted $MP(Q)$, is called the matching polytope.

When $Q$ is a zigzag consistent dimer embedded in a torus, the combinatorics of perfect matchings are especially well understood. A matching is classified as

- an internal matching if its image lies in the interior of $MP(Q)$,
- a boundary matching if its image lies on the boundary of $MP(Q)$, and
- a corner matching if its image lies at a corner of $MP(Q)$.

Each lattice point not on a corner is the image of at least one matching, and each corner is the image of a unique matching. The homology classes of the zigzag cycles $\{-\eta_i \mid 1 \leq i \leq N\}$ are, in fact, the outward pointing normal vectors to $MP(Q)$ [23]; thus, they are in bijection with the corner matchings, which can then be labeled as $\{P_i \mid 1 \leq i \leq N\}$. We may assume the ordering on corner matchings and homology classes is such that

1. $P_{i+1}$ succeeds $P_i (i \mod N)$ in $MP(Q)$ in the counterclockwise direction and
2. $-\eta_{i+1}$ is the outward normal vector to the boundary segment between $P_i$ and $P_{i+1} (i \mod N)$.

**Theorem 2.10 ([23] §3; see also [8] Theorem 1.47).** Suppose $Q$ is a zigzag consistent dimer in a torus.

1. The corner matchings $P_i$ and $P_{i+1}$ contain the zigs and zags, respectively, of all zigzag cycles of homology $-\eta_{i+1}$. In each boundary of a face that does not meet a zigzag cycle of homology $-\eta_{i+1}$, $P_i$ and $P_{i+1}$ coincide.
2. The number of lattice points on the boundary of $MP(Q)$ between $P_i$ and $P_{i+1}$, inclusive, is $m_{i+1} + 1$. On this segment, the $d$th lattice point from $P_i$ represents perfect matchings that are the union of $P_i \cap P_{i+1}$, all arrows in $P_i$ from $d$ chosen zigzag cycles of homology $-\eta_{i+1}$, and all arrows in $P_{i+1}$ from the remaining $m_{i+1} - d$ zigzag cycles of homology $-\eta_{i+1}$.
3. An internal matching meets every nontrivial closed path of $Q$.

As can be deduced from the theorem, the antizigzag paths $O^\pm(Z)$ to a zigzag $Z$ of homology $-\eta_{i+1}$ have degree 0 in $P_i$, $P_{i+1}$, and all boundary matchings between them. Since the potential $\ell$ has degree 1 in all matchings, an antizigzag is not a multiple of $\ell$ in $J(Q)$.

**Definition 2.11.** A path (cycle) is minimal if it is not a multiple of $\ell$ in $J(Q)$.

In a zigzag consistent toric dimer, there exists a minimal path between any two vertices and of any given homotopy class ([10] Chapter 6; [8] Lemma 3.18). The minimal path is unique in $J(Q)$, since homotopic paths differ by a factor of $\ell^n$ for some $n \geq 0$ ([6] Lemma 7.4).
Example 2.12. Consider the following dimer in a torus, known as the suspended pinch point ([S] Example 1.5).

\[ \begin{align*}
&\{a,c\} = P_3, \\
&\{a,e\}, \{c,g\} = P_4, \\
&\{e,g\} = P_4, \\
&\{a,c\} = P_3.
\end{align*} \]

The matching polygon \( MP(Q) \) is presented with respect to the basis of \( H_1(\Sigma, \mathbb{Z}) \) given by the homology classes of \( d \) and \( afcec \). The zigzag paths are listed next to the outward normal vectors representing their homology classes. Notice that \( ag \) and \( ce \) are parallel while every other homology class consists of only one zigzag cycle. The perfect matchings are listed next to the corresponding lattice points: there are four corner matchings, two boundary matchings, and no internal matchings.

2.7. Topological gradings. Let \( Q \) be a dimer model embedded in \( \Sigma \). The integer grading on the Jacobi algebra by a perfect matching can be extended to the localization by the rule

\[ \deg_P(a^{-1}) := -\deg_P(a) \quad \forall a \in Q_1. \]

In addition, we consider gradings on \( J(Q)[\ell^{-1}] \) encoding topological information. The embedding of \( Q \) into \( \Sigma \) can be extended to the double \( \bar{Q} \) by letting the image of \( a^{-1} \) be the inverse path of the image of \( a \in Q_1 \). Then the terms in each relation of the localization ([2], [3]) are homotopic paths in the surface. In fact, the class of a path in \( J(Q)[\ell^{-1}] \) is uniquely determined by its homotopy class and degree in any perfect matching ([7] Lemma 7.2).

Fix a perfect matching \( P_0 \), a vertex \( v_o \) as a basepoint, and for every \( v \in Q_0 \), a path \( p_v : v_o \to v \) in \( J(Q)[\ell^{-1}] \). We may take \( p_{v_o} \) to be the idempotent \( v_o \) and, multiplying by the appropriate power of \( \ell \), may ensure that \( \deg_{P_0}(p_v) = 0 \) for all vertices. Then define a \( \pi_1(\Sigma, v_o) \)-grading on \( J(Q)[\ell^{-1}] \) by assigning to a path \( p \) the homotopy class of the path \( p_0(p)p_{h(p)}^{-1} \), denoted \( |p| \). Passing to the abelianization of the fundamental group gives a grading by \( H_1(\Sigma, \mathbb{Z}) \), independent of the choice of basepoint and connecting paths \( p_v \). The Jacobi algebra inherits these gradings via the universal map \( L : J(Q) \to J(Q)[\ell^{-1}] \).

By keeping track of the gradings and the head and tail data, \( J(Q)[\ell^{-1}] \) can be realized as a matrix algebra.

Theorem 2.13 ([7] Theorem 7.4). Let \( Q \) be a dimer model and \( P_0 \) be a perfect matching. The map

\[ \Psi : J(Q)[\ell^{-1}] \to \text{Mat}_{\#Q_0}(\mathbb{C}[\pi_1(\Sigma, v_o)] \otimes \mathbb{C}[z^{\pm 1}]) \]

sending a path \( p : v \to w \) to

\[ ([p] \otimes z^{\deg_{P_0}(p)})e_{vw}, \]

where \( e_{vw} \) is the \((v,w)\)-elementary matrix, is an isomorphism of algebras.

Remark 2.14. The map \( \Psi \) depends on the choice of \( P_0, v_o \), and connecting paths \( p_v \), though we exclude these from the notation.
When the ambient surface is a torus, \( J(\mathcal{Q})[\ell^{-1}] \) is Morita equivalent to the algebra of Laurent polynomials in three variables. In the hyperbolic case, the group algebra \( \mathbb{C}[\pi_1(\Sigma, v_0)] \) is noncommutative, but its Hochschild (co)homology is still well understood (see [3]).

### 2.8. Curved algebras and matrix factorizations

Let \( \Gamma \) be either \( \mathbb{Z} \) or \( \mathbb{Z}/2\mathbb{Z} \). A \( \Gamma \)-graded **curved algebra** is a pair \((A, W)\) where \( A \) is a \( \Gamma \)-graded associative algebra and \( W \in A \) is a central element of degree 2. This is a special example of a curved \( \mathcal{A}_\infty \)-algebra, in which all the structure maps are trivial except those of order 0 and 2. When \( A \) is entirely in even degree, we call \((A, W)\) a **Landau–Ginzburg model**. A **matrix factorization** of a Landau–Ginzburg model \((A, W)\) is a curved differential graded module that is finitely generated and projective as a graded \( A \)-module. As a diagram, this can be presented as

\[
(M_\ast, d_M) := M_0 \xrightarrow{d_M} M_1
\]

where \( M_0 \) and \( M_1 \) are finitely generated, projective left \( A \)-modules concentrated in even and odd degrees, respectively, and \( d_M \) is a degree +1 \( A \)-linear map satisfying \( d_M^2 = W \cdot Id \). We write \( MF(A, W) \) for the differential \( \Gamma \)-graded category whose

1. objects are matrix factorizations of \((A, W)\) and
2. morphism space between two objects \( M_\ast \) and \( N_\ast \) is the internal Hom of \( \Gamma \)-graded vector spaces

\[
\text{Hom}(M_\ast, N_\ast),
\]

equipped with the commutator differential

\[
\delta(f) := d_N f - (-1)^{|f|} f d_M.
\]

One easily checks that, indeed, \( \delta^2 = 0 \), despite the objects having curvature.

**Example 2.15.** For a dimer model \( \mathcal{Q} \), we consider \((J(\mathcal{Q}), \ell)\) to be a \( \mathbb{Z}/2\mathbb{Z} \)-graded Landau–Ginzburg model with \( J(\mathcal{Q}) \) concentrated in even degree. Suppose \( p \) and \( q \) are paths in \( \mathcal{Q} \) that factorize the boundary of a face. In the Jacobi algebra, \( \ell \cdot t(p) = pq \) and \( \ell \cdot h(p) = qp \). Thus, we have a matrix factorization

\[
M^{p,q} := J(\mathcal{Q})t(p) \xrightarrow{p} J(\mathcal{Q})h(p)
\]

where \( \cdot p \) and \( \cdot q \) indicate multiplication on the right by \( p \) and \( q \), respectively.

If \( v \) and \( w \) are two vertices, a left \( J(\mathcal{Q}) \)-module morphism from \( J(\mathcal{Q})v \) to \( J(\mathcal{Q})w \) is determined by the image of \( v \), which must be an element of \( vJ(\mathcal{Q})w \). Hence, if \( r \) and \( s \) are also paths factorizing the boundary of a face, then as \( \mathbb{Z}/2\mathbb{Z} \)-graded vector spaces,

\[
\text{Hom}(M^{p,q}, M^{r,s}) = t(p)J(\mathcal{Q})t(r) \oplus h(p)J(\mathcal{Q})h(r) \oplus t(p)J(\mathcal{Q})h(r)[1] \oplus h(p)J(\mathcal{Q})t(r)[1],
\]

where [1] denotes the shift in parity.

Observe that every arrow \( a \in \mathcal{Q}_1 \) yields a matrix factorization

\[
M^{a,R^+_a} := J(\mathcal{Q})t(a) \xrightarrow{a} J(\mathcal{Q})h(a).
\]

where \( R^+_a \) is the path in \( \mathcal{Q} \). Using \( R^-_a \) instead of \( R^+_a \) defines the same matrix factorization because the two paths are equivalent in \( J(\mathcal{Q}) \). The full subcategory of \( MF(J(\mathcal{Q}), \ell) \) consisting of the objects \( \{ M^{a,R^+_a} \mid a \in \mathcal{Q}_1 \} \) is the category \( mf(\mathcal{Q}) \) in Theorem [L1]. Specifically, the matrix factorization \( M^{a,R^+_a} \) corresponds to the Lagrangian \( a \in Q^+_1 \) of the mirror punctured Riemann surface.

### 2.9. Hochschild cohomology

Let \((A, W)\) be a \( \Gamma \)-graded curved algebra. We define the two kinds of Hochschild (co)homology of \((A, W)\) and compare them.

For each \( n \geq 1 \), the tensor product \( A^{\otimes n} \) has the induced \( \Gamma \)-grading. We denote the homogeneous degree \( m \) component in this grading by \((A^{\otimes n})_m \). The product is also considered to be in tensor degree \( n \), modulo 2 if \( \Gamma = \mathbb{Z}/2\mathbb{Z} \). The **Hochschild chain complex** of \((A, W)\), denoted \( C_\ast(A) \), is the \( \Gamma \)-graded complex whose homogeneous degree \(-k \) component is the direct sum totalization

\[
C_{-k}(A) := \bigoplus_{m+n=k} (A^{\otimes n})_m
\]
with differential given by the sum of two terms:

\[
d_A(a_0 \otimes \cdots \otimes a_n) = \sum_{i=0}^{n-1} (-1)^i a_0 \otimes \cdots \otimes a_i a_{i+1} \otimes \cdots \otimes a_n + (-1)^{n+|a_n|(|a_0|+\cdots+|a_{n-1}|)} a_n a_0 \otimes a_1 \otimes \cdots \otimes a_{n-1}
\]

\[
d_W(a_0 \otimes \cdots \otimes a_n) = \sum_{i=0}^{n} (-1)^i a_0 \otimes \cdots \otimes a_i W \otimes a_{i+1} \otimes \cdots \otimes a_n
\]

where \(a_i \in A\) for all \(i\). It is straightforward to check that \(d_A^2 = d_W^2 = 0\) and \(d_A d_W = -d_W d_A\). Alternatively, the Borel-Moore Hochschild chain complex, written \(C_{BM}^*(A)\), is the \(\Gamma\)-graded complex whose homogeneous degree \(-k\) component is the direct product totalization

\[
C_{BM}^k(A) := \prod_{m+n=k} (A^\otimes n)_m
\]

with differential given as above. The cohomologies of these complexes are respectively the Hochschild homology of \(A\), denoted \(HH_*(A)\), and the Borel-Moore Hochschild homology of \(A\), denoted \(HH_{BM}^*(A)\).

Dually, for each \(n \geq 0\), we have the the internal Hom of \(\Gamma\)-graded vector spaces

\[
\text{Hom}(A^\otimes n, A).
\]

It is also considered to be in tensor degree \(n\), modulo 2 if \(\Gamma = \mathbb{Z}/2\mathbb{Z}\). Let

\[
\text{Hom}^m(A^\otimes n, A)
\]

be the homogeneous internal degree \(m\) component. We define the Hochschild cochain complex \(C^*(A)\) as the \(\Gamma\)-graded complex whose homogeneous degree \(k\) component is the direct product totalization

\[
C^k(A) := \prod_{m+n=k} \text{Hom}^m(A^\otimes n, A)
\]

with differential given by the sum of two terms:

\[
d_A f(a_1 \otimes \cdots \otimes a_{n+1}) = (-1)^{|f||a_1|} a_1 f(a_2 \otimes \cdots \otimes a_{n+1}) + \sum_{i=1}^{n} (-1)^i f(a_1 \otimes \cdots \otimes a_i a_{i+1} \otimes \cdots \otimes a_{n+1})
\]

\[
+ (-1)^{n+1} f(a_1 \otimes \cdots \otimes a_n) a_{n+1}
\]

\[
d_W f(a_1 \otimes \cdots \otimes a_{n-1}) = \sum_{i=0}^{n-1} (-1)^{i+1} f(a_1 \otimes \cdots \otimes a_i W \otimes a_{i+1} \otimes \cdots \otimes a_{n-1})
\]

where \(f \in C^*(A)\) and \(a_i \in A\) for all \(i\). Alternatively, the compactly supported Hochschild cochain complex, written \(C_c^*(A)\), is the \(\Gamma\)-graded complex whose homogeneous degree \(k\) component is the direct sum totalization

\[
C_c^k(A) := \bigoplus_{m+n=k} \text{Hom}^m(A^\otimes n, A)
\]

with differential given by the sum of the same two terms. The cohomologies of these complexes are respectively the Hochschild cohomology of \(A\), denoted \(HH^*(A)\), and the compactly supported Hochschild cohomology of \(A\), denoted \(HH_c^*(A)\).

If the curvature \(W\) is trivial, \(\Gamma = \mathbb{Z}\), and \(A\) is concentrated in degree 0, then the usual definition of Hochschild (co)homology of an associative algebra is recovered,

\[
HH_*(A) = \text{Tor}_{\mathbb{Z}}^*(A, A), \quad HH^*(A) = \text{Ext}_{\mathbb{Z}}^*(A, A).
\]

As the grading on the complexes coincides with the grading by tensor powers, the direct product and sum totalizations actually agree, so there is no distinction between the two kinds of cohomology and homology.

In contrast, for a \(\mathbb{Z}/2\mathbb{Z}\)-graded Landau–Ginzburg model \((A, W)\), the two kinds of Hochschild (co)homology are different. The direct sum and direct product totalizations are no longer equal, since each parity has infinitely many tensor components. In fact, the ordinary Hochschild invariants of \((A, W)\) are trivial when
$W \neq 0$ ([13] Theorem 4.2), so only the compactly supported Hochschild cohomology and Borel–Moore homology can possibly provide useful information about the Landau–Ginzburg model.

**Example 2.16** ([13]). Let $A$ be the coordinate ring of a smooth affine variety of dimension $n$, considered to be in even degree. Let $W$ be a regular function with isolated singularity. Then there are isomorphisms of $\mathbb{Z}/2\mathbb{Z}$-graded vector spaces

$$HH^*_c(A) \cong \frac{A}{(\partial_i W, 1 \leq i \leq n)}, \quad HH^{BM}_c(A) \cong \frac{A}{(\partial_i W, 1 \leq i \leq n)[n]}$$

where $\partial_i W$ denotes the $i^{th}$ coordinate partial derivative and $[n]$ denotes the parity shift by $n$ mod 2.

Compact-type Hochschild (co)homology can be defined for differential graded categories just as for algebras: essentially, the direct sum and product totalizations in the usual definitions are interchanged. Derived Morita theory informs us that the Hochschild cohomology of an algebra is equivalent to that of its differential graded category of modules [32]. There is, in fact, a curved analog of the result, relating the Landau–Ginzburg model $(A,W)$ to its category of matrix factorizations.

**Theorem 2.17** ([29] §2.6). For a $\mathbb{Z}/2\mathbb{Z}$-graded Landau-Ginzburg model $(A,W)$, there are natural isomorphisms

$$HH^*_c(A) \cong HH^*_c(MF(A,W)) \quad HH^{BM}_c(A) \cong HH^{BM}_c(MF(A,W)).$$

The inclusion of direct sum into direct product totalizations induces graded maps

$$HH_*(MF(A,W)) \to HH^{BM}_*(MF(A,W)), \quad HH^*_c(MF(A,W)) \to HH^*(MF(A,W)).$$

They are not isomorphisms in general ([29] §4.9) but are so in the case of Example 2.16 due to [16]. The argument there and in related works (e.g. [27] [4]) revolves around the existence of a generator of the matrix factorization category. We expect that $mf(Q)$ of Theorem 1.11 generates the matrix factorization category for $(J(Q), \ell)$ and so conjecture the equivalence of the two kinds of Hochschild (co)homology.

### 2.10. Noncommutative calculus.

Let $\Gamma = \mathbb{Z}$ and $A$ be an associative algebra in degree 0. The Hochschild homology and cohomology of $A$ form a noncommutative calculus

$$(HH^*(A), \cup, \{−, −\}, HH_*(A), \cap, B),$$

in which $HH_*(A)$ is a module over the Gerstenhaber algebra $HH^*(A)$ [31]. We review the operations in this structure.

For a projective $A$-bimodule resolution $P_*$ of $A$, there is a diagonal map

$$D : P_* \to P_* \otimes_A P_*,$$

lifting the identity of $A$, unique up to homotopy equivalence, The **cup product** is the associative multiplication defined by

$$f \cup g := \mu \circ (f \otimes g) \circ D \forall f,g \in \text{Hom}_{A^*}(P_*, A)$$

where $\mu$ is the multiplication on $A$. This operation descends to a graded commutative product on $HH^*(A)$. The **cap product** is defined by

$$f \cap \eta := (\mu \otimes 1_{D^p}) \circ (1_{D^A} \otimes f \otimes 1_{D^p}) \circ (1_{D^A} \otimes D) \eta \forall f \in \text{Hom}_{A^*}(P_*, A), \eta \in A \otimes_{A^*} P_*,$$

making $HH_*(A)$ into a left module over $HH^*(A)$ [2]. If $P_* = \text{Bar}(A)$, the bar resolution of $A$, then the diagonal map is

$$D : a_1 \otimes \cdots \otimes a_n \mapsto \sum_{i=0}^n (a_1 \otimes \cdots \otimes a_i \otimes 1) \otimes (1 \otimes a_{i+1} \otimes \cdots \otimes a_n),$$

and we obtain formulas for the cap and cup products on the Hochschild complexes $C^*(A)$ and $C_*(A).$
The Gerstenhaber bracket \(\{ -, - \}: C^*(A) \otimes C^*(A) \to C^*(A)\) is the Lie bracket of degree \(-1\) defined by
\[
\{f, g\}(a_1, \ldots, a_{d+e-1}) = \sum_{j \geq 0} (-1)^{j(|g|+1)} f(a_1, \ldots, a_j, g(a_{j+1}, \ldots, a_{j+e}), \ldots, a_{d+e-1}) \\
- (-1)^{(|f|+1)(|g|+1)} \sum_{j \geq 0} (-1)^{(|f|+1)} g(a_1, \ldots, a_j, f(a_{j+1}, \ldots, a_{j+d}), \ldots, a_{d+e-1}).
\]
The cup product and Gerstenhaber bracket make \(HH^*(A)\) into a Gerstenhaber algebra \([21]\). In particular, the Leibniz identity is satisfied,
\[
\{f, g \cup h\} = \{f, g\} \cup h + (-1)^{(|f|-1)|g|} g\{f, h\} \quad \forall f, g, h \in HH^*(A).
\]
Note that, if \(W \in A\) is a central element, the summand \(d_W^*\) of the differential \((5)\) corresponds to the adjoint action of \(W\),
\[
d_W(f) = -\{f, W\}.
\]
The Connes differential \(B: C_*(A) \to C_*(A)\) is the square-zero map of degree \(+1\) given by
\[
B(a_0 \otimes a_1 \otimes \cdots \otimes a_n) = \sum_{i=0}^n (-1)^{ni} 1 \otimes a_i \otimes \cdots \otimes a_n \otimes a_0 \otimes \cdots \otimes a_{i-1}
\]
\[
+ \sum_{i=0}^n (-1)^{n(i+1)} a_{i-1} \otimes 1 \otimes a_i \otimes \cdots \otimes a_n \otimes a_0 \otimes \cdots \otimes a_{i-2}.
\]
On Hochschild homology, the commutator of \(B\) and the cap product define the Lie derivative,
\[
\mathcal{L}_f := [B, f \cap -] \quad \forall f \in HH^*(A),
\]
which makes \(HH_*(A)\) into a module over \(HH^*(A)\) as a Lie algebra. For a central element \(W \in A\), \(\mathcal{L}_W\) coincides with the differential \(d_W\) on \(C_*(A)\) in \([1]\).

2.11. Calabi–Yau algebras and Batalin-Vilkovisky structure. Ginzburg \([22]\) introduces the notion of a Calabi–Yau algebra to capture certain algebraic structures associated to Calabi-Yau manifolds. Let \(A\) be an associative algebra, and let \(A^c\) denote the enveloping algebra.

**Definition 2.18.** An algebra \(A\) is **homologically smooth** if it is a perfect \(A^c\)-module: that is, if it has a bounded resolution by finitely generated projective \(A^c\)-modules. Such an algebra is **Calabi–Yau of dimension** \(n\) (CY-\(n\)) if there exists an \(A\)-bimodule quasi-isomorphism
\[
A[n] \simeq \mathbb{R}\text{Hom}_{A^c}(A, A \otimes A)
\]
where \([-\] denotes the shift in cohomological degree and \(\mathbb{R}\text{Hom}_{A^c}(A, A \otimes A)\) has \(A\)-bimodule action induced by the inner bimodule action on \(A \otimes A\).

**Theorem 2.19** \((\mathbf{14})\). Suppose \(Q\) is a dimer embedded in a surface of positive genus. If \(Q\) is zigzag consistent, then \(J(Q)\) is Calabi–Yau of dimension 3.

The quasi-isomorphism in the definition is equivalently an \(A\)-bimodule isomorphism
\[
A \cong \text{Ext}^n_{A^c}(A, A \otimes A),
\]
which is determined by the image of \(1 \in A\). This element, which must be central in \(\text{Ext}^n_{A^c}(A, A \otimes A)\) with respect to the bimodule action, is called a **volume** of \(A\). The set of all volumes is a torsor over the ring of central units of \(A\). Since \(A\) is homologically smooth, there is a quasi-isomorphism
\[
\text{RHom}_{A^c}(\text{RHom}_{A^c}(A, A \otimes A), A) \sim A \otimes_{A^c}^L A,
\]
under which a volume corresponds to a class in \(HH_0(A)\), called a **nondegenerate element** \([15]\). We label a generic volume by \(\pi\) and, by abuse of notation, use the same for a nondegenerate element.

Precomposing \((12)\) with the quasi-isomorphism from a volume yields
\[
\text{RHom}_{A^c}(A[n], A) \xrightarrow{\sim} A \otimes_{A^c}^L A,
\]
inducing the isomorphism on homology \[ HH^*(A) \rightarrow HH_n(\Delta_\pi), \ f \mapsto f \cap \pi. \]

Such a Poincaré-type duality pairing between Hochschild cohomology and homology was first observed in \[ \mathbf{[54]} \]. The isomorphism \( \mathbb{D}_\pi \) exchanges \( f \cup - \) and \( f \cap \mathbb{D}_\pi(\pi) \). Moreover, the Connes differential \( B \) is sent under \( \mathbb{D}_\pi \) to a differential \( \Delta_\pi \) called the Batalin-Vilkovisky (BV) operator. The failure of the BV operator to be a derivation with respect to the cup product is measured by the Gerstenhaber bracket:

\[
\Delta_\pi(f \cup g) = \Delta_\pi(f) \cup g + (-1)^{|f|} f \Delta_\pi(g) + (-1)^{|f|} f \cdot \{f, g\} \quad \forall f, g \in HH^*(A).
\]

The triple \((HH^*(A), \cup, \Delta)\) is known as a Batalin-Vilkovisky algebra.

3. Hochschild cohomology of a central localization

We relate the Hochschild (co)homology of an algebra to that of a central localization, building on the classical result in \[ \mathbf{[11]} \]. In particular, we show that there is a morphism of noncommutative calculi, including the BV structure when the algebra is Calabi–Yau. Then in the following sections, this fact is used to prove the classical result in \[ \mathbf{[11]} \]. In particular, we show that there is a morphism of noncommutative calculi, including

This will help us to compute the BV structure of \( HH\) of \( \pi \) when the algebra is Calabi–Yau. Then in the following sections, this fact is used to prove the classical result in \[ \mathbf{[11]} \]. In particular, we show that there is a morphism of noncommutative calculi, including

Moreover, for any \( A \)-module \( M \), its Ore localization is the \( \hat{A} \)-module

The universal map \( L : M \rightarrow \hat{M} \) has kernel equal to the \( S \)-torsion of \( M \),

\[ \text{tor}_S(M) := \{m \in M \mid sm = 0 \text{ for some } s \in S \}. \]

See for example \[ \mathbf{[9-10]} \] of \[ \mathbf{[25]} \] for a detailed account about localization for noncommutative rings.

Let \( D(A^e) \) and \( D(\hat{A}^e) \) be the derived categories of \( A \) and \( \hat{A} \)-bimodules, respectively. The algebra \( \hat{A} \) is flat as a left and as a right \( A \)-module, and there is an adjunction

\[
D(A^e) \xrightarrow{F} D(\hat{A}^e) \xleftarrow{G} \]

where \( F := \hat{A} \otimes_A - \otimes_A \hat{A} \) and \( G \) is the restriction functor. They yield canonical maps

\[
I_* : A \otimes_{\hat{A}} A \rightarrow A \otimes_{\hat{A}} A, \quad G(F(A) \otimes \hat{A}) \cong \hat{A} \otimes_{\hat{A}} \hat{A},
\]

\[
I^* : \text{RHom}_{\hat{A}}(F(A), A) \rightarrow \text{RHom}_{\hat{A}}(F(A), F(A)) \cong \text{RHom}_{\hat{A}}(\hat{A}, \hat{A}).
\]

Letting

\[
\overline{\text{B}}(A) := F(\text{B}(A)) = \hat{A} \otimes_A \text{B}(A) \otimes_A \hat{A} \cong \bigoplus_{n \in \mathbb{N}} \hat{A} \otimes A^e \otimes \hat{A},
\]

we can write the maps explicitly on (co)chains:

\[
I_* : \text{B}(A) \otimes_{\hat{A}} \text{B}(A) \rightarrow \hat{A} \otimes_{\hat{A}} \overline{\text{B}}(A),
\]

\[
I_* : \text{Hom}_{\hat{A}}(\text{B}(A), A) \rightarrow \text{Hom}_{\hat{A}}(\text{B}(A), \hat{A}),
\]

\[
I^*(f)(a_1 \otimes a_2 \otimes \cdots \otimes a_{n-1} \otimes a_n) = a_1 L f(1 \otimes a_2 \otimes \cdots \otimes a_{n-1} \otimes 1) \hat{a}_n.
\]

The comparison map

\[
\overline{\text{B}}(A) \rightarrow \text{B}(\hat{A}), \quad a_1 \otimes a_2 \otimes \cdots \otimes a_{n-1} \otimes a_n \mapsto a_1 \otimes L(a_2) \otimes \cdots \otimes L(a_{n-1}) \otimes a_n.
\]
Proof. Consider the diagram of complexes
\[ \hat{\phi} : \hat{A} \otimes \hat{\Delta} \xrightarrow{\phi} \hat{A} \otimes \hat{\Delta} \xrightarrow{\phi} \text{Bar}(\hat{A}) \]
for the induced map on chains and
\[ \phi^\vee : \text{Hom}_\hat{\Delta}(\text{Bar}(\hat{A}), \hat{A}) \to \text{Hom}_\hat{\Delta}(\text{Bar}(\hat{A}), \hat{A}) \]
for the map on cochains given by precomposition with the homotopy inverse, define
\[
L_* := \phi \circ L_* : C_*(A) \to C_*(\hat{A}),
\]
\[
L_* := \phi^\vee \circ I^* : C^*(A) \to C^*(\hat{A}).
\]
In particular, \(L_*\) is simply the image of \(L\) under the hom Hochschild homology functor, \(\hat{L}_* : \hat{HH}_*(A) = HH_*(A) \otimes \hat{Z} \to HH_*(\hat{A}) \sigma \circ s^{-1} \to s^{-1} \cap L_*(\sigma)\)

Brylinski [11] shows that the Hochschild homology functor commutes with central localization. The result can be slightly enhanced to relate the Connes differentials on \(A\) and \(\hat{A}\), which we denote as \(B_A\) and \(B_{\hat{A}}\).

**Proposition 3.1.** Let \(A\) be an associative algebra and \(S \subset Z\) a multiplicative subset. The map
\[
\hat{L}_* : \hat{HH}_*(A) = HH_*(A) \otimes \hat{Z} \to HH_*(\hat{A}) \sigma \circ s^{-1} \to s^{-1} \cap L_*(\sigma)
\]
is an isomorphism of \(\hat{Z}\)-modules. Moreover, \(\hat{L}_*\) intertwines the Connes differential \(B_{\hat{A}}\) with the differential defined by
\[
\hat{B}(\sigma \circ s^{-1}) := B_A(\sigma) \circ s^{-1} - L_*(\sigma) \circ s^{-2}, \forall \sigma \in S.
\]

**Proof.** The first assertion is proved in [11]. It is clear from the formulas for the Connes differential [11] and \(L_*\) [19] that \(L_*\) intertwines \(B_A\) and \(B_{\hat{A}}\). Then the formula for the differential \(\hat{B}\) is obtained from the calculus identities (12,10). Observe
\[
B_{\hat{A}} \hat{L}_*(\sigma \circ s^{-1}) = B_{\hat{A}}(s^{-1} \cap L_*(\sigma))
\]
\[
= s^{-1} \cap B_{\hat{A}} L_*(\sigma) + L_{s^{-1}} L_*(\sigma)
\]
\[
= s^{-1} \cap L_0 B_A(\sigma) + L_{s^{-1}} L_*(\sigma).
\]
There is also the identity \(L_{s^{-1}} = -s^{-2} \cap L_s\), so the last expression equals
\[
s^{-1} \cap L_* B_A(\sigma) - s^{-2} \cap L_* L_*(\sigma) = s^{-1} \cap L_0 B_A(\sigma) - s^{-2} \cap L_0 L_*(\sigma).
\]
Under the isomorphism \(\hat{L}\), this is precisely the image of
\[
B_A(\sigma) \circ s^{-1} - L_*(\sigma) \circ s^{-2}.
\]

In order to extend the result to the full calculus structure, we use the fact that the cup and cap products can be defined on Hochschild (co)chains using the resolution \(\text{Bar}(A)\). Let \(D_A\) be the diagonal map for \(\text{Bar}(A)\) [12]; up to homotopy equivalence, the diagonal map for \(\text{Bar}(A)\) has the form
\[
\hat{D} : \text{Bar}(A) \to \text{Bar}(A) \otimes_{\hat{A}} \text{Bar}(A),
\]
\[
\hat{a}_1 \otimes a_2 \otimes \cdots \otimes a_{n-1} \otimes \hat{a}_n \mapsto \sum_{i=0}^n (\hat{a}_1 \otimes a_2 \otimes \cdots \otimes a_i \otimes 1) \otimes (1 \otimes a_{i+1} \otimes \cdots \otimes a_{n-1} \otimes \hat{a}_n).
\]

**Lemma 3.2.** The map \(L^* : HH^*(A) \to HH^*(\hat{A})\) is a morphism of algebras with respect to cup product.

**Proof.** Consider the diagram of complexes
\[
\begin{array}{ccc}
\text{Hom}_A(\text{Bar}(A), A) & \xrightarrow{I^*} & \text{Hom}_{\hat{A}}(\text{Bar}(A), \hat{A}) \\
\downarrow_{f \cup -} & & \downarrow_{I^*(f) \cup -} \\
\text{Hom}_A(\text{Bar}(A), A) & \xrightarrow{I^*} & \text{Hom}_{\hat{A}}(\text{Bar}(A), \hat{A})
\end{array}
\]
\[
\begin{array}{ccc}
\phi^\vee & & \phi^\vee \\
\downarrow & & \downarrow \\
\text{Hom}_A(\text{Bar}(A), A) & \xrightarrow{I^*} & \text{Hom}_{\hat{A}}(\text{Bar}(A), \hat{A})
\end{array}
\]
The horizontal composition is $L^*$. Upon taking cohomology, commutativity of the second square follows from the independence of the cup product from the choice of resolution. So to prove $L^*$ is an algebra morphism, it suffices to prove commutativity of the first square. Observe
\[
I^*(f \cup g)(\hat{a}_1 \otimes \cdots \otimes \hat{a}_n) = \hat{a}_1 L(f \cup g)(1 \otimes a_2 \otimes \cdots \otimes a_{n-1} \otimes 1) \hat{a}_n
\]
\[
= \hat{a}_1 L \circ \mu(f \otimes g)D_A(1 \otimes a_2 \otimes \cdots \otimes a_{n-1} \otimes 1) \hat{a}_n
\]
\[
= \hat{a}_1 Lf(1 \otimes a_2 \otimes \cdots \otimes a_i \otimes 1)Lg(1 \otimes a_{i+1} \otimes \cdots \otimes a_{n-1} \otimes 1) \hat{a}_n
\]
and
\[
I^*(f) \cup I^*(g)(\hat{a}_1 \otimes \cdots \otimes \hat{a}_n) = \mu(I^*(f) \cup I^*(g))\hat{D}(\hat{a}_1 \otimes \cdots \otimes \hat{a}_1)
\]
\[
= I^*(f)(\hat{a}_1 \otimes a_2 \otimes a_i \otimes 1)I^*(g)(1 \otimes a_{i+1} \otimes \cdots \otimes a_{n-1} \otimes \hat{a}_n)
\]
\[
= \hat{a}_1 Lf(1 \otimes a_2 \otimes \cdots \otimes a_i \otimes 1)Lg(1 \otimes a_{i+1} \otimes \cdots \otimes a_{n-1} \otimes 1) \hat{a}_n,
\]
as desired. 

**Lemma 3.3.** For all $f \in HH^*(A)$ and $\sigma \in HH_*(A)$, the diagram
\[
\begin{array}{ccc}
HH^*(A) & \xrightarrow{L^*} & HH^*(\hat{A}) \\
\downarrow \gamma \sigma & & \downarrow \gamma L_*(\sigma) \\
HH_*(A) & \xrightarrow{L_*} & HH_*(\hat{A})
\end{array}
\]
commutes.

**Proof.** We use a similar argument as for the previous lemma. Consider the diagram of complexes
\[
\begin{array}{ccc}
\text{Hom}_{A^e}(\text{Bar}(A), A) & \xrightarrow{I^*} & \text{Hom}_{\hat{A}^e}(\text{Bar}(\hat{A}), \hat{A}) \\
\downarrow \gamma \sigma & & \downarrow \gamma L_*(\sigma) \\
A \otimes_{A^e} \text{Bar}(A) & \xrightarrow{L_*} & \hat{A} \otimes_{\hat{A}^e} \text{Bar}(\hat{A})
\end{array}
\]
The top horizontal composition is the map $L^*$, while the bottom horizontal composition is the map $L_*$. Upon taking cohomology, commutativity of the second square follows from the independence of the cap product from choice of resolution. So to prove the result, it suffices to prove commutativity of the first square.

Without loss of generality, suppose
\[
\sigma = a_0 \otimes a_1 \otimes \cdots \otimes a_n \in A \otimes_{A^e} A^\otimes n.
\]
Observe
\[
L_*(f \cap \sigma) = L_*(a_0 \otimes (f \otimes Id)D_A(a_1 \otimes \cdots \otimes a_n))
\]
\[
= L_*(a_0 a_1 f(1 \otimes a_2 \otimes \cdots \otimes a_i \otimes 1)) (1 \otimes a_{i+1} \otimes \cdots \otimes a_n)
\]
\[
= L(a_0)L(a_1)Lf(1 \otimes a_2 \otimes \cdots \otimes a_i \otimes 1) (1 \otimes a_{i+1} \otimes \cdots \otimes a_{n-1} \otimes L(a_n)),
\]
and
\[
I^* (f) \cap L_*(\sigma) = L(a_0) \otimes (I^*(f) \otimes Id)\hat{D}(L(a_1) \otimes a_2 \otimes \cdots \otimes a_{n-1} \otimes L(a_n))
\]
\[
= L(a_0)I^*(f)(L(a_1) \otimes a_2 \otimes \cdots \otimes a_i \otimes 1) (1 \otimes a_{i+1} \otimes \cdots \otimes a_{n-1} \otimes L(a_n))
\]
\[
= L(a_0)L(a_1)Lf(1 \otimes a_2 \otimes \cdots \otimes a_i \otimes 1) (1 \otimes a_{i+1} \otimes \cdots \otimes a_{n-1} \otimes L(a_n)),
\]
as desired. 

If $A$ is Calabi-Yau of dimension $n$, then its central localization $\hat{A}$ is as well \textbf{19}. Since Van den Berg duality takes the form of capping with a nondegenerate element \textbf{13}, Proposition \textbf{3.1} and Lemma \textbf{3.3} can be used to prove $L^*$ intertwines the BV operators.
**Proposition 3.4.** Suppose $A$ is CY-$n$ and $\pi$ is a nondegenerate element. Then $\hat{A}$ is also CY-$n$, and the element $L_*(\pi)$ is a nondegenerate element for $\hat{A}$. Moreover, the map $L^*$ is a morphism of BV-algebras when the Hochschild cohomologies of $A$ and $\hat{A}$ are equipped with the operators $\Delta_\pi$ and $\Delta_{L_*(\pi)}$, respectively.

**Proof.** For $M$ a perfect $A^*$-module, consider the commutative diagram

$$
\begin{array}{ccc}
\mathbb{R}\text{Hom}_{A^*}(\mathbb{R}\text{Hom}_{A^*}(M, A \otimes A), A) & \cong & M \otimes_{A^*}^L A \\
\downarrow F & & \downarrow \\
\mathbb{R}\text{Hom}_{\hat{A}^*}(F \mathbb{R}\text{Hom}_{A^*}(M, A \otimes A), F(A)) & \cong & \mathbb{R}\text{Hom}_{A^*}(\mathbb{R}\text{Hom}_{A^*}(M, A \otimes A), GF(A)) \cong M \otimes_{A^*}^L GF(A) \\
\cong & & \cong \\
\mathbb{R}\text{Hom}_{\hat{A}^*}(\mathbb{R}\text{Hom}_{\hat{A}^*}(F(M), \hat{A} \otimes \hat{A}), \hat{A}) & \cong & F(M) \otimes_{\hat{A}^*}^L \hat{A}.
\end{array}
$$

The diagram can be easily checked for the free bimodule $M = A^*$, which is enough to show its validity for a general perfect module. Under the vertical composition on the left side, a quasi-isomorphism between $\mathbb{R}\text{Hom}_{A^*}(M, A \otimes A)$ and $A$ is mapped to one between $\mathbb{R}\text{Hom}_{\hat{A}^*}(F(M), \hat{A} \otimes \hat{A})$ and $\hat{A}$. Since $A$ is homologically smooth, we can take $M = A$, confirming that $\hat{A}$ is Calabi–Yau of dimension $n$. The vertical composition on the right hand side is $L_*$. Hence, if $\pi$ is a nondegenerate element for $A$, then $L_*(\pi)$ is a nondegenerate element for $\hat{A}$.

By Lemma 3.3, we have the commuting square

$$
\begin{array}{ccc}
HH^*(A) & \xrightarrow{L_*} & HH^*(\hat{A}) \\
\downarrow \delta_\pi & & \downarrow \delta_{L_*(\pi)} \\
HH_*(A) & \xrightarrow{L_*} & HH_*(\hat{A}).
\end{array}
$$

Proposition 3.1 states that $L_*$ intertwines the Connes differentials, so by definition of the BV operator, $L^*$ must intertwine $\Delta_\pi$ and $\Delta_{L_*(\pi)}$. \hfill \Box

Now the dual to Proposition 3.1, stating roughly that Hochschild cohomology “commutes” with central localization, can be proven.

**Theorem 3.5.** Let $A$ be an associative algebra and $S \subset \mathbb{Z}$ a multiplicative subset.

1. The map

$$
\tilde{L}^* : \tilde{HH}^*(A) = HH^*(A) \otimes_{\mathbb{Z}} \hat{\mathbb{Z}} \to HH^*(\hat{A}), \ f \otimes s^{-1} \mapsto L^*(f) \cup s^{-1} \forall s \in S
$$

is a morphism of graded $\hat{\mathbb{Z}}$-algebras.

2. If $A$ is homologically smooth, then $\tilde{L}^*$ is an isomorphism.

3. Suppose $A$ is CY-$n$, and let $\pi$ be a nondegenerate element. The map $\tilde{L}^*$ is an isomorphism of BV algebras, intertwining $\Delta_\pi$ with the differential defined by

$$
\tilde{\Delta}_\pi(f \otimes s^{-1}) := \Delta_\pi(f) \otimes s^{-1} - \{s, f\} \otimes s^{-2}, \ \forall s \in S.
$$

**Proof.**

1. This is clear from Lemma 3.2

2. For $M$ a perfect $A^*$-module, consider the commutative diagram

$$
\begin{array}{ccc}
\mathbb{R}\text{Hom}_{A^*}(M, A) & \xrightarrow{L^*} & \mathbb{R}\text{Hom}_{\hat{A}^*}(F(M), \hat{A}) \\
\downarrow & & \downarrow \\
\mathbb{R}\text{Hom}_{A^*}(M, A) \otimes_{\mathbb{Z}} \hat{\mathbb{Z}}
\end{array}
$$
where the diagonal arrow is the universal map and the vertical arrow is induced by the universal property. The latter is easily seen to be a quasi-isomorphism when \( M = A^e \), so the same is true for general perfect bimodules.

(3) From Proposition 3.4 and the preceding, we have a commutative diagram of isomorphisms

\[
\begin{array}{ccc}
HH^*(A) \otimes_Z \mathbb{Z} & \xrightarrow{\hat{\Delta}^*} & HH^*(\hat{A}) \\
\downarrow \mathbb{D}_s \otimes \text{Id} & & \downarrow \mathbb{D}_{L_s}(\tau) \\
HH_*(A) \otimes_Z \mathbb{Z} & \xrightarrow{\hat{\Delta}_*} & HH_*(\hat{A}).
\end{array}
\]

By Proposition 3.1 \( \hat{L}_* \) is a chain map where the left side is given differential

\[
\hat{B}(\sigma \otimes s^{-1}) = B(\sigma) \otimes s^{-1} - L_s(\sigma) \otimes s^{-2} \quad \forall s \in S
\]

Under \( \mathbb{D}_s \otimes \text{Id} \), \( \hat{B} \) is sent to the differential \( \hat{\Delta}_s \) with the stated formula. \( \square \)

**Corollary 3.6.** Let \( A \) be an associative algebra and \( S \subset \mathbb{Z} \) a multiplicative subset. Then \( HH_*(\hat{A}) \) is the localization of \( HH_*(A) \) with respect to \( S \), and

\[
\text{Ker}(L_s) = \text{tor}_S(HH_*(A)).
\]

If furthermore \( A \) is homologically smooth, then \( HH^*(\hat{A}) \) is the localization of \( HH^*(A) \) with respect to \( S \), and

\[
\text{Ker}(L^*) = \text{tor}_S(HH^*(A)).
\]

In general, even if \( A \) is torsion free (and hence \( L : A \to \hat{A} \) is injective), there may be torsion in the Hochschild (co)homology of \( A \). This fact is witnessed by the Hochschild cohomology of the Jacobi algebra.

### 3.2. Morita invariance

It is well known that Morita equivalence induces isomorphisms on Hochschild (co)homology. For \( A \) an associative algebra and \( Mat_r(A) \) the algebra of \( r \times r \)-matrices with coefficients in \( A \), the standard isomorphisms are

\[
\begin{align*}
HH_*(A) & \xrightarrow{\text{inc}_*} HH_*(Mat_r(A)), \\
HH^*(A) & \xrightarrow{\text{cotr}_*} HH^*(Mat_r(A))
\end{align*}
\]

whose formulas are given in §1.2 and §1.5 of [25]. In particular, \( tr_* \) is the generalized trace,

\[
(16) \quad tr_* : m_0 \otimes m_1 \otimes \cdots \otimes m_n \mapsto \sum_{(i_0, \ldots, i_n)} m_{0}^{i_0,i_1} \otimes m_{1}^{i_1,i_2} \otimes \cdots \otimes m_{n}^{i_{n-1},i_n}, \quad m_k = (m_k^{i,j})_{1 \leq i,j \leq r} \in Mat_r(A),
\]

the sum being over all indices \( (i_0, \ldots, i_n) \in \{1, 2, \ldots, r\}^{n+1} \), and \( \text{inc}_* \) is the co-inclusion,

\[
(17) \quad \text{inc}_*(\sigma)(a_0 \otimes a_1 \otimes \cdots \otimes a_n) = \text{proj}_{11} \sigma(a_0 e_{11} \otimes a_1 e_{11} \otimes \cdots \otimes a_n e_{11}),
\]

the map \( \text{proj}_{11} \) being the projection onto the (1,1)-coordinate. If \( A \) is Calabi-Yau of dimension \( n \), then so is \( Mat_r(A) \) [30], and the analogous statement to Theorem 3.5 holds.

**Proposition 3.7.** Suppose \( A \) is CY-\( n \), and let \( \pi \) be a nondegenerate element. The map \( \text{inc}_* \) is an isomorphism of BV algebras when the Hochschild cohomologies of \( A \) and \( Mat_r(A) \) are equipped with the operators \( \Delta_\pi \) and \( \Delta_{\text{inc}_*(\pi)} \), respectively.

**Proof.** It is known from general Morita theory that the isomorphisms on Hochschild (co)homology preserve the cup and cap products [3]. Hence, following the logic of Proposition 3.1, we have only to show that either \( tr_* \) or \( \text{inc}_* \) intertwines the Connes differentials. But this is clear from the formulas for the Connes differential [9] and \( tr_* \) [16]. \( \square \)
3.3. Batalin-Vilkovisky structure of $HH^*(J(Q)[ℓ^{-1}])$. Write $Ψ^*$ and $Ψ_*$ for the isomorphisms on Hochschild (co)homology induced from $Ψ$ in Theorem 2.13. Composition with the Morita isomorphisms in 3.2 yields
\[\text{cotr}^* \circ Ψ^* : HH^*(J(Q)[ℓ^{-1}]) \xrightarrow{\cong} HH^*(C[π_1(Σ, v_0)] \otimes C[z^{±1}])\]

\[tr_* \circ Ψ_* : H_{H*}(J(Q)[ℓ^{-1}]) \xrightarrow{\cong} HH_*(C[π_1(Σ, v_0)] \otimes C[z^{±1}]).\]

If $Σ$ is a torus, then the matrix coefficients are Laurent polynomials in three variables,
\[\text{C}[π_1(Σ, v_0)] \otimes C[z^{±1}] \cong C[x^{±1}, y^{±1}, z^{±1}]\]
where $x$ and $y$ form a basis of the fundamental group. The Hochschild-Kostant-Rosenberg isomorphism 24 identifies the Hochschild (co)homology with polyvector fields and differential forms on the algebraic 3-torus,
\[(18)\]
\[\text{C}[x^{±1}, y^{±1}, z^{±1}, \partial_x, \partial_y, \partial_z],\]
\[\text{C}[x^{±1}, y^{±1}, z^{±1}, dx, dy, dz].\]

In particular, the BV differential is the divergence operator associated to a choice of 3-form. Explicitly, if $ξ_x$, $ξ_y$, and $ξ_z$ are the coordinate vector fields $∂_x$, $∂_y$, and $∂_z$, the divergence operator associated to $π := x^2 y^2 z^2 dx dy dz$ is
\[\text{div}_π := (rx^{-1} + ∂_x)ξ_x + (sy^{-1} + ∂_y)ξ_y + (tz^{-1} + ∂_z)ξ_z.\]

If $Σ$ has genus $g > 1$, the algebra $C[π_1(Σ, v_0)]$ is Calabi-Yau of dimension 2 (see 22 Corollary 6.1.4), so its Hochschild cohomology has a BV structure from Van den Bergh duality. Vaintrob 33 establishes a BV isomorphism between $HH^*(C[π_1(Σ, v_0)])$ and $H^2_*(Σ)$, the homology of the free loop space of $Σ$. The BV structure of the latter, known as string topology 12, consists of the loop product and the operator $ρ : H_1(Σ) → H_{2-1}(Σ)$ induced by the $S^1$-action on the free loop space. Because the center of $C[π_1(Σ, v_0)]$ is simply $C$, the volume (11) for the Calabi-Yau structure is unique up to scaling, implying the BV operator is unique. Let $π_* ∈ HH_2(C[π_1(Σ, v_0)])$ be a nondegenerate element.

The Kunneth isomorphism relates the Hochschild invariants of $C[π_1(Σ, v_0)] \otimes C[z^{±1}]$ to those of its tensor factors. For homology, the isomorphism holds generally (28 Theorem 4.2.5), so a nondegenerate element $π$ for the product corresponds to $π_* ⊗ z^t dz$ for some $t ∈ Z$. For cohomology, certain finiteness conditions must be satisfied for the isomorphism to hold and respect BV structures.

Lemma 3.8. Suppose $Σ$ is a Riemann surface of genus $g > 1$. There is an isomorphism of BV algebras
\[(HH^*(C[π_1(Σ, v_0)] \otimes C[z^{±1}]), Δ_x) \cong (H_*(Σ) \otimes C[z^{±1}][∂_x], ρ \otimes id + id \otimes (tz^{-1} + ∂_x)ξ_x)\]

Proof. Let $P_*$ be a finitely generated projective bimodule resolution of $A_1 := C[π_1(Σ, v_0)]$. By Theorem 3.13 of 2, we have only to show that there exists a bimodule resolution $Q_*$ of $A_2 := C[z^{±1}]$ such that
\[\text{Hom}_{(A_1)⊗A_2^t}(P_* \otimes Q_*, A_1 \otimes A_2) \cong \text{Hom}_{A_1^t}(P_*, A_1) \otimes \text{Hom}_{A_2^t}(Q_*, A_2)\]
But this is clear if we choose $Q_*$ to be the Koszul bimodule resolution of $C[z^{±1}].\]

3.4. Batalin-Vilkovisky structure of $H^H_*(J(Q)[ℓ^{-1}])$. Let $Q$ be a zigzag consistent dimer model, so $J(Q)$ is Calabi–Yau of dimension 3 (Theorem 2.19). The results of 3.3 can be used to relate the Hochschild cohomology of $J(Q)$ to the Hochschild cohomology of $J(Q)[ℓ^{-1}]$, explicitly described in the previous section. First, the volumes for the Calabi-Yau structure of $J(Q)$ must be determined.

The Calabi-Yau property of the Jacobi algebra is equivalent to the exactness of a certain free $J(Q)$-bimodule complex (22 Corollary 5.3.3),
\[\mathbb{P}_3 \xrightarrow{μ_3} \mathbb{P}_2 \xrightarrow{μ_2} \mathbb{P}_1 \xrightarrow{μ_1} \mathbb{P}_0 \xrightarrow{μ_0} J(Q)\]
The $\mathbb{P}_i$ have the form
\[\mathbb{P}_i := J(Q) \otimes_k V_i \otimes_k J(Q)\]
where
- $V_0 = k$,
- $V_1 = CQ_1$, the vector space spanned by the arrows of $Q$.\]
• $V_2 = \mathbb{C}\{\partial_a \Phi_0 \mid a \in Q_1\}$, the vector space spanned by the cyclic derivatives of $\Phi_0$, and
• $V_3 = \mathbb{C}\{\Phi_0^v \mid v \in Q_0\}$, the vector space spanned by the syzygies
$$\Phi_0^v := \sum_{a \mid t(a) = v} a \partial_a \Phi_0 \quad \text{and} \quad \Phi_0^v := \sum_{a \mid h(a) = v} \partial_a \Phi_0 a.$$  

In fact, $\mathbb{P}_*$ is a self-dual resolution of $J(Q)$, 
$$\mathbb{R}\text{Hom}_{J(Q)^*}(\mathbb{P}_*, J(Q) \otimes J(Q)) \cong \mathbb{P}_{3-*}.$$  
It is moreover graded by the first homology of $\Sigma$ and the perfect matchings of $Q$ (Lemma 3.9). Hence, the Hochschild homology and cohomology of $J(Q)$ inherit an $H_1(\Sigma, \mathbb{Z}) \times \mathbb{Z}^{PM(Q)}$-grading. 

**Lemma 3.9.** Suppose $Q$ is a zigzag consistent dimer admitting a perfect matching.

1. Up to scaling, the unique volume of $J(Q)$ is the class in $\text{Ext}_{J(Q)^*}^3(J(Q), J(Q) \otimes J(Q))$ of the map
$$\pi_0 : \mathbb{P}_4 \to J(Q) \otimes J(Q), \quad p \otimes \Phi_0^v \otimes q \mapsto pv \otimes vq.$$  
2. $\Delta_{\pi_0}$ is the unique BV differential induced from the Calabi-Yau structure of $J(Q)$. 
3. The Van den Bergh isomorphism
$$\mathbb{D}_{\pi_0} : HH^*(J(Q)) \to HH_{3-*}(J(Q)), \quad \alpha \mapsto \alpha \cap \pi_0$$  
is homogeneous of degree 0 in homology and degree 1 in all perfect matchings.  

**Proof.** There are $J(Q)$-bimodule isomorphisms
$$\text{Ext}_{J(Q)^*}^3(J(Q), J(Q) \otimes J(Q)) \xrightarrow{\text{iso}} \text{H}_0(\mathbb{P}_*) \xrightarrow{\pi_0} J(Q)$$  
the first given by self-duality of $\mathbb{P}_*$. The pre-image $1 \in J(Q)$ is precisely the class of $\pi_0$. Any other volume is in the $\mathbb{Z}^x$-orbit of $\pi_0$. However, the only central units in $J(Q)$ are the nonzero scalars, proving the first assertion. The second follows because volumes that differ by a scalar yield the same BV differential.

The volume $\pi_0$ has degree 0 in $H_1(\Sigma, \mathbb{Z})$ and degree $-1$ in all perfect matchings. This implies that the quasi-isomorphism (Proposition 3.11) that descends to $\mathbb{D}_{\pi_0}$ has degree 0 in $H_1(\Sigma, \mathbb{Z})$ and degree 1 in all perfect matchings.  

Now that the volume of $J(Q)$ has been specified, grading considerations are enough to deduce the corresponding BV structure on the localization.  

**Theorem 3.10.** Suppose $Q$ is a zigzag consistent dimer embedded in $\Sigma$ and admitting a perfect matching.

1. If $\Sigma$ has genus $g = 1$, then there is an isomorphism of BV algebras
$$\left(\overline{HH}^*(J(Q)), \overline{\Delta}_{\pi_0}\right) \cong (\mathbb{C}[x^{\pm 1}, y^{\pm 1}, z^{\pm 1}, \partial_x, \partial_y, \partial_z], \text{div}_0)$$  
where $\text{div}_0$ is the divergence operator
$$\text{div}_0 := (-x^{-1} + \partial_x)\xi_x + (-y^{-1} + \partial_y)\xi_y + \partial_z\xi_z.$$  
2. If $\Sigma$ has genus $g > 1$, then there is an isomorphism of BV algebras
$$\left(\overline{HH}^*(J(Q)), \overline{\Delta}_{\pi_0}\right) \cong \left(\mathbb{H}_*(\Sigma) \otimes \mathbb{C}[z^{\pm 1}][\partial_z], \rho \otimes \text{id} + \text{id} \otimes \partial_z\xi_z\right)$$  
where $\rho$ is the string topology BV operator. 

**Proof.** By Theorem 3.3 and Proposition 3.7 the map
$$\text{inc}^* \circ \Psi^* \circ \hat{L}^* : \overline{HH}^*(J(Q)) \longrightarrow \overline{HH}^*(\mathbb{C}[\pi_1(\Sigma, v_0)] \otimes \mathbb{C}[z^{\pm 1}])$$  
is an isomorphism of BV algebras when the BV structures are induced by the nondegenerate elements $\pi_0$ and $\pi_0^* := tr_\pi \Psi_* L_* (\pi_0)$. Clearly, each map $tr_\pi$, $\Psi_*$, and $L_*$ preserves the $H_1(\Sigma, \mathbb{Z}) \times \mathbb{Z}^{PM(Q)}$-grading for all perfect matchings, so by Lemma 3.9, $\pi_0^*$ must have degree 0 in $H_1(\Sigma, \mathbb{Z})$ and degree 1 in all perfect matchings. 

If the genus is 1, the only nondegenerate element of these degrees is, up to to scaling, the 3-form $x^{-1}y^{-1}dzdydz$. The resulting BV differential is precisely the divergence operator $\text{div}_0$ with the stated formula.
If the genus is greater than 1, then under the Kunneth isomorphism, the only nondegenerate element of the correct degrees is, up to scaling, $\pi_* \otimes dz$. By Lemma 3.3 the resulting BV differential on the tensor product is

$$\rho \otimes id + id \otimes \partial z.$$ 

\[\square\]

**Notation 3.11.** As the BV differential of the Jacobi algebra is unique, we will denote it simply as $\Delta$ when it is clear from context.

### 4. Hochschild cohomology of the Jacobi algebra

Throughout, $Q$ is assumed to be a zigzag consistent dimer that is embedded in a surface $\Sigma$ and admits a perfect matching. To a limited extent, the Hochschild cohomology of the Jacobi algebra is analyzed for arbitrary positive genus. Specializing to genus 1, we compute the cohomology explicitly in terms of the combinatorics of the dimer, including a description of the BV structure.

#### 4.1. Zeroth Hochschild cohomology.

We summarize known results about the center of the Jacobi algebra. For a hyperbolic surface, the center of the fundamental group algebra $\mathbb{Z}[\pi_1(\Sigma, v_\alpha)]$ is trivial, so the isomorphism in Theorem 2.13 tells us that the center of $J(Q)[\ell^{-1}]$ is $\mathbb{C}[\ell^{\pm 1}]$. It is then deduced that the center of $J(Q)$ consists of the nonnegative powers of $\ell$.

**Proposition 4.1.** Suppose $Q$ is a zigzag consistent dimer in a surface of genus $g > 1$ that admits a perfect matching. Then $HH^0(J(Q)) \cong \mathbb{C}[\ell]$.

If the genus is 1, the center of $J(Q)[\ell^{-1}]$ is isomorphic to the algebra of Laurent polynomials in three variables,

$$\mathbb{C}[x^{\pm 1}, y^{\pm 1}, z^{\pm 1}]$$

where $x$ and $y$ form a basis of $H_1(\Sigma, \mathbb{Z})$. The monomial $x^r y^s z^t$ corresponds to a sum of closed paths, one for each vertex, with homology $rx + sy$ and degree $t$ in $P_\alpha$, the perfect matching in the definition of $\Psi$. Because any perfect matching can serve as $P_\alpha$, the central element is homogeneous in all perfect matchings. Conversely, for any closed path $p$ at a vertex $v$, there exists a unique central element $f$ with the same $H_1(\Sigma, \mathbb{Z}) \times \mathbb{Z}^{PM} Q$-degree as $p$ such that $f \cdot v = p$.

The subalgebra $Z$ can be constructed by a fan arising from the zigzag and perfect matching data. Consider the rays generated by the homology classes of the antizigzag cycles,

$$(\eta_i) := \mathbb{R}_{\geq 0} \cdot \eta_i \subset H_1(\Sigma, \mathbb{Z}) \otimes_{\mathbb{Z}} \mathbb{R} \cong \mathbb{R}^2, \quad 1 \leq i \leq N$$

and the two-dimensional cones generated by consecutive classes,

$$\sigma_i := \mathbb{R}_{\geq 0} \cdot \eta_i + \mathbb{R}_{\geq 0} \cdot \eta_{i+1},$$

Let $\text{Int} \sigma_i$ denote the interior of cone $\sigma_i$.

$$\text{Int} \sigma_i := \sigma_i \setminus (\langle \eta_i \rangle \cup \langle \eta_{i+1} \rangle).$$

For each lattice point $\alpha \in H_1(\Sigma, \mathbb{Z})$ and each $v \in Q_0$, there exists a minimal closed path $u_\alpha^v$ at $v$ and representing $\alpha$ (3 Lemma 3.18). Uniqueness of minimal paths implies that the $u_\alpha^v$ have the same perfect matching degrees, so the sum

$$x_\alpha := \sum_{\alpha \in Q_0} u_\alpha^v$$

is a minimal central element of $J(Q)$. If $\alpha \neq 0$ falls on the ray $\langle \eta_i \rangle$, then $x_\alpha = x_\alpha^v$ for some $n > 0$. The element $x_\alpha$ is the sum of antizigzag cycles of homology $\eta_i$, so by Theorem 2.10 $x_\alpha$ has degree 0 in the matchings $P_{i-1}, P_i$, and all boundary matchings between them on $MP(Q)$. If instead $\alpha$ lies in $\text{Int} \sigma_i$, then positive integers $r, s$ and $t$ can be found for which $r \alpha = sn_\alpha + tn_{i+1}$, implying

$$x_\alpha = x_\alpha^v r_\alpha^{i+1}.$$ 

Consequently, $P_i$ is the the unique perfect matching in which $x_\alpha$ has degree 0. Any other central element $y \in J(Q)$ of degree $\alpha$ is an $\ell$-multiple of $x_\alpha$ (4 Lemma 7.4).
Theorem 4.2 ([10]; [8] Theorem 3.20). Suppose $Q$ is a zigzag consistent dimer embedded in a torus $\Sigma$.

1. If $\alpha \in \langle \eta_k \rangle \cap \mathbb{Z}^2$, then $x_\alpha$ has degree 0 in $P_{i-1}$, $P_i$, and all the boundary matchings between them in $M_P(Q)$.
2. If $\alpha \in \text{Int } \sigma_i \cap \mathbb{Z}^2$, then $P_i$ is the unique perfect matching in which $x_\alpha$ has degree 0.
3. There is an isomorphism of algebras

$$HH^0(J(Q)) \cong \mathcal{Z} \cong \frac{\mathbb{C}[x_\alpha, \ell | \alpha \in H_1(\Sigma, \mathbb{Z}) \setminus \{0\}]}{(x_\alpha x_{\beta} - x_{\alpha + \beta} \ell^{\deg P_m(x_\alpha) + \deg P_m(x_{\beta})} | \alpha + \beta \in \sigma_i)}.$$

In fact, $\mathcal{Z}$ is the coordinate ring of the affine toric threefold from the cone on $M_P(Q)$, of which the Jacobi algebra is an NCCR. The two-dimensional cones $\sigma_i$ of the antizigzag fan correspond to the facets of the dual cone in this perspective.

4.2. First Hochschild cohomology. For $A$ equal to $J(Q)$ or $J(Q)[\ell^{-1}]$, let

- $\text{Der}_k(A)$ be the $\mathcal{Z}$-module of derivations of $A$ that evaluate trivially on $k$ and
- $\text{Inner}_k(A) \subset \text{Der}_k(A)$ be the subspace spanned by inner derivations,

$$ad_p : q \mapsto [p, q] = pq - qp \ \forall q \in J(Q)$$

for some closed path $p$ in $A$.

The first Hochschild cohomology can be computed as the quotient

$$HH^1(A) \cong \text{Der}_k(A)/\text{Inner}_k(A),$$

which is the space of outer derivations of $A$.

An element $D$ of $\text{Der}_k(J(Q)[\ell^{-1}])$ is determined by its evaluation on the arrows of $\overline{Q}$. To be well-defined, it must evaluate trivially on the defining relations of $J(Q)[\ell^{-1}]$ [2], [3]. In particular, if $a \in Q_1$ and

$$R^+_a = a_1 a_2 \ldots a_m, \quad a_i \in Q_1$$

$$R^-_a = b_1 b_2 \ldots b_n, \quad b_j \in Q_1,$$

then we must have

$$\sum_{i=1}^m a_1 \ldots a_{i-1} D(a_i) a_{i+1} \ldots a_m = \sum_{j=1}^n b_1 \ldots b_{j-1} D(b_j) b_{j+1} \ldots b_n. \quad (19)$$

Conversely, any map $D : \mathcal{C}Q_1 \to J(Q)[\ell^{-1}]$ respecting the $k$-bimodule structure and satisfying the above equation for all arrows defines a derivation.

Let $N_C = N \otimes_\mathbb{Z} \mathbb{C}$, $N_C^m = N^m \otimes_\mathbb{Z} \mathbb{C}$, $N_C^{out} = N^{out} \otimes_\mathbb{Z} \mathbb{C}$, and

$$\mathcal{Z}[\ell^{-1}] := \mathcal{Z} \otimes \mathcal{C}[\ell, \ell^{-1}],$$

the center of the localization. An element of $\mathcal{Z}[\ell^{-1}] \otimes N_C$ can naturally be identified with a derivation of $J(Q)[\ell^{-1}]$,

$$\chi : \mathcal{Z}[\ell^{-1}] \otimes N_C \hookrightarrow \text{Der}_k(J(Q)[\ell^{-1}]), \quad \chi(f \otimes \gamma)(a) = f \gamma(a) \ \forall a \in \overline{Q}_1.$$

For a vertex $v$, the coboundary $\partial v^* \in N^m$ corresponds to $ad_v$, and so $N_C^m$ maps into the subspace $\text{Inner}_k(J(Q)[\ell^{-1}])$. Therefore, there is a well-defined map

$$\chi : \mathcal{Z}[\ell^{-1}] \otimes N_C^{out} \longrightarrow HH^1(J(Q)[\ell^{-1}]).$$

Lemma 4.3. Suppose $Q$ is a zigzag consistent dimer that is embedded in $\Sigma$ and admits a perfect matching. The map $\chi$ is an injection of $\mathcal{Z}[\ell^{-1}]$-modules. If the genus is 1, then both $\chi$ and $\overline{\chi}$ are isomorphisms.

Proof. To prove the first assertion, let

$$f \in \bigoplus_{v \in Q_0} v J(Q)[\ell^{-1}] v,$$
and suppose $ad_f$ is in the image of $\chi$. We may assume that $f$ is homogeneous in the $H_1(\Sigma, \mathbb{Z}) \times \mathbb{Z}^{PM(\mathcal{Q})}$-grading. The degrees must coincide with those of an element of $\mathcal{Z}[\ell^{-1}]$, so by Lemma 7.4 of [6], $f$ must itself be central. Then

$$ad_f = f \sum_{v \in \mathcal{Q}_0} ad_v,$$

which is in the image of $\mathcal{Z}[\ell^{-1}] \otimes N_C^{in}$.

Now suppose $\Sigma$ is a torus. We have to show that $\chi$ is surjective. If $D \in \text{Der}_k(J(\mathcal{Q})[\ell^{-1}])$, then for every $a \in \mathcal{Q}_1$, $D(a)$ is an element of $t(a)J(\mathcal{Q})[\ell^{-1}]h(a)$, so $D(a)a^{-1}$ is an element of $t(a)J(\mathcal{Q})[\ell^{-1}]t(a)$. Thus, by the discussion in [6], there exists a unique $f_a \in \mathcal{Z}[\ell^{-1}]$ such that

$$D(a)a^{-1} = f_a t(a).$$

The assignment of arrows $a \mapsto f_a$ must satisfy the equation (19), meaning that for all $F_1, F_2 \in \mathcal{Q}_2$,

$$\sum_{a \in \partial F_1} f_a = \sum_{a \in \partial F_2} f_a.$$

Hence, it is a $\mathcal{Z}[\ell^{-1}]$-grading of $J(\mathcal{Q})$ and an element of $\mathcal{Z}[\ell^{-1}] \otimes N_C$ which $\chi$ maps to $D$. \hfill \square

**Notation 4.4.** From here onwards, we will not notationally distinguish between $N$, $N^{in}$, and $N^{out}$ on the one hand and there isomorphic images under $\chi$ and $\overline{\chi}$ on the other.

We would like to classify the derivations of the Jacobi algebra. Since $\mathcal{Q}$ is zigzag consistent, the universal map $L : J(\mathcal{Q}) \to J(\mathcal{Q})[\ell^{-1}]$ is injective, so the task is to determine which derivations of $J(\mathcal{Q})[\ell^{-1}]$ preserve $J(\mathcal{Q})$. It will help our analysis to decompose derivations into perfect matchings under $\chi$. The image of $\mathcal{P} \in PM(\mathcal{Q})$ is the derivation

$$E_{\mathcal{P}} : J(\mathcal{Q})[\ell^{-1}] \to J(\mathcal{Q})[\ell^{-1}], \quad E_{\mathcal{P}}(p) = \deg_{\mathcal{P}}(p) p,$$

the Euler operator associated to the grading by $\mathcal{P}$. By Lemma 2.11 of [10], the collection of such derivations generate $\text{Der}_k(J(\mathcal{Q})[\ell^{-1}])$ over $\mathcal{Z}[\ell^{-1}]$.

**Lemma 4.5.** Suppose $\mathcal{Q}$ is a zigzag consistent dimer in a torus. As a $\mathbb{Z}$-module, $\text{Der}_k(J(\mathcal{Q}))$ is isomorphic to

$$\mathcal{Z} \cdot N_C \oplus \bigoplus_{\mathcal{P} \in PM(\mathcal{Q}), i \leq i \leq \mathcal{N}} \mathbb{C} x_{a} \ell^{-1} E_{\mathcal{P}_i}.$$

**Proof.** For $\alpha \in H_1(\Sigma, \mathbb{Z})$, $n \in \mathbb{Z}$, and $\gamma \in \mathcal{N}$, consider the generic element $x_\alpha \ell^n \gamma \in \mathcal{Z}[\ell^{-1}] \cdot N_C$. The map $\gamma$ sends $\alpha$ to an integer multiple of itself. If the derivation preserves $J(\mathcal{Q})$, then for all $a \in \mathcal{Q}_1$, the path

$$x_\alpha \ell^n \gamma(a)$$

must be in $J(\mathcal{Q})$, which occurs if and only if $x_\alpha \ell^n \gamma(a)$ has nonnegative degrees in all perfect matchings ([8] Lemma 3.19):

$$\deg_{\mathcal{P}}(x_\alpha \ell^n a) = \deg_{\mathcal{P}}(x_\alpha) + n + \deg_{\mathcal{P}}(a) \geq 0 \quad \forall \mathcal{P} \in PM(\mathcal{Q}), \forall \alpha \text{ such that } \gamma(a) \neq 0.$$

We consider cases based on the location of $\alpha$ in the antizigzag fan.

First, suppose $\alpha \in \text{Int} \sigma_i$ for some $i$. Then for all $a \in \mathcal{Q}_1$,

$$\deg_{\mathcal{P}_i}(x_\alpha \ell^n a) = n + \deg_{\mathcal{P}_i}(a) = \begin{cases} n + 1 & \text{if } a \in \mathcal{P}_i, \\ n & \text{if } a \notin \mathcal{P}_i. \end{cases}$$

If $n \leq -2$, then this quantity is always negative, so $\gamma$ must be trivial. If $n = -1$, then $\gamma(a)$ can be nonzero only if $a \in \mathcal{P}_i$, and hence if $\gamma$ is nontrivial, $\gamma = E_{\mathcal{P}_i}$. The derivation is

$$x_\alpha \ell^{-1} E_{\mathcal{P}_i}.$$

In any other perfect matching, $x_\alpha$ has positive degree, so $x_\alpha \ell^{-1} E_{\mathcal{P}_i}$ preserves $J(\mathcal{Q})$. If $n \geq 0$, then $\gamma$ can be any element of $N$. 

Now suppose $\alpha \in (\eta_{i+1})$. Then in addition to \[20\], we have
\[
\deg_{P_{i+1}}(x\ell^n a) = n + \deg_{P_{i+1}}(a) = \begin{cases} 
  n + 1 & \text{if } a \in P_{i+1} \\
  n & \text{if } a \notin P_{i+1}.
\end{cases}
\]
Again, if $n \leq -2$, then this quantity is always negative, so $\gamma$ must be trivial. If $n = -1$, then $\gamma(a)$ can be nonzero only if $a \in P_i \cap P_{i+1}$. However, by Theorem 2.10, in any boundary cycle meeting a zigzag cycle of homology $-\eta_i$, there is no arrow in the intersection of the two corner matchings. This forces $\gamma$ to be zero everywhere. If $n \geq 0$, then $\gamma$ can be any element of $N$. \[\square\]

For a corner matching $P_i$ and $\alpha \in \text{Int} \sigma_i$, let $\partial_i, \partial_\alpha \in HH^1(J(Q))$ denote the classes of $E_{P_i}$ and $x_\alpha \ell^{-1} E_{P_i}$, respectively. According to the lemma, these elements generate $HH^1(J(Q))$ as a $Z$-module. Specifically, the collection
\[
\{ \partial_i \mid 1 \leq i \leq N \}
\]
generates the submodule $Z \cup N_C^{out}$.

**Theorem 4.6.** Suppose $Q$ is a zigzag consistent dimer in a torus. Additively, $HH^1(J(Q))$ is isomorphic to
\[
Z \cup N_C^{out} \oplus \bigoplus_{\alpha \in \text{Int} \sigma_i, 1 \leq i \leq N} C \partial_\alpha,
\]
and it is torsion free under the monoid action of $\{1, \ell, \ldots, \ell^m, \ldots\}$.

**Proof.** Let $D$ be an inner derivation of $J(Q)[\ell^{-1}]$ that preserves $J(Q)$. By Lemma 4.3, $D$ can be decomposed as
\[
D = D' + \sum_{\alpha \in \text{Int} \sigma_i, 1 \leq i \leq N} \lambda_\alpha x_\alpha \ell^{-1} E_{P_i},
\]
where $D' \in Z \cup N_C$ and only finitely many of the coefficients $\lambda_\alpha \in \mathbb{C}$ are nonzero. Evaluate both sides at $\ell$ to obtain
\[
0 = D'(+\ell) + \sum_{\alpha \in \text{Int} \sigma_i, 1 \leq i \leq N} \lambda_\alpha x_\alpha,
\]
Since $D'(+\ell) \subset \ell \cdot Z$ and the sum consists of minimal elements, it must be that
\[
\sum_{\alpha \in \text{Int} \sigma_i, 1 \leq i \leq N} \lambda_\alpha x_\alpha = 0 \implies \lambda_\alpha = 0 \forall \alpha.
\]

Hence, $D$ is an element of $Z \cup N_C$, implying it is an inner derivation of $J(Q)$.

The map $L^*: HH^1(J(Q)) \to HH^1(J(Q)[\ell^{-1}])$ is therefore injective; equivalently, $HH^1(J(Q))$ is torsion free (Corollary 4.6). From this fact and Lemma 4.3, we deduce that the surjective map
\[
Z \cup N_C^{out} \oplus \bigoplus_{\alpha \in \text{Int} \sigma_i, 1 \leq i \leq N} C \partial_\alpha \to HH^1(J(Q))
\]
is an isomorphism. \[\square\]

### 4.3. Zeroth Hochschild homology and third Hochschild cohomology

Rather than directly compute the third cohomology group, which is less intuitive, we compute the zeroth homology group and then make an identification through Van den Bergh duality. The zeroth homology is simply the quotient
\[
HH_0(J(Q)) \cong \bigoplus_{v \in Q_0} vJ(Q)v / \langle [p, q] \mid h(p) = t(q), t(p) = h(q) \rangle.
\]

In other words, two closed paths in $J(Q)$ are equivalent in $HH_0(J(Q))$ if they can be realized as products that differ by a linear combination of commutators. Let $[p] \in HH_0(J(Q))$ denote the class of a closed path $p \in J(Q)$.

**Proposition 4.7.** Let $Q$ be a dimer model and $v, w$ be two vertices. Then
(1) \([v] = [w]\) if and only if \(v = w\);
(2) \(\ell \cdot [v] = \ell \cdot [w]\).

Proof. The terms in the relations of the Jacobi algebra \(\mathcal{Q}\) have path length at least 2, so if \(p, q\) are paths such that \(pq = v\), then \(p = q = v\). The vertices must therefore project to distinct nonzero classes in \(HH_0(J(\mathcal{Q}))\).

For the second assertion, it suffices to consider vertices \(v\) and \(w\) lying in the same face. Let \(p : v \to w\) and \(q : w \to v\) be paths such that \(pq\) and \(qp\) are boundary paths of the face. Then
\[
\ell \cdot [v] = [pq] = [qp] = \ell \cdot [w].
\]

Consequently, differences of vertices are torsion elements under the monoid action of the potential,
\[
[v] - [w] \in \text{tor}_\ell(HH_0(J(\mathcal{Q}))) \quad \forall v, w \in \mathcal{Q}_0.
\]
They lie in the kernel of the map \(L_* : HH_0(J(\mathcal{Q})) \to HH_0(J(\mathcal{Q})[\ell^{-1}])\) according to Corollary\ref{cor:tor_kernel}. So unlike the zeroth and first cohomologies, the zeroth homology (third cohomology) of the Jacobi algebra cannot be realized as a subspace of the localization.

When the ambient surface \(\Sigma\) is a torus, every closed path is a summand of a unique homogeneous central element by the discussion in \ref{sec:torus}. Thus, \(HH_0(J(\mathcal{Q}))\) is generated by the vertices as a \(\mathbb{Z}\)-module,
\[
(21) \quad \bigoplus_{v \in \mathcal{Q}_0} \mathbb{Z} \cdot [v] \to HH_0(J(\mathcal{Q})).
\]

To compute the kernel of this map, we examine how multiplication by a central element relates the vertices. As seen in Proposition\ref{prop:central_relations} multiplication by \(\ell\) equates any two vertices because they can be connected by boundary paths. More generally, if \(f \in \mathbb{Z}\) and \(v\) and \(v'\) could be connected by a chain of intersecting closed paths that were summands of \(f\), then \(f \cdot v - f \cdot v'\) could be expressed as a sum of commutators, implying \(f \cdot [v] = f \cdot [v']\). The existence of such a chain is equivalent to the existence of a path between \(v\) and \(v'\) whose arrows are contained in lifts of \(f\) to \(\mathbb{C}\mathcal{Q}\). We formalize this notion as follows.

**Definition 4.8.** For an \(H_1(\Sigma, \mathbb{Z}) \times \mathbb{Z}^{PM(\mathcal{Q})}\)-homogeneous element \(f \in \mathbb{Z}\), let
\[
\mathcal{Q}_1(f) = \{ a \in \mathcal{Q}_1 \mid a \text{ is contained in a lift of } f \text{ to } \mathbb{C}\mathcal{Q}\}.
\]

A path \(p \in J(\mathcal{Q})\) is **contained in** \(f\) if it has a lift \(\tilde{p} \in \mathbb{C}\mathcal{Q}\) such that, as a collection of arrows, \(\tilde{p} \subset \mathcal{Q}_1(f)\).

We would like to show that, if \(p\) is contained in \(f\), then in fact any lift of \(p\) is contained in \(\mathcal{Q}_1(f)\), justifying the use of the term for an element of \(J(\mathcal{Q})\). This requires further analysis of the equivalence of paths in the Jacobi algebra.

If two paths in the dimer project to the same class in \(J(\mathcal{Q})\), then one can be obtained from the other by a sequence of substitutions of partial cycles \(\ref{sec:substitutions}\). We define a groupoid \(\mathcal{J}\) to keep track of the possible substitution sequences. The objects of \(\mathcal{J}\) are the paths in \(\mathbb{C}\mathcal{Q}\). For each path \(p\), let \(Id_p\) be the identity element in \(\mathcal{J}(p, p)\). If \(q\) is obtained from \(p\) by replacing a single instance of \(R_a^-\) with \(R_a^+\) for some \(a \in \mathcal{Q}\), let \(S(p, q)\) be a formal arrow from \(p\) to \(q\). The morphism spaces of \(\mathcal{J}\) are generated by these arrows, subject to the relations
\[
Id_q S(p, q) = S(p, q) = S(p, q) Id_p, \quad S(q, p) S(p, q) = Id_p.
\]
In general, for arbitrary paths \(p\) and \(q\), an element of \(\mathcal{J}(p, q)\) is a string of arrows
\[
S(p_{n-1}, q = p_n) \ldots S(p_1, p_2) S(p = p_0, p_1).
\]
Notice that, if \(p\) and \(q\) are not in the same class in \(J(\mathcal{Q})\), then \(\mathcal{J}(p, q) = \emptyset\).

We say that \(S(p, q)\) is an **upwards substitution** if it replaces a negative partial cycle \(R_a^-\) with the corresponding positive one \(R_a^+\); otherwise, we say \(S(p, q)\) is a **downwards substitution**. The type of substitution is encoded in the data \((p, q)\), but for emphasis, we write
\[
S_{\uparrow}(p, q), \quad S_{\downarrow}(p, q)
\]
for upwards and downwards substitutions, respectively.
Lemma 4.9. Suppose \( Q \) is a zigzag consistent dimer and \( p \neq r \) are minimal paths. There exists a morphism
\[
S_\uparrow(q, r) S_\downarrow(p, q) \in \mathcal{J}(p, r)
\]
if and only if there exists a morphism
\[
S_\uparrow(q', r) S_\downarrow(p, q') \in \mathcal{J}(p, r).
\]

Proof. Suppose there is a morphism
\[
S_\downarrow(p, q) S_\uparrow(q, r) \in \mathcal{J}(p, r)
\]
where \( S_\downarrow(p, q) \) replaces \( R_{b_2}^- \) with \( R_{b_1}^- \) and \( S_\uparrow(q, r) \) replaces \( R_{b_2}^+ \) with \( R_{b_1}^+ \). Write
\[
p = a_1 a_2 \ldots a_i R_{b_1}^- a_{i+1} \ldots a_n, \quad q = a_1 a_2 \ldots a_i R_{b_1}^+ a_{i+1} \ldots a_n, \quad a_k \in \mathcal{Q}_1 \forall k
\]
We claim that \( R_{b_1}^+ \) is contained in the subpaths \( a_1 \ldots a_i \) or \( a_{i+1} \ldots a_n \). For a contradiction, suppose \( R_{b_1}^+ \) and \( R_{b_2}^- \) overlap as subpaths of \( q \). Since every arrow in a dimer is contained in a unique positive face, \( R_{b_1}^+ \) and \( R_{b_2}^- \) must be part of the same positive boundary cycle. But since \( p \neq r \), \( S_\downarrow(q, r) \) is not the inverse of \( S_\uparrow(p, q) \), meaning \( R_{b_1}^- \neq R_{b_2}^- \). This implies \( R_{b_1}^- \) contains \( a_i \) or \( a_{i+1} \), which must be the arrow \( b_1 \). Therefore, \( q \) contains the complete boundary cycle \( b_1 R_{b_1}^+ \) or \( R_{b_2}^- b_1 \), contradicting the minimality of \( p \), \( q \), and \( r \).

Without loss of generality, assume \( R_{b_1}^+ \) is contained in the segment \( a_{i+1} \ldots a_n \) and write
\[
p = a_1 \ldots a_i R_{b_1}^- a_{i+1} \ldots a_j R_{b_2}^+ a_{j+1} \ldots a_n.
\]
Then let
\[
q' = a_1 \ldots a_i R_{b_1}^- a_{i+1} \ldots a_j R_{b_2}^- a_{j+1} \ldots a_n.
\]
The path \( r \) can be obtained from \( q' \) by substituting \( R_{b_1}^+ \) for \( R_{b_2}^- \). This sequence determines the morphism
\[
S_\uparrow(q', r) S_\downarrow(p, q') \in \mathcal{J}(p, r)
\]
\( \square \)

The result effectively states that, between equivalent minimal paths, upwards and downwards morphisms commute. This is the key to proving invariance of our notion of containment to the choice of lift.

Lemma 4.10. Let \( Q \) be a zigzag consistent dimer. Suppose \( p \in J(\mathcal{Q}) \) is a path contained in a homogeneous central element \( f \). If \( \hat{p} \in \mathbb{C}Q \) is any lift of \( p \), then \( \hat{p} \in \mathcal{Q}_1(f) \).

Proof. Since \( \mathcal{Q}_1(f) = \mathcal{Q}_1 \) and \( \mathcal{Q}_1(1) = \emptyset \), all paths are contained in \( f \), and no path is contained in \( 1 \). So the statement is true for a hyperbolic surface, and for a torus, we have only to consider a minimal central element \( f = x_\alpha, \alpha \in H_1(\Sigma, \mathbb{Z}) \setminus \{0\} \). It suffices to show that \( R_{b_1}^+ \subset \mathcal{Q}_1(f) \) if and only if \( R_{b_1}^- \subset \mathcal{Q}_1(f) \) for any arrow \( a \). In fact, we prove a stronger statement: \( R_{b_1}^+ \subset \mathcal{Q}_1(f) \) if and only if \( R_{b_1}^+ \) is contained in a closed path in \( \mathbb{C}Q \) representing \( f \cdot v \) for some \( v \in \mathcal{Q}_0 \).

Write
\[
R_{b_1}^+ = b_1 b_2 \ldots b_m, \quad b_i \in \mathcal{Q}_1 \forall i
\]
and suppose \( R_{b_1}^+ \subset \mathcal{Q}_1(f) \). We proceed by induction: assume \( b_1 \ldots b_i \) is contained in a closed path
\[
p = c \ldots b_1 b_2 \ldots b_i \in \mathbb{C}Q
\]
representing \( f \cdot v \), where \( v = t(c) = b(b_i) = t(b_{i+1}) \). Since \( b_{i+1} \in \mathcal{Q}_1(f) \), there is a closed path
\[
q = b_{i+1} \ldots d,
\]
representing \( f \cdot v \) as well.

The paths \( p \) and \( q \) are equivalent in \( J(\mathcal{Q}) \), and hence there exists a sequence of substitutions by which \( q \) is obtained from \( p \),
\[
S(p_{n-1}, q = p_n) S(p_{n-2}, p_{n-1}) \ldots S(p = p_0, p_1) \in \mathcal{J}(p, q).
\]
By repeated application of Lemma 4.9 there must also be a morphism from \( p \) to \( q \) in which all the downward substitutions occur first,
\[
S_\uparrow(p'_n, q = p'_n) \ldots S_\uparrow(p'_{j+1}, p'_j) S_\downarrow(p'_{j-1}, p'_j) \ldots S_\downarrow(p = p'_0, p'_1) \in \mathcal{J}(p, q).
\]
We claim that $b_1 b_2 \cdots b_i$ is a subpath of $p'_j$. To see this, observe that any positive partial cycle that ends in $b_k$, $1 \leq k \leq i$, must contain $a$:

$$R^+_{b_{k+1}} = b_{k+2} \cdots b_m a b_1 \cdots b_k.$$ 

Because $f$ is minimal and $R^+_{b_{k+1}} \subset Q_1(f)$, the arrow $a$ must be in a perfect matching in which $f$ has degree 0. Therefore, none of the paths $p'_0, \ldots, p'_n$ contain $a$, implying the downward substitutions preserve $b_1 \ldots b_i$.

We can thus write

$$p'_j = c' \cdots b_1 \ldots b_i.$$ 

If $c' = b_{i+1}$, then we have finished. Otherwise, the upwards substitutions must turn $c'$ into $b_{i+1}$, in which case there exists $p''_j$, $j < k \leq n$, containing the positive partial cycle beginning with $b_{i+1}$:

$$R^+_{b_{i+1}} = b_{i+2} \cdots b_m a b_1 \cdots b_{i-1}.$$ 

As before, this is disallowed because $a$ is in the perfect matching killing $f$. Consequently, it must have been that $c' = b_{i+1}$, and $p'_j$ is a representative of $f \cdot v$ containing $b_1, \ldots, b_{i+1}$.

**Corollary 4.11.** Suppose $Q$ is a zigzag consistent dimer. For any homogeneous $f \in Z$ and $n > 0$, $Q_1(f) = Q_1(f^n)$.

**Proof.** The direction $Q_1(f) \subset Q_1(f^n)$ is obvious. For the reverse, let $a \in Q_1(f^n)$, so there exists a path $q \in CQ$ containing $a$ and lifting $f^n \cdot t(a) \in J(Q)$. But $f^n \cdot t(a) = (f \cdot t(a))^n$, which is contained in $f$. Thus, Lemma [4.10] tells us that $q \subset Q_1(f)$. 

Returning to the computation of the kernel of (21), we make a definition to capture the notion of two vertices being connected by cycles in a central element.

**Definition 4.12.** Let $f$ be an $H_1(\Sigma, Z) \times Z^{PM(Q)}$-homogeneous element of $Z$. A vertex $v$ is $f$-connected to a vertex $v'$ if there exists a path $p : v \to v'$ that is contained in $f$.

**Lemma 4.13.** Suppose $Q$ is a zigzag consistent dimer embedded in a torus. Let $f$ be a homogeneous element of $Z$. The relation of $f$-connectedness is an equivalence relation. Moreover, there is an isomorphism of $Z$-modules

$$\bigoplus_{v \in Q_0} Z \cdot [v] / \{ f \cdot [v] - f \cdot [v'] \mid f \in Z, v, v' \text{ are } f\text{-connected} \} \to HH_0(J(Q)).$$

**Proof.** Reflexivity and transitivity of $f$-connectedness are clear. To see that the relation is symmetric, write

$$p = a_1 a_2 \cdots a_n : v \to v', \ a_i \in Q_1$$

for a path contained in $f$ that connects $v$ to $v'$. Then there exist paths $C_i : h(a_i) \to t(a_i)$, $1 \leq i \leq n$, that complete the arrows $a_i$ to summands of $f$:

$$a_i C_i = f \cdot t(a_i) \in J(Q).$$
But then the path
\[ p : C_nC_{n-1}\cdots C_1 : v' \to v \]
is also contained in \( f \), so \( v' \) is \( f \)-connected to \( v \).

Observe that, for each \( 1 \leq i < n \),
\[ C_i a_i = fh(a_i) = ft(a_{i+1}) = a_{i+1} C_{i+1} \]

Therefore, in \( J(Q) \), we have
\[ f v - f v' = \sum_{i=1}^{n} a_i C_i - C_i a_i = \sum_{i=1}^{n} [a_i, C_i], \]
implying \( f[v] - f[v'] \) is trivial in \( HH_0(J(Q)) \). Therefore, the submodule
\[ \{ f \cdot [v] - f \cdot [v'] \mid f \in Z, v, v' \text{ are } f \text{-connected} \} \subset \bigoplus_{v \in QQ_0} Z \cdot [v] \]

lies in the kernel of \( (21) \).

Conversely, if \( p, q \in J(Q) \) are paths such that \( h(p) = t(q) \) and \( h(q) = t(p) \), then
\[ [p, q] = pq - qp = ft(p) - fh(p) \]

where \( f \) is the unique central element with summands \( pq \) and \( qp \). The vertices \( t(p) \) and \( h(p) \) are then clearly \( f \)-connected, so the kernel of the map \( (21) \) lies inside the submodule \( (22) \).

According to Proposition 4.17 all vertices are \( \ell \)-connected, but no two vertices are \( 1 \)-connected. It remains to determine how vertices are connected by the minimal central elements \( \alpha \), \( \alpha \in H_1(\Sigma, Z) \setminus \{0\} \). The answer depends on whether \( \alpha \) lies on a ray or in the interior of a cone of the antizigzag fan.

For each \( 1 \leq i \leq N \), enumerate the zigzag cycles representing the homology class \( -\eta_i \) as
\[ Z_{i,j}, 1 \leq j \leq m_i. \]

By Proposition 2.8 parallel zigzag cycles do not intersect in arrows. Therefore, we may assume the ordering is such that, for each \( j \mod m_i \), \( O^+(Z_{i,j}) \cup O^-(Z_{i,j+1}) \) bounds a closed connected subspace of the torus \( \Sigma \) that does not contain a zigzag of homology \( -\eta_i \) (see Figure 4). Label this subspace \( \mathcal{E}_{i,j} \). Notice that the \( \mathcal{E}_{i,j} \) are pairwise disjoint strips of the torus.

**Lemma 4.14.** Suppose \( Q \) is a zigzag consistent dimer embedded in a torus, and let \( v \) and \( w \) be vertices of \( Q \). For each \( 1 \leq i \leq N \), \( v \) and \( w \) are \( x_{ni} \)-connected if and only if there exists \( 1 \leq j \leq m_i \) such that
\[ v, w \in \mathcal{E}_{i,j}. \]

**Proof.** First, we show that any vertex \( v \in \mathcal{E}_{i,j} \) is \( x_{ni} \)-connected to the vertices of \( O^+(Z_{i,j}) \) and \( O^-(Z_{i,j+1}) \) and thus connected to all vertices in \( \mathcal{E}_{i,j} \). Let \( \eta \in \mathbb{C} \) be a minimal closed path at \( v \) of homology \( \eta_{i-1} \), projecting to a summand of \( x_{ni-1} \) in \( J(Q) \). Since \( \eta_{i-1} \) and \( \eta_i \) are linearly independent, \( p \) must intersect each of \( Z_{i,j} \) and \( Z_{i,j+1} \) in an arrow. Both \( x_{ni-1} \) and \( x_{ni} \) are killed by the perfect matching \( \mathcal{P}_{i-1} \), which, according to Theorem 2.10, contains all zigs of zigzag cycles of homology \( -\eta_i \). Therefore, \( p \) must intersect \( Z_{i,j} \), through which it enters \( \mathcal{E}_{i,j} \), and \( Z_{i,j+1} \), through which it leaves \( \mathcal{E}_{i,j} \), only in zags. Let \( a \) be the first zig of \( Z_{i,j+1} \) through which \( p \) leaves, and let \( b \) be the last zig of \( Z_{i,j} \) through which \( p \) enters.

Similarly, there is a minimal closed path \( q \) at \( t(a) \) of homology \( \eta_{i+1} \), projecting to a summand of \( x_{ni+1} \). Both \( x_{ni} \) and \( x_{ni+1} \) are killed by the perfect matching \( \mathcal{P}_i \), which contains all zags of zigzag cycles of homology \( -\eta_i \). Therefore, \( q \) must intersect \( Z_{i,j} \), through which it leaves \( \mathcal{E}_{i,j} \), and \( Z_{i,j+1} \), through which it enters \( \mathcal{E}_{i,j} \), only in zags. Let \( c \) be the first zig of \( Z_{i,j+1} \) through which \( q \) leaves.

We thus have a closed path at \( v \) that is completely contained in the strip \( \mathcal{E}_{i,j} \),
\[ r : p[v \to t(a)] q[t(a) \to t(c)] O^+(Z_{i,j})[t(c) \to h(b)] p[h(b) \to v] \]
where \( X[v_1 \to v_2] \) denotes the subpath of \( X \in \{p, q, O^+(Z_{i,j})\} \) from vertex \( v_1 \) to vertex \( v_2 \). Since the strip \( \mathcal{E}_{i,j} \) contains no zigzag cycle of homology \( -\eta_i \), by Theorem 2.10, the perfect matchings \( \mathcal{P}_{i-1} \) and \( \mathcal{P}_i \) coincide in all boundary cycles contained in \( \mathcal{E}_{i,j} \). Therefore, the segments of \( p \) and \( q \) contained in \( \mathcal{E}_{i,j} \) are killed by both \( \mathcal{P}_{i-1} \) and \( \mathcal{P}_i \), implying that the same is true for the whole path \( r \). Consequently, the homology of \( r \) must be in \( (\eta_i) \), and it is clearly nonzero. So \( r \) must project to a summand of \( x_{ni}^{m_i} \) in \( J(Q) \), for some \( m \in \mathbb{Z}_{>0} \),

...
\[ \begin{align*}
Z_{i,j+1} & \quad - \quad - \quad a \\
O^-(Z_{i,j+1}) & \quad \odot \quad \odot \\
\varepsilon_{i,j} & \quad q \\
O^+(Z_{i,j}) & \quad c + \\
Z_{i,j} & \quad b + \\
\end{align*} \]

Figure 4. The subspace \( \varepsilon_{i,j} \).

i.e., \( r \subset Q_1(x_{\eta_j}) \). But \( Q_1(x_{\eta_j}) = Q_1(x_{\eta_j}) \) by Corollary 4.11 so we conclude that \( v \) is \( x_{\eta_i} \)-connected to the vertices of \( O^+(Z_{i,j}) \) and \( O^-(Z_{i,j+1}) \).

For the other direction, note that any path connecting vertices in different strips must cross a zigzag of homology \(-\eta_i\). It must therefore have positive degree in \( P_{i-1} \) or \( P_i \). Hence, the vertices cannot be \( x_{\eta_i} \)-connected.

The last part of the computation is to determine how minimal elements corresponding to lattice points in the cone interiors connect vertices.

**Theorem 4.15.** Suppose \( Q \) is a zigzag consistent dimer in a torus. There is an isomorphism of \( \mathbb{Z} \)-modules

\[ HH_0(J(Q)) \cong \bigoplus_{v \in Q_0} \mathbb{Z} \cdot [v] / \mathcal{I} \]

where \( \mathcal{I} \) is the submodule generated by

1. \( x_{\eta_i}([v] - [v']) \) for all \( 1 \leq i \leq N, 1 \leq j \leq m_i \), and \( v, v' \in \varepsilon_{i,j} \);
2. \( x_\alpha([v] - [v']) \) for all \( 1 \leq i \leq N, \alpha \in \text{Int} \sigma_i \), and \( v, v' \in Q_0 \);
3. \( \ell([v] - [v']) \) for all \( v, v' \in Q_0 \).

**Proof.** First, consider

\[ \alpha = \eta_i + \eta_{i+1} \implies x_\alpha = x_{\eta_i} x_{\eta_{i+1}}. \]

Since \( \eta_i \) and \( \eta_{i+1} \) are linearly independent, any two closed paths representing these homologies intersect. This implies that vertices in any two strips \( \varepsilon_{i,j} \) and \( \varepsilon_{i,k} \) are \( x_{\eta_i} x_{\eta_{i+1}} \)-connected. Combining this with Lemma 4.14 we conclude all vertices are \( x_{\eta_i} x_{\eta_{i+1}} \)-connected.

For general \( \alpha \in \text{Int} \sigma_i \), there exist \( r, s, t \in \mathbb{Z}_{>0} \) such that

\[ r\alpha = s\eta_i + t\eta_{i+1} \implies x^r_\alpha = x^s_{\eta_i} x^t_{\eta_{i+1}}, \]

so by the above, any two vertices are \( x^r_\alpha \)-connected. Corollary 4.11 requires that they are \( x_\alpha \)-connected as well.

Van den Berg duality with respect to the nondegenerate element \( \pi_0 \) establishes an isomorphism of \( \mathbb{Z} \)-modules \( HH_0(J(Q)) \cong HH^3(J(Q)) \). For each \( v \in Q_0 \), let \( \theta_v \in HH^3(J(Q)) \) be the class corresponding to \([v] \),

\[ [v] = \theta_v \cap \pi_0. \]

It is deduced from Lemma 3.9 that \( \theta_v \) has degree 0 in \( H_1(\Sigma, \mathbb{Z}) \) and degree \(-1\) in all perfect matchings.

The \( H_1(\Sigma, \mathbb{Z}) \times \mathbb{Z}_P \)-degree of \( \pi_0 \) is \((0, 1)\) for all perfect matchings, so the degree of \( \theta_v \) is \((0, -1)\).
Corollary 4.16. Suppose $Q$ is a zigzag consistent dimer in a torus. There is an isomorphism of $\mathbb{Z}$-modules

$$HH^3(J(Q)) \cong \bigoplus_{v \in Q_0} \mathbb{Z} \cdot \theta_v / \mathcal{I}'$$

where $\mathcal{I}'$ is the submodule generated by

1. $x_{\eta_i}(\theta_v - \theta_{v'})$ for all $1 \leq i \leq N$, $1 \leq j \leq m_i$, and $v, v' \in E_{i,j}$;
2. $x_{\varphi_i}(\theta_v - \theta_{v'})$ for all $1 \leq i \leq N$, $\alpha \in \text{Int} \sigma_i$, and $v, v' \in Q_0$;
3. $\ell(\theta_v - \theta_{v'})$ for all $v, v' \in Q_0$.

This characterization of $HH^3(J(Q))$ can be related to our previous description of $HH^1(J(Q))$ in Theorem 4.17. Recall from Lemma 2.11 that

$$HH^1(J(Q)[\ell^{-1}]) \cong \mathbb{Z}[\ell^{-1}] \cup N_{\mathbb{C}}^\text{out}.$$

Since $J(Q)[\ell^{-1}]$ is Morita equivalent to Laurent polynomials in three variables (Theorem 2.13), the Hochschild cohomology of $J(Q)[\ell^{-1}]$ is the free graded commutative algebra generated by $HH^1(J(Q)[\ell^{-1}])$ over $HH^0(J(Q)[\ell^{-1}])$. Therefore,

$$HH^3(J(Q)[\ell^{-1}]) \cong \mathbb{Z}[\ell^{-1}] \cup N_{\mathbb{C}}^\text{out} \cup N_{\mathbb{C}}^\text{out} \cup N_{\mathbb{C}}^\text{out},$$

which is a free $\mathbb{Z}[\ell^{-1}]$-module of rank 1. According to Corollary 4.16, the morphism of algebras

$$L^* : HH^*(J(Q)) \rightarrow HH^*(J(Q)[\ell^{-1}])$$

has kernel in degree 3 equal to

$$tor_i(HH^3(J(Q))) = \{\theta_v - \theta_{v'} \mid v, v' \in Q_0\} \cup \{x_{\eta_i}(\theta_v - \theta_{v'}) \mid 1 \leq i \leq N, 1 \leq j, k \leq m_i, v \in E_{i,j}, v' \in E_{i,k}, m \in \mathbb{Z}_{>0}\}.$$

Hence, $L^*$ is injective on the subspace concentrated in nonnegative degrees in all perfect matchings,

$$\mathbb{Z} \cup N_{\mathbb{C}}^\text{out} \cup N_{\mathbb{C}}^\text{out} \cup N_{\mathbb{C}}^\text{out},$$

and on the subspaces concentrated in degree $\alpha \in \text{Int} \sigma_i$ and degree $-1$ in $P_i$ for each $1 \leq i \leq N$,

$$\partial_i \cup N_{\mathbb{C}}^\text{out} \cup N_{\mathbb{C}}^\text{out}.$$

Degree considerations then allow us to deduce that, for all $v \in Q_0$,

$$\ell \cdot \theta_v = \lambda_{i,j,k} \partial_i \cup \partial_j \cup \partial_k,$n

where $\alpha \in \text{Int} \sigma_i$, $i, j, k$ are distinct, and $\lambda_{i,j,k} \in \mathbb{C}^*$. We can recast Corollary 4.16 as follows.

Theorem 4.17. Suppose $Q$ is a zigzag consistent dimer model in a torus. There is an isomorphism of $\mathbb{Z}$-modules

$$HH^3(J(Q)) \cong \mathbb{Z} \cup N_{\mathbb{C}}^\text{out} \cup N_{\mathbb{C}}^\text{out} \cup N_{\mathbb{C}}^\text{out} \oplus \bigoplus_{\alpha \in \text{Int} \sigma_i, 1 \leq i \leq N} \mathbb{C} \{x_{\eta_i} \theta_v \mid 1 \leq i \leq N, 1 \leq j \leq m_i, v \in E_{i,j}, n \in \mathbb{Z}_{>0}\} \oplus \mathbb{C} \{\theta_v \mid v \in Q_0\}.$$

4.4. Second Hochschild cohomology. Suppose that the dimer $Q$, in addition to being zigzag consistent, has a strictly positive integer grading. By Lemma 2.11 of [10], this condition is equivalent to every arrow being contained in a perfect matching, which is always satisfied in genus 1. Then $J(Q)$ is a nonnegatively graded, connected $k$-algebra, so by Lemma 3.6.1 of [17], the rows of the following diagram are exact:

\[
\begin{array}{ccccccc}
\kappa & \rightarrow & HH^3(J(Q)) & & \rightarrow & HH^2(J(Q)) & & \rightarrow & HH^1(J(Q)) & & \rightarrow & HH^0(J(Q)) & & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow & & 0 \\
\kappa & \rightarrow & HH_3(J(Q)) & & \rightarrow & HH_2(J(Q)) & & \rightarrow & HH_1(J(Q)) & & \rightarrow & HH_0(J(Q)) & & 0 \\
\end{array}
\]
The map $k \to HH_0(J(Q))$ sends $v$ to $[v]$, and the dual map $k \to HH^3(J(Q))$ sends $v$ to $\theta_v$. Thus, as a vector space, the second cohomology decomposes as

\begin{equation}
HH^2(J(Q)) \cong \text{Im}(\Delta : HH^3(J(Q)) \to HH^2(J(Q))) \\
\oplus \text{Ker}(\Delta : HH^1(J(Q)) \to HH^0(J(Q))).
\end{equation}

When the genus is 1, the structure of $HH^2(J(Q))$ can be deduced from the explicit computations of $HH^1(J(Q))$ and $HH^3(J(Q))$. The map

$$\Delta : HH^3(J(Q)) \to HH^2(J(Q))$$

restricted to the subspace complementary to $\mathbb{C}\{\theta_v \mid v \in Q_0\}$ is injective. So for all $1 \leq i \leq N$, $1 \leq j \leq m_i$, and $v \in \mathcal{E}_{i,j}$, let

$$\psi_{i,j} = \Delta(x_{n_i}\theta_v).$$

**Lemma 4.18.** Suppose $Q$ is a zigzag consistent dimer in a torus. The BV differential satisfies

$$\Delta(f x_{n_i}\theta_v) = f \psi_{i,j} + x_{n_i}\Delta(f \theta_v)$$

where $f \in \mathbb{Z}$ is an $H_1(\Sigma, \mathbb{Z}) \times \mathbb{Z}^{P^M(Q)}$ homogeneous element, $1 \leq i \leq N$, $1 \leq j \leq m_i$, and $v \in \mathcal{E}_{i,j}$.

**Proof.** Writing $d$ for the Hochschild differential, we have a 1-boundary

$$d(1 \otimes_k f \otimes_k x_{n_i} v) = f \otimes_k x_{n_i} v - 1 \otimes_k x_{n_i} v + x_{n_i} \otimes_k f v.$$

Thus, in cohomology,

$$0 = f B([x_{n_i} v]) - B([f x_{n_i} v]) + x_{n_i} B([f v])$$

where the formula for the Connes differential $B$ has been applied. The Van den Bergh dual of this identity yields

$$\Delta(f x_{n_i}\theta_v) = f \psi_{i,j} + x_{n_i}\Delta(f \theta_v).$$

\[\Box\]

In particular, if $f = x_{n_i}^n$, then an induction argument yields

\begin{equation}
\Delta(x_{n_i}^{n+1}\theta_v) = (n+1)x_{n_i}^n \psi_{i,j} \quad \forall n \geq 0.
\end{equation}

**Theorem 4.19.** Suppose $Q$ is a zigzag consistent dimer in a torus. Additively, the second Hochschild cohomology of the Jacobi algebra is

$$HH^2(J(Q)) \cong \mathbb{Z} \cup N^C_{out} \cup N^C_{out} \oplus \bigoplus_{\sigma \in \text{Int} \cup \text{Ext}} \mathbb{C} \sigma_0 \cup N^C_{out} \oplus \mathbb{C}\{x_{n_i}^n \psi_{i,j} \mid 1 \leq i \leq N, 1 \leq j \leq m_i, n \in \mathbb{Z}_{>0}\}.$$

**Proof.** The BV differential $\Delta$ preserves the grading by first homology and the perfect matchings. Consequently, additively computing $HH^2(J(Q))$ reduces to a dimension count for each homogeneous subspace using the decomposition. In fact, it suffices to consider only the grading by the subgroup $H_1(\Sigma, \mathbb{Z}) \times \mathbb{Z}^N$ where the $\mathbb{Z}^N$ coordinates correspond to degrees in the corner matchings: i.e.,

$$\Lambda = (\alpha, n_1, \ldots, n_N) \in H_1(\Sigma, \mathbb{Z}) \times \mathbb{Z}^N,$$

where $n_i$ is the degree in $P_i$. Write $HH^*(J(Q))_{\Lambda}$ for the $\Lambda$-homogeneous subspace.

**Case 1:** $\alpha \in H_1(\Sigma, \mathbb{Z})$, $n_i < 1$ for all $i$.

The subspaces $HH^1(J(Q))_{\Lambda}$ and $HH^3(J(Q))_{\Lambda}$ are trivial, implying $HH^2(J(Q))_{\Lambda}$ is as well.

**Case 2:** $\alpha = 0$, $n_i = -1$ for all $i$.

The subspace $HH^1(J(Q))_{\Lambda}$ is trivial, but

$$HH^3(J(Q))_{\Lambda} = \mathbb{C}\{\theta_v \mid v \in Q_0\}.$$

However, this lies in the kernel of $\Delta$ according to the sequence, so $HH^2(J(Q))_{\Lambda} = 0$. 
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Case 3: \( \alpha = n \cdot \eta_i \) for \( n > 0 \), \( n_{i-1} = n_i = -1 \), \( n_j \geq 0 \) for all \( j \neq i \).

The subspace \( HH^1(J(Q))_\Lambda \) is trivial, but

\[
HH^3(J(Q))_\Lambda = \mathbb{C}\{x^n_{m_i} \theta_k | 1 \leq m_i, \theta \in \mathcal{E}_{i,k}\}.
\]

By the definition of \( \psi_{i,j} \) and Lemma 4.18, the injective image of this subspace under \( \Delta \) is

\[
HH^2(J(Q))_\Lambda = \mathbb{C}\{x^n_{m_i} \psi_{i,j} | 1 \leq m_i\},
\]

which is \( m_i \)-dimensional for each \( i \).

Case 4: \( \alpha \in \text{Int} \sigma_i \), \( n_i = -1 \), \( n_j \geq 0 \) for all \( j \neq i \).

The subspace \( HH^0(J(Q))_\Lambda \) is trivial, so

\[
HH^1(J(Q))_\Lambda = \mathbb{C}\partial_n
\]

must lie in the kernel of \( \Delta \). Moreover, the BV differential is injective on

\[
HH^3(J(Q))_\Lambda = \partial_n \cup N^\text{out}_C \cup N^\text{out}_C,
\]

which is one dimensional. Therefore,

\[
dim \mathbb{C}HH^2(J(Q))_\Lambda = 2.
\]

For distinct \( i, j, \) and \( k \), the products

\[
\partial_n \cup \partial_j, \partial_n \cup \partial_k,
\]

are linearly independent as elements of \( HH^2(J(Q)[\ell^{-1}]) \), since \( HH^*(J(Q)[\ell^{-1}]) \) is the free graded commutative algebra generated by \( N^\text{out}_C \) over \( \mathbb{Z}[\ell^{-1}] \). Hence, the same is true for them as elements of \( HH^2(J(Q))_\Lambda \), implying they span the homogeneous subspace

\[
HH^2(J(Q))_\Lambda = \partial_n \cup N^\text{out}_C.
\]

Case 5: \( \alpha \in H_1(\Sigma, \mathbb{Z}) \), \( n_i \geq 0 \) for all \( i \)

The dimension of

\[
\ker(\Delta : HH^1(J(Q))_\Lambda \to HH^0(J(Q))_\Lambda)
\]

is 2, while the injective image of

\[
HH^3(J(Q))_\Lambda = x_n \ell^n \cdot N^\text{out}_C \cup N^\text{out}_C \cup N^\text{out}_C
\]

under \( \Delta \) has dimension 1. Hence,

\[
dim \mathbb{C}HH^2(J(Q))_\Lambda = 3.
\]

The same argument as for the preceding case then shows that

\[
HH^2(J(Q))_\Lambda = x_n \ell^n \cdot N^\text{out}_C \cup N^\text{out}_C.
\]

\[\square\]

As is well known, the second Hochschild cohomology of an associative algebra classifies its infinitesimal deformations up to gauge equivalence (see e.g. [5]). In fact, deformations of \( J(Q) \) within the class of Calabi–Yau algebras can be identified using the BV differential. For each \( \Phi \in HH_0(\mathbb{C}Q) \), a new algebra is obtained by infinitesimally perturbing the superpotential of the Jacobi algebra in the direction of \( \Phi \),

\[
(27) \quad J(Q, \Phi_0 + h \Phi) := \mathbb{C}Q[h]/(h^2, \partial_n (\Phi_0 + h \Phi) | a \in \mathcal{Q}_1).
\]

The second cohomology class corresponding to \( \Phi \) under the composition

\[
(28) \quad HH_0(\mathbb{C}Q) \xrightarrow{\Phi} HH_0(J(Q)) \xrightarrow{\partial} HH^3(J(Q)) \xrightarrow{\Delta} HH^2(J(Q)) \xrightarrow{\Phi},
\]

is precisely that of \( J(Q, \Phi_0 + h \Phi) \) ([18] Proposition 2.1.5).
Proposition 4.20. Suppose \( Q \) is a zigzag consistent dimer in a torus. The first order Calabi–Yau deformations of the Jacobi algebra are of the form \( (27) \) where \( \Phi \in HH_0(\mathbb{C}Q) \) is a linear combination of cycles of the following types:

1. a multiple of a boundary cycle, depending up to gauge equivalence on the homology and perfect matching degrees;
2. a minimal closed cycle of homology in \( \text{Int} \sigma_i \) for some \( 1 \leq i \leq N \), depending up to gauge equivalence only on the homology class;
3. \( O^+(Z_{i,j})^n \), where \( 1 \leq i \leq N \), \( 1 \leq j \leq m_i \), and \( n \in \mathbb{Z}_{>0} \).

Proof. The classes in \( HH^2(J(Q)) \) corresponding to Calabi–Yau deformations are those in the subspace \( (18) \)

\[ \text{Ker}(\Delta : HH^2(J(Q)) \to HH^1(J(Q))). \]

Exactness of \( (24) \) means this subspace equals

\[ Im(\Delta : HH^3(J(Q)) \to HH^2(J(Q))), \]

so in fact every first order Calabi–Yau deformation is a deformation of the superpotential. Our computation of \( HH_0(J(Q)) \) (Theorem 4.15) then determines the gauge equivalence classes of the deformations. A cycle in \( \mathbb{C}Q \) of the first type maps to \( \mathbb{C}Q[\hbar] \)

\[ \frac{\mathbb{C}Q[\hbar]}{\langle h^2, \partial_n(\Phi_0 + hO^+(Z_{i,j})) \mid a \in Q_1 \rangle}, \]

If \( a \) is an arrow not in \( O^+(Z_{i,j}) \), then the relation \( (2) \) is unchanged from before,

\[ \partial_n(\Phi_0 + hO^+(Z_{i,j})) = R_a^+ - R_a^- . \]

However, if \( a \in O^+(Z_{i,j}) \), then the relation is perturbed by the path that completes \( a \) to the antizigzag: if \( a a_1 \ldots a_m, a_k \in Q_1 \)

represents the cycle \( O^+(Z_{i,j}) \in HH_0(\mathbb{C}Q) \) at \( t(a) = h(a_m) \), then

\[ \partial_n(\Phi_0 + hO^+(Z_{i,j})) = R_a^+ - R_a^- + h a_1 \ldots a_m. \]

4.5. Batalin–Vilkovisky structure. In the following, \( Q \) is assumed to be a zigzag consistent dimer embedded in a torus.

4.5.1. BV operator. First, we determine how the BV operator and the Gerstenhaber bracket evaluate on \( HH^1(J(Q)) \).

Proposition 4.21. Suppose \( Q \) is a zigzag consistent dimer in a torus. For all \( H_1(\Sigma, \mathbb{Z}) \times \mathbb{Z}^{PM(Q)} \)-homogeneous \( f \in \mathbb{Z}, 1 \leq i, j \leq N, \alpha \in \text{Int} \sigma_i \), and \( \beta \in \text{Int} \sigma_j \),

1. \( \Delta(f\delta_i) = (1 + \deg_{\mathcal{P}_i}(f)) f; \)
2. \( \Delta(\partial_n) = 0; \)
3. \( \{\partial_n, f\} = \deg_{\mathcal{P}_i}(f) f; \)
4. \( \{\partial_n, f\} = \deg_{\mathcal{P}_i}(f) x_{\alpha} \ell^{-1} f; \)
5. \( \{\partial_i, \partial_j\} = 0; \)
6. \( \{\partial_i, \partial_j\} = (\deg_{\mathcal{P}_i}(x_{\beta}) - 1) \partial_n; \)
Moreover, it is easily checked that doing the computation of the BV operator.

Recall that the map \( \Psi \) (Theorem 2.13) was defined for a choice of basepoint \( v_0 \), and so that are generated by \( H \) can be deduced from the fact that \( \Delta \) preserves the degree 0 elements. The element \( \alpha \) of degree 1 in any \( \pi \) of the cocycle \( \pi \) is sent to the Euler vector field weighted by the cohomology class \( (\delta x, y, z) = 1 \). A similar computation shows \( \Delta \) sends \( \delta x_x \) to the class \( (\delta x_x, y, z) = 1 \) in any \( \pi \).

Formulas (3) and (4) follow immediately from the definition of the Gerstenhaber bracket. Then identity (14) can be used to obtain formula (1) for general homogeneous coefficient \( f \) in \( \mathcal{Z} \).

On the cochain level, for homogeneous \( f, g \in \mathcal{Z}[\ell^{-1}] \) and \( \mathcal{P}, \mathcal{P}' \in PM(\mathcal{Q}) \), we have the general formula

\[
\{ f E\mathcal{P}, g E\mathcal{P}' \} = \deg_p(g) f g E\mathcal{P}' - \deg_p(f) f g E\mathcal{P}
\]

from which formulas (5), (6), and (7) are easily obtained.

Proposition 4.21 and the identities (5) and (14) determine \( \Delta \) on the parts of \( HH^2(J(\mathcal{Q})) \) and \( HH^3(J(\mathcal{Q})) \) that are generated by \( HH^1(J(\mathcal{Q})) \) and \( HH^0(J(\mathcal{Q})) \). As for the remainder, the exact sequence (24) and formula (20) give

\[
\Delta(x^n_i \psi_{i,j}) = \begin{cases} 
0 & \text{if } n = 0 \\
n x^{n-1}_i \psi_{i,j} & \text{if } n \geq 1.
\end{cases}
\]

The fact that \( \Delta^2 = 0 \) implies

\[
\Delta(x^n_i \psi_{i,j}) = 0,
\]

completing the computation of the BV operator.

4.5.2. Products \( HH^0(J(\mathcal{Q})) \cup HH^1(J(\mathcal{Q})) \to HH^1(J(\mathcal{Q})) \). We have only to describe the action of \( \mathcal{Z} \) on the subspace of \( HH^1(J(\mathcal{Q})) \) complementary to \( \mathcal{Z} \cup N^\sigma_{\text{out}} \), which is spanned by the \( \partial_\alpha \). Let \( \alpha \in \text{Int} \sigma_i \) and \( \beta \in H_1(\Sigma, \mathbb{Z}) \setminus \{0\} \), and suppose \( \alpha + \beta \in \sigma_j \). Observe

\[
x_{\alpha} x_{\alpha} \ell^{-1} E\mathcal{P}_i = x_{\alpha+\beta} \ell^{\deg_p(x_\alpha)+\deg_p(x_\beta)-1} E\mathcal{P}_i,
\]

and so

\[
x_{\alpha} \cdot \partial_\alpha = \begin{cases} 
\partial_{\alpha+\beta} & \text{if } \beta \in \sigma_i \\
x_{\alpha+\beta} \ell^{\deg_p(x_\alpha)+\deg_p(x_\beta)-1} \partial_\ell & \text{otherwise}.
\end{cases}
\]

Moreover, it is easily checked that

\[
\ell \cdot \partial_\alpha = x_\alpha \cdot \partial_\ell.
\]
4.5.3. **Products** $HH^0(J(Q)) \cup HH^2(J(Q)) \to HH^3(J(Q))$. After the preceding calculations, we have only to describe the action of $Z$ on the subspace of $HH^2(J(Q))$ complementary to $Z \cup N_C^{\text{out}} \cup N_C^{\text{out}}$ and $\partial_a \cup N_C^{\text{out}}$. By Lemma 4.18,

$$f \cdot \psi_{i,j} = \Delta(f \cdot x_{i,j}) - x_{i,j} \Delta(f \cdot \theta)$$

where $f \in Z$ is a homogeneous central element and $v \in E_{i,j}$. The formulas for $\Delta$ and the identities (23) can be used to write the expression for various $f$ explicitly in terms of our basis.

4.5.4. **Products** $HH^1(J(Q)) \cup HH^1(J(Q)) \to HH^2(J(Q))$. We only need to calculate products of the form $\partial_a \cup \partial_j$ in terms of our basis for $HH^2(J(Q))$ in Theorem 4.19.

**Proposition 4.22.** Suppose $Q$ is a zigzag consistent dimer in a torus. For $\alpha \in \text{Int } \sigma_i$ and $\beta \in \text{Int } \sigma_j$ with $i \leq j$,

$$\partial_a \cup \partial_j = \begin{cases} 0 & \text{if } \deg_{P_j}(x_\alpha) = \deg_{P_j}(x_\beta) = 0 \\
\partial_a \cup \partial_{a+\beta} & \text{if } \deg_{P_j}(x_\alpha) = \deg_{P_j}(x_\beta) = 1, \alpha + \beta \in (\eta_{i+1}) \\
x_\alpha x_\beta \ell^{\deg_{P_j}(x_\alpha) + \deg_{P_j}(x_\beta) - 1} \partial_i \cup \partial_j & \text{if } \deg_{P_j}(x_\alpha), \deg_{P_j}(x_\beta) > 1, \alpha + \beta \in \sigma_k \end{cases}$$

**Proof.** On the cochain level, the product $\partial_a \cup \partial_j$ is represented by $x_\alpha x_\beta \ell^{-2} E_{P_i} \cup E_{P_j}$.

**Case 1:** $\deg_{P_j}(x_\alpha) = \deg_{P_j}(x_\beta) = 0$.

The element $\partial_a \cup \partial_j$ has degree $-2$ in $P_i = P_j$ and so must be trivial.

**Case 2:** $\deg_{P_j}(x_\alpha) = \deg_{P_j}(x_\beta) = 1$.

Then $\deg_{P_j}(x_\alpha x_\beta) = \deg_{P_j}(x_\alpha x_\beta) = 1$, so

$$x_\alpha x_\beta = x_\alpha x_\beta \ell$$

and $x_{\alpha+\beta}$ is killed by both $P_i$ and $P_j$. Hence, they must be consecutive corner matchings in $MP(Q)$: $j = i+1$ and $\alpha + \beta = n \cdot \eta_{i+1}$ for some $n \geq 1$. Observe that

$$\deg_{P_j}(x_\alpha), \deg_{P_j}(x_\beta) \geq m_{i+1},$$

since a closed path of homology $\alpha$ or $\beta$ must intersect each zigzag cycle of homology $-\eta_{i+1}$. So the assumption that both degrees equal 1 implies $m_{i+1} = 1$, i.e., there is only one zigzag cycle of homology $-\eta_{i+1}$. The cocycle

$$x_\alpha x_\beta \ell^{-2} E_{P_i} \cup E_{P_j} = x_\alpha^0 \ell^{-1} E_{P_i} \cup E_{P_{i+1}},$$

represents the cohomology class $x_\alpha^0 \ell^{-1} \psi_{i+1,1}$.

**Case 3:** $\deg_{P_j}(x_\alpha) = 1, \deg_{P_j}(x_\beta) > 1$.

As in the preceding case, $P_j$ kills the element $x_{\alpha+\beta}$, but in this instance, it is the unique perfect matching that does so. Thus, $\alpha + \beta \in \text{Int } \sigma_j$ and

$$x_\alpha x_\beta \ell^{-2} E_{P_i} \cup E_{P_j} = x_\alpha x_\beta \ell^{-1} E_{P_i} \cup E_{P_j},$$

representing the cohomology class $\partial_a \cup \partial_{a+\beta}$.

**Case 4:** $\deg_{P_j}(x_\alpha), \deg_{P_j}(x_\beta) > 1$.

The product $x_\alpha x_\beta$ is a multiple of at least $\ell^2$, so

$$\partial_a \cup \partial_j = x_\alpha x_\beta \ell^{\deg_{P_j}(x_\alpha) + \deg_{P_j}(x_\beta) - 1} \partial_i \cup \partial_j$$

where $\alpha + \beta \in \sigma_k$. 

\[\square\]
4.5.5. Products $HH^1(J(Q)) \cup HH^2(J(Q)) \to HH^3(J(Q))$. The previous computations inform us how to take products of $HH^1(J(Q))$ with

$$Z \cup N^\text{out}_C \cup N^\text{out}_C, \quad \partial \alpha \cup N^\text{out}_C.$$

It is left to calculate products with the elements $\psi_{i,j}$.

**Proposition 4.23.** For $1 \leq i, k \leq N$ and $1 \leq j \leq m_i$,

$$\partial_k \cup \psi_{i,j} = \deg P_k(x_{\ell,j})x_{\ell,j} \theta_v$$

where $v \in E_{i,j}$. Moreover, if $\alpha \in \text{Int} \sigma_k$,

$$\partial k \cup \psi_{i,j} = \deg P_k(x_{\ell,j})x_{\alpha + n_i} \eta^\text{deg}_{\partial, (x_{\ell,j}) + \deg_{\partial, (x_{\ell,j}) - 1}} \theta_v$$

where $v \in E_{i,j}$ and $\alpha + \eta_i \in \sigma_k$.

**Proof.** Under Van den Bergh duality, the product

$$\partial_k \cup \psi_{i,j} = \partial_k \cup (x_{\ell,j} \cdot \theta_v)$$

is sent to

$$\partial_k \cap B([x_{\ell,j} \cdot v]) = \partial_k \cap [1 \otimes_k x_{\ell,j} \cdot v] = \deg P_k(x_{\ell,j})[x_{\ell,j} \cdot v].$$

The inverse of $\mathbb{D}$ maps this to

$$\deg P_k(x_{\ell,j})x_{\ell,j} \theta_v.$$

Replacing $\partial_k$ with $\partial_k$, we compute

$$\partial_k \cap [1 \otimes_k x_{\ell,j} \cdot v] = \deg P_k(x_{\ell,j})[x_{\alpha + n_i} \cdot \ell - 1 \cdot v] = \deg P_k(x_{\ell,j})[x_{\alpha + n_i} \eta^\text{deg}_{\partial, (x_{\ell,j})}]$$

assuming $\alpha + \eta_i \in \sigma_k$. The inverse of $\mathbb{D}$ maps this to

$$\deg P_k(x_{\ell,j})x_{\alpha + n_i} \eta^\text{deg}_{\partial, (x_{\ell,j}) - 1} \theta_v.$$

$\square$

4.6. **Example: mirror to four punctured sphere.** Consider the zigzag consistent dimer in a torus illustrated in Figure 6. There are four zigzag cycles, which coincide with the antizigzag cycles, represented by

$$a_1b_1, \ a_2b_1, \ a_2b_2, \ a_1b_2.$$

There are four perfect matchings, one for each arrow. The dimer dual has genus 0 and four vertices, determining the sphere with four punctures.

The minimal central elements corresponding to the antizigzags are

$$x_{\ell_1} = a_1b_2 + b_2a_1$$
$$x_{\ell_2} = a_1b_1 + b_1a_1$$
$$x_{\ell_3} = a_2b_1 + b_1a_2$$
$$x_{\ell_4} = a_2b_2 + b_2a_2.$$

In fact, they generate the entire center, subject to the single relation $\ell = x_{\ell_1}x_{\ell_3} = x_{\ell_2}x_{\ell_4}$:

$$HH^0(J(Q)) \cong Z \cong \mathbb{C}[x_{\ell_1}, x_{\ell_2}, x_{\ell_3}, x_{\ell_4}]/(x_{\ell_1}x_{\ell_3} - x_{\ell_2}x_{\ell_4}).$$

By Theorem 4.6 the first Hochschild cohomology is

$$HH^1(J(Q)) = Z \cup N^\text{out}_C \oplus \bigoplus_{i \in \mathbb{Z}/42} \mathbb{C} \cdot \partial_{m_{\ell_i} + n_{\ell_i} - 1}.$$

No two zigzag cycles are parallel, so in second cohomology, there is only one element $\psi_{i,1}$ for each $1 \leq i \leq 4$, represented by the cocycle

$$x_{\ell_i} \eta^{-1}E_{\ell_{i-1}} \cup E_{\ell_i} = x_{\ell_{i+2}}^{-1}E_{\ell_{i-1}} \cup E_{\ell_i}.$$
Then according to Theorem 4.19,
\[ HH^2(J(Q)) = \mathbb{Z} \cup N^\text{out}_C \cup N^\text{out}_C \oplus \bigoplus_{i \in \mathbb{Z}/4\mathbb{Z}, m,n > 0} \mathbb{C} \cdot \partial_{\eta_i + \eta_{i+1}} \cup N^\text{out}_C \oplus \mathbb{C}\{x^n_{\eta_i \psi_i} | i \in \mathbb{Z}/4\mathbb{Z}, n \geq 0\}. \]

Finally, in the presentation of Theorem 4.17, the third cohomology is
\[ HH^3(J(Q)) \cong \mathbb{Z} \cup N^\text{out}_C \cup N^\text{out}_C \cup N^\text{out}_C \oplus \bigoplus_{i \in \mathbb{Z}/4\mathbb{Z}, m,n > 0} \mathbb{C} \cdot \partial_{\eta_i + \eta_{i+1}} \cup N^\text{out}_C \cup N^\text{out}_C \]
\[ \oplus \mathbb{C}\{x^n_{\eta_i \psi_i} | i \in \mathbb{Z}/4\mathbb{Z}, n \geq 1\} \oplus \mathbb{C}\{\theta_v, \theta_w\}. \]

This can be written more simply in the form of Corollary 4.16,
\[ HH^3(J(Q)) \cong \mathbb{Z} \cdot \theta_v \oplus \mathbb{C} \cdot \theta_w \]
where \( f \cdot \theta_w = f \cdot \theta_v \) for any \( H_1(\Sigma, \mathbb{Z}) \times \mathbb{Z}^M(Q) \) homogeneous \( f \in \mathbb{Z} \setminus \mathbb{C} \). The kernel of the universal map
\[ L^* : HH^*(J(Q)) \to HH^*(J(Q)[\ell^{-1}]) \]
is the torsion
\[ \text{tor}_i(HH^*(J(Q))) = \mathbb{C} \cdot (\theta_v - \theta_w). \]

5. Hochschild Cohomology of the Category of Matrix Factorizations

According to Theorem 2.17, the compactly supported Hochschild cohomology and the Borel–Moore Hochschild homology of \( MF(J(Q), \ell) \) are isomorphic to those of the curved algebra \((J(Q), \ell)\). We compute them by the same spectral sequence used by Căldăraru–Tu[13], who address the case of a Landau-Ginzburg model describing an isolated hypersurface singularity. It is in the arguments for degeneration of the spectral
sequence that properties specific to the Jacobi algebra are needed. Throughout, \( \mathcal{Q} \) is assumed to be a zigzag consistent dimer that admits a perfect matching.

5.1. Borel–Moore homology and compactly supported cohomology. Let \( A = J(\mathcal{Q}) \). A double complex supported above the diagonal is obtained by letting

\[
C_{i,j} = \begin{cases} A \otimes A^\otimes(j-i) & \text{if } j \geq i \\ 0 & \text{otherwise,} \end{cases}
\]
equipped with \( d_A \) as the vertical differential and \( \mathcal{L}_\ell = d_\ell \) as the horizontal differential \([4] \).

\[
\begin{array}{cccc}
\vdots & \vdots & \vdots & \\
A \otimes A^\otimes3 & A \otimes A^\otimes2 & A \otimes A & A \\
d_\ell & d_\ell & d_\ell & d_\ell \\
A \otimes A^\otimes2 & A \otimes A & A & 0 \\
d_\ell & d_\ell & d_\ell & \\
A & A & 0 & \\
d_\ell & d_\ell & & \\
\vdots & \vdots & \vdots & \\
\end{array}
\]

Note that \( C_{s,s} \) is 2-periodic along the \( i = j \) diagonal. Modulo 2, each homogeneous subspace of the direct product totalization \( \text{Tot}^H(C_{s,s}) \) coincides modulo 2 with the homogeneous subspace of \( C_{s,s}^{BM}(A) \) of the same parity. Therefore,

\[
H^*(\text{Tot}^H(C_{s,s})) = H_*^{BM}(A, \ell) \mod 2.
\]

The periodicity can be leveraged to reduce the computation essentially to the first quadrant. Let \( C_{s,s}^+ \) be the truncation

\[
C_{i,j}^+ = \begin{cases} A \otimes A^\otimes(j-i) & \text{if } j \geq i \geq 0 \\ 0 & \text{otherwise.} \end{cases}
\]

For \( r \in \mathbb{N} \), let \( C_{s,s}^+[2r] \) denote the complex shifted by \( 2r \) along the \( i = j \) diagonal (in the direction of the third quadrant). If \( s > r \), then \( C_{s,s}^+[2r] \) is a quotient of \( C_{s,s}^+[2s] \) by the subcomplex consisting of terms \( C_{i,j} \) for which \(-2s \leq i < -2r \) or \(-2s \leq j < -2r \). Thus, there are quotient maps on the totalizations

\[
\text{Tot}(C_{s,s}^+[2s]) \to \text{Tot}(C_{s,s}^+[2r]), \quad s > r \geq 0.
\]

Here, we ignore the distinction between direct product and direct sum totalizations since they coincide for the truncated complexes. The inverse system \( \{ \text{Tot}(C_{s,s}^+[2r]) \mid r \in \mathbb{N} \} \) has limit \( \text{Tot}^H(C_{s,s}) \), and because it satisfies the Mittag-Leffler condition \([35] \text{Theorem } 3.5.8 \) there is an exact sequence

\[
0 \to \lim \lim H^{i+1}(\text{Tot}(C_{s,s}^+[2r])) \to H^i(\text{Tot}^H(C_{s,s})) \to \lim H^i(\text{Tot}(C_{s,s}^+[2r])) 
\]

for all \( i \in \mathbb{Z} \). The symbol \( \lim \lim \) denotes the first derived functor of the inverse limit. Since \( H^i(\text{Tot}(C_{s,s}^+[2r])) = H^{i+2r}(\text{Tot}(C_{s,s})) \), the Borel–Moore Hochschild homology is determined from \([20] \) by the first quadrant complex.

Lemma 5.1. Suppose \( \mathcal{Q} \) is a zigzag consistent dimer embedded in \( \Sigma \) and admitting a perfect matching.

1. If \( \Sigma \) has genus \( g > 1 \), then

\[
HH^0(J(\mathcal{Q})) / \{ \ell, HH^1(J(\mathcal{Q})) \} \cong \mathbb{C}.
\]
(2) If \( \Sigma \) has genus \( g = 1 \), then
\[
HH^0(J(Q)) / \{ \ell, HH^1(J(Q)) \} \cong \mathbb{C}[x_{\eta_1}, \ldots, x_{\eta_N}]/(x_{\eta_i}x_{\eta_j} | i \neq j).
\]

Proof. For any \( P \in PM(Q) \) and central element \( f \),
\[
(30) \quad \{ \ell, fE_P \} = f\ell.
\]
If \( \Sigma \) has genus \( g > 1 \), the center is \( \mathbb{C}[\ell] \) (Proposition 4.6). The above formula implies that
\[
\ell \cdot \mathbb{C}[\ell] \subset \{ \ell, HH^1(J(Q)) \}.
\]

On the other hand, the boundary cycles of \( Q \) have path length at least 3, so the image of \( \ell \) under any derivation of \( J(Q) \) must have filtered degree at least 2 in the filtration of \( J(Q) \) by path length. Therefore, the reverse inclusion holds, meaning
\[
HH^0(J(Q)) / \{ \ell, HH^1(J(Q)) \} = \mathbb{C}[\ell]/\ell \cdot \mathbb{C}[\ell] \cong \mathbb{C}.
\]

If \( \Sigma \) has genus \( g = 1 \), Theorem 4.6 and formula (30) imply that \( \ell \) and the minimal elements
\[
x_{\alpha}, \alpha \in \text{Int} (\sigma_i), \quad 1 \leq i \leq N
\]
generate the image \( \{ \ell, HH^1(J(Q)) \} \). Hence, the quotient is generated by the powers of the minimal elements associated to the antizigzag cycles. \( \square \)

**Proposition 5.2.** Suppose \( Q \) is a zigzag consistent dimer admitting a perfect matching. There is an isomorphism of \( \mathbb{Z}/2\mathbb{Z} \)-graded vector spaces
\[
(31) \quad HH^BM_*(MF(J(Q), \ell)) \cong H^*(HH_*(J(Q)), L_\ell)
\]
\[
HH^*_{ext}(MF(J(Q), \ell)) \cong H^*(HH^*(J(Q)), \{ \ell, - \})
\]

Proof. Let \( E^2_{*,*} \) be the homological spectral sequence for the first quadrant double complex \( C^+_{*,*} \), with respect to the vertical filtration. The entries of \( E^1_{*,*} \) are the Hochschild homology groups of \( J(Q) \), and the differential is \( L_\ell \).

\[
\begin{array}{cccccc}
0 & \longrightarrow & HH_3(J(Q)) & \xleftarrow{L_\ell} & HH_2(J(Q)) & \xleftarrow{L_\ell} & HH_1(J(Q)) & \xleftarrow{L_\ell} & HH_0(J(Q)) & \longrightarrow & \cdots \\
0 & \longrightarrow & HH_2(J(Q)) & \xleftarrow{L_\ell} & HH_1(J(Q)) & \xleftarrow{L_\ell} & HH_0(J(Q)) & \longrightarrow & 0 & \longrightarrow & \cdots \\
0 & \longrightarrow & HH_1(J(Q)) & \xleftarrow{L_\ell} & HH_0(J(Q)) & \longrightarrow & 0 & \longrightarrow & \cdots \\
0 & \longrightarrow & HH_0(J(Q)) & \longrightarrow & 0 & \longrightarrow & \cdots \\
\end{array}
\]

Evidently, the only possible nonzero components of the differential on \( E^2_{*,*} \) are
\[
d^2_{i,j} : Ker(L_\ell : HH_0(J(Q)) \rightarrow HH_1(J(Q))) \rightarrow Coker(L_\ell : HH_2(J(Q)) \rightarrow HH_3(J(Q))).
\]
The differentials \( d_A \) and \( L_\ell \) have degree 0 in \( H_1(\Sigma, \mathbb{Z}) \) and degree 1 in all perfect matchings, so \( d^2_{*,*} \) has degree 0 in \( H_1(\Sigma, \mathbb{Z}) \) and degree 2 in all perfect matchings. Consequently, the image of \( d^2_{i,j} \) must be concentrated in perfect matching degrees greater than or equal to 2. However, Van den Bergh duality induces an isomorphism
\[
\overline{\mathcal{D}} : HH^0(J(Q)) / \{ \ell, HH^1(J(Q)) \} \longrightarrow HH_3(J(Q)) / L_\ell((HH_2(J(Q)))).
\]
According to Lemma 3.3 \( \overline{\mathcal{D}} \) has degree 0 in \( H_1(\Sigma, \mathbb{Z}) \) and degree 1 in all perfect matchings. We deduce from Lemma 5.1 that the subspace of
\[
Coker(L_\ell : HH_2(J(Q)) \rightarrow HH_3(J(Q)))
\]
lying in perfect matching degrees greater than or equal to 2 is trivial. Therefore, the differential \( d^2_{*,*} \) is 0, and the spectral sequence degenerates at the second page.
For \( r \geq 2 \),
\[
H^{i+2r}(\text{Tot}(C^{\ast}_{\ast,n})) \cong \begin{cases} 
H^{\text{even}}(HH_{\ast}(J(Q)), \mathcal{L}_t) & \text{if } i \equiv 0 \text{ mod } 2 \\
H^{\text{odd}}(HH_{\ast}(J(Q)), \mathcal{L}_t) & \text{if } i \equiv 1 \text{ mod } 2,
\end{cases}
\]
and so
\[
\lim H^{\ast}(\text{Tot}(C^{\ast}_{\ast,n}[2r])) = H^{\ast}(HH_{\ast}(J(Q)), \mathcal{L}_t).
\]

Because the projections
\[
H^{\ast}(\text{Tot}(C^{\ast}_{\ast,n}[2s])) \to H^{\ast}(\text{Tot}(C^{\ast}_{\ast,n}[2r]))
\]
are isomorphisms for \( s > r \geq 2 \), the inverse system \( \{H^{\ast}(\text{Tot}(C^{\ast}_{\ast,n}[2r]) \mid r \in \mathbb{N} \} \) satisfies the Mittag-Leffler condition (35 Theorem 3.5.8), ensuring that
\[
\lim H^{\ast}(\text{Tot}(C^{\ast}_{\ast,n})[2r]) = 0
\]
in all degrees. As a result, (32) gives the desired description of the Borel–Moore Hochschild homology of \( MF(J(Q), \ell) \).

The computation of compactly supported Hochschild cohomology follows more easily. The relevant double complex is
\[
C^{i,j} = \begin{cases} 
\text{Hom}(A^{\oplus (i-j)}, A) & \text{if } j \leq i \\
0 & \text{otherwise.}
\end{cases}
\]
equipped with vertical differential \( d_A \) and horizontal differential \( \{\ell, -\} \) [35]. Since compactly supported cohomology is a direct sum totalization, there is no need for truncating and taking inverse limits: the spectral sequence with respect to the vertical filtration converges to it. The same argument as above involving the gradings shows that the spectral sequence collapses at the second page. \( \square \)

We can now use our explicit description of \( HH^{\ast}(J(Q)) \) in the case of a toric dimer to compute the cohomology in Proposition 5.2. In fact, we can compute the multiplicative structure on \( HH_{\ast}^{\ast}(MF(J(Q), \ell)) \) endowed by the spectral sequence. To establish notation, fix a vertex \( v_0 \), and let \( Q_0^\ast = Q_0 \setminus \{v_0\} \). It may be assumed that, for each homology \( \eta_i \), the zigzag cycles are ordered so that \( v_o \in E_{i,1} \). Then in the cohomology (31), for each \( 1 \leq i \leq N \) and \( 1 < j \leq m_i \), let
- \( X_i \) denote the class of \( x_{\eta_i} \),
- \( \Psi_{i,j} \) denote the class of \( \psi_{i,j} - \psi_{i,1} \),
- \( \Theta_v \) denote the class of \( \theta_v - \theta_{v_0} \) where \( v \in Q_0^\ast \),
- and \( U, V \) respectively denote the classes of \( \partial_r - \partial_t \), \( \partial_s - \partial_t \)
for fixed \( 1 \leq r < s < t \leq N \).

Theorem 5.3. Suppose \( Q \) is a zigzag consistent dimer a torus. There is an isomorphism of algebras
\[
HH_{\ast}^{\ast}(MF(J(Q), \ell)) = \frac{\mathbb{C}[X_i, \Psi_{i,j}, U, V, \Theta_v \mid 1 \leq i \leq N, 1 < j \leq m_i, v \in Q_0^\ast]}{(R)}
\]
where \( X_i \) and \( \Psi_{i,j} \) are even variables; \( U, V \), and \( \Theta_v \) are odd variables; and \( R \) is the vector space generated by
- \( X_i X_j \) for all \( i \neq j \);
- \( \Psi_{i,j} \psi_{k,l} \) for all \( i, j, k, l \);
- \( X_i \psi_{j,k} \) for all \( i, j, k, l \);
- \( (\deg_{P_i}(X_i) - \deg_{P_i}(X_i))X_i U - (\deg_{P_i}(X_i) - \deg_{P_i}(X_i))X_i V \) for all \( i \);
- \( X_i \Theta_v \) for all \( i \) and \( v \in E_{i,1} \);
- \( \Psi_{i,j} U - (\deg_{P_i}(X_i) - \deg_{P_i}(X_i))X_i \Theta_v \) for all \( i, j \) and \( v \in E_{i,j} \);
- \( \Psi_{i,j} V - (\deg_{P_i}(X_i) - \deg_{P_i}(X_i))X_i \Theta_v \) for all \( i, j \) and \( v \in E_{i,j} \);
- \( \psi_{i,j} \Theta_v \) for all \( i, j \) and \( v \in Q_0^\ast \);
- \( U V, U \Theta_v \), and \( V \Theta_v \) for all \( v \in Q_0^\ast \).
Proof. To determine $HH^s_*(MF(J(Q), \ell))$ additively, we simply evaluate the differential \{\ell, - \} on each cohomology group $HH^s(J(Q))$ using the identities \[(8)\] and the formulas in \[(4, 5)\]

$$\{\ell, - \}: HH^3(J(Q)) \to HH^2(J(Q))$$

For all $1 \leq i < j \leq N$, $1 \leq p \leq N$, $f \in Z$, $\alpha \in \text{Int} \sigma_i$, $n \geq 0$, and $v \in \mathcal{Q}_0$, observe

\begin{equation}
\{\ell, f\partial_i \cup \partial_j \cup \partial_k \} = f\ell(\partial_i \cup \partial_j - \partial_i) + \partial_k \cup \partial_j \cup \partial_k) \nonumber
\end{equation}

\begin{equation}
\{\ell, \partial_v \cup \partial_j \cup \partial_k \} = x_\alpha (\partial_i \cup \partial_j - \partial_i) + \partial_k \cup \partial_j \cup \partial_k) \nonumber
\end{equation}

\begin{equation}
\{\ell, x_n^{v\theta_v} \} = \lambda_{i,j,k} x_n^{\alpha} (\partial_i \cup \partial_j - \partial_i) + \partial_k \cup \partial_j \cup \partial_k). \nonumber
\end{equation}

So \{\ell, - \} is injective when restricted to the subspaces

$$Z \cup N^\text{out}_C \cup N^\text{out}_C \cup N^\text{out}_C, \quad \partial_v \cup N^\text{out}_C \cup N^\text{out}_C.$$ 

However, the last evaluation in \[(33)\] is independent of the vertex $v$, so differences of the form

$$x_n^v (\theta_v - \theta_v), \quad n \geq 0$$

span the kernel. Hence,

$$H^3(HH^*(J(Q)), \{\ell, - \} \cong \mathbb{C}\{\Theta_v | v \in \mathcal{Q}_0^+\} \oplus \mathbb{C}\{X^n \Theta_v | 1 \leq i \leq 2, 1 < j \leq m_i, n > 0, v \in \mathcal{E}_{i,j}\}.$$ 

$$\{\ell, - \}: HH^2(J(Q)) \to HH^1(J(Q))$$

For all $1 \leq i < j \leq N$, $1 \leq p \leq N$, $1 \leq q \leq m_p$, $f \in Z$, $\alpha \in \text{Int} \sigma_i$, and $n \geq 0$, observe

\begin{equation}
\{\ell, f\partial_i \cup \partial_j \} = f\ell(\partial_j - \partial_i) \nonumber
\end{equation}

\begin{equation}
\{\ell, \partial_v \cup \partial_j \} = x_\alpha (\partial_j - \partial_i) \nonumber
\end{equation}

\begin{equation}
\{\ell, x_n^{v\psi_{p,q}} \} = \lambda_{i,j,k} (\deg_{\partial_p}(x_{n\psi}) - \deg_{\partial_p}(x_{n\psi})) x_n^{\alpha+1}(\partial_i - \partial_k) \nonumber
\end{equation}

\begin{equation}
+ \lambda_{i,j,k} (\deg_{\partial_p}(x_{n\psi}) - \deg_{\partial_p}(x_{n\psi})) x_n^{\alpha+1}(\partial_j - \partial_k), \nonumber
\end{equation}

the factor $\lambda_{i,j,k}$ coming from \[(28)\]. Comparing to \[(33)\], we see

$$\text{Ker} \{\ell, - \} : Z \cup N^\text{out}_C \cup N^\text{out}_C \to Z \cup N^\text{out}_C = \{\ell, HH^3(J(Q))\}. \text{Moreover, the map \{\ell, - \} is injective on the subspace}$$

$$\bigoplus_{\alpha \in \text{Int} \sigma_i} \partial_v \cup N^\text{out}_C$$

The last evaluation in \[(34)\] is independent of the index $s$, so the kernel of \{\ell, - \} in degree 2 is spanned by elements of the form

$$x_n^v (\psi_{p,q} - \psi_{p,1}), \quad n \geq 0.$$ 

Therefore,

$$H^2(HH^*(J(Q)), \{\ell, - \}) \cong \mathbb{C}\{X^n \Psi_{p,q} | 1 \leq p \leq N, 1 < q \leq m_i, n \geq 0\}.$$ 

$$\{\ell, - \}: HH^1(J(Q)) \to HH^0(J(Q))$$

The cokernel of this map is calculated in Lemma \[(5, 1)\]

$$H^0(HH^*(J(Q)), \{\ell, - \}) \cong \mathbb{C}[X_1, \ldots, X_N] / (X_i X_j | i \neq j).$$
From Proposition 4.21 the kernel is spanned by elements of the form
\[ f(\partial_1 - \partial_2) \]
where \( f \in \mathcal{Z} \). The formulas (34) indicate that all such elements with \( f \in \ell \cdot \mathcal{Z} \) or \( f = x_\alpha \) for some \( \alpha \in \text{Int} \sigma_i \) lie in \( \{ \ell, HH^2(J(\mathcal{Q})) \} \). So the quotient is spanned by the elements of the form
\[ x_{n_i}^\alpha(\partial_r - \partial_q), \ x_{n_i}^\alpha(\partial_r - \partial_q), \ n \geq 0, \]
subject to the relation imposed by the last identity of (34). Hence,
\[ H^1(HH^*(J(\mathcal{Q})), \{ \ell, - \}) = \frac{\mathbb{C}\{X_i^\alpha U, X_i^n V \mid 1 \leq i \leq N, n \geq 0\}}{\mathbb{C}\{(\text{deg}_{\mathcal{P}_i}(X_i) - \text{deg}_{\mathcal{P}_i}(X_i))X_i^\alpha U - (\text{deg}_{\mathcal{P}_i}(X_i) - \text{deg}_{\mathcal{P}_i}(X_i))X_i^n V \mid n \geq 1\}} \]

We have thus obtained the desired additive description of \( HH^*(MF(J(\mathcal{Q}), \ell)) \). The product structure descends from that on \( HH^*(J(\mathcal{Q})) \) and is easily deduced from the formulas in [4.5].

**Corollary 5.4.** Suppose \( \mathcal{Q} \) is a zigzag consistent dimer in a torus. There is an additive isomorphism
\[ HH^B_{VF}(MF(J(\mathcal{Q}), \ell)) = \frac{\mathbb{C}\{X_i, \Psi_{i,j}, U, V, \Theta_\alpha \mid 1 \leq i \leq N, 1 < j \leq m_i, v \in \mathcal{Q}^* \}}{(\mathcal{R})} \]
where \([1]\) denotes the parity shift.

**Proof.** Van den Bergh duality establishes an isomorphism
\[ H^*(HH^*(J(\mathcal{Q})), \{ \ell, - \}) \cong H^{3-*}(HH^3_{-\ell}(J(\mathcal{Q})), \mathcal{L}_\ell) \]

\[ \square \]

The compactly supported cohomology actually inherits a BV algebra structure from the complex (31), since the differential \{ \ell, - \} commutes with \( \Delta \). Let \( \overline{\Delta} \) denote the BV operator on \( HH^*(MF(J(\mathcal{Q}), \ell)) \). From the formulas for \( \Delta \) established in [4.5] it is straightforward to evaluate \( \overline{\Delta} \) on the basis in Theorem 5.3.

**Theorem 5.5.** Suppose \( \mathcal{Q} \) is a zigzag consistent dimer in a torus. The BV operator \( \overline{\Delta} \) is trivial on \( HH^c_{VF}(MF(J(\mathcal{Q}), \ell)) \) and satisfies the following formulas on \( HH^c_{VF}(MF(J(\mathcal{Q}), \ell)) \):
\[ \begin{align*}
\overline{\Delta}(X_i^\alpha \Theta_\alpha) &= nX_i^{n-1}\Psi_{i,j} \text{ for all } 1 \leq i \leq N, 1 < j \leq m_i, v \in \mathcal{E}_{i,j}, \text{ and } n \geq 0; \\
\overline{\Delta}(X_i^\alpha U) &= n(\text{deg}_{\mathcal{P}_i}(X_i) - \text{deg}_{\mathcal{P}_i}(X_i))X_i^n \text{ for all } 1 \leq i \leq N \text{ and } n \geq 0; \\
\overline{\Delta}(X_i^\alpha V) &= n(\text{deg}_{\mathcal{P}_i}(X_i) - \text{deg}_{\mathcal{P}_i}(X_i))X_i^n \text{ for all } 1 \leq i \leq N \text{ and } n \geq 0.
\end{align*} \]

We note that the zigzag cycles, of which there are
\[ K := \sum_{i=1}^N m_i, \]
are in bijection with the even generators
\[ \{X_i, \Psi_{i,j} \mid 1 \leq i \leq N, 1 < j \leq m_i\} \]
as well as with the odd generators
\[ \{X_i(U + V), X_i \Theta_\alpha \mid 1 \leq i \leq N, 1 < j \leq m_i, v \in \mathcal{E}_{i,j}\}. \]

Dimer duality exchanges zigzag cycles and vertices but preserves the number of edges and the number of faces (12 §8). Therefore, the Euler characteristic of the dual to a toric dimer is
\[ 2 - 2g^\vee = K - \# \mathcal{Q}_0. \]
The odd generators \( U, V, \text{ and } \Theta_\alpha \) span a vector space of dimension
\[ \# \mathcal{Q}_0 + 1 = 2g^\vee + K - 1, \]
which is precisely the rank of the first cohomology of the punctured surface \( \Sigma^\vee \setminus Q_0^- \). Hence, we may recast the compactly supported cohomology of \( MF(J(Q), \ell) \) additively as

\[
HH^*(MF(J(Q), \ell)) \cong H^*(\Sigma^\vee \setminus Q_0^-) \oplus \bigoplus_{1 \leq i \leq K} Z_i^n \oplus \bigoplus_{1 \leq i \leq K} Z_i^n \xi_i,
\]

where the \( Z_i \) are even variables and the \( \xi_i \) are odd variables. The BV differential satisfies

\[
\Delta(Z_i^n \xi_i) = n Z_i^n
\]

and is trivial on all other components. This answer agrees with the symplectic cohomology of the punctured surface \( \Sigma \), giving strong evidence that the two kinds of Hochschild cohomology of the matrix factorization category coincide.

However, the multiplicative structures of the compactly supported and symplectic cohomologies are generally not the same. This is expected from the observation that, on the A-side, punctures are topologically independent, but on the B-side, zigzag cycles are grouped together according to first homology class. There is a filtration on \( SH^*(\Sigma^\vee \setminus Q_0^-) \) reflecting the degeneracy among zigzags in \( HH^*(MF(J(Q), \ell)) \), and the associated graded multiplicative structure coincides with that of the compactly supported cohomology.

5.2. Example: mirror to the four punctured sphere. Recall the zigzag consistent dimer in a torus in Figure 5. There are four zigzag cycles, no two of which are parallel. Fixing \( w = v_o \) as the reference vertex, we see the compactly supported cohomology is

\[
HH^*_c(MF(J(Q), \ell)) \cong \frac{\mathbb{C}[X_i, U, V, \Theta_{v_k} | 1 \leq i \leq 4]}{(R)} \cong H^*(\Sigma^\vee \setminus Q_0^-) \oplus \bigoplus_{1 \leq i \leq 4} \mathbb{C}X_i^n \oplus \bigoplus_{1 \leq i \leq 4} \mathbb{C}X_i^n(U + V).
\]

In this case, \( HH^*_c(MF(J(Q), \ell)) \) is isomorphic to the symplectic cohomology of the four punctured sphere as BV algebras.

5.3. Example: mirror to the five punctured sphere. Recall from Example 2.12 the suspended pinch-point (reproduced below), which is mirror to the five punctured sphere. The two zigzag cycles represented by the paths \( ag \) and \( cc \) are parallel, of homology \(-\eta_4\). Fixing \( v_1 \) as the reference vertex, the compactly supported cohomology is

\[
HH^*_c(MF(J(Q), \ell)) \cong \frac{\mathbb{C}[X_i, \Psi_{4,2}, U, V, \Theta_{v_k} | 1 \leq i \leq 4, k = 2, 3]}{(R)} \cong H^*(\Sigma^\vee \setminus Q_0^-) \oplus \bigoplus_{1 \leq i \leq 4} \mathbb{C}X_i^n \oplus \bigoplus_{0 \leq n} \mathbb{C}X_i^n \Psi_{4,2} \oplus \bigoplus_{1 \leq i \leq 4} \mathbb{C}X_i^n(U + V) \oplus \bigoplus_{1 \leq n} \mathbb{C}X_i^n \Theta_{v_2}.
\]

Notice that \( X_4 \Theta_{v_2} = X_4 \Theta_{v_3} \), since \( v_2 \) and \( v_3 \) are \( x_{\eta^4} \)-connected. The five even generators

\[
X_1, X_2, X_3, X_4, \Psi_{4,2}
\]

and the five odd generators

\[
X_1(U + V), X_2(U + V), X_3(U + V), X_4(U + V), X_4 \Theta_{v_2}
\]
correspond to the five zigzag cycles, or the five punctures of the mirror dual. As a \( \mathbb{Z}/2\mathbb{Z} \)-graded vector space equipped with the BV operator, \( HH^*_c(MF(J(Q), \ell)) \) agrees with the symplectic cohomology of the five punctured sphere. However, the multiplicative structures are not isomorphic, owing to the existence of parallel zigzag cycles.
DIMER MODELS AND HOCHSCHILD COHOMOLOGY

(a) $Q$

(b) $MP(Q)$

(c) The antizigzag fan

Figure 6. Mirror dual to the five punctured sphere
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