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Abstract—The transition away from carbon-based energy sources poses several challenges for the operation of electricity distribution systems. Increasing shares of distributed energy resources (e.g., renewable energy generators, electric vehicles) and internet-connected sensing and control devices (e.g., smart heating and cooling) require new tools to support accurate, data-driven decision making. Modelling the effect of such growing complexity in the electrical grid is possible in principle using state-of-the-art power-power flow models. In practice, the detailed information needed for these physical simulations may be unknown or prohibitively expensive to obtain. Hence, data-driven approaches to power systems modelling, including feed-forward neural networks and auto-encoders, have been studied to leverage the increasing availability of sensor data, but have seen limited practical adoption due to lack of transparency and inefficiencies on large-scale problems. Our work addresses this gap by proposing a data- and knowledge-driven probabilistic graphical model for energy systems based on the framework of graph neural networks (GNNs). The model can explicitly factor in domain knowledge, in the form of grid topology or physics constraints, thus resulting in sparser architectures and much smaller parameters dimensionality when compared with traditional machine-learning models with similar accuracy. Results obtained from a real-world smart-grid demonstration project show how the GNN was used to inform grid congestion predictions and market bidding services for a distribution system operator participating in an energy flexibility market.

Index Terms—Artificial intelligence; Internet of Things; Smart grid; Graph neural networks;

I. INTRODUCTION

The complexity of the electrical energy system is increasing with higher numbers of distributed devices for energy consumption, generation and storage. As an example, between 2007 and 2017, the European installed capacity of renewable energy almost doubled from 258 GW to 512 GW, primarily coming from new photovoltaic and wind generators [1]. The centralised architecture of electricity dispatch, generation and distribution is transitioning toward a more distributed orchestration of control, optimization and market services for the balancing of supply and demand. The Internet of Things (IoT) technology has seen massive deployment of interconnected sensing and control devices through residential, commercial and industrial settings. The growing volume and heterogeneity of data enables novel data services to support the need for automated, data-driven decision making that is ultimately required to coordinate such increasingly complex energy system.

Modelling the electrical grid is the foundation of many of the required smart data services for energy utilities. An energy system model provides for a digital, mathematical representation of the collective behavior of the complex set of interconnected assets, from consumers and generators up to distribution transformers and electrical substations through power lines and power-flow control devices. Traditionally, this model is obtained from physics-based sets of power flow equations [2] and informs several processes. Predictions (simulations) of the impact on the grid assets of observed and predicted (or desired) energy consumption and generation profiles can be assessed. Furthermore, the full state of the grid, that is the value of all electrical quantities at the grid assets, can be inferred from any available sensor data through a model inversion process known as state estimation [3]. Asset and sensor data anomalies can also be diagnosed based on statistical analysis of the deviation between the model inference and the sensor observations, a process known as residual analysis [2].

The increasing complexity of energy systems, however, makes the derivation of a sufficiently detailed and accurate mathematical model from first principles, with well-defined values for its electrical parameters, an often prohibitive task. The issue is particularly evident for medium- to low-voltage distribution grids, where the growing need for accurate modelling is more and more critical and, at the same time, up-to-date physical models and detailed electrical parameters are often either not available or inaccurate. At the same time, the increasing availability of sensor data from smart metering infrastructure or IoT devices, makes data-driven modelling approaches based on machine learning more appealing. Among others, solutions based on feed-forward neural networks and auto-encoders have been studied to solve power systems state-estimation and prediction [4], [5]. Not accounting for the domain knowledge often accompanying the sensor-data, in the form of grid connectivity of physics constraints, is however a strong limiting factor in the accuracy, transparency and, ultimately, practical applicability of these methods [6]. Knowledge-based systems have recently emerged to enrich

This research has received funding from the European Research Council under the European Unions Horizon 2020 research and innovation programme (grant agreement no. 731232).
IoT sensor data with a semantic reasoning layer that supports explicitly embedding domain knowledge into several machine learning tasks such as data exploration, feature engineering and model creation [7]–[11]. A promising research direction to create data-driven models for power systems that can be explicitly informed from knowledge-based systems is the use of probabilistic graphs [12]–[14]. Probabilistic graphical models provide for a natural way to represent structural relationships between the variables of a complex system based on domain knowledge such as electrical grid connectivity, known localised correlation structure or even physical equations. In order to overcome limitations of the existing approaches, requiring costly belief propagation algorithms often designed based on ad-hoc heuristics to solve the inference problem for specific structures of the graph or functional form of the probability densities, a fully data-driven approach is proposed here, based on the recently emerged framework of graph neural networks (GNNs) [15], [16]. The proposed GNN model was developed in order to enable congestion management and market bidding data services for a distribution system operator (DSO) participating in energy flexibility markets.

After an overview, in Section II of the data-analytic services that were developed in the context a smart-grid research project [17], Section III details the proposed modelling approach based on GNNs, underlying these services. Results from experiments during the live deployment of the data services at a pilot demonstration of the flexibility market are then discussed in Section IV. Conclusions and final remarks are given in Section V.

II. DATA SERVICES FOR ENERGY FLEXIBILITY MARKETS

A set of smart-grid technologies to enable an energy flexibility market was developed within the context of the research project GOFLEX, funded by the European Union and involving a consortium of energy utilities, technology providers and research institutions across Europe [17], [18]. The flexibility market enabled residential or industrial electrical prosumers (consumers and producers) to actively participate in the energy system by offering to sell the flexibility in their energy production and/or consumption processes. Distribution system operators (DSOs) offered to buy the available flexibility from the market in order to solve potential issues that might be caused by excessive distributed renewable energy generation, thus increasing the grid capacity margin without the need for expensive capital investments.

A set of specific data-analytic services, as shown in Fig. 1, were developed in order to enable the participation of energy utilities, such as DSOs, in the flexibility markets. Grid congestion prediction services estimate the future behavior, over a 24–48 hours window, of a number of electrical quantities of interest at important grid assets, along with the likelihood of them operating outside some user-defined threshold. Where instances of congestions are flagged, market bidding services estimate the corresponding amount of energy flexibility required at different points of the grid in order to avoid the predicted congestions. These specific use-cases of grid prediction and bidding data services are built on top of core machine-learning functionalities, including a model of the electrical grid as well as distributed energy forecasting models of demand and renewable generation. External data services, such as high-resolution weather predictions and grid sensor data from IoT sensors or traditional SCADA systems ultimately drive the data services. The sensor data are enriched by the semantic layer of a knowledge-based system that incorporates available domain expertise in the form, for example, of known relations between grid asset, variables and the sensors.

A cloud-based architecture was designed to enable the data services of Fig. 1 in the context of the smart-grid demonstration pilots of the project in [17]. Following a micro-services design pattern, the knowledge-based time-series management micro-service was hosted on a combination of relational and graph database cloud storage services. The machine-learning modelling services for energy forecasting and grid modelling relied on a combination of containerised (orchestration and time-consuming tasks such as model training) and serverless (frequent, bursty workloads such as computing model predictions) cloud-computing infrastructure. Data ingestion and communication, both internally and with external consumers through high-level data services (e.g. the congestion predictions and market bidding) relied on asynchronous messaging based on Message Queuing Telemetry Transport (MQTT) and Advanced Message Queuing Protocol (AMQP) and on serverless computing. Further architecture details were provided in [9], [10].

The benefits of knowledge-based time-series systems for managing and automating several aspects of the deployment of energy forecasting machine-learning models in large industrial-scale deployments were detailed in [9]. In the following, the paper focuses on the specific development of the grid modelling services, which were based on a novel machine-learning model of the electrical grid that can factor in both the sensor data as well as the available domain knowl-
edge, specifically in the form of power network connectivity, by leveraging the graph neural network framework.

III. PROPOSED GRAPH NEURAL NETWORK MODEL

A power systems model can be generally expressed as [2]:

\[ y_t = f(x_t) + \varepsilon_t, \tag{1} \]

where: \( y_t \) is a set of electrical quantities of interest at a given time \( t \), such as active/reactive power, current magnitude, voltage magnitude and angles, etc.; \( x_t \) is the state variable and it denotes the minimum independent set of variables that fully describe the electrical system (a typical choice for the state variables in physics-based models is the set of voltage magnitudes and angles at all nodes of the grid, but it might be considered as a latent variable in a machine-learning-based model); \( f(\cdot) \) is the set of, generally non-linear, power-flow equation relating the state variable to all electrical quantities of interest; \( \varepsilon_t \) is an error term that quantifies modelling uncertainty or sensor noise.

By taking into account the structure of the energy system, the joint density of the model variables in \( \mathbb{R} \), can be factorized as follows:

\[ p(y, x) = \prod_{i=1}^{n} \phi_i(y_i|x_i) \prod_{j=1}^{N(i)} \psi_{ij}(x_i, x_j), \tag{2} \]

where \( y_i, x_i, \) for \( i = 1, \ldots, n \), are \( n \) subsets of the system and state variables, \( \phi_i(\cdot) \) are conditional densities and \( \psi_{ij}(\cdot) \) are joint densities between each state variable \( x_i \) and its neighbours \( N(i) \).

Under Gaussian assumption, the densities \( \phi(\cdot) \) and \( \psi(\cdot) \) can be further specified as:

\[ \phi_i(y_i|x_i) \propto \exp \left( -\frac{1}{2} [y_i - g_i(x_i)]^T \Sigma_i [y_i - g_i(x_i)] \right) \]

\[ \psi(x_i, x_j) \propto \exp \left( -\frac{1}{2} [x_{ij} - h_{ij}(x_i, x_j)]^T \Omega_{ij} [x_{ij} - h_{ij}(x_i, x_j)] \right) \tag{3} \]

where \( g_i(x_i) \) and \( \Sigma_i \) denote, respectively, the conditional mean and covariance of \( y_i \) with respect to \( x_i \), while \( h_{ij}(x_i, x_j) \) and \( \Omega_{ij} \) denote the mean and covariance of the combined state variable \( x_{ij} = [x_i^T; x_j^T] \).

The factorization in (2) effectively defines a probabilistic graph where the nodes are the variables \( y_i, x_i \) and the edges are defined by both the conditional (direct edges) and joint densities (indirect edges) [19]. In the specific case of energy grids, the structure of the graph can reflect knowledge about the physical network connectivity but also known localised correlation structure between the system variables. First-principle physical equations from (1) can also be incorporated into the graphical model, for example as conditional mean function \( g_i(x_i) \) of the Gaussian density in (3).

Solving prediction, simulation or inversion problems on the graphical model (2) involves solving the inference problem based respectively on predictions, assumptions or observations of \( y_i \). Inference algorithms on such graphical models take the form of message-passing belief propagation, where information is iteratively exchanged between the nodes across the edges of the graph. In the particular case, considered here, of Gaussian graphical models, message passing takes the form of the sum-product algorithm where updates involve matrix summations and multiplications propagating knowledge about mean and covariance of the distributions. Different forms of the sum-product algorithms have been proposed, depending on the specific format of the conditional or joint densities and even on the structure of the graph [13], [14]. By adopting the most general representation based on factor graphs [19], [20], the probabilistic inference of physics-based power flow equations using Gaussian belief propagation [12], [13] as well as the data-driven learning of localised relationships using neural network as nodes in the graph [14] has been investigated. Although Gaussian belief propagation, in the form of the sum-product message passing algorithms, solves probabilistic inference more efficiently than centralised problems not accounting for the graph structure [14], it cannot be completely parallelised and might require expensive iterations for solving loopy graphs [13]. Furthermore, convergence of the belief propagation in the presence of non linear nodes and loops in the graph is not guaranteed and might require ad-hoc heuristic adjustments to the sum-product algorithm, which might depend on the specific structure of the model [13].

A. Message-passing graph neural networks

The general framework of graph neural networks (GNNs) incorporates graph structured information in a supervised machine learning model by encoding topological relationships among the nodes of the graph [15]. In particular, each node encodes information about some concept, which is ultimately defined by its features and related concepts, whereby the relationships are encoded by the edges of the graph. By defining, for each node \( k \) of the graph, a state vector, \( x_k \in \mathbb{R}^p \), observations about a concept and its features, \( y_k \in \mathbb{R}^q \), and an output of interest, \( o_k \in \mathbb{R}^r \), a GNN model can be generally written as [15]:

\[ x_k = f_k(y_k, x_{N(k)}; y_{N(k)}) \]

\[ o_k = g_k(x_k; y_k), \tag{4} \tag{5} \]

for \( k = 1, \ldots, n \) nodes in the graph. Based on (4), the state vector at a node is related to the data available at the node itself and to both the state and data at neighbour nodes \( N(k) \) through a local transition function \( f_k(\cdot) \). In (5), the desired target at a node is related to both the data and state vectors at the same node through a local output function \( g_k(\cdot) \).

Among the many possibilities of further specifying the GNN model in (4)-(5), as reviewed in (21), message passing neural networks (MPNN) provide a suitable framework to solve inference and learning problems on the probabilistic graph in (3) such to emulate principled belief-propagation
functions implemented as neural networks. In (9), only the vector at the node: the conditional mean, the belief propagation algorithm, can be jointly modelled with non-linear conditional and joint density functions, as well as model framework outlined in Section III-A, such that both the obtain a fully differentiable function that can be conveniently for all incoming messages from neighbouring nodes. aggregation function that updates the state vector at node j at iteration step k, exchanging information between nodes. By implementing the sequence of encoding step (6) and message passing algorithm on the node concept and features expression in (4), the explicit dependency of the message passing algorithm that propagates information through the graph neural network. Note that with respect to the general expression in (4), the explicit dependency of the message passing algorithm on the node concept and features yk was dropped. It is assumed, in (6), that the state vector fully encodes the information available in the observations and features available at the node, through the encoding function f_k^e(). By implementing the sequence of encoding step (6) and message passing steps (7) - (9) with neural networks one can obtain a fully differentiable function that can be conveniently trained through back propagation and can offer arbitrarily high capacity of functional approximation.

B. Proposed architecture

The Gaussian graphical model for a networked energy system, defined in (3), is expressed here within the MPNN model framework outlined in Section III-A such that both the non-linear conditional and joint density functions, as well as the belief propagation algorithm, can be jointly modelled with neural networks and trained from standard back propagation. The local output functions in (5) are used to express both the conditional mean, μ_{yk}, and variance, Σ_{yk}, of the variables at a node k of the graph, namely yk, as function of the state vector at the node:

\[ \mu_{yk} = g_k^\mu(x_k) \]
\[ \Sigma_{yk} = g_k^\Sigma(x_k), \]

where \( g_k^\mu \) and \( g_k^\Sigma \) are both fully differentiable parametric functions implemented as neural networks. In (9), only the variances of the individual components of \( y_k \) are modelled with the underlying assumption that its covariance matrix is purely diagonal. Note that the output function as written in (9) can also be interpreted as a decoding function mapping the internal state representation space to the target space. Accordingly, the node encoding function in (6) can be more specifically written as:

\[ x_k^{(0)} = f_k^e(\mu_{yk}, \Sigma_{yk}), \]

which provides for the initial iteration of the message passing algorithm in (7)-(8).

Figure 2 visualises the overall inference algorithm in the proposed MPNN model as a chain of neural network functions \( f_k, f_k^e, f_k^p, g_k^\mu, g_k^\Sigma \). Note that no iterative algorithm is required, as opposed to principled belief propagation, and only one feedforward pass through the chain generates the required inference estimate. The parameters of the individual functions can be trained by minimising, with any gradient-based algorithm, the following negative log-likelihood objective:

\[ L \propto \sum_{t=1}^{T} \sum_{k=1}^{N} \frac{1}{2} \log |\Sigma_{yk}| + \frac{1}{2} (y_k^t - \mu_{yk})^\top \Sigma_{yk}^{-1} (y_k^t - \mu_{yk}), \]

based on the data, \( y_k^t \), available at all nodes \( k \) an training samples \( t \).

Section III-C further specifies how the model can be applied in the context of the energy data services described in Section II in the form of data imputation problems.

C. Handling missing data

The modelling approach defined by (9) and (10) can be thought of as graph-structured variational auto-encoder [23], where mean and covariance of the variables of the energy network are modelled as function of a lower-dimensional latent variable. The proposed model structure provides for a general purpose modelling tool that can be used to solve the problems of prediction or state estimation that are typical in the context of electrical power systems, as reviewed above in section III, by framing them as missing data imputation problems.

In the specific application proposed in section IV, the same model serves two different data services. Firstly, the model is used to predict the voltage magnitude at some nodes of the energy system based on predictions about the energy consumption and generation available at some other nodes. In the second use-case, the model is also used to determine the energy consumption or generation variation required at some nodes of the network in order to maintain the voltage at certain nodes at a desired reference. In both cases, the desired prediction or estimation can be obtained by running model inference where only a subset of the data at the variable nodes is assumed known. From a random initialization of the unknown variables, the sequence of encoding, message passing and decoding steps will provide an updated value for all variables. This imputation procedure can be iterated until convergence simulating a Markov chain, which has been shown that converges to the true marginal distribution of...
missing values given observed values. Similarly, the same model can provide for the basis of other typical problems in energy systems such as state estimation of optimal power flow.

IV. RESULTS

The GNN model outlined in section II was developed to inform data-analytics services, such as congestion prediction and market bidding, for electrical system operators trading in energy flexibility markets, as overviewed in Section I. In the following, the results obtained from a live deployment of the proposed data services at a real-world demonstration site are discussed. Section IV-A details the available data and the modelling problem, with the chosen GNN architecture and alternative benchmarks. The validation of the model on the grid voltage prediction task are then detailed in section IV-C. An example of the application of the same grid model to predict grid congestions and generate market bids for energy flexibility is then discussed in section IV-D.

A. Available Data and Model Architecture

A smart-grid pilot deployment of an energy flexibility market, as part of the research project [17], was available at the Electricity Authority of Cyprus, the operator of the electrical distribution network in Cyprus. As also overviewed in Section II, the project sought to develop data analytic-services for predicting localised congestions on the grid, in the form of voltage violations due to excessive distributed renewable generation, and eventually prevent them by issuing bids for purchasing energy flexibility on the market [18]. Live data were collected from July 2018 through to the end of 2019. Figure 3 shows the rate of data ingestion from January through March 2019, where, on average, 15 million readings were received monthly (nearly 1.4K per hour) from about 500 sensors. Specifically, the received data consisted of voltage and energy profile data at single- and three-phase electrical prosumers (consumers and producers) collected from smart meters, as well as active power and current load at distribution substation and feeder heads obtained through the utility supervisory control and data acquisition (SCADA) system. Sensor data were received at different rates, both daily and hourly, as it is also clear from the ingestion patterns appearing in Fig. 3. Resampling and integration was applied to obtain 15-minute energy load time series data, as shown in Fig. 4b, from the raw active power data at the distribution feeder and transformers, sampled at 1-minute resolution. Interpolation was used to derive 15-minute voltage time-series data at the prosumers, as in the example shown in Fig. 4a, from the irregularly sampled raw observations.

Ultimately, time-series were available for the energy load at 15 substations and 25 corresponding feeder heads, and for the voltage at 28 prosumers, 7 of which were 3-phase prosumers thus yielding a total of 48 voltage time-series. Historical temperature and solar irradiance observations at 15-minute resolution were also collected at each of the distribution substations, through a high-resolution weather data service provided by The Weather Company [24]. Based on grid topology information, the GNN model structure as shown in Figure 5 was derived. Node encoding and decoding functions (10), (9) are defined to model sensor data and features relevant for each specific type of node. Temporal, autoregressive features for each time-series at 24-, 36- and 48-hour lags were considered to account for typical short-term seasonality in electrical power consumption and generation patterns. Temperature and solar irradiance weather features at the substations nodes, along with autoregressive features at the same lags, are also included based on the availability of the weather data. As a result, the voltage mean and variance is modelled at the 28 prosumer nodes of dimensionality 8 (24) for single-phase (three-phase) prosumers. The mean and variance of the energy load at the 25 feeders and 15 substations is modelled with feeder nodes of dimensionality 8 and substation nodes of dimensionality 24 (including the weather features).

An additional global node was included, with dimensionality 8 representing the mean and variance of the aggregated energy load for the whole DSO pilot. The GNN model architecture is completed by the message-passing functions along the edges.
C. Voltage Prediction

The GNN grid model, designed as in section IV-A was applied to the voltage prediction problem, as in the example of Figure 6. As discussed in section III-C variable prediction using the proposed GNN model corresponds to a data imputation problem, where inference on the graph is run while assuming that the voltage observations at each sample \(t\) are unknown. From an initialization of the unknown data with a placeholder value, the GNN inference is iteratively run with the most recent estimate for the unknowns \(\tilde{t}\). It was observed that after 5 inference steps, the data imputation procedure consistently converged to negligible updates for the estimate of the unknowns.

Different architectures for the GNN, structured as in Fig 5 were explored by varying the number of layers for the MLPs implementing the node and edge functions, and the number of message-passing (MP) iteration steps. The dimension of the latent space was fixed to 6 for the voltage and feeder load nodes (with dimensionality 8) and to 24 for the substation nodes and three-phase voltage nodes (with dimensionality 24), as no significant gains were obtained with increasing values. This finding is consistent with practical domain intuition: energy and voltage data are correlated with the 3 lagged features; similarly, some cross-correlation at voltage between different phases and between weather and energy load allows for further compression in latent space of substation load nodes and three-phase prosumer nodes.

| Model  | # Layers | # MP | # Params | MAPE | RMSE |
|--------|----------|------|----------|------|------|
| GNN    | 2        | 5    | 143,464  | 0.81%| 2.42 |
| GNN    | 3        | 5    | 169,144  | 0.82%| 2.45 |
| GNN    | 2        | 8    | 142,832  | 0.80%| 2.40 |
| GNN    | 3        | 8    | 169,144  | 0.81%| 2.41 |
| MLP    | 2        | –    | 1,271,440| 0.80%| 2.40 |
| MLP    | 3        | –    | 2,118,760| 0.73%| 2.21 |
| AE     | 2        | –    | 2,407,088| 0.72%| 2.17 |
| AE     | 3        | –    | 3,796,840| 0.70%| 2.13 |

Table I reports the error metrics, in terms of mean-absolute-percentage error (MAPE) and root-mean-square error (RMSE), for different choices of the hyper-parameters in the GNN and benchmark models (MLP and AE). It is interesting to see how a comparable accuracy is obtained with respect to the MLP and AE models, but at a more than 80% reduction in the number of neural-network weights. By exploiting sparsity conditions that are readily available from basic types of domain knowledge, such as grid connectivity in this case, GNNs allow for much

\[
\text{Fig. 5. Structure of proposed GNN model for the electrical grid. Shown are the decoding functions (6) for the mean and variance at the voltage nodes (electrical prosumers) and at the energy nodes (feeders, substations, global grid node). The model is completed by encoding functions at the nodes, defined as in (14), and by message-passing functions (7)-(8) at the edges.}
\]
more efficient machine learning models without sacrificing modelling accuracy. While it is possible to enforcing sparsity in traditional MLP or AE models, for example based on heuristic search over the layers connectivity space, the computational complexity makes this often prohibitive in practice.

The live data feed during the course of the demonstration project was affected by instances of missing data, often at random, as it also appears from some gaps in the actual data of Fig. 6. The performance of the proposed GNN model on the voltage prediction task was also evaluated with respect to the rate of missing data. Note that since, based on our formulation, the prediction problem is treated as a data imputation problem, no further change to the inference algorithm is required in order to handle missing values for the features. As summarized in Table II, most of the samples in the test period (August 2019) had a missing data rate of 0.1−1% (1108 samples) and 1−5% (1472). While a minor degradation is observed with respect to the 187 samples with no missing data, the performance remains fairly stable even for instances of 5−10% missing data ratio.

D. Congestions and market bidding

The same energy system GNN model, validated on the voltage prediction problem in section IV-C, was utilised to inform congestion prediction and bidding data services, as outlined in section II. The probabilistic voltage predictions generated by the model were used to design statistical tests for determining the likelihood of an occurrence of a voltage congestion based on user-defined criteria. As an example, Fig. 7 (top) shows examples of congestions flagged as voltage exceeding a threshold of 240 V, based on a Z-test with probability 0.8413 (mean estimate exceeds the threshold by 1 standard deviation). The amount of energy variation required at a given point of the grid in order to avoid the congestion is then estimated by running inference on the GNN model with the affected voltage variables set to the desired maximum value and with the energy variables at the corresponding substation and feeder nodes treated as missing points. Figure 7 (bottom) shows a comparison between the resulting estimate of the energy load and its actual value, their difference representing the amount of energy variation required to maintain the voltage below the desired threshold. Based on this difference, a bid on an energy flexibility market can be placed by the grid operator to purchase a corresponding increase or reduction in energy.

Unlike for the voltage prediction service, a quantitative validation of the bidding service was not available based on the smart-grid pilot demonstration set-up. Specifically, a ground-truth value for the estimated energy variation can not be physically measured and the amount of energy flexibility available within the market was too small to generate variations that are visible in the data. It can be, however, noted, based on the example in Fig. 7, how the model suggests increasing the energy load (increase demand or reduce generation) to reduce the voltage profile, which is qualitatively consistent with the physics of power flow models.

V. Conclusion

A novel probabilistic graphical model for energy systems, based on the framework of graph neural networks (GNNs), was introduced. The model was used to inform several data-analytics services for electrical system operators, such as the prediction of grid congestions and the estimation of the amount of energy flexibility required in order to avoid such congestions. Both problems are treated as data imputation inference on the graph. The model was evaluated in the context of a smart-grid demonstration project, to predict and manage voltage congestions due to high levels of distributed solar generation.

With respect to existing probabilistic graphical models, the proposed approach can learn the belief propagation algorithm...
from the data, instead of relying on ad-hoc, heuristics-based rules that are hard to generalise. Furthermore, the sparsity in the GNN, informed by the domain knowledge, significantly reduces the number of model parameters when compared with traditional machine-learning models with similar accuracy. For example, when compared with a traditional MLP model, a reduction of more than 80% in the number of neural-network weights is achieved.

The proposed GNN model can also efficiently adapt to changes in the electrical systems or in the available sensor data, by adapting the graph structure accordingly and requiring retraining only on the parameters of the affected portions of the graph. These topics will be scope for future research.
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