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Abstract

Question Answering (QA) is one of the main focuses of Natural Language Processing (NLP) research. However, Arabic Question Answering is still not within reach. The challenges of the Arabic language and the lack of resources have made it difficult to provide powerful Arabic QA systems with high accuracy. While low accuracy may be accepted for general purpose systems, it is critical in some fields such as religious affairs. Therefore, there is a need for specialized accurate systems that target these critical fields. In this paper, we propose a Transformer-based QA system using the mT5 Language Model (LM). We finetuned the model on the Qur’anic Reading Comprehension Dataset (QRCID) which was provided in the context of the Qur'an QA 2022 shared task. The QRCID dataset consists of question-passage pairs as input, and the corresponding adequate answers provided by expert annotators as output. Evaluation results on the same Dataset show that our best model can achieve 0.98 (F1 Score) on the Dev Set and 0.40 on the Test Set. We discuss those results and challenges, then propose potential solutions for possible improvements. The source code is available on our repository1.
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1. Introduction

The Holy Quran is the primary reference for about 1.6 billion Muslims around the world. The Qur’anic classical Arabic text is either instructive or narrative and it is composed of 114 chapters, 6,236 verses and 80k words (Malhas and Elsayed, 2020), the entire text is joined into one whole related concept which underlies a deep connection between the ideas and meaning that overlap within chapters and verses. Different researches have been conducted on the holy Quran, either to construct datasets, perform automatic text classification, Question answering (QA), semantic search based on ontology, topic assignment or optical text recognition tasks (Adelke et al., 2019) (Alqahtani and Atwell, 2016) (Mohamed and Shokry, 2020) (Mohd et al., 2021). There is a need for automatic Qur’anic QA (Alsubhi et al., 2021), that helps to facilitate and improve the time of Qur’an knowledge acquisition since the holy Qur’an is the trustful legislated text used for teaching purposes and to respond to Muslim requests. The search engines are an automatic way to get information as they provide documents rich of relevant information to the user request. However, it doesn’t pinpoint the answer. Hence, there is still a lack of methods that answer directly the user demands which makes answer search troubleshooting. In this context, reliable Question answering systems turn important to deal with this in different languages, while there are few attempts for Arabic QA investigation. QA is an interactive automatic process that belongs to the natural language processing field. QA systems provide the user with a solution that helps them to achieve the exact answer to a natural language question. The performance of a QA system is influenced by the size of training data, its quality as well as the used techniques. The Arabic language is still of scarce resources in comparison to English (Alsubhi et al., 2021) (Alanazi et al., 2021) (Marouie et al., 2021) and yet the QA task needs more preprocessing and deep linguistic knowledge when extracting answers from the holy Qur’an.

In the following, we describe our participation in Qur’an QA 2022 Shared Task that aims to answer questions in the holy Qur’an. The task organizers provide participating systems with a consecutive passage from the Holy Qur’an based on which they answer questions raised in Modern Standard Arabic by selecting one or many ranked text spans from the passage. For this, they provided the Qur’anic Reading Comprehension Dataset (QRCID) composed of 1,337 question-passage-answer triplets. Our paper proposed a model based on sequence to sequence (Seq2Seq) transformers using the mT5 Language Model that is fed by Arabic question and its corresponding passage (context), then extract the most relevant answers. The task starts by preprocessing and matching the question to the passage that contains the response, then we fine-tune the mT5 LM to get the adequate answer.

The paper is organized as follows, we present the related works, and afterward, we define the task steps and dataset as described by the organizers, we describe afterward the proposed approach besides analyzing the obtained results on both dev and test sets, then we give a conclusion with further work.

2. Related Work

Many studies have been interested in providing reliable linguistic resources for the Holy Qur’an automatic annotation, processing and interpretation. In this context, (Osman et al., 2015) provided a Quranic Dataset that may be exploited by researches aiming to explore the holy Quran. (Dukes et al., 2013) presented the Quranic Arabic Corpus that includes morphological segmentation, part-of-speech, and syntactic analysis annotations. (Al-Salhi and Abdullah, 2022) constructed the ontology of Quranic stories which construction depends on the MappingMaster

1 https://github.com/mellahysf/Quran-QA
domain-specific language technology. (Malhas and Elsayed, 2020) introduced AyaTEC, a collection of verse-based questions answering on the Holy Qur’an. The dataset covers 11 topic categories of the Holy Qur’an and includes 207 questions and 1,762 answers covering that target the information needs of both curious and skeptical users.

Question answering (QA) aims to search for an answer to given questions is one widely investigated task among the most challenging ones in Natural Language Processing (NLP) (Alsahbi et al., 2021). A large volume of QA studies was devoted to the English language. However, it is not the case when it comes to the Arabic language due to its scarce resources. (Alanazi et al., 2021) provided a systematic review of QA research. They have examined English relevant studies and techniques. (Maroufi et al., 2021) have used standardized hadith, narrators, and Tafsir to develop a QA system. The system reached an accuracy of 92%. Current studies investigated advanced techniques achieving state-of-the-art results. The language pre-trained transformers models helped to achieve significant progress in many NLP tasks. (Xue et al., 2021) used pre-trained multilingual T5 (mT5) as a generative model to generate multilingual question and answer pairs. (Alsahbi et al., 2021) have evaluated the fine-tuned AraBERT-v2-base (Antoun et al., 2021a), AraBERT-v0.2-large, and AraELECTRA (Antoun et al., 2021b) models using Arabic-SQuAD (Mozannar et al., 2019), ARCD (Mozannar et al., 2019), AQAD (Atef et al., 2020), and TyDiQA-GoldP (Clark et al., 2020) datasets. (Alsaleh et al., 2021) applied AraBERT language model with its two versions to binary classify the QurSim dataset pairs of verses. The best result was AraBERTv0.2 with 92% accuracy.

Imbalanced classification techniques have been applied widely in the field of data mining. It is used to classify the imbalanced classes that are not equal in the number of samples. The problem with imbalanced classes is that the classification performance tends to the class with more samples while the class with few samples will obtain poor performance. This problem can be occurred in the Qur’anic classification due to the difference in the number of verses (B. S. Arkok and Zeki, 2021) (B. Arkok and Zeki, 2021). (B. S. Arkok and Zeki, 2021) applied methods for undersampling (RUS), random oversample (ROS), synthetic minority oversampling technique (SMOTE), and random methods to classify the Qur’anic topics that are imbalanced. Many metrics were used in this research to evaluate the experimental results. (B. Arkok and Zeki, 2021) aimed to address balanced classification. They performed the Qur’anic text classification using SVM, Naïve Bayes, KNN, and J48. (Abdelnasser et al., 2014) provided an Arabic QA system for the Holy Quran that retrieves the most relevant verses corresponding to a question, then extracts the passage that contains the answer from the Quran and its interpretation books (Tafsir). Their system reached an accuracy of 85%. (Samy et al., 2019) provided a review of the Arabic Question Answering Systems, their approaches and challenges.

### 3.1 Qur’an QA 2022 Shared Task

Modern Standard Arabic (MSA) is the most understandable and common language in the Middle East and North Africa (by more than 400M people), and it is the official language used in media such as TV shows and newspapers. For this reason, it is encouraging for the scientific community to exert more effort to build systems specialized in solving situations related to the Arabic language. “Qur’an QA 2022 Shared Task” (Malhas et al, 2022) is shown in the efforts of developing the field of Arabic NLP and it is an attempt to enrich it, especially QA in the Qur’an script context.

The task is defined to find the correct answer(s) to a question in each passage (Figure 1), the questions are written in an MSA language, while the passage consists of verses from the Holy Qur’an written in Classical Arabic.

From the accompanying passage for the given question, the model must return up to 5 possible responses, sorted from 1 (best) to 5 (lowest). Therefore, the partial Reciprocal Rank (pRR) will be the primary criterion for evaluating the competing models. Exact Match (EM) and F1@1, which are evaluation metrics applied only to the top predicted answer, will also be reported. The EM metric is a binary metric that only rewards a system if the top predicted answer exactly matches one of the gold answers. The F1@1 measurement, on the other hand, measures the token overlap between the best matching gold answer and the top predicted answer.

### 3.2 Dataset

The AyaTEC dataset was built with the help of three Islamic specialists in holy Qur’an interpretation (tafsir), and the questions were collected from different sources, questions were prepared by experts or asked by ordinary people on Islamic websites (Malhas and Elsayed, 2020), in the given dataset we have two types of samples, the single answer question samples, and the multi-answer question samples the first type is the questions that have only one answer for the question in the passage, the multi-answer question samples are evaluation metrics applied only to the top predicted answer.
type is those which have multiple answers for the question in the same passage. The dataset is divided into training, development, and test set. Figure 2 shows that the question-passage-answer triplets represent the greatest count compared to the question-passage pairs, which is also greater than the count of passages. We note that the questions take the least part. Our model is trained on the question passage pair as input, and it is expected to provide the answer(s) to the question extracted from the given passage.

Figure 2: Task dataset parts distribution

4. Approach

Our approach consists of a Sequence-to-Sequence (Seq2Seq) model (Sutskever et al., 2014), based on the mT5 Language Model (Xue et al., 2021). We leverage the task as a Text-to-Text problem, which accepts an Arabic question and the passage as input, then extract the most relevant answers. Firstly, we preprocess and concatenate the question and the passage, then we fine-tune the mT5 LM to get an adequate answer. Figure 3 shows the general architecture of our approach.

Figure 3: General architecture for our approach

We used mT5, which was pre-trained on a new Common Crawl-based DataSet covering 101 languages, Arabic language included. This model achieves top results on many NLP benchmarks while being flexible enough to be fine-tuned for a variety of important downstream tasks (Jawahar et al., 2021) (Agarwal et al., 2020) (Farahani et al., 2021) (Rothe et al., 2021). Another reason for choosing mT5 is that it is based on an encoder-decoder (Seq2Seq), which makes it appropriate for the Qur’an shared task. AraT5 (Nagoudi et al., 2021), is also a powerful Seq2Seq model which has better or comparable performance to mT5, but the source code is still not yet ready to use, at the time of writing this paper. In this sense, we fine tune mT5 on QRCĐ considering the input sequence (question + passage) as text and the output answer as text also.

4.1 Preprocessing

Given a question Q and a passage P from the Qur’an text, we form the input sequence as follows:

\[ \text{Question : Q Context : P}</s> \]

Where </s> tag denotes the end of the input sequence. For all text in the dataset, we removed some stop words and since the original format of QRCĐ DataSet files is JSON, we converted the input and the output sequences to Tabulate-Separated Values in TSV files, the favorite format for fine-tuning mT5.

4.2 Fine-Tuning of mT5

In recent years, Transfer Learning (TL) has led to a new wave of cutting-edge results in Natural Language Processing (NLP). The power of TL comes from pretraining a model on abundantly available unlabeled text data with a self-supervised task. After that, the model can be refined on smaller labeled data sets, which often results in (much) better performance than training on the labeled data alone. The recent success of transfer learning was sparked in 2018 by ULMFiT (Howard and Ruder, 2018), ELMo and BERT (Devlin et al., 2019). The 2019 year saw the development of a wide variety of new methods like GPT (Radford et al., 2019), XLNet (Yang et al., 2019), RoBERTa, ALBERT (Lan et al., 2019), Reformer and MT-DNN (Liu et al., 2019). The pace of progress on the ground has made it difficult to assess the most significant improvements and their effectiveness when combined. After a preliminary study that we did, we did not use these models because most of them do not deal with the Arabic language. Or, for for multilingual models (which also process Arabic), their architectures do not help to use them for seq2seq tasks (text generation or extraction task, the case of the task being processed), which led us to fine-tune the mT5 pretrained model.

Our implementation details are explained in the next section.

5. Experimentation and Results

Using the original mT5 recipe, we consider three model sizes: Base (580M), Large (1.2B) and XL (3.7B). The increase in parameters comes from the larger vocabulary used in mT5 (covering 101 languages).

The following setup is used across all our experiments. We used a global batch size of 64 with a max input length of 354 and a max target length of 150. AdamW was used as
the optimizer with a constant learning rate set to 0.003. Models were trained for 15k steps and we saved the best checkpoint every 5k steps. We kept the other default hyperparameters suggested by T5 (Raffel et al., 2019) and mT5 papers. Finally, we selected the best checkpoint based on the Dev Set validation results. The training was performed on a TPU v3, using Google Colab Pro, with Google Cloud Platform (GCP) for storage. We finetuned our models on the Train Set of QRCD Dataset, then we evaluated them on the Development Set. Finally, we generated predictions on the Test Set and submitted our runs for evaluation by the community. The model can generate the best answer but with a low rank which has been fixed to five as the organizers of the competition consider the top five ranked answers. At this level, the right answer may be not reached yet. Increasing the number of estimated answers causes an increase in execution time and computational requirements.

### 6. Analysis and discussion

We have achieved good results in the Development set. However, there was a degradation when applying the model to the test set. This may be due to many reasons among which the ones presented in Table 3, in which we give some examples of our model prediction and its interpretation based on our estimated human response since the gold answers aren’t released yet. The model has a high performance when it comes to extractive answers such as in the first example. Moreover, it may generate singular terms from plurals such as in the second example. In the third example, our model generates close answers. However, the system may generate distant responses since sometimes the names of Prophets and messengers may be considered angels, which raises the need for named entities recognition. Our model may generate the same verse as the given passage if the response is difficult to be extracted as in the fifth example. Moreover, sometimes our model is not only extractive but it may become generative as in example six. The model can generate the best answer but with a low rank which has been fixed to five as the organizers of the competition consider the top five ranked answers. At this level, the right answer may be not reached yet. Increasing the number of estimated answers causes an increase in execution time and computational requirements.

### Table 1: Results of evaluation on the Dev Set

| Model    | pRR  | Exact Match | F1 Score |
|----------|------|-------------|----------|
| mT5-Base | 0.79 | 0.65        | 0.79     |
| mT5-Large| 0.91 | 0.71        | 0.91     |
| mT5-XL  | 0.98 | 0.97        | 0.98     |

### Table 2: Best result of evaluation on the Test Set

| Model    | pRR  | Exact Match | F1 Score |
|----------|------|-------------|----------|
| mT5-XL  | 0.43 | 0.20        | 0.40     |

As shown in the results tables, our best model achieves 0.98, 0.97 and 0.98 (pRR, EM and F1 scores respectively) on the Development Set, which are very good results, but it decreases on the Test Set, mainly on the EM metric.

| N | Passage | Question | Response | Interpretation |
|---|---------|----------|----------|----------------|
| 1 | /kam mudat eidat al'armala/ | How long is a widow's waiting period? | اربعة أشهر وعشرة / 'arbaa 'awshra / 'asbr 'awshra / four months and ten | Our model extracts the correct answer from a complicated paragraph |
We have destined for Hell multitudes of jinn and humans. They have hearts with which they do not understand. They have eyes with which they do not see. These are like cattle. In fact, they are further astray. These are the heedless.

| Question | Answer |
|----------|--------|
| Did the Qur’an refer to the organ with which a person can reason? | Ear |

The need for named entities recognition

| Question | Answer |
|----------|--------|
| What is the evidence that the Qur’an was not written by our master Muhammad (PBUH)? | Whomever God shames, there is none to honor him. God does whatever He wills. |

Generate Singular terms

| Term | Definition |
|------|------------|
| Ear | جبريل وصالح المؤمنين / Gabriel and the righteous believers |

The wrong answer is repeated for all ranks.
We have performed an in-depth analysis of the proposed model and the obtained results and we have concluded the following points. Our model can be improved by addressing stemming, lemmatization, or word root and using synonyms to match a large set of similar questions. The result are compared in the overview paper (Malhas et al., 2022). Our best model can achieve very good results on the Development Set but less on the Test Set.

Finally, we discussed obtained results and challenges, then proposed potential solutions for possible improvements, that we can leverage as future works.
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