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ABSTRACT. In route selection problems, the driver’s personal preferences will determine whether she prefers a route with a travel time that has a relatively low mean and high variance over one that has relatively high mean and low variance. In practice, however, such risk aversion issues are often ignored, in that a route is selected based on a single-criterion Dijkstra-type algorithm. In addition, the routing decision typically does not take into account the uncertainty in the estimates of the travel time’s mean and variance. This paper aims at resolving both issues by setting up a framework for travel time estimation. In our framework, the underlying road network is represented as a graph. Each edge is subdivided into multiple smaller pieces, so as to naturally model the statistical similarity between road pieces that are spatially nearby. Relying on a Bayesian approach, we construct an estimator for the joint per-edge travel time distribution, thus also providing us with an uncertainty quantification of our estimates. Our machinery relies on establishing limit theorems, making the resulting estimation procedure robust in the sense that it effectively does not assume any distributional properties. We present an extensive set of numerical experiments that demonstrate the validity of the estimation procedure and the use of the distributional estimates in the context of data-driven route selection.
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1. Introduction

A central problem drivers in a road network are faced with concerns the choice between multiple possible routes in order to travel from their current location to some desired destination. The analysis of such shortest-path problems on a network has a long tradition in operations research. A typical procedure is to consider the per-edge mean travel times, and to apply a Dijkstra-type algorithm to find the fastest route from origin to destination, i.e., the route that minimizes the expected travel time. A conceptual drawback of this approach, however, is that travel times are inherently stochastic. This means that the route that has the shortest expected travel time could also have a substantial standard deviation – in fact, there may be a route with a higher expected travel time with virtually no variability. In such a situation it is up to the driver to make a choice: depending on her personal preferences (in terms of risk aversion) and the importance of the planned trip, she will choose the best alternative. A convenient framework facilitating making such decision uses the concept of utility functions; see also e.g., [25, 33]. Such a utility function could encompass both mean and standard deviation of the travel time, but in principle any distribution-based quantity. A risk averse driver could for instance pick the route that minimizes the 95%-quantile of the travel time.

A second conceptual difficulty concerns the way statistical uncertainty is dealt with. If one would aim at identifying the route that optimizes the utility, expressed in terms of a given distribution-based feature of the travel time, it is implicitly assumed that one knows the underlying distribution with certainty. In reality, however, the travel times pertaining to the various routes have to be estimated from historic data, necessarily leaving us with some amount of uncertainty. Ignoring this uncertainty, the objective would be to find the route that optimizes the chosen utility function. In a framework accounting for parameter uncertainty, however, the ambition would be to add an uncertainty quantification to this claim. In this context a meaningful statement could be of the type ‘The probability is x% that the travel time distribution of route A corresponds to a higher utility than the one of route B.’

The main contribution of this paper lies in the development of a broadly applicable framework for travel time estimation in any road traffic network, which is rich enough to also assess the inherent estimation uncertainty. In addition, the performance of our estimation procedure is quantified through a series of numerical experiments, some of them featuring (data-driven) route selection. Evidently, to determine the optimal route, one has to have a good description of the current state of the road network in terms of the congestion level. As is commonly done, we will treat the network as an undirected graph, where the vertices denote intersections and where the edges connecting these vertices imply the existence of a road between these intersections. In this case, describing the state of the network amounts to estimating the joint per-edge travel time distribution. It is clear that one should not assume that on an edge the level of congestion is evenly spread. Instead, within edges one expects a strong similarity between the congestion levels of spatially nearby road pieces. Moreover, as drivers typically slow down when approaching an intersection, it is to be expected that the velocities near an intersection will be similar for all roads that cross at this intersection but may otherwise vary along the roads represented by those edges. It is part of our approach to incorporate these basic features into our estimation procedure, so as to obtain more accurate estimates of the travel time distribution.
There is a vast body of literature on estimation techniques for the travel time distribution. Clearly, mean travel times (of a path in the graph, that is) can be derived directly from the mean travel times of the constituent edges, but a major complication is that this property does not carry over to the full travel time distribution or to higher moments. As a consequence, one cannot straightforwardly use techniques for per-edge travel time distribution estimation, such as those discussed in e.g. [19, 20, 38], to develop an estimation procedure for the path-level travel time distribution. This issue has been resolved in e.g. [22, 30, 36], but typically at the expense of imposing relatively firm assumptions on the functional form of the per-edge travel time distributions as well as the underlying correlation structure. In [26] a generalized Markov chain approach has been proposed that estimates the path-level travel time distribution incorporating correlations in time and space. In [29] a non-parametric method is developed that is particularly suited to scenarios in which the travel time distributions vary over time. Ideally, one would like to have a method of (i) relatively low computational complexity, that is (ii) robust in the sense that it does not rely on heavy distributional assumptions, that is (iii) applicable to graphs of any form, also exploiting evident intrinsic properties (such as the ones discussed in the preceding paragraph), and that (iv) provides us with an uncertainty quantification of the resulting estimates.

Shortest-path problems have a long history in the operations research and combinatorics literature, with Dijkstra’s seminal contribution [8] as an important landmark. Various extensions followed. Without aiming at providing an exhaustive overview, we mention a few important contributions; for an in-depth account see e.g. [1]. A notable generalization, due to Bellman and Ford [4, 10], concerns graphs with negative edge weights (assuming, for obvious reasons, no negative cycle can be reached from the source vertex). The so-called $A^*$ algorithm aims at reducing the subgraph that must be explored [17]. In e.g. [16, 28] the focus is on networks in which the edges have a time-dependent length. Variants in which the edge lengths attain random values can be found in for instance [5, 18]. In [3] the focus is on adapting Dijkstra’s algorithm to the setting of so-called and-or graphs.

We proceed with a more detailed account of our contributions. In our modeling framework we represent the road network as a graph, but in our estimation approach we use a version of this graph that is endowed with a higher resolution, i.e., a graph in which each edge is broken up into multiple smaller pieces, each representing a segment of a road. The idea behind working with this high-resolution graph is that it allows us to naturally model the statistical similarity between road pieces that are spatially nearby. Following a Bayesian approach, we construct an estimator for the joint per-edge travel time distribution, thus also providing us with an uncertainty quantification of our estimates. The framework used relies on establishing various limit theorems, making the estimation procedure robust (in the sense that it only very mildly relies on distributional assumptions). The underlying numerics involve basic computational algorithms, predominantly standard routines stemming from linear algebra. Our proposed estimation procedure thus fulfils the desirable properties (i)–(iv). The paper also includes an extensive set of numerical experiments by which we thoroughly validate our approach. In addition, we demonstrate the use of the distributional estimates in the context of data-driven route selection: in a series of examples we determine the optimal route from a set of given potential routes, and illustrate how this route is affected by the choice of the utility function, and hence by the driver’s preferences.
The remainder of this paper has been organized as follows. Section 2 introduces our notation and model, and defines what our dataset is. Then, in Section 3 we detail our inference procedure, subsequently considering the mean, covariance structure, and a smoothing parameter $\lambda$. As pointed out in Section 4 assumptions on the mean, covariance, and graph Laplacian need to be imposed to make sure that the procedure of Section 3 is consistent. Section 5 discusses an extensive set of numerical experiments that have been set up so as to validate the estimation procedure. Then in Section 6 it is pointed out how our approach can be applied in the context of route selection. Finally, Section 7 includes a discussion and concluding remarks. Technical proofs are collected in an appendix.

2. Notation, model, observations

In this section we introduce the road traffic network considered, including the notation that we use throughout this paper. In addition, we provide a model for the data collected from this network.

2.1. Some notation. In this subsection we introduce the graph representation of our road network, including its high-resolution version.

2.1.1. Notation for the traffic network. We represent the road network by an undirected graph, consisting of vertices that are connected by edges. This graph is, as usual, denoted by $G = (V, E)$ with $V = \{v_1, \ldots, v_p\}$ being the set of $p = |V| \in \mathbb{N}$ vertices and $E = \{e_1, \ldots, e_q\}$ the set of $q = |E| \in \mathbb{N}$ edges, where $|\cdot|$ denotes the cardinality of the underlying set. For obvious reasons, we throughout assume that the graph $G$ is connected. We order the vertices and edges so that we can also identify each vertex $v_i$ and edge $e_j$ with their indices $i$ and $j$, respectively, with $i \in \{1, \ldots, p\}$ and $j \in \{1, \ldots, q\}$. If this is convenient we sometimes write $V = \{1, \ldots, p\}$ so that $E \subseteq \{(i, j) \in V^2\}$, but we also use the notation $E = \{1, \ldots, q\}$. For an edge $e = \{i, j\} \in E$ we write $v_a(e) = \min\{i, j\}$ and $v_o(e) = \max\{i, j\}$ for the corresponding vertices of the edge.

We denote by $A \in \{0, 1\}^{p \times p}$ the adjacency matrix of the graph $G$, i.e., a $p \times p$ matrix whose entries indicate whether the corresponding pair of vertices is adjacent or not. More concretely, for $i, j = 1, \ldots, p$,

$$A_{i,j} = \begin{cases} 1 & \text{if } \{i, j\} \in E, \\ 0 & \text{otherwise}. \end{cases}$$ (1)

We write $d = \{d_1, \ldots, d_p\} = \{d_v : v \in V\} \in \mathbb{N}^p$ to represent the degrees of the vertices in $V$, so that

$$d_i = \sum_{j=1}^{p} A_{i,j},$$ (2)

and define $D = \text{diag}\{d\}$. The Laplacian matrix of the graph $G$ is defined by $L = D - A \in \mathbb{Z}^{p \times p}$. The diagonal of this matrix consists of the vertices’ degrees, and the $(i, j)$-th non-diagonal entry is $-1$ if vertices $i$ and $j$ are adjacent and $0$ otherwise. At several occasions we want to emphasize in the notation the dependence of certain objects on the underlying graph in the notation. We then write $V = V(G)$, $E = E(G)$, $A = A(G)$, $d = d(G)$, $D = D(G)$ or $D = \text{diag}\{d(G)\}$, and $L = L(G) = D(G) - A(G)$. 


For a graph $G$ we define the line graph of $G$ as another graph $\bar{G} = (\bar{V}, \bar{E})$, where each vertex in $\bar{V}$ now corresponds to an edge in $G$, and where two vertices in $\bar{G}$ are connected by an edge if, and only if, the corresponding edges in $G$ are incident. Quantities relating to the line graph of $G$ are denoted with a bar above the quantities; for instance, in our approach we intensively make use of the Laplacian matrix of the line graph of $G$ which we denote as $\bar{L}$.

The graph $G$ represents a traffic network across which particles, to be thought of as cars, are flowing. In this network, each particle enters the system at some vertex $v \in V$, follows a path to some $v' \in V$, and then leaves the system. Each particle takes a certain amount of time to cross each edge $e \in E$ on its path, reflecting the current congestion level of that edge. As pointed out in the introduction it is our objective to infer the travel time distribution pertaining to a given route. Importantly, we wish to do so without a priori assuming that all edges have the same level of congestion and that particles traverse edges at a constant velocity. In addition we wish to work in a framework by which we can naturally model thestatistical similarity between road pieces that are spatially nearby. To facilitate these requirements it is convenient to subdivide the edges in the traffic network into smaller pieces. For this we consider a higher resolution version of the traffic network.

2.1.2. The traffic network in higher resolution. We proceed by pointing out how we increase the resolution of the edges. To this end, for the graph $G = (V, E)$ we consider a collection $r = \{r_e : e \in E\} = \{r_1, \ldots, r_q\} \in \mathbb{N}_0^q$ of user specified resolution parameters. For each such collection $r$, consider the graph $G_r = (V_r, E_r)$ where

$$
V_r := V \cup \bigcup_{i : e_i \in E} \{v_i,1, \ldots, v_i,r_i\} \quad \text{and} \quad E_r := \bigcup_{i : e_i \in E} \{e_{i,1}, \ldots, e_{i,r_i+1}\},
$$

(3)

where the edges $e_{i,j}$ in $E_r$ are given by, for $j = 2, \ldots, r_i$ and $i = 1, \ldots, q$,

$$
e_{i,1} = \{v_o(e_i), v_i,1\}, \ e_{i,j} = \{v_{i,j-1}, v_{i,j}\}, \ e_{i,r_i+1} = \{v_{i,r_i}, v_o(e_i)\}.
$$

(4)

We also denote the vertices of $G_r$ by $V_r = \{v_1,1, \ldots, v_p\} \cup \{v_{i,j} : j = 1, \ldots, r_i, \ i = 1, \ldots, p\}$ and its edges by $E_r = \{e_{i,j} : j = 1, \ldots, r_i+1, \ i = 1, \ldots, q\}$. In the graph $G_r$ we define the cardinalities

$$
p_r := |V_r| = |V| + \sum_{e \in E} r_e = p + \sum_{i=1}^q r_i,
$$

$$
q_r := |E_r| = \sum_{e \in E} (r_e + 1) = |E| + \sum_{i=1}^q r_i.
$$

(5)

We think of the graph $G_r$ as a higher resolution version of $G$: $G_r$ is constructed from $G$ by replacing each edge $e \in E$ from $G$ by a path graph with $r_e + 1$ new edges connecting the original vertices $v_o(e)$ and $v_o(e)$ from $G$. We also assume that $r$ is such that the lengths of the road segments corresponding to any edge in $G_r$ is (approximately) the same; it will become clear in Section 4.1 why we impose this requirement. Figure 1 provides a conceptual illustration of the graph $G$ and its high-resolution version $G_r$. The higher resolution traffic network $G_r$ thus allows us to model the time that a particle takes to traverse each edge $e$ in $G$ in more detail by breaking it down into $r_e + 1$ smaller travel times. The number $r_e + 1$ encodes the number of measurements we can collect while the particle moves along $e$, and so we can think of it as a resolution parameter.
Figure 1. Graph $G$ (left) and a higher resolution version $G_r$ of $G$ (right). In this example $r_e = 2$, for all $e \in E$.

Finally, in order to translate results for the higher resolution graph into results for the original graph, define a matrix $S_r \in \{0, 1\}^{q \times q_r}$ where, for $i = 1, \ldots, q$ and $j = 1, \ldots, r_{i+1}$,

$$S_{r,i,j} := \begin{cases} 1 & \text{if } v_{i,j} \in E_r, \\ 0 & \text{otherwise}. \end{cases}$$

(6)

2.2. The data format. Consider, for some resolution instance $r \in \mathbb{N}$, the corresponding graph $G_r$. We assume to have access to the average time to traverse each edge in $G_r$. More explicitly, we assume that we know

$$X_e^{(n_e)} = \frac{1}{n_e} \sum_{i=1}^{n_e} X_{e,i}, \quad n_e \in \mathbb{N}, \ e \in E_r,$$

(7)

where, for each $e \in E_r$, $X_{e,i}$ represents the amount of time it took some arbitrary particle to traverse edge $e$, and $n_e$ is the total number of measurements collected at edge $e \in E_r$. Thus, each $X_e^{(n_e)}$ represents the average time it takes particles to cross the edge $e \in E_r$. In the sequel we abbreviate

$$n = \{n_e : e \in E_r\} \quad \text{and} \quad X^{(n)} = \{X_e^{(n_e)} : e \in E_r\}.$$ 

(8)

For each $r$ and $n$, our modeling assumption on the corresponding data vector $X^{(n)}$ is that, with $\mathcal{N}(a, b)$ denoting a normally distributed random variable with mean vector $a$ and variance-covariance matrix $b$,

$$X^{(n)} \sim \mathcal{N}\left(\mu_r, \Sigma_r^{(n)}\right).$$

(9)

Thus, the unknown model parameters are the non-negative vector $\mu_r$ and the positive-definite matrix $\Sigma_r^{(n)}$,

$$\mu_r = \{\mu_{r,e} : e \in E_r\} \in \mathbb{R}^{q_r}, \quad \Sigma_r^{(n)} \in \mathbb{R}^{q_r \times q_r}.$$ 

(10)

We are in the setting that we have ample observations, in that the entries of $n$ are fairly large. In case the dependence between the observations is not excessively strong, the use of the proposed Gaussian model is justified due to a central-limit type argumentation; we provide more discussion on this issue in Section 7. Each entry $\mu_{r,e}$ of $\mu_r$ represents the expected time for an arbitrary particle to traverse a small segment in the traffic network, corresponding to the edge $e \in E_r$. These $\mu_{r,e}$ constitute our main objects of interest, in that
we develop a technique to estimate them. In our setup, the variance-covariance matrix $\Sigma^{(n)}_r$ plays an important role as well, and is also estimated from the data.

Note that what we would like to infer is actually the travel times in the original graph $G$ (rather than those in the high-resolution graph $G_r$). This means that we want to find $\mu = S_r \mu_r = \{\mu_e : e \in E\}$, where $\mu_e$ is the expected time for an arbitrary particle to traverse edge $e \in E$. In the next sections we explain in great detail why it is convenient to collect data at a higher resolution. We also outline a procedure to infer the model parameters in (10) using a Bayesian approach.

3. Inference on the model parameters

In this section we develop a method to infer the model parameters in (10) from the observations in (7) using a Bayesian approach. We do so by putting an appropriate prior on $\mu_r$ conditional on $\Sigma^{(n)}_r$, and then estimate $\Sigma^{(n)}_r$ from the corresponding marginal likelihood for $\Sigma^{(n)}_r$ using the empirical Bayes approach. In Sections 3.1–3.3 we give a detailed, step-by-step outline of the estimation procedure, which is then summarized in Section 3.4. The assessment of the performance of this estimation procedure requires some delicate analysis; this is done in Theorem 1. Numerical illustrations of features of the estimation procedure can be found in Section 5.

3.1. Estimation of the expected travel times. The objective of this subsection is to propose an estimator for the mean travel times (the vector $\mu_r$, that is), and provide an appealing interpretation of it.

3.1.1. A Bayesian estimator. To estimate $\mu_r$ we follow a so-called frequentist Bayes approach, in that we assume that the data $X^{(n)} | (\mu_r, \Sigma^{(n)}_r)$ comes from a Bayesian model. This means that we endow $\mu_r$ with a prior distribution, and we use the respective posterior (which is the conditional distribution of $\mu_r$, given the data) to produce estimates for $\mu_r$. However, we still see $\Sigma^{(n)}_r$ as the actual data generating mechanism for fixed $\mu_r$ and $\Sigma^{(n)}_r$ when we study the behavior of the resulting estimates. Concretely, we endow $\mu_r | (\lambda, \Sigma^{(n)}_r)$ with the following improper prior:

$$\mu_r | (\lambda, \Sigma^{(n)}_r) \sim \mathcal{N} \left( 0, \frac{1}{\lambda} \bar{L}_r \right), \quad \lambda > 0,$$

where $\bar{L}_r = L(G_r)$ is the Laplacian matrix of the line graph of $G_r$, and where $M^{-}$ denotes a pseudo-inverse of a matrix $M$. As for the prior parameter $\lambda > 0$, for now it suffices to mention that it can be considered as a quantity that controls the concentration of the prior, but in the following section we make the role that it plays in the inference procedure more explicit.

In Proposition 1 (see Appendix A) we show that the posterior distribution for $\mu_r | (\lambda, \Sigma^{(n)}_r)$ corresponding to the prior in (11) is normal:

$$\mu_r | (\lambda, \Sigma^{(n)}_r, X^{(n)}) \sim \mathcal{N} \left( \hat{\mu}_r, \left( \left\{ \Sigma^{(n)}_r \right\}^{-1} + \lambda \bar{L}_r \right)^{-1} \right), \quad \lambda > 0,$$

An improper prior is one whose density integrates to infinity. The corresponding posterior is, however, a proper distribution. See [34] for more details on such priors.
where the posterior mean of $\mu_r \mid (\lambda, \Sigma^{(n)}_r, X^{(n)})$ is
\[
\hat{\mu}_r(\lambda, \Sigma^{(n)}_r) := H(\lambda, \Sigma^{(n)}_r) X^{(n)},
\] for a so-called smoother matrix $H(\lambda, \Sigma^{(n)}_r)$ defined by
\[
H(\lambda, \Sigma^{(n)}_r) = \left( \{\Sigma^{(n)}_r\}^{-1} + \lambda \bar{L}_r \right)^{-1} \{\Sigma^{(n)}_r\}^{-1} = \left( I_{q_r} + \lambda \Sigma^{(n)}_r \bar{L}_r \right)^{-1}.
\] For the moment, $\lambda$ can be thought of as being fixed, and later we estimate it via generalized cross-validation, as will be pointed out in Section 3.3.

Since the distribution of the prior and the distribution of the posterior belong to the same family of distributions (namely multivariate normal distributions), we say that the prior and the posterior are conjugate. It is also common to phrase this as saying that the prior is conjugate for the likelihood of $X^{(n)} \mid (\mu_r, \Sigma^{(n)}_r)$. Conjugacy is a desirable property, since it leads to closed-form expressions for the estimator of $\mu_r$.

3.1.2. Interpretation of the estimator. The estimator $\hat{\mu}_r(\lambda, \Sigma^{(n)}_r)$, being the expectation of a Gaussian distribution, maximizes the posterior density corresponding to (12). This posterior distribution, which is the product of the likelihood and the prior, is proportional (as a function of $\mu_r$) to
\[
\exp \left\{ -\frac{1}{2} (X^{(n)} - \mu_r)^\top \{\Sigma^{(n)}_r\}^{-1} (X^{(n)} - \mu_r) - \frac{\lambda}{2} \mu_r^\top \bar{L}_r \mu_r \right\}.
\] As such, we conclude that the $\mu_r$ that maximizes (15) solves
\[
\min_{\mu_r \in \mathbb{R}^{q_r}} (X^{(n)} - \mu_r)^\top \{\Sigma^{(n)}_r\}^{-1} (X^{(n)} - \mu_r) + \lambda \mu_r^\top \bar{L}_r \mu_r.
\] The estimator $\hat{\mu}_r(\lambda, \Sigma^{(n)}_r)$ thus solves a so-called penalized weighted least squares criterion. The criterion above, being quadratic in $\mu_r$, can be easily solved to yield the estimator $\hat{\mu}_r(\lambda, \Sigma^{(n)}_r)$ that is defined in (13). The so-called penalty term, which we call $P(\mu_r)$ from now on, can be rewritten as
\[
P(\mu_r) = \mu_r^\top \bar{L}_r \mu_r = \sum_{i \sim j} (\mu_{r,i} - \mu_{r,j})^2, \quad \mu_r \in \mathbb{R}^{q_r},
\] where $i \sim j$ denotes that vertices $i$ and $j$ in the line graph $G$ are neighbors, which is equivalent to saying that the corresponding edges in the high-resolution graph $G_r$ are incident. Informally, a vector $\mu_r$ for which $P(\mu_r)$ is small is a vector that is smooth in the sense that entries of $\mu_r$ corresponding to incident edges in the network graph $G_r$ are of a similar magnitude. In Section 4.1, we explicitly define the class of signals $\mu_r$ that we consider.

For a fixed value of $\lambda > 0$, it is clear that among two solutions that fit the data equally well, we always prefer the smoothest solution and, reciprocally, for the solutions that are equally smooth, we always prefer the solution that fits the data best. The parameter $\lambda$ of the estimator is therefore meant to control the tradeoff between fitting the data well and producing a solution that is smooth in the sense specified above. The penalized optimization above can be seen as the dual to the (primal) constrained minimization problem
\[
\min_{\mu_r \in \mathbb{R}^{q_r}: P(\mu_r) \leq \ell} (X^{(n)} - \mu_r)^\top \{\Sigma^{(n)}_r\}^{-1} (X^{(n)} - \mu_r).
\]
It is known that the two problems are equivalent for an appropriate correspondence between \( \lambda \) and \( \ell \). This formulation gives another interpretation for \( \hat{\mu}_r(\lambda, \Sigma_r^{(n)}) \): it is an estimate that optimally fits the data subject to a maximal ‘smoothness budget’ \( \ell > 0 \) (depending on \( \lambda \)).

The prior distribution in (11) can be interpreted in light of the above discussion. The prior density, being proportional to

\[
\exp \left\{ -\frac{\lambda}{2} \sum_{i \neq j} (\mu_{r,i} - \mu_{r,j})^2 \right\}, \quad \mu_r \in \mathbb{R}^{q_r},
\]

assigns more mass to vectors \( \mu_r \) that are smooth in terms of the topology of the network. The larger the smoothing parameter \( \lambda \) is, the stronger this effect is: as \( \lambda \) grows, the prior density becomes more tightly concentrated around vectors \( \mu_r \) in \( \mathbb{R}^{q_r} \) that are smooth.

Note that the posterior in (12) provides us with more information than just the estimate \( \hat{\mu}_r \), as it can also be used to quantify the uncertainty in the produced estimate. More concretely, the extent up to which the posterior measure is concentrated around \( \hat{\mu}_r \) reflects lack of statistical uncertainty. This useful information is further exploited in Section 6, where we consider path selection problems relying on the information contained in the posterior (12).

3.2. Inferring the covariance structure. We proceed by specifying how the variance-covariance matrix \( \Sigma_r^{(n)} \) can be estimated from the data in a convenient way.

3.2.1. The empirical Bayes approach for the covariance structure. It turns out to be convenient to parametrize the variance-covariance matrix \( \Sigma_r^{(n)} \) in terms of its eigenvalues. The matrix \( \Sigma_r^{(n)} \), which is real and symmetric, is rewritten as

\[
\Sigma_r^{(n)} = \Sigma_r^{(n)}(\theta) = \sum_{i=1}^{q_r} \theta_i e_i e_i^\top = \sum_{i=1}^{q_r} \theta_i E_i, \tag{16}
\]

where \( e_i \) is the \( i \)-th (column) eigenvector of \( \Sigma_r^{(n)} \), and \( \theta = (\theta_1, \ldots, \theta_{q_r}) \) are the eigenvalues of \( \Sigma_r^{(n)} \). This entails that we can (trivially) re-parametrize the prior in terms of the eigenvalues \( \theta \) as

\[
\mu_r \mid (\lambda, \theta) \sim \mathcal{N} \left( 0, \frac{1}{\lambda} \bar{L}_r \right), \quad \lambda > 0, \theta \in \mathbb{R}^{q_r}. \tag{17}
\]

Combined with the model in (9), this leads to the posterior

\[
\mu_r \mid (\lambda, \theta, X^{(n)}) \sim \mathcal{N} \left( \hat{\mu}_r(\lambda, \theta), \left( \Sigma_r^{(n)}(\theta)^{-1} + \lambda \bar{L}_r \right)^{-1} \right), \quad \lambda > 0, \theta \in \mathbb{R}^{q_r}. \tag{18}
\]

In the full Bayes approach we endow \( \theta \mid \lambda \) with a prior, which together with the (conditional) prior \( \mu_r \mid (\lambda, \theta) \) results in a joint prior \( (\mu_r, \theta) \mid \lambda \). Unfortunately, no conjugate priors are known for this parametrization of the model. In this case, one can still make inference from the respective posterior on \( (\mu_r, \theta) \mid \lambda \) via sampling methods such as Markov Chain Monte Carlo (MCMC); see e.g. [11]. However, this might not be computationally attractive since it may require that we have to perform this MCMC procedure for a substantial number of values of \( \lambda \). We therefore opt for an alternative approach.

The empirical Bayes method works in the following way. Suppose that one has an estimator of the eigenvalues, say \( \hat{\theta}(\lambda) \), that depends on \( X^{(n)} \) and (eventually) on \( \lambda \). We can obtain a
so-called empirical marginal posterior distribution by plugging the estimator \( \hat{\theta}(\lambda) \) into \( \theta \) in the posterior distribution for \( \mu_r | (\lambda, \theta) \), so as to obtain

\[
\mu_r | (\lambda, X^{(n)}) \sim \mathcal{N}(\hat{\mu}_r(\lambda, \hat{\theta}(\lambda)), (\Sigma_r^{(n)}(\hat{\theta}(\lambda))^{-1} + \lambda L_r)^{-1}), \quad \lambda > 0; \tag{19}
\]

cf. the posterior \( (18) \). Note that \( (19) \) is not the marginal posterior distribution for \( \mu_r | \lambda \), but rather a proxy for it. From this empirical marginal posterior distribution, which is based on \( \hat{\theta}(\lambda) \), we can obtain the estimators

\[
\hat{\Sigma}_r^{(n)}(\lambda) = \Sigma_r^{(n)}(\hat{\theta}(\lambda)),
\]

for \( \Sigma_r^{(n)} \) and

\[
\hat{\mu}_r(\lambda) = \mu_r(\lambda, \hat{\theta}(\lambda)),
\]

for \( \mu_r \); one could think of \( \hat{\mu}_r(\lambda) \) as an empirical marginal posterior mean. For an appropriate choice of the estimator \( \hat{\theta}(\lambda) \), one should still expect the empirical posterior in \( (19) \) to provide good uncertainty quantification for \( \mu_r \); we refer to e.g. \cite{31} for a general account of uncertainty quantification for Bayesian estimators based on empirical posteriors.

In the empirical Bayes approach we work with a particular estimator of the eigenvalues \( \theta \). We estimate \( \theta \) as the maximizer of the marginal likelihood for \( \theta \). With \( p(X^{(n)} | \mu_r, \theta) \) representing the likelihood of the data and \( p(\mu_r | \lambda, \theta) \) being the density of the prior on \( \mu_r | (\lambda, \theta) \), the marginal likelihood for \( \theta \) is

\[
p(X^{(n)} | \lambda, \theta) = \mathbb{E}_{\mu_r | (\lambda, \theta)} p(X^{(n)} | \mu_r, \theta) = \int \cdots \int p(X^{(n)} | \mu_r, \theta) p(\mu_r | \lambda, \theta) \, d\mu_r. \tag{20}
\]

(Note that \( (20) \) is simply the normalizing constant for the marginal posterior for \( \mu_r \).) It is straightforward to check that in our case the marginal likelihood \( p(X^{(n)} | \lambda, \theta) \) for \( \theta \) can be written as

\[
(2\pi)^{-\frac{q-2}{2}} |\Sigma_r^{(n)}(\theta)|^{-1/2} \frac{1}{\lambda} |L_r|^{-1/2} \exp \left\{ -\frac{1}{2} \{X^{(n)}\}^\top \left( \Sigma_r^{(n)}(\theta) + \frac{1}{\lambda} L_r \right)^{-1} X^{(n)} \right\}, \tag{21}
\]

so that the empirical Bayes estimate of \( \theta \) minimizes \(-2 \ln p(X^{(n)} | \lambda, \theta) \). As a consequence, it satisfies

\[
\hat{\theta}(\lambda) = \arg \min_{\theta} \left\{ \{X^{(n)}\}^\top \left( \Sigma_r^{(n)}(\theta) + \frac{1}{\lambda} L_r \right)^{-1} X^{(n)} + \ln |\Sigma_r^{(n)}(\theta)| + \frac{1}{\lambda} |L_r| \right\}. \tag{22}
\]

The empirical marginal posterior distribution corresponding to plugging in this particular estimator of \( \theta \) is called the empirical Bayes marginal posterior distribution for \( \mu_r \); likewise, all of the resulting empirical quantities that we mentioned before just take on the extra qualifier ‘empirical Bayes’ instead of ‘empirical’.

3.2.2. Computing the empirical Bayes estimate. In Proposition \( (2) \) (see Appendix A) we show that the solution \( \hat{\theta}(\lambda) \) in \( (22) \) satisfies a certain identity. Note that the proof of that proposition relies only on the fact that \( \Sigma_r^{(n)} \) is linear in \( \theta \), and not on the fact that the entries of \( \theta \) are the eigenvalues of \( \Sigma_r^{(n)} \). It means that we can as well conclude that the empirical Bayes
estimate $\hat{\Sigma}_r^{(n)}$ of $\Sigma_r^{(n)}$ satisfies the fixed point equation

$$
\hat{\Sigma}_r^{(n)} = \frac{(X^{(n)} - H(\lambda, \hat{\Sigma}_{r,\lambda}^{(n)})X^{(n)})\top}{\text{tr}(I_{qr} - H(\lambda, \hat{\Sigma}_{r,\lambda}^{(n)}))}.
$$

(23)

As a pragmatic way to solve this matrix-valued equation, we approximate the solution to (23) by starting with an arbitrary guess $\hat{\Sigma}_{r,0}$ (for instance $\hat{\Sigma}_{r,0} = I_{qr}$), and then iterating

$$
\hat{\Sigma}_{r,i}^{(n)} = \frac{(X^{(n)} - H(\lambda, \hat{\Sigma}_{r,i-1}^{(n)})X^{(n)})\top}{\text{tr}(I_{qr} - H(\lambda, \hat{\Sigma}_{r,i-1}^{(n)}))}, \quad i \in \mathbb{N}.
$$

We continue until a given stopping criterium is met. If we stop at iteration $N$, then we approximate the solution to (23) by $\hat{\Sigma}_{r,N}^{(n)}$.

The above (approximate) solution to (23) is typically problematic: a completely unspecified variance-covariance matrix is simply a positive-semi-definite matrix and, as such, it requires a substantial dataset to reliably estimate $\Sigma_r^{(n)}$’s many entries simultaneously. To deal with this complication, a natural remedy is to impose some structure on $\Sigma_r^{(n)}$. A convenient way to do this is by using a (relatively) low-dimensional parametric model for the variance-covariance matrix. We thus assume that $\Sigma_r^{(n)}$ belongs to a low-dimensional family of matrices, say $\{\Sigma_r^{(n)}(\theta) : \theta \in \mathbb{R}^p, \tau \in \mathbb{N}\}$. We can then solve (23) subject to $\Sigma_r^{(n)}$ belonging to this family; see Section 4.2 for a discussion of this approach for our model on $\Sigma_r^{(n)}$.

Once a particular parametric form $\Sigma_r^{(n)}(\theta)$ and some initial guess $\hat{\theta}_0$ has been picked, we can evaluate the following iteration scheme until a given stopping criterium is met:

$$
\Sigma_r^{(n)}(\hat{\theta}_i) = \frac{(X^{(n)} - H(\lambda, \hat{\theta}_{i-1})X^{(n)})\top}{\text{tr}(I_{qr} - H(\lambda, \hat{\theta}_{i-1}))}, \quad i \in \mathbb{N},
$$

where

$$
H(\lambda, \theta) := \left(\Sigma_r^{(n)}(\theta)^{-1} + \lambda L_r\right)^{-1} \Sigma_r^{(n)}(\theta)^{-1}.
$$

Importantly, for a specific relevant choice of $\Sigma_r(\theta)$, the underlying fixed point can be solved explicitly, as pointed out in Corollary 1 (see Appendix A).

3.3. Estimation of the parameter $\lambda$. Now that we have specified how the parameters $\mu_r$ and $\Sigma_r^{(n)}$ can be estimated, it remains to estimate the smoothing parameter $\lambda > 0$; observe that $\mu_r$ and $\Sigma_r^{(n)}$ were estimated for a given value of $\lambda$.

The procedure from the previous section provides us with estimates $\hat{\theta}(\lambda)$ for each choice of $\lambda$. Since our estimator of $\mu_r$ is linear in the data, the generalized cross-validation criterion [13] for $\lambda > 0$ can be written as

$$
\text{GCV}(\lambda) = \frac{q_r^{-1} \cdot (X^{(n)} - H(\lambda, \hat{\theta}(\lambda))X^{(n)})\top (X^{(n)} - H(\lambda, \hat{\theta}(\lambda))X^{(n)})}{(q_r^{-1} \cdot \text{tr}(I_{qr} - H(\lambda, \hat{\theta}(\lambda)))^2}.
$$

(24)

This criterium is known to provide an unbiased estimator of the risks $\lambda \mapsto \mathbb{E}\|\hat{\mu}_r(\lambda) - \mu_r\|^2$ of the estimator $\hat{\mu}_r(\lambda) = \hat{\mu}_r(\lambda, \hat{\theta}(\lambda))$ and is fully data-driven. As such, we can use the $\lambda$ that minimizes the criterion (24) as an estimate for the $\lambda$ that minimizes the risk.
3.4. **Summary of the procedure.** We conclude this section by summarizing the estimation procedure outlined above, combining the elements from the previous three subsections.

- Our model is
  \[
  X^{(n)} \sim \mathcal{N} \left( \mu_r, \Sigma_r^{(n)}(\theta) \right), \quad \mu_r \in \mathbb{R}^q, \ \theta \in \mathbb{R}^\tau, \ \tau \in \mathbb{N},
  \]
  where \( \{ \Sigma_r^{(n)}(\theta) : \theta \in \mathbb{R}^\tau, \ \tau \in \mathbb{N} \} \) is some user-specified model for the covariance structure of the data.
- We endow \( \mu_r \) with the prior (11) with density \( p(\mu_r | \lambda, \theta) \) leading to the marginal posterior
  \[
  \mu_r | (\lambda, \theta, X^{(n)}) \sim \mathcal{N}(\hat{\mu}_r(\lambda, \theta), \left( \Sigma_r^{(n)}(\theta)^{-1} + \lambda \bar{L}_r \right)^{-1}), \ \lambda > 0, \ \theta \in \mathbb{R}^q.
  \]
- The parameter \( \lambda \) can be estimated using generalized cross-validation as a minimizer of (24). For each \( \lambda \), to obtain \( \hat{\theta}(\lambda) \) we start from some \( \hat{\theta}_0(\lambda) \) and iterate
  \[
  \Sigma_r^{(n)}(\hat{\theta}_i(\lambda)) = \frac{(X^{(n)} - H(\lambda, \hat{\theta}_{i-1}(\lambda))X^{(n)}) (X^{(n)} - H(\lambda, \hat{\theta}_{i-1}(\lambda))X^{(n)})^\top}{\text{tr}(I_q - H(\lambda, \hat{\theta}_{i-1}(\lambda))^\top)},
  \]
  until convergence, where \( H(\lambda, \theta) := \left( \Sigma_r^{(n)}(\theta)^{-1} + \lambda \bar{L}_r \right)^{-1} \Sigma_r^{(n)}(\theta)^{-1} \). For specific choices of the model for \( \Sigma_r^{(n)}(\theta) \), the underlying fixed point may admit an explicit solution (see Corollary 1).
- At this point the estimates \( \hat{\lambda} \), and \( \hat{\theta}(\hat{\lambda}) \) can be plugged into the marginal posterior distribution for \( \mu_r \), so as to obtain the empirical Bayes marginal posterior distribution for \( \mu_r \):
  \[
  \mu_r | (\hat{\lambda}, \hat{\theta}(\hat{\lambda}), X^{(n)}) \sim \mathcal{N}(H(\hat{\lambda}, \hat{\theta}(\hat{\lambda}))X^{(n)}, \left( \Sigma_r^{(n)}(\hat{\theta}(\hat{\lambda}))^{-1} + \hat{\lambda} \bar{L}_r \right)^{-1}).
  \]
- Finally, we should translate results for the higher resolution graph into results for the original graph, so as to translate the estimates for \( \mu_r \) into estimates for \( \mu \). Trivially, the empirical Bayes marginal posterior distribution for \( \mu \) is given by
  \[
  \mu | (\hat{\lambda}, \hat{\theta}(\hat{\lambda}), X^{(n)}) \sim \mathcal{N} \left( S_r H(\hat{\lambda}, \hat{\theta}(\hat{\lambda}))X^{(n)}, S_r (\Sigma_r(\hat{\theta}(\hat{\lambda}))^{-1} + \hat{\lambda} \bar{L}_r)^{-1} S_r^\top \right).
  \]

4. **Assumptions on the mean, covariance, and graph Laplacian**

Since the number of parameters that we have to estimate grows with the entries of \( r \), the model presented in Section 2 is in a sense too general. Indeed, the procedures presented in Section 3 can only possibly be consistent if we impose some more constraints on our parameters \( \mu_r \) and \( \Sigma_r^{(n)} \); we do this in Sections 4.1-4.2. In Section 4.3 we specify the spectrum of \( \bar{L}_r \) and its relation with that of \( \Sigma_r^{(n)} \).
4.1. A model for \( \mu_r \). The vectors \( \mu \) and \( \mu_r \) represent the expected travel times for each edge in the graphs \( G \) and \( G_r \), respectively. Intuitively, it is clear that the expected times necessary to traverse road segments corresponding to two incident edges in \( G_r \) are likely to be close since we assume that the lengths of these road segments are (approximately) the same. We model this by considering only signals \( \mu_r \) in the family, for some \( C > 0 \),

\[
\mathcal{M}_r(C) = \left\{ \mu_r : \max_{i=1,...,q} r_i P(\mu_{r,i}) \leq C^2 \right\},
\]

where \( \mu_{r,i} \) corresponds to the entries of the vector \( \mu_r \) associated with the \( i \)-th edge of \( G \).

The interpretation is the following. We think of splitting the edge \( e_i \) into sub-edges \( e_{i,j}, j = 1, \ldots, r_i + 1 \), as corresponding to splitting the interval \([0, 1]\) into \( r_i + 1 \) sub-intervals of equal length. Suppose that associated with each edge \( e_i \in E \) we have a function \( m_i : [0, 1] \mapsto \mathbb{R}_+, i = 1, \ldots, q \). If we then see each expected travel time \( \mu_{i,j} \) as being obtained from the respective function \( m_i \), then, recognizing a Riemann sum,

\[
\begin{align*}
r_i P(\mu_{r,i}) &= r_i \sum_{j=1}^{r_i} (\mu_{i,j+1} - \mu_{i,j})^2 = r_i \sum_{j=1}^{r_i} \left\{ m_i \left( \frac{j}{r_i} \right) - m_i \left( \frac{j-1}{r_i} \right) \right\}^2 \\
&\approx \frac{1}{r_i} \sum_{j=1}^{r_i} m_i' \left( \frac{j}{r_i} \right)^2 \approx \int_0^1 \left\{ m_i'(t) \right\}^2 dt.
\end{align*}
\]

For any \( \mu_r \in \mathcal{M}_r(C) \) it is then the case that

\[
P(\mu_r) \leq 2 \sum_{i=1}^{q} P(\mu_{r,i}) \leq \frac{2qC^2}{\min_{i=1,...,q} r_i}.
\]

Upon combining the above, we conclude that assuming that our signal \( \mu_r \in \mathcal{M}_r(C) \) amounts to requiring that the underlying travel times for the different edges in \( G_r \) are well represented by a smooth function, meaning a differentiable function whose derivative is square integrable. A similar class of functions has been relied upon in [24].

4.2. A simple model for \( \Sigma_r^{(n)} \). In the sequel we partition the variance-covariance matrix into blocks according to the entries in \( r \). More concretely, this means that we write

\[
\Sigma_r^{(n)} = \begin{pmatrix}
\Sigma_{r,1,1}^{(n)} & \cdots & \Sigma_{r,1,q}^{(n)} \\
\vdots & \ddots & \vdots \\
\Sigma_{r,q,1}^{(n)} & \cdots & \Sigma_{r,q,q}^{(n)}
\end{pmatrix},
\]

with the \((k, \ell)\)-th entry of the \((i, j)\)-th block being

\[
\left( \Sigma_{r,i,j}^{(n)} \right)_{k,\ell} = \mathbb{V}(X_{r_{i,k}}, X_{r_{j,\ell}}), \quad k = 1, \ldots, r_i + 1, \quad \ell = 1, \ldots, r_j + 1,
\]

where \( \mathbb{V}(X, Y) \) denotes the covariance between \( X \) and \( Y \). As mentioned before, the resulting model for \( \Sigma_r^{(n)} \) is too high-dimensional (and so not amenable to inference) without further assumptions on these covariances.

The structure of \( \Sigma_r^{(n)} \) can be simplified by making more assumptions, thus reducing the dimension of the model on the variance-covariance matrix. Such assumptions can be motivated in different ways. For example: a) a priori knowledge, may allow us to make certain (auto-)covariance assumptions for the particles traversing the network; b) practical considerations, may lead us to work with a model for which the fixed point equation (23) admits an
explicit solution; c) the observation scheme that is used to collect the data may also validate certain independence assumptions. Below we mention a few concrete examples.

If we assume that measurements collected at (sub-edges of) edge $i$ are uncorrelated with measurements collected at (sub-edges of) edge $j$ (with $i \neq j$), then off-diagonal blocks in $\Sigma_r^{(n)}$ are zero. If we assume that the travel time of each particle is being measured at every sub-edge of edge $i$, then we can model the situation of constant autocorrelations in these travel times by taking each block $\Sigma_{r,i,i}$ equal to a Toeplitz matrix. If we assume that measurements collected at different sub-edges of edge $i$ are uncorrelated (because, for instance, at edge $e_i$ we measure $n_i$ particles at random among all those that pass that edge), then

$$\Sigma_{r,i,i}^{(n)} k,\ell = \frac{1}{n_i^2} \sum_{s=1}^{n_i} \sum_{t=1}^{n_i} \mathbb{V}
(X_{e_i,k,s}, X_{e_i,l,t}), \quad k,\ell = 1, \ldots, r_i + 1,$$

where $X_{e_i,k,s}$ represents the $s$-th measurement collected at edge $e_i$.

In the sequel, to derive an asymptotic result, we make a few choices ultimately leading to the form (27) for $\Sigma_r^{(n)}$. Asymptotic results for other choices can be worked out in a similar manner (but at the expense of more involved computations.) Nonetheless, the form in (27) should be appropriate in many circumstances. With $\delta_{i,j} := 1\{i = j\}$, we assume

$$\mathbb{V}
(X_{e_i,k,s}, X_{e_j,l,t}) = \frac{\delta_{i,j} \delta_{k,l} \delta_{s,t}}{r_i + 1} \sigma_i^2.$$

This means that all measurements $X_{e,i}$, for $e \in E_r$ and $i = 1, \ldots, n_e$, are uncorrelated. The scaling $1/(r_i + 1)$ ensures that, with $X_{e,i}$ representing the total time for a particle to traverse all of the sub-edges $X_{e_i,j}$ of some edge $e_i \in E$, by assumption,

$$\mathbb{V}
(X_{e_i}) = \mathbb{V}
\left(\sum_{i=1}^{r_e+1} X_{e,i}\right) = \sum_{i=1}^{r_e+1} \mathbb{V}
(X_{e,i}) = \sigma_e^2.$$

We also assume that $\mathbf{n} = (n, \ldots, n)^\top$, so that, upon combining the above,

$$\Sigma_r^{(n)} = \frac{1}{n} \Sigma_r, \quad \text{for} \quad \Sigma_r := \text{diag}\{\sigma_1^2, 1_{r_1+1}, \ldots, \sigma_q^2, 1_{r_q+1}\}, \quad (27)$$

where $1_r := (1, \ldots, 1)^\top \in \mathbb{R}^r$ represents an all-ones vector of length $r$.

This model for $\Sigma_r^{(n)}$ arises in a situation where we assume that the different particles in the network behave independently, where at each edge the travel times being measured correspond to a random subset of $n$ particles traversing that edge, while allowing the travel times for each edge in $E$ to have different variances.

4.3. The spectra of $\bar{L}_r$ and $\Sigma_r^{(n)}$. Establishing asymptotic results for the estimators presented in Section 3 relies heavily on understanding the spectrum of $\bar{L}_r$ and of $\Sigma_r^{(n)}$. In this section we specify these.

4.3.1. Decomposition of $\bar{L}_r$. By construction, in $G_r$ there are two different types of vertices. This is illustrated in the middle plot in Figure 2; red vertices corresponding to vertices of $G$, and white vertices corresponding to vertices that are not present in $G$. In the corresponding line graph $\bar{G}_r$, which is depicted in the right plot in Figure 2, there are two types of vertices:
pink vertices corresponding to edges in $G_r$ that connect a red vertex and a white vertex, and white vertices that correspond to edges in $G_r$ that connect white vertices.

**Figure 2.** The graph $G_r$ (middle), where $r_e = 4$ for all $e \in E$, corresponding to the graph $G$ (left) from Figure 1, and the respective line graph $\bar{G}_r$ (right). In the middle plot, red vertices correspond to vertices in $G_r$, and white vertices correspond to vertices that are not in $G$. In the right plot, pink vertices correspond to edges connecting red and white vertices in $G_r$, and white vertices correspond to edges connecting white vertices in $G_r$.

The structure of the line graph $\bar{G}_r$ is rather simple: to each red vertex of degree $d$ in the original graph corresponds a clique of size $d$ in $\bar{G}_r$, and these cliques are connected via path graphs (the one corresponding to edge $e$ having $r_e - 1$ vertices). Recall that $q_r$, the number of edges of $G_r$, can be written as $\sum_{i=1}^{q_r}(r_i - 1) + 2q$.

In the following we make extensive use of the following property. Since $\bar{L}_r$ is a real, symmetric matrix of dimension $q_r \times q_r$, there exists a matrix $\tilde{\Omega}$ of the same dimension such that

$$\tilde{\Omega}^\top \bar{L}_r \tilde{\Omega} = \text{diag} \{\ell\},$$

where

$$\ell = (\ell_1, \ldots, \ell_{q_r}) = (\ell_{1,1}, \ldots, \ell_{1,r_1-1}, \ell_{2,1}, \ldots, \ell_{2,r_2-1}, \ldots, \ell_{q+1,1}, \ldots, \ell_{q+1,2q}).$$

Proposition 3 (see Appendix A) tells us, in particular, that if $r := \min \{r_1, \ldots, r_q\}$ is large, then $\ell_{i,j}$ is well approximated by $4 \sin(\pi(j - 1)/(2r_i))^2$, $j = 1, \ldots, r_i, i = 1, \ldots, q$, with the remaining $2q$ eigenvalues being bounded by the maximal degree of a vertex in $G$. In other words, the matrix $\tilde{\Omega}^\top \bar{L}_r \tilde{\Omega}$ and the matrix $\Omega^\top \bar{L}_r \Omega$, with $\Omega$ as defined in Proposition 3, are close. Informally, this means that the eigenvalues of $\bar{L}_r$ are asymptotically (as $r \to \infty$, that is) going to coincide with eigenvalues specified above.

### 4.3.2. Decomposition of $\Sigma_r^{(n)}$.

The spectrum of $\Sigma_r^{(n)}$ is highly dependent on the structure of the variance-covariance matrix $\Sigma_r^{(n)}$. Here, we consider the model specified in (27) in Section 4.2, where $\Sigma_r^{(n)} = n^{-1}\text{diag}\{\sigma_1^2 1_{r_1}, \ldots, \sigma_q^2 1_{r_q}\}$; alternative models can be handled as well at the expense of a substantial amount of additional notation and computations but this model should be flexible enough for any situation where we can think of the $n$ travel times being collected at each edge as being collected from a random subset of all particles traversing that edge.
It can immediately be seen that, by definition of the matrices $\Omega$ that feature in the proof of Proposition 3,

$$\Omega^\top \Sigma^{(n)}_r \Omega = \text{diag}\{D_1, \ldots, D_q, D_{q+1}\},$$

where the first blocks are given by $D_i := n^{-1} \sigma_i^2 I_{r_i - 1}$, for $i = 1, \ldots, q$, and where the last block is $D_{q+1} := n^{-1} \text{diag}\{\sigma_{s(1)}^2, \ldots, \sigma_{s(q)}^2\}$, with $s(\cdot)$ denoting some given permutation of the edges $\{1, \ldots, q\}$.

4.3.3. Decomposition of $H(\lambda, \theta)$. Based on the decompositions from the previous two sections, we can now also (approximately) diagonalize our smoother matrix $H(\lambda, \theta)$. More concretely, up to a controllable error, $H(\lambda, \theta) \approx \Omega \text{diag}\{h\} \Omega^\top$, where

$$h_{i,j} := h_{i,j}(\lambda, n) = \frac{1}{1 + 4 \frac{\lambda}{n} \sigma_i^2 \sin^2 \left(\frac{\pi (j - 1)}{2 r_i}\right)}, \quad j = 1, \ldots, r_i, \quad i = 1, \ldots, q + 1,$$

are the entries of $h$. We refer to Lemma 1 (see Appendix A) for the precise statement.

4.4. Performance of the estimation procedure. We conclude this section by presenting our main result. It addresses the consistency of the estimators for the expected travel times and for the variances that we proposed in Section 3. The proof of Theorem 1 can be found in Appendix B.

**Theorem 1.** Suppose that

$$X^{(n)} \sim \mathcal{N}\left(\mu_{0,r}, n^{-1} \text{diag}\left(\sigma_{0,1}^2 1_{r_1}, \ldots, \sigma_{0,q}^2 1_{r_q}\right)\right)$$

(28)

for some $\mu_{0,r} \in \mathcal{M}_r(C)$. Consider then $n \in \mathbb{N}$, and $r \in \mathbb{N}_q^+$ such that $n = o\left(\min_{i=1,\ldots,q} r_i\right)^2$ and define the collection

$$\Lambda_{n,r} := \left\{\lambda > 0 : n = o(\lambda), \lambda = o\left(\min_{i=1,\ldots,q} r_i\right)^2\right\}.$$

Consider also

$$\hat{\lambda} := \arg \min_{\lambda \in \Lambda_{n,r}} \text{GCV}(\lambda),$$

for $\text{GCV}(\lambda)$ as defined in (24), as well as $\hat{\theta} = (\hat{\sigma}_1^2, \ldots, \hat{\sigma}_q^2)$ with each $\hat{\sigma}_i^2 = \hat{\sigma}_i(\hat{\lambda})$ defined as in (34), and finally, define

$$\hat{\mu}_r := \hat{\mu}_r(\hat{\lambda}, \Sigma^{(n)}_r(\hat{\theta})).$$

Then, as long as either $n \to \infty$ or $\min_{i=1,\ldots,q} r_i \to \infty$, $\hat{\mu}_r$ is consistent in probability for $\mu_{0,r}$, and each $\hat{\sigma}_i^2$ is consistent in probability for $\sigma_{0,i}^2$.

5. Numerical validation of estimation procedure

In this section we exemplify the performance and some properties of the estimation procedure from Section 3, using a selection of illustrative network instances. Each of our examples aims to assess a specific feature of the estimator. To simplify the interpretation of the results, we consider relatively small networks, but we emphasize that the computational burden of our algorithm, being linear in the data, is low.

First we outline the data generation mechanism for the numerical experiments. Each example corresponds to
a graph $G$,
a set of resolution parameters $r$,
a sample size vector $n$,
the length of each of the edges,
per edge a velocity function (explained in detail below), determining the per-edge mean travel time,
the variance of the per-edge travel time.

We proceed by explaining the concept of the velocity function. This describes the expected instantaneous velocity of particles as they traverse the corresponding edge. A velocity function is defined on the closed interval $[0, 1]$. It provides the expected instantaneous velocity at the relative position $x \in [0, 1]$ on the edge under consideration, for each edge $e \in E$ (starting from $v_a(e)$; note that this function is not necessarily symmetric). These functions allow us to model the expected instantaneous velocities of particles as being non-constant, which is in line with the idea that the level of congestion will generally not be evenly spread throughout an edge. Of course, what we are actually interested in are the travel times, but knowing the lengths of road segments we can easily switch between velocities and travel times. The advantage of working with velocities is that while travel times scale with the length of the edges, instantaneous velocities do not, and are therefore more intuitive. To be clear, the precise shape of the velocity function is not our target for inference. Instead, the velocity functions only serve the purpose of allowing us to generate ground truths for the examples that follow.

Combining all of the above, we can determine a vector $\mu_r$ and a variance-covariance matrix $\Sigma_r^{(n)}$ that act as the ground truth for that example. We then generate a sample of travel times $(X_{e,i} : i = 1, \ldots, n_e, e \in E_r)$ from a given distribution which, when averaged at each edge, lead to a realization of a random vector $X^{(n)}$ with expectation $\mu_r$ and variance-covariance matrix $\Sigma_r^{(n)}$. The data vector $X^{(n)}$ in turn leads to an estimate $\hat{\mu}_r$ of $\mu_r$ and, consequently, an estimate $\hat{\mu}$ of $\mu$.

To compare the estimate with the true ground truth, we use the relative squared error:

$$R_e(\hat{\mu}_r) := \left( \frac{\hat{\mu}_{r,e} - \mu_e}{\mu_e} \right)^2, \quad e \in E_r.$$ 

Since $\hat{\mu}_r$ is random, the relative squared error only measures the performance of the estimator for a particular realization of $\hat{\mu}_r$. What we are actually interested in is the expected relative squared error of $\hat{\mu}_r$:

$$\text{RSE}_e = \mathbb{E} \left( \frac{\hat{\mu}_{r,e} - \mu_e}{\mu_e} \right)^2, \quad e \in E_r.$$ 

Therefore, we carry out the estimation procedure for $M$ independent samples $X^{(n)}$ and compute the average of the errors of the respective estimates $\hat{\mu}_{r,j}$, $j = 1, \ldots, M$. It follows from the law of large numbers that

$$\bar{R}_{e,M} = \frac{1}{M} \sum_{j=1}^{M} R_e(\hat{\mu}_{r,j}) \xrightarrow{a.s.} \text{RSE}_e, \quad e \in E_r.$$ 

For $M$ large, we obtain accurate approximations for the true estimation errors for each edge. In the examples that follow we have set $M = 100000$. The aggregate simulation
Example 1: A first display of the estimation procedure output. This example introduces an elementary network and aims to confirm that the estimator performs as intended.

As a first graph we choose a 2 by 2 lattice with edges that each represent a road with a length of 1 kilometer; see the left plot in Figure 3. The resolution of each edge is set to $r_e = 2$, which means that the higher resolution graph is constructed by replacing every edge in $G$ by a path graph consisting of 3 edges of equal length to obtain $G_r$. The vertices that are added to the higher resolution graph are colored white, whereas the red vertices were already part of the original graph. Besides the lattice, we also consider the graph depicted in the right plot in Figure 3. For this second graph, the scale of the figure is such that the length of the two shortest edges of its original graph correspond to 1 kilometer. Since the edges of the original graph do not all have equal length, we choose different resolutions for different edges to ensure that each edge on the graph corresponds to a road segment with approximately the same length.

In this example, we assume that particles traverse the edges with a constant expected velocity of 30 km/h. The variance of the travel time per kilometer is 0.012 hour$^2$, at each of the sub-edges. Hence, the sub-edges that arise in the higher resolution graph will also each be traversed with an expected velocity of 30 km/h. We let the travel time variance corresponding to the sub-edges be given by 0.012 multiplied by the length of the sub-edge. Using the lengths of the edges, we translate the expected velocities to expected travel times. Performing a conversion from hours to seconds, each simulation for the left plot in Figure 3 therefore consists of sampling independent $X_{e,i} \sim \mathcal{N}(40, 36^2/3)$, $i = 1, \ldots, n_e$, $n_e = 100$, $e \in E_r$, collecting these in $X^{(n)}$, and from this computing the estimate $\hat{\mu}_r$ as well as their respective relative squared errors $R_e(\hat{\mu}_r)$ for each edge $e \in E_r$. Note that the moments of the samples for the right plot in Figure 3 are slightly different since the lengths of the sub-edges differ.

This procedure was repeated $M$ times to obtain a sample of $M$ relative squared errors. These are reported in Figure 3 where we have summarized the sample mean and sample standard deviation of the relative squared errors at each edge of $G_r$.

![Figure 3](image-url) Approximations of the expectation and standard deviation of the relative squared errors corresponding to Example 1.
Rather than reporting the means $\bar{R}_{e,M}$ (our proxies for $\text{RSE}_e$) for each edge in $E_r$, we color the respective edge based on the value of $\bar{E}_{e,M}$. Each color corresponds to a range of relative errors, with the break points that define the ranges being three equally spaced quantiles of the sampled $\{\bar{R}_{e,M} : e \in E_r\}$. So, for instance, in the left plot in Figure 3, 0, 0.42, 0.50, and 0.53 are respectively, the minimum, 0.33-, 0.67-quantile, and maximum of the sampled $\{\bar{R}_{e,M} : e \in E_r\}$.

In the same spirit, rather than reporting the $|E_r|$ sample standard deviations of the $M$ relative squared errors obtained at each of the edges in $E_r$ in our Monte Carlo simulation, we set the thickness of the respective edge based on the values of the $|E_r|$ sample standard deviations.

The left plot in Figure 3 shows that the edges near the center are colored green and are thin; this means that within this graph, we conclude the relative squared error of the edges at the center to have smaller expectation and standard deviation. In contrast, the edges in the corners are red and thick; this indicates that within this graph, we observe the relative squared error of the edges at the corners to have larger expectation and standard deviation. Importantly, the above does not mean that the travel times of the corner edges are poorly estimated, but rather that they have higher relative squared error when compared the edges at the center. Indeed, the legend reveals that the expected relative squared errors of any of the edges are low: in our simulation, they do not exceed $0.53 \times 10^{-3}$ or 0.053% relative squared error. Also bearing in mind the small error variability, we conclude that in this example the mean travel times of all edges were estimated accurately. The same conclusion holds for the right plot in Figure 3 where we see that the expected relative squared errors do not exceed $8.8 \times 10^{-3}$.

A final remark is that the asymptotic result in Theorem 1 ensures that the global estimation error for the entire graph (meaning the average error across the entire graph) is low if either all sample sizes $n_e$ are large, or if all resolution parameters are large. It is however quite instructive to look at the per edge errors as these reveal the effect of the topology of the graph and the local amount of information available.

**Example 2: Effect of sample size on estimation error.** This example is a continuation of Example 1. It illustrates to what extent the quality of the estimates changes as a function of the sample size. Keeping the setting of Example 1 unaltered, we now choose a smaller sample size of $n_e = 10$ for each $e \in E_r$. The results are shown in Figure 4.

Comparing the ranges of the quantiles in Figure 4 with those in Figure 3, we see that both the errors and the variability of the errors are substantially lower in the experiment with the higher sample size (i.e., the setting of Figure 3). This is in line with our asymptotic results.

We also see that the effect of the topology on the quality of the per-edge estimates remains similar; only the magnitude of the errors (scale of the error ranges) changes, with the relative magnitude of the errors within each graph (color of the edges) remaining essentially unaltered. Later examples focus on the effect of the topology on the estimation error, but we first consider the effect of the amount of smoothing.

**Example 3: Effect of smoothing.** This example illustrates the effect of the amount of smoothing on the resulting estimates. If we replace the smoother matrix by $I_{q_r}$, then our
estimator becomes $\hat{\mu}_r = X^{(n)}$. This can be interpreted as not performing any smoothing at all, as the smoother matrix becomes an identity as $\lambda \to 0$; see (13). This means that in this no-smoothing case the expected time to cross each edge is estimated based on information collected at the edge under consideration only, in that there is no sharing of information across neighboring edges. Other than the different amount of smoothing, the setting remains the same as that of Example 1. The output of the estimation procedure is shown in Figure 5.

Figure 4. Estimation errors corresponding to the instances discussed in Example 1 but with a smaller sample size of $n_e = 10$ for each $e \in E_r$.

Comparing the ranges of the quantiles of the left plot in Figure 5 with those in Figure 3, we see both drastically increased errors and a higher error variability for each quantile. The highest relative squared error, for instance, is more than five times higher in the no-smoothing case. This indicates that the smoother matrix, as expected, enables us to obtain much better estimates. We also see that the redder edges are more scattered throughout the graph, as in a no-smoothing case the topology of the graph plays no role in the estimation. In the right plot in Figure 5 the effect of smoothing is less pronounced. Looking at the estimated average squared error across the entire graph, however, the smoothing case ($2.5$ seconds squared) outperforms the no-smoothing case ($2.7$ seconds squared).

Figure 5. Estimation errors corresponding to the first instance discussed in Example 1 but with no-smoothing.

The reason why the smoothing parameter plays an important role, specifically in the context of this example, is that each edge has equal constant expected velocity, so that the vector
µr consists of equal entries whenever edges have equal length, as is the case in the left plot in Figure 5. The GCV based procedure that gives us a data-driven choice of λ picks up on this, and selects a large value for λ which in turn allows the estimate of the expected travel time at each edge to pull more information from neighboring edges. This results in improved estimates for the expected travel times. Figure 6 provides another example of the advantage of working with a smoothing parameter.

We use a common scale in both plots in Figure 6 to facilitate easy comparison. We recall that red does not necessarily indicate a large error but instead an error that is comparatively larger; the values of \( R_{e,M} \) for each edge \( e \) are rather low.

If \( λ \) is larger, then the estimated travel time of an edge incorporates the observations from more neighboring edges, enabling information to be ‘carried over’ between these edges. The more neighbors an edge has, the more it can benefit from this effect. This effect is demonstrated in Figure 6, where we see that edges at the center of the graph have better estimates, since these have more neighbors. Moving further away from the center, the edges become more isolated, and as a consequence these edges benefit less from the smoothing effect. (This effect was already visible when comparing the errors of the central edges and its less central counterparts in Figure 5 with their counterparts in Figure 3.) Note also that the positive effect of a high number of neighbors in combination with high smoothing benefits not just the edges that share the vertex with the highest degree; the effect extends to their neighbors, neighbors of neighbors, etc.

**Example 4: Effect of over-smoothing rough signals.** Of course, the carry-over effect that was described in Example 3 will only be beneficial if neighbors of an edge have similar expected travel times. In this example we see what happens if not all edges are traversed with the same expected velocity. Instead of assuming an expected velocity of 30 km/h on all edges (as we did in Examples 1-3), the SW-NE edges are now traversed with an expected velocity of 40 km/h. Hence, at the center of the graph we have adjacent edges traversed at different velocities. Figure 7 summarizes the results.

As the estimator carries over observations corresponding to lower expected travel times to edges with higher expected travel times and vice versa, the bias of the estimator at these edges increases. If we move further away from the center, we see that the relative error of
Figure 7. Illustration of the effect of lack of smoothness of the travel times. The average squared error across the entire graph is 7.4 seconds squared.

The estimator decreases as these edges do have neighbors with the same expected velocity: for these edges it is beneficial to share information.

While the expected travel time is not smooth close to the intersection at the middle of the graph, it is so everywhere else. This explains the large errors in Figure 7 relative to those in the left plot on Figure 6. While lack of smoothness runs contrary to the principle of smoothing, its effect can be mitigated by increasing the resolution of the graph. Figure 8 shows the effect of increasing the resolution parameters from \( r_e = 2 \) to \( r_e = 8 \). Note the smaller sample size, which makes the average squared error of Figures 7 and 8 comparable since both graphs have a similar number of observations on each edge of the original graph \( G \).

Figure 8. Estimation errors corresponding to the instance discussed in Figure 7 but with a higher resolution and with \( n_e = 34 \) for each \( e \in E_r \). The average squared error across the entire graph is 1.1 seconds squared.

We see that the increase in resolution does not eliminate the problem – as is does not (and cannot) do away with the lack of smoothness at the intersection – but it does isolate the higher errors to just the area close to the intersection which is the area where the expected travel time, as a function on the edges of the graph, lacks smoothness. So, increasing resolution does not eliminate the problem but it rather concentrates it. In the following example we illustrate how this is true for less trivial choices of the expected travel times.
Example 5: Capturing inhomogeneous speeds. In all of the preceding examples we assumed that particles traverse each of the edges at a constant expected velocity. This is clearly not realistic as drivers reduce their speed as they approach curves or intersections.

In this example we return to the graph from Example 1. We model each particle to enter each road segment (represented by an edge in the original graph $G$) at a relatively low velocity, accelerate until they reach a higher velocity, and then decelerate again when approaching the end of an edge. Specifically, at each edge we model the expected velocity using the trapezoid function depicted in Figure 9.

![Figure 9](image)

Figure 9. The non-constant velocity function used in Example 5. The relative position ‘0’ corresponds to the instantaneous velocity at the start of the road corresponding to the edge, while the relative position ‘1’ corresponds to the instantaneous velocity at the end of the road segment.

This function is the same for every edge in $G$, and is used to compute the expected travel times needed to traverse each of the road segments represented by the edges in $G_r$, which are now going to be different from edge to edge. It is noted that in fact any choice of the expected instantaneous velocities that leads to smoothly varying expected travel times is allowed in our setting.

In this example, adjacent edges in the higher resolution graph are, in principle, traversed with different expected velocities. This may introduce bias into the estimator such that it no longer performs well locally, as we have seen in Example 4. However, as also noticed in Example 4, when increasing the resolutions in $r$ the differences in velocities between neighboring edges decrease, due to the fact that the velocity function is (almost everywhere) differentiable. Overall, this results in better estimates of the expected travel times. This effect is shown in Figure 10.

In the left plots the estimation procedure is carried out for two choices of the resolution, namely $r_e = 1$ (top) and $r_e = 4$ (bottom). In the right hand side plots we see the approximation of the expected relative errors for the original graph $G$. The plots reveal that the estimates for the original graph $G$ improve as the resolution of its corresponding high-resolution graph $G_r$ increases. (Note the different scales for the errors in each plot.)
Example 6: Non-normal data. Our estimator relies on the modeling assumption that the vector of averages $X^{(n)}$ is (approximately) normally distributed so that our normal posterior is a good proxy for the posterior distribution of $\mu$; see (9). In all preceding examples we sampled the individual observations $X_{e,i}$ from a normal distribution so that this assumption is fulfilled by default. It is important to note that, bearing in mind that the entries of the data vectors are actually averages and appealing to the central limit theorem, this assumption is in practice by approximation fulfilled. To demonstrate that our estimation procedure does not rely heavily on the normality assumption, in this example we simulate data from a different distribution. Figure 11 shows the results.

More specifically, we have sampled the data from the gamma distribution with shape and rate parameters chosen so that the observations match the expectation and variance of the observations from Example 1. Comparing with Figure 3 we see that the errors of the estimates effectively match with those obtained from normal data, thus corroborating the claim that the normality assumption does not play a crucial role.

The preceding examples illustrate the performance and some properties of the estimation procedure from Section 3. In particular, we have seen that the estimation procedure provides us with accurate estimates of the mean travel times and that the accuracy increases with the sample sizes and/or resolutions. We compared the estimates to those obtained from the estimation procedure that does not use smoothing, clearly revealing the beneficial effect of the smoothing parameter. Especially the estimates corresponding to edges with many neighbors with similar velocities benefit substantially from the smoothing parameter. In
the case that neighboring edges do not have similar velocities, the smoothing parameter results in an increased bias at these edges. However, this can be mitigated by choosing a higher resolution. The resolution parameter also proves to be of great importance for non-constant expected velocity functions, as the differences in velocities between neighboring edges decrease for higher resolutions. Lastly, even though the estimator relies on a normality assumption, we have seen that we also obtain accurate estimates for non-normal data.

6. Route selection examples

Now that we have developed an estimator and illustrated its performance, we proceed by discussing their use in route selection. As pointed out in the introduction, a route is deemed optimal if it aligns with preferences of the individual driver. In this section, these preferences are expressed in terms of objective functions, which represent the routes’ ‘disutilities’. We consider an elementary test network as well as a more sophisticated network.

We wish to identify a path \( \psi_{i,j}^* \) in a set \( \Psi_{i,j} \) of feasible simple paths from vertex \( i \) to vertex \( j \). Denoting the disutility of a route by the driver’s objective function \( f(\cdot) \), our goal is to find the best route among the feasible paths, namely

\[
\psi_{i,j}^* = \arg \min_{\psi_{i,j} \in \Psi_{i,j}} f(\psi_{i,j}),
\]

assuming uniqueness of the minimizing path.

In this section, we consider several possible choices for \( f \); namely:

- expected travel time;
- quantile of the posterior expectation (for instance the 0.95-quantile, i.e., the 95%-percentile);
- quantile of the distribution of the estimator of the expected travel time;
- sum of the squared difference of the expected velocities of the consecutive edges;
- mean of the squared difference of the expected velocities of the consecutive edges.

Evidently, some of these choices have more practical appeal than others, but our exposition also serves the goal of demonstrating the generality of our approach.
Clearly, the value that the disutility $f(\psi_{i,j})$ takes for a given path $\psi_{i,j}$ depends on the distribution of the data, and is hence not known a priori to the driver, entailing that the optimization problem described in (29) is not directly solvable. We therefore express $f(\psi_{i,j})$ in terms of parameters that we can estimate, thus yielding an optimization problem that we can solve:

$$\hat{\psi}_{i,j}^* = \arg \min_{\psi_{i,j} \in \Psi_{i,j}} \hat{f}(\psi_{i,j}).$$

(30)

We think of $\hat{\psi}_{i,j}^*$ as a proxy for $\psi_{i,j}^*$.

In the following examples we illustrate solving the optimization problem in (30) for the disutilities mentioned above.

We will consider an elementary traffic network with a graph as in Figure 12 where each of the four edges has a length of 1 kilometer. Suppose a driver wants to travel from vertex 1 to vertex 4. Clearly, $\Psi_{1,4}$ consists of only two possible paths, viz. the red route and the blue route: $\Psi_{1,4} = \{(e_1, e_2), (e_3, e_4)\}$. The optimal route is determined by the output of the estimation procedure and the driver’s objective function $f(\cdot)$.

![Figure 12](image.png)

**Figure 12.** The graph of the elementary traffic network. There are only two possible routes from the origin, vertex 1, to the destination, vertex 4.

The following paragraphs show the effect of making different choices for the disutility $f$ on the route that gets selected. The graph in Figure 12 is rather simple so that we obtain more direct insight into the effect of objective functions on the selected route.

**Expected travel time.** In case the driver wishes to minimize her expected travel time, the optimal route clearly satisfies

$$\psi_{1,4}^* = \begin{cases} (e_1, e_2) & \text{if } \mu_{e_1} + \mu_{e_2} < \mu_{e_3} + \mu_{e_4}; \\ (e_3, e_4) & \text{otherwise.} \end{cases}$$

Below we refer to $(e_1, e_2)$ as Route 1, and to $(e_3, e_4)$ as Route 2.

In this numerical experiment, we sample from a gamma distribution such that $\mathbb{E}X_{e_1} = 120$ and $\mathbb{V}X_{e_j} = 36^2$ for $j = 1, 2$, whereas $\mathbb{E}X_{e_j} \approx 109.1$ and $\mathbb{V}X_{e_j} = 36^2$ for $j = 3, 4$. These expectations correspond to the travel time in seconds for edges with expected velocities of
30 km/h (for edges $e_1$ and $e_2$) and 33 km/h (for edges $e_3$ and $e_4$). For each edge we sampled 10 observations so that $n_e = 10$ for each $e \in E$. We performed the estimation procedure 100 times and plotted the value of the objective function for the pair of routes in each run; the results can be seen in Figure 13.

Each point in Figure 13 represents the estimated expected travel time for the two routes. We see that Route 2 minimizes the objective function in 76 of the 100 experiments, which is consistent with the fact that Route 2 indeed has a lower expected travel time. This means that if we were to use our procedure to select a route, then the majority of the time the correct route would be selected. Importantly, in this example the sample sizes are just $n_e = 10$, and that increasing these sample sizes per edge (or having a smaller variance for the data at each edge) would result in Route 2 being selected even more often.

Quantile of the posterior expectation. The objective function in the previous example relies solely on (estimates of) the expected travel times. Our estimator for $\mu$ in (25) also provides us with an uncertainty quantification of these estimates. This fact is particularly useful in a situation in which drivers are reluctant to traverse routes for which the estimated mean travel times are low but carry large uncertainty. In this situation it may be more appropriate to minimize a certain (relatively high) quantile of the posterior distribution of the expected travel time of each of the routes. Specifically, in our numerics we choose the 0.975-quantile of the posterior distribution of the travel time for a route as the objective function. In Figure 14 we report the average utility obtained across 10,000 replications (which is an approximation of the expected utility) when the sample sizes for the edges in Route 1 are fixed at $n_{e_1} = n_{e_2} = 10$, and try different sample sizes for the edges in Route 2.
Figure 14. The expected objective value for both routes and for different sample sizes for Route 2, while keeping the number of observations for Route 1 constant at 10.

From Figure 14 we can see that, even though the sample sizes for the edges that make up Route 1 are kept fixed, the estimates for the 0.975-quantile of the posterior distribution of the expected travel time for Route 1 are changing as we change the number of observations collected at each of the edges that make up Route 2. This again illustrates how the statistical procedure borrows information from edges that are close the each other.

The uncertainty of the estimated expected travel time of an edge heavily relies on the number of observations for that edge. Therefore, the routing criterion that minimizes a quantile of the posterior distribution of the expected travel time favors routes that are well-explored. We have already seen that Route 2 is most likely to minimize the expected travel time and is therefore expected to also minimize a quantile of the posterior mean in case of equal sample sizes, since the variances of the observations are constant across the graph. However, this is not necessarily the case if Route 2 is not as well-explored as Route 1, as illustrated by Figure 14.

We see that if we have fewer than 4 observations for the edges that make up Route 2, while still having 10 observations for the edges that make up Route 1, the objective function is (on average) minimized by Route 1. Route 2 may very well have a lower expected travel time, but a user who cares to optimize a quantile of the posterior distribution for the expected travel time for their route may still prefer Route 1 if selecting this route carries less uncertainty.

Quantile of the distribution of the estimator of the expected travel time. Instead of just focusing on expected travel times only, drivers may also want to incorporate the variance of the travel time into their decision criterion. A higher quantile indicates that a driver is more reluctant to traverse edges with a high travel time variance; we say that this driver is more risk-averse. Conversely, if we consider the 0.5-quantile, this objective function essentially reduces to the objective function of the shortest expected travel time (at least in
a setting in which the median and mean are close, which will be the case in the central limit type of regime that we consider).

We again sample from a gamma distribution such that $\mathbb{E}X_{e_j} = 120$ and $\mathbb{V}X_{e_j} = 36^2$ for $j = 1, 2$, but this time let $\mathbb{E}X_{e_j} \approx 109.1$ and $\mathbb{V}X_{e_j} = 72^2$ for $j = 3, 4$. Now, Route 2 has smaller expected travel time but higher variance than Route 1. Again, for each edge we obtain 10 observations so that $n_e = 10$ for each $e \in E$.

The risk-averseness of the driver will determine which route is preferred.

![Figure 15](image)

**Figure 15.** The objective function for the 0.5- (left), 0.8- (middle), and 0.975- (right) quantile of the distribution of the estimator of the expected travel time.

In Figure 15 we plotted 100 realizations of the objective function of both routes for the different quantiles of the distribution of the estimator of the expected travel time. The quantiles are easily computed using the fact that the estimator of the travel time of a route is approximately normal.

We see that for the median (left-most plot), Route 2 is often (correctly) selected as the optimal route. This quantile corresponds to drivers that are risk-neutral and therefore prefer the route that is expected to be faster without regarding the variability of the travel time for that route. As we consider higher quantiles, Route 1 becomes more attractive for increasingly risk-averse drivers. This route has a travel time with only a slightly higher mean, but it has a smaller variance.

**Route selection in a larger traffic network.** We used the elementary traffic network whose graph is depicted in Figure 12 with just two routes, to discuss the effect the different disutilities have on route selection. We proceed by studying the larger network depicted in Figure 16. This example uses all disutilities $f$ given in the list at the beginning of this section.

For this traffic model, we let particles traverse the outer edges of the graph at a constant expected velocity of 60 km/h. For the inner edges, we assume the trapezoid shaped expected velocities as in Figure 9. Moreover, the intersection at vertex 7 has the property that drivers are not required to decelerate when approaching this intersection (i.e., they keep driving at 40 km/h). We also assume that the travel times have a standard deviation of 72 seconds per kilometer (i.e., 0.02 hour per kilometer) for each edge, except for the edges $(2, 3)$, $(3, 4)$, $(4, 16)$, $(12, 15)$, and $(15, 16)$, which have a standard deviation of 36 seconds per kilometer (i.e., 0.01 hour per kilometer). As for sample sizes, at the outer edges – i.e., $(1, 2)$, $(1, 13)$, $(2, 3)$, $(3, 4)$, $(4, 16)$, $(13, 14)$, $(14, 15)$, and $(15, 16)$ – we collected 100 observations, while at the remaining edges, the inner edges, we collected 10 observations. The scale of the figure is such that the length of the edge $(1, 2)$ corresponds to 1 kilometer.
We wish to find the routes from vertex 1 to vertex 12 that minimize each of the objective functions listed above. We performed $M = 10^4$ simulations and identified the route that minimizes the objective function for each simulation and for each objective function. For each objective function we report a figure with two plots; see, e.g., Figure 17 for reference. In the left plot we report the three routes that were most frequently selected as the optimal route across the $M$ simulations. These are colored red (most often selected), green (second most often selected), and blue (third most often selected); in the legend we report the fraction of the $M$ simulations in which each route was selected as optimal route. Note that some edges in such plots are part of multiple routes, so we color an edge olive when the red and green routes overlap, purple when red and blue overlap, teal when green and blue overlap, and gray when all three routes overlap. In the right plot we report a heat-map that depicts the frequency with which each edge is part of the optimal route. This can be thought of as indicative of the congestion of the network, if all vehicles were to select which route to take based on the same objective function.

First, we perform this simulation with the objective function set to the expected travel time; cf. Figure 17 for the results. The right plot of Figure 17 shows that the edges (1, 2) and (2, 3) are the ones that feature more often in the optimal route. This is not surprising, as the expected velocities of these edges are relatively high, while these edges are also part of the routes with the shortest travel distance. On the other hand, the remaining outer edges are (almost) never used. Indeed, in this particular network, the routes consisting of these remaining outer edges have longer expected travel times due to the longer travel distance, and the estimator picks up on this successfully. This is in line with the left plot of Figure 17 where we see the routes with the smallest expected travel time. Observe that the two routes that minimize the expected travel time most frequently, utilize vertex 7. Recall that the intersection at this vertex does not require the drivers to decelerate, which indeed contributes to a lower expected travel time.

Next, in Figure 18 we consider the objective to minimize the 0.975-quantile of the posterior expectation. Comparing Figure 18 (right) to Figure 17 (right), we see that the outer edges (1, 13), (13, 14), and (14, 15) are more frequently part of the optimal route when we minimize...
the 0.975-quantile of the posterior expectation rather than just the expected travel time.

We have seen earlier in this section that the sample sizes for the edges play a prominent role here. As mentioned before, in our simulation we generated 100 observations for each outer edge of the graph, whereas we only generated 10 observations for the other edges. In other words, traversing the outer edges carries less uncertainty and, consequently, the 0.975-quantile of the marginal posterior expectation of the routes that utilize the outer edges will be more concentrated around their expectation, resulting in smaller 0.975-quantiles. In the left plot of Figure 18 we see that the route that utilizes the outer edges (1,13), (13,14), and (14,15) is the second most selected route when minimizing the 0.975-quantile of the posterior expectation. Note that this route was not yet visible in Figure 17 (left), indicating that the lower uncertainty of this route compensates for the somewhat higher expected travel time. The other routes in Figure 18 (left), however, coincide with routes in Figure 17 (left);

Figure 18. Using the 0.975-quantile of the posterior distribution as objective function. The left picture shows the three routes that minimize the objective function most often, whereas the right picture shows the frequency with which each edge is part of the optimal route.
observe that a lower expected travel time also contributes to a lower 0.975-quantile of the marginal posterior expectation.

Figure 19. Using the 0.975-quantile of the distribution of the estimator of the expected travel time as objective function. The left picture shows the three routes that minimize the objective function most often, whereas the right picture shows the frequency with which each edge is part of the optimal route.

Another quantity that we may want to minimize is the 0.975-quantile of the distribution of the estimator of the expected travel time, see Figure 19. Now, the variance of the travel times of the edges has become an important factor. Recall that we assumed that the travel times have a standard deviation of 72 seconds per kilometer for each edge, except for edges (2, 3), (3, 4), (4, 16), (12, 15), and (15, 16), which have a standard deviation of 36 seconds per kilometer. Therefore, if the objective is to minimize the 0.975-quantile, the routes consisting of edges with a lower variance now also become attractive for the minimization. In the left plot of Figure 19 we indeed see that the route that utilizes the previously mentioned edges is now most frequently minimizing the 0.975-quantile, while this route was never optimal for the previously studied utilities. This indicates that the lower variance compensates the somewhat higher travel time.

The last two objective functions whose use we illustrate here are respectively the mean- and the sum of the squared difference of the expected travel time at consecutive edges of a path. These squared differences quantify the variation of speed across two neighboring road segments. Minimizing the mean of the squared difference of the expected travel times at consecutive edges on a path effectively amounts to keeping the velocity as constant as possible. Figure 20 illustrates the results corresponding to this utility. From the left plot we see that the driver favors routes that make use of the inner part of the network. Judging by how often each of these routes is selected, there is no clearly preferred route. Because using the mean of the squared differences does not penalize the number of road segments that are used, we see that no optimal routes (among the top three) continue from vertex 10 to vertex 12 directly, but rather take longer routes (that apparently minimize speed variability) to reach the destination vertex. Looking at the right plot in Figure 20, we see that the heatmap is less concentrated than for other objective functions. Again, this is not surprising
Figure 20. Using the mean of the squared difference of the expected travel time of the consecutive edges as objective function. The left picture shows the three routes that minimize the objective function most often, whereas the right picture shows the frequency with which each edge is part of the optimal route.

since this objective function is distance-indifferent, so that there is no concentration around routes with lower expected travel time.

When aiming at minimizing the sum of the squared differences of the expected travel times at consecutive edges, there is now a downside to taking longer routes (since the sum will include more terms) as well as routes through which it is more difficult to keep a constant velocity. As a consequence of this the right plot in Figure 21 shows more concentration. In fact, the left plot shows a clear preference for taking the red route, or otherwise traveling to vertex 5 and then either making use of the path graph $5 - 6 - 7 - 8$ or of the path graph $9 - 10 - 11 - 12$ to reach the destination.

Figure 21. Using the sum of the squared difference of the expected travel time of consecutive edges as objective function. The left picture shows the three routes that minimize the objective function most often, whereas the right picture shows the frequency with which each edge is part of the optimal route.
In this section we modeled the preferences of the drivers in terms of various objective functions. The experiments showed that different objective functions may lead to very different optimal routes. Whereas the expected travel time solely relies on the point estimate of this quantity, the quantile of the posterior expectation also takes the estimation uncertainty into account and favors well-explored routes. Besides the expected travel time, drivers may also want to incorporate the travel time variability into their objective function. This demand can be fulfilled by basing the decision on the quantile of the distribution of the estimator of the expected travel time. The precise quantile to be considered reflect the risk-averseness of the driver. One is of course free to come up with alternative objective functions. For example, drivers who strongly dislike velocity fluctuations (for driving comfort, or for reducing fuel consumption) may want to minimize the sum- or mean of the squared difference of the expected velocities of the consecutive edges.

7. Discussion and concluding remarks

In this paper we have developed a framework for estimating travel times in a road traffic network. We have followed a Bayesian approach that produces estimates under minimal distributional assumptions. In a series of experiments we have assessed several aspects of the resulting estimation procedure. In addition we have argued how our framework can be used to support route selection.

In operations research the classical paradigm is to separate the estimation phase from the decision making phase: it is common practice to work with stochastic models assuming that the underlying distributions and parameters are known. In this paper we depart from this approach, in that we advocate taking into account estimation uncertainty when selecting a route. As such, our work can be seen as part of the branch of research in which learning and optimization are integrated; see e.g., [7, 23] for other examples. Our data-driven approach is facilitated by the abundant travel time measurements that are available nowadays due to GPS-based technologies. Another example of a domain in which decisions are made by explicitly taking into account the estimation error, is that of measurement-based admission control [9, 12, 15]: based on estimates of the bandwidth consumption of traffic streams that are currently present, it is decided whether newly arriving streams can be accommodated.

We use a Gaussian model to represent the joint distribution of the mean travel time at each of the different edges of a traffic network. This model provides a good approximation for the distribution of the data under a large variety of sampling regimes, e.g., measuring travel times of randomly chosen particles traversing each edge. The expectation is endowed with an appropriate prior leading to a (joint) posterior distribution on the expected travel times for the entire network.

The posterior variance-covariance matrix is estimated using the empirical Bayes approach, while the posterior expected travel time for each edge can be estimated from respective (empirical) posterior distribution. The empirical posterior provides not just estimates for the expected travel times but also quantifies the uncertainty in said estimates. Furthermore, from this posterior one can also explicitly compute the joint posterior distribution for the expected travel time of a collection of paths on the graph. Our approach therefore provides estimates and uncertainty quantification for expected travel times for arbitrary paths on the network, as well as other functionals of the model parameters.
The introduction of a higher resolution version of the network allows consistent inference as long as either the resolution of the network (which determines at what spatial resolution data can be collected, e.g., via GPS signal) or the number of observation collected at each edge increases. Use of higher resolutions makes the approach robust to how traffic flows through the network as particles are not required to keep constant velocity while traversing edges. This notion of resolution is useful to capture features such as slowdowns at intersections or curves.

We ran multiple simulations to illustrate the performance of our approach. We also explored the possibility of utilizing the posterior distribution on expected travel times on the network as a statistical tool to support finding optimal paths on the network, with the utility of the path determined by the user.

Several directions for follow-up research can be thought of — we here provide three possible themes. In the first place, one could focus on operationalizing the approach presented in this paper in a practical context. Secondly, one could aim at developing systematic procedures for route selection based on the estimates produced by our estimation framework (possibly with an interface by which a driver can, explicitly or implicitly, reveal her utility curve). Finally, one could try to explicitly incorporate specific features of the network at hand (such as: including the precise locations of pedestrian crossings, knowledge of the algorithm used by traffic lights at intersections, speed limits that are imposed on specific individual segments, etc.).
In this appendix we present a series results that have appeared in the main text, and provide their respective proofs.

**Proposition 1.** Under the modeling assumption in (9), and supposing that $\mu_r \mid (\lambda, \Sigma_r^{(n)})$ is endowed with the prior in (11), the corresponding posterior distribution is

$$
\mu_r \mid (\lambda, \Sigma_r^{(n)}, X^{(n)}) \sim \mathcal{N} \left( \hat{\mu}_r(\lambda, \Sigma_r^{(n)}), \left( \Sigma_r^{(n)} \right)^{-1} + \lambda L_r^{-1} \right), \quad \lambda > 0. \tag{12}
$$

**Proof.** Note that $(\mu_r, X^{(n)}) \mid (\lambda, \Sigma_r^{(n)})$ has a joint Gaussian distribution since the prior was chosen independently of $X^{(n)}$. Using the law of total expectation and the law of total variance, it follows by standard algebra that

$$
(\mu_r, X^{(n)}) \mid (\lambda, \Sigma_r^{(n)}) \sim \mathcal{N} \left( \begin{pmatrix} 0 \\ 0 \end{pmatrix}, \begin{pmatrix} \frac{1}{\lambda} L_r^{-1} & \frac{1}{\lambda} \Sigma_r^{(n)} L_r^{-1} \\ \frac{1}{\lambda} L_r^{-1} & \Sigma_r^{(n)} + \frac{1}{\lambda} L_r^{-1} \end{pmatrix} \right).
$$

Using the well known expression for the conditional distribution of Gaussian random vectors, we have that

$$
\mu_r \mid (\lambda, \Sigma_r^{(n)}, X^{(n)}) \sim \mathcal{N} \left( \frac{1}{\lambda} L_r^{-1} \left( \Sigma_r^{(n)} + \frac{1}{\lambda} L_r^{-1} \right)^{-1} X^{(n)}, \frac{1}{\lambda} L_r^{-1} - \frac{1}{\lambda} L_r^{-1} \left( \Sigma_r^{(n)} + \frac{1}{\lambda} L_r^{-1} \right)^{-1} \frac{1}{\lambda} L_r^{-1} \right).
$$

It is clear that

$$
\frac{1}{\lambda} L_r^{-1} \left( \Sigma_r^{(n)} + \frac{1}{\lambda} L_r^{-1} \right)^{-1} X^{(n)} = \left( I_{q_r} + \lambda \Sigma_r^{(n)} L_r^{-1} \right)^{-1} X^{(n)} = \hat{\mu}_r(\lambda, \Sigma_r^{(n)}).
$$

By applying the matrix inversion lemma [21, Section 0.7.4] to the posterior variance, the proof is complete. \(\square\)

**Proposition 2.** Consider the variance-covariance matrix given in (16), and suppose that

$$
\hat{\theta} = \arg \min_{\theta} \{ X^{(n)} \}^\top \left( \Sigma_r^{(n)}(\theta) + \frac{1}{\lambda} L_r^{-1} \right)^{-1} X^{(n)} + \ln \left| \Sigma_r^{(n)}(\theta) + \frac{1}{\lambda} L_r^{-1} \right|.
$$

The matrix $\hat{\Sigma}_r = \Sigma_r^{(n)}(\hat{\theta})$ satisfies the relation

$$
\Sigma_r^{(n)}(\hat{\theta}) = \frac{\{ X^{(n)} - H(\lambda, \hat{\theta}) X^{(n)} \} \{ X^{(n)} - H(\lambda, \hat{\theta}) X^{(n)} \}^\top}{\text{tr} \left( I_{q_r} - H(\lambda, \hat{\theta}) \right)} \tag{31}
$$

**Proof.** The $i$-th component of a solution $\theta$ in (22) should satisfy the first-order condition

$$
\left\{ X^{(n)} \right\}^\top \frac{\partial}{\partial \theta_i} \left( \Sigma_r^{(n)}(\theta) + \frac{1}{\lambda} L_r^{-1} \right)^{-1} X^{(n)} + \frac{\partial}{\partial \theta_i} \ln \left| \Sigma_r^{(n)}(\theta) + \frac{1}{\lambda} L_r^{-1} \right| = 0.
$$

Standard results from matrix calculus are that

$$
\frac{\partial M(\theta)^{-1}}{\partial \theta_i} = -M(\theta)^{-1} \frac{\partial M(\theta)}{\partial \theta_i} M(\theta)^{-1}, \quad \frac{\partial \ln |M(\theta)|}{\partial \theta_i} = \text{tr} \left( M(\theta)^{-1} \frac{\partial M(\theta)}{\partial \theta_i} \right),
$$

so that, relying on the eigen-decomposition (16) of $\Sigma_r^{(n)}(\theta)$, we conclude that for each $i = 1, \ldots, q_r$,

$$
\text{tr} \left( \left( \Sigma_r^{(n)}(\theta) + \frac{1}{\lambda} L_r^{-1} \right)^{-1} E_i \right) = \left\{ X^{(n)} \right\}^\top \left( \Sigma_r^{(n)}(\theta) + \frac{1}{\lambda} L_r^{-1} \right)^{-1} E_i \left( \Sigma_r^{(n)}(\theta) + \frac{1}{\lambda} L_r^{-1} \right)^{-1} X^{(n)}.
$$
Multiplying both sides of the \( i \)-th equation with \( \theta_i \) and add the resulting \( q_r \) equations we get that the solution should satisfy the relation

\[
\text{tr} \left( \left( \Sigma_r^{(n)}(\theta) + \frac{1}{\lambda} \bar{L}_r \right)^{-1} \Sigma_r^{(n)}(\theta) \right)
= \left\{ X^{(n)} \right\}^\top \left( \Sigma_r^{(n)}(\theta) + \frac{1}{\lambda} \bar{L}_r \right)^{-1} \Sigma_r^{(n)}(\theta) \left( \Sigma_r^{(n)}(\theta) + \frac{1}{\lambda} \bar{L}_r \right)^{-1} X^{(n)}.
\]

It is straightforward to check that

\[
\left( \Sigma_r^{(n)}(\theta) + \frac{1}{\lambda} \bar{L}_r \right)^{-1} \Sigma_r^{(n)}(\theta) = I_{q_r} - H(\lambda, \theta)^\top,
\]
where we parametrize the smoother matrix \( H \) in terms of \( \theta \) so that

\[
H(\lambda, \theta) = \left( \Sigma_r^{(n)}(\theta)^{-1} + \frac{1}{\lambda} \bar{L}_r \right)^{-1} \Sigma_r^{(n)}(\theta)^{-1}.
\]

We conclude that the solution must satisfy

\[
\text{tr}(I_{q_r} - H(\lambda, \theta)^\top) = \left( X^{(n)} - H(\lambda, \theta)X^{(n)} \right)^\top \Sigma_r^{(n)}(\theta)^{-1} \left( X^{(n)} - H(\lambda, \theta)X^{(n)} \right).
\]
which, using the invariance under cyclical permutations of the trace, can also be written as

\[
\text{tr}(I_{q_r} - H(\lambda, \theta)^\top) = \text{tr}(\Sigma_r^{(n)}(\theta)^{-1} (X^{(n)} - H(\lambda, \theta)X^{(n)}) (X^{(n)} - H(\lambda, \theta)X^{(n)})^\top).
\]

We finish the proof by noting that (31) solves the above.

**Corollary 1.** Denote by \( H_i(\lambda, \theta) \) the \((r_i + 1) \times (r_i + 1)\) sub-matrix of \( H(\lambda, \theta) \) corresponding to the sub-edges of edge \( i \), and by \( X_i^{(n)} \) the averages collected at the sub-edges of edge \( i \). Assume that the variance-covariance matrix of the data satisfies (27). Then empirical Bayes estimates of the \( \sigma_i^2 \), \( i = 1, \ldots, q \), are, for \( \lambda > 0 \), given by

\[
\hat{\sigma}_i^2 = \frac{\left\{ X_i^{(n)} \right\}^\top (I_{r_i+1} - H_i(\lambda, 1))^\top (I_{r_i+1} - H_i(\lambda, 1)) X_i^{(n)}}{\text{tr}(I_{r_i+1} - H_i(\lambda, 1))/n}.
\]

**Proof.** Note that the variance-covariance matrix in (27), is of a parametric form \( \Sigma_r^{(n)}(\theta) \) where \( \theta = (\sigma_1^2, \ldots, \sigma_q^2)^\top \). As such, following the same argument as in the proof of Proposition 2, for each \( \sigma_i^2 \), \( i = 1, \ldots, q \), must satisfy

\[
\text{tr} \left( \left( \Sigma_r^{(n)}(\theta) + \frac{1}{\lambda} \bar{L}_r \right)^{-1} E_i \right) = \left\{ X^{(n)} \right\}^\top \left( \Sigma_r^{(n)}(\theta) + \frac{1}{\lambda} \bar{L}_r \right)^{-1} E_i \left( \Sigma_r^{(n)}(\theta) + \frac{1}{\lambda} \bar{L}_r \right)^{-1} X^{(n)},
\]

where \( E_i := \text{diag}\{0, \ldots, 0, I_{r_i}, 0, \ldots, 0\} \). Recalling the definition of \( H_i(\lambda, \theta) \) and Eqn. (32), we solve, for each \( i = 1, \ldots, q \),

\[
\frac{n}{\sigma_i^2} \text{tr}(I_{r_i+1} - H_i(\lambda/\sigma_i^2, 1)) = n^2 \frac{\left\{ X_i^{(n)} \right\}^\top (I_{r_i+1} - H_i(\lambda/\sigma_i^2, 1))^\top (I_{r_i+1} - H_i(\lambda/\sigma_i^2, 1)) X_i^{(n)}}{\text{tr}(I_{r_i+1} - H_i(\lambda/\sigma_i^2, 1))/n},
\]

which, since the smoothing parameter \( \lambda \) is arbitrary, gives estimators of the form (34).

**Proposition 3.** Consider \( \bar{L}_r \), the Laplacian of the line graph of \( G_r \), of dimension \( q_r \times q_r \), for \( R = (r_1, \ldots, r_q) \). There exists an orthonormal matrix \( \Omega \) of the form\(^2\) with \( r_{q+1} = 2q \),

\[
\left( \frac{\omega_{1,1}}{\parallel \omega_{1,1} \parallel}, \ldots, \frac{\omega_{1,r_1-1}}{\parallel \omega_{1,r_1-1} \parallel}, \ldots, \frac{\omega_{q,1}}{\parallel \omega_{q,1} \parallel}, \ldots, \frac{\omega_{q,r_q-1}}{\parallel \omega_{q,r_q-1} \parallel}, \frac{\omega_{q+1,1}}{\parallel \omega_{q+1,1} \parallel}, \ldots, \frac{\omega_{q+1,r_{q+1}}}{\parallel \omega_{q+1,r_{q+1}} \parallel} \right)^\top,
\]

\(^2\)Explicit expressions for the entries of \( \Omega \) can be found in the proof.
such that for all \(j = 1, \ldots, r_i - 1, i = 1, \ldots, q + 1 \) and \(j' = 1, \ldots, r_i' - 1, i' = 1, \ldots, q + 1\),
\[
\frac{\omega_{i,j}^T \omega_{s,j'}}{\|\omega_{i,j}\|} \tilde{L}_r \frac{\omega_{i,j'}}{\|\omega_{i,j'}\|} = \tilde{e}_{i,j} \delta_{i,i'} \delta_{j,j'} + \omega_{i,j}^T \omega_{i,j'} \Delta \frac{\omega_{i,j'}}{\|\omega_{i,j'}\|},
\]
where for \(\delta_{i,j} := 1\{i = j\}\) and any \(r \leq \min_{i=1,\ldots,q} r_i\),
\[
\left| \frac{\omega_{i,j}}{\|\omega_{i,j}\|} \Delta \frac{\omega_{i,j'}}{\|\omega_{i,j'}\|} \right| \leq \frac{4}{r} \delta_{i,i'} (1 - \delta_{i,q+1}) + \sqrt{\frac{2}{r}} (1 - \delta_{i,i'}) (1 - \delta_{i,q+1} \delta_{i',q+1}) + \delta_{j,j'} \delta_{i,q+1} \delta_{i',q+1},
\]
and where \(\tilde{e}_{i,j} = 4 \sin \left( \frac{\pi(j - 1)}{2 r_i} \right)^2\), \(j = 1, \ldots, r_i\), \(i = 1, \ldots, q\),
and where \(\tilde{e}_{q+1,j}, j = 1, \ldots, 2q\), are at most the highest degree of a vertex in \(G\). In addition, the (symmetric) matrix \(\Delta\) has at least \(q_r - 6q\) rows (and therefore eigenvalues) equal to 0, at most \(2q\) eigenvalues with norm at most 1, and at most \(4q\) eigenvalues with norm at most 2.

**Proof.** Label the \(q_r\) vertices in the line graph \(\tilde{G}_r\) of \(G_r\) according to the following ordering of the edges of \(G_r\): \(e_{1,2}, \ldots, e_{1,r_1}, e_{2,2}, \ldots, e_{2,r_2}, \ldots, e_{q,2}, \ldots, e_{q,r_q}\), and label the remaining \(2q\) vertices arbitrarily. The first set of edges are those in \(G_r\) that are not incident to vertices of \(G\), while the remaining \(2q\) edges are those that are.

Consider \(\tilde{L}_r\), the graph Laplacian of the line graph of \(G_r\) and define the \(q_r \times q_r\) matrix \(\tilde{L}_r\) by the block-diagonal matrix
\[
\tilde{L}_r = \text{diag}\{L_{r_1-1}, \ldots, L_{r_q-1}, L_s\},
\]
where \(L_s\) is a \(2q \times 2q\) diagonal matrix containing the degrees of the vertices in \(\tilde{G}_r\) corresponding to the last \(2q\) edges in \(G_r\), and \(L_r\) is the \(r \times r\) Laplacian matrix of a path graph with \(r\) vertices,
\[
L_r = \begin{pmatrix}
1 & 0 & 0 & \ldots & 0 \\
0 & 2 & 0 & \ldots & 0 \\
0 & \ddots & \ddots & \ddots & \ddots \\
0 & \ddots & \ddots & \ddots & 0 \\
0 & \cdots & 0 & 2 & 0 \\
0 & \cdots & 0 & 0 & 1
\end{pmatrix}
- \begin{pmatrix}
0 & -1 & 0 & \ldots & 0 \\
-1 & 0 & -1 & \ldots & \ddots \\
0 & \ddots & \ddots & \ddots & \ddots \\
0 & \ddots & \ddots & \ddots & 0 \\
0 & \cdots & -1 & 0 & -1 \\
0 & \cdots & 0 & -1 & 0
\end{pmatrix}
= \begin{pmatrix}
1 & -1 & 0 & \ldots & 0 \\
-1 & 2 & -1 & \ldots & \ddots \\
0 & \ddots & \ddots & \ddots & \ddots \\
0 & \ddots & \ddots & \ddots & 0 \\
0 & \cdots & -1 & 2 & -1 \\
0 & \cdots & 0 & -1 & 1
\end{pmatrix}.
\]

Following [6] Section 1.4.4, the eigenvalues of \(L_r\) are
\[
2 - 2 \cos \left( \frac{\pi k}{r} \right) = 4 \sin \left( \frac{\pi k}{2r} \right)^2, \quad k = 0, \ldots, r - 1,
\]
so that in particular the eigenvalues belong to the interval \([0, 4]\); the eigenvector corresponding to the eigenvalue \(2 - \zeta - \zeta^{-1}\) is the \(r\)-dimensional vector
\[
\omega_\zeta = \left(1 + \zeta^{2r-1}, \ldots, \zeta^{i-1} + \zeta^{2r-i}, \ldots, \zeta^{r-1} + \zeta^r\right)^T,
\]
where \(\zeta^{2r} = 1\) so that \(\zeta \neq 0\). Note that the norm of this eigenvector is
\[
\omega_\zeta^T \omega_\zeta = \sum_{i=0}^{r-1} \zeta^{2i} + 2r \zeta^{2r-1} + \sum_{j=0}^{r-1} \zeta^{-2(j+1)} = \frac{1 - \zeta^{2r}}{1 - \zeta^2} + 2r \zeta^{-1} + \zeta^{-2} \frac{1 - \zeta^{-2r}}{1 - \zeta^{-2}} = 2r \zeta^{-1},
\]
where we use the fact that \(\zeta^{2r} = 1\). It is also straightforward to see that since the \(\zeta \in \mathbb{C}\) corresponding to the eigenvalue \(2 - \zeta - \zeta^{-1}\) must belong to \([0, 4]\), then the modulus of \(\zeta\) is at most 1.
Let \( \tilde{\ell}_{i,j} \), \( j = 1, \ldots, r_i - 1, i = 1, \ldots, q \), represent the \( j \)-th eigenvalue of \( L_{r_i - 1} \), and define, for \( j = 1, \ldots, r_i - 1 \) and \( i = 1, \ldots, q \),

\[
\omega_{i,j} = (0^T_{r_1 - 1}, \ldots, 0^T_{r_i - 1}, \omega_{i,j}^T, 0^T_{r_{i+1} - 1}, \ldots, 0^T_{r_q - 1}, 0^T_{q + 1})^T \in \mathbb{R}^{p_r},
\]

where \( \omega_{i,j} \) is the eigenvector corresponding to the eigenvalue \( \tilde{\ell}_{i,j} \) of \( L_{r_i - 1} \), and \( 0_i \in \mathbb{R}^i \) is a the zero vector. Define also \( \tilde{\ell}_{q+1,1}, \ldots, \tilde{\ell}_{q+1,2q} \) to be the diagonal elements of \( \mathbf{L}_* \), and

\[
\omega_{q+1,j} = (0^T_{r_1 - 1}, \ldots, 0^T_{r_q - 1}, 0, \ldots, 0, 1, 0, \ldots, 0)^T, \quad j = 1, \ldots, 2q,
\]

where the 1 is on position \( q_r - 2q + j \). We conclude that, by construction, for \( j = 1, \ldots, r_i \), \( i = 1, \ldots, q + 1 \), and \( j' = 1, \ldots, r_{i'} \), \( i' = 1, \ldots, q + 1 \) where we set \( r_{q+1} := 2q \),

\[
\omega_{i,j'}^T \tilde{\mathbf{L}}_{ij} \omega_{i,j} = \omega_{i,j'}^T \mathbf{L}_{r_i - 1} \omega_{i',j'} = \tilde{\ell}_{i,j} \omega_{i,j'}^T \mathbf{L}_{i',j'} \omega_{i,j}.
\]

Note further that

\[
\omega_{i,j'}^T \omega_{i,j} = \omega_{i,j'}^T \omega_{i,j'} = 2r_i \zeta_{i,j}^{-1} \delta_{i,i'} \delta_{j,j'}, \quad (37)
\]

so that the \( q_r \times q_r \) matrix \( \Omega \), as given through (35), is an orthonormal matrix such that \( \Omega^T \Omega = I_{q_r} = \Omega \Omega^T \). In addition, \( \Omega \) diagonalizes \( \mathbf{L}_r \), in that

\[
\Omega^T \mathbf{L}_r \Omega = \text{diag} \{ \tilde{\ell}_{1,1}, \ldots, \tilde{\ell}_{1,r_1 - 1}, \ldots, \tilde{\ell}_{q+1,1}, \ldots, \tilde{\ell}_{q+1,2q} \}.
\]

Note also that the matrix \( \Omega \) is block diagonal.

Denoting \( \Delta := \tilde{\mathbf{L}}_r - \mathbf{L}_r \), this matrix has the following structure:

\[
\Delta = \begin{pmatrix}
D_{1,1} & 0 & \cdots & 0 & D_{1,q+1} \\
0 & D_{2,2} & \ddots & \vdots & \vdots \\
\vdots & \ddots & \ddots & 0 & \vdots \\
0 & \cdots & 0 & D_{q,q} & \vdots \\
D_{1,q+1} & \cdots & D_{q-1,q+1} & D_{q,q+1} & D_\star
\end{pmatrix}
\]

where the block structure is the same as in \( \tilde{\mathbf{L}}_r \). As such, each of the (symmetric) matrices \( D_{i,i}, \ i = 1, \ldots, q \) is of dimension \( (r_i - 1) \times (r_i - 1) \), \( D_\star \) is of dimension \( 2q \times 2q \) and symmetric, and the matrices \( D_{i,q+1}, \ i = 1, \ldots, q \) are of dimension \( (r_i - 1) \times 2q \). It is clear that \( D_{i,i} = \text{diag} \{ 1, 0, \ldots, 0, 1 \}, \ i = 1, \ldots, q \), because of the ordering that we picked for the edges in \( G_r \) and since all of the vertices on which those edges are incident have degree 2 in \( \tilde{G}_r \). The matrix \( D_\star \) has zeroes on its diagonal and outside the diagonals it has \(-1\)'s; in each row, the number of \(-1\)'s is at most the maximal degree on \( G \). Finally, each matrix \( D_{i,q+1}, \ i = 1, \ldots, q \), has exactly two entries equal to \(-1\) (on different rows and columns), and all other entries are equal to \(0\); the two \(-1\) entries correspond to how each path subgraph connects to some edge in the original graph \( G \), with the exact locations of the \(-1\)'s depending on the ordering of the path subgraphs.

Based on the description above it follows immediately from Gershgorin’s circle theorem \cite{Gerschgorin1931, Schur1923}, that \( \Delta \) has at least \( q_r - 6q \) eigenvalues equal to zero (due to rows of zeros), at most \( 2q \) eigenvalues with norm at most 1 (due to the last \( 2q \) rows), and at most \( 4q \) eigenvalues with norm at most 2 (due to the remaining rows.)

We now bound the absolute value of the \((i,j')\) entry of the \((i,i')\) block of \( \Omega^T \Delta \Omega \), which is

\[
\frac{\| \omega_{i,j}^T \| \| \omega_{i',j'} \|}{\| \omega_{i,j} \|} \Delta \frac{\| \omega_{i',j'} \|}{\| \omega_{i',j'} \|}.
\]
Using the symmetry of $\Delta$, there are three relevant cases to consider corresponding to: a) $i, i' \in \{1, \ldots, q\}$; b) $i \in \{1, \ldots, q\}$, $i' = q + 1$; or c) $i = i' = q + 1$.

Case a): If $i \neq i'$, then we immediately conclude that $\omega_{i,j}^T \Delta \omega_{i',j'} = 0$; assume then that $i = i'$. Using the fact that the matrices $D_{i,i}$ are symmetric and idempotent in combination with the Cauchy-Schwarz inequality,

$$\omega_{i,j}^T \Delta \omega_{i,j'} = \omega_{i,j}^T D_{i,i} \omega_{i,j'} = \omega_{i,j}^T D_{i,i}^T D_{i,i} \omega_{i,j'} \leq \left( \omega_{i,j}^T D_{i,i} \omega_{i,j'} \omega_{i,j'}^T D_{i,i} \omega_{i,j'} \right)^{1/2}.$$ 

Furthermore, using the fact that $\zeta_{i,j}^{2r_i} = 1$, and the definition of $D_{i,i}$,

$$\omega_{i,j}^T D_{i,i} \omega_{i,j'} = (1 + \zeta_{i,j}^{-2r_i-1})^2 + (\zeta_{i,j}^{-r_i-1} + \zeta_{i,j}^{r_i})^2 = (1 + \zeta_{i,j}^{-2r_i})^2 + (\zeta_{i,j}^{-r_i} + 1)^2 = 2(1 + \zeta_{i,j}^{-2r_i})^2.$$ 

Hence, using the above and (37), we conclude that

$$\frac{\omega_{i,j}^T D_{i,i} \omega_{i,j'}}{\omega_{i,j} \Delta \omega_{i,j'}} = \frac{2(1 + \zeta_{i,j}^{-2r_i})^2}{2r_i \zeta_{i,j}^{-2r_i}} = \frac{1 + 2\zeta_{i,j}^{-r_i-1} + \zeta_{i,j}^{r_i}}{r_i \zeta_{i,j}^{r_i}} = \frac{2 + \zeta_{i,j} + \zeta_{i,j}^{-1}}{r_i},$$

Putting everything together we find that, irrespectively of $j, j'$, if $i, i' \in \{1, \ldots, q\}$, then

$$\left| \frac{\omega_{i,j}^T \Delta \omega_{i,j'}}{\omega_{i,j} \Delta \omega_{i,j'}} \right| \leq \frac{4}{r_i} \delta_{i,i'}.$$ 

Case b): In this case, because of the block structure of $\Delta$ and the two vectors,

$$\omega_{i,j}^T \Delta \omega_{q+1,j'} = \begin{bmatrix} 0, \cdots, 0, \omega_{i,j}^T D_{i,i}^T D_{i,i} \omega_{i,j'} \end{bmatrix} \omega_{q+1,j'}$$

$$= \omega_{i,j}^T D_{i,q+1} \cdots (0, 0, \cdots)^T = \omega_{i,j}^T e_{i,j'},$$

where the 1 is on the $j'$-th position in a vector from $\{0, 1\}^{2q}$, and $e_{i,j'} \in \{-1, 0\}^{r_i-1}$ represents the $j'$ column of $D_{i,q+1}$ which is a vector that has at most one $-1$; if $e_{i,j'}$ has a $-1$ entry, then the location of this entry depends on $i$ and on the ordering of the last $2q$ vertices in $G_r$.

From this we see that $\omega_{i,j}^T \Delta \omega_{q+1,j'}$ is either 0, or it is an entry of the vector $\omega_{G_r}$. Combining the above with (37), we conclude that irrespectively of $j, j'$, if $i \in \{1, \ldots, q\}$ and $i' = q + 1$, then

$$\left| \frac{\omega_{i,j}^T \Delta \omega_{i,j'}}{\omega_{i,j} \Delta \omega_{i,j'}} \right| \leq \max_{i=1,\ldots,q} \max_{j=1,\ldots,r_i-1} \max_{k=1,\ldots,2q} \frac{\zeta_{i,j}^{k-1/2} + \zeta_{i,j}^{-(k-1/2)}}{\sqrt{2r_i}} \leq \max_{i=1,\ldots,q} \frac{\sqrt{2}}{r_i},$$

where we use the fact that the modulus of $\zeta$ is at most 1.

Case c): By construction and by the definition of $D_*$,

$$\omega_{q+1,j}^T \Delta \omega_{q+1,j'} = (D_*)_{j,j'} \in \{-1, 0\}.$$ 

Using the fact that $\omega_{q+1,j}^T \omega_{q+1,j} = 1$ we conclude that if $i = i' = q + 1$, then

$$\left| \frac{\omega_{i,j}^T \Delta \omega_{i,j'}}{\omega_{i,j} \Delta \omega_{i,j'}} \right| \leq \delta_{j,j'},$$

since the diagonal elements of $D_*$ are all 0. This concludes the proof. \[\square\]

**Lemma 1.** For any $\lambda > 0$, define

$$h_j := h_j(\lambda) = \frac{1}{1 + \lambda \sin \left( \frac{\pi(j-1)}{2r} \right)^2}, \quad j = 1, \ldots, r - 1.$$
Assume that $\lambda = o(r^2)$ as $r \to \infty$. Then, as $\lambda \to \infty$, for any $s \in \mathbb{N}$, $t \in \mathbb{N}_0$, we have
\[
\sum_{j=1}^{r-1} h_j^s(1 - h_j)^t = r\lambda^{-1/2} \kappa_{s,t} \{1 + o(1)\}, \quad \text{where} \quad \kappa_{s,t} := \frac{\Gamma(s - \frac{1}{2})\Gamma(t + \frac{1}{2})}{\pi \Gamma(t + s)}.
\]

**Proof.** For $1 \leq u \leq r + 1$, denote $g(u) := h_u^s(1 - h_u)^t$. For each $s$ and $t$ there exists $u_{\text{max}}$ such that $g(u)$ is increasing on $u \in [1, u_{\text{max}}]$ and decreasing on $u \in [u_{\text{max}}, r + 1]$. Observe that
\[
\int_1^r g(u) \, du - g(u_{\text{max}}) \leq \sum_{j=1}^{r-1} h_j^s(1 - h_j)^t \leq \int_1^r g(u) \, du + g(u_{\text{max}}),
\]
where clearly $|g(u_{\text{max}})| \leq 1$. Since $\int_r^{r+1} g(u) \, du \leq 1$, we conclude
\[
\sum_{j=1}^{r-1} h_j^s(1 - h_j)^t = \int_1^{r+1} g(u) \, du + O(1), \quad \text{as} \quad \lambda \to \infty.
\]
Moreover, we have
\[
\int_1^{r+1} g(u) \, du = \frac{r\lambda \Gamma(t + \frac{1}{2})}{\sqrt{\pi} \Gamma(t + 1)} 2F_1 \left( t + \frac{1}{2}, s + t; t + 1; -\lambda \right),
\]
where $2F_1$ denotes the hypergeometric function. Using that [2, Eqn. 15.3.7]
\[
2F_1 \left( t + \frac{1}{2}, s + t; t + 1; -\lambda \right) = \lambda^{-t-\frac{1}{2}} \frac{\Gamma(s - \frac{1}{2})\Gamma(t + 1)}{\sqrt{\pi} \Gamma(t + s)} (1 + o(1)), \quad \text{as} \quad \lambda \to \infty,
\]
we obtain
\[
\int_1^{r+1} g(u) \, du = r\lambda^{-1/2} \kappa_{s,t} \{1 + o(1)\}.
\]
Since $\lambda = o(r^2)$, the conclusion follows. \qed

**APPENDIX B. PROOF OF MAIN RESULT**

In the proof of Theorem 1, the following lemma is used.

**Lemma 2.** Suppose that [27] holds. Then, for any $s, t \in \mathbb{N}_0$, and $u, v \in \{0, 1\}$ such that $u + 2s \geq 1$,
\[
\left| \text{tr} \left\{ H^u (H^\top H)^s (I_{qr} - H)^v \left\{ (I_{qr} - H)^\top (I_{qr} - H) \right\}^t \right\} - \frac{1}{2} \left( \frac{\lambda}{n} \right)^{-1/2} \kappa_{u+2s,v+2t} \sum_{i=1}^{r_i} \frac{r_i}{\sigma_i} \{1 + o(1)\} \right| \leq O(q),
\]
where $H$ abbreviates $H(\lambda, \theta)$, and $\kappa_{u+2s,v+2t}$ is defined in Lemma 1.

**Proof.** Define $h := (h_{1,1}, \ldots, h_{1,r_1+1}, h_{2,1}, \ldots, h_{2,r_2+1}, \ldots) ^\top \in \mathbb{R}^{qr}$, where
\[
h_{i,j} := h_{i,j}(\lambda, n) = \frac{1}{1 + 4 \frac{\lambda}{n} \sigma_i \sin \left( \frac{\pi(j - 1)}{2 r_i} \right)^2}, \quad j = 1, \ldots, r_i - 1, \quad i = 1, \ldots, q + 1.
\]
We then have that for the matrices $\Delta$ and $\Omega$ from Proposition 3 and $\Sigma_r^{(n)}(\theta)$ as defined in [27],
\[
H(\lambda, \theta) = \left( I_{qr} + \lambda \Sigma_r^{(n)}(\theta) \bar{L}_r \right)^{-1} = \left( \Omega \text{diag} \{h\}^{-1} \Omega^\top + \lambda \Sigma_r^{(n)}(\theta) \Delta \right)^{-1}.
\]
Using the fact that, with $A, B$ denoting two square matrices so that $A + B$ and $A$ are invertible, $(A + B)^{-1} = A^{-1} - (A + B)^{-1}BA^{-1}$, we conclude that

$$H(\lambda, \theta) = \Omega \text{diag}\{h\} \Omega^\top - \delta,$$

where

$$\delta := \lambda H(\lambda, \theta) \Sigma_r^{(n)}(\theta) \Delta \Omega \text{diag}\{h\} \Omega^\top.$$

Note that $0 \leq h_{i,j} \leq 1$, $j = 1, \ldots, r_1 - 1$, $i = 1, \ldots, q + 1$. Also, by definition, the singular values of $H$ are between 0 and 1. By Weyl’s inequalities [37] we then conclude that for any $\lambda > 0$, the singular values of $\delta$ must be between $-1$ and $1$. Furthermore, since by Proposition 3 we know that $\Delta$ (and consequently $\delta$) has at least $q_r - 6q$ rows and columns of zeroes, and therefore at least that many singular values equal to zero. This means that

$$|\text{tr}\{\delta(\delta^T \delta)^p\}| = |\text{tr}\{\delta^T (\delta^T \delta)^p\}| \leq |\text{tr}\{(\delta^T \delta)^p\}| \leq |\text{tr}\{\delta\}| \leq 6q, \quad p \in \mathbb{N},$$

by Von Neumann’s trace inequality [27]. From this we conclude that for any $s,t \in \mathbb{N}_0$, $u,v \in \{0,1\}$, such that $s + t + u + v > 0$,

$$|\text{tr}\left\{H^u (H^T H)^s (I_{q_r} - H)^v \{ (I_{q_r} - H)^T (I_{q_r} - H) \}^t \right\} - \sum_{i=1}^{q+1} \sum_{j=1}^{r_1-1} h_{i,j}^{u+2s} (1 - h_{i,j})^{v+2t}| \leq O(q),$$

where $H$ abbreviates $H(\lambda, \theta)$. The statement now follows from the result above together with Lemma 1 in combination with the triangle inequality. \hfill \Box

**Theorem 1.** Suppose that

$$X^{(n)} \sim \mathcal{N} \left( \mu_{0,r}, n^{-1} \text{diag}(\sigma_{0,1}^2, r_1, \ldots, \sigma_{0,q}^2, r_q) \right) \tag{28}$$

for some $\mu_{0,r} \in \mathcal{M}_r(C)$. Consider then $n \in \mathbb{N}$, and $r \in \mathbb{N}_0^q$ such that $n = o\left( \min_{i=1,\ldots,q} r_i \right)^2$ and define the collection

$$\Lambda_{n,r} := \left\{ \lambda > 0 : n = o(\lambda), \lambda = o\left( \min_{i=1,\ldots,q} r_i \right)^2 \right\}.$$

Consider also

$$\hat{\lambda} := \arg \min_{\lambda \in \Lambda_{n,r}} \text{GCV}(\lambda),$$

for GCV$(\lambda)$ as defined in (24), as well as $\hat{\theta} = (\hat{\sigma}_1^2, \ldots, \hat{\sigma}_q^2)$ with each $\hat{\sigma}_i^2 = \hat{\sigma}_i^2(\hat{\lambda})$ defined as in (34), and finally, define

$$\hat{\mu}_r := \hat{\mu}_r(\hat{\lambda}, \Sigma_r^{(n)}(\hat{\theta})).$$

Then, as long as either $n \to \infty$ or $\min_{i=1,\ldots,q} r_i \to \infty$, $\hat{\mu}_r$ is consistent in probability for $\mu_{0,r}$, and each $\hat{\sigma}_i^2$ is consistent in probability for $\sigma_{0,i}^2$.

**Proof.** In what follows, we make use of the following well known result: If $Y \sim \mathcal{N}(y, S)$, and $M$ is square matrix of appropriate dimension, then

$$EY^T My = y^T My + \text{tr}(MS),$$

$$\forall Y^T My = 4y^T MSMy + 2\text{tr}(MSMS).$$

Suppose that $X^{(n)}$ is distributed according to (28), where we use the subscript ‘0’ to distinguish between the true underlying parameters of the distribution, and arbitrary elements of the underlying parameter sets.
We first derive a risk bound for the estimator of $\mu_{0,r}$. Using $H$ to abbreviate $H(\lambda, \theta)$,

$$
\mathbb{E}\|\hat{\mu}_r - \mu_{0,r}\|^2 = \mathbb{E}\|H(X^{(n)}) - \mu_{0,r} - (I_{q,r} - H)\mu_{0,r}\|^2
$$

$$
= \mu_{0,r}^\top(I_{q,r} - H)^\top(I_{q,r} - H)\mu_{0,r} + \frac{1}{n}\tr(H\diag(\sigma_{0,1}^2 1_{r_1}, \ldots, \sigma_{0,q}^2 1_{r_q})H^\top)
$$

$$
\leq \sigma_{\max}^2 \lambda \frac{P(\mu_{0,r})}{n} + \frac{\sigma_{\max}^2}{n} \tr(H^\top H)
$$

since $0 \leq (I_{q,r} - H)^\top(I_{q,r} - H) \leq \lambda n^{-1}\diag(\sigma_{0,1}^2 1_{r_1}, \ldots, \sigma_{0,q}^2 1_{r_q})\bar{L}_r \leq \sigma_{\max}^2 \lambda n^{-1}\bar{L}_r$, where $A \leq B$ means that $B - A$ is positive semi-definite, and where $P(\mu_{0,r}) = \mu_{0,r}^\top\bar{L}_r\mu_{0,r}$.

Using Lemma 2 and the assumption that $\mu_{0,r} \in M_r(C)$ (implying that that (26) holds), we conclude that the previous upper bound is majorized by

$$
2\sigma_{\max}^2 \frac{q\lambda}{q \min_{i=1,\ldots,q} r_i} C^2 + \frac{\sigma_{\max}^4}{\sigma_{\min}^2} \frac{1}{n} \frac{1}{\sqrt{\lambda}} \frac{\lambda}{n} \frac{\sqrt{\lambda}}{n} \sum_{i=1}^q r_i,
$$

for all appropriately large $\lambda$. Equating the derivative to 0, it directly follows that this upper bound is minimized for

$$
\lambda = O \left\{ \left( \frac{\sigma_{\max}^2}{\sigma_{\min}^2} \right)^2 \frac{1}{n} \left( \min_{i=1,\ldots,q} r_i \sum_{i=1}^q r_i \right)^2 \right\}^{1/3},
$$

which, since $\sum_{i=1}^q r_i \geq q \min_{i=1,\ldots,q} r_i$, leads to the upper bound

$$
\mathbb{E}\|\hat{\mu}_r - \mu_{0,r}\|^2 \leq O \left\{ \left( \frac{\sigma_{\max}^4}{\sigma_{\min}^2} C^2 \right)^{1/3} \sum_{i=1}^q r_i \left( n \min_{i=1,\ldots,q} r_i \right)^{-2/3} \right\}.
$$

We conclude that if the working variances $\sigma_i^2$ are bounded and $\lambda$ is picked as in (38), then $(\sum_{i=1}^q r_i)^{-1}\mathbb{E}\|\hat{\mu}_r - \mu_{0,r}\|^2$ converges to zero as long as either $n$ or $\min_{i=1,\ldots,q} r_i$ converges to infinity.

The next step is to establish a risk bound for the estimators of $\sigma_{0,i}^2$. Using the notation that $H_i$ is the principal sub-matrix of $H(\lambda, 1)$ corresponding to the sub-edges of the $i$-th edge in $E$, and that, likewise, $X_i^{(n)} \sim M(\mu_{0,i}, n^{-1} \sigma_{0,i}^2 I_{r_i+1})$ is the data collected at sub-edges of the $i$-th edge in $E$, we have

$$
\hat{\sigma}_{i}^2 = \frac{\mathbb{E}[X_i^{(n)}]^\top(I_{r_i+1} - H_i)^\top(I_{r_i+1} - H_i)X_i^{(n)}}{\tr(I_{r_i+1} - H_i)/n}, \quad i = 1, \ldots, q.
$$

We directly have that for each $i = 1, \ldots, q$,

$$
\mathbb{E}\hat{\sigma}_{i}^2 = \mu_{0,i}^\top(I_{r_i+1} - H_i)^\top(I_{r_i+1} - H_i)\mu_{0,i} + \sigma_{0,i}^2 \frac{\tr((I_{r_i+1} - H_i)^\top(I_{r_i+1} - H_i))}{\tr(I_{r_i+1} - H_i)},
$$

so that the absolute value of the associated bias is at most

$$
|\text{Bias}(\hat{\sigma}_{i}^2)| = |\mathbb{E}\hat{\sigma}_{i}^2 - \sigma_{0,i}^2| \leq \frac{\lambda P(\mu_{0,i})}{\tr(I_{r_i+1} - H_i)} + \frac{\sigma_{0,i}^2}{\tr(I_{r_i+1} - H_i)} \frac{\tr(I_{r_i+1} - H_i)}{\tr(I_{r_i+1} - H_i)}, \quad i = 1, \ldots, q.
$$

As for the variance of the estimator, after straightforward simplifications it equals, for any $i = 1, \ldots, q$,

$$
\nabla\hat{\sigma}_{i}^2 = 4\sigma_{0,i}^2 \frac{\lambda P(\mu_{0,i})}{\tr(I_{r_i+1} - H_i)^2} + 2\sigma_{0,i}^2 \frac{\tr((I_{r_i+1} - H_i)^\top(I_{r_i+1} - H_i))^2)}{\tr(I_{r_i+1} - H_i)^2}.
$$
Using Lemma 2 and the assumption on $\mu$ from Section 4.1, we conclude that for $n, \lambda$, and $\sigma$ such that $n = o(\lambda)$ and $\lambda = o\left(\min_{i=1,\ldots,q} r_i\right)^2$, since $\sum_{i=1}^{q} r_i \geq q \min_{i=1,\ldots,q} r_i$,

$$\left|\text{Bias}(\hat{\sigma}^2_i)\right| \leq O\left\{ \lambda \left(\min_{i=1,\ldots,q} r_i\right)^{-2}\right\} + O\left\{ \frac{(\lambda/n)^{-1/2}}{\min_{i=1,\ldots,q} r_i}\right\} = o(1) \quad \text{and} \quad \forall \hat{\sigma}^2_i \leq O\left\{ \lambda \left(\min_{i=1,\ldots,q} r_i\right)^{-3}\right\} + O\left\{ \left(\min_{i=1,\ldots,q} r_i\right)^{-1}\right\} = o(1),$$

so that the risk of each of the estimators of $\sigma^2_{0,i}$ converges to zero.

In particular, we see that if $n = o\left(\min_{i=1,\ldots,q} r_i\right)^2$, then choosing $\lambda$ as in (38) leads to the $\hat{\sigma}^2_i$ all being consistent.

Noting that generalized cross validation provides us with a data-driven choice of $\lambda$ that is consistent for the minimizer of the risk, the statement of the theorem follows by an application of the law of total probability.

We will make this argument explicit for $\hat{\mu}_r$. Let $\lambda_0$ denote the minimizer of the risk. Then, for arbitrary $\epsilon, \eta > 0$ and $\lambda^* \in [\lambda_0(1 - \eta), \lambda_0(1 + \eta)]$,

$$\mathbb{P}\left( \left(\sum_{i=1}^{q} r_i\right)^{-1} \|\hat{\mu}_r - \mu_{0,r}\|^2 > \epsilon \right) \leq 2\mathbb{P}\left( \left(\sum_{i=1}^{q} r_i\right)^{-1} \left(\|\hat{\mu}_r(\lambda^*) - \mu_r(\lambda_0)\|^2\right) > \frac{\epsilon}{2} \right)
+ 2\mathbb{P}\left( \left(\sum_{i=1}^{q} r_i\right)^{-1} \left(\|\hat{\mu}_r(\lambda_0) - \mu_{0,r}\|^2\right) > \frac{\epsilon}{2} \right) + o(1),$$

where, besides the law of total probability, we used the consistency of $\hat{\lambda}$ for $\lambda_0$ so that

$$\mathbb{P}\left( \frac{\hat{\lambda}}{\lambda_0} \notin [1 - \eta, 1 + \eta] \right) = o(1), \quad \text{and} \quad \mathbb{P}\left( \frac{\hat{\lambda}}{\lambda_0} \notin [1 - \eta, 1 + \eta] \right) > \frac{1}{2}$$

for large enough $n$, and using $\mathbb{P}(X + Y > \epsilon) \leq \mathbb{P}(X > \frac{\epsilon}{2}) + \mathbb{P}(Y > \frac{\epsilon}{2})$ for $X, Y \geq 0$. Also note that $\hat{\mu}_r(\cdot)$ abbreviates $\hat{\mu}_{r}((\cdot, \Sigma_{r}^{(m)}(\Theta)))$.

We have already seen that $\left(\sum_{i=1}^{q} r_i\right)^{-1}\|\hat{\mu}_r(\lambda_0) - \mu_{0,r}\|^2 = o_P(1)$. The conclusion follows by noting that the remaining term also goes to zero because the eigenvalues of the two matrices involved are close to one another for small $\eta$.

\begin{corollary}
Assume the setting of Theorem 1 and define $\hat{\mu} := S_r \hat{\mu}_r$ for $S_r$ as defined in (3). Then, as long as either $n \to \infty$ or $\min_{i=1,\ldots,q} r_i \to \infty$, $\hat{\mu}$ is consistent in probability for $\mu_0 := S_r \mu_{0,r}$.
\end{corollary}

\begin{proof}
From Theorem 1, it suffices to show that $\|\hat{\mu} - \mu_0\|^2$ can be upper bounded by an appropriate multiple of $\|\hat{\mu}_r - \mu_{0,r}\|^2$. Specifically, observe that

$$\|\hat{\mu} - \mu_0\|^2 = \|S_r \hat{\mu}_r - S_r \mu_{0,r}\|^2 \leq \|S_r\|^2 \|\hat{\mu}_r - \mu_{0,r}\|^2,$$

where $\|\cdot\|$ denotes the operator norm. Since we may write

$$S_r^T S_r = \text{diag}\{J_{r_1}, \ldots, J_{r_q}\},$$

where $J_i \in \{1\}^{i \times i}$ denotes the $i \times i$ matrix of ones, we have that

$$\|S_r\|^2 = \max_{i=1,\ldots,q} r_i.$$

Combining this with (39), we conclude that if the working variances $\sigma_i^2$ are bounded and $\lambda$ is picked as in (38), then $(\max_{i=1,\ldots,q} r_i \sum_{i=1}^q r_i)^{-1} \mathbb{E}\|\hat{\mu} - \mu_0\|^2$ converges to zero as long as either $n$ or $\min_{i=1,\ldots,q} r_i$ goes to infinity. The conclusion follows by an application of the law of total probability as can be seen in the proof of Theorem 1. □
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