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Abstract

As is well known, self-similar solutions to the mean curvature flow, including self-shrinkers, translating solitons and self-expanders, arise naturally in the singularity analysis of the mean curvature flow. Recently, Guo [Guo] proved that $n$-dimensional compact self-shrinkers in $\mathbb{R}^{n+1}$ with scalar curvature bounded from above or below by some constant are isometric to the round sphere $S^n(\sqrt{n})$, which implies that $n$-dimensional compact self-shrinkers in $\mathbb{R}^{n+1}$ with constant scalar curvature are isometric to the round sphere $S^n(\sqrt{n})$ (see also [Hui1]). Complete classifications of $n$-dimensional translating solitons in $\mathbb{R}^{n+1}$ with nonnegative constant scalar curvature and of $n$-dimensional self-expanders in $\mathbb{R}^{n+1}$ with nonnegative constant scalar curvature were given by Martín, Savas-Halilaj and Smoczyk [MSS] and Ancari and Cheng [AC], respectively. In this paper we give complete classifications of $n$-dimensional complete self-shrinkers in $\mathbb{R}^{n+1}$ with nonnegative constant scalar curvature. We will also give alternative proofs of the classification theorems due to Martín, Savas-Halilaj and Smoczyk [MSS] and Ancari and Cheng [AC].

1 Introduction

1.1 Self-shrinkers

An $n$-dimensional submanifold $X : M \to \mathbb{R}^{n+p}$ in the $(n+p)$-dimensional Euclidean space $\mathbb{R}^{n+p}$ is called a self-shrinker if it satisfies

$$H = -X^N,$$ (1.1)

where $H$ and $X^N$ denote the mean curvature vector field and the orthogonal projection of $X$ into the normal bundle of $M^n$, respectively. It is well known that self-shrinkers play an important role in the singularity analysis of the mean curvature flow as they describe all possible Type I blow ups at a given singularity of the mean curvature flow (cf. [Hui1] and [Hui2]). Abresch and Langer [AL] gave a complete classification of closed
self-shrinkers of dimension one in $\mathbb{R}^2$, which are now called Abresch-Langer curves. In the hypersurface case, Huisken [Hui1, Hui2] proved a classification theorem that the only possible smooth self-shrinkers $M^n$ in $\mathbb{R}^{n+1}$ with nonnegative mean curvature, bounded second fundamental form and polynomial volume growth are isometric to $\Gamma \times \mathbb{R}^{n-1}$ or $S^k(\sqrt{k}) \times \mathbb{R}^{n-k} (0 \leq k \leq n)$. Here $\Gamma$ is an Abresch-Langer curve. In their pioneering work, Colding and Minicozzi [CM] showed that Huisken’s classification theorem still hold without the assumption of bounded second fundamental form. Since then, many interesting works on self-shrinkers are done.

Le and Sesum [LS] proved that if $M$ is an $n$-dimensional complete self-shrinker with polynomial volume growth and $S < 1$, then $M$ is isometric to the hyperplane $\mathbb{R}^n$, where $S$ denotes the squared norm of the second fundamental form. Furthermore, Cao and Li [CL] have studied the general case. They proved that if $M$ is an $n$-dimensional complete self-shrinker with polynomial volume growth and $S \leq 1$ in the Euclidean space $\mathbb{R}^{n+p}$, then $M$ is isometric to either the hyperplane $\mathbb{R}^n$, the round sphere $S^n(\sqrt{n})$ or a cylinder $S^m(\sqrt{m}) \times \mathbb{R}^{n-m}, 1 \leq m \leq n - 1$. See also Ding and Xin [DX], Cheng and Wei [CW], Xu and Xu [XX], and Lei and Xu and Xu [LXX] for the second gap on the squared norm of the second fundamental form for $n$-dimensional complete self-shrinkers with polynomial volume growth in Euclidean space $\mathbb{R}^{n+1}$. These extrinsic rigidity theorems for self-shrinkers reveal the similarity of self-shrinkers in a Euclidean space with minimal submanifolds in the unit sphere.

Bewareing in mind the isoparametric conjecture for closed minimal hypersurfaces of constant squared norm of the second fundamental form in the unit sphere (cf. [GT], [SWY] for a survey), it is very natural for Cheng and his collaborators to study the classification of $n$-dimensional complete self-shrinkers in $\mathbb{R}^{n+1}$ with constant squared norm of the second fundamental form. The gave a complete classification of such self-shrinkers of dimension 2 in $\mathbb{R}^3$ (cf. [CO]) and of dimension 3 in $\mathbb{R}^4$ with an additional assumption of constant $f_4$ very recently (cf. [CLW]). Note that for minimal submanifolds in a unit sphere, by the Gauss equation, constant squared norm of the second fundamental form implies constant scalar curvature and vice versa. But for self-shrinkers this is not true and it is natural to ask if we can give a complete classification of $n$-dimensional complete self-shrinkers in $\mathbb{R}^{n+1}$ with constant scalar curvature. In this direction, Guo proved the following result.

**Theorem 1.1** (cf. [Guo], Corollary 3.2). An $n$-dimensional compact self-shrinker in $\mathbb{R}^{n+1}$ with constant scalar curvature is isometric to $S^n(\sqrt{n})$.

Theorem 1.1 is also a corollary of Huisken’s previously mentioned result that the only possible smooth self-shrinkers $M^n$ in $\mathbb{R}^{n+1}$ with nonnegative mean curvature, bounded second fundamental form and polynomial volume growth are isometric to $\Gamma \times \mathbb{R}^{n-1}$ or $S^k(\sqrt{k}) \times \mathbb{R}^{n-k} (0 \leq k \leq n)$, since if $M$ has constant scalar curvature and compact, it has nonnegative mean curvature, bounded second fundamental form and polynomial volume growth immediately. Note that Guo [Guo] actually proved a more general result, that $M$ is a round sphere if it has certain lower or upper bounded on its scalar curvature and then Theorem 1.1 is an immediate corollary.
This paper aims to classify \( n \)-dimensional complete self-shrinkers in \( \mathbb{R}^{n+1} \) with constant scalar curvature. Guo used integral formulas, in particular Minkowski’s integral formulas to prove his main theorem, which seems not applicable in the complete non-compact case. In this paper we will use point-wise estimates to give classifications of complete self-shrinkers with constant scalar curvature. We have

**Theorem 1.2.** Let \( X : M \rightarrow \mathbb{R}^{n+1} \) be an \( n \)-dimensional complete self-shrinker in \( \mathbb{R}^{n+1} \). If the scalar curvature of \( M \) is constant, positive and \( M \) is of polynomial volume growth, it is isometric to one of the following:

1. a cylinder \( S^m(\sqrt{m}) \times \mathbb{R}^{n-m}, \; 2 \leq m \leq n-1 \),
2. the round sphere \( S^n(\sqrt{n}) \).

**Remark 1.3.** When \( M \) is compact all of assumptions in Theorem 1.2 are satisfied immediately. Therefore Theorem 1.2 generalizes Corollary 3.2 in [Guo]. Since our proof of Theorem 1.2 uses point-wise estimates, we also provide an alternative proof of Corollary 3.2 in [Guo].

The main step in the proof of Theorem 1.2 is to prove that if an \( n \)-dimensional complete self-shrinker in \( \mathbb{R}^{n+1} \) has constant positive scalar curvature, its squared norm of the second fundamental form is smaller than or equal to 1. Then the conclusion follows from Theorem 1.1 of [CL]. Cao and Li expected that the assumption of polynomial volume growth can be removed in Theorem 1.1 of [CL]. Thus we except that the condition on volume growth in Theorem 1.2 can be removed. We would like to propose the following conjecture.

**Conjecture:** Let \( X : M \rightarrow \mathbb{R}^{n+1} \) be an \( n \)-dimensional complete self-shrinker in \( \mathbb{R}^{n+1} \). If the scalar curvature of \( M \) is constant and positive, it is isometric to a cylinder \( S^m(\sqrt{m}) \times \mathbb{R}^{n-m}, \; 2 \leq m \leq n-1 \) or the round sphere \( S^n(\sqrt{n}) \).

We will prove that this conjecture is true when \( M \) has constant scalar curvature larger than \( n-2 \) in the appendix (see Proposition 4.1).

For \( n \)-dimensional complete self-shrinkers with zero scalar curvature we have

**Theorem 1.4.** Let \( X : M \rightarrow \mathbb{R}^{n+1} \) be an \( n \)-dimensional complete self-shrinker in \( \mathbb{R}^{n+1} \). If the scalar curvature of \( M \) is zero, it is isometric to \( \Gamma \times \mathbb{R}^{n-1} \), where \( \Gamma \) is a complete self-shrinker in \( \mathbb{R}^2 \).

**Remark 1.5.** Note that self-shrinkers in \( \mathbb{R}^2 \) has been complete classified by Halldorsson (see [Hal], Theorem 5.1) and the closed case was earlier classified by Abresch and Langer [AL].

As a corollary of Theorem 1.4 we have

**Theorem 1.6.** Let \( X : M \rightarrow \mathbb{R}^{n+1} \) be an \( n \)-dimensional complete self-shrinker in \( \mathbb{R}^{n+1} \). If the scalar curvature of \( M \) is zero and \( M \) is of polynomial volume growth, it is
isometric to one of the following:

1. $\mathbb{R}^n$,
2. $S^1 \times \mathbb{R}^{n-1}$,
3. $\Gamma \times \mathbb{R}^{n-1}$, where $\Gamma$ is an Abresch-Langer curve.

1.2 Translators

An $n$-dimensional submanifold $X : M \to \mathbb{R}^{n+p}$ in the $(n + p)$-dimensional Euclidean space $\mathbb{R}^{n+p}$ is called a translating soliton (abbreviated by translator) if it satisfies

$$H = V^N,$$

where $H$ and $V^N$ denote the mean curvature vector field and the orthogonal projection of $V$ into the normal bundle of $M^n$, respectively. Here $V$ is a (nonzero)constant vector in $\mathbb{R}^{n+p}$.

The translators play an important role in the study of the mean curvature flow, as they often occur as Type-II singularity of a mean curvature flow (cf. [AV1, AV2][HS][Wh1, Wh2]).

It is well known that there are no closed translators. Martín, Savas-Halilaj and Smoczyk gave a complete classification of $n$-dimensional complete translators in $\mathbb{R}^{n+1}$ with zero scalar curvature. In this paper we will show that there exists no $n$-dimensional complete translators in $\mathbb{R}^{n+1}$ with positive constant scalar curvature and we also give a slight different proof of their theorem.

**Theorem 1.7** ([MSS]). Let $X : M \to \mathbb{R}^{n+1}$ be an $n$-dimensional complete translator in $\mathbb{R}^{n+1}$. If the scalar curvature $R$ of $M$ is a nonnegative constant, then we have $R = 0$ and $M$ is isometric to $\Gamma \times \mathbb{R}^{n-1}$, where $\Gamma$ is a straight line or the Grim Reaper curve in $\mathbb{R}^2$, i.e. $M$ is a hyperplane or a grim hyperplane.

1.3 Self-expanders

An $n$-dimensional submanifold $X : M \to \mathbb{R}^{n+p}$ in the $(n + p)$-dimensional Euclidean space $\mathbb{R}^{n+p}$ is called a self-expander if it satisfies

$$H = X^N,$$

where $H$ and $X^N$ denote the mean curvature vector field and the orthogonal projection of $X$ into the normal bundle of $M^n$, respectively.

Self-expanders arise naturally when one considers solutions of graphical mean curvature flow. In the case of codimension 1 and under certain assumptions on the initial hypersurface at infinity, Ecker and Huisken [EH] showed that the solutions of mean curvature flow of entire graphs in Euclidean space exist for all times $t > 0$ and become asymptotically self-expanding as $t \to \infty$. As was pointed out in [EH] and [Sm1], self-expanders also arise as solutions of the mean curvature flow, if the initial submanifold is
a cone. Moreover, in some situations uniqueness of self-expanders is important for the
construction of mean curvature flows starting from certain singular configurations [BM].
The interested reader can consult the recent article [Sm2] by Smoczyk and references
therein for more recent progress and a historical note on self-expanders.

It is well known that self-expanders cannot be closed. Ancari and Cheng [AC]
gave a complete classification of $n$-dimensional self-expanders in $\mathbb{R}^{n+1}$ with nonnegative
constant scalar curvature. In this paper we will give a slight different proof of it.

**Theorem 1.8** ([AC]). Let $X : M \to \mathbb{R}^{n+1}$ be an $n$-dimensional complete self-expander
in $\mathbb{R}^{n+1}$. If the scalar curvature $R$ of $M$ is a nonnegative constant, then $R = 0$ and
$M$ is isometric to $\Gamma \times \mathbb{R}^{n-1}$, where $\Gamma$ is a complete self-expander in $\mathbb{R}^2$, i.e. $M$ is a
hyperplane or a self-expanding hyperplane.

**Remark 1.9.** Note that self-expanders in $\mathbb{R}^2$ has been complete classified(cf. Ishimura [Ish],
and Halldorsson [Hal], Theorem 6.1).

**Remark 1.10.** In [Sm2], any self-expander $M = \Gamma \times \mathbb{R}^{n-1} \subset \mathbb{R}^{n+1}$, where $\Gamma$ is a
non-trial self-expanding curve in $\mathbb{R}^2$ (i.e. not a straight line) is called a self-expanding
hyperplane. Here we used his terminology.

We would like to point out that hypersurfaces with constant scalar curvature in a
Euclidean space is a very active and important research subject of differential geometry.
In particular, Hilbert’s theorem states that a complete surface of constant -1 sectional
curvature can not be isometrically immersed in $\mathbb{R}^3$ and Hartman and Nirenberg [HN]
classified complete surfaces in $\mathbb{R}^3$ with nonnegative constant curvature, i.e. they must be
planes, round spheres or cylinders. Therefore our theorems make sense only when $n \geq 3$.
There is also a well-know Yau’s conjecture for constant scalar curvature hypersurfaces in
a Euclidean space which states that compact hypersurfaces in $\mathbb{R}^{n+1}$ with constant scalar
curvature must be isometric to a round sphere, which was confirmed by Ros [Ros] under
an additional assumption of embeddedness and by Cheng [Che] under an additional
assumption of locally conformally flatness. Cheng and Yau [CY] considered the higher
dimensional case of the theorem of Hilbert, Hartman and Nirenberg, where they proved
that complete noncompact hypersurfaces in $\mathbb{R}^{n+1}$ with constant scalar curvature and
nonnegative sectional curvature are isometric to the generalized cylinders.

Note that we have complete classifications of $n$-dimensional complete translators and
self-expanders in $\mathbb{R}^{n+1}$ with nonnegative constant scalar curvature and of $n$-dimensional
complete self-shrinkers in $\mathbb{R}^{n+1}$ with zero scalar curvature or with positive constant
scalar curvature and polynomial volume growth. But our argument does not work for
the case of negative constant scalar curvature and therefore we would like to propose
the following problem.

**Problem.** Is there any $n$-dimensional complete self-similar solution to the mean
curvature flow in $\mathbb{R}^{n+1}$ with negative constant scalar curvature?

**Remark 1.11.** For self-expanders this problem was proposed by Ancari and Cheng in
[AC].
Organization. In section 2 we give some preliminary facts on self-similar solutions to the mean curvature flow. All of the main theorems will be proved in section 3. In the appendix we give a partial positive answer to the conjecture on page 3.

2 Preliminaries

In this section we give some notations and formulas. Let $X : M \to \mathbb{R}^{n+1}$ be an $n$-dimensional self-shrinker in $\mathbb{R}^{n+1}$. Let $\{e_1, ..., e_n, e_{n+1}\}$ be a local orthonormal basis along $M$ with dual coframe $\{\omega_1, ..., \omega_n, \omega_{n+1}\}$, such that $\{e_1, ..., e_n\}$ is a local orthonormal basis of $M$ and $e_{n+1}$ is normal to $M$. Then we have

$$\omega_{n+1} = 0, \quad \omega_{n+1i} = -\sum_{j=1}^n h_{ij} \omega_j, \quad h_{ij} = h_{ji},$$

where $h_{ij}$ denotes the component of the second fundamental form of $M$. Denote by

$$II = \sum_{i,j} h_{ij} \omega_i \otimes \omega_j e_{n+1}$$

the second fundamental form of $M$ and

$$\vec{H} = \sum_{j=1}^n h_{jj} e_{n+1}, \quad H = \sum_{j=1}^n h_{jj}$$

the mean curvature vector field and the mean curvature of $M$, respectively. The Gauss equations and Codazzi equations are given by

$$R_{ijkl} = h_{ik} h_{jl} - h_{il} h_{jk}, \quad (2.1)$$

$$h_{ijk} = h_{ikj}, \quad (2.2)$$

where $R_{ijkl}$ is the component of curvature tensor and the covariant derivative of $h_{ij}$ is defined by

$$\sum_{k=1}^n h_{ijk} \omega_k = dh_{ij} + \sum_{k=1}^n h_{kj} \omega_{ki} + \sum_{k=1}^n h_{ik} \omega_{kj}.$$

Note that from the Gauss equations we have that

$$R = H^2 - S, \quad (2.3)$$

where $R$ denotes the scalar curvature of $M$ and $S$ denotes the squared norm of the second fundamental form of $M$, i.e.

$$S = \sum_{i,j} h_{ij}^2.$$
2.1 Self-shrinkers

The following elliptic operator $\mathcal{L}$ was introduced by Colding and Minicozzi [CM]:

$$\mathcal{L}f = \Delta f - \langle X, \nabla f \rangle,$$

(2.4)

where $\Delta$ and $\nabla$ denote the Laplacian and the gradient operator on the self-shrinker, respectively and $\langle \cdot, \cdot \rangle$ denotes the standard inner product of $\mathbb{R}^{n+1}$. By a direct calculation, we have (cf. [CM])

$$\mathcal{L}h_{ij} = (1 - S)h_{ij},$$

$$\mathcal{L}H = H(1 - S),$$

$$\mathcal{L}|X|^2 = 2(n - |X|^2),$$

where $|X|^2 = \langle X, X \rangle$.

Then we have

$$\frac{1}{2}\mathcal{L}S = \sum_{i,j,k} h_{ijk}^2 + S(1 - S),$$

(2.5)

$$\frac{1}{2}\mathcal{L}H^2 = |\nabla H|^2 + H^2(1 - S),$$

(2.6)

$$\frac{1}{2}\mathcal{L}R = |\nabla H|^2 - \sum_{i,j,k} h_{ijk}^2 + R(1 - S),$$

(2.7)

where $h_{ijk}$ is the component of the covariant derivative of the second fundamental form.

2.2 Translators

For translators in a Euclidean space, Xin [Xin] introduced the following elliptic operator

$$\mathcal{L}_{II}f = \Delta f + \langle V, \nabla f \rangle,$$

(2.8)

where $\Delta$ and $\nabla$ denote the Laplacian and the gradient operator on the translator, respectively and $\langle \cdot, \cdot \rangle$ denotes the standard inner product of $\mathbb{R}^{n+1}$. Then we have the following Bochner formula for the squared norm of the second fundamental form and mean curvature respectively (cf. [Xin] [WXZ]).

$$\frac{1}{2}\mathcal{L}_{II}S = \sum_{i,j,k} h_{ijk}^2 - S^2,$$

(2.9)

$$\frac{1}{2}\mathcal{L}_{II}H^2 = |\nabla H|^2 - H^2S,$$

(2.10)

where $h_{ijk}$ is the component of the covariant derivative of the second fundamental form. Therefore by the Gauss equation (2.3) we have

$$\frac{1}{2}\mathcal{L}_{II}R = |\nabla H|^2 - \sum_{i,j,k} h_{ijk}^2 - RS.$$  

(2.11)
2.3 Self-expanders

For self-expanders in a Euclidean space, one can introduce the following elliptic operator

$$\mathcal{L}_{III} f = \Delta f + \langle X, \nabla f \rangle,$$  \hspace{1cm} (2.12)

where $\Delta$ and $\nabla$ denote the Laplacian and the gradient operator on the self-expander, respectively and $\langle \cdot, \cdot \rangle$ denotes the standard inner product of $\mathbb{R}^{n+1}$.

We have (cf. [CZ])

$$\frac{1}{2} \mathcal{L}_{III} S = \sum_{i,j,k} h_{ijk}^2 - (S + 1)S,$$  \hspace{1cm} (2.13)

$$\frac{1}{2} \mathcal{L}_{III} H^2 = |\nabla H|^2 - (S + 1)H^2,$$  \hspace{1cm} (2.14)

where $h_{ijk}$ is the component of the covariant derivative of the second fundamental form. Then by the Gauss equation (2.3) we have

$$\frac{1}{2} \mathcal{L}_{III} R = |\nabla H|^2 - \sum_{i,j,k} h_{ijk}^2 - R(S + 1).$$  \hspace{1cm} (2.15)

3 Proofs

Proof of Theorem 1.2. Now assume that $M$ is an $n$-dimensional complete self-shrinker in $\mathbb{R}^{n+1}$ satisfying assumptions of Theorem 1.2. Then from equation (2.3), we see that

$$H^2 - S = R > 0,$$  \hspace{1cm} (3.1)

and

$$H^2 |\nabla H|^2 = \sum_k (\sum_{ij} h_{ij} h_{ijk})^2 \leq \sum_{ij} h_{ij}^2 \sum_{i,j,k} h_{ijk}^2 = S \sum_{i,j,k} h_{ijk}^2,$$  \hspace{1cm} (3.2)

which implies that

$$|\nabla H|^2 \leq \sum_{i,j,k} h_{ijk}^2.$$  

Then from equation (2.7) we obtain

$$R(1 - S) = \sum_{i,j,k} h_{ijk}^2 - |\nabla H|^2 \geq 0,$$  \hspace{1cm} (3.3)

which implies that

$$S \leq 1.$$  
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Therefore from Theorem 1.1 in [CL] we see that $M$ is isometric to $S^m(\sqrt{m}) \times \mathbb{R}^{n-m}, 2 \leq m \leq n - 1$ or $S^n(\sqrt{n})$.

\textbf{Proof of Theorem 1.4.} From equation (2.7) since $R = 0$ we have

$$|\nabla H|^2 = \sum_{i,j,k} h_{ijk}^2.$$  \hspace{1cm} (3.4)

On the other hand, from the Gauss equation (2.3) we see that

$$H^2 = \sum_{i,j} h_{ij}^2$$ \hspace{1cm} (3.5)

and hence we have

$$H^2 |\nabla H|^2 = \sum_k (\sum_{i,j} h_{ij}h_{ijk})^2.$$ \hspace{1cm} (3.6)

Note that since

$$\sum_k (\sum_{i,j} h_{ij}h_{ijk})^2 \leq \sum_{i,j} h_{ij}^2 \sum_{i,j,k} h_{ijk}^2,$$

with equality hold at non-totally geodesic points if and only if

$$h_{ijk} = \lambda_k h_{ij},$$

we get

$$H^2 |\nabla H|^2 \leq \sum_{i,j} h_{ij}^2 \sum_{i,j,k} h_{ijk}^2,$$

with equality hold at non-totally geodesic points if and only if

$$h_{ijk} = \lambda_k h_{ij}.$$

Then from (3.4) and (3.5) we obtain that

$$h_{ijk} = \lambda_k h_{ij}$$ \hspace{1cm} (3.7)

at non-totally geodesic points, where $\lambda_k$ are functions on $M$. Then from the Codazzi equations (2.2) we see that

$$\lambda_k h_{ij} = \lambda_i h_{jk}$$

at non-totally geodesic points.

At a non-totally geodesic point $p \in M$ assume that $h_{ij} = \mu_i \delta_{ij}$, where $\mu_1, ..., \mu_n$ are principle curvatures of $M$ at $p$, we have at $p$

$$\lambda_i \mu_j = 0, \text{ if } i \neq j.$$
If there exists some \( \lambda_i \neq 0 \), say \( \lambda_1 \neq 0 \), then \( \mu_j = 0, j = 2, ..., n \) and therefore the sectional curvature of \( M \) at \( p \) is zero. Therefore \( M \) is a complete hypersurface in \( \mathbb{R}^{n+1} \) with zero sectional curvature everywhere. Then by Hartman and Nirenberg (cf. [HN], Theorem III on page 912), we see that \( M \) is isometric to \( \Gamma \times \mathbb{R}^{n-1} \), where \( \Gamma \) is a complete curve in \( \mathbb{R}^2 \). Then \( \Gamma \) is a complete self-shrinker in \( \mathbb{R}^2 \). \( \square \)

Proof of Theorem 1.6. By Theorem 1.4 we see that \( M \) is isometric to \( \Gamma \times \mathbb{R}^{n-1} \), where \( \Gamma \) is a complete self-shrinker in \( \mathbb{R}^2 \). Assume that \( X \) is the position vector of \( \Gamma \), then from equation (1.3) we see that

\[
H = ce^{\frac{|X|^2}{2}},
\]

where \( c \) is a constant which could be assumed to be nonnegative. If \( c = 0 \), \( \Gamma \) is isometric to \( \mathbb{R} \) and \( M \) is isometric to \( \mathbb{R}^n \). If \( c > 0 \), \( \Gamma \) is a bounded curve in \( \mathbb{R}^2 \) with polynomial volume growth, which must be closed. Then \( \Gamma \) is isometric to \( S^1 \) or an Abresch-Langer curve. This completes the proof of Theorem 1.6. \( \square \)

Proof of Theorem 1.7. Note that this theorem was first proved in [MSS]. Here we give a slight different proof of it.

From equation (2.11), since \( M \) has nonnegative constant scalar curvature, we have

\[
|\nabla H|^2 - \sum_{i,j,k} h_{ijk}^2 = RS.
\]

First we will show that \( R = 0 \). If \( R \) is a positive constant, then from the Gauss equation (2.3) we have

\[
|H|^2 - \sum_{ij} h_{ij}^2 = R > 0,
\]

\[
|H|^2 |\nabla H|^2 = \sum_k (\sum_{i,j} h_{ij} h_{ijk})^2 \leq \sum_{ij} h_{ij}^2 \sum_{i,j,k} h_{ijk}^2,
\]

which implies that

\[
|\nabla H|^2 < \sum_{i,j,k} h_{ijk}^2.
\]

Therefore we have

\[
RS < 0,
\]

which is impossible.

Now we have that \( R = 0 \). Similarly with the proof Theorem 1.4 we can obtain that \( M \) is a complete hypersurface in \( \mathbb{R}^{n+1} \) with zero sectional curvature, then by Hartman and Nirenberg (cf. [HN], Theorem III on page 912), we see that \( M \) is isometric to \( \Gamma \times \mathbb{R}^{n-1} \), where \( \Gamma \) is a complete curve in \( \mathbb{R}^2 \). Then \( \Gamma \) is a straight line in \( \mathbb{R}^2 \) or a complete translator in \( \mathbb{R}^2 \).
To be precise, assume that $M$ is a translator satisfying

$$H = V^N,$$

where $V$ is a constant vector in $\mathbb{R}^{n+1}$. Denote by $W$ the orthogonal projection of $V$ into the plane $P$ where $\Gamma$ lies in, then $\Gamma$ is a straight line in $P$ if $W$ is a zero vector and $\Gamma$ is a translator in $P$ satisfying

$$H^\Gamma = W^N,$$

where $H^\Gamma$ denotes the mean curvature vector of $\Gamma$ in $P$ and $W^N$ denotes the normal projection of $W$ onto the normal bundle of $\Gamma$ in $P$, if $W$ is not a zero vector. In the last case $\Gamma$ is a straight line or is the Grim Reaper curve in $\mathbb{R}^2$(see for example [Hal]).

Proof of Theorem 1.8. Note that this theorem was first proved in [AC], here we give a slight different proof of it which is similar with the proof of Theorem 1.7. But we only sketch some main steps.

First since $M$ has constant scalar curvature from (2.15) we have

$$|\nabla H|^2 - \sum_{i,j,k} h_{ijk}^2 = R(S + 1).$$

Then similarly with the proof of Theorem 1.7 we see that $R$ can not be a positive constant, i.e. $R = 0$. Then we can prove that $M$ has zero sectional curvature and hence is isometric to $\Gamma \times \mathbb{R}^{n-1}$, by Hartman and Nirenberg’s classification theorem. Then it is easy to see that $\Gamma$ is a complete self-expander in $\mathbb{R}^2$. Furthermore if $\Gamma$ is a straight line, $M$ is a hyperplane and if not, $M$ is a self-expanding hyperplane.

4 Appendix

In this appendix we give a result to partially confirm the conjecture proposed in the introduction. We have

Proposition 4.1. Let $X : M \to \mathbb{R}^{n+1}$ be an $n$-dimensional complete self-shrinker in $\mathbb{R}^{n+1}$. If the scalar curvature $R$ of $M$ is a constant larger than $n - 2$, it is isometric to the round sphere $\mathbb{S}^n(\sqrt{n})$.

Proof. Note that we have proved $S \leq 1$(cf. (3.3)). Since

$$H^2 = R + S \geq R > n - 2 \geq 0,$$

we may assume that $H > 0$ and by Newton’s inequality

$$H \geq \sqrt{\frac{nR}{n-1}}.$$
Assume that \( \lambda_1 \geq \cdots \geq \lambda_n \) are principle curvatures of \( M \), then

\[
H^2 - R = S = \lambda_1^2 + \cdots + \lambda_n^2 \\
\geq \frac{1}{n-1}(H - \lambda_n)^2 + \lambda_n^2 \\
= \frac{1}{n-1}H^2 - \frac{2H}{n-1}\lambda_n + \frac{n}{n-1}\lambda_n^2.
\]

Therefore

\[
\lambda_n \geq \frac{H}{n} - \sqrt{(\frac{n-1}{n}H)^2 - \frac{n-1}{n}R} \\
= \frac{n\frac{n}{n-1}R - \frac{n-2}{n}H^2}{H + \sqrt{(\frac{n-1}{n}H)^2 - \frac{n-1}{n}R}}.
\]

Since

\[
\frac{n-1}{n}R - \frac{n-2}{n}H^2 \\
\geq \frac{n-1}{n}R - \frac{n-2}{n}(1 + R) \\
= \frac{R - (n-2)}{n},
\]

we see that when \( R > n - 2 \), there is a positive constant \( \epsilon_n \) which depends only on \( n \) such that

\[
\lambda_n \geq \frac{R - (n-2)}{H + \sqrt{(n-1)^2H^2 - n(n-1)R}} \geq \epsilon_n.
\]

Then by Bonnet-Myers’ theorem, \( M \) is compact and hence the round sphere \( S^n(\sqrt{n}) \), by Corollary 3.2 in [Guo].

\[\square\]
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