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ABSTRACT

Compositional data represent a specific family of multivariate data, where the information of interest is contained in the ratios between parts rather than in absolute values of single parts. The analysis of such specific data is challenging as the application of standard multivariate analysis tools on the raw observations can lead to spurious results. Hence, it is appropriate to apply certain transformations prior further analysis. One popular multivariate data analysis tool is independent component analysis. Independent component analysis aims to find statistically independent components in the data and as such might be seen as an extension to principal component analysis. In this paper we examine an approach of how to apply independent component analysis on compositional data by respecting the nature of the former and demonstrate the usefulness of this procedure on a metabolomic data set.

1 Introduction

Independent component analysis (ICA) is a well-established data analysis method in signal processing with the goal of recovering hidden signals that are usually meant to have a physical meaning. In recent years ICA methods have attracted increasing interest in the statistics community as extension of normality based multivariate methods that only use second order moments. In principle, ICA can be seen as a refinement of principal component analysis where, after removing second order information, higher order moments are used to search for hidden structures which are not visible.
in the principal components. Classical ICA methods are mainly developed for independent and identical distributed observations in a Euclidean space. Nevertheless, these methods are also applied for example on time series, spatial data, etc., but to the best of our knowledge not on iid compositional data.

Compositional data is special in the way that the entries (parts) of a d-variate vector are positive and carry relative rather than absolute information about the respective observation of interest. Moreover, the parts of the compositional vector are by nature not independent and in some specific situations, e.g. when all parts are bounded by a constant sum constraint, a spurious correlation between them is present. Therefore, compositional data lies on a simplex and does not follow the Euclidean geometry. Examples of compositional data are geochemical data where the chemical composition of soil samples is of interest, the composition of nutrients of food intake or the distribution of market shares. For further details and examples of compositional data see for example [1, 2, 3, 4, 5, 6, 7].

It is well established that standard multivariate methods should not be applied directly to compositional data. Either methods which take the geometry of compositional data into account or methods that transform compositional data in such a way that standard multivariate analysis tools can be applied are appropriate. In this paper we take the latter approach.

We review some basic ICA methods in Section 2. In Section 3 we describe compositional data and methods to transform such data into the real space. Based on the former two sections we present how ICA can be performed on compositional data in Section 4 and conclude the paper with the analysis of a metabolomic data set from healthy newborns in Section 5 and a discussion in Section 6.

2 Independent component analysis

From a statistical perspective, independent component analysis is usually formulated as a latent variable model as follows.

**Definition 1** An observable p-vector \( \mathbf{x} \) follows the independent component (IC) model if

\[
\mathbf{x} = \mathbf{A} \mathbf{z} + \mathbf{b},
\]

where \( \mathbf{A} \) is a \( p \times p \) non-singular matrix, \( \mathbf{b} \) a p-vector and the latent p-variate random vector \( \mathbf{z} \) satisfies:

(A1) \( \mathbb{E}(\mathbf{z}) = \mathbf{0} \) and \( \text{COV}(\mathbf{z}) = \mathbf{I}_p \),

(A2) the components of \( \mathbf{z} \) are independent, and

(A3) at most one component of \( \mathbf{z} \) is Gaussian.

Thus \( \mathbb{E}(\mathbf{x}) = \mathbf{b} \) and \( \text{COV}(\mathbf{x}) = \mathbf{A} \mathbf{A}^\top \). The goal of ICA is to find a \( p \times p \) matrix \( \mathbf{W} \) such that \( \mathbf{Wx} \) has independent components. Note however that in general it will not hold that \( \mathbf{Wx} = \mathbf{z} \) as the IC model assumptions only fix the location and scale of \( \mathbf{z} \) but not the signs or the order of the components. Therefore, for every solution \( \mathbf{W} \) also \( \mathbf{PJW} \) is a solution where \( \mathbf{P} \) is a \( p \times p \) permutation matrix (one 1 per row and column, 0 elsewhere) and \( \mathbf{J} \) a \( p \times p \) sign-change matrix (a diagonal matrix with \( \pm 1 \) on its diagonal).

There are many suggestions in the literature how to estimate \( \mathbf{W} \) based on a sample \( \mathbf{X} = (\mathbf{x}_1, \ldots, \mathbf{x}_n) \) and for recent reviews see for example [8, 9]. Almost all ICA methods make, however, use of the following result:

**Key result 1** Let \( \mathbf{x} \) follow the IC model and denote \( \mathbf{x}^{st} = \text{COV}(\mathbf{x})^{-1/2}(\mathbf{x} - \mathbb{E}(\mathbf{x})) \), then there exists an orthogonal \( p \times p \) matrix \( \mathbf{U} \) such that

\[
\mathbf{U}^\top \mathbf{x}^{st} = \mathbf{z}.
\]

Thus, this result means that after estimating \( \text{COV}(\mathbf{x}) \) and \( \mathbb{E}(\mathbf{x}) \) the problem is reduced from finding a general \( p \times p \) matrix to a \( p \times p \) orthogonal matrix. Also note that this means that the performance of ICA methods does not depend on the values of \( \mathbf{A} \) and \( \mathbf{b} \) as these are accounted for when standardizing the data. An unmixing matrix estimate is therefore obtained as \( \mathbf{W} = \mathbf{U}^\top \text{COV}(\mathbf{x})^{-1/2} \) and different ICA approaches differ in the way they estimate \( \mathbf{U} \). In the following we will show how some popular ICA methods estimate this rotation.

2.1 FOBI

Fourth order blind identification (FOBI) [10] was one of the first ICA methods but is still popular as it has a closed form solution. For FOBI we need to define the scatter matrix of fourth order moments.
\[
\text{COV}_4(x) = \frac{1}{p+2} \mathbb{E} \left( (x - \mathbb{E}(x))^\top \text{COV}(x)^{-1} (x - \mathbb{E}(x)) (x - \mathbb{E}(x)) (x - \mathbb{E}(x))^\top \right).
\]

Then we can define

**Definition 2** The FOBI unmixing matrix is \( W_{\text{FOBI}} = U_{\text{FOBI}}^\top \text{COV}(x)^{-1/2} \) where the columns of \( U_{\text{FOBI}} \) are given by the eigenvectors of \( \text{COV}_4(x^{st}) \).

Denoting \( U_{\text{FOBI}} D U_{\text{FOBI}}^\top \) the eigendecomposition of \( \text{COV}_4(x^{st}) \) needed to compute \( W_{\text{FOBI}} \) it is obvious that FOBI is only unique when the eigenvalues contained in the diagonal matrix \( D \) are distinct. One can actually show that these eigenvalues are linked to the kurtosis values of the independent components. For FOBI to be well-defined Assumption (A3) from the IC model needs to be replaced by the stronger assumption (A4) The kurtosis values of the independent components must be distinct.

FOBI is often the first ICA method applied as it is quick to compute, gives a fast first impression and its statistical properties are well known, see for example [11][12] for more details. FOBI can also be of interest outside the IC model and can be seen as an invariant coordinate selection method [13].

### 2.2 JADE

Assumption (A4) is considered highly restrictive. Joint approximate diagonalization of eigenmatrices (JADE) [14] can be seen as an extension of FOBI which relaxes this strict assumption.

For JADE we have to define the fourth order cumulant matrices

\[
C_{ij}(x) = \mathbb{E} \left( (x^{st})^\top E_{ij} x^{st} (x^{st})^\top \right) - E_{ij} - E_{ij}^\top - \text{tr}(E_{ij})I_p,
\]

where \( E_{ij} = e_i e_j^\top \) with \( e_i \) being a vector of dimension \( p \) with the \( i \)th element equals 1 and 0 otherwise. As \( i \) and \( j \) range from 1 to \( p \) there are in total \( p^2 \) such cumulant matrices. In the IC model \( C_{ij}(z) = 0 \) if \( i \neq j \) and for the case where \( i = j \) \( C_{ii}(z) \) corresponds to the kurtosis of the \( i \)th component. The matrix of fourth moments can actually be expressed as

\[
\text{COV}_4(x) = \frac{1}{p+2} \sum_{i=1}^p C_{ii}(x) + (p+2)I_p,
\]

meaning that it uses not all possible cumulant information. The idea of JADE is to exploit the information contained in all cumulant matrices.

**Definition 3** The JADE unmixing matrix is \( W_{\text{JADE}} = U_{\text{JADE}}^\top \text{COV}(x)^{-1/2} \) where \( U_{\text{JADE}} \) is the maximizer of

\[
\sum_{i=1}^p \sum_{j=1}^p ||\text{diag}(U^\top C_{ij}(x^{st})U)||^2_F.
\]

Thus, JADE tries to maximize the diagonal elements of \( U^\top C_{ij}(x^{st})U \) which is equivalent to minimize the off diagonal elements by the orthogonal invariance of the Frobenius norm \( || \cdot ||_F \). As in the IC model only \( C_{ii}(z) \) is non-zero and corresponds to the kurtosis of \( z_i \). This means that JADE relaxes the FOBI assumption (A4) to

(A5) At most one independent component can have zero kurtosis.

For a finite sample joint diagonalization of more than two matrices needs to be carried out approximately, many algorithms that jointly diagonalize two or more matrices are available, see for example [15]. For the purpose of this paper we will use an algorithm based on Given’s rotations [16].

The statistical properties of JADE are for example given in [11], from an asymptotic point of view FOBI is never superior compared to JADE. JADE is however computationally more expensive, especially when the number of independent components grows as \( p^2 \) matrices need to be computed and jointly diagonalized.

Thus, as a compromise \( k \)-JADE was suggested in [17]. The idea is to use not all matrices \( C_{ij} \) but only those whose indices are not too far apart, i.e. \( |i-j| < k \). This requires however that the first step, the whitening step, is not done using just the covariance matrix but using \( W_{\text{FOBI}} \).
The properties of deflation-based FastICA have been studied in detail in [21, 22]. One issue with deflation-based FastICA is that besides the global maximum it has many local maxima and the order in which the vectors \( u_k \) are found depends heavily on the initial value of the algorithm where in turn the estimation performance depends on the order in which the vectors \( u_k \) are found. Using asymptotic arguments, [22] suggested reloaded FastICA, which estimates first the independent components using FOBI or k-JADE and then derives an optimal order based on the estimated independent components.

2.3 FastICA

FOBI, JADE and k-JADE are often called algebraic ICA methods. Another large group of ICA methods is based on projection pursuit ideas, where the most prominent one is FastICA originally suggested in [19]. Some of the many FastICA variants are discussed below.

The general idea of FastICA is to find the column vectors \( u_1, \ldots, u_p \) of \( U \) which maximize the non-Gaussianity of the components of \( U^\top x \). Non-Gaussianity of a univariate random variable \( x \) is measured by \( |E(G(x))| \) with some twice continuously differentiable and non-quadratic function \( G \) that satisfies \( E(G(y)) = 0 \) for \( y \sim N(0, 1) \). The most popular choices for \( G \) are

- \( \text{pow3}: G(x) = (x^4 - 3)/4 \),
- \( \text{tanh}: G(x) = \log(\cosh(x)) - c_t \) and
- \( \text{gauss}: G(x) = -\exp(-x^2/2) - c_g \).

The constants \( c_t = E(\log(\cosh(y))) \approx 0.375 \) and \( c_g = E(-\exp(-y^2/2)) \approx 0.707 \) are normalizing constants. The derivatives of \( G \), denoted \( g \) are called non-linearities and are the name givers as:

- \( \text{pow3}: g(x) = x^3 \),
- \( \text{tanh}: g(x) = \tanh(x) \) and
- \( \text{gauss}: g(x) = x \exp(-x^2/2) \).

2.3.1 Deflation-based FastICA

FastICA was first suggested in [20] using the non-linearity \( \text{pow3} \) and finding the column vectors of \( U_{DF} \) one after another which is now known as deflation-based FastICA.

**Definition 5** The deflation-based FastICA unmixing matrix is defined as \( W_{DF} = U_{DF}^\top \text{COV}(x)^{-1/2} \), where the \( k \)th column of \( U \), \( u_k \), maximizes

\[
|E[G(u_k^\top x_{st})]|
\]

under the constraints \( u_k^\top u_k = 1 \) and \( u_j^\top u_k = 0 \), \( j = 1, \ldots, k-1 \).

To obtain estimates a modified Newton-Raphson algorithm is used which iterates the following steps until convergence:

\[
\begin{align*}
   u_k &\leftarrow E[g(u_k^\top x_{st})x_{st}] - E[g'(u_k^\top x_{st})]u_k, \\
   u_k &\leftarrow I_p - \sum_{l=1}^{k-1} u_l u_l^\top \quad u_k, \\
   u_k &\leftarrow ||u_k||^{-1} u_k.
\end{align*}
\]

The last two steps perform the Gram-Schmidt orthonormalization.

The deflation-based FastICA have been studied in detail in [21, 22]. One issue with deflation-based FastICA is that besides the global maximum it has many local maxima and the order in which the vectors \( u_k \) are found depends heavily on the initial value of the algorithm where in turn the estimation performance depends on the order in which the vectors \( u_k \) are found. Using asymptotic arguments, [22] suggested reloaded FastICA, which estimates first the independent components using FOBI or k-JADE and then derives an optimal order based on the estimated independent components.
The idea of reloaded FastICA to fix the extraction order based on asymptotic arguments was extended by [23] to also select an optimal non-linearity for each component out of a candidate set of possible non-linearities. This is known as adaptive deflation-based FastICA. We will denote the adaptive deflation-based FastICA unmixing matrix as \( W_{ADF} \). The candidate set of non-linearities suggested in [23] contains for example the non-linearities presented in Table 1.

Table 1: Table of default candidate set of non-linearities of adaptive deflation-based FastICA, where \((x)_+ = x\) if \(x > 0\) and \(0\) otherwise, and \((x)_- = x\) if \(x < 0\) and \(0\) otherwise.

| \(g_1(x)\) | \(g_2(x)\) | \(g_3(x)\) | \(g_4(x)\) | \(g_5(x)\) |
|---|---|---|---|---|
| \(x^3\) | \(\tanh(x)\) | \(x \exp(-x^2/2)\) | \((x - 0.6)^2\) | \((x - 0.8)^2 + (x + 0.8)^2\) |

2.3.2 Symmetric FastICA

A FastICA variant estimating all directions in parallel was suggested in [24].

**Definition 6** The symmetric FastICA estimator \( W_{SF} = U_{SF}^T \text{COV}(x)^{-1/2} \) uses as criterion for \( U_{SF} \)

\[
\sum_{j=1}^{p} |E[G(u_j^T x_{st})]|^2
\]

which should be maximized under the orthogonality constraint \( U_{SF}^T U_{SF} = I_p \).

The steps of the iterative algorithm to compute \( U_{SF} \) are

\[
\begin{align*}
  u_k &\leftarrow E[g(u_k^T x_{st}) x_{st}] - E[g'(u_k^T x_{st})] u_k, \quad k = 1, \ldots, p \\
  U_{SF}^T &\leftarrow (U_{SF}^T U_{SF})^{-1/2} U_{SF}^T.
\end{align*}
\]

The first update step of the algorithm is similar to that of the deflation-based FastICA estimator. Whereas the orthogonalization step can be interpreted as taking an average over the vectors of the first step. This differs from the deflation-based approach where errors made in the \(k\)th direction carry on to the following directions and therefore the errors accumulate. This is often the reason why symmetric FastICA is usually considered superior to the deflation-based FastICA. However, there are also cases where the accumulation is preferable to the averaging. This occurs when some independent components are easier to find than the others. Statistical properties of symmetric FastICA are given in [11] [23] [26].

2.3.3 Squared symmetric FastICA

One of the most recent variants of FastICA is the squared symmetric FastICA estimator [26]. The idea of this estimator is to replace the absolute values in the objective function of the symmetric FastICA with squared values.

**Definition 7** The squared symmetric FastICA estimator \( W_{S2F} = U_{S2F}^T \text{COV}(x)^{-1/2} \) obtains \( U_{S2F} \) as the maximizer of

\[
\sum_{j=1}^{p} (E[G(u_j^T x_{st})])^2
\]

under the orthogonality constraint \( U_{S2F}^T U_{S2F} = I_p \).

The steps of the resulting algorithm are

\[
\begin{align*}
  u_k &\leftarrow E[G(u_k^T x_{st})][E[g(u_k^T x_{st}) x_{st}] - E[g'(u_k^T x_{st})] u_k], \quad k = 1, \ldots, p, \\
  U_{S2F}^T &\leftarrow (U_{S2F}^T U_{S2F})^{-1/2} U_{S2F}^T.
\end{align*}
\]

Thus, the first step of the algorithm equals the first step in the symmetric algorithm with an additional multiplication by \( E[G(u_k^T x_{st})] \). Hence, the squared symmetric variant puts more weight on components that are “more” non-Gaussian, which most often, but not always, is advantageous. The properties of the squared symmetric FastICA estimator as well as comparisons to the deflation-based and symmetric FastICA method are given in [26]. [26] also show that if the non-linearity \( \text{pow3} \) is used, symmetric squared FastICA is asymptotically equivalent to JADE.
Besides assumptions (A1)-(A3), deflation-based, symmetric and squared symmetric FastICA need further assumptions based on $G$ to ensure consistency. Assuming the order of the components is fixed as $|E[G(z_1)]| \geq \cdots \geq |E[G(z_p)]|$, then it is required that for any $z = (z_1, \ldots, z_p)^T$ with independent and standardized components and for any orthogonal matrix $U = (u_1, \ldots, u_p)$ the following holds:

For deflation-based FastICA

(A6) For all $k = 1, \ldots, p$, $|E[G(u_k^T z)]| \leq |E[G(z_k)]|$, when $u_k^T e_j = 0$ for all $j = 1, \ldots, k-1$, where $e_i$ is a $p$-vector with $i$th element one and others zero,

for symmetric FastICA

(A7) $|E[G(u_1^T z)]| + \cdots + |E[G(u_p^T z)]| \leq |E[G(z_1)]| + \cdots + |E[G(z_p)]|

and for squared symmetric FastICA

(A8) $(E[G(u_1^T z)])^2 + \cdots + (E[G(u_p^T z)])^2 \leq (E[G(z_1)])^2 + \cdots + (E[G(z_p)])^2$.

It was proven for example in [11] that pow3 fulfilled these conditions but for example tanh and gauss not for all possible source distributions.

From a computational point of view the advantage of both symmetric versions is, that the initial value of $U$ is not important when the sample size is large, as the algorithms converge usually to the global maxima.

To conclude this section we can point out, that FOBI, JADE, k-JADE, symmetric FastICA and squared symmetric FastICA are affine equivariant ICA methods which means that their performance does not depend on the mixing matrix. So from this point of view only deflation-based fastICA differs, which can be overcome when the reloaded version or adaptive version is used. Affine equivariance will be of relevance later when applying the ICA methods to compositional data.

3 Compositional data and its real space representation

A specific family of $d$-dimensional vectors is present when each entry (part) of a vector is positive and carries information about its contribution to the whole. In the following such multivariate observations are called (vector) compositional data, whose specifics were already described, utilized and analyzed in a wide range of applications [6]. The main property of compositional data is its relative nature, when the whole relevant information is contained in the ratios between parts rather than in the absolute values of the parts. Consider e.g. a vector describing a geochemical structure of soil, where each part represents the quantity of the given element in the sample. The quantity can be given either in absolute scale, like in mg of the component contained in the sample, or some of its relative alternatives, typically ppm. While the mg representation depends on the overall size of the sample, the ppm one does not, despite of that the ratios between parts remain unchanged and both representations are therefore from the compositional point of view equivalent.

Due to the relative nature of compositional data, the sample space of representations of a $d$-part compositional vector $\mathbf{x}$ forms a $d$-part simplex

$$\mathcal{S}^d = \left\{ \mathbf{x} = (x_1, \ldots, x_d)^T, \sum_{i=1}^d x_i = \kappa, \kappa > 0 \right\},$$

where the Aitchison geometry holds. The whole sample space is formed by equivalence classes of proportional vectors. Since most of the standard statistical methods are designed for real-valued data following the Euclidean geometrical structure, it is favourable to express a compositional vector in real coordinates prior to its analysis. One of the possible representations is the centered log-ratio (clr) transformation from $\mathcal{S}^d$ to $\mathbb{R}^d$ given by

$$\text{clr}(\mathbf{x})_i = \ln \frac{x_i}{g_m(\mathbf{x})} = \frac{1}{d} \sum_{j=1}^d \ln \frac{x_i}{x_j}, \quad \text{for} \quad i = 1, \ldots, d,$$

where $g_m(\mathbf{x})$ denotes the geometrical mean of all parts. The parts of the resulting clr vector can be interpreted in terms of dominance of the given compositional part within the whole composition or equivalently as its mean dominance over each part of the whole composition. The use of logarithm symmetrizes this relationship. Let us stress here, that the clr values depend on the set of compositional parts used for its computation and therefore the above interpretation holds true only when the whole composition is considered. Within the whole manuscript clr transformation based on all
compositional parts will be of the interest. On the other hand, from its construction, the clr coefficients/variables are not linearly independent, sum up to zero, and therefore, the whole clr vector falls in a \((d-1)\)-dimensional subspace of \(\mathbb{R}^d\). This feature prevents from direct use of the clr representation within methods that require full rank data, like robust PCA \[27\] or the above stated ICA methods.

One possible workaround is the isometric log-ratio (ilr) transformation, which represents the compositional vector \(x\) in a system of \(d-1\) orthonormal real coordinates. This system can be obtained directly from the clr vector as

\[
ilr(x) = V^\top \text{clr}(x),
\]

where the columns of the \(d \times d-1\) log-contrast matrix \(V\) are given as \(v_i = \text{clr}(\xi_i)\) and the vectors \(\xi_i, i = 1, \ldots, d-1\) constitute an orthonormal basis in \(S^d\). See [6], ch. 11 for details.

The system of basis vectors \(\{\xi_1, \ldots, \xi_{d-1}\}\) is not uniquely given and can be chosen according to the purpose of further analysis. Since each system of ilr coordinates can be obtained as an orthogonal rotation of the others, its specific choice does not affect the results of their analysis, like e.g. predictions of the regression model with a compositional regressor or scores of the robust PCA model \[27, 28\], but when it is needed, it can be selected according to an expert knowledge in order to obtain an optimal interpretation of the coordinates at hand \[29\]. Since a specific interpretation of the ilr coordinates is not the main purpose here, the same system as in \[30\] is used. The basis vectors \(\xi_i\) have the value \(\exp \left( \frac{1}{i/(i+1)} \right)\) at the first \(i\) positions, \(\exp \left( -\frac{1}{i/(i+1)} \right)\) at the position \(i+1\) and 1 at the remaining ones. Consequently, the columns of the log-contrast matrix are

\[
v_i = \sqrt{\frac{i}{i+1}} \begin{pmatrix} 1 & \ldots & 1 \end{pmatrix} \begin{pmatrix} i & \ldots & 1, 0, \ldots, 0 \end{pmatrix}^\top, \quad i = 1, \ldots, d-1.
\]

The ilr coordinates have the form of balances between the \(i\)-th part of the composition and all parts with lower indices

\[
ilr(x)_i = \sqrt{\frac{i}{i+1}} \ln \left( \frac{x_1 \cdots x_i}{x_{i+1}} \right), \quad \text{for} \quad i = 1, \ldots, d-1.
\]

Finally, the clr and ilr representations are mutually transferable through the contrast matrix \(V\)

\[
\text{clr}(x) = V^\top \text{ilr}(x)
\]

and also the back-transformation to the simplex is possible by using

\[
x = \exp(\text{clr}(x)) = \exp(V^\top \text{ilr}(x)).
\]

### 4 ICA for compositional data

As described above, ICA is not reasonable for data following an Aitchison geometry, it is natural to transform the data first into the Euclidean space. However, as ICA methods start with whitening and therefore require full rank data, the ilr space is the most natural representation. Due to the affine equivariance property of the discussed ICA methods the particular used basis for the ilr transformation at most affects the order and signs of the estimated independent components. Hence, for compositional data ICA we have the following model assumption:

\[
ilr(x) = A_{ilr} z + b,
\]

where \(A_{ilr}\) is a \((d-1) \times (d-1)\) full rank mixing matrix specific for a chosen ilr basis, \(b\) a \(d-1\) dimensional location vector and \(z = (z_1, \ldots, z_{d-1})^\top\) a random vector with independent components, which are standardized so that \(E(z) = 0\) and \(\text{COV}(z) = I_{d-1}\). When the unmixing matrix \(W_{ilr}\) is estimated using one of the ICA methods described in Section[2] the system of independent components is given by

\[
z = W_{ilr}(\text{ilr}(x) - b) = W_{ilr}(V^\top \text{clr}(x) - b).
\]

As ilr coordinates are not directly related to the dominance of the original parts, the relationship between ilr and clr spaces can be exploited yielding a \((d-1) \times d\) “clr” loading matrix \(W_{clr} = W_{ilr} V^\top\), allowing interpretation of the independent components in the clr space. In the context of principal component analysis performed in the clr space, principal components can be understood as a new system of ilr coordinates \[31\]. This is not the case for ICA, as the unmixing matrix \(W_{ilr}\) (and consequently also \(W_{clr}\)) is generally not restricted to be orthogonal. Even if one does not believe in an independent component model, ICA transformations remain affine equivariant which means that \(z\) can be seen as intrinsic data representation with a coordinate system whose components are as independent as possible.
After performing ICA one is usually interested in either using \( z \) itself for further analysis such as classification, outlier identification, etc., with possible interpretation in ilr or clr space using the former defined loading matrices \( W_{\text{ilr}} \) or \( W_{\text{clr}} \), or, using ICA for noise or artifact removal. For that purpose the components of \( z \) are divided into a signal part \( z_s \) and a noise/artifact part \( z_n \). This defines also the partition of the unmixing matrix \( W_{\text{ilr}} \) into \( W_{s\text{ilr}} \) and \( W_{n\text{ilr}} \) and the mixing matrix \( A_{\text{ilr}} = (W_{\text{ilr}})^{-1} \) into \( A_{s\text{ilr}} \) and \( A_{n\text{ilr}} \). \( A_{s\text{ilr}} \) is formed only by those columns of \( A_{\text{ilr}} \), that correspond to the signal components \( z_s \). The pure signal can then be restored in the ilr, clr and original space by using

\[
\text{ilr}(x)_s = A_{s\text{ilr}}^* z_s + b, \quad \text{clr}(x)_s = VA_{s\text{ilr}}^* z_s + b, \quad \text{and} \quad x_s = \exp(VA_{s\text{ilr}}^* z_s + b).
\]

## 5 A case study in metabolomics

In order to demonstrate the above described methods, the data from a neonatal screening program in the Czech Republic was analyzed. Anonymous data were obtained from a retrospective study approved by the Ethics Committee of the University Hospital Olomouc which was part of a larger international study described in [32]. Newborn screening is a preventive program that allows for an early detection of a selected spectrum of inborn metabolic diseases. At an age of 48-72 hours after birth several drops of blood from the heel of the child were sampled on a special paper and sent for analysis to the screening laboratory. The data at hand were constituted by the metabolite profile of over 10,000 healthy newborns, for each neonate the values of 48 metabolites were measured. Moreover, information about sex and birth weight was available. More specifically, the birth weight ranged between 300 and 5,570 grams and for newborns with very low birth weight (less than 1500 grams) a different metabolite structure can be expected, due to their prematurity and the artificial nutrition they receive. One of the main goals of metabolomics is to investigate interactions between metabolites, their dynamic changes and responses to stimuli. Biofluids, e.g. blood or urine, and also tissues are used for the analysis. On the one hand, the most frequently used approach for the data analysis is done through comparison of absolute values of biomarkers and reference ranges (data from the healthy population). On the other hand, the new trend of data evaluation is based on the use of ratios of metabolite data. Relative changes are more relevant/informative than absolute values in diagnostics based on profiling. Therefore, metabolomic data can be considered as observations carrying relative information, i.e. as compositional data [33], and as such the above discussed methods can be applied.

The following analysis was carried out in R 3.6.1 [34] with the help of the packages JADE [35], fICA [36], compositions [37] and robCompositions [38]. As a first step, standard principal component analysis (PCA) was performed on clr transformed data. There were no significant patterns visible within the first three principal components, see Figure 1, left. The whole dataset form one quite compact cluster with no outliers. Moreover, the variance explained by the first components is low (around 20 % for the first PC) (Figure 1 right) and therefore PCA does not seem to deal well with the issue of outlier detection, grouping as well as dimension reduction in that case.

![Figure 1: Scatterplots of the first three principal components resulting from the compositional PCA (left) and scree plot of the respective explained variability (right).](image-url)
Independent component analysis for compositional data

Figure 2: Scatterplots of the first (left) and last (right) three independent components resulting from the compositional FastICA, using adaptive deflation-based FastICA.

As PCA seems not to reveal any clear structure we applied FOBI, k-JADE, with \( k = 5 \), and adaptive deflation-based FastICA to the ilr representation of the data (the dimension \( p = 47 \) was already too large for JADE). For easier comparison the components from all three ICA methods were ordered according to their kurtosis values. As all three ICA methods showed similar results, we focus in our presentation and discussion of the components on those from adaptive deflation-based FastICA.

Due to the kurtosis ordering, the first components show heavy-tailed distributions and they are expected to find outliers or small groupings, while the last components show light-tailed distributions and hence, might find more balanced groupings. Scores of the first and last three independent components are plotted in Figure 2, and the chosen nonlinearities are given in Table 2 for all independent components. According to the left plot of Figure 2, one outlier is clearly detected due to its high negative value in the third component (IC.3). According to its loadings, which are collected in Table 3, IC.3 mostly reflects the relative dominance (with respect to concentrations of all 48 measured metabolites) of phenylalanine (Phe), hexadecanoylcarnitine (C16), octadecenoylcarnitine (C18:1), valine (Val) and hexadecenoyl- and octadecanoylcarnitines in form of C16:1 and C18, respectively, when the higher dominance of the first three metabolites results in decrease of IC.3 and vice versa for the last three stated metabolites. After a deeper investigation of the outlying sample it turned out, that it belongs to a newborn suffering from Phenylketonuria, a metabolic disease which is typically followed by distinctly high absolute blood concentrations of phenylalanine. The measured value was 1 014.7 \( \mu \text{mol/l} \), which significantly exceeds the upper norm value set on 120 \( \mu \text{mol/l} \) and which is represented with the respective high clr value 6.76. The levels of the remaining metabolites were comparable with the other samples, but particularly the atypical high dominance of Phe over all measured metabolites, which for the rest of samples ranged between 5.72 and 3.58 for their clr values, resulted in the high negative value of the third component and therefore clear identification of this non-standard observation.

The next interesting feature is preserved in IC.1. According to Figure 2 the values of this component are not very homogeneous across the whole dataset and therefore some specific groups of neonates might be identified. A deeper graphical analysis of the first component (presented in Figure 3) shows that for newborns with a birth weight smaller than 1500 grams higher values of IC.1 are typical. The independent component IC.1 is mostly formed by clr values of acylcarnitines dodecanoylcarnitine (C12), C16 and C18:1, whose high relative dominance over all measured metabolites results in low values of the component and e.g. clr values of acylcarnitines isovalerylcarnitine/methylbutyrylcarnitine C5 and linoleoylcarnitine (C18:2) increase the IC.1 values. Even though there are also other metabolites contributing with a high weight to the values of IC.1 (all loadings are collected in Table 3), the clr values of the selected ones systematically differ for the group of the newborns with low birth weight and therefore these acylcarnitines seem to be responsible for their separation from the remaining neonates. The differences in the selected metabolites are clearly visible in Figure 4. Let us stress here, that the immature neonates tend to have different diet supplementation, therefore the metabolic profile can substantially differ within this group, but despite of that the proposed ICA method
was able to find some similar patterns, detect the important metabolites and separate the low birth weight newborns from the remaining ones. More specifically, artificial nutrition consists of amino acids, lipids, sugars, vitamins etc. Essential unsaturated fatty acids including linoleic acid may be responsible for increased C18:2. The increased blood concentration of the long-chain acylcarnitines (C12, 16, C18:1) as well as of the short-chain C5 carnitine, which then results in high respective clr values, corresponds with previous studies. In [40] the significantly lower amounts of acylcarnitines except the branched-chain acylcarnitines (e.g. C5), that were significantly higher in preterm infants, were described. The latter mentioned are direct products of branched chain amino acid (BCAA) catabolism, therefore its elevate levels may be related to BCAA overfeeding [40, 41]. The increased blood concentration of the long-chain acylcarnitines (C12, 16, C18:1) as well as of the short-chain C5 carnitine, which then results in high respective clr values, corresponds with previous studies. In [40] the significantly lower amounts of acylcarnitines except the branched-chain acylcarnitines (e.g. C5), that were significantly higher in preterm infants, were described. The latter mentioned are direct products of branched chain amino acid (BCAA) catabolism, therefore its elevate levels may be related to BCAA overfeeding [40, 41]. The increased blood concentration of the long-chain acylcarnitines (C12, 16, C18:1) as well as of the short-chain C5 carnitine, which then results in high respective clr values, corresponds with previous studies. In [40] the significantly lower amounts of acylcarnitines except the branched-chain acylcarnitines (e.g. C5), that were significantly higher in preterm infants, were described. The latter mentioned are direct products of branched chain amino acid (BCAA) catabolism, therefore its elevate levels may be related to BCAA overfeeding [40, 41].

6 Discussion

In this paper we reviewed some classical independent component analysis methods and showed how these can be applied to compositional data. The key here is that when the ICA methods are affine equivariant it is most natural to use an ilr transformation as the choice of the basis constituting the ilr coordinate system does not matter. For interpretability...
Figure 4: Boxplots of clr as well as log-ratio values of the selected metabolites, which significantly differ for newborns with very low (< 1500g) and normal (>= 1500g) weight at birth.

Figure 5: Density plot of IC.47, the bimodal shape shows a clear grouping.
Table 2: Chosen non-linearities $g_i$ for each independent component computed with the adaptive deflation-based FastICA algorithm. Non-linearities are ordered according kurtosis values of the corresponding ICs. In the original ordering IC.44 was the last component thus no non-linearity is given. See Table 1 for the definitions of the functions $g_i$.

| IC  | $g_1$ | IC  | $g_1$ | IC  | $g_1$ | IC  | $g_1$ | IC  | $g_1$ | IC  | $g_1$ |
|-----|-------|-----|-------|-----|-------|-----|-------|-----|-------|-----|-------|
| IC.1 | $g_2$ | IC.11 | $g_2$ | IC.21 | $g_5$ | IC.31 | $g_1$ | IC.41 | $g_5$ |
| IC.2 | $g_2$ | IC.12 | $g_9$ | IC.22 | $g_6$ | IC.32 | $g_5$ | IC.42 | $g_4$ |
| IC.3 | $g_6$ | IC.13 | $g_9$ | IC.23 | $g_9$ | IC.33 | $g_4$ | IC.43 | $g_4$ |
| IC.4 | $g_6$ | IC.14 | $g_8$ | IC.24 | $g_1$ | IC.34 | $g_5$ | IC.44 | $-$ |
| IC.5 | $g_6$ | IC.15 | $g_6$ | IC.25 | $g_1$ | IC.35 | $g_5$ | IC.45 | $g_5$ |
| IC.6 | $g_8$ | IC.16 | $g_{10}$ | IC.26 | $g_4$ | IC.36 | $g_5$ | IC.46 | $g_3$ |
| IC.7 | $g_8$ | IC.17 | $g_5$ | IC.27 | $g_{14}$ | IC.37 | $g_{12}$ | IC.47 | $g_6$ |
| IC.8 | $g_8$ | IC.18 | $g_6$ | IC.28 | $g_5$ | IC.38 | $g_{14}$ |
| IC.9 | $g_9$ | IC.19 | $g_{10}$ | IC.29 | $g_{10}$ | IC.39 | $g_4$ |
| IC.10 | $g_8$ | IC.20 | $g_6$ | IC.30 | $g_8$ | IC.40 | $g_1$ |

Table 3: The list of loadings for IC.1, IC.3 and IC.47 computed with the adaptive deflation-based FastICA algorithm regarding clr transformed data.

|         | IC.1 | IC.3 | IC.47 | IC.1 | IC.3 | IC.47 |
|---------|------|------|-------|------|------|-------|
| Ala     | 0.02 | 0.24 | 0.41  | C5DC/C6OH | -0.08 | 0.14  | 0.04  |
| Arg     | 0.13 | -0.33 | 0.04  | C5:1   | -0.05 | 0.11  | 0.13  |
| ArgSucc | 0.00 | -0.09 | -0.01 | C6     | -0.22 | 0.22  | 0.07  |
| Cit     | -0.05 | 0.38 | 0.01  | C8     | 0.84  | -0.05 | 0.21  |
| Glu     | -0.16 | 0.70 | 0.20  | C8:1   | -0.05 | -0.16 | 0.09  |
| Gly     | 0.08 | 1.33 | -0.16 | C10    | 0.25  | -0.21 | -0.09 |
| His     | -0.56 | 0.44 | 0.55  | C10:1  | -1.05 | -0.01 | -0.21 |
| Lys     | 0.20 | 0.38 | -0.46 | C10:2  | 0.28  | 0.20  | 0.06  |
| Met     | 0.53 | 1.03 | 1.01  | C12    | -1.27 | -0.01 | -0.13 |
| Orn     | 0.48 | 0.40 | -0.78 | C12:1  | -0.09 | 0.10  | -0.09 |
| Phe     | 1.02 | -7.30 | -0.40 | C14    | -0.39 | 0.45  | -0.38 |
| Pro     | -1.15 | -0.66 | 0.65  | C14:1  | 0.88  | -0.46 | 0.04  |
| Thr     | -0.17 | -1.71 | -0.01 | C14:2  | 0.15  | -0.01 | 0.17  |
| Trp     | -1.33 | -0.77 | 0.14  | C14OH  | 0.03  | 0.27  | 0.08  |
| Tyr     | -0.28 | 1.25 | -0.02 | C16    | -2.00 | -1.49 | -0.02 |
| Val     | 3.09 | 3.86 | 0.59  | C16:1  | 0.97  | 1.60  | 0.09  |
| Xle     | -1.73 | -0.15 | -1.03 | C16OH  | 0.24  | 0.09  | 0.01  |
| C0      | 0.51 | 0.60 | 0.17  | C16:1OH| 0.05  | 0.01  | 0.24  |
| C2      | 0.08 | -0.30 | -0.25 | C18    | 2.38  | 1.72  | 0.12  |
| C3      | -0.57 | -0.34 | -0.01 | C18:1  | -3.46 | -2.64 | 0.00  |
| C3DC/C4OH | 0.29 | -0.23 | 0.34  | C18:2  | 1.80  | 0.41  | 0.16  |
| C4      | 0.05 | 0.14 | 0.01  | C18:1OH| -0.00 | 0.27  | -0.15 |
| C4DC/C5OH | 0.07 | 0.49 | -1.42 | C18:2OH| 0.19  | 0.23  | -0.05 |
| C5      | 0.35 | -0.32 | -0.08 | C18OH  | -0.33 | 0.20  | 0.09  |
the link between ilr coordinates and clr coefficients/variables can be easily exploited. This is demonstrated on a metabolomic data set where PCA which is probably the most used multivariate transformation reveals no specific feature on the first few components while ICA reveals several interesting features visible when exploiting the higher order moments information. Independent component analysis belongs to the larger class of blind source separation methods where for the separation of the latent components often also temporal or spatial information is used. In the context of compositional data such blind source separation methods are for example discussed in [30, 43]. But these methods would not be applicable to the metabolomic data set from Section 5 as there is no temporal or spatial information present. The current results, which were discussed mostly in terms of relative dominance of a single compositional part respective to the highest loading of an IC, open new challenges for further research. A more convenient interpretation can be reached e.g. by adaptation of the approach based on principal balances [31]. However, the loadings of ICs are in general not orthonormal and therefore the principal balances approach is not as straightforward as in the case of PCA. Finally, an extension of the dataset with a group of blood samples collected from neonates with a diagnosed disease can further prove the usefulness of the method.
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