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Abstract

Close connections between various notions of entropy and the apparatus of category theory have been observed already in the 1980s and more vigorously developed in the past ten years. The starting point of the paper is the recent categorical understanding of structural Ramsey degrees, which then leads to a way to compute entropy of an object in a small category not as a measure of statistical, but as a measure of its combinatorial complexity. The new entropy function we propose, the Ramsey entropy, is a real-valued invariant of an object in an arbitrary small category. We require no additional categorical machinery to introduce and prove the properties of this entropy. Motivated by combinatorial phenomena (structural Ramsey degrees) we build the necessary infrastructure and prove the fundamental properties using only special partitions imposed on homsets. We conclude the paper with the discussion of the maximal Ramsey entropy on a category that we refer to as the Ramsey-Boltzmann entropy.
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1 Introduction

Close connections between various notions of entropy and the apparatus of category theory have been observed already in the 1980’s [8] and more vigorously developed in the past ten years [1, 2]. In particular, [11] Chapter 12
describes a general categorical construction which specialized to a real line produces the Shannon entropy. In this paper we add to the body of arguments in favor of the categorical treatment of entropy. Our entropy function is a real invariant of an object in an arbitrary small category. We require no additional categorical machinery to introduce and prove the properties of this entropy. Motivated by combinatorial phenomena (structural Ramsey degrees) we build the necessary infrastructure and prove the fundamental properties using only special partitions imposed on homsets.

We do not think of objects in a category as probability distributions and then introduce the abstract entropy function fashioned after the Shannon entropy. Rather, our categories are models of classes of finite first-order structures. Recent categorical understanding of structural Ramsey degrees then leads to a way to compute entropy of an object in a small category not as a measure of statistical, but as a measure of its combinatorial complexity.

It should, therefore, come as no surprise that it is the Boltzmann entropy, not the Shannon entropy, that plays the key role in understanding the properties of the entropy function proposed by the paper.

Two central features of every entropy function are continuity and the additive, or logarithmic property \( H(A, B) = H(A) + H(B) \). Due to the discrete nature of finite structures (and, consequently, absence of any nontrivial intrinsic topology) in this paper we adopt the approach advocated in [12] where beside the additive property entropy is required to be monotonous.

It is important to stress, however, that monotonicity is a form of semicontinuity with respect to the topology induced by the (pre)ordering relation. Each class of finite structures is naturally preordered by embeddability: we let \( A \preccurlyeq B \) if there is an embedding \( A \hookrightarrow B \). So, the entropy functions we are interested in are those with the additive property \( H(A, B) = H(A) + H(B) \) which are monotonous \( A \preccurlyeq B \Rightarrow H(A) \leq H(B) \).

The paper is organized as follows. In Section 3 we provide a brief overview of notions related to partitions and various entropy functions on partitions, we then recall some basic facts from category theory, and finally introduce several Ramsey-related phenomena using the language of category theory. In Section 4 we introduce the notion of Ramsey entropy. Our starting point is a small category whose morphisms are mono and homsets are finite. In this setting we isolate special partitions imposed on homsets that we refer to as essential partitions and introduce the Ramsey entropy as a function related to an entropy function applied to such partitions. We then use the close relationship between essential partitions and structural Ramsey degrees to justify the name: we dare call this function entropy because it is subadditive and monotonous; and we dare call it Ramsey because it is
bounded by the logarithm of the structural Ramsey degree, exists in case
the category has finite Ramsey degrees and is zero on subobjects of Ramsey
objects.

The rest of the paper is devoted to maximal Ramsey entropy referred to
as the Ramsey-Boltzmann entropy. The behavior of the maximal entropy is
governed by the properties of structural Ramsey degrees which act as the
corresponding diversity measure. Most results in Section 5 and in particular
the additivity of the Ramsey-Boltzmann entropy, then follow as immediate
corollaries. The paper concludes with the discussion of the behavior of the
Ramsey-Boltzmann entropy under forgetful functors. Since such a functor
takes an “object with more structure” to an “object with less structure”, it
makes sense to assume that the entropy should increase along the way.

2 Motivation

Thinking of entropy of a finite structure, for example a finite simple graph, as
the amount of information needed to describe the structure, we expect this
magnitude to be related to the size of the automorphism group of the struc-
ture: structures with few automorphisms need complex descriptions and,
thus, should have high entropy, while structures with large automorphism
groups are highly symmetric and of low entropy. Whether the automorphism
group of a structure is “small” or “large” is usually measured with respect
to the size of the full symmetric group. So, the entropy of a finite structure
A should be related to $\frac{n(A)!}{|\text{Aut}(A)|}$, where $n(A)$ is the size of A. However, taking
the entropy of $A$ to be simply the logarithm of this quantity does not suffice
for at least two reasons: in most cases $\log \frac{n(A)!}{|\text{Aut}(A)|}$ is not monotonous in the
way we have indicated above; on the other hand, while $\log \frac{n(A)!}{|\text{Aut}(A)|}$ displays
many desirable properties in case of finite simple graphs, for other combi-
natorially interesting classes of structures such as finite partial orders the
additive property cannot be established. Interestingly, in case of finite partial
orders replacing $\frac{n(A)!}{|\text{Aut}(A)|}$ with $\frac{e(A)}{|\text{Aut}(A)|}$, where $e(A)$ is the number of linear
extensions of $A$, yields a quantity possessing the same desirable properties.
This immediately suggests (see [3, 4, 5] for computations of structural Ram-
sey degrees for some prominent classes of finite structures) that the entropy
function we are interested in should be related to structural Ramsey degrees
of finite structures.

The most concise way to introduce various Ramsey phenomena is with
the help of the Erdős-Rado partition arrow. The Erdős-Rado partition ar-
row was introduced in the 1950’s as a convenient tool to generalize Ramsey’s
theorem from the positive integers (that is, $\aleph_0$) to larger cardinals. This successful generalization of Ramsey’s theorem from sets (unstructured objects) to cardinals (special well-ordered chains) prompted in the early 1970’s the idea of generalizing the setup to arbitrary first-order structures, giving birth to structural Ramsey theory.

For finite first-order structures $A, B, C$ over the same first-order language and for a positive integer $k \in \mathbb{N}$, we write $C \to (B)_k^A$ to denote that for every coloring of the set $(B_A)$ of all the substructures of $B$ isomorphic to $A$ into $k$ colors (not all of which have to be used) there is a $B^* \in (C_B)$ such that $(B^*_A)$ is monochromatic (that is, all $A^* \in (B^*_A)$ are colored by the same color). A class $K$ of finite first-order structures over the same first-order language has the Ramsey property if for every $A, B \in K$ there is a $C \in K$ such that for every $k \in \mathbb{N}$ we have that $C \to (B)_k^A$.

Alas, most combinatorially interesting classes of structures (finite graphs, finite partial orders etc) do not enjoy the Ramsey property. There are two ways to remedy this situation, and, fortunately, they are equivalent. (The equivalence of the two approaches was observed and proved only a few years ago, in 2016 in [19].) Already in the 1970’s it was observed that in combinatorially interesting cases adding carefully chosen linear orders yields classes with the Ramsey property. For example, by adding all possible linear orders to finite graphs we get a class of finite ordered graphs which is a Ramsey class; similarly, by adding all possible linear extensions to finite partial orders we get another Ramsey class. On the other hand, if for some reason we do not wish to modify the language, we can prove that almost all combinatorially interesting classes of finite structures enjoy the weaker property of having finite Ramsey degrees. This phenomenon was observed already in the analysis of the Ramsey property for infinite cardinals, and the first Ramsey degrees for combinatorially interesting classes of structures were computed in [3, 4, 5]. An integer $t \geq 1$ is a Ramsey degree of $A \in K$ if it is the smallest positive integer satisfying the following: for any $k \in \mathbb{N}$ and any $B \in K$ there is a $C \in K$ such that

$$C \to (B)_k^{A,t}.$$  

This is a symbolic way of expressing that no matter how we color the copies of $A$ in $C$ with $k$ colors, one can always find a $t$-oligochromatic copy $B^* \in (C_B)$ (that is, at most $t$ colors are used in the coloring of $(B^*_A)$). If no such $t \geq 1$ exists for an $A \in K$, we say that $A$ does not have finite Ramsey degree. For example, finite graphs, finite partial orders and many other classes of finite structures are known to have finite Ramsey degrees [3, 4, 5].
As the structural Ramsey theory evolved, it has become evident that the Ramsey phenomena depend not only on the choice of objects, but also on the choice of morphisms involved. It was Leeb who pointed out already in the early 1970’s [9, 10] that the use of category theory can be quite helpful both in the formulation and in proving results pertaining to structural Ramsey theory. However, instead of pursuing the original approach by Leeb (which has very fruitfully been applied to a wide range of Ramsey-type problems [6, 9, 17]), we proposed in [15] a systematic study of a simpler approach motivated by and implicit in [16, 18, 19].

Another observation that crystallized over the years is the fact that we can and have to distinguish between the Ramsey property for structures (where we color copies of one structure within another structure) and the Ramsey property for embeddings (where we color embeddings of one structure into another structure). Consequently, we shall introduce both structural and embedding Ramsey degree of an object. Although structural Ramsey degrees in a category are true generalizations of Ramsey degrees for structures, it turns out that embedding Ramsey degrees are easier to calculate with. Fortunately, the relationship between the two is straightforward, as demonstrated in [19], and it carries over to the abstract case of Ramsey degrees in categories (see Proposition 3.1).

3 Preliminaries

Partitions. Let \( X \) be a nonempty set. A partition of \( X \) is a set \( \Pi = \{\beta_i : i \in I\} \subseteq \mathcal{P}(X) \) such that all the \( \beta_i \)'s are nonempty, \( \bigcup_{i \in I} \beta_i = X \) and \( i \neq j \Rightarrow \beta_i \cap \beta_j = \emptyset \) for all \( i, j \in I \). A partition is finite if the index set \( I \) is finite. The \( \beta_i \)'s will be referred to as the blocks of \( \Pi \). If \( x, y \in X \) belong to the same block of \( \Pi \) we shall write \( x \equiv_{\Pi} y \).

By \( \text{Part}(X) \) we denote the set of all the partitions of \( X \). Recall that \( \text{Part}(X) \) can be partially ordered in a standard fashion: for \( \Sigma, \Pi \in \text{Part}(X) \) we write \( \Sigma \preceq \Pi \) when \( \Pi \) is finer than \( \Sigma \) (that is, for every \( \beta \in \Pi \) there is a \( \gamma \in \Sigma \) such that \( \beta \subseteq \gamma \)). This ordering turns \( \text{Part}(X) \) into a lattice; in particular every family \( \Pi_i, i \in I \), of partitions of \( X \) has the supremum \( \bigvee_{i \in I} \Pi_i \) in the lattice \( \text{Part}(X) \). Note that the supremum refines partitions.

If \( \Pi \in \text{Part}(X) \) and \( \Sigma \in \text{Part}(Y) \) are two partitions not necessarily on the same set, we say that \( \Pi \) is isomorphic to \( \Sigma \), and write \( \Pi \cong \Sigma \), if there is a bijection \( f : X \to Y \) such that \( \Sigma = \{f(\beta) : \beta \in \Pi\} \). We can also define the product \( \Pi \times \Sigma \) as follows: \( \Pi \times \Sigma = \{\beta \times \gamma : \beta \in \Pi, \gamma \in \Sigma\} \subseteq \text{Part}(X \times Y) \). Note that \( (x, y) \equiv_{\Pi \times \Sigma} (x', y') \) iff \( x \equiv_{\Pi} x' \) and \( y \equiv_{\Sigma} y' \).
We say that \( H \) is an \textit{entropy on partitions} if \( H \) is a family of functions \( H_X : \text{Part}(X) \to \mathbb{R} \cup \{\infty\} \) indexed by finite sets \( X \) such that the following holds for all finite sets \( X \) and \( Y \), and all \( \Pi, \Sigma \in \text{Part}(X) \) and \( \Lambda \in \text{Part}(Y) \):

\begin{itemize}
  \item \( H_X(\Pi) \leq \log |\Pi| \);
  \item \( H_X(\Pi) = 0 \) if and only if \( \Pi = \{X\} \) — the trivial one-block partition;
  \item if \( \Sigma \preceq \Pi \) then \( H_X(\Sigma) \leq H_X(\Pi) \);
  \item if \( \Pi \cong \Lambda \) then \( H_X(\Pi) = H_Y(\Lambda) \); and
  \item \( H_{X \times Y}(\Pi \otimes \Lambda) = H_X(\Pi) + H_Y(\Lambda) \).
\end{itemize}

The most prominent entropy function is definitely the \textit{Shannon entropy}:

\[
H_{X}^{\text{Sha}}(\Pi) = - \sum_{\beta \in \Pi} p(\beta) \log p(\beta)
\]

where \( p(\beta) = |\beta|/|X| \). Nevertheless, in this paper we shall make use of the \textit{Boltzmann entropy}:

\[
H_{X}^{\text{Bol}}(\Pi) = \log |\Pi|.
\]

Just to have things fixed, in this paper \( \log x \) means \( \log_2 x \).

\textbf{Categories.} Let us quickly fix some less standard notation. All categories in this paper are locally small. The composition of morphisms in a category will be denoted by \( \cdot \), e.g. \( \text{id}_B \cdot f = f = f \cdot \text{id}_A \) for all \( f \in \text{hom}_C(A,B) \), and \((f \cdot g) \cdot h = f \cdot (g \cdot h)\) whenever the compositions are defined. We write \( A \xrightarrow{C} B \) as a shorthand for \( \text{hom}_C(A,B) \neq \emptyset \). Note that \( \xrightarrow{C} \) is reflexive and transitive, so every category is naturally preordered. If \( C \) is a small category, for \( A \in \text{Ob}(C) \) let \( \uparrow_CA = \{B \in \text{Ob}(C) : A \xrightarrow{C} B\} \). A category \( C \) is \textit{directed} if for every \( A, B \in \text{Ob}(C) \) there is a \( C \in \text{Ob}(C) \) such that \( A \xrightarrow{C} C \) and \( B \xrightarrow{C} C \); and \( C \) is a \textit{category with amalgamation} if for every choice of objects \( A, B, C \in \text{Ob}(C) \) and morphisms \( f \in \text{hom}_C(A,B) \) and \( g \in \text{hom}_C(A,C) \) there is an object \( D \in \text{Ob}(C) \) and morphisms \( h \in \text{hom}_C(B,D) \) and \( k \in \text{hom}_C(C,D) \) such that \( h \cdot f = k \cdot g \):

\[
\begin{array}{ccc}
  C & \xrightarrow{k} & D \\
  \uparrow & & \uparrow h \\
  A & \xrightarrow{f} & B
\end{array}
\]
Let Aut$_C$(A), the automorphism group of $A \in$ Ob(C), be the set of all the invertible morphisms in hom$_C$(A, A).

A category D is a cofinal subcategory of a category C if D is a full subcategory of C and for every $C \in$ Ob(C) there is a $D \in$ Ob(D) such that $C \rightarrow D$. The product of categories C and D will be denoted by $C \times D$ and the iterated product $\underbrace{C \times C \times \ldots \times C}_n$ by $C^n$.

In all situations where the discussion obviously takes place in a single category, usually indicated at the beginning of the paragraph or in the formulation of the statement, instead of $A \rightarrow B$, hom$_C(A, B)$, $\uparrow_C A$ ... we shall simply write $A \rightarrow B$, hom$(A, B)$, $\uparrow A$ ...

**Ramsey phenomena in a category.** Let C be a locally small category and let $A, B \in$ Ob(C). We think of hom$(A, B)$ as the set of embeddings $A \rightarrow B$, so we shall often require that all the morphisms in C be mono. Two morphisms $f, g \in$ hom$(A, B)$ “point” to the same subobject of B isomorphic to A if they “differ by an automorphism”. More formally, write $f \sim_A g$ to denote that there is an $\alpha \in$ Aut$(A)$ such that $f = g \cdot \alpha$. It is easy to see that $\sim_A$ is an equivalence relation on hom$(A, B)$, so we let $(B)_A$ = hom$(A, B)/\sim_A$ be the set of all the subobjects of B isomorphic to A.

For a $k \in \mathbb{N}$, a $k$-coloring of a set S is any mapping $\chi : S \rightarrow K$, where K is a finite set with $|K| = k$. Often it will be convenient to take $k = \{0, 1, \ldots, k-1\}$ as the set of colors. Each coloring $\chi : X \rightarrow k$ determines a partition $\Pi(\chi) = \{\chi^{-1}(i) : i < k\} \setminus \{\emptyset\}$ of X. Conversely, each partition $\Pi = \{\beta_0, \beta_1, \ldots, \beta_{k-1}\} \in$ Part$(X)$ determines a coloring $\chi_\Pi : X \rightarrow k$ by $\chi_\Pi(\beta_i) = i$. Note that $\chi_\Pi$ is determined only up to a permutation of blocks of $\Pi$.

For an integer $k \in \mathbb{N}$ and $A, B, C \in$ Ob(C) we write $C \sim_k (B)_A$ to denote that for every $k$-coloring $\chi : (C)_A \rightarrow k$ there is a morphism $w : B \rightarrow C$ such that $|\chi(w \cdot (B)_A)| \leq t$. (Note that $w \cdot (f/\sim_A) = (w \cdot f)/\sim_A$ for $f/\sim_A \in (B)_A$; therefore, we shall simply write $f \cdot g/\sim_A$.) Instead of $C \sim_k (B)_A$ we simply write $C \sim_k (B)$.

For $A \in$ Ob(C) let $\hat{t}_C(A)$ denote the least positive integer $n$ such that for all $k \in \mathbb{N}$ and all $B \in$ Ob(C) there exists a $C \in$ Ob(C) such that $C \sim_k (B)_A^{k,n}$, if such an integer exists. Otherwise put $\hat{t}_C(A) = \infty$. Then $\hat{t}_C(A)$ is referred to as the structural Ramsey degree of A in C. A category C has finite structural Ramsey degrees if $\hat{t}_C(A) < \infty$ for all $A \in$ Ob(C). An $A \in$ Ob(C) is a Ramsey object in C if $\hat{t}_C(A) = 1$. A $B \in$ Ob(C) is
a subramsey object in $C$ if $B \to A$ for some Ramsey object $A$. A locally small category $C$ has the structural Ramsey property if $t_C(A) = 1$ for all $A \in \text{Ob}(C)$.

The notion of embedding Ramsey degrees can be introduced analogously and proves to be much more convenient when it comes to actual calculations. We write $C \to (B)^A_k$ to denote that for every $k$-coloring $\chi : \text{hom}(A,C) \to k$ there is a morphism $w : B \to C$ such that $|\chi(w \cdot \text{hom}(A,B))| \leq t$. Instead of $C \to (B)^A_{k,1}$ we simply write $C \to (B)^A_k$.

For $A \in \text{Ob}(C)$ let $t_C(A)$ denote the least positive integer $n$ such that for all $k \in \mathbb{N}$ and all $B \in \text{Ob}(C)$ there exists a $C \in \text{Ob}(C)$ such that $C \to (B)^A_{k,n}$ if such an integer exists. Otherwise put $t_C(A) = \infty$. Then $t_C(A)$ is referred to as the embedding Ramsey degree of $A$ in $C$. A locally small category $C$ has the embedding Ramsey property if $t_C(A) = 1$ for all $A \in \text{Ob}(C)$.

The following relationship between structural and embedding Ramsey degrees was proved for relational structures in [19] and generalized to this form in [13].

**Proposition 3.1.** ([19, 13]) Let $C$ be a locally small category whose morphisms are mono and let $A \in \text{Ob}(C)$. Then $t(A)$ is finite if and only if both $\tilde{t}(A)$ and $\text{Aut}(A)$ are finite, and in that case $t(A) = |\text{Aut}(A)| \cdot \tilde{t}(A)$.

**Convention.** Let $\mathbb{N}_\infty = \mathbb{N} \cup \{\infty\} = \{1, 2, 3, \ldots, \infty\}$. The usual linear order on the positive integers extends to $\mathbb{N}_\infty$ straightforwardly: $1 < 2 < \ldots < \infty$. Ramsey degrees take their values in $\mathbb{N}_\infty$, so when we write $t_1 \geq t_2$ for some Ramsey degrees $t_1$ and $t_2$ then $t_1, t_2 \in \mathbb{N}$ and $t_1 \geq t_2$; or $t_1 = \infty$ and $t_2 \in \mathbb{N}$; or $t_1 = t_2 = \infty$. For notational convenience, if $A$ is an infinite set we shall simply write $|A| = \infty$ regardless of the actual cardinal $|A|$. Hence, if $t$ is a Ramsey degree and $A$ is a set, by $t \geq |A|$ we mean the following: $t \in \mathbb{N}$, $|A| \in \mathbb{N}$ and $t \geq |A|$; or $t = \infty$ and $|A| \in \mathbb{N}$; or $A$ is an infinite set and $t = \infty$. On the other hand, if $A$ and $B$ are sets then $|A| \geq |B|$ has the usual meaning.

With this convention in mind Proposition 3.1 takes the following much simpler form: $t(A) = |\text{Aut}(A)| \cdot \tilde{t}(A)$ for all $A \in \text{Ob}(C)$.

The following is a technical result from [14] which will form the basis for the key properties of the Ramsey entropy.

**Theorem 3.2.** ([14]) Let $C_1$ and $C_2$ be categories whose morphisms are mono and homsets are finite. Then, with Convention in mind, the following holds for all $A_1 \in \text{Ob}(C_1)$ and $A_2 \in \text{Ob}(C_2)$:
• \( t_{C_1 \times C_2}(A_1, A_2) = t_{C_1}(A_1) \cdot t_{C_2}(A_2) \), and

• \( \tilde{t}_{C_1 \times C_2}(A_1, A_2) = \tilde{t}_{C_1}(A_1) \cdot \tilde{t}_{C_2}(A_2) \).

We focus next on the monotonicity of Ramsey degrees. The main result we shall need, Lemma 3.4, was first proved in [19] for amalgamation classes of structures, and reproved in a rather convoluted manner in [13] for locally small directed categories with amalgamation. Here, we give a short direct proof of a slightly more general statement (we no longer require the category to be directed). We start with a technical statement.

**Lemma 3.3.** Let \( C \) be a category with amalgamation whose homsets are finite. For all \( A, B, C \in \text{Ob}(C) \) and every morphism \( f \in \text{hom}(A, B) \) there is a \( D \in \text{Ob}(C) \) and a morphism \( w \in \text{hom}(C, D) \) such that \( w \cdot \text{hom}(A, C) \subseteq \text{hom}(B, D) \cdot f \).

**Proof.** Let \( \text{hom}(A, C) = \{g_1, g_2, \ldots, g_n\} \). By the amalgamation property, for every \( i \in \{1, \ldots, n\} \) there is a \( D_i \in \text{Ob}(C) \) and morphisms \( p_i \in \text{hom}(C, D_i) \) and \( q_i \in \text{hom}(B, D_i) \) such that

\[
\begin{array}{ccc}
B & \xrightarrow{q_i} & D_i \\
\downarrow{f} & & \downarrow{p_i} \\
A & \xrightarrow{g_i} & C
\end{array}
\]

Moreover, by the repeated use of the amalgamation property there is a \( D \in \text{Ob}(C) \) and morphisms \( s_i \in \text{hom}(D_i, D) \), \( 1 \leq i \leq n \), such that

\[
\begin{array}{ccc}
D_1 & \xleftarrow{s_1} & D \\
\downarrow{p_1} & & \downarrow{p_n} \\
D_2 & \xleftarrow{s_2} & \cdots \\
\downarrow{p_2} & & \downarrow{p_n} \\
D_n & \xleftarrow{s_n} & C
\end{array}
\]

Let \( w = s_1 \cdot p_1 = \ldots = s_n \cdot p_n \in \text{hom}(C, D) \). To see that \( D \) and \( w \) satisfy the requirements of the lemma take any \( g_i \in \text{hom}(A, C) \) and note that

\[
w \cdot g_i = s_i \cdot p_i \cdot g_i = s_i \cdot q_i \cdot f \in \text{hom}(B, D) \cdot f.
\]

This concludes the proof. \( \square \)
Lemma 3.4. (cf. [19][13]) Let $C$ be a category with amalgamation whose morphisms are mono and whose homsets are finite. Then for all $A_1, A_2 \in \text{Ob}(C)$, if $A_1 \to A_2$ then $t(A_1) \leq t(A_2)$.

Proof. Let $t(A_2) = t \in \mathbb{N}$ (the case $t(A_2) = \infty$ is trivial) and let us show that $t(A_2) \leq t$. Take any $k \in \mathbb{N}$ and $B_1 \in \text{Ob}(C)$ so that $A_1 \to B_1$.

Since $A_1 \to A_2$ choose and fix an $f \in \text{hom}(A_1, A_2)$. By Lemma 3.3 there is a $B_2 \in \text{Ob}(C)$ and a $w \in \text{hom}(B_1, B_2)$ such that

$$w \cdot \text{hom}(A_1, B_1) \subseteq \text{hom}(A_2, B_2) \cdot f. \quad (3.1)$$

Since $t(A_2) = t$, for $B_2$ we have just constructed there is a $C \in \text{Ob}(C)$ such that

$$(\forall \chi_2 : \text{hom}(A_2, C) \to k)(\exists w_2 \in \text{hom}(B_2, C)) |\chi_2(w_2 \cdot \text{hom}(A_2, B_2))| \leq t. \quad (3.2)$$

Now, take any $\chi_1 : \text{hom}(A_1, C) \to k$ and define $\chi_2 : \text{hom}(A_2, C) \to k$ by

$$\chi_2(h) = \chi_1(h \cdot f).$$

By (3.2) there is a $w_2 \in \text{hom}(B_2, C)$ such that

$$|\chi_2(w_2 \cdot \text{hom}(A_2, B_2))| \leq t.$$

Finally, let $w' = w_2 \cdot w$. Then:

$$|\chi_1(w' \cdot \text{hom}(A_1, B_1))| = |\chi_1(w_2 \cdot w \cdot \text{hom}(A_1, B_1))|$$
$$\leq |\chi_1(w_2 \cdot \text{hom}(A_2, B_2) \cdot f)| \quad \text{[by (3.1)]}$$
$$= |\chi_2(w_2 \cdot \text{hom}(A_2, B_2))| \quad \text{[definition of $\chi_2$]}$$
$$\leq t.$$

This concludes the proof.

4 Ramsey entropy

In this section we introduce the notion of Ramsey entropy. We develop the basic notions in a very general setting – that of small categories whose morphisms are mono and homsets are finite. Our notion of entropy is based on the fact that Ramsey degrees are closely related to special partitions of subobjects. We start by introducing the necessary infrastructure, and then
prove that the notion we have introduced possesses some fundamental properties typical for nonadditive entropies: it is monotonous and subadditive.

Fix a locally small category $C$ whose morphisms are mono. Let $A, B, C \in \text{Ob}(C)$ be chosen so that $A \to B \to C$ and let $w \in \text{hom}(B, C)$. Let

$$\ell_w : \text{hom}(A, B) \to \text{hom}(A, C) : f \mapsto w \cdot f$$

denote the left multiplication by $w$. Then for $F \subseteq \text{hom}(A, C), \beta \subseteq (\ell, C)$ and $\Pi \in \text{Part}(\ell, A)$ let

$$\ell_w^{-1}(F) = \{f \in \text{hom}(A, B) : \ell_w(f) \in F\},$$

$$\ell_w^{-1}(\beta) = \{\ell_w^{-1}(F) : F \in \beta\} \setminus \emptyset,$$

$$\ell_w^{-1}(\Pi) = \{\ell_w^{-1}(\beta) : \beta \in \Pi\} \setminus \emptyset.$$

The following lemma ensures that $\ell_w^{-1}(\Pi) \in \text{Part}(\ell, A)$ whenever $\Pi \in \text{Part}(\ell, A)$ and $w \in \text{hom}(B, C)$. This will, then, ensure that the main definition of the paper is correct.

**Lemma 4.1.** Let $C$ be a locally small category whose morphisms are mono. Let $A, B, C \in \text{Ob}(C)$ be chosen so that $A \to B \to C$ and let $w \in \text{hom}(B, C)$.

(a) For every $g \in \text{hom}(A, B)$, $\ell_w^{-1}(w \cdot g \sim_A) = g \sim_A$.

(b) For every $f \in \text{hom}(A, C)$ either $\ell_w^{-1}(f \sim_A) = \emptyset$ or there is a $g \in \text{hom}(A, B)$ such that $\ell_w^{-1}(f \sim_A) = g \sim_A$.

(c) For every $\Pi \in \text{Part}(\ell, A)$ we have that $\ell_w^{-1}(\Pi) \in \text{Part}(\ell, A)$.

(d) For every $k \in \mathbb{N}, \chi : (\ell, C) \to k$ and $\Lambda \in \text{Part}(\ell, A)$ if and only if $f \sim_A \equiv \Lambda$, $g \sim_A \Rightarrow \chi(w \cdot f \sim_A) = \chi(w \cdot g \sim_A)$.

**Proof.**

(a) Let us only prove inclusion ($\subseteq$). Take any $x \in \ell_w^{-1}(w \cdot g \sim_A)$. Then $w \cdot x \in w \cdot g \sim_A$, so there is an $\alpha \in \text{Aut}(A)$ such that $w \cdot x = w \cdot g \cdot \alpha$. Since $w$ is mono if follows that $x = g \cdot \alpha$ whence $x \in g \sim_A$.

(b) Take an $f \in \text{hom}(A, C)$ and assume that $\ell_w^{-1}(f \sim_A) \neq \emptyset$. Take any $g \in \ell_w^{-1}(f \sim_A)$ and let us show that $\ell_w^{-1}(f \sim_A) = g \sim_A$. Again, we shall only prove inclusion ($\subseteq$). Take any $x \in \ell_w^{-1}(f \sim_A)$. Then $w \cdot x \in f \sim_A$, so $w \cdot x \cdot \alpha = f$ for some $\alpha \in \text{Aut}(A)$. By the same argument, $g \in \ell_w^{-1}(f \sim_A)$ yields that $w \cdot g \cdot \alpha' = f$ for some $\alpha' \in \text{Aut}(A)$. Therefore, $w \cdot x \cdot \alpha = f = w \cdot g \cdot \alpha'$. Since $w$ is mono, $x \cdot \alpha = g \cdot \alpha'$, so $x = g \cdot \alpha''$ for $\alpha'' = \alpha' \cdot \alpha^{-1} \in \text{Aut}(A)$. This proves that $x \in g \sim_A$.

(c) Take any $\Pi \in \text{Part}(\ell, A)$ and let $\Pi = \{\beta_i : i \in I\}$ where $i \neq j \Rightarrow \beta_i \cap \beta_j = \emptyset$. Then $\ell_w^{-1}(\Pi) = \{\ell_w^{-1}(\beta_i) : i \in I\}\setminus \emptyset$. Note that $\bigcup_{i \in I} \ell_w^{-1}(\beta_i) = (\ell, A)$ follows from (a) and (b). Finally, take any $i, j \in I$ such that $i \neq j$
and \( \ell_w^{-1}(\beta_i) \neq \emptyset \neq \ell_w^{-1}(\beta_j) \), and let us show that \( \ell_w^{-1}(\beta_i) \cap \ell_w^{-1}(\beta_j) = \emptyset \). Suppose this is not the case. Then there exist \( f_i, f_j \in \text{hom}(A, C) \) such that \( f_i/\sim_A \in \beta_i, f_j/\sim_A \in \beta_j \) and \( \ell_w^{-1}(f_i/\sim_A) = \ell_w^{-1}(f_j/\sim_A) \). By (b) there exist \( g_i, g_j \in \text{hom}(A, B) \) such that \( \ell_w^{-1}(f_i/\sim_A) = g_i/\sim_A \) and \( \ell_w^{-1}(f_j/\sim_A) = g_j/\sim_A \). Since \( g_i/\sim_A = g_j/\sim_A \) there is an \( \alpha \in \text{Aut}(A) \) such that \( g_i \cdot \alpha = g_j \). Moreover, there exist \( \alpha_i, \alpha_j \in \text{Aut}(A) \) such that \( w \cdot g_i \cdot \alpha_i = f_i \) and \( w \cdot g_j \cdot \alpha_j = f_j \), so \( w \cdot g_i \cdot \alpha \cdot \alpha_j = f_j \). Therefore, \( w \cdot g_i \in f_i/\sim_A \) and \( w \cdot g_i \in f_j/\sim_A \). Hence, \( f_i/\sim_A = f_j/\sim_A \), so \( \beta_i \cap \beta_j \neq \emptyset \). Contradiction.

(d) Let \( \Sigma = \ell_w^{-1}(\Pi(\chi)) \) and note that \( f/\sim_A \equiv_{\Sigma} g/\sim_A \) if and only if \( \chi(w \cdot f/\sim_A) = \chi(w \cdot g/\sim_A) \).

Let \( C \) be a locally small category whose morphisms are mono. Fix \( A, B \in \text{Ob}(C) \) so that \( A \to B \). A partition \( \Lambda \in \text{Part}(\beta) \) is essential if there is a \( C \in \text{Ob}(C) \) such that \( B \to C \) and for every partition \( \Pi \in \text{Part}(\beta) \) there is a \( w \in \text{hom}(B, C) \) such that \( \Lambda \supseteq \ell_w^{-1}(\Pi) \). Let \( \text{Ess}(\beta) \) be the set of all the essential partitions of \( \beta \). Where necessary we shall write \( \text{Ess}(\beta) \) to indicate in which category the essential partitions are considered.

**Lemma 4.2.** Let \( C \) be a category whose morphisms are mono and homsets are finite. Let \( A, B, C \in \text{Ob}(C) \) be chosen so that \( A \to B \to C \) and let \( \text{Part}(\beta) = \{ \Pi_1, \Pi_2, \ldots, \Pi_n \} \). Further, let \( w_1, w_2, \ldots, w_n \in \text{hom}(B, C) \) be arbitrary. Then \( \bigvee_{i=1}^n \ell_w^{-1}(\Pi_i) \in \text{Ess}(\beta) \). In particular, \( \text{Ess}(\beta) \neq \emptyset \) for all \( A, B \in \text{Ob}(C) \) such that \( A \to B \).

**Proof.** To show that \( \bigvee_{i=1}^n \ell_w^{-1}(\Pi_i) \) is essential take any \( \Pi_{i_0} \in \text{Part}(\beta) \). Then trivially \( \bigvee_{i=1}^n \ell_w^{-1}(\Pi_i) \supseteq \ell_w^{-1}(\Pi_{i_0}) \).

**Definition 4.3.** Let \( C \) be a small category whose morphisms are mono and homsets are finite, and let \( H \) be an entropy on partitions. Define \( \hat{\tau} : \text{Ob}(C) \to \mathbb{R} \cup \{ \infty \} \) as follows:

\[
\hat{\tau}(X) = \inf_{A \in \uparrow X} \sup_{B \in \uparrow A} \min_{\Lambda \in \text{Ess}(\beta)} H(\Lambda).
\]

We refer to \( \hat{\tau} \) as the *Ramsey entropy based on* \( H \), and say that \( C \) admits the *Ramsey entropy based on* \( H \) if \( \hat{\tau}(X) < \infty \) for all \( X \in \text{Ob}(C) \). In particular, if \( \hat{\tau} \) is based on the Boltzmann entropy \( H^{\text{Bol}} \), we refer to \( \hat{\tau} \) as the *Ramsey-Boltzmann entropy*. Where necessary, we shall write \( \hat{\tau}_C \).

The following is straightforward, so we omit the proof.

**Lemma 4.4.** Let \( C \) be a small category whose morphisms are mono and homsets are finite. If \( X_1 \cong X_2 \) then \( \hat{\tau}(X_1) = \hat{\tau}(X_2) \), for all \( X_1, X_2 \in \text{Ob}(C) \).
The following lemma shows that essential partitions are closely related to structural Ramsey degrees providing, thus, the link between essential partitions, structural Ramsey degrees and the Ramsey entropy.

**Lemma 4.5.** Let \( \mathbf{C} \) be a category whose morphisms are mono and homsets are finite.

(a) For a \( t \in \mathbb{N} \) and an \( A \in \text{Ob}(\mathbf{C}) \), \( \tilde{t}(A) \leq t \) if and only if for all \( B \in \text{Ob}(\mathbf{C}) \) such that \( A \to B \) there is a partition \( \Lambda \in \text{Ess}(\frac{B}{A}) \) such that \( |\Lambda| \leq t \).

(b) For all \( A \in \text{Ob}(\mathbf{C}) \), \( \tilde{t}(A) = \sup_{B,A \to B} \min_{\Lambda \in \text{Ess}(\frac{B}{A})} |\Lambda| \).

**Proof.** (a) Fix an \( A \in \text{Ob}(\mathbf{C}) \) and a \( t \in \mathbb{N} \).

(\( \Leftarrow \)): Take any \( B \in \text{Ob}(\mathbf{C}) \) such that \( A \to B \). By the assumption there is a partition \( \Lambda \in \text{Ess}(\frac{B}{A}) \) such that \( |\Lambda| \leq t \). Therefore, there is a \( C \in \text{Ob}(\mathbf{C}) \) such that \( B \to C \) and for every partition \( \Pi \in \text{Part}(\frac{C}{A}) \) there is a \( w \in \text{hom}(B,C) \) such that \( \Lambda \models \ell_w^{-1}(\Pi) \). Take any \( k \in \mathbb{N} \) and any coloring \( \chi : \frac{C}{A} \to k \). By the choice of \( \Lambda \) we have that \( \Lambda \models \ell_w^{-1}(\Pi(\chi)) \). Then

\[
|\chi(w \cdot \frac{B}{A})| = |\ell_w^{-1}(\Pi(\chi))| \leq |\Lambda| \leq t.
\]

(To justify the equality let \( \beta_i = \chi^{-1}(i) \); then \( \ell_w^{-1}(\beta_i) \neq \emptyset \) iff \( i \in \chi(w \cdot \frac{B}{A}) \).)

(\( \Rightarrow \)): Aiming for a contradiction, suppose that \( \tilde{t}(A) \leq t \), but that there is a \( B \in \text{Ob}(\mathbf{C}) \) with \( A \to B \) such that no partition \( \Lambda \in \text{Part}(\frac{B}{A}) \) with at most \( t \) blocks is essential. Let \( \{\Lambda_0, \ldots, \Lambda_n-1\} \) be the set of all the partitions of \( \frac{B}{A} \) with at most \( t \) blocks.

From \( \tilde{t}(A) \leq t \) it then follows that for this particular \( B \) there is a \( C \) such that for every \( k \in \mathbb{N} \) and every \( \chi : \frac{C}{A} \to k \) there is a \( w \in \text{hom}(B,C) \) satisfying \( |\chi(w \cdot \frac{B}{A})| \leq t \).

On the other hand, since no \( \Lambda_i \) is essential, \( i < n \), for every such \( \Lambda_i \) there exist a \( \Sigma_i \in \text{Part}(\frac{C}{A}) \) such that

\[
(\forall w \in \text{hom}(B,C)) \Lambda_i \neq \ell_w^{-1}(\Sigma_i).
\]

For the sake of convenience, let \( \chi_i = \chi_{\Sigma_i} : \text{Part}(\frac{C}{A}) \to k_i \) be a coloring induced by \( \Sigma_i \) and let \( \equiv_i \) be an abbreviation of \( \equiv_{\Lambda_i} \). Then the last fact is equivalent to

\[
(\forall w \in \text{hom}(B,C)) \equiv_i g/\sim_A, g/\sim_A \in \left(\frac{B}{A}\right)) \quad \begin{align*}
(f/\sim_A \equiv_i g/\sim_A \wedge \chi_i(w \cdot f/\sim_A) \neq \chi_i(w \cdot g/\sim_A)) \quad (4.1)
\end{align*}
\]

Consider the coloring

\[
\chi^* : \frac{C}{A} \to k_0 \times k_1 \times \ldots \times k_n-1
\]
given by
\[ \chi^*(h/\sim A) = (\chi_0(h/\sim A), \chi_1(h/\sim A), \ldots, \chi_{n-1}(h/\sim A)). \]
Since \( \tilde{t}(A) \leq t \) there is a \( w \in \text{hom}(B, C) \) such that \( |\chi^*(w \cdot (B/A))| \leq t \). Let \( s = |\chi^*(w \cdot (B/A))| \) and put
\[ \Gamma = \ell_w^{-1}(\Pi(\chi^*)). \]
Clearly, \( \Gamma \) is a partition of \( \text{Part}(B/A) \) with \( s \leq t \) blocks, so \( \Gamma = \Lambda_i \) for some \( i < n \). By (4.1) there exist \( f/\sim A, g/\sim A \in (B/A) \) such that \( f/\sim A \equiv_i g/\sim A \) and \( \chi_i(w \cdot f/\sim A) \neq \chi_i(w \cdot g/\sim A) \).

Note that \( f/\sim A \equiv_i g/\sim A \) actually means \( f/\sim A \equiv \Gamma g/\sim A \) because \( \Gamma = \Lambda_i \), whence \( \chi^*(w \cdot f/\sim A) = \chi^*(w \cdot g/\sim A) \) (because \( \Gamma = \ell_w^{-1}(\Pi(\chi^*)) \)). But projecting the latter onto the \( i \)th coordinate gives \( \chi_i(w \cdot f/\sim A) = \chi_i(w \cdot g/\sim A) \). Contradiction.

(b) Directly from (a).

For a small category \( C \) it will be convenient for future calculations to introduce the following function \( \varphi(\text{Ob}(C)) \rightarrow \mathbb{R} \cup \{\infty\}: \)
\[ \varphi(A) = \sup_{B \in \uparrow A} \min_{\Lambda \in \text{Ess}(B/A)} H(\Lambda) \]
so that \( \tilde{r}(X) = \inf_{A \in \uparrow X} \varphi(A) \). Where necessary, we shall write \( \varphi_C \).

Lemma 4.6. Let \( C \) be a small category whose morphisms are mono and homsets are finite. Then \( \varphi(A) \leq \log \tilde{t}(A) \) for all \( A \in \text{Ob}(C) \), where we assume \( \log \infty = \infty \).

Proof. Take any \( A \in \text{Ob}(C) \). If \( \tilde{t}(A) = \infty \) the statement is trivial. Assume, therefore, that \( \tilde{t}(A) = t \in \mathbb{N} \). By Lemma 4.5 (a), for every \( B \in \text{Ob}(C) \) such that \( A \rightarrow B \) there is a partition \( \Lambda \in \text{Ess}(B/A) \) with \( |\Lambda| \leq t \). Now, fix a \( B_0 \in \text{Ob}(C) \) and let \( \Lambda_0 \in \text{Ess}(B_0/A) \) be a partition with \( |\Lambda_0| \leq t \). Then
\[ \min_{\Lambda \in \text{Ess}(B/A)} H(\Lambda) \leq H(\Lambda_0) \leq \log t, \]
whence we immediately get that
\[ \varphi(A) = \sup_{B \in \uparrow A} \min_{\Lambda \in \text{Ess}(B/A)} H(\Lambda) \leq \log t. \]
This concludes the proof.
**Theorem 4.7.** Let $C$ be a small category whose morphisms are mono and homsets are finite. Let $H$ be an arbitrary entropy on partitions and let $\tilde{r}$ be the Ramsey entropy based on $H$.

(a) If $X \to Y$ for some $X, Y \in \text{Ob}(C)$ then $\tilde{r}(X) \leq \tilde{r}(Y)$;
(b) $\tilde{r}(X) \leq \log \tilde{t}(X)$ for all $X \in \text{Ob}(C)$ (where we assume $\log \infty = \infty$).
(c) If $C$ has finite structural Ramsey degrees then $C$ admits the Ramsey entropy.
(d) If $X \in \text{Ob}(C)$ is a subramsey object in $C$ then $\tilde{r}(X) = 0$; in particular if $X$ is a Ramsey object in $C$ then $\tilde{r}(X) = 0$.

Proof. (a) Immediate from the definition of $\tilde{r}$.
(b) This follows immediately from Lemma \[166\] $\tilde{r}(X) \leq \varphi(X) \leq \log \tilde{t}(X)$.
(c) This is an immediate consequence of (b).
(d) Let $X \in \text{Ob}(C)$ be a subramsey object. Then some $A \in \uparrow X$ is a Ramsey object, so $\tilde{r}(X) \leq \varphi(A) \leq \log \tilde{t}(A) = 0$.

We conclude this section by showing that Ramsey entropy based on arbitrary entropy on partitions is subadditive. We start by considering products of essential partitions.

**Lemma 4.8.** Let $C_1$ and $C_2$ be categories whose morphisms are mono and homsets are finite. Let $A_1, B_1 \in \text{Ob}(C_1)$ and $A_2, B_2 \in \text{Ob}(C_2)$ be chosen so that $A_1 \to B_1$ and $A_2 \to B_2$. Then

$$\text{Ess}^{B_1}_{A_1} \otimes \text{Ess}^{B_2}_{A_2} \subseteq \text{Ess}^{(B_1,B_2)}_{(A_1,A_2)},$$

where $\text{Ess}^{B_1}_{A_1} \otimes \text{Ess}^{B_2}_{A_2} = \{ \Lambda_1 \otimes \Lambda_2 : \Lambda_1 \in \text{Ess}^{B_1}_{A_1} \text{ and } \Lambda_2 \in \text{Ess}^{B_2}_{A_2} \}$.

(Note that $(A_1, A_2), (B_1, B_2) \in \text{Ob}(C_1 \times C_2)$, and thus $\text{Ess}^{(B_1,B_2)}_{(A_1,A_2)}$ is computed in $C_1 \times C_2$.)

Proof. Take any $\Lambda_1 \in \text{Ess}^{B_1}_{A_1}$ and $\Lambda_2 \in \text{Ess}^{B_2}_{A_2}$. Since $\Lambda_i$ is essential, $i \in \{1, 2\}$, there is a $C_i \in \text{Ob}(C_i)$ such that $B_i \to C_i$ and for every partition $\Pi_i \in \text{Part}(C_i)$ there is a $w_i \in \text{hom}(B_i, C_i)$ such that $\Lambda_i \geq \ell_{w_i}^{-1}(\Pi_i)$. To show that $\Lambda_1 \otimes \Lambda_2$ is essential, consider $(C_1, C_2) \in \text{Ob}(C_1 \times C_2)$ and let $\Sigma \in \text{Part}((B_1, B_2))$ be arbitrary. Let $\chi = \chi_\Sigma : (C_1, C_2) \to k$ be a coloring that corresponds to $\Sigma$ so that $\Pi(\chi) = \Sigma$. It is easy to show that

$$\chi = \chi_\Sigma : (C_1, C_2) \to k \text{ such that } \chi = \chi_\Sigma : (C_1, C_2) \to k$$

Therefore, $\chi$ is a coloring $\chi : (C_1, C_2) \to k$, so it gives rise to two colorings:

$$\chi_1 : (C_1) \to k^{(C_2)} \text{ and } \chi_2 : (C_2) \to k^{(C_1)}$$
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This concludes the proof by Lemma 4.1 (d) whence and therefore, \( \psi_{\chi_{i}}(w_{i} \cdot f_{i}/\sim A_{i}) = \chi_{i}(w_{i} \cdot g_{i}/\sim A_{i}) \). Therefore, \( \psi_{\chi_{i}}^{(i)}(w_{i} \cdot f_{i}/\sim A_{i}) = \chi_{i}(w_{i} \cdot g_{i}/\sim A_{i}) \). Hence

\[
\psi_{\chi_{i}}^{(i)}(w_{i} \cdot f_{i}/\sim A_{i}) = \psi_{\chi_{i}}^{(i)}(w_{i} \cdot g_{i}/\sim A_{i}) = \chi_{i}(w_{i} \cdot f_{i}/\sim A_{i}) = \chi_{i}(w_{i} \cdot g_{i}/\sim A_{i}).
\]

Recalling the definition of \( \psi^{(1)} \) and \( \psi^{(2)} \) in terms of \( \chi \) we end up with

\[
\chi(w_{1} \cdot f_{1}/\sim A_{1}, w_{2} \cdot f_{2}/\sim A_{2}) = \chi(w_{1} \cdot g_{1}/\sim A_{1}, w_{2} \cdot g_{2}/\sim A_{2}),
\]

and

\[
\chi(w_{1} \cdot g_{1}/\sim A_{1}, w_{2} \cdot f_{2}/\sim A_{2}) = \chi(w_{1} \cdot g_{1}/\sim A_{1}, w_{2} \cdot g_{2}/\sim A_{2}),
\]

whence

\[
\chi(w_{1} \cdot f_{1}/\sim A_{1}, w_{2} \cdot f_{2}/\sim A_{2}) = \chi(w_{1} \cdot g_{1}/\sim A_{1}, w_{2} \cdot g_{2}/\sim A_{2}).
\]

This concludes the proof by Lemma 4.1 (d).

**Theorem 4.9.** Let \( C_{1} \) and \( C_{2} \) be small categories whose morphisms are mono and homsets are finite. Let \( H \) be an entropy on partitions and let \( \tilde{r}_{C_{1}}, \tilde{r}_{C_{2}} \) and \( \tilde{r}_{C_{1} \times C_{2}} \) be the Ramsey entropies based on \( H \). Then for all \( X_{1} \in \text{Ob}(C_{1}) \) and \( X_{2} \in \text{Ob}(C_{2}) \):

\[
\tilde{r}_{C_{1} \times C_{2}}(X_{1}, X_{2}) \leq \tilde{r}_{C_{1}}(X_{1}) + \tilde{r}_{C_{2}}(X_{2}).
\]
Proof. Let us first show that for arbitrary $B_1 \in \text{Ob}(C_1)$, $B_2 \in \text{Ob}(C_2)$ satisfying $A_1 \to B_1$ and $A_2 \to B_2$:

$$\min_{\Lambda \in \text{Ess}((B_1, B_2))} H(\Lambda) \leq \min_{\Lambda_1 \in \text{Ess}(B_1)} H(\Lambda_1) + \min_{\Lambda_2 \in \text{Ess}(B_2)} H(\Lambda_2).$$

Choose $\Lambda_1^* \in \text{Ess}(B_1)$ and $\Lambda_2^* \in \text{Ess}(B_2)$ so that

$$H(\Lambda_1^*) = \min_{\Lambda_1 \in \text{Ess}(B_1)} H(\Lambda_1),$$

$$H(\Lambda_2^*) = \min_{\Lambda_2 \in \text{Ess}(B_2)} H(\Lambda_2).$$

We know from Lemma 4.8 that $\Lambda_1^* \otimes \Lambda_2^* \in \text{Ess}((B_1, B_2))$, so

$$\min_{\Lambda \in \text{Ess}((B_1, B_2))} H(\Lambda) \leq H(\Lambda_1^* \otimes \Lambda_2^*) = H(\Lambda_1^*) + H(\Lambda_2^*) = \min_{\Lambda_1 \in \text{Ess}(B_1)} H(\Lambda_1) + \min_{\Lambda_2 \in \text{Ess}(B_2)} H(\Lambda_2).$$

By majorizing the right-hand side of the above expression we get

$$\min_{\Lambda_1 \in \text{Ess}(B_1)} H(\Lambda_1) \leq \sup_{B_1 \in \uparrow A_1} \min_{\Lambda_1 \in \text{Ess}(B_1)} H(\Lambda_1) = \varphi(A_1) \quad \text{and} \quad \min_{\Lambda_2 \in \text{Ess}(B_2)} H(\Lambda_2) \leq \sup_{B_2 \in \uparrow A_2} \min_{\Lambda_2 \in \text{Ess}(B_2)} H(\Lambda_2) = \varphi(A_2),$$

whence

$$\min_{\Lambda \in \text{Ess}((B_1, B_2))} H(\Lambda) \leq \varphi(A_1) + \varphi(A_2).$$

Then, by majorizing the left-hand side, we arrive at

$$\varphi(A_1, A_2) = \sup_{(B_1, B_2) \in \uparrow (A_1, A_2)} \min_{\Lambda \in \text{Ess}((B_1, B_2))} H(\Lambda) \leq \varphi(A_1) + \varphi(A_2).$$

Finally,

$$\tilde{r}(X_1, X_2) = \inf_{(A_1, A_2) \in \uparrow (X_1, X_2)} \varphi(A_1, A_2)$$

$$\leq \inf_{(A_1, A_2) \in \uparrow (X_1, X_2)} (\varphi(A_1) + \varphi(A_2))$$

$$= \inf_{(A_1, A_2) \in \uparrow (X_1, X_2)} \varphi(A_1) + \inf_{(A_1, A_2) \in \uparrow (X_1, X_2)} \varphi(A_2)$$

$$= \inf_{A_1 \in \uparrow X_1} \varphi(A_1) + \inf_{A_2 \in \uparrow X_2} \varphi(A_2) = \tilde{r}(X_1) + \tilde{r}(X_2).$$

This completes the proof. \qed
5 The Ramsey-Boltzmann entropy

In this section we focus on the properties of the Ramsey-Boltzmann entropy as the maximal Ramsey entropy. Our main result, the additivity of the Ramsey-Boltzmann entropy, is the consequence of the fact that the behavior of the maximal entropy is governed by the properties of structural Ramsey degrees which act as the corresponding diversity measure. We conclude the section with the discussion of the behavior of the Ramsey-Boltzmann entropy under forgetful functors.

Let us start by showing that the Ramsey-Boltzmann entropy is the maximal Ramsey entropy on a category. We start with a useful technical result.

Lemma 5.1. Let \( C \) be a small category whose morphisms are mono and homsets are finite. Then \( \varphi(A) = \log \tilde{t}(A) \) for all \( A \in \text{Ob}(C) \), where we assume \( \log \infty = \infty \).

Proof. Let \( H^{Bol} \) denote the Boltzmann entropy on partitions. Take any \( A \in \text{Ob}(C) \). We have already seen in Lemma 4.6 that \( \varphi(A) \leq \log \tilde{t}(A) \) for any entropy on partitions, so let us show that \( \varphi(A) \geq \log \tilde{t}(A) \) in case \( \varphi \) is based on the Boltzmann entropy. If \( \varphi(A) = \infty \) the statement is trivial. Assume, therefore, that \( \varphi(A) = r \in \mathbb{R} \). Then for every \( B \in \uparrow A \) there is a \( \Pi_B \in \text{Ess}(\frac{B}{A}) \) such that \( H^{Bol}(\Pi_B) \leq r \), or equivalently, \( |\Pi_B| \leq 2^r \). Lemma 4.5 \( (a) \) now yields that \( \tilde{t}(A) \leq 2^r \) whence \( \log \tilde{t}(A) \leq r \).

Theorem 5.2. Let \( C \) be a small category whose morphisms are mono and homsets are finite, let \( \bar{r}' \) be a Ramsey entropy and \( \bar{r} \) the Ramsey-Boltzmann entropy. Then \( \bar{r}'(X) \leq \bar{r}(X) \) for all \( X \in \text{Ob}(C) \).

Proof. Let \( \varphi' \) and \( \varphi \) be the functions that correspond to \( \bar{r}' \) and \( \bar{r} \), respectively, so that \( \bar{r}'(X) = \inf_{A \in \uparrow X} \varphi'(A) \) and \( \bar{r}(X) = \inf_{A \in \uparrow X} \varphi(A) \). By Lemmas 4.6 and 5.1 we have that \( \varphi(A) \leq \log \tilde{t}(A) = \varphi(A) \) for all \( A \in \text{Ob}(C) \) whence the claim of the theorem follows immediately.

The following two theorems are improved versions of the two main results of Section 4.

Theorem 5.3. Let \( C \) be a small category with amalgamation whose morphisms are mono and homsets are finite.

(a) \( C \) has finite structural Ramsey degrees if and only if \( C \) admits the Ramsey-Boltzmann entropy.

(b) Assume that \( C \) admits the Ramsey-Boltzmann entropy \( \bar{r} \). Then \( X \in \text{Ob}(C) \) is a subramsey object in \( C \) if and only if \( \bar{r}(X) = 0 \).
Proof. (a) Direction \((\Rightarrow)\) was proved in Theorem 4.7 (c), so let us prove direction \((\Leftarrow)\). Take any \(X \in \text{Ob}(C)\) and let \(\tilde{r}\) be the Ramsey-Boltzmann entropy. By the assumption, \(\tilde{r}(X) < \infty\) for every \(X \in \text{Ob}(C)\). Let \(X \in \text{Ob}(C)\) be arbitrary and let us show that \(\tilde{t}(X) < \infty\). We know that

\[
\tilde{r}(X) = \inf_{A \in \uparrow X} \varphi(A) < \infty.
\]

Since \(\varphi(A) = \log \tilde{t}(A)\) (Lemma 5.1) and \(\tilde{t}(A) \in \mathbb{N} \cup \{\infty\}\), it follows that

\[
\{\varphi(A) : A \in \uparrow X\} \subseteq \{\log n : n \in \mathbb{N}\} \cup \{\infty\}.
\]

Therefore, there exists an \(A_0 \in \uparrow X\) such that \(\varphi(A_0) = \tilde{r}(X) < \infty\), or, equivalently, \(\tilde{t}(A_0) = 2^\tilde{r}(X) < \infty\). Since \(X \to A_0\) by the choice of \(A_0\), Lemma 3.4 ensures that \(t(X) \leq t(A_0)\), whence, with the help of Proposition 3.1:

\[
\tilde{t}(X) \leq \frac{|\text{Aut}(A_0)|}{|\text{Aut}(X)|} \tilde{t}(A_0) < \infty.
\]

(Recall that homsets, and in particular automorphisms groups, in \(C\) are finite).

(b) Again, direction \((\Rightarrow)\) was proved in Theorem 4.7 (d), so let us prove direction \((\Leftarrow)\). Assume that \(\tilde{r}(X) = 0\) for some \(X \in \text{Ob}(C)\). Then, using the results proved in (a) of this statement,

\[
\tilde{r}(X) = \inf_{A \in \uparrow X} \varphi(A) = \min_{A \in \uparrow X} \varphi(A) = 0.
\]

Therefore, there is an \(A \in \uparrow X\) with \(\varphi(A) = 0\). But, as we have seen, \(\varphi(A) = \log \tilde{t}(A)\), whence \(\tilde{t}(A) = 1\). So, \(X\) is a subramsey object. \(\square\)

**Theorem 5.4.** Let \(C_1\) and \(C_2\) be small categories with amalgamation whose morphisms are mono and homsets are finite, and let \(\tilde{r}_{C_1}\) and \(\tilde{r}_{C_2}\) be the Ramsey-Boltzmann entropies. Then for all \(X_1 \in \text{Ob}(C_1)\) and \(X_2 \in \text{Ob}(C_2)\):

\[
\tilde{r}_{C_1 \times C_2}(X_1, X_2) = \tilde{r}_{C_1}(X_1) + \tilde{r}_{C_2}(X_2).
\]

**Proof.** Recall that \(\varphi(A) = \log \tilde{t}(A)\) (Lemma 5.1). So, it follows from Theorem 3.2 that

\[
\varphi(A_1, A_2) = \varphi(A_1) + \varphi(A_2),
\]
for all $A_1 \in \text{Ob}(C_1)$ and $A_2 \in \text{Ob}(C_2)$. (Note that $(A_1, A_2)$ is then an object in $C_1 \times C_2$.) Finally,

$$\tilde{r}(X_1, X_2) = \inf_{(A_1, A_2) \in \uparrow(x_1, x_2)} \varphi(A_1, A_2)$$

$$= \inf_{(A_1, A_2) \in \uparrow(x_1, x_2)} (\varphi(A_1) + \varphi(A_2))$$

$$= \inf_{(A_1, A_2) \in \uparrow(x_1, x_2)} \varphi(A_1) + \inf_{(A_1, A_2) \in \uparrow(x_1, x_2)} \varphi(A_2)$$

$$= \inf_{A_1 \in \uparrow(x_1)} \varphi(A_1) + \inf_{A_2 \in \uparrow(x_2)} \varphi(A_2) = \tilde{r}(X_1) + \tilde{r}(X_2).$$

This completes the proof. \hfill \square

6 Conclusion

Let us summarize the properties of the Ramsey-Boltzmann entropy by providing a setting where all the results can be presented in a single category. Let $C$ be a small category. The state space associated to $C$ is the coproduct $S = \coprod_{n \in \mathbb{N}} C^n$ computed in $\text{Cat}$, the category of all small categories. Explicitly, the objects of $S$ are tuples $A = (A_1, \ldots, A_n)$ of objects $A_1, \ldots, A_n \in \text{Ob}(C)$ of all possible finite lengths $n \in \mathbb{N}$, while morphisms exist only between tuples of the same length, and then $f$ is a morphism $(A_1, \ldots, A_n) \to (B_1, \ldots, B_n)$ if and only if $f = (f_1, \ldots, f_n)$ where $f_i \in \text{hom}_C(A_i, B_i)$, $1 \leq i \leq n$. Note that $S$ comes with a bifunctor $\star : S \times S \to S$ defined to be the concatenation of tuples both on objects:

$$(A_1, \ldots, A_n) \star (B_1, \ldots, B_m) = (A_1, \ldots, A_n, B_1, \ldots, B_m)$$

and on morphisms:

$$(f_1, \ldots, f_n) \star (g_1, \ldots, g_m) = (f_1, \ldots, f_n, g_1, \ldots, g_m).$$

In particular, $A \star B = (A, B) \in \text{Ob}(C^2)$ for $A, B \in \text{Ob}(C)$.

Corollary 6.1. Let $C$ be a small category with amalgamation whose morphisms are mono and homsets are finite, and let $S$ be the state space associated to $C$. Then $S$ admits the Ramsey-Boltzmann entropy if and only if $C$ has structural Ramsey degrees.

Proof. Note, first, that $S$ has amalgamation, that morphisms in $S$ are mono and that homsets in $S$ are finite. In view of Theorem 5.3 (a) it is clear that it suffices to show that $S$ has structural Ramsey degrees if and only if $C$ does. But this follows straightforwardly from the fact that $S$ is a
coproduct of all finite powers of $C$. Namely, if $(A_1, \ldots, A_n) \in \text{Ob}(S)$ then
\[ \hat{t}_S(A_1, \ldots, A_n) = \hat{t}_{C^n}(A_1, \ldots, A_n) \] because $S$ is the coproduct of finite powers of $C$ and there are no morphisms between objects of $C^n$ and $C^m$ for $n \neq m$.

On the other hand, $\hat{t}_{C^n}(A_1, \ldots, A_n) = \prod_{i=1}^{n} \hat{t}_C(A_i)$ by Theorem 3.2, and this holds even if some of the degrees are $\infty$.

**Corollary 6.2.** Let $C$ be a small category with amalgamation whose morphisms are mono and homsets are finite and assume that $C$ has structural Ramsey degrees. Let $S$ be the state space associated to $C$ and let $\hat{r}_S$ be the Ramsey-Boltzmann entropy. Then for all $X, Y \in \text{Ob}(S)$:

- (a) $X \xrightarrow{S} Y$ implies $\hat{r}_S(X) \leq \hat{r}_S(Y)$;
- (b) $\hat{r}_S(X) \leq \log \hat{t}_S(X)$;
- (c) $\hat{r}_S(X) = 0$ if and only if $X$ is a subramsey object in $S$;
- (d) $\hat{r}_S(X \star Y) = \hat{r}_S(X) + \hat{r}_S(Y)$.

**Proof.** Note, first, that $S$ has amalgamation, that morphisms in $S$ are mono and that homsets in $S$ are finite.

(a) is Theorem [4.7] (a); (b) is Theorem [4.7] (b); (c) is Theorem [5.3] (b). Let us show (d). Recall again that $S$ is the coproduct of all finite powers of $C$, so for every $X = (A_1, \ldots, A_n) \in \text{Ob}(S)$ we have that $\hat{r}_S(X) = \hat{r}_{C^n}(A_1, \ldots, A_n)$. Now for $X = (A_1, \ldots, A_n) \in \text{Ob}(S)$ and $Y = (B_1, \ldots, B_m) \in \text{Ob}(S)$ Theorem [5.4] gives us that
\[
\hat{r}_S(X \star Y) = \hat{r}_{C^{n+m}}(A_1, \ldots, A_n, B_1, \ldots, B_m)
= \hat{r}_{C^n}(A_1, \ldots, A_n) + \hat{r}_{C^m}(B_1, \ldots, B_m)
= \hat{r}_S(X) + \hat{r}_S(Y).
\]

This completes the proof. \qed

We conclude the paper with a discussion on the behavior of the Ramsey-Boltzmann entropy under forgetful functors. Since such a functor takes an object with more structure to an object with less structure, it makes sense to assume that the entropy should increase along the way.

Let $U : C \to D$ be a forgetful functor. For $D \in \text{Ob}(D)$ let $U^{-1}(D) = \{ C \in \text{Ob}(C) : U(C) = D \}$. Note that this is not necessarily a set. However, we say that $U : C \to D$ is *finitary* if $U^{-1}(D)$ is a finite set for all $D \in \text{Ob}(D)$. A forgetful functor $U : C \to D$ is *reasonable* (cf. [7]) if for every $e \in \text{hom}_D(A, B)$ and every $C \in U^{-1}(A)$ there is a $D \in U^{-1}(B)$ and a morphism $f \in \text{hom}_C(C, D)$ such that $U(f) = e$.
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A forgetful functor $U : C \to D$ has unique restrictions \cite{13} if for every $D \in \text{Ob}(C)$ and every $e \in \text{hom}_D(A, U(D))$ there is a unique $C \in U^{-1}(A)$ and a morphism $f \in \text{hom}_C(C, D)$ such that $U(f) = e$:

\[
\begin{array}{ccc}
C & \xrightarrow{f} & D \\
\downarrow U & \approx & \downarrow U \\
A & \xrightarrow{e} & U(D)
\end{array}
\]

Following \cite{18} we say that $U : C \to D$ has the expansion property if for every $A \in \text{Ob}(D)$ there exists a $B \in \text{Ob}(D)$ such that $C \xrightarrow{\approx} D$ for all $C \in U^{-1}(A)$ and all $D \in U^{-1}(B)$.

**Theorem 6.3.** Let $C$ and $D$ be small categories with amalgamation whose homsets are finite and morphisms are mono. Assume also that $D$ is a directed category and that the two categories admit Ramsey-Boltzmann entropies $\tilde{r}_C$ and $\tilde{r}_D$, respectively. Assume that $U : C \to D$ is a forgetful functor which is reasonable, finitary, with unique restrictions and with the expansion property. Then $\tilde{r}_D(U(X)) \geq \tilde{r}_C(X)$ for all $X \in \text{Ob}(C)$.

**Proof.** Take any $A \in \text{Ob}(C)$ and let $D = U(A)$. Then $U^{-1}(D)$ is finite. Moreover, $\tilde{i}_C(B) < \infty$ for all $B \in U^{-1}(D)$ because $C$ admits the Ramsey-Boltzmann entropy (Theorem 5.3). Let $B_1, \ldots, B_n$ be representatives of isomorphism classes of objects in $U^{-1}(D)$. Without loss of generality we can assume that $A \cong B_1$. Then by \cite{13} Corollary 6.4 (b),

$$\tilde{i}_D(U(A)) = \tilde{i}_D(D) = \sum_{i=1}^n \tilde{i}_C(B_i) \geq \tilde{i}_C(B_1) = \tilde{i}_C(A).$$

Having in mind that $\varphi(A) = \log \tilde{i}(A)$ (Lemma 5.1), we get that $\varphi_C(A) \leq \varphi_D(U(A))$.

Now, let $X \in \text{Ob}(C)$ be arbitrary. Since $U$ is reasonable for every $D \in \uparrow_D U(X)$ there is a $B \in \uparrow_C X$ with $U(B) = D$. Therefore, for every $D \in \uparrow_D U(X)$ there is a $B \in \uparrow_C X$ with $\varphi_C(B) \leq \varphi_D(U(B)) = \varphi_D(D)$. This immediately implies

$$\tilde{r}_C(X) = \inf_{B \in \uparrow_C X} \varphi_C(B) \leq \inf_{D \in \uparrow_D U(X)} \varphi_D(D) = \tilde{r}_D(U(X)),$$

and the proof is complete..
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