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Abstract—In this work, we fully define the existing relationships between traditional optimality criteria and the connectivity of the underlying pose-graph in Active SLAM, characterizing, therefore, the connection between Graph Theory and the Theory Optimal Experimental Design. We validate the proposed relationships in 2D and 3D graph SLAM datasets, showing a remarkable relaxation of the computational load when using the graph structure. Furthermore, we present a novel Active SLAM framework which outperforms traditional methods by successfully leveraging the graphical facet of the problem so as to autonomously explore an unknown environment.
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I. INTRODUCTION

Simultaneous Localization and Mapping (SLAM) describes the problem of incrementally building the map of a previously unseen environment while at the same time locating the robot on it. Since its statement, it has been a key topic in the robotics community and numerous approaches have been developed. Some of them, often based on filter techniques, aim to estimate the robot’s pose solely at a certain time, and the map. In contrast, full SLAM approaches focus on estimating the entire trajectory and the map. Graph SLAM is the most common way to tackle the latter, in which the nodes of the graph encode the poses and the edges encode the constraints between them. Once the graph is built, it all comes down to finding the optimal configuration through Maximum Likelihood (ML), i.e., finding the set of poses that minimize the constraints associated to the observations. See [1], [2], [3], [4] and references there in.

The previous problem may be augmented by also including on it the optimal choice of actions the robot should execute, which implies the optimal choice of the measurements it receives. This new problem, built on the basis of Active Localization [5], is known as Active SLAM, and can be formally defined as the paradigm of controlling a robot which is performing SLAM so as to reduce the uncertainty of its localization and the map’s representation [6], [7]. Typically, it is divided in three phases [8]: (i) the identification of all possible locations to explore (ideally infinite), (ii) the computation of the utility associated to the actions that would take the robot from its current position to each of those locations and (iii) the selection and execution of the optimal action. During the second step, the utility of each action is computed by quantifying the uncertainty in the estimation of the target random variables. This quantification is traditionally done on the basis of either Theory of Optimal Experimental Design (TOED) or Information Theory (IT), and is just a scalar mapping of the covariance matrix [9]. Works in [10], [11], [12] and [13] achieve robotic exploration by using metrics that stem from the previous.

Nonetheless, the use of dense covariance matrices is computationally heavy and quickly becomes intractable in full SLAM approaches. In this sense, Khosoussi et al. [14], [15] recently observed that the connectivity of the underlying pose-graph is closely related to the optimality criteria of Active SLAM. In particular, they showed the existing relationship between the number of spanning trees of a graph and its algebraic connectivity and the D- and E-optimality criteria, respectively, for the 2D graph SLAM case in which the covariance matrix is constant through measurements. This idea, however, was already proposed four decades ago, when Cheng [16] realized that a graph with the maximum number of spanning trees is D-optimal, and related two problems that had always been viewed differently. Thus, instead of maximizing optimality criteria over the Information matrix (FIM), optimal actions in Active SLAM can be found through the maximization of the graph connectivity indices, which usually come from the analysis of the Laplacian spectrum. [17] used the previous insights to build a 2D Active SLAM algorithm that achieves uncertainty reduction by exploiting the graphical structure.

In this work, on the basis of [14] and differential models, we propose a general theoretical relationship between optimality criteria of the FIM and those of the Laplacian (Section III). This allows to formulate Active SLAM problem in terms of the structure of the underlying graph and to quantify utility via Graph Theory. We validate such formulation with different datasets (Section IV), showing that exploiting the graph structure leads to equivalent results with a remarkably


lower time consumption. Moreover, in Section V, we present an online Active SLAM approach based on the foregoing (see overview in Fig. 1). Our method is capable of picking D-optimal actions in a significantly lower time than other traditional state-of-the-art methods. Thus, it can explore larger areas in a fixed time frame while maintaining low uncertainty. Finally, conclusions and future work are outlined in Section VI.

II. BACKGROUND

A. Optimality Criteria

As mentioned in the previous section, the utility of taking a certain action during Active SLAM is quantified by the mapping \( \|\Sigma\| \rightarrow \mathbb{R} \), being \( \Sigma \in \mathbb{R}^{\ell \times \ell} \) the positive semidefinite covariance matrix which measures the uncertainty of the \( \ell \)-dimensional state vector to be estimated, \( (x_1, \ldots, x_\ell)^T \). Kiefer [18], on the basis of TOED, showed that there is indeed a family of such mappings dependent of just one parameter \( (p) \); which may be expressed as follows:

\[
\|\Sigma\|_p = \begin{cases} 
\left( \frac{1}{\ell} \sum_{k=1}^\ell \lambda_k^p \right)^{\frac{1}{p}} & \text{if } p \neq 0, p \leq 1 \\
\exp \left( \frac{1}{\ell} \sum_{k=1}^\ell \log(\lambda_k) \right) & \text{if } p = 0
\end{cases}
\]  

(1)

In essence, utility functions are functionals of the eigenvalues of \( \Sigma \), \( (\lambda_1, \ldots, \lambda_\ell) \). Four optimality criteria are inferred from the previous equation:

- T-optimality criterion \( (p = 1) \): captures the average variance,

\[
T-opt \triangleq \frac{1}{\ell} \sum_{k=1}^\ell \lambda_k
\]  

(2)

- D-optimality criterion \( (p = 0) \): captures the whole variance hyper-ellipsoid,

\[
D-opt \triangleq \exp \left( \frac{1}{\ell} \sum_{k=1}^\ell \log(\lambda_k) \right)
\]  

(3)

- A-optimality criterion \( (p = -1) \): captures the harmonic mean variance,

\[
A-opt \triangleq \left( \frac{1}{\ell} \sum_{k=1}^\ell \lambda_k^{-1} \right)^{-1}
\]  

(4)

- E-optimality criterion \( (p \rightarrow -\infty) \): captures the minimum eigenvalue,

\[
E-opt \triangleq \min(\lambda_k : k = 1, \ldots, \ell)
\]  

(5)

Note that the maximum eigenvalue may be also captured for \( p \rightarrow \infty \): \( E-opt \triangleq \max(\lambda_k : k = 1, \ldots, \ell) \); and that the same analysis can be done on the Information matrix, \( Y = \Sigma^{-1} \).

B. Graph Theory Fundamentals

Consider the pose-graph obtained from a graph SLAM algorithm to be defined by the strict directed graph \( \mathcal{G} \triangleq (\mathcal{V}, \mathcal{E}) \), where each vertex \( v_i \in \mathcal{V} \) is a robot’s pose and each edge \( e_j \triangleq (v_i, v_k) \in \mathcal{E} \) represents a constraint between two poses. The dimension of the sets of vertices and edges will be denoted as \( |\mathcal{V}| = n \) and \( |\mathcal{E}| = m \), respectively. The simplest element used to characterize these graphs and capture their properties is the adjacency matrix, \( A \in \{0, 1\}^{n \times n} \), a square matrix which columns and rows represent the nodes of the graph and each element \( a_{i,k} \) is equal to 1 if the nodes \( v_i \) and \( v_k \) are connected and 0 otherwise. The degree matrix, \( D \in \mathbb{N}^{n \times n} \), is a diagonal matrix in which each element is given by \( \deg(v_i) \). The incidence matrix, \( I \), shows the connections between vertices and edges. It can be defined as a concatenation of \( m \) \( n \)-column vectors, \( Q = (q_1, q_2, \ldots, q_m) \in \{-1,0,1\}^{n \times m} \). Any element \( [q_j]_i = -[q_j]_k = 1 \) if vertex \( v_i, v_k \) are incident upon edge \( e_j \), and 0 otherwise. Finally, the Laplacian matrix, \( L \in \mathbb{Z}^{n \times n} \), is a complete representation of the graph, and may be read as a particular case of the discrete Laplace operator. It can be expressed as a combination of the previously defined matrices, as \( L \triangleq D - A \), or more interestingly, as \( L \triangleq QQ^T = q_1q_1^T + \cdots + q_mq_m^T \). The latter allows to formulate the Laplacian matrix as the sum of the effects of each edge,

\[
L \triangleq \sum_{j=1}^m E_j
\]  

(6)

where \( E_j = q_jq_j^T \in \{-1,0,1\}^{n \times n} \) represents the connection between a pair of vertices \( (v_i, v_k) \) through the \( j \)-edge. An element of the matrix diagonal is known to be 1 if it is associated to the vertices, i.e. \( [E_j]_{i,i} \) and \( [E_j]_{k,k} \); and 0 otherwise. Off-diagonal elements are 1 if the nodes are related, i.e. \( [E_j]_{i,k} \) and \( [E_j]_{k,i} \); and 0 otherwise.

For a weighted graph \( \mathcal{G} \), in which edges are defined by \( \tilde{e}_j \triangleq (v_i, v_k, w_{i,k}) \), generalization is straightforward for the case \( w_j \equiv w_{i,k} \in \mathbb{R} \). The weighted Laplacian is defined by:

\[
L_w \triangleq \sum_{j=1}^m E_j w_j \equiv \begin{cases} 
-w_{i,k} & \text{if } i \neq k, a_{i,k} = 1 \\
0 & \text{if } i \neq k, a_{i,k} = 0 \\
\sum_{q=1}^n w_{i,q} & \text{if } i = k
\end{cases}
\]  

(7)

Note that (7) yields to (6) when \( w_j \equiv 1 \ \forall j \). Also, \( L_w \) is symmetric, positive semidefinite and singular, since \( L_w^{-1} = 0^T \).

III. A GENERAL RELATIONSHIP BETWEEN INFORMATION AND LAPLACIAN MATRICES

Consider now a SLAM pose-graph in which each edge is weighted by the covariance matrix \( \Sigma_j \in \mathbb{R}^{\ell \times \ell} \) or, equivalently, by \( \phi_j = \Sigma_j^{-1} \). Then, the full graph will have a FIM, \( Y \in \mathbb{R}^{n \times n} \), which will be a block matrix with \( \ell \times \ell \) sub-matrices. This matrix is populated with zero blocks everywhere but where a pair of vertices are connected, and
its dimensions will grow as the trajectory does. It can be expressed iteratively as the sum of the contributions of each edge,

$$\mathbf{Y} = \sum_{j=1}^{m} \mathbf{Y}_j$$  \hspace{1cm} (8)

where $\mathbf{Y}_j$ is the FIM of the full graph associated to the $j$-th edge. Every block element will be zero except for those associated to the vertices related by that edge, which will be $\phi_j$ if they are in the diagonal and $-\phi_j$ otherwise. We will show that, under certain conditions, it is possible to relate (7) and (8).

In the general case of the SLAM problem, the robot’s pose and its uncertainty can be defined with Lie groups using $SE(n)$. Just like in differential representations, the location of the robot w.r.t. a global frame, $\mathbf{T}_{w,i}$, is defined by a large noise-free value which contains the estimated location, and a small (differential) perturbation which fully encodes the estimation error, that is:

$$\mathbf{T}_{w,i} = \mathbf{T}_{w,i} \exp (\mathbf{d}_i)$$  \hspace{1cm} (9)

where $\mathbf{T}_{w,i} \in SE(n)$ is the estimation, and $\mathbf{d}_i \equiv \mathbf{d}_{w,i}$ is a random vector normally distributed and defined by its mean and covariance $\Sigma_j$; expressed in the $i$-th frame. It is usually represented by $(\mathbf{dx}, \mathbf{dy}, \mathbf{db})^T$ and $(\mathbf{dx}, \mathbf{dy}, \mathbf{dz}, \mathbf{d\omega}_x, \mathbf{d\omega}_y, \mathbf{d\omega}_w)^T$ for the 2D and 3D cases, respectively. Also note that the hat operator maps elements from the real vector space to that of the Lie algebra $\mathfrak{s}(n)$, i.e. $:\mathbb{R}^n \rightarrow \mathbf{H} \in \mathbb{R}^{n \times n}$.

Equivalently, the estimation error can be expressed in the global frame, as it might also be done in differential representations [19]:

$$\mathbf{T}_{w,i} = \exp (\mathbf{d}_{w,i}) \mathbf{T}_{w,i}$$  \hspace{1cm} (10)

Both uncertainty perturbation variables are related by the adjoint action, that transforms a vector from the tangent space around one element to that of another:

$$\mathbf{d}_i = Ad_{\mathbf{T}_{w,i}^{-1}} \mathbf{d}_{w,i} \Leftrightarrow \mathbf{d}_{w,i} = Ad_{\mathbf{T}_{w,i}} \mathbf{d}_i$$  \hspace{1cm} (11)

where $Ad_{\mathbf{T}_{w,i}}$ is the adjoint representation of $\mathbf{T}_{w,i}$.

Consider now two noisy poses $\mathbf{T}_{w,i}$ and $\mathbf{T}_{w,k}$. Then, the relative transformation between them will be given by:

$$\mathbf{T}_{ik} = \mathbf{T}_{w,i}^{-1} \mathbf{T}_{w,k} = \mathbf{T}_{w,i}^{-1} \exp (\mathbf{d}_{w,i})^{-1} \exp (\mathbf{d}_{w,k}) \mathbf{T}_{w,k}$$  \hspace{1cm} (12)

Using the following definition of the adjoint operator: $exp (Ad_{\mathbf{T}_{w,i}}^{-1} \mathbf{d}_{w,i}) \triangleq \mathbf{T}_{w,i}^{-1} exp (\mathbf{d}_{w,i}) \mathbf{T}_{w,i}$, and the first-order approximation [20] of the Baker-Campbell-Haussdorf formula for the product of exponential maps, it yields

$$\mathbf{T}_{ik} \approx \exp (-Ad_{\mathbf{T}_{w,i}}^{-1} \mathbf{d}_{w,i} + Ad_{\mathbf{T}_{w,i}}^{-1} \mathbf{d}_{w,k}) \mathbf{T}_{w,i}^{-1} \mathbf{T}_{w,k}$$  \hspace{1cm} (13)

$$= \exp (-\mathbf{\hat{d}}_i + \mathbf{\hat{d}}_k) \mathbf{T}_{w,i}^{-1} \mathbf{T}_{w,k} = \exp (\mathbf{\hat{d}}_{ik}) \mathbf{T}_{ik}$$  \hspace{1cm} (14)

The estimation error of the composed pose, in the common reference frame ($w$) and in the real vector space, will be:

$$\mathbf{d}_{ik}^{\mathfrak{s}} \approx Ad_{\mathbf{T}_{w,i}}^{-1} (-\mathbf{\hat{d}}_i + \mathbf{\hat{d}}_k)$$  \hspace{1cm} (15)

$$= \left( -\mathbb{I}_{\ell \times \ell} \mathbb{I}_{\ell \times \ell} \right) (\mathbf{d}_{w,i} \mathbf{d}_{w,k})^T$$  \hspace{1cm} (16)

with $\mathbb{I}_{\ell \times \ell}$ the identity matrix of size $\ell$.

Generalizing (16) for a full pose-graph instead of just a pair of vertices, the random vector associated to the estimation error between two arbitrary vertices $(i, k)$ which are related through the $j$-th edge can be written as:

$$\mathbf{d}_j \equiv d_{ik}^{\mathfrak{s}} = I_j (d_{w,1} \ldots d_{w,i} \ldots d_{w,k} \ldots d_{w,m})^T = \mathbb{I}_j \delta_w$$  \hspace{1cm} (17)

where $I_j$ is the $1 \times n$ block matrix populated with zero matrices everywhere but in $I_{j,l,k} = -I_{j,k,l} = \mathbb{I}_{\ell \times \ell}$.

As mentioned before, once the graph is built, ML methods aim to find the set of poses that minimize the constraints introduced either by odometry or loop closures, i.e.,

$$\mathbf{x}^* = \arg \min_{\mathbf{x}} \mathbf{F}(\mathbf{x})$$  \hspace{1cm} (18)

For that purpose, the following cost function (negative log-likelihood) is to be minimized, assuming all constraints to be independent from each other,

$$\mathbf{F}(\mathbf{x}) = \sum_{j=1}^{m} \mathbf{F}_j(\mathbf{x}) = \sum_{j=1}^{m} \mathbf{d}_j^T (\mathbf{x}) \Sigma_j^{-1} \mathbf{d}_j(\mathbf{x})$$  \hspace{1cm} (19)

Revisiting (17), the cost function of an arbitrary edge may be expressed as:

$$\mathbf{F}_j \approx \delta_w^T I_j^T \Sigma_j^{-1} I_j \delta_w = \delta_w^T Y_j \delta_w$$  \hspace{1cm} (20)

Finally, the Kronecker product allows to rewrite (8) in terms of the pose-graph’s structure, as:

$$\mathbf{Y} \approx \sum_{j=1}^{m} \mathbf{E}_j \otimes \Sigma_j^{-1}$$  \hspace{1cm} (21)

Two special cases of the above equation are worth studying, in which it is possible to directly relate $\mathbf{Y}$ and the graph Laplacian. The first one deals with the situation in which the covariance matrix is constant through measurements; a common assumption in related literature [14], although rarely represents reality and is consistent only during purely exploratory trajectories. Under this hypothesis, (21) can be particularized as:

$$\mathbf{Y} \approx \sum_{j=1}^{m} \mathbf{E}_j \otimes \Sigma_j^{-1} = \mathbb{L} \otimes \Sigma_j^{-1} \text{ iff } \Sigma_j = \Sigma \forall j$$  \hspace{1cm} (22)

The second case considers the graph’s FIM to have an upper bound for every edge in the trajectory, that is,

$$\mathbf{Y} \approx \sum_{j=1}^{m} \mathbf{E}_j \otimes \Sigma_j^{-1} \preceq \mathbf{Y}_{upper}$$  \hspace{1cm} (23)

Implying that a lower bound in the covariance matrix of the $j$-th edge need to be considered:

$$\Sigma_j^{-1} \succeq \gamma_j \Sigma^{-1} \iff \Sigma_j \succeq \beta_j \Sigma$$  \hspace{1cm} (24)

where $\beta_j$ and $\gamma_j$ are positive constants and $\mathbf{A} \succeq \mathbf{B}$ means $\mathbf{A} - \mathbf{B}$ is positive semidefinite. This guess would make $\beta_j$ to increase during exploratory trajectories and decrease when a loop is closed. Note that an upper bound in the covariance matrix might be useful to know when uncertainty is too big.
to continue exploration (stopping criteria); whilst a lower bound would be appropriate to evaluate the usefulness of loop closures (exploration-exploitation dilemma).

Under this assumption, (21) becomes:

\[ Y \preceq \sum_{j=1}^{m} E_j \otimes (\gamma_j \Sigma_j^{-1}) = L_w \otimes \Sigma^{-1} \iff \Sigma_j^{-1} \preceq \gamma_j \Sigma^{-1} \forall j \]

where \( L_w \) is the Laplacian of the graph in which each edge is weighted with \( w_j = \gamma_j \). Note that (22) yields as a particular case of the previous equation when \( w_j = 1 \) \( \forall j \).

One smart and mathematically-consistent way to establish that bound is via the FIM’s eigenvalues, since any positive semidefinite matrix can be considered to be trivially upper-bound by a diagonal matrix with its largest eigenvalue as diagonal terms. Let \( (\rho_1^j, \ldots, \rho_L^j) \) be the set of eigenvalues of \( \Sigma_j \), ranked in increasing order, and \( (1/\rho_1^j, \ldots, 1/\rho_L^j) \) that of \( \Phi_j \). Then, the bound in (24) can be expressed as:

\[ \Sigma_j^{-1} \preceq \frac{1}{\rho_1^j} I_{\ell \times \ell} \iff \Sigma_j \succeq \rho_1^j I_{\ell \times \ell} \] (27)

A. On the Spectra

Consider now \( (\bar{\rho}_1, \ldots, \bar{\rho}_\ell) \) to be the set of eigenvalues of \( \Sigma^{-1} \), and \( (0 = \sim 1, \sim 2, \ldots, \sim \ell) \) that of \( L_w \), again ranked in increasing order. According to the spectral properties of the Kronecker product:

\[ \text{eig} \left( L_{(w)} \otimes \Sigma^{-1} \right) = \left( \sim 1, \ldots, \sim \ell \right) \]

Therefore, and while uncertainty keeps constant through measurements, it can be stated that any utility function applied to \( Y \) can be found by applying it separately to the reduced Laplacian (after removing its zero eigenvalue) and to the edge’s Information matrix:

\[ : \| Y \|_p \propto \| L \|_p \iff \Sigma_j = \Sigma \] (29)

It can be proven as follows for \( p \neq 0, p \leq 1, \)

\[ \| Y \|_p \simeq \left( \frac{1}{n \ell} \sum_{k=2}^{n} \sum_{b=1}^{\ell} (\mu_k \bar{\rho}_b)^p \right)^{\frac{1}{p}} = \| L \|_p \| \Sigma^{-1} \|_p \] (30)

and for \( p = 0, \)

\[ \| Y \|_0 \simeq \exp \left( \frac{1}{n \ell} \sum_{k=2}^{n} \sum_{b=1}^{\ell} \log (\mu_k \bar{\rho}_b) \right) = \| L \|_p \| \Sigma^{-1} \|_p^{\frac{n-1}{p}} \] (31)

Similarly, the following inequality is satisfied for the case all measurements are bounded as in (26):

\[ : \| Y \|_p \leq \| L_w \|_p \text{ with } w_j = \gamma_j \iff \Sigma_j^{-1} \preceq \gamma_j \Sigma^{-1} \forall j \] (32)

Equations (29) and (32) allow to shift the traditional approach of computing optimality criteria on \( Y \), to a new strategy where they are computed on \( L_{(w)} \). At this point, and since these utility functions are functionals of the eigenvalues of \( L_{(w)} \), the Spectral Graph Theory can be leveraged. The simplest metric broadly studied in the literature is the sum of its eigenvalues, that has some well-known bounds [21]. For the particular case of the sum of all non-zero eigenvalues, it is exactly:

\[ S_2(G) \triangleq \sum_{k=2}^{n} \mu_k = \text{trace}(L) = 2m \] (33)

Despite the interest here is in the eigenvalues of \( L_w \), and not in those of \( L \), their traces can be easily proven to be \( \bar{\omega} \)-proportional.

A second important index is the (weighted) number of spanning trees, which provides a measure for the global reliability of the graph. According to Kirchhoff’s (weighted) Matrix-Tree Theorem, it is given by the determinant of the reduced Laplacian, equal to any cofactor of \( L_{(w)} \):

\[ \bar{t} (G) \triangleq \text{cof}(L_{(w)}) = \frac{1}{n} \prod_{k=2}^{n} \mu_k \] (34)

The second smallest eigenvalue of the (weighted) Laplacian is also an important index of a graph, since its value reflects if the graph is disconnected [22]. It is known as the (weighted) algebraic connectivity or Fiedler value, and is greater than zero only for connected graphs:

\[ \bar{\alpha} (G) \triangleq \min \{ \mu_k : k = 2, \ldots, n \} = \mu_2 \] (35)

Lastly, the Kirchhoff index measures the resistance between each pair of vertices assuming edges as unit resistors, and is defined by: \( Kf(G) \triangleq n \sum_{k=2}^{n} \mu_k^{-1} \).

Therefore, for the most general case in which covariance is bounded, uncertainty’s optimality criteria can be expressed in terms of the graph’s structure as:

\[ T_{-\text{opt}}(Y) = A_{-\text{opt}}(\Sigma)^{-1} \leq T_{-\text{opt}}(L_w) = \frac{2m}{n} \bar{\omega} \] (36)

\[ D_{-\text{opt}}(Y) = D_{-\text{opt}}(\Sigma)^{-1} \leq D_{-\text{opt}}(L_w) = \left( \frac{n}{\bar{t} (G)} \right)^{\frac{1}{2}} \] (37)

\[ A_{-\text{opt}}(Y) = T_{-\text{opt}}(\Sigma)^{-1} \leq A_{-\text{opt}}(L_w) = (*) \] (38)

\[ E_{-\text{opt}}(Y) = \bar{E}_{-\text{opt}}(\Sigma)^{-1} \leq E_{-\text{opt}}(L_w) = \bar{\alpha} (G) \] (39)

Note that (38), dependent of the weighted Kirchhoff index, is not complete. Although it indeed is known to have some bounds [23], their computation cost makes its use worthless and thus it has been omitted. For the particular case in which \( \Sigma_j = \Sigma \forall j, (*) = n^2/Kf(G) \). Also note that results are consistent with those reported by [14] for the particular case they studied where \( \ell = \{2,3\} \), covariance is constant through measurements and \( D_{-\text{opt}} \) is defined in a traditional way [24].

IV. Offline Experimental Results

In this section, several experiments are shown in order to prove the relationships proposed hereinafter. Datasets from [25] and [26] have been used for 2D and 3D experiments, respectively.
A. Constant Uncertainty along Edges

A first experiment has been carried out to prove the relationship between $\|Y\|_p$ and $\|L\|_p$, when uncertainty keeps constant along the trajectory. Suppose the std. deviation of the linear movement to be $\sigma_{x,y} = 0.3$ m, and $\sigma_\theta = 0.063$ rad that of the orientation. Then, the Information matrix of any edge will be $\hat{\phi} = \text{diag}(11.11, 11.11, 250)$.

To compare both methods to compute optimality criteria, the previous FIM has been assigned to every odometry edge in FRH dataset. However, instead of the whole dataset, a reduced exploratory trajectory has been used, which contains the first 400 nodes. Fig. 2 shows the complete and reduced trajectories of this sequence, consisting of 1316 nodes and 1485 constraints.

Figure 3a shows $T^*$- and $E$-opt criteria computed by both approaches. Blue curves correspond to applying optimality criteria to $Y$, while red ones do to applying them to the Laplacian and $\hat{\phi}$ matrices. Note that all curves overlap, proving that equalities in (29)-(31) hold. It is also worth noticing that, under this assumption, it is not possible to capture the behavior during loop closures.

B. Variable Uncertainty along Edges

Consider now the second and more realistic case in which $\phi_j$ is not constant anymore. For that purpose, a weighted graph has to be built, where the weight of the $j$-th edge will be $w_j = \|\phi_j\|_\infty \equiv \hat{E}$-opt($\phi_j$), as expressed in (27). In this case, the whole trajectory contained in the FRH dataset has been studied, inasmuch as it is tractable despite being computationally intensive.

Figure 3b shows the resulting $T^*$- and $E$-opt criteria computed by both approaches. Blue curves act as upper limit of the red ones, due to the chosen weights. That bound indeed encompasses all frontiers, acting on the local and global maps, and a third one based on the Canny edge detection algorithm. All frontiers are approximately equal. And since $\hat{E}$-opt($Y$) and $\hat{E}$-opt($L_w$) may be rewritten as follows so as to approximate optimality criteria more accurately: $\phi_j \sim \|\phi_j\|_p \ L_{\ell \times \ell}$. In this case, the following relationship will hold,

$$\|Y\|_p \sim \|L_w\|_p \text{ with } w_j = \|\phi_j\|_p$$  \hspace{1cm} (40)

Figure 3c shows the results using the new weights. It is easy to notice how curves are now much closer to each other. Interestingly, they overlap in the exploratory trajectory that occurs during the first 420 steps since the same FIM was associated to those edges in the dataset (constant uncertainty case). Small deviations observed in $E$-opt are attributed to numerical issues with minimum eigenvalue computations.

Finally, an experiment has been performed in the 3D Garage dataset, to prove that the proposed relationships hold and are independent of $\ell$. This dataset contains 1661 nodes and 6275 constraints, and its trajectory is depicted in Fig. 4a. Due to the computational complexity, only the first 1000 nodes (over 2600 edges) have been used in this experiment (red trajectory in that figure). Results of the computation of $T^*$, $D^*$- and $E$-opt by both approaches appear in Fig. 4b.

$\|L_w\|_p$ and $\|Y\|_p$ are approximately equal during most part of the processed trajectory, and when they differ, $\|L_w\|_p$ is maintained as an upper bound; an interesting behavior which reinforces its use during Active SLAM. Figure 4c shows the evolution of the time consumed to compute utility functions as the pose-graph grows. Computations over $Y$ led to significantly higher time, taking up to 4 minutes per step to analyze the full FIM at the end of the sequence’s patch. Note that red curves are scaled by four. Studying the computational complexity of both methods, it is easy to notice that computing optimality criteria on $L_w$ is $O(n^3) + O(\ell^3)$ while applying them to $Y$ is $O(\ell^3 n^3)$, omitting lower order terms and being $O(\cdot)$ a lower bound.

V. Online D-optimal Active SLAM

Previous sections have proved, both theoretically and experimentally, that analyzing the underlying weighted pose-graph is equivalent to the traditional analysis of $\|Y\|_p$ in order to perform Active SLAM; with the difference of significantly lower computing time. In this section, we go a step further in this direction, performing D-optimal Active SLAM based on the analysis of the underlying pose-graph; in a complex simulation environment within a Gazebo-ROS framework (Fig. 1).

The proposed approach contains two main modules. The first one deals with the estimation of the robot’s pose and the construction of a map of the environment from laser measurements, using a slightly modified version of Open Karto [27] as SLAM front-end (graph construction) and g2o [28] as back-end (graph optimization). Active SLAM module, which stems from [29], handles (i) the identification of possible locations to explore, (ii) the computation of $D$-opt associated to the actions that would take the robot to each of those locations, and (iii) the selection and execution of the optimal set of actions. Each of these steps are carried out in different submodules, see Fig. 1.

A. Frontier Detection

First of all, candidate locations are recognized using two frontiers detectors based on Rapidly-exploring Random Trees (RRT), acting on the local and global maps, and a third one based on the Canny edge detection algorithm. All frontiers
are fused and filtered, similarly as done in [29], but in a more efficient and restrictive fashion.

B. Decision Making and Action Execution

In order to select the most informative frontier, the following sequence is repeated for each candidate location.

Firstly, the path to reach it is computed using Dijkstra’s algorithm (global planner). Then, a new weighted pose-graph associated to that hallucinated path is built, adding to the last known pose-graph from the SLAM algorithm nodes distributed along the trajectory (the longer the path the greater the number of nodes) and one final node at the frontier’s location. These hallucinated nodes will be connected sequentially through odometry constraints.

To our understanding, the expected FIM associated to each hallucinated edge, has to account for three factors: (i) the uncertainty increase due to the robot’s movement, (ii) the information gained when exploring unknown areas and (iii) the uncertainty reduction due to potential loop closures. The following heuristic rules, akin to those used in [13], allow to predict the uncertainty along the hallucinated pose-graphs. Firstly, the last known FIM is sequentially reduced as the pose-graph grows. Secondly, the percentages of unknown and occupied areas in the neighborhood of each hallucinated node is computed. Greater percentages will encode, respectively, larger new areas to be potentially explored and a higher chance of recognizing a previously-seen textured area. Thus, the FIM is scaled again with values that encode those percentages. Then, the weights of the hallucinated pose-graph are defined as
\[
w_j = \|\phi_j\|_\infty \quad \text{and} \quad w_j = \|\phi_j\|_p,
\]
respectively.

Lastly, \(D-opt(L_w)\) is computed for every candidate’s pose-graph, according to (37). The next goal destination will be the candidate with the greatest utility. ROS package move_base deals with the planning of the path towards that frontier (global) and its execution (local planner).

C. Simulation Results

A wheeled robot equipped with a laser sensor with 180° field of view and 6 meters range has been deployed into a Gazebo’s office environment, similar to Willow Garage, which encloses an area of about 56m × 45m.

Figure 5 contains the generated maps and pose-graphs after 30 minutes of autonomous exploration, plotted on top of the complete map of the environment for the ease of comparison. Four different agents have been used to benchmark our approach (IV), which share SLAM, frontier detection and navigation modules. The baseline agent (I) selects the closest frontier. Decision making of the second agent (II) corresponds to [29], while the third one (III) is based on the computation of Shannon-Rényi entropy [13].
Table I contains a quantitative comparison between agents that support qualitative results of Fig. 5; in terms of the size of the map and the percentage of environment explored (C), the maximum RMSE found in the map (ε), and some metrics of the underlying graph, namely its average degree (d) and its normalized tree connectivity, $\tau(G)$ [15].

The baseline (I) generated a large map and explored one third of the whole environment, since it selected one path and just explored it forward. Nevertheless, the lack of exploitation made the uncertainty to grow constantly, and resulted in wrong estimates, drift and a weakly connected graph. In fact, results show that vertices are connected with 2 to 3 other vertices (corresponding to purely odometry constraints). (II), the simplest agent in which actions are picked after reasoning, performed notably better. It built a more consistent map with less than half the previous $\epsilon$, although the explored area decreased due to the time spent in decision making and revisiting previously seen areas. Most nodes are clustered in the center of the map since its exploration strategy is based on going to a distant frontier and quickly returning. (III) built the most precise and consistent map, with an error about 6 times lower than (II). However, that was achieved at the cost of exploring a very reduced area due to the time required to compute Shannon’s map entropy, optimality criteria of the action pose-graph and, finally, Rényi’s entropy. This agent created a strongly connected pose-graph, although results need to be carefully taken into consideration due to its reduced trajectory. The proposed agent (IV) built jointly a large consistent map and a strongly connected graph. An exploration-exploitation strategy is clearly seen, similar to that of (III), but resulting in an explored area twice in size due to the relaxation of the computational load that graph evaluation allowed. Interestingly, despite the map’s size is similar to the one of (II), coverage increase is above 20% and map’s error reduction is near 4 times. Moreover, it increased the graph’s average degree and outperformed any other agent in terms of $\tau(G)$ (the optimization target). Note that this is a normalized metric, and thus little increments on it may correspond to a high number of spanning trees depending on $n$. Our agent reached a balance between building a precise map and a strongly connected graph, and exploring a wider area; combining therefore the benefits from previous agents.

**VI. Conclusions**

In this paper, we have defined the relationship between optimality criteria of the FIM and those of the Laplacian of the underlying weighted pose-graph; for the general case of Active graph SLAM formulated over Lie groups in which uncertainty evolves as the trajectory does. Therefore, the selection of optimal actions to explore an unknown environment may be achieved by exploiting the graphical facet of the problem instead of using the estimation one. We have validated the proposed relationships in 2 and 3D datasets, showing that using the Laplacian spectrum leads to equivalent behaviors and notably relaxes the computational load, even when uncertainty is not constant along the trajectory. In addition, we have presented a novel Active SLAM approach that leverages this theoretical analysis to pick D-optimal actions, leading to equivalent behaviors to other state-of-the-art methods based on expensive FIM computations in a remarkably lower time. Hence, when considering finite time exploration horizons, our agent achieves superior results.

As future work, we aim to carry out more thorough experiments and study the use of visual graph SLAM. We are also interested in using these metrics for path planning in the belief space.
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