Exploring Credibility Scoring Metrics of Perception Systems for Autonomous Driving
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Abstract—Autonomous and semi-autonomous vehicles’ perception algorithms can encounter situations with erroneous object detection, such as misclassification of objects on the road, which can lead to safety violations and potentially fatal consequences. While there has been substantial work in the robustness of object detection algorithms and online metric learning, there is little research on benchmarking scoring metrics to determine any possible indicators of potential misclassification. An emphasis is put on exploring the potential of taking these scoring metrics online in order to allow the AV to make perception-based decisions given real-time constraints. In this work, we explore which, if any, metrics act as online indicators of when perception algorithms and object detectors are failing. Our work provides insight on better design principles and characteristics of online metrics to accurately evaluate the credibility of object detectors. Our approach employs non-adversarial and realistic perturbations to images, on which we evaluate various quantitative metrics. We found that offline metrics can be designed to account for real-world corruptions such as poor weather conditions and that the analysis of such metrics can provide a segue into designing online metrics. This is a clear next step as it can allow for error-free autonomous vehicle perception and safer time-critical and safety-critical decision-making.

Index Terms—credibility, object detection, autonomous driving, perception, online, misclassification, YOLO.

I. INTRODUCTION

The safe operation of autonomous and semi-autonomous vehicles (AVs) requires accurate predictions from the perception module built into the AV. Modern perception modules rely on object detection models to accurately gather information about the surrounding objects and the road. However, there have been several incidents in which erroneous predictions from these object detection models have led to fatal accidents (Wakabayashi, 2018).

Modern object detectors such as YOLO and Fast R-CNN rely heavily upon two main tasks: object localization, the process of locating or identifying the presence of an object in an image, and image classification, predicting the type of object and assigning it a label. As such, the YOLO object detector model outputs a label (specifying the object’s classification), a bounding box (specifying the object’s location), and a confidence score (specifying the model’s confidence in the classification and bounding box). Thus, an error in the object detector can arise in one of two possible ways: (i) incorrectly classifying an object and (ii) incorrectly sizing the bounding box. These propagate into the motion planning modules of an AV, and can result in unsafe behaviors form the AV.

An example of error (i), misclassification of an object, can be seen in Figure 1, in which the pedestrian walking on the side of the road is classified as a cyclist with a very low confidence score of 0.1185. Though the confidence of the model is extremely low, it still chooses to classify this image, which it does so incorrectly. A simple misclassification like this can result in dangerous AV decision making.

On the other hand, an example of error (ii), suboptimal characterization of a bounding box, can be seen in Figure 2, in which the unnecessarily large bounding box of the closest car, hinders the YOLO model’s classification of the adjacent motorcycle. Similar to the effects of misclassification in Figure 1, the suboptimal bounding box and its resulting impact on the classification of another object on the road can pose errors in AV decision making as some of the critical on-road objects are now being overlooked.

These are just two of the many examples that motivate the safer operation of AVs through the lens of error-free object detectors and perception algorithms. Improving these perception systems requires identifying (or creating) intrinsic properties or metrics of an image that suggests whether such a misclassification is probable. Furthermore, these metrics must work online when an AV is driving on the road, meaning they cannot be reliant at run-time on pre-labelled data but instead must be computed from intrinsic properties of the image. This can be used to alert the driver to a potential failure of the autonomous system and take control if needed.

We choose to to further study the credibility of these object detectors rather than the robustness. In the context of reliable autonomous driving, we choose to dive deeper into credibility rather than robustness because credibility is used to determine the reliability of the AV’s judgement, which, if low, can be used to transfer driving control from the AV to the human. Clearly defined, credibility and robustness differ in that credibility measures the effectiveness of object detectors on non-adversarial perturbations, whereas robustness primarily deals with adversarial perturbations.

In this paper, we discuss various metrics that act as indicators of when perception algorithms might fail to correctly classify on-road objects. While these metrics are not directly capable of being deployed online, they still provide
a valuable foundation from which online metrics can be designed that incorporate prior knowledge about a classifier’s offline robustness. We hope to use these empirical results to better understand when the self-driving component can be disengaged and control can be shifted back to the driver to make proper decisions.

In the rest of this paper, we discuss some related/prior works that outline metrics for analyzing robustness, we then discuss our core approach and experimental setup, and conclude with qualitative and quantitative core results/takeaways.

II. RELATED WORK

Hendrycks et al., [2] focused on benchmarking image classifier robustness. It explored the use of both adversarial perturbations along with visual corruptions on the ImageNet dataset in order to score classifiers on their ability to correctly identify classes within these augmented images. The paper focused on common visual corruptions and also showed how classifiers can be trained to become more robust to such artifacts. In doing so the authors established several unique metrics (mean Corruption Error and Flip Probability), some of which we used as inspiration for our own custom metrics. We further extended their work on classifier robustness to scoring object detector robustness.

Further, Xue et al., 2021 [3] proposes adversarial attacks on object detectors based on natural perturbations. The authors introduce the concept of Real-World Perturbation Score (RPS) which quantifies the similarity of adversarial attacks to real noises in the physical world. While their work focuses on adversarial attack methods to understand robustness of various object detectors (YOLO, Fast R-CNN, and SSD), we extend their work on real-world adversarial perturbations by focusing on understanding the intrinsic properties of an image, measured with non-adversarial metrics, that may suggest misclassification. We maintain their ideas of RPS by using real-world perturbations, including Gaussian Noise/Blur and visual corruptions (fog, sunflare, and snow).

On the other hand, Zhao et al. [4] distinguish the types of adversarial attacks into Hiding Attacks, which make the object detector fail to recognize the object, and Appearing Attacks, which make the object detector mis-recognize the object. Our previous discussion of the two possibilities of error in object detection, either in object localization or image classification, reflects a parallel structure to the study mentioned in Zhao et al. Consequently, the paper suggests Enhanced Realistic Constraints Generation (ERGs), which aim to use context from images such as the background to build an adversarial attack. Though this concept is suggested, the study mainly injects a variety of random patterns and shapes into images, which are unlikely to occur in the physical world. We expand on their study by constructing our perturbations to be non-adversarial, all the while using the paper’s suggestions on ERGs to make our corruptions to the images more natural and realistic.

Other work by Durall et al. [5] looks at images converted to the frequency domain, specifically GAN generated deepfakes, in order to determine their credibility. The idea here is to achieve a metric for credibility that does not depend on labels associated with the data but rather on image intrinsics itself. Our study extends this thesis of image intrinsics being used as a credibility measure to object detectors, in the hopes that the corruption metrics we analyze can contribute to the development on label-independent online methods for scoring these models.

III. APPROACH

Problem Statement: Offline metrics for scoring the reliability of perception systems do not take into account the distribution shift that occurs at test time. This can lead to poor predictions that pose a serious threat to driver safety in semi-autonomous vehicles.

Proposed Approach: Corrupt images with realistic artifacts found during on-road deployment, calculate series of metrics, and analyze if any of the calculated metrics serve as indicators of possible online misclassification. Use these metrics as a base to then design intelligent online scoring metrics.

Our first step in studying the credibility of these object detector models was to create a main method to adjust the original image and determine any intrinsic properties that change within the images that may imply misclassification. We chose to abstain from using adversarial perturbations which while known to confuse deep neural networks (Goodfellow et al., 2014) [6], are not good indicators of whether or not a network is learning robust latent space representations of the input classes.

In our proposed approach, we used several types of non-adversarial corruptions. Image classifiers are known to achieve subhuman accuracy when images are perturbed with Gaussian artifacts (Dodge et al., 2017) [7]. To test this, one set of experiments were hence with normally distributed artifacts
in the form of Gaussian noise and Gaussian blur, both of which add some probability-based input to marginally corrupt the image.

The second tactic we used was corruptions that would reflect realistic road conditions that an AV might encounter, such as extreme glare from surrounding vehicles or bad weather like fog and rain.

One advantage of this approach is that it could be used in an online method to make any relevant perception-based decisions given real time constraints. Furthermore, this approach uses perturbations that can be observed in the real world, thus maintaining a high real-world perturbation score and ecological validity (Xue et al., 2021).

One important factor that’s important to highlight in our methodology is that we purposely chose not to train our detector on corrupted images. The intuition behind this decision is as follows. Consider the case of an arbitrary detector whose training data we have no prior knowledge about. Such a detector, regardless of its level of robustness, would be expected to perform poorly on corrupt samples relative to more natural data. The issue with using a detector trained on a corrupt dataset is that it becomes difficult to benchmark performance across a variety of detectors. Our choice of metrics have been designed to be benchmarked using a clean detector so that it can serve as a baseline for more robust detectors that share the same backbone but are trained on corrupt data samples.

IV. RESULTS AND FINDINGS

For our project setup, we used a YOLOv3 object detector (Redmon et al., 2018) [8] for all the trials carried out in this paper. We used two versions of the detector: one trained on the Berkeley Deep Drive Dataset (Yu et al., 2020) [9] and the other trained on the KITTI Vision Benchmark Suite (Geiger et al., 2012)[10]. We used a combination of noising and blurring perturbations to effectively model real-world scenarios, such as fog, light glare, and snow.

A. Average Label Confidence

Key Results: Average label confidences of the YOLOv3 model without any perturbations were 0.953, whereas with both Gaussian Noise and Gaussian Blur perturbations the average label confidence dropped nearly 10% to .858. Blurring perturbations had a significantly larger impact than noising perturbations, which shows that realistic blurry conditions, such as fog, can decrease the model’s confidence levels enough to cause errors in perception.

When object detector models, such as YOLO, make predictions of objects on the road, they supply 3 main components: a label which corresponds the category of the detected object, a bounding box with proper coordinates, and a confidence metric. This confidence metric, as seen in its name, gives an estimate for the confidence of the prediction, which is based on a cross-entropy loss function.

We leveraged this confidence measure to gauge how the object detector model behaves when supplied with corrupted/partially perturbed images, rather than the normal images it was trained on. The below Table I shows the results from our average confidence studies.

|                  | No Gaussian Blur | Gaussian Blur |
|------------------|------------------|---------------|
| Gaussian Noise   | 0.922            | 0.887         |
| No Gaussian Noise| 0.953            | 0.887         |

Table I: Confidence Scores Based on Various Perturbations

As can be seen in the table, the confidence of the model’s predictions decreases by nearly 10% with both Gaussian noise and Gaussian blur perturbations. This drop in confidence is a crucial metric which can imply when a model’s predictions are credible, as it can be used in an online scenario by comparing it to a threshold. Comparing the confidence in our model’s predictions to a higher threshold can allow the AV’s perception module to make more accurate predictions, thus decreasing the misclassification error (See subsection C).

In fact, a direct result of the drop in confidence can expand the size of a bounding box around some object, which may lead to not detecting other objects in close vicinity. For example, Figure 2 shows how the drop in confidence of one object leads to a much larger bounding box than needed, thus not identifying the motorcycle behind it.

B. Mean Corruption mAP

The correctness of predictions made by image classifiers is often heavily dependent on the quality of input images passed in. Real-world input data streams that are passed into the perception modules of self-driving vehicles are not guaranteed to be drawn from the same distribution as the training data. Online streams are much more prone to visual corruptions such as fog, excessive brightness, and blur.

We benchmark the robustness of our YOLO detector using a metric inspired by Mean Corruption Error (mCE) introduced by Hendrycks et al. mCE acts as an aggregate performance measure by comparing how a classifier’s error rate changes across different visual corruptions of varying severities. Our approach works on an almost identical principle to mCE but instead we computed the Mean Corruption mAP (MCmAP) since our focus is on a detection and classification task, requiring a different base metric of accuracy.

We first defined our classifier $f$ as a YOLOv3 model trained on the KITTI 2D Object Detection dataset. The classifier was trained on 7481 images with 7 possible classes. We further define a set of corruptions $C$ containing the following real-world visual artifacts: $C = \{\text{snow, sun flares, fog}\}$. We also define three levels of intensity for each: $I = \{\text{low, medium, high}\}$. We then compute the following score for each corruption $c \in C$:

$$C M A P_c = \frac{1}{\sum_{i=low}^{high} m A P_{i,c}}$$

The computation is explained as follows: we first computed the mean average precision over all 7 classes for a given
corruption \( c \) and a given intensity \( i \). We then summed over all possible intensities to arrive at the corruption mAP or CmAP for the given corruption.

Finally we compute the MCmAP by averaging the CmAP values over all three corruption classes:

\[
MCmAP = \frac{\sum_c CmAP_c}{3} \tag{2}
\]

The process of computing this metric allowed us to gauge several interesting characteristics of our classifier.

1) Class Robustness: We were able to see how the average precision (AP) on certain classes was more robust to visual corruptions than others. This was useful in helping analyze whether certain classes should warrant lower confidence scores given their predisposition to be incorrectly classified under certain weather conditions. The tables below showcase the AP for each of the 7 classes for each of the 3 corruptions (along with their intensities):

| Difference    | Low       | Medium   | High      |
|--------------|-----------|----------|-----------|
| Pedestrian   | 0.856     | 0.631    | 0.406     |
| Cyclist      | 0.809     | 0.449    | 0.140     |
| Car          | 0.975     | 0.792    | 0.347     |
| Van          | 0.685     | 0.385    | 0.212     |
| Miscellaneous| 0.640     | 0.125    | 0.013     |
| Truck        | 0.780     | 0.217    | 0.048     |
| Person Sitting| 0.882     | 0.283    | 0.085     |
| Tram         | 0.717     | 0.244    | 0.070     |

TABLE II
AVERAGE PRECISION WITH FOG APPLIED

| Difference    | Low       | Medium   | High      |
|--------------|-----------|----------|-----------|
| Pedestrian   | 0.640     | 0.125    | 0.013     |
| Cyclist      | 0.780     | 0.217    | 0.048     |
| Car          | 0.975     | 0.792    | 0.347     |
| Van          | 0.685     | 0.385    | 0.212     |
| Miscellaneous| 0.640     | 0.125    | 0.013     |
| Truck        | 0.780     | 0.217    | 0.048     |
| Person Sitting| 0.882     | 0.283    | 0.085     |
| Tram         | 0.717     | 0.244    | 0.070     |

TABLE III
AVERAGE PRECISION WITH SUNFLARES APPLIED

In each of the tables, the difference column indicates the change in average precision for that particular class as the intensity of the corruption was adjusted from low to high. The differences highlighted in bold are the top three largest changes for each corruption.

For each of the corruptions, the class Person Sitting was consistently in the top 3 classes most affected by artifacts. However we didn’t find this to be a surprising result since the prior probability of this class occurring in the distribution of images selected for inference was marginally lower than the other classes (the only instances are generally people in bus stands).

Key Results: The sunflare corruption was applied to mimic the glares that have caused many perception modules to malfunction. Alarmingly, it was the Car class that showcased the largest change in AP as the intensity of the glare was modulated to high: a drop of close to 0.57. Note that the use of AP here provides a deeper insight than just classification accuracy: not only is this indicative of poor classification but also that the predicted bounding boxes are significantly worse at localizing cars under weather conditions where glare is a problem. This implies that the confidence underlying these predictions must be discounted under certain external conditions and further work must be done to determine the precise mechanism for doing so.

2) mAP Across Corruptions: We also analyzed how the mAP shifted across different corruption intensities. The results can be found in the table below:

| Difference    | Low       | Medium   | High      |
|--------------|-----------|----------|-----------|
| Fog          | 0.793     | 0.391    | 0.165     |
| Sunflare     | 0.712     | 0.524    | 0.291     |
| Snow         | 0.890     | 0.890    | 0.595     |

TABLE V
MAP ACROSS DIFFERENT CORRUPTIONS

Key Results: The addition of fog caused the most significant drop in mAP while the addition of snow did not seem to have
as adverse of an effect. We attributed this to the mechanism with which both artifacts were applied: the snow augmentation imputed randomly selected pixels with (255, 255, 255) RGB values, effectively whitening them out. Adding fog applied a blur to all pixels evenly (determined by a pre-selected blurring coefficient). This likely lead to edges and areas of high contrast being altered, thus adversely impacting the ability of a detector (particularly a one-stage mechanism such as YOLO).

3) **Mean Corruption Mean Average Precision (MCmAP):** We finally computed an aggregate performance score for our classifier using the following individual CmAP scores:

| cMap Scores | Fog     | Sunflare | Snow    |
|-------------|---------|----------|---------|
|             | 1.349   | 1.528    | 2.373   |

TABLE VI

CMap Scores Across Different Corruptions

**Key Results:** Using these and our formula from the start of this subsection, we have our final MCmAP score for this classifier: **1.75.**

It is expected that as a classifier becomes more robust to corruptions, its MCmAP score will increase in value. While this remains an offline metric, knowledge of an MCmAP score along with its various subscores for each corruption, intensity, and class, can provide valuable insight into shaping online metrics that account for real-time weather conditions.

**C. Average Misclassification Error**

**Key Results:** Misclassification error is a crucial metric, as it is a direct measurement of how poorly the image classification component of the YOLOv3 model works. Without any perturbations, the model has a misclassification error of **0.141**, which means it misclassifies objects in an image nearly **14%** of times. Moreover, evaluating our model on perturbed images nearly doubles the misclassification error, approximately **0.27**.

Thus, any online metric that aims to serve as an indicator of erroneous object detection, must take into consideration the intrinsic properties that cause this misclassification in the first place.

One of the main characteristics we wanted to investigate was misclassification error, or how often does the YOLO object detection model classify some object incorrectly.

$$\text{Misclassification Error} = \frac{FP + FN}{TP + TN + FP + FN} \quad (3)$$

Here FP and FN represent False Positives and False Negatives, respectively, where their sum represents the number of incorrectly predicted outcomes. The denominator of Equation (3) is the sum of TP (True Positives), TN (True Negatives), FP (False Positives), and FN (False Negatives), which represents the total number of predictions.

Running this metric on our model, we discovered the average misclassification error to be **0.141** without any perturbations, which translates to the YOLO model incorrectly predicting a class nearly **14%** of times. This is a significantly higher number than expected, as an industry-leading object detector such as YOLO would hope to be more precise. In fact, this 0.141 misclassification error also implies the precision of the YOLO model is approximately **86%**, meaning there is substantial improvement needed in order to deploy these models safely.

With added perturbations, the misclassification error, as expected, nearly doubled. The detailed results of this can be seen in the table below.

|             | No Gaussian Blur | Gaussian Blur |
|-------------|------------------|---------------|
| No Gaussian Noise | 0.141            | 0.265         |
| Gaussian Noise    | 0.252            | 0.269         |

TABLE VII

Misclassification Error Based on Gaussian Noise and Blur

**D. Flip Probability**

**Key Results:** Calculating Flip Probability, a measurement of how likely a model is to change its prediction based on some perturbations, gave us deeper insights on how credible the predictions of our YOLOv3 were. Inputting the non-perturbed images gave a flip probability of 0, meaning the model was deterministic and would be consistent with its predictions. However, once we layered on some noise and blur through gaussian perturbations, the flip probability expanded to **0.1842**, meaning nearly **18%** of the time our model would flip/alter class labels. Again, much like confidence levels, flip probability was influenced more by blurring effects, rather than noise.

The next metric we explored to determine the credibility of the YOLO Object Detector was Flip Probability (Hendrycks et al.). Grounded heavily in misclassification error, the Flip Probability of a network measures the probability that a network’s output is flipped or changed based on a series of perturbations.

We went about calculating Flip Probability in 2 phases. First, we created a sequence of **m** perturbed versions of **n** images based on two main perturbations: gaussian noise and gaussian blur. These perturbations were performed at various degrees, ranging from 0 to 5, to adjust the weight of the perturbations on each image. Then, we performed a misclassification error calculation, which was averaged at the end in order to give a Flip Probability score for the entire YOLO model. The following equation (4) outlines the formula used to calculate Flip Probability, where each **x_j^i** represents the **j**th perturbed copy of the **i**th image.

$$\text{Flip Probability} = \frac{1}{m(n-1)} \sum_{i=1}^{m} \sum_{j=2}^{n} \mathbb{1}(f(x_j^i) \neq f(x_j^{i-1})) \quad (4)$$

Running this Flip Probability test, the Flip Probabilities of the YOLOv3 model are shown in Table VIII, which implies that slight perturbations in the images passed into an object detector model can cause significant misclassifications in the predictions (Fig 3).
V. CONCLUSION

The metrics discussed above extend earlier work on benchmarking the robustness of image classifiers to object detectors. This is a crucial extension since AV safety is a dual task of classifying objects correctly along with localizing them with a high degree of precision. This task is made harder when we consider how easy it is for the input data stream to an AVs perception module to be corrupted in a way that shifts its distribution too far from the training data to a point where the module’s predictions are too volatile to be considered safe.

Benchmarking on YOLO allowed us to see how a state-of-the-art one-stage object detector might perform in an online setting. On clean data our detector achieved a Top-1 Accuracy of 86% indicating strong offline reliability. To simulate online performance on unseen data, we chose to create corruptions in the dataset that mimic real-world noise. This was done through both Gaussian perturbations along with simulated weather conditions. We observed that certain classes that have a lower prior distribution in the training data tend to suffer the most from augmenting with any such visual corruption. We also noticed that glare remains a large problem specifically on cars that causes a large drop in mAP. While these metrics are not designed to be run online, they do give us insight into how to better design online metrics that can leverage this base. For instance, knowing which classes have lower prior probabilities of occurring in our training data can allow us to enforce a lower online entropy constraint on the softmax predictions for images containing said classes. Furthermore we could also account for real-time weather conditions such as during times of fog or snow. Poor weather conditions could automatically enforce harsher online constraints on the minimum confidence threshold we require on a prediction to allow the AV to retain control of the driving task.

Developing this base into completely online metrics remains a task for future exploration, but one that is motivated by the knowledge that developing a fuller understanding of these metrics is crucial in making the future of AVs a safe and feasible reality.
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