Feasibility of interference alignment for the MIMO interference channel: the symmetric square case
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Abstract—Determining the feasibility conditions for vector space interference alignment in the $K$-user MIMO interference channel with constant channel coefficients has attracted much recent attention yet remains unsolved. The main result of this paper is restricted to the symmetric square case where all transmitters and receivers have $N$ antennas, and each user desires $d$ transmit dimensions. We prove that alignment is possible if and only if the number of antennas satisfies $N \geq d(K + 1)/2$. We also show a necessary condition for feasibility of alignment with arbitrary system parameters. An algebraic geometry approach is central to the results.

I. INTRODUCTION

Interference alignment has inspired much hope as the savior to the problem of communication in the presence of interference. Introduced by Maddah-Ali et al. [1] for the multiple-input multiple-output (MIMO) X channel and subsequently by Cadambe and Jafar [2] in the context of the $K$-user interference channel (IC), the basic idea is to align multiple interfering signals at each receiver in order to reduce the effective interference. For the $K$-user IC, in the case of independently faded parallel channels (i.e. time or frequency selective), it was shown in [2] that up to $K/2$ total degrees-of-freedom is achievable: amazingly, this implies that each user gets the same degrees of freedom as in a simple 2-user IC. However, the result depends critically on the assumption that the number of independently faded parallel channels, i.e. the channel diversity, is unbounded and in fact grows like $K^2$. A physical system has only a finite channel diversity, which raises the question of how much interference alignment is possible if there is some fixed—finite—number of parallel channels. This problem was addressed for the 3-user channel in [3].

In this paper we consider the $K$-user MIMO IC, where each transmitter and receiver has multiple antennas, but the channel is constant over time and frequency. Similar in flavor to the situation with finite time or frequency diversity in [3], here we have a fixed amount of spatial diversity due to the multiple antenna elements, and the goal is to design the best communication strategy for the system at hand. We restrict attention to vector space strategies, both due to their relative tractability and because we believe the essence of the interference problem remains. As discussed subsequently, the problem of maximizing the degrees-of-freedom is equivalent to determining whether it is possible to align interfering signals (termed the alignment problem), given the system parameters and desired signal dimensions $d_i$, for $1 \leq i \leq K$. Our main result is restricted to the fully symmetric case with $N$ antennas at each transmitter and receiver, and $d$ desired signalling dimensions per user. In this setting, we completely characterize the feasibility of interference alignment, informally stated as follows:

**Theorem 1.** Fix the number of users $K$, number of antennas $N$ at transmitters and receivers, and desired number of signal dimensions $d$ per user. For generic channel matrices (equivalently for non-degenerate continuously distributed entries) the alignment problem is feasible if and only if

$$N \geq \frac{d(K + 1)}{2}.$$ 

The present paper is devoted to the proof of this result. We study the problem within the framework of algebraic geometry, and in fact prove a stronger statement on the dimension of the solution set. Additionally, our upper bound on the dimension of the solution set applies to arbitrary system parameters and implies a necessary condition for interference alignment in this general setting. The proofs of these results are in Section II.

Theorem 1 suggests an engineering interpretation for the performance gain from increasing the number of antennas. Depending on whether $N < d(K + 1)/2$ or not, there are two types of performance benefit from increasing $N$: (1) alignment gain or (2) MIMO gain. Suppose, for example, that there are $K = 5$ users. If $N = 1$, i.e. there is only a single antenna at each node, then no alignment can be done and only one user can communicate on a single dimension, giving 1 total degree of freedom (dof). Increasing to $N = 2$ antennas allows three users to communicate with one dimension each, giving a total normalized dof $Kd/N = 3/2$ (we normalize the total dof by number of antennas $N$). Similarly, increasing to $N = 3$ antennas allows all five users to communicate, giving normalized dof = 5/3. Thus, each increase in $N$ until $N = d(K + 1)/2 = 3$ leads to additional users able to transmit, and a gain of two dimensions per additional antenna; this is alignment gain. From here, however, increasing $N$
has a different effect. If we double $N$ to $N = 6$, there are still only 5 users, and each can now transmit along $d = 2$ dimensions instead of one, but the normalized dof remains at \( 5 \cdot 2 / 6 = 5/3 \). The total dof increases at a slower rate, not because more alignment is possible, but simply because more total dimensions are available; this is MIMO gain.

Theorem 1 implies that the number of transmit dimensions satisfies $d \leq \frac{2N}{K+1}$. The total normalized dof is therefore $Kd/N = \frac{K}{N} \left( \frac{2N}{K+1} \right) \leq \frac{2K}{N+1}$. In sharp contrast to the $K$ total normalized dof achievable for infinitely many parallel channels in [2], for the MIMO case we see that at most 2 dof (normalized by the single-user performance of $N$ transmit dimensions) are achievable for any number of users $K$ and antennas $N$.

A. Related work

The problem we consider, of maximizing dof using vector space strategies for the $K$-user MIMO IC with finite number of transmit and receive antennas, has received significant attention in the last several years. Cadambe and Jafar [2] considered the problem for $K = 3$ users and $N = 2$ antennas, and showed that $3/2$ dof was achievable. For more than 3 users or $N > 2$ they assumed an infinite number of parallel channels and applied their main $K/2$ result. Gomadam et al. [4] posed the problem of determining feasibility of alignment, but left the problem unanswered and proposed a heuristic iterative numerical algorithm.

The main theoretical work to precede the present paper is by Yetis et al. [5]. Considering the case of a single transmit dimension, $d = 1$, they apply Bernstein’s Theorem, which requires that each coefficient in a system of polynomial equations is chosen generically. They note that Bernstein’s Theorem no longer applies in the case $d > 1$, as the equations describing the problem become coupled and coefficients are repeated. Our approach bypasses the difficulties posed by coupled equations, and thus, unlike [5] our results do not have the restriction that $d = 1$.

Almost all other work has focused on various heuristic algorithms, mainly iterative in nature (see [6], [7], and [8]). Some have proofs of convergence, but performance guarantees are not available. Schmidt et al. [8], [9] study a refined version of the single-transmit dimension problem, where for the case that alignment is possible (as mentioned above, feasibility of alignment is known for the single-transmit case $d = 1$) they attempt to choose a good solution among the many possible solutions. Papailiopoulos and Dimakis [10] relax the problem of maximizing degrees of freedom to that of a constrained rank minimization and propose an iterative algorithm.

Recently we were notified of independent related work by Razaviyayn et al. [11]. They prove a necessary condition which corresponds to one of our necessary conditions in Theorem 2, and they also have a sufficient condition for the special case $d_i = 1$ for all $i$ and $M_i = M_i = N_i = N_i$. However, their necessary condition is not tight, and [11] does not have a sufficient condition for $d > 1$ as we do in the present paper (in which we focus on the symmetric square case $M_i = N_i = N$).

They have since extended [12] their achievability condition to the case where $d_i = d_i$, and $d$ divides $M_i$ and $N_i$ for each $i$.

In a different direction of inquiry, Razaviyayn et al. [7] show that checking the feasibility of alignment for general system parameters is NP-hard. Note that their result is not in contradiction to ours, since our simple closed-form expression applies only to the fully symmetric case.

We emphasize that in this paper we restrict attention to vector space interference alignment, where the effect of finite channel diversity can be observed. Interfering signals can also be aligned on the signal scale using lattice codes (first proposed in [13], see also [14], [15], [16]), however the understanding of this type of alignment is currently at the stage corresponding to infinite parallel channels in the vector space setting. In other words, essentially “perfect” alignment is possible due to the infinite channel precision available at infinite signal-to-noise ratios.

B. Interference channel model

There are $K$ transmitters and $K$ receivers, with transmitter $i, 1 \leq i \leq K$, having $M_i$ antennas and receiver $i, 1 \leq i \leq K$, having $N_i$ antennas. Each receiver $i$ wishes to obtain a message from the corresponding transmitter $i$. The remaining signals from transmitters $j \neq i$ are undesired interference. The channel is assumed to be constant over time, and at each time-step the input-output relationship is given by

$$y_i = H_{ii}x_i + \sum_{j \neq i, 1 \leq j \leq K} H_{ij}x_j + z_i, \quad 1 \leq i \leq K.$$  \hspace{1cm} (1)

Here for each user $i$ we have $x_i \in \mathbb{C}^{M_i}$ and $y_i, z_i \in \mathbb{C}^{N_i}$, with $x_i$ the transmitted signal, $y_i$ the received signal, and $z_i \sim CN(0, I_{N_i})$ is additive isotropic white Gaussian noise. The channel matrices are given by $H_{ij} \in \mathbb{C}^{N_i \times M_j}$ for $1 \leq i, j \leq K$, with each entry assumed to be independent and with a continuous distribution. We note that this last assumption on independence can be weakened significantly to a basic nondegeneracy condition but we will not pursue this here. For our purposes this means the channel matrices are generic. Each user has an average power constraint, $E(||x_i||^2) \leq P$.

C. Vector space strategies and degrees-of-freedom

We restrict the class of coding strategies to vector space strategies. In this context degrees-of-freedom (dof) has a simple interpretation as the dimensions of the transmit subspaces, described in the next paragraph. However, we note that one can more generally define the degrees-of-freedom region in terms of an appropriate high transmit-power limit $P \rightarrow \infty$ of the Shannon capacity region $C(P)$ normalized by $\log P$ ([2], [1]). In that general framework, it is well-known and easy to show that vector space strategies give a concrete non-optimal achievable strategy with rates $R_i(P) = d_i \log P + O(1), 1 \leq i \leq K$. Here $d_i$ is the dimension of transmitter $i$’s subspace and $P$ is the transmit power.

The transmitters encode their data using vector space pre-coding. Suppose transmitter $j$ wishes to transmit a vector $\hat{x}_j \in \mathbb{C}^{d_j}$ of $d_j$ data symbols. These data symbols are
modulated on the subspace \( U_j \subseteq \mathbb{C}^{M_j} \) of dimension \( d_j \), giving the input signal \( x_j = \bar{U}_j \bar{x}_j \), where \( \bar{U}_j \) is a \( M_j \times d_j \) matrix whose column span is \( U_j \). The signal \( x_j \) is received by receiver \( i \) through the channel as \( H_{ij} \bar{U}_j \bar{x}_j \). The dimension of the transmit space, \( d_j \), determines the number of data streams, or degrees-of-freedom, available to transmitter \( j \). With this restriction of strategies, the output is given by

\[
y_i = H_{ii} \bar{U}_i \bar{x}_i + \sum_{1 \leq j \neq i \leq K} H_{ij} \bar{U}_j \bar{x}_j + z_i, \quad 1 \leq i \leq K. \tag{2}
\]

The desired signal space at receiver \( i \) is thus \( H_{ii} U_i \), while the interference space is given by \( \sum_{j \neq i} H_{ij} U_j \), i.e. the span of the undesired subspaces as observed by receiver \( i \).

In the regime of asymptotically high transmit powers, in order that decoding can be accomplished we impose the constraint at each receiver \( i \) that the desired signal space \( H_{ii} U_i \) is complementary to the interference space \( \sum_{j \neq i} H_{ij} U_j \). Equivalently, there must exist subspaces \( V_i \) with \( \dim V_i = \dim U_i \) such that

\[
H_{ij} U_j \perp V_i, \quad 1 \leq i, j \leq K, \quad i \neq j, \tag{3}
\]

and

\[
\dim(\text{Proj}_V H_{ii} U_i) = \dim U_i. \tag{4}
\]

Here \( H_{ij} U_j \perp V_i \) is interpreted to mean that \( V_i \) belongs to the dual space \( (\mathbb{C}^{N_i})^* \) and \( V_i \) annihilates \( H_{ij} U_j \). Alternatively, \( (V_i)^* H_{ij} U_j = 0 \), with \( V_i^* \) denoting the Hermitian transpose of \( V_i \). Note that implicitly the transmit dimensions are assumed to satisfy the obvious inequality \( d_i \leq \min(M_i, N_i) \). If each direct channel matrix \( H_{ij} \) has generic (or i.i.d. continuously distributed) entries, then the second condition is satisfied assuming \( \dim V_i = d_i \) for each \( i \) (this can be easily justified—see [4] for some brief remarks). Hence we focus on condition (3).

The goal is to maximize degrees of freedom, i.e. choose subspaces \( U_1, \ldots, U_K, V_1, \ldots, V_K \) with \( d_i \leq \min(M_i, N_i) \) in order to

\[
\text{maximize} \quad d_1 + d_2 + \cdots + d_K
\]

\[
\text{subject to} \quad H_{ij} U_j \perp V_i, \quad 1 \leq i, j \leq K, \quad i \neq j,
\]

To this end, it is sufficient to answer the following feasibility question: given number of users \( K \), number of antennas \( M_1, \ldots, M_K, N_1, \ldots, N_K \), and desired transmit subspace dimensions \( d_1, \ldots, d_K \), does there exist a choice of subspaces \( U_1, \ldots, U_K \) and \( V_1, \ldots, V_K \) with \( \dim U_i = \dim V_i = d_i, 1 \leq i \leq K \), satisfying (3)?

D. Main results

Our first result contains two parts: (1) it gives the dimension of the variety of solutions in the case that it is generically nonempty, and (2) it gives a necessary condition for feasibility of alignment.

**Theorem 2.** Fix an integer \( K \) and integers \( d_i, M_i, \) and \( N_i \) for \( 1 \leq i \leq K \). For generic channel matrices \( H_{ij} \), if there is a feasible strategy, then the dimension of the variety of such strategies is

\[
\sum_{i=1}^{K} (d_i(N_i - d_i) + d_i(M_i - d_i)) - \sum_{1 \leq i < j \leq K} d_id_j.
\]

In particular, if this quantity is negative, then there are no feasible strategies.

Moreover, in order for there to be feasible solutions, it is necessary that

\[
d_i \leq \min(M_i, N_i),
\]

as well as that

\[
d_i + d_j \leq \max\{N_i, M_i\} \quad \text{for all } 1 \leq i \neq j \leq K, \tag{5}
\]

and the quantity

\[
t_A := \sum_{i \in A} (d_i(N_i - d_i) + d_i(M_i - d_i)) - \sum_{i \neq j} d_id_j \tag{6}
\]

is non-negative for all subsets \( A \subset \{1, \ldots, K\} \).

Theorem 2 gives a necessary condition on the existence of solution strategies. In the symmetric case, this is also a sufficient condition.

**Theorem 3.** Suppose that \( K \geq 3 \) and furthermore that \( d_i = d \) and \( M_i = N_i = N \) for all users \( i \). Then, for generic channel matrices, the space of feasible strategies is non-empty and has dimension \( Kd(2N - (K + 1)d) \), if this quantity is non-negative, and is empty if it is negative.

We emphasize that both of these theorems apply only to generic matrices. This means that there exists an open dense subset of the space of matrices (in fact the complement of an algebraic hypersurface) on which these statements hold. In particular, matrices chosen from a non-singular probability distribution will be sufficiently generic with probability one. On the other hand, specific matrices, such as \( H_{ij} = 0 \) for \( i \neq j \), may lead to different solutions.

**Corollary 4 (Symmetric achievable dof).** Under the conditions of Theorem 3, the maximum normalized dof is given by

\[
\max \text{dof} = \frac{K}{N} \left[ \frac{2N}{K + 1} \right] \leq \frac{2K}{K + 1}.
\]

II. Proof of Main Results

Some concepts from algebraic geometry will be necessary. For background see the classic reference by Hartshorne [17] or the more accessible introduction by Shafarevich [18].

In algebraic geometry, the basic object of study is the solution set to a system of polynomial equations, called an algebraic variety or simply variety. The Zariski topology is defined by taking the closed sets to be the set of solutions to a system of polynomial equations. Any future reference to closed or open sets is with respect to the Zariski topology. A variety \( X \) is reducible if it can be written as a union of non-trivial subvarieties \( X = X_1 \cup X_2 \), where \( X_1, X_2 \neq X \) and \( X_1, X_2 \neq \emptyset \). A closed set \( X \) which is not reducible
is irreducible. The constituent subsets $X_1, \ldots, X_n$ in an irreducible decomposition $X = X_1 \cup X_2 \cup \cdots \cup X_n$ are called the components of $X$. The dimension of an irreducible variety $X$ is defined to be the maximum $n$ such that there is a chain of irreducible varieties $Y_0, Y_1, \ldots, Y_{n-1}$ satisfying the strict inclusions $\emptyset \subsetneq Y_0 \subsetneq Y_1 \subsetneq \cdots \subsetneq Y_{n-1} \subsetneq X$.

To represent the strategy space, we will be interested in the Grassmannian $G(d, N)$ of $d$-dimensional subspaces of $N$-dimensional affine space $CN$. See [18] for more on Grassmannians. In particular, for each $i$, the transmit subspace $U_i$ corresponds to a point in the Grassmannian, $U_i \in G(d_i, M_i)$, and similarly $V_i \in G(d_i, N_i)$. The strategy space is thus the product of the Grassmannians, $S = \prod_{i=1}^K G(d_i, M_i) \prod_{i=1}^N G(d_i, N_i)$. Let $H = \prod_{i \neq j} C^{N_i \times M_i}$ denote the space of all cross channels $H_{ij}$ for $i \neq j$. Concretely, $h \in H$ is a length-$K(K-1)$ tuple of channel matrices $h = (H_{12}, H_{13}, \ldots, H_{KK-1})$. In the product $S \times H$, define the incidence variety $I \subseteq S \times H$ to be the set of $(s, h)$ such that $s$ is a feasible strategy for $h$. Each of $S$, $H$, and $I$ is an algebraic variety.

The following theorem can be thought of as the algebraic geometry analogue of the rank-nullity theorem from linear algebra (see e.g. Theorem 7 on page 76 of [18]).

**Theorem 5 (Dimension of fibers).** Let $f: X \to Y$ be a polynomial map between irreducible varieties. Suppose that $f$ is dominant, i.e. the image of $f$ is dense in $Y$. Let $n$ and $m$ denote the dimensions of $X$ and $Y$ respectively. Then $m \leq n$ and

1. $\dim Z \geq n - m$ for any $y \in f(X) \subset Y$ and for any component $Z$ of the fiber $f^{-1}(y)$;
2. there exists a nonempty open subset $U \subset Y$ such that $\dim f^{-1}(y) = n - m$ for $y \in U$.

We will apply this theorem to the projections of $I$ to each of the factors $S$ and $H$.

**Lemma 6.** $I$ is an irreducible variety of dimension

$$\sum_{i=1}^K (d_i(M_i - d_i) + d_i(N_i - d_i)) + \sum_{1 \leq i < j \leq K} (M_iN_j - d_id_j).$$

**Proof:** First, we consider the projection onto the first factor of our incidence variety, $p: I \to S$. For any point $s = (U_1, \ldots, U_K, V_1, \ldots, V_K) \in S$, we claim that the fiber $p^{-1}(s)$ is a linear space of dimension

$$\dim p^{-1}(s) = \sum_{1 \leq i < j \leq K} M_iN_j - d_id_j.$$

To see this claim, we give local coordinates to each of the subspaces comprising the solution $s \in S$. We write $u_a^{(i)}$ for the $a$th basis element of subspace $U_i$, where $u_a^{(i)}$ has zeros in the first $d_i$ entries except for a 1 in the $a$th entry, and similarly for $v_b^{(j)}$ (this is without loss of generality). The orthogonality condition $V_j \bot H_{ji}U_i$ can now be written as the condition $v_b^{(j)} \perp H_{ji}u_a^{(i)}$ for each $1 \leq a \leq d_i$ and $1 \leq b \leq d_j$. Writing this out explicitly, we obtain

$$0 = v_b^{(j)} \perp H_{ji}u_a^{(i)}$$

$$= H_{ij}(a, b) + \sum_{k > d_i \text{ or } l > d_j} v_b^{(j)}(k)H_{ji}(k, l)u_a^{(i)}(l).$$

Note that this equation is linear in the entries of $H_{ji}$. There are $d_id_j$ such linear equations, and each one has a unique variable $H_{iji}(a, b)$, so the equations are linearly independent and each equation reduces the dimension by 1. The claim follows from the fact that in total there are $\sum_{i \neq j} d_id_j$ equations.

We have shown that $I \to S$ is a vector bundle over the irreducible variety $S$, and thus it is irreducible. Since $\dim p^{-1}(s)$ is the same for all $s \in S$, Theorem 5 gives the relation $\dim I = \dim S + \dim p^{-1}(s)$. Since the dimension of $S$ is exactly the first summation in the lemma statement, this proves the lemma.

**Proof of Theorem 2:** We now consider the projection onto the second factor $q: I \to H$. If this map is dominant (i.e., generically the alignment problem is feasible), then by Theorem 5 the fiber $q^{-1}(h)$ for a generic $h \in H$ has dimension

$$\dim q^{-1}(h) = \dim I - \dim H. \quad (7)$$

Since $H$ has dimension equal to $\sum_{1 \leq i < j \leq K} M_iN_j$, then Lemma 6 gives us the dimension in the statement of the theorem. Moreover, if the quantity in (7) is negative, then the fiber $q^{-1}(h)$ at a generic point must be empty. But the set of solutions to the tuple of channel matrices $h$ is given by $p(q^{-1}(h))$, so for generic channel matrices this means there is no feasible strategy.

Now we turn to the other necessary conditions for the existence of a solution. The first necessary condition $d_i \leq \min(M_i, N_i)$ is obvious. Next, suppose that $d_i + d_j > N_i \geq M_j$ for some $i$ and $j$. Since $H_{ij}$ is a generic $N_i \times M_j$ matrix, its nullspace will be trivial. Thus, $H_{ij}U_j$ will be a $d_j$-dimensional vector space. Since $d_i + d_j > N_i$, the vector spaces $H_{ij}U_j$ and $V_i$ cannot be orthogonal. If $d_i + d_j > M_j \geq N_i$, then the argument is similar, but with the roles of $U_i$ and $V_i$ reversed.

Finally, any feasible strategy for the full set of $K$ transmitters and receivers, will, in particular be feasible for any subset. Therefore, a necessary condition for a general set of channel matrices to have a feasible strategy is that the same is true for any subset of the pairs. Since the number of pairs $t_A$ is the dimension of the variety of solutions when restricted just to the transmitters and receivers indexed by $i \in A$, then $t_A$ must be non-negative in order to have a feasible strategy.

Now, we make the assumption that $N_i = M_i = N$ and $d_i = d$ for all $1 \leq i \leq K$, and also that $K \geq 3$, and we wish to prove a sufficient condition for the existence of a feasible strategy in Theorem 3. The following lemma reduces the problem of showing that almost all channel tuples $h \in H$ have a solution to finding the dimension of the solution set for a single channel tuple $h \in H$. Recall that $q$ is the projection...
of the incidence variety $I$ onto the second factor, and that $q$ being dominant means that its image is dense in $H$, i.e. generic channel matrices have a solution.

**Lemma 7.** Suppose that there exists $h \in H$ such that the dimension of $q^{-1}(h)$ is at most $Kd(2N - (K+1)d)$. Then $q$ is dominant.

**Proof:** Let $h \in H$ be a point such that $q^{-1}(h)$ has at most the stated dimension. Let $Z_0 = q(I)$ be the projection of $I$ onto the second factor, and let $Z$ denote the closure of $Z_0$. By these definitions, the projection $q : I \to Z$ is dominant. Now, part 1 of Theorem 5 (dimension of fibers) gives $\dim q^{-1}(h) \geq \dim I - \dim Z$, from which it follows that $\dim Z \geq \dim I - \dim q^{-1}(h) = \dim H$. But $Z \subseteq H$, so equality of dimensions and irreducibility of $H$ implies $Z = H$ (see e.g. [18, Thm. 1, pg. 68]), or, in other words, that $q : I \to H$ is dominant. ■

Using Lemma 7, proving Theorem 3 requires only that we find a tuple of channels $h \in H$ so that the set of solutions has the correct dimension. This is provided by the following lemma.

**Lemma 8.** Suppose that $K \geq 3$ and furthermore that $d_i = d$ and $M_i = N_i = N$ for all users $i$. If $Kd(2N - (K+1)d) \geq 0$, then there exists $h \in H$ such that the dimension of $\dim q^{-1}(h)$ is at most $Kd(2N - (K+1)d)$.

**Proof:** Consider the point $s_0 = \bar{s}$ where each $U_i$ and $V_i$ is spanned by the first $d$ standard basis vectors. Therefore, the set of channel matrices for which $s_0$ is a valid strategy are those $H_{ij}$ such that $$
abla_i H_{ij} = \left( \begin{array}{ccc} \frac{\Id_d}{0} & T \end{array} \right) H_{ij} \left( \begin{array}{ccc} \frac{\Id_d}{0} \end{array} \right) = 0,$$ for $i$ and $j$ distinct integers between $1$ and $K$ ($\Id_n$ denotes the $n \times n$ identity matrix). It is clear that this implies that the upper left corner of $H_{ij}$ must be zero, and thus we can write it in the form $H_{ij} = \left( \begin{array}{ccc} \frac{0}{G_{ij}} & H_{ij} \end{array} \right)$, where $F_{ij}$, $G_{ij}$, and $\tilde{H}_{ij}$ can be any matrices of size $d \times (N - d)$, $(N - d) \times d$, and $(N - d) \times (N - d)$ respectively. In a moment we will specify $F_{ij}$ and $G_{ij}$, but for now we assume they are fixed, but arbitrary. In local coordinates around the strategy $s_0$, the vector spaces $U_i$ and $V_i$ can be written as $U_i = \text{colspan} \left( \frac{\Id}{V_i} \right)$ and $V_i = \text{colspan} \left( \frac{\Id}{V_i} \right)$, where $\hat{U}_i$ and $\hat{V}_i$ are $(N - d) \times d$ matrices of variables. In order to satisfy the orthogonality condition, we need that $$
abla_i H_{ij} = \left( \begin{array}{ccc} \frac{\Id}{V_i} & T \end{array} \right) H_{ij} \left( \begin{array}{ccc} \frac{\Id}{U_i} \end{array} \right) = V_i^T G_{ij} + F_{ij} \hat{U}_j + V_i^T \tilde{H}_{ij} \hat{U}_j = 0.$$ We linearize this problem by dropping the final, quadratic term: $$V_i^T G_{ij} + F_{ij} \hat{U}_j = 0,$$ 1 ≤ $i$, $j$ ≤ $K$. (8)

In algebraic geometry, the vector space defined by the linear equations (8) is known as the Zariski cotangent space, and its dimension gives an upper bound on the dimension of the variety at the given point [19, Thm. 9.6.8(iii)]. The construction of the matrices $F_{ij}$ and $G_{ij}$ and resulting computation of the dimension of the Zariski cotangent space is too lengthy for inclusion in this extended abstract, but is available on the arXiv [20]. ■
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