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Abstract

Reconfigurable intelligent surfaces (RIS) can be crucial in next-generation communication systems. However, designing the RIS phases according to the instantaneous channel state information (CSI) can be challenging in practice due to the short coherent time of the channel. In this regard, we propose a novel algorithm based on the channel statistics of massive multiple input multiple output systems rather than the instantaneous CSI. The beamforming at the base station (BS), power allocation of the users, and phase shifts at the RIS elements are optimized to maximize the minimum signal-to-interference and noise ratio (SINR), guaranteeing fair operation among various users. In particular, we design the RIS phases by leveraging the asymptotic deterministic equivalent of the minimum SINR that depends only on the channel statistics. This significantly reduces the computational complexity and the amount of controlling data between the BS and RIS for updating the phases. This setup is also useful for electromagnetic fields (EMF)-aware systems with constraints on the maximum user’s exposure to EMF. The numerical results show that the proposed algorithms achieve more than 100% gain in terms of minimum SINR, compared to a system with random RIS phase shifts, when 40 RIS elements, 20 antennas at the BS and 10 users, are considered.
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I. INTRODUCTION

The idea of reconfigurable intelligent surfaces (RIS) capable of reconfiguring the wireless propagation environment has recently attracted much research attention [1], [2]. RISs, also widely referred to as intelligent reflecting surfaces (IRS), are surfaces made of metamaterials capable of modifying the properties of electromagnetic radiation impinging them according to some control mechanisms [3]. The modified properties may include the amplitude, phase, frequency or polarization of the impinging wave. The most commonly studied RIS model is the one changing the phase of the incident wave [1]. RIS usually comprises an array of reflecting elements, each capable of individually modifying the properties of the incident wave and the associated control mechanism. Note that such a structure can modify the wireless propagation environment and hence can be used to achieve beam-steering and focusing [3]. Therefore RIS is a potential enabler for the concept of smart radio environments. Conventionally, improvements in wireless system performance were achieved by improving the transmitter and receiver design to combat the detrimental effects of the wireless propagation channel. Smart radio environments aim to introduce controlled changes in the wireless channel to improve signal propagation [3], [4], and a RIS proves to be one enabler for the same.
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Several works in the literature have studied the prospects of potential improvements in the wireless system performance by deploying RIS to improve cell coverage, compensate for the absence of a line of sight (LOS) link, enhance the physical layer security, in millimetre (mm) wave channels and several other applications [5]–[8]. The authors of [6] study the channel capacity optimization of single-stream transmission using RISs in a mmWave system without any LOS path. They propose a scheme to optimize the RIS phase shifts and the transmit phase precoder to maximize the capacity. The authors of [9] maximize the weighted sum rate of the users by jointly designing the beamforming (BF) at the access point and the phase shifts of the RIS elements in a downlink multiple input single output (MISO) systems. The authors of [10] propose a joint optimization strategy to select the optimal beamformer at the access point (AP) and the RIS phase shifts to maximize the spectral efficiency (SE) in the downlink of a single-user MISO system. A deep reinforcement-based resource allocation is proposed for a single-user MISO system by the authors of [11]. The downlink multi-user MISO systems are considered by the authors of [12], [13]. An algorithm to find the optimal BF strategy and phase shift design that minimizes transmit power at the AP, subject to constraints on the signal-to-interference and noise ratio (SINR) of each user, is proposed in [13]. The authors of [14] study the resource allocation in a RIS-aided spatially modulated multiple input multiple output (MIMO) uplink network. They propose an algorithm for jointly optimizing the users’ transmit power and the RIS phase shifts to minimize the system symbol error. A fair resource allocation strategy to maximize the minimum SINR is discussed in [12]. They also study the susceptibility of the system to channel estimation errors.

In all of the above works, the availability of exact channel state information (CSI) at all the nodes is assumed. Note that this assumption might not be practical in all scenarios. Moreover, given the time-varying nature of the wireless channel, resource allocation strategies using the exact CSI will be valid only over the coherence time and must be updated frequently. This would, in turn, increase the computational complexity and the feedback overhead, especially in updating the RIS phase shifts. Using statistical CSI can significantly reduce the channel estimation overhead, and computational complexity in such scenarios [15]. Several authors have explored the prospects of using statistical CSI for resource allocation problems in RIS-aided systems.

A single-user MIMO system assisted by a RIS is studied by the authors of [16]. Assuming that the statistical CSI is known at both the transmitter and the RIS, they propose a resource allocation scheme to maximize the ergodic SE. An upper bound on the SE is derived and utilized to develop the resource allocation strategy. The authors of [17] propose a strategy for designing the transmit covariance matrices of the users and the RIS phase shift matrix to maximize the system’s global energy efficiency (GEE) with partial CSI assuming the correlated Rayleigh model. Using results from random matrix theory (RMT), asymptotic deterministic equivalents of the GEE are first derived and then used to solve the optimization problem. The authors of [18] study the outage performance of RIS-aided MIMO communications over cascaded Rayleigh fading channels. A genetic algorithm is used to find the optimal phase shift design that minimizes the asymptotic outage probability. The outage probability at the destination of a RIS-assisted communication system in a $\kappa - \mu$ fading environment is studied by the authors of [19].

The downlink of a multi-user MISO system is studied by the authors of [20]. They solve the problem of determining the optimal linear precoder, the power allocation matrix at the BS and the RIS phase shifts matrix to maximize the system’s minimum SINR. Assuming a full-rank BS-to-RIS channel matrix results from RMT are used to derive deterministic approximations for the minimum user SINR. This is, in turn, used to propose the optimal phase shift design algorithm. Similarly, the downlink of a multi-user MIMO system supported by a RIS is studied by the authors of [21]. They propose an optimization algorithm to configure the RISs to maximize the network sum rate. The proposed solution depends only on the distribution of the users’ locations and the distribution of the multipath channel, hence avoiding the need for frequently reconfiguring the RIS. A brief overview of the differences in the models studied in a few of the key literature discussed above is presented in Table I.

To the best of our knowledge, the interesting scenario of fair resource allocation in a RIS-aided uplink network with constraints on the per-user transmit power has not been studied in literature so far. Such a
fair resource allocation scheme will be of interest in several multi-user scenarios. Moreover, a resource allocation strategy that does not need to be repeated for every channel realization will be of utility in any practical scenario. Since the RIS phase shift design is usually evaluated at some access point and later fed back to the RIS controller, a RIS phase shift design depending on the exact channel statistics, will lead to a large feedback overhead. Hence, it is of particular interest to explore a solution for the optimal RIS phase, which will depend only on the channel statistics. Such a solution will be valid for a longer time and considerably reduce the feedback overheads.

In this regard, we consider the uplink communication of a multi-user single input multiple output (SIMO) system assisted by a multi-element RIS with correlated elements. We study the joint optimization of the receive BF vectors at the BS, transmit power at the users and the phase shift vector at the RIS that maximizes the minimum SINR. An alternating optimization strategy is proposed to solve the joint resource allocation problem. The BF vector design and the transmit power allocation assume the availability of the exact CSI and are implemented using the results from [22]. To simplify the computational complexity and avoid frequent feedback, the phase shifts at the RIS are designed using the statistical CSI. More elaborately, we use tools from RMT to derive the asymptotic deterministic equivalent of the minimum user SINR for the large system dimensions. Later, the phase shift optimization is performed using this deterministic equivalent. We also demonstrate the utility of the proposed results for the joint resource allocation of RIS-aided communication systems with constraints in the maximum electromagnetic field (EMF) exposure.

Recently, the EMF exposure of the users has been a concern in the fifth-generation communication systems [23]. There has been an increase in the number of users concerned about the effects of continued exposure to EMF, and there are many works studying this problem in detail [23]–[28]. The authors of [23] discuss the health effects of EMF exposure, metrics to characterize the exposure and a review of the different approaches to reduce the exposure in 5G systems. The authors of [25] propose a technique for evaluating and optimizing a metric called the specific absorption rate (SAR) for multi-antenna wireless systems. The SAR, measured in Watts per kilogramme of body weight (W/kg), quantifies the EMF exposure in the near-field region. It measures the rate of energy absorption by the body when exposed to EM radiation. EMF exposure from mobile phones is mostly in the near-field, so SAR is used to evaluate such exposure over a certain period of time.

The problem of optimal resource allocation that minimizes the EMF exposure of users while maintaining the quality of service (QoS) requirements has received much attention recently [29]–[31]. The authors in [30] propose a scheme to minimize human exposure to EMF radiations while achieving the target throughput using probabilistic shaping. The authors of [31] propose an optimization strategy to minimize the average exposure dose of users, considering both the system’s QoS and transmit power constraints. A novel architecture that exploits a RIS to minimize the EMF exposure is firstly proposed in [29] were the RIS phases and the transmit power of users are optimized. The joint optimization of the RIS phase shifts, transmit BF, linear receive filter, and transmit power to maximize the energy efficiency in a RIS-aided network subject to constraints on the maximum user EMF is studied in [27]. The feasibility of a ‘Reduced EMF Exposure Area’ using RIS-aided networks is then studied in [28].

Given that our resource allocation scheme maximizes the minimum user SINR, we must ensure that the resulting solution will not result in users experiencing more EMF radiation than the stipulated thresholds. Hence, we demonstrate how the problem can be studied with constraints imposed on the maximum EMF exposure of each user. The main contributions of this paper can be summarized as follows.

- We formulate the problem of jointly optimizing the receive BF vectors at the BS, transmit power allocation at the users, and the RIS phase shift design in a RIS-aided multi-user system with multiple antennas at the BS. We discuss solutions for the BF and power allocation, assuming the availability of exact CSI.
- We then study the asymptotic statistics of the minimum SINR for this BF choice at the BS. We use tools from RMT to derive the asymptotic deterministic equivalent of received SINR.
TABLE I: Key literature studying RIS phase optimization.

| Reference | Instantaneous CSI/Statistical CSI | Objective | Uplink/Downlink | Antenna model |
|-----------|---------------------------------|-----------|----------------|---------------|
| [10]      | Instantaneous                    | SE        | Downlink       | MISO          |
| [11]      | Instantaneous                    | Received SNR | Downlink       | MISO          |
| [13]      | Instantaneous                    | Achievable rate | Downlink       | MISO          |
| [15]      | Statistical                      | Ergodic rate | Uplink         | MIMO          |
| [16]      | Statistics                       | Ergodic spectral efficiency | Uplink         | MIMO          |
| [17]      | Partial                          | Energy efficiency | Uplink         | MIMO          |
| [20]      | Instantaneous                    | Minimum SINR | Downlink       | MISO          |
| [21]      | Instantaneous                    | Symbol error rate | Uplink         | MIMO          |
| [22]      | Instantaneous                    | Minimum SINR | Uplink         | SIMO          |
| This work | Statistical                      | Minimum SINR | Uplink         | SIMO          |

Fig. 1: System model

- A simple projected gradient descent-based solution is proposed to identify the optimal phase shift choice at the RIS that maximizes the asymptotic minimum user SINR.
- This solution has less computational complexity and depends on large-scale channel gains. Thus, the proposed scheme also avoids the need for frequent reconfiguration of the RIS with costly feedback.

The rest of the paper is organized as follows. Section II presents the system model, and Section III explains the proposed optimization problem and the corresponding solution. Section IV discusses one application for the proposed results, and Section V demonstrates the results of simulation experiments. Finally, we conclude the work in Section VI.

A. Notations

The notations used in this paper are as follows: $\mathbb{C}^{p \times q}$ represents a complex matrix of dimensions $p$ by $q$, $\mathcal{CN}(\mu, \sigma^2)$ represents the complex normal random variable (RV) with mean $\mu$ and variance $\sigma^2$, $\text{diag}(a_1, \cdots, a_N)$ represents a diagonal matrix with diagonal elements $a_1, \cdots, a_N$, and $\|a\|$ represents the $\ell_2$ norm of the vector $a$. $\text{unif}[a, b]$ represents the uniform distribution over the support $[a, b]$. $[A]_{i,j}$ represents the $(i, j)$-th element of the matrix $A$. Matrices are denoted by boldface uppercase letters, vectors are denoted by boldface lowercase letters and scalars are represented using lowercase letters.

II. SYSTEM MODEL

We consider the uplink communication of a multi-user SIMO system where $K$ single antenna users communicate to an $M$-antenna BS with the help of an $N$ element RIS array. Due to natural or man-made obstacles, no direct link will be available between the $K$ users and the BS. In such a scenario, we utilize a strategically placed RIS to manipulate the phase of the incoming signal to improve the SINR received by the BS. The signal received along the RIS is expected to have a larger SINR compared to the other
scattered components [32]. Thus, we do not consider any link between the BS and the users in this analysis. Such a model is widely adopted for the study of RIS-aided communication systems [33]–[36]. The signal received at the BS is given by

\[ y = \left( H_1 R_{\text{RIS}}^{\frac{1}{2}} \Phi^{\ast} R_{\text{users}} H_2 \right) x + n, \] (1)

where \( H_1 \in \mathbb{C}^{M \times N} \) represents the LOS channel matrix between the BS and RIS, \( R_{\text{RIS}} \in \mathbb{C}^{N \times N} \), \( R_{\text{users}} \in \mathbb{C}^{N \times K} \) represents the spatial correlation matrix of the RIS elements and the users respectively, \( H_2 \in \mathbb{C}^{N \times K} \) represents the channel between the \( K \) users and the RIS, i.e. \( h_{2,k} = \ell_k \tilde{h}_{2,k} \) where \( \ell_k \) is the path loss corresponding to the link between user \( k \) and the RIS and \( \tilde{h}_{2,k} \sim \mathcal{CN} (0, I_N) \in \mathbb{C}^{N \times 1} \) denotes the fading channel gain between the RIS and user \( k \), \( x \) represents the transmit signal vector and \( n_k \) represents the thermal noise, modeled as a \( \mathcal{CN} (0, \tilde{\sigma}^2) \) random variable (RV). Furthermore, we have \( \Phi = \text{diag} (\phi_1, \ldots, \phi_N) \in \mathbb{C}^{N \times N} \) is the diagonal matrix accounting for the response of the RIS elements, and \( \phi_n = \exp (j \theta_n) \), \( n \in \{1, \ldots, N\} \), where \( \theta_n \) is the phase shift induced by the \( n \)-th RIS element. Note that the received signal can be rewritten as

\[ y = \sum_{k=1}^{K} p_k H_1 R_{\text{RIS}}^{\frac{1}{2}} \Phi^{\ast} R_{\text{users}} h_{2,k} x_k + n, \] (2)

where \( x_k \) represents the complex symbol transmitted from user \( k \) with transmit power \( p_k \). Now, let \( \beta \in \mathbb{C}^{K \times M} \) be the BF matrix at the BS, and the received symbols can be decoded as

\[ r = \beta^H y. \] (3)

Then, the decoded symbol from user \( k \) can be represented as

\[ r_k = \beta_k^H y, \] (4)

where \( \beta_k \) is the \( k \)-th row of the matrix \( \beta \). The SINR for user \( k \) at the BS is hence given by

\[ \text{SINR}_k = \frac{\frac{p_k}{K} |\beta_k^H H_1 R_{\text{RIS}}^{\frac{1}{2}} \Phi^{\ast} R_{\text{users}} h_{2,k}|^2}{\sum_{i=1, i \neq k}^{K} \frac{p_i}{K} |\beta_i^H H_1 R_{\text{RIS}}^{\frac{1}{2}} \Phi^{\ast} R_{\text{users}} h_{2,i}|^2 + \sigma^2 ||\beta_k||^2}, \] (5)

where \( \sigma^2 = \frac{\tilde{\sigma}^2}{K} \). The SINR experienced by each user is thus a function of the power allocation, BF at the BS, and the phase shift induced by the RIS elements. To ensure a fair service for all users, we would like to jointly optimize these variables such that the minimum SINR in the system is maximized, i.e., maximizing \( \min_{k \in \mathcal{K}} \text{SINR}_k \). In the next section, we formulate an optimization problem to identify the optimal power allocation vector, BF vectors at the BS and phase shifts introduced by the RIS elements such that the constraints on the transmit power of each user are satisfied. We also discuss how the studied optimization problem can be used for the resource allocation of RIS-aided communication systems with constraints on the maximum EMF of each user.

### III. Optimization Problem and Solution

The optimization problem discussed in the last section can be mathematically formulated as follows:

\[
\begin{array}{ll}
\max_{\{p_k\}, \Phi, \beta} & \min_k \text{SINR}_k \\
\text{s.t.} & 0 \leq \frac{p_k}{K} \leq p_{\text{max},k}, \; \forall k \in \mathcal{K} \\
& ||\beta_k|| = 1, \; \forall k \in \mathcal{K}, \\
& |\phi_n| = 1, \; \forall n \in \{1, \ldots, N\}.
\end{array}
\]

\( (P_1) \)
where $\mathcal{K} = \{1, 2, \cdots, K\}$. Note that we have also imposed constraints on the norm of each BF vector and the magnitudes of the phase shift at each of the RIS elements. The solution for the above optimization problem depends upon the instantaneous channel gains, and hence the BF, power allocation vector, and phase shift vector at the RIS need to be updated for every different channel realization, i.e., after the channel coherence time. Hence, the optimal RIS phase shift needs to be evaluated at the BS for every channel realization, and there needs to be a feedback scheme to send this information to the RIS. Such frequent feedbacks are costly, and hence in this work, we propose to design the phase shift vector at the RIS using statistical CSI. Note that the joint optimization of the BF matrix, the power variables and the RIS phase shift vector is not a convex problem and hence does not admit a very simple solution. We propose using the simple alternating optimization technique wherein the joint optimization problem is broken down into multiple sub-problems, which are solved independently. We shall then iterate over the solutions for each problem until the solution converges. For BF and power allocation, we follow the same approach as [22], and the corresponding solutions are discussed in the next paragraph.

### A. BF and power allocation

The optimal BF vector is given by the solution for the following problem.

$$\max_{\beta} \min_k \text{SINR}_k$$

s.t. $||\beta_k|| = 1, \forall k \in \mathcal{K}$. \hspace{1cm} (SP$_1$)

Following the steps in [22], the solution for the above problem is given by

$$\beta_k = \frac{(\Sigma_k + \sigma^2 I_M)^{-1} g_k}{|| (\Sigma_k + \sigma^2 I_M)^{-1} g_k ||}, \hspace{1cm} (6)$$

where $\Sigma_k = \sum_{i=1, i\neq k}^{K} p_i g_i g_i^H$ and $g_k = H_1 R_{\text{RIS}}^2 \Phi_{\text{users}} h_{2,k}$. For this choice of $\{\beta_k\}$, the SINR of the $k$-th user is given by

$$\text{SINR}_k = \frac{p_k}{K} g_k^H (\Sigma_k + \sigma^2 I_M)^{-1} g_k. \hspace{1cm} (7)$$

Similarly, the sub-problem of identifying the optimal transmit power policy can be formulated as

$$\max_{\{p_k\}} \min_k \text{SINR}_k$$

s.t. $0 \leq \frac{p_k}{K} \leq p_{\text{max},k}, \forall k \in \mathcal{K}$. \hspace{1cm} (8)

Following steps similar to [37, Eq. (2)], this problem can be rewritten as

$$\min_{\{p_k\}, \tau} \tau^{-1} \left( \sum_{i=1, i\neq k}^{K} \frac{p_i}{K} f_{k,i} + n_k \right), \text{ s.t.} \quad \frac{p_k f_{k,k}}{\tau} \leq 1, \forall k \in \mathcal{K},$$

$$0 \leq \frac{p_k}{K} \leq p_{\text{max},k}, \forall k \in \mathcal{K}, \hspace{1cm} (SP_2)$$

where $f_{k,i} = \left| \beta_k^H H_1 R_{\text{RIS}}^2 \Phi_{\text{users}} h_{2,i} \right|^2$ and $n_k = \sigma^2$. The above problem can be solved using the popular technique of geometric programming. Geometric programming solvers are available in popular optimization packages like CVX and can be solved efficiently [38].
B. Phase shift design using asymptotic statistics

In this section, we study phase shift design using the deterministic equivalent of the minimum SINR instead of the exact expression for the minimum. We study the following two approaches here:

1. Approach 1: BS has full CSI and performs the BF optimization, and both power allocation and RIS phase shift design are performed using statistical CSI.

2. Approach 2: BF and power allocation are performed using exact CSI, and only phase shift design is performed using statistical CSI.

To set the stage for both designs, we will carry out an asymptotic analysis of the users’ SINR and their allocated powers. Now, using the optimal BF vectors in (6), the power allocation is achieved by solving the optimization problem in $P_2$. In [39], the authors addressed a similar problem to study max-min fairness optimization in wireless networks. Using Lemma 1 from [39], we observe that the optimal solution for $P_2$ would ensure that all the users experience the same SINR, say $\tau^\star$. Thus, we have,

$$\tau^\star = \text{SINR}_k = \frac{p_k}{\ell_k} g_k \! \left( \sum_k + \sigma^2 I \right)^{-1} g_k, \quad \forall k \in \mathcal{K}. \quad (9)$$

Let us rewrite $\tau^\star$ as $\tau^\star = \frac{p_k}{\ell_k} \ell_k g_k \! \left( \sum_k + \sigma^2 I \right)^{-1} g_k$, where $g_k = H_k R_{\text{RIS}} \Phi \mathbf{R}_{\text{users}} \mathbf{h}_{2,k}$, and $g_k = \sqrt{\ell_k} \tilde{g}_k$. Letting $d_k := \frac{1}{\ell_k} \tilde{g}_k \! \left( \sum_k + \sigma^2 I \right)^{-1} \tilde{g}_k = \frac{1}{\ell_k} h_{2,k}^H U^H \left( \sum_k + \sigma^2 I \right)^{-1} U \tilde{h}_{2,k}$, we obtain

$$\tau^\star = p_k \ell_k d_k \quad (10)$$

or equivalently $p_k = \frac{\tau^\star}{\ell_k d_k}$.

Using (10), we can see that $d_1, \ldots, d_K$ are solutions to the following system of equations:

$$d_k = h_k(d_1, \ldots, d_K; \tau^\star), \quad \forall k \in \mathcal{K}, \quad (11)$$

where $h_k(d_1, \ldots, d_K; \tau) : \mathbb{R}^K \times \mathbb{R} : (d_1, \ldots, d_K) \mapsto \frac{1}{\ell_k} \tilde{g}_k \! \left( \sum_{i \neq k} \frac{\tau}{\ell_i} \tilde{g}_i \tilde{g}_i^H + \sigma^2 I \right)^{-1} \tilde{g}_k$. To continue, we exploit the fact that

$$h : \mathbb{R}^K \rightarrow \mathbb{R}^K : (d_1, \ldots, d_K) \mapsto h_k(d_1, \ldots, d_K; \tau)$$

is a standard interference function. Hence, the existence and uniqueness of the solution to (11) hold true for any $\tau \geq 0$. Particularly, letting $\tau \geq 0$, the following system of equations:

$$d_k = h_k(d_1, \ldots, d_K; \tau), \quad \forall k \in \mathcal{K}, \quad (12)$$

admits a unique solution which we denote by $d_1(\tau), \ldots, d_K(\tau)$. With this, we may prove that $P_2$ amounts to solving the following problem.

$$\min_{d_k, \tau} \quad \frac{1}{\tau} \quad (P_{eq})$$

s.t. $d_k(\tau) = h_k(d_1, \ldots, d_K; \tau), \quad \forall k \in \mathcal{K}, \quad \tau d_k(\tau) \leq K \ell_k p_{\max,k}, \quad \forall k \in \mathcal{K}. \quad (13)$$

The equivalent problem $P_{eq}$ is not convex. However, when it comes to asymptotic analysis, it is much simpler to handle. Prior to stating our main results, we shall first introduce the growth rate regime considered in our asymptotic analysis. Particularly, we will assume the following assumptions.

Assumption 1: $M, N$ and $K$ grow large with a bounded ratio as $0 < \lim \inf \frac{K}{M} \leq \lim \sup \frac{K}{M} < 1$ and $0 < \lim \inf \frac{N}{M} \leq \lim \sup \frac{N}{M} < \infty$. In the sequel, this assumption is denoted as $M \rightarrow \infty$.

Assumption 2: The sequence of correlation matrices $(\mathbf{R}_{\text{RIS}})_N$, $(\mathbf{R}_{\text{users}})_N$ and the channel matrices $(\mathbf{H}_1)_M$ satisfy:

$$\lim \sup \max_{M,N,K} (\|\mathbf{R}_{\text{RIS}}\|, \|\mathbf{R}_{\text{users}}\|, \|\mathbf{H}_1\|) < \infty.$$
Moreover, the sequence of maximum powers \( p_{\text{max},k} \) and link path losses \( \ell_k, k = 1, \ldots, K \) satisfy
\[
\limsup_{M,N,K} \max_{1 \leq k \leq K} K \ell_k p_{\text{max},k} < \infty,
\]
and
\[
\liminf_{M,N,K} \max_{1 \leq k \leq K} K \ell_k p_{\text{max},k} > 0.
\]

**Theorem 1.** Consider the regime in Assumption 1 and Assumption 2. For \( \tau \geq 0 \), let \( d_1(\tau), \cdots, d_K(\tau) \) be the unique solutions to (12). Then, the following equation:
\[
d = \frac{1}{K} \text{Trace} \left\{ UU^H \left( \frac{\tau}{d(1+\tau)} + \sigma^2 I_M \right)^{-1} \right\}
\]
admits a unique solution \( \overline{d}(\tau) \). Moreover, for any compact interval \( \mathcal{I} \subset (0, \infty) \), we have:
\[
0 < \inf_{\tau \in \mathcal{I}} \overline{d}(\tau) \leq \sup_{\tau \in \mathcal{I}} \overline{d}(\tau) < \infty
\]
and
\[
\sup_{\tau \in \mathcal{I}} \max_{1 \leq k \leq K} \left| d_k(\tau) - \overline{d}(\tau) \right| \longrightarrow 0, \quad M \rightarrow \infty
\]

**Proof.** The proof of Theorem 1 is deferred to Appendix B.

Theorem 1 studies the asymptotic behaviour of fixed point equations of standard interference functions in the form of (12). We believe that it can be used beyond the context of our work to handle, for instance, constraints expressed as linear combinations of user powers. For this reason, we formulate it as a stand-alone result to facilitate its use in more general settings. With Theorem 1 at hand, we are now ready to state our results regarding the asymptotic convergence of the per-user SINR and the per-user powers.

**Theorem 2.** Consider the setting of Theorem 1. Let \( \alpha_0 := \min_{1 \leq k \leq K} \{ K \ell_k p_{\text{max},k} \} \), then, the following equation:
\[
\tau = \frac{\alpha_0}{K} \text{Trace} \left\{ UU^H \left( \frac{\alpha_0}{d(1+\tau)} + \sigma^2 I_M \right)^{-1} \right\}, \quad (15)
\]
admits a unique solution \( \overline{\tau} \). Let \( \overline{d} \) be the unique solution to the following equation:
\[
d = \frac{1}{K} \text{Trace} \left\{ UU^H \left( \frac{\overline{\tau}}{d(1+\overline{\tau})} + \sigma^2 I_M \right)^{-1} \right\}.
\]

Then, the following convergences hold true:
\[
\tau^* - \overline{\tau} \longrightarrow 0, \quad M \rightarrow \infty, \quad (16)
\]
\[
\max_{1 \leq k \leq K} \left| d_k - \overline{d} \right| \longrightarrow 0, \quad M \rightarrow \infty, \quad (17)
\]
\[
\max_{1 \leq k \leq K} \left| p_k - \frac{\alpha_0}{\ell_k} \right| \longrightarrow 0, \quad M \rightarrow \infty. \quad (18)
\]

where \( d_1, \cdots, d_K \) are the unique solutions to Problem \((\mathcal{P}_\text{eq})\).

**Proof.** See Appendix C.
TABLE II: CSI assumptions for BF, power allocation, and phase shift designs in different schemes compared

| Scheme  | Power Allocation | BF Allocation | RIS Phases |
|---------|------------------|---------------|------------|
| Scheme 1 | Instantaneous (sub-section III-A) | Instantaneous (sub-section III-A) | Instantaneous |
| Scheme 2 | Instantaneous (sub-section III-A) | Instantaneous (sub-section III-A) | Statistical (subsection III-B1) |
| Scheme 3 | Instantaneous (sub-section III-A) | Statistical (sub-section III-B2) | Statistical (subsection III-B1) |
| Scheme 4 | Instantaneous (sub-section III-A) | Statistical (sub-section III-B2) | $\theta_n = 0 \quad \forall \ n \in \{1, \ldots, N\}$ |
| Scheme 5 | Instantaneous (sub-section III-A) | Instantaneous (sub-section III-A) | $\theta_n = 0 \quad \forall \ n \in \{1, \ldots, N\}$ |
| Scheme 6 | Instantaneous (sub-section III-A) | Instantaneous (sub-section III-A) | $\theta_n \sim \text{Unif}[0, 2\pi] \quad \forall \ n \in \{1, \ldots, N\}$ |

1) RIS Phase optimization using the deterministic equivalents: Given that we have derived the asymptotic deterministic equivalent of $\tau^*$, we now use this to derive the optimal values of RIS phase shifts that maximize the minimum SINR. Thus, the new optimization problem can be written as follows:

$$\max_\Phi \bar{\tau} = \frac{\alpha_0}{K} \text{Trace} \left\{ \frac{1}{\alpha_0} \left( \frac{\alpha_0}{(1 + \bar{\tau})} UU^H \left( \frac{\alpha_0}{(1 + \bar{\tau})} UU^H + \tilde{\sigma}^2 I_M \right)^{-1} \right) \right\}$$  \hspace{1cm} (P_3)

subject to $|\phi_n| = 1, \quad \forall n \in \{1, \ldots, N\}$.

We use the projected gradient descent to solve the above optimization problem. We begin by evaluating the derivative of $\bar{\tau}$ with respect to $\phi_n$ for all $n \in \{1, \ldots, N\}$ using the implicit function theorem. Let

$$g(\bar{\tau}, \phi) = \bar{\tau} - \frac{\alpha_0}{K} \text{Trace} \left\{ \frac{1}{(1 + \bar{\tau})} UU^H \right\},$$

where $T = \left( \frac{\alpha_0}{(1 + \bar{\tau})} UU^H + \tilde{\sigma}^2 I_M \right)^{-1}$, thus, we have

$$\frac{\partial \bar{\tau}}{\partial \phi_n} = -\frac{\partial g}{\partial \phi_n} = -\frac{\partial g}{\partial \bar{\tau}} \frac{\partial \bar{\tau}}{\partial \phi_n},$$

where

$$\frac{\partial g}{\partial \bar{\tau}} = 1 - \frac{\alpha_0^2}{K(1 + \bar{\tau})^2} \text{Trace} \left\{ \frac{1}{(1 + \bar{\tau})} UU^H \right\}. \hspace{1cm} (21)$$

Evaluating $\frac{\partial g}{\partial \phi_n}$, we have

$$\frac{\partial g}{\partial \phi_n} = \frac{\alpha_0}{K} \left\{ \frac{\alpha_0}{1 + \bar{\tau}} \left[ R_{\text{RIS}} \frac{1}{2} H_i^H T R T H_i R_{\text{RIS}} \frac{1}{2} \Phi \text{R users} \right]_{n,n} - \left[ R_{\text{RIS}} \frac{1}{2} H_i^H T H_i R_{\text{RIS}} \frac{1}{2} \Phi \text{R users} \right]_{n,n} \right\}. \hspace{1cm} (22)$$

Using (22), we implement the projected gradient descent to solve $P_3$. Note that the solution does not depend on the instantaneous channel gains; hence, the phase optimization must only be repeated when the large-scale channel statistics vary.
2) Power allocation using asymptotic statistics: Note that along with the derivation for the deterministic equivalent for \( \tau^* \), we have also established that \( \frac{\tau}{\alpha} = p_k \ell_k = \alpha_0 \). From this relation, we can observe that asymptotically, the power allocation for the \( k \)-th user converges to

\[
P_k = \frac{\alpha_0}{\ell_k},
\]

where we recall that \( \alpha_0 = \min \{ \ell_k P_{\text{max},k} \} \). In the next section, we also compare the performance of this power allocation scheme with the scheme discussed in subsection III-A.

IV. EMF AWARE DESIGN USE CASE

This section presents one interesting application where the proposed resource allocation policy can be utilized. In problem \( P_1 \), we would like to include the additional constraint that the EMF of each user is below a permissible limit. The EMF of the \( k \)-th user transmitting with a power \( p_k \) can be evaluated as \( \text{SAR}_{\text{ref},k} p_k \) where \( \text{SAR}_{\text{ref},k} \) is the SAR for user \( k \) when the transmitted power is unity. The max-min SINR optimization with constraints on the user’s exposure can be expressed as follows:

\[
\begin{aligned}
& \max_{\{p_k, \phi, \beta\}} \min_k \text{SINR}_k \\
& \text{s.t.} \quad 0 \leq \text{SAR}_{\text{ref},k} p_k \leq \text{SAR}_{\text{max},k}, \quad \forall k \in \mathcal{K}, \\
& \phantom{\text{s.t.}} \quad 0 \leq p_k \leq \bar{p}_{\text{max}}, \quad \forall k \in \mathcal{K}, \\
& \phantom{\text{s.t.}} \quad ||\beta_k|| = 1, \quad \forall k \in \mathcal{K}, \\
& \phantom{\text{s.t.}} \quad |\phi_n| = 1, \quad \forall n \in \{1, \cdots, N\}.
\end{aligned}
\]

\((P_2)\)

Here, \( p_{\text{max}} \) is the maximum transmit power of each user, and \( \text{SAR}_{\text{max},k} \) is the maximum allowed exposure for user \( k \). Note that the two constraints on the power variable can be combined and expressed as \( 0 \leq p_k \leq \min \left\{ \bar{p}_{\text{max}}, \frac{\text{SAR}_{\text{max},k}}{\text{SAR}_{\text{ref},k}} \right\} \). Let \( \min \left\{ \bar{p}_{\text{max}}, \frac{\text{SAR}_{\text{max},k}}{\text{SAR}_{\text{ref},k}} \right\} := \bar{p}_{\text{max},k} \). Then, we can notice that the problem in \( P_2 \) is equivalent to the one in \( P_1 \) for \( p_{\text{max},k} = K \bar{p}_{\text{max},k} \), and hence can be solved using the method proposed in the previous section. In the next section, we present simulation results for this application and hence demonstrate the performance of the proposed solution methodology.

V. SIMULATION RESULTS

In this section, we consider a simulation setup similar to that used by the authors of [20]. The coordinates of the BS and the RIS are given by \((0, 0, 10)\) and \((10, 10, 15)\), respectively. The coordinates of the user locations are given by \((x_k, y_k, 1.5)\) where \(x_k \sim \text{unif}[10, 15] \) and \(y_k \sim \text{unif}[5, 10] \). One sample realization of the BS, RIS and the users for \( K = 10 \) is shown in Fig. 2.

The channel between the BS and RIS and the RIS and the \( k \)-th user are given by

\[
H_1 = \sqrt{\frac{\text{PL}_{\text{LOS}}(d_{\text{RB}})}{N} \left( \frac{\kappa}{\kappa+1} \right)} + \sqrt{\frac{\text{PL}_{\text{NLOS}}(d_{\text{RIR}})}{N} \left( \frac{\kappa}{\kappa+1} \right)}
\]

and \( h_{2,k}^u = \sqrt{\text{PL}_{\text{LOS}}(d_{\text{KB}})} h_{2,k}^u \) respectively. Here, \( \text{PL}_{\text{LOS}}(d) \) and \( \text{PL}_{\text{NLOS}}(d) \) are the path losses experienced by the LOS and NLOS links at a distance of \( d \) from the transmitter and are modelled using the 3GPP Urban Micro (UMi) scenario from [40, Table B.1.2.1-1] under 2.5 GHz operating frequency. Throughout the simulations, they are chosen as \( \text{PL}_{\text{LOS}}(d) = \frac{10}{d_{\text{RB}}^{10}} + 35.95 \) and \( \text{PL}_{\text{NLOS}}(d) = \frac{10}{d_{\text{KB}}^{10}} + 35.95 \), where \( G_t \) and \( G_r \) denote the antenna gains (in dBi) at the transmitter and receiver respectively. It is assumed that the elements of BS have 5 dBi gain while each user antenna and the RIS elements have 0 dBi gain. Here, \( \kappa \) is the Rician factor of the link between the BS and the RIS and is chosen to be 0 throughout the simulations. The elements of the \( M \times N \) matrix \( H_1 \) are

\[
\begin{bmatrix}
H_1 \end{bmatrix}_{m,n} = \exp \left[ \frac{1}{\lambda} \left( (m-1)d_{\text{BS}} \sin (\theta_{\text{LOS},1}(n)) \sin (\phi_{\text{LOS},1}(n)) \\
+ (n-1)d_{\text{RIS}} \sin (\theta_{\text{LOS},2}(m)) \sin (\phi_{\text{LOS},2}(m)) \right) \right],
\]

\((24)\)
where $\phi_{\text{LoS},1}$ and $\theta_{\text{LoS},1}$ represent the LoS azimuth and elevation angle of departures at the RIS and $\phi_{\text{LoS},2}$ and $\theta_{\text{LoS},2}$ represent the LoS azimuth and elevation angles of arrivals at the BS respectively. We show the orientation with respect to the centre of the BS and the RIS positions in Fig. 3. For the simulations, $\theta_{\text{LoS},i}(n)$ and $\phi_{\text{LoS},i}(n)$ for $i \in \{1, 2\}$ and $n \in \{1, \cdots, N\}$, are generated uniformly between 0 to $\pi$ and 0 to $2\pi$ respectively, [20]. Also, $d_{\text{BS}}$ and $d_{\text{RIS}}$ are the inter-antenna separation at the BS and the inter-element separation at the RIS and are chosen as $d_{\text{BS}} = d_{\text{RIS}} = 0.5\lambda$. Each of the elements of $\bar{H}_1$ and $\tilde{h}_{2,k}$ are standard normal RVs. Here, $\bar{H}_1$ captures the orientation of the RIS with respect to the BS. Note that the proposed results are valid for all choices of $H_1$ that satisfy the assumptions in Section III.B, and hence depending upon the position and the orientation of the RIS, appropriate models can be used to capture the effect on the system performance. Finally, $H_{2,k}$ is defined as $H_{2,k} = [h_{2,1}^{u} \cdots h_{2,K}^{u}]$. Similarly, in the current set of simulations, we assume that all the users are data users and hence have $\text{SAR}_{\text{ref},k} = 63 \times 10^{-4}$ W/Kg per unit power and $\text{SAR}_{\text{max},k} = 0.0029$ for all $k \in \mathcal{K}$. Similarly, the noise power in dBm is chosen as $\sigma^2 = -174 + 10 \log_{10} B$ where the bandwidth for users using data is chosen as 100 MHz. The maximum transmit power of each user ($p_{\text{max}}$) is chosen as 500 mW. The correlation matrices, $R_{\text{users}}$ and $R_{\text{RIS}}$ are chosen according to the exponential correlation model, where the $(i, j)$-th matrix element is of the form $\eta^{\lfloor i-j \rfloor}$ for $\eta = 0.95$.

Throughout the simulations, we compare the performance of the proposed optimization scheme with the results obtained using instantaneous CSI. Here, the BF and power allocation strategy discussed in sub-section III-A is used. The RIS phase optimization is performed using the scheme discussed in [22], where a smooth approximation for the minimum is used, and projected gradient descent is used to find the
optimal phase shift-vector. The different schemes compared in this paper are summarized in Table II. Note that the proposed solution for phase shift design uses the deterministic equivalent of the minimum SINR, which holds when the problem dimensions tend to infinity with a fixed ratio, i.e. the number of antennas at the BS, the number of reflecting elements at the RIS and the number of users tend to infinity while having a fixed ratio among them. Using simulations, it was observed that this setting allows us to get a good approximation for the minimum SINR even for finite system dimensions. Throughout the simulations, the parameters $K$, $M$, and $N$ are selected such that the system is operating in the deterministic equivalence regime.

Fig. 4 and Fig. 5 compares the different schemes in terms of the minimum SINR and the time taken for evaluation, respectively. We can observe that the scheme which uses the asymptotic statistics for the phase optimization alone (Scheme 2) performs close to the scheme using the instantaneous channel gains (Scheme 1). Moreover, the time taken for the alternating optimization routine using the deterministic equivalent (Scheme 2) is considerably less than the scheme using the approximation for the minimum function (Scheme 1). We can also observe that there is a severe drop in the minimum SNR when both the power allocation and phase optimization routines are performed using the deterministic equivalent (Scheme 3). Thus, we can conclude that optimal power allocation is critical for system performance. However, the short computation time for the later scheme can be utilized to generate a good initial point for performing the phase optimization using other gradient-based schemes discussed in [22], including the scheme using the approximation for the minimum. Also, note that the proposed solution for phase optimization needs to be re-evaluated only when the channel statistics vary. The rate at which the channel statistics vary will be very much less than the inverse of the coherence time of typical wireless channels.
Hence, the RIS phase shifts using Scheme 1 need to be re-evaluated at a much higher frequency when compared to the solution using Scheme 2. Furthermore, the time taken for the evaluation of Scheme 1 is close to double the time taken for the evaluation of Scheme 2. This reduction in complexity is only possible due to the proposed phase optimization algorithm.

Next, in Fig. 6, we study the variation in minimum SINR with increasing values of the maximum transmit power. Note that the maximum allowable transmit power is limited by the exposure constraints, and hence beyond a specific point, increasing the transmit power will not increase the minimum SINR.

We demonstrate the significance of the optimal phase shifts at the RIS elements in Fig. 7. Here, we compare the performance of Schemes 2 and 3 with the performance achieved by the same setup, except that the RIS is set to introduce no phase shift at the incoming wave. The figure shows that the performance degrades drastically without the phase shifts introduced by the RIS. Scheme 2 was consistently demonstrating superior performance with respect to Scheme 3; however, we can see that with the change in phase shifts, Scheme 5 achieves a very low minimum SINR. Moreover, without the right choice of phase shifts, we can see that Schemes 4 and 5 demonstrate almost similar performance. This further reiterates the significance of the right choice of phase shifts at the RIS to leverage the system utility.

In Fig. 8, we demonstrate the variation in minimum SINR with an increasing number of RIS elements.
As expected, the minimum SINR increases with increasing $N$. This further suggests that for a system with a fixed number of users and a given number of antennas at the BS, we can improve the system performance by using a RIS with more reflecting elements. Furthermore, we can see that Scheme 2 can achieve almost the same performance achieved using Scheme 1. This means using the asymptotic statistics also we can achieve what we were achieving using the instantaneous CSI. Scheme 2 needs much fewer computations, and feedback overhead compared to the methods using instantaneous CSI is also to be noted. We also study the effect of the maximum allowable exposure for each user on the minimum SINR achieved. In Fig. 9, we plot the variation in minimum SINR with respect to the increasing number of users for different values of $\text{SAR}_{\text{max}}$. As expected, we can see that the minimum SINR increases as the allowed exposure limit increases. This is intuitive since an increase in the maximum allowed exposure would increase the maximum power that can be used for transmission, and hence it improves the SINR for each user. Also, increasing the maximum exposure beyond a value does not improve the minimum SINR since we are also restricted by the transmit power constraints.

Note that the proposed results are valid for all choices of $\mathbf{H}_1$ that satisfy Assumption 2 in Section III.B. To demonstrate the general nature of the results proposed, we also study the performance for a scenario where the LoS component of the link between the BS and the RIS is modelled using [41, (4)], for the
number of scatterers, $L = M$. For this simulation, the users are uniformly spread between the area of overlap between the first quadrant and two circles of radius $R_{\text{min}} = 10$ m and $R_{\text{max}} = 70$ m centered at the RIS. Fig. 10, shows one sample realization of the simulation setup. The minimum SINR for different numbers of users in this setup is given in Fig. 11. Similar to the results observed for the other channel model, here also we can see that Scheme 1 and Scheme 2 achieve very close performance.

VI. CONCLUSION

We consider the uplink communication of a RIS-assisted system and study the joint optimization of the BF vectors, power allocation, and the phase shifts at the RIS elements. A simple projected gradient descent-based optimization strategy is proposed to identify the optimal phase shift vector at the RIS elements that maximize the minimum SINR subject to constraints on the power consumed by the users. The proposed solution depends only on the asymptotic channel statistics and hence needs to be updated only when the large-scale channel statistics change. The simulations demonstrate that the minimum SINR achieved using the solution is very close to the minimum SINR achieved using the phase vector designed using the instantaneous channel statistics. Furthermore, the numerical results show that the proposed algorithms
achieve more than 100% gain in terms of minimum SINR, compared to a system with random RIS phase shifts, with 40 RIS elements, 20 antennas at the BS, and 10 users.

**APPENDIX A**

**SOME USEFUL RESULTS**

**Lemma 1.** *(Convergence of Quadratic Forms):* Let \( y \sim \mathcal{CN}(0_M, I_M) \). Let \( A \) be an \( M \times M \) matrix independent of \( y \), which has a bounded spectral norm. Then \( \frac{1}{M} y^H A y - \frac{1}{M} \text{tr}(A) \xrightarrow{a.s.} 0 \) as \( M \to \infty \).

**Lemma 2.** Consider the \( M \times M \) matrix:

\[
B = \frac{1}{K} U X X^H U^H,
\]

with the following Assumptions:

1) \( X \in \mathbb{C}^{N \times K} \) is such that \([X]_{ij}\) are identically distributed and independent and \( \text{var}([X]_{ij}) = 1 \) and finite fourth order moments.

2) \( R = U U^H \) with \( U \in \mathbb{C}^{M \times N} \) has uniformly bounded spectral norm over \( M \) and \( N \).
Fig. 8: Minimum SINR vs $N$, for $K = 4$ and $M = 8$.

3) Denoting $c_1 = \frac{K}{M}$ and $c_0 = \frac{N}{K}$, then

$$0 < \liminf c_1 < \infty \quad \text{and} \quad 0 < c_0 < \infty.$$  

Then, as all $M, K$ and $N$ grow large with ratios $c_1$ and $c_0$, for $z \in \mathbb{C} \setminus \mathbb{R}^+$, and for all non-negative hermitian matrices $C \in \mathbb{C}^{N \times N}$ with uniformly bounded spectral norm:  

$$\frac{1}{K} \text{Trace} \left\{ C \left( B - zI \right)^{-1} \right\} - \frac{1}{K} \text{Trace} \left\{ C \left( -zI + \frac{R}{1 + e(z)} \right)^{-1} \right\}$$

converges almost surely to zero where $e(z)$ form the unique solution of 

$$e(z) = \frac{1}{K} \text{Trace} \left\{ R \left( -zI + \frac{R}{1 + e(z)} \right)^{-1} \right\}.$$
We start by proving that
\[ d = \frac{1}{K} \text{Trace} \left\{ \mathbf{U} \mathbf{U}^H \left( \mathbf{U} \mathbf{U}^H \frac{\tau}{d(1+\tau)} + \sigma^2 \mathbf{I}_M \right)^{-1} \right\}, \] (25)
admits a unique solution \( \overline{d}(\tau) \). Dividing both sides in (25) by \( \overline{d}(\tau) \), we obtain
\[ K = \frac{\text{Trace} \left\{ \mathbf{U} \mathbf{U}^H \left( \mathbf{U} \mathbf{U}^H \frac{\tau}{(1+\tau)} + \sigma^2 \overline{d}(\tau) \mathbf{I}_M \right)^{-1} \right\}}{\text{Trace} \left\{ \mathbf{U} \mathbf{U}^H \left( \mathbf{U} \mathbf{U}^H \frac{\tau}{(1+\tau)} + \sigma^2 \mathbf{I}_M \right)^{-1} \right\}}. \] (26)

The function
\[ h_\tau : d \mapsto \frac{1}{K} \text{Trace} \left\{ \mathbf{U} \mathbf{U}^H \left( \mathbf{U} \mathbf{U}^H \frac{\tau}{(1+\tau)} + \sigma^2 d \mathbf{I}_M \right)^{-1} \right\}, \]
is decreasing. Since \( K/M < 1 \), \( \lim_{d \to 0} h_\tau(d) > 1. \)
As \( \lim_{d \to \infty} h_\tau(d) = 0 \), there exists a unique \( \overline{d}(\tau) \) satisfying \( h_\tau(\overline{d}(\tau)) = 1 \), which shows existence and uniqueness of the solution to (25). On the other hand, since \( \lim_{d \to \infty} \sup_{\tau \geq 0} h_\tau(d) = 0 \), there exists \( C \) such that \( \sup_{\tau \geq 0} \overline{d}(\tau) < C \). Now, since \( h(0) \geq \frac{1+\tau}{\tau} \lim \inf \frac{M}{K} > 1 \), we also have \( \inf_{\tau \geq 0} \overline{d}(\tau) > 0 \).

The next step is now to show that:

\[
\sup_{\tau \in \mathcal{I}} \max_{1 \leq k \leq K} \left| \frac{d_k(\tau)}{\overline{d}(\tau)} - 1 \right| \xrightarrow{M \to \infty} 0,
\]

where \( d_1(\tau), \ldots, d_K(\tau) \) are the unique solutions to the system of equations in (11). Letting \( e_k(\tau) := \frac{d_k(\tau)}{\overline{d}(\tau)} \), this amounts to showing that for all \( \ell > 0 \), we have for sufficiently large dimensions:

\[
\forall \tau \in \mathcal{I}, \quad k \in \mathcal{K}, \quad -\ell \leq e_k(\tau) - 1 \leq \ell.
\]

Assume without loss of generality that \( e_1(\tau) < e_2(\tau) < \cdots < e_K(\tau) \). Proving (27) is thus equivalent to showing the following inequalities:

\[
\forall \tau \in \mathcal{I}, \quad e_K(\tau) \leq 1 + \ell, \quad (28)
\]

\[
\forall \tau \in \mathcal{I}, \quad e_1(\tau) \geq 1 - \ell. \quad (29)
\]
Proof of (28). Starting from the expression of $d_k(\tau)$, we may express $e_k(\tau)$ as

$$ e_k(\tau) = \frac{\tilde{h}_{2,k}^H U^H}{K \tilde{d}(\tau)} \times \left( \sum_{i \neq k} \frac{\tau}{K d_i(\tau)} U\tilde{h}_{2,i}^H \tilde{h}_{2,i}^H U^H + \sigma^2 I_M \right)^{-1} U\tilde{h}_{2,k}, $$

$$ = \frac{h_{2,k}^H U^H}{K} \times \left( \sum_{i \neq k} \frac{\tau U\tilde{h}_{2,i}^H \tilde{h}_{2,i}^H U^H}{K e_i(\tau)} + \sigma^2 \tilde{d}(\tau) I_M \right)^{-1} U\tilde{h}_{2,k}. $$

(30)
Evaluating (30) for \( k = K \), we obtain
\[
e_K(\tau) = \frac{\tilde{h}_{2,K}^H U^H}{K} \times \left( \sum_{i \neq K} \frac{\tau}{K e_i(\tau)} U \tilde{h}_{2,i} \tilde{h}_{2,i}^H U^H + \sigma^2 \bar{d}(\tau) I_M \right)^{-1} U \tilde{h}_{2,K}. \tag{31}
\]

Since \( e_K(\tau) \geq e_i(\tau) \) for all \( i \neq K \), we have
\[
e_K(\tau) \leq \frac{1}{K} \tilde{h}_{2,K}^H U^H \times \left( \sum_{i \neq K} \frac{\tau U \tilde{h}_{2,i} \tilde{h}_{2,i}^H U^H}{K e_K(\tau)} + \sigma^2 \bar{d}(\tau) e_K(\tau) I_M \right)^{-1} U \tilde{h}_{2,K}, \tag{32}
\]
or equivalently
\[
1 \leq \frac{1}{K} \tilde{h}_{2,K}^H U^H \times \left( \sum_{i \neq K} \frac{\tau U \tilde{h}_{2,i} \tilde{h}_{2,i}^H U^H}{K} + \sigma^2 \bar{d}(\tau) e_K(\tau) I_M \right)^{-1} U \tilde{h}_{2,K}. \tag{33}
\]

Recall that our objective is to prove that for sufficiently large dimensions:
\[
\sup_{\tau \in \mathcal{I}} e_K(\tau) \leq 1 + \ell,
\]
or equivalently:
\[
\limsup_{N,M,K} \sup_{\tau \in \mathcal{I}} e_K(\tau) \leq 1 + \ell.
\]

For that, we proceed by contradiction and assume that:
\[
\limsup_{N,M,K} \sup_{\tau \in \mathcal{I}} e_K(\tau) \geq 1 + \ell. \tag{34}
\]

Hence, in view of (32), for \( N, K \) and \( M \) sufficiently large, there exists \( \tilde{\tau} \in \mathcal{I} \) such that
\[
1 \leq \frac{1}{K} \tilde{h}_{2,K}^H U^H \times \left( \sum_{i \neq K} \frac{\tau U \tilde{h}_{2,i} \tilde{h}_{2,i}^H U^H}{K} + \sigma^2 \bar{d}(\tau)(1 + \ell) I_M \right)^{-1} U \tilde{h}_{2,K}.
\]

To continue, we apply Lemma 1 and Lemma 2 to study the asymptotic limit of the right-hand side term of the above inequality. Indeed, the following convergence holds point-wise in \( \tau \):
\[
\frac{1}{K} \tilde{h}_{2,K}^H U^H \left( \sum_{i \neq K} \frac{\tau U \tilde{h}_{2,i} \tilde{h}_{2,i}^H U^H}{K} + \sigma^2 \bar{d}(\tau)(1 + \ell) I_M \right)^{-1} U \tilde{h}_{2,K} - \mu \xrightarrow{\text{a.s.}} 0, \tag{35}
\]
where \( \mu(\tau) \) is the unique solution to the following equation:
\[
\mu(\tau) = \frac{1}{K} \text{Trace} \left\{ U U^H \left( \sigma^2 \bar{d}(\tau)(1 + \ell) I + \frac{\tau U U^H}{1 + \mu(\tau) I} \right)^{-1} \right\}
\]
\[
\sup_{\tau \in I} \left| \frac{\hat{h}^H_{2,K} U^H}{K} \left( \sum_{i \neq K} \frac{\tau}{K} U \hat{h}_{2,i}^H U^H + \sigma^2 \bar{d}(\tau)(1 + \ell) I_M \right) \right|^{-1} U \hat{h}_{2,K} - \mu \middle| \rightarrow 0.
\]

Since function \((\tau, d) \mapsto \frac{1}{K} \hat{h}^H_{2,K} U^H \times \left( \sum_{i \neq K} \frac{\tau}{K} U \hat{h}_{2,i}^H U^H + \sigma^2 \bar{d}(\tau)(1 + \ell) I_M \right)^{-1} U \hat{h}_{2,K} \) is Lipschitz on any compact set in \((0, \infty) \times (0, \infty)\), by Arzela-Ascoli theorem, the convergence in \((34)\) hold uniformly in \(\tau\) and \(\bar{d}(\tau)\) belonging to compact sets in \((0, \infty) \times (0, \infty)\). As we proved earlier that \(\bar{d}(\tau)\) lies in a compact set when \(\tau \in I\), we obtain:

In other words, for any \(\epsilon \) sufficiently small and positive, and sufficiently large \(N, K\) and \(M, \forall \ \tau \in I\),

\[
\mu(\tau) + \epsilon \geq \frac{\hat{h}^H_{2,K} U^H}{K} \times \left( \sum_{i \neq K} \frac{\tau}{K} U \hat{h}_{2,i}^H U^H + \sigma^2 \bar{d}(\tau)(1 + \ell) I_M \right)^{-1} U \hat{h}_{2,K}.
\]

Particularly, for \(\tau = \bar{\tau}\), we obtain:

\[
\frac{\hat{h}^H_{2,K} U^H}{K} \left( \sum_{i \neq K} \frac{\bar{\tau}}{K} U \hat{h}_{2,i}^H U^H + \sigma^2 \bar{d}(\bar{\tau})(1 + \ell) I_M \right)^{-1} U \hat{h}_{2,K} \leq \mu(\bar{\tau}) + \epsilon.
\]

(35)

To show contradiction to \((33)\), it suffices to prove that for all \(\tau \in I\), \(\mu(\tau) < 1\). Indeed, if \(\forall \tau \in I\), \(\mu(\tau) < 1\), then by choosing \(\epsilon < \ell\), the inequality in \((35)\) becomes in contradiction to \((33)\). Recalling that \(\mu(\tau)\) is the unique solution to the following equation:

\[
\mu(\tau) = \frac{1}{K} \text{Trace} \left\{ \left( \sigma^2 \bar{d}(\tau)(1 + \ell) I + \frac{\tau U U^H}{1 + \mu(\tau)\tau} \right)^{-1} \right\}.
\]

Dividing both sides by \(\mu(\tau)\), we obtain

\[
K = \frac{\text{Trace} \left\{ \left( \sigma^2 \mu(\tau) \bar{d}(\tau)(1 + \ell) I + \frac{\mu(\tau)\tau U U^H}{1 + \mu(\tau)\tau} \right)^{-1} \right\}}{\text{Trace} \left\{ \left( \sigma^2 \bar{d}(\tau)(1 + \ell) I + \frac{\tau U U^H}{1 + \tau} \right)^{-1} \right\}}.
\]

(36)

Let

\[
g : \mu \mapsto \frac{1}{K} \text{Trace} \left\{ \left( \sigma^2 \mu \bar{d}(\tau)(1 + \ell) I + \frac{\mu U U^H}{1 + \mu \tau} \right)^{-1} \right\}.
\]

Then, \(g\) is a decreasing function of \(\mu\). Moreover,

\[
g(1) = \frac{1}{K} \text{Trace} \left\{ \left( \sigma^2 \bar{d}(\tau)(1 + \ell) I + \frac{\tau U U^H}{1 + \tau} \right)^{-1} \right\},
\]

(37)

\[
< \frac{1}{K} \text{Trace} \left\{ \left( \sigma^2 \bar{d}(\tau) I + \frac{\tau U U^H}{1 + \tau} \right)^{-1} \right\} = 1,
\]

(38)

where in the last equality, we used \((25)\). If \(\mu(\tau) \geq 1\), then since \(g\) is decreasing \(g(\mu(\tau)) \leq g(1) < 1\), creating a contradiction with \((36)\). Hence, \(\mu(\tau) < 1\). This completes the proof of \((28)\). The proof of \((29)\) follows the same lines and is thus omitted.
**APPENDIX C**

**PROOF OF THEOREM [2]**

**Strategy of the proof.** We organize the proof of Theorem [2] in two parts. In the first part, denoting by $\alpha_k = K \ell_k \max, \forall k \in K$, we prove that the optimal cost of the following problem:

$$
\tau^* = \max_{d, \tau} \tau \\
\text{s.t. } d_k(\tau) = h_k(d_1, \ldots, d_K; \tau), \ k \in K \\
\tau \leq \alpha_k, \ \forall k \in K.
$$

is asymptotically equivalent to the optimal cost of the following deterministic problem:

$$
\bar{\tau} = \max_{d, \tau} \tau \\
\text{s.t. } d = \frac{1}{K} \text{Trace} \left\{ \begin{array}{c} UU^H \left( \frac{\tau}{d(1 + \tau)} + \sigma^2 I_M \right)^{-1} \end{array} \right\},
$$

in the sense that $\tau^* - \bar{\tau} \xrightarrow{M \to \infty} 0$. In the second part, we show that $\bar{\tau}$ is equal to $\tau$, the unique solution to (15). Finally, by combining the findings of Theorem [1] along with those of both parts, we deduce the convergence results of Theorem 2.

**First part.** Let $(\bar{\tau}, \bar{d})$ be the solution to (P asym). The uniqueness of this solution is a straightforward consequence of the second part of the proof and thus will be admitted here. Our goal in this section is to show that $\tau^* - \bar{\tau} \xrightarrow{M \to \infty} 0$.

Before delving into the proof, we need first to check that the solution $\tau^*$ to $\hat{P}$ lies almost surely in a compact set in $(0, \infty)$ to enable the use of the results of Theorem [1]. For that, we use the fact that for any feasible $\tau, d_k$ such $\frac{\tau}{d_k} \leq \alpha_k$, we have:

$$
\frac{1}{K} \bar{g}_k^H \left( \sum_{i \neq k} \alpha_i \bar{g}_i \bar{g}_i^H + \sigma^2 I \right)^{-1} \bar{g}_k \\
\leq d_k = h_k(d_1, \ldots, d_K; \tau) \leq \frac{1}{K \sigma^2} \bar{g}_k^H \bar{g}_k.
$$

From standard results of random matrix theory, under the regime growth of Assumption 1 and Assumption 2, there exists strictly positive constants $C_1$ and $C_2$ such that almost surely,

$$
\forall k = 1, \ldots, K, \frac{1}{K} \bar{g}_k^H \left( \sum_{i \neq k} \alpha_i \bar{g}_i \bar{g}_i^H + \sigma^2 I \right)^{-1} \bar{g}_k \geq C_1,
$$

and

$$
\frac{1}{K \sigma^2} \bar{g}_k^H \bar{g}_k \leq C_2.
$$

Hence, for any feasible $\tau$, we have:

$$
\tau \leq C_2 \alpha_0 \ \text{and} \ \tau \geq \alpha_0 C_1,
$$

which proves that $\tau$ lies almost surely in a compact set of $(0, \infty)$. Let $\mathcal{I}$ be a compact interval in $(0, \infty)$ containing $(C_1 \alpha_0, C_2 \alpha_0)$. We may thus exploit Theorem [1] to show that:

$$
\sup_{\tau \in \mathcal{I}} \max_{1 \leq k \leq K} \left| \frac{\tau}{d_k(\tau)} - \frac{\tau}{\bar{d}(\tau)} \right| \xrightarrow{M \to \infty} 0.
$$
Hence, for any $\delta > 0$, there exists $N_0, M_0$ and $K_0$ such that for all $N \geq N_0$, $M \geq M_0$ and $K \geq K_0$, we have:

\[
\forall \tau \in \mathcal{I} \quad \forall k \in \mathcal{K} \quad \frac{\tau}{d(\tau)} - \delta \leq \frac{\tau}{d_k(\tau)} \leq \frac{\tau}{d(\tau)} + \delta.
\] (41)

Now, consider the following perturbed asymptotically equivalent problems:

\[
\bar{\tau}_{\delta^+} = \max_{d, \tau} \tau \quad \text{s.t.} \quad d = \frac{1}{K} \text{Trace} \left\{ \mathbf{U} \mathbf{U}^H \left( \mathbf{U} \mathbf{U}^H \frac{\tau}{d(1 + \tau)} + \sigma^2 \mathbf{I}_M \right)^{-1} \right\} \quad (\mathcal{P}_{\text{asy}^+})
\]

\[
\frac{\tau}{d} \leq \alpha_k + \delta, \quad \forall k \in \mathcal{K},
\]

and

\[
\bar{\tau}_{\delta^-} = \max_{d, \tau} \tau \quad \text{s.t.} \quad d = \frac{1}{K} \text{Trace} \left\{ \mathbf{U} \mathbf{U}^H \left( \mathbf{U} \mathbf{U}^H \frac{\tau}{d(1 + \tau)} + \sigma^2 \mathbf{I}_M \right)^{-1} \right\} \quad (\mathcal{P}_{\text{asy}^-})
\]

\[
\frac{\tau}{d} \leq \alpha_k - \delta, \quad \forall k \in \mathcal{K}.
\]

The main idea is to show that almost surely, for sufficiently large dimensions:

\[
\bar{\tau}_{\delta^-} \leq \tau^* \leq \bar{\tau}_{\delta^+}.
\] (42)

Then, based on Lemma 9 in [42], we have

\[
\lim_{\delta \to 0} \bar{\tau}_{\delta^-} = \bar{\tau},
\]

and

\[
\lim_{\delta \to 0} \bar{\tau}_{\delta^+} = \bar{\tau}.
\]

Hence, for any $\epsilon > 0$, we may choose $\delta$ sufficiently small such that:

\[
\bar{\tau} \geq \bar{\tau}_{\delta^+} - \epsilon \quad \text{and} \quad \bar{\tau} \leq \bar{\tau}_{\delta^-} + \epsilon.
\] (43)

By combining this with (42), we thus obtain

\[
\bar{\tau} - \epsilon \leq \tau^* \leq \bar{\tau} + \epsilon.
\]

which shows the desired. We will thus focus in the sequel on establishing both inequalities in (42).

**Proof of** $\tau^* \leq \bar{\tau}_{\delta^+}$. Let $\tau$ be feasible for Problem $\hat{\mathcal{P}}$. To prove the desired, it suffices to show that $\tau$ is feasible for Problem $\mathcal{P}_{\text{asy}^+}$. Indeed, it follows from (41) that:

\[
\frac{\tau}{d(\tau)} - \delta \leq \frac{\tau}{d_k(\tau)} \leq \alpha_k,
\]

and hence

\[
\frac{\tau}{d(\tau)} \leq \alpha_k + \delta.
\]

This proves that $\tau$ is feasible for $\mathcal{P}_{\text{asy}^+}$ and thus $\tau^* \leq \bar{\tau}_{\delta^+}$.

**Proof of** $\tau^* \geq \bar{\tau}_{\delta^-}$. Let $\tau$ be feasible for $\mathcal{P}_{\text{asy}^-}$. Then, $\frac{\tau}{d(\tau)} \leq \alpha_k - \delta$. Using (41), we thus get:

\[
\frac{\tau}{d_k(\tau)} - \delta \leq \alpha_k - \delta,
\]
or equivalently
\[
\frac{\tau}{d_k(\tau)} \leq \alpha_k.
\]

Hence \(\tau\) is feasible for \(\hat{P}\) and thus \(\tau^* \geq \tilde{\tau}^-\).

**Second part.** First, we check that (15) admits a unique solution. Indeed, by dividing both sides of (15), we obtain:

\[
1 = \frac{\alpha_0}{K} \text{Trace} \left\{ UU^H \left( \frac{UU^H \alpha_0 \tau}{1 + \tau} + \sigma_2^2 I \right) \right\}^{-1}.
\]  
(44)

The right-hand side of the above equality is a decreasing function of \(\tau\) tending to 0 as \(\tau \to \infty\) and to \(\infty\) as \(\tau\) goes to zero. Hence, there exists a unique \(\bar{\tau}\) satisfying (44). Let \(\tilde{d} = \frac{\tau}{\alpha_0}\) where we recall that \(\alpha_0 = \min_{1 \leq k \leq K} \alpha_k\). Our aim is to show that \(\tilde{\tau} = \bar{\tau}\) and \(\tilde{d} = \tilde{d}\). For that, it suffices to show that \(\tilde{\tau} \leq \alpha_0\).

Indeed, if this is true, then starting from
\[
\tilde{d} = \frac{1}{K} \text{Trace} \left\{ UU^H \left( \frac{\tilde{\tau}}{d(1 + \tilde{\tau})} + \sigma_2^2 I \right) \right\}^{-1},
\]
we thus obtain:
\[
\tilde{d} \leq \frac{1}{K} \text{Trace} \left\{ UU^H \left( \frac{\tilde{\tau}}{d(1 + \tilde{\tau})} + \tilde{\tau} \sigma_2^2 I \right) \right\}^{-1}.
\]
(45)

Replacing \(\tilde{d}\) by \(\alpha_0\), we thus obtain:

\[
1 = \frac{\alpha_0}{K} \text{Trace} \left\{ UU^H \left( \frac{\tilde{\tau}}{d(1 + \tilde{\tau})} + \tilde{\tau} \sigma_2^2 I \right) \right\}^{-1},
\]
(46)

or equivalently
\[
\tilde{\tau} = \frac{\alpha_0}{K} \text{Trace} \left\{ UU^H \left( \frac{1}{d(1 + \tilde{\tau})} + \frac{1}{1 + \tilde{\tau}} \sigma_2^2 I \right) \right\}^{-1}.
\]
(47)

Since \(\bar{\tau}\) is the unique solution to the above equation, we thus have \(\tilde{\tau} = \bar{\tau}\), and \(\tilde{d} = \tilde{d}\). In the sequel, we will thus focus on showing that \(\tilde{d} = \alpha_0\). We will thus proceed by contradiction and assume that \(\tilde{d} < \alpha_0\). Then, starting from
\[
\tilde{d} = \frac{1}{K} \text{Trace} \left\{ UU^H \left( \frac{\tilde{\tau}}{d(1 + \tilde{\tau})} + \frac{1}{1 + \tilde{\tau}} \sigma_2^2 I \right) \right\}^{-1},
\]

we have
\[
\tilde{d} > \frac{1}{K} \text{Trace} \left\{ UU^H \left( \frac{\alpha_0}{1 + \tilde{\tau}} \right) \right\}^{-1}.
\]
(48)

Next, we use the fact that \(\tilde{\tau} \geq \bar{\tau}\) to obtain
\[
\tilde{d} > \frac{1}{K} \text{Trace} \left\{ UU^H \left( \frac{\alpha_0}{1 + \tilde{\tau}} \right) \right\}^{-1},
\]
(49)

\[
= \frac{1}{K} \text{Trace} \left\{ UU^H \left( \frac{\bar{\tau}}{(1 + \tilde{\tau})d} \right) \right\}^{-1},
\]
(50)
or equivalently $\tilde{d} > \bar{d}$. To continue, we start from

$$d = \frac{1}{K} \text{Trace} \left\{ UU^H \left( \frac{\tau}{\tilde{d}(1+\tau)} + \sigma^2 I_M \right) \right\},$$

and use the fact that $\tilde{\tau} \geq \tilde{\tau}$ to obtain:

$$\tilde{d} \leq \frac{1}{K} \text{Trace} \left\{ UU^H \left( \frac{\bar{\tau}}{1+\bar{\tau}} + \sigma^2 I \right) \right\},$$

or equivalently

$$\tilde{d} \leq \frac{\bar{d}}{K} \text{Trace} \left\{ UU^H \left( \frac{\bar{\tau}}{1+\bar{\tau}} + \sigma^2 I \right) \right\}^{-1}.$$

Now, since $\tilde{d} > \bar{d}$, we obtain

$$\tilde{d} < \frac{\bar{d}}{K} \text{Trace} \left\{ UU^H \left( \frac{\bar{\tau}}{1+\bar{\tau}} + \sigma^2 I \right) \right\}^{-1}, \quad (48)$$

or equivalently $\tilde{d} < \bar{d}$, which is in contradiction with the previously obtained inequality $\tilde{d} > \bar{d}$.
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