Action Recognition Using High Temporal Resolution 3D Neural Network Based on Dilated Convolution
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ABSTRACT 3D Convolution Neural Networks (CNNs), an important deep learning model, has good performance in recognizing actions in videos. When recognizing actions from videos, 3D CNNs usually down-sample in temporal dimension, leading to loss of the temporal information. To obtain more temporal information from the videos, this work proposed a new model based on the Inflated 3D ConvNet (I3D), named as I3D-T. Instead of using down-sample in temporal dimension, the proposed model applied the dilated convolution in temporal dimension to enlarge the receptive field. At the same time, a non-local feature gating block was designed in the model to learn the correlations between different feature maps. The experimental results showed that the proposed I3D-T has the state-of-art performance. Using RGB frames as input, the action recognition accuracies are respectively 95% and 74.8% in public dataset of UCF101 and HMDB-51.
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dilated convolution [22] to enlarge receptive field and keep high temporal resolution while training 3D CNNs.

To improve neural networks’ performance of recognizing actions, methods from two aspects are usually considered. From the aspect of data, models can first be trained by some large datasets such as Kinetics [18] and Sports-1M [2] and then fine-tuning them with small datasets like UCF101 or HMDB51. However, training the models from scratch using large datasets usually take long period [23], especially for 3D CNNs [19]. From the aspect of method, the transfer learning can be extracted from some trained state-of-art models, such as Inflated 3D convolutional networks (I3D) [18] or residual 3D convolutional networks (R3D) [24], which can save a lot of training time. Moreover, some functional blocks like non-local block [25] and Temporal Transition Layer (TTL) [26] were designed to improve the performance of action recognition. However, these methods failed to extract the correlation among different channels of a 3D CNN with respect to temporal and spatial features [27]. Nowadays, novel blocks including ‘spatio-temporal channel correlation’ (STC) [27], spatio-temporal feature gating [27] and context feature gating [28] have been designed to learn correlations among different channels, which are beneficial for the performance of action recognition. Based on the analysis above, this work designed a neural network based on the 3D Inception [29] and designed a novel non-local feature gating (NFG) block that can capture channels’ correlation information throughout network layers efficiently. Compared with the non-local block generating non-local descriptor by extracting correlation of pixels in spatio-temporal dimension or spatial dimension, the NFG can directly capture feature maps’ correlation in spatio-temporal dimension.

High temporal resolution plays an important role in action recognition using 3D CNNs. To keep high temporal resolution during the recognition, this work proposed a new model based on the 3D Inception, named I3D-T. A novel non-local feature gating (NFG) block was designed to capture the correlation of inter channels. Moreover, the block can be combined with any existing deep convolutional neural network architectures. The contributions of this work are summarized as follows:

1) A high temporal resolution 3D neural network based on dilated convolution is used for action recognition and this strategy can improve the recognition accuracy of 3D model.
2) A novel non-local feature gating (NFG) block is proposed which can learn the relationship between channels in the spatial-temporal dimension and improve the stability of the model.
3) Experimental results showed that this work obtain state-of-art performance on both UCF101 and HMDB51, either pre-trained by ImageNet or Kinetics.

II. RELATED WORK
Temporal information is important for action recognition via videos. When considering how to learn the feature of temporal dimension, one natural idea would be expanding 2D network to 3D network. Thus, the spatio-temporal CNN [19] was proposed to learn spatial and temporal dimension features, so as to conduct action recognition. These spatio-temporal neural networks trained their model on a large dataset Sports-1M, and then used SVM to classify the videos. By finetuning their model on small datasets like UCF101 and HMDB51, they got state-of-art results. DenseNet [30] also extended from 2D to 3D for feature extraction and TTL units were introduced to the network to learn features of different time scales [26] for action recognition. By borrowing the state-of-art results obtained by ResNet [31] in image classification, a new 3D residual network was designed. Taking full advantage of the ResNet’s powerful ability in extracting features, the model achieved good performance in action recognizing [32].

3D CNNs also have disadvantages for action recognition. The training requires large amount of data, and it is time-consuming. However, Benefited from the good results of the neural network in image classification, some 3D CNNs can be initialized by flattening the corresponding 2D model [18]. The operation reduces the time of training the 3D model greatly.

The network structure of this work is somewhat like that of, but different from the down sampling operation in time dimension. Our approach improves the down sampling operation in time dimension to keep a high temporal resolution throughout the process. To obtain the same perception field as the original network in time dimension, dilated convolution will be used in the network.

Recognizing actions of videos need to extract not only the spatial information, but also the temporal features. To extract spatial information effectively, a simple model is used to incorporate attention in action recognition by combining second-order pooling and top-down attention, which was treated as spatial attention mechanism [33]. At the same time, top-down attention mechanism was introduced for weighting spatial regions and improve the recognition accuracy [34]. A new non-local block for CNNs was designed to capture long range dependencies [25]. It can be applied in spatial and temporal information at the same time to improve the recognition accuracy by inserting the non-local block to 2D CNNs or 3D CNNs. These methods improve the accuracy of the model to some extent, but they neglect the interaction among channels. Recently, Kmiec et al. [28] introduced the context gating method, which applies gating to the features of the output layer. Based on the context gating mechanism, Diba et al. [27] used pooling operations as the gating mechanism to improve the accuracy. Diba et al. [26] introduced a block by combining pooling operations as the gating mechanism to improve the accuracy. Diba et al. [26] introduced a block by combining pooling operations as the gating mechanism to improve the accuracy.
With the help of non-local algorithm capturing long-time series data, this work proposed non-local feature gating as the channel-wise (Fig. 1), which extends non-local block to channels and uses non-local mechanism to calculate channels correlations. In the Fig. 1, the sequence on top shows the input of frames, the one in the middle shows the filters from the I3D-T network, and the bottom row shows the filters after channel-wise by using non-local feature gating. Note that there is an obvious change before and after the channel correlation between different filters.

**III. PROPOSED METHOD**

**A. NETWORK ARCHITECTURE**

This work used the 3D BN-Inception [29] as the base network. Given a video $X$ with $t$ frames, after processing by the model, the value of temporal dimension for output layer before the last global pooling layer is $\sigma \times t$. In the 3D BN-Inception, $\sigma$ was set as $1/8$. For example, if the input video has 32 frames, then the output layer is 4 in temporal dimension. To obtain high temporal resolution, we do not perform temporal down-sampling in the proposed model I3D-T. The proposed model has five stages (Fig. 2), where Stage1, Stage2 and Stage3 use the structure as the 3D BN-Inception. In Stage4 and Stage5, the 3D Inception blocks (Fig. 3a) are replaced by the designed 3D Inception-T blocks (Fig. 3b). By doing so, the receptive field would be smaller than before, thus this paper introduced dilated convolution to enlarge the receptive field. In detail, the stride of max-pooling after Stage 3 and Stage 4 in temporal dimension were set as 1, while the dilated convolution rate $\beta$ in 3D Inception-T block in Stage 4 and Stage 5 were set as 2 and 4 correspondingly.
B. NON-LOCAL FEATURE GATING BLOCK

To model interdependencies among network activations [28] and allow distant pixels to contribute to the filter at a location [40], this work proposed a novel block named as non-local feature gating (NFG, Fig. 4). The block is a channel-wise design for video classification and can also capture long-range dependencies in the spatial-temporal dimension. At the same time, the block has sufficient flexibility to be inserted into any block in the 3D neural network.

For a tensor $X \in \mathbb{R}^{T \times W \times H \times C}$ out of the 3D convolutional and pooling operations, where $T$, $W$, $H$, and $C$ respectively represent the temporal depth, width, height, and number of channels of the feature maps. To capture long-range dependencies in the spatial-temporal dimension, three steps were made in this work. Firstly, the tensor $X$ is reshaped into $X_1 \in \mathbb{R}^{N \times C}$, where $N = T \times W \times H$. Then, the tensor $X_1$ and its transposition $X_1^T$ are multiplied to obtain the channel correlation map $A \in \mathbb{R}^{C \times C}$. At last, a softmax layer is applied to $A$ to obtain the channel correlation map $B \in \mathbb{R}^{C \times C}$ as follows:

$$B_{ij} = \frac{\exp (A_i * A_j)}{\sum_{i=0}^{C} \exp (A_i * A_j)} \quad (1)$$

where $B_{ij}$ represents the correlation between the $i$-th channel and the $j$-th channel. To make sure the output of the proposed block has the same shape and size with the input, matrix multiplication is used between $B$ and $X_1$ and get the $Y \in \mathbb{R}^{T \times W \times H \times C}$. The context feature gating mechanism can be seen as a new channel-wise method for video classification [28], it can help create dependencies between features. Therefore, it is introduced at the end of this block. The module transforms the feature representation into a new representation as follows:

$$Z = \sigma(Y) \odot X \quad (2)$$

where $\odot$ represents elementwise multiplication and $\sigma$ is the sigmoid activation. This mechanism allows the model to upweight certain dimensions of $X$ if the context model $\sigma(Y)$ predicts that they are important, and downweigh irrelevant dimensions. The multiplication between $Y$ and $X$ make sure the output $Z \in \mathbb{R}^{T \times W \times H \times C}$ has the same size as the input $X$.

The non-local feature gating block can be inserted to any stage of the 3D neural network. In this work, it was inserted to Stage 4.

IV. EXPERIMENTS

A. DATASETS AND MODEL PRE-TRAINING

In the experiment, two public datasets UCF101 and HMDB51 were used to validate the proposed method. The UCF101 dataset owns 13,320 videos with 101 action classes, while HMDB51 dataset owns 6,766 videos with 51 action classes. Standard 3 training/testing splits are used for both datasets in the experiment. To make sure the results are objective and accurate, the average value of the three tests’ results were shown in the experiments.

In order to train the model with less time and improve its performance, the model was pre-trained by two public datasets ImageNet [41] and Kinetics [18] and fine-tuned on UCF101 and HMDB51. Since ImageNet is a static image dataset, it is mostly used to initialize 2D CNNs. To solve the problem and make sure the pre-trained model can be used for 3D CNNs, the 2D CNNs were inflated into corresponding 3D CNNs and 2D convolutional filters of $n \times n$ were converted.
into 3D convolutional filters of $n \times n \times n$. Since Kinetics is a large dataset, using it to train a neural network will be time consuming. In this work, a pre-trained Inception 3D model was used to initialize the corresponding layers in the designed model.

**B. IMPLEMENTATION DETAILS**

The proposed deep learning of the I3D-T is implemented using Tensorflow in the Linux platform with four TITAN X GPUs (12 GB RAM). When training the model, an excellent optimization is required to minimize the energy function and update the parameters of the model algorithm. SGD (Stochastic Gradient Descent), one of the most commonly used algorithms [42], was treated as the network optimizer to minimize the losses and update the parameters including weights, biases, and so on. While training the network, to obtain a better performance and speed up the processing, the learning rate of the I3D-T model was set to 0.001 and the dropout was set to 0.5. SGD is easily trapped in the case of ravines, which means that one direction of the surface is steeper than the others, leading to the SGD oscillating and delaying the approach to the minimum value. To solve this problem, momentum was introduced, and was set to 0.9 in the experiments. Compared with 64 frames used in [18], 32 frames were used as the input size to train the model as recommend in [26]. Because applying 32 frames to the model will take less time which is benefiting for practical application. To obtain 32 frames from each video, the video must first be evenly divided into 32 clips and then pick out one frame from each clip. In this way, a video can be sampled by a group of frames. As to some short videos, some frames will be picked out repeatedly to meet the input requirement. Batch size was set to 8 and all the models are trained with 40 epochs for fine-tuning and we choose the highest test accuracy to report. When training the model, to make sure that the input frames contain most of the views in the video no matter what size it is, the videos were resized to $256 \times 256$ pixels. Then, randomly cropping $224 \times 224$ pixels. To enhance the dataset, random left-right flipping is also used for the frames in training. When testing, each video was first decomposed into of 32 frames as described in training data preparation and then all the frames were clipped $224 \times 224$ pixels center-crop.

**C. ABLATION STUDIES**

In this section, experiments are done to investigate how our approach can learn the different aspects of the video level representation. These experiments are all conducted on the UCF101 and HMDB51 dataset. First experiment examined how the $\sigma$ mentioned in section 3.1 affect the accuracy of the model. The second experiment measured the accuracy of the model in the stages where non-local feature gating block was inserted. The third experiment examined how different number of frames in training and testing can influence the model. To show the efficiency of the model, theoretical FLOPS based on a single input video sequence of 32 frames and spatial size $224 \times 224$ was calculated.

**TABLE 1. The accuracy (%) of different $\sigma$ on the split1 of UCF101 and HMDB51.**

|        | $\sigma=1/8$ | $\sigma=1/4$ | $\sigma=1/2$ |
|--------|--------------|--------------|--------------|
| HMDB-51  | 45.0         | 45.7         | 46.6         |
| UCF-101  | 79.4         | 79.8         | 80.3         |
| FLOPS(G) | 55.61        | 56.55        | 67.66        |

**FIGURE 5. The results of different numbers of NFG blocks in stages 4.**

**TABLE 2. The accuracy (%) of inception 3D model on the split1 of HMDB51 by using two non-local feature gating blocks insert to different stage.**

|        | Stage5 | Stage4 | Stage3 |
|--------|--------|--------|--------|
| Accuracy | 45.5   | 45.7   | 45.3   |

**TABLE 3. The accuracy (%) of non-local feature gating block on the split1 of UCF-101 and HMDB-51.**

|        | 0 NFG | 5 NFG |
|--------|-------|-------|
| HMDB-51 | 45.0  | 46.7  |
| UCF-101 | 79.4  | 80.4  |

Temporal resolution plays an important role in action recognition. In the experiments, this work calculated the accuracy of different $\sigma$ on UCF101 and HMDB51. The models were initialized by corresponding 2D CNNs that are pre-trained by the ImageNet and 32 frames were treated as the input for training models. As shown in Table 1, the accuracy increases as the value of $\sigma$ increases, that is to say, the higher temporal resolution of the model has, the better performance of the model presents. In detail, compared with I3D ($\sigma = 1/8$), the accuracy has been improved 1.6% on HMDB51 and 0.9% on UCF101 when $\sigma = 1/2$. As the temporal resolution increases, GFLOPS also increases. The GFLOPS increased about 12 from $\sigma = 1/8$ to $\sigma = 1/2$ since there will be more parameters learnt if the model has a higher temporal resolution.

To examine the performance of the proposed non-local feature gating block inserted into different stages. This work compared the performance (Table 2) of two blocks that were added in Stage 3, Stage 4, and Stage 5 of Inception 3D ($\sigma = 1/8$).
From Table 2 we can see that the non-local feature gating block performed the best in Stage 4 with accuracy of 45.7%. Therefore, this work added non-local feature gating blocks in Stage 4 in the following experiments.

The number of NFG blocks in the neural network plays an important role in the action recognition. Using fewer NFG blocks will be less beneficial for the result, but too many blocks will use up the memory. To obtain a better number of NFG blocks, this work compared the results based on different numbers of NFG blocks in Stages 4 (Fig. 5), that is, we inserted a NFG block after every 3D Inc-T block. All the comparisons were conducted at $\sigma = 1/8$ and the model was trained by 32-frame snippets. It is clear that the five NFG blocks have improved in accuracy of 1.7% increase on HMDB5 and 1% increase on UCF101.

The more the frames are used to train and valid the model, the better the results are. At the same time, the accuracy will increase as the $\sigma$ increase. To validate the hypothesis, a serial of experiments were conducted (Table 4). To make the comparison fair, the setting was the same as I3D [18], where the model was trained by 64-frame snippets and tested by using 250 frames. All the models performed better than ones trained by 32-frame snippets (Table 3). Moreover, the accuracies have increased on both HMDB-51 and UCF-101 when $\sigma$ increased from $1/8$ to $1/2$, which corresponds to that high temporal resolution is helpful for the performance of 3D CNNs during action recognizing. However, when $\sigma = 1/8$, the accuracy in this work is less than the that in [18]. The reason may be that this work used the mini-batch, however, larger mini-batch size was used in [18] using 64 GPUs. But when $\sigma = 1/2$, this work obtained better results than these in [18] which pre-trained by ImageNet and the accuracies increased 0.4% on HMDB51 and 0.2% on UCF101.

### D. COMPARISON WITH THE STATE-OF-ART

Having analysed the effect of temporal resolution and non-local feature gating block on the performance of action recognition, final experiments on all three testing splits of UCF101 and HMDB51 are implemented with our proposed methods and other state-of-the-art methods’ pre-trained by Kinetics (Table 5). These methods recognized action using spatial and spatio-temporal information, including Two-Stream Convolutional Networks (TSCN) [43], Improved Trajectories (iDT) [16], Factorized Spatio-Temporal Convolution Network (FstCN) [44], Long-term Temporal Convolutions (LTC) [45], ActionVLAD [33], Spatiotemporal Residual Networks (ST-ResNet) [23], 3D Convolutional Networks (C3D) [19], Asymmetric 3D Convolutional Neural Networks (Asymmetric 3D-CNN) [46], Temporal 3D ConvNets (T3D) [26] and Pseudo-3D Residual Networks (P3D) [47], Spatio-Temporal Channel Correlation Networks (STC) [27], Semantic Image Networks (SemIN) [48]. To make the comparison more comprehensible and fairer, $\sigma$ was set as $1/2$ and five NFG blocks were added into the designed I3D-T. Moreover, 32 frames and 64 frames were used as the input to train the model. From the table we can see that the I3D-T-NFG (64 frames) model has an outstanding performance, and it achieved 95.0% and 74.8% accuracy on HMDB51 and UCF101. In fact, the accuracies STC and SemIN were higher than I3D-T-NFG on UCF101, however, SemIN used static RGB images, multiple semantic images, warped optical flows and semantic optical flows as inputs, our network only uses RGB images as inputs; STC only used RGB images as input, but its model takes higher memory during training. Moreover I3D-T-NFG achieved a better result than STC and SemIN on HMDB51.

Furthermore, some state-of-art networks, like the Two-Stream I3D [18], fused two streams including RGB images and optical flow, which have obtained good performance. However, making the optical flow using videos is time-consuming and it is more difficult to train the neural networks with optical flow, which is not conducive to the practical application. Therefore, this work only compared the performance with RGB images. In reality, I3D-T also achieved a better performance using the model by Kinetics pre-training, even though dense optical-flow maps were not used to train the model.

### V. CONCLUSION

This work has proved that high temporal resolution plays an important role in recognizing action using 3D CNNs.

| $\sigma=1/8$ | $\sigma=1/4$ | $\sigma=1/2$ | $\sigma=1/2+5$ NFG |
|-------------|-------------|-------------|-------------------|
| HMDB-51     |             |             |                   |
| 48.2        | 49.3        | 50.2        | 50.8              |
| UCF-101     | 84.0        | 84.5        | 84.7              | 85.0              |
Moreover, a new block named non-local feature gating block was designed for the correlations between channels of a 3D CNN. Experiments showed that the designed I3D-T with non-local feature gating block achieved the state-of-the-art performance on UCF101 and HMDB51, either pretrained by ImageNet or Kinetics. A set of problems were studied, including the effects on different temporal resolution, the number and stage of non-local feature gating block, the effect of training frame number and testing frame number per video. Furthermore, using the non-local feature gating block as a simple addition provides solid improvement over baselines. Moreover, it is flexible enough and it can be added in any stage of the network by end-to-end training. A unified spatial-temporal video-level representation could also be obtained by the fusion optical flow. In the future, we will investigate how to train the I3D-T with two streams to improve the performance. Moreover, the relationship between space and time is a mysterious, the model proposed in this paper is a 3D model, which is time consuming, however, the accuracy is better compared to other models. We will optimize the network structure in our next step.
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