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Abstract

Each year, the gap between theoretical proposals and experimental endeavours to create quantum computers gets smaller, driven by the promise of fundamentally faster algorithms and quantum simulations. This occurs by the combination of experimental ingenuity and ever simpler theoretical schemes. This thesis comes from the latter perspective, aiming to find new, simpler ways in which components of a quantum computer could be built.

We first search for ways to create quantum gates, the primitive building blocks of a quantum computer. We find a novel, low-control way of performing a two-qubit gate on qubits encoded in a decoherence-free subspace, making use of many-body interactions that may already be present. This includes an analysis of the effect of control errors and magnetic field fluctuations on the gate. We then present novel ways to create three-qubit Toffoli and Fredkin gates in a single step using linear arrays of qubits, including an assessment of how well these gates could perform, for quantum or classical computation, using state-of-the-art ion trap and silicon donor technology.

We then focus on a very different model from the normal circuit model, combining ideas from measurement-based quantum computation (MBQC) and holonomic quantum computation. We generalise an earlier model to show that all MBQC patterns with a property called $gflow$ can be converted into a holonomic computation. The manifestation of the properties of MBQC in this adiabatically driven model is then explored.

Finally, we investigate ways in which quantum information can be communicated between distant parties, using minimally engineered spin chains. The viability of using 1D Wigner crystals as a quantum channel is analysed, as well as schemes using ideal uniform spin chains with next-neighbour interactions, and edge-locking effects.
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1 Introduction

A study in 2007 estimated the total information storage capacity across all computer devices in the world to be around $295 \times 10^{18}$ bytes (295 exabytes) [1], roughly the same information contained by paperback novels stretching to the sun and back 200 times. This is symptomatic of our ever growing appetite for information and computing power, and how much computers have become integral to our lives over the last 50 years or so. Computers are now used in phones, coffee machines, glasses, predicting the weather, even creating new forms of currency.

The cause, or result, of this has been a reliable exponential growth in computational power over the years, as first noticed by Moore in his famous law [2], which states that the number of transistors that can be put inexpensively onto a square metre approximately doubles every 2 years. The numbers are impressive; each year we gain enough computational power to perform around 60% of the computations that could have possibly been executed by all existing general-purpose computers in the years before [1]. The Apollo 11 guidance computers, weighing 32kg and costing hundreds of thousands of dollars, are now outperformed by a Raspberry Pi, weighing 0.05kg and available for less than £25 [3]. This steady trend has been possible thanks to extraordinary feats in physics and engineering, from integrated circuits to the development of complementary metal-oxide-semiconductor (CMOS) technology. However there is only so far that this technology can go, and it doesn’t seem long before we reach fundamental limitations of fabrication and device reliability [4, 5, 6, 7].

Whilst historically our predictions about the limitations of computational power seem to be about as accurate as predictions of the end of the world, and we aren’t sure of the future economics behind new computer research, it all points to a future where information is stored at the scale of molecules and atoms. With information stored at this scale, we must constantly battle the effects of quantum mechanics, or else embrace it and start to use the features of quantum mechanics to make an entirely new form of computation. This is the paradigm of quantum computation (as opposed to the classical computation we have today), first proposed by Benioff and Feynman [8, 9], and later made more concrete by Deutsch [10].

Aside from satisfying our appetite for smaller computers, the idea of quantum computation
CHAPTER 1. INTRODUCTION

raises many fundamental questions, and provides an interesting link between the seemingly different disciplines of physics and computer science. Intuitively, if we really do believe that quantum mechanics is a better description of reality than classical physics, then we expect that a quantum computer must be able to do things that a classical computer cannot. This is at odds with an enduring law of computation, the strong Church-Turing thesis, which states that any task that can be efficiently computed on a physically reasonable device can be simulated efficiently by a (probabilistic) Turing machine \[11, 12\]. Can a quantum computer be efficiently simulated by a Turing machine, or is there a violation of this rule? Whilst there are no outright proofs that this is the case, there is much evidence. The most prominent example is Shor’s algorithm \[13\], building on work by Simon \[14\], which gives an efficient quantum algorithm for prime factorisation (a problem for which the best known classical algorithm takes close to exponential time). This is an important problem in areas such as cryptography where the hardness of prime factorisation underpins the hardness of breaking RSA \[15\], the cryptographic protocol at the heart of most secure transactions online.

Other examples of differences between quantum computers and classical computers are Grover’s quadratic speed up for searching through unsorted lists \[16\] and the apparent difficulty (assuming that commonly held beliefs in computer science are true) of classically simulating circuits of commuting operations \[17\] or linear optical networks \[18\]. Even more claims are made in the media, with the promise that quantum computers will do anything from winning elections to discovering planets \[19\].

Whether or not there is a difference between classical and quantum computing, the outcome will be positive for physics; we either unleash untapped computational power (potentially also allowing fast computer simulations of quantum systems), or we find some (perhaps fundamental) limits to our ability to control the world, as well as the numerous other offshoots that have already stemmed from quantum information theory, such as quantum cryptography, quantum sensing and random number generation. And regardless of what we do actually know about how quantum computation will change things, the history of classical computers tells us that we won’t know until we try it.

But even if we accept that it is a good idea to build a quantum computer, is it practically possible to build a quantum computer? Are there any insurmountable obstacles which prevent us from constructing a universal quantum computer? Recent work shows that in order to simulate the ground state of a molecule that is twice the size as the current largest classically simulatable molecule, a quantum computer would need on the order of \(10^{18}\) gates \[20\], and to factorise a 200 digit number requires approximately 100,000 qubits \[21\]. Given that current state-of-the-art programmable quantum computers have reached around 20 qubits \[22\], and quantum effects are often washed away in the macroscopic world, this seems like an insurmountable task. Fortunately,
it is possible to encode information in ways such that the errors are correctable so, provided there are no unexpected experimental brick walls, creating a quantum computer only seems like a matter of time and effort.

This thesis sits somewhere in between the practical and theoretical side of quantum computing, aiming to push the proposals of quantum computing just a little bit closer to the experimentalists’ reach. Perhaps reflecting the diverse range of topics that make up quantum information theory, this thesis is also split into different projects. These broadly fall into three categories: work aimed at finding new ways to create quantum gates, or classical gates using quantum components, work aimed at comparing different models of computation, and work aimed at investigating how we might communicate in a quantum computer. The unifying theme behind these is the desire to make quantum computation more attainable.

In Chapter 2, we propose a way in which 2-qubit gates could be performed in a decoherence-free subspace. We focus on using a small number of minimal-control pulses, with minimally engineered interactions, including many-body ring exchange interactions that are predicted to be present in many systems. The gate we find has less pulses than any previous scheme, but takes roughly the same time as the best known scheme. During the 2-qubit decoherence-free gate, the system leaks out of the decoherence-free subspace, and the effects of this are studied by simulating the effect of control errors and magnetic field fluctuations. We find that the gate error remains below 1% for errors typical of gated quantum dots in GaAs, which is below the most generous fault-tolerant threshold.

Chapter 3 similarly deals with a proposal to make gates, this time 3-qubit Toffoli and Fredkin gates, using linear arrays of qubits. Such gates are not only useful for quantum circuits, but are also a useful primitive for classical reversible computation. We focus on using only a single pulse, with interactions that are as uniform as possible. We find one method to perform a Toffoli gate, and two methods to perform a Fredkin gate. Experimental schemes for realising two of these gates in ion traps and donors in silicon are also proposed, along with an assessment of how viable these schemes could be, for both quantum and classical computation, using current technology. The reachable fidelities of some of these gates with current technology are lower than the quantum error correction threshold, suggesting that they could be a useful technological innovation for either quantum or classical computation, perhaps providing a stepping stone en route to full quantum computation.

Chapter 4 combines the traditional measurement-based quantum computation (MBQC) protocol with adiabatic evolution, in an extension of the adiabatic cluster-state model. We show that any MBQC pattern which satisfies a set of graphical rules called $gflow$ can be converted into a holonomic quantum computation where the measurements are replaced by adiabatic evolutions, such that the computation is the same. We investigate how the trade-offs in MBQC manifest in
this adiabatically driven model, and explore which orderings of operations are possible.

In Chapters 5 & 6, the ability of spin chains to transfer information is studied. The viability of using a 1D (or quasi-1D) Wigner crystal as a quantum communication channel is investigated using the semi-classical instanton approximation, finding that high average fidelities are possible for the particular couplings that we would expect to be present. This is followed by a study of the effects of next-neighbour interactions on state transfer through an ideal Heisenberg spin chain, and preliminary results for using edge locking and ground state correlations to transfer information.

1.1 Quantum Computation and notation

In this section we give a broad introduction to quantum computing, giving a brief overview of the nomenclature and notation used in the ensuing chapters of this thesis. The fundamental building block of quantum computation is the quantum bit, or qubit, in which quantum information can be stored. A qubit can be any two-level quantum system, such as two energy levels in an atom, two spin states of an electron, or two polarizations of a photon, and in this thesis all of the results will use qubits (although computation is of course possible using higher dimensional systems).

Qubits are represented by a two-dimensional normalised complex vector (more formally, it is a vector in the Hilbert space $\mathcal{H} = \mathbb{C}^2$, where $\mathbb{C}$ is the set of complex numbers). The two states of the qubit are usually denoted $|0\rangle$ and $|1\rangle$ in analogy to the bits in a classical computer. Unlike classical bits, the postulates of quantum mechanics permit arbitrary superpositions of these qubit states to exist, written as $|\phi\rangle = \alpha|0\rangle + \beta|1\rangle$, where $|\alpha|^2 + |\beta|^2 = 1$. Several qubits can be combined together using the tensor product $\otimes$, obtaining a $2^n$ dimensional complex vector for $n$ qubits (and a corresponding Hilbert space $\mathcal{H} = \mathbb{C}^2 \otimes \mathbb{C}^2 \otimes \ldots \otimes \mathbb{C}^2 = (\mathbb{C}^2)^\otimes n$ written as e.g. $|\phi\rangle \otimes |\psi\rangle$ or $|\phi\psi\rangle$.

A particularly important basis of many qubits is the computational basis, defined as all possible tensor products of $|0\rangle$, $|1\rangle$ over $N$ qubits, i.e. $\{|00\ldots0\rangle, |10\ldots0\rangle, |01\ldots0\rangle, \ldots, |11\ldots1\rangle\}$.

A more general quantum state is represented by a Hermitian, non-negative, trace one complex density matrix, allowing for the possibility that the preparation of a quantum state may be uncertain, and so is a classical ensemble of quantum states. In general these states have the form $\rho = \sum_n p_n |\phi_n\rangle \langle \phi_n|$, where $p_n$ is the probability that the system is in state $|\phi_n\rangle$. When the density matrix can be written $\rho = |\phi\rangle \langle \phi|$ (or equivalently $\text{tr}(\rho^2) = 1$), it is said to be a pure state, and otherwise it is said to be a mixed state ($\text{tr}(\rho^2) < 1$).

A quantum computation then typically proceeds in the following steps

1) Qubits are prepared in an initial pure state, which is the input to the computation.

2) A sequence of operations are performed on these qubits.

3) The qubits are measured at the end of the computation, giving the outcome of the algorithm.
with suitably high probability.

This is the essence of the most commonly used model of quantum computation, the circuit model, first formulated by Deutsch [10]. Such computations are typically represented as circuit diagrams, where qubits are represented as horizontal lines, and operations on these qubits are shapes on these lines, with time going forward from left to right. For example, a circuit with two qubits prepared in states $|\phi\rangle$, $|0\rangle$ which performs a two qubit CNOT gate between them is

\[
\begin{array}{c}
|\phi\rangle \\
|0\rangle
\end{array}
\]

Operations are performed by turning on interactions between qubits for times prescribed by the algorithm. In the standard formalism of quantum mechanics, the interactions in the system are given by the (generally time-dependent) Hamiltonian $H(t)$, and the evolution of the qubits due to this Hamiltonian is given by the unitary matrix $U(t)$

\[
U(t) = T \exp \left( -\frac{i}{\hbar} \int_0^t H(t') dt' \right)
\]  

(1.1)

where $T$ is the time-ordering operator. Single qubit rotations can be achieved by turning on a Hamiltonian consisting of one of the 3 Pauli matrices:

\[
X = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad
Y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad
Z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.
\]  

(1.2)

To perform rotations about the $x$, $y$ or $z$ axis respectively, a Hamiltonian $h_x X$, $h_y Y$ or $h_z Z$ must be turned on, resulting in the unitary rotations

\[
U_x(\theta_x) = \exp \left( i \theta_x X/2 \right) = \cos \left( \frac{\theta_x}{2} \right) \mathbb{1} + i \sin \left( \frac{\theta_x}{2} \right) X
\]

(1.3)

\[
U_y(\theta_y) = \exp \left( i \theta_y Y/2 \right) = \cos \left( \frac{\theta_y}{2} \right) \mathbb{1} + i \sin \left( \frac{\theta_y}{2} \right) Y
\]

(1.4)

\[
U_z(\theta_z) = \exp \left( i \theta_z Z/2 \right) = \cos \left( \frac{\theta_z}{2} \right) \mathbb{1} + i \sin \left( \frac{\theta_z}{2} \right) Z,
\]

(1.5)

where $\theta_n = -h_n t / \hbar$, with $h_n$ as the strength of the interaction, and the equality follows since $X^2 = Y^2 = Z^2 = \mathbb{1}$. Using any two of these rotations is enough to perform arbitrary rotations of a single qubit, as a general rotation can be written as e.g. $U_z(t_1)U_z(t_2)U_z(t_3)$ [23]. We will use the shorthand $X_n$, $Y_n$, $Z_n$ to denote single qubit operations acting on qubit $n$ only and identities elsewhere, so for example $Z_1 = Z \otimes \mathbb{1}$. We also define the Pauli group on $n$ qubits, denoted $\mathcal{G}_n$, as $\mathcal{G}_n = \langle X_1, Y_1, Z_1, X_2, Y_2, Z_2, ..., X_n, Y_n, Z_n \rangle$, where the notation $\langle \cdot \rangle$ indicates that these operators...
generate the full group. We will often use the Heisenberg exchange interaction between qubits, which we denote $E_{nm} := X_n X_m + Y_n Y_m + Z_n Z_m$.

Other important single qubit operations that will be used extensively in this thesis are the Hadamard (H) and raising and lowering operators $\sigma^\pm$ defined as

$$H = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}, \quad \sigma^\pm = \frac{1}{2}(X \pm iY). \quad (1.6)$$

Clearly to perform general quantum computations, we will also need interactions between qubits. To perform universal quantum computation, it is only necessary to be able to perform any entangling two-qubit gate plus single qubit rotations [24, 25, 26]. In fact not even general single qubit rotations are necessary, but only certain single qubit operations are required. The two most commonly entangling two-qubit gates are the controlled-\text{NOT} (cnot) and controlled-\text{Z} (cz) gates. Here the two qubits are split into a control and target qubit, and the gate implements a Pauli $X$ (cnot) or $Z$ (cz) on the target qubit when the control qubit is in the $|1\rangle$ state. In matrix form they are

$$\text{cnot} = \begin{pmatrix} 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \end{pmatrix}, \quad \text{cz} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & -1 \end{pmatrix}. \quad (1.7)$$

Two other important gates, which also act as universal gates when combined with single qubit rotations, and which are universal for classical reversible computation are the Toffoli (controlled-controlled-\text{NOT}) gate and Fredkin (controlled-\text{SWAP}) gate [27]:

$$T = \begin{pmatrix} 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \end{pmatrix}, \quad F = \begin{pmatrix} 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \end{pmatrix}. \quad (1.8)$$

An important subgroup of all possible quantum operations is the \text{Clifford group}. An important property of this group is that conjugation of any member of the Pauli group by a Clifford gives
another member of the Pauli group, or more formally

\[ MPM^\dagger \in \mathcal{G}_n \quad \forall M \in \mathcal{C}_n, P \in \mathcal{G}_n, \]  

(1.9)

where \( \mathcal{C}_n \) is the Clifford group for \( n \) qubits. Because of this property, any circuit made up entirely of Clifford gates can be simulated efficiently by a classical computer, a result known as the Gottesman-Knill theorem [23]. The Clifford group can be generated by \( \langle \text{cz}, H, \sqrt{Z} \rangle \), and contains the Pauli group.

1.2 Noise and decoherence

In the previous section, we saw the basic framework for quantum computation in the absence of noise. In reality, nature is never as idealised as our models, and inevitably the control we have over the quantum states is imprecise and is never completely isolated from the outside world, so there are always ways for unwanted errors to occur. Thus a crucial part of computation is devising a scheme by which we can keep the effects of errors below a tolerable level. Before we discuss how to deal with errors, we first review the tools which are typically used to model the errors that occur.

We start with a simple example which demonstrates how quantum information stored in a qubit is affected by interactions with its surroundings. Consider a single qubit prepared in a pure state \( |\phi(0)\rangle = (\alpha|0\rangle + \beta|1\rangle) \) (which we call the ‘system’) coupled to another qubit (the ‘environment’) prepared in a \(|+\rangle_E\) state. Consider coupling these two qubits via a \( \text{cz} \) interaction with strength \( J \) for time \( t \). Following the evolution the system + environment ends up in a state \( |\phi(t)\rangle \)

\[ |\phi(t)\rangle = e^{-iJ \; \text{cz} \; t/\hbar}(\alpha|0\rangle + \beta|1\rangle) \otimes |+\rangle_E := e^{-i\theta \; \text{cz}}(\alpha|0\rangle + \beta|1\rangle) \otimes |+\rangle_E \]

\[ = (\cos \theta \mathbb{1} - i \sin \theta \text{cz})(\alpha|0\rangle + \beta|1\rangle) \otimes |+\rangle_E \]

\[ = \cos \theta (\alpha|0\rangle|+\rangle_E + \beta|1\rangle|+\rangle_E) - i \sin \theta (\alpha|0\rangle|\rangle_E + \beta|1\rangle|-\rangle_E), \quad (1.10) \]

where we have defined \( \theta = Jt/\hbar \).

We can see that evolving the system + environment for times such that \( \theta \neq n\pi \), there is entanglement between the system and the environment, so that to recover the information originally stored in the system we need a combined measurement of both system and environment. However, since the environment is by definition inaccessible, we cannot do this and instead have to reflect our ignorance of the environment by tracing it out altogether (effectively averaging out the effects of the environment). After tracing out the environment, we find that the system is in the state

\[ \rho_S(t) = \text{tr}_E(|\phi(t)\rangle\langle\phi(t)|) = |\alpha|^2|0\rangle\langle 0| + |\beta|^2|1\rangle\langle 1| + \alpha^*\beta \cos^2 \theta|1\rangle\langle 0| + \alpha \beta^* \cos^2 \theta|0\rangle\langle 1|. \quad (1.11) \]
The result has off-diagonal elements that vary with $\theta$, and go to zero when $\theta = \pi/2$, and the purity of the system varies as $\text{tr}(\rho_S(t)^2) = |\alpha|^4 + |\beta|^4 + 2|\alpha|^2|\beta|^2 \cos^4 \theta$. Thus, depending on the strength of the system-environment coupling, the relative phase between the $|0\rangle$ and $|1\rangle$ states is affected, and the state becomes more mixed. This example is slightly contrived in that the information about the initial state of the system $|\phi\rangle$ is still accessible at times where $\theta = n\pi$, but in a realistic situation the environment will be large and there will be randomness present in the couplings $J$, so that this type of process leads to an irreversible degradation of the information.

This is one way in which connection to an external environment can degrade the quantum information; another way is where the diagonal terms are affected. This is covered in more detail in the next subsection where we look at a useful formalism that captures the behaviour of the system-environment interaction.

### 1.2.1 The operator sum representation

In general we will have a system coupled to a large environment that we have no access to. For any system coupled to an environment, the Hamiltonian $H$ governing the evolution of the qubits plus environment can generally be written

$$H = H_{\text{sys}} \otimes \mathbb{1}_E + \mathbb{1}_{\text{sys}} \otimes H_E + H_I,$$

where $H_{\text{sys}}$, $H_E$ and $H_I$ are the system, environment and system-environment interaction Hamiltonians, respectively. If we assume that that our starting state has no entanglement between system and environment then the initial state is $\rho(0) = \rho_S \otimes \rho_E$ (this is a reasonable assumption if we assume that it is possible to prepare the system in a pure state, which is a standard requirement for quantum computation anyway). Following the evolution due to $H$, the state at time $t$ is $\rho(t) = e^{-iHt/\hbar}(\rho_S \otimes \rho_E)e^{iHt/\hbar}$. For an observer who only has access to the system, the state at time $t$ is

$$\rho_S(t) = \text{tr}_E \left( e^{-iHt/\hbar}(\rho_S(0) \otimes \rho_E(0))e^{iHt/\hbar} \right),$$

where $\text{tr}_E$ indicates tracing out the environment degrees of freedom, appropriate since we assume no access to the information stored in the environment, and so we must average over the possible states of the environment. The transformation in (1.13) is cumbersome, but through some manipulation we can arrive at a much more useful form.

Assume that the environment is initially in a pure state $\rho_E(0) = |\nu_0\rangle\langle\nu_0|$ - this is without loss of generality since if it was not in a pure state we could always purify it by adding another system \[22\]. We now rewrite equation (1.13) in terms of $|\nu_0\rangle$ and a complete orthonormal basis of
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the environment \( \{ |\mu \rangle \} \)

\[
\rho_S(t) = \sum_{\mu} \langle \mu | e^{-iHt/\hbar} \rho_S(0) \otimes |\nu_0 \rangle \langle \nu_0 | e^{iHt/\hbar} |\mu \rangle \rho_S(0) \langle \nu_0 | e^{iHt/\hbar} |\mu \rangle \\
:= \sum_{\mu} E_\mu(t) \rho_S(0) E_\mu^\dagger(t),
\]

(1.14)

where \( E_\mu(t) = \langle \mu | e^{-iHt/\hbar} |\nu_0 \rangle \). This is the **operator sum representation** (OSR) of the evolution of \( \rho_S \), and is useful in that it reduces the overall system-bath dynamics to the operators \( E_\mu \) (usually called Kraus operators) acting only on the system. This transformation is usually written \( \rho_S(t) = \mathcal{E}(\rho_S(0)) \), and is a completely positive trace-preserving map, which means that \( \sum_\mu E_\mu(t)^\dagger E_\mu(t) = 1 \) and \( \mathcal{E} \) must preserve the non-negativity of the density matrix, even when applied to a subsystem [23].

Using this formalism, we can now introduce many different types of noisy channels without worrying about the specific dynamics of the environment. We can think of the qubit interaction with the environment as being like a noisy quantum communication protocol, in which \( \rho_S(0) \) is input in one end and \( \rho_S(t) \) is output at the other.

One important type of noise is **amplitude damping**, which has Kraus operators [23]

\[
E_0 = \sqrt{p} \begin{bmatrix} 1 & 0 \\ 0 & \sqrt{1 - \gamma} \end{bmatrix}, \quad E_1 = \sqrt{p} \begin{bmatrix} 0 & \sqrt{\gamma} \\ 0 & 0 \end{bmatrix}, \quad E_2 = \sqrt{1 - p} \begin{bmatrix} \sqrt{1 - \gamma} & 0 \\ 0 & 1 \end{bmatrix}, \quad E_3 = \sqrt{1 - p} \begin{bmatrix} 0 & 0 \\ \sqrt{\gamma} & 0 \end{bmatrix},
\]

(1.15)

and which has the effect of lowering the population of the \( |1 \rangle \) state with probability \( \gamma \), corresponding to a process such as interaction with a thermal environment (in which case \( p \) corresponds to the Boltzmann occupation factor). \( \gamma \) typically depends on time, and allows a characteristic time \( T_1 \) for the decay to be found. If \( \gamma \) is an exponential or Gaussian decay then \( T_1 \) is the time at which \( \gamma = 1/e \). In general, the way of experimentally defining \( T_1 \) will depend on the particular form of the decay.

Another important channel is the **phase damping channel**, which has Kraus operators

\[
E_0 = \begin{bmatrix} 1 & 0 \\ 0 & \sqrt{1 - \gamma} \end{bmatrix}, \quad E_1 = \begin{bmatrix} 0 & 0 \\ 0 & \sqrt{\gamma} \end{bmatrix}.
\]

(1.16)

This is in fact the operator-sum form of the example seen in the example in (1.11), and describes a process where the phase between \( |0 \rangle \) and \( |1 \rangle \) is affected (this can happen by e.g. random shifting of the energy levels due to the environment). Like the amplitude damping example above, \( \gamma \)
determines a characteristic dephasing time $T_2$, which is usually taken as the $1/e$ time for Gaussian or exponential decay. $T_2 \leq 2T_1$, and typically $T_1 \gg T_2$, so $T_2$ is the limiting factor for realising quantum computers [28].

In order to compare different processes later on in this thesis, a slightly modified form of the operator sum representation is needed. First the Kraus operators can be expressed in terms of a complete basis $\{A_n\}_{n=1}^{2^N}$ which form an orthogonal basis under the Hilbert-Schmidt inner product, i.e. $\text{tr}(A_n^\dagger A_m) = \delta_{mn}$. For example, we could choose a basis formed from outer products of a set of orthogonal vectors $\{A_n\} = \{|l\rangle\langle m|\}$, or the Pauli group $G_N$. Expressing the Kraus operators as $E_\mu = \sum_n a_{n\mu} A_n$, where $a_{n\mu} = \text{tr}(A_n^\dagger E_\mu)$, a map $\mathcal{E}$ can be written

$$\mathcal{E}(\rho) = \sum_\mu E_\mu \rho E_\mu^\dagger = \sum_\mu \sum_{mn} (a_{m\mu} a_{n\mu}^*) A_m \rho A_n^\dagger := \sum_{mn} \chi_{mn} A_m \rho A_n^\dagger,$$

where in the last line we have defined the process matrix $\chi_{mn} := \sum_\mu a_{m\mu} a_{n\mu}^*$.  

1.2.2 Quantum error correction

Having introduced some of the tools of quantum error correction, we will look at some of the methods to deal with quantum errors. There are two approaches to this problem: the ‘hardware’ approach, in which we try to minimise the amount of errors that occur in the first place by building the computer in a way that is insensitive to the particular noise, or improving the quality of the components. There is also the ‘software’ approach, where we encode our information in such a way that any errors can be recognised and corrected.

For an illuminating example of the differences between the software and hardware approaches, consider an ‘$n$-bit-flip’ channel through which we can send an $N$-bit message, where the channel flips a bits of the message with probability $p$. One software approach would be to use these $N$ bits to encode a single bit, using a repetition code. Provided $n < N/2$, at the other end of the channel we can just decode the noisy information by taking a majority vote. However, if the channel flips all of the bits with probability $p$, then this repetition code is no longer useful. Instead of using a repetition code, we can encode the logical bit into the parity of the $N$ qubits, so that if the channel flips all of the bits the parity is conserved (assuming that $N$ is even, but if $N$ is odd the same can be achieved by ignoring the $N^{th}$ bit). This is the hardware approach, where the encoding of the information itself is naturally immune to errors.

Clearly the sensible tactic in making quantum computers is to develop both approaches simultaneously, since environments will rarely be as predictable as the example give above. In this section we will introduce aspects of both approaches that are relevant to this thesis. We begin with the software approach; one of the simplest examples of this approach is copying the information, and hoping that all copies of the information will not suffer the same errors (a technique familiar
to anyone who backs up their computer). Whilst this is a good starting point for classical error correction, in quantum computation we are stymied by the no-cloning theorem [29, 30], which prohibits copying of arbitrary quantum states. Fortunately, quantum error correcting codes are possible; Shor developed a quantum analogue of the classical repetition code [31] whilst Steane developed a quantum analogue of the classical Hamming code [32]. Following these developments, a five-qubit code was discovered by Bennett et. al. [33], and Calderbank, Shor and Steane discovered a scheme whereby any classical code can be made into a quantum code [34, 35]. A more general framework for error correction was developed by Gottesman [36] using stabilisers, which are discussed in more detail in Sec. 1.4.2.

The general feature of error-correcting codes is that there are a number of physical qubits, which are the basic physical systems that we have at our disposal (e.g. ions, electrons), and which can be combined together to give encoded or logical qubits, which are 2-level systems existing in a subspace or subsystem of the physical qubits. As an example, the 3-qubit bit flip code has 3 physical qubits for every encoded qubit: \( |0\rangle_L = |000\rangle, |1\rangle_L = |111\rangle \), and can withstand bit-flip errors on 1 physical qubit.

Using these error correcting codes, we can derive approximate bounds on how accurate each logic gate must be such that the accumulation of errors during a computation is not too large. To calculate this, we can consider a fault-tolerant circuit to construct a fault tolerant encoded CNOT gate on two encoded qubits. The gate itself is performed using many imperfect CNOT gates acting between physical qubits inside the encoded qubit. For example, a CNOT gate for the 3-qubit bit flip code between two encoded qubits \( Q_1, Q_2 \) is:

![Diagram of a CNOT gate for the 3-qubit bit flip code]

Following the gate, we perform a syndrome measurement to detect any errors, followed by a recovery step to correct these errors:

![Diagram of syndrome measurement and recovery]

The probability of such a code failing can be calculated given the probability of each individual
gate on the physical qubits failing, and finding the number of ways in which two or more errors could occur during the gate, syndrome or recovery steps (see [23] for an example of this). The result is that the total gate error is $c p^2$, where $c$ is a factor accounting for the number of possible ways two errors on an encoded qubit can occur.

Given that we will need to combine many gates to construct a quantum computer, the question is whether or not a particular gate on encoded qubits is scalable, so that a large number of these gates does not produce an uncorrectable error. In fact it is possible to show [37, 38, 39, 40, 41] that scalable quantum computation is possible provided the physical gates have an error below a certain value; this is the \textit{threshold theorem}. The particular value of the threshold will depend on the encoding used, the scheme used to combine gates together, and the error model, and such a scheme is called a \textit{fault-tolerant} circuit. The currently known thresholds range from $p \lesssim 10^{-6}$ to up to around 0.01 [37, 38, 39, 40, 42, 41].

\subsection{1.2.3 Decoherence-free subspace}

Above we have seen a brief description of the ‘software’ approach to correcting quantum errors. We will now discuss an example of the ‘hardware’ approach. We will assume that we have some noisy physical qubits, and we will encode a single encoded bit of information over several of these physical qubits such that the errors have little or no effect on the information. Such an encoding is called a \textit{decoherence-free subspace} (DF subspace) or more generally a \textit{decoherence-free subsystem} (DF subsystem) [43, 44]. Consider a system-environment evolution that has OSR operators $E_\mu = \langle \mu | e^{-iH_{1}t/\hbar} | \nu \rangle$, where $H_{1}$ is the system-environment interaction. If there exists a subspace $S$ such that for all of the OSR operators

\begin{equation}
E_\mu |j\rangle = e^{i\phi_\mu} |j\rangle \ \forall \ |j\rangle \in S,
\end{equation}

then any state encoded in this subspace at time $t = 0$ will not be affected by the system-environment interaction, since the only effect is a global phase which has no noticeable effect. This is a \textit{decoherence-free subspace}, where the full Hilbert space is partitioned into logical states and non-logical states, and every logical state is represented by one orthonormal state. An example of a decoherence free subspace would be the bit flip channel described above which flips all bits together with probability $p$; if $N = 2$ then one choice of decoherence-free subspace would be spanned by $\{\frac{1}{2}(|01\rangle + |10\rangle), \frac{1}{2}(|00\rangle + |11\rangle)\}$.

Since we also want to do useful computations on this subspace, we also require that the Hamiltonian used to control the encoded qubit preserves the subspace, which will be true provided the eigenstates of this Hamiltonian are either completely inside or completely outside the decoherence free subspace [47].
This is not the most general way of encoding information; the most general way to encode information is in a subsystem, in which there are also gauge degrees of freedom which can change without affecting the encoded information (so one logical state can be represented by many states of the physical qubits).

The most trivial choice of subsystem encoding for 2 qubits is simply encoding the information in one physical qubit and having the second qubit in an arbitrary state. So $|0_L⟩ := |0⟩|φ⟩$ and $|1_L⟩ := |1⟩|φ⟩$ are logical operators in the subsystem of qubit 1, and the gauge degree of freedom is the arbitrary choice of the state of qubit 2. Another example is for the ‘all-bit-flip’ channel described above; if $N = 2$, the logical $|0⟩$ states is any combination of the states $\{ |00⟩, |11⟩ \}$ which have even parity whilst the $|1⟩$ states are any combination of the states $\{ |10⟩, |01⟩ \}$ with odd parity.

In this case the logical space is the parity of the qubits, whilst the gauge freedom is in the actual values of the physical qubits. For a slightly more abstract example, consider the Bell states on 2 qubits:

$$|\Phi^±⟩ = \frac{1}{\sqrt{2}}(|01⟩ ± |10⟩), |Ψ^±⟩ = \frac{1}{\sqrt{2}}(|00⟩ ± |11⟩).$$

We can rewrite these in a tensor product structure as $|χ^λ⟩ = |χ⟩|λ⟩$, where $χ = Φ, Ψ$, $λ = +, −$, and then we can think of storing information in the $χ$ degree of freedom, so that $λ$ is the gauge degree of freedom. A subsystem $H_L$, in which a quantum state $|φ⟩$ can be encoded in the state $ρ_φ$ is a decoherence-free subsystem if, for all of the OSR operators $E_μ$

$$\text{tr}_G [E_μ ρ_φ (E_μ)^\dagger] = |φ⟩⟨φ|,$$

where $\text{tr}_G$ means tracing out all of the gauge degrees of freedom.

In Chapter 2, we will focus on a particular kind of system-environment interaction where each physical qubit interacts identically with the environment (e.g. by being close enough together with respect to the environment). Such a decoherence model is called collective decoherence. We consider collective decoherence acting on $N$ spin-$\frac{1}{2}$ particles, such that the system-environment interaction Hamiltonian $H_I$ can be written as

$$H_I = \sum_{α=x,y,z} a_α S_α ⊗ B_α,$$

where $S_α := \sum_{n=1}^N \frac{1}{2} α_n$, and $α_n ∈ \{X_n, Y_n, Z_n\}$ is a Pauli operator acting on the $n^{th}$ physical qubit, and $B_α$ are operators acting on the environment. Strictly speaking, the decoherence-free subspace/subsystem should be defined using the operator-sum representation, but the algebra of the operator-sum representation for $H_I$ is generated by $\{S_α\}_{α=x,y,z}$ plus $1$ [47], so these definitions cover the operator sum form as well. We have already seen an example of collective decoherence, in the ‘n-bit flip’ channel discussed in Sec. 1.2.2. For the case where the channel probabilistically flips all of the qubits, this is equivalent to collective decoherence where $α_y = α_z = 0, α_x ≠ 0$. This
form of decoherence, where the collective spin operator only acts along one direction, is called weak collective decoherence. The more general case, where $a_x, a_y, a_z \neq 0$ is called strong collective decoherence \cite{47}. We will refer to a DF subspace (subsystem) that protects against weak or strong collective decoherence as a weak or strong DF subspace (subsystem) respectively. Clearly a strong DF subspace or subsystem can also be used as a weak DF subspace or subsystem.

To explore how to construct weak and strong DF subspaces and subsystems we first briefly review some relevant spin physics, restricted to spin-$\frac{1}{2}$ particles for this thesis, but the arguments can be extended to other systems. A system with spin is characterised by two quantum numbers: the total spin $S$ and the projection of this spin along one of the $x,y$ or $z$ axes, denoted $m_x, m_y, m_z$ respectively. Since the spin operators $X, Y$ and $Z$ don’t commute, only one projection can be specified at a time, and we take this to be $m_z$ without loss of generality. $m_z \hbar$ is the eigenvalue of the operator $\frac{1}{2} Z$ and can take any of the $(2s + 1)$ values in the range $-s, -s + 1, ..., s - 1, s$, whilst $s(s + 1) \hbar^2$ is the eigenvalue of the operator $\frac{1}{4}(X^2 + Y^2 + Z^2)$. When combining a number of particles with total spin $s_1, s_2, s_3, ..., s_N$ together the resultant total spin $S$ can take any of the values of the combinations of the spins, $S = |s_1 \pm s_2 \pm \cdots \pm s_N|$. Just as for single spins, for a collection of spins there are spin operators $S_x, S_y, S_z$ (defined above) and $S^2 = S_x^2 + S_y^2 + S_z^2$, so that states can be labelled as $|S, m_S\rangle$ such that $S |S, m_S\rangle = \hbar m_S$ and $S^2 |S, m_S\rangle = \hbar^2 S(S + 1) |S, m_S\rangle$.

There can also be more than one way to reach the same value of $S$, and so there can be degeneracy in the system with respect to the $S$ value. A useful way of depicting the degeneracies from combining spin in this way was given in \cite{47}, whereby addition of spin is represented as addition of vectors (see Fig. 1.1), and the degeneracies of each spin number $S$ is given by Pascal’s triangle. Note that for each value of $S$, there are $(2S + 1)$ states with different values of the quantum number $m_S$.

To construct a weak DF subspace, where there is only one operator such as $S_z$ in the system-environment interaction, all that is required are states with the same value of $m_S$. So for example we can construct a 2-qubit weak DF subspace using the $|S = 1, m_S = 0\rangle = \frac{1}{\sqrt{2}}(|01\rangle + |01\rangle)$ and $|S = 0, m_S = 0\rangle = \frac{1}{\sqrt{2}}(|10\rangle - |01\rangle)$ states, and for three qubits we could use the following states used in \cite{48}:

$$
\begin{align*}
|S = 1/2, m_S = 1/2, S_{1,2} = 0\rangle &= |\psi^-\rangle_{12}|0\rangle_3 \\
|S = 1/2, m_S = 1/2, S_{1,2} = 1\rangle &= \frac{1}{\sqrt{3}}(\sqrt{2}|T_+\rangle_{12}|1\rangle_3 - |T_0\rangle_{12}|0\rangle_3)
\end{align*}
$$

(1.21)

Here we have used the singlet states on qubits $a$ and $b$, defined as $|\psi^-\rangle_{ab} := (|01\rangle_{ab} - |10\rangle_{ab})/\sqrt{2}$ and the triplet states $|T_+\rangle_{ab} = |00\rangle_{ab}$, $|T_0\rangle_{ab} = (|01\rangle_{ab} + |10\rangle_{ab})/\sqrt{2}$. Note that, since the states are degenerate with respect to the $S$ and $m_S$ value, we distinguish between them using a third quantum number $S_{1,2}$ defined as the total spin quantum number of spins 1 and 2 only.
Finding strong DF subspaces and subsystems is more difficult. With all three of $S_x, S_y$ and $S_z$ present in the system-environment interaction, since $[S_\alpha, S_\beta] = i\epsilon_{\alpha\beta\gamma}S_\gamma$ and $[S^2, S_\alpha] = 0$ for $\alpha, \beta, \gamma \in \{x, y, z\}$, the noise acts to mix states with the same values of $S$ but different values of $m_S$. Thus the 2- and 3-qubit encodings shown above are not suitable, as leakage into other states needs to be taken into account. Note that also degenerate states with the same value of $S$ are not mixed, since the total spin number $S_{q_1, q_2, \ldots, q_n}$ on some subset of size $n < N$ of the qubits will differ between different degenerate states, and following the same commutation arguments the eigenvalue of $S_{q_1, q_2, \ldots, q_n}$ will not be changed by collective decoherence.

To construct a strong DF subspace requires two states with the same value of $m_S$, with no other states that can be evolved to under the collective Pauli operators. This will only be the case when $S = 0, m_S = 0$, and one can see from Fig. 1.1 that $N = 4$ is the lowest $N$ for which there are two $S = 0, m_S = 0$ states, so this is the smallest number of spins over which a qubit can be encoded in a strong DF subspace, with logical states of the following form:

$$
\bar{0}^{(4)} := |S = 0, m_S = 0, S_{1,2} = S_{3,4} = 0\rangle = |\psi^+\rangle_{12}|\psi^+\rangle_{34}
$$

$$
\bar{1}^{(4)} := |S = 0, m_S = 0, S_{1,2} = S_{3,4} = 1\rangle = \frac{1}{\sqrt{3}}[|T^+\rangle_{12}|T^-\rangle_{34} - |T_0\rangle_{12}|T_0\rangle_{34} + |T^-\rangle_{12}|T^+\rangle_{34}].
$$

This 4-qubit encoding has one additional desirable property; it also functions as a supercoherent qubit [49]. Supercoherence would allow resistance to errors acting on individual physical qubits, with a mechanism as follows: When an error along any direction is applied to the physical qubits in the $S = 0$ states in eqn. (1.22), it is accompanied by a change in the $S$ value by 1 [49]. In order to use this to create a supercoherent qubit, we could switch on the Hamiltonian $H_{SC}$, defined as

$$
H_{SC} = J_{SC} \sum_{m,n} E_{mn},
$$

(1.23)
where $E_{nm} := X_mX_n + Y_mY_n + Z_mZ_n$, and the sum is over all pairs of the 4 physical qubits. With this Hamiltonian switched on, the $S = 0$ states are degenerate and lowest in energy, with an energy gap between the $S = 0$ states and any other states. Thus any decoherence process acting on individual physical qubits in the $S = 0$ state involves an increase in energy of the encoded qubit, and will lead to a transfer of energy from the environment to the system, which we can inhibit by cooling the environment. Thus supercoherent qubits would be very useful as quantum memories, and it was argued in [49] that computation with supercoherent qubits could be performed provided the interaction strength between qubits was small enough compared to $J_{SC}$ (leading to a trade-off between the speed of operations and the robustness against errors). In this chapter, we will not aim to make our interactions supercoherent as well (i.e. we envisage a protocol in which we use the supercoherent mechanism as a means to reliably store information, but turn off the supercoherent Hamiltonian $H_{SC}$ when we interact encoded qubits).

In [47] it is shown that strong DF subsystems can be constructed whenever there is a degeneracy in the $S$ value. From Fig. 1.1 we can see that the smallest number of qubits with this property is $N = 3$, for which there are two $S = \frac{1}{2}$ states. Thus we can encode a qubit into the strong DF subsystem on the following states:

\begin{align}
|0_{+1}^{(3)}\rangle &= |S = 1/2, m_S = 1/2, S_{1,2} = 0\rangle = |\psi^-\rangle_{12}|0\rangle_3 \\
|0_{-1}^{(3)}\rangle &= |S = 1/2, m_S = -1/2, S_{1,2} = 0\rangle = |\psi^-\rangle_{12}|1\rangle_3 \\
|1_{+1}^{(3)}\rangle &= |S = 1/2, m_S = 1/2, S_{1,2} = 1\rangle = \frac{1}{\sqrt{3}}(\sqrt{2}|T_+\rangle_{12}|1\rangle_3 - |T_0\rangle_{12}|0\rangle_3) \\
|\bar{1}_{-1}^{(3)}\rangle &= |S = 1/2, m_S = -1/2, S_{1,2} = 1\rangle = \frac{1}{\sqrt{3}}(|T_0\rangle_{12}|1\rangle_3 - \sqrt{2}|T_-\rangle_{12}|0\rangle_3). \quad (1.24)
\end{align}

where $|T_{-}\rangle_{ab} = |11\rangle_{ab}$. The logical zero state ($|\bar{0}^{(3)}\rangle$) in this 3-qubit subsystem is defined to be an arbitrary combination of the first two states, i.e. $|\bar{0}^{(3)}\rangle := \zeta|0_{+1}^{(3)}\rangle + \gamma|0_{-1}^{(3)}\rangle$, whilst the logical one state ($|\bar{1}^{(3)}\rangle$) is a superposition of the last two states with the same coefficients, $|\bar{1}^{(3)}\rangle := \zeta|1_{+1}^{(3)}\rangle + \gamma|1_{-1}^{(3)}\rangle$. The action of collective decoherence on this encoding will act identically on the two states, and so will change the values of $\zeta$ and $\gamma$ identically for both logical states, but will not mix the different logical states since they have different values of $S_{1,2}$. The arbitrary choice of $\zeta$ and $\gamma$ is the gauge degree of freedom, and any transformation which only changes the values of $\zeta$ and $\gamma$ is called a gauge transformation (in this case a gauge transformation is an operation which couples to the $m_S$ degree of freedom). We refer to the separate subspaces with different $m_S$ values as gauge subspaces. An illustration of this subsystem encoding is shown in Fig. 1.2 comparing the the action of strong collective noise on all of the possible states with 3 physical qubits.

It has been shown [45, 46, 50] that universal quantum computation can be performed inside a DF subspace or system. To do this, we must be able to perform certain single qubit rotations as well...
as gates between two encoded qubits (such as a controlled-Z gate) [24]. For collective decoherence, explicit gate sequences for two-qubit gates have been found for the 3-qubit DF subsystem and 4-qubit DF subspace [50, 48, 47, 51, 52]. Searching for these gates will be the subject of Chapter 2. For a more in depth discussion of DF subspaces and subsystems, the reader is referred to [45, 53, 47, 54, 55, 56].

1.3 Distance measures

Later on in this thesis we will be attempting to create two-qubit and three-qubit gates, and so it will be useful to have some measures to evaluate how close a quantum state is to another quantum state, and how close a given unitary is to an ideal gate. Performing these two different tasks can be done using some of the same machinery we have introduced above for error correction.

One of the standard measures of distance between two quantum states $\rho_1$ and $\rho_2$ is the fidelity $F(\rho_1, \rho_2)$, which measures how close these quantum states are:

$$F(\rho_1, \rho_2) = \left(\frac{\text{tr} \sqrt{\sqrt{\rho_1} \rho_2 \sqrt{\rho_1}}}{\sqrt{\text{tr} \sqrt{\rho_1} \rho_2 \sqrt{\rho_1}}}\right)^2,$$

which is 1 iff $\rho_1 = \rho_2$. For pure states $F(|\phi_1\rangle\langle\phi_1|, |\phi_2\rangle\langle\phi_2|) = |\langle\phi_1|\phi_2\rangle|^2$. Note that we have squared the trace, which is different from the form seen in e.g. [23]. Both forms with and without the square are used in the literature, but when we later on discuss how to construct useful metrics for gate distance, this squaring will allow the fidelity to have the interpretation of a probability [57], which is more intuitive than the square root of probability. In cases where the literature uses the non-squared version, we will also use it.

The second important measure is the trace distance, which measures how far apart two quantum states are:

$$d(\rho_1, \rho_2) = \frac{\text{tr} \sqrt{\rho_1 - \rho_2}}{2}.$$

Figure 1.2: An illustration of the action of strong collective decoherence on the degenerate $S = \frac{1}{2}$ states and the non-degenerate $S = \frac{3}{2}$ states, for 3 qubits. The split lines indicate the different quantum numbers characterising different states, and the dashed ellipsoids indicate which states are mixed by the action of strong collective decoherence.
states $\rho_1$ and $\rho_2$ are

$$D(\rho_1, \rho_2) = \frac{1}{2} \|\rho_1 - \rho_2\|_{tr},$$  \hspace{1cm} (1.26)$$

where $\|A\|_{tr} := \text{tr}(\sqrt{AA^†})$ is the trace norm.

To use these metrics to measure the distance between two gates, we can use the Jamiolkowski isomorphism [58]. If $E$ is a quantum operation acting on a $d$-dimensional system, and $|\Phi\rangle = \frac{1}{\sqrt{d}} \sum_{j=1}^{d} |j\rangle |j\rangle$ is an entangled state of two $d$-dimensional systems ($d = 2$ for qubits), then we can construct a state $\rho_E$ where $\rho_E = (\mathbb{I} \otimes E)(|\Phi\rangle\langle\Phi|)$, i.e. where the first system is left untouched but the second system transforms by $E$. If we express $E$ in terms of a basis $A_{jm} = |j\rangle \langle j'|$ such that $(|j\rangle, |j'\rangle)$ is a unique pairing of the possible orthogonal computational basis states of $N$ qubits, then $E(\rho) = \sum_{mn} \chi_{mn} A_m \rho A_n^†$ (see Sec. 1.2.1), and $\rho_E$ becomes

$$\rho_E = \frac{1}{d} \sum_{jkmn} \chi_{mn} (\mathbb{I} \otimes A_m)|j\rangle\langle j'| (\mathbb{I} \otimes A_n^†)|k\rangle\langle k'|.$$

Since $(j_n, j'_n)$ and $(k_n, k'_n)$ are unique pairs, by construction, this means that each element of $\chi$ is mapped to a unique element in $\rho_E$. If in addition $A_n = |x_1 x_2 ... x_{N+1} x_{N+2} ... x_{2N}\rangle$ such that the binary string $x_1 x_2 ... x_{N+1} x_{N+2} ... x_{2N}$ is $n$ in binary notation, then $(\rho_E)_{mn} = \frac{1}{d} \chi_{mn}$. Using this isomorphism, we can then compare the process matrix $\chi_{id}$ of the ideal process with the actual process $\chi$ using the fidelity and trace distance [57]. Thus we define the process fidelity $F_{pro}$ between two process matrices $\chi_1, \chi_2$ as

$$F_{pro} = \frac{1}{d^2} \left( \text{tr} \sqrt{\sqrt{\chi_1} \chi_2 \sqrt{\chi_1}} \right)^2,$$  \hspace{1cm} (1.28)$$

whilst the process distance is defined as

$$D_{pro} = \frac{1}{d} \|\chi_1 - \chi_2\|_{tr}.$$  \hspace{1cm} (1.29)$$

$D_{pro}$ and $1 - F_{pro}$ are particularly useful as they act as upper bounds on $\bar{p}_e$, the average probability that the evolution does not produce the desired output [57].

Often it is only important to know when two processes are equivalent up to some local single-qubit operations (since these are typically easy to perform). Such gates which are equivalent up to local single-qubit operations are called locally equivalent. $D_{pro}$ and $F_{pro}$ are not appropriate for detecting gates that are locally equivalent, so in certain situations the number of search parameters can be significantly reduced if we can use a distance measure which ignores local operations. One
method to do this due to Makhlin [59]. For a two qubit operation $M$, we first transform $M$ into the Bell basis, $M \rightarrow M_B = Q^\dagger MQ$ where

$$Q = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 0 & 0 & i \\ 0 & i & 1 & 0 \\ 0 & i & -1 & 0 \\ 1 & 0 & 0 & -i \end{pmatrix}.$$  

(1.30)

Makhlin showed that for two gates $L$ and $M$ expressed in the Bell basis as $L_B$ and $M_B$, the gates are equivalent up to local operations iff the spectra of $L_B^T L_B$ and $M_B^T M_B$ are the same. This follows since local operations correspond to orthogonal operations in the Bell basis, and so for any matrix $M_B$ in the Bell basis the spectrum of $M_B^T M_B$ after a local transformation $M_B \rightarrow O_1 M_B O_2$ is conserved. The spectrum can also be characterised by two quantities $m_1$ and $m_2$ defined as:

$$m_1(M) = \left( \frac{\text{tr} (M_B^T M_B)}{16 \det M^\dagger} \right)^2,$$

$$m_2(M) = \left( \frac{(\text{tr} (M_B^T M_B))^2 - \text{tr}((M_B^T M_B)^2)}{4 \det M^\dagger} \right).$$  

(1.31)

so that two gates $M$ and $L$ are locally equivalent iff $\{m_1(L), m_2(L)\} = \{m_1(M), m_2(M)\}$. To use these invariants, it is useful to combine them to get a single number which is 0 for identical gates and larger for very different gates. To do this we define

$$f_m(L, M) = \sum_{i=1}^{2} |m_i(L) - m_i(M)|.$$  

(1.32)

This distance measure compares the spectra of the two different gates $M$ and $L$ up to some local operations, so can be thought of in a similar manner to the trace distance. The same measure of distance between gates has been used in e.g. [48].

### 1.4 Measurement-based quantum computation

So far we have discussed quantum computation in the ‘standard’ circuit model picture, where operations are performed sequentially on some systems containing the information, and the result is read out at the end. This is analogous to the standard way in which classical computation is performed, and is perhaps the most intuitive way to envision a quantum computer. Unsurprisingly, quantum computation allows computations to be performed in ways that have no analogy in classical computation. For instance, instead of measurements only occurring after the logical operations have been performed, we can use the measurements to perform the computation. This is the paradigm of measurement-based quantum computation (MBQC) [58], in which measurements
on a highly entangled state are used to perform computations, rather than unitary gates.

As an illuminating example, consider the simplest MBQC setup: a system of two qubits, A and
B. A contains some unknown quantum information $|\chi\rangle = \alpha|0\rangle + \beta|1\rangle$, whilst qubit B is prepared in
the state $|+\rangle$. To ensure the measurement on A has an effect on B, the qubits are first entangled
using a $cz$ gate, resulting in the state $|\psi_{AB}\rangle = \frac{1}{\sqrt{2}}(|0\rangle + e^{-i\phi}|1\rangle)$. This state $|\psi_{AB}\rangle$ can be rewritten
as

$$
|\psi_{AB}\rangle = \frac{1}{\sqrt{2}}(|0\rangle + e^{-i\phi}|1\rangle) \text{H}U_z(\phi)|\chi\rangle + \frac{1}{\sqrt{2}}(|0\rangle + e^{-i\phi}|1\rangle) \text{X}U_z(\phi)|\chi\rangle,
$$

(1.33)


where $|\pm\phi\rangle := \frac{1}{\sqrt{2}}(|0\rangle \pm e^{i\phi}|1\rangle)$ and H is a Hadamard gate. Now consider performing a measurement
on qubit A, such that the measurement has eigenstates $|\pm\phi\rangle = \frac{1}{\sqrt{2}}(|0\rangle \pm e^{i\phi}|1\rangle)$. If the outcome
is $|+\phi\rangle$, the state of qubit B is $e^{-i\phi/2}u_z(\phi)|\chi\rangle$, and if the outcome is $|-\phi\rangle$ the state of qubit B
is $e^{-i\phi/2}Xu_z(\phi)|\chi\rangle$. This can be written in a more compact form by assigning a variable $m$ to
the outcome of the measurement on A, such that $m = 0$ if the outcome is $|+\rangle$ and $m = 1$ if the
outcome is $|-\rangle$. Then the overall result is that the information is moved to site B and transformed
by $e^{-i\phi/2}X^mU_z(\phi)$. By applying a Pauli $X^m$ correction on qubit B, both outcomes are the same,
and so a deterministic $U_z(\phi)$ gate can be obtained (up to a global phase) despite the randomness
of the measurement. Note that by preparing A in state $|\chi\rangle$ instead of $|+\rangle$, information can be
encoded in the system, so we call A the input, and since B is the system where the information
will be at the end of the computation, we call this the output.

Thus we have seen how to perform the operation $U_z(\phi)$ on the encoded information in this 1D
chain whilst teleporting the information from one qubit to the other. This simple example shows
the main features of the MBQC protocol:

1. Non-input qubits are prepared in $|+\rangle$ states.
2. Entangling $cz$ gates are performed between certain pairs of qubits.
3. Non-output qubits are measured. The measurement basis determines which operations are performed.
4. To make the outcome deterministic, corrections that depend on previous measurement outcomes are needed.

To make the following discussion easier to understand, we introduce a graphical representation
of MBQC which is commonly used in the literature. We represent qubits as vertices $V$ in a graph
$G$. The input qubits $I$ are represented as vertices contained within squares, whilst output qubits
$O$ are represented as hollow circles. Non-inputs are prepared in the $|+\rangle$ state, and the edges
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Figure 1.3: (a) A graphical depiction of the state in eqn. 1.33. (b) A graphical depiction of a state that can be used to perform single qubit rotations.

of this graph $E$ represent which pairs of qubits have been acted on by the $cz$ gate (we use the notation $v \sim w$ to indicate that $v$ and $w$ are connected by an edge). The state resulting from these operations is called a graph state. We label each non-output vertex with a pair of angles $(\theta, \phi)$ corresponding to the type of measurement performed on that qubit (where applicable); the angles give the measurement axis in the Bloch sphere (so e.g. $(\pi/2, 0)$ denotes measurement in the $X$ basis, $(\pi/2, \pi/2)$ in the $Y$-basis, etc.). An illustration of the simple 2-qubit example expressed as a graph is shown in Fig. 1.3. After the measurement, the entanglement between qubits $A$ and $B$ is ‘used up’, so that there is no longer an edge between them.

The 2-qubit example above can be extended to perform arbitrary single qubit rotations. Starting with a linear chain of four qubits, entangled to nearest-neighbours only, the first three qubits are measured, resulting in the transformation

$$X^{m_3} H U_z(\phi_3) X^{m_2} H U_z(\phi_2) X^{m_1} H U_z(\phi_1) = X^{m_3} H U_z(\phi_3) X^{m_2} U_x(\phi_2) Z^{m_1} U_z(\phi_1)$$

$$= X^{m_1+m_3} Z^{m_2} H U_z((-1)^{m_2} \phi_3) U_z((-1)^{m_1} \phi_2) U_z(\phi_1),$$

(1.34)

where we have used the identities $H H = 1$, $H X = Z H$, $U_z(\phi) X = X U_z(-\phi)$, $U_z(\phi) Z = Z U_x(-\phi)$. In this last line, we recognise the form of a general rotation in the Bloch sphere, with some added terms to account for the randomness of the measurement.

The factors such as $(-1)^{m_1}$ mean that the measurements must be performed adaptively, and also it imposes an order in which the measurements can be done ($1 \rightarrow 2 \rightarrow 3$). This is a key property of MBQC, which prohibits simply measuring all the qubits at the same time, and we call the particular order of measurements on a graph state a measurement pattern. The terms such as $X^{m_1}$ amount to corrections on the output state, and can be treated as extra classical processing that must be done in order to get a deterministic output.

A $cnot$ gate can be performed starting with qubits arranged as shown in Fig. 1.4. After measuring the non-output qubits from left to right, a $cnot$ gate is performed, plus some Hadamard operations (see [61] for details). We therefore have building blocks with which universal quantum computation is possible, and so by piecing these blocks together a graph-state can be built that is a universal resource for quantum computation. Clearly any graph state which can be made by
entangling this universal resource with extra qubits is also universal; for instance starting with a graph which is a 2-dimensional grid of qubits, it is possible to strip away some of the qubits (by measuring them and performing corrections after these measurements) to realise a universal resource. This 2-dimensional rectangular graph-state is known as a cluster state, and is the most commonly used universal resource for MBQC, due to its simplicity. There are many other regular graphs that are known to be universal, such as hexagonal and triangular graphs [62], however a complete classification of all graph states which are universal does not exist, and is part of the motivation for this work. We will see in the next section that there are tools that allow us to efficiently determine whether certain graphs can used for universal deterministic MBQC or not.

![Figure 1.4: a) A graph state to achieve a CNOT gate. b) A cluster state.](image)

### 1.4.1 Flow and gflow

In the previous section we have demonstrated that measurements can be performed adaptively on certain simple graph states, such that the outcome of the computation will always be the same regardless of the measurement outcomes (i.e. the outcome is deterministic). There are many more possible graphs, however, and it is not easy to tell whether a given graph will allow such a procedure or not. Fortunately, there are simple graphical tools called flow, or more generally, generalised-flow (gflow) [63][64], which allow an efficient characterisation of whether or not there is an adaptive measurement pattern on a graph state that produces a deterministic outcome (although they do not reveal whether or not the graph allows universal quantum computation). Flow and gflow provide sufficient (although not necessary) conditions for the existence of such a measurement pattern, and have proved incredibly useful in studying parallelism [65][61], the translation between MBQC and the circuit model [65][66] and causal order in MBQC [67].

For the purposes of this thesis, we will only use gflow since it incorporates flow. Gflow has two components: a time ordering over the vertices (using the notation $v > w$ to represent that vertex
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\( v \) is measured after vertex \( w \), and \( v = w \) to indicate that \( v \) and \( w \) can be measured at the same time), and a \( g \)floor function \( g \) for each vertex. \( g(v) \) is a list of the vertices that are affected by the measurement outcome of vertex \( v \) (and is therefore a list of the qubits that can be used to correct for this measurement outcome). We say that a set of vertices \( U \) is oddly (evenly) connected to a vertex \( v \) if there is an odd (even) number of edges connecting \( U \) and \( v \). The definition of \( g \)floor is then

\[ \text{Definition 1 (Gflow)} \]

Given an open graph state \( G \) with inputs \( I \), outputs \( O \), edges \( E \) and vertices \( V \), we say it has \( g \)flow if there exists a \( g \)flow function \( g \) and a time ordering \( < \) over \( V \) such that,

\( \text{(G1)} \) All qubits \( w \) in \( g(v) \) are in the future of \( v \), i.e. \( v < w \) for all \( w \in g(v) \).

\( \text{(G2)} \) if \( w \leq v \), and \( v \neq w \), then \( w \) is evenly connected to all qubits in \( g(v) \).

\( \text{(G3)} \) – For measurements in the \((X,Y)\) plane: \( v \notin g(v) \), and \( g(v) \) is oddly connected to \( v \).

– For measurements in the \((X,Z)\) plane: \( v \in g(v) \), and \( g(v) \) is oddly connected to \( v \).

– For measurements in the \((Y,Z)\) plane: \( v \in g(v) \), and \( g(v) \) is evenly connected to \( v \).

In this thesis, we will only use measurements in the \((X,Y)\) plane, as results for measurements in other planes should follow in a similar fashion. Note that finding out whether or not a graph has \( g \)flow can be done in polynomial time.

To represent \( g \)flow, arrows can be superimposed on a graphical representation of a graph state, such that an arrow connects \( v \) to \( w \) if \( w \in g(v) \). We call these arrows \( g \)flow lines (see for example Fig. 1.6). We have seen above that \( g \)flow requires a time ordering in the measurement pattern, which leads to the definition of \( g \)layers, which are groups of vertices which can be measured at the same time:

\[ \text{Definition 2 (Layers)} \]

A layer of a computation is defined as any non-output qubits in a measurement pattern which can be measured at the same time.

We denote the layers as \( L_k \), and we use \( L(v) \) to denote the layer that vertex \( v \) is in. For example, for the \( g \)flow defined on the graph in Fig. 1.6, the layers are \( L_1 = \{1\} \), \( L_2 = \{2\} \), \( L_3 = \{3\} \). In Fig. 1.5 the layers are given by \( L_k = \{a_k, b_k, c_k, d_k, e_k\} \), for \( k < 6 \), and \( L(a_k) = L(b_k) = L_k \) etc.

Using the definition of layers, we can also define the depth for MBQC:

\[ \text{Definition 3 (Depth)} \]

The depth of an MBQC with \( g \)flow is the number of rounds of measurements in the measurement pattern, or equivalently the number of layers in a measurement pattern.

In general this depth will be different depending on which \( g \)flow we are using (there can be more than one - indeed we will see below an example where many \( g \)flows can be realised). Since
we can think of \textit{gflow} as a directed graph superimposed on an undirected graph, an equivalent and perhaps more intuitive definition is that the depth is the longest possible path along the \textit{gflow} lines. For example, in Fig. 1.5 the depth is 5.

![Diagram](image)

Figure 1.5: An illustration of the definitions in Sec. 1.4.1 applied to a cluster state with depth 5. Inputs are represented by vertices with squares, and outputs are vertices with hollow circles. Arrows indicate \textit{gflow} lines and the dotted circle indicates a single layer of qubits.

### 1.4.2 Graph states in the stabiliser formalism

Graph states can also be described using stabilisers \cite{36}. Stabilisers form a subgroup of the Pauli group $\mathcal{G}$ (excluding $-I$) which act as identity on a particular state or subspace. We say a set of stabilisers $K_S$ stabilise the subspace $S$ if

$$K|\phi\rangle = |\phi\rangle \quad \forall K \in K_S, \quad \forall |\phi\rangle \in S.$$ (1.35)

From this definition we can see that stabilisers must also commute with each other, so they form an Abelian subgroup of the Pauli group. The smallest set of stabilisers that generate the group of stabilisers for a particular subspace are called the \textit{generators} of that group. Each stabiliser generator constrains the space by a half; with $n-k$ generators for the stabiliser the dimension of the codespace is therefore $2^n/2^{n-k} = 2^k$, i.e. the codespace contains $k$ qubits \cite{69}. Note that the choice of generators of a stabiliser group are not unique.

The stabiliser generators for a graph state are

$$K_v = X_v \prod_{w \sim v} Z_w, \quad \forall v \notin I,$$ (1.36)

where $X_v, Y_v, Z_v$ are the Pauli matrices acting on site $v$. In this case, since we do not have stabilisers with indices $v \in I$ where $I$ are the input vertices, the number of encoded qubits equals the number of input qubits, as required. This type of graph, where the inputs are unconstrained is referred to as an \textit{open} graph-state.

The evolution of a computation can be followed in terms of these stabiliser operators, rather
than by following the evolution of the state itself. This is the Heisenberg picture of quantum computation, and provides an alternative perspective on quantum computation allowing some results, such as the Gottesman-Knill theorem, to be readily apparent. To follow how MBQC progresses in the stabiliser picture we first define some logical operators that determine what state the system is prepared in. In the case of open graph states, logical $X$ operators can be taken from the stabilisers acting on the inputs that were left out in (1.36). For example, a 1D cluster state, has stabiliser generators

$$K_v = Z_{v-1}X_vZ_{v+1} \quad v = 2, ..., N - 1; \quad K_N = Z_{N-1}X_N.$$ (1.37)

The logical $X$ operator can then be made from the missing stabiliser generator $X_L := K_1 = X_1Z_2$. $Z_L$ can be chosen as $Z_1$ so that it obeys the commutation relations with $X_L$ and the other stabiliser generators ($Y_L$ is usually left out since it can be inferred from the product $X_LZ_L$). Preparing the input in a logical $|\pm\rangle_L$ state is then the same as including $\pm X_L$ as one of the stabilisers.

Now suppose we perform a measurement $M$ on this cluster state in the $X - Y$ basis; this measurement will not commute with all of the logical operators, and so the form of the logical operators will not be preserved after this measurement. However, since stabilisers act as identity on the codespace, the logical operators can be multiplied by any stabilisers which anticommute with the measurement, to put them in a form which is conserved during the measurement. So for example, consider measuring the first qubit in the 1D cluster state in the $X$-basis, so that $\{Z_L,M\} = \{Y_L,M\} = 0$. The stabiliser $K_2$ also anticommutes with $M$ so multiplying $Z_L$ and $Y_L$ by $K_2$ gives new logical operators $\tilde{Z}_L = X_2Z_3$ and $\tilde{Y}_L = X_1Y_2Z_3$ which do commute with $M$, and so are conserved during the measurement (i.e. if the system is prepared in a particular eigenstate of $\tilde{Z}_L$, it will remain in this eigenstate after the measurement). Overall the transformation of the stabilisers is

$$X_L \rightarrow X_1Z_2, \quad Y_L \rightarrow X_1Y_2Z_3, \quad Z_L \rightarrow X_2Z_3.$$ (1.38)

Qubit 1 will either be in a $|+\rangle$ state or a $|−\rangle$ depending on the outcome of the measurement. We can therefore replace $X_1$ by $\pm 1$, and then following a $X_2^m$ correction, the logical operators are

$$X_L \rightarrow Z_2, \quad Y_L \rightarrow Y_2Z_3, \quad Z_L \rightarrow X_2Z_3,$$ (1.39)

so we see that the result of the measurement is to move the information down the chain, and apply a Hadamard gate to it, as seen in the beginning of this section. More general measurements in the $\{\pi/2, \phi\}$ basis which neither commute or anticommute with the logical operators can be dealt with in a similar way, by multiplying any non-commuting terms by stabilisers, so e.g. $\exp(i\theta Z_2)$ →
exp(iθZ_2 K_{g(2)}), where g is the gflow function defined earlier. We will see examples of this in Chapter 4.

An alternative and equivalent picture of MBQC is to start with a cluster state in which the qubits are prepared in $|\pm_\theta\rangle$ states, and all measurements are performed in the \{+$\langle+$, $-\langle-$\} basis. Thus the measurement angles are encoded in the graph state instead, and such a graph state is called a twisted graph state. Using the notation $X_\theta^v := e^{-i\theta Z_v/2} X_v e^{i\theta Z_v/2}$, the stabiliser generators for the twisted graph state are

$$K_\theta^v = X_\theta^v \prod_{w \sim v} Z_w, \forall v \notin I,$$

where $\theta_v$ is the measurement angle on qubit $v$.

Examples

We now look at some examples of graphs, to illustrate the definitions above and since they will be useful in Chapter 4. The first is the graph in Fig. 1.6 from ref. [64]. The gflow that satisfies all the gflow rules is $g(a_1) = \{b_1\}, g(a_2) = \{b_2\}, g(a_3) = \{b_3, b_1\}$ with an ordering of $a_1 < a_2 < a_3$.

![Figure 1.6: The gflow is given by $g(a_1) = \{b_1\}, g(a_2) = \{b_2\}, g(a_3) = \{b_3, b_1\}$ and the time ordering is $\{a_1\} < \{a_2\} < \{a_3\}$. The gflow is represented graphically as gflow lines (arrows), and the dotted line represents a gflow line not in the original graph, since there is no edge connecting vertices $a_3$ and $b_1$ but $g(a_3) = \{b_1, b_3\}$.

The second is the graph in Fig. 1.7, also studied in [64]. Many different possible gflows can be defined on this graph. For example, a family of gflows can be defined as

$$g^r(v) = \begin{cases} \{N + v, \ldots, N + v + r - 1\}, & \text{if } v + r - 1 \leq N \\ \{N + v, \ldots, 2N\}, & \text{if } v + r - 1 > N \end{cases}$$

where $1 \leq r \leq N$. If we were to perform measurements on this graph in MBQC, we can use any of these gflows, provided we perform the right corrections on the outputs. For $g^r$, $r$ measurements can be performed simultaneously, interspersed by classical processing. Corrections on qubits will be of the form $X^{s_1 + s_2 + \ldots + s_m}$ where the $s_m$ are binary variables accounting for the measurement
outcomes. Thus the classical processing involves evaluating the binary sum \((s_1 + s_2 + \ldots + s_m)\) of \(r\) measurement outcomes, and so takes time \(O(\log r)\) \[70\]. Since we can perform \(r\) measurements simultaneously, the measurement depth \(d_r\) is given by

\[
d_r = \left\lceil \frac{N}{r} \right\rceil.
\] (1.42)

The two extreme cases are where \(r = 1\) or \(r = N\). The former is just where we can perform each measurement one-by-one \((d_1 = N)\), with no addition of binary variables in between. The latter is where we can perform all measurements simultaneously \((d_N = 1)\), but we must perform corrections on the outputs which take time \(O(\log N)\). \(g^N\) is called the maximally delayed flow associated with this graph \[68\]. Note also that the zig-zag graph is not a universal resource for quantum computation, but combining several layers of the zig-zag graph we can make a universal resource.

![Figure 1.7: A graph for which many different gflows are applicable.](image)

Finally, to aid the discussions later on, an example of a graph without gflow is shown in Fig. [1.8]. It can easily be verified that there are no assignments of \(g(v)\) and ordering that satisfy the rules of gflow.

![Figure 1.8: A graph which violates the rules of gflow.](image)

### 1.5 Quantum computation through adiabatic evolution

In the previous section we saw how computation can proceed through non-deterministic adaptive measurements on an entangled resource state. We will now a method of computation which is
the opposite of this; quantum computation through adiabatic evolution, in which operations are performed slowly and deterministically.

1.5.1 The adiabatic theorem

The word ‘adiabatic’ has a long history in thermodynamics, where it is taken to mean any process that occurs without heat passing into or out of a system (the word adiabatic in Greek means ‘not passable’). For a physical process such as compression of an ideal gas, we might achieve adiabaticity by performing the compression fast enough that the system has not had time to equilibrate with its surroundings, or by insulating it from the outside world.

The way the word adiabatic is used in quantum mechanics typically is more analogous to (isothermal) reversible adiabatic processes. For a process to be truly reversible in classical thermodynamics, infinitesimal changes must be made such that the system is always equilibrated. In other words, the process of change must be slower than the process of equilibration. Of course, to be perfectly reversible the change must take an infinite amount of time, but the dynamics can be reversible up to some error if the dynamics of equilibration is fast enough.

As an example, imagine pulling a tablecloth from a table covered in glasses. If the cloth is pulled incredibly slowly (assuming zero friction between cloth and table and infinite friction between cloth and glasses), such that the glasses only wobble a negligible amount and so are constantly in equilibrium, then the glasses slide along with the table cloth; if the cloth is not pulled slowly enough, then the glasses wobble, with energy being released irreversibly in the form of heat as they rock from side to side on the table. Here what is ‘slow enough’ is dictated by the properties of the glasses, and how fast the wobbling motion is damped.

Quantum adiabatic processes are much the same: the word ‘adiabatic’ has connotations with a process that is performed slowly with respect to the energy scale of the system, such that the probability of finding a system in the $n^{th}$ highest energy level is small during the process. Thus it is much like an isothermal reversible adiabatic process in which work can be performed to change the energy levels of the system, but the occupancy of the levels does not change (the entropy is fixed).

So what determines what is ‘slow enough’ for a quantum system? The first treatment of adiabatic processes in quantum mechanics dates back almost 100 years ago, to Ehrenfest’s work on adiabatic invariants [71] followed by Born and Fock [72]. Since then, it has found applications in quantum computation [73], molecular dynamics [74] and the quantum Hall effect [75, 76].

We first consider the simplest form of the adiabatic theorem, valid for systems where the energy levels are non-degenerate. Consider a Hamiltonian $H(t)$ with non-degenerate eigenvectors $|E_n(t)\rangle$ and energies $E_n(t)$. If we prepare the system in state $|\psi(0)\rangle = |E_m(0)\rangle$ and evolve it with the
time-dependent Hamiltonian for some time \( \tau \), then the system will end in the state \( |E_n(\tau)| \) with probability \( 1 - p_{err} \), where [77]

\[
p_{err} = O \left( \max_{m \neq n} \left| \frac{\max_{0 \leq s \leq 1} (E_m(s) - E_n(s))^2}{\min_{0 \leq s \leq 1} |E_m(s) - E_n(s)|^2} \right| \right)
\]

(1.43)

where \( s = t/\tau \). In 1950, Kato derived a more general adiabatic condition that dropped the assumption of non-degenerate eigenvectors, and without assuming anything about the spectrum other than how it behaved near the region of interest [78]. This laid the foundations for the proof by by Albert Messiah [77], and provided the framework upon which later generalisations were built.

A particularly useful result from the point of adiabatic quantum computation was the result in [79], building on the work in [76], which gives an expression for the error of an adiabatic transformation for the case when the energy levels can be degenerate (again using the notation \( s = t/\tau \)):

**Theorem 1 (Adiabatic theorem [79])** Let \( H(s) \) be a finite-dimensional, \((\kappa+1)\)-times differentiable Hermitian matrix, with \( \kappa \geq 1 \), and with eigenvalues \( E_j(s) \). Let \( U(s) \) be the unitary evolution due to \( H(s) \). Let \( P(s) \) be the projection onto the (possibly degenerate) subspace of \( H(s) \), with eigenvalue \( E_0(s) \). Then after the evolution \( U \), the amount by which a state initialised in the ground subspace of \( H(0) \) has leaked into the excited states at time \( s \) is given by

\[
p_{err} = \| (1 - P(s)) U P(0) \| \leq c(\kappa) \left( \frac{1}{\tau} \frac{h(s)}{\Delta(s)^2} \right)_{b.c.} + \max_{0 \leq s \leq 1} \frac{h(s)^{k+1}}{\tau^k \Delta(s)^{2k+1}},
\]

(1.44)

where \( \Delta(s) = \min_{n \neq 0} |E_n(s) - E_0(s)| \), \( h(s) \) satisfies \( \| \left( \frac{d}{ds} \right)^l H(s) \| \leq h(s) \) for all \( l \leq \kappa \) and \( |b.c. \) indicates that these quantities are evaluated at the boundaries \( s = 0, 1 \).

The norm used here is the spectral norm, which for a square Hermitian matrix \( X \) is just the largest absolute eigenvalue of \( X \). \( p_{err} = \| (1 - P(s)) U P(0) \|^2 \) gives the probability of having leaked out of the subspace of \( E_0 \) at time \( \tau \), and we can see a strong resemblance to the adiabatic theorem in (1.43). In this work, we consider the simplest case, where \( H(s) \) is a linear interpolation of the form 

\[
(1 - s)H_0 + sH_p,
\]

so that \( H(s) \) is infinitely differentiable. It is tempting then to set \( \kappa \rightarrow \infty \), however this isn’t possible without raising the adiabatic time to \( \infty \), since \( c(\kappa) = O(2^k\kappa!) \) [79], which goes to \( \infty \) as \( \kappa \rightarrow \infty \). So we consider \( \kappa \) as begin some fixed, large finite number. We also consider \( \varepsilon \) to be fixed. With a linear interpolating Hamiltonian, \( \| \dot{H}(s) \| = \| H_p - H_0 \| \) is independent of \( s \), and the error in the adiabatic evolution becomes

\[
p_{err} \leq c(\kappa) \left( \frac{1}{\tau} \| \dot{H}(s) \|_{b.c.} + \frac{\| \dot{H}(s) \|^k}{\tau^k \Delta(s)^{2k+1}} \right),
\]

(1.45)
where $\Delta(s)_{\text{min}} := \min_{0 \leq s \leq 1} (\Delta(s))$. By choosing a runtime that satisfies

$$
\tau \geq \left( \frac{c(\kappa)\|\dot{H}(s)\|^{1+1/\kappa}}{\varepsilon \Delta(s)_{\text{min}}^{2+1/\kappa}} \right),
$$

(1.46)

the probability of error becomes

$$
\rho_{\text{err}} \leq \varepsilon \Delta(s)_{\text{min}}^{2+1/\kappa} \left\| \frac{\|\dot{H}(s)\|^{1/\kappa} \Delta(s)^2}{b.c.} + \varepsilon^\kappa \right\|^{1+1/\kappa}.
$$

(1.47)

In all of the situations considered in this work, $\|\dot{H}(s)\| \geq \gamma$, and $\Delta(s) \leq \gamma$, where $\gamma$ is the energy scale set by the interactions in the particular system we implement the computation in. This means that $\Delta(s)_{\text{min}} / \|\dot{H}(s)\| \leq 1$, and since $\Delta(s)_{\text{min}} \leq \Delta(s)$,

$$
\rho_{\text{err}} \leq \varepsilon + \varepsilon^\kappa \frac{c(\kappa)^{\kappa-1}}{1}. \tag{1.48}
$$

So with a time scale of the form in (1.46), the error is of the order $\varepsilon$ (assuming that $c(\kappa) > 1$, which is true for large enough $\kappa$). Following the terminology used in [80], we say that the final state is $\varepsilon$ close to a state in the ground subspace of $H_p$, and ignoring the terms which are independent of $N$ we write the adiabatic runtime as

$$
\tau = \Omega \left( \frac{\|\dot{H}(s)\|^{1+\delta}}{\Delta(s)_{\text{min}}^{2+\delta}} \right),
$$

where $\delta := 1/\kappa$, and we use the ‘big Omega’ notation $f(n) = \Omega(g(n))$ to indicate that there is some constant $c$ and value $n_0$ such that $f(n) \geq cg(n)$ for $n > n_0$. Note also that in some cases the energy gap may close but properties of the Hamiltonian may prevent mixing between the degenerate states, so the adiabatic runtime will only diverge if the gap closes and transitions between the degenerate states are possible. We will see an example of this behaviour in chapter 4.

The form of the adiabatic theorem given above is in fact not the most general, but it will be appropriate for all of the situations we consider in this thesis. A more general proof has been done by Jansen, Ruskai and Seiler in [81], generalising to situations where the projector $P(s)$ can project into several different energy levels, all of which can be degenerate. As a historical note, it is worth noting the inconsistency of the adiabatic theorem as pointed out by Marzlin and Sanders [82], in which they consider adiabatic evolution including a time-varying field. Following this there was significant efforts to derive necessary and sufficient conditions [83, 84, 85, 86], with sufficient criteria subsequently defined in [87].
1.5.2 Adiabatic quantum computation

Using the adiabatic theorem, it is possible to perform computation in a very different way to the circuit model or measurement-based models we have seen before: Adiabatic quantum computation. The standard adiabatic quantum computation (AQC) protocol starts with an initial Hamiltonian $H_0$, which is easy to prepare, such as a uniform magnetic field $\sum_n X_n$, where $X_n$ is a Pauli X operator acting on the $n^{th}$ qubit. The system is prepared in the ground state of this Hamiltonian, $|E_0(0)\rangle$, and then the Hamiltonian is slowly changed to a new ‘problem Hamiltonian’ $H_p$ which is typically non-uniform and encodes the problem to be solved. Provided the evolution time obeys the adiabatic theorem, the system will be in the ground state of $H_p$ with high probability.

A natural example is solving a satisfiability problem, where we have a boolean formula made up of logical clauses (OR, AND, ¬) which we would like to be satisfied, e.g. $(x_1 \text{ OR } x_2)$ is satisfied by $(x_1, x_2) = (1, 0), (0, 1), (1, 1)$, and $(x_1 \text{ OR } x_2)\text{AND}(x_1, \text{ OR } \neg x_2)$ is satisfied by the assignment $(x_1, x_2) = (1, 0), (1, 1)$ etc. Such a problem can be framed as finding the ground state of a Hamiltonian, by replacing the logical clauses with energy penalties, that penalise when the clause is not satisfied. If we replace the boolean states 0, 1 with qubit states $|0\rangle, |1\rangle$, then satisfying $(x_1 \text{ OR } x_2)$ is equivalent to finding the lowest energy configuration of $1 - \frac{1}{4}(1 + Z_1)(1 + Z_2)$, and satisfying $(x_1 \text{ OR } x_2)\text{AND}(x_1, \text{ OR } \neg x_2)$ is equivalent to finding the lowest energy configuration of $[1 - \frac{1}{4}(1 + Z_1)(1 + Z_2)] + [1 - \frac{1}{4}(1 + Z_1)(1 - Z_2)]$. Using this method, any satisfiability problem can be framed as finding the ground state of an Ising Hamiltonian, although this doesn’t mean that an adiabatic quantum computer could solve all satisfiability problems as the energy gap may shrink faster than polynomially (for example, certain satisfiability problems are NP complete, and it is not generally believed that a quantum computer could solve NP-hard problems efficiently).

AQC has been shown to be polynomially equivalent to the standard circuit model of quantum computation, in that it is possible to implement any quantum circuit using an adiabatic protocol, such that the inverse of the energy gap is polynomially equivalent to the number of gates in the circuit. AQC has also gained much recent attention due to the appearance of D-wave, billing itself as the world’s first quantum annealer (quantum annealing has a similar philosophy to AQC, except the system is not assumed to be closed). However, whether or not this machine truly is a quantum annealer, or will provide any quantum speed up, is a subject of much debate (see e.g. [89][90]).

The time to perform the computation in AQC is sensitive to the particular method of interpolating between the simple initial Hamiltonian $H_0$ and the problem Hamiltonian $H_p$. Often we will assume a linear interpolation of the form $H(t) = (1 - t/T)H_0 + (t/T)H_p$, but clearly this cannot be optimal; we would expect the best algorithm to depend on the particular form of the gap as a function of $t$. Such a protocol, where the evolution speed can change in response to
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the time-dependent energy gap, is called a **local** evolution (in contrast to the **global** evolution we have considered so far). These differences lead to significant changes in computation speed; for instance, in [91] it was found that an adiabatic implementation of Grover’s algorithm only achieved the $O(\sqrt{N})$ scaling if local adiabatic evolution was used. However, in this thesis the distinction between local and global evolution will not be important, so a linear interpolation will be used.

1.5.3 Holonomic quantum computation

Our discussion of the adiabatic theorem so far has focused on the probability of ending in a particular state. However, much interesting behaviour can also occur due to the phase the system picks up during an adiabatic evolution. Consider a system with Hamiltonian $H(t)$, that is prepared in the ground state $|E_0(0)\rangle$ at $t = 0$ and evolved adiabatically. At some time $t$ later, the state is generally $|\psi(t)\rangle = e^{i\phi(t)}|E_0(t)\rangle$, assuming perfect adiabaticity. Inserting this into the Schrödinger equation $i\hbar|\dot{\psi}(t)\rangle = H|\psi(t)\rangle$ gives

$$
(E_0(t) + \hbar\dot{\phi}(t))e^{i\phi(t)}|E_0(t)\rangle - i\hbar e^{i\phi(t)}|\dot{E}_0(t)\rangle = 0,
$$

which can be rearranged, after left-multiplying by $\langle E_0(t)\rangle$ to give

$$
\phi(t) = i \int_0^t \langle E_0(t')|\dot{E}_0(t')\rangle dt' - \frac{1}{\hbar} \int_0^t E_0(t') dt'.
$$

The term on the right is called the dynamical phase, whilst the term on the left is the **Berry** or geometrical phase [92]. This type of phase contribution was first pointed out by Pancharatnam in the context of classical optics [93] (and for this reason the Berry phase is also sometimes called the **Pancharatnam phase**), and we can understand the form of $\gamma_n$ in equation (1.51) as being the combination of many small contributions due to the slight difference in phase between states at adjacent times. The Berry phase produces observable physical effects, and is used in describing many phenomena in condensed matter systems, such as topological insulators [94, 95].

Berry phases can also be extended to degenerate Hamiltonians. If instead the Hamiltonian has a $d$-fold degenerate ground space of energy $E_0$ with states labelled as $|E_0^\alpha\rangle$, $1 \leq \alpha \leq d$, then following an adiabatic transformation, rather than a phase being applied the ground space is transformed by the $d \times d$ matrix $U_{\alpha\beta}$ [96], where

$$
U_{\alpha\beta}(t) = T \exp \left( i \gamma_{\alpha\beta}(t) \right) = T \exp \left( - \int_0^t \langle E_0^\alpha(t')|\frac{d}{dt}E_0^\beta(t')\rangle dt' \right).
$$

$\gamma_{\alpha\beta}$ is the Wilczek-Zee connection, and $U_{\alpha\beta}$ is called a holonomy. Thus a state prepared in a state $|E_0^\alpha(0)\rangle$ in the degenerate subspace will be transformed into a state $e^{\frac{-i}{\hbar} \int_0^t E_0(t) dt} U_{\alpha\beta}(t)|E_0^\alpha(t)\rangle$. 
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in which the holonomy creates transitions between different states in the degenerate subspace (or in other words, it becomes a non-Abelian generalisation of the Berry phase, since transformations no longer necessarily commute with one another). Provided the system is adequately controllable, it is possible to harness this so that information encoded in the degenerate energy levels of $H(0)$ can be arbitrarily transformed using these holonomies, and so universal quantum computation can be performed. This is known as holonomic quantum computation (HQC) \[97, 98\]. The holonomy can be generated either using a closed loop in parameter space such that $H(0) = H(\tau)$, or can more generally have $H(0) \neq H(\tau)$, in which case it is usually called open-loop HQC \[99\]. Also note that, although HQC is commonly discussed in terms of adiabatic evolutions, this is not a necessary requirement, and schemes for achieving holonomies via non-adiabatic processes have been proposed \[100, 101, 102, 103\].

HQC has desirable properties which lead a natural ‘hardware’ resistance to certain types of errors. To see this, consider a Hamiltonian $H(R)$ that depends on a set of parameters $R[t] = (r_1(t), r_2(t), ..., r_n(t))$. Then the Berry phase around a path $\Gamma$ becomes

$$\gamma_n = i \oint_{\Gamma} \langle E_n(R)|\nabla_R E_n(R) \rangle \cdot dR := \int \int_S F_n \cdot d\sigma,$$

where we have used Stokes’ theorem, and defined $F_n := \nabla R \times A_n$, $A_n = \langle E_n(R)|\nabla_R E_n(R) \rangle$, and $S$ is the surface contained by the path $\Gamma$. In this form, the phase has the interpretation as the integral of a curvature over an area, which highlights one of the most useful and interesting thing about these acquired phases; they only depend on the area contained within the evolution path. Thus quantum computations using such evolutions could be naturally resistant to control errors that change the path taken in parameter space but which don’t change the area. This property has been tested theoretically, confirming that HQC operations are less sensitive to dephasing noise \[104, 105\], and error processes where the gate time is either much longer or much shorter than the noise correlation time \[106\]. Further protection against noise can in principle be achieved with HQC in decoherence-free subspaces and subsystems as shown in \[107, 108\]. HQC does not only provide ‘hardware’ improvements; a scheme for fault-tolerant HQC on stabiliser codes has also been developed \[109, 110\] (unlike AQC, where developing fault tolerant computation is an ongoing problem \[111\]), making HQC a promising method to perform quantum computation.

### 1.6 Spin chains for communication

As well as being able to initialise, store, and process quantum information in a quantum computer, it is also important to be able to transport quantum information between different parts of the computer, or perform gates between distant qubits, since geometrical constraints will prevent all
qubits from being directly connected. Methods to do this with minimal loss of coherence are thus incredibly important. Many proposals to perform this task involve transferring information from one physical system to another (e.g. from a trapped ion to a photon) or shuttling a physical system from one part of the computer to another. But in certain situations, it may be beneficial to avoid transfer between mediums or moving qubits around, as these can be error-prone processes. Instead we could create communication channels such that the information is stored and transferred in the same medium, by creating chains of qubits along which quantum information can travel. Then to transfer information from one qubit to another, all that is required is to turn on interactions with the chain, and then turn them off again when the information has arrived at the other end. This is the concept behind using chains of qubits, or ‘spin chains’ as a quantum wire to transfer information in quantum computers \[112\]. A spin chain is a 1-dimensional chain of spins where the spin degree of freedom of nearby physical systems are coupled. In this thesis we will just consider spin chains formed of spin-$\frac{1}{2}$ particles, so really they can be thought of as a 1 dimensional array of qubits, but we use the terminology spin chain since it is commonly used in the literature. The interactions are typically confined to nearest or next-nearest neighbours, and typically have the form

$$H = \sum_{m<n} J_{mn}(X_m X_n + Y_m Y_n + \Delta_{mn} Z_n Z_n) + \sum_m B_m Z_m,$$

where $X, Y, Z$ are the Pauli matrices, $\Delta_{mn}$ is the anisotropy, $B_m$ is the magnetic field strength, and $J_{mn}$ is the coupling parameter (negative for ferromagnetic interactions which favour alignment of spins, and positive for anti-ferromagnetic interactions which favour anti-alignment). Some particularly important and well-used spin chains are where $\Delta_{mn} = 1$ (isotropic or Heisenberg spin chain), $\Delta_{mn} = 0$ (XY spin chain) and $\Delta \to \infty, J < 0$ (Ising spin chain). Spin chains appear in nature \[113\], and can also be realised in physical systems such as Josephson arrays \[114\] or atoms in optical lattices \[115\]. Whilst it would be trivial to take a chain of qubits and perform perfect state transfer by turning on a swap interaction between successive pairs of qubits, we are more interested in the case where there is minimal control over the chain, and where the interactions are time-independent and ideally uniform. This is firstly since if we did have a large degree of control over the chain we may as well use it as part of the quantum computer, and secondly since minimal control means less contact with the outside world and thus less decoherence.

The first spin chain communication protocol in \[112\] used $\Delta_{mn} = 1$, $J_{mn} = J < 0$ and nearest-neighbour interactions. The qubits in the chain are initialised in the $|0\rangle = |000\ldots0\rangle$ state, and at time $t = 0$ qubit $s$ is encoded with a quantum state $|\psi\rangle = \cos \theta/2 |0\rangle + e^{i\phi} \sin \theta/2 |1\rangle$. At some time $\tau$ later, the state of the chain is $|\Psi(\tau)\rangle$, and we calculate the fidelity of a receiving qubit $r$ with
the original information, where the fidelity is given by
\[
F_\psi = \langle \psi | \text{tr}_r (|\Psi(\tau)\rangle \langle \Psi(\tau)|) |\psi \rangle, \tag{1.55}
\]
where \(\text{tr}_r\) means tracing out all qubits except qubit \(r\), and for now we do not square the fidelity as in Section 1.3 to fit with the conventions used in the spin chain literature. Since the fidelity is sensitive to the particular state \(|\psi\rangle\) input at \(s\), and we require a general metric of how good this channel is, \(F_\psi\) must be averaged over all possible input states, giving the overall averaged fidelity \(F_{av}\)
\[
F_{av} = \frac{1}{4\pi} \int F_\psi \sin \theta d\phi d\theta. \tag{1.56}
\]
At some time \(\tau_{opt}\), \(F_{av}\) will be maximised (with a cut-off after a time \(\tau_{max}\), chosen as 4000/J in [112]). When \(s = 1\) and \(r = N\), this simple protocol can achieve near perfect state transfer for \(N = 4\) spins, and achieves \(F_{av} > 2/3\) for up to 80 spins (which is an important benchmark since it is the maximum possible average fidelity achievable by purely classical means [116]).

After this initial proposal, there followed many more schemes, all using constantly coupled qubits but with different Hamiltonians. Particularly important results are the perfect state transfer channel [117], which achieves perfect transfer by using a mirror symmetric spin chain with engineered couplings \(J_{n,n+1} = \sqrt{N(N-n)}\). Other notable protocols include coupling two qubits weakly to the chain such that the chain acts as an effective qubit [118], optimised couplings at the ends of an XY-chain to make the excitations fall in a region of linear dispersion [119], and a heralded dual rail protocol [120]. For a more in depth discussion of spin chains for quantum communication, see [121].

In order to measure how well the channel communicates information, we will often use the average fidelity defined above, which can be put in a particularly simple form that is easier to calculate [116]. For a channel that transforms the input information by \(\mathcal{E}\), with systems of dimension \(d\), the average fidelity is
\[
F_{av}[\mathcal{E}] = \frac{d F_{e}[\mathcal{E}] + 1}{d + 1}, \tag{1.57}
\]
where \(F_{e}[\mathcal{E}] = \langle \psi | [1 \otimes \mathcal{E}] (|\psi\rangle \langle \psi|) |\psi \rangle\), and \(|\psi\rangle\) is a maximally entangled state such as \(|\psi\rangle = \frac{1}{\sqrt{2}}(|01\rangle - |10\rangle\) (this is often called the singlet fraction). For a classical channel, through which only product states can be sent, the largest overlap between a singlet and a product state is \(1/\sqrt{d}\), so a classical channel has \(F_{av}[\mathcal{E}] \leq \frac{2}{d}\).

Apart from communicating quantum information, using a spin chain also serves as a useful method of sharing entanglement between two different qubits (and in fact a channel that is good
for sending quantum information is also a good entanglement sharer \cite{122, 116}. The protocol follows in a similar fashion as above, except qubit $s$ is maximally entangled with another ancilla qubit $a$. After evolving in time, $a$ will be entangled with qubit $r$. If the protocol is not perfect, it is possible to repeat it many times and use entanglement distillation to convert multiple copies of non-maximally entangled states into one maximally entangled state \cite{33}. Once such an entangled state is shared between two parties, it can be used to teleport quantum information between them (provided there is additional classical communication, which is usually considered as a plentiful resource). For a pure state $|\psi_{AB}\rangle$ over two qubits $A$ and $B$, the measure of bipartite entanglement is the Von Neumann entropy $S(|\psi_{AB}\rangle)$ \cite{123}, defined as

$$S(|\psi_{AB}\rangle) = -\text{tr}(\rho_A \log_2 \rho_A) = -\text{tr}(\rho_B \log_2 \rho_B),$$

(1.58)

where $\rho_A := \text{tr}_B(|\psi_{AB}\rangle\langle\psi_{AB}|)$ and similarly for $\rho_B$.

In the case when the two qubits are in a mixed state $\rho_{AB}$, a suitable measure of entanglement is the entanglement of formation \cite{33, 124}. First, note that there can be many decompositions of $\rho_{AB}$ into an ensemble of pure states, $\rho_{AB} = \sum_n p_n |\psi_n\rangle\langle\psi_n|$, where the $\xi$ superscript denotes a particular decomposition. The entanglement of formation is then defined as

$$E_f(\rho) = \min_\xi \sum_n p_n S(|\psi_n\rangle^\xi).$$

(1.59)

In other words, it is the minimum of the expected entanglement over all the possible pure state ensembles that could make up $\rho_{AB}$. A particularly useful form of $E_f(\rho)$ was derived in \cite{124}. If we define $\bar{\rho} = (Y_1 \otimes Y_2) \rho^* (Y_1 \otimes Y_2)$, then $E_f(\rho) = \Lambda(C)$, where

$$\Lambda(C) = H \left(\frac{1 + \sqrt{1 - C^2}}{2}\right), \quad H(x) = -x \log_2 x - (1-x) \log_2 (1-x)$$

(1.60)

and $C = \max\{0, \lambda_1 - \lambda_2 - \lambda_3 - \lambda_4\}$, where $\{\lambda_n\}$ are the eigenvalues of $\sqrt{\sqrt{\rho} \bar{\rho} \sqrt{\rho}}$. $C$ is usually called the concurrence.

This use of spin chains is not only restricted to transferring information or entanglement in a quantum computer. One dimensional systems can exhibit a rich variety in behaviour, and testing how quantum information is transferred through certain systems could reveal information about this. The quality of transfer could also be used to probe the ‘quantumness’ of the individual qubits in the chain: if any members of the chain behave classically, then we would expect the information transmitting ability of the chain to be impaired.
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1.7 Some experimental candidates for a quantum computer

Having seen some of the theoretical ideas behind a quantum computer, we now discuss the more practical side of creating a quantum computer, introducing some important experimental proposals and reviewing some of the experimental progress. The standard framework by which experimental proposals are judged is the DiVincenzo criteria [48], which is essentially a checklist of desirables for an experimental scheme. The checklist is as follows:

- The qubits should be scalable and well-characterised (meaning that the couplings to other qubits and external influences should be known).
- It must be possible to initialise qubits in a pure state such as \( |00\ldots0\rangle \) (for computation and error correction).
- The qubits must have decoherence times significantly longer than gate operation times.
- It must be possible to perform a universal set of gates on the qubits.
- The state of the qubits must be measurable.
- It must be possible to transmit qubits between specific locations.

In this section we will focus on two particular proposals which could fulfil these criteria; ion traps and donors in silicon. There are of course many more experimental systems which are also promising candidates, such as NMR [125, 126], linear optics [127], quantum dots [128], and superconducting qubits [129], but we will focus on ion traps and donors because of their relevance to Chapter 3. For a more comprehensive overview of the current candidates for a quantum computer, see e.g. [23, 130, 28, 131].

1.7.1 Ion traps

The first scheme for using trapped ions to process quantum information was by Cirac and Zoller [132]. The essential idea is to trap ions in an electromagnetic field, and encode information in internal states of these ions. Typically we consider ions trapped in a linear Paul trap [133], with a combination of an axial DC field and a radial AC field creating a fluctuating potential that approximates a harmonic confining potential

\[
\frac{1}{2} M \nu_x^2 x^2 + \frac{1}{2} M \nu_y^2 y^2 + \frac{1}{2} M \nu_z^2 z^2
\]

for each ion, such that \( \nu_x, \nu_y \gg \nu \) (\( \nu \) is often called the secular frequency of the trap). Note that it is not possible to simply create a static confining potential due to Earnshaw’s theorem [134].

Initialisation of the trapped ion qubits could be achieved using the other excited levels of the ion; if there are excited states which can be reached from the qubit states by application of a suitable laser field, and which both decay into the qubit \( |0\rangle \) state, then applying laser fields which
are resonant with all transitions from the $|1\rangle$ state result in the qubit being prepared in the $|0\rangle$ state.

Measurement of the qubit state can be performed by applying laser radiation that is resonant with a transition from the $|1\rangle$ state to an excited state that decays back into the $|1\rangle$ state, so that fluorescence is observed only if the qubit is in the $|1\rangle$ state. Single qubit rotations can be performed by pairs of lasers focused to a spot significantly smaller than the separation of the ions; single qubit $X$ rotations can be performed using a resonant laser pulse to drive Rabi oscillations, whilst single qubit $Z$ rotations can be performed using off-resonant laser pulses resulting in an AC Stark shift. $T_2$ times of ions can be up to $\sim 10\text{ms}$, whilst $T_1$ times can be on the order of minutes [130].

To perform gates between qubits, the proposal in [132] uses the motional degree of freedom of the ion chain. When the system is sufficiently isolated and cooled so that $k_B T \ll \hbar \nu$, the ion motion in the $z$-direction is restricted to the ground state, which is a coherent phonon corresponding to coordinated oscillation of all of the ions. When the motion is confined in this way, we call this phonon mode the ‘bus qubit’. We label states of the ion/bus system as $|m\rangle_I|n\rangle_B$, where $m = 0, 1$ is the state of the ion and $n = 0, 1$ corresponds to the phonon mode being unoccupied/occupied respectively. When ions absorb a photon, there is a resultant change in momentum of the ion, which translates to an excitation of the phonon mode. If the energy splitting between all of the ion qubit states is different along the chain (which can be achieved by e.g. applying a magnetic field gradient) then using a global field we can couple individual ions to the bus qubit.

This can then be used to perform a gate between two ions in the chain (say ions 1 and 2). To begin, the internal states of ion 1 is swapped with the bus qubit by selecting a laser frequency that causes oscillations between the $|0\rangle_I|1\rangle_B$ and $|1\rangle_I|0\rangle_B$ states. Then it is possible to select a laser frequency that is resonant with a transition from the $|1\rangle_I|1\rangle_B$ state to another (non-computational) state, resulting in a $-1$ phase applied to state $|1\rangle_I|1\rangle_B$ but no evolution of the other states. The bus qubit can be swapped back into ion 1, thereby achieving a CZ gate between the two qubits,
An alternative method to create interactions between ions, which we will use later on in Chapter 3, is magnetic gradient induced coupling \[135\]. The essential idea is to use a magnetic field gradient to create an effective Ising interaction between two ions, rather than using a laser field to swap ions in and out of the bus qubit. In this magnetic field gradient, the energy of the ion depends on the internal state of the ion, and so the equilibrium position of the ion will also depend on the internal state of the ion. Thus the two qubit states yield different equilibrium positions of the ions, \( \bar{z}_n \) and \( \bar{z}_n + d_n \). The difference in equilibrium position \( d_n \) leads to conditional dynamics; roughly speaking, when the \( n^{th} \) ion is in a \( |1\>_n \) state, it becomes closer to the \( (n+1)^{th} \) ion and thus has an effect on the state of this ion. Thus the internal states of the ions affect the interactions between the ions.

The full analysis is given in \[135, 136\], in which it is shown that the magnetic field gradient produces couplings of the form \( \frac{1}{2} \hbar J_{zz}^{ij} Z_i Z_j \) with coupling strength given by

\[
J_{zz}^{ij} = \sum_{n=1}^{N} \nu_n \epsilon_{ni} \epsilon_{nj},
\]

(1.61)

where \( \epsilon_{ni} \) is the effective Lambe-Dicke parameter and \( \nu_n \) is the angular frequency of the \( n^{th} \) vibrational mode of the ion chain. The effective Lambe-Dicke parameter here depends on the shift in equilibrium position of the \( j^{th} \) ion \( d_j \) relative to the spatial extent of the \( n^{th} \) harmonic oscillator wavefunction, \( \Delta z_n = \sqrt{\hbar/2m \nu_n} \), and is given by

\[
\epsilon_{nj} = S_{nj} \frac{\Delta z_n \partial_z \omega_j}{\nu_n},
\]

(1.62)

where \( \omega_j := \omega_0(z_j) \). The matrix \( S \) is a matrix whose columns are the normal modes of the chain, which take into account the extent to which each ion is involved in the \( n^{th} \) vibrational mode.

Aside from the above two methods of coupling qubits, the two most prominent alternatives are Mølmer-Sørensen gates \[137\] using detuned laser fields, and using a state dependent shifting of the ion wavepacket \[138\]. Both of these schemes have the additional advantage of not depending on being in the motional ground state, so are less susceptible to decoherence of the bus qubit.

The linear trap architecture is suitable for performing computations on up to \( \sim 100 \) qubits \[139\]. Thus scaling up to thousands of qubits or more requires a different architecture. The most prominent proposals to date include shuttling ions between linear traps where logic gates can be performed \[140\], using a dedicated movable ion to mediate interactions between different ions \[138\], or linking distant traps using photons \[141, 142\]. To realise these schemes, planar ion traps are a promising candidate \[143, 144\], in which ions are trapped above the surface of a 2D micro-fabricated electrode array.
The first successful implementation of a cz gate on ion traps was by Monroe et. al. [145]. Since then there have been significant advances such as realisation of high fidelity two-qubit gates [146], Toffoli gates [147], demonstration of a 7-qubit topological error correcting code [148], demonstrations of ion shuttling [149, 150], and demonstrations of micro-fabricated planar traps [150, 151, 152, 153], making ion traps a strong contender for a quantum computer, or at least a candidate for an early prototype. For a more in depth review of ion traps, see e.g. [154, 130, 28, 155, 156].

1.7.2 Donors in silicon

The use of dopants in silicon to perform quantum information processing was first proposed by Kane [157]. The central idea in this scheme is to replace a silicon atom in crystalline silicon by a group V atom such as phosphorus or bismuth. Group V elements have a spare electron, which is donated to the conduction band at room temperature (and hence is called a donor), a technique used in current electronics to negatively dope silicon to create n-type semiconductors. At low temperatures ($\lesssim 15K$) the electron stays close to the donor nucleus, allowing information to be stored and processed by manipulating this electron. Such a proposal benefits from the vast research efforts into silicon-based technology for classical computation, as well as the low spin-orbit coupling in silicon and low abundance of isotopes with non-zero nuclear spin. Denoting $\{S^x_k, S^y_k, S^z_k \}$ and $\{I^x_k, I^y_k, I^z_k\}$ as the spin operators of the $k$th electron or $k$th nucleus respectively, the effective spin Hamiltonian for a system of two donors in the presence of a magnetic field in the z-direction is [157]

$$H_{don} = g_e\mu_B B(S^x_1 + S^x_2) - g_N\mu_N B(I^x_1 + I^x_2) + A(I^x_1 \cdot \vec{S}_1 + I^x_2 \cdot \vec{S}_2) + J\vec{S}_1 \cdot \vec{S}_2,$$

where $\vec{S}_k = S^x_k + S^y_k + S^z_k$, $\vec{I}_k = I^x_k + I^y_k + I^z_k$. The parameter $A$ is the strength of the electron-nucleus hyperfine coupling (which depends on the group V atom used), and $J$ is the strength of the electron-electron exchange coupling. Typical values for $A$ are 117 MHz in phosphorus (nuclear spin $\frac{1}{2}$) and 1.475 GHz in bismuth (nuclear spin $\frac{9}{2}$) and $J$ depends on the separation, but is typically on the order of GHz. Magnetic fields used in experiment tend to be up to $< 1T$ (up to $g_e\mu_B B < 20GHz$). We consider donors with spacings $\lesssim 20$nm, so that the electron-electron exchange is significantly larger than the electron dipole-dipole interactions and interactions between donor nuclear spins [158].

In the Kane proposal, the hyperfine coupling between each electron and their respective nucleus is controlled by modifying the electron wavefunction overlap with the nucleus via a single electrode placed above each donor (the ‘A gate’, see Fig. 1.10) as recently demonstrated in [159]. By manipulating the hyperfine coupling in this way, the energy splitting of the electron spin changes, which performs a Z rotation. X-rotations could then be achieved by applying an AC field which matches the resonant frequency of the electron spin. Individual addressability of spins could
be achieved by varying the resonances of the electron spins, by e.g. applying a magnetic field. Measuring the electron spin could be done using spin-dependent tunnelling [160], which has recently been demonstrated [161], and could also be used to initialise the spins. The interactions between donor electrons are exchange interactions which depend on the wavefunction overlap between the electrons, and could be controlled using an electrode between the donors (also called a ‘J’ gate, see Fig. 1.10) which controls this overlap and thus allows the two-qubit interactions to be switched on and off. Alternative schemes for performing two-qubit gates also exist, such as using a control atom that can be optically excited to create an interaction between two donor electrons [162], or using different nuclear spin states to create interactions that are activated by an AC field [163].

Measurements of decoherence times for an ensemble of P atoms in $^{28}\text{Si}$ have shown nuclear $T_2$ times on the time scale of minutes, using dynamical decoupling [164, 165] and electron $T_2$ times of up to 10s using dynamical decoupling [166]. For individual donors, the most recent study has shown nuclear $T_2$ times of around 30s and electron $T_2$ times of up to 0.5s using dynamical decoupling in isotopically pure silicon [167]. Since the nuclear spin of the donor has a much larger coherence time than the electron, the optimal strategy would most likely be to use the nuclei for long term storage of information, and use the hyperfine interaction to transfer information to the electrons so that it can be read out or manipulated quickly (as demonstrated in [168]).

For the work in this thesis, we will focus on bismuth donors in silicon, because of its large nuclear spin and hyperfine coupling relative to the other group V elements, which will prove useful in Chapter 3 for creating quantum gates. Another advantage of bismuth is the presence of optimal working points [169, 170, 171, 172, 173], at which $T_2$ times can be enhanced up a time scale of seconds [174]. However in high magnetic fields, where optimal working points cannot be reached, the best achieved $T_2$ times are $\sim 0.5\text{ms}$ in natural silicon [175, 176] or around 700ms for isotopically pure silicon [177]. For a more in depth review of donors in silicon, see [178, 179, 158, 180].

---

**Figure 1.10:** A schematic diagram of the Kane proposal for a quantum computer made from donors in silicon.
In Section 1.2.3 we introduced the concept of decoherence-free subspaces and subsystems as ways of encoding qubits to reduce the detrimental effects of the environment on the information. The possible ways of encoding qubits to protect against strong and weak collective noise were also discussed, revealing that the 4-qubit strong DF subspace and a 3-qubit strong subsystem are the smallest encodings. Whilst these protected qubits could be useful as a quantum memory, it is desirable to perform universal quantum computation using them. To achieve this, it must be possible to perform single qubit rotations and interactions between pairs of qubits. Performing single qubit rotations in the 4-qubit DF subspace and 3-qubit DF subsystem can be realised using exchange interactions between pairs of physical qubits in the encoded qubit (see e.g. [47, 51]), however creating two-qubit gates is harder; the methods found so far to perform two-qubit gates involve either interactions that could be difficult to create in an experiment [47, 50], or involve large numbers of gates to be switched on and off sequentially (e.g. 22 gates in 13 time steps for the 3-qubit DF subsystem in [52]), or use perturbative/complicated control sequences to create these gates [181]. As an example of why we might want to simplify the existing two-qubit gates in the 4-qubit DF subspace, consider one of the interactions used in [47, 50] to create a gate:

$$H = 3E_{12} + \frac{2}{3}(E_{24} + E_{23} + E_{34}).$$  \hspace{1cm} \text{(2.1)}$$

Given the asymmetry in these interactions, this could be a challenging gate to realise (note that although this only acts within one encoded qubit, this Hamiltonian is turned on whilst we are out of the logical subspace, and so is not simply a local unitary operation). The main other alternative to realising this gate is shown in Fig. 2.1; here many 2-body exchange interactions are used. Whilst this gate requires very simple interactions, it also requires many steps, so is perhaps susceptible to control errors, and could perhaps be simplified by using less constrained interactions.

In this chapter we outline alternative ways to perform 2-qubit gates in the 3-qubit DF subsystem
and 4-qubit DF subspace, using less operations that require minimal control, so that realisation of decoherence-free qubits might be more attainable in an experiment (motivated by the recent experimental advances in realising quadruple quantum dots in a square configuration [182]). With practicality in mind, we also only consider physical qubits arranged in a regular formation; three spins in an equilateral triangle for the 3-qubit DF subsystem, and four spins in a square for the 4-qubit DF subspace. The interactions we consider for both encodings are interactions between the middle 4 spins (see Fig. 2.2 for an illustration of this). This work is a more detailed account of the work published in [183].

2.0.3 Ring Exchange Interactions

When constructing a two-qubit DF gate, we will include ‘ring exchange’ interactions. These interactions, which are used to explain excitations in La$_2$CuO$_4$ [184, 185] and become important in electrons forming a Wigner crystal [186, 187], appear as corrections in the exchange Hamiltonian due to higher order hopping processes between different physical qubits in the extended Hubbard Hamiltonian [188]. They have also been investigated in the context of quantum computing [189, 190, 191], and it is clear from these works that ring exchange processes should not be ignored. We will not derive the full ring exchange Hamiltonian here, but will present the main results. Consider electrons confined to quadratic potentials; when a single band tight-binding model
is appropriate we can describe the physics of the system using an extended Hubbard model with fermions

\[ H = - \sum_{i<j, \sigma, \sigma'} t_{ij} c_{i,\sigma}^\dagger c_{j,\sigma'} + U \sum_i n_{i,\uparrow} n_{i,\downarrow} + V \sum_{i, \sigma, \sigma' \in \{\uparrow, \downarrow\}} n_{i,\sigma}^\dagger n_{j,\sigma'}, \]

where \( c_{i,\sigma}^\dagger \) (\( c_{i,\sigma} \)) is the creation (annihilation) operator for an electron with spin \( \sigma \) at site \( i \), \( t_{ij} \) is the tunnelling coefficient between sites \( i \) and \( j \), \( U \) is the on-site Coulomb interaction, and \( V \) is the inter-site repulsion. In the regime where the tunnelling is weak compared to the on-site repulsion, and where the system is half-filled (i.e. one electron per site), the Hamiltonian for four spin-1/2 particles located at sites 1,2,3 and 4 is [188]:

\[ H = \sum_{i<j} J_{ij} E_{ij} + C_{1234}[E_{12}E_{34} + E_{14}E_{23} - E_{13}E_{24}] + C_{1324}[E_{13}E_{24} + E_{14}E_{23} - E_{12}E_{34}] + C_{1342}[E_{13}E_{24} + E_{14}E_{23} - E_{12}E_{34}] + O \left( \frac{t^5}{U^4} \right), \]

where \( t = \max_{i,j} (t_{ij}) \), \( E_{ij} \) is the exchange interaction defined in Sec. 1.1 and

\[ J_{ij} = \frac{t_{ij}^2}{U} - \frac{4t_{ij}^4}{U^3} + \sum_k \frac{t_{ik}^2 t_{kj}^2}{U^3} + \sum_{k \neq l, i \neq j} \frac{t_{ik} t_{kl} t_{lj} t_{ji}}{U^3}; \quad C_{ijkl} = \frac{t_{ik} t_{kl} t_{lj} t_{ji}}{U^3}. \]

From the form of \( C_{ijkl} \) we can see that ring exchange terms will appear when there are exchange terms present which form a loop (i.e. when a physical qubit is indirectly coupled to itself). In [189], it was also found that the presence of magnetic fields changes the coefficients \( C_{ijkl} \) and introduces three-body terms, with couplings that depend on the magnetic flux passing through 3 or 4-site loops. Here we assume that these magnetic fields are low enough so that the magnetic flux has negligible impact and three body terms can be ignored, and we leave the effects of non-zero magnetic fields to later work.

With four qubits arranged on a square, it is possible to make all of the exchange couplings uniform, and since this will simplify things considerably, whenever we need to include ring-exchange terms in this chapter we will assume that this is the case. Taking uniform interactions in eqn. (2.3) results in a ‘symmetric’ version of the Hamiltonian, \( H_S \), which takes the same form as derived in [190]:

\[ H_S = J_\Box H_\Box + J_\times H_\times + J_\circ H_\circ = J(H_\Box + H_\times) + J_\circ H_\circ = J (H_\Box + H_\times + \alpha H_\circ) \]

\[ = J \left( \sum_{n=1}^4 E_{n,n+1} + \sum_{n=1}^2 E_{n,n+2} + \alpha [E_{12}E_{34} + E_{14}E_{23} + E_{13}E_{24}] \right), \]

where \( H_\Box, H_\times, H_\circ \) represent the nearest-neighbour, next-nearest-neighbour and ring-exchange
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Hamiltonians, respectively, and $J_\bigcirc$, $J_\times$, $J_\triangle$ are the corresponding interaction strengths for these Hamiltonians. Since we have equal coupling between all sites, $J_\bigcirc = J_\times = J$ in this equation, and in the final line we have defined $\alpha := J_\triangle / J_\bigcirc \equiv J_\triangle / J$ as the ratio of ring exchange terms to the nearest/next-nearest neighbour terms. Restricting ourselves to symmetric Hamiltonians of this form simplifies things considerably, since $H_\bigcirc$ commutes with $H_\bigotimes$ and $H_\times$, and as argued in [190], this form of Hamiltonian contains enough degrees of freedom to fix all of the eigenvalues, and so we do not need to take into account any higher order terms. Since single qubit rotations of the encoded qubits given in (1.24) and (1.22) can be performed by exchange interactions between physical qubits, a two-qubit interaction on these encoded qubits is equivalent to a 4-body interaction of the form $E_{ij}E_{kl}$, and since the ring exchange interactions contain terms similar in nature to these, it seems plausible that we can use these to simplify the 2-qubit gates acting on the encoded qubits. Investigating whether or not the presence of ring-exchange interactions can lead to simpler gates on the encoded qubits forms part of the motivation for this work.

2.1 Two-qubit gates

We now look at creating a controlled-$Z$ gate ($cz$) between two encoded qubits, which, along with certain single qubit gates (e.g. Hadamard and $U_z(\pi/4)$ gates), enables us to perform universal quantum computation [24]. An important point to note is that, in this case if we can find a two-qubit gate which works for the 3-qubit DF subsystem, this may also be a valid gate for the 4-qubit DF subspace. To see this, first observe that we can rewrite the states in (1.22) in this form:

$$\left| \bar{0}(4) \right> = \frac{1}{\sqrt{2}} \left( \left| \bar{0}(3) \right> \left| 1 \right> - \left| \bar{0}(3) \right> \left| 0 \right> \right)$$

$$\left| \bar{1}(4) \right> = \frac{1}{\sqrt{2}} \left( \left| \bar{1}(3) \right> \left| 1 \right> - \left| \bar{1}(3) \right> \left| 0 \right> \right)$$

(2.6)

A valid pulse sequence for the 3-qubit DF subsystem will perform a gate which is (locally equivalent to) a $cz$ gate on the two 3-qubit states up to a gauge transformation. In general, this gauge transformation may mean that this pulse sequence does not work for the 4-qubit DF subspace (it may not amount to a simple local rotation in the 4-qubit case). However, in certain situations, a valid pulse sequence for the 3-qubit DF subsystem will work for the 4-qubit DF subspace as well. For example, since exchange interactions commute with $S^2$ and $S_z$ over all the qubits, any interactions made up of exchange coupling only (such as the gate found in [52], shown in Fig. 2.1) will not couple different gauge states. So pulse sequences for the 3-qubit DF subsystem which are made up of exchange interactions enable us to perform a $cz$ gate on the 4-qubit DF subspace as well.

The converse is also not necessarily true; a valid pulse sequence on the 4-qubit DF subspace will not necessarily work on the 3-qubit DF subsystem, simply because in the 4-qubit case, interactions
can be over 8 physical qubits rather than 6. However, if all interactions are confined to 3 physical qubits on each logical qubit (which is the case in our protocol) then a valid pulse sequence for the 4-qubit DF subspace is also a valid gate on the 3-qubit DF subsystem. This can be seen since any gate locally equivalent to a $\text{cz}$ gate is also locally equivalent to the interaction $\tilde{Z}_A\tilde{Z}_B$ acting between two logical qubits $A$ and $B$, where $\tilde{Z}_k$ is the logical $Z$ operator acting on logical qubit $k$. Since the logical $Z$ operator for the 4-qubit encoding is the same as for the 3-qubit encoding (an exchange interaction between two qubits, e.g. $-E_{1,2}$ using the above definitions of the states), then this gate is also locally equivalent to a $\text{cz}$ gate for the 3-qubit encoding. This simplifies the search considerably, as only one pulse sequence needs to be found for both of these encodings.

Performing two qubit gates is, predictably, not as straightforward as performing single qubit gates, mainly because the system can explore a much larger Hilbert space as soon as interactions between the two qubits are turned on. Since $[S^2, E_{ij}] = 0$ (provided $i, j$ are both qubits that $S^2$ operates on), if two encoded qubits are initialised in the logical subspace with a total spin number $S$, then when they are interacted together using exchange interactions the system will still have overall spin number $S$, so we can use this property to restrict calculations to a small region of the full Hilbert space, to speed up calculations. We also constrain ourselves to couplings which are realistically possible; we only couple sites which can realistically be placed near each other (by e.g. placing two encoded qubits side-by-side, see Fig. 2.2). The method used to search for a quantum gate, once we had chosen a certain set of interactions to use, uses the invariant quantities found by Makhlin [59] (see Sec. 1.3).

![Figure 2.3: An illustration of the interactions used to construct the gates, excluding ring exchange interactions which are difficult to represent in this form. Filled circles represent physical qubits, and solid lines represent exchange interactions.](image-url)
The Hamiltonians that we used to construct a gate with are the following:

\[ H_\times := E_{12} + E_{34}, \quad H_\parallel := E_{14} + E_{23}, \quad H_\times := E_{13} + E_{24}, \]
\[ H_\Box := H_\times + H_\parallel, \quad H_\Box := E_{12}E_{34} + E_{14}E_{23} + E_{13}E_{24}. \] (2.7)

The convention for numbering the qubits is shown in Fig. 2.3, along with an illustration of these Hamiltonians (excluding \( H_\Box \) which is hard to represent in pictorial form). For each Hamiltonian in this set we define a corresponding unitary operator:

\[ U_n = \exp \left( -i\frac{J_n H_n \tau_n}{\hbar} \right) \equiv \exp \left( -iH_n \theta_n \right), \quad \text{e.g.} \quad U_\times = \exp(-iH_\times \theta_\times), \] etc.

where \( \theta_n := J_n \tau_n/\hbar \). Note that all of the \( \theta_n \) are phases, so we are free to add multiples of \( 2\pi \).

However, since \( \theta_n = J_n t_n/\hbar \), the trade-off is that increasing \( \theta_n \) corresponds to either increasing \( J_n \) or increasing \( t_n \), and under the assumption that we are using the strongest couplings possible, this really means increasing the gate time by \( 2\pi h/J \) every time we add a multiple of \( 2\pi \). This is not ideal, but at least provides some more flexibility. The full gate operator is then arrived at by multiplying all of these unitaries together:

\[ U_{\text{tot}} = \prod_n U_n = \prod_n \exp(-iH_n \theta_n). \] (2.8)

Since the method described above requires a \( 4 \times 4 \) matrix to compare with the ideal CZ gate, the unitary evolution \( U_{\text{tot}} \) must first be projected into the logical subspaces of the 3- or 4-qubit encodings, so \( U_{\text{tot}} \rightarrow U'_{\text{tot}} = P_j U_{\text{tot}} P_j \), where \( P_j \) is a projector into the logical subspace \( L_j \) of the two encoded qubits, with the subscript \( j \) indicating whether it is the 3-qubit encoding (\( j = 3 \)) or the 4-qubit encoding (\( j = 4 \)). We define these projection operators as

\[ P_4 = \sum_{x,y \in \{0,1\}} |\bar{x}(4)\rangle |\bar{y}(4)\rangle \langle \bar{x}(4)| \langle \bar{y}(4)|, \]
\[ P_3 = \sum_{i,j=\pm 1} \sum_{x,y \in \{0,1\}} |\bar{x}_i(3)\rangle |\bar{y}_j(3)\rangle \langle \bar{x}_i(3)| \langle \bar{y}_j(3)|. \] (2.9)

Note that when combining two 3-qubit states with \( S = \frac{1}{2} \) together, there are four possibilities; three \( S = 1 \) states and one \( S = 0 \) states. Each of these states is 4-fold degenerate, due to the gauge choices, so \( P_4 \) projects into a 16-dimensional subspace overall. We can define the projectors onto
each of these 4-dimensional subspaces as

\[
P_3^{(1,1)} = \sum_{x,y \in \{0,1\}} |x\rangle_3 |y\rangle_3 \langle x\rangle_3 \langle y\rangle_3, \quad P_3^{(1,0)} = \frac{1}{2} \sum_{i,j=\pm 1} \sum_{x,y \in \{0,1\}} |i\rangle_3 |j\rangle_3 \langle i\rangle_3 \langle j\rangle_3,
\]

\[
P_3^{(1,-1)} := \sum_{x,y \in \{0,1\}} |x\rangle_3 |y\rangle_3 \langle x\rangle_3 \langle y\rangle_3
\]

\[
P_3^{(0,0)} = \frac{1}{2} \sum_{i,j=\pm 1} \sum_{x,y \in \{0,1\}} (-1)^{i+j+2} |i\rangle_3 |j\rangle_3 \langle i\rangle_3 \langle j\rangle_3.
\]

(2.10)

where \( P_3^{(S,m_S)} \) projects into the subspace with quantum numbers \( S, m_S \). In order to find the Makhlin invariant we must project into a 4-dimensional subspace; for the 3-qubit encoding, we could project onto each of the \( S = 1 \) subspaces and the \( S = 0 \) subspace individually, and verify that the gate works in each subspace. However, this is not necessary, since \( \sum_n \sigma_i^\pm, E_{nm} = 0 \) if \( n, m \in \{1, 2, ..., N\} \), which means that if we have a \( \text{cz} \) gate which works in one of the \( S = 1 \) subspaces, then this gate also works in any of the other two \( S = 1 \) subspaces. So if we can find a gate which is locally equivalent to a \( \text{cz} \) in any one of the \( S = 1 \) subspaces and also the \( S = 0 \) subspace, it will be locally equivalent to a \( \text{cz} \) gate when acting on the overall 3-qubit DF subsystem up to some gauge transformation.

As shown above, any parameters which work for the 4-qubit encoding will also work for the 3-qubit encoding (since we use exchange interactions restricted to the middle four physical qubits), so rather than searching for two separate parameters for the 4- and 3-qubit encodings, we can just search for gates which work for the 4-qubit encoding, which simplifies this process. So we take the projected unitary \( U'_\text{tot} = P_3^4 U_\text{tot} P_4 \), find the corresponding Makhlin invariants \( m_1(U'_\text{tot}), m_2(U'_\text{tot}) \), and compare these to the Makhlin invariants \( m_1(\text{cz}), m_2(\text{cz}) \) of an ideal \( \text{cz} \) gate using the function \( f_m(\text{cz}, U'_\text{tot}) \) defined in Sec. 1.3 which gives a measure of how close \( U'_\text{tot} \) is to a \( \text{cz} \) gate, excluding local unitary rotations. Minimising over \( f_m \) gives possible ways to implement a gate (or will give evidence that it isn’t possible for the considered type of interactions). The local operations required to transform our result to a \( \text{cz} \) gate will be easy to find compared to the difficulty of minimising over \( f_m \), and so we focus on finding sequences which minimise \( f_m \) without searching for the local operations. We also need to consider how far out of the logical subspace the system is. One way to do this is to take a state inside the logical subspace \( \mathcal{L} \), evolve it with the unitary \( U'_\text{tot} \), and then find what the probability of being in the logical subspace is. This can be written \( \sum_{|m\rangle \in \mathcal{L}} |\langle m|U'_\text{tot}|n\rangle|^2 \) for some input state \( |n\rangle \in \mathcal{L} \). Since we are interested in how the gate behaves for all possible input states, this can be turned into an average probability \( \bar{p} \) of staying in the logical space by summing over the inputs \( |n\rangle \) and dividing by the size of \( \mathcal{L} \)

\[
\bar{p} := \frac{1}{|\mathcal{L}|} \sum_{|m\rangle, |n\rangle \in \mathcal{L}} |\langle m|U'_\text{tot}|n\rangle|^2 = \frac{1}{|\mathcal{L}|} \|P_\mathcal{L} U'_\text{tot} P_\mathcal{L}\|^2_F.
\]

(2.11)
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where $\|U\|_F$ is the Frobenius norm of $U$ defined as $\|A\|_F = \sqrt{\sum_{i=1}^{m} \sum_{j=1}^{n} |A_{ij}|^2}$ for an $m \times n$ matrix $A$, and $P_{\mathcal{L}}$ projects into $\mathcal{L}$. Then we define the leakage parameter as $L = 1 - \bar{p}$, giving for the 3 and 4-qubit encodings respectively:

$$L_3 := 1 - \frac{1}{16} \|P_3 U_{tot} P_3\|_F^2, \quad L_4 := 1 - \frac{1}{4} \|P_4 U_{tot} P_4\|_F^2. \quad (2.12)$$

Note the division by 16 and 4 since we are considering systems of two encoded qubits. Using these measures, we searched for suitable parameters to make a $\text{cz}$ gate using a genetic algorithm (see e.g. [192]), followed by a Nelder-Mead simplex search [193] once the search had been narrowed down to a sufficient level. The same method has been used in [48] and [51].

Finally we note an identity which makes this search over parameters easier to make. As noted in Section 2.0.3, we consider $H_3$ such that it commutes with $H_x$ and $H_\omega$ (and $H_x$ and $H_\omega$ also commute), which allows us to rearrange $U_x U_\omega U_\omega$ as:

$$U_x U_\omega U_\omega = e^{-iH_x \theta_x} e^{-iH_\omega \theta_\omega} e^{-iH_\omega \theta_\omega} = e^{-i(H_x \theta_x + H_\omega \theta_\omega + H_\omega \theta_\omega)} = e^{-i(H_x \theta_x - H_\omega \theta_\omega)} e^{-iJ \tau_0 (H_x + H_\omega + (J_\omega / J) H_\omega)} = e^{-i(H_x \theta_x - \theta_\omega)} e^{-i\theta_\omega (H_x + H_\omega + \alpha H_\omega)} = U_\omega^t U_S, \quad (2.13)$$

where

$$U_S = e^{-i(H_\omega + H_x + \alpha H_\omega)} \equiv e^{-iH_x \theta_x}, \quad U_\omega^t = e^{-i(H_x \theta_x - \theta_\omega)} = e^{-iH_x \theta_\omega}. \quad (2.14)$$

In the above we set $\tau_0 = \tau_\omega$ since $H_\omega$ and $H_\omega$ operate at the same time, and recall that $\alpha = J_\omega / J$ and $J_\omega = J_x = J$ in order to use the symmetric form of the ring exchange interaction, $H_\omega$. Then using this identity, if there are within the gate sequential applications of the Hamiltonians $H_x$, $H_\omega$ and $H_\omega$ with parameters $\theta_\omega$, $\theta_x$, $\theta_\omega$ respectively, these can be expressed as the Hamiltonian in eqn. (2.5) plus an additional next-nearest-neighbour term $U_x^t$ with parameter $\theta_x^t$ out in front (if $\theta_x^t$ is negative we can just add $2\pi$ since it is just a phase). Also note that, since we have set $\tau_\omega = \tau_\omega$, then $\alpha = \theta_\omega / \theta_\omega$. This identity means that for the purposes of the minimisation we can treat $H_x$, $H_\omega$ and $H_\omega$ as if they were separate interactions with independent parameters and then combine them together at the end using the identity in eqn. (2.13), and when we do combine them the value of $\alpha$ is set by $\theta_\omega / \theta_\omega$.

2.1.1 Results

Starting with the simplest Hamiltonian which might result with ring exchange interactions, we tried many combinations of the Hamiltonians given above, performing a genetic search for each
one followed by a Nelder-Mead search (typically with around 200 iterations of genetic search, then to within tolerance of $10^{-12}$ with the Nelder Mead search, and stopping if nothing was found after 100 attempts). Using the following sequence of interactions did not yield any gates with $f_m < 0.001$

$$U_1 = U_x U_{\z} U_{\z}, \quad U_2 = U_x^{(1)} U_x U_{\z} U_{\z}^{(2)}.$$  \hspace{2cm} (2.15)

The reason for choosing these sequences in particular is that we are interested in forming a gate from the ring exchange, and these are the simplest sequences that contain a ring exchange interaction (with local rotations before and after the ring exchange). By adding one more interaction, we can find a sequence which does work:

$$U_{\text{gate}} = U_{\z}^{(1)} U_x U_{\z} U_x U_{\z}^{(2)} = U_{\z}^{(1)} U_x U_x U_x U_{\z}^{(2)},$$  \hspace{2cm} (2.16)

with corresponding parameters $\{\theta_{\z}^{(1)}, \theta_{\|}, \theta_{\times}, \theta_{\z}, \theta_{\z}^{(2)}\}$, where the superscripts (1) and (2) are used to differentiate between the interactions used at the beginning and at the end of the gate. This is a gate which requires only 5 separate pulses to perform (since identity (2.13) can be used). Note that we also attempted to form a gate using the sequence in (2.16) but with $\theta_{\times} = \theta_{\z}$ in an effort to reduce the number of pulses, but no solutions were found.

Using this combination of interactions, with the parameters given in Table 2.1, we were able to find a gate with a value of $f_m = O(10^{-16})$ and leakage $L = O(10^{-16})$ (i.e. both around the machine precision of $O(10^{-16})$, suggesting the existence of an exact solution). If we assume that for each interaction the coupling strength is limited to some maximum possible value $J_{max}$, then we can find the total gate time $T$ in units of $\hbar/J_{max}$, as an indicator of how long this gate would take compared to other gates. Note that we do not simply add the parameters in Table 2.1, since we apply the identity in eqn. (2.13) first, so in fact the true gate time $T$ is

$$T = \left(\sum_n \theta_n\right) - \theta_\times + (\theta_\times - \theta_\z) \bmod 2\pi.$$  \hspace{2cm} (2.17)

This gives a gate time of $16.7 \hbar/J_{max}$. The gate in [52] has a total time of 9.9 in these units, and although we found other parameter sets which yielded similar gate times to this, we have picked the parameters with the most realistic ring exchange couplings (see Sec. 2.2).
2.2 Constraints on the ring exchange strength

We are constrained in our choices of parameters, as the relative sizes of the nearest-neighbour couplings, \( J \) and ring-exchange coupling \( J_{\circ} \), are set by the ratio \( \alpha = J_{\circ}/J = \theta_{\circ}/\theta \), since as we have seen in eqn. (2.13) we end up turning on the Hamiltonian \( H_x + H_0 + \alpha H_{\circ} \) for some time \( t_{\circ} = t_{\circ} \hbar /J \). This means we are constrained to situations where we can set \( \alpha \) to \( \theta_{\circ}/\theta \). We would expect \( \alpha \lesssim 0.17 \) (see e.g. [184, 185, 190]), which is why we have chosen to use the particular parameter set shown in Table 2.1, which has \( \alpha = 0.158 \).

We are not completely constrained to this value, since all of the \( \theta \) values are just phases. As discussed in Sec. 2.1, we are free to add factors of \( 2\pi \) to any of them, with the gate time increasing by \( 2\pi \hbar /J \) every time we add a multiple of \( 2\pi \). However, even with this freedom, we still seem to be tied down to a few precise values of \( \alpha \). To get around this, we notice that we can split up the ring exchange into two parts:

\[
U_S = \exp(-iH_x \theta_{\circ}) \exp(-iH_0 \theta) \exp(-iH_{\circ} \theta_{\circ})
\]

\[
= \exp(-iH_x(\theta_{a}^0 + \theta_{b}^0)) \exp(-iH_0(\theta_{a}^0 + \theta_{b}^0)) \exp(-iH_{\circ}(\theta_{a}^0 + \theta_{b}^0))
\]

\[
= \exp(-iH_x \theta_{a}^0) \exp(-iH_0 \theta_{a}^0) \exp(-iH_{\circ} \theta_{a}^0) \exp(-iH_x \theta_{b}^0) \exp(-iH_0 \theta_{b}^0) \exp(-iH_{\circ} \theta_{b}^0)
\]

\[
= U_{a}^{a} U_{a}^{b} U_{b}^{a} U_{b}^{b} U_{\circ} U_{\circ} := U_{S}^{a} U_{S}^{b}
\]

so we now have two ring exchange interactions, \( U_{S}^{a} \) and \( U_{S}^{b} \) which have the same form as \( H_S \) but with different values of \( \alpha \). Now since \( \theta_{a} := J_{a} t_{a} / \hbar \) and since \( U_{S}^{a} U_{S}^{b} = U_{S} \) and all of the terms commute, this means that:

\[
J_{a} t_{a} + J_{a} t_{b} = \theta_{\circ}, \quad J_{a} t_{a} + J_{b} t_{b} = \theta_{\circ}.
\]

(2.19)

where \( \theta_{\circ}, \theta \) are the parameters we found in the search in Sec. 2.1, and we have defined \( \theta_{a}^0 = J_{a} t_{a}, \theta_{b}^0 = J_{b} t_{b} \). For simplicity, we take \( J_{a} = J_{b} = J \), without loss of generality, since we are free to scale these parameters as we wish, provided we scale the corresponding \( J_{\circ} \) values correctly. Since \( \theta \) and \( \theta_{\circ} \) are phases, we are free to add multiples of \( 2\pi \) to these values, so we replace \( \theta \) with \( \theta_{(n)} \), and rearrange equation (2.19) to give:

\[
t_{a} = \frac{\theta_{(n)}_{a}}{J} \left[ \frac{\alpha_{a} - \alpha_{b}}{\alpha_{a} - \alpha_{b}} \right], \quad t_{b} = \frac{\theta_{(n)}_{b}}{J} \left[ \frac{\alpha_{a} - \alpha_{(n)}}{\alpha_{a} - \alpha_{b}} \right],
\]

(2.20)

where \( \alpha_{a} := \theta_{a}^0 / \theta_{a}^0 = J_{a} / J_{a}, \alpha_{b} := \theta_{b}^0 / \theta_{b}^0 = J_{b} / J_{b} \), and \( \alpha_{(n)} \) is defined above. For \( t_{a} \) and \( t_{b} \) to be positive, we need couplings such that \( \alpha_{a} > \alpha_{(n)} > \alpha_{b} \). So this tells us that if we are able to control the relative strengths of the ring and nearest-neighbour terms, and if we could get them
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such that $\alpha_a > \alpha^{(n)} > \alpha_b$ is satisfied, then regardless of what the actual values of $\alpha_a$ and $\alpha_b$ are, we can create the $\text{cz}$ gate (at the expense of adding more interactions and thus increasing the time of the gate).

2.3 Including noise

We now look at the performance of this gate under the influence of noise. The two types of noise we consider are errors in coupling strengths or timing of the gates (i.e. random errors in the coupling parameters when implementing each of the Hamiltonians in (2.16)) and fluctuations in magnetic fields acting on the qubits during the gate implementation (which would normally be protected by the decoherence-free or supercoherent properties, but are not while the gates are being implemented). The reasons for picking these particular types of errors are that one of the most promising systems in which to implement these encoded qubits is in arrays of quantum dots, and there have been several advances towards achieving these, e.g. [194, 182]. These quantum dots are susceptible to errors in exchange coupling due to charge fluctuation [195] (which we are modelling by fluctuations in the $\{\theta\}$ values) and fluctuations in external magnetic field due to the nuclear spin bath or stray magnetic fields (see e.g. [196]). When looking at these magnetic fluctuations, we look at two cases; in the first case we assume that magnetic field fluctuations are roughly uniform over each encoded qubit (so that there is collective decoherence acting on it), but the magnetic fields acting on different encoded qubits are different in magnitude and direction. In the second case, we consider magnetic field fluctuations acting independently on each physical qubit (i.e. a situation where a supercoherent qubit would be more appropriate). For all errors, we assume that the time scale for the fluctuations is large compared to the time to perform the gate, which is typically the case [197, 198, 196]. We also compare the susceptibility of the 3-qubit and 4-qubit encodings to errors, since there may be difference.

To measure the effects of noise, we calculate the gate fidelity using the techniques of quantum process tomography discussed in Section 1.2.1. The unitary transformation applied to the encoded qubits is $e^{i\Phi}V^\dagger UV$, where $V$ is a local rotation, $\Phi$ is a global phase, and $U$ is the unitary found in Sec. 2.1 which is locally equivalent to a $\text{cz}$ gate. To find the local operations $V$, we take the gate with zero noise $U$ corresponding to the gate sequence found in Sec. 2.1 and find the matrix $V$ which diagonalises it, and then find $\Phi$ such that e.g. $e^{i\Phi}\langle \bar{0}^{(4)} | V^\dagger U V | \bar{0}^{(4)} \rangle = 1$ for the 4-qubit encoding. Once we have a gate with noise added, $U'$, $V$ and $\Phi$ are still used to convert $U'$ into a noisy $\text{cz}$ gate (i.e. $e^{i\Phi}V^\dagger U' V \approx \text{cz}$), since we are restricted to always using the same local operations (i.e. we cannot change our local operations since we don’t know what the noise is doing to our system).

Following this unitary evolution, we imagine performing a measurement on each of the encoded
qubits to test whether or not they are still in the logical subspace, which corresponds to applying
the projectors $P = P_3$ or $P_4$ depending on whether we are considering the 3- or 4-qubit encoding.
The probability of the qubit being in the logical subspace is given by the leakage defined in (2.12).
Overall then, a state $\rho$ is transformed by this process according to $E(\rho) = \sum_i E_i \rho E_i^\dagger$ where the
Kraus operators take the form

$$E_1 = \sqrt{1 - L} \, P e^{i \Phi} V^\dagger UV, \quad E_2 = \sqrt{L} \, (1 - P) e^{i \Phi} V^\dagger UV$$

(2.21)

where $P = P_3$ or $P_4$.

Rather than finding the fidelity of this process as a whole, it is more useful to decompose the
analysis of this noisy gate into two parts: the probability $L$ of being outside the logical subspace,
and the process fidelity of the gate when projected into the logical subspace, since we don’t mind
what happens to states outside the logical subspace / subsystem. Therefore we construct a process
matrix $\chi$ from a process $E'$ involving $E_1$ alone:

$$E'(\rho) = \frac{1}{(1 - L)} E_1 \rho E_1^\dagger = \sum_{mn} \chi_{mn} A_m \rho A_n^\dagger$$

(2.22)

where $\{A_m\}$ is a set of $4 \times 4$ matrices that form an orthogonal basis, and we have divided by
$(1 - L)$ to account for the probabilistic nature of the measurement. We use the process fidelity
$F_p(\chi, \chi_{cz})$ to compare this to the process matrix of an ideal $cz$ gate, and then $(1 - (1 - L)F_p)$
has the interpretation as the upper bound of the average failure probability $\bar{p}$, making this
a natural choice for measuring the accuracy of the gate. Note that a subtlety arises when dealing
with the 3-qubit DF subsystem, in that $P_3$ projects onto a 16-dimensional space, so we cannot
directly compare this to the 4-dimensional $cz$ gate. To get around this, we can instead project onto
only one of the gauge degrees of freedom, so for instance we could replace $P_3$ with $P_3^{(1,1)}$ (defined
in Sec. 2.1), provided $P_3^{(1,1)} U P_3^{(1,1)} \neq 0$, otherwise we could project onto any of the other 3 gauge
subspaces. Then instead of normalising $\chi$ by dividing by $(1 - L)$, we can just divide by $\text{tr}(\chi)$ since
$\text{tr}(E_1 \rho E_1) = \text{tr}(\chi)$, and the effect is the same. Note that the leakage is still calculated in the same
way as in Sec. 2.1 independently of the method used to project into the 4-dimensional subspace.

2.3.1 Coupling Errors

To simulate random errors in values of the couplings between physical qubits, charge fluctuations
or timing when implementing gates, we added random noise to each of the $\theta_n$ parameters:

$$\theta_n \rightarrow \theta_n + \delta \theta_n,$$

(2.23)
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where $\delta \theta_n$ is sampled from a Gaussian distribution. Over the range $\varepsilon \in [0, 0.05]$ of $\varepsilon$, we calculated the process fidelity over 250 iterations taken from a Gaussian distribution with standard deviation $\varepsilon$ and mean 0, finding the average over all of these iterations (note that all the interactions commute with $S^2$, so the system is confined to a subspace of constant $S$). The results are shown in Fig. 2.4 with only one set of results shown since both the 3- and 4-qubit encoding give very similar results. The process fidelity falls off slowly and stays above 0.9 for $\varepsilon \lesssim 0.05$. A reasonable estimate of these fluctuations in gate couplings would be around 0.01, at which point both gates have fidelity $\sim 0.99$, so we can see that these gates still have high fidelity even with this level of noise. Over the entire range of $\varepsilon$, the leakage stayed below 0.003, and the leakage at $\varepsilon \sim 0.01$ is around $O(10^{-6})$. So overall we can achieve an overall average gate failure probability of $\bar{p}_e \lesssim 0.01$ even with a reasonable level of coupling errors.

![Figure 2.4: The average process fidelity $\bar{F}_p$ when performing the gate with random fluctuations in gate times, where the fluctuations have standard deviation $\varepsilon$. Only results for the 4-qubit encoding are shown, since both encodings showed a similar behaviour. A fit to a curve of the form $y = 1 - ce^2$ is also shown, with $c = 35.4$.](image)

### 2.3.2 Magnetic fluctuations

If we were to implement this supercoherent qubit in a quantum dot, then there could be random magnetic field fluctuations due to the nuclear spins in the substrate material, or stray magnetic fields. We studied two scenarios which could occur; in one case we looked at the effects of having random field fluctuations which are uniform over all physical qubits, but which may vary between encoded qubits (so that the collective decoherence assumption is valid for single encoded qubits, but when we interact two of these the assumption is not valid). In the other case we considered having independent random magnetic field fluctuations on each physical qubit. For both of these cases, we followed the arguments in [195, 196], using the quasi-static approximation in which the magnetic field from the nuclei $\vec{B}$ stays constant over the time we perform the gate, has random
Figure 2.5: Average process fidelity $\bar{F}_p$ as a function of $B_{\text{nuc}}/J$, the strength of magnetic field fluctuations relative to the exchange coupling, with a) random uniform fields acting on each logical qubit and b) random fields on each physical qubit. The range is over $B_{\text{nuc}}/J = 0 \to 0.02$, and results corresponding to a 3-qubit or 4-qubit encoding are both shown. A fit of all data up to $B_{\text{nuc}}/J = 0.01$ to a curve of the form $y = 1 - c(B_{\text{nuc}}/J)^2$ is also shown, with $c_4 = 95.6$, $c_3 = 252.9$ for the 4-qubit and 3-qubit encoding respectively. Note that we use this fit to see roughly when the fidelity starts to deviate from a quadratic decay, not as a best fit to the data.

The magnetic field direction and has magnitude $|\vec{B}|$ following a Gaussian probability distribution

$$P(|\vec{B}|) = \frac{1}{(2\pi B_{\text{nuc}}^2)^{3/2}} \exp\left(-\frac{|\vec{B}|^2}{2B_{\text{nuc}}^2}\right), \quad (2.24)$$

where $B_{\text{nuc}}$ is the standard deviation in fluctuations of magnetic field. We took the average over 250 iterations, with each iteration having a different magnitude and direction of magnetic field sampled from the above Gaussian distribution. The magnetic field strength was taken relative to the nearest-neighbour coupling strength $J$. In each case we found how the process fidelity varied...
for the 3-qubit and 4-qubit encoding. The results are shown in Fig. 2.5a) and b), together with a fit of all data up to $B_{\text{nuc}}/J = 0.01$ to a curve of the form $\bar{F}_p = 1 - c (B_{\text{nuc}}/J)^2$ (we use this fit to see roughly when the fidelity starts to deviate from a quadratic decay, not as a best fit to the data).

Based on the exchange values given in [128] and the values for $B_{\text{nuc}}$ given in [196], we would expect $B_{\text{nuc}}/J$ to be at most $\sim 0.01$. With this kind of nuclear field present, the 4-qubit encoding achieves a process fidelity of $\bar{F}_p \sim 0.99$ and a leakage probability of $L \sim 0.002$ if there are errors across the encoded qubits, or $\bar{F}_p \sim 0.97, L \sim 0.002$ if there are errors on each individual physical qubit. The 3-qubit encoding achieves $\bar{F}_p \sim 0.97, L \sim 0.002$ if there are errors across encoded qubits, or $\bar{F}_p \sim 0.95, L \sim 0.002$ if there are errors on physical qubits.

So overall, as we might expect, the qubits are much more robust to errors which are uniform on the physical qubits, but less robust to errors which vary between physical qubits. Also, the gate on the 3-qubit encoding performs slightly worse than the 4-qubit one, which we are currently unable to explain. Using a 4-qubit encoding in the presence of magnetic fluctuation across encoded qubits, with a strength we might expect in a realistic system, we can achieve process fidelities of $\bar{F}_p > 0.99$ and leakages of $L \sim 0.002$ (leading to an overall average gate failure probability of $\bar{p}_e \lesssim 0.01$). The results for the situation with errors on physical qubits are unsurprisingly worse, but we can still achieve $\bar{F}_p \sim 0.97, L \sim 0.002$, giving an overall average gate failure probability of $\bar{p}_e \lesssim 0.03$. These results could be improved if we reduced the effects of fluctuations in nuclear spin, such as the methods presented in [199] and [200].

2.4 Conclusions

We have demonstrated a simple way to implement a $cz$ gate in the 4-qubit decoherence-free subspace and the 3-qubit decoherence-free subsystem, using a sequence of 5 operations (excluding local operations), and including ring exchange interactions. The gate we have found minimises the Makhlin invariant function $f_m$ to within machine precision, suggesting the existence of an exact solution. The simplicity of this gate also suggests that interactions involving more than 2 physical qubits can be used to achieve simplified gates, which we might intuitively expect since a direct $cz$ gate on these encoded qubits would involve a four-body interaction, which is present in the ring exchange terms. Investigating this more rigorously could pose an interesting question for future research.

We introduced errors when performing these gates, to simulate errors in coupling strength or gate times, and to simulate fluctuations in magnetic field due to some external environment, e.g. nuclear spins in a quantum dot. The 4-qubit gate maintained an average failure probability of $\bar{p}_e \lesssim 0.01$ even with nuclear fluctuations of around 1% of $J$ over the encoded qubits, or with timing
errors of up to around 1% of $J/h$, where $J$ is the strength of the nearest-neighbour exchange coupling. Whilst this maintains the gate below the most generous threshold condition \[41\], it is likely that it will be advantageous to keep these errors significantly lower in order to implement this gate in a fault tolerant manner. Techniques such as dynamical decoupling and leakage reduction, previously applied to 3-qubit encoded qubits in \[201, 52\], could perhaps be used to strengthen the performance of this gate in the presence of noise.

Such a gate could be useful in systems where ring exchange is particularly prominent, or in situations where it is particularly important to keep the number of pulses to a minimum, or where the control is limited. Further studies could be done to investigate the effects of magnetic flux on the couplings as reported in \[189\], or using more general forms of the ring exchange interaction rather than the symmetric one we have used here.
In this chapter, we describe different ways to create 3-qubit Toffoli and Fredkin gates, which are universal for classical reversible computation. The origins of reversible computation stem from Landauer’s erasure principle; every bit of information erased results in $kT \log 2$ heat being irreversibly lost to the environment \[202\]. It follows that in order to perform computation without dissipating heat, no information must be erased, and so only a reversible computation will not dissipate heat. In 1973, Bennett \[203\], building on work by Lecerf \[204\], showed that reversible computation can be performed just as efficiently as irreversible computation. The field was then further enhanced by Fredkin and Toffoli \[27\] (around the same time that quantum computation was being first thought of), in which they introduced the Fredkin and Toffoli gates.

The Toffoli and Fredkin gates are also useful primitives for quantum computation. The Toffoli gate is universal for quantum computation with the addition of any basis-changing single qubit gate such as a Hadamard \[205\], and is used in some quantum error correction schemes (e.g. \[206\] \[207\]). The Fredkin gate can be useful in fusing W states \[208\], implementing Deustch’s algorithm \[209\], and is also used in error-correcting schemes \[209\]. Although Toffoli and Fredkin gates can be synthesised by two-qubit gates and single qubit operations, being able to perform these gates in a more direct way may reduce the size or complexity of certain circuits (e.g. a Toffoli gate requires a minimum of five 2-qubit gates \[210\]).

Given the ever-increasing density of components on a chip, and the apparent absence of a Moore’s law for cooling techniques, it seems likely that using a reversible architecture for classical computation will become important over the next 20 years, so that chip heating rates and power usage do not become unmanageable. Not only logical reversibility, but physical reversibility will be important to reduce the heat dissipated per logic gate. Quantum computation is of course inherently reversible, since transformations occur through reversible unitary transformations. However, in the absence of any operational quantum computers in the near future, it may be useful instead to use quantum gates to perform classical logic; this would replace the traditional irreversible dissipative components such as CMOS technology (which can be made physically reversible but at the expense of increasing the gate operation time \[211\]) by inherently physically reversible quantum
components. In addition, since the requirements for classical computation are less stringent (there are only bit flip errors, and gates only have to be coherent for the length of the gate, not the length of the computation), creating classical reversible gates with quantum components could be a good halfway point en route to full quantum computation, perhaps allowing faster gates or more miniaturised components.

With this as motivation, we consider methods to create Toffoli and Fredkin gates. We propose three different ways of constructing 3-qubit gates, using time-independent Hamiltonians (in the sense that the Hamiltonian does not change during the operation of the gate). Proposals already exist to implement Toffoli or Fredkin gates, such as qubits interacting through cavities \[212, 213, 214, 215\], using photon interference \[216\], or using systems with extra ‘hidden’ states or higher dimensional Hilbert spaces \[217, 218, 219, 220\], or using extra ‘mediator’ qubits \[221\]. Toffoli gates and Fredkin gates have also been successfully experimentally implemented using ‘hidden’ states in superconductors \[217\], and using interactions controlled by laser pulses in ion traps \[147\]. In our approach, we aim to implement the gate in a single step, using interactions that are fixed over the length of the gate, in the hope that minimal control of the system will enable better isolation of the system, and thus limit decoherence. We also focus on performing these gates on systems of qubits, rather than higher-dimensional systems, and without the aid of an external systems such as cavities or ancillas. In addition, we aim to find gates that can be easily implemented experimentally, and we will give examples of how these gates could be implemented in ion traps or in doped silicon.

This chapter is structured as follows; in Sec. 3.1 we describe a method to implement a (locally equivalent) Toffoli gate using Ising interactions and magnetic fields. In Sec. 3.2 we describe a method to perform a locally equivalent Fredkin gate using Ising and Heisenberg exchange interactions and magnetic fields. In Sec. 3.3 we describe a method to perform a locally equivalent Fredkin gate using Ising and XX interactions with magnetic fields.

### 3.1 Toffoli gate using uniform Ising interactions

In this section we will describe how to implement a Toffoli gate using Ising interactions, with a transverse field on the target qubit (see Fig. 3.1). A Toffoli gate performs a controlled-controlled-not operation \( |ij|k \rightarrow |ij|k \oplus ij \). To construct this gate using a single fixed Hamiltonian, with qubits 1 and 3 as controls and qubit 2 as target, we consider a Hamiltonian of the form

\[
H_{\text{Toff}} = \frac{1}{2} J_{22} (Z_1 Z_2 + Z_2 Z_3) + \frac{1}{2} \sum_n \omega_n Z_n + \frac{1}{2} \Omega X_2. \tag{3.1}
\]

The Hamiltonian is assumed to be in units of frequency, and for the rest of this chapter we will work in these units. This is similar to the type of Hamiltonian used in \[222\] to implement an \( N \)-
qubit controlled unitary, however this protocol requires non-uniform interactions and interactions between all qubits, which we would like to avoid. This Hamiltonian has the convenient property that it commutes with both $Z_1$ and $Z_3$, so that the eigenstates are formed from pairs of states with the same $z$-value on qubits 1 and 3 but different value on qubit 2 (e.g. $\{|010\}, |000\}$).

To produce a Toffoli gate, the gate needs to flip the target qubit (qubit 2 in this case) when each of the control qubits (1 and 3) are in the $|1\rangle$ state. For this to be possible it is sufficient that $H_{\text{tor}}$ has eigenstates of the form $\frac{1}{\sqrt{2}}(|0\rangle \pm e^{i\phi}|1\rangle)|1\rangle$. By multiplying $H_{\text{tor}}$ by states of this form, it can easily be confirmed that the states $\frac{1}{\sqrt{2}}(|0\rangle \pm |1\rangle)|1\rangle$ are eigenstates when $\omega_2 = 2J_{zz}$ (intuitively, the effect of the Ising coupling and local $Z_2$ field cancel out, so that the only remaining operator acting on qubit 2 is $X_2$).

The eigenstates and energies of the full Hamiltonian were then found using Mathematica with $\omega_2 = 2J_{zz}$, giving

$$\langle \pm \rangle_{ab} = \frac{1}{N_{ab}^\pm} |a\rangle \left[ (d_{ab} \pm \sqrt{1 + d_{ab}^2})|0\rangle + |1\rangle \right] |b\rangle,$$

$$E_{ab}^\pm/\hbar = \frac{1}{2} \left[ (-1)^a \omega_1 + (-1)^b \omega_3 \pm \Omega \sqrt{d_{ab}^2 + 1} \right],$$

where $a, b \in \{0, 1\}$ and we have introduced the parameters $d_{11} = 0$, $d_{01} = d_{10} = \omega_2/\Omega$, $d_{00} = 2\omega_2/\Omega$, and $N_{ab}^\pm$ are normalising factors. The $|101\rangle \leftrightarrow |111\rangle$ swapping will occur when $\exp \left[ -iH_{\text{tor}}t \right] |101\rangle = e^{i\theta} |111\rangle$, which occurs at a time $t = \tau_n = (2n + 1)\pi/\Omega$ ($n$ is an integer, and assuming without loss of generality that $\Omega$ is positive).

The remaining computational states $\{|000\}, |010\}, |001\}, |011\}, |100\}, |110\}$ will also evolve during this time, so we now look at how to engineer the Hamiltonian such that this swapping happens an even number of times during the gate time $\tau_n$. The fidelities of these swapping events occurring is measured by the fidelity $f_{lmn \rightarrow xyz} := \langle xyz | e^{-iH_{\text{tor}}\tau_n} | lmn \rangle$, which we obtain by first expressing each computational state in terms of the eigenstates of the system, then multiplying each eigenstate $|\pm\rangle_{ab}$ by $e^{-iE_{ab}^\pm \tau_n/\hbar}$ and simplifying using Mathematica and the Quantum Mathematica add-on [223]. Following this process, and recalling that the Hamiltonian commutes with $Z_1$ and $Z_3$ so that transitions only occur between states with the same values of $m_z$ on qubits 1 and 3, we

![Figure 3.1: Setup for creating a 3-qubit Toffoli gate.](image)
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obtain the following fidelities:

\[ f_{abc \rightarrow \overline{abc}} = -ie^{-i\phi_{ac}} \left( \frac{(2n+1)\pi}{2} \right) \frac{\sin \left( \frac{(2n+1)\pi}{2} \sqrt{d_{ac}^2 + 1} \right)}{d_{ac} \sin \left( \frac{(2n+1)\pi}{2} \sqrt{d_{ac}^2 + 1} \right)} , \]

\[ f_{abc \rightarrow abc} = -ie^{-i\phi_{ac}} \left[ \cos \left( \frac{(2n+1)\pi}{2} \sqrt{d_{ac}^2 + 1} \right) \right] , \]

(3.4)

where \( a, b, c \in \{0, 1\} \), \((a, c) \neq (1, 1)\), \( \overline{b} := b \oplus 1 \), and

\[ \phi_{ac} = \frac{(2n+1)\pi(E_{ac}^+ + E_{ac}^-)}{4\hbar \Omega} = \frac{(2n+1)\pi((-1)^a \omega_1 + (-1)^c \omega_3)}{2\Omega} . \]

(3.5)

Note that \(|f_{101 \rightarrow 111}| = 1\) by our choice of gate time.

The condition these fidelities need to satisfy to realise a Toffoli gate is \(|f_{a0b \rightarrow f_{a1b}}| = 0\) for \((a, b) \neq (1, 1)\). To achieve this the phase inside the sinc function in (3.4) must be an integer multiple of \(\pi\) for each fidelity. Noting that the phases for \(f_{100 \rightarrow 110}\) and \(f_{001 \rightarrow 011}\) are the same, this condition leads us to the following two coupled equations;

\[ \frac{1}{2} \sqrt{\frac{\omega_2^2}{\Omega^2} + 1} = \frac{m_1}{2n+1} , \]

(3.6)

\[ \frac{1}{2} \sqrt{\frac{4\omega_2^2}{\Omega^2} + 1} = \frac{m_2}{2n+1} , \]

(3.7)

where \(m_1, m_2\) are non-zero integers. Eliminating \(\frac{\omega_2^2}{\Omega^2}\) from these equations gives an equation that \(m_1, m_2\) and \(n\) must satisfy for a Toffoli gate to be possible:

\[ 16m_1^2 - 4m_2^2 = 3(2n+1) . \]

(3.8)

The left hand side of this equation is even, and the right side is odd, so there is no assignment of integer \(m_1, m_2\) and \(n\) which satisfies this.

Whilst this is proof that there is no choice of \(\omega_2, \Omega\) that achieves a perfect gate, we can still find parameters which achieve an approximate gate. Assume that \(n = 0\) for simplicity (i.e. only one swap of \(|101\rangle \leftrightarrow |111\rangle\) occurs during the gate). Then rearranging eqn. (3.6) for \(\frac{1}{2} \sqrt{\frac{\omega_2^2}{\Omega^2} + 1} = m_1\) with \(m_1 \geq 1\) and inserting into eqn. (3.7) gives

\[ \frac{1}{2} \sqrt{\frac{4\omega_2^2}{\Omega^2} + 1} = 2m_1 - \frac{3}{16m_1} + O \left( \frac{1}{m_1} \right) . \]

(3.9)

Therefore we find that \(m_2 \approx 2m_1\) with this choice of parameters, so that the phases inside the sinc functions in (3.4) are all either zero or approximately zero up to order \(1/m_1\). Substituting these expressions into (3.4), we obtain the fidelities (making \(m_1\) even for simplicity, but the calculation
for odd \( m_1 \) is similar and doesn’t change the form of the error terms)

\[
\begin{align*}
\tilde{f}_{000\to000} = f_{010\to010} &= -ie^{-i\phi_{000}} \left[ \cos \left( \pi \sqrt{16m_1^2 - 3} \right) - i\pi \sqrt{4m_1^2 - 1} \text{sinc} \left( \pi \sqrt{16m_1^2 - 3} \right) \right], \\
\tilde{f}_{000\to010} &= f_{010\to000} = -ie^{-i\phi_{000}} \frac{1}{2} \text{sinc} \left( \pi \sqrt{16m_1^2 - 3} \right), \\
\tilde{f}_{001\to001} = f_{011\to011} &= -ie^{-i\phi_{001}}, \\
\tilde{f}_{100\to100} = f_{110\to110} &= -ie^{-i\phi_{100}}, \\
\tilde{f}_{100\to110} = f_{110\to100} &= 0, \\
\tilde{f}_{101\to101} = f_{111\to111} &= 0, \\
\tilde{f}_{101\to111} = f_{111\to101} &= -ie^{-i\phi_{111}}. \\
\end{align*}
\]

(3.10)

To evaluate how close this approximation brings us to an exact Toffoli gate, we use the process trace distance, which for a 3-qubit system is defined as (see Sec. 1.3 and [57]):

\[
\mathcal{D}_{\text{pro}} = \frac{1}{16} \| \chi(U) - \chi(T) \|_{tr},
\]

(3.11)

where \( T \) is an ideal Toffoli gate, \( U \) is the gate we can achieve with the above setup, and \( \| X \|_{tr} = \text{tr}(\sqrt{X^\dagger X}) \) is the trace norm. For simplicity, we ignore any phases and define \( U_{|f|} \) such that \( \langle y | U_{|f|} | x \rangle = |f_x \to y| \) so this will only measure how close we are to a Toffoli gate apart from some local operations, or how close we are to a classical gate. By inspecting the phases in (3.10), we can see that the local rotations needed to get rid of the phases on the leading order terms are \( i \exp[i\pi \omega_1 Z_1/\Omega] \exp[i\pi \omega_2 Z_2/\Omega] \). Using the terms in (3.10), and defining \( f_0 := f_{000\to010}, U_{|f|} \) is then

\[
U_{|f|} = \begin{pmatrix}
\sqrt{1 - |f_0|^2} & |f_0| & 0 & 0 & 0 & 0 & 0 & 0 \\
|f_0| & \sqrt{1 - |f_0|^2} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{pmatrix}.
\]

Calculating \( \chi(U_{|f|}) \) can be done straightforwardly by flattening \( U_{|f|} \) into a 64×1 vector \( V \) containing the elements of \( U_{|f|} \), and defining \( \chi_{mn} = V^*_m V_n \). This was evaluated using Mathematica, giving
\[ D_{\text{pro}} = \frac{1}{4} \sqrt{6 + |f_0|^2 - 6\sqrt{1 - |f_0|^2}}. \]

Expanding \(|f_0|\) in a Taylor series for \(m_1 > 1\), and using
\[
sinc^2(2m_1 \pi + \delta) = \frac{\delta^2}{2m_1^2 \pi} + O \left( \frac{\delta^3}{m_1^3} \right).
\]

\[
|f_0|^2 = |f_{000 \to 010}|^2 = \pi^2 \text{sinc}^2 \left( \frac{\pi}{2} \sqrt{16m_1^2 - 3} \right) = \pi^2 \text{sinc}^2 \left( 2m_1 \pi \sqrt{1 - \frac{3}{16m_1^2}} \right)
\]
\[
= \pi^2 \text{sinc}^2 \left( 2m_1 \pi - \frac{3\pi}{16m_1} + O \left( \frac{1}{m_1^3} \right) \right) = \frac{9\pi^2}{1024m_1^4} + O \left( \frac{1}{m_1^4} \right). \quad (3.12)
\]

Substituting this into the expression for \(D_{\text{pro}}\), we find that
\[
D_{\text{pro}} \approx \frac{3\pi}{16m_1^2} + O \left( \frac{1}{m_1^4} \right). \quad D_{\text{pro}} \text{ gives an upper bound on the average probability \(\bar{p}_e\) that the gate fails [57], so}
\]
\[
\bar{p}_e \approx \frac{3\pi}{16m_1^2} \approx \frac{3\pi}{4} \left( \frac{\Omega_J}{\omega_2} \right)^2 = \frac{3\pi}{16} \left( \frac{\Omega}{J_{zz}} \right)^2. \quad (3.13)
\]

In summary, a gate locally equivalent to a Toffoli gate can be achieved with average failure error of
\[
\bar{p}_e \approx \frac{3\pi}{16} \left( \frac{\Omega}{J_{zz}} \right)^2, \quad \text{provided that} \quad J_{zz} = \omega_2/2 \quad \text{and} \quad \frac{\Omega}{J_{zz}} = \sqrt{4m_1^2 - 1}, \quad \text{with} \quad m_1 \geq 1.
\]

### 3.1.1 Sequences of gates

![Figure 3.2: A half-adder circuit. b) Setup for creating a half adder, using two pulses and with \(J_{13} = J_{23} \neq J_{12}.\)](image)

We can take advantage of the fact that the Toffoli gate outlined above is activated by an external field to compose it together with other gates. One of the simplest circuits that could be performed is a Toffoli gate followed by a \(\text{cnot}\) gate, which performs a half-adder circuit (Fig. 3.2). To perform this, starting with an arrangement of qubits as shown in Fig. 3.2 we can first perform the Toffoli gate in Section 3.1 with qubits 1 and 2 as controls. Then to apply the controlled-\(\text{not}\) gate, we can apply fields such that the field is resonant with qubit 2 only if qubit 1 is in a \(|10\rangle_{12}\) state, but is independent of the state of qubit 3. This can be done by applying a Hamiltonian of the form

\[
H = \frac{1}{2} \sum_{n=1}^{3} \omega_n Z_n + \frac{1}{2} \sum_{m,n} J_{mn} Z_m Z_n + \frac{1}{2} \Omega_1 X_2 \cos(\omega_+ t) + \frac{1}{2} \Omega_2 X_2 \cos(\omega_+ t), \quad (3.14)
\]

where \(\omega_\pm = \frac{1}{2}(\omega_3 - J_{13} \pm J_{23})\), and \(\omega_n\) is the resonant frequency of qubit \(n\). The first of these fields flips qubit 2 when qubits 1 and 3 are in a \(|10\rangle_{12}\) state, and the second field flips when 1 and 3 are in the \(|11\rangle_{12}\) state, overall resulting in a \(\text{cnot}\) gate.
3.2 Fredkin gate with Ising and Heisenberg interactions

We now consider creating a quantum Fredkin gate (controlled-swap), using Ising and anisotropic Heisenberg interactions. A Fredkin gate performs the operation $|k\rangle|lm\rangle \rightarrow |k\rangle\text{swap} |lm\rangle$. To realise this gate we consider a Hamiltonian of the form

$$
H_{\text{fred}} = \frac{1}{2} J_{12} Z_1 Z_2 + \frac{1}{2} J_{23} (X_2 X_3 + Y_2 Y_3 + Z_2 Z_3) + \frac{1}{2} \sum_{j=1}^{3} \omega_j Z_j,
$$

where qubit 1 is the control qubit, and qubits 2 and 3 are to be swapped (see Fig. 3.3). The intuition is that the swapping induced by the Heisenberg interaction between qubits 2 and 3 will only occur when qubit 1 is in a state that makes the energy splitting of qubits 2 and 3 match. As in the previous section, we need to choose parameters such that states of the form $1/\sqrt{2}(|110\rangle \pm |101\rangle)$ are eigenstates of the Hamiltonian, which requires $J_{12} = \omega_2 - \omega_3$. With this setting $|100\rangle, |111\rangle, |011\rangle, |000\rangle$ are all eigenstates, and the only eigenstates of the Hamiltonian which are not computational basis states are

$$
|\psi\rangle_{110}^\pm = \frac{1}{\sqrt{2}} (|110\rangle \pm |101\rangle)
$$

and

$$
|\psi\rangle_{010}^\pm = \frac{1}{N_{010}^\pm} \left[ (J_{12} \pm \sqrt{J_{12}^2 + J_{23}^2}) |001\rangle + J_{23} |010\rangle \right],
$$

where $N_{010}^\pm$ are normalising factors. The eigenenergies of these states are

$$
E_{110}^\pm /\hbar = -\frac{1}{2} [\omega_1 - J_{23} \pm 2J_{23}],
$$

$$
E_{010}^\pm /\hbar = \frac{1}{2} \left[ \omega_1 - J_{23} \pm 2\sqrt{J_{12}^2 + J_{23}^2} \right].
$$

The swap $|110\rangle \leftrightarrow |010\rangle$ is complete at a time $\tau_n = (2n + 1)\pi\hbar /|E_{110}^+ - E_{110}^-| = (2n + 1)\pi /2J_{23}$ (with $n \in \{0, 1, 2, \ldots\}$, and assuming $J_{23} > 0$, without loss of generality). By expanding $|001\rangle, |010\rangle$ in terms of the eigenstates $|\psi\rangle_{010}^\pm$, multiplying these by $e^{-iE_{010}^\pm \tau_n /\hbar}$ and simplifying we find that the fidelity for swapping $|010\rangle \leftrightarrow |001\rangle$ at time $\tau_n$ is

$$
f_{010 \leftrightarrow 001} = e^{-i\phi} \frac{(2n + 1)\pi \sqrt{J_{12}^2 + J_{23}^2}}{2J_{23}},
$$

where $\phi$ is the phase between the two states.

Figure 3.3: Setup for creating a 3-qubit Fredkin gate, using Ising and Heisenberg coupling.
where $\phi = (J_{23} - \omega_1)/(2n + 1)/2J_{23}$. For this fidelity to be zero, we need $J_{23}^2 \left(\frac{m^2}{2n + 1} - 1\right) = J_{12}^2 = (\omega_2 - \omega_3)^2$, where $m$ is an integer and $\frac{m}{2n + 1} > 1$.

### 3.3 Fredkin gate using XX interactions combined with Ising interactions

Now we consider performing a Fredkin gate, based on the swapping protocol in [224], where a swap operation is achieved between the ends of an XX spin chain. Somewhat intuitively, a Fredkin gate can be achieved simply by adding a qubit connected the middle of this chain, with couplings that effectively fix the middle of the chain and block the swap. We start with the simplest case, three qubits coupled by an XX interaction with an Ising coupling of the middle qubit to an external qubit $A$

$$
H_{xx} = \frac{1}{2}J_{xx}(X_1X_2 + Y_1Y_2 + X_2X_3 + Y_2Y_3) + \frac{1}{2}J_{zz}Z_AZ_2 + \frac{1}{2}\omega_AZ_A + \frac{1}{2}\omega_2Z_2. \tag{3.19}
$$

![Figure 3.4: Setup for creating a Fredkin gate, using Ising and XX + YY interactions.]

See Fig. 3.4 for an illustration of this. Here we define qubits 1 and 3 as the qubits to be swapped, whilst qubit $A$ is the control, and the qubits are written in the order $A, 1, 2, 3$ so e.g. $|0000\rangle = |0\rangle_A |0\rangle_1 |0\rangle_2 |0\rangle_3$. We will also only consider protocols in which qubit 2 is initialised in the $|0\rangle$ state. For simplicity, we will express all quantities relative to $J_{xx}$. Then defining $\alpha = (\omega_2 + J_{zz})/J_{xx}$, $\beta = (\omega_2 - J_{zz})/J_{xx}$, $F(x) = \sqrt{8 + x^2}$, the eigenstates of the Hamiltonian are

$$
|\phi\rangle_{110} = \frac{1}{\sqrt{2}}(|1100\rangle - |1001\rangle), \quad |\phi\rangle_{010} = \frac{1}{\sqrt{2}}(|0100\rangle - |0001\rangle),
$$

$$
|\pm\rangle_{110} = \frac{2(1001) - (\beta \pm F(\beta))|1010\rangle + 2|1100\rangle}{\sqrt{8 + (F(\beta) + \beta)^2}}, \quad |\pm\rangle_{010} = \frac{2(0001) - (\alpha \pm F(\alpha))|0010\rangle + 2|0100\rangle}{\sqrt{8 + (F(\alpha) + \alpha)^2}},
$$

$$
|\phi\rangle_{100} = |1000\rangle, \quad |\pm\rangle_{100} = \frac{2(1011) + (\beta \pm F(\beta))|1101\rangle + 2|1110\rangle}{\sqrt{8 + (F(\beta) + \beta)^2}}, \quad |\pm\rangle_{000} = |0000\rangle.
$$

\[
(3.20)
\]
The energies of these states are, respectively:

\[ E_{110} = -\frac{\omega_A}{2J_{xx}} + \frac{1}{2} \beta, \quad E_{11}^0 = -\frac{\omega_A}{2J_{xx}} + \frac{1}{2} F(\beta), \quad E_{010} = \frac{\omega_A}{2J_{xx}} + \frac{1}{2} \alpha, \quad E_{010}^0 = \frac{\omega_A}{2J_{xx}} + \frac{1}{2} F(\alpha) \]

\[ E_{111} = -\frac{\omega_A}{2J_{xx}} + \frac{1}{2} F(\beta), \quad E_{011}^0 = \frac{\omega_A}{2J_{xx}} + \frac{1}{2} F(\alpha), \quad E_{100} = -\frac{\omega_A}{2J_{xx}} + \frac{1}{2} \beta, \quad E_{000} = \frac{\omega_A}{2J_{xx}} + \frac{1}{2} \alpha. \]

(3.21)

We are now interested in finding the how these states evolve under the Hamiltonian. Similarly to Sec. 3.1, we define the fidelities as \( f_{x+y} := \langle y | e^{-iH_{xx}t} | x \rangle \) where \( x, y \) are 3-digit binary strings containing the states of qubits A,1, and 3 (qubit 2 is initialised in the |0⟩ state so is left out). By expressing each of the possible input states |000⟩, |010⟩, |011⟩, |110⟩ in terms of the eigenstates of \( H_{xx} \), and evolving these in time, we find that the relevant fidelities are (excluding phases, and excluding transitions involving |000⟩ and |100⟩ as they are eigenstates)

\[ |f_{010\to001}|^2 = G^+(\alpha, t), \quad |f_{010\to010}|^2 = |f_{001\to001}|^2 = G^-(\alpha, t) \]

\[ |f_{110\to101}|^2 = G^+(\beta, t), \quad |f_{110\to110}|^2 = |f_{101\to101}|^2 = G^-(\beta, t) \]

\[ |f_{011\to011}|^2 = \frac{1}{F(\alpha)^2} [\alpha^2 + 8 \cos^2 F(\alpha)t], \quad |f_{111\to111}|^2 = \frac{1}{F(\beta)^2} [\beta^2 + 8 \cos^2 F(\beta)t] \]

\[ f_{100\to100}^2 = |f_{000\to000}|^2 = 1, \quad (3.22) \]

where

\[ G^\pm(\omega, t) := \frac{1}{2} \left( 1 \mp \cos \omega t \cos F(\omega)t - \frac{\sin F(\omega)t}{F^2(\omega)} [4 \sin F(\omega)t \pm \omega F(\omega) \sin \omega t] \right). \quad (3.23) \]

To construct a gate locally equivalent to a Fredkin gate, we require \( |f_{1xy\to1yz}|^2 = 1, |f_{0xy\to0yz}|^2 = 0, |f_{0xy\to0xy}|^2 = 1 \) for all \( x, y \in \{0, 1\} \). These will be satisfied when \( G^+(\alpha, t) = G^-(\beta, t) = 0, G^-(\alpha, t) = G^+(\beta, t) = 0, \cos^2 F(\beta)t = \cos^2 F(\alpha)t = 1 \). We look for solutions to these conditions in 3 regimes:

1. \( \omega_2, J_{zz} \sim J_{xx} (\alpha, \beta \sim 1) \).

2. \( |\omega_2| \approx |J_{zz}| >> J_{xx} (|\alpha| >> 1, \beta = 0 \text{ or } |\beta| >> 1, \alpha = 0) \).

3. \( |\omega_2| >> |J_{zz}| \text{ or } |J_{zz}| >> |\omega_2| (|\alpha| >> 1, |\beta| >> 1) \).

Note that this is not intended to cover all of the possible conditions, but covers a few regimes where results can be found.

### 3.3.1 Regime 1: \( \omega_2, J_{zz} \sim J_{xx} \)

We first consider the regime where \( \omega_2, J_{zz} \sim J_{xx} \), so that \( \alpha, \beta \) are small, and we look for parameters which yield exact solutions. To make \( |f_{011\to011}|^2 = |f_{111\to111}|^2 = 1 \), we must set \( F(\alpha)t = n_\alpha \pi, \)
\( F(\beta) t = n_\beta \pi \). Substituting these into \( G^\pm(\alpha, t) \) and \( G^\pm(\beta, t) \) gives:

\[
G^\pm(\alpha, t) = \frac{1}{2} [1 \mp (-1)^{n_\alpha} \cos \alpha t], \quad G^\pm(\beta, t) = \frac{1}{2} [1 \mp (-1)^{n_\beta} \cos \beta t].
\]  

(3.24)

To satisfy the remaining conditions, we require \( G^+(\alpha, t) = G^-(\beta, t) = 0, \ G^-(\alpha, t) = G^+(\beta, t) = 1 \), which occurs when

\[
\alpha t = m_\alpha \pi, \quad \beta t = m_\beta \pi, \quad P(m_\alpha) = P(n_\alpha), \quad P(m_\beta) = 1 \oplus P(n_\beta),
\]  

(3.25)

where \( P \) is a parity function, which equals 1 if a number is even and 0 if odd. These conditions are not satisfiable, since

\[
F(\alpha)^2 t^2 - F(\beta)^2 t^2 = \alpha^2 t^2 - \beta^2 t^2 \rightarrow n_\alpha^2 - m_\alpha^2 = n_\beta^2 - m_\beta^2,
\]  

(3.26)

which cannot be satisfied by integers that also satisfy the conditions in (3.25). So there are no exact solutions of \( \alpha \) and \( \beta \) which create a Fredkin gate. In this regime, there may still be an approximate way to make a Fredkin gate, however to date the author has been unsuccessful in finding one.

3.3.2 Regime 2: \(|\omega_2| \approx |J_{zz}| >> J_{xx}\)

We now investigate the regime where \(|\omega_2| \approx |J_{zz}| >> J_{xx}\), so that either \(|\alpha| >> 1, \beta \sim 0 \) or \(|\beta| >> 1, \alpha \sim 0 \). To simplify the analysis, we will consider only \(|\beta| >> 1, \alpha \sim 0 \), since we expect both scenarios to have similar behaviour. To satisfy the condition \(|f_{011-011}|^2 = 1\), we pick \( \alpha = 0 \) (i.e. \( \omega_2 = -J_{zz} \)) so that \( F(\alpha) = \sqrt{8} \). Under these conditions, \( G^\pm(\alpha, t) \) becomes

\[
G^\pm(\alpha = 0, t) = \frac{1}{2} [\cos 2t \sqrt{2} \mp 1].
\]  

(3.27)

The conditions \( G^+(\alpha = 0, t) = 0 \) and \( G^-(\alpha = 0, t) = 1 \) are satisfied at times \( t = \tau_n = (2n + 1)\pi / 2\sqrt{2} \), so we consider evolution at integer multiples of \( \tau_n \). With \(|\beta| \gg 1, F(\beta) \approx |\beta| + O(\frac{1}{\beta})\), and

\[
G^\pm(\beta, t) = \frac{1}{2} (1 \mp \cos (F(\beta) - \beta) t) + O\left(\frac{1}{\beta^2}\right),
\]  

(3.28)
where $\cos(F(\beta) - \beta)t$ has not been expanded since $t$ may also be large. Substituting these expression into eqn. (3.22) gives

$$
|f_{110 \rightarrow 101}|^2 = \sin^2 \left( \frac{F(\beta) - \beta}{2} \tau_n \right) - O \left( \frac{1}{\beta^2} \right),
|f_{110 \rightarrow 110}|^2 = \cos^2 \left( \frac{F(\beta) - \beta}{2} \tau_n \right) + O \left( \frac{1}{\beta^2} \right)
|f_{111 \rightarrow 111}|^2 = 1 - O \left( \frac{1}{\beta^2} \right),
|f_{101 \rightarrow 101}|^2 = |f_{110 \rightarrow 110}|^2.
$$

(3.29)

This is satisfied for values of $\beta = \frac{2\tau_n}{(2m+1)\pi} - \frac{(2m+1)\pi}{\tau_n}$, for some integers $m, n$ such that either $\tau_n \gg m\pi$ or $m\pi \gg \tau_n$. Thus up to an error of $O(1/\beta^2) = O(J_{zz}^2/(2J_{zz})^2)$ we can achieve approximate solutions.

### 3.3.3 Regime 3: $|\omega_2| \gg |J_{zz}|$ or $|J_{zz}| \gg |\omega_2|$

We now consider the regime where $|\omega_2| \gg |J_{zz}|$ or $|J_{zz}| \gg |\omega_2|$, such that $|\alpha| \gg 1, |\beta| \gg 1$ and $F(\alpha) \approx |\alpha| + O(\omega_2), F(\beta) \approx |\beta| + O(\omega_2)$. Following a similar analysis to the previous subsection, the fidelities under these conditions are

$$
|f_{010 \rightarrow 001}|^2 = \sin^2 \left( \frac{F(\alpha) - \alpha}{2} t \right) + O \left( \frac{1}{\alpha^2} \right),
|f_{110 \rightarrow 101}|^2 = \sin^2 \left( \frac{F(\beta) - \beta}{2} t \right) - O \left( \frac{1}{\beta^2} \right)
|f_{010 \rightarrow 010}|^2 = \cos^2 \left( \frac{F(\alpha) - \alpha}{2} t \right) - O \left( \frac{1}{\alpha^2} \right),
|f_{110 \rightarrow 110}|^2 = \cos^2 \left( \frac{F(\beta) - \beta}{2} t \right) + O \left( \frac{1}{\beta^2} \right)
|f_{011 \rightarrow 111}|^2 = 1 - O \left( \frac{1}{\alpha^2} \right),
|f_{111 \rightarrow 111}|^2 = 1 - O \left( \frac{1}{\beta^2} \right)
|f_{001 \rightarrow 001}|^2 = |f_{010 \rightarrow 010}|^2, |f_{100 \rightarrow 100}|^2 = |f_{000 \rightarrow 000}|^2 = 1.
$$

(3.30)

These can be satisfied by $\alpha = \frac{2t}{m\pi} - \frac{4m\pi}{\tau_n}$, $\beta = \frac{4t}{(2n+1)\pi} - \frac{(2n+1)\pi}{2\tau_n}$, where $m$ and $n$ are integers such that $|\alpha|, |\beta| \gg 8$.

### 3.4 Experimental implementations

Having seen three theoretical proposals for 3-qubit gates, we now focus on how experimentally attainable these would be using current technology. We focus on using linear ion traps and bismuth donors in silicon, although in there are many systems that these gates could be applied to.

#### 3.4.1 Toffoli gate using ion traps

Here we propose a possible way to achieve the Toffoli gate in Sec. 3.1 using trapped ions. We consider three $^{171}$Yb$^+$ ions in a linear Paul trap with secular frequency $\nu = 2\pi \times 100$kHz. The qubits are encoded in the ground state hyperfine levels which are separated by approximately 12.6GHz [155]. To create Ising interactions between the qubits, we consider using the scheme presented in [135] and discussed in Sec. 1.7.1. For three ions in a linear trap with secular frequency
\( \nu \), the vibrational eigenstates of \( H_D \) are \( \frac{1}{\sqrt{3}}(1, 1, 1) , \frac{1}{\sqrt{3}}(-1, 0, 1), \frac{1}{\sqrt{6}}(1, 2, 1) \) with eigenvalues \( \nu_1 = \nu, \nu_2 = \nu \sqrt{3} \) and \( \nu_3 = \nu \sqrt{29/5} \) respectively. Inserting these motional eigenstates into equation (1.61), and with an axial magnetic field gradient of 250Tm\(^{-1}\) one can realise exchange couplings \( J_{12} = J_{23} = 2\pi \times 9.98kHz, J_{13} = 2\pi \times 7.07kHz \). The extra \( J_{13} \) coupling results in introducing extra phases to the gate, which makes it more complicated to make this into an exact quantum Toffoli gate but has no effect if the gate is used for classical computation.

The \( X_2 \) field can be achieved by applying a resonant microwave pulse, giving rise to a Hamiltonian of the form

\[
H = \frac{1}{2} \sum_{j=1}^{3} \omega_j Z_j + \frac{1}{2} J_{zz}(Z_1 Z_2 + Z_2 Z_3) + \frac{1}{2} \Omega \cos(\omega_x t) X_2. \tag{3.31}
\]

We can transform into the interacting frame with respect to \( H_0 = \frac{1}{2} \sum_{j=1}^{3} \omega_j Z_j - J_{zz} Z_2 \). States in this rotating picture evolve according to the Hamiltonian

\[
H_I = e^{-iH_0 t}(H - H_0)e^{iH_0 t} = J_{zz} Z_2 + \frac{1}{2} J_{zz}(Z_1 Z_2 + Z_2 Z_3) + \frac{1}{2} \Omega e^{-i(\omega_z - 2J_{zz})Z_2^t} \cos(\omega_x t) X_2. \tag{3.32}
\]

Setting \( \omega_x = \omega_z - 2J_{zz} \) and applying identity B.6 from Appendix B to this, we find that the evolution due to eqn. (3.31) is approximately the same as the evolution due to this Hamiltonian:

\[
H_I = J_{zz} Z_2 + \frac{1}{2} J_{zz}(Z_1 Z_2 + Z_2 Z_3) + \frac{1}{4} \Omega X_2 + O(\frac{\Omega}{2(\omega_z - 2J_{zz})}). \tag{3.33}
\]

With \( \Omega = 2\pi \times 3.5kHz \), the systematic gate error is around 0.02 and the gate time is \( \sim 0.2ms \), giving an error due to decoherence of around \((1 - e^{-t_{gat}/T_2}) = 0.02 \) \( T_2 \approx 10ms \) using dynamical decoupling. The error in the approximation in (3.33) is negligible since \( \omega_z \approx 12.6GHz \). Overall we therefore expect gate with error \( \sim 0.04 \) to be achievable with current technology, which does not fall below the thresholds required for fault-tolerant quantum computation.

### 3.4.2 Toffoli gate using donors in Silicon

To create the Toffoli gate in Sec. 3.1 we can consider three donors arranged in a line. To achieve Ising couplings between two qubits, we propose placing the donors close to each other but preparing the nuclear spins in different states \[175\], resulting in different hyperfine couplings at each site which convert the natural Heisenberg coupling to an approximate Ising coupling (see e.g. \[224\]) and allow individual addressability of the electrons. This is a similar method to that proposed in \[163\], where the nuclear states of P atoms are set in different states to realise a two-qubit entangling gate. Such an initialisation of the nuclear spins could be performed starting from a nuclear spin polarised...
sample (polarisations of up to 90% were reported in [227]). The process of flipping the nuclear spin from $\frac{9}{2}$ to $-\frac{9}{2}$ would take 9 steps of $\sim 10\mu s$ each, so around $90\mu s$. However, the nuclear spins are stable on a timescale of hours [228, 229], so this process could be done once for many operations of the gate, and so does not significantly affect the gate time.

We must also apply a magnetic field much larger than the hyperfine splitting to ensure that the nuclear spins do not evolve. As mentioned in Sec. 1.7.2, optimal working points [169, 170, 171, 172] cancellation resonances [169] and clock transitions [174] are not useful here because these schemes only work at lower magnetic fields. The nuclear spins of the donors are initialised in different states $I_{z1}, I_{z2}, I_{z3}$, and an AC field is applied on qubit 2 in the $x$-direction (which could be applied globally since the hyperfine splittings are different). The effective spin Hamiltonian is then (see Sec. 1.7.2)

$$H = \omega_L \sum_{n=1}^{3} S_n^z + \sum_{n=1}^{3} A I_n^z S_n^z + \Omega \cos(\omega_x t) S_2^x + \sum_{n=1}^{2} J S_n \cdot S_{n+1}, \quad (3.34)$$

where the $\sum_{n=1}^{3} A I_n^z Z_n$ terms account for the different hyperfine splittings and the $\omega_L$ terms account for the large magnetic field in the $z$-direction. In a similar manner to the previous section, we switch to the interaction picture of this Hamiltonian with respect to $H_0 := \omega_L \sum_{n=1}^{3} S_n^z - JS_2^z + \sum_{n=1}^{3} A I_n^z S_n$:

$$H_I = e^{-iH_0 t} (H - H_0) e^{iH_0 t}$$

$$= \frac{1}{2} e^{-i\omega_L t} \Omega \cos(\omega_x t) X_2 + \frac{1}{4} J \sum_{n=1}^{2} \left[ e^{-i(Z_n \tilde{\omega}_n + Z_{n+1} \tilde{\omega}_{n+1}) t} (X_n S_{n+1} + Y_n Y_{n+1}) + Z_n Z_{n+1} \right]$$

$$(3.35)$$

where $\tilde{\omega}_1 := \omega_L + AI_1$, $\tilde{\omega}_2 := \omega_L + AI_2 - 2J$ and $\tilde{\omega}_3 := \omega_L + AI_3$. By setting $\omega_x = \tilde{\omega}_2$ and using the identities from Appendix B, the evolution in this interaction picture is approximately equivalent to the evolution by the following Hamiltonian:

$$H_I = \frac{1}{2} J Z_2 + \frac{1}{4} J (Z_1 Z_2 + Z_2 Z_3) + \frac{1}{4} \Omega X_2 + O \left( \sum_{n=2}^{3} A I_n^z - AI_{n-1}^z \pm 2J + \frac{\Omega}{2(\omega_L - 2J + AI_2^z)} \right), \quad (3.36)$$

which is in the same form as the Hamiltonian in (3.1). Note that the additional factor of $-2JZ_2$ added into the rotating frame means that a different local $z$-rotation must be applied to achieve an exact Toffoli gate.

To achieve the minimum error we set $I_{z1} = \frac{9}{2}, I_{z2} = -\frac{9}{2}$, and $I_{z3} = \frac{9}{2}$. The large nuclear spin and hyperfine coupling for bismuth ($A=1.475$ GHz) justifies the use of bismuth over other donors. $\Omega$ must be small enough that the errors in (3.36) and the systematic error in (3.13) are small, and large enough to allow a gate time within the decoherence time of the bismuth donors.
(~ 0.5ms in natural silicon at the high magnetic fields where the nuclear spin is a good quantum number \[175, 176\], or 700ms in isotopically pure silicon \[177\]).

\[ J \] must be small enough to give a small error in (3.36), but large enough to reduce the systematic error in (3.13). The bandwidth of the \( X_2 \) pulse must be large enough compared to the linewidth of the dopant energy levels (around 0.2MHz in natural silicon \[230\] and around 20kHz in isotopically pure silicon \[177\]) so that it excites the whole level. It also must be small enough that it can accurately resolve only one resonance and so only flip qubit 2 under the right conditions (this second condition is already implicitly taken into account in the systematic gate error in (3.13)). In this scheme we assume a square pulse, giving a sinc function of width \( 1/t_{\text{gate}} \) in the frequency domain. See Fig. 3.5 for an illustration of the energy levels of the Toffoli gate and the linewidth and bandwidth.

With settings of \( \Omega = 1\text{MHz} \), \( J = 30\text{MHz} \), the gate time is \( 2\mu s \). The systematic gate error term in (3.13) for these settings is \( \sim 10^{-3} \), the errors due to decoherence are roughly \( 1 - e^{-t_{\text{gate}}/T_2} \sim 10^{-6} \) and the errors in the Hamiltonian in (3.36) become \( \sim 10^{-3} \), so we expect a gate with probability of failure \( \lesssim 10^{-3} \) to be achievable. The bandwidth is around 4 MHz which is much larger than the linewidth of pure silicon. At the expense of greater gate error, the gate time can be as low as 50ns whilst still keeping all of the errors below 1% (e.g. with \( \Omega = 40\text{MHz}, J = 300\text{MHz} \)). Since fault tolerant thresholds can be as high as 1% \[41\], and fault tolerant thresholds for classical computation are larger, we see that fault-tolerant gates could be achieved using today’s technology for both classical and quantum computation. For an exact quantum Toffoli gate, local rotations would need to be performed, however we would not expect these operations to change the result significantly since they can in principle be applied in a short time.

| \( c_1 \) | \( c_3 \) | \( E_2 \) |
|---|---|---|
| 0 | 0 | Linewidth |
| 0 | 1 | \( J_{zz} \) |
| 1 | 0 | \( J_{zz} \) |
| 1 | 1 | ~ \( \Omega \) |

Figure 3.5: Visual guide to the energy levels of the Toffoli gate. \( c_1 \) and \( c_3 \) indicate the states of qubits 1 and 3, and \( E_2 \) indicates the corresponding shift in the resonance of qubit 2. The inset illustrates the frequency profile of the square \( X \) pulse, with bandwidth \( \sim \Omega \).
### 3.4.3 Fredkin gate using bismuth donors in silicon

To create the Fredkin gate in Sec. 3.2 we consider starting with a similar Hamiltonian to the Toffoli gate

\[
H = \omega_L \sum_{n=1}^{3} S_n^z + \sum_{n=1}^{3} \frac{S_n^x}{m} + \frac{1}{2} J S_n \cdot S_{n+1},
\]

(3.37)

Transforming into the interaction picture with respect to \( H_0 = \omega_L \sum_{n=1}^{3} S_n^z + AI_1^z S_1^z + AI_2^z (S_2^z + S_3^z) \) gives

\[
e^{-iH_0 t} e^{-iH_0 t} = \frac{1}{4} J_{12} e^{-it(\tilde{\omega}_1 Z_1 + \tilde{\omega}_2 Z_2)} (X_1 X_2 + Y_1 Y_2) + \frac{1}{4} J_{23} e^{-it(\tilde{\omega}_2 Z_2 + \tilde{\omega}_3 Z_3)} (X_2 X_3 + Y_2 Y_3) + \frac{1}{2} A (I_3 - I_2) Z_3
\]

(3.38)

where \( \tilde{\omega}_1 := \omega_L + I_1^z A \), \( \tilde{\omega}_2 = \tilde{\omega}_3 := \omega_L + I_2^z A \). Using identity \( B.7 \), this Hamiltonian behaves the same as

\[
H_I = \frac{1}{4} J_{12} Z_1 Z_2 + \frac{1}{4} J_{23} (X_2 X_3 + Y_2 Y_3 + Z_2 Z_3) + \frac{1}{2} (AI_1^z - AI_2^z) \sigma_3 + O \left( \frac{J_{12}}{|AI_1^z - AI_2^z|} \right),
\]

(3.39)

which is similar to the Hamiltonian in \( (3.15) \). To satisfy the conditions of the gate found in Sec. 3.2, \( J_{12} = 2(AI_1^z - AI_2^z) \) and \( J_{23}^2 \frac{m^2}{(2m+1)^2} = 4(AI_1^z - AI_2^z)^2 \). For the minimal gate time \( (n = 1) \), this would give \( J_{23} = \frac{1}{\sqrt{3}} J_{12} \), or alternatively \( J_{23} \) could be tuned to different fractions of \( J_{12} \) by altering \( m \) and \( n \). For example, we can achieve \( J_{23} = J_{12}(1 + 10^{-6}) \) by setting \( n = 675 \) and \( m = 2340 \).

The resulting gate time with \( J_{12} = 2(AI_1^z - AI_2^z) \) would be \( 675 \times 0.5 \mu s \sim 0.5 \mu s = 10^{-3} T_2 \), so such tuning still would not lead to large decoherence errors.

With \( J_{12} = 2(AI_1^z - AI_2^z) \), the error in \( (3.39) \) is \( O(2(I_2^z - I_3^z)/(I_1^z - I_2^z)) \), which is minimal when \( I_1^z = \frac{9}{2}, I_2^z = \frac{9}{2}, I_3^z = \frac{7}{2} \) \( (I_2^z \neq I_3^z \) since this would mean \( J_{12} = 0 \). To decrease this error, a fourth qubit could be included, as shown in Fig. 3.6. Adding this qubit with Ising coupling \( J_{E2} \) effectively adds another local magnetic field to qubit 2 and so changes the resonance condition to \( J_{12} + J_{E2} = \omega_3 - \omega_2 \) (assuming that qubit E is prepared in the \( |0 \rangle \) state). Note however that this coupling also has an error associated to it, and so the optimal situation is with \( J_{E2} = J_{12} = (AI_1^z - AI_2^z) = 1.475 \text{GHz} \). This results in an error of around 11%. Adding yet another control qubit \( E' \) with coupling \( J_{E'2} \) and choosing couplings such that \( J_{12} = J_{E2} = J_{E'2} = \frac{3}{2} (AI_1^z - AI_2^z) \) results in errors of around 7% (adding any more becomes unrealistic as the control qubits may begin to interact significantly). The gate time in this situation would be \( \sim 1.5 \text{ns} \) which is still significantly smaller than \( T_2 \).

Additionally, setting \( J_{12} = 2(AI_1^z - AI_2^z) \) is not straightforward, since the donor position is not continuously tunable. There are oscillations in the exchange interaction that depend on the
separation between donors and the orientation of the donors relative to the crystal \cite{231}, although these oscillations can be minimised if donors are aligned along a particular axis, or if strain is applied \cite{232}. Atomically-precise positioning of the donors is difficult but possible \cite{233, 234, 235}, so a possible approach is to position the donors at separations of around 15-20nm such that $J_{12} \approx 2(AI_3^z - AI_2^z)$ and then use a magnetic field gradient to change the resonances of ions 2 and 3 to match $J_{12}$ (this magnetic field would also decrease the error in (3.39)). Since it would be possible to bring a magnetic tip close to the sample, large magnetic field gradients of up to $10^7 \text{Tm}^{-1}$ should be possible \cite{236}, which allows a tuning of up to $\pm0.5 \text{ GHz}$, although this could introduce extra heating of the qubits. Alternatively, we could adopt the method in \cite{157}, and use electric gates to tune the inter-donor couplings and increase hyperfine interactions, however this might introduce extra noise due to charge fluctuations.

### 3.4.4 Experimental implementation of T-shaped Fredkin gate

Achieving an experimental implementation of this gate using ion traps or donors is more challenging. One option using ions would be to use different pulses which rapidly oscillate qubit $A$ and then rapidly oscillate qubits 1 and 3. Such a rapid oscillation has the effect of decoupling a qubit from its neighbouring spins, allowing us to perform the $Z_A Z_2$ interaction followed by a $X_1 X_2 + Y_1 Y_2 + X_2 X_3 + Y_2 Y_3$ (also obtained via stroboscopic means, by rapidly changing the orientation of the field), which approximates to the desired interaction. However, such a technique is cumbersome and deviates from the philosophy in this work of using just a single time-independent pulse.

### 3.5 Conclusions

We have outlined three different protocols to realise 3-qubit gates, with uniform fixed interaction without any extra states or ancillas, such that these gates are implemented in one step (i.e. using only a single pulse). A Toffoli gate can be realised using a linear array of qubits interacting via uniform Ising interactions and with a transverse magnetic field applied to the middle qubit. A Fredkin gate can be achieved using a system of three qubits with Ising and Heisenberg interactions. Another Fredkin gate can also be achieved using four qubits in a T shape, with Ising and XY
interactions. Note that all of the gates realised in this work are only equivalent to exact 3-qubit quantum gates up to local Z-rotations. It would be interesting and useful to find more general results on which types of uniform interactions on 3-qubits could achieve a Toffoli gate. Other approaches could also be taken such as taking logarithms of Toffoli and Fredkin gates.

We have investigated whether or not current technology can be used to perform these gates. We find that using ion traps we would not be able to create a gate that exceeds the quantum computation threshold, but by using bismuth donors in silicon fault-tolerant Toffoli gates should be possible. For the linear Fredkin gate, we find that bismuth donors in silicon would yield a gate with \( \sim 10\% \) error, which could be reduced by the addition of extra qubits to around 4%. We have not yet discovered an appropriate experimental scheme for the T-shaped Fredkin gate. Whilst some of the experimental realisations here are limited in success probability, and gate times and gate size are similar to existing classical technology, there is no reason why technological improvements may change this in the future, and other experimental realisations could give better results.

Further work could include using more sophisticated pulses that are more selective than a square wave pulse, such as a Gaussian profile \([237, 238]\), and including the effects of realistic noise on the gates. It would also be interesting to see if the idea behind the T-shaped Fredkin gate in Sec. 3.3 could be applied to spin chains that perform perfect state transfer.
4 | Adiabatic graph-state quantum computation

In Chapter 1 we introduced the three most widely used models of computation; the circuit model, measurement-based quantum computation (MBQC) and adiabatic quantum computation (AQC). These models are all “equivalent” to each other in the following sense; for a given computation, the number of gates required in the circuit model is *polynomially equivalent* to the number of measurements required in MBQC [60], whilst the number of gates required in the circuit model is *polynomial* in the inverse energy gap of the equivalent AQC computation [239].

These results are incredibly important, but from a more practical point of view we are not only interested in polynomial equivalence, but also in the differences that each model has which may make them more attractive when building a quantum computer, and which may give insight into what makes quantum computation powerful. A striking example of these differences is for a circuit consisting of Clifford gates on $N$ qubits: In the circuit model the computation takes at least $\log N$ gates, while in MBQC the measurements can be done in a single constant time step, with a classical processing time that scales with $\log N$ [61]. So, while it is not possible to use one computational model to (exponentially) outperform another, in MBQC it is possible to move computational time from one “form” to another. This presents a potential advantage of MBQC over the circuit model when classical processing is a cheap resource.

Bacon and Flammia proposed the direct translation of MBQC on a cluster state into an adiabatically driven evolution [240], which they call *adiabatic cluster-state quantum computation* (AC-SQC). In this model, the discontinuous measurements of MBQC are replaced with continuous adiabatic transformations. Whilst the evolution proceeds adiabatically, this is not AQC in the typical sense, as the Hamiltonian has a degenerate ground space. It is in fact a type of *open-loop holonomic quantum computation* (see Section 1.5.3), in which the time-varying Hamiltonian performs geometric transformations on information encoded within the degenerate subspace [97, 98, 99]. There are also several other works combining ideas from MBQC and AQC. In ancilla-controlled adiabatic evolution [241, 242, 243], computation is carried out by a combination of adiabatic passage and
measurement. In adiabatic topological quantum computation [244], defects in a topological code are adiabatically deformed to perform logical operations. There are also examples of adiabatically driven computations on non-stabiliser states such as symmetry-protected states of matter [245] and generalised cluster states [246].

In this chapter we discuss the extension of ACSQC to more general graph states which have $gflow$, a property that is fundamentally linked to the adaptivity of MBQC and determines if a given measurement pattern can produce a deterministic computation [63] [64]. This new adiabatic graph-state quantum computation (AGQC) allows us to investigate how the properties of MBQC translate into a continuous adiabatically driven evolution. Such a connection between two quite different models could yield interesting insight into what underlies the power of quantum computation, and allows ideas, insight and techniques from one model to be shared with the other. In particular, we mentioned above that in MBQC it is sometimes possible to decrease quantum computation time whilst increasing classical processing time, so that there is a trade-off between quantum and classical time. We are interested in how this will manifest itself in an adiabatically driven model.

Since there is also an essential requirement in MBQC that measurements are adaptive, as measurement outcomes are non-deterministic, another natural question to ask is what happens if the adiabatic ‘measurements’ in AGQC are performed in a different order to that prescribed in MBQC. At first glance it appears as if we are really post-selecting the correct measurement outcome by using an adiabatic process, so it is not obvious how the causal structure of the measurements should necessarily remain.

We begin by introducing the adiabatic cluster-state quantum computation model, before generalising it to adiabatic graph-state quantum computation in Section 4.2.1. We then investigate what trade-off exists between the adiabatic time, the classical computing time for MBQC and the degree of the initial Hamiltonian in Section 4.2.2 and finally discuss the role of the ordering of measurements in adiabatic graph-state quantum computation in Section 4.3. This chapter is based on the work that was published in [247].

4.1 Adiabatic cluster-state quantum computation

In Section 1.4 it was shown how it is possible to achieve universal MBQC and how stabilisers can be used to describe the measurement process. Using these tools, we will now review adiabatic cluster-state quantum computation (ACSQC) which converts MBQC on a cluster state into an adiabatically driven holonomic quantum computation [240]. First consider a 1D cluster state of $N$ qubits. The twisted stabiliser generators for this state are

$$K_v^\theta_v = Z_{v-1}X_v^\theta_v Z_{v+1}, \quad v = 2, \ldots, N - 1; \quad K_N = Z_{N-1}X_N^\theta_N.$$ (4.1)
To fit with the notation used in [240], we will use a slightly different definition of these stabilisers generators. In this notation, stabiliser generators are defined as $T_v := K^{\theta_v}_{v+1}$, i.e. the same as the $\{K^\theta_v\}$ stabilisers except the indices are shifted by 1 site. The first important thing to note is that, since the stabilisers by definition commute and act as identity on the cluster state, the cluster state is the ground state of the following Hamiltonian:

$$H_0 \equiv -\gamma \sum_{v=1}^{N-1} T_v,$$

(4.2)

where $\gamma$ parametrises the strength of the interactions (in this work we assume that the highest coupling strength possible is chosen, so that $\gamma$ is already set at its highest value and therefore is a constant that does not scale with the system size). The eigenspace is spanned by the two states which can be used to encode a qubit:

$$|0\rangle_L = \prod_{v \sim w} CZ_{(v,w)} |0\rangle_1 \bigotimes_{n>1} |\theta_n\rangle_n, \quad |1\rangle_L = \prod_{v \sim w} CZ_{(v,w)} |1\rangle_1 \bigotimes_{n>1} |\theta_n\rangle_n$$

(4.3)

The logical $X$, $Y$, $Z$ operators of this qubit ($X_L$, $Y_L$ and $Z_L$, respectively) are the same as in MBQC;

$$X_L \equiv X_1 Z_2, \quad Y_L \equiv Y_1 Z_2, \quad Z_L \equiv Z_1.$$  

(4.4)

The computation begins by preparing the ground state of $H_0$, which could be done by starting in the ground state of a uniform magnetic field and adiabatically evolving to $H_0$ (encoding an arbitrary input state could then be done by adding a field $\alpha_x X_L + \alpha_y Y_L + \alpha_z Z_L$ to $H_0$). Then instead of measuring qubits as in MBQC, the first stabiliser generator in the Hamiltonian $T_1$ is adiabatically replaced with $X_1$:

$$H(s) = -(1-s)\gamma T_1 - s\gamma X_1 - \gamma \sum_{n=2}^{N-1} T_n$$

(4.5)

where $s = t/\tau$, $\tau$ is the total run time and $0 \leq t \leq \tau$. To see what happens after this adiabatic substitution, the logical operators can be multiplied by stabilisers (since they act as identity, as shown in Section 1.4 on MBQC) until they commute with $X_1$ (i.e. the logical operators are put in a form in which they are conserved during the adiabatic transformation). $X_L$ already commutes with $X_1$, but $Z_L$ doesn’t so it must be multiplied by $T_1$:

$$Z_L \rightarrow Z_L T_1 = X_2^\theta Z_3.$$  

(4.6)
Similarly $Y_L$ also doesn’t commute with $X_1$, so must be multiplied by $T_1$:

$$Y_L \rightarrow Y_L T_1 = (Y_1 Z_1) (Z_2 X_2^\theta_2) Z_3$$

$$= i X_1 (-i) e^{i \pi Z_2 / 2} e^{-i \theta_2 Z_2} X_2 Z_3 = X_1 e^{-i \theta_2 Z_2} Y_2 Z_3.$$  \hspace{1cm} (4.7)

Then, after setting $X_1 = 1$ since the system is in the $+1$ eigenstate of $X_1$, the logical operators are transformed into

$$X_L \rightarrow Z_2, \quad Y_L \rightarrow e^{-i \theta_2 Z_2} Y_2 Z_3, \quad Z_L \rightarrow X_2^\theta_2 Z_3.$$  \hspace{1cm} (4.8)

If new logical operators $\{\tilde{X}_L, \tilde{Y}_L, \tilde{Z}_L\}$ are defined in the same way as in eqn. (4.4):

$$\tilde{X}_L \equiv X_2 Z_3, \quad \tilde{Y}_L \equiv Y_2 Z_3, \quad \tilde{Z}_L \equiv Z_2.$$  \hspace{1cm} (4.9)

Then expressing the operators in (4.8) in this basis gives:

$$X_L \rightarrow Z_2 = \tilde{U}_2 \tilde{H}_L \tilde{X}_L \tilde{H}_L \tilde{U}_2$$

$$Y_L \rightarrow e^{-i \theta_2 Z_2} Y_2 Z_3 \equiv \tilde{U}_2 \tilde{H}_L \tilde{Y}_L \tilde{H}_L \tilde{U}_2$$

$$Z_L \rightarrow X_2^\theta_2 Z_3. \equiv \tilde{U}_2 \tilde{H}_L \tilde{Z}_L \tilde{H}_L \tilde{U}_2,$$  \hspace{1cm} (4.10)

where $\tilde{H}_L$ is a Hadamard operation acting in the logical subspace, and $\tilde{U}_v := \exp[-i \theta_v Z_L / 2]$ is a logical $Z$ rotation. So the effect of the evolution on the logical information is to move it one step down the chain, and to apply $\tilde{U}_v \tilde{H}$ to the information (exactly the same as in the MBQC example in Sec. 1.4). Then at the next step $T_2$ is replaced with $X_2$, and so on from left to right down the chain (see Fig. 4.1 for an illustration of this). This results in the information being encoded in the $N$th qubit, with the information transformed by the operation $\tilde{U}_{tot} = \tilde{H} \prod_{v=1}^{N-1} (\tilde{U}_v \tilde{H})$, and since $\tilde{U}_v = \exp[-i \theta_v Z_L / 2]$ this will depend on the sequence of angles $\{\theta_v\}$ used (following the convention in [240] we set $\theta_1 = 0$). Note that, due to the Hadamard operations, this results in alternating $X$ and $Z$ rotations, which allow universal single-qubit rotations. When replacing one stabiliser by a Pauli $X$ operator, the speed of this adiabatic transformation is limited by the ratio of the minimum energy gap and $\|\dot{H}(s)\|$ (see Sec. 1.5.1). For the above case, the minimal energy gap of $H(s)$ is $\sqrt{2}$, and $\|\dot{H}\| = 1$, which means the time taken is

$$\tau \geq \tau_0 := \frac{1}{\epsilon^2 e^{\delta/2 \gamma}}$$  \hspace{1cm} (4.11)

for some fixed $0 < \delta \leq 1$ and $\epsilon$. For the remainder of this chapter we will compare adiabatic evolution time to this time $\tau_0$, so that this is our definition of one unit of time for the adiabatic


Table 4.1: An illustration of the method to perform single qubit operations in adiabatic cluster-state quantum computation; arrows indicate an adiabatic transition from one operator to the other.

computation, and we say that the adiabatic computation takes one ‘step’ if the time satisfies the same condition as above.

4.1.1 Two-qubit gates

We have just seen how to perform arbitrary single qubit rotations in the adiabatic cluster-state model. In order to perform universal quantum computations, an entangling gate such as a CNOT gate must also be possible. Consider the graph discussed in Sec. 1.4 with two rows of qubits, labelled $a$ and $b$, with 3 columns numbered from left to right (see Fig. 4.1). The stabilisers are $T_{a1} = K_{a2}$, $T_{a2} = K_{a3}$ and similarly for $T_{b1}$, $T_{b2}$. Then the protocol starts with an initial Hamiltonian in which all angles $\{\theta_n\}$ are 0, and which the inputs are on qubits $a_1$ and $b_1$, and the outputs are on qubits $a_3$ and $b_3$:

\[
H_{\text{cnot}} = -T_{a1} - T_{a2} - T_{b1} - T_{b2} = -Z_{a1}X_{a2}Z_{a3}Z_{b2} - Z_{a2}Z_{b1}X_{b2}Z_{b3} - Z_{a2}X_{a3} - Z_{b2}X_{b3}.
\] (4.13)

Following a similar procedure as in the 1D case above, we see that the effect of adiabatically replacing all of these stabilisers with $X$ operators results in a CNOT gate acting on the encoded information. Each replacement of a single stabiliser by a local Pauli operator still has the same adiabatic time as in the previous section, i.e. the adiabatic evolution time takes the form $\tau_0$ (provided these substitutions are done in the correct order). Note that also a CZ gate can easily be achieved using an adiabatic scheme based on the gates in [64], in which only 3 qubits are required to perform a gate on two qubits.
CHAPTER 4. ADIABATIC GRAPH-STATE QUANTUM COMPUTATION

Figure 4.1: An illustration of the graph used to perform a CNOT gate in adiabatic cluster-state quantum computation.

4.2 Adiabatic graph-state quantum computation

In the previous section we saw that universal quantum computation is possible using adiabatic substitutions, instead of measurements, on the cluster state. Here this approach is generalised to other graph states using tools from MBQC. This is an extension of adiabatic cluster-state quantum computation, which we call adiabatic graph-state quantum computation (AGQC).

4.2.1 General translation of an MBQC pattern to a holonomic computation

Here we will look at converting any general measurement pattern on a graph state into a holonomic computation. Consider an open graph state with vertices \( V, gflow (g, <) \), input vertices \( I \) and output vertices \( O \). For simplicity we take the number of inputs to be equal to the number of outputs \( |I| = |O| \), but all statements and proofs can be easily extended to the cases \( |O| > |I| \) (\( |O| < |I| \) is not allowed as this would mean information is lost). The AGQC protocol starts in the ground state of the initial Hamiltonian

\[
H_0 = -\gamma \sum_{v \notin O} T_v, \tag{4.14}
\]

where the \( T_v \) operators are products of the twisted stabiliser generators,

\[
T_v := \prod_{w \in g(v)} K_{w}^{g_v}, \tag{4.15}
\]

\( \forall v \notin O \). The ground state of \( H_0 \) corresponds to the open graph state. Reaching the ground state of \( H_0 \) could be achieved by starting in the ground state of a uniform magnetic field and adiabatically changing the Hamiltonian to \( H_0 \). The final Hamiltonian will be \( H_f = -\gamma \sum_v X_v \), and the transition will be done in steps, as in the cluster-state case (for which \( g(v) \) contains only one element and so \( T_v = K_{g(v)} \), as seen in Section 4.1). The initial Hamiltonian can be computed efficiently from the graph and \( gflow \), since each \( T_v \) operator can be found through multiplication.
of the $K_w^g$ generators which can be performed in a time that scales as $O(\log(\max_v |g(v)|))$ using the methods in [248].

Notice that the $T_v$ operators can cover many sites; this is an important property that we must keep track of, so we define the number of sites an operator covers as degree of the operator:

**Definition 4 (Degree of an operator)** The degree of an operator is the number of non-trivial (i.e. non-identity) terms when the operator is written as a tensor product of 2 dimensional Pauli matrices.

So, for example, the operator $Z_1 \otimes X_2 \otimes I_3 \otimes I_4$ has degree 2, and the degree of the 1D cluster state stabilisers are $\leq 3$. For a Hamiltonian which is a sum of many operators, we say the Hamiltonian $H$ has degree $k$ if all of the operators in $H$ have degree $\leq k$. It will also be useful to define the size of a $g$flow, in terms of its stabilisers

**Definition 5 ($|g(v)|$)** The size $|g(v)|$ of a $g$flow is the number of qubits for which the product of the stabilisers over $g(v)$, $\prod_{v \in g(v)} K_v$, is non-trivial.

E.g. for the cluster-state, there is only one vertex in $g(v)$, and since each stabiliser generator acts on up to 5 qubits, the size of the $g$flow is 5.

To perform the computation, the operators $\{T_v\}$ can be replaced one-by-one in an order that doesn’t violate the $g$flow, or those in the same layer can be replaced all at once. One may choose instead to ignore the ordering or $g$flow and replace all the stabilisers in one adiabatic step, as shown in [249]. The downside of this approach is that the energy gap will most likely shrink polynomially in the the number of qubits, as suggested by the numerical results in [249], which means the gap protection is lost, and additionally analytical or numerical results become very difficult to find except for a few specific cases. Thus we consider stepwise computations with fixed energy gap, which still tell us many interesting things about adiabatically driven versions of MBQC. We would also expect that replacing all of the stabilisers will only result in non-zero energy gap when the graph has $g$flow; this is supported by the re-ordering results in Sec. 4.3, and can be verified for the example in Fig. 1.8.

Replacing the stabilisers one-by-one will take $N$ steps of time $\tau_0$. When replacing layer by layer, the adiabatic transition for the $k$th step is governed by the interpolation Hamiltonian

$$H_{L_k}(s) = (1 - s)H_{k-1} + sH_k, \quad (4.16)$$

where

$$H_k = \gamma \left( -\sum_{v \leq L_k} X_v - \sum_{v > L_k} T_v \right). \quad (4.17)$$

What is the time needed to perform the $k^{th}$ step? To determine this we will need to find the form
of the energy gap and the form of $\|\dot{H}\|$ to put into the adiabatic formula given in eqn. (1.46). First we split the Hamiltonian into two parts

$$H_{L_k}(s) = -\gamma \left( \sum_{v<L_k} X_v + \sum_{v>L_k} T_v \right) - \gamma \left( \sum_{v\in L_k} sX_v + (1-s)T_v \right).$$

(4.18)

The terms in the sum on the left commute with each other, which can be seen from the definitions of the $\{T_v\}$. Each of the summands on the right also commutes with each other and all of the summands on the left. To see this, note that from the conditions of $gflow$, a product of stabiliser generators $\prod_{w\in g(v)} K_w$ has an even number of connections to vertices in the same layer or in previous layers (which means an even number of $Z$ operators, which cancel to give identity) and an odd number of connections to vertex $v$ (which means there is one $Z_v$ term in $\prod_{w\in g(v)} K_w$). This does not change when we use twisted stabiliser generators). Therefore $[T_v, X_v] = 0$, and $[T_w, X_v] = 0$ for all $w \geq v$.

A full analysis of the eigenvalues of this Hamiltonian is given in Appendix A; the result is that the eigenvalues of $H_{L_k}$ are $-|L_k|\gamma\eta, -(|L_k|-2)\gamma\eta, ..., (|L_k|-2)\gamma\eta, |L_k|\gamma\eta$ plus factors of $\pm \gamma$, where $\eta := \sqrt{(1-s)^2 + s^2}$. The factors of $\pm \gamma$ do not contribute to the minimum energy gap since $\gamma\eta \leq \gamma$. The energy gap between the ground state and first excited state is therefore $2\gamma\eta$, which is minimal at $s = \frac{1}{2}$, at which point the gap is $\sqrt{2}\gamma$.

The time-derivative of the Hamiltonian is

$$\dot{H}(s) = \gamma \sum_{w\in L_k} (T_w - X_w).$$

(4.19)

Using the same methods as in Appendix A the eigenvalues of this derivative are $\{-|L_k|\gamma, -(|L_k|-2)\gamma, ..., (|L_k|-2)\gamma, |L_k|\gamma\}$, so the spectral norm of $\dot{H}(s)$ is $|L_k|\gamma$. Inserting the minimal energy gap and $\|\dot{H}(s)\|$ into equation (1.46) for an adiabatic evolution, we then find that after adiabatically replacing the $k^{th}$ layer using a linear interpolating function, the final state will be in the ground space with some fixed error $\varepsilon$ if the adiabatic time $\tau$ scales as

$$\tau = \Omega \left( \frac{\|\dot{H}(s)\|^{1+\delta}}{\Delta(s)^{1+\delta}_{min}} \right) = \Omega \left( |L_k|^{1+\delta} \right)$$

(4.20)

for some $0 < \delta \leq 1$.

Now consider what happens to the information when we replace all $T_v$ operators defined above with an $X_v$ operator, in the order given by $gflow$. Following the method in [240], the effects on the information can be seen by multiplying logical operators with the $T_v$ operators in such a way that the logical operators commute with all the adiabatic ‘measurements’. This means that it is possible to update the logical operators $\alpha_L$, to $\tilde{\alpha}_L$ such that $[\tilde{\alpha}_L, X_v] = 0$ for all $v$, and where
α = X, Y, Z. This then tells us what state is output by the computation. For any graph state with gflow, it is always possible to do this, since all we have to do is multiply any \( Z_v \) or \( Y_v \) operators by the \( T_v \) defined above; the gflow conditions guarantee that after this replacement, \( Z_v \rightarrow 1_v \) and \( Y_v \rightarrow X_v \), and the new logical operator will commute with any \( X_w \) such that \( v \geq w \). For graphs without gflow, such a process is not generally possible, since when multiplying a \( Z_v \) or \( Y_v \) operator by a \( T_v \) stabiliser which violates gflow, the result may contain an operator \( Z_w \) such that \( w < v \).

This property can be seen in the example in Fig. 1.8; to make the logical operator \( Z_1 \) commute with \( X_1 \), we multiply \( Z_1 \) by \( K_3 \) giving \( \tilde{Z}_1 = X_3 Z_2 \). Now to make this commute with \( X_2 \), we can only multiply by \( K_4 \), leaving \( \tilde{Z}_1 = Z_1 X_3 X_4 \) which no longer commutes with \( X_1 \).

To see that a holonomic quantum computation on a graph state with gflow performs the same computation as the equivalent measurement pattern in MBQC, consider starting with a twisted graph state (i.e. the stabilisers are twisted by angles \( \{ \theta_v \} \), and we make all measurements in the \( X \) basis). If we start with the logical operators of the MBQC resource state, and update these logical operators \( \alpha_L \), to \( \tilde{\alpha}_L \) such that \( [\tilde{\alpha}_L, X_v] = 0 \) for all \( v \), then if we start in the +1 eigenstate of a logical operator \( \tilde{\alpha}_L \), after the adiabatic substitution (or measurement) we will still be in the +1 eigenstate of \( \tilde{\alpha}_L \). This is just the same as simulating the MBQC computation in the Heisenberg picture.

These results are summarised in the following theorem:

**Theorem 2** Any measurement based pattern on a graph \( G \) of \( N \) qubits which has gflow \( g \) and depth \( d \) can be efficiently converted into an equivalent holonomic computation for which

- The holonomic computation can be done in \( d \) steps, where the minimum energy gap for each step is fixed at \( \sqrt{2}\gamma \), and \( ||\dot{H}|| = |L_j| \) for the \( j^{th} \) step. Thus the time to perform the \( j^{th} \) step is \( \Omega(|L_j|^{1+\delta}) \), where \( 0 < \delta \leq 1 \).
- The resulting computation is the same.
- The maximum degree of the initial Hamiltonian \( k_{\text{max}} \) is equal to the maximum gflow size: \( k_{\text{max}} = |g(\nu)|_{\text{max}} \).
- The initial Hamiltonian can be computed efficiently.

As an example, consider the graph from [64] shown in Fig. 1.6 which has gflow \( g(a_1) = \{ b_1 \} \), \( g(a_2) = \{ b_2 \} \), \( g(a_3) = \{ b_3, b_1 \} \). Following the prescription given above, we start with stabilisers \( T_{a_1} = K_{b_1}, T_{a_2} = K_{b_2}, T_{a_3} = K_{b_3} K_{b_1} \) which have degree at most 3. The adiabatic substitutions are then performed in the order \( a_1 < a_2 < a_3 \). Using these stabilisers, Theorem 2 tells us how to carry out the AGQC in adiabatic time proportional to the depth, which is 3 in this case. Also for adiabatic cluster-state quantum computation on a rectangular graph qubits with \( r \) rows and \( d \) columns,
\[ g(v) = v + r, \quad T_v = K_{v+r}, \quad |g(v)| \leq 5 \text{ and there are } d \text{ layers, with each layer containing } r \text{ qubits, so the time for each layer scales as } \Omega(|r|^{1+\delta}). \]

Note that, for all known universal graphs there is a gflow for which \(|g(v)|\) is bounded, so typically the degree will also be bounded. However this is not necessarily the case for all families of graphs; in some cases it can scale with the number of inputs (an example of this is shown in Section 1.4.2). This raises an important question: Is this increase in degree regarded as a free resource, or is there a cost associated with it? The evidence to date would suggest that the latter is true, since typically in nature we only see 2-body interactions, with higher degree interactions resulting as a low energy approximation. We take this approach in our model, and assume that degree is bounded and such high degree Hamiltonians can only result as an approximation to a 2-body Hamiltonian.

A few fundamental results are known about high-degree Hamiltonians. For instance, it is known that that there are no 2-body Hamiltonians for which the ground state is exactly the same as that of a \(k\)-body Hamiltonian, where \(k > 2\). If we try to simulate this \(k\)-body interaction with a 2-body interaction, then it was shown in \([250, 251]\) that the energy gap will scale as \(E_{\text{gap}} < O(1 - F^2)\), where \(F = \langle \psi | E_0 \rangle\) is the fidelity between the actual ground state \(|\psi\rangle\) and the \(k\)-body ground state \(|E_0\rangle\) (i.e. the accuracy of the approximation). However, as far as the author is aware, there are no known results which say that there is a fundamental reason why many body interactions should be difficult to create. What is known is that, for the currently known methods of simulating large-degree Hamiltonians such as perturbation gadgets \([253, 254, 255, 256]\), the Hamiltonian has an energy gap which shrinks with the degree. For example, we can create \(k\)-local Hamiltonians \(H_k\) using a perturbative Hamiltonian acting on \(rk\) ancilla qubits and \(n\) computational qubits (\(r\) is the number of terms in Hamiltonian with degree \(k\), which we consider as being fixed) \([256]\). The result is that the effective Hamiltonian \(H_{\text{eff}}\), apart from some overall energy shift, is

\[
H_{\text{eff}} = \frac{-k(-\lambda)^k}{(k-1)!} H_k \otimes P_+ + O(\lambda^{k+1}),
\]

where \(P_+\) is a projector on the space of \(r\) ancilla qubits, projecting each one into the \(|+\rangle\) state, and the perturbation converges provided that \(\lambda < \frac{k-1}{4k}\). This energy gap decreases exponentially with \(k\), therefore making the reasonable assumption that interactions in nature are limited to interactions between 2 (or a finite number of) bodies, then if the degree is allowed to scale with \(N\), this imposes a prohibitive cost in that the minimum energy gap of the system shrinks exponentially, and so therefore the adiabatic time grows exponentially. Thus as much as possible it is best to avoid large degree Hamiltonians in adiabatically driven schemes.

Note that we have implicitly assumed that the energy scale is fixed; if it were not, then since the
adiabatic runtime scales as $\Omega(\left|L_k\right|^{1+\delta}/\gamma)$ for each layer, then increasing the interaction strengths will compensate for the increase in adiabatic runtime. However, scaling the energy freely is likely to be a difficult task in any realistic system, so we consider the case where the interactions are already set at the strongest they can be.

4.2.2 Trade-offs in AGQC

Above we have seen that it is possible to transform any measurement pattern on a graph state with $gflow$ into an adiabatic computation. Here we investigate how the trade-off between quantum and classical processing in MBQC manifests itself in AGQC. To begin with, consider the graph shown in Fig. 1.7. Recall from Section 1.4.1 that it is possible to define many different $gflows$ $g^r(v)$ on this graph

\[
g^r(v) = \begin{cases} 
\{N + v, \ldots, N + v + r - 1\}, & \text{if } v + r - 1 \leq N \\
\{N + v, \ldots, 2N\}, & \text{if } v + r - 1 > N
\end{cases}
\]  

where $1 \leq r \leq N$. The measurement depth $d_r$ is given by $d_r = \left\lceil \frac{N}{r} \right\rceil$, and the size of the $gflow$ is $\left|g^r(v)\right| \leq r + 2$. Following the the application of Theorem 2 to this graph, the computation can be performed in $d_r$ adiabatic steps, where the time to perform the $j$th layer scales as $\Omega(\left|L_j\right|^{1+\delta})$, and the maximum degree is given by the influencing volume. Thus $g^r$ is converted into an adiabatic computation which has $d_r$ steps, and each step takes $\Omega(r^{1+\delta})$ time, and the Hamiltonian degree $k = r + 2$. In the most extreme case, $g^N$ is converted into an adiabatic computation which takes 1 step, but this step takes $\Omega(N^{1+\delta})$ time to complete, and the Hamiltonian degree is proportional to $N$.

Thus by playing with the $gflow$ in this way, there is a trade-off in this zig-zag graph between the number of adiabatic steps, the size of $\|\dot{H}\|$ and the degree of the Hamiltonian, in direct analogy to the quantum/classical trade-off seen in MBQC. This shows an interesting contrast between MBQC and AGQC: since classical computation is a cheap, low-error resource it is desirable to shift as much computation into classical processors as possible, so the optimal flow to choose for MBQC would be $g^N$ (also called the maximally-delayed $gflow$) since it maximises classical computation. However, in AGQC the total computation time is always approximately linearly in $N$, so there is no advantage in using large delayed $gflow$, and given the expense of creating high degree operators discussed above, it even seems prohibitive to use the maximally delayed $gflow$, and so the optimal situation seems to be using $g^1$ (the minimally delayed $gflow$).

In MBQC, it is only possible to perform measurements in one step for examples like the zig-zag graph where the measurements are in the Pauli basis, since for more general measurements the random outcomes of the measurements cannot be corrected at the end. Given this fact, it is natural
to ask whether or not the trade-off seen above for the zig-zag graph applies to all graphs, and all
computations. It is interesting partly for the sake of rigorousness, but also since if it was possible
to find a way to perform any computation in one constant time step at the expense of degree, this
would have profound implications, giving a fundamental bound on the energy gap for simulating
large degree operators (under the reasonable assumption that all computation cannot be done in
constant time). Even if this isn’t the result, exploring the particular way in which AGQC stops us
being able to perform computations in one step is illuminating in itself.

In the following we will investigate this question whilst keeping the energy gap constant, and
by manipulating the terms in the Hamiltonian. As mentioned in the previous subsection, this has
the advantage of keeping the energy gap protection and allowing analytical results to be found.
The numerical results in [249] allude to another complementary trade-off, perhaps more intuitive,
between the energy gap and the number of steps in the computation. Since it is harder to find exact
results, or even numerical results, for systems other than 1-dimensional chains, we concentrate on
the method below which allows analytical results.

To perform the computation in one step with constant energy gap, following the logic leading to
Theorem 2 we must find a transformation of the stabilisers $T_v \rightarrow \tilde{T}_v$ such that all of the summands
in the following Hamiltonian commute:

$$H(s) = -\gamma \sum_{v \in V \setminus O} (1 - s)\tilde{T}_v + sX_v$$  \hspace{1cm} (4.23)

These summands will commute when the $\tilde{T}_v$ stabilisers satisfy the commutation relations

$$[\tilde{T}_v, X_w] = 0 \text{ for all } v \neq w \text{ in } V \setminus O$$  \hspace{1cm} (4.24)

If such a transformation is possible, then all of the stabilisers $\tilde{T}_v$ can be replaced at the same time
with fixed energy gap $2\gamma \eta$, provided the adiabatic runtime scales as $\Omega(N^{1+\delta})$ (see Appendix A). For
a graph with $gflow$, such a procedure is always possible by multiplying the $\tilde{T}_v$ stabilisers together,
since any $Z_v$ or $Y_v$ operator can be transformed to identity or $X_v$ by multiplication by $T_v$, and
this is guaranteed to commute with all vertices $w < v$. To update stabiliser $T_v$, we start in layer
$L_{n+1}$, where $L_n = L(v)$, and update as follows; (1) If $T_v$ contains a $Z_w$ or $Y_w$ term in layer $L_{n+1}$,
multiply by $T_w$. (2) Proceed to the next layer, as determined by the time order. Iterate until the
outputs are reached. (3) The final updated stabilisers are denoted $\tilde{T}_v$.

However, creating a Hamiltonian in such a way is polynomially equivalent to simulating the
computation (see e.g. [257]), a fact which has already been used in the discussion of Theorem 2.
For instance, starting with the logical operator $\bar{X}_1 = X_1Z_2$ and multiplying this by $\tilde{T}_2$ gives a
new logical operator $\bar{X}' = X_1Z_2\tilde{T}_2$ which commutes with all $X$ operators at non-outputs. Since
it commutes with all $X$-measurements, the eigenstate of $X'$ is preserved throughout the adiabatic evolution, so if the system starts in the +1 eigenstate of $X'$ we end in the +1 eigenstate of $X'$.

Then to solve the computation all that is required is to ignore all the $X$ operators on non-outputs, and find the +1 eigenstate of the operators in $X$ that act on the outputs.

Or to put it in a different way, we can look at how efficient the update procedure is compared to the efficiency of the computation before the procedure. For Clifford operations the procedure takes polynomial time: if we have $N$ qubits in total, we will have to perform one updating sweep per qubit, each sweep involves a search over at most $N$ stabilisers to see whether they commute or anti-commute, and the cost of testing if a stabiliser commutes or not will be $O(N)$ since each stabiliser will contain at most $N$ terms. So the procedure takes $O(N^2)$ steps. For general angles the procedure takes an exponential amount of time, since at every step a $Z_v$ operator is replaced with a $Z_v T_v = e^{-i\theta_{v+1} Z_{v+1} X_{v+1} Z_{v+2}}$ term, so every update converts a $Z$ term into 3 new terms. If we start off with a stabiliser containing $n$ $Z$ operators, then after $r$ sweeps we will have $O(3^r n)$ operators to search through.

In addition, during this update procedure, we multiply every $Z_w$ operator by $T_v = \prod_{w \in g(v)} K_w$. So following this procedure, each $T_v$ operator will have Pauli $X$’s in positions $g(w)$ for every $Z_w$ that has been have corrected for. The only parts that will contribute to the degree of $T_v$ are situated at vertices which can be arrived at by following a path on which a non-gflow line is preceded and followed by a gflow line. Following the discussion in Sec. 4.2.1 we expect the simulation of these Hamiltonians to be very prohibitive.

So we have seen that the trade-off seen for the zig-zag graph can be extended to more general computations, such that the number of adiabatic steps can be decreased at the expense of increasing $\|\dot{H}\|$ and the degree of the Hamiltonian. In addition, the process of finding the initial Hamiltonian becomes inefficient for non-Clifford operations, since the description of the Hamiltonian is polynomially equivalent to the solution of the computation. Using this method, it is not possible to reduce the overall adiabatic time, only the number of steps. Perhaps surprisingly, there is also no apparent advantage in having free access to unbounded-degree Hamiltonians. Indeed, given the prohibitive cost of the known ways to achieve high-degree operators, our result suggests that if it is desirable to keep the energy gap fixed it is best to perform the computation in as many steps as possible (or in the language of MBQC, it is best to use the minimally-delayed gflow). This result highlights the subtlety in using the adiabatic theorem; although the minimum energy gap is the same for graphs of different flow, the size of $\|\dot{H}\|$ changes and leads to a dependence of the adiabatic time on the number of elements in a gflow.
4.3 Reordering the computation

In MBQC, doing measurements in the wrong order can result in random outcomes to the computation. In some cases however, such as when all qubits are measured in the Pauli basis, the correct state can still be recovered by using local Pauli corrections. Given that the non-deterministic measurements are absent in AGQC, it is natural to wonder whether or not the same ordering rules apply, and if they do, what factors collude to make it so. One approach to studying this is using the same method as in the previous sections, by manipulating terms in the Hamiltonian and keeping the energy gap fixed. However, as we have seen previously, whilst this does allow the ordering to be changed, it is generally at the expense of high degree Hamiltonians. In this section we will go back to the original formulation of adiabatic cluster-state quantum computation, and look at what order the adiabatic substitutions can be performed in, with the constraint that we will only use the stabilisers used in [240]. As a physical motivation we may imagine that we have some experimental apparatus which is limited to only applying operators below a certain size, but we can turn them on in any combination. Firstly we will consider the most obvious case, where we replace one stabiliser by one Pauli operator, and then we consider a less constrained method, and discuss how these two approaches lead to different behaviour.

4.3.1 Re-ordering the adiabatic computation with fixed number of terms in Hamiltonian

We start with an $N$-qubit 1D chain with $N - 1$ stabilisers (i.e. one qubit is encoded in the chain), and we consider replacing one stabiliser by one Pauli operator in a different order to the order in MBQC. We would like to find orders of replacements which preserve information in the 2-dimensional logical subspace, and we might expect from MBQC that changing the order will in some way disrupt the computation. To begin with, consider a 4-qubit chain with all angles set to zero (i.e. with un-twisted stabilisers). We start in the ground state of the initial Hamiltonian $H_0$:

$$H_0 = -T_1 - T_2 - T_3.$$  \hspace{1cm} (4.25)

First notice that replacing $T_2 \rightarrow X_2$ does not affect the energy gap of this Hamiltonian, since $[X_2, T_1] = 0$ in this case. Thus we are free to go out-of-order in this way, provided $\theta_2 = n\pi$. However, if instead we start by replacing $T_3$ with $X_3$ out-of-order, the time-dependent Hamiltonian becomes

$$H(s) = -T_1 - T_2 - (1 - s)T_3 - sX_3, \text{ with } 0 \leq s \leq 1.$$  \hspace{1cm} (4.26)
At $s = 1$, this Hamiltonian has a ground state degeneracy of 4, i.e. the degeneracy doubles during the evolution. However, there is a constraint in that the operator $T_1T_3$ commutes with $H(s)$ for all $s$ and so the eigenstate of $T_1T_3$ is conserved throughout the evolution. This means that since we start in the $+1$ eigenspace of $T_1T_3$, we will also end in the $+1$ eigenspace of $T_1T_3$. So although the gap closes, the transitions between these degenerate eigenstates are forbidden and so the subspace is preserved.

Now consider replacing $T_1 \rightarrow X_1$. Throughout this evolution, $T_1T_3$ no longer commutes with $H(s)$, and so unless there is a stabiliser that $T_1T_3$ can be multiplied with to make it commute with $H(s)$, the system is no longer constrained to the $+1$ eigenspace of $T_1T_3$. We can easily check that there are no stabilisers which we could multiply $T_1T_3$ with in order to make it commute, since this requires an operator with a $Z_1$ term, which only $T_1$ contains, but we cannot multiply by $T_1$ since this leaves $T_1T_1T_3 = T_3$ which doesn’t commute with $H(s)$. Since at the very start of the $T_1 \rightarrow X_1$ evolution, the energy gap is zero and the subspace is no longer preserved, this means the system will now leak out of the subspace unless the evolution time $\tau \rightarrow \infty$. Thus the computation fails at the last step for this ordering. Note that this happens whether or not we replace $T_2 \rightarrow X_2$; the key part was the fact that there were no stabilisers available to multiply $T_1T_3$ with to make it commute with $H(s)$.

Extending this to larger chains, we can see that whenever $T_n$ is replaced with $X_n$ for $n > 2$, the system will still be constrained to the $+1$ eigenspace of $T_{n-2}T_n$. If this ‘hidden’ stabiliser anticommutes with the next Pauli replacement $X_m$, then provided we can multiply by $T_{m-2}$ the subspace is still preserved. But since at some point it will be necessary to replace $T_1$ or $T_2$, and there are no other stabilisers to multiply with to make sure that the ‘hidden’ stabiliser still commutes with $H(s)$, the computation fails as there will be zero energy gap and the subspace is no longer preserved.

Similar behaviour can be seen when performing $Y$ measurements, again using untwisted stabilisers. Consider a Hamiltonian on 3 qubits, $H = T_1 + T_2$. Now after replacing $T_2 \rightarrow Y_2$, the system is still confined to a 2-dimensional subspace since $[T_1T_2, H(s)] = 0$ and so the subspace where $T_1T_2$ has eigenvalue $+1$ is preserved. However, after replacing $T_1 \rightarrow Y_1$, there are no stabilisers which can be chosen to make $T_1T_2$ commute with $H(s)$, and so the computation fails at the last step. This argument can similarly be extended to larger chains, and just like in the above case we will find that once the boundary is reached the computation time must diverge to avoid losing information.

This argument can easily be extended to more general measurement angles. Consider starting with a Hamiltonian made up of untwisted stabilisers as above, and replacing the $n^{th}$ untwisted
stabilizer with $X_n^{\theta_n}$. The interpolating Hamiltonian has the form

$$H(s) = -\sum_{j<n-2} T_j - (T_{n-2} + T_{n-1} + (1-s)T_n + sX_n^{\theta_n}) - \sum_{k>n} T_k. \quad (4.27)$$

The terms inside the two sums commute with the terms in brackets, so we can ignore these and focus on the terms in brackets (see Appendix A). The eigenvalues at $s = 0$ and $s = 1$ can be calculated in Mathematica, with the result that the degeneracy at $s = 1$ is double the degeneracy at $s = 0$ for $n > 2$. Just as above, this degeneracy does not initially mean leakage out of the logical subspace, as there are terms that are conserved (in this case, $T_{n-2}T_n$ and $T_{n-1}T_n$ are conserved quantities). However, at the point where the boundary stabilizers need to be replaced, there will be leakage out of the logical subspace.

This argument works provided $n > 2$, but for $n = 2$ it is in fact possible to perform a computation without leakage out of the logical subspace, for certain angles. For $n = 2$, the eigenenergies are doubly degenerate for all $s$ and take the form:

$$E_1(\theta_2, s) = \pm \sqrt{2(1-s+s^2)} \pm \Gamma(\theta_2, s), \quad (4.28)$$

where $\Gamma(\theta, s) \equiv \sqrt{2s^2 \cos 2\theta_2 + (4 - 8s + 6s^2)}$. The energy gap $\Delta_1$ is given by

$$\Delta_1(\theta_2, s) = \sqrt{2(1-s+s^2) + \Gamma(\theta_2, s)} - \sqrt{2(1-s+s^2) - \Gamma(\theta_2, s)}. \quad (4.29)$$

For a given $\theta_2$, this reaches a minimum at $s = (1 - \frac{1}{2} \cos \theta_2)$. For all $\theta_2$ then, the minimum energy gap $\Delta_{1min}$ is given by:

$$\Delta_{1min}(\theta_2) = \Delta_1 \left( \theta_2, 1 - \frac{1}{2} \cos \theta_2 \right). \quad (4.30)$$

Over all possible $\theta_2$ values, $\Delta_{1min}(\theta_2)$ is largest for $\theta_2 = l\pi, s = 1/2$, and goes to zero when $\theta_2 = (2l + 1)\pi/2, s = 1$, where $l$ is an integer.

So we see that, for angles $\theta_2 \neq \frac{(2n+1)\pi}{2}$, it is possible to perform computations out of order, in a very limited sense.

While the information remains in a protected subspace, it is also necessary to check if the information is transformed in the expected way. To see this, we start with the logical operators

$$X_L \equiv X_1Z_2, \quad Z_L \equiv Z_1. \quad (4.31)$$

($Y_L$ isn’t included since $Y_L = iX_LZ_L$). Using the method in [240], these can be multiplied by stabilizers to make them commute with the ‘measurements’. The transformations that would be
applied to the logical operators above would be

\[
X_L \to X_LT_2 = X_1X_3^{\theta_3}Z_4
\]

\[
Z_L \to Z_LT_1 = e^{-i\theta_2Z_2}X_2Z_3 \to e^{-i\theta_2Z_2}X_2Z_3 = e^{-i\theta_2X_3^{\theta_3}Z_4}X_2Z_4
\]

(4.32)

Note that this is exactly the same transformation we would make in the normal computation; we have just done two steps at once. Both these logical operators are in a form which commute with \(X_1\) and \(X_2\), so they commute with the time-dependent Hamiltonian, and so, for example, if the system starts in the +1 eigenstate of \(X_L\), it will end up in the +1 eigenstate of \(X_3^{\theta_3}Z_4\).

In summary, we have seen that when replacing \(T_n\) operators with \(X_n\) operators one-by-one on a 1D chain, the orderings that preserve the ground subspace are limited, and reordering is only possible using measurement angles which are not odd multiples of \(\frac{\pi}{2}\). In particular, in a 1D chain, replacing the stabiliser at the first site or the second site appears to be the only other allowed ordering. The information stored in the chain is transformed in the same way in both cases, however the latter only works for \(\theta_2 \neq (2n + 1)\frac{\pi}{2}\), and the energy gap depends on \(\theta_2\) so the speed of the adiabatic substitution must vary.

### 4.3.2 Re-ordering without a fixed number of terms in Hamiltonian

So far we have seen that the initial approach to re-ordering the adiabatic substitutions works only for a limited case. This is perhaps expected, as the out-of-order measurements considered so far are not a proper reflection of what happens in MBQC; in MBQC measuring a qubit destroys any entanglement on edges connected to that qubit. This is clearly not true above, since the final Hamiltonians contain terms like \(T_1 + T_2 + X_3\). So a more natural way to perform the out-of-order measurements would be to remove all entanglement to measured qubits, or just remove all anticommuting terms entirely \[258\]. Take the chain considered above:

\[
H_0 = -T_1 - T_2 - T_3
\]

(4.33)

Now if we replace \(T_3 \to X_3\), we also remove any other operators which anticommute with \(X_3\). The result is

\[
H_1 = -T_2 - X_3
\]

(4.34)

Notice that the operator \(T_1T_3\) is still conserved, just like before, but this time when we want to measure \(X_1\), there is no problem, since the system is always constrained to be within a 2-dimensional subspace. This would also work if we had instead just removed all entanglement to
site 3 (except $T_2$ can be left untouched since it commutes with $X_3$), i.e.

$$H_1 = -Z_1X_2 - T_2 - X_3$$  \hspace{1cm} (4.35)

The minimum energy gap will also be the same when we introduce $X_1$ in equation (4.34) to when we replace $Z_1X_2 \rightarrow X_1$ in equation (4.35).

Similar results hold for $Y$ measurements or the CNOT gate, so that Clifford operations can be performed in any order. Note that more than one operator is replaced at the same time, the number of anticommuting terms increases, and based on the numerical studies in [249], if the number of anticommuting terms scales with $n$ we would expect the energy gap to be polynomial in $1/n$.

In summary, we have seen that Clifford operations can be done in any order, provided we either change the stabilisers so that the entanglement to ‘measured’ sites is destroyed, or remove any stabilisers which anticommute with the measurement operator entirely. This is in contrast to the first method in Sec. 4.3.1 in which the stabilisers did not reflect what happens in MBQC, and in which the re-ordering is limited to performing alternating measurements from left to right. In both of the approaches considered, we cannot perform Clifford operations in one step, since the energy gap decreases inversely with the number of simultaneous measurements made.

4.4 Conclusions

Using the tools of MBQC, such as flow and $g$flow, we have shown that the method of implementing measurements on a cluster state in an adiabatic, continuous fashion [249] can be generalised to graph states with $g$flow, resulting in adiabatic graph-state quantum computation (AGQC). Specifically, any measurement pattern with $g$flow can be converted into an adiabatic evolution such that the number of adiabatic steps is equal to the depth in MBQC, and each step takes time proportional to the size of each layer.

This work opens up the possibility of future results about efficiency and trade-offs in MBQC being transferred to holonomic computation. For example, there is still little understood about how to view the efficient simulatability of Clifford gates from the perspective of $g$flow. The framework developed here offers a natural route to translate future possible results in this area, which may have implications for the efficiency of AGQC as well as the simulation of many-body Hamiltonians.

We have also seen that, in analogy to the trade-off between quantum and classical time in MBQC, there is a trade-off between the number of adiabatic steps taken and the size of $\|\dot{H}\|$, together with the degree of the initial Hamiltonian. The adiabatic time is proportional to $\|\dot{H}\|$, so this means a trade-off between the number of steps and the step time. One interesting point is that the trade-off is only between the number of steps and $\|\dot{H}\|$, but does not involve the energy.
gap, which highlights the subtleties of using the adiabatic theorem.

This suggest that, in this model of computation, freely available high degree operators are not a useful resource, which is perhaps counter-intuitive as we might expect that access to unbounded degree operators would give some kind of advantage. Conversely, under the assumption that simulating high degree operators shrinks the energy gap (which is the case for all known methods of simulating k-body operators, e.g. [250, 259]), this means that the optimal way of performing AGQC is in fact with as many steps as possible (the minimally-delayed $gflow$), in contrast to in MBQC.

We considered the influence of adiabatic measurements in a different order from the one corresponding to the MBQC pattern. When the original stabilisers were replaced with the same local operators as before, just in a different order, the information generally leaked out of the logical subspace and the computation failed with the exception of a few, special cases. When however the continuous measurement is performed in such a way that the terms that anticommute with the measurement, e.g. $X_3$, are all adiabatically removed, then all Clifford operations can be performed in any order.

Finally we note that these results do not cover all possible methods of performing a measurement-based quantum computation, as there are some graph states without $gflow$ which still yield deterministic computations, and more general states such as those investigated in [260]. Understanding these could lead to further insights into holonomic quantum computation.
5 Quantum communication through a Wigner crystal

5.1 Quantum communication through a Wigner crystal

In the introduction, we motivated the need for quantum communication channels to share quantum information or to distribute entanglement between different parties, and we introduced the concept of using spin chains to perform this task. In this chapter, we will investigate a novel way to realise these 'quantum wires', using a Wigner crystal \[261\]. Wigner crystals form in an electron gas, in the regime where the electron density is below a certain critical value such that coulomb interactions dominate over the kinetic energy of the electrons. Under these conditions, the electrons are extremely localised near to the classical lowest energy configuration, and so are said to have formed a crystal.

The regimes in which it is possible to see a Wigner crystal can be parameterised using the Wigner-Seitz radius \(r_s\), defined as the average distance between electrons in units of the Bohr radius, which for 2D systems is \(r_s^2 = (\pi a_B^2 n)^{-1}\) where \(n\) is the density of electrons per unit area, \(a_B\) is the Bohr radius \(a_B = 4\pi\epsilon\hbar^2/m^*e^2\), and \(\epsilon, m^*\) are the permittivity and effective mass of the material being used. To arrive at the conditions for a Wigner crystal, we can think of each electron as sitting in a potential well due to the Coulomb repulsion from other electrons. Modelling this as a harmonic potential with strength \(\omega\), the electron wavefunction has width roughly \(\Delta r \sim \omega^{-1/2}\). Approximating \(\omega^2 \sim \frac{1}{m} \frac{\partial^2 V}{\partial r^2}\), gives \(r_s = \omega^{-2/3}\) when \(V\) is a Coulomb potential. Thus \(\Delta r/r_s \sim r_s^{-1/4}\), which means the Wigner crystal picture (where the spatial localisation is small compared to the separation of electrons) becomes valid for large values of \(r_s\). Monte Carlo simulations support this rough argument \[262\], suggesting that 2D Wigner crystals would occur for \(r_s > 37 \pm 5\). For 1D Wigner crystals (where the electrons are strongly confined in two directions), Monte Carlo simulations suggest that the melting point is much lower, allowing Wigner crystals at \(r_s := (n_{1d} a_B)^{-1} > 4\) \[263\], where \(n_{1d}\) is the number of electrons per unit length.

A classical Wigner crystal was first realised experimentally on the surface of liquid \(^3\)He \[264\].
Since then, there have been many promising experimental observations. In solid state architectures, evidence for a Wigner crystal has been observed in a Si-MOSFET \[265\], and in a 2-dimensional hole structure formed at a GaAs/AlGaAs boundary \[266\], which also confirmed the transition to a Wigner crystal at \( r_s \sim 37 \) predicted in \[262\]. In addition there have been many promising advances in the fabrication of quantum wires in GaAs/AlGaAs structures, in studies investigating the Tomonaga-Luttinger phase of electrons, where spin and charge excitations are independent \[267, 268, 269, 270\]. Carbon nanotubes suspended over a substrate are also promising candidates, as they appear to allow high values of \( r_s \) to be achieved, with small effects due to impurities \[271, 272\].

There are also other proposals for quantum technologies using Wigner crystals. The most prominent is a proposal for quantum computation using electrons on the surface of liquid helium \[273\]. In this scheme, metal electrodes are placed below the electron gas so that image charges form which provide a trapping potential. The two logical qubit states are similar to Rydberg states in an atom, and have different average displacements from the surface which could be used to create a 2-qubit interaction via the image charges. Another existing scheme is to use a Wigner crystal made from trapped ions \[274, 275\], where qubit operations are performed using a laser field. The use of Wigner crystals as quantum communication channels has been mentioned as a possibility in carbon nanotubes \[276\], but to date as far as the author is aware there have been no studies that have explored the viability of such a proposal.

### 5.1.1 Instanton approach to calculate exchange coupling

For a system of \( N \) electrons constrained to move in 2D, we define collective spatial and spin coordinates \( \mathbf{R} = (r_1, r_2, ..., r_N) = (x_1, y_1, x_2, y_2, ..., x_N, y_N), \sigma = (\sigma_1, \sigma_2, ..., \sigma_N) \), and we use \( R_j \) to denote the \( j^{th} \) element of \( \mathbf{R} \), such that \( R_{2j-1} = x_j, R_{2j} = y_j \). We assume that the electrons are in the Wigner crystal regime, and that the temperature is low enough compared to the Debye temperature so there are negligible phonon excitations, so the electrons are localised near to \( N \) ‘lattice sites’ \( \mathbf{\bar{R}} = (\bar{x}_1, \bar{y}_1, ..., \bar{x}_N, \bar{y}_N) \).

Under these conditions we approximate the electron wavefunction using localised orbital wavefunctions \( \{|\phi_n(r)\rangle\} \), where orbital \( n \) is centred around lattice site \( \bar{r}_n \), and such that there is still enough overlap between adjacent orbital wavefunctions to allow the electrons to exchange. We label one configuration of the orbital wavefunction as \( |\Phi(\mathbf{\bar{R}})\rangle := |\phi_1(r_1)\rangle |\phi_2(r_2)\rangle |\phi_3(r_3)\rangle |\phi_4(r_4)\rangle |\phi_5(r_5)\rangle \), corresponding to when electron \( n \) occupies the \( n^{th} \) orbital wavefunction. Clearly this is not the only way of distributing the electrons; the electron positions can be permuted in \( N! \) different ways, and we denote spatial permutations of \( |\Phi(\mathbf{\bar{R}})\rangle \) as \( |\Phi(P^n(\mathbf{\bar{R}}))\rangle = \hat{P}^n |\Phi(\mathbf{\bar{R}})\rangle \), where \( P^n \) is a spatial permutation of the electrons. Within this space of localised orbitals, the Hamiltonian effectively performs permutations of the electron positions, since it only contains terms acting on the spatial
degree of freedom. Thus the Hamiltonian takes the form

$$H_n \propto \sum_{\hat{P} \neq 1} C_P \hat{P}^n.$$  \hspace{1cm} (5.1)

To determine the coupling constants $C_P$ for each permutation, we follow the argument of Thouless [277], referring to each permutation $|\Phi(\hat{P}^n \hat{R})\rangle$ of the electrons in orbitals as a ‘cavity’. We imagine that it is possible to set the system up so that no tunnelling between different cavities can occur. Then suppose we arrange the system so that tunnelling between $|\Phi(\hat{R})\rangle$ and $|\Phi(\hat{P}^n \hat{R})\rangle$ can occur. This can be treated exactly the same as a particle in a double potential well; there are symmetric and antisymmetric combinations of the states $|\psi^\pm_P\rangle = \frac{1}{\sqrt{2}}(|\Phi(\hat{R})\rangle \pm |\Phi(\hat{P}^n \hat{R})\rangle)$ with energies $E^\pm_P$. It can be shown [277, 278] that $E^+_P < E^-_P$ so that defining $J_P := \frac{1}{2}(E^-_P - E^+_P)$ the effective Hamiltonian between the cavities $|\Phi(\hat{R})\rangle$ and $|\Phi(\hat{P}^n \hat{R})\rangle$ can be written

$$\langle \Phi(\hat{R}) | H_n | \Phi(\hat{P}^n \hat{R}) \rangle = -J_P$$  \hspace{1cm} (5.2)

Similarly for all pairs of cavities, such a term in the Hamiltonian will appear, and under the assumption that the connections between these cavities does not significantly alter the cavities themselves (i.e. assuming that the wavefunctions overlap without being distorted too much) the coupling for each permutation is roughly given by the singlet-triplet splitting $J_P$. Thus the effective Hamiltonian constrained to the localised orbitals can be written

$$H_n \simeq -\sum_{\hat{P} \neq 1} J_P \hat{P}^n.$$  \hspace{1cm} (5.3)

The effects of this spatial Hamiltonian can also be expressed as an effective Hamiltonian acting on the spin degree of freedom, by recalling that for fermions the permutation $P$ of fermion labels results in a sign of $(-1)^{m_P}$ being applied to the state, where $m_P$ is the number of pairwise swaps that the permutation can be expressed as. The full permutation operator $\hat{P}$ can be decomposed as $\hat{P} = \hat{P}^n \hat{P}^\sigma$, where $\hat{P}^\sigma$ is an operator that permutes the spin degree of freedom, so that $\hat{P}^n = (-1)^{m_P} (\hat{P}^\sigma)^{-1}$, and by redefining $(\hat{P}^\sigma)^{-1} \rightarrow \hat{P}^\sigma$ we find that the effective spin Hamiltonian is the multi-spin exchange (MSE) Hamiltonian (derived more formally in [277, 278]):

$$H_{\text{MSE}} \simeq -\sum_{\hat{P} \neq 1} (-1)^{m_P} \hat{P}^\sigma J_P.$$  \hspace{1cm} (5.4)

Thus the effective Hamiltonian of the Wigner crystal can equivalently be described in terms of the spin degrees of freedom evolving by the Hamiltonian $H_{\text{MSE}}$, and this is the Hamiltonian that we will use in this chapter to transfer quantum information encoded in the spin degree of freedom.
The operators $\hat{P}^\sigma$ can be related to standard Pauli spin matrices, for example the operator that permutes spins 1 and 2 can be written $\hat{P}^\sigma_{1,2} = \frac{1}{2}(\mathbb{1} + \hat{E}_{12})$, and more complicated permutations can be arrived at using the identities in [279] (we will see examples of these in Section 5.1.4). The difficulty lies in calculating the exchange coupling $J_P$, which is generally very hard to do except by using approximations. In this study we will use the path integral instanton (or many-dimensional WKB) method (for an overview of this method, see for example [280]). This method has been used extensively in the literature, first by Roger [281, 278], which was successful in qualitatively describing the behaviour of the Weiss temperature on the surface of solid $^3$He, and subsequently by many others e.g. [282, 283, 187, 284, 285, 286, 287, 288, 289]. The instanton approach assumes that quantum effects are small and that most of the evolution occurs near the classical trajectories, so that a semiclassical description is appropriate. This reproduces path-integral Monte Carlo results for values of $r_s$ far from the Wigner crystal melting point where the dynamics is close to the classical dynamics [186], but is not known to be accurate near the melting point where quantum effects can become more dominant. Also it is not likely to be accurate for Wigner crystals formed as a result of impurity pinning, since these may have small $r_s$ values and thus large quantum effects.

In order to apply the path integral instanton approximation, we first derive a particularly useful expression which puts $J_P$ in terms of path integrals. We start with the propagator $G(\mathbf{R}; P^\alpha \mathbf{R}; T)$ defined as

$$G(\mathbf{R}; P^\alpha \mathbf{R}; T) := \langle P^\alpha \mathbf{R} | e^{-iH_n T / \hbar} | \mathbf{R} \rangle.$$  \hspace{1cm} (5.5)

where $\langle \mathbf{R} | \mathbf{R} \rangle := \delta(\mathbf{r}_1 - \mathbf{r}_1)\delta(\mathbf{r}_2 - \mathbf{r}_2)\ldots\delta(\mathbf{r}_N - \mathbf{r}_N)$ is an eigenstate of the position operator, where electrons lie exactly on the lattice sites.

To simplify the propagator, we express $H_n$ in terms of the eigenstates $|\psi^\pm_P\rangle$ given above that mix the $|\Phi(\mathbf{R})\rangle$ and $|\Phi(P^{\alpha}\mathbf{R})\rangle$ states. Expressing $e^{-iH_n T / \hbar}$ in this subspace, and defining $E_0$ such that $E^+_P = E_0 - J_P$, $E^-_P = E_0 + J_P$, gives

$$e^{-iH_n T / \hbar} | P \rangle = |\psi^+_P\rangle|\psi^+_P\rangle e^{-iH_0 T / \hbar} |\psi^+_P\rangle + |\psi^-_P\rangle|\psi^-_P\rangle e^{-iJ_P T / \hbar} |\psi^-_P\rangle.$$  \hspace{1cm} (5.6)

where we use the notation $U|P\rangle$ to indicate operator $U$ constrained to the subspace spanned by $\{|\Phi(\mathbf{R})\rangle, |\Phi(P^{\alpha}\mathbf{R})\rangle\}$.

We make the assumption that the amplitude of each orbital wavefunction is negligible at other lattice sites, so $\int \delta(\mathbf{r}_k - \bar{\mathbf{r}})\phi_m(\mathbf{r}_k)d\mathbf{r}_k \simeq \delta_m c$, where $c$ is a complex number. From this assumption it follows that $\langle \mathbf{R} |\psi^+_P\rangle \simeq \langle \mathbf{R} |\Phi(\mathbf{R})\rangle := \frac{c}{\sqrt{2}}$, $\langle P^{\alpha}\mathbf{R} |\psi^+_P\rangle \simeq \pm \langle P^{\alpha}\mathbf{R} |\Phi(\mathbf{R})\rangle := \pm \frac{c}{\sqrt{2}}$. Inserting
the evolution operator $e^{-iH_s T/\hbar}|_P$ into the propagator in (5.5) and simplifying using these identities gives

$$G(\bar{R}; P^n \bar{R}; T) = \langle P^n \bar{R}| e^{-iH_s T/\hbar}| \bar{R} \rangle = \langle P^n \bar{R}| e^{-iH_s T/\hbar} \big| P^n \bar{R} \rangle \approx e^{-iE_0 T/\hbar}|C|^2 A_P \sin \left( \frac{J_P T}{\hbar} \right),$$

(5.7)

where $A_P$ accounts for permutations that are self-inverse, and so are counted twice in the Hamiltonian (for our purposes only two-body exchange processes are self-inverse, so that $A_P = 2$ for 2-body exchange and $A_P = 1$ otherwise). A similar calculation yields $G(\bar{R}; \bar{R}; T) \approx e^{-iE_0 T/\hbar}|C|^2 \cos \left( \frac{J_P T}{\hbar} \right)$.

Dividing these two expressions gives

$$\frac{G(\bar{R}; P^n \bar{R}; T)}{G(\bar{R}; \bar{R}; T)} \approx A_P \tan \left( \frac{J_P T}{\hbar} \right).$$

(5.8)

When the time $T$ is sufficiently small with respect to $J/\hbar$, then $\tan \left( \frac{J_P T}{\hbar} \right) \approx \frac{J_P T}{\hbar}$, so that

$$J_P \approx \frac{\hbar A_P}{T} \frac{G(\bar{R}; P^n \bar{R}; T)}{G(\bar{R}; \bar{R}; T)},$$

(5.9)

The expression for $J_P$ in eqn. (5.9) is in a suitable form that approximation techniques based on path integrals can be used. The path integral form of the propagator can be written, assuming a Hamiltonian of the form $H = \sum \frac{p_i^2}{2m} + V(R)$ (see e.g. [280]):

$$G(\bar{R}, P^n \bar{R}; T) = \langle P^n \bar{R}| e^{-iHT/\hbar}| \bar{R} \rangle = \int_{R(0) = \bar{R}}^{R(T) = P^n \bar{R}} DR \exp \left[ -\frac{i}{\hbar} \int_0^T dt \frac{m}{2} \left( \frac{dR}{dt} \right)^2 + V(R) \right]$$

$$= \int_{R(0) = \bar{R}}^{R(T) = P^n \bar{R}} DR \exp \left[ -\frac{i}{\hbar} S[R] \right],$$

(5.10)

where $S[R]$ is the action along the path $R(t)$. To evaluate this path integral, we first perform a Wick rotation $t \rightarrow -i\tau$, after which the propagator becomes an imaginary time propagator:

$$G(\bar{R}, P^n \bar{R}; T_\tau) = \langle P^n \bar{R}| e^{-iHT_\tau/\hbar}| \bar{R} \rangle = \int_{R(0) = \bar{R}}^{R(T_\tau) = P^n \bar{R}} DR \exp \left[ -\frac{1}{\hbar} S[R] \right].$$

(5.11)

We then use a semiclassical (stationary phase) approximation to approximate this imaginary-time propagator, whereby the quantum dynamics are approximated by quantum fluctuations around the classical path of least action $R_{cl}(t)$ which satisfies the boundary conditions $R_{cl}(0) = \bar{R}$, $R_{cl}(T_\tau) = P^n \bar{R}$. This classical solution that connects $\bar{R}$ and $P^n \bar{R}$ is known as an *instanton*. The name instanton reflects the fact that this solution is a kink in the temporal profile of the particles (see Fig. 5.1), and so can be interpreted as a type of particle in time. The width of the instanton depends on the second derivative of the potential at $\bar{R}$. In theory, any number of instantons
connecting $\mathbf{R}$ and $P^n\mathbf{R}$ are solutions to the equation of motion. To get around this, we make an assumption (often called the ‘dilute gas’ approximation), that the distance between instantons $\Delta t$ is much larger than the instanton width $\delta t$. Then if the propagator is evaluated at times $T\tau$ that satisfy $\delta t \ll T\tau \ll \Delta t$, we can assume that the contribution from multi-instanton solutions is negligible and so only single instanton solutions need to be taken into account. The point in time at which these instantons occur is also arbitrary, which will be an an important factor later on.

$$P^n\mathbf{R} \quad \sim \quad \mathbf{R}$$

Figure 5.1: A schematic diagram of an ‘instanton’ solution between the two configurations $\mathbf{R}$ and $P^n\mathbf{R}$. For simplicity the second derivative of the potential is denoted as $\omega^2$, but in general there will be many frequencies for higher dimensional problems.

We assume that the dilute gas approximation is valid, so that the classical path of least action is a single instanton. We then consider Gaussian fluctuations about this classical instanton path; for a fluctuation $\mathbf{R}(t) = \mathbf{R}_{cl}(t) + \mathbf{v}(t)$ such that $\mathbf{v}(0) = \mathbf{v}(T\tau) = 0$, we can Taylor expand the action to second order (see e.g. [290, 280])

$$S[\mathbf{R}] \simeq S[\mathbf{R}_{cl}] + \int_0^{T\tau} d\tau \mathbf{v}^T(\tau) \cdot \mathbf{A}(\tau)_{\mathbf{R} = \mathbf{R}_{cl}} \cdot \mathbf{v}(\tau), \quad (5.12)$$

where

$$\mathbf{A}(\tau) = -m\partial^2_t \mathbb{I} + \mathbf{H}(\tau), \quad (5.13)$$

and $\mathbf{H}$ is the time-dependent Hessian matrix defined as

$$H_{ij}(\tau) := \left. \frac{\partial^2 V}{\partial R_i(\tau) \partial R_j(\tau)} \right|_{\mathbf{R} = \mathbf{R}_{cl}}, \quad (5.14)$$

where we use the notation $R_{2n-1}(\tau) = x_n(\tau), R_{2n}(\tau) = y_n(\tau)$.

The stationary phase approximation then approximates the full action in (5.10) by the second
order Taylor expansion, giving

\[ G(\bar{R}; P^\alpha \bar{R}; T_\tau) \simeq e^{-\frac{i}{\hbar} S[\bar{R}_{cl}]} \int_{v(0)=0}^{v(T_\tau)=0} Dv(\tau) \exp \left[ -\frac{1}{2\hbar} \int_0^{T_\tau} d\tau v^T(\tau) \cdot A(\tau)|_{\bar{R} = \bar{R}_{cl}} \cdot v(\tau) \right] \]

\[ := e^{-\frac{i}{\hbar} S[\bar{R}_{cl}]} F[\bar{R}_{cl}], \tag{5.15} \]

and similarly \( G(\bar{R}; P^\alpha \bar{R}; T_\tau) = F[\bar{R}_{cl}] \), where \( F[\bar{R}] \) is defined with \( R(t) = \bar{R} \), and we have defined \( V(R) \) to be zero when the electrons are at positions \( \bar{R} \) so that the classical action for \( G(\bar{R}; R; T_\tau) \) is zero.

Putting this all into equation (5.9), the expression for \( J_P \) becomes

\[ J_P \simeq \frac{\hbar A_P F[\bar{R}_{cl}]}{T_\tau} e^{-\frac{i}{\hbar} S[\bar{R}_{cl}]} \]

\[ (5.16) \]

for a process which permutes the electron positions by \( P^\alpha \), and for sufficiently small \( T_\tau \). It appears counter-intuitive that a factor of time should appear in the denominator, however later on we will see that this will cancel out. The factors of \( F[\bar{R}_{cl}] \) in eqn. (5.16) are still quite unwieldy and can be put in a much more convenient form by noting it is a multidimensional Gaussian integral, and so using standard functional integration results it can be written \[280\]

\[ F[\bar{R}_{cl}] = K \frac{1}{\sqrt{\det(A)}} = K \frac{1}{\sqrt{\det(-m\partial^2_{\tau} + H(\tau))}} \]

\[ (5.17) \]

where any constants have been absorbed into the prefactor \( K \). A similar calculation for \( F[\bar{R}] \) gives

\[ F[\bar{R}] = K \frac{1}{\sqrt{\det(-m\partial^2_{\tau} + H^{(0)}(\tau))}} \]

\[ (5.18) \]

where \( H^{(0)}(\tau) := H|_{R(\tau) = \bar{R}} \).

We must be careful that all the eigenvalues of \(-m\partial^2_{\tau} + H(\tau)\) are non-zero, to avoid \( F[\bar{R}_{cl}] \) diverging. As noted earlier, the position of the instanton in time is arbitrary, and this leads to a eigenvector with zero eigenvalue (or small eigenvalue for finite systems) which corresponds to translation of the instanton in time. Since the positions of the instantons are not important for this calculation, we can ignore this zero mode and only consider the effects of the remaining non-zero modes. This can be done by a suitable change of variables in the functional integration, introducing an extra multiplicative factor \[291\]

\[ F[\bar{R}_{cl}] = KT_\tau \hbar \frac{(S[\bar{R}_{cl}])^{1/2}}{2\pi \hbar m} \frac{1}{\sqrt{\det(-m\partial^2_{\tau} + H(\tau))}} \]

\[ (5.19) \]

where \( \det' \) indicates the determinant without the lowest eigenvalue. Combining these results all
together, we find that

\[ J_P \simeq A_P \left( \frac{S[R_c]}{2\pi \hbar m} \right)^{1/2} \sqrt{\frac{\det(-m\partial_\tau^2 + H(0)(\tau))}{\det'(-m\partial_\tau^2 + H(\tau))}} e^{-\frac{1}{\hbar} S[R_c]}. \]  

This expression is in a convenient form since it can, in principle, be calculated once the classical path of least action is known. For this study, we will find this path numerically, however before discussing these numerical methods, we first introduce the particular setup we will use to simulate the Wigner crystal, and introduce some important length scales.

### 5.1.2 Proposed setup

For this scheme, we consider a 2-dimensional system in the Wigner crystal regime, at suitably low temperatures that the MSE model is applicable. We consider a parabolic confining potential \( \frac{1}{2} m^* \Omega^2 y^2 \) in the \( y \) direction, with barriers placed at \( y = \pm d/2 \), and \( N \) electrons placed between these barriers such that the density of electrons is \( N/d \) (such a setup is also often called a Wigner molecule). Since this potential is mirror symmetric around the \( x \)-axis, more potentials must be introduced to break this symmetry and make the ground state unique. In our scheme this is done by trapping the two end electrons such that they are moved off centre (in opposite directions or the same directions for odd and even chains respectively), and isolated from the rest of the chain using an internal barrier (see Fig. 5.2). We refer to these end electrons as quantum ‘dots’. Not only does this lift the degeneracy, these two end electrons isolated or coupled to the chain depending on the internal barrier height, and so can act as sender and receiver when sending quantum information through the chain.

![An illustration of the potential given in eqn. (5.21)](image)
We model the potentials as quadratic potentials modulated by Gaussians, with the full potential $V(\mathbf{R})$ given by

$$
V(\mathbf{R}) = \sum_{i=1}^{N} \sum_{j<i} \frac{e^2}{4\pi\epsilon |\mathbf{r}_i - \mathbf{r}_j|} + \frac{1}{2} m^* \Lambda^2 \left[ e^{-(x_i - y_i)^2/(2\sigma^2)} (y_i + (-1)^{N+1}y_0)^2 + e^{-(x_i + y_i)^2/(2\sigma^2)} (y_i + y_0)^2 \right] + \frac{1}{2} m^* \Omega^2 y_i^2 + h_L e^{-(x_i - y_i/2 - 2\sigma)^2/(2\sigma^2)} + h_R e^{-(x_i - y_i/2 + 2\sigma)^2/(2\sigma^2)} + h_0 \left( e^{-(x_i - d/2)^2/(2\sigma_{out}^2)} + e^{-(x_i + d/2)^2/(2\sigma_{out}^2)} \right)
$$

(5.21)

For an illustration of this potential, see Fig. 5.2. Note that we have included different barrier heights $h_L, h_R$ for the left and right dots, to allow the coupling between these dots and the chain to be adjusted. There is also a factor of $(-1)^{N+1}$ so that the offset lifts the degeneracy appropriately for odd or even electrons. The possible experimental implementation that we envisage is a 2-dimensional electron gas in GaAs, using surface electrodes to create the potential, but our results extend to any realisation of a Wigner crystal.

The dot displacement $y_0$ is chosen so that the mirror inversion symmetry is broken sufficiently to prevent excitations into the reflected configuration. Let the two degenerate ground states be $\psi_1$ and $\psi_2$. One way to arrive at a rough condition for $y_0$ is to make sure that the probability of thermal excitation from $\psi_1$ to $\psi_2$ is sufficiently low. The probability of excitation from $\psi_1$ to $\psi_2$, in the presence of the symmetry breaking potential $\frac{1}{2} m^* \Lambda^2 (y - y_0)^2$, is roughly $\varepsilon$, where

$$
\varepsilon \sim \exp(-\Delta E/\beta) = \exp(-2 m^* \Lambda^2 y_0^2 \beta)
$$

(5.22)

and $\beta$ is the inverse temperature. To obtain an estimate, we assume that the system is realised in GaAs/AlGaAs at a temperature of $T \simeq 5$ mK. The minimum size of $\hbar \Omega$ can be estimated from the band splitting in GaAs/AlGaAs, which can be as low as 0.3 meV [292]. Inserting this into the expression above, we find $\varepsilon \sim \exp(-2 \times 10^{19} y_0^2)$, so choosing $y_0 \sim 10$ nm can give a sufficiently low error, and additionally should be within the precision available in experiments (using the characteristic length units $r_0$ defined below, 10 nm $\simeq 0.1 r_0$ for GaAs).

The remaining parameters are chosen based on the electron configuration without the dot potentials present (i.e. when $h_L = h_R = \Lambda = 0$). For each particular situation, the minimum energy configuration $\mathbf{\bar{R}} = (\bar{x}_1, \bar{y}_1, \bar{x}_2, \bar{y}_2, ..., \bar{x}_N, \bar{y}_N)$ was found without the dot potentials, and then the parameters were chosen such that the internal barriers would sit roughly halfway between the end pairs of electrons, and such that the internal barriers have as little effect as possible on the separation between the dot electron and the chain. Thus $l = \frac{d}{2} - \frac{1}{2}(\bar{x}_1 + \bar{x}_2)$, and empirically $w = \frac{l}{3}, \ w_{out} = \frac{l}{5}$ was found to have little effect on the electron equilibrium positions. We set $\sigma = l/2$, so that the effect of the two quadratic potentials for the dots is confined to within the barriers. The size of $\Lambda$ in eqm. (5.21) was chosen to be $4\Omega$, so that it is much stronger than the
confining potential of the chain. This was also empirically found to help the numerical algorithm converge to one minimum, and not a local minimum.

It is also useful to introduce a characteristic length scale of the system, to ease the notation, and so that the calculations in the following sections are not dependant on the particular parameters used, but are instead more general. Following [287], we define \( r_0 \) as the length scale at which the Coulomb repulsion between electrons is comparable to the potential energy of the parabolic confinement in the \( y \)-direction:

\[
\frac{1}{2} m^* \Omega^2 r_0^2 = \frac{e^2}{4\pi \epsilon r_0} \implies r_0 = \left( \frac{e^2}{4\pi \epsilon m^* \Omega^2} \right)^{1/3} \tag{5.23}
\]

We also define \( r_\Omega \), which is \( r_0 \) in units of the Bohr radius \( a_B = 4\pi \hbar^2 / m^*e^2 \):

\[
r_\Omega = 2 \left( \frac{e^4 m^*}{32\pi^2 \epsilon^2 \hbar^3 \Omega} \right)^{2/3} \tag{5.24}
\]

Using these units, we also define a dimensionless density of the electrons \( \nu = n r_0 \) as the number of electrons in a length \( r_0 \). Thus in these units, \( r_s = r_0 / a_B \nu = r_\Omega / \nu \).

By making a change of variables of \( R_n \to R_n r_0 \), and \( \tau \to \tau \sqrt{2} \), the action then becomes

\[
S[R] = \frac{\int_0^{T_r} d\tau \left[ \frac{m\dot{R}^2}{2} + V(R) \right]}{\int_0^{T_r} d\tau \left[ \sum_j \frac{m\dot{r}_j^2}{2} + \frac{1}{2} m \Omega^2 y_j^2 + \sum_{j<i} \frac{e^2}{4\pi \epsilon |r_i - r_j|} + \sum_j v(r_j) \right]} - \frac{\hbar}{\sqrt{r_\Omega}} \int_0^{T_r} d\tau \left[ \sum_j \frac{\dot{r}_j^2}{2} + y_j^2 + \sum_{j<i} \frac{1}{|r_i - r_j|} + \frac{1}{\hbar \sqrt{r_\Omega}} \sum_j v(r_j) \right] = \hbar \sqrt{r_\Omega} \eta[R], \tag{5.25}
\]

where \( \eta[R] \) is the dimensionless action, \( v(r_j) \) contains all of the remaining terms in \( V(R) \), and we have used the identity \( \frac{1}{\sqrt{2}} m \Omega y_j r_0^2 = \frac{1}{\sqrt{2}} m \Omega y_j r_0^2 a_B^2 = \hbar \sqrt{r_\Omega} \). Performing a similar change of variables on the prefactor \( F[R_{cl}] \), we obtain

\[
F[R_{cl}] = \int_{\nu(0) = 0}^{\nu(T_r) = 0} Dv(\tau) \exp \left[ -\frac{\hbar \sqrt{r_\Omega}}{2} \int_0^{T_r} d\tau \dot{v}(\tau) \cdot \left[ -\partial_\tau^2 \mathbf{I} + \frac{1}{\hbar \sqrt{r_\Omega}} \mathbf{H}(\tau) \right] \cdot v(\tau) \right]. \tag{5.26}
\]

So overall in these units the exchange energy is

\[
J_P \approx \frac{e^2}{4\pi \epsilon a_B} r_0^{-5/4} A_P \left( \frac{\eta[R_{cl}]}{2\pi} \right)^{1/2} \sqrt{\frac{\text{det}(\partial^2 \mathbf{I} + \frac{1}{\hbar \sqrt{r_\Omega}} \mathbf{H}(\tau))}{\text{det}'(\partial^2 \mathbf{I} + \frac{1}{\hbar \sqrt{r_\Omega}} \mathbf{H}(\tau))}} e^{-\sqrt{r_\Omega} |R_{cl}|}. \tag{5.27}
\]

This is the form of \( J_P \) which will be used in the numerical simulations below. Notice that the factors of \( \hbar / \sqrt{r_\Omega} \) will disappear if \( \mathbf{H}(\tau) \) is expressed with a change of variables of \( R_n \to R_n r_0 \), and \( \tau \to \tau \sqrt{2} \). For the remainder of this chapter, we will also give coupling strengths in units of \( \Omega \), unless explicitly stated otherwise.
5.1.3 Calculating the exchange numerically

We now describe the process of numerically evaluating eqn. (5.20) for the potential given in the previous section. The first step is to find the configuration of positions \( \vec{R} \) that minimises \( V(\vec{R}) \), which was done numerically using the built-in MATLAB algorithm \texttt{fminunc}. The minimisation was performed first with \( h_L = h_R = \Lambda = 0 \), to find the spacing between the electrons with a pure harmonic potential in the \( y \)-direction, so that appropriate values of \( l, x_0 \) could be inferred. Then the full minimisation was performed with these parameters, starting with the electrons evenly spaced along the \( x \)-axis with a slight zig-zag perturbation in the \( y \)-direction.

Results for different density are shown in Fig. 5.3. Around \( \nu = 0.9 \) there is a transition from a linear chain to a zig-zag chain (since at \( r_0 = 1 \) the strength of the confining potential becomes similar to the Coulomb repulsion), and towards higher densities we see that there are two electrons almost equidistant to each dot electron. The electrons are typically arranged near the vertices of triangles, and we considered permutation processes involving up to 6 electrons and up to 4\textsuperscript{th}-nearest neighbour pairwise exchanges, as shown in Fig. 5.4. To find the strength of each of these permutation processes, we began by numerically finding the classical path of least action for each. To do this, we first discretised the action integral into \( M \) equal time steps \( \Delta \tau = T \tau / M \), so that...
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Figure 5.4: An illustration of the types of exchange processes that we consider in this work. \( J_{mn}^{(1)} \) indicates pairwise exchange between electrons \( m \) and \( n \). \( J_{n}^{R3}, J_{n}^{R4}, J_{n}^{R5}, J_{n}^{R6} \) indicates 3-, 4-, 5-, and 6-body ring exchange starting clockwise from electron \( n \).

The action integral becomes a Riemann sum:

\[
\eta[R] = \int_0^{T_\tau} d\tau \left[ \sum_j \frac{k^2}{2} + \frac{1}{\hbar \sqrt{\Omega}} V(R) \right] \rightarrow \sum_{m=1}^{M} \sum_j \frac{1}{\Delta \tau} \left( R_j(\tau_m) - R_j(\tau_{m-1}) \right)^2 + \frac{\Delta \tau}{\hbar \sqrt{\Omega}} V(R_m)
\]

where \( \tau_m = m \Delta \tau \) and \( R_m = (r_1(\tau_m), r_2(\tau_m), ..., r_{2N}(\tau_m)) \). Notice that this is the same equation as the energy of \( M \) particles joined together with springs of stiffness \( \frac{1}{\Delta \tau} \), in a potential \( \sum_{n=1}^{M} \frac{\Delta \tau}{\hbar \sqrt{\Omega}} V(R_n) \), and with endpoints attached to \( \bar{R} \) and \( P^n \bar{R} \). Thus minimising the action in this discretised picture is the same as minimising the energy of this chain. This can be minimised using a 2-point steepest descent algorithm [293] which proceeds as follows, with the time-dependent positions of all of the particles at the \( n^{th} \) iteration labelled as \( R^{(n)}(\tau) = \{ R_1^{(n)}, R_2^{(n)}, ..., R_M^{(n)} \} \):

- Make an initial guess \( R^{(0)}(\tau) \).
- For each step, \( R^{(n+1)}(\tau) = R^{(n)}(\tau) - \alpha_n G_n \), where \( G_n = \nabla_R \eta[R^{(n)}(\tau)] \), \( \alpha_0 \) is a small step size (we use \( \alpha_0 = 0.001 \) and \( \alpha_n = G_n \cdot (R^{(n)}(\tau) - R^{(n-1)}(\tau))/\|G_n\|^2 \) for \( n > 0 \) [293].
- Stop if \( \|G_n\| < \varepsilon_c \) (convergence to a minimum), or if \( \|R^{(n)}(\tau)\| < \varepsilon_p \) (convergence to a point).

where \( \| \cdot \| \) indicates the Euclidean norm. For our calculations, we used \( T_\tau = 30 \) and \( M = 70 \), based on the work in [283] that shows reasonable convergence with these parameters for 27 electrons in a Wigner crystal (suggesting that for the parameters the instanton assumptions made in Sec 5.1.1 are valid). The accuracy of discretising time in this way has also been studied in [294] by comparing numerical results to an analytically solvable system. Here they find that for \( M = 64, T_\tau = 30 \) the
error is on the order of 1%. The tolerance used for the steepest descent algorithm was \( \varepsilon_c = 1 \times 10^{-6} \).

Once the classical path \( R_{cl} \) has been found using this algorithm, the prefactor must be calculated by diagonalising the matrix \( A \) in (5.27) so that the determinant can be found. This matrix is calculated along the classical path, and in discretised form becomes a \( 2N(M + 1) \times 2N(M + 1) \) matrix of the form

\[
(A)_{R_i(\tau_m)R_j(\tau_n)} = -\frac{1}{\Delta \tau^2} (-2 \delta_{mn} + \delta_{m,n-1} + \delta_{m,n+1}) \delta_{ij} + \frac{\hbar}{\sqrt{\Omega}} \delta_{i,j} \delta_{mn} \tag{5.29}
\]

This matrix takes the following form

\[
\begin{bmatrix}
\frac{\hbar}{\sqrt{\Omega}} H_{11}(\tau_1) + \frac{2}{\Delta \tau^2} & \frac{\hbar}{\sqrt{\Omega}} H_{12}(\tau_1) & \hdots & -\frac{1}{\Delta \tau^2} & 0 \\
\frac{\hbar}{\sqrt{\Omega}} H_{21}(\tau_1) & \frac{\hbar}{\sqrt{\Omega}} H_{22}(\tau_1) + \frac{2}{\Delta \tau^2} & \hdots & 0 & -\frac{1}{\Delta \tau^2} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
-\frac{1}{\Delta \tau^2} & 0 & \frac{\hbar}{\sqrt{\Omega}} H_{11}(\tau_2) + \frac{2}{\Delta \tau^2} & \frac{\hbar}{\sqrt{\Omega}} H_{12}(\tau_2) & \hdots \\
0 & -\frac{1}{\Delta \tau^2} & \frac{\hbar}{\sqrt{\Omega}} H_{21}(\tau_2) & \frac{\hbar}{\sqrt{\Omega}} H_{22}(\tau_2) + \frac{2}{\Delta \tau^2} & \hdots \\
\vdots & \vdots & \vdots & \vdots & \vdots 
\end{bmatrix}
\tag{5.30}
\]

### 5.1.4 Information transfer

To send information through the chain, we start with the quantum dots isolated from the rest of the chain (i.e. the internal barriers are high), then the internal barriers are dropped to turn on the interactions. This could be done either suddenly (a ‘quench’) or slowly with respect to the couplings in the chain. For this work, we will study the viability of performing a quench, and leave the study of other protocols to later work.

The protocol used here depends on the number of electrons (see Fig. 5.5). For an odd number of electrons, the system is initialised with one barrier up and one barrier down, so that there are an even number of electrons coupled together (prepared in the ground state) and one isolated dot, which is prepared in the quantum state to be sent. The barrier is then lowered, coupling the isolated spin to the chain, and some time later the opposite barrier is raised to isolate the output electron. For an even number of electrons, the system is initialised with both barriers up, with one dot prepared in the quantum state to be transferred and the opposite dot prepared in a state such as \( |\uparrow\rangle \). The barriers are then simultaneously lowered and raised at the appropriate times. The reason for these different protocols is that intuitively we expect a chain of even electrons to have a unique ground state, since each electron can pair with one nearest neighbour, whereas for an odd chain there can be unpaired electrons which increases the degeneracy.

For a quench, the potential problem is that such a sudden change will cause the electrons to move
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Figure 5.5: An illustration of the transfer protocol, a) using an odd number of electrons and b) using an even number of electrons. 1) The left barrier is up and the right barrier is down. The isolated (left) dot is prepared in a quantum state $|\phi\rangle$ and the remaining electrons are prepared in the ground state. For the even case, the opposite is also isolated and prepared in an $|\uparrow\rangle$ state. 2) The barriers are lowered, allowing information to travel through the chain. 3) The right barrier is raised at the optimal point to remove the transferred information.

out of equilibrium, which could cause phonon excitations leading to decoherence and fluctuations in the exchange interactions. To assess how good this approach would be, we calculated the average change in equilibrium positions of the electrons after lowering the barriers quickly, starting with a barrier height of 5Ω as this was found to reduce the dot-chain coupling to around $10^{-6}$ relative to the rest of the chain. To quantify the average change in equilibrium positions after the barriers drop ($\mathbf{R}$) relative to the equilibrium positions with the barriers up ($\mathbf{R}_0$), we use the following distance measure

$$d = \frac{1}{N} \frac{\|\mathbf{R} - \mathbf{R}_0\|}{\Delta \mathbf{R}_0},$$

(5.31)

where $\|\mathbf{R}\|$ is the Euclidean norm, and $\Delta \mathbf{R}_0$ is the average nearest-neighbour separation of the electrons.

Figure 5.6: $\bar{d}$ for a chain of 9 electrons, where $\bar{d}$ is defined in eqn. (5.31). Only the left barrier is lowered here, with $h_R = 5$. 
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Results for lowering one barrier with \( N = 9 \) are shown in Fig. 5.6. In general \( \bar{d} \) stays below about \( 10^{-2} \), and there are clear dips in \( \bar{d} \) around \( \nu = 0.6 \) and \( \nu = 1.2 \), and little change over the range of \( h_L \). There appears to be some instability around \( \nu = 1 \), which could be an artefact of the particular potentials used here or could be because this is the length scale where the coulomb repulsion becomes roughly equal to the trapping potential (from the definition of \( r_0 \)). The results for lowering two barriers with either \( N = 10 \) or \( N = 9 \) were similar, but without the instability at \( \nu = 1 \), probably because two barriers are being lowered simultaneously, so the situation is more symmetric throughout.

The magnitude of the exchange coupling \( J_P \) was then found using the instanton technique described above, with settings of \( M = 70 \), \( T_\tau = 30 \), \( h_R = h_L = 0.1 \), \( r_\Omega = 10 \) (this value of \( r_\Omega \) is chosen based on the band splitting of \( \sim 0.3 \) meV in GaAs). Since the chains are symmetric, to speed up calculations only results for one half of the chain were taken, after confirming that the simulations were giving symmetric results (up to around 0.1 % error, which confirms that the results are converging well).

Results are shown for up to 4\(^{th}\)-nearest neighbour and 6-body exchange processes in Figs. 5.9 & 5.10. The couplings are in meV and are labelled \( J_{mn}^{(1)} \) for pairwise exchange between electrons \( m \) and \( n \), and \( J_n^{(R3)} \), \( J_n^{(R4)} \), \( J_n^{(R5)} \), \( J_n^{(R6)} \) to indicate 3-, 4-, 5- and 6-body ring exchanges starting from electron \( n \). The general features are low couplings at the boundary (due to the barrier between the dots and the chain) and a ‘U’-shaped coupling along the chain for low densities, becoming peaked at the middle for higher densities. We have excluded \( \nu = 0.9 \) and \( \nu = 1 \) for \( N = 9 \), since for some couplings the algorithm did not converge to a minimum, which we attribute to the same instability seen for the quench in Fig. 5.6.

Average couplings are shown in Fig. 5.7 for ten electrons, showing roughly which couplings dominate at different densities. Clearly the nearest-neighbour coupling dominates up to around \( \nu = 0.8 \), and the 3-body ring exchange is next highest, which is a qualitative agreement with other studies of Wigner crystals such as \[287\]. At around \( \nu = 0.8 \) the couplings all become of a similar magnitude, and there seems to be a plateau in coupling strength beyond this point. Although the average coupling shows some of the main behaviour, it is perhaps more informative to study the full coupling profile in Figs. 5.9 & 5.10 from which it seems that including up to 2\(^{nd}\) nearest neighbour and 5-body interactions captures the leading behaviour for \( \nu \leq 0.8 \). For \( \nu > 0.8 \), 6-body interactions and longer range pairwise interactions become significant. To be sure that our evolution is accurate, we therefore restrict ourselves to the regime \( \nu \leq 0.8 \) as it is not clear from our results whether higher order terms such as 7-body exchanges will also become important beyond this point.
Figure 5.7: $\bar{J}$ for a chain of 10 electrons, for the different exchange processes. The notation is such that 3NN indicates 3rd-nearest neighbour etc. and R3 means 3-body ring exchange etc. The distribution of couplings for $N = 9$ follows a similar trend.

With this restriction, the Hamiltonian that we use to simulate the evolution is

$$H = \sum_{m \sim n} J^{(2)}_{mn} \hat{P}_{mn}^{\sigma} - \sum_{l,m,n \in \triangle l < m < n} J^{(R3)}_{l} \hat{P}_{lmn}^{\sigma} + \sum_{k,l,m,n \in \square k < l < n < m} J^{(R4)}_{k} \hat{P}_{klmn}^{\sigma} + \sum_{j,k,l,m,n \in \Delta j < k < n < l < m} J^{(R5)}_{j} \hat{P}_{jklmn}^{\sigma}, \quad (5.32)$$

where e.g. $\hat{P}_{klmn}^{\sigma}$ means a cycle of length 4 which permutes the spins according to $(\sigma_k, \sigma_l, \sigma_m, \sigma_n) \rightarrow (\sigma_l, \sigma_m, \sigma_n, \sigma_k)$. We use the notation $m \sim n$ to mean $m$ and $n$ are up to $2^{nd}$-nearest neighbours, $l, m, n \in \triangle$ means that $l, m, n$ are on the vertices of a triangle, $k, l, m, n \in \square$ means that $k, l, m, n$ are on the vertices of a parallelogram and $j, k, l, m, n \in \Delta$ means that $j, k, l, m, n$ are on the vertices of trapezium (see Fig. 5.4).

To convert this into a Hamiltonian, the spin permutation operators can be written in terms of pairwise spin exchange interactions, using the following identities [279]:

$$\hat{P}^{\sigma}_{12} = \frac{1}{2}(1 + E_{12}), \quad (5.33)$$

$$\hat{P}^{\sigma}_{123} + \hat{P}^{\sigma}_{321} = \hat{P}^{\sigma}_{12} + \hat{P}^{\sigma}_{23} + \hat{P}^{\sigma}_{13} - 1, \quad (5.34)$$

$$\hat{P}^{\sigma}_{1234} + \hat{P}^{\sigma}_{4321} = \hat{P}^{\sigma}_{12} \hat{P}^{\sigma}_{34} + \hat{P}^{\sigma}_{14} \hat{P}^{\sigma}_{23} - \hat{P}^{\sigma}_{13} \hat{P}^{\sigma}_{24} + \hat{P}^{\sigma}_{13} + \hat{P}^{\sigma}_{24} - 1, \quad (5.35)$$

$$\hat{P}^{\sigma}_{12345} + \hat{P}^{\sigma}_{54321} = \frac{1}{2}(\hat{P}^{\sigma}_{12} \hat{P}^{\sigma}_{34} + \hat{P}^{\sigma}_{14} \hat{P}^{\sigma}_{23} - \hat{P}^{\sigma}_{13} \hat{P}^{\sigma}_{24}) + \frac{1}{2}(\hat{P}^{\sigma}_{15} \hat{P}^{\sigma}_{23} + \hat{P}^{\sigma}_{12} \hat{P}^{\sigma}_{35} - \hat{P}^{\sigma}_{13} \hat{P}^{\sigma}_{25})$$

$$+ \frac{1}{2}(\hat{P}^{\sigma}_{15} \hat{P}^{\sigma}_{24} + \hat{P}^{\sigma}_{12} \hat{P}^{\sigma}_{45} - \hat{P}^{\sigma}_{14} \hat{P}^{\sigma}_{25}) + \frac{1}{2}(\hat{P}^{\sigma}_{15} \hat{P}^{\sigma}_{34} + \hat{P}^{\sigma}_{13} \hat{P}^{\sigma}_{45} - \hat{P}^{\sigma}_{14} \hat{P}^{\sigma}_{35}) + \frac{1}{2}(\hat{P}^{\sigma}_{15} \hat{P}^{\sigma}_{34} + \hat{P}^{\sigma}_{24} \hat{P}^{\sigma}_{35} - \hat{P}^{\sigma}_{25} \hat{P}^{\sigma}_{34})$$

$$- \frac{1}{2}(\hat{P}^{\sigma}_{12} + \hat{P}^{\sigma}_{15} + \hat{P}^{\sigma}_{23} + \hat{P}^{\sigma}_{34} + \hat{P}^{\sigma}_{45}) + \frac{1}{2}(\hat{P}^{\sigma}_{13} + \hat{P}^{\sigma}_{35} + \hat{P}^{\sigma}_{25} + \hat{P}^{\sigma}_{24} + \hat{P}^{\sigma}_{14}) - \frac{1}{2}. \quad (5.36)$$
where we have used $E_{mn} := X_m X_n + Y_m Y_n + Z_m Z_n$.

Inserting these into eqn. (5.32), this gives the overall Hamiltonian, ignoring the factors of $\mathbb{1}$ since they do not affect the dynamics:

$$H = \frac{1}{2} \sum_{m<n} J_{mn}^{(2)} E_{mn} - \frac{1}{2} \sum_{t,l,m,n \in \Delta} J_{tlmn}^{(R3)} (E_{lm} + E_{mn} + E_{ln}) + \frac{1}{4} \sum_{k,l,m,n \in \Theta} J_{klnm}^{(R4)} (E_{kl} + E_{km} + E_{kn} + E_{ln} + E_{jm} + E_{jm}) + \frac{1}{8} \sum_{j,k,l,m,n \in \Theta} J_{jklmn}^{(R5)} [\Upsilon_{jklm} + \Upsilon_{jklm} + \Upsilon_{jnm} + E_{jm} + E_{jm} - E_{jm} - E_{jm} + E_{jm}]
$$

where $\Upsilon_{jklm} := E_{jk} E_{jm} + E_{jm} E_{km} - E_{jm} E_{km}$. Note the minus sign in front of the $J^{(R3)}$ and $J^{(R5)}$ terms since they involve permutations of an odd number of particles.
To measure the information transferring ability of this channel, the average fidelity was calculated using the formula in [1.57] for qubits:

$$F_{\text{av}}[\mathcal{E}(t)] = \frac{2F_e[\mathcal{E}(t)] + 1}{3},$$  

(5.38)

where $\mathcal{E}(t)[\rho] = \text{tr}_N \left( e^{-iHt/\hbar} \rho e^{iHt/\hbar} \right)$. The average fidelity was calculated up to a timescale such that one peak had arrived at the other end, so does not necessarily represent the best achievable fidelity. The time at which the peak reaches the highest value of $F_{\text{av}}[\mathcal{E}(t)]$ is denoted $t_{\text{opt}}$. Results for the maximum achieved fidelity $F_{\text{av}}[\mathcal{E}(t_{\text{opt}})]$ are shown in Fig. 5.8, showing remarkably high fidelities generally increasing as $\nu$ increases. $t_{\text{opt}}$ ranges from around 0.1ns to 10 $\mu$s; the decoherence timescale of an electron spin in GaAs is roughly 10ns at present [295] so this indicates that $\nu \approx 0.6$ is the optimal density at which to create a Wigner spin chain in GaAs/AlGaAs. Clearly there is little difference in fidelity in using even or odd electrons in our protocol.

5.1.5 Discussion and Conclusions

We have calculated exchange couplings for a quasi-2D Wigner crystal using the semi-classical instanton approximation, and investigated the feasibility of using such a chain to transfer quantum information. Our results suggest that quantum information could be transmitted through a Wigner crystal with high fidelity (up to around 0.92 for chains of 9 or 10 electrons) using a quench, with transfer times that are below the typical decoherence times in GaAs, and using parameters typical of today’s GaAs technology. This spin chain would be useful perhaps in conjunction with quantum dot qubits [128], or could perhaps be extended to a full proposal of quantum computation, similar to the scheme in [224] with always-on interactions. Our scheme has many variables that can be altered without affecting the viability of the scheme, such as the barrier heights and the offset of the quantum dots. Magnetic fields are also known to alter the exchanges via the Aharonov-Bohm effect [186, 296, 284]. With some fine tuning of these parameters, we would expect even higher fidelities to be attainable. Using a quench may also not be the ideal protocol, and we would be interested to see whether other approaches such as adiabatically lowering the barriers is also viable.

Further work will need to be done to find a detailed experimental setup for realising this scheme, using either electrons or holes in GaAs/AlGaAs or other systems in which large $r_\Omega$ values can be achieved. The full effect of phonon excitations following the quench also needs to be taken into account to see how much error this leads to. There are also other effects that we have not taken into account, such as magnetic field fluctuations due to impurities, how the transfer is affected by a finite barrier dropping rather than an immediate quench, image charges produced by metal boundaries, dipole-dipole interactions and spin-orbit interactions that can produce anisotropic exchange terms in the Hamiltonian [297]. It should also be noted that this scheme uses a semi-
classical approximation, so is only accurate away from the Wigner crystal melting point \( (r_\Omega \simeq 4 \text{ for 1D Wigner crystals}) \).

The best results seem to occur when there is a combination of nearest-neighbour, next-nearest neighbour and 3-body ring exchange present, which is perhaps because the 3-body exchange acts as an effective ferromagnetic interaction that works against the nearest- and next-nearest neighbour interactions and so makes the coupling strength more uniform throughout the chain. It would be interesting to investigate the roles of each of the exchange processes in more depth, to see if there are any processes which hinder or help information transfer, in order to search for the optimum regime and understand the underlying physical mechanisms. It would also be interesting to take this analysis to higher densities, including higher-order exchange processes to see if higher densities also allow high fidelity transfer.
Figure 5.9: $J_P$ for a Wigner crystal with 9 electrons, with $h_L = h_R = 0.1$: a) nearest-neighbour, b) 2nd neighbour, c) 3rd neighbour d) 4th neighbour, e) 3-body f) 4-body, g) 5-body and h) 6-body. $J_P$ is in units of meV. Note that there is a lower limit on the colour bar, which means that very small couplings are rounded up to $10^{-16}$. 125
Figure 5.10: \( J_P \) for a Wigner crystal with 10 electrons, with \( h_L = h_R = 0.1 \): a) nearest-neighbour, b) 2nd neighbour, c) 3rd neighbour, d) 4th neighbour, e) 3-body, f) 4-body, g) 5-body and h) 6-body. \( J_P \) is in units of meV. Note that there is a lower limit on the colour bar, which means that very small couplings are rounded up to \( 10^{-16} \).
6 | Information transfer with idealised spin chains

In the previous chapter, we explored a potential way to create a spin chain, through which information can be transferred. In this final chapter, we present three smaller studies, each exploring different protocols for sending information through an idealised spin chain, to see how these perform and how they can be optimised. It is hoped that each of these will provide a basis for more in-depth study in the future.

6.1 Information transfer with next-neighbour interactions

In this section we investigate the effect of next-neighbour interactions on transfer through a uniform spin chain. The aim of this investigation is to test the robustness of existing nearest neighbour protocols to the addition of next-nearest neighbour (NNN) coupling, which may naturally be present, and to give new insights into what kind of systems are best for information transmission. The work follows a similar approach to the work by Bayat et. al. [122], where the entanglement transferral across a uniform spin chain with Hamiltonian

$$H = \sum_{n=1}^{N-1} J(X_nX_{n+1} + Y_nY_{n+1} + \Delta Z_nZ_{n+1}).$$  \hspace{1cm} (6.1)$$

was investigated, for different values of $\Delta$. The protocol consists of attaching one half of a singlet to the end of a spin chain in the ground state, and waiting for some time $t$ when the entanglement with the other end of the chain is maximised (see Section 6.1.1 below). In this investigation they found that $\Delta = 1$ achieved the highest and fastest end-to-end entanglement.

Following [122], we investigate how next-nearest-neighbour (NNN) coupling in isotropic spin chains affects the quality of entanglement transferred using this protocol. The Hamiltonian we
consider is the isotropic next-nearest-neighbour Hamiltonian (or ‘$J_1 - J_2$’ Hamiltonian):

$$H_{\text{nnn}}^{(N)} = J_1 \sum_{n=1}^{N-1} (X_n X_{n+1} + Y_n Y_{n+1} + Z_n Z_{n+1}) + J_2 \sum_{n=1}^{N-1} (X_n X_{n+2} + Y_n Y_{n+2} + Z_n Z_{n+2}), \quad (6.2)$$

where we have picked the isotropic model ($\Delta = 1$) since it already optimises the nearest-neighbour case, and the superscript $N$ indicates that this Hamiltonian acts on $N$ spins. Whilst the phase diagram of this $J_1 - J_2$ model is qualitatively well known, it is still not exactly solvable except at certain points (see e.g. [298]). With $J_1, J_2 > 0$ the model is in the antiferromagnetic frustrated regime. Below a critical value of $J_2 < J_{2c} \approx 0.241J_1$, there is no energy gap between the ground state and excited states, and a gap opens up for $J_2 > J_{2c}$. At $J_2 = 0.5J_1$, the Majumdar-Ghosh point, the ground state is analytically solvable [299]. Here the ground state is completely dimerised, and is known as a dimer product state:

$$|\phi_{\text{MG}}\rangle = |\psi^>\rangle_{1,2} |\psi^<\rangle_{3,4} ... |\psi^<\rangle_{N-1,N}, \text{ where } |\psi^>\rangle = \frac{1}{\sqrt{2}}(|\uparrow\downarrow\rangle - |\downarrow\uparrow\rangle). \quad (6.3)$$

Otherwise, as $J_2$ grows and becomes larger than $J_1$ we effectively end up with two decoupled chains, so in this study we mainly focus on the region $0 < J_2 < 0.6J_1$. In what follows we will set $J_1 = 1$ unless otherwise stated.

In the case of perfect state transfer, some investigations have already been done into the effects of different types of errors [300], including small amounts of NNN interactions. Other work has also found that NNN coupling is detrimental to state transfer, for a protocol that transfers information by weakly coupling qubits to the two ends of a spin chain in the Kondo regime [301]. The differences between these studies and the work in this chapter is that we consider a spin chain with uniform interactions, and for larger NNN interactions.

### 6.1.1 Protocol

We consider Hamiltonians of the form shown in (6.2), where $J_1 < 0$ for the ferromagnetic case and $J_1 > 0$ for the antiferromagnetic case. We consider open chains (i.e. open boundary conditions) with uniform couplings, to minimise engineering requirements and to keep the number of variable parameters low.

Firstly we diagonalise $H_{\text{nnn}}^{(N)}$ on $N$ spins to find the ground state $|\psi_G\rangle$ (if there is degeneracy in the ground state a small magnetic field term $h \sum_n \sigma^z_n$ can be applied). We then couple a singlet state $|\psi^>\rangle_{0'0}$ of two qubits $0'$ and 0 to one of the ends, so that the initial state is:

$$|\psi(t = 0)\rangle = |\psi^>\rangle_{0'0} |\psi_G\rangle. \quad (6.4)$$
to do this, we imagine a system in which there are barriers separating spins 0,0’ and 1, so that
the coupling can be selectively turned on or off. Spin 0’ is completely uncoupled from the chain at
all times, whilst spin 0 interacts with the chain with the same couplings as in the chain (we have
the choice of selecting weaker or stronger couplings to connect this singlet to the chain, however
since faster transfer is likely to arise from stronger couplings, we choose the chain couplings to be
the highest possible). Thus the Hamiltonian for the chain+singlet system is
\[ H_{\text{tot}} = I_0' \otimes H^{(N+1)}_{\text{NNN}}. \]
From this we construct the evolution operator \( U = e^{-iH_{\text{tot}}t} \), and use this to find the state after
a time \( t \), \( |\psi(t)\rangle = U(t) |\psi(t=0)\rangle \). Since we have started with the singlet, which has two qubits
maximally entangled, we might expect that after allowing the system to evolve there would be
some entanglement between the 0’th spin and the Nth spin. To quantify this, first of all we trace
out all of the qubits in the system except for the 0’th and Nth spins, leaving a density matrix:
\[ \rho_{0'N}(t) = \text{tr}_{\overline{0'N}}[|\psi(t)\rangle\langle\psi(t)|], \quad (6.5) \]
which we can then use to find the entanglement of formation \( E_f \) between qubits 0’ and \( N \), where the
entanglement of formation is defined in Section 1.6. We then look for the optimal time where there
is maximal entanglement between the 0’th and Nth spin, and find how this maximum entanglement
varies with NNN coupling.

To practically calculate the time-evolved state and the entanglement, we used exact diagonal-
isation in MATLAB, using a stepwise time evolution, where at each time step the evolution
operator was applied to the state and then the entanglement at each time step could be calculated.
Ideally we want to minimise the transmission time, as in a realistic system this would decrease the
effects of decoherence. With this in mind, our results were limited to the first peak, which usually
arrived on a timescale less than \( N/2 \), and we define \( \max_1(E_f) \) as the entanglement of formation
at the highest point of the first peak.

Exact diagonalisation works well for \( N \leq 16 \), but for more spins the computation time is
very prohibitive, and so we use the technique of Density Matrix Renormalisation Group (DMRG)
for larger systems (using the MATLAB code of Abolfazl Bayat, modified to include next-nearest
neighbour coupling. See Appendix C for an overview of DMRG). Note that although \( \sum_n Z_n \)
commutes with Hamiltonians with the form that we use, so that evolution between states with
different eigenvalues of \( \sum_n Z_n \) is not allowed, this is not always incredibly useful here since the
system is always initialised in the ground state, and so the major bottleneck is diagonalising the
large matrices.
Figure 6.1: a) Maximum end-to-end entanglement $\max_1(E_f)$ vs. $J_2/J_1$ for chains of even length $N = 8$ to $N = 16$ with a singlet added on. b) Maximum end-to-end entanglement $\max_1(E_f)$ vs. $J_2/J_1$ for chains of odd length $N = 9$ to $N = 15$ with a singlet added on.
Figure 6.2: a) Dimerisation, defined as the overlap between the chain ground state (before addition of a singlet) and the fully dimerised state (the Majumdar-Ghosh ground state). b) Energy gap as $J_2$ varies - note that our system is not perfectly gapless as we are looking at finite chains, but we expect the chains to converge to a gapless system as the size increases.

### 6.1.2 Results

The results for maximum entanglement versus $J_2$ are shown in Figs. 6.1a & 6.1b for $N = 8$ to 16. For even values of $N$, there is a slight decrease in entanglement up to $J_{2c}$, followed by a significant rise until $J_2 \approx 0.4$, and then a sharp decline near the Majumdar-Ghosh point. For odd values of $N$, a rise is seen up to $J_{2c}$, and the peak around $J_2 = 0.4$ is absent.

We might expect that this gain in entanglement is to do with oscillations between degenerate states which have a single unpaired spin, i.e. we might expect there to be oscillations between degenerate states of the form:

$$|\psi_1\rangle = |\phi_1\rangle|\psi_{\text{chain}}\rangle, \quad |\psi_2\rangle = |\psi_{\text{chain}}\rangle|\phi_N\rangle,$$

where $|\phi\rangle$ is an unpaired single qubit state. We refer to this as a ‘resonant’ mechanism for transferring entanglement. This would only be possible for even $N$ values, for which the actual evolving part of the chain is odd. This is very similar to a result found in [302], where they found that perfect state transfer is achieved when there were two eigenstates of the Hamiltonian that had maximal overlap with the two ends of the chain but zero overlap with other sites in the chain (and is quite an intuitive result). We can try to look at the plausibility of this explanation in quite a rough way by looking at how the dimerisation and the energy gap vary with $J_2$, where the dimerisation is defined as the fidelity between the ground state of the chain and the Majumdar-Ghosh ground state $|\psi^-\rangle \otimes \psi^\text{N}$. If this was the dominant effect we would expect high dimerisation and a high energy gap to give us maximal entanglement. Results are shown in Figs. 6.2a & 6.2b. Using this model we would expect to see a peak in entanglement transfer at around $J_2 = 0.5$, which is not the case in our simulations.

The difference between odd and even chains could perhaps be explained more or less using this
idea; when \(N\) is even, then after we have coupled the 0\(^{th}\) site to it our starting state has only one unpaired spin. Then as we go towards the Majumdar-Ghosh point where the ground state is dimerised, we would expect that the states with unpaired spins at either end might become more and more isolated, and so might oscillate only between themselves. Then for odd values of \(N\), there would be more than two unpaired sites to begin with (since we add our 0\(^{th}\) spin to an odd chain) and so there may be more degeneracy and more states in which the evolution can disperse.

It is also in some ways analogous to the work done in [303]. Here they looked at end-to-end entanglement of a chain with an explicitly dimerised Hamiltonian of the form

\[
H = \sum_{n=1}^{N}[1 + (-1)^n \delta](X_n X_{n+1} + Y_n Y_{n+1} + Z_n Z_{n+1}),
\]

which creates alternating strong and weak bonds along the chain, and has an energy gap \(\Delta E \propto \delta^{2/3}\). They found that the end-to-end entanglement of this chain increased past a critical value of \(\delta\). Then the behaviour we see may be of a similar type. Unfortunately due to the alternating weak and strong bonds in this Hamiltonian it is hard to create the same scenario as we have here, i.e. the two states:

\[
|\psi_1\rangle = |\phi\rangle_1 |\psi^-\rangle |\psi^-\rangle |\psi^-\rangle |\psi^-\rangle |\phi\rangle_N
\]

are not degenerate, because by changing the positions of the singlets we have put them over bonds of different strength, and so we have different energies. In addition this work is based around having weak coupling at either end (the idea being that stronger coupling would mean stronger entanglement to sites within the chain, and therefore less entanglement with the site we actually want to be entangled to, due to the monogamy of entanglement).

Similar ideas to the explanation presented above are looked at by Hartmann et. al in [304]. Here they argue that the more eigenstates that are involved in the evolution, the more dispersive the information transmission. If we start with a state with energy expectation \(\langle E \rangle\), then there is a variance in the energy of the state given by

\[
\Delta E = \sqrt{\langle H^2 \rangle - \langle H \rangle}.
\]

So we can try to quantify the number of eigenstates involved in the evolution by counting the number of eigenstates, \(N_S\), within the energy range \(\langle E \rangle - \Delta E \leq E_S \leq \langle E \rangle + \Delta E\). This energy range will be constant during the state’s evolution, and we can see if this explains the behaviour seen above. The results are shown in Fig. 6.3a and 6.3b for \(N = 8\) and \(N = 12\), respectively. Using this measure, there does appear to be some correlation, although not enough to justify using it as an explanation, and it appears to get worse as \(N\) is increased.
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Figure 6.3: Maximum end-to-end entanglement $\max_1(E_f)$, plotted alongside $N_{\text{states}}$ (the number of states within $\pm \Delta E$, rescaled to fit on this graph). a) $N = 8$, b) $N = 12$.

Since the effects we see do not seem to match up with the model of resonance being the only effect here, we hypothesise that there is information propagation through the chain as well as these resonating effects outlined above, and optimal entanglement transfer is for values of $J_2$ which allow some propagation and some resonance, in such a way that the resonance effects constructively add to the propagation through the chain. Then past this optimal point, propagation through the chain becomes more difficult (perhaps due in part to the argument above involving number of accessible eigenstates), and the resonating effects then become the only method of transferring entanglement. Currently this is as far as we have progressed in finding an explanation, which is not an entirely satisfactory one. To investigate this further we plan to look in more depth at the eigenstates involved in the evolution, to look for evidence that the states involved are really facilitating end-to-end resonance (which would most likely manifest itself as states with large overlap at the ends but not much in the middle, in a similar manner to $[302]$).

Figure 6.4: Maximum end-to-end entanglement $\max_1(E_f)$, for different initial states, for $N = 18$, 20 and 22, found using DMRG.

So far, all of the results have been found using exact diagonalisation of the Hamiltonian, however we can extend to larger $N$ by using the Density Matrix Renormalisation Group (DMRG) method (see Appendix C). Using this method, we extended the exact diagonalisation results up to values
of $N = 8$ and $24$. From this we still see the characteristic rise after the critical value $J_{2c}$. Past chain lengths of around $N \sim 26$ the results appeared to diverge (i.e. there were sudden dramatic changes in the behaviour around these lengths, particularly for larger $J_2$ values). We attributed this to inaccuracies in the DMRG rather than any change in physical behaviour, since larger chains increase the time we have to wait to receive a signal at the other end, and it is likely that the simulation takes longer than the timescale over which the DMRG is accurate. This would also explain why the results start to diverge for larger values of $J_2$, since larger values of $J_2$ increase the time taken for the signal to reach the end.

### 6.1.3 Extending to negative $J_2$

When we extend this study to negative values of $J_2$ (whilst keeping $J_1 = 1$) we also see an increase (Fig. 6.5). In this region increasing $J_2$ makes the chain less frustrated. In general then, there seem to be no large drops in entanglement transfer for a range of $-1 < J_2 < 0.4$. This is reassuring, and suggests that generating end-to-end entanglement via this method is quite robust to the introduction of next nearest neighbour coupling.

### 6.2 Edge locking

We now investigate a protocol, based on the work in [305], to transfer information, using certain states that are effectively stationary and so are said to be ‘locked’. We consider a nearest-neighbour
XXZ Hamiltonian:

\[ H_{\text{XXZ}} = \sum_n X_n X_{n+1} + Y_n Y_{n+1} + \Delta Z_n Z_{n+1}. \]  

(6.10)

Provided the anisotropy \( \Delta \) is large enough, this Hamiltonian allows two types of locked states; the first type is where the leftmost \( n \) spins are up whilst the remaining spins are down, such as the following states

\[ |\uparrow\downarrow\downarrow\downarrow\ldots\downarrow\rangle, \ |\uparrow\uparrow\downarrow\downarrow\ldots\downarrow\rangle, \ |\uparrow\uparrow\uparrow\downarrow\ldots\downarrow\rangle. \]  

(6.11)

These are locked since any movement of the spins introduces an extra \( \downarrow\uparrow \) boundary (a ‘domain wall’) which increases the energy (provided the ZZ coupling is significantly larger than the XY coupling). The second type of locked states are slightly less intuitive, having blocks of \( \uparrow \) surrounded by \( \downarrow \), which are sensitive to the number of spin-ups and where they are positioned. For example, the following states are edge-locked

\[ |\downarrow\uparrow\uparrow\uparrow\ldots\downarrow\rangle, \ |\downarrow\uparrow\uparrow\uparrow\downarrow\ldots\downarrow\rangle \]  

(6.12)

and in general, a state will be locked if it contains a block of \( N_\uparrow \) spins, with the leftmost spin at position \( k \) where \( N_\uparrow \geq (2k - 1) \) (and similarly for the right hand side of the chain). Following the notation in [305] we will label these states \( |L_{N_\uparrow,(k)}\rangle \) \( (|R_{N_\uparrow,(k)}\rangle) \) for a block of \( N_\uparrow \) spins with the leftmost (rightmost) spin at position \( k \). The explanation in [305] for why these states are locked is that, provided \( \Delta^{-1} \) is small but non-zero, performing degenerate perturbation theory on the Hamiltonian we find that terms in the Hamiltonian that connect states \( |L_{N_\uparrow,(k)}\rangle \) to other states with \( k' > k \) are of order \( O(\Delta^{-N_\uparrow}) \). Additionally one finds that the energy of the \( |L_{N_\uparrow,(k)}\rangle \) states is modified by \( O(\Delta^{-2(k-1)}) \) relative to the other states with \( k' > k \). Thus if \( \Delta^{-N_\uparrow} > \Delta^{-2(k-1)} \) evolution of \( |L_{N_\uparrow,(k)}\rangle \) to other states with \( k' > k \) is dominant, and conversely if \( \Delta^{-N_\uparrow} < \Delta^{-2(k-1)} \) the evolution is not allowed due to conservation of energy. So the states are approximately locked when \( N_\uparrow \geq 2(k - 1) \).

### 6.2.1 Applications of edge locking

This mechanism appears to be very useful as means to control quantum information in spin chains. Here we outline several possible applications, before exploring how robust the transfer is with more realistic conditions.
**Signal amplification**

Consider preparing an edge-locked state, e.g. \( |L_{3,(1)} \rangle \), and attaching a spin \( |\phi \rangle \) to the left edge:

\[
|\phi \rangle |\uparrow\uparrow\uparrow\downarrow \ldots \downarrow\downarrow\rangle
\]  
(6.13)

If \( \phi = \uparrow \), then the chain is still locked. However if \( \phi = \downarrow \), the chain becomes \( |L_{3,(2)} \rangle \) and so is no longer locked, and the state is amplified by a ratio of roughly 2:1. Attaching a spin to the end like this is limited to ratios of 2:1, since if we tried this with larger number the resultant state would be edge-locked for both inputs. This can be extended to larger ratios if we can have spins to the left of our input spins, e.g. for a ratio of 6:1 we can start with:

\[
|\downarrow\downarrow\rangle |\phi \rangle |\uparrow\uparrow\uparrow\uparrow\uparrow\uparrow\downarrow \ldots \downarrow\downarrow\rangle
\]  
(6.14)

Such a protocol could also perhaps be used as a method to detect a spin current. Note that the higher the ratio of input to output, the smaller the energy gap, and the more sensitive the scheme will be to fluctuations in energy (e.g. there may be additional energy added to the system in the process of coupling the state \( |\phi \rangle \) to the end of the chain).

**NAND gates**

A classical NAND gate (\( \text{NAND}(a, b) = 1 \oplus ab \)) can be constructed using a chain with an edge-locked state at each end, e.g.:

\[
|\phi_1 \rangle |\uparrow\downarrow \ldots \downarrow\uparrow\rangle |\phi_2 \rangle
\]  
(6.15)

where \( \phi_1 \) and \( \phi_2 \) are our input states. Then for the cases where \( |\phi_1 \phi_2 \rangle = |\uparrow\downarrow \rangle, |\downarrow\uparrow \rangle \) and \( |\downarrow\downarrow \rangle \), we will measure a signal travelling through the middle of the chain. If we can measure the presence or absence of this signal, and choose \( |0 \rangle = |\downarrow \rangle, |1 \rangle = |\uparrow \rangle \), this performs a NAND gate.

**Heralded entanglement**

With the same setup as for the NAND gate, we can create heralded entanglement: Firstly, we would expect that the signal travelling through the chain when \( |\phi_1 \phi_2 \rangle = |\uparrow\downarrow \rangle \) to be the same as the case where \( |\phi_1 \phi_2 \rangle = |\downarrow\uparrow \rangle \), and we would expect both of these signals to be different to the case where \( |\phi_1 \phi_2 \rangle = |\downarrow\downarrow \rangle \). If so, then if it is possible to find a measurement that differentiates between the two types of signal, we could distinguish between the \( |\uparrow\downarrow \rangle, |\downarrow\uparrow \rangle \) cases and the \( |\downarrow\downarrow \rangle \) case. If the end states are then initialised as \( |\phi_1 \rangle = |\phi_2 \rangle = |+ \rangle \), this creates a superposition of different signals, and if a measurement is made that distinguishes between the \( |\uparrow\downarrow \rangle, |\downarrow\uparrow \rangle \) cases and the \( |\downarrow\downarrow \rangle \) case, we know we have projected the end qubits into the superposition \( \frac{1}{\sqrt{2}} (|\uparrow\downarrow \rangle + |\downarrow\uparrow \rangle) \).
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Charge qubit to spin qubit transfer

We could also use edge locking as a means to interface between charge and spin qubits. An example of a charge qubit is an electron in one of two quantum wells, with presence in the left well indicating $|0\rangle$ and the right well indicating $|1\rangle$. If the spin state of this electron is set to $|↓\rangle$, then depending on if it is on the left or the right well, the spin chain will be unlocked or remain locked, and thus the state of the charge qubit can be transferred into spin degrees of freedom.

6.2.2 Release under more realistic conditions

We have just seen several examples of how to use this edge locking state, most of which involve coupling a state to one edge of the chain, and measuring at the middle or the ends. In a perfect world, these operations could be done instantaneously, but of course it is more realistic to have operations that take a finite amount of time. In this subsection we first of all explore the effect of having less instantaneous operations when releasing an edge locked state (for example when performing the signal amplification shown above). We then explore how well a signal can be captured at the opposite end of the chain in the next subsection, by using the reverse strategy. Our motivation is to explore how realistic the applications of the edge locking could be, as well as seeing if there is some optimisation that can be done.

We use an XXZ Hamiltonian with anisotropy $\Delta$:

$$H_{\text{XXZ}} = J \sum_{n=1}^{N-1} (X_n X_{n+1} + Y_n Y_{n+1}) + \Delta Z_n Z_{n+1}$$  \hspace{1cm} (6.16)

where $X_n$, $Y_n$ and $Z_n$ are the Pauli matrices acting on site $n$. To make it easier to sweep the whole range of $0 < \Delta \to \infty$, we parameterise it as $\Delta = \tan \theta \Delta$, so $H_{\text{XXZ}}$ becomes:

$$H'_{\text{XXZ}} = J \sum_{n=1}^{N-1} \sin \theta \Delta (X_n X_{n+1} + Y_n Y_{n+1}) + J \cos \theta \Delta Z_n Z_{n+1}.$$  \hspace{1cm} (6.17)

To perform the release, we start with the edge locked state:

$$|\phi_0\rangle \equiv |\uparrow\uparrow\downarrow \ldots \downarrow\rangle.$$  \hspace{1cm} (6.18)

Ideally, we would be able to switch off all other interactions and perform a perfect $X$ rotation on the first spin, to give us the state $|L_{1,\langle 1 \rangle}\rangle \equiv |\uparrow\uparrow \ldots \downarrow\rangle$ which is no longer locked and so will travel along the chain. However, this may not be realistic, so we model the release as having a mixture of a rotation on the first site (magnetic field in the $X$ direction) along with $H_{\text{XXZ}}$, with the relative
strengths of these two operators given by $\theta_r$, giving the following Hamiltonian:

$$H_r(\theta_r) = J \cos \theta_r X_1 + J \sin \theta_r H_{\text{xxz}}$$

$$= J \cos \theta_r X_1 + J \sin \theta_r \sum_{n=1}^{N-1} \sin \theta_{\Delta} (X_n X_{n+1} + Y_n Y_{n+1}) + \cos \theta_{\Delta} Z_n Z_{n+1}$$

(6.19)

This means we have some ratio $\tan \theta_r$ between the applied magnetic field and the couplings in the chain, with $\theta_r = 0$ corresponding to a pure magnetic field (the ideal case) and $\theta_r = \pi/2$ corresponding to no magnetic field (no release). To perform the flip we would then evolve the state in eqn. (6.18) via:

$$|\phi_f\rangle = e^{-iH_r t_r} |\phi_0\rangle = e^{-iH_r \pi/2} |\phi_0\rangle$$

(6.20)

where we have set $t_r = \pi/(2 J \cos \theta_r)$, since the maximum overlap of $|\phi_f\rangle$ with the ideal state $|L_{\Delta,2}\rangle$ occurs at or very close to this time. Unless otherwise noted, we will express time in units of $\hbar/J$.

We then evolve the state with $H_{\text{xxz}}$, so that the time-evolved state is:

$$|\phi(t)\rangle = e^{-iH_{\text{xxz}} t} |\phi_f\rangle = e^{-iH_{\text{xxz}} t} e^{-iH_r \pi/2} |\phi_0\rangle$$

(6.21)

Following this evolution, we calculate the fidelity of $|\phi(t)\rangle$ with state $|R_{\Delta,2}\rangle = |\downarrow\underline{\downarrow} ... \downarrow\uparrow\downarrow\rangle$, giving us the ‘release fidelity’, $F_r$:

$$F_r(t) = |\langle R_{\Delta,2} | \phi(t) \rangle|^2$$

(6.22)

To begin with, we looked at evolving the state until $F_r$ reaches its first peak, since in an application it would probably be best to wait for the shortest time possible, to limit the effects of decoherence. We thus define $t_{\max}$ as the time taken for $F_r$ to reach the first peak. Firstly we looked at the variation of the size of $F_r(t_{\max})$ with $\theta_{\Delta}$ and $\theta_r$ (see Fig. 6.6); evidently the best signal is for $\theta_{\Delta}$ and $\theta_r$ close to 0, as we might expect. Notice the rapid increase in time taken to reach the first maximum (see Fig. 6.7), which limits how close to zero we can get as the simulations take too long (the minimum value of $\theta_{\Delta}$ in Figs. 6.6 and 6.7 is 0.01 radians, which means the $Z$ terms in $H_{\text{xxz}}$ are roughly 100 times stronger than the $X$ or $Y$ terms). This suggests that there will be an optimal value of $\theta_{\Delta}$, depending on the particular experimental parameters such as decoherence time. There are also some strange discontinuities in Fig. 6.6 for values of $\theta_{\Delta} > 0.4$, which we are currently unable to explain.

Next we look at how $F_r$ varies with the length of the chain $N$, and $\theta_{\Delta}$. This was done similarly to above by finding the height of the first peak, which shows a steady decrease (see Fig. 6.8) that appears to decay as $\sim 1/N$ for all $\theta_{\Delta}$, as we would intuitively expect.
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Figure 6.6: Contour plot showing the maximum of $F_r$ as a function of $\theta_\Delta$ and $\theta_1$, with $N = 6$, and using exact evolution. Note that the minimum value of $\theta_\Delta$ is 0.01.

Figure 6.7: Time taken to reach the first peak in $F_r$ after the release (in units of $\hbar/J$), for $\theta_r = 0$. A similar variation is seen for all other values of $\theta_r$.

Figure 6.8: Change in $F_r$ with $N$, with $\theta_r = 0$, where $F_r$ is taken at the first peak. The different coloured lines are for different values of $\theta_\Delta$ (in radians).

6.2.3 Capture under more realistic conditions

We now explore flipping the $N^{th}$ spin at some point in the evolution, with the hope of catching the pulse and keeping it locked in place. In a similar manner to the release protocol above, we
capture the state by evolving with the Hamiltonian:

\[ H_c(\theta_c) = J \cos \theta_c X_N + \sin \theta_c H_{\text{xxz}}. \]  

Then, after the release protocol above has been followed and the state has been evolved by \( H_{\text{xxz}} \) for a time \( \tau \), we switch on \( H_c \) for a time \( t_c \) and find the fidelity between this state and the ideal captured state, \( |\mathcal{R}_{2,(1)}\rangle = |\downarrow\downarrow \cdots \downarrow\uparrow\rangle \). We define this as the capture fidelity, \( F_c \):

\[ F_c = \langle \mathcal{R}_{2,(1)} | e^{-iH_c} | \phi(t) \rangle, \ t > \tau. \]  

For smaller values of \( \theta_c \), \( t_c \) could be set to \( \pi/2 \) and this would contain the maximum value of \( F_c \), however for larger \( \theta_c \) the evolution was more chaotic and so longer times had to be used.

An example of release and capture is shown in Fig. 6.9, for which the capturing magnetic field is turned on at \( t_{\text{on}} = t_{\text{max}} \) (the point where \( F_r \) reaches a maximum) and then is turned off again when \( F_c \) reaches a maximum. We see that capture is possible, with \( F_c \) bounded by the maximum value of \( F_r \), as we would expect. We also tried varying the timing of this magnetic field; results are shown in Fig. 6.10, showing the variation \( F_c \) as \( t_{\text{on}} \), is varied relative to \( t_{\text{max}} \), and also the variation with \( \theta_c \). Clearly the best results happen where \( t_{\text{on}} = t_{\text{max}} \), and with \( \theta_c = 0 \).

![Figure 6.9: An example of the capturing protocol, with \( N = 6 \), \( \theta_\Delta = 0.1 \), \( \theta_r = 0.1 \), \( \theta_c = 0.1 \).](image)

### 6.3 Ground state transfer

In this section we outline a potential information transferring protocol, based on the work in [306], where classical information was shown to be transferred through an Ising chain. The experiment uses an even or odd chain of Fe atoms adsorbed to a copper surface, and through changing the local magnetic field experienced by one end of the chain and then preparing the system in the ground state, the spin of the atoms at opposite ends of the chain are aligned (anti-aligned) for odd (even) chains.
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Figure 6.10: The maximum achievable capture fidelity $\max(F_c)$ as a function of $t_{on} - t_{max}$ and $\theta_c$, with $\theta_\Delta = 0.1$.

The studies in [306] are performed with Ising interactions. Here we investigate the transferring ability of chains with different Hamiltonians (but not necessarily those which are achievable using chains of Fe atoms). We will use a Hamiltonian of the form

$$H_\pm = \pm B_1 Z_1 + J_1 \sum_{n=1}^{N-1} (\sin \theta_\Delta (X_n X_{n+1} + Y_n Y_{n+1}) + \cos \theta_\Delta Z_n Z_{n+1})$$

$$+ J_2 \sum_{n=1}^{N-2} (\sin \theta_\Delta (X_n X_{n+2} + Y_n Y_{n+2}) + \cos \theta_\Delta Z_n Z_{n+2})$$

(6.25)

To perform the protocol, we select either $H_+$ or $H_-$, and prepare the system in the ground state, then trace out all but the leftmost $n_{out}$ qubits, which acts as the output. These $n_{out}$ output qubits will in general be in a mixed state $\rho_\pm^N$. If the probability distribution of the inputs is such that $H_+/H_-$ are chosen with probabilities $p_+, p_-$, the state of the output qubits is $\sum_{x=\pm} p_x \rho_x^N$. To assess the ability of this chain to send information, we require a measure of how distinguishable the output qubits are for the ground states $H_+$ and $H_-$. An appropriate way to measure this is to use the Holevo information $\chi$, which for a system prepared in one of the states $\{\rho_1, \rho_2, \ldots, \rho_n\}$ with probabilities $\{p_1, p_2, \ldots, p_n\}$, is

$$\chi_H := S(\rho) - \sum_x p_x S(\rho_x)$$

(6.26)

where $\rho = \sum_x p_x \rho_x$. From Holevo’s theorem, this is an upper bound on the amount of information that can be extracted from the output qubits using any possible measurement [23].

We parameterise $J_1 = \sin \theta_M \cos \theta_J$, $J_2 = \sin \theta_M \sin \theta_J$, $B = \cos \theta_M$, so that the full range of $J_1/J_2$ and $J_1/B$ can be covered ($\theta_M = 0$ corresponds to a large magnetic field and weak coupling, whilst $\theta_J = 0$ corresponds to $J_1 = 1, J_2 = 0$ and $\theta_J = \frac{\pi}{2}$ corresponds to $J_1 = 0, J_2 = 1$. The Holevo information was then found over a range of parameters by finding the ground states of $H_\pm$. Results are shown in Fig. 6.11 a) for a chain of length $N = 8$ qubits, with $\theta_M = 0.1$ and for $\theta_\Delta \lesssim \pi/4$ (for
Figure 6.11: Information transferring ability using the ground state of a chain with $N = 8$ qubits. a) Reading out the end qubit ($n_{out} = 1$) b) reading out from the two end qubits ($n_{out} = 2$).

larger $\theta_\Delta$, $\chi_H$ continued to decay to even smaller values). Fig. 6.11b) shows the same set-up but reading out the last $n_{out} = 2$ qubits.

The main features are high transferring ability for small $\theta_J$ or $\theta_J \simeq \frac{3\pi}{8}$, which information transferral decreasing rapidly with increasing $\theta_\Delta$. There is also very poor information transferral around $\theta_J = 0.5$, which is most likely to be a result of the Majumdar-Ghosh point that occurs at $\theta_J = \pi/4, \theta_\Delta = \pi/4$, at which point the ground state is fully dimerised and so there is no long range order. Information is also poorly transferred for $\theta_J \simeq \frac{\pi}{2}$, which is likely to be because at this point there is pure next-neighbour coupling, which for an even chain means no correlation between inputs and outputs.

Expanding the output to include more than one qubit predictably leads to better transfer of information. In future work, we would like to understand the theoretical basis for this, and perhaps derive a formula for the expected Holevo information as a function of the number of end qubits used.

### 6.4 Conclusions

At the end of this section, we are left with more questions than answers; we have seen that state transfer protocols through anisotropic spin chains can be robust to next-neighbour interactions, and there is a peak near to the Majumdar-Ghosh point where nearest-neighbour and next-nearest-neighbour interactions are equal, although the mechanism by which this peak occurs is not clear.

We have also seen protocols for sending information using edge-locking in XXZ Hamiltonians, for which there do not seem to be any other parameter regimes except the ideal cases (where the spins are flipped instantaneously, and the Hamiltonian is very close to an Ising Hamiltonian) for which edge locking could be used transfer states at high fidelity. Given the long time for the evolution close to $\Delta^{-1} = 0$, the value of $\Delta$ will be limited by the decoherence rates in the system of interest, and future work could involve finding the optimum regime for a particular experimental
set up. This study is limited in that we only use square pulses: more sophisticated pulses could also be tried, with which it is likely that near perfect transfer could be achieved with realistic parameters. Non-uniform spin chains may also give an advantage.

Finally we investigate and the natural alignment of the ground state of a XXZ with a boundary magnetic field, and the use of this to transfer information. The information transfer is somewhat robust to the presence of XX and YY interactions, and next-nearest neighbour interactions. Better fidelity can be achieved by measuring more of the end qubits. There are many avenues that these preliminary results could eventually go down, and our hope is that the small results presented here will lay the foundations for future work.
In this thesis, we have introduced novel results aimed at simplifying and exploring the possibilities of quantum computation. A scheme to implement two-qubit quantum gates on decoherence-free qubits has been demonstrated, giving high fidelities above known error thresholds even with reasonable levels of noise. This scheme makes use of many-body interactions that are predicted to occur in certain systems, and requires far fewer pulses than existing gates, so could be useful in implementations where there is limited control, or where control errors are an issue. Further work could be done to explore encoded qubits on more than 4 qubits, and include effects due to Aharanov-Bohm phases from magnetic fields, either as a way to tune the interactions or as another source of error.

Three schemes to realise 3-qubit gates on arrays of qubits have also been proposed, using Hamiltonians that are time-independent during the gate operation, and using interactions that are as uniform as possible. The viability of implementing these using ion traps or bismuth donors in silicon has also been explored, finding that a fault-tolerant Toffoli gate could be realised using bismuth donors with today’s technology, and it is hoped that experimental realisation of these gates could happen in the near future. These gates could be useful as primitives for quantum computation, or could prove useful as classical gates, making use of the many advances in quantum technologies before a quantum computer is within our reach, potentially allowing smaller or faster classical gates. More could be done to explore how much dissipation we would expect in a practical implementation of these gates including e.g. the effects of heating from laser fields, and it would also be interesting to explore the possibility of creating larger time-independent automated structures that could perform more than just a single gate.

An extension of the adiabatic cluster-state model of computation has also been presented, using the tools of measurement-based quantum computation (MBQC) to transform adaptive measurements into adiabatically driven holonomic transformations. This translation has allowed a study of how properties of MBQC are translated into a holonomic setting, showing interesting trade-offs between properties of the Hamiltonian and the number of adiabatic steps. The allowed ordering of operations in this model was explored, finding that that for some approaches the allowed
ordering is very limited compared to MBQC. It is hoped that this work opens up new channels of communication between the adiabatic and measurement-based schools of thought, providing a fruitful comparison and sharing of concepts. This line of thought could also possibly be extended to other MBQC patterns for which the tools used here are not valid. It would also be useful to explore practical implementations of this computational method, to see whether or not there is a significant practical advantage in using adiabatic processes rather than measurements.

The practicality of using a Wigner crystal as a quantum communication channel was explored using the semiclassical instanton approximation, yielding average fidelities of up to 0.92 with nine or ten electrons, with a transfer time significantly below the typical decoherence time of electrons in GaAs quantum dots. Whilst the parameters we use are for electrons in GaAs, the results are quite general and are applicable to any system in which a Wigner crystal can be created. We hope that this study inspires future technological applications using Wigner crystals, and hope that it might be developed into an experimentally realisable scheme in the near future. There are many parameters and additional effects such as noise, magnetic fields and image charges that we have not included in this analysis, so future work will include these effects and look for better ways of transferring information. There is also scope to go further, to use a Wigner crystal to perform gates between qubits, or even to use a Wigner crystal to perform universal quantum computation.

Finally, methods of communicating using more idealised spin chains were also studied, extending a previous study to include next-nearest-neighbour interactions, finding an interesting although as yet not fully explained peak close to the Majumdar-Ghosh point. This demonstrates that previous spin chain communication protocols are robust to next-neighbour interactions, and provides interesting questions for future work. Novel schemes to transfer information using edge-locking and ground state transfer effects were also briefly studied. These schemes lay the foundation for further analysis exploring how these effects can best be put to use.
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Here we prove a useful result for Chapter 4 on the eigenvalues of commuting operators. We begin by presenting the proof found in Michael Nielsen’s blog\(^1\) and which was used in \cite{247} to calculate the minimum energy gap. However, there is a flaw in our interpretation of this proof (thanks to Daniel Burgarth for pointing this out). To amend this, we present another proof of the form of the minimum energy gap for the Hamiltonians considered in \cite{4} but the first misinterpreted proof is included since it may be of interest to other researchers in the field.

The spectral decomposition theorem states that normal matrices (of which Hermitian matrices are a special case) can be diagonalised, and therefore a Hermitian matrix $H$ can be written as

$$H = \sum_j E_j P_j,$$

(A.1)

where $E_j$ are the eigenvalues of $H$ (real numbers if $H$ is Hermitian), and $P_j \neq 1$ are operators projecting into the subspace with energy $E_j$, satisfying

$$P_j P_k = \delta_{jk} P_j, \quad \sum_j P_j = 1, \quad P_j^2 = P_j.$$

(A.2)

The projectors $P_j$ are said to form a complete orthonormal basis if they satisfy these properties.

If two normal matrices $H_1$ and $H_2$ commute, then they can be diagonalised in the same basis, since if $\{|E_n^{(1)}\rangle\}$ is a basis in which $H_1$ is diagonal, then

$$H_2 H_1 |E_n^{(1)}\rangle = E_n^{(1)} \left(H_2 |E_n^{(1)}\rangle\right) = H_1 \left(H_2 |E_n^{(1)}\rangle\right).$$  

(A.3)

So $H_2 |E_n^{(1)}\rangle = E_n^{(2)} |E_n^{(1)}\rangle$, and so $H_j$ and $H_k$ have common eigenstates. Therefore the eigenvalues of $H_1 + H_2$ will be $E_n^{(1)} + E_n^{(2)}$ for certain combinations of $m$ and $n$; which combinations will depend on the structure of the matrices involved.

Now consider a set of commuting normal matrices \{H\}. We can spectrally decompose each

\(^{1}\text{http://michaelnielsen.org/blog/archive/notes/fermions_and_jordan_wigner.pdf}\)
one of these matrices:

\[
H_j = \sum_k E_{jk} P_{jk}
\]

(A.4)

Since all of the \(H_j\) commute, \([P_{jk}, P_{lm}] = 0\) for any \(j, k, l, m\). This follows since if two commuting matrices \(A\) and \(B\) have spectral decompositions
\[
A = \sum_k a_k P_k^{(A)} \quad \text{and} \quad B = \sum_k b_k P_k^{(B)},
\]
then the projectors can be written \(P_k^{(A)} = \text{poly}(A)\), \(P_k^{(B)} = \text{poly}(B)\). This can be seen since
\[
A^n = \sum_k a_k^n P_k^{(A)} = M P
\]
where \(M_{mn} := a_m^n\) and \(P := (P_1^{(A)}, P_2^{(A)}, \ldots, P_D^{(A)})\) where \(D\) is the dimension of \(A\). The determinant of \(M\) is then related to the determinant of a Vandermonde matrix (assuming that none of the \(a_k\) are 0, which can be made true by excluding any projectors for which this is the case), which is non-zero, and so \(M\) can be inverted so that \(P = M^{-1} A\), where \(A := (A, A^2, \ldots, A^D)\). In other words, \(P_k^{(A)} = \text{poly}(A)\) (this part of proof courtesy of Daniel Burgarth).

This means we can construct a complete orthonormal basis \(P_k\) where

\[
P_k = P_{1k_1} P_{2k_2} \ldots P_{mk_m}
\]

(A.5)

To prove it is a complete orthonormal basis, we must show that it satisfies the same properties in eqn.\([A.2]\). Using the fact that \([P_{jk}, P_{lm}] = 0\),

\[
P_k^* P_k = (P_{1k_1} P_{2k_2} \ldots P_{mk_m}) (P_{1k_1'} P_{2k_2'} \ldots P_{mk_m'}) = (P_{1k_1} P_{1k_1'}) (P_{2k_2} P_{2k_2'}) \ldots (P_{mk_m} P_{mk_m'})
\]

\[
= (P_{1k_1} \delta_{k_1 k_1'}) (P_{2k_2} \delta_{k_2 k_2'}) \ldots (P_{mk_m} \delta_{k_m k_m'}) = P_{k k'} \delta_{k k'}.
\]

(A.6)

\[
\sum_k P_k^* = \sum_{k_1} \sum_{k_2} \ldots \sum_{k_m} P_k = \left( \sum_{k_1} P_{1k_1} \right) \left( \sum_{k_2} P_{2k_2} \right) \ldots \left( \sum_{k_m} P_{mk_m} \right) = 1.
\]

(A.7)

So the \(P_k\) form an orthonormal basis, and the eigenvalues of \(\sum_j H_j\) are formed from adding the eigenvalues of each of the \(H_j\) together. Since each \(P_k\) projects into a different combination of eigenvalues of the individual \(H_j\) matrices, we (incorrectly) interpreted this as equivalent to proving that the eigenvalues of \(\sum_j H_j\) of a set of commuting matrices \(\{H_1, H_2, \ldots, H_m\}\) are \(\{\sum_k E_k^{(1)} + E_k^{(2)} + \ldots + E_k^{(m)}\}\), which contains all possible combinations of the individual eigenvalues of the \(H_j\).

Clearly this cannot be true since, if the vector space has dimension \(d\), this implies there are \(d^m\) eigenvalues. The resolution to this is to note that if any adjacent pair of the projectors in \(P_k\) are orthogonal, then \(P_k\) becomes 0. Thus to find the eigenvalues of a sum of commuting Hermitian matrices \(H = H_1 + H_2 + \ldots H_n\), we need to find the combinations of projectors in \(P_k\) such that no two projectors are orthogonal.

We now present a proof that, for Hamiltonians of the form in \([4.18]\), the eigenvalues are given by all combinations of the eigenvalues of the commuting terms. This proof is based on the explanation
given in [69] for why stabilisers each halve the number of encoded qubits in a stabiliser code. Say we have a set of Hermitian operators \( \mathcal{M} = \{ M_n \} \) which have eigenvalues \( \{ \pm \lambda_n \} \) and eigenvectors \( \{ \pm \lambda_n \} \). Consider that we also have a set of unitary operators \( \mathcal{Q} = \{ Q_n \} \) such that \( \{ Q_n, M_n \} = 0 \), \([Q_n, M_m]_{n \neq m} = 0 \) for all \( n, m \). Then \( Q_n \pm \lambda_n \) is an eigenstate of \( M_n \) with eigenvalue \( -\lambda_n \). Since \( Q_n \) is a unitary operator, it is a one-to-one mapping, so that there must be an equal number of eigenstates of \( M_n \) with eigenvalue \( +\lambda_n \) or \( -\lambda_n \) (i.e. they have the same degeneracy).

Now extending this, consider a state \( |\psi\rangle \) which is a simultaneous eigenstate of all the \( M_n \) operators. Then

\[
\left( \sum_{n=1}^{[M]} M_n \right) Q_m |\psi\rangle = \left( \sum_{n=1}^{[M]} \lambda_n (-1)^{b_{nm}} \right) Q_m |\psi\rangle. \tag{A.8}
\]

So \( Q_m |\psi\rangle \) is an eigenstate of \( \left( \sum_{n=1}^{[M]} M_n \right) \), with eigenvalue \( \sum_{n=1}^{[M]} \lambda_n (-1)^{b_{nm}} \), and with the same degeneracy as \( |\psi\rangle \). Therefore if there exists a unitary operator \( Q_n \) for every operator \( M_n \) such that \( \{ Q_n, M_n \} = 0 \), \([Q_n, M_m]_{n \neq m} = 0 \) for all \( m \), and if each \( M_n \) has eigenvalues \( \pm \lambda_n \), the spectrum is \( \pm \lambda_1 \pm \lambda_2 \pm \ldots \pm \lambda_N \). If the dimension of the space on which these operators act is \( D \), then the degeneracy of each of these eigenvalues will be \( \frac{D}{\text{deg}} \).

We now apply this argument to the Hamiltonian in (4.18):

\[
H_{L_k}(s) = -\gamma \left( \sum_{v < L_k} X_v + \sum_{v > L_k} T_v \right) - \gamma \left( \sum_{v \in L_k} sX_v + (1-s)T_v \right), \tag{A.9}
\]

where the operators \( \{ T_v \} \) are stabilisers of the form in (4.15) for a graph with \( g\text{flow} \). Each of the individual summands has two eigenvalues of equal magnitude and opposite sign, so the analysis above can be applied. For the summands in the \( \sum_{v < L_k} X_v \) term, operators that satisfy the conditions above are \( Q_v = Y_v \). For any summand in the \( \sum_{v > L_k} T_v \) term, we can select \( Q_v = X_v^{\theta} \) (chosen so that it will commute with any \( T_u \) such that \( v \in g(u) \)). Finally, for any of the terms in the \( \sum_{v \in L_k} [(1-s)T_v + sX_v] \) sum, we can select \( Q_v = Y_v \). This follows since \( Y_v \) anticommutes with \( [(1-s)T_v + sX_v] \) and commutes with \( [(1-s)T_u + sX_u]_{u \neq v} \), since the stabiliser \( T_u \) has an identity operator acting on all vertices in the same layer as \( u \) (from the rules of \( g\text{flow} \), there is an even connection between \( g(u) \) and \( v \) if \( u \) and \( v \) are in the same layer. Thus if \( u \) and \( v \) are in the same layer and \( u \neq v \), then \( [(1-s)T_u + sX_u, Y_v] = 0 \). Similarly \( [Y_v, \sum_{u > L_k} T_u] = 0 \) since each \( T_u \) operator has identity acting on vertex \( v \), and \( [Y_v, \sum_{u < L_k} X_u] = 0 \).

Thus, given that it is possible to find a set of \( \{ Q_n \} \) operators for each of the individual commuting summands \( M_n \) in \( H_{L_k}(s) \) that satisfy the commutation rules \( \{ Q_n, M_n \} = 0 \), \([Q_n, M_m]_{n \neq m} = 0 \), the eigenvalues of \( H_{L_k}(s) \) are all combinations of the eigenvalues of the commuting parts. The eigenvalues of the individual \( [(1-s)T_u + sX_u] \) terms are \( \pm \sqrt{(1-s)^2 + s^2} = \pm \eta \), so the eigenvalues of \( H_{L_k}(s) \) are \( -|L_k|\gamma \eta, -(|L_k| - 2)\gamma \eta, \ldots, (|L_k| - 2)\gamma \eta, |L_k|\gamma \eta \) plus some integer multiples of \( \pm \gamma \).
The total number of summands in $H_{L_k}$ is equal to the number of qubits encoded into the graph $N_q$, which means that the degeneracies of each eigenvalue are the same and equal to $\frac{2^N}{2^{N-q}} = 2^q$.

Similar reasoning can be applied to the time derivative $\dot{H}_{L_k}(s)$, with the result that the eigenvalues of $\dot{H}_{L_k}(s)$ are $\{-|L_k|\gamma, -(|L_k| - 2)\gamma, \ldots, (|L_k| - 2)\gamma, |L_k|\gamma\}$. The spectral norm of $\dot{H}_{L_k}(s)$ is therefore $\|\dot{H}_{L_k}(s)\| = |L_k|\gamma$.

A similar reasoning can also be applied to the Hamiltonian in eqn. 4.23:

$$H(s) = -\gamma \sum_{v \in V \setminus O} (1 - s)\tilde{T}_v + sX_v$$

(A.10)

where $[\tilde{T}_v, X_w] = 0$ for all $v \neq w$ in $V \setminus O$. In this case, for a summand $(1 - s)\tilde{T}_v + sX_v$ we can choose $Q_v = Y_v$. Since we are not just replacing stabilisers in the same layer as in the case above, other stabilisers may either have an identity operator or $X$ operator located at site $v$, and so there may be other stabilisers $\tilde{T}_u$ that anticommute with $Y_v$. This can be remedied by multiplying $Q_v$ by $X_u$ for any stabilisers $\tilde{T}_u$ that anticommute with $Y_v$, since $[(1 - s)\tilde{T}_u + sX_u, Y_v] = 0$ if $(T_u, Y_v) = 0$. The eigenvalues of each summand will still be $\pm \gamma$, which we can see since squaring a summand gives $\gamma^2[(1 - s)\tilde{T}_v + sX_v]^2 = \gamma^2[(1 - s)^2 + s^2]\mathbb{1} = \gamma^2\eta^2\mathbb{1}$. Thus the eigenvalues of the Hamiltonian in eqn. 4.23 are multiples of $\pm \gamma \eta$, and the energy gap is $2\gamma \eta$. Following similar reasoning, the maximum eigenvalue of $\|\dot{H}\|$ scales with $N\gamma$.

Finally we show how to arrive at the energy gap of the Hamiltonian given in equation 4.27.

The Hamiltonian has the form:

$$H(s) = -\sum_{j < n-2} T_j - (T_{n-2} + T_{n-1} + (1 - s)T_n + sX_n^\theta_n) - \sum_{k > n} T_k.$$  

(A.11)

Using the identity $cz^\dagger_{m,n} X_n Z_m cz_{m,n} = X_n$, then conjugating with cz operators acting between sites $(n - 2, n - 1)$ and $(n + 1, n + 2)$, gives

$$H'(s) = cz^\dagger_{n-2,n-1} cz^\dagger_{n+1,n+2} H(s) cz_{n+1,n+2} cz_{n-2,n-1} = -\left(\sum_{j < n-3} T_j + Z_{n-3}X_{n-2}\right) - (X_{n-1}Z_n + T_{n-1} + (1 - s)Z_n X_{n+1} + sX_n^\theta_n) - (X_{n+2}Z_{n+3} + \sum_{k > n} T_k).$$  

(A.12)

$H'(s)$ has the same spectrum as $H(s)$, but is in a particularly useful form, as it is a Kronecker sum.

Given two square matrices $A$ and $B$ acting on vector spaces of dimension $d_A$ and $d_B$ respectively,
we define a Kronecker sum as \( A \oplus B := A \otimes \mathbb{I}_{d_A} + \mathbb{I}_{d_B} \otimes B \). Thus \( H'(s) \) can be written:

\[
-H'(s) = \left( \sum_{j < n-3} T_j + Z_{n-3}X_{n-2} \right) \oplus \left( X_{n-1}Z_n + T_{n-1} + (1 - s)Z_n X_{n+1} + sX_{n}^{\theta_n} \right)
\]

\[
\oplus \left( X_{n+2}Z_{n+3} + \sum_{k > n} T_k \right). \quad (A.13)
\]

A particularly useful property of Kronecker sums is that the eigenvalues of \( A \oplus B \) are all combinations of the eigenvalues of \( A \) and \( B \) [307]. Thus the eigenstates of \( H'(s) \) are all combinations of the eigenvalues of the individual terms in the Kronecker sum. The terms on the left and right in (A.13) have integer eigenvalues, whilst the middle term has energy gap \( \leq 1 \), and so the energy gap is given by the energy gap of the middle term.
B | Interaction picture and the rotating wave approximation

In quantum mechanics, typically we consider states $|\psi(t)\rangle$ that evolve according to the Schrödinger equation $i\hbar \frac{d}{dt}|\psi(t)\rangle = H|\psi(t)\rangle$, so that the state vector carries the information of how the system changes, whilst operations are performed. This picture of quantum mechanics is usually called the Schrödinger picture. For some applications, it is often more informative to use different ways of depicting the evolution other than the Schrödinger picture. One alternative is the Heisenberg picture, in which states are stationary but the operators carrying the time dependence (see e.g. Chapter 4 for an example of using the Heisenberg picture), for which we can express the Schrödinger equation as an equation involving operators $O(t)$ rather than states:

$$i\hbar \frac{d}{dt}O(t) = H(t)O(t) \quad (B.1)$$

In cases where we have a Hamiltonian $H(t) = H_0(t) + V(t)$ which can be split up into a part which is easily solvable $H_0$, and an additional part $V$, it is often convenient to use the intermediate or Dirac picture to follow the dynamics, which is effectively halfway between the Schrödinger and Heisenberg pictures. To transform into the intermediate picture, we represent operators and states relative to the evolution due to $H_0(t)$, which can be done by operating with $A(t) := e^{-iH_0t/\hbar}$. States in this picture then become $|\psi_I(t)\rangle := A^\dagger(t)|\psi(t)\rangle$, and operators are $O_I(t) := A^\dagger(t)O(t)A(t)$. If we insert these into the time-dependent Schrödinger equation, we see that:

$$\frac{d}{dt}|\psi_I(t)\rangle = \frac{d}{dt}[A(t)|\psi_I(t)\rangle] = \frac{d}{dt}[e^{iH_0t/\hbar}|\psi_I(t)\rangle]$$

$$= \frac{i}{\hbar} H_0|\psi_I(t)\rangle + e^{iH_0t/\hbar} \left[ \frac{1}{i\hbar} H(t)|\psi(t)\rangle \right] = -\frac{i}{\hbar} V|\psi_I(t)\rangle - \frac{i}{\hbar} V_I|\psi_I(t)\rangle \quad (B.2)$$

So that

$$i\hbar \frac{d}{dt}|\psi_I(t)\rangle = V_I(t)|\psi_I(t)\rangle \quad (B.3)$$
which can be a useful way to frame a particular problem.

A useful tool when using the interaction picture is the rotating wave approximation, in which terms in the interaction picture with a high frequency time dependence can be ignored. To see this, start with the Dyson series for a time-dependent Hamiltonian $H_I$ (see e.g. [308])

$$U(t, 0) = T e^{-\frac{i}{\hbar} \int_0^t H_I(t_1) dt_1} = 1 - \frac{i}{\hbar} \int_0^t H_I(t_1) dt_1 + \frac{1}{2\hbar^2} \int_0^t \int_0^t T[H_I(t_1)H_I(t_2)] dt_1 dt_2 + \ldots \quad (B.4)$$

where $T$ is the time-ordering operator, $T[x(t_1)x(t_2)] = \Theta(t_1 - t_2)x(t_1)x(t_2) + \Theta(t_2 - t_1)x(t_2)x(t_1)$, and $\Theta(t)$ is the Heaviside step function. Consider a Hamiltonian of the form $H_I = V \cos(\omega t)$ where $V$ is time-independent and Hermitian. If it is the case that $\omega$ is a high frequency, this means that $V \cos(\omega t)$ is a fast oscillating term which may have negligible effect on the dynamics. Using the identity $\int_0^t \cos(\omega t') dt' = \frac{\sin(\omega t')}{\omega}$, the evolution operator can be written

$$U(t, 0) = 1 - \frac{i}{\hbar} \int_0^t V \cos(\omega t_1) dt_1 + \frac{1}{2\hbar^2} \int_0^t \int_0^t T[V \cos(\omega t_1)V \cos(\omega t_2)] dt_1 dt_2 + \ldots$$

$$= 1 + O\left(\frac{||V||}{\hbar \omega}\right) \quad (B.5)$$

provided that $||V|| < \hbar \omega$. This means that, whenever we have terms in a Hamiltonian which have a high frequency time dependence, these can be ignored with an error of order $||V||/\hbar \omega$. We now derive some identities that will be useful in the next subsections:

Consider a Hamiltonian term of the form $C \Omega e^{-i \omega Z t} \cos(\omega_x t) X$. Setting $\omega_x = \omega$ gives

$$C e^{-i \omega Z t} \cos(\omega t) X = C \frac{e^{-i \omega Z t} (e^{i \omega t} + e^{-i \omega t}) X}{2}$$

$$= C \frac{1}{2} (e^{i \omega t} + e^{-i \omega t}) (e^{-i \omega t} \sigma^+ + e^{i \omega t} \sigma^-) = C \frac{1}{2} (\sigma^+ + e^{2i \omega t} \sigma^- + e^{-2i \omega t} \sigma^+ + \sigma^-)$$

$$= C \frac{1}{2} X + O\left(\frac{C}{\hbar \omega}\right) \quad (B.6)$$

provided that $C < \hbar \omega$. Strictly speaking the last line is incorrect: the Hamiltonian itself does not have terms of order $C/\hbar \omega$, but the evolution due to the Hamiltonian does. We will use this type of notation in Chapter [3].

For the second identity, consider the following Hamiltonian:

$$e^{-it[\omega_1 Z_1 + \omega_2 Z_2]} J(X_1 X_2 + Y_1 Y_2 + Z_1 Z_2) e^{it[\omega_1 Z_1 + \omega_2 Z_2]} = 2J e^{-2it[\omega_1 Z_1 + \omega_2 Z_2]} (\sigma_1^+ \sigma_2^- + \sigma_1^- \sigma_2^+) + JZ_1 Z_2$$

$$= 2J \sigma_1^+ \sigma_2^- e^{-2it[\omega_1 - \omega_2]} + 2J \sigma_1^- \sigma_2^+ e^{-2it[\omega_1 - \omega_2]} + JZ_1 Z_2 = JZ_1 Z_2 + O\left(\frac{2J}{\hbar(\omega_1 - \omega_2)}\right) \quad (B.7)$$

provided $2J < \hbar(\omega_1 - \omega_2)$.
The Hilbert space of a spin chain grows exponentially with $N$, and so for even a modest number of spins, exactly diagonalising a Hamiltonian can take a very long time. Fortunately, several tools have been developed to approximate the behaviour of a system, by ignoring the states in a system which have the smallest effect. This is the basis of the density matrix renormalisation group (DMRG) approach [309].

**Time-independent DMRG**

This algorithm can be split into two parts: the ‘infinite’ algorithm and the ‘finite’ algorithm, which we outline here for a simple Hamiltonian with nearest-neighbour interactions. The overall process is that we build up the ground state of a chain, starting off with two sites, and sequentially adding on 2 sites at a time, choosing a truncated basis in which to represent this ground state (if necessary). Say we start with a chain which we divide into two ‘blocks’, left and right, which both have dimension $M$, and which have individual Hamiltonians $H_L$ and $H_R$ (i.e. for the moment we assume the two halves of the chain are non-interacting)

$$|\psi\rangle = \sum_{L,R} A_{L,R} |L\rangle |R\rangle. \quad (C.1)$$

Now we add sites of dimension $d$ to the left and the right sides to get

$$|\psi\rangle = \sum_{L,R,l,r} A_{L,R,l,r} |L\rangle |l\rangle |r\rangle |R\rangle := \sum_{i,j} B_{i,j} |i\rangle |j\rangle, \quad (C.2)$$
so that the left and right sides now have dimensions $Md$, and we have a new ‘extended’ Hamiltonian for both sides, $H_{eL}$ and $H_{eR}$, and an overall Hamiltonian $H_S$:

\[
H_{eL} = H_L \otimes I_d + J\vec{\sigma}_N \cdot \vec{\sigma}_l \\
H_{eR} = I_d \otimes H_R + J\vec{\sigma}_r \cdot \vec{\sigma}_N \\
H_S = H_L \otimes I_{Md} + I_{Md} \otimes H_R + I_M \otimes (J\vec{\sigma}_l \cdot \vec{\sigma}_r) \otimes I_M,
\]  

where $\vec{\sigma}_N$ and $\vec{\sigma}_N$ indicate, respectively, the Pauli spin operator of the right or leftmost site of L or R (expressed in the basis of L or R), and $\vec{\sigma}_l$, $\vec{\sigma}_r$ are the Pauli spin operators acting on the added sites. We now ask: what is the best way to express the states $|i\rangle$ and $|j\rangle$ in a basis of dimension $M$? The answer is that if we find the ground state $|\psi_G\rangle$ of $H_S$, and then find the partial trace of this wavefunction for the right and left side

\[
\rho_{eL} = \text{tr}_R(|\psi_G\rangle\langle\psi_G|), \quad \rho_{eR} = \text{tr}_L(|\psi_G\rangle\langle\psi_G|),
\]

and keep only the eigenstates corresponding to the $M$ largest eigenvalues, then this will give the state with least error. Then after we have discarded the lowest eigenvectors, we have a reduced basis in which to express the right and left sides of the chain, and we transform all the Hamiltonians and operators relevant to our calculations into this basis. To do this we construct operators $T_L$ and $T_R$ made up of the first $m$ eigenvectors of $\rho_{eL}$ and $\rho_{eR}$, and express the extended Hamiltonians in terms of this basis, to form new block Hamiltonians, $H'_{eL}$ and $H'_{eR}$, which are truncated into the $M \times M$ Hilbert space.

\[
H'_{eL} = T_L^\dagger H_{eL} T_L, \quad H'_{eR} = T_R^\dagger H_{eR} T_R.
\]

We are now back to where we started, with a left and right block, and we can repeat the algorithm, adding sites onto these blocks, and repeating until the desired system size is reached, but avoiding the exponential growth in Hilbert space (and therefore the growth in computing resources needed).

By truncating the Hilbert space we will introduce an error $\epsilon$, which is just given by the sum of eigenvalues of the eigenstates we have chosen to exclude

\[
\epsilon = \sum_{j \not\in m} \lambda_j = 1 - \sum_{j \in m} \lambda_j,
\]

where the $\lambda_j$ are the eigenvalues of $\rho_{eL}$ or $\rho_{eR}$. This is the end of the ‘infinite’ DMRG algorithm; however to achieve a really accurate ground state we need to use a second algorithm, called the ‘finite’ DMRG algorithm, where the chain length is kept fixed. The first part is the same as for
the infinite case. We find \( \rho_{eL} \) and find \( H'_L \) in terms of the eigenstates of \( \rho_{eL} \), but we leave \( H_R \) unchanged. In the next step we use \( H'_L \) as our new left block Hamiltonian, which means we have increased the size of the left part by one site, and so we use a right block Hamiltonian which is smaller by one site (for this reason we have to keep in memory all of the transformation matrices \( T_L, T_R \) that we found in the infinite algorithm). Then the chain length is unchanged, but we have advanced towards the right by one site (but we have only made changes to the left hand side), and we can repeat the process again until we reach the right hand end of the chain

\[
|\psi_{\text{End}}\rangle = \sum_{L, l, r} A_{L, l, r} |L\rangle |l\rangle |r\rangle. \tag{C.7}
\]

The process is reversed so that the right blocks are updated, and so on back and forth until there is some convergence (e.g. convergence of the ground state energy).

**DMRG with time evolution**

The next step is to evolve the system in time. For systems with nearest-neighbour interactions, we would normally use the Suzuki-Trotter time-step method \[311\] \[312\], whereby the evolution operator can be expressed as

\[
e^{-iH\tau} \approx e^{-iH_{12}\tau/2}e^{-iH_{23}\tau/2}...e^{-iH_{23}\tau/2}e^{-iH_{12}\tau/2} + O(\tau^3), \tag{C.8}
\]

where \( H_{ij} \) is the Hamiltonian acting between sites \( i \) and \( j \) only, and we operate on each pair up to \( (N - 1, N) \) and back. However, since we are using next-nearest neighbour interactions, this pairwise method is not suitable here, and instead we use the time-step targeting method, introduced in \[313\] and developed further in \[314\], which is generally less accurate than using the Suzuki-Trotter time-step method but more suitable for our calculations.

To do this, we start at one end of the chain (i.e. after the finite algorithm has reached one end). Then we sweep back to the other end, updating the basis of the block+site at each step as before, but this time updating them with respect to some target states \[314\], which are given by the fourth order Runge-Kutta method, and will have some dependence on time. To perform this we construct a set of four vectors:

\[
|k_1\rangle = -i\tau \tilde{H}(t)|\psi(t)\rangle
\]
\[
|k_2\rangle = -i\tau \tilde{H}(t + \tau/2)|\psi(t)\rangle + \frac{1}{2}|k_1\rangle
\]
\[
|k_3\rangle = -i\tau \tilde{H}(t + \tau/2)|\psi(t)\rangle + \frac{1}{2}|k_2\rangle
\]
\[
|k_4\rangle = -i\tau \tilde{H}(t + \tau)|\psi(t)\rangle + |k_3\rangle, \tag{C.9}
\]
Where $\tilde{H}(t) = H(t) - E_0$, and in our case the Hamiltonian is time invariant. We then find expressions for the state at times $(t + \frac{\tau}{3})$, $(t + \frac{2\tau}{3})$ and $(t + \tau)$

$$
|\psi(t + \frac{\tau}{3})\rangle \approx |\psi(t)\rangle + \frac{1}{162}\left[31|k_1\rangle + 14|k_2\rangle + 14|k_3\rangle - 5|k_4\rangle\right]
$$

$$
|\psi(t + \frac{2\tau}{3})\rangle \approx |\psi(t)\rangle + \frac{1}{81}\left[16|k_1\rangle + 20|k_2\rangle + 20|k_3\rangle - 2|k_4\rangle\right]
$$

$$
|\psi(t + \tau)\rangle \approx |\psi(t)\rangle + \frac{1}{6}[|k_1\rangle + 2|k_2\rangle + 2|k_3\rangle + |k_4\rangle].
$$

(C.10)

We then construct a reduced density matrix using a weighted sum over the states at these four times e.g. for the left block:

$$
\rho_L = \sum_{n=0}^{3} w_n tr_R(|\psi(t + n\tau/3)\rangle\langle\psi(t + n\tau/3)|),
$$

(C.11)

where the optimal weightings were determined in [314] to be $w_0 = 1/3, w_1 = 1/6, w_2 = 1/6, w_3 = 1/3$. And as before we can diagonalise this and discard a certain number of states to find a new more efficient basis in which to do our time evolution (without doing this kind of basis transformation, we would quickly run into errors [315]). Then we repeat this process along the chain, updating the basis at each step (and importantly, updating any operators, Hamiltonians, or transformation matrices that we may need to use later on) but without advancing in time. Then at the end of this half-sweep, when we have updated each basis and thus found the optimal basis in which to perform our time evolution, we evolve the state by a single time step (and since the computational time required to do this last part is small, we can use a more accurate procedure than that above, so instead we use 10 Runge-Kutta iterations each with time step $\tau/10$). Then we repeat the process, making sweeps along the chain, advancing in time only at the end of each half sweep, until we have evolved the state for the required length of time.