A review of several key techniques of target vision tracking in complex scenes
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Abstract. Target vision tracking is a hot research issue in the field of machine vision. It has been studied by many countries and widely used in many fields. Its main task is to detect, identify and locate moving targets in the video sequence, and obtain the parameters such as position, velocity, acceleration, direction, motion trajectory of the target, in order to provide the basis for further intelligent video analysis. Due to the complexity and unpredictability of the target itself and the external environment, robust real-time target tracking in complex scenes has become a key issue to be solved urgently. This paper aims to summarize key techniques such as motion detection, target classification and target tracking involved in video target tracking. And then the paper introduces the algorithms commonly used in several key techniques, compares and analyzes the advantages and disadvantages of various algorithms. Besides, the paper also summarizes the current research status and research issues, and prospects the future research trends.

1. Introduction

The main task of target vision tracking is to detect, identify and locate the moving target in the video sequence, and obtain the target's position, velocity, acceleration, direction, motion trajectory and other parameters, so as to provide the basis for further intelligent video analysis. Target vision tracking belongs to the category of image analysis and understanding, involving pattern recognition, computer vision, image processing, artificial intelligence, machine learning, probability theory and statistical analysis and other interdisciplinary frontier research topics. With the rapid increase of the application of video images in the economic and social fields, the research on target vision tracking has an extremely broad application prospect. Specifically speaking, it mainly has five aspects: (1) Intelligent video monitoring. The demand for intelligent video monitoring system comes mainly from those occasions that are sensitive to security requirements, such as airports, banks, shops. (2) Vision-based intelligent vehicle navigation. Intelligent vehicle navigation based on vision is an important part of Intelligent Transportation Systems, which is one of the research hotspots in the field of Intelligent Transportation in recent years. (3) Perceived interfaces. In the field of advanced user interface applications, it’s hoped that future machines will be able to communicate with us more easily and conveniently like humans, such as gesture-driven control, sign language translation. (4) Motion analysis. Segmenting the human body parts from the image, tracking and analyzing the joint motion of interest in the image sequence has a positive effect on establishing the geometric model of the human body, explaining the body’s motion and behavior mechanism, and thus improving the body’s motion function. The research conclusions can
be applied to guide sports, dance training and medical gait analysis. (5) Virtual reality. The realistic design of the shape, motion and behavior interaction of target animation in many computer games actually benefits from the target motion analysis in physical space, including the target skeleton model, the acquisition of the joint motion mechanism and the recovery of the posture. Vision tracking of targets primarily involves motion detection, target classification and target tracking and other key techniques.

2. Motion detection
The purpose of motion detection is to extract the changed regions from the background from the image sequence. Fast and efficient motion region segmentation is very important for target classification, tracking and behavior understanding, because the post-processing only needs to consider the pixels of the moving area in the image. However, the dynamic changes in background images (such as weather, lighting, shadow of moving targets and the influence of chaotic interference) present difficulties to motion detection. At present, several commonly used motion detection methods include:

2.1. Background subtraction.
Background subtraction method is the most commonly used method in motion segmentation at present. It is a method that uses the difference between the current image and the background image and thresholding to detect the motion region. Generally, it can provide the most complete feature data, but it is especially sensitive to the changes of dynamic scene, such as the interference of illumination and external things. The simplest background model is the time average image. At present, many researchers are working on good background models to reduce the impact of dynamic scene changes on accurate segmentation. Haritaoglu et al. used the minimum, maximum intensity value and maximum time difference score to conduct statistical modeling for each pixel in the scene, and carried out periodic background update. McKenna et al. used an adaptive background model combining pixel color and gradient information to solve the influence of shadow and unreliable color cues on segmentation. Stauffer and Grimson used adaptive background mixed gaussian model (every pixel was modeled by mixed gaussian distribution) and updated the model with online estimation, so as to effectively deal with the influence of light change and background chaotic motion. Lee introduced an adaptive learning factor on the method, which improves the convergence speed.

2.2. Time-domain difference.
The time domain difference method uses pixel-based time difference and thresholding between adjacent frames in the image sequence to extract the motion regions in the image. Lipton detected the moving target from the actual video image with this method, and realized the classification and tracking of the target. This method has strong adaptability to the dynamic environment, but generally cannot fully extract all the relevant feature pixels, and cavitation is easy to occur in the moving entity.

2.3. The light flow.
The motion detection based on optical flow method adopts the optical flow characteristics of the moving target changing with time, and its advantage is that a moving target can be detected independently under the premise of camera motion. However, most of the optical flow computing methods are rather complex and have poor anti-noise performance, which cannot be applied to real-time processing of full-frame video streams without special hardware devices. Meyer et al. initialized the contour based on tracking algorithm by calculating the displacement vector optical flow field, thereby effectively extracting and tracking the articulated moving target.

2.4. Subspace analysis.
The motion detection method based on subspace analysis updates the low-dimensional feature space of the background through Online PCA, and performs foreground segmentation by calculating the distance between scene pixels and the background space. The advantage of this method is that it can effectively learn the time distribution information of background pixels and update the acquired feature
subspace model incrementally. The disadvantage is that the spatial distribution information of background pixels is lost, which makes the motion detection results more sensitive to noise.

Of course, there are other algorithms in the motion detection, such as Friedman et al. [13] used the extension of the (EM) Expectation Maximization algorithm to establish, the classification of gaussian mixture model established for each pixel. The model can be automatically updated and adaptively classify each pixel into the background, the shadow or sports outlook, so that it can perform the motion region segmentation well when the target motion speed is slow, in addition, it can also effectively eliminate the influence of the moving target shadow. VSAM [14] developed a hybrid algorithm combining adaptive background subtraction and three-frame difference, which can quickly and effectively detect moving targets. Wang et al. [15] proposed a dynamic conditional random field model to accomplish the task of foreground target segmentation and moving shadow detection. Candes et al. [16] proposed a background subtraction algorithm based on low-rank matrix restoration, which can deal with large background noise. Han and Davis [17] proposed a foreground detection algorithm based on SVM classification, which can integrate multiple features.

3. Target classification
In the monitoring scene, different motion regions may correspond to different moving targets. For example, the sequence images captured by the surveillance camera on the traffic road may contain moving objects such as pedestrians and vehicles, and the corresponding behaviors of different objects will vary greatly, the processing methods will also be quite different. The purpose of moving target classification is to classify the detected motion regions for further processing and behavior analysis. Target classification in monitoring scenario mainly includes two key technologies: feature extraction technology and classifier technology.

3.1. Feature extraction technique.
It mainly includes three types of extraction: shape feature, motion feature and abstract feature.

Shape features. For example, Lipton et al. [18] used dispersion and area information to classify two-dimensional motion regions, mainly to distinguish people, vehicles and chaotic disturbances, and the time consistency constraint made the classification more accurate. Kuno and Watanabe [19] used simple shape parameters of human contour mode to detect the motion of people from images. Literature [20] classified motor vehicles and pedestrians by using shape information such as the direction and axis length ratio of the envelope ellipse.

Motion characteristics. For example, Cutler and Davis [21] calculated the autocorrelation characteristics of the target with time by tracking the moving target of interest, and the periodic motion of people makes the autocorrelation periodic. Therefore, they identified people by analyzing whether the target has periodic motion characteristics by time-frequency method. Lipton [22] analyzed the rigidity and periodicity of the moving entity by calculating the Residual light Flow in the moving region, so as to distinguish the target. Javed et al. [23] used circular motion features to distinguish people from cars.

Abstract features. Such as Haar features [24], SIFT features with scale-invariant characteristics [25], The Principle Component Analysis (PCA) is adopted to obtain the mathematical characteristics [26].

3.2. Classifier technique.
In addition to selecting appropriate features, selecting appropriate classification method is also the key part of achieving the correct classification. Target classification in monitoring scenarios has special performance requirements for classifiers. Compared with general pattern classification problems, it requires faster classification speed and higher classification accuracy, so special classification mechanism must be designed. In recent years, the classification mechanism based on monitoring scenario focuses on the following two aspects:

A classification mechanism based on a single classifier. For example, a single Support Vector Machine (SVM) is adopted [27,28,29,30], Artificial neural network is adopted [31]. SVM has strong theoretical support and has been well verified in other applications. Artificial neural network has strong
nonlinear partitioning ability and can adapt to large deformation.

A Classification mechanism based on combined classifier. The combined classification organizes multiple single classifiers according to a certain structure, and comprehensively judges the category of the target to be detected. The typical representative is Adaboost [32]. According to the organization of single classifier, it can be divided into serial arrangement [33], parallel arrangement [34] and cascade combination [35,36]. The performance of the combined classifier is greatly influenced by the organization of single classifier [37].

4. Target tracking

The tracking problem is equivalent to creating the corresponding matching problem of related features based on position, speed, shape, texture and color between successive image frames. Common mathematical tools include Kalman Filtering [38], Condensation algorithm [39,40], Mean Shift [41], Dynamic Bayesian Network [42, 43] and geodesic line [44, 45]. There are two ways to deal with this problem: a top-down processing method and bottom-up processing method.

Top-down processing method can also be called the model driven method. This method first establishes a target model, and then turns a tracking problem into a matching problem or the maximum likelihood problem, in order to meet the target appearance changes and the change of scene. The target model often needs to update or online learning, this method has a solid mathematical theoretical basis and is the mainstream method to study visual tracking problems.

The bottom-up processing method can also be called a data-driven method, which directly obtains the target area and its motion information through methods such as background clipping. This method can quickly detect and track the target, but such method is more suitable for the tracking of the camera at rest.

According to the algorithms used in tracking, the vision tracking methods are divided into five categories: region-based tracking, feature-based tracking, active contour tracking, model-based tracking, and multi-strategy fusion tracking methods.

(1) Region-based tracking [46,47]: region-based tracking method has been in wide use at present, which can be useful to track the changes of the corresponding moving target region in the image. In this type of method, the background is obtained by dynamic modeling, and the foreground is obtained by background clipping.

(2) Feature-based tracking [48,49,50]: it includes feature extracting and feature matching. Feature-based tracking can be divided into three categories according to the characteristics of its selected features: the method based on global features, the method based on local features, and the method combining global and local features. Global features include the center, diameter, and color of the target. Methods based on local features include line segmentation, curve segmentation, and corner information.

(3) Tracking based on deformation templates: deformation templates are panels or curves whose textures or edges can be deformed under certain restrictions. The commonly used deformation template is the active contour model proposed by Kass in 1987, also known as Snake model [51]. This model combined with kalman filter can better track [52]. For multi-target tracking, the active contour model based on the level set method is more used [53].

(4) Model-based tracking: when tracking the human body, there are usually four forms of models, namely line graph model [54], 2D model [55], 3D model [56] and subspace model [57].

(5) Multi-strategy fusion tracking method [58,59,60]: in order to enhance the robustness and adaptability of the algorithm, most methods tend to fuse different features or tracking methods, and group them into the same framework by switching or weighting.

In addition, vision tracking methods can be divided into: point tracking, core tracking, and silhouette tracking. Point tracking can be divided into deterministic method and probabilistic statistical method. The kernel tracking methods include template-based tracking and multi-angle tracking. Silhouette tracking can be divided into contour evolution method and shape matching [61].

5. Conclusion
For target motion tracking and behavior understanding, the main development trends and research difficulties can be summarized as follows:

(1) Motion segmentation with adaptive background model. Fast and accurate motion segmentation is an important but difficult problem. This is because the images captured in the dynamic environment are affected by many aspects, such as the change of weather, the change of lighting conditions, the chaotic interference in the background, the shadow of the moving targets, and even the motion of the camera itself, all of which bring difficulties to the accurate and effective motion segmentation. Although the background subtraction method is mainly used in image motion segmentation, it is still an urgent problem to establish a reliable adaptive background model for dynamic changes of any complex environment.

(2) Effectively feature extraction and accurate recognition of moving targets. The effective extraction of moving target features in complex scenes is the premise of accurate target recognition. In video monitoring system, especially in outdoor video monitoring, usually the target contains few pixels, the target is ambiguous, the target form changes greatly, coupled with the projection deformation and geometric distortion, it is difficult to classify the target. How to choose the appropriate features to make the target classification to best resist the influence of these objective conditions is a difficult part of video monitoring technology.

(3) Occlusion processing in the tracking process. At present, most of the target motion analysis systems are unable to solve the problem of mutual occlusion and self-occlusion between targets, especially in the process of multi-target detection and tracking in the crowded state. In the case of occlusion, only part of the target is visible, and this process is untrainable. Therefore, the technology that simply relies on background subtraction to segment motion will no longer be reliable, and a better model must be able to deal with the correspondence between features and parts of the target in the case of occlusion. However, the general system cannot provide when to stop and restart the tracking of the target, i.e. the tracking initialization before and after occlusion lacks bootstrap method. The current method of interest is to use statistical characteristics to predict the target motion from the available image information.

In short, the target’s motion tracking, as a research field with important scientific significance and great application prospects in the field of computer vision, has attracted extensive attention from domestic industry and foreign academic circles, and has carried out a lot of research work, but there are still many theoretical and practical issues that need to be resolved, and further in-depth research work is needed.
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