Canonical Form of Lyapunov’s Second Method in Mathematical Modelling and Control Design
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Abstract. The objective of the paper is to put canonical Lyapunov function (CLF), canonizing diffeomorphism (CD) and canonical form of dynamical systems (CFDS), which have led to the generalization of the Lyapunov’s second method, in perspective of their high efficiency for Mathematical Modelling and Control Design. We show how the symbiosis of the ideas of Henri Poincaré and Nikolay Chetaev leads us to CD, CFDS and CLF. Our approach successfully translates into mathematical modelling and control design for special two-angles synchronized longitudinal maneuvering of a thrust-vectored aircraft. The essentially nonlinear five-dimensional mathematical model of the longitudinal flight dynamics of a thrust-vectored aircraft in a wing-body coordinate system with two controls, namely the angular deflections of a movable horizontal stabilizer and a turbojet engine nozzle, is investigated. The wide-sense robust and stable in the large tracking control law is designed. Its core is the hierarchical cascade of two controlling attractor-mediators and two controlling terminal attractors embedded in the extended phase space of the mathematical model of the aircraft longitudinal motion. The detailed demonstration of the elaborated technique of designing wide-sense robust tracking control for the nonlinear multidimensional mathematical model constitutes the quintessence of the paper.
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1 Introduction

The development of a general method of construction of Lyapunov functions for specific solutions of specific systems of ordinary differential equations has been a very stubborn problem for a long time. The front attack on it has proved to be ineffective. That is why the basic idea to try to solve the problem backwards or from behind has been undertaken. What does it mean? The front attack suggests to try to construct Lyapunov function for the original system that stays unchangeable for all the course of actions. But we can do it conversely. Assume that we have already some standard or canonical Lyapunov function (CLF) common for all systems. The next logical step can be to bring each of them to its specific standard (canonical) form by some transformation so that the one and canonical Lyapunov function bound together to be subject to the Lyapunov theorem. The transformation can be obtained through the first
integrals of the systems. Thus, the basic idea profits from two other ideas, which have been cultivated for many years. First, this is CLF. One should be noted that the idea to use CLF has been exploited for decades but the limited success was achieved only for some specific classes of simple nonlinear systems and never as certain general approach. See, for example, [1]-[3]. Second, the Chetaev’s idea of utilizing first integrals of systems to construct Lyapunov functions. The Chetaev’s idea has also received big attention for elaboration and implementation. See [4] - [7].

Technically, the solution to the problem of developing the general method of construction of Lyapunov functions has been found via introducing the concept of canonizing diffeomorphism (CD), canonical form of dynamical systems (CFDS) and canonical Lyapunov function (CLF), where the latter is the positive definite diagonal quadratic form [8]. The classic formulation of Lyapunov theorem of asymptotical stability, in which each different system requires different Lyapunov function to find, is replaced with the generalized one. It has introduced CLF that serves all the dynamical systems as some kind of one-for-all tester of stability. Fig. 1 illustrates the concept.

Fig. 1. Canonical Lyapunov function as a one-for-all tester for the stability of dynamical systems.

The mainstay of this theoretical approach is built on three backbones. First, this is the cascade of sequential flattening diffeomorphisms $\theta = \theta_1 \circ \ldots \circ \theta_n$ resulting to CD. The last one shapes up the canonical form of the dynamical system under study, which is the second one. The canonical form of Lyapunov functions is the third backbone. This technique has allowed to develop the general procedure of the investigation of the system stability using the concept of Lyapunov functions. The idea to solve the problem of stability in the canonical form is aimed at finding the most effective way of
extracting as much information of the system stability hidden in the right-hand sides of its differential equations as possible. For this purpose, the three-point Poincaré’s strategy of the investigation of differential equations and manifolds has been used.

2 Sketching out the use of CD, CFDS and CLF

Let the asymptotical stability of an integral curve \( x_t = M_{x_t} \cap M_{x_s} \) of the 2D non-autonomous system \( S \) in its original form \( \frac{dx}{dt} = f(t,x) \) be studied. Here \( \{ M_{x_t} \}_{t \in \mathbb{R}} \subset \mathbb{R}^2 \) are 2D invariant manifolds. The canonizing diffeomorphism \( \varphi(x) \) transforms \( x_t \) into CFDS \( \frac{dy}{dt} = f^2(t,y) \), \( \{ M_{y_t} \}_{t \in \mathbb{R}} \) into the invariant manifolds \( \{ M_{y_t} = \{ y_t = 0 \} \}_{t \in \mathbb{R}} \) and \( x_t \) into the integral curve \( y_t = (t, y = 0) \). The information of the stability of the system \( S \) stored in the right hand-sides of the differential equations of its canonical form \( S_y \) can be retrieved and used with CLF \( V = y_t^2 + y_s^2 \). To transfer the property of stability from the integral curve \( y_t \) of \( S_y \) to the one \( x_t \) of \( S_x \), the condition of convergency must be valid [8].

THE ILLUSTRATION OF ACTION OF CASCADE OF SEQUENTIAL FLATTENING DIFFEOMORPHISMS \( \Theta \) AND CANONIZING DIFFEOMORPHISM \( \varphi(x) \):

\( \Theta = \Theta_1 \circ \Theta_2 \), where \( \Theta_1 = \{(x_t, x_s) \rightarrow (x_t, y_s)\} \), \( \Theta_2 = \{(y_t, y_s) \rightarrow (y_t, y_s)\} \)

\( \Theta_1 \)

\( \Theta_2 \)

\( \varphi(x) \)

\( \Theta = \Theta_1 \circ \Theta_2 \)

Fig. 2. The diffeomorphism \( \varphi(x) \) flattens invariant manifolds, rectifies integral curves and translates them in a straight line starting from the origin point \((0,0,0)\).
For dynamical systems with control the latter gives us considerable latitude to make dynamical systems to assume the canonical form and to use CLF. To illustrate how to profit from this idea we will consider an elementary example. Let us have some physical system $S$ that in the space $\mathbb{R}^{3}_{t, x_1, x_2}$ can be described in the following form of 2D dynamical system

$$\frac{dx_1}{dt} = f_1(x_2) + u_1, \quad \frac{dx_2}{dt} = f_2(x_1) + u_2.$$

Our aim is to find the feedback control that transmutes a given curve $L = \{x_1 = \chi_1(t), \quad x_2 = \chi_2(t)\}$ into an asymptotically stable solution of $S$. If we successively apply to the system $S$ in $S_{x}$-form two following transformations $\theta = \theta_0 \circ \theta_1$, where $\theta_1 = \{x_1 = y_1 + \chi_1(t), \quad x_2 = y_2\}$, $\theta_2 = \{x_2 = y_2 + \chi_2(t), \quad y_1 = y_1\}$, we will get CFDS $S_\gamma$ of $S$ in the space $\mathbb{R}^{3}_{t, y_1, y_2}$

$$\frac{dy_1}{dt} = f_1(y_2 + \chi_2(t)) + u_1 - \frac{d\chi_1(t)}{dt} = F_1(t, y_2, u_1),$$
$$\frac{dy_2}{dt} = f_2(y_1 + \chi_1(t)) + u_2 - \frac{d\chi_2(t)}{dt} = F_2(t, y_1, u_2).$$

Actually, $\bar{\varphi}(\bar{\varphi}^{-1}) = \{x_1 = y_1 + \chi_1(t), \quad x_2 = y_2 + \chi_2(t)\}$ is canonizing diffeomorphism (CD) for $S_{\gamma}$-form of $S$. But the controls $(u_1, u_2)$ are free variables and if we introduce two functions $g_1(y_1)$ and $g_2(y_2)$, which we will endue with special quality later, compose the equations $\{F_1(t, y_2, u_1) = g_1(y_1),\quad F_2(t, y_1, u_2) = g_2(y_2)\}$ and solve them for $(u_1, u_2)$ correspondingly, we will receive

$$\begin{align*}
  u_1 &= g_1(y_1) - f_1(y_2 + \chi_2(t)) + \frac{d\chi_1(t)}{dt},
  u_2 &= g_2(y_2) - f_2(y_1 + \chi_1(t)) + \frac{d\chi_2(t)}{dt}.
\end{align*}$$

The system $S$ takes on CFDS $S_\gamma = \left\{ \frac{dy_1}{dt} = g_1(y_1), \quad \frac{dy_2}{dt} = g_2(y_2) \right\}$ due to the control laws constructed above that makes arbitrary curve $L$ integral one for $S_{\gamma}$. Now let

$$\begin{align*}
  &g_1(0) = 0, \quad \frac{dg_1}{dy_1} < 0 \forall y \in \mathbb{R},
  &g_2(0) = 0, \quad \frac{dg_2}{dy_2} < 0 \forall y \in \mathbb{R}.
\end{align*}$$

The two last conditions guarantee that CLF $V = y_1^2 + y_2^2$ provides the integral curve $L_{\gamma}$ of $S_{\gamma}$ -form of the system $S$ with asymptotical stability and it becomes one-dimensional attractor. In the space $\mathbb{R}^{3}_{t, x_1, x_2}$ for the original $S_{x}$-form of the system $S$ the control $(u_1, u_2)$ assumes the following shape

$$\begin{align*}
  u_1 &= g_1(x_1 - \chi_1(t)) + \frac{d\chi_1(t)}{dt} - f_1(x_2),
  u_2 &= g_2(x_2 - \chi_2(t)) + \frac{d\chi_2(t)}{dt} - f_2(x_1).
\end{align*}$$
We can clearly see that both of the above-written feedback control laws contain the components, $-f_1(x_2)$ and $-f_2(x_1)$, which cancel the right-hand sides of the corresponding equations of $S_x$-form, while the rest components are responsible for shaping the asymptotical stability of the curve $L_x$. The demonstrated modus operandi is the loose interpretation of the method of control design based on the topological techniques from the standpoint of Lyapunov functions developed in the early 1990s [9].

3 **Flight dynamics of a thrust-vectored aircraft: mathematical modelling and wide-sense robust control design by CLF**

The five-dimensional mathematical model of the longitudinal flight dynamics of a thrust-vectored aircraft in a wing-body coordinate system is governed by

\[
\begin{align*}
\frac{dv}{dt} &= \frac{p}{m} \cos(\alpha + \delta_p) - \frac{0.5 \rho v^2 S C_{Lx}}{m} - g \sin \theta = A_1(\bullet), \\
\frac{d\theta}{dt} &= \frac{p}{mv} \sin(\alpha + \delta_p) + \frac{0.5 \rho v^2 S C_{Lx}}{m} \frac{g}{\nu} \cos \theta = A_2(\bullet), \\
\frac{d\alpha}{dt} &= q - A_3(\bullet) \Leftrightarrow \left\{ \frac{d\theta}{dt} = q, \alpha = \theta - \theta \right\}, \\
\frac{dq}{dt} &= \frac{0.5 \rho v^2 S C_{n_m} + P(y_\tau + x_\tau \sin \delta_p)}{I_m}, \\
\frac{dh}{dt} &= v \sin \theta
\end{align*}
\]

where $(v, \theta, \alpha, q, h)$ are state variables, which initial values can vary within certain given limits. The expressions for aerodynamic coefficients are

\[
\begin{align*}
C_y &= C_{y_m} \sin(2\alpha) + C_{y\alpha} \delta_m, \quad C_x = C_{x_m} + kC_\tau^2, \\
C_n &= C_{n_m} \sin(2\alpha) + C_{n\alpha} \delta_m + C_{n\vartheta} \frac{\dot{q}}{\nu}
\end{align*}
\]

Here $v$ is airspeed, [$m/s$]; $\rho$ is atmospheric density, [$kg/m^3$]; $S$ is wing area, [$m^2$]; $g$ is gravitational constant, [$m/s^2$]; $m$ is mass of the aircraft, [$kg$]; $h$ is flight altitude, [$m$]; $\alpha$ is angle of attack, [rad]; $\theta$ is flight path angle, [rad]; $\{C_y, C_x, C_n\}$ are lift, drag and pitching moment aerodynamic coefficients of the aircraft respectfully; $I_m$ is pitch axis aircraft mass moment of inertia, [$kg\cdot m^2$]; $q$ is pitch attitude angle rate of the aircraft, [rad/s]; $\vartheta$ is pitch attitude angle, [rad]; $t$ is time, [s]; $l$ is mean aerodynamic chord, [$m$]. The standard model of the atmosphere is $\rho = 1.2256 \left(1 - 0.2257 \cdot 10^{-4} \cdot h\right)^{4.26}$. The controls are
• $\delta_a \in \left[-\overline{\delta_a};\overline{\delta_a}\right]$ in $[\text{rad}]$, aerodynamic control as the angular deflection of a movable horizontal stabilizer is at least continuous function of time;

• $\delta_p \in \left[-\overline{\delta_p};\overline{\delta_p}\right]$ in $\text{rad}$, jet engine control as the angular deflection of a turbo-jet engine nozzle is at least continuous function of time, $[\text{rad}]$;

• $P \in \left[P_{\text{min}}; P_{\text{max}}\right]$ in $\text{N}$, aircraft turbojet engine thrust is a controlling parameter as a step-function taking on an admissible constant value within a given time segment. This kind of functions can also simulate engine failures.

The control aim is to find feedback control laws for $\delta_a$ and $\delta_p$ that make the aircraft automatically track the given time program of the flight path angle in the form of

$\theta(t) = \theta(0) + \left(1 + \sin(\omega t)\right)$

with constant $\theta_{\text{ref}}$ and, at that, the pitch attitude angle must be equal to some given constant value during the entire maneuver, namely $\theta = \theta' = \text{const}$, regardless of the values of atmospheric density, atmospheric perturbations, aerodynamic coefficients, the value of thrust, aircraft weight, etc. The design of the tracking control will be done with the assumption that $C_{Y_a} \equiv 0$. This means that we will have used the simplified mathematical model to synthesize the control laws but we will utilize it for the original one (1) with $C_{Y_a} \neq 0$. This move definitely makes the problem of the control design much easier to solve. In fact, we cancel only one term, namely $C_{Y_a} \delta_a$, in the equations of the original model and the degree of complexity of the problem of designing the control drops dramatically. The computer simulation shows that the tactic does the trick via the wide-sense robustness provided by the designed control law that ensures mutual adequacy of the original and simplified mathematical models. By it we mean that the same control applied to both the approximate models of the thrust-vector aircraft maneuvering produces the topologically equivalent phase spaces with quantitative differences being within certain imposed limits.

We will employ the same control design procedure, consisting of four stages, similar to the one used for the 2D system in Section 2. Four control law coefficients $(a_i < 0)_{i=1}^{i=4} \in \mathbb{R}$ will be introduced one-by-one through the stages.

Thus, first, we will use the simplified version of the original model governed by the system of equations (1) with

$$
\begin{align*}
C_y = C_{Y_a} \sin(2\alpha), & \quad C_x = C_{X_a} + kC_y^2, & \quad C_m = C_{m_a} \sin(2\alpha) + C_{G_\delta} \delta + C_{G_q} \frac{L}{q}
\end{align*}
$$

instead of (2) simply by setting the coefficient $C_{Y_a}$ equal to zero in it. It will have its effect on the system (1) via the right-hand side $A_i(\ast)$ of differential equation for $\theta$. 

\[\text{}\]
Second, we define our terminal manifolds, onto which the system (1)-(3) should be brought. They are the one-codimensional manifolds as follows

1. The first one is \( M_\theta = \{ \theta = \theta_n \cdot [1 + \sin(\omega t)] \} \).

2. The second one is \( M_\vartheta = \{ \vartheta = \vartheta' \} \), where \( \vartheta' = \text{const} \).

The CLF \( V = \vec{V}^2 + \vec{J}^2 \) will ensure the asymptotical stability of CFDS (1)-(3) with respect to part of the variables \( (\vec{\theta}, \vec{\vartheta}) = \vec{\omega}^{-1}(\theta, \vartheta) \).

**Stage 1.** Forming the first terminal attractor that will represent the given time program of the flight path angle \( \theta = \theta(t) = \theta_n \cdot [1 + \sin(\omega t)] \).

On this stage we turn the first one-codimensional terminal manifold \( M_\theta \) into the attractor via the angle of attack \( \alpha \) that will act as a controlling function on the flight path angle \( \theta \) under the influence of the corresponding control laws for \( \delta_p \) and \( \delta_a \).

**Stage 1 - Step 1.** Changing the variable \( \theta \) for the new one \( \overline{\theta} \) in the system (1):

\[
\overline{\theta} = \overline{\theta} + \theta_n \cdot [1 + \sin(\omega t)] , \quad \frac{d\overline{\theta}}{dt} = \frac{d\theta}{dt} + \theta_n \cdot \omega \cdot \cos(\omega t).
\]

Thus, we obtain the differential equation for the new variable \( \overline{\theta} \):

\[
\frac{d\overline{\theta}}{dt} = \frac{P}{mv} \sin(\alpha + \delta_p) + \frac{0.5 \rho v S C_v \sin(2\alpha)}{m} - \frac{g}{v} \cos(\overline{\theta} + \theta_n \cdot [1 + \sin(\omega t)]) - \theta_n \cdot \omega \cdot \cos(\omega t).
\]

**Stage 1 - Step 2.** Forming the right-hand side of the differential equation:

\[
\frac{P}{mv} \sin(\alpha + \delta_p) + \frac{0.5 \rho v S C_v \sin(2\alpha)}{m} - \frac{g}{v} \cos(\overline{\theta} + \theta_n \cdot [1 + \sin(\omega t)]) - \theta_n \cdot \omega \cdot \cos(\omega t) = \alpha \cdot \overline{\theta}.
\]

**Stage 1 - Step 3.** Making the inverse change of the variable \( \overline{\theta} \) back to \( \theta \):

\[
\theta = \theta - \theta_n \cdot [1 + \sin(\omega t)] .
\]

We receive the following functional equation

\[
A_v'(\overline{\theta}) - \theta_n \cdot \omega \cdot \cos(\omega t) - a_v \cdot (\theta - \theta_n \cdot [1 + \sin(\omega t)]) = 0,
\]

where \( A_v'(\overline{\theta}) = \frac{P}{mv} \sin(\alpha + \delta_p) + \frac{0.5 \rho v S C_v \sin(2\alpha)}{m} - \frac{g}{v} \cos(\theta) \).

This very important equation can be solved for the angle of attack \( \alpha \) only by means of the numerical method. Let us designate its solution \( \alpha = \varphi(t, P, m, \delta_p, h, \theta, \omega, a_v) \).

**Stage 2.** Forming the first intermediate attractor \( M_\alpha \) defined by the expression (5) that will transfer the sought control to the terminal manifold \( M_\theta \) through the angle of attack \( \alpha \). At this stage we define the one-codimensional manifold
which is turned in the attractor by the corresponding control laws for \( \delta_p \) and \( \delta_m \).

**Stage 2 - Step 1.** Changing the phase variable \( \alpha \) for the new one \( \bar{\alpha} \):

\[
\alpha = \bar{\alpha} + \phi(t, P, m, v, \delta_p, h, \theta, \omega, a_i).
\]

For the derivative we have:

\[
\frac{d\alpha}{dt} = \frac{d\bar{\alpha}}{dt} + \frac{d\phi(t, P, m, v, \delta_p, h, \theta, \omega, a_i)}{dt}.
\]

Thus, we obtain the differential equation for the new variable \( \bar{\alpha} \):

\[
\frac{d\bar{\alpha}}{dt} = q - \frac{P}{mv} \sin \left( [\bar{\alpha} + \phi(t, P, m, v, \delta_p, h, \theta, \omega, a_i)] + \delta_p \right) + \frac{g}{v} \cos \theta - \frac{d\phi(t, P, m, v, \delta_p, h, \theta, \omega, a_i)}{dt} - \frac{0.5\rho v SC_y \sin \left( 2 [\bar{\alpha} + \phi(t, P, m, v, \delta_p, h, \theta, \omega, a_i)] \right)}{m}.
\]

**Stage 2 - Step 2.** Forming the right-hand side of the differential equation:

\[
q - \frac{P}{mv} \sin \left( [\bar{\alpha} + \phi(\bullet)] + \delta_p \right) - \frac{d\phi(\bullet)}{dt} - \frac{\rho v SC_y \sin \left( 2 [\bar{\alpha} + \phi(\bullet)] \right)}{m} + \frac{g \cos \theta}{v} = a_2 \bar{\alpha}.
\]

**Stage 2 - Step 3.** Making the inverse change of the variable \( \bar{\alpha} \):

\[
\bar{\alpha} = \alpha - \phi(t, P, m, v, \delta_p, h, \theta, \omega, a_i).
\]

We receive the following functional equation:

\[
q - A'_s(\bullet) - \frac{d\phi(t, P, m, v, \delta_p, h, \theta, \omega, a_i)}{dt} = a_2 \left[ \alpha - \phi(t, P, m, v, \delta_p, h, \theta, \omega, a_i) \right].
\]

We can solve this equation for \( q \). We have:

\[
q = a_2 \left[ \alpha - \phi(t, P, m, v, \delta_p, h, \theta, \omega, a_i) \right] + A'_s(\bullet) + \frac{d\phi(t, P, m, v, \delta_p, h, \theta, \omega, a_i)}{dt}.
\]

**Stage 3.** Forming the second terminal attractor \( M_\delta \) that will represent the given time program of the pitch attitude angle \( \dot{\theta} \), namely \( \dot{\theta} = \dot{\theta}' \).

At this stage we turn the second one-codimensional terminal manifold \( M_\delta \) into the attractor with the help of the angular deflection of a turbojet engine nozzle \( \delta_p \).

**Stage 3 - Step 1.** Changing the phase variable \( \theta \) for the new one \( \bar{\theta} \):

We have \( \theta = \bar{\theta} + \theta' \) and its derivative is

\[
\frac{d\bar{\theta}}{dt} = \frac{d\theta}{dt} = \frac{d\alpha}{dt} + \frac{d\theta}{dt}.
\]

We receive the following differential equation

\[
\frac{d\bar{\theta}}{dt} = q \quad \text{for} \quad \bar{\theta}, \text{ where } q \text{ satisfies (7)}.
\]

**Stage 3 - Step 2.** Forming the right-hand side of the differential equation:

\[
q = a_2 \bar{\theta}.
\]

**Stage 3 - Step 3.** Making the inverse change of the variable \( \bar{\theta} \) back to \( \theta \).

Let us return to the original phase variable \( \theta \) through the expression \( \bar{\theta} = \theta - \theta' \), which we obtain from (7) we obtain the functional equation:
\[ a_i(\beta - \theta') = a_2[\alpha - \varphi(*)] + A_i(*) + \frac{d\varphi(*)}{dt}, \quad (9) \]

where \( \frac{d\varphi(*)}{dt} = \sum \frac{\partial \varphi(*)}{\partial t} \frac{dt}{dt} + \sum \frac{\partial \varphi(*)}{\partial v} \frac{dv}{dt} + \sum \frac{\partial \varphi(*)}{\partial h} \frac{dh}{dt} + \sum \frac{\partial \varphi(*)}{\partial \varphi} \frac{d\varphi}{dt} + \sum \frac{\partial \varphi(*)}{\partial \delta_p} \frac{d\delta_p}{dt} \) and \( \varphi(*) = \varphi(t, P, m, v, \delta_p, h, \theta, \omega, a_i). \)

The equation (9) can be solved for \( \frac{d\delta_p}{dt} \) and thus we obtain the control law for the angular deflection of a turbojet engine nozzle \( \delta_p \) in the differential form:

\[ \frac{d\delta_p}{dt} = \left[ \frac{\partial \varphi(*)}{\partial t} \right]^{-1} \times \left[ a_i(\beta - \theta') - a_2[\alpha - \varphi(*)] - A_i(*) - W_0 \right], \quad (10) \]

Stage 4. Forming the second intermediate attractor \( M_q \) that will transfer the sought control to the first terminal manifold \( M_\theta \) through the phase variable \( q \). The one-codimensional manifold \( M_q \) is defined by the equation (7), namely:

\[ M_q = \left\{ q = a_2[\alpha - \varphi(*)] + A_i(*) + \frac{d\varphi(*)}{dt} \right\}. \]

Stage 4 - Step 1. Changing the phase variable \( q \) for the new one \( \bar{q} \):

\[ q = \bar{q} + a_2[\alpha - \varphi(*)] + A_i(*) + \frac{d\varphi(*)}{dt}. \]

For the derivative we have:

\[ \frac{d\bar{q}}{dt} = \frac{dq}{dt} + a_2 \left( \frac{d\alpha}{dt} + \frac{d\varphi(*)}{dt} + \frac{dA_i(*)}{dt} + \frac{d^2\varphi(*)}{dt^2} \right). \]

The new differential equation for \( \bar{q} \) has the following look:

\[ \frac{d\bar{q}}{dt} = \frac{1}{I_x} \left( 0.5 \rho v^2 S \left[ C_{m_\delta} \sin(2\alpha) + C_{m_\delta} \delta_p + W_1 \right] + P(v_\delta + x_\delta \sin \delta_p) \right) - a_2 \left( \frac{d\alpha}{dt} + \frac{d\varphi(*)}{dt} + \frac{dA_i(*)}{dt} \right) - \frac{d^2\varphi(*)}{dt^2}, \]

where \( W_1 = C_{m_\delta} \frac{1}{v} \left( \bar{q} + a_2(\alpha - \varphi(*)) + A_i(*) + d\varphi(*) \right). \)
Stage 4 - Step 2. Forming the right-hand side of the differential equation:

\[
\frac{1}{I_{zz}} \left\{ 0.5 \rho v^2 S l \left[ C_{nw} \sin (2\alpha) + C_{nw} \delta_n + W_1 \right] + P \left( y_p + \delta_p \right) \right\} - a_2 \left( \frac{d\alpha}{dt} - \frac{d\varphi(\cdot)}{dt} \right) - \frac{dA'_i(\cdot)}{dt} - \frac{d^2\varphi(\cdot)}{dt^2} = a_3 \ddot{\alpha}. \tag{11}
\]

Stage 4 - Step 3. Making the inverse change of the variable \( q \) back to \( q' \).

To return to the initial phase variable \( q \) we use the following expression:

\[
\ddot{\varphi} = \dot{q} - a_2 \left[ \alpha - \varphi(\cdot) \right] - A'_i(\cdot) - \frac{d\varphi(\cdot)}{dt}. 
\]

We have the functional equation

\[
\frac{1}{I_{zz}} \left\{ 0.5 \rho v^2 S l \left[ C_{nw} \sin (2\alpha) + C_{nw} \delta_n + C_{nw} \frac{l}{v} \right] + P \left( y_p + \delta_p \right) \right\} - a_2 \left( \frac{d\alpha}{dt} - \frac{d\varphi(\cdot)}{dt} \right) - \frac{dA'_i(\cdot)}{dt} - \frac{d^2\varphi(\cdot)}{dt^2} = a_3 \left\{ q - a_3 \left[ \alpha - \varphi(\cdot) \right] - A'_i(\cdot) - \frac{d\varphi(\cdot)}{dt} \right\}. 
\]

Solving this equation for \( \delta_n \) and we get the control law for the aerodynamic control:

\[
\delta_n = \frac{1}{C_{nw}} \left\{ \frac{1}{0.5 \rho v^2 S l} \left[ I_{zz} (W_2 + W_3) - P \left( y_p + \delta_p \right) \right] - W_3 \right\}, \tag{12}
\]

where \( W_2 = a_3 \left\{ q - a_3 \left[ \alpha - \varphi(\cdot) \right] - A'_i(\cdot) - \frac{d\varphi(\cdot)}{dt} \right\}, \ W_3 = C_{nw} \sin (2\alpha) + C_{nw} \frac{l}{v} , \ W_4 = C_{nw} \sin (2\alpha) + C_{nw} \frac{l}{v} \).

Ultimately, the expressions (10) and (12) present the wide-sense robust tracking feedback control laws for \( \delta_p \) and \( \delta_n \) respectively making \( M_\theta \) and \( M_\vartheta \) the stable invariant manifolds for system (1)-(2) and the asymptotically stable invariant manifolds or attractors for system (1)-(3) with \( V_\theta = \ddot{\theta}^2 + \dot{\theta}^2 \). The control aim is attained through two intermediate attractors \( M_\alpha \) and \( M_\beta \) also created by \( \delta_p \) and \( \delta_n \). The results of the computer simulation and its analysis can be found in [10].

4 Conclusion

The canonical form of Lyapunov’s second method requires the manipulations with the right-hand sides of ordinary differential equations as the starting point of the procedure. This fact arms the researcher with the opportunity to profit if they include controlling functions. The latter are the certain degrees of freedom to be handled of the researcher’s choice. Knowledge of first integrals is a rare bird for nonlinear equations. And this is a huge stumbling block to proceed. But the controlling functions, which are free to be chosen within a given constrains, practically annihilate this impedance.
This fact allows us to design two sought wide-sense robust and stable in the large tracking control laws. Their structure organized as the two-stage cascade of four attractors is given below.

![Diagram](image_url)

**Fig. 3.** The two-stage cascade of four attractors embedded in the motion space of the 5D nonlinear mathematical model of the maneuvering of the thrust vectored aircraft being under the designed tracking control laws for the angular deflection of a turbojet engine nozzle (10) and the angular deflection of a movable horizontal stabilizer (12) that ensure wide-sense robustness and stability in the large of the flight dynamics.
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