A FUNDAMENTAL PROBABILISTIC FUZZY LOGIC FRAMEWORK SUITABLE FOR CAUSAL REASONING
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Abstract. In this paper, we introduce a fundamental framework to create a bridge between Probability Theory and Fuzzy Logic. Indeed, our theory formulates a random experiment of selecting crisp elements with the criterion of having a certain fuzzy attribute. To do so, we associate some specific crisp random variables to the random experiment. Then, several formulas are presented, which make it easier to compute different conditional probabilities and expected values of these random variables. Also, we provide measure theoretical basis for our probabilistic fuzzy logic framework. Note that in our theory, the probability density functions of continuous distributions which come from the aforementioned random variables include the Dirac delta function as a term. Further, we introduce an application of our theory in Causal Inference.
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1. Introduction

First, we briefly explain our motivations to create a Probabilistic Fuzzy Logic (PFL) framework. Deep Learning Algorithms with their incredible achievements such as very high precision results in some specific tasks are at the center of the weak Artificial Intelligence [9]. Deep Learning Algorithms fail when it comes to reasoning as pointed out by Madan et al [21], Pearl [25], and Faghihi et al [10]. In order to equip the machine with reasoning (e.g., Causal Reasoning), Faghihi et al [9, 10] suggest that we need to improve Non-Classical Logics’ drawbacks and then integrate them with Deep Learning Algorithms.

In this paper, we focus on an integration of Fuzzy Logic and Probability Theory in order to create a PFL framework. Let’s see a simple problem that can be solved by our PFL. Assume that we intend to allow only datapoints with the attribute high to be selected by a system (such as a neural network). Here, high is vague and could be considered as a fuzzy attribute. We suggest a probabilistic fuzzy approach to deal with the aforementioned problem (see Section 6). Also, using our PFL theory, we can answer questions such as the following:

"Given a fuzzy attribute (i.e., low) of $X = \{1, ..., 10\}$, what is the probability of a randomly selected element from $X$ being equal to 3, and 3 is low?"

We believe that properly answering the above question could help the field of Causal Reasoning. Roughly speaking, we associate a random variable $\xi_{X,\text{low}}$ to the above question, and the answer is $P(\xi_{X,\text{low}} = 3)$. We use this type of random variables to define a fuzzy average treatment effect formula in Section 9.

Apart from problems concerning Deep Learning Algorithms, our theory could also be used in Qualitative Research and Quantitative Research (which is out of the scope of this paper) [17]. For instance, assume that a market researcher has conducted a survey. The questionnaire includes different types of questions such as demographic questions, multiple choice questions, and Likert scale questions [4]. A Likert scale question is used to measure beliefs and opinions in a scale such as integers from 0 to 20 [18]. The market researcher could fuzzify the interval $[0, 20]$ by using different fuzzy attributes such as low, medium and high. Then to select for instance high responses, one could apply our PFL theory (see Section 6).

Now, we explain the organization of this paper. First, we provide the related works and their drawbacks in Section 2. In this section, we divide most known previous PFLs into three categories: 1) Zadeh’s theory, 2) Meghdadi and Akbarzadeh’s theory, 3) Buckley’s theory. Indeed, to the best of our knowledge, other PFLs have been created following one of the above categories. In Section 3, we provide some basic ideas of Probability Theory, especially the main philosophical interpretations of Probability Theory. We dedicate this section to the subjective nature of some probability distributions discussed in the next sections. Also, we justify why we use a measure theoretical approach to construct our PFL. Section 4 is devoted to some basic concepts in the fuzzy literature required for the rest of this paper. Indeed, we define a fuzzy set and explain what we mean by a fuzzy attribute. In Section 5, some terminology of Causal Inference are discussed. Then, the fundamental problem of Causal Inference is given, especially the average treatment effect as an estimand for
the treatment effect of an intervention is defined. Further, the ignorability condition is explained as an assumption to overcome the fundamental problem of Causal Inference. Section 6 is devoted to some motivations and the problem setting of this paper. Indeed, one problem is how to feed a system by numerical values that satisfy a fuzzy attribute. Another problem is the assignment mechanism in Causal Inference in the case that we intend to assign for instance low, medium or high treatments to the units. In Section 7, we build up our PFL framework in discrete case. Indeed, we define a two-steps random experiment, called Experiment (⋆). Then, for any element x and a fuzzy attribute A of the sample space, we associate a binary random variable ξx,A to the second step of the experiment. Also, we associate a random variable ξX,A to the whole process, where X is the identity random variable defined on the sample space. Further, we provide several formulas for expected values and conditional probability distributions derived from these newly defined random variables.

In Section 8, we introduce several possible models derived from our PFL framework. Since P(x is A) is subjective in our theory, it could be based on the degree of ”x satisfying A”. Hence, some of the introduced models are based on membership degrees, which come from Fuzzy Logic. Further, we explain how to obtain P(y is B|x is A) in the so-called standard models. Section 9 is devoted to the application of our PFL framework in Causal Inference. In this section, we explain an assignment mechanism using ξT,A, where T is a treatment and A is a fuzzy attribute. Further, we define a fuzzy version of the average treatment effect with respect to any pair belonging to for instance {low, medium, high}. This fuzzy version is based on the idea stating that to measure the causal effect of a treatment it suffices to measure the difference between the patients’ conditions when they receive high treatments versus low treatments. We also have an alternative for the ignorability condition to solve the fundamental problem of Causal Inference supported by providing an experiment. In Section 10, we provide a measure theoretical basis for our theory, which is followed by creating our PFL framework in continuous case. Indeed, the probability density function of ξX,A includes the Dirac delta function as a term, when X is a continuous random variable. In Section 11, we explore the relationship between Zadeh and our PFL frameworks by addressing some main definitions. Next, Section 12 is devoted to the conclusion of this paper. In this section, we briefly justify the purposes of this paper and compare our constructed PFL framework to the previous ones. Our future works and also some recommendations for other researchers are provided in this section as well. Finally, we provide some appendices as a map to define Probability Theory as an application of Measure Theory. To do so, we start with Appendix A, where we introduce Topology, which makes it possible to define Borel sets and measures. Then, in Appendix B, we very briefly explain everything in Measure Theory required to define different basic concepts in Probability Theory. In Appendix C, we explain measure theoretical definitions of different basic concepts in Probability Theory such as probability measures, random variables, expected values, joint distributions, conditional distributions, discrete random variables and continuous random variables. In Appendix D, we define generalized distributions, which include both discrete and continuous distributions by using the Dirac delta function.
2. Related Works

Most of the current PFLs are based on the followings:

(1) Zadeh [29], assumed that the events are fuzzy and defined the probability of an event using its membership function. However, Zadeh’s theory cannot answer the “and being equal to 3” part of the following question:

**Question 2.1.** Given a fuzzy attribute (i.e., low) of $X = \{1, ..., 10\}$, what is the probability of a randomly selected element from $X$ being equal to 3, and 3 is low?

In [13], Gudder followed Zadeh’s work and constructed his PFL by postulating the imprecision in observing outcomes using some terminology in Quantum Mechanics. Hence, he replaced events and random variables in crisp probability theory by fuzzy events (or effects) and fuzzy random variables (or observables), respectively. In this theory, a probability function on a $\sigma$-algebra of effects is interpreted as a state of the system. Finally, Gudder provides some applications of his PFL in Quantum Mechanics and Pattern Recognition. Gudder’s work suffers from the same drawbacks as Zadeh’s theory.

To compare some concepts of Zadeh’s PFL to our PFL, see Section 11.

(2) Meghdadi and Akbarzadeh [22] assumed that in probabilistic fuzzy logic the membership function is a random variable. For reasoning, the authors considered probabilistic fuzzy rules followed by applying a Mamdani’s min-max system. However, in this theory there is no thorough explanation on how to handle membership functions in fuzzy logic as random variables in Probability Theory. In addition, there is no clear explanation of where to use the membership functions as random variables in their proposed reasoning system.

(3) In [5], Buckley used crisp probabilities to calculate probabilities as fuzzy numbers. More concretely, he determined the fuzzy numbers corresponding to the probabilities of the events by giving the freedom to select crisp probabilities which are the probabilities of the sample points. Indeed, Buckley defined the probability as a triangular-shaped fuzzy number using confidence intervals for vagueness of the events [8]. However, in this theory, computing the probability of an event strongly depends on selecting the sample points out of that event, resulting in complex computations including some constraints.

3. Probability Theory

In this section, we briefly explain main different interpretations in Probability Theory. Then, we justify why we use measure theory in this paper. There are two main types of interpretation for Probability Theory, one is physical and another one is based on evidences. These two categories are briefly introduced in the next two following subsections. To study more about different interpretations of Probability Theory, see [12] or for a brief explanation, see [20].
3.1. **Physical Interpretations.** These types of interpretations are based on random physical systems, and hence they are *objective*. There are different types of physical interpretations each having its own branches. In the following, we briefly explain the two main categories of physical interpretations.

3.1.1. **Relative Frequencies Interpretation.** Based on this interpretation, to determine the probability of an event $E$ (a set of some possible outcomes) in a random experiment, we conduct a sequence of the random experiment and compute the relative frequency of observing $E$ after each trial. This interpretation is based on that these relative frequencies tend to a unique number, which will be considered as the probability of observing $E$. Let's clarify the frequency point of view by a simple example. In tossing a coin experiment, the probabilities of appearing Head or Tail are determined by many times repeating the experiment. Indeed, the probability of appearing Head is approximated to be the number of times we observe Head divided by the number of times we toss the coin.

3.1.2. **Propensity Interpretation.** This interpretation states that the probabilities of events come from physical properties and their causal connections with the random experiment. In this interpretation, the physical properties of the events directly influence the outcome. For instance, tossing an unfair coin reveals different probability values for Head and Tail, since it comes from its physical properties. This interpretation is connected to the relative frequency interpretation in the way that we might compute probability values by relative frequencies. This does not happen always, since it might not be possible to repeat an experiment (e.g., the probability of a war between two certain nations). The motivation of this approach is Quantum Mechanics in problems such as the probability that a radioactive atom decays after a certain time.

3.2. **Evidential Interpretations.** In contrast, the evidential probability interpretation associates probability values to an event based on how current evidences support the occurrences of the event.

3.2.1. **Subjective Interpretation.** In this interpretation, also called the Bayesian interpretation, probability values are determined by the degrees of beliefs. It is assumed that the degrees of beliefs are somehow *coherent* in a process that simulates any probability problem to a lottery. Here, being coherent means trying not to lose. Since we would like to use experiences, the Bayes rule is essential in this interpretation. Some situations are mostly fit to subjective interpretations compared to the others. For instance, the probability of someone being robbed is a kind of degree of belief and could be more and more accurate by considering more and more evidences.

3.2.2. **Logical Interpretation.** Consider the following types of inferences: *Deductive* and *Inductive*. In the deductive inference, premises could certainly determine the truth of a conclusion. In contrast, it is not possible in some situations to determine the truth of a conclusion, while in inductive inference we can find the probability
of occurring such a conclusion. Logical interpretations deals with inductive logical systems.

3.3. Kolmogorov Axioms. These axioms are the foundations of Probability Theory and make it possible to use mathematical tools in this area. These axioms state that a function on the set of events of a random experiment is a probability measure, whenever it satisfies the followings:

1. \( P(E) \geq 0 \) for any event \( E \).
2. \( P(\Omega) = 1 \), where \( \Omega \) is the set of all possible outcomes (or the sample space).
3. \( P(\bigcup_{n=1}^{\infty} E_n) = \sum_{n=1}^{\infty} P(E_n) \) for any family \( \{E_n\}_{n=1}^{\infty} \) of events.

Several fundamental results can be derived from the above axioms. For instance, the second and the third axioms yield that \( P(\Omega \setminus E) = 1 - P(E) \), where throughout this paper by \( \Omega \setminus E \) we mean the complement of \( E \) in \( \Omega \).

3.4. Measure Theoretical Probability Theory. Measure theory is a broad branch of mathematics mostly developed to generalize the concepts of length, area, volume, and integral. However, the Kolmogorov axioms are the properties of a measure with the additional condition that the measure of the whole space is 1. We have provided a detailed map in the appendices, which starts with Topology, and continues with Measure Theory and Probability Theory to see how precisely all these are connected to each other.

3.5. Our Approach. In this paper, we use the measure theoretical approach as a basis for our PFL. While probability interpretations are philosophical point of views, Probability measures must satisfy Kolmogorov axioms no matter which probability interpretation has been used. Otherwise, we are not able to systematically work on Probability Theory using suitable math tools. Besides, in a classical point of view, probability distributions are either discrete or continuous, while in this paper we frequently deal with mixed ones. A measure theoretical approach provides a framework to deal with all possible probability distributions. This is why we choose the general approach of working with measure theory.

4. Fuzzy Preliminaries

In this section, first we briefly talk about fuzzy sets. Then, we explain what we mean by a fuzzy attribute. Finally, we see some basic information about t-norms, which are operators on fuzzy sets and essential for the rest of this paper.

4.1. Fuzzy Sets. Let \( \Omega \) be a set and \( A \) be a subset of \( \Omega \). One could associate a function \( 1_A : \Omega \to \{0, 1\} \), which sends any element of \( A \) to 1 and the other elements to 0. We note that there is a one-to-one correspondence between \( \mathcal{P}(\Omega) \), the set of all subsets of \( \Omega \) (or the powerset of \( \Omega \)), and the set of all functions \( f : \Omega \to \{0, 1\} \). Hence, we can identify a subset \( A \) of \( \Omega \) with \( 1_A \). A generalization of the concept of a subset comes from investigating the above identification. Indeed, we call any function \( f : \Omega \to [0, 1] \) a fuzzy subset of \( \Omega \), where \([0, 1]\) is the set of all real numbers not lower than 0 and not greater than 1.
Figure 1. Fuzzy attributes "low", "medium" and "high" for \( \Omega = [0, 10] \). Note that \( \omega = 4 \) is low, medium and high with the membership degrees of 0.2, 0.8 and 0, respectively.

4.2. Fuzzy Attributes. In practice, fuzzy sets usually come from fuzzy attributes. Roughly speaking, we define a fuzzy attribute as a vague attribute without precise boundaries. For instance, high could be considered as an attribute of the interval \([0, 10]\), and it is weird if we say that 8 is high but 7.99 is not! Now, let \( \Omega \) be a set and \( A \) be a fuzzy attribute of \( \Omega \). Then, we can associate a fuzzy set \( \mu_A : \Omega \to [0, 1] \), called the membership function of \( A \), in such a way that we interpret \( \mu_A(\omega) \) as the membership degree of \( \omega \) to be \( A \). For an example of fuzzy attributes and their corresponding membership functions, see Figure 1.

4.3. \( t \)-norms. Let \( \Omega \) be a set. Assume that \( A \) and \( B \) are two fuzzy attributes of \( \Omega \). A natural way to associate a membership function which satisfies both attributes \( A \) and \( B \) is using \( t \)-norms. Indeed, a \( t \)-norm is a function \( T : [0, 1] \times [0, 1] \to [0, 1] \) satisfying the following properties for any \( a, b, c, d \in [0, 1] \):

- \( T \) is commutative: \( T(a, b) = T(b, a) \),
- \( T \) is associative: \( T(a, T(b, c)) = T(T(a, b), c) \),
- 1 is an identity element: \( T(a, 1) = a \), and
- \( T \) is an increasing function in the following sense: \( T(a, b) \leq T(c, d) \) whenever \( a \leq c \) and \( b \leq d \).

In the following, several \( t \)-norms are given:
\( T_{\min}(a, b) = \min\{a, b\} \quad \text{minimum } t\text{-norm} \)

\( T_{\text{prod}}(a, b) = ab \quad \text{product } t\text{-norm} \)

\( T_{\text{Luk}}(a, b) = \max\{0, a + b - 1\} \quad \text{Łukasiewicz } t\text{-norm} \)

\[
T_D(a, b) = \begin{cases} 
b & , a = 1 \\
a & , b = 1 \\
0 & , \text{otherwise} \end{cases} \quad \text{Drastic } t\text{-norm}
\]

\[
T_{\text{nM}}(a, b) = \begin{cases} 
\min\{a, b\} & , a + b > 1 \\
0 & , \text{otherwise} \end{cases} \quad \text{Nilpotent Minimum } t\text{-norm}
\]

\[
T_{\text{Hu}}(a, b) = \begin{cases} 
0 & , a = b = 0 \\
\frac{ab}{a + b - ab} & , \text{otherwise} \end{cases} \quad \text{Hamacher Product } t\text{-norm}
\]

Also, there are parametric \( t\)-norms such as the followings:

\[
T_{\text{AA}}^p(x, y) = \begin{cases} 
T_D(x, y) & , p = 0 \\
\exp(-(|\log x|^p + |\log y|^p)^{\frac{1}{p}}) & , 0 < p < \infty \\
T_{\min}(x, y) & , p = \infty 
\end{cases} \quad \text{(Aczél–Alsina } t\text{-norms)}
\]

\[
T_{\text{SW}}^p(x, y) = \begin{cases} 
T_D(x, y) & , p = -1 \\
\max\left\{0, \frac{x + y - 1 + pxy}{1 + p}\right\} & , -1 < p < \infty \\
T_{\text{prod}}(x, y) & , p = \infty 
\end{cases} \quad \text{(Sugeno–Weber } t\text{-norms)}
\]

Now, let \( T \) be a \( t\)-norm. Then, we can define the fuzzy set associated to the fuzzy attribute "\( A \& B \)" (or "\( A \cap B \)" as follows:

\[ \mu_{A \& B}(\omega) = T(\mu_A(\omega), \mu_B(\omega)). \]

5. Causal Inference

"In Causal Inference, one reasons to the conclusion that something is, or is likely to be, the cause of something else [27]." For example, a researcher may want to find out if a specific pill is effective against insomnia. The causal effect of the pill against insomnia could be computed as the difference between the patient’s condition in the following cases: taking the pill, and not taking the pill. Let’s see some terminologies here. In the above example, we have the following definitions:

- The patient is called a unit, that is a member of a sample. We note that samples are selected from a target population.
- Taking the pill is called the (active) treatment or the intervention.
- Not taking the pill is called the control.
- The set of all units that receive the treatment is called the treatment group.
- The set of all units under control is called the control group.
• The patient’s condition for both treatment and control states are called \textit{potential outcomes}.

To have a significant result in a causal inference, we may have the following assumption:

• \textit{(Consistency Condition)} We assume that the treatment level for all units in the treatment group is the same qualitatively and quantitatively.

We note that to measure the causal effect of the treatment for a unit, we have to do the following procedure:

• The unit receives the treatment at the time \(t_1\) and the potential outcome associated to the treatment is measured at the time \(t_2\).
• The unit receives the control at the time \(t_1\) and the potential outcome associated to the control is measured at the time \(t_2\).

However, it is not possible to measure both treatment and control potential outcomes for a unit simultaneously. Hence, for a period of time, only one of the above potential outcomes could be measured for the unit, and the other one remains missing. This issue is called the fundamental problem of Causal Inference. The measured potential outcome is called the \textit{observed} or the \textit{factual outcome}, and the missing potential outcome is called the \textit{counterfactual outcome}.

Now, consider the problem of measuring the causal effect of the pill against insomnia in a large enough population. To do so, we can measure the average treatment effect of taking the pill against insomnia.

Let’s fix some notations. We denote the random variables associated to the treatment, the potential outcome corresponding to the active treatment, the potential outcome corresponding to the control, and the observed outcome by \(T\), \(Y(1)\), \(Y(0)\) and \(Y\), respectively. Hence, the average treatment effect of taking the pill against insomnia is \(E(Y(1) - Y(0))\). To solve the issue arising from the fundamental problem of Causal Inference, one way is considering the following assumption:

• \textit{(Ignorability Condition)} We assume that taking the treatment for a unit does not effect the potential outcomes for that unit and the others. In other words, \(Y(0)\) and \(Y(1)\) are independent given \(T\) (one might see some slightly different definitions for the ignorability condition in other contexts).

Then, a \textit{random assignment} mechanism could be used for which a group of people are selected as the treatment group and the others as the control group.

Now, let us assume that the ignorability condition is satisfied. Then,

\[
E(Y(1) - Y(0)) = E(Y(1)) - E(Y(0)) \\
= E(Y(1)|T = 1) - E(Y(0)|T = 0) \\
= E(Y|T = 1) - E(Y|T = 0).
\]

The latter is a statistical formula without any missing data.

While, the above concepts and formulas are provided for binary treatments, Causal Inference deals with non-binary treatments as well. Hence, the aforementioned concepts and formulas could be generalized to include non-binary treatments. We recommend a fuzzy based approach using our PFL theory in Section 9.
To study more about Causal Inference, see [14] for a precise and sophisticated reference, and see [24] for a graphical causal framework.

6. Problem Setting and Some Motivations

In this section, we provide some probabilistic fuzzy nature problems and some motivations for our PFL theory. In Subsections 6.1 and 6.4, we discuss two different motivational problems for our framework. To deal with the aforementioned problems, we define a certain property, called Golden Property (see Subsection 6.3). To solve the above problems, we then discuss two different points of views in Subsections 6.4 and 6.5. Finally, we justify our solution in Subsection 6.5, which is the subject of the rest of this paper.

6.1. Inputs with Fuzzy Attributes. Let us assume that we are given a system and a collection of data to feed the system as input. Assume that the fuzzy nature of data is important, and we only want to feed the system with data satisfying a fuzzy attribute. For instance, a datapoint \( x_0 \) could have the fuzzy attribute high with a degree 0.7 of membership. Here, we have to select \( x_0 \) as high or not select it as high, and we do not have another choice. Clearly, \( x_0 \) is not completely high or completely \( \neg \text{high} \).

6.2. Diamond Property. Let \( X \) and \( Y \) be two random variables. We say that the conditional distribution of \( X \) given \( Y = y \) satisfies Diamond Property with respect to the \( t \)-norm \( T \), whenever we have that

\[
P(X = x|Y = y) = \frac{T(P(X = x), P(Y = y))}{P(Y = y)}.
\]

We refer to this property as Diamond Property. Note that Diamond Property mostly fails when we check the Kolmogorov axioms and the total law of probability. We recall that the total law of probability for \( X \) given \( Y \) is the following:

\[
P(X = x) = \sum_y P(X = x|Y = y)P(Y = y)
\]

for any value \( X = x \). For example, let \( X \) and \( Y \) be two Bernoulli random variables with the success chance of 0.6 and 0.7, respectively. Then, by considering the minimum \( T \)-norm, we have that

\[
\begin{align*}
\min \{P(X = 1), P(Y = 1)\} \quad & = \frac{\min \{0.6, 0.7\}}{P(Y = 1)} = \frac{0.6}{0.7} = 0.857, \\
\min \{P(X = 0), P(Y = 1)\} \quad & = \frac{\min \{0.4, 0.7\}}{P(Y = 1)} = \frac{0.4}{0.7} = 0.571, \\
\min \{P(X = 1), P(Y = 0)\} \quad & = \frac{\min \{0.6, 0.3\}}{P(Y = 0)} = \frac{0.3}{0.3} = 1, \\
\min \{P(X = 0), P(Y = 0)\} \quad & = \frac{\min \{0.4, 0.3\}}{P(Y = 0)} = \frac{0.3}{0.3} = 1.
\end{align*}
\]
If the conditional distribution of $X$ given $Y = 1$ (or $Y = 0$) satisfies Diamond Property with respect to the minimum $t$-norm, then
\[
\mathbb{P}(X = 1|Y = 1) + \mathbb{P}(X = 0|Y = 1) = \frac{1}{0.7} > 1, \\
\mathbb{P}(X = 1|Y = 0) + \mathbb{P}(X = 0|Y = 0) = 2 > 1,
\]
a contradiction! Further, if we normalize the above conditional distributions dividing each of the probability values by the sum of probability values, then we obtain the followings:
\[
\mathbb{P}(X = 1|Y = 1) = 0.6, \quad \mathbb{P}(X = 0|Y = 1) = 0.4, \\
\mathbb{P}(X = 1|Y = 0) = 0.5, \quad \mathbb{P}(X = 0|Y = 0) = 0.5.
\]
Now, we note that the total law of probability for $X$ given $Y$ fails. For instance, we have that
\[
0.6 = \mathbb{P}(X = 1) \neq \mathbb{P}(X = 1|Y = 1) \mathbb{P}(Y = 1) + \mathbb{P}(X = 1|Y = 0) \mathbb{P}(Y = 0) = 0.57.
\]

6.3. **Golden Property.** Let’s say Equality (1) is satisfied for most but not all values of $X$. In the case that we are interested in satisfying Equality (1) for all except for one value of $X$, we define the following property. Let $X$ and $Y$ be two random variables. We say that the conditional distribution of $X$ given $Y = y$ satisfies Golden Property with respect to $X = x_0$ and a $t$-norm $T$, whenever Equality (1) holds for all values of $X$ except for $x_0$. In other words, we must have
\[
\mathbb{P}(X = x|Y = y) = \frac{T(\mathbb{P}(X = x), \mathbb{P}(Y = y))}{\mathbb{P}(Y = y)}, \quad x \neq x_0.
\]
One could see that the example in Subsection 6.2 does not satisfy Golden Property with respect to any value of $X$. See Section 8 to construct many examples satisfying Golden Property but not Diamond Property.

Now, we briefly explain the reasons that make us interested in Diamond Property and Golden Property. Also, we justify why we assume that $T$ in Equation (1) is a $t$-norm. Let $X$, $Y$ and $Z$ be three random variables whose distributions come from subjective random experiments. In general, the conditional distribution of $X$ given $Y$ could be complicated. However, based on the subjective nature of the random selections, the subject might consider the aforementioned conditional distribution as a function of the distributions of $X$ and $Y$. To look for such a setting that satisfies the Bayes rule, one could use the expression appeared in Equation (1) for $\mathbb{P}(X = x|Y = y)$, where $T : [0, 1] \times [0, 1] \to [0, 1]$ is a function. It follows that $\mathbb{P}(X = x, Y = y) = T(\mathbb{P}(X = x), \mathbb{P}(Y = y))$ for any values $X = x$ and $Y = y$. Obviously, $T$ is commutative on the Cartesian product of the probability values of $X$ and $Y$. Further, for instance if $\text{Supp}(Y) = \{y\}$, then $\mathbb{P}(Y = y) = 1$, and hence 1 is the identity element for the probability values of $X$ with respect to $T$. Furthermore, if the conditional distribution of any pair from $\{X, Y, Z\}$ satisfies Equation (1), then $T$ is associative on the probability values of $X$, $Y$ and $Z$. We note that the above conditions are satisfied for $T$ on a subset of $[0, 1]$ (the probability values of the above
Figure 2. After tossing two coins for which the probabilities of appearing Head is $P(x_0 \text{ is high})$ and $P(x_1 \text{ is high})$, respectively, $x_0$ is selected as high, while $x_1$ is not selected as high.

distributions). If the above conditions are satisfied for the whole interval $[0, 1]$, then $T$ differs with the definition of a $t$-norm only on the increasing condition. Now, to integrate Fuzzy Logic and Probability Theory and due to the importance of $t$-norms in Fuzzy Logic, we might consider that $T$ is a $t$-norm.

6.4. Fuzzy Based Assignment Mechanism. Assume that we wish to randomly assign the values of a random variable $T$ to a target population in such a way that a fuzzy attribute $A$ of $T$ is the criterion for selecting $T = t$ in the assignment mechanism. To do so, one could consider a probability function $q_A$ such that $q_A(t)$ is the probability of randomly selecting $t$ as $A$ among all possible values of $T$. Intuitively, this makes sense but Diamond Property mostly fails. Now, let’s work on Golden Property. Note that in Golden Property, one value of $T$ must be distinct comparing to the other values (i.e, $x_0$ in Subsection 6.3). To have such a distinct value, one could extend the sample space of the above random experiment to include "selecting nothing" as $A$. More precisely, we extend the values of $T$ to include a value $t_A$ representing "nothing", and then we associate a random variable $\xi$ to the above experiment in such a way that $\xi = t$ with a probability of $q_A(t)$. Note that

$$P(T = t_A | Y = y) = 1 - \sum_{T = t, t \neq t_A} \frac{T(P(T = t), P(Y = y))}{P(Y = y)}.$$

6.5. Our Framework. To deal with the problem explained in Subsection 6.1, we suggest a probabilistic approach to conduct a random experiment with the probability 0.7 of selecting $x_0$ as high. If $x_0$ is not selected, then we select nothing! This procedure could be applied to any input $x$ to feed the system with only high values. In the aforementioned example, we may use a different probabilistic approach to select $x_0$ as high. Thus, in general we have a probability value $P(x_0 \text{ is high})$ for selecting $x_0$ as high and selecting nothing with a probability of $1 - P(x_0 \text{ is high})$ (see Figure 2). Further, we naturally associate a random variable $\xi_{x_0, high}$ to the random experiment of selecting $x_0$ or nothing with the fuzzy attribute $A$. Indeed, as we discuss in Section 8, the conditional distribution of $\xi_{x_0, A}$ given $\xi_{y,B}$ in a so-called standard model satisfies Golden Property (explained in Subsection 6.3). Then, we extend our framework to include an alternative to the assignment mechanism in Causal Inference. To do so, the model explained in Subsection 6.4 for the random mechanism could be built up by our framework using a random variable $\xi_{T,A}$ (see
Section 7 for the definition of $\xi_{T,A}$ and Section 9 for our assignment mechanism. Indeed, in contrast to the probability measure $q_A$ (defined in Subsection 6.4), the probability measure induced by $\xi_{T,A}$ randomly selects elements based on Experiment (⋆) explained in Section 7.

7. Our PFL Framework in Discrete Case

Let $\Omega$ be a set and $A$ be a fuzzy attribute of $\Omega$. For instance, $A$ could be an attribute like large, medium, small, not large, low or high. Each element $\omega$ of $\Omega$ has the attribute $A$ with a membership degree $\mu_A(\omega)$ in the interval $[0, 1]$. We use the membership notation ”$\in$” only for crisp sets, while for the fuzzy attribute $A$ of $\Omega$, we write ”$\omega$ is $A$”. In the sequel of this section, we assume that $\Omega$ is a discrete subset of $\mathbb{R}$. Also, we assume that $X : \Omega \rightarrow \mathbb{R}$ is the inclusion random variable.

A general measure theoretical framework including the continuous case is defined in Section 10.

For any $\omega \in \Omega$, we define $P(\omega$ is $A$) to be the chance that $\omega$ is randomly selected as an element with the attribute $A$. This kind of selection is subjective, and hence it is based on the knowledge or the assumptions of the subject. However, the subject could make her selection reasonable by paying attention to the facts and information about $A$ and random selection of $\omega$ as $A$ (see the subjective interpretation of Probability Theory in Section 3.2.1, and for more detail see [12]). Note that for any $\omega \in \Omega$, there is a random experiment for selecting $\omega$ or nothing as $A$ rather than selecting a random element from $\Omega$ (see Figure 3). Indeed, a similar point of view
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**Figure 3.** This figure shows what a random experiment means when we intend to choose an element of a set $\Omega$ with the fuzzy attribute $A$. So, we have one experiment for each element of $\Omega$. but in the context of possibility theories has been considered in [15].
This interpretation implies that for an event $E$, in general we have the following:

$$\mathbb{P}(E) \neq \sum_{\omega \in \Omega} \mathbb{P}(E | \omega \text{ is } A) \mathbb{P}(\omega \text{ is } A).$$

Note that $\mathbb{P}(\neg(\omega \text{ is } A))$ and $\mathbb{P}(\omega \text{ is not } A)$ are different. Indeed, $\mathbb{P}(\neg(\omega \text{ is } A)) = 1 - \mathbb{P}(\omega \text{ is } A)$, while $\mathbb{P}(\omega \text{ is not } A)$ is the chance for $\omega$ to be chosen with the attribute "not $A$". Hence, $\mathbb{P}(\neg(\omega \text{ is } A))$ and $\mathbb{P}(\omega \text{ is not } A)$ come from different random experiments.

We also define $\mathbb{P}(\Omega \text{ is } A)$ to be the chance that a randomly chosen element of $\Omega$ has the attribute $A$. Indeed, $\mathbb{P}(\Omega \text{ is } A)$ is obtained in two steps:

1. Randomly selecting an element $\omega$ from $\Omega$,
2. Doing a new random experiment for selected $\omega$ in Step (1) with the following outcomes:

   \{ $\omega$ is selected as $A$, Nothing is selected as $A$ \}.

In the sequel of this paper, we refer to this experiment as Experiment ($\star$). Now, we associate the inclusion random variable $X : \Omega \to \mathbb{R}$ to the first step of Experiment ($\star$). Thus, we have the following equality:

$$\mathbb{P}(\Omega \text{ is } A | X = x) = \mathbb{P}(x \text{ is } A).$$

So, by the total law of probability, we have that:

$$\mathbb{P}(\Omega \text{ is } A) = \sum_{x \in \Omega} \mathbb{P}(\Omega \text{ is } A | X = x) \mathbb{P}(X = x) = \sum_{x \in \Omega} \mathbb{P}(x \text{ is } A) \mathbb{P}(X = x).$$

We might use the notation $\mathbb{P}(X \text{ is } A)$ rather than $\mathbb{P}(\Omega \text{ is } A)$.

In Section 11, we will see that how $\mathbb{P}(\Omega \text{ is } A)$ helps us to define a relationship between Zadeh and our PFL frameworks.

Let $\phi_A : \Omega \to \mathbb{R}$ be the map sending any $x \in \Omega$ to $\mathbb{P}(x \text{ is } A)$. We define

$$\text{Supp}(\phi_A) = \{ x \in \Omega : \phi_A(x) \neq 0 \} = \{ x \in X : \mathbb{P}(x \text{ is } A) \neq 0 \}.$$

We call $A$ a proper attribute of $\Omega$ with respect to $\phi_A$, whenever $\text{Supp}(\phi_A) \subseteq \Omega$. In the sequel, all considered fuzzy attributes are proper. Fix $x_A \in \Omega \setminus \text{Supp}(\phi_A)$ as a base element for $A$.

In the sequel, we define some random variables which form some basis of our framework. Then, we reformulate probability formulas coming from these random variables using their underlying random experiments in order to obtain more friendly formulas. By more friendly, we mean for instance, $\mathbb{P}(x \text{ is } A)$, $\mathbb{P}(x \text{ is } A | Y = y)$, $\mathbb{P}(x \text{ is } A | y \text{ is } B)$ and $\mathbb{P}(x \text{ is } A | y \text{ is } B, Z = z)$. In the random experiment for selecting $x$ with the attribute $A$ or selecting nothing, we imagine that selecting "nothing" is the same action as selecting $x_A$. This makes sense, since $\mathbb{P}(x_A \text{ is } A) = 0$, and hence $x_A$ is impossible to be selected with respect to $A$. For any $x \in \Omega \setminus \{x_A\}$, we define a random variable $\xi_{x,A}$ to reflect the aforementioned experiment with two outcomes $x$ and "nothing" as follows:

$$\xi_{x,A} = \begin{cases} x, & \text{with the probability } \mathbb{P}(x \text{ is } A), \\ x_A, & \text{with the probability } 1 - \mathbb{P}(x \text{ is } A). \end{cases}$$
As a convention, let $\xi_{x,A}$ be the constant variable equals 1. For any $x \in \Omega$, we interpret $E(\xi_{x,A})$ as a normalized amount of $x$ relative to $A$ and $x_A$. Indeed, we have that:

$$E(\xi_{x,A}) = x\mathbb{P}(x \text{ is } A) + x_A(1 - \mathbb{P}(x \text{ is } A)) = x_A + (x - x_A)\mathbb{P}(x \text{ is } A).$$

In other words, $E(\xi_{x,A})$ is a point between $x_A$ and $x$. Hence, the greater $\mathbb{P}(x \text{ is } A)$, the more $E(\xi_{x,A})$ is closer to $x$.

Now, assume that we want to have a specific element $x$ as the result of Experiment ($\star$). Then, we consider a random variable $\xi_{X,A}$ with the following property:

$$\mathbb{P}(\xi_{X,A} = \alpha | X = x) = \mathbb{P}(\xi_{x,A} = \alpha)$$

for any $x \in \Omega$. It follows that:

$$\mathbb{P}(\xi_{X,A} = \alpha) = \sum_{x \in \Omega} \mathbb{P}(\xi_{X,A} = \alpha | X = x)\mathbb{P}(X = x) = \sum_{x \in \Omega} \mathbb{P}(\xi_{x,A} = \alpha)\mathbb{P}(X = x).$$

Thus, if $\alpha \notin \Omega$, then $\mathbb{P}(\xi_{X,A} = \alpha) = 0$. Also, if $\alpha = x$ for some $x \in \Omega \setminus \{x_A\}$, then we have that $\mathbb{P}(\xi_{X,A} = \alpha) = \mathbb{P}(x \text{ is } A)\mathbb{P}(X = x)$. We also have that

$$\mathbb{P}(\xi_{X,A} = x_A) = \sum_{x \in \Omega} \mathbb{P}(\xi_{x,A} = x_A)\mathbb{P}(X = x) = \sum_{x \in \Omega} (1 - \mathbb{P}(x \text{ is } A))\mathbb{P}(X = x) = 1 - \mathbb{P}(\Omega \text{ is } A).$$

We note that $\xi_{X,A} = x_A$ means to select nothing in Experiment ($\star$). It follows that:

$$E(\xi_{X,A}) = x_A + \sum_{x \in \Omega} (x - x_A)\mathbb{P}(x \text{ is } A)\mathbb{P}(X = x).$$

We interpret $E(\xi_{X,A})$ as the mean value of a randomly selected element of $\Omega$ to be $A$, relative to $x_A$.

Now, let $\Omega$ and $\Omega'$ be two subsets of $\mathbb{R}$, and $A$ and $B$ be two fuzzy attributes of $\Omega$ and $\Omega'$, respectively. Also, we assume that $X : \Omega \to \mathbb{R}$ and $Y : \Omega' \to \mathbb{R}$ are the inclusion random variables. To obtain more friendly formulas, we investigate different conditional distributions formed of $\xi_{X,A}$, $\xi_{Y,B}$, $X$ and $Y$. To do so, first note that we have the following simple lemma:

**Lemma 7.1.** Let $Z$ be a real valued random variable and $z_0 \in \mathbb{R}$. Then, we have that

$$E(Z|E) = z_0 + \sum_{Z=z} (z - z_0)\mathbb{P}(Z = z|E).$$

Now, we investigate the aforementioned conditional distributions one by one as it appears in the following bullet points.

- $\mathbb{P}(\xi_{y,B} = \beta | X = \alpha)$:
Naturally, we have the following:

\[
\mathbb{P}(\xi_{y,B} = \beta | X = \alpha) = \begin{cases} 
\mathbb{P}(y \text{ is } B | X = \alpha), & \beta = y \neq y_B \\
\mathbb{P}(\neg(y \text{ is } B) | X = \alpha), & \beta = y_B \\
0, & \text{otherwise}
\end{cases}
\]

Now, it follows from Lemma 7.1 that

\[
\mathbb{E}(\xi_{y,B} | X = \alpha) = y_B + (y - y_B)\mathbb{P}(y \text{ is } B | X = \alpha).
\]

- \(\mathbb{P}(X = \alpha | \xi_{y,B} = \beta)\):

We simply have a friendly formula as below:

\[
\mathbb{P}(X = \alpha | \xi_{y,B} = \beta) = \begin{cases} 
\mathbb{P}(X = \alpha | y \text{ is } B), & \beta = y \neq y_B \\
\mathbb{P}(X = \alpha | \neg(y \text{ is } B)), & \beta = y_B \\
0, & \text{otherwise}
\end{cases}
\]

Note that by Bayes rule, we have that

\[
\mathbb{P}(X = \alpha | \neg(y \text{ is } B)) = \frac{\mathbb{P}(\neg(y \text{ is } B) | X = \alpha)\mathbb{P}(X = \alpha)}{\mathbb{P}(\neg(y \text{ is } B))} = \frac{(1 - \mathbb{P}(y \text{ is } B | X = \alpha))\mathbb{P}(X = \alpha)}{1 - \mathbb{P}(y \text{ is } B)} = \frac{\mathbb{P}(X = \alpha) - \mathbb{P}(X = \alpha | y \text{ is } B)}{1 - \mathbb{P}(y \text{ is } B)}.
\]

Thus, for \(\beta = y \neq y_B\), we have that

\[
\mathbb{E}(X | \xi_{y,B} = y) = \mathbb{E}(X | y \text{ is } B) = \sum_{x \in \Omega} x\mathbb{P}(X = x | y \text{ is } B).
\]

Further, for \(\beta = y_B\), we have that

\[
\mathbb{E}(X | \xi_{y,B} = y_B) = \mathbb{E}(X | \neg(y \text{ is } B)) = \sum_{x \in \Omega} x\frac{\mathbb{P}(X = x) - \mathbb{P}(X = x | y \text{ is } B)}{1 - \mathbb{P}(y \text{ is } B)} = \frac{\mathbb{E}(X) - \mathbb{E}(X | y \text{ is } B)}{1 - \mathbb{P}(y \text{ is } B)}.
\]

- \(\mathbb{P}(\xi_{X,A} = \alpha | Y = \beta)\):

Let \(\alpha \in \Omega \setminus \{x_A\}\). We use the total law of probability as follows:

\[
\mathbb{P}(\xi_{X,A} = \alpha | Y = \beta) = \sum_{x \in \Omega} \mathbb{P}(\xi_{X,A} = \alpha | X = x, Y = \beta)\mathbb{P}(X = x | Y = \beta) = \sum_{x \in \Omega} \mathbb{P}(\xi_{x,A} = \alpha | X = x, Y = \beta)\mathbb{P}(X = x | Y = \beta) = \mathbb{P}(\xi_{\alpha,A} = \alpha | X = \alpha, Y = \beta)\mathbb{P}(X = \alpha | Y = \beta).
\]
Now, it follows from Lemma 7.1 that
\[
\mathbb{E}(\xi_{X,A}|Y = \beta) = \sum_{x \in \Omega} x \mathbb{P}(\xi_{X,A} = x|Y = \beta)
\]
\[
= x_A + \sum_{x \in \Omega} (x - x_A) \mathbb{P}(x \text{ is } A|X = x, Y = \beta) \mathbb{P}(X = x|Y = \beta).
\]
Thus, if \(\xi_{X,A}\) is independent of \(Y\) given \(X\), then we have that
\[
\mathbb{P}(\xi_{X,A} = \alpha|Y = \beta) = \mathbb{P}(\alpha \text{ is } A) \mathbb{P}(X = \alpha|Y = \beta),
\]
and hence we have that
\[
\mathbb{E}(\xi_{X,A}|Y = y) = x_A + \sum_{x \in \Omega} (x - x_A) \mathbb{P}(x \text{ is } A) \mathbb{P}(X = x|Y = y).
\]

- \(\mathbb{P}(\xi_{y,B} = \beta|\xi_{x,A} = \alpha)\):

Assume that \(x \in \Omega\) and \(y \in \Omega'\). We reformulate the probability mass function of the conditional distribution \(\xi_{y,B}\) given \(\xi_{x,A}\) as follows:
\[
\mathbb{P}(\xi_{y,B} = \beta|\xi_{x,A} = \alpha) = \begin{cases} 
\mathbb{P}(y \text{ is } B|x \text{ is } A), & \beta = y, \alpha = x \\
\mathbb{P}(y \text{ is } B|\neg(x \text{ is } A)), & \beta = y, \alpha = x_A \\
\mathbb{P}(\neg(y \text{ is } B)|x \text{ is } A), & \beta = y_B, \alpha = x_A \\
\mathbb{P}(\neg(y \text{ is } B)|\neg(x \text{ is } A)), & \beta = y_B, \alpha = x_A \\
0, & \text{otherwise}
\end{cases}
\]

Recall that in the above reformulation, by \(\mathbb{P}(\neg(y \text{ is } B))\) and \(\mathbb{P}(\neg(y \text{ is } B)|x \text{ is } A)\), we mean \(1 - \mathbb{P}(y \text{ is } B)\) and \(1 - \mathbb{P}(y \text{ is } B|x \text{ is } A)\), respectively. Also, it follows from Bayes rule that
\[
\mathbb{P}(y \text{ is } B|\neg(x \text{ is } A)) = \frac{\mathbb{P}(\neg(x \text{ is } A)|y \text{ is } B)\mathbb{P}(y \text{ is } B)}{\mathbb{P}(\neg(x \text{ is } A))} = \frac{(1 - \mathbb{P}(x \text{ is } A|y \text{ is } B))\mathbb{P}(y \text{ is } B)}{1 - \mathbb{P}(x \text{ is } A)} = \frac{\mathbb{P}(y \text{ is } B) - \mathbb{P}(y \text{ is } B|x \text{ is } A)\mathbb{P}(x \text{ is } A)}{1 - \mathbb{P}(x \text{ is } A)}.
\]

We obtain the expected value in this case as follows:
\[
\mathbb{E}(\xi_{y,B}|\xi_{x,A} = \alpha) = \begin{cases} 
y_A + (y - y_A)\mathbb{P}(y \text{ is } B|x \text{ is } A), & \alpha = x \\
y_A + (y - y_A)\mathbb{P}(y \text{ is } B|\neg(x \text{ is } A)), & \alpha = x_A \\
0, & \text{otherwise}
\end{cases}
\]

- \(\mathbb{P}(Y = \beta|\xi_{x,A} = \alpha)\):

For \(\alpha \in \Omega \setminus \{x_A\}\), we obviously have that
\[
\mathbb{P}(Y = \beta|\xi_{x,A} = \alpha) = \mathbb{P}(Y = \beta|\alpha \text{ is } A) \& (X = \alpha).
\]
Now, assume that $\alpha = x_A$. It follows from the Bayes rule that
\[
\mathbb{P}(Y = \beta | \xi_{X,A} = x_A) = \frac{\mathbb{P}(\xi_{X,A} = x_A | Y = \beta) \mathbb{P}(Y = \beta)}{\mathbb{P}(\xi_{X,A} = x_A)}.
\]
Since we have $\mathbb{P}(\xi_{X,A} = x_A | Y = \beta)$, then
\[
\mathbb{P}(Y = \beta | \xi_{X,A} = x_A) = \frac{(1 - \sum_{x \in \Omega} \mathbb{P}(x \text{ is } A | X = x, Y = \beta) \mathbb{P}(X = x | Y = \beta)) \mathbb{P}(Y = \beta)}{1 - \mathbb{P}(\Omega \text{ is } A)}.
\]
Now, by using the Bayes rule, we have that
\[
\mathbb{P}(Y = \beta | \xi_{X,A} = x_A) = \frac{\mathbb{P}(Y = \beta) - \sum_{x \in \Omega} \mathbb{P}(x \text{ is } A | X = x, Y = \beta) \mathbb{P}(Y = \beta | X = x) \mathbb{P}(X = x)}{1 - \mathbb{P}(\Omega \text{ is } A)}.
\]
If we once again use the Bayes rule, then
\[
\mathbb{P}(Y = \beta | \xi_{X,A} = x_A) = \frac{\mathbb{P}(Y = \beta) - \sum_{x \in \Omega} \mathbb{P}(Y = \beta | x \text{ is } A) \mathbb{P}(x \text{ is } A) \mathbb{P}(X = x)}{1 - \mathbb{P}(\Omega \text{ is } A)}.
\]
Now, the expected value in this case for $\alpha \neq x_A$ is
\[
\mathbb{E}(Y | \xi_{X,A} = \alpha) = \sum_{\beta \in \Omega} \mathbb{P}(Y = \beta | \xi_{X,A} = \alpha)
= \sum_{\beta \in \Omega} \mathbb{P}(Y = \beta | (\alpha \text{ is } A) \& (X = \alpha)).
\]
Also, for $\alpha = x_A$, we have that
\[
\mathbb{E}(Y | \xi_{X,A} = x_A) = \sum_{\beta \in \Omega} \mathbb{P}(Y = \beta | \xi_{X,A} = x_A)
= \frac{\sum_{\beta \in \Omega} \mathbb{P}(Y = \beta | (x \text{ is } A) \& (X = x)) \mathbb{P}(x \text{ is } A) \mathbb{P}(X = x)}{1 - \mathbb{P}(\Omega \text{ is } A)}.
\]
Hence,
\[
\mathbb{E}(Y | \xi_{X,A} = x_A) = \frac{\mathbb{E}(Y) - \sum_{\beta \in \Omega} \sum_{x \in \Omega} \mathbb{P}(Y = \beta | (x \text{ is } A) \& (X = x)) \mathbb{P}(x \text{ is } A) \mathbb{P}(X = x)}{1 - \mathbb{P}(\Omega \text{ is } A)}.
\]
• $\mathbb{P}(X = x | \xi_{X,A} = \alpha)$:

This could be obtained from the previous case, although it has a special character, and hence we independently investigate it. It follows from the Bayes rule that
\[
\mathbb{P}(X = x | \xi_{X,A} = \alpha) = \frac{\mathbb{P}(\xi_{X,A} = \alpha | X = x) \mathbb{P}(X = x)}{\mathbb{P}(\xi_{X,A} = \alpha)} = \frac{\mathbb{P}(\xi_{X,A} = \alpha) \mathbb{P}(X = x)}{\mathbb{P}(\xi_{X,A} = \alpha)}.
\]
Thus, if $\alpha \neq x_A$, then
\[
(2) \quad \mathbb{P}(X = x | \xi_{X,A} = \alpha) = \begin{cases} 1, & \alpha = x \\ 0, & \alpha \neq x \end{cases}.
\]
and if \( \alpha = x_A \), then

\[
\mathbb{P}(X = x | \xi_{X,A} = \alpha) = \begin{cases} 
\mathbb{P}(X = x_A) \\
\frac{1 - \mathbb{P}(\Omega \text{ is } A)}{1 - \mathbb{P}(\Omega \text{ is } A)} 
\end{cases},
\]

\( x = x_A \)

\[
\mathbb{P}(X = x | \xi_{X,A} = \alpha) = \begin{cases} 
\mathbb{P}(X = x) \\
\frac{\mathbb{P}(\neg(x \text{ is } A)) \mathbb{P}(X = x)}{1 - \mathbb{P}(\Omega \text{ is } A)} 
\end{cases},
\]

\( x \neq x_A \)

We note that \( \mathbb{P}(\neg(x_A \text{ is } A)) = 1 - \mathbb{P}(x_A \text{ is } A) = 1 \). Hence, we can remove the first expression \( (x = x_A) \), which results only one expression as follows:

\[
\mathbb{P}(X = x | \xi_{X,A} = x_A) = \frac{\mathbb{P}(\neg(x \text{ is } A)) \mathbb{P}(X = x)}{1 - \mathbb{P}(\Omega \text{ is } A)}.
\]

Therefore, for \( \alpha \in \Omega \setminus \{x_A\} \), we have that

\[
\mathbb{E}(X | \xi_{X,A} = \alpha) = \sum_{x \in \Omega} x \mathbb{P}(X = x | \xi_{X,A} = \alpha) = \alpha,
\]

and for \( \alpha = x_A \), we have that

\[
\mathbb{E}(X | \xi_{X,A} = x_A) = \sum_{x \in \Omega} x \mathbb{P}(X = x | \xi_{X,A} = x_A) = \sum_{x \in \Omega} x \frac{\mathbb{P}(\neg(x \text{ is } A)) \mathbb{P}(X = x)}{1 - \mathbb{P}(\Omega \text{ is } A)}
\]

\[
= \frac{1}{1 - \mathbb{P}(\Omega \text{ is } A)} \sum_{x \in \Omega} x (1 - \mathbb{P}(x \text{ is } A)) \mathbb{P}(X = x)
\]

\[
= \frac{1}{1 - \mathbb{P}(\Omega \text{ is } A)} \left( \sum_{x \in \Omega} x \mathbb{P}(X = x) - \sum_{x \in \Omega} x \mathbb{P}(x \text{ is } A) \mathbb{P}(X = x) \right)
\]

\[
= \frac{\mathbb{E}(X) - \mathbb{E}(\xi_{X,A}) + x_A (1 - \mathbb{P}(\Omega \text{ is } A))}{1 - \mathbb{P}(\Omega \text{ is } A)} = x_A + \frac{\mathbb{E}(X) - \mathbb{E}(\xi_{X,A})}{1 - \mathbb{P}(\Omega \text{ is } A)}.
\]

\( \mathbb{P}(\xi_{Y,B} = \beta | \xi_{x,A} = \alpha) \):

For \( \beta \in \Omega \setminus \{y_B\} \), by applying the total law of probability over the values of \( Y \), we have that

\[
\mathbb{P}(\xi_{Y,B} = \beta | \xi_{x,A} = \alpha) = \sum_{y \in \Omega'} \mathbb{P}(\xi_{Y,B} = \beta | \xi_{x,A} = \alpha, Y = y) \mathbb{P}(Y = y | \xi_{x,A} = \alpha)
\]

\[
= \sum_{y \in \Omega'} \mathbb{P}(\xi_{y,B} = \beta | \xi_{x,A} = \alpha, Y = y) \mathbb{P}(Y = y | \xi_{x,A} = \alpha)
\]

\[
= \mathbb{P}(\xi_{B,\beta} = \beta | \xi_{x,A} = \alpha, Y = \beta) \mathbb{P}(Y = \beta | \xi_{x,A} = \alpha).
\]

It follows that \( \mathbb{P}(\xi_{Y,B} = \beta | \xi_{x,A} = \alpha) \) equals

\[
\begin{cases} 
\mathbb{P}(\beta \text{ is } B | (\alpha \text{ is } A) \& (Y = \beta)) \mathbb{P}(Y = \beta | \alpha \text{ is } A), & x = \alpha \neq x_A \\
\mathbb{P}(\beta \text{ is } B | (\neg(\alpha \text{ is } A)) \& (Y = \beta)) \mathbb{P}(Y = \beta | \neg(\alpha \text{ is } A)), & \alpha = x_A \\
0, & \text{otherwise}
\end{cases}
\]
Hence, $\mathbb{E}(\xi_{Y,B}|\xi_{x,A} = \alpha)$ equals

$$\begin{cases} y_B + \sum_{\beta \in \Omega} (\beta - y_B) \beta \mathbb{P}(\beta \text{ is } B|\alpha \text{ is } A) \mathbb{P}(Y = \beta|\alpha \text{ is } A) & , x = \alpha \neq x_A \\ y_B + \sum_{\beta \in \Omega} (\beta - y_B) \beta \mathbb{P}(\beta \text{ is } B|\neg(\alpha \text{ is } A)) \mathbb{P}(Y = \beta|\neg(\alpha \text{ is } A)) & , \alpha = x_A \end{cases}.$$ 

Thus, if selecting $\beta$ as $B$ and $Y = \beta$ are independent given $\alpha$ is $A$, and also selecting $Y = \beta$ and selecting $\alpha$ as $A$ are independent, then $\mathbb{P}(\xi_{Y,B} = \beta|\xi_{x,A} = \alpha)$ equals

$$\begin{cases} \mathbb{P}(\beta \text{ is } B|\alpha \text{ is } A) \mathbb{P}(Y = \beta) & , x = \alpha \neq x_A \\ \mathbb{P}(\beta \text{ is } B|\neg(\alpha \text{ is } A)) \mathbb{P}(Y = \beta) & , \alpha = x_A \end{cases}.$$ 

Hence, $\mathbb{E}(\xi_{Y,B}|\xi_{x,A} = \alpha)$ equals

$$\begin{cases} y_B + \sum_{\beta \in \Omega} (\beta - y_B) \beta \mathbb{P}(\beta \text{ is } B|\alpha \text{ is } A) \mathbb{P}(Y = \beta) & , x = \alpha \neq x_A \\ y_B + \sum_{\beta \in \Omega} (\beta - y_B) \beta \mathbb{P}(\beta \text{ is } B|\neg(\alpha \text{ is } A)) \mathbb{P}(Y = \beta) & , \alpha = x_A \end{cases}.$$ 

• $\mathbb{P}(\xi_{y,B} = \beta|\xi_{x,A} = \alpha)$:

We have that:

$$\mathbb{P}(\xi_{y,B} = \beta|\xi_{x,A} = \alpha) = \sum_{x \in \Omega} \mathbb{P}(\xi_{y,B} = \beta|\xi_{x,A} = \alpha, X = x) \mathbb{P}(X = x|\xi_{x,A} = \alpha)$$

$$= \sum_{x \in \Omega} \mathbb{P}(\xi_{y,B} = \beta|\xi_{x,A} = \alpha, X = x) \mathbb{P}(X = x|\xi_{x,A} = \alpha).$$

This implies that $\mathbb{P}(\xi_{y,B} = \beta|\xi_{x,A} = \alpha)$ equals

$$\begin{cases} \mathbb{P}(\xi_{y,B} = \beta|\xi_{x,A} = \alpha, X = x) & , \alpha \neq x_A \\ \sum_{x \in \Omega} \mathbb{P}(\xi_{y,B} = \beta|\neg(\alpha \text{ is } A)) \mathbb{P}(\neg(\alpha \text{ is } A)) \mathbb{P}(X = x) & , \alpha = x_A \end{cases}.$$ 

Hence, for $y \neq y_B$, $\mathbb{P}(\xi_{y,B} = y|\xi_{x,A} = \alpha)$ equals

$$\begin{cases} \mathbb{P}(y \text{ is } B|\alpha \text{ is } A) \mathbb{P}(X = x) & , \alpha \neq x_A \\ \frac{\sum_{x \in \Omega} f_y(x)}{1 - \mathbb{P}(\Omega \text{ is } A)} & , \alpha = x_A \\ 0 & , \text{ otherwise} \end{cases},$$

where

$$f_y(x) = \mathbb{P}(y \text{ is } B|\neg(\alpha \text{ is } A)) \mathbb{P}(\neg(\alpha \text{ is } A)) \mathbb{P}(X = x).$$

Thus, for $\alpha \neq x_A$, we have that

$$\mathbb{E}(\xi_{y,B}|\xi_{x,A} = \alpha) = y_B + (y - y_B) \mathbb{P}(y \text{ is } B|\alpha \text{ is } A).$$

Also, for $\alpha = x_A$, we have that

$$\mathbb{E}(\xi_{y,B}|\xi_{x,A} = \alpha) = y_A + (y - y_A) \frac{\sum_{x \in \Omega} f_y(x)}{1 - \mathbb{P}(\Omega \text{ is } A)}.$$ 

• $\mathbb{P}(\xi_{Y,B} = \beta|\xi_{x,A} = \alpha)$:
By the total law of probability, we have that
\[ P(ξ_B = β|ξ_A, α) = \sum_{y∈Ω'} P(ξ_B = β|y, ξ_A = α)P(Y = y) \]
\[ = \sum_{y∈Ω'} P(ξ_B = β|y, ξ_A = α)P(Y = y). \]

It follows for $β ≠ y_B$ that
\[ P(ξ_B = β|ξ_A, α) = P(ξ_B, B = β|Y = β, ξ_A, α)P(Y = β). \]

It follows from the previous part that for $α ≠ x_A$, we have that
\[ P(ξ_B = β|Y = β, ξ_A, α) = P(β is B|α is A)&(Y = β)&(X = α) \]
and for $α = x_A$, we have that
\[ P(ξ_B = β|Y = β, ξ_A, x_A) = \frac{\sum_{x∈Ω} f_β(x)}{1 - P(Ω is A|Y = β)}. \]
\[ f_β(x) = P(β is B|(−x is A))&(X = x)&(Y = β)P(−(x is A)|X = x, Y = β)P(X = x|Y = β). \]

Therefore, by applying the Bayes rule, $P(ξ_B = β|ξ_A, α)$ equals
\[ \begin{cases} P(β is B|(α is A)&(X = α)&(Y = β))P(Y = β) , \alpha ≠ x_A \\ \frac{\sum_{x∈Ω} g_β(x)}{1 - P(Ω is A|Y = β)} , \alpha = x_A \end{cases}, \]
where, we have that
\[ g_β(x) = P(β is B|(−x is A))&(X = x)&(Y = β)P(−(x is A)|X = x, Y = β)P(Y = β|X = x)P(X = x). \]

Thus, for $α ≠ x_A$, we have that:
\[ E(ξ_B|ξ_A, α) = \sum_{y∈Ω'} yP(ξ_B = y|ξ_A, α) \]
\[ = y_B + \sum_{y∈Ω'} (y - y_B)P(ξ_B = β|ξ_A, α) \]
\[ = y_B + \sum_{y∈Ω'} (y - y_B)P(β is B|(α is A)&(X = α)&(Y = β))P(Y = β). \]

Also, for $α = x_A$, we have that
\[ E(ξ_B|ξ_A, x_A) = y_B + \sum_{y∈Ω'} (y - y_B)P(ξ_B = β|ξ_A, x_A) \]
\[ = y_B + \sum_{y∈Ω'} \left( \frac{(y - y_B)\sum_{x∈Ω} g_β(x)}{1 - P(Ω is A|Y = y)} \right) . \]
8. Some Models of our PFL Framework

In this section, we introduce several different models of our framework. Let $\Omega$ and $\Omega'$ be two arbitrary subsets of $\mathbb{R}$, and $X$ and $Y$ be their corresponding inclusion random variables. Also, let $A$ and $B$ be two proper fuzzy attributes of $X$ and $Y$, respectively. Let’s fix the base elements $x_A$ and $y_B$ with respect to $A$ and $B$, respectively. Recall that $\mathbb{P}(x_A \text{ is } A) = \mathbb{P}(y_B \text{ is } B) = 0$. We can construct the main part of a model of our PFL framework by defining the following subjective probabilities:

$$\mathbb{P}(x \text{ is } A), \quad \mathbb{P}(y \text{ is } B| x \text{ is } A), \quad \forall x \in \Omega, \; y \in \Omega'.$$

However, probabilities such as $\mathbb{P}(X = x| y \text{ is } B)$ remain undefined. Because, these probabilities are not subjective, and they depend on their underlying random experiments.

Note that $\mathbb{P}(y \text{ is } B| x \text{ is } A)$ could come from any distribution. In our case, to calculate $\mathbb{P}(y \text{ is } B| x \text{ is } A)$, we focus on the fuzzy point of view and introduce standard and non-standard models (see below). Now, we define standard models as follows. Let $T$ be a $t$-norm (for several examples of $t$-norms, see Section 4.3). Then, for any $x_0 \in \Omega$ and $y_0 \in \Omega'$, we define:

$$\mathbb{P}_T(y_0 \text{ is } B| x_0 \text{ is } A) = \frac{T(\mathbb{P}(y_0 \text{ is } B), \mathbb{P}(x_0 \text{ is } A))}{\mathbb{P}(x_0 \text{ is } A)}.$$

We note that

$$\mathbb{P}_T(\neg(y_0 \text{ is } B)| x_0 \text{ is } A) = 1 - \mathbb{P}_T(y_0 \text{ is } B| x_0 \text{ is } A),$$

and $\mathbb{P}_T(y_0 \text{ is } B| \neg(x_0 \text{ is } A))$ and $\mathbb{P}_T(\neg(y_0 \text{ is } B)| \neg(x_0 \text{ is } A))$ are determined by the Bayes rule and the aforementioned two probability formulas.

Note that a $t$-norm $T$ is commutative and associative, and hence the order of applying the $t$-norm on values is not important. Hence, $T(\alpha_1, \ldots, \alpha_l)$ has only one meaning. In general, we define:

$$\mathbb{P}_T\left(\bigwedge_{i=1}^n (y_i \text{ is } B_i) \bigg| \bigwedge_{j=1}^m (x_i \text{ is } A_i)\right) = \frac{T(\mathbb{P}(z_1 \text{ is } C_1), \ldots, \mathbb{P}(z_{m+n} \text{ is } C_{m+n}))}{T(\mathbb{P}(z_{n+1} \text{ is } C_{n+1}), \ldots, \mathbb{P}(z_{m+n} \text{ is } C_{m+n}))},$$

where we have that $z_i = y_i$ and $C_i = B_i$ for $1 \leq i \leq n$, and $z_j = x_j$ and $C_j = A_j$ for $n+1 \leq j \leq n+m$. In the above expression, by the symbol "\wedge" we mean the logical "and". When there is no ambiguity, we write $\mathbb{P}$ instead of $\mathbb{P}_T$. Therefore, to obtain the subjective part of standard models, we only need to define $\mathbb{P}(x \text{ is } A)$ and fix a $t$-norm. It is worth mentioning that the conditional distribution $\xi_{y,B} \text{ given } \xi_{x,A} = \alpha$ satisfies Golden Property with respect to $\xi_{y,B} = y_B$ (see Section 6.3 for the definition of this property). We note that the following definition does not determine a joint distribution:

$$\mathbb{P}(\xi_{x,A} = \alpha, \xi_{y,B} = \beta) = T(\mathbb{P}(\alpha \text{ is } A), \mathbb{P}(\beta \text{ is } B)).$$
Indeed, by the conditional probability formulas we defined before, we have that
\[ \mathbb{P}(\xi_x = \alpha, \xi_y = \beta) = \mathbb{P}(\xi_x = \alpha | \xi_y = \beta) \mathbb{P}(\xi_y = \beta) \]
\[ = \mathbb{P}(\xi_y = \beta | \xi_x = \alpha) \mathbb{P}(\xi_x = \alpha). \]
It follows that
\[ \mathbb{P}(\xi_x = x, \xi_y = y) = (\mathbb{P}(\alpha \text{ is } A), \mathbb{P}(\beta \text{ is } B)), \]
\[ \mathbb{P}(\xi_x = x, \xi_y = y) = \mathbb{P}(\xi_y = y) - \mathbb{P}(\xi_x = x, \xi_y = y), \]
\[ \mathbb{P}(\xi_x = x, \xi_y = y_B) = \mathbb{P}(\xi_x = x) - \mathbb{P}(\xi_x = x, \xi_y = y), \]
\[ \mathbb{P}(\xi_x = x, \xi_y = y_B) = \mathbb{P}(\xi_y = y_B) - \mathbb{P}(\xi_x = x, \xi_y = y_B). \]
We provide two generalizations of standard models in Subsection 8.7 and Subsection 8.8.

8.1. Classic Model. Let \( \tilde{A} \) be the fuzzy subset of \( \Omega \) associated to \( A \). We define the cardinality of \( \tilde{A} \) as follows:
\[ \| \tilde{A} \| = \sum_{x \in \Omega} \mu_A(x). \]
In the sequel, we assume that any considered fuzzy attribute has a non-empty support (i.e., there exists \( x \in \Omega \) for which \( \mu_A(x) > 0 \) for any \( \Omega \subseteq \mathbb{R} \) and a considered fuzzy attribute \( A \) of \( \Omega \)). Now, we define:
\[ \mathbb{P}(x_0 \text{ is } A) = \frac{\mu_A(x_0)}{\| \tilde{A} \|} = \frac{\mu_A(x_0)}{\sum_{x \in \Omega} \mu_A(x)}, \]
for any \( x_0 \in \Omega \). Therefore, we have that:
\[ \mathbb{P}(\Omega \text{ is } A) = \frac{1}{\| \tilde{A} \|} \sum_{x \in \Omega} \mu_A(x) \mathbb{P}(X = x), \]
\[ \mathbb{E}(\xi_{X,A}) = x_A + \frac{1}{\| \tilde{A} \|} \sum_{x \in \Omega} (x - x_A) \mu_A(x) \mathbb{P}(X = x). \]
In this model, we see that the following equality does not necessarily hold:
\[ \mathbb{P}(x_0 \text{ is } A) + \mathbb{P}(x_0 \text{ is not } A) = 1. \]
To deal with the above equality, we provide the following proposition.

**Proposition 8.1.** In the classic model, for any \( x \in \Omega \), we have that
\[ \mathbb{P}(x \text{ is } A) + \mathbb{P}(x \text{ is not } A) = 1 \]
if and only if \( |\Omega| = 2 \) (i.e., \( \Omega \) has two elements) and \( \tilde{A} \) is a crisp singleton.

**Proof.** Let \( x \in \Omega \). then, we have that
\[ \mathbb{P}(x \text{ is } A) + \mathbb{P}(x \text{ is not } A) = \frac{\mu_A(x)}{\| \tilde{A} \|} + \frac{\mu_{\text{not } A}(x)}{\| \text{not } A \|}, \]
while \( \mu_{not}A(x) = 1 - \mu_A(x) \) and
\[
\|\text{not} A\| = \sum_{x' \in \Omega} \mu_{not}A(x') = \sum_{x' \in \Omega} (1 - \mu_A(x')) = |\Omega| - \|\bar{A}\|.
\]
One could easily see that if \( \bar{A} \) is a crisp singleton subset of \( \Omega \), then the desired equality in the proposition is satisfied. Conversely, for any \( x \in \Omega \), we have that
\[
\frac{\mu_A(x)}{\|\bar{A}\|} + \frac{1 - \mu_A(x)}{|\Omega| - \|\bar{A}\|} = 1,
\]
which implies that
\[
(4) \quad \mu_A(x)(|\Omega| - 2\|\bar{A}\|)) = \|\bar{A}\|(|\Omega| - \|\bar{A}\| - 1).
\]
Now, we have that
\[
\sum_{x \in \Omega} \mu_A(x)(|\Omega| - 2\|\bar{A}\|)) = \sum_{x \in \Omega} \|\bar{A}\|(|\Omega| - \|\bar{A}\| - 1),
\]
and hence,
\[
\|\bar{A}\|(|\Omega| - 2\|\bar{A}\|)) = |\Omega|\|\bar{A}\|(|\Omega| - \|\bar{A}\| - 1).
\]
Thus, \( |\Omega|^2 - (2 + \|\bar{A}\|)|\Omega| + 2\|\bar{A}\| = 0 \), and hence \( |\Omega| = \frac{2 + \|\bar{A}\| \pm \|\bar{A}\| - 2}{2} \). Therefore, \( |\Omega| = \|\bar{A}\| \) or \( |\Omega| = 2 \). In the first case, for any \( x \in \Omega \), we have \( \mu_A(x) = 1 \), which implies that \( \mathbb{P}(x_A \text{ is } A) = \frac{1}{|\Omega|} \), a contradiction with the fact that \( A \) is proper (as we assumed in the previous section). If \( |\Omega| = 2 \), then it follows from Equation (4) that
\[
2\mu_A(x_i)(1 - \|\bar{A}\|)) = \|\bar{A}\|(1 - \|\bar{A}\|),
\]
for \( i = 1, 2 \), where \( \Omega = \{x_1, x_2\} \). This implies that \( \|\bar{A}\| = 1 \) or \( \|\bar{A}\| = 2\mu_A(x_i) \) for \( i = 1, 2 \). Consequently, \( \|\bar{A}\| = 1 \) or \( \mu_A(x_1) = \mu_A(x_2) \). First, consider the case with \( \|\bar{A}\| = 1 \). Then, it follows from \( \mu_A(x_A) = 0 \) that \( \bar{A} \) is a crisp singleton. To investigate the second case, we note that \( \mu_A(x_1) = \mu_A(x_2) \) implies that \( \|\bar{A}\| = 0 \), since \( x_A = x_1 \) or \( x_A = x_2 \) with \( \mu_A(x_A) = 0 \). However, \( \|\bar{A}\| = 0 \) is impossible, since we have assumed in this model that \( \|\bar{A}\| \neq 0 \). Hence, the only acceptable case is that \( \bar{A} \) is a crisp singleton.

Now, to have a standard model, we provide the formula for the conditional probability \( \mathbb{P}(y \text{ is } B|x \text{ is } A) \). Let \( T \) be a \( t \)-norm. For any \( x_0 \in \Omega \) and \( y_0 \in \Omega' \), we have that:
\[
\mathbb{P}(y_0 \text{ is } B|x_0 \text{ is } A) = \frac{T(\mathbb{P}(y_0 \text{ is } B), \mathbb{P}(x_0 \text{ is } A))}{\mathbb{P}(x_0 \text{ is } A)} = \frac{T \left( \frac{\mu_B(y_0)}{\|B\|}, \frac{\mu_A(x_0)}{\|A\|} \right)}{\frac{\mu_A(x_0)}{\|A\|}}.
\]
A similar model is the Zadeh’s PFL introduced in [28] and [29]. However, on the contrary to Zadeh who associated probabilities to fuzzy events of a set \( \Omega \), we associate probabilities to crisp events of \( \Omega \) with respect to a fixed fuzzy attribute of \( \Omega \). In Section 11, we clarify the relationship between our PFL theory and Zadeh’s PFL.
8.2. **Classic Probability Based Model.** In this model, the chance for an element \( x_0 \) to be selected as \( A \) depends on both \( \mu_A(x_0) \) and \( \mathbb{P}(X = x_0) \). Indeed, we define:

\[
\mathbb{P}(x_0 \text{ is } A) = \mu_A(x_0)\mathbb{P}(X = x_0).
\]

It follows that:

\[
\mathbb{P}(\Omega \text{ is } A) = \sum_{x \in \Omega} \mu_A(x)\mathbb{P}(X = x)^2.
\]

Let \( T \) be a \( t \)-norm. Then, to obtain a standard model, we have that

\[
\mathbb{P}(y_0 \text{ is } B| x_0 \text{ is } A) = \frac{T(\mu_B(y_0)\mathbb{P}(Y = y_0), \mu_A(x_0)\mathbb{P}(X = x_0))}{\mu_A(x_0)\mathbb{P}(X = x_0)}.
\]

However, a non-standard conditional probability could be defined as follows:

\[
\mathbb{P}(y_0 \text{ is } B| x_0 \text{ is } A) = \frac{T(\mu_B(y_0), \mu_A(x_0))}{\mu_A(x_0)}\mathbb{P}(Y = y_0|X = x_0).
\]

One could see that for the above non-standard conditional probability, the Bayes rule is satisfied.

8.3. **Simple Fuzzy Model.** In this model, the chance for an element \( x_0 \) to be selected as \( A \) is only depended on \( \mu_A(x_0) \). Indeed, we define:

\[
\mathbb{P}(x_0 \text{ is } A) = \mu_A(x_0).
\]

It follows that:

\[
\mathbb{P}(\Omega \text{ is } A) = \sum_{x \in \Omega} \mu_A(x)\mathbb{P}(X = x).
\]

Let \( T \) be a \( t \)-norm. Then we define

\[
\mathbb{P}(y_0 \text{ is } B| x_0 \text{ is } A) = \frac{T(\mu_B(y_0), \mu_A(x_0))}{\mu_A(x_0)}.
\]

**Example 8.2.** The probabilities of reaching reproductive capability of a certain species in different days after the birth is given in Table 1. The bar chart of these probability values is provided in Figure 4. For simplicity, the small probability values for more than 199 days are ignored and assumed to be zero. We assume that \( \Omega \) is the set of all integers from 0 to 199 reflecting the days order. Let us assume that \( X \) is the inclusion random variable associated to \( \Omega \). Consider the fuzzy attributes "early", "normal" and "late" for \( \Omega \) according to Figure 5. Denote "early", "normal"
and "late" by $A$, $B$ and $C$, respectively. So, it follows from Figure 5 that

$$
\mu_A(x) = \begin{cases} 
1 & , 0 \leq x \leq 40 \\
\frac{100-x}{60} & , 40 \leq x \leq 100 \\
0 & , \text{otherwise}
\end{cases}
$$

$$
\mu_B(x) = \begin{cases} 
\frac{x}{80} & , 0 \leq x \leq 80 \\
1 & , 80 \leq x \leq 120 \\
\frac{200-x}{80} & , 120 \leq x \leq 200 \\
0 & , \text{otherwise}
\end{cases}
$$

$$
\mu_C(x) = \begin{cases} 
\frac{x-100}{60} & , 100 \leq x \leq 160 \\
1 & , 160 \leq x \leq 200 \\
0 & , \text{otherwise}
\end{cases}
$$

Thus, for instance, we have that:

$$
P(57 \text{ is } A) = \mu_A(57) = \frac{43}{60}, \quad P(57 \text{ is } B) = \mu_B(57) = \frac{57}{80}.
$$

Now, we have that

$$
P(\Omega \text{ is } A) = \sum_{x \in \Omega} \mu_A(x)P(X = x) \approx 0.2057917. 
$$

$$
P(\Omega \text{ is } B) = \sum_{x \in \Omega} \mu_B(x)P(X = x) = 0.878925 
$$

$$
P(\Omega \text{ is } C) = \sum_{x \in \Omega} \mu_C(x)P(X = x) \approx 0.1967083.
$$

Now, we consider the base points $x_A = x_C = 100$ and $x_B = 200$. It follows that

$$
\mathbb{E}(\xi_{X,A}) = x_A + \sum_{x \in \Omega} (x - x_A)\mu_A(x)P(X = x) \approx 93.0572083,
$$

$$
\mathbb{E}(\xi_{X,B}) = x_B + \sum_{x \in \Omega} (x - x_B)\mu_B(x)P(X = x) = 110.649525,
$$

$$
\mathbb{E}(\xi_{X,C}) = x_C + \sum_{x \in \Omega} (x - x_C)\mu_C(x)P(X = x) \approx 108.1719583.
$$

It follows that occurring a day in $\Omega$ (other than base elements) as normal in Experiment $(\star)$ is more probable than occurring a day as early or high. Because, $\mathbb{E}(\xi_{X,B})$ is far enough from $x_B = 200$, while $\mathbb{E}(\xi_{X,A})$ and $\mathbb{E}(\xi_{X,C})$ are close to $x_A = x_C = 100.$
Table 1. Reproductive capability of a specific species.

Each probability value is associated to the interval with the given center and the length 10 days. For instance, the first interval is [0, 9]. For the sake of simplicity, it is assumed that each interval is uniformly distributed.

By considering the minimum t-norm, we have that:

\[ P(57 \text{ is } B | 57 \text{ is } A) = \frac{\min \{ \mu_B(57), \mu_A(57) \}}{\mu_A(57)} = \frac{\min \{ \frac{57}{80}, \frac{43}{60} \}}{\frac{43}{60}} = \frac{171}{172}. \]

\[ P(57 \text{ is } A | \neg(57 \text{ is } B)) = \frac{P(57 \text{ is } A) - P(57 \text{ is } A | 57 \text{ is } B)P(57 \text{ is } B)}{1 - P(57 \text{ is } B)} \]

\[ = \frac{\mu_A(57) - \min \{ \mu_A(57), \mu_B(57) \}}{1 - \mu_B(57)} = \frac{\frac{43}{60} - \frac{57}{80}}{1 - \frac{57}{80}} = \frac{1}{69}. \]

We note that \( P(57 \text{ is } A | 57 \text{ is } B) = 1 \). The probability value 1 here, means that when we certainly select 57 as early, then we certainly select it as normal. Note that by changing the model and the t-norm, these probability values might change as well (for instance, see Generalized Models and Random Generalized Models in Subsections 8.7 and 8.8).

We also have that

\[ P(\xi_{X,B} = 57 | 57 \text{ is } A) = P(57 \text{ is } B | 57 \text{ is } A)P(57 | 57 \text{ is } A). \]

Now, let suppose selecting 57 as B and X = 57 are independent given "57 is A", and also selecting X = 57 and selecting 57 as A are independent. Then, we have that

\[ P(\xi_{X,B} = 57 | 57 \text{ is } A) = P(57 \text{ is } B | 57 \text{ is } A)P(X = 57) = \frac{171}{172} \times 0.005 = 0.00497093. \]

The Python code for this example is available in this Github repository.

8.4. Relative Fuzzy Model. Let A, B and C be three fuzzy subsets of \( \Omega \). In this model, for any \( x_0 \in \Omega \), we define:

\[ P(x_0 \text{ is } A) = \frac{\mu_A(x_0)}{\| x_0 \|}, \quad \| x_0 \| := \mu_A(x_0) + \mu_B(x_0) + \mu_C(x_0). \]

This model is useful, when we intend to select an element of \( \Omega \) as A, B or C. The standard conditional distributions are obtained as follows:

\[ P(y_0 \text{ is } B | x_0 \text{ is } A) = \frac{T \left( \frac{\mu_B(y_0)}{\| y_0 \|}, \frac{\mu_A(x_0)}{\| x_0 \|} \right)}{\mu_A(x_0)/\| x_0 \|}. \]

It follows that the above conditional probability coincides with the corresponding formula in Simple Fuzzy Model, when we use the minimum t-norm.
8.5. **Membership Degree Scaled Model.** In this model, we scale values of $X$ with respect to their membership degrees. Indeed, we define:

$$
\mathbb{P}(x_0 \text{ is } A) = \mathbb{P}(X = \mu_A(x_0)x_0).
$$

Thus, the standard conditional probabilities are defined as follows:

$$
\mathbb{P}(y_0 \text{ is } B| x_0 \text{ is } A) = \frac{T(\mathbb{P}(Y = \mu_B(y_0)y_0), \mathbb{P}(X = \mu_A(x_0)x_0))}{\mathbb{P}(X = \mu_A(x_0)x_0)}.
$$

We can also define a non-standard conditional probability as follows:

$$
\mathbb{P}(y_0 \text{ is } B| x_0 \text{ is } A) = \mathbb{P}(Y = y_0\mu_B(y_0)|X = x_0\mu_A(x_0)).
$$

8.6. **Generalized Membership Degree Based Models.** In these models we replace $\mu_A(x_0)$ in the previous models by $\mu^{r_{x_0,A}}(x_0)$, where $r_{x_0,A}$ is a non-negative real number. A particular case is to consider $\mu^{r_A}(x_0)$ for any $x_0 \in \Omega$ and a non-negative number $r$. Then, by the approaches explained in other models, we are able to define all subjective joint and conditional distributions by replacing any membership degree $\mu_D(x_0)$ with $\mu_D(x_0)^{r_{x_0,D}}$ for any fuzzy attribute $D$ of $\Omega$ and $x_0 \in \Omega$. 
Note that for any $x \in \Omega$ with $r_{x,A} > 1$ and $\mu_A(x) \notin \{0, 1\}$, we have that $\mu_A(x) > \mu_A^{r_{x,A}}(x)$. Further, for any $x \in \Omega$ with $r_{x,A} < 1$ and $\mu_A(x) \notin \{0, 1\}$, we have that $\mu_A(x) < \mu_A^{r_{x,A}}(x)$. Therefore, when the membership degrees are large, by selecting $r_{x,A} > 1$, we can have smaller values. Similarly, when we want to have larger values of membership degrees, we select $r_{x,A} < 1$.

8.7. Generalized Standard Models. When we use $t$-norms (e.g., in standard models), we might need to normalize the probability of selecting an element with respect to a fuzzy attribute. Hence, we call a model of our framework a generalized standard model if it satisfies the following equality:

$$P(y_0 \text{ is } B|x_0 \text{ is } A) = \frac{T(rP(y_0 \text{ is } B), P(x_0 \text{ is } A))}{P(x_0 \text{ is } A)},$$

where $r$ is a positive real number, which could be fixed or depended on $A$ and $B$ or depended on $x_0$, $y_0$, $A$ and $B$.

8.8. Random Generalized Standard Models. These models are obtained when we use a random variable instead of the real number $r$ in generalized standard models. For instance, assume that we would like to double the probabilities of selecting elements with respect to a fuzzy attribute $B$ in 70 percent of times. Hence, instead of $r$, we can use a Bernoulli random variable that only depends on $A$ and $B$ with the success probability of 0.7. More precisely, we have that

$$P(y_0 \text{ is } B|x_0 \text{ is } A) = \frac{T((Z + 1)P(y_0 \text{ is } B), P(x_0 \text{ is } A))}{P(x_0 \text{ is } A)},$$

where $Z$ is a Bernoulli random variable with the success probability of 0.7.

9. Fuzzy Average Treatment Effect

Assume that we intend to measure the causal effect of a discrete (but not necessarily binary) intervention $T$ on a Bernoulli outcome $Y$. For instance, $T$ could be a type of medical treatment and $Y$ be the outcome of $T$. Indeed, $Y = 1$ when the treatment is successful and otherwise $Y = 0$. We also denote the potential outcome corresponding to $T = t$ by $Y(t)$. A significant way to measure the causal effect of $T$ on $Y$ is to see the difference between the outcomes when $T$ is high and when $T$ is low. We might also be interested in medium treatments. Thus, we assume that low, medium and high are fuzzy attributes of $T$, and then we use our PFL theory as follows. Given a statistical population, we define:

$$Y(A) := \frac{1}{P(T \text{ is } A)} \sum_{t \neq t_A} Y(t)P(\xi_{T,A} = t),$$

where $A \in \{\text{low}, \text{medium}, \text{high}\}$. 
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Now, we define the fuzzy average treatment effects (FATE) as follows:

\[
\text{FATE}_h^h := \mathbb{E}(Y(\text{high})) - \mathbb{E}(Y(\text{low})), \\
\text{FATE}_m^m := \mathbb{E}(Y(\text{medium})) - \mathbb{E}(Y(\text{low})), \\
\text{FATE}_h^m := \mathbb{E}(Y(\text{high})) - \mathbb{E}(Y(\text{medium})).
\]

Obviously, we have that

\[
\text{FATE}_h^h = \text{FATE}_l^m + \text{FATE}_m^h.
\]

To deal with the fundamental problem of Causal Inference, there are some assumptions in classic causal inference such as the ignorability condition (see Section 5). One could create a fuzzy version of the ignorability condition using similar assumptions. Our fuzzy ignorability condition is the following assumption:

- \(Y(t)\) and \(\xi_{A,T}\) are independent for any \(t \in T\) and \(A \in \{\text{low, high}\}\).

Thus, to compute \(\text{FATE}_h^h\), we have that

\[
\mathbb{E}(Y(\text{high})) = \frac{1}{\mathbb{P}(T \text{ is high})} \sum_{t \neq t_{\text{high}}} \mathbb{E}(Y(t))\mathbb{P}(\xi_{T,\text{high}} = t)
= \frac{1}{\mathbb{P}(T \text{ is high})} \sum_{t \neq t_{\text{high}}} \mathbb{E}(Y(t)|\xi_{T,\text{high}} = t)\mathbb{P}(\xi_{T,\text{high}} = t)
= \frac{1}{\mathbb{P}(T \text{ is high})} \sum_{t \neq t_{\text{high}}} \mathbb{P}(Y = 1|\xi_{T,\text{high}} = t)\mathbb{P}(\xi_{T,\text{high}} = t)
= \frac{1}{\mathbb{P}(\xi_{T,\text{high}} \neq t_{\text{high}})} \sum_{t \neq t_{\text{high}}} \mathbb{P}(\xi_{T,\text{high}} = t|Y = 1)\mathbb{P}(Y = 1)
= \frac{\mathbb{P}(\xi_{T,\text{high}} \neq t_{\text{high}})}{\mathbb{P}(\xi_{T,\text{high}} \neq t_{\text{high}})} \mathbb{P}(\xi_{T,\text{high}} \neq t_{\text{high}})
= \mathbb{E}(Y|\xi_{T,\text{high}} \neq t_{\text{high}}),
\]

which is a statistical formula. Similarly, we can obtain \(\mathbb{E}(Y(\text{low}))\) as follows:

\[
\mathbb{E}(Y(\text{low})) = \mathbb{E}(Y|\xi_{T,\text{low}} \neq t_{\text{low}}),
\]

which implies that

\[
\text{FATE}_h^h = \mathbb{E}(Y|\xi_{T,\text{high}} \neq t_{\text{high}}) - \mathbb{E}(Y|\xi_{T,\text{low}} \neq t_{\text{low}}).
\]

In practice, we suggest to fuzzify the treatment into three fuzzy subsets low, medium and high in such a way that

\[
\mathbb{P}(t \text{ is low}) + \mathbb{P}(t \text{ is medium}) + \mathbb{P}(t \text{ is high}) = 1
\]
for any $t \in \text{Supp}(T) \setminus \{t_{\text{high}}\}$ (for instance, see Relative Fuzzy Model described in Subsection 8.4). This follows that

$$P(T \text{ is low}) + P(T \text{ is medium}) + P(T \text{ is high}) = 1.$$ 

Then, for any treatment $t \in \text{Supp}(T) \setminus \{t_{\text{high}}\}$, we randomly assign $t$ to a proportion $P(\xi_{T,\text{high}} = t)$ of the entire sample. Thus, a proportion $P(T \text{ is low}) + P(T \text{ is medium})$ of the entire sample is untreated. Next, we randomly assign $\xi_{T,\text{medium}}$ to a proportion $P(T \text{ is medium})$ of the entire sample, but only to untreated units. Thus, a proportion $P(T \text{ is low})$ of the entire sample remains untreated. This proportion of the entire sample could be treated using $\xi_{T,\text{low}}$.

In the following, we provide an example of FATE.

**Example 9.1.** Assume that we are given a uniformly distributed treatment $T$ whose set of values is $\{0, 1, \ldots, 9\}$. We randomly generate the binary potential outcomes of a sample of 10000 people in such a way that the probability of happening $Y(t) = 1$ is more probable when $t$ increases. The head and the tail of the sample are shown in Figure 6. Let the fuzzy attributes ”low”, ”medium” and ”high” be defined like the ones in Figure 7. Then, by considering Simple Fuzzy Model (i.e., $P(x \text{ is } A) = \mu_A(x)$) we have that

$$\text{FATE}^n_t = 0.227241, \quad \text{FATE}^h_t = 0.598788,$$

while by considering the ignorability condition and applying the procedure explained just before this example, we get the followings:

$$E(Y|\xi_{T,\text{med}} \neq t_{\text{med}}) - E(Y|\xi_{T,\text{low}} \neq t_{\text{low}}) \approx 0.227027,$$

$$E(Y|\xi_{T,\text{high}} \neq t_{\text{high}}) - E(Y|\xi_{T,\text{low}} \neq t_{\text{low}}) \approx 0.598198,$$

which are approximately equal to $\text{FATE}^n_t$ and $\text{FATE}^h_t$, respectively. These results show that the treatment $T$ in our context could be considered as a probable cause of the outcome $Y$.

The Python code for this example is available in this Github repository.

10. Measure Theoretical Approach

Let $(\Omega, \mathcal{F}, P)$ be a probability space, where $\Omega \subseteq \mathbb{R}$ is the set of possible outcomes, $\mathcal{F}$ is a $\sigma$-algebra over $\Omega$ consisting of all events, and $P$ is a measure on $(\Omega, \mathcal{F})$ with $P(\Omega) = 1$. We assume that $\mathcal{F}$ is the Borel $\sigma$-algebra on $\Omega$. Now, let $X : \Omega \rightarrow \mathbb{R}$ be the identity random variable, and $A$ be a fuzzy attribute of $\Omega$. Hence, the probability measure induced by $X$, denoted by $P_X$, coincides with $P$. For the sake of simplicity, in the sequel, we denote all probability measures and their derived notations (e.g., $P_X$) by $P$, when the underlying measurable space $(\Omega, \mathcal{F})$ is known. For any $x \in \Omega$, assume that $P(x \text{ is } A)$ is the chance of selecting $x$ as $A$ in the random experiment whose sample space is $\{\text{Selecting } x \text{ as } A, \text{Not selecting } x \text{ as } A\}$, and it is measurable as a function of $x$. Considering Experiment $(\star)$, We have the following assumption for any $x \in \Omega$:

$$P(\Omega \text{ is } A|X = x) = P(x \text{ is } A).$$
Figure 6. The head and the tail of the random sample of binary potential outcomes in such a way that the probability of the $Y(t) = 1$ gets higher when $t$ increases.

Figure 7. Fuzzy attributes "low", "medium" and "high" for $T = \{0, 1, \ldots, 9\}$.

It follows that

$$\mathbb{P}(\Omega \text{ is } A) = \int_{\mathbb{R}} \mathbb{P}(\Omega \text{ is } A|X = x) \, d\mathbb{P}_X(x) = \int_{\mathbb{R}} \mathbb{P}(x \text{ is } A) \, d\mathbb{P}_X(x).$$

where, $\mathbb{P}_X$ is the probability measure on $\mathbb{R}$ induced by $X$. Let $\xi_{X,A}$ be the random variable associated to Experiment $(\ast)$. Similar to the above, we consider the following assumption for any $x \in \Omega$ and $E \in \mathcal{F}$:

$$\mathbb{P}(\xi_{X,A} \in E|X = x) = \mathbb{P}(\xi_{x,A} \in E).$$
Let $E \in \mathcal{F}$. Then, by the total law of probability, we have that:

$$
\mathbb{P}(\xi_{X,A} \in E) = \int_{\mathbb{R}} \mathbb{P}(\xi_{X,A} \in E \mid X = x) \, d\mathbb{P}_X(x) = \int_{\mathbb{R}} \mathbb{P}(\xi_{x,A} \in E) \, d\mathbb{P}_X(x)
$$

$$
= \int_E \mathbb{P}(\xi_{x,A} \in E) \, d\mathbb{P}_X(x) + \int_{\mathbb{R}\setminus E} \mathbb{P}(\xi_{x,A} \in E) \, d\mathbb{P}_X(x).
$$

If $x_A \in E$, then:

$$
\int_E \mathbb{P}(\xi_{x,A} \in E) \, d\mathbb{P}_X(x) = \int_E (\mathbb{P}(\xi_{x,A} = x) + \mathbb{P}(\xi_{x,A} = x_A)) \, d\mathbb{P}_X(x) = \int_E d\mathbb{P}_X(x),
$$

$$
\int_{\mathbb{R}\setminus E} \mathbb{P}(\xi_{x,A} \in E) \, d\mathbb{P}_X(x) = \int_{\mathbb{R}\setminus E} \mathbb{P}(\xi_{x,A} = x_A) \, d\mathbb{P}_X(x)
$$

$$
= \int_{\mathbb{R}\setminus E} (1 - \mathbb{P}(x \text{ is } A)) \, d\mathbb{P}_X(x).
$$

Further, if $x_A \notin E$, then:

$$
\int_E \mathbb{P}(\xi_{x,A} \in E) \, d\mathbb{P}_X(x) = \int_E \mathbb{P}(\xi_{x,A} = x) \, d\mathbb{P}_X(x) = \int_E \mathbb{P}(x \text{ is } A) \, d\mathbb{P}_X(x),
$$

$$
\int_{\mathbb{R}\setminus E} \mathbb{P}(\xi_{x,A} \in E) \, d\mathbb{P}_X(x) = 0.
$$

It follows from $\int_{\mathbb{R}} d\mathbb{P}_X(x) = 1$ that:

$$
\mathbb{P}(\xi_{X,A} \in E) = \begin{cases} 
1 - \int_{\mathbb{R}\setminus E} \mathbb{P}(x \text{ is } A) \, d\mathbb{P}_X(x), & x_A \in E \\
\int_E \mathbb{P}(x \text{ is } A) \, d\mathbb{P}_X(x), & x_A \notin E
\end{cases}.
$$

We can rewrite the above formula as follows:

$$
\mathbb{P}(\xi_{X,A} \in E) = \int_E \mathbb{P}(x \text{ is } A) \, d\mathbb{P}_X(x) + \alpha \delta_{x_A}(E), \quad \alpha = 1 - \int_{\mathbb{R}} \mathbb{P}(x \text{ is } A) \, d\mathbb{P}_X(x),
$$

where $\delta_{x_A}$ is the Dirac measure with respect to $x_A$. The above formula equals the following as well:

$$
\mathbb{P}(\xi_{X,A} \in E) = \int_E \mathbb{P}(\xi_{x,A} = x) \, d\mathbb{P}_X(x) + \beta \delta_{x_A}(E), \quad \beta = 1 - \int_{\mathbb{R}} \mathbb{P}(\xi_{x,A} = x) \, d\mathbb{P}_X(x),
$$

Now, we determine the expected value of $\xi_{X,A}$ in the following theorem.

**Theorem 10.1.**

$$
\mathbb{E}(\xi_{X,A}) = x_A + \int_{\mathbb{R}} (x - x_A) \mathbb{P}(x \text{ is } A) \, d\mathbb{P}_X(x).
$$
Proof. Let $E \in \mathcal{F}$. Then, we have that

$$
\int_E \mathbb{P}(\xi_{x,A} = x) \, d(\mathbb{P}_X + \beta \delta_{x,A}) = \int_E \mathbb{P}(\xi_{x,A} = x) \, d\mathbb{P}_X + \beta \int_E \mathbb{P}(\xi_{x,A} = x) \, d\delta_{x,A}
$$

$$
= \int_E \mathbb{P}(\xi_{x,A} = x) \, d\mathbb{P}_X + \beta \mathbb{P}(\xi_{x,A,A} = x_A) \delta_{x_A}(E)
$$

$$
= \mathbb{P}(\xi_{x,A} \in E).
$$

It follows that

$$
\mathbb{E}(\xi_{x,A}) = \int_\mathbb{R} x \, d\mathbb{P}_{\xi_{x,A}} = \int_\mathbb{R} x \mathbb{P}(\xi_{x,A} = x) \, d(\mathbb{P}_X + \beta \delta_{x,A})
$$

$$
= \int_\mathbb{R} x \mathbb{P}(\xi_{x,A} = x) \, d\mathbb{P}_X + \beta \int_\mathbb{R} x \mathbb{P}(\xi_{x,A} = x) \, d\delta_{x,A}
$$

$$
= \int_\mathbb{R} x \mathbb{P}(\xi_{x,A} = x) \, d\mathbb{P}_X + \beta x_A \mathbb{P}(\xi_{x,A,A} = x_A)
$$

$$
= \int_\mathbb{R} x \mathbb{P}(\xi_{x,A} = x) \, d\mathbb{P}_X + x_A \left(1 - \int_\mathbb{R} \mathbb{P}(\xi_{x,A} = x) \, d\mathbb{P}_X\right)
$$

$$
= x_A + \int_\mathbb{R} (x - x_A) \mathbb{P}(\xi_{x,A} = x) \, d\mathbb{P}_X
$$

$$
= x_A + \int_\mathbb{R} (x - x_A) \mathbb{P}(x \text{ is } A) \, d\mathbb{P}_X.
$$

\[\square\]

In the following theorem, we provide the classic continuous distributions of $\xi_{x,A}$. To do so, we initially assume that $\mathbb{P}(x \text{ is } A)$ and the probability density function (pdf) of $X$ are continuous functions of the variable $x$, and hence they are Riemann integrable.

Theorem 10.2. Let $X$ be a classic continuous distribution whose pdf is $f_X(x)$. Then, $\xi_{x,A}$ has a generalized pdf, denoted by $f_{\xi_{x,A}}$, and it is given by the following:

$$
f_{\xi_{x,A}}(t) = \mathbb{P}(t \text{ is } A) f_X(t) + \alpha \delta(t - x_A),
$$

where $\delta(x - x_A)$ is the Dirac delta function, and we have that

$$
\alpha = 1 - \int_{-\infty}^{\infty} \mathbb{P}(x \text{ is } A) f_X(x) \, dx.
$$

Proof. We have that $d\mathbb{P}_X = f(x) \, dx$. First, we note that

$$
\alpha = 1 - \int_{\mathbb{R}} \mathbb{P}(x \text{ is } A) \, d\mathbb{P}_X(x) = 1 - \int_{-\infty}^{\infty} \mathbb{P}(x \text{ is } A) f_X(x) \, dx.
$$

Now, we show that $\xi_{x,A}$ has a generalized pdf (see Appendix D). To do so, it follows from the proof of Theorem 10.1 that

$$
\mathbb{P}(\xi_{x,A} \in E) = \int_E \mathbb{P}(\xi_{x,A} = x) \, d(\mathbb{P}_X + \beta \delta_{x,A}),
$$
while $\mathbb{P}_X$ is absolutely continuous (see Appendix C.14). Hence, $\mathbb{P}_X + \beta \delta_{x_A}$ is absolutely continuous with respect to $\lambda + \beta \delta_{x_A}$, where $\lambda$ is the Lebesgue measure on $\mathbb{R}$. It follows that $\xi_{X,A}$ is absolutely continuous with respect to $\lambda + \beta \delta_{x_A}$, and hence it has a generalized pdf.

Denote the distribution function of $\xi_{X,A}$ by $F$. Then, we have that

$$F(t) = \mathbb{P}(\xi_{X,A} \leq t) = \int_{-\infty}^t \mathbb{P}(x \text{ is } A)f_X(x)\,dx + \alpha \delta_{x_A}(-\infty, t]$$

$$= \int_{-\infty}^t \mathbb{P}(x \text{ is } A)f_X(x)\,dx + \alpha U_{x_A}(t),$$

where $U_{x_A}$ is the Heaviside step function. It follows that

$$f_{\xi_{X,A}}(t) = \frac{dF}{dx}(t) = \mathbb{P}(t \text{ is } A)f_X(t) + \alpha \delta(t - x_A).$$

By a similar process (i.e., taking the total law of probability over the values of $X$ and using the Bayes rule), we can define the conditional probabilities $\mathbb{P}(\xi_{X,A} \in E'|E)$ and $\mathbb{P}(E|\xi_{X,A} \in E')$ that we described in the discrete case in Section 7. For instance, we have that

$$\mathbb{P}(\xi_{X,A} \in E'|E) = \begin{cases} 1 - \int_{\mathbb{R}\setminus E'} \mathbb{P}(x \text{ is } A|X = x, E)\,d\mathbb{P}^E_X, & x_A \in E' \\ \int_{E'} \mathbb{P}(x \text{ is } A|X = x, E)\,d\mathbb{P}^E_X, & x_A \notin E' \end{cases},$$

$$\mathbb{E}(\xi_{X,A}|E) = x_A + \int_{\mathbb{R}} (x - x_A)\mathbb{P}(x \text{ is } A|X = x, E)\,d\mathbb{P}^E_X,$$

where $\mathbb{P}^E$ is the probability measure on $(\Omega, \mathcal{F})$ given $E$, and $\mathbb{P}^E_X$ is the probability measure induced by $X$ on $\mathbb{R}$ with respect to $\mathbb{P}^E$.

Now, we have the following theorem, which is similar to Theorem 10.2 but in conditional case. In this theorem, we assume that $f_{X|E}(t|E)$ and $\mathbb{P}(t \text{ is } A|X = t, E)$ are continuous functions of $t$.

**Theorem 10.3.** Let $X$ be a classic continuous distribution whose probability density function (pdf) is $f_X(x)$. Then, the generalized pdf of $\xi_{X,A}$ given $E$, denoted by $f_{\xi_{X,A}|E}$, is as follows:

$$f_{\xi_{X,A}|E}(t|E) = \mathbb{P}(t \text{ is } A|X = t, E)f_{X|E}(t|E) + \alpha^E \delta(t - x_A),$$

where, $\alpha^E = 1 - \int_{-\infty}^\infty \mathbb{P}(x \text{ is } A|X = x, E)f_{X|E}(x|E)\,dx$.

The above theorem follows the following corollaries:

**Corollary 10.4.** Considering the assumption of Theorem 10.3, if $\xi_{x,A}$ and $X$ are independent given $E$, then we have that

$$f_{\xi_{x,A}|E}(t|E) = \mathbb{P}(t \text{ is } A|E)f_{X|E}(t|E) + \alpha^E \delta(t - x_A),$$

where, $\alpha^E = 1 - \int_{-\infty}^\infty \mathbb{P}(x \text{ is } A|E)f_{X|E}(x|E)\,dx$. 
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Corollary 10.5. Considering the assumption of Theorem 10.3, if \( E \) is the event of ",\( \xi_{X,B} = x_B \)”, and \( B \) is a fuzzy attribute of \( X \), then we have that 

\[
f_{\xi_{X,A}|E}(t|E) = P(t \text{ is } A|\neg(t \text{ is } B))f_{X|E}(t|E) + \alpha E(t - x_A),
\]

where, \( \alpha E = 1 - \int_{-\infty}^{\infty} P(x \text{ is } A|\neg(x \text{ is } B))f_{X|E}(x|E) \, dx \).

Let’s finish this section by the following example:

Example 10.6. Let \( \Omega \) denotes the rainfall in a specific region and \( \Omega' \) be collected water on the ground at a certain place located in the region. Consider the fuzzy attributes ”high” and ”wet” for \( \Omega \) and \( \Omega' \), respectively. Also, assume that \( X \) and \( Y \) are the inclusion random variables corresponding to \( \Omega \) and \( \Omega' \), respectively. One could think of being ”wet” for a specific \( y_0 \) not depending on the joint distribution of the following events:

- \( X = x \),
- \( Y = y \), and
- selecting \( x' \) as ”high”

for any \( x, x' \in \text{Supp}(X) \) and \( y_0, y \in \text{Supp}(Y) \). Here, since all conditions are removed, the above formulas for conditional probabilities are not applicable. Hence, consider the case that we drop the third one (i.e. selecting \( x' \) as ”high”). However, for greater values of \( X = x \) and \( Y = y \), since greater values of \( Y \) are more likely available, we might select \( y_0 \) with a lower probability as ”wet”. Also, being ”high” depends on \( X \), since for instance what is considered high rainfall in London is significantly different from what is considered high rainfall in Lut desert (located in Iran). Hence, dependencies of the above random variables come from the subjective decisions that might be made by criteria such as the required precision. Therefore, by considering \( x_{\text{high}} = y_{\text{wet}} = 0 \) and the aforementioned independence in selecting \( y_0 \) as ”wet” (without the third one), we have the followings:

\[
P(y_0 \text{ is wet}|Y = y, X = x) = P(y_0 \text{ is wet}),
\]

\[
f_{\xi_{Y,Y}^\text{wet}}(y_0) = P(y_0 \text{ is wet})f_Y(y_0),
\]

\[
E(\xi_{Y,Y}^\text{wet}) = \int_{-\infty}^{\infty} yP(y \text{ is wet})f_Y(y) \, dy,
\]

\[
f_{\xi_{Y,Y}^\text{wet}|X}(y_0|x) = P(y_0 \text{ is wet})f_{Y|X}(y_0|x),
\]

\[
f_{Y|\xi_{X,\text{high}}^\text{wet}}(y_0|x) = f_{Y|E}(y_0|E), \quad E = (x \text{ is high})&\neg(x = x),
\]

where \( y_0 \in \text{Supp}(Y)\backslash\{0\} \) and \( x \in \text{Supp}(X)\backslash\{0\} \). Now, if we assume that selecting \( x \) as ”high” is independent from the joint distribution of \( X \) and \( Y \) as well, then the last formula can be written as follows:

\[
f_{Y|\xi_{X,\text{high}}}(y_0|x) = f_{Y|X}(y_0|x).
\]

11. Relationship Between Zadeh’s PFL and our Theory

Zadeh’s PFL is different from our theory in nature. Indeed, Zadeh’s theory is a probability theory for fuzzy events, while our theory is about the probability of selecting crisp elements with a certain fuzzy attribute. Anyway, several aspects of
Zadeh’s theory could be interpreted in our theory. Consider a probability space
\((\Omega, \mathcal{F}, P)\), where \(\Omega \subseteq \mathbb{R}\) and \(\mathcal{F}\) is the Borel \(\sigma\)-algebra on \(\Omega\). Let \(X : \Omega \to \mathbb{R}\) be the inclusion random variable, and let \(A\) be a fuzzy attribute of \(\Omega\). Zadeh defined the probability of \(\tilde{A}\) (i.e. the fuzzy subset of \(\Omega\) associated to \(A\)) as follows:

\[P(\tilde{A}) = \int_{\mathbb{R}} \mu_A(x) \, dP_X,\]

where \(P_X\) is the probability function induced by \(X\). The above probability in our Simple Fuzzy Model is equal to \(P(\Omega is A)\) (see Section 10). Zadeh also defined a mean for \(P(\tilde{A})\) as follows:

\[m(\tilde{A}) = \frac{1}{P(\tilde{A})} \int_{\mathbb{R}} x\mu_A(x) \, dP_X.\]

Note that \(m(\tilde{A})\) in our Simple Fuzzy Model could be obtained as follows:

\[m(\tilde{A}) = \frac{\mathbb{E}(\xi_{X,A})}{P(\Omega is A)},\]

where \(x_A = 0\).

12. Conclusion

One major problem with Deep Learning Algorithms is that they fail when it comes to reasoning (see [10], [21], and [25]). Hence, it has been suggested in [9] and [10] to use Non-Classical Logics to equip the machine with reasoning. In this paper, we constructed a PFL framework that can solve basic problems but fundamental in some different types of reasoning such as Causal Reasoning. Our PFL suggests a probabilistic screening criterion to feed a machine with datapoints satisfying a specific fuzzy attribute at a time (see Section 6). Further, it provides an assignment mechanism to calculate the fuzzy average treatment effect for Causal Inference. Our Fuzzy Causal Inference framework is flexible enough to integrate the vagueness of the selection criteria into different Causal Inference concepts such as ignorability condition. Note that as we mentioned in Section 2, the previous PFL frameworks have at least one of the following drawbacks:

- The lack of a precise mathematical setting.
- Providing a framework for which events are just fuzzy, and hence it is not possible to have crisp events while the criteria of the random selection are fuzzy.
- Computationally expensive.

Our PFL framework solves all of the above drawbacks.

In the near future, we intend to create an integration theory of Fuzzy Logic and Causal Inference by using our PFL framework. Although we very briefly touched the concepts of Causal Inference in this paper, we prepared the ground for the fully integration of PFL and Causal Inference in general. To demonstrate this, we showed an application of our PFL theory in Causal Inference.
We recommend other researchers to take part in developing the PFL framework suggested in this paper. For instance, the followings are recommended:

- Working on the probabilistic aspects of our PFL theory such as studying the independence, dependence and correlation of random variables, and studying famous inequalities and theorems in Probability Theory.
- Constructing new models of our PFL capable of processing specific needs for specific applications in the areas such as Medicine, Market Research, Social Studies and Control Systems.
- Working on the philosophical aspects of our PFL theory. A notable work in our research was to interpret "selecting nothing" as "selecting a specific element". This could be controversial for some researchers and philosophers.
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Appendix A. Topological Spaces

Let \( f : \mathbb{R} \to \mathbb{R} \) be a function. Then, \( f \) is continuous if and only if \( f^{-1}(I) \) is a union of open intervals for any open interval \( I \subseteq \mathbb{R} \). Continuous functions are important for many mathematical purposes such as integration. To generalize continuity on arbitrary spaces (not only \( \mathbb{R} \)), one common and popular way is to define the so called open sets.

A.1. Definition of a Topology. Let \( \Omega \) be a set. A collection \( \tau \) of subsets of \( \Omega \) is called a topology on \( \Omega \), whenever

- \( \emptyset, \Omega \in \tau \),
- \( U, V \in \tau \) implies that \( U \cap V \in \tau \), and
- for any family \( \{U_i\}_{i \in I} \) of elements \( \tau \), we have that \( \bigcup_{i \in I} U_i \in \tau \).

Then, \((\Omega, \tau)\) (or simply \( \Omega \)) is called a topological space. Moreover, each element of \( \tau \) is called an open subset of \( \Omega \). The complement of each open subset of \( \Omega \) is called a closed subset of \( \Omega \).

A.2. Base for a Topology. Let \((\Omega, \tau)\) be a topological space. A subcollection \( \mathcal{B} = \{B_i\}_{i \in I} \) of \( \tau \) is called a base for \( \tau \), if

- \( \bigcup_{i \in I} B_i = X \), and
- for any \( \omega \in B_i \cap B_j \), there exists \( l \in I \) with \( \omega \in B_l \subseteq B_i \cap B_j \) for any \( i, j \in I \).

A topology could be uniquely determined by its base. Indeed, if \( \mathcal{B} \) is a base for the topology \( \tau \), then \( \tau \) is the collection of arbitrary unions of the elements of \( \mathcal{B} \). Conversely, any collection \( \mathcal{B} \) of subsets of a set \( \Omega \) satisfying the above conditions uniquely defines a topology on \( \Omega \).
Let $\Omega$ be a set. Then, $\tau_1 = \{\emptyset, \Omega\}$ and $\tau_2 = \mathcal{P}(\Omega)$ are the smallest and the largest topologies defined on $\Omega$, respectively. The standard topology on $\mathbb{R}$ is the collection of arbitrary unions of open intervals.

A.3. Continuous Functions. Let $(\Omega, \tau)$ and $(\Omega', \tau')$ be two topological spaces. A function $f : (\Omega, \tau) \to (\Omega', \tau')$ is called continuous, whenever $f^{-1}(U) \in \tau$ for any $U \in \tau'$. One could see that $f : (\Omega, \tau) \to (\Omega', \tau')$ is continuous if and only if $f^{-1}(B') \in \tau$ for any $B' \in \mathcal{B}'$, where $\mathcal{B}'$ is a base for $\tau'$.

A.4. Product Topology. Let $(\Omega, \tau)$ and $(\Omega', \tau')$ be two topological spaces. Then, the product topology on the Cartesian product $\Omega \times \Omega'$ is the topology whose base is $\{U \times U' : U \in \tau, U' \in \tau'\}$. Note that if $\mathcal{B}$ and $\mathcal{B}'$ are bases of $\tau$ and $\tau'$, respectively, then $\{B \times B' : B \in \mathcal{B}, B' \in \mathcal{B}'\}$ is the base for the product topology on $\Omega \times \Omega'$. Now, inductively, one could define the product topology on the Cartesian product $\Omega_1 \times \cdots \times \Omega_n$ of topological spaces $(\Omega_i, \tau_i)$ for any $i = 1, \ldots, n$. For instance, the product topology of the standard topology on $\mathbb{R}$ with itself on $\mathbb{R}^2$ has the following base:

$$\{I \times J : I \text{ and } J \text{ are open intervals in } \mathbb{R}\}.$$ 

In general, the following set (i.e., the set of all hypercubes in $\mathbb{R}^n$) is a base for the standard topology on $\mathbb{R}^n$:

$$\{I_1 \times \cdots \times I_n : I_i \text{'s are open intervals in } \mathbb{R}\}.$$ 

In the sequel, we consider the standard topology on $\mathbb{R}^n$. Note that it could be shown that any open set in $\mathbb{R}^n$ could be written as a countable union of disjoint hypercubes.

A.5. Extended Real Line. Let $\bar{\mathbb{R}} = \mathbb{R} \cup \{\pm \infty\}$. We define the following arithmetic:

$$a \times \infty = \infty \times a = -((-a) \times \infty) = -(\infty \times (-a)) = \infty,$$

$$b + \infty = \infty + \infty = \infty \times \infty = \infty, \quad b \infty = 0.$$ 

for any $a, b \in \mathbb{R}$ with $a > 0$. Indeed, there are similar identities for $-\infty$. Note that we leave $\pm(\infty - \infty), 0 \times (\pm \infty)$ and $(\pm \infty) \times 0$ undefined. One could see that the following set is a base for a topology on $\bar{\mathbb{R}}$ called standard base:

$$\mathcal{B} = \{(a, \infty) : a \in \mathbb{R}\} \cup \{[-\infty, b) : a \in \mathbb{R}\} \cup \{(a, b) : a, b \in \mathbb{R}, a < b\},$$

which is called the standard topology on $\bar{\mathbb{R}}$. We define $\mathbb{R}^n := \mathbb{R}^n$ for any positive integer $n$, and we equip it by the product topology. It is worth mentioning that each open set in $\mathbb{R}^n$ could be written as a countable union of disjoint elements of the form of $E_1 \times \cdots \times E_n$, where $E_i \in \mathcal{B}$ for any $1 \leq i \leq n$.

Note that several important concepts such as connected spaces, compact spaces, local properties, quotient spaces and several other concepts are discussed in Topology as a branch of mathematics. To study more in General Topology, readers are referred to the following textbooks [1], [23] and [26].
APPENDIX B. MEASURE THEORY

In this appendix, we provide some definitions and theorems required for explaining the measure theoretical point of view of Probability Theory (see Appendix C). To see more details, we refer readers to study a standard textbook such as [3] and [11].

B.1. σ-Algebras. Let Ω be a set. A σ-algebra on Ω is a collection ℱ of subsets of Ω which satisfies the following properties:

(1) Ω ∈ ℱ,
(2) E ∈ ℱ implies that Ω \ {E} ∈ ℱ for any E ∈ ℱ, and
(3) if \{E_i\}_{i=1}^∞ is a family of the elements of ℱ then \bigcup_{i=1}^∞ E_i ∈ ℱ.

Let Ω be a set and ℱ be a σ-algebra on Ω. It follows from these properties that ∅ and the intersection of any countable family of elements of a σ-algebra on Ω belong to the σ-algebra as well. We sometimes refer to elements of a σ-algebra on Ω as measurable subsets of Ω.

For any set Ω, the collection \{∅, Ω\} and the powerset of Ω are the smallest and largest σ-algebras defined on Ω. The σ-algebra generated by a collection \{S\} of subsets of Ω is defined to be the intersection of all σ-algebras on Ω containing \{S\}. Note that the σ-algebra generated by all open subsets of \(\mathbb{R}^n\) is called the Borel σ-algebra and is denoted by \(\mathcal{B}(\mathbb{R}^n)\). The σ-algebra generated by each of the following sets is \(\mathcal{B}(\mathbb{R}^n)\):

\[
\begin{align*}
\mathcal{B}_1 &= \{(a, b) : a, b \in \mathbb{R}, a < b\}, \\
\mathcal{B}_2 &= \{(a, b) : a, b \in \mathbb{R}, a < b\}, \\
\mathcal{B}_3 &= \{[a, b) : a, b \in \mathbb{R}, a < b\}, \\
\mathcal{B}_4 &= \{[a, b] : a, b \in \mathbb{R}, a \leq b\}, \\
\mathcal{B}_5 &= \{(a, \infty) : a \in \mathbb{R}\} \cup \{(-\infty, b] : b \in \mathbb{R}\}, \\
\mathcal{B}_6 &= \{[a, \infty) : a \in \mathbb{R}\} \cup \{(-\infty, b] : b \in \mathbb{R}\}, \\
\mathcal{B}_7 &= \{(a, \infty) : a \in \mathbb{R}\} \cup \{(-\infty, b) : b \in \mathbb{R}\}, \\
\mathcal{B}_8 &= \{[a, \infty) : a \in \mathbb{R}\} \cup \{(-\infty, b) : b \in \mathbb{R}\}.
\end{align*}
\]

Indeed, the Borel σ-algebra is defined for any topological space. Especially, for any integer \(n\), we have the Borel σ-algebra on \(\mathbb{R}^n\), denoted by \(\mathcal{B}(\mathbb{R}^n)\) (see Appendix A for the definition of \(\mathbb{R}^n\) and the standard topology on it).

B.2. Measurable Spaces and Measurable Functions. For a set Ω and a σ-algebra ℱ on Ω, the pair (Ω, ℱ) is called a measurable space. Let (Ω, ℱ) and (Ω', ℱ') be two measurable spaces. A function \(f : (Ω, ℱ) → (Ω', ℱ')\) is called measurable if \(f^{-1}(E') ∈ ℱ\) for any \(E' ∈ ℱ'\). If Ω and Ω' are both topological spaces and ℱ and ℱ' are the Borel σ-algebras on Ω and Ω', respectively, then any continuous function from (Ω, ℱ) to (Ω', ℱ') is measurable (but the converse is wrong). One could see that the composition of two measurable functions is also measurable. As a convention, by a real valued measurable function \(f : (Ω, ℱ) → \mathbb{R}\), we mean \(f : (Ω, ℱ) → (\mathbb{R}, \mathcal{B}(\mathbb{R}))\) is measurable. We also consider the similar convention for multi-valued functions into \(\mathbb{R}^n\).
B.3. Indicator Functions and Simple Functions. Let $(\Omega, \mathcal{F})$ be a measurable space and $E \in \mathcal{F}$. Then, the indicator function of $E$, denoted by $\mathbb{1}_E$, is defined as follows:

$$\mathbb{1}_E : \Omega \rightarrow \mathbb{R}, \quad \mathbb{1}_E(\omega) = \begin{cases} 1 & \omega \in E \\ 0 & \omega \notin E \end{cases}.$$

Let $E_1, \ldots, E_n \in \mathcal{F}$ be pairwise disjoint and $r_1, \ldots, r_n \in \mathbb{R}$. Then, $\sum_{i=1}^{n} r_i \mathbb{1}_{E_i}$ is called a simple function. One could see that the sum, product and composition of two simple functions is a simple function as well. Note that a simple function (and hence an indicator function) is measurable.

A famous result states that any non-negative measurable function $g : \Omega \rightarrow [0, \infty)$ is the point-wise limit of a sequence of simple functions defined on $\Omega$. This result plays a key role in the sequel.

B.4. Measures. Let $(\Omega, \mathcal{F})$ be a measurable space. A function $\mu : \mathcal{F} \rightarrow [0, \infty]$ is called a measure, whenever it satisfies the following conditions:

1. $\mu(\emptyset) = 0$, and
2. $\mu\left(\bigcup_{i=1}^{\infty} E_i\right) = \sum_{i=1}^{\infty} \mu(E_i)$ for any countable family $\{E_i\}_{i=1}^{\infty}$ of pairwise disjoint elements $\mathcal{F}$.

One could see that a measure $\mu$ defined on a measurable space $(\Omega, \mathcal{F})$ is increasing (i.e., $\mu(E) \leq \mu(E')$ if $E \subseteq E'$ for any $E, E' \in \mathcal{F}$). If $\mu$ is a measure defined on the measurable space $(\Omega, \mathcal{F})$, then $(\Omega, \mathcal{F}, \mu)$ is called a measure space.

As an example, assume that $\mathcal{F}$ is the powerset of $\Omega$ and $\omega$ is an arbitrary element of $\Omega$. Then, the Dirac measure with respect to $\omega$ is defined as follows:

$$\delta_\omega(E) = \begin{cases} 1 & \omega \in E \\ 0 & \omega \notin E \end{cases}$$

for any subset $E$ of $\Omega$.

B.5. Continuity Property of Measures. Let $(\Omega, \mathcal{F}, \mu)$ be a measure space and $(E_n)_{n=1}^{\infty}$ be a family of elements of $\mathcal{F}$ with $E_1 \subseteq E_2 \subseteq \cdots$. Let us assume that $E = \bigcup_{n=1}^{\infty} E_n$ (i.e., $E_n \uparrow E$). Then, obviously $E$ is measurable. Now, we show that $\mu(E) = \lim_{N \rightarrow \infty} \mu(E_N)$. To see this, assume that

$$B_1 = E_1, \quad B_n = E_n \setminus E_{n-1}, \quad n = 2, 3, \ldots.$$

Then, $(B_n)_{n=1}^{\infty}$ is a family of pairwise disjoint measurable sets with $E = \bigcup_{n=1}^{\infty} B_n$. Thus, we have that

$$\mu(E) = \mu\left(\bigcup_{n=1}^{\infty} B_n\right) = \sum_{n=1}^{\infty} \mu(B_n) = \lim_{N \rightarrow \infty} \sum_{n=1}^{N} \mu(B_n) = \lim_{N \rightarrow \infty} \mu\left(\bigcup_{n=1}^{N} B_n\right) = \lim_{N \rightarrow \infty} \mu(E_N).$$

Similarly, one could see that if $E_1 \supseteq E_2 \supseteq \cdots$, $E = \bigcap_{n=1}^{\infty} E_n$ (i.e., $E_n \downarrow E$), and $\mu(E_1) < \infty$, then $\mu(E) = \lim_{N \rightarrow \infty} \mu(E_N)$. 
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B.6. Almost Everywhere Properties. Let \((\Omega, \mathcal{F}, \mu)\) be a measure space and \(\mathcal{P}\) be a property of elements in \(\Omega\). It is said that \(\mathcal{P}\) holds almost everywhere in \(\Omega\) if there exists \(E \in \mathcal{F}\) with \(\mu(E) = 0\), and \(\mathcal{P}\) holds for each \(\omega \in \Omega \setminus \{E\}\). For instance, assume that the measure of any singleton is zero. If a property is satisfied for all elements of \(\Omega\) except for a countable subset of \(\Omega\), since the measure of any countable set is zero, then that property holds almost everywhere in \(\Omega\). In the sequel, any equality or property involving measures holds almost everywhere but we might no longer mention it. For instance, when we say that ”there is a unique function satisfying the property \(\mathcal{P}\)”, we mean that if two functions satisfy \(\mathcal{P}\), then they are almost everywhere equal.

B.7. Lebesgue Measure. Any measure defined on a Borel \(\sigma\)-algebra is called a Borel measure. A theorem guarantees that there is a unique Borel measure \(\lambda\) on \(\mathbb{R}\) in such a way that \(\lambda([a, b]) = b - a\) for any real numbers \(a\) and \(b\) with \(a \leq b\). Similarly, there is a unique Borel measure \(\lambda\) on \(\mathbb{R}^n\) such that \(\lambda(H) = \text{Vol}(H)\), where \(H\) is a hypercube (i.e., a Cartesian product of \(n\) intervals in \(\mathbb{R}\)) and \(\text{Vol}(H)\) is the volume of \(H\). The aforementioned Borel measure on \(\mathbb{R}^n\) is called the Lebesgue measure. For instance, hypercubes in \(\mathbb{R}^2\) and \(\mathbb{R}^3\) are squares and cubes, respectively. Hence, intuitively the Lebesgue measures in 2 and 3 dimensions represent the area and the ordinary volume, respectively.

B.8. Integrals. Let \((\Omega, \mathcal{F}, \mu)\) be a measure space and \(s = \sum_{i=1}^{n} r_i \mathbb{1}_{E_i}\) be a non-negative simple function. The integral of \(s\) on \(\Omega\) is defined as follows:

\[
\int_{\Omega} s \, d\mu = \sum_{i=1}^{n} r_i \mu(E_i).
\]

Now, assume that \(f : \Omega \to [0, \infty]\) is a measurable function. Then, the integral of \(f\) on \(\Omega\) is defined as below:

\[
\int_{\Omega} f \, d\mu = \sup \left\{ \int_{\Omega} s \, d\mu : s \text{ is a simple function with } 0 \leq s \leq f \right\}.
\]

If \(E \in \mathcal{F}\), then the integral of \(f\) on \(E\) is defined as follows:

\[
\int_{E} f \, d\mu = \int_{\Omega} f \mathbb{1}_{E} \, d\mu.
\]

Note that if \(f\) is only defined on \(E \in \mathcal{F}\), then we can extend it to a measurable function \(\tilde{f} : \Omega \to \mathbb{R}\) by the following setting:

\[
\tilde{f}(x) = \begin{cases} 
  f(x) & , x \in E \\
  0 & , x \notin E 
\end{cases},
\]

and we define

\[
\int_{E} f \, d\mu = \int_{E} \tilde{f} \, d\mu.
\]

Now, let \(f : \Omega \to \mathbb{R}\) be a measurable function. Assume that \(f^+ = \max\{f, 0\}\) and \(f^- = \max\{-f, 0\}\). Both \(f^+\) and \(f^-\) are non-negative and measurable, and we have
that \( f = f^+ - f^- \) and \( |f| = f^+ + f^- \). We say that \( f \) is integrable, if \( \int_{\Omega} |f| \, d\mu < \infty \).

Now, for an integrable function \( f : \Omega \to \mathbb{R} \), we define

\[
\int_E f \, d\mu = \int_E f^+ \, d\mu - \int_E f^- \, d\mu.
\]

To be more precise, sometimes we use the notation \( \int_E f(\omega) \, d\mu(\omega) \) to clarify the variable we are taking the integral with respect to.

**B.9. Integrals of Multi-Values Functions.** Let \((\Omega, \mathcal{F}, \mu)\) be a measure space and \( f : \Omega \to \mathbb{R}^n \) be non-negative (in each component) and measurable. Assume that \( f(\omega) = (f_1(\omega), \ldots, f_n(\omega)) \) for any \( \omega \in \Omega \). For any \( 1 \leq i \leq n \), note that \( \pi_i : \mathbb{R}^n \to \mathbb{R} \) sending each \( \omega \in \mathbb{R}^n \) to its \( i \)th component is measurable, which implies that \( f_i = \pi_i \circ f \) is measurable as well. In general, \( f \) is measurable if and only if \( f_i \) is measurable for any \( 1 \leq i \leq n \). Now, we define the integral of \( f \) as follows:

\[
\int_E f \, d\mu := \left( \int_E f_1 \, d\mu, \ldots, \int_E f_n \, d\mu \right).
\]

Similarly, an arbitrary function \( f : \Omega \to \mathbb{R}^n \) (not necessarily non-negative) is integrable if and only if \( f_i \) is integrable for any \( 1 \leq i \leq n \). Thus, the above definition is considered for the integrable function \( f \) as well. Hence, many properties of the integration of the single valued functions (provided in the sequel) hold for multi-values functions as well.

**B.10. Some Properties of Integrals.** Let \((\Omega, \mathcal{F}, \mu)\) be a measure space, and let \( f, g : \Omega \to \mathbb{R} \) be non-negative and measurable (or in general case, one could consider the integrable functions). If \( \{E_i\}_{i=1}^{\infty} \) is a family of pairwise disjoint measurable subsets of \( \Omega \), then we have that

\[
\int_{\bigcup_{i=1}^{\infty} E_i} f \, d\mu = \sum_{i=1}^{\infty} \int_{E_i} f \, d\mu.
\]

Further, if \( \lambda, \eta \in \mathbb{R} \), then for any measurable subset \( E \) of \( \Omega \), we have that

\[
\int_E (\lambda f + \eta g) \, d\mu = \lambda \int_E f \, d\mu + \eta \int_E g \, d\mu.
\]

Furthermore, if \( \{f_n\}_{n=1}^{\infty} \) is a sequence of non-negative measurable real valued functions defined on \((\Omega, \mathcal{F})\), then we have that

\[
\sum_{n=1}^{\infty} \int_E f_n(\omega) \, d\mu(\omega) = \int_E \sum_{n=1}^{\infty} f_n(\omega) \, d\mu(\omega)
\]

for any \( E \in \mathcal{F} \).
B.11. Measures Defined via Measures. Let $(\Omega, \mathcal{F}, \mu)$ be a measure space and $f : (\Omega, \mathcal{F}) \rightarrow [0, \infty]$ be a non-negative measurable function. Define $\nu : \mathcal{F} \rightarrow [0, \infty]$ as follows:

$$\nu(E) = \int_E f \, d\mu$$

for any $E \in \mathcal{F}$. Then, $\nu$ is a measure on $(\Omega, \mathcal{F})$. This method to define new measures is common to define probability measures.

B.12. Monotone Convergence Theorem. Let $(\Omega, \mathcal{F}, \mu)$ be a measure space and $f : (\Omega, \mathcal{F}) \rightarrow \mathbb{R}$ be measurable and non-negative. If $\{s_n\}_{n=1}^{\infty}$ is a sequence of non-negative simple functions defined on $(\Omega, \mathcal{F})$ which converges to $f$ almost everywhere, then

$$\lim_{n \to \infty} \int_E s_n(\omega) \, d\mu(\omega) = \int_E f(\omega) \, d\mu(\omega)$$

for any $E \in \mathcal{F}$.

B.13. Dominating Convergence Theorem. Let $(\Omega, \mathcal{F}, \mu)$ be a measure space, and $\{f_n\}_{n=1}^{\infty}$ be a sequence of non-negative measurable functions from $(\Omega, \mathcal{F})$ to $\mathbb{R}^n$. If $\{f_n\}_{n=1}^{\infty}$ converges point-wise to $f$, and there exists an integrable function $g : (\Omega, \mathcal{F}) \rightarrow \mathbb{R}^n$ in such a way that $|f_n(\omega)| \leq g(\omega)$ for any $\omega \in \Omega$, then we have that

$$\lim_{n \to \infty} \int_E f_n(\omega) \, d\mu(\omega) = \int_E f(\omega) \, d\mu(\omega)$$

for any $E \in \mathcal{F}$.

B.14. Equality of Finite Borel Measures. Let $\Omega$ be a topological space, and let $\mu_1$ and $\mu_2$ be two finite Borel measures on $\Omega$. Then, by [3, Lemma 7.1.2], if $\mu_1$ and $\mu_2$ are equal on all open sets in $\Omega$, then they are equal on all Borel sets in $\Omega$. Now, let’s consider the case $\Omega = \mathbb{R}^n$. We know that any open set in $\mathbb{R}^n$ is a countable union of disjoint hypercubes, which implies that if two Borel measures on $\mathbb{R}^n$ are equal on all hypercubes, then they are equal on all open sets and hence equal on all Borel sets in $\Omega$. Similarly, if two Borel measures are equal on a base $\mathcal{B}$ for the standard topology on $\mathbb{R}^n$ (discussed in A.5), then they are equal on all Borel sets in $\mathbb{R}^n$.

B.15. Computing Lebesgue Integrals via Riemann Integrals. Consider the measure space $(\mathbb{R}, \mathcal{B}(\mathbb{R}), \lambda)$, where $\lambda$ is the Lebesgue measure. Then, one could see that any Riemann integrable function $f : [a, b] \rightarrow \mathbb{R}$ is Lebesgue integrable, and we have that

$$\int_{[a,b]} f \, d\mu = \int_a^b f \, dx.$$

Also, if $f : \mathbb{R} \rightarrow \mathbb{R}$ is a non-negative Riemann integrable function (in the sense of improper integrability), then $f$ is Lebesgue integrable, and we have that

$$\int_{\mathbb{R}} f \, d\mu = \int_{-\infty}^{\infty} f \, dx.$$
A similar statement holds when we consider any interval like \([a, \infty)\) and \((-\infty, b]\) for any real numbers \(a\) and \(b\).

**B.16. Radon-Nikodym Theorem.** Let \((\Omega, \mathcal{F}, \mu)\) be a measure space. Then, \(\mu\) is called a finite measure, if \(\mu(\Omega) < \infty\) (and hence \(\mu(E) < \infty\) for any \(E \in \mathcal{F}\)). Further, \(\mu\) is called a \(\sigma\)-finite measure if there is a countable family \(\{E_i\}_{i=1}^\infty\) of measurable subsets of \(\Omega\) with finite measure (i.e., \(\mu(E_i) < \infty\) for any \(i\)) such that \(\Omega = \bigcup_{i=1}^\infty E_i\). Obviously, a finite measure is a \(\sigma\)-finite measure.

Now, assume that \((\Omega, \mathcal{F})\) is a measurable space, and \(\mu\) and \(\nu\) are two measures defined on this space. Then, we say that \(\nu\) is absolutely continuous with respect to \(\mu\), if \(\mu(E) = 0\) implies that \(\nu(E) = 0\) for any \(E \in \mathcal{F}\).

Now, we are ready to state the Radon-Nikodym theorem. Let \((\Omega, \mathcal{F})\) be a measurable space, and \(\mu\) and \(\nu\) be two \(\sigma\)-finite measures on this space. If \(\nu\) is absolutely continuous with respect to \(\mu\), then there exists a non-negative measurable function \(f: \Omega \to [0, \infty]\) in such a way that

\[
\nu(E) = \int_E f \, d\mu
\]

for any \(E \in \mathcal{F}\).

**B.17. Changing the Measure of Integration.** Let \((\Omega, \mathcal{F})\) be a measurable space. Also, let \(\mu\) and \(\nu\) be two measures on \((\Omega, \mathcal{F})\) such that \(\nu\) is absolutely continuous with respect to \(\mu\). Then, by Radon-Nikodym theorem, there exists a measurable function \(f: \Omega \to [0, \infty]\) satisfying the following:

\[
\nu(E) = \int_E f \, d\mu
\]

for any \(E \in \mathcal{F}\). Now, if \(g: \Omega \to [0, \infty]\) is a measurable function, then for any \(E \in \mathcal{F}\), we have that

\[
\int_E g \, d\nu = \int_E g f \, d\mu.
\]

To prove it, assume that \(E, E' \in \mathcal{F}\). If \(g = 1_{E'}\), then

\[
\int_E 1_{E'} \, d\nu = \nu(E \cap E') = \int_{E \cap E'} f \, d\mu = \int_E 1_{E'} f \, d\mu.
\]

Hence, the desired identity holds for all indicator functions \(g\). By the linearity of integrals, this identity holds for all simple functions \(g\) as well. Now, by the monotone convergence theorem, we obtain the identity for all non-negative measurable functions \(g\).

**B.18. Change of Variable Theorem.** Let \((\Omega, \mathcal{F}, \mu)\) and \((\Omega', \mathcal{F}')\) be a measure space and a measurable space, respectively. Let \(F: (\Omega, \mathcal{F}) \to (\Omega', \mathcal{F}')\) be a measurable function. Then, \(F\) induces a measure on \((\Omega', \mathcal{F}')\) as follows:

\[
\mu_F: \mathcal{F}' \to [0, \infty], \quad \mu_F(E') = \mu(F^{-1}(E'))
\]
for any $E' \in \mathcal{F}'$. Now, if $g : (\Omega', \mathcal{F}') \rightarrow [0, \infty]$ is measurable, then we have that
\[
\int_{\Omega} g \circ F'(\omega) \, d\mu(\omega) = \int_{\Omega'} g(\omega') \, d\mu_F(\omega').
\]

Naturally, the above theorem holds for integrable functions $g : (\Omega', \mathcal{F}') \rightarrow \mathbb{R}^d$.

APPENDIX C. PROBABILITY THEORY (MEASURE THEORETIC POINT OF VIEW)

In this appendix, we provide a very brief description of the basics of the measure theoretical Probability Theory. To deal with conditional probabilities, we provide two different points of view, and explain how these two points of view are consistent with each other. To study more in the measure theoretical Probability Theory, we recommend the following textbooks [2], [6] and [7].

C.1. Probability Space. A probability space is a measure space $(\Omega, \mathcal{F}, P)$ such that $P(\Omega) = 1$. If $(\Omega, \mathcal{F}, P)$ is a probability space, then $\Omega$, $\mathcal{F}$ and $P$ are called the sample space, the event space and the probability measure, respectively. Further, each element of the event space is called an event.

C.2. Discrete Probability Spaces. Let $(\Omega, \mathcal{F}, P)$ be a probability space. If $\Omega$ is countable and $\mathcal{F}$ is the powerset of $\Omega$, then $(\Omega, \mathcal{F}, P)$ is called a discrete probability space. Note that for any $E' \in \mathcal{F}$, we have that
\[
P(X^{-1}(E')) = \sum_{e \in E} P(\{e\}).
\]

C.3. Random Variables and Random Vectors. Let $(\Omega, \mathcal{F}, P)$ be a probability space. A measurable function $X : (\Omega, \mathcal{F}) \rightarrow \mathbb{R}^n$ is called a random vector. A random variable is obtained when in the above definition we assume that $n = 1$. Let $X : (\Omega, \mathcal{F}) \rightarrow \mathbb{R}^d$ be a random vector. We note that $X$ induces a probability measure $P_X$ on $(\mathbb{R}^d, \mathcal{B}(\mathbb{R}^d))$ as follows:
\[
P_X(E') = P(X^{-1}(E'))
\]
for any $E' \in \mathcal{B}(\mathbb{R}^d)$. We define the support of $X$, denoted by $\text{Supp}(X)$, to be the smallest closed set $V$ with $P_X(V) = 1$. Especially, if $X : (\Omega, \mathcal{F}) \rightarrow \mathbb{R}$ is a random variable which takes a finitely number of values (i.e., a simple random variable), we have that
\[
\text{Supp}(X) = \{r \in \mathbb{R} : P_X(r) > 0\}.
\]
If the set of values of a random vector $X : (\Omega, \mathcal{F}) \rightarrow \mathbb{R}^d$ is countable, then $X$ is called a discrete random vector. We note that the support of a discrete random variable can be obtained similar to the support of a simple random variable.
C.4. Joint Probability Distributions. Let \( (\Omega, \mathcal{F}, P) \) be a probability space and \( X : (\Omega, \mathcal{F}) \to (\mathbb{R}^n, \mathcal{B}(\mathbb{R}^n)) \) and \( Y : (\Omega, \mathcal{F}) \to (\mathbb{R}^m, \mathcal{B}(\mathbb{R}^m)) \) be two random vectors, respectively. Also, let \( \mathcal{B}(\mathbb{R}^n) \times \mathcal{B}(\mathbb{R}^m) \) be the \( \sigma \)-algebra generated by the set \( \mathcal{B}(\mathbb{R}^n) \times \mathcal{B}(\mathbb{R}^m) \) on \( \mathbb{R}^n \times \mathbb{R}^m \). One could see that \( \mathbb{R}^n \times \mathbb{R}^m = \mathbb{R}^{n+m} \) and \( \mathcal{B}(\mathbb{R}^n) \times \mathcal{B}(\mathbb{R}^m) = \mathcal{B}(\mathbb{R}^{n+m}) \). Then, \( (X,Y) : (\Omega, \mathcal{F}) \to (\mathbb{R}^{n+m}, \mathcal{B}(\mathbb{R}^{n+m})) \) is a random vector defined by setting \( (X,Y)(\omega) = (X(\omega), Y(\omega)) \) for any \( \omega \in \Omega \). The joint probability distribution of \( X \) and \( Y \) is determined by the probability measure induced by \( (X,Y) \) (i.e., \( P_{X,Y}(E) = P(\{\omega \in \Omega : (X(\omega), Y(\omega)) \in E\}) \) for any \( E \in \mathcal{B}(\mathbb{R}^{n+m}) \)). Two Random vectors \( X \) and \( Y \) defined on \( (\Omega, \mathcal{F}, P) \) are said to be independent if \( P_{X,Y}(E' \times E'') = P_X(E')P_Y(E'') \) for any \( E' \in \mathcal{B}(\mathbb{R}^n) \) and \( E'' \in \mathcal{B}(\mathbb{R}^m) \). Note that

\[
P_X(E') = P(\{\omega \in \Omega : X(\omega) \in E'\}) = P(\{\omega \in \Omega : (X(\omega), Y(\omega)) \in E' \times \mathbb{R}^m\})
\]

\[
= P_{X,Y}(E' \times \mathbb{R}^m).
\]

Similarly, we have that \( P_Y(E'') = P_{X,Y}(\mathbb{R}^n \times E'') \). One could generalize the above procedure to define the joint distribution of any finite number of random variables defined on \( (\Omega, \mathcal{F}, P) \). Further, as we explained above, the joint distribution of any non-empty subset of a finite set of random vectors defined on \( (\Omega, \mathcal{F}, P) \) could be obtained from the joint distribution of all random vectors.

C.5. Conditional Probability (Conditions on the Values of a Random Variable). Let \( (\Omega, \mathcal{F}, P) \) be a probability space, \( E \in \mathcal{F} \), and \( X : (\Omega, \mathcal{F}) \to \mathbb{R}^n \) be a random vector. We define the measure \( \mu_E : \mathcal{B}(\mathbb{R}^n) \to [0, \infty] \) as follows:

\[
\mu_E(E') = P(X^{-1}(E') \cap E)
\]

for any \( E' \in \mathcal{B}(\mathbb{R}^n) \). Note that \( P_X(E') = 0 \) implies that \( \mu_E(E') = 0 \) for any \( E' \in \mathcal{B}(\mathbb{R}^n) \). Hence, \( \mu_E \) is absolutely continuous with respect to \( P_X \). Thus, it follows from the Radon-Nikodym theorem that there exists a unique measurable function \( f_E : \mathbb{R}^n \to [0, \infty] \) such that

\[
\mu_E(E') = \int_{E'} f_E(x) \, dP_X(x)
\]

for any \( E' \in \mathcal{B}(\mathbb{R}^n) \). It is a common notation to denote \( f_E(x) \) by \( P(E|X = x) \) for any possible or impossible value \( X = x \). Therefore, we have that

\[
P((X \in E') \cap E) = \int_{E'} P(E|X = x) \, dP_X(x)
\]

for any \( E \in \mathcal{F} \) and \( E' \in \mathcal{B}(\mathbb{R}^n) \). The function \( P(\cdot | X = x) : \mathcal{F} \to [0, \infty] \) is called a conditional probability function conditioned on \( X = x \). As a result, we have the following equation for any \( x_0 \in \mathbb{R}^n \):

\[
P(E \cap (X = x_0)) = \int_{\{x_0\}} P(E|X = x) \, dP_X(x) = P(E|X = x_0)P_X(x_0).
\]
Let’s see an example as follows. Assume that $X$ is a discrete random variable and $E \in \mathcal{F}$. Then, it follows from Equation (6) that we must have

$$P(E|X = x) = \frac{P((X = x) \cap E)}{P(X = x)}, \quad x \in \text{Supp}(X).$$

For any $x \in \mathbb{R}\setminus\text{Supp}(X)$, we can assign any value to $P(E|X = x)$ (for instance, one could define $P(E|X = x) = 0$). Now, we show that $P(\cdot|X = x)$ with the above definition satisfies Equation (5). To do so, let $E' \in \mathcal{B}(\mathbb{R}^n)$. Then, we have that

$$\int_{E'} P(E|X = x) \, dP_X(x) = \sum_{x \in E'} P(E|X = x) P_X(x) = \sum_{x \in E'} P(E \cap (X = x))$$

$$= P \left( E \cap \left( \bigcup_{x \in E'} \{x\} \right) \right) = P(E \cap (X \in E')).$$

Hence, $P(\cdot|X = x)$ satisfies Equation (5). One could see that for any $x \in \text{Supp}(X)$, $P(\cdot|X = x)$ is a probability measure as well.

If $X_i : (\Omega, \mathcal{F}) \to \mathbb{R}^{k_i}$ is a random vector for any $1 \leq i \leq l$, then we know that $(X_1, \ldots, X_l)$ is a random vector. Hence, we can define

$$P(E|X_1 = x_1, \ldots, X_n = x_n) = P(E|(X_1, \ldots, X_n) = (x_1, \ldots, x_n)).$$

Note that the concept of being independent is naturally defined here. Indeed, let $X : (\Omega, \mathcal{F}) \to \mathbb{R}^{k_1}$, $Y : (\Omega, \mathcal{F}) \to \mathbb{R}^{k_2}$ and $Z : (\Omega, \mathcal{F}) \to \mathbb{R}^{k_3}$ be three random vectors defined on $(\Omega, \mathcal{F})$. Then, $X$ and $Y$ are said to be independent given $Z = z$, whenever

$$P((X, Y) \in E_1 \times E_2|Z = z) = P(X \in E_1|Z = z)P(Y \in E_2|Z = z)$$

for any Borel sets $E_1$ and $E_2$ in $\mathbb{R}^{k_1}$ and $\mathbb{R}^{k_2}$, respectively.

C.6. Expected Values of Random Variables. Let $(\Omega, \mathcal{F}, P)$ be a probability space and $X : (\Omega, \mathcal{F}) \to \mathbb{R}$ be a random variable. Then, the expected value of $X$ is defined as follows:

$$\mathbb{E}(X) = \int_{\Omega} X(\omega) \, dP.$$

Thus, if $X$ is a discrete random variable, and $x_1, \ldots, x_n, \ldots$, are all distinct values of $X$, then we have that

$$\mathbb{E}(X) = \int_{\bigcup_{i=1}^{\infty} X^{-1}(x_i)} X(\omega) \, dP = \sum_{i=1}^{\infty} \int_{X^{-1}(x_i)} X(\omega) \, dP$$

$$= \sum_{i=1}^{\infty} x_i \int_{X^{-1}(x_i)} \, dP = \sum_{i=1}^{\infty} x_i P(X^{-1}(x_i)) = \sum_{i=1}^{\infty} x_i P_X(x_i).$$
C.7. Expected Values of Random Vectors. Let \((\Omega, \mathcal{F}, P)\) be a probability space and \(X : (\Omega, \mathcal{F}) \rightarrow \mathbb{R}^n\) be a random vector. Then, the expected value of \(X\) is defined as follows:

\[
E(X) = (E(X_1), \ldots, E(X_n)),
\]

where we assume that \(X(\omega) = (X_1(\omega), \ldots, X_n(\omega))\) for any \(\omega \in \Omega\). Note that \(\pi_i : \mathbb{R}^n \rightarrow \mathbb{R}\) is measurable, and hence it is a random variable for any \(1 \leq i \leq n\). It follows that \(X_i = \pi_i \circ X\) is a random variable as well for any \(1 \leq i \leq n\).

C.8. Conditional Expectation and Conditional Probability (Conditions on a Sub \(\sigma\)-Algebra). Let \((\Omega, \mathcal{F}, P)\) be a probability space and \(\mathcal{G}\) be a sub \(\sigma\)-algebra of \(\mathcal{F}\). Also, let \(X : (\Omega, \mathcal{F}) \rightarrow \mathbb{R}^n\) be a random vector. The expectation of \(X\) with respect to \(\mathcal{G}\), denoted by \(E(X|\mathcal{G})\), is a random vector from \((\Omega, \mathcal{G})\) to \(\mathbb{R}^n\) in such a way that

\[
\int_E E(X|\mathcal{G})(\omega) \, dP(\omega) = \int_E X(\omega) \, dP(\omega)
\]

for any \(E \in \mathcal{G}\). Indeed, \(E(X|\mathcal{G})\) exists and it is almost everywhere unique. To see this, define the measure \(\nu : \mathcal{G} \rightarrow [0, 1]\) by setting

\[
\nu(E) = \int_E X(\omega) \, dP(\omega)
\]

for any \(E \in \mathcal{G}\). Note that \(P(E) = 0\) implies that \(\nu(E) = 0\) for any \(E \in \mathcal{G}\). It follows that \(\nu\) is absolutely continuous with respect to \(P_{\mathcal{G}} : \mathcal{G} \rightarrow [0, \infty]\). Hence, there exists a unique measurable function \(g : (\Omega, \mathcal{G}) \rightarrow \mathbb{R}^n\) for which we have that \(\nu(E) = \int_E g(\omega) \, dP(\omega)\) for any \(E \in \mathcal{G}\). Finally, \(g\) is denoted by \(E(X|\mathcal{G})\).

Now, let \(E \in \mathcal{G}\). The conditional probability of \(E\) given \(\mathcal{G}\) is defined as follows:

\[
P(E|\mathcal{G}) = E(1_E|\mathcal{G}).
\]

Hence, \(P(E|\mathcal{G})\) is a random variable defined on \((\Omega, \mathcal{G})\) such that

\[
\int_{E'} P(E|\mathcal{G}) \, dP = \int_{E'} 1_E \, dP = P(E \cap E')
\]

for any \(E' \in \mathcal{G}\). We also define a probability measure \(P(\cdot|E') : \mathcal{G} \rightarrow [0, 1]\) in such a way that

\[
P(E'|E')P(E') = P(E \cap E')
\]

for any \(E' \in \mathcal{G}\). It follows that

\[
P(E|E')P(E') = \int_{E'} P(E|\mathcal{G}) \, dP
\]

for any \(E' \in \mathcal{G}\).

Considering \(P(\cdot|E')\) (defined above), being independent given an event for two random variables is defined similar to the definition given in Appendix C.5.
C.9. The Relationship Between the Conditional Probability Points of View introduced in Appendices C.5 and C.8. Let \((\Omega, \mathcal{F}, P)\) be a probability space and \(X : (\Omega, \mathcal{F}) \to \mathbb{R}^n\) be a random vector. Then, it is easy to see that \(\mathcal{G} = \{X^{-1}(E^n) : E^n \in \mathcal{B}(\mathbb{R}^n)\}\) is a sub-\(\sigma\)-algebra of \(\mathcal{F}\). We show that
\[
P(E|\mathcal{G})(\omega) = P(E|X = X(\omega))
\]
for almost every \(\omega \in \Omega\), where \(P(E|X = X(\omega))\) and \(P(E|\mathcal{G})\) are defined with respect to the points of view introduced in Appendices C.5 and C.8, respectively. To do so, first we note that \(P(E|X = X(\omega)) = P(E|X = \cdot) \circ X\) as the composition of two measurable functions is measurable. Hence, it follows from the Change of Variable theorem that
\[
\int_{X^{-1}(E^n)} P(E|X = X(\omega)) d\omega = \int_{E^n} P(E|X = x) dP_X(x) = P(E \cap X^{-1}(E^n)).
\]
One could see that when \(E\) is a specific value of a random variable on \((\Omega, \mathcal{F})\), then two concepts of independence discussed in Appendices C.5 and C.8 coincide with each other.

C.10. Conditional Probabilities of Conditional Probabilities. Let \((\Omega, \mathcal{F}, P)\) be a probability space, \(E, E_0 \in \mathcal{F}\) and \(X : (\Omega, \mathcal{F}) \to \mathbb{R}^n\) be a random vector. Let \(P^E := P(\cdot|E)\) be a conditional probability measure, and \(P_X^E\) be the conditional probability measure induced by \(X\) on \(\mathbb{R}^n\) (i.e., \(P_X^E(E') = P(X^{-1}(E')|E)\) for any \(E' \in \mathcal{B}(\mathbb{R}^n)\)). Then, by the same argument discussed in Appendix C.5, there exists a unique measurable function \(f_{E_0}^E : \mathbb{R}^n \to [0, \infty]\) that
\[
P^E((X \in E') \cap E_0) = \int_{E'} f_{E_0}^E(x) dP_X^E(x)
\]
for any \(E' \in \mathcal{B}(\mathbb{R}^n)\). Now, we denote \(f_{E_0}^E(x)\) by \(P(E_0|E, X = x)\) for any \(x \in \mathbb{R}^n\). It follows that
\[
P((X \in E') \cap E_0|E) = \int_{E'} P(E_0|E, X = x) dP_X^E(x)
\]
for any \(E' \in \mathcal{B}(\mathbb{R}^n)\).

C.11. Total law of Probability for Conditional Probabilities. Similar to the assumptions in Appendix C.10, let \((\Omega, \mathcal{F}, P)\) be a probability space, \(E, E_0 \in \mathcal{F}\) and \(X : (\Omega, \mathcal{F}) \to \mathbb{R}^n\) be a random vector. Also, assume that \(P^E := P(\cdot|E)\) be a conditional probability measure, and \(P_X^E\) be the conditional probability measure induced by \(X\) on \(\mathbb{R}^n\) with respect to \(P^E\). Then, by Appendix C.10, we have that
\[
P(E_0|E) = P((X \in \mathbb{R}^n) \cap E_0|E) = \int_{\mathbb{R}^n} P(E_0|E, X = x) dP_X^E(x).
\]
C.12. Relationship Between Conditional Probabilities of Conditional Probabilities and Conditional Probabilities Given the Joint Distribution of two Random Vectors. Once again, let us assume that $(\Omega, \mathcal{F}, P)$ is a probability space, $E_0 \in \mathcal{F}$, and $X : (\Omega, \mathcal{F}) \to \mathbb{R}^n$ and $Y : (\Omega, \mathcal{F}) \to \mathbb{R}^m$ are two random vectors. Also, assume that $P^E := P(\cdot | E)$ is a conditional probability measure, and $P_X^E$ is the conditional probability measure induced by $X$ on $\mathbb{R}^n$ with respect to $P^E$. Note that if $E = Y^{-1}(y)$ for some value $y \in \text{Supp}(Y)$, then $P(E_0 | Y = y, X = x)$ (defined in Appendix C.5) coincides with $f_{E_0}^y(x) = P(E_0 | E, X = x)$ (defined in Appendix C.10). To see this, let $E = Y^{-1}(y)$ with $y \in \text{Supp}(Y)$. For simplicity, we denote $P_X^E$ and $f_{E_0}^y$ by $P_Y^X$ and $f_Y^y$, respectively. Let $P(E_0 | X = \cdot, Y = \cdot) : \mathbb{R}^n \times \mathbb{R}^m \to [0, 1]$ be a conditional probability function in the sense of Appendix C.5. Assume that $P(E_0 | X = \cdot, Y = \cdot)$ is integrable. It is enough to show that

$$P(E_0 \cap (X \in E')) | Y = y = \int_{E'} P(E_0 | X = x, Y = y) dP_Y^y(x)$$

for any $E' \in \mathcal{B}(\mathbb{R}^n)$. To prove the above equality, it is enough to show that for any $E' \in \mathcal{B}(\mathbb{R}^n)$ and $E'' \in \mathcal{B}(\mathbb{R}^m)$, we have that

$$P(E_0 \cap ((X, Y) \in E' \times E'')) = \int_{E''} \int_{E'} P(E_0 | X = x, Y = y) dP_Y^y(x) dP_Y(y),$$

since $P(E_0 \cap (X \in E') | Y = \cdot)$ is a unique function satisfying the following equality for any $E' \in \mathcal{B}(\mathbb{R}^n)$ and $E'' \in \mathcal{B}(\mathbb{R}^m)$ (see Appendix C.5):

$$P(E_0 \cap ((X, Y) \in E' \times E'')) = \int_{E''} P(E_0 \cap (X \in E') | Y = y) dP_Y(y).$$

To do so, let $E' \in \mathcal{B}(\mathbb{R}^n)$ and $E'' \in \mathcal{B}(\mathbb{R}^m)$. Note that it follows from Appendix C.5 that

$$P(E_0 \cap ((X, Y) \in E' \times E'')) = \int_{E' \times E''} P(E_0 | X = x, Y = y) dP_{X,Y}(x, y).$$

Thus, it is enough to show that

$$\int_{E' \times E''} f(x, y) dP_{X,Y}(x, y) = \int_{E''} \int_{E'} f(x, y) dP_Y^y(x) dP_Y(y).$$
where \( f(x, y) = P(E_0 \mid X = x, Y = y) \). To prove this, first assume that \( f = 1_{E_1 \times E_2} \) for some \( E_1 \in \mathcal{B}(\mathbb{R}) \) and \( E_2 \in \mathcal{B}(\mathbb{R}^m) \). Then, we have that
\[
\int_{E' \times E''} 1_{E_1 \times E_2}(x, y) \, dP_{X,Y}(x, y) = \int_{\mathbb{R} \times \mathbb{R}^m} 1_{(E_1 \cap E') \times (E_2 \cap E'')} (x, y) \, dP_{X,Y}(x, y)
= P_{X,Y}((E_1 \cap E') \times (E_2 \cap E'')),
\]
\[
\int_{E''} \int_{E'} 1_{E_1 \times E_2}(x, y) \, dP_X^y(x) \, dP_Y(y) = \int_{E''} \int_{E_1 \cap E''} \int_{\mathbb{R}} 1_{E_1 \cap E' \times E_2}(x, y) \, dP_X^y(x) \, dP_Y(y)
= \int_{E''} \int_{E_1 \cap E''} 1_{E_1 \cap E'}(x) \, dP_X^y(x) \, dP_Y(y)
= \int_{E''} P(X \in E_1 \cap E' \mid Y = y) \, dP_Y(y)
= P((X, Y) \in (E_1 \cap E') \times (E_2 \cap E''))
= P_{X,Y}((E_1 \cap E') \times (E_2 \cap E'')).
\]
Hence, the equality holds for indicator functions. By the linearity of integrals, one could see that the equality holds for simple functions as well. Finally, by the monotone convergence theorem and dominating convergence theorem, the equality holds for any non-negative function.

C.13. **Expected Value Given an Event.** Let \((\Omega, \mathcal{F}, P)\) be a probability space and \(E \in \mathcal{F}\). Also, let \(X : (\Omega, \mathcal{F}) \to \mathbb{R}^m\) be a random vector. Assume that \(\{E_i\}_{i=1}^\infty\) is a family of pairwise disjoint elements of \(\mathcal{F}\) with \(\Omega = \bigcup_{i=1}^\infty E_i\). Also, assume that \(\mathcal{G}\) is the sub \(\sigma\)-algebra of \(\mathcal{F}\) generated by \(\{E_i\}_{i=1}^\infty\). One could see that
\[
\mathcal{G} = \left\{ \bigcup_{i \in I} E_i : I \subseteq \mathbb{N} \right\}.
\]
Thus, \(E(X \mid \mathcal{G})\) is constant on \(E_i\), since \(E(X \mid \mathcal{G})^{-1}(r)\) must be in \(\mathcal{G}\) for any \(i \in \mathbb{N}\) and \(r \in \mathbb{R}\). It follows that
\[
E(X \mid \mathcal{G}) = \sum_{i=1}^{\infty} r_i 1_{E_i}
\]
for some real numbers \(r_i\). In the aforementioned expression, \(r_i\) is denoted by \(E(X \mid E_i)\) for any \(i \in \mathbb{N}\). It follows that
\[
E(X \mid E_i) P(E_i) = \int_{E_i} E(X \mid \mathcal{G}) \, dP(\omega) = \int_{E_i} X(\omega) \, dP(\omega)
\]
for any \(i\). Hence, we showed that for any \(E \in \mathcal{F}\), \(E(X \mid E) P(E)\) is well-defined (i.e., it does not depend on a family of pairwise disjoint elements of \(\mathcal{F}\) which includes \(E\)).

Now, let \(E \in \mathcal{F}\) and \(P^E = P(\cdot \mid E)\) be a conditional probability measure. Then, we claim that the following definition for \(E(X \mid E)\) is acceptable:
\[
E(X \mid E) := \int_{\Omega} X(\omega) \, dP^E(\omega).
\]
To show this, it is enough to show that
\[
\left( \int_{\Omega} X(\omega) \, dP^E(\omega) \right) P(E) = \int_{\Omega} X(\omega) \, dP(\omega).
\]
Let \( E' \in \mathcal{F} \) be arbitrary and \( X = 1_{E'} \). Then, we have that
\[
\left( \int_{\Omega} 1_{E'}(\omega) \, dP^E(\omega) \right) P(E) = P^E(E') P(E) = P(E'|E) P(E)
\]
\[
= P(E' \cap E) = \int_{E} 1_{E'}(\omega) \, dP(\omega).
\]
One could see that the equality holds when \( X \) is a simple function as well. Finally, by the monotone convergence theorem, the equality holds for any random vector \( X : (\Omega, \mathcal{F}) \to \mathbb{R}^n \).

C.14. Continuous Random Variables. In this subsection, we briefly explain continuous random variables, their conditional distributions, expectations, and conditional expectations. In the sequel, we assume that \((\Omega, \mathcal{F}, P)\) is a probability space, \(X, Y : (\Omega, \mathcal{F}) \to \mathbb{R}\) are random variables, and \(Z : (\Omega, \mathcal{F}) \to \mathbb{R}^n\) is a random vector. We also denote the Lebesgue measure on \(\mathbb{R}^n\) by \(\lambda\).

C.14.1. Absolutely Continuous Random Variables. The random vector \(Z\) is called absolutely continuous if \(P_Z \) is absolutely continuous with respect to the Lebesgue measure.

C.14.2. Probability Density Functions. Assume that \(Z\) is absolutely continuous. It follows from the Radon-Nicodym theorem that there exists a measurable function \(f : \mathbb{R} \to [0, \infty)\) for which \(P_Z(E) = \int_E f(z) \, d\lambda(z)\) for any Borel set \(E\) in \(\mathbb{R}\). Here, \(f\) is called the probability density function of \(X\). Now, if the random variable \(X\) is absolutely continuous, \(\text{Supp}(X) \subseteq \mathbb{R}\), and \(f\) is Riemann integrable, then
\[
P_X((-\infty, t]) = \int_{-\infty}^t f(x) \, dx
\]
for any \(t \in \mathbb{R}\).

C.14.3. Distribution Function of a Random Variable. Define \(F_X : \mathbb{R} \to [0, 1]\) by setting \(F_X(t) = P_X([-\infty, t])\) for any \(t \in \mathbb{R}\). Then, \(F_X\) is called the distribution function of \(X\). Now, let \(X\) be absolutely continuous and \(\text{Supp}(X) \subseteq \mathbb{R}\). Then
\[
F_X(t) = \int_{-\infty}^t f(x) \, dx
\]
for any \(t \in \mathbb{R}\), where \(f\) is the probability density function of \(X\) which is assumed to be Riemann integrable. Note that if \(f\) is continuous, then \(F_X\) is differentiable and we have that
\[
\frac{dF_X}{dx}(t) = f(t).
\]
C.14.4. Definition of a Continuous Random Variable. Let \((\Omega, \mathcal{F}, P)\) be a probability space. Then, the random variable \(X\) is called continuous if \(F_X\) is continuous. Now, we show that \(X\) is continuous if and only if \(P_X(t) = 0\) for any \(t \in \mathbb{R}\). First, assume that \(X\) is continuous and \(t_0 \in \mathbb{R}\). Let \(\{t_n\}_{n=1}^{\infty}\) be an increasing sequence in \(\mathbb{R}\) converging to \(t_0\). Now, if \(E_n = (t_n, t_0]\), then we have that \(E_n \downarrow \{t_0\}\), and hence we have that

\[
0 = \lim_{n \to \infty} (F_X(t_0) - F_X(t_n)) = \lim_{n \to \infty} P_X((t_n, t_0]) = \lim_{n \to \infty} P_X(E_n) = P_X(t_0).
\]

One could see that the converse holds as well.

Let \(X\) be absolutely continuous. We show that \(X\) is continuous. To do so, let \(t \in \mathbb{R}\). Then, the Lebesgue measure of \(\{t\}\) is 0, and hence \(P_X(t) = 0\). It follows that \(X\) is a continuous random variable.

Continuous random variables are often absolutely continuous. Hence, from now on, by a continuous random variable, we mean an absolutely continuous random variable.

C.14.5. Examples of Continuous Random Variables. As we discussed, a continuous random variable is uniquely determined by its probability density function (pdf). Thus, we introduce the pdfs of some famous random variables in the following:

\[
f(x) := \begin{cases} \frac{1}{b-a}, & a \leq x \leq b \\ 0, & \text{otherwise} \end{cases} \quad \text{(Uniform Random Variable on \([a, b]\)},
\]

\[
g(x) := \begin{cases} \lambda e^{-\lambda x}, & x \geq 0 \\ 0, & \text{otherwise} \end{cases} \quad \text{(Exponential Random Variable with the parameter \(\lambda > 0\))},
\]

\[
h(x) := \frac{1}{\sqrt{2\pi}\sigma} e^{-\frac{(x - \mu)^2}{2\sigma^2}} \quad \text{(Normal Random Variable with the variance \(\sigma^2 (\sigma > 0\)) and the mean \(\mu\))}.
\]

C.14.6. Continuous Joint Distributions of Random Variables. Assume that the random vector \((X, Y)\) is absolutely continuous, and \(f_{X,Y}\) is the pdf of \((X, Y)\). Then, the pdfs of \(X\) and \(Y\) could be obtained as follows:

\[
f_X(x) = \int_{\mathbb{R}} f_{X,Y}(x, y) \, d\lambda(y), \quad f_Y(y) = \int_{\mathbb{R}} f_{X,Y}(x, y) \, d\lambda(x),
\]

since for instance we have that

\[
\int_E \int_{\mathbb{R}} f_{X,Y}(x, y) \, d\lambda(y) \, d\lambda(x) = \int_{E \times \mathbb{R}} f_{X,Y}(x, y) \, d\lambda(x, y) = P_{X,Y}(E \times \mathbb{R}) = P_X(E)
\]

for any Borel set \(E\) in \(\mathbb{R}\). Indeed, we validate the first equality of the above expression for simple functions \(f_{X,Y}(x, y)\), and then we generalize it for arbitrary functions \(f_{X,Y}(x, y)\) using the dominated convergence theorem (another way to justify this equality is the Fubini theorem in measure theory).

Now, assume that \(X\) and \(Y\) are independent. Then, for any two Borel sets \(E_1\) and \(E_2\) in \(\mathbb{R}\), we have that \(P_{X,Y}(E_1 \times E_2) = P_X(E_1)P_Y(E_2)\). Now, we claim that
\[ f_{X,Y} = f_X f_Y. \] To do so, we note that

\[
\int_{E_1 \times E_2} f_X(x) f_Y(y) \, d\lambda(x, y) = \int_{E_1} \left( \int_{E_2} f_X(x) f_Y(y) \, d\lambda(y) \right) \, d\lambda(x) \\
= \left( \int_{E_1} f_X(x) \, d\lambda(x) \right) \left( \int_{E_2} f_Y(y) \, d\lambda(y) \right) \\
= P_X(E_1) P_Y(E_2) = P_{X,Y}(E_1 \times E_2).
\]

It follows that for any Borel set \( E' \) in \( \mathbb{R}^n \), we have that

\[
\int_{E'} f_X(x) f_Y(y) \, d\lambda(x, y) = P_{X,Y}(E'),
\]

which implies that \( f_{X,Y} = f_X f_Y \).

C.14.7. Conditional Continuous Random Variables. Let \( E \in \mathcal{F} \) and \( X \) be continuous (as we mentioned before, here we mean being absolutely continuous). If \( P(E) > 0 \) and \( P^E \) be a conditional probability measure (for its definition look at Appendix C.10), then \( P^E \) is absolutely continuous, since for any Borel set \( E' \) in \( \mathbb{R} \), we have that

\[
P^E(X') P(E) = P((X \in E') \cap E) \leq P_X(E').
\]

Otherwise, if \( P(E) = 0 \), then we define \( P^E \) in such a way that it is absolutely continuous. In general, we can define \( P^E \) as follows:

\[
P^E(X') = \int_{E'} f_{X|E}(x|E) \, d\lambda(x),
\]

where \( f_{X|E}(.|E) : \mathbb{R} \to \mathbb{R} \) is a non-negative measurable function satisfying the following identity:

\[
\int_{\mathbb{R}} f_{X|E}(x|E) \, d\lambda(x) = 1.
\]

In the case that \( E \) is the event \( Y^{-1}(y) \), we denote \( f_{X|E} \) by \( f_X^Y \). Also, we assume that \( P(X \in E_1|Y = \cdot) : \mathbb{R} \to \mathbb{R} \) is the probability function defined in Appendix C.5. Indeed, \( P(X \in E_1|Y = \cdot) \) is measurable and satisfies the following equality:

\[
P((X \in E_1) \cap (Y \in E_2)) = \int_{E_2} P(X \in E_1|Y = y) \, dP_Y(y)
\]

for any Borel sets \( E_1 \) and \( E_2 \) in \( \mathbb{R} \). Now, we show that

\[
f_X^Y(x|y) f_Y(y) = f_{X,Y}(x, y)
\]

for any \( x, y \in \mathbb{R} \). To do so, it is enough to show that for any Borel sets \( E_1 \) and \( E_2 \) in \( \mathbb{R} \), we have that

\[
P_{X,Y}(E_1 \times E_2) = \int_{E_1 \times E_2} f_X^Y(x|y) f_Y(y) \, d\lambda(x, y).
\]
Denote the right side of the above identity by $I$. Then, we have that
\[
I = \int_{E_2} \left( \int_{E_1} f_X^y(x|y) \, d\lambda(x) \right) f_Y(y) \, d\lambda(y) = \int_{E_2} P_{X|Y}^y(E_1) f_Y(y) \, d\lambda(y)
\]
\[
= \int_{E_2} P_{X|Y}^y(E_1) \, dP_Y(y) = \int_{E_2} P(X \in E_1 | Y = y) \, dP_Y(y) = P((X \in E_1) \cap (Y \in E_2)).
\]
Hence, we have the following:
\[
f_X^y(x|y) f_Y(y) = f_{X,Y}(x, y)
\]
for any $x, y \in \mathbb{R}$.

C.14.8. Expectation of Continuous Random Variables. Let $X$ be continuous and $f_X$ be the pdf of $X$. We already know that
\[
\mathbb{E}(X) = \int_{\Omega} X(\omega) \, dP.
\]
By the change of variable theorem, we have that
\[
\mathbb{E}(X) = \int_{\mathbb{R}} x \, dP_X(x).
\]
Therefore, we have that
\[
\mathbb{E}(X) = \int_{\mathbb{R}} x f_X(x) \, d\lambda(x).
\]

C.14.9. Conditional Expectation of Continuous Random Variables. Let $X$ be continuous and $E \in \mathcal{F}$. We already know that if $P^E$ is a conditional probability measure, then
\[
\mathbb{E}(X|E) = \int_{\Omega} X(\omega) \, dP^E(\omega).
\]
Now, by the change of variable theorem, we obtain
\[
\mathbb{E}(X|E) = \int_{\mathbb{R}} x \, dP^E_X(x).
\]
Assume that $P^E_X$ is absolutely continuous. Then, there exists a unique measurable function $g^E : \mathbb{R} \to \mathbb{R}$ for which
\[
P^E_X(E') = \int_{E'} g^E(x) \, d\lambda(x)
\]
for any Borel set $E'$ in $\mathbb{R}$. We denote $g^E(x)$ by $f_{X|E}(x|E)$ for any $x \in \mathbb{R}$. It follows that
\[
\mathbb{E}(X|E) := \int_{\mathbb{R}} x f_{X|E}(x|E) \, d\lambda(x).
\]
C.14.10. **Total Law of Probability for Continuous Random Variables.** Let \( E \in \mathcal{F} \) and \( X \) be continuous. Assume that \( f_X \) is the pdf of \( X \). We already know the following version of the total law of probability:

\[
P(E) = \int_{\mathbb{R}} P(E|X = x) \, dP_X(x)
\]

which implies that

\[
P(E) = \int_{\mathbb{R}} P(E|X = x) f_X(x) \, d\lambda(x).
\]

C.14.11. **Total Law of Probability for Conditional Continuous Random Variables.** Let \( E, E_0 \in \mathcal{F} \) and \( X \) be continuous. Assume that \( P^E \) is a conditional probability measure, and \( P^E_{X|E} \) is absolutely continuous. Further, assume that \( f_{X|E}(x|E) \) is the pdf of \( P^E_{X|E} \). We already know that

\[
P(E_0|E) = \int_{\mathbb{R}} P(E_0|E, X = x) \, dP^E_{X|E}(x).
\]

It follows that

\[
P(E_0|E) = \int_{\mathbb{R}} P(E_0|E, X = x) f_{X|E}(x|E) \, d\lambda(x).
\]

**APPENDIX D. Generalized Probability Density Functions**

In this appendix, we use the Dirac measure to unify both discrete and continuous distributions (see [6] and [7]).

D.0.1. **Discrete Random Variable Distributions via Dirac Measures.** Let \( X : \Omega \to \mathbb{R} \) be a discrete random variable and \( E \subseteq \Omega \). We know that

\[
P_X(E) = \sum_{x \in E} P_X(x).
\]

Now, define the probability measure \( \mu : \mathcal{P}(\Omega) \to [0, 1] \) as follows:

\[
\mu := \sum_{x \in \text{Supp}(X)} P_X(x) \delta_x.
\]

One could see that \( \mu = P_X \), and hence

\[
P_X(E) = \int_E \, d\mu.
\]

D.0.2. **Definition of a Generalized Probability Density Function.** Let \((\Omega, \mathcal{F}, P)\) be a probability space, and \( X : \Omega \to \mathbb{R} \) be a random variable. Assume that

\[
\mu = t\lambda + \sum_{n=1}^{\infty} t_n \delta_{x_n},
\]

where \( \lambda \) is the Lebesgue measure, and \( t_n, x_n \in \mathbb{R} \) are non-negative for any \( n \). Then, \( \mu \) is a measure. If \( P_X \) is absolutely continuous with respect to \( \mu \), then by the
Radon-Nykodim theorem, there exists a unique non-negative measurable function $f_X : \mathbb{R} \rightarrow \mathbb{R}$ in such a way that

$$P_X(E) = \int_E f_X(x) \, d\mu(x)$$

for any $E \in \mathcal{B}(\mathbb{R})$. The function $f_X$ is called the generalized density function of $X$ with respect to $\mu$. Obviously, any pdf is a generalized pdf. For an example, assume that $\text{Im}(f_X) = \{f_X(x) : x \in \mathbb{R}\} \subseteq \mathbb{R}$, and $(f_X)_R : \mathbb{R} \rightarrow \mathbb{R}$ is Riemann integrable, and $\mu = \lambda + \delta_a$ for some $a \in \mathbb{R}$ with $a \leq t$, where $t \in \mathbb{R}$. Then, we have that

$$\int_{[\infty, t]} f_X(x) \, d\mu(x) = \int_{[-\infty, t]} f_X(x) \, d\lambda(x) + \int_{[-\infty, t]} f_X(x) \, d\delta_a(x)$$

$$= \int_{(-\infty, t]} f_X(x) \, d\lambda(x) + f_X(a)$$

$$= \int_t^{-\infty} f_X(x) \, dx + f_X(a).$$

D.0.3. **Dirac Delta Function.** The Dirac delta function is a function $\delta : \mathbb{R} \rightarrow \mathbb{R}$ which takes the value 0 everywhere except for $x = 0$ which takes $\infty$. It is assumed that $\delta$ has the following properties:

- $\int_{-\infty}^{\infty} \delta(x - a) \, dx = 1$ for any $a \in \mathbb{R}$, and
- $\int_{-\infty}^{\infty} g(x) \delta(x - a) \, dx = g(a)$ for any $a \in \mathbb{R}$ and any continuous function $g : \mathbb{R} \rightarrow \mathbb{R}$ for which the smallest closed set of all points $x \in \mathbb{R}$ with $g(x) \neq 0$ is bounded.

The first property implies that $\delta(x - a)$ is a pdf.

A main challenge here is that $\delta$ is not a function on $\mathbb{R}$ to $\mathbb{R}$, and hence the Riemann integral could not be defined for $\delta$. Hence, one could interpret the above Riemann integrals as Lebesgue integrals. In this case, we note that in the Lebesgue integral removing a set of zero measure (such as a point) does not affect the value of an integral. Hence, we must have $\int_{\mathbb{R}} \delta(x) \, d\lambda(x) = 0$, a contradiction! In fact, a true interpretation of the Dirac delta function is to consider it as a certain linear functional. Here, we do not discuss the details of a true mathematical definition of $\delta$ (for details, see [16]). However, we can interpret the integrals appeared above as symbolic integrals and define them as follows (for a more detailed and comprehensive reference, one could see [19, Section 5]):

$$\int_{-\infty}^{t} \delta(x - a) \, dx := \int_{[-\infty, t]} d\delta_a(x), \quad \int_{-\infty}^{t} g(x) \delta(x - a) \, dx := \int_{[-\infty, t]} g(x) \, d\delta_a(x),$$

where $\delta_a$ is the Dirac measure with respect to $a$. The two main properties of the Dirac delta function are satisfies, since

$$\int_{\mathbb{R}} d\delta_a(x) = 1, \quad \int_{\mathbb{R}} g(x) \, d\delta_a(x) = g(a).$$
In general, we define
\[ \int_{-\infty}^{t} g(x) \left( \sum_{n=1}^{\infty} t_n \delta(x - a_n) \right) \, dx := \sum_{n=1}^{\infty} t_n \int_{[-\infty,t]} g(x) \, d\delta_{a_n}(x), \]
where \( t_n, a_n \in \mathbb{R} \) for any \( n \). Hence, we have that
\[ \int_{[-\infty,t]} g(x) \, d\left( t_0 \lambda + \sum_{n=1}^{\infty} t_n \delta_{a_n} \right)(x) = \int_{[-\infty,t]} t_0 g(x) \, d\lambda(x) + \sum_{n=1}^{\infty} t_n \int_{[-\infty,t]} g(x) \, d\delta_{a_n}(x) \]
\[ = \int_{-\infty}^{t} t_0 g(x) \, dx + \int_{-\infty}^{t} g(x) \left( \sum_{n=1}^{\infty} t_n \delta(x - a_n) \right) \, dx \]
\[ = \int_{-\infty}^{t} g(x) \left( t_0 + \sum_{n=1}^{\infty} t_n \delta(x - a_n) \right) \, dx. \]

Indeed, we have that
\[ \int_{-\infty}^{t} \delta(x - a) \, dx = \int_{[-\infty,t]} d\delta_{a}(x) = U_a(t), \]
where \( U_a \) is the Heaviside step function defined as follows:
\[ U_a(t) = \begin{cases} 0, & t < a \\ 1, & t \geq a \end{cases}. \]

It follows that \( U_a(t) \) is the distribution function associated to \( \delta(x - a) \), and we have the following symbolic derivative:
\[ \frac{dU_a}{dx}(t) = \delta(t - a). \]

Note that \( U_a \) is not really differentiable at \( t = a \), that is why we used the word "symbolic" above.
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