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ABSTRACT With the development and popularization of 5G networks, the coverage problem of the Internet of Things (IoT) will encounter the massive-node problem. In this paper, we design a parallel genetic algorithm that divides the coverage problem of IoTs with massive nodes into many small problems and then solves these problems using Hadoop in parallel. First, the algorithm uses partitioning and grouping operations to degrade the scale of a large IoT and makes the coverage problem solvable. The algorithm then adopts the multi-objective programming-based genetic algorithm (MPGA) to solve the coverage problem. MPGA uses the fast non-dominated sorting to optimize the IoT coverage and node redundancy; it implements the preferential selection of non-critical nodes to maximize the length of the configuration sequence of working nodes. Finally, the parallel genetic algorithm uses uniform mutation and individual pruning to optimize the genetic algorithm internally and force its solving process to quickly converge toward feasible solutions. Experimental results confirm that the MPGA outperforms the existing algorithm on small IoTs in terms of coverage, the number of nodes, computing time, and the IoT lifespan. They also demonstrate that the parallel genetic algorithm successfully solves the coverage problem of IoTs with massive nodes and significantly extends the IoT lifespan.
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Section II presents the framework of the parallel genetic algorithm. Section IV, V, and VI describe the detailed implementations of the algorithm. Experimental results are presented in Section VII. Finally, we conclude the paper in Section VIII.

II. BACKGROUND, RELATED WORKS AND MOTIVATION OF THIS WORK

A. IoT COVERAGE MODEL

The network coverage is a fundamental problem for constructing an IoT, and its value needs to be maximized or at least exceed a given threshold. In this way, the IoT can avoid a blind communication area and guarantee the quality of service (QoS) [14]–[16]. This work considers the certainty coverage where the monitoring area is determined, and the coverage of that area must exceed a given threshold [17]. At the same time, this work also uses the strategy that activates part nodes to cover the monitoring area as working nodes and turns off the remaining nodes into a low-power sleep state.

This work uses the coverage model in [17] to formulate the IoT coverage problem. Suppose an IoT works on a 2D monitoring area A, this area is constituted by \( m \times n \) grids, and each grid is \( 1m \times 1m \). Let \( s_i \) be the \( i^{th} \) sensor node. Let \( num \) is the count of these nodes in the IoT, and \( S = (s_1, s_2, \ldots, s_{i}, \ldots, s_{num}) \) be the set of sensor nodes. Suppose the position of each node is known, and \((x_i, y_i)\) stands for the coordinate of the \( s_i \) node. Suppose the perception range of a node is a circular region, the rand \( \{x_i, y_i, r\} \) stands the effective perception circle of the \( s_i \) node where the node \( s_i(x_i, y_i) \) is the center and \( r \) is the radius.

Assume that the communication radius \( r_c \) (i.e., the maximum communication distance between sensor nodes) is at least two times of the perception radius \( r \), namely \( r_c \geq 2r \). In this way, if the sensor nodes can cover the monitoring area, the IoT can maintain its connectivity, and researchers no longer need to consider connectivity. Let \( P_{cov}(x, y, s_i) \) be the condition whether the sensor node \( s_i(x_i, y_i) \) covers the grid \((x, y)\), as shown in Equation 1 [17].

\[
P_{cov}(x, y, s_i) = \begin{cases} 1, & (x - x_i)^2 + (y - y_i)^2 \leq r^2 \\ 0, & \text{else} \end{cases}
\]

\[
P_{cov}(x, y, C_j) = \begin{cases} 1, & \exists s_i \in C_j, P_{cov}(x, y, s_i) = 1 \\ 0, & \text{else} \end{cases}
\]

Furthermore, let \( P_{cov}(x, y, C_j) \) be the condition whether the \( j^{th} \) configuration of working nodes covers the grid \((x, y)\), where \( C_j \) is a subset of the node set \( S \) and denotes these working nodes. Its value is calculated by Equation 2 [17].

Once a node \( s_i \) belongs to the \( j^{th} \) configuration of working nodes, and the node \( s_i \) satisfies Equation 1, the IoT covers the monitoring grid \((x, y)\). Let \( A_{area}(C_j) \) be the grid count covered by the configuration \( C_j \), as shown in Equation 3 [17].

\[
A_{area}(C_j) = \sum_{x=1}^{m} \sum_{y=1}^{n} P_{cov}(x, y, C_j)
\]
So far, the existing model has not dealt with the redundancy of working nodes.

### B. RELATED WORKS

Researchers have published [17]–[34] many techniques for the IoT coverage problem, but none of these techniques is proposed for the IoTs with massive nodes in 5G networks. Some researchers have proposed a series of meta-heuristic algorithms to maximize the IoT coverage, as shown in Table 1 [18]. A hybrid algorithm [19] uses simulated annealing technology to minimize the number of nodes for optimal IoT deployment. The EENPA algorithm [20] applies an energy-efficient node placement technology to cover the monitoring area and save network energy. The ABC algorithm [21] adopts artificial bee colony technology to increase IoT coverage. The PSO algorithm [22] integrates two-particle swarm optimizers to maximize coverage and extend the IoT lifespan in the 3D industrial area with barriers. The HS algorithm [23] uses a harmony search to maximize network coverage with minimal cost. The MADA-WOA algorithm [24] employs the whale optimization technique to optimize the dynamic deployment of sensor nodes. The Firefly algorithm [25] uses a firefly optimization technique to improve the coverage of mobile IoT. The CM-IA algorithm [26] applies an immune algorithm to improve the coverage of mobile IoT and reduce redundant area between nodes. Genetic algorithms are suitable for solving discrete problems and can find globally optimal solutions, so they are widely used for IoT coverage problems. For example, GA [27], MGA-RNP [28], and GA [29] optimize the number of relay nodes for K-connectivity IoTs, maximize network efficiency using a multi-objective fitness function, and realize K-coverage and K-connectivity IoT with minimum nodes, respectively. However, directly applying existing algorithms to the IoT coverage problem in massive-node scenarios will fail to solve the globally optimal solution because the large number of possible solutions required in the solving process prevents these algorithms from completing calculations within a limited period.

Some researchers have also developed many scheduling-based algorithms to extend the IoT lifespan. Calculating the optimum configuration sequence to extend the IoT lifespan emerges as a multi-objective programming problem. The algorithms should take both network coverage and node redundancy into account and maximize the length of the working nodes’ configuration sequence as another goal. The rotation-based heuristic cover algorithm [30] divides sensor node clusters into disjoint sets. It activates these sets one by one to extend the IoT lifespan, but it is time-consuming for large IoTs. The node self-scheduling algorithm [31] alternately schedules nodes to be sleep or active and maximizes the IoT coverage. The probing environment and adaptive sleeping algorithm [32] demands a working node to be sleep if another working node exists within the current node’s detection range, thus reducing redundant nodes. However, the unbalanced energy consumption will prematurely exhaust some nodes and reduce the IoT lifespan. The energy-efficient coordination algorithm [33] constructs a backbone network to determine working nodes, but the backbone nodes will also prematurely exhaust their energy. The lightweight deployment-aware scheduling (LDAS) [34] algorithm demands the working node to sense other nodes within the detection region. Once the number of working nodes exceeds a threshold, these nodes are sleep to save energy. However, the algorithm causes severe redundancy of working nodes. The HCCVGA algorithm [7] schedules sensor nodes to be active/sleep to satisfy connectivity and coverage requirements well.

The IGA-BAC algorithm [17] emerges as one of the advanced methods to implement multi-objective programming for the IoT coverage problem. The algorithm adopts a single objective function (i.e., fitness function) for the IoT coverage and the used nodes. It then combines the improved genetic algorithm and the binary ant colony (IGA-BAC) algorithm to solve the problem [17]. However, degrading multi-objective programming into linear programming is not suitable for the IoT coverage problem. That is because the current two goals are mutually exclusive, and the appropriate single objective function corresponding to the optimum solution is usually unknown. Besides, none of these researches consider the impact of the current configuration of working nodes on the following configuration, and maximum the length of the configuration sequence as a goal for multi-objective programming.

### Table 1. The meta-heuristic algorithms for IoT coverage [18].

| Name                          | Technology                  | Advantage                                      |
|-------------------------------|-----------------------------|-----------------------------------------------|
| A hybrid algorithm [19]       | Simulated annealing         | Minimize the number of nodes for area and barrier coverage of IoTs |
| EENPA [20]                    | ---                         | Achieve area coverage with minimum nodes      |
| ABC [21]                      | Artificial bee colony       | Increase coverage for monitoring area          |
| PSO [22]                      | Swarm optimizers            | Maximize network coverage and prolong lifespan of 3D area with obstacles |
| HS [23]                       | Harmony search              | Maximize area coverage with minimum nodes     |
| MADA-WOA [24]                | Whale optimization          | Maximize area coverage with minimum nodes     |
| Firefly [25]                  | Firefly optimization        | Increase area coverage of mobile IoT          |
| CM-IA [26]                    | Immune algorithm            | Increase area coverage of mobile IoT          |
| GA [27]                       | Genetic algorithm           | Achieve K-connectivity with less number of relay nodes |
| MGA-RNP [28]                 | Genetic algorithm           | Maximize network efficiency using a multi-objective fitness |
| GA [29]                       | Genetic algorithm           | Achieve K-coverage and K-connectivity IoT with minimum nodes |
C. MOTIVATION

In 5G networks, the algorithm for solving the IoT coverage problem will encounter the massive-node problem [35]–[37] and may have a cliff-like decline in its performance. For example, Fig. 2 presents the coverage that the genetic algorithm (GA) achieves when the different count of sensor nodes exist in an IoT. The experiments work on a 100m × 100m monitoring area, set the perception radius as 10m, and initialize the number of individuals in a generation (i.e., possible solutions in the solving process) as 60. The coverage firstly rises when the number of nodes increases due to the presence of more nodes in the IoT. When the number of nodes is 1000, the coverage reaches its peak, and the calculation time only takes several minutes. Then, the coverage falls when the number of nodes reaches 1500. When the number reaches 2000, the genetic algorithm fails as none of the individuals that meet the pruning conditions exists after several generations. If the algorithm dramatically increases the number of individuals in a generation, it takes tens of hours to get some solutions. However, in a larger IoT, the algorithm still fails as it cannot complete the calculation after a very long period. In massive-node scenarios, feasible solutions often occupy an extremely low ratio among all possible solutions. Many individuals with advantages in IoT coverage or node redundancy cannot meet the pruning conditions. Hence, the algorithm requires a huge number of individuals reserved in the solving process to search for globally optimal solutions. Meanwhile, the algorithm requires many generations to complete the evolution of initial individuals to feasible solutions. Therefore, the genetic algorithm is either early terminated as there is no individual remaining after individual pruning if the individuals in a generation are not large enough, or fails to complete its calculation within a limited period if the individuals in a generation are huge.

Solving the coverage problem in parallel is feasible for IoTs with massive nodes in 5G networks. First, the perception area of a sensor node is much smaller than the monitoring area of an IoT, that is, whether the node is active only affects the local zone rather than the entire IoT. Hence partitioning the IoT into many zones (i.e., sub-IoTs) and solving their coverage problems in parallel are feasible. Second, the IoT has many redundant nodes in the scenarios of over-deploying and alternately activating nodes. Thus the solving algorithm can obtain feasible solutions from a group with a small number of nodes. Therefore, grouping nodes in the IoT is also feasible for the coverage problem.

III. PARALLEL GENETIC ALGORITHM

This work proposes a parallel genetic algorithm using Hadoop to extend the lifespan of IoTs with massive nodes in 5G networks. Fig. 3 presents an example of the parallel genetic algorithm. Since the data center in 5G networks takes over the functions of access servers in base stations, it manages the large IoT that is constituted by multiple IoTs corresponding to these base stations. Late, the data center implements partitioning operations to divide the large IoT into multiple sub-IoTs. Then the data center performs grouping operations on each sub-IoT if the sub-IoT still contains many nodes. Subsequently, this work proposes a genetic algorithm based on multi-objective programming for each node group. The algorithm takes the coverage goal and the redundancy goal into account, and produces a set of feasible solutions. Finally, the algorithm adopts a strategy of preferentially selecting non-critical nodes to determine the current configuration of working nodes, and maximum the sequence length of the working nodes’ configurations.

Specifically, this work applies Hadoop [12] to calculate configurations of working nodes for each node group in parallel. This solving process is a multi-objective programming problem. First, a configuration of working nodes should maximize the coverage or at least meet the lower bound. We use the coverage rate to describe this goal.

Definition 1: The coverage rate of the $j^{th}$ configuration of working nodes $R_{cov}(C_j)$ is the grid number covered by the working nodes in the configuration $C_j$, dividing the sum of grids in the monitoring area.

$$R_{cov}(C_j) = \frac{\sum_{i=1}^{m} \sum_{j=1}^{n} P_{cov}(x, y, C_j)}{m \times n}$$

Equation 4 calculates the value of the coverage rate. The coverage rate should be no less than the lower bound, $R_{cov}(B_{low}(R_{cov}))$, to guarantee the QoS, namely, $R_{cov}(C_j) \geq B_{low}(R_{cov})$. 

FIGURE 2. The coverage of the GA for different number of nodes.

FIGURE 3. The example of the PGA using Hadoop.
The configuration should minimize the redundancy of working nodes, where the redundancy describes that the current grid is multiply covered by sensor nodes. Let the coverage degree \( D_{cov}(x, y, C_j) \) be the number of times that the grid \((x, y)\) is covered by the configuration \(C_j\), as shown in Equation 5.

\[
D_{cov}(x, y, C_j) = \sum_{i=1}^{num} (s_i \in C_j) \&\& (P_{cov}(x, y, s_i) = 1)
\]

(5)

Let \( P_{red}(x, y, C_j) \) the condition whether working nodes in the \(C_j\) configuration redundantly cover the grid \((x, y)\). Equation 6 calculates the value of \( P_{red}(x, y, C_j) \).

\[
P_{red}(x, y, C_j) = \begin{cases} 
1, & D_{cov}(x, y, C_j) > 1 \\
0, & \text{else}
\end{cases}
\]

(6)

Definition 2: Redundancy rate \( R_{red}(C_j) \) is the proportion of the grids that are redundantly covered by the configuration \(C_j\) in the sum of grids in the monitoring area.

\[
R_{red}(C_j) = \frac{\sum_{i=1}^{n} \sum_{j=1}^{m} P_{red}(x, y, C_j)}{m \times n}
\]

(7)

The redundancy rate is calculated in Equation 7. The two above goals are mutually exclusive, and their single objective function corresponding to the optimum solution is unknown.

Definition 3: The critical node is a sensor node that is required by multiple feasible solutions.

When the algorithm determines the current configuration of working nodes from feasible solutions, it should avoid selecting critical nodes. If these critical nodes run out of energy prematurely, the latter configuration will fail to reach the lower bound of the coverage due to lack of critical nodes. Let \( N_{config}(C_j) \) be the number of critical nodes in the configuration \(C_j\). The MPGA has to minimize \( N_{config}(C_j) \).

Assume the configuration sequence of working nodes \((C_1, C_2, \ldots, C_J)\) continues till the last configuration \(C_J\). Then activating all remaining nodes still cannot meet the coverage requirement. Hence the IoT lifespan is equal to the length of the configuration sequence, and Equation 8 describes the last goal.

\[
\text{Objective} = \max(J), \quad J \in (C_1, C_2, C_3, \ldots, C_J)
\]

(8)

Fig. 4 presents a flowchart of the parallel genetic algorithm to achieve the last goal and extend the IoT lifespan. This algorithm mainly contains three parts: the mapping-reduce process, the solving process, and the merging process. The following sections introduce these processes in detail.

IV. THE MAPPING-REDUCE PROCESS IN PARALLEL GENETIC ALGORITHM

In the mapping-reduce process, the parallel genetic algorithm performs partitioning and grouping operations to degrade the scale of the coverage problem for an IoT with massive nodes. First of all, the algorithm determines the size of sub-IoTs and then partitions the IoT into several sub-IoTs. On the one hand, if the size of each sub-IoT is less than ten times the perception radius, nodes in adjacent sub-IoTs have an apparent influence on the coverage of the current sub-IoT. That violates the assumption that a sensor node affects its local sub-IoT. On the other hand, a large-sized sub-IoT contains more nodes, which will lead to a rapid increase in the execution time. Eventually, the algorithm even cannot complete the calculation after a long period. Let \( N_{sub} \) the number of sub-IoTs after partitioning. For the efficiency of the parallel algorithms, this work sets the length and the width of each sub-IoT as ten times of the perception radius, and partitions the IoT into \( N_{sub} \) sub-IoTs.

Second, let \( N_{group} \) the number of nodes of the sub-IoT divide the solvable number of nodes of the genetic algorithm. The algorithm divides nodes in a sub-IoT into \( N_{group} \) groups if the sub-IoT still contains too many nodes. In this process, the algorithm randomly distributes nodes of a sub-IoT, so it may distribute nodes in a particular solution into different groups and miss the solution. Let \( N_{time} \) the times of grouping operations. As a result, the algorithm employs \( (N_{time} + 1) \) times of grouping operations, where \( N_{time} \) times of grouping operations aim to generate more groups to cover feasible solutions, and another time of grouping operation is used to check if other optimal solutions exist after \( N_{time} \) times of grouping operations.

In Fig. 4, the parallel algorithm first divides the IoT with massive nodes into several sub-IoTs. Later, the algorithm performs \( (N_{time} + 1) \) times of grouping operations for the nodes in each sub-IoT to cover feasible solutions. In this way, the algorithm obtains a set of node groups whose number of nodes the genetic algorithm can handle. With partitioning and
grouping, the algorithm maps the coverage problem for the IoT with massive nodes into many small problems, and the following step can solve them in parallel.

V. MULTI-OBJECTIVE PROGRAMMING-BASED GENETIC ALGORITHM

In the solving process, the parallel genetic algorithm applies a multi-objective programming-based genetic algorithm (MPGA) to search for feasible solutions of each group in parallel. The MPGA contains two parts: an improved genetic algorithm using fast non-dominated sorting [13] (called IGA-FNS), and preferentially selection of non-critical nodes. In the first part of MPGAB, the algorithm implements the IGA-FNS to optimize coverage and redundancy for a given node group. In this work, we modified the source code of the genetic algorithm in Matlab to form the IGA-FNS algorithm. Specifically, we use the FNS algorithm [13] to replace the single objective function (i.e., the fitness function) for sorting individuals and adopt uniform crossover and individual pruning to optimize the genetic algorithm internally. First of all, the parallel algorithm checks if a node group’s coverage meets the lower bound when it activates all nodes. If yes, the parallel algorithm starts the IGA-FNS algorithm; else, the node group cannot provide any feasible solution, and the parallel algorithm abandons the node group.

Fig. 5(a) presents the flowchart of the IGA-FNS, where one-bit models if a sensor node is active, and an N-bit pattern models a configuration of working nodes. Let gen the number of generations in the genetic algorithm. IGA-FNS generates the first generation of individuals by crossover and mutation and initializes the value of gen as two. Late, IGA-FNS merges the individuals of the current generation and its parent generation and forms a generation. Let TG be the generation interval. IGA-FNS performs individual pruning every TG generation. In the following, if individuals in the current generation are not sorted, IGA-FNS implements the FNS algorithm to sort these individuals according to their coverage and redundancy. Specifically, FNS firstly ranks the non-dominated individual that has either a higher coverage or a lower redundancy than any other individual. Then IGA-FNS calculates congestion, and finally selects individuals to form a parent generation; else, IGA-FNS performs uniform crossover to generate new individuals. Next, IGA-FNS also applies mutations and selections on these individuals. IGA-FNS continues until gen reaches its upper bound Max(gen). Finally, IGA-FNS provides a set of feasible solutions (i.e., configurations of working nodes) for the given node group.

A. FAST NON-DOMINATED SORTING

The IGA-FNS adopts the FNS algorithm [13] to optimize coverage and redundancy. Suppose two solutions \( x_1 \) and \( x_2 \) exist. We call \( x_1 \) dominates \( x_2 \) if \( x_1 \) is superior to \( x_2 \) for all objectives. If the solution \( x_1 \) is not dominated by any other solution, we call it a non-dominated solution. We also call the set of these solutions a non-dominated set.

The FNS algorithm performs multi-objective programming by searching the non-dominated set. Fig. 5(b) presents the flowchart of the FNS algorithm. Let \( n_p \) and \( NS_p \) be the number of solutions dominating the current solution \( p \) and a set of solutions dominated by the current solution \( p \), respectively. First, if individuals still exist, FNS goes to the next step; else, FNS sorts all individuals and ends up. Then, FNS calculates the value of \( n_p \) and \( NS_p \) for each individual. Specifically, FNS compares the coverage and the redundancy of individuals in the current generation (i.e., \( x \) and \( y \)). If the coverage and the redundancy of \( x \) are superior to those of \( y \) (i.e., \( x \) dominates \( y \)), FNS puts the individual \( y \) into the set \( NS_y \), and the value \( N_y \) adds one. If \( x \) has higher coverage than \( y \), but \( y \) has lower redundancy than \( x \), they are non-dominated. Then FNS finds every individual whose \( N_y \) is equal to zero. These individuals belong to the non-dominated set, and they are superior to other individuals in terms of coverage and redundancy. Hence, FNS moves these individuals into the first level of the ranking results. Meanwhile, the algorithm analyzes the \( NS \) set of each moved individual (i.e., \( NS_y \)), finds every individual (i.e., \( y \)) that belongs to the set, and reduces the \( N_y \) value of the individual by one. After moving the individuals into the first level, FNS continues to search for another non-dominated set belonging to the next level.
For example, Fig. 6 describes that FNS sorts five individuals, where the coverage \( CR \) and the redundancy \( R \) are available. First, the fourth and fifth individuals are non-dominated by any other individual whose \( N_p \) is 0, so FNS sets them as the first level. After moving these individuals, FNS updates the \( N_p \) of the remaining individuals, and then two new non-dominated individuals emerge. In this way, FNS sorts these individuals level by level. Compared with the single-objective function (i.e., fitness function), the FNS algorithm reserves non-dominated solutions that are advantageous in terms of coverage or redundancy level by level. Hence FNS is more suitable to search for the globally optimal solutions for the IoT coverage problem.

\[ \text{FIGURE 6. The example of fast non-dominated sorting.} \]

**B. UNIFORM CROSSOVER AND INDIVIDUAL PRUNING**

The IGA-FNS uses uniform crossover and individual pruning to optimize the genetic algorithm internally and force its solving process to quickly converge toward feasible solutions. First, the algorithm adopts uniform crossover to extend the distribution of individuals. Assume two parent individuals A and B exist for crossover. In Fig. 5(a), IGA-FNS randomly generates an N-bit pattern. The number of zero in the pattern is equal to the number of one. Then the algorithm extracts the bits of the parent individuals A and B according to the pattern. As shown in Fig. 7, two 10-bit patterns stand for the parent individual A and B. The algorithm generates another 10-bit pattern for uniform crossover. As the first two bits of that pattern are one, the offspring C extracts the first two bits of the parent A. Then the next three bits are zero, so the offspring C extracts the next three bits of B. In this way, the parent A and parent B are distributed over C. The generated offspring individual is significantly distinguished from the original parent individuals. Uniform crossover extends the distribution of the individuals and ultimately makes the solving process to quickly converge toward feasible solutions.

Second, the IGA-FNS adopts individual pruning to remove redundant individuals in the genetic algorithm. As mentioned above, the genetic algorithm has limited individuals in a generation. However, the solving process inevitably generates redundant individuals. On the one hand, redundant individuals come from repetitive individuals. On the other hand, redundant individuals are also derived from invalid individuals. The ratio of working nodes to all nodes has a reasonable range. If the ratio of an individual exceeds the range, the redundancy is too severe, and the individual is useless to extend the IoT lifespan. If the ratio is below the range, too few working nodes cannot meet the coverage requirement, and the corresponding individual is also useless. In Fig. 5(a), IGA-FNS executes individual pruning every \( TG \) generation. Individual pruning removes repetitive individuals as well as invalid individuals whose ratios of working nodes are beyond the reasonable range and thereby frees computing resources occupied by the redundant individuals. Ultimately, individual pruning makes the solving process to quickly converge toward feasible solutions.

\[ \text{FIGURE 7. The example of uniform crossover.} \]

**VI. MERGING SOLUTIONS FOR THE CURRENT CONFIGURATION OF WORKING NODES**

**A. MERGING SOLUTIONS FOR THE ENTIRE IoT**

The parallel genetic algorithm uses the FNS algorithm to merge solutions from small node groups and sub-IoTs and finally gets feasible solutions for the entire IoT with massive nodes. FNS reserves all non-dominated solutions to search for globally optimal solutions. Compared with any other solution, a non-dominated solution has either a higher coverage or a lower redundancy. Let \( N_{\text{feasible}} \) the number of feasible solutions reserved after FNS. First, the algorithm merges feasible solutions from node groups in each sub-IoT and retains the first \( N_{\text{feasible}} \) solutions for the following steps. Fig. 4 presents the workflow of this process. After the parallel algorithm implements \( (N_{\text{time}} + 1) \) times of grouping operations for nodes in each sub-IoT and constitutes \( (N_{\text{time}} + 1) \times N_{\text{group}} \) groups, it generates solutions for these groups using Hadoop in parallel. Then the algorithm collects feasible solutions of the \( N_{\text{time}} \times N_{\text{group}} \) groups in the iterative part and then merges with the existing solution set (if it exists). Late the algorithm sorts these solutions using FNS, retains the first \( N_{\text{feasible}} \) solutions (if its number is less than \( N_{\text{feasible}} \), all solutions are retained) as a new solution set. Meanwhile, the algorithm also collects solutions of the remaining \( N_{\text{group}} \) groups as a test set. The algorithm then merges the test set into the solution set and compares the solution sets before and after this merging. Let \( R_{fs} \) the ratio of a part of feasible solutions to all feasible solutions. If the first \( R_{fs} \times N_{\text{feasible}} \) solutions in the solution set remain the same, the algorithm goes to the following steps. Besides, \( R_{fs} \) is the
Checking ratio of the test process, and the setting of its value needs to balance the computing time and the performance (i.e., coverage and redundancy) of feasible solutions. Otherwise, the algorithm does not complete enough grouping operations and thus loses some optimal solutions. Therefore, it returns to the mapping-reduce process, executes \((N_{\text{time}} + 1)\) times of grouping operations again, and iteratively performs the previous steps.

For example, we implement an experiment on an IoT with 4000 nodes whose monitoring area is 100m \(\times\) 100m, and the perception radius is 10m. In the experiment, we perform three grouping operations to generate solutions and use another time of grouping operation for testing. Because the algorithm solves at most 20 feasible solutions in a 1000-node IoT, we set \(N_{\text{feasible}}\) as 20. As the current configuration determined by the parallel genetic algorithm mostly emerges within the first 20% of feasible solutions, we set \(R_{\text{fs}}\) as 20%. The generated solutions pass the testing and finally form a solution set. Meanwhile, we implement a single-pass grouping on the IoT and generate another solution set as a reference. Fig. 8 presents the coverage and redundancy of the first twenty solutions of these two solution sets. The solutions in the first set contain advantageous coverage or redundancy, and none of these solutions are dominated by the solutions in the second set. Hence the first solution set is generally better than the second set. The experimental results in Fig. 8 confirm that the multi-pass grouping operations with testing can obtain the optimal solutions for the entire IoT.

Second, the algorithm merges feasible solutions from two adjacent sub-IoTs layer by layer, combines these two sub-IoTs, and finally generates the solution set for the entire IoT. Specifically, the algorithm merges feasible solutions from the two adjacent sub-IoTs by calculating the Cartesian product. Then the algorithm sorts these solutions using FSN and extracts the first \(N_{\text{feasible}}\) solutions as the solution set for the IoT combined by these two sub-IoTs. Fig. 9 presents an example of merging solutions from two adjacent sub-IoTs.

First, the parallel algorithm obtains four solutions for the first and the second sub-IoTs, respectively. Then, the algorithm obtains sixteen solutions for the combined IoT by calculating the Cartesian product. Finally, the algorithm sorts these solutions using the FSN algorithm and retains the first six solutions as the solution set. The merging process continues until it combines all sub-IoTs into one IoT, and then the algorithm obtains the solution set for the entire IoT.

**B. PREFERENTIAL SELECTION OF NON-CRITICAL NODES**

The parallel algorithm adopts the second part of MPGA (i.e., preferential selection of non-critical nodes) to determine the current configuration of working nodes. This process considers the impact of the current configuration on the following configuration and demands to minimize the number of critical nodes. Fig. 5(c) presents the flowchart of the preferential selection of non-critical nodes. First of all, the MPGA counts the occurrence number of each node in the feasible solutions that the parallel algorithm generates for each node group. Once the occurrence number of a node exceeds the threshold, it sets the node as a critical node. After the parallel algorithm merges solutions for the entire IoT and sorts the generated solutions according to their coverage and redundancy, MPGA counts the number of critical nodes that each generated solution contains. Finally, MPGA sets the solution with the least critical nodes as the current configuration. It is worth emphasizing that once multiple solutions contain the least critical nodes, MPGA selects the earliest solution according to its sorting order.

Fig. 10 presents an example of the preferential selection of non-critical nodes on a small IoT, where the IoT contains ten nodes in the monitoring area. First, MPGA generates four feasible solutions that meet the coverage and redundancy requirements and uses the FSN algorithm to sort these solutions. Then MPGA counts the occurrence number of each node in these solutions and finds that the second, third, and seventh nodes appear multiple times. These nodes are critical nodes. After the parallel algorithm merges solutions for the entire IoT and sorts the generated solutions according to their coverage and redundancy, MPGA counts the number of critical nodes that each generated solution contains. Finally, MPGA sets the solution with the least critical nodes as the current configuration.

It is worth emphasizing that once multiple solutions contain the least critical nodes, MPGA selects the earliest solution according to its sorting order.
that the first and the third solutions contain the fewest critical nodes. Since the first solution dominates other ones, MPGA sets the first solution as the current configuration of working nodes. In Fig. 10, the selected configuration well satisfies these three goals of coverage, redundancy, and minimizing critical nodes. Therefore, MPGA can maximize the length of the working nodes’ configuration sequence, and extend the IoT lifespan.

VII. EXPERIMENTS
In this section, we implement experiments to evaluate the performance of the MPGA and the parallel genetic algorithm, while Table 2 presents the experiment settings. First, as existing algorithms cannot handle the IoTs with massive nodes in 5G networks, we perform the MPGA on a small IoT and use the original GA and IGA-BAC as references. Besides, we directly apply IGA-FNS without the preferential selection of non-critical nodes as another reference in the experiments of IoT lifespan. The reference is used to demonstrate the impact of the preferential selection of non-critical nodes on the IoT lifespan. The small IoT covers a 100m × 100m monitoring area, and its lower coverage bound is 90%. The sensor nodes are randomly distributed in the IoT. Assume each sensor node contains ten energy units, and can alternately be active or sleep. The number of sensor nodes ranges from 100 to 200. Meanwhile, the perception radius is set as 10m in the beginning, and then gradually increases to 25m to simulate the scenarios that the sensor nodes are over-placed. Finally, the experiment sets the maximum individual number in a generation as 60. It then evaluates the coverage, the number of required nodes, the CPU time, as well as the lifespan and remaining nodes in the final IoT on a PC with an Intel i5 CPU and 4GB memory.

Second, we perform the parallel genetic algorithm on the IoT with massive nodes. The IoT covers a 400m × 400m monitoring area. The parallel genetic algorithm sets the size of each sub-IoT as 100m × 100m and partitions an IoT into 16 sub-IoTs. The number of sensor nodes ranges from 8000 to 64,000, and the number of nodes in a sub-IoT ranges from 500 to 4000. When the parallel algorithm applies grouping operations, the maximum number of nodes in a group is 1000. Other experimental settings are shown in Table 2. Meanwhile, we perform the genetic algorithm to the IoTs in two other ways and use them as references. The first is the direct genetic algorithm (DGA) that uses a genetic algorithm on the IoT directly. The second is MPGA after simple partitioning (MPGA-P) that divides an IoT into 16 sub-IoTs, runs the IGA-FNS on each sub-IoT, and sets the shortest lifespan of the sub-IoTs as the ultimate lifespan. Finally, experiments calculate the coverage and the ultimate lifespan of these methods on a server with two Intel E5 CPU and 64GB memory.

A. MULTI-OBJECTIVE PROGRAMMING-BASED GENETIC ALGORITHM ON SMALL IOTs
1) OPTIMIZATION OF COVERAGE AND REDUNDANCY
The performance of the IGA-FNS outperforms the original GA and IGA-BAC in terms of coverage and redundancy. First, IGA-FNS achieves better coverage than the original GA and IGA-BAC regardless of the generation number. The original GA often contains limited individuals involved in a generation. If these individuals are similar and concentrated in a small part of the solution space, the algorithm requires more generations to search for feasible solutions. Or, if many repetitive individuals squeeze the computing resource, that will also degrade the performance of the algorithm. The IGA-BAC attempts to improve the IoT coverage by combining two advanced algorithms but does not strike the reason to limit the coverage. IGA-FNS implements uniform crossover and individual pruning to optimize the IoT coverage. The experimental results demonstrate the internal optimization of the genetic algorithm hits the root that limits the improvement of the IoT coverage.

Second, the required nodes of IGA-FNS reduces significantly compared with those of the original GA and
IGA-BAC in Table 3. IGA-FNS uses the FNS algorithm to sort individuals according to both of the coverage and the redundancy. When IGA-FNS is going to remove individuals, it removes the individuals that are sorted backward but retains the individuals ranked first. In this way, the algorithm reserves all individuals that contain advantageous coverage or redundancy. As a comparison, both of the original GA and IGA-BAC form a single objective function (i.e., fitness function) using the coverage and the node usage to select individuals. However, as the single objective function cannot accurately reflect the relationship between coverage and redundancy, the method that degrades multi-objective programming into linear programming is not suitable for the IoT coverage problem. Besides, Table 3 shows the required nodes of IGA-FNS after 50 and 100 generations are lower than those of the other methods after 100 and 150 generations. The result also confirms that uniform variation and individual pruning force the solving process to quickly converge towards feasible solutions.

Third, the CPU times of IGA-FNS are far less than those of the original GA and IGA-BAC regardless of the generation number of the genetic algorithm. That is because the FNS algorithm itself has superior performance and low time complexity. Specifically, the rule of uniform crossover is also simple, and IGA-FNS performs individual pruning every TG generation. The original GA contains many repetitive and invalid individuals, which result in extra calculation time.

2) EXTENDING IoT LIFESPAN
The MPGA significantly extends the IoT lifespan in Fig. 11(a)-11(c). First, IGA-FNS and MPGA become more effective in extending the IoT lifespan when the experiments intensify the condition that sensor nodes are over-placed. In some cases, MPGA even doubles the IoT lifespan compared with the lifespan of IGA-BAC. That is because IGA-FNS and MPGA achieve a collaborative optimization in terms of coverage and redundancy, and save many redundant nodes. Hence, they can use these nodes in the following configurations. Furthermore, the IoT lifespan of MPGA is also higher than that of IGA-FNS. That is because MPGA considers the impact of the current configuration on the following configuration, and thus maximizes the length of the configuration sequence of working nodes.

![Figure 11. The IoT coverage lifespan and remaining nodes under different perception radiuses.](image-url)
The preferential selection of non-critical nodes also optimizes the node usage in the IoT. In the beginning, the condition that sensor nodes are over-placed is relatively mild, the IoT lifespans of the three algorithms are not much different, but the MPGA contains the most remaining nodes in Fig. 11(d). When experiments intensify the condition of over-placed nodes, this strategy ensures to activate sensor nodes evenly and alternately instead of frequently activating critical nodes. Hence the MPGA generates a longer sequence of configurations of working nodes. Besides, the remaining nodes of the MPGA are also minimal in most cases of Fig. 11(e) and 11(f). In conclusion, the MPGA outperforms the existing method in terms of coverage, the number of nodes, and computing time, and thus it significantly extends the IoT lifespan.

B. PARALLEL GENETIC ALGORITHM ON IoTs WITH MASSIVE NODES

The experimental results demonstrate that the parallel genetic algorithm can solve the coverage problem in the IoT with massive nodes in 5G networks and maximize its lifespan. First, advanced genetic algorithms cannot directly solve the coverage problems of the IoT with massive nodes. In the experiments, the nodes are at least 8000 nodes, and the number of possible individuals of the genetic algorithm steeply reaches the power of two to eight thousand. That exceeds the solving capacity of the genetic algorithm. Fig. 12 presents that even when the number of nodes is only 8000, DGA cannot solve any feasible solution, and the IoT lifespan of DGA is zero. That is because the number of possible individuals in the genetic algorithm reaches the astronomical scale, and the ratio of individuals that meet the pruning conditions is extremely low. After individual crossover and mutation in the population, the vast majority of new individuals did not meet the pruning conditions. Meanwhile, the number of individuals in a generation is only 60. Hence, after several generations of iterations, the genetic algorithm will terminate because no legal individual exists. Therefore, directly applying the genetic algorithm to solve the coverage problem of the IoT with massive nodes in 5G networks is not feasible.

Second, when the number of nodes is no more than 16000, and the number of nodes in a sub-IoT is no more than 1000, the MPGA-P can solve this IoT coverage problem, but its final lifespans are less than those of the parallel genetic algorithm in Fig. 12(a). Specifically, in the IoT with 8000 or 16000 nodes, the MPGA-P has similar coverage to the PGA, but MPGA-P requires more nodes than PGA. In Fig. 12(b)-(c), MPGA-P consumes more nodes at any timeframe than PGA. Three reasons lead to the result. First, although MPGA-P partitions the IoT into many sub-IoTs, the method completely ignores optimizing feasible solutions in adjacent sub-IoTs. In contrast, the parallel genetic algorithm enumerates all combinations of feasible solutions in two adjacent sub-IoTs by calculating the Cartesian product. Second, the parallel algorithm uses the FNS algorithm to optimize the coverage and redundancy of solutions for two adjacent sub-IoTs, and reserves more nodes for latter configurations of working nodes. Third, PGA implements the strategy of preferentially selecting non-critical nodes, and maximizes the length of the configuration sequence of working nodes.

Third, when the node scale of the IoT exceeds 16,000, only parallel genetic algorithms can calculate the lifespan of the IoTs with massive nodes in 5G networks. That is because each sub-IoT will contain more than a thousand nodes, and that exceeds the solve capacity of the genetic algorithm. The PGA further divides nodes into several groups whose number of nodes should be no more than one thousand, so the parallel algorithm solves the coverage problem of the IoT with 64,000 nodes. Furthermore, the algorithm performs multiple-pass grouping operations and then compares the feasible solutions with those in the test set. If other better solutions exist, the algorithm continues to perform the above steps iteratively. Consequently, the final solution approaches the optimum solution of the current sub-IoT.

Fourth, the parallel genetic algorithm using the divide-and-conquer idea properly degrades the time complexity of the coverage problem in the IoT with massive nodes in 5G networks. In the mapping-reduce process, the time complexity of partitioning and grouping operations is \(O(num)\). In the solving phase, the time complexity of the genetic algorithm using FSN for each group is \(O((num(N_{group} \times N_{sub}))^2)\) according to work [13]. In the merging phase, the time complexity is \(O(log_2(N_{sub})) \times (N_{feasible}^2 \times num)\). Finally, the total cycles of the above processes, namely the IoT lifespan, is proportional to the number of sensor nodes \((num)\). Since the variable \(num\) is much larger than other variables, the time complexity of the entire algorithm is nearly \(O(num^3)\). Therefore, the algorithm only takes 36 hours to calculate a configuration sequence of working nodes for the IoT with 64000 nodes. Furthermore, this algorithm has good scalability and is applicable to the IoT with many more nodes. That is because the major process of the algorithm (i.e., solving the coverage problem) can
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be completely parallel with many computers existing in the data center. In conclusion, the parallel genetic algorithm can solve the coverage problem of IoTs with massive nodes in 5G networks and maximize the lifespan of these IoTs.

VIII. CONCLUSION

In this paper, we develop a parallel genetic algorithm for the coverage problem of IoTs with massive nodes in 5G networks and extend the IoT lifespan. Specifically, the parallel algorithm performs partitioning and grouping operations to degrade the coverage problem of a large IoT into many small problems. The algorithm then adopts the multi-objective programming-based genetic algorithm (MPGA) to solve the coverage problem. MPGAs uses the fast non-dominated sorting to optimize the IoT coverage and node redundancy; it implements the preferential selection of non-critical nodes to maximize the length of the configuration sequence of working nodes. Finally, the parallel genetic algorithm uses uniform mutation and individual pruning to optimize the genetic algorithm internally and force its solving process to quickly converge toward feasible solutions. The experimental results confirm that the MPGAs outperforms the existing work on small IoTs in terms of coverage, the number of nodes, computing time, and IoT lifespan. They also demonstrate that the parallel genetic algorithm successfully solves the coverage problem of the IoT with massive nodes in parallel, and significantly extends the IoT lifespan.
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