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ABSTRACT
This work reports the effectiveness of using Recurrent Neural Network LSTMs for multistep sales forecasting instead of a standalone approach and the use of time series data, treatment of inflation, forecasting options and tunings to help decision executives make better decisions on forecast and management systems. This work is lead on historical sales based on a year of demand records, the program established using LSTMs showed minimal loss and optimal forecasts compared to prediction using GMDH which is known for management forecasts such as inventories and sales forecasting.
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1. INTRODUCTION
Forecasting helps to anticipate potential problems. For example, if a team only reaches 35% of its quota, it is possible to analyze the situation to consider solutions. Perhaps a competitor has aggressively lowered prices or the company's new business strategy been producing unexpected side effects. The earlier a problem is discovered, the easier it is to solve it.

Sales forecasting influences many decisions, from recruiting to resource management to goal setting and budgeting. For example, if the forecast predicts 26% more sales opportunities, recruitment must be considered to meet demand. If, on the other hand, a decline in activity is anticipated, human resources must be managed accordingly. In addition, it may be wise to invest time in marketing and prospecting to counter this decline. [1]

Digital technologies such as advanced Point-of-Sale (POS) systems, the “Internet of Things” (IoT), and cloud computing have enabled firms to collect vast amounts of data in real time. Then these vast amounts of data that are collected and analyzed in near real-time have the potential to improve our understanding of customer behavior, improve demand prediction and better execute supply chain management [2]

Since sales forecasting has become a prerequisite for successful management. This work reports the effectiveness of using Recurrent Neural Network LSTMs for multistep sales forecasting instead of using a standalone approach, use of time series data, treatment of inflation, forecasting options and programs, and management of forecasting systems.

This paper is presented in several sections. The following section presents a review of previous works on the use of data analysis techniques for sales forecasting. The case study and the analyzed data are described in the third section. The Methodology section provides a description of the methodology followed and the performance evaluation criteria applied. The fifth section presents all the results obtained as well as a discussion focused on these results, and finally, the conclusions of the work are presented.

2. LITERATURE REVIEW
To explore the issue of sales forecasting, several projects have been developed by researchers over the years, however, to the best of knowledge, the application of deep learning algorithms in sales forecasting using a multistep approach is still incipient with a very limited number of published works that we are going to cite in this paper.

A study of Machine-Learning Models for Sales Time Series Forecasting was conducted with a main goal considering approaches and case studies of using machine learning for sales forecasting. The effect of machine-learning generalization has also been considered. This effect can be used to make sales predictions when there is a small amount of historical data for specific sales time series in the case when a new product or store is launched. A stacking approach for building regression ensemble of single models has been studied. The results show that the performance of predictive models for sales time series forecasting can be improved by using stacking techniques. [3]

Furthermore, a research on Sales Prediction through GMDH for a Small Dataset has shown the applicability of GMDH Methods in a case where a company reports a short time-series given the changes in its warehouse structure. Given the right inventory using the company revenues, it uses a. thus, learning rates variations do not significantly increase the computing time, and the validation fails with an error minor to five percent which is a high standard. [4]

Then a work was conducted on Sales Forecasting using RNN which explains the concept of the system architecture of sales forecasting using recurrent neural networks with variant features, the foremost part is based on sales propelled by the sales administrator of a company. Managing the information on the stock and updating the stock value. The generality of RNN is the continuous form of the working part. It is discreetly used for the sales updating norms, amount of product that has been produced, and the wide continuity of product sales in the previous year’s till on to the date. The accuracy of these sales forecasting enables companies to take important business decisions and can improve in their performance for the profitable sales, the LSTM (Long Short Term Memory) in this work has been used for classifying, processing and making predictions along with the time series, by which the products are been checked for the sales forecasting and reported by checking up with the time series of previous year’s sales of the already existing products, this
is the continuous range of checking up the product that is sold that this work has proposed. [5]

In our knowledge, these are the works already lead on prediction of sales, therefore these works are still limited since the first study is issued by using a small dataset which makes the data non representative, also as mentioned on the second study, checks are based on the same period of the previous year which doesn’t tolerate evolution and change sets, the third study performs on new products which means that there is no history data, also the use of simple regression limits its performance.

3. STUDY CONTEXTUALIZATION

Good sales forecasting helps businesses to grow, but, for many years, forecasting has relied on the human element, emotions and hunches that can make or break a quarter. Just as big data and artificial intelligence (AI) pervade many aspects of how we work, it is doing the same for forecasting. AI equips businesses with improved lead scoring capabilities, enabling them to determine the fate of sales opportunities more accurately, and, ultimately, produce more accurate sales forecasts. AI can sift through large volumes of real-time and historical data and identify the most lucrative sales leads. Using intricate algorithms, AI can fine-tune lead scores by accounting for a multitude of different factors. [6]

Also, AI is driven by machine learning, which means the software trains on data and becomes better over time.

However classical models have a significant dependence on statistical assumptions, which diminish their capacity to predict a behavior that was not previously registered. To deal with such problem, Artificial Neural Networks (ANNs) appear as a suitable alternative. These techniques try to mimic neural cells behavior, which makes them non-linear models by nature. Because ANNs are data-driven, they have a self-adaptive feature. This adaptation capacity makes them suitable to analyze problems where data is not complete, or when its documentation was not appropriately gathered (i.e., data with noise). Given that ANNs allow the approximation of almost all non-linear continuous function, they are suitable for sales forecasting. However, in the classical literature, there is not a unique approach to sales forecasting because ANNs may have different structures according to the problem. For example, electricity demand forecasting considers a hybrid structure since data may present seasonal effects. Yet, it will take both the human and technological sides working together to achieve true success. [7]

A Recurrent Neural Network is basically a standard neural network that has been extended across time by having edges which feed into the next time step instead of into the next layer in the same time step. RNN is designed to recognize sequences, for example, a speech signal or a text. It has cycles inside that implies the presence of short memory in the net

One of the issues of the recurrent neural network is related to sequence as a direct cycle is formed with their connections. The next state can be retained using the current output as input for the next step resembling as running a program with standard inputs and selected internal variables (figure 3).

4. PROBLEM DEFINITION

In this work we are going to present a method for double step sales forecasting using Recurrent Neural Networks LSTMs based on a data set recorded from a CRM, in this section we are going to present some analysis of the data chosen for experimentation, then the results given by each method of prediction, a comparative study is leaded as well.

4.1 Data preparation

Our dataset represents one-year record of a B2C organization’s sales for multiple products, the references have been anonymized to protect personal data, privacy, and the legitimate interest of legal persons.
The data set has been standardized to get a time series based on the total amount of daily sales, the analytics have shown a huge variation and no trending which makes sense for experimenting prediction.

4.2 Training methods for Deep Learning Networks used:

There is an abundant amount of great knowledge about deep learning, here are specified the powerful deep learning methods that are applied to our forecasting problem.

*Back-Propagation [11]*

Back-prop is simply a method to compute the partial derivatives (or gradient) of a function, which has the form as a function composition (as in Neural Nets). When you solve an optimization problem using a gradient-based method (gradient descent is just one of them), you want to compute the function gradient at each iteration.

Levenberg–Marquardt Algorithm

The Levenberg-Marquardt algorithm, also known as the damped least-squares method, has been designed to work specifically with loss functions which take the form of a sum of squared errors. It works without computing the exact Hessian matrix. Instead, it works with the gradient vector and the Jacobian matrix. Consider a loss function which can be expressed as a sum of squared errors of the form.

Long Short-Term Memory:

The LSTM network has the following three aspects that differentiate it from a usual neuron in a recurrent neural network:

- It has control on deciding when to let the input enter the neuron.
- It has control on deciding when to remember what was computed in the previous time step.
- It has control on deciding when to let the output pass on to the next time stamp.
- The beauty of the LSTM is that it decides all this based on the current input itself. [12]

4.3 Data processing

At first we experimented prediction with an LSTM network applied to the first step of data then as the prediction is recorded, the second step is also predicted by an LSTM network, and since we are based on a time series dataset, a closed loop network has also been experimented considering sequences relationships, last method we used is a recurrent neural network with two LSTM layers, then we proceeded to prediction using projects method on GMDH to predict sales and inventory, we plotted both results and compared KPIs. [10]
4.4 Results
After training the programs we plotted the original targets, the network predictions and the expected data to show the performance on the results, therefore, the training of the simple network (figure) and the recurrent network (figure) one has performed well but not reliable on some periods as shown on the figures.

As shown on figures 8 to 12, LSTM prediction has performed well and gave results near the observed data with a loss of 0.1 and an RMSE of 0.3, this has been applied to 6 months data to predict the first step demand and to 4 months to predict the second step, the program performs on both steps with a reliable efficiency.

5. RESULTS DISCUSSION
As shown on the previous sections, this work consists of predicting sales based on demand and productivity, the figure 12 shows that loss is nearby 0.1 for the LSTM multistep forecast, therefore, also GMDH has performed well on both datasets, yet GMDH is better used for inventory forecasts based on revenue and quotas, LSTM has shown to be performing better in this case and offers a parallel prediction on both sets, which allows to lead preventive planning actions for brokers.

Our perspective of this work is to provide a reliable prediction system that offers real-time management decisions and help decision makers plan resources according to demand prediction.
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