Quasimolecular electronic structure of the spin-liquid candidate $\text{Ba}_3\text{Ir}_2\text{O}_9$
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The mixed-valent iridate $\text{Ba}_3\text{Ir}_2\text{O}_9$ has been discussed as a promising candidate for quantum spin-liquid behavior. The compound exhibits $\text{Ir}^{4.5+}$ ions in face-sharing $\text{IrO}_6$ octahedra forming $\text{Ir}_2\text{O}_3$ dimers with three $t_{2g}$ holes per dimer. Our results establish $\text{Ba}_3\text{Ir}_2\text{O}_9$ as a cluster Mott insulator. Strong intradimer hopping delocalizes the three $t_{2g}$ holes in quasimolecular dimer states while interdimer charge fluctuations are suppressed by Coulomb repulsion. The magnetism of $\text{Ba}_3\text{Ir}_2\text{O}_9$ emerges from spin-orbit entangled quasimolecular moments with yet unexplored interactions, opening up a new route to unconventional magnetic properties of 5$d$ compounds. Using single-crystal x-ray diffraction we find the monoclinic space group $C2/c$ already at room temperature. Dielectric spectroscopy shows insulating behavior. Resonant inelastic x-ray scattering (RIXS) reveals a rich excitation spectrum below 1.5 eV with a sinusoidal dynamical structure factor that unambiguously demonstrates the quasimolecular character of the electronic states. Below 0.3 eV, we observe a series of excitations. According to exact diagonalization calculations, such low-energy excitations reflect the proximity of $\text{Ba}_3\text{Ir}_2\text{O}_9$ to a hopping-induced phase transition based on the condensation of a quasimolecular spin-orbit exciton. The dimer ground state roughly hosts two holes in a bonding $j=1/2$ orbital and the third hole in a bonding $j=3/2$ orbital.

I. INTRODUCTION

The spin-orbit-assisted Mott-insulating character of iridates provides a very active playground for quantum magnetism ¹⁻¹². For 5$d^5$ and 5$d^4$ configurations, spin-orbit coupling $\lambda = \zeta/2S$ lifts the degeneracy of the $t_{2g}$ orbitals and yields electronic bands which in many compounds are sufficiently narrow for a moderate on-site Coulomb interaction $U$ to result in Mott insulators with local $j=1/2$ and $j=0$ moments, respectively. Particular attention has been paid to $j=1/2$ moments in compounds with corner-sharing or edge-sharing $\text{IrO}_6$ octahedra, such as $\text{Sr}_2\text{IrO}_4$ or $\text{Na}_2\text{IrO}_4$ with dominant isotropic Heisenberg exchange or bond-directional Kitaev exchange couplings, respectively ¹³. The experimental realization of Kitaev couplings has triggered an intense quest for novel quantum spin-liquid states in so-called Kitaev materials ⁴⁻⁸,¹²,¹³⁻¹⁰. The rich physics encountered in the iridates is based on the subtle balance of $U$, $\zeta$, and hopping $t$. Compared to corner- or edge-sharing $\text{IrO}_6$ octahedra, the less intensively studied case of face-sharing octahedra features enhanced hopping ¹⁷, opening access to unexplored regions in $U$-$\zeta$-$t$ space. We focus on the structural motif of two face-sharing octahedra that form $\text{Ir}_2\text{O}_3$ units or dimers, as realized in the $\text{Ba}_3\text{X}_2\text{Ir}_2\text{O}_9$ family with the layered (6$\text{H}$)-$\text{BaTiO}_3$ structure formed for a wide variety of mono-, di-, tri-, or tetravalent $X$ ions ¹¹,¹³⁻¹⁵, see Fig. ¹. Within the layers, the $\text{Ir}_2\text{O}_3$ units are arranged on a triangular lattice. In total there are 12 neighbors in three dimensions, analogous to a hcp lattice of $\text{Ir}_2\text{O}_3$ units. In $\text{Ba}_3\text{In}_2\text{O}_9$ with $\text{Ir}^{4.5+}$ ions and three holes per dimer, no long-range magnetic order is observed but persistent spin dynamics were reported down to 20 mK using thermodynamic measurements, nuclear magnetic resonance, and muon spin resonance ²⁵. This promisingly points toward a possible gapless spin-liquid ground state.

An essential step for the understanding of the magnetism of $\text{Ba}_3\text{X}_2\text{Ir}_2\text{O}_9$ is the determination of the character of the magnetic moments. To this end, one has to resolve the electronic structure of the $\text{Ir}_2\text{O}_3$ units. In the limit of dominant $U$, one expects spin-orbit entangled moments localized on each Ir site with strong exchange interactions ³⁰. For mixed-valent compounds
such as Ba₃InIr₂O₉, this limit may, e.g., feature charge ordering of 5d⁵ Ir⁴⁺ and 5d⁴ Ir⁵⁺ sites with \( j = 1/2 \) and \( j = 0 \) moments coexisting on a dimer. However, depending on the choice of \( X \) ions the Ir₂O₉ units exhibit a very short Ir-Ir distance of 2.5–2.6 Å [18, 25], shorter than the value realized in Ir metal, 2.7 Å. This suggests an alternative scenario in which the large intradimer Ir-Ir hopping yields quasimolecular orbitals with possibly quenched orbital moments [31], as proposed for Na₂IrO₃ [32] [33]. For iridate dimers, the formation of quasimolecular orbitals was claimed in Ba₅AlIr₂O₁₁, Ba₃BiIr₂O₉, and Ba₃CeIr₂O₉ [34] [37]. For the latter compound, it has been shown that RIXS measurements of the dynamical structure factor are particularly well suited to nail down a quasimolecular orbital character of the electronic states as well as to unravel the role of spin-orbit coupling [37]. In Ba₃CeIr₂O₉ with two holes per dimer, the comparison of RIXS and theory established that the quasimolecular states are predominantly built from spin-orbit entangled \( j = 1/2 \) states, giving rise to a pseudospin \( j_{\text{dim}} = 0 \) character as opposed to a spin-singlet dimer [37]. The compound Ba₃InIr₂O₉ with three holes per dimer has been discussed as being close to a phase transition [35] between a \( j_{\text{dim}} = 1/2 \) state with dominant spin-orbit coupling and a \( j_{\text{dim}} = 3/2 \) state for larger hopping, see Fig. 2. This phase transition is related to van-Vleck-type excitonic magnetism [39], also known as singlet magnetism [30], in nominally nonmagnetic \( d^4 j = 0 \) compounds in which magnetic moments arise from the hopping- or exchange-induced condensation of excited states. Similarly, the condensation of spin-orbit excitons has been discussed in one-dimensional \( t_{2g} \) systems [41]. The quasimolecular dimer orbitals provide a different flavor of this mechanism. Condensation of the \( j_{\text{dim}} = 3/2 \) excitation occurs on the dimer level based on strong intradimer hopping, while exchange between the dimer moments is related to interdimer hopping with a smaller energy scale.

Here, we study the crystal structure and the electronic structure of Ba₃InIr₂O₉, which represents a model system for Ir dimers with unpaired electrons. We find a rich RIXS spectrum of intra-\( t_{2g} \) excitations and demonstrate their quasimolecular nature by the observation of a sinusoidal RIXS interference pattern, i.e., the dynamical structure factor of a dimer, similar to the two-hole case of Ba₃CeIr₂O₉ [37]. A comparison of RIXS spectra with exact diagonalization calculations establishes a \( j_{\text{dim}} = 3/2 \) nature of the ground state, while the observation of RIXS features below about 0.3 eV supports that Ba₃InIr₂O₉ is close to the phase transition to a \( j_{\text{dim}} = 1/2 \) state.

The existence of quasimolecular magnetic moments in dimers with an odd number of charge carriers clearly establishes that Ba₃InIr₂O₉ belongs to the class of cluster Mott insulators [42] [44]. Due to strong intradimer Ir-Ir hopping, charge carriers are delocalized inside the dimer-type cluster in quasimolecular orbitals. The Mott gap in this case refers to \textit{inter}-dimer charge excitations which are suppressed by Coulomb repulsion. In comparison, the two holes per dimer in the sister compound Ba₃CeIr₂O₉ fully occupy the lowest-lying molecular orbital, leading to a nonmagnetic ground state. Cluster Mott insulators offer a new route to tailor spin-orbit-entangled quasimolecular magnetic moments. In this spirit, our RIXS results reveal the local quasimolecular orbital structure of the spin-liquid candidate material Ba₃InIr₂O₉, providing an essential step toward a thorough understanding of its magnetic properties.

II. EXPERIMENTAL

Single crystals of Ba₃InIr₂O₉ were grown at 1200°C in air using a BaCl₂ flux, as described in Ref. [35]. We first synthesized polycrystalline material using stoichiometric amounts of Ir₂O₃, BaCO₃, and Ir powder [25]. This polycrystalline material was used to grow the single crystals.
Single-crystal x-ray diffraction measurements were carried out using a Bruker AXS Kappa APEX II four-circle diffractometer that operates with a wave length of 0.7 Å (Mo $K_\alpha$ radiation). The studied crystal was shaped like a hexagonal prism and a numerical absorption correction is based on a model with eight faces at distances from the center of about 100 μm.

RIXS measurements were performed at beamline ID20 at the ESRF [45]. The crystal studied in RIXS had the shape of a hexagonal prism with a size of about 0.3 mm and a thickness of roughly 0.05 mm. The RIXS intensity of intra-$t_{2g}$ excitations was resonantly maximized by choosing an incident energy of 11.215 keV at the Ir $L_3$ edge. Data were collected at 10 K. At low temperature, a monoclinic distortion with a monoclinic angle $\beta = 90.854(3)^\circ$ was reported based on powder neutron diffraction data [26]. Orienting the sample on the RIXS spectrometer with a spot size of the incident beam of about (20 $\times$ 10) μm$^2$, we found that the measurement averages over different monoclinic domains. With sin $\beta \approx 0.9999$, we neglect the small distortion for the sake of simplicity and assume hexagonal $P6_3/mmc$ symmetry for the RIXS measurements. We studied the (001) surface in horizontal scattering geometry with the $c$ axis in the scattering plane and the $a$ axis along the vertical direction. The incident photons were $\pi$ polarized. Combining a Si(844) backscattering monochromator and $R = 2$ m Si(844) spherical diced crystal analyzers, an overall energy resolution of 25 meV was achieved [40]. Replacing the Si(844) backscattering monochromator with a Si(311) channel-cut yields a lower resolution of 0.36 eV but a larger signal-to-noise ratio. RIXS spectra were measured with the high-resolution setup by scanning the energy loss at constant transferred momentum $q$. The spectra were normalized by the incident flux and the acquisition time. Additionally, we collected $q$ scans at constant energy loss, both with the low- and the high-resolution setup. For comparison, we measured RIXS on $\text{Ba}_3\text{CeIr}_2\text{O}_9$ using the same setup and the same sample orientation as for $\text{Ba}_3\text{InIr}_2\text{O}_9$, as described previously [37].

**III. RESULTS**

**A. Insulating behavior**

We probe the conductivity of $\text{Ba}_3\text{InIr}_2\text{O}_9$ by dielectric spectroscopy in the microwave range. A 4-point measurement of the dc resistivity was unfeasible since the size of our single crystals does not exceed 0.3 mm. We employ a 2-point approach in which case extrinsic contact effects have to be considered. These can be reduced by measuring at frequencies that are high enough to short out the contacts. The crystal was contacted in capacitor geometry on a microstrip waveguide with the electric field parallel to the $c$ axis. Using a vector network analyzer (Rhode&Schwarz ZNB8) in the frequency range from 300 kHz to 30 MHz, the permittivity of $\text{Ba}_3\text{InIr}_2\text{O}_9$ was measured at 20 K, see Fig. [1] A significant uncertainty in the absolute values is caused by the high relative error in the determination of the small effective area $A_e = 0.02 \text{ mm}^2$ and thickness $d_e = 0.04 \text{ mm}$. However, the experimental result corresponds to a real part of the conductivity $\sigma \approx 10^{-6}/\Omega \text{ cm}$, which firmly establishes the insulating character of $\text{Ba}_3\text{InIr}_2\text{O}_9$. Independent of the exact absolute values, this result is supported by the observation that the dielectric loss $\varepsilon''$ is much smaller than the permittivity $\varepsilon'$, as expected for an insulator.

**B. Single-crystal structure refinement**

In single-crystal x-ray diffraction at 295 K, we collected the intensities of 69971 Bragg reflections, yielding 877 independent reflections with respect to the hexagonal space group $P6_3/mmc$. The integration yields an internal $R$ value [47] of $R^2$(int) = 6.53 % after absorption correction. Using the software JANA [48], three refinements were carried out in space group $P6_3/mmc$. One assumes the ordered structure, with In (Ir) atoms located on the Wyckoff sites 2$a$ $(4f)$. The second refinement considers a statistical distribution of In and Ir atoms, with the 2$a$ and 4$f$ sites both occupied by 1/3 In and 2/3 Ir. The third refinement assumes partial disorder, allowing free occupations of these sites with the constraint that each site is fully occupied. We employ isotropic atomic displacement parameters for all atoms and Gaussian isotropic Becker-Coppens extinction correction [49]. For the refinements with In and Ir sharing a site, these atoms are constrained to have the same atomic displacement parameters.

The best result was obtained for the partially ordered model. It yields $R(\text{obs}) = 5.96 \%$, $wR(\text{obs}) = 8.41 \%$, $R(\text{all}) = 5.96 \%$, and $wR(\text{all}) = 8.41 \%$. We find that the 2$a$ site is occupied by 98.5(1.1) % In atoms and 1.5(1.1) % Ir atoms, while the 4$f$ sites are occupied by 92.7(1.4) % In atoms and 7.3(1.4) % Ir atoms. For comparison, the fully disordered model can be ruled out, $wR(\text{all}) = 19.56 \%$, while the ordered model yields $wR(\text{all}) = 9.14 \%$. In total, the single-crystal data point toward a small surplus of In ions with about 7% of In ions on the Ir 4$f$ dimer sites while the 2$a$ sites are almost completely occupied by In. This has to be compared with the powder data which indicate In-Ir disorder of about 2.8(5) % [25] in a refinement with fixed In to Ir total occupation ratio.

We have searched for a breaking of the translational symmetry by analyzing half-integer indexed Bragg reflections with respect to the hexagonal lattice. In standard operation of the x-ray generator with 50 kV voltage many of these reflections were observed with statistically significant intensities. At 30 kV, which is below the voltage required to generate photons with half wavelength, 0.35 Å, these signals are suppressed although we significantly enhanced the counting time to 2000 s/degree. All half-indexed reflections can thus be attributed to $\lambda/2$
contamination that possesses a greater impact in x-ray diffraction experiments on highly absorbing materials like iridates. The comparison of all observed half-indexed reflections with their doubled integer-indexed partners further corroborates this conclusion.

The space group $P6_3/mmc$ exhibits the selection rule $hh2hl : l = 2n$ caused by the $c$ glide plane. At room temperature, we observed several such forbidden reflections for which a $\lambda/2$ contamination was excluded by scanning with reduced generator voltage. Typical reflections are $(6 \ 3 \ 3)$, $(3 \ 3 \ 3)$, or $(6 \ 3 \ 1)$. The breaking of hexagonal symmetry can be described in the monoclinic space group $C2/c$ that was proposed for other members of the $Ba_3XM_2O_6$ family [18, 19]. The overall structure in this family corresponds to the $6H$-$BaTiO_3$ phase, which can be considered as a mixing of cubic and hexagonal perovskite arrangements. The $XO_6$ octahedra form a single layer and share a corner with neighboring $MO_6$ octahedra as in the cubic perovskite, see Fig. 1. In contrast, the $M$ sites in the double-octahedron dimer layer share faces as in hexagonal perovskites. In the high-symmetry arrangement in space group $P6_3/mmc$ all oxygen ions in a plane between two metal planes are on the same height and there are only two distinct $O$ positions (one on the common face of the double octahedra, one in between $X$ and $M$ ions). Since the arrangement around the $X$ sites resembles the cubic perovskites it is not surprising to find the main structural instability of these materials, i.e., the rotation of the $XO_6$ octahedra. This already has been proposed for several $Ba_3XM_2O_6$ compounds [18, 19] including $Ba_3InIr_2O_6$ at low temperature [25]. The observation of the corresponding superstructure reflection however shows that the distortion is already present at room temperature in our single crystal.

We have refined the crystal structure in space group $C2/c$ by taking the twinning into account, see Table I. The symmetry reduction from hexagonal to monoclinic symmetry results in six different twin orientations, whose contributions need to be summed up in the analysis. The refinement indicates a nearly equal distribution of these twins which results in correlations of the parameters describing the distortion. Furthermore the lattice constants determined on the single crystal cannot show the monoclinic distortion due to the twinning, so that we fix $\beta=90^\circ$. The number of positional parameters is considerably enhanced from 7 in $P6_3/mmc$ to 20 in $C2/c$. We have used the low-temperature structure [25] as starting parameters in the refinement with strong damping. We find a considerable improvement of the fit when applying the lower symmetry: $wR_{\text{all}}$ ($R_{\text{all}}$) decreases from 8.41% (5.96%) to 5.01% (5.13%) and the goodness of fit parameter is reduced from 5.39 to 1.87. There is thus no doubt that the single crystal of $Ba_3InIr_2O_6$ exhibits the structural distortion as described in space group $C2/c$ already at room temperature. The main element of this distortion consists of the rotation of the $InO_6$ octahedron: the $In$-$O$-Ir bond angle amounts to $178.2^\circ$ in the hexagonal refinement and to $171.1^\circ$, $169.8^\circ$, and $172.2^\circ$ in the distorted structure. The structural phase transition involves the condensation of a $\Gamma^+_{ph}$ phonon mode [50] associated with the rotation of the octahedra around an axis parallel to the layers. Due to the degeneracy of this mode in the hexagonal high-temperature space group several low-temperature symmetries are possible. In $C2/c$ the octahedra rotate around a $[210]$ direction of the hexagonal lattice, which corresponds to the monoclinic $b$ axis. There is also some distortion in the $In$-$O$ octahedron with the $O$-$In$-$O$ bond angle deviating by up to $5^\circ$ from $90^\circ$, which is also frequently observed in cubic perovskites [51]. Furthermore, there is some buckling in the $O$ layers arising from the octahedron rotation. However there is little impact on the bond distances. For the intradimer Ir-Ir distance we find 2.648 Å at room temperature.

### Table I. Results of the refinements of the crystal structure in $Ba_3InIr_2O_6$ in monoclinic space group $C2/c$ with room-temperature x-ray single-crystal diffraction data.

|    | $x$          | $y$          | $z$          | $U_{\text{iso}}$ | occ. |
|----|--------------|--------------|--------------|------------------|-----|
| Ba1| 0            | 0.00202(7)   | 1/4          | 73(1)            | 1   |
| Ba2| -0.00113(14) | 0.33664(5)   | 0.08965(2)   | 87(1)            | 1   |
| In | 0            | 0            | 0            | 39(1)            | 0.968(3) |
| Ir | 0            | 0            | 0            | 39               | 0.032 |
| Ir | -0.00426(7)  | 0.33345(3)   | 0.84138(1)   | 40(1)            | 0.897(3) |
| In’| -0.00426     | 0.33345      | 0.84138      | 40               | 0.103 |
| O1 | 0            | 0.4880(8)    | 3/4          | 38(3)            | 1   |
| O2 | 0.2217(10)   | 0.2545(6)    | 0.7433(3)    | 38               | 1   |
| O3 | 0.0242(15)   | 0.1716(5)    | 0.9153(4)    | 38               | 1   |
| O4 | 0.2272(11)   | 0.4166(7)    | 0.9263(3)    | 38               | 1   |
| O5 | -0.2616(11)  | 0.4113(7)    | 0.9079(4)    | 38               | 1   |

The RIXS spectra of $Ba_3InIr_2O_6$ are shown in Fig. 5 for selected values of the transferred momentum $q$. Note that we use reciprocal lattice units (r.l.u.) for indices $(h, k, l)$ while reciprocal space vectors are given in absolute units. The RIXS data are analyzed in the hexagonal lattice with $P6_3/mmc$ symmetry, as discussed in Sec. II. Iridates are known to show a large cubic crystal-field splitting 10Dq $\approx 3$ eV between $t_{2g}$ and $e_g$ orbitals due to the spatially extended character of the $5d$ states. Accordingly, the RIXS features observed below 1.5 eV can be attributed to intra-$t_{2g}$ excitations. Excitations to $e_g$ orbitals set in at about 2.5 eV, see right panel of Fig. 5, and the increase above 4.5 eV can tentatively be identified with charge-transfer excitations between Ir and O sites. Around zero energy loss, the data are dominated
by the elastic line. For π polarization of the incident photons, the elastic line can be suppressed by choosing a scattering angle of 2θ = 90°. Figure 3 shows data for q = (0.3 0 l) r.l.u. that were measured with 2θ = 51°, 65°, 80°, and 97°, and the strongest elastic line is observed for l = 11.2 with 2θ = 51°.

The RIXS spectrum of intra-t2g excitations is very rich in Ba3In2O9. Figure 3 shows the effect of changing qc, the component of the transferred momentum parallel to the c axis, and Fig. 4 addresses a possible dispersion within the hexagonal plane, perpendicular to c, showing data for different high-symmetry points for two different values of qc. We find that the intensity of the intra-t2g excitations strongly varies with qc, while the peak energies do not depend considerably on q. For constant qc, the data basically fall on top of each other in Fig. 4. The largest effect of q on the peak energy is observed for the feature at about 0.45 eV, which sets an upper limit of 10 meV for a possible dispersion, see the inset of Fig. 4. This reflects the fact that interdimer hopping is small. In the following, we address the role of intradimer hopping for the electronic structure. RIXS provides an unambiguous tool to distinguish different limits. For dominant U and small intradimer hopping t, the presence of local j = 1/2 or j = 0 moments can be detected via characteristic narrow features in the RIXS spectra. For the opposite limit of dominant intradimer hopping, the observation of sinusoidal double-slit-type RIXS interference patterns provides a litmus test for a quasimolecular electronic structure. As described in the following, the pronounced modulation of the RIXS intensity I(qc) depicted in Figs. 3 and 6b is caused by such a double-slit-type interference and demonstrates the quasimolecular dimer character. To explain the occurrence of such interference patterns, we address the RIXS process at the Ir L3 edge, in which an incident x-ray photon excites an electron out of a strongly localized 2p core level into an empty 5d level. In particular, the choice of 11.215 keV for the incident energy resonantly enhances absorption into a t2g orbital in the 5d shell. This intermediate state decays by emitting a photon with lower energy, and the 2p core hole is filled by

---

**FIG. 3.** High-resolution RIXS spectra of Ba3In2O9 at 10 K for q = (0.3 0 2.8n) r.l.u. with integer n and 2π/2π/c = π/d = Qd, where d denotes the intradimer Ir-Ir distance. Left: The intra-t2g excitations below about 1.5 eV show a pronounced even/odd behavior with respect to n. The intensity is modulated with the period 2Qd = 2π/d = 5.56(2)·2π/c, cf. Fig. 3. We use a finite h = 0.3 to avoid fulfilling the Bragg condition and the concomitant enhancement of the elastic line. Right: Excitations involving e_g orbitals are observed above 2.5 eV.

**FIG. 4.** RIXS spectra of Ba3In2O9 at the high-symmetry points Γ, M, and K for two different values of qc, the component of the transferred momentum parallel to the c axis. For Γ, the data were measured with a small offset in q to avoid strong elastic scattering. We find a striking insensitivity to the in-plane components of the transferred momentum. Within the experimental energy resolution, the RIXS features do not show any considerable dispersion. The largest change of up to 10 meV is found for the peak at 0.45 eV (see inset). The data are dominated by the strong dependence of the intensity on qc, very similar to the behavior shown in Fig. 3. The integer values l = 17 and 20 were chosen since they are close to extrema of the intensity modulation at 6Q_d and 7Q_d, see Fig. 3. Compared to Fig. 3, the overall larger intensity stems from the difference in h, see Fig. 3.

**D. RIXS interference patterns and quasimolecular orbitals**

The absence of strong dispersion shows that interdimer hopping is small. In the following, we address the role of intradimer hopping for the electronic structure. RIXS provides an unambiguous tool to distinguish different limits. For dominant U and small intradimer hopping t, the presence of local j = 1/2 or j = 0 moments can be detected via characteristic narrow features in the RIXS spectra. For the opposite limit of dominant intradimer hopping, the observation of sinusoidal double-slit-type RIXS interference patterns provides a litmus test for a quasimolecular electronic structure. As described in the following, the pronounced modulation of the RIXS intensity I(qc) depicted in Figs. 3 and 6b is caused by such a double-slit-type interference and demonstrates the quasimolecular dimer character. To explain the occurrence of such interference patterns, we address the RIXS process at the Ir L3 edge, in which an incident x-ray photon excites an electron out of a strongly localized 2p core level into an empty 5d level. In particular, the choice of 11.215 keV for the incident energy resonantly enhances absorption into a t2g orbital in the 5d shell. This intermediate state decays by emitting a photon with lower energy, and the 2p core hole is filled by
a 5d valence electron. The resonance enhancement particularly boosts the sensitivity to intra-t$_{2g}$ excitations, which may show orbital or magnetic character. In other words, resonant inelastic scattering proceeds from the ground state via an intermediate state with a strongly localized 2p core hole to a final state with an excitation that may be delocalized, for instance a magnon. For a given excitation, the total RIXS amplitude is a coherent sum running over the scattering processes on all Ir sites over which this final excited state is delocalized. If the excited state is a quasimolecular orbital excitation in which electrons are delocalized over two Ir sites, the interference between x-ray photons emitted from these dimer sites yields a sinusoidal interference pattern as a function of the transferred momentum $\mathbf{q}$, close analogy to the case of a double-slit experiment. The same applies to, e.g., magnetic excitations if spin correlations are restricted to two adjacent sites, and the corresponding sinusoidal interference pattern was observed in RIXS on the honeycomb Kitaev materials Na$_2$IrO$_3$ and α-Li$_2$IrO$_3$.

This explains the strong dependence of the intensity on $\mathbf{q} \cdot \mathbf{d} = q_c d$, cf. Fig. 5, where $\mathbf{d} = (0,0,d)$ is the vector connecting two Ir sites within a dimer. The sinusoidal character of the intensity modulation,

$$I(q_c) \propto \sin^2(q_c d/2) + \text{const},$$

is revealed by measurements of the RIXS intensity $I(q_c)$ for fixed energy loss, see Fig. 5b. The observed period $2Q_d = 2\pi/d = 5.56(2) \cdot 2\pi/c$ which is incommensurate with the Brillouin zone. Solid lines show damped sinusoidal fits, see Eq. (1). Green symbols: Low-resolution data, $\Delta E = 0.36$ eV, covering the range 0.62–0.98 eV. Integration time was 10 s per $\mathbf{q}$ point. Brown symbols: Data integrated from 0.08 to 0.21 eV with the high-resolution setup, $\Delta E = 25$ meV, and 20 s integration time per $\mathbf{q}$ point. The advantage of the low-resolution setup is the enhanced signal-to-noise ratio. Data were normalized by the incident flux. b) As a function of $h$, the RIXS intensity, integrated from 0.3 to 1.16 eV shows monotonic behavior. Data were normalized to the value at $h = 0$. The solid red line depicts the expected behavior due to self-absorption.

The sin$^2(q_c d/2)$ behavior well known from a conventional elastic double-slit experiment. For RIXS on dimers, the observation of a cos$^2(q_c d/2)$ or sin$^2(q_c d/2)$ interference pattern contains information on the symmetry of the investigated states. This can be explained by the dipole selection rules for both photon absorption and photon emission. Consider, e.g., an even ground state. In the limit $\mathbf{q} = 0$, RIXS excitations are allowed via an odd intermediate state to an even final state. For finite $\mathbf{q}$, we additionally have to consider the geometrical path difference for scattering events on the two adjacent Ir sites. Together, this yields a cos$^2(q_c d/2)$ or sin$^2(q_c d/2)$ interference pattern for even (odd) final states in the case of an even ground state.

The Ir$_2$O$_3$ dimers show mirror symmetry but no inversion symmetry, as the two face-sharing octahedra are rotated with respect to each other by $\pi$ around $c$. Parity therefore is not a good quantum number of the eigenstates. This results in interference patterns with mixed behavior, $I(q_c) \propto u \sin^2(q_c d/2) + v \cos^2(q_c d/2)$, cf. Eq. (1). In RIXS on Ba$_3$Ir$_2$O$_9$, the sin$^2(q_c d/2)$ behavior strongly prevails for the intra-t$_{2g}$ excitations below about 1 eV, similar to the case of Ba$_3$Ce$_2$Ir$_2$O$_9$. Figure 5a demonstrates this dominant sin$^2((\pi q_c)/2Q_d)$ behavior for the integrated intensity plotted as a function of $q_c/Q_d$, and the spectra depicted in Figs. 3 and 4 corroborate this behavior for energies below about 1.1 eV. These spectra were recorded for values of $q_c \approx n Q_d$ that correspond to extrema of the interference pattern. RIXS spectra for, e.g., odd $n$ agree with each other over almost the entire range of energy loss. Below about 1.1 eV, the intensity is higher for odd $n$ and the data strongly differ from the spectra for even $n$. Even though parity is not a good quantum number, we find that excitations from bonding to antibonding orbitals, as defined in Sec. IV, predomi-
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FIG. 6. Comparison of RIXS spectra of Ba$_3$In$_2$O$_9$ (top) and Ba$_3$CeIr$_2$O$_9$ (bottom). The Ce compound has two holes per dimer, i.e., no partially filled quasimolecular orbitals, and exhibits a clear onset of RIXS intensity at about 0.5 eV. The different Ir-Ir distance $d_{cc} = c_{cc}/5.83$ gives rise to a slightly different period $2Q_{cc}$ of the interference pattern.

nantyly show $\sin^2(q_c d/2)$ behavior. The experimental result hence agrees with a $j_{lim} = 3/2$ ground state as depicted in Fig. 2 where all three holes occupy bonding orbitals and most of the excitations correspond to transitions to antibonding ones. This conclusion is supported by the analysis in Sec. IV.

Wang et al. [34] reported on RIXS data of Ba$_5$AlIr$_2$O$_{11}$ which also shows face-sharing IrO$_6$ octahedra that form Ir dimers with three holes. However, these Ir dimer sites are crystallographically nonequivalent, resulting in charge disproportionation [35]. The formation of quasimolecular orbitals, predicted by Streletsov, Cao, and Khomskii [39], has been derived from the RIXS spectra by arguing that they deviate from those of local moments [67], 1/(1 + $\sin \theta_{\text{in}}/\sin \theta_{\text{out}}$), where $\theta_{\text{in}}$ and $\theta_{\text{out}}$ denote the angle between the sample surface and the incident and emitted beams, respectively. For grazing incidence, i.e., small $\theta_{\text{in}}$, the incident photons are absorbed close to the surface. This facilitates the escape of the re-emitted photons and results in an enhanced signal. The overall $h$ dependence of the intensity agrees with this expectation, as depicted by the red line in Fig. 5.

Additional matrix-element effects are revealed by comparing spectra for different $h$, see top panel of Fig. 6. For the same value of $l$, the intensity is larger for $h = -2.5$ than for $h = 0.3$, but this effect is most pronounced around 0.7 eV. Remarkably, a similar behavior is observed from 0.5 to 1.1 eV in the sister compound Ba$_3$CeIr$_2$O$_9$ [37] with two holes per dimer, see bottom panel of Fig. 6. In Ba$_3$CeIr$_2$O$_9$, the two prominent peaks at about 0.7 eV and 0.9 eV show $\sin^2(q_c d/2)$ behavior [37], very similar to Ba$_3$In$_2$O$_9$. In reasonable approximation, these two peaks of Ba$_3$CeIr$_2$O$_9$ can be described in a single-particle picture as excitations from the bonding quasimolecular orbital formed from local $j = 1/2$ states to bonding quasimolecular orbitals built from local

E. In-plane momentum dependence

In contrast to the pronounced sinusoidal dependence of $I(q_c)$, the RIXS intensity shows a moderate, monotonic intensity change as a function of $h$, see Fig. 6b. Any change of $q$ for fixed incident energy requires to change the experimental geometry. This affects matrix elements and self-absorption effects. The latter can be described

FIG. 7. Low-energy RIXS spectra of Ba$_3$In$_2$O$_9$ at 10 K. a) Zoom in on two data sets shown in Fig. 3 measured with 10 meV step size for $q_c$ values on extrema of the interference pattern, see Fig. 5. Integration time was 20 s per detector image. b) Data collected with $2\theta = 90^\circ$ to suppress the elastic line. With the given incident energy, this fixes $|\mathbf{q}|$. With this restriction, we can reach $q_c = 18.5 \cdot 2\pi/c \approx 6.7 Q_d$, reasonably close to the interference maximum at $7Q_d$, and $q = (-2.66 1/3 17)$ r.l.u. with $q_c \approx 6Q_d$, an interference minimum. For a quantitative comparison, one has to take into account that the intensity at $6.7Q_d$ (dark red symbols) is roughly 10 % smaller than at $7Q_d$, see Fig. 5. Self-absorption has been corrected. Dashed lines with small symbols show an estimate of the inelastic contribution obtained by subtracting the already suppressed elastic line. Dark blue (dark red): 5 meV (10 meV) step size and 40 s (30 s) integration time.
The spectra measured at about $\Gamma$, $M$, and $K$, cf. Fig. 8. We distinguish $l \approx 20$ and 17 which roughly correspond to the extrema of the interference pattern at $q_c = 7Q_d$ and $6Q_d$, cf. Fig. 5. The elastic line has been subtracted. Parameters are given in Table II. Vertical bars denote the excitation energies found in the fit.

For the 0.7 eV peak in Ba$_3$InIr$_2$O$_9$, the similar energy range and the similar dependence on $h$ suggest a related character. Our analysis supports a contribution of such states but finds also further excitations in this energy range, see Sec. IV.

### F. Low-energy behavior

In Ba$_3$CeIr$_2$O$_9$, the RIXS intensity vanishes below 0.5 eV, which in a single-particle picture reflects the energy difference between filled and empty quasimolecular orbitals [37]. In contrast, Ba$_3$InIr$_2$O$_9$ exhibits finite RIXS intensity also at low energy, see Fig. 7. Previously, the existence of excitations at about 10 meV and 40 meV has been estimated from an analysis of the magnetic susceptibility [25]. To better resolve the low-energy features, we suppressed the elastic line by choosing a scattering angle $2\theta = 90^\circ$ with incident $\pi$ polarization, see Fig. 7. Dashed lines with small symbols estimate the inelastic contribution after subtraction of the remaining elastic line. With the given energy resolution of 25 meV, the data in Fig. 7 show that the RIXS intensity remains finite for any energy loss below 0.3 eV. The data for $l = 17$ appear continuum-like but the result for $l = 18.5$ points toward peaks at about 0.03 eV, 0.10 eV, and 0.23 eV.

Within a dimer, low-energy excitations occur in the vicinity of the phase transition from $j_{d\text{im}} = 1/2$ to $j_{d\text{im}} = 3/2$, see Sec. IV. The peak energies and the RIXS resolution are much larger than the interdimer magnetic energy scale given by the peak in the specific heat at about 2 K [25]. Therefore a direct connection between the observed low-energy excitations and the magnetic fluctuations of a possible spin-liquid ground state can be ruled out. However, it is tempting to speculate that a small but finite magnetic contribution to the low-energy RIXS intensity may arise due to In/Ir site mixing. Sakamoto et al. [19] studied powder samples of Ba$_3$XIr$_2$O$_9$ for different metals $X$ including In and found that $X$-Ir cation disorder is only relevant for $X = $Ti$^{4+}$ and Sc$^{3+}$. This can be explained by the similar ionic radii of Ir$^{4+}$, Ti$^{4+}$, and Sc$^{3+}$. Larger $X$ ions such as Ce$^{4+}$ or In$^{3+}$ as well as the different valence of In and Ir suppress cation disorder. For Ba$_3$InIr$_2$O$_9$, Dey et al. [25] discussed that the structural data of powder samples are well described by fully ordered structure models without cation disorder, while deliberately adding site mixing yields an estimate of 2.8(5)%. Our single-crystal x-ray diffraction data indicate about 1-2% of Ir ions on the In 2a site between dimers, see Sec. III B. Even though the estimated density of such Ir moments is small, their contribution may be relevant since each of them is coupled to six neighboring dimers. The 2a sites are connected with the 4f dimer sites in a corner-sharing configuration with close to 180° Ir-O-Ir bonds, and Ir moments on the 2a sites are expected to enhance interdimer coupling. The bonding geometry is closely related to the case of Sr$_2$IrO$_4$ which shows large exchange interactions and magnetic excitations up to about 0.2 eV [68, 69]. In Ba$_3$InIr$_2$O$_9$, the sinuoidal modulation observed for integration from 0.08 to 0.21 eV demonstrates the existence of dimer excitations at low energy, see Fig. 9. However, the $l$ dependence is small between 0.2 eV and 0.3 eV, see Fig. 7. A small magnetic contribution caused by In-Ir site disorder hence cannot be ruled out.

![FIG. 8. Oscillator fit (solid lines) of RIXS data averaged over the spectra measured at about $\Gamma$, $M$, and $K$, cf. Fig. 8. We distinguish $l \approx 20$ and 17 which roughly correspond to the extrema of the interference pattern at $q_c = 7Q_d$ and $6Q_d$, cf. Fig. 5. The elastic line has been subtracted. Parameters are given in Table II. Vertical bars denote the excitation energies found in the fit.](image)

### TABLE II. Parameters of the fit depicted in Fig. 8 where only the peak intensities are allowed to vary with $q_c$. The Pearson VII oscillator describes a Lorentzian (Gaussian) line shape for $\mu = 1$ ($\infty$). Above about 1 eV it is not possible to distinguish different features. The lowest excitation energy of 0.03 eV is estimated from the data in Fig. 7b.

| energy [eV] | $I_{5Q_d}$ | $I_{7Q_d}$ | $I_{9Q_d} = I_{5Q_d} + I_{7Q_d}$ | width [meV] | $\mu$ |
|------------|------------|------------|-------------------------------|-------------|-----|
| 0.03       | 2.4        | 3.1        | 0.14                          | 81          | 2.0 |
| 0.10       | 3.7        | 3.9        | 0.02                          | 106         | 4.8 |
| 0.34       | 6.8        | 13.9       | 0.34                          | 76          | 2.0 |
| 0.42       | 10.3       | 9.7        | 0.94                          | 99          | 1.6 |
| 0.45       | 7.2        | 5.1        | -0.17                         | 82          | 1.9 |
| 0.50       | 0.5        | 4.7        | 0.79                          | 90          | 1.9 |
| 0.58       | 7.9        | 9.4        | 0.09                          | 80          | 1.5 |
| 0.63       | 7.6        | 8.5        | 0.06                          | 93          | 1.9 |
| 0.69       | 3.0        | 16.8       | 0.70                          | 97          | 1.8 |
| 0.73       | 1.4        | 6.6        | 0.66                          | 83          | 1.6 |
| 0.81       | 9.1        | 14.2       | 0.22                          | 148         | 1.8 |
| 0.98       | 2.1        | 7.4        | 0.56                          | 137         | 1.3 |
IV. DISCUSSION

Having established the quasimolecular nature of the electronic states, we aim to achieve a microscopic understanding of the electronic structure of Ba$_3$InIr$_2$O$_9$. To this end, we compare our RIXS data with exact diagonalization results. Typical for iridates and other 5$d$ compounds, the electronic structure is governed by the interplay of Coulomb interactions, spin-orbit coupling, hopping interactions, and the non-cubic part of the crystal field. However, for the cluster Mott insulator Ba$_3$InIr$_2$O$_9$ the focus is in particular on the competition between hopping and spin-orbit coupling. Is hopping strong enough to counteract the effects of spin-orbit coupling? In general, individual 5$d^5$ Ir$^{4+}$ sites show local moments with $j = 1/2$ and $3/2$. In the case of two holes per dimer as in Ba$_3$CeIr$_2$O$_9$ with Ir$^{4+}$, (anti-) bonding states of these spin-orbit entangled $j$ states provide a good starting point for the description [77]. Below we show that the same applies to Ba$_3$InIr$_2$O$_9$, as sketched in Fig. 2 giving rise to the rich excitation spectrum observed in RIXS.

First, we determine the peak energies by fitting the RIXS data using Pearson VII oscillators [70]. For the fit, we considered the dispersion as negligible, as discussed above, and averaged the data of Fig. 4 over $\Gamma$, $M$, and $K$ for constant $q$ to improve statistics. Motivated by the intensity modulation depicted in Fig. 3, we focus on $q_c/(2\pi/c) \approx 20$ and 17, i.e., close to a maximum and a minimum of interference. In the fit, only the peak intensities are allowed to change as a function of $q_c$, all other parameters are treated as independent of $q_c$. The fit describes the RIXS spectra very well, see Fig. 5. The corresponding parameters are summarized in Table 11 and the peak energies are plotted as symbols in the middle panel of Fig. 9.

The interaction Hamiltonian with on-site Coulomb repulsion $U$ and Hund’s coupling $J_H$ reads [72]

$$H_C = U \sum_{i,\alpha} n_{i\alpha}^{\dagger} n_{i\alpha} + \frac{1}{2} (U - 3J_H) \sum_{i,\sigma,\alpha \neq \alpha'} n_{i\sigma} n_{i\alpha}^{\dagger}$$

$$+ (U - 2J_H) \sum_{i,\alpha \neq \alpha'} n_{i\alpha}^{\dagger} n_{i\alpha'\dagger}$$

$$+ (U - 2J_H) \sum_{i,\alpha} \left( 15 - 5 \sum_{\alpha,\sigma} n_{i\sigma} \right)$$

$$+ J_H \sum_{\alpha \neq \alpha'} \left( c_{\alpha \uparrow}^{\dagger} c_{\alpha' \downarrow}^{\dagger} c_{\alpha' \uparrow} c_{\alpha \downarrow} - c_{\alpha \uparrow}^{\dagger} c_{\alpha' \downarrow}^{\dagger} c_{\alpha' \downarrow} c_{\alpha \uparrow} \right),$$

with $n_{i\alpha\sigma}$ being the number operator for the $t_{2g}$ orbitals $\alpha \in \{a_{1g}, e_{g}, e_{g}^\prime\}$ [77] at site $i$, $j \in \{1, 2\}$ and $\sigma \in \{\uparrow, \downarrow\}$, and the operators $c_{\alpha\sigma \uparrow}^{\dagger}$ create holes. We stick to $P6_{3}/mmc$ symmetry for the analysis of our RIXS data and consider the trigonal crystal field via $\Delta_{CF}L^2_{2}$ splitting the $t_{2g}$ level into $a_{1g}$ and $e_{g}$ orbitals, and the intersite hopping amplitudes $t_{a_{1g}}$ and $t_{e_{g}}$. For $D_{3h}$ symmetry of the Ir$_2$O$_9$ dimer, hopping is diagonal in the $a_{1g}-e_{g}$ basis. Finally, we employ spin-orbit coupling $\zeta$. 1·$s$.

![FIG. 9. Excitation energies of the many-body states calculated by exact diagonalization for $U = 1.5$ eV. Left: Dependence on $\zeta$ for $t = t_{a_{1g}} = t_{e_{g}} = 0$ and $J_H = 0.33$ eV. For $\zeta = 0.43$ eV, the lowest excitation energies of about 0.4 eV and 0.7 eV agree with the dominant characteristic RIXS features of $t_{2g}$ iridates [59] [61] and with the spin-orbit excitation of $t_{2g}$ iridates at 3/2$\zeta$. Right: Effect of hopping in the simplified case $t = t_{a_{1g}} = - t_{e_{g}}$ for $\zeta = 0.43$ eV and $J_H = \Delta_{CF} = 0$, where hopping is block-diagonal in the $j$ basis. Notably, several excitation energies are independent of $t$. Middle: Excitation energies as a function of hopping $t_{a_{1g}}$ for the realistic parameter set with $\zeta = 0.43$ eV, $J_H = 0.33$ eV, $\Delta_{CF} = 0.1$ eV, and $t_{e_{g}}/t_{a_{1g}} = -0.6$. For these parameters, the ground state changes at about 0.52 eV, and good agreement with the experimental peak energies (symbols) is obtained for $t_{a_{1g}} = 0.53$ eV. The weak RIXS feature at 0.23 eV (open blue symbol) is tentatively attributed to Ir/In site disorder, see Sec. 111 III F.]

Discussing three $t_{2g}$ holes on two Ir sites, we start from vanishing hopping $t = t_{a_{1g}} = t_{e_{g}} = 0$ and a cubic crystal field, i.e., we neglect the non-cubic part by choosing $\Delta_{CF} = 0$. States with all three holes on the same site are about $2U$ above the ground state and can be neglected. For $t = 0$ we hence are facing simple product states $|t_{2g}^{3}\rangle |t_{2g}^{3}\rangle$ of single-site multiplets with one and two holes. Their joint excitation energies as function of $\zeta$ are depicted in the left panel of Fig. 9 for $U = 1.5$ eV and $J_H = 0.33$ eV. Energies are plotted up to $\zeta = 0.43$ eV, a realistic value for iridates. While $t_{2g}$ systems in cubic approximation show a single intra-$t_{2g}$ excitation at 3/2$\zeta$ $\approx 0.7$ eV [52] [58] the dominant RIXS features in $t_{2g}$ compounds are observed at roughly 0.4 and 0.7 eV [59] [61], see dashed lines in top panel of Fig. 10.

Hopping is diagonal in the single-particle $a_{1g}-e_{g}$ basis and mixes the local multiplets. We therefore skip a more detailed discussion of the $t_{2g}^{2}$ multiplets but mention in passing that the local $t_{2g}$ ground state shows $j = 0$. In contrast to the $t_{2g}^{2}$ states, the single-hole $t_{2g}^{1}$ states with $j = 1/2$ and 3/2 are still important for an intuitive picture of the electronic states of a dimer. In particular, most of the characteristic features of the electronic structure already become apparent when considering an idealized system with $\Delta_{CF} = J_H = 0$ and $t_{e_{g}}/t_{a_{1g}} = -1$. The lat-
ter makes hopping block-diagonal in the $j = 1/2$ and $3/2$ basis, so that $j$ (but not $j_z$) remains a good quantum number. In this case, the eigenstates can be built from bonding and antibonding states

$$|j_m^m\rangle = \frac{1}{\sqrt{2}}(|j, m\rangle_1 \pm |j, m\rangle_2),$$

where $m$ denotes suitable linear combinations of $j_z = \pm 1/2$ or $j_z = \pm 3/2$, $\pm 1/2$, and the definition of states on sites 1 and 2 takes into account that the IrO$_6$ are rotated with respect to each other [17]. Product states of these simple states form a very good starting point for the discussion of the many-body eigenstates, even though $t_{\sigma\pi} / t_{\sigma\pi}$ is closer to $-1/2$ in Ba$_3$In$_2$O$_9$ and Coulomb interaction is strong.

For the idealized case with $t = t_{a1g} = -t_{\sigma\pi}$, the right panel of Fig. 9 depicts the effect of hopping on the excitation energies. We employ $\zeta = 0.43$ eV and $U = 1.5$ eV, keeping $\Delta_{\text{CF}} = J_H = 0$ for simplicity. For not too large $t$, the doubly degenerate ground state shows two holes in the bonding $j = 1/2$ orbital $|1/2^m_+\rangle$ and the third hole in the antibonding orbital, resulting in $j_{\text{dim}} = 1/2$,

$$|1/2_{\text{dim}}\rangle_{\pi} = |1/2^+_\pi|1/2^+_\pi|1/2^+_\pi\rangle,$$

as sketched in the left panel of Fig. 2. In contrast, the first excited state at small $t$ has two holes in the antibonding orbital,

$$|1\rangle = |1/2^\pi|1/2^\pi|1/2^\pi\rangle.$$

The absolute energies of $|1/2_{\text{dim}}\rangle_{\pi}$ and $|1\rangle$ vary like $\pm t$, and hence the excitation energy of $|1\rangle$ rises with a slope $2t$. Even though $U$ is large, this perfectly agrees with a simple picture of non-interacting holes since hopping for these three-particle states does not affect double occupancy.

The further low-energy states show one hole in an (anti-) bonding $j = 3/2$ orbital,

$$|3/2_{\text{dim}}^m\rangle = |3/2^+_\pi|1/2^+_\pi|3/2^+_\pi\rangle$$

For $t = 0$, all of these states lie at $3/2\zeta$. For $U = 0$, their energies are given in the simple non-interacting picture described above, i.e., each bonding (antibonding) state contributes $-t$ ($+t$) to the excitation energy. In this limit, the energy of state $|3/2_{\text{dim}}^m\rangle$ decreases with a slope $-3t$, which corresponds to an excitation energy $3/2\zeta - 2t$. Accordingly, $|3/2_{\text{dim}}^m\rangle$ becomes the ground state for $t$ larger than a critical value, as sketched in the right panel of Fig. 2. For finite $U$, the slope is reduced and the behavior is not perfectly linear anymore, see right panel of Fig. 2. The reduced slope reflects the Coulomb interaction between holes in the bonding orbitals for $j = 1/2$ and $3/2$ which compete for the same space between the two Ir sites.

In contrast to the behavior of $|3/2_{\text{dim}}^m\rangle$, the energies of $|2\rangle$ and $|3\rangle_{\sigma\sigma^\prime m}$ vary like $-t$, independent of $U$. Therefore, their excitation energy remains constant, $3/2\zeta$. With this we collected the main ingredients to describe the general properties observed in the RIXS spectra of Ba$_3$In$_2$O$_9$. For realistic parameters, the simple states described above are split into a multitude of levels, see middle panel of Fig. 9, but the main features of the RIXS spectra can still be explained in an intuitive picture, as described in the following and depicted in Fig. 2.

First of all, the insensitivity of the excitation energy to hopping roughly remains valid for many states. This applies to the phase observed for small hopping but still is valid above the phase transition. This explains that the main RIXS intensity in Ba$_3$In$_2$O$_9$ is found in the energy range where single-site-like $d^3$ and $d^7$ iridates show RIXS features based on $\zeta$ and $J_H$ [22, 51], i.e., around 0.4 eV and 0.7 eV. Note that this does not imply that the character of these states is the same as for vanishing hopping. It rather signifies that these states in terms of bonding/antibonding have the same character as the ground state. For instance for small hopping, they are mainly built from two bonding and one antibonding orbital and hence show a very similar dependence on hopping as the state $|1/2_{\text{dim}}\rangle_{\pi}$.

Second, the observation of distinct low-energy RIXS features below 0.3 eV suggests that Ba$_3$In$_2$O$_9$ is close to the phase transition [35] where $-t$ in the simple picture...
given in the right panel of Fig. 9 and sketched in Fig. 2. The ground state changes from |1/2\text{dim}\rangle to |3/2\text{dim}\rangle. The energies of the low-energy features strongly disperse as a function of hopping and hence restrict the possible range of $t_{a_{1g}}$ and $t_{e_{\sigma}}$. However, the slope of these states is renormalized by Coulomb interaction, as discussed above. Therefore the relevant range of hopping parameters depends on $U$. Deviations from the idealized case $t_{e_{\sigma}}/t_{a_{1g}} = -1$ mix states with different $j$ and thereby lift the four-fold degeneracy in Eq. (5), giving rise to two Kramers doublets. For the parameters used in the middle panel of Fig. 9 this splitting is of the same order of magnitude as the non-cubic crystal-field splitting $\Delta_{\text{CF}}$.

With $\text{Ba}_3\text{In}_2\text{O}_5$ being close to the phase transition, the central question to be answered concerns the ground state. We address this issue via the RIXS matrix elements and calculate RIXS spectra in the dipole approximation as described in Ref. [37]. In the top and middle panels of Fig. 10 we compare results for $t_{a_{1g}} = 0.52$ eV and 0.53 eV, located on opposite sides of the phase transition. All other parameters are kept fixed. In contrast to the excitation energies that are very similar in the two cases, the RIXS matrix elements sensitively depend on the ground state, which is reflected in the RIXS intensity of different features as well as in their dependence on $q_a$. In the experiment, we find that the RIXS intensity is larger for odd values of $Q_d$ (red and orange curves in Figs. 3 and 10). This is reproduced for hopping larger than the critical value, i.e., a ground state related to $|3/2\text{dim}\rangle_m$. The corresponding middle panel of Fig. 10 shows reasonable agreement with the experimental data concerning the main features of the spectrum. In contrast, the overall RIXS intensity is very similar for even and odd $Q_d$ for $t_{a_{1g}} = 0.52$ eV, i.e., smaller than the critical value where the ground state is based on $|1/2\text{dim}\rangle_\sigma$. We hence conclude that hopping exceeds the critical value while the presence of low-energy features demonstrates that $\text{Ba}_3\text{In}_2\text{O}_5$ is still close to the phase transition, see Fig. 2. Concerning the character of the ground state, our result agrees with an exact diagonalization study by Li et al. [38] which finds evidence for a $j_{\text{dim}} = 3/2$ nature of the ground state of $\text{Ba}_3\text{In}_2\text{O}_5$ based on the small anisotropy of the magnetic susceptibility and the small magnitude of the effective magnetic moments. Furthermore, the corresponding sequence with the lowest bonding $j = 3/2$ orbital lying below the antibonding $j = 1/2$ orbital agrees with a RIXS study on $\text{Ba}_3\text{CeI}_2\text{O}_5$ with two holes per dimer [37].

Concerning the electronic parameters, we use $\zeta = 0.43$ eV and $J_H = 0.33$ eV, which are typical for iridates [71, 73]. Determination of the hopping parameters is more subtle. For given $\zeta$, the critical hopping for the phase transition depends on $U$. Using $t_{e_{\sigma}}/t_{a_{1g}} = -0.6$, we obtain very similar results for the RIXS spectra for $U = 1.5$ eV and 3.0 eV if $t_{a_{1g}}$ is adapted from 0.53 eV to 0.62 eV, see Fig. 10. These values roughly agree with first-principles density-functional theory calculations [74] which yield $t_{a_{1g}} = 0.47$ eV and $t_{e_{\sigma}}/t_{a_{1g}} = -0.53$. Finally, the effect of a small crystal-field splitting $\Delta_{\text{CF}}$ is not pronounced, which prevents an accurate determination. We employ $\Delta_{\text{CF}} = 0.1$ eV.

Both finite $\Delta_{\text{CF}}$ and $t_{e_{\sigma}}/t_{a_{1g}} \neq -1$ split the quartet $|3/2\text{dim}\rangle_m$ into two doublets. For the parameters derived above, the lower-energy doublet forms the many-body ground state, while the first excited state is related to $|1/2\text{dim}\rangle_\sigma$, see middle panel of Fig. 9. We emphasize that 86% of the weight of the ground-state doublet arises from the quartet $|3/2\text{dim}\rangle_m$. The main admixture, carrying about 8%, stems from

$$|4\rangle_m = |1/2_{\uparrow}\rangle |1/2_{\uparrow}\rangle |3/2_m^\uparrow\rangle$$

(8)

$$|5\rangle_{\sigma\sigma'} = |1/2_{\uparrow}\rangle |1/2_{\downarrow}\rangle |3/2_m^\downarrow\rangle,$$

(9)

and a further 3% are contributed by

$$|6\rangle_{\sigma\sigma'} = |1/2_{\downarrow}\rangle |3/2_m^\uparrow\rangle |3/2_m^\downarrow\rangle.$$ (10)

Similarly, $|1/2\text{dim}\rangle_\sigma$ carries about 83% of the weight of the lowest excited many-body state, and $|2\rangle_m$ and $|3\rangle_{\sigma\sigma'}$ together contribute 8%. We hence conclude that the spin-orbit entangled bonding and antibonding orbitals capture the dominant physics for realistic parameters.

Finally, we address the possible role of In-Ir site disorder on the RIXS spectra. With one exception, the exact diagonalization calculations describe the experimentally observed peak energies very well, see red symbols in the middle panel of Fig. 9. At low energy, however, theory predicts two excitation energies, and our calculations do not yield any RIXS peak around 0.2 eV. This can be reconciled with the experimental data assuming that the weak RIXS intensity around 0.23 eV, cf. Fig. 7 and blue symbol in Fig. 9 is caused by a magnetic contribution of a few % of Ir ions on In sites that form roughly 180° Ir-O-Ir bonds with Ir on dimer sites, as discussed in Sec. III F. Furthermore, the calculated spectra contain a small contribution of individual $t_{j_{\text{dim}}}^3$ Ir$^{5+}$ sites, see dashed lines in top panel of Fig. 10. These reflect the presence of 7.3 % In$^{3+}$ ions on dimer sites, as derived from our analysis of the crystal structure, see Sec. III B. For simplicity, we assume that an In$^{3+}$ ion on a dimer site is accompanied by an Ir$^{5+}$ ion. This contribution, however, is small and overlaps with dimer features, it is hence not important for our analysis. Around 0.4 eV, the small $q$ dependence of the intensity of this single-site contribution reflects a corresponding change of the scattering geometry. Such effects are typically much smaller than the $q$ dependence observed for the quasimolecular dimer contribution.

V. CONCLUSIONS

In spin-orbit entangled iridates, experimental realizations of quantum spin liquids are very limited and hotly debated. The honeycomb iridate H$_3$LiIr$_2$O$_6$, for instance does not show magnetic order down to 50 mK [16] but the
role of disorder related to the H ions has been pointed out [25,77]. The compound Ba$_3$InIr$_2$O$_9$ was discussed as an outstanding case with clear experimental evidence for persistent spin dynamics down to 20 mK from thermodynamic and spectroscopic data [25]. The dimer structure based on face-sharing IrO$_6$ octahedra requires solving the issue of the microscopic character of the local moments on a quantitative level. Understanding these local moments is a prerequisite for a successful description of magnetism in this compound.

Overall, our results establish that Ba$_3$InIr$_2$O$_9$ is a spin-orbit-entangled cluster Mott insulator. We prove the insulating character via dielectric spectroscopy and demonstrate that the crystal structure shows a monoclinic distortion already at room temperature. Based on the observation of a double-slit type sinusoidal interference pattern, our RIXS data establish the quasimolecular orbital character of the electronic structure in face-sharing geometry. The three holes are fully delocalized over the two sites of a dimer. The physics is related to the case of the sister compound Ba$_3$CeIr$_2$O$_9$ in which two holes per dimer form a spin-orbit entangled nonmagnetic $j_{\text{dim}} = 0$ ground state [37]. In Ba$_3$InIr$_2$O$_9$, the many-body dimer ground state can be approximated as a spin-orbit entangled Kramers doublet based on the $j_{\text{dim}} = 3/2$ state in which two holes occupy the bonding orbital built from local $j = 1/2$ moments, as in Ba$_3$CeIr$_2$O$_9$, while the third hole is in a bonding $j = 3/2$ state. This character of the ground state explains the dominant $\sin^2(q, d/2)$ behavior of the RIXS intensity. The simple picture of bonding orbitals of local $j$ states works best in the idealized case $t_{\pi^g}/t_{\pi d} = -1$, where hopping is block-diagonal in the $j$ basis, but it still yields a reasonable description for realistic parameters. Furthermore, the observation of low-energy RIXS features demonstrates that Ba$_3$InIr$_2$O$_9$ is close to the phase transition to a $j_{\text{dim}} = 1/2$ state [35].

The realization of a new type of a gapless spin liquid based on spin-orbit entangled moments in quasimolecular orbitals would open up a different and very promising perspective on iridates and quantum spin liquids in general. In Ba$_3$InIr$_2$O$_9$, the proposed unconventional spinliquid character is supported by a quadratic behavior found in the specific heat at low temperature, which deviates from the typical spin-liquid scenario of fermionic spinons [25]. However, this has to be taken with a grain of salt since the possible role of a small percentage of cation disorder needs to be further elucidated.

The magnetism in Ba$_3$InIr$_2$O$_9$ is based on interdimer exchange interactions which occur on an energy scale that challenges the state-of-the-art energy resolution of RIXS at the Ir $L_3$ edge, calling for thorough theoretical studies of exchange interactions between quasimolecular states on neighboring dimers and further spectroscopic investigations with other techniques.

Finally, our results demonstrate the promising potential of RIXS interference patterns $I(q)$ to unravel the electronic structure and to determine the character and symmetry of electronic states [63–65]. Using the iridate dimers Ba$_3$CeIr$_2$O$_9$ [37] and Ba$_3$InIr$_2$O$_9$ as well-defined model systems, the power of this approach has been established. Furthermore, such interference patterns revealed the nearest-neighbor character of magnetic excitations in the honeycomb iridates with dominant Kitaev exchange [66]. However, the technique is expected to apply equally well to trimers or larger clusters as well as to ladders, bilayers, and other superstructures. Analyzing only a few values of $q$, this interference effect has also been addressed in the bilayer iridate Sr$_3$Ir$_2$O$_7$ [78] as well as in VO$_2$ [79] and in the context of stripes in nickelates and cuprates [80]. One advantage of the iridates, compared to 4$d$ or 3$d$ transition metal compounds, is that the Ir $L$ edge is lying in the hard x-ray region, allowing us to cover a large range of $q$ space and hence to observe the interference pattern over more than a period.
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