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Abstract: In this paper, we prove the existence and uniqueness of a mild solution to the system of $\psi$-Hilfer neutral fractional evolution equations with infinite delay $H^{\alpha,\beta,\psi}_0(x(t) - h(t, x_t)) = A x(t) + f(t, x(t), x_t)$, $t \in [0, b]$, $b > 0$, and $x(t) = \phi(t)$, $t \in (-\infty, 0]$. We first obtain the Volterra integral equivalent equation and propose the mild solution of the system. Then, we prove the existence and uniqueness of solution by using the Banach contraction mapping principle and the Leray-Schauder alternative theorem.
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1 Introduction

In this paper, we consider the following $\psi$-Hilfer neutral fractional differential equations with infinite delays:

\[
\begin{aligned}
H^{\alpha,\beta,\psi}_0(x(t) - h(t, x_t)) &= A x(t) + f(t, x(t), x_t), \quad t \in [0, b], \quad b > 0 \\
\phi(t) &= x(t) \quad t \in (-\infty, 0]
\end{aligned}
\]

where $H^{\alpha,\beta,\psi}_0(.)$ is the $\psi$-Hilfer fractional derivative of order $0 < \alpha \leq 1$, with respect to function $\psi \in L([0, b], \mathbb{R})$ and type $0 \leq \beta \leq 1$. Also, $x(t) \in \mathbb{X}$ is the state vector, $h(t)$ is a continuous function where $h : [0, b] \times \mathbb{P} \rightarrow \mathbb{X}$, $t \in [0, b]$ and $\phi(t) \in \mathbb{P}$, where $\mathbb{P}$ is the admissible phase space. $f : [0, b] \times \mathbb{X} \times \mathbb{P} \rightarrow \mathbb{X}$ and $f \in C^1$ is a nonlinear function and $x_t$ stands for the history of the state function up to the time $t$, i.e. $x_t(\theta) = x(t + \theta)$, $\forall \theta \in (-\infty, 0]$.

Let $A$ be an infinitesimal generator of an analytic semigroup $(T(t))_{t \geq 0}$ of uniformly bounded linear operators defined on infinite Banach space $\mathbb{X}$. We denote $C = C_b((-\infty, b], \mathbb{X})$ the Banach space of all continuous and bounded functions from $(-\infty, b]$ into $\mathbb{X}$ endowed with the topology of uniform convergence.

\[
\|u\|_C = \sup_{t \in (-\infty, b]} \|u(t)\|
\]

and let $(B(\mathbb{X}), \|\cdot\|_{B(\mathbb{X})})$ be the Banach space of all linear and bounded operators from $\mathbb{X}$ to $\mathbb{X}$.

Remark 1. Since $\{T(t)\}_{t \geq 0}$ is an analytic semigroup on $\mathbb{X}$, there exists $K \geq 1$ such that $\|T(t)\| \leq K$.

(For more information on semigroups please see [4]).
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In recent years, fractional calculus has been used and known as an excellent instrument for the description of hereditary properties of various processes and applications in many fields such as physics, biology, finance, etc. [6, 20, 24]. In the recent decades, many scientific researchers have become interested to study and investigate the existence and uniqueness of solution to the system of fractional differential equations. As one of the special and important problems in fractional calculus, there were some studies on the neutral type differential equations. Some of the authors proved the existence and uniqueness of the solution to semilinear neutral type fractional differential equations with infinite delays by using the Banach Contraction mapping theorem such as [19, 26]. In [2, 14], researchers investigated the existence of solution by applying the Kuratowski’s measure of noncompactness. Also, in [18], the authors proved the existence and uniqueness of solution using Banach fixed point theorem and the Leray-Schauder Alternative Theorem.

In finite dimensional case, the existence and uniqueness of solutions to problems of type (1) are widely studied in [26] by means of Schauder’s fixed point theorem. Moreover, Zhou and Jiao [27] investigated the existence of nonlocal Cauchy problem by applying the Krasnoselskii’s fixed point theorem and Banach fixed point theorem.

Recently, general fractional operators, especially such as the $\psi$-Hilfer fractional operator and the Riemann-Liouville fractional operator with respect to another function have been proposed. Then in 2018, Vanterler and Capelas de Oliveira [23] presented a fractional differential operator of a function with respect to another function, the so-called $\psi$-Hilfer derivative. Obviously, the class of fractional derivatives derived from the $\psi$-Hilfer operator is in fact larger, making the fractional operator a generalization of the fractional operators. There are some authors who have worked on the existence and uniqueness of $\psi$-Hilfer and $\psi$-Caputo fractional differential equations as in [22]. In addition, Liu, et al. [15] presented some results on the existence, uniqueness, and Ulam-Hyers-Mittag-Leffler stability of solutions to a class of $\psi$-Hilfer fractional-order delay differential equations. They used the Picard operator method and a generalized Gronwall inequality involved in a Riemann-Liouville fractional integral. Also, Abdo, et al. [1] considered the fractional integro-differential equation with nonlocal condition involving a general form of Hilfer fractional derivative. They proved that Cauchy-type problem is equivalent to a Volterra fractional integral equation and used the Banach fixed point theorem and Krasnoselskii’s fixed point theorem to obtain existence and uniqueness of solutions. Moreover, Luo, et al. [16] proved the existence and uniqueness of solution by Banach contraction mapping principle and investigated the Ulam-Hyers stability of solutions.

Motivated by all the above mentioned, we are interested to consider the system (1) of $\psi$-Hilfer neutral fractional evolution equations with infinite delay which have not been used to be investigated. In our work, we aim to investigate and prove the existence and uniqueness of solution by means of Banach contraction mapping principle and the Leray-Schauder alternative theorem. In this case, first we have obtain the Volterra integral equivalent equation and propose the mild solution of system (1) in finite dimensional space.

The rest of our paper is organized as follows: In section 2 we present some preliminary results that are useful in this paper to prove the results. In Section 3, we prove the existence and uniqueness of solution by using Banach contraction mapping principle which states that there exists a unique mild solution to the problem (1). Also, in Section 3, we apply the Leray-Schauder alternative theorem to prove that problem (1) has at least one mild solution.

## 2 Preliminaries

In this section, we present some definitions and properties of fractional calculus which will be used throughout this paper.
Definition 2.1. [11] The Laplace transform of a function \( f \) is denoted and defined by:

\[
\mathcal{L}\{f(t)\}(s) = F(s) = \int_{0}^{\infty} f(t)e^{-st} \, dt \quad \text{for} \quad s > 0.
\]

In addition, if \( F(s) = \mathcal{L}\{f(t)\}(s) \) and \( G(s) = \mathcal{L}\{g(t)\}(s) \), then

\[
\mathcal{L}\left\{ \int_{0}^{t} f(t - \tau)g(\tau) \, d\tau \right\}(s) = F(s)G(s).
\]

Definition 2.2. [5] Let \( f : [0, \infty) \rightarrow \mathbb{R} \) be a real-valued function and \( \psi \) be a non-negative increasing function such that \( \psi(0) = 0 \). Then the Laplace transform of \( f \) with respect to \( \psi \) is defined by

\[
\mathcal{L}_\psi\{f(t)\}(s) = F(s) = \int_{0}^{\infty} f(t)e^{-s\psi(t)} \, dt \quad \text{for all} \quad s \in \mathbb{C}.
\]

Definition 2.3. [23] Let \((a, b), (-\infty < a < b < \infty)\) be a finite or infinite interval of the real line \( \mathbb{R} \) and \( \alpha > 0 \). Also, let \( \psi(x) \) be an increasing and positive monotone function on \((a, b)\), having a continuous derivative \( \psi(x) \) on \((a, b)\). Then the left-sided fractional integral of a function \( f \) with respect to another function \( \psi \) on \([a, b]\) is defined by

\[
I^{\alpha;\psi}_{a+}f(x) = \frac{1}{\Gamma(\alpha)} \int_{a}^{x} \psi(t)\left(\frac{d}{dx}\psi(t) - \psi(t)\right)^{a-1}f(t) \, dt.
\]

Definition 2.4. [23] Let \( \psi(x) \neq 0, (-\infty < a < b < \infty) \) and \( \alpha > 0, n \in \mathbb{N} \). The Left-sided Riemann-Liouville derivative of a function \( f \) with respect to \( \psi \) of order \( \alpha \) is denoted and defined as follow:

\[
D^{\alpha;\psi}_{a+}f(x) = \left(\frac{1}{\psi(x)} \frac{d}{dx}\right)^{n}\left(\psi(x)^{n-a}\psi(x)\right)\frac{d}{dx}f(x)
\]

\[
= \frac{1}{\Gamma(n-a)}\left(\frac{1}{\psi(x)} \frac{d}{dx}\right)^{n} \int_{a}^{x} \psi(t)\left(\psi(t) - \psi(t)\right)^{n-a}f(t) \, dt.
\]

Definition 2.5. [23] Let \( \alpha > 0, n \in \mathbb{N}, I = [a, b] \) is the interval \((-\infty < a < b < \infty)\). \( f, \psi \in C^n([a, b], \mathbb{R}) \) two functions such that \( \psi(x) \) is increasing and \( \psi(x) \neq 0 \) for all \( x \in I \). The left-sided \( \psi \)-Caputo fractional derivative of \( f \) of order \( \alpha \) is denoted and defined as follow:

\[
C D^{\alpha;\psi}_{a+}f(x) = \left(\frac{1}{\psi(x)} \frac{d}{dx}\right)^{n}f(x).
\]

Definition 2.6. [23] Let \( n-1 < \alpha < n \) with \( n \in \mathbb{N}, I = [a, b] \) is the interval such that \((-\infty < a < b < \infty)\) and, \( f, \psi \in C^n([a, b], \mathbb{R}) \) two functions such that \( \psi(x) \) is increasing and \( \psi(x) \neq 0 \) for all \( x \in I \). The left-sided and right-sided \( \psi \)-Hilfer fractional derivative \( H^{\alpha,\beta;\psi}_{a+} \) of function of order \( \alpha \) and type \( 0 \leq \beta \leq 1 \), are defined respectively by

\[
H^{\alpha,\beta;\psi}_{a+}f(x) = I^{\beta(n-a);\psi}_{a+}\left(\frac{1}{\psi(x)} \frac{d}{dx}\right)^{n}\psi^{(1-\beta)(n-a)}f(x)
\]

\[
H^{\alpha,\beta;\psi}_{b-}f(x) = I^{\beta(n-a);\psi}_{b-}\left(\frac{1}{\psi(x)} \frac{d}{dx}\right)^{n}\psi^{(1-\beta)(n-a)}f(x).
\]

Definition 2.7. [9] The space \( \mathcal{Y} \) is a linear space of functions from \((-\infty, 0] \) into \( \mathbb{X} \) endowed with a seminorm \(|.|_{\mathcal{Y}}\). The space \( \mathcal{Y} \) is called an admissible phase space if \( \mathcal{Y} \) satisfies the following fundamental axioms. If a function \( \nu : (-\infty, T + \delta] \rightarrow \mathbb{X} \) is such that \( \nu|_{[\delta, T + \delta]} \in C([\delta, T + \delta]; \mathbb{X}) \) and \( t \in [\delta, T + \delta] \), then

1) \( \nu_t \in \mathcal{Y} \) for \( t \in [\delta, T + \delta] \);
2) The function \( t \mapsto v_t \) is continuous on \([\delta, T + \delta]\);

3) There exist a continuous function \( \mu_1(t) > 0 \) and a locally bounded function \( \mu_2(t) > 0 \) from \([0, \infty) \rightarrow [0, \infty)\) for \( t \geq 0 \) which are independent of \( \nu \) such that:

\[
|v_t|_p \leq \mu_1(t - \delta) \sup_{\delta \leq s \leq t} |v(s)| + \mu_2(t - \delta)|v_\delta|_p
\]  

(9)

4) \( |x(t)| \leq H|x_t|_p \), which is equivalent to \( ||\phi(0)|| \leq H||\phi||_p \), for all \( \phi \in \mathcal{P} \).

**Theorem 2.1.** [23] If \( f \in C^n[a, b] \), \( n - 1 < \alpha < n \) and \( 0 \leq \beta \leq 1 \), \( \gamma = \alpha + \beta(n - \alpha) \), then

\[
I_{a+}^{\alpha; \psi,H} I_{a+}^{\alpha, \beta; \psi} f(x) = f(x) - \sum_{k=1}^{n} \frac{(\psi(x) - \psi(a))^{\gamma-k}}{\Gamma(\gamma - k + 1)} \frac{\Gamma[n-k]}{\Gamma_{\psi}^{I_{a+}^{\alpha - \beta; \psi}}} f(a) + \sum_{k=1}^{n} \frac{(-1)^k(\psi(b) - \psi(x))^{\gamma-k}}{\Gamma(\gamma - k + 1)} \frac{\Gamma[n-k]}{\Gamma_{\psi}^{I_{b-}^{\alpha - \beta; \psi}}} f(b).
\]  

(10)

**Theorem 2.2.** [23] Let \( f \in C^1[a, b] \), \( \alpha > 0 \) and \( 0 < \beta < 1 \), then

\[
H_{a+}^{\alpha, \beta; \psi} f(x) = f(x)
\]  

(11)

**Theorem 2.3.** [5] Let \( \mu > 0 \) and let \( f \) be a function of \( \psi \)-exponential order, piecewise continuous over each finite interval \([0, T]\). Then

\[
\mathbb{L}_\psi \left\{ \frac{\partial \mu^{\psi}}{\partial t} f \right\}(s) = s^{\mu} \mathbb{L}_\psi \left\{ f(t) \right\}.
\]  

(12)

**Remark 2.** The Laplace transform of the one-sided stable probability density

\[
\rho_a(\eta) = \frac{1}{\pi} \sum_{n=1}^{\infty} (-1)^{n-1} \eta^{-\alpha - 1} \frac{\Gamma(\alpha n + 1)}{n!} \sin(n \pi \alpha), \quad \eta \in (0, \infty)
\]

is given by

\[
\int_{0}^{\infty} e^{-s \eta} \rho_a(\eta) d\eta = e^{-s^\alpha}, \quad \text{where} \quad 0 < \alpha \leq 1 \quad \text{and} \quad s > 0.
\]  

(13)

Furthermore, for any \( 0 \leq \delta \leq 1 \), we have (see [21]):

\[
\int_{0}^{\infty} e^{-\eta s} \rho_a(\eta) d\eta = \frac{\Gamma(1 + \frac{\delta}{\alpha})}{\Gamma(1 + \delta)}.
\]  

(14)

For more details on the above preliminaries, we refer to [4, 5, 12, 17, 23].

### 3 Existence and uniqueness of the mild solution to the Cauchy problem (1).

We first recall the Banach fixed point principle [8] which we are going to use in this section. Then, we obtain the Volterra integral equivalent equation and mild solution to (1). At the end, we prove the existence and uniqueness of the mild solution based on Banach fixed point principle and the Leray-Schauder alternative theorem.
Lemma 3.1. Assume \((Z, d)\) to be a non-empty complete metric space, let \(0 \leq S < 1\) and let the mapping \(F : Z \rightarrow Z\) satisfy the inequality
\[
d(Fm, Fn) \leq Sd(m, n) \quad \text{for every } m, n \in Z.
\]

Then, \(F\) has a uniquely determined fixed point \(z^*\). Furthermore, for any \(z_0 \in Z\), the sequence \(\left(F^j z_0\right)_{j=1}^{\infty}\) converges to this fixed point \(z^*\).

**Proof.** The proof of this lemma can be found in [8].

Lemma 3.2. If we assume that \(h(0, x_0) = \phi(0) = 0\), the Cauchy problem (1) is equivalent to the Volterra integral equation
\[
x(t) = \begin{cases} 
\frac{\phi(0) - h(0, x_0)}{I(\gamma) \Gamma(2 - \gamma)} + h(t, x_t) + \frac{A}{I(\alpha)} \int_0^t (\psi(t) - \psi(s))^{a-1} \psi'(s)x(s)ds \\
+ \frac{1}{I(\alpha)} \int_0^t (\psi(t) - \psi(s))^{a-1} \psi'(s)f(s, x(s), x_s)ds, & \text{for } t \in [0, b] \\
\phi(t), & \text{for } t \in (-\infty, 0]
\end{cases}
\]

**Proof.** Let us assume that \(x \in \mathcal{C}\) satisfies the Cauchy problem (1) and \(h(0, x_0) = \phi(0) = 0\). Then, we prove that (15) holds.

Applying the operator \(I_0^{a, \psi} H_{0}^{\alpha, \beta, \gamma}\) to both sides of the first equation of (1), we have:
\[
I_0^{a, \psi} H_{0}^{\alpha, \beta, \gamma}[x(t) - h(t, x_t)] = A I_0^{a, \psi} x(t) + I_0^{a, \psi} f(t, x(t), x_t).
\]

By properties of \(\psi\)-Hilfer fractional derivative and using (10), we obtain the left hand side of (16) as:
\[
I_0^{a, \psi} H_{0}^{\alpha, \beta, \gamma}[x(t) - h(t, x_t)] = x(t) - h(t, x_t) - \frac{(\psi(t) - \psi(0))^{\gamma-1}}{I(\gamma)} I_0^{(1-\beta)(1-\alpha); \psi}[x(0) - h(0, x_0)]
\]
\[
= x(t) - h(t, x_t) - \frac{(\psi(t) - \psi(0))^{\gamma-1}}{I(\gamma)} \frac{1}{I(1-\gamma)} \int_0^t \psi'(s)(\psi(t) - \psi(s))^{-\gamma} ds
\]
\[
= x(t) - h(t, x_t) - \frac{\phi(0) - h(0, x_0)}{I(\gamma) \Gamma(2 - \gamma)}.
\]

In addition, on the right-hand side of (16) we have:
\[
I_0^{a, \psi} x(t) = \frac{1}{I(\alpha)} \int_0^t (\psi(t) - \psi(s))^{a-1} \psi'(s)x(s)ds.
\]

and
\[
I_0^{a, \psi} f(t, x(t), x_t) = \frac{1}{I(\alpha)} \int_0^t (\psi(t) - \psi(s))^{a-1} \psi'(s)f(s, x(s), x_s)ds.
\]

Substituting (17), (18) and (19) into (16), we obtain the Volterra integral equation (15).

Conversely, let us assume that \(x \in \mathcal{C}\) satisfies the Volterra integral equation (15) and \(h(0, x_0) = \phi(0) = 0\). Then, we prove that the Cauchy problem (1) holds.
The first equation of (15) can also be written as
\[
x(t) = h(t, x_t) + \phi(t) - h(0, x_0) + A I_{0+}^{\alpha;\psi} x(t) + I_{0+}^{\alpha;\psi} f(t, x(t), x_t).
\] (20)

Applying the operator \(H_{D^0_+}^{\alpha,\beta;\psi}\) on both sides of the equality (20) while taking into account (11), we have:
\[
H_{D^0_+}^{\alpha,\beta;\psi} x(t) = H_{D^0_+}^{\alpha,\beta;\psi} h(t, x_t) + H_{D^0_+}^{\alpha,\beta;\psi} \phi(0) - h(0, x_0) + A H_{D^0_+}^{\alpha,\beta;\psi} I_{0+}^\alpha x(t) + H_{D^0_+}^{\alpha,\beta;\psi} 0 I_{0+}^\alpha f(t, x(t), x_t).
\] (21)

Therefore, we have the following estimate:
\[
H_{D^0_+}^{\alpha,\beta;\psi} [x(t) - h(t, x_t)] = A x(t) + f(t, x(t), x_t).
\] (22)

Since, \(H_{D^0_+}^{\alpha,\beta;\psi} f(x) = 0\) where \(f(x)\) is constant and \(h(0, x_0) = \phi(0) = 0\).

Hence, combining (22) and \(x(t) = \phi(t)\) for \(t \in (-\infty, 0]\), we conclude that if \(x \in \mathbb{C}\) satisfies the Volterra integral equation (15), then \(x\) is solution to the Cauchy problem (1). This ends the proof of Lemma 3.2. \(\square\)

**Lemma 3.3.** If the first equation of (15) holds, then we have the following integral equation:
\[
x(t) = Q^\alpha_{\psi}(t) h_0 + h(t, x_t) + \int_0^t (\psi(t) - \psi(s))^{\alpha-1} A R^\alpha_{\psi}(t-s) h(s, x_s) \psi'(s) ds + \int_0^t (\psi(t) - \psi(s))^{\alpha-1} R^\alpha_{\psi}(t-s) f(s, x(s), x_s) \psi'(s) ds \quad \text{for} \quad t \in [0, b]
\]
where \(h_0\) and the operators \(\{Q^\alpha_{\psi}(t)\}_{t \in [0, b]}\) and \(\{R^\alpha_{\psi}(t)\}_{t \in [0, b]}\) are defined by
\[
h_0 = \frac{\phi(0) - h(0, x_0)}{I(2-\gamma)} \quad (23)
\]
\[
Q^\alpha_{\psi}(t) x = \int_0^\infty \zeta_{\alpha}(\eta) T((\psi(t) - \psi(0))^\alpha \eta) x d\eta \quad \forall \ x \in \mathbb{X}
\] (24)
and
\[
R^\alpha_{\psi}(t) x = \alpha \int_0^\infty \eta \zeta_{\alpha}(\eta) T((\psi(t) - \psi(0))^\alpha \eta) x d\eta \quad \forall \ x \in \mathbb{X}
\] (25)
where
\[
\zeta_{\alpha}(\eta) = \frac{1}{\alpha} \eta^{-\frac{1}{\alpha}} \rho_{\alpha}\left(\eta^{-\frac{1}{\alpha}}\right)
\] (26)
is the probability density function defined on \((0, \infty)\), that is, \(\zeta_{\alpha}(\eta) \geq 0\) for \(\eta \in (0, \infty)\) and \(\int_0^\infty \zeta_{\alpha}(\eta) d\eta = 1\).
Proof. Let \( p > 0 \) and \( h_0 = \frac{\phi(0) - h(0, x_0)}{I(\gamma)I(2 - \gamma)} \). Applying the generalized Laplace transform on both sides of the first equation of (15), we have:

\[
\mathcal{L}_\psi \{ x(t) \} (p) = h_0 \mathcal{L}_\psi \{ 1 \} (p) + \mathcal{L}_\psi \{ h(t, x_t) \} (p)
\]

\[
+ \frac{A}{I(\alpha)} \mathcal{L}_\psi \left\{ \int_0^t (\psi(t) - \psi(s))^{\alpha-1} \psi'(s)x(s)ds \right\} (p)
\]

\[
+ \frac{1}{I(\alpha)} \mathcal{L}_\psi \left\{ \int_0^t (\psi(t) - \psi(s))^{\alpha-1} \psi'(s)f(s, x(s), x_s)ds \right\} (p)
\]

By using (3), (4) and (12) and considering \( X(p) = \mathcal{L}_\psi \{ x(t) \} (p) \), \( H(p) = \mathcal{L}_\psi \{ h(t, x_t) \} (p) \) and \( G(p) = \mathcal{L}_\psi \{ f(t, x(t), x_t) \} (p) \) as follows:

\[
X(p) = \int_0^\infty e^{-p(\psi(t) - \psi(0))} \psi'(\tau) x(\tau)d\tau \tag{27}
\]

\[
H(p) = \int_0^\infty e^{-p(\psi(t) - \psi(0))} \psi'(\tau) h(\tau, x_t)d\tau \tag{28}
\]

\[
G(p) = \int_0^\infty e^{-p(\psi(t) - \psi(0))} \psi'(\tau) f(\tau, x(\tau), x_t)d\tau \tag{29}
\]

We obtain:

\[
X(p) = p^{\alpha-1}(p^\alpha I - A)^{-1} h_0 + p^\alpha(p^\alpha I - A)^{-1} H(p) + (p^\alpha I - A)^{-1} G(p)
\]

\[
= p^{\alpha-1} \mathcal{L} \{ T(\tau) \} (p^\alpha) h_0 + p^\alpha \mathcal{L} \{ T(\tau) \} (p^\alpha) H(p) + \mathcal{L} \{ T(\tau) \} (p^\alpha) G(p)
\]

\[
= p^{\alpha-1} \int_0^\infty e^{-p^\alpha T(\tau)h_0)d\tau + p^\alpha \int_0^\infty e^{-p^\alpha T(\tau)H(p)d\tau}
\]

\[
+ \int_0^\infty e^{-p^\alpha T(\tau)G(p)d\tau} \tag{30}
\]

Now we consider the following change of variable: \( \tau = \tilde{t}^\alpha \) and \( d\tau = a^{\alpha-1} d\tilde{t} \).

Equation (30) becomes:

\[
X(p) = p^{\alpha-1} \int_0^\infty \tilde{t}^{\alpha-1} e^{-p(\tilde{t}^\alpha)} T(\tilde{t}^\alpha) h_0 d\tilde{t} + p^\alpha \int_0^\infty \tilde{t}^{\alpha-1} e^{-p(\tilde{t}^\alpha)} T(\tilde{t}^\alpha) H(p) d\tilde{t}
\]

\[
+ \int_0^\infty \tilde{t}^{\alpha-1} e^{-p(\tilde{t}^\alpha)} T(\tilde{t}^\alpha) G(p) d\tilde{t}
\]

\[
= a \int_0^\infty \tilde{t}^{\alpha-1} e^{-p(\tilde{t}^\alpha)} T(\tilde{t}^\alpha) h_0 d\tilde{t} + a \int_0^\infty \tilde{t}^{\alpha-1} e^{-p(\tilde{t}^\alpha)} T(\tilde{t}^\alpha) H(p) d\tilde{t}
\]

\[
+ a \int_0^\infty \tilde{t}^{\alpha-1} e^{-p(\tilde{t}^\alpha)} T(\tilde{t}^\alpha) G(p) d\tilde{t}. \tag{31}
\]
Take \( \dot{\psi} = \psi(t) - \psi(0) \). Then, we get:

\[
X(p) = \alpha \int_0^\infty p^{a-1} (\psi(t) - \psi(0))^{a-1} e^{-\frac{p(\psi(t) - \psi(0))}{p}} T((\psi(t) - \psi(0))^a) h_0 \dot{\psi}(t) dt
\]

\[
+ \alpha \int_0^\infty p^a (\psi(t) - \psi(0))^{a-1} e^{-\frac{p(\psi(t) - \psi(0))}{p}} T((\psi(t) - \psi(0))^a) H(p) \dot{\psi}(t) dt
\]

\[
+ \alpha \int_0^\infty (\psi(t) - \psi(0))^{a-1} e^{-\frac{p(\psi(t) - \psi(0))}{p}} T((\psi(t) - \psi(0))^a) G(p) \dot{\psi}(t) dt
\]

\[
= \alpha \int_0^\infty (\psi(t) - \psi(0))^{a-1} e^{-\frac{p(\psi(t) - \psi(0))}{p}} T((\psi(t) - \psi(0))^a) h_0 \dot{\psi}(t) dt
\]

\[
+ \alpha \int_0^\infty \int_0^\infty p^a (\psi(t) - \psi(0))^{a-1} e^{-\frac{p(\psi(t) - \psi(0))}{p}} T((\psi(t) - \psi(0))^a)
\]

\[
e^{-\frac{p(\psi(s) - \psi(0))}{p}} h(s, x_s) \dot{\psi}(s) \dot{\psi}(t) ds dt
\]

\[
+ \alpha \int_0^\infty \int_0^\infty (\psi(t) - \psi(0))^{a-1} e^{-\frac{p(\psi(t) - \psi(0))}{p}} T((\psi(t) - \psi(0))^a)
\]

\[
e^{-\frac{p(\psi(s) - \psi(0))}{p}} f(s, x(s), x_s) \dot{\psi}(s) \dot{\psi}(t) ds dt.
\]

Now, equation (32) becomes:

\[
X(p) = \int_0^\infty -\frac{1}{p} T((\psi(t) - \psi(0))^a) h_0 \left( \frac{d}{dt} \left( e^{-\frac{p(\psi(t) - \psi(0))}{p}} \right) \right) dt
\]

\[
+ \int_0^\infty \left[ -T((\psi(t) - \psi(0))^a) e^{-\frac{p(\psi(s) - \psi(0))}{p}} h(s, x_s) \dot{\psi}(s) ds \right]
\]

\[
\frac{d}{dt} e^{-\frac{p(\psi(t) - \psi(0))}{p}} dt + \int_0^\infty \int_0^\infty a(\psi(t) - \psi(0))^{a-1} e^{-\frac{p(\psi(t) - \psi(0))}{p}}
\]

\[
T((\psi(t) - \psi(0))^a) e^{-\frac{p(\psi(s) - \psi(0))}{p}} f(s, x(s), x_s) \dot{\psi}(s) \dot{\psi}(t) ds dt
\]

(33)
Taking into account (13) which is the Laplace transform of the one-sided probability density, we obtain:

\[
X(p) = \int_0^\infty \int_0^\infty \sigma p_a(\sigma)e^{-(p(\psi(t) - \psi(0))\sigma)} T((\psi(t) - \psi(0))^\alpha)h_0\psi'(t)d\sigma dt
\]

\[
+ \int_0^\infty \int_0^\infty e^{-p(\psi(t) - \psi(0))\sigma}\int_0^\infty - T((\psi(t) - \psi(0))^\alpha)e^{-(p(\psi(s) - \psi(0))\sigma)}h(s, x_s)\psi'(s)ds d\sigma dt
\]

\[
+ \int_0^\infty \int_0^\infty a(\psi(t) - \psi(0))^{a-1}e^{-(p(\psi(t) - \psi(0))\sigma)}h(t, x_t)\psi'(t)d\sigma dt
\]

\[
AT((\psi(t) - \psi(0))^\alpha)e^{-(p(\psi(s) - \psi(0))\sigma)}h(s, x_s)\psi'(s)\psi(t)ds dt
\]

\[
+ \int_0^\infty \int_0^\infty \int_0^\infty e^{-(p(\psi(t) - \psi(0))\sigma)}\rho_a(\sigma)
\]

\[
T((\psi(t) - \psi(0))^\alpha)e^{-(p(\psi(s) - \psi(0))\sigma)}f(s, x(s, x_s))\psi'(s)\psi(t)d\sigma ds dt.
\] (34)

Now we consider the change of variable \(\psi(t) - \psi(0) = \frac{\psi(\theta) - \psi(0)}{\sigma}\) → \(\psi'(\theta)d\theta = \sigma\psi'(t)dt\). Then, equation (34) becomes

\[
X(p) = \int_0^\infty \int_0^\infty \rho_a(\sigma)e^{-(p(\psi(\theta) - \psi(0))\sigma)} T((\frac{\psi(\theta) - \psi(0)}{\sigma})^\alpha)h_0\psi'(t)d\sigma dt
\]

\[
+ \int_0^\infty e^{-(p(\psi(\theta) - \psi(0))\sigma)}h(t, x_t) + \int_0^\infty \int_0^\infty AT((\frac{\psi(\theta) - \psi(0)}{\sigma})^\alpha)
\]

\[
\left(\frac{\psi(\theta) - \psi(0))^{a-1}}{\sigma^a}\right)\rho_a(\sigma)h(s, x_s)\psi'(s)\psi(\theta)d\sigma d\theta \psi(t)dt
\]

\[
+ \int_0^\infty \int_0^\infty \int_0^\infty e^{-(p(\psi(\theta) + \psi(s) - 2\psi(0))\sigma)}\left(\frac{\psi(\theta) - \psi(0))^{a-1}}{\sigma^a}\right)\rho_a(\sigma)
\]

\[
T((\frac{\psi(\theta) - \psi(0)}{\sigma})^\alpha)f(s, x(s, x_s))\psi'(s)\psi(\theta)d\sigma ds d\theta.
\] (35)

Considering the new change of variable \(\psi(\theta) + \psi(s) - 2\psi(0) = \psi(\tau) - \psi(0)\) → \(\psi(\tau) - \psi(s) = \psi(\tau) - \psi(0)\), we have:

\[
\begin{cases}
\theta \to 0 \implies \tau \to s, & 0 < s < \infty \\
\theta \to \infty \implies \tau \to \infty, & 0 < s < \tau
\end{cases}
\]

and

\[
\begin{cases}
0 < s < \infty \\
S < \tau < \infty
\end{cases}
\]

Then, (35) becomes:
Applying the inverse Laplace transform on (36), we deduce that

\[
X(p) = \int_0^\infty e^{-p(\psi(\theta) - \psi(0))} \left[ \int_0^\infty \rho_a(\sigma) T\left( \frac{(\psi(\theta) - \psi(0))^a}{\sigma^a} \right) h_0 d\sigma \right] e^{pt} d\theta 
\]

\[
+ \int_0^\infty e^{-p(\psi(\tau) - \psi(0))} [h(\tau, x_\tau) + a \int_0^\infty AT\left( \frac{(\psi(\theta) - \psi(0))^a}{\sigma^a} \right) (\psi(\theta) - \psi(\tau) + \psi(0)) \right] e^{pt} d\theta 
\]

\[
= \int_0^\infty e^{-p(\psi(\tau) - \psi(0))} (\psi(\tau) - \psi(s))^{a-1} \rho_a(\sigma) h(\tau, x_\tau) e^{pt} d\theta 
\]

\[
\int_0^\infty e^{-p(\psi(\tau) - \psi(s))} (\psi(\tau) - \psi(s))^{a-1} \rho_a(\sigma) h(s, x_s) e^{pt} d\theta 
\]

\[
\int_0^\infty \psi(s) d\sigma ds + a \int_0^\infty \left( \frac{(\psi(t) - \psi(s))^{a-1}}{\sigma^a} \right) \rho_a(\sigma) T\left( \frac{(\psi(t) - \psi(s))^a}{\sigma^a} \right) e^{pt} d\theta 
\]

\[
f(s, x(s), x_s) \psi(s) d\sigma ds \psi(\tau) d\tau 
\]

(36)

Applying the inverse Laplace transform on (36), we deduce that

\[
x(t) = \int_0^\infty \rho_a(\sigma) T\left( \frac{(\psi(t) - \psi(0))^a}{\sigma^a} \right) h_0 d\sigma + h(t, x_t) 
\]

\[
a \int_0^l \int_0^\infty AT\left( \frac{(\psi(t) - \psi(s))^{a-1}}{\sigma^a} \right) \rho_a(\sigma) (\psi(t) - \psi(s))^{a-1} d\sigma ds 
\]

\[
h(s, x_s) \psi(s) ds d\sigma + a \int_0^l \int_0^\infty \left( \frac{(\psi(t) - \psi(s))^{a-1}}{\sigma^a} \right) \rho_a(\sigma) T\left( \frac{(\psi(t) - \psi(s))^a}{\sigma^a} \right) d\sigma 
\]

\[
f(s, x(s), x_s) \psi(s) ds d\sigma 
\]

(37)

Now we consider the following change of variable:

\[
\frac{1}{\sigma^2} = \eta \quad \Rightarrow \quad \sigma = \eta^{-\frac{1}{2}} \quad \text{and} \quad d\sigma = -\frac{1}{\alpha} \eta^{-\frac{3}{2}} d\eta. 
\]
Equation (37) becomes

\[
x(t) = \int_{0}^{\infty} T((\psi(t) - \psi(0))^\alpha \eta) \left( \frac{1}{\alpha} \eta^{-\frac{1}{\alpha}} - 1 \rho_a \left( \eta^{-\frac{1}{\alpha}} \right) \right) h_0 \, d\eta + h(x, x_t) \\
+ a \int_{0}^{\infty} \eta(\psi(t) - \psi(0))^\alpha \left( (\psi(t) - \psi(0))^\alpha \eta \right) h(s, x_s) \psi(s) \, ds \, d\eta \\
+ a \int_{0}^{f} \eta(\psi(t) - \psi(0))^\alpha \left( (\psi(t) - \psi(0))^\alpha \eta \right) h(s, x_s) \psi(s) \, ds \, d\eta
\]

Thus, we have:

\[
X(t) = \int_{0}^{\infty} T((\psi(t) - \psi(0))^\alpha \eta) \zeta_a(\eta) h_0 \, d\eta + a \int_{0}^{\infty} \eta(\psi(t) - \psi(s))^\alpha \left( (\psi(t) - \psi(s))^\alpha \eta \right) h(s, x_s) \psi(s) \, ds \, d\eta \\
+ a \int_{0}^{f} \eta(\psi(t) - \psi(s))^\alpha \left( (\psi(t) - \psi(s))^\alpha \eta \right) h(s, x_s) \psi(s) \, ds \, d\eta
\]

where

\[
\zeta_a(\eta) = \frac{1}{\alpha} \eta^{-\frac{1}{\alpha}} - 1 \rho_a \left( \eta^{-\frac{1}{\alpha}} \right), \quad \eta \in (0, \infty).
\]

Therefore,

\[
x(t) = Q^\alpha_{t\psi}(t) h_0 + h(t, x_t) + \int_{0}^{f} (\psi(t) - \psi(s))^\alpha \rho_a(\psi(s)) h(s, x_s) \psi(s) \, ds
\]

\[
+ \int_{0}^{f} (\psi(t) - \psi(s))^\alpha \rho_a(\psi(s)) h(s, x_s) \psi(s) \, ds \quad \text{for} \quad t \in [0, b]
\]

where \( h_0 \) and the operators \( \left\{ Q^\alpha_{t\psi}(t) \right\}_{t \in [0, b]} \) and \( \left\{ R^\alpha_{t\psi}(t) \right\}_{t \in [0, b]} \) are defined by (23), (24) and (25), respectively and the proof of Lemma 3.3 is complete.

Motivated by Lemma 3.3, we give the following definition of the mild solution of the Cauchy problem (1).

**Definition 3.1.** A function \( x : (-\infty, b] \rightarrow X \) is said to be the mild solution to the Cauchy problem (1) if \( x(t) = \phi(t) \) for \( t \leq 0 \) and

\[
x(t) = Q^\alpha_{t\psi}(t) h_0 + h(t, x_t) + \int_{0}^{f} (\psi(t) - \psi(s))^\alpha \rho_a(\psi(s)) h(s, x_s) \psi(s) \, ds
\]

\[
+ \int_{0}^{f} (\psi(t) - \psi(s))^\alpha \rho_a(\psi(s)) h(s, x_s) \psi(s) \, ds \quad \text{for} \quad t \in [0, b]
\]
where \( h_0 \) and the operators \( \{ Q_0^a(t) \}_{t \in [0,b]} \) and \( \{ R_0^a(t) \}_{t \in [0,b]} \) are defined by (23), (24) and (25), respectively.

Therefore, for \( \phi \in \mathcal{P} \) and \( x \in \mathcal{C} \), we denote the mild solution \( x[\phi] : (-\infty, b] \rightarrow X \) for problem (1) as:

\[
x[\phi](t) = \begin{cases} x(t) & \text{for} \ t \in [0, b] \\ \phi & \text{for} \ t \in (-\infty, 0) \end{cases}
\] (42)

**Lemma 3.4.** For any fixed \( t \in [0, b] \), \( Q_0^a(t) \) and \( R_0^a(t) \) are linear bounded operators.

**Proof.** For any fixed \( t \in [0, b] \), \( T(t) \) is a linear operator. So, for any \( 0 \leq \delta \leq 1 \) we have the following:

\[
\int_0^\infty \eta^\delta \zeta_a(\eta) d\eta = \int_0^\infty \frac{1}{\alpha} \eta^{\frac{1}{\alpha} - 1} \rho_a \left( \eta^{\frac{1}{\alpha}} \right) d\eta \\
= \int_0^\infty \frac{1}{\alpha} \eta^{\frac{1}{\alpha} - 1 + \delta} \rho_a \left( \eta^{\frac{1}{\alpha}} \right) d\eta.
\] (43)

Now we consider the following change of variable:

\[
\sigma = \eta^{\frac{1}{\alpha}} \Rightarrow \eta = \sigma^\alpha \Rightarrow d\eta = a\sigma^{-a-1} d\sigma.
\]

So, equation (43) becomes:

\[
\int_0^\infty \eta^\delta \zeta_a(\eta) d\eta = \int_0^\infty \sigma^{-a\delta} \rho_a(\sigma) d\sigma \\
= \int_0^\infty \frac{1}{\sigma a^a} \rho_a(\sigma) d\sigma.
\] (44)

But \( \{ 0 \leq \delta \leq 1, 0 < a \leq 1 \ \Rightarrow \ 0 \leq a\delta \leq 1 \} \).

Then, from (14), we deduce that

\[
\int_0^\infty \eta^\delta \zeta_a(\eta) d\eta = \frac{\Gamma(1 + \delta)}{\Gamma(1 + a\delta)}.
\]

In particular, for \( \delta = 1 \), we deduce the following:

\[
\int_0^\infty \eta \zeta_a(\eta) d\eta = \frac{1}{\Gamma(\alpha + 1)}.
\] (45)

For any \( x \in \mathcal{X} \), by remark 1 we have:

\[
\left\| Q_0^a(t)x \right\| = \left\| \int_0^\infty \zeta_a(\eta) T((\psi(t) - \psi(0))^{\alpha} \eta) x d\eta \right\| \\
\leq \sup_{t \in [0, \infty)} \left\| T(\psi(t) - \psi(0)) \right\| \left\| x \right\| \int_0^\infty \zeta_a(\eta) d\eta \\
= K \left\| x \right\| \\
\Rightarrow \frac{\left\| Q_0^a(t)x \right\|}{\left\| x \right\|} \leq K
\]
which implies that
\[ \| Q_\psi^a(t) \|_{\mathcal{B}(\mathcal{X})} \leq K. \]  
(46)

In addition, we have for any \( x \in \mathcal{X} \) the following:
\[
\left\| R_\psi^a x \right\| = \left| a \int_0^\infty \eta \zeta_a(\eta) T((\psi(t) - \psi(0))^a) \eta x d\eta \right| 
\leq a \sup_{\tau \in [0,\infty)} \| T(\psi(\tau) - \psi(0)) \| \| x \| \int_0^\infty \eta \zeta_a(\eta) d\eta 
= \frac{aK}{\Gamma(\alpha + 1)} \| x \|
\]
\[
\Rightarrow \frac{\| R_\psi^a x \|}{\| x \|} \leq \frac{aK}{\Gamma(\alpha + 1)}
\]
which implies that
\[ \| R_\psi^a \|_{\mathcal{B}(\mathcal{X})} \leq \frac{aK}{\Gamma(\alpha + 1)}. \]  
(47)

From inequalities (46) and (47), we deduce that the operators \( \{ Q_\psi^a(t) \}_{t \in [0, b]} \) and \( \{ R_\psi^a \}_{t \in [0, b]} \) are linear and bounded.

We assume that
\[
(H_1): \quad h : [0, b] \times \mathcal{P} \rightarrow \mathcal{X} \text{ is a continuous function and there exists } N > 0, \text{ such that for any } t \in I \text{ and } x, x^* \in \mathcal{P} : \]
\[
\| h(t, x) - h(t, x^*) \| \leq N \| x - x^* \|_{\mathcal{P}}.
\]
\[ f : [0, b] \times \mathcal{X} \times \mathcal{P} \rightarrow \mathcal{X} \text{ is a continuous function and there exists } C_1, C_2 > 0, \text{ such that for any } t \in I \text{ and } x, x^* \in \mathcal{X} \text{ and } y, y^* \in \mathcal{P} \]
\[
\| f(t, x, y) - f(t, x^*, y^*) \| \leq C_1 \| x - x^* \| + C_2 \| y - y^* \|_{\mathcal{P}}.
\]

**Theorem 3.1.** Under the assumptions \((H_1) - (H_2)\), the Neutral Cauchy problem (1) has a unique mild solution provided that \( A \) to be a bounded linear operator and there exists a constant \( 0 < L_a < 1 \) such that:
\[
L_a = N \mu_1^* + \frac{\| A \| KN \mu_1^*}{\Gamma(\gamma + 1)} \psi(b)^a + \frac{K(C_1 + C_2 \mu_1^*)}{\Gamma(\gamma + 1)} \psi(b)^a
\]  
(48)

**Proof.** Consider the operator \( N : \mathcal{C} \rightarrow \mathcal{C} \). We have:
\[
N(x)(t) = \begin{cases} 
Q_\psi^a(t) h_0 + h(t, x), & t \in [0, b] \\
0, & t \in (-\infty, 0] \\
h(s, x) \psi(s) ds + \int_0^t (\psi(t) - \psi(s))^{a-1} AR_\psi^a(t - s) f(s, x(s)), & t \in [0, b] \\
\phi(t), & t \in (-\infty, 0] 
\end{cases}
\]  
(49)
Let $y(.) : (-\infty, b] \rightarrow \mathbb{X}$ be the function as:

$$y(t) = \begin{cases} 
0 & \text{for } t \in [0, b] \\
\phi(t) & \text{for } t \in (-\infty, 0] 
\end{cases} \quad (50)$$

which we have $y_0 = \phi(0)$. Then for each $z \in C([0, b], \mathbb{X})$ with $z(0) = 0$, we define the function $Z$ by the following:

$$z(t) = \begin{cases} 
w(t) & \text{for } t \in [0, b] \\
0 & \text{for } t \in (-\infty, 0] 
\end{cases} \quad (51)$$

If $x(.)$ verifies the mild solution (42), then by $x(t) = y(t) + z(t)$ for $t \in [0, b]$, we have $x_t = y_t + z_t$ for $t \in [0, b]$ and,

$$w(t) = Q^\alpha_{\psi}(t) h_0 + h(t, y_t + z_t) + \int_0^t (\psi(t) - \psi(s))^{\alpha-1} AR^\alpha_{\psi}(t-s)$$

$$h(s, y_s + z_s)\psi'(s)ds + \int_0^t (\psi(t) - \psi(s))^{\alpha-1} R^\alpha_{\psi}(t-s)$$

$$f(s, y(s) + z(s), y_s + z_s)\psi'(s)ds \quad (52)$$

In addition, $w_0 = 0$. Let $W_0 = \{w \in C \text{ such that } w_0 = 0\}$. For any $z \in W_0$, $\|z\|_{W_0} = \sup_{t \in I} \|z(t)\| + \|z_0\| = \sup_{t \in I} \|z(t)\|$. Therefore, $(W_0, \|\cdot\|_{W_0})$ is a Banach space.

We define the operator $G : W_0 \rightarrow W_0$ by:

$$G(w)(t) = Q^\alpha_{\phi}(t) h_0 + h(t, y_t + z_t) + \int_0^t (\psi(t) - \psi(s))^{\alpha-1} AR^\alpha_{\phi}(t-s)$$

$$h(s, y_s + z_s)\psi'(s)ds + \int_0^t (\psi(t) - \psi(s))^{\alpha-1} R^\alpha_{\phi}(t-s)$$

$$f(s, y(s) + z(s), y_s + z_s)\psi'(s)ds \quad (53)$$

By assumptions $(H_1)$ and $(H_2)$, we deduce that the operator $G$ is well-defined and the operator $N$ has a unique fixed point if and only if $G$ has a unique fixed point. So we need to prove further that $G$ has a unique fixed point. Consider $z, z' \in W_0$. So, for any $t \in [0, b]$ we obtain:
\[ \| Gz(t) - Gz^*(t) \| = \|(h(t, y_t + z_t) - h(t, y_t + z_t^*)) + \int_0^t (\psi(t) - \psi(s))^{a-1} \]

\[ AR^a_\psi(t-s)(h(s, y_s + z_s) - h(s, y_s + z_s^*))\psi(s)ds \]

\[ + \int_0^t (\psi(t) - \psi(s))^{a-1} R^a_\psi(t-s)(f(s, y(s) + z(s), y_s + z_s))ds \]

\[ -f(s, y(s) + z^*(s), y_s + z^*_s)\psi(s)ds \]

\[ = \| h(t, y_t + z_t) - h(t, y_t + z_t^*) \| + \int_0^t (\psi(t) - \psi(s))^{a-1} \]

\[ \| A \| |R^a_\psi(t-s)||h(s, y_s + z_s) - h(s, y_s + z_s^*)|\psi(s)ds \]

\[ + \int_0^t (\psi(t) - \psi(s))^{a-1} |R^a_\psi(t-s)||f(s, y(s) + z(s), y_s + z_s) ds \]

\[ -f(s, y(s) + z^*(s), y_s + z^*_s)\|\psi(s)ds \]

By Definition 2.7 related to phase space and assumption \((H_1)\), let \(\mu^*_1(t) = \sup_{t \in [0, b]} \mu_1(t)\). Then, since \(z_0 = 0\) we have:

\[ \| h(t, y_t + z_t) - h(t, y_t + z_t^*) \| \leq N(\mu_1(t) \sup_{s \in [0, b]} |z_s - z^*_s| + \mu_2(t) |z_0 - z^*_0|) \]

\[ \leq N \mu_1(t) \sup_{s \in [0, b]} |z_s - z^*_s| \]

\[ \leq N \mu^*_1(t) \|z - z^*\|_{W_0} \quad (54) \]

Also, by Definition 2.7 related to phase space and assumption \((H_2)\), let \(\mu^*_1(t) = \sup_{t \in [0, b]} \mu_1(t)\). Then, since \(z_0 = 0\) we have:

\[ \| f(t, x(t), x_t) - f(t, x^*(t), x^*_t) \| = \| f(t, y(t) + z(t), y_t + z_t) - f(t, y(t) + z^*(t), y_t + z^*_t) \| \]

\[ \leq C_1 \| z(t) - z^*(t) \|_{W_0} + C_2 \| z_t - z^*_t \| \]

\[ \leq C_1 \| z(t) - z^*(t) \|_{W_0} + C_2 (\mu_1(t) \sup_{s \in [0, b]} |z_s - z^*_s|) \]

\[ + \mu_2(t) |z_0 - z^*_0| \]

\[ \leq C_1 \| z(t) - z^*(t) \|_{W_0} + C_2 \| z^*(t) \|_{W_0} \]

\[ \leq (C_1 + C_2 \mu^*_1(t)) \|z - z^*\|_{W_0} \quad (55) \]
By (54) and (55), we obtain:

\[ \|Gz(t) - Gz^*(t)\| \leq N \mu_1^*(t)\|z - z^*\| \|a + \frac{\|A\| \|KN\|}{(\gamma + 1)}\|z - z^*\| \|a \]

\[ = N \mu_1^*(t)\|z - z^*\| \|a + \frac{\|A\| \|KN\|}{aI(\gamma + 1)}\|z - z^*\| \|a \]

\[ \leq (N\mu_1^* + \frac{\|A\| \|KN\|}{a(I(\gamma + 1))})\|z - z^*\| \|a \]

\[ \leq L_a \|z - z^*\| \|a \]

that is,

\[ \|G(z) - G(z^*)\| \|a \leq L_a \|z - z^*\| \|a \]

Hence, taking into account assumptions \((H_1)\) and \((H_2)\), we deduce by the Banach's contraction mapping principle (Lemma 3.1) that \(G\) has a unique fixed point \(z \in W_0\), and obviously, (42) is the mild solution to problem (1) on \((-\infty, b]\).

Now, we assume the following:

\((H_3)\) : \[ f : [0, b] \times P \times X \rightarrow X \] is a continuous function and there exists \(C_1, C_2 : [0, b] \rightarrow [0, \infty)\), such that for any \((t, x, y) \in I \times P \times X\)

\[ ||f(t, x, y)|| \leq C_1(t)||x|| + C_2(t)||y|| \]

\((H_4)\) : The function \(f : [0, b] \times P \times X \rightarrow X\) is a completely continuous.

\((H_5)\) : \[ h : [0, b] \times P \rightarrow X\] is a continuous function and there exists \(N > 0\) such that for any \((t, x) \in I \times P\)

\[ ||h(t, x)|| \leq N||x|| \|a \|

We need to state and prove the following lemmas and the Leray–Schauder alternative theorem in order to prove the next theorem.

**Lemma 3.5.** Let \(\mu_1^* = \sup_{s \in [0, b]} \mu_1(s), \mu_2^* = \sup_{s \in [0, b]} \mu_2(s), C_1^* = \sup_{s \in [0, b]} C_1(s)\) and \(C_2^* = \sup_{s \in [0, b]} C_2(s)\). Then, since \(z_0 = 0\), by using the Definition 2.7 related to phase space and assumption \((H_3) - (H_5)\) we have:

\[ h(t, y_1 + z_1) \leq N(\mu_2^* ||\phi|| \|a \| + \mu_1^* \sup_{s \in [0, b]} z(s)) \]

\[ f(t, y(t) + z(t), y_1 + z_1) \leq C_1^* H + C_2^* (\mu_2^* ||\phi|| \|a \| + \mu_1^* \sup_{s \in [0, b]} z(s)) \]
Therefore, we obtain:

\[ \|y_t + z_t\|_p \leq \|y_t\|_p + \|z_t\|_p \]
\[ \leq \mu_1(t) \sup_{s \in [0,b]} \|y(s)\| + \mu_2(t) \|y_0\|_p + \mu_1(t) \sup_{s \in [0,b]} \|z(s)\| + \mu_2(t) \|z_0\|_p \]
\[ \leq \mu_2(t) \|\phi\|_p + \mu_1(t) \sup_{s \in [0,b]} \|z(s)\| \]
\[ \leq \mu_2(t) \|\phi\|_p + \mu_1(t) \sup_{s \in [0,b]} \|z(s)\| \]  \hspace{1cm} (58)

On the other hand,

\[ \|y(t) + z(t)\|_p \leq H(\|y_0\|_p + \|z_0\|_p) \]
\[ \leq H(\mu_1(t) \sup_{s \in [0,b]} \|y(s)\| + \mu_2(t) \|y_0\|_p + \mu_1(t) \sup_{s \in [0,b]} \|z(s)\|) \]
\[ + \mu_2(t) \|z_0\|_p \]
\[ \leq H(\mu_2(t) \|\phi\|_p + \mu_1(t) \sup_{s \in [0,b]} \|z(s)\|) \]
\[ \leq H(\mu_2(t) \|\phi\|_p + \mu_1(t) \sup_{s \in [0,b]} \|z(s)\|) \]  \hspace{1cm} (59)

Therefore, we obtain:

\[ h(t, y_t + z_t) \leq N \|y_t + z_t\|_p \]
\[ \leq N(\mu_2(t) \|\phi\|_p + \mu_1(t) \sup_{s \in [0,b]} \|z(s)\|) \]  \hspace{1cm} (60)

and,

\[ f(t, y(t) + z(t), y_t + z_t) \leq C_1(t) \|y(t) + z(t)\|_p + C_2(t) \|y_t + z_t\|_p \]
\[ \leq C_1(t) H(\mu_2(t) \|\phi\|_p + \mu_1(t) \sup_{s \in [0,b]} \|z(s)\|) + C_2(t) \]
\[ (\mu_2(t) \|\phi\|_p + \mu_1(t) \sup_{s \in [0,b]} \|z(s)\|) \]
\[ \leq C_1 H + C_2 \mu_2 \|\phi\|_p + \mu_1(t) \sup_{s \in [0,b]} \|z(s)\| \]  \hspace{1cm} (61)

\[ \blacksquare \]

**Lemma 3.6. (Gronwall type Inequality)** Suppose \( b \geq 0, \alpha > 0 \) and \( a(t) \) is a nonnegative function locally integrable on \( 0 \leq t \leq T \) (for some \( T \leq +\infty \)), and suppose \( u(t) \) is nonnegative and locally integrable on \( 0 \leq t \leq T \) with

\[ u(t) \leq a(t) + b \int_0^t (t-s)^{\alpha-1} u(s) ds \]  \hspace{1cm} (62)

On this interval, then

\[ u(t) \leq a(t) + \int_0^t \left( \sum_{n=1}^{\infty} \frac{(b^\Gamma(n))^n}{\Gamma(n \alpha)} (t-s)^{n\alpha-1} a(s) \right) ds. \]  \hspace{1cm} (63)

**Proof.** The proof of this lemma can be found in [10, 25]. \[ \blacksquare \]

**Theorem 3.2.** Let \( D \subset H \) be a convex set, \( U \) an open subset in \( D \) such that \( 0 \in U \). Then each continuous compact mapping \( f : U \longrightarrow D \) has at least one of the following properties:
(1) \( f \) has a fixed-point,

(2) There is \((x_*, \lambda_*) \in \partial U \times (0, 1)\) such that \( x_* = \lambda_* f(x_*) \).

The proof of this lemma can be found in [3, 13].

**Theorem 3.3.** Assume that \((H_1) - (H_5)\) hold and for each bounded set \( B \), the set \( \{ t \to h(t, z_t) : z \in B \} \) is equicontinuous. Then problem (1) has at least one mild solution on \((0, b)\).

**Proof.** To prove this result, we aim to use the Leray-Schauder Alternative Theorem based on the following five steps:

Let \( G : W_0 \to W_0 \) be defined as in Theorem 3.1 and let \( A \) be a bounded linear operator on \( X \).

**Step (1):** To show that \( G \) is continuous, let \((z^n)\) be a sequence such that \( z^n \to z \) in \( W_0 \) as \( n \to \infty \). Since \( f \) and \( h \) are continuous, we have:

\[
\begin{align*}
  f(\cdot, y(\cdot) + z^n(\cdot), y(\cdot) + z^n_{(\cdot)}) &\to f(\cdot, y(\cdot) + z(\cdot), y(\cdot) + z_{(\cdot)}) \\
h(\cdot, y(\cdot) + z^n_{(\cdot)}) &\to h(\cdot, y(\cdot) + z_{(\cdot)})
\end{align*}
\] (64)

(65)

Now, for all \( t \in [0, b] \) by assumptions and Lemma (3.5), we obtain:

\[
\begin{align*}
  \|G(z^n)(t) - G(z)(t)\| &\leq \|h(t, y_t + z^n_t) - h(t, y_t + z_t)\| + \int_0^t (\psi(t) - \psi(s))^{\alpha-1} \\
  &\quad \times \left( A R^n_{\alpha}(t - s)(h(s, y_s + z^n_s) - h(s, y_s + z_s))\psi'(s)ds \\
  &\quad + \int_0^t (\psi(t) - \psi(s))^{\alpha-1} R^n_{\alpha}(t - s)(f(s, y(s) + z^n(s), y_s + z^n_s) - f(s, y(s) + z(s), y_s + z_s))\psi'(s)ds \right) \\
  &\leq \|h(t, y_t + z^n_t) - h(t, y_t + z_t)\| + \int_0^t (\psi(t) - \psi(s))^{\alpha-1} \\
  &\quad \times \|A\| \|R^n_{\alpha}(t - s)\| \|h(s, y_s + z^n_s) - h(s, y_s + z_s)\| \|\psi'(s)\|ds \\
  &\quad + \int_0^t (\psi(t) - \psi(s))^{\alpha-1} \|R^n_{\alpha}(t - s)\| \|f(s, y(s) + z^n(s), y_s + z^n_s) - f(s, y(s) + z(s), y_s + z_s)\| \|\psi'(s)\|ds \\
  &\leq N(\|y_t + z^n_t\| - \|y_t + z_t\|) + \frac{\|A\| \|K\| N}{T(\alpha + 1)} \\
  &\quad + \int_0^t (\psi(t) - \psi(s))^{\alpha-1} \|y_s + z^n_s\| - \|y_s + z_s\| \|\psi'(s)\|ds \\
  &\quad + \frac{\|A\| \|K\|}{T(\alpha + 1)} \int_0^t (\psi(t) - \psi(s))^{\alpha-1} [C_1(s)\|y(s) + z^n(s)\| - \|y(s) + z(s)\|] \|\psi'(s)\|ds
\end{align*}
\]
By using the fact that
\[ z^n \to z \] in \( W_0 \), we know that there exists \( \epsilon > 0 \) such that \( \|z^n - z\|_{W_0} \leq \epsilon \) for all \( n \) to be large enough. Therefore,
\[
\|G(z^n)(t) - G(z)(t)\|_{W_0} \leq N + \frac{\|A\|KN}{I(\alpha + 1)} \psi(b)^a + \frac{K(C_1^* H + C_2^*)}{I(\alpha + 1)} \psi(b)^a \left[ 2\mu_2^* \|\phi\|_\alpha + \mu_1^* \|z^n - z\|_{W_0} + 2\mu_1^* \|z\|_{W_0} \right] \]
\[
N + \frac{\|A\|KN}{I(\alpha + 1)} \psi(b)^a + \frac{K(C_1^* H + C_2^*)}{I(\alpha + 1)} \psi(b)^a \left[ 2\mu_2^* \|\phi\|_\alpha + \mu_1^* \epsilon + 2\mu_1^* \|z\|_{W_0} \right] \]
\[
\leq \sigma \left[ N + \frac{\|A\|KN}{I(\alpha + 1)} \psi(b)^a + \frac{K(C_1^* H + C_2^*)}{I(\alpha + 1)} \psi(b)^a \right] \]

Since \( \sigma \in L^1([0, b], \mathbb{R}_+) \) and based on (64) and (65), \( \lim_{n \to \infty} \|G(z^n)(t) - G(z)(t)\|_{W_0} \to 0 \) as \( n \to \infty \) which shows that \( G \) is continuous.

**Step (2):** To show that \( G \) maps bounded sets of \( W_0 \) into bounded sets in \( W_0 \), for any \( q > 0 \), we set \( \mathcal{P}_q = \{ z \in W_0 \text{ such that } \|z\|_{W_0} \leq q \} \). Then, for any \( z \in \mathcal{P} \) by assumptions and Lemma (3.5), we have:
\[
\|G(z)(t)\| \leq \|Q_0^s(t)h_0\| + \|h(t, y(t) + z)\| + \int_0^t (\psi(t) - \psi(s))^{a-1} \left[ \|A\| \|R_0^s(t - s)\| \|h(s, y(s) + z_s)\psi'(s)ds + \int_0^t (\psi(t) - \psi(s))^{a-1} \right] \left[ \|f(s, y(s) + z(s), y_s + z_s)\| \psi'(s)ds \right] 
\]
\[
\|G(z)(t)\| \leq K\|h_0\| + N + \frac{\|A\|KN}{I(\alpha + 1)} \psi(b)^a + \frac{K(C_1^* H + C_2^*)}{I(\alpha + 1)} \psi(b)^a \left[ \mu_2^* \|\phi\|_\alpha + \mu_1^* \sup_{s \in [0, b]} \|z(s)\| \right] \]

By using the fact that \( z \in \mathcal{P}_q \), we obtain:
\[
\mu_2^* \|\phi\|_\alpha + \mu_1^* \sup_{s \in [0, b]} \|z(s)\| \leq \mu_2^* \|\phi\|_\alpha + \mu_1^* \|z\|_{W_0} = \gamma
\]
Thus,\[ \| G(z)(t) \|_{W_0} \leq K \| h_0 \| + \gamma \left[ N + \frac{|A|KN}{\Gamma(\alpha + 1)} \psi(b)^\alpha + \frac{K(C_1^b H + C_2^b)}{\Gamma(\alpha + 1)} \psi(b)^\alpha \right] \]

Now, there exists a positive number \( \lambda \) such that
\[ \lambda = K \| h_0 \| + \gamma \left[ N + \frac{|A|KN}{\Gamma(\alpha + 1)} \psi(b)^\alpha + \frac{K(C_1^b H + C_2^b)}{\Gamma(\alpha + 1)} \psi(b)^\alpha \right] \]

Thus, \( \| G(z)(t) \|_{W_0} \leq \lambda \). This proves that \( G(\mathcal{P}_q) \subset \mathcal{P}_\lambda \)

**Step (3):** To show that \( G \) maps bounded sets of \( W_0 \) into equi-continuous sets of \( W_0 \), let \( q \) be defined as in Step(2). Let \( t_1, t_2 \in [0, b], t_1 > t_2 \) and \( z \in \mathcal{P}_q \) and assume that for each bounded set \( B \), the set \{ \( t \rightarrow h(t, z_t) : z \in B \) \} is equi-continuous. Then,
\[
\| G(z)(t_1) - G(z)(t_2) \| \leq \| Q^a_\psi(t_1 - t_2)h_0 \| + \| h(t_1, y_{t_1} + z_{t_1}) - h(t_2, y_{t_2} + z_{t_2}) \|
\]
\[
+ \int_0^{t_1} ((\psi(t_1) - \psi(s))^{a-1} - (\psi(t_2) - \psi(s))^{a-1})|A|\psi(s)ds
\]
\[
+ \| R^a_\psi(t_1 - s) - R^a_\psi(t_2 - s) \| \| h(s, y_s + z_s) \| \psi'(s)ds
\]
\[
+ \int_0^{t_1} (\psi(t_1) - \psi(s))^{a-1} |A| \| R^a_\psi(t_1 - s) \|
\]
\[
\| h(s, y_s + z_s) \| \psi'(s)ds + \int_0^{t_1} ((\psi(t_1) - \psi(s))^{a-1}
\]
\[
- (\psi(t_2) - \psi(s))^{a-1})|A| \| R^a_\psi(t_1 - s) - R^a_\psi(t_2 - s) \|
\]
\[
\| f(s, y(s) + z(s), y_s + z_s) \| \psi'(s)ds + \int_0^{t_1} (\psi(t_1) - \psi(s))^{a-1}
\]
\[
|A| \| R^a_\psi(t_1 - s) \| \| f(s, y(s) + z(s), y_s + z_s) \| \psi'(s)ds
\]
Since \( t_1 \rightarrow t_2 \) independently of \( z \in \mathcal{P}_q \), by assumptions and Lemma (3.5), we obtain:

\[
\|G(z)(t_1) - G(z)(t_2)\| \leq \|Q^\circ_{\psi}(t_1 - t_2)h_0\| + N(\mu^*_2 \|\phi\|_p + \mu^*_1 \sup_{s,t \in [0,b]}\|z(s) - z(t)\|)
\]

\[
+ \frac{aN}{T(\alpha + 1)} \int_0^{t_2} ((\psi(t_1) - \psi(s))^{\alpha - 1} - (\psi(t_2) - \psi(s))^{\alpha - 1})\psi'(s)ds
\]

\[
+ \int_{t_1}^{t_2} (\psi(t_1) - \psi(s))^{\alpha - 1} \psi'(s)ds
\]

By using the fact that \( z \in \mathcal{P}_q \), we obtain:

\[
\mu^*_2 \|\phi\|_p + \mu^*_1 \sup_{s \in [0,b]}\|z(s)\| \leq \mu^*_2 \|\phi\|_p + \mu^*_1 \|z\|_{W_0} = \gamma
\]

Hence,

\[
\|G(z)(t_1) - G(z)(t_2)\|_{W_0} \leq K\|h_0\| + \gamma(N + \frac{aN}{T(\alpha + 1)})
\]

\[
+ \frac{aK}{T(\alpha + 1)} \left( C_1^*H + C_2^* \right) \int_0^{t_2} ((\psi(t_1) - \psi(s))^{\alpha - 1} - (\psi(t_2) - \psi(s))^{\alpha - 1})\psi'(s)ds
\]

\[
+ \int_{t_1}^{t_2} (\psi(t_1) - \psi(s))^{\alpha - 1} \psi'(s)ds
\]

We know from Lemma (3.4) that:

\[
\|Q^\circ_{\psi}(t_1 - t_2)\|_{B(\alpha)} \leq K \in L^1(I, \mathbb{R}_+)
\]

and,

\[
\|R^\circ_{\psi}(t_1 - s) - R^\circ_{\psi}(t_2 - s)\|_{B(\alpha)} \leq \frac{K}{T(\alpha + 1)} \in L^1(I, \mathbb{R}_+)
\]

Thus, \( Q^\circ_{\psi}(t_1 - t_2) \rightarrow 0 \) and \( R^\circ_{\psi}(t_1 - s) - R^\circ_{\psi}(t_2 - s) \rightarrow 0 \) as \( t_1 \rightarrow t_2 \) since \( Q^\circ_{\psi} \) and \( R^\circ_{\psi} \) are strongly continuous.
Also, we obtain that:
\[ \int_{0}^{t} ((\psi(t_1) - \psi(s))^{a-1} - (\psi(t_2) - \psi(s))^{a-1})\psi'(s)ds \to 0 \]
and,
\[ \int_{t_1}^{t_2} (\psi(t_1) - \psi(s))^{a-1}\psi'(s)ds \to 0. \]

Therefore, \( \lim \| G(z(t_1)) - G(z(t_2)) \|_{W_0} \to 0 \) as \( t_1 \to t_2 \). This proves that \( G \) is equi-continuous.

**Step (4):** we want to show that the operator \( G \) maps \( \mathcal{P}_q \) into a relatively compact set in \( X \). Since \( Q^a \) and \( R^a \) are strongly continuous, based on the assumptions, the sets \( \{Q^a(t)h_0\} \), \( \{R^a(t-s)h(s,y_s+z_s)\} \) are relatively compact in \( X \). Moreover, by using the mean value theorem for the Bochner integral, for \( z \in \mathcal{P}_q \) and for \( t \in [0, b] \) we have:

\[
G(z)(t) \in \overline{\text{conv}} \{Q^a(t)h_0 + h(t,y_t+z_t) + \int_0^t (\psi(t) - \psi(s))^{a-1} ds \}
\]
\[
AR^a(t-s)h(s,y_s+z_s)\psi'(s)ds + \int_0^t (\psi(t) - \psi(s))^{a-1} ds
\]
\[
R^a(t-s)f(s,y(s)+z(s),y_s+z_s)\psi'(s)ds; \ s \in [0, b], \ z \in \mathcal{P}_q\}
\]

Thus the set \( \{G(z(t)) : z \in \mathcal{P}_q\} \) is relatively compact in \( X \) for \( t \in [0, b] \).

**Step (5):** Let us set \( D = \{z \in W_0 \text{ such that } z = \lambda G(z) \} \) for some \( 0 < \lambda < 1 \). Let \( z \in D \), therefore we have:

\[
(z)(t) \leq \lambda [\|Q^a(t)h_0\| + \|h(t,y_t+z_t)\| + \int_0^t (\psi(t) - \psi(s))^{a-1} ds]
\]
\[
+ |A||R^a(t-s)||\|h(s,y_s+z_s)\|\psi'(s)ds + \int_0^t (\psi(t) - \psi(s))^{a-1} ds
\]
\[
+ |R^a(t-s)||f(s,y(s)+z(s),y_s+z_s)\|\psi'(s)ds|
\]
\[
\leq K\|h_0\| + [N + \frac{\alpha |A|\beta}{T}\|h(s,y_s+z_s)\|\psi'(s)ds + \int_0^t (\psi(t) - \psi(s))^{a-1} ds
\]
\[
+ \frac{\alpha K}{T}\|h(s,y_s+z_s)\|\psi'(s)ds + \int_0^t (\psi(t) - \psi(s))^{a-1} ds\]
\[
+ \mu_1 \sup_{t \in [0, b]} \|z(t)\|\]

Let \( r^* \in [0, s] \) such that for \( s \in [0, b] \),

\[
(\psi(t) - \psi(s))^{a-1} \sup_{t \in [0, b]} \|z(t)\| = (\psi(t) - \psi(s))^{a-1} \|z(r^*)\|
\]
If \( r^* \in [0, b] \), we have:

\[
\|z(t)\| \leq K\|h_0\| + [N + \frac{a\|A\|KN}{\Gamma(\alpha + 1)} \int_0^t (\psi(t) - \psi(s))^{\alpha-1} \psi'(s)ds]
\]

\[
+ \frac{aK}{\Gamma(\alpha + 1)} \int_0^t (\psi(t) - \psi(s))^{\alpha-1} \psi'(s)ds [\mu_2^* \|\phi\|_2]
\]

\[
+ N \mu_1^* \|z(s)\| + \left( \frac{a\|A\|KN}{\Gamma(\alpha + 1)} + \frac{aK}{\Gamma(\alpha + 1)} \right)
\]

\[
\int_0^t (\psi(t) - \psi(s))^{\alpha-1} \|z(s)\| \psi'(s)ds
\]

by using Lemma (3.6):

\[
\|z(t)\|_{W_0} \leq K\|h_0\| + \mu_2^* \|\phi\|_2 [N + \frac{\|A\|KN}{\Gamma(\alpha + 1)} \psi(b)^a]
\]

\[
+ \frac{K}{\Gamma(\alpha + 1)} \psi(b)^a] + N \mu_1^* \|z\|_{W_0} [1 + \left( \frac{a\|A\|KN}{\Gamma(\alpha + 1)} + \frac{aK}{\Gamma(\alpha + 1)} \right) \int_0^t \left( \frac{\alpha\|A\|KN}{\Gamma(\alpha + 1)} + \frac{aK}{\Gamma(\alpha + 1)} \right) \frac{\Gamma(na)}{\Gamma(na)} ((\psi(t) - \psi(s))^{\alpha-1}) ds]
\]

\[
\leq \theta_1 \left[ 1 + \sum_{n=1}^{\infty} \frac{\theta_2 \Gamma(a)}{na \Gamma(na)} \psi(b)^{na} \right]
\]

\[
\leq \theta_1 E_a(\theta_2 \Gamma(a) \psi(b)^a)
\]

where,

\[
\theta_1 = K\|h_0\| + \mu_2^* \|\phi\|_2 [N + \frac{\|A\|KN}{\Gamma(\alpha + 1)} \psi(b)^a + \frac{K}{\Gamma(\alpha + 1)} \psi(b)^a] + N \mu_1^* \|z\|_{W_0}
\]

\[
\theta_2 = \frac{a\|A\|KN}{\Gamma(\alpha + 1)} + \frac{aK}{\Gamma(\alpha + 1)}
\]

and,

\[
E_a(\theta_2 \Gamma(a) \psi(b)^a) = \sum_{n=0}^{\infty} \frac{\theta_2 \Gamma(a) \psi(b)^{na}}{\Gamma(na + 1)}
\]

which is the Mittage-Leffler function. Thus, we obtain:

\[
\|z(t)\|_{W_0} \leq \theta_1 E_a(\theta_2 \Gamma(a) \psi(b)^a)
\]

which proves that \( \|z(t)\|_{W_0} \) is bounded. Therefore, by proving the steps (1) - (5) and using Leray-Schauder Alternative Theorem, we result that \( G \) has a fixed point which is a mild solution of problem (1) on \( (-\infty, b] \). □
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