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Abstract. In this paper, we study energies associated with hypergraphs. More precisely, we obtain results for the incidence and the signless Laplacian energies of uniform hypergraphs. In particular, we obtain bounds for the incidence energy as functions of well known parameters, such as maximum degree, Zagreb index and spectral radius. We also relate the incidence and signless Laplacian energies of a hypergraph with the adjacency energies of its subdivision graph and line multigraph, respectively. In addition, we compute the signless Laplacian energy for the class of the power hypergraphs.
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1. Introduction

The study of molecular orbital energy levels of π-electrons in conjugated hydrocarbons may be seen as one of the oldest applications of spectral graph theory (see [18]). Research on this topic can be traced back to the 1930s [15]. In those studies, graphs were used to represent hydrocarbon molecules and it was shown that an approximation of the total π-electron energy may be computed from the eigenvalues of the graph. Based on this chemical concept, in 1977 Gutman [10] defined graph energy, starting a new line of research within the spectral graph theory community. In 2007, Nikiforov [19] extended the concept of graph energy to matrices. For a matrix $M$, its energy $E(M)$, is defined as the sum of its singular values. From this work, other energies associated with graphs emerged, such as incidence energy [16] in 2009 and signless Laplacian energy [14] in 2010.

Regarding hypergraphs, a natural way to define energy is to associate a hypergraph with a matrix $M$ and then, using Nikiforov’s definition, say that its energy is $E(M)$. It is worth mentioning that we have found no record of this natural extension in the literature. Perhaps the main reason for this lack is the fact that in 2012, Cooper and Dutle [6] proposed the study of hypergraphs through tensors, and this new approach has been widely accepted by researchers of this area. However, to obtain eigenvalues of tensors has a high computational and theoretical cost, so the definition of energy does not seem so natural in that setting. In this regard, we foresee that the study of hypergraphs via matrices still has its place. Indeed, the first attempts to study spectral theory of hypergraphs were done using matrices [9] and it worth pointing out that more recently, some authors have renewed the interest to study matrix representations of hypergraphs, as in [2, 5, 8, 17].

Following this trend, we propose in this note the study of hypergraph energies from their matrix representations. More precisely, we define and study two energies associated with hypergraphs. First, suppose $\mathcal{H}$ is a hypergraph and $B$ is its incidence matrix, we define its incidence energy $\mathcal{E}(\mathcal{H})$ as the energy of $B$. 
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Here we prove some interesting properties for the incidence energy as for example, we show that if \( BE(H) \) is a rational number, then it is an integer, and also if \( k \) or \( m \) are even, then \( BE(H) \) is even. In addition, we obtain several lower and upper bounds, and a Nordhaus-Gaddum type result relating \( BE(H) \) to important parameters. A surprising result proved here relates the incident energy of a hypergraph to the adjacency energy of a graph as follows. The subdivision graph \( S(H) \) is obtained by adding a new vertex to each hyperedge \( e \) and make it adjacent to all vertices of \( e \).

**Theorem 1.** If \( H \) is a uniform hypergraph, then \( BE(H) = \frac{1}{2}E(A_S) \). Where \( A_S \) is the adjacency matrix of \( S(H) \).

The **signless Laplacian matrix** of a hypergraph is defined (see [5]) as \( Q = BB^T \). So, we define its **signless Laplacian energy** as \( QE(H) = E(Q - d(H)I) \). Here we make a detailed study of the relationship of this parameter to the adjacency energy of the multigraph line associated with \( H \). We also obtain a bound for energy variation, by adding a new edge to the hypergraph.

As a particular case, we also study this energy for the class of power hypergraphs (see definition in Section 5). We prove that, if a sufficiently large number of new vertices is added to each edge of the hypergraph, then it is possible to determine its signless Laplacian energy even without knowing its spectrum.

The remaining of the paper is organized as follows. In Section 2, we present some basic definitions about hypergraphs and matrices. In Section 3, we study the incidence energy, extending many classical results of this energy to the context of uniform hypergraphs. In Section 4, we study the signless Laplacian energy of a hypergraph, relating this spectral parameter with the adjacency energy of the line multigraph. In Section 5, we study the signless Laplacian energy of a power hypergraph.

**2. Preliminaries**

In this section, we shall present some basic definitions about hypergraphs and matrices, as well as terminology, notation and concepts that will be useful in our proofs.

A **hypergraph** \( H = (V, E) \) is a pair composed by a set of vertices \( V(H) \) and a set of (hyper)edges \( E(H) \subseteq 2^V \), where \( 2^V \) is the power set of \( V \). \( H \) is said to be a \( k \)-uniform (or a \( k \)-graph) for \( k \geq 2 \), if all edges have cardinality \( k \). Let \( H = (V, E) \) and \( H' = (V', E') \) be hypergraphs, if \( V' \subseteq V \) and \( E' \subseteq E \), then \( H' \) is a subgraph of \( H \). The **complete \( k \)-graph** \( K_n \) on \( n \) vertices, is a hypergraph, such that any subset of \( V(K_n) \) with \( k \) vertices is an edge in \( E(K_n) \). The **complement** of a \( k \)-graph \( H = (V, E) \) is the \( k \)-uniform hypergraph \( \overline{H} = (\overline{V}, \overline{E}) \), where \( V = \overline{V} \) and \( E = E(K_n) \setminus E \).

The **edge neighborhood** of a vertex \( v \in V \), denoted by \( E[v] \), is the set of all edges that contains \( v \). More precisely, \( E[v] = \{ e : v \in e \in E \} \). The **degree** of a vertex \( v \in V \), denoted by \( d(v) \), is the number of edges that contain \( v \). More precisely, \( d(v) = |E[v]| \). A hypergraph is **\( r \)-regular** if \( d(v) = r \) for all \( v \in V \). We define the **maximum**, **minimum** and **average** degrees, respectively, as

\[
\Delta(H) = \max_{v \in V} \{d(v)\}, \quad \delta(H) = \min_{v \in V} \{d(v)\}, \quad d(H) = \frac{1}{n} \sum_{v \in V} d(v).
\]

For a hypergraph \( H \), its **line multigraph** \( L(H) \) is obtained by transforming the hyperedges of \( H \) in its vertices, and the number of edges between two vertices of this
multigraph is equal the number of vertices in common in the two respective hyperedges. The clique multigraph \( C(\mathcal{H}) \), is obtained by transforming the vertices of \( \mathcal{H} \) in its vertices. The number of edges between two vertices of this multigraph is equal the number of hyperedges containing them in \( \mathcal{H} \). For more details see [5].

**Example 2.1.** The clique and line multigraphs from \( \mathcal{H} = (\{1, \ldots, 5\}, \{123, 145, 345\}) \), are illustrate in Figure 1.

![Figure 1. Clique \( C(\mathcal{H}) \) and line \( L(\mathcal{H}) \) multigraphs.](image)

Let \( M \) be matrix. The *singular values* of \( M \) are the square roots of the eigenvalues of the matrix \( MM^T \). The *rank* of \( M \) is defined as the number of non zero singular values (counting multiplicities). If \( M \) is a square matrix with \( n \) lines, we denote its *characteristic polynomial* by \( P_M(\lambda) = \det(\lambda I_n - M) \). Its eigenvalues will be denoted by \( \lambda_1(M) \geq \cdots \geq \lambda_n(M) \). The *spectral radius* \( \rho(M) \), is the largest modulus of an eigenvalue. Let \( \mathcal{H} = (V, E) \) be a hypergraph. The *incidence matrix* \( B(\mathcal{H}) \) is defined as the matrix of order \( |V| \times |E| \), where \( b(v,e) = 1 \) if \( v \in e \) and \( b(v,e) = 0 \) otherwise.

**Lemma 2 (Theorem 2, [5])**. Let \( \mathcal{H} \) be a \( k \)-graph, \( B \) its incidence matrix, \( D \) its degree matrix, \( A_L \) and \( A_C \) the adjacency matrices of its line and clique multigraphs, respectively. So, we have \( B^T B = kI + A_L \), and \( BB^T = D + A_C \).

For a non-empty subset of vertices \( \alpha = \{v_1, \ldots, v_t\} \subset V \) and a vector \( x = (x_i) \) of dimension \( n = |V| \), we denote \( x(\alpha) = x_{v_1} + \cdots + x_{v_t} \). Recall that the signless Laplacian matrix is defined as \( Q = BB^T \), so we can write

\[
(Qx)_u = (Dx)_u + (A_C x)_u = d(u)x_u + \sum_{e \in E[u]} x(e - \{u\}) = \sum_{e \in E[u]} x(e), \quad \forall u \in V(\mathcal{H}).
\]

### 3. Incidence energy

In this section, we will study the incidence energy of a hypergraph, relating it to the adjacency energy of its subdivision graph. In addition, we obtain upper and lower bounds for this parameter. Many results in this section are generalizations of incidence energy properties in the context of graphs, which can be found in [12, 13, 16].

**Definition 3.1.** Let \( \mathcal{H} \) be a \( k \)-graph with at least one edge and \( B \) its incidence matrix. The *incidence energy* of \( \mathcal{H} \) is defined as the energy of its incidence matrix. More precisely \( BE(\mathcal{H}) = E(B) \). If \( \mathcal{H} \) has no edge, then we define \( BE(\mathcal{H}) = 0 \).

Let \( \mathcal{H} \) be a \( k \)-graph with \( n \) vertices and \( m \) edges, let \( Q \) be its signless Laplacian matrix and \( L \) its line multigraph. We observe that, \( BE(\mathcal{H}) = \sum_{i=1}^{n} \sqrt{\lambda_i(Q)} \), this occurs because \( BB^T = Q \). Similarly, \( BE(\mathcal{H}) = \sum_{i=1}^{m} \sqrt{k + \lambda_i(A_L)} \), this occurs because \( BB^T = D + A_C \).

\[
B^T B = kI + A_L.
\]
Example 3.2. We will determine the incidence energy of the complete \( k \)-graph. First, we notice that its eigenvalues are \( \rho(Q) = \frac{k(n-1)!}{(k-1)!(n-k)!} \) and \( \lambda = \frac{(n-2)!}{(k-1)!(n-k-1)!} \) with multiplicity \( n-1 \). Therefore, the incidence energy of the complete \( k \)-graph is

\[
BE(\mathcal{K}_n) = \sqrt{\frac{k(n-1)!}{(k-1)!(n-k)!}} + (n-1)\sqrt{\frac{(n-2)!}{(k-1)!(n-k-1)!}}.
\]

Definition 3.3. Let \( \mathcal{H} \) be a \( k \)-graph. Its subdivision graph \( S(\mathcal{H}) \) is obtained as follows. For each hyperedge \( e \in E(\mathcal{H}) \), add a new vertex \( v_e \) and make it adjacent to all vertices of \( e \).

Example 3.4. Let \( \mathcal{H} \) be the 3-graph with the following sets of vertices and edges \( V = \{1, 2, 3, 4\}, \ E = \{123, 234\} \). We illustrate it and its subdivision graph in Figure 2.

![Figure 2. The hypergraph \( \mathcal{H} \) and its subdivision graph.](image)

Remark 3.5. Informally we may see that the subdivision graph of \( \mathcal{H} \) we transforms each hyperedge into a star with \( k + 1 \) vertices. If \( \mathcal{H} \) has \( n \) vertices and \( m \) edges, then \( S(\mathcal{H}) \) is a bipartite graph with \( n + m \) vertices and \( km \) edges. Also, if \( B \) is the incidence matrix of \( \mathcal{H} \), then the adjacency matrix of \( S(\mathcal{H}) \) is given by \( A_S = \left( \begin{array}{cc} 0 & B^T \\ B & 0 \end{array} \right) \).

Proposition 3. Let \( \mathcal{H} \) be a \( k \)-graph on \( n \) vertices and \( m \) edges, and \( S \) be its subdivision graph. The set \( \{\lambda_1, \ldots, \lambda_t, 0^{n-t}\} \) is the spectrum of \( Q \), if and only if, the spectrum of \( A_S \) is \( \{\pm \sqrt{\lambda_1}, \ldots, \pm \sqrt{\lambda_t}, 0^{n+2m-2t}\} \).

Proof. First, we observe that \( \lambda \) is an eigenvalue of \( Q \), if and only if, \( \sigma = \sqrt{\lambda} \) is a singular value of \( B \). Let \( x \) and \( y \) be the singular vectors of \( \sigma \), such that \( Bx = \sigma y \) and \( B^Ty = \sigma x \). We define a vector \( z \) of dimension \( m + n \) by \( z_i = y_i \) if \( 1 \leq i \leq n \) and \( z_j = x_j \) if \( n + 1 \leq j \leq m + n \). We have

\[
A_Sz = \begin{bmatrix} Bx \\ B^Ty \end{bmatrix} = \begin{bmatrix} \sigma y \\ \sigma x \end{bmatrix} = \sigma z, \quad \Rightarrow \quad \sigma \text{ is an eigenvalue of } S(\mathcal{H}).
\]

Let \( \sigma \) be a positive eigenvalue of \( S(\mathcal{H}) \) and \( z \) be an eigenvector of \( \sigma \). We define vectors \( y \) and \( x \) of dimensions \( n \) and \( m \) respectively, by \( y_i = z_i \) if \( 1 \leq i \leq m \) and \( x_i = z_{m+i} \) if \( 1 \leq i \leq n \). We have

\[
\begin{bmatrix} Bx \\ B^Ty \end{bmatrix} = A_Sz = \sigma z = \begin{bmatrix} \sigma y \\ \sigma x \end{bmatrix}, \quad \Rightarrow \quad \sigma \text{ is a singular value of } B.
\]

Finally, if \( \sigma \) is an positive eigenvalue of \( S(\mathcal{H}) \), then \( -\sigma \) is also an eigenvalue of \( S(\mathcal{H}) \), and with the same multiplicity. In fact, if \( z = (y, x) \) is an eigenvector of \( \sigma \), we define \( \bar{z} = (y, -x) \). We have

\[
A_S\bar{z} = \begin{bmatrix} B(-x) \\ B^Ty \end{bmatrix} = \begin{bmatrix} -\sigma y \\ -\sigma x \end{bmatrix} = -\sigma \begin{bmatrix} y \\ -x \end{bmatrix} = -\sigma \bar{z}.
\]
Under these conditions, we conclude that the set of all nonzero eigenvalues of $\mathcal{S}(\mathcal{H})$ is $\{\pm \sqrt{\lambda_1}, \ldots, \pm \sqrt{\lambda_t}\}$.

**Theorem 1.** If $\mathcal{H}$ is a $k$-graph, then $\text{BE}(\mathcal{H}) = \frac{1}{2}\text{E}(\mathcal{A}_S)$. 

*Proof.* Let $\lambda_1, \ldots, \lambda_t$ be all positive eigenvalues of $\mathcal{Q}(\mathcal{H})$. By Proposition 3, we have

$$\text{E}(\mathcal{A}_S) = |\sqrt{\lambda_1}| + \cdots + |\sqrt{\lambda_t}| + \cdots = 2\text{BE}(\mathcal{H}).$$

Therefore, the result follows. \qed

**Lemma 4** (Lemma 2, [1]). If $\mathcal{G}$ is a graph, then $\text{E}(\mathcal{A}_G) \geq \text{rank}(\mathcal{A}_G)$. 

**Corollary 5.** If $\mathcal{H}$ is a $k$-graph with incidence matrix $\mathcal{B}$, then $\text{BE}(\mathcal{H}) \geq \text{rank}(\mathcal{B})$.

*Proof.* We observe that $\text{BE}(\mathcal{H}) = \frac{1}{2}\text{E}(\mathcal{A}_S) \geq \frac{1}{2}\text{rank}(\mathcal{A}_S) = \text{rank}(\mathcal{B})$. The first equality is given by Theorem 1, while the inequality is given by Lemma 4 and the last equality is from Proposition 3. \qed

**Lemma 6** (Lemmas 1 and 2, [21]). Let $\mathcal{G}_1$ and $\mathcal{G}_2$ be graphs. If $\mu_1$ and $\mu_2$ are eigenvalues of $\mathcal{G}_1$ and $\mathcal{G}_2$ respectively, then there are graphs $\mathcal{G}_+$ and $\mathcal{G}_\times$ such that, $\mu_1 + \mu_2$ and $\mu_1 \cdot \mu_2$ are eigenvalues of $\mathcal{G}_+$ and $\mathcal{G}_\times$, respectively.

**Lemma 7** (Lemma 3, [21]). If an eigenvalue of a graph is rational, then it is an integer.

**Lemma 8** (See [3]). If the energy of a graph is rational, then it is an even integer.

**Theorem 9.** Let $\mathcal{H}$ be a $k$-graph with $m$ edges. If its incidence energy $\text{BE}(\mathcal{H})$ is a rational number, then it is an integer. Moreover:

(a) If $k$ is even, then $\text{BE}(\mathcal{H})$ is also even.

(b) If $k$ is odd, then $\text{BE}(\mathcal{H})$ and $m$ have the same parity.

*Proof.* If $\text{BE}$ is rational, then by Theorem 1, $\text{E}(\mathcal{A}_S)$ is rational and by Lemma 8, we know that $\text{E}(\mathcal{A}_S)$ is even, thus $\text{BE} = \frac{1}{2}\text{E}(\mathcal{A}_S)$ is integer. Now, we notice

$$(\text{BE})^2 = (\sigma_1 + \cdots + \sigma_n)^2 = \sum_{i=1}^{n} \sigma_i^2 + 2 \sum_{1 \leq i < j \leq n} \sigma_i \sigma_j = km + 2 \sum_{1 \leq i < j \leq n} \sigma_i \sigma_j.$$ 

If $\text{BE}$ is integer, then $\sum \sigma_i \sigma_j$ must be rational. By Lemma 6 this sum is an eigenvalue of a graph. By Lemma 7 this sum must be an integer, denote $p = \sum \sigma_i \sigma_j$. I.e., $(\text{BE})^2 = km + 2p$. Therefore, if $k$ or $m$ are even, then $\text{BE}$ is even too, otherwise $\text{BE}$ is odd. \qed

**Lemma 10** (See [7]). If $\mathcal{R}$ and $\mathcal{S}$ are symmetric matrices with $n$ lines, then

$$\lambda_i(\mathcal{R} + \mathcal{S}) \geq \max\{\lambda_i(\mathcal{R}), \lambda_i(\mathcal{S})\}, \quad \forall i = 1, \ldots, n.$$ 

**Proposition 11.** Let $\mathcal{H} = (V, E)$ be a $k$-graph. For each edge $e \in E(\mathcal{H})$, we have

$$\text{BE}(\mathcal{H}) > \text{BE}(\mathcal{H} - e).$$

*Proof.* Let $\mathcal{H} - e = (V, E \setminus \{e\})$ and $\mathcal{H}[e] = (V, \{e\})$ be subgraphs of $\mathcal{H}$. We see that $\mathcal{Q}(\mathcal{H}) = \mathcal{Q}(\mathcal{H} - e) + \mathcal{Q}(\mathcal{H}[e])$. By Lemma 10, we have $\lambda_i(\mathcal{Q}(\mathcal{H})) \geq \lambda_i(\mathcal{Q}(\mathcal{H} - e))$ for each $i \in V$, so $\text{BE}(\mathcal{H}) \geq \text{BE}(\mathcal{H} - e)$. Now we suppose, by way of contradiction, that $\lambda_i(\mathcal{Q}(\mathcal{H})) = \lambda_i(\mathcal{Q}(\mathcal{H} - e))$ for all $i \in V$, thus $\text{Tr}(\mathcal{Q}(\mathcal{H})) = \text{Tr}(\mathcal{Q}(\mathcal{H} - e))$, so $\text{Tr}(\mathcal{Q}(\mathcal{H}[e])) = 0$, which is a contradiction. Therefore the inequality must be strict. \qed
Corollary 12. The complete k-graph $K_n$ has the highest incidence energy between the k-graphs with n vertices. That is, if $\mathcal{H}$ is a k-graph with n vertices, then

$$\text{BE}(\mathcal{H}) \leq \sqrt{\frac{k(n-1)!}{(k-1)!(n-1)!}} + (n-1)\sqrt{\frac{(n-2)!}{(k-1)!(n-k-1)!}}.$$ 

3.1. Bounds for the incidence energy.

Theorem 13. If $\mathcal{H}$ is a k-graph with n vertices and m edges, then

$$\sqrt{km} \leq \text{BE}(\mathcal{H}) \leq \sqrt{kmn}.$$ 

Moreover, the first inequality is attained if and only if $\mathcal{H}$ has at most one edge, while the second inequality is attained if and only if the hypergraph has no edges.

Proof. First, we notice that

$$\text{BE} = \sum_{i=1}^{n} \sigma_i \geq \sqrt{\sum_{i=1}^{n} \sigma_i^2} = \sqrt{km}.$$ 

This inequality can only be attained if at most one singular value is nonzero. That is rank($B$) $\leq 1$, so $\mathcal{H}$ must not have more than one edge.

Now, using the Cauchy-Schwarz inequality, we obtain

$$\text{BE} = \sum_{i=1}^{n} \sigma_i \leq \sqrt{n \sum_{i=1}^{n} \sigma_i^2} = \sqrt{kmn}.$$ 

However, this inequality is attained when all singular values are equal. Thus, $BB^T = \sigma I$, so $A_C = 0$, therefore $\mathcal{H}$ should have no edges.

Theorem 14. Let $\mathcal{H}$ be a k-graph with m edges. If rank($B$) = r, then

$$\text{BE}(\mathcal{H}) \leq \sqrt{kmr} \leq \sqrt{km}.$$ 

Equally holds if and only if $\mathcal{H}$ is formed by disjoint edges.

Proof. We notice that, using Cauchy-Schwarz inequality we have

$$\text{BE} = \sum_{i=1}^{m} \sqrt{k + \lambda_i(L)} = \sum_{i=1}^{r} \sqrt{k + \lambda_i(L)} \leq \sqrt{r \sum_{i=1}^{r} (k + \lambda_i(L))}$$

$$= \sqrt{r(kr + \text{Tr}(A_L)) + k(m-r)} = \sqrt{kmr} \leq \sqrt{km^2} = \sqrt{km}.$$ 

Further, equality holds only when all eigenvalues of $L(\mathcal{H})$ are equal. But as $\text{Tr}(A_L) = 0$, so $A_L = 0$. That is, $L$ must have only isolated vertices, therefore $\mathcal{H}$ must have disjoint edges.

Lemma 15. If $\mathcal{H}$ is a k-graph on n vertices and m edges, then

$$\text{BE}(\mathcal{H}) \leq \sqrt{\rho} + \sqrt{(n-1)(km - \rho)}.$$ 

Also, if $\mathcal{H}$ is complete, then the equality holds.
Proof. We observe that, \( \sum_{i=2}^{n} \lambda_i(Q) = km - \rho(Q) \) and thus, by Cauchy-Schwarz inequality we have

\[
\text{BE} = \sqrt{\rho} + \sum_{i=2}^{n} \sqrt{\lambda_i} \leq \sqrt{\rho} + \sqrt{(n-1) \sum_{i=2}^{n} \lambda_i} = \sqrt{\rho} + \sqrt{(n-1)(km - \rho)}.
\]

To finish the proof, we observe that for a complete \( k \)-graph, all signless Laplacian eigenvalues distinct from the spectral radius, are equal to \( \frac{km - \rho}{n-1} \), see Example 3.2. \( \square \)

Let \( \mathcal{H} \) be a hypergraph. Its \textit{Zagreb index} is defined as the sum of the squares of the degrees of its vertices. More precisely

\[
Z(H) = \sum_{v \in V(H)} d(v)^2.
\]

This is an important parameter in graph theory, having chemistry applications, [11]. We define the following auxiliary value

\[
\mathcal{Z}(H) = k \sqrt{\frac{1}{n} Z(H)}.
\]

**Lemma 16** (Theorem 13, [5]). Let \( \mathcal{H} \) be a connected \( k \)-graph on \( n \) vertices and \( Q \) its signless Laplacian matrix. The hypergraph \( \mathcal{H} \) is regular if and only if \( \mathbf{x} = \left( \frac{1}{\sqrt{n}}, \ldots, \frac{1}{\sqrt{n}} \right) \), is an eigenvector from \( \rho(Q) \).

**Lemma 17.** Let \( \mathcal{H} \) be a \( k \)-graph. If \( Q \) is its signless Laplacian matrix, then \( \rho(Q) \geq \mathcal{Z}(H) \). Equality holds if and only if \( \mathcal{H} \) is regular.

**Proof.** Let \( \mathbf{y} = \left( \frac{1}{\sqrt{n}}, \ldots, \frac{1}{\sqrt{n}} \right) \), so we have

\[
\rho(Q) = \sqrt{\rho(Q^2)} \geq \sqrt{\mathbf{y}^T Q^2 \mathbf{y}} = \sqrt{\sum_{v \in V} \left( k d(v) \right)^2} = k \sqrt{\frac{1}{n} Z(H)}.
\]

We notice that the equality holds if and only if \( \mathbf{y} = \left( \frac{1}{\sqrt{n}}, \ldots, \frac{1}{\sqrt{n}} \right) \) is an eigenvector of \( \rho(Q) \). By Lemma 16 it occurs only if the hypergraph is regular. \( \square \)

The following result improves the bound of Lemma 15.

**Theorem 18.** If \( \mathcal{H} \) is a \( k \)-graph on \( n \) vertices and \( m \) edges, then

\[
\text{BE}(\mathcal{H}) \leq \sqrt{\mathcal{Z}(H)} + \sqrt{(n-1)(km - \mathcal{Z}(H))}.
\]

Also, if \( \mathcal{H} \) is complete then equality holds.

**Proof.** First, notice that \( f(x) = \sqrt{x} + \sqrt{(n-1)(km - x)} \) is decreasing if \( x > \frac{km}{n} \). To prove it, we observe that, if \( x > \frac{km}{n} \), then \( f'(x) < 0 \). Now, we notice

\[
\sum_{v \in V} d(v) \leq \sqrt{n} \sum_{v \in V} d^2(v) \quad \Rightarrow \quad \frac{km}{n} \leq \sqrt{\frac{1}{n} \sum_{v \in V} d^2(v)} < \mathcal{Z}(H).
\]

As \( \rho(Q) \geq \mathcal{Z}(H) \), so the result follows. \( \square \)

**Lemma 19.** If \( \mathcal{H} \) is a \( k \)-graph with \( n \) vertices and \( m \) edges, then

\[
\sum_{i=1}^{n} \lambda_i^2(Q) = Z(H) + k(k-1)m.
\]
Proof. By Lemma 2 we have $Q = D + A_C$, so $(Q^2)_{ii} = d(i)^2 + (k-1)d(i)$, thus

$$
\sum_{i=1}^{n} \lambda_i^2(Q) = \text{Tr}(Q^2) = \sum_{i=1}^{n} (d(i)^2 + (k-1)d(i)) = Z(H) + (k-1)km.
$$

Therefore, the result follows. \qed

Lemma 20 (Equation 12, [13]). If $a_1, \ldots, a_s$ is a sequence of non negative integers, then

$$
\sum_{i=1}^{s} a_i \geq \sqrt{\frac{(\sum_{i=1}^{s} a_i^2)^3}{\sum_{i=1}^{s} a_i^4}}.
$$

The equality holds, if and only if, all positive elements of the sequence are equal.

Proposition 21. If $H$ is a $k$-graph with $n$ vertices and $m$ edges, then

$$
\text{BE}(H) \geq \sqrt{\frac{(km)^3}{Z(H) + (k-1)km}} \geq \frac{km}{\sqrt{\Delta + k - 1}}.
$$

The first equality holds if and only if $H$ is formed by disjoint edges. The second equality holds if and only if $H$ is formed by disjoint edges without isolated vertices or it has no edges.

Proof. By Lemmas 19 and 20, we have

$$
\text{BE}(H) = \sum_{i=1}^{n} \sqrt{\lambda_i(Q)} \geq \sqrt{\frac{\left(\sum_{i=1}^{n} (\sqrt{\lambda_i(Q)})^2\right)^3}{\sum_{i=1}^{n} (\sqrt{\lambda_i(Q)})^4}} = \sqrt{\frac{(km)^3}{Z(H) + (k-1)km}}.
$$

Now, notice that

$$
Z(H) = \sum_{i=1}^{n} d(i)^2 \leq \Delta \sum_{i=1}^{n} d(i) = \Delta km,
$$

therefore

$$
\sqrt{\frac{(km)^3}{\Delta km + (k-1)km}} = \frac{km}{\sqrt{\Delta + k - 1}}.
$$

Finally, we notice that the first equality occur, if and only if, all positive eigenvalues are equal. That is, when the hypergraph is formed by disjoint edges. The second equality occur, if and only if, the first occur and the hypergraph is regular. That is, when the hypergraph is formed by disjoint edges without isolated vertices or it has only isolated vertices. \qed

Lemma 22 (Corollary 16, [5]). If $H$ is a $k$-graph, then $kd(H) \leq \rho(Q)$.

Theorem 23. Let $H$ be a $k$-graph on $n$ vertices. If $\overline{H}$ is its complement, then

$$
\frac{k\binom{n}{k}}{\sqrt{\binom{n-1}{k-1} + k - 1}} \leq \text{BE}(H) + \text{BE}(\overline{H}) \leq k\sqrt{\frac{2}{n} \binom{n}{k}} + \sqrt{\frac{2k(n-1)(n-k)}{n} \binom{n}{k}}.
$$

The first equality occur if and only if $H$ has at most $k$ vertices and one edge.
Proof. Suppose that \( \mathcal{H} \) and \( \overline{\mathcal{H}} \) have \( m \) and \( m \) edges, respectively. We have \( m + m = \binom{n}{k} \) and, by Proposition 21,

$$ BE(\mathcal{H}) + BE(\overline{\mathcal{H}}) \geq \frac{km}{\sqrt{\Delta(\mathcal{H})} + k - 1} + \frac{km}{\sqrt{\Delta(\overline{\mathcal{H}})} + k - 1} \geq \frac{k \binom{n}{k}}{\sqrt{\binom{n-1}{k-1} + k - 1}}. $$

We observe that, for the equality to be possible \( \mathcal{H} \) must be formed by disjoint edges without isolated vertices or only isolated vertices, as well as its complement. In addition, it must occur \( \Delta(\mathcal{H}) = \binom{n-1}{k-1} \) or \( m = 0 \). That is, \( \mathcal{H} \) must have at most \( k \) vertices and one edge.

Let \( \lambda_1 \geq \cdots \geq \lambda_n \) be all eigenvalues of \( Q(\mathcal{H}) \) and \( \overline{\lambda}_1 \geq \cdots \geq \overline{\lambda}_n \) be the eigenvalues of \( Q(\overline{\mathcal{H}}) \). By Cauchy-Schwarz inequality, we have

$$ BE(\mathcal{H}) + BE(\overline{\mathcal{H}}) \leq \sqrt{\lambda_1} + \sqrt{\overline{\lambda}_1} + \sqrt{(n-1) \sum_{i=2}^{n} \lambda_i} + \sqrt{(n-1) \sum_{i=2}^{n} \overline{\lambda}_i} \leq \sqrt{2(\lambda_1 + \overline{\lambda}_1)} + \sqrt{2(n-1) \left[ k \binom{n}{k} - (\lambda_1 + \overline{\lambda}_1) \right]} \quad (1) $$

We observe that the function \( f(x) = \sqrt{2x} + \sqrt{2(n-1) \binom{n}{k} - x} \) is decreasing for \( x \geq \frac{k \binom{n}{k}}{n} \). Now, by Lemma 22 we have

$$ \lambda_1 + \overline{\lambda}_1 \geq \frac{k^2 m}{n} + \frac{k^2 m}{n} = \frac{k^2 \binom{n}{k}}{n} > \frac{k \binom{n}{k}}{n} \quad (2) $$

Changing \( \lambda_1 + \overline{\lambda}_1 \) by \( \frac{k^2 \binom{n}{k}}{n} \) in equation (1), we obtain the desired result. \( \square \)

4. Signless Laplacian energy

In this section, we will study the signless Laplacian energy of hypergraphs. This energy has already been well studied for graphs, (see for example \([14, 20]\)). Our main result relates this energy to the adjacency energy of a line multigraph. For more details about the signless Laplacian matrix, see \([5]\).

**Definition 4.1.** Let \( \mathcal{H} \) be a \( k \)-graph. We define its signless Laplacian energy as the energy of the matrix \( Q - d(\mathcal{H})I \), i.e. \( QE(\mathcal{H}) = E(Q - d(\mathcal{H})I) \).

**Definition 4.2.** Let \( \mathcal{H} \) be a \( k \)-graph. We define \( \omega(\mathcal{H}) \) as the number of eigenvalues of \( Q \) greater than or equal to the average degree. More precisely, if \( \lambda_1 \geq \cdots \geq \lambda_n \) are the eigenvalues of \( Q \), then \( \lambda_\omega \geq d(\mathcal{H}) \) and \( \lambda_{\omega+1} < d(\mathcal{H}) \).

**Proposition 24.** If \( \mathcal{H} \) is a \( k \)-graph, then \( QE(\mathcal{H}) = 2 \sum_{i=1}^{\omega} \lambda_i - 2\omega d(\mathcal{H}) \).

**Proof.** We notice that,

\[
QE(\mathcal{H}) = \sum_{i=1}^{n} |\lambda_i - d(\mathcal{H})| = \sum_{i=1}^{\omega} (\lambda_i - d(\mathcal{H})) + \sum_{i=\omega+1}^{n} (d(\mathcal{H}) - \lambda_i) \\
= 2 \sum_{i=1}^{\omega} (\lambda_i - d(\mathcal{H})) + \sum_{i=1}^{n} (d(\mathcal{H}) - \lambda_i) \\
= 2 \sum_{i=1}^{\omega} \lambda_i - 2\omega d(\mathcal{H}) + nk(\mathcal{H}) - km.
\]
Therefore, the result follows. □

**Lemma 25** (Lemma 2.21, [20]). If $M$ and $N$ are square matrices, then
\[ E(M + N) \leq E(M) + E(N), \quad |E(M) - E(N)| \leq E(M - N). \]

**Proposition 26.** Let $\mathcal{H}$ be a non complete $k$-graph. If $e \notin E(\mathcal{H})$, then
\[ |QE(\mathcal{H} + e) - QE(\mathcal{H})| \leq 2 + k - \frac{2k}{n}. \]

**Proof.** First, we observe that
\[
|QE(\mathcal{H} + e) - QE(\mathcal{H})| = \left| E \left( Q(\mathcal{H} + e) - \frac{k(m + 1)}{n} I \right) - E \left( Q(\mathcal{H}) - \frac{km}{n} I \right) \right| \\
\leq E \left( Q(\mathcal{H} + e) - Q(\mathcal{H}) - \frac{k}{n} I \right).
\]

The inequality above follows from Lemma 25. Now, we observe that
\[
M := Q(\mathcal{H} + e) - Q(\mathcal{H}) - \frac{k}{n} I = \begin{bmatrix}
1 - \frac{k}{n} & 1 & 0 & \cdots & 0 \\
1 & 1 - \frac{k}{n} & 0 & \cdots & 0 \\
0 & 0 & -\frac{k}{n} & \cdots & 0 \\
0 & 0 & 0 & \cdots & -\frac{k}{n}
\end{bmatrix}.
\]

That is, the eigenvalues of $M$, are $2 - \frac{k}{n}$ with multiplicity 1 and $-\frac{k}{n}$ with multiplicity $n - 1$, thus the energy of this matrix is
\[
E \left( Q(\mathcal{H} + e) - Q(\mathcal{H}) - \frac{k}{n} I \right) = 2 - \frac{k}{n} + (n - 1)\frac{k}{n} = 2 + k - \frac{2k}{n}.
\]

Therefore, the result follows. □

**Theorem 27.** If $\mathcal{H}$ is a $k$-graph with $n$ vertices and $m \geq 1$ edges, then
\begin{enumerate}
  \item If $m = n$, then $QE(\mathcal{H}) = E(A_\mathcal{L}).$
  \item If $m < n$, then $QE(\mathcal{H}) - \frac{2km(n-m)}{n} \leq E(A_\mathcal{L}) < QE(\mathcal{H})$. Equality holds if and only if $\mathcal{H}$ has only isolated edges.
  \item If $m > n$, then $QE(\mathcal{H}) < E(A_\mathcal{L}) < QE(\mathcal{H}) + 2k(m - n)$.
\end{enumerate}

**Proof.** To prove item (a), we notice that
\[
E(A_\mathcal{L}) = E(B^T B - kI) = \sum_{i=1}^{m} |\lambda_i(B^T B) - k|.
\]

Moreover,
\[
QE(\mathcal{H}) = E \left( Q - \frac{km}{n} I \right) = E(BB^T - kI) = \sum_{i=1}^{n} |\lambda_i(BB^T) - k|,
\]

If $m = n$, then $BB^T$ and $B^T B$ have the same eigenvalues, so the equality is true.
For the first inequality of item (b), we observe that if \( i = 1, \ldots, m \), then \( \lambda_i(B^TB) = \lambda_i(BB^T) \) and if \( m < i \leq n \), then \( \lambda_i(BB^T) = 0 \). We have

\[
\text{QE}(\mathcal{H}) = \sum_{i=1}^{n} \left| \lambda_i - \frac{km}{n} \right| = \sum_{i=1}^{m} \left| \lambda_i - \frac{km}{n} \right| + \sum_{i=m+1}^{n} \left| \frac{km}{n} \right|
\]

\[
\leq \sum_{i=1}^{m} |\lambda_i - k| + \sum_{i=1}^{m} \left| k - \frac{km}{n} \right| + \frac{km(n-m)}{n}
\]

\[
= \text{E}(A_{\mathcal{L}}) + \frac{2km(n-m)}{n}. \tag{3}
\]

The equality holds in (3) only if \( \lambda_i - k \) and \( k - \frac{km}{n} \) have the same sign. That is, \( \lambda_i(B^TB) \geq k \), for each \( i = 1, \ldots, m \), thus

\[
\lambda_i(kI + A_{\mathcal{L}}) = \lambda_i(B^TB) \geq k, \quad \Rightarrow \quad \lambda_i(A_{\mathcal{L}}) \geq 0.
\]

As \( \text{Tr}(A_{\mathcal{L}}) = 0 \), then all eigenvalues of \( A_{\mathcal{L}} \) must be zeros. Therefore, \( A_{\mathcal{L}} = 0 \), so \( \mathcal{L}(\mathcal{H}) \) should have no edges, or equivalent, \( \mathcal{H} \) should have only isolated edges.

Now, for the second inequality of item (b), we observe that

\[
\text{E}(A_{\mathcal{L}}) = \sum_{i=1}^{m} |\lambda_i(A_{\mathcal{L}})| = \sum_{i=1}^{m} |\lambda_i(B^TB) - k| = \sum_{i=1}^{n} |\lambda_i(BB^T) - k| - k(n-m)
\]

\[
\leq \sum_{i=1}^{n} \left| \lambda_i(BB^T) - \frac{km}{n} \right| + \sum_{i=1}^{n} \left| k - \frac{km}{n} \right| - k(n-m) = \text{QE}(\mathcal{H}).
\]

Similarly to the first part of this item, the equality could only occur if \( \lambda_i - \frac{km}{n} \) is equal to or less than zero for all \( i = 1, \ldots, n \), thus

\[
\lambda_i(B^TB) \leq \frac{km}{n} < k, \quad \Rightarrow \quad \lambda_i(A_{\mathcal{L}}) < 0.
\]

As \( \text{Tr}(A_{\mathcal{L}}) = 0 \), this matrix cannot have all negative eigenvalues, so equality cannot be achieved.

To prove the first inequality of item (c), notice that

\[
\text{QE}(\mathcal{H}) = \sum_{i=1}^{n} \left| \lambda_i(BB^T) - \frac{km}{n} \right| = \sum_{i=1}^{m} \left| \lambda_i(B^TB) - \frac{km}{n} \right| - \frac{km(m-n)}{n}
\]

\[
\leq \sum_{i=1}^{m} |\lambda_i(B^TB) - k| + \sum_{i=1}^{m} \left| k - \frac{km}{n} \right| - \frac{km(m-n)}{n} = \text{E}(A_{\mathcal{L}}).
\]

As well item (b), the equality could only be achieved if, \( \lambda_i(B^TB) - k \leq 0 \), for all \( i = 1, \ldots, m \), thus

\[
\lambda_i(B^TB) \leq k, \quad \Rightarrow \quad \lambda_i(A_{\mathcal{L}}) \leq 0.
\]

As \( \text{Tr}(A_{\mathcal{L}}) = 0 \), then all eigenvalues of \( A_{\mathcal{L}} \) must be zeros, so \( A_{\mathcal{L}} = 0 \), i.e. \( \mathcal{H} \) should have only isolated edges. But this contradicts the fact that the number of edges is greater than the number of vertices. Therefore this equality cannot be achieved.
Finally, to prove the last inequality of item (c), we observe that
\[ E(A_L) = \sum_{i=1}^{m} |\lambda_i(B^T B) - k| = \sum_{i=1}^{n} |\lambda_i(B B^T) - k| + k(m - n) \]
\[ \leq \sum_{i=1}^{n} \left| \lambda_i(B B^T) - \frac{km}{n} \right| + \sum_{i=1}^{n} \left| k - \frac{km}{n} \right| + k(m - n) \]
\[ = QE(H) + 2k(m - n). \]

As in the second part of item (b), equality could only be achieved, if \( \lambda_i(B B^T) - \frac{km}{n} \geq 0 \), for all \( i = 1, \ldots, n \), thus
\[ \lambda_i(B^T B) \geq \frac{km}{n} > k, \Rightarrow \lambda_i(A_L) > 0. \]

As \( \text{Tr}(A_L) = 0 \), this matrix cannot have all eigenvalues positive, so the equality cannot be achieved. \( \square \)

5. Power hypergraphs

In this section, we compute the exact value of signless Laplacian energy from certain power hypergraphs. In addition, we obtain some properties on adjacency energy of a line multigraph from a power hypergraph. For more details about this class, see [4].

Definition 5.1. Let \( \mathcal{H} = (V, E) \) be a \( k \)-graph, let \( s \geq 1 \) and \( r \geq ks \) be integers. We define the (generalized) power hypergraph \( \mathcal{H}_s^r \) as the \( r \)-graph with the following sets of vertices and edges
\[ V(\mathcal{H}_s^r) = \left( \bigcup_{v \in V} \varsigma_v \right) \cup \left( \bigcup_{e \in E} \varsigma_e \right) \]
\[ E(\mathcal{H}_s^r) = \{ \varsigma_e \cup \varsigma_{w_1} \cup \cdots \cup \varsigma_{w_k} : e = \{v_1, \ldots, v_k\} \in E \}, \]
where \( \varsigma_v = \{v_1, \ldots, v_s\} \) for each vertex \( v \in V(\mathcal{H}) \) and \( \varsigma_e = \{v_1^e, \ldots, v_{r-ks}^e\} \) for each edge \( e \in E(\mathcal{H}) \).

Informally, we may say that \( \mathcal{H}_s^r \) is obtained from a base hypergraph \( \mathcal{H} \), by replacing each vertex \( v \in V(\mathcal{H}) \) by a set \( \varsigma_v \) of cardinality \( s \), and by adding a set \( \varsigma_e \) with \( r - ks \) new vertices to each edge \( e \in E(\mathcal{H}) \). For simplicity, we will denote \( \mathcal{H}_r = \mathcal{H}_1^r \) and \( \mathcal{H}_s = \mathcal{H}_s^{ks} \), so \( \mathcal{H}_s^r = (\mathcal{H}_s)^r \).

Example 5.2. The power hypergraph \((P_4)_2^5\) of the path \( P_4 \) is illustrated in Figure 3.

![Figure 3. The power hypergraph \((P_4)_2^5\).](image)

Remark 5.3. Let \( \mathcal{H} \) be a \( k \)-graph with \( n \) vertices, \( m \) edges having signless Laplacian eigenvalues \( \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_t \geq \lambda_{t+1} = \cdots = \lambda_n = 0 \). According to [5], we have:

For \( r > ks \) the eigenvalues of \( Q(\mathcal{H}_s^r) \) are \( s\lambda_1 + r - ks, \ldots, s\lambda_t + r - ks, \) and \( r - ks \) with multiplicity \( m - t \), and 0 with multiplicity \( (r - ks - 1)m + sn \).
Theorem 28. Let $\mathcal{H}$ be a $k$-graph with $n$ vertices and $m$ edges. For integers $s \geq 1$ and $r > ks$, we have that

(a) If $r - ks > d(\mathcal{H}_s)$, then $\text{QE}(\mathcal{H}_s^r) = 2rm \left(1 - \frac{m}{ns + (r - ks)m}\right) > 2ksm$.

(b) If $r - ks = d(\mathcal{H}_s)$, then $\text{QE}(\mathcal{H}_s^r) = 2ksm$.

(c) If $r - ks < d(\mathcal{H}_s)$, then $\text{QE}(\mathcal{H}_s^r) < 2ksm$.

Proof. First of all, we notice that $d(\mathcal{H}_s) = \frac{rm}{|V(\mathcal{H}_s)|}$, where $|V(\mathcal{H}_s)| = ns + (r - ks)m$.

Now, let $t$ be the number of positive eigenvalues of $\mathbf{Q}(\mathcal{H})$, thus

$$\text{QE}(\mathcal{H}_s^r) = \sum_{i=1}^{t} s\lambda_i(\mathcal{H}) + \sum_{i=t+1}^{m} (r - ks) - \frac{rm}{|V(\mathcal{H}_s)|} + \sum_{i=m+1}^{|V(\mathcal{H}_s)|} \frac{rm}{|V(\mathcal{H}_s)|}.$$

For item (a), let $r - ks > d(\mathcal{H}_s)$, so

$$\text{QE}(\mathcal{H}_s^r) = \sum_{i=1}^{t} s\lambda_i(\mathcal{H}) + \sum_{i=t+1}^{m} (r - ks) - \frac{rm}{|V(\mathcal{H}_s)|} + \sum_{i=m+1}^{|V(\mathcal{H}_s)|} \frac{rm}{|V(\mathcal{H}_s)|} = ksm + m(r - ks) - \frac{rm^2}{|V(\mathcal{H}_s)|} + |V(\mathcal{H}_s)| - m \frac{rm}{|V(\mathcal{H}_s)|} = 2rm \left(1 - \frac{m}{r}\right) > 2rm \left(1 - \frac{m}{r}\right) = 2ksm.$$

Now, for item (b), let $r - ks = d(\mathcal{H}_s)$, so

$$\text{QE}(\mathcal{H}_s^r) = \sum_{i=1}^{t} s\lambda_i(\mathcal{H}) + \sum_{i=t+1}^{m} \frac{rm}{|V(\mathcal{H}_s)|} = ksm + (|V(\mathcal{H}_s)| - m) \frac{rm}{|V(\mathcal{H}_s)|} = ksm + nm \left(1 - \frac{m}{|V(\mathcal{H}_s)|}\right) = ksm + nm \left(1 - \frac{m}{r}\right) = 2ksm.$$

Finally, for item (c), let $r - ks < d(\mathcal{H}_s)$, so

$$\text{QE}(\mathcal{H}_s^r) < \sum_{i=1}^{t} s\lambda_i(\mathcal{H}) + \sum_{i=t+1}^{m} \left(\frac{rm}{|V(\mathcal{H}_s)|} - (r - ks)\right) + \sum_{i=m+1}^{|V(\mathcal{H}_s)|} \frac{rm}{|V(\mathcal{H}_s)|} = ksm + \frac{rm^2}{|V(\mathcal{H}_s)|} - m(r - ks) + (|V(\mathcal{H}_s)| - m) \frac{rm}{|V(\mathcal{H}_s)|} = 2ksm.$$

Therefore, the result follows. \Box

Lemma 29. Let $\mathcal{H}$ be a $k$-graph. For integers $r \geq k$ and $s \geq 1$, we have

$$\mathbf{A}(\mathcal{L}(\mathcal{H}^r)) = \mathbf{A}(\mathcal{L}(\mathcal{H})) \quad \text{and} \quad \mathbf{A}(\mathcal{L}(\mathcal{H}_s)) = s\mathbf{A}(\mathcal{L}(\mathcal{H})).$$

Proof. For the first equality, we observe that the number of hyperedges, and the connections between it, do not change by adding new vertices. So, the line multigraph of $\mathcal{H}$ is the same as the line multigraph of $\mathcal{H}^r$ and consequently $\mathbf{A}(\mathcal{L}(\mathcal{H})) = \mathbf{A}(\mathcal{L}(\mathcal{H}^r))$.

For the second equality, we notice that change each vertex for a set of cardinality $s$, do not change the number of hyperedges. Further, we observe that, if two hyperedges are disjoint in $\mathcal{H}$, they must remain disjoint in $\mathcal{H}_s$, but if two hyperedges had $t$ common
vertices in the base $k$-graph, then they will have $st$ common vertices in the power hypergraph. Therefore, if two vertices have $t$ common edges in $\mathcal{L}(\mathcal{H})$, these vertices should have $st$ common edges in $\mathcal{L}(\mathcal{H}_s)$. That is, $A(\mathcal{L}(\mathcal{H}_s)) = sA(\mathcal{L}(\mathcal{H}))$. □

**Proposition 30.** Let $\mathcal{H}$ be a $k$-graph. For integers $s \geq 1$ and $r \geq ks$, we have

$$P_{\mathcal{L}(\mathcal{H}_s)}(\lambda) = s^m P_{\mathcal{L}(\mathcal{H})}(\lambda/s).$$

That is, $\lambda$ is an eigenvalue of $A(\mathcal{L}(\mathcal{H}))$, if and only if, $s\lambda$ is an eigenvalue of $A(\mathcal{L}(\mathcal{H}_s^r))$.

**Proof.** We notice that

$$P_{\mathcal{L}(\mathcal{H}_s)}(\lambda) = \det (\lambda I - A(\mathcal{L}(\mathcal{H}_s^r))) = \det (\lambda I - A(\mathcal{L}(\mathcal{H}_s)))$$

$$= \det (\lambda I - sA(\mathcal{L}(\mathcal{H}))) = s^m \det (\lambda/s I - A(\mathcal{L}(\mathcal{H}))) = s^m P_{\mathcal{L}(\mathcal{H})}(\lambda/s).$$

Therefore, we conclude the result. □

**Theorem 31.** Let $\mathcal{H}$ be a $k$-graph. If $s \geq 1$ and $r \geq ks$ are integers, then

$$E(\mathcal{L}(\mathcal{H}_s^r)) = sE(\mathcal{L}(\mathcal{H})).$$

**Proof.** According to Proposition 30, we have

$$E(\mathcal{L}(\mathcal{H}_s^r)) = \sum_{i=1}^{m} |\lambda_i(\mathcal{L}(\mathcal{H}_s^r))| = \sum_{i=1}^{m} |s\lambda_i(\mathcal{L}(\mathcal{H}))| = sE(\mathcal{L}(\mathcal{H})).$$

Therefore, the result follows. □

**Lemma 32** (Lemma 4, [5]). Let $\mathcal{H}$ be a $k$-graph and $\mathcal{L}(\mathcal{H})$ its line graph. If $u \in V(\mathcal{L}(\mathcal{H}))$ is a vertex obtained from the edge $e \in E(\mathcal{H})$, then $d_{\mathcal{L}}(u) = \sum_{v \in e} (d_{\mathcal{H}}(v) - 1)$.

**Lemma 33.** Let $\mathcal{H}$ be a $k$-graph with $n$ vertices and $m$ edges. If $m_{\mathcal{L}}$ is the number of edges from the line multigraph $\mathcal{L}(\mathcal{H})$, then $m_{\mathcal{L}} = \frac{1}{2}(Z(\mathcal{H}) - km)$.

**Proof.** By Lemma 32, we have

$$2m_{\mathcal{L}} = \sum_{v \in V(\mathcal{L}(\mathcal{H}))} d_\mathcal{L}(v) = \sum_{e \in E(\mathcal{H})} \left( \sum_{u \in e} (d_{\mathcal{H}}(u) - 1) \right) = \sum_{u \in V(\mathcal{H})} d_{\mathcal{H}}(u)(d_{\mathcal{H}}(u) - 1)$$

$$= \sum_{u \in V(\mathcal{H})} d_{\mathcal{H}}(u)^2 - \sum_{u \in V(\mathcal{H})} d_{\mathcal{H}}(u) = Z(\mathcal{H}) - km$$

Therefore, the result follows. □

**Lemma 34** (Theorem 5.2, [18]). If $\mathcal{G}$ is a graph with $m$ edges, then $2\sqrt{m} \leq E(\mathcal{G}) \leq 2m$.

A hypergraph is linear, if each pair of edges has at most one common vertex.

**Theorem 35.** If $\mathcal{H}$ is a linear $k$-graph with $n$ vertices and $m$ edges, then

$$\sqrt{2s^2(Z(\mathcal{H}) - km)} \leq E(\mathcal{L}(\mathcal{H}_s^r)) \leq s(Z(\mathcal{H}) - km).$$

**Proof.** First note, if $\mathcal{H}$ is linear, then $\mathcal{L}(\mathcal{H})$ is a graph, so by Lemma 34 we have

$$2\sqrt{m_{\mathcal{L}}} \leq E(\mathcal{L}(\mathcal{H})) \leq 2m_{\mathcal{L}} \Rightarrow 2s\sqrt{m_{\mathcal{L}}} \leq E(\mathcal{L}(\mathcal{H}_s^r)) \leq 2sm_{\mathcal{L}}.$$  

Now by Lemma 33, we have

$$2s\sqrt{\frac{1}{2}(Z(\mathcal{H}) - km)} \leq E(\mathcal{L}(\mathcal{H}_s^r)) \leq 2s \left( \frac{1}{2}(Z(\mathcal{H}) - km) \right).$$

Thus we prove the result. □
ACKNOWLEDGMENTS

This work is part of doctoral studies of K. Cardoso under the supervision of V. Trevisan. K. Cardoso is grateful for the support given by Instituto Federal do Rio Grande do Sul (IFRS), Campus Feliz. V. Trevisan acknowledges partial support of CNPq grants 409746/2016-9 and 303334/2016-9, CAPES (Proj. MATHAMSUD 18-MATH-01) and FAPERGS (Proj. PqG 17/2551-0001).

REFERENCES

[1] Akbari, S., Ghorbani, E., and Zare, S. Some relations between rank, chromatic number and energy of graphs. Discrete Mathematics 309 (2009), 601–605.
[2] Banerjee, A. On the spectrum of hypergraphs. arXiv:1711.09965v3 (2019).
[3] Bapat, R., and Pati, S. Energy of a graph is never an odd integer. Bull. Kerala Math. Assoc. 1 (2004), 129–132.
[4] Cardoso, K., Hoppen, C., and Trevisan, V. The spectrum of a class of uniform hypergraphs. arXiv:1909.00234v1 (2019).
[5] Cardoso, K., and Trevisan, V. The signless laplacian matrix of hypergraphs. arXiv:1909.00246v1 (2019).
[6] Cooper, J., and Dutle, A. Spectra of uniform hypergraphs. Linear Algebra Appl. 436 (2012), 3268–3292.
[7] Cvetković, D., Doob, M., and Sachs, H. Spectra of Graphs: Theory and Application. Academic Press, 1980.
[8] Duttweiler, L., and Reff, N. Spectra of cycle and path families of oriented hypergraphs. Linear Algebra Appl. 578 (2019), 251–271.
[9] Feng, K., Ching, W., and Li, W. Spectra of hypergraphs and applications. Journal of number theory 60 (1996), 1–22.
[10] Gutman, I. The energy of a graph. Ber. Math.-Statist. Sekt. Forschungsz. Graz 103 (1978), 1–22.
[11] Gutman, I., and Das, C. The first zagreb index 30 years after. MATCH Commun. Math. Comput. Chem. 50 (2004), 8392.
[12] Gutman, I., Kiani, D., and Mirzakhah, M. On incidence energy of graphs. Communications in Mathematical and in Computer Chemistry 62 (2009), 573–580.
[13] Gutman, I., Kiani, D., Mirzakhah, M., and Zhou, B. On incidence energy of a graph. Linear Algebra and its Applications 431 (2009), 1223–1233.
[14] Gutman, I., Robbiano, M., Martins, E., Cardoso, D., Medina, L., and Rojo, O. Energy of line graphs. Linear Algebra and its Applications 433 (2010), 1312–1323.
[15] Hückel, E. Quantentheoretische beitrag zum benzolproblem. Z. Phys. 70 (1931), 204–286.
[16] Jooyandeh, M., Kiani, D., and Mirzakhah, M. Incidence energy of a graph. Communications in Mathematical and in Computer Chemistry 62 (2009), 561–572.
[17] Kitouni, O., and Reff, N. Lower bounds for the laplacian spectral radius of an oriented hypergraph. Australasian Journal of Combinatorics 74 (2019), 408422.
[18] Li, X., Shi, Y., and Gutman, I. Graph Energy. Springer, 2012.
[19] Nikiforov, V. The energy of graphs and matrices. Journal of Mathematical Analysis and Applications 326 (2007), 1472–1475.
[20] Pinheiro, L. Energia laplaciana sem sinal de grafos. Doctoral thesis - Universidade Federal do Rio Grande do Sul (UFRGS), 2018.
[21] Pirzada, S., and Gutman, I. Energy of a graph is never the square root of an odd integer. Applicable Analysis and Discrete Mathematics 2 (2008), 118–121.

INSTITUTO FEDERAL DO RIO GRANDE DO SUL - CAMPUS FELIZ, CEP 95770-000, FELIZ, RS, BRAZIL
E-mail address: kaue.cardoso@feliz.ifrs.edu.br

INSTITUTO DE MATEMÁTICA E ESTATÍSTICA, UFRGS, CEP 91509-900, PORTO ALEGRE, RS, BRAZIL
E-mail address: trevisan@mat.ufrgs.br