Action Extraction Based on Open IE
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Abstract. A centre challenge in enhancing usage of natural language text is most sentences are barely clearly shows useful information for relation extraction, event extraction, etc. However, information cross sentences or even cross documents bounded together may produce better results. We bring action extraction based on open IE results to extract actions as meta results. It not only presents what an entity did and will do, but also provides an important foundation of producing conclusive results by using statistics and deduction. By using action extraction, we dramatically generate vast mention pairs we called weak relation which means the pair of mentions exist in the same action. This paper is focus on constructing a knowledge base not only with relations, but also actions so that we can do more work in future.

1. Introduction and Related Work

Since Open IE [1] comes out, many researchers has tried to use it on Information Extraction to improve utilization of natural, unstructured language. Most of open IE related works are focus on extracting entities and relations from the web [2]. There are many papers and systems are focus on improving performance [3–6] of open IE. The occurrence of open IE shows possibility of doing information extraction on open domain data. And many researchers are using open IE as intermediate results for specific tasks, such as Relation Extraction [7,8]. However, the utilization of natural language is still small. For example, open IE on relation Extraction can only use about 10% of tuples (1 million of 11.3 million [1]) to extract given relations. The rest of tuples are useless because of the limit of relations or lack of evidence to show relation between entities in this sentence. The reason of this kind of waste is because a sentence mostly shows one-sided or just a hint of the relations between two entities. Therefore, it is hard to correctly assert relation in one sentence. But, like detective solving case, they can deduce relations between two people based on multi "evidences". Therefore, we are trying to focus on cross-sentence and cross-document information extraction. The extremely urgent procedure we need to do, is to find a structure to store “evidences” for afterward offline process which can combine evidences for analysis and deduction.

When we analysis Stanford CoreNLP open IE [5] results, we found the meaningful tuples(evidences) are mostly described actions of Named Entity. The world is described by a set of temporally qualified actions outlining what is known about the past, present, and future. [9] In this paper, we bring the conception of action into natural language processing field. There are at least two major features of actions which are meaningful for natural language processing:

- Actions that involve at least one Named Entity or Named Entity Mention;
- Actions that describe a dynamic perspective [9] of the world (static perspective actions can
be defined as property of a named Entity. E.g., Donald Trump is president of USA.)

Additionally, actions would be more meaningful if contains time and location when and where they happened.

Action in NLP is different from event. Action focus on every kinds of dynamic perspective of acts while Event only focus on specific acts which are pre-defined as “event type” [10], such as Life, Movement, Transaction, Business, etc. Event Extraction pays attention on the most major events of entities. Therefore, EE ignored most of actions which are not that important. (e.g. Alice plays basketball with Bob in NYU in Sunday).

This paper also brings a way to store action in knowledge base. Nowadays, people are tend to use RDF – the smallest data unit of World Wild Web [11] as scale for knowledge base construction. In the most fundamental form, RDF involves mostly two entities (as subject and object) and one description(predicate) to describe connection between subject and object. But in action, it will involve many arguments which are all requisite for describing an action. In a RDF-based knowledge base, we defined a new type of virtual nodes to describe action as a named Entity so that all arguments would be the relation or property of Virtual Action Node.

Actions Extraction is pretty much like Semantic Role Labelling(SRL) to label different arguments associated with verbs [12]. However, SRL have distinct roles for different predicate while Action Extraction using the common roles to represent different predicates. Open IE is closely referred to SRL [13,14] to extract arguments from sentences. However, SRL systems traditionally rely on syntactic parsers, which makes them susceptible to parser errors and substantially slower than Open IE systems [7]. Still, the connection between open IE and SRL are tied. In 2010, Janara Christensen [15] represents a method to improve Open IE performance by using SRL. After observation of Open IE results, we found SRL arguments are well extracted into binary tuples which connected with same predicate. Therefore, we try to reverse the application by using open IE results to generate SRL-liked structure action.

Action is a common description so that we divided their arguments as follows:

- Subject, the sender of action
- Predicate, the concrete description of action, usually a verb, and can be both passive and active.
- Object, the receiver of action
- Time, the specific time that action connected
- Location, the specific location that action involves
- Other Argument, arguments which cannot be classified as above but useful

Figure 1 demonstrates an example of action storage structure in Knowledge Base. As we can see, one action can have multi subjects, objects, time, location.
Also, in this paper, we bring OAE, (OpenIE-based Action Extractor), an action extractor based on open IE technique of the Stanford CoreNLP.

Natural Language Processing ToolKit [16], which can detect action and classify action arguments to those six arguments above from unstructured text.

Section 1 introduces motivation of this paper and analyzes previous work. In the remainder of the paper is organized as follows. Section 2 represents one novel way of processing natural language, especially action extraction. Section 3 reports on our experimental results and analysis. Section 4 concludes with a summary and discussion of future work.

2. OpenIE-based Action Extraction

The key idea of OAE is using the good constructor of open IE results which contains action arguments in a triple tuple way. CoreNLP provides the meta results for extracting and classifying action arguments into six kinds arguments: subject, predicate, object, time, location, other. By exploiting open IE’s features, we can easily generate a domain-independent extractor for actions. OAE has five steps to extract and store actions.

2.1. Tuple Generator

The generator generates open IE results for natural, unstructured language by using Stanford CoreNLP Toolkits. We opened Anaphora Resolution in paragraph level for replacing subject and object of tuple which is pronoun to improve utilization rate of texts. The results are expressed as below:

$$(t^1_1, t^1_2, t^1_3, \ldots, t^1_n)$$

In (1), subscript of t is group id, superscript of t is tuple id in group.

Knowledge base tend to construct an entity-level base for storing entity relations and properties whereas the tuple arguments are not simply entity but also contains modifier of entity. Therefore, we reduce arguments to basic core word when the core word is a named entity, and regard modifiers as title, occupation or dropped.

2.2. Tuple Grouper

Gabor Angeli [5] mentioned that open IE in CoreNLP is not simply representing tuples with independent clauses, but also tried to shorten arguments more likely to be useful for downstream applications by using natural logic framework. Therefore, open IE represents all possible correct
results for arguments with various level of information. We choose four features to show if two tuples described the same argument:

- Core word offset of tuple subject
- Core word offset of tuple predicate
- Core word offset of tuple object
- Last word offset of tuple predicate if it is preposition

So, the tuples describing same arguments will be grouped together (results are shown in Table 1).

| Group ID | Tuple ID | Candidates |
|----------|----------|------------|
| 1        | 1        | <Donald-0, attend-5, meeting-8> |
| 1        | 2        | <Donald-0, attend-5, great-7 meeting-8> |
| 2        | 1        | <his-2 wife-4, attend-5, meeting-8> |
| 2        | 2        | <his-2 wife-4, attend-5, great-7 meeting-8> |
| 2        | 3        | <his-2 beautiful-3 wife-4, attend-5, meeting-8> |
| 2        | 4        | <his-2 beautiful-3 wife-4, attend-5, great-7 meeting-8> |

The way to find core word is using dependency parse to judge each word if its governor is inside the same tuple arguments. Figure 2 shows that Donald is governor of wife and is not part of tuple subject in \( t_3 \), so that wife is the core word. The tuple grouping result obtaining an accuracy of 100% in manually labeled 589 sentences which contains at least one action.

2.3. Tuple Selector

Tuples in the same group describes the same arguments with different level of information. Therefore, we need to choose one tuple for each group which is best correspond to the principle: On the premise of keeping semantic integrity, the shorter one is the better one.

Since we already processed tuple arguments which core word is Named Entity, we shall concentrate on the other side. After our analysis of the result of open IE, we found that named entities (Table 2) are preferred to be kept, and proper nouns (NNP) and numeric words (Table 3) are also worth saving. Include means amount of words the best result contained more than the closest shorter one than best, whereas exclude shows the longer one contained words need to drop to produce best result. Besides, we found that tuple with prepositional phrase contains more valuable information than the ones without. Thus, the method we use is to keep all numeric words, named entities, proper nouns and prepositional phrase while as short as possible.

| Group ID | Tuple ID | Candidates |
|----------|----------|------------|
| 1        | 1        | <Donald-0, attend-5, meeting-8> |
| 1        | 2        | <Donald-0, attend-5, great-7 meeting-8> |
| 2        | 1        | <his-2 wife-4, attend-5, meeting-8> |
| 2        | 2        | <his-2 wife-4, attend-5, great-7 meeting-8> |
| 2        | 3        | <his-2 beautiful-3 wife-4, attend-5, meeting-8> |
| 2        | 4        | <his-2 beautiful-3 wife-4, attend-5, great-7 meeting-8> |

Table 2: Named Entity Type of words tend to include or exclude for getting best answers

|          | person | location | organization | time |
|----------|--------|----------|--------------|------|
| include  | 37     | 52       | 43           | 17   |
| exclude  | 4      | 7        | 4            | 0    |
Table 3: Part-of-Speech of words tend to include or exclude for getting best answers

|     | nnp | num | adj  | adv | verb | nn  | in(to) | other |
|-----|-----|-----|------|-----|------|-----|--------|-------|
| include | 28  | 7   | 24   | 3   | 2    | 66  | 69     | 9     |
| exclude | 1   | 0   | 50   | 11  | 11   | 6   | 6      | 4     |

We demonstrate a novel method to retrieve the best tuple in one tuple group by constructing multi-tree to present tuple object hierarchical overlapping relationships among tuples after shortening subject and predicate:

**Step1.** Construct a multi-tree of tuples in one group while fitting the principle below.

\[ t^i_{child} = t^k_{child} \text{ if and only if } \]
\[ \text{overlap}(t^i_{object}, t^k_{object}) = t^k_{object} \text{ and overlap}(t^i_{object}, t^k_{object}) \neq t^k_{object}(x \neq j, k) \]

Overlap is Longest Common Subsequence \[17\] algorithm to find overlapping words of two string. The principle ensures that the inclusion relations are hierarchically.

**Step2.** Remove edges which lead the result of dropping key words like word.pos = nnp, word.nerType ≠ O, word.lemma contains digit and word is preposition.

**Step3.** Get all leaf node tuples as candidate results of the best result. Mostly, candidate result set contains only one result. If not, we choose the shortest one as the best result.

2.4. Action Grouper
In this step, we are going to cluster tuples into action level which describe the same action. The results are easily divided to different actions by using core word offset of predicate, because an action is about the arguments with same predicate.

2.5. Action Argument Classifier
The decisive step for action extraction is action argument identification to divide tuple arguments into action arguments as subject, predicate, object, time, location, and other.

By using Open IE as intermediate result, we found that tuple subject is absolutely action subject, and predicate is absolutely action predicate. So, we only need to classify tuple object to action arguments.

Action arguments are partly depended on dependency parse results. We assume tuple object classification is about object core word classification and other words in tuple object are modifier of core word. Therefore, we build an action argument classifier, which predicates which kind of argument a tuple object is. We use manually labeled 600 action tuples mentioned before to get argument type from each tuple.

For learning, we use Support Vector Machines \[18\]. The features used include: which preposition the predicate ends with, dependency type from preposition to, dependency type from the core word to, tuple object core word dependency. We compare the classifier to a basic method: use only dependency of tuple object core word to decide which type of argument object be.

3. Evaluation
To evaluate the ability of our approach to extract action, we analysis the outcome of OAE with 4 aspects below:

**Argument selection in Group:** Our method for argument selection in group in our manually labeled data bring the result of 84.4% accuracy (Figure 3) and steadily remains around 84.4% with randomly selected actions in size of 100, 200, 300. Comparing method selected results to labeled correct results, we found that most of the wrong results are due to few adjectives having semantic shift impact being removed by mistake. For example, “Alice became a rich man yesterday.” brings results of \(< Alice, become, rich man >\) and \(< Alice, become, man >\), the meaning of sentence has semantic shift impact while removing the adjective “rich”.


Argument classification: argument types are subject, predicate, object, time, location, other. For tuple object argument classification, we randomly select 500 actions as training data and 100 actions left as test set. results are shown in Table 3. We can see the classifier obtains a 13% increase in F1 score average. Also, the figure shows SVM classifier is better than dependency classifier in most arguments by increasing their recall figure as well as their accuracy. We assume it’s because that the pattern for classifying different argument is different features combined together other than dependency itself.

Weak Relations: entities bounded in the same action could represent connection between them but cannot easily fill into pre-defined relation slot. However, we still define it as weak relation as “evidence” of deducing relations between two entities afterward with enough statistics and deduction evidences. Table 4 presents that result gets 1142 mention pairs which are bounded in one action while Stanford’s Distantly-Supervised Slot-Filling System [19] only detected 84 relations. It reveals the possibility of connecting entities without pre-defined relation. For example, we don’t know which kind of relation Alice and Bob has, but we know they played basketball together, so that we can bound them with this action and generate a path between them.

4. Conclusion
In this paper, we introduce the definition of action in NLP and the definition of action extraction. Also, we bring a method of action extraction by using open IE results (OAE). Different from other applications of using open IE, we truly improve utilization rate of unstructured text by using action extraction because of extra tuples presenting action being extracted and stored.

This paper also shows advantage of storing action in knowledge base. Knowledge base tried to store everything. However, because of knowledge basic structure and the KB storage and query structure, knowledge graph required a more structured way to store information. We bring virtual node “action” to connect all action arguments, so that entities involved in one action can be connected by this node as weak relation, a co-occurrence relation based on semantic information. Our statistics shows that action could connect 1142 entity pairs, and action data can be dependency of deduction, ontology generation, etc.
Table 4 results of argument classification

|                      | subject | predicate | object | time | location | average |
|----------------------|---------|-----------|--------|------|----------|---------|
| correct result number| 121     | 100       | 90     | 15   | 34       | -       |
| dependency result number | 107  | 100       | 102    | 15   | 25       | -       |
| accuracy             | 100     | 100       | 72.55  | 46.67| 66.67    | 77.18   |
| recall               | 88.43   | 100       | 85.06  | 46.67| 48.5     | 73.73   |
| F1                   | 93.9    | 100       | 78.3   | 46.67| 56.14    | 75.00   |
| svm with multiple features result number | 117  | 100       | 96     | 16   | 27       | -       |
| accuracy             | 94.02   | 100       | 89.58  | 75.00| 77.78    | 87.28   |
| recall               | 90.91   | 100       | 95.56  | 80.00| 84.00    | 90.09   |
| F1                   | 92.44   | 100       | 92.47  | 77.42| 80.77    | 88.62   |

In the future, we are going to seek the method of judging semantic impact of each word in one sentence so that we can get better outcomes from argument selection in group. We will also focus on using action extraction as meta data to deduce final relation between two entities after we finish our cross-document entity linking research.
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