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Abstract

We study the problem of heavy-tailed mean estimation in settings where the variance of the data-generating distribution does not exist. Concretely, given a sample $X = \{X_i\}_{i=1}^n$ from a distribution $D$ over $\mathbb{R}^d$ with mean $\mu$ which satisfies the following weak-moment assumption for some $\alpha \in [0, 1]$: 

$$\forall \|v\| = 1 : \mathbb{E}_{X \sim D}[|\langle X - \mu, v \rangle|^{1+\alpha}] \leq 1,$$

and given a target failure probability, $\delta$, our goal is to design an estimator which attains the smallest possible confidence interval as a function of $n, d, \delta$. For the specific case of $\alpha = 1$, foundational work of Lugosi and Mendelson exhibits an estimator achieving subgaussian confidence intervals, and subsequent work has led to computationally efficient versions of this estimator. Here, we study the case of general $\alpha$, and establish the following information-theoretic lower bound on the optimal attainable confidence interval:

$$\Omega\left(\sqrt{\frac{d}{n}} + \left(\frac{d}{n}\right)^{\frac{1+\alpha}{2}} + \left(\frac{\log 1/\delta}{n}\right)^{\frac{\alpha}{1+\alpha}}\right).$$

Moreover, we devise a computationally-efficient estimator which achieves this lower bound.
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1 Introduction

We aim to solve a fundamental problem in statistical inference—mean estimation—under minimal assumptions. Formally, we seek the tightest confidence interval (up to constants) achievable for the problem of mean estimation, equipped solely with a weak moment assumption on the \( X_i \) (say, when \( X_i \) are drawn from a multivariate t-distribution):

**Problem 1.1.** Consider a sequence of \( n \) i.i.d. vectors from a distribution \( D \) over \( \mathbb{R}^d \) with mean \( \mu \) satisfying the following weak moment condition for some \( 0 \leq \alpha \leq 1 \):

\[
\forall v \in \mathbb{R}^d, \|v\| = 1 : \mathbb{E} \left[ |\langle v, X_i - \mu \rangle|^{1+\alpha} \right] \leq 1, \quad \forall i \in \{1, \ldots, n\}. \tag{MC}
\]

Given a confidence level \( \delta > 0 \), output an estimate \( \hat{\mu} \) with the smallest radius \( r_\delta \) satisfying:

\[
P \{ \|\hat{\mu} - \mu\| > r_\delta \} \leq \delta.
\]

For the case of \( \alpha = 1 \), this amounts to an assumption on the spectral norm of the covariance matrix of the distribution \( D \). Even in this special case, estimators with optimal confidence interval, \( r_\delta \), were only recently discovered ([LM19a, CG17]), building upon the one-dimensional median-of-means (MoM) framework introduced in [NY83]. These estimators achieve the following rate:

\[
r_\delta = O \left( \sqrt{\frac{d}{n}} + \sqrt{\frac{\log 1/\delta}{n}} \right).
\]

Unfortunately, however, there is no known polynomial-time algorithm to compute the estimators proposed in these papers. Computationally-efficient estimators achieving the optimal confidence interval were first proposed in [Hop20] based on the sum-of-squares family of semidefinite relaxations of the estimator from [LM19a]. By combining these ideas with an algorithm based on gradient descent, faster mean estimators were subsequently developed in [CFB19]. Perhaps surprisingly, this line of work shows as long as the variance of the random vector exists, neither statistical nor computational efficiency is necessarily sacrificed when estimating \( \mu \). In particular, the dependence on \( d, n, \delta \) of the confidence interval for MoM estimators, when the samples have bounded second moments, exactly matches the optimal dependence on \( d, n, \delta \), when the samples \( X_i \) are Gaussian.

When \( \alpha < 1 \), the situation is markedly different. In the one-dimensional case, the (optimal) achievable radius satisfies [DLO16]:

\[
r_\delta = O \left( \frac{\log 1/\delta}{n} \right)^{\frac{\alpha}{1+\alpha}},
\]

which can be achieved by a univariate MoM-style estimator. Even in one dimension, the lack of a second moment degrades the information-theoretic bound with respect to both \( n \) and \( \delta \). Unlike the case \( \alpha \geq 1 \), Gaussian-like confidence intervals cannot be obtained in this regime. Moreover, in \( d \) dimensions, there is very little known about the optimal achievable radius save for the fact that one can obtain the following trivial rate by applying the univariate estimator coordinate-wise:\footnote{This follows by the triangle inequality and union bound.}

\[
r_\delta = \tilde{O} \left( \sqrt{d} \left( \frac{\log 1/\delta}{n} \right)^{\frac{\alpha}{1+\alpha}} \right).
\]
Two natural questions thus present themselves. First, in the regime where \( \alpha < 1 \), what is minimax-optimal rate for mean estimation in higher dimensions? Second, can this (hitherto unknown) rate also be achieved in polynomial time?

The primary contribution of the current paper is to present sharp answers to both of these questions. These answers are contained in the following two theorems, the first of which presents a rate that is achievable by a polynomial-time algorithm and the second of which establishes the optimality of this rate.

**Theorem 1.2.** Let \( X = X_1, \ldots, X_n \) be iid random vectors with mean \( \mu \), satisfying the weak moment assumption (MC) for some known \( \alpha > 0 \). There is a polynomial-time algorithm which, when given inputs \( X \) and a target confidence \( \delta > 2^{-\frac{d}{1000}} \), returns a point \( x^* \) satisfying:

\[
\|x^* - \mu\| \leq 10^8 \left( \sqrt{\frac{d}{n}} + \left( \frac{d}{n} \right)^{\frac{\alpha}{1 + \alpha}} + \left( \frac{\log 1/\delta}{n} \right)^{\frac{\alpha}{1 + \alpha}} \right),
\]

with probability at least \( 1 - \delta \).

Theorem 1.2 is based on a two-stage estimation procedure. In the first step, the set of inputs \( X \) is truncated to discard samples that are too far from the empirical centroid of \( X \). The second step uses an estimation-to-testing framework for heavy-tailed estimation [CFB19] by first setting up a testing problem which decides if a candidate mean is close to the true mean \( \mu \) and, subsequently, using this procedure to improve the estimate. By iterating this procedure, we eventually converge to a good approximation of the true mean.

Our second main result is a matching minimax lower bound establishing the optimality of the rate in Theorem 1.2.

**Theorem 1.3.** Let \( n > 0 \) and let \( \delta \in \left( e^{-\frac{d}{n}}, \frac{1}{4} \right) \). Then there exists a set of distributions \( F \) over \( \mathbb{R}^d \) such that each \( D \in F \) obeys the weak moment condition (MC) for some \( \alpha > 0 \), and any estimator \( \hat{\mu} \) satisfies:

\[
\mathbb{P}_{D \in F} \left\{ \|\hat{\mu}(X) - \mu(D)\| \geq \frac{1}{24} \cdot \max \left( \left( \frac{d}{n} \right)^{\frac{\alpha}{1 + \alpha}}, \sqrt{\frac{d}{n}}, \left( \frac{\log 2/\delta}{n} \right)^{\frac{\alpha}{1 + \alpha}} \right) \right\} \geq \delta,
\]

where the data \( X \) are generated iid from \( D \).

The main challenge in proving Theorem 1.3 lies in obtaining tight dependence on dimension. The proof begins by using a standard reduction from estimation to testing for proving minimax rates [see, for example, Wai19, Chapter 15]. We then avoid traditional Fano-style information-theoretic approaches, however, in establishing difficulty of the testing problem. We instead take a Bayesian approach and use a carefully chosen set of discrete distributions to instantiate the testing problem, allowing us to establish a sharp dependence on dimension in our lower bound, once various technical challenges are surmounted.

Together, Theorem 1.2 and Theorem 1.3 have the following implications for the problem of mean estimation without a variance:

- In the case in which the failure probability \( \delta \) is a constant, our upper and lower bounds simplify to \( O(\sqrt{d/n} + (d/n)^{\alpha/(1+\alpha)}) \). Interestingly, Theorem 1.2 and Theorem 1.3 reveal the existence of a phase transition in the estimation rate when \( n \asymp d \)—the estimation rate is dominated by \( \sqrt{d/n} \) when \( n \lesssim d \) and \( (d/n)^{\alpha/(1+\alpha)} \) when \( n \gtrsim d \).
• While it is established in [DLLO16] that it is impossible to obtain subgaussian rates in this setting even in one dimension, our results reveal a decoupling between the terms depending on the failure probability and the dimension that parallels the finite-variance case (where $\alpha = 1$).

• Finally, our results also extend to the more general problem of mean estimation under adversarial corruption, which has received much recent attention in both the computer science and statistics communities. In this setting, an adversary is allowed to inspect the data points and arbitrarily corrupt a fraction $\eta$ of them. We recover the mean up to an error of $O(\eta^{\alpha/(1+\alpha)})$ which is information-theoretically optimal (Theorem F.1). Furthermore, as a consequence of Theorem 1.3, our sample complexity of $O(d/\eta)$ is also optimal.

The main technical challenge in establishing our upper bound is the analysis of the estimation-to-testing framework of [CFB19] in the weak-moment setting. The analysis in [CFB19] makes critical use of the decomposition of the variance of sums of independent random variables which does not hold in our setting. This allows tight control of the second moments of $\sum_{i=1}^n X_i$ and $\|X - \mu\|$, which are crucial to that analysis. Despite the lack of such decompositions for weak moments, we establish tight control over the appropriate quantities allowing us to establish our optimal recovery guarantees.

Similarly, the presence of weak moments also complicates the task of establishing a matching lower bound with tight dependence on the dimension $d$. The main difficulty is in proving the optimality of the dimension-dependent term, $(d/n)^{\alpha/(1+\alpha)}$. For the specific case where $\alpha = 1$, the lower bound may be proved within the estimation-to-testing framework by utilizing a distribution over a well-separated collection of Gaussian distributions. However, this approach fails for the weak-moment mean estimation problem; indeed, hypercontractivity properties of Gaussian distributions ensure a bounded variance leading to a lower bound that scales as $1/\sqrt{n}$ as opposed to the slower rate $n^{-\alpha/(1+\alpha)}$. To prove our lower bound, we instead use a collection of carefully chosen distributions with discrete supports whose means are separated by $O((d/n)^{\alpha/(1+\alpha)})$. Further challenges arise at this point—if we follow the standard path of bounding the complexity of the testing problem in terms of pairwise $f$-divergences between distributions in the hypothesis set, we obtain vacuous bounds. We instead directly analyze the posterior distribution obtained from the framework and show that random independent samples from the posterior tend to be well separated, yielding our tight lower bound.

2 Related Work

There has been much interest in designing information-theoretically optimal estimators for fundamental inferential tasks under minimal assumptions on the distributions generating the data [NY83, JVV86, AMS99, LM19a, LM20, Hop20, CFB19, CHK20, LM19c, DL19, LIVZ20, Dep20b, Dep20a, LM19b]. In the one-dimensional setting, estimators achieving the information theoretically-optimal subgaussian rate were obtained in the seminal work of [AMS99, JVV86, NY83]. In recent years, focus has shifted towards the high-dimensional setting where one aims for optimal recovery error in terms of the number of samples $n$, the dimension $d$, and the failure probability $\delta$, without making strong distributional assumptions such as Gaussianity. As a consequence of this effort, information-theoretically optimal estimators have been developed for mean estimation [LM19a],
linear regression [LM20] and covariance estimation [MZ20]. However, the estimators proposed in these works lack computationally efficient algorithms to compute them. The first computationally efficient estimator was proposed by [Hop20] and its runtime and analysis were subsequently improved in [CFB19, DL19, LLVZ20]. Subsequently, improved algorithms have been devised for linear regression and covariance estimation [CHK+20]. Most recently, [Dep20b] extended the approach of [LLVZ20] to linear regression, improving on [CHK+20] in settings where the covariance matrix of the data-generating distribution is known. We direct the interested reader to the survey [LM19b] and the references therein for more detailed discussion of this line of research. Note that the optimal recovery guarantee obtainable in all these settings is the subgaussian rate. This is provably not possible in the weak-moment scenario even in the one-dimensional case as evidenced by our lower bound.

Another approach towards achieving distributional robustness which has received much attention in the computer science community is robust estimation under a contamination model. In this setting, an adversary is allowed to inspect a set of data points generated from a well-behaved distribution and can arbitrarily corrupt a fraction \( \eta \) of them according to their choosing. Broadly speaking, the primary goal of this field is to obtain optimal recovery of the underlying parameter as a function of the corruption factor \( \eta \) as opposed to achieving optimal dependence on \( n, d, \delta \). Starting with the foundational works of [Hub64, Tuk60], which obtain information-theoretically optimal (albeit computationally intractable) estimators, computationally efficient estimators are now known for a range of statistical estimation problems in various settings [LRV16, DKK+16, CSV17, SCV18, DKK+17, DKS18, KSS18, DKK+18, DHL19, CDG19]. Since the literature of this field is vast, we restrict ourselves to the specific setting of mean estimation and direct the reader to [DK19] for more context on these developments. For the mean estimation problem under adversarial corruption, this line of work has resulted in estimators which succeed with constant probability, say 2/3, and achieve the optimal recovery error of \( \sqrt{\eta} \) assuming the data is drawn from a distribution with finite covariance [DHL19, CDG19, DL19]. In addition, [LM19c, DL19] achieve this rate along with the optimal dependence on \( \delta \) in the recovery guarantees. A corollary of our work extends these results to the setting where the covariance matrix is not defined.

## 3 Algorithm

In this section, we describe our algorithm for mean estimation problem in the setting of the weak moment condition (MC). We build on the approach of [CFB19] which operates in the setting where the covariance matrix of the distribution generating the data is defined. However, the absence of second moments complicates the design of our algorithm leading to a more intricate procedure. Concretely, our algorithm is comprised of the following three broad stages:

1. **Data Pruning:** First, we compute an initial crude estimate of the mean which is within \( O(\sqrt{d}) \) of \( \mu \) and then proceed to use this estimate to filter out data points which are far from our estimate. This truncation must be chosen carefully to ensure that the mean of the truncated data points still approximates the true mean well. As a consequence, this truncation is a function of \( n, d \) and \( \alpha \). Algorithms 4 and 5 describe this crude estimation procedure and truncation step in greater detail. Intriguingly, this additional thresholding step (which is not
necessary in the \( \alpha = 1 \) case) is critical to achieve the statistically optimal confidence intervals in this scenario.

2. Data Batching: In this stage, the data points that survive the truncation procedure in Algorithm 5 are then divided into \( k \) bins and mean estimates are computed by averaging the set of points in each bin. The number of bins is chosen depending on the desired failure probability, \( \delta \). The precise setting of parameters is described in Algorithm 3.

3. Median Computation: Finally, the bucket estimates, \( Z_i \), produced in the previous stage are aggregated to produce our final estimate of the mean. The procedure to do this follows along the testing-to-estimation framework for robust estimation explored in [CFB19]. Here, one first designs a procedure to test whether a given candidate, \( x \), is close to \( \mu \). Subsequently, a solution to the testing program is then used to improve the estimate. In this setting, one shows that the testing program can be used to estimate both \( \| x - \mu \| \) and an approximation to \( \Delta = \frac{\| x - \mu \|}{\sqrt{1 - \alpha}} \) which may be used to improve our estimate. Algorithms 6 and 7 and Algorithm 2 display the estimation and tuning components of this stage. The testing program is defined in MT and is discussed in more detail subsequently.

Algorithm 1 Mean Estimation

1: \textbf{Input:} Data Points \( X \in \mathbb{R}^{n \times d} \), Target Confidence \( \delta \)
2: \( x^\dagger \leftarrow \text{Initial Mean Estimate}(\{X_1, \ldots, X_{n/2}\}) \)
3: \( Z \leftarrow \text{Produce Bucket Estimates}(\{X_{n/2+1}, \ldots, X_n\}, x^\dagger, \delta) \)
4: \( T \leftarrow 10^6 \log dn \)
5: \( x^* = \text{Gradient Descent}(Z, x^\dagger, T) \)
6: \textbf{Return:} \( x^* \)

Algorithm 2 Gradient Descent

1: \textbf{Input:} Bucket Means \( Z \in \mathbb{R}^{k \times d} \), Initialization \( x^\dagger \), Number of Iterations \( T \)
2: \( x^*, x_0 \leftarrow x^\dagger \) and \( d^*, d_0 \leftarrow \infty \)
3: \textbf{for} \( t = 0 : T \) \textbf{do}
4: \( d_t \leftarrow \text{Distance Estimation}(Z, x_t) \)
5: \( g_t \leftarrow \text{Gradient Estimation}(Z, x_t) \)
6: \textbf{if} \( d_t < d^* \) \textbf{then}
7: \( x^* \leftarrow x_t \)
8: \( d^* \leftarrow d_t \)
9: \textbf{end if}
10: \( x_{t+1} \leftarrow x_t + \frac{1}{2n} d_t g_t \)
11: \textbf{end for}
12: \textbf{Return:} \( x^* \)
Algorithm 3 Produce Bucket Estimates

1: Input: Data Points $X \in \mathbb{R}^{n \times d}$, Mean Estimate $x^+$, Target Confidence $\delta$
2: $Y \leftarrow$ Prune Data$(X, x^+)$
3: $m \leftarrow |Y|$ 
4: $k \leftarrow 4000 \log 1/\delta$
5: Split data points into $k$ buckets with bucket $B_i$ consisting of the points $X_{(i-1)m+1}, \ldots, X_{im}$.
6: $Z_i \leftarrow$ Mean$(B_i) \forall i \in [k]$ and $Z \leftarrow (Z_1, \ldots, Z_k)$
7: Return: $Z$

Algorithm 4 Initial Mean Estimate

1: Input: Set of data points $X = \{X_i\}_{i=1}^n$
2: $\hat{\mu} \leftarrow \arg\min_{X_i \in X} \min \{ r > 0 : \sum_{j=1}^n 1 \{ \|X_j - X_i\| \leq r \} \geq 0.6n \}$
3: Return: $\hat{\mu}$

Algorithm 5 Prune Data

1: Input: Set of data points $X = \{X_i\}_{i=1}^n$, Mean Estimate $x^+$
2: $\tau \leftarrow \max\left(100n^{1/2}d^{-\min\{\frac{1}{2}, 1\}}, 100\sqrt{d}\right)$
3: $C \leftarrow \{X_i : \|X_i - x^+\| \leq \tau\}$
4: Return: $C$

Algorithm 6 Distance Estimation

1: Input: Data Points $Z \in \mathbb{R}^{k \times d}$, Current point $x$
2: $d^* = \arg\max_{r > 0} \text{MT}(x, r, Z) \geq 0.9k$
3: Return: $d^*$

Algorithm 7 Gradient Estimation

1: Input: Data Points $Z \in \mathbb{R}^{k \times d}$, Current point $x$
2: $d^* = \text{Distance Estimation}(Z, x)$
3: $(v, X) = \text{MT}(x, d^*, Z)$
4: $g \leftarrow \text{Top Singular Vector}(X_v)$
5: Return: $g$

As in [Hop20, CFB19], the following polynomial optimization problem and its semidefinite relaxation play a key role in our subsequent analysis. Intuitively, given a test point, $x$, the program searches for a direction (denoted by $v$) such that a large fraction of the bucket estimates, $Z_i$, are far away from $x$ along $v$. Formally, the polynomial optimization problem, parameterized by $x$, $r$ and $Z$, is defined below:

$$\max_{x} \sum_{i=1}^{k} b_i$$

s.t $b_i^2 = b_i$

$$\|v\|^2 = 1$$

$$b_i (\langle v, Z_i - x \rangle - r) \geq 0 \forall i \in [k].$$

(MTE)

The binary variables $b_i$ indicates whether the $i^{th}$ bucket mean $Z_i$ is far away along $v$. Unfortunately, the binary constraints on $b_i$, the restriction of $v$ and the final constraint make this problem
nonconvex and there are no efficient algorithms known to compute it. Accordingly, we work with the semidefinite relaxation defined as follows:

\[
\begin{align*}
&\max \sum_{i=1}^{k} X_{1,b_i} \\
&X_{1,b_i} = X_{b_i,b_i} \\
&\sum_{j=1}^{d} X_{v_j,v_j} = 1 \\
&\langle v_{b_i} Z_i - x \rangle \geq X_{b_i,b_i} r \forall i \in [k] \\
&X_{1,1} = 1 \\
&X \succeq 0,
\end{align*}
\]

where \( v_{b_i} = [X_{b_i,v_1}, \ldots, X_{b_i,v_d}]^\top \). The matrix \( X \in \mathbb{S}_{++}^{(k+d+1)} \) is symbolically indexed by 1 and the variables \( b_1, \ldots, b_k \) and \( v_1, \ldots, v_d \). We will restrict ourselves to analyzing \( \text{MT} \) and will refer to the program initialized with \( x, r \) and \( Z \) as \( \text{MT}(x, r, Z) \). We will use \( (v, X) = \text{MT}(x, r, Z) \) to denote the optimal value, \( v \), and solution, \( X \), of \( \text{MT} \) initialized with \( x, r \) and \( Z \). For the sake of clarity, \( \text{MT}(x, r, Z) \) in the absence of any specified output will refer to the optimal value of \( \text{MT}(x, r, Z) \).

4 Proof Overview

In this section, we outline the main steps in proving Theorem 1.2, providing full details in the Appendix. For ease of exposition, we restrict most of our attention to those steps of our proof which are complicated by the weaker assumptions used in our work. From Section 3, we see that our estimation procedure is divided into three stages:

1. We obtain an initial coarse estimate, \( \hat{\mu} \), of \( \mu \) (Algorithm 4);
2. We then use \( \hat{\mu} \) to prune data points far away from \( \mu \) (Algorithm 5);
3. Finally, the remaining data points are incorporated into a gradient-descent algorithm to obtain our final estimate (Algorithm 1).

To obtain our tight rates, we crucially require the following correctness guarantees on these three steps, each with high probability: our initial estimate \( \hat{\mu} \) is within a radius of \( O(\sqrt{d}) \) of \( \mu \), a large fraction of data points pass the pruning steps in Algorithm 5, and finally, a tight analysis on the error of the gradient descent procedure in Algorithm 1. The first two steps are novel to the weak-moment setting and the third step, while explored previously for the case \( \alpha = 1 \), is complicated here due to the lack of strong decomposition structure in the weak moments.

To deal with these difficulties, we establish two crucial structural lemmas, proved in Appendix A, on distributions satisfying weak-moment conditions. The first is a bound on the \( 1+\alpha \) moments of the lengths of such random vectors:

**Lemma 4.1.** Let \( X \) be a zero-mean random vector satisfying the weak-moment assumption for some \( 0 \leq \alpha \leq 1 \). We have the following bound:

\[
\mathbb{E}[\|X\|^{1+\alpha}] \leq \frac{\pi}{2} \cdot d^{\frac{1-\alpha}{2}}.
\]
As we will see, this lemma is crucial in all three steps of our analysis. Note that the upper bound obtained by the lemma is tight up to a small constant factor. (A standard Gaussian random vector yields an upper bound of \( d^{(1+\alpha)/\alpha} \). The proof follows by first considering independent random Gaussian projections of the random vector along with an application of Jensen’s inequality.

The second key lemma is a bound on the \( 1+\alpha \) moments of the sum of random variables satisfying weak-moment assumptions. This lemma plays a key role in obtaining tight bounds on the accuracy of the gradient-descent procedure in Algorithm 1:

**Lemma 4.2.** Let \( X_1, \ldots, X_n \) be \( n \) mean-zero i.i.d. random variables satisfying the following bound, for some \( 0 \leq \alpha \leq 1 \):

\[
\mathbb{E}[|X_i|^{1+\alpha}] \leq 1.
\]

We have:

\[
\mathbb{E} \left[ \left| \sum_{i=1}^{n} X_i \right|^{1+\alpha} \right] \leq 2n.
\]

The proof of this lemma uses techniques employed previously for establishing the Nemirovskii inequalities for Banach spaces but crucially hold even when the covariance of the matrices are not defined [Nem00]. We now sketch the argument establishing guarantees on the first two steps of the algorithm. Firstly, from Lemma 4.1, we have that most of the sample sample data points are within a radius of \( O(\sqrt{d}) \) of \( \mu \) with high probability. Therefore, the value of the minimizer in Line 2 of Algorithm 4 is \( O(\sqrt{d}) \) (by simply picking any of the data points close to \( \mu \)) and, furthermore, at least one of the points within \( O(\sqrt{d}) \) of \( \hat{\mu} \) must be at a distance at most \( O(\sqrt{d}) \) from \( \mu \) as most data points are close to \( \mu \). This establishes the required correctness guarantees on Algorithm 4 which is formalized in Lemma B.1. For the second step, we condition on the success of the first step and note that our threshold, \( \tau \), is chosen such that all points within \( O(\sqrt{d}) \) of \( \mu \) are within \( \tau \) of \( \hat{\mu} \). Another application of Lemma 4.1 now ensures that most data points pass this threshold, establishing correctness for the second step of our procedure. This is outlined in Lemma C.7. We devote the following subsection to the final and most technical step in our analysis.

### 4.1 Gradient Descent Analysis

In this section we sketch the main steps in the analysis of the gradient-descent procedure used in Algorithm 1. Throughout this subsection, we assume that the previous two steps of the procedure are successful; that is, \( \hat{\mu} \) constructed as part of Algorithm 5 is within \( O(\sqrt{d}) \) of \( \mu \) and as a consequence at least \( \Omega(n) \) points are used to construct the bucket estimates. Now, let \( \{Z_i\}_{i=1}^{k} \) denote the bucket estimates produced as part of Algorithm 3 and let \( \bar{\mu} = \mathbb{E}[Z_i] \). From prior work [CFB19], the estimate returned by Algorithm 1 is within a radius of \( O(r^*) \) of \( \bar{\mu} \), where:

\[
r^* := \min \{ r > 0 : \text{MT}(\bar{\mu}, r, Z) \leq 0.05k \}.
\]

Therefore, the error of our estimate may be upper bounded by the sum of two terms: the first is the degree to which \( \bar{\mu} \) approximates \( \mu \) and the second is an upper bound on \( r^* \). We will see that there is an inherent tradeoff between these two terms—by picking the threshold \( \tau \) in Algorithm 5 to be extremely large, \( \bar{\mu} \) may be an arbitrarily good approximation of \( \mu \) but our bound on \( r^* \) may be poor. We now state a structural lemma capturing the tradeoff between \( r^* \) and \( \tau \).
Lemma 4.3. Let $Z = \{Z_i\}_{i=1}^k$ be $k$ iid random vectors with mean $\bar{\mu}$ and covariance matrix $\Lambda$. Suppose that $E[|\langle v, Z_i - \bar{\mu} \rangle|^{1+\alpha}] \leq \beta$ for all $\|v\| = 1$. We have:

$$r^* \leq 1000 \left( \sqrt{\frac{\text{Tr} \Lambda}{k}} + \beta^{1/(1+\alpha)} \right)$$

where $r^* := \min\{r > 0 : MT(\bar{\mu}, r, Z) \leq 0.05k\}$,

with probability at least $1 - e^{-k/800}$.

Given this lemma, the main remaining difficulty is in obtaining bounds on $E[|\langle v, Z_i \rangle|^{1+\alpha}]$, $\text{Tr}(\Lambda)$, and the deviation of $\bar{\mu}$ from $\mu$. Note that from the definition of Algorithm 3, the $Z_i$ are means of truncated data points and hence their covariance matrix is well defined.

To obtain bounds on $\|\bar{\mu} - \mu\|$, an application of Markov’s inequality and Lemma 4.1 establishes that the probability of $X_i$ being truncated in Algorithm 5 is at most $O(d/n)$. Then, a standard variational argument along with our weak-moment assumption allows us to bound $\|\bar{\mu} - \mu\|$ (see Lemma A.4 for more details).

We obtain a bound on $\text{Tr} \Lambda$ by first observing that each $X_i$ used to compute one of the bucket estimates, $Z_{\mu}$, is truncated with respect to its distance from $\hat{\mu}$. By an application of the triangle inequality, we infer that all of the $X_i$ used in the computation satisfy $\|X_i - \hat{\mu}\| \leq \tau + O(\sqrt{d})$. Therefore, to bound $\text{Tr} \Lambda$, all we need is a bound on $E[\|X_i - \bar{\mu}\|^2 \mathbb{1}_{\|X_i - \bar{\mu}\| \leq \tau + O(\sqrt{d})}]$.

Another appeal to Lemma 4.1 and a straightforward truncation argument establishes a bound of $O(\sqrt{d/n} + (d/n)^{\alpha/(1+\alpha)})$ (see Lemmas A.5 and C.7).

For the final term, observe that the $Z_i$ are averages of truncated versions of $X_i$. A simple argument shows that truncated $X_i$ satisfy a weak-moment bound (Lemma A.4). Therefore, a direct application of Lemma 4.2 yields a bound of $O(k/n)$ on $\beta$. Incorporating these bounds into Lemma 4.3 and the gradient-descent framework for heavy-tailed estimation from [CFB19] concludes the proof of Theorem 1.2.

## 5 Lower Bound

In this section, we present a lower bound for heavy-tailed regression which shows that the bound obtained in Theorem 1.2 is tight.

For a given dimension $d$, and sample size $n$, we will consider a family of distributions parameterized by size $d/2$ subsets of $[d]$. That is, we will consider a family of distributions $\mathcal{F} = \{D_S : S \subset [d] \text{ and } |S| = d/2\}$. Now, for each particular distribution $D_S$, we have $X \sim D_S$ as follows:

$$X = \begin{cases} 0, & \text{with probability } 1 - \frac{d}{\binom{d}{d/2}} \\ n^{1/\alpha} \cdot \frac{d}{\binom{d}{d/2}} \cdot e_i, & \text{for } i \in S \text{ with probability } \frac{1}{\binom{d}{d/2}}. \end{cases}$$

We will first show that the distribution $D_S$ satisfies the $1 + \alpha$ moment condition.

Lemma 5.1. Let $X \sim D_S$ for some $S \subset [d]$ such that $|S| = d/2$. Then, $X$ satisfies the following:

$$\forall v : \|v\| = 1 : E[|\langle v, X - \mu_S \rangle|^{1+\alpha}] \leq \frac{1}{2}.$$
Proof. We first note that:

\[
(\mu_S)_i = \begin{cases} 0, & \text{for } i \notin S \\ \frac{1}{n - \frac{1}{1+\alpha} \cdot d^{1/(1+\alpha)}} \cdot \frac{n^{1+\alpha} \cdot d^{1/(1+\alpha)}}{4}, & \text{otherwise.} \end{cases}
\]

Let \( v \) be such that \( \|v\| = 1 \). We have:

\[
\mathbb{E} \left[ |\langle v, X - \mu_S \rangle|^{1+\alpha} \right] = \sum_{i:S} \frac{1}{4n} \cdot \left| v_i \left( \frac{n^{1+\alpha} \cdot d^{1/(1+\alpha)}}{4} - \frac{n^{1+\alpha} \cdot d^{1/(1+\alpha)}}{4} - \frac{n^{1+\alpha} \cdot d^{1/(1+\alpha)}}{4} \right) \right|^{1+\alpha} + \sum_{i:S} \left( 1 - \frac{1}{4n} \right) \cdot \left| v_i \left( \frac{n^{1+\alpha} \cdot d^{1/(1+\alpha)}}{4} \right) \right|^{1+\alpha}.
\]

For the first term in this sum, we have:

\[
\sum_{i:S} \frac{1}{4n} \cdot \left| v_i \left( \frac{n^{1+\alpha} \cdot d^{1/(1+\alpha)}}{4} - \frac{n^{1+\alpha} \cdot d^{1/(1+\alpha)}}{4} - \frac{n^{1+\alpha} \cdot d^{1/(1+\alpha)}}{4} \right) \right|^{1+\alpha} \leq \sum_{i:S} \frac{1}{4n} \cdot \left| v_i \frac{n^{1+\alpha} \cdot d^{1/(1+\alpha)}}{4} \right|^{1+\alpha} = \frac{1}{4} \sum_{i:S} |v_i|^{1+\alpha} \cdot d^{-\frac{1+\alpha}{2}} \leq \frac{1}{4} \left( \sum_{i:S} v_i^2 \right)^{\frac{1+\alpha}{2}} \cdot \left( \sum_{i:S} d^{-1} \right)^{\frac{1+\alpha}{2}} \leq \frac{1}{4},
\]

where the second inequality follows from Hölder’s inequality. For the second term, we have:

\[
\sum_{i:S} \left( 1 - \frac{1}{4n} \right) \cdot \left| v_i \left( \frac{n^{1+\alpha} \cdot d^{1/(1+\alpha)}}{4} \right) \right|^{1+\alpha} \leq \frac{1}{4} \sum_{i:S} |v_i|^{1+\alpha} \cdot n^{-a} d^{-\frac{1+\alpha}{2}} \leq \frac{1}{4} \sum_{i:S} |v_i|^{1+\alpha} \cdot d^{-\frac{1+\alpha}{2}} \leq \frac{1}{4},
\]

where the last inequality again follows from Hölder’s inequality. Putting the two bounds together, we obtain:

\[
\forall v: \|v\| = 1: \mathbb{E} \left[ |\langle v, X - \mu_S \rangle|^{1+\alpha} \right] \leq \frac{1}{2}.
\]

\[\square\]

We now prove a lemma that establishes the optimality of Theorem 1.2 in the regime of constant failure probability. We use the following generative process for the data \( X = X_1, \ldots, X_n \):

1. Randomly pick a subset \( S \) uniformly from the set \( \{ T \subset [d]: |T| = d/2 \} \).
2. Generate \( X_1, \ldots, X_n \) iid from the distribution, \( D_S \).

**Lemma 5.2.** Let \((S, X)\) be generated according to the above process. We have, for any estimator \( \hat{\mu}(X) \),

\[
P_{S,X} \left\{ \| \hat{\mu}(X) - \mu_S \| \geq \frac{1}{24} \cdot \left( \frac{d}{n} \right)^{\frac{1}{1+\alpha}} \right\} \geq \frac{1}{4}.
\]
Proof. We first define the random variable \( Y := \sum_{i=1}^{n} 1 \{ X_i \neq 0 \} \). From the definition of the distributions \( D_S \) we have:

\[
\mathbb{E}[Y] = \frac{d}{8}
\]

Therefore, we have that \( Y \leq d/4 \) with probability at least 1/2, by Markov’s inequality. We now define the following random set: \( T := \{ i \in [d] : \exists j \in [n] \text{ such that } (X_j)_i \neq 0 \} \). We see from the definition of \( T \) and \( Y \) that \( |T| \leq Y \). We have with probability at least 1/2 that \( |T| \leq d/4 \). Let \( X \) be an outcome for which \( |T| = k \leq d/4 \). We have by the symmetry of the distribution that:

\[
\mathbb{P}\{S | X\} = \begin{cases}
\frac{1}{(d/2-k)k}, & \text{if } T \subseteq S \text{ and } |S| = d/2 \\
0, & \text{otherwise.}
\end{cases}
\]

For given \( X \), define \( Z_i = 1 \{ i \in S \} \) for \( i \notin T \) (For \( i \in T \), \( Z_i \) is 1). We have for \( Z_i \) and \( Z_j \) for distinct \( i, j \notin T \):

\[
\mathbb{E}[Z_i | X] = \mathbb{E}[Z_j | X] = \frac{d - 2k}{2(d - k)}.
\]

Furthermore, we have:

\[
\text{Cov}(Z_i, Z_j | X) = \frac{(d - 2k)(d - 2k - 2)(d - k) - (d - 2k)^2(d - k - 1)}{4(d - k)^2(d - k - 1)}
\]

\[
= \frac{(d - 2k)((d - 2k)(d - k) - 2(d - k) - (d - 2k)(d - k) + (d - 2k))}{4(d - k)^2(d - k - 1)}
\]

\[
= \frac{-d(d - 2k)}{4(d - k)^2(d - k - 1)} < 0.
\]

Now, consider some \( R \subset [d] \) such that \( |R| = d/2 \) and \( T \subset R \). Let \( Q = R \setminus T \). For \( Q \), we have \( |Q| = d/2 - k \). We have for \( S \):

\[
|S \cap R| = k + \sum_{i \in Q} Z_i.
\]

This means that:

\[
\text{Var}(|S \cap R| | X) = \text{Var} \left( \sum_{i \in Q} Z_i | X \right) \leq \sum_{i \in Q} \left( \frac{d - 2k}{2(d - k)} \right)^2 \leq \frac{d/2 - k}{4} = \frac{d}{8}.
\]

Furthermore, we have that:

\[
\mathbb{E}(|S \cap R| | X) = k + \left( \frac{d}{2} - k \right) \cdot \frac{d - 2k}{2(d - k)} \leq \frac{d}{4} + \frac{d}{4} \cdot \frac{d}{4(3d/4)} = \frac{d}{4} + \frac{d}{12} = \frac{d}{3}.
\]

Therefore, we have by Chebyshev’s inequality that:

\[
\mathbb{P}\left\{ |S \cap R| \geq \frac{5d}{12} \right\} \leq \frac{1}{2}.
\]

Note that for any \( S_1, S_2 \) such that \( |S_i| = \frac{d}{2} \) and \( |S_1 \cap S_2| \leq \frac{5d}{12} \), we have:

\[
\|\mu_{S_1} - \mu_{S_2}\| \geq \sqrt{2 \cdot \frac{d}{12} \cdot \left( \frac{n^{-\frac{1}{12}} \cdot d^{-\frac{1}{2(1+\frac{1}{12})}}}{4} \right)^2} \geq \frac{1}{12} \cdot \left( \frac{d}{n} \right)^{\frac{1}{12}}.
\]
Consider any estimator $\hat{\mu}$. Suppose that there exists $R$ such that $T \subset R$, $|R| = d/2$ and $\|\hat{\mu}(X) - \mu_R\| \leq \frac{1}{M} \left( \frac{d}{n} \right)^{\frac{1}{1+\alpha}}$. Then, we have that by the triangle inequality that:

$$\mathbb{P} \left\{ \|\hat{\mu}(X) - \mu_S\| \geq \frac{1}{24} \cdot \left( \frac{d}{n} \right)^{\frac{1}{1+\alpha}} | X \right\} \geq \frac{1}{2}.$$ 

In the alternate case where $\|\hat{\mu}(X) - \mu_R\| \geq \frac{1}{24} \cdot \left( \frac{d}{n} \right)^{\frac{1}{1+\alpha}}$ for all such $R$, the same conclusion holds true trivially. From these two cases, we obtain:

$$\mathbb{P} \left\{ \|\hat{\mu}(X) - \mu_S\| \geq \frac{1}{24} \cdot \left( \frac{d}{n} \right)^{\frac{1}{1+\alpha}} | X \right\} \geq \frac{1}{2}.$$ 

Since such an $X$ occurs with probability at least $1/2$, we arrive at our result:

$$\mathbb{P} \left\{ \|\hat{\mu}(X) - \mu_S\| \geq \frac{1}{24} \cdot \left( \frac{d}{n} \right)^{\frac{1}{1+\alpha}} \right\} \geq \frac{1}{4}.$$ 

As part of our proof, we use the following one-dimensional lower bound from [DLLO16].

**Theorem 5.3.** For any $n, \delta \in \left( \frac{2^{-\frac{1}{4}}}{e}, \frac{1}{2} \right)$, there exists a set of distributions $\mathcal{G}$ such that any $\mathcal{D} \in \mathcal{G}$ satisfies the weak-moment condition for some $\alpha > 0$ such that for any estimator $\hat{\mu}$:

$$\mathbb{P}_{\mathcal{D} \in \mathcal{G}} \left\{ |\hat{\mu}(X) - \mu(\mathcal{D})| \geq \left( \frac{\log 2/\delta}{n} \right)^{\frac{1}{1+\alpha}} \right\} \geq \delta$$

where $X$ are drawn iid from $\mathcal{D}$.

Finally, we have the main theorem of the section:

**Theorem 5.4.** Let $n > 0$ and $\delta \in \left( e^{-\frac{1}{4}}, \frac{1}{4} \right)$. Then, there exists a set of distributions over $\mathbb{R}^d$, $\mathcal{F}$ such that each $\mathcal{D} \in \mathcal{F}$ satisfies the weak-moment condition for some $\alpha > 0$ and the following holds, for any estimator $\hat{\mu}$:

$$\mathbb{P}_{\mathcal{D} \in \mathcal{F}} \left\{ \|\hat{\mu}(X) - \mu(\mathcal{D})\| \geq \frac{1}{24} \cdot \max \left( \left( \frac{d}{n} \right)^{\frac{1}{1+\alpha}}, \sqrt{\frac{d}{n}}, \left( \frac{\log 2/\delta}{n} \right)^{\frac{1}{1+\alpha}} \right) \right\} \geq \delta,$$

where $X$ are generated iid from $\mathcal{D}$.

**Proof of Theorem 5.4.** The proof of theorem follows from Lemma 5.2 by setting $\alpha$ to 1 and $\alpha$ and from Theorem 5.3. \qed
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A Auxiliary Results

Lemma A.1. For any $Z \in \mathbb{R}^{k \times d}$ and $x \in \mathbb{R}^d$, the optimal value of $MT(x, r, Z)$ is monotonically non-increasing in $r$.

Proof. The lemma follows trivially from the fact that a feasible solution $X$ of $MT(x, r, Z)$ is also a feasible solution for $MT(x, r', Z)$ for $r' \leq r$. \hfill \square

Lemma A.2. For $X \sim \mathcal{N}(0, I)$, $\mathbb{E}[|X|] = \sqrt{\frac{2}{\pi}}$.

Proof. 

$$
\mathbb{E}[|X|] = \int_{-\infty}^{\infty} |x| \frac{1}{\sqrt{2\pi}} \exp\left\{-\frac{x^2}{2}\right\} dx = 2 \int_{0}^{\infty} x \frac{1}{\sqrt{2\pi}} \exp\left\{-\frac{x^2}{2}\right\} dx
$$

$$
= \sqrt{\frac{2}{\pi}} \int_{0}^{\infty} \exp\{-t\} dt = \sqrt{\frac{2}{\pi}}.
$$

\hfill \square

Proof of Lemma 4.1. The argument hinges on a Gaussian projection trick which introduces $g \sim \mathcal{N}(0, I)$ to rewrite the norm. From Lemma A.2 and the convexity of the function $f(x) = |x|^{1+a}$, we have:

$$
\mathbb{E}[||X||^{1+a}] = \mathbb{E}_X\left[\left(\sqrt{\frac{\pi}{2}} \mathbb{E}_g(|X, g|)\right)^{1+a}\right] \leq \frac{\pi}{2} \mathbb{E}_X \mathbb{E}_g\left[|X, g|^{1+a}\right]
$$

$$
= \frac{\pi}{2} \mathbb{E}_g||g||^{1+a} \mathbb{E}_X\left[\left|\langle X, \frac{g}{||g||}\rangle\right|^{1+a}\right] \leq \frac{\pi}{2} \mathbb{E}_g[||g||^{1+a}] \leq \frac{\pi}{2} \cdot d^{1+a}.
$$

\hfill \square

The following result derives an analogue of the Chebyshev inequality that applies under the weak-moment assumption. The primary technical difficulty to showing concentrations of sums of such random variables is that we cannot exploit orthogonality of independent random variables in $L_2$ by “expanding” out the square—since the requisite second moments do not necessarily exist.

Proof of Lemma A.2. The case where $\alpha = 0$ is trivial. When $\alpha > 0$, we start by defining:

$$
S_i = \sum_{j=1}^{i} X_j, \quad S_0 = 0, \quad f(x) = |x|^{1+a}.
$$

Therefore, we have from an application of Lemma A.3:

$$
\mathbb{E}\left[f(S_n)\right] = \mathbb{E}\left[\sum_{i=1}^{n} f(S_i) - f(S_{i-1})\right] = \sum_{i=1}^{n} \mathbb{E}\left[f(S_i) - f(S_{i-1})\right]
$$

$$
= \sum_{i=1}^{n} \mathbb{E}\left[\int_{S_{i-1}}^{S_i} f'(x) dx\right] = \sum_{i=1}^{n} \mathbb{E}\left[X_i f'(S_{i-1}) + \int_{S_{i-1}}^{S_i} f'(x) - f'(S_{i-1}) dx\right]
$$

$$
= \sum_{i=1}^{n} \mathbb{E}\left[\int_{S_{i-1}}^{S_i} f'(x) dx - f'(S_{i-1}) dx\right] \leq 2^{1-a} \sum_{i=1}^{n} \mathbb{E}\left[\int_{0}^{X_i} f'(t) \left(\frac{t}{2}\right) dt\right]
$$
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$$= 2^{1-a} \sum_{i=1}^{n} \mathbb{E} \left[ \int_{0}^{\frac{|X_i|}{2}} 2f'(s) \, ds \right] = 2^{1-a} \sum_{i=1}^{n} \mathbb{E} \left[ f \left( \frac{|X_i|}{2} \right) \right] \leq 2n.$$ 

\[\square\]

**Lemma A.3.** Let \( g(x) = \text{sgn}(x)|x|^\alpha \) for some \( 0 < \alpha \leq 1 \). Then we have for any \( h \geq 0 \):

$$\max_x g(x+h) - g(x) = 2^{1-a}h^\alpha.$$

**Proof.** Consider the function \( l(x) = g(x+h) - g(x) \). We see that \( l \) is differentiable everywhere except at \( x = 0 \) and \( x = -h \). As long as \( x \neq 0,-h \), we have:

$$l'(x) = g'(x+h) - g'(x) = \alpha(|x+h|^{\alpha-1} - |x|^{\alpha-1}).$$

Since, we have \( \alpha \leq 1 \), \( x = -\frac{h}{2} \) is a local maxima for \( l(x) \). Furthermore, note that \( l'(x) \geq 0 \) for \( x \in (-\infty, -\frac{h}{2}) \setminus \{0\} \) and \( l'(x) \leq 0 \) for \( x \in (-\frac{h}{2}, \infty) \setminus \{0\} \). Therefore, we get from the continuity of \( l \) that \( x = -\frac{h}{2} \) is a global maxima for \( l(x) \).

We now provide an auxiliary result which will be useful to controlling the moments of the thresholded versions of the vectors \( X_i \).

**Lemma A.4.** Let \( \nu \) be a mean-zero distribution over \( \mathbb{R}^d \) such that \( X \sim \nu \) satisfies the weak-moment condition for some \( \alpha > 0 \). Furthermore, let \( A \subset \mathbb{R}^d \) be such that \( \nu(A) = \delta \leq \frac{1}{2} \). Let \( \nu_S() \) be the conditional distribution of \( \nu \) conditioned on the event \( \{X \in S\} \) for any \( X \subset \mathbb{R}^d \). Then we have for \( Y \sim \nu(A^c) \):

**Claim 1:** \( ||\mu(\nu_{A^c})|| \leq 2\delta^\frac{\alpha}{1+\alpha} \),

**Claim 2:** \( \forall \nu \in S^{d-1}, \quad \mathbb{E} \left[ ||\nu - \mu(\nu_{A^c})||^{1+\alpha} \right] \leq 20. \)

**Proof.** Letting \( p_A = \mathbb{P} \{ X \in A \} \), we have \( \nu = p_A\nu_A + p_{A^c}\nu_{A^c} \). Then,

$$||\mu(\nu) - \mu(\nu_{A^c})|| = \max_{\nu \in S^{d-1}} \langle \nu, \mu(\nu) - \mu(\nu_{A^c}) \rangle.$$

So for any \( \nu \in S^{d-1} \):

$$\langle \nu, \mu(\nu) - \mu(\nu_{A^c}) \rangle = \langle \nu, p_A\mu(\nu_A) + p_{A^c}\mu(\nu_{A^c}) - \mu(\nu_{A^c}) \rangle = \langle \nu, p_A\mu(\nu_A) - p_A\mu(\nu_{A^c}) \rangle = p_A \langle \nu, \mu(\nu_A) - \mu(\nu_{A^c}) \rangle.$$

Since \( \mu(\nu) = 0 \), we have \( p_A\mu(\nu_A) = -p_{A^c}\mu(\nu_{A^c}) \). We now get:

$$p_A \langle \nu, \mu(\nu_A) - \mu(\nu_{A^c}) \rangle = p_A \left( \langle \nu, \mu(\nu_A) + \frac{p_A}{p_{A^c}}\mu(\nu_{A^c}) \rangle \right) = \left( 1 + \frac{p_A}{p_{A^c}} \right) \langle \nu, p_A\mu(\nu_A) \rangle.$$

Finally,

$$\langle \nu, p_A\mu(\nu_A) \rangle = \mathbb{E}_{X \sim \mu} [1 \{X \in A\} \langle X, \nu \rangle] \leq \left( \mathbb{E} \left[ \{(1 \{X \in A\})^{1+\alpha} \} \right] \right)^{\frac{1}{1+\alpha}} \cdot \left( \mathbb{E} \left[ ||\langle X, \nu \rangle||^{1+\alpha} \right] \right)^{\frac{1}{1+\alpha}} = p_A^{\frac{\alpha}{1+\alpha}}$$
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where the inequality follows by an application of Hölder’s inequality. We get the first claim as:

\[
\max_{v \in S^{d-1}} \langle v, \mu(v) - \mu(v_A) \rangle = \left(1 + \frac{p_A}{p_{A^c}}\right) \langle v, p_A \mu(v_A) \rangle \leq \left(1 + \frac{p_A}{p_{A^c}}\right) p_A^{\frac{1}{1+a}} \leq 2 \delta^{\frac{1}{1+a}},
\]

where the final inequality follows from the fact that \( p_{A^c} \geq p_A \).

For the second claim, let \( Y \sim v_{A^c} \) and \( \mu_Y = \mathbb{E}[Y] \). We decompose the required term as follows:

\[
\mathbb{E} \left[ |\langle Y - \mu_Y, v \rangle|^{1+a} \right] \leq 2^{1+a} \cdot \mathbb{E} \left[ |\langle \mu_Y, v \rangle|^{1+a} + |\langle Y, v \rangle|^{1+a} \right].
\]

For the first term, we have with \( Z \sim v_A \):

\[
\mathbb{E} \left[ |\langle Y, v \rangle|^{1+a} \right] = p_{A^c}^{-1} \left( \mathbb{E} \left[ |\langle X, v \rangle|^{1+a} \right] - p_A \mathbb{E} \left[ |\langle Z, v \rangle|^{1+a} \right] \right) \leq 2.
\]

Therefore, we finally have:

\[
\mathbb{E} \left[ |\langle Y - \mu_Y, v \rangle|^{1+a} \right] \leq 8 + 2^{1+a} \cdot 2^{1+a} \cdot \delta^a \leq 16,
\]

which proves the second claim of the lemma.

Lemma A.5. Let \( X \sim \nu \) be a mean-zero random vector satisfying the weak-moment condition for some \( 0 \leq \alpha \leq 1 \). Then, we have for any \( \tau > 0 \):

\[
\mathbb{E} \left[ \|X\|^2 \cdot 1 \{\|X\| \leq \tau\} \right] \leq \frac{\pi}{2} d^{1+a} \tau^{-1-a}.
\]

Proof. The proof of the lemma proceeds as follows:

\[
\mathbb{E} \left[ \|X\|^2 \cdot 1 \{\|X\| \leq \tau\} \right] \leq \tau^{-1-a} \mathbb{E} \left[ \|X\|^{1+a} 1 \{\|X\| \leq \tau\} \right] \leq \tau^{-1-a} \mathbb{E} \left[ \|X\|^{1+a} \right] \leq \frac{\pi}{2} d^{1+a} \tau^{-1-a},
\]

where the last inequality follows from Lemma 4.1.

\[
\frac{\pi}{2} d^{1+a} \tau^{-1-a},
\]

\[
B \quad \text{Initial Estimate}
\]

In this subsection, we analyze the initial estimate used in the thresholding step. We will show that the estimate is within \( O(\sqrt{d}) \) of the true mean with high probability.

Lemma B.1. Let \( X_1, \ldots, X_n \) be i.i.d. random vectors with mean \( \mu \), satisfying the weak-moment condition for some \( \alpha > 0 \). Then the mean estimate, \( \hat{\mu} \), provided by Algorithm 4 satisfies:

\[
\|\mu - \hat{\mu}\| \leq 24\sqrt{d},
\]

with probability at least \( 1 - e^{-\frac{\alpha}{d}} \).

Proof. Since our algorithm is translation invariant, we may assume without loss of generality that \( \mu = 0 \). Therefore, it suffices to prove that with probability at least \( 2^{-\Omega(n)} \):

\[
\|\hat{\mu}\| \leq 16\sqrt{d}.
\]
We have from Lemma 4.1 that $E[\|X\|] \leq \frac{\pi}{2} \cdot \sqrt{d}$. Applying Markov’s inequality:

$$\mathcal{P}\left\{ \|X\| \leq 8\sqrt{d} \right\} \geq \frac{3}{4}.$$ 

Combining with Hoeffding’s inequality we conclude that:

$$\mathcal{P}\left\{ \sum_{i=1}^{n} 1 \left\{ \|X_i\| \leq 8\sqrt{d} \right\} \leq 0.6n \right\} \leq \exp \left\{ -\frac{n}{50} \right\}.$$ 

Since Algorithm 4 returns as an estimate one of the data points, let $\hat{\mu} = X_i$ for some $i$ and let $r_j = \min \left\{ r > 0 : \sum_{k=1}^{n} 1 \left\{ \|X_j - X_k\| \leq r \right\} \geq 0.6n \right\}$ for any $j \in [n]$. We now condition on the following event:

$$\sum_{i=1}^{n} 1 \left\{ \|X_i\| \leq 8\sqrt{d} \right\} > 0.6n.$$ 

Let $S = \left\{ j : \|X_j\| \leq 8\sqrt{d} \right\}$. By the triangle inequality, for any $j \in S$ we have:

$$\sum_{k=1}^{n} 1 \left\{ \|X_k - X_j\| \leq 16\sqrt{d} \right\} \geq 0.6n.$$ 

Therefore, by the definition of $\hat{\mu}$ we infer that $r_i \leq 16\sqrt{d}$. Now, let $T = \left\{ k : \|X_k - X_i\| \leq r_i \right\}$. We have by the definition of $r_i$ that $\|X_i\| \geq 0.6n$. By the pigeonhole principle, we have that $T \cap S \neq \phi$. Let $j \in T \cap S$. By the triangle inequality we obtain:

$$\|X_i\| \leq \|X_i - X_j\| + \|X_j\| \leq 16\sqrt{d} + 8\sqrt{d} = 24\sqrt{d}.$$ 

Since the event being conditioned on occurs with probability at least $1 - e^{-\frac{n}{50}}$, this concludes the proof of the lemma.

C Analyzing Relaxation

We first show that the optimal value of the semidefinite program $\text{MT}$ satisfies a bounded-difference condition with respect to the $Z_i$’s.

**Lemma C.1.** Let $Y = (Y_1, \ldots, Y_k)$ be any set of $k$ vectors in $\mathbb{R}^d$. Now, let $Y' = (Y'_1, \ldots, Y'_i, \ldots, Y_k)$ be the same set of $k$ vectors with the $i^{th}$ vector replaced by $Y'_i \in \mathbb{R}^d$. If $m$ and $m'$ are the optimal values of $MT(x, r, Y)$ and $MT(x, r, Y')$, we have:

$$|m - m'| \leq 1.$$ 

**Proof.** First, assume that $X$ is a feasible solution to $MT(x, r, Y)$. Let us define $X'$ as:

$$X'_{i,j} = \begin{cases} 
X_{i,j} & \text{if } i, j \neq b_i \\
0 & \text{otherwise}.
\end{cases}$$

That is, $X'$ is equal to $X$ except with the row and column corresponding to $b_i$ being set to 0. We see that $X'$ forms a feasible solution to $MT(x, r, Y')$. Therefore, we have that:

$$\sum_{j=1}^{k} X'_{b_i,j} = \sum_{j=1,j\neq i}^{k} X'_{b_i,j} + X'_{b_i,b_i} \leq \sum_{j=1,j\neq i}^{k} X_{b_i,j} + 1 \leq m' + 1,$$
where the bound $X_{b_i, b_i} \leq 1$ follows from the fact that the $2 \times 2$ submatrix of $X$ formed by the rows and columns indexed by 1 and $b_i$ is positive semidefinite and from the constraint that $X_{b_i, b_i} = X_{1, b_i}$. Since the series of equalities holds for all feasible solutions $X$ of $MT(x, r, Y)$, we get:

$$m \leq m' + 1.$$ 

Through a similar argument, we also conclude that $m' \leq m + 1$. Putting the two inequalities together, we obtain the required conclusion. $\square$

For the next few lemmas, we are concerned with the case where $x = \mu$. Since we already know that the optimal SDP value satisfies the bounded differences condition, we need to verify that the expectation is small. As a first step towards this, we define the 2-to-1 norm of a matrix $M$.

**Definition C.2.** The 2-to-1 norm of $M \in \mathbb{R}^{n \times d}$ is defined as

$$\|M\|_{2 \rightarrow 1} = \max_{\|v\| = 1} \sigma^\top M v = \max_{\|v\| = 1} \|M v\|_1.$$ 

We consider the classical semidefinite programming relaxation of the 2-to-1 norm. To start with, we will define a matrix $X \in \mathbb{R}^{(n+d+1) \times (n+d+1)}$ with the rows and columns indexed by 1 and the elements $\sigma_i$ and $v_j$. The semidefinite programming relaxation is defined as follows:

$$\max \sum_{i,j} M_{i,j} X_{\sigma_i, v_j}$$

s.t $X_{1,1} = 1$, $\sum_{j=1}^d X_{v_j, v_j} = 1$, $X_{\sigma_i, \sigma_i} = 1$, $X \succeq 0$. (TOR)

We now state a theorem of Nesterov as stated in [Hop20]:

**Theorem C.3.** ([Nes98]) There is a constant $K_{2 \rightarrow 1} = \sqrt{\pi/2} \leq 2$ such that the optimal value, $m$, of the semidefinite programming relaxation $\text{TOR}$ satisfies:

$$m \leq K_{2 \rightarrow 1}\|M\|_{2 \rightarrow 1}.$$ 

In the next step, we bound the expected 2-to-1 norm of the random matrix $Z$. To do this, we begin by recalling the Ledoux-Talagrand Contraction Theorem [LT91].

**Theorem C.4.** Let $X_1, \ldots, X_n \in \mathbb{R}^d$ be i.i.d. random vectors, $\mathcal{F}$ be a class of real-valued functions on $\mathbb{R}^d$ and $\sigma_1, \ldots, \sigma_n$ be independent Rademacher random variables. If $\phi : \mathbb{R} \to \mathbb{R}$ is an $L$-Lipschitz function with $\phi(0) = 0$, then:

$$\mathbb{E} \sup_{f \in \mathcal{F}} \sum_{i=1}^n \sigma_i \phi(f(X_i)) \leq L \cdot \mathbb{E} \sup_{f \in \mathcal{F}} \sum_{i=1}^n \sigma_i f(X_i).$$ 

We are now ready to bound the expected 2-to-1 norm of the random matrix $Z$.

**Lemma C.5.** Let $Y = (Y_1, \ldots, Y_n) \in \mathbb{R}^{n \times d}$ be a set of $n$ i.i.d. random vectors such that $\mathbb{E}[Y_i] = 0$ and $\mathbb{E}[Y_i Y_i^\top] = \Lambda$ and assume that:

$$\max_{v \in S^{d-1}} \mathbb{E} \left[|\langle v, Y \rangle|^{1+a} \right] \leq \beta.$$ 

Then we have:

$$\mathbb{E}\|Y\|_{2 \rightarrow 1} \leq 2\sqrt{n \text{Tr} \Lambda} + n \beta^{1/2}.$$
Proof. Denoting by $Y$ and $Y'$ random vectors that are independently and identically distributed as $Y_i$ and by $\sigma_i$ independent Rademacher random variables, we have:

$$
\mathbb{E}[\|Y\|_{2 \to 1}] = \mathbb{E} \left[ \max_{\|v\|=1} \sum_{i=1}^{n} |\langle Y_i, v \rangle| \right] = \mathbb{E} \left[ \max_{\|v\|=1} \sum_{i=1}^{n} |\langle Y_i, v \rangle| + \mathbb{E} |\langle v, Y \rangle| - \mathbb{E} |\langle v, Y \rangle| \right]
$$

$$
\leq \mathbb{E} \left[ \max_{\|v\|=1} \sum_{i=1}^{n} |\langle Y_i, v \rangle| - \mathbb{E} |\langle Y'_i, v \rangle| \right] + n \max_{\|v\|=1} \mathbb{E} [\|v, Y\|]
$$

Now, we have for the second term:

$$
\max_{\|v\|=1} \mathbb{E} [\|v, Y\|] \leq \max_{\|v\|=1} \left( \mathbb{E} |\langle v, Y \rangle|^{1+a} \right)^{1/1+a} \leq \beta^{1/1+a}.
$$

For the first term, we employ a standard symmetrization argument:

$$
\mathbb{E} \left[ \max_{\|v\|=1} \sum_{i=1}^{n} \sigma_i (|\langle Y_i, v \rangle| - |\langle Y'_i, v \rangle|) \right] \leq \mathbb{E} \left[ \max_{\|v\|=1} \sum_{i=1}^{n} \sigma_i |\langle Y_i, v \rangle| \right] + \mathbb{E} \left[ \max_{\|v\|=1} \sum_{i=1}^{n} -\sigma_i |\langle Y'_i, v \rangle| \right]
$$

$$
= 2 \mathbb{E} \left[ \max_{\|v\|=1} \sum_{i=1}^{n} \sigma_i |\langle Y_i, v \rangle| \right] \leq 2 \mathbb{E} \left[ \max_{\|v\|=1} \sum_{i=1}^{n} \sigma_i |\langle Y_i, v \rangle| \right]^{1/2}
$$

$$
= 2 \left( \mathbb{E} \sum_{1 \leq i, j \leq n} \sigma_i \sigma_j |\langle Y_i, Y_j \rangle| \right)^{1/2} = 2 \sqrt{n \text{Tr} \Lambda},
$$

where the second inequality follows from the Ledoux-Talagrand Contraction Principle (Theorem C.4). By putting these two bounds together, we prove the lemma. □

We now bound the expected value of $MT(\mu, r, Y)$ by relating it to $\|Y\|_{2 \to 1}$.

**Lemma C.6.** Let $Y = (Y_1, \ldots, Y_k) \in \mathbb{R}^{k \times d}$ be a collection of $k$ i.i.d. random vectors with mean $\mu$ and covariance $\Lambda$ and assume that:

$$
\max_{v \in S^{d-1}} \mathbb{E} [\|v, Y\|^{1+a}] \leq \beta.
$$

Denoting by $S$ the set of feasible solutions for $MT(\mu, r, Y)$, we have:

$$
\mathbb{E} \max_{x \in S} \sum_{i=1}^{k} X_{i,b_i} \leq \frac{1}{2r} \left( 5 \sqrt{k \text{Tr} \Lambda} + 2k \beta^{1/1+a} \right).
$$

**Proof.** First, let $X$ be a feasible solution for $MT(\mu, r, Y)$. We construct a new matrix $W$ which is indexed by $\sigma_i$ and $v_j$ as opposed to $b_i$ and $v_j$ for $X$:

$$
W_{\sigma_i, v_j} = 4X_{b_i, b_j} - 2X_{b_i, b_j} - 2X_{b_i, b_j} + 1, \quad W_{v_i, v_j} = X_{v_i, v_j}, \quad W_{1,1} = 1,
$$

$$
\mathbb{E} \max_{x \in S} \sum_{i=1}^{k} X_{i,b_i} \leq \frac{1}{2r} \left( 5 \sqrt{k \text{Tr} \Lambda} + 2k \beta^{1/1+a} \right).
$$
\[ W_{1,v_i} = X_{1,v_i}, \quad W_{2,v_i} = 2X_{1,b_i} - 1, \quad W_{v_j,v_i} = 2X_{v_j,b_j} - X_{1,v_i}. \]

We prove that \( W \) is a feasible solution to the SDP relaxation \( \text{TOR} \) of \( Y - \mu \). We see that:

\[ W_{v_i,v_i} = 1 \quad \text{and} \quad \sum_{i=1}^{d} W_{v_i,v_i} = 1. \]

Thus, we simply need to verify that \( W \) is positive semidefinite. Let \( w \in \mathbb{R}^{k+d+1} \) be indexed by \( v_i \) and \( v_j \). We construct from \( w \) a new vector \( w' \), indexed by \( b_i \) and \( v_j \) and defined as follows:

\[ w'_i = w_i - \sum_{i=1}^{k} w_{v_i}, \quad w'_{b_i} = 2w_{v_i}, \quad w'_{v_j} = w_{v_j}. \]

With \( w' \) defined in this way, we have the following equality:

\[ w^{\top} W w = (w')^{\top} X w' \geq 0. \]

Since the condition holds for all \( w \in \mathbb{R}^{k+d+1} \), we get that \( W \succeq 0 \). Therefore, we conclude that \( W \) is a feasible solution to the SDP relaxation \( \text{TOR} \) of \( Y - \mu \).

We bound the expected value of \( MT(\mu, r, Y) \) as follows, denoting by \( v_i \) the vector \( (X_{b_i,v_i}, \ldots, X_{b_i,v_d}) \) and by \( v \) the vector \( (X_1,v_i, \ldots, X_1,v_d) \):

\[
\mathbb{E} \max_{X \in S} \sum_{i=1}^{k} X_{1,b_i} = \mathbb{E} \max_{X \in S} \sum_{i=1}^{k} X_{b_i,b_i} \leq \frac{1}{r} \mathbb{E} \max_{X \in S} \sum_{i=1}^{k} \langle v_i, Y_i - \mu \rangle = \frac{1}{2r} \mathbb{E} \max_{X \in S} \left[ \sum_{i=1}^{k} \langle 2v_i, Y_i - \mu \rangle + \sum_{i=1}^{k} \langle v_i, Y_i - \mu \rangle \right] \leq \frac{1}{2r} \left( \mathbb{E} \max_{X \in S} \sum_{i=1}^{k} \langle 2v_i, Y_i - \mu \rangle + \mathbb{E} \max_{X \in S} \sum_{i=1}^{k} \langle v_i, Y_i - \mu \rangle \right). 
\]

From the fact that \( X \) is positive semidefinite, and from the fact that the \( 2 \times 2 \) submatrix indexed by \( v_i \) and \( b_j \) is positive semidefinite, we obtain:

\[ X^2_{v_i,b_j} \leq X_{v_i,v_i} X_{b_j,b_j} \leq X_{v_i,v_i} \Rightarrow \|v_i\|^2 = \sum_{i=1}^{d} X^2_{v_i,v_i} \leq \sum_{i=1}^{d} X_{v_i,v_i} = 1. \]

Therefore, we get for the second term in the above equation:

\[ \mathbb{E} \max_{X \in S} \sum_{i=1}^{k} \langle v_i, Y_i - \mu \rangle \leq \left\| \sum_{i=1}^{k} Y_i - \mu \right\|^2 \leq \left( \mathbb{E} \left\| \sum_{i=1}^{k} Y_i - \mu \right\|^2 \right)^{1/2} = (k \Tr \Lambda)^{1/2}. \]

We bound the first term using the following series of inequalities where \( W \) is constructed from \( X \) as described above:

\[
\mathbb{E} \max_{X \in S} \sum_{i=1}^{k} \langle 2v_i, Y_i - \mu \rangle = \mathbb{E} \max_{X \in S} \sum_{i=1}^{k} \sum_{j=1}^{d} \langle Y_i - \mu \rangle W_{v_i,v_j} = \mathbb{E} \max_{X \in S} \sum_{i=1}^{k} \sum_{j=1}^{d} \langle Y_i - \mu \rangle W_{v_i,v_j} \leq 2\mathbb{E} \|Y - \mu\|_2 \leq 4k \sqrt{\Tr \Lambda} + 2k \beta. \]
where the first inequality follows from Theorem C.3 and the second inequality follows from Lemma C.5. By combining these three inequalities, we get:

$$
\mathbb{E} \max_{x \in S} \sum_{i=1}^{k} X_{1,b_i} \leq \frac{1}{2r} \left( 5 \sqrt{k \text{Tr} \Lambda} + 2k \beta^{1/\alpha} \right).
$$

Finally, we establish the main technical result of this section, Lemma 4.3.

Proof of Lemma 4.3. From Lemma C.6, we see that:

$$
\mathbb{E} \max_{X \in S} \sum_{i=1}^{k} X_{b_i, b_i} \leq \frac{k}{40}.
$$

Now from Lemma C.1 and an application of the bounded difference inequality (see, for example, Theorem 6.2 in [BLM13]), with probability at least $1 - e^{k/800}$:

$$
\max_{X \in S} \sum_{i=1}^{k} X_{b_i, b_i} \leq \frac{k}{20}.
$$

In the following lemma, we analyze the set of random vectors returned by Algorithm 5. It will be useful to condition on the conclusion of Lemma B.1.

Lemma C.7. Let $X = \{X_i\}_{i=1}^{n} \sim \nu$ be iid zero-mean random vectors, satisfying the weak-moment condition for some $\alpha > 0$. Furthermore, suppose $x^\dagger$ satisfies $\|x^\dagger\| \leq 24 \sqrt{d}$. Then, the set of vectors $Y$ returned by Algorithm 5 with input $X$ and $x^\dagger$ are iid random vectors with mean $\tilde{\mu}$ and covariance $\tilde{\Sigma}$ and satisfy:

Claim 1: $P\left\{ |Y| \geq \frac{3n}{4} \right\} \geq 1 - e^{-\frac{n}{4}}$.

Claim 2: $\|\tilde{\mu}\| \leq 2 \left( \frac{d}{n} \right)^{\alpha/\beta}$.

Claim 3: $\forall \|v\| = 1 : \mathbb{E} \left[ (\langle Y_i - \tilde{\mu}, v \rangle)^{1+\alpha} \right] \leq 20$.

Claim 4: $\text{Tr} \tilde{\Sigma} \leq 750 \max \left( n^{1+\alpha} d^{-\frac{\alpha}{1+\alpha}}, d \right)$.

Proof. First, consider the set $A = \{x : \|x - x^\dagger\| \leq \tau\}$ as defined in Algorithm 5. Note from the definition of the set $A$ that $\{x : \|x\| \leq 0.75 \tau\} \subseteq A$. We have from Markov’s inequality and Lemma 4.1:

$$
P \{ X_i \in A \} \geq 1 - \min \left( \frac{d}{n}, \frac{1}{25} \right)
$$

Therefore, by an application of Hoeffding’s inequality, using the definition of the set of points $Y_1, \ldots, Y_m$, we have that, with probability at least $1 - e^{-\frac{n}{4}}$:

$$
|Y| \geq \frac{3n}{4}
$$

This proves the first claim of the lemma. For the next two claims, note that conditioned on the random variable $\hat{\mu}$, each of the $Y_i$ are independent and identically distributed according to $\nu_A$. 
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Again, we get from the bound on $\mathbb{P} \{ X_i \in A \}$ by an application of Lemma A.4, the next two claims of the lemma:

Claim 2: $\| \tilde{\mu} \| \leq 2 \left( \frac{d}{n} \right)^{\frac{1}{1+\alpha}}$, Claim 3: $\forall \| v \| = 1 : \mathbb{E} \left[ | \langle Y_i - \tilde{\mu}, v \rangle |^{1+\alpha} \right] \leq 20$.

For the final claim, note that as $\| x^\dagger \| \leq 24 \sqrt{d}$, we have $A \subseteq B := \{ x : \| x \| \leq 1.25 \tau \}$. Therefore, we have by the property of the mean that:

$$
\operatorname{Tr} \tilde{\Sigma} = \mathbb{E} \left[ \| Y_i - \bar{\mu} \|^2 \right] \leq \mathbb{E} \left[ \| Y_i \|^2 \right] = \frac{1}{\nu(A)} \mathbb{E} \left[ \| X_j \|^2 1 \{ X_j \in A \} \right]
$$

$$
\leq 2 \mathbb{E} \left[ \| X_j \|^2 1 \{ X_j \in B \} \right] \leq 750 \max \left( \frac{n}{n^\alpha} d^{-\frac{\alpha}{1+\alpha}}, d \right),
$$

where the final inequality follows from Lemma A.5 and the definition of $\tau$. \hfill \square

The main result of this section is the following high probability guarantee on the set of points output by Algorithm 3.

**Lemma C.8.** Let $\delta > e^{n/8000}$ and $X = \{ X_i \}_{i=1}^n$ be iid random vectors with mean $\mu$, satisfying the weak-moment condition for some known $\alpha > 0$. Furthermore, suppose that $x^\dagger$ satisfies $\| x^\dagger - \mu \| \leq 24 \sqrt{d}$. Let $Z = \{ Z_i \}_{i=1}^k$ denote the set of vectors output by Algorithm 3 run with inputs $X$, $x^\dagger$ and $\delta$. Then, there exists a point $\tilde{\mu}$ such that for all $r \geq 10^6 \left( \sqrt{\frac{1}{n}} + \left( \frac{d}{n} \right)^{\frac{1}{1+\alpha}} + \left( \frac{\log 1/\delta}{n} \right)^{\frac{1}{1+\alpha}} \right)$:

$$
\| \tilde{\mu} - \mu \| \leq 2 \left( \frac{d}{n} \right)^{\frac{1}{1+\alpha}} \quad \text{and} \quad \max_{X \in S} \sum_{i=1}^k X_{h_i, b_i} \leq \frac{k}{20},
$$

with probability at least $1 - \delta/2$ where $S$ denotes the set of feasible solutions of $\mathbf{MT}(\tilde{\mu}, r, Z)$.

**Proof.** Note that it is sufficient to prove the lemma in the specific case where $\mu = 0$. We may now assume each of the $Y_i$ are iid random variables satisfying the conclusions of Lemma C.7. Therefore, $Z_i$ are iid random vectors with mean $\tilde{\mu}$ and covariance $\tilde{\Sigma}$ satisfying:

$$
\| \tilde{\mu} \| \leq 2 \left( \frac{d}{n} \right)^{\frac{1}{1+\alpha}} \quad \text{and} \quad \operatorname{Tr} \tilde{\Sigma} \leq \frac{750k}{n} \max \left( \frac{n}{n^\alpha} d^{-\frac{\alpha}{1+\alpha}}, d \right).
$$

Furthermore, we have by an application of Lemma 4.2 that:

$$
\forall \| v \| = 1 : \mathbb{E} \left[ | \langle v, Z_i - \tilde{\mu} \rangle |^{1+\alpha} \right] \leq 80 \left( \frac{k}{n} \right)^{\alpha}.
$$

Finally, the conclusion of the lemma follows by an application of Lemma 4.3 and the bound on the probabilities follows from the bounds in Lemmas 4.3 and C.7. \hfill \square

### D Gradient Descent Step

In this section, we analyze the gradient descent step in Algorithm 1. This part of our proof is essentially identical to prior work for the finite covariance setting and we repeat it here for the sake
of completeness [CFB19]. Throughout the section, we will analyze the convergence of gradient descent to an arbitrary point $\bar{\mu}$. However, in the final application, we will pick $\bar{\mu}$ to be close to $\mu$. As discussed previously, the recovery guarantees of the gradient descent procedure are determined by the parameter $r^*$ defined below:

**Definition D.1.** For the bucket means, $Z = (Z_1, \ldots, Z_k)$, and point $\bar{\mu}$, let $r^*$ be defined as follows:

$$r^* := \min \left\{ r > 0 : MT(\bar{\mu}, r, Z) \leq \frac{k}{20} \right\}.$$ 

We also make use of the following remark implied by **Definition D.1** (the implication follows by picking integral solutions for $X_{b_i b_j}$ and setting the submatrix of $X$ corresponding to $v$ to be rank one in the semidefinite program $MT$:

**Remark D.2.** For the bucket means, $Z = (Z_1, \ldots, Z_k)$, we have:

$$\forall v \in \mathbb{R}^d, \|v\| = 1 \Rightarrow |\{ i : \langle Z_i - \bar{\mu}, v \rangle \geq r^* \}| \leq 0.05k$$

### D.1 Distance Estimation Step

In this subsection, we analyze the distance estimation step from **Algorithm 6**. We show that an accurate estimate of the distance of the current point from $\bar{\mu}$ can be found. We begin by stating a lemma that shows that a feasible solution for $MT(\bar{\mu}, r^*, Z)$ can be converted to a feasible solution for $MT(\bar{\mu}, r^*, Z)$ with a reduction in optimal value.

**Lemma D.3.** Let $X \in \mathbb{R}^{(k+d+1) \times (k+d+1)}$ be a positive semidefinite matrix, symbolically indexed by 1 and the variables $b_i$ and $v_j$. Moreover, suppose that $X$ satisfies:

$$X_{1,1} = 1, \quad X_{b_i b_i} = X_{1,b_i}, \quad \sum_{j=1}^d X_{v_j v_j} = 1, \quad \sum_{i=1}^k X_{b_i b_i} \geq 0.9k.$$ 

Then, there is a set of at least $0.85k$ indices $T$ such that for all $i \in T$:

$$\langle Z_i - \bar{\mu}, v_{b_j} \rangle < X_{b_i b_i} r^*,$$

and a set of at least $k/3$ indices $R$ such that for all $j \in R$, we have $X_{b_j b_j} \geq 0.85$.

**Proof.** We prove the lemma by contradiction. Firstly, note that $X$ is infeasible for $MT(\bar{\mu}, r^*, Z)$ as the optimal value for $MT(\bar{\mu}, r^*, Z)$ is less than $k/20$ (**Definition D.1**). Note that the only constraints of $MT(\bar{\mu}, r^*, Z)$ that are violated by $X$ are constraints of the form:

$$\langle Z_i - \bar{\mu}, v_{b_j} \rangle < X_{b_i b_i} r^*.$$ 

Now, let $T$ denote the set of indices for which the above inequality is violated. We can convert $X$ to a feasible solution for $MT(\bar{\mu}, r^*, Z)$ by setting to zero the rows and columns corresponding to the indices in $T$. Let $X'$ be the matrix obtained by the above operation. We have from **Definition D.1**:

$$0.05k \geq \sum_{i=1}^k X'_{b_i b_i} = \sum_{i=1}^k X_{b_i b_i} - \sum_{i \in T} X_{b_i b_i} \geq 0.9k - |T|,$$
where the last inequality follows from the fact that $X_{b_i,b_j} \leq 1$. By rearranging the above inequality, we get the first claim of the lemma.

For the second claim, let $\mathcal{R}$ denote the set of indices $j$ satisfying $X_{b_i,b_j} \geq 0.85$. We have:

$$0.9k \leq \sum_{j=1}^{k} X_{b_i,b_j} = \sum_{j \in \mathcal{R}} X_{b_i,b_j} + \sum_{j \notin \mathcal{R}} X_{b_i,b_j} \leq |\mathcal{R}| + 0.85k - 0.85|\mathcal{R}| \implies \frac{k}{3} \leq |\mathcal{R}|.$$  

This establishes the second claim of the lemma. \qed

The following lemma shows that if the distance between $\tilde{\mu}$ and a point $x$ is small then the estimate returned by Algorithm 6 is also small.

**Lemma D.4.** Suppose a point $x \in \mathbb{R}^d$ satisfies $\|x - \tilde{\mu}\| \leq 20r^*$. Then, Algorithm 6 returns a value $d'$ satisfying

$$d' \leq 25r^*.$$

**Proof.** Let $r' = 25r^*$. Suppose that the optimal value of $\text{MT}(x, r', Z)$ is greater than $0.9k$ and let its optimal solution be $X$. Let $\mathcal{R}$ and $\mathcal{T}$ denote the two sets whose existence is guaranteed by Lemma D.3. From, the cardinalities of $\mathcal{R}$ and $\mathcal{T}$, we see that their intersection is not empty. For $j \in \mathcal{R} \cap \mathcal{T}$, we have:

$$0.85r' \leq \langle Z_j - x, v_{b_j} \rangle = \langle Z_j - \tilde{\mu}, v_{b_j} \rangle + \langle \tilde{\mu} - x, v_{b_j} \rangle < r^* + \|x - \tilde{\mu}\|,$$

where the first inequality follows from the fact that $j \in \mathcal{R}$ and the fact that $X$ is feasible for $\text{MT}(x, r', Z)$ and the last inequality follows from the inclusion of $j$ in $\mathcal{T}$ and Cauchy-Schwarz.

By plugging in the bounds on $r'$ and $r$, we get:

$$\|x - \tilde{\mu}\| > 20.25r^*.$$

This contradicts the assumption on $\|x - \tilde{\mu}\|$ and concludes the proof of the lemma. \qed

The next lemma shows that the distance between $\tilde{\mu}$ and a point $x$ can be accurately estimated as long as $x$ is sufficiently far from $\tilde{\mu}$.

**Lemma D.5.** Suppose a point $x$ satisfies $\tilde{d} = \|x - \tilde{\mu}\| \geq 20r^*$. Then, Algorithm 6 returns a value $d'$ satisfying:

$$0.95\tilde{d} \leq d' \leq 1.25\tilde{d}.$$

**Proof.** Let us define the direction $\Delta$ to be the unit vector in the direction of $x - \tilde{\mu}$. From Remark D.2, the number of $Z_i$ satisfying $\langle Z_i - \tilde{\mu}, \Delta \rangle \geq r^*$ is less than $k/20$. Therefore, we have that for at least $0.95k$ points:

$$\langle Z_i - x, -\Delta \rangle = \langle x - \tilde{\mu} + \tilde{\mu} - Z_i, \Delta \rangle = \|x - \tilde{\mu}\| - r^* \geq 0.95\tilde{d}.$$  

Along with the monotonicity of $\text{MT}(x, r, Z)$ in $r$ (Lemma A.1), this implies the lower bound.

For the upper bound, we show that the optimal value of $\text{MT}(x, 1.25\tilde{d}, Z)$ is less than $0.9k$. For the sake of contradiction, suppose that this optimal value is greater than $0.9k$. Let $X$ be a feasible solution of $\text{MT}(x, 1.25\tilde{d}, Z)$ that achieves $0.9k$. Let $\mathcal{R}$ and $\mathcal{T}$ be the two sets whose existence is guaranteed by Lemma D.3 and $j$ be an element in their intersection. We have for $j$:

$$0.85(1.25\tilde{d}) \leq X_{b_i,b_j} \leq 1.25\tilde{d} \leq \langle Z_j - x, v_{b_j} \rangle = \langle Z_j - \tilde{\mu}, v_{b_j} \rangle + \langle \tilde{\mu} - x, v_{b_j} \rangle$$
Lemma A.1, let \( r, \) using Cauchy-Schwarz, Lemma D.3
Algorithm 7 produces a nontrivial estimate of the gradient.

\[
< X_{b_j,b_j} r^* + \| \hat{\mu} - x \| = X_{b_j,b_j} r^* + \tilde{d},
\]
where the first inequality follows from the inclusion of \( j \) in \( R \) and the last inequality follows from the inclusion of \( j \) in \( T \) and Cauchy-Schwarz. By rearranging the above inequality, we get:

\[
X_{b_j,b_j} > (1.0625 \tilde{d} - \tilde{d}) (r^*)^{-1} > 1,
\]
which is a contradiction. Therefore, we get from the monotonicity of \( \text{MT}(x, r, Z) \) (see Lemma A.1), that \( d' \leq 1.25 \tilde{d} \) and this concludes the proof of the lemma.

D.2 Gradient Estimation Step

In this section, we analyze the gradient estimation step of the algorithm. We show that an approximate gradient can be found as long as the current point \( x \) is not too close to \( \hat{\mu} \). The following lemma shows that Algorithm 7 produces a nontrivial estimate of the gradient.

Lemma D.6. Suppose a point \( x \) satisfies \( \| x - \hat{\mu} \| \geq 20r^* \) and let \( \Delta \) be the unit vector along \( \hat{\mu} - x \). Then, Algorithm 7 returns a vector \( g \) satisfying:

\[
\langle g, \Delta \rangle \geq \frac{1}{15}.
\]

Proof. In the running of Algorithm 7, let \( X \) denote the solution of \( \text{MT}(x, d^*, Z) \). We begin by factorizing the solution \( X \) as \( UU^\top \), with the rows of \( U \) denoted by \( u_1, u_{b_1}, \ldots, u_{b_1} \) and \( u_{v_1}, \ldots, u_{v_j} \).

We also define the matrix \( U_v = (u_{v_1}, \ldots, u_{v_j}) \in \mathbb{R}^{(k+d+1) \times d} \).

From the constraints in \( \text{MT} \), we have:

\[
X_{b_j,b_j} = \| u_{b_j} \|^2 \leq 1 \implies \| u_{b_j} \| \leq 1, \quad \sum_{j=1}^{d} X_{v_j,v_j} = \sum_{j=1}^{d} \| u_{v_j} \|^2 = \| U_v \|^2_F = 1 \implies \| U_v \|_F = 1.
\]

Let \( R \) and \( T \) denote the sets defined in Lemma D.3. Let \( j \in T \cap R \). By noting that \( v_{b_j} = u_{b_j}^\top U_v \), we have:

\[
0.85d^* \leq \langle Z_j - \hat{\mu}, v_{b_j} \rangle + \langle \hat{\mu} - x, v_{b_j} \rangle \leq X_{b_j,b_j} r^* + u_{b_j}^\top U_v (\hat{\mu} - x),
\]
where the first inequality follows from the inclusion of \( j \) in \( R \) and the second from its inclusion in \( T \). By rearranging this equation and using our bound on \( d^* \) from Lemma D.5, we obtain:

\[
0.80 \| \hat{\mu} - x \| \leq 0.85d^* \leq X_{b_j,b_j} r^* + u_{b_j}^\top U_v (\hat{\mu} - x).
\]

(3)

By rearranging Eq. (3), using Cauchy-Schwarz, \( \| u_{b_j} \| \leq 1 \) and the assumption on \( \| x - \hat{\mu} \| \):

\[
\| U_v (\hat{\mu} - x) \| \geq u_{b_j}^\top U_v (\hat{\mu} - x) \geq 0.75 \| \hat{\mu} - x \|,
\]
which yields:

\[
\| U_v \Delta \| \geq 0.75.
\]

Now, we have:

\[
1 = \| U_v \|^2_F = \| U_v P_\Delta \|^2_F + \| U_v P_\Delta^\perp \|^2_F \geq \| U_v P_\Delta \|^2_F + (0.75)^2 \implies \| U_v P_\Delta^\perp \|_F \leq 0.67.
\]
Let $y$ be the top singular vector of $X_v$. Note that $X_v = U_v^T U_v$ and $y$ is also the top right singular vector of $U_v$. We have that:

$$0.75 \leq \|U_v y\| \leq \|U_v \mathcal{P}_\Delta y\| + \|U_v \mathcal{P}_\Delta^\perp y\| \leq \|\mathcal{P}_\Delta y\| + \|U_v \mathcal{P}_\Delta^\perp\|_F \leq \|\mathcal{P}_\Delta y\| + 0.67.$$  

This means that we have:

$$\langle y, \Delta \rangle \geq \frac{1}{15}.$$  

Note that the algorithm returns either $y$ or $-y$. Consider the case where $\langle y, \Delta \rangle > 0$. From Remark D.2 (implied by Definition D.1), we have for at least $0.95$:

$$\langle Z_i - \bar{\mu}, y \rangle \leq r^*.$$  

Therefore, we have for $0.95$ points:

$$\langle Z_i - x, y \rangle = \langle Z_i - \bar{\mu}, y \rangle + \langle \bar{\mu} - x, y \rangle \geq -r^* + \frac{20r^*}{15} > 0.$$  

This means that in the case where $\langle y, \Delta \rangle > 0$, we return $y$ which satisfies $\langle \bar{\mu} - x, y \rangle > 0$. This implies the lemma in this case. The case where $\langle y, \Delta \rangle < 0$ is similar, with $-y$ used instead of $y$. This concludes the proof of the lemma.  

We now prove a lemma regarding the output of Algorithm 2.

**Lemma D.7.** Let $Z = \{Z_i\}_{i=1}^k$ be $k$ points in $\mathbb{R}^d$, $\bar{\mu} \in \mathbb{R}^d$ and $r^*$ be as in Definition D.1. Then, Algorithm 2, with input $Z$, initialization $x^*$, and number of iterations $T = 10^6 \log \frac{\|\bar{\mu} - x^*\|}{\epsilon}$ satisfies:

$$\|x^* - \bar{\mu}\| \leq \max \{30r^*, \epsilon\}.$$  

**Proof.** First, let $G = \{x : \|x - \bar{\mu}\| \leq 20r^*\}$. We prove the lemma in two cases:

**Case 1:** None of the iterates $x_t$ lie in $G$. In this case, we have from Lemma D.5:

$$0.95\|x_t - \bar{\mu}\| \leq d_t \leq 1.25\|x_t - \bar{\mu}\|.$$  

(4)

This yields:

$$\|x_{t+1} - \bar{\mu}\|^2 = \|x_t - \bar{\mu}\|^2 - \frac{d_t}{20} \langle g_t, \bar{\mu} - x_t \rangle + \frac{d_t^2}{400} \leq \|x_t - \bar{\mu}\|^2 - \frac{d_t\|\bar{\mu} - x_t\|}{150} + \frac{d_t^2}{400}$$

$$\leq \|x_t - \bar{\mu}\|^2 - d_t \left(\frac{\|\bar{\mu} - x_t\|}{150} - \frac{d_t}{400}\right) \leq \left(1 - \frac{1}{500}\right) \|x_t - \bar{\mu}\|^2,$$

where the first inequality follows from Lemma D.6 and the last inequality follows by substituting the lower bound on $d_t$ in the first term and the upper bound on $d_t$ in the second term (Eq. (4)). By an iterated application of the above inequality, we have:

$$\|x^* - \bar{\mu}\| \leq \frac{1}{0.95} \cdot d^* \leq \frac{1}{0.95} \cdot d_{T+1} \leq \frac{\epsilon}{10},$$

which concludes the proof of the lemma in this case.

**Case 2:** One of the iterates $x_t$ falls into the set $G$. If the algorithm returns an element from $G$, the lemma is true from the definition of $G$. Otherwise, from Lemma D.4, we have for $x_t \in G$ that $d_t \leq 25r^*$. Therefore, we have at the conclusion of the algorithm a value $d^* \leq 25r^*$ along with a returned vector $x^*$ lying outside $G$. Thus, we have from Lemma D.5:

$$0.95\|x^* - \bar{\mu}\| \leq 25r^* \implies \|x^* - \bar{\mu}\| \leq 30r^*.$$

This concludes the proof of the lemma.  

28
E Proof of Theorem 1.2

We assemble the results established in other sections to prove Theorem 1.2. Let $x^\dagger$ denote the output of Algorithm 4 in the running of Algorithm 1. Note that this is passed as input to Algorithms 3 and 5. We now define the event $E$:

$$E := \{ \| x^\dagger - \mu \| \leq 24\sqrt{d} \}. $$

From Lemmas B.1 and C.8, we may assume the conclusions of Lemma C.8, an event which occurs with probability at least $1 - \delta$. Since $\| x^\dagger - \mu \| \leq 24\sqrt{d}$, the proof of the theorem follows from Lemma D.7, our bound on the number of iterations $T$ and the final desired accuracy.

\[\square\]

F Lower Bound for Robust Estimation under Weak Moments

In this section, we establish a lower bound for robust mean estimation under weak moments. The lower bound will be a consequence of the following theorem:

**Theorem F.1.** Given $\eta, \alpha \in (0, 1)$, there exist two distributions $\mathcal{D}_1$ and $\mathcal{D}_2$ over $\mathbb{R}$ with means $\mu_1$ and $\mu_2$, respectively, satisfying:

1. $d_{TV}(\mathcal{D}_1, \mathcal{D}_2) \leq \frac{\eta}{4}$
2. $|\mu_1 - \mu_2| \geq \frac{1}{4} \cdot \eta^{\alpha/(1+\alpha)}$
3. $\mathbb{E}_{X \sim \mathcal{D}_1}[|X - \mu_1|^{1+\alpha}], \mathbb{E}_{X \sim \mathcal{D}_2}[|X - \mu_2|^{1+\alpha}] \leq 1.$

**Proof.** We prove the theorem by explicit construction. Let $\mathcal{D}_1$ be a $\delta$-distribution on 0: $\mathbb{P}_{X \sim \mathcal{D}_1}(X = 0) = 1$. We have $\mu_1 = 0$ and the weak moment condition holds trivially for $\mathcal{D}_1$. Now, for $\mathcal{D}_2$, we have:

$$\mathbb{P}_{X \sim \mathcal{D}_2}(X = x) = \begin{cases} 1 - \frac{\eta}{4}, & \text{when } x = 0 \\ \frac{\eta}{4}, & \text{when } x = \left( \frac{1}{1+\alpha} \right)^{1/(1+\alpha)} \\ 0, & \text{otherwise.} \end{cases}$$

From the definitions of $\mathcal{D}_1$ and $\mathcal{D}_2$, we obtain the first conclusion of the lemma. By direct computation, we have $\mu_1 = 0$ and $\mu_2 = \frac{1}{4} \cdot \eta^{\alpha/(1+\alpha)}$. Finally, we verify the weak moment condition on $\mathcal{D}_2$ using the convexity of the function $f(x) = |x|^{1+\alpha}$:

$$\mathbb{E}_{X \sim \mathcal{D}_2}[|X - \mu_2|^{1+\alpha}] \leq 2^\alpha \cdot \mathbb{E}[|X|^{1+\alpha}] + |\mu_2|^{1+\alpha} \leq 2^\alpha \left( \frac{1}{4} + \frac{\eta^\alpha}{4^{1+\alpha}} \right) \leq 1.$$

This concludes the proof of the theorem. \[\square\]