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Supplementary Method

Additional analysis regarding the spontaneous change in fundamental frequency

When further examining the spontaneous change in fundamental frequency, we found that there was a weak but significant negative correlation between the change in the fundamental frequency for adjacent calls and their call intervals in three of the four subjects (9606, 9001 and 62U, Supplementary Fig.S2). When two calls were produced with a very short interval, the second call was likely to have a higher fundamental frequency than that of the first one. When two calls were produced with a long interval, the second call was likely to have a lower fundamental frequency. This relationship may provide some information for the possible mechanisms underlying the spontaneous change in fundamental frequency.

Additional details for the behavioral paradigm and apparatus

The sound level of the perturbation signals was measured by a hand-hold sound level meter (Brüel & Kjær Type 2250, Nærum, Denmark) with a 1/2 inch prepolarized free field microphone (Brüel & Kjær Type 4189). The recording cage was placed 60 cm in front of Speaker 1. Mic 1 was placed 40 cm in front of the recording cage.

For subject 9001, there was a five-month interval between Perturbation 1 sessions and Baseline 2 sessions in which other studies were performed. Therefore, this subject is not included in the analysis of the long-lasting effect for the comparison between Baseline 2 sessions and Perturbation 1 sessions. For other subjects, all sessions were performed consecutively (Supplementary Fig.S3).

Additional details for data analysis

The raw acoustic recordings (vocalizations + perturbation signals) were de-noised using the referenced noise filtering method as described in previous work from our lab [1]. Since there were some variations in the actual delay of perturbation signals due to the computer system, we selected perturbed calls only if the actual perturbation signal delay was within a reasonable window (see “Perturbation signal delay window” in Supplementary Table S1).

We used an analysis window in the latter half of the phee phrase to calculate the fundamental frequency. The rationale is as follows. There may be transient changes to the fundamental frequency right after the start of a perturbation signal. We aimed to avoid the transient changes and measured the steady state fundamental frequency after the perturbation signal started. Therefore, we left a 0.2 second buffer period after the latest perturbation signal delay. In addition to that, there were also calls with shorter phrase length due to perturbation [2]. We selected calls that terminated at least 0.15 second after the end of the analysis window to avoid measuring the frequency variation towards the end of phrases. We calculated the call fundamental frequency by taking the average of the fundamental frequencies in 1ms bins within the analysis window (fundamental frequency in each bin was calculated using 10ms window for Fourier transform).
To characterize the relationship between the change of the fundamental frequency between adjacent calls and their time interval, we calculated the Pearson correlation between the change of fundamental frequency and the time interval in log-scale using data from each group of sessions (Supplementary Fig.S2).

To characterize frequency shift over time across sessions, we calculated the frequency shift with respect to Baseline 1 sessions (Fig.4B, Supplementary Figs.S3-S4). This is done as follows: the frequency shift of each session group is first calculated relative to the fundamental frequency profile of the session group directly preceding it (e.g. Perturbation 1 to Baseline 1, Baseline 2 to Perturbation 1 and Perturbation 2 to Baseline 2); then for a given group, the median frequency shift of each previous group was summed and added to the frequency shift of the current given group.

Supplementary Discussion

Control of vocal production by marmosets

A key question in the studies of non-human primates is to what extent they can control their vocal production. In humans, such an ability means being able to initiate a vocalization in response to behavioral situations, to modify spectrotemporal structures of vocalizations based on environmental cues or auditory feedback of one’s own voice, and to learn to make changes in vocal production according to social contexts. Evidence for the control of the initiation of vocal production has been shown in tamarins and marmosets [1,3]. Evidence for the control of spectrotemporal structures of vocalizations, on the other hand, is scarce [2,4]. The observation of the bi-directional change in the fundamental frequency of phee calls (Fig.3, Supplementary Fig.S6) is one of the most intriguing findings in this study. Previous studies in non-human primates have described gross changes in vocal parameters such as amplitude and duration (e.g. Lombard effect) when perturbation signals were presented [5,6], which have largely been attributed to factors other than cognitive functions [4,7]. Beyond these gross changes, only one non-human primate study has shown evidence for spectral adjustment in vocalizations in response to noise perturbation [8].

In that study, researchers presented broadband or narrowband noise to cotton-top tamarins that overlapped with either all harmonics or the lower 3-4 harmonics of their combination long calls which had energy distributed over 6-8 harmonics. Several spectral parameters were modified in addition to an overall increase in vocal amplitude, which included an increase in peak frequency and a decrease in minimum frequency. However, that study did not dissociate spectral changes from the Lombard effect, nor did it explicitly test the direction of spectral changes (e.g., to include another noise type overlapping with higher harmonics of tamarin calls). It is therefore possible that the observed spectral change in vocalizations of cotton-top tamarins resulted from the change of vocal amplitude instead of a direct spectral modification. Studies in birds [9–11] and humans [12,13] also showed similar spectral changes accompanied by amplitude changes when tested with noise perturbation.
Effects in the second perturbation sessions

An interesting observation in our data is regarding the effect of the second perturbation sessions. The fundamental frequency of phee calls shifted in Perturbation 2 sessions (comparing to Baseline 2 sessions) in a similar manner as in Perturbation 1 sessions (comparing to Baseline 1 sessions), but the magnitude of the shift was relatively smaller (Fig. 4B). We performed a further analysis using the data from an example subject to illustrate how this smaller shift in fundamental frequency is related to the baseline shift after Perturbation 1 sessions (Supplementary Fig.S7). For the perturbation signal, the edge of its spectrum was chosen to be at the tail (±3 standard deviations) of the distribution of the fundamental frequency of phee calls in the previous baseline sessions. For Perturbation 1 sessions of this subject, the lower edge of the spectrum (cut-off frequency) of the high-frequency noise was positioned on the right side of the distribution of the fundamental frequency of phee calls measured in Baseline 1 sessions (8.842kHz, the left edge of the gray shaded area “P1” on Supplementary Fig.S7). If the baseline frequency had not shift, the distribution of the fundamental frequency in Baseline 2 sessions would have overlapped with that in Baseline 1 sessions (i.e., the cyan dashed curve overlaps with the blue curve in Supplementary Fig.S7). Therefore, we would have selected the upper spectral edge of the low-frequency noise based on the same distribution (7.197kHz, the gray vertical dashed line on Supplementary Fig.S7). However, because the fundamental frequency of Baseline 2 sessions shifted towards the lower frequency (Supplementary Fig.S7, the cyan dashed curve) and we assumed that the marmoset had already adopted this as the new baseline, we placed the upper spectral edge of the low-frequency noise based on this new fundamental frequency distribution (6.873kHz, the right edge of the gray shaded area “P2” on Supplementary Fig.S7). Therefore, relatively speaking, the spectrum of the low-frequency noise was placed farther away from the fundamental frequency distribution of the Baseline 1 sessions than the spectrum of the high-frequency noise. If the marmoset had already adopted the new baseline in Baseline 2 sessions, we would expect that the low-frequency noise had a similar effect size than the high-frequency noise because they were placed at the equal distance away from the spectrum of the baseline fundamental frequency distributions. A smaller effect size induced by the low-frequency noise suggests that the marmoset may have kept a memory of the original baseline (Baseline 1). In this case, using a perturbation signal with spectrum farther from this memorized baseline induced a smaller effect, as seen in all Perturbation 2 sessions (Fig.4). This observation provides further details on the long-term plasticity in the marmoset’s vocal production system.

Neurophysiological implications

Findings from the present study also have implications on how the vocal control and plasticity are implemented in the marmoset brain. The traditional view on neural substrates of non-human primate vocal production is based on the notion that monkey vocalizations are largely emotional. In that case, neither voluntary nor feedback-dependent vocal control is needed for vocal production. Consistent with that notion, brain structures such as periaqueductal gray (a brainstem region) and anterior cingulate cortex are suggested to be responsible for producing vocalizations
in non-human primates (see reviews [14,15]). The cortical regions that are needed for planning and motor control such as lateral frontal cortex were thought to be dispensable [14,15]. More recent experiments using freely moving and vocalizing marmosets from our laboratory and others showed the involvement of premotor and prefrontal cortices in natural vocal production, providing new insights on the neural substrates of vocal control and planning [16,17].

The behavioral observations from the present study suggest the involvement of cognitive control in vocal production by marmosets. Therefore, several sensory and motor functions are expected to be engaged, including auditory monitoring of self-generated and environmental sounds, fine control of motor output parameters and the comparison between auditory information and planned motor production. These functions pose the necessity of frontal cortex and other sensorimotor cortices. For example, the auditory cortex is likely engaged in monitoring environmental sounds (e.g. perturbation signals and their spectra) and self-produced vocalizations (e.g. phee calls) [18–21]. Frontal regions, such as premotor and prefrontal cortex, may be engaged in the planning and control of vocal parameters (e.g. fundamental frequency) [16,17,22]. Interactions between these cortical areas are likely needed to calculate the direction and size of frequency shifts. Future studies will help delineate the cortical circuits underlying such voluntary control and plasticity in marmoset vocalizations.
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Supplementary Figures and Figure Legend
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**Fig. S1.** Fundamental frequency data for individual experimental subjects (for Baseline 1 and Perturbation 1 sessions).

Similar format as Fig.3B. Fundamental frequencies with respect to call onset time for all four experimental subjects (Subject ID labeled at the top left corner of each row). Each marker indicates a call (same type of markers for calls in the same session). Blue: baseline; green: not-perturbed; red: perturbed. The fundamental frequency profile (fitted from individual data points) of baseline sessions is marked with a thick blue curve and that of perturbation sessions is marked with a thick orange curve. The x-axis is expanded for the first 500 seconds for a detailed view of the calls which are often more frequent at the beginning of each session. HFN: high-frequency noise; LFN: low-frequency noise.
**Fig. S2** Relationship of the frequency change between adjacent calls to the time interval between them.

Change in fundamental frequency between adjacent phee calls with respect to the call interval (onset-to-onset, in log-scale) for each experimental subject (Subject ID labeled on the left) in each of the experimental session groups (labeled on top). Data for the perturbation sessions include both the not-perturbed calls and the perturbed calls. The Pearson correlation is calculated, with the correlation coefficient and the p-value marked within each panel. Black line: a linear regression estimate of the data in each panel.
**Fig. S3** Relative frequency change of calls in temporal order across sessions.

Each data point represents the relative frequency change of a call in baseline sessions or in perturbation sessions, with respect to Baseline 1 sessions (see Methods). Blue: baseline calls; green: not-perturbed calls; red: perturbed calls. The vertical lines separate consecutive sessions. Data from each subject is plotted in a separate row (Subject ID labeled at the top left corner of each row). The experiment day is labeled on top of each panel, with the first session in Baseline 1 referred to as day 1. Test dates for all subsequent sessions are relative to day 1. A few data points outside of the [-1, 1] kHz range are plotted on the border of the y-axis.
**Fig. S4** Summary of frequency shifts in each session group for subject 9001.

Same format as Fig.4B. Fundamental frequency shifts (Tukey boxplot) over time in experimental session order, with respect to Baseline 1 sessions. Medians: horizontal lines inside the boxes. First and third quartiles: lower and upper borders of the boxes. Inner fences: whiskers outside of the boxes. Outliers are not plotted. Blue and cyan: baseline sessions. Orange and brown: perturbation sessions (including both the not-perturbed and the perturbed calls). B1: Baseline 1; P1: Perturbation 1; B2: Baseline 2; P2: Perturbation 2. Asterisks indicate significant differences. n.s. not significant. Kruskal-Wallis test results: $\chi^2 = 26.1$, $p = 9.2 \times 10^{-6}$. See Supplementary Table S3 for p-values in *post-hoc* analysis with Bonferroni corrections.
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**Fig. S5.** Fundamental frequency data for individual experimental subjects (for Baseline 2 and Perturbation 2 sessions).

Similar format as Fig.3B. Fundamental frequencies with respect to call onset time for all four experimental subjects (Subject ID labeled at the top left corner of each row). Each marker indicates a call (same type of markers for calls in the same session). Blue: baseline; green: not-perturbed; red: perturbed. The fundamental frequency profile (fitted from individual data points) of baseline sessions is marked with a thick blue curve and that of perturbation sessions is marked with a thick orange curve. The x-axis is expanded for the first 500 seconds for a detailed view of the calls which are often more frequent at the beginning of each session. HFN: high-frequency noise; LFN: low-frequency noise.
**Fig. S6.** The fundamental frequency of phee calls shifts away from perturbation signal spectrum in Perturbation 2 sessions.

Same format as Fig.3C. Statistical summary of the relative frequency change (Tukey boxplot) of calls in baseline (blue), not-perturbed (green) and perturbed (red) conditions for Baseline 2 and Perturbation 2 sessions (Left: LFN; Right: HFN). Medians: horizontal lines inside the boxes. First and third quartiles: lower and upper borders of the boxes. Inner fences: whiskers outside of the boxes. Outliers are not plotted. Any comparison showing a significant difference between conditions is indicated with asterisks. Kruskal-Wallis test results: Subject 9001: $\chi^2 = 13.3$, $p = 0.0013$, Subject 95Z: $\chi^2 = 17.0$, $p = 2.0 \times 10^{-4}$, Subject 9606: $\chi^2 = 8.8$, $p = 0.012$, Subject 62U: $\chi^2 = 36.2$, $p = 1.38 \times 10^{-8}$. See Supplementary Table S4 for the p-values in post-hoc analysis with Bonferroni corrections.
Fig. S7. Distribution of the fundamental frequency of phee calls in the baseline sessions and the position of the edges of the perturbation signal spectra (cut-off frequencies) for an example subject (62U).

Blue curve: Baseline 1 sessions (“B1”). Cyan dashed curve: Baseline 2 sessions (“B2”). The fundamental frequency is measured at 0.6s (half of the median phrase duration) after the call onset for the first phrase of phee calls (see Methods). Gray shaded areas illustrate the spectra of the perturbation signals in Perturbation 1 sessions (“P1”, HFN) and Perturbation 2 sessions (“P2”, LFN) to indicate the position of the spectral edge (cut-off frequency, the left side of the gray shaded area “P1” or the right side of the gray shaded area “P2”). The spectra of the perturbation signals are only partially shown (limited by the x-axis range). The gray vertical dashed line indicates the frequency three standard deviations below the mean of the fundamental frequency data from Baseline 1 sessions.
**Supplementary Tables**

**Table S1.** A list of parameters used in the experiment and analysis.

|                | 9606 | 62U | 9001 | 95Z |
|----------------|------|-----|------|-----|
| **Subject**    |      |     |      |     |
| **Perturbation signal type** | HFN  | LFN | HFN  | LFN |
| **Cut-off frequency (Hz)**     | 10000| 7500| 8842 | 6873|
| **Perturbation signal delay (s)** | 0.8  | 0.6 | 0.8  | 0.45|
| **Perturbation signal delay window (s)** | [0.7, 0.9] | [0.5, 0.7] | [0.7, 0.9] | [0.35, 0.55]|
| **Analysis window (s)**       | [1.1, 1.3] | [0.9, 1.1] | [1.1, 1.3] | [0.75, 0.85]|
| **Total**                   |      |     |      |     |
| N<sub>Baseline</sub>         | 84   | 68  | 149  | 220 |
| N<sub>Not-perturbed</sub>    | 44   | 69  | 148  | 195 |
| N<sub>Perturbed</sub>        | 51   | 100 | 122  | 98  |
| **Analyzed**                |      |     |      |     |
| N<sub>Baseline</sub>         | 37   | 43  | 148  | 213 |
| N<sub>Not-perturbed</sub>    | 21   | 32  | 147  | 183 |
| N<sub>Perturbed</sub>        | 18   | 60  | 82   | 55  |

**Table S1 Legend**

HFN: high-frequency noise; LFN: low-frequency noise. The cut-off frequency is the cut-off frequency of the high-pass or low-pass filters used to generate each type of perturbation signals. Perturbation signal delay is the program set parameter of the start time of perturbation signals relative to the onset of the first phrase of phee calls. Perturbation signal delay window is the allowed range of actual delay used in the analysis to include calls with reasonable perturbation signals. The analysis window is the time window for the first phrase of phee calls used to calculate the fundamental frequency. The “N” within the “Total” section is the number of calls in each condition recorded from the subject for each type of perturbation signals. The “N” within the “Analyzed” section is the number of calls selected and used in the analysis (according to perturbation signal delay window and other parameters, see Methods).
### Table S2 P-values for the multiple comparison tests shown in Fig. 3C

| Subject ID | 9606 | 62U | 9001 | 95Z |
|------------|------|-----|------|-----|
| Perturbed vs. Baseline | $1.3 \times 10^{-6}$ | $1.9 \times 10^{-25}$ | $9.2 \times 10^{-4}$ | $2.6 \times 10^{-7}$ |
| Not-perturbed vs. Baseline | $1.6 \times 10^{-5}$ | $7.6 \times 10^{-34}$ | 0.032 | 0.0010 |
| Not-perturbed vs. Perturbed | 1 | 1 | 0.86 | 0.64 |

### Table S3 P-values for the multiple comparison tests shown in Fig. 4B and Supplementary Fig. S4

| Subject ID | 9606 | 62U | 9001 | 95Z |
|------------|------|-----|------|-----|
| Perturbation 1 vs. Baseline 1 | $5.0 \times 10^{-9}$ | $8.7 \times 10^{-35}$ | $8.3 \times 10^{-4}$ | $1.0 \times 10^{-7}$ |
| Perturbation 2 vs. Baseline 2 | 0.021 | $6.6 \times 10^{-8}$ | 0.0074 | $3.9 \times 10^{-4}$ |
| Baseline 2 vs. Perturbation 1 | 1 | 0.85 | 1 | 1 |

### Table S4 P-values for the multiple comparison tests shown in Supplementary Fig. S6

| Subject ID | 9606 | 62U | 9001 | 95Z |
|------------|------|-----|------|-----|
| Perturbed vs. Baseline | 0.0091 | $7.8 \times 10^{-6}$ | 0.0023 | $2.9 \times 10^{-4}$ |
| Not-perturbed vs. Baseline | 0.31 | $1.5 \times 10^{-6}$ | 0.0088 | 0.0018 |
| Not-perturbed vs. Perturbed | 0.99 | 0.55 | 1 | 1 |