Aharonov-Bohm and Aharonov-Casher effects in double quantum dot Josephson junction
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We analyze a Josephson junction between two superconductors interconnected through a normal-state nanostructure made of two parallel nanowires with embedded quantum dots. We study the influence of interference effects due to the Aharonov-Bohm (AB) and Aharonov-Casher (AC) phases for local and nonlocal (split) Cooper pairs. In the AB effect the phase of electron is affected by magnetic flux, while in the AC effect the phase of the electron in solid state can be modified due to the Rashba spin-orbit coupling. In the low-transmission regime the AB and AC effects can be related to only local or nonlocal Cooper pair transport, respectively. We demonstrate that by the addition of the quantum dots the Cooper pair splitting can be made perfectly efficient, and that the AC phase is different for non-spin-flip and spin-flip transport processes.

I. INTRODUCTION

Spatially separated spin-entangled electrons in solid state are a crucial element of quantum communication and computing.¹ One proposal for creating such entangled states is based on Cooper pair splitting.²,³ Nonlocal split Cooper pairs can also be observed in the Josephson junction,² as pointed out by Wang and Hu⁵ in regard to the Aharonov-Bohm (AB) effect. In this paper we study the interference properties of this new Josephson current.

In addition to the well-known Aharonov-Bohm (AB) effect²⁻⁴, where the phase of a charged particle is affected by magnetic vector potential, we consider the dual phenomenon, namely the Aharonov-Casher (AC) effect¹⁵⁻¹⁸, in which electric field acts on the phase of magnetic moment. The AC effect for electrons was observed in mesoscopic rings¹⁹⁻²¹ or in the Datta-Das transistor²²⁻²³, where oscillations of conductance as a function of electric field occur due to the Rashba spin-orbit interaction phase φ_R, which can be controlled by an external gate voltage.

The Rashba spin-orbit interaction²⁴⁻²⁶ can be described by the Hamiltonian:

\[ H_R = \frac{\eta}{\hbar} (\vec{p} \times \vec{\sigma})_y, \]  

where η is the Rashba parameter and the y axis is perpendicular to the 2DEG plane. Restriction of the movement of electrons to the x direction (k_y = 0), leads to different wave vectors, k_x ≠ k_y, of electrons with the same energy and spin polarizations ±z, due to the spin-orbit interaction. This entails different phases of spin-up and spin-down (σ = ↑, ↓) electrons, φ_σ = k_x L = φ_φ + σφ_y, where L is the length of the transport channel. It can be shown that the phase of a moving electron depends on its spin |σ⟩_z → exp(σφ_y) |σ⟩_z, where we have omitted the common phase factor φ_φ.

In the s-wave superconductors, the Cooper pairs are in the singlet state, with no net magnetic moment (spin S = 0), consequently there should be no AC effect for a Cooper pair. This is due to the fact that the two spin components (σ = ±1 for spin ↑, ↓) of a Cooper pair in a quasi-1D quantum wire have opposite Rashba phases φ_σ, so that they cancel each other and suppress the AC effect. This obstacle hindering the manipulation of Josephson current by the spin-orbit interaction can be avoided by breaking of the time-reversal symmetry, e.g. by a magnetic-field-induced Zeeman splitting or by magnetic exchange interactions²⁷⁻²⁹.

The desired spin control without breaking of the time-reversal symmetry can be achieved, however, for split nonlocal Cooper pairs.²⁰ Since each electron in the singlet state has a magnetic moment related to its spin (S = 1/2), it is possible to induce the AC effect for each electron of the pair separately, when a Cooper pair is split and nonlocally preserves its entangled singlet state.

One of the methods to obtain separated Cooper pairs is the use of double quantum dot both in the Y-junction²⁻⁸ and the Josephson junction²⁻²²,²⁻²⁴,²⁻⁴⁴. In this double quantum dot (DQD) system Cooper pairs splitting is made possible by having the electrons repel each other by strong Coulomb interaction, U → ∞.

In this paper, we want to analyze whether the presence of quantum dots in the Josephson junction leads to a change in the interference properties of the system. Our calculations show that the AB and AC effects are still linked to local and nonlocal (split) Cooper pair transport, respectively. However, the nonlocal component of the Josephson current has a Rashba phase dependence that depends on the ground state of the DQD. In this system, in the singlet ground state, one can observe non-spin-flip and spin-flip transport processes related to different AC phases, which results in beating in the AC effect. We further investigate how the presence of quan-
FIG. 1. Superconducting leads connected by two nanowires with quantum dots (u - up, d - down). Electrons flowing in the system acquire phase $\phi_{\text{AB}}$ related to the external magnetic field flux $\Phi$ and spin-dependent phase $\sigma\phi_{\text{RD}}$ related to the Rashba spin-orbit interaction. Here $\mu = \{l, r\}$ denotes the left or right section of the nanowire, and $\delta = \{u, d\}$ the up or down nanowire.

quantum dots influences the Cooper pair splitting efficiency. We show that also out of the resonant position of the quantum dots energy levels, in cotunneling regime, the splitting efficiency is relatively high. It can also be shown that due to the Rashba spin-orbit interaction, there is a possibility to create and tune admixture of triplet correlations $T_0$ on the quantum dots. In the last section of this paper, we propose method of experimental confirmation of our predictions based on the critical Josephson current oscillations as a function of Rashba phase.

II. MODEL

We consider two superconducting leads linked by two parallel nanowires with en embedded quantum dot in each wire. The distance between nanowires is smaller than the size $\xi$ of the Cooper pair. In this system, the flowing electrons acquire Aharonov-Bohm phase ($\phi_{\text{AB}}$) related to the external magnetic field flux $\Phi$ and spin-dependent Rashba phase ($\sigma\phi_{\text{RD}}$) related to the Rashba spin-orbit interaction - Figure 1. Due to the presence of quantum dots, flow of the Cooper pairs through the system is dominated by fourth order processes, schematically shown in Figure 2. In processes a) and b) Cooper pair flows through $QD_u$ or $QD_d$ (up or down quantum dot), respectively, which gives the local contribution to Josephson current, and in processes c) transport is non-local, i.e., the Cooper pair is split between $QD_u$ and $QD_d$. In the following, we will examine how the presence of quantum dots affects the interference effects (AB and AC), and we will propose an experimental method that can confirm our assumptions.

The system with a double quantum dot (DQD) inserted between two superconductors can be described by the Hamiltonian $H = H_I + H_r + H_{\text{DQD}} + H_{\text{Tu/d}} + H_{\text{T4d}}$, where the BCS Hamiltonian $H_{\mu}$ of superconducting lead $\mu = \{l, r\}$ is given by:

$$H_{\mu} = \sum_{k\sigma} \xi_k \epsilon_{\mu k\sigma} c_{\mu k\sigma}^\dagger c_{\mu k\sigma} + \sum_{k} \left( \Delta_\mu c_{\mu k\uparrow}^\dagger c_{\mu -k\downarrow} + H.c. \right).$$

(2)

The DQD with single energy level in each quantum dot is described by the Hamiltonian:

$$H_{\text{DQD}} = \sum_{\delta, \mu, \sigma} (\varepsilon_\delta n_\delta + U n_\delta^\dagger n_\delta) \left( n^\dagger_{\mu \sigma} c_{\mu \sigma} + n^\dagger_{\mu \sigma} c_{\mu \sigma}^\dagger \right),$$

(3)

where $n_\delta$ is the number operator of particles in the $\delta$ quantum dot (u - up, d - down) and $U$ is the energy of Coulomb interaction. In our system we set $U \to \infty$, which implies the impossibility of filling a single quantum dot with more than one electron. In the presence of magnetic flux and the Rashba spin-orbit interaction the tunneling Hamiltonians $H_{\text{Tu/d}}$ are given by:

$$H_{\text{Tu/d}} = \sum_{k, \sigma, \mu} e^{i (\pm \phi_{\text{RD}}/4 + \phi_{\text{RD}} - \pi/4)} \left( \frac{\Delta_\mu}{\Delta_\mu} c_{\mu \sigma}^\dagger c_{\mu \sigma} + H.c. \right),$$

(4)

where $\varphi$ is the superconducting phase difference, $\sigma\phi_{\text{RD}}$ are the spin-dependent Rashba phases, $\phi_{\text{AB}} = \pi \Phi/\Phi_0$ is the AB phase, with $\Phi_0 = h/2e$, $\epsilon_{\mu k\sigma}$ and $d_{\mu \sigma}$ are electron creation operators on lead $\mu$ and the u/d quantum dot, respectively. In our model we assume that the Rashba phases on the left and right side of the two quantum dots ($\phi_{\text{RD}} \neq \phi_{\text{RD}}$) can be controlled independently. Different Rashba phases can result from different nanowires lengths on the left and right side of QD, or can be controlled by independent gate electrodes.

We consider the system at low temperature in the absence of excited quasiparticles, $\Delta \gg k_B T$, and in the regime $\Delta \gg k_B T_K$, therefore we can neglect the Kondo effect.

The Josephson current $I_J$ can be calculated from the equation:

$$I_J = \frac{2 e}{\hbar} \frac{\partial}{\partial \varphi} F_{gs}(\varphi).$$

(5)
Applying the time-independent non-degenerate perturbation theory one can show that first-order and third-order ground state energy shifts are equal $E_{gs}^{(1)} = E_{gs}^{(3)} = 0$, the second-order energy shift is independent of superconducting phase difference and will have no contribution to Josephson current, $E_{gs}^{(2)}(\varphi) = \text{const}$. Therefore, the lowest-order energy shift is the fourth-order, which has a form:

$$E_{gs}^{(4)} = \langle gs | V \left(1 - P_{gs} \right) E_{gs}^{(0)} - H_0 \right) V \left(1 - P_{gs} \right) E_{gs}^{(0)} - H_0 | gs \rangle \left(1 - P_{gs} \right) E_{gs}^{(0)} - H_0 V | gs \rangle,$$

where the complementary projection operator is defined as $1 - P_{gs} = 1 - \langle gs | gs \rangle = \sum_{m \neq gs} | m \rangle \langle m |$, and $V \equiv H_{Tu} + H_{Td}$ is a perturbative part of the Hamiltonian, which is the only one dependent on the superconducting phase difference. The last term in Eq. (6) can be neglected for calculation of the Josephson current, since it does not depend on the phase difference $\varphi$. As a result:

$$I_J = \frac{2e}{\hbar} \frac{\partial}{\partial \varphi} E_{gs}^{(4)} =$$

$$= \frac{2e}{\hbar} \frac{\partial}{\partial \varphi} \langle gs | V \left(1 - P_{gs} \right) E_{gs}^{(0)} - H_0 \right) V \left(1 - P_{gs} \right) E_{gs}^{(0)} - H_0 | gs \rangle \left(1 - P_{gs} \right) E_{gs}^{(0)} - H_0 V | gs \rangle,$$

where the ground state $|gs\rangle = |\text{BCS}\rangle \otimes |\text{DQD}\rangle \otimes |\text{BCS}\rangle$.

### III. JOSEPHSON CURRENT

We consider three DQD ground states: the state $|0\rangle$ with empty quantum dots, the state $|01\rangle$ where only one quantum dot is occupied by a single electron, and the state where each dot is occupied by a single electron together creating the singlet state $|S\rangle$. These ground states can be obtained by tuning the DQD energy, $\varepsilon_\delta > 0$ corresponding to empty quantum dot, and $\varepsilon_\delta < 0$ corresponding to the single electron occupation. In the case where the quantum dots are singly occupied we consider only singlet state since it is the ground state of DQD in the strong Coulomb interaction limit. It can also be shown that the nonlocal contribution to the Josephson current is absent for $|T_0\rangle$, $|\uparrow\uparrow\rangle$, $|\downarrow\downarrow\rangle$ DQD ground states when $U \rightarrow \infty$. In addition, we assume that $k_BT \ll J$, therefore we can neglect the thermal excitation of the triplet states. Here $J$ denotes the exchange interaction between the quantum dots (via superconducting electrodes) that can be also calculated with the 4-th order perturbation theory. Since we consider the superconducting electrodes with the superconducting gap $\Delta$ in the quasiparticle density of states with assumption $\Delta \gg k_BT$ one can neglect the effect of Kondo correlations on the value of the exchange interaction $J$.

#### A. Empty quantum dots

Let us first consider the regime in which the DQD is in the empty state $|0\rangle$ ($\varepsilon_u, \varepsilon_d > 0$). Josephson current consist of two components (local and nonlocal) $I_J = I_{local} + I_{nonlocal}$, which have a form:

$$I_{local} = (I_{1u} + I_{1d}) \sin \varphi \cos \phi_{AB},$$

$$I_{nonlocal} = I_2 \sin \varphi \cos (\phi_{Rlu} + \phi_{Rld} - \phi_{Rld} - \phi_{Rld}),$$

where:

$$I_{1k} = 4 \frac{2e}{\hbar} i^2 N_{l/k} \int d\varepsilon_k \int d\varepsilon_q u_k u_q \frac{1}{E_k + \varepsilon_\delta + \varepsilon_d} \frac{1}{E_k + \varepsilon_\delta + \varepsilon_u} \frac{1}{E_q},$$

$$I_2 = 4 \frac{2e}{\hbar} i^2 N_{l/k} \int d\varepsilon_k \int d\varepsilon_q u_k u_q \left( \frac{1}{E_k + \varepsilon_\delta} \frac{1}{E_q + \varepsilon_d} \frac{1}{E_k + \varepsilon_u} \frac{1}{E_k + \varepsilon_u} \right) \frac{1}{E_q},$$

where $N_{l/k}$ are the densities of states of the leads, $u_k^2 = (1 + \varepsilon_k/E_k)/2$, $u_q^2 = (1 - \varepsilon_k/E_k)/2$, and $E_k = \sqrt{\varepsilon_k^2 + \Delta^2}$.

We can regard $I_{local}$ and $I_{nonlocal}$ as currents related to the tunneling of unsplit and split Cooper pairs, respectively, and, as it is apparent from Eqs. (8) and (9), only the local part of the Josephson current depends on $\phi_{AB}$, while the nonlocal component is affected by the Rashba phase. If both electrons of an entangled pair, being in the singlet state $|S\rangle$, travel through the same nanowire,
their Rashba phases cancel due to opposite spins of the Cooper pair electrons, and the Josephson current only depends on the AB phase. If the flowing Cooper pair is split between both nanowires, the AB phases of the electrons cancel, being opposite in the two nanowires; as a result, nonlocal component of the Josephson current only depends on the Rashba phase, therefore we can observe the AC effect.

### B. DQD occupied by single electron

Now we consider the regime in which the DQD is occupied by a single electron, for example QD_u is empty ($\varepsilon_u > 0$) and QD_d is occupied by a single electron ($\varepsilon_d < 0$). Calculated from Eq. (7) Josephson current, consists of two components as in the previous case $I_J = I_{\text{local}} + I_{\text{nonlocal}}$, which have a form:

$$I_{\text{local}} = (I_{1u} - I_{1d}) \sin \varphi \cos \phi_{AB},$$
$$I_{\text{nonlocal}} = -I_2 \sin \varphi \cos (\phi_{Rlu} + \phi_{Rru} - \phi_{Rld} - \phi_{Rrd}),$$

where:

$$I_{1\delta}' = \frac{2e}{h} l_1^2 N_r \int d\varepsilon_k \int d\varepsilon_q u_k u_q v_k v_q \frac{1}{E_k - \varepsilon_\delta} \frac{1}{E_q - \varepsilon_\delta} \frac{1}{E_k + E_q},$$
$$I_2' = \frac{2e}{h} l_1^2 N_r \int d\varepsilon_k \int d\varepsilon_q u_k u_q v_k v_q \left( \frac{1}{E_k + \varepsilon_u} \frac{1}{E_k - \varepsilon_d} + \frac{1}{E_q - \varepsilon_d} \frac{1}{E_q + \varepsilon_u} \right) \frac{1}{E_k + E_q},$$

Comparing these expressions with those obtained for the empty DQD, one can notice that the local current now consists of two components with opposite signs (Eq. (8) and (12)) and the nonlocal current is negative. In the case of local current $I_{\text{local}}$ the critical current is positive, when Cooper pairs flow through empty quantum dot and negative, when pairs go through occupied quantum dot. Therefore, change in the ground state of the quantum dot switches between 0 and $\pi$ junctions for local processes. This local current $I_{\text{local}}$ is analogous to the Josephson current through a single quantum dot, in which the $\pi$-junction behavior has been observed. In general, the negative (positive) sign of the current contribution is a result of the odd (even) numbers of electron operators permutations. The difference of factor 2 in equations (10) and (14) is due to the fact that for the empty quantum dot local Cooper pairs can flow in twice as many ways as it is in the case of the occupied quantum dot, where the flow of the Cooper pairs depend on the spin of the electron located on the quantum dot.

### C. DQD in the singlet state

An interesting effect can be observed in the singlet $|S\rangle$ ground state of the DQD ($\varepsilon_u, \varepsilon_d < 0$). As in the previous cases, the Rashba spin-orbit interaction has no effect on the local part of the Josephson current. The nonlocal current, however, involves two types of processes. In the first type electrons tunneling from the quantum dots to the lead are followed and replaced by electrons with the same spins (Figure 3(a)). In the other type of nonlocal current spin flip occurs: electrons tunneling to quantum dots have spins opposite to those of the preceding electrons (Figure 3(b)). Spin flip occurs simultaneously at both quantum dots; therefore, the tunneling process is elastic, since the DQD ground state remains the same ($|S\rangle$). Thus, in our system we have non-spin-flip and spin-flip nonlocal cotunneling processes, $I_{\text{nonlocal}} = I_{\text{nsf}} + I_{\text{sf}}$, and the Josephson current has the following components:
\[ I_{\text{local}} = -(I_{1u}^u + I_{1d}^d) \sin \varphi \cos \phi_{AB}, \]
\[ I_{\text{nsf}} = \frac{1}{2} I'_{2u} \sin \varphi \cos (\phi_{Rru} + \phi_{Rrd} - \phi_{Rld} - \phi_{Rru}), \]
\[ I_{\text{sf}} = \frac{1}{2} I'_{2u} \sin \varphi \cos (\phi_{Rru} - \phi_{Rru} - \phi_{Rld} + \phi_{Rrd}), \]

where:
\[ I'_{2u} = \frac{4 e}{\hbar} N_q N_e \int d\varepsilon_k \int d\varepsilon_q u_k v_q v_q \left( \frac{1}{E_k - \varepsilon_u E_q - \varepsilon_d} + \frac{1}{E_k - \varepsilon_d E_q - \varepsilon_u} \right) \frac{1}{E_k + E_q} \]
\[ + \left( \frac{1}{E_k - \varepsilon_u} + \frac{1}{E_k - \varepsilon_d} \right) \left( \frac{1}{E_q - \varepsilon_u} + \frac{1}{E_q - \varepsilon_d} \right), \]

As a consequence, the Rashba phases can be adjusted so that only \( I_{\text{nsf}} \) depends on the Rashba spin-orbit interaction, \( \phi_{Rlu} - \phi_{Rld} = \phi_{Rru} - \phi_{Rrd} \) (e.g. \( \phi_{Rld} = \phi_{Rrd} \), \( \delta = u, v \)), and \( I_{\text{sf}} \) is independent of both the AB and Rashba phases.

**IV. BEATING OF THE JOSEPHSON CURRENT**

Since the nonlocal component of the Josephson current for the singlet \( \langle S \rangle \) ground state composes of two contributions: the non-spin-flip \( I_{\text{nsf}} \) and spin-flip \( I_{\text{sf}} \), which differ in their Rashba phase dependence, we can observe beating of the Josephson current \( I_{\text{nl}} \). Let us focus on the case with \( \phi_{Rld} = \phi_{Rrd} = 0 \) and \( \phi_{Rlu} \neq \phi_{Rru} \). We assume different lengths \( L_{lu} \neq L_{ru} \) of the transport channel on the left and right of the u-QD, which implies different Rashba phases \( \phi_{Rlu/ru} = m \eta L_{lu/ru}/\hbar^2 \) (\( m \) denotes the electron mass), where the Rashba parameter \( \eta \) can be tuned. This results in a beat between currents \( I_{\text{nsf}} \propto \cos (\phi_{Rlu} + \phi_{Rru}) \) and \( I_{\text{sf}} \propto \cos (\phi_{Rlu} - \phi_{Rru}) \), depicted in Figure 3. Recently in InAs and InSb nanowires a large spin-orbit coupling was observed with effective spin-orbit length \( L_{so} \approx 200 \text{ nm} \) and a Rashba parameter \( \eta = 0.2 \text{ eV} \cdot \text{Å}^2 \). That indicate the length scale for \( L_{lu} \) and \( L_{ru} \), which makes the proposed effects possible to measure using present day technology.

**V. COOPER PAIR SPLITTINg EFFICIENCY**

We investigate how the presence of DQD affects the Cooper pair splitting efficiency. We focus on a symmetrical case, where \( \varepsilon_u = \varepsilon_d = \varepsilon \) for \( \langle 0 \rangle \) and \( \langle S \rangle \) DQD ground state and \(-\varepsilon_u = -\varepsilon_d = \varepsilon \) for DQD occupied by a single electron. Equations 10, 11, 12, 13, 14 in this approximation have the form:
ponent of the Josephson current. The magnitude of the current and to distinguish between local and nonlocal com-

control experimentally the splitting of the Josephson current by Deacon et al.

\[ I_2 = I_2' = 4\frac{2e}{h}t^2 N_N \int d\varepsilon_k \int d\varepsilon_q u_{kq} u_{qk} v_q \times \left( \frac{1}{E_q + |\varepsilon|} + \frac{1}{E_k + |\varepsilon|} \right) \left( \frac{1}{E_q + |\varepsilon|} + \frac{1}{E_k + |\varepsilon|} \right), \tag{21} \]

\[ I_2' = 2\frac{2e}{h}t^2 N_N \int d\varepsilon_k \int d\varepsilon_q u_{kq} u_{qk} v_q \times \left( \left( \frac{1}{E_k + \varepsilon} + \frac{1}{E_q + \varepsilon} \right)^2 + \frac{1}{E_k + \varepsilon + 2\varepsilon} \right). \tag{22} \]

We define Cooper pair splitting efficiency as:

\[ \alpha = \frac{|I_{\text{nonlocal}}|}{|I_{\text{local}}^u| + |I_{\text{local}}^\prime| + |I_{\text{nonlocal}}|}, \tag{23} \]

where \( I_{\text{local}}^u \) is the local Josephson current flowing through the \( \delta \)-quantum dot.

From Eqs. \( 20 \) and \( 21 \), it follows that for singlet and empty dots ground state close to resonance, \( |\varepsilon_0| / \Delta \ll 1 \), the nonlocal Cooper pair current dominates, since \( I_2 / I_1 \propto \Delta / |\varepsilon_0| \gg 1 \). Close to resonance the efficiency is thus \( \alpha \approx 1 \), while out of resonance it tends towards 2/3 and 1/2 for \( |S\rangle \) and \( |0\rangle \) ground state, respectively. For DQD occupied by single electron close to resonance \( \alpha < 1 \) and tends towards some nonuniversal value, while out of resonance it tends towards 2/5. The Cooper pair splitting efficiency as a function of the quantum dot energy \( \varepsilon \) is shown in Figure 4.

VI. INFLUENCE OF RASHBA PHASE ON THE DQD STATE

In DQD Josephson junction Cooper pair can pass through the system using both channels in split or un-split way, which leads to a different phase shift. If both electrons of Cooper pair (which is in spin singlet state) passes through the same (e.g up) quantum dot we have:

\[ |S\rangle \rightarrow \frac{1}{\sqrt{2}} \left( e^{i(\phi_{\text{AB}} + \phi_{\text{Ra}''} - \phi_{\text{Ra}''})} |\uparrow \downarrow\rangle - e^{i(\phi_{\text{AB}} + \phi_{\text{Ra}''} - \phi_{\text{Ra}''})} |\downarrow \uparrow\rangle \right) = e^{i\phi_{\text{AB}}} |S\rangle, \tag{24} \]

and when electron pair passes in split way:

\[ |S\rangle \rightarrow \frac{1}{\sqrt{2}} \left( e^{i(\phi_{\text{Ra}''} - \phi_{\text{Ra}''})} |\uparrow \downarrow\rangle - e^{i(\phi_{\text{Ra}''} - \phi_{\text{Ra}''})} |\downarrow \uparrow\rangle \right) = \cos (\phi_{\text{Ra}''} - \phi_{\text{Ra}''}) |S\rangle + i \sin (\phi_{\text{Ra}''} - \phi_{\text{Ra}''}) |T_0\rangle. \tag{25} \]

VII. CRITICAL CURRENT OSCILLATIONS

In this section we propose an additional method of experimental confirmation of our predictions. It is based on the measurement of the maximum Josephson current \( |I_C| \), as commonly done experimentally. Recent experiment by Deacon et al. has shown that it is possible to control experimentally the splitting of the Josephson current and to distinguish between local and nonlocal component of the Josephson current. The magnitude of the AC effect is directly related to the splitting efficiency of the experimental setup, since Rashba phase affects only the nonlocal Josephson current. Influence of the splitting efficiency \( \alpha \) on maximum Josephson current \( |I_C| \) versus Rashba phase \( \phi_{\text{Ra}''} - \phi_{\text{Ra}''} \), \( \phi_{\text{AB}} = 0 \), for the junction with the DQD in \( |0\rangle \) ground state is shown in Figure 4. As can be seen from the plot, the AC effect is absent when only local component is present (\( \alpha = 0 \)). For \( \alpha > 0 \) one can observe oscillations of the Josephson current related to the AC effect. In addition the period of the maximum current oscillations \( |I_C| \) doubles with increasing splitting efficiency \( \alpha \). Change of the current oscillations period can be also controlled by tuning of the AB phase, as shown in Figure 4 for splitting efficiency \( \alpha = \frac{1}{2} \). The same characteristics can be observed for the AB phase, as a function of \( \alpha \) and \( \cos (\phi_{\text{Ra}''} - \phi_{\text{Ra}''}) \). This also indicates presence of the local and nonlocal component. However now the AB oscillations are absent for \( \alpha = 1 \) and double the period when \( \alpha = 0 \).
FIG. 5. Cooper pair splitting efficiency $\alpha$ in the absence of magnetic flux and Rashba spin-orbit interaction (no AB and AC effects) as a function of the quantum dot energy $|\varepsilon|$. Close to the resonance the splitting efficiency $\alpha \approx 1$ for singlet and empty DQD ground state and $\alpha \approx 0.71$ for DQD occupied by single electron. Out of resonance the efficiency is equal $2/3, 1/2, 2/5$ for $|S\rangle, |0\rangle, |01\rangle$ ground state, respectively.

FIG. 6. Maximum Josephson current $|I_C|$ versus the Rashba phase $\phi_{Ru} - \phi_{Rd}$, as a function of splitting efficiency $\alpha$, $\phi_{AB} = 0$, $\phi_{Ru(d)} = \phi_{Ru(d)} + \phi_{Ru(d)}$, $\varepsilon > 0$. Change of the splitting efficiency $\alpha$ causes change of period of current AC oscillations.

AC phases, which results in beating in the AC effect. We have shown that the inserting of quantum dots in the two nanowires enables the manipulation of the two electron state on the quantum dots and create some triplet correlations $T_0$.

Recent experiments demonstrated a large spin-orbit coupling in InAs and InSb nanowires with effective spin-orbit length $l_{so} \approx 200$ nm and a Rashba parameter $\eta = 0.2$ eV $\cdot$ Å$^2$. It was also shown that there is a possibility of: assembling two Rashba parallel InAs nanowires with quantum dots (the length $\approx 250$ nm and the distance between nanowires $\approx 100$ nm); fabrication of the Josephson junction with $\approx 200$ nm long InSb Rashba nanowire with quantum dot, with spin-orbit length $l_{so} \approx 350$ nm; fabrication InSb nanowire "hash-tags" (rectangular loops) that can be connected to superconducting electrodes. These examples of experimental work suggest that the proposed effects can be detected using the present day technology. In particular, it should be possible to observe oscillations of the maximum Josephson current as a function of the Rashba phase.

FIG. 7. Maximum Josephson current $|I_C|$ versus Rashba phase $\phi_{Ru} - \phi_{Rd}$, as a function of $\cos \phi_{AB}$, for $\alpha = 1/2$, $\phi_{Ru(d)} = \phi_{Ru(d)} + \phi_{Ru(d)}$, $\varepsilon > 0$. Change of the Aharonov-Bohm phase $\phi_{AB}$ causes change of period of current AC oscillations.

VIII. CONCLUSION

We have studied Josephson junction with two parallel nanowires with a quantum dot in each wire. Due to the presence of the quantum dots one can increase the Cooper pair splitting efficiency. Our calculations confirm that the AC effect for Josephson supercurrent is possible for nonlocal split Cooper pairs in systems with unbroken time-reversal symmetry and it does not depend on the detailed geometry of the device. For local Cooper pairs the AC effect is absent, while the AB effect has the standard form. For singlet ground state of the double quantum dot we have demonstrated that non-spin-flip and spin-flip transport processes are related to different AC phases, which results in beating in the AC effect. We have shown that the inserting of quantum dots in the two nanowires enables the manipulation of the two electron state on the quantum dots and create some triplet correlations $T_0$.
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