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Hong-Kun Lyu 1,*, Chi-Ho Park 1, Dong-Hee Han 1,2, Seong Woo Kwak 2 and Byeongdae Choi 1

1 Intelligent Devices and Systems Research Group, Daegu Gyeongbuk Institute of Science and Technology (DGIST), Daegu 42988, Korea; chpark@dgist.ac.kr (C.-H.P.); riky_454@naver.com (D.-H.H.); bdchoi1@dgist.ac.kr (B.C.)
2 Department of Electronic Engineering, Keimyung University, Daegu 42601, Korea; ksw@kmu.ac.kr
* Correspondence: hklyu@dgist.ac.kr; Tel.: +82-53-785-3550

Received: 20 July 2018; Accepted: 17 August 2018; Published: 21 August 2018

Abstract: In the case of autonomous orchard navigation, researchers have developed algorithms that utilize features, such as trunks, canopies, and sky in orchards, but there are still various difficulties in recognizing free space for autonomous navigation in a changing agricultural environment. In this study, we applied the Naive Bayesian classification to detect the boundary between the trunk and the ground and propose an algorithm to determine the center line of free space. The naïve Bayesian classification requires a small number of samples for training and a simple training process. In addition, it was able to effectively classify tree trunk’s points and noise points of the orchard, which are problematic in vision-based processing, and noise caused by small branches, soil, weeds, and tree shadows on the ground. The performance of the proposed algorithm was investigated using 229 sample images obtained from an image acquisition system with a Complementary Metal Oxide Semiconductor (CMOS) Image Sensor (CIS) camera. The center line detected by the unaided-eye manual decision and the results extracted by the proposed algorithm were compared and analyzed for several parameters. In all compared parameters, extracted center line was more stable than the manual center line results.
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1. Introduction

It is said that agriculture, such as rice domestication, began around 10,000 B.C. After that, civilization started based on agriculture and the agriculture technology has advanced to these days over human history. Agriculture is becoming increasingly intensive and is developing towards the use of high-tech. Agriculture is an essential condition for human activity and the maintenance of a society [1,2]. Governments around the world are increasingly investing in agricultural technology development, and private sector spending is catching up with public sector spending. Achieving higher levels of productivity to feed the wealthier and more urbanized population of the future will require significant investment in agriculture research and development [3].

As a part of this trend, attention to smart farming and precision agriculture is increasing. Precision agriculture can increase the predictability of crops and crop spacing area through the automation of agricultural machinery using information and communications technology (ICT), sensor technology, and information processing technology, and environment-friendly farming through variable fertilization technology [4].
The basic concept of precision agriculture is defined as “apply the right treatment in the right place at the right time” [5]. The difference in yield and quality is due to differences in soil characteristics and crop growth characteristics by farmland location. In other words, precision agriculture means informatization farming based on a variant prescription that is suitable for a small area location characteristic unlike mechanized agriculture, which performs uniform agriculture work on a larger area. To realize this, various technologies such as sensor technology, ICT technology, and information management are integrated and thus productivity is guaranteed, even with a small labor force.

The development of precision agriculture also provides a new way to grow and harvest orchard crops. In particular, the use of orchard agricultural robotic technology enables regular and quantitative spraying, as well as orchard irrigation, thereby reducing farmers’ work and increasing productivity [6,7]. As a result, farmers can avoid excessive use of pesticides, chemical fertilizers, and other resources, and prevent environmental pollution [8]. The use of these orchard agricultural robots can help produce high quality apples, grapes, and other fruits [9,10]. The basic technology for the development of typical orchard farming robots is the recognition of location, that is, localization technology. Especially, in the case of apple orchards, it is an outdoor natural environment and the apple trees are planted in straight, parallel lines, and the distance between two row lines is almost the same and the distance between each tree in a row is also almost the same. Therefore, it is suitable for location recognition and movement path generation of a mobile robot. However, planting locations are not accurate; therefore, tree recognition is needed for the localization of orchard mobile robots. In addition, because the shape of the tree is varied, it is difficult to accurately detect the tree and obtain location information. For this reason, an outdoor apple orchard environment is usually called a “semi-structured” environment.

Recently, researchers of mobile robots for orchards have applied the SLAM (synchronized localization and mapping) [11] method to realize precision agriculture in orchards. When SLAM is applied, the position of trees in a semi-structured orchard environment can be used as an indicator of SLAM and can be used to provide information about localization and search paths for autonomous movement [12]. Shalal et al. proposed a multisensory combination method and created SLAM information in a real orchard environment with limited conditions where tree trunks are not covered by branches and leaves [9,10]. Cheein et al. provide a histogram of oriented gradients (HOG) where features of tree trunks were extracted to optimize recognition performance and these features were used to train support vector machine (SVM) classifiers to recognize tree trunks [13]. Garcia-Alegre et al. (2011) and Ali et al. (2008) proposed several methods for separating images into tree trunks and background objects using a cluster algorithm based on color and texture features [14,15]. Meanwhile, laser sensors were used to locate moving machines. However, these results show that the tree trunk detection algorithm is constrained when trunks are covered with fallen tree branches and leaves [9,13,16]. In the case of an algorithm that generates autonomous paths in an apple orchard based on a mono camera, the path estimation algorithm cannot guarantee performance when the ground pattern is complicated by weeds and soils [17]. As an alternative to this problem, an algorithm using a sky-based machine vision technique has been proposed, but there is a limitation that it is difficult to apply it in a season with little leaves [18]. After all, it is still difficult to accurately identify and locate tree trunks in an orchard environment.

A trunk recognition technique in an orchard environment is a very important technology for precision agriculture of orchard and autonomous driving and autonomous operation of a mobile robot. In this paper, we have proposed an algorithm to recognize trunks and a method to generate a path that an unmanned ground vehicle (UGV) can travel in an apple orchard. In the case of apple trees, the branches are low, so the length of the trunks is short, and the branches and leaves often visually obscure the trunk, as shown in the Figure 1. In addition, the orchard weeds cover the trunk-to-ground boundary, and the ground is irregularly composed of soils and weeds, often making the bottom pattern uneven. For this reason, it becomes more difficult to determine the travelable route based on tree trunks using machine vision.
The NIR camera used for this experiment is a camera, gimbal for controlling the camera angle, and a computer for the image capture program. A captured NIR image is shown in cloud, and sky look bright. On the other hand, tree trunks, branches, and soils are relatively dark. The NIR camera. The cart also consists of a power supply, a motor drive unit, a lab-made multi-wave band NIR images can be collected using a visible-wavelength camera and three-types of system was developed as shown in Figures 2 and 3a with a CMOS image sensor (CIS) camera. The cart acquisition vehicle for SLAM or image acquisition, the cart must move between two rows of trees in a self-driving farming machine using a machine vision (MV) method. To acquire NIR images of an apple orchard environment, a lab-made image acquisition cart of the trees are also covered sometimes with a lot of weeds, and sometimes they are covered with free space center line of the orchard alley using linear regression analysis, and the alley center line can be used as a movement path or navigation information for the UGV.

2. Apple Orchard Environment and Monocular NIR Camera Condition

2.1. Semi-Structured Apple Orchard Environments

The semi-structured apple orchard, which is the subject of this study, is shown in Figures 1 and 2. It is a typical outdoor natural apple orchard environment, but a bad condition for a self-drive farming machine. The trees are planted in straight row line at intervals of about 1–4 m and the distance between two straight row lines is about 4–8 m. However, even within the same orchard, the interval of the trees and the interval of the rows are not uniform, but varies by several tens of centimeters. The trunks of the trees are also covered sometimes with a lot of weeds, and sometimes they are covered with drooping branches and leaves, as shown in Figure 1. The orchard ground has various different patterns in the areas where the weeds grow and the areas where the soil is revealed. These conditions, which are mentioned above, make it difficult to estimate, based on the image, the navigation path for a self-driving farming machine using a machine vision (MV) method.

2.2. Mono NIR Camera Conditions

As shown in Figure 2, typically, autonomous navigation equipment, such as the information acquisition vehicle for SLAM or image acquisition, the cart must move between two rows of trees in a real orchard.

To acquire NIR images of an apple orchard environment, a lab-made image acquisition cart system was developed as shown in Figures 2 and 3a with a CMOS image sensor (CIS) camera. The cart length and width are 1.0 m and 0.8 m, respectively, and Red, Green and Blue (RGB) images and multi-wave band NIR images can be collected using a visible-wavelength camera and three-types of NIR camera. The cart also consists of a power supply, a motor drive unit, a lab-made multi-wave camera, a gimbal for controlling the camera angle, and a computer for the image capture program. The image capture program was developed using LabVIEW. A captured NIR image is shown in Figure 3b. The characteristic of the NIR image in the orchard environment is that the leaves, weeds, cloud, and sky look bright. On the other hand, tree trunks, branches, and soils are relatively dark. The NIR camera used for this experiment is a ≈750–850 nm pass NIR filter. When using NIR active light
at ≈750–850 nm, we could estimate free space at night using the proposed algorithm. The camera tilt angle (θ) and roll angle were always set to “zero degree” by using gimbals so that the optical axis of the camera was always parallel to the ground surface of the apple orchard. The horizontal angle (α_h) range of the camera was 110 degrees, the vertical angle (α_v) range was 100 degrees, and the image resolution was $320 \times 240$. The camera was installed at a height of 1 m from the surface. For this experiment, we assumed that the speed of the autonomous moving equipment for agricultural work in the orchard was 3.6 km/h. Image acquisition was performed at 25 cm intervals. Under a 3.6 km/h speed condition, image acquisition at 25 cm interval means 4 frame per second. Furthermore, we expect to be able to process four $320 \times 240$ gray scale images per second, not just at high-performance, but also low-end computer processes. Agricultural autonomous equipment traveling at a speed of 3.6 km/h could be stopped immediately if it should suddenly be in an unexpected situation. Updating and confirming the situation every 25 cm was sufficient for autonomous agriculture operations of agricultural autonomous equipment, detection of obstacles, and securing of travel routes.

**Figure 2.** Semi-structured apple orchard environment and camera condition: (a) semi-structured orchard environment, (b) tilt angle and vertical view angle of camera, and (c) horizontal angle of camera.

![Figure 2](image1)

**Figure 3.** NIR image acquisition: (a) NIR image acquisition cart system and (b) NIR image captured by the cart system.
3. Naive Bayesian Classification and Navigation Path Estimation

3.1. Gaussian Normal Distribution Likelihood Model

Naive Bayes classification is a kind of probabilistic classifier applying the Bayesian theorem that assumes that there is mutual independence between class properties, and has been extensively studied in the field of machine learning since the 1950s [19]. In the field of statistics and computer science, the naïve Bayes classifier is being used for text classification and is being used as a popular method for judging a document as one of several categories such as spam, sport, or politics. Despite its naïve design and simplified assumptions, naïve Bayes classifiers are known to work fairly well in many complex real-world situations. In the supervised learning setting, naïve Bayes only needs a small number of training data to determine the parameters needed for classification or to estimate the parameters. In many practical applications, the parameter estimation of the naïve Bayes model uses maximum likelihood estimation (MLE), which is applicable to non-specialists without Bayesian probability or Bayesian methods. The basic assumption of a naïve Bayesian classification is that attribute values within each class will represent a Gaussian distribution. That is, the properties of each class can be represented by property values, such as mean and standard deviation, and the probability of observations can be calculated efficiently using these Gaussian normal distributions. It is known that the Gaussian normal distribution likelihood model can be used among the naïve Bayes classification models, especially if the sample data are all real numbers and the data of the class exhibits a normal distribution. The naïve Bayesian model can be expressed as a probability density function expression for the normal (or Gaussian) distribution as follows [20]:

\[ p(x|C) = \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{(x-\mu)^2}{2\sigma^2}} \]  

(1)

where, \( C \) denotes the class of an instance, \( x \) represents a particular observed attribute value, \( \mu \) is the average of the values associated with class \( C \), and \( \sigma \) represents the variance.

3.2. Training a Naïve Bayesian Classifier

In this paper, we try to detect the alley center line to generate the traveling path of the autonomous working equipment for the orchard. To do this, the trunk’s lowest points should be detected, and the rows of the trees must be detected by connecting these points, and then the alley center line must be calculated in order. The most important and difficult step in this process is to detect the trunk’s lowest points. Naïve Bayesian probabilities are applied to the detection step of the trunk’s lowest points among the alley center line detection algorithms proposed in this paper. To apply naïve Bayesian classification, it is needed to train the naïve Bayesian classifier. The training procedures are explained in Figure 4a. Morphological image preprocessing including blurring, corroding, and dilating corresponding to basic image preprocessing methods was performed on orchard images and converted into binary images.

As shown in Figure 4b, in the binary image, the white area including the tree trunk and the black area including the weeds, the leaves, and the sky are visually distinguishable. However, it contains a lot of noise. As a first step, we extracted the local segment’s lowest points as shown in Figure 4c using the converted binary images. The extracted points were converted into (local lowest) LL ratio and x-y ratio values, and training was performed to complete the naïve Bayesian classifier. The LL ratio is defined as the ratio of the y-value of the LLP (local lowest point) to the distance value between the LTP (local top point) points. Here, LLP is defined as the local lowest boundary point between the white segment and the black background, and LTP is defined as the farthest point located above LLP on the same segment area. The x-y ratio is defined as the ratio of the x-value to the y-value of the LLP point. The data set for training was taken from the apple orchard, and all 36 images were used. The number of data set points (segment’s lowest points) extracted from the binary image was...
690 pointers including 246 trunk points and 444 non-trunk points. Once the tilt and roll angles of the camera were set as described in the previous section, the position of the missing line was fixed in the image. Therefore, in this experiment, we set the region of interest (ROI) for the main tree trunk area below the missing line, which was the area where the tree trunk exists, and proceeded with the remaining steps for ROI.

The general assumption for applying a Naive Bayesian classifier is that the distribution of the sample values representing the properties of each class should represent a Gaussian distribution. Therefore, the LL ratio and x-y ratio must be Gaussian distributed to classify them using a naïve Bayesian classification. The distribution of 690 training data set points extracted above is shown in Figure 5, and the four graphs show the Gaussian distribution for this data set for each class. Figure 5a,b shows the distribution of the LL ratio values for the trunk point and the other noise points, respectively. In the same way, Figure 5c,d shows the distribution of the x-y ratio values for the trunk point and the other noise points, respectively. Figure 5a,c shows a symmetrical Gaussian distribution, while Figure 5b,d shows asymmetric characteristics. However, in this study, we modeled the Gaussian distribution with some errors, considering that the data distribution characteristic of the right side near to the trunk point’s data to be compared is a Gaussian distribution form. In general, a Gaussian distribution is shown for each class, so we decided to apply a naïve Bayesian classification.
These results were used as the properties of the naïve Bayesian classifier for extracting each trunk’s lowest points in this experiment.

The mean and variance for each class are summarized in Table 1. The average value of LL ratio for the trunk points was 0.415, the variance was 0.023, the mean value for the x-y ratio was 2.505, and the variance was 1.49. On the other hand, the mean value of the LL ratio for the non-trunk points was 0.144, the variance was 0.011, the mean value for the x-y ratio was 1.64, and the variance was 0.896. These results were used as the properties of the naïve Bayesian classifier for extracting each trunk’s lowest points in this experiment.

### Table 1. The mean and variance values of each class for 690 training data set points.

| Training Data Set | LL Ratio | x-y Ratio |
|-------------------|----------|-----------|
|                   | Mean     | Variance  | Mean     | Variance |
| Trunk             | 0.415    | 0.023     | 2.505    | 1.496    |
| Non-trunk         | 0.144    | 0.011     | 1.640    | 0.896    |

3.3. Tree Trunk Lowest Points Extraction and Alley Center Estimation Using Sequence Images

Now we are ready to detect the trunks’ lowest points. This section describes the process of detecting the trunks’ lowest points using the naïve Bayesian classifier. Equation (1) is a model for finding the posterior probabilities for one class of characteristics of each class (e.g., trunk points and non-trunk points). However, in this experiment, two types of class, LL ratio and x-y ratio were applied to improve the accuracy of the estimation result. If the problem instances to be classified are $x_1$ and $x_2$, and these two instance features are independent of each other, the posterior probability of assigning a class variable C to this instance can be expressed as [21]:

$$p(C|x_1, x_2) = p(C)p(x_1|C)p(x_2|C)$$

(2)
In this study, we want to classify classes corresponding to trunk points and other noise classes. The process block diagram of detecting the lowest points of the trunk using the naïve Bayesian classifier is shown in Figure 6. In order to detect the trunks’ lowest points, morphological image preprocessing including blurring, corroding, and dilating was performed on the input image of the apple orchard similar to the training classifier process and converted into binary images. Next, the LL ratio and x-y ratio were obtained in the area within the main tree trunk area ROI. In Equation (2), instances $x_1$ and $x_2$ that require classification are the LL ratio and x-y ratio, respectively. In addition, the trunks’ points and non-trunks’ points correspond to each class. There are a number of LLP points in the images that were subjected to morphological image preprocessing. Each LLP point could be classified into the trunk’s point class or non-trunk’s point class. In this study, we used Equation (2) to calculate the probability that each LLP point would be classified as a trunk’s point class or as a non-trunk’s point class, and compared the probabilities to the final classification as a larger probability class.

![Figure 6. Proposed working principle block diagram of the alley center estimation system.](image)

To estimate the center line of the alley, when the classification of the trunk class and the non-trunk class that targets all the LLP points of the image were completed, the linear regression line was calculated using the least squares method for the points classified as the trunk class. For a typical orchard environment, we could get two boundary lines of the orchard alley on the left and right, respectively. The two boundary lines are shown in Figure 7 as two yellow lines. Finally, we calculated the orchard alley center line using these two boundaries and denoted the alley center with a red line in Figure 7. In this experiment, we performed an orchard center line detection experiment on 229 photographs, including 36 images used in naïve Bayesian classifier training.
4. Results and Discussion

The simplest way to move the unmanned ground vehicle (UGV) is through the steering control from the current reference point to the next point of interest as a method for performing autonomous self-driving. For this operation, it is important to understand the parameter expressing the positional relationship between the current position and the target position. One point on the center line detected through the proposed algorithm is the target point for the next time point for UGV travel. The variables related to the current position of the UGV and the target point could be used as processor variables of the UGV controller. Therefore, in this study, we have calculated the alley center line that represents the center of the free row-space, which was the next target point. After that, the target point and the target steering angle, which were located 3 m ahead the alley center line, were calculated through post-processing. In order to determine the position within the image 3 m ahead, we performed a grid image experiment as shown in Figure 8. As described above, the camera tilt angle (θ) and the roll angle were fixed at 0° so that the optical axis of the camera was always parallel to the ground. The specific y-axis position of the acquired image in this condition corresponded to the specific distance in front. The exact position could be determined through conversion to the bird’s-eye image, but we allowed for some error to minimize the complexity of the algorithm. As shown in Figure 9a–c, the target steering angle, φ, refers to the steering angle to move to the next point 3 m ahead based on current point of the UGV. The manual decision point and the MV-aided decision point also refer to a point 3 m ahead on each line. The total apple orchard continuous images used in this study were collected at intervals of 0.25 m, and 229 images were collected, which corresponded to a 57.25 m alley path. We have evaluated the MV-aided center line extracted by the proposed algorithm by comparing it to the manual center line decided by using the unaided-eye.

In order to quantitatively compare the characteristics of the manual decision center line and the MV-aided decision center line, we calculated each steering angle based on a point located 3 m ahead of each center line. When the target point was located on the left side based on the current camera direction line, it was expressed as a negative steering angle value, and on the right side, it was expressed as a positive value. The results for 229 images are shown in Figure 10. Through the graph, we can compare the variation of the target steering angles while moving about 57 m, based on the points on the manual center line and MV-aided center line. It can be seen that the change of the steering angle based on the MV-aided center line required more monotonous and relatively stable steering variation than the change based on manual center line.

Figure 7. Estimated two boundary yellow lines and alley center red line.
The difference between the mean value of the results of the proposed algorithm and the results of the MV-aided center line and manual center line values were 50 and 27, respectively. The number of manual method by visual inspection was about 1.1 degrees. First, for the number of zero crossings, zero angle we corresponded to the right steering angle. We calculated that the steering angle was from 0 to 15 degrees. The average of the 229 steering angles, the maximum left, the maximum right, the standard deviation, and the number of zero crossings were extracted and are shown in Table 2. The mean values of the MV-aided center line and manual center line were −0.2 degrees and 1.3 degrees, respectively. The difference between the mean value of the results of the proposed algorithm and the results of the manual method by visual inspection was about 1.1 degrees. First, for the number of zero crossings, the MV-aided center line and manual center line values were 50 and 27, respectively. The number of zero crossings in this experiment meant the number of times that the zigzag steering was required to match the target position 3 m ahead of the camera center while the UGV travelled about 57 m.

Figure 8. Grid-pattern image for forward position mapping.

Figure 9. Comparison of the manual decision and MV-aided decision. (a) Current UGV direction and target direction. (b) Steering angle, φ, by manual decision. (c) Steering angle, φ by MV-aided decision to compare to the manual decision’s angle.

The average of the 229 steering angles, the maximum left, the maximum right, the standard deviation, and the number of zero crossings were extracted and are shown in Table 2. The mean values of the MV-aided center line and manual center line were −0.2 degrees and 1.3 degrees, respectively. The difference between the mean value of the results of the proposed algorithm and the results of the manual method by visual inspection was about 1.1 degrees. First, for the number of zero crossings, the MV-aided center line and manual center line values were 50 and 27, respectively. The number of zero crossings in this experiment meant the number of times that the zigzag steering was required to match the target position 3 m ahead of the camera center while the UGV travelled about 57 m.
Therefore, the larger the number of zero crossing value was, the more the zigzag steering travel of the UGV was, which meant that the driving was unstable. Therefore, it could be concluded that the algorithm proposed in this study was more stable than the unaided-eye manual decision result through the comparison of the number of zero crossings. The maximum left and maximum right values represented the largest left or largest right steering angle among the 229 steering angles calculated to drive to the target point ahead. In the case of maximum left, the values of the MV-aided center line and manual center line were $-5.5$ degrees and $-9.2$ degrees, respectively. For the maximum right, the MV-aided center line and manual center line were $6.1$ degrees and $8.6$ degrees, respectively. In both cases, the results of the algorithm proposed in this study showed a smaller steering angle than the manual decision results. As the result of the comparison of the number of zero crossings, it can be concluded that the proposed algorithm was more stable than the manual center line decision. Finally, the standard deviations of the steer angles obtained from the 229 test images were compared. The standard deviation is a measure of the scattering of the data, defined as the square root of the amount of variance. The smaller the standard deviation, the closer the distance of the variables from the mean value.

![Figure 10. Steering angle for the next target point.](image)

| Stability Comparison       | Mean [Degree] | Max. Left [Degree] | Max. Right [Degree] | Standard Deviation [Degree] | Z-Crossing [Number of times] |
|---------------------------|---------------|--------------------|---------------------|----------------------------|-----------------------------|
| Manual decision           | 1.3           | -9.2               | 8.6                 | 2.8                        | 50                          |
| MV-aided decision         | -0.2          | -5.5               | 6.1                 | 2.5                        | 27                          |

As a result of this comparison, the standard deviations shown in Table 2 represent the square root of the difference of the distance between the 229 points in the average value of 229 points extracted from the 229 sample images used in this experiment. As seen in Table 2, the result for the standard deviation of the proposed algorithm was smaller than the manual center line decision. The comparison of the standard deviation shows that the movement path information extracted by the proposed algorithm was more stable than the unaided-eye manual decision center line. As shown in Table 2, the results of the comparison of maximum left, maximum right, standard deviation, and number of zero crossings show that the MV-aided center line calculated from the proposed algorithm was more stable in all items than the manual center line results. The orchard free space and driving center line decision algorithm using the proposed monocular NIR camera for orchard navigation has shown the possibility of guiding a UGV in an apple orchard environment including the noisy environment of apple orchard due to fallen branches, leaves, and a mixed ground pattern with weed and soil areas.
However, in order to use the algorithm proposed in this study, several preconditions were required. First, the camera tilt angle and roll angle were always set to “0” by using gimbals or similar things with the same function so that the optical axis of the camera was always parallel to the ground surface. Second, if the center line was not detected due to various orchard environment changes while driving in the free row space, it was necessary to utilize feedback information such as vehicle posture, speed, and steering angle of the UGV. Third, the orchard environment images used in this experiment may be limited to the case of Fuji varieties of apple trees in the Republic of Korea. Also, even in the same varieties, the orchard environment can be changed according to the cultivation technique and with the seasons. It is necessary to supplement the algorithm through additional experiments in various environments. The algorithm proposed in this study is more effective in the seasons with few leaves on the tree, but in the case of the leafy summer, the image processing method may be different, even if it is an apple orchard of the same region and same variety. In this case, it is necessary to implement an adaptive image processing method such as the sky-based machine vision technique. Another limitation of the proposed approach is that the UGV handles the movement along the central path between trees, but not the end of the line. The end of a tree row can be handled in several ways. One can detect in the image that there were no consecutive tree trunks on the extension of the tree row. Also, ultrasonic sensors can be used to recognize the end of a tree row. In the case of the ≈750–850 nm NIR image used in this study, it is expected that the active light of the corresponding wavelength can be used to acquire images at night, and the proposed algorithm can be used as it is.

5. Conclusions

We have developed an algorithm for the autonomous orchard navigation of a UGV and compared the performance with manually unaided eye-decision results. For this experiment, a monocular NIR CIS camera was used to obtain sample orchard images. The images were converted to a binary image divided into a brightness region containing tree trunks and another region. The lowest points of the segments containing the tree trunks were detected and the tree trunks’ lowest points were determined using a naïve Bayesian classifier. Because the naïve Bayesian classification applied in this study required a small number of samples for training and a simple training process, it was able to effectively classify tree trunks’ points and noise points of the orchard, which were problematic in vision-based processing, and noise caused by small branches, soil, weeds, and tree shadows on the ground. From the classified tree trunks’ points, the trunk row lines were calculated using a linear regression analysis, and the center line of the alley was calculated on two trunk row lines situated on both sides. The performance of the proposed algorithm was investigated using 229 sample images obtained from an image acquisition system. For the performance test, the stabilities of the two center lines extracted by the manual decision and by the MV-aided results using the proposed algorithm were compared and analyzed for the maximum left, the maximum right, the standard deviation, and the number of zero crossings. In all these parameters, the MV-aided center line was more stable than the manual center line results. We are expecting that the proposed algorithm had the potential to take charge of the autonomous driving function of various working vehicles in the orchard for precision agriculture. Our future research would include a method of detecting a more reliable center line and travel route information by integrating center line estimation results and driving information such as vehicle posture, speed, and steering angle of UGV, and the method of recognizing the end of a tree row.
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