Exciton Shift Currents: DC Conduction with Sub-bandgap Photo Excitations
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Abstract

Shift current is a DC current generated from nonlinear light-matter interaction in a non-centrosymmetric crystal and is considered a promising candidate for next generation photovoltaic devices. The mechanism for shift currents in real materials is, however, still not well understood, especially if electron-hole interactions are taken into account. Here, we employ a first-principles interacting Green’s-function approach on the Keldysh contour to study photocurrents generated by nonlinear optical processes in real materials and discover a strong DC shift current at subbandgap excitation frequencies in monolayer GeS due to strongly bound excitons, as well as giant enhancement in the shift current coefficients at above bandgap photon frequencies. Our results suggest that atomically thin two-dimensional materials may be promising building blocks for next generation shift current devices with efficiencies beyond the Shockley-Queisser limit.
When continuous wave (CW) light is shone on a noncentrosymmetric crystal, a direct current (DC) can arise due to a second-order optical response of the crystal. The strength of this current is viewed to be related to the "shift" (1-4) of the intracell coordinates of the generated electron and hole. This so-called shift current is proposed as an alternative to the photocurrent generated by traditional semiconductor p-n junctions for photovoltaic applications (5, 6). Unlike conventional photovoltaic devices, shift current is a bulk phenomenon, which does not require a p-n junction to separate the optically generated electron-hole pair. Moreover, recent studies reveal that the photo-carriers in shift current can have long travel distances, which is distinct from the usual drift transport mechanism in traditional solar cells (7, 8) and makes shift current a promising candidate for efficient energy conversion.

Despite many investigations over the past decade, our understanding of shift current is far from complete. Most theoretical studies to date rely on an assumption of having non-interacting particles (3-6,9-10). Given that it is well-known that light-induced electron-hole pairs can form bound or resonant excitons (correlated electron-hole states), which dominate and qualitatively change the absorption features of semiconductors in experiments, excitons are expected to play a large role in shift current, especially for reduced dimensional systems. However, it is not straightforward to generalize existing ab initio methods, used to understand excitonic effects in linear optical absorption (such as the ab initio GW plus Bethe-Salpeter equation (GW-BSE) approach (11)), to nonlinear optical response. Different model approaches to investigate the effects of many-electron interactions on nonlinear optical responses of materials have been proposed. For instance, a Floquet-based model Hamiltonian formalism showed that excitonic effects enhance nonlinear response (12). First-principles approaches have also been developed and applied to real materials, for instance, by making approximation to the full many-body perturbation theory (MBPT) treatment (13, 14) and to time-dependent density function theory where electron interaction effects are taken into account via simplified kernels (15). Recently, a real-time formulation based on propagating the time-dependent Schrödinger equation has also been developed (16) and applied to second harmonic generation (17). But there is still no first-principles calculation and understanding of the role of many-electron interactions, particularly those due to excitons, on shift currents.

Here, we discover that 1) bound exciton states in the band gap can generate substantial shift currents, and 2) excitonic effects in the electron-hole continuum part of the spectrum can also greatly enhance shift currents due to the coherence of the electron-hole pairs.
Methods

To carry out the calculation of shift currents including excitons, we employ an *ab initio* approach to study in general nonlinear optical phenomena in real materials based on the nonequilibrium interacting Green’s function formalism on the Keldysh contour (18, 19). We introduce an efficient scheme to compute intraband optical matrix elements, which allows us to easily compute nonlinear optical response functions. In particular, we compute the shift-current coefficient tensor as a function of incident light frequency for monolayer GeS. In addition to being the first calculation of shift current from subbandgap-frequency excitations in a real material, we show that self-energy and excitonic effects not only enhance the shift-current by orders of magnitude, but that many spectral features of the shift-current coefficients are not even qualitatively captured by an independent particle (IP) picture. In particular, we show that in monolayer GeS excitonic effects strongly mix band states with different wavevector $k$ in the Brillouin zone and thus yield a polarization anisotropy in the shift current that is much larger than what is found within an IP picture.

We start with the equation of motion for the interacting single-particle Green’s function $G$ on the Keldysh contour $C$,

$$\left[ i \frac{d}{dt} - H(t) \right] G(t, t') = \delta(t, t') + \int_C \Sigma(t, \bar{t}) G(\bar{t}, t') dt,$$

where $H = H_0 - eE(t) \cdot r$ is a mean-field Hamiltonian, which includes the electronic mean-field crystal Hamiltonian $H_0$ and an arbitrary time-dependent uniform external field $E$ (which may be the field of the light); $\Sigma$ is the electron self-energy, and $G$ is the contour-ordered Green’s function (see Supplemental Information). There is an equivalent adjoint equation for the time-evolution over $t'$. The self-energy is computed within the GW approximation, $\Sigma = iGW$, where $W$ is the screened Coulomb potential. (20) The solution to Eq. 1 provides the means to calculate various physical quantities, including the shift current.

One challenge in solving Eq. 1 is that the time evolution of $G$ over $t$ and $t'$ has to be performed simultaneously. Following Ref. (21), we decouple these equations by splitting the self-energy into that at equilibrium, $\Sigma[G_0]$, plus a correction term, $\delta\Sigma[G, G_0] = \Sigma[G] - \Sigma[G_0]$, where $G_0$ is the non-interacting Green’s function and with no external field. We evaluate $\Sigma[G_0]$ within the GW approximation ($\Sigma^{GW}$), and the correction $\delta\Sigma[G, G_0]$ within a static (*i.e.*, static COHSEX) approximation. (20) In the weak field limit, it has been shown that the resulting linearized equation of motion for $G$ obtained this way yields an optical absorption spectrum identical to the one from the GW-BSE approach computed with a statically screened electron-hole interaction kernel (21, 22, 23). Since this approach captures quasiparticle excitation given by the fully dynamical GW approximation at equilibrium and reproduces the optical response of GW-BSE near equilibrium by neglecting memory effects, we refer to it as *time-dependent adiabatic GW* (TD-aGW) in analogy to an adiabatic approximation to time-dependent density functional theory.

Within the TD-aGW, the equation of motion of $G$ over $t$ and $t'$ can be rewritten (21) in terms of the single-particle density matrix $\rho$ evaluated in a quasiparticle basis $\rho_{nm,k} \equiv \langle n k | \rho | m k \rangle$,

$$i\hbar \frac{\partial}{\partial t} \rho_{nm,k}(t) = [H_{0,k}(t) + \Sigma^{GW}_k + \delta\Sigma_k(t) - eE \cdot r, \rho],$$

where $n$ and $m$ are band indices, and $k$ is a $k$ point in the Brillouin zone.

A challenge in dealing with Eq. 2 is that the position operator $r$ is difficult to handle for extended states, although it can be formally separated into well-defined interband ($r^{\text{inter}}$) and intraband ($r^{\text{intra}}$) parts (24). However, unlike in the case of linear optical processes in semiconductors at equilibrium and low temperature for which only the interband part contributes, we also need to evaluate here the commutator $[r^{\text{intra}}_k, \rho]_{nmk}$, which involves the derivative of the density matrix with respect to different $k$ points, which in turn involves
an arbitrary \( \mathbf{k} \)-dependent gauge. Here, we introduce the use of a \textit{locally smooth gauge} using an idea similar to the covariant derivative (25, 26): we rotate wave functions at nearby \( \mathbf{k} \) points so that the overlap of connected wave functions is Hermitian (25, 27). We find this local smooth gauge to give equivalent results to a global smooth gauge but at a negligible computational cost (see Supplemental Information). This technique is also an efficient alternative to replacing the general derivative by a summation of velocity and position matrices, as is commonly done in the field (4, 28).

Once the density matrix is known as a function of time, we may compute physical observables, such as the polarization and current density, by taking traces of the density matrix. We compute the time-dependent current density as \( \mathbf{J}(t) = \text{Tr}(\mathbf{\rho}(t) \mathbf{v}) \), where \( \mathbf{v} \) is the velocity operator. To extract the shift current conductivity tensor, we evaluate the discrete Fourier components \( \mathbf{J}_n \) from the current density measured under the coupling to a CW monochromatic field (16) \( \mathbf{E}(t) = \mathbf{E}_0 \sin(\omega_E t) \). Responses at different harmonic frequency can be computed by fitting to a linear equation \( \mathbf{J}(t) = \sum_{n=-S}^{S} \mathbf{J}_n e^{-i\omega_n t} \), where \( \omega_n = n\omega_E \) with \( n \) an integer and \( S \) denotes the cutoff component of the Fourier series. The shift current density is obtained from \( \mathbf{J}_0 \), and the second harmonic generation (SHG) tensor can be computed from \( \mathbf{J}_2 \).
Results and Discussion

We now present our results on excitonic effects on the shift current in monolayer GeS in the structure shown in Fig. 1 (a) and (b), which was reported to have a relatively large shift current response in the IP approximation (29). We first verify the linear absorption spectrum calculated within our TD-aGW method against that from the GW-BSE approach, which was performed using the BerkeleyGW package (11, 20, 30).
The density-functional theory (DFT) calculations (as the starting mean-field for the GW-BSE and the TD-aGW calculations) were performed using the Quantum Espresso package (31). (see SI for computational details). The direct band gap as computed from DFT and GW are 1.90 eV and 3.38 eV, respectively.

We show the computed linear absorption spectrum of monolayer GeS with normal incidence light polarized either along the zigzag (Fig. 1 (d)) or armchair direction (Fig. 1(e)), called the x and y directions, respectively. The GW-RPA (IP approximation with GW quasiparticle energies) spectrum has an onset at 3.4 eV corresponding to the quasiparticle direct band gap from our GW calculation. Comparing with the spectrum from the GW-BSE calculation, we find a binding energy of about 1.0 eV for the lowest energy optically active exciton, which agrees well with previous studies (32, 33).

We validate our TD-aGW method and code by comparing the linear absorption results from TD-aGW with those from the GW-BSE calculations. To obtain the linear responses at all frequencies, we apply an impulse at the beginning of the simulation and measure the time-dependent electric polarization $\mathbf{P}^e(t)$. The absorption spectrum $\varepsilon_2(\omega)$ is computed from $\varepsilon_2(\omega) = \text{Im}[\mathbf{P}^{e\omega}(\omega)/\varepsilon_0 E^2(\omega)]$, where $a$ and $b$ denote different components of the dielectric tensor, electric polarization, and electric field. Our TD-aGW results are shown in Fig. 1 (c) by the blue dots, and are in excellent agreement with the GW-BSE results.

In the time-propagation calculations, the contribution of light with a specific frequency $\omega$ to the DC shift current density along the $a$ direction, denoted by $J^a_\omega(\omega)$, is given by (4)

$$J^a_\omega(\omega) = 2 \sum_{bc} \sigma^{abc}(0; \omega, -\omega) E^b(\omega) E^c(-\omega),$$

where $\sigma^{abc}$ is the second-order conductivity tensor, and $a$, $b$, and $c$ are indices indicating the component of the shift current density and the polarization of the light field ($E^b$ and $E^c$), in Cartesian coordinates, respectively. The second-order conductivity tensor in principle can be computed without performing the time-evolution of the density matrix, but it is quite complex for an interacting many-body system. Within the independent-particle (IP) approximation, however it can be obtained from the mean-field band structure and optical transition matrix elements through the so-called sum-over-band formula (4). It is within this approximation that it has been shown in recent studies (4, 34) that the shift current strength in the IP approximation depends on the absolute value of the interband transition matrix elements and the shift vectors, which describe the change of the intracell position of Bloch wavefunction between the valence band and conduction band involved in the optical transition.

In Fig. 2, we present two components of the shift current conductivity tensor as a function of photon frequency, with and without electron-hole coupling included in the calculation. The calculations were done on a $24\times24\times1$ $\mathbf{k}$-point mesh, and, for physical lifetime and convergence reasons, a dephasing factor that is equivalent to a spectral broadening of 50 meV was use in the time propagation. First, we see the striking results that there are large DC currents generated by subbandgap photon frequencies at the exciton excitation energies. This remarkable phenomenon arises from many-body (electron-hole) interaction effects. Second, we see that, at frequencies above the band gap around 3.5 eV, the largest peak in the yyy component and in the yxy component are both enhanced by several orders of magnitude as compared to the IP curves. This clearly illustrates the dramatic effects of excitonic effects on shift current generation even inside the two-particle continuum. The enhancement factors here are spectacularly larger than those in the linear absorption where excitonic effects at frequencies above the band gap typically give a factor of two enhancement.
Figure 2: Comparison of the shift current tensor components as function of frequency of monolayer GeS computed within a time-dependent independent-particle (TD-IP) formalism with quasiparticle energies obtained from a GW calculation (blue dash-dotted line) and the TD-aGW (red solid line) method for (a) $\sigma_{yy}$ and (b) $\sigma_{xx}$ tensor components with the layer thickness taken to be 2.6 Å. Black dashed line indicates the position of the direct quasiparticle bandgap. The right axis shows the corresponding photoresponsivity.

To get a better understanding of excitonic effects on shift current responses, it is useful to look at the approximated sum-over-band formula derived from a linearized equation of motion (35). The approximated shift current tensor for a two-band model (with exciton states label by m and n) is

$$\sigma^{abc}(0; \omega, -\omega) \sim -\frac{e^2}{8\pi^2 m} \sum_{m,n} \frac{P_m^a \rho_{mn}^b \rho_n^c}{E_m(E_n - h\omega - i\eta)},$$

(4)

where $n, m$ are indices of exciton states, and in terms of $\phi^{(n)}_{cvk}$ the k-space envelope function of the exciton wavefunction $n$, $P_m = \sum_k \phi^{(n)}_{cvk} P_{cvk}$ is an exciton transition matrix element, $\rho_m = \sum_k \phi^{(n)}_{cvk} \phi^{(n)}_{cvk}^*$ is a position matrix element, and $Q_{mn} = \langle m|\partial_k|n \rangle$ is an inter-exciton position matrix element. We can rewrite $P_m = \langle 0|p|m \rangle$ and $\rho_n = \langle 0|\rho_{\text{inter}}|n \rangle$, which are the corresponding transition amplitudes between the ground state 0) and an exciton state $|m\rangle$ or $|n\rangle$. 


From Eq. (4), we see that the existence of strongly bound excitons leads to an in-gap shift current response. In practice, the shift current tensor in the subbandgap frequency regime will be broadened due to inhomogeneous broadening and finite exciton lifetime effects, which are different from the traditional electron scattering-time effects in the Drude conductivity. Moreover, shift current is characterized differently from linear optical absorption. While the absorption is determined by \(|\langle 0| \mathbf{r}^{\text{inter}} | n \rangle|^2\) summed over exciton states, shift current involves sum over the product of distinct optical transition matrices of transition from the ground state to two exciton states that may be different. Hence, the sharp exciton features in the shift-current conductivity may exhibit strong optical anisotropy depending on the incoming light polarization. We find that the first peak of shift current \(\gamma_{yy}\) tensor component for monolayer GeS at 2.5 eV corresponds to the first peak in the linear absorption at the same energy, and the second feature (a dip) in the response corresponds to the second peak in the linear absorption at 2.8 eV which is due to an exciton in the valley along \(\Gamma - Y\) direction. At other energies, the spectral features in the shift current conductivity tensor appear less sharp than the corresponding sharp excitonic peaks in the linear absorption spectrum.

We now discuss how the presence of bound excitons affects the photovoltaic power efficiency of shift-current materials. The power-conversion efficiency is related to both the short-circuit current and the open-circuit voltage. We have already shown that the current response gets dramatically enhanced due to excitonic effects. For instance, comparing with the bulk ferroelectric material BaTiO\(_3\), which has a shift-current conductivity response of 5 \(\mu\)A/V\(^2\) (5) in the same frequency range, monolayer GeS displays a response that is more than one order of magnitude larger and inside the electronic bandgap. It is at the same order of magnitude as the recently reported response in the Weyl semimetal TaAs. The photoresponsivity \(\kappa\) (see \(\kappa\) on the right axis of Fig. 2) of monolayer GeS is also comparable to Si-based solar cells with reported \(\kappa=400\) mA/W. (36) However, the total current density output by monolayer GeS when illuminated under the solar spectrum is at most only 4.5 A/m\(^2\) (see Supplementary Information), roughly two orders of magnitude smaller than that in bulk Si. This smaller total current is due to the optical response of monolayer GeS not overlapping well with the solar spectrum and being restricted to a small range at high frequencies owing to its large band gap. Other materials with smaller band gaps might be better able to fully harness the solar spectrum for photovoltaic applications.

While the short-circuit current depends on the shift current conductivity and not sensitively on the details of the sample, the same is not true for the open-circuit voltage. For instance, previous studies (37) argued that the open-circuit field \(E_{OC}\) increases for samples with shorter carrier lifetimes (e.g., in disordered samples), as generated carriers cannot easily travel through the material. However, this previous conclusion assumes that the free carriers present in the material are photo-induced and not coming from ionized defects. In a real material such as GeS, however, we expect that, even for clean samples, having a bulk DC conductivity of \(\sigma^{\text{DC}} \approx 10^{-2} (\Omega \text{m})^{-1}\), the number of free carriers produced by ionizing defects will be of the order of \(10^6\) cm\(^2\), roughly four order of magnitude larger than the photogenerated ones at steady state (see Supplementary Information). Therefore, the open-circuit field will clearly depend on the sample quality and defect concentration, and may decrease as the sample becomes more populated with carriers.

We can estimate the open-circuit field in the case of a finite concentration of shallow defects as \(E_{OC} = J_{sc}/\sigma^{\text{DC}}\), where \(\sigma^{\text{DC}}\) is the sample’s conventional DC conductivity. Using a current density of 4.5 A/m\(^2\) for GeS under sun light and a small bulk conductivity \(10^{-2} (\Omega \text{m})^{-1}\), we estimate the open-circuit field to be 450 V/m. From these, we see that the open-circuit voltage depends on the sample quality and the geometry of the device but not directly on the band gap of the material, which is in contrast to solar cell devices based on traditional p-n junction. Consequently, it would be possible to take advantage of the excitonic enhancement of short-circuit current and also obtain a large open-circuit voltage by minimizing the number of shallow impurity defects in shift-current materials.

In summary, we have developed a theoretical framework and computer code to study nonlinear optical phenomena in real materials from \textit{ab initio} including excitonic effects, and used the approach to calculate the shift current of monolayer GeS. We have shown that excitonic effects on the shift current give rise to DC
current from optical excitations with in-gap frequencies, allowing greater tunability and overlap with the solar spectrum. Moreover, excitonic effects can dramatically enhance the magnitude of the shift current by orders of magnitude compared to that of the free electron-hole case. Our findings thus reveal the central importance of excitonic effects in shift current generation and open new pathways for designing highly-efficient shift current devices from quasi-2D materials materials. They provide a new perspective on the search for shift current materials with efficiencies not bound by the Shockley-Queisser limit of ~33% in traditional single p-n junction devices.
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Parallel-transport gauge

Difficulty arises when numerically integrating Eq. 2 in the main text without an analytic expression for the electron wavefunctions. Due to the presence of arbitrary phases at different \( k \) point in the solution for the Bloch states, derivatives with respective to \( k \) in the intraband coupling term could give random values if care is not taken. Earlier work suggests treating this problem by using a global parallel transport gauge. Here, we find that for the nonlinear responses of interest, it is sufficient to use a locally smooth gauge. We use an idea similar to the covariant derivative (25, 26, 27), which is essentially equivalent to taking a conventional derivative in the parallel transport gauge. In this method, wavefunctions at nearby \( k \) points are rotated so that the overlap of connected wave functions is Hermitian. The procedure is the following. We first compute the overlap \( S^{kk+\delta k} \) between a wave-function at \( k \) and its neighbors. We identify wavefunctions at neighboring \( k \) points with large overlaps as connected and zero out the matrix elements between disconnected points. We perform a singular-value decomposition (SVD) of \( S \),

\[
S^{kk+\delta k} = U\Lambda V^\dagger, \tag{1}
\]

And a gauge rotation matrix is constructed by

\[
M = VU^\dagger. \tag{2}
\]

Applying the above gauge rotation to wavefunction at \( k + \delta k \) amounts to a gauge choice in which the overlap of connected wavefunctions is Hermitian. In this gauge, the position operator can be also computed by taking the covariant derivative of the wavefunction, which provides an alternative of using \( p \approx mv \) as is often done in first-principles calculations.

Computational details

GW-BSE calculation

DFT calculations are performed with the Quantum Espresso package (31). We use PBE pseudopotentials (40) from the SG15 ONCV potentials database (41, 42). For the DFT ground-state calculation of monolayer GeS, we use a \( k \)-mesh of 12×12×1 and a plane wave energy cutoff of 80 Ry. A vacuum of 15 Å is chosen to prevent spurious interactions between periodic image. The GW-BSE excited-state calculation is done with the BerkeleyGW package (11, 20, 30). A \( k \)-point grid of 24×24×1 with a subsampling of 10 points in the mini-Brillouin zone (41), a dielectric energy cutoff of 10 Ry, and 5000 bands are used in the GW calculations. The dielectric matrix is computed using the generalized plasmon pole model (20). The direct band gap in our DFT calculation is 1.9 eV, and the GW direct band gap is 3.38 eV.

Real-time calculation

In the TD-aGW or the TD-IP calculations, the time-integration is performed with a time step of 0.05 fs using a fourth order Runge-Kutta method. We keep 6 conduction bands and 6 valence bands in the simulation. A small broadening factor \( \gamma \) of 50 meV is added via a dephasing term in the Hamiltonian \(-i\gamma \delta \rho_{nmk} \) with \( n \neq m \). This is equivalent to replacing a delta function with a Lorentzian function in usual absorption spectrum calculations. The total simulation time is ensured to be long enough for the system to reach a steady state. For a small broadening, we evolve the system up to 160 fs. In the TD-aGW calculation, the exchange and direct kernel are computed within the Tamm-Dancoff approximation using the BerkeleyGW code (11, 20, 30).
Shift current from solar spectrum

The current reported in the main text is computed using the solar spectrum from the reference air mass 1.5 spectrum (44). The calculation is done by converting the shift current tensor into units of mA/W, multiplying it by the solar spectrum, and integrate the resulting current spectral density. For simplicity, we assume that the incoming sunlight is first polarized along the y direction by halving the incoming solar irradiance.

Open-circuit field and photo-induced charge density

In steady-state, the open circuit field $E_{oc}$ is such that the shift current density balances the current density generated by $E_{oc}$, $J_{sc} = J_{oc} = \sigma_{oc} E_{oc}$ (37). The shift-current density generated by $E_{ext}(\omega)$ is given by $J_{sc} = \tilde{\sigma}_{sc}(0;\omega,-\omega)E_{ext}(\omega)E_{ext}(-\omega)$. Next, we investigate the number of free carriers that can contribute to the open-circuit voltage, generated by ionizing impurity/defect states or by photo-induced intrinsic carriers. We can write the conventional linear DC conductivity as

$$\sigma_{dc} = ne\mu$$

where $e$ is the elementary charge, $n$ is the three-dimensional carrier density, and $\mu$ is the carrier mobility. In general, besides the thermal activated carriers, there are two sources of additional carriers when a sample is illuminated under sunlight: ionized shallow defect centers and photo-induced bulk carriers across the bandgap. As we argue in the next paragraph, the contribution from the latter is negligible compared to the former.

First, we can estimate the number of excitons present in the sample when it is illuminated under sunlight within a rate-equation approach,

$$\frac{dn_{ext}}{dt} = R_{photon} - \gamma n_{ext} = 0,$$

where $n_{ext}$ is the two-dimensional exciton density, $R_{photon}$ is the rate for generating an exciton in monolayer GeS under sunlight illumination, and $\gamma$ is the relaxation rate of excitons back to the ground state. For simplicity, we take $\gamma = 50$ meV, which is a typical linewidth associated with bound excitons in monolayer materials. By using the optical absorbance of monolayer GeS, the absorbed sun light power density integrated up to 2.6 eV is about 30 W/m$^2$, which converts to $R_{photon} = 7 \times 10^{15}$ (cm$^2$s)$^{-1}$ From this photon generation rate, we obtain $n_{ext} = 42$ cm$^{-2}$. Even if we assume that the excitons are instantaneously thermalized and/or separated, we obtain a photo-induced charge density at steady state of $n \sim 100$ cm$^{-2}$, a few orders of magnitude smaller than the observed carrier density in very clean quasi-2D samples. Hence, the open-circuit voltage for a shift-current device, under these conditions, will be dictated by the DC conductivity arising from carriers due to ionized shallow impurity/defect states.