Spin-lattice dynamics is used to study the magnetic properties of Fe foams. The temperature dependence of the magnetization in foams is determined as a function of the fraction of surface atoms in foams, \( n_{\text{surf}} \). The Curie temperature of foams decreases approximately linearly with \( n_{\text{surf}} \), while the critical exponent of the magnetization increases considerably more strongly. If the data are plotted as a function of the fraction of surface atoms, reasonable agreement with recent data on vacancy-filled Fe crystals and novel data on void-filled crystals is observed for the critical temperature. Critical temperature and critical exponent also depend on the coordination of surface atoms. Although the decrease we find is relatively small, it hints to the possibility of improved usage of topology to tailor magnetic properties.
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I. INTRODUCTION

Recent developments in the technique of coupled classical atomistic and spin dynamics simulations [1–4]; also called Spin-Lattice Dynamics (SLD) simulations, have enabled calculations of the magnetization dynamics of large-scale metallic systems. While the magnetic properties of bulk metallic systems have long been studied and understood [5], the magnetic properties of defective and nanostructured metallic systems, such as metal foams, have not been studied in depth so far.

The effect of isolated point defects on magnetic properties of bulk materials can be studied by ab-initio techniques [6–10]. Similarly, the magnetic characteristics of planar surfaces have been studied [11] since they need only small simulation cells. This is not possible, however, for extended defects or for systems containing a large fraction of internal or external surfaces, since the computational effort would be too demanding. Here SLD simulations may prove useful. This technique has been used to study magnetism in Fe nanoparticles, the effect of vacancies on spin waves, the influence of magnetism on phase transitions, and other phenomena [12–19].

Metal foams provide interesting possibilities as a material due to their lightweight build and thermal properties [20]. Compared to other materials such as aluminum, iron foams exhibit higher strength and lower costs [21]. Recently, ferritic steel foams with microscale porosity have also been studied [22]. In addition, iron foams will also exhibit magnetic properties, since Fe is ferromagnetic. However, the detailed magnetic characteristics, especially in regard to its temperature dependence, appear to have only been the subject of a small amount of research.

In this paper, we study the temperature dependent magnetization of Fe foams with varying fractions of surface atoms and demonstrate their influence on the Curie temperature and the critical exponent. In addition, we show that the Curie temperature and the critical exponent exhibit a linear correlation with the surface atom density. In comparison with previous results obtained for isolated vacancies, we also demonstrate a difference in the critical magnetic behavior depending on the topology of the defects present in the material.

II. METHODS

A. Construction of the foams and other defective structures

We construct Fe nanofoams using the method described by Soyarslan et al. [23]. This algorithm uses the spinodal decomposition of a binary alloy as a model for the bicontinuous microstructure of a nanofoam employing a superposition of periodic waves with random directions,

\[
f(r) = \frac{2}{M} \sum_{i=1}^{M} \cos(q_i \cdot r + \phi_i),
\]

where \( r \) represents the position vector, \( M \) is the number of waves used and \( \phi_i \) and \( q_i \) denote the phase and direction of wave \( i \), respectively. In Soyarslan’s algorithm
FIG. 1: Representative examples of defective Fe crystals used in this study. Left: bicontinuous Fe foam with $n_{\text{surf}} = 17.2\%$. Right: Fe crystal containing 7 voids with a diameter of 6 nm and $n_{\text{surf}} = 1.9\%$. Only the surface atoms of the voids are shown for clarity (blue color).

TABLE I: Parameter $H$, $M$ and $\epsilon$ used in the construction of the foams (see text), as well as porosity $p$ and resulting fraction of surface atoms, $n_{\text{surf}}$, Eq. (3).

| $H^2$ | $M$ | $\epsilon$ | $p$ | $n_{\text{surf}}$ (%) |
|-------|-----|------------|-----|-----------------------|
| 3     | 3   | -0.1       | 0.45| 8.0                   |
| 4     | 5   | 0.0        | 0.50| 12.3                  |
| 9     | 17  | 0.0        | 0.50| 13.7                  |
| 11    | 12  | 0.0        | 0.50| 15.4                  |
| 14    | 24  | 0.0        | 0.50| 17.2                  |
| 16    | 5   | 0.0        | 0.50| 12.7                  |
| 17    | 28  | 0.0        | 0.50| 19.8                  |
| 21    | 24  | 0.0        | 0.50| 19.5                  |
| 30    | 24  | 0.0        | 0.50| 20.5                  |
| 30    | 24  | 0.0        | 0.50| 21.5                  |

The foam porosity $p$ is controlled by the function $f$, Eq. (1) in the following way: a bcc lattice is set up within the box where $f$ is defined, and only the atoms whose positions $r$ satisfy $f(r) > \epsilon$, with $\epsilon$ a control parameter, belong to the nanofoam; otherwise the atom position is left vacant. Thus, setting $\epsilon = 0$ gives nanofoams with $p = 0$. In the present study, we keep the nanofoam porosity close to $p = 0.5$; different foams vary by their surface atom fraction $n_{\text{surf}}$, which is controlled by the parameter $H$. The nanofoam specimens used in our study are assembled in Table I.

For comparison of the magnetic properties in Fe foam with other defective Fe structures, we also build Fe samples containing voids. Here, the main characteristics is the porosity; values of $p = 0.028$, 0.065 and 0.085 are realized.

For the construction of void-filled samples, a cubic bcc Fe sample with periodic boundary conditions in all directions and volume $V = (80a_0)^3$ is set up. Spherical voids are generated at random positions by deleting the atoms in the selected regions. For a given sample, the void diameter $D$ is kept constant and the minimum separation between voids is $D + 4a_0$ in order to prevent the voids from coalescing after thermalization. Porosity is varied by changing the number of voids and their diameter. The sample with $p = 0.028$ contains 10 voids of diameter $D = 4$ nm, the one with $p = 0.065$ has 7 voids with $D = 6$ nm and the one with $p = 0.085$, 9 voids with $D = 6$ nm. We did not produce void-filled samples with higher porosity as these tended to be unstable, showing void collapse, at higher temperatures.

We verified that both the Fe foam and the void structures studied here remain thermally stable up to temper-
atures of 1100 K for times of at least 50 ps. For these samples, the number of surface atoms is determined with the atomistic analysis tool OVITO [24].

We also compare our results on foam structures with the magnetic properties of bulk Fe samples filled with a predefined fraction of vacancies, $n_v$ [25]. Since each vacancy is surrounded by 8 Fe atoms, the surface atom fraction of vacancy-filled samples is determined as

$$n_{surf} = 8n_v.$$  

After construction, the samples are relaxed for a time period of 50 ps at $T = 300$ K with pressure of 0 bar, using a time step of 1 fs. The temperature control is achieved using a Langevin thermostat, while the pressure is controlled using a Berendsen barostat.

**B. Spin-lattice dynamics**

SLD [4, 18] is based on the idea that classical molecular dynamics is used to describe the thermal motion of atoms while the dynamics of the spin system is based on the stochastic Landau-Lifshitz-Gilbert equation. Both systems are coupled by the exchange interaction.

In detail, our SLD approach uses a magnetic spin Hamiltonian combined with the atomistic EAM potential by Chamati et al. [26]. This approach is based on the methodology presented in Ref. [18]. The spin per atom (magnetization) of the sample is defined as

$$S = \frac{1}{N} \sum_i s_i,$$  

with $s_i$ as the unit spin vector of atom $i$ and $N$ the total number of atomistic spins in the system. As a result, the spin per atom is $S = 1$ in the ferromagnetic ground state at temperature $T = 0$ K.

The magnetic spin Hamiltonian includes two interaction terms. The exchange interaction, defined as

$$H_{ex} = -J(r_{ij})(s_i \cdot s_j - 1),$$  

dominates the spin-spin interaction. The exchange parameter $J(r_{ij})$ depends on the spatial distance between the spins $i$ and $j$ and therefore explicitly couples the atomistic and the spin dynamics. Consequently, the atomic motion can be influenced by the spin rotation and the spin rotation can in turn be affected by atomic motion. The spatial dependence of the exchange interaction is described by a Bethe-Slater curve and fitted to data by Ma et al. [27], as performed before by dos Santos et al. [18] for a bulk system and by Mudrick et al. [14] for a bulk system with vacancies. The “−1” term in Eq. (6) avoids double counting of the effective contribution of magnetism to the total energy from the EAM potential.

In addition to the exchange interaction, we also included cubic magnetic anisotropy

$$H_{cubic} = \sum_{i=1}^{N} K_1 [(s_i \cdot n_1)^2 (s_i \cdot n_2)^2 + (s_i \cdot n_2)^2 (s_i \cdot n_3)^2 + (s_i \cdot n_1)^2 (s_i \cdot n_3)^2] + K_2 (s_i \cdot n_1)^2 (s_i \cdot n_2)^2 (s_i \cdot n_3)^2,$$  

with anisotropy constants $K_1 = 3.5$ eV/atom and $K_2 = 0.36$ eV/atom [28] where $n_1 = (100)$, $n_2 = (010)$ and $n_3 = (001)$.

In order to analyze the temperature dependence of the magnetization, the crystals were heated to various temperatures between 10 K and 1100 K and then equilibrated for 10 ps. The SPIN package of the LAMMPS simulation tool was used to execute all SLD simulations [29, 30].

**III. RESULTS**

**A. Temperature dependence**

The magnetization is determined for several different temperatures between 10 K and 1100 K, using steps of 100 K. In the critical interval between 900 K and 1100 K, we added further temperatures with steps of 25 K. Each sample is heated to the requested temperature within 20 ps and then equilibrated for 10 ps. This is long enough to achieve equilibrated values of the magnetization.

Fig. 2 shows the temperature dependence of the magnetization of the Fe foam samples for various surface atom fractions $n_{surf}$. An increase of the fraction of surface atoms leads to a decrease of the spin per atom. This decrease is especially prominent in the high temperature region between 700 K and 1000 K.

This trend can be even better observed in Fig. 3, where all resulting magnetization curves are plotted simultaneously. They are color-coded according to their surface atom fraction $n_{surf}$ and show a continuous weakening of the spin per atom, and therefore also the magnetization, with increasing $n_{surf}$.

This effect is quantitatively analyzed by estimating the Curie temperature $T_c$ and the critical exponent $\beta$. To this purpose, we fit our results for the spin per atom $S(T)$ to the polynomial decay function

$$S(T) = \left(1 - \frac{T}{T_c}\right)^\beta.$$  

In order to apply the fit function only to the ferromagnetic temperature domain, we fit the data only in the temperature range of 0–950 K. Above this temperature, paramagnetic behavior takes over and the polynomial fit Eq. (8), is not valid.

The dependence of the resulting fit values on the surface atom fraction $n_{surf}$ is presented in Fig. 4. We observe an approximately linear relationship between the critical
parameters \(T_c\) and \(\beta\) on \(n_{\text{surf}}\). While the Curie temperature is lowered slightly with increasing \(n_{\text{surf}}\), the critical exponent rises significantly to up to 1.4 times the predicted literature value for bulk Fe [31], \(\beta = 0.33\). These results are qualitatively in line with previous results for defective Fe samples with vacancies by Meyer et al. [25]. In the following, a quantitative comparison between the two defect types is performed.

### B. Comparison to data for void- and vacancy-filled samples

The foams considered in this study have both contingent void volumes and contingent metal volumes; they are termed ‘bicontinuous’. In contrast, the void filled samples and also the vacancy-filled crystals have a contingent metal phase, while the unoccupied lattice sites fill unconnected disjoint void volumes. We study to what extent the magnetic properties depend on this topological difference. For further use, we denote the bicontinuous foam structures as ‘open’ topology, and the vacancies and voids as defects with a ‘closed’ topology.

Fig. 5 directly compares the simulation results for a foam and a vacancy-filled crystal for the same fraction of surface atoms, \(n_{\text{surf}} = 8.0\%\). Even though the surface fraction is identical, the temperature dependence of the magnetization is different for the two systems. This plot also demonstrates that the fit function used, Eq. (8), is appropriate, with the exception of the near vicinity of the Curie temperature.

In Fig. 6, the critical parameters, as obtained for foams
and void-filled samples are compared with the data obtained for vacancy-filled samples [25] are plotted against \( n_{\text{surf}} \). While the foam data are quite well aligned on approximately linear dependencies on the surface atom fraction, \( n_{\text{surf}} \), the data for vacancy-filled samples show a larger scatter around the linear dependence. However, a discrepancy between vacancy-filled samples on the one hand and foams of the other hand are apparent, in particular for the critical exponent, \( \beta \); this discrepancy points at an influence of topology on the magnetization results. In addition, we note that the data for void-filled samples are well aligned with the data for vacancy-filled samples. The surface atom fraction of void-filled samples are quite small, since the voids contain a large number of unoccupied atom sites in their interior. However, the good alignment of the data points for void- and vacancy-filled samples is reassuring as it shows that our determination of the surface atom fraction for vacancy-filled samples, Eq. (4), is appropriate.

We quantify the correlation between the critical parameters and the surface atom fraction \( n_{\text{surf}} \) by using the simple linear relationships

\[
T_c = T_c(0)(1-\alpha_T n_{\text{surf}}), \\
\beta = \beta(0)(1+\alpha_\beta n_{\text{surf}}),
\]

where \( T_c(0) \) and \( \beta(0) \) denote the values of \( T_c \) and \( \beta \), respectively, for a defect-free Fe crystal. The results of the fitting procedure are summarized in Table II. The correlation coefficient \( \alpha_T \) is, within the margin of error, similar for open and closed topologies; in particular the large scatter of the data for a vacancy-filled sample does not allow to determine a clear difference.

The second correlation coefficient, \( \alpha_\beta \), however, differs greatly for open and closed topologies, the difference amounting to a factor of around 5. This is also illustrated in Fig. 6, where we can observe a largely different trend for the critical exponent of open and closed defect topologies, but only a slight difference for the Curie temperature. This difference shows up in the magnetization curves, Fig. 5, in the vicinity of the critical point: The smaller exponent for the vacancy-filled samples features a more abrupt decay of the magnetization near \( T_c \).

The size of \( \alpha_T \) can be rationalized by assuming a simple interpolation of the Curie temperature for bulk atoms, \( T_c(0) \), and the one for surface atoms. Assuming that surface atoms are characterized by a Curie temperature that is smaller by a factor \( \gamma \) than the bulk Curie temperature, such a linear interpolation yields

\[
T_c = (1-n_{\text{surf}})T_c(0) + n_{\text{surf}}\gamma T_c(0) = [1-(1-\gamma)n_{\text{surf}}]T_c(0),
\]

and hence \( \alpha_T = 1-\gamma \). If an ensemble of surface atoms were nonmagnetic, \( \gamma = 0 \), the decline in \( T_c \) in porous materials caused by surface atoms would be strongest, \( \alpha_T = 1 \). Previous simulations of magnetic nanoparticles [16] suggest a value of \( \gamma = 0.5 \), resulting in \( \alpha_T = 0.5 \). Our present results indicate that an ensemble of surface atoms has even a higher \( T_c \) characterized by \( \gamma = 0.8-0.9 \) and hence \( \alpha_T = 0.1-0.2 \).

A similar argument for \( \alpha_\beta \) does not appear to hold true. This is plausible since \( \beta \) is an exponent determining the shape of the magnetization curve, which will be more susceptible to details of the modeling, while \( T_c \) only sets the temperature scale of the magnetization curve.

To help explain the differences in Fig. 6, one can consider how topology affects number of neighbors. ‘Surface atoms’ associated with vacancies will have \((Z-1)\) neighbors, where \( Z = 8 \) is the bulk coordination. On the other hand, atoms on a flat \((001)\) surface will have \(Z/2\) neighbors for a cubic system. Voids will have curvature in 3 dimensions, leading to some intermediate value of coordination, close to vacancies and around 6 for the cases we studied. Foams could be considered interconnected nanowires, with several different surface orientations. In our case the average coordination of foam surface atoms is around 5.5, lower than for voids (5.9). In the simple Ising model critical temperature is proportional to coordination, so foams would have lower critical temperature than voids or vacancies. The critical exponent is inversely proportional to dimensionality in the Ising model, which could be associated with connectivity of the spins, and would be higher for vacancies than for foams, explaining the trend in our results.

In general, topology affects materials properties [32, 33], and here we show that, although trends are similar, curvature gives different scaling laws between porosity by

| system | \( \alpha_T \) | \( \alpha_\beta \) |
|--------|--------------|--------------|
| foams  | 0.151 ± 0.004 | 0.976 ± 0.041 |
| vacancies | 0.110 ± 0.042 | 0.189 ± 0.063 |

Fig. 4: Dependence of the Curie temperature \( T_c \) and the critical exponent \( \beta \) on the surface atom fraction \( n_{\text{surf}} \) for all investigated foam structures.
FIG. 5: (a) Comparison of the temperature dependence of a foam and a vacancy-filled crystal with $n_{\text{surf}} = 8.0\%$ each. Symbols denote simulation results and the line is the fit, Eq. (8). Subpanel (b) zooms into the high-temperature regime.

FIG. 6: Correlation between (a) the Curie temperature $T_c$ and (b) the critical exponent $\beta$ with the surface atom fraction $n_{\text{surf}}$ for three different defect types. Lines represent least-square fits to the simulation results.

vacancies or voids (with positive curvature) and porosity in bicontinuous nanostructures, with negative Gaussian curvature [34].

IV. CONCLUSIONS

In this paper, we used SLD to study the temperature dependence of the magnetism in Fe foams. Fe foams show a slight decrease of the Curie temperature and a significant increase of the critical exponent $\beta$ with increasing surface atom fraction, $n_{\text{surf}}$. These findings are in qualitative agreement with previous results for vacancy-filled Fe crystals [25] and with novel data on void-filled crystals. The agreement is even quantitatively satisfactory for the Curie temperature. However, the critical exponent $\beta$ shows a fourfold stronger dependence on the surface atom fraction, $n_{\text{surf}}$, for foams than for vacancies or voids.

It may be speculated that the origin of the different dependencies of the critical exponent $\beta$ for foams and vacancy- or void-filled crystals originates in their different topologies. While our foams a bi-continuous — that is both the material and the vacuum phase are contigu-
ous throughout the sample – the vacuum phase in the vacancy- and void-filled crystals are not contiguous. This might be at the origin of the different behavior in $\beta$ seen in this study, together with the fact that the connectivity of surface atoms is significantly different in bicontinuous foams than for isolated voids or vacancies.

This study assumes the same magnetic moment and exchange function for surface atoms. This is only an approximation. Recently, variations of the magnetic moment with effective electronic density were studied for the surface of Fe nanoparticles [18]. Metallic nanofoams might suffer oxidation [35]. Fe surfaces might form magnetic oxides or form a magnetically dead thin layer [36, 37]. As a first rough approximation, this could be modeled as a shell of non-magnetic Fe atoms, which would also decrease Curie temperature.

This study focuses on a model foam, but alternative bicontinuous foams could be considered in the future [38], including magnetic foams where the pores are replaced by non-magnetic material, similar to CuMo foams [39], or when two magnetic materials are used, as in FeCr foams [40, 41].

Results presented here show that nanoscale pore topology could help tailoring magnetic properties, alongside other variables already in use, like defect [42] or impurity content [43] or microstructure [44].
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