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A theory of transverse electron transport coupled with heat transfer in semiconductor thin films is developed conceptually modeling structures of modern electronics. The transverse currents generate Joule heat with positive feedback through thermally activated conductivity. This can lead to instability known as thermal runaway, or hot spot, or reversible thermal breakdown. A theory here is based on the optimum fluctuation method modified to describe saddle stationary points determining the rate of such instabilities and conditions under which they evolve. Depending on the material and system parameters, the instabilities appear in a manner of phase transitions, similar to either nucleation or spinodal decomposition.
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I. INTRODUCTION

Various treatments of electronic transport in disordered systems typically concentrate on systems at a given fixed temperature. However, observations (see references below) often point at the coupled electron-heat transport where local fluctuations in electric current generate temperature fluctuations. When the latter have positive feedback, as e. g. in the case of thermally activated conductivity, an instability arises leading to the current filamentation. ‘Weak spots’ corresponding to suitable disorder configurations promote such instabilities. While this mechanism has long been known qualitatively, its quantitative understanding remains insufficient leaving open questions about the role of material and structure parameters, and effects of static vs. thermodynamic fluctuations.

This work attempts a theory of coupled electron-heat transport concentrating on a rather representative case of transverse conduction through thin-film structures. A model structure consists of an active (heat generating) conducting layer between two electrically inactive insulating layers representing encapsulation always found with electronic devices. This structure is depicted in Fig. 1. The active layer can be a single or multilayered semiconductor sandwiched between thin metal electrodes. The electric potential along each of the electrodes is constant; the potential difference V between them is maintained by an external power source.

The disorder is introduced through the activated transversal electric conduction with random Gaussian activation barriers varying in the lateral (along the film) directions. The role of insulating layers is that they affect the temperature distribution and make the entire model more realistic. For simplicity, we assume one of them totally insulating while another one having a finite thermal conductivity. Also, for simplicity, thermal conductivities and specific heats of the active and insulating layers are assumed the same.

The analysis below is aimed at finding the probability of local temperature fluctuations and their radii associated with locally increased current density vs. the system dimensions, material parameters, and ambient temperature. It is based on the premise of localized rare lateral fluctuations that do not overlap. These localized entities are similar to other types of localized states in disordered systems, for which theoretical description known as the optimum fluctuation method (OFM) has been developed long ago. OFM was originally created to describe electronic states in band tails of disordered semiconductors, it was applied later to localized sound excitations in glasses, resonance electronic states in disordered metals, fluctuation tail states in magnetic semiconductors, random lasing in disordered dielectric films, local fluctuations in thermal expansion of glasses, and nucleation in disordered media.

The essence of OFM is in the optimization of configurational probability (or entropy) of fluctuations under the additional condition that the dynamical characteristic of a fluctuation satisfies the appropriate differential equation (Schrödinger equation for electronic state, elastic wave equation for sound excitations, electromagnetic wave equation for optic modes, etc.). This is achieved through the variational approach, in which the dynamical characteristic is kept fixed (yet arbitrary) in the course of optimization of the configurational entropy, after which it is optimized to additionally minimize that entropy. The details of OFM vary between different systems. Here developed OFM is tailored to describe the temperature fluc-
tuations coupled with the electric current, so that the
dynamical characteristic (temperature) of fluctuations sat-
sifies the heat transfer equation.

The analysis below shows that hot spot instabilities
evolve in a manner of phase transformations, either by
nucleation or similar to spinodal decomposition affecting
the entire area. The nucleation scenario of such instabil-
ities in uniform systems was established earlier based on
general phenomenological analysis.

This paper is limited to a general theoretical anal-
ysis; possible applications of the coupled electron-heat
transport will be presented in more appropriate journals.

We refer to a recent monograph for many practically
important cases. The relevant observations are found
with bipolar transistors, other metal-insulator-
semiconductor structures, nanoscale transistors, graphene transistors, and thin-film photovoltaics. In these applications, the phenomenon under consid-
eration was labeled as thermal runaway, or hot spot, or
(reversible) thermal breakdown. It can be detrimental
to the corresponding device operations leading to their
irreversible degradation in hot spots via local shunting,
burning, or melting; hence, significance for device reli-
ability.

The paper is organized as follows. Sec. introduces the basic equations describing the coupled electron-heat
transport in a non-uniform system. To better explain the
essence of OFM and subsequent results, two toy models
are considered in Sec. Sec. presents a modifica-
ton of OFM. The problem under consideration, how-
however, is different with respect to the notion of stationary
fluctuations. Since the instability evolves in a fashion of
phase transitions, the stationary solutions of Eq. can only
describe saddle points in the parameter space. The
power generation density is a sum of average and
random contributions,

\[ P = \langle P \rangle + P^{(1)}, \quad \langle P \rangle \equiv P_0 \exp \left( -\frac{E}{kT} \right). \]  

(4)

Eq. (3) assumes the steady state heat transfer. The
statement is common to all known cases of OFM. The problem under consideration, how-
ever, is different with respect to the notion of stationary
fluctuations. Since the instability evolves in a fashion of
phase transitions, the stationary solutions of Eq. can only
describe saddle points in the parameter space. The
temperature fluctuation \( \delta T \) becomes time dependent in
the proximity of each of such point, described by

\[ -C\delta T/\tau = \chi \nabla^2 T + P(r) \]  

(5)
in the relaxation time approximation, where \( C \) is the spe-
cific heat. The fluctuation decay will correspond to pos-
tive, while fluctuation growth (instability) to negative
values of \( \tau \); this criterion is used in Sec. below.

III. LINEAR APPROXIMATION:
NO-BREAKDOWN STEADY STATE REGIME

For completeness, consider briefly a trivial situation
where the disorder \( B \) and temperature fluctuations \( \delta T \)
are small allowing the linearization

\[ P = P_0 \left[ 1 + \frac{E(r)}{kT_0} - \frac{E}{kT_0^2} \delta T(r) \right] \]  

(6)

where \( T_0 \) is the average temperature. Substituting this
into Eq. and setting

\[ \delta T(r, z) = \phi(r) \exp(z/\zeta_0), \quad \zeta_0 = \text{const} \]
for the radial \((r)\) and transversal \((z)\) coordinates yields

\[
\nabla^2 \phi - \frac{1}{r_0^2} \phi = u(r).
\]

Here \(\nabla^2\) is the two-dimensional Laplacian,

\[
\frac{1}{r_0^2} = \frac{P_0 E}{\chi kT_0}, \quad E = \frac{E}{\chi kT_0} - \frac{\chi kT_0^2}{z_0^2 P_0}, \quad u(r) = \frac{P_0 E(r)}{\chi kT_0}
\]

and \(z_0\) must be determined from the boundary conditions. The solution to Eq. (7) has the form

\[
\phi(r) = (-1/4) \int d^2r' u(r') H_0^{(1)}(i|r - r'|/r_0)
\]

where \(H_0^{(1)}\) is the Hankel function.

The quantity in Eq. (8) represents a sum of large number of random contributions and, according to the central limit theorem, is a random quantity itself with the Gaussian probability distribution. Its dispersion \(\langle \delta^2 \rangle\) is given by

\[
\frac{1}{16} \int_0^\infty d^2r' d^2r'' H_0^{(1)} \left( \frac{ir'}{r_0} \right) H_0^{(1)} \left( \frac{ir''}{r_0} \right) \langle u(r') u(r'') \rangle
= \frac{\pi r_0^2 P_0^2 B_s}{2\chi^2(kT_0)^2} = \frac{\pi P_0 B_s}{4\chi E k}.
\]

Here we have taken into account Eq. (2) and the value of the integral \(\int_0^\infty \langle H_0^2(x)\rangle dx = 2\).

To avoid unnecessary discussions of boundary conditions \(z_0\) and \(E\) are left as two parameters. Neglecting the temperature change through the active film \(\exp(h_0/z) \approx 1\), the net result is that the temperature fluctuations are characterized by the radii of \(r_0\) and the Gaussian distribution,

\[
\rho(\delta T) \propto \exp \left( -\frac{\delta T^2}{T_0^2} \right) \quad \text{with} \quad T_0^2 = \frac{\pi P_0 B_s}{4\chi E k}.
\]

The important point is that the above linear approximation does not account for positive feedback of temperature fluctuations on transversal conduction and thus the disorder remains fixed and temperature independent. While this restriction eliminates the possibility of thermal breakdown (which is the main topic here), the results of this section can still be applicable to the case of very small currents and fluctuations used e. g. in thermography diagnostics.

**IV. TOY MODELS**

Because the regular OFM below is mathematically cumbersome, it is illustrated here with simplified (toy) models. One of them concentrates on the case when there is no positive feedback on conductivity by local heating. Another one deals with a homogeneous system and concentrates on the positive feedback.

**A. Conductive filaments through an insulating film**

Consider a two phase structure where transversal current flows through conductive filaments in an insulating host of thickness \(h_0\) sandwiched between two equipotential electrodes. The structure is characterized by the average transversal conductivity \(\sigma\) due to filaments of average concentration \(\bar{n}\) per area. Local fluctuations \(\delta n\) in their concentration result in the corresponding conductivity fluctuations \(\delta \sigma = \bar{n} \delta n/\bar{n}\). Since the filaments generate Joule heat, they create fluctuations \(\delta T\) in temperature; the tail of probabilistic distribution of \(\delta T\) is found below.

Consider a cylinder shaped region of radius \(a\) perpendicular to the electrodes where the characteristic fluctuation in filament concentration is \(\delta n\). The Gaussian probability of such a fluctuation is estimated as

\[
\exp \left[ -\frac{(\delta n)^2 \bar{n}^2}{\bar{n}} \right] = \exp \left[ -\bar{n} \sigma \left( \frac{\delta \sigma}{\sigma} \right) ^2 \right] = \exp(-S)
\]

\(S\) can be optimized with respect to \(a\) after \(\delta \sigma\) is expressed via \(\delta T\) and \(a\).

The heat flux through the cylinder base and side surfaces is estimated as \(\chi (\delta T/h_0)^2 + (\delta T/a) h_0\). Equating it to the fluctuation of power \(V^2 a^2 \delta \sigma/h_0\) inside the cylinder yields the temperature fluctuation

\[
\delta T = \frac{V^2 \delta \sigma}{\chi a^2 + h_0^2}.
\]

Expressing \(\delta \sigma\) from Eq. (12) and substituting it into Eq. (11) yields

\[
S = \bar{n} \sigma \left( \frac{\delta T}{\sqrt{\delta \sigma}} \right) ^2 \left( 1 + \frac{h_0^2}{a^2} \right) ^2.
\]

Following the OFM approach, we optimize the exponent \(S\) with respect to the fluctuation radius \(a\), i. e. \(dS/da = 0\), which gives \(a = h_0\). Substituting \(a = h_0\) back into Eq. (13) yields the optimum exponent of probability,

\[
S_{opt} = \left( \frac{\delta T}{\delta T_0} \right) ^2 \quad \text{where} \quad \delta T_0 = \frac{V^2 \sigma}{\chi h_0 \sqrt{\bar{n}}}.
\]

again to the accuracy of numerical multipliers.

The preexponential is roughly estimated by dividing the entire area into elemental domains of area \(h_0^2\) each and noticing that \(\exp(-S_{opt})\) describes the probability of a desired fluctuation with temperature excess \(\delta T\) in a given domain. Therefore, the concentration of such fluctuations is estimated as \(h_0^{-2} \exp(-S_{opt})\).

Two features should be noted. First, OFM concentrates on the exponent of probability, largely neglecting the pre-exponential factors (although they can be estimated as well). Secondly, it optimizes that exponent in order to find the most likely disorder configuration providing the desired fluctuation characteristic of
Eq. (16) gives the equilibrium distribution function

$$S(\delta T) = \frac{\pi C^{(v)} h_0^3}{2kT_0^2} \lambda \exp\left(\frac{-\delta T E}{kT_0^2}\right).$$

(17)

It follows from Eq. (17) that the equilibrium distribution is a minimum at $\delta T_c = kT_0/3E$ where the product $\delta T^3 \exp(-\delta T E/kT_0^2)$ is a maximum. This can be interpreted as a barrier in the system free energy at $\delta T = \delta T_c$: the probability of fluctuations first exponentially decreases as $\delta T$ grows below $\delta T_0$ and then decreases when $\delta T$ exceeds $\delta T_c$. Such a behavior is obviously similar to that known in nucleation phenomena (where the barrier is a function of the nuclear radius) and small polaron collapse (where the barrier is a function of dilation). The instability point corresponds to a relatively very small temperature increase $\delta T_c = (kT_0/3E)T_0 \ll T_0$ in systems with high enough activation energies, say, $\delta T_c \leq 0.01T_0 \sim 3$ centigrade.

Based on that analogy, the exponent of probability of the thermal breakdown is given by $S(\delta T_c)$, that is, to the accuracy of numerical multipliers,

$$S(\delta T_c) = \frac{kT_0^2 C^{(v)} h_0^3 \lambda}{E V^2 \sigma}.$$  

(18)
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\caption{Effective barrier for nucleation of hot spots corresponding to the numerical value $\alpha = T_k T_0 / 10$. Arrows show a pathway of hot spot nucleation.}
\end{figure}

Note that the probability exponent optimization here results not in a minimum, but rather a maximum; it may turn into a saddle point in a parameter space of higher dimensionality as will be explicitly shown next. Another conclusion is that a positive feedback alone makes the instability possible regardless of the degree of disorder in the system.

\section{V. OPTIMUM FLUCTUATION METHOD}

The subtlety of the optimum fluctuation method is in how it treats the disorder induced distribution of temperature $T(r)$ (or wave function for the standard case of energy spectra in systems with random potential energy). Namely, $T(r)$ is considered a smooth ‘optimum’ function approximating the temperature distribution for the most likely disorder configuration responsible for any desired temperature fluctuation. It remains arbitrary (yet fixed) in the course of the analysis and is determined later by the condition of the maximum of the probability. Such optimization benefits from the known property of variational techniques that any inaccuracy in the trial function translates into a higher order inaccuracy in the corresponding functional.

In what follows we take into account only exponentially strong activation factor ignoring all possible pre-exponentials found with temperature dependent conductivity in semiconductors. This simplification simultaneously determines the accuracy of our analysis where all the pre-exponential factors are replaced with their averages. In particular, this analysis is limited to the case of strong enough fluctuations beyond the linear approximation for $P(\delta T(r))$. 

The applicability is limited to the region of non-overlapping fluctuations.

A possible application of this toy model can be a system of multiple shunting metal chains formed in dielectric or solid electrolyte films considered for non-volatile memory; see e.g. Refs. 36 and references therein.

\section{B. Homogeneous films}

Consider, in the linear approximation, a relatively small temperature fluctuation $\delta T$ in a cylinder region of radius $a$, setting

$$\frac{1}{T} \approx \frac{1}{T_0} - \frac{\delta T}{T_0^2}. \quad \text{eq. (15)}$$

Neglecting (for simplicity) heat transfer through the cylinder bases and using

$$\delta \sigma = \sigma \exp\left(\frac{\delta T E}{kT^2}\right),$$

Eq. (12) reduces to the form

$$\delta T = \frac{V^2 \sigma a^2}{C} \exp\left(\frac{\delta T E}{kT^2}\right). \quad \text{eq. (16)}$$

For a system in equilibrium, the probability of temperature fluctuation $\delta T$ in volume $\delta V = \pi a^2 h_0$ is given by the exponential $\exp[-C^{(v)} \delta V (\delta T)^2 / kT^2]$ where $C^{(v)}$ is the specific heat per volume. Expressing $a^2$ from Eq. (16) gives the equilibrium distribution function $f(\delta T) \propto \exp[-S(\delta T)]$ with

$$S(\delta T) = \frac{\pi C^{(v)} h_0^3}{2kT_0^3 V^2 \sigma} \lambda \exp\left(-\frac{\delta T E}{kT_0^2}\right).$$

(17)

The probability exponent optimization here results not in a minimum, but rather a maximum; it may turn into a saddle point in a parameter space of higher dimensionality as will be explicitly shown next. Another conclusion is that a positive feedback alone makes the instability possible regardless of the degree of disorder in the system.
A. OFM equations

The heat transport equation \(3\) can be treated as an extremum of the functional

\[
F = \int d^3r \left[ \frac{\xi}{2} (\nabla T)^2 - P(r) \right]
\]  
(19)

where the pre-exponential factor \((E + E)/T^2\) [generated by variation of \(P\) in Eq. \(1\)] is approximated by its average,

\[
\xi = \chi(E + E)/kT^2.
\]  
(20)

The latter functional can be presented as

\[
F = \int d^3r \left[ \frac{\xi}{2} (\nabla T)^2 - \langle P \rangle \right] - Z
\]  
(21)

where \(T\) depends on coordinates and random variable \(Z\) is defined by

\[
Z = \int d^3r P^{(1)}(r)
\]  
(22)

OFM suggests that the dispersion of random variable \(Z\) can be found as

\[
D = \langle Z^2 \rangle = \int \int d^3rd^3r' \langle P^{(1)}(r)P^{(1)}(r') \rangle
\]  
(23)

where the average in the integrand is evaluated under the condition of a fixed (yet arbitrary) function \(T(r)\). The integral in Eq. \(22\) contains a large number of random contributions. Therefore, according to the central limit theorem, \(Z\) is described by Gaussian statistics, i.e. its probabilistic distribution

\[
g(Z) \propto \exp[-S(Z)], \quad S = \frac{Z^2}{2D}.
\]  
(24)

The maximum probability fluctuation corresponds a stationary point of \(S(Z)\) under the additional condition of Eq. \(21\). Finding such a conditional extremum is tantamount to finding an unconditional extremum of a functional

\[
\Phi = \frac{Z^2}{2D} - \lambda F
\]  
(25)

where \(\lambda\) is the undetermined Lagrange multiplier. \(\lambda\) is then found from the additional condition of a certain pre-determined maximum temperature in the the optimum fluctuation region.

The functional \(\Phi\) must be optimized with respect to the disorder configuration \(E(r)\) and the field \(T(r)\). Because the former appears only with the integral \(Z\), the optimization can be more conveniently conducted with respect to \(Z\) and \(T(r)\). The corresponding equations are

\[
\frac{Z}{D} + \lambda = 0
\]  
(26)

and

\[
-\frac{Z^2}{2D^2} \frac{\delta D}{\delta T} + \lambda \xi \nabla^2 T + \lambda P_0 \left( \frac{E}{kT^2} - \frac{\langle E^2 \rangle}{k^2T^2} \right) \exp \left( \frac{\langle E^2 \rangle}{2k^2T^2} \right) = 0.
\]  
(27)

Here we have taken into account a known property \(\exp(E/kT) = \exp(\langle (E/kT)^2 \rangle/2)\)

for a Gaussian random variable \(E/kT\). Using Gaussian statistics in combination with the concept of thermally activated current assumes the inequality

\[
\frac{E}{kT} \gg \frac{\langle E^2 \rangle}{k^2T^2}.
\]  
(28)

Allowing the opposite inequality would lead to the physically unacceptable feature that the typical fluctuation current exponentially decreases with temperature.

Substituting Eq. \(20\) into Eqs. \(21\) and \(27\) yields the equations determining the optimum fluctuation temperature field \(T(r)\) and its corresponding probability exponent,

\[
-\frac{\lambda D \delta D}{2 \delta T} + \xi \nabla^2 T + \frac{\lambda P_0}{kT^2} - \frac{\langle E^2 \rangle}{k^2T^2} \exp \left( \frac{\langle E^2 \rangle}{2k^2T^2} \right) = 0,
\]  
(29)

\[
S = \frac{D \lambda^2}{2}.
\]  
(30)

To evaluate \(\delta D/\delta T\) that is the variational derivative of the integrand in Eq. \(21\) we again use the property of averaging of a Gaussian random variable \(E(r)\). The integrand in Eq. \(21\) becomes

\[
P_0^2 \exp \left[ \frac{\langle E^2 \rangle}{(kT)^2} \right] \int d^3r' \left\{ \exp \left[ \frac{\langle E(r)E(r') \rangle}{k^2T(r)T(r')} \right] - 1 \right\}.
\]  
(31)

For the case of delta correlated disorder in Eq. \(2\), the latter expression can be approximated as

\[
P_0^2 \Phi_0 \exp \left[ \frac{2B}{(kT)^2} \right].
\]  
(32)

Substituting the result of differentiation [together with Eq. \(20\)] into Eq. \(27\) leads to a closed form single equation for the optimum fluctuation \(T(r)\). That equation is not very useful practically because of its rather complex form. The problem becomes easier when presented in the form of functional subject to direct optimization with respect to \(T(r)\). That functional is given by

\[
J = \int d^3r F'[T(r)]
\]  
(33)

where

\[
F = \xi \langle \nabla T \rangle^2 - P_0 \left[ \frac{B}{2(kT)^2} \right] - \lambda P_0^2 \left[ \frac{2B}{(kT)^2} \right]
\]  
(34)

Note that, to the accuracy of the factor of \(-\lambda\), the third term in the functional \(J\) [corresponding to the third term in Eq. \(33\)] is twice the probability exponent \(S\).
B. OFM saddle points

While optimization of functional $J$ remains to be implemented, the nature of its stationary points can be determined already here. Assuming a trial function $T = T(r/a)$ and changing variable $r \to r/a$, $J$ can be presented in the form

$$J = J_1 + a^2 J_2$$

where $J_1$ and $J_2$ do not depend on $a$. Treating $a^2$ as a variational parameter, leads to the conclusion that $d^2 J/d(a^2)^2 = 0$ at the stationary points where $J_2 = 0$. Hence, they represent inflection points rather than minima. In a higher dimension parameter space including the temperature fluctuation amplitude, these points can only be saddles.

The saddle point solutions require a different interpretation of OFM results. From the physical standpoint, some (but not all) of their related configurations should appear with certainty, i.e., with $S = 0$, since they are not steady state, and thus are to be passed inevitably sooner or later. From that perspective, they are similar to the barriers of classical nucleation theory or small radius acoustic polaron formation. For example, the OFM saddle points in the surface $J(a, T)$ can physically describe critical radii $a(T)$ separating the regions of spontaneous decay from that of spontaneous growth of fluctuations. This similarity to the nucleation theory will be made explicit in Sec. VI.

Note that the fact of probability exponent $S$ vanishing at the OFM saddle points, does not compromise OFM as long as the corresponding fluctuations remain strongly localized and do not overlap. The latter conditions do not necessarily invoke $S \gg 1$ (unlike the conclusion of Sec. IV where all the fluctuations simultaneously coexist), since the saddle point events are not steady state taking place at different time instances.

Consider the configurational probability exponent $S$ in a certain proximity of a saddle point $S = 0$. We denote $\delta T_0(r)$ the temperature distribution in the optimum fluctuation corresponding to $S = 0$. If the optimum fluctuation $\delta T(r)$ is different from $\delta T_0(r)$, one can extend

$$S = \int d^3r \left( \frac{\delta^2 S}{2\delta T^2} \right)_0 \left[ \delta T(r) - \delta T_0(r) \right]^2,$$

where the integrand is positive. The equilibrium distribution function of such fluctuations is given by

$$\mathcal{F}(\delta T) = \mathcal{F}_0 \exp \left\{ -\frac{C^{(v)}}{2kT_0^2} \int d^3r [\delta T(r)]^2 - S \right\}.$$

Here $\mathcal{F}_0$ is the preexponential factor and we have taken into account the expression for the probability of equilibrium temperature fluctuation $\delta T$ in volume $\delta V$ mentioned in Sec. IVB.

It is seen from Eq. (35) that $\mathcal{F}$ is a minimum at some $\delta T$ different from $\delta T_0$. Following the Fokker-Planck approach to nucleation (Zeldovich’ theory; see e.g. Chapter XII in Ref. [32]) and in agreement with the qualitative analysis in Sec. [IVB] that minimum determines the nucleation barrier and rate. This approach will be implemented in Sec. VII below upon determining the parameters of OFM solutions $\delta T(r)$.

VI. DIRECT VARIATIONAL PROCEDURE

A. Trial function and functional

Here we implement a direct variational procedure of optimization of the functional $J$ using the simplest trial function

$$\frac{\delta T}{T_0} = \theta \left( 1 - \frac{r}{\tilde{a}h} \right) \left( 1 - \frac{z}{h} \right) \text{ when } \delta T > 0$$

that is zero outside of the domain $r < \tilde{a}h, z < h$. Here $r$ and $z$ are the radial and transversal (across the film) coordinates. $\theta$ and $\tilde{a}$ are the two variational parameters, defined as being dimensionless to make the resulting equations more compact. In particular, $\theta$ is the amplitude excess temperature in fluctuation measured in the units of the average temperature $T_0$, and $\tilde{a}$ has the meaning of the fluctuation radius measured in the units of structure thickness $h$.

Note that integration over the transversal ($z$) coordinate extends over the entire structure thickness ($h$) for the first term in Eq. (36), while the second and third terms must be integrated only over the active layer thickness ($h_0 \ll h$) where the power is generated. Also, we note that the constraint $t = 0$ at $z = h$ correctly reflects the boundary condition of a constant temperature at the interface (see Fig. 1). Furthermore, we assume fluctuation to be relatively small, allowing the linearization in Eq. (15).

Substituting Eq. (36) and carrying out the integration reduces $J$ to the form

$$\frac{12\alpha^2 J}{\xi T_0^2 \pi h} = (\tilde{a}^2 + 2) x^2 - \beta \tilde{a}^2 \Phi(x) - \lambda \beta' \beta \tilde{a}^2 \Phi \left( \frac{x}{\alpha} \right)$$

where

$$x = \alpha \theta \quad \text{and} \quad \Phi(x) = \exp(x) - x - 1 \frac{x}{x^2}.$$

Here we have introduced the parameters defined as

$$\alpha = \frac{E}{k T_0^2} - \frac{B}{(k T_0)^2}, \quad \alpha^* = 2 \left[ \alpha - \frac{B}{(k T_0)^2} \right] \approx 2\alpha,$$

$$\beta = \frac{2\gamma h_0 P_0 \alpha}{\xi T_0^2} \exp \left[ \frac{B}{2(k T_0)^2} \right] \beta' = P_0 v \exp \left[ \frac{3B}{2(k T_0)^2} \right].$$

The inequality in Eq. (25) limits them to $\alpha \gg 1$. In integrating over $z$ in Eq. (37), we have assumed a practically important case when the semiconductor layer is very thin, $\alpha \theta h_0/h \ll 1$, and calculations are simpler.
Because eventually we consider \( \theta = x/\alpha \) an independent given variable, the optimization conditions \( \partial J/\partial \hat{a}^2 = 0 \) and \( \partial J/\partial x = 0 \) must be used to solve for \( \hat{a}^2 \) and \( \lambda \). In agreement with the conclusion of Sec. V the stationary points found from the optimization are saddle points. This is seen from the sign of the determinant

\[
\frac{\partial^2 J}{(\partial \hat{a}^2)^2} \left( \frac{\partial^2 J}{\partial \hat{a}^2 \partial \theta} \right)^2 < 0
\]

identifying the stationary points as saddles.\(^{38}\)

B. Regional approximations

Consider the results of optimization of the functional \( J \) for three complimentary regions.

1. Weak fluctuations, \( x \ll 1 \)

Assuming \( x \ll 1 \) reduces \( \Phi(x) \) in Eq. (37) to \( \Phi(x) \approx 1/2 + x^2/6 + x^4/24 \), which significantly simplifies the optimization. This leads to the physically unacceptable solution with \( \hat{a}^2 = -32/(8 + \beta) < 0 \).

2. Moderate fluctuations, \( x \sim 1 \)

It is straightforward to verify that the interpolation \( \Phi(x) = 1/2 + x^2/6 \) holds to the accuracy of several percent for intermediate \( x \leq 4 \). Using that interpolation, the optimization of \( J \) results in the physically inconsistent solution as well, \( \hat{a}^2 = -[12 + 16(\alpha \theta)^2]/(6 + 3\beta) \).

3. Strong fluctuations, \( x \gg 1 \)

Acceptable solutions with \( a^2 > 0 \) exist in the case of \( \alpha \theta \gg 1 \) (and yet \( \alpha \theta \theta_0/h \ll 1 \)) where one can approximate \( \Phi(x) = \exp(x^2)/x^2 \). This yields

\[
\lambda = \frac{(\alpha \theta)^4 - \beta \exp(\alpha \theta)}{\beta \exp(2\alpha \theta)},
\]

\[
\hat{a}^2 = \frac{4(\alpha \theta)^3}{2(\alpha \theta)^4 - \beta \exp(\alpha \theta)},
\]

\[
S = \frac{\theta(\alpha \theta)^4 - \beta \exp(\alpha \theta)^2 \exp(-2\alpha \theta)}{2(\alpha \theta)^4 - \beta \exp(\alpha \theta)}
\]

where

\[
S_0 \equiv \frac{\pi(\xi T_0^2)^2 \exp[-2B/(kT_0)^2]}{288T_0^2 e \theta_0}
\]

and

\[
\theta_{c1} < \theta < \theta_{c2},
\]

with \( t_{c1} \) and \( t_{c2} \) being the two solutions of the transcendental equation

\[
2(\alpha \theta)^4 - \beta \exp(\alpha \theta) = 0.
\]

The condition

\[
(\alpha \theta)^4 - \beta \exp(\alpha \theta) = 0
\]

describes the points where \( S = 0 \) and thus nucleation of hot spots takes place, according to the discussion in Sec. V. These points all fall within the domain of physically acceptable solutions in Eq. (12). Also, it follows from comparison of Eqs. (13) and (14) that the radii of the corresponding stationary fluctuation states remain finite as required by OFM.

Because \( (\alpha \theta)^4 \exp(-\alpha \theta) \) is a maximum at \( \alpha \theta = 4 \), Eq. (44) has solutions when

\[
\beta \leq \beta_c = \left(\frac{4}{|\epsilon|}\right)^4 \approx 4.7
\]

where \(|\epsilon|\) stands for the base of natural logarithms. Close to that threshold value, the dependence \( t(\beta) \) takes the form

\[
\alpha \theta \approx \alpha \theta_0 = 4 + \sqrt{\beta_c - \beta} \quad \text{when} \quad \beta_c - \beta \ll 1.
\]

Another branch of \( \alpha \theta \) with the minus sign before the square root is ignored as belonging to the moderate fluctuation regime.
Alternatively, one gets from Eq. (41),
\[ \alpha \theta \approx \alpha \theta_0 = \ln(1/\beta) \gg 1 \quad \text{when} \quad \beta \ll \beta_c. \] (47)
This behavior corresponding to the far right part of the solid curve in Fig. 3 describes the low power regime.

C. Phase diagram

The complementary region to the left of the line \( \alpha \theta = 4 \) in Fig. 3 was characterized by the physically unacceptable solutions with \( \tilde{a}^2 < 0 \) (see Sec. VII B 1 and VII B 2). Here, we argue that that region represents the state where the system remains stable with respect to thermal fluctuations. A proof is achieved by including in the above analysis the term \(-C\delta T/\tau\) from Eq. (5) describing the temporal behavior of fluctuation. It is straightforward to see that the unacceptable negative \( \tilde{a}^2 \) turn positive when \( \tau > 0 \), i.e. the corresponding fluctuations decay.

Alternatively, for the region above the curve \( \beta = 2(\alpha \theta)^4 \exp(-x) \), adding the term with negative relaxation time \( \tau < 0 \) allows for positive \( \tilde{a}^2 \). Therefore, the states in that region are globally unstable, i.e. they evolve into highly conductive high temperature states without any barrier. This is qualitatively similar to the phase transition scenario of spinodal decomposition, which is not described in the OFM framework.

Note the triple point \( O \) at \( (\beta = \beta_c, \alpha \theta = 4) \) in Fig. 3 where all three phases coexist. It is straightforward to show that fluctuations \( \delta \theta \) become increasingly strong in its proximity where
\[ S = -S_0 \beta^2 \alpha \frac{(\alpha \theta_0 - 4)^2(\delta \theta)^2}{(\alpha \theta_0)^5} \] (48)
and \( |\delta \theta| = |\theta - \theta_0| \ll \theta_0 \). That property is similar as well to that of the standard phase transition phase equilibria.\( ^{22} \)

D. Approximation of classical nucleation theory

The approximation of classical nucleation theory implies a narrow boundary region between the two phases and its related concept of surface energy. It can be attempted in the current framework by choosing a trial function
\[ \frac{\delta T}{T_0} = \theta \left\{ \begin{array}{ll}
1 & \text{when} \quad r < a, \\
(a + d - r)/d & \text{when} \quad a < r < a + d, \\
0 & \text{when} \quad r > a + d
\end{array} \right. \] (49)
with \( d \ll a \). As a result, the gradient term in Eq. (53) is determined by the contribution from a narrow layer of width \( d \) analogous to nucleus interfacial energy in functional \( J \) of Eq. (52). The procedure of optimization becomes even simpler than that based on the trial function of Eq. (59). Omitting the details, the result is that the functional \( J \) has no stationary points when \( d \ll a \). Hence, the approximation of interfacial energy does not apply to the case under consideration; the function in Eq. (56) remains more adequate.

VII. STEADY STATE TRANSITION RATE

Consider the probability of thermal breakdown at a given power density \( P_0 \) described in terms of the parameter \( \beta < \beta_c \). Using \( \delta T(r, z) \) from Eq. (36) and expressions for \( \tilde{a} \) and \( S \) from Eq. (39), the equilibrium distribution function becomes
\[ \mathcal{F}(\theta) = f_0 \exp \left[ \frac{-\pi C^{(v)} h^2 h_0 \theta^2 \tilde{a}^2(4)}{3k} - S(\alpha \theta) \right]. \] (50)

\( S(\alpha \theta) \) is a maximum, \( S = 0 \), at the line shown in Fig. 3 and increases towards the boundary \( \alpha \theta = 4 \). However, given realistic parameters (see Sec. VII I) that increase is not nearly as significant as the increase of the first term in the exponent in Eq. (50). As a result, \( \mathcal{F}(\theta) \) has a sharp minimum at \( \alpha \theta \approx 4 \).

Following the known approach of nucleation theory (mentioned in Sec. VII I above) consider a stationary Fokker-Planck equation
\[ j = -B \frac{\partial f}{\partial \theta} + Af = \text{const} \] (51)
for the 'kinetic' temperature distribution function \( f(\theta) \). Here \( j \) is the flux in the temperature fluctuation \( \theta \) space, \( D \) is the diffusion coefficient in that space; \( A \) is connected with \( D \) by a relationship which follows from the fact that \( j = 0 \) for the equilibrium distribution \( f = \mathcal{F} \). Using the latter enables one to present the flux as \( j = -B \frac{\partial \mathcal{F}}{\partial \theta} (f/\mathcal{F}) \), and, hence, \( f/\mathcal{F} = -s \int d \theta |B| \mathcal{F} + \text{const} \). Finally, applying the boundary conditions \( f \to 0 \) when \( t \to \infty \) and \( f = \mathcal{F} \) when \( \theta = 0 \), yields
\[ \frac{1}{j} = \int_0^\infty \frac{d \theta}{B| \mathcal{F}|}. \] (52)
The integral is determined by a narrow proximity of the minimum of \( \mathcal{F} \) that gives the exponent of the transition rate.

To roughly evaluate the preexponential factor (without any knowledge of \( D \)) one can divide the entire area into a set of cells of characteristic linear size of the optimum fluctuation \( \tilde{a}h \). Then the preexponential must be of the order of the rate of temperature variations \( \kappa/(\tilde{a}h)^2 \) in a cell where \( \kappa \) is the thermal diffusivity. This yields the steady state nucleation rate (cm\(^{-2}\)s\(^{-1}\)),
\[ j \sim \frac{16\kappa}{h^4} \exp \left[ -\frac{\pi C^{(v)} h^2 h_0 \theta^2 \tilde{a}^2(4)}{3k} - S(4) \right]. \] (53)
where \( \tilde{a}^2(4) \equiv \tilde{a}^2(\alpha \theta = 4) \) and \( S(4) \equiv S(\alpha \theta = 4) \) are given in Eq. (59). The power density enters this result through the parameter \( \beta \) in Eq. (41).
This result becomes more explicit for the case of low enough power when $\beta \exp(4) \ll 4$ in Eq. (39) and the absolute value of the exponent in Eq. (53) is estimated as

$$S \approx 8 \frac{C^{(v)}\hbar^2 h_0}{\alpha^2 k} + 7 \cdot 10^{-6} \frac{(E T_0^2)^2 \exp[-2B/(kT_0)^2]}{\alpha h_0^2 s P_0^2}. \quad (54)$$

This is similar to the exponent in Eq. (18) emphasizing the important role of specific heat and rapidly decreasing with the power density. However it has a distinct feature of a lower boundary beyond which it cannot be further reduced even for very high power densities. It should be remembered however that high enough power densities are conducive to a different type of instability similar to the spinodal decomposition transformations as reflected in Fig. 3.

**VIII. DISCUSSION AND CONCLUSIONS**

**A. Numerical estimates**

Assuming the typical semiconductor values, one gets $\chi \sim 1$ W/cm-grad and $E/T \sim 10 - 100$ for activation energies $E \sim 1$ eV and $T \sim 100 - 500$ °K. This yields $\xi \sim 1 - 100$ W/cm-grad$^2$, $\alpha \sim 10 - 100$. For geometrical parameters, it is natural to assume $h_0 \sim 1$ µm, $s \sim 1$ µm$^2$, and $h \sim 10^{-4} - 10^{-1}$ cm. The current density in the range from 1 µA/cm$^2$ to 1 A/cm$^2$ and electric fields $E \sim 10^3 - 10^5$ V/cm are used in many device operations. The corresponding power densities are in the range from 1 mW/cm$^3$ to $10^5$ W/cm$^3$. The fluctuation strengths exponent $\exp[-2B/(kT_0)^2]$ can be evaluated as $\sim 0.001 - 1$ based on the observations of transversal currents through nonuniform Schottky barriers and thin film photovoltaics. Finally, we use the thermodynamic parameters $C \sim 0.1 - 1$ J/sm$^3$°C and $\kappa \sim 0.1 - 1$ cm$^2$/s. With the above parameters, the preexponential factor in Eq. (53) is estimated as $\sim 10^5 - 10^{13}$ cm$^{-2}$s$^{-1}$. Given that preexponential, the exponent in Eqs. (53) and (54) can be then within the range of experimentally important nucleation rates only for micron or sub-micron thin devices. Assuming greater thickness, say, $h \gtrsim 1$ mm makes the thermodynamic term proportional to $C$ large enough to practically rule out the possibility of thermal breakdown mechanism under consideration.

However, semiconductor devices of modern electronics are often 10-100 nm thick (unless intended thermal sinks are used), and for them the thermodynamic fluctuation term in the exponent is not too large. For such structures, the second term in the nucleation rate exponents can be not terminaly large for powers in the range $P_0 \gtrsim 100$ W/cm$^3$. Overall, this makes the above considered mechanism realistic for structures in submicron region.

Finally, the minimum power density corresponding to the critical value of $\beta$ in Eq. (13), above which the nucleation mechanism turns into that of global instability, can be estimated as $P_0 \gtrsim 10^{11}$ W/cm$^3$. This range of power density is above practically all types of modern semiconductor devices, except maybe some cases of power electronics.

**B. Discussion**

The above consideration is limited to a basic instability triggered by Joule heat in combination with activated conduction. The instability is predicted to start under insignificant local overheats of several degrees. However, this analysis does not address the final parameters to which the instability can grow.

The 'stabilized' temperature excess $\delta T_H$ in the developed filament (beyond the present theory framework) can be rather substantial. As pointed in Ref. 1, it can be long in the temperature range where the activated conduction saturates. That high temperature limit should not be mixed with the above predicted transition temperature excess, $\delta T_e \approx 4kT^2/E \ll \delta T_H$ (corresponding to $a\Theta \approx 4$), starting from which the instability evolves. This is illustrated in Fig. 4.

Furthermore, it is conceivable that the steady state high temperature local overheat $\delta T_H$ cannot be determined by any extension of the present theory limited to noninteracting hot spots, even if activated conduction is allowed to saturate. The concentration of steady state hot spots at $\delta T_H$ can significantly depend on their interaction. Indeed, the present theory predicts (Sec. VII) that even at arbitrarily however low rates, the above described instabilities will keep developing (maybe beyond the practically significant time intervals) to take over the entire structure area. This contradictory prediction is not unique of the system under consideration. It is known in the theory of phase transition where the nucleation stage...
is limited by various inter-nucleus interactions, such as competition for material, elastic stresses, etc. Similarly limiting interactions here will include competition of hot spots for the electric current, thermal fields by other filaments, etc. This analogy leads to the prediction of the growth and ripening stages of thermal breakdown kinetics, similar to that of the standard phase transitions, a theory of such later stages of hot spot transformation remains to be developed.

While not related to structural transformations, the predicted local temperature increase can accelerate such transformations leading to permanent failures in the form of conducting pathways. Therefore, this mechanism can serve as a precursor to permanent structural failures. From that point of view, the above results on low temperature thermal breakdowns \( \delta T_c \ll T \) point at high sensitivity of the fatal failure probability to the activation energy of conductivity and thermodynamic variables, particularly, specific heat, thickness, and thermal insulation.

The role of inactive (thermally insulating) layers exponentially reducing the thermal breakdown rates is due to the filament diameter increase with its length. As a result the thermal gradient in radial direction decreases suppressing the instability rate. This is consistent with the known practical solutions using substantial heat sinks attached to with submicron electronic devices in order to minimize their failure rates.

A more theoretical comment is in order regarding the relevance of the above OFM modification aimed at ‘non-traditional’ saddle type of stationary points. The underlying motivation was to relate localized temperature fluctuations with other known localized states in disordered systems. However the same basic equations as derived in Sec. VII could be obtained in the framework of instanton approach suitable for theoretical description of nucleation. That approach would start with the time dependent heat transfer equation leading to the variational problem for the exponent of probability

\[
\exp[-R(T, t)]
\]

where \( t \) is time and \( R \) is related to the functional in Eq. (19), \( R \propto \int F(T(t))dt \). \( F \) remains a random functional to be additionally optimized to maximize the probability. That reduces the conditional variational problem for \( R \) to that of unconditional extremum in Eq. (20), yielding final expressions of OFM in Eq. (21).

The above theory has the following limitations. (1) The assumption of fixed voltage \( V \) across the film implying that the current \( I \) through the filament must be small enough, \( IR_{sh} \ll V \) where \( R_{sh} \) is the sheet resistance of the conductive electrodes. (2) Simplification of uniform thermal conductivity may have noticeable quantitative ramifications, yet can hardly change the qualitative predictions. (3) The approximation of \( \delta \)-correlated disorder, according to which the transversal conductivity must fluctuate across the distances smaller than the filament radius. The opposite regime of strongly correlated disorder can be readily described by the above results reduced to the case of homogeneous structures, in which then consider \( P_0 \) or \( \bar{\sigma} \) as a random quantity varying over distances greater than the filament radius. (4) The optimum fluctuation method per se with accuracy limited to the probability exponent. (5) Inaccuracy of the direct variational procedure with a simplistic trial function remains unknown. Based on many similar examples, one can expect the results to be semi-quantitatively correct. (6) Limitation of small temperature fluctuations \( a_0 h_0 / h \ll 1 \), remains self-consistent as long as it is consistent with the final results for \( \theta \) as it takes place in the above.

C. Conclusions

The following was shown.

(i) Thin film semiconductor structures with activated transversal conduction are unstable with respect to reversible thermal breakdowns in the form of hot spots and their related current filaments.

(ii) The instabilities evolve in a manner of phase transitions by either nucleation (at not too high power densities) or absolute instability similar to spinodal decomposition (above certain critical power density).

(iii) The optimum fluctuation method can be modified to describe the saddle points, through which such transitions occur.

(iv) The instabilities start with finite local temperature fluctuations that are smaller than the average temperature \( T_0 \) by the factor of \( kT_0 / \bar{E} \) with \( \bar{E} \) being the average activation energy of electric conduction. The initial fluctuation radii are by the same factor smaller than the structure thickness.

(v) The stable, metastable, and unstable phases of a thermally uniform system form a diagram (in variables power density – temperature) similar to the standard phase diagrams of phase equilibria, in particular, with fluctuations diverging towards the triple point.

(vi) The steady state nucleation rate of hot spots exponentially depends on the material parameters, system geometry, and disorder strength.

The author hopes that this consideration can form a theoretical basis to analyze system failures in various structures of modern thin film devices; specific examples will be presented elsewhere.
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