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Abstract—Security attacks present unique challenges to self-adaptive system design due to the adversarial nature of the environment. However, modeling the system as a single player, as done in prior works in security domain, is insufficient for the system under partial compromise and for the design of fine-grained defensive strategies where the rest of the system with autonomy can cooperate to mitigate the impact of attacks. To deal with such issues, we propose a new self-adaptive framework incorporating Bayesian game and model the defender (i.e., the system) at the granularity of components in system architecture. The system architecture model is translated into a Bayesian multiplayer game, where each component is modeled as an independent player while security attacks are encoded as variant types for the components. The defensive strategy for the system is dynamically computed by solving the pure equilibrium to achieve the best possible system utility, improving the resiliency of the system against security attacks.

Index Terms—Self-adaptation; Bayesian game; Security

I. INTRODUCTION

A self-adaptive system is designed to be capable of modifying its structure and behavior at run time in response to changes in its environment and the system itself [1], [2]. Achieving security in presence of uncertainty is particularly challenging due to the adversarial nature of the environment [3], [4]. Various game-theory approaches have been explored in the security domain for modeling interactions between the system and attackers as a game between a group of players (i.e., system and multiple attackers, each as one player) and computing Nash equilibrium strategies for the system to minimize the impact of possible attacks [5]–[8]. These methods can be used to (1) model adversarial behaviors by malicious attackers [1], [9], and (2) design reliable defense for the system by using underlying incentive mechanisms to balance perceived risks in a mathematically grounded manner [6], [10]. Prior works in security relying on game theory approaches [3]–[8] have treated the system as an independent player (i.e., defender). Abstracting the entire system (i.e., monolithic modeling) applies to the design of defense strategies at the system level. However, a potential attacker or several attackers usually attack the system by exploiting the vulnerabilities spread over different parts of the system. Such monolithic modeling is insufficient for capturing the situations where only a part of the system is compromised while other parts of the system, with their autonomy and capability, can mitigate the impact of the on-going attacks and compensate for security losses.

In this work, we argue that compared to a coarse one-player abstraction of the complex system, modeling the defender under security attacks at the granularity of components is more expressive compared to monolithic modeling, in that it allows the design of fine-grained defensive strategies for the system under partial compromise. Our approach to the component modeling approach is a trade-off between the level of details and level of abstraction to appropriately portray aforementioned attack situations. Furthermore, we advocate focusing on the system modeling by encoding the on-going attacks on the component as component behavior deviations, as an alternative way instead of modeling attackers themselves as separate players.

To this end, we pioneer a new self-adaptive framework that leverages Bayesian games at the granularity of components at the system architecture level. Specifically, each essential component will be separately modeled as a player. Under attacks, one or more components with vulnerabilities might be exploited with probability by the attackers to deliberately perform harmful actions (i.e., turning into a malicious type). The various security attacks these components might be subject to are encoded as different types for players, the way of expressing uncertainty from the Bayesian approach. The rest of the components could form a coalition to fight against those potentially uncooperative components. The architecture model of the system and the security attacks on components are translated into a Bayesian game structure. Then, the adaptive defensive strategy for the system is dynamically computed by solving a pure equilibrium, to achieve the best possible system utility under all assignments of the components to their possible types (i.e., in the presence of security attacks).

II. BAYESIAN GAME EXTENDED MAPE-K LOOP

We propose a new self-adaptive framework incorporating Bayesian Game. Adaptation behaviors build on the Nash equilibrium from unexpected attacks and are achieved by elaborating the widely adopted mechanism of the MAPE-K (Monitoring, Analysis, Planning, Execution, Knowledge) loop [11]–[13], shown in Figure 1. Concretely, Knowledge Base stores the necessary information for the sake of self-adaptation, including (1) the component and connector model of the managed subsystem and its action space for each component, (2) system objectives usually defined as the quality attributes quantified by the utility, and (3) component vulnerabilities with potential behavior deviations that can be exploited.
by the potential attacks. Monitor gathers and synthesizes the on-going attacks information through sensors and saves information in the Knowledge Base. Analyzer performs analysis and further checks whether certain components are attacked with probabilities; potential deviated malicious actions are identified; the rewards for the attack are estimated, based on the knowledge about component vulnerabilities and system objectives. Planner generates one or a set of adaptation actions by automatically solving the Bayesian Game transformed with the input of potential attacks from the Analyzer and architectural model of the managed subsystem along with the system objectives from the Knowledge Base. Then, adaptations from equilibrium are enacted by Executor on the managed subsystem through actuators.

Component-based Attacks: Instead of modeling an attacker or several attackers with possible complex behaviors over different parts of the system, we model the on-going attacks ATT the system is enduring at the component level since the vulnerabilities of the components as well as their potential behavior deviations are comparatively easy to observe and be analyzed. The security attacks on the system is formally defined as a tuple $ATT = \langle C_{att}, A_{att}, P_{att}, R_{att} \rangle$, where $C_{att}$ is the set of components affected by the attacks; $A_{att}$ denotes a set of joint actions controlled by attacks on compromised components; $P_{att} = \{p_1, ..., p_m\}$ is a set of probability where $p_i$ is the probability of component $i$ being successfully compromised; $R_{att}$ is the reward for attacks.

Translation into a Bayesian game: With the definition of the system on the component level and the definition of the attacks, a system under security attacks is converted into a Bayesian game $B = \langle P, A, \Theta, U, \rho \rangle$, where $P$ is a set of players; $A$ is a set of actions; $\Theta$ is a set of types for each player $i : \theta_i \in \Theta_i$; $U$ is a payoff function for each player determined by the types of all players and actions they choose; $\rho$ is a probability distribution $\rho(\theta_1, ..., \theta_n)$ over types.

The game translation follows five steps: 1) each component $c \in C$ is separately modeled as an independent player; 2) components potentially affected by attacks $C_{att} \subseteq C$ will be associated with two types (i.e., normal and malicious) while the remaining components $C - C_{att}$ are normal type; 3) the probability distribution for a player $i$ under two types is $\rho(p_i, 1 - p_i)$ as defined in $P_{att}$; 4) the action space of player $i$ under security attacks is $A_i \cup A_{att}$; 5) the payoff for players in normal type will be allocated with system utility by the shapley value method, while components in malicious type performing harmful actions will be assigned with utility the on-going attacks obtain by achieving their own goals. The game constructed is put into a game solver (i.e., Gambit [19]), to find Nash equilibria, which, in essence, is the best reaction as the adaptation response for the system to potential attacks.

### III. BAYESIAN GAME VIA MODEL TRANSFORMATION

We define the system under attacks, and transform the system architecture with on-going attacks into a component-based Bayesian game. Solving the game with equilibrium is to find the adaptation strategy.

**Component-based System:** A system component is an independent and replaceable part of a system that fulfills a clear function in the context of a well-defined architecture. Components forming architectural structures will affect different quality attributes. A system is defined as $S = (C, A, Q)$, where $C$ is a set of components; $A$ is a set of joint actions available to component $i$; $Q$ is a set of quality attributes a system is interested in. Each component is trying to make the right reaction to maximize the system utility. Naturally, a system under normal operation could be viewed as a cooperative game dealing with how coalitions interact [14], [15].

**Modeling Utility as Payoff:** The payoff among those players is allocated by the utility from quality attributes. It is straightforward for developers to design a system-level utility. However, due to the different roles of the components and the complex relationship between them, it is complicated and sometimes untraceable to manually design an appropriate component-level payoff function. The Shapley value, a solution of fairly distributing both gains and costs to several players working in coalition proportional to their marginal contributions [16]–[18], is used to automatically decompose the system-level utility into the component-level payoff.
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