ABSTRACT

As business of Alibaba expands across the world among various industries, higher standards are imposed on the service quality and reliability of big data cloud computing platforms which constitute the infrastructure of Alibaba Cloud. However, root cause analysis in these platforms is non-trivial due to the complicated system architecture. In this paper, we propose a root cause analysis framework called CloudRCA which makes use of heterogeneous multi-source data including Key Performance Indicators (KPIs), logs, as well as topology, and extracts important features via state-of-the-art anomaly detection and log analysis techniques. The engineered features are then utilized in a Knowledge-informed Hierarchical Bayesian Network (KHBNN) model to infer root causes with high accuracy and efficiency. Ablation study and comprehensive experimental comparisons demonstrate that, compared to existing frameworks, CloudRCA 1) consistently outperforms existing approaches in f1-score across different cloud systems; 2) can handle novel types of root causes thanks to the hierarchical structure of KHBNN; 3) performs more robustly with respect to algorithmic configurations; and 4) scales more favorably in the data and feature sizes. Experiments also show that a cross-platform transfer learning mechanism can be adopted to further improve the accuracy by more than 10%. CloudRCA has been integrated into the diagnosis system of Alibaba Cloud and employed in three typical cloud computing platforms including MaxCompute, Realtime Compute and Hologres. It saves Site Reliability Engineers (SREs) more than 20% in the time spent on resolving failures in the past twelve months and improves service reliability significantly.
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1 INTRODUCTION

Nowadays, tens of millions of products and billions of consumers are involved in Alibaba’s e-commerce platforms. A tremendous amount of data at PB-level is processed every day on Alibaba’s big data cloud computing platforms, in order to complete transactions and provide appropriate recommendations to customers. The number of merchants, consumers, daily processed data still keep increasing and reach its peak on the Double 11 global shopping festival every year. Therefore, stability and fast fault recovery of cloud platforms are essential for supporting these business scenarios.

The main challenges of root cause identification for big data cloud computing platforms at Alibaba include: (1) The ever increasing scale and complexity of computing platforms as well as multi-source, large-volume and unstructured data make it difficult for SREs to perform troubleshooting manually; (2) Real-time business scenarios are ubiquitous and time-sensitive, hence the whole process of detection and diagnosis needs to be finished in a faster way, for which efficiency is usually measured by MTTR (Mean Time to Resolve); (3) Faults are relatively rare in those systems, which limit the amount of samples available for training models; (4) Due to the diversity of Alibaba’s business scenarios, there are different kinds of computing platforms serving various requests, such as large-scale batch computing, real-time computing, interactive analysis, etc. Therefore the root cause analysis workflow needs to be widely applicable to computing platforms with different architectures.

There are several well-studied root cause analysis (RCA) methods that have been demonstrated to perform competitively, such as Cloud Ranger proposed in [16] from IBM, OM knowledge graph based method (O&M Graph for short) proposed by [13], and LogCluster proposed by [8] from Microsoft. These methods utilize either KPI time series or logs for root cause analysis, however, none of them uses these two important sources of data at the same time. Moreover, none of these methods provides direct root cause types...
which can guide SREs or automatic tools to take actions and recover the systems without further manual investigation. Specifically, in CloudRanger and O&M Graph, the root cause inference result is the KPI node on the graph, while for LogCluster, the inference result is the representative log sequences. In this paper, we propose a root cause analysis workflow called CloudRCA, and the main contributions of our study are: (1) The framework integrates multiple sources of data including not only monitoring metrics but also system logs together with expert knowledge, resulting in higher accuracy compared with other methods that only consider KPIs or logs. We also improve the algorithms used in CloudRCA, such as optimizing the pruning strategy in log template extraction, improving log clustering through Natural Language Processing feature representations and defining the hierarchical root cause layers based on traditional Bayesian networks, all leading to higher accuracy and efficiency of CloudRCA than existing RCA methods. This has been demonstrated through comprehensive experiments in our study. (2) CloudRCA is able to deal with brand new types of root causes that have never been seen before, thanks to the innovative design of hierarchical root cause layer in the Bayesian network. This improvement in Bayesian network enables the model to infer the most likely root cause module even when encountered with new types. (3) CloudRCA is a general framework that can be easily deployed on various cloud systems with minor adaptations. It has been implemented on Alibaba’s three big data cloud computing platforms in practice, namely MaxCompute, Realtime Compute and Hologres, and helps SREs reduce the time of resolving failures by more than 20% in the past twelve months. (4) A comprehensive set of experiments are conducted, from which key insights regarding RCA modeling are derived.

2 RELATED WORK

Many research papers on RCA focus on complex large-scale systems [13, 15, 20]. They can be grouped into the following categories:

2.0.1 Log-based methods. The common methodology to RCA is to analyze log files to identify problems that occurred in the system. The problems are then examined to identify potential causes. [7] introduced a classic log mining method to diagnose and locate anomalies in distributed systems. According to [5, 21], the log mining method also plays an important role in the RCA of cloud applications. However, the limited coverage of log features makes it difficult for methods relying only on log features to achieve high accuracy.

2.0.2 Correlation analysis-based methods. These methods correlate events, metrics and alerts to locate the root cause of an anomaly or failure. [23] proposed a parametric model to describe noisy time lags from fluctuating events. [10] introduced a model of statistical inference to manage complex infrastructures based on their anomalous events data obtained from an intelligent monitoring engine. But without considering the topology of infrastructures and other domain knowledge, the correlated results may be hard for SREs to understand.

2.0.3 DAG-based methods. Deploying applications in cloud environments has become a tendency. As calls between systems become more and more complex, it is difficult for SREs to directly locate root causes. In the RCA research for cloud applications, the most representative are related studies from CloudRanger [16] from IBM and OM knowledge graph based method [13]. These methods build a dependency or causality graph from historical KPIs data and use the constructed graph to infer root causes online. But those works don’t make full use of expert knowledge and multiple sources of data including logs.

3 PROPOSED CLOUDRCA FRAMEWORK

Our framework features a novel integration of three sources of information, including metrics from monitoring system, log messages from logging system, and module dependency relationship in Configuration Management Database (CMDB). An overview is shown in Figure 1. First, in the feature engineering stage, data from multiple sources are converted into unified feature matrices through time series anomaly detection and log clustering algorithms. Then a KHBN(Knowledge-informed Hierarchical Bayesian Network), combining processed signal data and domain knowledge of module dependency, is built to infer root causes in real time. Next we elaborate on each component of the framework.

Figure 1: The workflow of the proposed CloudRCA framework.

3.1 Metrics Anomaly Detection

This subsection presents the extraction of anomalous metrics collected from monitoring systems as a basis for RCA. Based on the analysis of historical failure data in our cloud computing platforms, we summarize four kinds of typical anomalies that are frequently related to system breakdowns, including spikes and dips, change of mean, change of variance, and long-term trend. We design a decomposition-based scheme to detect these anomalies.

We first identify period lengths of the time-series metrics. Since metrics in stream processing typically exhibit daily and/or weekly periodicity, we design a simplified RobustPeriod algorithm [18] which adopts wavelet transform to isolate single periodicity and then identifies the exact period from the peaks of the auto-correlation function (ACF). Next, we decompose the time series into trend, seasonality, and remainder components. Traditional STL (Seasonal-Trend decomposition using Loess) proposed in [14] suffers from
less flexibility when seasonality period is long and is vulnerable to noises. Therefore we use a novel and robust decomposition method called RobustSTL [17, 19, 22]. RobustSTL first extracts the trend component by solving a regression problem using the least absolute deviation loss with sparse regularization, then estimates the seasonality component with a non-local seasonal filtering.

With the decomposed time series, we identify those anomalies in a “divide-and-conquer” manner, as summarized in Table 1. The main idea is to detect different types of anomalies from different components using proper statistical tests. Furthermore, two improvements are adopted for practical considerations. First, robust statistics [25], such as median and median absolute deviation [6] in place of simple mean and variance [4], are utilized in the statistical tests to hedge against outliers and noises in time series. Second, online versions of these tests are implemented by updating statistics incrementally via a bisection algorithm [1], which greatly boosts the computational speed.

**Table 1: Summary of the designed decomposition-based anomaly detection scheme.**

| Anomaly Type          | Component     | Statistical Test                        |
|-----------------------|---------------|-----------------------------------------|
| Spikes & Dips         | remainder     | Extreme studentized deviate test        |
| Change of Variance    | remainder     | F-test                                  |
| Change of Mean        | trend         | T-test                                  |
| Long-term Trend       | trend         | Mann-Kendall test                       |

### 3.2 Log Templates Extraction and Clustering

Apart from monitoring metrics, numerous logs are consistently produced by many different modules that constitute a large-scale cloud computing platform. The sheer volume, varying syntax and semantics across modules make log analysis a non-trivial task. This section describes an effective template extraction method and pattern clustering that aggregates the vast raw log messages into several representative patterns.

After a standard log preprocessing process, including stemming and case-folding, we extract templates from message contents by removing variables such as IP address, table name, interface IDs, etc., that are not critical in diagnosis.

We develop an incrementally trainable algorithm called Adaptive Frequent Template tree (AFT-tree) based on FT-tree [24] to obtain log templates automatically instead of using regular expression. AFT-tree is designed with better efficiency and adaptivity. First, we use dictionaries to store children of nodes instead of lists, and avoid duplicated searching while inserting nodes. Our approach turns out 27 times faster than FT-tree on our datasets. Second, unlike FT-tree that prunes the tree based on the number of children, AFT-tree uses the number of leaves of a node for pruning so that the template length can adapt to the length of the log to capture important non-variables.

After extracting the structural templates of the logs, we cluster them by the semantics with NLP algorithms. We apply Word2Vec [11, 12] to obtained vector-representations of the logs. Then we perform hierarchical clustering [3] based on the cosine similarity between the vectors to aggregate logs into different clusters, which we call log patterns.

Since logs are constantly generated, our clustering algorithm needs to run in an efficient online mode. To this end, we first conduct an offline training to obtain the clusters. For each cluster, we select a representative log by choosing the center of the cluster. To be precise, we compute a score for each log in a cluster based on its average distance to other logs within the same cluster:

\[
\text{Score}(i) = \frac{1}{n-1} \sum_{j=1}^{n} (1 - \text{similarity}(\log_i, \log_j))
\]

where \(n\) is the total number of logs in the cluster, and the log content with the minimum score is selected as the representative. Then in the online mode, new logs are clustered together with the extracted representatives, where they either get distributed into the existing clusters or form new ones by their own. To be more specific, when a new log \(s\) comes, we compute the similarity of the input log \(s\) with the representatives of existing clusters. If the similarity is above a threshold \(\theta\), we assign the input log message to the cluster with the greatest similarity; otherwise we create a new cluster for \(s\), with \(s\) itself as the representative. In practice, the threshold can be calculated as:

\[
\theta = \frac{1}{m} \sum_{i=1}^{m} \text{average_similarity_cluster}_i
\]

where \(m\) is total number of clusters, and \(\text{average_similarity_cluster}_i\) is the average similarity of the representative log of cluster \(i\) with other logs in cluster \(i\).

### 3.3 Knowledge-informed Hierarchical Bayesian Network (KHBN)

In addition to logs and monitoring metrics, we also have tree-based data stored in Configuration Management Database (CMDB) which describe complicated dependency relationships between modules and root cause types that are useful for issue-tracking but hard to infer otherwise. All these are integrated into RCA through a hierarchical Bayesian network.

To prepare for network construction, we transform the logging and monitoring data into standard feature data. We build time series for log patterns indicating whether a certain log pattern appears (marked 1) or not (marked 0). Similarly, each monitoring item is marked 1 if it’s deemed as an anomaly by the algorithm and 0 otherwise. For convenience, both transformed series are called metrics in our network. Some metrics may not be valuable for root cause identification and adversely affect the model, therefore we calculate the TF-IDF score of each feature to select only the most informative ones.

The structure of KHBN is shown in Figure 2. The nodes of the first layer are metrics selected from logging and monitoring, and root cause layer is composed of module-level nodes as well as type level nodes. We build the network structure in two phases, an allocation phase and a causal learning phase. In the allocation phase, we use topology information from CMDB to generate the initial edges between nodes. In the causal learning phase, directed edges that represent causal relationship between nodes are constructed based on system metrics collected from both normal and abnormal periods. This is achieved by the PC algorithm [16], a standard method for estimating causal structures. After constructing the
network structure, we calculate the conditional probability table of each node using the maximum likelihood estimate. In this way we obtain a complete Bayesian network that incorporates CMDB topology and system historical metrics. The network can be updated regularly as new data are collected. We then identify the root cause type through exact inference. When system fails, we input those feature data into KHBN model we trained with historical data, and select the node from the root cause types layer with the highest probability as the root cause, which is defined as

\[ t^*_i = \arg \max_{t_i} P(t_i | m_k, s_1, s_2, ..., s_j)P(m_k | s_1, s_2, ..., s_j) \]

where \( t_i \) stands for a certain type of root cause, \( m_k \) is the node in the module layer that points to \( t_i \), and \( s_1, \ldots, s_j \) represent the observed nodes in the first layer. \( t^*_i \) is the root cause type inferred by our model which has the highest conditional probability.

4 REAL-WORLD DEPLOYMENTS

Our root cause localization workflow is deployed in several big data cloud computing platforms of Alibaba, including MaxCompute, Realtime Compute and Hologres. The evaluation starts with the illustration of the importance of each step in the workflow, followed by the comparison of the algorithms we take in each phase with other state-of-art algorithms, and we also compare and analyze the performance on those three platforms. We then demonstrate the advantage of CloudRCA in dealing with brand new types of root causes, analyze the effect of eliminating predefined knowledge and assess the effectiveness of transfer learning in our workflow. Sensitivity study and overhead analysis are also performed. In Section 4.7, we share three real-world cases during the employment of CloudRCA on three platforms.

4.1 Cloud Computing Platforms at Alibaba

4.1.1 MaxCompute. MaxCompute is a data processing platform for large-scale data warehousing. It has been widely used and trusted by Alibaba and other customers, and is responsible for various large-scale data analysis scenarios in e-commerce, security, manufacturing and logistics. Currently, MaxCompute has more than 100 thousand servers located in data centers around the world, and can process more than one million jobs each day. The stored data has reached EB-level data volume long before, making it one of the leading products in the global market. The system architecture of MaxCompute is very similar to those of other big data computing engines in the industry. The most underlying is the infrastructure including host, network and so on. The storage module is a hierarchical storage distributed file system called Pangu. The resource management module is a scheduler with decentralized multi-scheduler architecture, which was designed to schedule large-scale distributed resources and improve cluster utilization.

4.1.2 Realtime Compute. Realtime Compute offers a one-stop, high-performance platform that enables real-time big data processing based on Apache Flink. It not only provides internal services at Alibaba, but also supports Flink-based cloud products in the entire developer ecosystem by using cloud product APIs at Alibaba Cloud, and has become a popular stream computing engine even the de facto standard in the real-time computing industry domestically and internationally. The number of Alibaba Cloud’s real-time computing jobs has reached more than 35,000 with the computing scale over 1.5 million CPUs, and the peak of real-time data processing during this year’s Double 11 reached 4 billion records per second. Flink computing engine runs on open-source Hadoop clusters. YARN of Hadoop is used for resource management and scheduling, and HDFS is used for data storage.

4.1.3 Hologres. Hologres is a cloud-native Hybrid Serving & Analytical Processing (HSAP) system that is seamlessly integrated with the big data ecosystem. It integrates the processes of analytical processing and knowledge serving and supports highly concurrent writes and queries at a speed of up to 100 million transactions per second (TPS). Hologres takes a cloud-native design architecture where the computation and storage layers are decoupled. The computing module is deployed on Kubernetes while the storage layer is Pangu by default, which is a high performance distributed file system, similar to MaxCompute.

The three platforms above are typical representatives of the big data ecosystem at Alibaba. They serve different purposes of data processing and analysis and vary in scale. Despite the diversity in compute engine, scheduler and storage module design, they share some infrastructure such as host, network, and their basic system modules are similar. Table 2 shows the modules and corresponding root cause types of the three platforms. It’s worth mentioning that all the three platforms have a trend toward the cloud-native data computing service, which means that they may share more infrastructure in storage and resource scheduler in the near future. The main differences among the three platforms are summarized in Table 3.

4.2 Dataset and Setup

Related data over the past five years, including time series metrics, logs and tree-based data from CMDB, are collected for each platform. A summary of the data is shown in Table 4. We extract positive samples when the system is running normally and negative samples...
Table 2: System Modules and Corresponding Root Cause Types of the Three Platforms

| Module               | Realtime Compute | MaxCompute | Hologres               |
|----------------------|------------------|------------|------------------------|
| Root Cause Types     |                  |            |                        |
| YARN NM decommissioned | Fusix master fail | ASI server overload |
| YARN RM switch       | Fusix tobo fail  | ASI node fail    |
| YARN resource preemption | Fusix apiserver overload | ASI apiserver overload |
| Storage              | HDFS service unavailable | pangu server unavailable |
|                      | HDFS usage over limit | pangu master failover |
|                      | HDFS call queue fail | pangu master queue size fail |
|                      |                    | pangu server write slow |
|                      |                    | pangu chunkserver failover |
| Host                 | oom               |             |
|                      | to hang           |             |
|                      | disk failure      |             |
|                      | cpu usage over limit |         |
|                      | machine breakdown |             |
| Network              | Martnet exception |             |
|                      | QoS exception     |             |
|                      | LVS exception     |             |
| Other                | Upstream-IT       |             |
|                      |                     |             |
|                      |                     |             |

Table 3: Comparison of the Three Platforms

| Module               | Realtime Compute | MaxCompute | Hologres               |
|----------------------|------------------|------------|------------------------|
| feature of compute engine | batch | stream | Hybrid Serving & Analytical Processing |
| cluster scale         | MaxCompute > Realtime Compute > Hologres |
| resource scheduler    | YARN            | Fuxi       | ASI                    |
| storage               | HDFS            | Pangu      | Pangu                  |

Table 4: The Dataset of the three cloud computing platforms

| Production | Module       | Training Set | Testing Set | Positive Samples | Negative Samples |
|------------|--------------|--------------|-------------|------------------|------------------|
| MaxCompute | Storage      | 961          | 123         | 86               | 82               |
|            | Resource Scheduler | 924          | 132         | 88               | 80               |
|            | Host         | 798          | 114         | 76               | 74               |
|            | Network      | 777          | 111         | 74               | 40               |
|            | Other        | 740          | 120         | 80               | 66               |
|            | Storage      | 273          | 39          | 26               | 27               |
|            | Resource Scheduler | 287          | 41          | 27               | 24               |
|            | Host         | 455          | 65          | 43               | 36               |
|            | Network      | 318          | 54          | 36               | 24               |
|            | Other        | 189          | 27          | 18               | 13               |
| Realtime Compute | Storage    | 140          | 20          | 13               | 13               |
|            | Resource Scheduler | 168          | 24          | 16               | 16               |
|            | Host         | 492          | 36          | 24               | 24               |
|            | Network      | 182          | 26          | 17               | 17               |
|            | Other        | 105          | 15          | 10               | 10               |

4.3 Ablation Study

We design experiments to study the contribution of different components of the proposed framework to the overall performance. We also compare the techniques we used at each stage with their alternatives to demonstrate their strengths.

4.3.1 Validation of Feature Engineering. The feature engineering stage in our workflow combines multi-source data and extracts the most relevant features. To demonstrate its effectiveness, we conduct experiments on each of the three platforms. For each step
In feature engineering, we investigate two settings where: 1) the exact proposed method is used; 2) the step is not performed at all. Results are shown in Table 5. Note that “NONE” in the table stands for the setting where the particular step is skipped. For example, in the 3rd row of Table 5 anomaly detection is not performed, and the original kpi metrics are directly used to build KHBN, the root cause inference network.

The results in Table 5 show that skipping any of the steps in the feature engineering workflow compromises the performance on all the platforms. The performance gain from anomaly detection, log template extraction and log clustering can be explained by fact that our feature engineering flow extracts the most relevant information from complex raw data and thus boosts the efficiency of KHBN in both graph construction and root cause inference.

### 4.3.2 Comparison of Different Techniques in Feature Engineering

In this part of our experiments, a benchmark method is used in place of the proposed at each stage of feature engineering. Specifically, for time series decomposition, we compare Robust STL with traditional STL [14], and for metric anomaly detection we compare the technique we proposed with Isolation Forest (iForest), an unsupervised detection algorithm proposed by [9]. We compare AFT-tree with FT-tree [24] in extracting log templates. As for log clustering, we use DBSCAN [2] as a surrogate for hierarchical clustering.

Table 6 shows that (1) Robust STL leads to significant improvement over traditional STL in both performance and efficiency; (2) The anomaly detection technique we proposed outperforms iForest in all the metrics on all the platforms; (3) AFT-tree exhibits higher computational efficiency than FT-tree, thanks to the improved storage structure and pruning strategy; (4) As for log clustering, DBSCAN and hierarchical clustering perform similarly, indicating that other decent clustering methods may be employed as a substitute of hierarchical clustering.

### 4.3.3 Evaluation of KHBN

In this part of our experiments, we aim to compare the proposed root cause analysis algorithm KHBN with other well studied methods, including CloudRanger, OM knowledge graph based method (OM Graph for short) as well as LogCluster. CloudRanger takes advantage of a dynamic causal relationship analysis approach to construct impact graphs amongst applications without topology knowledge, and then uses a heuristic algorithm based on second-order random walk to identify the root cause metrics on the graph. OM Graph is an approach proposed by Juan Qu et al. for mining causality and diagnosing root causes that uses knowledge graph technology and a causal search algorithm. LogCluster is an approach that clusters the logs and extracts representative log sequences from the clusters to identify a problem. A comparison of the four methods is summarized in Table 7. Note that KHBN, OM Graph and CloudRanger are all graph-based models with different construction principles and inference methodologies. For OM Graph and CloudRanger, the inferred root causes are the services on the graph which in our case correspond to the engineered features, and the precision are labeled by experienced SREs of the cloud platforms. We conduct comparative tests using the four methods on all the three cloud computing platforms and the results are listed in Table 8.

The experimental results show that KHBN significantly outperforms LogCluster on all the three platforms. The reason lies in that LogCluster only considers logs and neglects information from KPIs as well as topology. KHBN outperforms CloudRanger and OM Graph in all the three platforms for at least 0.09 increase in f1 score. Among the three platforms, MaxCompute has the highest f1 score which reaches 0.78 because it has the richest historical data for training. We also find that KHBN is the fastest one in building the network model and inferring the root causes, since it’s computation is designed to be parallel.

### 4.3.4 The Impact of Predefined Knowledge

As we know from Table 9, both KHBN and OM Graph are built based on predefined knowledge which is the topology information from CMDB. In real-world cloud systems, however, it may not be easy to acquire complete topology knowledge to build the graph. Therefore we design experiments to study the impact of predefined knowledge on the performance of the four root cause analysis methods mentioned in Section 4.3.3 by eliminating some pre-known relationships between metrics and modules. The results are displayed in Table 9, which indicates that the f1 score of KHBN are lowered slightly when deployed in Realtime Compute and Hologres, while the performance of OM Graph deteriorates significantly. However, when it comes to MaxCompute, which has adequate training data, both of these two methods have robust performance in identifying the root cause. Therefore, eliminating predefined knowledge in the stage of constructing the model may adversely affect the performance, but the performance drop can be partially offset by the availability of sufficient training data.

### 4.4 Localization of Novel Root Causes

With the fast growing scale and rapid development of system architectures, cloud computing platforms often have to cope with new emerging types of root causes. To evaluate the robustness of our models in dealing with new types of root causes, we select several types of root causes from different modules, and exclude those samples related to these selected types from the training set. We use these samples as the test set in our experiments and see whether the model can correctly identify the root cause on the metric or module level. Results are shown in Table 10. We find that KHBN has the highest f1 score (all above 0.5) in the three products compared with other methods, which is owing to the design of KHBN’s hierarchical root cause layer. When new types occur, even though the new type does not exist on the graph, KHBN is able to locate the node in the second layer which indicates the module that the root cause is associated with. In contrast, CloudRanger and OM Graph suffer significant accuracy loss in identifying the specific metric node in the graph, since there may exist strong correlation among those metrics. LogCluster seems to perform similarly in identifying novel and existing root causes.

### 4.5 Sensitivity Analysis

There are several parameters in our CloudRCA workflow, such as the significance level $\alpha$ which controls the sensitivity of anomaly detection, max_num_of_leaf which affects the log template extraction, and distance_threshold $\theta$ which controls the number...
Table 5: Ablation analysis

| Production | Anomaly detection | Log template extraction | Is clustering | Precision | Cover rate | Time | Num of nodes | F1 |
|------------|-------------------|-------------------------|---------------|-----------|------------|------|--------------|----|
| MaxCompute | ROBUST STL        | AFT-TREE                | Hierarchical Clustering | 79.8%     | 77.8%      | 3.2min | 224          | 0.78|
| RealtimeCompute | ROBUST STL | AFT-TREE | Hierarchical Clustering | 76.3%     | 72.2%      | 2.2min | 173          | 0.74|
| Hologres   | ROBUST STL        | AFT-TREE                | Hierarchical Clustering | 30.2%     | 33.3%      | 1.8min | 173          | 0.31|

Table 6: Performance of different methods in feature engineering

| Production | Anomaly detection | Log template extraction | Is clustering | Precision | Cover rate | Time | Num of nodes | F1 |
|------------|-------------------|-------------------------|---------------|-----------|------------|------|--------------|----|
| MaxCompute | ROBUST STL        | AFT-TREE                | Hierarchical Clustering | 79.8%     | 77.8%      | 3.2min | 224          | 0.78|
| RealtimeCompute | ROBUST STL | AFT-TREE | DBSCAN         | 72.4%     | 77.8%      | 3.3min | 224          | 0.74|
| Hologres   | ROBUST STL        | AFT-TREE                | Hierarchical Clustering | 53.2%     | 64.1%      | 1.3min | 173          | 0.65|

Table 7: Comparison among different root cause analysis methods

| Method                          | KBN | LogCluster | CloudRanger | OM Graph |
|---------------------------------|-----|------------|-------------|----------|
| Kasabov et al. (2019)           | Yes | No         | No          | Yes      |
| Graph-based                     | Yes | No         | Yes         | Yes      |
| Nodes in the Graph              | KPIs, Log patterns, root cause module and types | -           | KPIs       |          |
| graph construction method       | PC algorithm | -           | causal analysis | Optimized PC algorithm |
| inference method                | exact inference | Clustering  | Random walk  | BFS algorithm |
| inference result                | the most likely root cause module and types | representative log sequences | top k candidates of root cause | candidate root cause paths |

Table 8: Performance of the four root cause analysis methods

| Production | Framework of RCA | Precision | Cover rate | F1 | Time |
|------------|-----------------|-----------|------------|----|------|
| MaxCompute | KHBN            | 79.8%     | 77.8%      | 0.78| 13.5s|
| LogCluster | 44.7%           | 38.9%     | 0.41       | 7.4s|      |
| CLOUDRANGER | 83.3%           | 61.1%     | 0.62       | 17.38| |
| DM GRAPH   | 64.3%           | 33.3%     | 0.43       | 13.46| |
| Realtime-Compute | KHBN | 76.3%     | 72.2%      | 0.74| 11.2s|
| LogCluster | 43.8%           | 33.3%     | 0.37       | 6.3s|      |
| CLOUDRANGER | 70.8%           | 61.1%     | 0.65       | 12.8s| |
| DM GRAPH   | 66.7%           | 35.9%     | 0.89       | 13.6s| |
| Hologres   | KHBN            | 60%       | 72.2%      | 0.65| 9.7s |
| LogCluster | 30%             | 30%       | 0.30       | 3.74|      |
| CLOUDRANGER | 44.5%           | 33.3%     | 0.38       | 11.9s| |
| DM GRAPH   | 58.7%           | 39.9%     | 0.46       | 13.7s| |

Table 9: Performance of the models having predefined knowledge

| Production | Framework of RCA | Precision | Cover rate | F1 | Time |
|------------|-----------------|-----------|------------|----|------|
| MaxCompute | KBN             | 79.8%     | 77.8%      | 0.78| 13.5s|
| LogCluster | 61.3%           | 68.2%     | 0.66       | 29.3s| |
| CLOUDRANGER | 53.2%           | 45.7%     | 0.37       | 32.4s| |
| DM GRAPH   | 34.3%           | 42.3%     | 0.37       | 27.8s| |
| Realtime-Compute | KBN | 76.3%     | 72.2%      | 0.74| 11.2s|
| LogCluster | 63.3%           | 38.1%     | 0.47       | 25.1s| |
| CLOUDRANGER | 63.3%           | 42.3%     | 0.37       | 27.8s| |
| DM GRAPH   | 49.3%           | 68.3%     | 0.37       | 22.5s| |
| Hologres   | KBN             | 60%       | 72.2%      | 0.65| 9.7s |
| LogCluster | 49.3%           | 68.3%     | 0.37       | 22.5s| |
| CLOUDRANGER | 29.7%           | 16.7%     | 0.21       | 28.8s| |

of clusters in log clustering. To study the performance sensitivity in various algorithmic parameters, we conduct experiments by changing one parameter while keeping the others constant. Experiments are performed on the data from MaxCompute. Results of the sensitivity experiments are presented in Figure 3. We see that...
KHBN consistently outperforms (all above 0.6) other root cause analysis methods in f1-score across almost all parameter configurations, further demonstrating its superior performance against other methods. KHBN also seems to perform less sensitively with respect to the parameters, and thus can deliver a more stable performance in practice.

4.6 Computational Scalability

Based on the data size in Table 4 and number of nodes in Table 6, we have found that CloudRCA works efficiently in all the three platforms regardless of their different scale. To further demonstrate the scalability of CloudRCA, we evaluate the overheads of our method with synthetic data. We measured the run times of our method when trained with data of different size ranging from 50 to 1000, and different numbers of nodes for 50, 100, 300, 500 and 1000. The results in Table 11 indicate that the run time of KHBN linearly increases with the volume of training data and feature size thanks to the parallel computation and that KHBN consistently runs faster (> 50%) than the two graph-based competitors. In particular, with as many as 2000 samples and 1000 feature nodes, our workflow is able to finish model construction in 3.5 minutes, a much shorter time period than an SREs typically spends in manual troubleshooting.

4.7 Case Studies

CloudRCA workflow has been deployed in Alibaba’s three big data cloud computing platforms, MaxCompute, Realtime Compute and Hologres. The three platforms support the daily operations of Alibaba as well as the world-wide shopping festival “Double 11” with more than 100 thousand servers and complex architectures. The approach we proposed has helped SREs reduce the time of resolving a failure by more than 20%. When anomalies are detected in the Key Performance Indicators (KPIs) of a cloud computing platforms, SREs would receive a critical alarm together with the root cause type inferred by our RCA framework through dingtalk, an intelligent working platform created by Alibaba Group. By clicking the url in the alarm message, SREs are directed to an interface where all the important features are displayed. They can confirm those predefined automatic operations to remediate the system and provide feedback for the predicted root cause, and all these operations would be recorded and displayed on the interface. In the following, we share some real-world cases where CloudRCA greatly facilitates the identification of root causes when anomalies occur in the platforms.

Case 1: New types of root causes in MaxCompute. Due to the complex architecture and fast iteration of MaxCompute, it can be challenging for SREs to locate root cause types. The case is about a bug in the newly released version of the resource scheduler which prohibited some jobs from acquiring enough resources to finish on time. Since the root cause lied in the new version of the system, SREs had never seen this before and had no clues as to where to start troubleshooting. CloudRCA speeded up the procedure significantly by locating the root cause at the resource management module precisely, which helped SREs shrink the scope of debugging and save the time cost from up to 2 hours to a few minutes.

Case 2: Multiple anomalies in Realtime Compute. There was a fault related to a hotspot issue among the hosts of Realtime Compute. Since the hotspot affected the normal scheduler of jobs as well as several KPIs in various modules became abnormal simultaneously, SREs got confused in locating the true underlying root cause. CloudRCA successfully identified the right root cause because it combines data from multiple sources, including not only KPIs but also logs of various modules. In this way, CloudRCA helped to reduce the time cost of troubleshooting by nearly 50%.

Case 3: Hidden faults in Hologres. At the early development stage of Hologres, the KPIs in the monitoring systems were very limited. A batch of jobs running on Hologres encountered an unexpected failure, but none of the KPIs in the monitoring systems alarmed. Fortunately, CloudRCA not only detected the anomaly in log patterns but also provides the right root cause, since certain types of error logs kept increasing unexpectedly.

4.8 Cross-Platform Transfer Learning

From the above experiments, we can see that models deployed on MaxCompute outperform Hologres significantly in almost every setup, since Hologres is a fairly new product with limited historical training data while MaxCompute is more mature. We notice that MaxCompute, Realtime Compute and Hologres share some common modules in their architecture as shown in Table 2, since they belong to Alibaba’s big data ecosystem and some modules may have the same KPIs. For example, although the three platforms run on different clusters, they share similar features on the Host and Network modules. As cloud has become an infrastructure with ever increasing popularity, more and more new systems are built on cloud, therefore a general mechanism to improve the root cause analysis performance in a relatively new cloud system can be beneficial. We designed a cross-platform transfer learning mechanism, which combines samples of the same modules from three different big data cloud computing platforms, so as to enrich the training set.

The experiment results are shown in Table 12, where we evaluate the performance of KHBN on each module separately. Numbers after the arrow show performance after applying the transfer learning mechanism. We can see that some common modules such as host, networks and storage benefit from transfer learning remarkably, while there is limited improvement in resource scheduler modules and storage module in Realtime Compute, since the techniques underlying these modules are relatively dependent. Another important trend is that cloud systems are developing its architecture.

Table 10: Performance of the models dealing with new types of root causes

| Production | Framework of RCA | Precision | Cover rate | F1 |
|------------|------------------|-----------|------------|----|
| Max-Compute | KHBN | 72.4% | 83.5% | 0.76 |
| | LogCluster | 73.5% | 77.3% | 0.72 |
| | CLOUDRANGER | 58.8% | 16.7% | 0.26 |
| | OM GRAPH | 41.4% | 34% | 0.24 |
| Realtime-Compute | KHBN | 56.3% | 66.7% | 0.61 |
| | LogCluster | 18.8% | 16.7% | 0.17 |
| | CLOUDRANGER | 43.8% | 31.3% | 0.37 |
| | OM GRAPH | 47.3% | 34.3% | 0.39 |
| Hologres | KHBN | 43.3% | 66.7% | 0.52 |
| | LogCluster | 16.5% | 33.3% | 0.22 |
| | CLOUDRANGER | 30% | 33.3% | 0.31 |
| | OM GRAPH | 38.1% | 66.7% | 0.48 |
toward could-native, and many cloud-native techniques such as Kubernetes has become a de facto standard, therefore transfer learning can be a promising approach to improve root cause analysis in relatively new cloud products.

### 4.9 Key Insights

We have the following key insights based on our comprehensive experiments: (1) Feature engineering lays the foundation for root cause inference in complex cloud systems by effectively extracting the most relevant information and shrinking the complexity of data, which eventually boosts both accuracy and efficiency in RCA. (2) Combining multiple sources of data provides RCA models with more comprehensive information to precisely locate root causes. (3) Predefined Knowledge and rich training data help improve the accuracy of RCA significantly. (4) Transfer learning across platforms can improve model accuracy when only limited training samples are available from relatively new cloud platforms, and can be a promising direction in cloud-native RCA.

## 5 CONCLUSION AND FUTURE WORKS

As Alibaba’s business keeps developing and flourishing, big data cloud computing platforms are faced with ever increasing challenges in providing stable and reliable service. In our study, we propose CloudRCA, a general framework including anomaly detection, log clustering and Bayesian network inference, to help detect anomalies and identify the root causes when systems fail. Comprehensive experiments have been done in our research to demonstrate the superiority, scalability and robustness of CloudRCA compared with other well-studied RCA frameworks. Moreover, CloudRCA has been deployed in Alibaba’s three typical cloud computing platforms including MaxCompute, Realtime Compute and Hologres and helps operators reduce the time of resolving a failure by more than 20% in the past 12 months. In addition, transfer learning across different platforms can improve the accuracy by more than 10%, which is promising for Alibaba’s big data ecosystem in the upcoming cloud native era. As a supplement and improvement, we’ll try GAN together with active learning in the future to reduce the cost of manual fault injection and labeling.
