Don’t Fall Off the Adaptation Cliff: When Asymmetrical Fitness Selects for Suboptimal Traits
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Abstract

The cliff-edge hypothesis introduces the counterintuitive idea that the trait value associated with the maximum of an asymmetrical fitness function is not necessarily the value that is selected for if the trait shows variability in its phenotypic expression. We develop a model of population dynamics to show that, in such a system, the evolutionary stable strategy depends on both the shape of the fitness function around its maximum and the amount of phenotypic variance. The model provides quantitative predictions of the expected trait value distribution and provides an alternative quantity that should be maximized (“genotype fitness”) instead of the classical fitness function (“phenotype fitness”). We test the model’s predictions on three examples: (1) litter size in guinea pigs, (2) sexual selection in damselflies, and (3) the geometry of the human lung. In all three cases, the model’s predictions give a closer match to empirical data than traditional optimization theory models. Our model can be extended to most ecological situations, and the evolutionary conditions for its application are expected to be common in nature.
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Introduction

Evolutionary theory predicts that trait means in populations should evolve towards the value that maximizes fitness [1], which is also a central assumption in most optimality analyses [2]. However, in many cases the evolution of fitness-related traits might be constrained by genetic or physiological trade-offs that cause negative genetic correlations between traits [3]. Fitness in these situations will be maximized in a way that depends on the balance between the counteracting selective forces on traits, and the net fitness functions are expected to be bell-shaped [4]. For instance, increased annual reproductive effort is expected to negatively affect adult survival in long-lived species, leading to a fitness optimum where lifetime reproductive success will be maximized by intermediate reproductive effort [5]. Optimality theory predicts that natural selection will drive the population towards this ‘optimal’ trait value that maximizes fitness [6], which has a close connection to the concept of ‘adaptive peaks’ in population genetics [7]. This classical optimization approach has been successfully applied in evolutionary ecology to predict the population mean of many phenotypic traits.

In particular, the evolution of reproductive traits, such as offspring number, has received considerable interest and has provided evolutionary ecologists with a solid conceptual foundation for optimality theory in life-history evolution [8–10]. However, in many species of birds and mammals, the number of offspring most commonly observed is often less than the maximum [11–16]. Several alternative theories have been advanced to explain this pattern [15,17]: (1) costs of reproduction due to trade-offs with parental survival or future reproduction [18]; (2) inter-annual variation in juvenile survival related to variation in environmental quality [12]; (3) individual optimization in relation to individual condition and local resource availability [19]; and (4) the interaction between asymmetrical fitness costs and individual variance in brood size (‘cliff-edge hypothesis’) [12,20].

Among these hypotheses concerning the evolution of litter size, cliff-edge effects have the potential to provide a unifying framework for understanding the optimization of phenotypic traits. This theory predicts that when juvenile survival is asymmetrically low in large broods, moderate variance around the optimal brood size will result in large differences in survival between clutches slightly smaller or larger than the optimal. As a consequence of these asymmetric costs, females producing larger than the most productive broods will leave fewer descendants than females producing smaller than the most productive broods, and the evolutionary optimal should be smaller than the most productive brood size.

In what follows, the relationship between phenotypic value and reproductive value will be referred to as ‘phenotype fitness’ (which defines the single most productive brood size). In contrast, the relationship between genotypic value and the reproductive value averaged over the phenotype range for each genotype will be referred to as ‘genotype fitness’ (which defines the evolutionary optimum). The difference between these two definitions of fitness is illustrated on Figure 1. In the absence of any phenotypic variance, these two definitions merge.

On a more general note, cliff-edge effects are related to the properties of convex functions known as Jensen’s inequality.
Jensen’s inequality states that, for a convex function $f$ and a set of values $x = (x_1, ..., x_n)$ with a mean of $\bar{x}$ and non-zero variance, the average image of $x$, $f(\bar{x})$, does not equal the image of the average $x$, $f(x)$. In other words, the trait value that gives the highest genotype fitness in the presence of phenotypic variance is not the value that gives the highest phenotype fitness. These analytical principles have been successfully applied to a wide range of evolutionary questions, including the evolution of reproductive systems and life-history strategies, individual behaviour or population dynamics in variable environments [21–28]. In this article, we propose a general mathematical formalization of the cliff-edge problem that can be applied to any fitness-related trait that exhibits phenotypic variability and has asymmetric fitness costs. These conditions are expected to be quite common in nature; hence the generality of a model incorporating these effects is likely to be high.

We develop an analytical model that describes the evolution of a population with random variation in the expression of a fitness-related trait and an asymmetrical fitness function. We demonstrate that these conditions select for apparent sub-optimal genotypes with regard to phenotype fitness, and we show that the optimal genotypic value depends on both the amount of variance of the trait and on the skewness of the fitness function. The model provides quantitative predictions of the position of the optimum and the distribution of phenotypic variance. To illustrate our method, we apply the model to three different evolutionary systems for which we were able to estimate realistic fitness functions from empirical data. Two of these examples (evolution of litter size in guinea pigs, and the evolution of male sexual ornaments in a damselfly) are in line with the classical framework of life history evolution. The third example (evolution of human respiratory tract geometry) stems from evolutionary medicine and demonstrates that cliff-edge effects can act on any trait that is targeted by natural selection.

Figure 1. Comparison between (a) the phenotype fitness function, and (b) genotype fitness function relative to the trait variation (after Martin and Huey [27]). Because of the steep part (cliff) of function (a), the optimal trait value (red phenotypic distribution) is shifted downwards from the trait value that maximizes phenotype fitness. Function (c) represents the variance in offspring phenotype fitness for different mean values of the trait.

doi:10.1371/journal.pone.0034889.g001
Results

1- Model of the evolution of a population in presence of phenotypic variation

We consider a population with a continuous trait (e.g. reproductive effort, physiological parameters). We assume that there is no genetic variation for this trait in the population: all genotypes take the value $g$, but the phenotypic expression can vary randomly from $\varphi_{\text{max}}$ to $\varphi_{\text{min}}$. This phenotypic variance can arise from several different processes (e.g. developmental instability, environmental variability, maternal effects, epistasis) as long as it is a random process such that any individual of genotype $g$ can experience any phenotype between $\varphi_{\text{max}}$ and $\varphi_{\text{min}}$. The simple evolutionary processes involved in the population model were chosen to isolate the effect of phenotypic variability on trait evolution and to increase the generality of model predictions.

The function $a(\varphi,t)$ denotes the frequency of individuals in the population having the phenotype value $\varphi$ at time $t$. We assume that instantaneous fitness depends on the phenotype, so these individuals have a reproductive rate $b(\varphi)\geq 0$ and a mortality rate of $m(\varphi)\geq 0$. Therefore, at each instant $t$ and per unit of time, $m(\varphi)/a(\varphi,t)$ individuals of phenotype $\varphi$ die, while $b(\varphi)/a(\varphi,t)$ descendants are produced by individuals of phenotype $\varphi$.

For any individual with genotype $g$, the phenotype $\varphi$ of its offspring is randomly distributed around the value $g$ following the distribution function $G(\varphi,g,\sigma)$. We consider that $G(\varphi,g,\sigma)$ is a Gaussian function (default hypothesis for a quantitative characters, distribution function of offspring is randomly distributed around the value $g$ over time is then given by the differential equation:

$$
\frac{\partial a}{\partial t}(\varphi,t) = -m(\varphi)a(\varphi,t) + G(\varphi,g,\sigma) \times \int b(l)a(l,t)dl
$$

The variation of the distribution of individuals of parameter $\varphi$ over time is then given by the differential equation:

$$
\frac{\partial G}{\partial t}(\varphi,t) = -m(\varphi)G(\varphi,g,\sigma) \times \int \frac{a(l,t)}{m(l)}b(l)dl + G(\varphi,g,\sigma) \times \int b(l)a(l,t)dl
$$

We show in Supplementary Text S1 that such a population does not go extinct as long as

$$
F(g) = \int \frac{G(l,g,\sigma)b(l)}{m(l)}dl > 1
$$

The term in the integral represents the per capita growth rate $w(l) = b(l)/m(l)$ (phenotype fitness) of individuals with phenotype $l$ multiplied by their frequency in the population. Thus, the function $F(g)$ represents the sum of phenotype fitness of all phenotypes weighted by their respective frequency, i.e. the weighted mean of phenotype fitness in the population. The growth rate function $F(g)$ is therefore the genotype fitness of genotype $g$. This result holds for populations with limited resources (Supplementary Text S1).

Then, we consider two populations with limited growth, one with a genotype $g_1$, and the other with a genotype $g_2$. They are represented by their respective distribution $a_1(\varphi,t)$ and $a_2(\varphi,t)$. They are interacting with each other due to mutually shared resources that are limited. In order to have true competition, we assume that each population does not go extinct if it is alone, which is equivalent to $F(g_1) > 1$ and $F(g_2) > 1$.

The equations that describe the evolution of these populations and their distributions along time are:

$$
\begin{align*}
\frac{\partial a_1}{\partial t}(\varphi,t) &= -m(\varphi)a_1(\varphi,t) + \left(1 - \int a_1(l,t) + a_2(l,t)dl\right) \times G(\varphi,g_1,\sigma) \times \int b(l)a_1(l,t)dl \\
\frac{\partial a_2}{\partial t}(\varphi,t) &= -m(\varphi)a_2(\varphi,t) + \left(1 - \int a_1(l,t) + a_2(l,t)dl\right) \times G(\varphi,g_2,\sigma) \times \int b(l)a_2(l,t)dl
\end{align*}
$$

There are four equilibrium points: coexistence of both populations; extinction of both populations; only one population survives while the other goes extinct (two combinations). Coexistence is possible only if $g_1 \neq g_2$, which is excluded by hypothesis. Moreover, since $F(g_1)$ and $F(g_2)$ are assumed to be strictly greater than 1 for each population, it can be shown that the extinction of both populations is not possible. Thus, under these hypotheses one population must invade the other. Then, a successful invasion of population $g_1$ into population $g_2$, (i.e. equilibrium $a_1 \neq 0$ and $a_2 = 0$ stable) is possible if and only if:

$$
F(g_1) = \int \frac{G(l,g_1,\sigma)b(l)}{m(l)}dl > F(g_2) = \int \frac{G(l,g_2,\sigma)b(l)}{m(l)}dl
$$

Hence, the evolutionary stable strategy (ESS) corresponds to the genotype $g^*$ that maximizes the growth rate function $F(g)$. The population of parameter $g^*$, also called the super-mutant population, will invade any population of parameter $g \neq g^*$, while it cannot be invaded by other populations with a parameter $g \neq g^*$. Thus, the genotype $g^*$ is an ESS and should be observed in population at the equilibrium state, although the phenotype varies in the population.

To determine $g^*$, it is necessary to calculate the maximum of the growth rate function $F(g)$. Hence, the most efficient genotype is the one that maximizes the success of the whole population by cumulating the relative success of each phenotypic trait weighted by their frequency.

When the fitness function is symmetric or if there is no phenotypic variance at all, the genotypic value $g^*$ associated with the maximum of the function $F$ is equal to the value that maximizes the phenotype fitness $w$. However, when the fitness function is asymmetric and the phenotypic variance is non-zero, these two values do not match anymore, as predicted by Jensen's inequality. In this case, the optimum genotype $g^*$ value is
2- Application of the model using three biological examples

Most heritable traits are expected to include some degree of non-additive genetic, environmental or developmental variability that affects their optimal expression. Our first example focuses on optimal litter size in laboratory strains of Guinea pigs (Cavia porcellus). For this, we re-analyzed Mountford’s original data set [20] that was used in his development of the cliff-edge hypothesis. Our second example deals with a secondary sexual trait in the damselfly Calopteryx splendens, using survival and mate choice data obtained in the field ([30], M. Wollenreuther, E. Vercken and E. Svensson, unpublished data). The third example is based on modelling work about the impact of lung geometry on respiratory performance in humans [31]. In all these examples, fitness functions are not symmetrically shaped around their maximum value, and we show consistent matching between empirical data and model predictions.

2-1 Example 1: Optimal litter size in Guinea pigs. In his seminal paper, Mountford [20] showed that the litter size that leads to the maximum number of surviving offspring in Guinea pigs was not the most frequent one. He suggested that the phenotypic variability associated with high asymmetric fitness costs for large litter sizes could explain this observation. To prove the validity of his theory, he produced a theoretical example based on simple numeric calculations. In what follows, we show that the frequency distribution of litter size in Guinea pigs could be predicted by the general model described above, and that this model can also provide information about both the optimal genotype as well as the variance in the expressed phenotype.

In our model, the litter size is called L and extends from $L_{min}=0$ to $L_{max}=9$. Reproductive rate $b(L)$ corresponds to offspring survival in relation to the litter size (data reproduced from Mountford [20]). Life-history theory predicts that, as a consequence of trade-offs between present and future reproduction, female survival should decrease when litter size increases ([32–36] but see [15,37,38] for counter-examples). In the absence of any data on the precise relationship between litter size and female mortality rate in Guinea pigs, we assumed a simple linear model $m(L)=m_0+\alpha \times L$, where $m_0$ is the mortality rate for non-reproductive individuals and $\alpha$ is a constant estimated by least-squares method. The intercept value $m_0$ does not affect the position of the genotype fitness maximum as it plays the role of a scaling factor once $\alpha$ is chosen. The phenotype fitness function is asymmetric around a maximum plateau for litter sizes between 2 and 3 (Figure 2a).

The general method to compare the predictions of our model to the measured data is similar in the three different examples used in this paper and is described in detail in Supplementary Text S3. First, we determine the optimal genotype $L_0(\sigma)$ for each of the possible values of phenotypic variance $\sigma^2$. Second, we find the value of $(\sigma, L_0(\sigma))$ that best fits empirical data using the mean-square method, here in the first example, the distribution of litter size in Guinea pigs.

Figure 2b represents the relationship between the standard deviation $\sigma$ and optimal genotype $L_0(\sigma)$ (first step). Because the phenotype fitness function has a maximum plateau, this relationship is not monotonic. For small values of $\sigma$, most offspring will fall within the phenotype fitness plateau. However, because of the long tails of the Gaussian distribution, a small proportion will be outside of it. Therefore, the optimal genotype fitness is initially shifted away from the steepest slope (left side).

When $\sigma$ increases, at first a significant proportion of offspring phenotypes reaches values of $L > 3$, while fewer phenotypes reach values of $L < 2$ (because the optimum is initially right-shifted). Therefore, the optimum genotype value decreases as it shifts away from the closest fitness slope, accounting for the initial negative relationship in Figure 2b.

For higher values of $\sigma$, a more significant proportion of offspring phenotype reaches values of $L < 2$ and thus ‘fall off the cliff’. Because the phenotype fitness loss is higher for phenotypes that reach values of $L < 2$ than for those with values of $L > 3$, the optimum genotype will shift away from the steepest slope and tends to obtain higher values of $L$ as $\sigma$ increases (positive relationship in Figure 2b).

In Guinea pigs, the optimal phenotypic trait predicted was 3.05 with a phenotypic variance of 1.30 ($\sigma=1.14$). The difference between the distribution of the trait in the population predicted by
the model and the distribution observed by Mountford [20] was less than 3.5% (Figure 3).

2-2 Example 2: Selection on male wing patch size in *Calopteryx splendens*. In the damselfly *Calopteryx splendens*, males have a dark melanized wing patch that covers approximately 50% of the wing [39]. Wing patches in this species function as secondary sexual traits and are only carried by males [40–42]. Wing melanization affects male predation risk, as males with larger wing patches suffer higher mortality from avian predators [30]. This trait is also under sexual selection in this population, where female mating response increases with male wing patch size (Supplementary Text S4).

The phenotype fitness function is asymmetric (Figure 4) around a maximum at wing patch length \( x = 17.52 \text{ mm} \). The fitness decrease is steeper for larger patches; hence the optimal genotype is expected to be smaller than the phenotype fitness maximum. The best fit was obtained with an optimal trait \( x_0 = 16.93 \text{ mm} \) and a standard deviation \( \sigma = 2 \text{ mm} \). The difference between the values predicted by the model and those measured in the field was less than 17% (Figure 5).

2-3 Example 3: Estimating optimal lung geometry. Mauroy et al. [31] developed a model of the human bronchial tree to study the relationship between the geometry of the tree and its hydrodynamical resistance. They modelled the distal part of the lungs as a dichotomical tree branching in a homothetical way: at each bifurcation: each branch divides in two identical smaller branches, whose length and diameter are reduced by a constant factor \( h \), the homothetical factor (Figure 6, for \( h_1 = h_0 = h \)).

They showed that the mean phenotypic parameter \( h \), observed from empirical data [43], is around 0.8470, while the optimum value predicted by their model was 0.7937. Although small, this difference is expected to have major effects on the resistance and volume of the lung because of the multiplicative nature of the homothetical transformation (i.e. if the tree bifurcates 10 times, the deepest branches will be \( h^{10} \) smaller than the first generation branch). Large lung hydrodynamic resistance (small \( h \)) requires more energy for lung ventilation, while large lung volume (large \( h \)) results in a reduced exchange surface (less volume is available for alveoli). We consider that the fitness of an individual is a function of respiratory efficiency and thus depends on the value of the parameter \( h \).

We further extended the model originally formulated by Mauroy et al. [31] to estimate a more realistic fitness function for \( h \). Based on morphometric data [44] we assumed that lengths and diameters of the tree branches are not reduced by the same factor at each bifurcation (Figure 6, \( h_1 \neq h_0 \)). Under this hypothesis, the resulting phenotype fitness function (Figure 7) is asymmetrical around the optimum (Supplementary Text S4). The steepest decrease in fitness occurs for values below the optimum, thus we expect the optimal value of the genotype fitness to be higher than the most efficient phenotype.

Empirical data indicate a mean phenotypic value of \( h = 0.8470 \) [36]. The model predicts that this mean phenotype is reached for an optimal genotype \( h = 0.8504 \) and a standard deviation \( \sigma = 0.2 \). Compared with the value maximizing the phenotype fitness function \( h_{\text{max}} \approx 0.7937 \), the optimal genotype corresponds to a resistance that is 3.3 times smaller and a volume that is 2.4 times larger. This result quantitatively confirms the hypothesis stated by Mauroy et al. [31] that this shift from the phenotypic optimum acts as a security margin to protect the bronchial tree from phenotypic variations. This analysis is representative of an optimality problem related to the geometry of a transport tree, and as such it can be extended to many other well-known theoretical contexts, such as the Metabolic Theory of Ecology [44,45].

---

![Figure 3](https://example.com/figure3.png)

**Figure 3.** Comparison between model predictions (dashed line) and empirical data (Mountford [20], solid line) for the distribution of litter sizes in the population. The model predicts an optimal genotypic value for litter size at 3.05 with a variance \( \sigma^2 \) of 1.30.

doi:10.1371/journal.pone.0034889.g003
Figure 4. Estimate of the asymmetric phenotype fitness function \( z \) for *Calopteryx splendens* in relation with wing patch length \( x \). The maximum is reached for a wing patch length of 17.52 mm. The dashed line represents the optimal genotype predicted by our model that best fits the observed population distribution, i.e. a patch length of 16.93 mm.

doi:10.1371/journal.pone.0034889.g004

Figure 5. Distribution of wing patch length of *Calopteryx splendens* at the population Naturreservat Klingavälsån (55.6384, 13.54142) in southern Sweden. The bars correspond to males caught in the field. The line shows the distribution predicted by the model with an optimal patch length of 16.93 mm and a standard deviation of 2 mm.

doi:10.1371/journal.pone.0034889.g005
Environmental variation is ubiquitous in nature and can generate substantial levels of phenotypic variation in fitness-related traits [20,23,46]. Such unpredictable variation (e.g. developmental plasticity) can have profound effects on optimal trait values [22,47]. Our model explicitly incorporates such unpredictable variation through its effects on phenotypic variance and shows that the position of the genotype fitness optimum will ultimately depend on both the amount of phenotypic variance and the shape of the fitness function. For symmetrical fitness and variance functions, the optimal value for the fitness-related trait matches the value that maximizes phenotype fitness. However, this classical optimization scenario does not hold when fitness functions are asymmetrical and when environmental variance leads to a variable expression of genetic traits. Then, the genotype fitness optimum is instead expected to shift from the phenotype optimum value in the direction of the least slope. Such qualitative predictions can be driven directly from the shape of the fitness function. Furthermore, as illustrated in our three examples, quantitative predictions of random phenotypic variance and genotype fitness optima can be derived from empirical data.

Model applications

In the first two examples, we used empirical data on the frequency distribution of traits and their relationship with fitness components (reproductive rate and mortality) to estimate the amount of random phenotypic variance in the population, and to validate the predictions from the model. If the theoretical distribution predicted by the value of $\sigma$ closely matches the observed distribution of the trait, then the cliff-edge hypothesis is a sufficient condition to explain the shift in the distribution away from the phenotype fitness maximum. In this case, the most frequent phenotype in the population is located at the predicted value of the genotype fitness optimum. Furthermore, independent of the intrinsic quality of the prediction, the difference between the theoretical and observed descriptors provides information about the importance of processes other than cliff-edge effects in the evolution of the trait. In these two examples, we obtained less than 3.5% deviation for the Guinea pig data and less than 17% for the damselfly data. Data on litter size in Guinea pigs are more likely to meet the model’s assumptions (e.g. laboratory strains with low amount of additive genetic variance, controlled environment with few external selective pressures). In contrast, natural damselfly populations should contain more genetic variability, and many selective pressures in addition to predation and female mate choice are expected to affect the evolution of male wing patch size [40]. These processes are partly responsible for the variability that is not incorporated in the model. Yet, the model gives a closer prediction of the actual fitness optimum than the phenotype fitness maximum, thus supporting the claim that cliff-edge effects are likely to play a strong role in the evolution of natural populations.

Alternatively, the model can be used as an a priori hypothesis to predict the value of key parameters when empirical data is not available, which is a classical approach in physics and biomechanics modelling. In the lung example, the frequency distribution of the trait $h$ is unknown, but its mean value in the population has been estimated. Mauroy et al. [31] suggested that the value of $h$ is shifted from the phenotype fitness optimum in order to confer higher robustness to the lung geometry in response to developmental variation. In this context, the cliff-edge hypothesis provides a formal framework to calculate the expected value of $\sigma$, which can then be used to implement other models and derive further predictions that can be empirically tested.

Generality of the conditions of the model

The keystone hypotheses of the model are the existence of an asymmetrical fitness function and a certain amount of phenotypic variance, and the qualitative model predictions appear robust to the precise shape of these functions (Supplementary Text S2). Although the exact geometry of trade-offs will differ between different ecological situations, asymmetrical trade-offs are likely to be the rule rather than the exception, especially for traits under stabilizing selection [48]. Indeed, if a trade-off results from the interaction between two unrelated traits, there is no reason why
their respective effects on phenotype fitness should be exactly opposing each other, i.e. completely symmetric. Similarly, there are many processes that can generate random phenotypic variation. For instance, condition-dependence, phenotypic plasticity, developmental effects, environmental fluctuations and/or non-additive genetic effects (e.g. epistasis) are all common and well-known processes that are likely to increase phenotypic variance [49,50]. These processes are expected to have a significant influence on traits with low heritability, which is a common characteristic of traits strongly related to fitness [29]. Therefore, sources of stochastic phenotypic variation have been suggested to be key factors in the evolutionary ecology of populations [51–54].

Finally, we modelled the effects of phenotypic variance during development of individual phenotypes. These phenotypes are then assumed to be stable during life, i.e. we explicitly considered inter-generational phenotypic variance. However, the model can be generalized and the same predictions can also be made in the case of intra-individual variance, for example, when the value of a fitness-related trait changes during an individual's life. Such an example was recently documented by Martin and Huey [27] in the context of thermoregulation in reptiles. The authors showed that the optimal range of body temperatures for an individual should not be centred at the temperature for which the instantaneous fitness is maximised, but should be shifted towards a lower temperature and that the magnitude of the shift increased with the asymmetry of the fitness function.

Phenotypic variability and species adaptation

In the context of optimization problems, stochastic effects can influence the predictions of theoretical models (e.g. bet-hedging strategies, optimization of the geometric mean fitness, [23,55,56], this study). However, these effects depend quite strongly on the relationship between an individual’s genotype and the variability of its phenotype.

First, if the variability in phenotype expression is independent from the individual’s genotype (as is the case in our model), its association with an asymmetrical fitness functions can be a significant limit to adaptation. Our example of bronchial tree geometry illustrates this situation and provides an adaptive explanation relating to the fact that the human lung is probably not as efficient as it could be. Several other examples in evolutionary medicine appear to be consistent with the existence of cliff-edge effects [57–60]. Strong directional selection for traits that are globally advantageous would sometimes drive their mean too close to the ‘fitness cliff’, which could set the stage for counter-selection of extreme phenotypes. Such mechanisms would limit the long-term directional evolution of heightened physiological, mental and immune capacities in humans, and the average performance of individuals would be lower than their maximum potential. These examples tentatively suggest that similar processes might have operated in many different species to constrain the evolution of phenotypic traits within a smaller range than their full physiological potential.

Alternatively, when phenotype variability is related to the individual’s genotype, the evolutionary consequences are likely to be quite different. In certain conditions, selection can favour the ability of phenotypes to resist random developmental or environmental perturbations, a process known as canalization [61]. Canalization is expected to be favoured in spatially or temporally variable environments, or in environments connected by high levels of gene flow, because it allows the persistence of high genetic variation and evolutionary potential [62]. In contrast, different genotypes might display different reaction norms in response to environmental variations, i.e. the amount of phenotypic variance and the shape of its distribution can differ between individuals. In this case, asymmetrical variance functions can be selected as a way to compensate for an asymmetrical fitness function by avoiding most detrimental phenotypes (Supplementary Text S2). However, such a strategy could be selected only if environmental variations do not affect the fitness function itself, and if they are restricted within a limited range so that extreme phenotypes will be rare.

Conclusion

In this study, we propose a simple formalization, validated by three empirical examples, of an evolutionary process known as the ‘cliff-edge’ effect. Our predictions stand for any trait (i) associated with an asymmetrical fitness function and (ii) when phenotypic expression is subjected to random variation, which are conditions expected to be common in nature [63,64]. In this framework, future studies should aim at analysing the optimization of genotype fitness instead of phenotype fitness. If only cliff-edge effects are shaping the evolution of the trait, then the most frequent value of the trait should match the genotype fitness optimum, i.e. the genotype fitness optimum is the null hypothesis for trait optimization. On the contrary, if the trait is non-optimal with regard to the genotype fitness, other evolutionary processes should be considered. For instance, unmeasured fitness components might cause undetected trade-offs that constrain the adaptation of the trait.

Supporting Information

Text S1 Analysis of the population model. (PDF)

Text S2 Influence of the shapes of the phenotype fitness and variance on growth rate function. (PDF)

Text S3 Methods for model fitting to empirical data. (PDF)

Text S4 Detailed analysis of empirical examples 2 and 3. (PDF)

Author Contributions

Conceived and designed the experiments: EV BM MW ES. Performed the experiments: EV BM MW ES. Analyzed the data: EV BM. Wrote the paper: EV BM MW ES. Wrote and analyzed the population model: EV BM.

References

1. Fisher RA (1930) The genetical theory of natural selection. Oxford: Clarendon Press. 272 p.
2. Maynard Smith J (1976) Optimization theory in evolution. Ann Rev Ecol Syst 9: 31–56.
3. Stearns SC (1992) The evolution of life histories. Oxford: Oxford University Press. 262 p.
4. Fairbairn DJ, Reeve JP (2001) Natural selection. In: Fox CW, Roff DA, Fairbairn DJ, eds. Evolutionary Ecology, Concepts and Case Studies. Oxford: Oxford University Press. pp 29–41.
5. Roff DA (1992) The evolution of life histories: theory and analysis. New York: Chapman and Hall. 553 p.
6. Parker GA, Maynard Smith J (1990) Optimality theory in evolutionary biology. Nature 348: 27–33.
7. Wright S (1932) The roles of mutation, inbreeding, crossbreeding and selection in evolution. Proceedings of the 6th International Congress on Genetics 1: 355–366.
8. Lack D (1947) The significance of clutch size. Ibis 89: 302–332.
9. Charnov EL, Skinner SW (1984) Evolution of host selection and clutch size in parasitoid wasps. Flor Entomol 67: 5–21.
10. Mock DW, Parker GA (1998) The evolution of sibling rivalry. Oxford: Oxford University Press. 480 p.
11. Leslisi CM (1986) Brood size in cannda geese - a manipulation experiment. J Anim Ecol 55: 669–689.
12. Boyce MS, Perrins CM (1987) Optimizing great tit clutch size in a fluctuating environment. Ecology 68: 142–153.
13. Möller AP (1994) Ectoparasite loads affect optimal clutch size in swallows. Funct Ecol 5: 351–359.
14. Boutin S, Moses RA, Caley MJ (1988) The relationship between juvenile survival and litter size in muskrats (Ondatra zibethicus). J Anim Ecol 57: 452–469.
15. Morris DW (1992) Optimum brood size: tests of alternative hypotheses. Evolution 46: 1048–1061.
16. Risch TS, Dobson FS, Marie JO (1995) Is mean litter size the most productive? A test in Columbian ground squirrels. Ecology 76: 1465–1464.
17. Risch TS, Michener GR, Dobson FS (2007) Variation in litter size: a test of hypotheses in Richardson’s ground squirrels. Ecology 88: 306–314.
18. Williams GC (1966) Natural selection, the costs of reproduction, and a refinement of Lack’s principle. Am Nat 100: 617–690.
19. Smith CC, Fretwell SD (1974) The optimal balance between size and number of offspring. Am Nat 108: 499–506.
20. Mountford MD (1966) The significance of litter size. J Anim Ecol 35: 363–367.
21. Smallwood P (1996) An introduction to risk sensitivity: the use of Jensen’s inequality to clarify evolutionary arguments of adaptation and constraint. Am Zool 36: 392–401.
22. Roul JJ, Ayres MP (1999) Jensen’s inequality predicts effects of environmental variation. Trends Ecol Evol 14: 361–366.
23. Pasztor L, Kisdi E, Meszéna G (2000) Jensen’s inequality and optimal life history strategies in stochastic environments. Trends Ecol Evol 15: 117–118.
24. Wilson WG, Harder LD (2003) Reproductive uncertainty and the relative competitiveness of simultaneous hermaphroditism versus dioecy. Am Nat 162: 220–241.
25. Drake JM (2005) Population effects of increased climate variation. Proc Roy Soc B Biol Sci 272: 1023–1027.
26. Freedberg S, Taylor DR (2007) Sex ratio variance and the maintenance of environmental sex determination. J Ecol Evol 20: 213–220.
27. Martin TT, Huey RB (2008) Why “suboptimal” is optimal: Jensen’s inequality and ectotherm thermal preferences. Am Nat 171: 102–110.
28. Turnbull LA, Rees M, Purves DW (2008) Why equalising trade-offs aren’t always neutral. Ecol Lett 11: 1037–1046.
29. Falconer DS (1981) Introduction to Quantitative Genetics, 2nd Edition. New York: Longman. 340 p.
30. Svensson EI, Friberg M (2006) Effects of natural and sexual selection on adaptive population divergence and pre mating isolation in a damselfly. Evolution 60: 1242–1253.
31. Weibel ER (1963) Morphometry of the human lung. Berlin: Springer. 151 p.
32. West GB, Brown JH, Enquist BJJ (1997) A general model for the origin of allometric scaling laws in biology. Science 276: 122–126.
33. Enquist BJJ, West GB, Charnov EL, Brown JH (1998) Allometric scaling of production and life-history variation in vascular plants. Nature 401: 907–911.
34. Morris DW (1996) State-dependent life histories, Mountford’s hypothesis, and the evolution of brood size. J Anim Ecol 65: 43–51.
35. Yoshimura J, Shields WM (1992) Components of uncertainty in clutch-size optimization. Bull Math Biol 54: 445–464.
36. DeWitt TJ (1997) Optimizing clutch size in birds. Trends Ecol Evol 12: 443.
37. van Noordwijk AJ, de Jong G (1986) Acquisition and allocation of resources: their influence on variation in life-history tactics. Am Nat 128: 137–142.
38. Mazer SJ, Damuth J (2001) Evolutionary significance of variation. Fow CW, Rolf DA, Fairbairn DJ, eds. Evolutionary Ecology, Concepts and Case Studies. Oxford: Oxford University Press. pp 16–28.
39. Real LA, Elser S (1992) Life history evolution in stochastic environments: a graphical mean-variance approach. Ecology 73: 1227–1236.
40. Fox GA (1993) Life history evolution and demographic stochasticity. Ecol Ecol Evol 7: 13–14.
41. Whitlock MC (1995) Variance-induced peak shifts. Evolution 49: 252–259.
42. Wilson AJ, Pemberton JM, Pilkington JG, Coltman DW, Muñoz DV, Chutton-Brock TH, Krauk LEB (2006) Environmental Coupling of Selection and Heritability Limits Evolution. PLoS Biol 4: e216.
43. Philipp T, Seger J (1989) Hedging one’s evolutionary bets, revisited. Trends Ecol Evol 4: 41–44.
44. Yoshimura J, Jensen VAA (1996) Evolution and population dynamics in stochastic environments. Res Pop Ecol 38: 163–182.
45. Nesse RM, Williams GC (1996) Why we get sick: the new science of Darwinian medicine. New York: Vintage Books. 290 p.
46. Burns JK (2004) Elaborating the social brain hypothesis of schizophrenia. Behav Brain Sci 27: 868–925.
47. Neese RM (2004) Cliff-edged fitness functions and the persistence of schizophrenia. Behav Brain Sci 27: 892–963.
48. Stearns SC, Koella JK (2000) Evolution in health and disease (2nd edition). Oxford: Oxford University Press. 400 p.
49. Flint T (2005) The evolutionary genetics of canalization. Q Rev Biol 80: 287–316.
50. Stearns SC (2002) Progress on canalization. Proc Natl Acad Sci USA 99: 10229–10230.
51. Lass JL, Graham JH, Kocharava AV (2003) Developmental instability and the stochastic component of total phenotypic variance. In: Polak M, ed. Developmental Instability: causes and consequences. Oxford: Oxford University Press. pp 343–366.
52. Hansen TF, Carter AJR, Pelabon C (2006) On adaptive accuracy and precision in natural populations. Am Nat 168: 168–181.