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ABSTRACT

Spatio-temporal graph learning is a key method for urban computing tasks, such as traffic flow, taxi demand and air quality forecasting. Due to the high cost of data collection, some developing cities have few available data, which makes it infeasible to train a well-performed model. To address this challenge, cross-city knowledge transfer has shown its promise, where the model learned from data-sufficient cities is leveraged to benefit the learning process of data-scarce cities. However, the spatio-temporal graphs among different cities show irregular structures and varied features, which limits the feasibility of existing Few-Shot Learning (FSL) methods. Therefore, we propose a model-agnostic few-shot learning framework for spatio-temporal graph called ST-GFSL. Specifically, to enhance feature extraction by transferring cross-city knowledge, ST-GFSL proposes to generate non-shared parameters based on node-level meta knowledge. The nodes in target city transfer the knowledge via parameter matching, retrieving from similar spatio-temporal characteristics. Furthermore, we propose to reconstruct the graph structure during meta-learning. The graph reconstruction loss is defined to guide structure-aware learning, avoiding structure deviation among different datasets. We conduct comprehensive experiments on four traffic speed prediction benchmarks and the results demonstrate the effectiveness of ST-GFSL compared with state-of-the-art methods.

CCS CONCEPTS

• Information systems → Spatial-temporal systems.

KEYWORDS

Spatio-temporal data, Few-shot learning, Traffic forecasting, Graph neural network

Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org.

ACM Reference Format:
Bin Lu, Xiaoying Gan, Weinan Zhang, Huaxiu Yao, Luoyi Fu, and Xinbing Wang. 2022. Spatio-Temporal Graph Few-Shot Learning with Cross-City Knowledge Transfer. In Proceedings of the 28th ACM SIGKDD Conference on Knowledge Discovery and Data Mining (KDD '22), August 14–18, 2022, Washington, DC, USA. ACM, New York, NY, USA, 11 pages. https://doi.org/10.1145/3534678.3539281

1 INTRODUCTION

With the rapid development of urbanization, humans, vehicles, and devices in the city have generated a considerable spatio-temporal data, which significantly change the urban management with a bunch of urban-related machine learning applications, such as traffic flow [1, 2], taxi demand [3, 4] and air quality forecasting [5].

However, existing machine learning algorithms require sufficient samples to learn effective models, which may not be applicable to cities without sufficient data. The similarity of cities inspires us to consider the cross-city knowledge transfer, which reduces the burden of data collection and improves the efficiency of smart city construction.

Currently, much research progress has been made for solving urban computing tasks in few-shot scenarios. Wang et al. [6] model the cities as grids and first propose to facilitate spatio-temporal prediction in data-scarce cities. In order to achieve better similar region-to-region matching, they introduce large-scale auxiliary data (social media check-ins data). Whereas, finding and collecting the appropriate auxiliary data is inherently costly, and face the potential of risk leakage. In [7], the authors propose FLORAL to classify air quality by transferring the semantically-related dictionary from one data-rich city. However, knowledge transfer from one single source city faces the risk of negative transfer due to the great difference between two cities. Yao et al. [8] combine meta-learning method to learn a good initialization model from multiple source cities in target domain, however without considering the varied feature differences across cities and within cities. More importantly, above methods are only applicable to grid-based data, but not compatible with graph-based modeling. Actually, the graph-based model has aroused extensive attention recently and achieved great success in spatio-temporal learning of road-network, metro-network, sensor-network data, etc.
In this paper, our goal is to transfer the cross-city knowledge in graph-based few-shot learning scenarios, simultaneously exploring the impact of knowledge transfer across multiple cities. However, there exists following two challenges: (i) How to adapt feature extraction in target city via the knowledge from multiple source cities? Current meta-learning methods assume the transferable knowledge to be globally shared across multiple cities. However, even in different areas of one city, the spatio-temporal characteristic varies greatly. Existing methods fail to handle the knowledge transfer among complicated scenarios effectively. (ii) How to alleviate the impacts of varied graph structure on transferring among different cities? Compared with grid-based data, graph-based modeling shows irregular structure information among cities. The edges between nodes explicitly depict various feature interactions. Existing FSL methods ignore the importance of structure when knowledge transferring, which causes unstable results and may even increase the risk of structure deviation.

To address the aforementioned challenges, we propose a novel and model-agnostic Spatio-Temporal Graph Few-Shot Learning framework called ST-GFSL. To the best of our knowledge, our work is the first to investigate the few-shot scenario in spatio-temporal graph learning. In order to adapt to the diversity of multiple cities, ST-GFSL no longer learns a globally shared model as usual. We propose to generate non-shared model parameters based on node-level meta knowledge to enhance specific feature extraction. The novel-level knowledge transfer is realized through parameter matching, retrieving from nodes with similar spatio-temporal characteristics across source cities and target city. In addition, we propose the ST-Meta Learner to learn node-level meta knowledge from both local graph structure and time series correlations. During the process of meta-learning, ST-GFSL proposes to reconstruct the graph structures of different cities based on meta knowledge. Graph reconstruction loss is defined to guide structure-aware learning, so as to avoid the structure deviation across multiple source cities.

In summary, the main contributions of our work are as follows:

- We investigate a challenging but practical problem of spatio-temporal graph few-shot learning in data-scarce cities. To our knowledge, we are the first to explore the few-shot scenario in spatio-temporal graph learning tasks.
- To address this problem, we propose a model-agnostic learning framework called ST-GFSL. ST-GFSL generates non-shared parameters by learning node-level meta knowledge to enhance the feature extraction. The novel-level knowledge transfer is achieved via parameter matching from similar spatio-temporal meta knowledge.
- We propose to reconstruct the graph structure of different cities based on meta-knowledge. The graph reconstruction loss is further combined to guide structure-aware few-shot learning, which avoids the structure deviation among multiple cities.

We demonstrate the superiority of our proposed framework by the application of traffic speed prediction on four public urban datasets. Extensive experiments on METR-LA, PEMS-BAY, Didi-Chengdu and Didi-Shenzhen datasets validate the effectiveness and versatility of our approach over state-of-the-arts baselines.

## 2 RELATED WORK

In this section, we briefly introduce the relevant research lines to our work.

### 2.1 Spatio-Temporal Graph Learning

In the early, researchers studied spatio-temporal forecasting problem from the perspective of time series analysis and put forward a series of methods such as ARIMA, VAR and Kalman Filtering [9]. With the rise of deep learning and graph neural networks, graph, as an effective data structure to describe spatial structure relations, is applied to analyze a series of urban problems. Bai et al. [10] propose STG2Seq to model multi-step citywide passenger demand based on a graph. Lu et al. [2] propose spatial neighbors and semantic neighbors of road segments to capture the dynamic features of urban traffic flow. Do et al. [11] employ IoT devices on vehicles to sense city air quality and estimated unknown air pollutants by variational graph autoencoders. In particular, Pan et al. [12, 13] propose to leverage deep meta learning to improve the traffic prediction performance by generalizing the learning ability of different regions.

However, the researches in the above papers are all based on a city with large-scale training data. The data-scarce scenario is not within the scope of the research, but it is an issue that is well worth investigating. In this paper, we aim to achieve spatio-temporal graph few-shot learning through cross-city knowledge transfer. In addition, we are committed to come up with a model-agnostic architecture that can be combined with latest spatio-temporal graph learning models to further improve the performance.

### 2.2 Graph Few-Shot Learning

Few-Shot learning has yielded significant progress in the field of computer vision and natural language processing, e.g., MAML [14], Prototypical Networks [15], and Meta-Transfer Learning [16]. However, few-shot learning on non-Euclidean domains, like graph few-shot learning, has not been fully explored. Among recent few-shot learning on graphs, Meta-GNN [17] is the first to incorporate meta-learning paradigm, MAML, into node classification in graphs. Nevertheless, it does not fully describe the interrelation between nodes. Liu et al. [18] propose to assign the relative location and absolute location of nodes on graph to further capture the dependencies between nodes. Yao et al. [19] and Ding et al. [20] adopt the idea of prototypical network and conduct few-shot node classification by finding the nearest class prototypes.

Through the analysis of above work, it can be found that existing methods mainly focus on few-shot node classification, while many urban computing problems are regression problems. Furthermore, compared with general attribute network, spatio-temporal graph has more complex and dynamic node characteristics. Directly combining few-shot learning methods with vanilla GNN model is infeasible to capture the complicated node correlations.

### 2.3 Knowledge Transfer Across Cities

Knowledge transfer addresses machine learning problems in data-scarce scenarios. Especially in urban computing tasks, how to realize knowledge transfer across cities to reduce the cost of data collection and improve learning efficiency is an ongoing research
problem. FLORAL [7] is an early work that implements air quality classification by transferring knowledge from a city existing sufficient multimodal data and labels. RegionTrans [6] studies knowledge transfer cross-cities by dividing cities into different grids for spatio-temporal feature matching. Yao et al. [8] first propose MetaST to transfer knowledge from multiple cities.

Nevertheless, the above research can not be directly applied to our task, mainly for the following reasons: (1) Many urban computing problems are regression problems, while FLORAL is designed for a classification problem. (2) RegionTrans and MetaST are designed for grid-based data, which is incompatible for graph-based modeling in our tasks. Meanwhile, during matching process, RegionTrans introduces additional social media check-ins data, which reduced its versatility. (3) FLORAL and RegionTrans only focus on knowledge transfer from a single source city. How to make use of the data from multiple cities and avoid negative transfer is a problem worthy of study. In this paper, we aim to learn the cross-city meta knowledge from multiple graph-based datasets and transfer to a data-scarce city without introducing auxiliary datasets.

3 PRELIMINARY

We denote the spatio-temporal graph as $G_{ST} = (V, E, A, X)$. (1) $V = \{v_1, v_2, \ldots, v_N\}$ denotes the nodes set, and $N = |V|$ is the number of nodes. (2) $E = \{e_{ij} = (v_i, v_j)\} \subseteq (V \times V)$ denotes the edges set. (3) $A = \{a_{ij}\} \in \mathbb{R}^{N \times N}$ is the adjacency matrix of spatio-temporal graph. $a_{ij} = 1$ indicates that there is an edge between node $v_i$ and $v_j$; otherwise, $a_{ij} = 0$. (4) $X$ is the node feature matrix, referring to the message passing on the graph, such as traffic speed, concentration of air pollutants and passenger flow of taxis over a period of time. We take the node feature observed at time $t$ as a graph signal $X_t^i \in \mathbb{R}^{N \times d}$, where $d$ is the dimension of node feature.

**Problem 1. Spatio-Temporal Graph Forecasting** Suppose we have $T$ historical spatio-temporal graph signals, and we want to predict future $M$ graph signals. The forecasting task is formulated as learning a function $f(\cdot)$ given a spatio-temporal graph $G_{ST}$:

$$[X^{t-T+1}, \ldots, X_t; G_{ST}] \xrightarrow{f(\cdot)} [X^{t+1}, \ldots, X^{t+M}].$$

**Problem 2. Spatio-Temporal Graph Few-Shot Learning** Suppose we have a set of $P$ source spatio-temporal graphs of data-rich cities $G_{source}^{1:p} = \{G_{source}^1, \ldots, G_{source}^p\}$ and a target spatio-temporal graph of data-scarce city $G_{target}$. After training on $G_{source}^{1:p}$, the model is capable of leveraging the meta knowledge from multiple source graphs and is tasked to predict on a disjoint target scenario, where only few-shot structured data of $G_{target}$ is available.

4 METHODOLOGY

In this section, we describe the proposed ST-GFSL framework in detail. We first give an overview of ST-GFSL, as shown in Figure 1. The left side of the figure shows the input of ST-GFSL. We transfer the knowledge from multiple cities, and the target city only has few-shot training samples. The right side of the figure is mainly composed of two parts: Spatio-Temporal Neural Network (STNN) and Cross-city Knowledge Transfer. Specifically, STNN serves as the base feature extractor in ST-GFSL, where any spatial-temporal learning architecture can be used, such as Graph Neural Networks (GNNs), Recurrent Neural Networks (RNNs) and other state-of-the-art spatio-temporal graph learning models. Second, Cross-City Knowledge Transfer module transfers knowledge from multiple source cities, which are depicted in the grey dotted box of Figure 1. Concretely, we first design the ST-Meta Learner to obtain the node-level meta knowledge in both spatial and temporal domain. The non-shared feature extractor parameters $\theta_{ST}$ are generated to customize the feature extraction among source cities data and target city data. ST-Meta Graph Reconstruction is further designed for structure-aware meta training by reconstructing structure relations of different cities. The end-to-end learning process of ST-GFSL follows the MAML-based [14] episode learning. By mimicking few-shot scenarios in the target city, batches of few-shot training tasks are sampled to obtain a base model with strong adaptability.

4.1 Spatio-Temporal Neural Network

The Spatio-Temporal Neural Networks (STNN) can be divided into feature extractor and multi-step predictor, as shown in the bottom dotted box of Figure 1. The multi-step predictors often use one or more layers of fully connected networks [1, 2, 21] in literature. The feature extractor is designed according to different tasks and data characteristics, like RNN-based, CNN-based and GNN-based models. For example, in the experiment, we select the classical time series analysis networks GRU [22] and TCN [23], as well as the superior spatio-temporal graph neural network models STGCN [21] and GWN [1]. Since ST-GFSL is designed for a model-agnostic framework, the parameter generation method adaptively generates non-shared feature extractor parameters $\theta_{ST}$ according to corresponding model structure. Therefore, our proposed ST-GFSL enables to benefit data-scarce scenarios from recent technique breakthroughs in spatio-temporal graph learning.

4.2 ST-Meta Learner

Spatio-Temporal Meta Knowledge Learner (ST-Meta Learner) extracts the node-level meta knowledge in both spatial and temporal domains. To encode the temporal dynamics of spatio-temporal graph, we employ Gated Recurrent Unit (GRU) [22], which is widely used in time series modeling. Compared with classical RNN model, GRU retains the ability to extract long sequences and reduces the problem of gradient vanishing or exploding. Take node $v_i$ as an example, the node-level temporal meta knowledge $z_{t|t}$ is expressed as the final state of $h_{t|t}$:

$$z = \sigma \left( W^z x_{i,t} + W^zh_{t|t-1} \right)$$
$$r = \sigma \left( W^r x_{i,t} + W^rh_{t|t-1} \right)$$
$$c = \phi \left( W^c x_{i,t} + W^c \left( h_{t|t-1} \circ r \right) \right)$$
$$h_{t|t} = \left( 1 - z \right) \circ c + z \circ h_{t|t-1},$$

where $x_{i,t} \in \mathbb{R}^d$ is the input vector of node $v_i$ at time $t$, and $h_{t|t-1}$ is the hidden state at time $t-1$. $U^z, U^r, U^c \in \mathbb{R}^{d \times d}$ and $W^z, W^r, W^c \in \mathbb{R}^{d \times d}$ are weight matrices. $\circ$ is the element-wise multiplication, $\sigma$ is the nonlinear activation function $sigmoid$, and $\phi$ is $tanh$. Thus, we derive the temporal meta knowledge of one city with GRU model, denoted as $Z^P = (z_1^P, z_2^P, \ldots, z_N^P) \in \mathbb{R}^{N \times d}$.
We weighted-sum the temporal and spatial meta knowledge with the classical concatenation method, it is easier to adapt the
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\begin{align*}
  z_{sp} &= \sigma\left(\frac{1}{K} \sum_{k=1}^{K} \sum_{j \in N_i} a_{ij} W_k h_j \right).
\end{align*}

Thus, we derive the spatial meta knowledge of one city
By integrating spatio-temporal features, we obtain the meta
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weighted-sum the temporal and spatial meta knowledge through a learnable ratio $\gamma$, and $\gamma \in \mathbb{R}^d$. It learns the impact from
spatial or temporal domain in a data-driven manner. Compared with
the classical concatenation method, it is easier to adapt the
spatio-temporal characteristics of cross city data through a learn-
arble ratio. Meanwhile, it reduces the amount of parameters for data
generation, which will be further discussed in Parameter Gen-
ation. To be specific, the meta knowledge $Z^{MK}$ is calculated as fol-
\begin{align*}
  Z^{MK} &= W^T (\gamma \circ Z^{sp} + (1 - \gamma) \circ Z^{tp}),
\end{align*}

where $W^T \in \mathbb{R}^{d_{MK} \times d_{MK}}$ is the weight matrix for meta knowledge
output layer, and $d_{MK}$ is the dimension of meta knowledge.

4.3 ST-Meta Graph Reconstruction

In order to express the structural information of graphs and re-
duces structure deviation caused by different source data distri-
bution, ST-Meta Graph is reconstructed by meta knowledge for
structure-aware learning. We predict the likelihood of an edge ex-
bistance between nodes
As such, the ST-meta graph $A_{meta}$ can be constructed as
\begin{align*}
  A_{meta} &= \text{sigmoid}\left(\langle Z^{MK}_i, Z^{MK}_j \rangle \right),
\end{align*}

where $\langle \cdot \rangle^T$ is the transpose of meta knowledge matrix.

In order to guide the structure-aware learning of meta knowledge,
we introduce graph reconstruction loss $L_g$ between the ST-
meta graph $A_{meta}$ and the original adjacency matrix $A$ in training
process, which is calculated as follows:
\begin{align*}
  L_g &= \| A_{meta} - A \|^2.
\end{align*}

4.4 Parameter Generation

After we obtain the node-level meta knowledge, due to the great
difference across cities and within cities, we propose parameter
generation to obtain the non-shared parameters of feature ex-
tractors for different scenarios. When the meta-knowledge of a

Figure 1: The framework of proposed ST-GFSL. The left side is the input of the model, in which the source cities have large-scale
training samples and the target city’s is few-shot. The right side shows two main parts of ST-GFSL: (1) Cross-City Knowledge
Transfer and (2) Spatio-Temporal Neural Network (STNN).
node in target domain is similar to that of a node in multiple source domains, approximate model parameters will be obtained. In other words, the nodes in target city transfer the knowledge of source cities via parameter matching, retrieving from similar spatio-temporal characteristics.

Our parameter generation is a function \( F \) that takes node-level meta knowledge as input and outputs the non-shared feature extractor parameters \( \theta_{ST} \). Specifically, linear layer and convolutional layer are two basic neural network units. The following introduces how to generate the parameters of these two units respectively.

**Linear Layer** The expression of the linear layer is \( Y = WX + b \), where \( W \in \mathbb{R}^{d_{out} \times d_{in}} \) is the weight matrix and \( b \in \mathbb{R}^{d_{out}} \) is the bias. We can generate the model parameters \( W \) and \( b \) based on meta knowledge \( z_{MK} \). Take node \( t_i \) as an example, based on its meta knowledge \( z_{MK}^{i} \in \mathbb{R}^{d_{MK}} \), the non-shared weight matrix \( W_i \) is generated through a two-step method as shown in Figure 2. First, we perform a linear transformation through \( F_{W}^{i} : \mathbb{R}^{d_{MK}} \rightarrow \mathbb{R}^{d_{in} \times d_{MK}} \) and conduct a dimension transformation: \( \mathbb{R}^{d_{in}} \rightarrow \mathbb{R}^{d_{in} \times d_{out}} \). Secondly, we perform the second linear transformation \( F_{W}^{i} : \mathbb{R}^{d_{in} \times d_{MK}} \rightarrow \mathbb{R}^{d_{in} \times d_{out}} \) and achieve the weight matrix \( W_i \) of node \( t_i \). The parameter generation of bias \( b \) can be obtained directly by once linear transformation \( F_{b} : \mathbb{R}^{d_{MK}} \rightarrow \mathbb{R}^{d_{out}} \).

The parameter number of the weight matrix \( W_i \) generated by two-step methods is \( d_{MK} \cdot (d_{in} \times d_{MK} + d_{out}) \). Compared with direct generation of one linear layer \( \mathbb{R}^{dMK} \rightarrow \mathbb{R}^{d_{in} \times d_{out}} \), the parameter number is \( d_{MK} \times d_{in} \times d_{out} \). Obviously, two-step generation has less parameters. For example, in our experiment, when \( d_{MK} = 16 \), \( d_{in} = 8 \), \( d_{out} = 32 \), the parameter number of using the two-step method is 2560. Whereas, the parameter number of directly using the one-step method is 4096. Our parameter generation method reduces the number of parameters by 37.5%.

**Convolutional Layer** Similar to the linear layer, the parameter generation of the convolutional layer adopts the two-step method shown in Figure 3, where \( C_{in} \) is the number of channels of input data, \( C_{out} \) is the number of channels of output data, and \( (K_W, K_M) \) is the size of the convolution kernel. Through the two-step generation, the convolutional kernel \( W_{conv} \) of node \( t_i \) can be obtained after dimension reshape: \( \mathbb{R}^{C_{in} \times (C_{out} \times K_W \times K_M)} \rightarrow \mathbb{R}^{C_{in} \times (C_{out} \times K_W \times K_M)} \). For 1D-convolution, the model parameters can be obtained only by adjusting the dimension of the convolutional kernel.

### 4.5 ST-GFSL Learning Process

To handle adaptation with few-shot scenarios, the learning process of ST-GFSL follows the MAML-based episodic learning process. ST-GFSL trains the spatio-temporal graph learning model with two stages: base-model meta training and adaptation. In the base-model meta training stage, inspired by MAML [14], ST-GFSL imitates the adaptation process when encountering a new few-shot scene, and optimizes the adaptation capability. Different graph sequences are sampled from multiple large-scale datasets (source datasets) to form a batch of training tasks \( T_{ST} \). Each task \( T_{i} \in T_{ST} \) includes \( K_S \) support sets \( S_i \) and \( K_Q \) query sets \( Q_i \). In the adaptation stage, the ST-GFSL model updates the parameters via several gradient descent steps on target domain data.

To be specific, ST-GFSL first samples batches of task sets \( T_{ST} \) from source datasets. Each task \( T_{i} \in T_{ST} \) belongs to one single city, and is divided into support set \( S_{Ti} \), query set \( Q_{Ti} \) and \( S_{Ti} \cap Q_{Ti} = \emptyset \). When learning a task \( T_{i} \), ST-GFSL considers a joint loss function combining prediction error loss \( L_e \) and graph reconstruction loss \( L_g \). The prediction error loss \( L_e \) is the root mean square error between multi-step prediction and ground truth of support set \( S_{Ti} \):

\[
L_e = \frac{1}{\left\| S_{Ti} \right\|} \sum_{(x_j, y_j) \in S_{Ti}} (f_{\theta}(x_j) - y_j)^2.
\]

As given in Equation 9, graph reconstruction loss \( L_g \) represents the structure-aware capability of meta knowledge. Consequently, the joint loss function \( L \) is:

\[
L = L_e + \lambda L_g,
\]

where \( \lambda \) is the sum scale factor of two loss functions. To be specific, the meta objective is to minimize the sum of task loss on query sets, which is expressed as follows:

\[
0^* = \arg \min_{\theta} \sum_{T_i \in T_{ST}} L_{Ti}(f_{\theta}).
\]

In order to achieve the optimal model parameter \( 0^* \), Algorithm 1 outlines the base-model meta training process of ST-GFSL. First of all, we iteratively sample a batch of task sets \( T_{ST} \) from source datasets (line 4). With regard to training task \( T_{i} \in T_{ST} \), task-specific model parameter \( \theta_{Ti}^* \) is updated by gradient descent for several steps (line 8-9). The gradient of \( f_{\theta} \) based on query set \( Q_{Ti} \) is given in line 10. Finally, the general model parameters \( \theta \) are trained based on the summation across all the meta-training tasks (line 11).

### 5 Experiment

In this section, we evaluate ST-GFSL in various aspects through extensive experiments. Specifically, we try to answer the following research questions through our evaluation:

**RQ1** How well does ST-GFSL perform against other baseline methods on different datasets?

**RQ2** How well are different spatio-temporal prediction models adaptable under the ST-GFSL framework?

**RQ3** How does each proposed component of model contribute to the performance of ST-GFSL?

**RQ4** How does each major hyperparameter affect the performance of ST-GFSL?
widely used metrics are applied between the multi-step prediction. Accordingly, the time step of METR-LA (Didi-Shenzhen and Didi-Chengdu) are used as source datasets for meta training. The rest are regarded as test data. Other three datasets (PEMS-BAY, PEMS-BAY, and the ground truth for evaluation: Mean Absolute Error (MAE), Evaluate \( \nabla_\theta L_{\bar{T}_i}(f_\theta) \) with \( S_{T_i} \) via Equation (11); Compute adapted parameters with gradient descent: \( \theta'_{T_i} = \theta - \alpha \nabla_\theta L_{\bar{T}_i}(f_\theta) \); Evaluate \( \nabla_\theta L_{T_i}(f(\theta'_{T_i})) \) with \( Q_{T_i} \) via Equation (11); Update \( \theta^* \leftarrow \theta - \beta \nabla_\theta \Sigma_{T_i} L_{T_i}(f_\theta) \)

5.1 Experiment Settings

5.1.1 Dataset. In the experiment, we take traffic flow prediction as an example to verify our proposed framework. We evaluate the performance of ST-GFSL on four traffic flow datasets: METR-LA, PEMS-BAY, Didi-Chengdu, Didi-Shenzhen [27, 28].

In the experiment, the datasets are divided into source datasets, target dataset and test dataset. Take METR-LA as an example. When it is set as the target city, three-day data (a very small amount of data, compared with most works requiring several months of data) are selected as target data for adaptation and the rest are regarded as test data. Other three datasets (PEMS-BAY, Didi-Shenzhen and Didi-Chengdu) are used as source datasets for meta training. The same division method is used for other datasets and Z-score normalization are applied for data preprocessing.

5.1.2 Metrics. In order to fully verify the performance of our framework, we predict the traffic flow in the next 6 time steps with 12 historical time steps. Accordingly, the time step of METR-LA and PEMS-BAY datasets are 5 minutes, while Didi-Chengdu and Didi-Shenzhen datasets are 10 minutes due to the availability. Two widely used metrics are applied between the multi-step prediction and the ground truth for evaluation: Mean Absolute Error (MAE), and Root Mean Squared Error (RMSE).

5.2 Performance Comparison

5.2.1 Superiority of ST-GFSL over Baselines. First, we compare the performance of ST-GFSL with a series of baselines on four datasets:

- **HA**: Historical Average, which formulates the traffic flow as a seasonal process, and uses average of previous seasons as the prediction.
- **ARIMA**: Auto-regressive integrated moving average is a well-known model that can understand and predict future values in a time series.
- **Target-only**: Directly training the model on few-shot data in target domain.
- **Fine-tuned (Vanilla)**: We first train the model on source datasets, and then fine-tune the model on few-shot data in target domain.
- **Fine-tuned (ST-Meta)**: Compared with “Fine-tuned (Vanilla)” method, we combine the proposed parameter generation based on meta knowledge to generate non-shared parameters for the model.
- **AdaRNN** [29]: A state-of-the-art transfer learning framework for non-stationary time series. This paper aims to reduce the distribution mismatch in the time series to learn an adaptive RNN-based model.
- **MAML** [14]: Model-Agnostic Meta Learning (MAML), a superior meta-learning method that trains a model’s parameters such that a small number of gradient updates will lead to fast learning on a new task.

Table 1 shows the performance comparison under various methods. We make the following observations: (1) Our proposed framework ST-GFSL obtains the best results on multiple datasets in both short-term and long-term predictions, demonstrating the superiority of our method. (2) In respect of AdaRNN, it performs better on some indicators, especially the mid- and long-term prediction on METR-LA dataset. The possible reason is that METR-LA is a relatively small-scale dataset with only 207 sensor nodes, and there is a strong temporal correlation between nodes. The AdaRNN’s design for temporal covariate shift makes it have a better performance in long-term prediction. However, AdaRNN is unstable when adapting to other cities (e.g. PEMS-BAY), and the experiment performance fluctuates greatly on different datasets. (3) For two fine-tuning methods, Fine-tuned (ST-Meta) based on parameter generation has a significant improvement compared to vanilla method. The results imply that our proposed non-shared parameters can better extract spatio-temporal features across the cities. (4) MAML shows good performance in the experiment. Meanwhile, MAML can be regarded as an ablation study of ST-GFSL, which will be further discussed in Section 5.3.

5.2.2 ST-GFSL for different feature extractors. ST-GFSL is a model-agnostic framework. In order to verify the versatility of the framework and further improve the prediction performance from STNN model aspect, we apply some advanced spatio-temporal data graph learning algorithms to our ST-GFSL framework. At the same time, we also train the following model directly on few-shot data in target domain to compare these two methods:

- **TCN** [23]: 1D dilated convolution network-based temporal convolution network.
- **STGCN** [21]: Spatial convolution network, which combines graph convolution with 1D convolution.
- **GWN** [1]: A convolution network structure combines graph convolution with dilated casual convolution and a self-adaptive graph.

Figure 4 shows the performance of different feature extractors on Didi-Shenzhen and METR-LA datasets. STGCN and Graph WaveNet, as the representative work of traffic speed prediction, still maintain their strong feature extraction capabilities under the ST-GFSL framework. Compared with direct training on few-shot
Table 1: Performance comparison of few-shot learning on four traffic speed datasets. In each column, the best results are highlighted in bold and grey, and the second best is underlined.

| Baselines | PEMS-BAY Dataset | METR-LA Dataset |
|-----------|------------------|-----------------|
|           | MAE (↓)          | RMSE (↓)        | MAE (↓)          | RMSE (↓)        |
|           | 5 min | 10 min | 30 min | 60 min | 10 min | 30 min | 60 min | 5 min | 10 min | 30 min | 60 min |
| HA        | 4.373 | 4.373 | 4.373 | 6.745 | 6.745 | 6.745 | 6.021 | 6.021 | 6.021 | 9.483 | 9.483 | 9.483 |
| ARIMA     | 2.019 | 2.307 | 2.429 | 3.929 | 4.648 | 5.360 | 2.900 | 3.058 | 3.369 | 4.179 | 5.279 | 7.670 |
| Target-only | 1.556 | 1.920 | 2.368 | 3.092 | 4.043 | 5.153 | 2.740 | 3.229 | 3.860 | 4.924 | 6.118 | 7.417 |
| Fine-tuned (Vanilla) | 1.823 | 2.166 | 2.590 | 3.434 | 4.280 | 5.276 | 2.757 | 3.277 | 3.900 | 4.883 | 6.123 | 7.413 |
| Fine-tuned (ST-Meta) | 1.371 | 1.791 | 2.277 | 2.699 | 3.747 | 4.920 | 2.647 | 3.188 | 3.800 | 4.368 | 5.759 | 7.110 |
| AdaRNN [29] | 1.248 | 1.928 | 2.749 | 2.084 | 3.796 | 5.725 | 2.513 | 2.897 | 3.122 | 4.298 | 5.567 | 6.732 |
| MAML [14] | 1.081 | 1.600 | 2.141 | 1.906 | 3.291 | 4.708 | 2.405 | 2.960 | 3.639 | 4.159 | 5.710 | 7.124 |
| ST-GFSL (ours) | 1.073 | 1.560 | 2.073 | 1.865 | 3.180 | 4.584 | 2.355 | 2.896 | 3.557 | 4.099 | 5.588 | 6.961 |

| Baselines | Didi-Chengdu Dataset | Didi-Shenzhen Dataset |
|-----------|----------------------|-----------------------|
|           | MAE (↓)              | RMSE (↓)              | MAE (↓)              | RMSE (↓)              |
|           | 10 min | 30 min | 60 min | 10 min | 30 min | 60 min | 10 min | 30 min | 60 min |
| HA        | 3.438   | 3.438  | 3.438  | 4.879  | 4.879  | 4.879  | 2.955  | 2.955  | 2.955  | 4.342  | 4.342  | 4.342  |
| ARIMA     | 2.825   | 3.305  | 4.317  | 3.889  | 4.253  | 5.597  | 2.888  | 3.056  | 3.596  | 4.489  | 4.764  | 5.575  |
| Target-only | 2.386 | 2.700  | 3.085  | 3.516  | 4.017  | 4.569  | 2.071  | 2.454  | 2.834  | 3.154  | 3.793  | 4.422  |
| Fine-tuned (Vanilla) | 2.586 | 2.877  | 3.246  | 3.746  | 4.213  | 4.751  | 2.117  | 2.490  | 2.867  | 3.196  | 3.831  | 4.422  |
| Fine-tuned (ST-Meta) | 2.240 | 2.693  | 3.083  | 3.249  | 3.956  | 4.519  | 2.033  | 2.454  | 2.850  | 2.989  | 3.719  | 4.385  |
| AdaRNN [29] | 2.260 | 2.724  | 3.036  | 3.231  | 3.942  | 4.324  | 2.107  | 2.473  | 2.807  | 3.041  | 3.674  | 4.231  |
| MAML [14] | 2.215   | 2.599  | 2.956  | 3.215  | 3.858  | 4.399  | 1.917  | 2.330  | 2.673  | 2.825  | 3.546  | 4.158  |
| ST-GFSL (ours) | 2.188 | 2.579  | 2.927  | 3.190  | 3.820  | 4.339  | 1.890  | 2.288  | 2.644  | 2.763  | 3.477  | 4.100  |

Figure 4: Performance comparison of different feature extractors on Didi-Shenzhen and METR-LA datasets.

target domain, ST-GFSL improves the performance greatly. Especially for STGCN, direct training with few-shot samples has overfitting, which makes it impossible to predict accurately.

5.2.3 Performance across the cities. In order to explore the performance of transferring across multiple cities, we conduct experiments on different source cities, and obtain the experimental results in Figure 5. For simplicity, METR-LA dataset is denoted as “M”, PEMS-BAY dataset is denoted as “P”, Didi-Chengdu dataset is denoted as “C”, and Didi-Shenzhen dataset is denoted as “S”.

As shown in Figure 5(a), in Step #1, only use Didi-Chengdu dataset as the source city obtain the best performance. In Step #3 and Step #6, the best results are obtained by transferring the knowledge of three cities. In the short-term prediction, since Shenzhen and Chengdu are both first tier cities in China, they have more similar spatio-temporal characteristics. In long-term prediction, the knowledge transfer of multiple cities can help better predict long-term correlations. For METR-LA dataset, better performance is usually achieved when “P+S” is used as the source domain. In Step #3, the best performance can be obtained by using all datasets.
5.3 Ablation Study
In this section, we verify the effectiveness of each module in ST-GFSL through ablation study. First of all, we only use time domain features (M1a) or only spatial domain features (M1b) as meta knowledge for parameter generation. We can see that the performance has decreased to a certain extent, which proves that the spatio-temporal joint features are more accurate for parameter generation. It is worth noting that the short-time prediction of METR-LA datasets achieves the best performance by using only temporal meta knowledge. This is because its temporal characteristics are more prominent. Furthermore, we directly use trainable random parameters to replace the learned spatio-temporal features (M1c). Since the spatio-temporal attributes are not explicitly defined, it is difficult for the random initialized vector to capture the complex and dynamic characteristics, so the performance has been greatly reduced. When we remove the parameter generator directly (M2), it degenerates into a vanilla neural network model trained by proposed ST-GFSL framework. Compared with the non-shared model parameters generated by meta knowledge, the performance has more degradation. When we subtract the graph reconstruction loss function during the training process (M3), the model has a severe performance degradation. The reason lies in that meta knowledge is not only expected to be able to extract effective spatio-temporal features, but more importantly, these features are compatible with structural information and can be generalized to more scenarios.

5.4 Case Study
In order to further explore the influence of graph reconstruction loss in cross-city knowledge transfer, we perform visual analysis on the original adjacency matrix and reconstructed ST-Meta graph. For clarity, we select the adjacency relationship of the first 30 nodes as shown in Figure 6. It can be seen that in the process of graph reconstruction, some key structural relationships (represented by red boxes in the figure) are better reconstructed. This shows that the proposed ST-meta graph reconstruction achieves expected effects, and it greatly improves the prediction performance by avoiding structural deviation as shown in the ablation study. Indeed, in the process of knowledge transfer learning across multiple cities, some structural information has not been well captured. This is a great challenge in graph data transfer learning, i.e., how to avoid structure deviation among multiple source datasets, which will become our future work.

5.5 Hyperparameter Analysis
We select the hyperparameters by analyzing the experimental results as shown in Figure 7. (1) We change the dimension of meta knowledge $d_{MK}$. The dimension of meta knowledge directly affects the efficiency of parameter generation. Overall, when $d_{MK} = 16$, there are better performance results in both short and long-term prediction. (2) Besides, the trade-off between the two loss functions is an important consideration. By observing the changes of two loss functions, we set $\lambda$ to change from 0.5 to 2.0 in the hyperparameter experiments. When we set $\lambda > 1$, we can often get better results, which also reflects the importance of graph reconstruction loss. (3) In the experiment, we all use 3-days target domain data as few-shot samples. When we adjust from 1 day to 7 days, the improvement of model performance is gradually significant in general.

6 CONCLUSION
In this paper, we first propose a spatio-temporal graph few-shot learning framework called ST-GFSL for cross-city knowledge transfer. Non-shared feature extractor parameters based on node-level meta knowledge improve the effectiveness of spatio-temporal representation on multiple datasets and transfer the cross-city knowledge via parameter matching from similar spatio-temporal meta knowledge. ST-GFSL integrates the graph reconstruction loss to achieve structure-aware learning. Extensive experimental results in the running case of traffic speed prediction demonstrate the superiority of ST-GFSL over other baseline methods. Besides traffic speed prediction, ST-GFSL could be applied to other few-shot scenarios equipped with spatio-temporal graph learning, such
as taxi demand prediction in different cities, indoor environment monitoring in different warehouses, etc. In the future, we will further explore the problem of structure deviation in knowledge transfer among graph data.
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A APPENDIX

To support the reproducibility of the results in this paper, we have released our code and data. Our implementation is based on torch 1.8.1, and torch-geometric 1.7.2. All the evaluated models are implemented on a server with two CPUs (Intel Xeon E5-2630 × 2) and four GPUs (NVIDIA GTX 2080 × 4). Here, we detail the datasets, evaluation metrics, baselines, and the training settings of ST-GFSL.

A.1 Datasets

We take four public dataset of traffic flow for evaluation. We adopt the same data preprocessing procedures in literature. In all those datasets, we apply Z-Score normalization for data preprocessing. The missing values are filled by the linear interpolation. To construct the road network graph, each traffic sensor or road segment is considered as a vertex and we compute the pairwise road network distances between sensors. The adjacency matrix of the nodes is constructed by road network distance with a thresholded Gaussian kernel. The detailed information of each dataset is shown in Table 3.

| Datasets     | METR-LA | PEMS-BAY | Didi-Chengdu | Didi-Shenzhen |
|--------------|---------|----------|--------------|---------------|
| # Nodes      | 207     | 325      | 524          | 627           |
| # Edges      | 1,722   | 2,694    | 1,120        | 4,845         |
| Interval     | 5 min   | 5 min    | 10 min       | 10 min        |
| Time span    | 34,272  | 52,116   | 17,280       | 17,280        |
| Mean         | 58.274  | 61.776   | 29.923       | 31.001        |
| Std          | 13.128  | 9.285    | 9.662        | 10.969        |

- **METR-LA** [27]: Traffic data are collected from observation sensors in the highway of Los Angeles County. We use 207 sensors and 4 months of data dated from 1st Mar 2012 until 30th Jun 2012 in the experiment. The readings of the sensors are aggregated into 5-minutes windows.
- **PEMS-BAY** [27]: PEMS-BAY dataset contains 6 months of data recorded by 325 traffic sensors ranging from January 1st, 2017 to June 30th, 2017 in the Bay Area.
- **Didi-Chengdu** [28]: Traffic index dataset of Chengdu, China, provided by Didi Chuxing GAIA Initiative. We select data from January to April 2018, with 524 roads in the core urban area of Chengdu. The data collection interval is 10 minutes.
- **Didi-Shenzhen** [28]: Traffic index dataset of Shenzhen, China, provided by Didi Chuxing GAIA Initiative. We select data from January to April 2018, and it contains 627 roads in downtown Shenzhen. The data collection interval is 10 minutes.

A.2 Evaluation Metrics

To verify the effectiveness of the proposed algorithm, we evaluate the results of multi-step prediction. Two widely used metrics are applied between the multi-step prediction \( \hat{y} \) and the ground truth \( y \) for evaluation: Mean Absolute Error (MAE), and Root Mean Squared Error (RMSE).

\[
\text{MAE}(y, \hat{y}) = \frac{1}{N} \sum_{i=1}^{N} |\hat{y}_i - y_i|.
\]

\[
\text{RMSE}(y, \hat{y}) = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (\hat{y}_i - y_i)^2}.
\]

A.3 Baselines

The details of the baselines are as follows. We can divide the above compared baselines into two categories: non-transfer methods and transfer methods. Non-transfer methods (HA, ARIMA, Target-only) only use the few-shot training data in target city. The rest are transfer methods, and these methods transfer the knowledge learned from multiple source datasets. Since AdaRNN uses GRU model for feature extraction, in order to maintain the fairness and consistency of comparison, other deep learning methods also use GRU model as feature extractor.

- **HA**: Historical Average, which formulates the traffic flow as a seasonal process, and uses average of previous seasons as the prediction. We use the few-shot sample of target city to calculate the average traffic speed of each node in one day, and use this as the baseline to predict the future values.
- **ARIMA**: Auto-regressive integrated moving average is a well-known model that can understand and predict future values in a time series. The model are implemented using the statsmodel python package. The orders are (3,0,1).
- **Target-only**: We directly use the few-shot training samples of target domain to train the model, without utilizing the training data of other source cities for knowledge transfer.
- **Fine-tuned (Vanilla)**: We first train the model on source datasets, and then fine-tune the model on few-shot data in target domain. Here we used all the multiple source cities for training.
- **Fine-tuned (ST-Meta)**: Compared with “Fine-tuned (Vanilla)” method, we combine the proposed parameter generation based on meta knowledge to generate non-shared parameters for the model.
- **AdaRNN** [29]: A state-of-the-art transfer learning framework for non-stationary time series. This paper aims to reduce the distribution mismatch in the time series to learn an adaptive RNN-based model. In the experiment, we predict each node independently, and the traffic speed of a single node can be analyzed as a typical time series as the setting in AdaRNN.
- **MAML** [14]: Model-Agnostic Meta Learning (MAML), a superior meta-learning method that trains a model’s parameters such that a small number of gradient updates will lead to fast learning on a new task. It learns a better initialization model from multiple tasks to supervise the target task.

A.4 Training settings

In the experiment, we use \( T = 12 \) historical time steps to predict the traffic speed of the next \( M = 6 \) time steps. Due to different time resolutions, Didi-Shenzhen and Didi-Chengdu datasets will predict the results in the next 60 minutes, while METR-LA and PEMS-BAY datasets will predict the next 30 minutes. The ST-GFSL...
framework is trained by Adam optimizer with learning rate decay in both inner loop and outer loop. In ST-Meta Learner, the number of GAT is set to 2, and the the GRU layer is set to 1. Totally, there are several important hyperparameters in our model, and we set them as: the dimension of meta knowledge $d_{MK} = 16$, task learning rate $\alpha = 0.01$, meta-training rate $\beta = 0.001$, task batch number $\|T\| = 5$, and sum scale factor of two loss function $\lambda = 1.5$.

In order to compare the performance of different feature extractors in the ST-GFSL framework, we also used three advanced models in this paper, which are described in detail as follows:

- **TCN [23]**: 1D dilated convolution network-based temporal convolution network. We used the addition of two TCN models as the feature extractor. The size of the dilated convolution kernel is set to 2 and 3 respectively.
- **STGCN [21]**: Spatial temporal graph convolution network, which combines graph convolution with 1D causal convolution. The layer of STGCN block is set to 2, and use one-layer FC as the multi-step predictor.
- **GWN [1]**: A convolution network structure combines graph convolution with dilated casual convolution, which introduces a self-adaptive graph to capture the hidden spatial dependency. The block of GWN is set to 4, and the layer of GWN blocks is set to 2.