The halo mass function and filaments in full cosmological simulations with fuzzy dark matter
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ABSTRACT
Fuzzy dark matter (FDM) is a dark matter candidate consisting of ultra-light scalar particles with masses around \(10^{-22}\) eV/c\(^2\), a regime where cold bosonic matter behaves as a collective wave rather than individual particles. It has increasingly attracted attention due to its rich phenomenology on astrophysical scales, with implications for the small-scale tensions present within the standard cosmological model, \(\Lambda\)CDM. Although constraints on FDM are accumulating in many different contexts, very few have been verified by self-consistent numerical simulations. We present new large numerical simulations of cosmic structure formation with FDM, solving the full Schrödinger–Poisson (SP) equations using the \texttt{AxCX} code, which implements a pseudo-spectral numerical method. Combined with our previous simulations, they allow us to draw a four-way comparison of matter clustering, contrasting results (such as power spectra) for each combination of initial conditions (FDM vs. CDM) and dynamics (Schrödinger–Poisson vs. \(N\)-body). By disentangling the impact of initial conditions and non-linear dynamics in this manner, we can gauge the validity of approximate methods used in previous works, such as ordinary \(N\)-body simulations with an FDM initial power spectrum. Due to the comparatively large volume achieved in our FDM simulations, we are able to measure the FDM halo mass function from full wave simulations for the first time, and compare to previous results obtained using analytic or approximate approaches. We find that, due to the cut-off of small-scale power in the FDM power spectrum, haloes are linked via continuous, smooth, and dense filaments throughout the entire simulation volume (unlike for the standard \(\Lambda\)CDM power spectrum), posing significant challenges for reliably identifying haloes. We also investigate the density profiles of these filaments and compare to their \(\Lambda\)CDM counterparts.
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1 INTRODUCTION
A number of tensions between theory and observations on small cosmological scales, such as the ‘cusp–core problem’, the ‘missing satellite problem’, or the ‘too-big-to-fail problem’ (Weinberg et al. 2015; Del Popolo & Le Delliou 2017; Boylan-Kolchin et al. 2011) have sometimes raised questions about the validity of the ‘standard cosmological model’ based on cold dark matter and a cosmological constant (\(\Lambda\)CDM), which has otherwise been extremely successful in describing a wide variety of cosmological observations across a broad range of physical scales (e. g. Frenk & White 2012; Bull et al. 2016). Distinguishing effects due to baryonic physics from genuine failures of \(\Lambda\)CDM has proven to be a significant challenge, however (e. g. Santos-Santos et al. 2020; Grand et al. 2021; Sales et al. 2022). Further, cold dark matter (CDM) as a model only makes predictions in the context of cosmology, with countless possible implementations of galaxy formation physics (see Vogelsberger et al. 2020, for a recent review).

Although large-scale structure studies have solidified the correspondence of observations with the behaviour of CDM, dark matter models can still deviate on less well constrained, smaller (i. e. galactic) scales. In this regard, fuzzy dark matter (FDM) offers a wide range of new phenomena which have an impact on some of the ‘small-scale problems’ (see e. g. Marsh 2016; Hui et al. 2017; Niemeyer 2020; Hui 2021; Ferreira 2021, for reviews). Due to the small particle masses, interesting wave effects occur which are unique to this class of dark matter models. Early numerical simulations have already shown that ultra-light scalars form cores in the centres of dark matter haloes (Schive et al. 2014), possibly explaining observed dwarf galaxy rotation curves (but see Burkert 2020). In addition, the cut-off in the FDM transfer function, suppressing small-scale power in a similar fashion as warm dark matter (WDM), has the potential to solve issues like the ‘missing satellite problem’. In a sense, FDM combines properties similar to the features of WDM (suppression on small scales) and self-interacting dark matter (SIDM) (cored density profiles) with respect to the small-scale challenges mentioned above (Bo兆sky et al. 2019; Tulin & Yu 2018).

However, FDM also exhibits a number of additional unique phenomena. Objects other than cores, such as quantized vortices, are another differentiating feature with interesting prospects for detection (Hui et al. 2021), and relative fluctuations of order one in the density field at the scale of the FDM wavelength can have a strong impact on visible matter e. g. through dynamical heating. Furthermore, light (pseudo-)scalar particles are a common feature of theories in
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particle physics, from the original axion in quantum chromodynamics (QCD) to a plethora of axion-like particles predicted by unified and early-universe theories such as string theories (Marsh 2016).

After FDM garnered great interest due to motivation from astrophysics and particle physics, as summarised above, constraints on the mass $m$ of the scalar particles at values around $m c^2 \gtrsim 10^{-21}$ eV accumulated using many different contexts and observables for some time (Ferreira 2021). It has turned out that the scaling relations of FDM halo cores are difficult to reconcile with observations when assuming a single value for the particle mass $m$ (Burkert 2020), and although this does not rule out FDM as a dark matter candidate by itself, it does weaken its motivation as a possible solution to the ‘cusp–core problem’. Relatedly, recent results from dynamical models (Hayashi et al. 2021; Zoutendijk et al. 2021). However, these analyses do not take the significant scatter in the FDM core–halo mass relation, discovered in cosmological simulations, into account (Chan et al. 2022), which would weaken these bounds. A very recent result from Dalal & Kravtsov (2022), claiming $m c^2 \gtrsim 3 \times 10^{-19}$ eV due to the heating effect of stellar orbits caused by potential fluctuations in FDM haloes, has more serious implications, since it does not depend on the uncertain core–halo relation.

However, most of these constraints (including the most recent) have in common that they have not yet been verified by self-consistent numerical simulations, instead relying on approximate, idealised, or simplified numerical and analytic approaches. While cosmological FDM simulations have been carried out using a variety of numerical methods, many attempts were quite limited in scope (May et al. 2018a; Laguë et al. 2021), so that the effects of FDM in (mildly) non-linear regimes of structure formation are still poorly understood compared to CDM.

Apart from an overall still lower level of research attention, an important reason impeding insight into FDM lies in the very large computational costs incurred when numerically solving the corresponding equations of motion – these costs are much higher than the ones associated with corresponding ΛCDM calculations. Due to the computational requirements, the cosmological volumes studied in simulations with the full FDM Schrödinger–Poisson (SP) dynamics have been especially limited (Woo & Chuieh 2009; Schive et al. 2014; Veltmaat et al. 2018; Mocz et al. 2020). Although recent advances in hybrid numerical techniques have made it feasible to embed simulated FDM haloes within much larger simulated boxes (Schwabe & Niemeyer 2022), the fundamental issues driving the cost in the regions where the full FDM equations of motion are treated remain. In this work, we carry out simulations that smoothly connect the regions where the full FDM equations of motion are treated remain. As mentioned above, the distinguishing feature of the FDM model is the value of the mass $m$, which is around $m c^2 \approx 10^{-22}$ eV, making this an ultra-light scalar field. This is in stark contrast to most realizations of CDM, such as weakly interacting massive particle (WIMP) models (which include scalar field dark matter models), which feature particle masses in the range of 100 GeV–TeV. A consequence of this wildly

2 THEORETICAL BACKGROUND

Fuzzy dark matter is a particular form of scalar field dark matter with an ‘unusual’ choice of the scalar field particle mass $m$. It is described by the simple scalar field action

$$S = \frac{1}{\hbar c^2} \int d^4 x \sqrt{-g} \left( \frac{1}{2} g^{\mu \nu} (\partial_\mu \phi(x)) (\partial_\nu \phi(x)) \right) - \frac{1}{2} \frac{m c^2}{\hbar^2} \phi(x)^2 - \frac{\lambda}{\hbar^2 c^2} \phi(x)^4,$$

with the metric $g^{\mu \nu}$ and its determinant $g$, a real scalar field $\phi$, its mass $m$, and a self-interaction coupling strength $\lambda$. In this most fundamental description of quantum field theory in a curved spacetime, $\phi$ is a quantum field. This action is to be understood in the context of quantum field theory in a curved spacetime, i.e. $\phi$ is a (second-quantised) quantum field, although for the purposes of numerical calculations, we will only consider the ‘classical’ and non-relativistic limits. As in May & Springel (2021), we will not consider self-interactions, i.e. $\lambda = 0$.

As mentioned above, the distinguishing feature of the FDM model is the value of the mass $m$, which is around $m c^2 \approx 10^{-22}$ eV, making this an ultra-light scalar field. This is in stark contrast to most realizations of CDM, such as weakly interacting massive particle (WIMP) models (which include scalar field dark matter models), which feature particle masses in the range of 100 GeV–TeV. A consequence of this widely
different mass regime is that the FDM scalar field is better described as waves instead of individual particles, making FDM an example of a wave dark matter model, with associated striking differences in phenomenology. The reason is that, for such ultra-light values of the particle mass, the resulting particle number densities are extremely large, such that the quantum-mechanical de Broglie wavelength will be much larger than the inter-particle separation. Correspondingly, a collective wave description becomes much more appropriate than dealing with individual particles. Notice that such dark matter models require a non-thermal production mechanism to remain ‘cold’, in which case bosons (like the scalar particles of FDM) can form a Bose–Einstein condensate.

As mentioned above, we will assume non-relativistic approximations appropriate for simulations of cosmological structure formation, where all velocities are ≪ c, and the considered scales are smaller than the Hubble horizon c/H₀. Rewriting the real scalar field ϕ in terms of a complex variable ψ,

\[ \psi = \frac{1}{2} \sqrt{\frac{h^2}{m}} \text{Re} \left( \psi e^{-i \frac{\pi}{2} \hat{p}} \right) = \sqrt{\frac{h^2}{2m}} \left( \psi e^{-i \frac{\pi}{2} \hat{p}} + \psi^* e^{i \frac{\pi}{2} \hat{p}} \right), \]

and taking the non-relativistic limit in the Newtonian gauge yields the equations of motions for fuzzy dark matter, the SP equations:

\[ i\hbar \partial_t \psi(t, x) = -\frac{\hbar^2}{2m a(t)^2} \nabla^2 \psi(t, x) + \frac{m}{a(t)} \Phi \psi(t, x), \]

\[ \nabla^2 \Phi(t, x) = 4\pi G \left( \langle |\psi(t, x)|^2 \rangle^2 - \langle |\psi|^2 \rangle^2 \right), \]

where a is the cosmological scale factor, Φ is the Newtonian gravitational potential, G is Newton’s constant, and the angle brackets in \( \langle |\psi|^2 \rangle \) indicate a spatial average. These are the equations of motions whose non-linear time evolution is solved in our numerical simulations. In the above, all quantities and coordinates are given in ‘comoving’ form, to factor out the dependence on the scale factor a(t) as much as possible. Explicitly, comoving and ‘physical’ quantities are related as follows:

\[ x = a^{-1} x_{\text{phys}}, \quad \nabla = a \nabla_{\text{phys}}, \quad \psi = a^{1/2} \psi_{\text{phys}}, \quad \Phi = a \Phi_{\text{phys}}. \]

As we have assumed a production mechanism that can be described as a Bose–Einstein condensate, with almost all of the scalar particles in their quantum-mechanical single-particle ground states and large number densities, we can make use of the mean field approximation, also called the ‘classical’ limit or wave limit, where the particles behave collectively and coherently. The ‘wave function’ ψ in eq. (3), which is now simply a complex number-valued function (instead of a quantum field), is then understood as the single macroscopic amplitude of the FDM waves, with the mass density given by

\[ \rho = m |\psi|^2. \]

This is why FDM is often called a ‘classical theory’.²

As in quantum mechanics, or generally for diffusion equations, eq. (3) obeys the continuity equation

\[ \partial_t \rho + \nabla \cdot \rho \mathbf{v} = 0, \]

with the momentum density

\[ \rho \mathbf{v} = \frac{\hbar}{2m} \left( \psi^* \nabla \psi - \psi \nabla \psi^* \right). \]

The momentum density \( \rho \mathbf{v} \) can also be used to define the bulk peculiar velocity field \( \mathbf{v} \), although this is problematic in the case of \( \rho = 0 \). Separating the complex wave amplitude \( \psi \) into its absolute value \( \sqrt{\rho}/m \) and complex phase \( \theta \),

\[ \psi = \sqrt{\frac{\rho}{m}} e^{i \theta}, \]

yields a simpler form of eq. (8):

\[ \mathbf{v} = \frac{\hbar}{m} \nabla \theta, \]

i.e. the velocity is given by the gradient of the wave amplitude’s phase.

Again, however, this is ill-defined when \( \psi = \rho = 0 \), in which case the phase \( \theta \) is undefined. It should be noted that due to the presence of wave interference, the case \( \psi = 0 \) is actually quite common (occurring wherever destructive interference takes place) and cannot be neglected as perhaps for non wave-like dark matter models.

In addition to the mass (as implied by the continuity equation, eq. (7)), the total energy, given by

\[ E = \int d^3 x \left( \frac{\hbar^2}{2m a(t)^2} \left| \nabla \psi \right|^2 + \frac{1}{2} \Phi |\psi|^2 \right) \]

\[ = \int d^3 x \frac{\hbar^2}{2m} (\nabla \sqrt{\rho})^2 + \int d^3 x \frac{1}{2} \rho \mathbf{v}^2 + \int d^3 x \frac{1}{2} \rho \Phi \]

\[ = T_p + T_v + V \]

is conserved (Mocz et al. 2017). The kinetic energy \( T_p \) and \( T_v \), is made up of the ‘bulk’ kinetic energy \( T_v \), and a gradient energy term \( T_p \), while \( V \) is the standard gravitational potential energy.

The separation of the wave amplitude into two real variables and their connection with the density (6) and velocity (10) allows a hydrodynamical interpretation analogous to that of Madelung (1927) in quantum mechanics, although its validity is problematic for destructive interference. FDM’s resistance against gravitational collapse on small scales, which can be interpreted as an analogue to the Heisenberg uncertainty principle in the SP formulation, then manifests itself as an explicit additional ‘quantum pressure’ appearing in the analogue of the hydrodynamical Euler equation.

There are two important length scales which serve as indicators of FDM wave phenomena, both of which are determined by the constant \( \Omega m \), which is the only independent parameter in the equations of motion, eqs. (3) and (4). The first is the de Broglie wavelength

\[ \lambda_{\text{dB}} = \frac{2\pi \hbar}{mv}, \]

which has the same meaning as in quantum mechanics and indicates the length scale on which density fluctuations of order one occur. The second is the FDM analogue of the Jeans length. In linear perturbation theory, this is the length scale where the gravitational attraction balances the ‘quantum pressure’ resisting collapse, such that perturbations on larger scales grow, while smaller ones oscillate. Expressed as a wave number \( k_J \), this is (Hu et al. 2000)

\[ k_J = \sqrt{\frac{6 \Omega m}{1 + \frac{z}{H_0}}} \frac{1}{\sqrt{H_0/\bar{H}}} \]

as a function of the redshift \( z \), with the Hubble parameter \( H_0 \), and the cosmic matter density parameter \( \Omega_m \).
3 NUMERICAL METHODOLOGY

Our numerical simulations are performed using the same setup as in May & Springel (2021). We present two types of simulations: (1) FDM simulations using the AxrREPO code\(^5\) first introduced in May & Springel (2021), which is implemented as a module in AREPO (Springel 2010) and numerically solves the SP equations, eqs. (3) and (4), using a pseudo-spectral method, and (2) ‘standard’ \(N\)-body CDM simulations using the unmodified AREPO code, which implements the TreePM numerical method to solve the Vlasov–Poisson equations. For each type of simulation, we additionally compare and contrast two different kinds of ICs, corresponding to an FDM or CDM universe (see section 3.1).

As in our previous work, the simulation volume consists of a cubic box of side length \(L\) with periodic boundary conditions, sampling the matter distribution in the universe. The box is filled with dark matter (FDM or CDM) whose average comoving density is the cosmic mean background matter density

\[
\langle \rho \rangle = \rho_{\text{m}} = \frac{\Omega_{\text{m}} \rho_{\text{crit}}}{\Omega_m} = \frac{3H_0^2}{8\pi G}. \tag{14}
\]

In the FDM case (pseudo-spectral SP solver), the fields \(\psi\) (‘wave function’) and \(\Phi\) (‘potential’) are discretised on a uniform Cartesian grid with \(N^3\) points, enabling the use of the Fast Fourier Transform (FFT). In the CDM case, as usual, the phase space of dark matter particles is sampled using (much) more massive ‘simulation particles’, whose trajectories are evolved using Newtonian gravitational dynamics.

Concerning FDM SP simulations, it is important to make note of the tremendous computational requirements involved. Firstly, for the pseudo-spectral method, ensuring the absence of ‘aliasing’ in the complex exponentials imposes a restriction on the size of the time step \(\Delta t\):

\[
\Delta t < \min\left(\frac{4}{3\pi} \frac{m}{h} a^2 \Delta x^2, \frac{2\pi}{m} a \frac{1}{|\Phi_{\text{max}}|}\right), \tag{15}
\]

where \(\Delta x = L/N\) is the spatial grid resolution and \(\Phi_{\text{max}}\) is the maximum value of the potential. Although the exact form of eq. (15) is specific to the pseudo-spectral method, the dependence \(\Delta t \sim \Delta x^2\) seems to hold for all numerical approaches to the SP system of equations, eqs. (3) and (4), and serves as an illustration of the Schrödinger equation’s nature as a diffusion equation.

Secondly, a constraint on the validity of the spatial discretisation emerges from the relationship between the velocity field and the gradient of the wave function’s phase (eq. (10)), which implies that velocities \(v\) larger than a certain value \(v_{\text{max}}\) cannot be represented in a simulation with spatial resolution \(\Delta x\):

\[
v_{\text{max}} = \frac{h}{m} \frac{\pi}{\Delta x}. \tag{16}
\]

In other words, the ‘worst’ spatial resolution \(\Delta x_{\text{max}}\) that still yields acceptable results is (roughly) given by the de Broglie wavelength corresponding to \(v_{\text{max}}\):

\[
\Delta x_{\text{max}} = \frac{\pi h}{mv_{\text{max}}} = \frac{1}{2} \lambda_{\text{dB}}(v_{\text{max}}) \tag{17}
\]

\[\Leftrightarrow \Delta x < \frac{\pi h}{mv_{\text{max}}}.\]

Or, rephrasing yet again, the de Broglie wavelength must be resolved for all velocities appearing in the simulation. As with the time step criterion, similar considerations mandate resolving the de Broglie wavelength also for other numerical methods for the SP equations, yielding a similar constraint.

Combined, the time step criterion (15), \(\Delta t \sim \Delta x^2\), and the velocity criterion (17), \(\Delta x \sim 1/v\), render simulations of large cosmological objects or representative cosmological volumes prohibitively expensive. Contrary to \(N\)-body simulations, the additional requirement on the spatial resolution makes it impossible to resort to coarser, low-resolution simulations while still obtaining valid results on all (large) scales that are still resolved. Instead, a lack of sufficient resolution will affect results even on the largest scales and within the linear regime of structure formation, as shown in May & Springel (2021).

Although numerical methods have been developed for FDM which are in principle more versatile or sophisticated, such as adaptive mesh refinement (AMR) or hybrid techniques (Schwabe & Niemeyer 2022), the unique computational demands of FDM have the effect that, except for specific cases where very high resolution is desired in a small region (‘zoom-in’), these methods still suffer from the tremendous cost involved in FDM simulations. While it may be argued that a uniform grid is wasteful in regions where a lower resolution would be sufficient, the velocity criterion (17) actually imposes significant demands on resolution even in low-density regions. The pseudo-spectral method used here, although not very flexible due to its limitation to a single uniform resolution, nevertheless has the advantage of unmatched accuracy in the spatial integration (at the given level of resolution), in addition to its use of a very simple and optimized algorithm in the form of the FFT, so it is at present one of the best ways to address the unique challenges of the SP system of equations.

3.1 Initial conditions

As in May & Springel (2021), the ICs were generated at the starting redshift \(z = 1/a - 1 = 127\) using the N-GenIC code (Springel 2015), which employs the Zel’dovich approximation (or second-order Lagrangian perturbation theory) to generate a random realization of density fluctuations consistent with a prescribed power spectrum in terms of a perturbed, but otherwise regular particle distribution. We analyse and compare four different kinds of simulations (cf. section 3.2), differentiated by the solved dynamics (FDM/Schrödinger–Poisson and CDM/\(N\)-body) and the initial power spectrum (‘standard’ \(\Lambda\)CDM and ‘self-consistent’ FDM ICs with a cut-off at small scales). For each case, a different approach for the ICs was necessary:

- CDM (\(N\)-body) dynamics: In this case, the particle distribution generated by N-GenIC can simply be used directly.
- FDM (Schrödinger–Poisson) dynamics: The initial wave function is constructed using the prescription

\[
|\psi(x)| = \sqrt{\frac{\rho(x)}{m}}, \tag{18}
\]

\[
\nabla \arg(\psi(x)) = \nabla \theta(x) = \frac{m}{\hbar} \nabla v(x), \tag{19}
\]

where \(\rho\) is the matter density and \(v\) the velocity (cf. eqs. (6) and (10); Widrow & Kaiser 1993; Mocz et al. 2018; May & Springel 2021).

In this case, the random realization of the density fluctuation \(\delta(x)\) in N-GenIC is actually used without creating a particle distribution at all, in order to avoid unnecessary transformation steps. For the absolute value of the complex wave function, the correspondence to the density via eq. (18) is straightforward. The wave function’s phase requires a few more steps, with the following result using eq. (19) (in Fourier space)

\[
\mathcal{F} \left[ \theta \right](k) = -\frac{m}{\hbar} \frac{k}{k^2} \cdot \text{FFT}[v](k) \tag{20}
\]
with different resolutions – up to grid sizes of $N^3 = 8640^3$ – were performed. As before, the simulations were run until $z = 3$, where the FDM simulations should still be largely unaffected by resolution effects. Furthermore, even the largest modes in simulations of this box size would become non-linear before $z = 0$, making the reliability and benefit of evolving simulations to this point dubious in any case. A detailed list of the different simulations is given in Table 1. A visual overview showing the projected density across a slab of the simulation volume is displayed for a subset of the simulations in Fig. 1. The images readily make differences between the four different kinds of simulations we have carried out apparent, and they show the impact of different values of $m$ as well.

Most of the simulations listed in Table 1 focus on the mass values $m^2 = 3.5 \times 10^{-23}$ eV and $7 \times 10^{-23}$ eV, respectively, used in May & Springel (2021), but we also performed additional \textquote{self-consistent} FDM simulations (SP + FDM ICs) for $m^2 = 1 \times 10^{-23}$ eV, $2 \times 10^{-23}$ eV and $5 \times 10^{-23}$ eV in order to investigate the dependence of FDM phenomenology on the particle mass. For the lighter masses $1 \times 10^{-23}$ and $2 \times 10^{-23}$, the resolution (with respect to eq. (17)) is actually much better than that of the other simulations, allowing us to evolve them further in time beyond $z = 3$ (although once again with the caveat that all spatial modes eventually become non-linear). For $N$-body simulations, a very high mass resolution (large number of particles) was used when compared to most similar cosmological simulations. This was done in order to be able to measure the power spectrum down to very small scales, comparable to those accessible using a $8640^3$ grid. Due to our earlier work in May & Springel (2021) using the same parameters, it was not necessary to investigate the numerical convergence of the simulations again in detail.

Although progress has been made e. g. in hybrid methods (Schwabe & Niemeyer 2022), which do not solve the equations of motion for the full wave dynamics everywhere, our simulations remain the largest cosmological SP simulations of structure formation with FDM. The new simulations with FDM ICs allow us to perform a four-way comparison between SP and $N$-body dynamics on the one hand, and FDM and CDM ICs on the other hand, and to quantify the impact of both aspects. Apart from being able to study a self-consistent FDM cosmology, this also allows us to gain insight into the extent to which FDM can be approximated (e. g.) by using $N$-body simulations with a modified initial power spectrum, and to examine the validity of previous work which took this approach (e. g. Schive et al. 2016).

### 3.3 Halo identification with suppressed small-scale power

In order to identify dark matter haloes, the friends-of-friends (FoF)-like halo finder developed in May & Springel (2021), which is able to work on a Cartesian grid, was used. Instead of a linking length for particle distances, this grid-based halo finder uses a density threshold as an analogous parameter. Only grid cells above the given overdensity threshold are considered, and they are always linked if they are adjacent.

While this approach worked very well for SP simulations with CDM-like ICs and an overdensity threshold of $60 \rho_m$, the results with FDM ICs were very different. In this case, haloes are linked via continuous, smooth, dense filaments throughout the entire simulation volume. The central densities of these filaments exceed the threshold value of $60 \rho_m$, leading to much larger regions of space being linked by the halo finder than intended. Indeed, as illustrated in Fig. 2, the largest FoF group traces a network of filaments and spreads across the entire simulation box, incorporating numerous haloes and filaments. This has dire consequences for the endeavour of actually identifying...
Figure 1. Projected dark matter densities along a thin (100 $h^{-1}$ kpc) slice in cosmological box simulations for different dynamics (FDM/SP, left column; or CDM/$N$-body, right column) and ICs (FDM or CDM, rows), for box sizes $L = 10 h^{-1}$ Mpc at $z = 3$. 
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Figure 2. Projected dark matter density and volume rendering (different viewing angle) showing the largest FoF group using a halo finder overdensity threshold of $60\rho_m$ (top row), and $100\rho_m$, $200\rho_m$, and $300\rho_m$ (bottom row) in a cosmological box simulation of FDM at $z = 3$ with box size $L = 10 \, h^{-1} \, \text{Mpc}$, grid size $N^3 = 8640^3$, FDM mass $m_c = 7 \times 10^{-23} \, \text{eV}$, and FDM ICs. The areas marked in red/orange in the projections and shown in the volume rendering indicate regions spanned by the largest FoF group identified by the halo finder using the given overdensity threshold.

individual haloes: Because each FoF group is counted at most as a single halo, the largest group subsumes many haloes and thus leads to a severe under-counting. As shown in Fig. 3, the resulting HMF shows very few or even no haloes at all across wide mass ranges.

In order to break the filamentary links between haloes, it was necessary to use a higher value for the overdensity threshold. Although the FoF groups are smaller as a consequence, encompassing only the denser inner parts of haloes, this removes the filaments, which do not typically reach such high densities, from the groups. Empirically, we arrived at using a value of $300\rho_m$ to reliably prevent spurious connections between and merging of FoF groups (cf. Fig. 3).

However, this countermeasure invokes another problematic effect: Now, FoF groups are broken up into many small parts which do not all correspond to actual and reasonably complete haloes. Fig. 3 shows how increasing the group finder’s threshold leads to an ever larger proliferation of low-mass objects in the HMF. Clearly, these objects are spurious artefacts, since, as visible in Fig. 3, their number keeps increasing with the threshold parameter, eventually even exceeding the CDM IC case, which can be viewed as an upper limit for the HMF expected for FDM ICs.

On visual inspection of a sample of these objects, it turned out that the vast majority of them are localized density fluctuations arising from the wave nature of FDM, e.g. in the form of constructive interference fringes, which can reach very high densities. The top panel of Fig. 4 shows how a large number of transient interference maxima is erroneously identified as haloes. Although the same patterns are present in the FDM simulations with CDM ICs, the lower threshold value of $60\rho_m$ ensured that these objects remained connected to haloes within a single FoF group.

In the end, filtering this set of FoF groups using a gravitational binding criterion proved necessary and successful for reliably identifying haloes. To this end, we compute the ‘self-potential’ of each FoF group within $R_{200}$, i.e. the gravitational potential $V_s$ generated only.
by the matter within $R_{200}$.\(^8\)

$$V_s = -\frac{1}{2} \sum_{i \neq j} \frac{G m_i m_j}{|r_i - r_j|},$$

as well as the kinetic energy $T_v$ in the group’s center-of-mass frame using eq. (8) and the gradient energy $T_\rho$, and excluded any FoF group which did not meet the binding criterion

$$E = T_v + T_\rho + V_s < 0,$$

cf. eq. (11). This reliably excludes the gravitationally unbound, transient wave interference patterns.

It should be noted that the computation of velocities from the complex wave amplitude $\psi$ using the gradient of the phase as in eq. (10) is not straightforward. Not only is it the phase a periodic variable, making it necessary to take into account wrap-arounds at $2\pi$ when computing gradients, but it is also undefined in regions of destructive interference, where $\rho \to 0$. In the end, we found the most robust method to be using the (equivalent) definition via the momentum density in eq. (8). Not only does this avoid the treatment of the periodic phase variable, but it is also well-defined even for $\rho = 0$, preventing pathological cases (extremely large velocities) when computing the numerical derivative. Although obtaining the velocity from the momentum density requires dividing by $\rho$, the results of this procedure turn out to be much more well-behaved in practice.

Finally, in addition to the above, we enforced a stricter cut on the virial ratio $-2T/V$ in the form of

$$-2T/V_s < 1.6$$

in order to eliminate a number of objects which were clearly highly perturbed objects and not reasonably relaxed haloes.\(^9\) Similar cuts are regularly applied in CDM models when density profiles of haloes are studied (e.g. Neto et al. 2007). These objects are distinct from the wave interference phenomena, and instead could be called very high-density filamentary structures, arising from the lack of power on small scales in the FDM ICs case. Their high virial ratios indicate that, while gravitationally bound, they have not reached a virialised state. In contrast, for CDM, such filaments do not remain smooth, but fragment into (sub-)haloes down to the smallest scales. Examples of both kinds of non-halo objects are shown in Fig. 4.

Fig. 5 shows the virial ratios for FoF groups in an FDM simulation as a function of $M_{200}$ (determined using a spherical overdensity algorithm). Although a virial ratio of $\approx 1$, corresponding to $2T \approx |V|$, would be expected for virialised objects, there is a significant bias of many objects around $-2T/V_s \approx 1.2$. Indeed, this effect has been observed for CDM haloes in $N$-body simulations as well (Bett et al. 2007; Neto et al. 2007), and seems to be due to the definition of the self-potential, which neglects the contribution from a possible

---

\(^8\) The self-potential calculation was here done using direct summation, approximating each grid cell as a point particle for simplicity, which is accurate up to hexadecapole order in the multipole expansion (Barnes & Hut 1989).

\(^9\) Since eq. (24) corresponds to $-2T/V_s < 2$, eq. (25) automatically enforces gravitational binding as well.
large-scale tidal field (Stücker et al. 2021). A more sophisticated approach, such as the ‘boosted potential binding check’ from Stücker et al. (2021), can potentially improve the results, but was not necessary in our case, perhaps due to the low number of remaining haloes after selection, which allows for easy manual inspection of the end result. Notably, these problems of (1) enormous FoF groups, linked by smooth filaments, stretching across 10s of Mpc, and (2) additional, non-virialised structures identified by the halo finder, have been encountered in N-body simulations of WDM before (Angulo et al. 2013; Stücker et al. 2021, esp. figs. 2 and 4). There have also been speculations that stars themselves may form in WDM filaments (Gao & Theuns 2007), giving rise to a qualitatively different mode of galaxy formation compared to CDM.

4 FOUR-WAY COMPARISON OF THE POWER SPECTRUM

The matter power spectrum is a crucial measure of matter clustering at different length scales. For ΛCDM, even including baryonic effects, its behaviour and temporal evolution have been determined rather accurately using numerical simulations (e.g. Jenkins et al. 1998; Hellwing et al. 2016; Springel et al. 2018). For FDM, linear structure formation is scale-dependent even in linear perturbation theory, with a suppression at scales smaller than the FDM Jeans length $\lambda_J = 2\pi/ k_J$ (13), and even during non-linear evolution on scales where the wave nature of FDM is relevant, i.e. at or below the de Broglie wavelength $\lambda_{dB}$ (12). Intuitively, this can be understood as a consequence of the analogue of the Heisenberg uncertainty principle (Schrödinger formulation), or, equivalently, the presence of the so-called ‘quantum pressure’ (Madelung fluid formulation).

Combined with our previous results (May & Springel 2021), our new simulations with FDM ICs, using both SP and N-body solvers, allow us to draw a four-way comparison of observables, contrasting results for each combination of ICs (FDM vs. CDM) and dynamics (SP/FDM’ vs. N-body/CDM’). Although only two of the four cases are strictly self-consistent in a physical sense (namely, FDM and CDM with their corresponding ICs), this approach allows us to disentangle the two essential physical differences distinguishing FDM from CDM in cosmological numerical simulations: the initial conditions and the dynamics on small scales. This is particularly relevant to evaluate to what extent approximate methods, such as the use of N-body simulations with an FDM initial power spectrum (Schive et al. 2016; Mocz et al. 2020), can yield reasonable results.

In Fig. 6, we show the measured matter power spectra for both FDM and CDM cases, where simulations with $m_c^2 = 7 \times 10^{-23}$ eV are used to represent FDM. The solid lines (CDM ICs) correspond to the results from May & Springel (2021), whereas the dashed lines are the new simulations with FDM ICs added in this work. Reassuringly, all cases accurately agree with each other and with linear perturbation theory on large scales and at early times, and it can be observed again that the onset of non-linear structure formation is delayed for FDM, and does not proceed strictly in the same bottom-up fashion as for CDM.

As a reflection of this fact, the differences between the four cases exhibit variations across time. For example, only the N-body CDM simulation significantly exceeds linear growth at redshifts below 15, although the SP CDM case has similar, mild non-linear amplification on large enough scales of $k \approx 10$ h Mpc$^{-1}$ to 20 h Mpc$^{-1}$ at $z = 15$. However, by $z = 7$, considerable non-linear enhancement is present on small scales $k \approx 5$ h Mpc$^{-1}$ in all cases.

Indeed, for $z \geq 7$, the power spectra for simulations with the same ICs track each other comparatively closely on all scales, although the SP simulations are still suppressed by some percent for $k \gtrsim 10$ h Mpc$^{-1}$. There seems to be little qualitative change in the relative evolutions of the power spectra beyond $z = 7$. Notably, for the most part during this time, the difference between SP and N-body is significantly smaller than that between the different sets of ICs, and is of similar size in both cases.

At $z = 3$, SP and N-body results drift more apart compared to earlier times ($z = 7, z = 5$). Interestingly, at this time, the relative difference between the dynamics and the ICs is now roughly the same, meaning that each of the two physical ‘ingredients’ has a similar impact at this time. Since the time evolution stops at $z = 3$, it is however unclear whether this is the onset of a new, sustained phenomenological difference or whether it is a transient, numerical artefact. Since the resolution requirements for SP grow more stringent towards later times, it is also possible that these slight relative changes in the power spectra are the first hints of resolution effects affecting the results.

An interesting difference for the SP simulations with different ICs is the location of the ‘bump’ on small scales, which starts to appear at $z = 7$. At the location of this bump, the small-scale power in SP simulations matches or even slightly exceeds the CDM power (for FDM ICs, the SP simulation quite significantly surpasses its N-body companion on these scales). It is commonly attributed to the presence of FDM interference patterns and granules of size $\lambda_{dB}$ (Mocz et al. 2020), which are unique to the wave nature of FDM and not present in CDM. However, curiously, there is a shift in the location of this bump for the two SP simulations, with the bump in the FDM IC case appearing on smaller scales. Following the interpretation that the bump is linked to $\lambda_{dB}$, this would imply that the FDM simulation displays more power on smaller wavelengths, which (with the other parameters being equal) would correspond to higher velocities. The physical origin of this effect remains unclear and is a subject for future investigation.
S. May and V. Springel

Figure 6. Four-way comparison of dark matter power spectra at different redshifts for cosmological FDM (wave) and CDM (N-body) simulations with FDM and CDM ICs in \( \Lambda = 10 \, h^{-1} \) Mpc boxes. The power spectrum evolved using linear perturbation theory is shown for comparison. The lower panels show the ratio of the power spectra to the CDM result (N-body simulation with CDM ICs). For \( z = 63 \), the dashed line additionally indicates the FDM Jeans scale (eq. (13)). Faint dotted lines show the shot noise limits of the \( N \)-body simulations; the power spectrum cannot be measured accurately once this limit is reached.
5 THE HALO MASS FUNCTION

The formation of gravitationally collapsed structures of dark matter, so-called haloes, is one of the most significant results of cosmic structure. In particular, haloes serve as the loci of collapse of baryonic matter and thus provide the environment for the formation and evolution of galaxies. The HMF, which is a measure of halo abundance as a function of mass, and its evolution across time, are thus critical benchmarks of a cosmological model.

While the (extended) Press–Schechter formalism (Press & Schechter 1974; Sheth & Tormen 1999) has been demonstrated to be a simple and reliable method to estimate the HMF and its evolution (depending only on the power spectrum and growth factor in linear perturbation theory), with its validity being confirmed by comparisons to non-linear N-body simulations (which has also allowed for the calibration of more accurate empirical fits, e.g. Jenkins et al. 2001; Tinker et al. 2008; Despali et al. 2016), there is no similar, simple approximation for FDM. None of the few existing (semi-)analytic estimates, such as using a Jeans-filtered power spectrum to account for the effects of ‘quantum pressure’ (Marsh & Silk 2014; Du et al. 2017), or a sharp k-space filtering in the Press–Schechter formalism with a variable cut-off (Kulkarni & Ostriker 2022), have been verified using the full non-linear SP evolution, rendering their quantitative reliability still unclear. The closest substitution of this goal thus far has been reached by comparing to the FDM HMF estimate in Schive et al. (2016), which employed the approximate technique of collisionless N-body simulations with truncated initial fluctuation spectrum (but without the full SP dynamics), similar to those we have performed in this work as well (“CDM with FDM ICs”). This type of simulation technique is also how WDM models are often computed (e.g. Lovell et al. 2014), but importantly it exhibits a number of by now well-known difficulties (Wang & White 2007), such as the creation of ‘spurious’ low-mass haloes that necessitate special removal procedures and ultimately introduce a significant source of uncertainty.

Supplementing our previous results (May & Springel 2021), our new simulations allow for a measurement of the HMF in a fully self-consistent cosmological wave simulation of FDM for the first time. For this purpose, we made use of the FoF-based grid halo finder in AxiREPO to identify collapsed structures in our SP simulations. However, as discussed in section 3.3, the cut-off in the FDM initial power spectrum actually introduces considerable complications in identifying bound structures – some of which similarly plague WDM simulations (Wang & White 2007; Angulo et al. 2013) –, which mandate the application of additional filtering steps on the initial group catalogue determined by the halo finder. When implementing them, it turns out that only a limited number of most massive haloes in the raw catalogue survive in our FDM simulation and can be considered physically robust, bound structures. Projections of these 68 haloes at $z=3$ are displayed in Fig. 7, making it clear that the majority of them exhibit a morphology in their outer parts that is quite distinct from what is typically seen in CDM simulations. In particular, the haloes are usually embedded in thick filaments that show clear patterns of interference ridges.

In Fig. 8 we show the resulting HMF for the new FDM simulations compared to the mass functions for CDM ICs. The results for the HMF make it clear that the ICs have a much stronger impact than the choice of SP or N-body dynamics. Due to the cut-off on small scales in the initial FDM power spectrum, the seeds of structure formation are suppressed, and it becomes virtually impossible for haloes below a certain mass threshold to form. While the SP dynamics also implies a threshold for the formation of virialised objects, this is drastically raised when introducing FDM ICs. Indeed, this behaviour is illustrated quite starkly by the fact that there are only 68 bound haloes in our entire simulation volume at $z=3$, whereas the SP simulation with CDM ICs contains thousands of haloes in the same (quite moderate) volume at the same time.

Although the statistics are somewhat poor due to the small number of resulting simulated haloes – despite our efforts to simulate a larger volume than has been standard for SP simulations thus far – we can measure the HMF with reasonable accuracy and arrive at an important result: There appears to be quite good agreement between the HMF measured in our fully self-consistent FDM wave simulation and the fitting function of Schive et al. (2016), which was determined from N-body simulations with an FDM power spectrum. Consistent with our conclusion above, this confirms that the ICs are the primary factor in determining the FDM HMF, and that the use of N-body simulations with filtering techniques is in principle sufficient to obtain at least an approximate estimate of the HMF in an FDM cosmology.

The (semi-)analytic estimates obtained in Du et al. (2017); Kulkarni & Ostriker (2022), on the other hand, differ from the result obtained using this technique: Both feature a steeper turnover and drop at low masses than measured in simulations, and while the former results in a similar cut-off mass, it underestimates the number of haloes for high masses and overestimates it for low masses near the cut-off, whereas the latter features a lower cut-off mass, which does not account for the presence of the lower-mass haloes we find here. Thus, compared to methods based on the extended Press–Schechter formalism, the N-body approximation seems to be the most reliable ‘simplified’ approach to the HMF so far, as it yields the best match to our measurements in full FDM simulations.

Unfortunately, given the small number of haloes present even at our final redshift $z = 3$, it is not possible for us to meaningfully study the evolution of the HMF with redshift in our simulation volume and to explicitly confirm that this conclusion also holds at other redshifts. Likewise, reliably characterising the quantitative precision of fitting functions such as those of Schive et al. (2016) will have to await FDM simulations with much larger volumes and hence better statistics.

6 FUZZY DARK MATTER FILAMENTS

Our findings concerning the stark departure of the nature of filaments in FDM compared to CDM in section 3.3, and in particular their different visual appearance of the outer parts of haloes, compelled us to further investigate FDM filaments. In Fig. 2, we provide an image of the cosmic web in FDM, which is quite unlike the more familiar structures expected for CDM, and is thus adding to this motivation. Previous results for WDM and smaller ‘proof-of-concept’ simulations of FDM have already provided hints that filaments represent another, second type of significant object when it comes to baryonic processes such as star formation (e.g. Gao & Theuns 2007; Gao et al. 2015; Mocz et al. 2020). Contrary to CDM, where filamentary structures fragment into (sub-)haloes down to the smallest scales, the filaments in these models stay intact as smooth, overdense, large-scale dark matter structures.

We have used the DsPtraSE code (Sousbie 2011; Sousbie et al. 2011) in order to attempt to identify the filaments in our FDM simulations. Unfortunately, this approach was met with technical difficulty due to computational limitations of the DsPtraSE software. In particular, the code can only operate on shared-memory architectures, with no capabilities for today’s distributed-memory parallel computing infrastructure using the Message Passing Interface (MPI) standard. This means that it is inherently limited to the amount of memory
Figure 7. Projected dark matter densities for all 68 identified haloes at $z = 3$ in a cosmological FDM simulation with box size $L = 10\,h^{-1}\,\text{Mpc}$, grid size $N^3 = 8640^3$, FDM mass $m c^2 = 7 \times 10^{-23}\,\text{eV}$, and FDM ICs. The projection depth is $2R_{200}$ for each halo.
present on a single node on a computing cluster. Gravely exacerbating the problem is the fact that the DsPaaSE algorithms are rather memory-intensive. Even with the largest amount of memory available to us on the Max Planck Computing and Data Facility (MPCDF)’s Raven system, which amounts to two terabytes, we were forced to severely ‘down-sample’ our simulated density fields in order to allow them to be processed by DsPaaSE. We note that previous work applying DsPaaSE to find filaments in large cosmological simulations, such as Galarraga-Espinosa et al. (2020), were able to avoid this problem by applying the code on a tracer field only, such as the distribution of galaxies. However, this option is not available in our case, because there are no objects (such as haloes) present in the dark matter filaments which could serve as a tracer field with appropriate sampling rate. Rather we need to identify filaments directly in the smooth dark matter density field.

In order to ensure comparability between SP (FDM) and $N$-body (CDM) simulations, we have constructed a CDM density field by binning the $N$-body particles to a Cartesian grid using cloud-in-cell (CiC) mass assignment, making the input to DsPaaSE a uniform Cartesian grid of the density field in both cases. For FDM, the original $8640^3$ grid was smoothed and scaled down by computing the means of neighbouring cells. A cut value of $60\rho_m$ was used, which is the minimum threshold difference between critical points in order for DsPaaSE to keep them. This ensures that the identified structural complex is not swamped by tiny small-scale fluctuations in the density field.

In the end, the largest grids which we could process with DsPaaSE were of size $288^3$ for our largest FDM simulation, and $260^3$ for its CDM counterpart. This of course drastically reduces the spatial resolution (to $34.7\ h^{-1}$ kpc and $38.5\ h^{-1}$ kpc, respectively), and thus cannot be expected to yield either the full population of simulated filaments or their precise locations. However, it nevertheless results in a reasonable filament catalogue which traces a good fraction of the cosmic web, as shown in Fig. 9.

While it is of course possible to investigate quantities like the radial filament density profiles even with this degraded resolution, the results are not very insightful since the identified filament lines will not generally trace the true, fully-resolved filament centres, making the computed profiles in a significant fraction of the total radial extent unreliable due to the varying offsets from the centre. In order to improve our measurement, we post-processed the filaments output by DsPaaSE by evaluating each filament segment and gradually shrinking a cylindrical region around the segment towards the centre of mass contained within the region at each step, similar to the “shrinking spheres” technique often used to determine the densest (central) point of a halo. In this case, the segments were only allowed to be offset in a direction perpendicular to themselves, in order to avoid several segments clustering around a single dense point and preserving the result of the CDM simulation.

Figure 8. Halo mass functions of cosmological FDM and CDM simulations at $z = 3$ with FDM mass $m_c^2 = 7 \times 10^{-23} \text{ eV}$, a box size of $L = 10\ h^{-1} \text{ Mpc}$ and different ICs. The HMF derived for CDM by Sheth & Tormen (1999) is shown for comparison. Different predictions for the FDM HMF from Sheth et al. (2016); Du et al. (2017); Kulkarni & Ostriker (2022) are shown using dash-dotted lines. The lower panel shows the ratios of the mass functions to the result of the CDM simulation.

Figure 9. Projected dark matter density showing the filaments identified by DsPaaSE (marked using black lines) in a cosmological box simulation of FDM at $z = 3$ with box size $L = 10\ h^{-1} \text{ Mpc}$, grid size $N^3 = 8640^3$, FDM mass $m_c^2 = 7 \times 10^{-23} \text{ eV}$ (left), and in a similar CDM simulation with $2048^3$ particles (right). In order to enable DsPaaSE to process the simulated density field, it had to be scaled down to a $288^3$ (FDM) or $260^3$ (CDM) grid.
Figure 10. Projected dark matter density for an example FDM (top) and CDM (bottom) filament. A thin grey line indicates the location as identified by DsPtraSE on the coarse grid, while the thicker white line segments show how this initial DsPtraSE output was shifted to more accurately capture the filament centre for the purposes of computing radial density profiles.

Figure 11. Filament profiles at $z = 3$ for the filaments identified by DsPtraSE in $L = 10\, h^{-1} \text{Mpc}$ cosmological box simulations of CDM (2048$^3$ particles) and FDM ($N^3 = 8640^3$, $m_{\text{c}}^2 = 7 \times 10^{-23} \text{eV}$), scaled down to 260$^3$ and 288$^3$ grids, respectively, for processing with DsPtraSE. The corresponding grid resolutions used with DsPtraSE are marked by dashed lines. Filaments identified by DsPtraSE were post-processed using the full simulation data, allowing to resolve the density profiles at much smaller distances than the resolution imposed by the DsPtraSE grids. The thin lines show a random sample of individual filament profiles, while the thick lines are the mean ("stacked") density profiles of all filaments with a total length $> 350\, h^{-1} \text{kpc}$.

The final (cylindrically) radial density profiles, both as "stacked" profiles and for a sample of individual ones, can be found in Fig. 11. It is evident that, for both FDM and CDM, filaments can reach rather high central densities. The main difference between the two is the slope and extent of the density profiles: The FDM filament density remains relatively flat and falls more slowly towards the outer regions, reaching much further outwards before dropping to the background matter density, while CDM filament profiles are relatively steep. Whereas CDM filaments on average decline around a radius of $500\, h^{-1} \text{kpc}$, FDM ones often extend beyond $1\, h^{-1} \text{Mpc}$.

In the inner regions, CDM filaments seem to reach higher central densities, although this statement should be interpreted with caution. Firstly, as mentioned before, it should not be expected that the identified filaments represent the full population present in the
Another interesting observation is that the inner FDM filament profiles are much noisier than the CDM ones. While this can be partially attributed to resolution, which leads to poor sampling rates in the small inner cylindrical shells, it could also be a hint of the wave patterns and fluctuations present with FDM.

Generally, it is clear that our procedure employed here is not the ideal way to measure dark matter filaments. However, in the absence of superior methods and tools, Fig. 11 demonstrates that it can still provide adequate results even far below the nominal grid resolution. The main drawback of the approach is that the filament population, as identified by DisPaSE on the coarse density grids, is likely incomplete, leading to potential biases in quantities like the mean density profiles. Further, the sample is contaminated by pathological cases, such as spurious filaments which do not directly correspond to any structure in the original, fine density field. Unfortunately, the need for “correcting” the output in post-processing makes it difficult to distinguish legitimate cases which can be fixed from pathological ones. Enforcing a minimal filament length somewhat alleviates this, but is not a complete solution.

7 FUZZY DARK MATTER HALO PROFILES FROM A SELF-CONSISTENT COSMOLOGY

The halo catalogues from our simulations in May & Springel (2021) are also very useful to study a large sample of FDM haloes, e.g. in the context of the core–halo mass relation (Chan et al. 2022). Due to the use of a CDM initial matter power spectrum, the HMF is strongly enhanced compared to a ‘pure’ self-consistent FDM model, even for low halo masses, as shown in section 5. This significantly boosts the statistics by increasing the number of simulated haloes by several orders of magnitude, which can alleviate the issue of limited simulation volumes available in FDM simulations to some extent.

However, there is the lingering question of whether the cosmological context, which differs from that of a ‘real’ FDM cosmology due to the use of a CDM initial matter power spectrum, has an impact on the halo properties, and thus whether this approach is ultimately valid for studying halo profiles. If this was the case, then the halo population may not be representative of a true sample of FDM haloes with self-consistent ICs, making the approach less suitable for studying FDM halo properties. With the addition of FDM IC simulations of sufficient size, we are now able to explicitly check for differences in halo properties for the different ICs.

In Fig. 12, we show the radial density profile of all haloes in the largest FDM simulation, as well as the ‘stacked’ profile defined by

\[ \rho(r) = \frac{\rho_0}{1 + \left( \frac{r}{R_c} \right)^2} \]  

for haloes of mass \( m \) in an N-body simulation of FDM (Chan et al. 2022). The thin dashed line shows the ‘stacked’ profile of all haloes for the CDM IC case and the subset of haloes which match these most closely in mass for the CDM IC case. The thin dashed line shows an Navarro–Frenk–White (NFW) fit (eq. (26)) to the region of the stacked profile within the virial radius \( R_{200} \), which is indicated with a thick line.

In order to compare to the simulation with CDM ICs, which contains many more haloes, we selected an equal number of haloes which most closely match those in the FDM IC simulation. The resulting stacked profile is also plotted in Fig. 12, with both stacked profiles matching excellently – presenting a solitonic core in the centre and the familiar Navarro–Frenk–White (NFW) density profile (Navarro et al. 1996, 1997).

\[ \rho_0,\text{NFW}(r_c) = \frac{\rho_0}{R_c \left(1 + \frac{r_c}{R_c} \right)^2} \]

in the outskirts. Thus, while there might certainly be a statistical impact in the form that a larger sample of haloes is more likely to contain outliers, e.g. ‘unusual’ haloes with a ‘rare’ merger history, both cases agree very well at the level of the averaged density profiles, and our results do not show evidence for any systematic differences.

8 SUMMARY AND CONCLUSIONS

The simulations presented in this work constitute the largest numerical simulations of cosmic structure formation with FDM that account for its full wave nature via the SP equations, using a pseudo-spectral method. By approaching simulation volumes more representative of cosmic large-scale structure, we have been able to follow the combined linear large-scale, and non-linear small-scale evolution of wave FDM in a fully self-consistent manner. The pseudo-spectral method can be considered the most accurate approach to solve the SP system of equations numerically (although usually, the issue is not about the accuracy of the numerical approach to SP equations, but rather whether an attempt is made to solve these equations at all, or whether the cost is shirked by choosing one of the approximate options). It encompasses all aspects of the wave amplitude’s temporal evolution,
and in particular accounts for the oscillatory, order-unity fluctuations of the local density due to the wave effects in the axion-like dynamics. We stress again that, unfortunately, the numerical resolution requirements to faithfully follow the FDM dynamics are much more stringent than for the familiar $N$-body techniques applicable in the CDM case. Even large-scale modes require a very fine mesh due to the velocity criterion, eq. (17), since the spatial oscillations of the phase factors are otherwise not resolved, resulting in a halted evolution and eventually just numerical noise. Nevertheless, the time step criterion, eq. (15), with its quadratic (rather than linear) dependence on the spatial resolution, enforces very small time steps when the mesh is made fine enough to resolve the de Broglie wavelength $\lambda_{\text{dB}}$, even when the coarsest possible mesh resolution is selected. These requirements continue to severely limit the regimes available to full numerical simulations of FDM, and in particular preclude large cosmological volumes to be computed at low resolution in a way similar to the standard practice in CDM.

The large, fully self-consistent FDM simulations we have performed here have allowed us to gain new insights into the evolution of the non-linear power spectrum in these cosmologies, especially in comparison to CDM and the simplified approach of ‘CDM with FDM ICs’. We could also make the first direct, self-consistent measurements of the halo mass function in such models. In the process, we have discovered that the filamentary structure of the cosmic web behaves more similarly to WDM than to CDM, and we have characterised the properties of these filaments in comparison to CDM.

Our main findings can be summarized as follows:

- Our study could determine the fully non-linear matter power spectrum of self-consistently evolved FDM cosmologies over an exceptionally broad range of scales, and we have also computed matching CDM N-body simulations with the same initial conditions. On large scales, we confirmed the consistency between all simulations – a manifestation of the Schrödinger–Poisson–Vlasov–Poisson correspondence, verifying the expectation that FDM behaves like CDM on these scales. On small scales, the ‘quantum pressure’ in FDM suppresses structure formation compared to CDM. Self-consistently accounting for FDM yields initial conditions with substantially reduced power on small scales, however, producing yet bigger suppression effects for small-scale haloes, in a way strongly reminiscent of WDM models.

- We were able to draw a four-way comparison of the evolution of the matter power spectrum for the different choices of simulated dynamics and ICs. Our findings demonstrate that the differences between each option are time-dependent, with large variations in their relative behaviours. Especially at early times, the ICs are the determining factor, dominating the shape of the power spectrum at small scales due to the cut-off from at the FDM Jeans scale. By $z = 15$, bottom-up structure formation is already in full swing for CDM, with non-linear excess power accumulating on small scales. FDM with CDM ICs starts to reach the linear theory power spectrum again at this point, whereas simulations with FDM ICs are still significantly lagging behind on scales smaller than the initial cut-off. Finally, for smaller redshifts, the shape of all power spectra start to become rather similar, and by $z = 3$, the impact of going from CDM to FDM ICs and from $N$-body to SP dynamics is roughly similar in size. Of course, only SP simulations exhibit a small-scale excess ‘bump’ (exceeding even the CDM power) due to wave interference.

- We have developed a technique which allows us to reliably identify haloes in self-consistent FDM SP simulations, including the proper ‘WDM-like’ ICs with suppressed small-scale power. This proved non-trivial because, similar to WDM, standard halo finding algorithms like FoF are not able to handle on their own the presence of extended, smoothly overdense filaments. By employing an increased overdensity threshold combined with a binding criterion and a filter on the identified objects’ virial ratios, we have been able to identify the subset of gravitationally collapsed, virialised objects.

- We could, for the first time, measure the self-consistent halo mass function directly from pseudo-spectral FDM simulations. By comparing SP simulations with FDM and CDM ICs, we could confirm that the FDM ICs have a larger impact on the HMF than the late-time non-linear SP dynamics, although the suppression caused by the latter is still significant. For the ‘true’ FDM HMF, we find broad agreement with the approximate scheme of obtaining the HMF from $N$-body simulations with an FDM power spectrum (‘CDM with FDM ICs’). In contrast, predictions based on the extended Press–Schechter formalism (Du et al. 2017; Kulkarni & Ostriker 2022) do not fit our HMF results so well.

- We have investigated the differences between cosmic filaments for FDM and CDM. Like WDM, FDM filaments do not fragment into (sub-)haloes like those of CDM, and instead feature the characteristic wave fluctuation patterns. We found significant differences in the shapes of filamentary density profiles, with FDM filaments being much more extended and with a more slowly-declining density than CDM ones. The scatter in identified filaments was also larger for FDM, which features a population with very high densities (even comparable to lower-mass haloes). Such objects have been found to be the sites of first star formation with FDM (Mocz et al. 2020).

One advantage of the ‘FDM with CDM ICs’ simulations which we have performed previously is the much larger population of simulated haloes, which can be used to infer FDM halo properties using a large sample. However, it has not been a priori clear whether all the haloes obtained in such a simulation are representative of a fully self-consistent FDM cosmology that is based on the correct primordial power spectrum, yielding only a much suppressed halo abundance. In this work, we have been able to show that the properties of the simulated haloes match quite closely, validating the use of the larger halo catalogues for the purposes of studying FDM haloes. This is reminiscent of $N$-body simulations of CDM and WDM cosmologies, which show very similar halo density profiles apart from a slightly reduced concentration of WDM haloes, consistent with their later formation time (Avila-Reese et al. 2001).

Cosmological simulations of FDM are numerically much more challenging than CDM, but our work shows that at least small volumes can be studied with decent spatial resolution. Including baryons explicitly would clearly be a very worthwhile and interesting next step to arrive at a more reliable assessment of whether these cosmologies are still viable, and how tight some of the constraints placed on the particle mass really are. In this regard, the high computational cost of FDM simulations can actually be viewed as an encouragement. Unlike for ‘cheap’ CDM simulations, adding hydrodynamics and a modelling of galaxy formation physics should be comparatively easy to do – at least it is not expected to dominate the computational expense, and in this sense appears quite feasible. We intend to attempt this in forthcoming work.
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APPENDIX A: SMALL INCONSISTENCY IN THE FUZZY DARK MATTER INITIAL CONDITIONS

After performing the simulations with FDM ICs, we discovered that, unfortunately, a small error had occurred with the used input power spectra (generated by axionCAMB): Instead of generating the power spectrum at the correct starting redshift of $z = 127$, the power spectrum was generated for $z = 0$ and then scaled back to $z = 127$ using the (scale-independent) CDM growth factor. However, since the growth factor for FDM is scale-dependent, procedure does not result in the correct power spectrum for an earlier redshift.

Fig. A1 shows how the shape of the linear FDM power spectrum compares for different redshifts. In this case, the red line ($z = 0$) was used (incorrectly) instead of the orange line ($z = 127$). Fortunately, the discrepancy is not very serious. Since FDM coincides with CDM on large scales, there is no error incurred there. The difference essentially boils down to a slightly increased suppression on scales smaller than 300 $h^{-1}$ kpc, accompanied by some changes in the details of the oscillations of the power spectrum on these scales. However, the order of magnitudes of the relative suppression involved (compared to CDM) are $10^{-12}$ and $10^{-9}$, or in other words, structure is effectively completely suppressed on these scales in both cases. For all intents and purposes, the difference is negligible, and is erased by the vastly larger amount of power coming in from non-linear power transfer in the later stages of evolution (cf. section 4). Nevertheless, we would like to note this slight inconsistency in the ICs here for completeness.
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