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ABSTRACT Lexical semantic change detection has been a rapidly developing field of science in recent years. Existed algorithms of lexical semantic change detection face difficulties when they are used to work with words denoting named entities. This paper proposes a method that allows one to reveal a word in a large corpus that started being used as a named entity, as well as to date the first usage of this word as a proper name. To solve this problem, firstly, we offer an algorithm that allows for detecting words in a large corpus denoting named entities. The recognizer is based on an analysis of co-occurrences with the most frequent words and was trained on data from the English subcorpus of the Google Books Ngram corpus. The achieved recognition accuracy of named entities is 98.44% on the test sample. Secondly, we test the possibility of applying the trained recognizer to diachronic data. The analysed cases show that the recognizer initially trained using the total bigram frequencies for a long time interval, at least for any frequent word, provides stable results for the annual frequency values. This can make the recognizer a good tool for language evolution studies, especially for detecting new meanings of words. The analysed cases show that the proposed method allows revealing new word meanings associated with named entities, as well as detecting genericized meaning of words that were earlier used as proper names.
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I. INTRODUCTION

Diachronic semantics has been a traditional focus of interest in linguistic theory [1,2]. Now we observe a breakthrough in semantic studies since creation of large text corpora (such as Google Books Ngram [3,4], COHA [5]) and innovative methods of machine text processing has triggered a reversion of the long-standing issue of semantics.

Distributional approaches to semantic change started being used around the 2010s [6,7,8]. They are based on the hypothesis that there is a correlation between a change in meaning and a change in the context of use [9,10,11]. It means that a word distribution can be used to estimate the word meaning.

Various vector representations of words are used in works on semantic change detection. Good reviews of the applied approaches can be found in [12,13]. Currently, the most widely used methods apply vector models based on neural networks. However, simpler representations based on explicit word vectors are also employed to solve various problems concerning natural language processing.

Words associated with named entities is a real challenge for existing methods of lexical semantic change detection. Many works on this problem give a recommendation to pre-filter and not consider words associated with named entities (see, for example, [14,15]). In our paper, on the contrary, we will consider a specialized method for detecting new meanings of words associated with named entities.

Most of the words associated with names originally had a nominal basic meaning and later began to be used as names as well. The algorithm proposed in this paper allows one to detect and date the appearance of a new word meaning denoting named entity. To solve this problem, we use statistical data on word co-occurrence extracted from a large diachronic corpus.

It should be noted that we didn’t aim at clusterization of new word meanings. The main task was to detect the first appearance of a word as a named entity in the corpus.
However, variety of the detected word meanings can be further studied using the methods developed in [16,17,18].

Our study is based on the Google Books Ngram (GBN) corpus data. It appeared in 2009 and includes data on frequency of words and phrases in 8 languages over the past five centuries [3,4]. The English (common) subcorpus of GBN (Version 3) contains data on frequencies of individual words and n-grams from texts of 16.6 million books (published in 1470-2019) of the total size of 2 trillion words. The size of this corpus significantly exceeds the size of any other text corpus, which makes GBN a unique tool for language evolution studies. In addition to the Common English Corpus, GBN includes subcorpora of British and American English, as well as English Fiction corpus.

The GBN corpus does not provide free access to the source texts, only to frequencies of words and word sequences (2-, 3-, 4- and 5-grams) in a given year. This makes it impossible to use named entity recognition algorithms based on the word context of the named entities. A neural network recognizer that makes a decision based on the analysis of a word collocability is considered in [19]. This work uses Explicit Word Vectors, composed of relative frequencies of a word used in various contexts (as part of various bigrams). In [19], the described recognizer is tested on data from the Russian subcorpus of Google Books Ngram.

Firstly, the present study repeats the results presented in [19] for the English language. Secondly, we apply the trained recognizer to diachronic annual data and check the possibility of using it to detect new word meanings associated with named entities. When testing the recognizer on synchronous data, we use data on the frequencies of both ordinary and syntactic bigrams (as in [19]). However, when analyzing diachronic data, we only use data on the frequencies of ordinary bigrams. Thus, we do not use the syntactic markup available in the corpus in any way and only analyse changes in the distribution of words.

The results of the present work can be useful for improving conventional named entity recognizers. For example, the proposed recognizer can be applied to classify a significant part of the words contained in Google Books Ngram and create vast dictionaries of named entities. Besides, the recognizer can serve a good tool for language evolution studies because it allows detecting new meanings of words and date the first appearance of a word as a named entity in a text corpus.

The paper has the following structure. Section 2 provides a short review of works on lexical semantic change detection and the problem of named entity recognition. Section 3 describes the dataset used and the way of constructing a neural network recognizer of named entities. Section 4 describes the results of testing the trained recognizer on synchronous data from the English corpus of Google Books Ngram. Section 5 describes the application of the recognizer to diachronic data, as well as detailed analyses of the words that acquired new meanings associated with named entities. Section 6 discusses accuracy of the proposed method.

II. RELATED WORK

In this section, we provide a short overview of works on lexical semantic changes detection and named entity recognition.

A. LEXICAL SEMANTIC CHANGES DETECTION

Various papers discuss the problem of lexical semantic change in terms of distributional semantics that considers the interaction between use and meaning.

There are different algorithms for distributional semantic analysis. Early works mainly used representations based on combinability vectors [20,21,22,7,23]. It was proposed in [22] to use vectors based on Point Mutual Information (PMI). Cavallin [24] represented semantics through a set of words ranked according to the strength of their association with the word under study; and Mitra [25] represented word meanings by thesaurus-based graphs using a graph clusterization technique. Various ways for reducing the dimensions of vector representations were also considered, for example, those involving the use of SVD [26,27].

An improved word embedding analysis technique appeared in 2013 [28] and provided a new impetus for research. Various applications of word embeddings to the study of semantic change have been proposed in [8,29,30]. Despite a relatively short history, there are good reviews devoted to this area [12,13]. The most modern model for the semantic representation of words, BERT, was used in [31].

Currently, the most widely used methods are based on vector models of neural networks. However, simpler representations based on explicit word vectors are also used to solve various problems, such as studying the evolution of a language, discovering new meanings of words, and other problems in computational linguistics.

Hamilton compared different methods and concluded that SVD and Skip-gram models provide better results than PPMI vectors [14]. On the other hand, it is noted in [32] that applying methods that use one or another variant of dimension reduction (SVD, Skip-gram model, etc.) can lead to artifacts in the process of analysing semantic changes.

In [33], the authors perform an analysis based on the UK Web Archive corpus of terabyte size. It is noted that the method based on the direct use of combinability vectors requires less computational resources than word embeddings and application of methods based on word embeddings to extra-large corpora can cause difficulties. Moreover, direct use of combinability vectors has some advantages – they are easily interpreted and can be simply matched for different time intervals. The disadvantage of the method of direct use of combinability vectors is the high dimension of vectors.

An objective comparison of various methods for detecting semantic changes is hampered by the lack of a gold standard for testing the methods [12]. A test corpus consisting of 100
English words is provided in [7]. The method of comparison with dictionary entries is applied in [34].

As far as we know, all published works have studied the change in the semantics of only a small number of words, i.e., this research is at the ‘Case Study’ stage.

The work [25] uses the GBN subcorpus and considers changes in word meanings between 1909–1953 and 2002–2005. The algorithm detected 48 cases of appearance of new meanings; 29 of the cases were proved by the expert’s assessment. The experts also considered 21 cases of “splitting and joining of senses” and confirmed 12 cases. The words continuum, diagonal and intonation are given as examples of the meaning split.

Kulkarni discusses three algorithms for detecting changes in semantics [35]. The first one (Frequency Method) assumes that change in semantics leads to an abrupt change in word frequency. The second one (Syntactic Method) identifies semantic change based on information concerning part-of-speech change of words. The third algorithm (Distributional Method), proposed in [35], detects changes in word meanings through changes in their distribution. Comparative testing of the algorithms was carried out using the Google Books Ngram Corpus, the Amazon Movie Reviews Dataset and Twitter data. In total, the study considers 32 examples of words for which the emergence of new meanings was found. Three words are of particular interest to us. These words are Apple, Bush and Windows. New meanings of these words associated with named entities were revealed using the Syntactic Method. In order to apply this, the authors used the syntactic n-gram frequency dataset presented in [36] based on the second version of the English subcorpus of Google Books Ngram. Kulkarni used the corpus that had already been marked up and the words denoting named entities had also been marked by the corresponding tag (proper noun). The authors of [35] note that the proposed Distributional Method did not manage to reveal a new meaning for the word apple. It was revealed only by the Syntactic Method, through the presence of the corresponding markup in the corpus. Thus, the methods proposed in [35] can reveal new meanings associated with named entities only through the use of a large corpus where named entities have been already tagged. This significantly limits the possibilities of the method proposed in [35]. For example, only the English subcorpus belonging to the 2nd version of the Google Books Ngram corpus has such mark-up. The other subcorpora of the GBN corpus do not have such mark-up including the 3rd version of the English subcorpus.

B. NAMED ENTITY RECOGNITION

Named entity recognition (NER) is a fundamental problem in automated text processing. It is necessary to be able to solve it in many applied problems such as automatic analysis of news [37], analysis of users’ feedback on goods and services [38], etc. Recently, remarkable progress has been achieved in this area. Without pretending to comprehensively cover this topic, we will highlight only aspects that are important for our work.

Traditionally, most of the works was done for the English language, however, there are interesting studies for other languages such as Chinese [39] and Russian [40], etc. Good reviews of this area are presented in [41,42]. Usually, named entities of the following types are extracted from texts: people (names, surnames), organizations and locations. Names of drugs, moments of time, goods, proteins, etc. are recognized in various applied works.

An important infrastructural element of this area of research is carefully manually marked corpora of texts, which can be used to check the quality of newly developed programs. The most famous of such corpora is CoNLL 2003 [43]. The commonly used F1-measure is used to assess the quality of the NER program. Presently, the best result of 93.5% was obtained on this corpus in [44] by using neural networks.

It should be noted that training neural networks requires a large amount of marked-up data. Obtaining such data is an expensive procedure. Therefore, in recent years, considerable attention has been paid to reduction of the size of the training sample. For example, in order to cut costs of training external resources (for example, dictionaries) [45] and active learning [46] have been used for assistance in targeted selection of the most useful training examples. Using these approaches also implies some difficulties. The creation of large dictionaries of named entities is very labour-consuming. Another approach is proposed in [19], where statistics on the use of uppercase and lowercase words in a large corpus are used to create a training sample.

Little attention was paid to the problem of homonymy in NER studies so far. In this context, let us mention the work [47], in which the problem of homonymy is considered for the case of female and male names. This paper shows that female names are more likely to be incorrectly recognized. For example, names like Charlotte and Sofia are often mis-tagged as city names, or not recognized as names at all, even though they appear in contexts that explicitly indicate that they are people’s names. It is difficult to disambiguate words denoting locations and organizations. For example, Liverpool is both a city and a football club. A common situation is when words that were not originally named entities begin to be used as the names of newly created organizations or significant objects, an example being the word apple used as the name of a company.

To correctly process such words and identify cases of their use as names, it is necessary to resolve homonymy. In this article, we propose a technique that allows one to find the moment when a word acquired a new meaning (turned into a named entity).

III. DATA AND METHOD

Making a marked-up training set is the most time-consuming part in the process of creation of the named entity recognition
system. In [19], statistics on the use of words starting with lowercase and uppercase letters in the Russian subcorpus of Google Books Ngram was used to create a large training sample. It is a well-known fact that named entities start with uppercase letters and words that do not denote named entities are written with lowercase letters in many languages. There can be exceptions from this rule; however, this observation can be helpful when working with a large text corpus.

The training set included only words that satisfy the following requirements:

1. The word always starts with an uppercase letter, or the word always starts with a lowercase letter;
2. The word consists of the letters of the English alphabet (possibly with one apostrophe);
3. The word is marked up as a noun not less than in 90% cases.

The 50,000 most frequent words that satisfy these requirements were selected. They included 27,200 words that always start with an uppercase letter (54.4%) and 22,800 words that always start with a lowercase letter. 80% of the obtained words were used to train the recognizer and 20% were used to test it. The 20% test set was randomly selected from the whole sample.

In order to recognize named entities, the method of co-occurrence with the most frequent words (CFW) is used. The method is described in detail in [23,48,19]. In accordance with this approach, a word is represented by a vector of frequencies of 2-grams that include this word. Let the N most frequent words in the corpus (henceforth reference words) be chosen. To characterise the target word \( W \), \( N \) frequencies of 2-grams of the type \( Wx \) (where ‘\( x \)’ is a reference word) and the same number of 2-grams of the \( xW \) type are extracted from the corpus. Some of these word combinations can neither be found in the corpus nor in the language, so their frequency will be zero. It is not an easy task to select an optimal number of reference words. Thus, a list of \( N=5000 \) reference words, the most frequent in 1890 and 1999, was chosen in [23] to construct a vector representation. The present work, following [19], uses the 20,000 most frequent words as reference words. We conducted a series of preliminary experiments training the neural network with different \( N \). Using \( N=20,000 \) allows one to significantly improve the accuracy compared to the case when 5,000 and 10,000 reference words were used. A further increase in \( N \) up to 50,000 does not provide a further increase in recognition accuracy. At the same time, if a dimension of the vector representation is too large, it causes difficulties in using a large data set. Another consideration in favor of using 20,000 reference words is comparison of our results with those obtained in [19]. A word is thus described by a vector of 40,000 dimension. If the obtained vectors are normalized to 1, they can be interpreted as distributions of the probability of using a word in various contexts.

Besides frequencies of ordinary 2-grams (pairs of words that are direct neighbours in the text), the Google Books Ngram corpus contains data on frequencies of syntactic bigrams [4]. Syntactic bigram are units of syntactic structures denoting a binary relation between a pair of words in the sentence. In each syntactic bigram, one word is called the head, and the other is its dependent [49]. Recently, approaches based on the extraction of syntactic bigrams and analysis of their frequency have found application in various studies devoted to natural language processing [49]. Representation of words by vectors of ordinary and syntactic bigram frequencies (analogous to the one described above) was used in this paper. As it was noted above, the corpus contains information on frequencies not only of ordinary and syntactic bigrams, but also of 3-, 4- and 5-grams. This data can potentially be used to reveal named entities. For example, one can build a vector by calculating co-frequencies of a target and reference words in a n-gram. However, this is beyond the scope of our work.

The architecture of the classical feedforward network was chosen as in [19] (see the scheme in Figure 1). The network was a four-layer perceptron with 40,000 inputs, 128, 128, and 64 neurons in the three hidden layers, respectively.

![Scheme of the neural network](image)

**FIGURE 1.** Scheme of the neural network

As in [19], the rectifier activation function (RELU) was used as the activation functions of all hidden layers, and the neuron biases were equal to zero. In this case, the outputs of the last hidden layer are a homogeneous function of the inputs:

\[
y = Ax \rightarrow Ay = f(Ax)
\]

(1)

Here, \( x \) and \( y \) are the input and output vectors, respectively; and \( A \) is some positive number. Thus, the ratio of the two outputs does not depend on the module of the
input vector. It means that the result will not depend on the absolute word frequency and on the corpus size.

The dimension of the last four layers is equal to 2, according to the number of classes in the training sample (the first class includes words that are most often used as named entities, the second class contains words that are mainly used as common nouns). Activation of the output layer is performed by the softmax function [50]. This ensures non-negativity of the neural network outputs, as well as normalization of their sum to one that makes it possible to interpret the output data as distribution probabilities referring to the target classes.

Since the dimension of the input vector is high, the number of weights between the input and the first hidden layer is also high, which can lead to overfitting of the model. To prevent the overfitting effect, a dropout layer [51] with parameter 0.4 was created in front of the first hidden layer.

The model was trained using the backpropagation method based on the Nadam algorithm, which is a type of stochastic gradient descent [52,53].

To ensure high performance in the process of the model training, the entire training set is divided into a set of batches of a fixed size. Moreover, the network weights are updated, and the error gradient vectors are aggregated after all the examples from the batch are provided. The batch size was chosen to be 256. Thus, approximately 150 updates of the network weights occur during one epoch. The neural network was trained according to the minimum binary cross-entropy criterion [50]. The library of neural network calculations PyTorch was used.

IV. NAMED ENTITY RECOGNIZER

The trained recognizer was tested on a sample of 10,000 words that were not presented to the network at the training stage. The decision is made depending on the value of the ratio of the two outputs of the neural network. Depending on the chosen threshold, one obtains certain values of the error probabilities of the first and second type. Figure 2A shows receiver operating characteristics (ROC) of the obtained recognizer. The solid line shows the recognition results obtained using 2-gram frequencies; the dotted line shows the recognition results obtained using syntactic bigrams.

Since the error probabilities are quite small, Figure 2B shows the dependence of the type 2 error probability (β) on the error probability of type 1 (α) on a log-log scale. We choose as the threshold the value at which the probabilities of errors of the 1st and 2nd type are equal, as shown in the figure. In this case, the error probability is $\alpha = \beta = 1.563\%$ (the corresponding value of F1-score is 0.987) for the recognizer using frequencies of syntactic 2-grams, and 1.782% (the corresponding value of F1-score is 0.983) for the recognizer using frequencies of ordinary 2-grams. Error probability values of 2.71% and 3.27% were obtained in [19] under the same conditions for Russian data. The high recognition accuracy for English can be explained by the fact that the English corpus is significantly larger than the Russian one (more than 22 times as large).

Thus, we managed to obtain high recognition accuracy. However, these results cannot be directly compared to the recognition accuracy obtained in the well-known works on the recognition of named entities [41,42,44], since a substantially different problem is solved in our work.

- As a rule, the initial data used in the works on NER is text. The initial data for the recognizer used in our work is statistics on the distribution (co-occurrence) of the word extracted from the large corpus.
- Output of a traditional recognizer may be the decision that some words or phrases in a text belong to named entities; and required disambiguation can be performed by analyzing context of use of a word (phrase) in the text. Output of our algorithm is classification of words that occur in a large corpus.

The created recognizer can be applied not only to the vectors of the summed bigram frequencies but also to the frequency vectors for a given year; further, we will use the logarithm of the ratio of the recognizer outputs $L(t)$:

$$L = \log \frac{y_1}{y_2}$$

Here $y_1$ and $y_2$ are outputs of the recognizer (see the scheme in Figure 1). This characteristic can be interpreted as the logarithm of the likelihood ratio when testing the null hypothesis that the word denotes a named entity. Values above zero indicate that a word distribution is typical for a named entity, values below zero indicate that the word distribution is not characteristic of a named entity.

In this paper, we are primarily interested in changes in $L(t)$ over time. Significant jumps in $L(t)$, especially associated with a change in the sign of this value, may indicate that a word that was previously used mainly as a common noun has begun to be used as a proper name or vice versa. Examples below will show that sometimes several jumps can be observed in the $L(t)$ graph. As a rule, their presence indicates emergence of a new meaning of a word or increase in the relevance of one of the previously existed meanings.

![FIGURE 2. A - Receiver operating characteristics of the named entity recognizer for the English language. B - the receiver operating characteristic on a log-log scale for the same case. The solid line relates to the use of syntactic bigrams, the dotted line relates to the case of ordinary bigrams.](image-url)
The question arises whether it is possible to perform a fully automatic (without participation of an expert) analysis of the \( L(t) \) curve to highlight jumps corresponding to appearance of a new value. There are many works devoted to change point detection in time series [54, 55]. To solve the problem of change point detection, various methods were proposed that use nonparametric methods, state space models, Kalman filters, etc. (see, for example, [56, 57]). Special attention deserves the algorithm described in [58] and used in [35] to determine appearance of a new word meaning. There are also some recent relevant works [59, 60]. The question of which of the numerous algorithms developed to date is best suited for the analysis of the \( L(t) \) series will apparently require additional research. Note, however, that in the examples under consideration, the length of the analyzed time series is rather small (from several tens to 200–250 samples), which makes it preferable to use the simplest algorithms.

In this paper, we use the method proposed in [60]. We apply this algorithm to the \( L(t) \) curve for the selected word (within the considered interval 1800–2019) choosing 3 candidate points in each case. It is possible to test significance of changes in the point selected by the algorithm using the method proposed in [61]. The testing is performed in the following sequence:

- Selecting two time intervals before and after the proposed change point. In this work, we (unless otherwise stated) took two 5-year intervals before and after the change point.
- Generating random vectors of bigram frequencies for each of the selected intervals using the algorithm described in [61]. In this work, we generated 100 vectors for each interval.
- Submitting the generated vectors to the input of the neural network. Having done this, we obtained two samples of estimates \( L(t) \) (for the first and second time intervals);
- Testing significance of differences between the two samples, for example using the Wilcoxon rank sum test.

Let us analyse some examples.

**V. CASE STUDY**

**A. APPLE**

The word *apple* is one of the most vivid examples of how a common noun becomes a named entity. The central meaning of the word *apple* is “the fleshy, usually rounded red, yellow, or green edible pome fruit of a usually cultivated tree of the rose family” [62]. Figure 3A shows the percentage of the uppercase use of the word *apple* of the total usage of this word. The figure is built on the data of the English (common) subcorpus of Google Books Ngram. As one can see, this percentage does not rise above 20–25% until the mid-70s of the 20th century. The increase in the percentage has been observed since the second half of the 1970s; and a sharp peak was observed in 1979–1983.

Figure 3B shows the change in the value of \( L(t) \) for the word *apple* over time (here and hereafter, data on the frequencies of ordinary bigrams are used for plotting). Until the middle of 1970s of the 20th century, the curve goes significantly below zero. However, in 1978–1985, the \( L(t) \) graph shows a sharp jump; and in 1984–1985, the curve crosses the zero mark. This behavior of the curve indicates that the word acquires the meaning of a named entity at that time. Note that the algorithm [60] automatically selects the year 1981 as a change point. At that, the p-value is \( 3 \times 10^{-11} \). In fact, the brand ‘Apple’ has come to be widely used since that time. The company name Apple Computer, Inc. was officially registered on April 1, 1976 [63]. In 1977, the company introduced the Apple II computer, which became one of the first personal computers and was released in a large series. In 1984, Apple launched an innovative 32-bit computer Macintosh that brought the company a great success [63].

**FIGURE 3.** A - the percentage of the uppercase use of the word *Apple* of the total usage of this word; B - change in the \( L(t) \) value for the word *Apple* over time.

It is of great interest to identify the word combinations that cause such a great change in the \( L(t) \) value. The approach applied is similar to the method of detecting new word meanings described in [64]. First, we choose two time intervals, that are the interval of the peak \( L(t) \) values (1982–1994) and the reference interval before the jump (1932–1974). We then build vectors of bigram frequencies \( (v^o, v^c) \) for these intervals representing the word studied. The task is to reveal individual contribution of each of the vector components to the \( L(t) \) increase. To do this, we build vectors \( v^{(k)} \) where the \( k \)-th component is taken from \( v^o \) and the rest are taken form the vector \( v^c \):

\[
v^{(k)}_i = (1 - \delta_k) v^c_i + \delta_k v^o_i \quad (3)
\]

Then we form the partial increments of \( L(t) \):

\[
\delta L_k = L(v^{(k)}) - L(v^c) \quad (4)
\]

We then select the components that meet the following requirements:

1) the frequency of the corresponding bigram increases,
2) $\delta L$ has the same sign as the $L\left( v^P \right) - L\left( v^r \right)$.

Finally, we sort the selected components in descending order, according to the $\delta L$.

Bigrams that contribute most to the $L(t)$ jump will be at the top of the resulting list. The proposed approach allows to obtain a ‘combinability portrait’ of the word used in its new meaning.

The words that combine with the word Apple and contribute most to the $L(t)$ value increase in 1978–1985 are IBM, services, system, computer, is, family, computers, at, from, logo, software, 's. The last one deserves some comment. In the process of tokenizing texts during the creation of the Google Books Ngram corpus, the apostrophe was considered a separator in most cases. Thus, the possessive form of Apple’s in the corpus is considered a bigram. The possessive form (in most cases) is characteristic of a word denoting a named entity. The bigrams also contain two Roman numerals, II and III, as well as the word form plus, all of which is a designation of different computer models. It would be natural to expect the word Macintosh to appear in this list as well. However, this word was not included in the list of 20,000 reference words due to its lower frequency. As a result, it is not detected using the above-described method.

It should also be noted that Figure 3B shows a smooth curve with a relatively small number of fluctuations of the $L(t)$ values from year to year. For example, throughout the time interval 1925–1974, the standard deviation of $L(t)$ is $1.54 \cdot 10^4$, with an average value of $-5.62 \cdot 10^4$. This suggests that there is enough statistics on the use of this word during a given year for a reliable estimate of $L(t)$.

B. VOYAGER

The word voyager is one more example of how a common noun becomes a named entity. Originally this word means someone who travels on a long journey, especially by boat [65] or a person who goes on a long and sometimes dangerous journey [66].

However, the word obtained one more meaning and started denoting a named entity. Figure 4 shows the percentage of the uppercase use of the word voyager of the total use of this word in the English (common) subcorpus of Google Books Ngram (Figure 4A) and changes in the $L(t)$ value for the word voyager with time (Figure 4B). The graph shows outlier $L(t)$ values occurring in 1977–1981. These are due to the Voyager mission, which was certainly an important milestone in space exploration and was widely discussed in the literature. The twin spacecrafts Voyager 1 and Voyager 2 were launched in 1977 and flew past Jupiter and Saturn in 1979–1981 [67]. The algorithm [60] selected the year 1978 as a change point; and the p-value equaled $2.9 \cdot 10^{-11}$.

The years 1980–1995 were chosen as the interval of the peak values of $L(t)$; and the interval 1900–1940 was chosen as the reference interval. Words that combine with Voyager and contribute most to the $L(t)$ increase are spacecraft, 's, I, II, mission, missions, observations, project, images, data, encounter. All of them (in one way or another) relate to the Voyager spacecraft project.

C. TWAIN

The word twain is an interesting example of a word changing from being a numeral to a word denoting a named entity. Twain is an archaic word for ‘two’. This word was also used in river navigation – there was a term Mark Twain, which meant the minimum depth suitable for passing river vessels (2 fathoms).

A sharp increase of the $L(t)$ value occurs in 1869–1873 (see Figure 5), a period corresponding to the beginning of the active literary activity of Samuel Clemens, a famous American writer who wrote under the pseudonym Mark Twain [68]. The year 1872 is selected by the algorithm as a change point; and the p-value equals $3.5 \cdot 10^{-10}$. The words Mark, 's, says, by, said, book, work, works, tell, himself, library, has, had once, tells, was, went, called, describes combine with the name Twain and contribute most to the sharp increase of the $L(t)$ value (The years 1875–1910 were selected as an interval of peak values and the interval 1800–1865 was selected as a reference interval). These words are directly connected with Twain’s person and his works. Until the present time, the word Twain is preferably used as a named entity, as shown by the graph.

---

FIGURE 5. A - the percentage of the uppercase use of the word Twain of the total usage of this word; B - change in the $L(t)$ value for the word Twain over time.

A sharp increase of the $L(t)$ value occurs in 1869–1873 (see Figure 5), a period corresponding to the beginning of the active literary activity of Samuel Clemens, a famous American writer who wrote under the pseudonym Mark Twain [68]. The year 1872 is selected by the algorithm as a change point; and the p-value equals $3.5 \cdot 10^{-10}$. The words Mark, 's, says, by, said, book, work, works, tell, himself, library, has, had once, tells, was, went, called, describes combine with the name Twain and contribute most to the sharp increase of the $L(t)$ value (The years 1875–1910 were selected as an interval of peak values and the interval 1800–1865 was selected as a reference interval). These words are directly connected with Twain’s person and his works. Until the present time, the word Twain is preferably used as a named entity, as shown by the graph.
D. TITANIC

The following example is the adjective *titanic* which means ‘extremely large, powerful, or important’ [65]. It also means ‘made of titan’. However, since 1910, this word has been widely used in the printed press as a named entity denoting a famous ship. ‘Titanic’ was laid down in 1909, it was launched in May 1911, and crashed in 1912. At that time, it was the largest passenger liner in the world; B *Age of the uppercase use of the word Titanic in 1997*, the centenary of the ship Titanic and the tragedy caused by its crashing. According to the data obtained using the American English subcorpus data. Figure 6 shows a sharp increase of the $L(t)$ value in 1910–1912. It should be noted that the $L(t)$ value is positive only in 1912.

![Figure 6](image-url)  
**FIGURE 6.** A - the percentage of the uppercase use of the word Titanic of the total usage of this word; B - change in the $L(t)$ value for the word Titanic over time.

The words *the, of, disaster, to, is, from, steamship, SS* (abbreviation of the word combination steam ship), *liner, reached, was, had, went, were, steamer, memorial, sank, called, tragedy* combine with *Titanic* an contribute most to the sharp increase of $L(t)$ (the years 1912 and 1890–1909 were used for the analysis). Some of the words are function words. However, most of the words are associated with the ship Titanic and the tragedy caused by its crashing.

Note that, the algorithm [60] does not find the point of appearance of a new meaning. Apparently, this happens since in this case, in contrast to the previous examples, we observe a short-term burst of $L(t)$. Nevertheless, having manually selected two intervals 1890-1909 and 1912 (as above), we will check the null hypothesis about absence of changes in $L(t)$. In accordance with the method [61], we obtain a $p$-value equal to $6.3 \cdot 10^{-12}$. Thus, the change in $L(t)$ is statistically significant.

It should be noted that the $L(t)$ value increases in the end of the 20th and at the beginning of the 21st century. At that, there are three peaks in the graph that can be associated with such events as Robert Ballard’s expedition and discovery of the wreckage of the liner in 1985, the release of the feature film ‘Titanic’ by James Cameron in 1997, the centenary of the catastrophe in 2012, as well as the crash of the Costa Concordia cruise ship in January 2012. This catastrophe was compared with the Titanic ship crash.

E. BUSH

The previous examples show that the graphs of $L(t)$ and the percentage of the upper-case use of the word are largely similar in shape. Let us consider an example of a word for which these graphs are significantly different.

The word *Bush*, in addition to its basic meaning, denotes a common surname of English or German origin. Among other famous American families, the Bushes have been described as “the most successful political dynasty in American history” [70]. Members of the family have held various national and state offices for four generations.

![Figure 7](image-url)  
**FIGURE 7.** A - the percentage of the uppercase use of the word *Bush* of the total usage of this word; B - change in the $L(t)$ value for the word *Bush* over time. The data on bigram frequencies come from the American and British subcorpora.

Figure 7A shows the percentage of the uppercase use of the word *Bush* of the total usage of this word in the American and British English subcorpora of Google Books Ngram. Figure 7B shows the change in the $L(t)$ value of the word *Bush* according to the data of these subcorpora. Consider first the results obtained using the American English subcorpus data. Attention should be drawn to the large jumps on the graphs of both values under consideration, starting from the 1980s of the 20th century. Obviously, these jumps are associated with the activity of the two most famous representatives of the Bush family: George H. W. Bush, vice president in 1981–1989 and president of the United States in 1989–1993, and George W. Bush, president of the United States in 2001–2009.

It is seen that the percentage of the uppercase use of the word *Bush* increases in 1988–1989 and in 2000–2001 and decreases in each case after the end of the presidential term. The $L(t)$ graph differs significantly in shape. First, a sharp increase has been noted since 1980. Moreover, there is no decline in $L(t)$ up to the present time. Note that the year 1980 is automatically selected as a change point; at that, the $p$-value is $3.1 \cdot 10^{-11}$. The years 1980–2019 is chosen as the interval of the $L(t)$ peak values, and the interval 1966–1988 is chosen as the reference one. Bigrams that contain the word *Bush* contribute much to the observed sharp increase and include the following words: president, George, administration, ‘s, said, had, Barbara, campaign, took, announced. These bigrams are associated with G. Bush’s political activity and his life.

The increase of the $L(t)$ value is observed on the graph in 1952–1963. After selecting the target intervals 1952–1963
and 1940-1952, we find the bigram “senator Bush”, which makes the greatest contribution to this increase. This allows one to associate the observed sharp increase of $L(t)$ with the Prescott S. Bush’s activity. He was the Senator from the State of Connecticut in 1952-1963. The first 10 bigrams that contribute most to the described change include Prescott Bush and Bush said, the high frequency of which is due to Prescott S. Bush’s political activity. Unlike the previous examples, in this case, the contribution of a single bigram, calculated in accordance with expression (4), is 71% of the observed increase in $L(t)$. The contribution of the second most important bigram is 28 times less! Figure 8 shows the change in the frequency of the word bush (case-insensitive) and the bigram senator Bush in 1930–1980. It can be seen that the sharp increase in the use of the bigram occurs synchronously with a slight increase in the frequency of use of the word bush and has the similar shape. Even though the change in the percentage of the uppercase use of the word bush in these years does not exceed the level of random fluctuations (see Figure 7A), the neural network recognizer detects a change in the nature of the use of the word.

**FIGURE 8.** **Frequency of the word bush (case-insensitive) and the bigram senator Bush in 1930-1980.**

Let us consider the change in $L(t)$, calculated from the British subcorpus (see Figure 7B). In contrast to the graph based on the American subcorpus, one can see two jumps, in 1988 and in 1999-2001, and observe the decrease in $L(t)$ after the expiration of the presidential terms (George H. W. Bush and George W. Bush). There is no jump detected in 1953–1962 for the British subcorpus. As we can see, the British subcorpus reflects only those events in American history that are of global, worldwide significance.

**F. DREADNOUGHT**

The previous examples show that the word can start denoting a named entity in certain times. However, reverse processes can also be observed in the language when a word used as a named entity acquires a new widely used meaning and turns into a common noun. Let us consider the following example.

The adjective Dreadnought has traditionally been used as the name for the warships of the British Navy. As one can see in Figure 9, $L(t)$ fluctuates near zero up to 1904 (unlike previous examples, this figure is based on data from the British subcorpus of Google Books Ngram). In 1904, a new generation of battleship, which was later named ‘Dreadnought’ began to be built in Britain. The ship was laid down in 1905 and entered service in October 1906. The name of the innovative ship quickly became a common name and denoted an entire class of battleships [71]. In this sense, the word Dreadnought was borrowed by many languages. In Figure 9B one can see a significant decrease in the $L(t)$ values in 1906–1909, when mass construction of dreadnoughts began in Great Britain and other countries.

**FIGURE 9.** **A - the percentage of the uppercase use of the word Dreadnought of the total usage of this word; B - change in the $L(t)$ value for the word Dreadnought over time.**

To express this effect quantitatively, let us calculate the total frequencies of bigrams including the word Dreadnought in the period 1909–1920. The value of the parameter $L$ obtained based on these frequencies is equal to $-2.65 \times 10^4$. For comparison, the value of the parameter $L$ obtained using total frequencies for the interval 1800-1904 equals $-0.34 \times 10^4$. The same value calculated for the interval 1898–1904 turns out to be positive and equals $0.11 \times 10^4$. The algorithm automatically selects the change point in 1909 (the $p$-value equals $3 \times 10^{-11}$).

The words that combine with the word dreadnought and contribute most to the jump in 1906–1909 include the following ones: class, one, first, our, single, ships, build, strength, every, two, construction, design, vessels, their, Brazilian, large. The word Brazilian appears in the list because Brazil was one of the first countries to order battleships of the new class. (The intervals 1908–1920 and 1890–1903 were chosen for the analysis). Most of them are in one way or another associated with the design and construction of battleships of the dreadnought class.

**G. POTTER**

One more example of a word acting both as a common noun and as a named entity is the word potter. Originally, potter denotes someone who makes dishes or other objects out of clay. However, this word also denotes a common surname, that is, a named entity. Over the past two centuries, the $L(t)$ values have been consistently above zero, which is associated with the prevalence of the use of this word as a named entity (see Figure 10). Note that, as in the previous case, this figure is based on data from the British subcorpus of Google Books Ngram.

As one can see from Figure 10B, the $L(t)$ values are quite stable in 1960-2000. Since 2001, $L(t)$ has jumped to significantly larger values, and then there are changes in a new, higher range. It was in 2001 when the first film about
Harry Potter (based on J. K. Rowling’s books) was released. The year 2001 was selected by the algorithm as a change point (the p-value equaled $3 \cdot 10^{-11}$).

The words that form bigrams with the word Potter and contribute much to this jump include *Harry*, *and*, *at*, *said*, *prince*, *in*, *lord*, *see*, *Elisabeth*, *book*, *philosopher*, *school*, *and*, *mark*, *justice*, *looked*, *also* (The 2001–2019 and 1960–2000 intervals were chosen for the analysis). Some of them are directly related to the tales about the wizard boy. Thus, this is a good example of how a word that has already been used to denote named entities acquires a new meaning associated with the name of a popular literary character.

It should be noted that although we trained the recognizer on words free from homonymy, the above examples show that it provides quite reasonable results for homonyms.

### Table 1

| word     | Corpus   | Total frequency in 1800-2019, millions | Time interval | Average annual frequency, thousands per year |
|----------|----------|---------------------------------------|---------------|---------------------------------------------|
| Apple    | English  | 31.91                                 | 1968-1995     | 275.8                                       |
| Voyager  | English  | 1.338                                 | 1967-1991     | 16.84                                       |
| Twain    | English  | 5.478                                 | 1859-1883     | 7.069                                       |
| Titanic  | English  | 2.025                                 | 1902-1922     | 13.33                                       |
| Bush     | American | 21.59                                 | 1966-2019     | 293.6                                       |
| Bush     | American | 21.59                                 | 1940-1963     | 64.13                                       |
| Bush     | British  | 5.189                                 | 1966-2019     | 5.189                                       |
| Dreadnought | British  | 0.213                                 | 1896-1919     | 3.251                                       |
| Potter   | British  | 1.934                                 | 1991-2011     | 19.12                                       |

### H. Influence of Word Frequency

The pictures in the previous subsections show that different level of values of $L(t)$ fluctuations is observed for different words. The most obvious factor that determines the standard deviation of the values is word frequency. Table 1 summarizes information about the frequency of each of the items discussed above.

The table provides information on each of the analysed words, i.e., the corpus used for the analysis (English (common), American or British), total frequency for the period 1800–2019, and the average annual frequency in the period ±10 years from the time specified in the corresponding section of the event in question. For convenience, the time interval for which the average frequency was determined is also indicated in the table. The most frequent of the examples is the word *apple*, the rarest is the word *dreadnought*.

In all the cases considered above, the $L(t)$ was estimated using yearly data on frequencies of bigrams that include the target word. However, statistics on rare word co-occurrence for one year may not be enough to reliably estimate $L(t)$. In this section, we will briefly consider how choosing a time span influence the analysis. The calculation scheme requires only minimal changes. We extract bigram frequencies for each of the years within the selected time window and find their total frequencies over this time span. Next, we use the resulting frequency vectors to estimate the $L(t)$ as described above. Figure 11 shows the $L(t)$ estimates for the word *apple* (according to the common English corpus) obtained using different window widths $T$ ($T=1, 2, 4, 8, 16$). The figure illustrates that increase of the time window length causes decrease of the standard deviation of $L(t)$ fluctuations; however, the jumps in $L(t)$ associated with changes in the word meaning also smooth out (see the discussion above).

Thus, in practice, the window width should be selected as a compromise between the requirements for the accuracy of the $L(t)$ estimate and the required time resolution.

### I. Other Cases

Besides the words discussed above, new meanings of the words *Avenger*, *Blackberry*, *Diesel*, *Liberator*, *Monitor*, *Orange*, *Windows* and *Zeppelin* were also revealed. The new meanings are the following:
Avenger. A jump of L(t) values is detected in the American subcorpus in 1942–1945. It is associated with the name of the Avenger torpedo bombers type, as well as the name of the American Air Force training base Avenger Field, which was in use during the Second World War.

Blackberry. A dramatic change in L(t) values is detected in all English subcorpora around 2005, associated with the widespread adoption of BlackBerry smartphones during these years.

Diesel. This word originally represented a surname of German origin. A new meaning (nominal) of this word is found in all English corpora, including the fiction corpus. For example, the transition from initially positive values of L(t) to negative ones is observed in the common English corpus in 1919-1927, which is associated with the increasingly widespread use of diesel engines.

Liberator. A jump in the L(t) values in the American and British subcorpora is recorded in 1822–1829. It is associated with the use of this word as the personal name of Simon Bolivar (The Liberator, President Liberator, etc.). The English subcorpus also shows a peak in 1893–1895, associated with numerous mentions of the name of the Liberator Building Society, the bankruptcy of which was widely discussed in the British press in those years.

Monitor. A peak in L(t) values is detected both in the American and British subcorpora in 1862. It is associated with the construction of USS Monitor, an ironclad warship built for the Union Navy during the American Civil War.

Orange. A sharp increase in L(t) values is recorded in 1897–1900 in the British English subcorpus. It reaches its peak in 1902 and gradually declines by the beginning of the First World War. The analysis shows that this surge is associated with the events of the Anglo-Boer War of 1899-1902, and the use of the name Orange Free State, and, after the annexation of this state by the British Empire, the names of Orange River Colony and Orange Free State Province. Also, at the beginning of the 19th century, a number of less significant surges were recorded (for example, in 1816 and 1835–1836), which are associated with the political struggle surrounding the Loyal Orange Institution.

Windows. This word has shown a sharp increase in the L(t) value since 1992, which is associated with release of a family of operating systems (proprietary graphical operating system families) by Microsoft Corporation.

Zeppelin. Originally this word represented a German aristocratic surname. After the success of the rigid airships created by Count Ferdinand von Zeppelin, the word zeppelin came to be commonly used to refer to all rigid airships. The emergence of a common noun is determined by a sharp drop in L(t) in 1912-1914 (in the Common English subcorpus). After 1972–1973, L(t) increases again and remains positive until the present time. This is primarily due to the emergence of another new meaning of this word, which is included in the name of the famous musical band Led Zeppelin.

VI. DISCUSSION
To determine the accuracy of lexical semantic change detection algorithms, a number of test datasets have been created to date. Unfortunately, now there are no specialized datasets that contain enough words whose new meanings are associated with named entities.

For example, in 2020, a dataset [72] was presented, which is used in many works to test proposed semantic change detection algorithms. However, it is completely unsuitable for evaluating our algorithm because none of the 37 lemmas presented in it are related to any widely known named entities.

For lack of a better test dataset, we use the word list described in [35]. The proposed list consists of 32 words; and the authors indicate that 7 words obtained new meanings associated with named entities. These words are apple, bush, candy, mystery, sandy, twilight and windows. The words apple, bush and windows were discussed in previous sections of the present article. Let us briefly discuss the other four words.

It is stated in [35] that the word twilight gained new meaning in 2009 which can be explained by releasing a series of books by an American novelist Stephenie Meyer (2005) and a movie Twilight (2008) based on the same novel. The L(t) graph shows a peak connected with the appearance of the discussed meaning in 2010-2017. The peak is highly pronounced for the American English corpus data though it is also typical for the English corpus (common) data. This is due to the fact that the books and the film were published and shot in the USA.

The word sandy can be an adjective denoting colour or something “covered with or containing sand” [66]. Besides, Sandy is a widely used proper name. It is indicated in [35] that a new meaning of sandy appeared in 2012 due to the Hurricane Sandy (female names have been more often used as hurricane names). Since the 1960s, there had been an increase in L(t), which had become highly evident since the 1980s. At the same time, there is also an increase in the percentage of the uppercase use of Sandy. Since 2000, the number of the uppercase occurrences of Sandy has exceeded the number of the lowercase uses. Therefore, the proportion of Sandy used in the corpus texts as a proper name has been growing that is also indicated by the change in the L(t) value. Notably, the use of this word as a proper name in the expression Hurricane Sandy takes only a small percentage of
use of the word *sandy* as a named entity. The maximum occurrence frequency of the expression *Hurricane Sandy* in the corpus is revealed in 2014; its value was 2.45% of the total frequency of the use of *sandy* (considering both uppercases and lowercases uses). Thus, the use of the word *Sandy* as the name of the hurricane takes only a small percentage of its use as a proper name and is not revealed by the change in $L(t)$.

The word *candy* denotes a type of sweet confectionery. However, it can be used as a proper noun. For example, the new meaning of the word *candy* associated with the name *Candy Crush Saga* (a free-to-play match-three puzzle video game released by King.com Limited) is described in [35]. Besides, *Candy* often refers to real people and fictional characters denoting their names, nicknames, stage names or surnames. The English word *Candy* or *Candia* also refer to Crete, a Greek island. The $L(t)$ graph shows a number of peaks that can be caused by publishing of literary works (for example, in 1958 and 1998), musical compositions and albums (for example, in 1985, 1998–1999, 2006, etc.)

Moreover, the most significant jump at the beginning of the 19th century is associated with the Kandyan Wars, which were waged by the British Empire in 1796–1818 to conquer and annex the Kingdom of Kandy (the alternative spelling of *Candy*). Thus, according to the $L(t)$ graph, the word *Candy* is used in different years to denote various named entities. However, the meaning indicated in [35] is not found among them by our method. Indeed, the frequency of the expression *Candy Crush* in the corpus reaches its maximum in 2016 and equals 0.98% of the total frequency of the word candy in this year.

Therefore, the frequency use of the name *Candy Crush* in the corpus is small compared to the frequencies of other named entities denoted by the word *Candy*.

*Mystery* is described in [35] as a word that obtained a new meaning in 2012 caused by the release of *Mystery Manor*, a hidden object game developed by Game Insight. The $L(t)$ graph does not reveal the use of the word mystery to denote a named entity. It should be noted that the frequency use of the expression *Mystery Manor* reaches peak values in 1937 and 2016 being 0.044% and 0.023%, respectively (of the total frequency of the word *mystery*). That is, the relative frequency of use of the word *mystery* in the meaning indicated in [35] is very small.

To sum up, new meanings of 4 words form the list of 7 words considered in [35] were found by our algorithm. For the two more words, we revealed a number of meanings associated with named entities and dated their appearance in the corpus. However, for these 2 words the values indicated in [35] were not found. The main reason for this is relative rarity of words used in the meanings specified in [35] compared to the frequency of their use in the meanings associated with other named entities. Finally, we didn’t reveal the word *mystery* used as a named entity. It can also be explained by the fact that this word in the meaning described in [35] has a very low relative frequency.

VII. CONCLUSION

Recent work [19] has proposed a new algorithm that allows one to identify words denoting named entities in large corpus data. The algorithm was tested based on the Russian subcorpus of Google Books Ngram. In the present work, we repeated the same results for the English language.

Analogously to [19] the recognizer was based on the analysis of the combinability with the most frequent words (CFW) and was trained on the data of the English subcorpus of Google Books Ngram.

The recognition error probability gotten from the test sample of 10,000 words free from homonymy and used at least 750 times over the entire period was 1.563% ($F_1 = 0.987$). This result was obtained using the frequencies of syntactic bigrams. Just as for Russian [19], the use of frequencies of ordinary bigrams provides a slightly lower accuracy; in this case, the obtained error probability was 1.782%, and, accordingly, the value of the $F_1$-measure was 0.983. The obtained values are relatively high. However, as it was detailly explained above, they cannot be directly compared to the results of the well-known works on the recognition of named entities.

The main result of this work is a test of the possibility of applying the trained recognizer to diachronic data. The above examples show that the recognizer initially trained on data averaged for a long-time interval provides stable results for the data for each year (at least, for any frequent words). This allows for using the recognizer for language evolution studies, and above all for revealing new meanings of words.

The proposed recognizer managed to reveal new meanings (which relate to named entities) of the words *apple*, *voyager*, *twain*, *titanic* and *bush*, as well as to adequately date the moment of their appearance. Moreover, the method also makes it possible to single out a set of the most frequent bigrams that characterize the use of a word in a new meaning and, thus, to obtain a kind of ‘combinability profile’ of a new word. The method also allowed to detect a new meaning of the word *Potter* associated with a famous literature character.

The word *Dreadnought* is a good example of a word that, besides denoting a named entity, acquires a new common noun meaning. This event is also reliably detected and dated using the recognizer considered in this work, even though the word *Dreadnought* is the least frequent of all the words considered here.

Note that in 6 cases from the 7 considered ones, we managed to determine appearance of a new meaning fully automatically.

The performed analysis shows that the proposed method allows revealing new word meanings associated with named entities, as well as detecting genericized meaning of words that were earlier used as proper names. The question of the sensitivity of the method remains open. For example, what percentage of use of a word in a new meaning is enough to be detected? To answer this question, one needs marked-up datasets, indicating the percentage of use of words in
different meanings. This could be an objective of further research.

Besides, the results of the present work can be useful for improving conventional named entity recognizers. Using a trained CFW recognizer, one can classify a significant part of the words contained in Google Books Ngram and create vast dictionaries of named entities.
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