SUPREMUM-NORM A POSTERIORI ERROR CONTROL OF QUADRATIC DISCONTINUOUS GALERKIN METHODS FOR THE OBSTACLE PROBLEM
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Abstract. We perform a posteriori error analysis in the supremum norm for the quadratic discontinuous Galerkin method for the elliptic obstacle problem. We define two discrete sets (motivated by Gaddam, Gudi and Kamana [1]), one set having integral constraints and other one with the nodal constraints at the quadrature points, and discuss the pointwise reliability and efficiency of the proposed a posteriori error estimator. In the analysis, we employ a linear averaging function to transfer DG finite element space to standard conforming finite element space and exploit the sharp bounds on the Green’s function of the Poisson’s problem. Moreover, the upper and the lower barrier functions corresponding to continuous solution \( u \) are constructed by modifying the conforming part of the discrete solution \( u_h \) appropriately. Finally, numerical experiments are presented to complement the theoretical results.

1. Introduction

The obstacle problem, often considered as a prototype for a class of free boundary problems, models many phenomena such as phase transitions, jet flow, and gas expansion in a porous medium (see [2]). The elliptic obstacle problem is a nonlinear model that describes the vertical movement of an object restricted to lie above a barrier (obstacle) while subjected to a vertical force (with suitable boundary conditions). In general, in the obstacle problem, the given domain can be viewed as the union of the contact, non-contact and free boundary regions, which also play a crucial role in determining the regularity of the continuous solution \( u \). Moreover, the location of the free boundary (the boundary of the domain where the object touches the given obstacle) is not a priori known, and therefore, it forms a part of the numerical approximation. This makes the finite element approximation of the obstacle problem an interesting subject as it offers challenges both in the theory and computation. The finite element analysis to the obstacle problem germinated in 1970s (see [3, 4]). Subsequently, there has been a lot of work on the development and analysis of finite element methods for the obstacle problem (see [5, 6, 7]).

Adaptive finite element methods (AFEM) are useful for achieving the better accuracy of numerical solution of the obstacle problem. The key tool in the adaptive refinement algorithms is a posteriori error estimator i.e., the (globally) reliable and an (locally) efficient error estimator. AFEM are well built for the residual-type estimators [8, 9, 10] and for the goal oriented dual approach for solving partial differential equations (see [11] and references therein). We refer [12, 13, 14, 15, 16, 17, 18] for a posteriori error analysis of linear finite element methods for the elliptic obstacle problem. The articles [19] and [20] discussed a priori and a posteriori error analysis using conforming quadratic finite element method (FEM), respectively. The article [21] presented a priori and a posteriori error control for the three dimensional elliptic obstacle problem using quadratic conforming FEM. Therein, the analysis is carried out by enhancing the quadratic finite element space with element bubble functions. Note that, all these previous mentioned articles deal with the energy norm estimates.
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In the recent years, AFEM techniques for controlling pointwise ($L_\infty$) error for the elliptic problems have been the subject of several recent publications (see [22, 23, 24]). For the conforming linear finite element approximations of the elliptic obstacle problem in the maximum ($L_\infty$) norm, we refer to works [25, 26], whereas in [27], pointwise a posteriori error estimates are derived using quadratic conforming FEM for the elliptic obstacle problem.

For the numerical approximation of a range of problems, discontinuous Galerkin (DG) finite element methods have proven appealing in the past decade. We refer the articles [28, 29] for a posteriori error analysis using DG FEM in the energy norm for the elliptic obstacle problem. In [30], the authors have derived pointwise a posteriori estimates of interior penalty method using linear finite elements for the obstacle problem. Recently, in [1], the authors present two new ideas to solve the obstacle problem using discontinuous Galerkin FEM in the energy norm. The goal of this work is to derive the reliable and efficient pointwise a posteriori error estimates for the elliptic obstacle problem using quadratic discontinuous Galerkin finite element methods.

This paper is organized as follows. In Section 2, we introduce the continuous obstacle problem and the Green’s function for the Poisson’s problem. Section 3 is devoted to notations and preliminaries. The main ingredients of the Section 3 are the local projection (interpolation) operator (introduced by Demlow [24]) and the averaging (enriching) operator (motivated by Brenner [31]) and we discuss their approximation properties which are useful in the subsequent analysis. In Section 4 we define two discrete convex sets $K_h^{(t)}$ for $t = 1, 2$ and introduce the discrete problems corresponding to each $K_h^{(t)}$. Section 5 is dedicated to a posteriori error analysis in the supremum norm. The key ingredients in proving the reliable and an efficient estimates in the supremum norm are the upper and lower barriers of the continuous solution $u$ and bounds on the Galerkin functional. We present the results of the numerical experiments in Section 6 illustrating the reliability and efficiency of the proposed error estimator.

2. THE CONTINUOUS PROBLEM

The model assumptions which we considered are the following.

- $\Omega$ is a bounded polygonal domain in $\mathbb{R}^d$ with boundary $\partial \Omega$, where $d = \{2, 3\}$.
- $V = H_0^1(\Omega)$ and $f \in L_\infty(\Omega)$.
- The obstacle $\chi \in H^1(\Omega) \cap C(\bar{\Omega})$ be such that $\chi \leq 0$ on $\partial \Omega$.
- $a(u, v) = \int_\Omega \nabla u \cdot \nabla v \, dx$ and $(f, v) = \int_\Omega f v \, dx$.
- $K = \{v \in V : v \geq \chi$ a.e. in $\Omega\}$.
- $(\cdot, \cdot)$ denotes the $L_2(\Omega)$ inner product.
- For any $1 \leq p \leq \infty$ and $D \subset \Omega$, we denote the norm on the space $L_p(D)$ by $\| \cdot \|_{L_p(\Omega)}$.

The continuous problem is to find $u \in K$ such that the following holds

$$a(u, u - v) \leq (f, u - v) \quad \forall v \in K. \quad (2.1)$$

Observations.

- $a(u, v)$ is a continuous bilinear form over $V$, symmetric and $V$-elliptic [32].
- $K$ is a non empty, closed and convex subset of $V$ [32].

By the theory of elliptic variational inequality [33], the problem (2.1) has a unique solution. Define $\sigma \in H^{-1}(\Omega)$ by

$$\langle \sigma, v \rangle = (f, v) - a(u, v) \quad \text{for all } v \in V, \quad (2.2)$$
where $\langle \cdot, \cdot \rangle$ denotes the duality pair of $H^{-1}(\Omega)$ and $H_0^1(\Omega)$. The norm $|| \cdot ||_{-1}$ on $H^{-1}(\Omega)$ is defined by

$$\langle \cdot, \cdot \rangle$$

$$||\phi||_{-1} := \sup_{v \in H_0^1(\Omega), v \neq 0} \frac{\langle \phi, v \rangle}{|| \nabla v ||_{L_2(\Omega)}}.$$  

From the equations (2.1) and (2.2), it follows by equation (2.3)

From the equations (2.1) and (2.2), it follows

\[ \langle \sigma, v - u \rangle \leq 0 \quad \forall v \in K. \]

**Remark 2.1.** Let $v = u + \phi \in K$ in (2.4) for $0 \leq \phi \in H_0^1(\Omega)$, we get $\sigma \leq 0$. Moreover, if $u > \chi$ on some open subset $A \subset \Omega$, then $\sigma = 0$ in $A$ (see [34] for details). Moreover, if $\Omega$ is convex domain [35, 36] and if $f \in L^\infty(\Omega)$ and $\chi \in H^1(\Omega) \cap C^{0,\beta}(\Omega)$, $0 < \beta \leq 1$, then $u \in H_0^1(\Omega) \cap C^{0,\alpha}(\Omega)$ where $0 < \alpha \leq \beta$, i.e., $u$ is holder continuous.

**Remark 2.2.** In the view of Riesz representation theorem [34, Theorem 6.9], we note that $\sigma$ can be treated as a Radon measure which satisfies

$$\langle \sigma, v \rangle = \int_{\Omega} vd\sigma,$$

where $v$ is a continuous function having compact support.

### 2.1. Green’s function for linear Poisson problem.

The Green’s function is commonly employed while performing a posteriori error analysis in the maximum norm. We refer [37, 22, 25, 24, 38] for some work in this area. We state the existence of the Green’s function for the Laplacian operator and we refer [39, 40] for the proof.

**Theorem 2.3.** There exist a unique function $G : \Omega \times \Omega \rightarrow \mathbb{R} \cup \{ \infty \}$ such that for any $y \in \Omega$, the following holds

\[ a(G(y, \cdot), \phi) = \phi(y) \quad \text{in} \quad \Omega, \]

\[ G(y, \cdot) = 0 \quad \text{on} \quad \partial \Omega, \]

for any $\phi \in D(\Omega)$. Moreover for any $q > d$ and $g \in W^{1,q}(\Omega) \cap H_0^1(\Omega)$, we have

\[ g(y) = a(w, G(y, \cdot)). \]

Note that $G$ has a singularity at $y \in \Omega$. The next lemma states some regularity estimates for the Green’s function $G$ which takes into account its singular behavior. We refer the articles [24, 38] for the details.

**Lemma 2.4.** Let $G$ be defined in equation (2.5), then for any $y \in \Omega$, it holds that

\[ |G(y, \cdot)|_{0,1,\Omega} + |G(y, \cdot)|_{0,\frac{4}{d-1},\Omega} + |G(y, \cdot)|_{1,1,\Omega} \lesssim 1. \]

Moreover, for the ball $B(y,R)$ having centered at $y$ and of radius $R$, the following estimates hold

\[ |G(y, \cdot)|_{1,\frac{4}{d-1}(\Omega \setminus B(y,R))} \lesssim \log(2 + R^{-1}), \]

\[ |G(y, \cdot)|_{2,1,(\Omega \setminus B(y,R))} \lesssim \log(2 + R^{-1}), \]

\[ |G(y, \cdot)|_{0,1,(\Omega \cap B(y,R))} \lesssim R^2 \log(2 + R^{-1})^{\alpha_3}, \]

\[ |G(y, \cdot)|_{1,1,(\Omega \cap B(y,R))} \lesssim R, \]

where $\alpha_2 = 1$ and $\alpha_3 = 0$. 

3. Notations and Preliminaries

In this section, we collect some notations and prerequisites for the upcoming analysis.

- \( \mathcal{T}_h \) be a regular triangulation of \( \Omega \) (see [31])
- \( T \in \mathcal{T}_h \) denotes a triangle for \( d = 2 \) or tetrahedron for \( d = 3 \)
- \( h_T \) be the diameter of \( T \), \( h_{\min} = \min\{h_T : T \in \mathcal{T}_h\} \)
- \( \mathcal{V}_T \) denotes the set of all vertices of \( T \)
- \( \mathcal{M}_T \) denotes the set of all midpoints on the edges/faces of \( T \)
- \( \mathcal{V}_i^h \) denotes the set of all interior vertices in \( \mathcal{T}_h \)
- \( \mathcal{V}_b^h \) denotes the set of all boundary vertices of \( \mathcal{T}_h \)
- \( \mathcal{V}_h = \mathcal{V}_i^h \cup \mathcal{V}_b^h \) is the set of all the vertices of \( \mathcal{T}_h \)
- \( \mathcal{E}_i^h \) is the set of all interior edges/faces of \( \mathcal{T}_h \)
- \( \mathcal{E}_b^h \) is the set of all the boundary edges/faces of \( \mathcal{T}_h \)
- \( \mathcal{E}_h = \mathcal{E}_i^h \cup \mathcal{E}_b^h \) is the set of all the edges/faces of \( \mathcal{T}_h \)
- \( h = \max\{h_T : T \in \mathcal{T}_h\} \)
- \( |e| \) is a length of an edge/face \( e \in \mathcal{E}_h \)
- \( \mathcal{T}_p \) denotes the set of all elements in \( \mathcal{T}_h \) that share the common vertex \( p \)
- \( \mathcal{T}_e \) denotes the set of all elements in \( \mathcal{T}_h \) that share the common edge/face \( e \)
- \( |A| \) denotes the volume of the set \( A \subset \Omega \)
- \( h_e \) is the length of an edge/face \( e \in \mathcal{E}_h \)
- \( A \lesssim B \) means that there exist a positive constant \( C \) (independent of the solution and the mesh parameter) such that \( A \leq CB \)
- \( \text{supp}(g) \) denotes the support of the function \( g \)
- \( P_k(T) \) is the linear space of polynomials of degree less than or equal to \( k \) over \( T \), where \( k \in \mathbb{N} \cup \{0\} \)

We need to introduce the average and jump of the discontinous functions. First, we define the broken Sobolev space

\[
H^1(\Omega, \mathcal{T}_h) = \{v \in L^2(\Omega) : v|_T \in H^1(T) \quad \forall T \in \mathcal{T}_h\}.
\]

Let \( e \) be an interior edge/face in \( \mathcal{T}_h \), then there exist two elements \( T^+ \) and \( T^- \) such that \( e = \partial T^+ \cap \partial T^- \). Let \( n^+ \) be an unit outward normal pointing from \( T^+ \) to \( T^- \), then we have \( n^- = -n^+ \). Hence, the jump and average of \( v \in H^1(\Omega, \mathcal{T}_h) \) on an edge/face \( e \) is defined by

\[
\{v\} = \frac{v^+ + v^-}{2},
\]

\[
[[v]] = v^+ n^+ + v^- n^- ,
\]

respectively where \( v^+ = v|_{T^+} \) and \( v^- = v|_{T^-} \). We follow the same idea to define the jump and average for a vectorvalued function \( q \in [H^1(\Omega, \mathcal{T}_h)]^d \) on interior edge/face \( e \)

\[
\{\{q\}\} = \frac{q^+ + q^-}{2},
\]

\[
[[q]] = q^+ \cdot n^+ + q^- \cdot n^- .
\]
For $e \in \mathcal{E}_h^b$, let $n^e$ be an outward unit normal to an element $T$ such that $\partial T \cap \partial \Omega = e$, we define for $v \in H^1(\Omega, T_h)$
\[
[[v]] = v n^e \quad \text{and} \quad \{v\} = v
\]
and for $q \in [H^1(\Omega, T_h)]^d$, we set
\[
[[q]] = q \cdot n^e \quad \text{and} \quad \{q\} = q.
\]
Let $V_h$ denotes the quadratic DG finite element space which is defined by
\[
V_h = \{v_h \in L_2(\Omega) : v_h|_T \in P_2(T) \quad \forall T \in T_h\},
\]
and $V_c$ denotes the conforming quadratic finite element space, i.e., $V_c := V_h \cap H^1_0(\Omega)$. The following estimates will be crucial in the upcoming analysis.

**Lemma 3.1.** (Trace inequality [42]) Let $\phi \in H^1(T)$ for $T \in T_h$ and let $e \in \mathcal{E}_h$ be an edge/face of $T$, then for $1 \leq p < \infty$ the following holds
\[
\|\phi\|_{L_p(e)}^p \lesssim h_p^{-1} \left( |\phi|_{L_p(T)}^p + h_e^p \|\nabla \phi\|_{L_p(T)}^p \right).
\]

**Lemma 3.2.** (Inverse inequalities [41]) For $v_h \in V_h$ and $1 \leq p, q \leq \infty$, it holds that
\[
\|v_h\|_{m,p,T} \lesssim h_T^{(d-1)/2} h_T^{l-m} \|v_h\|_{l,q,T}
\]
\[
\|v_h\|_{L_\infty(e)} \lesssim h_e^{1-d} \|v_h\|_{L_2(e)}
\]
where $T \in T_h$, $e \in \mathcal{E}_h$ is an edge/face of $T \in T_h$.

**Lemma 3.3.** (Poincare’s type inequality [43], Theorem 3, page 279) Let $\Omega$ be a bounded open subset of $\mathbb{R}^d$. Suppose $v \in W_0^{1,p}(\Omega)$ for some $1 \leq p < n$ and $p^* = \frac{np}{n-p}$ be the Sobolev conjugate of $p$, then there exist a positive constant $C$ (depending on $p, q, d$ and $\Omega$) such that
\[
\|u\|_{L_p(\Omega)} \leq C \|Du\|_{L_p(\Omega)} \quad \text{for each} \quad q \in [1, p^*],
\]
where $Du$ denotes the first order distributional derivative of $u$.

### 3.1. Local Projection Operator

Here, we provide the explicit definition of the projection operator which is used in our analysis. Let $\Pi_h : L_1(\Omega) \rightarrow V_h$ be the local projection operator [24] which is motivated by the classical Scott and Zhang interpolation operator [44]. For any $T \in T_h$, let $(\phi_p^T)_{p \in V_T \cup M_T}$ be the corresponding Lagrange basis. We define
\[
\Pi_h v|_T(x) = \Pi_T v(x) = \sum_{p \in V_T \cup M_T} \phi_p^T(x) \int_T \psi_p^T(z) v(z) dz,
\]
where $(\psi_p^T)_{p \in V_T \cup M_T}$ is the corresponding $L_2(T)$ dual basis of $(\phi_p^T)_{p \in V_T \cup M_T}$.

**Remark 3.4.** Using the definition of dual basis [24], we have $\int_T \psi_p^T(x) \phi_r^T(x) dx = \delta_{pr}$, therefore $\Pi_h v = v \forall v \in V_h$.

Further, we can prove the following result by using Bramble-Hильб lemma. These are standard approximation and stability results hence we skip the proof (refer the article [24] for the details).
Lemma 3.5. Let \( s \in \mathbb{N} \cup \{0\} \) such that \( 0 \leq s \leq 3 \), then for any \( T \in \mathcal{T}_h \)
\[ \| \Pi_h \psi \|_{W^{s,1}(T)} \leq C \| \psi \|_{W^{s,1}(T^*)}, \]
\[ \| \psi - \Pi_h \psi \|_{W^{s,1}(T)} \leq C h^{2-r} \| \psi \|_{W^{s,1}(T^*)}, \]
where \( \psi \in W^{1,p}(\Omega) \) and \( T^* = \{ T' \in \mathcal{T}_h : T' \cap T \neq \emptyset \} \).

3.2. Averaging Operator. We relate the discrete space and continuous space through an averaging (enriching) map. It is well known that an enriching map \( E_h : V_h \to V_c \) plays an crucial role in a posteriori error analysis of DG finite element methods. We define \( E_h \) by standard averaging technique [45]. Let \( v_h \in V_h \), define \( E_h v_h \in V_c \) as follows:
For an interior node \( p \in V_h^i \cup M_h^i \), we define
\[ E_h v_h(p) = \frac{1}{|T_p|} \sum_{T \in T_p} v_h|T(p), \]
where \( |T_p| \) denotes the cardinality of \( T_p \), and for a boundary node \( p \in V_h^b \cup M_h^b \) we set \( E_h v_h(p) = 0 \).

From the standard scaling arguments [42] and inverse inequalities, we prove the following approximation properties.

Lemma 3.6. Let \( v \in V_h \), then
\[ \| E_h v - v \|_{L_\infty(\Omega_h)} \lesssim \| v \|_{L_\infty(\mathcal{E}_h)}, \]
\[ \max_{T \in \mathcal{T}_h} \| h_T \nabla (E_h v - v) \|_{L_\infty(T)} \lesssim \| v \|_{L_\infty(\mathcal{E}_h)}. \]

Proof. Let \( T \in \mathcal{T}_h \) be arbitrary and using scaling arguments,
\[ \| E_h v - v \|_{L_\infty(T)} = \| \sum_{p \in V_T} (E_h v - v)(p) \phi_p^T + \sum_{p \in M_T} (E_h v - v)(p) \phi_p^T \|, \]
\[ \lesssim \sum_{p \in V_T \cup M_T} \| (E_h v - v)T(p) \|, \]
where, we have used \( \| \phi_p \|_{L_\infty(T)} \lesssim 1 \) \( \forall T \in \mathcal{T}_h, \forall p \in V_T \cup M_T \).

Let \( p \in V_T \cap V_h^i \) or \( p \in M_T \cap M_h^i \), then using the definition of \( E_h \) we have
\[ \| (E_h v - v)T(p) \| = \frac{1}{|T_p|} \left| \sum_{T^* \in T_p} v|T^*(p) - v|T(p) \right|, \]
\[ = \frac{1}{|T_p|} \left| \sum_{T^* \in T_p} (v|T^*(p) - v|T(p) \right|. \]

Note that \( T^* \) can be connected to \( T \) by a chain of elements in \( T_p \), where we can find a common edge/face between any two consecutive elements i.e., there exist \( T_1, T_2, \ldots, T_n \in \mathcal{T}_p \) \( (n \leq |T_p|) \) such that \( T_1 = T^*, T_n = T, T_i \) and \( T_{i+1} \) share a common edge/face \( e_i \) \( \forall 1 \leq i \leq n - 1 \). Therefore, we can write
\[ v|T^*(p) - v|T(p) = v|T_1(p) - v|T_2(p) + v|T_2(p) - v|T_3(p) \]
\[ + v|T_3(p) - \cdots + v|T_{n-1}(p) - v|T_{n-1}(p) + v|T_{n-1}(p) - v|T_n(p), \]
then we have
\[ |v|_{T^*}(p) - v|_T(p) | \lesssim \sum_{e \in E_p} \|[v]||_{L_{\infty}(e)}, \]
which leads to (3.7) and we can prove (3.7) for the boundary node as well on the similar lines. The estimate (3.8) can be realized with a use of Lemma 3.2.

4. Discrete Problem

In this paper, we consider two different ways to define the discrete version of the set \( K \). First, we use integral constraints which is motivated by the article [20] and secondly, we used the nodal constraints at some quadrature points in the discrete convex set which will be defined later in this section. Let
\[ V_0 = \{ v \in L_2(\Omega) : v|_T \in P_0(T) \ \forall T \in T_h \}, \]
and for any \( v \in L_2(T), T \in T_h \), define
\[(4.1) \quad Q_T(v) = \frac{1}{|T|} \int_T v(x) \, dx.\]
Then, \( Q_h : L_2(\Omega) \to V_0 \) is defined as \( Q_h(v) = Q_T(v) \) for all \( v \in L_2(\Omega) \). The approximation properties for the operator \( Q_h \) are stated in the next lemma.

Lemma 4.1. Let \( T \in T_h \) and \( v \in W^{s,p}(T) \) where \( 0 \leq s \leq 1 \), then it holds that
\[(4.2) \quad ||v - Q_h(v)||_{L_p(T)} \lesssim h_T^s |v|_{W^{s,p}(T)}.\]

The first discrete version of \( K \) is denoted by \( K^{(1)}_h \) which is defined by
\[(4.3) \quad K^{(1)}_h = \{ v_h \in V_h : Q_h(v_h) \geq Q_h(\chi) \}, \]

Discrete Problem 1. The discontinuous Galerkin approximation \( u^{(1)}_h \in K^{(1)}_h \) is the solution of
\[(4.4) \quad A_h(u^{(1)}_h, v_h - u^{(1)}_h) \geq (f, v_h - u^{(1)}_h) \ \forall v_h \in K^{(1)}_h,\]
where \( A_h(\cdot, \cdot) \) is the DG bilinear form and further it can be written as
\[(4.5) \quad A_h(v_h, w_h) = a_h(v_h, w_h) + b_h(v_h, w_h) \ \forall v_h, w_h \in V_h,\]
with
\[ a_h(v_h, w_h) = (\nabla v_h, \nabla w_h) = \sum_{T \in T_h} \int_T \nabla v_h \cdot \nabla w_h \, dx, \]
and the bilinear form \( b_h(\cdot, \cdot) \) is defined by
\[(4.6) \quad b_h(w, v) = -\sum_{e \in E_h} \int_e \{\nabla w\} [v] \, ds - \theta \sum_{e \in E_h} \int_e \{\nabla v\} [w] \, ds + \sum_{e \in E_h} \frac{n_e}{h_e} [w] [v] \, ds, \ \forall w, v \in V_h.\]

Remark 4.2. Different value of \( \theta \) will give rise to different DG methods [46]. In our paper, we deal with SIPG, IIPG and NIPG methods which corresponds to \( \theta \in \{1, 0, -1\} \), though the analysis holds for other DG methods as well listed in [28].
Next result is concerning the operator \( \pi_h \) and its properties.

**Lemma 4.3.** Let \( \pi_h : V_h \to V_0 \) be a map defined by \( \pi_h(v_h) = Q_h(v_h) \). Then \( \pi_h \) is onto and hence an inverse map \( \pi_h^{-1} : V_0 \to V_h \) can be defined into a subset of \( V_h \) as \( \pi_h^{-1}(w_h) = v_h \) where \( v_h \in V_h \) with \( Q_h(v_h) = w_h \) for \( w_h \in V_0 \).

We refer the article \([21]\) for the proof of the lemma. Next, with the help of Lemma 4.3, we define the first discrete Lagrange multiplier \( \sigma_h^{(1)} \in V_0 \) (corresponding to \( k_h^{(1)} \)) as

\[
(\sigma_h^{(1)}, w_h) = (f, \pi_h^{-1}w_h) - A_h(u_h, \pi_h^{-1}w_h) \quad \forall w_h \in V_0.
\]

In the next lemma, we derive key properties for \( \sigma_h^{(1)} \).

**Theorem 4.4.** \( \sigma_h^{(1)} \) is well-defined and \( \sigma_h^{(1)} \leq 0 \) on \( \Omega \).

**Proof.** Let \( y_h \in V_h \) be such that \( Q_h(y_h) \geq 0 \) then by putting \( v_h = u_h^{(1)} + y_h \) in \( (4.4) \) we observe

\[
A_h(u_h^{(1)}, y_h) \geq (f, y_h) \quad \forall y_h \in V_h \quad \text{with} \quad Q_h(y_h) \geq 0.
\]

Further, let \( v_h \in V_h \) with \( Q_h(v_h) = 0 \), then substitute \( y_h = v_h \) and \( y_h = -v_h \) in \( (4.9) \) to obtain

\[
A_h(u_h^{(1)}, v_h) = (f, v_h).
\]

Now suppose there exist two distinct elements \( z_1 \) and \( z_2 \in V_h \) such that \( \pi_h(z_1) = \pi_h(z_2) = w_h \).

Then \( Q_h(z_1 - z_2) = 0 \), we have \( A_h(u_h^{(1)}, z_1 - z_2) = (f, z_1 - z_2) \) by \( (4.10) \) which implies \( \sigma_h^{(1)} \) is well defined. Moreover, let \( w_h \geq 0 \) in \( (4.8) \) and using \( (4.9) \) we have that \( \sigma_h^{(1)} \leq 0 \) on \( \Omega \).

We will define the following discrete contact set and discrete non-contact set for \( u_h^{(1)} \).

\[
\mathcal{C}_h^{(1)} = \{ T \in T_h : Q_h(u_h^{(1)}) = Q_h(\chi) \},
\]

\[
\mathcal{N}_h^{(1)} = \{ T \in T_h : Q_h(u_h^{(1)}) > Q_h(\chi) \}.
\]

We also observe that \( \sigma_h^{(1)} = 0 \) over \( \mathcal{N}_h^{(1)} \) and it is clear (from the definition of \( \sigma_h^{(1)} \)) that for any \( v_h \in V_h \)

\[
(\sigma_h^{(1)}, v_h) = (\sigma_h^{(1)}, Q_h(v_h)),
\]

\[
= (f, v_h) - A_h(u_h^{(1)}, v_h).
\]

In the next subsection, we collect some tools to define the second discrete version of \( K \) and the corresponding discrete Lagrange multiplier \( \sigma_h^{(2)} \). We start with some facts about numerical integration in \( \mathbb{R}^2 \) and \( \mathbb{R}^3 \).

### 4.1 Numerical Integration.

- **T** be a \( d \)-simplex formed by the vertices \( \{x_1, x_2, \ldots, x_{d+1}\} \).
- \( G = \frac{1}{d+1} \sum_{i=1}^{d+1} x_i \) (The Centroid of \( T \)).
- Choose \( r_i = x_i \) \( \forall \) \( i \in \{1, 2, \ldots, d+1\} \) for \( s = 1 \).
- Choose \( r_i = bx_i + (1-b)G \) with \( b = \frac{1}{\sqrt{d+2}} \) \( \forall \) \( i \in \{1, 2, 3, \ldots, d+1\} \) for \( s = 2 \).
Then, the formula
\[
\int_T p \, dx = \frac{|T|}{d+1} \sum_{i=1}^{d+1} p(r_i) \quad \forall p \in \mathcal{P}_s(T)
\]
is exact for \(d = \{2, 3\}\) and \(s = \{1, 2\}\).

**Definition 4.5.**

1. **Quadrature points.** The Quadrature points exact for \(\mathcal{P}_s(T)\) are given by \(\{r_1, r_2, \ldots, r_{d+1}\}\) (as defined earlier) where \(T\) is a \(d\)-simplex in \(\mathcal{T}_h\) having vertices as \(\{x_1, x_2, \ldots, x_{d+1}\}\).

2. **Quadrature \(d\)-simplex.** Let \(T \in \mathcal{T}_h\) be a \(d\)-simplex, the Quadrature points exact for \(\mathcal{P}_s(T)\) also form a \(d\)-simplex which is named as Quadrature \(d\)-simplex and is denoted by \(Q_T\).

3. \(V_{Q_T}\) denotes the set of all vertices of Quadrature \(d\)-simplex \(Q_T\) for any \(T \in \mathcal{T}_h\).

4. \(M_{Q_T}\) denotes the set of all mid-points on edges/faces of Quadrature \(d\)-simplex \(Q_T\) for any \(T \in \mathcal{T}_h\).

5. \(V_{h,Q} = \bigcup_{T \in \mathcal{T}_h} V_{Q_T}\).

6. \(M_{h,Q} = \bigcup_{T \in \mathcal{T}_h} M_{Q_T}\).

Next, the second discrete version of \(K\), denoted by \(K_{h}^{(2)}\), is defined by
\[
K_{h}^{(2)} = \{v_h \in V_h : v_h(r) \geq \chi(r) \quad \forall r \in V_{Q_T}, \forall T \in \mathcal{T}_h\}.
\]

**Discrete Problem 2.** The discontinuous Galerkin approximation \(u_{h}^{(2)} \in K_{h}^{(2)}\) is the solution of
\[
\mathcal{A}_h(u_{h}^{(2)}, v_h - u_{h}^{(2)}) \geq (f, v_h - u_{h}^{(2)}) \quad \forall v_h \in K_{h}^{(2)}.
\]

Next, we state the definitions of discrete contact set \(C_{h}^{(2)}\), discrete non-contact set \(N_{h}^{(2)}\) and free boundary set \(F_{h}^{(2)}\) corresponding to \(u_{h}^{(2)}:\n
\[
C_{h}^{(2)} = \{T \in \mathcal{T}_h : u_{h}^{(2)}(z) = \chi(z) \quad \forall z \in V_{Q_T}\},
\]

\[
N_{h}^{(2)} = \{T \in \mathcal{T}_h : u_{h}^{(2)}(z) > \chi(z) \quad \forall z \in V_{Q_T}\},
\]

and
\[
F_{h}^{(2)} = \{T \in \mathcal{T}_h : \text{there exist } z_1, z_2 \in V_{Q_T} \text{ such that } u_{h}^{(2)}(z_1) = \chi(z_1) \text{ and } u_{h}^{(2)}(z_2) > \chi(z_2)\}.
\]

For the convenience, let \(\{\psi_z : z \in V_{h,Q} \cup M_{h,Q}\}\) be the canonical Lagrange basis of \(V_h\), i.e.,
\[
\psi_z(r) := \begin{cases} 
1 & \text{if } z = r \\
0 & \text{otherwise}.
\end{cases}
\]

We will need some more discrete spaces for the subsequent discussion. The space \(V_h\) is decomposed as \(V_h = W_h \bigoplus W_h^c\), where
\[
W_h = \text{span}\{\psi_z \in V_h : z \in V_{h,Q}\},
\]
and the subspace \(W_h^c\) of \(V_h\) is defined as
\[
W_h^c = \text{span}\{\psi_z \in V_h : z \in M_{h,Q}\}.
\]
is the orthogonal complement of $W_h$ in $V_h$ with respect to the inner product
\[
(w, v)_h = \sum_{T \in T_h} \frac{|T|}{d+1} \left( \sum_{z \in V_T} w_h(z)v_h(z) + \sum_{z \in M_T} w_h(z)v_h(z) \right).
\]
Let
\[
V_1 = \{ v_h \in L^2(\Omega) : v_h|_T \in P_1(T) \ \forall \ T \in T_h \},
\]
and let $\{ \phi_z : z \in V_{h,Q} \}$ be the Lagrange canonical basis of $V_1$, i.e., for $q \in V_{h,Q}$
\[
\phi_z(r) := \begin{cases} 1 & \text{if } z = r, \\ 0 & \text{otherwise}. \end{cases}
\]
The discrete Lagrange multiplier $\tilde{\sigma}_h^{(2)} \in V_1$ is then defined by
\[
\langle \tilde{\sigma}_h^{(2)}, v_h \rangle_h := (f, \tilde{\Pi}_h v_h) - A_h(u_h^{(2)}, \tilde{\Pi}_h v_h) \ \forall \ v_h \in V_1,
\]
where
\[
\langle w, v \rangle_h = \sum_{T \in T_h} \frac{|T|}{d+1} \sum_{z \in V_T} w(z)v(z)
\]
and $\tilde{\Pi}_h : V_1 \rightarrow W_h$ is defined by
\[
\tilde{\Pi}_h v = \sum_{z \in V_{h,Q}} v(z)\phi_z, \ \ v \in V_1.
\]
We list out some key observations related to $\tilde{\Pi}_h$ which is useful in later analysis. They can be verified from the definition of $\tilde{\Pi}_h$ and the Bramble-Hilbert lemma [41].

- $\tilde{\Pi}_h v(z) = v(z)$ where $z \in V_{h,Q}$ and $v \in V_1$.
- $\tilde{\Pi}_h : V_1 \rightarrow W_h$ is one-one and onto and hence its inverse $\tilde{\Pi}_h^{-1} : W_h \rightarrow V_1$ exists and it is defined by
\[
\tilde{\Pi}_h^{-1}(v) = \sum_{z \in V_h,Q} v(z)\phi_z, \ \ v \in W_h, \ \ v \in V_1.
\]

- $\tilde{\Pi}_h^{-1}$ extends to whole discrete space $V_h$ by defining
\[
\tilde{\Pi}_h^{-1}(v) = \sum_{z \in V_{h,Q}} v(z)\phi_z, \ \ v \in V_h.
\]

- For any $v \in V_h$ we have $\tilde{\Pi}_h^{-1}v = \tilde{\Pi}_h^{-1}v_1$ where $v_1$ is the $W_h^*$ component of $v$.
- For any $v_h \in V_h$ and $T \in T_h$ the following approximation properties hold [41]:
\[
\begin{align*}
||v_h - \tilde{\Pi}_h^{-1}v_h||_{L^p(T)} & \lesssim h_T||\nabla v_h||_{L^p(T)}, \ \ 1 \leq p \leq \infty, \\
h_T^{-2}||v_h - \tilde{\Pi}_h^{-1}v_h||_{L^1(T)} & \lesssim |v_h|_{2,1,T}.
\end{align*}
\]

In the next theorem, we state key properties for $\tilde{\sigma}_h^{(2)}$ that will follow on the similar lines of [Lemma 7,[41]].
Theorem 4.6.

\begin{equation}
\sigma_h^{(2)}(z) \leq 0 \forall \ z \in \mathcal{V}_h, \mathcal{Q},
\end{equation}
(4.21)

\begin{equation}
\sigma_h^{(2)}(z) = 0 \text{ if } u_h^{(2)}(z) > \chi(z), \ z \in \mathcal{V}_h, \mathcal{Q},
\end{equation}
(4.22)

The next lemma is an immediate consequence of the Theorem 4.6.

Lemma 4.7. There holds

\begin{equation}
Q_h\sigma_h^{(2)} \leq 0 \text{ everywhere on } \Omega,
\end{equation}

\begin{equation}
Q_h\sigma_h^{(2)} = 0 \text{ on } N_h^{(2)}.
\end{equation}

where \( Q_h \) is defined in equation (4.1). 

Proof. The result of this Lemma can be realized by using equations (4.12), (4.1) and (4.21). \( \square \)

5. A Posteriori Error Estimates

Define the following estimators (here \( t = 1, 2 \))

\begin{equation}
\eta_1 = \max_{T \in \mathcal{T}_h} h_T^2 \| \Delta u_h^{(t)} + f - \sigma_h^{(t)} \|_{L^\infty(T)},
\end{equation}
(5.1)

\begin{equation}
\eta_2 = \max_{e \in \mathcal{E}_h} h_e \| \| \nabla u_h^{(t)} \|_{L^\infty(e)},
\end{equation}
(5.2)

\begin{equation}
\eta_3 = \| \| u_h^{(t)} \|_{L^\infty(e_h)},
\end{equation}
(5.3)

\begin{equation}
\eta_4 = \max_{T \in \mathcal{T}_h} h_T^2 \| \sigma_h^{(2)} - Q_h\sigma_h^{(2)} \|_{L^\infty(T)},
\end{equation}
(5.4)

\begin{equation}
\eta_5 = \text{Osc}(f, \mathcal{T}_h),
\end{equation}
(5.5)

where the data oscillations \( \text{Osc}(f, T) \) of \( f \) over \( T \subseteq \mathcal{T}_h \) is defined by

\[ \text{Osc}(f, T) = \min_{c \in P_0(T)} h_T^2 \| f - c \|_{L^\infty(T)}. \]

and we define the operator \( B_h\sigma_h^{(t)} \) as

\[ B_h\sigma_h^{(t)} := \begin{cases} \sigma_h^{(1)} & \text{for } t = 1, \\ Q_h\sigma_h^{(2)} & \text{for } t = 2. \end{cases} \]

Remark 5.1. Using Lemma 4.7 and Theorem 4.4, we have \( B_h\sigma_h^{(t)} \leq 0 \) for \( t = 1, 2 \). This sign property is crucial in proving the reliability estimates in this article.

In the upcoming analysis, we would use the notation \( v_c \) for \( \Pi_h(v) \ \forall v \in L^1(\Omega) \). For a posteriori error analysis in the supremum norm, we need to introduce an extended bilinear form \( A_h^*(\cdot, \cdot) \) to test non-discrete functions less regular than \( H^1(\Omega) \). For \( w \in W_0^{1,p}(\Omega) + V_h \) and \( v \in W_0^{1,q}(\Omega) + V_h \), let

\[ A_h^*(\cdot, \cdot) : \left[ W_0^{1,p}(\Omega) + V_h \right] \times \left[ W_0^{1,q}(\Omega) + V_h \right] \rightarrow \mathbb{R} \]

in the following way

\begin{equation}
A_h^*(w, v) = a_h(w, v) + b_h^*(w, v),
\end{equation}
(5.6)
Proof. (1) First, we prove
\[ \left( 1 \right) \text{solution} \]
We modify the conforming part of discrete solution \( \tilde{v}_h \) appropriately. As mentioned previously, this approach is slightly different from the article \([25, 30]\).

Remark 5.2. Note that, for any \( v \in V = H^1_0(\Omega) \subset W^{1,q}_0(\Omega) \) we have \( \langle \tilde{\sigma}(u), v \rangle = \langle \sigma(u), v \rangle \).

We introduce the extended continuous Lagrange multiplier \( \tilde{\sigma} \in (W^{1,q}_0(\Omega) + V_h)^* \) as
\[ \langle \tilde{\sigma}(u), v \rangle = (f, v) - a(u, v) \quad \forall \ v \in W^{1,q}_0(\Omega) + V_h. \]

We introduce the residual or Galerkin functional \( C_h^{(t)} : W^{1,q}_0(\Omega) + V_h \to \mathbb{R} \) as
\[ \langle C_h^{(t)}(v), v \rangle = a_h(u - \tilde{u}_h^{(t)}, v) + \langle \tilde{\sigma} - B_h\sigma_h^{(t)}, v \rangle \quad \forall v \in W^{1,q}_0(\Omega) + V_h \]
\[ = a_h(u, v) - a_h(\tilde{u}_h^{(t)}, v) + \langle \tilde{\sigma}, v \rangle - \langle B_h\sigma_h^{(t)}, v \rangle \]
\[ = (f, v) - a_h(\tilde{u}_h^{(t)}, v) - (B_h\sigma_h^{(t)}, v) \quad \text{(using remark (5.2))}, \]
where \( (B_h\sigma_h^{(t)}, v) = \langle B_h\sigma_h^{(t)}, v \rangle \quad \forall v \in W^{1,q}_0(\Omega) + V_h \) and \( \tilde{u}_h^{(t)} \) stands for \( E_h u_h^{(t)} \). Next, we introduce the corrector function \( w^{(t)} \) which is defined by
\[ \int_{\Omega} \nabla w^{(t)} \cdot \nabla v \, dx = \langle C_h^{(t)}(v), v \rangle \quad \forall v \in H^1_0(\Omega) \]
and the wellposedness of the problem (5.10) follows from Lax-Milgram lemma [42]. This function \( w^{(t)} \) plays a crucial role in defining the upper and lower barriers of the continuous solution \( u \).

We modify the conforming part of discrete solution \( \tilde{u}_h^{(t)} \) by adding this correction function \( w^{(t)} \) appropriately. As mentioned previously, this approach is slightly different from the article [25, 30]. The continuous maximum principle is employed in order to bound the error term \( ||u - u_h^{(t)}||_{L^\infty(\Omega)} \).

5.1. Upper and Lower Barriers of the solution \( u \). We define the barrier functions for the solution \( u \) as,
\[ u^{(t)} = \tilde{u}_h^{(t)} + w^{(t)} + ||w^{(t)}||_{L^\infty(\Omega)} + \|\chi - \tilde{u}_h^{(t)}\|^+_{L^\infty(\Omega)}; \]
\[ u^{(t)} = \tilde{u}_h^{(t)} + w^{(t)} - ||w^{(t)}||_{L^\infty(\Omega)} - \|\tilde{u}_h^{(t)} - \chi\|^+_{L^\infty(\Omega)} \].

In the next lemma, we prove that \( u^{(t)} \) and \( u^{(t)} \) are the upper and lower bounds of the continuous solution \( u \).

Lemma 5.3. Let \( u^{(t)} \) and \( u^{(t)} \) be as defined in (5.11) and (5.12), respectively. Then
\[ u \leq u^{(t)} \quad \text{and} \quad u^{(t)} \leq u. \]

Proof. (1) First, we prove \( u^{(t)} \leq u \). Let \( v := \max\{u^{(t)} - u, 0\} \). Note that \( u^{(t)} \leq u \) is equivalent to \( v = 0 \) in \( \Omega \), therefore we will show \( v = 0 \) in \( \Omega \). Since \( u, w^{(t)}, \tilde{u}_h^{(t)} \in H^1_0(\Omega) \) and we have
\[ (u^{(t)} - u)|_{\partial\Omega} = \tilde{u}_h^{(t)} + w^{(t)} - ||w^{(t)}||_{L^\infty(\Omega)} - \|\tilde{u}_h^{(t)} - \chi\|^+_{L^\infty(\Omega)} \]
\[ \leq 0. \]
Therefore, \( v = 0 \) on \( \partial \Omega \). By Poincare inequality [32], it is sufficient to show that \( ||\nabla v||_{L^2(\Omega)} = 0 \). A use of equations (5.11), (5.10), (5.9) and remark (2.1) yields

\[
\int_{\Omega} |\nabla v|^2 \, dx = \int_{\Omega} \nabla (u_*(t) - u) \cdot \nabla v \, dx,
\]

\[
= \int_{\Omega} \nabla (\tilde{u}_h - u) \cdot \nabla v \, dx + \int_{\Omega} \nabla (u(t) - \tilde{u}_h) \cdot \nabla v \, dx,
\]

\[
= \int_{\Omega} \nabla (\tilde{u}_h - u) \cdot \nabla v \, dx + \langle G_h(t), v \rangle,
\]

\[
= (\sigma - B_h \sigma_h(t), v) \leq -\int_{\Omega} B_h \sigma_h(t) \cdot v \, dx.
\]

It suffices to prove \( \int_{\Omega} B_h \sigma_h(t) \cdot v \, dx = 0 \). Firstly, we show that \( B_h \sigma_h(t) = 0 \) on \( T \in T_h \) if there exist \( x \in T \) such that \( v(x) > 0 \). Suppose, by contradiction there exist \( x \in \text{int}(T) \) such that \( v(x) > 0 \) and \( B_h \sigma_h(t)(x) < 0 \). We have

\[
v(x) > 0 \implies u(x) < u_*(t)(x) \leq \tilde{u}_h(t)(x) - \|\tilde{u}_h(t) - \chi\|_{L^\infty(\Omega)} \sum_{T \in T_h} \int_T B_h \sigma_h(t) \cdot v \, dx = 0.
\]

Hence we get the desired result. Next, we prove that \( u \leq u_*(t) \).

(2) Let \( v := \max\{u - u_*(t), 0\} \). We claim that \( v = 0 \) in \( \Omega \). First, observe that \( v|_{\partial \Omega} = 0 \) since

\[
(u - u_*(t))|_{\partial \Omega} = u - \tilde{u}_h(t) - w(t) - \|u(t)\|_{L^\infty(\Omega)} - \|\tilde{u}_h(t) - \chi\|_{L^\infty(\Omega)} - (\chi - \tilde{u}_h(t))_+ \leq 0.
\]

Our claim will be true if we can show that \( ||\nabla v||_{L^2(\Omega)} = 0 \). Employing equations (5.10), (5.9) and remark (5.1), we find

\[
\int_{\Omega} |\nabla v|^2 \, dx = \int_{\Omega} \nabla u \cdot \nabla v \, dx - \int_{\Omega} \nabla u_*(t) \cdot \nabla v \, dx,
\]

\[
= \int_{\Omega} \nabla u \cdot \nabla v \, dx - \int_{\Omega} \nabla (\tilde{u}_h(t) + w(t)) \cdot \nabla v \, dx,
\]

\[
= \int_{\Omega} \nabla u \cdot \nabla v \, dx - \int_{\Omega} \nabla \tilde{u}_h(t) \cdot \nabla v \, dx - \langle G_h(t), v \rangle,
\]

\[
= (B_h \sigma_h(t) - \sigma, v) \leq (-\sigma, v) = -\int_{\Omega} v \, d\sigma.
\]
We further show that \( \text{supp}(v) \) and \( \text{supp}(\sigma) \) are two disjoint sets which would imply that \( \int_{\Omega} v \, d\sigma = 0 \) and hence, the claim holds. Let \( x \in \Omega \) be such that \( v(x) > 0 \),

\[
\implies u(x) > u^*(x) = \tilde{u}^{(t)}_h(x) + w^{(t)}(x) + \|w^{(t)}\|_{L^\infty(\Omega)} + \|(\chi - \tilde{u}^{(t)}_h)^+\|_{L^\infty(\Omega)},
\]

\[
\geq \tilde{u}^{(t)}_h(x) + \|(\chi - \tilde{u}^{(t)}_h)^+\|_{L^\infty(\Omega)},
\]

\[
\geq \tilde{u}^{(t)}_h(x) + (\chi - \tilde{u}^{(t)}_h)^+(x),
\]

\[
\geq \chi(x),
\]

\[\implies \text{supp}(v) \subset \{ u > \chi \} \text{ and \ supp}(\sigma) \subset \{ u = \chi \} \text{ (remark (2.1))}. \]

Therefore, the proof of the lemma follows. \( \square \)

Next, we use Lemma 5.3 to obtain an estimate for the pointwise error \( \|u - u^{(t)}_h\|_{L^\infty(\Omega)} \).

**Lemma 5.4.** It holds that

\[
(5.13) \quad \|u - u^{(t)}_h\|_{L^\infty(\Omega)} \lesssim \|w^{(t)}\|_{L^\infty(\Omega)} + \|(\chi - u^{(t)}_h)^+\|_{L^\infty(\Omega)} + \|(u^{(t)}_h - \chi)^+\|_{L^\infty(\{B_h\sigma_h^{(t)} < 0\})} + \eta_3.
\]

**Proof.** In the view of Lemma 3.6 we have

\[
\|(\chi - \tilde{u}^{(t)}_h)^+\|_{L^\infty(\Omega)} \lesssim \|(\chi - u^{(t)}_h)^+\|_{L^\infty(\Omega)} + \|u^{(t)}_h - \tilde{u}^{(t)}_h\|_{L^\infty(\Omega)},
\]

\[
(5.14)
\]

and

\[
\|(u^{(t)}_h - \chi)^+\|_{L^\infty(\{B_h\sigma_h^{(t)} < 0\})} \lesssim \|(u^{(t)}_h - \chi)_h^{(t)}\|_{L^\infty(\{B_h\sigma_h^{(t)} < 0\})} + \|\tilde{u}^{(t)}_h - u^{(t)}_h\|_{L^\infty(\{B_h\sigma_h^{(t)} < 0\})},
\]

\[
(5.15)
\]

A use of triangle inequality yields

\[
(5.16) \quad \|u - u^{(t)}_h\|_{L^\infty(\Omega)} \lesssim \|u - \tilde{u}^{(t)}_h\|_{L^\infty(\Omega)} + \|\tilde{u}^{(t)}_h - u^{(t)}_h\|_{L^\infty(\Omega)}.
\]

From Lemma 5.3 we have

\[
\|u - \tilde{u}^{(t)}_h\|_{L^\infty(\Omega)} \lesssim \|w^{(t)}\|_{L^\infty(\Omega)} + \|(\chi - \tilde{u}^{(t)}_h)^+\|_{L^\infty(\Omega)} + \|(\tilde{u}^{(t)}_h - \chi)^+\|_{L^\infty(\{B_h\sigma_h^{(t)} < 0\})}.
\]

Finally, the proof follows using equations (3.7), (5.14), (5.15) and (5.16). \( \square \)

To prove the main reliability estimate, we observe from Lemma 5.4, it is enough to provide an estimate in the maximum norm of \( w^{(t)} \) in terms of the local error estimator terms defined in (5.1)- (5.2)- (5.3)- (5.4). The technique which we used is motivated by the articles [25, 24]. We perform the analysis using the Green’s function of the unconstrained Poisson problem taking into account that Green’s function is singular at \( \eta^* \in \Omega \) where \( w^{(t)} \) attains its maximum. This helps us to improve the power of the logarithmic factor present in the resulting estimates.
5.1.1. Bound on $||w^{(t)}||_{L^\infty(\Omega)}$. Let $y^* \in \Omega \setminus \partial \Omega$ be such that $|w^{(t)}(y^*)| = ||w^{(t)}||_{L^\infty(\Omega)}$, then in the view of equations (2.6) and (5.10), we have

$$u^{(t)}(y^*) = \int_{\Omega} w^{(t)}(\zeta) \delta_{y^*}(\zeta) d\zeta = a(w^{(t)}, G(y^*, \cdot)) = \langle G^{(t)}_h, G \rangle,$$

where $G(y^*, \cdot)$ denotes the Green’s function with singularity at $y^*$. Therefore, to derive the upper bound on $||w^{(t)}||_{L^\infty(\Omega)}$, we try to bound the term $\langle G^{(t)}_h, G \rangle$. Let $T_1 \in T_h$ be the patch of elements touching $T^*$ where $y^* \in T^*$. Further, assume $T_2$ be the set of elements touching $T_1$. To find the bound on $\langle G^{(t)}_h, G \rangle$, we used the disjoint decomposition of our mesh partition $T_h$, i.e., $(T_h \cap T_1) \cup (T_h \setminus T_1)$. Finally, from the definition of $G^{(t)}_h$, we have

$$\langle G^{(t)}_h, G \rangle = a_h(u - \tilde{u}^{(t)}_h, G) + \langle \tilde{\sigma} - B_h \sigma^{(t)}_h, G \rangle.$$  

Next, we bound the terms $\langle G^{(t)}_h, G \rangle$ for $t = 1, 2$ separately (Case-I and Case-II) and the bound on $||w^{(t)}||_{L^\infty(\Omega)}$ follows using (5.17).

5.1.2. Case-I ($t=1$).

$$\langle G^{(1)}_h, G \rangle = a_h(u - \tilde{u}^{(1)}_h, G) + \langle \tilde{\sigma} - B_h \sigma^{(1)}_h, G \rangle$$

$$= a_h(u - \tilde{u}^{(1)}_h, G) + \langle \tilde{\sigma} - \sigma^{(1)}_h, G \rangle \quad \text{(from definition of } B_h \sigma^{(1)}_h \text{)}$$

$$= a(u, G) + \langle \tilde{\sigma} - \sigma^{(1)}_h, G \rangle - a_h(\tilde{u}^{(1)}_h, G) - \langle \sigma^{(1)}_h, G \rangle \quad \text{(from definition of } a_h(\cdot, \cdot) \text{)}$$

$$= (f, G) - a_h(\tilde{u}^{(1)}_h, G) - \langle \sigma^{(1)}_h, G \rangle \quad \text{(from remark (5.2))}$$

$$= (f, G - G_c) + (f, G_c) - a_h(\tilde{u}^{(1)}_h, G - G_c) - a_h(\tilde{u}^{(1)}_h, G_c)$$

$$- a_h(\tilde{u}^{(1)}_h - u^{(1)}_h, G) - \langle \sigma^{(1)}_h, G - G_c \rangle - \langle \sigma^{(1)}_h, G_c \rangle$$

$$= \left( (f, G - G_c) - a_h(\tilde{u}^{(1)}_h, G - G_c) - \langle \sigma^{(1)}_h, G - G_c \rangle \right) + (f, G_c)$$

$$- a_h(\tilde{u}^{(1)}_h, G_c) - \langle \sigma^{(1)}_h, G_c \rangle - a_h(\tilde{u}^{(1)}_h - u^{(1)}_h, G). \quad \text{(rearranging terms)}$$

Adding and subtracting $b_h^*(u^{(1)}_h, G_c)$, and performing integration by parts [32] in the above equation, we get

$$\langle G^{(1)}_h, G \rangle = \left( \sum_{T \in T_h} \int_T (f + \Delta_h u^{(1)}_h - \sigma^{(1)}_h)(G - G_c) \right)$$

$$+ \sum_{T \in T_h} \int_{\partial T} \frac{\partial u^{(1)}_h}{\partial \eta}(G - G_c)$$

Using $A_h(v_h, w_h) = A_h^*(v_h, w_h) \forall v_h, w_h \in V_h$, we obtain

$$\langle G^{(1)}_h, G \rangle = \sum_{T \in T_h} \int_T (f + \Delta_h u^{(1)}_h - \sigma^{(1)}_h)(G - G_c) dx$$

$$- \sum_{e \in \mathcal{E}_h} \int_e [\nabla u^{(1)}_h][\{G - G_c\}] ds - \sum_{e \in \mathcal{E}_h} \int_e [\{\nabla u^{(1)}_h\}][G - G_c] ds$$

$$+ b_h^*(u^{(1)}_h, G_c) + (f, G_c) - A_h(u^{(1)}_h, G_c) - \langle \sigma^{(1)}_h, G_c \rangle - a_h(\tilde{u}^{(1)}_h - u^{(1)}_h, G).$$

(5.18)
For any \( w \in V_h \), it holds \( (\sigma_h^{(1)}, w) = (f, w) - A_h(u_h^{(1)}, w) \) (recalling (4.11)).

Finally, equation (5.18) reduces to

\[
\langle G_h^{(1)}, G \rangle_{-1,1} = \left( \sum_{T \in \mathcal{T}_h} \int_{T} (f + \Delta_h u_h^{(1)} - \sigma_h^{(1)})(G - G_c) \, dx - \sum_{e \in \mathcal{E}_h^i} \int_{e} \|\nabla u_h^{(1)}\| \{G - G_c\} \, ds \right) \\
+ b_h(u_h^{(1)}, G) - \left( b_h^{*}(u_h^{(1)}, G) + \sum_{e \in \mathcal{E}_h} \int_{e} \{\nabla u_h^{(1)}\} \{G - G_c\} \, ds \right) \\
- a_h(u_h^{(1)} - u_h^{(1)}, G). 
\]

(5.19)

Next, we bound each terms on the right hand side of equation (5.19). Using Hölder’s inequality, we obtain

a) 

\[
\sum_{T \in \mathcal{T}_h} \int_{T} (f + \Delta_h u_h^{(1)} - \sigma_h^{(1)})(G - G_c) \, dx \\
\leq \sum_{T \in \mathcal{T}_h} \left\| h_T^2 (f + \Delta_h u_h^{(1)} - \sigma_h^{(1)}) \right\|_{L_{\infty}(T)} \left\| h_T^{-2} (G - G_c) \right\|_{L_1(T)}, \\
\lesssim \eta_1 \sum_{T \in \mathcal{T}_h} \left\| h_T^{-2} (G - G_c) \right\|_{L_1(T)}. 
\]

Using the approximation properties of the local projection operator \( \Pi_h \) (recalling Lemma 3.5), we obtain

\[
\sum_{T \in \mathcal{T}_h} \int_{T} (f + \Delta_h u_h^{(1)} - \sigma_h^{(1)})(G - G_c) \, dx \\
\lesssim \eta_1 \left( \sum_{T \in \mathcal{T}_h \cap \mathcal{T}_i} \left\| h_T^{-2} (G - G_c) \right\|_{L_1(T)} + \sum_{T \in \mathcal{T}_h \setminus \mathcal{T}_i} \left\| h_T^{-2} (G - G_c) \right\|_{L_1(T)} \right), \\
\lesssim \eta_1 \left( \sum_{T \in \mathcal{T}_h \cap \mathcal{T}_i} h_T^{-1} \left\| G \right\|_{1,1,T} + \sum_{T \in \mathcal{T}_h \setminus \mathcal{T}_i} \left\| G \right\|_{2,1,T} \right). 
\]

b) Using Hölder’s inequality, we find

\[
- \sum_{e \in \mathcal{E}_h^i} \int_{e} \|\nabla u_h^{(1)}\| \{G - G_c\} \, ds \leq \sum_{e \in \mathcal{E}_h} \int_{e} \|\nabla u_h^{(1)}\| \{G - G_c\} \, ds, \\
\leq \sum_{e \in \mathcal{E}_h^i} \left\| h_e \|\nabla u_h^{(1)}\| \right\|_{L_{\infty}(e)} h_e^{-1} \left\| \{G - G_c\} \right\|_{L_1(e)}, \\
\leq \eta_2 \sum_{e \in \mathcal{E}_h^i} h_e^{-1} \left\| \{G - G_c\} \right\|_{L_1(e)}. 
\]
A use of trace inequality (3.1) yields

\[- \sum_{e \in \mathcal{E}_h^e} \int_e \| \nabla u_h^{(1)} \| \{ G - G_c \} \, ds \leq \eta_2 \left( \sum_{T \in \mathcal{T}_h} \left[ h_T^{-2} \| G - G_c \|_{L^1(T)} + h_T^{-1} \| G - G_c \|_{L^1(T)} \right] \right), \]

\[ \leq \eta_2 \left( \sum_{T \in \mathcal{T}_h \cap \mathcal{T}_i} h_T^{-1} \| G \|_{1,1,T} + \sum_{T \in \mathcal{T}_h \setminus \mathcal{T}_i} \| G \|_{2,1,T} \right). \]

c) From equation (5.7), we have

\[ b_h^*(u_h^{(1)}, G - G_c) = - \sum_{e \in \mathcal{E}_h} \int_e \{ \nabla \Pi_h(u_h^{(1)}) \} [G - G_c] \, ds - \theta \sum_{e \in \mathcal{E}_h} \int_e \{ \nabla \Pi_h(G - G_c) \} [u_h^{(1)}] \, ds \]

\[ - \sum_{e \in \mathcal{E}_h} \int_e \frac{\eta}{h_e} [u_h^{(1)}][G - G_c] \, ds. \]

We have \( \Pi_h(G - G_c) = 0 \) and \( \Pi_h(w) = w \) \( \forall w \in V_h \) (remark 3.4), hence using these fact, we have

\[ -b_h^*(u_h^{(1)}, G - G_c) - \sum_{e \in \mathcal{E}_h} \int_e \{ \nabla u_h^{(1)} \} [G - G_c] \, ds \leq \sum_{e \in \mathcal{E}_h} \int_e \frac{\eta}{h_e} [u_h^{(1)}][G - G_c] \, ds \]

\[ \lesssim \| \| u_h^{(1)} \| \|_{L^\infty(\mathcal{E}_h)} \sum_{e \in \mathcal{E}_h} h_e^{-1} \| G - G_c \|_{1,e}, \]

\[ \lesssim \| \| u_h^{(1)} \| \|_{L^\infty(\mathcal{E}_h)} \left( \sum_{T \in \mathcal{T}_h} h_T^{-2} \| G - G_c \|_{L^1(T)} + h_T^{-1} \| G - G_c \|_{L^1(T)} \right), \quad \text{(using (3.1))} \]

\[ \lesssim \eta_3 \left( \sum_{T \in \mathcal{T}_h \cap \mathcal{T}_i} h_T^{-1} |G|_{1,1,T} + \sum_{T \in \mathcal{T}_h \setminus \mathcal{T}_i} |G|_{2,1,T} \right). \]

d) We have,

\[ -a_h(\tilde{u}_h^{(1)} - u_h^{(1)}, G) \leq \sum_{T \in \mathcal{T}_h} \left| \int_T (\nabla \tilde{u}_h^{(1)} - u_h^{(1)}) \cdot \nabla G \, dx \right|, \]

\[ \leq \sum_{T \in \mathcal{T}_h} |\tilde{u}_h^{(1)} - u_h^{(1)}|_{1,\infty,T} |G|_{1,1,T}, \quad \text{using Hölder’s inequality} \]

\[ \lesssim \eta_3 \sum_{T \in \mathcal{T}_h} h_T^{-1} |G|_{1,1,T} \quad \text{using equation (3.8)} \]

e) Using \( [G] = 0 \) on \( e \in \mathcal{E}_h^e \), equations (5.7) and (3.1), inverse inequalities (Lemma 3.2) and Lemma 3.5, we obtain

\[ b_h^*(u_h^{(1)}, G) = \sum_{e \in \mathcal{E}_h} \int_e \{ \nabla G_c \} [u_h^{(1)}] \, ds \]

\[ \leq \| \| u_h^{(1)} \| \|_{L^\infty(\mathcal{E}_h)} \sum_{e \in \mathcal{E}_h} \| \nabla G_c \|_{L^1(e)} \]
Finally, the following bound holds

\[
\langle G_h^{(1)}, G \rangle \lesssim (\eta_1 + \eta_2 + \eta_3) \left( \sum_{T \in \mathcal{T}_h \cap \mathcal{T}_1} h_T^{-1} |G|_{1,1,T} + \sum_{T \in \mathcal{T}_h \setminus \mathcal{T}_1} |G|_{2,1,T} \right) + \eta_3 \sum_{T \in \mathcal{T}_h} h_T^{-1} |G|_{1,1,T}.
\]

(5.20)

Next, we bound the term \( \langle G_h^{(t)}, G \rangle \) for \( t = 2 \).

5.1.3. Case-II (\( t = 2 \)).

\[
\langle G_h^{(2)}, G \rangle = a_h(u - \tilde{u}_h^{(2)}), G) + \langle \tilde{\sigma} - B_h\sigma_h^{(2)}, G \rangle
\]

\[
= a_h(u - \tilde{u}_h^{(2)}), G) + \langle \tilde{\sigma} - Q_h\sigma_h^{(2)}, G \rangle \quad (\text{from definition of } B_h\sigma_h^{(2)})
\]

\[
= a(u,G) + \langle \tilde{\sigma}, G \rangle - a_h(\tilde{u}_h^{(2)}, G) - \langle Q_h\sigma_h^{(2)} - \tilde{\sigma}, G \rangle
\]

\[
= (f, G - G_c) - a_h(\tilde{u}_h^{(2)}, G) - \langle \tilde{\sigma}^{(2)} - \tilde{\sigma}_h^{(2)}, G \rangle + \langle \tilde{\sigma}_h^{(2)} - Q_h\sigma_h^{(2)} - \tilde{\sigma}, G \rangle \quad (\text{from remark } 5.2)
\]

\[
= \left( (f, G - G_c) - a_h(u_h^{(2)}, G - G_c) - \langle \sigma_h^{(2)} - Q_h\sigma_h^{(2)} - \tilde{\sigma}_h^{(2)} - \tilde{\sigma}, G \rangle \right) + (f, G_c)
\]

\[
- a_h(u_h^{(2)}, G_c) - \langle \sigma_h^{(2)} - Q_h\sigma_h^{(2)} - \tilde{\sigma}_h^{(2)} - \tilde{\sigma}, G \rangle + \langle \tilde{\sigma}_h^{(2)} - Q_h\sigma_h^{(2)} - \tilde{\sigma}, G \rangle
\]

\[
= \left( (f + \Delta_hu_h^{(2)} - \sigma_h^{(2)}, G - G_c) - \sum_{e \in \mathcal{E}_h} \int_e \left[ \nabla u_h^{(2)} \right]^2 \right) \{ \{ G - G_c \} \} \ ds
\]

\[
+ (f, G_c) - A_h^{\star}(u_h^{(2)}, G_c) - \langle \sigma_h^{(2)} - Q_h\sigma_h^{(2)} - \tilde{\sigma}_h^{(2)} - \tilde{\sigma}, G \rangle + \langle \tilde{\sigma}_h^{(2)} - Q_h\sigma_h^{(2)} - \tilde{\sigma}, G \rangle
\]

\[
+ (\sigma_h^{(2)} - Q_h\sigma_h^{(2)}, G) - \sum_{e \in \mathcal{E}_h} \int_e \left\{ \{ \nabla u_h^{(2)} \} \right\} \left[ \{ G - G_c \} \right] \ ds
\]
Note that $\mathcal{A}_h^t(w, v) = \mathcal{A}_h(w, v) \; \forall w, v \in V_h$ and for any $w \in V_h$, we have $(\sigma_h^{(2)}(w) = (f, w) - \mathcal{A}_h(u_h^{(2)}, w)$, finally we include these arguments to obtain

\[
\langle G_h^{(2)}, G \rangle = \left( \sum_{T \in T_h} \int_T (f + \Delta_hu_h^{(2)} - \sigma_h^{(2)})(G - G_c) \, dx - \sum_{e \in \mathcal{E}_h} \int_e \|\nabla u_h^{(2)}\|\{G - G_c\} \, ds \right)
+ \langle \sigma_h^{(2)}, G - Q_hG \rangle - \sum_{e \in \mathcal{E}_h} \int_e \{\{\nabla u_h^{(2)}\}\}[[G - G_c]] \, ds - b_h^*(u_h^{(2)}, G - G_c)
\]

(5.21)

The last inequality follows from the following fact $\langle \sigma_h^{(2)}, G \rangle = (\sigma_h^{(2)}, \tilde{\Pi}_h^{-1}G_c)$ (from the definition of $\langle \cdot, \cdot \rangle_h$ and $Q_h\sigma_h^{(2)}, \tilde{\Pi}_h^{-1}G_c - G_c = 0$. We note that all the terms are similar in equations (5.19) and (5.21) except for Term 1 and Term 2. Thereby, we need to bound only these two terms as the bound on the other terms will follow as in Case-I. In view of equations (4.19) and (4.20), we have

a)  

\[
(\sigma_h^{(2)} - Q_h\sigma_h^{(2)}, \tilde{\Pi}_h^{-1}G_c - G_c) \leq \sum_{T \in T_h} \|\sigma_h^{(2)} - Q_h\sigma_h^{(2)}\|_{L_\infty(T)}\|\tilde{\Pi}_h^{-1}G_c - G_c\|_{L_1(T)},
\]

\[
\lesssim \sum_{T \in T_h} h_T^2\|\sigma_h^{(2)} - Q_h\sigma_h^{(2)}\|_{L_\infty(T)}h_T^{-1}|G|_{1,1,T},
\]

\[
\lesssim \eta_4 \sum_{T \in T_h} h_T^{-1}|G|_{1,1,T}.
\]

b) Using Lemma 4.1, we bound

\[
(\sigma_h^{(2)} - Q_h\sigma_h^{(2)}, G - Q_hG) \leq \eta_4 \sum_{T \in T_h} h_T^{-1}|G|_{1,1,T}.
\]

Combining, we find

\[
\langle G_h^{(2)}, G \rangle \lesssim (\eta_1 + \eta_2 + \eta_3) \left( \sum_{T \in T_h \cap T_1} h_T^{-1}|G|_{1,1,T} + \sum_{T \in T_h \setminus T_1} |G|_{2,1,T} \right)
\]

(5.22)

\[
+ (\eta_4 + \eta_4) \sum_{T \in T_h} h_T^{-1}|G|_{1,1,T}.
\]
Finally, we combine equations (5.19), (5.21), (5.20) and (5.22) to get the bound of the term $\langle G_h^{(t)} , G \rangle$ for both cases $t = 1$ and $t = 2$. In view of (5.17), we have

\[
\|w^{(t)}\|_{L^\infty(\Omega)} = \langle G_h^{(t)} , G \rangle \\
\lesssim \left( \sum_{T \in T_h} \int_T (f + \Delta_h u_h^{(t)} - \sigma_h^{(t)}) (G - G_c) \, dx - \sum_{e \in \mathcal{E}_h^1} \int_e \|\nabla u_h^{(t)}\| \{G - G_c\} \, ds \right) \\
+ (t - 1)((\sigma_h^{(t)} - B_h \sigma_h^{(t)}, \Pi_h^{-1} G_c - G_c)) + b_h^*(u_h^{(t)} , G) - a_h(u_h^{(t)} - u_h^{(t)} , G) \\
+ (t - 1)((\sigma_h^{(t)} - B_h \sigma_h^{(t)}, G - Q_h G)) \\
- \sum_{e \in \mathcal{E}_h^2} \int_e \{\nabla u_h^{(t)}\} [[G - G_c]] \, ds - b_h^*(u_h^{(t)} , G - G_c), \\
\lesssim (\eta_1 + \eta_2) \left( \sum_{T \in T_h \cap T_1} h_T^{-1} |G|_{1,1,T} + \sum_{T \in T_h \setminus T_1} |G|_{2,1,T} \right) \\
+ (\eta_3 + (t - 1)\eta_4) \sum_{T \in T_h} h_T^{-1} |G|_{1,1,T}.
\]

Using the bound on $\|w^{(t)}\|_{L^\infty(\Omega)}$ and (5.13), the following bound on $\|u - u_h^{(t)}\|_{L^\infty(\Omega)}$ follows

\[
\|u - u_h^{(t)}\|_{L^\infty(\Omega)} \lesssim \Delta^* \left( \sum_{T \in T_h \cap T_1} h_T^{-1} |G|_{1,1,T} + \sum_{T \in T_h \setminus T_1} |G|_{2,1,T} + \sum_{T \in T_h \setminus T_1} h_T^{-1} |G|_{1,1,T} \right) \\
+ \|\chi - u_h^{(t)}\|^+_{L^\infty(\Omega)} + \|\chi - u_h^{(t)}\|^+_{L^\infty(\Omega)} + \|\chi - u_h^{(t)}\|^+_{L^\infty(\Omega)} + \eta_3,
\]

where $\Delta^* = \eta_1 + \eta_2 + \eta_3 + (t - 1)\eta_4$. Let $p = \frac{d}{d+1}$ and $q = d$, using Hölder’s inequality we have

\[
\sum_{T \in T_h \setminus T_1} h_T^{-1} |G|_{1,1,T} \leq \sum_{T \in T_h \setminus T_1} |G|_{1,p,T}.
\]

Therefore, in view of equation (5.23) and (5.24), we find

\[
\|u - u_h^{(t)}\|_{L^\infty(\Omega)} \lesssim \Delta^* \left( \sum_{T \in T_h \cap T_1} h_T^{-1} |G|_{1,1,T} + \sum_{T \in T_h \setminus T_1} |G|_{2,1,T} + \sum_{T \in T_h \setminus T_1} |G|_{1,p,T} \right) \\
+ \|\chi - u_h^{(t)}\|^+_{L^\infty(\Omega)} + \|\chi - u_h^{(t)}\|^+_{L^\infty(\Omega)} + \|\chi - u_h^{(t)}\|^+_{L^\infty(\Omega)} + \eta_3.
\]

Finally, we have the following reliability estimate.

**Theorem 5.5.** Let $\Omega \subset \mathbb{R}^d$ and $u \in \mathcal{K}$ solves the inequality (2.1). For $t = 1, 2$, let $u_h^{(t)} \in \mathcal{K}_h^{(t)}$ satisfy (4.1) and (4.13), respectively. Then,

\[
\|u - u_h^{(t)}\|_{L^\infty(\Omega)} \lesssim \eta_h,
\]

where $\eta_h = |\log(h_{\min})| (\eta_1 + \eta_2 + \eta_3 + (t - 1)\eta_4) + \|\chi - u_h^{(t)}\|^+_{L^\infty(\Omega)} + \|\chi - u_h^{(t)}\|^+_{L^\infty(\Omega)} + \|\chi - u_h^{(t)}\|^+_{L^\infty(\Omega)} + \eta_3$. 

Proof. Due to the shape regularity assumption, we have the existence of the constants $A_1, A_2 > 0$ with $A_2 > A_1$ such that

$$B_1 := B(y^*, A_1 h_1) \subset \mathcal{T}_1,$$
$$B_2 := B(y^*, A_2 h_1) \supset \mathcal{T}_2.$$  

where $B(x, r)$ is the ball centered at $x$ with radius $r$. Using the regularity estimates from Lemma 2.4, we have the following estimates

$$\sum_{T \in \mathcal{T}_h \cap \mathcal{T}_1} h_T^{-1} |G|_{1,1,T} \lesssim \sum_{T \in \mathcal{T}_h \cap \mathcal{T}_2} h_T^{-1} |G|_{1,1,T} \lesssim y_1^{-1} |G|_{1,1, (\Omega \cap B_2)} \lesssim 1,$$

$$\sum_{T \in \mathcal{T}_h \setminus \mathcal{T}_1} |G|_{2,1,T} \lesssim |G|_{2,1, (\Omega \setminus B_1)} \lesssim |\log(h_1)|,$$

$$\sum_{T \in \mathcal{T}_h \setminus \mathcal{T}_1} |G|_{1,p,T} \lesssim |G|_{1,p, (\Omega \setminus B_1)} \lesssim |\log(h_1)|.$$  

In the view of equation (5.25) and combining the estimates on the Green’s function, we get the desired result.  

5.2. Upper Bound II. We derive pointwise estimates corresponding to the error in Lagrange multipliers $\sigma$ and $\sigma_h^{(t)}$ for $t = 1, 2$. Let $A \subset \Omega$ be any given subset, we denote

$$\tau_A := \{ T \in \mathcal{T}_h \mid T \subset A \}$$

to be the patch around the set $A$. Let us define the functional space

(5.26)\[ \mathcal{H}_A := W_0^{2,1}(A) := \{ v \in W^{2,1}(A) : v = \nabla v \cdot n = 0 \text{ on } \partial A \}, \]

\[ \text{together with the norm } ||v||_{\mathcal{H}_A} := ||v||_{1,1,A} + ||v||_{2,1,A}. \]

We set $\mathcal{H} := \mathcal{H}_\Omega = W_0^{2,1}(\Omega)$. For any $L \in \mathcal{H}_A^*$, we define the operator norm $||L||_{-2, \infty, A}$ as

(5.27)\[ ||L||_{-2, \infty, A} := \sup \{ \langle L, v \rangle : v \in \mathcal{H}_A, ||v||_{\mathcal{H}_A} \leq 1 \}. \]

In the next two lemmas, we collect some bounds which will play a key role in proving the main result of this subsection.

Lemma 5.6. For $t = 1, 2$, let $u_h^{(t)} \in K_h^{(t)}$ be the approximate solution of $u$ and assume $w \in \mathcal{H}$, then

(5.28)\[ b_h^{(t)}(u_h^{(t)}, w) \lesssim \eta_3 ||w||_{\mathcal{H}}. \]

Proof. We have,

$$b_h^{(t)}(u_h^{(t)}, w) = \sum_{e \in \mathcal{E}_h} \int_e \{ \nabla w_e \} [[u_h^{(t)}]] \quad (\text{using } [[w]] = 0)$$

$$\leq ||[u_h^{(t)}]||_{L_\infty(\mathcal{E}_h)} \sum_{e \in \mathcal{E}_h} ||\nabla w_e||_{L_1(e)} \quad (\text{using Hölder’s inequality III})$$

$$\leq \eta_3 \left( \sum_{T \in \mathcal{T}_h} h_T^{-1} |w_e|_{1,1,T} + \sum_{T \in \mathcal{T}_h} |w|_{2,1,T} \right) \quad (\text{using Lemma 3.1})$$

\[
\begin{aligned}
&\leq \eta_3 \left( \sum_{T \in T_h} h_T^{-1} |w|_{1,1,T} + \sum_{T \in T_h} |w|_{2,1,T} \right) \quad \text{(using equation (3.1))} \\
&\leq \eta_3 \left( \sum_{T \in T_h} |w|_{1,1,T} + \sum_{T \in T_h} |w|_{2,1,T} \right) \quad \text{(using Cauchy Schwarz inequality for } q = \frac{d}{d-1}) \\
&\leq \eta_3 \|w\|_H \quad \text{(using Lemma 3.3)}.
\end{aligned}
\]

\section*{Lemma 5.7.} It holds that
\begin{equation}
(5.29) \quad a_h(u_h^{(t)} - u_h^{(t)}, v) \lesssim \eta_3 |v|_{2,1,\Omega}
\end{equation}
for any \( v \in \mathcal{H} \).

\textbf{Proof.} In the view of Lemma 3.6 integration by parts and trace inequality, we get
\[
\begin{aligned}
a_h(\tilde{u}_h^{(t)} - u_h^{(t)}, v) &= \sum_{T \in T_h} \int_T \nabla (\tilde{u}_h^{(t)} - u_h^{(t)}) \cdot \nabla v \, dx, \\
&\leq - \sum_{T \in T_h} \int_T (\tilde{u}^{(t)} - u_h^{(t)}) \Delta v \, dx + \sum_{T \in T_h} \int_{\partial T} (\tilde{u}_h^{(t)} - u_h^{(t)}) \partial v / \partial n_T \, ds, \\
&\lesssim \|\tilde{u}_h^{(t)} - u_h^{(t)}\|_{L_\infty(\Omega)} |v|_{2,1,\Omega}, \\
&\lesssim \eta_3 |v|_{2,1,\Omega}.
\end{aligned}
\]

The upper bound on the Galerkin functional \( G_h^{(t)} \) in the dual norm defined in (5.27) is proved in the next lemma.

\section*{Lemma 5.8.} For \( t = 1, 2 \), it holds that
\begin{equation}
(5.30) \quad \|G_h^{(t)}\|_{-2,\infty,\Omega} \lesssim \sum_{i=1}^3 \eta_i + (t-1)\eta_4.
\end{equation}

\textbf{Proof.} Let \( v \in \mathcal{H} \) and \( v_h \in V_h \) be the approximation of \( v \). Using the similar ideas for both \( t = 1, 2 \) as in the subsections 5.1.2 and 5.1.3 and by definition of \( G_h^{(t)} \), we obtain
\[
\begin{aligned}
\langle G_h^{(t)} , v \rangle &= a_h(u - \tilde{u}_h^{(t)}, v) + \langle \tilde{\sigma} - B_h \sigma_h^{(t)}, v \rangle \\
&= (f, v) - a_h(u_h^{(t)}, v) - \langle B_h \sigma_h^{(t)}, v \rangle \\
&= (f - \sigma_h^{(t)}, v - v_h) - a_h(u_h^{(t)}, v - v_h) - \langle B_h \sigma_h^{(t)} - \sigma_h^{(t)}, v - v_h \rangle \\
&\quad + (f, v_h) - a_h(u_h^{(t)}, v_h) - \langle B_h \sigma_h^{(t)}, v_h \rangle - a_h(\tilde{u}_h^{(t)} - u_h^{(t)}, v) \\
&\leq \left( \sum_{T \in T_h} \int_T (f + \Delta_h u_h^{(t)} - \sigma_h^{(t)})(v - v_h) \, dx - \sum_{e \in E_h} \int_e \|\nabla u_h^{(t)}\|(v - v_h) \, ds \right) \\
&\quad + (t-1)(|\sigma_h^{(t)} - B_h \sigma_h^{(t)} - \tilde{\Pi}_h(v_h - v_h)| + b_h(u_h^{(t)}, v) - a_h(\tilde{u}_h^{(t)} - u_h^{(t)}, v)
\end{aligned}
\]
estimator presented in [27]. Hence, our theory will lead to the following reliability estimates which is comparable with the

\[ \langle \sigma - \sigma_h^{(t)} \rangle = \langle \sigma - B_h \sigma_h^{(t)} \rangle + \langle B_h \sigma_h^{(t)} - \sigma_h^{(t)} \rangle, \]

we obtain the estimate (5.31).

□

Using the bounds on \(|\|u\|_{-2,\infty,\Omega}||\), we deal with the first term on the right hand side in the equa-
tion (5.32). Using integration by parts and the fact \(u - \tilde{u}_h^{(t)} = 0\) on \(\partial \Omega\), we get

\[ a_h(u - \tilde{u}_h^{(t)}, v) = \int_{\Omega} \nabla (u - \tilde{u}_h^{(t)}) \cdot \nabla v dx = -\int_{\Omega} (u - \tilde{u}_h^{(t)}) \cdot \Delta v dx. \]

In the view of Lemma (3.6) and triangle inequality, we have

\[ a_h(u - \tilde{u}_h^{(t)}, v) \lesssim \left( ||u - u_h^{(t)}||_{L_w(\Omega)} + \eta_3 \right) ||v||_{W^{2,1}(\Omega)}. \]

Using the bounds on \(||u - u_h^{(t)}||_{L_w(\Omega)}\) (Theorem 5.5), \(||G_h^{(t)}||_{-2,\infty,\Omega}\) (Lemma 5.8) and Lemma 4.1, we obtain the estimate (5.31). □

5.3. Results for Conforming Finite Element Method. The conforming finite element for the problem (2.1) is to find \(u_h^{(t)}\) such that

\[ a(u_h^{(t)}, v_h^{(t)} - u_h^{(t)}) \leq \langle f, v_h^{(t)} - u_h^{(t)} \rangle \forall v_h^{(t)} \in K_h^{(t)}, \]

where

\[ \cdot K_h^{(1)} = \{ v_h \in V_c : Q_h(v_h) \geq Q_h(\chi) \}, \]

\[ \cdot K_h^{(2)} = \{ v_h \in V_c : v_h(r) \geq \chi(r) \forall r \in V_{Q}, \forall T \in T_h \}. \]

Hence, our theory will lead to the following reliability estimates which is comparable with the estimator presented in [27].
Lemma 5.10. Let $u \in \mathcal{K}$ and $u^{(t)}_{hc} \in \mathcal{K}^{(t)}_{hc}$ be the solutions of equation (2.1) and (5.33), respectively. Then,

\begin{equation}
\|u - u^{(t)}_{hc}\|_{L^\infty(\Omega)} \lesssim \eta_{hc},
\end{equation}

where $\eta_{hc} = |\log h_{\min}|(\eta_1 + \eta_2 + (t - 1)\eta_1) + \|(\chi - u^{(t)}_{hc})^+\|_{L^\infty(\Omega)} + \|(u^{(t)}_{hc} - \chi)^+\|_{L^\infty\{B_h \sigma^{(t)}_{h}<0\}}$.

5.4. Pointwise Lower Bound. After providing the reliable error estimator $\eta_h$, the question of whether or not this estimator would overestimate the error arises. This section aims to look into this problem regarding the estimator $\eta_h$. We say an estimator, 'locally efficient' if it is dominated by the error and the local data oscillations. Local efficiency prevents adaptive refinement against over-refinement. Standard bubble functions technique is used to prove the efficiency estimates of the error estimator in this section. We refer [25, 26, 47, 38] for the efficiency results for non-linear problems in the supremum norm. Because of the quadratic nature of the discrete solution, the efficiency of the term $\|(u^h - \chi)^+\|_{L^\infty\{B_h \sigma^h_{h}<0\}}$ is still not clear. We now state and prove the main results of this section.

Lemma 5.11. It holds that

\begin{equation}
h_T^2 \|\Delta u^{(t)}_h + f - \sigma^{(t)}_h\|_{L^\infty(T)} + \|(\chi - u^{(t)}_h)^+\|_T \lesssim \left(\|u - u^{(t)}_h\|_{L^\infty(T)} + \|\sigma - \sigma^{(t)}_h\|_{-2,\infty,T}\right) + \text{Osc}(f, T), \quad \forall \ T \in T_h.
\end{equation}

Proof. In the view of $u \geq \chi$, we find $(\chi - u^{(t)}_h)^+ \leq (u - u^{(t)}_h)^+$, hence the bound on the second term of left hand side in the estimate follows immediately. Next, we estimate the volume residual $h_T^2 \|\Delta u^{(t)}_h + f - \sigma^{(t)}_h\|_{L^\infty(T)}$. Let $b_T \in P_{d+1}(T)$ be an element bubble function which is zero on $\partial T$ and assumes unit value at the barycenter of $T$. Moreover, it holds $\|b_T\|_{L^\infty(T)} \leq C$, where $C$ is a positive constant. Let $\tilde{f} \in P_0(T)$ be a piecewise constant approximation of $f$. Let $q^{(t)}_T$ be the extension of $q^{(t)}_T = b_T(\Delta u^{(t)}_h + \tilde{f} - \sigma^{(t)}_h)$ by zero to $\Omega$. A use of inverse inequality (Lemma 3.2) yields the following

\begin{equation}
h_T^2 \|\Delta u^{(t)}_h + \tilde{f} - \sigma^{(t)}_h\|_{L^\infty(T)} \lesssim h_T^{-\frac{d}{2}} \|\Delta u^{(t)}_h + \tilde{f} - \sigma^{(t)}_h\|_{L^2(T)}
\end{equation}

and due to the equivalence of norms in finite dimensional normed spaces and scaling arguments, there exist a constant $C > 0$ such that

\begin{equation}
h_T^{4-d} \|\Delta u^{(t)}_h + \tilde{f} - \sigma^{(t)}_h\|_{L^2(T)} \leq C h_T^{4-d} \int_T (\Delta u^{(t)}_h + \tilde{f} - \sigma^{(t)}_h) q^{(t)}_T dx.
\end{equation}

Now, a use of integration by parts, equation (2.2) and noting that $q^{(t)}_T \in H^1_0(\Omega)$ yields

\begin{equation}
h_T^{4-d} \int_T (\Delta u^{(t)}_h + \tilde{f} - \sigma^{(t)}_h) q^{(t)}_T dx = h_T^{4-d} \left( \int_T (f + \Delta u^{(t)}_h - \sigma^{(t)}_h) q^{(t)}_T dx + \int_T (\tilde{f} - f) q^{(t)}_T dx \right)
\end{equation}

(5.37)
Next, we assume

\[
\begin{align*}
&\quad \text{Proof.} \\
&\quad \text{Let } e \text{ unit value at the center of edge/face } \\
&\quad \text{It holds that Lemma 5.13.} \\
&\quad \text{Lemma 3.2 provides where } \Omega. \\
&\quad \text{where } \Omega \text{ and using the continuity of } \\
&\quad \text{A use of Lemma 3.2 and the structure of } \\
&\quad \text{and moreover, it satisfies } \\
&\quad \text{Therefore, combining the estimates, we derive the estimate (5.35). } \\
&\quad \text{Lemma 5.12. The following estimate holds} \\
&\quad \text{where } \Omega_e \text{ is the union of elements sharing the face } e. \\
&\quad \text{Proof. Let } e \in \mathcal{E}_h^i \text{ and using the continuity of } u, \text{ we have } [u] = 0 \text{ on } e. \text{ Moreover, we obtain} \\
&\quad \text{where } \Omega_e = \overline{T}_1 \cup \overline{T}_2 \text{ and } T_1, T_2 \text{ are elements sharing an edge/face } e. \text{ For } e \in \mathcal{E}_h^i, \text{ the proof follows} \\
&\quad \text{Lemma 5.13. It holds that} \\
&\quad \text{Proof. Let } b_e \text{ be the edge/face bubble function which is quadratic and continuous in } \Omega \text{ and assumes unit value at the center of edge/face } e \text{ and moreover, it satisfies } \\
&\quad \text{Next, we assume } q^{(t)} \text{ be the extension of } q_e^{(t)} \text{ by zero to } \Omega \text{ and observe } q^{(t)} \in H_0^1(\Omega). \text{ A use of Lemma 3.2 provides} \\
&\quad \text{(squaring both sides)}
\end{align*}
\]

\[
\begin{align*}
\int_T (\bar{f} + f) q_T^{(t)} \, dx \\
\leq h_T^{d-4} \left( \| \sigma - \sigma_h^{(t)} \|_{-2,\infty;T} + \| u - u_h^{(t)} \|_{L^\infty(T)} \right) |D^2 q_T^{(t)}|_{L^1(T)} \\
+ h_T^{d-4} \| (\bar{f} - f) \|_{L^\infty(T)} \| q_T^{(t)} \|_{L^1(T)}.
\end{align*}
\]
Using the structure of (5.41) and (5.42)

We have the following estimate using equations (5.41), (5.42) and (5.43)

\[ h_e^{3-d} \| \nabla u_h(t) \|_{L_2(\Omega)}^2 \leq C h_e^{3-d} \int_\Omega \nabla u_h(t) \cdot q_e(t) \, ds. \]

A use of (2.2) and inverse inequalities (Lemma 3.2) yield

\[ h_e^{3-d} \int_\Omega \| \nabla u_h(t) \|_{q_e(t)} \, ds = h_e^{3-d} \left( \int_\Omega \nabla u_h(t) \cdot \nabla q_e(t) \, dx + \int_\Omega \Delta u_h(t) q_e(t) \, dx \right) \]

\[ = h_e^{3-d} \left( (f, q(t)) - a(u, q(t)) - \langle \sigma, q(t) \rangle + \int_\Omega \nabla u_h(t) \cdot \nabla \phi_e \, dx \right) \]

\[ + \int_\Omega (\Delta u_h(t) + f - \sigma_h(t)) q_e(t) \, dx \]

\[ \lesssim h_e^{3-d} \left( \| \sigma - \sigma_h(t) \|_{-2,\infty,\Omega_e} + \| u - u_h(t) \|_{L_\infty(\Omega_e)} \right) |D^2(q_e(t))|_{L_1(\Omega_e)} \]

\[ + \| (f + \Delta u_h(t) - \sigma_h(t)) \|_{L_\infty(\omega_e)} \| q_e(t) \|_{L^1(\Omega_e)}. \]

Using the structure of \( q_e(t) \) and Lemma 3.2 we get

\[ |D^2(q_e(t))|_{L_1(\Omega_e)} \lesssim h_e^{-2} \| q_e(t) \|_{L^1(\Omega_e)} \lesssim h_e^{d-2} \| q_e(t) \|_{L_\infty(\Omega_e)}, \]

\[ \lesssim h_e^{d-2} \| \nabla u_h(t) \|_{L_\infty(\Omega_e)}, \]

and

\[ \| q_e(t) \|_{L^1(\Omega_e)} \lesssim h_e \| q_e(t) \|_{L_\infty(\Omega_e)} \lesssim h_e^d \| \nabla u_h(t) \|_{L_\infty(\Omega_e)}. \]

We have the following estimate using equations (5.41), (5.42) and (5.43)

\[ h_e^{3-d} \int_\Omega \| \nabla u_h(t) \|_{q_e(t)} \, ds \lesssim h_e^{3-d} \left( h_e^{d-2} \left( \| \sigma - \sigma_h(t) \|_{-2,\infty,\Omega_e} + \| u - u_h(t) \|_{L_\infty(\Omega_e)} \right) \right) \]

\[ + h_e^d \| (f + \Delta u_h(t) - \sigma_h(t)) \|_{L_\infty(\omega_e)} \| \nabla u_h(t) \|_{L_\infty(\Omega_e)}. \]

Finally, we infer the desired estimate by using equations (5.39), (5.40), (5.44) and (5.35). \( \square \)

**Lemma 5.14.** For \( T \in T_h \), it holds that

\[ h_T^2 \| \sigma_h^{(2)} - Q_h \sigma_h^{(2)} \|_{L_\infty(T)} \lesssim h_T^2 \| \Delta u_h^{(2)} + f - \sigma_h^{(2)} \|_{L_\infty(T)} + Osc(f, T). \]
**Proof.** Using triangle inequality and simple calculations, we obtain
\[
\|\sigma_h^{(2)} - Q_h\sigma_h^{(2)}\|_{L_\infty(T)} = \|\sigma_h^{(2)} + (\Delta u_h^{(2)} - \Delta u_h^{(2)}) + (f - f) + (Q_h f - Q_h f - Q_h\sigma_h^{(2)})\|_{L_\infty(T)},
\]
\[
\leq \|\Delta u_h^{(2)} + f - \sigma_h^{(2)}\|_{L_\infty(T)} + \|Q_h\sigma_h^{(2)} - \Delta u_h^{(2)} - Q_h f\|_{L_\infty(T)}
\]
\[
+ \|f - Q_h f\|_{L_\infty(T)} = \|\Delta u_h^{(2)} + f - \sigma_h^{(2)}\|_{L_\infty(T)} + \|Q_h\sigma_h^{(2)} - \Delta u_h^{(2)} - Q_h f\|_{L_\infty(T)}
\]
\[
+ \|f - Q_h f\|_{L_\infty(T)} = \|\Delta u_h^{(2)} + f - \sigma_h^{(2)}\|_{L_\infty(T)} + \|Q_h(\sigma_h^{(2)} - \Delta u_h^{(2)} - f)\|_{L_\infty(T)}
\]
\[
+ \|f - Q_h f\|_{L_\infty(T)}.
\]

Finally, we have the desired result
\[
(5.45) \quad h_T^2 \|\sigma_h^{(2)} - Q_h\sigma_h^{(2)}\|_{L_\infty(T)} \leq h_T^2 \|\Delta u_h^{(2)} + f - \sigma_h^{(2)}\|_{L_\infty(T)} + \text{Osc}(f, T).
\]

Hence, the efficiency of the term \(\eta_4 = \max_{T \in \mathcal{T}_h} h_T^2 \|\sigma_h^{(2)} - Q_h\sigma_h^{(2)}\|_{L_\infty(T)}\) follows from (5.35) and (5.45). \(\square\)

6. Numerical Experiments

In this section, we implemented our error estimator \(\eta_h\) (defined in the Theorem 5.3) to different obstacle problems and demonstrate it’s performance. The following standard adaptive algorithm is used for mesh refinement.

SOLVE \(\rightarrow\) ESTIMATE \(\rightarrow\) MARK \(\rightarrow\) REFINE

The discrete nonlinear problems (equations (4.4) and (4.13)) are solved using the primal-dual active set algorithm [15] in the step SOLVE. In the ESTIMATE step, we compute our proposed a posteriori error estimator \(\eta_h\) on each \(T \in \mathcal{T}_h\) and later in the MARK step, we employ the maximum marking strategy [8] with parameter \(\Gamma = 0.4\) which seems appropriate for the error control in the supremum norm. Finally, we refine the adaptive mesh and obtain a new mesh using the newest vertex bisection algorithm [8]. In our article, we consider two DG formulations: SIPG and NIPG [28] (Remark 4.2). We choose the penalty parameter \(\eta = 45\) for the SIPG and \(\eta = 20\) for the NIPG method.

We discuss and present below numerical results for the quadratic \((P_2)\) elements with both (integral and quadrature points) constraints and linear \((P_1)\) elements with integral constraints in two dimensions.

**Example 6.1.** We consider a constant obstacle \(\chi = 0\) on the square \(\Omega = (\frac{3}{2}, -\frac{3}{2})^2\) (taken from the article [15]) and \(f = -2\). The continuous solution of inequality (2.1) is defined by
\[
u := \begin{cases}r^2/2 - \ln(r) - 1/2, & r \geq 1 \\
0, & \text{otherwise,}
\end{cases}
\]
where \(r^2 = x^2 + y^2\) for \((x, y) \in \mathbb{R}^2\). Figure 6.1a shows the convergence behavior of the error estimator and the true error and Figure 6.1b provides the efficiency indices of the error estimator for both SIPG and NIPG methods using \(P_1\)-integral constraints in the discrete convex set (recall equation (4.3)). We observe that the error and the estimator are converging at the optimal rate \((1/\text{DOFs})\) using \(P_1\) finite elements (with integral constraints) where DOFs stands for the degrees...
of freedom. For the $P_2$ cases, Figures 6.2 and 6.3 describe that both error and estimator converge optimally with rate $(\text{DOFs})^{-\frac{3}{2}}$ for SIPG and NIPG methods, respectively. In these figures, we also depicted the efficiency indices for both DG methods (SIPG and NIPG) with quadratic elements. Lastly, adaptive mesh refinement at certain levels for SIPG method are shown in Figure 6.4 for $P_2$ case. We observe that the mesh refinement is much higher near the free boundary.

Example 6.2. In this example, let $\Omega = (-2, 2) \times (-1, 1)$ and $\chi = 10 - 6(x^2 - 1)^2 - 20(r^2 - x^2)$ where $r^2 = x^2 + y^2 \forall (x, y) \in \Omega$. The exact solution is not known for this example [26]. Figure 6.5 illustrates the optimal convergence of the error estimator $\eta_h$ for the load functions $f = 0$ and $f = -15$ using integral constraints for linear ($P_1$) SIPG and NIPG methods. In Figure 6.6 and 6.7 we observe that the estimator $\eta_h$ converges with optimal rate $(\text{DOFs})^{-\frac{3}{2}}$ for ($P_2$) quadratic SIPG and NIPG methods, respectively. The adaptive meshes at refinement level 21 are shown in Figure 6.8 and 6.9 for quadratic SIPG method. We observe that the graph of the obstacle can be viewed
Figure 6.3. Error, Estimator and Efficiency Index of SIPG and NIPG methods ($P_2$- Quadrature point Constraints) for Example 1.

Figure 6.4. Adaptive mesh (SIPG) for Example 1.

Figure 6.5. Error and Estimator ($P_1$- Integral Constraints) for Example 2 for $f = -15$ and $f = 0$. 
as two hills connected by a saddle. As expected, there is a change in the contact region with the increase of load function $f$.
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