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Abstract. We give a Riccati type formula adapted for two metrics
having the same geodesics rays starting from a point or orthogonal to
an hypersurface, one of these metrics being a warped product if the
dimension $n$ is greater than or equal to 3. This formula has non-trivial
geometric consequences such as a positive mass type theorem and other
rigidity results. We also apply our result to some standard models.
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1. Introduction

Let $n \geq 2$ be an integer and let $M = (a, b) \times N$, where $N$ is a compact
$(n-1)$-dimensional manifold (with or without boundary) and $(a, b)$ an open
interval of $\mathbb{R}$. We shall assume for simplicity that all objects defined on
$M$ are of class $C^\infty$, although this is far from necessary. We consider a
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Riemannian metric of the form 
\[ g = dr^2 + G(r) \]
on \( M \), where \( G(r) \) is a family of Riemannian metrics on \( N \). We also consider a background warped product metric on \( M \):
\[ g_0 = dr^2 + \tilde{G}(r), \]
where \( \tilde{G}(r) = \tilde{h}^2(r)\tilde{G}, \tilde{h} \) being a positive function on \((a, b)\) and \( \tilde{G} \) a fixed metric on \( N \). For \((r, x) \in M\), we define the radial mass of \( g \), relative to \( g_0 \), at \((r, x)\) as

\[ m(r, x) = \tilde{h}^2(\tilde{H} - H), \]

where \( H \) and \( \tilde{H} \) are the mean curvatures of the level set \( N(r) \) of \( r \) relative to \( g \) and \( g_0 \) respectively. We can already remark (see remark 3.1) that

\[ m(r, x) = \tilde{h}^2 \partial_r \left[ \ln \left( \sqrt{\frac{\det(g_0)}{\det(g)}} \right) \right]. \]

We will first show the following Riccati type formula
\[ \partial_r m = \tilde{h}^2(R_{rr} - \tilde{R}_{rr}) + \frac{1}{n - 1} \frac{m^2}{\tilde{h}^2} + \tilde{h}^2|s|^2, \]

where \( s \) is the trace free part of the \( g \)-Weingarten map of \( N(r) \), whereas \( R_{rr} \) and
\[ \tilde{R}_{rr} = -(n - 1) \frac{\tilde{h}''}{\tilde{h}} \]
are the Ricci curvatures in the \((\partial_r, \partial_r)\) direction of \( g \) and \( g_0 \) respectively.

This formula has many geometric consequences, the most interesting being the following one. Let us define the radial mass of \( g \), relative to \( g_0 \), on \( N(r) \) as

\[ M(r) = \int_N m(r, x)d\mu_{\tilde{G}}(x). \]

We will say that the metric \( g \) is asymptotic to \( g_0 \) at \( r_0 \in [a, b] \) if near \( r_0 \),
\[ ||G - \tilde{G}||_{\tilde{G}} = o(1), \]
where \( o(1) \) is uniform on \( N \) (if \( r_0 \in [a, b] \), this means that the two metrics coincide on \( N(r_0) \)). Our main result can now be stated.

**Theorem 1.1.** If the limits of \( M \) exist at \( a \) and \( b \) and \( \tilde{h}^2(R_{rr} - \tilde{R}_{rr}) \in L^1(dr d\mu_{\tilde{G}}) \) then
\[ M(b) - M(a) \geq \int_M \tilde{h}^2(R_{rr} - \tilde{R}_{rr})d\mu_{\tilde{G}}, \]
with equality if and only if \( g \) is a warped product (i.e. \( G = \tilde{h}^2\tilde{G}, \tilde{G} \) being a fixed metric on \( N \)). Let us furthermore assume that \( g \) is asymptotic to \( g_0 \) at some \( r_0 \in [a, b] \); then equality holds if and only if \( g = g_0 \).

\[ ^4 \text{In fact, only } \tilde{h} \text{ appear in the dependance on } m \text{ upon } g_0 \text{ but we choose this terminology for convenience} \]
We note that our definition of mass is similar to (but different from) the definition of quasi-local mass given by Brown and York [2]. As a corollary we obtain some positive mass type or Penrose inequality type theorem.

**Corollary 1.2.** Under the hypothesis of theorem 1.1, if we also assume that

\[
\int_M \tilde{h}^2 (R_{rr} - \tilde{R}_{rr}) dr d\mu_{\tilde{G}} \geq 0,
\]

then \(\mathcal{M}(b) \geq \mathcal{M}(a)\), the equality case being the same as the one in theorem 1.1.

This result is reminiscent of the positive mass theorem (see [14] and [17]), which states that under certain conditions (in particular : the scalar curvature belongs to \(L^1(M)\)) an asymptotically Euclidian manifold with nonnegative scalar curvature has nonnegative ADM mass \(m_{ADM}\). Moreover \(m_{ADM} = 0\) if and only if the manifold is isometric to the Euclidian space (see also [1], [15], [4], [5], [6] for related results).

Of course our result is not really a positive mass theorem in dimension greater than or equal to 3, because the usual energy condition on the scalar curvature \(R(g) \geq R(\tilde{g}_0)\) is replaced here by an integral condition on the Ricci curvature. The similarity with the Penrose inequality (see [12]) appears more clearly when \(N(a)\) is a minimal hypersurface of \(g\), in which case \(\mathcal{M}(a) = (n-1)\tilde{h}(a)\hat{h}'(a)\hat{\mu}(N)\), where \(\hat{\mu}(N)\) is the volume of \(N\) with respect to \(\hat{G}\).

We also obtain some rigidity results in the spirit of those obtained in [11], [10] or [13] (see also [8], [7] or [3] for instance) : a complete Riemannian metric on \(\mathbb{R}^n\) without conjugate points and integrable Ricci curvature has nonpositive total scalar curvature \(\kappa\), and \(\kappa\) vanishes if and only if the metric is flat.

**Corollary 1.3.** Under the hypothesis of theorem 1.1 and if \(\mathcal{M}(b) \leq \mathcal{M}(a)\), then

\[
\int_M \tilde{h}^2 (R_{rr} - \tilde{R}_{rr}) dr d\mu_{\tilde{G}} \leq 0,
\]

with the same equality case as in theorem 1.1.

Let us remark that when \(R_{rr} \geq \tilde{R}_{rr}\) the Riccati equation (1.3) shows that the map \(r \mapsto m(r, x)\) is a non decreasing function and gives an alternative proof of Bishop-Gromov type theorems (see the survey [16] for instance).

It is also interesting to note that when \(\int_N \tilde{h}^2 (R_{rr} - \tilde{R}_{rr}) d\mu_{\tilde{G}} \geq 0\) the Riccati equation (1.3) also shows that the map \(r \mapsto \mathcal{M}(r)\) is a non decreasing function. Moreover \(\mathcal{M}\) will be constant if and only if \(g\) is as in the equality case of theorem 1.1.

We will first give a proof in the two-dimensional case in the next section. The calculations are more straightforward and \(g_0\) need not be a warped product. We deal with the n-dimensional case in section 3. We then apply our result to standard models. Finally, in the last section, we start a discussion about the geometric invariance of our notion of mass.

**Acknowledgement** We are grateful to E. Aubry and Ph. Castillon for interesting discussions about the n-dimensional case.
2. The two-dimensional case

Let \((a, b)\) be a non-empty interval of \(\mathbb{R}\). We consider the surface 
\[ M = (a, b) \times N, \]
\(N\) being either a closed interval of \(\mathbb{R}\) or \(S^1\). Let \(g_0\) be a fixed background metric on \(M\), with 
\[ g_0 = dr^2 + h_0^2(r, \theta)d\theta^2, \]
and let \(g\) be another Riemannian metric on \(M\), also of the form 
\[ g = dr^2 + h^2(r, \theta)d\theta^2. \]

We define two quantities 
\[ m(r, \theta) = -h_0^2 \partial_r (\ln \frac{h}{h_0}), \]
and 
\[ \mathcal{M}(r) = \int_N m(r, \theta)d\theta. \]

We shall call \(\mathcal{M}(r)\) the relative radial mass of \(g\) to \(g_0\) at \(r\). Note that for \(i \in \{a, b\}\), \(\mathcal{M}(i)\) does exist if we assume that near \(i\),
\[ m(r, \theta) = m(\theta) + o(1), \]
where \(m\) is an integrable function on \(N\) and the \(o(1)\) is uniform with respect to \(\theta\).

Let us denote by \(K\) and \(K_0\) the Gauß curvature of \(g\) and \(g_0\) respectively, so that 
\[ K = -\frac{\partial^2 h}{h}, \quad K_0 = h_0^2 \frac{\partial^2 h_0}{h_0}. \]

**Lemma 2.1.** We have the Riccati type formula 
\[ \partial_r m = h_0^2 (K - K_0) + h_0^{-2} m^2. \]

**Proof.** We will denote by \(\partial_r\) the partial derivative relative to \(r\). Let 
\[ v := h' = h_0', \quad v_0 := h_0', \quad V := v - v_0 = (\ln \frac{h}{h_0})'. \]

We have 
\[ V' = -K + K_0 - v^2 + v_0^2 = -(K - K_0) - V^2 + 2v_0^2 - 2v_0 v = -(K - K_0) - V^2 - 2v_0 V, \]

Derivating the relation 
\[ m = -h_0^2 V \]
then gives 
\[ m' = -2h_0h_0' V - h_0^2 V' = -2h_0^2 v_0 V - h_0^2 V' \]
\[ = (K - K_0)h_0^2 + h_0^2 V^2 \]
\[ = (K - K_0)h_0^2 + m^2 h_0^{-2}. \]

Recall that \(g\) is asymptotic to \(g_0\) at \(i \in [a, b]\) if near \(i\), \(h = h_0(1 + o(1))\), the \(o(1)\) being uniform relatively to \(\theta\).

By integrating the formula (2.2) on \(M\), we thus obtain the
Theorem 2.2. If \((K - K_0) \in L^1(h_0^2 dr d\theta)\) and \(\mathcal{M}\) has a limit at \(a\) and \(b\) then \((\frac{m}{m_0})^2 \in L^1(dr d\theta)\) and

\[
\mathcal{M}(b) - \mathcal{M}(a) \geq \int_{(a,b) \times N} (K - K_0)h_0^2 dr d\theta,
\]

with equality if and only if \(K \equiv K_0\) and \(m \equiv 0\) (so that \(\frac{h}{h_0}\) does not depend on \(r\)). In particular, if \(g\) is asymptotic to \(g_0\) at some \(r \in [a, b]\) then we have equality if and only if \(g = g_0\).

Remark 2.3. Some interesting results are also derived if we directly use the equation \((2.2)\) or if we integrate it on \(N\) only or on \((a, b)\) only.

As a first example let us assume that \(K(, \theta) \geq K_0(, \theta)\) on \((a, b)\); then \(m(, \theta)\) is non-decreasing on \((a, b)\), and \(m(, \theta)\) is constant if and only if \(K(, \theta) = K_0(, \theta)\) and \(m(, \theta) = 0\) (so that \(\frac{h(, \theta)}{h_0(, \theta)}\) only depends on \(\theta\)).

Also note that under the assumption that \(\int_N (K - K_0)h_0^2 d\theta \geq 0\), we can conclude that \(\mathcal{M}\) is a non-decreasing function on \((a, b)\), and that \(\mathcal{M}\) is constant if and only if \(K = K_0\) and \(m = 0\) (so that \(\frac{h}{h_0}\) only depends on \(\theta\)).

Finally if \((K(, \theta) - K_0(, \theta)) \in L^1(h_0^2(, \theta)dr)\) and \(m(, \theta)\) has a limit at \(a\) and \(b\) then \((\frac{m}{m_0})^2(, \theta) \in L^1(dr)\) and

\[
m(b, \theta) - m(a, \theta) \geq \int_{(a,b)} (K(, \theta) - K_0(, \theta))h_0^2 dr,
\]

with equality if and only if \(K(, \theta) = K_0(, \theta)\) and \(m(, \theta) = 0\) (so that \(\frac{h(, \theta)}{h_0(, \theta)}\) only depends on \(\theta\)).

Remark 2.4. If \(h_0\) depends only on \(r\), let us define the function

\[
u(r, \theta) = h_0(r)\partial_r \ln \left(\frac{h}{h_0}\right)(r, \theta),
\]

and the one form \(U(r, \theta) = u(r, \theta) dr\).

A simple calculation shows that \(m^2 = h_0^2||U||_{g_0}^2\) and that

\[
div_{g_0} U = -\partial_r u + h_0^{-1}(\partial_r h_0)u
\]

so we get

\[
div_{g_0} U = h_0(K - K_0) + h_0^{-1}||U||_{g_0}^2,
\]

which is a divergence form of the formula \((2.2)\).

3. The \(n\)-dimensional case

Let \(M = (a, b) \times N\), where \(N\) is a compact \((n - 1)\)-dimensional manifold, and \((a, b)\) an open interval of \(\mathbb{R}\). We will consider coordinate systems adapted to \(M\), that is of type \((x^0, x^1, ..., x^{n-1}) = (x^i) = (r, x^A)\), where \((x^1, ..., x^{n-1}) = (x^A)\) is a local coordinate system on \(N\) (indices with capital letters are used to denote coordinates on \(N\)). On \(M\), we consider a Riemannian metric of the form

\[
g = dr^2 + G(r) = dr^2 + G_{AB}(r, x^D)dx^A dx^B,
\]

where \(G(r)\) is a family of Riemannian metrics on \(N\). We also consider a background warped product metric on \(M\):

\[
g_0 = dr^2 + \hat{G}(r) = dr^2 + \hat{G}_{AB}(r, x^D)dx^A dx^B,
\]
where \( \tilde{G}(r) = \hat{h}^2(r)\tilde{G} \), \( \hat{h} \) being a positive function on \((a, b)\) and \( \tilde{G} \) a fixed metric on \( N \).

We respectively denote by \( S \) and \( \check{S} \) the \( g \) and \( g_0 \) Weingarten maps (shape operators) of the level sets of \( r \) with respect to the outward normal \( \partial_r \), whereas \( II \) and \( \check{II} \) are the associated second fundamental forms. In coordinates we have:

\[
II_{AB} = \frac{1}{2} G'_{AB},
\]

\[
S_A = \frac{1}{2} G^{BC} G'_{AC},
\]

\[
\check{II}_{AB} = \frac{1}{2} \check{G}'_{AB} = \hat{h} \hat{h}' \hat{G}_{AB},
\]

\[
\check{S}_A = \frac{1}{2} \check{G}^{BC} \check{G}'_{AC} = \hat{h}^{-1} \hat{h}' \delta^B_A,
\]

The Riemann curvature in two \( \partial_r \) directions gives as usual some Riccati equations for \( S \) and \( \check{S} \):

\[
R_{rA} = - S'^B_A - S^C_A S^B_C,
\]

\[
\check{R}_{rA} = - \check{S}'^B_A - \check{S}^C_A \check{S}^B_C,
\]

and their traces

\[
R_{rr} = - H' - |S|^2_G,
\]

\[
\check{R}_{rr} = - \check{H}' - |\check{S}|^2_G,
\]

where \( H = \text{Tr} S \) and \( \check{H} = \text{Tr} \check{S} = (n - 1) \hat{h}^{-1} \hat{h}' \) are the mean curvatures of the level sets of \( r \) relative to \( g \) and \( g_0 \) respectively. As

\[
|\check{S}|^2 = (n - 1)(\hat{h}^{-1} \hat{h}')^2 = \frac{1}{n - 1} \check{H}^2 \quad \text{and} \quad |S|^2 = |s|^2 + \frac{1}{n - 1} H^2,
\]

where \( s = S - \frac{1}{n - 1} H I \) is the trace-free part of \( S \), we finally obtain

\[
(3.7) \quad \check{H}' - H' = R_{rr} - \check{R}_{rr} + |S|^2 - |\check{S}|^2 = R_{rr} - \check{R}_{rr} + \frac{1}{n - 1} (H^2 - \check{H}^2) + |s|^2.
\]

Recall that

\[
m(r, x^A) = \hat{h}^2(\check{H} - H),
\]

and note that

\[
(\hat{h}^2)' = 2 \hat{h} \hat{h}' = \frac{2}{n - 1} \hat{h} \hat{H}.
\]

Combining this two relations with \( (3.7) \) gives

\[
(3.8) \quad m' = \hat{h}^2(R_{rr} - \check{R}_{rr}) + \frac{1}{n - 1} \frac{m^2}{\hat{h}^2} + \hat{h}^2 |s|^2
\]

As in dimension two, we define \( \mathcal{M} \) as

\[
\mathcal{M}(r) = \int_N \hat{h}^2(\check{H} - H) d\mu_{\check{G}}.
\]

In order to prove the inequality of the theorem \( \text{[1.1]} \) it suffices to integrate the equation \( (3.8) \) over \( \mathcal{M} \).
We now deal with the equality case. We have

\[ \int_M \left( \frac{1}{n-1} m^2 + \dot{h}^2 |s|^2 \right) dr d\mu = 0, \]

so that \( m \equiv 0 \) (thus \( \dot{\bar{H}} = \bar{H} \)) and \( s \equiv 0 \). Coming back to equation (3.8) we also have \( R_{rr} = \dot{\bar{R}}_{rr} \). Now \( s = 0 \) and \( \bar{H} = \dot{\bar{H}} \) give

\[ S = \frac{1}{n-1} \bar{H} I = \frac{1}{n-1} \dot{\bar{H}} I = \dot{S}. \]

Equations (3.3) and (3.4) then imply that \( \dot{\bar{R}}_{BrAr} = R_{BrAr} \). Finally \( \dot{\bar{S}} = \bar{S} \) is equivalent to \( (\dot{\bar{h}} - 2 G_{AB})' = 0 \) so that \( G_{AB} = \dot{\bar{h}}^2 \tilde{G}_{AB} \) for some metric \( \tilde{G} \) on \( N \). If \( g \) is asymptotic to \( g_0 \) at some \( r_0 \in [a, b] \) (i.e. \( \| G - \tilde{G} \|_{\tilde{G}} = o(1) \) near \( r_0 \) then \( \tilde{G} = \tilde{G} \) so that \( g = g_0 \) and this concludes the proof of theorem 1.1.

**Remark 3.1.** We denote by \( h = \sqrt{\det g} = \sqrt{\det G} \) and by \( h_0 = \sqrt{\det g_0} = \sqrt{\det G} = \dot{h}^{n-1} \sqrt{\det G} \) the volume element of \( g \) and \( g_0 \) respectively. A standard calculation (making use of the formula for the derivative of a determinant) shows that

\[ h' = \frac{1}{2} h \text{Tr}_g (g') = \frac{1}{2} h \text{Tr}_G (G') = h \bar{H} \]

and \( h_0' = h_0 \dot{\bar{H}} \), so we have

\[ m = \dot{h}^2 (\ln h_0)' \tag{3.9} \]

which is the definition of \( m \) in the two-dimensional case because \( \dot{h} = h_0 \) in that case.

**Remark 3.2.** As in dimension 2, the formula (3.8) can be written in divergence form. To do this, consider the fonction \( u = \dot{h}^{3-n} (H - \bar{H}) \) and the one-form \( U = u \, dr \). The divergence of \( U \) is

\[
\text{div}_{g_0} U = -u' - \dot{\bar{H}} u
= (3-n) \dot{h}^{2-n} h' (\bar{H} - \bar{H}) + \dot{h}^{3-n} (\dot{\bar{H}} - H)' + h^{3-n} \bar{H} (\bar{H} - H)
= \dot{h}^{3-n} (\dot{\bar{H}} - H)' + \frac{2}{n-1} \bar{H} \dot{h}^{3-n} (\bar{H} - H)
= \dot{h}^{3-n} (R_{rr} - \dot{\bar{R}}_{rr}) + \frac{1}{n-1} \| U \|_{g_0}^{2} \dot{h}^{n-3} + \dot{h}^{3-n} |s|^2,
\]

the last equality coming from (3.7).

4. **Some simple conditions for the relative radial mass to be well defined**

In this section, we give sufficient conditions for the radial mass \( M(i) \) to be well defined when \( i \in \{a, b\} \). This will be the case if \( g \) is in some way asymptotic to \( g_0 \) at \( i \). The most simple case is certainly when near \( i \),

\[ m(r, x) = m(x) + o(1), \tag{4.1} \]
$m$ being a continuous function on $N$; then

$$\mathcal{M}(i) = \int_N m(x) d\mu_{\tilde{G}}(x).$$

The aim of this section is to give some simple asymptotic conditions on $g$ and $g_0$ which imply the convergence of $\mathcal{M}$. We recall the formula

$$m(r, x) = -\frac{1}{2} \hat{h}^2 \text{Tr}(G^{-1} G' - \tilde{G}^{-1} \tilde{G}').$$

We first give some conditions which are natural when for instance one wants to define a mass at infinity and $h = r$ or $h = e^r$. Let us assume that $\int_1^r \hat{h}^{-2}(r) dr$ converges and consider the function

$$F_i(r) = \int_r^1 \hat{h}^{-2}(r) dr = o(1).$$

Assume that near $i$,

$$(4.2) \quad G(r) = \hat{h}^2 [\tilde{G} + F_i(\tilde{G})],$$

where $\tilde{G}$ and $\hat{h}^2 F_i(\tilde{G})'$ are bounded. In this case we obtain that near $i$,

$$\int \hat{h}^2 (G^{-1} G' - \tilde{G}^{-1} \tilde{G}') = \int \hat{h}^2 (\tilde{G} + F_i(\tilde{G})') + O(F_i) + O(\hat{h}^2 \hat{h}''),$$

so that if $F_i^2 \hat{h}'' = o(1)$, then

$$m(r, x) = -\frac{1}{2} \text{Tr}_G [\tilde{G} + \hat{h}^2 F_i(\tilde{G})'] + o(1).$$

In particular, if $\tilde{G} + \hat{h}^2 F_i(\tilde{G})'$ is continuous up to $i$, then

$$\mathcal{M}(i) = -\frac{1}{2} \int_N \text{Tr}_G [\tilde{G} + \hat{h}^2 F_i(\tilde{G})'](i, .) d\mu_{\tilde{G}}.$$

We now give conditions which are natural if we want to define a mass at $r = 0$, with $g_0$ written in polar coordinates and $g$ possibly singular at the base point. If $\int \hat{h}^{-2}(r) dr$ diverges and if we assume that near $i$,

$$(4.3) \quad G(r) = \hat{h}^2 [\tilde{G} + \tilde{G}],$$

with $\tilde{G} = o(1)$, $\hat{h} \hat{h}' \tilde{G} = o(1)$, and $\hat{h}^2 \tilde{G}' = O(1)$, then

$$\hat{h}^2 (G^{-1} G' - \tilde{G}^{-1} \tilde{G}') = \hat{h}^2 \tilde{G}^{-1} \tilde{G}' + o(1).$$

In particular if $\hat{h}^2 \tilde{G}^{-1} \tilde{G}'$ is continuous up to $i$ then

$$\mathcal{M}(i) = -\frac{1}{2} \int_N \hat{h}^2 \text{Tr}_G \tilde{G}'(i, .) d\mu_{\tilde{G}}.$$

5. Applications to the Rigidity of Some Models

In this section we apply theorem [[1]] to the case where the Riemannian manifold $(M, g_0)$ is a model space of constant radial Ricci curvature. The equality case in theorem [[1]] then provides rigidity results for the model $g_0$ if the metric $g$ is asymptotic to $g_0$ at some $r \in [a, b]$. Note that our results differ from the usual positive mass theorems, as we do not require $b = +\infty$, nor do we need the two metrics to be asymptotic at $b$. Recall that we assume that

$$g_0 = dr^2 + \hat{h}^2 \tilde{G} \quad \text{and} \quad g = dr^2 + G(r),$$
so that in particular
\[ \tilde{R}_{rr} = -(n-1) \frac{\hat{h}''}{\hat{h}}. \]

5.1. Hyperbolic type Metric. We consider the case where \( \hat{h} = e^r + ke^{-r} \) and \( M = (a, +\infty) \times N \) with \( k \in \mathbb{R} \) and \( a \) is the zero of \( \hat{h} = e^r + ke^{-r} \) (or \( a = -\infty \) if \( \hat{h} \) never vanishes). By an immediate computation, \( \tilde{R}_{rr} = -(n-1) \), and theorem [4] becomes the following

**Corollary 5.1.** If the limit of \( \mathcal{M} \) exists at \( a \) and \(+\infty\) and \( \hat{h}^2(R_{rr} + (n-1)) \in L^1(dr\mu_G) \) then
\[ \mathcal{M}(+\infty) - \mathcal{M}(a) \geq \int_M \hat{h}^2(R_{rr} + (n-1))dr\mu_G \]
with equality if and only if \( g \) is a warped product \( (G = \hat{h}^2G, \tilde{G} \) being a fixed metric on \( N \)). Moreover if \( g \) is asymptotic to \( g_0 \) at some \( r_0 \in [a, +\infty[ \), then equality occurs if and only if \( g = g_0 \).

5.2. Euclidian type Metric. In this case, \( \hat{h} = r \) and \( M = (0, +\infty) \times N \). As \( \tilde{R}_{rr} = 0 \) we obtain the

**Corollary 5.2.** If the limit of \( \mathcal{M} \) exists at \( 0 \) and \(+\infty\) and \( r^2R_{rr} \in L^1(dr\mu_G) \) then
\[ \mathcal{M}(+\infty) - \mathcal{M}(0) \geq \int_M r^2R_{rr}dr\mu_G \]
with equality if and only if \( g \) is a warped product \( (G = r^2\tilde{G}, \tilde{G} \) being a fixed metric on \( N \)). Moreover if \( g \) is asymptotic to \( g_0 \) at some \( r_0 \in [0, +\infty[ \) then equality occurs if and only if \( g = g_0 \).

5.3. Cylindrical type Metric. This is the case where \( \hat{h} = 1 \) and \( M = (-\infty, +\infty) \times N \). Once again, \( \tilde{R}_{rr} = 0 \) and so we have the

**Corollary 5.3.** If the limit of \( \mathcal{M} \) exists at \(-\infty\) and \(+\infty\) and \( R_{rr} \in L^1(dr\mu_G) \) then
\[ \mathcal{M}(+\infty) - \mathcal{M}(-\infty) \geq \int_M R_{rr}dr\mu_G, \]
with equality if and only if \( g \) is a product. Moreover if \( g \) is asymptotic to \( g_0 \) at some \( r_0 \in [-\infty, +\infty[ \) then equality occurs if and only if \( g = g_0 \).

5.4. Spherical type Metric. In this final case, \( \hat{h} = \sin(r) \) and \( M = (0, \pi) \times N \), so that \( \tilde{R}_{rr} = (n-1) \) and theorem [4] yields

**Corollary 5.4.** If the limit of \( \mathcal{M} \) exists at \( 0 \) and \( \pi \) and \( \sin^2 r(R_{rr} - (n-1)) \in L^1(dr\mu_G) \) then
\[ \mathcal{M}(\pi) - \mathcal{M}(0) \geq \int_M (R_{rr} - (n-1))\sin^2 rdr\mu_G \]
with equality if and only if \( g \) is a warped product \( (G = \sin^2(r)\tilde{G}, \tilde{G} \) being a fixed metric on \( N \)). Moreover if \( g \) is asymptotic to \( g_0 \) at some \( r_0 \in [0, \pi] \) then equality occurs if and only if \( g = g_0 \).
6. About the geometric invariance of the mass

As it is usual when a definition of mass is given in a particular system of coordinates, we have to check that (maybe under certain conditions on $g$ and $g_0$) this notion does not depend on the coordinate system chosen to define it. This problem can be formulated in two different ways. The first one, which is more natural in our context, will be treated here and the answer turns out to be positive when $n = 3$. We did not investigate any further the second one, which is more natural when dealing with positive mass theorems. At this point let us simply note that the method used in [4] and [5] combined with a divergence formula (like the one in remark 3.2) might be useful to solve this problem.

The first way to understand the problem is as follows. Let $X$ be a manifold endowed with two Riemannian metrics $g$ and $g_0$ and let $E$ be one end of $X$. We assume that there exists a coordinate system $(r, x)$ on $E$ making it diffeomorphic to $M := [a, +\infty) \times N$, and in which $g$ and $g_0$ take the form (3.1) and (3.2) respectively. Let $M(+) = M(+) = M(+)$. Now suppose that there exists another coordinate system $(\tilde{r}, \tilde{x})$ of $E$ making it diffeomorphic to $\tilde{M} := [\tilde{a}, +\infty) \times N$, and in which $g$ takes the form

$$\tilde{g} = d\tilde{r}^2 + \tilde{G}(\tilde{r}),$$

while $g_0$ takes the form

$$\tilde{g}_0 = d\tilde{r}^2 + \tilde{G}_0(\tilde{r}),$$

where $\tilde{G}(\tilde{r}) = \tilde{h}(\tilde{r})^2 \tilde{G}$ and $\tilde{G}$ is a fixed metric on $N$. Let $\tilde{M}(+) = \tilde{M}(+) = \tilde{M}(+)$. The problem is to find some natural conditions on $g_0$ and $g$ which ensure that $M(+) = \tilde{M}(+)$. Let us denote by $\Phi$ the change of coordinates:

$$(r, x) = \Phi(\tilde{r}, \tilde{x}),$$

so that $\tilde{g} = \Phi^* g$ and $\tilde{g}_0 = \Phi^* g_0$. We assume that $\Phi$ is orientation preserving.

**Lemma 6.1.** Near infinity, the first projection of the change of coordinates $\Phi$ satisfies

$$|r - \tilde{r}| \leq C,$$

where $C$ is a positive constant. A straightforward consequence is that $r \to +\infty$ if and only if $\tilde{r} \to +\infty$.

**Proof.** The form of $g_0$ and $\tilde{g}_0$ and the fact that $\Phi$ and its inverse are isometries between the two metrics imply that $\partial_r \tilde{r} \leq 1$ and also $\partial_\tilde{r} r \leq 1$. So for all $\tilde{r} \geq \tilde{r}_0$ we have

$$r(\tilde{r}, \tilde{\theta}) - r(\tilde{r}_0, \tilde{\theta}) = \int_{\tilde{r}_0}^{\tilde{r}} \partial_r r(s, \tilde{\theta}) ds \leq (\tilde{r} - \tilde{r}_0),$$

thus

$$r \leq \tilde{r} + C(\tilde{\theta}),$$

where $C(\tilde{\theta})$ is continuous on $N$. Now as $N$ is compact, $C(\tilde{\theta})$ is bounded and we have

$$r \leq \tilde{r} + C,$$
where $C$ is a positive constant. In the same way, increasing $C$ if necessary,
\[ \tilde{r} \leq r + C, \]
\[ \square \]
Set $h = \sqrt{\det g}$ and $h_0 = \sqrt{\det g_0}$ and consider the function
\[ v = \ln \left( \frac{h_0}{h} \right). \]
Note that $v$ does not depend on any coordinate system, whereas $h$ and $h_0$ do. Let us denote by $\Delta_0$ the Laplacian relative to $g_0$.

**Proposition 6.2.** If $N$ is without boundary, $n = 3$ and $\Delta_0 v \in L^1(E, g_0)$ then $\mathcal{M}(+\infty) = \tilde{\mathcal{M}}(+\infty)$.

**Proof.** Consider the one-form
\[ \omega = dv. \]
We have $\mathrm{div}_0 \omega = \Delta_0 v$ and if we denote by $\nu$ (resp. $\tilde{\nu}$) the outgoing $g_0$-normal to $N(r)$ (resp. $\tilde{N}(\tilde{r})$), we have $\langle \omega, \nu \rangle_{g_0} = \partial_r v$ (resp. $\langle \omega, \tilde{\nu} \rangle_{g_0} = \partial_{\tilde{r}} v$).

Let $\Omega_{r,\tilde{r}}$ be the open relatively compact set with boundary $N(r) \cup \tilde{N}(\tilde{r})$. As a consequence of the divergence theorem, we have
\[ \int_{N(r)} (\partial_r v) \tilde{h}^{n-1} d\mu_{\tilde{G}} - \int_{\tilde{N}(\tilde{r})} (\partial_{\tilde{r}} v) \tilde{h}^{n-1} d\mu_{\tilde{G}} = \int_{\Omega_{r,\tilde{r}}} \varepsilon \mathrm{div}_0 \omega \ d\mu_{g_0}, \]
where $\varepsilon = \pm 1$ is constant on every connected component of $\Omega_{r,\tilde{r}}$.

Now from the lemma 6.1 when $r \to +\infty$ the same property holds for $\tilde{r}$, so that the set $\Omega_{r,\tilde{r}}$ goes to infinity. But as $\mathrm{div}_0 \omega \in L^1(E)$ the last integral goes to zero, and we obtain
\[ \mathcal{M}(r) = \tilde{\mathcal{M}}(\tilde{r}) + o(1). \]
\[ \square \]

**Remark 6.3.** If $\mathcal{M}(r)$ converges at infinity and $R_{rr} - \tilde{R}_{rr} \in L^1(E)$ (as in theorem 1.1 with $n = 3$) then $\Delta_0 v \in L^1(E)$, thus the $L^1$ condition in proposition 6.2 is natural. In order to justify this affirmation, we compute:
\[ \Delta_0 v = -h_0^{-1} \partial_i (g_0^{ij} h_0 \partial_j v) = -h_0^{-1} \partial_r (h_0 \partial_r v) - h_0^{-1} \partial_A (\tilde{G}^{AB} h_0 \partial_B v) \]
\[ = -\tilde{h}^{1-n} \partial_r (\tilde{h}^{n-1} \partial_r v) + \tilde{h}^{-2} \hat{\Delta} v, \]
where $\hat{\Delta}$ is the Laplacian relative to $\tilde{G}$. Now the fact that $\int_N \tilde{\Delta} v d\mu_{\tilde{G}} = 0$ and that $m = \tilde{h}^{n-1} \partial_r v$ when $n = 3$ combined with the formula (1.3) concludes the proof.

**Remark 6.4.** The change of variable $(r, \theta) = (\tilde{r}, \lambda \tilde{\theta})$ gives $\tilde{h} = \lambda \tilde{h}$ and $\mathcal{M}(+\infty) = \lambda^{3-n} \tilde{\mathcal{M}}(+\infty)$; this shows that when $n \neq 3$, our mass is not a geometric invariant.
Let us now formulate another problem also related to the geometric invariance of the mass. Let \((\mathcal{X}, g)\) be a Riemannian manifold. Let \(E\) be one end of \(X\). We assume that there exists coordinate system \((r, x)\) of \(E\) making it diffeomorphic to \(M := (a, +\infty) \times N\), and in which \(g\) takes the form (3.1). Let \(\mathcal{M}(+\infty)\) be the mass of \(g(r, x)\) relative to \(g_0(r, x)\). Take another coordinate system \((\tilde{r}, \tilde{x})\) of \(E\) making it diffeomorphic to \(\tilde{M} := (\tilde{a}, +\infty) \times N\), and in which \(g\) takes the form

\[
\tilde{g} := d\tilde{r}^2 + \tilde{G}(\tilde{r}).
\]

Let \(\tilde{\mathcal{M}}(+\infty)\) be the mass at infinity of \(\tilde{g}(\tilde{r}, \tilde{x})\) relative to \(\tilde{g}_0(\tilde{r}, \tilde{x})\). Once again, we ask for natural conditions on \(g_0\) and \(g\) that guarantee that \(\mathcal{M}(+\infty) = \tilde{\mathcal{M}}(+\infty)\). If they exist, \(\mathcal{M}(+\infty)\) is, in this sense, a geometric invariant.

Let \(\Phi\) be the transition of coordinates, so \(\tilde{g} = \Phi^* g\). The fundamental difference with the previous case is that we do not have \(\tilde{g}_0 = \Phi^* g_0\) in general. As in [5] or [4], we may hope that if \(g_0\) is well chosen and \(g\) asymptotic to \(g_0\), we will be able to investigate the asymptotical behaviour of \(\Phi\) and show that the mass at infinity is a geometric invariant.

We will only deal with two very particular cases where we can prove that our mass corresponds to the usual one (and is therefore geometric). In section 6.1, we establish in dimension 2, in the asymptotically hyperbolic context, our mass at infinity is the time component of the energy momentum vector of Chruściel and Herzlich (see also Wang [15]), so that its sign is a geometric invariant. We then show that in dimension 3, in the asymptotically flat context, our mass at infinity is (proportionnal to) the usual ADM mass (see section 6.2).

### 6.1. Comparison with the mass of asymptotically hyperbolic surfaces

In the two dimensional asymptotically hyperbolic context, so when \(h_0 = e^r + ke^{-r}\) (\(k=-1,0,1\)), we will see that our mass \(\mathcal{M}(+\infty)\) at infinity correspond to the time component \(p_{(0)}\) of the energy momentum vector of Chruściel and Herzlich [4] up to a positive multiplicative constant. To see that, we will compute the vector field \(U = U(V)\) they use with \(V = V(0)\).

\[
U^i = 2\sqrt{\det g(V g^{[i}g^{j]})} D_j e_{kl} + D^{[i}V g^{j]}e_{jk}.
\]

In our context, \(g = dr^2 + h^2 d\theta^2\), \(g_0 = dr^2 + h_0^2 d\theta^2\), \(e = g - g_0 = (h^2 - h_0^2)d\theta^2\), so

\[
U^i = 2\sqrt{\det g(V g^{[i}g^{j]}D_j e_{\theta\theta} + D^{[i}V g^{j]}e_{\theta\theta}).
\]

First \(2D^{[i}V g^{j]}e_{\theta\theta} = D^{[i}V g^{j]}e_{\theta\theta} - D^{[i}V g^{j]}e_{\theta\theta} = h^{-2} \delta_i^j D^i V\) and the quantity \(2[g^{[i}g^{j]}e_{\theta\theta}] = g^{[i}g^{j]}e_{\theta\theta} - g^{i}g^{j}e_{\theta\theta}\) is non trivial iff \(i = j = r\) and then its value is \(-h^2\). So \(\nu^\theta = 0\) and

\[
U^r = h^{-1}(e_{\theta\theta}D^r V - V D_r e_{\theta\theta}) = h^{-1}[e_{\theta\theta}\partial_r V - V(\partial_r e_{\theta\theta} - 2h_0 h_0' e_{\theta\theta})] = h^{-1}[(h^2 - h_0^2)\partial_r V - 2V(h\partial_r h - h^2 h_0^{-1} h_0')]\]

Now we know that \(V = h_0 + O(e^{-r})\) and \(V' = h_0' + O(e^{-r}) = h_0 + O(e^{-r})\). Assume that we have \(h = h_0 + e^{-r}\mathcal{H}\), where \(\mathcal{H}\) is bounded and also \(\partial_r h = h_0' + e^{-r}(\partial_r \mathcal{H} - \mathcal{H})\) where \(\partial_r \mathcal{H} - \mathcal{H}\) is bounded, so that \(g\) is in some sense
asymptotical to \(g_0\). Then up to terms that cancel at \(r = +\infty\), we have
\[
\mathbb{U}^r = h^{-1}(h^2 - h_0^2)h_0' - 2h_0^2\partial_r(h \frac{h}{h_0}) + o(1) = h^{-1}(h^2 - h_0^2)h_0' + 2m + o(1),
\]
where \(m\) is our \(m(r, \theta)\). Thus we have \(m(r, \theta) = 2\mathcal{H} - \partial_r \mathcal{H} + o(1)\) and \(h^{-1}(h^2 - h_0^2)h_0' = 2\mathcal{H} + o(1)\). Let
\[
\bar{m}(r) = \int_N \mathcal{H} d\theta,
\]
then
\[
\mathcal{M}(+\infty) = \lim_{+\infty}(2\bar{m} - \bar{m}').
\]
It is an easy exercise to show that in that case the only possibility is
\[
\lim_{+\infty}(\bar{m}') = 0
\]
and then
\[
\mathcal{M}(+\infty) = \lim_{+\infty}(2\bar{m}).
\]
Finally we have obtained
\[
p(0) = \lim_{+\infty} \int_N \langle U, \partial_r \rangle g_0 d\theta = \lim_{+\infty} \int_N \mathbb{U}^r d\theta = 2\mathcal{M}(+\infty) + \mathcal{M}(+\infty) = 3\mathcal{M}(+\infty).
\]

6.2. **Comparison with the ADM mass.** In dimension 3, in the asymptotically flat context, we will see that our mass \(\mathcal{M}(+\infty)\) is the ADM mass up to a positive multiplicative constant. In that context, we have \(h = r\) and \(\bar{G}\) is the round metric on the two sphere \(N\). Recall first that the Hawking mass on \(N(r)\) is equal to
\[
m_H(r) = \frac{A^{1/2}}{(16\pi)^{3/2}} \left( 16\pi - \int_{N(r)} H^2 d\nu_r \right),
\]
where \(d\nu_r\) is the \(g\)-induced measure on \(N(r)\), and \(A\) is the \(g\)-area of \(N(r)\). Recall also that when \(r\) goes to infinity, then under asymptotically Euclidian conditions, \(m_H(r)\) goes to the ADM mass \(m_{ADM}\) (see [9] for instance). From our definition of \(m(r, x)\), we may assume that near infinity
\[
H(r, x) = H(r, x) - \frac{m(r, x)}{r^2} + o\left(\frac{1}{r^2}\right).
\]
So we obtain
\[
\mathcal{M}(r) = 8\pi m_H(r) + o(1) = 8\pi m_{ADM} + o(1),
\]
which gives the desired result in the limit at infinity.
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