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Abstract

As a new extension of Pythagorean fuzzy set (also called Atanassov’s intuitionistic fuzzy set of second type), interval-valued Pythagorean fuzzy set which is parallel to Atanassov’s interval-valued intuitionistic fuzzy set has recently been developed to model imprecise and ambiguous information in practical group decision making problems. The aim of this paper is to put forward a novel decision making method for handling multiple criteria group decision making problems within interval-valued Pythagorean fuzzy environment based on interval-valued Pythagorean fuzzy numbers (IVPFNs). There are three key issues being addressed in this approach. The first is to introduce an interval-valued Pythagorean fuzzy weighted arithmetic averaging (IVPF-WAA) operator to aggregate the decision data in order to get the overall preference values of alternatives. Some desirable properties of the IVPF-WAA operator are also investigated. Based on the idea of the maximizing deviation method, the second is to establish an optimization model for determining the weights of criteria for each expert. The third is to construct a minimizing consistency optimal model to derive the weights of criteria for the group. Finally, an illustrating example is given to verify the proposed approach.

1. Introduction

Fuzzy set originally introduced by Zadeh [1] in 1965 is a useful tool to capture the imprecision and uncertainty in decision making [2, 3]. It is characterized by a membership degree between zero and one, and the nonmembership degree is equal to one minus the membership degree. In 1986, Atanassov [4] extended fuzzy set to introduce the notion of Atanassov’s intuitionistic fuzzy set. In Atanassov’s intuitionistic fuzzy set, the membership degree and the nonmembership degree are more or less independent; the only constraint is that the sum of the two degrees must not exceed one [5]. Atanassov’s intuitionistic fuzzy sets have been broadly applied in real-life multiple criteria decision making (MCDM) [6, 7] or multiple criteria group decision making (MCGDM) problems [8]. For example, Wang et al. [6] developed a method based on Atanassov’s intuitionistic fuzzy dependent aggregation operators for solving the supplier selection problem. Wang and Zhang [7] proposed an evidential reasoning-based decision making method for handling Atanassov’s intuitionistic fuzzy MCDM problems with incomplete weight information, and so forth. Deschrijver and Kerre [5] investigated the position of Atanassov’s intuitionistic fuzzy set theory in the framework of the different theories modelling imprecision.

In the beginning of the 1990s, Atanassov [9] further proposed the concept of Atanassov’s intuitionistic fuzzy set of second type as a useful extension of Atanassov’s intuitionistic fuzzy set. Yager [10] called it Pythagorean fuzzy set (PFS). For simplicity, this paper still employs the term “PFS” to denote Atanassov’s intuitionistic fuzzy set of second type in the decision process. The main difference between PFS and Atanassov’s intuitionistic fuzzy set is that the former is required to satisfy the situation that the square sum of the membership degree and the nonmembership degree is equal to or less than one, but the sum of the two degrees
is not required to be equal to or less than one, while the latter is required to satisfy the situation that the sum of the two degrees is equal to or less than one. Ever since PFSs’ appearance, many researchers have paid great attention to the decision making problems with Pythagorean fuzzy information. For instance, Yager [10] developed a useful decision approach based on Pythagorean fuzzy aggregation operations to handle the MCDM problems with Pythagorean fuzzy information. Zhang and Xu [11] provided the detailed mathematical expressions for PFSs and presented the concept of Pythagorean fuzzy number (PFN). Meanwhile, they also proposed a Pythagorean fuzzy TOPSIS (Technique for Order Preference by Similarity to Ideal Solution) for handling the MCDM problem within PFSs. Yager and Abbasov [12] showed that the PFSs are a subclass of complex numbers called \( \pi - i \) numbers and proposed a decision method to handle the MCDM problem in which the criterion values are expressed by \( \pi - i \) numbers. Afterwards, Beliakov and James [13] focused on how the notion of “averaging” should be treated in the case of PFSNs. Reformat and Yager [14] applied the PFSs in handling the collaborative-based recommender system. In addition, Atanassov et al. [15] extended the concept of Atanassov’s intuitionistic fuzzy set of second type to present the concept of Atanassov’s intuitionistic fuzzy set of \( p \)-type.

In human cognitive and decision making activities, it is not completely justifiable or technically sound to quantify the degrees of the membership and nonmembership in terms of a single numeric value [16,17]. To this end, Zhang [18] further extended the PFSNs to propose the concept of interval-valued PFSNs (IVPFNs) which is parallel to Atanassov’s interval-valued intuitionistic fuzzy set [19,20]. The IVPFS can also be called Atanassov’s interval-valued intuitionistic fuzzy set of second type as a particular answer to the open problem proposed by Atanassov [9,21] of how to define a combination between Atanassov’s intuitionistic fuzzy set of second type and Atanassov’s interval-valued intuitionistic fuzzy set. The elements in IVPFS are called interval-valued Pythagorean fuzzy numbers (IVPFN). Considering the fact that IVPFNs have great powerful ability to model the imprecise and ambiguous information in real-world applications [18], this paper develops a maximizing deviation method based on interval-valued Pythagorean fuzzy weighted average aggregating (IVPF-WAA) operator to solve MCGDM problems with IVPFNs. We first present the concept of the score and accuracy functions for IVPFNs, and we further present a score and accuracy functions-based ranking method for comparing the magnitude of IVPFNs. Next, we employ the maximizing deviation method to determine the weights of criteria for each expert. Meanwhile, we also construct a minimizing consistency optimal model to derive the weights of criteria for the group. Afterwards, we define an IVPF-WAA operator and investigate its useful properties. Using IVPF-WAA operator, all individual decision matrices are aggregated into the collective decision matrix, and further the comprehensive values of alternatives are obtained. Using the proposed ranking method of IVPFNs, the ranking orders of all alternatives are obtained. At length, we provide a risk evaluation case of technological innovation in high-tech enterprises to validate the effectiveness and applicability of the proposed decision method.

This paper is organized as follows. Section 2 briefly reviews some concepts of PFSNs as well as IVPFNs and also presents a new ranking method for IVPFNs. Section 3 develops a new group decision method to handle the MCGDM problems with IVPFNs. Section 4 provides a practical decision problem to demonstrate the implementation process of the proposed method. Section 5 presents our conclusions.

2. Preliminaries

The basic concepts of PFNs and IVPFNs are briefly reviewed in this section. Afterwards, novel score and accuracy functions for IVPFNs are proposed. Furthermore, a new comparison method for IVPFNs is developed.

Definition 1 (see [9,11]). Let \( X \) be a fix set. A PFS \( P \) is an object having the form

\[
P = \{ (x, P(\mu_p(x), v_p(x))) \mid x \in X \},
\]

where the function \( \mu_p : X \rightarrow [0,1] \) defines the degree of membership and \( v_p : X \rightarrow [0,1] \) defines the degree of nonmembership of the element \( x \in X \) to \( P \), respectively, and, for every \( x \in X \), it holds that

\[
(\mu_p(x))^2 + (v_p(x))^2 \leq 1.
\]

Definition 2 (see [9,11]). Let \( \beta_1 = P(\mu_{\beta_1}, v_{\beta_1}), \beta_2 = P(\mu_{\beta_2}, v_{\beta_2}) \), and \( \beta = P(\mu_{\beta}, v_{\beta}) \) be three PFNs, and five basic operations on them are defined as follows:

1. \( \beta_1 \oplus \beta_2 = P(\sqrt{\beta_1^2 + \beta_2^2} - \beta_1 \beta_2, \beta_1 \beta_2); \)
2. \( \beta_1 \otimes \beta_2 = P(\sqrt{\beta_1^2 \beta_2^2}, \beta_1 \beta_2, \beta_1 \beta_2); \)
3. \( \lambda \beta = P(\sqrt{1 - (1 - \mu_{\beta})^2}, (v_{\beta})^2), \lambda > 0; \)
4. \( \beta^\lambda = P(\mu_{\beta}^\lambda), \sqrt{1 - (1 - v_{\beta})^2}, \lambda > 0; \)
5. \( \beta^\top = P(v_{\beta}, \mu_{\beta}). \)

In many real-world decision problems, the values of the membership function and nonmembership function in a PFS are difficult for the decision maker to assign exact numbers. Zhang [18] suggested that the decision maker can employ intervals to express his/her preference about the membership function and the nonmembership function in a PFS and extended the concept of PFS to propose the concept of IVPFS. Its definition is introduced as follows.

Definition 3 (see [18]). Let \( X \) be a fix set, and an IVPFS \( \bar{P} \) over \( X \) is an object having the following mathematic form:

\[
\bar{P} = \{ (x, \bar{P}(\mu_{\bar{P}}(x), v_{\bar{P}}(x))) \mid x \in X \},
\]

where \( \mu_{\bar{P}}(x) = [\frac{\bar{P}_{\mu}^U(x)}{\bar{P}_{\mu}^L(x)}, \frac{\bar{P}_{\mu}^V(x)}{\bar{P}_{\mu}^L(x)}] \subseteq [0,1] \) and \( v_{\bar{P}}(x) = [\frac{\bar{P}_{v}^L(x)}{\bar{P}_{v}^U(x)}, \frac{\bar{V}_{v}^L(x)}{\bar{V}_{v}^U(x)}] \subseteq [0,1] \) are interval values and \( \bar{P}_{\mu}^L(x), \bar{P}_{\mu}^U(x), \bar{V}_{v}^L(x), \bar{V}_{v}^U(x) \in [0,1] \) and \( (\bar{P}_{\mu}^V(x))^2 + (\bar{V}_{v}^V(x))^2 \leq 1. \)
Clearly, the IVPFS reduces to a PFS if \( \tilde{\mu}_L(\tilde{P}(x)) = \tilde{\mu}_U(\tilde{P}(x)) \) and \( \tilde{v}_L(\tilde{P}(x)) = \tilde{v}_U(\tilde{P}(x)) \), and the IVPFS reduces to Atanassov's interval-valued intuitionistic fuzzy set if \( \tilde{\mu}_L(\tilde{P}(x)) + \tilde{v}_L(\tilde{P}(x)) \leq 1 \).

For simplicity, \( \tilde{P}(\tilde{\mu}_L(x), \tilde{v}_L(x)) \) is called an IVPFN denoted by \( \tilde{\beta} = \tilde{P}(\tilde{\mu}_L, \tilde{v}_L) \), where \( \mu_\beta(= [\tilde{\mu}_L, \tilde{\mu}_U]) \subset [0, 1] \), \( \nu_\beta(= [\tilde{v}_L, \tilde{v}_U]) \subset [0, 1] \), and \( (\tilde{\mu}_L^2 + (\tilde{v}_L^2) \leq 1 \). It is noted that the IVPFN \( \tilde{\beta} = \tilde{P}(\tilde{\mu}_L, \tilde{v}_L), [\tilde{v}_L, \tilde{v}_U] \) is called Atanassov's interval-valued intuitionistic fuzzy number if \( \tilde{\mu}_L^2 + \tilde{v}_L^2 \leq 1 \).

Example 4. Let \( X = \{x_1, x_2, x_3\} \), and let \( \tilde{P}(x_1) = \tilde{P}([0.8, 0.9], [0.3, 0.4]), \tilde{P}(x_2) = \tilde{P}([0.5, 0.7], [0.4, 0.6]), \) and \( \tilde{P}(x_3) = \tilde{P}([0.7, 0.8], [0.2, 0.4]) \) be three IVPFNs of \( x_i (i = 1, 2, 3) \) to a set \( \tilde{P} \). Thus, \( \tilde{P} \) can be called an IVPFS which is denoted as follows:

\[
\tilde{P} = \left\{ \begin{array}{c}
\langle x_1, \tilde{P}((0.8, 0.9), [0.3, 0.4]) \rangle, \\
\langle x_2, \tilde{P}((0.5, 0.7), [0.4, 0.6]) \rangle, \\
\langle x_3, \tilde{P}((0.7, 0.8), [0.2, 0.4]) \rangle \end{array} \right\}.
\]

Remark 5. It is noted that the main difference between IVPFN and Atanassov's interval-valued intuitionistic fuzzy number is their different constraint conditions. The space of the constraint condition of IVPFN is usually greater than the space of the constraint condition of Atanassov's interval-valued intuitionistic fuzzy number. In other words, the IVPFN can not only model the uncertain situations which Atanassov's interval-valued intuitionistic fuzzy number can capture where the sum of \( \tilde{\mu}_L^2 \) and \( \tilde{v}_L^2 \) is equal to or less than 1, but also model some other situations which Atanassov's interval-valued intuitionistic fuzzy number cannot describe where the sum of \( \tilde{\mu}_L^2 \) and \( \tilde{v}_L^2 \) is bigger than 1 but their square sum is equal to or less than 1.

Definition 6 (see [18]). Let \( \tilde{\beta} = \tilde{P}(\tilde{\mu}_L, \tilde{v}_L), [\tilde{v}_L, \tilde{v}_U] \), \( \tilde{\beta}_1 = \tilde{P}(\tilde{\mu}^L_{\tilde{\beta}_1}, \tilde{v}^L_{\tilde{\beta}_1}), \tilde{\beta}_2 = \tilde{P}(\tilde{\mu}^U_{\tilde{\beta}_2}, \tilde{v}^U_{\tilde{\beta}_2}) \) be three IVPFNs. For \( \lambda (\lambda > 0) \) represents a scalar mathematical operator, the basic operations on them are defined as follows:

\[
(1) \quad \tilde{\beta}_1 \circ \tilde{\beta}_2 = \tilde{P} \left\{ \begin{array}{c}
\left[ \sqrt{\left(\tilde{\mu}^L_{\tilde{\beta}_1}\right)^2 + \left(\tilde{\mu}^U_{\tilde{\beta}_1}\right)^2} - \left(\tilde{\mu}^L_{\tilde{\beta}_1}\right)^2 \left(\tilde{\mu}^U_{\tilde{\beta}_1}\right)^2 \right], \\
\left[ \sqrt{\left(\tilde{v}^L_{\tilde{\beta}_1}\right)^2 + \left(\tilde{v}^U_{\tilde{\beta}_1}\right)^2} - \left(\tilde{v}^L_{\tilde{\beta}_1}\right)^2 \left(\tilde{v}^U_{\tilde{\beta}_1}\right)^2 \right] \end{array} \right\};
\]

\[
(2) \quad \tilde{\beta}_1 \otimes \tilde{\beta}_2 = \tilde{P} \left\{ \begin{array}{c}
\left[ \sqrt{\left(\tilde{\mu}^L_{\tilde{\beta}_1}\right)^2 + \left(\tilde{\mu}^U_{\tilde{\beta}_1}\right)^2} - \left(\tilde{\mu}^L_{\tilde{\beta}_1}\right)^2 \left(\tilde{\mu}^U_{\tilde{\beta}_1}\right)^2 \right], \\
\left[ \sqrt{\left(\tilde{v}^L_{\tilde{\beta}_1}\right)^2 + \left(\tilde{v}^U_{\tilde{\beta}_1}\right)^2} - \left(\tilde{v}^L_{\tilde{\beta}_1}\right)^2 \left(\tilde{v}^U_{\tilde{\beta}_1}\right)^2 \right] \end{array} \right\};
\]

Definition 7 (see [18]). Let \( \tilde{\beta}_j = \tilde{P}(\tilde{\mu}^L_{\tilde{\beta}_j}, \tilde{v}^L_{\tilde{\beta}_j}), [\tilde{v}^L_{\tilde{\beta}_j}, \tilde{v}^U_{\tilde{\beta}_j}] \) \( (j = 1, 2) \) be two IVPFNs, and a nature quasi-ordering on the IVPFNs is defined as follows:

\[
\tilde{\beta}_1 \geq \tilde{\beta}_2 \quad \text{iff} \quad \tilde{\mu}^L_{\tilde{\beta}_1} \geq \tilde{\mu}^L_{\tilde{\beta}_2},
\]

\[
\tilde{\mu}^U_{\tilde{\beta}_1} \leq \tilde{\mu}^U_{\tilde{\beta}_2},
\]

\[
\tilde{v}^L_{\tilde{\beta}_1} \leq \tilde{v}^L_{\tilde{\beta}_2},
\]

\[
\tilde{v}^U_{\tilde{\beta}_1} \leq \tilde{v}^U_{\tilde{\beta}_2}.
\]

In the following, we present a score function and an accuracy function for IVPFNs.

Definition 8. Let \( \tilde{\beta} = \tilde{P}(\tilde{\mu}^L_{\tilde{\beta}}, \tilde{v}^L_{\tilde{\beta}}) \) be an IVPFN; the score function of \( \tilde{\beta} \) is defined as

\[
s(\tilde{\beta}) = \frac{1}{2} \left( \left(\tilde{\mu}^L_{\tilde{\beta}}\right)^2 - \left(\tilde{v}^L_{\tilde{\beta}}\right)^2 + \left(\tilde{\mu}^U_{\tilde{\beta}}\right)^2 - \left(\tilde{v}^U_{\tilde{\beta}}\right)^2 \right)
\]

and the accuracy function of \( \tilde{\beta} \) is defined as follows:

\[
h(\tilde{\beta}) = \frac{1}{2} \left( \left(\tilde{\mu}^L_{\tilde{\beta}}\right)^2 + \left(\tilde{v}^L_{\tilde{\beta}}\right)^2 + \left(\tilde{\mu}^U_{\tilde{\beta}}\right)^2 + \left(\tilde{v}^U_{\tilde{\beta}}\right)^2 \right).
\]

Based on the concepts of the score and accuracy functions of IVPFNs, we introduce a ranking method for comparing the magnitude of IVPFNs.
Definition 9. Let \( \bar{\beta}_1 = \bar{P}(\bar{\mu}_1^L,\bar{\nu}_1^L,\bar{\mu}_1^U,\bar{\nu}_1^U) \) and \( \bar{\beta}_2 = \bar{P}(\bar{\mu}_2^L,\bar{\nu}_2^L,\bar{\mu}_2^U,\bar{\nu}_2^U) \) be two IVPFNs, let \( s(\bar{\beta}_1) \) and \( s(\bar{\beta}_2) \) be the score values of \( \bar{\beta}_1 \) and \( \bar{\beta}_2 \), respectively, and let \( h(\bar{\beta}_1) \) and \( h(\bar{\beta}_2) \) be the accuracy values of \( \bar{\beta}_1 \) and \( \bar{\beta}_2 \), respectively, and then
\[
\begin{align*}
(1) & \text{ if } s(\bar{\beta}_1) < s(\bar{\beta}_2), \text{ then } \bar{\beta}_1 < \bar{\beta}_2; \\
(2) & \text{ if } s(\bar{\beta}_1) = s(\bar{\beta}_2), \text{ then } h(\bar{\beta}_1) < h(\bar{\beta}_2) \Rightarrow \bar{\beta}_1 < \bar{\beta}_2, \text{ h}(\bar{\beta}_1) = h(\bar{\beta}_2) \Rightarrow \bar{\beta}_1 \approx \bar{\beta}_2; \\
(3) & \text{ if } s(\bar{\beta}_1) > s(\bar{\beta}_2), \text{ then } \bar{\beta}_1 > \bar{\beta}_2.
\end{align*}
\]

According to Definition 9, it is easy to obtain \( \bar{\beta}_1 < \bar{\beta}_2 \).

3. The Maximizing Deviation Method Based on IVPF-WAA Operator

This section first introduces an MCGDM problem under interval-valued Pythagorean fuzzy environment. Then, the maximizing deviation model is established to determine the weights of criteria. Afterwards, the IVPF-WAA operator is presented to aggregate the given decision information and the decision can be made. Finally, an algorithm of the proposed method is introduced.

3.1. Problem Formulation. Consider an MCGDM problem under interval-valued Pythagorean fuzzy environment; let \( A = \{A_1, A_2, \ldots, A_m\} \) be a discrete set of \( m \) feasible alternatives and let \( C = \{C_1, C_2, \ldots, C_n\} \) be a finite set of criteria. Let \( E = \{e_1, e_2, \ldots, e_g\} \) be a group of experts, and let \( \lambda = (\lambda_1, \lambda_2, \ldots, \lambda_g)^T \) be the weight vector of experts, where \( 0 \leq \lambda_k \leq 1 \) and \( \sum_{k=1}^{g} \lambda_k = 1. \) We denote the weight vector of criteria for the expert \( e_k \) by \( w^{(k)} = (w_k^1, w_k^2, \ldots, w_k^n)^T \).

Without loss of generality, in this paper we suppose that the criterion weights are completely unknown or partially known beforehand, and the experts’ weights are completely known in advance. The expert \( e_k \) employs the IVPFN \( \bar{\beta}_1^k \) to express the criterion value of the alternative \( A_j \) with respect to the criterion \( C_j \).

Definition 13. The matrix \( \mathcal{R}^k = (\bar{\beta}^k_{ij})_{m \times n} \) is called an interval-valued Pythagorean fuzzy decision matrix if all entries of the matrix \( \mathcal{R}^k \) are IVPFNs; that is, \( \bar{\beta}^k_{ij} = \bar{P}(\bar{\mu}^L_{ij},\bar{\nu}^L_{ij},\bar{\mu}^U_{ij},\bar{\nu}^U_{ij}) \).

Therefore, the MCGDM problem with IVPFNs can be concisely expressed in interval-valued Pythagorean fuzzy decision matrix as follows:

\[
\begin{align*}
\mathcal{R}^k = (\bar{\beta}^k_{ij})_{m \times n} = \left( \bar{P}(\bar{\mu}^L_{ij},\bar{\nu}^L_{ij},\bar{\mu}^U_{ij},\bar{\nu}^U_{ij}) \right)_{m \times n},
\end{align*}
\]

The element \( \bar{\beta}^k_{ij} \) in the matrix \( \mathcal{R}^k \) indicates that the alternative \( A_i \) is an excellent alternative for the expert \( e_k \) on the criterion \( C_j \), with a margin \( [\bar{\mu}^L_{ij},\bar{\nu}^L_{ij}] \) and simultaneously the alternative \( A_j \) is not an excellent choice with a chance \( [\bar{\mu}^U_{ij},\bar{\nu}^U_{ij}] \).

3.2. The Maximizing Deviation Model for Determining the Optimal Weights. The maximizing deviation method originally proposed by Wang [22] is used to determine the weights of criteria for solving MCDM problems with crisp (nonfuzzy) numbers. This paper employs the main structure of the maximizing deviation method to establish an optimization model for determining the optimal weights of criteria under interval-valued Pythagorean fuzzy environment. At the beginning, we employ the interval-valued Pythagorean fuzzy distance measure (i.e., (10)) to calculate the deviations between each alternative and other alternatives.
Definition 14. For the criterion \( C_j \) (\( j \in \{1, 2, \ldots, n\} \)) and the expert \( e_k \) (\( k \in \{1, 2, \ldots, g\} \)), the deviation value between the alternative \( A_\xi \) and the alternative \( A_\zeta \) (\( \xi \neq \zeta \)) is defined as follows:

\[
D^k_{\xi \zeta j} = w^k_j d \left( \bar{p}^k_{\xi j}, \bar{p}^k_{\zeta j} \right) = \frac{1}{4} w^k_j \left( \left( \bar{\mu}^L_{p^k_{\xi j}} - \bar{\mu}^L_{p^k_{\zeta j}} \right)^2 \right) + \left( \left( \bar{\mu}^U_{p^k_{\xi j}} - \bar{\mu}^U_{p^k_{\zeta j}} \right)^2 \right) + \left( \left( \bar{\nu}^L_{p^k_{\xi j}} - \bar{\nu}^L_{p^k_{\zeta j}} \right)^2 \right) + \left( \left( \bar{\nu}^U_{p^k_{\xi j}} - \bar{\nu}^U_{p^k_{\zeta j}} \right)^2 \right) + \left( \left( \bar{\pi}^L_{p^k_{\xi j}} - \bar{\pi}^L_{p^k_{\zeta j}} \right)^2 \right) + \left( \left( \bar{\pi}^U_{p^k_{\xi j}} - \bar{\pi}^U_{p^k_{\zeta j}} \right)^2 \right). \tag{13}
\]

Then, for the criterion \( C_j \) (\( j \in \{1, 2, \ldots, n\} \)) and the expert \( e_k \) (\( k \in \{1, 2, \ldots, g\} \)), the deviation value between the alternative \( A_\xi \) (\( \xi \in \{1, 2, \ldots, m\} \)) and all the other alternatives can be computed as

\[
D^k_{\xi j} = \sum_{\zeta=1}^{m} w^k_j d \left( \bar{p}^k_{\xi j}, \bar{p}^k_{\zeta j} \right). \tag{14}
\]

Furthermore, for the criterion \( C_j \) (\( j \in \{1, 2, \ldots, n\} \)) and the expert \( e_k \) (\( k \in \{1, 2, \ldots, g\} \)), the deviation value of all the alternatives to the other alternatives can be calculated as follows:

\[
D^k_j = \sum_{\xi=1}^{m} \sum_{\zeta=1}^{m} D^k_{\xi \zeta j} = \sum_{\xi=1}^{m} \sum_{\zeta=1}^{m} w^k_j d \left( \bar{p}^k_{\xi j}, \bar{p}^k_{\zeta j} \right). \tag{15}
\]

According to the literature [22-25], for an MCDM problem, if the criterion values of all alternatives have small differences under a criterion, it is easy to see that such a criterion plays a less important role in the priority procedure, while if the criterion values of all alternatives have obvious differences, then this criterion plays a more important role in choosing the best alternative. That is to say, from the standpoint of ranking the alternatives, if one criterion has similar criterion values across alternatives, it should be assigned a small weight; otherwise, the criterion which makes larger deviations should be assigned a bigger weight, in spite of the degree of its own importance. In particular, if all alternatives score equally with respect to a given criterion, then such a criterion will be judged as unimportant by most of the experts and would be assigned zero weight.

To this end, we establish an optimal model which maximizes all deviation values for all the criteria to select the weight vector \( \mathbf{w}^k \) for the expert \( e_k \) (\( k \in \{1, 2, \ldots, g\} \)) as follows:

\[
\begin{align*}
\max & \quad D^k = \sum_{j=1}^{n} \sum_{\xi=1}^{m} w^k_j d \left( \bar{p}^k_{\xi j}, \bar{p}^k_{\zeta j} \right) \\
\text{s.t.} & \quad \sum_{j=1}^{n} \left( w^k_j \right)^2 = 1, \quad \left( \text{MOD-1} \right) \\
& \quad w^k_j \geq 0, \quad j \in \{1, 2, \ldots, n\}.
\end{align*}
\]

The Lagrange function of the optimization model (MOD-1) can be obtained as follows:

\[
L \left( \mathbf{w}^k, \eta \right) = \sum_{j=1}^{n} \sum_{\xi=1}^{m} w^k_j d \left( \bar{p}^k_{\xi j}, \bar{p}^k_{\zeta j} \right) + \frac{\eta}{2} \left( \sum_{j=1}^{n} \left( w^k_j \right)^2 - 1 \right),
\]

where \( \eta \) is a real number, denoting the Lagrange multiplier variable.

Then, the partial derivatives of \( L \) are computed as

\[
\begin{align*}
\frac{\partial L}{\partial w^k_j} &= \sum_{\xi=1}^{m} \sum_{\zeta=1}^{m} d \left( \bar{p}^k_{\xi j}, \bar{p}^k_{\zeta j} \right) + \eta w^k_j = 0, \\
\frac{\partial L}{\partial \eta} &= \frac{1}{2} \left( \sum_{j=1}^{n} \left( w^k_j \right)^2 - 1 \right) = 0.
\end{align*}
\]

By (17), we can get

\[
w^k_j = \frac{\sum_{\xi=1}^{m} \sum_{\zeta=1}^{m} d \left( \bar{p}^k_{\xi j}, \bar{p}^k_{\zeta j} \right)}{\sqrt{\sum_{j=1}^{n} \left( \sum_{\xi=1}^{m} \sum_{\zeta=1}^{m} d \left( \bar{p}^k_{\xi j}, \bar{p}^k_{\zeta j} \right) \right)^2}}. \tag{18}
\]

Finally, the optimal weight \( w^k_j \) (\( j \in \{1, 2, \ldots, n\}, k \in \{1, 2, \ldots, g\} \)) is normalized as follows:

\[
\frac{w^k_j}{\sum_{j=1}^{n} w^k_j} = \frac{\sum_{\xi=1}^{m} \sum_{\zeta=1}^{m} d \left( \bar{p}^{k}_{\xi j}, \bar{p}^{k}_{\zeta j} \right)}{\sqrt{\sum_{j=1}^{n} \left( \sum_{\xi=1}^{m} \sum_{\zeta=1}^{m} d \left( \bar{p}^{k}_{\xi j}, \bar{p}^{k}_{\zeta j} \right) \right)^2}} = \frac{\sum_{\xi=1}^{m} \sum_{\zeta=1}^{m} d \left( \bar{p}^{k}_{\xi j}, \bar{p}^{k}_{\zeta j} \right)}{\sqrt{\sum_{j=1}^{n} \left( \sum_{\xi=1}^{m} \sum_{\zeta=1}^{m} d \left( \bar{p}^{k}_{\xi j}, \bar{p}^{k}_{\zeta j} \right) \right)^2}}. \tag{19}
\]

In addition, there are some real-life situations where the weights of criteria for each expert are not completely unknown but partially known. The structure forms of the partially known weights of criteria can
be roughly divided into the following five basic forms [26–28]:

1. a weak ranking: \( \Gamma_1 = \{ w^k_x \geq w^k_y \} \);
2. a strict ranking: \( \Gamma_2 = \{ w^k_x - w^k_y \geq \varepsilon^k_x - \varepsilon^k_y \} \) (\( \varepsilon^k_x > 0 \));
3. a ranking of differences: \( \Gamma_3 = \{ w^k_x - w^k_y \geq w^k_y - w^k_x \} \) (\( \xi \neq f \neq g \));
4. a ranking with multiples: \( \Gamma_4 = \{ w^k_x \geq \varepsilon^k_x w^k_y \} \) (0 \( \leq \varepsilon^k_x \leq 1 \));
5. An interval form: \( \Gamma_5 = \{ \varepsilon^k_x \leq w^k_x \leq \varepsilon^k_x + \varepsilon^k_y \} \) (0 \( \leq \varepsilon^k_x \leq \varepsilon^k_x + \varepsilon^k_y \leq 1 \)).

The structure forms of the weights of criteria usually consist of several sets of the above basic sets or may contain all the five basic sets, which depend on the characteristic and need of the real-life decision problems. Let \( \Gamma \) denote a set of the partially known weights of criteria and let \( \Gamma = \Gamma_1 \cup \Gamma_2 \cup \Gamma_3 \cup \Gamma_4 \cup \Gamma_5 \). For these cases, we construct the following constrained optimization model to calculate the optimal weights of criteria for the expert \( e_k \):

\[
\begin{align*}
\text{max} & \quad D^k = \sum_{j=1}^{n} \sum_{l=1}^{m} w^k_j d(\tilde{\mu}^k_j, \tilde{\nu}^k_j) \\
\text{s.t} & \quad w^k_j \in \Gamma, \\
& \quad \sum_{j=1}^{n} w^k_j = 1, \quad w^k_j \geq 0, \quad j \in \{1, 2, \ldots, n\}.
\end{align*}
\]

(Model 2)

Model (MOD-2) can be easily executed by using MATLAB 7.4.0 or LINGO 11.0. By solving this model, we get the optimal solution \( w^k = (w^k_1, w^k_2, \ldots, w^k_n)^T \).

After obtaining the weights of criteria for each expert, we need to determine the weights of the criteria for the group. Denote the weight of the criterion \( C_j \) (\( j \in \{1, 2, \ldots, n\} \)) for the group by \( w^*_j \). Then, we further establish a minimizing consistency optimal model to calculate the optimal weights of criteria for the group as follows:

\[
\begin{align*}
\text{min} & \quad Z(w^*) = \sum_{j=1}^{n} \sum_{k=1}^{n} \lambda_k [w^*_j - w^k_j] \\
\text{s.t} & \quad \sum_{j=1}^{n} w^*_j = 1, \quad w^*_j \geq 0, \quad j \in \{1, 2, \ldots, n\}.
\end{align*}
\]

(Model 3)

To solve model (MOD-3), let

\[
\phi^k_j = \frac{1}{2} \left( [w^k_j - w^*_j] + [w^k_j - w^*_j] \right),
\]

\[
\phi^j_k = \frac{1}{2} \left( [w^k_j - w^*_j] - [w^k_j - w^*_j] \right).
\]

Then, the optimal model (MOD-3) is transformed into the following line programming model:

\[
\begin{align*}
\text{min} & \quad Z(w^*) = \sum_{j=1}^{n} \sum_{k=1}^{n} \lambda_k (\phi^k_j + \phi^j_k) \\
\text{s.t} & \quad w^k_j - w^*_j - \phi^k_j + \phi^j_k = 0, \quad j \in \{1, 2, \ldots, n\}, \quad k \in \{1, 2, \ldots, g\}, \\
& \quad \phi^k_j \geq 0, \quad \phi^j_k \geq 0, \\
& \quad \phi^k_j \phi^j_k = 0; \quad j \in \{1, 2, \ldots, n\}, \quad k \in \{1, 2, \ldots, g\}, \\
& \quad \sum_{j=1}^{n} w^*_j = 1, \quad w^*_j \geq 0; \quad j \in \{1, 2, \ldots, n\}.
\end{align*}
\]

(Model 4)

Model (MOD-4) can be easily executed by using MATLAB 7.4.0 or LINGO 11.0. By solving this optimal model, we get the optimal solution \( w^* = (w^*_1, w^*_2, \ldots, w^*_n)^T \).

3.3. The IVPF-WAA Operator for Determining the Ranking Order of Alternatives. After obtaining the optimal weights of criteria for the group, analogous to the literature [22, 23] we usually need to aggregate the given decision information so as to get the overall preference value of each alternative and the decision can be made. On the basis of the basic operational laws of IVPFNs introduced in Definition 6, in what follows we define an operator for aggregating IVPFNs.

**Definition 15.** Let \( \tilde{\mu}_j \) (\( j = 1, 2, \ldots, n \)) be a collection of IVPFNs, let \( w = (w_1, w_2, \ldots, w_n)^T \) be the weight vector of \( \tilde{\mu}_j \) (\( j = 1, 2, \ldots, n \)) with \( w_j \in [0, 1] \) and \( \sum_{j=1}^{n} w_j = 1 \), and let IVPF-WAA : \( \tilde{\Theta}^n \rightarrow \tilde{\Theta} \). If

\[
\text{IVPF-WAA} (\tilde{\mu}_1, \tilde{\mu}_2, \ldots, \tilde{\mu}_n) = w_1 \tilde{\mu}_1 \oplus w_2 \tilde{\mu}_2 \oplus \cdots \oplus w_n \tilde{\mu}_n,
\]

then the function IVPF-WAA is called an interval-valued Pythagorean fuzzy weighted average aggregating (IVPF-WAA) operator.

**Theorem 16.** Let \( \tilde{\mu}_j = \tilde{\mu}([\tilde{\mu}_{j1}, \tilde{\mu}_{j2}], [\tilde{\mu}_{j1}, \tilde{\mu}_{j2}]) \) (\( j = 1, 2, \ldots, n \)) be a collection of IVPFNs; the aggregated value by using (21) is still an IVPFN; namely,

\[
\text{IVPF-WAA} (\tilde{\mu}_1, \tilde{\mu}_2, \ldots, \tilde{\mu}_n)
= P \left( \sqrt{1 - \frac{1}{n} \prod_{j=1}^{n} (1 - \tilde{\mu}_{j1}^{2} \tilde{\mu}_{j2}^{2})^{w_j}} \right),
\]
\[
\sqrt{1 - \prod_{j=1}^{n} \left(1 - \left(\frac{\bar{\mu}^U}{\bar{\beta}^j}\right)^2\right)^{w_j}}, \prod_{j=1}^{n} \left(\frac{\bar{\psi}^U}{\bar{\beta}^j}\right)^{w_j}.
\]

\[
(\bar{\psi}^U)^{w_1} \left(\bar{\psi}^U\right)^{w_2} = \bar{P} \left[ \sqrt{1 - \left(1 - \left(\frac{\bar{\mu}^U}{\bar{\beta}^1}\right)^2\right)^{w_1}}, \right. \left(\frac{\bar{\psi}^U}{\bar{\beta}^1}\right)^{w_1}, \left(\frac{\bar{\psi}^U}{\bar{\beta}^2}\right)^{w_2} \left(\frac{\bar{\psi}^U}{\bar{\beta}^1}\right)^{w_2} \left(\frac{\bar{\psi}^U}{\bar{\beta}^2}\right)^{w_1} \left(\frac{\bar{\psi}^U}{\bar{\beta}^2}\right)^{w_2}\right].
\]

Thus, (22) holds.

(2) We suppose (22) holds for \(n = k\); that is,

\[
\text{IVPF-WAA} \left(\bar{\beta}_1, \bar{\beta}_2, \ldots, \bar{\beta}_k\right) = \bar{P} \left( \sqrt{1 - \prod_{j=1}^{k} \left(1 - \left(\frac{\bar{\mu}^U}{\bar{\beta}^j}\right)^2\right)^{w_j}}, \prod_{j=1}^{k} \left(\frac{\bar{\psi}^U}{\bar{\beta}^j}\right)^{w_j} \right).
\]

Then, if \(n = k + 1\), by operational laws (1) and (3) in Definition 6, we have

\[
w_{k+1}\bar{\beta}_{k+1} = \bar{P} \left[ \sqrt{1 - \left(1 - \left(\frac{\bar{\mu}^U}{\bar{\beta}_{k+1}}\right)^2\right)^{w_{k+1}}}, \sqrt{1 - \left(1 - \left(\frac{\bar{\mu}^U}{\bar{\beta}_{k+1}}\right)^2\right)^{w_{k+1}}}, \left(\frac{\bar{\psi}^U}{\bar{\beta}_{k+1}}\right)^{w_{k+1}}, \left(\frac{\bar{\psi}^U}{\bar{\beta}_{k+1}}\right)^{w_{k+1}} \right],
\]

\[
\text{IVPF-WAA} \left(\bar{\beta}_1, \bar{\beta}_2, \ldots, \bar{\beta}_{k+1}\right) = (w_1\bar{\beta}_1 \oplus w_2\bar{\beta}_2 \oplus \cdots \oplus w_k\bar{\beta}_k) \oplus w_{k+1}\bar{\beta}_{k+1}
\]
Therefore, (22) holds for $n = k + 1$.

It is easy to conclude from (1) and (2) that (22) holds for any $n$.

This completes the proof of Theorem 16. \hfill \Box

Example 17. For three IVPFNs, $\tilde{\beta}_1 = \tilde{\mu}([0.8, 0.9], [0.2, 0.3])$, $\tilde{\beta}_2 = \tilde{\mu}([0.6, 0.7], [0.5, 0.6])$, and $\tilde{\beta}_3 = \tilde{\mu}([0.7, 0.8], [0.4, 0.5])$, and let $\mathbf{w} = (0.3, 0.2, 0.5)^T$. Then, according to (22), we can obtain

\[
\text{IVPF-WAA}(\tilde{\beta}_1, \tilde{\beta}_2, \tilde{\beta}_3) = \tilde{P}\left(\sqrt{1 - \frac{1}{n} \left[ \prod_{j=1}^{n} \left( 1 - (\tilde{\mu}_{\tilde{\beta}_1}^{L})^2 \right)^{w_j} \right]} \right),
\]

\[
\begin{align*}
&\sqrt{1 - \frac{1}{n} \left[ \prod_{j=1}^{n} \left( 1 - (\tilde{\mu}_{\tilde{\beta}_1}^{L})^2 \right)^{w_j} \right]} \\
&= \tilde{P}\left(\sqrt{1 - \frac{1}{n} \left[ \prod_{j=1}^{n} \left( 1 - (0.8)^2 \right)^{0.5} \right]} \right),
\end{align*}
\]

\[
\begin{align*}
&\sqrt{1 - \frac{1}{n} \left[ \prod_{j=1}^{n} \left( 1 - (0.8)^2 \right)^{0.5} \right]} \\
&= \tilde{P}\left(\left[0.7206, 0.8254\right], \left[0.3397, 0.4449\right]\right).
\end{align*}
\]

It is easy to show that the IVPF-WAA operator has some useful properties.

\textbf{Proposition 18} (idempotency). Let $\tilde{\beta}_j = \tilde{P}(\tilde{\mu}_{\tilde{\beta}_j}^{L}, \tilde{\mu}_{\tilde{\beta}_j}^{U}), (j = 1, 2, \ldots, n)$ be a collection of IVPFNs and let $\tilde{\beta}$ be an IVPFN. If $\tilde{\beta}_j = \tilde{\beta}$, for all $j (j \in \{1, 2, \ldots, n\})$, then

\[
\text{IVPF-WAA}(\tilde{\beta}_1, \tilde{\beta}_2, \ldots, \tilde{\beta}_n) = \tilde{\beta}.
\]

\textbf{Proposition 19} (bounded). Let $\tilde{\beta}_j = \tilde{P}(\tilde{\mu}_{\tilde{\beta}_j}^{L}, \tilde{\mu}_{\tilde{\beta}_j}^{U}), (j = 1, 2, \ldots, n)$ be a collection of IVPFNs, and $\tilde{\beta}^- = \min_{j=1}^{n} \tilde{\beta}_j$ and $\tilde{\beta}^+ = \max_{j=1}^{n} \tilde{\beta}_j$. Then,

\[
\tilde{\beta}^- \leq \text{IVPF-WAA}(\tilde{\beta}_1, \tilde{\beta}_2, \ldots, \tilde{\beta}_n) \leq \tilde{\beta}^+.
\]
Then, the comprehensive preference value of the alternative $A_i (i \in \{1, 2, \ldots, m\})$ can be calculated by using the following expression:

\[
\begin{align*}
\bar{D}_i &= w_1 \bar{D}_{i1} \oplus w_2 \bar{D}_{i2} \oplus \cdots \oplus w_n \bar{D}_{in} \\
&= \tilde{P} \left( \left[ \prod_{j=1}^{n} \left( 1 - \left( \tilde{a}_{ij} \right)_j \right)^2 \right]^{w_j}, \left[ \prod_{j=1}^{n} \left( \tilde{v}_{ij} \right)_j \right]^{w_j} \right) \\
&= \prod_{j=1}^{n} \left( 1 - \left( \tilde{a}_{ij} \right)_j \right)^2 \right]^{w_j}, \left[ \prod_{j=1}^{n} \left( \tilde{v}_{ij} \right)_j \right]^{w_j},
\end{align*}
\]

By Definition 9, we can compare the magnitude of the comprehensive preference value of each alternative and further determine the best alternative.

The algorithm of the proposed approach can be summarized as follows.

**Step 1.** Construct the interval-valued Pythagorean fuzzy decision matrix $\bar{D}^k = \tilde{P}([\tilde{a}_{i1}, \tilde{a}_{i2}, \ldots, \tilde{a}_{in}], [\tilde{v}_{i1}, \tilde{v}_{i2}, \ldots, \tilde{v}_{in}])_{m \times n}$ ($k \in \{1, 2, \ldots, g\}$).

**Step 2.** Determine the weights of criteria for each expert by solving (19) or model (MOD-2).

**Step 3.** Calculate the weights of criteria for the group by solving model (MOD-4).

**Step 4.** Compute the comprehensive preference values of the alternative $A_i (i = 1, 2, \ldots, m)$ by using (33) and (34).

**Step 5.** Determine the optimal ranking order of the alternatives by comparing the magnitude of the comprehensive preference values of all alternatives based on Definition 9 and further identify the optimal alternative.

\[
\min Z(w) = 0.4 \times (\phi_1 + \phi_2 + \phi_3 + \phi_4 + \phi_5 + \phi_6 + \phi_7 + \phi_8 + \phi_9 + \phi_{10} + \phi_{11} + \phi_{12}) + 0.35
\]
\[
\begin{align*}
&\times \left( \sum_{j=1}^{6} \phi_j^2 + \sum_{j=1}^{6} \phi_j^4 + \sum_{j=1}^{6} \phi_j^6 + \sum_{j=1}^{6} \phi_j^8 + \sum_{j=1}^{6} \phi_j^{10} + \sum_{j=1}^{6} \phi_j^{12} + \sum_{j=1}^{6} \phi_j^{14} + \sum_{j=1}^{6} \phi_j^{16} \right) + 0.25 \\
&\times \left( \sum_{j=1}^{6} \phi_j^3 + \sum_{j=1}^{6} \phi_j^5 + \sum_{j=1}^{6} \phi_j^7 + \sum_{j=1}^{6} \phi_j^9 + \sum_{j=1}^{6} \phi_j^{11} + \sum_{j=1}^{6} \phi_j^{13} \right) \\
&\text{s.t.} \quad 0.2064 - w_1^* - \phi_1^1 + \phi_1^1 = 0; \\
&\quad 0.1505 - w_2^* - \phi_2^1 + \phi_2^1 = 0; \\
&\quad 0.1325 - w_3^* - \phi_3^1 + \phi_3^1 = 0; \\
&\quad 0.1145 - w_4^* - \phi_4^1 + \phi_4^1 = 0; \\
&\quad 0.1897 - w_5^* - \phi_5^1 + \phi_5^1 = 0; \\
&\quad 0.2064 - w_6^* - \phi_6^1 + \phi_6^1 = 0; \\
&\quad 0.1433 - w_1^* - \phi_1^2 + \phi_1^2 = 0; \\
&\quad 0.1841 - w_2^* - \phi_2^2 + \phi_2^2 = 0; \\
&\quad 0.1361 - w_3^* - \phi_3^2 + \phi_3^2 = 0; \\
&\quad 0.2320 - w_4^* - \phi_4^2 + \phi_4^2 = 0; \\
&\quad 0.1613 - w_5^* - \phi_5^2 + \phi_5^2 = 0; \\
&\quad 0.1433 - w_6^* - \phi_6^2 + \phi_6^2 = 0; \\
&\quad 0.1681 - w_1^* - \phi_1^3 + \phi_1^3 = 0; \\
&\quad 0.2232 - w_2^* - \phi_2^3 + \phi_2^3 = 0; \\
&\quad 0.1668 - w_3^* - \phi_3^3 + \phi_3^3 = 0; \\
&\quad 0.1257 - w_4^* - \phi_4^3 + \phi_4^3 = 0; \\
&\quad 0.1482 - w_5^* - \phi_5^3 + \phi_5^3 = 0; \\
&\quad 0.1681 - w_6^* - \phi_6^3 + \phi_6^3 = 0; \\
&\quad \phi_j^k \geq 0, \\
&\quad \phi_j^k \geq 0, \\
&\quad \phi_j^k \phi_j^k = 0; \\
&\quad j \in \{1, 2, \ldots, 6\}, \quad k \in \{1, 2, 3\} \\
&\quad w_1^* + w_2^* + w_3^* + w_4^* + w_5^* + w_6^* = 1 \\
&\quad w_j^* > 0, \quad j \in \{1, 2, \ldots, 6\}.
\end{align*}
\]

By solving model (MOD-5) using LINGO 11.0, the following results are obtained:

\[
\begin{align*}
&w^* = (0.1894, 0.1841, 0.1361, 0.1257, 0.1753, 0.1894)^T \\
\end{align*}
\]

Meanwhile, we utilize (33) to aggregate all individual decision matrices into the collective decision matrix, and the results are listed in Table 2.

Finally, we employ (34) to aggregate the collective decision data in Table 2 to obtain the comprehensive preference values of alternatives as shown in Table 3. The scores of
Table 1: Interval-valued Pythagorean fuzzy group decision matrix.

| Experts | Alternatives | C₁ | C₂ | C₃ | C₄ | C₅ | C₆ |
|---------|--------------|----|----|----|----|----|----|
| e₁      | A₁           | \(\tilde{P}(0.8,0.9),[0.2,0.3])\) | \(\tilde{P}(0.6,0.7),[0.4,0.5])\) | \(\tilde{P}(0.7,0.9),[0.3,0.4])\) | \(\tilde{P}(0.7,0.8),[0.4,0.5])\) | \(\tilde{P}(0.8,0.9),[0.2,0.3])\) | \(\tilde{P}(0.4,0.6),[0.5,0.7])\) |
|         | A₂           | \(\tilde{P}(0.5,0.7),[0.3,0.5])\) | \(\tilde{P}(0.6,0.8),[0.4,0.5])\) | \(\tilde{P}(0.7,0.9),[0.2,0.3])\) | \(\tilde{P}(0.8,0.9),[0.2,0.3])\) | \(\tilde{P}(0.5,0.6),[0.1,0.3])\) | \(\tilde{P}(0.8,0.9),[0.1,0.3])\) |
|         | A₃           | \(\tilde{P}(0.5,0.6),[0.4,0.5])\) | \(\tilde{P}(0.7,0.8),[0.4,0.5])\) | \(\tilde{P}(0.6,0.7),[0.3,0.4])\) | \(\tilde{P}(0.7,0.9),[0.1,0.3])\) | \(\tilde{P}(0.4,0.6),[0.2,0.3])\) | \(\tilde{P}(0.7,0.8),[0.4,0.5])\) |
|         | A₄           | \(\tilde{P}(0.4,0.6),[0.3,0.5])\) | \(\tilde{P}(0.8,0.9),[0.2,0.3])\) | \(\tilde{P}(0.7,0.8),[0.4,0.5])\) | \(\tilde{P}(0.6,0.8),[0.4,0.5])\) | \(\tilde{P}(0.5,0.6),[0.1,0.3])\) | \(\tilde{P}(0.8,0.9),[0.2,0.3])\) |
| e₂      | A₁           | \(\tilde{P}(0.6,0.7),[0.2,0.3])\) | \(\tilde{P}(0.6,0.9),[0.1,0.3])\) | \(\tilde{P}(0.4,0.5),[0.4,0.6])\) | \(\tilde{P}(0.8,0.9),[0.2,0.3])\) | \(\tilde{P}(0.5,0.7),[0.2,0.4])\) | \(\tilde{P}(0.5,0.7),[0.4,0.5])\) |
|         | A₂           | \(\tilde{P}(0.5,0.7),[0.4,0.5])\) | \(\tilde{P}(0.5,0.6),[0.3,0.5])\) | \(\tilde{P}(0.5,0.8),[0.4,0.6])\) | \(\tilde{P}(0.5,0.6),[0.1,0.3])\) | \(\tilde{P}(0.6,0.8),[0.4,0.5])\) | \(\tilde{P}(0.8,0.9),[0.2,0.3])\) |
|         | A₃           | \(\tilde{P}(0.5,0.6),[0.4,0.5])\) | \(\tilde{P}(0.8,0.9),[0.2,0.3])\) | \(\tilde{P}(0.5,0.6),[0.4,0.5])\) | \(\tilde{P}(0.6,0.7),[0.4,0.6])\) | \(\tilde{P}(0.8,0.9),[0.2,0.3])\) | \(\tilde{P}(0.6,0.7),[0.4,0.6])\) |
|         | A₄           | \(\tilde{P}(0.7,0.9),[0.1,0.3])\) | \(\tilde{P}(0.7,0.8),[0.4,0.5])\) | \(\tilde{P}(0.6,0.8),[0.4,0.5])\) | \(\tilde{P}(0.4,0.6),[0.2,0.3])\) | \(\tilde{P}(0.7,0.9),[0.1,0.3])\) | \(\tilde{P}(0.5,0.7),[0.4,0.5])\) |
| e₃      | A₁           | \(\tilde{P}(0.8,0.9),[0.2,0.3])\) | \(\tilde{P}(0.7,0.9),[0.1,0.3])\) | \(\tilde{P}(0.5,0.7),[0.2,0.5])\) | \(\tilde{P}(0.6,0.8),[0.3,0.4])\) | \(\tilde{P}(0.6,0.8),[0.4,0.5])\) | \(\tilde{P}(0.6,0.7),[0.4,0.5])\) |
|         | A₂           | \(\tilde{P}(0.6,0.7),[0.1,0.3])\) | \(\tilde{P}(0.4,0.6),[0.1,0.3])\) | \(\tilde{P}(0.8,0.9),[0.2,0.3])\) | \(\tilde{P}(0.8,0.9),[0.2,0.3])\) | \(\tilde{P}(0.7,0.8),[0.2,0.5])\) | \(\tilde{P}(0.8,0.9),[0.2,0.3])\) |
|         | A₃           | \(\tilde{P}(0.6,0.8),[0.4,0.5])\) | \(\tilde{P}(0.8,0.9),[0.2,0.3])\) | \(\tilde{P}(0.7,0.9),[0.1,0.3])\) | \(\tilde{P}(0.6,0.8),[0.4,0.5])\) | \(\tilde{P}(0.6,0.7),[0.4,0.6])\) | \(\tilde{P}(0.7,0.8),[0.4,0.5])\) |
|         | A₄           | \(\tilde{P}(0.8,0.9),[0.2,0.3])\) | \(\tilde{P}(0.7,0.8),[0.4,0.5])\) | \(\tilde{P}(0.6,0.8),[0.4,0.5])\) | \(\tilde{P}(0.8,0.9),[0.2,0.3])\) | \(\tilde{P}(0.4,0.5),[0.4,0.6])\) | \(\tilde{P}(0.5,0.6),[0.4,0.5])\) |
### Table 2: The interval-valued Pythagorean fuzzy collective decision matrix.

| Alternatives | $C_1$ | $C_2$ | $C_3$ | $C_4$ | $C_5$ | $C_6$ |
|--------------|-------|-------|-------|-------|-------|-------|
| $A_1$        | $\tilde{P}([0.7481, 0.8553], [0.2, 0.3])$ | $\tilde{P}([0.5964, 0.8473], [0.1741, 0.368])$ | $\tilde{P}([0.5755, 0.7789], [0.2998, 0.4874])$ | $\tilde{P}([0.7226, 0.8439], [0.2921, 0.3955])$ | $\tilde{P}([0.6801, 0.8277], [0.2378, 0.377])$ | $\tilde{P}([0.4957, 0.6645], [0.4373, 0.572])$ |
| $A_2$        | $\tilde{P}([0.5687, 0.7], [0.2521, 0.4401])$ | $\tilde{P}([0.5252, 0.7011], [0.2558, 0.4401])$ | $\tilde{P}([0.6819, 0.8731], [0.2549, 0.3824])$ | $\tilde{P}([0.7311, 0.8422], [0.1569, 0.3])$ | $\tilde{P}([0.5964, 0.7359], [0.1923, 0.4076])$ | $\tilde{P}([0.8, 0.9], [0.1516, 0.3])$ |
| $A_3$        | $\tilde{P}([0.5284, 0.6676], [0.4, 0.5])$ | $\tilde{P}([0.7656, 0.8687], [0.2639, 0.368])$ | $\tilde{P}([0.6007, 0.7541], [0.2521, 0.4025])$ | $\tilde{P}([0.6446, 0.8277], [0.2297, 0.4345])$ | $\tilde{P}([0.6454, 0.7776], [0.2378, 0.3568])$ | $\tilde{P}([0.6692, 0.7977], [0.4, 0.5329])$ |
| $A_4$        | $\tilde{P}([0.6552, 0.834], [0.1845, 0.368])$ | $\tilde{P}([0.7459, 0.8492], [0.3031, 0.4076])$ | $\tilde{P}([0.6446, 0.8], [0.4, 0.5])$ | $\tilde{P}([0.6248, 0.7904], [0.2639, 0.368])$ | $\tilde{P}([0.5708, 0.7515], [0.1414, 0.3568])$ | $\tilde{P}([0.6639, 0.7977], [0.3031, 0.4076])$ |
the comprehensive preference values of all alternatives are computed by (7). According to these score values, we can obtain the ranking of all alternatives as shown in Table 3.

It can be easily seen from Table 3 that the optimal ranking order is $A_2 > A_4 > A_1 > A_3$, and thus the best alternative is $A_2$. Apparently, the proposed method can deal effectively with the risk evaluation problem of technological innovation in high-tech enterprises and help the decision maker to select the optimal enterprise with the lowest risk of technological innovation. Additionally, the proposed method can also be applied in other MCGDM problems with incomplete weight information under interval-valued Pythagorean fuzzy environments.

### 4.3. Comparative Analysis

In this section, we chose the Pythagorean fuzzy TOPSIS approach proposed by Zhang and Xu [11] to conduct a comparative analysis in order to demonstrate the advantage of the proposed method. It is noted that the Pythagorean fuzzy TOPSIS approach is just suitable to deal with the MCDM problems with PFNs, but it fails to handle the above MCGDM problem with IVPFNs. Therefore, we extend Pythagorean fuzzy TOPSIS approach to tackle appropriately the MCGDM problems with IVPFNs.

In the extended Pythagorean fuzzy TOPSIS (we call it IVPF-TOPSIS) method, we first use the IVPF-WAA operator (i.e., (33)) to aggregate all individual IVPF decision matrices $\tilde{B}_{ij} = (\tilde{p}_{ij1}, \tilde{p}_{ij2}, \ldots, \tilde{p}_{ijm})$ into the collective IVPF decision matrix $\tilde{P} = (\tilde{B}_{ij})_{m \times n}$. The aggregating results in the above decision problem are listed in Table 2. Then, we assume that the IVPF positive ideal solution (IVPF-PIS) $A^+$ and the IVPF negative ideal solution (IVPF-NIS) $A^-$ are obtained as follows:

$$
A^+ = \{\tilde{B}_1^+, \tilde{B}_2^+, \ldots, \tilde{B}_n^+\} = \{(1,1), (0,0), \ldots, (1,1), (0,0)\},
$$

$$
A^- = \{\tilde{B}_1^-, \tilde{B}_2^-, \ldots, \tilde{B}_n^-\} = \{(0,0), (1,1), \ldots, (0,0), (1,1)\}. 
$$

Using (10) and (37)–(39), the corresponding separation measures $S_i^+$ between the alternative $A_i$ ($i \in \{1,2,\ldots,m\}$) and IVPF-PIS $A^+$ and the separation measures $S_i^-$ between the alternative $A_i$ ($i \in \{1,2,\ldots,m\}$) and IVPF-NIS $A^-$ are calculated, respectively. Then, the relative closeness coefficient of the alternative $A_i$ ($i \in \{1,2,\ldots,m\}$) is defined as the following formula:

$$
CC_i = \frac{S_i^-}{S_i^- + S_i^+}. 
$$

Using (10) and (37)–(39), the corresponding separation measures $S_i^+$ and $S_i^-$ and the relative closeness coefficient $CC_i$ in the above problem can be obtained, respectively. These results are presented in Table 4, together with the corresponding rankings of the alternatives on the basis of $CC_i$.

From Table 4, it is easy to see that the optimal order for these four companies is $A_4 > A_2 > A_1 > A_3$. To provide a better view of the comparison results, we put the results of the ranking of alternatives obtained by the proposed method and IVPF-TOPSIS approach into Figure 1.

From Figure 1, it is easy to see that the decision results of the proposed method are very little different from the results by using the IVPF-TOPSIS method. The difference is just the ranking order between $A_2$ and $A_4$; that is, $A_2 > A_4$ for the proposed method, and $A_2 < A_4$ for the IVPF-TOPSIS approach. The main reason is that the decision result
of our proposed method is obtained by using the IVPF-WAA operator, while the result of the IVPF-TOPSIS approach is obtained on the basis of the distances between alternatives and the ideal solutions. Compared with the IVPF-TOPSIS approach, the proposed method does not require experts to provide the weights of criteria in advance, but it constructs two optimal models to determine objectively the weights, which avoids the subjective randomness of selecting the weights of criteria.

In addition, according to Table 4, it is noted that the relative closeness coefficients of alternatives (CC\(_A_1\) = 0.6365 < CC\(_A_2\) = 0.6480 < CC\(_A_3\) = 0.6554 < CC\(_A_4\) = 0.6569) are low differences. It is not easy to conclude that the alternative \(A_4\) is superior to \(A_2\) based on their closeness coefficients (CC\(_A_2\) = 0.6554 < CC\(_A_3\) = 0.6569) and the best alternative is \(A_4\). The natural imprecision may be bigger than those differences. In other words, the ranking orders of alternatives based on their relative closeness coefficients which are low differences may not be quite reasonable. While, in our proposed method, the obtained ranking orders of alternatives are based on the scores of the collective preference values of alternatives. According to Table 3, it is noted that the scores of the collective preference values of alternatives (\(s(A_1) = 0.3872 < s(A_4) = 0.4294 < s(A_4) = 0.4347 < s(A_2) = 0.4550\)) are quite different. It is easily observed that the ranking order of alternatives is \(A_4 > A_4 > A_1 > A_3\), and the best alternative is \(A_4\). Apparently, compared with the Pythagorean fuzzy TOPSIS approach [11], the decision results obtained by the proposed method are more effective and reasonable.

5. Conclusions

In this paper, we have developed a maximizing deviation method based on the IVPF-WAA operator to solve MCGDM problems with interval-valued Pythagorean fuzzy information. We first have defined the score and accuracy functions for IVPFNs and meanwhile presented a score and accuracy functions-based ranking method for comparing the magnitude of IVPFNs. Then, we have developed an IVPF-WAA operator to aggregate the given decision data in order to get the overall preference values of alternatives. We have also investigated some useful properties of IVPF-WAA operator. Afterwards, we have established an optimization model on the basis of the maximizing deviation method for determining the weights of criteria for each expert. Moreover, based on the derived weights of criteria for each expert, we have constructed a minimizing consistency optimal model to derive the weights of criteria for the group. At length, the proposed method is applied to solve the risk evaluation case of technological innovation in high-tech enterprises. Obviously, the proposed method can deal effectively with the interval-valued Pythagorean fuzzy MCGDM problems with incomplete weight information. Compared with the Pythagorean fuzzy TOPSIS approach [11], the main advantage of the proposed method is that it does not require experts to provide the weights of criteria in advance, but it constructs two optimal models to determine objectively the weights, which avoids the subjective randomness of selecting the weights of criteria, and meanwhile it can sufficiently consider the uncertainty and ambiguity inherent in the human decision process by utilizing the IVPFNs.

However, this study contains some limitations. One of the limitations of this study is that the experimental studies with different sizes are lacking. In future studies, we will focus on some additional experimental studies with different sizes of randomly generated problems and discuss how the weights of criteria and the ranking orders of alternatives are obtained. Another limitation is that the sensitivity analysis for the decision result is lacking in this paper. In the future studies, we will conduct the sensitivity analysis for the proposed method by modifying (i.e., increasing or decreasing) the interval-valued Pythagorean fuzzy decision data. In addition, in order to facilitate experts to make a reasonable decision, in the future studies, we will develop the corresponding decision support systems based on the proposed method to solve the real-world decision problems.
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