Abstract

For any Hermitian Lie group $G$ of tube type we construct a Fock model of its minimal representation. The Fock space is defined on the minimal nilpotent $K_{\mathbb{C}}$-orbit $X$ in $p_{\mathbb{C}}$ and the $L^2$-inner product involves a $K$-Bessel function as density. Here $K \subseteq G$ is a maximal compact subgroup and $g_{\mathbb{C}} = k_{\mathbb{C}} + p_{\mathbb{C}}$ is a complexified Cartan decomposition. In this realization the space of $\mathfrak{k}$-finite vectors consists of holomorphic polynomials on $X$. The reproducing kernel of the Fock space is calculated explicitly in terms of an $I$-Bessel function. We further find an explicit formula of a generalized Segal–Bargmann transform which intertwines the Schrödinger and Fock model. Its kernel involves the same $I$-Bessel function. Using the Segal–Bargmann transform we also determine the integral kernel of the unitary inversion operator in the Schrödinger model which is given by a $J$-Bessel function.
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Introduction

The classical Segal–Bargmann transform is the integral operator

$$B u(z) = e^{-\frac{1}{2}z^2} \int_{\mathbb{R}^n} e^{2z \cdot x} e^{-x^2} u(x) \, dx.$$ 

It induces a unitary isomorphism

$$B : L^2(\mathbb{R}^n) \xrightarrow{\sim} \mathcal{F}(\mathbb{C}^n),$$

where $\mathcal{F}(\mathbb{C}^n)$ denotes the classical Fock space on $\mathbb{C}^n$ consisting of entire functions, square integrable with respect to the Gaussian measure $e^{-|z|^2} \, dz$. This transform has many remarkable properties, e.g., it intertwines the harmonic oscillator with the Euler operator, and it has been widely used in physics problems such as field theory. For a detailed introduction to the classical Segal–Bargmann transform and the classical Fock space we refer the reader to the book of G. B. Folland [9].

In representation theory the unitary operator $B$ intertwines two prominent models of the same unitary representation of the metaplectic group $Mp(n, \mathbb{R})$, a double cover of the symplectic group, namely, the Schrödinger and the Fock model of the Weil representation, which is also referred to as the harmonic–Segal–Shale–Weil–oscillator–metaplectic representation.

We highlight the fact that the Weil representation consists of two minimal representations (see Definition [11]) of the simple Lie group $Mp(n, \mathbb{R})$. The aim of this article is to construct complete analogues of the above-mentioned theory in the generality that the Weil representation $\pi$ is replaced by a minimal representation of an arbitrary Hermitian Lie group $G$ of tube type. This includes the construction of

- the ‘Schrödinger model’ of minimal representations,
- the ‘Fock model’ of minimal representations, and
- the ‘Segal–Bargmann transform’ intertwining them.

The ‘Schrödinger model’ of the corresponding unitary representations was constructed earlier in this setting (see Vergne–Rossi [30]), and has been extensively studied in a more general setting (see e.g. [12, 17, 18, 20]).

In order to construct the latter two objects, we recall the Kirillov–Kostant–Duflo orbit philosophy, which suggests to understand minimal representations in relation with real minimal nilpotent coadjoint orbits $O_{\text{min}}^G$ in a functorial manner. In fact, our key idea that underlies the construction of the ‘Fock model’ and the ‘Segal–Bargmann transform’ is to define a geometric quantization of the Kostant–Sekiguchi correspondence [29] of minimal nilpotent orbits $O_{\text{min}}^G \leftrightarrow O_{\text{min}}^{KC}$, which is summarized in the diagram below.
The techniques of our proofs are twofold: discrete branching laws of minimal representations with respect to a distinguished subalgebra \( s \simeq \mathfrak{sl}(2, \mathbb{R}) \) (see (1.2)) and the theory of Jordan algebras. We shall see for Hermitian groups of tube type how the Jordan algebra structure allows generalizations of many aspects of the classical case.

Let us explain our results more precisely. Suppose that \( V \) is a simple Euclidean Jordan algebra. We denote by \( \text{Co}(V) \) and \( \text{Str}(V) \) the conformal group and the structure group of \( V \), respectively. We set \( G := \text{Co}(V)_0 \) and \( L := \text{Str}(V)_0 \) the identity component groups. We denote by \( \vartheta \) the Cartan involution of \( G \) given by conjugation with the conformal inversion \( j(x) = -x^{-1} \) and let \( K = G^\vartheta \) be the corresponding maximal compact subgroup of \( G \). Then \( G \) is the group of biholomorphic transformations on an irreducible Hermitian symmetric space \( G/K \) of tube type. Conversely, any simple Hermitian Lie group of tube type with trivial center arises in this fashion (see Table 1 in the Appendix).

The Lie algebra \( g \) of \( G \), also known as the Kantor–Koecher–Tits algebra, has a Gelfand–Naimark decomposition \( g = n + l + \mathfrak{p} \), where the abelian Lie algebra \( n \simeq V \) acts on \( V \) by constant vector fields, \( l := \text{str}(V) \subseteq \mathfrak{gl}(V) \) is the structure algebra acting by linear vector fields, and \( \mathfrak{p} = \vartheta n \) acts by quadratic vector fields.

Let \( G_C \) be the complexification of \( G \), and \( K_C \) that of \( K \). There is a unique minimal nilpotent coadjoint orbit of \( G_C \), which we denote by \( \mathcal{O}^{G_C}_{\min} \subseteq \mathfrak{g}^*_C \). We write \( \mathfrak{g}^*_C = \mathfrak{t}^*_C + \mathfrak{p}^*_C \) for the complexified Cartan decomposition, and \( \mathfrak{g}^*_C = \mathfrak{t}^*_C + \mathfrak{p}^*_C \) for the dual. Then \( \mathcal{O}^{G_C}_{\min} \cap \mathfrak{p}^*_C \) splits into two equi-dimensional \( K_C \)-orbits. We choose one of them, and denote it by \( \mathcal{O}^{K_C}_{\min} \subseteq \mathfrak{p}^*_C \). The intersection \( \mathcal{O}^{G_C}_{\min} \cap \mathfrak{g}^* \) also splits into two equi-dimensional \( G \)-orbits. We write...
$O^G_{\text{min}}$ for the component corresponding to $O^K_{\text{min}}$ via the Kostant–Sekiguchi correspondence.

In what follows we denote by $\tilde{I}_\alpha(z)$, $\tilde{J}_\alpha(z)$, and $\tilde{K}_\alpha(z)$, by the renormalized Bessel functions (see Appendix A.1).

**The Schrödinger model**

Let us recall some known results on the $L^2$-model (the ‘Schrödinger model’) for minimal representations (see Subsection 1.2 for details). For the statement of the results we assume that $\dim V > 1$. The case $V = \mathbb{R}$ is discussed at the end of this introduction.

We identify $g^*$ with $g$ by the Killing form. Then the intersection $\Xi := O^G_{\text{min}} \cap n$ is a Lagrangian submanifold of $O^G_{\text{min}}$ endowed with the Kostant–Kirillov–Souriau symplectic form (cf. [12, Theorem 2.9]).

Let $L^2(\Xi, d\mu)$ be the Hilbert space consisting of square integrable functions on $\Xi$ with respect to a unique (up to scalar multiples) $L$-equivariant Radon measure $d\mu$ on $\Xi$. Then the natural action of $L \ltimes \exp(n)$ extends to an irreducible unitary representation, to be denoted by $\pi$, of a finite cover $G^\vee$ of $G$. The resulting representation is a minimal representation unless $g_C$ is of type $A$. The corresponding differential representation of $g$ is given by differential operators up to order 2. Its underlying $(g, \mathfrak{t})$-module is a lowest weight module of scalar type whose parameter $\lambda$ is the smallest non-zero discrete point of the Wallach set (see (1.12)).

The Fock space

Let us explain the construction of a new model for the same representation on a space of holomorphic $L^2$-functions which resembles the classical Fock space. The geometry for this space is given by the complexification $X$ in $V_C$ of the orbit $\Xi$, on which the complexified structure group $L_C$ acts transitively.

Up to scalar multiples there is a unique $L_C$-equivariant measure $d\nu$ on $X$. We further define a density

$$\omega(z) = \tilde{K}_{\lambda-1}(|z|), \quad z \in X,$$

in terms of the renormalized K-Bessel function. Here, $|z| = (z\overline{z})^{\frac{1}{2}}$ and $\lambda$ is given by (1.12) as explained above. Denoting by $O(X)$ the space of
holomorphic functions on the complex manifold $X$, we then define a ‘Fock space’ by

$$\mathcal{F}(X) = \left\{ F \in \mathcal{O}(X) : \int_X |F(z)|^2 \omega(z) \, d\nu(z) < \infty \right\}$$  \hspace{1cm} (0.1)

equipped with a pre-Hilbert structure by

$$\langle F, G \rangle := \int_X F(z) \overline{G(z)} \omega(z) \, d\nu(z), \quad F, G \in \mathcal{F}(X).$$  \hspace{1cm} (0.2)

We then have:

**Theorem A** (Theorems 2.10, 2.26, and 3.7).

1. The Fock space $\mathcal{F}(X)$ is a Hilbert space.
2. The reproducing kernel of $\mathcal{F}(X)$ is given by
   $$K(z, w) = \Gamma(\lambda) \tilde{I}_{\lambda-1}(\sqrt{(z|w)})$$
3. Every function in $\mathcal{F}(X)$ can be extended to an entire holomorphic function on the ambient space $V_C$. Further, the space $\mathcal{P}(X)$ of restrictions of holomorphic polynomials on $V_C$ to $X$ is dense in $\mathcal{F}(X)$.

Note that the renormalized I-Bessel function $\tilde{I}_\alpha(t)$ is an even function and hence $\tilde{I}_\alpha(\sqrt{t})$ is an entire function on $\mathbb{C}$.

Since the Cayley transform (see (1.7)) induces an isomorphism of complex groups $c : K_C \rightarrow L_C$ and a biholomorphic map $O_{\text{min}}^{K_C} \rightarrow X$, the right-hand side of (0.1) gives an intrinsic definition of the Fock space built on the minimal $K_C$-nilpotent orbit $O_{\text{min}}^{K_C}$, namely, the space of holomorphic, square integrable functions on $O_{\text{min}}^{K_C}$ against the measure $\omega \, d\nu$.

Theorem A (1) and (3) assert that the intrinsic definition (0.1) of the Fock space $\mathcal{F}(X)$ coincides with the extrinsic definition built on the embedding $X \subset V_C$. This feature is noteworthy even in the classical Fock model of the Weil representation, where $V_C = \text{Sym}(n, \mathbb{C})$ and $X$ is a submanifold consisting of rank one matrices in $\text{Sym}(n, \mathbb{C})$: Theorem A (3) says that any holomorphic, square integrable function on the $n$-dimensional complex submanifold $X$ extends holomorphically to the $n(n+1)/2$-dimensional space $\text{Sym}(n, \mathbb{C})$.

**Fock model of minimal representations**

A remarkable property of our Fock space $\mathcal{F}(X)$ is that the conformal group $G$ or its covering group acts on $\mathcal{F}(X)$ as an irreducible unitary representation. To construct the action $\rho$, we begin with a ‘holomorphic continuation’ of the Schrödinger model $(\pi, L^2(\Xi, d\mu))$. The differential representation $d\pi_G$ of the Lie algebra $\mathfrak{g}$ is well-defined as a representation on the space $\mathcal{P}(X)$ of
regular functions, but unfortunately, \( P(\mathcal{X}) \) does not contain non-zero \( \mathfrak{k} \)-finite vectors. Our idea is to define the infinitesimal representation by

\[
d\rho := d\pi \circ c,
\]

where \( c \in \text{Int}(g_\mathbb{C}) \) is a Cayley-type transform (see (1.3)). The resulting action \( d\rho(Y) \ (Y \in \mathfrak{g}) \) on \( P(\mathcal{X}) \) is still a differential operator up to order two. We then obtain:

**Theorem B** (Fock model). (1) The representation \( (d\rho, P(\mathcal{X})) \) is an irreducible \( \mathfrak{g} \)-module such that \( \rho(Y) \) is skew-Hermitian with respect to the \( L^2 \)-inner product (0.2) for any \( Y \in \mathfrak{g} \).

(2) The Lie algebra \( \mathfrak{k} \) acts locally finitely, and we have the following \( \mathfrak{k} \)-type decomposition

\[
P(\mathcal{X}) = \bigoplus_{m=0}^\infty P^m(\mathcal{X}),
\]

where \( P^m(\mathcal{X}) \) denotes the subspace of homogeneous polynomials of degree \( m \).

(3) The \((\mathfrak{g}, \mathfrak{k})\)-module integrates to an irreducible unitary representation \( \rho \) of the finite cover \( G^\vee \) of \( G \) on \( \mathcal{F}(\mathcal{X}) \).

We give a direct proof for the irreducibility and unitarizability of \( (d\rho, P(\mathcal{X})) \) in Propositions 2.15 and 2.16 by using an explicit formula of \( d\rho \), for which the crucial part is given by means of the Bessel operators in the Jordan algebra as introduced by H. Dib [7] (see also [12]). The minimal cover \( G^\vee \) to which the representation integrates was determined in [12, Theorem 2.30].

**Segal–Bargmann transform**

The two irreducible unitary representations of the group \( G^\vee \), \( (\pi, L^2(\Xi, d\mu)) \) (the Schrödinger model) and \( (\rho, \mathcal{F}(\mathcal{X})) \) (the Fock model) are isomorphic to each other. We prove this by constructing an explicit intertwining operator as follows (see Theorem 3.5):

**Theorem C** (Segal–Bargmann transform). For \( f \in L^2(\Xi, d\mu) \) the integral

\[
(\mathbb{B}_\Xi f)(z) := \Gamma(\lambda)e^{-\frac{1}{2}\text{tr}(z)} \int_\Xi \tilde{I}_{\lambda-1}(2\sqrt{\langle z|x \rangle})e^{-\text{tr}(z)}f(x) \ d\mu(x), \quad z \in V_\mathbb{C},
\]

converges uniformly on compact subsets in \( V_\mathbb{C} \) and defines a holomorphic function \( \mathbb{B}_\Xi f \in \mathcal{F}(\mathcal{X}) \). This gives a unitary isomorphism

\[
\mathbb{B}_\Xi : L^2(\Xi, d\mu) \sim \mathcal{F}(\mathcal{X})
\]

intertwining the representations \( \pi \) and \( \rho \).
Here are some remarks on related works:

Once the Schrödinger model $L^2(\Xi, d\mu)$ and the Fock model $F(\mathfrak{X})$ are properly constructed, there is an alternative method to obtain the Segal–Bargmann transform $B_\mathfrak{X}$. That is, $B_\mathfrak{X}$ appears as the unitary part in the polar decomposition $R_\mathfrak{X}^* = B_\mathfrak{X} \circ \sqrt{R_\mathfrak{X} R_\mathfrak{X}^*}$, where $R_\mathfrak{X}^*$ is the adjoint of the unbounded operator $R_\mathfrak{X} : F(\mathfrak{X}) \rightarrow L^2(\Xi, d\mu)$, $F(x) \mapsto e^{-\frac{1}{4} \text{tr}(x)} F(x)$. This method has been used before to construct analogues of the classical Segal–Bargmann transform or the Laplace transform (see e.g. [3, 13, 26]), and we revisit this point in Subsection 5.2 where we also find the heat kernel.

In works of Brylinski–Kostant [6] and Achab–Faraut [1] models of minimal representations on spaces of holomorphic functions were constructed by using the work of Kronheimer and Vergne. Aside from the fact that their cases (non-Hermitian Lie groups) and our cases (Hermitian of tube type) are disjoint, there are one basic common point (0) and two major differences (1), (2) between their construction and our construction of the Fock model (up to a Cayley transform):

(0) ($K$-structure) In both models, the space of regular functions on the minimal nilpotent $K_C$-orbit $O_{\text{min}}^{K_C}$ is the space of $\mathfrak{t}$-finite vectors of the minimal representation;

(1) (Lie algebra action) The action of $\mathfrak{p}_C$ on their Fock-type model is given via pseudodifferential operators, but our action is given by differential operators up to order two;

(2) (measure on $O_{\text{min}}^{K_C}$) Their measure on $O_{\text{min}}^{K_C}$ defining the $L^2$-structure is not positive, whereas our measure is given by a $K$-Bessel function and positive.

In fact these two major points have enabled us to construct explicitly an intertwiner between the $L^2$-model and the holomorphic model, whereas an analogous explicit operator is not known for their model.

**Unitary inversion operator $F_\mathfrak{X}$**

In the Schrödinger model $L^2(\Xi, d\mu)$, there is a distinguished unitary operator $F_\mathfrak{X}$, that is, the unitary inversion operator (see Section 4 for the precise definition). From the representation-theoretic viewpoint, the operator $F_\mathfrak{X}$ generates the action $\pi$ on $L^2(\Xi, d\mu)$ of the whole group $G^\vee$ together with the relatively simple action of a maximal parabolic subgroup.

As a corollary of Theorem C we find an explicit integral kernel for the unitary inversion operator $F_\mathfrak{X}$ in Theorem 4.3 as follows.

**Theorem D** (unitary inversion operator). The operator $F_\mathfrak{X}$ is given by

$$F_\mathfrak{X}u(x) = 2^{-r\lambda} \Gamma(\lambda) \int_{\Xi} \tilde{J}_{\lambda-1}(2\sqrt{(x,y)}) u(y) \, d\mu(y).$$
Theorem D was established earlier in the case of \( \mathfrak{g} = \mathfrak{so}(2, n) \) by two different methods by Kobayashi–Mano ([17, Theorem 6.1.1] and [18, Theorem 5.1.1]). Our approach using the Segal–Bargmann transform gives yet another new approach even in the case \( \mathfrak{g} = \mathfrak{so}(2, n) \) (see Section 6).

A theory of spherical harmonics

A crucial role in the study of the structure of our representations is played by a subalgebra \( \mathfrak{s} \simeq \mathfrak{sl}(2, \mathbb{R}) \) spanned by a specific \( \mathfrak{sl}_2 \)-triple \((\mathfrak{e}, \mathfrak{f}, \mathfrak{h})\) in \( \mathfrak{g} \). A distinguished property is that the representation \( \mathcal{D}_\rho \) of \( \mathfrak{g} \) is discretely decomposable in the sense of [15] when we restrict it to the subalgebra \( \mathfrak{s} \).

In the Schrödinger realization, \( B := -\sqrt{-1} d\pi(\mathfrak{f}) \) is an elliptic second order differential operator on \( \Xi \) which extends to a self-adjoint operator on \( L^2(\Xi, d\mu) \), and further to a holomorphic differential operator on \( \mathcal{X} \). We define an analogue of the space of spherical harmonics of degree \( m \) by

\[
\mathcal{H}^m(\mathcal{X}) := \{ p |_{\Xi} : p \in \mathcal{P}^m(\mathcal{V}_\mathbb{C}), B_{\mathfrak{e}} p = 0 \}.
\]

Then \( \mathcal{H}^m(\mathcal{X}) \) is naturally acted upon by the centralizer \( Z_{G^\vee}(\mathfrak{s}) \) of \( \mathfrak{s} \) in \( G^\vee \) which turns out to be compact. This action is irreducible and we give explicit formulas for its highest weight vector and its spherical vector (see Propositions 1.17 and 1.19). We further define \( \mathcal{H}^m(\Xi) \) to be the restriction to \( \Xi \subseteq \mathcal{X} \) of all elements of \( \mathcal{H}^m(\mathcal{X}) \). The orbit \( \Xi \) has a polar decomposition

\[
\Xi = \mathbb{R}_+ \times \mathbb{S}, \quad \mathbb{S} = \{ x \in \Xi : |x| = 1 \}.
\]

Since polynomials in \( \mathcal{H}^m(\Xi) \) are homogeneous, they are already uniquely determined by their values on \( \mathbb{S} \) and we let \( \mathcal{H}^m(\mathbb{S}) \) be the space of all restrictions to \( \mathbb{S} \) of polynomials in \( \mathcal{H}^m(\Xi) \). Then the embeddings \( \mathbb{S} \subseteq \Xi \subseteq \mathcal{X} \) induce isomorphisms \( \mathcal{H}^m(\mathbb{S}) \simeq \mathcal{H}^m(\Xi) \simeq \mathcal{H}^m(\mathcal{X}) \) of \( Z_{G^\vee}(\mathfrak{s}) \)-representations.

Let \( \mathfrak{t}^L \) be the Lie algebra of \( K^L := L \cap K \) which equals the identity component of \( Z_{G^\vee}(\mathfrak{s}) \). Then \( (\mathfrak{s}, \mathfrak{t}^L) \) forms a reductive dual pair (see Proposition 1.22). Using the harmonics \( \mathcal{H}^m(\mathcal{X}) \) resp. \( \mathcal{H}^m(\mathbb{S}) \) we obtain an explicit branching law of our minimal representation with respect to the dual pair \( (\mathfrak{s}, \mathfrak{t}^L) \), generalizing an earlier result in [17, Section 1.3]:

**Theorem E.** (1) (Theorem 2.24) The Fock space decomposes as a multiplicity-free direct sum of irreducible \( (\mathfrak{s}, Z_{G^\vee}(\mathfrak{s})) \)-bimodules

\[
\mathcal{P}(\mathcal{X}) \simeq \bigoplus_{m=0}^{\infty} \mathcal{W}_r \lambda + 2m \otimes \mathcal{H}^m(\mathcal{X}),
\]

where \( \mathfrak{s} \) acts on the first tensor factor and \( Z_{G^\vee}(\mathfrak{s}) \) on the second. Here \( \mathcal{W}_r \lambda + 2m = \text{span}\{ t^k(z) : k \in \mathbb{N} \} \) and \( \mathfrak{s} \simeq \mathfrak{sl}(2, \mathbb{R}) \) acts irreducibly on \( \mathcal{W}_r \lambda + 2m \) with lowest weight \( r\lambda + 2m \), the integer \( r \) being the rank of \( G/K \).
(2) \((L^2\text{-dual pair correspondence, see Theorem 1.24})\) The Schrödinger model \(L^2(\Xi, d\mu)\) decomposes discretely into a multiplicity-free sum of irreducible unitary representations of \(\widetilde{\text{SL}}(2, \mathbb{R}) \times Z_{G^\vee}(\mathfrak{s})\)

\[
L^2(\Xi, d\mu) \simeq \sum_{a=0}^{\infty} L^2(\mathbb{R}_+, x^{r\lambda - 1} \, dx) \boxtimes \mathcal{H}^m(S),
\]

with respect to the natural homomorphism \(\widetilde{\text{SL}}(2, \mathbb{R}) \times Z_{G^\vee}(\mathfrak{s}) \to G^\vee\).

Here \(\text{SL}(2, \mathbb{R})\) acts irreducibly on the first factor of each summand \(L^2(\mathbb{R}_+, x^{r\lambda - 1} \, dx) \boxtimes \mathcal{H}^m(S)\) with lowest weight \(r\lambda + 2m\).

We may think of Theorem E as giving a variant of theorems that functions spaces are isomorphic to the tensor product of invariants of a group \(H\) and the set of all \(H\)-harmonic functions.

Alternatively, the above irreducible decomposition may be obtained by using the see-saw dual pair in the case \(g = su(k, k)\) and \(so^*(4k)\). Our proof for Theorem E is uniformly for all Hermitian Lie algebras of tube type including the dual pair \(\text{sl}(2, \mathbb{R}), f_4\) in the exceptional Lie algebra \(g = e_7(-25)\). In this case \(\mathcal{H}^m(S)\) is the space of spherical harmonics defined on the octonionic projective space \(\mathbb{P}^2(O) \cong F_4/\text{Spin}(9)\).

**Folding maps and relations with the classical Fock space**

The classical Schrödinger model for the Weil representation of the metaplectic group \(\text{Mp}(n, \mathbb{R})\) is realized in \(L^2(\mathbb{R}^n)\), whereas our Schrödinger model in the case of the Jordan algebra \(V = \text{Sym}(n, \mathbb{R})\) is realized in a somewhat different space, that is, the Hilbert space \(L^2(\Xi)\) where \(\Xi\) is the set of all positive definite real symmetric matrices of rank one. Since the folding map

\[
p : \mathbb{R}^n \setminus \{0\} \to \Xi, \ x \mapsto x^t x
\]

is double covering, it induces an isomorphism \(p^* : L^2(\Xi, d\mu) \arrow L_{\text{even}}^2(\mathbb{R}^n),\) the even part of \(L^2(\mathbb{R}^n),\) see Subsection 1.7.

Further we discuss in Subsection 3.2 that there is a close relation of our Fock space \(\mathcal{F}(X)\) and the Segal–Bargmann transform \(\mathcal{B}_\Xi\) with the classical objects in the case where \(V = \text{Herm}(n, F), F = \mathbb{R}, \mathbb{C}\) or \(\mathbb{H},\) via the complexified folding map, and we give in Theorem 3.10 an alternative proof to a part of Theorems A and C in these special cases.

However, our main approach to Theorems A–E is uniform for all Hermitian Lie algebras \(g\) of tube type, and especially for the case of the indefinite orthogonal group \(g = so(2, n)\) we obtain a new Fock model for the minimal representation as well as a Segal–Bargmann transform between the Schrödinger model (constructed by T. Kobayashi and B. Ørsted in [20]) and the new Fock model. We examine this case in more detail in Section 6.
One-dimensional Jordan algebra $V = \mathbb{R}$

For $V = \mathbb{R}$ we have $\mathfrak{g} = \mathfrak{sl}(2, \mathbb{R})$ for which the Wallach set is given by $W = \{0\} \cup (0, \infty)$. In this case, our results still hold, with continuous parameter $\lambda \in (0, \infty)$ (see Theorems 2.11, 2.17 (2), 2.26, 3.5, and 4.3). For the Schrödinger model, we may use an $L^2$-model of the lowest weight representations $\pi_{\lambda}$ of $\tilde{\text{SL}}(2, \mathbb{R})$ on $L^2(\mathbb{R}^+, x^{\lambda-1} \, dx)$ with lowest weight $\lambda$ studied by B. Kostant [21] and Ranga Rao [27] (see Subsection 1.6). For these representations we also obtain a new Fock space realization on $X = \mathbb{C} \{0\}$ and a Segal–Bargmann transform intertwining Schrödinger and Fock model as in the cases explained above. The Fock space $\mathcal{F}(X)$ consists of holomorphic functions on $\mathbb{C} \{0\}$ which have finite norm coming from the inner product

$$(F,G) = \int_{\mathbb{C}} F(z) \overline{G(z)} \tilde{K}_{\lambda-1}(|z|) |z|^{2(\lambda-1)} \, dz.$$ 

Theorem 2.26 applied to this special case means that the origin 0 is a removable singularity of any $F(z) \in \mathcal{F}(X) = \mathcal{O}(\mathbb{C} \{0\}) \cap L^2(\mathbb{C} \{0\}, |z|^{2(\lambda-1)} \, dz)$. Further the reproducing kernel of the Fock space $\mathcal{F}(X)$ is given by

$$\mathbb{K}(z,w) = \Gamma(\lambda) \tilde{I}_{\lambda-1}(\sqrt{zw}),$$

$z, w \in \mathbb{C} \{0\}$, and the Segal–Bargmann transform takes the form

$$\mathbb{B}_\Xi f(z) = \Gamma(\lambda) e^{-\frac{i}{2}z} \int_0^\infty \tilde{I}_{\lambda-1}(2\sqrt{xy}) e^{-x} f(x) x^{\lambda-1} \, dx, \quad z \in \mathbb{C}.$$ 

Theorem D in the case where $\mathfrak{g} = \mathfrak{sl}(2, \mathbb{R})$ shows that the unitary inversion operator $\mathcal{F}_\Xi$ is simply a Hankel transform (see also [21, Theorem 5.8])

$$\mathcal{F}_\Xi u(x) = 2^{-\lambda} \Gamma(\lambda) \int_0^\infty \tilde{J}_{\lambda-1}(2\sqrt{xy}) u(y) y^{\lambda-1} \, dy, \quad x \in \mathbb{R}^+.$$ 

**Notation:** $\mathbb{N} = \{0, 1, 2, \ldots\}$, $\mathbb{R}^+ = \{x \in \mathbb{R} : x > 0\}$.

### 1 The Schrödinger model for minimal representations

In this section we set up the notation and recall briefly the construction of $L^2$-models for minimal representations of covering groups $G^\vee$ of conformal groups associated to simple real Jordan algebras from [12]. Using elliptic, self-adjoint differential operators $\mathcal{B}_e$ on $(L^2(\Xi), d\mu)$ (Lemma 1.3), we develop a theory of spherical harmonics in this context, and thus find the branching law for all minimal representations when restricting to a distinguished subalgebra $\mathfrak{s} \simeq \mathfrak{sl}(2, \mathbb{R})$. For the basic notion of the Jordan algebra, we refer the reader to an excellent book of Faraut–Korányi [8].
1.1 Minimal representations

For a complex simple Lie algebra $\mathfrak{g}_C$ not of type $A_n$, A. Joseph [14] introduced a unique completely prime ideal $\mathcal{J}$ in $U(\mathfrak{g}_C)$ such that the associated variety $V(\mathcal{J})$ is equal to the closure of the (complex) minimal nilpotent coadjoint orbit $O_{\text{min}}^{\mathfrak{g}_C}$ in $\mathfrak{g}_C^*$. This ideal is primitive and called a Joseph ideal.

Definition 1.1. For an irreducible unitary representation $\pi$ of a real simple Lie group $G$, we say $\pi$ is a minimal representation if the annihilator of the differential representation $d\pi$ is the Joseph ideal.

In this paper we apply this terminology only to Hermitian Lie groups. Here, a simple non-compact Lie group $G$ or its Lie algebra $\mathfrak{g}$ is said to be Hermitian if the associated Riemannian symmetric space $G/K$ is a Hermitian symmetric space, or equivalently, if the center $\mathfrak{g}(\mathfrak{k})$ of the Lie algebra $\mathfrak{k}$ is one-dimensional. We say a Hermitian Lie group is of tube type if $G/K$ has a realization as a tube domain.

We write $\mathfrak{g}_C = \mathfrak{k}_C + \mathfrak{p}_C$ for the complexified Cartan decomposition. If $G$ is a Hermitian Lie group, then the $K$-module $\mathfrak{p}_C$ decomposes into two irreducible $K$-modules $\mathfrak{p}_C = \mathfrak{p}_+ + \mathfrak{p}_-$, and $\mathfrak{p}_-$ can be identified with the holomorphic tangent space at the base point in $G/K$. An irreducible $(\mathfrak{g}, \mathfrak{k})$-module $X$ is said to be a lowest weight $(\mathfrak{g}, \mathfrak{k})$-module if $X^{\mathfrak{p}+} := \{ v \in X : Yv = 0 \text{ for any } Y \in \mathfrak{p}_+ \}$ is non-zero. We say $X$ is of scalar type if $\dim X^{\mathfrak{p}+} = 1$. Likewise, it is a highest weight $(\mathfrak{g}, \mathfrak{k})$-module if $X^{\mathfrak{p}-}$ is non-zero. For a Hermitian group $G$, it is known that minimal representations are either highest weight modules or lowest weight modules.

1.2 The Schrödinger model for minimal representations

First, we recall the construction of the Schrödinger model ($L^2$-model) for minimal representations.

Jordan algebras and related groups

Let $V$ be a simple Euclidean Jordan algebra, and $\text{Co}(V)_0$ the conformal group of $V$. We set $G := \text{Co}(V)_0$, the identity component group. We denote by $\vartheta$ the Cartan involution of $G$ given by $\vartheta(g) = j \circ g \circ j$, where $j$ is the conformal inversion $j(x) = -x^{-1}$. Then $K := G^\vartheta$ is a maximal compact subgroup of $G$, and $G$ is the group of biholomorphic transformations on an irreducible Hermitian symmetric space $G/K$ of tube type. In particular, $G$ is the adjoint group. Conversely, any simple Hermitian Lie group of tube type with trivial center arises in this fashion.

The Lie algebra $\mathfrak{g}$ of $G$ has a Gelfand–Naimark decomposition $\mathfrak{g} = \mathfrak{n} + \mathfrak{l} + \mathfrak{h}$, where $\mathfrak{n} \simeq V$ (abelian Lie algebra), $\mathfrak{l} = \mathfrak{str}(V) \subseteq \mathfrak{gl}(V)$ is the
structure algebra and \( \mathfrak{p} = \mathfrak{n} \). As the differential action of the conformal transformations of \( G \) on \( V \), the Lie algebra \( \mathfrak{g} \) acts on \( V \) as follows: for \( X = (u,T,v) \in V \oplus I \oplus V \simeq \mathfrak{n} \oplus I \oplus \mathfrak{p} = \mathfrak{g} \), the vector field on \( V \) is given by

\[
X(z) = u + Tz - P(z)v, \quad z \in V,
\]

where

\[
P(x) = 2L(x)^2 - L(x^2), \quad x \in V,
\]
denotes the quadratic representation of \( V \) and \( L(x) \) the left multiplication by \( x \). Thus, \( \mathfrak{n} = \{(u,0,0) : u \in V\} \) acts via constant vector fields, \( I \) via linear vector fields and \( \mathfrak{p} = \{(0,0,v) : v \in V\} \) by quadratic vector fields. The Cartan involution \( \vartheta \) leaves \( L \) invariant, and \( K^L := L \cap K \equiv L^p \) is a maximal compact subgroup of \( L \). Correspondingly, we have a Cartan decomposition \( I = \mathfrak{i}^p + \mathfrak{p}^l \) of the structure Lie algebra \( I = \text{str}(V) \), where

\[
\mathfrak{i}^p = \text{aut}(V) = \{D \in \mathfrak{gl}(V) : D(x \cdot y) = Dx \cdot y + x \cdot Dy \forall x,y \in V\},
\]

\[
\mathfrak{p}^l = L(V) = \{L(x) : x \in V\}.
\]
The Cartan involution \( \vartheta \) acts on \( \mathfrak{g} = \mathfrak{n} + I + \mathfrak{p} \) by the following formula:

\[
\vartheta(u,D + L(a),v) = (-v,D-L(a),-u),
\]
and hence \( \mathfrak{k} = \mathfrak{g}^\vartheta \) is given by

\[
\mathfrak{k} = \{(u,D,-u) : u \in V, D \in \mathfrak{i}^p\}.
\]
We set

\[
E := (e,0,0), \quad H := (0,2 \text{id},0), \quad F := (0,0,e).
\]
Then \( \{H,E,F\} \) forms an \( \mathfrak{sl}_2 \)-triple in \( \mathfrak{g} \). We define a subalgebra \( \mathfrak{s} \) of \( \mathfrak{g} \) by

\[
\mathfrak{s} := \mathbb{R}H + \mathbb{R}E + \mathbb{R}F,
\]
denote by \( S \subseteq G \) the corresponding subgroup of \( G \), \( S \simeq \text{PSL}(2,\mathbb{R}) \). Let \( \tilde{G} \) be the universal covering group of \( G \), and denote by \( \tilde{S} \simeq \text{SL}(2,\mathbb{R}) \) the corresponding subgroup in \( \tilde{G} \). We define \( c \in \text{Int}(\mathfrak{g}_C) \) by the formula

\[
c := \exp(-\frac{1}{2}\sqrt{-\text{ad}(E)}) \exp(-\sqrt{-\text{ad}(F)}).
\]
It is then routine to check the following formulas:

\[
c(a,0,0) = \left(\frac{a}{2}, \sqrt{-1}L(a), a\right), \quad c(0,L(a) + D,0) = \left(\sqrt{-1}a, D, -\sqrt{-1}a\right), \quad c(0,0,a) = \left(\frac{a}{2}, -\sqrt{-1}L(a), a\right).
\]
Therefore, the complexifications \( \mathfrak{k}_C \) and \( I_C \) are isomorphic to each other by the transform \( c \):
Lemma 1.2 (Cayley transform). The transform $c$ induces an isomorphism of complex Lie algebras:
\[ c : \mathfrak{k}_C \xrightarrow{\sim} \mathfrak{k}_C, (u, D, -u) \mapsto D + 2\sqrt{-1}L(u). \]
\[ (1.7) \]

It is convenient to give the corresponding matrix computation in $SL(2, \mathbb{C})$. For this, we take the standard $\mathfrak{sl}_2$-triple $\{h, e, f\}$ in $\mathfrak{sl}(2, \mathbb{R})$ as follows:
\[
e := \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}, \quad h := \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad f := \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}.
\]
Then the element
\[
C = \exp(-\frac{1}{2}\sqrt{-1}e) \exp(-\sqrt{-1}f) = \begin{pmatrix} \frac{1}{\sqrt{-1}} & -\frac{1}{2}\sqrt{-1} \\ -\sqrt{-1} & 1 \end{pmatrix} \in SL(2, \mathbb{C})
\]
defines a Cayley transform on $\mathfrak{sl}(2, \mathbb{C})$ by $\text{Ad}(C)$, that is,
\[
\text{Ad}(C)(\sqrt{-1}\begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}) = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} (= h).
\]

By the inverse Cayley transform, we get another $\mathfrak{sl}_2$-triple $\{\tilde{h}, \tilde{e}, \tilde{f}\}$ by
\[
\tilde{e} := \text{Ad}(C)^{-1}e = (e + f - \sqrt{-1}h), \\
\tilde{h} := \text{Ad}(C)^{-1}h = -\sqrt{-1}(e - f), \\
\tilde{f} := \text{Ad}(C)^{-1}f = \frac{1}{4}(e + f + \sqrt{-1}h).
\]

Likewise, by the inverse Cayley transform, we get another $\mathfrak{sl}_2$-triple $\{\tilde{H}, \tilde{E}, \tilde{F}\}$ in $\mathfrak{g}$ by:
\[
\tilde{E} := c^{-1}(E) = (E + F - \sqrt{-1}H) = (e, -2\sqrt{-1}\text{id}, e), \\
\tilde{H} := c^{-1}(H) = -\sqrt{-1}(E - F) = -\sqrt{-1}(e, 0, -e), \\
\tilde{F} := c^{-1}(F) = \frac{1}{4}(E + F + \sqrt{-1}H) = \frac{1}{4}(e, +2\sqrt{-1}\text{id}, e).
\]

The Lagrangian submanifold $\Xi$

The structure group $L = \text{Str}(V)_0 \subseteq G$ acts on the Jordan algebra $V$ by linear transformations, and $V$ decomposes into finitely many $L$-orbits. The open orbit $\Omega = L \cdot e$ is a symmetric cone. There is a unique minimal non-zero $L$-orbit in the closure of $\Omega$, which we denote by $\Xi$. Note that for $V = \mathbb{R}$, i.e. $\mathfrak{g} = \mathfrak{sl}(2, \mathbb{R})$, we have $\Omega = \mathbb{R}^+$ and hence also $\Xi = \mathbb{R}^+$. The orbit $\Xi$ is the orbit of any primitive idempotent $c_1 \in V$. From now on we fix such an idempotent $c_1$.

For $x \in V$, we denote by $V(x, \nu)$ the eigenspace of $L(x)$ with eigenvalue $\nu$. Then the tangent space of $\Xi$ is given as follows:
Lemma 1.3. For any $x \in \Xi$,

$$T_x \Xi = V(x, |x|) \oplus V(x, \frac{1}{2}|x|).$$

Proof. We begin with the case $|x| = 1$. Then $x$ is a primitive idempotent, and therefore

$$V = V(x, 0) \oplus V(x, \frac{1}{2}) \oplus V(x, 1).$$

Since $L(V) \subseteq \mathcal{L}$, the tangent space $T_x \Xi = l \cdot x$ contains at least $V(x, 1)$ and $V(x, \frac{1}{2})$. But $\dim V(x, 1) = 1$, $\dim V(x, \frac{1}{2}) = (r - 1)d$, and by [12, Lemma 1.6] we also have $\dim \Xi = 1 + (r - 1)d$. Hence $T_x \Xi = V(x, 1) \oplus V(x, \frac{1}{2})$. For general $x \in \Xi$, we note that $\frac{x}{|x|}$ is a primitive idempotent. Further, since $\Xi$ is a cone, the tangent space $T_x \Xi$ is identified with $T_{\frac{x}{|x|}} \Xi$, which equals $V(\frac{x}{|x|}, 1) \oplus V(\frac{x}{|x|}, \frac{1}{2}) = V(x, |x|) \oplus V(x, \frac{1}{2}|x|)$. Thus the Lemma is proved. □

Let $\mathcal{P}(\Xi)$ be the space of restrictions of polynomials on $V$ to the orbit $\Xi$. The space $\mathcal{P}(\Xi)$ has a natural grading

$$\mathcal{P}(\Xi) = \bigoplus_{m=0}^{\infty} \mathcal{P}^m(\Xi)$$

where $\mathcal{P}^m(\Xi)$ is the space of restrictions of homogeneous polynomials of degree $m$.

The orbit $\Xi$ is conical, and we have a polar decomposition

$$\mathbb{R}_+ \times S \sim \Xi, (t, x) \mapsto tx,$$

where we set

$$S := \{ x \in \Xi : |x| = 1 \} = K^L \cdot c_1.$$

Let $dk$ be the Haar measure on $K^L$ such that $\int_{K^L} dk = 1$.

We define a Radon measure $d\mu_\lambda$ on $\Xi$ by using the polar coordinates (1.9):

$$\int_{\Xi} f(x) \, d\mu_\lambda(x) = \frac{2^{r\lambda}}{\Gamma(r\lambda)} \int_{K^L} \int_0^{\infty} f(ktc_1) t^{r\lambda-1} \, dt \, dk \quad \text{for } f \in C_c(\Xi).$$

(1.11)

Let $d$ be the multiplicity of the short roots for $G/K$ and put

$$\lambda = \frac{d}{2} \quad \text{for } r > 1,$$

$$\lambda \in (0, \infty) \quad \text{for } r = 1.$$  

(1.12) (1.13)

See Table 1 in the Appendix for the explicit value of $\lambda$. Then $d\mu_\lambda$ is (up to scalar multiples) the unique Radon measure on $\Xi$ transforming by

$$d\mu_\lambda(gx) = \det V(g)^{\frac{\lambda}{2}} \, d\mu_\lambda(x)$$

15
for $g \in L$. We have normalized the measure $d\mu_\lambda$ such that the $L^2$-norm of the function $\psi_0(x) = e^{-\text{tr}(x)}$ (see (1.17) below) is equal to 1. We will often write simply $d\mu$ when $\dim V > 1$, as in this case $\lambda$ is determined uniquely by $V$.

**Construction of the representation**

The Bessel operator $B \equiv B_\lambda$ is a vector-valued second order differential operator on $V$ defined by

$$B_\lambda = P \left( \frac{\partial}{\partial x} \right) x + \lambda \frac{\partial}{\partial x}. \quad (1.14)$$

where $\frac{\partial}{\partial x}$ denotes the gradient with respect to the trace form $(-|-)$. In an orthonormal basis $(e_\alpha)_\alpha$ of $V$ with respect to $(-|-)$ and coordinates $x = \sum_\alpha x_\alpha e_\alpha$ this means

$$B_\lambda u = \sum_{\alpha,\beta} \frac{\partial^2 u}{\partial x_\alpha \partial x_\beta} P(e_\alpha, e_\beta)x + \sum_\alpha \frac{\partial u}{\partial x_\alpha} e_\alpha.$$  

The Bessel operator $B_\lambda$ is tangential to the orbit $\Xi$ and defines a differential operator acting on $C^\infty(\Xi)$.

Applying the construction in [12] to our setting (that is, $V$ is Euclidean), we obtain an irreducible unitary representation $\pi$ of the universal covering $\tilde{G}$ of $G$ on the Hilbert space $L^2(\Xi, d\mu)$, where $d\mu := d\mu_\lambda$ is defined by (1.11). It is a minimal representation of $\tilde{G}$ if $g_\mathbb{C}$ is not of type $A$ (see [12, Theorem B]).

Note that for $r > 1$ the representation $\pi$ descends to a finite cover $G^\vee$ of $G$, whereas for $r = 1$ it descends to a finite cover of $G = \text{PSL}(2, \mathbb{R})$ if and only if $\lambda \in \mathbb{Q}$.

The corresponding Lie algebra action $d\pi$ is given by

$$d\pi(u, 0, 0) = \sqrt{-1}(u|x),$$

$$d\pi(0, T, 0) = DR^*_x + \frac{r\lambda}{2n} \text{Tr}(T^*),$$

$$d\pi(0, 0, v) = \sqrt{-1}(v|B). \quad (1.15)$$

Here $n = \dim V$,

$$(x|y) = \frac{r}{n} \text{Tr}(L(xy))$$

denotes the trace form on the Jordan algebra $V$, and $T^*$ is the adjoint of $T$ with respect to the trace form $(-|-)$. Further, the notation $D_u, u \in V$, is used for the directional derivative:

$$D_uf(x) = \frac{d}{dt} \bigg|_{t=0} f(x + tu). \quad (1.16)$$
We define a function $\psi_0$ on $\Xi$ by

$$
\psi_0(x) := e^{-\text{tr}(x)} = e^{-|x|}.
$$

Then the function $\psi_0$ transforms by a character under the action of $K$ and constitutes the minimal $\mathfrak{k}$-type $W_0 = \mathbb{C}\psi_0$. Our normalization of the measure (1.11) shows that

$$
\int_{\Xi} |\psi_0(x)|^2 d\mu = 2 r \lambda \Gamma(r \lambda) \int_0^\infty e^{-2rt \lambda - 1} dt = 1.
$$

Let $L^2(\Xi, d\mu)_k$ denote by the space of $k$-finite vectors of the representation $(\pi, L^2(\Xi, d\mu))$, and $P(\Xi)$ denote by the space of restrictions of polynomials on $V$ to $\Xi$. Then we have the following description (see e.g. [8, Proposition XIII.3.2]):

$$
L^2(\Xi, d\mu)_k = \{ f(x)\psi_0(x) : f \in P(\Xi) \}.
$$

Let $\alpha_0$ denote the highest weight of the one-dimensional representation $W_0$. Then the complete decomposition of $\pi$ into $\mathfrak{k}$-types is given by

$$
L^2(\Xi, d\mu)_k \simeq \bigoplus_{m=0}^{\infty} W_m,
$$

where $W_m$ is of highest weight $\alpha_0 + m\gamma$ for a certain root $\gamma$.

In particular, the underlying $(\mathfrak{g}, \mathfrak{k})$-module on $L^2(\Xi, d\mu)_k$ is an irreducible, unitarizable, lowest weight module of scalar type. We recall that irreducible unitary lowest weight representations of simple Hermitian groups were classified by Enright, Howe, and Wallach and also by Jakobsen, independently. Among them, those with scalar minimal $\mathfrak{k}$-type (scalar type) of the universal covering group $\tilde{G}$ are parameterized by the so-called Berezin–Wallach set $\mathcal{W}$. The parameter of our representation amounts to $\lambda$ defined in (1.12) or (1.13) in the normalization of [8], where $\mathcal{W}$ is given by:

$$
\mathcal{W} = \{ 0, \frac{d}{2}, \ldots, (r-1)\frac{d}{2} \} \cup ((r-1)\frac{d}{2}, \infty).
$$

Here $r$ is the rank of the Hermitian symmetric space $G/K$. Thus, our representation corresponds to the smallest non-zero element of $\mathcal{W}$ if $r > 1$.

For $\mathfrak{g}_C$ is of type $A_n$, the Joseph ideal is not defined. For $\mathfrak{g} = \mathfrak{su}(n, n)$, the representation $\pi$ still has the property that the associated variety $\mathcal{V}(\text{Ann } d\pi)$ of the annihilator $\text{Ann}(d\pi)$ in $U(\mathfrak{g}_C)$ is the closure of the complex minimal nilpotent coadjoint orbit $\mathcal{O}_\text{min}^{G_C}$. By an abuse of notation, we shall say $\pi$ is a minimal representation also for $\mathfrak{g} = \mathfrak{su}(n, n)$. 
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1.3 The Schrödinger model for complex groups

Let $V_C$ be the complexified Jordan algebra of $V$, and $\text{Co}(V_C)$ the structure group of $V_C$. Then $G_C := \text{Co}(V_C)_0$ is a natural complexification of $G = \text{Co}(V)_0$. In [12] the authors also construct an $L^2$-model of an irreducible unitary representation of the complex group $G_C = \text{Co}(V_C)_0$ that attains the minimum of the Gelfand–Kirillov dimensions among all infinite-dimensional irreducible unitary representations of $G_C$. It should be noted that this representation is not a lowest weight representation in contrast to the minimal representation of $G = \text{Co}(V)_0$ in Subsection 1.1. We review the construction briefly.

As in the Euclidean case, the space $V_C$ decomposes into finitely many $L_C$-orbits, where the corresponding structure group $L_C = \text{Str}(V_C)_0$ is a natural complexification of $L$. The orbit $L_C \cdot e$ of the identity element is an open cone and we denote by $X$ the unique minimal non-zero $L_C$-orbit in its boundary.

Comparing this complex setting with the setting of Subsection 1.2, we see that

- $X = L_C \cdot c_1$,
- $\Xi = L \cdot c$ is a totally real submanifold in $X$,
- $X$ is closed under the complex conjugation with respect to $V \subset V_C$.

Let $\det_W(g)$ be the real determinant of the $\mathbb{R}$-linear action of $g \in L_C$ on $W = V_C$, viewed as a real vector space. Again, there is a unique $L_C$-equivariant measure $d\nu$ on $X$ up to scaling, subject to the equivariant condition: $d\nu(gz) = \det_W(g)^{\frac{i\lambda}{d}} d\nu(z)$. In terms of the polar decomposition $X = K^{L_C} \mathbb{R}_+ c$, where $K^{L_C}$ is a maximal compact subgroup in $L_C$, we normalize $d\nu$ by

$$\int_X F(z) d\nu(z) = \frac{1}{c_{r,\lambda}} \int_{K^{L_C}} \int_0^\infty F(utc_1)t^{2r\lambda-1} dt du, \quad (1.20)$$

where $du$ denotes the normalized Haar measure on $K^{L_C}$ and

$$c_{r,\lambda} = 2^{2r\lambda-2} \Gamma(r\lambda) \Gamma((r-1)\lambda + 1).$$

(This normalization is chosen such that in the Fock model the constant polynomial 1 is a unit vector.) Then we can construct an irreducible unitary representation, to be denoted by $\tau$, of $G_C$ on the Hilbert space $L^2(X, d\nu)$ ([12]). The Lie algebra action $d\tau$ is given by

$$d\tau(u, 0, 0) = \sqrt{-1} (u|z)_W,$$
$$d\tau(0, T, 0) = D_{T^\ast z} + \frac{r\lambda}{2n} \text{Tr}_W(T^\ast),$$
$$d\tau(0, 0, v) = \sqrt{-1} (v|B^W)_W.$$
Here \((z|w)_W = 2((\text{Re}(z)|\text{Re}(w)) + (\text{Im}(z)|\text{Im}(w)))\) defines an inner product on the real Jordan algebra \(W = V_C\), by \(\text{Tr}_W\) we mean the real trace of an operator on the real vector space \(W\), and \(B^W = B^W_\lambda\) denotes the real Bessel operator of \(W\). The Bessel operator can be defined using a real basis \((e_\alpha)_\alpha\) of \(W\) and its dual basis \((e_\alpha^\prime)_\alpha\) with respect to the non-degenerate bilinear form (trace form) \((z, w) \mapsto 2((\text{Re}(z)|\text{Re}(w)) - (\text{Im}(z)|\text{Im}(w)))\):

\[
B^W_\lambda = \sum_{\alpha, \beta} \frac{\partial^2}{\partial x_\alpha \partial x_\beta} P(e_\alpha, e_\beta) x + \sum_\alpha \frac{\partial}{\partial x_\alpha} e_\alpha.
\]

Note that \(d\tau\) does not act via holomorphic differential operators, but via real differential operators up to second order on \(X\).

We shall find an action on the Fock space by holomorphic differential operators later. For this, we observe that \(d\pi\) acts on \(C^\infty(V)\) by polynomial differential operators. Using the Wirtinger derivative

\[
\frac{\partial}{\partial z} = \frac{1}{2} \left( \frac{\partial}{\partial x} - \sqrt{-1} \frac{\partial}{\partial y} \right)
\]

the action \(d\pi\) extends uniquely to a \(C\)-linear action \(d\pi_C\) of \(g_C\) on \(C^\infty(V_C)\) by holomorphic differential operators. In particular,

\[
d\pi_C(a, 0, 0) = \sqrt{-1}(a|z),
\]

\[
d\pi_C(0, 0, a) = \sqrt{-1}(a|B),
\]

where \((-|-)\) denotes the extension of the trace form on \(V\) to a \(C\)-bilinear form on \(V_C\) and the Bessel operator \(B\) extends to a holomorphic differential operator on \(V_C\) by the formula

\[
B = P \left( \frac{\partial}{\partial z} \right) z + \lambda \frac{\partial}{\partial z}.
\]  

(1.21)

To show that \(d\pi_C\) indeed defines an action on \(C^\infty(X)\), we use the following result which expresses \(d\pi_C\) also as a kind of Wirtinger derivative.

**Proposition 1.4.** For \(X \in g_C\) we have

\[
d\pi_C(X) = \frac{1}{2} \left( d\tau(X) - \sqrt{-1} d\tau(\sqrt{-1}X) \right).
\]  

(1.22)

In particular, for every \(X = (u, T, v) \in g_C\) and all \(F, G \in C^\infty(X)\) we have

\[
\int_X d\pi_C(u, T, v) F(z) \cdot G(z) d\nu(z) = \int_X F(z) \cdot d\pi_C(u, -T, v) G(z) d\nu(z).
\]

**Proof.** Let \((e_j)\) be any orthonormal basis of \(V\) with respect to the trace form \((-|-)\). Write \(x = \sum_j x_j e_j\). Then \(\frac{\partial}{\partial z} = \sum_j \frac{\partial}{\partial z_j} e_j\).
We now view $W = V_C$ as a real Jordan algebra. Then $f_j := \frac{1}{\sqrt{2}}e_j$ and $g_j := \frac{1}{\sqrt{2}}\sqrt{-1}e_j$ constitute an $\mathbb{R}$-basis of $V_C$ with dual basis with respect to the trace form given by $(\overline{f}_j := f_j)_{j} \cup (\overline{g}_j := -g_j)_{j}$. We write $z = \sum_j z_j e_j = \sum_j (a_j f_j + b_j g_j)$ with $a_j, b_j \in \mathbb{R}$ and $z_j = \sqrt{2}(a_j + \sqrt{-1}b_j)$. Hence, $\partial/\partial a_j = \frac{1}{\sqrt{2}} \partial/\partial x_j$ and $\partial/\partial b_j = \frac{1}{\sqrt{2}} \partial/\partial y_j$ with $z_j = x_j + \sqrt{-1}y_j, x_j, y_j \in \mathbb{R}$. Then the gradient in $W$, viewed as real Jordan algebra, is given by

$$\sum_j \frac{\partial}{\partial a_j} f_j + \sum_j \frac{\partial}{\partial b_j} g_j = \frac{1}{2} \sum_j \left( \frac{\partial}{\partial x_j} - \sqrt{-1} \frac{\partial}{\partial y_j} \right) e_j$$

which is the same as the Wirtinger derivative in the complex Jordan algebra $V_C$. Now (1.22) is easily verified by explicit computations.

The integral formula follows from (1.22) using the fact that $d\tau(X)$ is given by skew-adjoint real differential operators on $L^2(X, d\nu)$ with real coefficients if $X = (0, T, 0) \in \mathfrak{g}$ and purely imaginary coefficients if $X = (u, 0, v) \in \mathfrak{g}$.

Since $d\tau$ restricts to an action on $C^\infty(X)$ by differential operators, the same is true for $d\pi_C$ by the previous proposition. Therefore $d\pi_C$ is a representation of $\mathfrak{g}_C$ on $C^\infty(X)$ by differential operators of order at most 2.

1.4 The Bessel operator and a related second order ODE

Let $B \equiv B_\lambda$ be the Bessel operator defined in (1.14). We first recall the product rule of the Bessel operator which will be used repeatedly.

**Lemma 1.5** ([23, Lemma 1.7.1]).

$$B(f(z)g(z)) = Bf(z)g(z) + 2P\left( \frac{\partial f}{\partial z}(z), \frac{\partial g}{\partial z}(z) \right) z + f(z)Bg(z).$$

We further introduce the identity component of the Bessel operator by

$$B_e := -\sqrt{-1} d\pi(F) = (e|B), \quad (1.23)$$

where we recall $F = (0, 0, e)$. Here we give some basic properties of the operator $B_e$. An analogue of the heat kernel corresponding to $B_e$ will be discussed in Section 5.

**Lemma 1.6.** $B_e$ is an elliptic differential operator of second order on $\Xi$. Further, it defines a self-adjoint operator on $L^2(\Xi, d\mu)$.

**Proof.** We already know that $B_e$ is a differential operator of second order along $\Xi$. Let us compute the principal symbol. For $x \in \Xi$ we identify $T_x\Xi$ with $T_x^*\Xi$ via the trace form $(-|\ -)$ on $V$. Then the principal symbol of $B_e$ at $x \in \Xi$ in direction $\xi \in T_x^*\Xi$ is given by

$$(P(\xi)x|e) = (x|P(\xi)e) = (x|\xi^2) = (L(x)\xi|\xi).$$
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By Lemma 1.3, \( L(x) \) has eigenvalues \(|x|\) and \( \frac{1}{2}|x| \) on \( T_x^* \Xi \). Therefore,

\[
|\langle L(x) | \xi \rangle | \geq \frac{|x|}{2} |\xi|^2
\]

which implies that \( B_e \) is an elliptic operator.

The last statement follows from the fact that \( (\pi, L^2(\Xi, d\mu)) \) is a unitary representation. \( \square \)

**Remark 1.7.** In [22] G. Meng studies some physics-related aspects of the lowest weight representations of Hermitian Lie groups of tube type. In particular, he constructs a Riemannian metric on the cone \( \Xi \). Its corresponding Laplace operator \( \Delta \) has principal symbol \( \frac{1}{\text{tr}(x)} \langle \xi | L(x) | \xi \rangle \) and hence the principal symbols of \( \text{tr}(x) \Delta \) and \( B_e \) agree.

Using the product rule one can calculate the action of \( B_e \) on products of homogeneous polynomials and powers of the trace. For this we let \( P^m(V) \) be the space of homogeneous polynomials on \( V \) of degree \( m \).

**Lemma 1.8.** For every \( p \in P^m(V) \) and every \( k \in \mathbb{N} \) we have

\[
B_e(\text{tr}^k(x)p) = k(r\lambda + 2m + k - 1)\text{tr}^{k-1}(x)p + \text{tr}^k(x)B_ep.
\]

**Proof.** First note that the commutator relation \([B_e, \text{tr}(x)] = 2E + r\lambda\) holds where \( E = (x | \frac{\partial}{\partial x}) \) is the Euler operator. In fact, using Lemma 1.5 we obtain

\[
B_e(\text{tr}(x)f(x)) = B_e\text{tr}(x) \cdot f(x) + 2P\left( \frac{\partial}{\partial x} \text{tr}(x), \frac{\partial f}{\partial x}(x) \right) x \mid e + \text{tr}(x) \cdot B_ef(x)
\]

\[
= r\lambda f(x) + 2Ef(x) + \text{tr}(x) \cdot B_ef(x).
\]

To show the claim we now proceed by induction on \( k \). For \( k = 0 \) the claim is trivial. For \( k > 0 \) we find on \( P^m(V) \):

\[
[B_e, \text{tr}^k(x)] = [B_e, \text{tr}^{k-1}(x)]\text{tr}(x) + \text{tr}^{k-1}(x)[B_e, \text{tr}(x)]
\]

\[
= (k - 1)(r\lambda + 2(m + 1) + k - 2)\text{tr}^{k-1}(x) + (r\lambda + 2m)\text{tr}^{k-1}(x)
\]

\[
= k(r\lambda + 2m + k - 1)\text{tr}^{k-1}(x)
\]

since \( E \) acts on \( P^m(V) \) by the scalar \( m \). \( \square \)

Further we need the following simple result on the quadratic representation on the orbit \( \mathcal{X} \):

**Lemma 1.9.** For \( z \in \mathcal{X} \) we have

\[
P(z) = (z|\cdot| z).
\]
Proof. Write $z = gc_1$ with $g \in L_{\mathbb{C}}$. We recall that $P(c_1)$ is the orthogonal projection onto $C_{c_1}$ and hence given by $P(c_1) = (c_1|c_1) - c_1$. Thus, we obtain for $w \in V_{\mathbb{C}}$:  

$$P(z)w = P(gc_1)w = gP(c_1)g^*w = (c_1|g^*w)gc_1 = (z|w)z.$$  

\hfill $\Box$

For the statement of the next formula denote by $B_z$ the Bessel operator $B$ acting in the variable $z \in V_{\mathbb{C}}$.

**Lemma 1.10.** For $z \in V_{\mathbb{C}}$ and $w \in \mathbb{X}$ we have

$$B_z(z|w)^k = k(\lambda + k - 1)(z|w)^{k-1}w. \quad (1.24)$$

**Proof.** Since $\frac{\partial}{\partial z}(z|w)^k = k(z|w)^{k-1}w$, we obtain

$$B_z(z|w)^k = k(\lambda - 1)(z|w)^{k-2}P(w)z + k\lambda(z|w)^{k-1}w.$$  

Now, $w \in \mathbb{X}$ and hence $P(w)z = (z|w)w$ by Lemma 1.9. This yields

$$B_z(z|w)^k = k(\lambda + k - 1)(z|w)^{k-1}w. \quad \Box$$

Since the map

$$\Xi \times \Xi \to \mathbb{R}, (x, y) \mapsto (x|y),$$

has nowhere vanishing derivatives, the pullback $u((x|y)) \in \mathcal{D}'(\Xi \times \Xi)$ is well-defined for any distribution $u \in \mathcal{D}'(\mathbb{R})$ on $\mathbb{R}$. We write $u(x|y)$ for short.

**Proposition 1.11.** Let $u \in \mathcal{D}'(\mathbb{R})$. Then

$$B_xu(x|y) = yu(x|y)$$

if and only if $u$ solves the differential equation

$$tu'' + \lambda u' - u = 0. \quad (1.25)$$

Moreover, for $\lambda \notin (-\mathbb{N})$ the renormalized Bessel functions (see Appendix A.7)

$$\tilde{I}_{\lambda-1}(2\sqrt{t}) = \frac{1}{\Gamma(\lambda)}F_1(\lambda; t)$$

and

$$\tilde{K}_{\lambda-1}(2\sqrt{t})$$

form a fundamental system of solutions to \((1.25)\) on $\mathbb{R}_+$. In particular

- $\tilde{I}_{\lambda-1}(2\sqrt{t})$ is the unique (up to scalar multiples) entire solution of \((1.25)\) and
- $\tilde{K}_{\lambda-1}(2\sqrt{t})$ is the unique (up to scalar multiples) solution to \((1.25)\) which decays exponentially as $t$ tends to $+\infty$.

**Proof.** Since $B_x = P(\frac{\partial}{\partial x})x + \lambda \frac{\partial}{\partial x}$ and $\frac{\partial}{\partial x}(x|y) = y$, we obtain

$$B_xu(x|y) - yu(x|y) = P(y)xu''(x|y) + \lambda yu'(x|y) - yu(x|y).$$

Now, for $y \in \Xi$ we have $P(y)x = (x|y)y$ by Lemma 1.9. Therefore we obtain

$$B_xu(x|y) - yu(x|y) = ((x|y)u''(x|y) + \lambda u'(x|y) - u(x|y))y$$

which gives the claim. \hfill $\Box$
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1.5 A theory of spherical harmonics

The geometry $\Xi$ for the Schrödinger model has the polar coordinates

$$\Xi \simeq \mathbb{R}_+ \times S,$$

where $S := K^L \cdot c_1$ is a compact manifold. As a homogeneous space, $S \simeq K^L / K^L_{c_1}$ where $K^L_{c_1} = \text{Stab}_{K^L}(c_1)$. Since $K^L / K^L_{c_1}$ is a compact symmetric space, the irreducible decomposition of $L^2(S)$ is multiplicity-free and we can tell explicitly the highest weights of these irreducible representations of $K^L$ by the Cartan–Helgason theorem for $K^L$ semisimple and by usual Fourier expansion for $K^L \simeq SO(2)$ (no other cases occur). This subsection takes a Jordan theoretic approach to define the space of spherical harmonics $H^m(S) \simeq H^m(\Xi)$ ($m \in \mathbb{N}$) by using the elliptic differential operator $B_e$, introduced in (1.23), and give a concrete decomposition of the left-regular representation of $K^L$ on $L^2(S)$.

In the case $V = \text{Herm}(k, \mathbb{F})$, $\mathbb{F} = \mathbb{R}$, $\mathbb{C}$, or $\mathbb{H}$, we discuss in Subsection 1.7 a relation of our spherical harmonics with the classical spherical harmonics on the sphere.

Throughout this subsection we assume $r > 1$ because for $r = 1$ the orbit $S$ consists of a single point.

We complete the idempotent $c_1$ to a Jordan frame $c_1, c_2, \ldots, c_r$ and denote the corresponding Peirce spaces by $V_{ij}$, $1 \leq i, j \leq r$. Choose any $x_0 \in V_{12}$ with $\|x_0\|^2 = 2$ and put $X_0 := [L(c_1), L(x_0)]$ and $t := \mathbb{R}X_0 \subseteq \mathfrak{t}^l$. We further define $\gamma \in t^*_c$ by $\gamma(X_0) = \frac{i}{2} \sqrt{-1}$.

Proposition 1.12. $t$ is a maximal abelian subspace in the orthogonal complement of $t^l_{c_1}$ in $\mathfrak{t}^l$. Moreover, the restricted root system $\Phi(t^l_C, t^l_C)$ is given by

$$\Phi(t^l_C, t^l_C) = \begin{cases} \emptyset & \text{for } d = 1, r = 2, \\ \{\pm \gamma\} & \text{for } d = 1, r > 2, \\ \{\pm 2\gamma\} & \text{for } d > 1, r = 2, \\ \{\pm \gamma, \pm 2\gamma\} & \text{for } d > 1. \end{cases}$$

Proof. We note that

$$\mathfrak{t}^l = \mathfrak{t}^l_0 \oplus \bigoplus_{i<j} \mathfrak{t}^l_{ij},$$

where

$$\begin{align*}
(\mathfrak{t}^l)_0 &= \{D \in \mathfrak{t}^l : Dc_i = 0 \text{ for all } i = 1, \ldots, r\}, \\
\mathfrak{t}^l_{ij} &= \{[L(c_i), L(x)] = -[L(c_j), L(x)] : x \in V_{ij}\}.
\end{align*}$$
In this notation

\[ t_{c_1}^i = t_0^i \oplus \bigoplus_{1 < i < j} t_{ij}^i, \quad m := (t_{c_1}^i) = \bigoplus_{i=2}^r t_{i1}^i. \]

(1) We first show that \( t \) is a maximal abelian subspace in \( m \). Suppose \( y \in \bigoplus_{i=2}^r V_{1i} \) with \( [X_0, [L(c_1), L(y)]] = 0 \). Write \( y = y' + y'' \) with \( y' \in V_{12} \) and \( y'' \in \bigoplus_{i=3}^r V_{1i} \). Then it is easy to see that \( X_0y' \in V_{11} \oplus V_{22} \) and \( X_0y'' \in \bigoplus_{i=3}^r V_{2i} \). Therefore \([L(c_1), L(X_0y)] = 0 \) and hence \[ 0 = [X_0, [L(c_1), L(y)]] = [L(X_0c_1), L(y)] + [L(c_1), L(X_0y)] = -[L(\frac{x}{4}), L(y)]. \]

We obtain \([L(x), L(y)] = 0 \). Applying this operator to \( c_2 \) gives

\[ 0 = [L(x), L(y)]c_2 = \frac{xy''}{4}. \]

By [8, Lemma IV.2.2] we obtain \( \|xy''\|^2 = \frac{1}{8}\|x\|^2\|y''\|^2 \) and hence \( y'' = 0 \). Therefore \( y = y' \in V_{12} \). Applying the operator \([L(x), L(y)] = 0 \) to \( x \) this time gives

\[ 0 = [L(x), L(y)]x = \frac{1}{2}\|x\|^2 (x - y) \]

and hence \( y = \frac{1}{2}\|y\|x \) and therefore \([L(c_1), L(y)] \in t \). Thus \( t \) is maximal in \( m \).

(2) We now calculate the root system \( \Phi(t_{c_1}^i, t_{c_2}) \). For this we observe the following mapping properties of \( \text{ad}(X_0) \):

- \( D \in \mathfrak{t}_0^i \):
  \[ \text{ad}(X_0)D = -[L(c_1), L(Dx_0)] \in t_{12}^i. \]

- \([L(c_1), L(y)] \in \mathfrak{t}_{12}^i \):
  \[ \text{ad}(X_0)[L(c_1), L(y)] = -\frac{1}{4}[L(x_0), L(y)] \in \mathfrak{t}_0^i. \]

- \([L(c_1), L(y)] \in \mathfrak{t}_{1i}^i, i \geq 3 \):
  \[ \text{ad}(X_0)[L(c_1), L(y)] = \frac{1}{2}[L(c_2), L(x_0y)] \in \mathfrak{t}_{2i}. \]

- \([L(c_2), L(y)] \in \mathfrak{t}_{2i}, i \geq 3 \):
  \[ \text{ad}(X_0)[L(c_2), L(y)] = \frac{1}{2}[L(c_1), L(x_0y)] \in \mathfrak{t}_{1i}. \]
• $D \in \mathfrak{t}_{ij}^l$, $2 < i < j$:

$$\text{ad}(X_0)D = 0.$$  

From this one easily obtains the following root spaces:

$$(\mathfrak{k}_{ij}^l)_{\pm \gamma} = \left\{ \frac{2}{\sqrt{-1}} \left[ L(c_1), L(x_0 y) \right] : y \in \bigoplus_{i=3}^r (V_{2i})_c \right\},$$

$$(\mathfrak{k}_{ij}^l)_{\pm 2 \gamma} = \left\{ \left\{ \frac{1}{\sqrt{-1}} \left[ L(c_1), L(y) \right] : y \in (V_{12})_c, y \perp x_0 \right\} : y \in \bigoplus_{i=3}^r (V_{2i})_c \right\},$$

$$(\mathfrak{k}_{ij}^l)_{0} = \left\{ D \in \mathfrak{t}_0^l : Dx_0 = 0 \right\} \oplus \mathbb{C} X_0 \oplus \bigoplus_{2<i<j} (\mathfrak{t}_{ij}^l)_c,$$

which shows the claim.  

\[\square\]

**Remark 1.13.** The case $r = 2$ and $d = 1$ occurs exactly for the Jordan algebra $V = \text{Sym}(2, \mathbb{R}) \simeq \mathbb{R}^{1,2}$ with conformal Lie algebra $\mathfrak{g} = \mathfrak{sp}(2, \mathbb{R}) \simeq \mathfrak{so}(2, 3)$. In this case $\mathfrak{t}^l \simeq \mathfrak{so}(2)$. In all other cases $\mathfrak{t}^l$ is semisimple (see e.g. Table [I]).

Recall the identity component $B_e = \langle e | B \rangle$ of the Bessel operator (see (1.23)).

Suppose $p \in \mathcal{P}^m(\Xi)$, a homogeneous polynomial on $\Xi$ (see (1.8)). We say $p$ is a spherical harmonic on $\Xi$ of degree $m$ if $B_{e}p = 0$. We define the space of harmonic polynomials on $\Xi$ of degree $m$ by

$$\mathcal{H}^m(\Xi) := \{ p \in \mathcal{P}^m(\Xi) : B_{e}p = 0 \},$$

and set $\mathcal{H}^m(\Sigma) := \{ p|_{\Sigma} : p \in \mathcal{H}^m(\Xi) \}$. Since homogeneous polynomials are already determined by their values on the sphere $\Sigma = \{ x \in \Xi : |x| = 1 \}$, we have an obvious isomorphism $\mathcal{H}^m(\Xi) \cong \mathcal{H}^m(\Sigma)$ by restriction.

Recall the subalgebra $\mathfrak{s} \simeq \mathfrak{sl}(2, \mathbb{R})$ of $\mathfrak{g}$ introduced in (1.2). We will later see (Proposition 1.22) that $Z_\mathfrak{g}(\mathfrak{s}) = \mathfrak{t}^l$ and hence $Z_G(\mathfrak{s})$ is a possibly disconnected subgroup of $G$ with Lie algebra $\mathfrak{t}^l$.

**Proposition 1.14.** (1) Let $r > 2$ or $d > 1$. Then each $\mathcal{H}^m(\Sigma)$ is an irreducible $K^L_{c_1}$-spherical representation of $K^L$ of highest weight $2m\gamma$.

(2) Let $r = 2$ and $d = 1$, i.e. $V \simeq \mathbb{R}^{1,2} \simeq \text{Sym}(2, \mathbb{R})$. Then $\mathcal{H}^m(\Sigma)$ is an irreducible representation of $Z_G(\mathfrak{s}) \simeq O(2)$. It decomposes into two irreducible non-isomorphic representations of $K^L \simeq \text{SO}(2)$ for $m > 0$ and is the trivial representation of $K^L$ for $m = 0$.

**Proof.** (1) Let $r > 2$ or $d > 1$. Then $\mathfrak{t}^l$ is semisimple. The Killing form on $\mathfrak{t}^l$ is a scalar multiple of the trace form

$$\mathfrak{t}^l \times \mathfrak{t}^l \rightarrow \mathbb{R}, \quad (D, D') \mapsto \text{Tr}_V(DD').$$
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Examining closely the mapping properties of elements in $m = (\mathfrak{t}^l_{c_1})_\perp \subseteq \mathfrak{t}^l$ one can show that on $m$ the trace form is again a scalar multiple of the $\mathfrak{t}^l_{c_1}$-invariant inner product

$$\kappa([L(c_1), L(x)], [L(c_1), L(y)]) := (x|y), \quad \text{for } x, y \in V(c, \frac{1}{2}).$$

We denote by $\kappa$ also its extension to the scalar multiple of the Killing form on $\mathfrak{k}$. Let $\Omega \in U(\mathfrak{t}^l)$ be the Casimir operator corresponding to this form and denote its action on a function $p \in C^\infty(S)$ by $\Omega \cdot p$. We show that $\Omega$ acts on the spherical $\mathfrak{t}^l$-representation with highest weight $k\gamma$ by the scalar $-\frac{1}{32}k(rd + k - 2)$ and that $\Omega$ acts on $\mathcal{H}^m(S)$ by the scalar $-\frac{1}{8}m(rd + m - 1)$. Note that the scalars $-\frac{1}{32}k(rd + k - 2), k \in \mathbb{N}$, are all distinct. Since $\mathcal{H}^m(S) \subseteq L^2(S)$ is a $K\mathfrak{l}$-invariant subspace, it then has to be an irreducible $K\mathfrak{l}$-representation with highest weight $2m\gamma$.

(1) The Casimir operator $\Omega$ acts on the irreducible $\mathfrak{t}^l$-representation with highest weight $\alpha$ as a scalar $\tilde{\kappa}(\alpha, \alpha + 2\rho)$, where $2\rho$ is the sum of all positive roots. Here $\tilde{\kappa}$ denotes the bilinear form on $m^*_C$ corresponding to $\kappa$ under the identification $m^* \simeq m$ via $\kappa$. We find that

$$\rho = \frac{1}{2}(m_2\gamma \cdot 2\gamma + m_\gamma \cdot \gamma) = \frac{1}{2}((d - 1) \cdot 2\gamma + (r - 2)d \cdot \gamma) = \left(\frac{rd}{2} - 1\right)\gamma.$$

For $\alpha = k\gamma$ we then obtain

$$\tilde{\kappa}(\alpha, \alpha + 2\rho) = k(rd + k - 2)\tilde{\kappa}(\gamma, \gamma) = -\frac{1}{64}k(rd + k - 2)\kappa(X_0, X_0) = -\frac{1}{32}k(rd + k - 2).$$

(2) Since $\Omega$ is $K\mathfrak{l}$-invariant, it suffices to show that

$$(\Omega \cdot p)(c_1) = -\frac{1}{8}m(rd + m - 1)p(c_1)$$

for every $p \in \mathcal{H}^m(S)$. For each $j = 2, \ldots, r$ we choose an orthonormal basis $(e_{jk})_{k=1,\ldots,d}$ of $V_{1j}$. Then the elements $[L(c_1), L(e_{jk})], j = 2, \ldots, r$, form an orthonormal basis of $m$ with respect to the inner product $\kappa$. Since for every element $X \in \mathfrak{t}^l_{c_1}$ we have $(X \cdot p)(c_1) = \frac{d}{dt}|_{t=0} p(e^tX c_1) = 0$, we obtain

$$(\Omega \cdot p)(c_1) = \sum_{j=2}^r \sum_{k=1}^d D^2_{[L(c_1), L(e_{jk})]}p(x)\bigg|_{x=c_1}$$
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coordinates of \( e \) basis. Hence, \( V \) element is contained in some
\( \mathbb{R} = \{ x \in \mathbb{R}^d : \mathbf{L} x = 0 \} \) and we find
\[ D_{Ax}^2 p(c_1) = \left( A c_1 \left| \frac{\partial}{\partial x} \left( A x \left| \frac{\partial p}{\partial x} \right|_{x = c_1} \right) \right. \right) \]
\[ = -\frac{1}{4} \left( e_{jk} \left| \frac{\partial}{\partial x} \left( A x \left| \frac{\partial p}{\partial x} \right|_{x = c_1} \right) \right. \right) \]
\[ = -\frac{1}{4} \frac{\partial}{\partial x_{jk}} \left( A x \left| \frac{\partial p}{\partial x} \right|_{x = c_1} \right) \]
\[ = -\frac{1}{4} \left( A e_{jk} \left| \frac{\partial p}{\partial x} (c_1) \right) - \frac{1}{4} A c_1 \left| \frac{\partial}{\partial x_{jk}} \frac{\partial p}{\partial x} (c_1) \right) \]
\[ = -\frac{1}{16} \left( c_1 - c_j \left| \frac{\partial p}{\partial x} (c_1) \right) + \frac{1}{16} \left( e_{jk} \left| \frac{\partial}{\partial x_{jk}} \frac{\partial p}{\partial x} (c_1) \right) \right) \]
\[ = -\frac{1}{16} \left( \frac{\partial p}{\partial x_1} (c_1) - \frac{\partial f}{\partial x_j} (c_1) \right) + \frac{1}{16} \frac{\partial^2 p}{\partial x^2_{jk}} (c_1), \]
where \( x_1 \) and \( x_j \) denote the coordinates of \( c_1 \) and \( c_j \) and \( x_{jk} \) the
coordinates of \( e_{jk} \) in an arbitrary extension to an orthonormal
basis. Hence,
\[ (\Omega \cdot p)(c_1) = \frac{1}{16} \sum_{j=2}^d \sum_{k=1}^d \frac{\partial^2 p}{\partial x^2_{jk}} (c_1) + \frac{1}{16} \sum_{j=1}^r \frac{\partial p}{\partial x_j} (c_1) - \frac{r}{16} \frac{\partial p}{\partial x_1} (c_1). \]
We now use that \( p \) is harmonic and calculate the action of the
Bessel operator \( B_e \) at the point \( x = c_1 \). Let \( (e_\alpha)_\alpha \subseteq V \) be an
orthonormal basis of \( V \) extending \( (x_{jk})_{j,k} \cup (e_j)_j \) such that every
element is contained in some \( V_{j,k} \). For this note that
\[ (P(e_\alpha, e_\beta) c_1 | e) = \begin{cases} 1 & \text{if } e_\alpha = e_\beta \in V_{11}, \\ \frac{1}{2} & \text{if } e_\alpha = e_\beta \in V_{1j}, \ j = 2, \ldots, r, \\ 0 & \text{else}, \end{cases} \]
and
\[ (e_\alpha | e) = \begin{cases} 1 & \text{if } e_\alpha \in V_{jj} \text{ for } j = 1, \ldots, r, \\ 0 & \text{else}. \end{cases} \]
We find
\[ 0 = B_e p(c_1) = \sum_{\alpha, \beta} \frac{\partial^2 p}{\partial x_\alpha \partial x_\beta} (c_1) (P(e_\alpha, e_\beta) c_1 | e) + \lambda \sum_{\alpha} \frac{\partial p}{\partial x_\alpha} (c_1) e_\alpha \]
\[ = \frac{\partial^2 p}{\partial x^2_1} (c_1) + \frac{1}{2} \sum_{j=2}^r \sum_{k=1}^d \frac{\partial^2 p}{\partial x^2_{jk}} (c_1) + \frac{1}{2} \sum_{j=1}^r \frac{\partial p}{\partial x_j} (c_1). \]
Since \( \frac{\partial p}{\partial x_1}(c_1) = mp(c_1) \) and \( \frac{\partial^2 p}{\partial x_1^2}(c_1) = m(m - 1)p(c_1) \) this gives
\[
\frac{1}{2} \sum_{j=2}^{r} \sum_{k=1}^{d} \frac{\partial^2 p}{\partial x_j^k}(c_1) + \frac{d}{2} \sum_{j=1}^{r} \frac{\partial p}{\partial x_j}(c_1) = -m(m - 1)p(c_1)
\]
which shows the claim.

(2) For \( V = \text{Sym}(2, \mathbb{R}) \) we have \( G = \text{Sp}(2, \mathbb{R})/\{\pm 1\}, K^L = \text{SO}(2)/\{\pm 1\} \) and \( Z_G(s) = O(2)/\{\pm 1\} \). It is easy to check that via the folding map \( p : \mathbb{R}^2 \setminus \{0\} \rightarrow \Xi \) the space \( \mathcal{H}^m(\Xi) \) becomes \( \mathcal{H}^{2m}(\mathbb{R}^2) \), the classical spherical harmonics of degree \( 2m \) on \( \mathbb{R}^2 \). This is certainly an irreducible \( O(2) \)-representation which decomposes into two non-isomorphic irreducible \( \text{SO}(2) \)-representations.

**Theorem 1.15.** The left-regular representation of \( K^L \) on \( L^2(\mathbb{S}) \) decomposes into a multiplicity-free direct sum of irreducible representations of \( K^L \). More precisely,
\[
L^2(\mathbb{S}) = \bigoplus_{m=0}^{\infty} \mathcal{H}^m(\mathbb{S}).
\]
with \( \mathcal{H}^m(\mathbb{S}) \) irreducible for \( r > 2 \) or \( d > 1 \) or \( m = 0 \) and \( \mathcal{H}^m(\mathbb{S}) \) decomposing into two non-isomorphic irreducible components for \( r = 2 \), \( d = 1 \) and \( m > 0 \).

**Proof.** (1) Let us first assume that \( r > 2 \) or \( d > 1 \) so that \( \xi^1 \) is semisimple.

Since \( \mathbb{S} \simeq K^L/K^L_{c_1} \) is a semisimple symmetric space, the space \( L^2(\mathbb{S}) \) is the multiplicity-free direct sum of all \( K^L_{c_1} \)-spherical \( K^L \)-representations by a theorem of E. Cartan. By Proposition 1.12 the only possible highest weights that can appear in \( L^2(\mathbb{S}) \) are given by
\[
\begin{align*}
\{ m\gamma : m \in \mathbb{N} \} & \quad \text{for } d = 1, \\
\{ 2m\gamma : m \in \mathbb{N} \} & \quad \text{for } d > 1.
\end{align*}
\]
If \( d > 1 \) then by Proposition 1.14 these representations in fact appear in \( L^2(\mathbb{S}) \) and hence their direct sum has to be dense in \( L^2(\mathbb{S}) \). The same argument applies to the case of \( d = 1 \) (i.e. \( V \simeq \text{Sym}(n, \mathbb{R}), n \geq 2 \)) where it only remains to show that the weights \( m\gamma \) for \( m \in \mathbb{N} \) odd do not appear as highest weights of \( K^L_{c_1} \)-spherical representations. This is done in the next lemma.

(2) In the case \( V = \text{Sym}(2, \mathbb{R}) \) we have \( \mathbb{S} \simeq \mathbb{P}^1(\mathbb{R}) = S^1/\{\pm 1\} \) and the decomposition is simply the expansion into Fourier coefficients since \( \mathcal{H}^m(\mathbb{S}) \simeq \mathcal{H}^{2m}(S^1) = C e^{2m\sqrt{-1} \theta} \oplus C e^{-2m\sqrt{-1} \theta} \) for \( m > 0 \) and \( \mathcal{H}^0(\mathbb{S}) \simeq \mathbb{C} \).

**Lemma 1.16.** Let \( V = \text{Sym}(k, \mathbb{R}), k \geq 3 \). Then the weights \( m\gamma \) for \( m \in \mathbb{N} \) odd are not highest weights of \( K^L_{c_1} \)-spherical irreducible representations of \( K^L \).
Proof. In this case $K^L = \text{FSO}(k)$ acting by conjugation on $V = \text{Sym}(k, \mathbb{R})$. Since $c_1 = \text{diag}(1,0\ldots,0)$, its stabilizer in $K^L$ is given by $K^L_{c_1} = S(O(1) \times O(k-1))$. It is known that the irreducible $\text{SO}(k)$-representation of highest weight $m \gamma$ is the representation on the space $\mathcal{H}^m(\mathbb{R}^k)$ of spherical harmonics of degree $m$ in $\mathbb{R}^k$. Obviously, the group $K^L_{c_1}$ fixes a non-zero vector in $\mathcal{H}^m(\mathbb{R}^k)$ if and only if $m$ is even which shows the claim. \qed

Now we also determine the spherical vectors and the highest weight vectors (with respect to a maximal torus in $t_C$ containing $t_C$) in each $\mathcal{H}^m(\mathbb{S})$.

**Proposition 1.17.** Assume $r > 2$ or $d > 1$. For every $m \in \mathbb{N}$ the space $\mathcal{H}^m(\mathbb{S})^{K^L_{c_1}}$ of $K^L_{c_1}$-invariant harmonics of degree $m$ is one-dimensional and spanned by the function $\varphi_m \in \mathcal{H}^m(\mathbb{S})$ given by

$$\varphi_m(x) = 2F_1(-m, m + r\lambda - 1; \lambda; (x|c_1)), \quad x \in \mathbb{S},$$

where $r$ is the rank of $V$ (or the rank of the symmetric space $G/K$) and $\lambda = \frac{d}{2}$ is the smallest non-zero discrete Wallach point (see \[1,12\]).

**Remark 1.18.** The function $2F_1(-m, m + r\lambda - 1; \lambda; z)$ is a polynomial of $z$ of degree $m$, which can be expressed in terms of the Jacobi polynomials $P_n^{(\alpha,\beta)}(z)$:

$$2F_1(-m, m + r\lambda - 1; \lambda; z) = \frac{m! \Gamma(\lambda)}{\Gamma(m + \lambda)} P_n^{(\lambda - 1, (r-1)\lambda - 1)}(1 - 2z).$$

In the case $V = \text{Sym}(k, \mathbb{R})$, we have $\lambda = \frac{d}{2} = \frac{1}{2}$ and $r = k$ and the spherical vector reduces

$$2F_1(-m, m + r\lambda - 1; \lambda; z^2) = (-1)^m \frac{(2m)! (r\lambda - \frac{1}{2})_m}{(\frac{1}{2})_m (2r\lambda - 2)_m (m + r\lambda - \frac{1}{2})_m} \mathcal{C}^{r\lambda - 1}_m(z),$$

by the change of the coordinates $z \mapsto z^2$ (see \[A.2\] in the Appendix). Here $\mathcal{C}^{r\lambda}_m(z)$ denotes the Gegenbauer polynomial. This corresponds to the well-known fact that if $f \in C^\infty(S^{n-1})$ is invariant by $O(n-1)$ acting on the last $n-1$ coordinates and satisfies $\Delta_{S^{n-1}} f = -k(k+n-2)f$, then $f$ is a scalar multiple of the Gegenbauer polynomial $\mathcal{C}^{\frac{2k-2}{2}}(x_1), (x_1, \ldots, x_n) \in S^{n-1}$.

**Proof of Proposition 1.17.** Since $\varphi_m$ is clearly $K^L_{c_1}$-invariant, it only remains to show that the $m$-homogeneous extension

$$\overline{\varphi}_m(x) = \text{tr}(x)^m \varphi_m(x|c_1), \quad x \in V,$$

to a polynomial $\overline{\varphi}_m \in \mathcal{P}^m(V)$ is harmonic. Note that $\overline{\varphi}_m(x) = \text{tr}(x)^m u((x|c_1)|x/e)$ with $u(z) = 2F_1(-m, m + r\lambda - 1; \lambda; z)$. Then

$$\mathcal{B}_e \overline{\varphi}_m(x) = \mathcal{B}_e \text{tr}(x)^m \cdot u \left( \frac{(x|c_1)}{(x|e)} \right) + 2 \left( \frac{\partial}{\partial x} \text{tr}(x) \cdot u \left( \frac{(x|c_1)}{(x|e)} \right) \right) x \cdot e$$

$$+ \text{tr}(x)^m \cdot \mathcal{B}_e \left[ u \left( \frac{(x|c_1)}{(x|e)} \right) \right].$$
We have
\[
\frac{\partial \text{tr}^m}{\partial x}(x) = m \text{tr}(x)^{m-1}, \quad B_e \text{tr}(x)^m = m(r\lambda + m - 1)\text{tr}(x)^{m-1}.
\]
Therefore
\[
\left( P \left( \frac{\partial \text{tr}^m}{\partial x}(x), \frac{\partial}{\partial x} \left( \frac{x|c_1}{(x|e)} \right) \right) \left| x \right| e \right) = m \text{tr}(x)^{m-1} \left( x \right| \frac{\partial}{\partial x} \left( \frac{x|c_1}{(x|e)} \right) \right) = m \text{tr}(x)^{m-1} E \left[ u \left( \frac{x|c_1}{(x|e)} \right) \right],
\]
where \( E = (x|\frac{\partial}{\partial x}) \) is the Euler operator. Since the Euler operator is a radial operator and \( u \left( \frac{x|c_1}{(x|e)} \right) \) is invariant under dilations, this term vanishes and we find
\[
B_{ev\overline{\varpi}}(x) = m(r\lambda + m - 1)\text{tr}(x)^{m-1} u \left( \frac{x|c_1}{(x|e)} \right) + \text{tr}(x)^m B_e \left[ u \left( \frac{x|c_1}{(x|e)} \right) \right].
\]
To calculate the action of \( B_e \) on \( u \left( \frac{x|c_1}{(x|e)} \right) \), let \( (e_\alpha) \) be an orthonormal basis of \( V \) and denote by \( x_\alpha \) the coordinates of \( x \in V \) with respect to this basis.

Then
\[
\frac{\partial}{\partial x_\alpha} u \left( \frac{x|c_1}{(x|e)} \right) = \left( e_\alpha | c_1 \right) \left( \frac{x|e}{(x|e)} \right) - \left( e_\alpha | e \right) (x|c_1) \frac{x|e}{(x|e)} u' \left( \frac{x|c_1}{(x|e)} \right),
\]
\[
\frac{\partial^2}{\partial x_\alpha \partial x_\beta} u \left( \frac{x|c_1}{(x|e)} \right) = \left( e_\alpha | c_1 \right) \left( \frac{x|e}{(x|e)} \right) - \left( e_\alpha | e \right) (x|c_1) \frac{x|e}{(x|e)} u'' \left( \frac{x|c_1}{(x|e)} \right) u' \left( \frac{x|c_1}{(x|e)} \right) + \left( 2 \left( e_\alpha | e \right) (x|c_1) - \left( e_\alpha | c_1 \right) (x|e) \right) \frac{x|e}{(x|e)^2} u' \left( \frac{x|c_1}{(x|e)} \right).
\]

Hence,
\[
B_e \left[ u \left( \frac{x|c_1}{(x|e)} \right) \right] = \left( P(c_1, c_1) \frac{x|e}{(x|e)^2} - 2 \left( x|c_1 \right) (P(c_1, e) x|e) \frac{x|e}{(x|e)^3} + \left( x|c_1 \right)^2 (P(e, e) x|e) \frac{x|e}{(x|e)^4} \right) u'' \left( \frac{x|c_1}{(x|e)} \right) u' \left( \frac{x|c_1}{(x|e)} \right) u'' \left( \frac{x|c_1}{(x|e)} \right)
\]
\[
+ \left( 2 \left( x|c_1 \right) (P(e, e) x|e) \frac{x|e}{(x|e)^3} - 2 \left( P(c_1, e) x|e \right) \frac{x|e}{(x|e)^2} \right) u' \left( \frac{x|c_1}{(x|e)} \right) u' \left( \frac{x|c_1}{(x|e)} \right) + \left( \frac{c_1 | e}{(x|e)} \right) \frac{e|e c_1}{(x|e)^2} \frac{x|e}{(x|e)^2} u' \left( \frac{x|c_1}{(x|e)} \right) \frac{x|e}{(x|e)^2}
\]
\[
+ \lambda \left( \frac{c_1 | e}{(x|e)} \right) \frac{e|e c_1}{(x|e)^2} \frac{x|e}{(x|e)^2} u' \left( \frac{x|c_1}{(x|e)} \right) \frac{x|e}{(x|e)^2} \frac{x|e}{(x|e)^2}
\]
\[
= \frac{1}{(x|e)^2} \left( 1 - (x|c_1) \frac{x|e}{(x|e)^2} \right) u'' \left( \frac{x|c_1}{(x|e)} \right) + \lambda \left( 1 - (x|c_1) \frac{x|e}{(x|e)^2} \right) u' \left( \frac{x|c_1}{(x|e)} \right) + \frac{1}{(x|e)^2} m(r\lambda + m - 1) u \left( \frac{x|c_1}{(x|e)} \right)
\]
by the differential equation for the hypergeometric function. Hence, \( B_{ev\overline{\varpi}}m = 0 \). \( \square \)
Let \( \tilde{t}_C \subseteq \mathfrak{t}_C^* \) be a maximal torus containing \( \mathfrak{t}_C \). Abusing notation, we denote by \( \gamma \) also the element in \( \tilde{t}_C^* \) which vanishes on \( \mathfrak{t}_C^* \) and equals \( \gamma \) on \( (\mathfrak{t}_C^*)^\perp \). We choose an ordering on \( \Phi(\mathfrak{t}_C^*, \tilde{t}_C) \) such that \( \gamma \) is positive.

**Proposition 1.19.** Assume \( r > 2 \) or \( d > 1 \). For every \( m \in \mathbb{N} \) the function \( \phi_m \) on \( S \) defined by

\[
\phi_m(x) := (x|c_1 + \sqrt{-1}x_0 - c_2)^m, \quad x \in S,
\]

is a highest weight vector with respect to \( \tilde{t}_C \) in \( \mathcal{H}^m(S) \).

**Proof.** Let us write \( a = c_1 + \sqrt{-1}x_0 - c_2 \) for short. We divide the proof into two steps.

1. **Claim:** \( \phi_m \in \mathcal{H}^m(S) \). Clearly \( \phi_m \) defines a homogeneous polynomial of degree \( m \) by the same formula \( \phi_m(x) = (x|a)^m \). Since \( \partial x \phi_m(x) = a \) we obtain

\[
B_a \phi_m(x) = m(m - 1)(x|a)^{m-2}(P(a)x|e) + m\lambda(x|a)^{m-1}(a|e) = m(m - 1)(x|a)^{m-2}(x|a^2) + m\lambda(x|a)^{m-1}\text{tr}(a) = 0
\]

since \( a^2 = 0 \) and \( \text{tr}(a) = 0 \). Hence, \( \phi_m \in \mathcal{H}^m(S) \).

2. **Claim:** \( \phi_m \) is a weight vector of weight \( 2m\gamma \). Note that

\[
X_0a = X_0c_1 + \sqrt{-1}X_0x_0 - X_0c_2 = -\frac{x_0}{4} + \sqrt{-1}\frac{c_1 - c_2}{2} - \frac{x_0}{4} = \frac{1}{2}\sqrt{-1}a.
\]

Hence,

\[
X_0 \cdot \phi_m(x) = -D_{X_0x} \phi_m(x) = -\left( X_0x \left| \frac{\partial \phi_m(x)}{\partial x} \right. \right) = -m(x|a)(X_0x|a) = m(x|a)(x|X_0a) = \frac{m}{2}\sqrt{-1}(x|a)^m = 2m\gamma(X_0x)\phi_m(x).
\]

Hence, \( \phi_m \in \mathcal{H}^m(S)_{2m\gamma} \). Since \( \mathcal{H}^m(S) \) is a highest weight representation with highest weight \( 2m\gamma \), the claim follows. \[\square\]

### 1.6 Branching laws with respect to \( \mathfrak{sl}(2, \mathbb{R}) \)

We recall from \([1,2]\) that there is a distinguished subalgebra \( \mathfrak{s} \simeq \mathfrak{sl}(2, \mathbb{R}) \) of \( \mathfrak{g} = \mathfrak{co}(V) \). Let \( S^\gamma = SL(2, \mathbb{R})^\gamma \) denote the connected subgroup of \( G^\gamma \) with Lie algebra \( \mathfrak{s} \simeq \mathfrak{sl}(2, \mathbb{R}) \). We shall prove that our minimal representation splits discretely into a direct sum of irreducible unitary representations when we restrict it to the subalgebra \( \mathfrak{s} \). For each irreducible representation \( \pi_t \) of \( SL(2, \mathbb{R})^\gamma \), the multiplicity space \( \text{Hom}_{SL(2, \mathbb{R})^\gamma}(\pi_t, L^2(\Xi)) \) is described by the space of generalized spherical harmonics, on which the compact subgroup
of $G$ acts naturally. We will even see that the possibly disconnected compact subgroup $Z_{G^L}(s) \subseteq G^L$ with Lie algebra $\mathfrak{k}^L$ acts on the space of generalized spherical harmonics. Thus we shall find the branching law of the minimal representation with respect to $SL(2, \mathbb{R})^L \times Z_{G^L}(s)$ in Theorem 1.24 for the Schrödinger model and in Theorem 2.24 for the Fock model.

Discretely decomposable restriction

First of all, we give a quick review of a general theory of discretely decomposable representations.

We begin with a general setting. Let $\mathfrak{g}' = \mathfrak{k}' + \mathfrak{p}'$ be a Cartan decomposition of a semisimple Lie algebra over $\mathbb{R}$. The following notion singles out an algebraic property of unitary representations that split into irreducible representations without continuous spectra.

**Definition 1.20.** Let $(\varpi, X)$ be a $(\mathfrak{g}', \mathfrak{k}')$-module.

1. We say $\varpi$ is $\mathfrak{k}'$-admissible if $\dim \text{Hom}_{\mathfrak{k}'}(\tau, \varpi) < \infty$ for any irreducible, finite dimensional representation $\tau$ of $\mathfrak{k}'$.
2. ([15, Definition 1.1]) We say $\varpi$ is a discretely decomposable if there exist an increasing sequence of $(\mathfrak{g}', \mathfrak{k}')$-modules $\{X_j\}_{j \in \mathbb{N}}$ of finite length such that

$$X = \bigcup_{j=0}^{\infty} X_j,$$

3. We say $\varpi$ is infinitesimally unitary with respect to a Hermitian inner product $(\ , \ )$ on $X$ if

$$(\varpi(Y)u, v) = -(u, \varpi(Y)v) \quad \text{for any } Y \in \mathfrak{g}' \text{ and any } u, v \in X.$$

We collect some basic results on discretely decomposable $(\mathfrak{g}', \mathfrak{k}')$-modules:

**Fact 1.21 (see [14]).** Let $(\varpi, X)$ be a $(\mathfrak{g}', \mathfrak{k}')$-module.

1. If $\varpi$ is $\mathfrak{k}'$-admissible, then $\varpi$ is discretely decomposable as a $(\mathfrak{g}', \mathfrak{k}')$-modules.
2. Suppose $\varpi$ is discretely decomposable as a $(\mathfrak{g}', \mathfrak{k}')$-module. If $\varpi$ is infinitesimally unitary, then $\varpi$ is isomorphic to an algebraic direct sum of irreducible $(\mathfrak{g}', \mathfrak{k}')$-modules.

The point here is that $(\varpi, X)$ is not necessarily of finite length as a $(\mathfrak{g}', \mathfrak{k}')$-module. We shall apply this concept to the specific situation where $\mathfrak{g}' = \mathfrak{s}(2, \mathbb{R})$. 
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The dual pair

Recall that \( \mathfrak{s} \simeq \mathfrak{sl}(2, \mathbb{R}) \) is the subalgebra of \( \mathfrak{g} = \mathfrak{co}(V) \) spanned by \( E, F \) and \( H \) and that the compact group \( K^L \) has Lie algebra \( \mathfrak{k}^L \). Let \( \mathfrak{co}(V) \)

**Proposition 1.22.** \((\mathfrak{s}, \mathfrak{aut}(V))\) is a reductive dual pair in \( \mathfrak{co}(V) \).

**Proof.** Let \( Z_{\mathfrak{co}(V)}(\mathfrak{s}) \) denote the centralizer of \( \mathfrak{s} \) in \( \mathfrak{co}(V) \). We first show that \( Z_{\mathfrak{co}(V)}(\mathfrak{s}) = \mathfrak{aut}(V) \). An element \((u, T, v) \in \mathfrak{co}(V)\) is in the centralizer of \( \mathfrak{s} \) in \( \mathfrak{co}(V) \) if and only if the following three equations hold:

\[
0 = [(u, T, v), E] = (Te, -2e \Box v, 0) \quad (1.27)
0 = [(u, T, v), H] = (-u, 0, v) \quad (1.28)
0 = [(u, T, v), F] = (0, 2u \Box e, -T^\# e). \quad (1.29)
\]

Equation (1.28) implies immediately that \( u = 0 = v \) and (1.27) yields \( Te = 0 \) which is equivalent to \( T \in \mathfrak{aut}(V) \). In this case, all equations are satisfied and we obtain \( Z_{\mathfrak{co}(V)}(\mathfrak{s}) = \mathfrak{aut}(V) \).

Conversely let us prove that \( Z_{\mathfrak{co}(V)}(\mathfrak{aut}(V)) = \mathfrak{s} \). We have \((u, T, v) \in Z_{\mathfrak{co}(V)}(\mathfrak{aut}(V))\) if and only if

\[
0 = [(u, T, v), (0, S, 0)] = (-Su, [T, S], S^\# v) \quad \forall S \in \mathfrak{aut}(V).
\]

First, by the next lemma we obtain that \( u, v \in \mathbb{R} e \). It remains to show that \( T \in \mathbb{R} id \). Write \( T = L(x) + D \). Then \([T, S] = 0\) for all \( S \in \mathfrak{aut}(V)\) implies \( Sx = 0\) and \([S, D] = 0\) for all \( S \in \mathfrak{aut}(V)\). Again by the next lemma, we obtain \( x \in \mathbb{R} e \), so it remains to show that \( D = 0 \). Let \( Z(\mathfrak{l}) \) denote the center of \( \mathfrak{l} \). We know that \( Z(\mathfrak{l}) = \mathbb{R} id \) and \( \mathfrak{l} = [\mathfrak{l}, \mathfrak{l}] \oplus Z(\mathfrak{l}) \) with \([\mathfrak{l}, \mathfrak{l}]\) semisimple. Since \( \mathfrak{aut}(V) \) is generated by the derivations \([L(x), L(y)]\), \( x, y \in V \), we have \( \mathfrak{aut}(V) \subseteq [\mathfrak{l}, \mathfrak{l}] \). Therefore \( \mathfrak{aut}(V) \) is a symmetric subalgebra of the semisimple Lie algebra \([\mathfrak{l}, \mathfrak{l}]\) and hence semisimple itself. Thus, \([S, D] = 0\) for all \( S \in \mathfrak{aut}(V)\) implies \( D = 0 \) and the proof is complete. \(\square\)

**Lemma 1.23.** Let \( x \in V \). If \( Dx = 0 \) for all \( D \in \mathfrak{aut}(V) \) then \( x \in \mathbb{R} e \).

**Proof.** Write \( x = \sum_{i \leq j} x_{ij}, x_{ij} \in V_{ij} \). For convenience we put \( x_{ji} := x_{ij} \) for \( i < j \). For \( D = [L(c_i), L(y)], y \in V_{ij}, i \neq j \), we obtain

\[
0 = Dx = c_i(xy) - y(c_i x)
= c_i \left( \sum_{k \neq j} x_{ik}y + \sum_{k \neq i} x_{kj}y + x_{ij}y \right) - y \left( x_{ii} + \frac{1}{2} \sum_{k \neq i} x_{ik} \right)
= \frac{1}{2} x_{ii}y + \frac{1}{2} \sum_{k \neq i} x_{kj}y + \frac{(x_{ij}y)}{2} c_i - x_{ii}y - \frac{1}{2} \sum_{k \neq i} x_{ik}y.
\]
The $c_i$-component of this expression is $\frac{1}{2}(x_{ij}|y)c_i$ which has to vanish for every $y \in V_{ij}$. Since $\tau$ is non-degenerate, this means that $x_{ij} = 0$ for all $i \neq j$. Hence, $x = \sum_{i=1}^{r_0} t_i c_i$. From the above calculation we obtain

$$0 = \frac{t_i}{4} y + \frac{t_j}{4} y - \frac{t_j - t_i}{2} y$$

which implies $t_i = t_j$. Since this has to hold for all $i, j = 1, \ldots, r_0$, we obtain $x \in \mathbb{R}e$. \hfill \blacksquare

**The $\mathfrak{sl}(2, \mathbb{R})$-representations**

The integral formula (1.11) with respect to the polar decomposition $\Xi \simeq \mathbb{R}_+ \times S$ leads us to the isomorphism of the Hilbert space:

$$L^2(\Xi, d\mu) \simeq L^2(\mathbb{R}_+, t^{r\lambda - 1} dt) \otimes L^2(S).$$

By using Theorem 1.15 we obtain:

$$L^2(\Xi, d\mu) \simeq \sum_{m=0}^{\infty} L^2(\mathbb{R}_+, t^{r\lambda - 1} dt) \otimes \mathcal{H}^m(S). \quad (1.30)$$

We show in Theorem 1.24 that this is the decomposition of the representation $\pi$ into irreducible $S^n \times Z_{G^0}(\mathfrak{g})$-representations. The proof essentially coincides with Kobayashi–Mano [17, Section 1.3] in the case $V = \text{Sym}(k, \mathbb{R})$ and $V = \mathbb{R}^{1,k-1}$ or in the deformed setting [4, Theorem 3.28], but we use the Jordan algebra to carry out necessary computations.

First of all, we review a realization of a series $\tilde{\pi}_s (-1 < s < \infty)$ of lowest weight representations of the universal covering group of $\text{SL}(2, \mathbb{R})$ on $L^2(\mathbb{R}_+)$ (see B. Kostant [21] or an earlier work by Ranga Rao [27]). Following [21], we define the differential action $d\tilde{\pi}_s$ of the Lie algebra $\mathfrak{sl}(2, \mathbb{R})$ on $L^2(\mathbb{R}_+)$ by the following skew-adjoint operators, $t$ denoting the variable in $\mathbb{R}_+$:

$$d\tilde{\pi}_s(e) = \sqrt{-1} t, \quad d\tilde{\pi}_s(h) = 2t \frac{d}{dt} + 1, \quad d\tilde{\pi}_s(f) = \sqrt{-1} \left( t \frac{d^2}{dt^2} + \frac{d}{dt} - \frac{s^2}{4t} \right).$$

Further, the underlying $(\mathfrak{g}, \mathfrak{g})$-module is spanned over $\mathbb{C}$ by the functions

$$\tilde{\phi}^+_{k}(t) = t^{\frac{s}{2}} e^{-t} L^s_k(2t), \quad k \in \mathbb{N},$$

where $L^s_n(z)$ denote the Laguerre polynomials.
Let \( \mu \in \mathbb{R} \) (we shall take a specific \( \mu \) later), and transfer these representations to \( L^2(\mathbb{R}_+, t^\mu \, dt) \), through the unitary isomorphism

\[
\mathcal{U} : L^2(\mathbb{R}_+) \rightarrow L^2(\mathbb{R}_+, t^\mu \, dt), \quad \mathcal{U} f(t) = t^{-\frac{\mu}{2}} f(t).
\]

Define the representation \( \pi_s \) on \( L^2(\mathbb{R}_+, t^\mu \, dt) \) by

\[
\pi_s := U \circ \tilde{\pi}_{s-1}^{-1} \circ U^{-1}.
\]

(Note that the parameterization of \( \pi_s \) follows [8] and the parametrization of \( \tilde{\pi}_s \) follows [21]. The parameterizations are such that \( s \) is the lowest weight of \( \pi_s \cong \tilde{\pi}_{s-1} \).) Then its differential representation is given by

\[
d\pi_s(e) = \sqrt{-1} t,
d\pi_s(h) = 2t \frac{d}{dt} + (\mu + 1),
d\pi_s(f) = \sqrt{-1} \left( t \frac{d^2}{dt^2} + (\mu + 1) \frac{d}{dt} - \frac{(s-1)^2 - \mu^2}{4t} \right).
\]

The underlying \((\mathfrak{sl}(2, \mathbb{R}), \mathfrak{so}(2))\)-module \( V_s \) is spanned by the functions

\[
\phi_k^s(t) := U \tilde{\phi}_{k-1}^s(t) = t^{\frac{-s-1}{2}} e^{-t} L_k^s(2t), \quad k \in \mathbb{N}.
\]

We obtain representations \((\pi_s, L^2(\mathbb{R}_+, t^\mu \, dt))\) of \( \tilde{\text{SL}(2, \mathbb{R})} \) for \( s \in (0, \infty) \) with underlying Lie algebra modules \( (d\pi_s, V_s) \).

Now put \( \mu := r\lambda - 1 \) and \( s := r\lambda + 2m, \) \( m \in \mathbb{N} \). We collect some additional information on the resulting representations. The action of the inverse Cayley transformed \( \mathfrak{sl}_2 \)-triple \( (\tilde{e}, \tilde{f}, \tilde{h}) \) (see Subsection 1.2) on the basis \( \phi_k^s \) is given by

\[
d\pi_s(\tilde{e}) \phi_k^s = 2\sqrt{-1} \phi_{k+1}^s, 
d\pi_s(\tilde{h}) \phi_k^s = (r\lambda + 2m + 2k) \phi_k^s, 
d\pi_s(\tilde{f}) \phi_k^s = \frac{1}{2} k (r\lambda + 2m + k - 1) \sqrt{-1} \phi_{k-1}^s.
\]

where for convenience we put \( \phi_{s+1}^s := 0 \). Hence, the vector \( \phi_0^s(t) = t^{2m} e^{-t} \) is a lowest weight vector, i.e. \( d\pi_s(f) \phi_0^s = 0 \). The lowest weight is given by \( r\lambda + 2m \).

For each \( m \in \mathbb{N} \), we define a linear map \( \Phi_m \) by

\[
\Phi_m : L^2(\mathbb{R}_+, t^{r\lambda-1} \, dt) \otimes \mathcal{H}^m(S) \rightarrow L^2(\Xi, \, d\mu), \quad (1.31)
\]

\[
\Phi_m(f \otimes \phi)(x) = f(|x|) \phi(\frac{x}{|x|}).
\]

This constructs each summand in (1.30), and \( \Phi_m \) respects the actions of \( \text{SL}(2, \mathbb{R}) \times Z_{G\circ\nu}(s) \) as follows:
Theorem 1.24. (1) The linear map \( \Phi_m \) respects the action of \( \mathfrak{sl}(2, \mathbb{R}) \), that is,

\[
\begin{align*}
\text{d} \pi(E) \circ \Phi_m &= \Phi_m \circ (\text{d} \pi_{r\lambda+2m}(e) \otimes \text{id}), \\
\text{d} \pi(H) \circ \Phi_m &= \Phi_m \circ (\text{d} \pi_{r\lambda+2m}(h) \otimes \text{id}), \\
\text{d} \pi(F) \circ \Phi_m &= \Phi_m \circ (\text{d} \pi_{r\lambda+2m}(f) \otimes \text{id}).
\end{align*}
\]

(2) The \( (\mathfrak{sl}(2, \mathbb{R}), \mathfrak{so}(2)) \)-module \( \Phi_m(\mathcal{V}_{r\lambda+2m} \otimes \mathcal{H}^m(\mathbb{S})) \) is contained in the space \( L^2(\Xi)_t \) of \( \mathfrak{t} \)-finite vectors of \( L^2(\Xi, d\mu) \).

(3) The representation \((\pi, L^2(\Xi, d\mu))\) decomposes into a multiplicity-free sum of irreducible representations of \( SL(2, \mathbb{R}) \times Z_{G'}(s) \) as follows:

\[
L^2(\Xi, d\mu)_t \simeq \bigoplus_{m=0}^{\infty} \mathcal{V}_{r\lambda+2m} \otimes \mathcal{H}^m(\mathbb{S}),
\]

and its underlying \((\mathfrak{g}, \mathfrak{t})\)-module decomposes under the action of the dual pair \((\mathfrak{g}, \mathfrak{t})\) as

\[
L^2(\Xi, d\mu)_t \simeq \bigoplus_{m=0}^{\infty} \mathcal{V}_{r\lambda+2m} \otimes \mathcal{H}^m(\mathbb{S}),
\]

where \( \mathcal{V}_s \) is the irreducible representation of \( \mathfrak{s} \simeq \mathfrak{sl}(2, \mathbb{R}) \) of lowest weight \( s \) and \( \mathcal{H}^m(\mathbb{S}) \) is an irreducible \( \mathfrak{t}' \)-module for \( r > 2 \) or \( d > 1 \) or \( m = 0 \) and decomposes into two irreducible non-isomorphic \( \mathfrak{t}' \)-modules for \( r = 2, d = 1 \) and \( m > 0 \).

Remark 1.25. (1) Suppose \( G' \) is a reductive subgroup of \( G \). In general \( \mathfrak{t}' \)-finite vectors are not necessarily \( \mathfrak{t} \)-finite vectors in the irreducible unitary representation \( \pi \) of \( G \). The first statement of Theorem 1.24 constructs a discrete part of the branching law of the restriction \( \pi|_{G'} \), and the second statement implies that there is no continuous spectrum.

(2) For \( \mathfrak{g} = \mathfrak{so}(2, k) \) and \( \mathfrak{g} = \mathfrak{sp}(k, \mathbb{R}) \) this decomposition was given in [17] Section 1.3 and extended to a Dunkl setting in [5]. See also [19, Theorem 7.1] for the branching law for the minimal representation of \( O(p, q) \) to the subgroup \( O(p, q_1) \times O(q_2) \) when \( p + q \) is even and \( q_1 + q_2 = q \).

Proof of Theorem 1.24. (1) Let \( f \otimes \phi \in L^2(\Xi)_t \). Then

\[
\begin{align*}
\text{d} \pi(E)(\Phi_m(f \otimes \phi))(x) &= \sqrt{\text{Tr}(x)} f(|x|) \phi(\frac{x}{|x|}) \\
&= \Phi_m(\text{d} \pi_{r\lambda+2m}(e) f \otimes \phi)(x), \\
\text{d} \pi(H)(\Phi_m(f \otimes \phi))(x) &= (2D_x + r\lambda) \frac{1}{|x|} f(|x|) \phi(\frac{x}{|x|}) \\
&= \left(2|x|f'(|x|) + r\lambda f(|x|) \right) \phi(\frac{x}{|x|}) \\
&= \Phi_m(\text{d} \pi_{r\lambda+2m}(h) f \otimes \phi)(x).
\end{align*}
\]
For the action of $F$ we use Lemma 1.5 to obtain

$$d\pi(F)(\Phi_m(f \otimes \phi))(x) = \sqrt{-1} B e \left[ f(|x|) \phi(x) \right]$$

$$= \sqrt{-1} \left( B_e f(|x|) \cdot \phi(x) + 2 \left( P \left( \frac{\partial}{\partial x} f(|x|), \frac{\partial}{\partial x} \phi(x) \right) x \right| e + f(|x|) \cdot B_e \phi(x) \right).$$

By using the formulae

$$B_e f(|x|) = |x| f''(|x|) + r \lambda f'(|x|),$$

$$\frac{\partial}{\partial x} f(|x|) = f'(|x|) e,$$

$$\frac{\partial}{\partial x} \phi(x) = \frac{\partial}{\partial x} \left[ \text{tr}(x)^{-m} \phi(x) \right]$$

we find that

$$P \left( \frac{\partial}{\partial x} f(|x|), \frac{\partial}{\partial x} \phi(x) \right) x \right| e$$

$$= f'(|x|) \left( -m |x|^{-1} \phi(x) (P(e, e) x | e) + |x|^{-m} \left( P (e, \frac{\partial \phi}{\partial x}) x \right| e \right) \right)$$

$$= f'(|x|) \left( -m \phi(x) + |x|^{-m} \left( x \frac{\partial \phi}{\partial x} \right) \right)$$

$$= f'(|x|) \left( -m \phi(x) + m |x|^{-m} \phi(x) \right) = 0.$$  

Further, for the last term we have with Lemma 1.8

$$B_e \phi(x) = B_e \left[ \text{tr}(x)^{-m} \phi(x) \right]$$

$$= -m (r \lambda + m - 1) |x|^{-m-1} \phi(x) = -m (r \lambda + m - 1) |x|^{-1} \phi(x).$$

Putting things together gives

$$d\pi(F)(\Phi(f \otimes \phi))(x) = \sqrt{-1} \left( |x| f''(|x|) + r \lambda f'(|x|) - m (r \lambda + m - 1) |x|^{-1} f(|x|) \right) \phi(x)$$

$$= \Phi_m(\Phi(f \otimes \phi))(x).$$

(2) We recall from 1.19 that

$$L^2(\Xi)|t = \mathcal{P}(\Xi) e^{-|x|}.$$

Since $\phi^r_{0 \lambda+2m}(t) = t^{2m} e^{-t}$ is a lowest weight vector in $\mathcal{V}_{r \lambda+2m}$ and

$$\Phi_m(\phi^r_{0 \lambda+2m} \otimes H^m(S)) \in \mathcal{P}(\Xi) e^{-|x|} = L^2(\Xi)|t,$$

the second assertion holds.
(3) Note first that each summand $V_{r,\lambda+2m,\Xi} \mathcal{H}^m(\mathbb{S})$ is an $s$-isotypic component and hence not only $K^L$ but also the possibly disconnected group $Z_{G^V}(s)$ acts on $\mathcal{H}^m(\mathbb{S})$. Since $L^2(\Xi)_t$ is discretely decomposable as an $s \oplus \mathfrak{t}$-module, taking $\mathfrak{t}$-finite vectors in (1.30) now yields the third statement. □

Remark 1.26. In the above proof, we have used a specific fact on the Schrödinger model, namely, $L^2(\Xi)_{\mathfrak{t}}$ coincides with $\mathcal{P}(\Xi) e^{-|x|}$. Alternatively, we can use a representation theoretic result, namely, Fact [1.21] (1). In fact, any lowest weight $(\mathfrak{g},\mathfrak{t})$-module is $z(\mathfrak{t})$-admissible where $z(\mathfrak{t})$ denotes the center of $\mathfrak{t}$. In our setting $z(\mathfrak{t}) = \mathbb{R}(-E + F) \subset \mathfrak{sl}(2,\mathbb{R})$, and thus the assumption of Fact [1.21] is fulfilled.

1.7 Folding maps and the Schrödinger model

The classical Schrödinger model for the Weil representation of the metaplectic group $Mp(n,\mathbb{R})$ is realized on $L^2(\mathbb{R}^n)$, whereas our Schrödinger model for $\mathfrak{g} = sp(n,\mathbb{R})$ is realized in a somewhat different space, namely, the Hilbert space $L^2(\Xi)$ where $\Xi$ is the manifold consisting of symmetric matrices of rank one. In this subsection we relate these two Hilbert spaces by the folding map (see (1.33) below), and also explain the irreducible decompositions in Theorem [1.24] not only for $\mathfrak{g} = sp(k,\mathbb{R})$ but also for the cases $\mathfrak{g} = su(k,k), so^*(4k)$.

Let $V = \text{Herm}(k,F),$ $F = \mathbb{R}, \mathbb{C},$ or $\mathbb{H}$. We let $d = \dim_{\mathbb{R}} F = 2\lambda$ is 1, 2 or 4. The minimal $L$-orbit $\Xi$ is given as the image of the folding map

$$p : \mathbb{F}^k \setminus \{0\} \to \Xi, \quad x \mapsto xx^*, \quad (1.33)$$

where $x^* = x^T$ denotes the composition of transposition and conjugation. The folding map $p$ is a principal bundle with principal fiber $U(1;\mathbb{F})$ and hence

$$p^* : L^2(\Xi, d\mu) \cong L^2(\mathbb{F}^k)^{U(1;\mathbb{F})}.$$ 

Correspondingly to $\text{Herm}(k,F) \subset \text{Herm}(kd,\mathbb{R}) = \text{Sym}(kd,\mathbb{R})$, there is a natural homomorphism $\mathfrak{g} \to sp(kd,\mathbb{R})$. The isomorphism $p^*$ intertwines the representation $\pi$ of $G'$ on $L^2(\Xi, d\mu)$ with the restriction of the Weil representation of $Mp(kd,\mathbb{R})$ on $L^2(\mathbb{R}^{kd}) \simeq L^2(\mathbb{F}^k)$. We recall the dual pair correspondence with respect to

$$\widetilde{SL(2,\mathbb{R})} \times O(n) \to Mp(n,\mathbb{R})$$

amounts to a multiplicity-free decomposition of the Schrödinger model as a representation of $\widetilde{SL(2,\mathbb{R})} \times O(n)$:

$$L^2(\mathbb{R}^n) \simeq \bigoplus_{j=0}^{\infty} \pi_{j+\frac{d}{2}} \boxtimes \mathcal{H}^j(\mathbb{R}^n).$$

Now we take $U(1;\mathbb{F})$-invariants on both sides and obtain:
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\( g = \mathfrak{sp}(k, \mathbb{R}) \). We have \( U(1; \mathbb{F}) = O(1) = \{ \pm 1 \} \) and hence the \( O(1; \mathbb{F}) \)-invariants are exactly the terms with spherical harmonics of even degree. This yields

\[
L^2(\Xi, \, d\mu) \simeq L^2(\mathbb{R}^k)^{O(1)} \simeq \bigoplus_{m=0}^{\infty} \pi_{2m+k} \boxtimes \mathcal{H}^{2m}(\mathbb{R}^k)
\]

which is (1.32) since \( r\lambda = \frac{k}{2} \).

(2) \( g = \mathfrak{su}(k, k) \). We have \( U(1; \mathbb{F}) = U(1) \) and in the decomposition

\[
\mathcal{H}^j(\mathbb{R}^{2k}) = \bigoplus_{\alpha + \beta = j} \mathcal{H}^{\alpha, \beta}(\mathbb{C}^k)
\]

into \( U(k) \)-irreducibles the \( U(1) \)-invariants are exactly those \( \mathcal{H}^{\alpha, \beta}(\mathbb{C}^k) \) with \( \alpha = \beta \). This yields

\[
L^2(\Xi, \, d\mu) \simeq L^2(\mathbb{R}^{2k})^{U(1)} \simeq \bigoplus_{m=0}^{\infty} \pi_{2m+k} \boxtimes \mathcal{H}^{m,m}(\mathbb{C}^k)
\]

which is (1.32) since \( r\lambda = k \).

(3) \( g = \mathfrak{so}^*(4k) \). We have \( U(1; \mathbb{F}) = Sp(1) \) and in the decomposition

\[
\mathcal{H}^j(\mathbb{R}^{4k}) = \bigoplus_{p+q=j, \ p \geq q \geq 0} \mathcal{H}^{p,q}(\mathbb{H}^k) \boxtimes \mathbb{C}^{p-q+1}
\]

into \( Sp(k) \)-irreducibles the \( Sp(1) \)-invariants are exactly those \( \mathcal{H}^{p,q}(\mathbb{H}^k) \) with \( p = q \). This yields

\[
L^2(\Xi, \, d\mu) \simeq L^2(\mathbb{R}^{4k})^{Sp(1)} \simeq \bigoplus_{m=0}^{\infty} \pi_{2m+2k} \boxtimes \mathcal{H}^{m,m}(\mathbb{H}^k)
\]

which is (1.32) since \( r\lambda = 2k \).

2 A Fock space realization for minimal representations

In this section we construct a Fock space \( F(\mathbb{X}) \) on a complex submanifold \( \mathbb{X} \) in the complex Jordan algebra \( V_\mathbb{C} \) defined in Subsection 1.3 which is biholomorphic to the minimal nilpotent \( K_\mathbb{C} \)-orbit \( O_{\text{nil}}^{K_\mathbb{C}} \) in \( p_\mathbb{C} \) via the Cayley transform. For this we introduce a density on \( \mathbb{X} \) given explicitly by a \( K \)-Bessel function, and define an action of the conformal Lie algebra \( g \) on the space \( P(\mathbb{X}) \) of regular functions. A remarkable feature is that the action is given not by pseudodifferential operators (cf. 2) but by polynomial differential operators up to second order. We then find the reproducing kernel of the Fock space \( F(\mathbb{X}) \), and give a proof of the irreducibility and unitarizability of the \((g, \mathfrak{t})\)-module \( P(\mathbb{X}) \) by using the Bessel operators. In the next section we see that the two representations on \( L^2(\Xi, \, d\mu) \) (Section 1) and on \( F(\mathbb{X}) \) (Section 2) are isomorphic to each other.
2.1 Polynomials on $X$

Recall that $X$ is the minimal non-zero $L_C$-orbit in $V_C$ which is a complexification of the real $L$-orbit $\Xi$ through a primitive idempotent $c_1$ in the Euclidean Jordan algebra $V$. Let $\Delta_j$ denote the principal minors of $V$ with respect to a fixed Jordan frame $c_1, \ldots, c_r$. For $m \in \mathbb{N}$ we define

$$\Delta_m(x) := \Delta_1(x)^{m_1-m_2} \cdots \Delta_{r-1}(x)^{m_{r-1}-m_r} \Delta_r(x)^{m_r}.$$ 

All these polynomials are extended holomorphically to $V_C$. Denote by $P(V_C)$ the space of all holomorphic polynomials on $V_C$. We further let $P^m(V_C)$ denote the subspace of $P(V_C)$ spanned by the polynomials $\Delta_m(gx), g \in L_C$. The following decomposition is a Jordan theoretic reformulation of the Hua–Kostant–Schmid theorem in the tube case:

**Theorem 2.1.** The space $P(V_C)$ of holomorphic polynomials on $V_C$ decomposes into a multiplicity-free sum of irreducible $L_C$-modules:

$$P(V_C) = \bigoplus_m P^m(V_C).$$

**Remark 2.2.** Note that if $z \in X$, then $\Delta_2(z) = \ldots = \Delta_r(z) = 0$ and hence $\Delta_m \neq 0$ on $X$ iff $m_2 = \ldots = m_r = 0$. Therefore the space $P(X)$ of restrictions of holomorphic polynomials on $V_C$ to $X$ decomposes under the $L_C$-action as

$$P(X) = \bigoplus_{m=0}^\infty P^m(X),$$

where

$$P^m(X) = \{ p|_X : p \in P^{(m,0,\ldots,0)}(V_C) \}.$$ 

In fact, it is clear that the restriction map $P^{(m,0,\ldots,0)}(V_C) \to P^m(X)$ is an isomorphism of $L_C$-modules since it is a surjective $L_C$-homomorphism and $P^{(m,0,\ldots,0)}(V_C)$ is irreducible.

2.2 Construction of the Fock space

We introduce a density $\omega$ on $X$ by

$$\omega(z) = \tilde{K}_{\lambda-1}(|z|)$$

for $z \in X$, where $|z| := (z\bar{z})^{\frac{1}{2}}$ and $\tilde{K}_\alpha(z) = (\frac{z}{\bar{z}})^{-\alpha}K_\alpha(z)$ is the renormalized K-Bessel function. In view of the integral formula (1.20) and the asymptotic behaviour of the K-Bessel function (see Appendix A.1), the $L^2$-inner product

$$\langle F, G \rangle := \int_X F(z)\overline{G(z)}\omega(z) \, d\nu(z)$$

is well-defined and bilinear.
is finite for any \( F, G \in \mathcal{P}(X) \) and hence turns \( \mathcal{P}(X) \) into a pre-Hilbert space. We denote its completion by \( \tilde{\mathcal{F}}(X) \). Let \( \mathcal{O}(X) \) be the space of holomorphic functions on the complex manifold \( X \). In Theorem 2.26 we will prove that the space \( \tilde{\mathcal{F}}(X) \) coincides with the Fock space (as defined in the introduction)

\[
\mathcal{F}(X) = \left\{ F \in \mathcal{O}(X) : \int_X |F(z)|^2 \omega(z) \, d\nu(z) < \infty \right\}. 
\tag{2.1}
\]

**Proposition 2.3.** \( \mathcal{F}(X) \) is a closed subspace of \( L^2(X, \omega \, d\nu) \) and the point evaluation \( \mathcal{F}(X) \to \mathbb{C}, F \mapsto F(z) \) is continuous for every \( z \in X \). In particular, \( \tilde{\mathcal{F}}(X) \subseteq \mathcal{F}(X) \) and the point evaluation \( \tilde{\mathcal{F}}(X) \to \mathbb{C}, F \mapsto F(z) \) is continuous for every \( z \in X \).

**Proof.** This is a local statement and hence, we may transfer it with a chart map to an open domain \( \Omega \subseteq \mathbb{C}^k \). Here the measure \( \omega \, d\nu \) is absolutely continuous with respect to the Lebesgue measure \( dz \) and hence it suffices to show that \( \mathcal{O}(\mathbb{C}^d) \cap L^2(\mathbb{C}^d, dz) \subseteq L^2(\mathbb{C}^d, dz) \) is a closed subspace with continuous point evaluations. This is done e.g. in [11, Proposition 3.1 and Corollary 3.2].

We recall that \( B \) is a vector-valued holomorphic differential operator \( B \) introduced in \([12]\). Then the density \( \omega \) satisfies the following.

**Lemma 2.4.** \( B \omega(z) = \frac{\bar{z}}{z} \omega(z) \).

**Proof.** In view that \( \omega(z) = u(t) \frac{\bar{z}}{z} \) where \( u(t) = \tilde{K}_{\lambda-1}(2\sqrt{t}) \), Lemma follows from Proposition \([12]\). \( \square \)

**Proposition 2.5.** The adjoint \( B^* \) of \( B \) on \( \mathcal{F}(X) \) is the multiplication operator by \( \frac{\bar{z}}{z} \).

**Proof.** Let \( F, G \in \mathcal{F}(X) \). Then by Proposition \([14]\) we know that

\[
\int_X BF(z) \overline{G(z)} \omega(z) \, d\nu(z) = \int_X F(z) B \overline{G(z)} \omega(z) \, d\nu(z).
\]

The function \( \overline{G(z)} \) is antiholomorphic and hence \( \frac{\partial}{\partial z} \overline{G(z)} = 0 \). Using Lemma \([12]\) we obtain

\[
\int_X F(z) B \overline{G(z)} \omega(z) \, d\nu(z) = \int_X F(z) \overline{G(z)} B \omega(z) \, d\nu(z).
\]

Now Proposition \([15]\) follows from Lemma \([2.4]\). \( \square \)
2.3 The Bessel–Fischer inner product

We introduce another inner product on the space \( P(\mathbb{X}) \) of polynomials, namely the \textit{Bessel–Fischer inner product}. For two polynomials \( p \) and \( q \) it is defined by

\[
[p, q] := p(B)\overline{q(z)}|_{z=0},
\]

where \( \overline{q(z)} = \overline{q(\overline{z})} \) is obtained by conjugating the coefficients of the polynomial \( q \). A priori it is not even clear that this sesquilinear form is positive definite.

**Proposition 2.6.** For \( p, q \in P(\mathbb{X}) \) we have

\[
[p, q] = \langle p, q \rangle. \tag{2.2}
\]

The proof is similar to the proof of \([5, \text{Proposition 3.8}]\)

**Proof.** First note that for all \( p, q \in P(\mathbb{X}) \)

\[
[(a|\overline{z})p, q] = [p, (\overline{a}|B)q] \quad \text{for } a \in V_{\mathbb{C}},
\]

\[
\langle (a|\overline{z})p, q \rangle = \langle p, (\overline{a}|B)q \rangle \quad \text{for } a \in V_{\mathbb{C}}.
\]

In fact, the second equation follows from Proposition 2.5. The first equation is immediate since the components \( (a|B) \), \( a \in V_{\mathbb{C}} \), of the Bessel operator form a commuting family of differential operators on \( \mathbb{X} \). Therefore \( (a|B)p(B)\overline{q(z)} = 4p(B)(\overline{a|B})q(4z) \) and the claim follows. To prove (2.2) we proceed by induction on \( \text{deg}(q) \). First, if \( p = q = 1 \), the constant polynomial with value 1, it is clear that \( [p, q] = 1 \). With the integral formula (1.20) we further find that

\[
cr,\lambda(p, q) = cr,\lambda \int_{\mathbb{X}} \omega(z) d\nu(z) = \int_{0}^{\infty} \tilde{K}_{\lambda-1}(t)t^{2r\lambda-1} dt = 2 \Gamma(r\lambda) (r-1)\Gamma((r-1)\lambda+1) = cr,\lambda.
\]

where we have used the integral formula (A.1) for the last equality. Thus, (2.2) holds for \( \text{deg}(p) = \text{deg}(q) = 0 \). If now \( \text{deg}(p) \) is arbitrary and \( \text{deg}(q) = 0 \) then \( (\overline{a}|B)q = 0 \) and hence

\[
[(a|\overline{z})p, q] = [p, (\overline{a}|B)q] = 0 \quad \text{and}
\]

\[
\langle (a|\overline{z})p, q \rangle = \langle p, (\overline{a}|B)q \rangle = 0.
\]

Therefore (2.2) holds if \( \text{deg}(q) = 0 \). We note that (2.2) also holds if \( \text{deg}(p) = 0 \) and \( \text{deg}(q) \) is arbitrary. In fact,

\[
[p, q] = p(0)q(0) = [q, p], \quad \text{and} \quad \langle p, q \rangle = \langle q, p \rangle.
\]
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and (2.2) follows from the previous considerations. Now assume (2.2) holds for \( \deg(q) \leq k \). For \( \deg(q) \leq k + 1 \) we then have \( \deg((a|B)q) \leq k \) and hence, by the assumption

\[
[(a|\bar{\tau})p, q] = [p, (\bar{\pi}|B)q] = (p, (\bar{\pi}|B)q) = ((a, \bar{\tau})p, q).
\]

This shows (2.2) for \( \deg(q) \leq k + 1 \) and \( p(0) = 0 \), i.e. without constant term. But for constant \( p \), i.e. \( \deg(p) = 0 \) we have already seen that (2.2) holds and therefore the proof is complete.

The previous theorem provides us with a new expression for the inner product on \( \tilde{F}(\mathcal{X}) \). The Bessel–Fischer inner product is more suitable for explicit computations. If we denote by \( P_m(\mathcal{X}) \subseteq P(\mathcal{X}) \) the subspace of homogeneous polynomials of degree \( m \in \mathbb{N} \), then the following result is immediate with the Bessel–Fischer inner product.

**Corollary 2.7.** The subspaces \( P_m(\mathcal{X}) \) are pairwise orthogonal.

**Proof.** Let \( p \in P_m(\mathcal{X}) \) and \( q \in P_n(\mathcal{X}) \) with \( m \neq n \). We may assume without loss of generality that \( m < n \). It is clear that for \( a \in V_C \) we have \((a|B)\eta \in P^{n-1}(\mathcal{X})\). Therefore \( p(B)\eta(4z) \in P^{n-m}(\mathcal{X}) \). Since \( m - n \neq 0 \), every polynomial in \( P^{n-m}(\mathcal{X}) \) vanishes at \( z = 0 \) and hence, \([p, q] = 0\). \( \square \)

**Proposition 2.8.**

\[
\left\{ F|\mathcal{X} : F \in O(V_C), \int_{\mathcal{X}} |F(z)|^2 \omega(z) \, d\nu(z) < \infty \right\} \subseteq \tilde{F}(\mathcal{X}).
\]

**Proof.** Let \( F \in O(V_C) \). Then \( F \) has a Taylor expansion \( F(z) = \sum_{m=0}^{\infty} p_m(z) \) into homogeneous polynomials \( p_m \) of degree \( m \) which converges uniformly on bounded subsets. We show that this series also converges in \( F(\mathcal{X}) \). Then, since point evaluation in \( F(\mathcal{X}) \) is continuous, it follows that \( F \) as the limit of this series is also in \( F(\mathcal{X}) \).

For \( R > 0 \) we put \( \mathcal{X}_R := \{ z \in \mathcal{X} : |z| \leq R \} \). Since \( \mathcal{X}_R \) is bounded, the series \( \sum_{m=0}^{\infty} p_m \) converges uniformly on \( \mathcal{X}_R \). Hence, we obtain

\[
\infty > \int_{\mathcal{X}} |F(z)|^2 \omega(z) \, d\nu(z) = \lim_{R \to \infty} \int_{\mathcal{X}_R} |F(z)|^2 \omega(z) \, d\nu(z) = \lim_{R \to \infty} \sum_{m,n=0}^{\infty} \int_{\mathcal{X}_R} p_m(z)\overline{p_n(z)} \omega(z) \, d\nu(z).
\]

We claim that for \( m \neq n \) and \( R > 0 \) we have

\[
\int_{\mathcal{X}_R} p_m(z)\overline{p_n(z)} \omega(z) \, d\nu(z) = 0.
\]
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In fact, we already know that $\langle p_m, p_n \rangle = 0$. With the integral formula (1.20) we find

$$0 = \int_{K^L} p_m(utc_1)p_n(utc_1)\omega(utc_1)t^{2r\lambda-1} \, dt \, du$$

$$= \int_{K^L} p_m(u\zeta)p_n(u\zeta) \, du \cdot \int_0^\infty \omega(t\zeta) t^{m+n+2r\lambda-1} \, dt.$$  

Using the integral formula (A.1) we find that the second factor is a product of Gamma functions and never vanishes. Therefore the first factor has to vanish. But then the same calculation yields

$$\int_{\mathcal{X}} p_m(z)p_n(z)\omega(z) \, d\nu(z)$$

$$= \int_{K^L} p_m(u\zeta)p_n(u\zeta) \, du \cdot \int_0^R \omega(t\zeta) t^{m+n+2r\lambda-1} \, dt = 0.$$  

We then obtain that

$$\lim_{R \to \infty} \sum_{m=0}^\infty \int_{\mathcal{X}} |p_m(z)|^2 \omega(z) \, d\nu(z) < \infty.$$  

Now we can interchange the limits since the right hand side converges absolutely. This yields

$$\sum_{m=0}^\infty \|p_m\|^2 < \infty$$

which is nothing else but the convergence of the series $\sum_{m=0}^\infty p_m$ in $\mathcal{F}(\mathcal{X})$. \qed

2.4 The reproducing kernel

We can now calculate the reproducing kernel of the Hilbert space $\tilde{\mathcal{F}}(\mathcal{X})$. For this we first calculate the reproducing kernels on the finite-dimensional subspaces $\mathcal{P}^m(\mathcal{X})$.

**Proposition 2.9.** The reproducing kernel $\mathbb{K}^m(z, w)$ of the Hilbert space $\mathcal{P}^m(\mathcal{X})$ is given by

$$\mathbb{K}^m(z, w) = \frac{1}{4^m m! (\lambda)_m} (z|\overline{w})^m, \quad z, w \in \mathcal{X}.$$  

**Proof.** Write $\mathbb{K}^m_{\mathcal{P}^m}(z) = \mathbb{K}^m(z, w)$. We use the Fischer inner product to show that $p(w) = [p, \mathbb{K}^m] = p(B)|\mathbb{K}^m_{\mathcal{P}^m}(4z)|_{z=0}$ for any polynomial $p \in \mathcal{P}^m(\mathcal{X})$. For this we note that by (1.24) the action of the Bessel operator on the polynomials $m^m(z|w)$ is given by

$$B_m(z|w)^k = k(\lambda + k - 1)(z|w)^{k-1}w.$$  
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Now suppose $p$ is a monomial, i.e. $p(z) = \prod_{j=1}^{m} (a_j|z)$ with $a_j \in V_C$. Iterating (1.24) we obtain

$$[p, (-|\overline{w})^m] = p(\mathcal{B})(4z|w)^m|_{z=0} = 4^m \left( \prod_{j=1}^{m} (a_j|\mathcal{B}) \right) (z|w)^m|_{z=0}
= 4^m \left( m(m-1) \cdots 1 \right) \left( \lambda + m - 1 \right) \left( \lambda + m - 2 \right) \cdots \lambda \prod_{j=1}^{m} (a_j|w)
= 4^m m! (\lambda)_m p(w).$$

We give a closed formula of the reproducing kernel of $\tilde{\mathcal{F}}(\mathbb{X})$ in terms of the renormalized I-Bessel function $\tilde{I}_\alpha(z) = (\frac{z}{2})^{-\alpha} I_\alpha(z)$ (see Appendix A.1).

**Theorem 2.10.** The reproducing kernel $\mathbb{K}(z, w)$ of the Hilbert space $\tilde{\mathcal{F}}(\mathbb{X})$ is given by

$$\mathbb{K}(z, w) = \Gamma(\lambda) \tilde{I}_{\lambda-1}(\sqrt{(z|\overline{w})}), \quad z, w \in \mathbb{X}.$$ 

**Proof.** By the previous result $\mathbb{K}^m(z, w)$ is the reproducing kernel of $\mathcal{P}^m(\mathbb{X})$. Further we know by Corollary 2.7 that the spaces $\mathcal{P}^m(\mathbb{X})$ are pairwise orthogonal. Therefore by [24, Proposition I.1.8], the sum

$$\sum_{m=0}^{\infty} \mathbb{K}^m(z, w) = \sum_{m=0}^{\infty} \frac{1}{4^m m! (\lambda)} (z|\overline{w})^m = \Gamma(\lambda) \tilde{I}_{\lambda-1}(\sqrt{(z|\overline{w})}).$$

converges pointwise to the reproducing kernel $\mathbb{K}(z, w)$ of the direct Hilbert sum $\mathcal{P}(\mathbb{X}) = \bigoplus_{m=0}^{\infty} \mathcal{P}^m(\mathbb{X})$. 

The following consequence is a standard result for reproducing kernel spaces and can e.g. be found in [24, page 9].

**Corollary 2.11.** For every $F \in \tilde{\mathcal{F}}(\mathbb{X})$ and every $z \in \mathbb{X}$ we have

$$|F(z)| \leq \mathbb{K}(z, z)^{\frac{1}{2}} \|F\|.$$ 

2.5 Unitary action on the Fock space

In Subsection 1.3 we have already verified that the complexification $d\pi_C$ of the action $d\pi$ defines a Lie algebra representation on $C^\infty(\mathbb{X})$ by polynomial differential operators in $z$. Thus the action $d\pi_C$ preserves the subspace $\mathcal{P}(\mathbb{X})$ of holomorphic polynomials. We shall define the action, to be denoted by $d\rho$, as the conjugation of $d\pi_C$ by the Cayley transform $c \in \text{Int}(\mathbb{g}_C)$ introduced in [1.3].
Definition 2.12. On $\mathcal{P}(X)$ we define a $\mathfrak{g}$-action $d\rho$ by

$$d\rho := d\pi_C \circ c.$$ (2.3)

By the formulae (1.4), (1.5) and (1.6), this definition amounts to

$$d\rho(a, 0, 0) = d\pi_C(\frac{a}{4}, \sqrt{-1}L(a), a),$$
$$d\rho(0, L(a) + D, 0) = d\pi_C(\sqrt{-1}\frac{a}{4}, D, -\sqrt{-1}a),$$
$$d\rho(0, 0, a) = d\pi_C(\frac{a}{4}, -\sqrt{-1}L(a), a),$$

for $a \in V$ and $D \in \text{aut}(V)$ in terms of the Jordan algebra.

Remark 2.13. By Lemma 1.2, the decomposition of $(d\rho, \mathcal{P}(X))$ into $\mathfrak{k}$-types equals the decomposition of $(d\pi_C, \mathcal{P}(X))$ into $l$-types. The action of $l$ under $d\pi$ is induced by the geometric action of $L$ on the orbit $X = L_C \cdot c_1$ up to multiplication by a character. In particular, $\mathcal{P}(X)$ is $\mathfrak{k}$-finite via $d\rho$. In view of Remark 2.2, $\mathcal{P}(X)$ decomposes into $\mathfrak{k}$-types as follows:

$$\mathcal{P}(X) = \bigoplus_{m=0}^{\infty} \mathcal{P}^m(X).$$

The unique (up to scalar) $\mathfrak{k}$-invariant vector in the $\mathfrak{k}$-type $\mathcal{P}^m(X)$ is the $m$-th power of the trace:

$$\Psi_m(z) := \text{tr}(z)^m.$$ 

The $\mathfrak{sl}_2$-triple $(\tilde{E}, \tilde{F}, \tilde{H}) = (c^{-1}E, c^{-1}F, c^{-1}H)$ acts on $\mathcal{P}(X)$ by

$$d\rho(\tilde{E}) = d\pi_C(E) = \sqrt{-1}\text{tr}(z),$$
$$d\rho(\tilde{H}) = d\pi_C(H) = 2E + r\lambda$$
$$d\rho(\tilde{F}) = d\pi_C(F) = \sqrt{-1}B_e,$$

where $E = (x|\frac{\partial}{\partial x})$ is the Euler operator and $B_e$ the identity component of the Bessel operator (see (1.23)). Since $\mathcal{P}^m(X)$ consists of homogeneous polynomials of degree $m$, we have

$$d\rho(\tilde{H})|_{\mathcal{P}^m(X)} = 2m + r\lambda.$$ (2.4)

Then it is easy to see the following mapping properties of the $\mathfrak{sl}_2$ acting on the $\mathfrak{k}$-types:

$$d\rho(\tilde{E}) : \mathcal{P}^m(X) \to \mathcal{P}^{m+1}(X),$$ (2.5)
$$d\rho(\tilde{F}) : \mathcal{P}^m(X) \to \mathcal{P}^{m-1}(X).$$ (2.6)
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Lemma 2.14. For $z \in \mathbb{X}$ and $m \in \mathbb{N}$ we have

$$d\rho(\tilde{E})\text{tr}(z)^m = \sqrt{-1}\text{tr}(z)^{m+1},$$
$$d\rho(\tilde{H})\text{tr}(z)^m = (r\lambda + 2m)\text{tr}^m(z),$$
$$d\rho(\tilde{F})\text{tr}(z)^m = m(r\lambda + m - 1)\sqrt{-1}\text{tr}(z)^{m-1}. $$

Proof. Since $\text{tr}(z) = (z|e)$ and $\frac{\partial}{\partial z}(z|e) = e$, we have

$$B_e\text{tr}(z)^m = m(m-1)\text{tr}(z)^{m-2}(P(e)z|e) + m\lambda\text{tr}(z)^{m-1}(e|e) = m(\frac{r^d}{2} + m - 1)\text{tr}(z)^{m-1}. $$

The other statement for $d\rho(\tilde{E})$ and $d\rho(\tilde{H})$ are clear. $\square$

We are ready to give two basic properties of the $(\mathfrak{g}, \mathfrak{k})$-module $\mathcal{P}(\mathbb{X})$ via $d\rho$, namely, Proposition [2.13] and Lemma [2.14]

Proposition 2.15. $\mathcal{P}(\mathbb{X})$ is an irreducible $(\mathfrak{g}, \mathfrak{k})$-module.

Proof. By Remark [2.13] the $\mathfrak{k}$-type decomposition of $\mathcal{P}(\mathbb{X})$ is given by

$$\mathcal{P}(\mathbb{X}) = \bigoplus_{m=0}^{\infty} \mathcal{P}^m(\mathbb{X}).$$

Therefore it suffices to show that for each $m \in \mathbb{N}$ there exists a vector $v \in \mathcal{P}^m(\mathbb{X})$ and $X, Y \in \mathfrak{g}_{\mathbb{C}}$ such that $0 \neq d\rho(X)v \in \mathcal{P}^{m-1}(\mathbb{X})$ $(m \geq 1)$ and $0 \neq d\rho(Y)v \in \mathcal{P}^{m+1}(\mathbb{X})$. But this follows immediately from Lemma [2.14]. $\square$

Proposition 2.16. The $(\mathfrak{g}, \mathfrak{k})$-module $\mathcal{P}(\mathbb{X})$ is infinitesimally unitary with respect to the $L^2$-inner product $\langle - , - \rangle$.

Proof. Using Proposition [2.5] it is immediate that $d\rho(a, 0, a)$ and $d\rho(0, L(a), 0)$, $a \in V$, act on $\mathcal{P}(\mathbb{X})$ by skew-symmetric operators. It remains to consider $d\rho(a, D, -a)$ for $a \in V$ and $D \in \mathfrak{k}^1 = \text{aut}(V)$. Then $d\rho(a, D, -a) = d\pi_{\mathbb{C}}(0, D + 2\sqrt{-1}L(a), 0)$.

(a) We first treat the case of $d\rho(0, D, 0) = d\pi_{\mathbb{C}}(0, D, 0)$, $D \in \mathfrak{k}^1$. Using Proposition [2.4] we have

$$\int_{\mathbb{X}} d\rho(0, D, 0)F(z) \cdot \overline{G(z)}\omega(z) d\nu(z) = -\int_{\mathbb{X}} F(z) \cdot d\rho(0, D, 0)(G(z)\omega(z)) d\nu(z).$$

Since $\omega(z)$ is invariant under $K^L$ we have $d\rho(0, D, 0)\omega(z) = 0$ and hence $d\rho(0, D, 0)$ is skew-symmetric.
(b) Now consider \( d\rho(a,0,-a) = d\pi_C(0,2\sqrt{-1}L(a),0) = 2\sqrt{-1}d\pi_C(0,L(a),0) \).

It suffices to show that \( d\pi_C(0,L(a),0) = D_{az} + \frac{\lambda}{2} \) is symmetric with respect to the inner product in \( L^2(X,\omega d\nu) \). Using Proposition \[1.4\] we find that

\[
\int_X d\pi_C(0,L(a),0) F(z) \cdot \overline{G(z)} \omega(z) d\nu(z) = -\int_X F(z) \cdot d\pi_C(0,L(a),0) (\overline{G(z)} \omega(z)) d\nu(z).
\]

Since \( \overline{G(z)} \) is antiholomorphic, we have \( D_{az} \overline{G(z)} = 0 \) and hence

\[
= -\int_X F(z) \overline{G(z)} \cdot d\pi_C(0,L(a),0) \omega(z) d\nu(z) + \int_X F(z) \cdot d\pi_C(0,L(a),0) \omega(z) d\nu(z).
\]

Now, \( d\pi_C(0,L(a),0) \omega(z) = \overline{d\pi_C(0,L(a),0) \omega(z)} \). In fact, \( \omega(z) = \phi(z\overline{z}) \) with \( \phi \in C^\infty(\mathbb{R}_+) \) real-valued and hence

\[
\bar{D}_{az} \omega(z) = \overline{(az\overline{z})} \phi'(z\overline{z}) = \overline{(a\overline{z})} \phi'(z\overline{z}) = D_{az} \omega(z).
\]

Therefore we obtain

\[
\int_X d\pi_C(0,L(a),0) F(z) \cdot \overline{G(z)} \omega(z) d\nu(z) = -\int_X F(z) \overline{G(z)} \cdot d\pi_C(0,L(a),0) \omega(z) d\nu(z) + \int_X F(z) \cdot d\pi_C(0,L(a),0) \omega(z) d\nu(z)
\]

and the same argument as in the beginning, interchanging \( F \) and \( G \), shows that

\[
= \int_X \overline{F(z)} \cdot d\pi_C(0,L(a),0) G(z) \omega(z) d\nu(z)
\]

Hence, also \( d\rho(a,0,-a) \) is skew-adjoint and the proof is complete. \( \square \)

**Theorem 2.17.** The \((g,\mathfrak{t})\)-module \( \mathcal{P}(X) \) integrates to an irreducible unitary representation \( \rho \) of the universal cover \( \tilde{G} \) of \( G \) on \( \tilde{F}(X) \).

(1) For \( r > 1 \) this representation factors to a finite cover \( \tilde{G}^r \) of \( G \) given by

\[
\tilde{G}^r := \tilde{G}/\Gamma, \quad \text{where} \quad \Gamma = \text{exp}(k\pi\mathbb{Z}(e,0,-e)) \quad \text{and} \quad k \in \mathbb{N}_+ \quad \text{is an integer such that} \quad k\frac{r^d}{r} = k\frac{r}{r^d} \in \mathbb{Z}.
\]
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(2) For \( r = 1 \) this representation factors to a finite cover of \( G = \mathbb{PSL}(2, \mathbb{R}) \) if and only if \( \lambda \in \mathbb{Q} \). In this case, a finite cover \( G' \) of \( G \) to which \( \mathcal{P}(X) \) integrates is given by \( G' := \tilde{G}/\Gamma \), where \( \Gamma = \exp(k\pi \mathbb{Z}(e, 0, -e)) \) and \( k \in \mathbb{N}_+ \) is an integer such that \( kr^2 \lambda^2 \in \mathbb{Z} \).

**Proof.** By the previous results it only remains to check in which case the minimal \( k \)-type \( \mathcal{P}_0(X) = C_1 \) integrates to a finite cover. Since the center of \( k \) is given by \( \mathbb{Z}(k) = \mathbb{R}(e, 0, -e) \) and \( k = \mathbb{Z}(k) \oplus [k, k] \) with \([k, k]\) semisimple, it suffices to check the action of \( \mathbb{Z}(k) \). The \( k \)-action on \( 1 \) is given by

\[
d\rho(a, D, -a)1 = d\pi_C(0, D + 2\sqrt{-1}L(a), 0)1 = \frac{r\lambda}{2n}\text{Tr}(2\sqrt{-1}L(a))1
\]

Therefore, the center \( \mathbb{Z}(k) = \mathbb{R}(e, 0, -e) \) acts by

\[
d\rho(e, 0, -e)1 = r\lambda\sqrt{-1}1.
\]

In \( K \) we have \( e^{\pi(e, 0, -e)} = 1 \) and hence, the claim follows. \( \square \)

**Remark 2.18.** The finite cover \( G' \) of \( G \) constructed in Theorem 2.17 may not be minimal with the property that \( d\rho \) integrates to a representation of it. The minimal cover of \( G \) to which \( d\rho \) integrates is determined in [12, Theorem 2.30].

**Remark 2.19.** The reproducing kernel of the Fock space and the density \( \omega(z) \) for the measure on \( X \) only depend on \( \lambda = \frac{d}{2} \) which is constant for the series \( g = \mathfrak{sp}(k, \mathbb{R}) \) (\( d = 1 \)), \( g = \mathfrak{su}(k, k) \) (\( d = 2 \)) and \( g = \mathfrak{so}^*(4k) \) (\( d = 4 \)) and therefore should give also a Fock model for the corresponding infinite-dimensional groups (see [25] for the Schrödinger models).

### 2.6 Action of the \( \mathfrak{sl}_2 \) and harmonic polynomials

Let

\[
\mathcal{H}^m(X) := \{ p \in \mathcal{P}^m(X) : \mathcal{B}_e p = 0 \}
\]

be the space of harmonic polynomials on \( X \). Note that since \( \Xi \subseteq X \) is totally real, the restriction to \( \Xi \) defines an isomorphism \( \mathcal{H}^m(X) \rightarrow \mathcal{H}^m(\Xi) \), where \( \mathcal{H}^m(\Xi) \) was defined in Subsection 1.6. Therefore \( \mathcal{H}^m(X) \) is an irreducible representation of the compact group \( Z_{G'}(s) \).

**Remark 2.20.** For \( V = \mathbb{R} \) the one-dimensional Jordan algebra we have \( X = \mathbb{C}^\times \) and \( \mathcal{B}_e = z \frac{d^2}{dz^2} + \lambda \frac{d}{dz} \). Hence, all solutions \( u \in \mathcal{C}^\infty(\Xi) \) of \( \mathcal{B}_e u = 0 \) are given by

\[
u(z) = \begin{cases} C_1 z^{1-\lambda} + C_2 & \text{for } \lambda \neq 1, \\ C_1 \ln(x) + C_2 & \text{for } \lambda = 1, \end{cases}
\]

...
$C_1, C_2 \in \mathbb{R}$. Since $\lambda > 0$, only the constant functions are polynomial solutions and therefore $\mathcal{H}^m(X) = 0$ for $m > 0$ and $\mathcal{H}^0(X) = C \mathbf{1}$.

**Proposition 2.21.** Every polynomial $p \in \mathcal{P}(X)$ decomposes uniquely into

$$p = \sum_{k=0}^{m} \text{tr}^k(z)h_{m-k},$$

where $h_{m-k} \in \mathcal{H}^{m-k}(X)$ is a harmonic polynomial. The polynomials $h_{m-k}$ are explicitly given by

$$h_{m-k} = \sum_{j=0}^{m-k} (-1)^j \frac{\Gamma(r\lambda + 2m - 2k)\Gamma(r\lambda + 2m - 2k - j - 1)}{j!k!\Gamma(r\lambda + 2m - k)\Gamma(r\lambda + 2m - 2k - 1)} \text{tr}^j(z)\mathcal{B}_e^{k+j}p.$$

In particular, we have

$$\mathcal{P}(X) = \bigoplus_{k,m=0}^{\infty} \text{tr}^k(z)\mathcal{H}^m(X).$$

**Proof.** The proof works in the same way as in [5, proof of Theorem 5.1]. We first show uniqueness by induction on $m$. For this assume

$$\sum_{k=0}^{m} \text{tr}^k(z)h_{m-k} = 0,$$

for $h_{m-k} \in \mathcal{H}^{m-k}(X)$. If $m = 0$ then trivially $h_0 = 0$ and we are done. Now suppose $m > 0$. Applying $\mathcal{B}_e^m$ to both sides yields, using Lemma 1.8

$$m!(r\lambda + m - 1) \cdots (r\lambda)h_0 = 0,$$

whence $h_0 = 0$. Then (2.7) reads

$$\sum_{k=0}^{m-1} \text{tr}^k(z)h_{m-k} = 0$$

and the induction hypothesis applies.

To show the existence of the claimed decomposition as well as the explicit formula, we proceed in three steps:

1. Define

$$Q_0p := \sum_{j=0}^{m} q_{m,j}\text{tr}^j(z)\mathcal{B}_e^j p.$$
where
\[ q_{m,j} := (-1)^j \frac{\Gamma(r\lambda + 2m - j - 1)}{j! \Gamma(r\lambda + 2m - 1)}. \]

Then \( Q_0p \in \mathcal{H}^m(\mathbb{X}) \). In fact, using Lemma 1.8 we have
\[
B_{e}Q_0p = \sum_{j=0}^{m} q_{m,j} \left( j(r\lambda + 2m - j) + j - 1 \right)\text{tr}^{j-1}(z)B_e^j p + \text{tr}(z)B_e^{j+1} p
\]
\[ = \sum_{j=1}^{m} (j(r\lambda + 2m - j - 1)q_{m,j} + q_{m,j-1}) \text{tr}^{j-1}(z)B_e^j p = 0. \]

(2) We now define operators \( Q_k \) by applying \( Q_0 \) to \( B_k e^p \):
\[
Q_k p := Q_0(B_k e^p) = \sum_{j=0}^{m-k} q_{m-k,j} \text{tr}(z)\text{tr}^{j}(z)B_e^{k+j} p.
\]

Multiplication with \( \text{tr}(z)^k \) yields
\[
\text{tr}(z)^k Q_k p = \sum_{j=0}^{m-k} q_{m-k,j} \text{tr}(z)^{k+j} B_e^{k+j} p
\]
\[ = \sum_{j=k}^{m} q_{m-k,j-k} \text{tr}(z)^{j} B_e^{j} p. \]

If we denote \( a_{k,l} := q_{m-k,j-k} \) for \( k = 0, \ldots, m \) and \( j = k, \ldots, m \), then
\[
\begin{pmatrix}
q_{0,0} & a_{0,1} & \cdots & a_{0,m} \\
0 & a_{1,0} & \cdots & a_{1,m} \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & a_{m,m}
\end{pmatrix}
\begin{pmatrix}
p \\
\text{tr}(z)B_e p \\
\vdots \\
\text{tr}(z)^m B_e^m p
\end{pmatrix}
= \begin{pmatrix}
Q_0p \\
\text{tr}(z)Q_1 p \\
\vdots \\
\text{tr}(z)^m Q_m p
\end{pmatrix}.
\]

Since \( a_{k,k} = 1 \), the matrix on the left hand side is invertible and in particular there exist constants \( b_0, \ldots, b_m \) which are independent of \( p \) such that
\[
p = \sum_{k=0}^{m} b_k \text{tr}(z)^k Q_k p. \quad (2.8)
\]

Since \( Q_k p \in \mathcal{H}^{m-k}(\mathbb{X}) \) this shows the existence of the claimed decomposition with \( h_{m-k} = b_k Q_k p \).
(3) We now prove the explicit formula for $h_{m-k}$. For this we have to find the constants $b_0, \ldots, b_m$. If we substitute $\text{tr}(z)^k Q_k p$ for $p$ in (2.8) then we obtain

$$\text{tr}(z)^k Q_k p = \sum_{j=0}^{m} b_j \text{tr}(z)^j Q_j (\text{tr}(z)^k Q_k p).$$

Since we have already proved uniqueness, we find

$$\text{tr}(z)^k Q_k p = b_k \text{tr}(z)^k Q_k (\text{tr}(z)^k Q_k p)$$

and hence

$$Q_k p = b_k Q_k (\text{tr}(z)^k Q_k p)$$

$$= b_k \sum_{j=0}^{m-k} q_{m-k,j} \text{tr}(z)^j B_c^{k+j} (\text{tr}(z)^k Q_k p).$$

Applying Lemma 1.8 again gives

$$= b_k q_{m-k,0} \cdot k! \frac{\Gamma(r \lambda + 2m - k)}{\Gamma(r \lambda + 2m - 2k)} Q_k p.$$

There are clearly polynomials $p \in P^m(X)$ with $Q_k p \neq 0$, e.g. for $\text{tr}(z)^k q, q \in H^m(X)$ it follows from the uniqueness that $q = b_k \text{tr}(z)^k Q_k q$. Hence,

$$b_k = \frac{\Gamma(r \lambda + 2m - 2k)}{k! \Gamma(r \lambda + 2m - k)}$$

and the claimed formula for $h_{m-k} = b_k Q_k p$ follows. \hfill \square

Recall from Remark 2.2 that $P^m(X) \simeq P^{(m,0,\ldots,0)}(V_C)$. Denote by $d_m$ the dimension of $P^m(V_C)$. Then, using the results of [3] Section XIV.5, we obtain

$$d_m := d_{(m,0,\ldots,0)} = \frac{\binom{m}{\lambda} (r \lambda)_m}{m! (\lambda)_m}.$$

For convenience we also put $d_{-1} := 0$. The following dimension formula for $H^m(X)$ is now immediate with Proposition 2221.

**Corollary 2.22.**

$$\dim H^m(X) = d_m - d_{m-1}.$$
Example 2.23. For $V = \text{Sym}(k, \mathbb{R})$ we have $r = k$, $d = 1$ and $n = \frac{k}{2}(k+1)$. Hence, $\lambda = \frac{1}{2}$ and
\[
d_m = \frac{(\frac{k}{2})_m(\frac{k+1}{2})_m}{m!(\frac{1}{2})_m} = \frac{(n)_m}{(2m)_m} = \binom{n+2m-1}{2m} = \binom{n+2m-1}{n-1}
\]
which is exactly the dimension of the space of homogeneous polynomials of degree $2m$ in $n$ variables. For the dimension of $\mathcal{H}^m(X)$ we obtain
\[
\dim \mathcal{H}^m(X) = \binom{n+2m-1}{n-1} - \binom{n+2m-3}{n-1}
\]
which is the well-known formula for the dimension of $\mathcal{H}^{2m}(\mathbb{R}^n)$.

For fixed $p \in \mathcal{H}^m(X)$ the span of the polynomials $\text{tr}(z)^kp$, $k \in \mathbb{N}$, is invariant under the action of $\mathfrak{sl}(2, \mathbb{R})$ by Lemma 2.14 and Lemma 1.8 and defines an irreducible representation of $\mathfrak{sl}(2, \mathbb{R})$ of lowest weight $r\lambda + 2m$. We denote the corresponding representation on $W_{r\lambda+2m} := \text{span}\{\text{tr}(z)^k : k \in \mathbb{N}\}$ by $\rho_{r\lambda+2m}$. With Lemma 2.14 and Lemma 1.8 we find
\[
\begin{align*}
d\rho_{r\lambda+2m}(\tilde{E})\text{tr}^k(z) &= \sqrt{-1}\text{tr}^{k+1}(z), \\
d\rho_{r\lambda+2m}(\tilde{H})\text{tr}^k(z) &= (r\lambda + 2m + 2k)\text{tr}^k(z), \\
d\rho_{r\lambda+2m}(\tilde{F})\text{tr}^k(z) &= k(r\lambda + 2m + k - 1)\sqrt{-1}\text{tr}^{k-1}(z).
\end{align*}
\]
The lowest weight vector is given by $\text{tr}^0(z) = 1$. Putting things together gives:

Theorem 2.24. Under the action of $(\mathfrak{s}, \mathfrak{t}^i)$ the representation $(d\rho, \mathcal{P}(X))$ decomposes as
\[
\mathcal{P}(X) \simeq \bigoplus_{m=0}^\infty W_{r\lambda+2m} \otimes \mathcal{H}^m(X),
\]
where $W_{r\lambda+2m}$ denotes the irreducible representation of $\mathfrak{s} \simeq \mathfrak{sl}(2, \mathbb{R})$ of lowest weight $r\lambda + 2m$ and $\mathcal{H}^m(X)$ is an irreducible representation of $Z_{G^\vee}(\mathfrak{s})$.

Remark 2.25. The corresponding decomposition in the Schrödinger model was given in Theorem 1.24.

Using the theory of spherical harmonics we can now prove that the completion $\tilde{\mathcal{F}}(X)$ of the space of polynomials and the intrinsically defined Fock space $\mathcal{F}(X)$ (see (2.1)) agree.

Theorem 2.26. We have $\tilde{\mathcal{F}}(X) = \mathcal{F}(X)$. 
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Proof. We first treat the case \( V = \mathbb{R} \). Here we have \( X = \mathbb{C}^\times \) with norm given by

\[
\|F\|^2 = \text{const} \cdot \int_{\mathbb{C}} |F(z)|^2 \omega(z)|z|^{2(\lambda-1)} \, dz.
\]

Using the asymptotic behavior of the K-Bessel function near \( z = 0 \) (see Appendix A.1) we find that in the Laurent expansion near \( z = 0 \) of function \( F \in \mathcal{F}(X) \) all negative terms have to vanish and hence \( F \in \mathcal{O}(\mathbb{C}) \). By Proposition 2.8 such a function already belongs to \( \tilde{\mathcal{F}}(X) \) and the proof is complete.

Now suppose that \( r > 1 \). Put \( K' = Z(K^\vee) \times K^L \), where \( K^\vee \subseteq G^\vee \) denotes the maximal compact subgroup of \( G^\vee \) corresponding to \( K \). We note that \( Z(K^\vee) \simeq \text{SO}(2) \) is given by \( \{ \exp(t(E - F)) : t \in \mathbb{R} \} \) and that \( Z(K^\vee) \) is the intersection of \( K^\vee \) and the analytic subgroup of \( G^\vee \) with Lie algebra \( s \simeq \mathfrak{sl}(2, \mathbb{R}) \). Then by Theorem 2.24 we have

\[
\tilde{\mathcal{F}}(X)_{K'} = \tilde{\mathcal{F}}(X)_{K^\vee} = \mathcal{P}(X).
\]

Note that by Proposition 2.21 we further know that

\[
\mathcal{P}(X) = \bigoplus_{k,m=0}^\infty \text{tr}^k(z) \mathcal{H}^m(X).
\]

Now, the representation \( \rho|_{K'} \) on \( \tilde{\mathcal{F}}(X) \) (see Theorem 2.17) extends to a unitary \( K' \)-representation on \( \mathcal{F}(X) \) given by

\[
(\exp(t(E - F)), k) \cdot F(z) = e^{r^\lambda \sqrt{-1} t} F(e^{2r \sqrt{-1} k^{-1} z}), \quad z \in X.
\]

We now calculate the \( K' \)-finite vectors in \( \mathcal{F}(X) \) by finding the \( K' \)-finite vectors in \( \mathcal{O}(X) \) and then intersecting with \( L^2(X, \omega \, d\nu) \). Note that the polar coordinates map

\[
q : \mathbb{R}_+ \times S \xrightarrow{\sim} \Xi \subseteq V, \ (r,x) \mapsto rx,
\]

extends to a holomorphic embedding

\[
q_C : \mathbb{C}^\times \times \mathbb{S}_C \to \Xi \subseteq V_C, \ (s,z) \mapsto sz,
\]

onto the open subset \( \{ z \in X : \text{tr}(z) \neq 0 \} \subseteq \mathbb{X} \), where \( \mathbb{S}_C = K^L_C/(K^L_C)_{cl} \subseteq V_C \), \( K^L_C \subseteq G^L_C \) denoting the complexification of \( K^L \) in \( G^L \). Then \( q_C \) induces a restriction map

\[
q^*_C : \mathcal{O}(\mathbb{X}) \to \mathcal{O}(\mathbb{C}^\times \times \mathbb{S}_C).
\]
Under this restriction the Lie algebra $k_l$ acts on $O(S_C)$ via vector fields on $S_C$ and $so(2,C)$ acts by the Euler operator on $O(C^\infty)$. Therefore we obtain the decomposition

$$O(C^\infty \times S_C)_{K'} = \bigoplus_{k \in \mathbb{Z}} \bigoplus_{m=0}^\infty \text{tr}(z)^k \mathcal{H}^m(X).$$

We claim that $\text{tr}(z)^k$ only extends to a holomorphic function on $X$ if $k \geq 0$. For this we show that there exists $z \in X$ with $\text{tr}(z) = 0$. (Note that the following argument only works for $r > 1$.) Let $x_0 \in V_{12}$ be any element with $|x_0|^2 = 2$. Then $x_0^2 = c_1 + c_2$. We claim that $z = c_1 + \sqrt{-1}x_0 - c_2 \in X$, but clearly $\text{tr}(z) = 0$. To show that $z \in X$ we prove that $z = \exp(2\sqrt{-1}c_2 \Box x_0)c_1 \in L_C \cdot c_1 = X$. In fact, we find

$$(c_2 \Box x_0)c_1 = \frac{1}{2}x_0,$$

$$(c_2 \Box x_0)x_0 = c_2,$$

$$(c_2 \Box x_0)c_2 = 0$$

and the claim follows. Hence, we obtain

$$\mathcal{F}(X)_{K'} = \bigoplus_{k,m=0}^\infty \text{tr}(z)^k \mathcal{H}^m(X) = \tilde{\mathcal{F}}(X)_{K'},$$

and therefore its completions $\mathcal{F}(X)$ and $\tilde{\mathcal{F}}(X)$ have to agree.

From now on we only use the notation $\mathcal{F}(X)$ for the Fock space. In Section 3 we shall give another equivalent definition (an ‘extrinsic definition’ with respect to the embedding $X \hookrightarrow V_C$).

## 3 The Segal–Bargmann transform

Generalizing the classical Segal–Bargmann transform, we explicitly construct an intertwining operator $\mathbb{B}_x$ between the Schrödinger model (Section 1) and the Fock model (Section 2) of the minimal representation of $G'$ in terms of its integral kernel. As an application, we establish the equivalence of three different definitions for the Fock space $\mathcal{F}(X)$, including an ‘intrinsic one’ and an ‘extrinsic one’ (Corollary 3.9). Further the Segal–Bargmann transform $\mathbb{B}_x$ brings us naturally to a generalization of the classical Hermite polynomials as the preimages of the monomials in the Fock model $\mathcal{F}(X)$.

### 3.1 Definition and properties

Let $\tilde{I}_\alpha(t) := (\frac{t}{2})^{-\alpha}I_\alpha(t)$ be the renormalized I-Bessel function. Then $\tilde{I}_\alpha(t)$ is an entire function on $\mathbb{C}$ (see Appendix A.1). We set an entire function $B$
on $\mathbb{C}$ by
\[
B(t) := \Gamma(\lambda)\tilde{I}_{\lambda-1}(2\sqrt{t}).
\]
Clearly we have
\[B(0) = 1.\]
For $x, z \in V_\mathbb{C}$, we write simply $B(x|z) = B((x|z))$. We are ready to define an integral transform $B : C_c(\Xi) \to \mathcal{O}(V_\mathbb{C})$ by
\[
B\Xi \psi(z) := e^{-\frac{1}{2}tr(z)} \int_\Xi B(x|z)e^{-tr(x)}\psi(x)\,d\mu(x) \quad z \in \mathbb{X},
\]
for a compactly supported continuous function $\psi \in C_c(\Xi)$. We call $B$ is the Segal–Bargmann transform.

\textbf{Lemma 3.1.} The Segal–Bargmann transform $B : C_c(\Xi) \to \mathcal{O}(V_\mathbb{C})$.\n
\textit{Proof.} Since the kernel function $e^{-\frac{1}{2}tr(z)}B(x|z)e^{-tr(x)}$ is obviously analytic in $z$, it suffices to show that its $L^2$-norm in $x$ has a uniform bound on $\|z\| \leq R$ for an arbitrary fixed $R > 0$. Using the asymptotic behaviour of the I-Bessel function $I_\alpha(t)$ as $t \to \infty$ (see Appendix A.1) we obtain
\[
|B(t)| \lesssim |t|\frac{1-\alpha}{2\alpha+1}e^{2|t|^\frac{1}{2}} \lesssim |t|\max(0,\frac{1-\alpha}{2\alpha+1})e^{2|t|^\frac{1}{2}}.
\]
Since $B(t)$ is analytic up to $t = 0$, we have a uniform bound on $\mathbb{C}$:
\[
|B(t)| \lesssim (1 + |t|\max(0,\frac{1-\alpha}{2\alpha+1}))e^{2|t|^\frac{1}{2}}.
\]
Then for $x \in \Xi$, $z \in V_\mathbb{C}$ with $\|z\| \leq R$, we find
\[
|e^{-\frac{1}{2}tr(z)}B(x|z)e^{-tr(x)}| \lesssim (1 + |x|\max(0,\frac{1-\alpha}{2\alpha+1}))e^{2|x|^\frac{1}{2}+|x|^\frac{1}{2}} |\frac{1}{2}-|x|
\]
\[
\leq (1 + R|x|\max(0,\frac{1-\alpha}{2\alpha+1}))e^{2R^2|x|^\frac{1}{2}} |\frac{1}{2}-|x|
\]
which is $L^2$ in $x$ with norm independent of $z$ and the claim follows. \hfill \Box

Next, we show that $B : C_c(\Xi) \to \mathcal{O}(V_\mathbb{C})$ intertwines the action $d\pi$ of $\mathfrak{g}$ on the space $L^2(\Xi)^\infty$ of smooth vectors with the action $d\rho$ on $\mathcal{F}(X)^\infty$.

\textbf{Theorem 3.2.} For any $X \in \mathfrak{g}$,
\[
B \circ d\pi(X) = d\rho(X) \circ B \quad \text{on } L^2(\Xi)^\infty.
\]

\textit{Proof.} Since $d\rho = d\pi_c \circ c$ by definition, Theorem A.2 can be restated in terms of the Jordan algebra as follows:
\[
B \circ d\pi(a,0,0) = d\pi_c(\frac{a}{\sqrt{2}}, \sqrt{-1}a, \sqrt{-1}L(a), a) \circ B,
\]
\[
B \circ d\pi(0,L(a) + D,0) = d\pi_c(\sqrt{-1} \frac{a}{\sqrt{2}}, D, -\sqrt{-1}a) \circ B,
\]
\[
B \circ d\pi(0,0,a) = d\pi_c(\frac{a}{\sqrt{2}}, -\sqrt{-1}L(a), a) \circ B.
\]
for any $a \in V$ and $D \in \text{aut}(V)$. The verification of these formulae is an easy, though lengthy calculation. We outline the method and the crucial steps. First note that the operators $d\pi(X)$, $X \in \mathfrak{g}$, are skew-symmetric on $L^2(\Xi, d\mu)$. Therefore we have

$$
(\mathbb{B}_\Xi \circ d\pi(X)f)(z) = e^{-\frac{1}{2} \text{tr}(z)} \int_{\Xi} B(x|z)e^{-\text{tr}(x)}(d\pi(X)f)(x) \, d\mu(x)
$$

$$
= -e^{-\frac{1}{2} \text{tr}(z)} \int_{\Xi} d\pi(X) \left[ B(x|z)e^{-\text{tr}(x)} \right] f(x) \, d\mu(x).
$$

Using the explicit formulas for the action $d\pi(X)$ and especially for the action of $X \in \mathfrak{n}$ the product rule for the Bessel operator (see Lemma 1.5), the action of $d\pi(X)$ on $B(x|z)e^{-\text{tr}(x)}$ can be computed. Further, we know that $\mathcal{B}_z B(x|z) = zB(x|z)$ and $\mathcal{B}_z B(x|z) = zB(x|z)$. The rest is standard.

Next we examine how $\mathbb{B}_\Xi$ acts on the lowest weight $\mathfrak{k}$-type. By a little abuse of notation that will be justified soon, we set

$$
\Psi_0 := \mathbb{B}_\Xi \psi_0,
$$

where we recall from (1.17) that $\psi_0(x) = e^{-\text{tr}(x)}$.

**Lemma 3.3.** $\Psi_0(0) = 1$.

**Proof.** From (1.18) we have

$$
\Psi_0(0) = B(0) \int_{\Xi} e^{-2\text{tr}(x)} \, d\mu(x).
$$

**Proposition 3.4.** (1) $\mathbb{B}_\Xi \psi_0 = 1$.

(2) $\mathbb{B}_\Xi$ induces a $(\mathfrak{g}, \mathfrak{k})$-isomorphism between $L^2(\Xi)_\mathfrak{k}$ and $P(\Xi)$.

**Proof.** (1) First we regard $\Psi_0$ as a holomorphic function on $V_C$. Since the action on the Fock model is given by $d\rho = d\pi_C \circ c$ and the Cayley transform $c$ sends $\mathfrak{k}$ to a totally real subspace of $\mathfrak{l}_C$ by

$$
\mathfrak{k} \rightarrow \mathfrak{l}_C, (a, D, -a) \mapsto D + 2\sqrt{-1}L(a),
$$

Thorem 3.2 implies that $\Psi_0$ is $\mathfrak{l}_C$-invariant. Hence, it has to be constant on every $L_C$-orbit. Since $\Psi_0$ is holomorphic on $V_C$ and $V_C$ decomposes into finitely many $L_C$-orbits, it follows that $\Psi_0$ is constant on $V_C$. Hence the first statement follows from Lemma 3.3.

(2) We know that the underlying $(\mathfrak{g}, \mathfrak{k})$-module $L^2(\Xi)_\mathfrak{k}$ of the Schrödinger model $(\pi, L^2(\Xi))$ is irreducible. Further, $P(\Xi)$ is an irreducible $(\mathfrak{g}, \mathfrak{k})$-module by Proposition 2.15. Since $\mathbb{B}_\Xi$ is non-zero and $\mathbb{B}_\Xi$ intertwines the actions $d\pi$ and $d\rho$, $\mathbb{B}_\Xi$ gives an isomorphism of $(\mathfrak{g}, \mathfrak{k})$-modules.
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Theorem 3.5. The Segal–Bargmann transform \( \mathbb{B}_\Xi \) is a unitary isomorphism \( L^2(\Xi) \to \mathcal{F}(X) \).

Proof. It only remains to show that \( \mathbb{B}_\Xi \) is isometric between \( L^2(\Xi)_k \) and \( \mathcal{P}(X) \), because \( L^2(\Xi)_k \subseteq L^2(\Xi) \) and \( \mathcal{P}(X) \subseteq \mathcal{F}(X) \) are dense.

Since both \( L^2(\Xi)_k \) and \( \mathcal{P}(X) \) are irreducible, infinitesimally unitary \((g,\mathfrak{m})\)-modules, \( \mathbb{B}_\Xi \) is a scalar multiple of a unitary operator. Since

\[
\langle 1, 1 \rangle_{L^2(X, \omega d\nu)} = 1 = \langle \psi_0, \psi_0 \rangle_{L^2(\Xi, d\mu)},
\]

\( \mathbb{B}_\Xi \) must be a unitary operator by Proposition 3.4.

Corollary 3.6. The inverse Segal–Bargmann transform is given by

\[
\mathbb{B}_\Xi^{-1} F(x) = e^{-\text{tr}(x)} \frac{1}{\sqrt{2\pi}} B(\overline{x} | x) F(z) \omega(z) d\nu(z)
\]

Proof.

\[
\langle \mathbb{B}_\Xi^{-1} F, \psi \rangle = \langle F, \mathbb{B}_\Xi \psi \rangle = \int_X F(z) \overline{\mathbb{B}_\Xi \psi(z)} \omega(z) d\nu(z)
\]

\[
= \int_X \int_X F(z) e^{-\frac{1}{2} \text{tr}(z) B(x | x) e^{-\text{tr}(x)} \overline{\psi(x)} d\mu(x) \omega(z) d\nu(z)
\]

\[
= \int_X \int_X e^{-\frac{1}{2} \text{tr}(x)} B(\overline{x} | x) e^{-\text{tr}(x)} F(z) \omega(z) \overline{\psi(x)} d\mu(x) d\nu(z)
\]

We can now use the Segal–Bargmann transform to obtain a different description of the Fock space.

Theorem 3.7.

\[
\mathcal{F}(X) = \left\{ F \mid_X : F \in \mathcal{O}(V^C), \int_X |F(z)|^2 \omega(z) d\nu(z) < \infty \right\}.
\]

Proof. The inclusion \( \supseteq \) holds by Proposition 2.8. The other inclusion now follows with Lemma 3.1 since \( \mathbb{B}_\Xi : L^2(\Xi) \to \mathcal{F}(X) \) is an isomorphism.

Remark 3.8. We note that the restriction map \( \mathcal{O}(V^C) \to \mathcal{O}(X) \) is not surjective, and therefore the above equivalence is non-trivial.

Combining Theorem 2.26 with Theorem 3.7, we have obtained three equivalent definitions of the Fock space \( \mathcal{F}(X) \) as follows:

Corollary 3.9. The following three subspaces are the same.

- \( \mathcal{O}(X) \cap L^2(X, \omega d\nu) \).
- The completion of \( \mathcal{P}(X) \) in \( L^2(X, \omega d\nu) \).
- \( \{ F \mid_X : F \in \mathcal{O}(V^C) \} \cap L^2(X, \omega d\nu) \).
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3.2 Relations with the classical Segal–Bargmann transform

In the cases $V = \text{Herm}(k, F)$ with $F = \mathbb{R}, \mathbb{C}, \mathbb{H}$, we can relate our Segal–Bargmann transform $B$ to the classical Segal–Bargmann transform by using the folding map.

As in Subsection 1.7 we let $d = \text{dim}_F F = 2\lambda$ and define the complexification of the folding map (1.33) by

$$p_C : F^k \:= \mathbb{R} \otimes \mathbb{C} \rightarrow X, \ z \mapsto z z^*.$$  

The $p_C$ is a principal bundle with structure group $Z_2, \mathbb{C} \times \text{SL}(2, \mathbb{C})$, as $p_* : F^k \{0\} \rightarrow \Xi$ is the one with $U(1; F), F = \mathbb{R}, \mathbb{C},$ and $\mathbb{H}$, respectively.

Let $\mathcal{F}(\mathbb{C}^n)$ denote the classical Fock space on $\mathbb{C}^n$ with respect to the Gaussian measure $e^{-|z|^2} \, dz$, and $B : L^2(\mathbb{R}^n) \rightarrow \mathcal{F}(\mathbb{C}^n)$ the classical Segal–Bargmann transform given by

$$B u(z) = e^{-\frac{1}{2} |z|^2} \int_{\mathbb{R}^n} e^{2z x} e^{-x^2} u(x) \, dx.$$  

We consider the following diagram:

$$\begin{array}{c}
L^2(\Xi, d\mu) \xrightarrow{p^*} L^2(F^k \cup \{0\}) \subset L^2(\mathbb{R}^{dk}) \\
\mathbb{B}_\Xi \\
\mathcal{F}(X) \xrightarrow{p_C^*} \mathcal{F}(F^k \cup \{0\}) \subset \mathcal{F}(C^d) \simeq \mathcal{F}(C^{dk}),
\end{array}$$

Theorem 3.10. $p_C^* \circ \mathbb{B}_\Xi$ is a scalar multiple of $B \circ p^*$.

We shall give a proof of this theorem by comparing the integral kernels of $\mathbb{B}_\Xi$ and $B$. Conversely, we may use the above diagram for the definition of the Segal–Bargmann transform for the minimal representations arising from the Euclidean Jordan algebra $V = \text{Herm}(k, F), F = \mathbb{R}, \mathbb{C}$ or $\mathbb{H}$.

Proof. The integral kernel for $B \circ p^*$ is obtained by integrating the kernel of the classical Segal–Bargmann transform over $U(1; F)$, i.e. over its orbit $S^{d-1}$, a $(d-1)$-dimensional sphere, using the integral formula

$$\int_{S^{d-1}} e^{r \omega \cdot \bar{q}} \, d\omega = 2\pi^{\frac{d}{2}} \tilde{I}_{d-1}(r),$$

it amounts to a scalar multiple of the integral kernel of $\mathbb{B}_\Xi$, which is by (3.2)

$$\Gamma(\lambda) e^{-\frac{1}{2} \text{tr}(z)} \tilde{I}_{\lambda-1}(2 \sqrt{z|x|}) e^{-\text{tr}(x)}.$$  

Thus Theorem 3.10 is proved.  

\[\Box\]  
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Example 3.11. In the case \( \mathcal{F} = \mathbb{R} \), we have \( \mathfrak{g} = \mathfrak{sp}(k, \mathbb{R}) \). Then \( p^* \) induces an isomorphism \( L^2(\Xi, d\mu) \xrightarrow{\sim} L^2_{\text{even}}(\mathbb{R}^k) \), the even part of the metaplectic representation on even \( L^2 \)-functions on \( \mathbb{R}^k \), and \( p^*_C \) induces an isomorphism \( \mathcal{F}(\mathbb{R}^k) \xrightarrow{\sim} \mathcal{F}_{\text{even}}(\mathbb{C}^k) \) the even part of the Fock space on \( \mathbb{C}^k \). The kernel function for the classical Segal–Bargmann transform \( B : L^2(\mathbb{R}^k) \to \mathcal{F}(\mathbb{C}^k) \) and that for our Segal–Bargmann transform is related by the integration of \( S_0 \) (two points), namely,

\[
e^r + e^{-r} = (2\pi^{\frac{1}{2}}) \left( \frac{1}{\sqrt{\pi}} \cosh r \right).
\]

3.3 Generalized Hermite functions

Now let \( B := (e_j)_j \subseteq V \) be any basis of \( V \). For a multiindex \( \alpha \in \mathbb{N}^B \) we use the notation

\[
z^\alpha := \prod_j (e_j|z)^{\alpha_j},
\]

\[
B^\alpha := \prod_j (e_j|B)^{\alpha_j}.
\]

Remark 3.12. The monomials \( z^\alpha \) do not form an orthogonal system in \( \mathcal{P}(\mathbb{X}) \). In fact, the monomials \( z^\alpha \) are not linearly independent in \( \mathcal{P}(\mathbb{X}) \) since there are polynomials that vanish on \( \mathbb{X} \). The space \( \mathcal{P}(\mathbb{X}) \) of regular functions on \( \mathbb{X} \) is defined to be the quotient of the space \( \mathbb{C}[z] \) of (holomorphic) polynomials on \( V_\mathbb{C} \) by the ideal generated by all polynomials vanishing on \( \mathbb{X} \).

The \textit{generalized Hermite functions} on \( \Xi \) are defined by

\[
h_\alpha(x) := e^{\text{tr}(x)B^\alpha}e^{-2\text{tr}(x)}, \quad x \in \Xi,
\]

for \( \alpha \in \mathbb{N}^B \). In particular, for \( \alpha = 0 \) we have \( h_0 = \psi_0 \). Note that

\[
h_\alpha(x) = H_\alpha(x)e^{-\text{tr}(x)},
\]

where \( H_\alpha(x) \) is a polynomial of degree \( |\alpha| \). We call \( H_\alpha(x) \) the \textit{generalized Hermite polynomial}.

Now we can show that the Segal–Bargmann transform \( B_\Xi \) maps the Hermite functions \( h_\alpha \) onto the monomials \( z^\alpha \).

Proposition 3.13. \( B_\Xi h_\alpha = z^\alpha \).

\textit{Proof.} Since the Bessel operator \( B \) is symmetric with respect to the inner
product on $L^2(\Xi)$, we obtain
\[
\mathbb{B}_\Xi h_\alpha(z) = e^{-\frac{1}{2}\text{tr}(z)} \int_\Xi B(x|z) e^{-\text{tr}(x)} h_\alpha(x) \, d\mu(x) \\
= e^{-\frac{1}{2}\text{tr}(z)} \int_\Xi B(x|z) e^{-2\text{tr}(x)} \, d\mu(x) \\
= e^{-\frac{1}{2}\text{tr}(z)} \int_\Xi B^\alpha e^{-2\text{tr}(x)} \, d\mu(x) \\
= e^{-\frac{1}{2}\text{tr}(z)} \int_\Xi z^\alpha B(x|z) e^{-2\text{tr}(x)} \, d\mu(x) \\
= z^\alpha \Psi_0(z).
\]

**Corollary 3.14.** Each $\mathfrak{k}$-type $W_m \subseteq L^2(\Xi, d\mu)$ is spanned by the functions $h_\alpha$ for $|\alpha| = m$.

**Proof.** Since in the Fock model each $\mathfrak{k}$-type $P^m(X)$ is spanned by the monomials $z^\alpha$ for $|\alpha| = m$ this is clear by the previous theorem. 

**Remark 3.15.** Suppose, the basis $B = (e_j)_j$ is chosen such that $e_1 = e$ is the identity of the Jordan algebra. Then for $\alpha = (m, 0, \ldots, 0)$ we obtain
\[
h_\alpha(x) = e^{\text{tr}(x)} B^m e^{-2\text{tr}(x)}.
\]
Further,
\[
z^\alpha = \text{tr}(z)^m
\]
and hence, $z^\alpha$ is the unique (up to scalar) $\mathfrak{g}$-invariant vector in the $\mathfrak{k}$-type $P^m(X)$. Since $\mathbb{B}_\Xi$ is an intertwining operator and $\mathbb{B}_\Xi h_\alpha = z^\alpha$, we obtain that $h_\alpha$ is the unique (up to scalar) $\mathfrak{g}$-invariant vector in the $\mathfrak{k}$-type $W_m$. By [12] we know that also the Laguerre function
\[
\ell_m^\lambda(x) = e^{-\text{tr}(x)} L_m^\lambda(2\text{tr}(x))
\]
is a $\mathfrak{g}$-invariant vector in the $\mathfrak{k}$-type $W_m$ and hence, $h_\alpha$ and $\ell_m^\lambda$ have to be proportional to each other, which means that
\[
e^{\text{tr}(x)} B^m e^{-2\text{tr}(x)} = \text{const} \cdot e^{-\text{tr}(x)} L_m^\lambda(2\text{tr}(x)).
\]

4 The unitary inversion operator

The Schrödinger model of the minimal representation $\pi$ on $L^2(\Xi)$ has an advantage that the representation space is simple, namely, it is the Hilbert space consisting of arbitrary $L^2$-functions on $\Xi$. Another advantage is that the group action of a maximal parabolic subgroup is also simple. Thus the unitary inversion operator $F_\Xi$ (see [1,1] for the definition below) plays a
key role in the global action of $G^\vee$ on $L^2(\Xi)$. See [18, Chapter 1] for a comparison of different models of minimal representations. The operator $F_\Xi$ is essentially the Euclidean Fourier transform on the metaplectic representation $L^2(\mathbb{R}^n)$ for $g = \mathfrak{sp}(n, \mathbb{R})$. The program to find the integral kernel of the unitary inversion operator $F_\Xi$ has been carried out in [17] for $g = \mathfrak{so}(2, n)$ and in [18] also for a non-Hermitian Lie algebra $g = \mathfrak{so}(p, q)$ ($p + q$ even) in terms of the Bessel function (or the ‘Bessel distribution’). In this section we take another approach to find an explicit integral kernel of $F_\Xi$ as an application of the results in Section 3 on the Segal–Bargmann transform under the assumption that $G$ is a simple Hermitian Lie group of tube type.

In the framework of Jordan algebras, the unitary inversion operator is the action $\pi(\tilde{j})$ of the inversion element $\tilde{j} = \exp(\frac{\pi}{2}(e, 0, -e)) \in \tilde{G}$ up to a phase factor (see [12, Section 3.3]). More precisely, we set

$$F_\Xi := e^{-\pi \sqrt{-1 \lambda^2 / 2} \tilde{j} \pi(\tilde{j})}.$$  \hfill (4.1)

The operator $F_\Xi$ is unitary on $L^2(\mathbb{R}, d\mu)$ of order 2, i.e. $F_\Xi^2 = id$. Let $\tilde{J}_\alpha(z) := (\tilde{j}^z)^{-\alpha} J_\alpha(z)$ be the renormalized J-Bessel function, which is an entire function on $\mathbb{C}$ (see Appendix A.1). We define an entire function $F$ on $\mathbb{C}$ by

$$F(z) = 2^{-r\lambda} B(-z) = 2^{-r\lambda} \Gamma(\lambda) \tilde{J}_{\lambda - 1}(2\sqrt{z})$$  \hfill (4.2)

and write $F(x|y) = F((x|y))$, $x, y \in \Xi$, for short.

Denote by $L^2(\mathbb{R}, d\mu)$ the space of $t$-finite vectors of $L^2(\mathbb{R})$. We know that $L^2(\mathbb{R}, t) = P(\mathbb{R}) e^{-tr(-)}$, where $P(\mathbb{R})$ denotes the space of restrictions of polynomials on $V$ to $\Xi$.

**Proposition 4.1.** The formula

$$\mathcal{T}\psi(x) := \int_{\Xi} F(x|y)\psi(y) d\mu(y)$$

defines an operator $L^2(\mathbb{R}, t) \rightarrow C^\infty(\Xi)$. 

**Proof.** Use the integral formula [1,11] and the asymptotic behaviour of the J-Bessel function $J_\alpha(z)$ (see Appendix A.1) to show that the integral converges uniformly for $x$ in a bounded subset and $\psi(x) = p(x)e^{-tr(x)}$, $p \in P(\mathbb{R})$. \hfill $\square$

**Proposition 4.2.** The operator $\mathcal{T}$ extends to a unitary operator $\mathcal{T} : L^2(\mathbb{R}) \rightarrow L^2(\mathbb{R})$ with $\mathcal{T}\psi_0 = \psi_0$. Further, $\mathcal{T}$ leaves $L^2(\mathbb{R}, t)$ invariant and intertwines the $g$-action with the $g$-action composed with $\text{Ad}(\tilde{j}) : g \rightarrow g$.

**Proof.** By Proposition 1.11 the operator $\mathcal{T}$ intertwines the Bessel operator $B$ with the coordinate multiplication $-x$. Since both actions together generate
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the $g$-action the intertwining property follows. Further, for $x \in \Xi \subseteq X$ we find
\[
\mathcal{T}\psi_0(x) = \int_{\Xi} F(x|y)e^{-\text{tr}(y)} \, d\mu(y)
= \int_{\Xi} B(-(2x|y))e^{-2\text{tr}(y)} \, d\mu(y)
= e^{-\text{tr}(x)}B_\Xi\psi_0(-2x)
= e^{-\text{tr}(x)}.
\]
Since $L^2(\Xi)_k = d\pi(\mathcal{U}(g))\psi_0$, it follows that $\mathcal{T}$ maps $L^2(\Xi)_k$ into $L^2(\Xi)_k$.

Now, since invariant Hermitian forms on $L^2(\Xi)_k$ are unique up to a scalar, we find that $\mathcal{T}$ is a unitary isomorphism.

**Theorem 4.3.** $\mathcal{F}_\Xi = \mathcal{T}$.

**Proof.** By the previous proposition $\mathcal{F}_\Xi \circ \mathcal{T}^{-1}$ extends to a unitary isomorphism $L^2(\Xi) \to L^2(\Xi)$ which intertwines the $g$-action. Therefore by Schur’s Lemma, $\mathcal{F}_\Xi$ is a scalar multiple of $\mathcal{T}$. Since $\mathcal{F}_\Xi\psi_0 = \psi_0 = \mathcal{T}\psi_0$ this gives the claim.

**Remark 4.4.** Since the group $G$ is generated by $j$ and a maximal parabolic subgroup whose action in the $L^2$-model is simple, the action of $j$ in the $L^2$-model is of special interest. For $V = \text{Sym}(k, \mathbb{R})$, i.e. $g = \mathfrak{sp}(k, \mathbb{R})$, the operator $\mathcal{F}_\Xi$ is basically the Euclidean Fourier transform, whereas for $V = \mathbb{R}^{1,k-1}$, i.e. $g = \mathfrak{so}(2, k)$, the integral kernel of $\mathcal{F}_\Xi$ was first calculated in Kobayashi–Mano [16], and generalized to the non-Euclidean case $\mathbb{R}^{p-1,q-1}$ in [18]. The integral kernel of $\mathcal{F}_\Xi$ may involve distributions with singular support for non-Hermitian group $O(p, q)$ ($p, q \geq 2$). For the case $V = \mathbb{R}$, i.e. $g = \mathfrak{sl}(2, \mathbb{R})$, the operator $\mathcal{F}_\Xi$ depends on the parameter $\lambda \in (0, \infty)$ and is the Hankel transform studied in B. Kostant [21].

**Remark 4.5.** Since the functions $x \mapsto F(x|y)$, $y \in \Xi$, are eigenfunctions of the Bessel operator, the unitary inversion operator gives an expansion of any function $\psi \in L^2(\Xi)$ into eigenfunctions of the Bessel operator.

Define $(-1)^*$ on $\mathcal{F}(X)$ by $(-1)^* F(z) = F(-z)$.

**Proposition 4.6.**
\[
\mathbb{B}_\Xi \circ \mathcal{F}_\Xi = (-1)^* \circ \mathbb{B}_\Xi.
\]

**Proof.** We have $d\rho(t(e, 0, -e)) = d\pi_{\mathbb{C}}(2t\sqrt{-1}(0, 1, 0)) = 2t\sqrt{-1}(D_z + \frac{t^2}{2})$. Therefore we obtain
\[
\rho(e^{t(e, 0, -e)}) F(z) = e^\lambda \sqrt{-1} t F(e^{2t\sqrt{-1}z}).
\]
For $t = \frac{\pi}{2}$ we obtain the action of $\tilde{j}$ which is given by $e^{\pi\sqrt{-1}\frac{\lambda}{2}}(-1)^*$.
Proposition 4.7.

\[ \mathcal{F}_\Xi h_\alpha = (-1)^{|\alpha|} h_\alpha. \]

Proof. Since \( \mathcal{B}_\Xi h_\alpha = z^\alpha \) and \( (-z)^\alpha = (-1)^{|\alpha|} z^\alpha \) the claim follows. \( \square \)

Theorem 4.8 (Bochner type identity). For any \( p \in \mathcal{H}^m(\Sigma) \) we have

\[ \mathcal{F}_\Xi (pe^{-\text{tr}(x)}) = e^{m\pi\sqrt{-1}pe^{-\text{tr}(x)}}. \]

Proof. Write \( \mathcal{F}_\Xi = e^{-\lambda \frac{i}{2} \sqrt{-1}e^{\frac{i}{2} \sqrt{-1} \text{tr}(x)-B_e}} \). For \( p \in \mathcal{H}^m(\Sigma) \) we calculate with Lemma 1.5:

\[ B_e(pe^{-\text{tr}(x)}) = B_epe^{-\text{tr}(x)} + 2 \left( P \left( \frac{\partial p}{\partial x}, \frac{\partial e^{-\text{tr}(x)}}{\partial x} \right) \right) e + pB_e e^{-\text{tr}(x)} \]

and since \( B_e p = 0 \), \( \frac{\partial e^{-\text{tr}(x)}}{\partial x} = -e^{-\text{tr}(x)} e \) and \( B_e e^{-\text{tr}(x)} = (\text{tr}(x) - \lambda) e^{-\text{tr}(x)} \), we obtain

\[ = -2 \left( x \left| \frac{\partial p}{\partial x} \right| + (\text{tr}(x) - \lambda)pe^{-\text{tr}(x)} \right) \]

\[ = (\text{tr}(x) - \lambda - 2m)pe^{-\text{tr}(x)}, \]

because \( (x \left| \frac{\partial}{\partial x} \right) = \mathcal{E} \) is the Euler operator which acts on \( \mathcal{P}_m(\Sigma) \) by the scalar \( m. \) Now it follows that

\[ (\text{tr}(x) - B_e)(pe^{-\text{tr}(x)}) = (r \lambda + 2m)pe^{-\text{tr}(x)}. \]

Exponentiating this gives the claim. \( \square \)

5 Heat kernel and Segal–Bargmann transform

We recall from Lemma 1.6 that the second order differential operator \( B_e = (e|B) \) is an elliptic, self-adjoint operator on \( L^2(\Xi, d\mu) \). In this section, we consider the corresponding heat equation

\[ (B_e - \partial_t)u = 0. \] (5.1)

We find the heat kernel \( \text{[5.2]} \) to the equation \( \text{[5.1]} \), and see that the Segal–Bargmann transform can be obtained also by using the ‘restriction principle’.

5.1 The heat equation and the heat kernel

Recall the function \( B(z|w), z, w \in \mathcal{X}, \) which occurs in the kernel of the Segal–Bargmann transform and the unitary inversion operator. The following reproducing property will be needed later:
Lemma 5.1. For $x \in \Xi$ and $z \in X$ the following identity holds

$$2^{-r\lambda} \int_{\Xi} e^{-tr(\xi)} B(z|\xi) B(- (x|\xi)) \, d\mu(\xi) = e^{tr(z)-tr(x)} B(- (x|z)).$$

Proof. For any $\psi \in C_c^\infty(\Xi)$ and $z \in X$ we have

$$B_{\Xi} F_{\Xi} \psi(z) = e^{-\frac{1}{2}tr(z)} \int_{\Xi} B(x|z) e^{-tr(x)} F_{\Xi} \psi(x) \, d\mu(x)$$

$$= 2^{-r\lambda} e^{-\frac{1}{2}tr(z)} \int_{\Xi} \int_{\Xi} B(x|z) B(- (x|y)) e^{-tr(x)} \psi(y) \, d\mu(y) \, d\mu(x)$$

$$= 2^{-r\lambda} e^{-\frac{1}{2}tr(z)} \int_{\Xi} e^{-tr(x)} B(x|z) B(- (x|y)) \, d\mu(x) \psi(y) \, d\mu(y).$$

On the other hand, by Proposition 4.6 we obtain

$$B_{\Xi} F_{\Xi} \psi(z) = B_{\Xi} \psi(-z)$$

$$= e^{\frac{1}{2}tr(z)} \int_{\Xi} B(- (y|z)) e^{-tr(y)} \psi(y) \, d\mu(y).$$

Therefore the integral kernels have to coincide, which gives

$$2^{-r\lambda} e^{-\frac{1}{2}tr(z)} \int_{\Xi} e^{-tr(x)} B(x|z) B(- (x|y)) \, d\mu(x) = e^{\frac{1}{2}tr(z)} B(- (y|z)) e^{-tr(y)}.$$

This is the claimed formula. \qed

We define

$$\Gamma(t,x,y) := (2t)^{-r\lambda} e^{-\frac{1}{2}(tr(x)+tr(y))} B\left(\frac{x}{t}, \frac{y}{t}\right), \quad t > 0, x,y \in \Xi. \quad (5.2)$$

Note that $\Gamma(t,x,y) > 0$ for $t > 0$ and $x,y \in \Xi$. We now show that $\Gamma(t,x,y)$ is the heat kernel to the heat equation (5.1).

Theorem 5.2. The kernel $\Gamma(t,x,y)$ has the following properties:

1. $\Gamma(t,x,y) = 2^{-2r\lambda} \int_{\Xi} e^{-t-tr(\xi)} B(- (x|\xi)) B(- (y|\xi)) \, d\mu(\xi)$.
2. $\int_{\Xi} \Gamma(t,x,y) \, d\mu(y) = 1$.
3. $\int_{\Xi} \int_{\Xi} \Gamma(s,x,z) \Gamma(t,y,z) \, d\mu(z) = \Gamma(s+t, x, y)$. 
4. For every $y \in \Xi$ the function $\Gamma(t,x,y)$ solves the heat equation (5.1).

The proof is standard (e.g. \cite{28} for the Dunkl–Laplacian). For the sake of completeness, we give a proof.

Proof. (1) This is immediate from Lemma 5.1.
(2) We have
\[ \int_{\Xi} \Gamma(t, x, y) \, d\mu(y) = (2t)^{-r\lambda} e^{-\frac{1}{2}tr(z)} \int_{\Xi} B\left(\frac{x}{t} \bigg| \frac{y}{t}\right) e^{-\frac{1}{2}tr(y)} \, d\mu(y) \]
and substituting \( 2z = \frac{y}{t} \) we obtain
\[ = e^{-\frac{1}{2}tr(z)} \int_{\Xi} B\left(\frac{2x}{t} \bigg| z\right) e^{-tr(z)} \, d\mu(z) \]
\[ = B_{\Xi}\psi_{0} \left( \frac{2x}{t} \right) = 1. \]

(3) We substitute (1) for the first factor in the integrand. This yields
\[ \int_{\Xi} \Gamma(s, x, z) \Gamma(t, y, z) \, d\mu(z) \]
\[ = (8t)^{-r\lambda} \int_{\Xi} \int_{\Xi} e^{-str(\xi)}B(-x|\xi))B(-z|\xi)) e^{-\frac{1}{2}(tr(y)+tr(z))} B\left(\frac{y}{t} \bigg| \frac{z}{t}\right) \, d\mu(\xi) \, d\mu(z) \]
and substituting \( z = t\eta \) gives
\[ = 8^{-r\lambda} \int_{\Xi} \left( \int_{\Xi} e^{-tr(\eta)}B(-\eta|t\xi))B\left(\frac{y}{t} \bigg| \eta\right) \, d\mu(\eta) \right) e^{-\frac{1}{2}tr(\eta)} B(-x|\xi)) \, d\mu(\xi). \]
Now Lemma 5.1 gives
\[ = 2^{-2r\lambda} \int_{\Xi} e^{-(s+t)tr(\xi)}B(-x|\xi))B(-y|\xi)) \, d\mu(\xi) \]
\[ = \Gamma(s + t, x, y) \]
by (1) again.

(4) This follows from (1) by differentiating under the integral. \( \square \)

The kernel \( \Gamma(t, x, y) \) can be used to construct solutions to the heat equation \([5.1]\). In fact, the heat semigroup \( e^{tB_{\Xi}} \), \( t \geq 0 \), is explicitly given in terms of the integral kernel \( \Gamma(t, x, y) \) as follows:
\[ e^{tB_{\Xi}} f(x) = \int_{\Xi} \Gamma(t, x, y) f(y) \, d\mu(y). \]
Using this observation we now interpret the Segal–Bargmann transform purely in terms of the \( sl_2 \)-triple \( (E, F, H) \) which was introduced in \([1.1]\).

**Theorem 5.3.**
\[ B_{\Xi} = 2^{r\lambda} e^{\frac{1}{2}tr} e^{B_{\Xi}} = 2^{\frac{rd}{2}} e^{-\frac{1}{2}T d\pi(E)} e^{-\sqrt{T} d\pi(F)}. \]

**Proof.** It is clear by definition that
\[ B_{\Xi} f(z) = 2^{r\lambda} e^{\frac{1}{2}tr(z)} \int_{\Xi} \Gamma(1, z, x) f(x) \, d\mu(x). \]
Since \( d\pi(E) = \sqrt{T} tr(x) \) and \( d\pi(F) = \sqrt{T} B_{\Xi} \) the claimed formula holds. \( \square \)
5.2 The Segal–Bargmann transform with the heat kernel

The formula \( R_\Xi F(x) = e^{-\frac{1}{2} \text{tr}(x)} F(x) \) defines an operator \( P(\mathcal{X}) \to L^2(\Xi) \) and hence we obtain a densely defined unbounded operator \( R_\Xi : \mathcal{F}(\mathcal{X}) \to L^2(\Xi) \). Therefore it makes sense to consider its adjoint \( R_\Xi^* : L^2(\Xi) \to \mathcal{F}(\mathcal{X}) \) as a densely defined unbounded operator.

**Proposition 5.4.** For \( f \in L^2(\Xi) \) we have

\[
R_\Xi R_\Xi^* f(x) = 2^{2r\lambda} \int_\Xi \Gamma(2, x, y) f(y) \, d\mu(y)
\]

and \( R_\Xi R_\Xi^* f \in L^2(\Xi) \). This defines a continuous linear operator with operator norm \( \| R_\Xi R_\Xi^* \| \leq 2^{2r\lambda} \).

**Proof.** We have

\[
R_\Xi^* f(z) = (R_\Xi^* f | K_z) = \int_\Xi f(y) R_\Xi K_z(y) \, d\mu(y)
\]

\[
= \int_\Xi B \left( \frac{y}{2}, \frac{z}{2} \right) e^{-\frac{1}{2} \text{tr}(y)} f(y) \, d\mu(y)
\]

\[
= 2^{2r\lambda} e^{\frac{1}{2} \text{tr}(z)} \int_\Xi \Gamma(2, z, y) f(y) \, d(y)
\]

and the formula follows. Now, Hölder’s inequality gives

\[
\int_\Xi |\Gamma(2, x, y) f(y)| \, d\mu(y) \leq \left( \int_\Xi \Gamma(2, x, y) \, d\mu(y) \right)^{\frac{1}{2}} \left( \int_\Xi |f(y)|^2 \, d\mu(y) \right)^{\frac{1}{2}}
\]

\[
= \left( \int_\Xi \Gamma(2, x, y) |f(y)|^2 \, d\mu(y) \right)^{\frac{1}{2}}.
\]

where we have used Theorem 5.2 (2). Then we find, using Fubini’s theorem:

\[
\| R_\Xi R_\Xi^* f \|^2 = 2^{4r\lambda} \int_\Xi \left( \int_\Xi |\Gamma(2, x, y) f(y)| \, d\mu(y) \right)^2 \, d\mu(x)
\]

\[
\leq 2^{4r\lambda} \int_\Xi \int_\Xi |\Gamma(2, x, y)| f(y)^2 \, d\mu(y) \, d\mu(x)
\]

\[
= 2^{4r\lambda} \int_\Xi |f(y)|^2 \, d\mu(y) = 2^{4r\lambda} \| f \|^2
\]

and the proof is complete. \( \square \)

By Proposition 5.4, the operator \( R_\Xi R_\Xi^* \) is a continuous, positive operator. Hence the operator \( |R_\Xi| := \sqrt{R_\Xi R_\Xi^*} \) is well-defined. We now show that the Segal–Bargmann transform can be constructed only from the restriction map \( R_\Xi \).
Proposition 5.5. \( R^\ast_\Xi = \mathbb{B}_\Xi \circ \sqrt{R_\Xi R^\ast_\Xi} \).

Proof. The previous proposition and the properties of the heat kernel yield

\[
|R_\Xi| f(x) = \sqrt{R_\Xi R^\ast_\Xi} f(x) = 2^r \lambda \int_{\Xi} \Gamma(1, x, y) f(y) \, d\mu(y).
\]

Hence, we obtain

\[
\mathbb{B}_\Xi(|R_\Xi| f)(z) = \int_{\Xi} e^{-\frac{1}{2} tr(z)} B(z, y) e^{-tr(y)} |R_\Xi| f(y) \, d\mu(y)
= 2^{2r \lambda} e^{\frac{1}{2} tr(z)} \int_{\Xi} \Gamma(1, z, y) \Gamma(1, y, x) f(x) \, d\mu(x) \, d\mu(y)
= 2^{2r \lambda} e^{\frac{1}{2} tr(z)} \int_{\Xi} \Gamma(2, z, x) f(x) \, d(x)
= R^\ast_\Xi f(z). \quad \square
\]

6 Example: \( g = \mathfrak{so}(2, n) \)

We study the example \( g = \mathfrak{so}(2, n) \) in more detail and discuss also the relation with the results in [16, 17].

6.1 The Schrödinger model

Let \( V = \mathbb{R}^{1,n-1} \) be the Euclidean Jordan algebra with multiplication

\[
x \cdot y = (x_1 y_1 + x' \cdot y', x_1 y' + y_1 x'),
\]

for \( x = (x_1, x'), y = (y_1, y') \in \mathbb{R}^{1,n-1} = \mathbb{R} \oplus \mathbb{R}^{n-1} \). The unit element is given by \( e = (1, 0, \ldots, 0) \). Then \( L = \text{Str}(V)_0 \simeq \mathbb{R}_+ \times \text{SO}(1, n - 1)_0 \) and \( G = \text{Co}(V)_0 \) is the adjoint group of \( g = \mathfrak{so}(2, n) \).

Take the primitive idempotent \( c_1 = \frac{1}{2}(1, 0, \ldots, 0, 1) \). The \( L \)-orbit \( \Xi \) through the primitive element \( c_1 \) in \( V \) is given by the future light cone in the Minkowski space \( \mathbb{R}^{1,n-1} \):

\[
\Xi = \{ x \in \mathbb{R}^{1,n-1} : x_1 = \sqrt{x_2^2 + \cdots + x_n^2} > 0 \}.
\]

The trace form of \( \mathbb{R}^{1,n-1} \) as a Jordan algebra takes the form

\[
\langle x \mid y \rangle = 2(x_1 y_1 + (x', y')) = 4(x', y')
\]
on \( \Xi \), where \( \langle , \rangle \) denotes the standard inner product on \( \mathbb{R}^{n-1} \). Since the volume of the Euclidean sphere in \( \mathbb{R}^{n-1} \) of radius \( \frac{1}{2} \) is given by

\[
\frac{1}{2^{n-2}} \frac{\pi^{n-1}}{\Gamma(\frac{n-1}{2})},
\]
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our normalization of the measure \( d\mu \) (see (1.11)) on the orbit \( \Xi \) is given by

\[
d\mu = \frac{2^{n-2}}{\Gamma(n-2)} \frac{2^{n-3}\Gamma\left(\frac{n-1}{2}\right)}{\pi^{n-2}} r^{n-3} \, dr \, d\omega
\]

in polar coordinates \( \mathbb{R}_+ \times S^{n-2} \rightarrow \Xi, (r, \omega) \mapsto (r, r\omega) \). We set

\[
\varepsilon_i = \begin{cases} +1 & \text{for } i = 1, \\ -1 & \text{for } 2 \leq i \leq n, \end{cases}
\]

\[ \square = \sum_{i=1}^{n} \varepsilon_i \frac{\partial^2}{\partial x_i^2}, \quad E = \sum_{i=1}^{n} x_i \frac{\partial}{\partial x_i}. \]

Then the Bessel operator is of the form (see [12, Proposition 2.36])

\[ B = -\frac{1}{4} \sum_{i=1}^{n} B_i \varepsilon_i \]

with

\[ B_i = \varepsilon_i x_i \square - (2E + n - 2) \frac{\partial}{\partial x_i}, \]

which are exactly the fundamental differential operators \( P_i \) on the isotypic cone introduced in [18, (1.1.3)] with the signature \((n_1, n_2) = (1, n - 1)\) in our setting here.

The unitary operator in the Schrödinger model on \( L^2(\mathbb{R}^{n-1}, \frac{dx}{|x|}) \) corresponding to the inversion element \( w_0 = \exp\left(\pi \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}\right) \) was obtained previously by Kobayashi–Mano as the integral transform against the following kernel function:

\[
\tilde{J}_{n-4}(4\sqrt{(x', y')}) \, dy' = \frac{2}{\pi^{n-2}} e^{\pi\frac{1}{2}-\pi\frac{n-2}{2}} |y'|.
\]

(6.2)

See [16, Theorem D] as a special value of the holomorphic semigroup, or alternatively as a special case of the indefinite orthogonal group \( O(n_1 + 1, n_2 + 1) \) with \((n_1, n_2) = (1, n - 1)\) in [18, Theorem 1.3.1].

In view of \( \tilde{j} = w_0^{-1} \), our Fourier inversion operator \( \mathcal{F}_\Xi \) takes the form

\[
\mathcal{F}_\Xi = e^{-\pi\frac{n(n-2)}{2}} \pi(\tilde{j}) = e^{-\pi\frac{n(n-2)}{2}} \pi(w_0).
\]

Hence the kernel function (6.2) gives (of course) the same formula of the Fourier inversion operator \( \mathcal{F}_\Xi \) in Theorem 10 because

\[
2^{-r\lambda} \Gamma(\lambda) \tilde{J}_{\lambda-1}(2\sqrt{(x|y)}) \, d\mu(y) = 2^{-(n-2)} \Gamma\left(\frac{n-2}{2}\right) \tilde{J}_{\frac{n-2}{2}}(2\sqrt{2(x', y')}) \, dy
\]

by (6.1).
6.2 The Fock model

The complex orbit \( X \) through the primitive idempotent \( c \) is given by

\[
X = \{ z \in \mathbb{C}^n : z_1^2 = z_2^2 + \cdots + z_n^2 \} \setminus \{ 0 \},
\]

which contains \( \Xi \) as a totally real submanifold. Put

\[
S_X := \{ z \in X : |z| = \sqrt{2(|z_1|^2 + \cdots + |z_n|^2)} = 1 \}
\]

and note that this is a compact symmetric space for the group \( K_{\mathbb{C}} \cong SO(n) \times U(1) \). In view of the polar decomposition

\[
R_+ \times S_X \sim \Xi, (r, \eta) \mapsto r\eta,
\]

the measure \( d\nu \) on \( \Xi \) takes the form (cf. (1.20))

\[
d\nu = \frac{1}{2^{2n-6}\Gamma(n-2)\Gamma(\frac{n}{2})} r^{2n-5} dr d\eta,
\]

where \( d\eta \) denotes the unique \( K_{\mathbb{C}} \)-invariant measure on \( S_X \) with total volume 1. Therefore the inner product on the Fock space \( \mathcal{F}(X) \) is given by

\[
\langle F, G \rangle = \frac{1}{2^{2n-6}\Gamma(n-2)\Gamma(\frac{n}{2})} \int_{S_X} \int_0^{\infty} F(r\eta) \overline{G(r\eta)} r^{2n-5} dr d\eta, \quad F, G \in \mathcal{F}(X).
\]

The Segal–Bargmann transform in Theorem C amounts to

\[
(\mathbb{S}_\Xi f)(z) = \frac{2^{n-2}}{\pi^{n-2}} \exp(-(z', z')^{\frac{1}{2}}) \int_{S_{n-2}} \int_0^{\infty} \frac{1}{2^{4m}} (z_1, \omega)^{\frac{1}{2}} e^{-2r} f(r\omega) r^{n-3} dr d\omega,
\]

for \( z = (z_1, z') \in X \), and \( f \in L^2(\Xi) \).

The ring of regular functions on \( X \) is given by

\[
\mathcal{P}(X) = \mathbb{C}[z_1, \ldots, x_n]/\langle z_1^2 - z_2^2 - \cdots - z_n^2 \rangle,
\]

where \( \langle z_1^2 - z_2^2 - \cdots - z_n^2 \rangle \) denotes the ideal generated by \( z_1^2 - z_2^2 - \cdots - z_n^2 \).

Hence, the \( \mathfrak{p} \)-types \( \mathcal{P}^m(X) \) are given by

\[
\mathcal{P}^m(X) = \mathbb{C}_m[\mathbb{C}^{n-1}] \oplus z_1 \mathbb{C}_{m-1}[\mathbb{C}^{n-1}]
\]

and hence

\[
\dim \mathcal{P}^m(X) = \dim \mathbb{C}_m[\mathbb{C}^{n-1}] + \dim \mathbb{C}_{m-1}[\mathbb{C}^{n-1}]
\]

\[
= \binom{n + m - 2}{m} + \binom{n + m - 3}{m - 1}
\]

\[
= \binom{n + m - 1}{n} - \binom{n + m - 3}{n - 1}
\]

\[
= \dim \mathcal{H}^m(\mathbb{R}^n).
\]
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In fact, an $\mathfrak{so}(n)$-equivariant isomorphism $\Phi : \mathcal{P}^m(\mathbb{X}) \to \mathcal{H}^m(\mathbb{R}^n)$ can be constructed as follows: Let $p \in \mathcal{P}^m(V_\mathbb{C})$, then the polynomial $p(\sqrt{-1}z_1, z_2, \ldots, z_n)$ has an expansion into classical spherical harmonics

$$p(\sqrt{-1}z_1, z_2, \ldots, z_n) = \sum_{k=0}^{\lfloor m/2 \rfloor} h_{m-2k}(z)(z_1^2 + \cdots + z_n^2)^k,$$

where $h_{m-2k} \in \mathcal{H}^{m-2k}(\mathbb{R}^n)$. Then put $\Phi(p|_X) := h_m$. This map is well-defined since $-z_1^2 + z_2^2 + \cdots + z_n^2$ vanishes on $\mathbb{X}$. It shows in particular that every polynomial $p \in \mathcal{P}(X)$ has a unique extension to a polynomial on $V_\mathbb{C}$ in the kernel of the differential operator $-\frac{\partial^2}{\partial z_1^2} + \frac{\partial^2}{\partial z_2^2} + \cdots + \frac{\partial^2}{\partial z_n^2}$.

**A Appendix: Special Functions**

**A.1 Renormalized Bessel functions**

Following [17, 18], we renormalize the Bessel functions $J_\alpha(z)$, $I_\alpha(z)$ and $K_\alpha(z)$ by:

$$\tilde{J}_\alpha(z) = \left(\frac{z}{2}\right)^{-\alpha} J_\alpha(z),$$

$$\tilde{I}_\alpha(z) = \left(\frac{z}{2}\right)^{-\alpha} I_\alpha(z),$$

$$\tilde{K}_\alpha(z) = \left(\frac{z}{2}\right)^{-\alpha} K_\alpha(z).$$

In the analysis of minimal representations, these functions appear naturally rather than the usual Bessel functions. We refer the reader to [18 §7.2] for a concise summary of the renormalized Bessel functions. Among others, $\tilde{J}_\alpha(z)$ and $\tilde{I}_\alpha(z)$ are entire functions, $\tilde{J}_\alpha(\sqrt{-1}z) = \tilde{I}_\alpha(z)$ and $\tilde{J}_\alpha(-z) = \tilde{J}_\alpha(z)$, $\tilde{I}_\alpha(-z) = \tilde{I}_\alpha(z)$. In particular, $\tilde{J}_\alpha(\sqrt{z})$ and $\tilde{I}_\alpha(\sqrt{z})$ are entire functions. Their Taylor expansions are given by

$$\tilde{J}_\alpha(2\sqrt{z}) = \sum_{n=0}^{\infty} \frac{(-1)^n}{\Gamma(n + \alpha + 1)n!} z^n,$$

$$\tilde{I}_\alpha(2\sqrt{z}) = \sum_{n=0}^{\infty} \frac{1}{\Gamma(n + \alpha + 1)n!} z^n.$$

The function $\tilde{J}_\alpha(z)$ solves the differential equation

$$zu'' + (2\alpha + 1)u' + zu = 0,$$

whereas the functions $\tilde{I}_\alpha(z)$ and $\tilde{K}_\alpha(z)$ are linear independent solutions to the differential equation

$$zu'' + (2\alpha + 1)u' - zu = 0.$$
The renormalized I-Bessel function (and also the corresponding J-Bessel function) has the following asymptotic behaviour:

\[
\tilde{I}_\alpha(0) = \frac{1}{\Gamma(\alpha + 1)},
\]

\[
|\tilde{I}_\alpha(z)| \lesssim |z|^{-\alpha - \frac{1}{2}} e^{|z|} \quad \text{as } |z| \to \infty.
\]

The asymptotic behaviour of the K-Bessel function is given by

\[
\tilde{K}_\alpha(x) = \begin{cases} 
\frac{\Gamma(\alpha) (\frac{x}{2})^{-2\alpha}}{\Gamma(\alpha - \alpha)} + o(x^{-2\alpha}) & \text{if } \alpha > 0 \\
-\log(\frac{x}{2}) + o(\log(\frac{x}{2})) & \text{if } \alpha = 0 \\
\frac{\Gamma(-\alpha)}{2} + o(1) & \text{if } \alpha < 0
\end{cases} \quad \text{as } x \to 0,
\]

\[
\tilde{K}_\alpha(x) = \frac{\sqrt{\pi}}{2} \left( \frac{x}{2} \right)^{-\alpha - \frac{1}{2}} e^{-x} \left( 1 + O\left( \frac{1}{x} \right) \right) \quad \text{as } x \to \infty.
\]

We further have the following integral formula for Re(\(\beta+1\)), Re(\(\beta-2\alpha+1\)) > 0 and Re(a) > 0 (see [10, formula 6.561 (16)]):

\[
\int_0^\infty \tilde{K}_\alpha(ax) x^\beta \, dx = 2^{\beta-1} a^{-\beta-1} \Gamma\left( \frac{\beta+1}{2} \right) \Gamma\left( \frac{\beta-2\alpha+1}{2} \right).
\] (A.1)

A.2 The Gauß hypergeometric function \(2F_1(a, b; c; z)\)

The Gauß hypergeometric function \(2F_1(a, b; c; z)\) is for \(|z| < 1\) defined by

\[
2F_1(a, b; c; z) = \sum_{n=0}^{\infty} \frac{(a)_n(b)_n}{(c)_n} z^n.
\]

If \(a = -n \in \mathbb{N}\), then the series is finite and \(2F_1(-n, b; c; z)\) is a polynomial and hence an entire function in \(z \in \mathbb{C}\).

The Gauß hypergeometric function \(2F_1(a, b; c; z)\) solves the following second order ordinary differential equation:

\[
(1-z)z u''(z) + (c-(a+b+1)z)u'(z) - abu(z) = 0.
\]

For \(c = \frac{1}{2}\) and \(a = -n \in \mathbb{N}\) we have by [2] equations (6.3.5), (6.4.23), (3.1.1), (6.4.9)]

\[
2F_1(-n, b; \frac{1}{2}; z^2) = \frac{n!}{(\frac{1}{2})_n} P_n^{(-\frac{1}{2}, b-n-\frac{1}{2})}(1-2z^2)
\]

\[
= (-1)^n \frac{n!}{(\frac{1}{2})_n} P_n^{(b-n-\frac{1}{2}, -\frac{1}{2})}(2z^2 - 1)
\]

\[
= (-1)^n \frac{(2n)!}{(\frac{1}{2})_n(b+n+\frac{1}{2})_n} P_{2n}^{\left(b-n-\frac{1}{2}, b-n-\frac{1}{2}\right)}(z) \quad \text{as } x \to 0,
\]

\[
= (-1)^n \frac{(2n)!}{(\frac{1}{2})_n(2b-2n)_n(b+n+\frac{1}{2})_n} C_{2n}^{b-n}(z),
\] (A.2)
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where $P_n^{(\alpha,\beta)}$ is the Jacobi polynomial and $C_n^\lambda(z)$ denotes the Gegenbauer polynomial.
| $V$ | $\mathfrak{gl}(V) = \text{co}(V)$ | $\mathfrak{sl}(V) = \text{str}(V)$ | $\mathfrak{p} = \text{aut}(V)$ | $S = K^L/K_L^-$ | $\lambda$ |
|-----|-----------------|----------------|-----------------|-----------------|-----|
| $\mathbb{R}$ | $\mathfrak{sl}(2, \mathbb{R})$ | $\mathbb{R}$ | $0$ | $\{1\}$ | $\in (0, \infty)$ |
| $\text{Sym}(k, \mathbb{R})$ ($k \geq 2$) | $\mathfrak{sp}(k, \mathbb{R})$ | $\mathfrak{sl}(k, \mathbb{R}) \oplus \mathbb{R}$ | $\mathfrak{so}(k)$ | $\mathbb{P}^{k-1}(\mathbb{R}) = \text{SO}(k)/\text{SO}(1) \times \text{O}(k-1)$ | $1/2$ |
| $\text{Herm}(k, \mathbb{C})$ ($k \geq 2$) | $\mathfrak{su}(k, \mathbb{C})$ | $\mathfrak{sl}(k, \mathbb{C}) \oplus \mathbb{R}$ | $\mathfrak{su}(k)$ | $\mathbb{P}^{k-1}(\mathbb{C}) = \text{SU}(k)/\text{SU}(1) \times \text{U}(k-1)$ | $1$ |
| $\text{Herm}(k, \mathbb{H})$ ($k \geq 2$) | $\mathfrak{so}^*(4k)$ | $\mathfrak{sl}(4k, \mathbb{H}) \oplus \mathbb{R}$ | $\mathfrak{sp}(k)$ | $\mathbb{P}^{k-1}(\mathbb{H}) = \text{Sp}(k)/(\text{Sp}(1) \times \text{Sp}(k-1))$ | $2$ |
| $\mathbb{R}^{1,k-1}$ ($k \geq 3$) | $\mathfrak{so}(2,k)$ | $\mathfrak{so}(1,k-1) \oplus \mathbb{R}$ | $\mathfrak{so}(k-1)$ | $S^{k-2} = \text{SO}(k-1)/\text{SO}(2)$ | $(k-2)/2$ |
| $\text{Herm}(3, \mathbb{O})$ | $\mathfrak{e}_7(-25)$ | $\mathfrak{e}_6(-26) \oplus \mathbb{R}$ | $\mathfrak{f}_4$ | $\mathbb{P}^2(\mathbb{O}) = \mathbb{F}_4/\text{Spin}(9)$ | $4$ |

Table 1: Simple Euclidean Jordan algebras and their corresponding Lie algebras
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