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Abstract

This work is devoted to the development of a distributionally robust active fault diagnosis approach for a class of nonlinear systems, which takes into account any ambiguity in distribution information of the uncertain model parameters. More specifically, a new approach is presented using the total variation distance metric as an information constraint, and as a measure for the separation of multiple models based on the similarity of their output probability density functions. A practical aspect of the proposed approach is that different levels of ambiguity may be assigned to the models pertaining to the different fault scenarios. The main feature of the proposed solution is that it is expressed in terms of distribution’s first and second moments, and hence, can be applied to alternative distributions other than normal. In addition, necessary and sufficient conditions of optimality are derived, and an offline active fault diagnosis procedure is provided to exemplify the implementation of the proposed scheme. The effectiveness of the proposed distributionally robust approach is demonstrated through an application to a three-tank benchmark system under multiple fault scenarios.
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I. INTRODUCTION

Active Fault Diagnosis (AFD) aims at designing optimal separating input signals that enhance the capability for detection and isolation of faults in dynamical systems. Classical methods for AFD are developed under the assumption that the probability distribution associated with uncertain parameters present in the models is available and accurate. In practice, however, distribution information is constructed based on modeling considerations, prior knowledge about the parameters, observation collected data, etc. If poor and/or partial and incomplete distribution information is considered then model-based systems will be sensitive to errors, and consequently, may compromise the performance of the optimal separating input signals designed for effective fault diagnosability. In practice, this problem becomes particularly acute given that most modern systems are too complex to model accurately in their entirety. Hence, robustness against ambiguity in distribution information of uncertain model parameters is one of the fundamental and most challenging issues in designing and analyzing AFD schemes.

During the last few years, several robustness approaches have been developed in the area of AFD to deal with measurement noise, process disturbances, uncertain model parameters, model errors, model nonlinearities, etc. Based on the various models of uncertainty, AFD approaches can be classified into two main categories, namely, deterministic approaches and probabilistic approaches. Deterministic approaches typically treat uncertainties as unknown bounded signals with known bounds. Good overviews of deterministic approaches, both for linear and nonlinear systems, can be found in [2]–[9]. Deterministic AFD approaches with bounded uncertainties, under a robust formulation, have also received attention in
Probabilistic approaches for AFD are based on the uncertainties being described by stochastic processes with known probability distribution functions. Related work on probabilistic AFD which deals with the design of auxiliary separating input signals of multiple nonlinear models related to faultless and faulty system operations can also be found in [4], [18]–[20]. The rationale behind this paper, in contrast to the existing literature, is to address an issue of pivotal importance in AFD, that is, the effect of ambiguous distribution information and its impact on the performance of the optimal separating input signals designed for effective fault diagnosability.

Motivated by the above discussion, and by the fact that in many practical AFD applications distribution information of uncertain model parameters is known ambiguously, in this paper we investigate a distributionally robust AFD approach using Total Variation (TV) distance metric: (i) as a tool for codifying the level of ambiguity, and (ii) as a measure for the separation of multiple models (which are used to describe the faultless as well as the faulty system). To handle ambiguous distribution information, the proposed approach minimizes a worst-case payoff over an ambiguity set of probability density functions (PDFs). Model output PDFs are obtained through the evolution of the dynamical models under parametric uncertainties, utilizing certain estimation methods, such as the maximum likelihood estimation. Although such an estimation may be imprecise, mainly because of the ambiguity in the distribution information, it is often our best guess and contains valuable information about the stochastic nature of the underlying uncertainty. A natural way to reduce the influence of ambiguity on the performance of the optimal separating input signals is to consider some level of perturbation or deviation from the estimated PDFs, henceforth, called the nominal PDFs. Specifically, we assume that the true PDFs of model outputs are not completely known but contained in a pre-specified ambiguity set, defined by the TV distance metric, and are within a distance $R \in [0, 1]$ from the nominal PDF. The AFD is then performed with respect to the true PDFs, that is, by designing an optimal input signal that enables the separation of the support of the true PDFs of model outputs pertaining to the different fault scenarios.

The proposed distributionally robust AFD approach is quite general and can handle ambiguity issues related to parametric uncertainty in various model-based applications. The following important features are distinguished. First, by appropriately adjusting the TV distance parameter $R \in [0, 1]$ we can control the degree of conservatism of the AFD problem. In particular, for $R = 0$ the distributionally robust AFD problem reduces to the standard stochastic AFD problem without ambiguity. On the other hand, as the TV distance parameter increases, then highly ambiguous scenarios are taken into account. Second, we are allowed to assign different levels of ambiguity in distribution information, a feature that is ignored in the extant literature. This side-steps the issue of having to assign the same TV distance between models which correspond to different scenarios as could be the case, for example, between the faultless model and a novel faulty model. The main contributions of this work are summarized as follows.

1) An upper bound which can be evaluated in closed form is provided for the evaluation of the common area between an arbitrary number of probability density functions. This problem reformulation benefits since it is expressed in terms of distribution’s first and second moments, and hence, can be applied to alternative distributions other than normal;

2) The problem of ambiguous distribution information is addressed by deriving the necessary and sufficient Karush-Kuhn-Tucker conditions of optimality;

3) An algorithm, together with an offline procedure, are provided to solve the AFD problem and to exemplify the implementation of the proposed scheme. Through the proposed procedure a piecewise constant input signal emerges which when applied to the true system the separation of multiple models at different time instances is enabled;

4) To illustrate the effect of ambiguous distribution information, an in-depth discussion and comparison of the developed results are provided through an application to a three-tank system under multiple fault scenarios.

The remainder of this paper is organized as follows. In Section II the robust AFD problem is formulated and the total variation distance metric is introduced. In Section III the solution of the robust AFD problem is derived, a robust AFD algorithm is provided, and an AFD scheme is proposed. In Section IV a three-
tank system under multiple fault scenarios is considered as an application of the proposed methodology. Finally, concluding remarks and future research directions are given in Section V.

II. PROBLEM FORMULATION

A. Model description

We consider continuous-time nonlinear models of the following form

\[
\begin{align*}
\dot{x}^{[j]}(t) &= g^{[j]}(x^{[j]}(t), u(t), \theta^{[j]}), \\
y^{[j]}(t) &= h^{[j]}(x^{[j]}(t), u(t), \theta^{[j]}, v(t))
\end{align*}
\]  

(1)

where the superscript \( j \in I := \{0, 1, \ldots, n_f\} \) denotes the model index and its associated set of variables, \( n_f \) is the number of possible faults, with one faultless model \( m^{[0]} \), and \( n_f \) faulty models. The functions \( g^{[j]} \) and \( h^{[j]} \) denote the nonlinear system dynamics and the model output, respectively. The variables \( x^{[j]} \in \mathcal{X} \subset \mathbb{R}^{n_x} \), \( u \in \mathcal{U} \subset \mathbb{R}^{n_u} \), \( \theta^{[j]} \in \mathbb{R}^{n_{\theta}} \) and \( y^{[j]} \in \mathbb{R}^{n_y} \), denote the system states, input, time-invariant (uncertain) parameters, and outputs available for fault diagnosis, respectively. In addition, the time-varying variable \( v(t) \) denotes the measurement noise, and represents the reliability of the measurements.

A fault is defined as an unpermitted deviation of at least one characteristic property of the system from the acceptable, usual, nominal condition \[25\]. For active fault diagnosis, dynamical models given by \[1\] are used to describe the behaviour of the faultless and the faulty system under uncertain model parameters. In this paper, it is assumed that:

(i) system faults are known apriori and are separable,
(ii) the input signal \( u(t) \in \mathcal{U} \) is the same for all models and can attain values from an admissible set \( \mathcal{U} \), and
(iii) the initial condition \( x^{[j]}(0) = x^{[j]}_0 \), or its distribution, is known for all \( \forall j \in I \).

To simplify the notation, the dimensions of all models, \( m^{[j]} \), \( j \in I \), and their associated set of variables are kept the same. Due to the ambiguous distribution information of uncertain model parameters, considered in this paper, the robust AFD problem is investigated under the following condition.

\textbf{Condition 2.1:} The uncertain model parameters \( \theta^{[j]} \), \( j \in I \), consist of independent distributed random variables which are not fully known but with pre-specified nominal PDFs, \( f(\theta^{[j]}) \), \( j \in I \).

By the evolution of dynamical models under Condition \[24\] the nominal distribution information provided for uncertain model parameters \( \theta^{[j]} \), \( j \in I \), leads to probabilistic distributed outputs with corresponding nominal PDFs, denoted by \( f(y^{[j]}(t)) \), \( j \in I \). Going a step further, we assume that the true PDFs of model outputs, denoted by \( f(y^{[j]}(t)) \), \( j \in I \), are not fully known but contained in an ambiguity set centered around the nominal PDFs \( f(y^{[j]}(t)) \), with corresponding radius \( R^{[j]} \in [0, 1] \), \( j \in I \).

\textbf{Remark 2.2:} Small values of the TV distance parameter \( R^{[j]} \) (i.e., values close to zero) imply that the true and the nominal PDFs are close to each other. However, as the value of \( R^{[j]} \) increases, then the ambiguity set increases, which in turn implies that highly uncertain scenarios are taken into account\[7\]. The key point here is that if the support of the true output PDFs overlap then measurements may make the different fault scenarios non-isolable \[18\]. Hence, the aim of this paper is, in addition to designing an optimal separating input signal which when injected to the true system existing faults can be effectively detected and isolated, to restrict also the influences of ambiguous distribution information about uncertain model parameters on the overall system.

Based on the above discussion, the robust AFD problem under ambiguous distribution information is stated as follows.

\footnote{Intuitively, the TV distance parameter \( R^{[j]} \) can be seen as an alternative to the use of multiple separate models for the representation of uncertainty.}
Robust AFD Problem: Design a distributionally robust input signal $u(t) \in U$, with respect to ambiguous distribution information of uncertain model parameters, so that when applied to the true system, actual measurements can be associated with high probability with only one fault scenario $m[j], j \in I$.

Hence, the proposed AFD problem deals with the design of a distributionally robust separating input signal which when applied to the true system can complete fault isolation can be achieved. We note that, in general, the designed optimal separating input signal can be applied either on its own or as an auxiliary to the nominal/stabilizing control input signal (i.e., the system can have a nominal/stabilizing input signal under normal operation). However, in that case, one must investigate possible side effects of the additional auxiliary separating input signal to the system behaviour. Ideally, the designer would like to keep the faultless model with auxiliary input as close as possible to the faultless model without auxiliary input, while at the same time, try to maximize the distance between the faultless model and the faulty models with auxiliary input signal. Although this case is not addressed in the current work it will be subject to future investigation.

Next, the TV distance metric is introduced.

B. Total variation distance metric

The robust AFD problem will be formulated in terms of the TV distance metric for which the definition follows.

Definition 2.3 (TV Distance Metric): Let $(X, \mathcal{B}(X))$ denote an arbitrary measurable space and $\mathcal{M}_1(X)$ the set of probability measures on $X$. The TV distance between two probability measures is a function $d_{TV}: \mathcal{M}_1(X) \times \mathcal{M}_1(X) \rightarrow [0, \infty)$, defined by [26]

$$d_{TV}(p, q) = \sup_{P \in \mathcal{P}(X)} \sum_{F_i \in P} |p(F_i) - q(F_i)|$$  \hfill (2)

where $p, q \in \mathcal{M}_1(X)$ and $\mathcal{P}(X)$ denotes the collection of all finite partitions $P = \{F_1, F_2, \ldots, F_{np}\}$ on $X$.

Let $p$ and $q$ be absolutely continuous with respect to the Lebesgue measure so that $f_p(x) \triangleq \frac{dp}{dx}(x)$, $f_q(x) \triangleq \frac{dq}{dx}(x)$ (i.e., $f_p(\cdot), f_q(\cdot)$ are the probability density functions of $p(\cdot)$ and $q(\cdot)$, respectively). Then, the TV distance metric is given by [27]

$$d_{TV}(p, q) = \frac{1}{2} \int_X |f_p(x) - f_q(x)| dx.$$

Two PDFs $f_p, f_q$ with a TV distance equal to $1 - a$ share a common area of size $a$. Thus the more they overlap, the closer they are, and hence, the greater is their common area.

In this work, the use of TV distance is twofold, in particular, it is used: (1) as a measure for the evaluation of the common area between true model output PDFs which correspond to multiple fault scenarios, due to its natural and intuitive interpretation applicable to the problem at hand, and, (2) as an information constraint to model ambiguity based on the nominal and the true model output PDFs. The emphasis on TV distance to model ambiguity is motivated by its generality, since it applies to any arbitrary distribution induced either by linear or nonlinear models.

In the literature of AFD, different optimality criteria have been proposed and used for the separation of multiple models. A related formulation, which deals with the separation of multiple models, through the Bhattacharyya coefficient, is developed in [17], where the authors provide an upper bound on the Bayes probability of model selection error leading to quadratic cost functions. Ambiguity sets constructed based on alternative distances such as Kullback-Leibler divergence, Hellinger distance, Wasserstein metric can be found for example in [28], [29]. An elaborated review of some of the most important metrics on probability measures and the relationships between them can be found in [30]. In addition, various applications based on the TV distance metric and its relation to other distance metrics can also be found in [31].
III. Robust Active Fault Diagnosis

A. Optimal input design under ambiguous distribution information

In this section, we formulate the input design problem under ambiguous distribution information of uncertain model parameters. For convenience, we denote by \( f^{[i]} \triangleq f(y^{[i]}(t)) \), \( \tilde{f}^{[i]} \triangleq \tilde{f}(y^{[i]}(t)) \), and by \( d_{TV}^{mn}(\tilde{f}^{[i]}, \tilde{f}^{[j]}) \) the TV distance (in the sense of (3)) between the PDFs \( \tilde{f}^{[i]} \) and \( \tilde{f}^{[j]} \) at time instant \( t = t_m \in [0,T] \). The specific problem is stated as follows.

**Problem 3.1:** Find an optimal input signal \( u(t) \in U, t \in [0,T] \), and optimal PDFs \( \tilde{f}^{[j]}, \forall j \in I \), which solve the following minimax optimization problem:

\[
\min_{u(t)} \max_{f^{[j]}, \forall j \in I} \sum_{i=0}^{n_{f} - 1} \sum_{j=i+1}^{n_{j}} \left( 1 - d_{TV}^{mn}(\tilde{f}^{[i]}, \tilde{f}^{[j]}) \right)
\]

subject to:

\[
x^{[j]}(t) = y^{[j]}(x^{[j]}(t), u(t), \theta^{[j]}), \quad x^{[j]}(0) = x^{[j]}_0
\]

\[
y^{[j]}(t) = h^{[j]}(x^{[j]}(t), u(t), \theta^{[j]}, v(t))
\]

\[
d_{TV}^{mn}(\tilde{f}^{[i]}, \tilde{f}^{[j]}) \leq R^{[j]}, \quad \forall j \in I
\]

\[
u(t) \in U, \quad x(t) \in X
\]

where \( t_m \in [0,T] \) denotes the time instant over which the common area between the output PDFs is evaluated, and \( R^{[j]}, \forall j \in I \), denotes the TV distance parameter which is given and belongs to \([0,1]\).

Our objective is to design a distributionally robust input signal \( u(t) \in U \) that minimizes the worst-case cost given ambiguous information about the PDFs of model outputs. In particular, to select an input signal \( u(t) \in U \) that enables the separation of the true output PDFs, \( \tilde{f}^{[j]}, j \in I \), by minimizing their common area at time instant \( t_m \in [0,T] \), subject to hard input and state constraints. Hard input and state constraints guarantee that the system states and inputs remain bounded for all \( t \geq 0 \), i.e., there exists a region \( D \subseteq X \times U \) such that \( x(t), u(t) \in D, \forall t \geq 0 \). Note that, although in Problem 3.1 the separation of multiple models is achieved at a single time instant \( t_m \) over the finite time horizon \([0,T]\), in general, the separation at several time instances is also possible. Toward this, in Section III-B we propose an offline AFD procedure in which a piecewise constant input signal is designed so that when applied to the true system over \([0,T]\) enables the separation of multiple models at different time instances \( t_{mk} \in [0,T], \ k = 1,2,\ldots \).

Alternatively, Problem 3.1 can be viewed as a minimax dynamic game with two players opposing each others actions. Specifically, in this minimax game formulation the objective of player I is to choose an input signal \( u(t) \in U \) to minimize the common area between the model output true PDFs pertaining to the different fault scenarios, while the objective of player II is to choose the model output true PDFs, over all possible PDFs within the TV distance inequality constraint, so that the common area is maximized.

**Remark 3.2:** The inequality constraint, or alternatively, the ambiguity set in Problem 3.1 also accounts for scenarios in which \( R^{[i]} \neq R^{[j]}, i, j \in I \). This means that we are allowed to assign different levels of ambiguity between the nominal and the true model output PDFs for different fault scenarios. This feature is of practical importance with applications in cases where we don’t have the same amount of confidence in model output PDFs pertaining to the different fault scenarios.

The desired nominal PDFs, \( \tilde{f}^{[j]}, j \in I \), of model outputs are obtained by performing Monte Carlo simulations of nonlinear model (1), using the nominal distribution information of uncertain model parameters. For presentation purposes, throughout the paper it is assumed that the nominal probability density functions, \( f^{[j]}, j \in I \), are obtained by normal approximations of the resulting probability histograms using Maximum Likelihood (ML) estimation [32]. That is, given \( y^{[j]}_i \in \mathbb{R}^{n_y}, i = 1,2,\ldots,N, j \in I \), the ML
estimates of the unknown mean value and variance that define the nominal PDFs are given by

$$\mu_j = \frac{1}{N} \sum_{i=1}^{N} y_i^{[j]} \quad \text{and} \quad \sigma_j^2 = \frac{1}{N} \sum_{i=1}^{N} (y_i^{[j]} - \mu_j)^2. \quad (5)$$

Although special attention is given to the case of normal approximations, we note that if the approximation of the probability histograms by normal distributions is poor and not accurate enough, one may choose alternative approximating distributions that provide better fitness results to the resulting histograms.

Indeed, since the main results of this work will be derived in terms of the distribution’s first and second moments, alternative distributions may also be used (i.e., see Example 3.5). It is worth noting however that, the designer always needs to balance the trade-off between precision and computational complexity.

In addition, since by definition, normal distributions can take any value from $-\infty$ to $+\infty$, when the value is far away from the mean then it is assumed that its probability is practically negligible.

Given that the nominal output PDFs, $f^{[j]}, \forall j \in I$, are obtained by normal approximations, then it follows that the true output PDFs are given by

$$\tilde{f}^{[j]} \triangleq f^{[j]}(y|\tilde{\mu}_j, \tilde{\sigma}_j) = \frac{1}{\tilde{\sigma}_j \sqrt{2\pi}} \exp\left(-\frac{(y - \tilde{\mu}_j)^2}{2\tilde{\sigma}_j^2}\right) \quad (6)$$

where $\tilde{\mu}_j$ and $\tilde{\sigma}_j$ denote the mean and standard deviation of model $m^{[j]}, j \in I$, respectively. Notice that, inner optimization of Problem 3.1 needs to be solved for all possible mean $\tilde{\mu}_j$ and standard deviation $\tilde{\sigma}_j$, $\forall j \in I$, of the true output PDFs. Hence, the inner optimization of Problem 3.1 becomes

$$\max_{\tilde{f}^{[j]}, \forall j \in I} \sum_{i=0}^{n_f-1} \sum_{j=i+1}^{n_f} \left(1 - d_{TV}^m\left(f^{[i]}, \tilde{f}^{[j]}\right)\right)$$

$$= \max_{\tilde{\mu}_j, \tilde{\sigma}_j} \sum_{i=0}^{n_f-1} \sum_{j=i+1}^{n_f} \left(1 - d_{TV}^m\left(f^{[i]}(y|\tilde{\mu}_i, \tilde{\sigma}_i), \tilde{f}^{[j]}(y|\tilde{\mu}_j, \tilde{\sigma}_j)\right)\right) \quad (7)$$

with TV distance constraint

$$d_{TV}^m\left(\tilde{f}^{[j]}(y|\tilde{\mu}_j, \tilde{\sigma}_j), f^{[j]}(y|\mu_j, \sigma_j)\right) \leq R^{[j]} \quad (8)$$

When clear from the context, the conditioning of the PDF's $\tilde{f}^{[j]}, f^{[j]}$, on the means, $\tilde{\mu}_j, \mu_j$, and standard deviations, $\tilde{\sigma}_j, \sigma_j$, respectively, will be dropped. Next, we provide an upper bound on the common area between a finite number of normal PDFs in terms of TV distance. Subsequently, we use this upper bound to solve the inner optimization of Problem 3.1.

Theorem 3.3: The common area in terms of TV distance metric between a finite number of normally distributed model output PDFs, denoted by $f^{[i]}(y|\tilde{\mu}_i, \tilde{\sigma}_i), i \in I \triangleq \{0, 1, \ldots, n_f\}$, is upper bounded by

$$\sum_{i=0}^{n_f-1} \sum_{j=i+1}^{n_f} \left(1 - d_{TV}\left(f^{[i]}(y|\tilde{\mu}_i, \tilde{\sigma}_i), \tilde{f}^{[j]}(y|\tilde{\mu}_j, \tilde{\sigma}_j)\right)\right) \leq \sum_{i=0}^{n_f-1} \sum_{j=i+1}^{n_f} \left(\frac{1}{2} + \frac{2\tilde{u}_i\tilde{\mu}_j + \tilde{\sigma}_i^2 + \tilde{\sigma}_j^2}{2(\tilde{u}_i^2 + \tilde{\mu}_j^2 + \tilde{\sigma}_i^2 + \tilde{\sigma}_j^2)}\right). \quad (9)$$

$^2$An alternative approach for addressing the problem of poor and not accurate approximations may be obtained by working directly on the resulting probability histograms utilizing equation (2).

$^3$This is adjusted by appropriately selecting the interval of confidence.
Proof: Choose a pair \((k, l) \in I\) of normally distributed output PDFs. Then
\[
\left( \int_{\mathcal{Y}} y \left( \tilde{f}^{[k]}(y|\tilde{\mu}_k, \tilde{\sigma}_k) - \tilde{f}^{[l]}(y|\tilde{\mu}_l, \tilde{\sigma}_l) \right) dy \right)^2
\leq \left( \int_{\mathcal{Y}} |y||\tilde{f}^{[k]} - \tilde{f}^{[l]}|dy \right)^2
= \left( \int_{\mathcal{Y}} |y| \left( |\tilde{f}^{[k]}| - |\tilde{f}^{[l]}| \right)^{\frac{1}{2}} \left( |\tilde{f}^{[k]} - \tilde{f}^{[l]}| \right)^{\frac{1}{2}} dy \right)^2
\leq (a) \int_{\mathcal{Y}} y^2 |\tilde{f}^{[k]}| - \tilde{f}^{[l]}|dy \int_{\mathcal{Y}} |\tilde{f}^{[k]}| - \tilde{f}^{[l]}|dy
\leq (b) \int_{\mathcal{Y}} y^2 \left( \tilde{f}^{[k]} + \tilde{f}^{[l]} \right) dy \int_{\mathcal{Y}} |\tilde{f}^{[k]}| - \tilde{f}^{[l]}|dy
\equiv (c) \left( \tilde{\sigma}_k^2 + \tilde{\mu}_k^2 + \tilde{\sigma}_l^2 + \tilde{\mu}_l^2 \right) \int_{\mathcal{Y}} |\tilde{f}^{[k]}| - \tilde{f}^{[l]}|dy
= 2 \left( \tilde{\sigma}_k^2 + \tilde{\mu}_k^2 + \tilde{\sigma}_l^2 + \tilde{\mu}_l^2 \right) d_{TV}(\tilde{f}^{[k]}, \tilde{f}^{[l]}),
\]
where \((a)\) follows by Cauchy-Schwarz inequality, \((b)\) using the identity \(|a - b| \leq a + b\) provided that \(a, b\) are positive, and \((c)\) using \(E[x^2] \triangleq \int x^2 f(x)dx\) and \(E[x^2] \triangleq \text{Var}[x] + E[x]^2\). It follows that,
\[
1 - d_{TV}(\tilde{f}^{[k]}, \tilde{f}^{[l]}) \leq 1 - \frac{\left( \int_{\mathcal{Y}} y \left( \tilde{f}^{[k]} - \tilde{f}^{[l]} \right) dy \right)^2}{2 \left( \tilde{\mu}_k^2 + \tilde{\mu}_l^2 + \tilde{\sigma}_k^2 + \tilde{\sigma}_l^2 \right)}
= 1 - \frac{\left( \tilde{\mu}_k - \tilde{\mu}_l \right)^2}{2 \left( \tilde{\mu}_k^2 + \tilde{\mu}_l^2 + \tilde{\sigma}_k^2 + \tilde{\sigma}_l^2 \right)} = \frac{1}{2} + \frac{2\tilde{\mu}_k \tilde{\mu}_l + \tilde{\sigma}_k^2 + \tilde{\sigma}_l^2}{2(\tilde{\mu}_k^2 + \tilde{\mu}_l^2 + \tilde{\sigma}_k^2 + \tilde{\sigma}_l^2)}.
\]
(10)

Since the common area between each possible pair of model output PDFs is upper bounded by (10), then it follows that the common area between all pairwise model output PDFs is upper bounded by (9).

The above result provides an upper bound on the common area between the model output PDFs, which can be evaluated in closed form. Next, we deal with the TV distance constraint given by (8).

For each \(j \in I\), given the nominal PDF \(f^{[j]}(y|\mu_j, \sigma_j)\), and the TV distance parameter \(R^{[j]} \in [0, 1]\), then one can evaluate the feasible regions of interest over which the pair \((\tilde{\mu}_j, \tilde{\sigma}_j)\) achieves the maximum of the upper bound (9), and at the same time, guarantee that the TV distance constraint (8) is not violated. In particular, the feasible regions of interest \(ROI(j), \forall j \in I\), can be defined as follows.

\[
ROI(j) : \left\{ (\tilde{\mu}_j, \tilde{\sigma}_j) \in \mathcal{X} \times \mathcal{X} : d_{TV}(\tilde{f}^{[j]}, f^{[j]}) \leq R^{[j]} \right\}
\leftrightarrow \tilde{\mu}_j \in D_{\tilde{\mu}^j} \triangleq [\alpha_j, \beta_j] \subseteq \mathcal{X}, \quad \tilde{\sigma}_j \in D_{\tilde{\sigma}^j} \triangleq [\gamma_j, \delta_j] \subseteq \mathcal{X}.
\]
(11)

The fact that both \(D_{\tilde{\mu}^j} \subseteq \mathcal{X}\) and \(D_{\tilde{\sigma}^j} \subseteq \mathcal{X}\) follow from: (i) the state constraints of Problem 3.1, and (ii) variance upper bound results, such as, if the random variable \(X\) has a continuous unimodal PDF on \([a, b]\) with at least one mode in \([a, b]\), then \(\sigma_X = (b - a)/3\) (see [33]). A graphical illustration of the TV distance constraint, as well as, the feasible regions of interest \(D_{\tilde{\mu}^j}\) and \(D_{\tilde{\sigma}^j}\), are shown in Figure 1 for a known nominal normal PDF and with TV distance parameter pre-selected within \([0, 1]\). We note that, if the TV distance between the true and the nominal output PDFs is characterised through an equality constraint (i.e., see [1]), then (8) it is addressed through a feasible set of points.
Fig. 1: TV distance constraint and the feasible ROI for a known nominal normal PDF $f^{[j]}(u, |\mu_j, \sigma_j)$ and $R^{[j]} \in [0, 1]$.

By the above discussion, we have that both (7) and (8), can be equivalently expressed as follows.

$$
\max_{\tilde{\mu}_j \in D_{\tilde{\mu}_j}, \tilde{\sigma}_j \in D_{\tilde{\sigma}_j}} \sum_{i=0}^{n_f-1} \sum_{j=i+1}^{n_f} \left( 1 - d_{TV}^{[i]}(\tilde{f}^{[i]}(y|\tilde{\mu}_i, \tilde{\sigma}_i), \tilde{f}^{[j]}(y|\tilde{\mu}_j, \tilde{\sigma}_j)) \right)
$$

$$
= \sum_{i=0}^{n_f-1} \sum_{j=i+1}^{n_f} \left( 1 - d_{TV}^{[i]}(\tilde{f}^{[i]}(y|\tilde{\mu}_i^*, \tilde{\sigma}_i^*), \tilde{f}^{[j]}(y|\tilde{\mu}_j^*, \tilde{\sigma}_j^*)) \right),
$$

for $(\tilde{\mu}_j^*, \tilde{\sigma}_j^*) \in \arg \max_{\tilde{\mu}_j \in D_{\tilde{\mu}_j}, \tilde{\sigma}_j \in D_{\tilde{\sigma}_j}}$ (Upper Bound (9)), $\forall j \in I$

where $\arg \max(\cdot)$ is the set of $(\tilde{\mu}_j, \tilde{\sigma}_j)$ from the feasible regions of interest $D_{\tilde{\mu}_j}$ and $D_{\tilde{\sigma}_j}$, $\forall j \in I$, that achieve the maximum of the upper bound (9), and subsequently, are applied to evaluate the common area in terms of TV distance. This problem reformulation benefits since upper bound (9) is expressed in terms of the distribution’s first and second moments. This is an easier problem to solve than that of evaluating the distribution’s density function, which for some distributions might be a tedious task. Moreover, since the upper bound on the common area given by (9) is concave and continuously differentiable with respect to $(\tilde{\mu}, \tilde{\sigma})$, then the classic Langrangian method of multipliers can be applied.
Toward this end, we define the Langrangian as follows

\[ \mathcal{L} (\tilde{\mu}, \tilde{\sigma}, \lambda^\mu, s_j^\mu, \lambda^\sigma, s_j^\sigma) \triangleq \sum_{i=0}^{n_f} \sum_{j=i+1}^{n_f} \left( \frac{1}{2} + \frac{2\tilde{\mu}_i \tilde{\mu}_j + \tilde{\sigma}_i^2 + \tilde{\sigma}_j^2}{2(\tilde{\mu}_i^2 + \tilde{\mu}_j^2 + \tilde{\sigma}_i^2 + \tilde{\sigma}_j^2)} \right) \]

\[ + \sum_{j=0}^{n_f} \left( \lambda^\mu_j (\beta_j - \tilde{\mu}_j) + s_j^\mu (-\alpha_j + \tilde{\mu}_j) \right) + \sum_{j=0}^{n_f} \left( \lambda^\sigma_j (\delta_j - \tilde{\sigma}_j) + s_j^\sigma (-\gamma_j + \tilde{\sigma}_j) \right) \]  

where \( \lambda^\mu_j, s_j^\mu, \lambda^\sigma_j, s_j^\sigma, \forall j \in I \), are the Lagrangian multipliers associated with the constraints given by (11). By the Karush-Kuhn-Tucker (KKT) theorem, the following conditions are necessary and sufficient for optimality

\[ \frac{\partial}{\partial \tilde{\mu}_j} \mathcal{L} |_{\tilde{\mu} = \tilde{\mu}^*, \lambda^\mu = \lambda^\mu^*, s_j^\mu = s_j^\mu^*, \lambda^\sigma = \lambda^\sigma^*, s_j^\sigma = s_j^\sigma^*} = 0, \]  

\[ \frac{\partial}{\partial \tilde{\sigma}_j} \mathcal{L} |_{\tilde{\mu} = \tilde{\mu}^*, \lambda^\mu = \lambda^\mu^*, s_j^\mu = s_j^\mu^*, \lambda^\sigma = \lambda^\sigma^*, s_j^\sigma = s_j^\sigma^*} = 0, \]

\[ \tilde{\mu}_j - \beta_j \leq 0, \quad \lambda^\mu_j^* (\tilde{\mu}_j^* - \beta_j) = 0, \quad \lambda^\mu_j^* \geq 0, \]  

\[ \tilde{\mu}_j - \alpha_j \geq 0, \quad s_j^\mu^* (-\tilde{\mu}_j^* + \alpha_j) = 0, \quad s_j^\mu^* \geq 0, \]

\[ \tilde{\sigma}_j - \delta_j \leq 0, \quad \lambda^\sigma_j^* (\tilde{\sigma}_j^* - \delta_j) = 0, \quad \lambda^\sigma_j^* \geq 0, \]

\[ \tilde{\sigma}_j - \gamma_j \geq 0, \quad s_j^\sigma^* (-\tilde{\sigma}_j^* + \gamma_j) = 0, \quad s_j^\sigma^* \geq 0, \]  

for all \( j \in I \). By (13a) and (13b), differentiating (12) with respect to \( \tilde{\mu} \) and \( \tilde{\sigma} \), respectively, the following equations are obtained

\[ \frac{\partial}{\partial \tilde{\mu}_j} \mathcal{L} |_{\tilde{\mu} = \tilde{\mu}^*, \lambda^\mu = \lambda^\mu^*, s_j^\mu = s_j^\mu^*, \lambda^\sigma = \lambda^\sigma^*, s_j^\sigma = s_j^\sigma^*} = 0, \]  

\[ \frac{\partial}{\partial \tilde{\sigma}_j} \mathcal{L} |_{\tilde{\mu} = \tilde{\mu}^*, \lambda^\mu = \lambda^\mu^*, s_j^\mu = s_j^\mu^*, \lambda^\sigma = \lambda^\sigma^*, s_j^\sigma = s_j^\sigma^*} = 0, \]

\[ \sum_{i \in I \atop i \neq j} \left( \tilde{\mu}_i^* - \tilde{\mu}_j^* \right) \left( (\tilde{\mu}_i^*)^2 + \tilde{\mu}_i^* \tilde{\mu}_j^* + (\tilde{\sigma}_i^*)^2 + (\tilde{\sigma}_j^*)^2 \right) \]  

\[ + s_j^\mu^* - \lambda^\mu_j^* = 0, \]  

\[ \sum_{i \in I \atop i \neq j} \left( \tilde{\sigma}_i^* - \tilde{\sigma}_j^* \right) \left( (\tilde{\sigma}_i^*)^2 + \tilde{\sigma}_i^* \tilde{\sigma}_j^* + (\tilde{\mu}_i^*)^2 + (\tilde{\mu}_j^*)^2 \right) \]  

\[ + s_j^\sigma^* - \lambda^\sigma_j^* = 0. \]

By the complementary conditions (13c)-(13f), for each \( j \in I \triangleq \{0, 1, \ldots, n_f\} \), the optimal solution \( \tilde{\mu}_j^* (\tilde{\sigma}_j^*) \) may be either at the boundary, in which case, \( \tilde{\mu}_j^* - \beta_j = 0 \) or \( -\tilde{\mu}_j^* + \alpha_j = 0 \) (\( \tilde{\sigma}_j^* - \delta_j = 0 \) or \( -\tilde{\sigma}_j^* + \gamma_j = 0 \)), or at the interior, in which case, \( \lambda^\mu_j^*, s_j^\mu^* = 0 \) (\( \lambda^\sigma_j^*, s_j^\sigma^* = 0 \)). By the concavity of the objective function and the linearity of the constraints an optimal solution always exists, that is, given \((\tilde{\mu}^*, \tilde{\sigma}^*)\) with \(s^*\) and \(\lambda^*\) satisfying the KKT conditions, then the pair \((\tilde{\mu}^*, \tilde{\sigma}^*)\) maximizes the objective function subject to the constraints.

**Remark 3.4:** The proposed distributionally robust AFD approach is not limited to normal approximations. Indeed, as the next example shows, the results of this work can be readily transferred to alternative distributions other than normal, for which the first and second moments exist. This fact is illustrated in more detail for two well-known distributions, namely, (a) the beta distribution, and (b) the gamma distribution.

**Example 3.5:** Consider the case in which the resulting probability histograms are approximated by a gamma distribution with shape parameter \( \tilde{\alpha} \) and rate parameter \( \tilde{b} \). Given that the nominal PDFs are
obtained by a gamma approximation then it follows that the true output PDFs, \( \tilde{f}^{[j]}, \forall j \in I \), are given by
\[
\tilde{f}^{[j]}(y|\tilde{a}_j, \tilde{b}_j) = \frac{\tilde{b}_j y^{\tilde{a}_j - 1} e^{-\tilde{b}_j y}}{\Gamma(\tilde{a}_j)}, \quad y \in (0, \infty), \quad \tilde{a}_j, \tilde{b}_j > 0
\]
where \( \Gamma(\tilde{a}_j) \) is the gamma function. The mean and the variance of a gamma distribution are given by \( \bar{a}_j/\tilde{b}_j \) and \( \bar{a}_j/\tilde{b}_j^2 \), respectively. By applying the proposed approach to obtain the optimal pair \((\tilde{\mu}_j^*, \tilde{\sigma}_j^*)\), \( j \in I \), then the shape and rate parameters that produce the desired gamma distribution are given by:
\[
\tilde{a}_j = \left( \frac{\tilde{\mu}_j^*}{\tilde{\sigma}_j^*} \right)^2, \quad \text{and} \quad \tilde{b}_j = \frac{\tilde{\mu}_j^*}{(\tilde{\sigma}_j^*)^2}.
\]

Another useful distribution for histogram approximation over finite intervals is the beta distribution with shape parameters \((\tilde{a}, \tilde{b})\). The mean and the variance of the beta distribution are given by \( \tilde{a}_j/(\tilde{a}_j + \tilde{b}_j) \) and \( \tilde{a}_j\tilde{b}_j/((\tilde{a}_j + \tilde{b}_j)^2(\tilde{a}_j + \tilde{b}_j + 1)) \), respectively. Following the proposed approach for finding the optimal pair \((\tilde{\mu}_j^*, \tilde{\sigma}_j^*)\), then the shape parameters that produce the desired beta distribution are given by:
\[
\tilde{a}_j = \frac{\tilde{\mu}_j^* \left( \tilde{\mu}_j^* - (\tilde{\sigma}_j^*)^2 \right)^2}{(\tilde{\sigma}_j^*)^2}, \quad \text{and} \quad \tilde{b}_j = \frac{\tilde{\mu}_j^* (1 - \tilde{\mu}_j^*)}{\tilde{\mu}_j^*}.
\]

**B. Robust AFD algorithm and implementation of the AFD scheme in practice**

In this section, we first give Robust AFD Algorithm 1 to solve Problem 3.1. Then, AFD procedure 3.6 is provided and its implementation in practice is discussed.

**Algorithm 1 Robust AFD Algorithm**

Input data: 1) \( T \): time horizon, 2) \( m^{[j]} \): faultless and faulty models, 3) \( x^{[j]}(0) \): initial states, 4) nominal distribution information of \( \theta^{[j]} \), 5) \( R^{[j]} \in [0, 1] \): TV distance parameter, 6) input and state constraints. At each iteration of outer optimization in (4), do:

1: For each model \( j \in I \):
   a) using the initial states and the nominal distribution information of \( \theta^{[j]} \), perform Monte Carlo simulations of (1), to obtain the probability histograms under parametric uncertainties,
   b) approximate the resulting probability histograms to construct the nominal output PDFs, \( f^{[j]} \),
   c) using \( R^{[j]} \) and the nominal PDFs, \( f^{[j]} \), evaluate the bounded regions of interest, \( D_j^\mu \) and \( D_j^\sigma \), as described in (11).
2: At each iteration of inner optimization in (4), do:
   a) For each model \( j \in I \), using \( \tilde{\mu}_j \in D_j^\mu \) and \( \tilde{\sigma}_j \in D_j^\sigma \), compute the upper bound given by the right-hand side of (9).
   b) Solve the inner optimization in (4), by applying the KKT conditions (13), to obtain \( \tilde{\mu}_j^* \in D_j^\mu \)
   and \( \tilde{\sigma}_j^* \in D_j^\sigma \), for all \( j \in I \).
3: Compute the common area between the true output PDFs \( \tilde{f}^{[j]} \), for all \( j \in I \), as given by (4).
4: Solve the outer optimization in (4) to obtain a distributionally robust input \( u^* \in \mathcal{U} \).

To exemplify the implementation of the proposed AFD scheme, next we provide the procedure to be followed.

**Offline AFD Procedure 3.6:** Let \( t_m = t_{m_1}, t_{m_2}, \ldots \in [0, T] \) denote the measurements time in which observations are to be taken. Also, let \( k = 0 \) and \( t_{m_0} = 0 \). Then:

Step 1: At time \( t = t_{m_k} \), call Algorithm 1 (with the updated state values) to design an optimal input signal \( u^*(t) \in \mathcal{U}, t \in [t_{m_k}, t_{m_{k+1}}] \), which enables the separation of multiple models at time \( t = t_{m_{k+1}} \).
and $T$ coefficients which are considered to be uncertain. We assume that only the liquid level in tank $T$ leakage ($q_x$, Toricelli's law, as shown in Figure 2, where $\alpha \sim \mathcal{N}(0.6, 4 \times 10^{-4})$.

Step 2: Using the designed optimal input signal $u^*(t)$ of Step 1, simulate the multiple models from time $t = t_{m_k}$ up to time $t = t_{m_{k+1}}$, and save the state values $x[i](t_{m_{k+1}}) = x[i]^{[k+1]}$.

Step 3: Let $k = k + 1$, and repeat steps 1-3.

Through the proposed offline AFD procedure a distributionally robust input signal $u^*(t)$, $t \in [0, T]$, is obtained, which when applied to the true system enables the detection and isolation of faults by comparing the true system measurements with the faultless and faulty model predictions. Based on the proposed AFD procedure, the overall function of the designed input signal $u(t) \in \mathcal{U}$ can be thought as a piecewise function of the following form
\[
u(t) = \begin{cases} \bar{u}(0), & \text{if } t < t_{m_1} \\ \bar{u}(t_{m_k}), & \text{if } t_{m_k} \leq t < t_{m_{k+1}}, \ k = 1, \ldots, |m| - 1 \\ \bar{u}(t_{m_m}), & \text{if } t_{m_m} \leq t < T \end{cases}
\]
with $|m|$ denoting the number of different time instances.

Next, we consider a three-tank benchmark problem for AFD, drawn from [18], and modified to illustrate the effect of highly uncertain and ambiguous distribution information. Further information regarding the three-tank system can also be found in [15], [34].

IV. APPLICATION: ROBUST AFD FOR THE THREE-TANK SYSTEM

A three-tank system consisting of three identical cylinders $T_1$, $T_2$, and $T_3$, with cross section area $A = 0.01544 m^2$, is depicted in Figure 2. The tanks are interconnected by connection pipes with cross section area $S_p = 5 \times 10^{-5} m^2$, and the liquid entering tanks $T_1$ and $T_2$ via the pumps $P_1$ and $P_2$, respectively. The liquid flow rate from pump $P_i$, $i = 1, 2$, is denoted by $u_i$, and is constrained to take values in $0 \leq u_i \leq 10^{-4} m^3/s$, $i = 1, 2$. The three-tank system is modeled using mass balance equations and Toricelli’s law, as shown in Figure 2, where $x_i$, $i = 1, 2, 3$, denote the liquid levels in tanks $T_1$, $T_2$, and $T_3$, respectively, and are constrained to take values in $0 \leq x_i \leq 0.75 m$, $i = 1, 2, 3$. In addition, $g = 9.81 m/s^2$ denotes the gravity acceleration, and $q_f$ denotes the outflow rate from tank $T_2$ due to leakage ($q_f = 0$ in the faultless case). Moreover, $c_i$, $i = 1, 2, 3$, denotes the nondimensional outflow coefficients which are considered to be uncertain. We assume that only the liquid level in tank $T_3$ is

| TABLE I: Nominal parameters | TABLE II: True parameters |
|--------------------------------|---------------------------|
| $c_1 \sim \mathcal{N}(1, 0.0025)$ | $c_1 \sim \mathcal{N}(1, 0.01)$ |
| $c_2 \sim \mathcal{N}(0.8, 0.0025)$ | $c_2 \sim \mathcal{N}(1, 0.01)$ |
| $c_3 \sim \mathcal{N}(1, 0.0025)$ | $c_3 \sim \mathcal{N}(1, 0.01)$ |
| $r \sim \mathcal{N}(0.002, 10^{-6})$ | $r \sim \mathcal{N}(0.02, 10^{-6})$ |
| $\alpha \sim \mathcal{N}(0.6, 4 \times 10^{-4})$ | $\alpha \sim \mathcal{N}(0.6, 4 \times 10^{-2})$ |
available for measurement, i.e., \(y^{[i]}(t) = x^{[i]}_3(t), \forall i \in I\), and is corrupted by white noise, which has a normal distribution with zero mean and variance 0.025.

Three operation scenarios are considered, the faultless scenario and two faulty scenarios:

Fault A. A multiplicative actuator fault in pump \(P_1\) defined by \(u_1 = \bar{u}_1 + (\alpha - 1)\bar{u}_1\), where \(\alpha\) is an uncertain parameter characterizing the magnitude of the fault, and \(\bar{u}_1\) is the supply flow rate in the faultless case.

Fault B. A leakage in tank \(T_2\) with a circular leak of uncertain radius \(r\), and outflow rate \(q_f = c_2\pi r^2\sqrt{2gy}x_2\).

To illustrate the effect of ambiguous distribution information, we choose those uncertain model parameters which are of interest to describe the system behaviour under the different fault scenarios. In particular, the nominal and true distribution information of uncertain model parameters is summarized in Tables I and II, respectively. In all simulations, the time horizon is set equal to \(T = 3000\) s, and the initial conditions \(x_i(0), i = 1, 2, 3\), are distributed uniformly on the interval \([0, 0.15]\). By numerical integration of the three-tank system (given in Figure 2) in Matlab, the histogram of the output is obtained for the three operation scenarios. In particular, histograms are constructed based on 10000 Monte Carlo simulations of the three-tank system under parametric uncertainties. The corresponding PDFs are obtained by normal approximation using Matlab’s function fitdist. In addition, for the design of the optimal input signal \(u^* \in U\), under the faultless and faulty operation scenarios, Matlab’s global optimization toolbox is employed, while the KKT conditions are applied using the fsolve solver. In what follows, we compare AFD input design results under two possible cases:

(C1) solution of the AFD optimization problem using the nominal distribution information (as listed in Table I), and with TV distance parameter set equal to \(R^{[j]} = 0\) for all \(j = 1, 2, 3\). Typically, here we assume that the nominal distribution information provided for uncertain model parameters is correct. We refer to the input signal designed under this case as the nominal input signal, and

(C2) solution of the AFD optimization problem using the nominal distribution information (as listed in Table I), and with TV distance parameter set equal to \(R^{[j]} = 1\) for all \(j = 1, 2, 3\). Typically, here we assume that the nominal distribution information provided for uncertain model parameters is poor and not accurate enough. We refer to the input signal designed under this case as the distributionally robust input signal.

For cases (C1) and (C2), measurements are taken every 100s. The computational time required to solve the optimization problem and obtain the nominal input signal under (C1), and the distributionally robust input signal under (C2), is approximately 35 and 50 minutes, respectively (using an iMac, Quad-Core i7, 4.2GHz, 32GB).

Figure 3(a)-(b) depicts the nominal and the distributionally robust input signals designed under cases (C1) and (C2), respectively. For illustrating the effectiveness of the proposed AFD method, next we apply to the true model (described by the true distribution information, as listed in Table II) both the nominal input signal and the distributionally robust input signal. Figure 3(c)-(f) depicts the common area, in terms of TV distance metric, evaluated at each measurement time under both designed input signals. Figure 3(f) confirms that the distributionally robust input signal restricts the influences of ambiguous distribution information, while Figure 3(e) confirms that the nominal input signal does not. In addition, Figure 3(c)-(d) depicts the estimated output PDFs of the liquid level in tank \(T_3\) at a single time instant, \(t_m = 3000\) s. Comparing Figure 3(c) with Figure 3(d) it can be seen that under the nominal input signal the estimated output PDFs of the true model share a common area of size \(a \approx 0.25\), while under the distributionally robust input signal the corresponding PDFs share a common area of size \(a \approx 0\). This is due to the fact that the nominal input signal is designed only for the case in which the true and the nominal output PDFs are equal, and hence, effective fault diagnosability of the real system is not ensured. In contrast, to nominal input signal, the distributionally robust input signal is designed by considering the worst-case PDFs over all possible PDFs within the TV distance ambiguity set, and hence, effective fault diagnosability of the real system is ensured even in cases of highly uncertain scenarios.
Fig. 3: Top plots depict the input design signals. Middle plots depict the true output PDFs at measurement time $t_m = 3000s$. Bottom plots depict the resulting common area at each measurement time.
V. CONCLUSION

In this paper, we have proposed a distributionally robust, AFD approach for a class nonlinear systems with respect to ambiguous distribution information of uncertain model parameters. With respect to existing literature, TV distance metric is introduced as a measure for the evaluation of the common area between distributions corresponding to multiple fault scenarios, and as an information constraint to model ambiguity. Results indicate the capability of the proposed approach to restrict the influences of uncertainty, and its effectiveness on the detection and isolation of faults.

Future research directions include the extension of the results to the case where the distributionally robust separating input signal is applied as an auxiliary to the nominal/stabilizing control input signal, and to study possible side effects to the system behaviour. In addition, to hedge against the impact of inaccuracy in PDF estimation by working directly on the resulting probability histograms, utilizing the alternative definition of the TV distance metric as given by (2).
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