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Abstract. We model the distribution of neutral hydrogen (HI) in the post-reionization era and investigate its detectability in 21 cm intensity mapping with future radio telescopes like the Square Kilometer array (SKA). We rely on high resolution hydrodynamical N-body simulations that have a state-of-the-art treatment of the low density photoionized gas in the inter-galactic medium (IGM). The HI is assigned \textit{a-posteriori} to the gas particles following two different approaches: a \textit{halo-based method} in which HI is assigned only to gas particles residing within dark matter halos; a \textit{particle-based method} that assigns HI to all gas particles using a prescription based on the physical properties of the particles.

The HI statistical properties are then compared to the observational properties of Damped Lyman-α Absorbers (DLAs) and of lower column density systems and reasonable good agreement is found for all the cases. Among the \textit{halo-based method}, we further consider two different schemes that aim at reproducing the observed properties of DLAs by distributing HI inside halos: one of this results in a much higher bias for DLAs, in agreement with recent observations, which boosts the 21 cm power spectrum by a factor \(\sim 4\) with respect to the other recipe. Furthermore, we quantify the contribution of HI in the diffuse IGM to both \(\Omega_{\text{HI}}\) and the HI power spectrum finding to be subdominant in both cases.

We compute the 21 cm power spectrum from the simulated HI distribution and calculate the expected signal for both SKA1-mid and SKA1-low configurations at \(2.4 \leq z \leq 4\). We find that SKA will be able to detect the 21 cm power spectrum, in the non-linear regime, up to \(k \sim 1\,h/Mpc\) for SKA1-mid and \(k \sim 5\,h/Mpc\) for SKA1-low with 100 hours of observations.
We also investigate the perspective of imaging the HI distribution. Our findings indicate that SKA1-low could detect the most massive HI peaks with a signal to noise ratio (SNR) higher than 5 for an observation time of about 1000 hours at \( z = 4 \), for a synthesized beam width of 2\( \prime \). Detection at redshifts \( z \geq 2.4 \) with SKA1-mid would instead require a much longer observation time to achieve a comparable SNR level.
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1 Introduction

The cosmology standard model is able to reproduce reasonably well a variety of observables from large to small scales like the fluctuations in the cosmic microwave background (CMB), the spatial distribution of galaxies, the weak lensing statistical properties, the clustering of the cosmic-web filaments as seen in Lyman-α, the cluster number counts, etc. Among the different tracers of the large scale structure, Hydrogen is the most abundant element with a contribution of \( \sim 75\% \) to the total baryonic mass. The Lyman-α forest, in the post-reionization era, is a powerful probe of the diffuse hydrogen atoms that are ionized due to the presence of a rather strong ultraviolet (UV) background radiation flux. However, it is expected that the UV background radiation would not be able to penetrate dense hydrogen environments associated to galaxies. Thus, the neutral hydrogen within massive galaxies is believed to be self-shielded against the external UV radiation. It is also thought that the neutral hydrogen within galaxies represents an intermediate phase between the diffuse intergalactic medium and the high density molecular hydrogen, the fuel for the formation of stars. Therefore, any successful theory of galaxy formation/evolution should predict not only the galactic HI mass but also the interplay between the galactic properties and the HI content and distribution.
The amount of neutral hydrogen can be parametrized with the parameter \( \Omega_{\text{HI}}(z) = \bar{\rho}_{\text{HI}}(z)/\rho_c^0 \), with \( \bar{\rho}_{\text{HI}}(z) \) being the average comoving density of neutral hydrogen (HI) at redshift \( z \) and \( \rho_c^0 \) the Universe critical density at \( z = 0 \). Observations of the abundance and properties of the DLAs have been used to infer a value of \( \Omega_{\text{HI}}(z) \approx 10^{-3} \), almost independently of redshift [1–8].

Neutral hydrogen can be detected through its redshifted 21 cm emission (see [9, 10] for a recent reviews). Even though galaxies cannot be detected individually at high redshift, variations in the 21 cm signal on large scales can be used to measure the power spectrum: a technique which is known as intensity mapping [11–14]. Moreover, the fluctuations in the 21 cm intensity emission are believed to be one of the most powerful probes of the epoch of reionization (EoR) (see for instance [9, 10, 15–17] and references therein). In the post-reionization era, the much larger volume available for 21 cm observations, with respect to those probed by galaxy surveys, is expected to allow us to measure the matter power spectrum with an unprecedented precision [14, 18–20].

The current radio-telescope technology only allows us to detect the 21 cm emission from galaxies only at relatively low redshift \( (z \lesssim 0.3) \). On the other hand, existing radio interferometers such as the Giant Meterwave Radio Telescope (GMRT),\(^1\) the Ooty Radio Telescope (ORT)\(^2\), the Low-Frequency Array (LOFAR),\(^3\) or upcoming like ASKAP (The Australian Square Kilometer Array Pathfinder),\(^4\) MeerKAT (The South African Square Kilometer Array Pathfinder)\(^5\) and SKA (The Square Kilometer Array)\(^6\) are designed to detect the fluctuations in the emission of 21 cm neutral hydrogen. We notice that the 21 cm signal has recently been detected at \( z \sim 1 \) by cross-correlating intensity maps and the large scale structure (via catalogues of optically selected galaxies) [22, 23] and also forecasting (see for instance [24, 25]). Therefore, a deep understanding of the HI distribution is required from the theory/numerical side in order to extract the maximum possible information from the data.

In this paper we aim at modeling the distribution of HI using high resolution hydrodynamical N-body simulations. The HI distribution has been previously studied in several works [26–43]. Here, we use two different approaches to simulate the distribution of HI. With the first one, the so-called halo-based method, we only assign HI to the gas particles belonging to dark matter halos. This approach is based on Bagla et al. 2010 [34] method. We will then use two different schemes: one it is just the Bagla et al. method whereas with the other we try to reproduce the observational measurements of both the DLAs column density distribution and their bias as obtained recently by the SDSS-III/BOSS collaboration [44]. The two schemes are quite different and by exploring both of them in terms of 21 cm power spectrum we are conservatively exploring the expected signal.

Our second approach, consists of assigning HI to the N-body gas particles using a particle-by-particle basis and make use of the Davé et al. 2013 [41] method, which accounts for the most important effects that set the hydrogen phase: photo-ionization equilibrium in low density regions and self-shielding and HI-H\(_2\) conversion in high density zones. Ref. [41] showed that this method, applied to their simulations, is able to reproduce many of the low-redshift HI observations [45–47]. Moreover, this method allows us to quantify the contribution of HI residing outside halos to the overall Universe HI content and to the HI power spectrum.
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\(^1\)http://gmrt.ncra.tifr.res.in/.
\(^2\)http://www.lofar.org/.
\(^3\)http://www.mwatelescope.org/.
\(^4\)http://www.atnf.csiro.au/projects/askap/index.html.
\(^5\)http://www.ska.ac.za/meerkat/.
\(^6\)https://www.skatelescope.org/.
We also investigate the sensitivity of future radio telescopes such as the SKA to the 21 cm signal arising from the spatial distribution of neutral hydrogen. Furthermore, we study the prospect of direct imaging the largest peaks in the HI distribution.

The paper is organized as follows. In section 2 we present the hydrodynamical N-body suite of simulations used in this paper. The methods employed to model the distribution of neutral hydrogen are described in sections 3 and 4. In the first, we focus on the halo-based method, whereas in the latter we use the particle-based method. In section 5 we quantify the contributions of HI outside dark matter halos to both the overall amount of HI in the Universe and the HI power spectrum. The 21 cm power spectrum from our simulated HI distribution is presented in section 6. In that section we also discuss its detectability for future radio surveys as SKA. In section 7 we investigate the possibility, for the SKA, to detect bright, isolated, HI peaks. Finally, a summary and the main conclusions of this paper are given in section 8.

2 N-body simulations

We run a set of five high-resolution hydrodynamical N-body simulations including both cold dark matter (CDM) and baryon (gas + star) particles. We use the TreePM-SPH N-body code GADGET-III, which is an improved and faster version of the code GADGET-II [48].

The starting redshift of the simulations is set to $z = 99$. At this redshift, the N-body initial conditions are generated by displacing the particle positions from a cubic grid using the Zel’dovich approximation. We make use of CAMB [49] to compute the CDM and baryon transfer functions together with the matter power spectrum at the starting redshift.

The simulations contain $512^3$ CDM and $512^3$ baryon particles within a periodic box of linear comoving size 15, 30, 60 and 120 $h^{-1}$ Mpc. Thus, the resolution of the $15 h^{-1}$ Mpc simulation is $512$ times higher than the one of the simulation with box size equal to $120 h^{-1}$ Mpc. The reason of having different simulations with different resolutions is because we will perform convergence tests along the paper, investigating the stability of our results.

The gravitational softening of the particles (for both CDM and baryons) is set to $1/30$ of the mean inter-particle linear spacing, corresponding to $\sim 1, 2, 4$ and $8 h^{-1}$ com. kpc for the simulations with boxes of 15, 30, 60 and $120 h^{-1}$ com. Mpc, respectively. The values of the cosmological parameters, in roughly good agreement with the latest Planck results [50], are the same for all the simulations: $\Omega_m = \Omega_{\text{cdm}} + \Omega_b = 0.2742$, $\Omega_b = 0.046$, $\Omega_\Lambda = 0.7258$, $h = 0.7$, $n_s = 0.968$ and $\sigma_8 = 0.816$.

The code includes radiative cooling by hydrogen and helium and heating by a uniform Ultra Violet (UV) background, while star formation is implemented using the effective multiphase sub-grid model of Springel & Hernquist [51]. The UV background and the cooling routine have been modified in order to achieve a wanted thermal history which corresponds to the reference model of [52] which has been shown to provide a good fit to the statistical properties of the transmitted Lyman-$\alpha$ flux. In this model, hydrogen reionization takes place at $z \sim 12$ and the temperature-density relation for the low-density IGM $T = T_0(z)(1 + \delta)^{\gamma(z)-1}$ has $\gamma(z) = 1.3$ and $T_0(z = 2.4, 3, 4) = (16500, 15000, 10000)$ K.

One of the simulations is run with feedback in the form of energy driven galactic wind as implemented in ref. [51]: star forming particles receive ‘a kick’ of $\sim 480$ km/s according to a probabilistic criterion. Hydrodynamical forces are then turned off for a fixed time interval or until the density of the wind particle reaches a value of $0.1 \rho_{h}$, whichever happen earlier, with $\rho_{h}$ is the density above which star formation takes place. For further details we refer the reader to refs. [51, 53]. A summary of the simulation suite is presented in table 1.
The simulations without galactic winds have been run until \(z = 2.4\), whereas the simulation with galactic winds has been run only until \(z = 3\). We analyzed snapshots at redshifts \(z = 2.4, 3, 4, 6\) (except for the simulation with galactic winds where we only keep snapshots at \(z = 3, 4, 6\)), on top of which we have run the Friends-of-Friends (FoF) \([54]\) algorithm with a value of the linking length parameter equal to \(b = 0.2\).

For each gas particle, we consider its mass, SPH smoothing length and HI/H fraction. The neutral hydrogen fraction, together with the abundance of other ionization states of hydrogen and helium, is computed by the code assuming optically thin gas and photo-ionization equilibrium with the external UV background using the formalism described in \([55]\). In the version used in the present work, we stress that the code does not take into account neither HI self-shielding effects nor the formation of molecular hydrogen. However, the HI content outside halos and the IGM physical state is realistic in the sense that it fits all the observational constraints.

3 HI modeling: halo-based

In this paper we model the neutral hydrogen distribution using two different techniques. In the first one, we assume that all the HI resides in dark matter halos and we thus assign HI only to gas particles belonging to dark matter halos. We refer to this method as the halo-based method and we describe it in detail in this section. With the second technique we assign instead HI to all the gas particles in the simulation, according to the physical properties of the particles themselves. We label this second scheme the particle-based method and we shall depict it in section 4.

The HI assignment in the halo-based model proceeds as follows: given an N-body simulation snapshot we first identify all the dark matter halos within it (FoF halos); then we compute, for each dark matter halo, the total HI residing in it; finally we split the total HI mass among the gas particles inside the halo.

In order to carry out the HI assignment using the halo-based method we need two ingredients: 1) the HI mass within a halo as a function of its total mass \(M_{\text{HI}}(M)\); 2) the scheme according to which the halo HI mass is split among its gas particles. We neglect environment effects and therefore, the HI mass that a halo host is only a function of its mass. The function \(M_{\text{HI}}(M)\) completely determines the value of the parameter \(\Omega_{\text{HI}}\):

\[
\Omega_{\text{HI}}(z) = \frac{1}{\rho_c} \int_0^\infty n(M, z)M_{\text{HI}}(M)dM
\]  

\[ (3.1) \]
where \( n(M, z) \) is the halo mass function and \( \rho_c \) is the Universe critical density at \( z = 0 \). We have explicitly checked that the abundance of halos in our simulations is well reproduced by the Sheth & Tormen halo mass function \([56]\), that we use through the paper. Notice that, even if our simulations do include gas cooling, we assume that the effects of baryons on the halo mass function are negligible (see however \([57]\)) and will not impact on our results.

We now investigate how the spatial properties of the neutral hydrogen depend on the function \( M_{\text{HI}}(M) \) and on the HI distribution within the dark matter halos. For that purpose we consider two different models which use a different \( M_{\text{HI}}(M) \) function. We model the spatial distribution of HI within halos to reproduce the observed distribution of column densities.

### 3.1 Model 1

In this model we follow the work of Bagla et al. 2010 \([34]\), where three different schemes for the function \( M_{\text{HI}}(M) \) were presented and applied to N-body dark matter only simulations. In particular, we focus on their model number 3 which parametrizes the \( M_{\text{HI}}(M) \) function as:

\[
M_{\text{HI}}(M) = \begin{cases} 
    f_3 \left( \frac{M}{M_{\text{max}}} \right)^{1+\frac{1}{3}} & \text{if } M_{\text{min}} \leq M \\
    0 & \text{otherwise}
\end{cases}
\]  

(3.2)

where \( f_3 \) is a free parameter describing the amplitude of the function \( M_{\text{HI}}(M) \), \( M_{\text{min}} \) represents the minimum mass of a dark matter halo able to contain neutral hydrogen and \( M_{\text{max}} \) corresponds to the mass scale above which the fraction of HI in a halo becomes suppressed.

We have chosen the Bagla et al. model number 3 to characterize the \( M_{\text{HI}}(M) \) function since that function is physically better justified than the other two\(^7\) (see \([34]\) for details). However, we have explicitly checked that our results do not significantly change if we use the Bagla et al. model number 2. Following \([34]\), the value of \( M_{\text{min}} \) and \( M_{\text{max}} \) can be obtained assuming that dark matter halos with circular velocities below 30 km/s does not contain any HI and that halos with circular velocities higher than 200 km/s will present a suppressed HI mass fraction. The relationship between the halo circular velocity (\( v_c \)) and its mass can be approximated by

\[
M = 10^{10} M_\odot \left( \frac{v_c}{60 \text{ km/s}} \right)^3 \left( \frac{1 + z}{4} \right)^{-3/2}.
\]  

(3.3)

The value of the free parameter \( f_3 \) is obtained by requiring that \( \Omega_{\text{HI}}(z) = 10^{-3} \), as suggested by observations. Once the total HI mass within a given dark matter halo is computed, we split it equally among all the gas particles belonging to the halo. From now on we label this method as the *halo-based model 1*. We stress that unlike the original Bagla et al. implementation we rely on hydrodynamical simulations and thus the HI is assigned to gas particles.

The values of both \( \Omega_{\text{HI}} \) and the DLAs line density, \( dN/dX \), that we obtain by assigning HI to the gas particles using the halo-based model 1 are shown in table 2. For a particular simulation and redshift the value of \( \Omega_{\text{HI}} \) is obtained by summing the HI content assigned to all the gas particles, whereas the value of \( dN/dX \) is computed from the HI column density distribution (see below).

Notice that differently from \([34]\), we obtain the amplitude of the function \( M_{\text{HI}}(M) \), \( f_3 \), by using the whole mass function range, not just the range that the simulations can resolve. In this way we make sure that halos of the same mass contain the same HI mass,

\(^7\)We notice that authors in \([34]\) also demonstrated that, on large scales, the HI power spectrum obtained by using any of their three \( M_{\text{HI}}(M) \) functions is almost the same and we have also verified their findings.
Table 2. Values of the DLAs line density, $dN/dX$, and $\Omega_{\text{HI}}$ obtained by assigning the HI to the gas particles according to the halo-based model 1.

| $z$ | quantity | $B60$ | $B30$ | $B15$ |
|-----|----------|-------|-------|-------|
| 2.4 | $\Omega_{\text{HI}}$ | $0.738 \times 10^{-3}$ | $0.937 \times 10^{-3}$ | $0.988 \times 10^{-3}$ |
|     | $dN/dX$  | 0.026 | 0.033 | 0.037 |
| 3.0 | $\Omega_{\text{HI}}$ | $0.692 \times 10^{-3}$ | $0.960 \times 10^{-3}$ | $1.012 \times 10^{-3}$ |
|     | $dN/dX$  | 0.028 | 0.037 | 0.043 |
| 4.0 | $\Omega_{\text{HI}}$ | $0.585 \times 10^{-3}$ | $0.953 \times 10^{-3}$ | $1.006 \times 10^{-3}$ |
|     | $dN/dX$  | 0.027 | 0.040 | 0.047 |

Figure 1. Column density distribution obtained by using the halo-based model 1 at $z = 2.4$ (left), $z = 3.0$ (middle) and $z = 4$ (right) for the simulations $B15$ (solid blue), $B30$ (dashed green) and $B60$ (dot-dashed red). The observational measurements of Noterdaeme et al. 2012 [7] are shown in black whereas those by Zafar et al. 2013 [8] are displayed in gray.

independently of the resolution of the simulation. On the other hand, low mass halos can not be resolved in the simulations with the large box sizes. Thus, the value of $\Omega_{\text{HI}}$ that we obtain from the simulation $B60$ is below the one from observations, and has its origin on the fact that low mass dark matter halos are not properly resolved in that simulation.

We compute (see appendix B for details) the column density distribution function, $f_{\text{HI}}$, for the simulations $B15$, $B30$ and $B60$ at redshifts $z = 2.4$, $z = 3$ and $z = 4$ and show the results in figure 1, together with the measurements of Noterdaeme et al. 2012 [7] and Zafar et al. 2013 [8]. For simplicity we assume that the HI column density distribution from observations does not vary with redshift, i.e. we consider that the observed abundance of DLAs and Lyman Limit Systems (LLS) at the redshift studied in this paper ($z = 2.4, 3, 4$) are given by the measurements by Noterdaeme et al. (2012) and Zafar et al. (2013).

Overall we find a good agreement between our HI distribution and the observational measurements for absorbers with column densities larger than $10^{21}$ cm$^{-2}$. However, we find that this model under-predicts the abundance of absorbers with column densities in the

---

*These results are obtained for DLAs in the redshift range $z \in [2, 3.5]$, with a mean redshift value of $\langle z \rangle = 2.5$. 

---
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range \([10^{20}–10^{21}]\) \(\text{cm}^{-2}\), which gives rise to a lower value of the DLA line density that the one observed (see table 2), and over-predicts the abundance of Lyman Limit Systems (LLS). The spatial distribution of the column densities, obtained by assigning HI to the gas particles of the simulation \(B15\) at \(z = 3\) using the three methods investigated in this paper, is shown in the appendix A. The column density distributions of the simulations \(B15\) and \(B30\) are in good agreement among themselves even though the resolution of the former is eight times larger than the one of the latter. The column density distribution of the simulation \(B60\) is below those obtained from the other two simulations, pointing out the lack of the DLAs residing in low mass halos that the simulation is not able to resolve. We find that the column density distribution exhibits a very weak redshift dependence. We notice that we obtain almost the same HI column density distribution if we assign HI to the halos gas particles according to the Bagla et al. model 2.

For each dark matter halo we compute the DLA cross-section, \(\sigma_{\text{DLA}}\), as follows: we select the gas particles belonging to the halo and we throw random lines of sight within the halo virial radius. For each line of sight we then compute its column density and we estimate the DLA cross section as [29]:

\[
\sigma_{\text{DLA}} = \pi R_{\text{halo}}^2 \left( \frac{n_{\text{DLA}}}{n_{\text{total}}} \right), \tag{3.4}
\]

where \(R_{\text{halo}}\) is the halo virial radius, \(n_{\text{DLA}}\) is the number of lines of sights with column densities higher than \(10^{20} \text{cm}^{-2}\) and \(n_{\text{total}}\) is the total number of lines of sight used. We note that since we are using FoF halos the quantity \(R_{\text{halo}}\) is not well defined. We use the value of the radius, centered on the position of the particle with the minimum energy, within which the mean density is 200 times the mean density of the Universe as definition for \(R_{\text{halo}}\). We have explicitly checked that our results do not change if we use a different definition for the halo radius. We use 5000 random LOSs for each dark matter halo; we have checked that our results do not significantly change if we increase the former number. In figure 2 we show the comoving cross-section of the DLAs for the simulations \(B60\), \(B30\) and \(B15\) at redshifts 2.4, 3 and 4. We find that the DLA cross-section increases with the halo mass, although for halos more massive than \(\sim 5 \times 10^{11} h^{-1} M_\odot\) the cross section remains constant, almost independent of redshift. This is a consequence of the \(M_{HI}(M)\) function used, which assigns, for halos with masses above \(M_{\text{max}}\), a decreasing \(M_{HI}/M\) fraction. The mean DLA cross-section is well reproduced by a function of the form:

\[
\sigma_{\text{DLA}}(M) = \begin{cases} 
\sigma_0 \left( \frac{M}{M_0} \right)^\alpha \left[ 1 + \left( \frac{M}{M_0} \right)^\beta \right]^{-\alpha/\beta} & \text{if } M_{\text{min}} \leq M \\
0 & \text{otherwise}.
\end{cases} \tag{3.5}
\]

In table 3 we present the best fit values of the parameters of the above fitting function as a function of redshift. Those fitting are also shown with a solid orange line in figure 2. Next, we use mean DLAs cross-section to estimate the DLAs bias as:

\[
b_{\text{DLA}}(z) = \frac{\int_0^\infty b(M, z)n(M, z)\sigma_{\text{DLA}}(M, z) dM}{\int_0^\infty n(M, z)\sigma_{\text{DLA}}(M, z)}, \tag{3.6}
\]

with \(n(M, z)\) being the halo mass function and \(b(M, z)\) the halo bias. For the former quantity we use the Sheth & Tormen halo mass function whereas for the latter we employ the Sheth,
Figure 2. DLA comoving cross-section for a subsample of halos at $z = 2.4$ (left), $z = 3$ (middle) and $z = 4$ (right) from the simulations $B60$ (red), $B30$ (green) and $B15$ (blue) when the neutral hydrogen is assigned to the gas particles using the halo-based model 1. A fit to the results is shown with a solid orange line.

| $z$  | $\sigma_0 \, (h^{-1} \text{kpc})^2$ | $M_0 \, (h^{-1} M_\odot)$ | $\alpha$ | $\beta$ | $M_{\text{min}} \, (h^{-1} M_\odot)$ |
|------|----------------------------------|-----------------------------|----------|---------|----------------------------------|
| 2.4  | 1641                             | $3.41 \times 10^{11}$       | 0.79     | 1.81    | $1.12 \times 10^{9}$            |
| 3.0  | 2429                             | $2.67 \times 10^{11}$       | 0.85     | 1.89    | $8.75 \times 10^{8}$           |
| 4.0  | 4886                             | $2.81 \times 10^{11}$       | 0.79     | 2.04    | $6.26 \times 10^{8}$           |

Table 3. Best fit values of the fitting formula (3.5) used to reproduce the average comoving cross-section obtained by assigning HI to the gas particles belonging to dark matter halos using the halo-based model 1.

Mo & Tormen halo bias formula [58]. We find the following values for the DLAs bias: $b_{\text{DLA}} = 1.47$ at $z = 2.4$, $b_{\text{DLA}} = 1.74$ at $z = 3$ and $b_{\text{DLA}} = 2.10$ at $z = 4$. At $z = 2.4$ our results are in strong tension with recent observational measurements obtained with SDSS-III/BOSS survey, which find a value of $b_{\text{DLA}} = (2.17 \pm 0.20)\beta_F^{0.42}$, with $\beta_F \sim 1$–1.5, at $\langle z \rangle = 2.3$ [44]. We notice that the values of the DLAs bias barely change by using the Bagla et al. model 2 to characterize the function $M_{\text{HI}}$.

We try to simulate different HI density profiles within dark matter halos by distributing the neutral hydrogen according to the physical properties of the gas particles (see eq. (3.15)) to investigate whether we can fit at the same time the DLAs column density distribution and their bias. Our results indicate that this model is unable to fit simultaneously both quantities. The reason arises from the $M_{\text{HI}}(M)$ used in this model, which assigns a constant HI mass to the most massive halos. In order to reproduce the DLAs bias we would need a HI density profile which only allocate DLAs to the most massive halos. On the other hand we find that such density profile can not reproduce the observations of the DLAs column density distribution function.
In figure 3 we show the results of computing the HI power spectrum at redshifts $z = 2.4$, $z = 3$ and $z = 4$ for the different simulations. The values of the HI over-density are computed on a regular cubic grid with $1024^3$ points using the Cloud-in-Cell (CIC) interpolation technique. The mean HI mass per grid cell is computed using $\Omega_{\text{HI}} = 10^{-3}$ instead of the value of $\Omega_{\text{HI}}$ from the simulation itself. The reason for doing this arises because some simulations (for instance $B60$) do not have resolution enough to resolve the smallest halos that host HI and therefore, if we use the value of $\Omega_{\text{HI}}$ from those simulations, the HI power spectrum from will be artificially above the real one. The values of the neutral hydrogen mass over-densities are then Fourier transformed using the Fast Fourier Transform algorithm and the HI power spectrum is estimated through:

$$P_{\text{HI}}(k) = \frac{1}{N_{\text{modes}}} \sum_{\vec{k} \in k} \delta_{\text{HI}}(\vec{k}) \delta_{\text{HI}}^*(\vec{k})$$

with $N_{\text{modes}}$ being the number of modes lying within the spherical shell in $k$ considered. For concreteness, we compute the HI power spectrum within spherical shells of width $\delta k = 2\pi/L$, with $L$ being the simulation box size.

We have explicitly checked that our results are the same on intermediate and large scales if we compute the HI power spectrum taking into account the SPH kernel of the gas particles (see appendix C). Whereas there are some differences on small scales, a proper computation requires a mode amplitude correction to take into account the mass assignment scheme (MAS), which is beyond the scope of this paper. We therefore use the CIC technique, correcting the modes amplitude to account for the MAS, since the calculation is much faster.
We find that the HI power spectrum from the simulations B15, B30 and B60 are in very good agreement among themselves at all redshifts. On large scales, the amplitude of the HI power spectrum is slightly lower in the simulation B60 than in the other two. This is because this simulation can not resolve the smallest dark matter halos that host HI, and therefore, the contribution of those halos to the HI power spectrum is not accounted for. Even though the value of Ω_{HI} is substantially below 10^{-3} for the simulation B60, the HI power spectrum is almost converged, pointing out that the amplitude of the HI power spectrum is set by the most massive, and biased, dark matter halos.

In the bottom panels of figure 3 we display the bias between the distribution of neutral hydrogen and the one of the underlying matter: $b_{HI}(k) = P_{HI}(k)/P_m(k)$. We note that even though the HI power spectra from the different simulations are in good agreement with each other, the HI bias do not show such good convergence. This is due to the matter power spectrum, whose amplitude decreases slightly with resolution due to cosmic variance and also because small box size simulations do not account for the large scale modes that influence the structure growth. We expect this problem not to be present in large box-size simulations, having resolution high enough to resolve the smallest halos capable of hosting HI. As expected, we find that the HI bias increases with redshift. Our estimates for $b_{HI}(k)$ agree quite well with previous works which use a prescription similar to ours [34, 59].

3.2 Model 2

In this model we follow the work of [60, 61] and use a different $M_{HI}(M)$ function, which assigns a constant $M_{HI}/M$ fraction for very massive halos:

$$M_{HI}(M) = \alpha f_{H,c} \exp \left[ - \left( \frac{v_c^0}{v_c} \right)^\beta \right] M, \quad (3.8)$$

where $f_{H,c} = 0.76Ω_b/Ω_m$ is the cosmic hydrogen mass fraction, $v_c$ is the halo circular velocity and $\alpha$, $\beta$ and $v_c^0$ are the model free parameters. Our aim is to reproduce the most important properties of the DLAs (their bias, line density and column density distribution). We first present a simple analytic model that is able to reproduce the DLAs properties and then we use this as a framework to assign HI to the gas particles belonging to the dark matter halos.

Our simple analytic model, based on the work of [61], consists of two ingredients: 1) the HI mass within a dark matter halo of mass $M$; 2) the density profile of the neutral hydrogen within it. For the former we use eq. (3.8) whereas we phenomenologically model the HI density profile within any dark matter halo as:

$$\rho_{HI}(r) = \frac{\rho_0}{\left( \frac{r}{r_s} + 0.06 \right)^2 \left( \frac{r}{r_s} + 1 \right)^3}, \quad (3.9)$$

in order to match observations. We assume that the HI profile extends out to the halo virial radius, $R$ and we take the value of the parameter $r_s$ to be $r_s = Rc$, with $c$ being the halo concentration following the law [62, 63]:

$$c(M, z) = c_0 \left( \frac{M}{10^{11} M_\odot} \right)^{-0.109} \left( \frac{4}{1 + z} \right). \quad (3.10)$$

The value of the parameter $\rho_0$ is found by requiring that the HI mass obtained by integrating the density profile (3.9) is equal to this obtained from eq. (3.8). Given the HI density profile
Table 4. Value of the parameters $\alpha$, $\beta$, $v^0_c$ and $c_0$ that best reproduce the DLAs observational properties for the analytic model 2. The values of the DLAs line density and bias, together with the value of $\Omega_{HI}$ are also shown in the table.

| $z$ | $\alpha$ | $\beta$ | $v^0_c$ (km/s) | $c_0$ | $dN/dX$ | $\Omega_{HI}$ | $b_{DLA}$ |
|-----|-----------|---------|---------------|------|---------|--------------|----------|
| 2.4 | 0.18      | 3       | 37            | 3.4  | 0.07    | $1.18 \times 10^{-3}$ | 2.15     |
| 3.0 | 0.222     | 3       | 37            | 3.2  | 0.07    | $1.12 \times 10^{-3}$ | 2.37     |
| 4.0 | 0.34      | 3       | 37            | 2.7  | 0.07    | $1.12 \times 10^{-3}$ | 2.76     |

and the function $M_{HI}(M)$, the DLAs bias can be computed using eq. (3.6). The DLA cross-section, $\sigma_{DLA} = \pi \bar{s}^2$, of a given halo is calculated by finding the value $s$, for which

$$N_{HI} = \frac{2}{m_H} \int_0^{\sqrt{R^2-s^2}} \rho_{HI}(r = \sqrt{s^2+l^2}) dl = 10^{20.3} \text{ cm}^{-2},$$

with $m_H$ being the mass of the Hydrogen atom. Similarly, the DLAs line density and the column density distribution can be obtained by computing:

$$\frac{dN}{dX} = \frac{c}{H_0} \int_0^{\infty} \frac{n(M, z)}{\sigma_{DLA}(M, z)} dM,$$

$$f_{HI}(N_{HI}, X) = \frac{c}{H_0} \int_0^{\infty} \frac{n(M, z)}{\sigma_{DLA}(M, z)} dM,$$

with

$$\sigma_{DLA}(M, X) = \int_{10^{20.3}}^\infty \left| \frac{d\sigma(N_{HI}|M, X)}{dN_{HI}} \right| dN_{HI}.$$

$\sigma(N_{HI}) = \pi \bar{s}^2$, with $\bar{s}$ obtained by using eq. (3.11) but taking the actual value for $N_{HI}$, rather than $10^{20.3} \text{ cm}^{-2}$. At $z = 2.4$ we tune the values of the model free parameters to reproduce both the DLAs bias [44] and the HI column density distribution [7]. At $z = 3$ and $z = 4$ we calibrate the value of the parameters to reproduce the column density distribution, keeping the same value for the parameters $v^0_c$ and $\beta$. At $z = 3$ and $z = 4$ the DLAs bias arises thus as a prediction of the model.

We have calibrated the free parameters of this simple analytic model using the cosmological model of our N-body simulation. We have explicitly checked that the values of the model parameters exhibit a weak dependence with the cosmological parameters.\(^9\) In table 4 we show the value of the model parameters together with the values of the DLAs line density, $\Omega_{HI}$ and the DLAs bias as a function of redshift. The value of $\Omega_{HI}$ has been computed using eq. (3.1). We note that this model predicts a slightly larger value for $\Omega_{HI}$ than this obtained by observations. We will see later that this happens because this model over-predicts the abundance of LLS. In figure 4 we show the DLAs column density distribution and its comparison with the observational measurements. We remind the reader that in this paper we assume no redshift dependence in the observations of the HI column density distribution.

Motivated by the fact that the above simple model is able to reproduce the most important properties of the DLAs, we now proceed to populate the dark matter halos with HI. We compute the neutral hydrogen mass that a dark matter halo of mass $M$ hosts by using

\(^9\)Note that in [44] the value of the cosmological parameters are slightly different to ours: $\Omega_m = 0.281$, $\Omega_b = 0.049$, $\Omega_{\Lambda} = 0.719$, $\sigma_8 = 0.8$, $n_s = 0.963$ and $h = 0.71$. 


Figure 4. Column density distribution from the analytic model 2 and its comparison with the observational measurements of Noterdaeme et al. 2012 [7].

| $z$ | quantity | $B_{120}$ | $B_{60}$ | $B_{30}$ | $B_{15}$ |
|-----|----------|-----------|-----------|-----------|-----------|
| 2.4 | $\Omega_{\text{HI}}$ | $0.886 \times 10^{-3}$ | $1.183 \times 10^{-3}$ | $1.208 \times 10^{-3}$ | $1.157 \times 10^{-3}$ |
|     | $dN/dX$  | 0.057     | 0.067     | 0.064     | 0.064     |
| 3.0 | $\Omega_{\text{HI}}$ | $0.711 \times 10^{-3}$ | $1.067 \times 10^{-3}$ | $1.136 \times 10^{-3}$ | $1.012 \times 10^{-3}$ |
|     | $dN/dX$  | 0.047     | 0.066     | 0.068     | 0.043     |
| 4.0 | $\Omega_{\text{HI}}$ | $0.524 \times 10^{-3}$ | $0.991 \times 10^{-3}$ | $1.151 \times 10^{-3}$ | $1.115 \times 10^{-3}$ |
|     | $dN/dX$  | 0.036     | 0.066     | 0.074     | 0.073     |

Table 5. Values of the DLA line density, $dN/dX$ and $\Omega_{\text{HI}}$ obtained by assigning the HI to the gas particles according to the halo-based model 2.

eq. (3.8), with the calibrated parameter values at the corresponding redshift. We then split the total HI mass within a given dark matter halo among its gas particles. If we distribute equally the overall HI mass among all the gas particles we are not able to reproduce the observed column density distribution: we have thus developed a simple recipe to distribute the HI among the gas particles that is able to reproduce the HI density profile of eq. (3.9). The HI distribution proceeds as follows: given the total HI that a given dark matter halo host, $M_{\text{HI}}$, we identify the gas particles belonging to it and assign a HI mass to them equal to:

$$M_{\text{HI}}^p = \frac{\left(\frac{\text{HI}}{\text{H}}\right)_p^{0.17} (r_{\text{SPH},p})^{0.35}}{\sum_i \left(\frac{\text{HI}}{\text{H}}\right)_i^{0.17} (r_{\text{SPH},i})^{0.35}} M_{\text{HI}},$$

(3.15)

where $\text{HI}/\text{H}$ is the neutral hydrogen fraction that GADGET assigns to each gas particle, $r_{\text{SPH}}$ is the gas particle SPH radius and $M_{\text{HI}}$ is the total HI mass within the halo. We denominate this method of assigning HI to the gas particles belonging to dark matter halos as the halo-based model 2.

In table 5 we show the values of the DLAs line density and $\Omega_{\text{HI}}$, computed by summing the HI of all the gas particles, obtained by assigning HI to the gas particles using the halo-based model 2 described above. The column density distribution and its comparison with the observational measurements are displayed in figure 5. We find an excellent agreement between
Figure 5. Column density distribution obtained by assigning HI to the gas particles using the halo-based model 2 at $z = 2.4$ (top), $z = 3.0$ (middle) and $z = 4$ (bottom) for the simulations $B_{15}$ (solid blue), $B_{30}$ (dashed green), $B_{60}$ (dot-dashed red) and $B_{120}$ (dotted cyan). The observational measurements of Noterdaeme et al. 2012 [7] are shown in black.

Figure 6. DLAs comoving cross section for a subsample of halos at $z = 2.4$ (left), $z = 3$ (middle) and $z = 4$ (right) from the simulations $B_{120}$ (cyan), $B_{60}$ (red), $B_{30}$ (green) and $B_{15}$ (blue) when the neutral hydrogen is assigned to the gas particles using the halo-based model 2. The orange line represents the cross-section of the analytic model (see text for details).

observations and our mock HI distribution in the DLA regime. However, this model, as the halo-based model 1, fails to reproduce the abundance of Lyman Limit systems, predicting a number significantly above the one observed, which in turn produces an enhancement in the value of $\Omega_{\text{HI}}$. Moreover, we note that the results from the simulation $B_{120}$ are slightly below the observational measurements: this is because this simulation does not have resolution enough to resolve the smallest halos that host DLAs.

In order to verify that the HI density profile that we simulate matches the one of the above analytic model we plot in figure 6 the comoving cross-section of a subset of dark
Figure 7. HI power spectrum obtained by assigning the HI to the gas particles belonging to dark matter halos using the halo-based model 2. The results are displayed at \( z = 2.4 \) (top), \( z = 3 \) (middle) and \( z = 4 \) (bottom) for the simulations \( B_{120} \) (dotted cyan), \( B_{60} \) (dot-dashed red), \( B_{30} \) (dashed green) and \( B_{15} \) (solid blue). The value of the Nyquist frequency is displayed for each simulation with a vertical line. We show the bias between the distributions of HI and matter, \( b_{\text{HI}}^2(k) = P_{\text{HI}}(k)/P_m(k) \), in the bottom panels.

matter halos from the different simulations. With a solid orange line we show the cross-section obtained by using the above analytic model. We find a good agreement between the analytic model and cross-section of the halos populated with HI using the halo-based model 2 at all redshifts. In other words, this model distributes the HI in such a way that the spatial distribution of neutral hydrogen reproduces the measurements of both the DLAs column density distribution and bias (at \( z = 2.4 \)). We emphasize that the orange line in figure 6 is not a fit to the DLAs cross-section from the N-body but the prediction from the analytic model.

In figure 7 we plot the HI power spectrum when the HI is assigned to the gas particles using the halo-based model 2. As discussed at the beginning of this section, this model assigns a constant \( M_{\text{HI}}/M \) fraction for very massive halos: this implies that a strong contribution of the overall HI power spectrum is expected to arise from very massive, and thus biased, dark matter halos. We find that the HI power spectrum is converged on large and intermediate scales only when using box sizes larger than \( \sim 60 \ h^{-1} \text{com.Mpc} \). This clearly shows the impact that massive halos have in terms of power spectrum for this model. We note that the results from the simulation \( B_{120} \) should not be fully converged on all scales, since that simulation is not able to resolve the smallest halos that host HI (see from table 5 that the value of \( \Omega_{\text{HI}} \) is below the expected one). For this scheme, the \( \Omega_{\text{HI}} \) value used to compute the average HI mass per grid cell (for the HI power spectrum computation) is the one expected from the analytic model (see table 4), not the value obtained from the simulations themselves. To corroborate that the discrepancy in the HI power spectrum arises as a consequence of the different halo masses sampled by the different simulations we have selected halos of the same
mass range, converged in terms of the halo mass function, and computed the power spectrum of the HI residing within those halos. In this case we find that the HI power spectrum is almost the same among the different simulations, pointing out that the discrepancies are related to the different mass ranges explored in the simulations.

The bottom panels of figure 7 display the HI bias. As expected, the values of the HI bias are significantly above those obtained by using the halo-based model 1 for the reasons depicted above. Notice that the HI bias at $z = 2.4$ and $z = 3$ for the simulations $B60$ and $B120$ are in very good agreement among themselves, since both the HI and the matter power spectrum are very similar for those simulations.

In summary, whereas the distributions of HI obtained by using both halo-based models can reproduce well the DLAs column density distribution, only the halo-based model 2 is capable of distribute the HI in such a way that it matches the recent measurements of the DLAs bias from SDSS-III/BOSS. This means that the HI in the halo-based model 2 is more strongly clustered than in halo-based model 1. This is clearly reflected in the amplitude of the HI power spectrum: on large scales the HI power spectrum from the halo-based model 2 is a factor $\sim 3$ above this obtained from the halo-based model 1.

4 HI modeling: particle-based

In this section we use a different approach to simulate the distribution of neutral hydrogen. The method, that we refer to as the particle-based method, is based on assigning HI to all the gas particles of the N-body simulation on a particle-by-particle basis, according to the individual physical properties. Notice that one of the most important differences of this approach with respect to the halo-based method is that we do not make any assumption about the location of the HI (in the halo-based method we assume that all the HI reside within dark matter halos).

We follow pretty closely the method recently presented by Davé et al. 2013 [41]. We now briefly review the method here and refer the reader to [41] for further details. Firstly, HI is assigned to each gas particle assuming photo-ionization equilibrium with the external UV background. For star forming particles we assume that hydrogen residing in the cold phase is fully neutral, while hydrogen in the hot phase is fully ionized. Thus, we set the HI/H fraction of star forming particles equal to its multi-phase cold gas fraction (see [27, 51] for further details). The value of the HI photo-ionization rate, $\Gamma_{HI}$, is tuned such as the Ly$\alpha$ mean transmission flux is reproduced. Next, the method assumes that each gas particle has a density profile given by the SPH kernel $W(r, r_{\text{SPH}})$:

$$W(r, r_{\text{SPH}}) = \frac{8}{\pi r_{\text{SPH}}^3} \begin{cases} 1 - 6 \left( \frac{r}{r_{\text{SPH}}} \right)^2 + 6 \left( \frac{r}{r_{\text{SPH}}} \right)^3 & 0 \leq \frac{r}{r_{\text{SPH}}} \leq \frac{1}{2} \\ 2 \left( 1 - \frac{r}{r_{\text{SPH}}} \right)^3 & \frac{1}{2} < \frac{r}{r_{\text{SPH}}} \leq 1 \\ 0 & \frac{r}{r_{\text{SPH}}} > 1 \end{cases} \quad (4.1)$$

where $r_{\text{SPH}}$ is the SPH smoothing length of the particle and a correction to account for self-shielding is applied if a radius $r_{\text{lim}}$, such as

$$N_{\text{HI}}(r_{\text{lim}}) = \frac{0.76 m_H}{m_H} \int_{r_{\text{lim}}}^{r_{\text{SPH}}} W(r, r_{\text{SPH}}) dr = 10^{17.2} \text{ cm}^{-2}, \quad (4.2)$$
Figure 8. For each dark matter halo of the simulation B120 (cyan), B60 (red), B30 (green) and B15 (blue), at \( z = 3 \), we compute the neutral hydrogen mass, \( M_{\text{HI}} \), and the stellar mass \( M_* \). In the left panel we show the ratio \( M_{\text{HI}}/M_{\text{halo}} \) as a function of the halo mass whereas the ratio \( M_*/M_{\text{halo}} \) is displayed in the right panel.

exists. In the above expression \( \text{HI}/\text{H} \) is the neutral hydrogen fraction obtained in the first step, \( m \) is the gas particle mass and \( m_H \) is the mass of the hydrogen atom. If such radius exists, then the method considers that the spherical shell from \( r = 0 \) to \( r = r_{\text{lim}} \) is self-shielded against the external radiation and assigns to it a \( \text{HI}/\text{H} \) fraction equal to 0.9. The \( \text{HI}/\text{H} \) fraction in the shell from \( r = r_{\text{lim}} \) to \( r = r_{\text{SPH}} \) is kept to the value obtained by assuming photo-ionization. Finally, the method takes into account the presence of molecular hydrogen, \( H_2 \), by assigning it to star forming particles using the observed ISM pressure relation found by the The HI Nearby Galaxy Survey (THINGS) \[64\]

\[
R_{\text{mol}} = \frac{\Sigma_{H_2}}{\Sigma_{\text{HI}}} = \left( \frac{P/k_B}{1.7 \times 10^4 \text{ cm}^{-3} \text{K}} \right)^{0.8},
\]

with \( P \) being the pressure, \( k_B \) the Boltzmann constant and \( \Sigma_{\text{HI}} \) and \( \Sigma_{H_2} \) are the HI and \( H_2 \) surface densities respectively.

We notice that our implementation of the above method only differs in the way in which the \( \text{HI}/\text{H} \) fractions are computed in photo-ionization equilibrium. Whereas Davé et al. \[41\] uses a simplified hydrogen ionization balance computation, GADGET uses a more refined method following \[55\]. We have however explicitly checked that differences are very small among the two methods.

In practice, we begin by extracting 5000 random QSO spectra from a given N-body simulation snapshot and by computing the mean transmitted flux. We tune the value of the photo-ionization rate such as we reproduce the observed mean transmitted flux from the Ly\( \alpha \) forest \[65\] at the redshift of the N-body snapshot. We then calculate, in case it exits, the radius \( r_{\text{lim}} \) for every gas particle in the snapshot and correct the neutral hydrogen content of it to account for self-shielding. Finally, for star forming particles, we correct their self-shielded HI mass to take into account the presence of molecular hydrogen. We compute the pressure of the gas particles using their density and internal energy.

We apply the above method to the simulations B120, B60, B60W, B30 and B15 and show in table 6 the values we obtain for the DLAs line density and the parameter \( \Omega_{\text{HI}} \). In figure 8 we show the HI mass fraction and the stellar mass fraction for each dark matter
halo in each simulation (for clearness we do not show the results for the simulation with galactic winds). We find that as the resolution of the simulation increases, halos of the same mass contain larger fractions of stellar mass, i.e. star formation is more efficient in the high resolution simulations than in the low ones; note however that the results seem to begin converging for the simulations B30 and B15. The consequence of this is that in the highest resolution simulations there are fewer gas particles, and thus, the neutral hydrogen mass that a dark matter halo host critically depends on resolution as it can be seen in the left panel of figure 8. We notice that this problem was already discussed in [41] and can be also understood in terms of semi-analytic models of galaxy formation [66, 67].

As can be seen from table 6 the value of \( \Omega_{\text{HI}} \) critically depends on the size of the simulation box. This unphysical behavior arises due to two competing effects. On one hand we have that large box size simulations can only resolve the most massive halos, and therefore, in those simulations the contribution to \( \Omega_{\text{HI}} \) from low mass halos is not accounted for. On the other hand, small box size simulations (higher resolution simulations) convert gas to stars more effectively, thus, the amount of gas left in those simulations capable of host HI decreases with resolution. These two effect compete and at \( z = 2.4 \) and \( z = 3 \) we find that the value of \( \Omega_{\text{HI}} \) peaks for the simulations B60.

In figure 9 we show the HI column density distribution at redshifts \( z = 2.4 \), \( z = 3 \) and \( z = 4 \). We find that this method fails to reproduce the abundance of the systems with the highest column densities. As expected, the results are sensitive to the resolution of the simulation. The formation of \( H_2 \) is reflected by a sudden suppression of the abundance of absorbers with column densities higher than \( N_{\text{HI}} \simeq 10^{21.5} \text{ cm}^{-2} \). This transition is quite abrupt for the simulation B15, in which the number of star forming particles with high pressure is significantly larger than in the other simulations.

We show the DLAs comoving cross-section obtained by using the particle-based model in figure 10. In contrast to the results obtained by using the halo-based model 1, where the DLA cross-section remains constant for very massive halos, we find that the DLA cross-section increases with halo mass. However, the amplitude of the cross-section is significantly lower in this model in comparison to the one obtained by employing the halo-based model 2. Our results suggest that the minimum mass that a dark matter halo should have to host DLAs is about \( \sim 5 \times 10^8 \, h^{-1} \text{M}_\odot \), almost independently of redshift. We find that the mean

| \( z \) | quantity | B120 (total) | B60W (total) | B60 (total) | B30 (total) | B15 (total) |
| --- | --- | --- | --- | --- | --- | --- |
| 2.4 | \( \Omega_{\text{HI}} \) (filaments) | \( 7.265 \times 10^{-5} \) | \( 2.450 \times 10^{-5} \) | \( 2.154 \times 10^{-5} \) | \( 2.699 \times 10^{-6} \) | \( 1.884 \times 10^{-6} \) |
| \( dN/dX \) | 0.045 | 0.045 | 0.047 | 0.047 | 0.048 |
| 3.0 | \( \Omega_{\text{HI}} \) (total) | \( 5.242 \times 10^{-3} \) | \( 2.105 \times 10^{-3} \) | \( 2.057 \times 10^{-3} \) | \( 2.270 \times 10^{-4} \) | \( 1.827 \times 10^{-4} \) |
| \( dN/dX \) | 0.036 | 0.036 | 0.039 | 0.039 | 0.040 |
| 4.0 | \( \Omega_{\text{HI}} \) (total) | \( 3.516 \times 10^{-3} \) | \( 2.012 \times 10^{-3} \) | \( 2.043 \times 10^{-2} \) | \( 2.043 \times 10^{-2} \) | \( 2.043 \times 10^{-2} \) |
| \( dN/dX \) | 0.022 | 0.038 | 0.038 | 0.038 | 0.038 |

**Table 6.** Values of the DLAs line density, \( dN/dX \), \( \Omega_{\text{HI}} \) over the whole simulation and the value of \( \Omega_{\text{HI}} \) for the gas particles residing outside dark matter halos (we refer to that environment as filaments, see section 5 for details) in each N-body simulation obtained by assigning the HI to the gas particles according to the particle-based method.
Figure 9. Column density distribution obtained by using the particle-based method at $z = 2.4$ (left), $z = 3.0$ (middle) and $z = 4$ (right) on top of the simulations $B_{15}$ (solid blue), $B_{30}$ (dashed green), $B_{60}$ (dot-dashed red), $B_{120}$ (dotted cyan) and $B_{60W}$ (purple triangles). The observational measurements of Noterdaeme et al. 2012 [7] are shown in black whereas those by Zafar et al. 2013 [8] are reported in gray.

Figure 10. DLA comoving cross section for a subsample of halos at $z = 2.4$ (left), $z = 3$ (middle) and $z = 4$ (right) from the simulations $B_{120}$ (cyan), $B_{60}$ (red), $B_{30}$ (green) and $B_{15}$ (blue) when the neutral hydrogen is assigned to the gas particles using the particle-based method. A fit to the results is presented with a solid orange line.

DLA cross-section can be well described by the following fitting formula

$$
\sigma_{\text{DLA}}(M) = \sigma_0 \left( \frac{M}{M_0} \right)^\beta \exp \left[ -\left( \frac{M_0}{M} \right)^{3} \right].
$$

In table 7 we show the values that best fit our results and show these in figure 10 with orange lines. By using the average DLA cross-section and eq. (3.6) we find a value for the bias of the DLAs equal to 1.48, 1.69 and 2.07 at $z = 2.4$, 3 and 4 respectively. These values are very similar to those obtained by using the halo-based model 1, and thus, they are also in strong tension with the observational measurements by [44].
Table 7. Best fit values of the fitting formula (4.4) used to reproduce the average cross-section obtained by assigning HI to the gas particles using the particle-based model.

| z   | $\sigma_0$ ($h^{-1}$kpc)$^2$ | $M_0$ ($h^{-1}M_\odot$) | $\beta$ |
|-----|-----------------------------|--------------------------|---------|
| 2.4 | 18.1                        | $7 \times 10^8$          | 0.721   |
| 3.0 | 29.1                        | $6 \times 10^8$          | 0.739   |
| 4.0 | 44.4                        | $5 \times 10^8$          | 0.750   |

In figure 11 we display the power spectrum of the neutral hydrogen distribution for the different simulations at the redshifts $z = 2.4$, $z = 3$ and $z = 4$. We stress that the mean HI mass per grid cell has been obtained by using $\Omega_{HI} = 10^{-3}$. We find that the HI power spectrum depends on the simulation resolution, although results seem almost converged for the simulations $B_{15}$ and $B_{30}$. Our results indicate however that on large scales the HI power spectrum is converged even for the simulation $B_{60}$. The results of the simulation $B_{120}$ are slightly below those of the other simulations on large scales: this is due to the fact that this simulation can not resolve the smallest halos that can host HI, which is then reflected on the amplitude of the HI power spectrum on large scales. We show the HI bias in the bottom panels of figure 11. The dependence of the results with resolution is clear from the plots, even though the HI bias seems almost converged for the simulations $B_{15}$ and $B_{30}$. Therefore, the differences we find in terms of the HI power spectrum for those simulations are mainly due to cosmic variance and box size effects rather than resolution.

We now discuss the role played by the galactic winds in our results. As can be seen from table 6, the simulation $B_{60W}$ contains a similar amount of HI as the simulation $B_{60}$ (the resolution is exactly the same in both simulations) at all redshifts. The reason for this is due to two effects going in opposite directions. On one hand, galactic winds suppress the star formation rate which means less star forming particles and thus, less HI. On the other hand the gas particles that experience galactic winds are hydrodynamically decoupled for a certain time (or until their density is below some threshold). During that time, radiative cooling is very efficient, which means that the HI/H fraction computed assuming photo-ionization equilibrium is close to 1. Therefore, these two effects conspire to produce a similar total amount of HI. In terms of the HI column density distribution the simulations with and without winds produce very similar results. Finally, galactic winds also leave their signature on the HI power spectrum as can be seen from figure 11. We find that the amplitude of the HI power spectrum is slightly higher in the simulation with galactic winds than in the simulation without winds. This is due to the fact that galactic winds can escape from low-mass halos but are not able to leave the most massive ones. In the simulation with galactic winds, the most massive (and biased) halos will contribute more to the HI power spectrum than the low mass halos, producing an enhancement on the HI power spectrum as the one we obtain.

5 HI outside dark matter halos

It is well known that in the post-reionization era the majority of the neutral hydrogen in the Universe is expected to reside in dense environments such as galaxies. We now investigate the importance, in terms of abundance and spatial clustering, of the HI residing outside dark matter halos, and we define this environment, i.e. all the gas outside dark matter halos
Figure 11. HI power spectrum at redshift $z = 2.4$ (left), $z = 3$ (middle) and $z = 4$ (right) obtained by assigning neutral hydrogen to the gas particles using the particle-based method. Results are shown for the simulations $B15$ (solid blue), $B30$ (dashed green), $B60$ (dot-dashed red), $B120$ (dotted cyan) and $B60W$ (purple triangles). The vertical lines represent the value of the Nyquist frequency for the different simulations. We display the bias between the distributions of HI and matter, $b_{HI}^2(k) = P_{HI}(k)/P_m(k)$, in the bottom panels.

(as identified by the FoF algorithm), as filaments. Our filamentary cosmic-web is realistic in the sense that it gives rise to a Lyman-$\alpha$ forest whose statistical properties are in agreement with observations both in terms of continuous statistics like flux power and discrete statistics as properties of lines.

Since, by construction, the halo-based method does not assign any HI to gas particles outside halos, we use the particle-based method to investigate the properties of HI in filaments. We compute the value of $\Omega_{HI}^\text{filaments}$, i.e. the value of $\Omega_{HI}$ using only the gas particles outside halos, and show the results in table 6. For the simulations with the highest resolution we find a typical value of $\Omega_{HI}^\text{filaments} \sim 10^{-6}$. However, this value increases by more than an order of magnitude as resolution decreases.

We now quantify the contribution of the HI in filaments to the total neutral hydrogen power spectrum. In figure 12 we show with solid lines the total HI power spectrum from the simulation $B60$ when the neutral hydrogen is assigned to the gas particles using the three different methods investigated in this paper. The dashed lines correspond to the power spectrum of the HI in filaments. We find that for all methods and redshifts studied in this paper the contribution of the HI outside halos to the total HI power spectrum is negligible in all cases. However, we have checked that this is no longer the case as the redshift increases: for the simulation $B60$, at $z = 6$, about 30% of the total HI content is contributed by the filaments. We expect that the contribution of HI in filaments to the overall HI content to increase with redshift since at higher redshift the abundance of dark matter halos decreases, leaving much more gas available for hosting HI outside dark matter halos.
Finally, we investigate the properties of the HI in filaments in terms of the HI column density distribution. We assign HI to the gas particles of the simulation $B60$ at $z = 3$ using the particle-based method. We then generate 1000 QSO mock spectra and fit them using the VPFIT code [70]. In figure 13 we show with a solid red line the HI column density distribution obtained by using VPFIT together with the observational measurements by Kim et al. [68]. The agreement between simulations and observations is remarkable. We also plot with a dashed red line the column density distribution for high column density values obtained using our standard procedure. As discussed in section 4, the particle-based method produces reasonable results for the LLS systems but fails to reproduce the abundance of the highest column density absorbers.

We emphasize that neither the value of $\Omega_{HI}^{filaments}$ nor the filaments HI power spectrum is converged and the results strongly depend on resolution, while the column density distribution function obtained with VPFIT is reasonably well converged. This happens because our definition of filaments not only includes the diffuse inter-galactic medium, but also the circum-galactic medium surrounding the dark matter halos and sub-resolution halos. Therefore, it is natural that some of the quantities shown exhibit such relatively large dependence with resolution. However, we can safely conclude that the amplitude of the HI power spectrum at $z < 4$ is set by the HI residing in dark matter halos, with an almost negligible contribution coming from HI residing outside halos. These conclusions are no longer valid when considering higher redshift regimes.

Figure 12. Contribution of the HI in filaments, i.e. HI residing outside dark matter halos, to the total neutral hydrogen power spectrum. With solid lines we show the total HI power spectrum at $z = 2.4$ (top-left), $z = 3$ (top-right) and $z = 4$ (bottom-left) when the HI is assigned to the gas particles of the simulation $B60$ using the halo-based models 1 and 2 (red and green lines respectively) and the particle-based method (blue lines). The yellow lines represent the results obtained by using the simulation $B60W$ (only applying the particle-based method). The dashed lines represent the power spectrum of the HI in filaments. The vertical lines display the value of the Nyquist frequency.
Figure 13. HI column density distribution. The red solid line shows the HI column density distribution obtained by using VPFFIT over the neutral hydrogen distribution obtained by assigning HI to the gas particles of the simulation $B60$ at $z = 3$ using the particle-based method. The red dashed line represents the HI column density distribution using our standard procedure of projecting the particles in a plane. The error points represent the measurements by Kim et al. 2013 [68] (black), Prochaska et al. 2010 [69] (gray area), Zafar et al. 2013 [8] (dark gray) and Noterdaeme et al. 2012 [7] (light gray).

6 21 cm signal

We now investigate the redshifted 21 cm signal generated by the distribution of neutral hydrogen and its detectability with the future telescopes like the SKA. We split this section into three subsections: in subsection 6.1 we describe the method used to compute the 21 cm power spectrum. Our estimates of the noise expected in the 21 cm power are presented in subsection 6.2. Finally, the detectability of the 21 cm power spectrum with the future SKA1-low and SKA1-mid telescopes is discussed in subsection 6.3.

6.1 21 cm power spectrum from simulations

The 21 cm power spectrum is computed from the spatial distribution of neutral hydrogen which in turn is obtained from the hydrodynamical simulations using the halo-based and particle-based methods. In real space, the brightness temperature excess due to the 21 cm emission from neutral hydrogen located in the real-space coordinate $\vec{r}$ and having a HI density $\rho_{HI}(\vec{r})$ is given by [9, 71]

$$\delta T_b(\nu) = \overline{\delta T_b(z)} \left( \frac{\rho_{HI}(\vec{r})}{\bar{\rho}_{HI}} \right) \left[ 1 - \frac{T_s(z)}{T_s(\vec{r})} \right], \quad (6.1)$$

where

$$\overline{\delta T_b(z)} = 23.88 \bar{x}_{HI} \left( \frac{\Omega_b h^2}{0.02} \right) \sqrt{\frac{0.15}{\Omega_m h^2}} \frac{1+z}{10} \text{ mK}, \quad (6.2)$$

$\bar{\rho}_{HI}$ is the mean density of neutral hydrogen and $\bar{x}_{HI} = \bar{\rho}_{HI}/\bar{\rho}_H$ is the average neutral hydrogen fraction. The quantity $T_s(z)$ is the CMB temperature at redshift $z$ and $T_s$ is the spin temperature characterizing the relative population of HI atoms in different states.
Note that we have not accounted for the fact that the observed frequency not only depends on the cosmological redshift, but also on the peculiar velocity of the HI gas along the line of sight of observation. Since the radio telescope measurements will probe the signal in redshift-space, it is essential that the above equation is re-written in terms of the redshift space coordinates. If we assume the gas to be optically thin, and the spin temperature to be much larger than the CMB temperature \( T_s \gg T_\gamma \), the brightness temperature excess in redshift-space can be expressed as \[ \delta T^s_b(\nu) = \delta T^s_b(z) \left[ \frac{\rho_{\text{HI}}(\vec{s})}{\bar{\rho}_{\text{HI}}} \right], \quad (6.3) \]

where the superscript \( s \) in \( \delta T^s_b \) indicates that the quantity is calculated in redshift-space and \( \vec{s} \) is the redshift-space coordinate corresponding to \( \vec{r} \). The relation between \( \vec{s} \) and \( \vec{r} \) is given by

\[ \vec{s} = \vec{r} + \frac{1 + z}{H(z)} \vec{v}_\parallel(\vec{r}), \quad (6.4) \]

where \( z \) should be interpreted as the redshift of observation and \( \vec{v}_\parallel \) is the component of peculiar velocity along the line of sight. The 21 cm power spectrum in redshift space is then defined as

\[ P_{21\text{cm}}^s(k) = \langle \delta T^s_b(\vec{k}) (\delta T^s_b)^*(\vec{k}) \rangle, \quad (6.5) \]

where \( \delta T^s_b(\vec{k}) \) is simply the Fourier transform of the brightness temperature excess.

We should mention here that the assumption \( T_s \gg T_\gamma \) holds in the redshifts of our interest as the spin temperature is usually coupled to the gas kinetic temperature which, in turn, is expected to be much higher than \( T_\gamma \). The other approximation we have made, i.e., the assumption that the gas is optically thin, is also a good approximation because of the forbidden nature of the hyperfine transition. There could be some regions (e.g., highly overdense regions) where the peculiar velocity effects can make the optical depth quite large in redshift space \[71\]. However, the fraction of such regions is expected to be quite small and hence we ignore them in this work.

Given the above formalism we compute the 21 cm power spectrum by assigning neutral hydrogen to the gas particles of simulation B60 using the three different methods investigated in this paper. We choose simulation B60 because it allows us to study the 21 cm power spectrum for sufficiently low values of \( k \) (i.e., large scales) which can be accessed by telescopes like the SKA. We should, however, keep in mind that the HI power spectrum is converged only for the halo-based models (see figures 3 and 7), while the convergence is not satisfactory for the particle-based method (see figure 11).

The plots for the 21 cm power spectrum are shown in figure 14. We find that the power spectrum obtained using the halo-based model 1 and the particle-based method are almost identical. This follows from the fact that the HI power spectra obtained from these two methods are quite similar as can be seen from figure 12. We however note that the values of \( \Omega_{\text{HI}} \) from the two cases are different, with the particle-based method having a lower value. This implies that the HI in the particle-based method is more strongly clustered than that of the halo-based model 1. Should both methods be normalized to the same value of \( \Omega_{\text{HI}} \), the HI power spectrum from the particle-based method would have a higher amplitude. The 21 cm power spectrum obtained by using the halo-based model 2 has a significantly higher amplitude than those obtained by employing the other two methods. This is because of the much stronger HI clustering in that model, which is required to match the bias measurements of DLA\mbox{s} \[44\].
Figure 14. 21 cm power spectrum in redshift-space. We compute the dimensionless 21 cm power spectrum, \( \Delta_{21\text{cm}}^2(k) = k^3 P_{21\text{cm}}(k)/2\pi^2 \), by assigning HI to the gas particles of the simulation B60 using the halo-based models 1 and 2 (solid blue and dashed green respectively) and the particle-based method (red dot-dashed) at \( z = 2.4 \) (top-left), \( z = 3 \) (top-right) and \( z = 4 \) (bottom-left). The black stars and black triangles represents the expected SKA-1 mid and SKA-1 low system temperature noises for an observation time of 100 hours in a 32 MHz bandwidth and for intervals in \( k \) with a width of \( dk = k/5 \) (see text for further details). The solid, dashed and dot-dashed black lines represent the sample variance noise for the halo-based model 1, the halo-based model 2 and the particle-based model, respectively. The vertical lines display the position of the Nyquist frequency. Below each panel we show the 21 cm bias defined as \( b_{21\text{cm}}^2(k) = \Delta_{21\text{cm}}^2(k)/\Delta_m^2(k) \) where \( \Delta_m^2(k) \) is the dimensionless matter power spectrum in real-space.

In the bottom of each panel of figure 14 we display the 21 cm bias: \( b_{21\text{cm}}^2(k) = P_{21\text{cm}}(k)/P_m(k) \), where \( P_m(k) \) is the matter power spectrum in real-space whereas the 21 cm power spectrum is computed in redshift-space. Interestingly, on large scales \( (k \lesssim 0.5h\,\text{Mpc}^{-1}) \), the slope of both the 21 cm power spectra and the 21 cm bias is the same.
in all the three models. This is because the HI power spectrum at large scales essentially traces the underlying dark matter fluctuations, the only difference being given in terms of the (scale-independent) linear bias parameter. Different prescriptions for generating the HI distribution only result in different values of this bias. Hence, it should be possible to constrain the dark matter power spectrum at large-scales using the 21 cm power spectrum signal. Surprisingly, we find that in the fully non-linear regime, the 21 cm bias exhibits a very weak scale dependence.

6.2 Modeling the system noise

We now compute the sensitivity of 21 cm power spectrum that will possibly be achieved for the telescopes such as SKA1-low and SKA1-mid. We will assume that the only noise which contributes to the measurement is the system noise and sample variance, and we will ignore effects arising from astrophysical foregrounds, variations in the ionosphere, radio-frequency interference etc. Accounting for these effects is essential for detecting the 21 cm signal, however, we make the assumption that they can be separately identified and removed from the data before comparing with theoretical models. The $1\sigma$ error in the power spectrum for a single mode $\vec{k}$ arising from the system temperature can be written as (see appendix A of [72] or [73] for the detailed derivation)

$$\delta P_N(\vec{k}, \nu) = \frac{T_{\text{sys}}^2}{B t_0} \left( \frac{\lambda^2}{A_e} \right)^2 \frac{r^2 L_{\nu}}{n_b(\vec{U}, \nu)},$$

where $\nu$ and $\lambda$ are the observing frequency and wavelength respectively. The quantities $T_{\text{sys}}$, $B$ and $t_0$ denote the system temperature of the instrument, total frequency bandwidth and observation time, respectively. The effective collecting area of an individual antenna is denoted as $A_e$ which in turn can be written as $A_e = \epsilon A$, where $\epsilon$ and $A$ are the antenna efficiency and physical collecting area respectively. The comoving distance to an observer at redshift $z$, corresponding to an observing frequency $\nu$, is denoted as $r_{\nu}$, while $L$ is the comoving length associated to the bandwidth $B$. The number density of baselines $\vec{U}$ is written as $n_b(\vec{U}, \nu)$. The baseline vector $\vec{U}$ is related to $\vec{k}$ by the relation $\vec{U} = \vec{k}_\perp r_{\nu}/2\pi$, where $\vec{k}_\perp$ is the component of $\vec{k}$ perpendicular to the line of sight. We write $n_b(\vec{U}, \nu)$ as

$$n_b(\vec{U}, \nu) = \frac{N(N-1)}{2} \rho_{2D}(\vec{U}, \nu),$$

where $N$ is the total number of antennae and $\rho_{2D}(\vec{U}, \nu)$ is the two-dimensional normalized baseline distribution function which follows the condition $\int_0^\infty U dU \int_0^{2\pi} d\phi \rho_{2D}(\vec{U}, \nu) = 1$.

We now assume that the baseline distribution is circularly symmetric, i.e, it is only a function of $U = |\vec{U}|$. This assumption simplifies the calculations considerably and holds true for many cases of interest. The normalized baseline distribution $\rho_{2D}(U, \nu)$ can be calculated for a given antenna distribution $\rho_{\text{ant}}(l)$ using the relation [72, 74, 75]

$$\rho_{2D}(U, \nu) = B(\nu) \int_0^\infty 2\pi l dl \rho_{\text{ant}}(l) \int_0^{2\pi} d\phi \rho_{\text{ant}} \left( |\vec{l} - \lambda \vec{U}| \right),$$

where $|\vec{l} - \lambda \vec{U}| = \sqrt{l^2 + \lambda^2 U^2 - 2l\lambda U \cos \phi}$ and the constant $B(\nu)$ is determined from the above normalization condition for a given frequency $\nu$. 
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Now we consider a three-dimensional cell in momentum-space having coordinates between $k$ to $k + dk$ and $\theta$ to $\theta + d\theta$, with $\theta$ being the angle between $\vec{k}$ and the line of sight. Clearly, the perpendicular component is given by $k_\perp = k \sin \theta$ while the parallel component is $k_\parallel = k \cos \theta$. If we average the power spectrum over all the modes which lie in the range $[k, k + dk]$ and $[\theta, \theta + d\theta]$, the error in the power spectrum is reduced to

$$\delta P_N(k, \theta) = T_{\text{sys}}^2 B_t 0 \left( \frac{\lambda^2}{A_e} \right) \frac{r^2 L}{[N(N - 1)/2] \rho_{2D}(U)} \frac{1}{\sqrt{N_m(k, \theta)}}. \quad (6.9)$$

Note that we have omitted the frequency $\nu$ in the above expression, i.e., the frequency dependence is implicit. The quantity $N_m(k, \theta)$ is the number of independent modes between $[k, k + dk]$ and $[\theta, \theta + d\theta]$ and can be written as

$$N_m(k, \theta) = \frac{2\pi k^2 dk \sin \theta d\theta}{V_{\text{one-mode}}}, \quad (6.10)$$

where

$$V_{\text{one-mode}} = \frac{(2\pi)^3 A_e}{r^2 L \lambda^2} \quad (6.11)$$

is the volume for a single independent mode in $k$-space.

The noise error is a function of both $k$ and $\theta$, or equivalently, of both $k_\perp$ and $k_\parallel$. To calculate the noise error for the spherically averaged power spectrum we need to average over $\theta$ for a fixed $k$. Since for a fixed $k$ the noise error varies with $\theta$, simple averaging is not optimum. We rather use an inverse-variance weighting scheme for averaging so as to minimize the noise error in the power spectrum. Under this scheme the noise error can be written as

$$\delta P_N(k) = \left[ \sum_{\theta} \frac{1}{\delta P_{2D}^2(k, \theta)} \right]^{-1/2}. \quad (6.12)$$

In the continuum limit, the system temperature error in the 21 cm power spectrum can be written as [72, 73]

$$\delta P_N(k) = \frac{T_{\text{sys}}^2}{Bt 0} \left( \frac{\lambda^2}{A_e} \right) \frac{r^2 L}{[N(N - 1)/2] \rho_{3D}(k)} \frac{1}{\sqrt{N_k}}, \quad (6.13)$$

where $N_k$ is number of observable modes in the spherical shell between $k$ and $k + dk$ and can be calculated as

$$N_k = \frac{2\pi k^2 dk}{V_{\text{one-mode}}}. \quad (6.14)$$

The quantity $\rho_{3D}(k, \nu)$ is a distribution of measurements in 3D $k$-space which is related to the 2D normalized baseline distribution as

$$\rho_{3D}(k) = \left[ \int_0^{\pi/2} d\theta \sin \theta \rho_{2D}^2 \left( \frac{r k}{2\pi \sin \theta} \right) \right]^{1/2}. \quad (6.15)$$

In the above expression, we have replaced the baseline $U$ by $r_k k \sin \theta / 2\pi$. Although eq. (6.13) is an expression for the noise error in the continuum limit, it gives an accurate estimate of the noise error even when the measurements are in discrete points [76].
Finally, the 21 cm power spectrum error arising from sample variance can be written as:

$$\delta P_{SV}(k) = \left[ \sum_{\theta} \frac{N_m(k, \theta)}{P^2_{21cm}(k, \theta)} \right]^{-1/2}. \quad (6.16)$$

Notice that for convenience we have isolated both contributions to the total 21 cm power spectrum error (system temperature and sample variance) to investigate the scales at which each of them are most important.

### 6.3 Detectability of the 21 cm signal

We now address the detectability of the 21 cm power spectrum by the future SKA radio telescope. The SKA will have three different instruments working at different frequency bands and will be built in two phases. Here we consider two instruments called the SKA1-mid and SKA1-low which will be built in phase 1 in South Africa and Australia respectively. The SKA instrument specifications such as the antenna distribution, total number of antennae, total collecting area, frequency coverage, etc., have not been completely finalized yet and are possibly subject to change. Here we use the specifications described in one of the most recent documents, i.e., the ‘Baseline Design Document’\(^{10}\) which is available on the SKA website.\(^{11}\) Let us briefly summarize the main properties of the two instruments which we have considered in this work:

**SKA1-mid.** Based on the above document we assume that the SKA1-mid will cover a frequency range from 350 MHz to 14 GHz and will have a total of 250 antennae of 15 meters diameter each. This also includes 60 antennae from the MeerKAT instrument. We use the baseline density given in the above document in (violet line in their figure 10) to calculate the normalized baseline distribution function \(\rho^{2D}(U)\). Note that this baseline distribution is consistent with the proposed antenna distribution with 40\%, 54\%, 70\%, 81\% and 100\% of the total antennae being within 0.4 km, 1 km, 2.5 km, 4 km and 100 km radius respectively (see table 6 in the above document). The baseline density given in the document is essentially the total number of baselines measurements lying in the annulus, i.e., it is proportional to \(\int_{0}^{U_{\text{max}}} U \, dU \int_{0}^{2\pi} d\phi \rho^{2D} (U, \nu)\) = 1 to calculate the amplitude of the normalized baseline distribution function \(\rho^{2D}(U)\). We then use eq. (6.15) to compute \(\rho^{3D}(U, \nu)\). We plug everything in eq. (6.13) which gives the required noise error in the 21 cm power spectrum. We assume \(T_{\text{sys}}\) to be 30K for the redshifts \(z = 2.4\) and 3, corresponding to frequencies of 417.6 MHz and 355 MHz respectively. We also consider 100 hours of observations over 32 MHz bandwidth and a typical antenna efficiency equal to 0.7.

We show the system noise for SKA1-mid in the top panels of figure 14. On comparing the noise estimates with the amplitude of the 21 cm power spectra at \(z = 2.4\) and 3.6, we find that the SKA1-mid will be able to resolve the 21 cm power spectrum up to \(k \sim 1h\,\text{Mpc}^{-1}\) with 100 hours of observations provided the HI distribution is modeled using the halo-based model 1 or the particle-based method. In case the HI distribution is modeled with the halo-based model 2 we find that the prospect of detecting the 21 cm power spectrum will be much better. One can detect it for relatively smaller scales: \(k \sim 3h\,\text{Mpc}^{-1}\), and even for larger scales, we expect to achieve a much better signal-to-noise ratio.

\(^{10}\)http://www.skatelescope.org/wp-content/uploads/2012/07/SKA-TEL-SKO-DD-001-1_BaselineDesign1.pdf.

\(^{11}\)https://www.skatelescope.org/home/technicaldatainfo/key-documents/.
SKA1-low. The proposed SKA1-low will operate in the frequency range 50–300 MHz and will consist of 911 stations with a diameter of 35 meters each. The SKA1-low has total collecting area of 0.88 km$^2$ and thus is much more powerful compared to the SKA1-mid which has a collecting area of only 0.044 km$^2$. Although the maximum baseline for SKA1-low is expected to be $\sim$100 km, most of the stations will be in the centre (see figure 3 & 4 in the baseline design document). We find that the antenna distribution can be nicely approximated by a simple functional form $\rho_{\text{ant}}(l) = (A/l) \exp[-0.5(l/1000 m)^2]$ with no antenna within a 50 m radius and 866 stations within 5 km radius. We ignore the larger baselines as their contribution to the sensitivity is negligible. We note however that the large baselines will be useful for accurate measurements of foreground sources and for removing them from the observed data. Given the antenna distribution, we can use eq. (6.8) and the normalization condition to calculate the normalized baseline distribution function $\rho_{2D}(U)$. We then use the procedure described above to calculate the noise error in the power spectrum at redshift $z = 4$ for SKA1-low. We assume $T_{\text{sys}}$ to be 110K for the redshift $z = 4$, corresponding to a frequency of 284 MHz. As before, we assume the antenna efficiency to be 0.7.

In the bottom-left panel of figure 14 we show the SKA1-low system noise for 100 hours of observations with a 32 MHz bandwidth. We find that the 21 cm power spectrum will be detected by this telescope up to much smaller scales, i.e., $k \sim 5h$ Mpc$^{-1}$ for the halo-based model 1 and particle-based models, while it can be detected up to $k \sim 20h$ Mpc$^{-1}$ for halo-based model 2. It is thus clear that SKA1-low, as per current specifications, would be quite sensitive for studying the HI power spectrum at $z \approx 4$.

The different panels of figure 14 also show the sample variance errors in the 21 cm power spectrum. On small scales, we find that errors arising from sample variance are much below those coming from the instrument noise, whereas they dominate on large scales. Although sample variance errors reduce the signal to noise ratio on which the 21 cm power spectrum can be determined on large scales, our conclusions do not change: the largest scales that we can probe with our simulations will be detected both by SKA1-mid and SKA1-low at the redshift studied here with 100 hours of observations.

Interestingly, for all the models studied in this paper, the 21 cm power spectra would be detectable at $k < 1h$ Mpc$^{-1}$ with $\sim$ 100 hours of observations for a wide range of redshifts $2.4 < z < 4$ using the SKA1 telescopes. Since the signal at these scales essentially traces the dark matter fluctuations (see figure 14), it might be possible constrain cosmological parameters with future telescopes. We plan to study these issues in a different paper.

7 Prospects of imaging

In this section we investigate the prospects of imaging the HI distribution using radio telescopes. In general, the 21 cm signal in an average region of the Universe may not be strong enough for imaging, hence we focus on regions of very high densities where the concentration of HI is expected to be considerably larger than average. In particular we investigate whether SKA1-low and SKA1-mid might be able to detect a few individual bright HI peaks which we find in our simulations.

We begin by creating brightness temperature maps from our simulated distribution of neutral hydrogen. The procedure used to produce these maps is as follows: given a frequency channel $[\nu_0-\Delta \nu/2, \nu_0+\Delta \nu/2]$ of width $\Delta \nu$, with $\nu_0 = 1420/(1+z)$ MHz, we take a slice of the $N$-body snapshot at redshift $z$ with a width equal to $L = r_{\nu_0-\Delta \nu/2} - r_{\nu_0+\Delta \nu/2}$, where $r_{\nu}$ is the comoving distance to redshift $z = (1420 \text{ MHz})/\nu - 1$. We then divide the slice into $N_{\text{pixels}} \times \ldots$
Figure 15. Mock radio-maps, for a frequency channel of 500 kHz, created from the HI distribution obtained by using the halo-based model 1 (top row), the halo-based model 2 (middle row) and the particle-based method (bottom row) on top of the simulation $B_{60}$ at $z = 3$. Three different synthesized beam widths has been used: $\theta_{\text{beam}} = 2'$ (left column), $\theta_{\text{beam}} = 1'$ (middle column) and $\theta_{\text{beam}} = 0.5'$ (right column). The maps do not include the system noise associated to radio-telescopes.

$N_{\text{pixels}}$ cells of equal volume, where $N_{\text{pixels}}$ determines the resolution of the map. For each cell we compute the HI density and use eq. (6.3) to calculate the brightness temperature excess within it. Next, we compute the specific intensity excess from the brightness temperature excess using the relation

$$I_\nu = \frac{2\nu^2}{c^2} k_B \delta T_b,$$

where $k_B$ is the Boltzmann constant and $c$ is the light speed. In order to account for instrumental resolution, we smooth the $I_\nu$ field with a Gaussian window of angular radius $\theta_{\text{beam}}$, with $\theta_{\text{beam}}$ being the synthesized beam width. Since radio-interferometers are not sensitive to the mean value of the specific intensity and can only measure deviations from the mean, we correct the value of the specific intensity in each pixel by making the transformation $I_\nu \rightarrow I_\nu - \langle I_\nu \rangle$. We then multiply the $I_\nu$ map with the beam solid angle $\Delta \Omega_{\text{beam}} = \theta_{\text{beam}}^2$ which essentially gives the total flux within a single beam, i.e., the resultant image maps will be in units of flux per beam. We repeat the above procedure with different slices taken from the simulation box until we find the slice containing the highest value of $I_\nu$.

In figure 15 we show mock radio-maps created using the above procedure where the HI distributions have been obtained using the halo-based and the particle-based methods on top of the simulation $B_{60}$ at $z = 3$. The simulated maps are for a frequency channel width of 500
kHz and for three different synthesized beam widths of 2', 1' and 0.5'. We should mention that these are not proper radio-maps as would be observed in telescopes, since we have used a very large number of pixels\textsuperscript{12} ($N_{\text{pixels}} = 1024$) and we have not included the system noise. In this figure, we only aim to show the specific intensity field that will be sampled by the radio-telescopes.

We find that the maps, for a given $\theta_{\text{beam}}$, look quite similar. However, the peak amplitude obtained in the halo-based model 2 is significantly higher than the one found by using the other two methods (typically a factor $\sim 2$–3). This is because the HI fraction in the large halos for halo-based model 2 is much higher than in the other two models.

We now investigate whether isolated peaks can be directly imaged by the future SKA1-low and SKA1-mid radio-telescopes, i.e., whether there will be enough sensitivity in the maps to identify the cosmological HI. The noise r.m.s. per synthesized beam in radio images for two polarizations can be written as

$$\Delta S_{\nu} = \frac{\sqrt{2k_B T_{\text{sys}}} A_{\epsilon} \sqrt{N_b \Delta \nu}}{A_t^0},$$

(7.2)

where $N_b = N(N - 1)/2$ is the total number of instantaneous baselines. We have already defined $\Delta \nu$ as the frequency channel width, $T_{\text{sys}}$ as the instrument temperature and $t_0$ as the observation time. When the number of antennae is large ($N \gg 1$) the above equation can be written as

$$\Delta S_{\nu} = 65.7 \mu\text{Jy} \left( \frac{T_{\text{sys}}}{100 \text{ K}} \right) \left( \frac{0.7}{\epsilon} \right) \left( \frac{100 \text{ m}^2}{A} \right) \left( \frac{100}{N} \right) \left( \frac{1 \text{ MHz}}{\Delta \nu} \right)^{0.5} \left( \frac{100 \text{ hrs}}{t_0} \right)^{0.5}. \quad (7.3)$$

We calculate the noise r.m.s. values for three different synthesized beams of 0.5', 1' and 2'. As we will see later, the sensitivity for beam sizes smaller than the 0.5' is very poor and therefore we do not consider smaller beams. Higher beam sizes smooth out the HI signal in peaks, hence we avoid using higher beam sizes. To achieve a desired synthesized beam width, $\theta_{\text{beam}}$, we consider antennae only from the central region which will provide baselines up to $U_{\text{max}} = 1/\theta_{\text{beam}}$. We simply discard antennae outside the central region which do not contribute to baselines $U \leq U_{\text{max}}$. For example, we need a maximum baseline $U_{\text{max}} \sim 6879, 3440$ and 1720 to achieve the synthesized beam sizes of 0.5', 1' and 2' respectively. Thus, at redshift $z = 4$ (corresponding to the observing wavelength $\lambda = 1.056 \text{ m}$) we take into account the antennae which are within a circular region of diameter 7264 m, 3632 m and 1816 m from the core centre. Figure 16 shows the cumulative fraction of antennae (stations) as a function of distance from the core centre for the SKA1-mid and SKA1-low. The cumulative fraction of antennae we use here is consistent with the antenna distribution given in the SKA baseline design document mentioned in the previous section (see table 6 and figure 3 in the document). We can calculate the total number of antennae lying within a given radius using figure 16. For SKA1-low, at frequencies corresponding to $z = 4$, there are 866, 830 and 600 antennae within distances corresponding to synthesized beam widths of 0.5', 1' and 2' respectively. We note that we do not necessarily lose a large amount of sensitivity in the images while discarding antennae at large distances from the core. This is because the antenna distribution is highly condensed in the central region. The advantage in discarding antennae at large distances is that the noise calculation in images becomes considerably simpler. The same argument holds for the SKA1-mid at redshifts $z = 2.4$ and $z = 3$.

\textsuperscript{12}Notice that the purpose of using a large number of pixels is just to show a smooth image rather than the pixelated one.
Figure 16. The cumulative fraction of antennae (stations) as a function of distance from the core centre for the SKA1-mid and SKA1-low.

| Frequency (kHz) | $\theta_{\text{beam}} = 0.5'$ Peak flux (µJy) | $\theta_{\text{beam}} = 1'$ Peak flux (µJy) | $\theta_{\text{beam}} = 2'$ Peak flux (µJy) |
|----------------|----------------|----------------|----------------|
|                | noise (µJy)    | noise (µJy)    | noise (µJy)    |
|                | SNR            | SNR            | SNR            |
| 125            | 1.79 0.77 2.32 | 3.20 0.81 3.95 | 5.20 1.12 4.64 |
| 500            | 1.34 0.39 3.44 | 2.57 0.40 4.62 | 4.19 0.56 7.48 |
| 1000           | 0.71 0.27 2.63 | 1.40 0.29 4.83 | 2.47 0.40 6.18 |

Table 8. The brightest HI peak at redshift $z = 4$ detection prospects for the SKA1-low with 1000 hrs of observations.

| Frequency (kHz) | $\theta_{\text{beam}} = 0.5'$ Peak flux (µJy) | $\theta_{\text{beam}} = 1'$ Peak flux (µJy) | $\theta_{\text{beam}} = 2'$ Peak flux (µJy) |
|----------------|----------------|----------------|----------------|
|                | noise (µJy)    | noise (µJy)    | noise (µJy)    |
|                | SNR            | SNR            | SNR            |
| 125            | 5.82 5.25 1.11 | 9.48 6.44 1.47 | 14.3 8.22 1.74 |
| 500            | 4.79 2.62 1.83 | 7.93 3.22 2.46 | 12.1 4.11 2.94 |
| 1000           | 3.32 1.85 1.79 | 5.43 2.28 2.38 | 8.57 2.90 2.54 |

Table 9. The brightest HI peak at redshift $z = 2.4$ detection prospects for the SKA1-mid with 1000 hrs of observations.

Tables 8 and 9 show the noise r.m.s. values for the SKA1-low at redshift $z = 4$ and the SKA1-mid at $z = 2.4$ for three different frequency channels for 1000 hours of observations. Note that the time of observation is 10 times higher than what was used for calculating the noise in power spectra measurements. For the values of the parameters $T_{\text{sys}}, A, \epsilon, N$ we simply use those quoted in the previous section. We also quote the peak HI flux obtained from our simulations using the halo-based model 2 in tables 8 and 9. As we have seen above, the peak flux would be a factor $\sim 2$–3 lower for the other two methods.

We find that at $z = 4$, for synthesized beam widths of $\theta_{\text{beam}} = 1'$ and $2'$, the SKA1-low will be able to detect the brightest HI peaks with a high signal to noise ratio (SNR $> 4.5$), while the SNR is relatively smaller $\lesssim 3$ for $\theta_{\text{beam}} = 0.5'$. For the parameter values we have explored, it seems that SKA1-low will achieve the highest SNR for a 500 kHz channel with a
2′ synthesized beam, resulting in a SNR higher than 7. For higher frequency channel width the SNR starts to decline as the peak flux drops rapidly. This is because of the fact that the HI density around high density peaks follow the density profile of the halo and thus does not extend very far.

At lower redshift the SKA1-mid may be able to detect only the brightest peaks, albeit with a very low SNR. From our results we find that the most promising case would be to detect a peak using a synthesized beam width of 2′ with a frequency channel width of 500 kHz. In this case, the signal to noise ratio would be close to 3. Hence, with the current specifications, the prospect of imaging cosmological HI with SKA1-mid at the redshifts studied in this paper is not very promising.

In order to visualize the difficulties in detecting peaks, we show in figure 17 radio-maps with instrumental noise included. The left hand panels in the figure show maps smoothed over the beam size, but using 1024 × 1024 pixels and without adding any noise (i.e., these maps are similar to those presented in figure 15). In the right column panels show the same maps made using a pixel size in correspondence with the synthesized beam width and with noise added according to the noise r.m.s. value. The top panels are for \(z = 4\) (i.e., SKA1-low) while the bottom panels are for \(z = 2.4\) (SKA1-mid). The regions of peak flux, as is clear from the left panels, lie in the top-right corner of the maps. From the figure it seems that we can possibly detect the HI in the density peaks for SKA1-low as it looks quite distinct from the noise fluctuations. On the other hand, it will be extremely difficult to image the bright HI peak with SKA1-mid as the signal is virtually indistinguishable from the noise fluctuations.

We should remind the reader that the results presented in tables 8 and 9 have been obtained by using the halo-based model 2. The other two models, i.e., the halo-based model 1 and the particle-based model, predict lower peak flux values and hence are much more difficult to image. On the other hand it is expected that the mass of the most massive halos at those redshifts would be significantly higher than the one used in this analysis, due to the small simulation volumes of our simulations. An interesting consequence of this calculation is that the detection of isolated bright HI peaks by SKA can provide some indication on the amount of HI present in very high density peaks.

8 Summary and conclusions

The aim of this paper is to model the neutral hydrogen content of the Universe and investigate its detectability by future radio telescopes like the SKA. We have run high-resolution hydrodynamical N-body simulations using the code GADGET-III and we have modeled the distribution of HI using two different techniques: the halo-based method and the particle-based method.

The halo-based method is built on the assumption that all the HI in the Universe resides within dark matter halos. According to this scheme, the neutral hydrogen mass assigned to a particular gas particle residing in a given dark matter halo depends on the halo HI mass, \(M_{\text{HI}}(M)\) and on the density profile of the HI in the halo \(\rho_{\text{HI}}(r|M)\). For simplicity, we have neglected any dependence of the above quantities on the environment. We have investigated two different models that rely on this methodology: the halo-based model 1 and the halo-based model 2. Each model uses a different \(M_{\text{HI}}(M)\) and \(\rho_{\text{HI}}(r|M)\) functions. In particular, the halo-model 1 uses a simple prescription for the function \(M_{\text{HI}}(M)\) \cite{34} based on the observations whereas the halo-based model 2 is constructed to reproduce the recent estimate of DLAs bias obtained by SDSS-III/BOSS \cite{44}. We find that both models reproduce very well
Figure 17. Detectability of HI peaks in radio-maps. The top-left panel shows a radio-map for a frequency channel of 500 kHz and for a synthesized beam width of 2′ at z=4 obtained from the HI distribution generated by using the halo-based model 2 on top of the simulation B60. In the top-right panel we show the same map but with a pixel size in correspondence with θ_{beam} and with noise added for each pixel according to the noise r.m.s. The bottom panels display the same but at z = 2.4.

the DLAs column density distribution, although they over-predict the abundance of Lyman Limit Systems. In terms of the HI power spectrum our results indicate that the amplitude of the HI power spectrum is significantly higher in the halo-based model 2. The reason is that model has been constructed to reproduce the DLAs bias measurements [44] and therefore the HI in that model is much more strongly clustered than the HI spatial distribution obtained by employing the halo-based model 1. Overall, these two models, whose primarily difference is in the bias between DLAs and matter, bracket a conservative and physical range for assigning neutral hydrogen to dark matter halos.

In the particle-based method, we instead do not make any assumption on the location of the neutral hydrogen: HI (and H$_2$ for star forming particles) is assigned to all gas particles in the simulation according to their physical properties. In this scheme, we first compute the
HI/H fraction associated to each gas particle assuming photo-ionization equilibrium with the external UV background. Next, the HI/H fraction is corrected to account for self-shielding effects and finally, for star forming particles, a further correction to the HI/H fraction is carried out to account for molecular hydrogen. This method not only predicts the spatial distribution of HI but also its amount, i.e. $\Omega_{\text{HI}}$: we find a typical value of $\Omega_{\text{HI}}$ equal to $0.6 \times 10^{-3}$, about a 40% smaller than the observational measurements ($\Omega_{\text{HI}} \sim 10^{-3}$). This method reproduces fairly well the abundance of LLS and DLAs even though it fails to reproduce the abundance of the absorbers with the highest column densities. In terms of the HI power spectrum the predictions of this model are very similar to those obtained by using the halo-based model 1. However, since the value of $\Omega_{\text{HI}}$ predicted by this method is below the observational measurements, we conclude that the HI is more clustered in this model than in the halo-based model 1. We notice that this model is not able to reproduce the DLAs bias measurements of [44] (bias is lower than in observations) and therefore the amplitude of the HI power spectrum in this model is below the one computed from the halo-based model 2.

By using the particle-based method we have investigated the contribution of HI outside dark matter halos (an environment that we denominate filaments) to both the total amount of HI in the Universe and to the HI power spectrum. We find that the amount of HI in filaments contributes to a very small fraction of the overall HI content, $\Omega_{\text{HI}}^{\text{filaments}} \sim 10^{-6}$, with that fraction increasing significantly with redshift. Our results also point out that the contribution of HI in filaments to the total HI power spectrum is negligible for the redshifts studied in this paper. We stress that our HI modeling reproduces extremely well the abundance of absorbers in the Lyman-$\alpha$ forest.

From our simulated HI distribution we have computed the 21 cm power spectrum. We find that the same features we observe in the HI power spectrum are also present in the 21 cm power spectrum, i.e. the amplitude and shape of the 21 cm power spectrum extracted from the HI distribution obtained by using the halo-based model 1 and the particle-based, are very similar. However, the amplitude of the 21 cm power spectrum calculated from the HI distribution found by employing the halo-based model 2 is much higher than those predicted by two other methods, reflecting the fact that the HI is much strongly clustered in this model in comparison to the other two. In order to asses the detectability of such quantity, we have computed the system noise for the future SKA1-mid and SKA1-low radio-telescopes. Our results indicate that with 100 hours of observations the 21 cm power spectrum will be detected by these instrument up to very small scales: $k \sim 1-3h\text{Mpc}^{-1}$ at redshifts $z = 2.4$ and $z = 3$ and $k \sim 5-20h\text{Mpc}^{-1}$ at redshift $z = 4$, depending on the particular model used to simulate the HI distribution. Since the 21 cm power spectra for all the three models have the same slope at large scale $k \lesssim 1h\text{Mpc}^{-1}$, it should also be possible to constrain the underlying dark matter power spectrum at large scales using the 21 cm observations, though detailed investigations on this aspect will be done in a future work.

Furthermore, we have investigated the possibility of directly imaging rare peaks in the HI distribution. We find that SKA1-low may detect the brightest peaks with a SNR higher than $\sim 5$ for a synthesized beam width of $2'$ at $z = 4$ for 1000 hours of observation, if the HI distribution is described by the halo-based model 2. In case the HI distribution is modeled using the other two methods the SNR drops by a factor of $\sim 2-3$ due to the fact that the HI content in halos is less those models. At redshifts $z = 2.4$ and $z = 3$ our results suggest that directly imaging large HI peaks with SKA1-mid would be challenging. By using the halo-based model 2 we find that the most massive HI peaks can be detected with a SNR close to 3 at $z = 2.4$ for 1000 hours of observations and for a synthesized beam width of $2'$. 
This work constitutes a first step in modeling the neutral hydrogen content in and outside halos by using semi-analytical recipes applied on top of hydrodynamical simulations and at the same time reproducing most of the relevant observational constraints.
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A Visual comparison of the HI distribution

Here we show the distribution of neutral hydrogen, obtained by assigning HI to the gas particles of the simulation B60 at $z = 3$, with the three methods investigated in this paper. In figure 18 we display the distribution of the column densities, computed along lines of sights that span along the whole simulation box, when the halo-based model 1 (left column), the halo-based model 2 (middle column) and the particle based method is used. We find that the halo-based models over-predict the abundance of Lyman Limit Systems, whereas those are slightly under-predicted in the particle-based model. This is in agreement with the distribution of column densities from figures 1, 5 and 9. The distribution of the DLAs is quite different among the models. Whereas the halo-based model 2 predicts a large cross-section for massive halos, this is saturated for massive halos in the halo-based model 1. The particle-based model is however in the intermediate situation, with a growing DLA cross-section with halo mass but with a lower amplitude than the one obtained from the halo-based model 2. We also stress the fact that the particle-based method also assign HI to particles outside halos (which give rise to the Lyman-α forest), that it is not present in the HI distribution generated by the other two models.

B Column density distribution: computation

Here we describe in detail the method used to compute the column density distribution, $f_{\text{HI}}$, from the N-body simulations. Once the neutral hydrogen has been assigned to the gas particles, using any of the methods investigated in this paper, the value of the column density along an arbitrary line of sight can be computed using the physical properties of the gas particles: mass, $\text{HI}/\text{H}$ fraction and SPH smoothing length.

We start by projecting all the gas particle positions onto the XY plane (we have checked that results do not change if the projection is performed onto a different plane). We then
Figure 18. Distribution of the HI column densities, along lines of sights that expand along the whole simulation box, obtained by using the halo-based model 1 (left column), the halo-based model 2 (middle column) and the particle-based model (right column) on top of the simulation B60 at $z = 3$. The top row shows the distribution of HI on large scales whereas the bottom row represents a zoom into the region marked with a black square into each panel of the top row.

Draw lines of sights (LOS) from a regular grid in the XY plane that go from $Z = 0$ to $Z = L$, where $Z$ is the cartesian coordinate, perpendicular to the XY plane, and $L$ is the size of the simulation box. For any given LOS we compute the minimum distance between any gas particle and the LOS, $b$. If that distance is smaller than the gas particle smoothing length, $h^i$, then we integrate its density along the path that the LOS intersects the physical size of the gas particle (see figure 19):

$$N^i_{HI} = \frac{0.76 \left( \frac{\text{HI}}{\text{H}} \right)^i}{m_H} \int_{-l_{max}}^{+l_{max}} \rho^i(r) dl = 2 \frac{0.76 \left( \frac{\text{HI}}{\text{H}} \right)^i}{m_H} m^i \int_0^{l_{max}} W(r, h^i) dl,$$

where $N^i_{HI}$ is the column density due to the particle $i$, having mass $m^i$, neutral hydrogen fraction $(\text{HI}/\text{H})^i$ and SPH smoothing length $h^i$. $m_H$ is the mass of the hydrogen atom. The relation between the integration variable $l$ and the radius $r$ is given by $r^2 = b^2 + l^2$, with $l_{max}^2 = (h^i)^2 - b^2$. For each LOS, we sum the $N^i_{HI}$ of all the gas particles contributing to it. We
$$h_2 = b_2 + l_2$$

**Figure 19.** Scheme showing a gas particle together with its boundary (circle black line). The SPH density has to be integrated along the orange line.

**Figure 20.** Impact of the absorption distance on the column density distribution. We show the results of computing the column density distribution using lines of sights that span along the entire simulation box (solid blue lines) and line of sights that span along 1/30 (dashed green) and 1/100 (dash-dotted red) of the box size for the simulations $B_{15}$ (left) and $B_{60}$ (right) at $z = 3$. The residuals are shown in the bottom panels. We have used the halo-based model 1 to assign the neutral hydrogen to the gas particles.

repeat the procedure for all the LOS and finally we compute HI column density distribution function as:

$$f_{\text{HI}}(N_{\text{HI}}) = \frac{d^2 n(N_{\text{HI}})}{dN_{\text{HI}} dX},$$

where $n(N_{\text{HI}})$ is the number of lines with column densities equal to $N_{\text{HI}}$ and $dX = H_0(1 + z)^2/H(z) dz$ is the absorption distance.

Since we compute the column density along a LOS that spans along the whole box, by using this method we are implicitly assuming that the column density of a given LOS is due to a single absorber. We have tested the validity of this assumption by dividing the simulation box into $N$ slices of width $L/N$ and computing the column densities along a grid of LOS that spans within any of those slices. In other words, for given LOS that goes from $Z = 0$ to $Z = L$, we compute the column density for $N$ LOS that span among $[Z = 0, Z = L/N]$, $[Z = L/N, Z = 2L/N]$ and so on.

The distribution of the column densities for the different values of $N$ are shown in figure 20 when the HI is assigned used the halo-based model 1. We find that for column
densities larger than $\sim 10^{19}\,\text{cm}^{-2}$ the column density distribution is insensitive to the absorption distance of the LOS used to compute the values of the column densities. We have explicitly checked that by assigning the HI using the other two methods the column density distribution is also converged above $\sim 10^{19}\,\text{cm}^{-2}$.

We thus conclude that this method produces converged results for high column densities values ($N_{\text{HI}} \gtrsim 10^{19}\,\text{cm}^{-2}$). Notice that the advantage of this way of computing the column density distribution is that the calculations are very fast, allowing us to compute the column density of a very large number of LOS.

C Power spectrum: method

The power spectrum measurements presented in the paper have been obtained through the standard procedure of assigning the particle positions (or any other quantity associated to them as the HI mass) to a regular cubic grid using the Cloud-in-Cell (CIC) interpolation technique. By doing this, it is implicitly assumed that each particle represents a cube of size $L/N_{\text{grid}}$, with $L$ being the size of the simulation box and $N_{\text{part}}$ the number of points along one axis in the grid, with a uniform interior density. However, the actual density profile of the gas particles is not given by a uniform cube, but it is instead described by the SPH kernel (eq. (4.1)). In order to investigate how much our results are affected by the fact of having computed the power spectrum using the CIC, i.e. by ignoring the internal structure of the gas particles, we have calculated the power spectrum taking into account the gas particles SPH kernel.

The procedure used is as follows: for each gas particle we select $N^3$ points (we have verified that with $N > 7$ our results are converged) within the SPH smoothing length in such a way that each of them represent the same interior volume. We then assign each gas particle interior point to the grid cell that it belongs to. Finally, we follow the standard procedure of computing the FFT of the field obtained in that way and calculating the power spectrum $P(k)$. We have assigned HI to the gas particles of the simulation $B30$ at $z = 3$ using the halo-based model 1 and computed the HI power spectrum using the standard procedure (CIC) and the above one which takes into account the gas particles SPH kernel. We show the results in figure 21. We find that the at large scales both procedures yield to identical results while at smaller scales the results, as expected, differ. We notice that whereas we have corrected the amplitude of the modes to take into account the CIC assignment, we have not implemented that correction when using the SPH kernel of the gas particles (for details about this correction see [77]). In figure 21 the results obtained by using the CIC interpolation procedure but not correcting the modes amplitude are represented by the red curves. It is clear that the mode correction plays a very important role when computing the power spectrum and thus, in order to quantify the scale at which both procedures begin to diverge it is needed to implement the mode correction to account for the SPH kernel. Unfortunately, the implementation of the amplitude mode correction to account for the SPH kernel is beyond the scope of this paper. We have explicitly checked that similar results are obtained by using different simulations and different HI assignments.

In summary, both procedures yield equivalent results on large scales. On small scales some differences show up, but in order to quantify the discrepancy a correction to the modes amplitude needs to be implemented. For the scales of interest in the present work, we can safely interpolate with CIC.
Figure 21. HI power spectrum, obtained by using the halo-based model 1, for the simulation E30 at $z = 3$ using different methods. The black lines represent the results obtained using the standard procedure: interpolation through CIC, FFT, mode correction and measurement of the $P(k)$. The red lines display the results of using the above procedure but without correct the modes amplitude to take into account the CIC assignment to the grid. The blue lines show the results of computing the power spectrum taking into account the SPH kernel of each gas particle (without mode correction). Two grids have been used: $1024^3$ (solid lines) and $512^3$ (dashed lines) points. The value of the Nyquist frequency for the two grids are represented by vertical lines.
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