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An excitonic insulator (EI) is an unconventional quantum phase of matter in which excitons, bound pairs of electrons and holes, undergo Bose–Einstein condensation, forming a macroscopic coherent state. While its existence was first hypothesized half a century ago, the EI has eluded experimental observation in bulk materials for decades. In the last few years, a resurgence of interest in the subject has been driven by the identification of several candidate materials suspected to support an excitonic condensate. However, one obstacle in verifying the nature of these systems has been to find signatures of the EI that distinguish it from a normal insulator. To address this, we focus on a clear qualitative difference between the two phases: the existence of Goldstone modes born by the spontaneous breaking of a $U(1)$ symmetry in the EI. Even if this mode is gapped, as occurs in the case of an approximate symmetry, this branch of collective modes remains a fundamental feature of the low-energy dynamics of the EI provided the symmetry-breaking is small. We study a simple model that realizes an excitonic condensate, and use mean field theory within the random-phase approximation to determine its collective modes. We subsequently develop a diagrammatic method to incorporate the effects of disorder perturbatively, and use it to determine the scattering rate of the collective modes. We interpret our results within an an effective field theory. The collective modes are found to be robust against symmetry-preserving disorder, implying an experimental fingerprint unique to the EI: the ballistic propagation of low-lying modes over mesoscopic distances, at electronic-scale velocities. We suggest this could affect thermal transport at low temperatures, and could be observed via spatially-resolved pump-probe spectroscopy through the coherent response of phonons that hybridize with the collective modes.

I. INTRODUCTION

The excitonic insulator (EI) is an unconventional phase of matter in which excitons condense into a macroscopically phase-coherent state [1–4]. This phase lies at the transition between semiconductors and semimetals [5–7], and can be understood in terms of Bose-Einstein condensation (BEC) [8] or the Bardeen–Cooper–Schrieffer (BCS) [9] theory of superconductivity [7, 10–12]. The EI is expected to exist in equilibrium and possibly at room temperature, and thus provide unprecedented access for the study of the BCS-BEC crossover, the metal-insulator transition and other strongly-correlated electron systems, as well as potential applications such as thermoelectrics [13] and dynamical band engineering [14, 15].

Although it was first hypothesized decades ago, recent years have seen renewed interest in the EI, with the theoretical and experimental identification of several candidate materials, including transition metal dichalcogenides such as $\text{Ta}_2\text{NiSe}_5$ [14–29], $\text{IT}_2\text{TiSe}_2$ [30–36] and $\text{TaSe}_1-x\text{Te}_x$ [37–39], as well as low-dimensional systems such as graphene, quantum wells, and quantum Hall bilayers [40–48].

Despite this influx of candidate materials, confirmation of the existence of the EI phase in bulk materials has remained elusive. This is due to measured EI signatures being either hard to quantify, or difficult to separate from those of a normal insulator [49]. This situation signals an urgent need for a general distinguishing experimental signature which is unique to the EI.

To address this issue, we argue that a key distinguishing feature of the ideal EI is that it exhibits a spontaneously broken symmetry. The symmetry in question is $U(1)$, corresponding to the independent conservation of charge in the conduction and valence bands [10, 46]. While in practice this symmetry is not exact and different bands are generally coupled, it nevertheless can be approximately conserved if tunneling between the bands is heavily suppressed. This could be due to a myriad of causes: the bands existing in two spatially separated planes (as in bilayer and quantum-well systems [44]); the localization of band orbitals around different atoms in the unit cell of $\text{Ta}_2\text{NiSe}_5$ [18]; and the indirectness of the band gap in $\text{IT}_2\text{TiSe}_2$ [34, 36]. Upon formation of the condensate, this symmetry spontaneously breaks. (There is a separate $U(1)$ symmetry reflecting total charge conservation, which remains unbroken.) Breaking of such a continuous symmetry gives rise to gapless Nambu–Goldstone collective modes (CMs) [50–52]. If the symmetry is not exact, the CMs will be gapped. Strong symmetry breaking could push the CM gap above the particle-hole continuum. However, if the symmetry violation is small, then the CM branch will remain low-lying. Therefore we suggest that the observation of soft modes, below the particle-hole continuum, is characteristic of an EI, providing vestigial evidence of the breaking of an underlying (approximate) symmetry. Since such collective modes can be taken as evidence for an underlying EI phase, we study the properties of these modes. We focus on their robustness to disorder scattering, and outline
their experimental consequences.

We consider a minimal model which exhibits an excitonic phase transition: a two-band spinless Hubbard model that is driven into the EI phase by strong on-site electron–electron repulsion [53–56]. The CMs are found via the density-density response function $\chi(k, \omega)$ (defined below) within the random-phase approximation (RPA) [57–59]. We subsequently demonstrate the robustness of the CMs by calculating their mean free paths in the presence of a disorder potential. Disorder can couple to the excitonic insulator in a variety of different channels, which we describe. We show that at small wavevectors the excitonic modes can have mean free paths orders of magnitude longer than those of single quasiparticles. We show that this can be attributed to the relation between the CMs and the condensate broken symmetry, as well as their non-zero group velocity at small $k$. The large CM mean free paths suggest they should have an appreciable signature in thermal transport, and could potentially be observed directly in spatially-resolved ultrafast pump-probe experiments.

The rest of this paper is organized as follows: In Sec. II we present our model and the formalism of our diagrammatic linear response treatment, and we subsequently employ the RPA to identify the collective modes. We extend the formalism to incorporate disorder in Sec. III, and compute the disorder-induced scattering rates of both single particles and collective modes. In Sec. IV we discuss our results qualitatively, formulate an effective field theory whereby we can interpret all of the results in a compact general fashion, and make connections to possible experimental consequences. Technical details of our calculations are given in the Appendices.

II. EXCITONIC CONDENSATION IN THE HUBBARD MODEL

Model.—We consider a simple model that exhibits excitonic condensation [53–56]. It consists of spinless electrons in a one-dimensional lattice, with repulsive interactions between electrons in conduction and valence states:

$$H = \sum_{k,\alpha=c,v} (\epsilon_\alpha(k) + \Delta_\alpha) c_{k,\alpha}^\dagger c_{k,\alpha} + U_0 \sum_{i=1}^N n_{i,c} n_{i,v}. \quad (1)$$

$\tilde{c}_{k,c(v)} = \frac{1}{\sqrt{N}} \sum_m e^{-ikm} c_{m,c(v)}$ are the annihilation operators in the conduction (valence) band, $\epsilon_\alpha(k)$ the band dispersions and $\Delta_\alpha$ the band offsets. $U_0 > 0$ is the on-site repulsion which drives the formation of the condensate. $N$ is the number of sites. We set $h = 1$ throughout. The lattice constant is $a = 1$, so that the first Brillouin zone (BZ) is $k \in [-\pi, \pi]$. We use nearest-neighbour hopping bands $\epsilon_{c,v}(k) = J_{c,v} \cos k$, and our unit of energy is the average transfer integral $J = \frac{1}{2} (J_c + J_v)$. Ultimately we will be interested in bulk 3D systems. While the numerical results below are evaluated in one dimension for convenience, the calculations naturally generalize to higher dimensions. This allows us to rely on mean-field theory, apply the RPA, and neglect the effects of localization due to disorder, assuming it is weak.

$H$ has a manifest $U(1)$ symmetry, as it does not mix states in different bands. In the excitonic insulator phase this symmetry will be reduced to $U(1)$, and the ground state of the system will have a non-zero value for the complex-valued order parameter

$$\phi_i = \langle c_{i,c}^\dagger c_{i,v} \rangle \neq 0. \quad (2)$$

We determine the order parameter for this condensed ground state within the mean-field approximation, using standard methods as described in Appendix A. As a starting point for our model parameters we choose $\Delta_\sigma = -0.55 \ J$, $\Delta_v = -2.45 \ J$, $U = 3.0 \ J$ and $J_c = J_v = J$. These values give a semimetallic non-interacting band structure, match [54] angle-resolved photoelectron spectroscopy measurements performed on Ta$_2$NiSe$_5$ [14], and place the model in the BEC regime [10] (see Appendix A). However, we modify the transfer integrals to explicitly break particle–hole symmetry, setting $J_c = 1.2 \ J$ and $J_v = 0.8 \ J$. This is because electron–hole symmetry will protect the CMs from certain disorder scattering mechanisms, but in general we do not expect such a fine-tuned symmetry. The bare band structure and the interaction-driven quasiparticle bands are depicted in Fig. 1. The system is at half-filling if the chemical potential is fixed at $\mu = 0$, and we henceforth suppress it.

Linear response.—We investigate the collective modes through their signatures in the system linear response [56]. The observables whose response we are interested in are the electron density operators. We define

![FIG. 1: The non-interacting (dashed) and interacting (solid) electron bands.](image-url)
them in real space as the local spinor vectors
\[ \hat{n}_{\mu} = \Psi_\mu \hat{\Psi}_\mu, \quad (\mu = 0, x, y, z) \] (3)
with \( \sigma^0 = 1 \) the identity matrix and the rest Pauli’s, and defining the vector of annihilation operators \( \Psi_i = (c_{i,c}, c_{i,v})^T \), with the corresponding Fourier transform \( \tilde{\Psi}_k \). The mean fields correspond to the expectation values of \( \hat{n}_{\mu} \), as \( \langle \phi \rangle = \frac{1}{2} (\hat{n}_{\mu} + \hat{\mu}) \) and \( \langle n_{\mu\nu} \rangle = \frac{1}{2} (\hat{n}_{\mu} \pm \hat{n}_{\nu}) \). \( \hat{n}_{\mu} \) is the total electron density operator.

The susceptibility is given by the Kubo formula [60, Ch. 7]
\[ \chi_{\mu\nu}(i,t) = \frac{i\Theta(t) \langle GS | \hat{\chi}_{\mu\nu}(0) | GS \rangle}{\langle GS | GS \rangle}, \] (4)
evaluated with respect to the (interacting) ground state (GS) of the system, yielding the retarded response function. This susceptibility is related to the time-ordered response function, which admits a diagrammatic expansion via Wick’s Theorem [61]. This is written as [62]
\[ \chi_{\mu\nu}(i,t) = -i \langle GS | T \{ \hat{n}_{\mu}^\dagger(t) \hat{n}_{\nu}^0(0) \} | GS \rangle_{\text{conn.}}, \] (5)
where \( T \) is the time-ordering operator. The notation \([\ldots]^R\) signifies that the linear response function \( \chi \) is obtained by retaining the quantity in brackets, i.e. pushing all its poles to the lower half of the complex frequency plane [62, p. 174]. Henceforth we carry out calculations in terms of order parameters, and the retardation at the end of the procedure is implied. The diagrammatic expansion for \( \chi \) is the sum of all connected diagrams with two external vertices, as shown.

The collective modes are most easily identified in \( k \)-space. Assuming translational invariance, one obtains
\[ \chi_{\mu\nu}(k,\omega) = \frac{1}{\omega + i\eta} \sum_{p} \tilde{\Psi}^\dagger_p \sigma^\mu \tilde{\Psi}_p \sum_{p} \tilde{\Psi}^\dagger_p \sigma^\nu \tilde{\Psi}_p \] (6)
where \( \hat{n}_{\mu}^0 = \sum_p \Psi^\dagger_p \sigma^\mu \Psi_p \) is the Fourier transform of \( \hat{n}_{\mu} \) and * denotes a convolution. With \( \eta \) a positive infinitesimal, the first term is the Fourier transform of \(-i\Theta(t)\), which introduces the poles of \( \chi \). For a time-transluation invariant system the second term is self-adjoint under the transposition \( \mu \leftrightarrow \nu \), implying that the susceptibility has the analytical structure \( \chi(\omega) = \sum_{\text{simple poles}} \chi_{\mu\nu}(k,\omega) \). We thus define the Hermitian spectral weight function \( A_{\mu\nu}(k,\omega) \) by
\[ \chi_{\mu\nu}(k,\omega) = \int_{-\infty}^{\infty} A_{\mu\nu}(k,\omega') \frac{d\omega'}{\omega' - \omega} \] (7)
where \( \omega' = \omega + i\eta \). The modes of the system are located where \( A_{\mu\nu}(k,\omega) \) is non-zero. In the excitonic insulating state we expect a continuous region of modes above the gap energy, corresponding to excitations of electrons from the valence to the conduction band. By contrast, the collective modes that lie below this particle-hole continuum will form a sharp line in the \((k,\omega)\) plane, with a dispersion relation \( \omega = \omega_k \). As the collective modes are gapless, they should be separated from the continuum, at least for small momenta. While Eq. (7) is suggestive of the Kramers-Kronig relation satisfied by the retarded \( \chi \) [60], we remark that it does not define \( A_{\mu\nu} \) uniquely. Instead, leveraging the identity \( \text{Im} \left( \frac{1}{\omega + i\eta} \right) = -\pi \delta (\omega - \omega') \)
along with \( \chi \)'s hermiticity, we invert this definition and find
\[ A_{\mu\nu} = \frac{1}{2\pi i} \left[ (\chi_{\mu\nu})^\dagger - \chi_{\mu\nu} \right]. \] (8)

**Collective modes.**—The expansion (5) begins by evaluating the Kubo formula with respect to some initial ground state ansatz \( |0\rangle \) which approximates the true interacting ground state. For this we take the ground state found within the mean-field approximation. This solution is worked out in Ref. [54] and outlined in Appendix A, where we also list the resulting Feynman diagrammatic rules. We employ the random-phase approximation (RPA) [57–59]. Within the RPA, the interacting susceptibility is given by a Dyson equation [62], represented schematically by
\[ \chi_{\text{RPA}} = \chi^0 + U_{\text{eff}} \chi_{\text{RPA}}. \] (9)
Here the clear bubble \( \chi^0 \) is the bare susceptibility, and \( U_{\text{eff}} \) is a numerical vertex factor corresponding to the projection of the electron–electron interaction operator into the sector or bubble diagrams. The convolutions are turned into simple (matrix) products in momentum space, which we will use exclusively henceforth. Isolating \( \chi_{\text{RPA}} \), we obtain the familiar RPA result [59, cf. Sec. 3]
\[ \chi_{\mu\nu}(k,\omega) = \chi_{\mu\nu}^0 + \sum_{\lambda,\eta} \chi_{\lambda\eta}^0 U_{\lambda\eta}^\text{RPA} \chi_{\mu\nu} \] (10)

Here the solution for \( \chi_{\text{RPA}} \) is shorthand notation for matrix inversion. Note that Eq. (10) is a \( 4 \times 4 \) matrix equation; \( U_{\text{eff}} = (U_0 / 2) \text{diag} (1, -1, -1, -1) \) and \( \chi^0 \) are computed in Appendix A. For \( k = 0 \) the components \( \mu, \nu = x, y, z \) do not mix with the \( \mu = \nu = 0 \) sector, as \( \chi_{\mu\nu}^0 \) is the total particle number and is conserved [54, SI]. However, this does not hold for general \( k \), and we must consider this equation in full [63].

**Results.**—The RPA susceptibility is evaluated and plotted in Fig. 2. The displayed quantity is \( A_{\eta\eta} \), which corresponds to the spectral density of modes that oscillate in the “phase direction” of the order parameter. A non-zero \( \eta = 0.005 \) is used to broaden mode poles. The bottom of the two-particle continuum is visible, occurring at the frequency of the inter-band gap seen in Fig. 1. Additionally, a separated branch of modes \( \omega_k \) appears
at lower energies, revealing the expected Goldstone-like branch of CMs. At fixed $k$, this branch absorbs a considerable portion of the spectral weight which was once in the two-particle continuum in the bare $\chi$. The eigenvectors of $A_{\mu\nu}(k, \omega)$ indicate the nature of the collective modes, and at small $k$ these are predominantly phase modes.

III. DISORDER SCATTERING

The focus of this paper is to determine the disorder-induced scattering rate of excitations. We add to the model an external disorder potential and a corresponding one-particle vertex,

$$H_{\text{dis}} = \sum_{\lambda=0}^{4} \sum_{i} V_{i}^{\lambda} \Psi_{i}^{\dagger} \sigma_{i}^{\lambda} \Psi_{i},$$

where $V_{i}^{\lambda}$ is a real random disorder field with Fourier transform $V_{q}^{\lambda}$. We assume that $V^{\lambda}$ is normally distributed with zero mean and the following covariance relations represented by a “disorder propagator”

$$\tilde{\chi}_{\mu\nu}^{\lambda} = \langle V_{i}^{\lambda} V_{j}^{\nu} \rangle = K_{ij}^{\lambda\nu} \Rightarrow \langle \tilde{V}_{q}^{\lambda} V_{-q}^{\nu} \rangle = K_{q}^{\lambda\nu}. $$

(12)

For simplicity we henceforth assume the disorder potential is delta-correlated in real space, $\langle V_{i}^{\lambda} V_{j}^{\nu} \rangle \propto \delta_{ij}$, signifying an ensemble of point scatterers. Furthermore we take the different disorder channels to be uncorrelated. We thus set $K_{q}^{\lambda\nu} = K_{q} \delta_{\lambda\nu}$.

The four disorder channels can be classified with respect to the $U(1)$ symmetry of the Hamiltonian: Channels $\lambda = 0, \pi$ preserve the symmetry, while channels $\lambda = x, y$ violate it. We will show that the symmetry of the disorder has crucial consequences for the scattering of the CMs. Physically, channel $\lambda = 0$ corresponds to an external electrostatic potential.

Disorder will induce a finite lifetime for all excitations, which at the level of RPA would be infinitely long lived. This will manifest in the broadening of the poles of the single- and two-particle response functions. We will obtain these induced scattering rates by computing the electron and CM (proper) self-energy $[62]$. Working to second order in $H_{\text{dis}}$, this is equivalent to computing lifetimes with Fermi’s Golden Rule (FGR) $[64]$. However, the diagrammatic method is useful for computing the scattering rate of the CMs, whose wavefunctions are not found explicitly.

Disorder dressing.—The inclusion of disorder modifies the ground state of the system above which the collective modes are excited. This manifests as a change in the value of the mean fields that the electronic degrees of freedom are coupled to. This modulation corresponds to the condensate shifting to screen the disorder. Assuming the disorder is perturbative, this can be accounted for to leading order by using linear response, as $\delta \langle \eta^{\mu\nu} \rangle (q) = \sum_{\nu} \chi^{RPA, \nu} (q, \omega = 0) \tilde{v}_{q}^{\nu}$. This implies a dressed disorder vertex

$$\tilde{\chi}_{\mu\nu}^{\lambda} = \tilde{v}_{q}^{\lambda} + \sum_{\nu} \chi^{RPA, \nu} (q, \omega = 0) \tilde{v}_{q}^{\nu},$$

(13)

which we absorb into a dressed disorder propagator

$$\langle \tilde{v}_{q}^{\lambda} \tilde{v}_{-q}^{\nu} \rangle = \chi_{q}^{\lambda\nu}$$

$$= \sum_{\mu, \nu} \chi^{RPA, \nu} (q, \omega = 0) \chi^{\mu} (q, \omega = 0) \tilde{v}_{q}^{\nu} \tilde{v}_{q}^{\mu} = \sum_{\mu, \nu} \chi^{\mu} (q, \omega = 0) \chi^{\nu} (q, \omega = 0) \tilde{v}_{q}^{\mu} \tilde{v}_{q}^{\nu} .$$

(14)

Diagrammatically, this is equivalent to the screening

$$\tilde{\chi}_{\mu\nu}^{\lambda} = \tilde{v}_{q}^{\lambda} + \chi^{\nu} (q, \omega = 0) \tilde{v}_{q}^{\mu} \chi^{\nu} (q, \omega = 0) \tilde{v}_{q}^{\mu} .$$

(15)

Though the bare disorder channels could be uncorrelated (i.e. $K_{q}$ is diagonal), in general the channels become mixed in $\tilde{K}_{q}$. However, it can be shown $[\text{Appendix A}]$ that channel $\lambda = y$ remains uncorrelated with the rest. The dressing of the disorder is a crucial effect if the disorder respects the $U(1)$ symmetry of the clean system (shown below).
A. Electron propagator

**Quasiparticle scattering rates.**—The dressed propagator can be determined by the usual Dyson equation

\[ G = G^0 + G^0 \Sigma G \quad \Leftrightarrow \quad G^{-1} = (G^0)^{-1} - \Sigma, \quad (16) \]

with \( \Sigma \) the proper self-energy insertion [62]. Working to second order in \( V^\lambda \), it is found by evaluating the diagram

\[ \Sigma(k, \omega) = -i \times C = \frac{1}{N} \sum_{\lambda, \lambda', q} \hat{\Sigma}_k^{\lambda \lambda'} \sigma^q G^0(k + q, \omega) \sigma^{\lambda'}. \quad (17) \]

As the disorder propagator is statistical rather than quantum-mechanical, tadpole diagrams are considered disconnected and cancel by the linked cluster theorem.

Furthermore, \( G^0(k, \omega) \) is diagonalized by a unitary matrix \( R_k \) which rotates it to the basis of the hybridized quasiparticle excitations \( \phi_k^\lambda \) [Appendix A], where it takes the form

\[ G^0(k, \omega) = R_k \left( \omega^+ - E_+(k) \quad \omega^+ - E_-(k) \right)^{-1} R_k^\dagger. \quad (18) \]

Thus, Eq. (16) reads

\[ G^{-1} = R_k \left( \omega^+ - E_+ - \tilde{\Sigma}_{11} \quad \omega^+ - E_- - \tilde{\Sigma}_{12} \right) R_k \quad (19) \]

where \( \tilde{\Sigma}(k, \omega) = R_k^\dagger \Sigma(k, \omega) R_k \) is the self-energy “rotated” to the same eigenbasis. The poles of the dressed propagator are where it is singular, i.e. \( \omega = E_k \) at which \( \det G^{-1}(k, E_k) = 0 \). The off-diagonal elements of \( \tilde{\Sigma} \) only come into play in post-leading contributions to the new \( E_k \). Focusing henceforth on the positive energy poles, it is now shifted and broadened by

\[ \delta E_k = \text{Re} \tilde{\Sigma}_{11}(k, E_k), \quad \Gamma_k^{\text{QP}} = -\text{Im} \tilde{\Sigma}_{11}(k, E_k). \quad (20) \]

The matrices \( R_k \) are real,

\[ R_k = \exp \left( \frac{i}{2} \sigma^y \theta_k \right) = \left( \begin{array}{cc} \cos \frac{\theta_k}{2} & -\sin \frac{\theta_k}{2} \\ -\sin \frac{\theta_k}{2} & \cos \frac{\theta_k}{2} \end{array} \right) \quad (21) \]

where the mixing angle \( \theta_k \) which hybridizes the original bands is the polar angle of the pseudomagnetic field \( \vec{B}_k = (-\sin \theta_k, 0, \cos \theta_k) \) \( [B_k] \) obtained in the mean-field solution [Appendix A]. It thus does not mix the real and imaginary parts of the self-energy.

The self-energy diagram is computed in Appendix B. We find the scattering rate to be

\[ \Gamma_k^{\text{QP}} = \frac{\pi}{2} g(E_k) \left| \sum_{\lambda} \hat{\Sigma}_k^{\lambda} \right|^2 = \frac{\pi}{2} g(E_k) \sum_{\lambda, \lambda'} \hat{B}_k^{\lambda} \hat{\Sigma}_k^{\lambda \lambda'} \hat{B}_k^{\lambda'} \quad (22) \]

where \( \hat{B}_k^{\lambda} = 1 \). Here we have put the scattering rate into a form recognizable as FGR [64], and \( g(E) \) is the single-particle density of states (DoS) per site. The last inner product is the matrix element for elastic backward scattering with momentum transfer \( q = -2k \). Here we discarded the \( q = 0 \) matrix element, as forward scattering does not affect transport. Note that \( \hat{B}_k^{\lambda} = 0 \). As the \( \hat{R}_k^{\lambda \lambda'} \) element is not mixed with other elements in the screening process, we find that the \( \lambda = y \) channel has a vanishing scattering rate.

**Results.**—Eq. (22) is evaluated and the contribution of each channel \( \lambda \) is plotted in Fig. 3. The sharp peaks at the band edges are the one-dimensional van Hove singularities in the DoS. It is apparent that the different scattering channels induce scattering rates of the same order of magnitude at most energies. The rate (22) can be interpreted as the inner product between the disorder potential and the pseudomagnetic field. The screening “rotates” the disorder channels, such that the potential may be orthogonal to the field at specific \( k \) points, and this is the origin of the dips in channels \( \lambda = x, z \). It is curious that this allows the backscattering rate to vanish. However, this is an artifact of one spatial dimension, as in higher dimensions angular summation over different momentum transfers will produce a non-zero rate.

B. Density-density response function

**Diagrammatic expansion.**—The CM scattering rates may be found by resumming diagrammatic insertions to obtain the leading-order contributions to the exciton self-energy. For this to yield the scattering rates, we need to find an effective self-energy which satisfies a
Dyson-type equation, that is schematically
\[
\chi^{\text{dis}} = \chi^{\text{RPA}} + \chi^{\text{RPA}} \ast \Sigma^{\text{eff}} \ast \chi^{\text{dis}} = \left(\chi^{\text{RPA}}\right)^{-1} - \Sigma^{\text{eff}}^{-1}.
\] (23)

We enumerate all the RPA-type second-order disorder diagrams which enter expansion (5), which are
\[
\Sigma = \sum_{\text{all RPA-type diagrams}}.
\] (24)

Here the direction of the fermion propagators is left unspecified to indicate that the disorder potential could couple to either the electron or hole propagator in each bubble; therefore, the diagrams have 1, 2, 4, and 4 realizations, respectively. The different diagrams in Eq. (24) are computed and their properties discussed in Appendix C.

We can now systematically generate the diagrammatic expansion for the disordered RPA susceptibility \(\chi^{\text{dis}}\) by concatenating arbitrary numbers of clean and disordered bubble diagrams. This is represented schematically by
\[
i \chi^{\text{dis}} = \sum_{n=0}^{\infty} \left[1 + \left(1 + \chi^{\text{RPA}} \ast U^{\text{eff}} \ast \Sigma \ast U^{\text{eff}} \ast \Sigma^{*}\right)^{n} \right] (1 + \Sigma^{n}).
\] (25)

Note that two consecutive clean RPA bubbles are not allowed, as this leads to double counting. Therefore, the Dyson relation in the last line displays the bare \(\chi^{0}\) instead of \(\chi^{\text{RPA}}\), and it cannot be used to extract the effective self-energy in Eq. (23).

Instead, we focus on the second line of Eq. (25), which reads
\[
\chi^{\text{dis}} = \chi^{\text{RPA}} + \left(1 + \chi^{\text{RPA}} \ast U^{\text{eff}} \ast \Sigma \ast U^{\text{eff}} \ast \Sigma^{*}\right) \sum_{n=0}^{\infty} \left[1 + \chi^{\text{RPA}} \ast U^{\text{eff}} \ast \Sigma^{n} \ast (1 + U^{\text{eff}} \ast \chi^{\text{RPA}})\right].
\] (26)

Adding \((U^{\text{eff}})^{-1}\) to both sides and regrouping products, we can rewrite
\[
G^{\text{dis}} = G^{\text{RPA}} + G^{\text{RPA}} \ast \Sigma^{*} \ast G^{\text{RPA}}
\] (27)
with \(G^{\text{dis}, \text{RPA}} = (U^{\text{eff}})^{-1} + \chi^{\text{dis}, \text{RPA}}\) and the self-energy insertion
\[
\Sigma^{*} = [U^{\text{eff}} \ast \Sigma \ast U^{\text{eff}}] \sum_{n=0}^{\infty} \left[G^{\text{RPA}} \ast [U^{\text{eff}} \ast \Sigma \ast U^{\text{eff}}]\right]^{n}.
\] (28)

This solution illustrates the analogy between \(\chi\) and the exciton propagator: From Eqs. (27) and (28) we identify \(G^{\text{RPA}, \text{dis}}\) as the “bare” and “dressed” effective exciton propagators, respectively, and \(\Sigma^{*}\) as the improper self-energy insertion [62, Sec. 9]. The effective proper self-energy is then read from the definition \(\Sigma^{\text{eff}} = \Sigma^{*} \sum_{n=0}^{\infty} [G^{\text{RPA}} \ast \Sigma^{\text{eff}}]^{n}\). We thus conclude
\[
G^{\text{dis}} = G^{\text{RPA}} + G^{\text{RPA}} \ast \Sigma^{\text{eff}} \ast G^{\text{dis}} = \left(G^{\text{RPA}}\right)^{-1} - \Sigma^{\text{eff}}^{-1},
\] (29)
\[
\Sigma^{\text{eff}} = U^{\text{eff}} \ast \Sigma \ast U^{\text{eff}}.
\] (30)

Note that \(U^{\text{eff}}\) is regular, and therefore \(G\) has no other poles except those of \(\chi\). Additionally, \(U^{\text{eff}}\) is itself Hermitian, and therefore we can substitute \(G\) into Eq. (8) instead of \(\chi\) without affecting \(A\).

**Scattering rates.**—Given the effective excitonic self-energy, we now need to extract from it the collective mode scattering rates in a procedure analogous to the “rotation” used to extract the single-particle rates.

We recall that the collective modes are located where \(A_{\mu \nu}(k, \omega)\) is non-zero. Specifically, each collective mode at \((k, \omega)\) is associated with an eigenvector of \(A_{\mu \nu}(k, \omega)\). Although it is a \(4 \times 4\) matrix, only eigenvectors with non-zero eigenvalues represent physical modes. Thus, we
FIG. 4: Disorder-induced scattering rates of the collective modes, for different scattering channels. The scattering rate for channel $\sigma^y$ is zero at the resolution of our calculation. The dashed line marks the bottom of the two-particle continuum. Above the two-particle continuum gap, the calculation is impacted (and for channel $\sigma^0$, is dominated) by additional diagrams, which represent an exciton scattering into the two-particle continuum, i.e., disassociating; this contribution is omitted. The dips in channel $\lambda = x$ are analogous to the vanishing backwards scattering rate of the quasiparticles, cf. Fig. 3 and surrounding discussion.

Decompose the weight function as

$$A(k, \omega) = \delta(\omega - \omega_k) R_k \begin{pmatrix} A_1(k) & A_2(k) \\ A_3(k) & A_4(k) \end{pmatrix} R_k^\dagger + \text{sum over continuum modes},$$

(31)

where the diagonalizing matrices $R_k$ are defined such that the real eigenvalues $A_i(k)$ are ordered by decreasing magnitude. Furthermore, we only expect one soft mode, and thus that only $A_1$ is non-zero. In Appendix C we show that $A_1 \sim \omega_k^{-1}$ for small $k$. Since the continuum modes are separated from the collective modes, we will ignore their contribution. Equally we ignore the sharp CM poles at negative energies and focus on $\omega > 0$.

Plugging this into Eq. (7), close to a collective mode pole $(k, \omega_k)$ of the clean system we have a pole of the form

$$[\mathcal{G}^{\text{dis}}(k, \omega)]^{-1} \sim A_1^{-1}(k) \left[ \omega - \omega_k - A_1(k) \tilde{\Sigma}_{\text{eff}} (k, \omega_k) \right],$$

(32)

again with a “rotated” self-energy $\tilde{\Sigma}_{\text{eff}} (k, \omega) = [R_k^\dagger \Sigma_{\text{eff}} (k, \omega) R_k]_{11}$. The scattering rate is then identified as

$$\Gamma_k^{\text{CM}} = -A_1(k) \text{Im} \left[ \tilde{\Sigma}_{\text{eff}} (k, \omega_k) \right].$$

(33)

**Low-energy regime.**—We will mostly be interested in the low-energy, long-wavelength dynamics of the CMs. If we restrict our treatment to energies below the particle–hole continuum, such that a CM cannot disassociate into an unbound electron–hole pair, the CM scattering rates can be considerably simplified. In Appendix C, we show that in this regime only the last diagram in Eq. (24) affects the mode lifetime. Furthermore, this diagram can be evaluated explicitly at energies below the gap, and in analogy to Eq. (22) we obtain a FGR-like expression for the CM scattering rate in terms of an effective CM vertex function [Eq. (C8)]. This allows us to isolate the backwards scattering rate and discard the forward scattering rate, similar to our treatment of the quasiparticles. We refer to Appendix C for the full calculation.

**Results.**—We evaluate the scattering rates of the CMs numerically and plot them in Fig. 4. The scattering rate in channel $\lambda = y$ is zero at the resolution of our calculation, and therefore is not shown — this is elucidated in the next section. The dashed vertical line marks the bottom of the two-particle continuum, above which additional scattering processes become available (not shown here). Note the qualitative difference between channel $\lambda = x$, in which the scattering rate diverges at $\omega = 0$, despite a finite density of states, and channels $\lambda = 0, z$, in which the rate vanishes at $\omega = 0$.

**IV. DISCUSSION**

**Mean free paths at $k \to 0$**.—To compare the transport properties of the collective modes and the quasiparticles, we consider each excitation’s mean free path, defined by $l_{\text{mfp}} = v_g/T$, with $v_g$ the group velocity and $\Gamma$ the disorder-induced scattering rate. We focus on the dynamics at long wavelengths where clear qualitative difference arise.
Fig. 5 shows the mean free paths of the quasiparticle excitations (dashed curves) and collective modes (solid curves) for small $k$. For the quasiparticles, one sees that there are similar scattering rates for all disorder channels. This may be understood as follows: The single-particle free paths tend to zero when $k \to 0$, because of both a vanishing group velocity and a diverging DoS. If the scattering matrix element at $k = 0$ is non-zero, then at small momenta it can be treated as constant, and as in one dimension the DoS is inversely proportional to the group velocity, we find $l_{\text{mfp}} \propto v_{\text{g}}^2 \sim k^2$.

In contrast, with the collective modes we can identify three distinct behaviours at small $k$: (i) $l_{\text{mfp}} \sim k^2$ in channel $\lambda = x$, similar to the quasiparticles; (ii) $l_{\text{mfp}} \sim k^{-2}$ in channel $\lambda = z$; and (iii) $l_{\text{mfp}} \sim k^{-6}$ in channel $\lambda = 0$. We stress that the latter two are observed only if we include the effect of disorder screening, as discussed in Sec. III, showing that this is a crucial effect. As we now explain, this tri-modality is related to the symmetry of each disorder channel: channel $x$ does not respect any of the symmetries of model (1), channel $z$ preserves its $U(1)$ condensate symmetry, and channel $\lambda = 0$ also has manifest particle–hole symmetry.

**Effective field theory.**—The properties that we have computed at long wavelengths can be interpreted within an effective field theory. This also allows the results to be extended to arbitrary dimension $D$. For this purpose we consider a classical field theory for the order parameter of the condensate. To accommodate the three disorder channels discussed so far we must consider a vector order parameter; the natural field to examine is the pseudo-spin $\vec{n}_i \equiv \frac{1}{2} \Psi_i^\dagger \vec{s} \Psi_i$ at each site. Taking a continuum limit, we write down the Hamiltonian density

$$
\mathcal{H} = \mu n_z + \frac{1}{2} \Lambda n_z^2 + \frac{1}{2} \alpha_{xx} \left[ (\nabla n_x)^2 + (\nabla n_y)^2 \right] + \frac{1}{2} \alpha_z \left( \nabla n_z \right)^2 + \vec{V}(x) \cdot \vec{n}.
$$

(34)

The symmetry of model (1) is represented by $U(1)$ rotational symmetry around $n_z$.

We may solve for the collective modes and compute the scattering rates of these modes in the face of a disorder potential; this is worked out in Appendix D. There we show that the low-$k$ scaling of the rates in channels $x$ and $z$ are $k^{D-3}$ and $k^{D+1}$, agreeing with the results obtained above numerically for $D = 1$. Crucially, the qualitative difference between the channels is that at small $k$ the CMs are predominantly phase modes, which do not couple directly to the disorder channel $z$, as it respects the $U(1)$ symmetry, while it may couple to channel $x$ directly. Instead, the only mechanism which couples the phase to channel $z$ is the modulation of the ground state amplitude field configuration, which shifts to screen the disorder. This mechanism also applies to channel $x$, but it is dominated by the direct coupling mechanism. Therefore, $V^z$ manifests as a spatial modulation of the coefficients in the CM wave equation without generating additional terms. Scattering in channel $\lambda = z$ is thus effectively the CM equivalent of Rayleigh scattering and scales as $\lambda^4$ in three dimensions.

The above field theory also predicts that channel $y$ does not induce any scattering, which is a result of arbitrarily fixing the symmetry-broken order parameter to be real. Physically, it reflects the surprising fact that unlike modulations in the stationary order parameter amplitude, modulations in its stationary phase do not scatter the collective modes.

Finally, let us address channel $\lambda = 0$. While the phenomenological model above does not include this channel explicitly, we note that the same mechanism applies: As channel $\lambda = 0$ respects the condensate symmetry, it would not introduce any symmetry-violating terms in the field theory action. It may therefore do one of three things: (i) Introduce higher-order, symmetry-respecting terms, which we are not interested in, (ii) effectively contribute to $V^z$ (but crucially, not to $V^x$ or $V^y$), or (iii) spatially modulate the model parameters. As discussed above, the latter two options are equivalent, and thus yield the same scaling. Therefore, the last ingredient required is to know how $V^0$ couples into the action. As $V^0$ corresponds to an electrostatic potential, we know on physical grounds that a constant potential would not affect the system, so $V^0$ may not appear directly and the lowest-order scalar to consider is $\nabla^2 V^0$. This gives us the additional $(k^2)^2$ factor between the scaling relation of channels $\lambda = z$ and $\lambda = 0$. We demonstrate this explicitly within our lattice model in Appendix C.

This field-theoretical description allows us to readily study the case when the $U(1)$ symmetry is only approximate. The CM at $k = 0$ then gains a gap of a magnitude $\delta$ that depends on the degree of symmetry breaking. The long-wavelength dynamics are therefore affected, the CM group velocity now vanishing at $k = 0$. For cases in which the excitonic description of the insulator is a good starting point, this symmetry violation is weak such that the gap is smaller that the two-particle continuum gap, $\delta \ll \Delta$. Since disorder only induces elastic scattering, the properties of the collective modes that we have derived should all apply for CMs in the energy window $\delta \lesssim \omega \lesssim \Delta$.

**Experimental consequences.**—We now turn to discuss some of the possible experimental consequences of the low-energy collective mode of the excitonic insulator. Insights from the field theory above allow us to deduce both thermodynamic and transport properties of the system at low temperatures.

Firstly, the collective branch below the transition supplies additional degrees of freedom, which should add to the system specific heat at $T$ below the gap. The specific heat can be computed similarly to that of acoustic phonons, and at low temperatures we expect the usual result of Debye [65], $C_V \sim (T/\Theta_{\text{CM}})^D$ where $D$ is the dimension of the system. Here $\Theta_{\text{CM}}$ is an “excitonic Debye temperature” of the order of the CM band width. The relative size of this contribution compared to that of acoustic phonons with (phonon) Debye temperature
$\Theta_D$ is therefore of the order of $(\Theta_D/\Theta_{CM})^D$. It is therefore likely to be most apparent in situations in which the excitonic ordering temperature, and therefore $\Theta_{CM}$ are small. However, the contribution can be comparable to the observed anomalies in specific heat seen in a candidate high-transition-temperature excitonic insulator [23].

Secondly, the collective modes have potentially very striking consequences for the transport properties of the EI. We have shown that at large wavelengths, it is possible for CMs to have large mean-free paths, if disorder in the system is symmetry-preserving. These large mean free paths, combined with the electronic-scale group velocity, imply that they could have a dominant signature in the material thermal conductivity $\kappa \propto C_V v_g \lambda_{mfp}$. At temperatures below the particle-hole gap, one expects the excitonic insulator not just to transport heat via phonons, but to have a large contribution from the collective modes (at least at temperatures above any symmetry-breaking gap).

If the only scattering mechanism present is disorder, the qualitative differences in the scattering of the CMs by the various disorder channels manifest as a stark differences in the resulting thermal conductivity, which we compute in Appendix E. For disorder that couples to the excitonic order parameter ($\lambda = x$), $\lambda_{mfp} \rightarrow 0$ for vanishing $k$, and we obtain $\kappa \sim T^3$ in all dimensions. If only the symmetry-respecting channels are present ($\lambda = 0, z$), then the scattering rate vanishes for $k \rightarrow 0$. Similar to the treatment of acoustic phonons [65], we can truncate the mean free path with the system linear size $L$. Therefore, the conductivity follows the specific heat and $\kappa \sim L T^D$ at very low temperatures, before plateauing once all the system-size-limited CMs are saturated.

In practice, as the temperature is increased, CMs will collide with thermally excited particles such as electrons, phonons, and each other. The separation of energy scales between CMs and phonons could give rise to an interesting signature. To demonstrate this, we consider the CMs to be coupled to optical phonons with Einstein temperature $\Theta_E$. The phonons are slower degrees of freedom, and on electronic timescales could be considered as static disorder fields. If the CM–phonon coupling mechanism breaks the $U(1)$ symmetry, then this scattering process would dominate all others once a thermal phonon population is excited at temperatures above $\Theta_E$. However, below this temperature, mean free paths are limited by the system size and the thermal conductivity would increase. A schematic plot in such a system is depicted in Fig. 6.

Measurements of thermal conductivities of EI candidates are scarce. However, in TmSe$_{0.45}$Tl$_{0.55}$ the suspected EI transition can be driven by varying pressure [37], admitting comparison between the normal and EI phases at fixed temperatures. Indeed, below 20 K the EI phase exhibits thermal conductivity orders of magnitude larger than that in the normal phase. Additionally, in the EI phase the thermal conductivity increases with decreasing temperature. This anomalous behaviour is attributed to superfluidity in the condensate [37, 66]. However, it might be explained by a scenario such as that in Fig. 6, in which decreasing $T$ reduces the scattering rate, thereby increasing thermal conductivity without invoking superfluidity.

Finally, we point out that the robust collective modes could have other striking properties in dynamical measurements. The EI transition in candidate materials is often accompanied by other transitions such as a charge density wave [36] or a structural phase transition [18]. This implies that the condensate could be coupled to other excitations such as plasmons or phonons. These then provide a more direct probe to study the EI collective modes by hybridizing with them. In particular, we consider the case where CMs hybridize with phonons. The hybridized mode would gain a group velocity on the electronic scale, allowing lattice distortions to propagate at velocities much faster than the normal speed of sound, and this could be measured in response to mechanical perturbations. Beyond this, the robustness of the CMs to disorder scattering, compounded by their high velocity, could impart a long ballistic propagation length to the hybridized mode. The phonon–CM hybrid may then be more mobile than the charge carriers in the material, leading to long-range lattice dynamics and correlations which do not appear in the normal phase. This could explain recent spatially-resolved pump-probe experiments on Ta$_2$NiSe$_5$ [67].

**Summary.**—In this work we investigated the transport properties of collective modes in the excitonic insulator phase. We have developed a method to calculate the effects of disorder on the collective modes from a microscopic model. We have used this to demonstrate that the collective modes are robust against scattering by disorder which respects the symmetry that is spon-
taneously broken in the condensate. We showed that this is not a feature unique to our particular model, but is rather a general property of the relationship between the collective modes and the condensate symmetry, by reproducing our results in a phenomenological effective field theory. We predict that collective modes could have striking consequences for the thermal conductivity, and could be probed by mechanical response. We suggest that this could explain recent spatio-temporal measurements in Ta$_2$NiSe$_5$.
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Appendix A: Ground State Properties

Mean-field equilibrium solution.—The ground state of the Hamiltonian (1) can be found in the mean-field approximation, as worked out in Ref. [54]. Here we briefly outline the results obtained therein, focusing on the $T = 0$ limit.

The electron–electron interaction is decoupled according to the prescription [54, supplementary information (SI)]

$$n_{i,e}n_{i,v} \to \langle n_c \rangle n_{i,e} + n_{i,c} \langle n_v \rangle - \langle \phi \rangle c_{i,e}^{\dagger}c_{i,e} - \langle \phi \rangle^{*}c_{i,e}^{\dagger}c_{i,v}.$$

(A1)

Here we took the equilibrium ground state to be homogeneous so that the mean fields are uniform, $\langle \phi \rangle = \langle \phi \rangle$, etc. The Hamiltonian is now quadratic in all fields, and takes the form [54, SI, Eq. (6)]

$$H_{\text{eq}} = \frac{1}{2} \sum_k \tilde{\Psi}^\dagger_k \left[ C_k + \tilde{B}_k \cdot \vec{\sigma} \right] \tilde{\Psi}_k$$

(A2)

with $\vec{\sigma}$ the vector of Pauli matrices, and $C_k, \tilde{B}_k$ functions of the mean fields, given in Ref. [54, SI Eqs. (7, 11)]. $\tilde{B}_k$ represents a pseudo-magnetic field around which decoupled Anderson pseudospins [68] precess.

This Hamiltonian is easily diagonalized by Bogoliubov–de Gennes [62] modes, which hybridize the original conduction and valence states. These we denote by $\phi_\pm$ with energies $E_\pm(k) = \frac{1}{2} (C_k \pm |B_k|)$, thus implying a gapped spectrum so long as $|B_k| \neq 0$. We tune the system to be at half filling by fixing $\mu = 0$, such that all the $\phi_-$ (or $\phi_+$) modes are occupied (vacant). The mean-field ground state is then $\langle 0 \rangle = \prod_{k \in BZ} \delta_{k,n_{i,e}n_{i,v}}$.

The mean fields are solved by satisfying the self-consistency equations [54, SI Eq. (10)]. We choose $\langle \phi \rangle$ to be real without loss of generality. This choice sets $B_k^2 = 0$ for all $k$, so that the magnetic field lies on the $XZ$ plane. We henceforth assume the values of the mean fields $\langle \phi \rangle, \langle n_{i,e} \rangle$ and the pseudo-magnetic field $\tilde{B}_k$ (and thus $E_\pm(k)$) are known.

With this procedure we can map the phase diagram of the model versus temperature and the interaction strength $U_0$, which tunes the band gap. This phase diagram is shown in Fig. 7 by the dependence of the order parameter $\langle \phi \rangle$ and the band gap $\Delta$ on these parameters. The value of $U_0$ used in the main text is indicated by the dashed line.

Feynman rules.—We now list the Feynman diagrammatic rules used to evaluate the expansion (5). The electron time-ordered propagator is,

$$\tilde{\Gamma}_\alpha^0 \left( \begin{array}{c} k \\ 0 \end{array} \right) = iG_{\alpha\beta}^0 \left( k, t \right) \Gamma_{\alpha\beta} = \Theta \left( t \right) iG_{\alpha\beta}^{>^<} \left( k, t \right) + \Theta \left( -t \right) iG_{\alpha\beta}^{<^>} \left( k, t \right).$$

(A3)

Here $G^{>^<}$ are the electronic one-particle Green’s functions, defined by $G_{k,\alpha\beta}^{>^<} \left( t \right) = -i \langle 0 | \tilde{c}_{k,\alpha} \left( t \right) \tilde{c}^\dagger_{k,\beta} \langle 0 | 0 \rangle$ and $G_{k,\alpha\beta}^{<^>} \left( t \right) = +i \langle 0 | \tilde{c}^\dagger_{k,\beta} \left( t \right) \tilde{c}_{k,\alpha} \langle 0 | 0 \rangle$, where $\alpha, \beta$ are electron band indices (conduction or valence). Defining the matrices $M_\pm(k) = 1 \pm \tilde{B}_k \cdot \vec{\sigma}$, they evaluate to [54, SI Eq. (12), at $T = 0$]

$$G_{k,\alpha\beta}^> \left( t \right) = -i e^{-iE_+(k)t} M_+ \left( k \right), G_{k,\alpha\beta}^< \left( t \right) = -i e^{-iE_-(k)t} M_- \left( k \right)$$

(A4)

In the frequency domain the time-ordered propagator then takes the form

$$G_{\alpha\beta}^0 \left( k, \omega \right) = \frac{1}{2} \left[ M_+ \left( k \right) + M_- \left( k \right) \right]_{\alpha\beta} \omega.$$  

(A5)

To facilitate the electron-electron interaction, we rewrite the interaction term as

$$\tilde{U} = \sum_i U_0 n_{i,e} n_{i,v} = \tilde{U}_{\text{MF}} + \left( \tilde{U} - \tilde{U}_{\text{MF}} \right)$$

(A6)

where $\tilde{U}_{\text{MF}}$ is the operator obtained by employing prescription (A1). By absorbing the first term into the zeroth-order Hamiltonian, it will define the same mean-field ground state as before. The second term defines the electron-electron 4-vertex interaction. Note any contraction of this vertex with itself vanishes by construction. Remembering to remove these diagrams manually, we can take the simplified vertex

$$\tilde{U} - \tilde{U}_{\text{MF}} \to \tilde{U} = \sum_i U_0 n_{i,e} n_{i,v}$$

$$\tilde{U} = \frac{U_0}{N} \sum_{\{k_1\}} \delta^{BZ} (k_1 + k_3 - k_2 - k_4) \tilde{c}_{c,k_1}^{\dagger} \tilde{c}_{c,k_2}^{\dagger} \tilde{c}_{c,k_3} \tilde{c}_{c,k_4}.$$

(A7)

Finally, we project this vertex onto the sector of exciton RPA diagrams. Recall that it has no self-contractions. Thus, there are four ways to contract such a vertex with the external vertices which define $\chi$ (cf. Eq. (5)). Summing over these combinations (while suppressing momentum indices for brevity),

$$\langle T \{ \tilde{U}^{0\mu} \tilde{U}^{0\nu} \rangle^0 \rangle = \chi^{0\mu\nu} \left[ \frac{1}{2N} U_0 \left( 2\delta_{\mu\alpha} \delta_{\nu\beta} - \delta_{\mu\nu} \right) \right] \chi^{0\mu\nu}.$$  

(A8)

This implies that in the exciton picture, the interaction vertex takes the form

$$\tilde{U}^{\mu\nu} = \frac{1}{2N} U_0 \delta \left( k_1 - k_2 \right) \text{diag} \left( 1, -1, -1, -1 \right)$$

(A9)

where $k_{1,2}$ are the net momenta of the incoming and outgoing excitons. The vertex is proportional to $N^{-1}$; yet, a single bubble diagram in $k$-space is equal to $iN\chi$, so factors of $N$ cancel and we thus suppress them in the main text.

Zeroth-order linear response.—Finally, we compute $\chi^0$. It is found by the loop integration over the
FIG. 7: Calculated phase diagram of model (1), as a function of temperature $T$ and on-site repulsion $U_0$. For simplicity, the phase diagram was charted with particle-hole symmetric bands ($J_c = J_v$). (a) Contour map of the order parameter $\langle \phi \rangle$, showing that the EI lies at the interface of the metal-insulator transition. (b): Contour plot of the band gap $\Delta$. The gapless region represents the normal semimetallic phase, and the uncondensed (i.e. dark in the left pane) gapped region represents the normal semiconducting phase. The metal-insulator phase boundary line stretches into the condensate along the path of steepest descent, marking the crossover line between the BEC and BCS regimes on the right and left of the line, respectively. The dashed vertical line marks the value of $U_0$ used in the main text (with $T = 0$), showing that it is in the BEC regime.

From this it follows that $\chi^0_{y\nu} = \chi^0_{\mu y} = 0$, so that $\chi^0_{y\rho}$ does not mix with the other components in the RPA solution (10). Therefore, the screened $\lambda = y$ disorder channel remains uncorrelated with the others.

Appendix B: Quasiparticle Self-Energy

Here we evaluate the quasiparticle self-energy in Eq. (20) to find their scattering rates. We will use this as an instructive example to demonstrate the same procedure we will employ for the exciton self-energy in Appendix C.

As we require the imaginary part of a diagonal element of the self-energy, we are interested only in the anti-Hermitian part of $\Sigma$. We thus write Eq. (17)

$$\Sigma (k, \omega) = \frac{1}{N} \sum_{\lambda, \lambda', q} \tilde{K}^{\lambda \lambda'}_q \sigma^\lambda G^0_{k+q}(\omega) \sigma^{\lambda'}$$

with the shorthand notation $A^{\mu \nu}_{\alpha \beta} (p, q) = \text{tr} [\sigma^\mu M_\alpha (p) \sigma^\nu M_\beta (q)]$.

From Eq. (A11) we express the static bare susceptibility, which controls the disorder screening (cf. Sec. III)

$$\chi^0_{\mu \nu} (k, \omega = 0) = -\frac{1}{2N} \sum_p \text{Re} A^{\mu \nu} (p, p - k) \frac{E_+ (E_+ (p) - E_- (p - k))}{\omega^+ - (E_+ (p) - E_- (p - k))}$$

which we have used that $\tilde{K}_q$ is a symmetric matrix. Sub-
stuting Eq (A5), we find
\[ \frac{1}{2} \left[ G^0_{\mu}(\omega) - \langle G^0_{\mu} \rangle \right](\omega) \]
\[ = -i \pi [M_+(\omega)\delta(\omega - E_+(\omega)) - M_-(\omega)\delta(\omega - E_-(\omega))]. \]

We are interested in positive energy states at \( \omega = E_+(k) \),
so henceforth suppress the second term.

Next we take the continuum limit to obtain the inte-
gration measure
\[ \frac{1}{N} \int dq \delta(E_+(k) - E_+(k + q)) = \frac{1}{2} \int dq \frac{g(E_+(k))}{2\pi} \left[ \frac{\delta(q)}{E_+(k)} + \frac{\delta(q + 2k)}{E_+(k + 2k)} \right]. \]

We thus obtain the scattering rate
\[ \Gamma_k^{\text{QP}} = \frac{1}{2} \pi g(E_+(k)) \sum_{\lambda \lambda'} \tilde{B}_k^\lambda \left[ \tilde{\Sigma}_{0}^{\lambda \lambda'} + \tilde{\Sigma}_{-2k}^{\lambda \lambda'} \right] \tilde{B}_k^{\lambda'}. \]

The two contributions in the bracket correspond to for-
wards and backwards scattering, respectively. How-
ever, forwards scattering does not affect transport, and
we therefore discard this term in the results shown in
Sec. III.

Appendix C: Evaluation of Exciton Self-Energy

Diagrams

In this appendix we evaluate the exciton self-energy diagrams up to second order in the disorder potential. All RPA-type second order diagrams are enumerated in Eq. (24), and fall into two categories: those where the disorder vertices contract within the same bubble (first two diagrams), and those where they contract between different bubbles (last two). For reasons which will be-
come apparent below, we call the first type sub-resonant
diagrams, and the second scattering diagrams.

Sub-resonant diagrams.—The sub-resonant dia-
grams, which we will call “purse” and “clam” diagrams,
are shown in Figs. 8 and 9, respectively. Since these dia-
grams contain an internal contraction of the disorder
potential, they can be ensemble-averaged immediately.
The diagrams then evaluate to

\[ \Sigma^{\text{purse}}_{\mu \nu}(k, \omega) = -ie \sum_{\lambda_1, \lambda_2} \tilde{\Sigma}_{\lambda_1}^{\lambda_2} \int \frac{d\omega'}{2\pi} \left\{ G^0_p (\omega') \sigma^{\lambda_1} G^0_{p-q} (\omega') \sigma^{\lambda_2} G^0_p (\omega') \right\} \]
\[ \times \left\{ \sigma^{\mu} G^0_{p+k} (\omega' + \omega) \sigma^{\nu} + \sigma^{\nu} G^0_{p-k} (\omega' - \omega) \sigma^{\mu} \right\} , \] (C1)

which shows the transposition symmetry \( \mu \leftrightarrow \nu, \omega \rightarrow -\omega, \ k \rightarrow -k \), and

\[ \Sigma^{\text{clam}}_{\mu \nu}(k, \omega) = -ie \sum_{\lambda_1, \lambda_2} \tilde{\Sigma}_{\lambda_1}^{\lambda_2} \int \frac{d\omega'}{2\pi} \left\{ G^0_{p-q} (\omega') \sigma^{\lambda_1} G^0_p (\omega') \sigma^{\lambda_2} G^0_{p+k} (\omega' + \omega) \right\} \]
\[ \times \left\{ \sigma^{\mu} G^0_{p-k-q} (\omega' + \omega) \sigma^{\nu} + \sigma^{\nu} G^0_{p+k-q} (\omega' - \omega) \sigma^{\mu} \right\} , \] (C2)

which does not.

We call these diagrams sub-resonant as they cannot be
interpreted as representing on-shell scattering of a co-
llective mode from an initial to a final state. The iden-
tification of self-energy diagrams with the FGR requires
an internal virtual state, which would be represented by
\( \chi^{\text{RPA}} \). Indeed, Eqs. (C1) and (C2) contain pro-
ducts of poles above and below the real \( \omega' \) line (cf. Eq. (A5)),
and their convolutions can only mix poles from opposite
sides. Thus, both matrix elements above only have poles
at frequencies \( \pm (E_+(k) - E_-(k')) \) which lie in the two-
particle continuum. No poles exist at lower energies, so
the diagrams are not resonant at the collective mode en-
ergies, so long as they are below the continuum edge. To
put it simply, since \( \chi^{\text{RPA}} \) does not appear in these dia-
grams, they do not “know” about the collective modes.

Since they are not resonant, we do not expect them
to contribute to the collective mode scattering rates. We
can prove this by showing that these diagrams add Her-
mitian terms to the self-energy, which thus have purely
real diagonal elements in any basis.

This is straightforward to show for the purse diagram:
In the time domain $\chi(i, t)$ is real, and thus $\chi(-k, -\omega) = \chi(k, \omega)^*$. We now note that $\Sigma$ itself is the leading-order correction to $\chi$ in Eq. (25), and must thus respect this property. It is tempting to merge this fact with the transposition symmetry of $\Sigma_{\text{purse}}(k, \omega)$ and conclude that it is Hermitian for all $k, \omega$. However, this would imply that even in the continuum this diagram has no associated scattering rate. The crucial point to note is that $\Sigma_{\text{purse}}$ shown above is time ordered. However, the time-ordered and retarded $\Sigma(k, \omega)$, at fixed $k$, differ only by the infinitesimal shift of their poles, i.e. where their branch cuts run with respect to the real line. At frequencies below the continuum edge they are pole-free, and thus they coincide. Ergo, below the continuum the relation $\Sigma(-k, -\omega) = \Sigma(k, \omega)^*$ applies, and $\Sigma_{\text{purse}}$ is indeed Hermitian.

For the clam diagram, we note that $\left(G_0^0\right)^\Gamma = G_0^0$, and thus $\left(G_0^0\right)^\dagger = G_0^0|_{\eta \rightarrow -\eta}$. We then write

$$
\Sigma_{\mu
u}^{\text{clam}}(k, \omega) = \frac{1}{2N^2} \sum_{\lambda_1, \lambda_2} \tilde{\chi}_{\lambda_1}^{\lambda_2} \lim_{\eta \rightarrow 0} \int \frac{d\omega'}{2\pi i} \text{tr}\left(G_0^{0-p-q}(\omega')\sigma^{\lambda_2}G_0^{0-p+k}(\omega' + \omega)\sigma^{\lambda_1}G_0^{0-p+k-q}\left(\omega' + \omega\right)\sigma^{\nu} + \text{h.c.}\right)|_{\eta \rightarrow -\eta},
$$

where h.c. refers to conjugate transposition of the indices $\mu, \nu$, rather then the matrix which is traced. Recall this convolution produces poles only in the continuum. For $\omega$ below the continuum, we do not encounter any branch cuts and the limit of $\eta \rightarrow 0$ is symmetrical. However, the operation of flipping $\eta$ does not commute with contour integration; since all poles are mirrored, in the second term we need to close the contour around the opposite half-plane. Therefore

$$
\lim_{\eta \rightarrow 0} \int \frac{d\omega'}{2\pi i} |_{\eta \rightarrow -\eta} = - \int \frac{d\omega'}{2\pi i} |_{\eta \rightarrow -\eta} = \left(\int \frac{d\omega'}{2\pi i} \right)^\dagger,
$$

where it is the first equality that is valid only below the continuum. We thus find $\Sigma_{\text{clam}} = \frac{1}{2} \Sigma_{\text{clam}} + \text{h.c.}$, proving that it is Hermitian.

**Effective exciton disorder vertex.**—To calculate the actual scattering diagrams, we first need to evaluate the subelement of a single bubble coupled to the disorder potential. The potential could couple to either electron...
or hole propagators, and we must sum over both options. This single bubble will become an effective disorder vertex which attaches on either side to \( \chi \), which serves as the exciton effective propagator. An annotated sketch of this diagram is presented in Fig. 10. Unlike the underlying potential \( V_q \) which depends only on the momentum transfer \( q \), this vertex will depend on both incoming and outgoing momenta, as well the energy. It evaluates to

\[
\nu_{\mu\nu}(k_1, k_2, \omega) = -\frac{1}{N} \sum_p \frac{d\omega'}{2\pi i} \text{tr} \left[ \sigma^\mu G_{p+q}(\omega') \sigma^\nu G_{p}^0(\omega') \right] \\
\times \left[ \sigma^\alpha G_{p+q_1}(\omega' + \omega) \sigma^\alpha + \sigma^\gamma G_{p+q_2}(\omega' - \omega) \sigma^\gamma \right],
\]

with \( q = k_1 - k_2 \). The integration over \( \omega' \) may be performed analytically by plugging in the propagator \( G \), yielding a Lehmann-type representation akin to Eq. (A11), but this gives no additional insight.

The two terms inside the trace correspond to the sum over diagrams in Fig. 10, and impart this vertex with a combined transposition symmetry \( \mu \leftrightarrow \nu, \omega \rightarrow -\omega, k_1 \leftrightarrow -k_2 \). Note that the last transformation flips the center-of-mass momentum \( k_1 + k_2 \rightarrow -(k_1 + k_2) \), but leaves \( q \) unchanged. By the same argument invoked for the sub-resonant diagrams, below the continuum the effective vertex is regular and thus the time-ordered and retarded \( \nu^\lambda \) coincide. Therefore, \( \nu(-k_1, -k_2, -\omega) = (\nu^\lambda(k_1, k_2, \omega))^\dagger \). Combining both symmetries, we find

\[
(\nu^\lambda(k_1, k_2, \omega))^\dagger = \nu^\lambda(k_2, k_1, \omega), \text{ i.e. it is Hermitian up to an interchange of momenta.}
\]

This effective vertex appears by itself in the expansion (5), but vanishes upon disorder averaging as it is first order in \( \nu^\lambda \). However, its contractions with itself enter the self-energy, where they are "glued together" by the effective vertex \( U^\text{eff} \) and an arbitrary number of susceptibility bubbles, i.e. \( \chi^\text{RPA} \), as shown in Eq. (24). This is written

\[
\Sigma^\text{scat} \left( k, \omega \right) = \frac{1}{N} \sum_{k', k''} \langle \nu^\lambda(k, k', \omega) \ast U^\text{eff} \ast \nu^\lambda(k'', k', \omega) \rangle.
\]

We note the similarity between this self-energy and Eq. (17), and the appearance of the effective excitation propagator \( G^\text{RPA} = (U^\text{eff})^{-1} + \chi^\text{RPA} \) strengthens the analogy between this diagram and the usual single-particle self-energy diagram, which sums over internal virtual states. Indeed, it is the poles of this propagator at the collective mode energies which render the scattering rate contribution of this diagram non-zero.

**Scattering below the gap.**—Below the two-particle continuum, \( \nu \) is pole-free. Therefore, the only poles encountered in Eq. (C4) are those of \( \chi^\text{RPA} \) which correspond to CMs. We can thus simply retrace the same steps as in Appendix B. Combining Eqs. (7) and (31), we have

\[
\chi^\text{RPA} \left( k', \omega \right) = \frac{A_1(k)}{\omega^+ - \omega_k} R_k \text{diag} \left( 1, 0, 0, 0 \right) R_k^\dagger
\]

This diagonal form allows us to factorize the scattering rate, which is given by the component \( -A_1 \text{Im}[R_k^\dagger U^\text{eff} \Sigma^\text{eff} R_k]_{11} \) [cf. Eq. (33)]. This yields

\[
\Gamma_k = -\frac{1}{N} \sum_k \text{Im} \left[ \frac{A_1(k)A_1(k')}{\omega^+_k - \omega_k} \right] \\
\times \left\langle \left| R_k^\dagger U^\text{eff} \sum_\lambda \nu^\lambda(k, k', \omega_k) U^\text{eff} R_k \right|_{11}^2 \right\rangle,
\]

where we have used the exchange hermiticity of \( \nu^\lambda \) below the gap. The imaginary part of the simple pole sieves out the density of collective modes and enforces the two on-shell scattering processes \( k \rightarrow \pm k \).

\[
-\text{Im} \left\{ \frac{1}{N} \sum_{k'} \frac{1}{\omega^+_k - \omega_k} \right\} \rightarrow \sum_{k_0 = \pm k} \int dk' \frac{\pi}{2} g_{\text{CM}}(\omega_k) \delta(k' - k_0).
\]

\[
g_{\text{CM}}(\omega_k) = 2 \times \frac{\pi}{2} \frac{dk}{d\omega} \text{ is the density of CM states per site, the factor of two arising from the } \pm k \text{ degeneracy. Assuming that } A_1 \text{ and } R \text{ are parity-symmetric, we arrive at the scattering rate}
\]

\[
\Gamma_k = \frac{1}{2} \pi g_{\text{CM}}(\omega_k) |A_1(k)|^2 \\
\times \sum_{k' = \pm k} \left\langle \left| R_k^\dagger U^\text{eff} \sum_\lambda \nu^\lambda(k, k', \omega_k) U^\text{eff} R_k \right|_{11}^2 \right\rangle
\]

Note this form is analogous to the FGR and the quasi-particle scattering rate (B4) we obtained previously. As before, we manually discard the forward-scattering contribution as it does not affect transport.

This result is reproduced in higher dimension, where kinematics make available additional scattering contributions at arbitrary angles. Assuming anisotropy (at low energies), this generalizes to

\[
\Gamma_k = \pi g_{\text{CM}}(\omega_k) |A_1(k)|^2 \\
\times \int d\Omega D \left\langle \left| R_k^\dagger U^\text{eff} \sum_\lambda \nu^\lambda(k, k', \omega_k) U^\text{eff} R_k \right|_{11}^2 \right\rangle
\]

where the integration is over solid angle \( \Omega \) and \( D \) is the surface area of a unit \( D \)-sphere (we define \( \Omega_1 = 2 \)). The density of gapless CM states scales as \( g_{\text{CM}}(\omega) \sim v_g^{-1} k D^{-1} \sim \omega^{D-1} \). As we now show, at low energy \( A_1(k) \sim \omega_k^{-1} \), so that \( \Gamma \sim \omega^{D-3} \) (matrix element).

**Spectral weight.**—That \( A_1(k) \sim \omega_k^{-1} \) is most easily seen in the particle–hole symmetric case: this symmetry protects the sectors \( \mu, \nu = x, y, z \) and \( \mu, \nu = 0 \) from mixing in \( \chi^0 \). We are then only interested in the former, as it hosts the collective modes. In this sector \( U^\text{eff} = \)
\[
Y^\lambda_{\mu\nu}(k_1, k_2, \omega) = k_1, \omega \xrightarrow{p, \omega'} V^\lambda_{q, \alpha\beta} \sigma^\nu_{\alpha\beta} \sigma^\mu_{\gamma\delta} k_2, \omega + k_3, \omega \xrightarrow{p + k_1, \omega + \omega'} V^\lambda_{q, \alpha\beta} \sigma^\mu_{\alpha\beta} \sigma^\nu_{\gamma\delta} k_2. \omega
\]

FIG. 10: Structure of the effective exciton disorder vertex diagram.

\((U_0/2)I\), so that it commutes with \(\chi^0\), and thereby \(\chi^0, U^{\text{eff}}\) and \(\chi^{\text{RPA}}\) share the same eigenbasis. However, \(\chi^{\text{RPA}}\) shares an eigenbasis with \(A_{\mu\nu}\) by construction. The latter has an eigenvalue \(A_1\) while the rest are zero. By Eq. (8), these are the imaginary parts of the eigenvalues of \(\chi^{\text{RPA}}\). Therefore, inspecting the RPA solution (10) in this basis, the dominant eigenvalue of \(\chi^{\text{RPA}}\) satisfies

\[
\text{Im} [\chi^{\text{RPA}}(k, \omega)] = \text{Im} \left[ (\chi^0(k, \omega))^{-1} + U_0/2 \right]^{-1}
\]

\[
= -\pi A_1(k) \delta(\omega - \omega_k),
\]

where \(\chi^{0,\text{RPA}}\) are eigenvalues of \(\chi^0,\text{RPA}\).

By Eq. (A11), \(\chi^0\) is Hermitian at energies below the two-particle continuum in the limit of vanishing \(\eta\). Therefore, \((\chi^0)^{-1}\) has an infinitesimal imaginary part, which in order to satisfy the relation above, must be positive. This yields

\[
A_1(k) \delta(\omega - \omega_k) = \delta \left( \text{Re} (\chi^0(k, \omega))^{-1} + U_0/2 \right)
\]

\[
= \left( \frac{2}{U_0} \right)^2 \left| \frac{\partial \omega}{\partial \chi^0(k, \omega)} \right| \delta(\omega - \omega_k),
\]

and we find that the CM frequency is \(\omega_k\) at which \(\chi^0 = -2/U_0\). As the long-wavelength CMs are phase modes, \(\chi^0(k, \omega_k) = \chi_{yy}^0 + O(\omega^2)\). The retarded susceptibility satisfies \(\chi^0(\omega^2) = \chi_{yy}^0(\omega)\), and as it is Hermitian and regular, we find \(\chi_{yy}^0\) is real and even, so has derivative linear in \(\omega\). We obtain \(\frac{\partial \chi^0_{yy}}{\partial \omega} \sim \omega + O(\omega^2)\), thereby

\[
A_1(k) = \left( \frac{2}{U_0} \right)^2 \left| \frac{\partial \omega}{\partial \chi^0_{yy}} \right| \omega_k \sim \omega_k^{-1}.
\]

The solution for \(A_1\) generalizes to the particle–hole–asymmetric case, and yields the same scaling.

**Channel \(\lambda = 0\) at \(q \to 0\).**—Channel \(\lambda = 0\) corresponds to a disordered electrostatic potential, and we expect that in this channel the collective modes would behave the most different compared to the single carriers, due to their neutral charge. Furthermore, we are interested in the long-wavelength dynamics of the collective modes. Note that \(V\) is only a function of \(q\) and the center-of-mass momentum \(\kappa = (k_1 + k_2)/2\). The CMs scatter with momentum transfer \(q = 0\) and \(q = -2k\), and for \(k \to 0\) the latter also tends to \(q \to 0\). Therefore, to scattering rate in this regime is dominated by the behaviour of \(\chi(q, \kappa, \omega)\).

We note the disorder screening (cf. Sec. III) mixes potential \(\tilde{V}^{\lambda=0}\) into the dressed potential \(\tilde{V}^{\lambda \neq 0}\) via off-diagonal elements in \(\chi^{\alpha\beta}(q, \omega = 0)\). These elements will factor into \(V^{\lambda \neq 0}\). However, as we mention in the main text, mixing between this channel and the rest vanishes at \(q = 0\) due to particle conservation. Therefore, for non-zero \(q\) these elements scale as \(O(q^2)\). We now also show that \(V^{0}\) generates a \(O(q^2)\) contribution. We expand for small \(q\)

\[
V^{0}_{\mu\nu} = -\frac{\gamma_0}{N} \sum_p \int \frac{d\omega'}{2\pi i} \text{tr} \left[ \left( G^0_{\rho} \omega' \right)^2 + \frac{q}{2} \left[ \partial_\rho G^0_{\rho} G^0_{\rho} \right] \omega' \right]
\]

\[
\times \left[ \sigma^\rho G^0_{\rho+k}(\omega' + \omega) \sigma^\nu + \sigma^\nu G^0_{\rho-k}(\omega' - \omega) \sigma^\rho \right] + O(q^2).
\]

It can be shown that the leading term vanishes due to the contributions from the two diagrams in Fig. 10 canceling each other. As they corresponds to the disorder coupling to either the electron or hole, this is understood as a consequence of the exciton neutral charge. Therefore, \(V^{0}_{\mu\nu} = \tilde{O}(q^2)\). For the term linear in \(q\), \(\tilde{V}^{0}_{\rho\rho} \propto \gamma^0\), so the linear term in \(V^{0}_{\rho\rho}\) leads to the trace \(\sigma^\rho \sigma^\rho G^0 \sigma^\rho = 0\), and therefore \(V^{0}_{\rho\rho} = \tilde{O}(q^2)\).

At long wavelengths, the relevant components of \(V\) are

\[
[R^1 V^{0} R]_{11} = V^{0}_{\rho\rho} + \tilde{O}(k^2) + O(\omega^2)\]

\[
= \tilde{O}(q^2) + O(q\omega_k) + O(\omega_k^2) = \tilde{O}(k^2).
\]
shows the relative factor of $k^4$ between the asymptotic scaling of channels $\lambda = z$ and $\lambda = 0$, even though they have the same $U(1)$ symmetry classification.

Appendix D: Collective Mode Disorder Scattering in Ginzburg–Landau Field Theory

In this Appendix we will sketch how the scaling laws of the CM mean free path in the face of the various disorder channels could be explained in terms of an effective Ginzburg–Landau (GL) field theory [60].

Vector field theory.—To capture the full phenomenology of the possible disorder coupling channels, we turn to a vector, rather than scalar, field theory. Motivated by the mapping onto spin-halves $\tilde{n}_i = \frac{1}{2} \Psi_i \sigma \tilde{\Psi}_i$, we write down a Hamiltonian density for a fixed-length spin-$\frac{1}{2}$ field $\tilde{n}(\vec{r})$

$$\mathcal{H} = \mu n_x + \frac{1}{2} \Lambda n_x^2 + \frac{1}{2} \alpha_{xy} \left[ (\nabla n_x)^2 + (\nabla n_y)^2 \right] + \frac{1}{2} \alpha_z (\nabla n_z)^2 + \vec{V}(x) \cdot \tilde{n}. \quad \text{(D1)}$$

The mapping between the mean fields of the main text and the spin field here is $\{n_x, n_y, n_z\} \leftrightarrow \{\text{Re } \langle \phi \rangle, \text{Im } \langle \phi \rangle, \langle n_z \rangle - \langle n_z \rangle\}$. The first two terms define a “Mexican hat” potential wrapped on the $S_2$ sphere, the two middle terms correspond to the stiffness of the fields, and the last term is the disorder potential. The original $U(1)$ symmetry is now manifest in the azimuthal symmetry of the clean portion of $\mathcal{H}$. Such an action could arise from a Hubbard–Stratonovich transformation [60] of Eq. (1) via the direct $(c_v^\dagger c_v, \text{etc.})$ and exchange $(c_v^\dagger c_v, \text{etc.})$ channels.

As the magnitude of the spin is fixed, a three-component description of the field is redundant, and only two are needed. The generalized coordinates are the azimuthal angle $\varphi$ and its canonically conjugate momentum $\Pi = n_z = S \cos \theta$, where $S$ is the spin magnitude and $\theta$ is the polar angle of the spin vector. The action of the theory is $S = \int dt dx \mathcal{L}$ with Lagrangian density

$$\mathcal{L} = \Pi \dot{\varphi} - \mu \Pi - \frac{\Lambda}{2} \Pi^2 - \frac{\alpha_{xy}}{2} \left[ (\Pi \nabla \Pi)^2 + (S^2 - \Pi^2) (\nabla \varphi)^2 \right] - \frac{\alpha_z}{2} (\nabla \Pi)^2 - V_z \Pi - \sqrt{S^2 - \Pi^2} (V_x \cos \varphi + V_y \sin \varphi). \quad \text{(D2)}$$

Stationary fields.—Hamilton’s equations read

$$\dot{\varphi} = \mu + \Pi \Pi + V_z - \frac{\Pi}{\sqrt{S^2 - \Pi^2}} (V_x \cos \varphi + V_y \sin \varphi) - \alpha_z \nabla^2 \Pi - \alpha_{xy} \left[ \Pi (\nabla \varphi)^2 + \frac{\Pi^2 \nabla^2 \Pi}{S^2 - \Pi^2} + \frac{S^2 \Pi (\nabla \Pi)^2}{(S^2 - \Pi^2)^2} \right], \quad \text{(D3)}$$

$$\dot{\Pi} = \nabla [\alpha_{xy} (S^2 - \Pi^2) \nabla \varphi] + \sqrt{S^2 - \Pi^2} (V_x \sin \varphi - V_y \cos \varphi). \quad \text{(D4)}$$

By setting the temporal derivatives to zero, we can find the stationary configuration of the fields, which we will find to leading order in the disorder potential $V$. It is clear that in the absence of disorder, both fields are uniform, with $\Pi_0 = -\mu/\Lambda$, and $\varphi_0$ free in accordance with the unbroken $U(1)$ symmetry, and thus all derivates of the fields are already $O(V)$.

In the presence of disorder the symmetry is generally spoiled. While weak disorder affects the magnitude of the order parameter negligibly, any infinitesimal strength will pin the phase $\varphi$. The phase which minimizes the free energy $H = \int dx \mathcal{H}$ is $\varphi_0$ which satisfies $\sin \varphi_0 = V_y / V_x$, where the over-bars represents the spatially-averaged value of the potentials. Therefore, we define the “rotated” potentials

$$\tilde{V}_x = V_x \cos \varphi_0 + V_y \sin \varphi_0, \quad \tilde{V}_y = -V_x \sin \varphi_0 + V_y \cos \varphi_0. \quad \text{(D5)}$$

Note that if $V_x$ and $V_y$ are correlated such that the disorder points in the same direction in all space, then $\tilde{V}_y$ vanishes identically. Therefore, $\tilde{V}_y$ is a potential corresponding to phase twisting. By coupling to $\tilde{\varphi}_0$, itself a random variable which is determined by the entire disorder realization, $\tilde{V}_x, \tilde{V}_y$ are now spatially correlated even if the unrotated potentials are not.

Linearising $(\Pi, \varphi) = (\Pi_1(x), \varphi_1(x)) + O(V^2)$, one obtains

$$\alpha_{0x} \nabla^2 \Pi_1 - \Pi \Pi_1 = \mu + V_z - \frac{S^2 \Pi_0}{(S^2 - \Pi_0^2)^{3/2}} \tilde{V}_x, \quad \text{(D6)}$$

$$\nabla^2 \varphi_1 = -\frac{1}{\alpha_{0x}} (\sqrt{S^2 - \Pi_0^2}) \tilde{V}_y = -\frac{1}{\alpha_{xy}} \sqrt{S^2 - \Pi_0^2}, \quad \text{(D7)}$$

with $\alpha_{0x}^2 = \alpha_z^2 + \frac{\Pi_0^2}{S^2 - \Pi_0^2} \alpha_{xy}$ and $\alpha_{0x}^2 = \alpha_{xy} (S^2 - \Pi_0^2)$. These equations are solved by usual Green’s function methods. This solution is morally equivalent to computing the linear response of the ground state of the field theory to the introduction of disorder, and mirrors the disorder screening discussed in Sec. III.

Effective action.—With the stationary configuration in hand, we can now expand the action in fluctuations about $\Pi_1, \varphi_1$. We substitute

$$\varphi = \varphi_1 + \delta \varphi, \quad \Pi = \Pi_1 + \delta \Pi \quad \text{(D8)}$$

into the action, and retain only terms up to first power in $V$. By construction, the stationary configurations are those which eliminate terms linear in $\delta \Pi$ and $\delta \varphi$, and we can truncate at second order to obtain a quadratic effective action. For clarity we drop the $\delta$ signs, and obtain

$$\mathcal{L}_{\text{eff}} = \Pi \dot{\varphi} - \frac{1}{2} \alpha_{xx} (\Pi \varphi)^2 - \frac{1}{2} \alpha_{xy} (\Pi \varphi)^2 - \frac{1}{2} \alpha_{xy} (\varphi \Pi_0) (\nabla \varphi)^2 - \frac{1}{2} \alpha_{xy} (\varphi \Pi_0) (\nabla \varphi)^2 + \frac{1}{2} \tilde{V}_x (x) \sqrt{S^2 - \Pi_0^2} \varphi^2 + \frac{\Pi_0}{\sqrt{S^2 - \Pi_0^2}} \alpha_{xy} (\nabla \varphi) \nabla \varphi \quad \text{(D9)}$$
where the spatially-modulated coefficients are linearised in $V$,

$$\Lambda(x) = \Lambda - \frac{2\alpha_{xy} \Pi_0 S^2}{(S^2 - \Pi_0^2)^2} \nabla^2 (\Pi_1 - \Pi_0) - \frac{S^2 \nabla_x}{(S^2 - \Pi_0^2)^{3/2}};$$

(D10)

$$\alpha_\Pi(x) = \alpha^\Pi_0 + \frac{2\alpha_{xy} \Pi_0 S^2}{(S^2 - \Pi_0^2)^2} (\Pi_1 - \Pi_0),$$

(D11)

$$\alpha_\phi(x) = \alpha^\phi_0 - 2\alpha_{xy} \Pi_0 (\Pi_1 - \Pi_0).$$

(D12)

and represent terms which do not vanish in the absence of disorder. Note that $V_x$ no longer appears explicitly in the theory, but only through the modulation $\Pi_1 - \Pi_0$ in these coefficients (which also depends on $V_x$); this implies that this disorder channel becomes completely dressed by the symmetry-broken phase.

**Clean collective modes.** From the effective action we can find the equations of motion, which are coupled and expressed

$$\ddot{\bar{v}} = \hat{A} \bar{v} + \hat{B} \bar{v}$$

(D13)

with the vector $\bar{v} = (\Pi_0 \varphi, \Pi)^T$, and $\hat{A}, \hat{B}$ generating the clean and disordered dynamics, respectively, and are

$$\hat{A} = \begin{bmatrix} 0 & \Pi_0 \left( \Lambda^0 - \alpha_0^\Pi \nabla^2 \right) \\ \alpha_0^\Pi & 0 \end{bmatrix},$$

(D14)

$$\hat{B} = \begin{bmatrix} 0 & \Pi_0 \left( \delta \alpha_0^\Pi \nabla^2 + \nabla \alpha_0^\Pi \nabla \right) \\ \Pi_0 & 0 \end{bmatrix} \begin{bmatrix} \sqrt{S^2 - \Pi_0^2} \nabla_x \\ \Pi_0 \end{bmatrix} - \begin{bmatrix} 0 \nabla_x \\ 1 \nabla_x \end{bmatrix} \Pi_0 \left( 2\alpha_{xy} \Pi_0 (\nabla \varphi_1) \right) \nabla_x.$$

(D15)

Transforming to Fourier space, we can find the eigenmodes of $\hat{A}$, which are

$$|\bar{v}_k^0 ; \pm(t) \rangle = \Phi_k \left( \mp \alpha^0_0 k^2/2 i\omega_k \right) e^{i\omega_k t} |k \rangle,$$

$$\omega_k = \sqrt{\alpha^0_0 k^2 (\Lambda^0 - \alpha^0_0 k^2)}.$$  

Here the state $|k \rangle$ is a plane wave exp $(i\vec{k} \cdot \vec{r})$, and we fixed the normalization $\Phi_k$ so that each mode carries one energy quantum of $h\omega_k$. These are the Goldstone modes of the clean system. We can also glimpse that the mixing between the phase ($\phi$) and amplitude ($\Pi$) modes is proportional to $k^2/\omega_k \sim k$.

**Scattering theory.** The disorder induces elastic scattering between the collective modes. We will evaluate this scattering rate via scattering theory [64]. For simplicity we work in $D = 3$ dimensions. We assume an incident CM with wavenumber $k$. A true eigenstate of the system would be the superposition of the incident mode and all scattered modes of equal energy. Away from the region where the disorder is present, this energy can be evaluated and it coincides with $\omega_k$. Working within the Born approximation [64], the leading order solution for the true eigenmode is

$$|\bar{v}_k \rangle = |\bar{v}_k^0 \rangle + \hat{G}_k \hat{B} |\bar{v}_k^0 \rangle,$$

(D17)

with the Green’s operator $\hat{G}_k = (-i\omega_k \mathbb{1} - \hat{A})^{-1} = (-\omega_k^2 \mathbb{1} - \hat{A}^2)^{-1}(-i\omega_k \mathbb{1} + \hat{A})$. Executing $\hat{G}_k$, the correction to the state is

$$\delta \bar{v}_k (\vec{r}) = \langle \vec{r} | \delta \bar{v}_k \rangle = \int \frac{d^D \vec{r}'}{(2\pi)^D} \frac{e^{i\vec{r}' \cdot \vec{r}}}{\omega_{k'} - \omega_k} \langle \vec{p} | (-i\omega_k \mathbb{1}) \hat{B} |\bar{v}_k^0 \rangle \delta \bar{v}_k (\vec{r}').$$

(D18)

with the source term

$$\delta \bar{v}_k (\vec{r}) = \left( \frac{\rho_{\phi,k} (\vec{r})}{\rho_{\Pi,k} (\vec{r})} \right) \frac{\Phi_k}{4\pi} \frac{d(k^2)}{d(\omega_k)} (\vec{r}) \hat{B} \left( \frac{1}{-i\omega_k} \right) |\bar{v}_k^0 \rangle.$$

(D19)

The energy flux density is given by Noether’s Theorem [60], and evaluates in the far field to

$$\mathcal{J} = \frac{\partial L}{\partial \Pi} \varphi + \frac{\partial L}{\partial \Pi} \Pi = -\alpha_\phi \varphi \vec{\nabla} \varphi - \alpha_\Pi \vec{\nabla} \Pi$$

$$= \alpha_\phi \omega_k \left[ 1 + \frac{\alpha_{II} k^2}{\Lambda + \alpha_{II} k^2} \right] \left| \Phi_k \right|^2 |\vec{k} \rangle \left[ 1 - i\alpha_{II} k^2 / \omega_k \right].$$

(D20)

where $\vec{k}' = k \hat{r}$. Therefore $\tilde{\rho}_{\phi,k} (\vec{k}')$, the Fourier transform of $\rho_{\phi,k}$, gives the angular structure factor $f(\theta, \phi)$ of the scattered wave, yielding the differential scattering cross-section

$$\frac{d\sigma}{d\Omega} = \frac{\bar{j}_{\text{out}}}{\bar{j}_{\text{in}}} = \frac{\rho_{\phi,k} (\vec{k}') / \Phi_k^2}{1 + \alpha_{II} k^2 / \Lambda + \alpha_{II} k^2} \left[ 1 + i\omega_k / \omega_k \right] \hat{B} \left( \frac{1}{-i\omega_k} \right) |\bar{v}_k^0 \rangle.$$  

(D21)

Finally, we can obtain the scattering rate from the incoming particle density and the integrated cross-section

$$\Gamma_k = \frac{1}{\omega_k} \bar{j}_{\text{in}} \sigma = \left[ 1 + \frac{\alpha_{II} k^2}{\Lambda + \alpha_{II} k^2} \right] \frac{1}{\Lambda} \omega_k \frac{1}{k^3} \times \sigma.$$  

(D22)

**Long wavelength-limit.** We can find the asymptotic scaling of $\Gamma_k$ at very small momentum $k$. In this limit the dispersion is approximately linear with $\omega_k = \sqrt{\Lambda_0 k^2} = ck$. Therefore $\Gamma_k \sim \sigma \Lambda^{-1} k^{-2}$ and the
Here the two terms correspond to the dressing of the disorder in the stationary configuration, while the last two correspond to the direct effect of the disorder channels. It is immediately seen that the contribution of channel \( \tilde{V}_x \) vanishes, as the the scattering is elastic and \( |\vec{k}'| = |\vec{k}| \). Channel \( \tilde{V}_z \) contributes directly by \( \langle \vec{k}' | \tilde{V}_z | \vec{k} \rangle = \tilde{V}_z (q) \) with \( \vec{q} = \vec{k}' - \vec{k} \). We note that all coefficients are modulated by \( (\Pi_1 - \Pi_0) \), and by the stationary configuration condition (D6), \( \langle \vec{k}' | (\Pi_1 - \Pi_0) | \vec{k} \rangle \sim \langle \vec{k}' | \tilde{V}_z | \vec{k} \rangle \) so that these terms contribute \( k^2 \tilde{V}_z (q) + k^2 \tilde{V}_z (\vec{q}) + O (k^4) \).

Collecting contributions, we find

\[
\Gamma_k \sim |\tilde{V}_x (q) + k^2 \tilde{V}_z (\vec{q})|^2 \sim k^2 \text{Re} \left[ \tilde{V}_x (q) \tilde{V}_z^\ast (\vec{q}) \right] + k^4 |\tilde{V}_z (\vec{q})|^2 .
\]  

(D24)

Recognizing that the scattering rate is proportional to the CM density of states \( g_{CM} \sim k^{D-1} \), which is quadratic in three dimensions, we may then generalize to arbitrary dimension \( D \). Assuming the different disorder channels are uncorrelated, the cross term vanishes and we obtain

\[
\Gamma_k \sim k^{D-3} |\tilde{V}_x (q)|^2 + k^{D+1} |\tilde{V}_z (\vec{q})|^2 .
\]  

(D25)

Appendix E: Collective Mode Thermal Conductivity

In this Appendix we evaluate the CM contribution to thermodynamic quantities such as specific heat and thermal conductivity as a function of temperature. As massless bosonic excitations, their contribution would be similar to that of ordinary phonons, and we will model it similarly to the Debye model of phonons [65]. We assume that the temperature is sufficiently low compared to the EI transition temperature so that the dispersion of the CMs is well-characterized by its zero temperature limit, and that the CMs can be viewed as a low density gas of composite bosons [69]. Since the EI ordering temperature can be large, up to room temperature in materials such as Ta\(2\)NiSe\(5\), these conditions can be readily met over a wide range of temperatures.

We will work in arbitrary dimension \( D \). The CM contribution to the specific heat is

\[
\frac{C_V}{Nk_B} = -\frac{\beta^2}{N} \sum_k \frac{\hbar \omega_k}{\partial} f_{BE} (\hbar \omega_k, T) \frac{1}{\beta} \left[ \frac{\beta \hbar \omega_k}{e^{\beta \hbar \omega_k} - 1} \right]^2 \int d\omega g_{CM} (\omega) \left[ \frac{\beta \hbar \omega}{e^{\beta \hbar \omega} - 1} \right]^2
\]

(E1)

where \( f_{BE} \) is the Bose–Einstein distribution and \( \beta \) is the inverse temperature. The squared bracket then represents the contribution of each mode to the specific heat. From this we can derive the thermal conductivity [65]

\[
\kappa = \frac{e^2}{N} \sum_k \frac{\nu k^2 \pi^2}{\Gamma (k) \left[ \frac{\beta \hbar \omega_k}{e^{\beta \hbar \omega_k} - 1} \right]^2} \int d\omega g_{CM} (\omega) \left[ \frac{\beta \hbar \omega}{e^{\beta \hbar \omega} - 1} \right]^2 .
\]

(E2)

We now substitute into these expressions our Debye model assumption of dispersionless CMs with \( \omega_k = \nu |k| \) on an isotropic spherical BZ. The CM DoS is then normalized \( g_{CM} (\omega) = \frac{D}{\omega} \left( \frac{\hbar \omega}{k_B \Theta_{CM}} \right)^D \), with \( \Theta_{CM} \) the CM Debye temperature, corresponding to the CM band width. Our focus is then on \( T \ll \Theta_{CM} \). Plugging in these expressions, we find the usual Debye result for the specific heat

\[
\frac{C}{Nk_B} = D \left( \frac{T}{\Theta_{CM}} \right) \int_0^{\Theta_{CM}/T} \frac{x^{D+1} dx}{(e^x - 1)^2} \sim T^D .
\]

(E3)

To evaluate the thermal conductivity, we substitute the scaling relations, \( \Gamma \sim \omega^{D+\nu} \) where \( \nu \) depends on the disorder coupling channel. It takes the values \( \nu = -3 \) and \( \nu = 1 \) for symmetry-violating and symmetry-preserving disorder, respectively [cf. Appendix D and Eq. (D25)]. We argue in Sec. IV that for charge-coupled disorder, exciton charge neutrality further increases the scaling to \( \nu = 5 \). This is supported by numerics in one dimension, and a long-wavelength expansion in Appendix C.

As the scattering rate induced by symmetry-preserving disorder vanishes in the long-wavelength limit, the mean free path is truncated by the system size. We thus construct the scattering rate

\[
\Gamma = K_0 \frac{\hbar}{\Delta} \left( \frac{\hbar \omega}{\Delta} \right)^{D-\nu} F_\nu + \frac{\nu}{L} ,
\]

(E4)

where \( \Delta \) is the gap and \( L \) is the system linear size. \( F_\nu \) is a dimensionless constant of order 1 in channels \( \lambda = x, z \), while for channel \( \lambda = 0 \) it is a function of the distance from particle–hole symmetry \( (J_y - J_x) \) which vanishes at the symmetry point.

For the symmetry-violating channel, disorder dominates the scattering, and we can take \( L \to \infty \). The
thermal conductivity becomes

\[ \frac{\kappa}{N} = k_B v_g^2 \left( \frac{\Delta}{k_B \Theta_{CM}} \right)^D \left( \frac{k_B T}{\Delta} \right)^3 \frac{hJ}{K_0 F_x} \int_0^{\Theta_{CM}} x^4 dx \left( e^x - 1 \right)^2 \]

\[ \propto k_B v_g a \frac{J^2}{K_0} \left( \frac{T}{\Theta_{CM}} \right)^3 \sim T^3 / K_0 \quad (E5) \]

By contrast, with symmetry-preserving disorder, we must distinguish between modes whose free path is limited by disorder and modes limited by the system size. The thermal conductivity is then written

\[ \frac{\kappa}{N} \approx k_B v_g L \left( \frac{T}{\Theta_{CM}} \right)^D \left[ \int_0^{\Theta_{XO}} x^{D+1} dx \left( e^x - 1 \right)^2 + \left( \frac{\Theta_{XO}}{T} \right)^D \int_0^{\Theta_{CM}} x^{\nu+1} dx \right] \quad (E6) \]

where

\[ k_B \Theta_{XO} = \Delta \left[ \frac{h v_g J}{F_x K_0 L} \right]^{\frac{1}{D-\nu}} \sim k_B \Theta_{CM} \left[ \frac{1}{F_x K_0 L} \right]^{\frac{1}{D-\nu}} \]

is the crossover temperature between the regimes dominated by system size and disorder scattering, represented by the first and second terms, respectively.

We evaluate the integrals asymptotically and find the scaling relations

\[ \frac{\kappa}{N} \approx \begin{cases} k_B v_g L \left( \frac{T}{\Theta_{CM}} \right)^D \sim LT^D, & T < \Theta_{XO} \\ \frac{1}{|\nu|} k_B v_g L \left( \frac{\Theta_{XO}}{\Theta_{CM}} \right)^D \sim K_0^{\frac{1}{|\nu|}} L^{-\frac{1}{|\nu|}}, & \Theta_{XO} < T \end{cases} \quad (E7) \]

Note that for the symmetry-preserving channels \( \nu < 0 \), here we assumed that the disorder scattering, though weak, is strong enough such that \( \Theta_{XO} < \Theta_{CM} \), so that the high-temperature regime above is still realized in the condensate at temperatures well below \( \Theta_{CM} \). This result implies that heat is transported only by modes under energy \( \Theta_{XO} \), as the modes above are comparatively strongly scattered; therefore, above the crossover temperature these modes’ specific heat is saturated and so is the thermal conductivity.

This treatment ignores other scattering mechanisms which would become dominant at higher temperatures. As an example, we consider the effect of CM–phonon scattering in a system which is free of intrinsic symmetry-violating disorder. We assume that the CMs are coupled to an optical phonon branch with Einstein frequency \( \omega_E \). The thermal phonons are incoherent so that we consider their instantaneous configuration as a static disorder potential in which the CMs propagate. This picture holds if the phonons are macroscopically excited, i.e. at \( T \gtrsim \Theta_E = \hbar \omega_E / k_B \). In general the CM–phonon coupling may violate the condensate symmetry, and it follows that the thermal conductivity scales as \( \kappa \sim T^2 / f_{BE}(\omega_0, T) \).

Above the Einstein temperature \( \kappa \sim T^2 \), while below it the scattering by thermal phonons is exponentially suppressed, and the mean free path is dominated by symmetry-respecting disorder, the system size, etc., and \( \kappa \) reflects the CM specific heat dependence. This would then manifest as a peak in the thermal conductivity of the CMs in the crossover between the two regimes, as sketched schematically in Fig. 6.

We observe that this is a result of the separation of energy scales between the CM and phonons, as there exists an intermediate temperature range where the CM have an appreciable thermal population and yet the phonons do not. This upturn in the thermal conductivity can be interpreted as a general feature resulting from the crossing of fast, low-lying modes with other massive degrees of freedom. We note that such an increase in thermal conductivity with decreasing temperature was measured in the EI candidate TmSe_{0.45}Te_{0.55} \[37\], where it was attributed to EI superfluidity; here we have shown a different mechanism which would produce this signature.