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Abstract

We introduce the class of quantum symmetric pairs with simple generators. It is proved that the radial part of every element of a quantum symmetric pair with simple generators restricted to the set of regular points of this element can be computed. These computations are done explicitly for the Casimir elements of the quantum analogues of (SU(2), U(1)), (SU(2) × SU(2), diag) and (SU(3), U(2)) and give rise to second order $q$-difference equations for matrix valued spherical functions in general.

1 Introduction

Computing the radial part of Casimir elements of quantum symmetric pairs goes back to by Koornwinder [20] for the quantum analogue of (SU(2), U(1)). Koornwinder [20] identified the action of the Casimir element of the quantized universal enveloping algebra of SU(2) with a second order $q$-difference equation for the Askey-Wilson polynomials in two parameters. It turns out that the radial part of Casimir elements of quantum analogues of symmetric pairs, which generate the center of the quantized universal enveloping algebra, corresponds to $q$-difference equations for spherical functions. Dijkhuizen, Noumi and Sugitani [6, 7, 28, 29, 30, 32] continued Koornwinder’s work and found many more examples of $q$-difference equations which have spherical functions as solutions. They found many important non-trivial connections between the representations theory of quantum symmetric pairs and orthogonal polynomials appearing in the $q$-Askey scheme [14]. Since the quantized universal enveloping algebra is a Hopf algebra, which does not contain many Hopf subalgebras, one of the main problems was to find a good analogue for the symmetric pairs $(G, K)$ for compact Lie groups $G$. Letzer [22, 23, 24, 25, 26] studied quantum symmetric pairs of the form $(U_q(g), B)$, where $U_q(g)$ is the quantized universal enveloping algebra of Lie algebra $g$ and $B$ a right coideal subalgebra of $U_q(g)$, i.e. $\Delta(B) \subseteq B \otimes U_q(g)$. The quantum symmetric pairs turn out to be good analogues for the symmetric pairs $(G, K)$ of Lie groups.

If $A$ is the quantum torus of $U_q(g)$, computing the scalar valued radial part of $Y \in U_q(g)$ boils down to computing $AY$ modulo the augmentation ideal $B_+ = \{ B \in B : \epsilon(B) = 0 \}$ for almost all $A \in A$. Note that we use the counit $\epsilon$ as a one-dimensional representation of the coideal subalgebra $B$. More recently Letzer [24, 25] united the computations for the scalar valued radial parts for all quantum symmetric pairs where the restricted root system is reduced. Letzer showed [25 Theorem 8.2] that the scalar valued radial part of the Casimir elements for the quantum symmetric pairs where the restricted root system is reduced gives rise to $q$-difference equations for Macdonald polynomials.

However restricting the radial part to the scalar valued level, where only the trivial irreducible representation $\epsilon$ is taking into account, throws away information. Therefore the problem remains to calculate the radial part of elements of the quantized universal enveloping algebra on the level of any finite dimensional irreducible representation of $B$ in general. For semi-simple Lie algebras this problem has been studied, e.g. Warner [33 Chapter 8.2] for computations of the radial part of the center and Casselman and Miličić [5] for computations of the radial part for any element of $U(g)$. For a symmetric pair $(G, K)$ of Lie groups we have the Cartan decomposition $G = KAK$, see [9 Chapter V, Theorem 6.7],
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where $A$ is the torus of $G$. Unfortunately, there does not exist a Cartan decomposition for the symmetric pairs $(U(g), U(\mathfrak{t}))$ of universal enveloping algebras in general. Therefore Casselman and Miličić $[5]$ used the Iwasawa decomposition for $(U(g), U(\mathfrak{t}))$. Using the Iwasawa decomposition Casselman and Miličić $[5]$ proved that there exists a map $H$ which maps every element of $U(g)$ to a matrix valued differential equation defined on the regular points of the torus. The map $H$ is a useful tool for finding matrix valued differential equations for matrix valued spherical functions, see $[3$, Theorem 3.1$]$ and $[5$, Example 3.7$]$.

Using $[5$, Theorem 3.1$]$ Koelink, van Pruijssen and Román $[16, 17]$ computed the matrix valued radial part for the two Casimir elements of $U(\text{su}(2)) \otimes U(\text{su}(2))$ related to the symmetric pair $(SU(2) \times SU(2), \text{diag})$. Koelink, van Pruijssen and Román $[16, 17]$ studied matrix valued spherical functions on $(SU(2) \times SU(2), \text{diag})$. The matrix valued radial part gives rise to a first and second order differential equation. These two differential equations $[17$, Theorem 7.14$]$ are essential for completely classifying all matrix valued orthogonal polynomials related to the spherical functions of $(SU(2) \times SU(2), \text{diag})$, see $[17$, Theorem 6.3$]$.

In $[11]$ matrix valued spherical functions on the quantum analogue of $(SU(2) \times SU(2), \text{diag})$ are studied. The center of the quantum analogue of $SU(2) \times SU(2)$ is generated by two Casimir elements. The radial part on the level of any finite dimensional irreducible representation of the quantized universal enveloping algebra is computed, see $[11$, Proposition 5.10$]$. The $q$-difference equations are essential to complete the matrix valued spherical functions, which in turn are related to matrix valued orthogonal polynomials, see $[11$, Theorem 4.17$]$.

The method used in $[11]$ to compute the radial part of the Casimir elements on the level of any finite dimensional irreducible representation is ad-hoc. This paper shows that these computations can be extended to a subclass of the quantum symmetric pairs with so-called “simple generators” such that we can put these computations in a more general framework. Moreover we give an explicit algorithm to compute the radial part of $AY'$ for every $Y' \in U_q(\mathfrak{g})$ and $A \in A$ such that $A$ is a regular point for $Y$. This method is a $q$-analogue for Casselman and Miličić $[5]$. We apply this method to compute the radial part of the Casimir elements of the quantum analogue of $(SU(2), U(1))$, $(SU(2) \times SU(2), \text{diag})$ and $(SU(3), U(2))$. Note that this method not only applies to central elements, but that it can be used to compute the radial part in general for every element of a quantum symmetric pair with simple generators.

However the problem of calculating the radial part of elements of quantum symmetric pairs in general still remains an open question. To extend the algorithm described in this paper to quantum symmetric pairs in general we must find commutation relations between $F_i$ and $\theta_q(F_j K_j)$. We were not able to find commutation relations that behave well enough to apply the method. Therefore we will only consider quantum symmetric pairs with simple generators.

The article is organized as follows. In Section $2$ we fix the notation of quantized universal enveloping algebras on Kac-Moody algebras. In Section $3$ the definition of quantum symmetric pairs with simple generators is given. The class of quantum symmetric pairs with simple generators are a subclass of quantum symmetric pairs introduced by Kolb $[19]$. We give a complete classification of all quantum symmetric pairs with simple generators related to the symmetric pairs of semi-simple Lie algebras found in $[2]$ and $[9]$. In Section $4$ we prove a quantum analogue of the Iwasawa decomposition for quantum symmetric pairs with simple generators. Then we state Theorem $4.6$ of the article, which is the main theorem of the paper. The proof of Theorem $4.6$ explains how to calculate the radial part of $AZ$. Theorem $4.6$ is technical and we will see in Section $5$ that this theorem has important applications. In Section $5$ we study spherical functions on quantum symmetric pairs with simple generators. We show that there exists a quantum analogue for the map $H$ of Casselman and Miličić $[5]$, see Definition $5.5$ and Theorem $5.3$. At the end of Section $5$ we study the $*$-invariance and state Theorem $5.8$ which proves an orthogonality relation for spherical functions. In Section $6$ we show that the proof of Theorem $4.6$ can be used to compute the radial part explicitly for the Casimir elements of the quantum analogues of $(SU(2), U(1))$, $(SU(2) \times SU(2), \text{diag})$ and $(SU(3), U(2))$. The results for the quantum analogue of $(SU(2), U(1))$ match with the results of Koornwinder $[20]$ when restricted to the trivial representation $\epsilon$. Moreover, the radial part calculations of the center in general give an alternative proof for $[15$, Theorem 7.6$]$. The results for the quantum analogue of $(SU(2) \times SU(2), \text{diag})$ match with the results of $[11]$. The radial part of the two second order Casimir elements, generating the center of the quantum analogue of $(SU(3), U(2))$, are calculated. We identify the radial part of the center restricted to the trivial representation $\epsilon$ with Askey-Wilson polynomials in two free parameters, which match with the results of Dijkhuizen and Noumi $[8]$ for the quantum analogue of $(SU(3), U(2))$. Note that the quantum analogue of $(SU(3), U(2))$ is excluded by Letzter $[25]$, since the restricted root system is non-reduced. Moreover, we compute the radial part
of the center in general extending the result of Dijkhuizen en Noumi [6] for the quantum analogue of (SU(3), U(2)) to the matrix valued case.

2 Quantized universal enveloping algebra

In this section we fix the notation. For more information we refer to Kac [11], Kolb [19] and Lusztig [27]. We mainly follow Kolb [19] §2.1 and §3.1.

Let \( I \) be a finite set, and let \( A = (a_{ij})_{i,j \in I} \) be a generalized Cartan matrix, i.e. for all \( i, j \in I \), \( a_{ij} \in \mathbb{Z} \), \( a_{ii} = 2 \), \( a_{ij} \leq 0 \) for \( i \neq j \) and \( a_{ij} = 0 \) if and only if \( a_{ji} = 0 \). Assume that there is a \( D = \text{diag}(\epsilon_i : i \in I) \) with coprime entries \( \epsilon_i \in \mathbb{N} \) such that \( DA \) is symmetric. Define the dual weight lattice \( \mathcal{P}^{\vee} \) to be the free abelian group of rank \( |I| - \text{rank}(A) \) generated over \( \mathbb{Z} \) by \( \{ \lambda : \lambda \in \mathfrak{h}^* : \lambda(\mathcal{P}^{\vee}) \subseteq \mathbb{Z} \} \). Define \( \Pi = \{ h_i : i \in I \} \), choose \( \alpha_i \in \mathfrak{h}^* \) linearly independent such that \( \alpha_i(h_j) = a_{ij} \), \( \alpha_i(d_i) \in \{ 0, 1 \} \) and take \( \Pi = \{ \alpha_i : i \in I \} \). Denote \( Q = \mathbb{Z}\Pi \) for the root lattice and \( Q^{\vee} = \mathbb{Z}\Pi^{\vee} \) for the coroot lattice of \( Q \). Choose the set \( Q^+ = \sum_{i \in I} \mathbb{N} \alpha_i \) of positive roots of \( Q \). We extend \( P^{\vee} \), \( Q^{\vee} \) and \( Q \) to \( \frac{1}{2}\mathbb{Z} \) by taking \( P^{\vee} = \frac{1}{2}\mathbb{Z}[P^{\vee}] \), \( Q^{\vee} = \frac{1}{2}\mathbb{Z}[Q^{\vee}] \) and \( Q = \frac{1}{2}\mathbb{Z}[Q] \). Introduce the bilinear form on \( \mathfrak{h}^* \) by \( (\alpha_i, \alpha_j) = \epsilon_i \epsilon_j a_{ij} \).

The Kac-Moody algebra \( \mathfrak{g} = \mathfrak{g}(A) \) is the Lie algebra over \( \mathbb{C} \) generated by \( \mathfrak{h} \) and \( e_i, f_i \) for \( i \in I \) with relations given in [11] §1.3. Let \( \mathfrak{g}' = [\mathfrak{g}, \mathfrak{g}] \) be the derived Lie algebra and note that \( \mathfrak{g}' \) is generated by \( e_i, f_i \) for \( i \in I \).

For any \( i \in I \) define the fundamental reflections \( r_i \in \text{GL}(\mathfrak{h}) \) by \( r_i(h) = h - \alpha_i(h)h_i \) for all \( h \in \mathfrak{h} \). The Weyl group \( W \) is generated by the fundamental reflections \( r_i \).

Let \( \mathcal{C}(q) \) be the complex field of rational functions in an indeterminate \( q \) over \( \mathbb{C} \). The quantized enveloping algebra \( \mathcal{U}_q(\mathfrak{g}) \) of the associative unital \( \mathcal{C}(q) \)-algebra generated by \( E_i, F_i \) and \( K_i \) for \( i \in I \) and \( q \in P^{\vee} \), subjected to the relations

\[
K_0 = 1, \quad K_h K_{h'} = K_{h+h'},
\]

\[
K_h E_i = q^{\alpha_i(h)} E_i K_h, \quad K_h F_i = q^{-\alpha_i(h)} F_i K_h,
\]

\[
[E_i, F_j] = \delta_{i,j} \frac{K_i - K^{-1}}{q_i - q_i^{-1}}, \quad \text{where } q_i = q^{e_i}, K_i = K_{e_i}^{-1},
\]

where \( h, h' \in P^{\vee} \) and the quantum Serre relations \( F_i (E_i, E_j) = F_j (E_j, F_i) = 0 \) for all \( i, j \in I \) where

\[
F_{ij}(X, Y) = \sum_{n=0}^{1-a_{ij}} (-1)^n \left[ \frac{1 - a_{ij}}{n} \right]_{q_i} X^{1-a_{ij}-n} Y^X.
\]

The coproduct \( \Delta \), counit \( \epsilon \) and antipode \( S \) on \( \mathcal{U}_q(\mathfrak{g}) \) are given by

\[
\Delta : E_i, F_i, K_h \mapsto E_i \otimes 1 + K_i \otimes E_i, F_i \otimes K_i^{-1} + 1 \otimes F_i, K_i \otimes K_i,
\]

\[
\epsilon : E_i, F_i, K_h \mapsto 0, 0, 1
\]

\[
S : E_i, F_i, K_h \mapsto -K_i^{-1} E_i, -F_i K_i, K_{-h}.
\]

With these actions \( \mathcal{U}_q(\mathfrak{g}) \) becomes a Hopf algebra. Let \( \mathcal{U}_q(\mathfrak{g}') \) be the Hopf subalgebra of \( \mathcal{U}_q(\mathfrak{g}) \) generated by \( E_i, F_i \) and \( K_h^{-1} \) for all \( i \in I \).

For Theorem 4.3 and Theorem 4.6 we have to extend the quantized universal enveloping algebra with the roots of \( K_h \). We denote \( \mathcal{U}_q(\mathfrak{g}) \) for the associative \( \mathcal{C}(q) \)-algebra generated by \( \mathcal{U}_q(\mathfrak{g}) \) and \( K_h \) for \( h \in P^{\vee} \) with the same relations (2.1) taking \( h, h' \in P^{\vee} \). The Hopf subalgebra \( \mathcal{U}_q(\mathfrak{g}') \) of \( \mathcal{U}_q(\mathfrak{g}) \) is generated by \( E_i, F_i \) and \( K_h \) for \( h \in Q^{\vee} \). Note that \( \mathcal{U}_q(\mathfrak{g}) \) is a Hopf subalgebra of \( \mathcal{U}_q(\mathfrak{g}) \) and that \( \mathcal{U}_q(\mathfrak{g}') \) is a Hopf subalgebra of \( \mathcal{U}_q(\mathfrak{g}) \).

Let \( U^+, U^- \) and \( U^0 \) be the Hopf subalgebras of \( \mathcal{U}_q(\mathfrak{g}) \) generated respectively by \( \{ E_i : i \in I \} \) and \( \{ K_h : h \in Q^+ \} \). Take \( U^0 \) to be the Hopf subalgebra of \( \mathcal{U}_q(\mathfrak{g}) \) generated by \( \{ K_h : h \in Q^+ \} \). By [24] §3.2 we have \( U^+ \otimes U^0 \otimes U^- \simeq \mathcal{U}_q(\mathfrak{g}) \) and \( U^+ \otimes U^0 \otimes U^- \simeq \mathcal{U}_q(\mathfrak{g}) \) as vector spaces under the multiplication map. Write \( U^{0'} \) for the subalgebra of \( U^0 \) generated by all elements \( \{ K_h : h \in Q^+ \} \) and write \( U^{0'} \) for the subalgebra of \( U^0 \) generated by \( \{ K_h : h \in Q^+ \} \). By [27] §3.2 we have \( U^+ \otimes U^{0'} \otimes U^- \simeq \mathcal{U}_q(\mathfrak{g}') \)
and \( U^+ \otimes \hat{U}^\omega \otimes U^- \cong \hat{U}(g') \) as vector spaces under the multiplication map. If \( \text{rank}(A) = |I| \) then \( \hat{U}(g) = \hat{U}(g') \), and in explicit cases we write \( \hat{U}(g) \) for \( \hat{U}(g') \).

For \( \mathbb{C}(q)[\hat{Q}] \), the group algebra of the root lattice, we define an algebra isomorphism \( \mathbb{C}(q)[\hat{Q}] \to \hat{U}^\omega \) defined on the generators by \( \alpha_i \mapsto K_i \). For any \( \beta \in \hat{Q} \) we write

\[
K_\beta = \prod_{i \in I} K_i^{n_i}, \quad \text{where} \quad \beta = \sum_{i \in I} n_i \alpha_i. \tag{2.2}
\]

By (2.2) we find commutation relations of the form

\[
K_\beta E_i = q^{(\beta, \alpha_i)} E_i K_\beta, \quad K_\beta F_i = q^{-(\beta, \alpha_i)} F_i K_\beta,
\]

for all \( \beta \in \hat{Q} \) and \( i \in I \). By the same argument there exists an algebra isomorphism \( C(q) \xrightarrow{\phi} \hat{Q} \) similar to (2.2).

Take \( n \in \mathbb{N} \) and \( U = (u_1, u_2, \ldots, u_n) \in I^n \), we abbreviate \( F_U = F_{u_1} F_{u_2} \ldots F_{u_n} \) and \( E_U = E_{u_1} E_{u_2} \ldots E_{u_n} \).

### 3 Quantum symmetric pairs

We introduce admissible pairs which are a generalization of the Satake diagrams as given in [2], see also Kolb [19, Definition 3.3].

Let \( X \subseteq I \) such that \( g_X \) is of finite type, see [19, p. 399]. Write \( W_X \subseteq W \) for the corresponding parabolic subgroup of \( W \) with longest element \( w_X \) and \( \Phi_X \subseteq \Phi \) for the corresponding root system. Let \( \rho_X^\vee \) be the half sum of the positive coroots of \( \Phi_X \). For \( \text{Aut}(X) \) we denote the group of all permutations \( \sigma \) on \( I \) such that \( a_{ij} = a_{\sigma(i), \sigma(j)} \). A pair \((X, \tau)\) where \( X \subseteq I \) and \( \tau \in \text{Aut}(X) = \{ \sigma \in \text{Aut}(A) : \sigma(X) = X \} \) is called an admissible pair if

1. \( \tau^2 = \text{id}_I \).
2. The action of \( \tau \) on \( X \) coincides with the action of \( -w_X \).
3. If \( j \in I \setminus X \) and \( \tau(j) = j \), then \( a_j (\rho_X) \in \mathbb{Z} \).

Given an admissible pair \((X, \tau)\) we define an involution \( \theta = \theta(X, \tau) \) by [19, Theorem 2.5] such that on \( \mathfrak{h} \) we have \( \theta(h) = -w_X \tau(h) \). By duality \( \theta \) induces a map \( \Theta : \mathfrak{h}^* \to \mathfrak{h}^* : \alpha \mapsto -w_X \tau(\alpha) \).

Let \( \mathfrak{h}' = \{ x \in \mathfrak{g}' : \theta(x) = x \} \) be the fixed point Lie subalgebra of \( \mathfrak{g}' \) with respect to involution \( \theta \). Take \( \mathcal{M}_X \) to be the subalgebra of \( U(\mathfrak{g}') \) generated by \( \{ E_i, F_i, K_i^{\pm 1} : i \in X \} \) and \( \mathcal{M}_X \) to be the subalgebra of \( U(\mathfrak{g}') \) generated by \( \{ E_i, F_i : i \in X \} \) and \( \{ K_i : h \in \frac{1}{2} \mathbb{Z} \{ \alpha_i : i \in X \} \} \).

For every admissible pair \((X, \tau)\), Kolb [19, Definition 4.3] defines the quantum involution \( \theta_q = \theta_q(X, \tau) : U(\mathfrak{g}') \to U(\mathfrak{g}') \). In general the quantum involution \( \theta_q \) is not a Hopf algebra automorphism and is not an involution, i.e. \( \theta_q^2 \neq \text{id} \), in general. However we always have \( \theta_q(K_h) = K_{\theta_q(h)}, \theta_q | \mathcal{M}_X = \text{id} | \mathcal{M}_X \) and \( \theta_q \to \theta \) for \( q \to 1 \).

**Definition 3.1.** For an admissible pair \((X, \tau)\) take \( c = (c_i)_{i \in I \setminus X} \in (\mathbb{C}(q)^X)^{I \setminus X} \), \( s = (s_i)_{i \in I \setminus X} \in (\mathbb{C}(q)^X)^{I \setminus X} \) and define \( B = B_{c, s} = B_{c, s}(X, \tau) \) to be the subalgebra of \( U(\mathfrak{g}') \) generated by \( \mathcal{M}_X \), \( \hat{U}^\omega \), and

\[
B_{c, s}^{e, s} := B_i := F_i + c_i \theta_q(F_i K_i) K_i^{-1} + s_i K_i^{-1}, \quad i \in I \setminus X.
\]

The pair \((U(\mathfrak{g}'), B)\) is called the quantum symmetric pair related to the admissible pair \((X, \tau)\). If \( s = 0 \) we often write \( B_c = B_{c, 0} \). Note that \( B \) is a right coideal of \( U(\mathfrak{g}') \) [19, Proposition 5.2], i.e. \( \Delta(B) \subseteq B \otimes U(\mathfrak{g}') \). If, for all \( i \in I \setminus X \), we have \( \theta_q(F_i K_i) = -v_i E_{\tau(i)} \), where \( v_i \in \mathbb{C}(q)^X \), we call \((U(\mathfrak{g}'), B)\) the quantum symmetric pair with simple generators (related to the admissible pair \((X, \tau)\)).

The algebra \( B \) of algebra \( U(\mathfrak{g}') \) is generated by \( \{ B_i \}_{i \in I \setminus X} \), \( \mathcal{M}_X \) and \( \hat{U}^\omega \). The quantum symmetric pair \((U(\mathfrak{g}'), B)\) has simple generators if \((U(\mathfrak{g}'), B)\) has simple generators.
Definition 3.2. Let $\mathcal{B}_1$ and $\mathcal{B}_2$ be two right coideals of $\mathcal{U}_q(g')$. We call $\mathcal{B}_1$ equivalent to $\mathcal{B}_2$ if there exists a Hopf algebra isomorphism $\phi$ on $\mathcal{U}_q(g')$ such that $\phi(\mathcal{B}_1) = \mathcal{B}_2$.

We define the left adjoint action of $\mathcal{U}_q(g)$ on itself by

$$\text{ad}(x)(y) = \sum_{(x)} x_{(1)} y S(x_{(2)}),$$

where $x, y \in \mathcal{U}_q(g)$.

Proposition 3.3. Let $(X, \tau)$ be an admissible pair for the quantum symmetric pair $(\mathcal{U}_q(g'), \mathcal{B}_{c,s})$. The quantum symmetric pair $(\mathcal{U}_q(g'), \mathcal{B}_{c,s})$ has simple generators if and only if for every $i \in I \setminus X$ the $\text{ad}(\mathcal{M}_X)(E_i)$-module $\text{ad}(\mathcal{M}_X)(E_i)$ is one dimensional.

Proof. Suppose that $(\mathcal{U}_q(g'), \mathcal{B}_{c,s})$ has simple generators. Fix $i \in I \setminus X$. There exists a highest weight vector of $\text{ad}(\mathcal{M}_X)(E_i)$ of the form $\text{ad}(Z^+_i(X))E_i$, with $Z^+_i(X) = E_{V_i}$ and $V = (j_1, j_2, \ldots, j_r)$, see \cite{19} Lemma 3.5, (4.3) and (4.4). Also by \cite{19} Lemma 3.5 $E_i$ is a lowest weight vector of $\text{ad}(\mathcal{M}_X)(E_i)$. Let $j \in I$ such that $\tau(j) = i$, then by \cite{19} Theorem 4.4.(3) we have $\theta_q(X, \tau)(F_j K_j) = -w_i \text{ad}(Z^+_i(X))E_i$ for some $w_i \in \mathbb{C}(q)^\times$. Since $(\mathcal{U}_q(g'), \mathcal{B}_{c,s})$ has simple generators $\theta_q(X, \tau)(F_j K_j) = -v_i E_i$ for some $v_i \in \mathbb{C}(q)^\times$. Therefore $E_i$ is a highest weight vector and a lowest weight vector for the irreducible $\text{ad}(\mathcal{M}_X)(E_i)$-module $\text{ad}(\mathcal{M}_X)(E_i)$. This shows that $\text{ad}(\mathcal{M}_X)(E_i)$ is one dimensional.

Suppose for all $i \in I \setminus X$ we have that the $\text{ad}(\mathcal{M}_X)(E_i)$-module $\text{ad}(\mathcal{M}_X)(E_i)$ is one dimensional, then by \cite{19} Theorem 4.4.(3) $\theta_q(X, \tau)(F_j K_j) = -v_i E_{r(i)}$, where $v_i \in \mathbb{C}(q)$. By Definition 3.1 we find that $(\mathcal{U}_q(g'), \mathcal{B}_{c,s})$ has simple generators. \hfill \Box

Lemma 3.4. Take $i, j \in I$, then $\text{ad}(E_i)(E_j) = 0$ if and only if $a_{ij} = (\alpha_i, \alpha_j) = 0$.

Proof. Since $\Delta(E_i) = E_i \otimes 1 + K_i \otimes E_i$ we find that $\text{ad}(E_i)(E_j)$ is

$$\sum_{(E_i)} (E_i)_{(1)} E_j S((E_i)_{(2)}) = E_i E_j + K_i E_j S(E_i) = E_i E_j - q^{-(\alpha_i, \alpha_j)} E_j E_i.$$  \hfill (3.1)

If $(\alpha_i, \alpha_j) = 0$, then from the quantum Serre relations \hfill (3.1) is zero. Suppose \hfill (3.1) is zero, then $E_i E_j = q^{-(\alpha_i, \alpha_j)} E_j E_i$. This can only follow from the quantum Serre relations if $(\alpha_i, \alpha_j) = 0$ \hfill \Box

Proposition 3.3 states that a quantum symmetric pair has simple generators if and only if for every $i \in I \setminus X$ the $\text{ad}(\mathcal{M}_X)(E_i)$-module $\text{ad}(\mathcal{M}_X)(E_i)$ is one-dimensional. Suppose $X \neq \emptyset$, then $\text{ad}(\mathcal{M}_X)(E_i)$ is one-dimensional for all $i \in I \setminus X$ if and only if $\text{ad}(E_i)(E_j) = 0$ for all $j \in X$. By Lemma 3.3 $\text{ad}(E_j)(E_i) = 0$ if and only if $a_{ij} = 0$. This observation gives the following Corollary.

Corollary 3.5. Let $(X, \tau)$ be an admissible pair for quantum symmetric pair $(\mathcal{U}_q(g'), \mathcal{B}_{c,s})$. The quantum symmetric pair $(\mathcal{U}_q(g'), \mathcal{B})$ has simple generators if and only if for all $i \in X$ and $j \in I \setminus X$ we have $\alpha_{ij} = (\alpha_i, \alpha_j) = 0$. In particular, if $X = \emptyset$, then $(\mathcal{U}_q(g'), \mathcal{B}(\emptyset, \tau))$ has simple generators.

Not all right coideals $\mathcal{B}_{c,s}$ are suitable quantum analogues for $\mathcal{U}(\mathfrak{t}')$. Kolb \cite{19} Lemma 5.3, 5.4 & 5.5 showed that for $\mathcal{B}_{c,s}$ to be a suitable quantum analogue for $\mathcal{U}(\mathfrak{t}')$ we need restrictions on $c$ and $s$. Define

$$I_{ms} = \{ i \in I \setminus X : \tau(i) = i, \alpha_i(h_j) = 0 \text{ for all } j \in X \},$$

then $\mathcal{B}_{c,s}$ is a suitable quantum analogue for $\mathcal{U}(\mathfrak{t}')$ if $c \in C$ and $s \in S$, where

$$C = \{ c \in (\mathbb{C}(q)^\times)^{|I\setminus X|} : c_i = c_{\tau(i)} \text{ if } \tau(i) \neq i \text{ and } (\alpha_i, d_1(\alpha_i)) = 0 \},$$

$$S = \{ s \in (\mathbb{C}(q))^{|I\setminus X|} : s_i \neq 0 \text{ then } i \in I_{ms} \text{ and } a_{ij} \in -2N_0 \text{ for all } j \in I_{ms} \setminus \{ i \} \}. $$

The construction of the quantum symmetric pair subalgebra $\mathcal{B}_{c,s}$ seems to be very artificial. However if $c \in C$ and $s \in S$, then $\mathcal{B}_{c,s}$ specializes to $\mathcal{U}(\mathfrak{t})$ for $q = 1$ and $\mathcal{B}_{c,s}$ is maximal with this property. Letzter \cite{22} Theorem 5.8, \cite{24} Theorem 7.5 showed that for finite dimensional $\mathfrak{g}$ any maximal coideal subalgebra of $\mathcal{U}_q(g)$ that specializes to $\mathcal{U}(\mathfrak{t})$ for $q = 1$ is equivalent to a right coideal $\mathcal{B}_{c,s}$, see also Kolb \cite{19} Remark 5.7 and Section 10.
For the rest of this section we assume $c \in C$ and $s \in S$. We classify all quantum symmetric pairs with simple generators for semi-simple Lie algebras using the theory developed by Araki [2] and Letzter [24]. After the classification we work out a couple of these examples. In the last example we work out the quantized universal enveloping algebra of affine $\widehat{\mathfrak{sl}}_2$, which is infinite dimensional and hence not semi-simple. For all the examples below we have $X = \emptyset$.

**Example 3.6.** Every symmetric pair $(G, K)$ of a compact Lie group $G$ gives rise to a symmetric pair $(\mathfrak{g}, \mathfrak{k})$ of semi-simple Lie algebras related to an admissible pair $(X, \tau)$. Araki [2] gives the classification for all admissible pairs $(X, \tau)$ of semi-simple compact finite dimensional Lie groups, see also [9, Chapter X].

Each of the admissible pairs $(X, \tau)$ of [2] gives rise to a quantum involution $\theta_{q}(X, \tau)$, see [19, Definition 4.3], from which we can construct a quantum symmetric pair $(\mathcal{U}_{q}(\mathfrak{g}), \mathcal{B})$. By a case by case check on the list of Araki [2] we give all admissible pairs related to a symmetric pair $(G, K)$ of compact groups, using Corollary 3.5 corresponding to a quantum symmetric pair with simple generators.

1. Let $\mathfrak{g}$ be a simple Lie algebra generated by $\{e_{i}, f_{i}, h_{i} : 1 \leq i \leq m\}$. Take two copies $\mathfrak{g}_{1}$ and $\mathfrak{g}_{2}$ of $\mathfrak{g}$ and label the generators of $\mathfrak{g}_{1}$ by $\{e_{i}, f_{i}, h_{i} : 1 \leq i \leq m\}$ and label the generators of $\mathfrak{g}_{2}$ by $\{e_{i+m}, f_{i+m}, h_{i+m} : 1 \leq i \leq m\}$, take $\mathfrak{g} = \mathfrak{g}_{1} \oplus \mathfrak{g}_{2}$. The intertwiner on $\mathfrak{g}_{1} \oplus \mathfrak{g}_{2}$ is given by $\theta : e_{i}, f_{i}, h_{i} \mapsto e_{i+m}, f_{i+m}, h_{i+m}$ and $\theta : e_{i+m}, f_{i+m}, h_{i+m} \mapsto e_{i}, f_{i}, h_{i}$, for $1 \leq i \leq m$. Then $(\mathfrak{g}_{1} \oplus \mathfrak{g}_{2}, \text{diag})$ correspond to the quantum symmetric pair $(\mathcal{U}_{q}(\mathfrak{g}_{1} \oplus \mathfrak{g}_{2}), \mathcal{B}_{c,s})$. Every right coideal for the quantum symmetric pair related to admissible pair $(X, \tau)$ is equivalent to $\mathcal{B}_{1,0}$. See Examples 3.8 and 3.10 for quantum symmetric pairs related to $(\mathfrak{su}(2) \times \mathfrak{su}(2), \text{diag})$ and $(\mathfrak{su}(3) \times \mathfrak{su}(3), \text{diag})$.

2. Type AI, where we have $I = \{1, 2, \ldots , r\}$ and $\tau = \text{id}$. In this case every right coideal $\mathcal{B}$ for quantum symmetric pair of type AI is equivalent to $\mathcal{B}_{1,0}$.

3. Type AIII, case 2, where $I = \{1, 2, \ldots , r\}$ for odd $r = 2\ell + 1$, $\ell \in \mathbb{N}$. The permutation $\tau$ is defined by $i \mapsto r - i + 1$. Every right coideal $\mathcal{B}$ for quantum symmetric pair of type AIII is equivalent to $\mathcal{B}_{1,s}$, where $s = (0, 0, \ldots , 0, s, 0, \ldots , 0)$ with an $s \in \mathbb{C}(q)$ on entry $\ell$ of $s$.

4. Type AIV when $r = 1, 2$, i.e. the quantum symmetric pairs related to $(\mathfrak{su}(2), U(1))$ and $(\mathfrak{su}(3), U(2))$. For $r = 1$ we have $I = \{1\}$ and $\tau = \text{id}$. The right coideal $\mathcal{B}$ for the quantum symmetric pair is equivalent to $\mathcal{B}_{1,s}$ for $s \in \mathbb{C}(q)$. See Example 3.7.

For $r = 2$ we have $I = \{1, 2\}$ and $\tau = (1, 2)$. The right coideal $\mathcal{B}$ for the quantum symmetric pair is equivalent to $\mathcal{B}_{c,0}$ where $c = (c, c)$ for $c \in \mathbb{C}(q)^{\times}$. See also Example 3.9.

5. Type BI, for $\ell = r$, so that $I = \{1, 2, \ldots , r\}$ and $\tau = \text{id}$. Every right coideal for the quantum symmetric pair of type BI is equivalent to $\mathcal{B}_{1,0}$.

6. Type BII, for $r = 1$, so that $I = \{1\}$ and $\tau = \text{id}$. Every right coideal for the quantum symmetric pair of type BII with $r = 1$ is equivalent to $\mathcal{B}_{1,0}$.

7. Type CI, where $I = \{1, 2, \ldots , r\}$ and $\tau = \text{id}$. Every right coideal for the quantum symmetric pair of type CI is equivalent to $\mathcal{B}_{1,s}$ where $s = (0, 0, \ldots , 0, s)$ with $s \in \mathbb{C}(q)$.

8. Type DI, case 2, where $r \geq 3$, so that $I = \{1, 2, \ldots , r\}$ and $\tau = ((r - 1)\tau)$. Every right coideal for the quantum symmetric pair of type DI, case 2, is equivalent to $\mathcal{B}_{1,0}$.
1. Fix $c, U$. Therefore ($U_C = \phi$, Hopf algebra isomorphism), Román study this case in [1].

2. Type $SU(2)$ related to ($SU(2) \times (\text{Type Example 3.8})$.

3. $t \in \mathbb{R}$, see that $B, \tau \in \mathbb{R}$, therefore the right coideal $A\mathbb{R}$ is generated by $\tau$.

4. The quantum torus $U_{\mathbb{R}}$ is generated by $\tau, q$. We consider the quantum symmetric pairs ($U_{\mathbb{R}} s_{\mathbb{I}}, \mathbb{I}$) for type $AIV$ of Araki [2].

5. Therefore $\phi : E, F, K_\mu \mapsto c^{-1} \tau E, c^\frac{2}{\tau} F, K_\mu$. We see that $\phi(B_{c, \tau}) = B_1$, hence the right coideal $B_{c, \tau}$ is equivalent to the right coideal $B_{1, \tau}$ for some $t \in \mathbb{C}(q)$. This case has been studied first by Koornwinder [20].

Example 3.7 (Type $A_1$). Consider quantum symmetric pairs ($U_q(s_{\mathbb{I}}, B_{1, s})$) for type $AIV$ of Araki [2]. $U_q(s_{\mathbb{I}})$ is generated by $E, F$ and $K^{\pm 1}$. The admissible pair is $(\emptyset, \text{id})$ and the right coideal $B_{1, s}$, where $s \in \mathbb{C}(q)$, is generated by

$$B = F - E K^{-1} + s K^{-1}.$$

Therefore the quantum pair ($U_q(s_{\mathbb{I}}), B_{1, s}$) corresponding to Gelfand pair ($SU(2), U(1)$) has simple generators. The quantum torus $A\mathbb{R}$ is generated by $K^{\pm 1}$ and therefore we call ($U_q(s_{\mathbb{I}}), B_{1, s}$) a pair of rank 1. Fix $c \in \mathbb{C}(q)^\times$ and $s \in \mathbb{C}(q)$ and take Hopf algebra isomorphism $\phi : E, F, K_\mu \mapsto c^{-1} \tau E, c^\frac{2}{\tau} F, K_\mu$. We see that $\phi(B_{c, s}) = B_{1, \tau}^{c, s}$, hence the right coideal $B_{c, s}$ is equivalent to the right coideal $B_{1, \tau}$ for some $t \in \mathbb{C}(q)$. This case has been studied first by Koornwinder [20].

Example 3.8 (Type $A_1 \times A_1$). Let $g = sl_2 \oplus sl_2$. Consider the quantum symmetric pairs ($U_q(g), B$) related to ($SU(2) \times SU(2), \text{diag}$). The admissible pair is given by $(\emptyset, (1, 2))$. A quick computation gives $C = \{(c, c) : c \in \mathbb{C}(q)^\times\}$ and $S = \{(0, 0)\}$. For $c = (1, 1)$ and $s = 0$, the right coideal $B$ is generated by

$$B_1 = F_1 - E_2 K_1^{-1}, \quad B_2 = F_2 - E_1 K_2^{-1}, \quad K^{\pm 1} = (K_1 K_2^{-1})^{\pm 1}.$$

Therefore ($U_q(g), B$) is a quantum symmetric pair with simple generators. The quantum torus $A\mathbb{R}$ is generated by $(K_1 K_2)^{\pm 1}$ and hence we call ($U_q(g), B$) a pair of rank 1. Let $c \in C$ be arbitrary and define Hopf algebra isomorphism $\phi : E_1, F_1, K_\mu \mapsto c^{-1} \tau E_1, c^\frac{2}{\tau} F_1, K_\mu$. We see that $\phi(B_{c, (0, 0)}) = B_{1, (1), (0, 0)}$ and therefore the right coideal $B_{c, (0, 0)}$ is equivalent to the right coideal $B_{(1, 1), (0, 0)}$. Aldenhoven, Koelink and Román study this case in [1].
Example 3.9 (Type $A_2$). Let $\mathfrak{g} = \mathfrak{sl}_3$. Take the quantum symmetric pair $\mathcal{U}_q(\mathfrak{g}, B)$ related to $(SU(3), U(2))$. The quantized universal enveloping algebra $\mathcal{U}_q(\mathfrak{g})$ is generated by $E_1, E_2, F_1, F_2, K_1$ and $K_2$. The admissible pair is $(\emptyset, \{1, 2\})$ and $\mathcal{C} = \mathbb{C}(q)^\times \times \mathbb{C}(q)^\times$, $\mathcal{S} = \{(0, 0)\}$. Let $c_1, c_2 \in \mathbb{C}(q)^\times$ and take right coideal $\mathcal{B}_{(c_1, c_2)}$ generated by

$$B_1 = F_1 - c_1 E_1 K_1^{-1}, \quad B_2 = F_2 - c_2 E_2 K_1^{-1}, \quad K^{\pm 1} = (K_1 K_2)^{\pm 1}.$$ 

Therefore $\mathcal{U}_q(\mathfrak{g}, \mathcal{B}_{(c_1, c_2)})$ is a quantum symmetric pair with simple generators. The quantum torus $\mathcal{A}$ is generated by $(K_1 K_2)^{\pm 1}$, hence we call $\mathcal{U}_q(\mathfrak{g}, \mathcal{B}_{(c_1, c_2)})$ a pair of rank 1. Let $\phi$ be the Hopf algebra isomorphism defined on the generators by $\phi(E_1) = c_1^{-1} E_1, \phi(F_1) = c_1 F_1$ and as the identity on the other generators. We see $\phi(\mathcal{B}_{(c_1, c_2)}) = \mathcal{B}_{(c_1^{-1}, c_2)}$, hence every right coideal $\mathcal{B}_{(c_1, c_2)}$ is equivalent to a right coideal $\mathcal{B}_{(1, d)}$ for $d \in \mathbb{C}(q)$. So the quantum symmetric pair $\mathcal{U}_q(\mathfrak{g}, B)$ related to $(SU(3), U(2))$ has essentially one free parameter.

Example 3.10 (Type $A_2 \times A_2$). Let $\mathfrak{g} = \mathfrak{sl}_1 \oplus \mathfrak{sl}_3$. Consider the quantum symmetric pair $\mathcal{U}_q(\mathfrak{g}, B)$ related to $(SU(3) \times SU(3), \text{diag})$. The admissible pair is given by $(\emptyset, \tau)$ where $\tau = (13)(24)$. We have $\mathcal{C} = \{(c_1, c_2, c_1, c_2) : c_1, c_2 \in \mathbb{C}(q)^\times\}$ and $\mathcal{S} = \{(0, 0, 0, 0)\}$. Therefore $\Theta(\emptyset, \tau)$ maps $\alpha_i \mapsto -\alpha_i(1)$ and for $c = (c_1, c_2, c_1, c_2) \in \mathcal{C}$ and $s = 0 = (0, 0, 0, 0)$, the right coideal $\mathcal{B}_{c, 0}$ is generated by

$$B_1 = F_1 - c_1 E_3 K_1^{-1}, \quad B_2 = F_2 - c_2 E_4 K_2^{-1}, \quad B_3 = F_3 - c_3 E_1 K_3^{-1}, \quad B_4 = F_4 - c_2 E_2 K_4^{-1},$$

$(K_1 K_3)^{\pm 1}$ and $(K_2 K_4)^{\pm 1}$. Therefore $\mathcal{U}_q(\mathfrak{sl}_1 \oplus \mathfrak{sl}_3, \mathcal{B}_{c, 0})$ is a quantum symmetric pair with simple generators. The quantum torus $\mathcal{A}$ is generated by $(K_1 K_3)^{\pm 1}$ and $(K_2 K_4)^{\pm 1}$, hence we call $\mathcal{U}_q(\mathfrak{g}, \mathcal{B}_{c, 0})$ a pair of rank 2. Define the Hopf algebra isomorphism $\phi$ defined on the generators by $\phi(E_i) = c_1^{\frac{1}{2}} E_i, \phi(F_i) = c_2^{\frac{1}{2}} F_i$ for $i = 1, 3$ and $\phi(E_i) = c_2^{-\frac{1}{2}} E_i, \phi(F_i) = c_2^{\frac{1}{2}} F_i$ for $i = 2, 4$. We have $\phi(\mathcal{B}_{c, 0}) = \mathcal{B}_{1, 0}$, where $1 = (1, 1, 1, 1)$. Hence the right coideal $\mathcal{B}_{c, 0}$ with $c \in \mathcal{C}$ is equivalent to $\mathcal{B}_{1, 0}$.

Example 3.11 (Quantum affine $\mathfrak{sl}_2$ and the $q$-Onsager algebra). An example of a quantum symmetric pair not related to a symmetric pair of semi-simple Lie algebras is the quantum affine $\mathfrak{sl}_2$ and its $q$-Onsager subalgebra $[3, 4]$. The embedding of the $q$-Onsager algebra in quantum affine $\mathfrak{sl}_2$ can be found in [10] Proposition 1.13], see also [19 §2]. The generalized Cartan matrix of affine Lie algebra $\mathfrak{sl}_2(\mathbb{C})$ is given by $A = \left(\begin{array}{cc} 2 & -2 \\ -2 & 2 \end{array} \right)$ with $I = \{0, 1\}$. The algebra $\mathcal{U}_q(\mathfrak{sl}_2)$ is called quantum affine $\mathfrak{sl}_2$. We take the admissible pair $(X, \tau) = (\emptyset, \text{id})$, then $\mathcal{C} = \mathbb{C}(q)^\times \times \mathbb{C}(q)^\times$ and $\mathcal{S} = \{(0, 0)\}$. For any $c = (c_1, c_2) \in \mathcal{C}$, $s = (0, 0)$ the right coideal $\mathcal{B}_{c, s}$ is generated by the simple elements

$$B_1 = F_1 - c_1 E_1 K_1^{-1}, \quad B_2 = F_2 - c_2 E_2 K_2^{-1},$$

for $i \in I$. The pair $(\mathcal{U}_q(\mathfrak{sl}_2), \mathcal{B}_{c, s})$ is a quantum symmetric pair with simple generators, see also [19] Example 7.6. The quantum torus $\mathcal{A}$ is generated by $K_1^{\pm 1}$ and $K_2^{\pm 1}$ so that we call $(\mathcal{U}_q(\mathfrak{sl}_2), \mathcal{B}_{c, s})$ of rank 2. The right coideal $\mathcal{B}_{c, s}$ is isomorphic with the $q$-Onsager algebra. In [18] Kolb studies the radial part of the Casimir of the Onsager algebra $\mathfrak{sl}_2$ in the fashion of Casselman and Milićić [5]. One can wonder whether the results achieved in [18] can be extended to quantum affine $\mathfrak{sl}_2$ using Theorem 4.6.

4 Quantum infinitesimal Cartan decomposition

In this section and Section 5 we assume that $c$ and $s$ are arbitrary finite sequences of elements of $\mathbb{C}(q)$. We do not assume in general $c \in \mathcal{C}$ or $s \in \mathcal{S}$.

Lemma 4.1. Let $(\mathcal{U}_q(\mathfrak{g}), \mathcal{B}_{c, s})$ be a quantum symmetric pair. If $\alpha \in Q$ and $K \in \hat{A} = \hat{A}_0$ an element of the quantum torus, then $K_\alpha K \in \mathcal{B}_{c, s} \hat{A}$

Proof. We only have to check the statement on the generators of $\hat{A}$, therefore we assume $K = K_\beta$ for some $\beta \in Q$, with $\Theta(\beta) = -\beta$. Moreover $\Theta$ is an involution on $\mathfrak{h}^*$. Hence take $\gamma = \frac{1}{2}(\alpha + \Theta(\alpha))$ and $\delta = \frac{1}{2}(\alpha - \Theta(\alpha)) + \beta$, so that $\Theta(\gamma) = \gamma$ and $\Theta(\delta) = -\delta$. Then by the construction of $\gamma$ and $\delta$ we have $K_\gamma \in \mathcal{B}_{c, s}$ and $K_\delta \in \hat{A}$. Therefore we have $K_\alpha K_\beta = K_{\alpha + \beta} = K_{\gamma + \delta} = K_\gamma K_\delta \in \mathcal{B}_{c, s} \hat{A}$. □
Example 4.2. Take Example 3.3. We have $\Theta : \alpha_1, \alpha_2 \mapsto -\alpha_2, -\alpha_1$. Furthermore the quantum torus $\mathcal{A}$ is generated by $K_{\lambda(\alpha_1+\alpha_2)}$ with $\lambda \in \frac{1}{\mathbb{Z}}$. Let $\mu \in Q$, we decompose $K_\mu K_{\lambda(\alpha_1+\alpha_2)}$ in $\mathcal{B}\mathcal{A}$. Write $\mu = \mu_1 \alpha_1 + \mu_2 \alpha_2$. According to the proof of Lemma 4.1 we have $\gamma = \frac{1}{\theta}(\mu + \Theta(\mu)) = \frac{1}{\theta}(\mu_1 - \mu_2)\alpha_1 + \frac{1}{\theta}(\mu_2 - \mu_1)\alpha_2$ and $\delta = \frac{1}{\theta}(\mu - \Theta(\mu)) + \lambda(\alpha_1 + \alpha_2) = (\frac{1}{\theta}(\mu_1 + \mu_2) + \lambda)(\alpha_1 + \alpha_2)$. Hence we have $K_\mu K_{\lambda(\alpha_1+\alpha_2)} = K_{\gamma} K_{\delta} \in \mathcal{B}\mathcal{A}$.

We now give a quantum analogue of the Iwasawa decomposition. There are multiple variants of the quantum Iwasawa decomposition already known, see [25] Theorem 2.2. However, Letzter [23] restricts to only finite dimensional Lie algebras. The quantum Iwasawa decomposition given by Letzter [25] decomposes $\mathcal{U}_\theta(g)$ in the right coideal $\mathcal{B}$, the quantum torus $\mathcal{A}$ and the “positive part” $N^+$ generated by $\text{Ad}(\mathcal{M}_\chi(E_i))$ for all $i \in I \setminus X$. However if the right coideal $\mathcal{B}$ has simple generators we show in Theorem 4.3 that $N^+$ can be replaced by its counterpart generated by all $F_i$ for $i \in I \setminus X$.

Theorem 4.3 (Quantum Iwasawa decomposition). Let $(\mathcal{U}_\theta(g'), \mathcal{B} = \mathcal{B}_{c,s})$ be a quantum symmetric pair with simple generators. Let $\mathcal{A} = \mathcal{A}_e$ be the quantum torus of $(\mathcal{U}_\theta(g'), \mathcal{B})$ and $\mathcal{N}$ be the subalgebra of $\mathcal{U}_\theta(g')$ generated by $F_i$ for $i \in I \setminus X$. We have the quantum Iwasawa decomposition $\mathcal{U}_\theta(g') = \mathcal{B}\mathcal{A}\mathcal{N}$.

Proof. This proof is based on Kolb [19] Proposition 6.1 and Proposition 6.3.

Take integers $M, N \geq 0$, $U = (u_1, u_2, \ldots, u_M) \in I^M$, $V = (v_1, v_2, \ldots, v_N) \in I^N$ and $\beta \in \check{Q}$. Because $U^+ \otimes U^0 \otimes U^- \simeq \mathcal{U}_{\theta}(g')$ as vector spaces under the multiplication map it is sufficient to show $E_U K_{\beta} F_V \in \mathcal{B}\mathcal{A}\mathcal{N}$. We prove, with induction on $M$, that $E_U K_{\beta} F_V \in \mathcal{B}\mathcal{A}\mathcal{N}$.

By Corollary 3.3 and the Serre relations an element $E_i$, where $i \in X$, commutes with every $E_j$, where $j \in I \setminus X$. Since $E_i \in \mathcal{B}_{c,s}$ we can pull all $E_i$, where $i \in X$, to the left and we can assume that $U \in (I \setminus X)^M$. Similarly, an element $F_i$, where $i \in X$, commutes with every $E_j$ and $F_j$, where $j \in I \setminus X$. Because $F_i$, where $i \in X$, $q$-commutes with every element in $U^0$ and $F_i \in \mathcal{B}_{c,s}$, we can pull $F_i$ to the left and we can assume $V \in (I \setminus X)^N$.

If $M = 0$ we have by Lemma 4.1 that $K_\beta F_V \in \mathcal{B}\mathcal{A}\mathcal{N}$. Let $M > 0$ and assume that for all $M' < M$ and $U' \in (I \setminus X)^M$ we have $E_{U'} K_{\beta} F_V \in \mathcal{B}\mathcal{A}\mathcal{N}$. Since $u_1 \in I \setminus X$ there is $t \in I \setminus X$ such that $\tau(t) = u$ and $B_t = F_t - ct E_u K_{t^{-1} - 1} + st K_{t^{-1} - 1}$, so

$$E_{u_1} = \frac{1}{ct} F_t K_t - B_t K_t + \frac{st}{ct}.$$ 

Hence

$$E_U K_{\beta} F_V = \frac{1}{ct} F_t K_t E_U K_{\beta} F_V - B_t K_t E_U K_{\beta} F_V + \frac{st}{ct} E_U K_{\beta} F_V.$$ 

Directly from the induction hypothesis we see $E_U K_{\beta} F_V \in \mathcal{B}\mathcal{A}\mathcal{N}$. Since $K_t$ and $E_U$, $q$-commute there is $x \in \mathcal{Q}$ such that $K_t E_U = q^x E_U K_t$ and

$$B_t K_t E_U K_{\beta} F_V = q^x B_t E_U K_{\beta + \alpha} F_V \in \mathcal{B}\mathcal{A}\mathcal{N}.$$ 

Lastly for $F_t K_t E_U K_{\beta} F_V = q^x F_t E_U K_{\beta + \alpha} F_V$ we use the relation $[E_u, F_t] = \delta_{u, t}(K_u - K_{u^{-1}})(q_u - q_u^{-1})^{-1}$ repeatedly so that we can pull $F_t$ through $E_U$. Let $i$ be the smallest integer such that $u_i = t$. We have

$$F_t E_U K_{\beta + \alpha} F_V = E_{u_1} \ldots E_{u_{i-1}} F_t E_{u_i} E_{u_{i+1}} \ldots E_{u_{M-1}} K_{\beta + \alpha} F_V$$
$$= -E_{u_1} \ldots E_{u_i} F_t E_{u_{i+1}} \ldots E_{u_{M-1}} K_{\beta + \alpha} F_V$$
$$+ E_{u_1} \ldots E_{u_{i-1}} \left( \frac{K_{u_i} - K^{-1}_{u_i}}{q - q^{-1}} \right) E_{u_{i+1}} \ldots E_{u_{M-1}} K_{\beta + \alpha} F_V.$$ 

(4.1)

By the induction hypothesis

$$E_{u_1} \ldots E_{u_{i-1}} \left( \frac{K_{u_i} - K^{-1}_{u_i}}{q - q^{-1}} \right) E_{u_{i+1}} \ldots E_{u_{M-1}} K_{\beta + \alpha} F_V$$

is in $\mathcal{B}\mathcal{A}\mathcal{N}$ after moving the $K_{u_i^{-1}}$ to the right at the cost of a power of $q$. Therefore, after repeated application of (4.1), it is sufficient to show that $E_{U''} F_t K_{\beta + \alpha} F_V \in \mathcal{B}\mathcal{A}\mathcal{N}$ for all $U''$ such that $|U''| \leq |U'|$. But $F_t$ $q$-commute with $K_{\beta + \alpha}$ hence

$$E_{U''} F_t K_{\beta + \alpha} F_V = q^x (\alpha, \beta + \alpha) E_{U''} K_{\beta + \alpha} F_V,$$

where $V' = (t, v_1, v_2, \ldots, v_N)$.

Now with the induction hypothesis $E_{U''} K_{\beta + \alpha} F_V \in \mathcal{B}\mathcal{A}\mathcal{N}$, which yields the result. 

\[ \Box \]
Let $K_\lambda \in \hat{A}$ and $Y \in \hat{U}_q(g')$. If we have two right coideals $\mathcal{B}_{c,s}$ and $\mathcal{B}_{d,t}$ with simple generators for $\hat{U}_q(g')$ Theorem 4.3 shows that we can write $K_\lambda Y \in \mathcal{B}_{c,s} \hat{A} \mathcal{N}$. The question that remains is if an element of $\mathcal{A} \mathcal{N}$ has a decomposition in $\mathcal{B}_{c,s} \hat{A} \mathcal{B}_{d,t}$. To answer this question we first introduce for each element of $\hat{U}_q(g')$ the set of regular points of $\hat{A}$ of this element.

We introduce the notation $q\exp(x) = q^x$.

**Definition 4.4.** The set of regular points of 1 is $\mathcal{A}_{\text{reg}}(1) = \hat{A}$. Let $U = (u_1, u_2, \ldots, u_k) \in (I \setminus X)^k$, with $k > 0$, and define the set of regular points $\mathcal{A}_{\text{reg}}(F_U)$ to be all $K_\lambda \in \hat{A}$ such that

$$\frac{c_{u_1}c_{u_2} \cdots c_{u_{k-\ell}}}{d_{u_1}d_{u_2} \cdots d_{u_{k-\ell}}} \neq q\exp \left( \sum_{i=1}^{k-\ell} (\lambda + \mu, \alpha_{v_i} + \alpha_{\tau(v_i)}) - \sum_{1 \leq i,j < k-\ell, i \neq j} (\alpha_{v_i}, \alpha_{v_j}) \right),$$

for all $0 \leq \ell \leq k$, where $(v_1, v_2, \ldots, v_{k-\ell})$ is any subsequence of $U$ and $\mu$ runs over the set

$$\{N_l \mu_{u_1} + N_2 \mu_{u_2} + \ldots + N_k \mu_{u_k} : |N_l| \leq 1, \text{ for all } 1 \leq j \leq k\},$$

where $\mu_i = \frac{1}{2}(\alpha_i - \Theta(\alpha_i))$.

Let $Y \in \hat{U}_q(g)$ and $K_\lambda \in \hat{A}$, then by the quantum Iwasawa decomposition, Theorem 4.3, we can write $K_\lambda Y = \sum_j c_j(\lambda; Y) \mathcal{K}_j(\lambda; Y) F_{\mathcal{V}_j(\lambda; Y)}$, where $c_j(\lambda; Y) \in \mathcal{B}_{c,s}$, $\mathcal{K}_j(\lambda; Y) \in \mathcal{Q}$ such that $\Theta(\mathcal{K}_j(\lambda; Y)) = -\lambda_j(\lambda; Y)$ and $F_{\mathcal{V}_j(\lambda; Y)} \in \mathcal{N}$. The set of regular points $\mathcal{A}_{\text{reg}}(Y)$ of $Y$ are all $\lambda \in \mathcal{Q}$ such that $\lambda_j(\lambda; Y) \in \mathcal{A}_{\text{reg}}(F_{\mathcal{V}_j(\lambda; Y)})$ for all $j$.

**Remark 4.5.** Let $U = (u_1, u_2, \ldots, u_k) \in (I \setminus X)^k$ and assume $V = (v_1, v_2, \ldots, v_{k-\ell})$ is a subsequence of $U$, for $0 \leq \ell \leq k$. Then $\mathcal{A}_{\text{reg}}(F_U) \subseteq \mathcal{A}_{\text{reg}}(F_V)$.

In Theorem 4.3 which is the main theorem of this paper, we give sufficient conditions on the elements of $\mathcal{A} \mathcal{N}$ to decompose in $\mathcal{B}_{c,s} \hat{A} \mathcal{B}_{d,t}$.

**Theorem 4.6.** Let $(X, \tau)$ be an admissible pair and let $\mathcal{B}_{c,s} = \mathcal{B}_{c,s}(X, \tau)$ and $\mathcal{B}_{d,t} = \mathcal{B}_{d,t}(X, \tau)$ be two right coideals such that $(\mathcal{U}_q(g'), \mathcal{B}_{c,s})$ and $(\mathcal{U}_q(g'), \mathcal{B}_{d,t})$ are quantum symmetric pairs with simple generators. Fix $U = (u_1, u_2, \ldots, u_k)$ with $u_j \in I \setminus X$ and let $K_\lambda \in \mathcal{A}_{\text{reg}}(F_U)$. Then $K_\lambda F_U \in \mathcal{B}_{c,s} \hat{A} \mathcal{B}_{d,t}$.

**Proof.** Let $\sim$ be the equivalence relation modulo $\mathcal{B}_{c,s} \hat{A} \mathcal{B}_{d,t}$. We proceed with induction on the structure of $F_U$. If $|U| = 0$, then $K_\lambda F_U \in \hat{A} \subseteq \mathcal{B}_{c,s} \hat{A} \mathcal{B}_{d,t}$. Let $k = |U| > 0$ and assume that, for all $V \subseteq U$ such that $V \neq U$, we have $K_\lambda F_V \in \mathcal{B}_{c,s} \hat{A} \mathcal{B}_{d,t}$. For $u_k \in \Gamma \setminus X$ compute

$$K_\lambda F_U = K_\lambda F_{u_1} F_{u_2} \cdots F_{u_{k-1}} B_{u_k}^{-1} u_k + d_{u_k} K_\lambda F_{u_1} F_{u_2} \cdots F_{u_{k-1}} F_{\tau(u_k)} K_{u_k}^{-1}$$

$$- t_{u_k} K_\lambda F_{u_1} F_{u_2} \cdots F_{u_{k-1}} K_{u_k}^{-1}.$$  

By Remark 4.5 $K_\lambda \in \mathcal{A}_{\text{reg}}(F_{(u_1, u_2, \ldots, u_{k-1})})$. Hence, by the induction hypothesis, $K_\lambda F_{u_1} F_{u_2} \cdots F_{u_{k-1}}$ is in $\mathcal{B}_{c,s} \hat{A} \mathcal{B}_{d,t}$. Therefore $K_\lambda F_{u_1} F_{u_2} \cdots F_{u_{k-2}} B_{u_k}^{-1} u_k$ belongs to $\mathcal{B}_{c,s} \hat{A} \mathcal{B}_{d,t}$. With Lemma 4.1 and the induction hypothesis we show that

$$t_{u_k} K_\lambda F_{u_1} F_{u_2} \cdots F_{u_{k-1}} K_{u_k}^{-1} = t_{u_k} q^{-(\alpha_{u_1} + \alpha_{u_2} + \ldots + \alpha_{u_{k-1}})} K_{u_k}^{-1} K_\lambda F_{u_1} F_{u_2} \cdots F_{u_{k-1}}$$

is in $\mathcal{B}_{c,s} \hat{A} \mathcal{B}_{d,t}$. By Lemma 4.1 we write $K_\lambda K_{u_k}^{-1} = K_\lambda K_\delta \in \mathcal{B}_{c,d} \hat{A}$, where $\gamma = -\frac{1}{2}(\alpha_{u_k} - \Theta(\alpha_{u_k}))$ and $\delta = -\frac{1}{2}(\alpha_{u_k} - \Theta(\alpha_{u_k})) = -\lambda - \mu$. For $U' = (u_1, u_2, \ldots, u_{k-1})$ we have to show that $K_{\lambda - \mu_{u_k}} \in \mathcal{A}_{\text{reg}}(F_{U'})$ and hence, by the induction hypothesis, $K_{\lambda - \mu_{u_k}} F_{U'}$ belongs to $\mathcal{B}_{c,s} \hat{A} \mathcal{B}_{d,t}$. When $1 \leq \ell \leq k$ we rewrite condition 4.12 for $U$ for any subsequence $(v_1, v_2, \ldots, v_{k-\ell})$ of $U'$ to

$$\frac{c_{v_1}c_{v_2} \cdots c_{v_{k-\ell}}}{d_{v_1}d_{v_2} \cdots d_{v_{k-\ell}}} \neq q\exp \left( \sum_{i=1}^{(k-1)-(\ell-1)} (\lambda + \mu, \alpha_{v_i} + \alpha_{\tau(v_i)}) - \sum_{1 \leq i,j < (k-1)-(\ell-1), i \neq j} (\alpha_{v_i}, \alpha_{v_j}) \right).$$

This completes the proof.
We show that $K_{\delta}$ follows that

Substitute $\lambda \in U_{i,j}$, (4.3) gives

for $0 \leq \ell \leq k - 1$ and where $\tilde{\mu}$ ranges over the subset

of (4.3). Hence all the required conditions to apply the induction hypothesis on $K_{\lambda - \mu_{u_p}} F_{U_p}$ hold. It follows that $K_{\lambda - \mu_{u_p}} F_{U_p} \in \mathcal{B}_{c,s} \mathcal{A} \mathcal{B}_{d,t}$ and $K_{\lambda} F_{U_p} \sim d_{u_k} K_{\lambda} F_{u_1} F_{u_2} \ldots F_{u_{\ell-1}} E_{\tau(u_k)} K_{u_k}^{-1}$.

We show that $E_{\tau(u_k)} K_{u_k}^{-1}$ can be pulled to the left side of (4.4). Let $p$ be the largest integer such that $\tau(u_k) = u_p$ where $0 \leq p \leq k - 1$. We show that we can pull $E_{\tau(u_k)}$ through $F_{u_p}$. Since $[E_i, F_j] = \delta_{i,j} (q_i - q_{i-1})^{-1} (K_i - K_{i-1})$ we have

Let $U' = (u_1, u_2, \ldots, u_p, u_{p+1}, \ldots, u_{k-1})$. By Lemma 4.1 we have $K_{\lambda} K_{u_p}^{-1} K_{u_k}^{-1} \in \mathcal{B}_{c,s} K_{\lambda - \mu_{u_p} - \mu_{u_k}}$. Using the induction hypothesis we will show that $K_{\lambda - \mu_{u_p} - \mu_{u_k}} F_{U'} \in \mathcal{B}_{c,s} \mathcal{A} \mathcal{B}_{c,s}$, so that (4.6) gives

We show that $K_{\lambda - \mu_{u_p} - \mu_{u_k}} \in \mathcal{A}_{\text{reg}}(F_{U'})$ Note that, for $2 \leq \ell \leq k$, and for any subsequence $(v_1, v_2, \ldots, v_{k-\ell})$ of $U'$, (4.3) gives

Substitute $\ell \mapsto \ell + 2$ in (4.8) and take $N_k = -1$, $N_p = \pm 1$ in (4.3), then

for $0 \leq \ell \leq k - 2$ and where $\tilde{\mu}$ ranges over the subset

of (4.3). Hence all the required conditions to apply the induction hypothesis on $K_{\lambda - \mu_{u_p} - \mu_{u_k}} F_{U'}$ hold. It follows that $K_{\lambda - \mu_{u_p}} F_{U'} \in \mathcal{B}_{c,s} \mathcal{A} \mathcal{B}_{d,t}$. 
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By repeated application of (4.7) we can pull \(E_{\tau(u_k)}\) through (4.4). Taking into account the \(q\)-commutation relations for \(K_{u_k}^{-1}\) and \(F_{u_i}\), we have modulo \(\hat{B}_{c,s}\hat{A}\hat{B}_{d,t}^\dagger\)

\[
K_{\lambda}F_U \sim q\text{-exp}((\lambda, \alpha_{\tau(u_k)}) - (\alpha_{u_k}, \alpha_{u_i} + \alpha_{u_2} + \ldots + \alpha_{u_{k-1}})) \\
\times \frac{d_{u_k}}{c_{u_k}} E_{\tau(u_k)}K_{u_k}^{-1}K_{\lambda}F_{u_i}F_{u_2} \ldots F_{u_{k-1}} \\
= q\text{-exp}((\lambda, \alpha_{\tau(u_k)}) - (\alpha_{u_k}, \alpha_{u_i} + \alpha_{u_2} + \ldots + \alpha_{u_{k-1}})) \\
\times \frac{d_{u_k}}{c_{u_k}} (F_{u_k} - c_{u_k} F_{u_k}^b s_{u_k} F_{u_k}^{c_{u_k} b s_{u_k}}) K_{\lambda}F_{u_i}F_{u_2} \ldots F_{u_{k-1}} \\
\sim q\text{-exp}((\lambda, \alpha_{u_k} + \alpha_{\tau(u_k)}) - (\alpha_{u_k}, \alpha_{u_i} + \alpha_{u_2} + \ldots + \alpha_{u_{k-1}})) \\
\times \frac{d_{u_k}}{c_{u_k}} K_{\lambda}F_{u_k}F_{u_i}F_{u_2} \ldots F_{u_{k-1}},
\]

because we already noticed that \(K_{u_k}^{-1}K_{\lambda}F_{u_i}F_{u_2} \ldots F_{u_{k-1}} \in \hat{B}_{c,s}\hat{A}\hat{B}_{d,t}^\dagger\). Hence we obtain for \(U \in (I \setminus X)^k\) and \(K_{\lambda} \in \mathcal{A}_{\text{reg}}(F_U)\) the identity (4.10)

\[
K_{\lambda}F_U \sim C(\lambda, U)K_{\lambda}F_{u_i}F_{u_2} \ldots F_{u_{k-1}},
\]

where

\[
C(\lambda, U) = q\text{-exp}((\lambda, \alpha_{u_k} + \alpha_{\tau(u_k)}) - (\alpha_{u_k}, \alpha_{u_i} + \alpha_{u_2} + \ldots + \alpha_{u_{k-1}})) \frac{d_{u_k}}{c_{u_k}}.
\]

Let \(S_k\) be the permutation group on \{1, 2, \ldots, k\}. For \(V = (v_1, v_2, \ldots, v_k) \in I^k\) and \(\sigma \in S_k\) define the action of \(\sigma\) on \(I^k\) by \(\sigma V = (v_{\sigma(1)}, v_{\sigma(2)}, \ldots, v_{\sigma(k)})\).

Let \(\sigma = (1 2 \ldots k) \in S_k\) be the rotation of order \(k\). Define \(U_0 = U\) and \(U_{\ell} = \sigma U_{\ell-1}\) for \(\ell > 0\). Fix \(K_{\lambda} \in \mathcal{A}_{\text{reg}}(F_U)\). Note that requirements (4.2) and (4.3) are invariant under the action of \(\sigma\), i.e., \(v_i \mapsto v_{\sigma(i)}\) for all \(i \in I\) in (4.2) and (4.3), hence for all \(\ell \geq 0\) we have \(K_{\lambda} \in \mathcal{A}_{\text{reg}}(F_{U_\ell})\). Therefore the requirements for (4.11) are satisfied for all \(U_{\ell}\) and we have \(K_{\lambda}F_{U_\ell} \sim C(\lambda, U_{\ell})F_{U_{\ell+1}}\) for all \(\ell \geq 0\). Since \(\sigma^k = \text{id}\) it follows that \(U_k = U_0\) and from (4.11) we have (4.12)

\[
K_{\lambda}F_U \sim \left( \prod_{\ell=0}^{k-1} C(\lambda, U_{\ell}) \right) K_{\lambda}F_U \\
\sim q\text{-exp} \left( (\lambda, \sum_{i=1}^k (\alpha_{u_i} + \alpha_{u_{\sigma(i)}})) - \sum_{1 \leq i, j \leq k, \ i \neq j} (\alpha_{u_i}, \alpha_{u_j}) \right) \times \frac{d_{u_k} d_{u_2} \ldots d_{u_k}}{c_{u_k} c_{u_2} \ldots c_{u_k}} K_{\lambda}F_U.
\]

Because \(K_{\lambda} \in \mathcal{A}_{\text{reg}}(F_U)\) it follows from (4.2) that the coefficient of \(F_U\) on the right hand side of (4.12) is not equal to one. Subtracting the right hand side gives \(K_{\lambda}F_U \sim 0\) or equivalent \(K_{\lambda}F_U \in \hat{B}_{c,s}\hat{A}\hat{B}_{d,t}^\dagger\) \(\square\)

Remark 4.7. The proof of Theorem 4.6 is constructive, hence provides an algorithm to calculate the radial part \(K_{\lambda}F_U\) for all \(U = (u_1, u_2, \ldots, u_k) \in (I \setminus X)^k\), where \(K_{\lambda} \in \mathcal{A}_{\text{reg}}(F_U)\). However the number of terms in \(\hat{B}_{c,s}\hat{A}\hat{B}_{d,t}^\dagger\) of \(K_{\lambda}F_U\) where \(|U| = k\) grows exponentially in \(k\). Indeed, in the worst case, to permute \(U = (u_1, u_2, \ldots, u_k)\) to \((u_k, u_1, u_2, \ldots, u_{k-1})\), (4.4) gives two extra terms \(K_{\lambda}F_{V'}\), where \(|V| = k - 1\), (4.6) gives \(2(k - 2)\) extra terms \(K_{\lambda}F_{V''}\), where \(|V'| = k - 2\), and (4.9) gives two extra terms \(K_{\lambda}F_{\ell}\), where \(|V| = k - 1\). If \(f_k\) is the number of terms for \(K_{\lambda}F_U\), where \(|U| = k\), in the worst case, we have recurrence relation \(f_k = 4f_{k-1} + 2(k - 2)f_{k-2}\) for \(k \geq 1\), with starting values \(f_1 = 1\) and \(f_0 = 1\). Since \(f_k \geq 4f_{k-1}\) we have \(f_k \geq 4^k\). On the other hand, \(f_{k-1} \geq f_{k-2}\), so that \(f_k = 4f_{k-1} + 2(k - 2)f_{k-2} \leq 2k f_{k-1}\). Therefore an upper bound is given by \(f_k \leq 2^k k!\). This shows that \(f_k\) grows exponentially in \(k\). Applying the permutation \(k\) times finishes the algorithm, therefore, in the worst case, producing \(k f_k\) terms. The number of terms \(k f_k\) grows exponentially in \(k\).

Remark 4.8. Assumption (4.2) in Theorem 4.6 is to be expected. A similar assumption is made in [5] Theorem 2.4 where Casselman and Miličić take the action of \(a\), where \(a\) is a regular point of the torus \(A\). If \(a\) would not be a regular point [5] Lemma 2.2] fails to be true because of a division by zero. The same problem occurs in the quantum case if we don’t assume (4.2).
5 Spherical functions on quantum symmetric pairs

In this section we introduce spherical functions in general. We give a quantum analogue for the map II of Casselman and Miličić for quantum symmetric pairs with simple generators. Moreover, we prove a quantum analogue, Theorem 5.4 of [3 Theorem 3.1]. Next we study the *-invariance of the right coideals of a Hopf ∗-algebra. Theorem 5.5 gives conditions for an orthogonality relation for spherical functions on Hopf ∗-algebras.

Definition 5.1. Let $B$ and $B'$ be two right coideal subalgebras of a Hopf algebra $A$. Take finite dimensional representations $t_B$ and $t_{B'}$ of $B$, $B'$ acting on vector spaces $V$, $W$ respectively. A linear map $\Phi : A \to \text{End}(W, V)$ is called a $(t_B, t_{B'})$-spherical function if for all $B \in B$, $B' \in B'$ and $Y \in A$

$$\Phi(BYB') = t_B(B)\Phi(Y)t_{B'}(B').$$

The space of all $(t_B, t_{B'})$-spherical functions is denoted by $\mathcal{F}_{t_B, t_{B'}}(A)$.

Remark 5.2. The case $A = U_q(g)$, $B = \hat{B}_{c,s}$ and $B' = \hat{B}_{d,t}$ where $g$ is a semi-simple Lie algebra with non-reduced root system has been studied by Letzter [25]. She classifies all spherical functions $t_B = \epsilon_B$ and $t_{B'} = \epsilon_{B'}$ in this case the $(\epsilon_B, \epsilon_{B'})$-spherical functions are identified with Macdonald polynomials, [25 Theorem 8.2].

Definition 5.3. Let $(X, \tau)$ be an admissible pair and $\hat{B}_{c,s} = \hat{B}_{c,s}(X, \tau)$ and $\hat{B}_{d,t} = \hat{B}_{c,t}(X, \tau)$ be two right coideals of $U_q(g')$ with simple generators. Fix finite dimensional representations $t_1$ of $\hat{B}_{c,s}$ acting on vector space $V$ and $t_2$ of $\hat{B}_{d,t}$ acting on vector space $W$. Let $F_{t_1, t_2}(U_q(g'))$ be the set of $(t_1, t_2)$-spherical functions on $U_q(g')$. Write Res for the restriction map of $F_{t_1, t_2}(U_q(g'))$ to the quantum torus $\hat{A}$, i.e. $\text{Res}(\Phi) : \hat{A} \to \text{End}(W, V)$. We define an action of $U_q(g)$ on $F_{t_1, t_2}$ by $Y.\Phi(Z) = \Phi(Y)\Phi(Z)$ for all $Y, Z \in U_q(g) \subseteq U_q(g')$.

For $K_\lambda \in A_{\text{reg}}(Y)$, we introduce the notation

$$\Pi(Y) : A_{\text{reg}}(Y) \to \hat{B}_{c,s} \otimes \hat{A} \otimes \hat{B}_{d,t}.$$ 

For $K_\lambda \in A_{\text{reg}}(Y)$, we introduce the notation

$$\Pi(Y)(K_\lambda) = \sum B_i(\lambda; Y)K_{\lambda_i}(\lambda, X)B_i'(\lambda, Y),$$

where $B_i(\lambda; Y) \in \hat{B}_{c,s}$, $\lambda_i(\lambda, X) \in \hat{A}$ and $B_i'(\lambda, Y) \in \hat{B}_{d,t}$. Let $\eta_{t_1, t_2} = t_1 \otimes 1 \otimes t_2$ and define the map

$$\eta_{t_1, t_2}(Y) = \eta_{t_1, t_2} \circ \Pi(Y) : A_{\text{reg}}(Y) \to \text{End}(V) \otimes \hat{A} \otimes \text{End}(W).$$

We define a map $\cdot : \text{End}(V) \otimes \hat{A} \otimes \text{End}(W) \times \text{Res}(F_{t_1, t_2}(U_q(g'))) \to \text{End}(W, V)$ defined on the generators by

$$(T_1 \otimes K_\lambda \otimes T_2) \cdot \text{Res}(\Phi) = T_1 \Phi(K_\lambda)T_2,$$

for every $T_1 \in \text{End}(V)$, $T_2 \in \text{End}(W)$, $\lambda \in \hat{Q}$ such that $\Theta(\lambda) = -\lambda$ and $\Phi \in F_{t_1, t_2}(U_q(g'))$.

The following Theorem is a quantum analogue of [3 Theorem 3.1].

Theorem 5.4. Let $\hat{B}_{c,s}$ and $\hat{B}_{d,t}$ be two right coideal with simple generators of $U_q(g')$. Let $Y \in U_q(g')$ and $\Phi \in F_{t_1, t_2}(U_q(g'))$. We have $\text{Res}(Y.\Phi)(K_\lambda) = \eta_{t_1, t_2}(Y)(K_\lambda) \cdot \text{Res}(\Phi)$, for all $K_\lambda \in A_{\text{reg}}(Y)$.

Proof. Let $K_\lambda \in A_{\text{reg}}(Y)$ and by (5.1) write $\Pi(Y)(K_\lambda) = \sum B_i(\lambda; Y)K_{\lambda_i}(\lambda, X)B_i'(\lambda, Y)$. Evaluate both sides in $K_\lambda$, which gives

$$\text{Res}(Y.\Phi)(K_\lambda) = \Phi(K_\lambda Y) = \sum t_1(B_i(\lambda; Y))\Phi(K_{\mu_i}(\lambda, Y))t_2(B_i'(\lambda, Y)).$$
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and on the other hand
\[ \Pi_{\iota_1, \iota_2}(Y)(K_\lambda) \cdot \text{Res}(\Phi) = \left( \sum_i t_1(B_i(\lambda; Y)) \otimes K_{\mu_i}(\lambda; Y) \otimes t_2(B_i'(\lambda; Y)) \right) \cdot \Phi \]
\[ = \sum_i t_1(B_i(\lambda; Y)) \Phi(K_{\mu_i}(\lambda; Y)) t_2(B_i'(\lambda; Y)). \]

The element \( \Pi_{\iota_1, \iota_2}(Y) \) is called the radial part of \( Y \). In Section \ref{section3} we compute the radial part of central elements in three examples. But first we study the \( * \)-invariance of \( \mathcal{B}_{c,s} \).

**Proposition 5.5.** Let \((X, \tau)\) be an admissible pair and \( \mathcal{B}_{c,s} = \mathcal{B}_{c,s}(X, \tau) \) be a right coideal subalgebra of \( \mathcal{U}_g(g') \) with simple generators. Let \( \mu \in \text{Aut}(A, X) \) such that \( \mu \) restricted to \( X \) is the identity on \( X \), \( \mu^2 = \text{id} \) and \( \mu \tau = \tau \mu \). Define a complex \( * \)-structure on \( \mathcal{U}_g(g') \) by
\[ K_i^* = K_{\mu(i)}, \quad E_i^* = \sigma_i K_{\mu(i)} F_{\mu(i)}, \quad F_i^* = \sigma_i E_{\mu(i)} K_{\mu^{-1}(i)}, \]
where \( i \in I \), \( \sigma_i = 1 \) if \( \mu(i) \neq i \) and \( \sigma_i \in \{ \pm 1 \} \) if \( \mu(i) = i \). Let \( \mathcal{B}_{c,s} \) be a right coideal with simple generators such that
\[ c_{\mu\tau(i)} = \sigma_i c_{\tau(i)} \tau^{-1} q^2 - (\alpha_{\mu(i)}, \alpha_{\tau(i)}), \quad s_{\mu\tau(i)} = -\sigma_i c_{\tau(i)} \tau^{-1} \]
The \( * \)-structure in (5.2) is a \( * \)-operator on \( \mathcal{U}_g(g') \). Moreover \( \mathcal{B}_{c,s} \) is \( * \)-invariant with the \( * \)-action given on the generators \( \alpha \in Q \), with \( \Theta(\alpha) = \alpha \), and \( i \in \Gamma \setminus X \) by
\[ K_i^* = K_\beta, \quad B_i^* = -\sigma_i \tau K_{\mu\tau(i) - \mu(i)} B_{\mu\tau(i)}, \]
where \( \alpha = \sum_{i \in I} n_i \alpha_i \in Q \), \( \Theta(\alpha) = \alpha \) and \( \beta = \sum_{i \in I} n_i \alpha_{\mu(i)} \).

**Proof.** By a direct verification on the generators (5.2) defines a \( * \)-structure on \( \mathcal{U}_g(g') \), see also \cite[Proposition 6.1.17]{13}. Assuming (5.3) a straightforward calculation gives (5.4). We check that the elements of \( \mathcal{B}_{c,s} \) are again in \( \mathcal{B}_{c,s} \). Because \( \mathcal{B}_{c,s} \) is simple, by Corollary 5.5 and the definition of \( \Theta \), see \cite[(2.10)]{19}, we have \( \Theta(\alpha_i) = -\alpha_{\tau(i)} \) if \( i \in \Gamma \setminus X \) and \( \Theta(\alpha_j) = \alpha_j \) if \( j \in X \). Note that \( \mu(j) = j \) for all \( j \in X \), \( \tau^2 = \text{id} \) and \( \tau \mu = \mu \tau \). Let \( \alpha \in Q \) such that \( \Theta(\alpha) = \alpha \) and write \( \alpha = \sum_{i \in I} n_i \alpha_i \), then
\[ \sum_{i \in I} n_i \alpha_i = \Theta \left( \sum_{i \in I} n_i \alpha_i \right) = -\sum_{i \in \Gamma \setminus X} n_{\tau(i)} \alpha_i + \sum_{j \in X} n_j \alpha_j, \]
so that \( n_i = -n_{\tau(i)} \) if \( i \in \Gamma \setminus X \). Let \( \beta = \sum_{i \in I \setminus \Gamma} n_i \alpha_{\mu(i)} \), such that \( K_i^* = K_\beta \), then
\[ \Theta(\beta) = -\sum_{i \in \Gamma \setminus X} n_i \alpha_{\tau(i)} + \sum_{j \in X} n_j \alpha_{\mu(j)} = -\sum_{i \in \Gamma \setminus X} n_i \alpha_{\tau(i)} + \sum_{j \in X} n_j \alpha_{\mu(j)} = -\sum_{i \in \Gamma \setminus X} n_i \alpha_{\tau(i)} + \sum_{j \in X} n_j \alpha_{\mu(j)} = \beta, \]
so that \( K_\beta \in \mathcal{B}_{c,s} \). Let \( i \in \Gamma \setminus X \), then by (5.4) \( B_i^* = -\sigma_i \tau K_{\mu\tau(j) - \mu(j)} B_{\mu\tau(j)} \). We show that \( K_{\mu\tau(i) - \mu(i)} \in \mathcal{B}_{c,s} \). We have \( \Theta(\alpha_{\mu\tau(i)} - \alpha_{\mu(i)}) = \alpha_{\tau(i)} - \alpha_{\tau\tau(i)} = \alpha_{\tau\tau(i)} - \alpha_{\mu\tau(i)} = \alpha_{\mu(i)} \), hence \( K_{\mu\tau(i) - \mu(i)} \in \mathcal{B}_{c,s} \). Therefore \( B_i^* \in \mathcal{B}_{c,s} \), when \( i \in \Gamma \setminus X \). For \( i \in X \) we have \( E_i^*, F_i^*, K_i^* \in \mathcal{M}_X \subseteq \mathcal{B}_{c,s} \). This yields that \( \mathcal{B}_{c,s}^* = \mathcal{B}_{c,s} \), which proves the last part of the proposition.

**Remark 5.6.** Take \( \mu = \text{id} \) and \( \sigma_i = 1 \) for all \( i \in I \) in Proposition 5.5 then the \( * \)-operator defined by \( K_i^* = K_i, E_i^* = K_i F_i^* \) and \( F_i^* = E_i K_i^{-1} \) is called the compact real form of \( \mathcal{U}_g(g') \). For the right coideal \( \mathcal{B}_{c,s} \) such that \( c_{\tau(i)} = \tau^{-1} q^2 - (\alpha_{\tau(i)}, \alpha_{\tau\tau(i)}) \) and \( s_{\tau(i)} = -\tau^{-1} q \), we have that \( \mathcal{B}_{c,s} \) is \( * \)-invariant. We denote \( \mathcal{U}_g(g, a) \) for the quantized universal enveloping algebra \( \mathcal{U}_g(a) \) equipped with the compact real form.

**Definition 5.7.** For a Hopf \((\ast)\)-algebra \( A \) define the set \( A_{\text{grp}} \) of invertible group-like elements to be the invertible elements \( a \in A \) such that \( \Delta(a) = a \otimes a \). Note that from the Hopf algebra axioms we have \( m \circ (e \otimes \text{id}) \circ \Delta = \text{id} \), thus for every \( a \in A_{\text{grp}} \) we have \( a = e(a) a \). Since every \( a \in A_{\text{grp}} \) is invertible it follows that \( e(a) = 1 \).
Let $A$ be a Hopf algebra and let $B, B'$ be two right coideal subalgebras of $A$. Let $t_B$ be a finite dimensional representations of $B$ and let $t_{B'}$ be a finite dimensional representations of $B'$. We define a right action of $A$ on $F_{tr,t_B}(A)$ by $(\Phi, a)(a')' = \Phi(aa')$ for all $a, a' \in A$ and $\Phi \in F_{tr,t_B}(A)$.

Theorem 5.8 motivates the $*$-invariance of the right coideal subalgebras on $F_0(g)$. This theorem is a generalization of [4, Theorem 5.5], which plays a key role in the orthogonality for the matrix valued spherical functions of the quantum symmetric pair $(U_0(\mathfrak{su}_2) \otimes U_0(\mathfrak{su}_2), B)$.

**Theorem 5.8.** Let $A$ be a Hopf $*$-algebra and $B, B'$ be two $*$-invariant right coideal subalgebras of $A$. Let $\Phi, \Psi : A \to \text{End}(V, W)$ be two $(t_B, t_{B'})$-spherical functions for unitary representations $t_B$ of $B$ and $t_{B'}$ of $B'$. Take $a_s \in A_{grp}$ to be a self-adjoint element, i.e. $a_s^* = a_s$, and define

$$\tau_{a_s} : A \to \mathbb{C} : a \mapsto \text{tr}((\Phi(a_s))(\Psi(a_s))^*)$$

If $a_s^2 S(a^*) = S(a)^* a_s^2$ for all $a \in A$ then $\tau_{a_s}$ is a $(\epsilon_{a_s^{-1}B_a}, \epsilon_{B'})$-spherical function, where $\epsilon_{a_s^{-1}B_a}$ is the counit representation restricted to $a^{-1}B_a$ and $\epsilon_{B'}$ the counit representation of $B'$. We reformulate that if $a_s^2 S(a^*) = S(a)^* a_s^2$ for all $a \in A$, then for all $a, b \in A$, $b \in B$ and $b' \in B'$ we have

$$\tau_{a_s}(a_s^{-1}ba_s ab') = \epsilon(a_s^{-1}ba_s)\tau_{a_s}(a)\epsilon(b').$$

**Remark 5.9.** The algebra $a_s^{-1}B_a$ in Theorem 5.8 is a right coideal subalgebra, because $a_s$ and $a_s^{-1}$ are group-like. Also if $a_s$ does not satisfy $a_s^2 S(a^*) = S(a)^* a_s^2$ for all $a \in A$ the spherical function behavior $\tau_{a_s}(ab') = \tau_{a_s}(a)\epsilon(b')$ still holds for all $a \in A$ and $b \in B'$.

**Proof of Theorem 5.8** Let $M = \dim(V)$ and $N = \dim(W)$. Write $\Phi = (\Phi_{m,n})_{m,n}$ and $\Psi = (\Psi_{m,n})_{m,n}$ with $\Phi_{m,n}, \Psi_{m,n}$ linear functionals on $A$ where $1 \leq m \leq M$ and $1 \leq n \leq N$. A straightforward calculation gives

$$\text{tr}((\Phi(a_s))(\Psi(a_s))^*) = \sum_{m=1}^{M} \sum_{n=1}^{N} \Phi_{m,n}(a_s a_s(a_s))^* \Psi_{m,n}(a_s S(a_{(2)})^*)$$

so that for every $a \in A$

$$\tau_{a_s}(a) = \sum_{m=1}^{M} \sum_{n=1}^{N} \sum_{(a)} \Phi_{m,n}(a_s a_s(a_s))^* \Psi_{m,n}(a_s S(a_{(2)})^*),$$

using $\xi^*(a) = \xi(S(a)^*)$ for all linear functions $\xi : A \to \mathbb{C}$ and $a \in A$.

Take $b' \in B'$ and $a \in A$ we prove first that $\tau_{a_s}(ab') = \tau_{a_s}(a)\epsilon(b')$ for all $a_s \in A_{grp}$. We have

$$\tau_{a_s}(ab') = \sum_{m=1}^{M} \sum_{n=1}^{N} \sum_{(a),(b')} \Phi_{m,n}(a_s a_s(a_s))^* \Psi_{m,n}(a_s S(a_{(2)})^* S(b'_{(2)})^*)$$

Because $B'$ is a right coideal of $A$ we have $b'_{(1)} \in B'$. Since $\Phi$ is a $(t_B, t_{B'})$-spherical function we have $\Phi_{m,n}(a_s a_s(a_s))^* S(b'_{(2)})^* = \sum_{k=1}^{N} \Phi_{m,k}(a_s a_s(a_s))^* S(b'_{(2)})^*$. Moreover $t_B$ is a unitary representation and $B'$ is $*$-invariant, hence $t_B^*(b'_{(1)})^* = \Phi_{n,k}(b'_{(1)})^*$. We obtain

$$\tau_{a_s}(ab') = \sum_{m=1}^{M} \sum_{k=1}^{N} \sum_{(a),(b')} \Phi_{m,k}(a_s a_s(a_s))^* \Psi_{m,n}(a_s S(a_{(2)})^* S(b'_{(2)})^*)$$

$$= \sum_{m=1}^{M} \sum_{n=1}^{N} \sum_{(a),(b')} \Phi_{m,k}(a_s a_s(a_s))^* \Psi_{m,n}(a_s S(a_{(2)})^*) t_B^*(b'_{(1)})^*$$

$$= \sum_{m=1}^{M} \sum_{n=1}^{N} \sum_{(a),(b')} \Phi_{m,k}(a_s a_s(a_s))^* \Psi_{m,n}(a_s S(a_{(2)})^*) S(b'_{(2)})^* (b'_{(1)})^*$$

$$= \sum_{m=1}^{M} \sum_{n=1}^{N} \sum_{(a)} \Phi_{m,k}(a_s a_s(a_s))^* \Psi_{m,k} \left( a_s S(a_{(2)})^* S(b'_{(2)})^* (b'_{(1)})^* \right).$$
Use the antipode axiom for the Hopf algebra $A$ so that $\sum_{(b')} S(b'_2)^* (b'_1)^* = (\sum_{(b')} b'_1 S(b'_2))^* = \epsilon(b')$. Therefore we see that $\tau_{a^s}(ab') = \tau_{a^s}(a)\epsilon(b')$.

Now we show that if $a_s^2 S(a^*) = S(a)^* a_s^2$ for all $a \in A$ then $\tau_{a^s}(a^{-1} b_s a) = \epsilon(a^{-1} b_s a)\tau_{a^s}(a)$ for all $a \in A$ and $b \in B$. Let $a \in A$ and $b \in B$, we have

$$
\tau(a^{-1}b_s a) = \sum_{m=1}^{M} \sum_{n=1}^{N} \Phi_{m,n}(b_{(1)}a_s a_{(1)}) \Psi_{m,n}(a_s S(a^{-1})^* S(b_{(2)})^* S(a_{(2)})^*).
$$

Since $a_s$ is invertible and a group like element it follows from antipode axiom for the Hopf algebra that $S(a_s) = a_s^{-1}$. Because $a_s$ is self adjoint we have $S(a_s)^* = S(a_s^*) = a_s^{-1}$. For the right coideal $B$ we have, $b_{(1)} \in B$. This yields

$$
\tau(a^{-1}b_s a) = \sum_{m,k=1}^{M} \sum_{n=1}^{N} t_{m,k}^B(b_{(1)}) \Phi_{k,n}(a_s a_{(1)}) \Psi_{m,n}(a_s^2 S(b_{(2)})^* a_s^{-1} S(a_{(2)})^*)
$$

$$
= \sum_{k=1}^{M} \sum_{n=1}^{N} \Phi_{k,n}(a_s a_{(1)}) \Psi_{k,n} \left( \sum_{(b)} t_{(1)}^B a_s^2 S(b_{(2)})^* a_s^{-1} S(a_{(2)})^* \right),
$$

where we used the spherical property of $\Psi$, which is $\Psi_{m,n}(b_{(1)} a_s^{-1} a_{(1)}) = \sum_{k=1}^{M} t_{m,k}^B(b_{(1)}) \Psi_{k,n}(a_s a_{(1)})$, and the unitary of the representation, i.e. $t_{m,k}^B(b_{(1)}) = \overline{t_{k,m}^B(b_{(1)})}$. Note that $b_{(2)} \in A$ and by the property of $a_s$ we have $a_s^2 S(b_{(2)}) = S(b_{(2)}) a_s^2$, therefore

$$
\sum_{(b)} t_{(1)}^B a_s^2 S(b_{(2)})^* a_s^{-1} S(a_{(2)})^* = \sum_{(b)} t_{(1)}^B S(b_{(2)}) a_s S(a_{(2)})^* = \epsilon(b^*) a_s S(a_{(2)})^*.
$$

Use that $\epsilon(b^*) = \overline{\epsilon(b)}$ and $\epsilon(a_s) = 1 = \epsilon(a_s^{-1})$, hence $\epsilon(b^*) = \epsilon(a_s b_s^{-1})$. Combining these facts we have $\tau_{a^s}(a_s b_s^{-1} a) = \epsilon(a_s b_s^{-1}) \tau_{a^s}(a)$. \hfill $\Box$

In Theorem 5.10 we need $a_s \in A_{\text{exp}}$ self adjoint such that $a_s^2 S(a^*) = S(a)^* a_s^2$ for all $a \in A$. In the next lemma we show that each quantized function algebra $U_q(\mathfrak{g})$ contains such an element.

**Lemma 5.10.** Suppose $\mathfrak{g}$ is a semi-simple Lie algebra and suppose $U_q(\mathfrak{g})$ is equipped with compact real form. Let $\rho$ be the half sum of the positive roots and let $s_a = K_{-\rho} \in U_q(\mathfrak{g})$. Then $a_s$ is self adjoint and $a_s^2 S(a^*) = S(a)^* a_s^2$ for all $a \in U_q(\mathfrak{g})$.

**Proof.** By Remark 5.6 the compact real form act trivially on $U^0$, hence $K_{-\rho} = K_{-\rho}$. On the generators of $U_q(\mathfrak{g})$ we check readily that $S(a) = K_{2\rho} a K_{-2\rho}$ for all $a \in U_q(\mathfrak{g})$, see also [13] Chapter 6, Proposition 6] and [21] p. 79, Exercise 4.1.1. By [13] Chapter 1, Proposition 10 we have $S^{-1} = \ast \circ S \circ \ast$. Apply $S^{-1} = \ast \circ S \circ \ast$ on both sides of $S^2(a) = K_{2\rho} a K_{-2\rho}$ to obtain $S(a) = (S(K_{2\rho}^a S(a^*) S(K_{-2\rho}^a))^a$. Since $K_{2\rho}$ and $K_{-2\rho}$ are self adjoint we have $S(a)^* = K_{-2\rho} S(a^*) K_{2\rho}$, from which the statement follows. \hfill $\Box$

**Example 5.11.** Let $n$ be an arbitrary positive integer and let $\mathfrak{g} = \mathfrak{sl}_n$ be the simple Lie algebra of type $A_n$. The half sum of positive roots $\rho$ is given by $2\rho = \sum_{i=1}^{n} (n-i+1)i a_i$, see [12] p. 684. From $\rho$ the elements $a_s$ of Lemma 5.10 is given by

$$
a_s = K_{-\rho} = \prod_{i=1}^{n} K_{\frac{1}{2}(i-n-1)i}.
$$

For example $a_s$ for $n = 1, n = 2$ and $n = 3$ is respectively equal to

$$
K_{-\frac{1}{2}}, \quad (K_1 K_2)^{-1}, \quad (K_1^3 K_2^4 K_3^3)^{-\frac{1}{2}}.
$$
6 Calculations of the radial part

In this section we compute the radial part of the Casimir elements of the quantum analogues of \((SU(2), U(1))\), \((SU(2) \times SU(2), \text{diag})\) and \((SU(3), U(2))\). We assume that every right coideal \(B_{c,s} \) is \(s\)-invariant for the compact real form on \(U_0(\mathfrak{g})\) and that \(c \in \mathcal{C} \cap (\mathbb{R}^k)^k \) and \(s \in \mathcal{S} \cap \mathbb{R}^k\). However, the calculations in this chapter can be executed for general \(c\) and \(s\), although these cases will not have a nice limit if \(q \to 1\) and often the radial part of the Casimir elements will not generate a second order \(q\)-difference equation of Askey-Wilson type, \([14]\).

Example 6.1 extends the results of \([20]\) and gives rise to an alternative proof for \([15]\) Theorem 7.6] of which we skip the details. Example 6.2 coincides with \([1]\) Proposition 5.10]. Example 6.3 extends Letzter’s classification \([25]\) Theorem 8.2] to an example for a quantum symmetric pair where the restricted root system is non-reduced. We show that the radial part of the center in Example 6.3 restricted to the radial part of the Casimir elements of the quantum analogues of \((SU(2), U(1))\), \((SU(2) \times SU(2), \text{diag})\) and \((SU(3), U(2))\). We assume that every right coideal \(B_{c,s} \) is \(s\)-invariant for the compact real form on \(U_0(\mathfrak{g})\).

Recall the definition of the rank 1 coideal \(B\) as an element of \(\tilde{B} \cap A \otimes B_{d,t}\) for well chosen values for \(c, d, s\) and \(t\).

We now proceed one level higher and obtain

\[
K^\lambda F = K^\lambda(-EK^{-1} - t(K^{-1} - 1) + B_t)
\]

\[
= q^{2\lambda}(F + s(K^{-1} - 1) - B_s)K^\lambda + K^\lambda B_t - t(K^{-1} - K^\lambda)
\]

\[
= q^{2\lambda}K^\lambda F + (sq^{2\lambda} - t)(K^{-1} - K^\lambda) - q^{2\lambda}B_s + K^\lambda B_t.
\]

Hence we have

\[
(1 - q^{2\lambda})K^\lambda F = (sq^{2\lambda} - t)(K^{-1} - K^\lambda) - q^{2\lambda}B_sK^\lambda + K^\lambda B_t.
\]

We now proceed one level higher and obtain

\[
K^\lambda F^2 = K^\lambda F(-EK^{-1} - t(K^{-1} - 1) + B_t)
\]

\[
= -q^{2\lambda - 2}EK^{-1}K^\lambda F + \frac{1}{(q - q^{-1})(K^\lambda - K^{-1} - K^\lambda - 2)} - \frac{t}{q^2}(K^\lambda - K^{-1} - K^\lambda - 2) + K^\lambda F + K^\lambda FB_t
\]

\[
= q^{2\lambda - 2}K^\lambda F^2 + (t - q^{2\lambda - 2})K^\lambda F + \left(\frac{q^{2\lambda - 2} - s}{q^2}\right)\frac{1}{(q - q^{-1})(K^\lambda - K^{-1} - K^\lambda - 2)} - q^{2\lambda - 2}B_sK^\lambda F + K^\lambda FB_t.
\]
hence we have

\[(1 - q^{4\lambda - 2}) K^\lambda F^2 = (t - q^{2\lambda - 2}) K^\lambda F + \left( q^{2\lambda - 2}s - \frac{t}{q^t} \right) K^{\lambda - 1}F \]

\[= \frac{1}{(q - q^{-1})} (K^\lambda - K^{\lambda - 2}) - q^{2\lambda - 2} B_\lambda K^\lambda F + K^\lambda F B_\lambda. \tag{6.3} \]

Assume that \(q^{4\lambda} \neq 1\) and \(q^{4\lambda-2} \neq 1\), which definitely holds if \(K^\lambda \in A_{\text{reg}} \langle EF \rangle\). Use (6.3) in (6.1) to obtain

\[K^\lambda EF = - \frac{(s - q^{2\lambda + 2}t)}{(1 - q^{4\lambda + 2})} K^{\lambda + 1}F - \frac{(s - q^{2\lambda + 2}t)}{(1 - q^{4\lambda + 2})} K^{\lambda}F + q^{2\lambda} \left( 1 - q^{-1} \right) B_\lambda K^{\lambda + 1} F \]

\[= q^{4\lambda + 2} \frac{1}{(1 - q^{4\lambda + 2})} K^{\lambda + 1} F B_\lambda - q^{4\lambda + 2} \frac{K^{\lambda + 1} - K^\lambda}{(q - q^{-1})(1 - q^{4\lambda + 2})}, \]

substituting (6.2) gives that \(K^\lambda EF\) is equal to

\[q^{2\lambda}(t - q^{2\lambda + 2}s)(s - q^{2\lambda + 2}t) K^{\lambda + 1} - K^\lambda - q^{2\lambda}(t - q^{2\lambda + 2}s)(s - q^{2\lambda + 2}t) K^{\lambda - 1} - K^\lambda \]

\[+ q^{4\lambda + 2} \frac{1}{(1 - q^{4\lambda + 2})} K^{\lambda + 1} - K^\lambda \]

\[= q^{2\lambda}(1 - q^{4\lambda + 2}) B_\lambda K^{\lambda + 1} + q^{2\lambda}(1 + q^{4\lambda + 2}) B_\lambda K^{\lambda + 1} - K^\lambda \]

\[= q^{4\lambda + 2} \frac{1}{(1 - q^{4\lambda + 2})} K^{\lambda + 1} B_\lambda - q^{4\lambda + 2} \frac{1}{(1 - q^{4\lambda + 2})} K^{\lambda + 1} B_\lambda. \]

Add \(K^\lambda (q^{-1}K + qK^{-1} - 2)\) to both sides so that we have \(K^\lambda \Omega \in \hat{B}_s \hat{A} \hat{B}_t\).

Take \(\sigma, \tau \in \mathbb{R}\) such that \(s = q^2(q^{-\sigma} - q^\tau)(q^{-1} - q)^{-1}, t = q^2(q^{-\tau} - q^\sigma)(q^{-1} - q)^{-1}\). For \(\lambda \neq 0, -\frac{1}{2}, -1\) we obtain

\[q\left( q - q^{-1} \right)^2 K^\lambda \Omega = f(q^\lambda)(K^{\lambda + 1} - K^\lambda) + f(q^{-\lambda - 1})(K^\lambda - K^{\lambda - 1})\]

\[+ (1 - q)^2 K^\lambda + (\hat{B}_{\sigma, s} + \hat{A}(\hat{B}_{\tau, t})). \tag{6.4} \]

where for \(C \subseteq \hat{U}_q(\mathfrak{g}')\) we use the notation \(C_+ = \{ c \in C : \epsilon(c) = 0 \}\) and

\[f(q^\lambda) = \frac{(1 + q^{2\lambda + \sigma + \tau + 2})(1 + q^{2\lambda - \sigma - \tau + 2})(1 - q^{2\lambda - \sigma + \tau + 2})}{(1 - q^{4\lambda + 2})(1 - q^{4\lambda + 4})}. \]

Identifying \(z\) with \(q^{2\lambda + 1}\) and \(A^{\lambda - 1}, A^\lambda, A^{-\lambda}\) with \(q^{-1}z, z, qz\) in (6.3) we find the second order \(q\)-difference operator for Askey-Wilson polynomials with two free parameters. This observation is a key ingredient, see [20, Lemma 5.1], of some of the main results in Koornwinder [20, Theorem 5.2 and Theorem 5.3].

In a similar fashion the \(\hat{B}_{\sigma, s} \hat{A} \hat{B}_{\tau, t}\)-decomposition of the Casimir element gives rise to the \(q\)-difference equation for the Askey-Wilson polynomials in four free parameters described in the second alternative proof of [15, Remark 7.7]. Hence we can obtain an alternative proof for [15, Theorem 7.6] which requires conjugation of the radial part of the Casimir operator. We skip the details.

**Example 6.2.** Recall that the right coideal \(B\) of the quantum analogue of \((SU(2) \times SU(2), \text{diag})\) is generated by

\[B_1 = F_1 - E_2 K_1^{-1}, \quad B_2 = F_2 - E_1 K_2^{-1}, \quad K^{\pm 1} = (K_1 K_2^{-1})^{\pm 1}, \]

see also Example 6.8. Let \(\mathfrak{g} = su_2 \oplus su_2\). The Casimir elements generating the center of \(\hat{U}_q(\mathfrak{su}_2)\) are given by

\[\Omega_1 = \frac{q^{-1}K_1 + q K_1^{-1} - 2}{(q - q^{-1})^2} + E_1 F_1, \quad \Omega_2 = \frac{q^{-1}K_2 + q K_2^{-1} - 2}{(q - q^{-1})^2} + E_2 F_2. \]
Note that $\sigma : U_q(g) \to U_q(g) : X_i \mapsto X_{\tau(i)}$ where $X = E_i, F_i, K_i$ and $\tau = (12)$ is a Hopf algebra isomorphism, i.e. $\sigma$ is the flip operator. Therefore it is sufficient to calculate the radial part only for $\Omega_1$.

The quantum torus $A$ of the quantum Iwasawa decomposition, Theorem 4.3 of $U_q(g)$ is generated by $A^\pm = (K_1K_2)^\pm$. We compute the radial part of $A^\lambda\Omega_1$ in $\mathcal{B}(A)$ where $\lambda \in \frac{1}{2}\mathbb{Z}$. We apply the quantum Iwasawa decomposition, Theorem 4.3 on $A^\lambda\Omega_1$ and obtain

$$A^\lambda E_1 F_1 = q^{2\lambda} E_1 A^\lambda F_1 = q^{2\lambda}(F_2 K_2 - B_2 K_2)A^\lambda F_1 = q^{\lambda+\lambda+2}K^{-\frac{\lambda}{2}}K^{\lambda+\frac{\lambda}{2}}F_1 - q^{\lambda}B_2 K^{-\frac{\lambda}{2}}K^{\lambda+\frac{\lambda}{2}}F_1. \quad (6.5)$$

Inductively we determine the $\mathcal{B}(A)$-decomposition of $A^\lambda F_1$ and $A^\lambda F_2^*$. $A^\lambda F_1 = A^\lambda(B_1 + E_2 K_1^{-1}) = A^\lambda B_1 + q^{2\lambda} E_2 K_1^{-1} A^\lambda = A^\lambda B_1 + q^{4\lambda} A^\lambda F_1 - q^{2\lambda} B_1 A^\lambda$.

Assume that $\lambda \neq 0$, then

$$A^\lambda F_1 = \frac{1}{1 - q^{4\lambda}} (A^\lambda B_1 - q^{2\lambda} B_1 A^\lambda). \quad (6.6)$$

For $A^\lambda F_1 F_2$ we have

$$A^\lambda F_1 F_2 = A^\lambda F_1(B_2 + E_1 K_2^{-1}) = A^\lambda F_1 B_2 + A^\lambda \left( E_1 F_1 - \frac{K_1 - K_1^{-1}}{q - q^{-1}} \right) K_2^{-1} = A^\lambda F_1 B_2 + q^{2\lambda} E_1 K_2^{-1} A^\lambda F_1 - A^\lambda \left( \frac{K_1 - K_1^{-1}}{q - q^{-1}} \right) K_2^{-1} = A^\lambda F_1 B_2 + q^{4\lambda} A^\lambda F_1 F_2 - q^{2\lambda} B_2 A^\lambda F_1 - A^\lambda \left( \frac{K_1 - K_1^{-1}}{q - q^{-1}} \right) K_2^{-1}. \quad (6.7)$$

Assume $\lambda \neq -\frac{1}{2}$ and substitute (6.6) and (6.7) into (6.5) then gives

$$A^\lambda E_1 F_2 = -\frac{q^{4\lambda+2}}{(1 - q^{4\lambda+2})(q - q^{-1})} K^{\lambda+\frac{\lambda}{2}} A^{\lambda+\frac{\lambda}{2}} + \frac{q^{4\lambda+2}}{(1 - q^{4\lambda+2})(q - q^{-1})} K^{-\frac{\lambda}{2}} A^{\lambda-\frac{\lambda}{2}} + \frac{q^{4\lambda+2}}{(1 - q^{4\lambda+2})(q - q^{-1})} K^{-\frac{\lambda}{2}} A^{\lambda+\frac{\lambda}{2}} B_1 B_2 - \frac{q^{6\lambda+3}}{(1 - q^{4\lambda+2})^2} K^{-\frac{\lambda}{2}} B_1 A^{\lambda+\frac{\lambda}{2}} B_2 + \frac{q^{2\lambda+1}}{(1 - q^{4\lambda+2})^2} K^{-\frac{\lambda}{2}} B_2 A^{\lambda+\frac{\lambda}{2}} B_1 + \frac{q^{4\lambda+2}}{(1 - q^{4\lambda+2})^2} K^{-\frac{\lambda}{2}} B_2 B_1 A^{\lambda+\frac{\lambda}{2}}.$$

Hence for $\lambda \neq -\frac{1}{2}$ the radial part of the Casimir becomes

$$A^\lambda \Omega_1 = \frac{1}{q (q - q^{-1})^2(1 - q^{4\lambda+2})} K^{\frac{\lambda}{2}} A^{\lambda+\frac{\lambda}{2}} + q^{\frac{1}{2} \frac{\lambda}{2}} (q - q^{-1})^2(1 - q^{4\lambda+2}) K^{-\frac{\lambda}{2}} A^{\lambda-\frac{\lambda}{2}} - \frac{2}{(q - q^{-1})^2} A^\lambda + \frac{q^{4\lambda+2}}{(1 - q^{4\lambda+2})^2} K^{-\frac{\lambda}{2}} A^{\lambda+\frac{\lambda}{2}} B_1 B_2 - \frac{q^{6\lambda+3}}{(1 - q^{4\lambda+2})^2} K^{-\frac{\lambda}{2}} B_1 A^{\lambda+\frac{\lambda}{2}} B_2 + \frac{q^{2\lambda+1}}{(1 - q^{4\lambda+2})^2} K^{-\frac{\lambda}{2}} B_2 A^{\lambda+\frac{\lambda}{2}} B_1 + \frac{q^{4\lambda+2}}{(1 - q^{4\lambda+2})^2} K^{-\frac{\lambda}{2}} B_2 B_1 A^{\lambda+\frac{\lambda}{2}}.$$

The Hopf-algebra isomorphism $\sigma$ maps $\sigma(K) = K^{-1}$ and $\sigma(B_1) = B_2$. Since $\sigma(\Omega_1) = \Omega_2$ it follows that

$$A^\lambda \Omega_2 = \frac{1}{q (q - q^{-1})^2(1 - q^{4\lambda+2})} K^{\frac{\lambda}{2}} A^{\lambda+\frac{\lambda}{2}} + q^{\frac{1}{2} \frac{\lambda}{2}} (q - q^{-1})^2(1 - q^{4\lambda+2}) K^{-\frac{\lambda}{2}} A^{\lambda-\frac{\lambda}{2}} - \frac{2}{(q - q^{-1})^2} A^\lambda + \frac{q^{4\lambda+2}}{(1 - q^{4\lambda+2})^2} K^{\frac{\lambda}{2}} A^{\lambda+\frac{\lambda}{2}} B_2 B_1 - \frac{q^{6\lambda+3}}{(1 - q^{4\lambda+2})^2} K^{\frac{\lambda}{2}} B_2 A^{\lambda+\frac{\lambda}{2}} B_1 + \frac{q^{2\lambda+1}}{(1 - q^{4\lambda+2})^2} K^{\frac{\lambda}{2}} B_1 A^{\lambda+\frac{\lambda}{2}} B_2 + \frac{q^{4\lambda+2}}{(1 - q^{4\lambda+2})^2} K^{\frac{\lambda}{2}} B_1 B_2 A^{\lambda+\frac{\lambda}{2}}.$$

The radial parts computed above correspond to the radial parts of [Proposition 5.10]. For the special case of the counit representation, the maps $\Pi_{e,e}(\Omega_1)$ and $\Pi_{e,e}(\Omega_2)$ coincide. Identifying $z = q^{2\lambda+1}$ and
We compute the radial part for $\tilde{\sigma}(SU(3))$ with $q^{-1}, z$, $qz$, we obtain the second order $q$-difference equation for the Chebyshev polynomials of the second kind. In [1] we continue studying matrix valued spherical functions that are solutions to the second order $q$-difference equations $\Pi_{\ell,t}(\Omega_t)$ for all irreducible finite dimensional representations $t$.

Example 6.3. In this last example we study the radial part of the center of the quantum analogue of $(SU(3), U(2))$, see also Example 5.9. This case is excluded in Letzter [25], because the restricted root system is non-reduced. The radial part of the center of the quantum analogue of $(SU(3), U(2))$ restricted to the trivial representation is identified with the results of Dijkhuizen and Noumi [6, Theorem 5.4]. Recall that the right coideal $B_c$ is generated by

$$B_c^\Omega = F_1 - c_1 E_1 K_1^{-1}, \quad B_c^\xi = F_2 - c_2 E_2 K_2^{-1}, \quad K^{\pm 1} = (K_1 K_2^{\mp 1})^{\pm 1}.$$ 

Let $g = su_3$. If we allow third roots of $K_1$ and $K_2$ in $U_q(g)$ the center of $B_c$ is formally generated by the two second order Casimir elements of the form

$$\Omega_1 = K_1^{1/2} K_2^{-1/2} \frac{q^{-2} K_1 K_2 + K_1^{-1} K_2 - q^2 K_1 K_2^{-1}}{(q - q^{-1})^2} + q K_2 E_1 F_1 - q^{-1} K_1^{-1} E_2 F_2 - E_3 F_3,$$

$$\Omega_2 = K_1^{1/2} K_2^{-1/2} \frac{q^{-2} K_1 K_2 + K_1^{-1} K_2 - q^2 K_1 K_2^{-1}}{(q - q^{-1})^2} + q^{-1} K_2^{-1} E_1 F_1 + q K_1 E_2 F_2 - E_3 F_3,$$

where $E_3 = E_1 E_2 - q E_2 E_1 = [E_1, E_2]_q$, $F_3 = F_1 F_2 - q F_2 F_1 = [F_1, F_2]_q$, $E_3 = E_1 E_2 - q^{-1} E_2 E_1 = [E_1, E_2]_{q^{-1}}$ and $F_3 = F_1 F_2 - q^{-1} F_2 F_1 = [F_1, F_2]_{q^{-1}}$. See also [8] and [31] for the explicit expression of $\Omega_1, \Omega_2$. We compute the radial part for $\tilde{\Omega}_1 = K_1^{1/2} K_2^{1/2} \Omega_1 \in U_q(g)$ and $\tilde{\Omega}_2 = K_1^{1/2} K_2^{1/2} \Omega_2 \in U_q(g)$. The computations modulo $(B_c)_+$ on the left and $(B_d)_+$ on the right are identified explicitly with orthogonal polynomials of the $q$-Askey scheme [14].

The computation of the radial part is tedious but straightforward. Therefore we omit most of the computations and use a couple of tricks to simplify the computations. Introduce the flip operator $\sigma$ on $U_q(g)$ defined on the generators by $\sigma(X_i) = \sigma(X_{r(i)})$ and $\sigma(c_i) = \sigma(c_{r(i)})$ where $\tau = (1, 2)$. Note that the flip operator $\sigma$ is a Hopf $*$-algebra isomorphism on $U_q(g)$ leaving $B_c$ and $B_d$ invariant so that $\sigma(\tilde{\Omega}_1) = \tilde{\Omega}_2$. Hence we only have to compute the radial part of $\tilde{\Omega}_1$.

The quantum torus $A$ is generated by $A^{\pm 1} = (K_1 K_2)^{\pm 1}$. Let $\lambda \in \frac{1}{2} \mathbb{Z}$. We first compute the radial part of expressions $A^N F_X$ up to degree 4, i.e. $|X| \leq 4$, where $X = (1)$, $X = (1, 1)$, $X = (1, 2)$, $X = (1, 2, 1)$, $X = (2, 1, 2)$, $X = (1, 1, 2, 1)$ and $X = (2, 1, 1, 2)$ and $X = (2, 1, 1, 1)$ Other expressions $A^N F_X$ needed for the computation of the radial part can be obtained from the flip operator $\sigma$. By Theorem 4.6 we have

$$A^\lambda F_1 = A^\lambda B_c^\alpha = \frac{d_1}{c_1} q^2 B_c^\alpha A^\lambda + \frac{d_1}{c_1} q^2 A^\lambda F_1,$$ 

Next, by Theorem 4.6 we have permutations $F_1 F_2 \rightarrow F_2 F_1 \xrightarrow{\sigma} F_1 F_2$ and $F_1^2 \rightarrow F_1^2$, where $\xrightarrow{\sigma}$ is used for the flip operator,

$$A^\lambda F_1 F_2 = A^\lambda F_1 B_c^\alpha - d_2 \frac{K_1 K_2^{-1} - K_1^{-1} K_2^{-1}}{q - q^{-1}} A^\lambda - \frac{d_2}{c_2} q^{\lambda^{-1} + 1} B_c^\alpha A F_1 + \frac{d_2}{c_2} q^{2\lambda^{-1} + 1} A^\lambda F_2 F_1,$$

$$A^\lambda F_1^2 = A^\lambda F_1 B_c^\alpha - \frac{d_1}{c_1} q^{-2} B_c^\alpha A^\lambda F_1 + \frac{d_1}{c_1} q^{-2} A^\lambda F_1^2.$$ 

Using the flip operator we can now compute $A^\lambda F_X \in B_c A B_d$ for all $|X| \leq 4$. We proceed with $|X| = 3$. The expressions used of degree three have permutation $F_2^2 F_2 \rightarrow F_2 F_2^2 \rightarrow F_1 F_2 F_1 \rightarrow F_2^2 F_2$, therefore we
To find the quantum Iwasawa decomposition for calculate

\[ A^λF_1F_2 = A^λF_1^2B_4^d - d_2 \left( \frac{q^4K - K_1^{-1}K_2^{-1}}{q - q^{-1}} \right) A^λF_2 - d_2 q \left( \frac{K - K_1^{-1}K_2^{-1}}{q - q^{-1}} \right) A^λF_1 \]

\[ - d_2 \frac{q^{λ+2}B_2^d A^λF_1^2 + d_2 q^{2λ+2}A^λF_2^2F_2^d}{c_2}, \]

\[ A^λF_2F_1^2 = A^λF_2F_1B_4^d - d_1 q^{-2} \left( \frac{K_1^{-1} - K_1^{-1}K_2^{-1}}{q - q^{-1}} \right) A^λF_1 \]

\[ - \frac{d_1 q^{λ-1}B_2^c A^λF_2F_1 + d_1 q^{2λ-1}A^λF_1F_1F_2F_1}{c_1}, \]

\[ A^λF_1F_2F_1 = A^λF_1F_2B_4^d - d_1 \left( \frac{K_1^{-1} - q^2K_1^{-1}K_2^{-1}}{q - q^{-1}} \right) A^λF_1 \]

\[ - \frac{d_1 q^{λ-1}B_2^c A^λF_1F_2 + d_1 q^{2λ-1}A^λF_2^2F_2}{c_1}. \]

(6.11)

For \(|X| = 4\) the computation splits into two permutations \(F_1F_2F_1F_2 \rightarrow F_2F_1F_2F_1 \not\rightarrow F_1F_2F_1F_2\) and \(F_1F_2 \rightarrow F_2F_1 \not\rightarrow F_1F_2 \rightarrow F_2F_1 \not\rightarrow F_1F_2 \rightarrow F_2F_1 \not\rightarrow F_2F_2.\) By Theorem 4.6 the first permutation is

\[ A^λF_1F_2F_1F_2 = A^λF_1F_2F_1B_2^d - d_2 q^{-1} \left( \frac{K_1 K_2^{-1} - K_1^{-1}K_2^{-1}}{q - q^{-1}} \right) A^λF_2F_1 \]

\[ - \frac{d_2 \left( K_1 K_2^{-1} - q^{-1}K_1^{-1}K_2^{-1} \right)}{c_1} A^λF_1F_2 \]

\[ - \frac{d_2 q^{λ}B_2^c A^λF_1F_2F_1 + d_2 q^{2λ}A^λF_2F_1F_2F_1}{c_2}. \]

(6.12)

and the second permutation is

\[ A^λF_2F_2F_1F_2 = A^λF_2F_2B_4^d - d_2 \left( \frac{(q + q^{-1})K_1 K_2^{-1} - (q^{-3} + q^{-1})K_1^{-1}K_2^{-1}}{q - q^{-1}} \right) A^λF_1 \]

\[ - \frac{d_2 q^{λ}B_2^c A^λF_2^2F_2 + d_2 q^{2λ}A^λF_2^2F_2F_2}{c_2}. \]

\[ A^λF_2^2F_2F_1 = A^λF_2^2F_1B_4^d - d_2 \left( \frac{(1 + q^{-1})K_1 K_2^{-1} - (1 + q^{-2})K_1^{-1}K_2^{-1}}{q - q^{-1}} \right) A^λF_2F_1 \]

\[ - \frac{d_2 q^{λ}B_2^c A^λF_2^2F_2^d + d_2 q^{2λ}A^λF_2^2F_2F_1}{c_2}. \]

(6.13)

With Theorem 4.7 we bring all terms of \(A^λΩ_1\) in the form of the quantum Iwasawa decomposition, for \(K_2E_1F_1\) and \(K_1^{-1}E_2F_2\) we have

\[ A^λK_2E_1F_1 = \frac{q^{2λ+3}}{c_2} K^{-1}A^λ+1F_1F_1 - \frac{q^{λ-1}}{c_2} B_2^c K^{-1}A^λ+1F_1, \]

\[ A^λK_1^{-1}E_2F_2 = \frac{q^{2λ-1}}{c_1} A^λF_1F_2 - \frac{q^{λ+1}}{c_1} B_2^c A^λF_2. \]

To find the quantum Iwasawa decomposition for \(A^λE_3F_3\) and \(A^λE_3F_3\) we apply a trick. The \(q\)-commutator of \(B_2^c\) and \(B_2^c\) is

\[
[B_2^c, B_2^d]_q = F_3 - c_1 c_2 q^{-1}F_3 K_1^{-1}K_2^{-1} + c_1 (q - q^{-1}) E_2 F_2 K_1^{-1}
\]

\[ - c_1 q \left( \frac{K_2 - K_2^{-1}}{q - q^{-1}} \right) K_1^{-1} + c_2 \left( \frac{K_1 - K_1^{-1}}{q - q^{-1}} \right) K_2^{-1}. \]
Hence we have

$$A^3 E_3 F_3 = q^{2\lambda} E_3 A^3 F_3$$

$$= q^{2\lambda+1} c_1 c_2 \left( -[B^*_1, B^*_2] + F_3 + c_1 (q - q^{-1}) E_2 F_2 K^{-1}_1 
- c_1 q \left( \frac{K_2 - K^{-1}_2}{q - q^{-1}} \right) K^{-1}_1 + c_2 \left( \frac{K_1 - K^{-1}_1}{q - q^{-1}} \right) K^{-1}_2 \right) A^\lambda F_3,$$

(6.14)

$$= q^{2\lambda+1} c_1 c_2 \left( -[B^*_1, B^*_2] + q^{2\lambda+1} F_3 + q^{2\lambda+2} A^\lambda F^2_3 + q^{2\lambda+3} (q - q^{-1}) A^\lambda F_1 F_2 F_3 
- q^{\lambda+2} (q - q^{-1}) B^*_1 A^\lambda F_2 F_3 + \frac{c_1 q}{c_2} (q - q^{-1}) \right) A^\lambda F_3 \right),$$

We assume that $B_e$ and $B_d$ are $*$-invariant with respect to the $*$-structure corresponding to the compact real form. By Remark 5.6 we find that $c_1 c_2 = q^2$ and $d_1 d_2 = q^3$. Let $\sim$ be the equivalence relation module $(B_e)_{+}$ from the left and $(B_d)_{+}$ from the right. From (6.9) and (6.11) it follows that $A^\lambda F_X \sim 0$ if $|X| = 1$ or $|X| = 3$. For $|X| = 2$ we have from (6.10) that $A^\lambda F^2 \sim 0$ and

$$(q - q^{-1})(1 - q^{4\lambda+2}) A^\lambda F_1 F_2 \sim - \left( d_2 + \frac{q^{2\lambda+1} c_1}{c_2} \right) A^\lambda + \left( d_2 + \frac{q^{2\lambda+1} c_2}{c_1} \right) A^{\lambda-1},$$

(6.15)

With (6.12) and (6.13) we compute

$$(q - q^{-1})(1 - q^{3\lambda}) A^\lambda F_1 F_2 F_3 F_2 \sim - \left( d_2 q^{-1} + \frac{q^{2\lambda+1} c_1}{c_2} \right) A^\lambda F_2 F_1 + \left( d_2 q^{-1} + \frac{q^{2\lambda+1} c_2}{c_1} \right) A^{\lambda-1} F_2 F_1$$

$$- \left( d_2 d_1 + \frac{q^{2\lambda+2} c_2}{c_1} \right) A^\lambda F_1 F_2 + \left( d_2 q^{-1} + \frac{q^{2\lambda+2} c_2}{c_1} \right) A^{\lambda-1} F_1 F_2,$$

(6.16)

$$(q - q^{-1})(1 - q^{4\lambda}) A^\lambda F_2 F_2 F_2 \sim - \left( d_2 (1 + q^{-2}) + q \frac{q^{2\lambda+3} c_1}{c_2} (q + q^{-1}) \right) A^\lambda F_2 F_1$$

$$+ \left( d_2 (1 + q^{-2}) + \frac{q^{2\lambda+3} c_2}{c_1} (q^{-3} + q^{-1}) \right) A^{\lambda-1} F_2 F_1$$

$$- q^{4\lambda} \left( d_1 (1 + q^{-2}) + \frac{q^{2\lambda+3} c_1}{c_2} (q + q^{-1}) \right) A^\lambda F_1 F_2$$

$$+ q^{4\lambda} \left( d_1 (1 + q^{-2}) + \frac{q^{2\lambda+3} c_2}{c_1} (q^{-3} + q^{-1}) \right) A^{\lambda-1} F_1 F_2.$$
\[ g_{2112}(\lambda) = -(f_{2112}(\lambda) + h_{2112}(\lambda)), \]
\[ h_{2112}(\lambda) = q^{2} \left( 1 + q^{2} \right) \left( 1 + q^{2\lambda+3} \right) / \left( 1 - q^{2} \right)^{2} \left( 1 - q^{2\lambda} \right) \left( 1 - q^{\lambda+2} \right). \]

And therefore we have
\[
\begin{align*}
A^{2}F_{3} & \sim (f_{2}(\lambda) - qf_{2}(\lambda))A^{2} + (g_{2}(\lambda) - gg_{2}(\lambda))A^{\lambda-1}, \\
A^{3}F_{1}F_{2}F_{3} & \sim (f_{12}(\lambda) - qf_{12}(\lambda))A^{3} + (g_{12}(\lambda) - gg_{12}(\lambda))A^{\lambda-1} + (h_{12}(\lambda) - qh_{12}(\lambda))A^{\lambda-2}, \\
A^{3}F_{2}F_{1}F_{3} & \sim (f_{21}(\lambda) - qf_{21}(\lambda))A^{3} + (g_{21}(\lambda) - gg_{21}(\lambda))A^{\lambda-1} + (h_{21}(\lambda) - qh_{21}(\lambda))A^{\lambda-2}, \\
A^{3}F_{3}^{2} & \sim (f_{23}(\lambda) - qf_{23}(\lambda))A^{3} + (g_{23}(\lambda) - gg_{23}(\lambda))A^{\lambda} + (h_{23}(\lambda) - qh_{23}(\lambda))A^{\lambda - 2}.
\end{align*}
\]

Hence (6.14) becomes
\[
A^{\lambda} \tilde{E}_{3}F_{3} \sim q^{2\lambda - 2} \left( q^{2\lambda+2}f_{33}(\lambda + 1) + q^{2\lambda+3}(q - q^{-1})f_{123}(\lambda + 1) + \left( \frac{e_{2} - q^{e_{2} - e_{1}}}{(q - q^{-1})f_{3}} \right) \right) A^{\lambda+1}
+ q^{2\lambda - 2} \left( q^{2\lambda+2}g_{33}(\lambda + 1) + q^{2\lambda+3}(q - q^{-1})g_{123}(\lambda + 1) + \left( \frac{e_{2} - q^{e_{2} - e_{1}}}{(q - q^{-1})f_{3}} \right) \right) A^{\lambda}
+ q^{2\lambda - 2} \left( q^{2\lambda+2}h_{33}(\lambda + 1) + q^{2\lambda+3}(q - q^{-1})h_{123}(\lambda + 1) + \left( \frac{q^{e_{2} - e_{1}} - e_{1}}{q - q^{-1}} \right) g_{3}(\lambda) \right) A^{\lambda-1}.
\]

Combining the explicit expressions of \( A^{\lambda}E_{1}F_{2}, A^{\lambda}E_{2}F_{2} \) and \( A^{\lambda}E_{3}F_{3} \) modulo \( \sim \) gives
\[
(1 - q^{2})^{2}A^{\lambda}\tilde{\Theta}_{1} \sim f(q^{\lambda})(A^{\lambda+1} - A^{\lambda}) + f(q^{-\lambda - 2})(A^{\lambda-1} - A^{\lambda}) + \frac{(1 - q^{6})}{(1 - q^{2})} A^{\lambda},
\]
where \( f(q^{\lambda}) \) is
\[
f(q^{\lambda}) = \frac{1 + e_{2}d_{2}q^{2\lambda}}{(1 - q^{2\lambda+4})},
\]
and \( g(\lambda) = f(-\lambda - 2) \). Observe that from (6.17) and the flip operator \( \sigma \) we have \( A^{\lambda}\tilde{\Theta}_{1} \sim A^{\lambda}\tilde{\Theta}_{2} \).

With the identification \( z = q^{2\lambda+2} \) and \( A^{\lambda-1} = A^{\lambda} \), \( A^{\lambda+1} \rightarrow q^{-1}z, z, qz \) in (6.17), the polynomial solutions of the \( q \)-difference equation (6.17) are Askey-Wilson polynomials in two free parameters. The Askey-Wilson polynomials are of the form \( p_{n}(x; s, t | q) = p_{n}(x; q^{s}t^{-s-1}, q^{1+s+t}, q^{-1}st^{-1}, -q^{2}(st)^{-1}, -q^{2+s+t}st | q) \) we find the polynomial solutions for (6.17) to be
\[
p_{n}(1, 0)(x; q^{-1}c_{2}, q^{-2}d_{2} | q^{2}) = p_{n}(x; -q^{-2}d_{2}q^{-2}, -c_{2}^{-1}d_{2}^{-1}q^{-2}, q^{2}c_{2}^{-1}d_{2}^{-1}q^{-2}, -q^{-1}c_{2}^{-1}d_{2}^{-1}q^{2} | q^{2}).
\]

This result extends the classification given by Letzter [25, Theorem 8.2] to an example of a quantum symmetric pair where the restricted root system is non-reduced. With parametrization \( c = q^{e_{2} + 1} \) and \( d = q^{-\tau} \), where \( c, \tau \in \mathbb{R} \), we identify the radial part of the center restricted to the trivial representation with Dijkhuizen and Noumi [6, Theorem 5.4]. Using the same calculations we can compute the second order \( q \)-difference equation \( \Pi_{t_{1}, t_{2}}(\Omega_{t}) \) for any irreducible finite dimensional representations \( t_{1} \) and \( t_{2} \) on respectively \( \mathcal{B}_{c} \) and \( \mathcal{B}_{d} \). We will not work out the details in this paper. But it will be interesting if the matrix valued second order \( q \)-difference equations \( \Pi_{t_{1}, t_{2}}(\Omega_{t}) \) for any reducible finite dimensional representations \( t_{1} \) and \( t_{2} \) can be related to matrix valued spherical functions and matrix valued orthogonal polynomials.

Acknowledgments

The author thanks Erik Koelink and Pablo Román for useful discussions. Parts of this paper have been discussed with Stefan Kolb, the author thanks him for his input and his hospitality during the visit of the author to Newcastle. The research of the author is supported by the Netherlands Organization for Scientific Research (NWO) under project number 613.001.005 and by the Belgian Interuniversity Attraction Pole Dygest P07/18.
References

[1] N. Aldenhoven, E. Koelink, P. Román, Matrix valued orthogonal polynomials for the quantum analogue of $(SU(2) \times SU(2), \text{diag})$, preprint, arXiv:1507.03426.

[2] S. Araki, On root systems and an infinitesimal classification of irreducible symmetric spaces, J. Math. Osaka City Univ., 13:1–34, 1962.

[3] P. Baseilhac, S. Belliard, Generalized $q$-Onsager algebras and boundary affine Toda field theories, Lett. Math. Phys., 93:213–228, 2010.

[4] P. Baseilhac, K. Koizumi, A new (in)finite-dimensional algebra for quantum integrable models, Nuclear Phys. B., 720:325–347, 2005.

[5] W. Casselman, D. Miličić, Asymptotic behavior of matrix coefficients of admissible representations, Duke Math. J. 49:869–930, 1982.

[6] M.S. Dijkhuizen, M. Noumi, A family of quantum projective spaces and related $q$-hypergeometric orthogonal polynomials, Trans. Amer. Math. Soc., 350:3269–3296, 1998.

[7] M.S. Dijkhuizen, J.V. Stokman, Some limit transitions between BC type orthogonal polynomials interpreted on quantum complex Grassmannians, Publ. Res. Inst. Math. Sci., 35:451–500, 1999.

[8] M. Gould, R. Zhang, A. Bracken, Generalized Gel’fand invariants and characteristic identities for quantum groups, J. Math. Phys., 32:2298–2303, 1991.

[9] S. Helgason, Differential geometry, Lie groups, and symmetric spaces, Graduate Studies in Mathematics, volume 34, AMS, 1978.

[10] T. Ito, P. Terwilliger, The augmented tridiagonal algebra, Kyushu J. Math., 64:81–144, 2010.

[11] V. Kac, Infinite Dimensional Lie Algebras, 3rd ed., Cambridge University Press, Cambridge, 1990.

[12] A.W. Knapp, Lie groups beyond an introduction, Progress in Mathematics, volume 140, Birkhäuser Boston, Inc., Boston, MA, 2002.

[13] A. Klimyk, K. Schmudgen, Quantum Groups and Their Representations, Texts and Monographs in Physics, Springer-Verlag, Berlin, 1997.

[14] R. Koekoek, P. Lesky, R. Swarttouw, Hypergeometric Orthogonal Polynomials and Their $q$-Analogues, Springer Monographs in Mathematics, Springer-Verlag, Berlin, 2010.

[15] H.T. Koelink, Askey-Wilson polynomials and the quantum $SU(2)$ group: survey and applications, Acta Appl. Math., 44:295–352, 1996.

[16] E. Koelink, M. van Pruijssen, P. Román, Matrix valued orthogonal polynomials related to $(SU(2) \times SU(2), \text{diag})$, Int. Math. Res. Not. IMRN, 24:5673–5730, 2012.

[17] E. Koelink, M. van Pruijssen, R. Román, Matrix-valued orthogonal polynomials related to $(SU(2) \times SU(2), \text{diag})$, II, Publ. Res. Inst. Math. Sci. 49:271–312, 2013.

[18] S. Kolb, Radial part calculations for affine $sl2$ and the Heun-KZB heat equation, preprint, arXiv:1310.0782.

[19] S. Kolb, Quantum symmetric Kac-Moody pairs, Adv. Math., 267:395–469, 2014.

[20] T. Koornwinder, Askey-Wilson polynomials as zonal spherical functions on the $SU(2)$ quantum group, SIAM J. Math. Anal., 24:795–813, 1993.

[21] L.I. Korogodski, Y.S. Soibelman, Algebras of Functions on Quantum Groups: Part I, Math. Surv. Monographs 56, AMS, 1998.

[22] G. Letzter, Symmetric pairs for quantized enveloping algebras, J. Alg., 220:729–767, 1999.
[23] G. Letzter, *Coideal subalgebras and quantum symmetric pairs*, New Directions in Hopf Algebras, Cambridge University Press, Cambridge, 43:117–166, 2002.

[24] G. Letzter, *Quantum symmetric pairs and their zonal spherical functions*, Transform. Groups, 8:261–292, 2003.

[25] G. Letzter, *Quantum zonal spherical functions and Macdonald polynomials*, Adv. Math., 189:88–147, 2004.

[26] G. Letzter, *Invariant differential operators for quantum symmetric spaces*, Mem. Amer. Math. Soc., volume 193, 2008.

[27] G. Lusztig, *Introduction to Quantum Groups*, Progress in Mathematics, volume 110, Birkhäuser, 1994.

[28] M. Noumi, *Macdonald’s symmetric polynomials as zonal spherical functions on some quantum homogeneous spaces*, Adv. Math., 123:16–77, 1996.

[29] M. Noumi, M.S. Dijkhuizen, T. Sugitani, *Multivariable Askey-Wilson polynomials and quantum complex Grassmannians*, Fields Inst. Commun., 14:167–177, 1997.

[30] M. Noumi, T. Sugitani, *Quantum symmetric spaces and related q-orthogonal polynomials*, Group Theoretical Methods in Physics, World Science Publishing, River Edge, 28–40, 1994.

[31] M. Rodríguez-Plaza, *Casimir operators of U_q(sl(3))*, J. Math. Phys., 32:2020–2027, 1991.

[32] T. Sugitani, *Zonal spherical functions on quantum Grassmann manifolds*, J. Math. Sci Univ. Tokyo, 6:335–369, 1999.

[33] G. Warner, *Harmonic analysis on semi-simple Lie groups. II*, Die Grundlehren der mathematischen Wissenschaften, Band 189, Springer-Verlag, 1972.