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Abstract
Manifold regularization methods for matrix factorization rely on the cluster assumption, whereby the neighborhood structure of data in the input space is preserved in the factorization space. We argue that using the k-neighbors of all data points as regularization constraints can negatively affect the quality of the factorization, and propose an unsupervised and selective regularized matrix factorization algorithm to tackle this problem. Our approach jointly learns a sparse set of representatives and their neighbor affinities, and the data factorization. We further propose a fast approximation of our approach by relaxing the selectivity constraints on the data. Our proposed algorithms are competitive against baselines and state-of-the-art manifold regularization and clustering algorithms. Keywords: matrix factorization, selective regularization, exemplar selection.

1 Introduction.
Non-negative matrix factorization (NMF) [1] is an algebraic method with applications to several domains [2, 3, 4, 5]. NMF decomposes a data matrix X into a product of two factor matrices as follows: arg min_{F,G≥0} ||X − FG||^2_F, where ||·||_F is the Frobenius norm. The factor matrix F gives a set of basis vectors, and G contains the coefficients of the basis vectors. By imposing a non-negativity constraint on the data, NMF enables an interpretable, part-based representation of the data, through an additive combination of the basis vectors. When NMF is interpreted as a clustering problem, F represents the latent features for each cluster, and G is the cluster indicator matrix of the data.

However, standard NMF is performed in the Euclidean space, and does not incorporate the intrinsic geometric structure of the data into the factorization. This deteriorates the performance of NMF when data lie in a manifold embedded in a high-dimensional space. Manifold regularization methods are applied to NMF to address this issue. They rely on the cluster assumption [7], which states that nearby points in input space are also close in the embedding space. The data manifold is usually estimated by constructing the k-nearest neighbor (k-NN) graph of the data, where nodes correspond to points and edge weights represent pairwise affinities. Manifold regularization was applied to NMF [8], where the Laplacian of the k-NN graph affinity matrix is incorporated as a regularization term. The regularizer ensures that the neighborhood structure of the input space is preserved in the factorization space.

The k-neighbors used to approximate a data manifold may contain points that belong to different clusters (or classes). For example, the cluster assumption is often violated in neighborhoods close to the boundary between clusters [9]. Furthermore, in high-dimensional data, the cluster assumption is weakened by the emergence of the hubness phenomenon [9]. Specifically, bad hubs may emerge, where a bad hub is a frequent nearest neighbor of points which belong to a different class than the hub’s. In other words, bad hubs are frequent (bad) neighbors with mismatched labels. Bad hubs negatively affects the performance of information retrieval and classification (clustering) (e.g., [10, 11]). In clustering, the lack of labels makes the identification of bad hubs a difficult challenge. If the latter remain undetected, the performance of matrix factorization for clustering can deteriorate.

We argue that performing regularization using all the k-neighbors can negatively affect the quality of data factorization. As such, in this work, to reduce the number of bad neighbors and their negative effect on clustering, we propose to selectively regularize matrix factorization by learning representative points whose k-neighbors have a smaller dispersion, measured in terms of pairwise dissimilarities.

In Table 1, we analyze the degree of violation of the cluster assumption in the k-NN graph of simulated and real data (described in Table 3). The two moons data sets (2-dim and 10-dim embedding) consists of 250 points for each of the two clusters. For each data set, k = \sqrt{n}, where n is the number of points. The first column gives the percentage of label mismatch between each point and its k-nearest neighbors (% Bad NN) in input space. The second column gives the percentage of k-neighbors which have at least 50% of label mismatch (% Bad NBH); we call these bad neighborhoods. The third and fourth columns give the average pairwise similarity of good (i.e. not bad) and bad neigh-
Table 1: Cluster assumption violation before and after selective manifold regularization. N/A denotes absence of good or bad neighborhoods.

| Data set    | Before Selection | After Selection |
|-------------|------------------|-----------------|
|             | % Bad NN | % Bad NBH | Sim. (good | % Bad NN | % Bad NBH | Sim. (bad |
|             |          |          | NBH) |          |          | NBH) |
| 2DMoons     | 0.01     | 0.00     | 0.78  | N/A      | 0.00     | 0.00  |
| 10DMoons    | 0.21     | 0.09     | 0.67  | 0.68     | 0.05     | 0.03  |
| Wave        | 0.27     | 0.14     | 0.01  | 0.01     | 0.51     | 0.65  |
| Ionosphere  | 0.59     | 0.60     | 0.20  | 0.18     | 0.17     | 0.14  |
| Sonar       | 0.37     | 0.20     | 0.17  | 0.15     | 0.27     | 0.05  |
| Movement    | 0.68     | 0.72     | 0.15  | 0.08     | 0.27     | 0.09  |
| Musk1       | 0.37     | 0.38     | 0.17  | 0.13     | 0.16     | 0.04  |
| mfeat-fac   | 0.53     | 0.52     | 0.04  | 0.02     | 0.26     | 0.14  |
| mfeat-pix   | 0.23     | 0.11     | 0.26  | 0.29     | 0.09     | 0.03  |
| Semeion     | 0.35     | 0.26     | 0.57  | 0.57     | 0.36     | 0.21  |
| ISOLET      | 0.37     | 0.25     | 0.03  | 0.03     | 0.25     | 0.06  |
| COIL-5      | 0.48     | 0.54     | 0.23  | 0.08     | 0.57     | 0.61  |
| 20-news     | 0.68     | 0.82     | 0.76  | 0.75     | 0.72     | 0.83  |
| ORL         | 0.80     | 1.00     | N/A   | 0.05     | 0.66     | 1.00  |
| OVA,Colon   | 0.18     | 0.18     | 0.20  | 0.18     | 0.07     | 0.00  |

Figure 1: Manifold approximation for 2DMoons.

Table 2: Clustering performance on 2-moons.

| Evaluation | 2DMoons | 10DMoons |
|------------|---------|----------|
|            | RMNMF   | SMRMF    | RMNMF   | SMRMF |
| ACC        | 0.8640  | 0.8800   | 0.6880  | 0.9240 |
| NMI        | 0.4282  | 0.5391   | 0.1998  | 0.6521 |

RMF achieves higher accuracy and NMI than RMNMF on both data sets, and has larger gains for 10DMoons. From Table 1, we can see that SMRF significantly reduces the value of % Bad NN in the learned manifold.

The main contributions of our paper are as follows: (1) We propose a novel algorithm (SMRMF) to jointly learn both a sparse set of exemplars and their neighbor affinities, and data factorization, thereby allowing the exemplar selection and the data factorization to be interdependent; (2) SMRF facilitates a data-driven selection of k-neighbors with low dispersion, and learns pairwise affinities which reflect the global structure of data, thus enabling a discriminative data representation in the latent feature space; (3) In contrast with the existing manifold regularization approaches for standard NMF, we perform exemplar selection and affinity learning in a kernel-mapped space, while factorizing the data in the input space to preserve the interpretability of NMF; (4) We develop a fast approximation of SMRF by relaxing the constraints on the exemplar selection objective, and formulate the learning of sparse pairwise affinities as a convex optimization problem; (5) Our empirical evaluation shows that the proposed approaches are competitive against state-of-the-art manifold regularization and clustering algorithms.

2 Related Work.

In this section, we briefly discuss related work on manifold regularization and data subset selection.

Manifold Regularization. The authors of [8] were the first to introduce a graph-based manifold regularization approach for NMF, and proposed a multiplicative updating algorithm to minimize the NMF loss function. In [16], a robust formulation of NMF is proposed which uses the $L_{2,1}$ norm for the loss function, to
handle noise and outliers. An augmented Lagrangian Multiplier (ALM) method is derived in [16] to optimize the regularized robust NMF loss function. The authors of [17] proposed a Laplacian-based method to simultaneously learn pairwise data similarities and a clustering of the data. In [18], a similar approach is used for adaptive learning and clustering within the NMF framework. In [19], the data is projected onto a lower-dimensional subspace; affinity learning and graph clustering are then performed in the projected subspace. The aforementioned methods use the neighborhoods of all the data, and do not incorporate any global information or selection process in learning the neighborhoods.

Semi-supervised extensions to manifold regularization [6, 20, 21] utilize label information to generate pairwise constraints to improve the discriminability of classes in a latent space. In [22], labels are used to explicitly learn a block-diagonal structure on the latent representation. In [23], the algorithm takes a set of must-link and cannot-link constraints as input, and learns an optimized graph and clustering which supports the given constraints with guarantees on the cannot-link constraint pairs to be in different clusters. Other variants of manifold regularized NMF include regularization on hyper-graphs, multi-view learning, and deep learning based methods [24, 25, 26].

SMRMF is inspired by the robust loss in [16] and the adaptive learning in [18]. However, [16] does not perform adaptive learning of the pairwise affinities of the manifold. SMRMF differs from state of the art adaptive manifold regularization (such as [18, 19]) in several ways. We perform exemplar selection and affinity learning through a kernel-mapping, thereby learning a more discriminative latent representation, while also retaining the interpretability of basis vectors in the latent space. Current algorithms learn neighborhood similarity vectors independently for each data point and the learned affinities do not incorporate information about the global structure of the data. Due to the exemplar selection constraints of SMRMF, and to the nature of our manifold approximation, the learned affinities of a data point to its neighbor also depends on the pairwise affinities between the neighbor and the rest of the data. The affinities learned by SMRMF are more informative, as their values provide an ordering of the k-nearest neighbors of a data point, as well as their degree of affiliation w.r.t. other representative points.

**Data Subset Selection.** Subset selection methods have been studied extensively in the literature. Some approaches find representatives that lie in a low dimensional embedded space (e.g., CUR [13], Rank-revealing QR [27]). Other approaches, like the algorithm introduced in this paper, optimize the pairwise dissimilarities between points to select a data subset [12, 14]. Probabilistic models, such as Determinantal Point Processes (DPP, [28]) and its variants, select a diverse subset of instances from the data, by modeling negative correlations derived from pairwise similarities. Iterative Projection and Matching (IPM, [29]), a state-of-the-art subset selection method, proposes a fast data selection approach by iteratively selecting samples that capture the maximum information of the data structure, and by projecting on the null space of the remaining data. Subset selection is also inherent to certain clustering algorithms such as K-medoids [30] and Affinity Propagation [31]. A state-of-the-art exemplar-based subspace clustering algorithm (ESC-FFS [32]) introduces a farthest-first search algorithm to iteratively select the least well-represented data point as an exemplar within a sparse representation framework.

### 3 Selective Manifold Regularization.

The manifold on which the data lies is approximated by the k-NN graph of the data. However, in general, the cluster assumption is not equally preserved across all k-neighbors. Our aim is to improve the factorization of the data by choosing only the k-neighbors which best preserve the cluster assumption. To this end, we sparsify the k-NN graph by selecting a sparse subset of data points with low dispersion among their neighbors.

Let $X \in \mathbb{R}^{m \times n}$ denote the data matrix of $n$ points $x \in \mathbb{R}^m$. A robust manifold regularized matrix factorization of $X$ for data clustering was proposed in [16], and is defined as follows:

$$
\arg \min_{F,G} \|X - FG^T\|_{2,1} + \lambda \text{tr}(G^T L G)
$$

where $\text{tr}(\cdot)$ denotes the trace of a matrix, $F \in \mathbb{R}^{m \times c}$ denotes the latent features for each of the $c$ clusters in the data, $G \in \mathbb{R}^{n \times c}$ is the cluster indicator matrix, and $I$ is the identity matrix. $L$ is the Laplacian matrix defined as $L = \text{Deg} - W$, where $W$ is the symmetric affinity matrix of the k-NN graph of the data, and $\text{Deg}$ is the diagonal degree matrix with $\text{Deg}_{ii} = \sum_j W_{ij}$. The $L_{2,1}$-norm is more sensitive to outliers and results in a better factorization of $X$. The second term in Eq. (3.1) represents the manifold regularization, which is derived in terms of the Laplacian of an affinity matrix constructed from the k-NN graph of the data.

We extend the matrix factorization framework in (3.1) to learn a sparse subset of data points and their pairwise affinities, on which manifold regularization is applied. We use DS3 [14], a sparse optimization algorithm based on pairwise dissimilarities, to select exemplars from the data. Given a source set $X \in \mathbb{R}^{m \times M}$
and a target set $Y \in \mathbb{R}^{m \times N}$, both sampled from $X$, and pairwise dissimilarities $\{d_{ij}\}_{i=1,2,\ldots,M}$ between points of $X$ and $Y$, we find few elements of $X$ that well encode the elements in $Y$. The objective function of the constrained version of DS3 is:

$$
\arg\min_{z_{ij}} \sum_{j=1}^{N} \sum_{i=1}^{M} d_{ij} z_{ij} \quad \text{s.t.} \quad \sum_{i=1}^{M} \|z_i\|_p \leq \tau; \forall j, \sum_{i=1}^{M} z_{ij} = 1; \forall i, j, z_{ij} \geq 0
$$

where $z_{ij}$ is the probability that $x_i$ is a representative of $y_j$; $z_i = (z_{i1}, \ldots, z_{iN})$; and $\tau > 0$ is a parameter which controls the exemplar size. The objective function in Eq. (3.2) denotes the total cost of encoding $Y$ with exemplars from $X$. The constraint on the $L_p$ norms of the $z_i$s induces row sparsity to select few exemplar points. Typically, the $L_2$ or $L_\infty$ norm is used. When $L_\infty$ is used, $\tau$ denotes the desired number of exemplars to be selected.

We incorporate the sparse optimization of Eq. (3.2) into the matrix factorization framework of Eq. (3.1), and simultaneously minimize the objectives for matrix factorization and exemplar selection. In our case, $X = Y$. The unified objective function is given by:

$$
\arg\min_{Z,F,G} \|X - FG^T\|_{2,1} + \lambda \text{tr}(G^T L Z G) + \beta \text{tr}(D^T Z)
$$

s.t. $\|Z\|_{1,p} \leq \tau$, $1^T Z = 1^T$, $Z \geq 0$, $G^T G = I$, $G \geq 0$

where $D \in \mathbb{R}^{n \times n}$ contains pairwise dissimilarities between the points of $X$; $Z \in \mathbb{R}^{m \times n}$ (where $\mathbb{R}_+$ is the set of non-negative real numbers) learns the affinities between points and their representatives, and identifies the exemplars; $L_Z = \text{Deg}_Z - z_{i,j}^2$, where $\text{Deg}_Z$ is a diagonal matrix defined as $[\text{Deg}_Z]_{i,j} = \sum_j z_{i,j} + z_{j,i}$.

The optimization problem in Eq. (3.3) is not convex in all three variables. Hence, we solve it using the Augmented Lagrangian method (ALM, [16]). By introducing the auxiliary variables $X - FG^T = E$, $G = H$, and $Z = C$, we re-write Eq. (3.3) as follows:

$$
\arg\min_{Z,C,F,G,E,H} \|E\|_{2,1} + \lambda \text{tr}(G^T L_Z H)
$$

s.t. $1^T Z = 1^T$, $Z \geq 0$, $S = \{ C : \|C\|_{1,p} \leq \tau \}$, $E = X - FG^T$, $H = G$, $C = Z$, $G^T G = I$, $H \geq 0$

The constraint $\|Z\|_{1,p} \leq \tau$ is represented by an indicator function on the set $S$ [33], where $I_{C \in S} = 0$ when $C \in S$, else $I_{C \in S} = \infty$.

The augmented Lagrangian for Eq. (3.4) is:

$$
\arg\min_{Z,F,G,E,H,C,A_1,A_2,A_3,\mu} \|E\|_{2,1} + \lambda \text{tr}(G^T L_Z H) + \beta \text{tr}(D^T Z) + \beta I_{C \in S}
$$

s.t. $G - H = A_2$, $|G - H|^2 = A_3$, $\|Z - C + \frac{1}{\mu} A_3\|^2_F + \frac{1}{2\mu} Z^T H - \frac{1}{2\mu} Z^T G - \frac{1}{2\mu} \|H - G\|^2_F + \frac{1}{2\mu} \|G - H\|^2_F = 0$

where $A_1 \in \mathbb{R}^{m \times n}$, $A_2 \in \mathbb{R}^{n \times c}$, and $A_3 \in \mathbb{R}^{n \times n}$ are matrices of Lagrangian multipliers, and $\mu$ is the penalty coefficient. We solve Eq. (3.5) with alternating updates; in each step, one variable is updated and the remaining ones are kept fixed.

Our update of $Z$ differs from the standard ALM procedure in two ways: (1) In each iteration, we map the data vectors represented by the latent features onto a kernel space, and learn $Z$ by computing pairwise dissimilarities in the kernel space (see Section 4); (2) In each iteration, we use a subset of exemplars, as identified by $Z$, to compute an updated neighborhood graph and its affinity matrix. Specifically, the rows of $Z$ (or $S$) are ranked in descending order according to their $\tau$ coefficients. In turn, the pairwise dissimilarities between data vectors in the latent space influence the update of $Z$, where the latent space is defined by the $c$ basis vectors of $F$.

4 SMRMF Optimization.

Eq. (3.5) involves several variables and can be solved by alternating minimization, where one variable at a time is updated while the others are kept fixed. The variables are updated using ALM, which is a widely used approach [16, 18, 19]. The updates for variables $E$, $F$, $G$, and $H$ in (3.5) can be derived using the standard ALM procedure (see supplementary material for the derivations). Algorithm 1 summarizes SMRMF and includes the update equations of all variables. Below we describe the steps to update $Z$ and $C$. 

Copyright © 20XX by SIAM
Unauthorized reproduction of this article is prohibited
Algorithm 1 SMRMF

1: input: Data $X \in \mathbb{R}^{m \times n}$, rank $c$, exemplar size $\tau$, ALM parameters $\mu, \rho$
2: output: factor matrices $F$ and $G$, encoding matrix $Z$
3: $F, G := \text{NNSVD}(X)$
4: $D_i := \text{computeDissimilarity}(X)$
5: $Z := A2DM2(D)$
6: repeat
7: $Z := \text{computeAffinity}(Z)$
8: $L_2 := \text{Deg}_2 - \frac{Z^T Z}{2}$
9: Update $E$
10: $F = (X - E + \frac{1}{\mu} A_1 G (G^T G)^{-1} G)^{-1}$
11: $H_i = \max(J_{ij}, 0), i = 1, 2, \ldots, m, j = 1, 2, \ldots, c$
12: $G = UV^T$
13: Compute $\hat{D} = D_K + \frac{2}{\gamma} D_b^g$
14: Update $Z$ using $\hat{D}$ by equation (4.12)
15: Update $C$ by equation (4.13)
16: Update $A_1$, $A_2$, $A_3$, $\mu$
17: until convergence

Update $Z$: When optimizing with respect to $Z$, Eq. (3.5) becomes

$$\arg\min_Z \lambda tr(G^T L_Z H) + \beta tr(D^T Z) + \frac{\mu}{2} ||Z - C + \frac{A_3}{\mu}||_F^2$$  \hspace{1cm} (4.7)

In order to solve for $Z$, Eq. (4.7) is re-written in terms of inner products of dissimilarity matrices and $Z$

$$\arg\min_Z \lambda \sum_i \sum_j ||g_i - h_j||_2^2 Z + \beta tr(D^T Z) + \frac{\mu}{2} ||Z - C + \frac{A_3}{\mu}||_F^2$$  \hspace{1cm} (4.8)

$$= \arg\min_Z \beta(D, Z) + \lambda(D^{bg}, Z) + \frac{\mu}{2} ||Z - C + \frac{A_3}{\mu}||_F^2$$  \hspace{1cm} s.t. $1^T Z = 1^T, Z \geq 0$

where $g_i, h_j \in \mathbb{R}^{1 \times c}$ are row vectors of $G$ and $H$ respectively; $D_{ij}$ is the dissimilarity between points $x_i, x_j$ in the original space; $D^{bg}_{ij}$ is the dissimilarity between $g_i$ and $h_j$, which are the encodings of $x_i$ and $x_j$ in the latent space spanned by the $c$ basis vectors of $F$.

We solve the minimization in Eq. (4.8) in a kernel space. We map the data from the original and latent spaces onto new spaces via Gaussian kernels. The corresponding kernel matrices $K$ and $K^{bg}$ are

$$K_{ij} = e^{-\frac{1}{\sigma_i^2} ||g_i - h_j||^2} \hspace{1cm} K^{bg}_{ij} = e^{-\frac{1}{\gamma_i^2} ||g_i - h_j||^2}$$  \hspace{1cm} (4.9)

where $\sigma_i$ and $\gamma_i$ are adaptive bandwidths which are set, for each point, to the distance to the $k^{th}$ nearest neighbor. We compute new pairwise dissimilarities matrices $D_K$ and $D^{bg}_K$ in the respective kernel spaces as follows

$$D_{K} = \frac{1}{2} (K_{ij} + K_{ji}) \hspace{1cm} D^{bg}_K = \frac{1}{2} (K^{bg}_{ij} + K^{bg}_{ji})$$

We replace the dissimilarity matrices $D$ and $D^{bg}$ in Eq. (4.8) with $D_K$ and $D^{bg}_K$, and approximate the minimization problem with the following

$$\arg\min_Z \beta(D_K, Z) + \lambda(D^{bg}_K, Z) + \frac{\mu}{2} ||Z - C + \frac{A_3}{\mu}||_F^2$$  \hspace{1cm} s.t. $1^T Z = 1^T, Z \geq 0$$

The dissimilarity matrices in Eq. (4.11) are combined in a unified matrix $\tilde{D}_{ij} = (D_K)_{ij} + \frac{1}{\beta} (D^{kg}_K)_{ij}$. The learning of $Z$ is based on the dissimilarity values in $\hat{D}$, and the minimization problem is formulated as a bounded least squares problem [14].

$$\arg\min_Z \beta(\tilde{D}, Z) + \frac{\mu}{2} ||Z - C + \frac{A_3}{\mu}||_F^2$$  \hspace{1cm} (4.12)

$$= \arg\min_Z \frac{\mu}{2} ||Z - C + \frac{A_3}{\mu} + \frac{\beta}{\mu} D||_F^2$$  \hspace{1cm} s.t. $1^T Z = 1^T, Z \geq 0$

SMRMF performs exemplar selection and affinity learning in a kernel space, while the factor matrices $F$ and $G$ are updated in input space. The computation of exemplar selection and affinity learning in a kernel space has multiple advantages: (1) kernel mapping improves class separability and yields informative dissimilarities to learn exemplars and to regularize the matrix factorization; (2) the updating of factor matrices in input space avoids the kernel pre-image problem [34]; (3) each update of the matrix $Z$ is performed on a dissimilarity matrix transformed by an adaptive Gaussian kernel with the bandwidth of each point set equal to the distance to its $k^{th}$ nearest neighbor. This operation allows pairwise affinities of farther points to effectively go to zero, thus reducing the number of variables to be updated.

Furthermore, the nature of the learned neighborhoods in SMRMF is different from the existing adaptive manifold regularization methods (e.g. AMRMF [18]). In fact, the latter learns the pairwise affinities and $k$-neighbors for each data point independently. In contrast, we impose a row-sum constraint on $Z$ to learn a distribution over affinities for each column of $Z$, while
the $k$-NN graph for approximating the manifold are learned from each row of $Z$, as shown in (3.6). Therefore, the learned affinity between a data point and its neighbor depends on the distribution of pairwise affinities between the neighbor and the rest of the data. As such, the resulting manifold leads to a discriminative latent representation, as the pairwise affinities are informative of the global structure of the data.

**Update $C$:** When optimizing with respect to $C$, Eq. (3.5) becomes

$$
\arg\min_C \beta I_{C \in S} + \frac{\mu}{2} ||Z - C||_F^2 + \frac{A_3}{\mu} ||C||_F^2
$$

which can be solved by a projection on $S$.

The factor matrices $F$ and $G$ are initialized by non-negative SVD [35]. $C$ is initialized to a single exemplar which has the minimum sum of pairwise distances to other points, where the entries corresponding to its row are set to one. $Z$ is initialized by optimizing Eq. (3.2) using accelerated ADMM (A2DM2) [36]. A2DM2 requires each of the components in its objective function to be strongly convex. The objective function components in Eq. (3.2) are not strongly convex, hence we add the squared Frobenius norm of $Z$ and $C$ to Eq. (3.2) to achieve strong convexity. Hence, we use the following objective function to initialize $Z$ using A2DM2:

$$
\arg\min_{Z,C} tr(D^T Z) + I_{C \in S} + \frac{\delta}{2} ||Z||_2^2 + \frac{\delta}{2} ||C||_2^2
$$

where $\delta$ is set to a very small value. The Augmented Lagrangian for Eq. (4.14) is

$$
L(Z, C, \Lambda) = \arg\min_{Z,C} tr(D^T Z) + I_{C \in S} + \frac{\delta}{2} ||Z||_2^2 + \frac{\delta}{2} ||C||_2^2 + \frac{\mu}{2} ||Z - C||_F^2
$$

The pseudo code of A2DM2 applied to Eq. (4.15) is given in the supplementary material.

5 **Fast Approximation of SMRMF.**

Solving (3.3) is computationally expensive due to the $L_{1,p}$ norm constraint on the encoding matrix $Z$ for exemplar selection. To speed-up the computation, we develop a fast approximation of SMRMF (f-SMRMF). We relax the constraint $||Z||_{1,p}$ in (3.3) to a Frobenius norm $||Z||_F^2$, and formulate a unified objective function combining the NMF loss with the relaxed exemplar selection objective. This allows the formulation of a convex optimization problem, which can be easily parallelized to solve each column of $Z$ independently. The unified objective function of f-SMRMF is:

$$
\arg\min_{Z,F,G} ||X - FG^T||_{2,1} + \lambda tr(G^T L Z G) + \beta (tr(D^T Z) + \frac{\delta}{2} ||Z||_F^2)
$$

We use the procedure in Section 4 to solve (5.16). The optimization only differs in the update of $Z$, replacing both the updates of $Z$ and $C$ in Section 4. Following steps similar to (4.7)-(4.12), the update for $Z$ becomes:

$$
\arg\min_{Z} (D^T Z) + \frac{\delta}{2} ||Z||_F^2
$$

We exploit the fact that each column $z_j$ of $Z$ in (5.17) can be found independently, by solving the following problem for each column $d_j$ of the matrix $D$:

$$
\arg\min_{x_j} d_j^T z_j + \frac{\delta}{2} ||z_j||_2^2
$$

Problem (5.18) is convex and can be worked out by explicitly solving a Karush-Kuhn-Tucker (KKT) system of equations and inequalities. The time complexity of the resulting algorithm (given in the supplementary material) is $O(n^2)$, where $n$ is the number of instances and the number of rows of $Z$. Thus, the cost of computing $Z$ in (5.17) is $O(n^3)$. The time complexities to solve (4.12) and (4.13) are $O(n)$ and $O(n^2 \log(n) + n^3)$, respectively. Thus, f-SMRMF replaces the two update steps for $Z$ and $C$ with a new single update step for $Z$. This gives significant computational gains in the iterative optimization, as also reflected in the empirical running times reported in Section 6.

Due to the Frobenius norm relaxation on $Z$, we need to explicitly rank and select exemplars from $Z$ (in contrast, the $L_{1,p}$ norm constraint sets the rows of the non-exemplars to zero). We select the required number $\tau$ of exemplars from a ranking of the rows of $Z$, ordered by their descending $L_2$ norms.

6 **Empirical Evaluation.**

We evaluate SMRMF using the data summarized in Table 3 (further details on the data are in the supplementary material). We compare our approach against several algorithms: baseline matrix factorization and manifold regularization (NMF [1], GNMF [8], RMNMF [16]),...
Table 3: Summary of the data sets.

| Data set  | # instances | # dimensions | # classes |
|-----------|-------------|--------------|-----------|
| Wave      | 600         | 21           | 3         |
| Ionosphere| 351         | 34           | 2         |
| Sonar     | 208         | 60           | 2         |
| Movement  | 360         | 90           | 15        |
| Musk1     | 476         | 168          | 2         |
| mfeat-fac | 2000        | 216          | 10        |
| mfeat-pix | 2000        | 240          | 10        |
| Semeion   | 1593        | 256          | 10        |
| ISOLET    | 1200        | 617          | 5         |
| COIL-5    | 360         | 1024         | 5         |
| 20-news   | 5020        | 1796         | 20        |
| ORL       | 400         | 4096         | 40        |
| OVA_Colon | 1545        | 10935        | 2         |

baseline subset selection (DS3 [14], DPP [28]), state of the art subset selection (IPM [29]) state of the art subspace clustering (ESC-FFS, [32]), deep matrix factorization (DSMF, [26]), and state of the art manifold regularization methods (AMRFF, [18], APMF [19]). We compare two variants of SMRMF: (1) SMRMF-Euc, which learns \( Z \) in Eq. (4.8) using pairwise Euclidean distances in the input space, to assess the effect of kernel mapping; (2) SMRMF-NS, which learns \( Z \) without imposing the exemplar selection constraints. The \( k \)-neighborhoods of the points selected by DPP and IPM are used to selectively regularize RMNMF. The factor matrices for manifold regularization algorithms are initialized using non-negative SVD [35]. SMRMF and variants are evaluated at 10\% exemplar selection. We tune the regularization parameters of the algorithms in the range \( \{10^{-3}, 10^{-2}, \ldots, 1\} \) and report the best results. Detailed parameter settings of the algorithms are given in the supplementary material.

6.1 Evaluation. We evaluate the approaches using clustering accuracy (ACC), Normalized Mutual Information (NMI), and running time. Tables 4 and 5 give the clustering accuracy and NMI of the compared algorithms. NMF, GNMF, DPP, and ESC-FFS are initialized randomly; hence, their results are averaged across 30 iterations. The standard deviations of ACC and NMI of DPP are very low (of the order of 1e-15) for all the datasets, hence they are not reported. The initialization and solution of all the other methods are deterministic. DPP on 20-news and OVA_Colon could not be run to completion, and APMF could not run to completion on OVA_Colon.

Both SMRMF and f-SMRF achieve the best average ACC and NMI values, with a considerable margin of improvement on average against all competitors. This demonstrates that our approach is robust under a variety of conditions. In particular, a large improvement margin was achieved by both SMRMF and f-SMRF on the data with the largest dimensionality (OVA_Colon). SMRF and f-SMRF outperform both variants SMRMF-Euc and SMRMF-NS in average ACC and NMI. This confirms that kernel mapping is effective in learning informative pairwise affinities, and that some \( k \)-neighborhoods can be detrimental to clustering, and our approach is effective in eliminating them.

Table 6 gives the average running time (in seconds) of the algorithms. The running times for each data set are given in the supplementary material. All experiments are run using MATLAB 2019b, on a 2.3 GHz Intel Core i5 processor with 16 GB RAM. NMF is the fastest, but results in poor clustering quality due to the lack of regularization. APMF is the most expensive. f-SMRF effectively speeds-up SMRF, while preserving clustering quality, thus making our approach competitive also in terms of complexity.

7 Analysis. To investigate the effect of our selection procedure, we compare the characteristics of the selected neighborhoods against those discarded. Table 7 shows the average label mismatch of neighbor pairs within the neighborhoods of the selected (SNBH) and non-selected (NSNBH) points, for SMRMF. The third column gives the difference between the two measures. A positive difference indicates that the neighborhoods of the selected points have lower label mismatch on average than the rest of the points. We observe a positive difference for the majority of the data sets. Furthermore, Tables 4 and 5 show that SMRMF achieves a considerable improvement in performance compared to RMNMF in these data sets, thereby demonstrating the effectiveness of our data selection process.

As highlighted in Table 1, both \% Bad NN and \% Bad NBH are reduced significantly after exemplar selection, for the majority of the data sets. Few data sets (Wave, Semeion, and 20-news) show a rise in \% Bad NN after exemplar selection. This is likely the reason why SMRF does not outperform RMNMF on Semeion and 20-news. Nevertheless, SMRF still has a significant improvement over RMNMF on Wave. A plausible explanation is that the affinities learned for the bad neighbors on Wave were not large enough to influence the NMF regularization. Another factor which affects the learned affinities is the separability of data in the latent space learned in the NMF iterations. We’ll further investigate this phenomenon in our future work. We provide further analysis on the sensitivity of exemplar and neighborhood sizes, and on the convergence of SMRF, in the supplementary material.

8 Conclusion. We presented a novel algorithm to simultaneously select a subset of \( k \)-neighborhoods and learn an affinity matrix, within an MF framework. We empirically an-
Table 4: Clustering accuracy (ACC) of all methods (standard deviations are given in parentheses).

| Method        | Wave | Ionosphere | Sonar | Movement | Musk1 | mfeat-mbs | mfeat-pix | OVA-Colon |
|---------------|------|------------|-------|----------|-------|-----------|-----------|-----------|
| NMF           | 0.55  | 0.70       | 0.56  | 0.34     | 0.52  | 0.51      | 0.43      | 0.58      |
| DS3           | 0.70  | 0.71       | 0.74  | 0.47     | 0.58  | 0.62      | 0.50      | 0.7         |
| GNMF          | 0.63  | 0.66       | 0.66  | 0.36     | 0.56  | 0.42      | 0.48      | 0.39        |
| RNNMF         | 0.71  | 0.71       | 0.74  | 0.48     | 0.56  | 0.35      | 0.50      | 0.4          |
| FAMRF         | 0.53  | 0.64       | 0.66  | 0.48     | 0.58  | 0.51      | 0.51      | 0.3          |
| APMF          | 0.49  | 0.69       | 0.66  | 0.48     | 0.58  | 0.51      | 0.51      | 0.4          |
| DPP           | 0.81  | 0.77       | 0.80  | 0.48     | 0.58  | 0.51      | 0.51      | 0.4          |
| IPM           | 0.84  | 0.77       | 0.80  | 0.48     | 0.58  | 0.51      | 0.51      | 0.4          |
| ESC-FFS       | 0.62  | 0.77       | 0.80  | 0.48     | 0.58  | 0.51      | 0.51      | 0.4          |
| DSMMF         | 0.51  | 0.69       | 0.77  | 0.80     | 0.58  | 0.51      | 0.51      | 0.4          |
| SMRMF         | 0.51  | 0.69       | 0.77  | 0.80     | 0.58  | 0.51      | 0.51      | 0.4          |
| SMRMF         | 0.51  | 0.69       | 0.77  | 0.80     | 0.58  | 0.51      | 0.51      | 0.4          |
| SMRMF         | 0.51  | 0.69       | 0.77  | 0.80     | 0.58  | 0.51      | 0.51      | 0.4          |
| I-SMRF        | 0.51  | 0.69       | 0.77  | 0.80     | 0.58  | 0.51      | 0.51      | 0.4          |

Table 5: Normalized Mutual Information (NMI) of all methods (standard deviations are given in parentheses).

| Method        | Wave | Ionosphere | Sonar | Movement | Musk1 | mfeat-mbs | mfeat-pix | OVA-Colon |
|---------------|------|------------|-------|----------|-------|-----------|-----------|-----------|
| NMF           | 0.38  | 0.38       | 0.38  | 0.38     | 0.38  | 0.38      | 0.38      | 0.38      |
| DS3           | 0.38  | 0.38       | 0.38  | 0.38     | 0.38  | 0.38      | 0.38      | 0.38      |
| GNMF          | 0.38  | 0.38       | 0.38  | 0.38     | 0.38  | 0.38      | 0.38      | 0.38      |
| RNNMF         | 0.38  | 0.38       | 0.38  | 0.38     | 0.38  | 0.38      | 0.38      | 0.38      |
| FAMRF         | 0.38  | 0.38       | 0.38  | 0.38     | 0.38  | 0.38      | 0.38      | 0.38      |
| APMF          | 0.38  | 0.38       | 0.38  | 0.38     | 0.38  | 0.38      | 0.38      | 0.38      |
| DPP           | 0.38  | 0.38       | 0.38  | 0.38     | 0.38  | 0.38      | 0.38      | 0.38      |
| IPM           | 0.38  | 0.38       | 0.38  | 0.38     | 0.38  | 0.38      | 0.38      | 0.38      |
| ESC-FFS       | 0.38  | 0.38       | 0.38  | 0.38     | 0.38  | 0.38      | 0.38      | 0.38      |
| DSMMF         | 0.38  | 0.38       | 0.38  | 0.38     | 0.38  | 0.38      | 0.38      | 0.38      |
| SMRMF         | 0.38  | 0.38       | 0.38  | 0.38     | 0.38  | 0.38      | 0.38      | 0.38      |
| SMRMF         | 0.38  | 0.38       | 0.38  | 0.38     | 0.38  | 0.38      | 0.38      | 0.38      |
| SMRMF         | 0.38  | 0.38       | 0.38  | 0.38     | 0.38  | 0.38      | 0.38      | 0.38      |
| I-SMRF        | 0.38  | 0.38       | 0.38  | 0.38     | 0.38  | 0.38      | 0.38      | 0.38      |
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1 SMRMF Optimization.
We describe below the detailed steps to update variables $E$, $F$, $H$ and $G$ in the unified optimization. The Augmented Lagrangian for SMRMF objective (equation (3.5) in the paper) is
\[
\text{(1.1) } \arg\min_{Z,F,G,E,H,C,A_1,A_2,A_3,\mu} \|E\|_{2,1} + \lambda \text{tr}(G^T L_z H) \\
\quad + \beta \text{tr}(D^T Z) + \beta I_{C \in S} + \frac{\mu}{2} \|X - FG^T - E + \frac{1}{\mu} A_1\|^2_F \\
\quad + \frac{\mu}{2} \|G - H + \frac{1}{\mu} A_2\|^2_F + \frac{\mu}{2} \|Z - C + \frac{1}{\mu} A_3\|^2_F
\]
s.t. $G^T G = I$, $H \geq 0$, $S = \{C : \|C\|_{1,p} \leq \tau\}$, $1^T Z = 1^T Z \geq 0$
where $A_1 \in \mathbb{R}^{m \times n}$, $A_2 \in \mathbb{R}^{n \times c}$, and $A_3 \in \mathbb{R}^{n \times n}$ are matrices of Lagrangian multipliers, and $\mu$ is the penalty coefficient.

Update $E$: We fix all the variables but $E$, and remove the terms that do not depend on $E$. Eq. (1.1) becomes
\[
\text{(1.2) } \arg\min_{E} \frac{1}{\mu} \|E\|_{2,1} + \frac{1}{2} \|X - FG^T - E + \frac{1}{\mu} A_1\|^2_F
\]
Let $B = X - FG^T + \frac{1}{\mu} A_1$. $E$ is updated as:
\[
\text{(1.3) } e_i = \begin{cases} 
(1 - \frac{1}{\mu ||b_i||})b_i, & \text{if } ||b_i|| \geq \frac{1}{\mu} \\
0, & \text{otherwise}
\end{cases}
\]

Update $F$: When optimizing for $F$, Eq. (1.1) becomes
\[
\text{(1.4) } \arg\min_{F} \frac{\mu}{2} \|X - FG^T - E + \frac{1}{\mu} A_1\|^2_F
\]
Hence we obtain the solution
\[
F = (X - E + \frac{1}{\mu} A_1)G(G^T G)^{-1}
\]

Update $H$: When optimizing for $H$, Eq. (1.1) becomes
\[
\text{(1.5) } \arg\min_{H \geq 0} \frac{\mu}{2} ||G - H + \frac{1}{\mu} A_2\|^2_F + \lambda \text{tr}(G^T L_z H)
\]
which can be re-arranged to the following form:
\[
\text{(1.6) } \arg\min_{H \geq 0} ||H - J\|^2_F
\]

where $J = (G + \frac{1}{\mu} A_2 - \frac{1}{\mu} L_z G)$. The solution for $H$ can be obtained as
\[
\text{(1.7) } H_{ij} = \max(J_{ij}, 0), i = 1,2,\ldots, n, j = 1,2,\ldots, c.
\]

Update $G$: When optimizing with respect to $G$, Eq. (1.1) becomes
\[
\text{(1.8) } \arg\min_{G^TG=I} \frac{\mu}{2} ||X - FG^T - E + \frac{1}{\mu} A_1\|^2_F \\
\quad + \frac{\mu}{2} ||G - H + \frac{1}{\mu} A_2\|^2_F + \lambda \text{tr}(G^T L_z H)
\]

This can be further simplified to
\[
\text{(1.9) } \arg\min_{G^TG=I} ||G - N\|^2_F
\]
\[
\text{(1.10) } N = H - \frac{1}{\mu} A_2 - \frac{1}{\mu} L_z H + (X - E + \frac{1}{\mu} A_1)^T F
\]
The solution to (1.10) is:
\[
\text{(1.11) } G = UV^T
\]
where $U$ and $V$ are left and right singular values of the singular value decomposition of $N$.

2 Algorithms.
Algorithm 2 describes the pseudo code to apply Accelerated ADMM (A2DM2) on DS3 to initialize variable $Z$. This algorithm solves equation (4.15) in the paper. Algorithm 3 describes the pseudo code of a convex optimization to solve for variable $Z$ in f-SMRMF. This algorithm solves equation (5.18) in the paper.
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Algorithm 2 Accelerated ADMM (A2DM2) to solve (4.15) in the paper

1: Initialize: \( C^0, \Lambda^0 = 0, a_0 = 1, \mu = 10^{-1}, \rho = 1.05 \)
2: repeat
3: \( Z^t = \arg \min_{Z} L(Z, C^t, \Lambda^t) \)
4: \( C^t = \arg \min_{C} L(Z^t, C, \Lambda^t) \)
5: \( \Lambda^t = \Lambda^{t-1} + \mu (Z^t - C^t) \)
6: \( a_{t+1} = \frac{1 + \sqrt{1 + 4 \alpha t^2}}{2} \)
7: \( \Lambda^{t+1} = \Lambda^t + \frac{a_{t+1}}{a_t} (\Lambda^t - \Lambda^{t-1}) \)
8: \( \hat{C}^{t+1} = \arg \min_{C} \| D^T C \|_F^2 + \| Z - C \|_F^2 \) \( s.t. \) \( I^0 = I^t; C \geq 0 \)
9: \( \mu = \rho \mu \)
10: until convergence

Algorithm 3 Algorithm to solve (5.18) in the paper

1: Initialize: \( z^0 = 0, s^0 = 1, m = 1 + \max_{1 \leq j \leq n} d^0_j \), \( \delta = d_j, l_0 = \min_{1 \leq i \leq n} d_i, l_0 = \arg \min_{1 \leq i \leq n} d_i, \)
2: \( d^0_i = m, I^0 = \{ l_0 \} \)
3: \( r = l_0 + \delta \)
4. while \( r > l_0 \) and \( t < n - 1 \) do
5: \( l_1 = \min_{1 \leq j \leq n} d_j, i_1 = \arg \min_{1 \leq i \leq n} d_i, d_i = m. \)
6: \( w = (l_1 - l_0) / \delta. \)
7: \( \text{for } i \in I^0_{l-1} \text{ do} \)
8: \( s^t_i = z^t_i + w, s^t_i = s^t_i - w \)
9: \( \text{end for} \)
10: \( l_0 = l_1, I^0 = I^0_{l-1} \cup i_1 \)
11: \( r = l_0 + \delta s^t / | I^0 | \)
12: \( z = z^t + s^t / | I^0 | \)

3 Empirical Evaluation.

3.1 Simulated Data. The data clustering of moons data by RMNNMF and SMRRMF are given in Fig 1. The data is projected on the first two dimensions to plot 10DMoons.

3.2 Data Sets. This section describes the datasets used in Table 3 in the paper. We chose real data sets with sufficient variations in density, class distribution, and dimensionality. Except for ORL1, OVAColon2, and 20-news3, the remaining data sets are obtained from the UCI Machine Learning Repository [1]. COIL originally consists of 100 classes, out of which the first 5 classes are selected, with 72 images in each class. For ISOLET, the training data (islet1+2+3+4 in the UCI repository) of five classes (A,B,C,D,E) are selected. The first 200 samples are selected from each class in Wave.

The attributes ‘musk name’ and ‘conformation name’ are omitted for Musk1. An equal number of instances from each class is chosen for 20-newsgroup, and min and max document frequency thresholding is applied to remove rare and very frequent words. The data is then represented using TF-IDF values. The features of each data set are scaled to the range \([0, 1]\) using min-max scaling. Instances are normalized to unit \( L_2 \) norm for each data set. Duplicate instances and invariant features are removed from each data set.

3.3 Parameter Setting for Comparison Experiments. We tune the regularization parameters of the algorithms in the range \( \{10^{-3}, 10^{-2}, \ldots, 1\} \) and report the best results. For APMF, the regularization parameters for the higher-dimensional datasets (ISOLET, COIL-5, 20-newsgroups, ORL, and OVA_Colon) are set to 0.01, as suggested by the authors (APMF on these data sets did not run in a reasonable amount of time to enable fine-tuning). The parameter \( \alpha \) for AMRMF is set according to the derived result in [2]. The parameter \( \tau \) for SMRRMF is set as \( 0.1 \times n \), where \( n \) is the number of points, so that 10% of the data is selected as exemplars. The parameter \( \delta \) in A2DM2 initialization is set to 0.01, while \( \delta \) in SMRRMF(fast) is tuned in the range \( \{10^{-2}, 10^{-1}, \ldots, 10\} \). The ALM parameters for all experiments are initialized as follows: \( A_1 = A_2 = A_3 = 0, \rho = 1.05 \), and the maximum iterations is set to 1000. The value of \( k \) for \( k \)-NN graph construction is set to \( \sqrt{n} \) for all algorithms. The number of clusters, which is equal to the rank of the factor matrices, is set equal to the number of classes in the data, as done in literature (RMNNMF, AMRMF, APMF, ESC-FFS). For DS3 based clustering, the number of exemplars is set equal to the number of classes. The exemplar size for DPP and IPM are also set to 10%. A dual DPP formulation is used in order to scale to larger datasets. The Gram matrix for DPP is computed using pairwise cosine similarities. The reduced data dimensionality for APMF is selected from three parameter settings: \( \{0.2m, 0.5m, 0.7m\} \), where \( m \) is the full dimensionality of the data. The parameter \( \lambda \) for ESC-FFS is set to 100 as suggested by the authors. The exemplar size for ESC-FFS is varied in the set \( \{1\%, 2\%, 3\%, 4\%, 5\%, 10\%, 15\%\} \), and the best average result is reported. The neural network for DSMF has two hidden layers, as suggested by the authors. We set their sizes as \( layer_1 = m/2 \) and \( layer_2 = \max(\frac{layer_1}{m}, 2 \times c) \), where \( m \) is the data dimensionality and \( c \) is the number of clusters. Except for DSMF and APMF, all the matrix factorization algorithms are run until the following convergence criterion is met: \( |J^{t+1} - J^t|/J^t < 10^{-4} \), where \( J^t \) is the objective function.
function value for an algorithm at time $t$. For DSMF and APMF, we follow the convergence criterion in the available code. GNMF, RMNMF, APMF, and SMRMF construct a $k$-NN graph from the affinity matrix, while AMRMF and SMRMF-NS use a fully connected graph for regularization. The pairwise affinities of the $k$-NN graph of RMNMF are computed using an adaptive heat kernel: $A(x_i, x_j) = e^{-||x_i - x_j||^2/2\sigma_i^2}$; where $\sigma_i$ is the distance of $x_i$ to the $k$th nearest neighbor. The pairwise affinities for AMRMF, APMF, SMRMF, and its variants are learned. For SMRMF and its variants on real data, the adaptive bandwidths ($\sigma_i$ and $\gamma_i$ in equation 4.10 of the paper) are set equal to the squared distance to the $k$th neighbor of a data point. f-SMRMF further optimizes run-time by setting adaptive bandwidths $\gamma_i$ as the mean of the adaptive bandwidths $\sigma_i$, in each iteration. In order to reduce the running time of SM-RMF and variants for larger data sets ($n \geq 2000$), we allow an early termination of the update of the variables $Z$ and $C$; they are updated until they satisfy $||Z^{t+1} - Z^t||_\infty \leq 1e^{-5}$ and $||C^{t+1} - C^t||_\infty \leq 1e^{-5}$, respectively.

3.4 Running Time. Table 1 provides running time in seconds, for each data set on all the compared algorithms.

3.5 Analysis. Here we analyze the convergence of our approach, and its sensitivity to the number of nearest neighbors $k$ and to the exemplar set size. Fig. 2 shows the convergence of the unified objective function of SMRMF. The objective function converges in less than 1000 iterations for all data sets, with the majority of the data sets requiring fewer then 400 iterations.

Fig. 3 analyzes the sensitivity of accuracy on the neighborhood size $k$ for SMRMF. $k$ varies in the set $\{5, 10, 15, \sqrt{n}\}$, where $n$ is the number of points. We observe that $k = \sqrt{n}$ gives the best accuracy for the majority of the data sets. Note that for Sonar, $\sqrt{n} < 15$. Fig. 4 shows the effect of the exemplar set size on accuracy. The exemplar size (%) varies in the set $\{0.1, 0.2, \ldots, 0.5\}$. Most data sets reach the highest accuracy at exemplar set size 0.1, and consequently manifest an overall slight decreasing trend.
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Figure 4: Sensitivity on exemplar set size.
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