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GABRIEL KHAN

ABSTRACT. In this article, we discuss Hall’s conjecture [17] about the distribution of random triangles. We consider the probability that three points chosen uniformly at random, in a bounded convex region of the plane, form an acute triangle. Hall’s conjecture is the “isoprobabilistic inequality” which states that this probability should be maximized by the disk.

1. WHAT IS THE PROBABILITY THAT A RANDOMLY CHOSEN TRIANGLE IS ACUTE?

A classic question in geometric probability is understanding the distribution of shapes of random triangle.

This question dates back to 1861, when W.S.B. Woolhouse [27] asked for the probability that a random triangle is acute. This question was posed as a mathematical puzzler for The Lady’s and Gentleman’s Diary, and so Woolhouse also provided a solution. As noted in [6], Woolhouse did not specify how to choose a random triangle, and consequently his problem was ill-posed. However, his answer \((4\pi^{-2} - 1/8)\) is correct if the three vertices are chosen uniformly at random in a disk.

The question was further popularized by Charles Dodgson (better known as Lewis Carroll), who posed the challenge in his lesser known book Pillow Problems [5] — a work containing 72 problems (with solutions) of mathematical olympiad caliber. However, his answer was different than Woolhouse because he used a different method to define a random triangle. He assumed that the longest side of the triangle is a known line segment, and then the third point is chosen uniformly at random.

After some initial thought, one realizes that the answer depends on how random triangles are defined. Many methods have been proposed to define random triangles; such as randomly
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choosing the side lengths or angles, see [16], [6]. Many of the historical methods were ad hoc and involved arbitrary decisions, and as a result seem to contradict each other. There is an excellent paper by Stephen Portnoy [23], which explains how many of the natural methods for choosing random triangles are unsatisfactory.

The modern approach, originally due to D.G. Kendall [14], is to study the shape space, which is the moduli space of triangles modulo similarities and try to understand the natural geometry on this space. Kendall discovered that this space naturally can be associated with a hemisphere with it’s round geometry. This gave a natural way to understand the shape of random triangles and to answer probability questions in a way that did not depend on ad hoc decisions. For more history on the shape manifold and some modern results using Grassmannians, Cantarella et. al. [4] is a good resource. In this new formulation, the probability that a random triangle is acute is exactly $1/4$.

However, research is still being done when the vertices are picked according to some distribution, which is the focus of this paper. It is worth noting that people have studied the question when the vertices are chosen using different distributions. Explicit calculations have been done in the following cases: (i) the vertices are chosen from a Gaussian distribution (in which case the probability is exactly $1/4$) [19]; (ii) uniformly at random in a rectangle [20], (iii) uniformly at random in a triangle [1].

1.1. Hall’s conjecture. In 1982, Glen Hall [17] computed the probability that three points chosen uniformly at random in the $n$-ball would form an acute triangle. He did so by applying Baddeley’s generalization of Crofton’s differential equation [2] to simplify the relevant integrals. In his paper, he observed that the $n$-ball is a critical point for this probability and that as $n$ increases, the probability of choosing an acute triangle increases and converges in the limit to 1. In light of this, he conjectured among convex domains in $\mathbb{R}^n$, the probability that three randomly chosen points form an acute triangle is maximized when the domain is the $n$-ball. In my work, we will consider a natural strengthening of this conjecture. Before doing so, I will

---

1The fact that this agrees with the probability from the shape manifold is not a coincidence.
need to introduce some notation.

**Notation**: I will typically denote a convex region in \( \mathbb{R}^n \) by \( S \). When considering a 1-parameter family of such regions, with parameter \( t \), I will denote it by \( S(t) \). In this context \( S(0) \) will invariably denote the \( n \)-ball with center the origin. I will use \( p(S) \) to denote the probability that \( \triangle T \) is an acute triangle, where triangle \( \triangle T \) is obtained by choosing three vertices in \( S \) i.i.d. uniformly. Furthermore, \( F_S(\theta) \) will denote the cumulative distribution function (CDF) of the probability that the largest angle of \( \triangle T \) is less than or equal to \( \theta \).

The Strong Hall Conjecture is the inequality:

**Conjecture 1** (Strong Hall Conjecture).

\[
F_S(\theta) \leq F_{n\text{-ball}}(\theta).
\]

Note that in this new statement, Hall’s paper uses \( P(S) \) to be \( F_S(\frac{\pi}{2}) \) and so Hall’s conjecture is the sub-conjecture that \( F_S(\frac{\pi}{2}) \leq F_{n\text{-ball}}(\frac{\pi}{2}) \). Heuristically, Hall’s conjecture seems almost certain to be true. In order to maximize the probability, the first variation of the probability must vanish. From Hall’s work, it appears that the only way for this to occur is for the domain to have \( SO(n) \)-symmetry. Furthermore, increasing the dimension increases the probability, so there is no expected degeneracy (such as the probability being maximized on a lower dimensional subset). Nevertheless, the conjecture remains open since translating statements about probability into geometric data is a difficult problem. The Strong Hall’s Conjecture fails if \( S \) is allowed to be non-convex. For instance, if one picks three points uniformly from three disks centered at the vertices of a large equilateral triangle, then there is a relatively large probability of forming a triangle that is very close to equilateral.

1.2. **Some background on Crofton’s differential equation and variational calculus.** Although I do not use Crofton’s differential equation for my work, it plays an important role in the history of the problem. It describes how a geometric probability evolves as a region expands and was originally published in the Encyclopedia Brittanica in 1885 [10]. Roughly
speaking, it states that when some region $S(t)$ expands as time goes by, the probability $P(t)$ of some event evolves in the following way:

$$\frac{d}{dt}P = \frac{1}{V} (q - p) \frac{dV}{dt}$$

Here, $V(t)$ is the volume of $S$ and $q$ is the probability of the event when one picks a point on the boundary of $S$. Crofton’s differential equation was originally designed as a tool to simplify complicated geometric integrals that appear in geometric probability. It can be view as an early prototype for modern variational techniques in geometric probability.

By modern standards, Crofton’s differential equation is vague as neither $p$ nor $q$ are rigorously defined. There is also no consideration of smoothness. In 1977, Baddeley, having studied Crofton’s work, wrote the formula down in modern notation and made the equation precise\[2].

In practice, it’s use is the following: if one knows a natural evolution for which $\frac{d}{dt}P = 0$ (such as homothetically expanding the region), then one can use this formula to show that $q = p$. It is generally easier to compute $Q$ rather than $P$, so this greatly simplifies calculation.

The moving manifold approach has largely been replaced by variational techniques. The modern variational approach to this problem is to consider the probability as a functional and compute its variations. This is a much more flexible approach with considerably more power, but it lacks some of the elegance of the moving manifold approach. For this project, I needed the additional generality of the variational approach, though I tried to keep the notation consistent with the moving manifold approach, when possible.

In order to present the results, it is necessary to discuss the difference between local extrema and weak local extrema. Following the convention of [13], I say that the functional $p(S)$ has a weak local maximum for $S = S_0$ if there exists an $\epsilon > 0$ such that $p(S) - p(S_0) < 0$ for all $S$ in the domain of $p$ which satisfy the condition $d_1(S, S_0) < \epsilon$, where $d_1$ corresponds to distance in the $C^1$ norm. The advantage of studying weak local maxima is that is easy to prove that they exist; a sufficient condition is that the second variation of $p(S)$ is strongly negative at $S_0$. 
There is also a stronger version of a local extrema, which are simply called local maxima. We say that the functional $p(S)$ has a local maximum for $S = S_0$ if there exists an $\epsilon > 0$ such that $p(S) - p(S_0) < 0$ for all $S$ in the domain of $p$ which satisfy the condition $d_H(S, S_0) < \epsilon$. Here, $d_H$ is the Hausdorff distance, which yields a coarser topology. It is much more natural to consider convex regions in terms of Hausdorff distance, but finding strong extrema is often much more difficult than finding weak ones.

1.3. The results.

**Theorem 2.** Let $S$ be a bounded convex subset of $\mathbb{R}^2$ and pick three points uniformly at random from $S$. Define $p(S)$ as the probability that three points picked uniformly from $S$ form an acute triangle. Then the ball is a weak local maximum for $P$. More precisely, the second variation of the probability is strongly negative. An immediate consequence is that given a $C^2$ one-parameter family of convex regions $S(t)$ such that $S(0)$ is the disk and whose first variation modulo congruences is non-zero, then $p(S(t))$ has a local maximum at 0.

The proof of Theorem 2 uses calculus of variations, but is directly inspired by Baddeley’s generalization of Crofton’s differential equation [2]. After calculating the second variation, I applied the Fourier transform to the variation, and used the Plancherel theorem and correlation theorem to show that the second variation is strongly negative. This theorem holds in weaker regularity than $C^2$, and I discuss the specific regularity necessary for the variation. For the purpose of conciseness, all the calculations in my work are terms of Hall’s original conjecture on acute triangles. However, all of the results generalize to prove a weak local version of the Strong Hall’s Conjecture. Beautiful and unexpected patterns emerge from Fourier analysis used to consider the Strong Hall’s conjecture, and this deserves its own treatment. I plan to discuss this topic in a follow up article.

I then extend this result to $\mathbb{R}^3$. The proof of Theorem 3 is similar to that of Theorem 2 but more involved. I use the Plancherel theorem and correlation theorem for $SO(3)$ (which is compact but non-Abelian) to calculate the second variation. Furthermore, the calculations are too involved to do by hand, and so require Mathematica.
**Theorem 3.** Let $S$ be a bounded convex subset of $\mathbb{R}^3$ and consider $p$ as before. Then the ball is a weak local maximum for $p$. More precisely, the second variation of the probability is strongly negative. Therefore, given a $C^2$ one-parameter family of convex regions $S(t)$ such that $S(0)$ is the ball and the first variation modulo congruences is non-zero, then $p(S(t))$ has a local maximum at 0.

Theorem 4 removes the regularity assumptions and prove that the disk is a local maximum for the probability in the Hausdorff topology. The proof uses some algebraic topology to construct a particular time variation from $D$ to $S$. Along this variation, I prove that the second derivative of the probability is uniformly Hölder-$1/2$ continuous along the variation. This can be thought of as a type of local $C^{2,1/2}$ estimate on the probability near the disk. By Theorem 2, the second derivative of the probability is strictly negative at 0, and so is strictly negative along the entire variation for some uniform $t$. I construct a super-solution to the ordinary differential equation for the probability and find an upper bound on the probability which is smaller than that of the disk.

**Theorem 4.** Let $S$ be a bounded convex subset of $\mathbb{R}^2$ and pick three points uniformly at random from $S$. Then disk is a local maximum for the probability that the three points picked uniformly from $S$ formed an acute triangle. More precisely, there exists $\epsilon$ such that given a convex region $S$ with $d_H(D,S) < \epsilon$, then $p(S) < p(D)$. Here $d_H$ is the Hausdorff distance between the $S$ and $D$.

**Theorem 5.** Let $S$ be a convex subset of $\mathbb{R}^2$ whose isoperimetric ratio is greater than $\frac{2888}{9}$. Then $p(S) < p(D)$. In particular, the probability is $O(R^{-1})$ where $R$ denote the isoperimetric ratio by $R$.

Theorem 5 is well-known in the literature, but we were not able to find any explicit estimates. Convex regions with large isoperimetric ratio are very long and thin, so the three points are nearly collinear with large probability and thus have very small probability of forming an acute triangle. The numeric estimate is helpful for the last section. Since the only non-compact parts of the moduli space of convex figures (in the $C^0$ sense) correspond to blow-ups of the
isoperimetric ratio, this shows that the supremum is achieved on a compact subset in the $C^0$ topology. Theoretically, this reduces the proof of the full conjecture to a finite computation, although it is not currently tractable.

These results will be published in a separate volume, so we do not include the proofs in this report.

1.4. Isoprobabilistic inequalities and other applications. Hall’s conjectured inequality falls into a class of inequalities that appear to be probability versions of the isoperimetric inequality. The classic isoperimetric inequality states that of all unit volume convex regions, the measure of the boundary is minimized when the convex region is the disk. In the probabilistic inequalities, there is some geometric function, and the expected value of that function realizes an extrema when the domain is the disk. We refer to these inequalities as isoprobabilistic inequalities, although they have also been called extremal problems [9].

The most famous version of such an inequality is the Rayleigh-Faber-Krahn inequality. This states that given a bounded domain in $\mathbb{R}^n$, its first Dirichlet eigenvalue is no less than the corresponding Dirichlet eigenvalue of a Euclidean ball with the same volume. If we interpret the first Dirichlet eigenvalue of a domain in terms of exponential rate of exit times of Brownian motion, then the Dirichlet eigenvalue quantifies an aspect of probability for a geometric process. In this interpretation, the Rayleigh-Faber-Krahn inequality states that the ball realizes an extrema. A similar phenomena occurs in the most famous problem in geometric probability: Sylvester’s 4-point problem [22]. In that case, the disk is known to maximize the probability modulo affine transformations [8].

Another natural conjecture is that of among unit volume domains, the expected value of the distance to the boundary is maximized when the domain is the ball. To prove this, it suffices to obtain an estimate on the total integral of the solution to the eikonal equation with Dirichlet conditions. Using recent work of Domokos and Lángi [11], a proof using the eikonal abrasion flow may be feasible, but we will not consider that here as it leads us too far astray from our original project.
At first appearance, all these problems seem unrelated. However, all of them seem to satisfy probabilistic versions of the isoperimetric ratio. It is worth noting that these isoprobabilistic inequalities are not universal. There are natural geometric problems, such as the so-called “grass-hopper problem,”\(^2\) for which the disk is not a maxima \(^{14}\). It is of interest to determine conditions on a geometric problem so that an isoprobabilistic inequality holds.

Understanding random triangles is an interesting problem in itself, and has appeared in various spatial processes and applications. One classic example is from Broadbent’s 1980 paper “Simulating the Ley-Hunter,” \(^3\) which statistically tested the hypothesis that ancient megalithic sites were built along ley-lines. That is to say, giant stone structures in England such as Stonehenge were purposely placed collinearly. As Broadbent was unable to calculate precise distributions of random triangles, he instead used computer simulations. His results suggested that although there was greater collinearity than expected, it was probably due to the clustering of the megalithic sites.

D.G. Kendall \(^{18}\) further studied the problem, and used a method similar to Crofton’s differential equation to understand the distribution of the shape of the triangles when three points are chosen from a convex region. He was able to calculate this distribution explicitly when the region is a disk and show that the distribution of shapes is very close to being uniformly distributed. The importance of this is that it allows collinearity tests to be applied assuming a uniform prior, without introducing too much error. As one deviates from a disk, the assumption of uniformity introduces more error, and may fail to be useful in those cases.

One other interesting result on the subject is due to David Mannion, who considered a sequence of random triangles by choosing successively the three vertices of one triangle at random in the interior of its predecessor. He showed that almost surely the three points converge to a collinear pattern. In fact, he was able to calculate the exact Lyapunov exponent for this process \(^{21}\).

\(^2\)This problem was featured in a recent FiveThirtyEight Riddler \(^{24}\).
2. ACKNOWLEDGEMENTS AND SOME RESOURCES

While working on this problem, I relied on the help of many different people. I am especially thankful to Kori Khan for her support and contributions. In particular, she observed that the distribution of the angle between two points on the circle could be expressed as an autocorrelation integral. This insight was crucial to finding the right approach for the problem.

I am grateful to the following people. Bob Stanton and Mike Belfanti for their help with the representation theoretic elements of the proof; to Tom Needham for his helpful suggestions; to Mizan Khan for editing this paper.

On a personal note, Glen Hall was my advisor through my undergraduate studies and I am extremely grateful for his mentorship. He first introduced me to this problem as a suggested project for an undergraduate thesis. I was unable to make any progress at the time, but over the years I regularly revisited the problem. One extremely useful resource was the paper of Eisenberg and Sullivan [7]. It gives an excellent exposition about Crofton’s equation and its generalizations and was extremely valuable to understanding the problem.

REFERENCES

[1] ALAGAR, V. S. (1977) On the distribution of a random triangle. J. Appl. Prob., 14, 284–297.
[2] BADDELEY, A. (1977) Integrals on a moving manifold and geometrical probability. Adv. Appl. Prob. 9, 588–603.
[3] BROADBENT, S. (1980). Simulating the Ley Hunter. Journal of the Royal Statistical Society. Series A (General), 143(2), 109-140. doi:10.2307/2981985
[4] CANTARELLA, J., NEEDHAM, T., SHONKWILER, C., & STEWART, G. (2017). Random triangles and polygons in the plane. arXiv preprint arXiv:1702.01027.
[5] CARROLL, LEWIS & DODGSON, C. L. (1958) The Mathematical Recreations of Lewis Carroll: Pillow Problems and a Tangled Tale, Dover.
[6] EISENBERG, B. & SULLIVAN, R. (1996) Random triangles in n dimensions. AMM 103(4), 308–318.
[7] EISENBERG, B. & SULLIVAN, R. (2000). Crofton’s differential equation. The American Mathematical Monthly, 107(2), 129–139.
[8] BLASCHKE, W. (1923) Vorlesungen über Differentialgeometrie. II Affine Differentialgeometrie, Grundlehren der Mathematischen Wissenschaften, Springer, Berlin.
[9] Bauer, C., & Schneider, R. (1995). Extremal Problems for Geometric Probabilities Involving Convex Bodies. *Advances in Applied Probability*, 27(1), 20-34.

[10] Crofton, M. (1885) *Encyclopaedia Britannica* vol. 19, pp. 768-788.

[11] Domokos, G. & Lángi Z. (2018) The isoperimetric quotient of a convex body decreases monotonically under the Eikonal abrasion model, arXiv preprint arXiv:1801.06796

[12] Frye, C. & Efthymiou, C. (2012) Spherical Harmonics in p Dimensions, arXiv preprint arXiv:1205.3548.

[13] Gelfand, I. M. & Fomin, S. V. *Calculus of Variations*, Prentice Hall Inc., 1963; Dover, 2000

[14] Goulko, O. & Kent, A. (2017) The grasshopper problem, *Proc. R. Soc. A* 473

[15] Gromov, M. (1981) Structures métriques pour les variétés riemanniennes, *Textes mathématiques*.

[16] Guy, R. (1993) There Are Three Times as Many Obtuse-Angled Triangles as There Are Acute-Angled Ones, *Mathematics Magazine*, 66(3), 175–179.

[17] Hall, G. R. (1982) Acute Triangles in the n-Ball. *J. Appl. Prob.* 19 712–715.

[18] Kendall, D. G. (1985). Exact distributions for shapes of random triangles in convex sets. *Advances in Applied Probability*, 17(2), 308–329.

[19] Kendall, M. G. & Moran, P. A. P. (1963) *Geometrical Probability*. Griffin. London, 1963.

[20] Langford, E. (1969) Probability that a random triangle is obtuse. *Biometrika* 56 689–690.

[21] Mannion, D. (1990). Convergence to collinearity of a sequence of random triangle shapes. *Advances in applied probability*, 22(4), 831–844.

[22] Peyerimhoff, N. (1997). Areas and Intersections in Convex Domains. *AMM*, 104(8), 697–704.

[23] Portnoy S. (1994). A Lewis Carroll pillow problem: Probability of an obtuse triangle. *Statistical Science*, 9(2), 279–284.

[24] Roedel, O. “Will The Grasshopper Land In Your Yard?” FiveThirtyEight.com Published February 2nd, 2018 [Article link]

[25] Ruzhansky, M & Turunen, V. (2008). Representation theory of compact groups. Lecture notes

[26] Terras, A. (1985) *Harmonic Analysis on Symmetric Spaces and Applications*. New York: Springer-Verlag, 1985.

[27] Woolhouse, W. S. B. (1886) Solution by the Proposer to Problem 1350. *Mathematical Questions, with their Solutions from the Educational Times*, 1, C. F. Hodgson and Son, London, 49–51.

231 W. 18TH AVE, COLUMBUS, OH 43210

E-mail address: khan.375@osu.edu