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Abstract

We prove existence and uniqueness of physical and minimal solutions to McKean-Vlasov equations with positive feedback through elastic stopping times. We do this by establishing a relationship between this problem and a problem with absorbing stopping times. We show convergence of a particle system to the McKean-Vlasov equation. Moreover, we establish convergence of the elastic McKean-Vlasov problem to the problem with absorbing stopping times and to a reflecting Brownian motion as the elastic parameter goes to infinity or zero respectively.
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1 Introduction

McKean-Vlasov equations with positive feedback through hitting times have recently been used in the modelling of a range of phenomena, from the self-excitation of neurons [7], [8], through the modelling of default and systemic risk in banking networks, [9], [10], [11], [12], [13], to a probabilistic representation for the supercooled Stefan problem [6]. In these models, the feedback is generated through the dependence of the process on the distribution of its hitting times. These create singular interactions that can lead to jumps and cause complexity in the mathematical analysis such as non-uniqueness of solutions in general.

Our aim in this paper is to consider a variant in which the feedback is provided through elastic stopping times. The McKean-Vlasov equation we consider is

\[
\begin{align*}
X_t &= X_{0-} + B_t - \alpha \Lambda_t + L_t, \quad t \geq 0 \\
\Lambda_t &= \mathbb{P}(\tau \leq t), \quad t \geq 0, \quad \text{where} \quad \tau = \inf\{t \geq 0 : L_t \geq \xi\},
\end{align*}
\]

(1.1)

where \(\xi\) is an exponential random variable with parameter \(\kappa > 0\), \(X_{0-}\) is a random variable with law \(\nu_{0-}\), \(\alpha > 0\) a constant, \(B\) a standard Brownian motion, independent of \(\xi\) and \(X_{0-}\), and \(L\) the reflection term we need to add to obtain a non-negative process. In the case of a continuous process, \(L\) is the local time but as we will see the process
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$X$ may possess discontinuities and thus $L$ is the positivity preserving function in the corresponding Skorokhod problem. Feedback models with absorbing stopping times can be obtained by setting $\xi = 0$.

These problems are interesting from a mathematical point of view but can also be applied in several areas. For example, they can be used to model default cascades and systemic risk in the banking sector when default does not happen immediately. The elastic boundary can represent factors that can influence default such as negotiations over additional funds. In addition we will see that the elastic feedback model is closely connected to the supercooled Stefan problem with kinetic undercooling discussed in [1].

The discontinuities that can occur as a result of the feedback lead to non-uniqueness. To resolve this problem, in the absorbing case, [7] introduced the concept of a physical solution to such a McKean-Vlasov equation. Existence of such solutions has been established for several different feedback models [2], [3], [4], [7], [9], [12], while uniqueness remained an open problem until Delarue et al. [6] were able to use the connection to the super-cooled Stefan problem to prove uniqueness for a class of initial conditions with restricted oscillations. In [5], the authors analyzed minimal solutions as an alternative natural solution concept. They were able to prove the existence of minimal solutions and show that minimal solutions are physical solutions.

In Section 2 we will establish existence and uniqueness of physical and minimal solutions to the elastic feedback problem by exploiting a simple connection to a corresponding absorbing model. In Section 3 we show the connection to the Stefan problem with kinetic undercooling. We show weak convergence of a particle system to the McKean-Vlasov problem (1.1) in Section 4. Finally, in Section 5, we prove convergence of (1.1) to a reflecting Brownian motion and an absorbing feedback model when letting $\kappa$ go to zero or infinity, respectively. This is a probabilistic extension of the result in [1] where convergence to the absorbing feedback model is shown under the assumption of continuous solutions.

2 Physical and minimal solutions

A solution to the problem (1.1) is a deterministic càdlàg function $t \mapsto \Lambda_t$, called the loss function, that starts at 0, is increasing and satisfies the problem (1.1). We will define a physical and a minimal solution for this problem. We will then show how to exploit the results for absorbing equations to prove that (1.1) has unique physical and minimal solutions and that these coincide.

The process $X$ is a reflected process that is the result of an application of the Skorokhod map $\Theta : D([0, \infty)) \to D([0, \infty))$ that maps a real-valued càdlàg function to the corresponding non-negative reflected process (see [16] Chapter 13.5). We see that the process $X$ can be constructed by taking a process $Y$ defined as

\[ Y_t = X_0 - B_t - \alpha \Lambda_t \]

(2.1)

and applying the Skorokhod map $\Theta$, i.e. $X = \Theta(Y)$. The term $L$ that is needed to keep $X$ nonnegative is given by

\[ L_t = (- \inf_{0 \leq s \leq t} Y_s) \vee 0. \]

(2.2)

We can use this to find the following expression for the elastic stopping time

\[ \tau = \inf \{ t \geq 0 : L_t \geq \xi \} = \inf \{ t \geq 0 : Y_t \leq -\xi \} \]

and the loss function $\Lambda_t$ becomes

\[ \Lambda_t = \mathbb{P}(\tau \leq t) = \mathbb{P}(\inf_{0 \leq s \leq t} Y_s \leq -\xi). \]
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A first result that is important in the elastic case uses a simple argument, similar to that proving [9] Theorem 1.1, to show that if the feedback parameter $\alpha$ is large enough, any solution to (1.1) cannot be continuous for all times $t \geq 0$.

**Lemma 2.1.** Let $m_{0-} := \int_0^\infty x v_{0-}(dx)$. If $\alpha > 2(m_{0-} + \frac{1}{\kappa})$, then any solution $\Lambda$ to (1.1) cannot be continuous for all times $t \geq 0$.

**Proof.** Assume $\alpha > 2(m_{0-} + \frac{1}{\kappa})$ and $\Lambda$ is a continuous solution. We have that

$$0 \leq X_{t\wedge \tau} = X_{0-} + B_{t\wedge \tau} - \alpha \Lambda_{t\wedge \tau} + L_{t\wedge \tau}.$$  

After taking expectations and rearranging

$$m_{0-} \geq \alpha E[\Lambda_{t\wedge \tau}] - E[L_{t\wedge \tau}].$$

Taking the limit as $t \to \infty$ and noting that $\Lambda_\infty = 1$, as $\inf_{t \geq 0} B_t = -\infty$, yields

$$m_{0-} \geq \alpha \int_0^\infty \Lambda_s d\Lambda_s - E[\xi] = \frac{1}{2} \alpha (\Lambda_\infty^2 - \Lambda_0^2) - \frac{1}{\kappa} = \frac{1}{2} \alpha - \frac{1}{\kappa}.$$

Thus we get $2(m_{0-} + \frac{1}{\kappa}) \geq \alpha$, a contradiction. $\square$

The fact that, as in the absorbing case, solutions in general are not continuous means we need to define a suitable solution concept. The two most natural ones to consider are that of a physical solution and a minimal solution.

**Definition 2.2 (Minimal Solution).** A minimal solution $\Lambda$ is a solution to (1.1) such that for any other solution $\Lambda'$ we have

$$\Delta \Lambda \leq \Delta \Lambda', \quad t \geq 0.$$  

In the case of absorbing feedback models these solutions have been introduced and studied in detail in [5].

Earlier the idea of a physical solution was introduced by Delarue et al. [7].

A physical solution, in the absorbing case, is defined as a solution $\Lambda$ such that the condition

$$\Delta \Lambda_t = \inf\{x \geq 0 : P(t < \tau^a, 0 < X_{0-} + B_t - \alpha \Lambda_{t-} < \alpha x) < x\}$$  

(2.3)

is satisfied, where $\tau^a = \inf\{t \geq 0 : X_t \leq 0\}$ denotes the absorbing stopping time.

Recalling the definitions of the elastic stopping time in (1.1) and the map $L$ from (2.2) an equivalent condition for a solution $\Lambda$ to the elastic feedback model can be defined.

**Definition 2.3 (Physical Solution).** A physical solution $\Lambda$ to (1.1) is a solution such that the condition

$$\Delta \Lambda_t = \inf\{x \geq 0 : P(t < \tau, 0 < X_{0-} + \xi + B_t - \alpha \Lambda_{t-} < \alpha x) < x\}$$  

(2.4)

holds for all $t \geq 0$.

We will establish the existence and uniqueness of a physical solution for (1.1). The key idea is that we can relate the elastic feedback model to an absorbing feedback model for which these are known results by [6].

**Lemma 2.4.** Let $\Lambda$ be an increasing càdlàg function with $\Lambda_0 = 0$. Then $\Lambda$ is a solution to the McKean-Vlasov problem (1.1) if and only if it is a solution to the absorbing feedback model

$$\begin{cases} Y_t = Y_{0-} + B_t - \alpha \Lambda_t^e, & t \geq 0 \\ \Lambda_t^e = P(\tau^a \leq t), & t \geq 0, \text{ where } \tau^a = \inf\{t \geq 0 : Y_t \leq 0\} \end{cases}$$  

(2.5)

with initial condition $Y_{0-} := X_{0-} + \xi$. 
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Proof. Let $\Lambda$ be a solution to the problem (1.1). We can rewrite this using the definition of the stopping time $\tau$ and the Skorokhod map $\Theta$ in the following way

\[
\Lambda_t = P(\tau \leq t) = P(L_t \geq \xi) = P(\inf_{s \leq t} (X_{0-} + B_s - \alpha \Lambda_s) \leq -\xi)
\]

\[
= P(\inf_{s \leq t} (\xi + X_{0-} + B_s - \alpha \Lambda_s) \leq 0)
\]

\[
= \Lambda_t^a.
\]

Therefore, a solution to the elastic feedback model (1.1) is also a solution to the absorbing model (2.5). Conversely, any solution to (2.5) solves the elastic model. \hfill \Box

**Theorem 2.5.** Let $X_{0-}$ be a random variable with bounded density $f$ such that $f$ changes monotonicity at most finitely often on any compact interval. Then there exists a unique physical solution to the elastic feedback model (1.1).

**Proof.** By Lemma 2.4 we know that an increasing càdlàg process $\Lambda$ solves the McKean-Vlasov problem (1.1) if and only if it solves the problem (2.5). Additionally, considering the definition of a physical solution to the absorbing model (2.3) and to the elastic model (2.4), we see that the same holds for physical solutions. Hence a map $\Lambda$ is a physical solution to the elastic feedback model if and only if it is a physical solution to the absorbing feedback model (2.5). The random variable $Y_{0-}$ with the law of $X_{0-} + \xi$, has a density $g$ which inherits the properties from $f$, i.e. $g$ is bounded and changes monotonicity at most finitely often on compact intervals. Moreover, since $\xi$ is an exponential random variable we obtain from the convolution formula that $g(0) = 0$. We can apply the results from [6] for absorbing feedback models and conclude that the elastic feedback model (1.1) has a unique physical solution. \hfill \Box

Similarly, Lemma 2.4 can be combined with the ideas from [5] about minimal solutions.

**Theorem 2.6.** The elastic feedback model has a unique minimal solution. Moreover, if the conditions of Theorem 2.5 hold, then the unique minimal solution and the unique physical solution coincide.

**Proof.** Using the reformulation in terms of an absorbing feedback problem from Lemma 2.4, by [5] there exists a unique minimal solution and the minimal solution is a physical solution. If we additionally have that the density of $X_{0-}$ is bounded and changes monotonicity at most finitely often on compact intervals, Theorem 2.5 applies and the physical solution is unique. \hfill \Box

**Remark 2.7.** The results in this section and in Section 4 only rely on the random variable $\xi$ being nonnegative, $L^1$ and such that the density of $X_{0-} + \xi$ satisfies the conditions of [6]. Thus we could extend our McKean-Vlasov equation to this more general formulation. However, since we are mainly interested in elastic boundary behaviour, we focus on the case of $\xi$ having an exponential distribution.

### 3 PDE formulation and connection with the kinetic undercooled stefan problem

In [1] the authors study a free boundary problem called the supercooled Stefan problem with kinetic undercooling as an approximation to the supercooled Stefan problem. They work in the regime without jumps and use a probabilistic representation of solutions based on a Feynman-Kac formula to derive their results. In this section we outline, under the assumption of continuous solutions, the arguments showing that the
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elastic feedback model is a probabilistic formulation of the Stefan problem with kinetic undercooling. Thus, the results in Section 2 on existence and uniqueness, as well as the approximation results discussed in Section 5, are a probabilistic generalisation of the results in [1]. We define a measure \( \nu \) by its action on test functions \( \phi \in C^2 \) with \( \kappa \phi(0) = \partial_t \phi(0) \) as \( \nu_t(\phi) := E[\phi(X_t)1_{t<\tau}] \). To obtain the dynamics we calculate \( \phi(X_{t\wedge \tau}) \) by applying Itô’s formula

\[
d\phi(X_{t\wedge \tau}) = \partial_t \phi(X_{t\wedge \tau})d B_t - \alpha \partial_x \phi(X_{t\wedge \tau})d \Lambda_t + \partial_x \phi(X_{t\wedge \tau})d L_t + \frac{1}{2} \partial_{xx} \phi(X_{t\wedge \tau})dt.
\]

As \( X_\tau = 0 \), we have

\[
\phi(X_{t\wedge \tau}) = \phi(X_t)1_{t<\tau} + \phi(0)1_{\tau \leq t}.
\]

Using this fact and taking expectations we have the measure dynamics

\[
d\nu_t(\phi) = \frac{1}{2} \nu_t(\partial_{xx} \phi)dt - \alpha \nu_t(\partial_x \phi)d \Lambda_t + \kappa \phi(0) E[L_{t\wedge \tau}] - \phi(0) P(\tau \leq t).
\]

We focus on the last two terms and compute

\[
\kappa E[L_{t\wedge \tau}] - P(\tau \leq t) = \kappa E[L_t 1_{t<\tau}] + \kappa E[\xi 1_{\tau \geq t}] - P(\tau \leq t) = \kappa E[L_t e^{-\kappa L_t}] - \kappa E[L_t e^{-\kappa L_t}] + P(\tau \leq t) - P(\tau \leq t) = 0.
\]

Thus we obtain the weak form of the nonlinear PDE

\[
\begin{cases}
\nu_t(\phi) = \nu_0(\phi) + \frac{1}{2} \int_0^t \nu_s(\partial_{xx} \phi)ds - \alpha \int_0^t \nu_s(\partial_x \phi)d \Lambda_s, \\
\Lambda_t = 1 - \int_0^\infty \nu_t(dx).
\end{cases}
\]

By removing the continuous drift using Girsanov’s theorem and applying the Radon-Nikodym Theorem it can be shown that the measure \( \nu_t \) possesses a density \( V(t, x) \). We can use integration by parts to derive the PDE governing the evolution of the density

\[
\begin{cases}
\partial_t V(t, x) = \frac{1}{2} \partial_{xx} V(t, x) + \alpha \Lambda_t \partial_x V(t, x), \\
\frac{1}{2} \partial_x V(t, 0) = \left( \frac{\beta}{2} - \alpha \Lambda_t \right) V(t, 0).
\end{cases}
\]

Now we reparametrize and set \( \beta = \frac{\beta}{2}, L = \frac{\beta}{2} \), and for an \( \varepsilon > 0 \) set \( \kappa = \beta/\varepsilon \). Finally, writing \( u(t, x) = V(t, x - L_\varepsilon) \), we have that \( u \) solves the free boundary problem

\[
\begin{cases}
\partial_t u = \frac{1}{2} \partial_{xx} u, & \text{on } \Gamma := \{(t, x) \in [0, \infty)^2 : x \geq L_\varepsilon\}, \\
u(t, L_\varepsilon) = \varepsilon \hat{L}_t, & \text{t } \geq 0, \\
(\beta - 2u(t, L_\varepsilon))\hat{L}_t = \partial_x u(t, L_\varepsilon), & \text{t } \geq 0, \quad \hat{L}_0 = 0.
\end{cases}
\]

This is the Stefan problem with kinetic undercooling as discussed in [1].

### 4 Particle system approximation

We consider a system of particles with elastic feedback given by

\[
\begin{cases}
X_{i, t}^N = X_{i, 0}^N + B_t^i - \alpha \Lambda_t^N + L_{t, i}^N, & t \geq 0 \\
\Lambda_t^N = \frac{1}{N} \sum_{i=1}^N 1_{\tau_{i, N} \leq t}, & t \geq 0, \quad \text{where } \tau_{i, N} = \inf\{t \geq 0, L_{t, i}^N \geq \xi^i\},
\end{cases}
\]

where the parameters are as discussed in Section 1 and the random variables \( \xi_i \) are i.i.d.

We can use the ideas from Section 2 and formulate this as a system of particles with absorbing boundary and initial conditions \( X_{i, 0}^N + \xi^i \). This way, we see that the theory for absorbing particle systems also holds for the elastic ones. As for our McKean-Vlasov
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problem, minimal and physical solutions can be defined for this particle system. In [5] existence of a minimal solution is shown. Moreover, the authors establish that the physical solution is equal to the minimal solution.

The goal of this section is to establish weak convergence, on the Skorokhod space with the M1-topology [16], of the system (4.1) to a solution to the McKean-Vlasov equation (1.1). After verifying tightness in the M1-topology we show that physical solutions to Theorem 4.2.

Let $\Theta$ be the product topology induced by compact convergence (4.1). Endowed with the product topology of weak convergence it becomes a compact Polish space, because the topology is metrizable (for example using the Lévy metric). Define the spaces $M$ and $X$ to use the structure of the processes $X_t^{i,N}$ in terms of the Skorokhod map $\Theta$, that is

$$X_t^{i,N} = \Theta(Y_t^{i,N}) = \Theta(X_{0-}^i + B_t^i - \alpha \Lambda_t^N)$$

and exploit the fact that the Skorokhod map is continuous on the Skorokhod space with the M1-topology (see [16] Theorem 13.5.1).

### 4.1 Tightness

We closely follow the approach in [5]. We consider the loss processes $\Lambda^N$ to be elements of the space $M$ defined by

$$M := \{l : \hat{R} \times [0, 1] \rightarrow \hat{R} \text{ càdlàg and increasing}, l_{0-} = 0, l_{\infty} = 1 \}.$$  \hspace{1cm} (4.2)

Writing $\mathcal{P}(E)$ for the space of probability measures on a Polish space $E$, the space $M$ can be identified with distribution functions of measures in $\mathcal{P}([0, \infty])$. If we equip it with the topology of weak convergence it becomes a compact Polish space, because the topology is metrizable (for example using the Lévy metric). Define the spaces $E$ and $\hat{E}$ as

$$\hat{E} := C([0, \infty)) \times M, \quad \hat{E} := \hat{E} \times \mathbb{R}.$$  

**Theorem 4.1.** Endowed with the product topology induced by compact convergence on $C([0, \infty))$, and the Lévy-metric on $M$, the space $E$ and then also $\hat{E}$ are Polish. For $w \in C([0, \infty))$ and $l \in M$, define

$$\hat{w}_t := \begin{cases} w_0 & t \in [-1, 0) \\ w_t & t \in [0, \infty) \end{cases}, \quad \hat{l}_t := \begin{cases} 0 & t \in [-1, 0) \\ l_t & t \in [0, \infty) \end{cases}.$$  

For any $\alpha \in \mathbb{R}$ the embedding $\iota_\alpha : \hat{E} \rightarrow (D([-1, \infty)) \times \mathbb{R})$ defined via

$$\iota_\alpha(w, l, z) = (\hat{w} - \alpha \hat{l}, z)$$

is continuous.

**Proof.** The space $\hat{E}$ is Polish as the product space of Polish spaces. The fact that the map $(w, l) \rightarrow (\hat{w} - \alpha \hat{l})$ is a continuous map from $\hat{E}$ to $D([-1, \infty))$ then follows as in the proof of [5] Theorem 4.2. As a consequence $\iota_\alpha$ is a continuous map. \hfill $\Box$

**Theorem 4.2.** Let $(X^N)_{N \in \mathbb{N}}$ be a sequence of stochastic processes with paths in $D([0, \infty))$. Suppose that $X^N$ is of the form

$$X^N = \Theta(Y^N) = \Theta(Z^N - \alpha_N \Lambda^N)$$

with $\alpha_N$ a real number, $Z^N$ continuous and $\Lambda^N \in M$. Suppose that $(Z^N)_{N \in \mathbb{N}}$ is tight on $C([0, T])$ for each $T > 0$ and $(\alpha_N)_{N \in \mathbb{N}}$ is tight on $\mathbb{R}$. Furthermore, let $(\xi^N)_{N \in \mathbb{N}}$ be a tight sequence of random variables on $\mathbb{R}$. Following the notation from Theorem 4.1 we denote by $\hat{Y}^N$ the extension of $Y^N$ to $D([-1, \infty))$ and set $\hat{X}^N = \Theta(\hat{Y}^N)$. Then the random variables $((Z^N, \Lambda^N, \xi^N))_{N \in \mathbb{N}}$ are tight on $E$, the random variables $((\hat{Y}^N, \xi^N))_{N \in \mathbb{N}}$ are tight on $D([-1, \infty)) \times \mathbb{R}$ and the random variables $(\hat{X}^N)_N$ are tight on $D([-1, \infty))$. 
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Proof. By [5] Theorem 4.4 the random variables \(((Z^N, \Lambda^N))_{N \in \mathbb{N}}\) are tight on \(\bar{E}\) and the random variables \(((Y^N))_{N \in \mathbb{N}}\) are tight on \(D([-1, \infty))\). Since \((\xi^N)_{N \in \mathbb{N}}\) are tight on \(\mathbb{R}\) by assumption it follows that \(((Z^N, \Lambda^N, \xi^N))_{N \in \mathbb{N}}\) are tight on \(\bar{E}\) and \(((Y^N, \xi^N))_{N \in \mathbb{N}}\) are tight on \(D([-1, \infty)) \times \mathbb{R}\). By continuity of the Skorokhod map it then follows that the random variables \((X^N)_{N \in \mathbb{N}}\) are tight on \(D([-1, \infty))\). \(\square\)

In the rest of this article we will no longer distinguish between processes on \(D([0, \infty))\) and their extensions to \(D([-1, \infty))\). Theorem 4.2 yields tightness of the processes we consider, but we need tightness for the corresponding empirical measures. By the following result of [15], if we have exchangeability, then this tightness follows from the tightness of a sequence of particles.

**Proposition 4.3** ([15], Proposition 2.2.). Let \(E\) be a Polish space and let \(X^N := (X^{1,N}, \ldots, X^{N,N})\) be \(N\)-exchangeable on \(E^N\) for every \(N \in \mathbb{N}\), then the \(\mathcal{P}(E)\)-valued random variables \((\mu^N)_{N \in \mathbb{N}}\) given by

\[
\mu^N = \frac{1}{N} \sum_{i=1}^{N} \delta_{X^{i,N}}
\]

are tight if and only if \((X^{1,N})_{N \in \mathbb{N}}\) is tight on \(E\).

**Corollary 4.4.** Suppose that \(X^N\) has dynamics

\[
X_{i}^{1,N} = \Theta(Y^{i,N}) = \Theta(X_{0-}^{i,N} + B^{i} - \alpha \Lambda^{i,N})
\]

where \(\alpha > 0\), \((X_{0}^{N})_{N \in \mathbb{N}}\) and \((\xi^{i,N})_{N \in \mathbb{N}}\) are \(N\)-exchangeable random vectors, \((B_i)_{i \in \mathbb{N}}\) independent Brownian motions, and \(\Lambda^N \in M\). If \((X_{0}^{1,N})_{N \in \mathbb{N}}\) and \((\xi^{1,N})_{N \in \mathbb{N}}\) are tight on \(\mathbb{R}\), then the empirical measures

\[
\mu^N = \frac{1}{N} \sum_{i=1}^{N} \delta_{X^{i,N}} = \frac{1}{N} \sum_{i=1}^{N} \delta_{Y^{i,N}, \xi^{i,N}}, \quad \text{and} \quad \zeta^N = \frac{1}{N} \sum_{i=1}^{N} \delta_{X_{0-}^{i,N} + B^{i}, \Lambda^N, \xi^{i,N}}
\]

are tight on \(\mathcal{P}(D([-1, \infty])), \mathcal{P}(D([-1, \infty)) \times \mathbb{R})\), and \(\mathcal{P}(\bar{E})\) respectively.

**Proof.** Since \((X_{0}^{1,N})_{N \in \mathbb{N}}\) is tight on \(\mathbb{R}\) it easily follows that \((X_{0}^{1,N} + B^{1})_{N \in \mathbb{N}}\) is tight on \(C[0, T]\) for all \(T > 0\). Thus, the conditions of Theorem 4.2 are satisfied and we can combine this with Proposition 4.3 to finish the proof. \(\square\)

We will write \(f(\mu)\) for the pushforward of a measure \(\mu\) by a map \(f\).

**Corollary 4.5.** Let \((\mu^N)_{N \in \mathbb{N}}\) and \((\mu^N)_{N \in \mathbb{N}}\) be as in the Corollary 4.4. Then there are \(\mathcal{P}(\bar{E})\)-valued random variables \(\zeta, \zeta_N\) such that, at least for a subsequence, \(\text{law}(\mu^N) = \text{law}(\mu^N) = \text{law}(\Theta(\mu^N))\) and \(\Theta(\mu^N) \rightarrow \Theta(\mu_N)\) a.s. Moreover,

\[
\text{law}(\zeta_N) = \text{law}\left(\frac{1}{N} \sum_{i=1}^{N} \delta_{(X_{0-}^{i,N} + B^{i}, \Lambda^N, \xi^{i,N})}\right).
\]

**Proof.** The result follows by combining Corollary 4.4, the Skorokhod representation theorem and the continuity of the maps involved. \(\square\)

### 4.2 Convergence of solutions

We consider the setting of Corollary 4.4. The three empirical measures given in (4.3) have the following relations

\[
\text{law}(\mu^N) = \text{law}(\iota_{a}(\zeta_N)); \quad \text{law}(\mu^N) = \text{law}(\Theta(\mu^N)).
\]
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**Definition 4.6.** For $t \in \mathbb{R}$, $x \in D([-1, \infty))$ and $z \in \mathbb{R}$ define the following path functionals

$$\tau_0(x, z) := \inf\{s \geq 0 : x_s \leq -z\} \quad \text{and} \quad \lambda_t(x, z) := 1_{\tau_0(x, z) \leq t}$$

**Lemma 4.7.** Assume that $(x^n, z^n) \to (x, z)$ in $(D([-1, \infty)) \times \mathbb{R})$ with $(x^n, z^n), (x, z) \in \tau_0(E)$ and $x$ satisfies the convergence then follows as in the proof of [5] Lemma 5.4.

**Proof.** Define the map

$$\Xi : (D([-1, \infty)) \times \mathbb{R}) \to D([-1, \infty)); (x, z) \mapsto x + z.$$ 

This map is continuous with respect to the $M1$-topology and the function $\Xi(x, z)$ satisfies the crossing property. We have

$$\lambda_t(x, z) = \lambda_t(\Xi(x, z), 0).$$

The convergence then follows as in the proof of [5] Lemma 5.4. \hfill \Box

**Lemma 4.8.** Assume that $(\zeta^n)_{n \in \mathbb{N}}$ is a convergent sequence of probability measures on $E$ with limit $\zeta$. Define $\mu^n := \tau_0(\zeta^n)$ and $\mu := \tau_0(\zeta)$. If $\mu$-a.e path satisfies the crossing property

$$\mu(\{(x, z) \in D([-1, \infty)) \times \mathbb{R} : \inf_{0 \leq s \leq h} (x_{\tau_0(x, z)+s} - x_{\tau_0(x, z)}) = 0\}) = 0, \quad h > 0,$$ (4.4)

then $\lim_{n \to \infty} (\mu^n, \lambda) = (\mu, \lambda)$ in $M$.

**Proof.** The map $\tau_0$ is continuous. As a result, the convergence $\mu^n \to \mu$ in $\mathcal{P}(D([-1, \infty)) \times \mathbb{R})$ follows. We set $l^n := (\mu^n, \lambda_n)$ and note that for all $n \in \mathbb{N}$ the map $l^n$ is in $M$. As mentioned at the beginning of the section, the space $M$ is compact. Thus, we have the existence of a limit point $l \in M$. We need to prove that $l = (\mu, \lambda)$. This can be done following the arguments in the proof of [5] Lemma 5.5 and replacing their path functionals by the paths functional $\tau_0(x, z)$ and $\lambda_t(x, z)$ considered here. \hfill \Box

The following two lemmas are important tools in the proof of convergence to the McKean-Vlasov problem. Their proofs follow from the argument used in [5], replacing the path functionals with the functionals $\tau_0(x, z)$ and $\lambda_t(x, z)$, and extending the measures involved to the spaces $\tilde{E}$ and $D([-1, \infty)) \times \mathbb{R}$.

**Lemma 4.9.** For almost every realization $(\omega, z)$, if law$(\{(W, \Lambda, \xi) = \zeta(\omega, z)\}$, then $W - W_0$ is a Brownian motion with respect to the filtration generated by $(W, \Lambda)$. In particular, $W - W_0$ is independent of $W_0$.

**Lemma 4.10.** Suppose that law$(\mu_N) \to$ law$(\mu)$ for some random variable $\mu$ in $\mathcal{P}(D([-1, \infty)) \times \mathbb{R})$ with $\mu_N$ and $\mu$ of the same form as in Lemma 4.8. Then $\mu$ satisfies property (4.4) almost surely.

**Proposition 4.11.** For $N \in \mathbb{N}$, let $(X^N, \Lambda^N)$ be a solution to the particle system

$$\begin{cases}
X^i_{t} = \Theta(Y^i_{t}, \alpha) = \Theta(X^i_{0} + B_{t} - \alpha \Lambda^N) = X^i_{0} + B_{t} - \alpha \Lambda^N + L^i_{t} \\
\Lambda^N_t = \frac{1}{N} \sum_{i=1}^{N} I_{\tau_{i,N} \leq t}, \quad \tau_{i,N} = \inf\{t \geq 0 : L^i_{t} \geq \xi(t)\}
\end{cases}$$
McKean-Vlasov equations with positive feedback through elastic stopping times

for $\xi_i, i = 1, \ldots, n$, independent, exponentially distributed random variables with parameter $\kappa > 0$. Let $\mu_N$ and $\mu^\Theta_N$ denote the corresponding empirical measures defined in (4.3). Suppose that for some random measure $\mu^\Theta$ and some measure $\nu_0 \in \mathcal{P}(\mathbb{R}_+)$ we have

$$
\lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^N \delta_{X_{i,N}} = \nu_0
$$

and law($\mu^\Theta_N$) $\to$ law($\mu^\Theta$) along some subsequence. Then $\mu^\Theta_N$ corresponds almost surely to the law of a solution to the McKean-Vlasov problem (1.1) with law($X_{0-}$) $= \nu_{0-}$.

Proof. We can assume that the empirical measures are given as $\mu_N = \mu(\zeta_N)$, $\mu^\Theta_N = \Theta(\mu_N)$ with $\zeta_N$ as in (4.3). The same can be assumed for the limit points $\mu = \mu(\zeta)$ and $\mu^\Theta = \Theta(\mu)$ by continuity. The map $t \mapsto \mathbb{E}\left[\langle \mu, \lambda_t \rangle \right]$ is increasing. Hence, it has at most countably many points of discontinuity, and the same holds for the map $t \mapsto \mathbb{E}\left[\int l_t d\zeta(\omega, l, z)\right]$. We denote the set of discontinuities of these maps by $J$ and fix a $t$ that is a continuity point of all these maps, i.e. $t \notin J$. Then $\langle \mu, \lambda_t \rangle = \langle \mu, \lambda_t \rangle$ almost surely. From Lemma 4.10 the crossing property holds and we can use Lemma 4.8 to deduce the almost sure convergence $\lim_{N \to \infty} \langle \mu_N, \lambda_t \rangle = \langle \mu, \lambda_t \rangle$. The goal is to show that the measure $\mu$ is the law of the process $(Y, \xi)$ of the McKean-Vlasov problem.

Step 1: We show that for almost every realization $(\omega, z)$, if law($W, \Lambda, \xi$) $= \zeta(\omega, z)$, then $\Lambda$ $= \langle \mu(\omega, z), \lambda \rangle$ almost surely. We obtain the estimate

$$
\mathbb{E}\left[\int_E |l_t - \langle \mu, \lambda_t \rangle| - |l_t - \langle \mu_N, \lambda_t \rangle| d\zeta_N(\omega, l, z)\right] \leq \mathbb{E}\left[|\langle \mu, \lambda_t \rangle - \langle \mu_N, \lambda_t \rangle|\right]
$$

and see that the right-hand side vanishes as $N \to \infty$ using the DCT. Since $t \notin J$ the map $l \mapsto l_t$ is continuous on $M$ and it follows that for $\zeta$-almost every $l$ we have

$$
\mathbb{E}\left[\int_E |\langle \mu, \lambda_t \rangle - \langle \mu_N, \lambda_t \rangle| d\zeta(\omega, l, z)\right] \leq \lim_{N \to \infty} \mathbb{E}\left[\int_E |l_t - \langle \mu_N, \lambda_t \rangle| d\zeta(\omega, l, z)\right] = 0
$$

because $\langle \mu_N, \lambda \rangle = l$ for $\zeta_N$-almost every $l \in M$, almost surely. Let $t$ range through a countable dense subset of $[0, \infty) \setminus J$ and use right-continuity to conclude.

Step 2: We show that for a.e. realization $(\omega, z)$ if law($W, \Lambda, \xi$) $= \zeta(\omega, z)$, then law($W_0$) $= \nu_{0-}$. Let the evaluation map $\pi_0$ defined on $\tilde{E}$ be given by $(\omega, l, z) \to \omega_0$. Since $\pi_0$ is a continuous map, the continuous mapping theorem yields that for the pushforward of $\zeta$ by $\pi_0$ we obtain

$$
\pi_0(\zeta) = \lim_{N \to \infty} \pi_0(\zeta_N) = \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^N \delta_{X_{i,N}} = \nu_{0-}
$$

Step 3: We have law($X_{0-}$) $= \nu_{0-}$ and $\mu(\zeta) = \mu$. Step 1 yields that if law($W, \Lambda, \xi$) $= \zeta(\omega, z)$ the equation

$$
\text{law}(W_0, W - W_0) = \text{law}(X_{0-}, Y - X_{0-} + \alpha(\mu, \lambda))
$$

holds. Using Lemma 4.9 we obtain that $Y - X_{0-} + \langle \mu, \lambda \rangle$ is a Brownian motion.

If we now combine the results from Step 2, Step 3 and apply the pushforward with the Skorokhod map we obtain the theorem by the continuous mapping theorem. 

**Theorem 4.12.** Suppose that $X_{0-}$ has density $f$ that is bounded and changes monotonicity finitely often on any compact interval. Let $(X^{1,N}, \Lambda^N)$ be a physical solution to
the particle system (4.1) and let $\mu^{\Theta}$ be the law of the unique physical solution to the McKean-Vlasov problem (1.1). Then we have the convergence

$$
\lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} \delta_{X_i,0} = \mu^{\Theta}
$$

(4.5)

weakly on $\mathcal{P}(D([-1, \infty)))$.

Proof. Corollary 4.4 yields tightness of the empirical-measure process of the particle system (4.1). Thus, we know that limit points exist. Moreover, Proposition 4.11 shows that limit points are laws of solutions to the McKean-Vlasov problem. If we now restrict to physical solutions to the particle system, we can use the result from [7] that physical solutions converge to physical solutions and combine it with Lemma 2.4 and the corresponding result for the particle systems. The conditions on the initial density imply uniqueness of physical solutions using Theorem 2.5 and we can conclude weak convergence.

\hfill \Box

5 Convergence to absorbing and reflecting models

The elastic boundary is a mixture of absorbing and reflecting boundaries. Thus we can expect to obtain the absorbing and reflecting models as limit cases of the elastic boundary model. In this section we show that as $\kappa \to \infty$ the solution to the elastic model converges to the solution of the absorbing feedback model. On the other hand, if we consider the limit as $\kappa \to 0$, the elastic model converges to a reflecting Brownian motion.

Our first goal is to show convergence for the loss process $\Lambda^{\kappa}$ as $\kappa \to 0$ and $\kappa \to \infty$.

**Proposition 5.1.** Let $\Lambda^{\kappa}$ be a physical solution to the McKean-Vlasov problem (1.1) with parameter $\kappa > 0$. Then we have the two limits

$$
\lim_{\kappa \to 0} \Lambda^{\kappa} = 0, \quad \text{in } M_1, \quad \text{and} \quad \lim_{\kappa \to \infty} \Lambda^{\kappa} = \Lambda^\infty, \quad \text{in } M_1.
$$

(5.1)

Moreover, $\Lambda^\infty$ is a physical solution to the absorbing feedback model.

Proof. Let $\kappa_1, \kappa_2 > 0$ be such that $\kappa_1 < \kappa_2$ and consider the two related McKean-Vlasov problems, one with $\xi^{\kappa_1}$ and one with $\xi^{\kappa_2}$. Following [5] we define the operator $\Gamma_\kappa : M \to M$ by

$$
\Gamma_\kappa[l] = \begin{cases} 
X_t^{\kappa,l} = X_0 - \xi^{\kappa} + B_t + \alpha l, & t \geq 0 \\
\Gamma[l] = \mathbb{P}(s^{\kappa,l} \leq t), & t \geq 0, \quad \text{where} \quad s^{\kappa,l} = \inf \{ t \geq 0, X_t^{\kappa,l} \leq 0 \}.
\end{cases}
$$

(5.2)

A solution to the absorbing feedback model is a fixed point of the operator $\Gamma_\kappa$ and in [5] the authors show that the minimal solution and therefore also the unique physical solution can be obtained by $\lim_{\kappa \to \infty} \Gamma_\kappa^{(n)}[0]$. Moreover, by Lemma 2.5 the solution to this absorbing model is a solution to (1.1). Using the operators $\Gamma_{\kappa_i}, i = 1, 2$ we have

$$
\Gamma_{\kappa_1}[0] = \mathbb{P}(\inf_{s \leq t} X_0 - \xi^{\kappa_1} + B_s \leq 0) \leq \mathbb{P}(\inf_{s \leq t} X_0 - \xi^{\kappa_2} + B_s \leq 0) = \Gamma_{\kappa_2}[0],
$$

for all $t \geq 0$. Assume that

$$
\Gamma_{\kappa_1}^{(n)}[0] \leq \Gamma_{\kappa_2}^{(n)}[0], \quad \text{for all } t \geq 0,
$$

(5.3)

for some $n \in \mathbb{N}$. Then we have

$$
\Gamma_{\kappa_1}^{(n+1)}[0] = \Gamma_{\kappa_1}[\Gamma_{\kappa_1}^{(n)}[0]] = \mathbb{P}(\inf_{s \leq t} X_0 - \xi^{\kappa_1} + B_s - \Gamma_{\kappa_1}^{(n)}[0] \leq 0) \leq \mathbb{P}(\inf_{s \leq t} X_0 - \xi^{\kappa_2} + B_s - \Gamma_{\kappa_2}^{(n)}[0] \leq 0) = \Gamma_{\kappa_2}[\Gamma_{\kappa_2}^{(n)}[0]] = \Gamma_{\kappa_2}^{(n+1)}[0],
$$
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for all \( t \geq 0 \) and by induction the relation (5.3) is true for all \( n \in \mathbb{N} \). Therefore, we have that, for all \( t \geq 0 \), \( \Lambda_t^\kappa \) is increasing in \( \kappa \). Moreover it is bounded between zero and one. This means that limit points exist in both cases and we can define

\[
\Lambda^0_t = \lim_{\kappa \to 0} \Lambda_t^\kappa, \quad \text{for all } t \geq 0, \quad \text{and } \quad \Lambda^\infty_t = \lim_{\kappa \to \infty} \Lambda_t^\kappa, \quad \text{for all } t \geq 0.
\]

In the first case we can use the reverse Fatou lemma. This yields

\[
\Lambda^0_t = \lim_{\kappa \to 0} \Lambda_t^\kappa \leq \mathbb{P}(\lim_{\kappa \to 0} X_0 + \xi^\kappa + B_t - \alpha \Lambda_t^\kappa \leq 0) = 0,
\]

for all \( t \geq 0 \). Thus, we obtain \( \Lambda^0 = 0 \). By [16] Corollary 12.5.1 convergence in the \( M_1 \)-topology follows.

For the second case we have

\[
\Lambda^\infty_t = \lim_{\kappa \to \infty} \Lambda_t^\kappa = \lim_{\kappa \to \infty} \mathbb{P}(X_0 + \xi^\kappa + B_t - \alpha \Lambda_t^\kappa \leq 0) = \mathbb{P}(X_0 + B_t - \alpha \Lambda^\infty_t \leq 0)
\]

where we applied the Portmanteau Theorem in the last step which is possible because the law of the random variable under consideration has no atoms. Hence \( \Lambda^\infty \) is a solution to the absorbing feedback model with initial condition \( X_0^- \). Another application of [16] Corollary 12.5.1 yields the desired convergence in \( M_1 \).

To show that \( \Lambda^\infty \) is a physical solution we let \( \Lambda^\kappa \) be a solution to the absorbing feedback model. Then we have \( \Lambda^\kappa \leq \Lambda^\infty \) for all \( \kappa > 0 \) and by taking limits we obtain \( \Lambda^\infty \) is the minimal solution and therefore by [5] a physical solution.

**Proposition 5.2.** Let \( \tau^\kappa \) be the elastic stopping time in the feedback model (1.1) with parameter \( \kappa > 0 \) and denote by \( \tau^\infty \) the absorbing stopping time in the absorbing feedback model. Then we have the following almost sure convergences in the \( M_1 \)-topology

\[
1_{t<\tau^\kappa} \to 1, \quad \text{as } \kappa \to 0; \quad 1_{t<\tau^\kappa} \to 1_{t<\tau^\infty}, \quad \text{as } \kappa \to \infty. \quad (5.4)
\]

**Proof.** As in Section 4 we can see that the crossing property is satisfied. We can then use Lemma 4.7 to infer convergence for all \( t \in [0, \infty) \) in the complement of a countable set. Since the functions we consider in this proposition are all monotone, the convergence in \( M_1 \) follows from [16] Corollary 12.5.1.

Equipped with these results we can turn to our goal and show convergence for \( 1_{t<\tau^-} X^\kappa \).

**Theorem 5.3.** Let \( X^\kappa \) be the elastic feedback process corresponding to a physical solution to the McKean-Vlasov problem (1.1) with parameter \( \kappa > 0 \) and \( \tau^\kappa \) the associated elastic stopping time. Then

1. as \( \kappa \to \infty \), \( 1_{t<\tau^-} X^\kappa \) converges almost surely in the \( M_1 \)-topology to \( 1_{t<\tau^-} X^\infty \) with \( X^\infty \) given by

\[
X^\infty = X_0^- + B - \alpha \Lambda^\infty
\]

with \( \Lambda^\infty \) being a physical solution to the absorbing feedback model.

2. as \( \kappa \to 0 \), \( 1_{t<\tau^-} X^\kappa \) converges almost surely in the \( M_1 \)-topology and uniformly to \( X^0 \) given by

\[
X^0 = \Theta(X_0^- + B).
\]

The law of \( X^0 \) is a reflecting Brownian motion started at \( X_0^- \).
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Proof. (i) From Proposition 5.1 we know that $\Lambda^\kappa$ converges to $\Lambda^\infty$ in $M1$ and that $\Lambda^\infty$ is a physical solution. Since the Brownian motion $B$ has continuous paths a.s., the convergence

$$X_{0-} + B - \alpha \Lambda^\kappa \to X^\infty, \quad \text{as } \kappa \to \infty$$

in $M1$ follows from [16] Theorem 12.7.3. By continuity of the Skorokhod map $\Theta$ with respect to the $M1$-topology we can deduce the convergence $X^\kappa \to \Theta(X^\infty)$ as $\kappa \to \infty$ in $M1$. Moreover, by Proposition 5.2 we have the $M1$-convergence $1_{t<\tau^\kappa} \to 1_{t<\tau^\infty}$. Note that both processes $\Theta(X^\infty)$ and $1_{t<\tau^\infty}$ only have downward jumps. Thus, we can use [16] Theorem 13.3.2 to obtain the desired convergence

$$1_{t<\tau^\kappa} X^\kappa \to 1_{t<\tau^\infty} \Theta(X^\infty), \quad \text{as } \kappa \to \infty,$$

in $M1$. Since $\tau^\infty$ is the first hitting time of zero by $X^\infty$ we have the equality

$$1_{t<\tau^\infty} \Theta(X^\infty) = 1_{t<\tau^\infty} X^\infty,$$

which finishes the proof.

(ii) Using the results from Proposition 5.1 and Proposition 5.2 and following the same arguments as in (i) yields the convergence $1_{t<\tau^\infty} X^\kappa \to X_0$, as $\kappa \to 0$, in $M1$. Since $X^0$ has continuous paths almost surely we obtain the uniform convergence almost surely by [16] Theorem 12.4.1. The characterization of $X^0$ as a reflecting Brownian motion then follows by applying Tanaka’s formula to $X_{0-} + B$ and using [14] Chapter VI Corollary 2.2.
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