Development of an Ethernet-Based Heuristic Time-Sensitive Networking Scheduling Algorithm for Real-Time In-Vehicle Data Transmission
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Abstract: The rapid development and adaptation of advanced driver assistance systems (ADAS) and autonomous driving increases the burden of in-vehicle networks. In-vehicle networks are now required to provide a fast data rate and bounded delay for real-time operation, while conventional protocols such as controller area networks, local interconnected networks, and FlexRay begin to show limitations. Ethernet-based time-sensitive network (TSN) technology has been proposed as an alternative. TSN is a set of Ethernet standards being developed by the IEEE TSN task group, which aims to satisfy requirements such as real-time operation, stability, and low and bounded latency, and it can be used in automotive, industrial, and aerospace applications. This study introduces several standards for Ethernet traffic scheduling based on TSN technology and proposes a heuristic-based scheduling algorithm for Ethernet scheduling. In addition, three network configurations are simulated using OMNeT++ to show the applicability. The heuristic TSN scheduling algorithm is a straightforward and systematic procedure for practical network designers.
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1. Introduction

In-vehicle network (IVN) protocols such as controller area network (CAN), local interconnect network (LIN), and FlexRay have been employed to accommodate various requirements for data exchange between electronic control units (ECUs) [1–3]. However, existing IVN protocols are showing their technical limitations as vehicles tend to be smarter by employing advanced driver assistance systems (ADAS), vehicle-to-everything (V2X), and autonomous driving. In particular, sensors used for autonomous driving such as light detection and ranging (LiDAR), radar, and cameras require a large amount of data exchange for sensor fusion and artificial intelligence processing [4–10].

CAN, LIN, and FlexRay, which are traditional networks for vehicles, have limitations with respect to rapidly transferring increased amount of vehicle information. IEEE 802.3 Ethernet-based network technology has been proposed as an alternative [11]. Ethernet is a local area network and communication technology developed in 1973, which was standardized to IEEE 802.3 in 1983; it is one of the most widely used communication methods. Ethernet provides a high transmission rate and excellent universality due to international standardization and supports various protocols such as the transmission control protocol/internet protocol (TCP/IP) and scalable service-oriented middleware over IP (SOME/IP). However, in a traditional Ethernet, a contention method is used to allow multiple nodes to access a communication network, but this cannot be applied to vehicles due to the limitations in real-time data processing, stability, and bounded latency. However, a recently developed Ethernet that adopts a switching technology is
able to overcome these limitations, and some work has been undertaken to investigate its application to communication for vehicles and factory automation [11]. In particular, problems associated with wire weight and high costs have been solved by adopting 100/1000BASE-T1 (Open Alliance BroadR-Reach) as a hardware interface used by the IEEE. In addition, standardization has been actively implemented to improve real-time processing and stability, and to meet the high specifications required for use in vehicles.

Audio video bridging/time-sensitive networking (AVB/TSN) is a set of standards in the Ethernet layer 2 of the open systems interconnection (OSI) model, which aims to ensure bounded latency and deterministic characteristics for transmission of data that are time-sensitive in Ethernet networks, and to improve the quality of service (QoS) that manages traffic and bandwidth according to the importance of the application [12]. In particular, TSN is a set of standards to ensure critical traffic transmission for control of various devices and systems and represents an extension of AVB developed for audio and video synchronization. In addition, TSN includes synchronization technology standards for devices in Ethernet-based networks, scheduling for meeting real-time requirements, stream reservation protocols, and frame preemption, for application to automotive, industrial, and aerospace fields. Typical standards used to configure TSNs include IEEE 802.1Qbv, IEEE 802.1AS, and IEEE 802.1Qcc [13].

In particular, IEEE 802.1Qbv includes an Ethernet scheduling mechanism and parameters based on the time-aware shaper (TAS), which can guarantee the deterministic characteristics of Ethernet-based networks [14]. IEEE 802.1Qbv includes a mechanism for controlling eight queues in an egress port through gate opening and closing and specifies the required parameters. However, this standard does not provide a method for creating tables for frame scheduling. Various scheduling methods can be used for each TSN-applied network, and the approach to scheduling and the network environment may affect the network performance of deterministic systems.

Multiple studies have proposed network scheduling optimization methods for vehicles, such as time-triggered (TT) Ethernet and FlexRay. Steiner applied the satisfiability modulo theories (SMT) solver to ensure TT traffic transmission in TT-Ethernet, and then introduced a slot between schedules to reduce the rate-constrained (RC) traffic delay in a follow-up study [15,16]. Craciunas formalized a scheduling problem using logical constraints and proposed an optimization method based on SMT and mixed integer programming (MIP) [17]. Selicean et al. proposed a scheduling method for TT traffic to minimize the worst-case delay (WCD) using a tabu search-based metaheuristic [18]. Most studies deal with TT traffic scheduling, which is fundamentally different from scheduling methods for TSN-scheduled traffic (ST). A TSN does not directly schedule TT traffic, but instead schedules a gate control list (GCL) for data transmission according to the gate state that controls a queue. A number of researchers proposed a scheduling method for IEEE 802.1Qbv. Gavrilu et al. proposed a greedy randomized adaptive search procedure (GRASP)-based method to schedule both TSN and AVB traffic in industrial applications but did not measure the reduction in traffic communication delay [19]. Dürr defined the concept of “critical data scheduling” as the “no-wait job-shop scheduling problem”, and proposed a method based on a tabu search [20]. However, the end-to-end delay of ST was not considered, although an algorithm to compress scheduling, thereby reducing bandwidth waste due to the guard band, was proposed. Joung proposed a regulating scheduler based on deficit round robin (DRR) without separating traffic classes in TSN network [21].

This study proposes a heuristic scheduling algorithm for ST on a TSN Ethernet network used as an in-vehicle network, assuming that the network traffic is light to moderate as most in-vehicle networks are designed. The proposed algorithm is intended for automotive electronics engineers to come up with an acceptable schedule without too much mathematical formulation and iteration. The heuristic TSN scheduling algorithm includes a method for assigning STs on links in the route from their source to destination and an adjustment procedure for reducing end-to-end delay. In addition, this study verifies
the applicability of the proposed heuristic TSN scheduling algorithm based on several scenarios along with their simulations.

The present paper is organized into five sections. In Section 2, standards related to TSN scheduling are introduced, and, in Section 3, the proposed heuristic TSN scheduling algorithm is described. In Section 4, the performance evaluation environment of the proposed scheduling method and the performance evaluation results are discussed. Lastly, in Section 5, the conclusions of the study are presented.

2. Time-Sensitive Networking (TSN)

2.1. Traffic Scheduling with TSN

A TSN comprises a set of standards for OSI layer 2 that is standardized by the IEEE; it specifies various functions, such as synchronization between devices that employ Ethernet-based networks, traffic scheduling, network management, redundancy, resource management, and stream reservation. For example, IEEE 802.1Qbv specifies the mechanism of TAS-based traffic scheduling, and IEEE 802.1Qbu uses the preemption technique to reduce the guard band size of ST. IEEE 802.1Qcc allows for effective scheduling by acquiring all relevant information through network integration management.

2.2. Time-Aware Shaper

Scheduled traffic (ST) is traffic transmitted with high priority according to a schedule table, which should not be interrupted by rate-constrained (RC) and best-effort (BE) traffic. Here, RC refers to traffic transmitted according to the credit that varies with time used for waiting and transmission. BE traffic utilizes the available bandwidth to the largest extent possible without any traffic control function, such that traffic transmission is not guaranteed [22]. Traffic to be transmitted through the TAS is stored in eight queues located in the switch transmission port, according to priority, and transmitted according to the gate state. Figure 1 shows an example for the TAS-based scheduling mechanism, where traffic flows according to gate control list (GCL) value of the gate driver [23]. The GCL has eight digits, each of which corresponds with the queue. If the GCL value is “0”, the corresponding gate is closed, and, if the value is “1”, the gate is open. The gate driver performs open and close operations repeatedly in specific time intervals according to the synchronized time. The queue on the left in Figure 1 is an ST queue, in which ST is transmitted when the gate is opened while the RC and BE traffic gates are closed. In contrast, the gate of the ST queue is closed when other gates aside from the ST queue are open for RC and BE traffic. The eight gates are controlled according to the GCL; once the list is completed, the system returns to the beginning and iteration begins again. ST transmission can be guaranteed by suppressing the transmission of other class traffic.

Figure 1. Example time-aware shaper (TAS)-based scheduling process.
Figure 2 shows the data transmission process of a combined credit-based shaper (CBS) and TAS system, which transmits RC traffic [14]. Here, the CBS for RC transmission has a communication delay of up to 2 ms based on seven hops; however, it does not meet the requirement for vehicles of a maximum delay of 100 µs based on five hops [24]. With the CBS only, even if critical traffic flows in, it will be queued until the transmission currently in progress is complete; if transmission of a large amount of traffic, such as audio or video data, is underway, a significant delay to critical traffic transmission may occur. In contrast, TAS generates a schedule in advance to transmit the ST, which is accomplished within an mandatorily determined time period. In the system shown in Figure 2, transmission of RC and BE traffic is impossible until the ST is transmitted, and the RC and BE traffic is transmitted according to the CBS algorithm in the section outside the ST transmission section. This method allows for the transmission of the real-time and deterministic traffic information required for vehicles.

In order to prevent RC and BE traffic from spilling over the ST time slot, IEEE 802.1 Qbv has a guard band with a maximum frame size (MFS) of 1500 bytes before each ST time slot during which no transmission is allowed. This can guarantee the start of ST transmission and the bounded latency. However, the presence of a guard band will cause bandwidth loss within the network. To overcome this shortcoming, IEEE 802.1Qbu specifies a preemption mechanism. It allows minimizing the size of the guard band and interrupting ongoing transmission of RC and BE traffic by ST traffic. In addition, IEEE 802.1Qcc specifies the protocol, procedures, and management approach for network resource configuration in time-sensitive applications. This improves the network resource management performance over that of IEEE 802.1Qat, as well as the interface between the user and network components. Moreover, three models can be used for TSN configuration: fully distributed, centralized network/distributed user, and fully centralized models. Centralized network configuration (CNC), which configures network resources in place of TSN applications, and centralized user configuration (CUC), which exchanges information with the CNC to configure the TSN instead of an end station, may be needed according to the TSN configuration. In particular, CNC controls the network bridge of a TSN and determines the flow route and scheduling, as well as the configuration of bridges and switches. To achieve this, the CNC exchanges the requirements of network designs through an additional protocol with the CUC, and it generates a route and schedule that are sent to the bridges and switches.

With IEEE 802.1Qcc, there are only three models available for TSN configuration; although requirements and protocols for configuration are proposed, network designers are responsible for implementing route setup and scheduling. The present study assumes...
that there is a CNC that can configure all switches in the route that ST passes through in the network. In Section 3, a heuristic TSN scheduling algorithm is described.

3. Heuristic TSN Scheduling Algorithm

Although IEEE 802.1Qbv specifies the mechanism for communicating information of scheduling in a TSN, the designer is responsible for coming up with a schedule. This study proposes a heuristic scheduling algorithm that assumes that switches within a network can share information on the period, size, and priority of all STs. The STs are assigned on the schedule table, which eventually results in Gate Control Lists (GCLs) of all switches in the network. The proposed algorithm begins with selecting the ST with the highest priority and then allocates time slots, of which the length is proportional to the length of the ST, for all links on the path from the source node to the destination node. This process is repeated for other STs with descending order of priority. After all the STs have been selected and assigned, the second phase of scheduling tries to reduce end-to-end delay by adjusting assignments on the links.

3.1. Heuristic TSN Scheduling Algorithm

The proposed algorithm is based on some assumptions. The first assumption is that the traffic is always schedulable. With heavy traffic, it may not be possible to schedule all the STs, which is not the case for this study. The second assumption is that delay caused by the propagation of an electromagnetic wave is so short that we can ignore the delay from the transmitter to the receiver. We also assume that the delay inside a switch is negligible when the outgoing link is free.

Figure 3 shows the heuristic TSN scheduling algorithm used for creating the schedule table for a TSN network. This algorithm calculates $T_{all}$, which is the least common multiple of all ST transmission periods. $T_i$ denotes the period of the i-th ST. ST index i is given such that the i-th ST has higher or equal priority than the $(i+1)$-th ST. For each ST$i$, the aim is to determine how many times ST$i$ should be transmitted during the entire cycle $T_{all}$, which is denoted by $N_{STi}$. The indices $j$ and $k$ used in Figure 3 are the number of ST$i$s that have been placed on the schedule table and the number of links that ST$i$ has passed on the link from source node to destination node, respectively. Scheduling begins with assigning ST$i$ to the earliest available time slot required for the first link ($L_{i1}$). The time slot’s length is proportional to the length of ST$i$, i.e., total number of bits of ST$i$ divided by data rate. For ST$i$, this process repeats for all the links to the destination, i.e., until $k = h_i$ where $h_i$ is the number of links ST$i$ must pass. Then, one ST$i$ is assigned from source to destination node, and this repeats as many times as the ST$i$ must be transmitted during the $T_{all}$ by increasing $j$ by one until $j = N_{STi}$. When the allocation for all ST$i$ is completed ($i = n$), the next phase of scheduling is to reduce end-to-end delay of STs if possible. The end-to-end delay is defined by the time interval from the start of the first bit from the source to the arrival of the last bit at the destination. Because low-priority STs are allocated after STs with high priority, their time slots are more likely to be delayed, which increases the end-to-end delay. If that is the case, we may delay the start from the source because we know it will be delayed in route to the destination, which eventually reduces the end-to-end delay. Therefore, we start with ST$n$ that has the lowest priority, and we check whether the end-to-end delay can be reduced by delaying start time of the selected ST. If end-to-end delay can be reduced, we reallocate time slots for the ST along its route. Otherwise, the schedule remains the same. This process is repeated for the next lowest priority by decrementing $i$. This scheduling algorithm can be easily understood using the example in the next subsection.

3.2. An Example

Figure 4 shows a network to explain the heuristic TSN scheduling algorithm shown in Figure 3. The network consists of six nodes (end systems, ES) and two switches (SW), which exchange six STs at 100 Mbps full duplex. Table 1 shows the source, destination,
priority, size, and period of each ST in the network. Following the flowchart in Figure 3, we can easily see that $T_{all} = 2000$ and ST$_1$ should appear four times in the schedule.

**Figure 3.** Structure of the heuristic time-sensitive networking (TSN) scheduling algorithm using the branch and bound technique.

**Figure 4.** Example network for the heuristic TSN scheduling method.
Table 1. Information on scheduled traffic (ST) transmitted via the network.

| [Source, Destination] | Priority | Size (bytes) | Period (µs) |
|------------------------|----------|--------------|-------------|
| ST1 [ES1, ES6]         | 6        | 125          | 500         |
| ST2 [ES1, ES5]         | 4        | 250          | 1000        |
| ST3 [ES2, ES5]         | 7        | 125          | 2000        |
| ST4 [ES2, ES4]         | 5        | 250          | 500         |
| ST5 [ES3, ES4]         | 2        | 125          | 1000        |
| ST6 [ES3, ES6]         | 3        | 250          | 2000        |

Figure 5a shows the first part of the initial schedule. The schedule includes all the necessary links to send STs, depicted by the pairs of links in brackets, e.g., [ES1, SW1] and [SW1, SW2]. The horizontal axis is time. This schedule is obtained by allocating STs to the links that lead to their destination. According to the scheduling algorithm explained earlier, we begin with STs with the highest priority. Therefore, we take ST3 first and assign the links from ES2 to ES5, i.e., [ES2, SW1], [SW1, SW2], and [SW2, ES5]. The link capacity occupied by ST3 is represented by a block with the length corresponding to the time required to transmit all the bits (125 × 8 bits / 100 Mbps = 10 µs for ST3). This assignment is repeated three more times at 500, 1000, and 1500 µs, which is not shown in the figure. Next, ST1 with the second highest priority is assigned its links required to reach the destination. We can see that ST1 is delayed at SW1 because the link [SW1, SW2] is already assigned for ST3. By repeating this process, we can come up with the initial schedule in Figure 5a.

Figure 5b is obtained by adjusting the initial schedule following the steps described in the right-hand side of Figure 3. In this part, we start with the ST with the lowest priority, i.e., ST5. When inspecting the link capacity allocated for ST5 in the initial schedule (Figure 5a), we can see that ST5 is delayed at SW1 because the last link [SW1, ES4] is occupied by ST4, which results in 40 µs end-to-end delay for ST5. With further inspection, we can reduce the end-to-end delay by 10 µs by shifting ST5 to the right on [ES3, SW2] and [SW2, SW1]. Then, we can repeat the process for ST6 by shifting ST6 to the right on [ES3, SW2] to reduce the delay from 60 µs to 50 µs. We can now stop this procedure because the remaining ST delays cannot be improved any further.

Figure 5. Worst-case delay in an example network using the heuristic TSN scheduling method. (a) before re-schedule; (b) after re-schedule
the delay from 60 µs to 50 µs. We can now stop this procedure because the remaining ST delays cannot be improved any further.

4. Realistic Network and Simulation Results

Figure 6 shows a more realistic network to demonstrate the applicability of the proposed scheduling method. The network was configured on the basis of the Society of Automotive Engineers (SAE) International “Benchmark” network and message database [25], with some modifications reflecting current trends in in-vehicle Ethernet implementation. The network consisted of seven nodes and five switches for six STs. We considered three cases as shown in Table 2, one with identical length and period for all STs, another with different lengths and identical period for all STs, the last with different lengths and periods. We used the same transmission speed of 100 Mbps full duplex.

Table 2. Details of the STs used in the simulation.

| Case | [Source, Destination] | Priority | Size (bytes) | Period (µs) |
|------|-----------------------|----------|--------------|-------------|
| 1    | ST1 [ES1, ES7]        | 6        | 125          | 500         |
|      | ST2 [ES1, ES6]        | 5        | 125          | 500         |
|      | ST3 [ES2, ES7]        | 3        | 125          | 500         |
|      | ST4 [ES3, ES6]        | 7        | 125          | 500         |
|      | ST5 [ES3, ES5]        | 4        | 125          | 500         |
|      | ST6 [ES4, ES5]        | 2        | 125          | 500         |
| 2    | ST1 [ES1, ES7]        | 6        | 250          | 500         |
|      | ST2 [ES1, ES6]        | 5        | 125          | 500         |
|      | ST3 [ES2, ES7]        | 3        | 250          | 500         |
|      | ST4 [ES3, ES6]        | 7        | 125          | 500         |
|      | ST5 [ES3, ES5]        | 4        | 250          | 500         |
|      | ST6 [ES4, ES5]        | 2        | 125          | 500         |
| 3    | ST1 [ES1, ES7]        | 6        | 250          | 1000        |
|      | ST2 [ES1, ES6]        | 5        | 125          | 500         |
|      | ST3 [ES2, ES7]        | 3        | 250          | 1000        |
|      | ST4 [ES3, ES6]        | 7        | 125          | 500         |
|      | ST5 [ES3, ES5]        | 4        | 250          | 2000        |
|      | ST6 [ES4, ES5]        | 2        | 125          | 2000        |

Figure 7a shows the results achieved for Case 3 by applying the priority-based assignment only. STs were assigned their respective links in the order of ST4, 1, 2, 5, 3, and 6. Then, in the reverse order, possibility of reducing end-to-end delay was checked, and, if possible, assignments were shifted to reduce the delay, which resulted in the schedule shown in Figure 7b. These two schedules were simulated using the OMNeT++ network simulator, more specifically, the CoRE4INET framework implementing the AVB/TSN function [26].
Figure 7. Worst-case delay in Case 3 using the heuristic TSN scheduling method: (a) before re-schedule; (b) after re-schedule.

Figure 8 shows the end-to-end delays of six STs for three cases. The dark bars represent the delay before the adjustments, while the shaded bars represent the delay after the adjustments. Figure 8a is for Case 1, which shows that the end-to-end delays of ST3, ST5, and ST6 with lower priorities were decreased by the adjustments. Figure 8b,c show delay reduction in ST2, ST3, ST5, and ST6 for Cases 2 and 3, respectively.

Figure 8. End-to-end delay simulation results for the priority-only scheduling method and the heuristic TSN scheduling algorithm: (a) Case 1; (b) Case 2; (c) Case 3.
5. Conclusions

This paper proposed a heuristic TSN scheduling algorithm for in-vehicle TSN networks. In particular, STs are assigned in the order of their priorities, and then assignments are adjusted to decrease end-to-end delays. In addition, the proposed algorithm was applied to several network scenarios along with simulations for end-to-end delays. With these results, the proposed scheduling algorithm demonstrated its applicability for real-world TSNs under certain assumptions. In addition, this algorithm offers a straightforward and systematic procedure for IVN engineers.

It should be noted that this study only focused on the end-to-end delay of ST and did not evaluate the number of guard bands generated when ST was transmitted. Further study is, thus, required because scheduling performance can be very sensitive to the number of guard bands under medium-to-heavy traffic. Additional studies are also needed for considering other classes of traffic and all types of network delay for scheduling performance.
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