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As machine learning algorithms start to get integrated into the decision-making process of companies and organizations, insurance products are being developed to protect their owners from liability risk. Algorithmic liability differs from human liability since it is based on a single model compared to multiple heterogeneous decision-makers and its performance is known a priori for a given set of data. Traditional actuarial tools for human liability do not take these properties into consideration, primarily focusing on the distribution of historical claims. We propose, for the first time, a quantitative framework to estimate the risk exposure of insurance contracts for machine-driven liability, introducing the concept of algorithmic insurance. Specifically, we present an optimization formulation to estimate the risk exposure of a binary classification model given a pre-defined range of premiums. We adjust the formulation to account for uncertainty in the resulting losses using robust optimization. Our approach outlines how properties of the model, such as accuracy, interpretability, and generalizability, can influence the insurance contract evaluation. To showcase a practical implementation of the proposed framework, we present a case study of medical malpractice in the context of breast cancer detection. Our analysis focuses on measuring the effect of the model parameters on the expected financial loss and identifying the aspects of algorithmic performance that predominantly affect the risk of the contract.
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1. Introduction

Data-driven analytical models and machine learning (ML) algorithms have started transforming large facets of the economy, becoming the driver of innovation in digital marketing, self-driving cars, and medical imaging, among others (Brynjolfsson and McAfee 2017). While the use of artificial intelligence (AI) expands across all segments of society, algorithms are expected to replace human judgment in many cases (Coglianese and Lehr 2016). However, there is still a lot of resistance to employing these tools in practice as different types of concerns are emerging about algorithmic decision-making (Char et al. 2018). Dietvorst et al. (2015) defined this phenomenon as algorithm aversion, identifying a wide range of factors, including ethical issues, related to the use of algorithms that are not resolved yet (Dietvorst et al. 2018). One of the persistent challenges related to the implementation of ML models in practice is centered around the question of responsibility in case of erroneous algorithmic decisions making (Singh et al. 2016).
This is not the first time that society is reluctant to use new technology in the presence of tangible evidence for its benefits. A similar dilemma that gained the spotlight in the past was regarding the adoption of automobiles by the broader consumer audience in urban areas after World War I. Motor vehicles at that time had become fast and less expensive. Nevertheless, the vast majority of households were still reluctant to adopt the technology due to potentially high financial risks. Injured victims would seldom receive any compensation in an accident, and drivers often faced considerable costs for damage to their cars and property. To protect vehicle owners and drivers against the risk of car accidents, the Road Traffic Act was established in 1930, introducing the first compulsory car insurance scheme (Senn 1930) and solving the issue. Over the years, legal questions related to responsibility became inextricably linked to third-party liability (Reed et al. 2016). Nowadays, liability coverage is required for automotive insurance policies, product manufacturers, and anyone who practices medicine or law.

Today, an analogous problem is present. decision-makers assume the liability risk for algorithmic mistakes without any insurance protection, similarly to how commercial car drivers were called to operate their vehicles at the beginning of the 20th century. As a result, even though algorithms can improve upon the accuracy and performance of humans, their integration in critical decision-making settings is still limited (Burton et al. 2020). For example, even though technology permits the production of semi or fully autonomous vehicles, policymakers choose not to allow them (Geistfeld 2017). One of the reasons is that third-party liability lies on the human driver and would not account for the vehicle navigation algorithm (Schellekens 2015). In the medical setting, physicians are reluctant to assume the liability risk for assessments of ML models as it lies beyond their control (Stern et al. 2022, Price et al. 2019).

We argue that in order to replace or augment human decision-making with ML models in settings of high financial or life risk, a new type of liability insurance is required. We will refer to this new type of liability as **Algorithmic Liability** and to the corresponding contracts as **Algorithmic Insurance**. Potential examples are self-driving cars (third-party liability), preventive maintenance based on ML (general liability), and image recognition systems for MRI machines (medical liability). Several regulators have recognized the need for tailored liability rules for artificial intelligence. The United Kingdom recently established that algorithmic liability will fall within the category of strict liability, where one contract will cover the risk for both human and algorithmic mistakes (UK Ministry for Transport 2022). China has also legislated various levels of liability protections for users of automated vehicles (China Government 2022). The European Union has issued a specific directive on adapting non-contractual civil liability rules to artificial intelligence algorithms (European Union Commission 2022, Stöger et al. 2021). The increasing number of legal frameworks
from all over the world around algorithmic liability highlights the need for corresponding insurance products from the policy makers’ perspective (Rafter et al. 2022).

Other than providing a timely solution to the issue of legal liability, algorithmic insurance contracts will also provide another layer of financial incentives for ML adoption. This claim is based on the assumption that ML-based decision support tools are only considered for decision systems where they are expected to improve the quality or accuracy of the rendered services and products. Thus, they are expected to reduce the frequency of erroneous decisions. For example, in the clinical setting, computer vision systems are considered as a first layer of screening in radiology departments due to proven improvements in cancer detection (Yala et al. 2019). A higher detection rate should lead to less liability risk for the department and thus lower premiums. Thus, part of the value proposition for ML integration would be the reduction of insurance fees for liability purposes and thus direct financial incentives for the users.

The insurance industry has recently started to explore this new class of products (MunichRe 2022). An increasing number of services are being developed to offer this new type of legal contract that individuals and organizations could sign to protect themselves from algorithmic mistakes (MunichRe 2022). However, traditional methodologies from the field of actuarial science are based on the distribution of past claims assuming that decisions are based on a heterogeneous pool of decision-makers. Algorithmic insurance contracts require a different risk estimation approach.

1.1. Summary of Contributions

We propose the first quantitative framework for algorithmic insurance. We introduce the concept of algorithmic insurance contracts and present, for the first time, a data-driven methodology to evaluate the risk of such contracts in situations where decisions are made by ML algorithms. Algorithmic insurance can address some of the most pertinent issues regarding the connection between human decision-makers and algorithms, including algorithmic aversion, transparency, generalizability, and adoption. Therefore, our work complements the growing literature that aims to advance human and algorithm interactions (Kawaguchi 2021, Dai and Singh 2020, Ibrahim et al. 2021). Our contributions can be summarized as follows:

1. We propose a comprehensive framework to estimate the risk of algorithmic liability based on the properties of accuracy, interpretability, and generalizability of a binary classification model.

2. We show how a tractable optimization formulation that leverages measures of risk from the financial literature can be adapted to estimate the risk exposure for a given premium range and binary classification model. We provide an example of how this formulation can be extended to account for uncertainty around historical scenarios of loss using robust optimization.

3. We apply the framework to a case study for medical liability and analyze the potential effect of the model parameters in simulated experiments.
We show that the most impactful determinant of a predictive model’s risk exposure is the chosen classification threshold. Thus, we provide decision-makers with a new way of assessing the balance between desired levels of sensitivity and specificity.

We translate the degree of algorithmic interpretability to a measure of human and machine interactions and model them with a class of functions. Our analysis illustrates that the convexity of the selected interpretability function dictates whether a smaller or larger degree of transparency is needed to significantly reduce the expected risk exposure of the contract. Thus, our framework help guide decision-makers and ML vendor to financially quantify the trade-offs between more or less interpretable algorithms and their synergies with humans.

We propose the use of Generative Adversarial Networks (GANs) to estimate the impact of changes in the underlying data distribution on the liability risk. Our approach offers a data-driven way to test the generalizability of algorithmic performance.

The structure of the paper is as follows: in Section 2 we describe the setting of algorithmic insurance, clarifying the context and assumptions based on which the proposed framework is structured. In Section 3 we introduce a case study of medical liability in the context of breast cancer detection that serves to define in a concrete way the problem we are addressing. In Section 4 we present the baseline optimization formulation to estimate algorithmic risk exposure. In Section 5 we incorporate the predictive accuracy of a binary classification model into the estimation process of future expected loss. In Section 6 we demonstrate how to include a ML algorithm’s interpretability into the pricing strategy. Section 7 focuses on data generalizability and its effect on premium determination. In each of the Sections 5–7 we use the medical liability case study to showcase a practical implementation of the framework and highlight the effect of the model parameters. In Section 8 we discuss the key findings from the computational experiments, the limitations of the framework, and future applications of the proposed approach. We conclude in Section 9.

2. The Algorithmic Insurance Setting

The algorithmic insurance setting refers to situations where ML model providers seek to establish an insurance contract that offers financial protection against the damage that potential erroneous predictions of their algorithms could cause to their clients. These contracts are offered by insurance companies in exchange for a premium that is paid by the ML provider. To build a quantitative framework that evaluates the financial risk of algorithmic insurance contracts, we first need to address three fundamental questions: (1) What are the properties of ML models that affect algorithmic risk? (2) What are the synergies with the current actuarial approach? (3) Who pays for the premium? Below we answer these questions, outlining the assumptions and key aspects of the algorithmic insurance framework.
What are the properties of ML models that affect algorithmic risk?

We focus on the context of binary classification algorithms and address how the properties of accuracy, interpretability, and generalizability can influence risk exposure. We define accuracy as the ability of the model to discriminate between the two classes prevalent in the data (Bertsimas and Dunn 2019). We measure interpretability as the degree to which humans can understand the reasoning behind the predictions of a model (Krishnan 2020). Past studies have shown that transparent models allow for more synergies between human and algorithmic decision-making as humans can rationalize the algorithmic recommendations and potentially improve upon them using their intuition (Wang et al. 2022). Thus, we assume that machine intelligence, when combined with human intelligence, can lead to fewer errors compared to each one of them individually (Ibrahim et al. 2021). However, empirical validation is needed to confirm this hypothesis in practice. Last but not least, we propose ways to adjust the estimated risk exposure based on the distribution of the data provided to the algorithm beyond the original testing set (Futoma et al. 2020). We refer to the latter as the generalizability of the ML model. We assume that these model properties do not change over time for the duration of the contract.

What are the synergies with the current actuarial approach?

The prerequisites to form this type of contract are, as in all cases of insurance, (i) an agreement between the parties, (ii) the existence of a risk to the insured party or potential third parties, (iii) the payment of a premium (Bertolini 2013). We determine the premium as a function of the assumed risk. Hence the premium varies according to both the likelihood of its occurrence (frequency) and the magnitude of the consequences that may arise once it materializes (severity) (Shavell 2018). Thus, the main focus of this work is the estimation of the expected risk exposure given a certain pricing range.

Pricing traditional non-life insurance products is usually conducted using the fundamental principles of actuarial science and asset pricing theory (Cummins 1990). Leveraging historic observations from prior realizations of risk, underwriters are able to create probabilistic models that estimate the potential risk exposure as well as the relative frequency of adverse events and associate an appropriate price (Embrechts 2000). decision-maker heterogeneity is thus only embedded in an actuarial framework by subsetting the empirical distribution to historical cases with the same characteristics. For example, in the context of car insurance, drivers may be charged a premium according to the distribution of all past clients with similar ages and years of driving experience. Due to a lack of data availability, other types of contextual information that characterize the risk exposure are not included. Algorithmic insurance does not have to follow this paradigm. The underlying decision model is known and thus the insurance policy does not have to be based on past models for the same task. It can rather leverage the characteristics of the data and model at hand.
Though risk estimation can be personalized to the model, one key challenge of algorithmic insurance is the absence of historic claims that could be used to directly apply existing underwriting processes. During the initial implementation of ML-driven decision-making tools, very limited information regarding past algorithmic mistakes is available. For example, since fully autonomous cars have not been deployed yet, it is impossible to collect information with respect to past accidents they have caused. We overcome this limitation by assuming that the distributions of the testing set in the data used for model development and the distribution of the population where the algorithm is deployed are the same. We relax this assumption in Section 7.

Who pays for the premium?
A key question in algorithmic insurance that needs to be answered is who is the primary risk holder. In a traditional setting, the decision-maker is responsible for establishing insurance coverage (Landsman and Sherris 2001). For example, third-party liability insurance is paid by the driver, while medical liability insurance is sought by the physician. However, in the case of algorithmic decision-making, policymakers and regulators recognize that users (e.g., driver or physician) are unlikely to neither have control over the ML model nor access to the underlying training data and thus cannot be considered legally liable (Evas 2018, European Union Commission 2022). In this setting, risk exposure is considered a function of the model to be deployed and the associated testing distribution (ˇCerka et al. 2015, Kingston 2016). In our setting, the insurance contract will be formed between the AI provider and an insurance company as part of the company offering. The ML model vendor will be responsible to pay for the premium in case of prediction errors, even if there is no established causal evidence for the error but just an association. This is in line with the most recent algorithmic liability legislation and the only algorithmic insurance products that are offered in practice (MunichRe 2022, European Union Commission 2022). For instance, autonomous vehicle providers will include third-party liability as part of the final product (Gorzelany 2015). AI solution providers for medical applications will offer algorithms with liability coverage to healthcare institutions (Stern et al. 2022). Under this assumption, our goal is to estimate the expected risk exposure of a given contract based on an agreed premium range. We will also hypothesize that the algorithm’s performance and the respective premium are stationary for the duration of the contract. Competition concerning the same product or service by other ML providers remains out of the scope of this work.

3. A Case Study of Medical Liability for Malignant Tumor Detection
Throughout the manuscript, we motivate and illustrate the proposed framework through the lens of a case study in medical liability for breast cancer detection. In this section, we introduce the case
study background and present information related to both the data used and the general context of medical liability for malignant tumor detection.

The setting of disease detection is one of the most celebrated application areas of AI (Topol 2019). Yet, only a tiny fraction of ML models for medical applications have been integrated into major healthcare institutions (Panch et al. 2019). Among the multitude of factors that have led to the limited deployment of ML models in the medical practice, algorithmic aversion and lack of financial incentives play a major role (Dai and Singh 2021). Medical liability is also a setting where both type I and type II errors can have profound implications, calling for a fine balance in algorithmic decision-making (Baicker et al. 2007, Harned et al. 2019, Price et al. 2019). Moreover, it is a context where algorithmic transparency and generalizability are prerequisites for successful implementation (Cutillo et al. 2020, Parikh et al. 2019). For these reasons, medical liability for ML models is an intuitive example of the value that algorithmic insurance contracts will bring into practice and is used as a case study. However, we recognize that the healthcare field faces many other regulatory challenges and constraints, such as data privacy and biases, that we will not consider and could be the focus of future research (Price and Cohen 2019, Obermeyer et al. 2019).

We delve into breast cancer, a carcinoma that is estimated to affect one out of eight women at some point in their lifetime (SEER 2020). According to the American Cancer Society, more than 250,000 women are diagnosed with invasive breast cancer annually in the US (Siegel et al. 2018). Due to widely established screening policies and improved therapies, breast cancer now has one of the lowest mortality rates among carcinomas (Berry et al. 2005). Nevertheless, medical malpractice related to breast cancer and breast imaging remains common and costly for radiologists and healthcare organizations involved (Lee et al. 2020). In the future, the widespread implementation of artificial intelligence algorithms is expected to improve diagnostic accuracy and reduce diagnostic errors in carcinomas (Kim et al. 2020, Yala et al. 2019).

Given the transformative role that ML can play in this application area, we focus on a case study for breast cancer detection to illustrate a practical implementation of the proposed pricing framework. First, we present an overview of historical medical malpractice lawsuits for breast cancer detection. Subsequently, we describe the dataset we use to train the underlying predictive model.

### 3.1. Medical Malpractice Lawsuits for Breast Cancer

Lawsuits involving breast cancer are the most common cause of medical malpractice litigation in the United States (Whang et al. 2013). An analysis from credentialing data of 8401 radiologists revealed that breast cancer was the most frequently missed diagnosis, followed by non-vertebral fractures
and spinal fractures (Whang et al. 2013). Breast cancer imaging lawsuits involve physicians from multiple specialties, radiology being the most common. Lee et al. (2020) identified 253 cases in the US from 2005 to 2015 that resulted in plaintiff payment where the average award amount was $978,858. The median award amount in cases with a verdict was $862,500 with interquartile range (IQR), defined as $Q_{75\%} - Q_{25\%}$, ranging between $500,000 and $2,009,460. In cases that concluded with a settlement, it was as high as $1,162,500 with IQR varying from $17,000 to $2,000,000.

Our work will focus on Fine Needle Aspirate (FNA) analyses. FNA biopsies are recommended for women suspected of suffering from breast cancer. During this procedure, a small amount of breast tissue or fluid is taken from the suspicious area and checked for cancer cells. In a study conducted from 1995 to 1997, 218 surgical pathology and FNA claims were reviewed. Breast FNA corresponded to 6% of those records, while breast biopsy accounted for another 14% (Anderson and Troxel 2005). 54% of breast biopsy claims referred to false-negative diagnoses of breast carcinoma, whereas 35% were for the false positive diagnosis of cancer, demonstrating the importance of high sensitivity and specificity for the binary classification model (Le et al. 2016). Malpractice claims from false positive FNAs are usually attributed to wrong interpretations by the medical team. The most common case is when a fibroadenoma is misclassified as carcinoma resulting in unnecessary mastectomy or axillary node sampling if breast conservation is elected (Anderson and Troxel 2005). Such cases can result in malpractice claims of more than $800,000 (Rosen&Perry 2021, Gismondi&Associates 2012).

3.2. Data Description

For our analysis, we will use the Breast Cancer Wisconsin Diagnostic dataset from the UCI ML Repository (Dua and Graff 2017). The dataset’s features represent characteristics of the cell nuclei of a breast mass (Street et al. 1993). This information was acquired from digitized images of FNA. The dataset contains ten features related to the cell nucleus of each sample, including radius, texture, perimeter, area, smoothness, degree of compactness, concavity, presence of concave points, symmetry, and fractal dimension. The outcome of interest is whether the sample belongs to a benign or malignant tumor.

3.3. Binary Classification Model Development

The data were randomly split into training (75%) and testing sets (25%). Missing values in each partition were imputed using the MedImpute algorithm (Bertsimas et al. 2021). We use the Random Forests algorithm to train the binary classification models (Breiman 2001). We apply 10-fold cross-validation to set the number of estimators and the maximum depth of the individual tree-based models. The average AUC of the final model on the testing set is 99.36%. The statistical analysis was conducted using Python 3.7 and Julia 1.3 (Pedregosa et al. 2011, Bezanson et al. 2017). The codebase for all experiments is available as a GitHub repository upon request.
4. Quantifying the Risk Exposure

In the following sections, we will present a general framework to estimate risk and analyze the impact of predictive performance, interpretability, and generalizability. We will apply the proposed methodology to the binary classification models from the case study for each of these properties. The goal is to understand the effect of the model parameters and highlight the algorithmic aspects that may significantly affect the risk exposure of an insurance contract. Our first objective is to provide a baseline optimization framework to quantify the risk exposure of the insurance contract given a price range. First, we present a baseline nominal formulation for the problem based on the expected severity and frequency of the claims. Subsequently, we show how it can be extended to account for uncertainty in loss scenarios using robust optimization.

Our framework estimates risk exposure using tools from the finance literature. We resort to two well-established statistical techniques used to measure the level of financial risk within a firm or an investment portfolio over a specific time frame; the Value-at-Risk (VaR) and the Conditional-Value-at-Risk (CVaR). VaR answers the question of what is the maximum loss with a specified confidence level (Jorion 2000). CVaR is the expected loss if that confidence level is ever crossed. VaR is a widely accepted and used measure, but it is not coherent as it violates the subadditivity property of coherent measures (Artzner et al. 1999). VaR is neither convex nor smooth, and it may result in multiple local extrema (Rockafellar and Uryasev 2000). As a result, optimizing this measure under different constraints is quite complex. For this reason, we focus on CVaR, which is a coherent and convex risk measure and can be optimized using linear optimization (Uryasev 2000, Artzner et al. 1999).

We consider $P$ premium categories, corresponding to the different classes of claims that we insure. For example, referring to the medical malpractice problem, we could classify the patients into three age groups ($(0,30), (30,50), (50,120)$), in which case $P = 3$. We assume that the determination of the insurance premium is a function of how much risk the organization or the modeler is willing to assume. Let $f(x,l)$ be a loss function that takes as input a decision vector of premiums $x = (x_1, \ldots, x_P)$ and a random vector of losses $l = (l_1, \ldots, l_P)$. The decision vector $x$ belongs to a feasible set of prices $X$. The random vector of losses $l$ is realized in practice. The loss function $f(x,l)$ is equal to the difference between the price and the future loss in case there is a claim above the premium:

$$f(x,l) = \sum_{p=1}^{P} \max\{0, l_p - x_p\}. \quad (1)$$

We do not consider cases of loss in which the resulting claim had a lower value than the premium. Uryasev (2000) proposed a framework for the simultaneous calculation of VaR and CVaR as well as the determination of the associated premium based on the distribution of the losses (see Section
In practice, we do not have the analytical representation of the density function of \( l \) to estimate the probability that the loss function does not exceed a threshold value \( \alpha \). However, using past observations of claims, we have access to historic scenarios \( y_j \), with \( j \in [J] \), sampled from the density \( p(l) \). These scenarios are empirical realizations of the true distribution \( p(l) \). Thus, the following CVaR approximation was introduced:

\[
\tilde{F}_\beta(x, \alpha) = \alpha + \nu \sum_{j=1}^{J} (f(x, y_j) - \alpha)^+,
\]

where \( \beta \) is a given confidence level, \( \nu = \frac{1}{(1-\beta)J} \) is a constant calibrating the function by the number of scenarios \( J \) and confidence level \( \beta \), and \( \alpha \) is the variable that represents VaR. If \( f(x, y) \) is convex w.r.t. to \( x \), then \( \tilde{F}_\beta(x, \alpha) \) is a convex non-smooth function w.r.t. to \( (x, \alpha) \). Thus, linear optimization can be used to solve the minimum value of CVaR. Several studies have shown that this approach provides a very powerful, fast, and numerically stable technique that can solve problems with a large number of variables and past scenarios [McNeil et al. 2015, Markowitz 2010, Bertsimas et al. 2004].

### A Nominal Formulation for Algorithmic Insurance

We adjust the formulation introduced by Uryasev (2000) to the algorithmic insurance setting. The proposed framework is based on a linear optimization formulation that leverages data-driven historical scenarios of loss \( y_j \). The scenarios \( y_j \) refer to past payment claims that were covered by the insurance provider. We present in the following sections a quantitative process to simulate \( J \) scenarios \( y_j \) for a given number of observations \( N \). The loss function \( f(\cdot) \) is not linear since it is defined as \( f(x, y) = \max\{0, (y - x)\} \). We restrict the price vector \( x \) within a fixed upper bound \( (H_p) \) that reflects the pricing constraints of the insured party. We let \([P]\) represent the set of premium categories that are included in the contract. Our objective is to minimize the empirical CVaR given past scenarios of loss \( y_{jp} \) where \( j \in [J], p \in [P] \), and an upper bound on the contract prices. Thus, each scenario refers to a past claim \( j \) for a premium category \( p \). We set as the baseline the following formulation:

\[
\begin{align*}
\text{minimize} \quad & \alpha + \nu \sum_{j=1}^{J} z_j \\
\text{s.t.} \quad & z_j \geq \sum_{p=1}^{P} \max\{0, (y_{jp} - x_p)\} - \alpha, \quad j \in [J], \\
& z_j \geq 0, \quad j \in [J], \\
& x_p \leq H_p, \quad j \in [J], \\
& p \in [P].
\end{align*}
\]

Notice that the constraint \( x_p \leq H_p \) is always binding since the formulation aims at minimizing the loss. Thus, the formulation allows the insurer to estimate the risk exposure of the contract for a given price \( H_p \). We can solve Equation (3) by linearizing the constraints, which results in:
\[
\begin{align*}
\text{minimize} \ & \alpha + \nu \sum_{j=1}^{J} z_j \\
\text{s.t.} \ & z_j \geq \sum_{p=1}^{P} w_{pj} - \alpha, \ j \in [J], \\
& z_j \geq 0, \quad j \in [J], \\
& w_{pj} \geq 0, \quad j \in [J], p \in [P], \\
& w_{pj} \geq y_{pj} - x_p, \quad j \in [J], p \in [P], \\
& x_p \leq H_p \quad p \in [P].
\end{align*}
\] (4)

A Robust Optimization Extension

Solutions to optimization problems can exhibit high sensitivity to perturbations in the problem parameters [Ben-Tal and Nemirovskii 2000]. In the setting of algorithmic insurance, uncertainty lies at the center of the problem, gaining even higher significance. In the absence of real-world past scenarios \(y_j\), we propose a data-driven way to generate them in Sections 5-7, combining the model properties with historical claims of past cases based on human decisions. Undoubtedly, the presented modeling approach contains noise in the proposed scenarios \(y_j\), which can be attributed either to the probabilistic assumptions or to the model performance. Robust optimization offers a solution to this problem proposing uncertainty models that are not stochastic but rather deterministic and set-based.

We will apply the notion of \(\Gamma\)-Robustness proposed by [Bertsimas and Sim 2004]. We assume that the scenarios \(y_j\) lie in the uncertainty set:

\[
U_1 = \{ y | \zeta_{pj} - \delta_{pj} \gamma_{pj} \leq y_{pj} \leq \zeta_{pj} + \delta_{pj} \gamma_{pj}, \| \gamma \|_{\infty} \leq \Gamma \}. \tag{5}
\]

The uncertainty set defines the limits of uncertainty in the magnitude of the losses for a given scenario. The goal of the robust optimization approach is to provide a risk evaluation that will address any possible uncertainty lying within the set and protect the insurer even for worst-case scenarios of loss. \(\Gamma\) controls the degree of conservatism of the set while \(\zeta\) and \(\delta\) determine the potential range of losses for each price category and scenario. [Bertsimas and Thiele 2006] provide for further intuition behind this type of uncertainty set. Incorporating the uncertainty in our original formulation and utilizing robust optimization techniques, enable us to obtain the following formulation:
minimize $\alpha + \nu \sum_{j=1}^{J} z_j$

s.t. $z_j \geq \sum_{p=1}^{P} w_{pj} - \alpha, \quad j \in [J],$

$z_j \geq 0, \quad j \in [J],$

$w_{pj} \geq 0, \quad j \in [J], p \in [P],$

$w_{pj} + x_p \geq \zeta_{pj} + \Gamma \delta_{pj}, \quad j \in [J], p \in [P],$

$x_p \leq H_p \quad p \in [P].$

(6)

We refer the reader to Section EC.2 and the work of Bertsimas and den Hertog (2021) for the detailed derivation of the robust counterpart from the nominal problem. Note that this is a well-established type of uncertainty for such formulations. Our goal with this extension is to showcase in an example how robust optimization techniques can address considerations regarding loss uncertainty in the context of algorithmic insurance.

5. The Effect of Predictive Performance

The optimization formulations in Section 4 are based on historical scenarios of loss $y$. In this section, our goal is to derive these scenarios of loss in the absence of historical claims based on the predictive performance of a ML model. To achieve this objective, we propose a data-driven approach that leverages available information regarding both the frequency and severity of liability claims. We argue that the claim frequency of an erroneous algorithmic decision is a function of the model’s predictive performance (e.g., AUC). The expected claims cost (severity), though, will depend on the nature of the decision and the type of error.

Going back to the case study, suppose that a pathologist receives FNA samples from which, using their knowledge and experience, determines whether a patient has a malignant breast tumor or not. Depending on the doctor’s response, the patient will or will not follow cancer treatment. In the case the physician proposes an erroneous diagnosis, there is an associated cost with this decision:

- If the patient is diagnosed with cancer but does not actually have it, there is the toll of unnecessary treatment that may even result in a needless mastectomy. We will assume that this cost is captured by a random variable $K$ with mean $\mu$ and variance $\sigma^2_K$.

- If the patient is not diagnosed with cancer but actually has the disease, the severity of the outcome for the patient is likely increased since it is known that early detection is critical in cancer patients. This increase in severity is associated with a higher litigation cost, which is captured by a random variable $L$ with mean $M$ and variance $\sigma^2_L$.

Suppose now that instead of a doctor, a ML model is taking up the task of deciding, based on the FNA samples, whether the patient has cancer or not. Note that this example is not far from
reality; in fact, Massachusetts General Hospital’s radiology department has deployed a ML model that is partially responsible for the screening process of patients that receive a mammogram (Yala et al. 2019). Typically, the output of such binary classification algorithms is a prediction score. The model assigns to each input observation an individual risk score that indicates how likely it is for each sample to be associated with the outcome of interest (e.g., cancer diagnosis). To map each observation to a crisp class label, a classification threshold $\tau$ must be defined. For example, if the pathology department has specified a classification threshold $\tau = 0.3$, then all patients whose FNA outcome has a probability of being positive $>0.3$ are diagnosed with breast cancer. In the same example, all samples for which the model predicts a score of $\leq 0.3$ are classified as cancer-free.

Depending on the value of this threshold $\tau$, the ability of the algorithm to identify false positives and false negative cases varies. Higher values of $\tau$ improve the specificity of the model, avoiding unnecessary alerts to healthy patients. On the other hand, lower values of $\tau$ improve the sensitivity of the model, resulting in the timely warning of a higher number of cancer cases. Both measures are threshold-dependent. Thus, we can formally define them as follows:

- Let $\kappa_\tau \in [0, 1]$ be the specificity of the ML model for a classification threshold $\tau$. The probability that a sick patient will be erroneously classified is then $1 - \kappa_\tau$.
- Let $\lambda_\tau \in [0, 1]$ be the sensitivity of the ML model for a classification threshold $\tau$. Thus, the probability that a healthy patient will be wrongly classified is $1 - \lambda_\tau$.

Taking all the above into consideration, the claim cost of a new patient that is diagnosed by the ML model is captured by the random variable $S$:

$$S = (1 - \kappa_\tau)K + (1 - \lambda_\tau)L.$$  \hfill (7)

Therefore, the expected value of the individual claim cost is equal to:

$$\mathbb{E}(S) = (1 - \kappa_\tau)\mu + (1 - \lambda_\tau)M.$$  \hfill (8)

The corresponding variance is $\sigma = (1 - \kappa_\tau)^2\sigma_K^2 + (1 - \lambda_\tau)^2\sigma_L^2 + 2(1 - \kappa_\tau)(1 - \lambda_\tau)\sigma_\mu\sigma_M\rho(K, L)$, where $\rho(K, L)$ is the correlation parameter between the random variables $K, L$. If we assume that $N$ patients are expected to arrive at the hospital during the contract period, then the total expected loss of the insurance is:

$$\mathbb{E}(C) = N\mathbb{E}(S) = N((1 - \kappa_\tau)\mu + (1 - \lambda_\tau)M).$$  \hfill (9)

**Case Study: Experimental Setup**

We perform a series of computational experiments in the case study of interest. The goal is to evaluate the effect of the model parameters on the risk appreciation framework. We fix the number
of scenarios to $J = 1000$ and assume that $N = 100$ patients are served within the contract period. We hypothesized that the litigation cost variables $K, L$ follow independent normal distributions. In this setting, we do not distinguish between different price segments, assuming that $P = 1$. We vary the values of $\mu, \sigma_\mu, M, \sigma_M$ between the lower and upper ranges obtained from historic medical malpractice cases of breast cancer such as the ones presented in Section 3. We study the impact of the classification threshold $\tau$ as well as the confidence level $\beta$. We constrain the contract premium to $10,000 and $50,000. We quantify the effect of the $\Gamma$ parameter in the robust optimization formulation. We use bootstrapping across 10 random seeds. We report the average performance across all iterations. The parameter ranges are detailed in Table EC.1 in the Appendix.

Case Study: The Implementation Framework

The proposed formulation enables decision-makers to estimate for a given confidence level ($\beta$) and a vector of historic claims ($y$): (i) the prices ($x$) for each product class (i.e., age groups, vehicle types); (ii) the VaR ($\alpha$); (iii) the CVaR which corresponds to the objective function ($\min \alpha + \nu \sum_{j=1}^{J} z_j$).

The input necessary to apply it involves:

- A binary classification model $g(\cdot)$ (e.g., image recognition classifier for mammograms) with representative training and testing sets;
- Random variables $K, L$ that represent the litigation cost for false negative and false positive cases with means $\mu, M$, variances $\sigma_\mu^2, \sigma_M^2$, and covariance $\text{Cov}(K, L)$ respectively;
- The number of patients that the algorithm will serve during the contract, $N$;
- The number of past scenarios for the optimization formulation, $J$;
- Upper bounds for the price, $H_p$.

If past data from the implemented algorithm with prior cases of litigation claims were available, we would use the historical observations. In the absence of such information, we use random variable realizations to get the cost approximation of false positive and negative cases. This is a valid assumption since the amount of a liability claim is determined based on the damage caused and not who was responsible for it (Danzon 2000). Generally, the total cost for scenario $j$ of a fixed contract period for price segment $p$ can be computed as follows:

$$y_{pj} = \sum_{i=1}^{N} (1 - \kappa_{\tau p})K_{pji} + (1 - \lambda_{\tau p})L_{pji}. \quad (10)$$

However, since in our case $P = 1$, the equation is simplified to:

$$y_{j} = \sum_{i=1}^{N} (1 - \kappa_{\tau})K_{ji} + (1 - \lambda_{\tau})L_{ji}. \quad (11)$$

The proposed process that combines all the components of our approach is summarized in Algorithm 1 in Section EC.3.
The first question we aim to answer is the effect of the classification threshold $\tau$ on the estimated CVaR of the contract. In Figure 1 we depict the CVaR for two litigation claims’ distributions as a function of the classification threshold $\tau$. The blue curve corresponds to a low-cost scenario and the yellow curve represents a high-cost scenario. We select each distribution’s mean and standard deviation based on historical records from the literature (Lee et al. 2020). The blue curve corresponds to $\mu = $100,000, $\sigma_\mu = $25,000, $M = $500,000, $\sigma_M = $150,000. The yellow curve corresponds to $\mu = $500,000, $\sigma_\mu = $150,000, $M = $1,000,000, $\sigma_M = $450,000. On the horizontal axis we project the threshold values and on the vertical axis the CVaR. The findings of this analysis reveal that the most significant determinant of CVaR is the selected classification threshold $\tau$. The expected costs for the false positive and false negative case re-scale the CVaR function. Moreover, the effect of $\mu$ is more prominent for lower values of $\tau$ that negatively impact the model’s specificity. On the contrary, $M$ gains more significance for higher values of $\tau$. The average AUC of the binary classification models is 99.36% and thus for any given threshold, the probability of a false negative and a false positive is very low. Notice that the CVaR of both curves in Figure 1 is minimized for $\tau = 0.3$. This is due to the fact that when $\tau \leq 0.3$, the model sensitivity on the testing set is equal to one. Therefore, for $\tau = 0.3$ the model specificity is maximized for the best possible value of sensitivity. This analysis demonstrates that the selected classification threshold $\tau$ can dramatically affect the CVaR value even for fixed distributions of litigation costs. In the presence of algorithmic liability, we show that the choice of $\tau$ threshold can have substantial financial implications for the organization.
These findings can extend beyond the context of healthcare. For example, in the context of autonomous vehicles, the goal of the classifier could be to predict whether a car has to stop at a given point. The choice of $\tau$ would be based on the relative risks between a false continuation or pause of the vehicle’s movement. Thus, in settings where false negative errors are associated with more expensive claims (like the case study), the model favors low values of $\tau$ and vice versa. Essentially, $\tau$ captures the trade-offs between type I and type II errors for the application of interest.
**Case Study: The Effect of the Claims Cost Expected Value**

The next question that we address relates to quantifying the impact of the means of the random variables $K$, $L$ on the contract’s risk exposure. Figure 2 provides three-dimensional and two-dimensional illustrations of CVaR as we vary the expected values $M$ and $\mu$ for $\tau \in \{0.3, 0.4\}$. In these experiments, $\sigma_\mu$ and $\sigma_M$ correspond to $20\%$ of $\mu$ and $M$ respectively. Figure 2a shows CVaR as a function of both $M$ and $\mu$. When $\tau = 0.3$, the model does not include any litigation cost for false negative claims, and CVaR is a linear function of the model specificity. This is evident in Figures 2b-2c too. For a fixed value of $\mu$, any increase or decrease of $M$ does not affect the contract’s financial risk. On the other hand, as illustrated in Figures 2b-2c when $\tau = 0.4$ both model sensitivity and specificity affect the exposed risk of the contract in a linear fashion. In this case, CVaR depends on the distribution of both $K$ and $L$, and thus it is a linear function of $\mu$ and $M$. As we decrease the value of $\tau$ below 0.3, the probability of a false positive claim is increasing and as a result, CVaR is also increasing. For example, when $\tau = 0.25$ the model specificity is 97.24%, while when $\tau = 0.15$ the specificity drops to 94.49%. These results highlight that CVaR is a linear function of both $M$ and $\mu$.

**Case Study: The Effect of Robust Optimization, the Premium, and the Confidence Level $\beta$**

Subsequently, we investigate the role of the premium, the type of formulation, and the confidence level $\beta$ in the determination of CVaR. We summarize our findings in Table 1. The premium value $x_p$ is set by the upper bound $H_p$. Naturally, higher premium values result to lower VaR and CVaR for the contract. The $\beta$ parameter also has a linear effect on the final risk estimation as it is incorporated as a scalar in the objective function of the formulation. In addition, the results in Table 1 reveal the benefit of the robust optimization approach. As we expected, the latter yields very similar results to the nominal problem while also accounting for uncertainty in the scenarios $y$.

### Table 1

| Premium | Formulation | $\beta = 0.9$ | $\beta = 0.95$ | $\beta = 0.99$ |
|---------|-------------|---------------|----------------|----------------|
| $10,000$ | robust      | $300,536$     | $302,959$      | $306,714$      |
| $10,000$ | nominal     | $276,117$     | $278,071$      | $281,631$      |
| $50,000$ | robust      | $260,536$     | $262,959$      | $266,714$      |
| $50,000$ | nominal     | $236,117$     | $238,071$      | $241,631$      |

These results correspond to $\tau = 0.3, \mu = \$100,000, \sigma_\mu = \$25,000, \Gamma = 3$.

6. **The Effect of Interpretability**

In the effort to price the risk of algorithmic decision-making, transparency may play a crucial role. In this section, we incorporate the degree of a ML model’s interpretability in the proposed pricing
framework. We outline a class of functions that capture the impact of transparency on algorithmic risk evaluation and showcase a practical application in the case study of medical liability.

Consequential decision-making up until recently has been strictly controlled by humans. In this setting, the outcome of any decision can be associated with the reasoning that would justify the action. Thus, a human decision can be evaluated based on the logic followed and, subsequently, the decision agent can be held accountable for their judgment. Supervised learning algorithms do not necessarily provide a reason why a given observation should receive a specific label. They can only state that certain inputs are correlated with that label. As a result, interpretability has remained an ill-defined term of ML (Lipton 2018).

In the context of algorithmic liability, one could argue that the transparency of a model is a measure of how much human input could be involved in the risk estimation process. We will focus on the setting of complete automation where human input is possible only prior to the model implementation in practice. In this context, experts may be called to review and approve the algorithm prior to its integration to avoid erroneous decision rules in the learner. Consider the case of a fully interpretable, tree-based model for malignant tumor detection. The physician in charge can easily review the algorithm’s recommendations based on their own knowledge and experience prior to its implementation. The level of algorithmic transparency directly affects the degree to which human judgment can be involved. Interpretable models allow for synergies between the ML algorithm and the experts’ input. Therefore, we argue that the combination of artificial and human intelligence is likely to lead to more accurate estimations and may improve the risk exposure of the contract (Ibrahim et al. 2021).

Our goal is to quantify this effect and measure how synergies between a human and an ML model can impact algorithmic risk evaluation. Suppose that $c_h$ is the risk exposure for an insurance contract when a human expert is making all the decisions. Notice that $c_h$ is known from historical claims and is fixed. $c_{ml}$ is the risk exposure for the same contract when a ML model is the sole decision-maker and is variable depending on the algorithm. We assume that $c_h > c_{ml}$ to ensure that there are financial incentives from the use of the ML model. We let $\theta \in [0, 1]$ be the interpretability parameter that measures the degree of algorithmic transparency or human input and assume that a model’s risk exposure $c(\theta)$ is a function of the transparency parameter.

When $\theta = 0$, the ML model is treated as a “black box” and thus a human agent is unable to provide additional input that may improve the model’s performance ($c(0) = c_{ml}$). On the contrary, when $\theta = 1$, the model is intuitive and explainable for the decision-maker. As a result, there are synergies between the ML model and the human agent, resulting in a lower cost $c(1) = \xi c_{ml}$, $\xi \in (0, 1)$.
The determination of the \( \xi \) parameter depends on the ML model, the application, and the problem under consideration. We assume that the relative benefit of interpretability directly depends on the relative ratio of \( \frac{c_{ml}}{c_h} \in (0, 1) \). The latter ratio captures the relative improvement of a ML model over human judgment in economic terms. In cases where the edge of algorithmic decision-making is small \( (c_{ml} \sim c_h) \), the value of transparency is high, since an expert’s opinion can yield equivalent results to an algorithm. In this setting, the synergies between the decision-maker and the machine are stronger, correspondingly decreasing the expected risk exposure. On the other hand, when \( c_h \) is significantly higher than \( c_{ml} \), transparency gains less importance as human input might not be as informative. Based on these assumptions, a potential value for \( \xi \) is \( (1 - \frac{c_{ml}}{c_h}) \), capturing the synergies between the two types of decision-makers. It follows that when \( \theta = 1 \), the cost is equal to \( c = c_{ml}(1 - \frac{c_{ml}}{c_h}) \). If we model the contractual risk exposure \( c \) for all values of \( \theta \in (0, 1) \) as the linear interpolation of these two scenarios (see Figure 3), then \( c = \frac{c_{ml}}{c_h} \theta + c_{ml} \).

However, interpretability does not necessarily have a linear effect on risk exposure and model performance. One can hypothesize that the effect of interpretability on the cost is non-linear. If \( c \) is a concave function, the positive effect of interpretability on the risk exposure is more prominent for higher values of \( \theta \). On the contrary, if we assume that \( c \) is convex, even with small degrees of interpretability, we can observe significant reductions in the expected risk. Though it remains challenging to fully characterize the interpretability effect, our approach provides flexible options to decision-makers to measure its impact as a function of the \( \theta \) parameter.

Identifying a single value for this parameter and determining a specific definition or degree of interpretability has been a major challenge in the ML field (Carvalho et al. 2019). Most definitions involve human input in the evaluation process which impedes systematic quantitative analysis (Lipton 2016). Bertsimas et al. (2019) have recently introduced a quantitative approach to specify the price of interpretability as the tradeoff with predictive accuracy for a given model. Alternative approaches that could be directly incorporated into the pricing framework include the work of
Schmidt and Biessmann (2019) and Ribeiro et al. (2016). We expect that an increasing number of interpretability definitions will be available in the future considering the importance of understanding a model’s proposed associations between the input variables and the output labels.

Case Study: The Effect of Transparency

In Figure 4 we provide concrete examples of functions that model the effect of interpretability in the risk estimation process for the case study of medical liability. On the horizontal axis, we project the $\theta$ parameter and on the vertical axis the CVaR. Each graph corresponds to a different function $c$, including concave, convex, and linear examples. In this setting, we assume that $\xi = (1 - \frac{c_{ml}}{c_{h}})$, $c_{ml} = 500K$, and consider four distinct scenarios of $c_{h}$. Notice when $c$ is convex, such as in Figures 4b and 4d, even with low degrees of interpretability, we can derive effective synergies between the model and the human agent that can significantly reduce the risk exposure. Respectively, when modeling
the effect of interpretability with a concave function, like the ones presented in Figures 4a, 4c, the majority of the risk reductions will only be observed for higher values of $\theta$. This intuition can guide the determination of the interpretability function in future applications of the framework.

7. The Effect of Model Generalizability

In this section, the goal is to quantify the effect of algorithmic generalizability on the pricing framework. We propose the generation of synthetic data based on the case study data using GANs to measure the impact on the performance of the ML model and apply our approach to the case study of interest.

Generalizability refers to a model’s ability to properly adapt to new, previously unseen data, drawn from the same or a different distribution as the one used to create the model. In the context of algorithmic insurance, generalizability becomes pertinent when the model is applied to a new population whose data have not been tested by the algorithm in the past. Going back to the case study of interest, let the binary classification model for malignant tumor detection be primarily trained on samples with a family history of breast cancer at an academic hospital in Massachusetts. Suppose that a community hospital from a different state that involves patients with and without a family history of breast cancer is now interested to integrate the system into its electronic health records database which started collecting medical data only one year ago. What is the appropriate pricing strategy for this center? If the hospital had at its disposal data from the patient population it serves throughout a span of multiple years, we would directly be able to validate its performance externally. However, in the absence of this valuable resource, an alternative approach is needed to adjust the pricing strategy of the contract.

We propose testing the predictive performance of the algorithm on synthetic observations that resemble the original training set, controlling the degree of similarity to get estimations of risk variability. While the robust optimization approach addresses the uncertainty in the magnitude of the losses for erroneous decisions, in this section, we focus on differences in the testing population’s distribution. Our goal is to quantify the impact of changes in the data characteristics on algorithmic performance and ultimately litigation risk. To answer this question, we propose a mechanism to create new data under different distributions while controlling the degree of similarity with the original population. Multiple approaches have been proposed in the literature to address this problem. A common approach is to induce noise with Gaussian random variables in the existing dataset. Nevertheless, this simple technique directly affects the existing correlations and associates between the covariates distorting the true geometry of the feature space. Another well-established technique for data augmentation is referred to as the Synthetic Minority Oversampling Technique.
(SMOTE) which is very frequently applied in classification datasets that have a severe class imbalance (Chawla et al. 2002). However, this approach does not let the user directly control the degree of similarity between the newly created instances and the original data distribution.

The proposed framework requires the use of parameters that effectively control the degree of similarity between the real and the synthetic data. Our objective is to introduce a mechanism that would allow decision-makers to quantitatively compare the additional cost of the insurance contract with respect to the ability of the model to generalize to datasets with different levels of variability from the original training and testing sets. Though it is not possible to provide theoretical guarantees about the predictive performance of a given classifier in a new unknown distribution, we can conduct extensive simulations that test the discrimination capability of the learner in adverse scenarios.

**Generative Adversarial Networks to Generate Synthetic Data**

To perform this analysis we resort to GANs. This neural network architecture was first introduced in 2014 with the goal of synthesizing artificial images that are indistinguishable from authentic figures (Goodfellow et al. 2014). Since then, GANs have become the predominant method of data augmentation for images and text (Wang et al. 2017). They are used to increase the amount of data by adding slightly modified copies of already existing samples or newly created synthetic data from existing observations (Radford et al. 2015, Goodfellow 2017, Zhang et al. 2017).

GANs involve a unique architecture in which a pair of networks are trained simultaneously and in competition with each other. Training a robust GAN architecture is a non-trivial task due to problems like vanishing gradients and mode-collapse which may result in poor discrimination performance and synthetic samples with limited diversity (Radford et al. 2015, Salimans et al. 2016). The Wasserstein GANs (WGAN) architecture was introduced to remedy these issues using the Wasserstein distance as the loss function (Arjovsky et al. 2017). The Conditional GAN (CGAN) is a specific class of GANs that involves the conditional generation of images by a generator model, resulting in new data observations with associated class labels (Mirza and Osindero 2014). This modification to the GAN architecture permits learning the distributions specific to each class label, producing samples for both labels with higher quality.

Recently, researchers showed that a combined Wasserstein Conditional GAN (WCGAN) can lead to very promising results in synthesizing tabular data, comprising only densely connected layers (McKeever and Singh Walia 2020, Somorjit and Verma 2020). These efforts highlighted the potential impact that GANs may have on structured data sources, providing researchers with higher flexibility and control in the data generation process. This technique also offers a promising alternative to solve the problem of interest; creating synthetic data while explicitly controlling...
the degree of similarity. By varying the number of epochs, we will control the differences in the distributions between the synthetic and the real-world data. This parameter constitutes the number of complete passes through the training process. A higher number of epochs gives the opportunity for the algorithm to converge, minimizing the loss function. Thus, we can directly compare the discriminator loss function to the number of epochs, adjusting the degree of dissimilarity between the synthetic samples and the real training set.

Due to their complicated structure and despite large strides in terms of theoretical progress, evaluating and comparing GANs remains a challenging task. While several metrics have been proposed, there is no consensus in the scientific community as to which measure provides a more holistic and objective model evaluation (Alqahtani et al. 2019, Borji 2019). We propose the use of the GAN quality index (GQI) for our analysis (Ye et al. 2018). To compute this metric, we will compare the performance of the generator $G$ and the model we are seeking to price $C_{\text{REAL}}$. First, we generate the synthetic samples with the associated class labels using the GAN architecture. A second classifier, called the GAN-induced classifier $C_{\text{GAN}}$, is trained on the generated data. The GQI is defined as the ratio of the accuracies (or AUCs) of the two classifiers when applied to the real test data:

$$GQI = \frac{\text{ACC}(C_{\text{GAN}})}{\text{ACC}(C_{\text{REAL}})}.$$  

Higher GQI means that the GAN distribution better matches the real data distribution.

Figure 5  The derived distributions from the GAN model of two of the most predictive features. Cell Shape Uniformity is depicted on the vertical axis and Clump Thickness is illustrated on the horizontal axis. All values have been normalized to [0,1]. Each graph corresponds to the output of the GAN model for a given number of epochs. Figure 5f corresponds to the real distribution of the features.
Case Study: The Effect of Generalizability

We apply the proposed approach to the case study of medical liability using a GAN architecture. The goal is to investigate the effect of generalizability on the contract’s risk exposure using synthetic samples while controlling the degree of similarity to the original dataset. The GAN network was built leveraging the GAN-Sandbox package and was implemented in Python using the Keras library with a Tensorflow backend (Dietz 2017, Chollet et al. 2015, Abadi et al. 2016).

In Figure 5, we present the changes in the features’ distribution as a function of the number of epochs parameter in a WCGAN architecture. Following the architecture presented by Vega-Márquez et al. (2019), the GAN model comprises a generator network with one input layer and three dense layers and an adversarial network with one input layer and four dense layers. We measure the similarity of the derived distributions between the synthetic (GAN-Generated) and the real data for a different number of epochs in the training process. An epoch is defined as one cycle through the training process of the network, corresponding to the number of training iterations between the generator and the adversarial network. The hypothesis in Section 7 is validated, as we observe that a higher number of epochs results in feature distributions that better resemble the real data distribution (Figure 5). This effect is directly present in quantitative metrics, such as the GQI index, which is also positively correlated with the number of epochs in the model.

In Figure 6, we project CVaR as a function of the number of epochs parameter. The underlying binary classification model is the same as the one used in Figure 1 where $\mu = $100,000, $\sigma_\mu = $25,000, $M = $500,000, $\sigma_M = $150,000, derived on the training sample of the original Breast Cancer Wisconsin Diagnostic dataset. The CVaR is then measured with respect to the discrimination performance of the classifier on the GAN-Generated synthetic data. The output of CGAN architectures includes both independent features and associated labels that are subsequently used to
compute the sensitivity and specificity of the model for different values of $\tau$. In Figure 6, we only project the best CVaR value across all potential thresholds $\tau$. This graph reveals a linear relationship between the number of epochs and the CVaR. Even though these are empirical results, this finding highlights to decision-makers the cost effect of applying a pre-trained learner in datasets with varying degrees of distribution similarity to the original training population.

8. Discussion

In this paper, we introduce the field of algorithmic insurance, proposing a new class of insurance contracts that can protect ML providers and users from the financial and litigation risks of algorithmic mistakes. Our work motivates the need for algorithmic insurance and provides a data-driven framework for the associated risk estimation process. We consider three fundamental aspects of algorithmic performance that affect the adoption and implementation of ML models in practice: predictive accuracy, connection with human decision-makers, and generalizability to varying data distributions. To demonstrate the relevance of our methodology to real-world settings, we analyze and apply the proposed framework in a comprehensive case study in healthcare. With this work, we bridge the gap between theory and practice, providing decision-makers with a generic framework as well as an example that showcases how to derive actionable insights from it.

Algorithmic insurance can serve as a holistic mechanism to evaluate ML performance, taking into consideration the accuracy, transparency, and generalizability of a model. Our work provides evidence that each one of these properties can significantly influence algorithmic risk. First, we show that given fixed distributions of litigation costs, the choice of the classification threshold $\tau$ is the most important tuning parameter in the determination of risk. Its impact is a function of the underlying model’s AUC and the financial trade-offs between false positive and false negative errors. Secondly, we acknowledge that, in practice, algorithms are deployed in hybrid settings where humans and machines actively interact in the decision-making process. We model these interactions with a class of functions and show that their convexity indicates the required degree of interpretability to achieve significant synergies between human agents and algorithms. Thirdly, we enable decision-makers to adapt their risk estimations to settings where the classifier is applied to a new population that was not part of the original training and validation sets. Such settings are becoming increasingly more common for AI solution providers who do not have the option to test their models on client data prior to integration.

A central limitation of our approach is the absence of historic claims records from real-world litigation cases of algorithmic malpractice. However, given that insurance companies have in their possession this information from cases of human malpractice, we assume that the scenarios y could be directly constructed from them. Our analysis takes a conservative view of the litigation process...
assuming that every erroneously classified sample will resort to a litigation claim. In reality, only a portion of misdiagnosed patients file a malpractice lawsuit and only a subset of those are successful.

The case study presented throughout the manuscript illustrates the pertinence of algorithmic insurance in the context of critical decision-making, where both type I and type II errors can have significant implications for the stakeholders involved. We selected this application area to illustrate the potential effect of the model parameters in a high-risk setting, magnifying the trade-offs that decision-makers are called to balance during an algorithm’s implementation. However, we recognize that medical malpractice is a particularly challenging field and the deployment of ML models in clinical settings faces a lot of additional regulation constraints. Nevertheless, the strength of the proposed framework lies in its agnostic nature to the type of learner and application area. It is relevant to any kind of binary classification problem where prediction errors may result in monetary compensation for the involved user. The first industry contracts of algorithmic insurance already cover a diverse set of areas, including credit card fraud prevention, battery health prediction, road-risk assessment, and predictive maintenance [MunichRe 2022]. We provide the first comprehensive mathematical framework to estimate the risk and price of such contracts. Future work could focus on extending our approach to reinforcement learning and regression problems which are necessary to provide robust insurance contracts for more complex application areas, such as autonomous vehicles.

9. Conclusions

Our work aims to set the foundations in the novel area of algorithmic insurance. We propose a comprehensive quantitative tool that allows decision-makers, modelers, and insurance companies to estimate the litigation risk of ML models. This approach considers the classifier’s predictive performance, accounting also for uncertainty in the data. In addition, we incorporate measures of interpretability and generalizability to provide a holistic appreciation of the model. We believe this framework can serve as the basis of a new research area that will expedite the adoption and implementation of ML models in practice.
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Appendix

EC.1. Background for the Simultaneous Minimization of CVaR and Calculation of VaR

Following the notation proposed by Uryasev (2000), we let:

- \( p(l) \) the probability density function of \( l \);
- \( \Psi(x, \alpha) \) the probability that the loss function \( f(x, l) \) does not exceed some threshold value \( \alpha \);
- \( \alpha(x, \beta) \) the VaR function; the percentile of the loss distribution with confidence level \( \beta \). Based on this definition, \( \Psi(x, \alpha(x, \beta)) = \beta \).
- \( \phi_\beta(x) \) is the CVaR or the conditional expected loss defined as:
  \[
  \phi_\beta(x) = (1 - \beta)^{-1} \int_{f(x, l) > \alpha(x, \beta)} f(x, l) p(l) dl. \tag{EC.1}
  \]

Equation (EC.1) is complex due to the \( \alpha(x, \beta) \) function involved in its definition. For this reason, the authors of Uryasev (2000) introduce a simpler function:

\[
F_\beta(x, \alpha) = \alpha + (1 - \beta)^{-1} \int_{f(x, l) > \alpha} (f(x, l) - \alpha) p(l) dl, \tag{EC.2}
\]

which can be used instead of CVaR. By minimizing this function w.r.t \( \alpha \) we can directly derive CVaR.

\[
\phi_\beta(x) = F_\beta(x, \alpha(x, \beta)) = \min_{\alpha} F_\beta(x, \alpha). \tag{EC.3}
\]

It also follows that \( F_\beta(x, \alpha) \) is convex w.r.t. \( \alpha \) and that its minimum point is the VaR measure. This finding allows us to leverage the function \( F_\beta(x, \alpha) \) for optimizing CVaR and simultaneously calculating VaR (Uryasev 2000):

\[
\min_{x \in X} \phi_\beta(x) = \min_{x \in X, \alpha} F_\beta(x, \alpha). \tag{EC.4}
\]

In this way, we can optimize CVaR and find VaR in tandem. Under general conditions (see Uryasev 1995) and if \( X \) is also convex, this problem is equivalent to solving a smooth convex optimization problem.
EC.2. Robust Formulation

We investigate the problem of $w_{pj} + x_p \geq \max_{y \in U} y_{pj}$. That is equivalent to

$$\max \; y_{pj} \quad \text{s.t.} \quad \begin{align*} 
\zeta_{pj} - \delta_{pj} \gamma_{pj} & \leq y_{pj}, \; j \in [J], p \in [P], \\
y_{pj} & \leq \zeta_{pj} + \delta_{pj} \gamma_{pj}, \; j \in [J], p \in [P], \\
\max_{p,j} \gamma_{p,j} & \leq 1, \; j \in [J], p \in [P], \\
\gamma_{p,j} & \geq 0, \; j \in [J], p \in [P]. 
\end{align*}$$

(EC.5)

Notice that the maximum of $\gamma_{pj}$ is less than $\Gamma$ if and only if all $\gamma_{p,j}$ are less than $\Gamma$. To maximize over $y_{pj}$, we set all $y_{pj}$ to their upper bound $y_{pj} = \zeta_{pj} + \Gamma \delta_{pj}$. Hence, the robust counterpart for this uncertainty set is:

$$\min \alpha + \nu \sum_{j=1}^{J} z_j \quad \text{s.t.} \quad \begin{align*} 
z_j & \geq \sum_{p=1}^{P} w_{pj} - \alpha, \; j \in [J], \\
z_j & \geq 0, \; j \in [J], \\
w_{pj} & \geq 0, \; j \in [J], p \in [P], \\
w_{pj} + x_p & \geq \zeta_{pj} + \Gamma \delta_{pj}, \; j \in [J], p \in [P], \\
x_p & \leq H_p \quad p \in [P]. 
\end{align*}$$

(EC.6)

EC.3. Implementation Supplemental Material

| Parameter | Range |
|-----------|-------|
| $\Gamma$  | 3     |
| $\beta$   | 0.9, 0.95, 0.99 |
| $H_p$     | $10,000, \; 50,000$ |
| $\mu$     | $100,000, \; 500,000$ |
| $\sigma_{mu}$ | $25,000, \; 150,000$ |
| $M$       | $500,000, \; 1,000,000$ |
| $\sigma_M$ | $150,000, \; 400,000$ |
| $\tau$    | 0.01 - 0.75 |
| $J$       | 1,000 |
| $N$       | 100   |

Table EC.1 Parameter ranges for the computational experiments.
Algorithm 1 Framework Implementation Procedure

Output: prices ($x$), VaR ($\alpha$), CVaR

Input: $\beta, g(\cdot), H_p, K, L, J, N, X_{train}, X_{test}$

1: Train model $g(\cdot)$ using $X_{train}$
2: Get predicted probabilities for $X_{test}$
3: while $j \leq J$ do
4:  while $i \leq N$ do
5:   Calculate scenario $y_j$ sampling from $K, L$ for patient $i$.
6:   $i = i + 1$
7: end while
8: $j = j + 1$
9: end while
10: Solve the optimization formulation