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Takahiro Saito

Abstract

For a smooth algebraic variety $X$, a monodromic $D$-module on $X \times \mathbb{C}$ is decomposed into a direct sum of some $D$-modules on $X$. We show that the Hodge filtration of a mixed Hodge module on $X \times \mathbb{C}$ whose underlying $D$-module is monodromic is also decomposed. Moreover, we show that there is an equivalence of categories between the category of monodromic mixed Hodge modules on $X \times \mathbb{C}$ and the category of “gluing data”. As an application, we endow the Fourier-Laplace transformation of the underlying $D$-module of a monodromic mixed Hodge module with a mixed Hodge module structure.
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0 Introduction

Let $X$ be a smooth algebraic variety of finite type over $\mathbb{C}$ and $\mathbb{C}_t$ the affine line with the coordinate $t$. We consider a graded polarizable mixed Hodge module $M = (M, F^* M, K, W^* K)$ on $X \times \mathbb{C}_t$, where $M$ is the underlying $D$-module, $F^* M$ is the Hodge filtration, $K$ is the underlying $\mathbb{Q}$-perverse sheaf and $W^* K$ is the weight filtration. Here, in this paper, “$D$-module” means “left $D$-module”. Since the underlying $D$-module of a mixed Hodge module is always regular holonomic, so is $M$. Brylinski [1] defined the Fourier-Laplace transformation $\mathcal{F} M$ of $M$, whose underlying constructible sheaf is the Fourier-Sato transformation of $K$. $\mathcal{F} M$ is a $D$-module on $X \times \mathbb{C}_t$, where $\mathbb{C}_t$ is the dual vector space of $\mathbb{C}$. While $\mathcal{F} M$ is holonomic, it may not be regular in general. If $\mathcal{F} M$ is not regular, it can not be the underlying $D$-module of a mixed Hodge module. Brylinski showed that if $M$ is monodromic (see Definition [1.1]), $\mathcal{F} M$ is regular (see loc. cit.). Therefore, it is natural to ask whether there is a natural mixed Hodge module structure on the Fourier-Laplace transformation $\mathcal{F} M$ of a monodromic $D$-module $M$. Reichelt [13] gave a definition of a mixed Hodge module structures on the homogeneous $A$-hypergeometric $D$-modules (GKZ-systems), which are expressed as the Fourier-Laplace transforms of certain $D$-modules. Moreover, Reichelt-Walther [14] defined a mixed Hodge module structures of the Fourier-Laplace transforms of mixed Hodge modules whose underlying $D$-modules are monodromic. To treat the Hodge filtration on $\mathcal{F} M$ more clearly, we take a different approach from their one.

In order to answer the question above, we should observe the structures of mixed Hodge modules whose underlying $D$-modules are monodromic (we call them monodromic mixed Hodge modules) in detail. As explained in Lemma [1.6] we will identify quasi-coherent $D_{X \times \mathbb{C}}$-modules (resp. $O_{X \times \mathbb{C}}$-modules) with quasi-coherent $D_X[t] \langle \partial_t \rangle := D_X \otimes_{\mathbb{C}} \mathbb{C}[t] \langle \partial_t \rangle$-modules (resp. $O_X[t] := O_X \otimes_{\mathbb{C}} \mathbb{C}[t]$-modules) by using the pushforward and the pullback by the projection $p: X \times \mathbb{C} \to X$, where $\mathbb{C}[t] \langle \partial_t \rangle$ is the ring of differential operators on $\mathbb{C}_t$. Assume that $M$ is monodromic. For $\beta \in \mathbb{Q}$, we define a $D_X$-submodule $M^\beta$ of $M$ (we regard $M$ as a $D_X[t] \langle \partial_t \rangle$-module) as

$$M^\beta := \bigcup_{l \geq 0} \ker((t\partial_t - \beta)^l: M \to M).$$

Since $M$ is monodromic, we have a decomposition

$$M = \bigoplus_{\beta \in \mathbb{Q}} M^\beta, \quad (1)$$

where we endow the right hand side with a $D_X[t] \langle \partial_t \rangle$-structure by using the morphisms $t: M^\beta \to M^{\beta+1}$ and $\partial_t: M^{\beta} \to M^{\beta-1}$. Then, our first result is the following:

**Theorem 0.1** (see Theorem [2.2]). For $p \in \mathbb{Z}$, $F_p M \subset M$ is decomposed as

$$F_p M = \bigoplus_{\beta \in \mathbb{Q}} F_p M^\beta,$$

where we set $F_p M^\beta := F_p M \cap M^\beta$ and the $O_X[t]$-module structure of the right hand side is defined by the morphism $t: F_p M^\beta \to F_p M^{\beta+1}$.

In other words, the Hodge filtration $F_p M$ is decomposed with respect to the decomposition [1]. Let us explain what this theorem means in terms of the nearby and vanishing cycles.
Note that we have (see Proposition 1.10)

\[
\begin{align*}
\{ t : M^\beta &\rightarrow M^{\beta + 1} \text{ is an isomorphism if } \beta \neq -1. \\
\partial_t : M^\beta &\rightarrow M^{\beta - 1} \text{ is an isomorphism if } \beta \neq 0.
\end{align*}
\]

Therefore, we can reconstruct the $D$-module $M$ from the data:

\[
\begin{align*}
\{ (i) &\text{ The } D\text{-modules } M^\alpha \text{ on } X \text{ for } \alpha \in [-1, 0] \cap \mathbb{Q}. \\
(ii) &\text{ The nilpotent endomorphisms } t\partial_t - \alpha : M^\alpha \rightarrow M^\alpha \text{ for } \alpha \in (-1, 0) \cap \mathbb{Q}. \\
(iii) &\text{ The morphisms } \partial_t : M^0 \rightarrow M^{-1} \text{ and } t : M^{-1} \rightarrow M^0 \\
&\text{ such that } t\partial_t \text{ and } \partial_tt \text{ are nilpotent.}
\end{align*}
\]

On the other hand, by the definitions of the nearby cycle (resp. the unipotent vanishing cycle) $\psi_t M$ (resp. $\psi_{t,e(\alpha)} M$, $\phi_{t,1} M$) of the $D$-module $M$ along $t = 0$ (note that they are $D$-module on $X$), we have (see Corollary 1.17)

\[
\begin{align*}
\{ \psi_t M &= \bigoplus_{\alpha \in (-1, 0] \cap \mathbb{Q}} M^\alpha, \\
\psi_{t,e(\alpha)} M &= M^\alpha, \text{ and} \\
\phi_{t,1} M &= M^{-1}.
\end{align*}
\]

Moreover, through the identifications, \(-\frac{1}{2\pi\sqrt{-1}}\) times the logarithm of the unipotent part of the monodromy automorphism of the nearby and vanishing cycles are corresponding to $t\partial_t - \alpha$ on $M^\alpha$ for $\alpha \in [-1, 0]$, the can morphism can: $\psi_{t,1} M \rightarrow \phi_{t,1} M$ (resp. the var morphism var: $\phi_{t,1} M \rightarrow \psi_{t,1} M$) corresponds to $-\partial_t : M^0 \rightarrow M^{-1}$ (resp. $t : M^{-1} \rightarrow M^0$) (see Corollary 1.17). Therefore, we can say that the monodromic $D$-module is determined by the nearby and vanishing cycles of it along $t = 0$ with some morphisms between them. Moreover, under the identifications (2) the Hodge filtrations of $\psi_t M$, $\psi_{t,e(\alpha)} M$ and $\phi_{t,1} M$ are

\[
\begin{align*}
\{ F_*\psi_t M &= \bigoplus_{\alpha \in (-1, 0]} F_* M^\alpha, \\
F_*\psi_{t,e(\alpha)} M &= F_* M^\alpha, \text{ and} \\
F_*\phi_{t,1} M &= F_{*-1} M^{-1},
\end{align*}
\]

where $F_* M^\alpha$ is $F_* M \cap M^\alpha$ (see Remark 2.5). By the strict specializability (see Definition 2.3), we have

\[
\begin{align*}
\{ t : F_p M^\beta &\rightarrow F_p M^{\beta + 1} \text{ is an isomorphism if } \beta > -1. \\
\partial_t : F_p M^\beta &\rightarrow F_{p + 1} M^{\beta - 1} \text{ is an isomorphism if } \beta < 0.
\end{align*}
\]

Therefore, Theorem 0.1 means that the Hodge filtration of the monodromic mixed Hodge module is determined from the ones of the nearby and vanishing cycles of it (up to shift). The natural question arises whether it is possible to reconstruct a monodromic mixed Hodge module on $X \times \mathbb{C}$ from its nearby and vanishing cycles. Our second main result gives an affirmative answer to this question.

We consider a tuple $(M_{(-1,0]}, T_s, N), M_{-1}, c, v)$, where $M_{(-1,0]}$ and $M_{-1}$ are mixed Hodge modules on $X$ and $T_s : M_{(-1,0]} \rightarrow M_{(-1,0]}$ as $M_{(-1,0]} \rightarrow M_{(-1,0]}(-1)$, $c : M_0 := \ker(T_s - 1) \subset M_{(-1,0]} \rightarrow M_{-1}$ and $v : M_{-1} \rightarrow M_0(-1)$ are morphisms between mixed Hodge modules with the following properties:

\begin{enumerate}
\item[$(\ast - i)$] $T_s$ commutes with $N$.
\end{enumerate}
The underlying $D$-module $M_{(-1,0]}$ of $M_{(-1,0]}$ is decomposed as

$$M_{(-1,0]} = \bigoplus_{\alpha \in (-1,0] \cap \mathbb{Q}} M_{\alpha},$$

where $M_{\alpha} := \ker(T - e(\alpha)) \subset M_{(-1,0]}$.

(-ii) Since the weight filtration of $M_{(-1,0]}$ is a finite filtration, $N$ is a nilpotent operator. Moreover, by (-ii), $F_m M_{(-1,0]}$ ($m \in \mathbb{Z}$) is decomposed as

$$F_m M_{(-1,0]} = \bigoplus_{\alpha \in (-1,0] \cap \mathbb{Q}} F_m M_{\alpha},$$

where $F_m M_{(-1,0],\alpha} = F_m M_{(-1,0]} \cap M_{\alpha}$. Let $\mathcal{F}(X)$ be the category of such tuples. For a monodromic mixed Hodge module $M$ on $X \times \mathbb{C}$, we obtain an object in $\mathcal{F}(X)$ by setting $M_{(-1,0]} = \psi_t M$ and $M_{-1} := \phi_{t,1} M$. In this way, we can define a functor from the category $\text{MHM}_p^\text{mon}(X \times \mathbb{C})$ of monodromic graded polarizable mixed Hodge modules on $X \times \mathbb{C}$ to the category $\mathcal{F}(X)$. Our second main result is the following.

**Theorem 0.2** (see Theorem [3.5]). There is an equivalence of categories

$$\text{MHM}_p^\text{mon}(X \times \mathbb{C}) \simeq \mathcal{F}(X).$$

In fact, we can naturally construct a monodromic mixed Hodge module on $X \times \mathbb{C}$ from an object in $\mathcal{F}(X)$.

We go back to the original question. Let $M$ be a monodromic mixed Hodge module on $X \times \mathbb{C}$. The Fourier-Laplace transformation $F M$ of the underlying $D$-module $M$ (for the definition, see Subsection [3.7]) is again monodromic. Therefore, as explained above, its $D$-module structure is determined by $(F M)^{\alpha}(\cdot) := \bigcup_{l \geq 0} \ker(t \partial_t - \alpha)^l \subset F M)$ for $\alpha \in [-1,0] \cap \mathbb{Q}$ with some morphisms. By the definition of the Fourier-Laplace transformation, we have

$$(F M)^{\beta} \simeq M^{-\beta - 1}$$

as $D$-modules on $X$ and we thus obtain

$$F M = \bigoplus_{\beta \in \mathbb{Q}} (F M)^{\beta} = \bigoplus_{\beta \in \mathbb{Q}} M^{-\beta - 1}.$$
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1 Monodromic $D$-modules

1.1 Monodromic $D$-modules

We first recall some definitions and facts about monodromic $D$-modules. Almost all the results in this section are basic, but we will provide some proofs for the convenience. We refer to [4] for the details. We also refer to Section 10 of [7] for some results on monodromic $D$-modules, especially, an index formula for monodromic $D$-modules.

Throughout this paper, we use left $D$-modules. Accordingly, there are some differences in the conventions compared to [19] and [20]. For example, the Kashiwara-Malgrange filtrations (see Subsection 1.2) are decreasing filtrations in this paper, while in [19] and [20] they are increasing filtrations.

Let $X$ be a smooth algebraic variety of finite type over $\mathbb{C}$, $O_X$ the structure sheaf on $X$ and $D_X$ the sheaf of differential operators on $X$. In this paper, we will basically consider only algebraic (quasi-coherent) $D$-modules (nevertheless, we use analytic $D$-modules in the proof). Moreover, all the $D$-modules and $O$-modules are quasi-coherent. Let $t$ be the coordinate of $\mathbb{C}$. We sometimes write $\mathbb{C}_t$ to emphasize it.

**Definition 1.1.** Let $M$ be a $D$-module on $X \times \mathbb{C}_t$ (resp. $X \times \mathbb{C}_t^*$). If for any affine open subset $U \subset X$ and any section $m$ of $M$ on $U \times \mathbb{C}_t$ (resp. $U \times \mathbb{C}_t^*$) there exists a non-zero polynomial $b(s) \in \mathbb{C}[s]$ such that $b(t\partial_t)m = 0$, we say that $M$ is a monodromic $D$-module. Moreover, if we can take such $b(s)$ whose roots are contained in $K$, we say that $M$ is $K$-monodromic, where $K$ is $\mathbb{R}$ or $\mathbb{Q}$.

**Lemma 1.2.** For a $D$-module $M$ on $X \times \mathbb{C}_t$, $M$ is monodromic if and only if $M|_{X \times \mathbb{C}_t^*}$ is monodromic.

**Proof.** Let $m$ be a section (on an affine open subset of the form $U \times \mathbb{C}_t$) of $M$ and assume that $M|_{X \times \mathbb{C}_t^*}$ is monodromic. Then, there exists a polynomial $b(s) \in \mathbb{C}[s]$ such that $b(t\partial_t)m|_{X \times \mathbb{C}_t^*} = 0$. Therefore, the support of $b(t\partial_t)m$ is contained in $X \times \{0\}$, and hence for sufficiently large $l \in \mathbb{Z}_{\geq 0}$, $t^lb(t\partial_t)m$ is zero. This implies that there is a polynomial $b'(s) \in \mathbb{C}[s]$ such that $b'(t\partial_t)m = 0$. □
Remark 1.3. When $M$ is regular holonomic, we can define “monodromic” as a property of the corresponding perverse sheaf as follows. Let $K$ be a perverse sheaf on $X \times \mathbb{C}_t$ such that we have $\text{DR}_{X \times \mathbb{C}}(M) \cong K$, where $\text{DR}_{X \times \mathbb{C}}$ is the de Rham functor. Then, by Proposition 7.12 of [4], $M$ is monodromic if and only if all the cohomology sheaves $H^j(K)$ ($j \in \mathbb{Z}$) of the complex of sheaves $K$ are locally constant on any $\mathbb{C}^*$-orbit of $X \times \mathbb{C}_t$, i.e. $\{x\} \times \mathbb{C}^*$ and $\{(x, 0)\}$ for $x \in X$.

We can write this condition in terms of the micro support (the singular support) $\text{SS}(K)$ of $K$. Let $p: X \times \mathbb{C}^* \to X$ be the projection and $\text{t}p': (X \times \mathbb{C}^*) \times_X T^*X \to T^*(X \times \mathbb{C}^*)$ the transposed map of the differential map of $p$. Then, by Proposition 5.4.5 of [3], the above condition is equivalent to the condition:

$$\text{SS}(K|_{X \times \mathbb{C}^*}) \subset \text{t}p'((X \times \mathbb{C}^*) \times_X T^*X) = T^*X \times T_{\mathbb{C}^*}^* \mathbb{C}^*,$$

where $T_{\mathbb{C}^*}^* \mathbb{C}^*$ is the bundle of zero sections of the cotangent bundle $T^* \mathbb{C}^*$. Assume that $M$ is regular. Then, since the micro support of $K$ coincides the characteristic variety $\text{Char}(M)$ of $M$, we can say that $M$ is monodromic if and only if it satisfies that

$$\text{Char}(M|_{X \times \mathbb{C}^*}) \subset T^*X \times T_{\mathbb{C}^*}^* \mathbb{C}^*.$$

Remark 1.4. Assume that $M$ is coherent. In the situation of Definition 1.1 for a section $m \in M$ the set of all polynomials satisfying $b(t\partial_t)m = 0$ forms an non-zero ideal in $\mathbb{C}[s]$. Take a monic generator $b_0(s)$ of it. Then, by Proposition 1.13 below, we can see that any root $\beta \in \mathbb{C}$ of $b_0(s)$ is a root of the Bernstein polynomial of the Kashiwara-Malgrange filtration of $M$ along $t = 0$ up to $\mathbb{Z}$. Therefore, $M$ is $\mathbb{k}(=\mathbb{Q} \text{ or } \mathbb{R})$-monodromic if and only if $M$ is monodromic and $\mathbb{k}$-specializable along $t = 0$ (see subsection 1.2).

Remark 1.5. Since we only deal with $\mathbb{Q}$-monodromic $D$-modules in this paper, we will simply say “monodromic” as “$\mathbb{Q}$-monodromic”.

We denote by $p: X \times \mathbb{C} \to X$ the projection of $X \times \mathbb{C}$ to $X$. Then, we get a $p_*D_{X \times \mathbb{C}}$-module $p_*M$ and we can also endow it with a $D_{\mathbb{C}}$-module structure by the adjunction $D_X \to p_*p^{-1}D_X \to p_*D_{X \times \mathbb{C}}$. Moreover, $t$ and $\partial_t$ define $D_X$-module endomorphisms of $p_*M$, and hence $p_*M$ is a $D_X[t](-\partial_t) := D_X \otimes \mathbb{C}[t]\langle \partial_t \rangle$-module, where $\mathbb{C}[t]\langle \partial_t \rangle$ is the ring of differential operators on $\mathbb{C}_t$. Conversely, for a $D_X[t]\langle \partial_t \rangle$-module $N$, we define a $D_{X \times \mathbb{C}_t}$-module $p^*N$ as

$$p^*N := D_{X \times \mathbb{C}_t} \otimes_{p^{-1}D_X[t]\langle \partial_t \rangle} p^{-1}N.$$

Similarly, for an $O_{X \times \mathbb{C}_t}$-module $M$, $p_*M$ is an $O_X[t] := O_X \otimes \mathbb{C}[t]$-module and for an $O_X[t]$-module $N$, we can define an $O_{X \times \mathbb{C}_t}$-module $p^*N$ as

$$p^*N := O_{X \times \mathbb{C}_t} \otimes_{p^{-1}O_X[t]} p^{-1}N.$$

Since $\mathbb{C}_t$ is affine and our $D$-modules and $O$-modules are quasi-coherent, we can easily check the following.

Lemma 1.6. The operators $p_*$ and $p^*$ define an equivalence of categories between the category of quasi-coherent $D_{X \times \mathbb{C}_t}$-modules (resp. $O_{X \times \mathbb{C}_t}$-modules) and the one of quasi-coherent $D_X[t]\langle \partial_t \rangle$-modules (resp. $O_X[t]$-modules). The same statements hold also for the categories of $D_{X \times \mathbb{C}_t}$, $D_X[t^\pm]\langle \partial_t \rangle$, $O_{X \times \mathbb{C}_t}$ and $O_X[t^\pm]$-modules.
In the following, we identify $D_{X \times \mathbb{C}_s}$-modules (resp. $D_{X \times \mathbb{C}_t}$-modules, $O_{X \times \mathbb{C}_s}$-modules, $O_{X \times \mathbb{C}_t}$-modules) with $D_X[t](\partial_t)$-modules (resp. $D_X[t^\pm](\partial_t)$-modules, $O_X[t]$-modules, $O_X[t^\pm]$-modules) through the functors $p_*$ and $p^*$.

For a $D_{X \times \mathbb{C}_t}$ or $D_{X \times \mathbb{C}_s}$-module $M$ and $\beta \in \mathbb{Q}$, we define a $D_X$-submodule $M^\beta$ of $M$ by

$$M^\beta := \bigcup_{l \geq 0} \text{Ker}((t\partial_t - \beta)^l : M \to M).$$

**Proposition 1.7.** A $D_{X \times \mathbb{C}_t}$ or $D_{X \times \mathbb{C}_s}$-module $M$ is monodromic if and only if $M$ is a direct sum of the family of $D_X$-modules $\{M^\beta\}_{\beta \in \mathbb{Q}}$, i.e. we have a decomposition:

$$M = \bigoplus_{\beta \in \mathbb{Q}} M^\beta. \quad (3)$$

**Proof.** For any $\beta_1 \neq \beta_2$, take a germ of a local section $m \in M^{\beta_1} \cap M^{\beta_2}$. By the definition of $M^{\beta}$, for sufficiently large $l \geq 0$ we have $(t\partial_t - \beta)^lm = 0$ and $(t\partial_t - \beta)^lm = 0$. Since polynomials $(s - \beta_1)^l$ and $(s - \beta_2)^l$ are coprime, there exist polynomials $u(s), v(s) \in \mathbb{C}[s]$ such that $u(s)(s - \beta_1)^l + v(s)(s - \beta_2)^l = 1$. Therefore, we have $m = 0$. This implies that $\bigoplus_{\beta \in \mathbb{Q}} M^\beta$ is an $O_X$-submodule of $M$.

We assume that $M$ is monodromic. Let $m$ be a germ of a local section of $M$. Then, there exists a monic polynomial $b(s) \in \mathbb{C}[s]$ such that $b(t\partial_t)m = 0$. Let $b(s) = \prod_{i=1}^{r}(s - \beta_i)^{k_i}$ be its factorization. To show $m$ is in $\bigoplus_{\beta \in \mathbb{Q}} M^\beta$, we use induction on $r$. If $r = 1$, $m$ is in $M^{\beta_1}(\subset \bigoplus_{\beta \in \mathbb{Q}} M^\beta)$. If $r \geq 2$, since $(s - \beta_1)^{l_1}$ and $\prod_{i=2}^{r}(s - \beta_i)^{l_i}$ are coprime, there exist polynomials $u(s), v(s) \in \mathbb{C}[s]$ such that $u(s)(s - \beta_1)^{l_1} + v(s)\prod_{i=2}^{r}(s - \beta_i)^{l_i} = 1$. Then, we have

$$m = u(t\partial_t)(t\partial_t - \beta_1)^{l_1}m + (v(t\partial_t)\prod_{i=2}^{r}(t\partial_t - \beta_i)^{l_i})m.$$

It is clear that $(v(t\partial_t)\prod_{i=2}^{r}(t\partial_t - \beta_i)^{l_i})m$ is in $M^{\beta_1}$. Moreover, $u(t\partial_t)(t\partial_t - \beta_1)^{l_1}m$ is killed by the operation $\prod_{i=2}^{r}(t\partial_t - \beta_i)^{l_i}$. By the induction hypothesis, $u(t\partial_t)(t\partial_t - \beta_1)^{l_1}m$ is in $\bigoplus_{\beta \in \mathbb{Q}} M^\beta$, and hence $m$ is also in $\bigoplus_{\beta \in \mathbb{Q}} M^\beta$. This completes the proof. \hfill \Box

**Remark 1.8.** The category of monodromic $D_{X \times \mathbb{C}_s}$-modules is closed under taking submodules, quotient modules and extensions in the category of $D_{X \times \mathbb{C}_t}$-modules. Consequently, the category of monodromic $D_{X \times \mathbb{C}_s}$-modules is abelian. Moreover, let $M'$ be a submodule of a monodromic $D_{X \times \mathbb{C}_s}$-module $M$. Then, we have

$$(M')^\beta = M' \cap M^\beta \quad (\beta \in \mathbb{Q}),$$

and by Lemma 1.7 we obtain a decomposition

$$M' = \bigoplus_{\beta \in \mathbb{Q}} M' \cap M^\beta.$$

Similar statements hold for quotient modules of $M$ and extensions of monodromic $D$-modules.
Remark 1.9. We identify a quasi-coherent $O_Z$-module $F$ on an affine variety $Z$ with the $O(Z)$-module $\Gamma(Z, F)$: the global sections of $F$. Then, if $X$ is affine, $M$ is monodromic if and only if we have a decomposition

$$M = \bigoplus_{\beta \in \mathbb{Q}} M^\beta; \quad (4)$$

as a $\Gamma(X \times \mathbb{C}, D_X \times \mathbb{C}_t) = \Gamma(X, D_X) \otimes \mathbb{C}[t](\partial_t)$-module, where $M^\beta = \{m \in M \mid (t\partial_t - \beta)^l m = 0 \text{ for some } l \geq 0\}$.

Proposition 1.10. Let $M$ be a monodromic $D_{X \times \mathbb{C}_t}$-module. Then, for $\beta \in \mathbb{Q}$ we have the morphisms:

$$t : M^\beta \to M^{\beta+1} \quad \text{and} \quad \partial_t : M^\beta \to M^{\beta-1}.$$ 

Moreover, the above morphisms except for

$$t : M^{-1} \to M^0 \quad \text{and} \quad \partial_t : M^0 \to M^{-1}$$

are isomorphism.

Proof. The first statement is clear by the definition of $M^\beta$. We show the second statement. Since the problem is local, we may assume that $X$ is affine. So we use the notation of Remark 1.9. For $\beta \in \mathbb{Q}$, we have

$$(t\partial_t - \beta)^l = Pt + (-\beta - 1)^l,$$

for some operator $P$ of the form $\sum_{i-j=-1} a_{i,j} t^i \partial_t^j \ (a_{i,j} \in \mathbb{C})$. Therefore, on the set $\text{Ker}((t\partial_t - \beta)^l : M^\beta \to M^\beta)$, we have

$$Pt = -(-\beta - 1)^l.$$

Hence, if $\beta \neq -1$, the morphism $t : M^\beta \to M^{\beta+1}$ is injective. Similarly, on the set $\text{Ker}((t\partial_t - \beta - 1)^l : M^\beta \to M^\beta)$, we have

$$\partial_t Q = -(-\beta - 1)^l$$

for some operator $Q$ of the form $\sum_{i-j=-1} a_{i,j} t^i \partial_t^j \ (a_{i,j} \in \mathbb{C})$. Since the operator $Q$ sends $M^{\beta+1}$ to $M^\beta$, this implies that the morphism $t : M^\beta \to M^{\beta+1}$ is surjective if $\beta \neq -1$. We can check a similar statement for $\partial_t : M^\beta \to M^{\beta-1}$ in the same way. \hfill \Box

Remark 1.11. By Proposition 1.10 we can reconstruct the monodromic $D$-module $M$ on $X \times \mathbb{C}$ from the data:

$$\begin{align*}
(i) & \quad \text{The } D\text{-modules } M^\alpha \text{ on } X \text{ for } \alpha \in [-1,0] \cap \mathbb{Q}. \\
(ii) & \quad \text{The nilpotent endomorphisms } t\partial_t - \alpha : M^\alpha \to M^\alpha \text{ for } \alpha \in (-1,0) \cap \mathbb{Q}. \\
(iii) & \quad \text{The morphisms } \partial_t : M^0 \to M^{-1} \text{ and } t : M^{-1} \to M^0 \\
& \quad \text{such that } t\partial_t \text{ and } \partial_tt \text{ are nilpotent.}
\end{align*}$$
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Proposition 1.12. Let $M$ be a monodromic $D$-module on $X \times \mathbb{C}_t$. Then, $M$ is a coherent $D_{X \times \mathbb{C}_t}$-module if and only if the following two properties hold:

\[
\begin{aligned}
(i) & \quad \text{there exists a finite subset } A \subset [-1, 0] \cap \mathbb{Q} \text{ s.t. } M^\beta = 0 \quad (\beta \in [-1, 0] \setminus A), \\
(ii) & \quad \text{all } M^\alpha \ (\alpha \in A) \text{ are coherent } D_X\text{-modules}.
\end{aligned}
\]

Proof. Since the problem is local, we may assume that $X$ is affine.

Assume that $M$ is a coherent $D_{X \times \mathbb{C}_t}$-module. We take generators $m_1, \ldots, m_r$ of $M$ as a $D_{X \times \mathbb{C}_t}$-module. We may assume that $m_i$ are homogeneous, i.e. $m_i \in M^{\beta_i}$ for some $\beta_i \in \mathbb{Q}$. Then, the submodule of $M$ generated by $m_i$ is contained in $\bigoplus_{l \in \mathbb{Z}} M^{\beta_i + l}$. Therefore, the condition (i) above must be satisfied. For any $\beta \in \mathbb{Q}$, take an element $m \in M^{\beta}$. Then, consider the union of the two subsets of $M^\beta$:

\[
\{ t_+^{\beta - \beta_i} (t \partial_t)^l m_i \in M \mid l \geq 0, \beta_i \in \beta + \mathbb{Z}_{\geq 0} \}, \quad \text{and} \quad \{ t_+^{\beta - \beta_i} (t \partial_t)^l m_i \in M \mid l \geq 0, \beta_i \in \beta + \mathbb{Z}_{\leq 0} \}.
\]

Since $(t \partial_t - \beta_i)^l m_i = 0$ for some $l \geq 0$, the subset of $M^\beta$ is finite. We can see that $M^\beta$ is generated by this finite subset as $D_X$-module, i.e. the condition (ii) is satisfied.

Conversely, assume that we have the condition (i) and (ii). We consider the union of finite generators of all $M^\beta$ for $\beta \in [-1, 0] \cap \mathbb{Q}$ as $D_X$-module. By the condition (i), this set is finite. Moreover, by Proposition 1.10 this set generates $M = \bigoplus_{\beta \in \mathbb{Q}} M^\beta$ as $D_{X \times \mathbb{C}_t}$-module. 

Remark 1.13. Assume that $X$ is affine and $M^\beta$ is coherent. Let $m_1, \ldots, m_r$ be generators of $M^\beta$. Since each $m_i$ is killed by $(t \partial_t - \beta)^l_i$ for some $l_i \geq 0$, for a sufficiently large $l \geq 0$ we have

\[
M^\beta = \text{Ker}((t \partial_t - \beta)^l : M \to M).
\]

Since our $X$ is of finite type over $\mathbb{C}$, this formula is valid for a sufficiently large $l \geq 0$ even if $X$ is not affine.

Proposition 1.14. Let $M$ be a coherent and monodromic $D_{X \times \mathbb{C}_t}$-module. Then, $M|_{X \times \mathbb{C}_t}$ is a locally free $O_{X \times \mathbb{C}_t}$-module of finite rank if and only if all the coherent $D_X$-modules $M^\alpha$ for $\alpha \in (-1, 0] \cap \mathbb{Q}$ are locally free $O_X$-modules of finite rank.

Proof. Assume that $M^\alpha$ are locally free of finite rank for every $\alpha \in (-1, 0] \cap \mathbb{Q}$. Since there are finitely many non-zero $M^\alpha$ ($\alpha \in (-1, 0] \cap \mathbb{Q}$) by Proposition 1.12, we can take a neighborhood $U$ of a point in $X$ such that all $M^\alpha|_U$ are locally free of finite rank. Since we have $M^\alpha|_{U \times \mathbb{C}_t} = (\bigoplus_{\alpha \in (-1, 0] \cap \mathbb{Q}} M^\alpha|_U) \otimes \mathbb{C}[t^\pm]$ by Proposition 1.10, this is also a locally free $O_{X \times \mathbb{C}_t}$-module of finite rank.

Conversely, assume that $M^\alpha$ is a locally free $O_{X \times \mathbb{C}_t}$-module of finite rank. On a sufficiently small neighborhood of a point in $X \times \mathbb{C}_t$, we take finite generators (as an $O_{X \times \mathbb{C}_t}$-module) $\sigma_1, \ldots, \sigma_l$ of $M^\alpha|_{X \times \mathbb{C}_t}$. By Proposition 1.10 we may assume that $\sigma_i$ is in $M^{\alpha_i}$ for some $\alpha_i \in (-1, 0] \cap \mathbb{Q}$ for $i = 1, \ldots, l$. Then, we can see that for any $\alpha \in (-1, 0] \cap \mathbb{Q}$, $M^\alpha$ is generated (as an $O_X$-module) by $\{ \sigma_i \mid \alpha_i = \alpha \} \subset M^\alpha$. Since any $D$-module which is coherent over $O$ is a locally free $O$-module of finite rank (see Theorem 1.4.10 of [S]), $M^\alpha$ is a locally free $O_X$-module of finite rank. 

\[\square\]
1.2 The Kashiwara-Malgrange filtrations of monodromic $D$-modules

We consider the Kashiwara-Malgrange filtration of a monodromic $D$-module. We refer to [20, 17, 24, 11, 15, 23, 1, 9] for the definition and results for the $V$-filtration and Kashiwara-Malgrange filtration. For a coherent $D_{X \times \mathbb{C}}$-module $M$, we denote by $\{V_t^\beta M\}_{\beta \in \mathbb{R}}$ the Kashiwara-Malgrange filtration of $M$ along $t = 0$ when it exists. Recall that $V_t^\beta M$ is a coherent $V_0^\beta D_{X \times \mathbb{C}} = D_X(t, t\partial_t)$-module and $gr_V^\gamma M = V_t^\beta M/V_t^{\beta + \gamma} M$ is killed by $(t\partial_t - \beta)^l$ for some $l \in \mathbb{Z}_{>0}$. We can express the Kashiwara-Malgrange filtration of a monodromic $D$-module as follows.

**Proposition 1.15.** Let $M$ be a monodromic coherent $D_{X \times \mathbb{C}}$-module. Then, the Kashiwara-Malgrange filtration of $M$ along $t = 0$ exists and we have

$$V_t^\gamma M = \bigoplus_{\beta \geq \gamma} M^\beta.$$

Therefore,

$$gr_V^\gamma M := V_t^\gamma M/V_t^{\gamma + \gamma} M \simeq M^\gamma.$$

**Proof.** By the uniqueness of the Kashiwara-Malgrange filtration, the problem is local, and hence we may assume that $X$ is affine. We set $U^\gamma M := \bigoplus_{\beta \geq \gamma} M^\beta$ for $\gamma \in \mathbb{R}$. By Proposition 1.12 all $M^\beta$ are coherent. Since $M^\beta$ is killed by $(t\partial_t - \beta)^l$ for sufficiently large $l \geq 0$, by Proposition 1.10 we can see that $U^\gamma M$ is a coherent $D_X[t](t\partial_t)$-module. Moreover, $U^\gamma M/\beta U^\gamma M$ is isomorphic to $M^\gamma$ and killed by $(t\partial_t - \gamma)^l$ for some $l \geq 0$. Furthermore, it is clear that $\bigcup_{\gamma \in \mathbb{R}} U^\gamma M = M$, $t U^\gamma M \subset U^\gamma M$ and $\partial_t U^\gamma M \subset U^{\gamma - 1} M$. By Proposition 1.10, $t U^\gamma M = U^{\gamma + 1} M$ for $\gamma > -1$. Because the Kashiwara-Malgrange filtration is characterized by these properties, $\{U^\gamma M\}_{\gamma \in \mathbb{R}}$ is the Kashiwara-Malgrange filtration.

**Remark 1.16.** Since our monodromic $D$-module $M$ is $\mathbb{Q}$-monodromic (Remark 1.5), the filtration $V_t^\gamma M$ jumps only at rational numbers. Therefore, we can say that $M$ is $\mathbb{Q}$-specializable along $t = 0$.

For $\alpha \in (-1, 0] \cap \mathbb{Q}$, we set $e(\alpha) := \exp(-2\pi \sqrt{-1} \alpha)$. Then, we define the $e(\alpha)$-nearby cycle $\psi_{t,e(\alpha)}(M)$ of $M$ as $V_t^\alpha M/V_t^{\alpha + 1} M$ and the unipotent vanishing cycle $\phi_{t,1}(M)$ of $M$ as $V_t^{-1} M/V_t^{\alpha - 1} M$ $(\psi_{t,e(\alpha)}(M))$ and $\phi_{t,1}(M)$ are $D$-modules on $X$). Moreover, we have a natural morphism $\psi_{t,1}(M) \rightarrow \phi_{t,1}(M)$ defined by $-\partial_t$ and $\phi_{t,1}(M) \rightarrow \psi_{t,1}(M)$ defined by $t$. The former (resp. latter) one is written by can (resp. var). We also define the automorphisms of $\psi_{t,e(\alpha)}(M)$ and $\phi_{t,1}(M)$ by $T := \exp (-2\pi \sqrt{-1} t \partial_t)$. When $M$ is regular holonomic, these notions correspond to the ones in the category of perverse sheaves respectively. For example, we have

$$DR_X(\psi_{t,e(\alpha)}(M)) \simeq p_{\psi_{t,e(\alpha)}}(DR_{X \times \mathbb{C}}(M)),$$

$$DR_X(\phi_{t,1}(M)) \simeq p_{\phi_{t,1}}(DR_{X \times \mathbb{C}}(M)),$$

where $p_{\psi_{t,e(\alpha)}}$ (resp. $p_{\phi_{t,1}}$) is the nearby (resp. vanishing) cycle functor between the category of perverse sheaves and $DR_X$ is the de Rham functor.

As a corollary of Proposition 1.15 we can express the nearby and vanishing cycles as follows.
Corollary 1.17. Let $M$ be a monodromic coherent $D_{X \times \mathbb{C}_t}$-module. Then, for $\alpha \in (-1,0] \cap \mathbb{Q}$ we have

$$\psi_{t,e}^{(\alpha)}(M) = M^\alpha, \quad \text{and} \quad \phi_{t,1}(M) = M^{-1}. $$

Moreover, can: $\psi_{t,1}(M) \to \phi_{t,1}(M)$ is $-\partial_t: M^0 \to M^{-1}$, var: $\phi_{t,1}(M) \to \psi_{t,1}(M)$ is $t: M^{-1} \to M^0$, and $\frac{1}{2\pi\sqrt{-1}}$ times the logarithm of the unipotent part of the monodromy automorphism $T = \exp(-2\pi\sqrt{-1}t\partial_t)$ on $\psi_{t,e}^{(\alpha)}(M) = M^\alpha$ (resp. $\phi_{t,1}M = M^{-1}$) is $t\partial_t - \alpha$ (resp. $t\partial_t + 1$).

We also use the nearby cycle $\psi_t(M) := V_i^{-1}M/V_i^{>0}M = \bigoplus_{\alpha \in (-1,0] \cap \mathbb{Q}} \psi_{t,e}^{(\alpha)}(M)$ of $M$ along $t = 0$. Then, we have $\psi_t(M) = \bigoplus_{\alpha \in (-1,0] \cap \mathbb{Q}} M^\alpha$ and $\frac{1}{2\pi\sqrt{-1}}$ times the logarithm of the unipotent part of the monodromy automorphism $T$ can be expressed as $\bigoplus_{\alpha \in (-1,0] \cap \mathbb{Q}} (t\partial_t - \alpha)$.

1.3 Duality of monodromic $D$-modules

We consider the dual of a monodromic $D$-module. Our proof in this section is inspired by [11].

Lemma 1.18. Let $M$ be a monodromic coherent $D$-module on $X \times \mathbb{C}_t$. Then, locally, there exists a resolution of $M$:

$$\cdots \to \mathcal{E}_2 \to \mathcal{E}_1 \to \mathcal{E}_0 \to M \to 0,$$

where $\mathcal{E}_i$ is a direct sum of finitely many monodromic $D$-modules of the form: $D_{X \times \mathbb{C}_t}/D_{X \times \mathbb{C}_t}(t\partial_t - \alpha)^l$ for some $\alpha \in [-1,0] \cap \mathbb{Q}$ and $l \in \mathbb{Z}_{\geq 1}$.

Proof. We may assume that $X$ is affine. Take generators $m_1, \ldots, m_r$ of $M$ as $D$-module such that $m_i$ is in $M^{\alpha_i}$ for some $\alpha_i \in [-1,0] \cap \mathbb{Q}$. Then, for a sufficiently large $l_i \in \mathbb{Z}_{\geq 1}$, we have $(t\partial_t - \alpha_i)^l_m = 0$. We thus obtain a surjection

$$\mathcal{E}_0 := \bigoplus_{i=1}^r D_{X \times \mathbb{C}_t}/D_{X \times \mathbb{C}_t}(t\partial_t - \alpha_i)^{l_i} \to M \to 0. \quad (5)$$

By the definition, $\mathcal{E}_0$ is coherent and monodromic and so is the kernel of [5]. Therefore, we can repeat this procedure and obtain a desired resolution. \qed

We remark that $\mathcal{E}_i$ in Lemma 1.18 is not holonomic (unless $X$ is one point). Moreover, the $D$-module $D_{X \times \mathbb{C}_t}/D_{X \times \mathbb{C}_t}(t\partial_t - \alpha)^l$ has a resolution

$$0 \to D_{X \times \mathbb{C}_t} \to D_{X \times \mathbb{C}_t} \to D_{X \times \mathbb{C}_t}/D_{X \times \mathbb{C}_t}(t\partial_t - \alpha)^l \to 0.$$

Recall that for a $D_{X \times \mathbb{C}}$-module $M$ its dual is defined as

$$\mathbb{D}M = \mathcal{R}\text{Hom}_{D_{X \times \mathbb{C}}}(M, D_{X \times \mathbb{C}}) \otimes_{O_{X \times \mathbb{C}}} \omega_{X \times \mathbb{C}}^{-1}[\dim X + 1].$$

Lemma 1.19. Each cohomology of the dual $\mathbb{D}M$ of a monodromic coherent $D$-module $M$ is also monodromic.
Proof. We may assume that $X$ is affine. We write $D$ for $D_{X \times \mathbb{C}}$ in this proof. Take a resolution $\mathcal{E} \to M \to 0$ of $M$ as in Lemma 1.18. Then, we have $R\mathcal{H}om_D(M, D) \simeq R\mathcal{H}om_D(\mathcal{E}, D)$ in $D^-(\mathcal{D}_{X \times \mathbb{C}})$. For each $\mathcal{E}$, we can take a resolution

$$0 \to D^l \to D^l \to \mathcal{E} \to 0.$$  

Then, we can consider the following diagram (we can define horizontal arrows):

\[
\begin{array}{cccccc}
0 & 0 & 0 & & & \\
\vdots & \mathcal{E}_2 & \mathcal{E}_1 & \mathcal{E}_0 & M & 0 \\
\vdots & \to D^l_2 & \to D^l_1 & \to D^l_0 & & \\
\vdots & \to D^l_2 & \to D^l_1 & \to D^l_0 & & \\
0 & 0 & 0 & & & \\
\end{array}
\]

Since the vertical sequences are exact and $\mathcal{H}om_D(D, D)$ is isomorphic to $D$, $R\mathcal{H}om_D(\mathcal{E}_0, D)$ is the single complex of a double complex of the form:

\[
\begin{array}{cccccc}
\ldots & \leftarrow D^l_2 & \leftarrow D^l_1 & \leftarrow D^l_0 & & \\
\ldots & \leftarrow D^l_2 & \leftarrow D^l_1 & \leftarrow D^l_0 & & \\
\end{array}
\]

where the degree of $D^l_0$ at the top right is 0 and the vertical arrows $D^l \to D^l$ are the multiplications by $\bigoplus_{j=1}^l (t\partial_t - \alpha_j)^{s_j}$ for some $\alpha_j \in [-1, 0] \cap \mathbb{Q}$ and $s_j \in \mathbb{Z}_{\geq 1}$. The cohomology of its single complex is clearly monodromic. \hfill \Box

**Remark 1.20.** The characteristic variety of $D\mathcal{E}$ is the same as the one of $\mathcal{E}$. Therefore, if $\mathcal{E}$ is regular holonomic, Lemma 1.19 is a direct consequence of Remark 1.3.

**Remark 1.21.** For a monodromic coherent $D$-module on $X \times \mathbb{C}_t$ and $j \in \mathbb{Z}$ we have a decomposition of the $j$-th cohomology of its dual:

$$H^j \mathbb{D} \mathcal{E} = \bigoplus_{\beta \in \mathbb{Q}} (H^j \mathbb{D} \mathcal{E})^\beta.$$

By Proposition 4.6-2 of \cite{II}, we have

$$(H^j \mathbb{D} \mathcal{E})^\alpha \simeq \begin{cases} 
H^j \mathbb{D} (\mathcal{M}^{-1-\alpha}) & (\alpha \in (-1, 0)), \\
H^j \mathbb{D} (\mathcal{M}^0) & (\alpha = 0), \\
H^j \mathbb{D} (\mathcal{M}^{-1}) & (\alpha = -1).
\end{cases}$$
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Moreover, for $\alpha \in (-1,0)$ the nilpotent endomorphism $t\partial_t - \alpha$ on $(H^j \mathbb{D}M)^{\alpha}$ is the transpose of $t\partial_t + 1 + \alpha$ on $M^{-1-\alpha}$ and $t: (H^j \mathbb{D}M)^{-1} \to (H^j \mathbb{D}M)^{0}$ (resp. $\partial_t: (H^j \mathbb{D}M)^{0} \to (H^j \mathbb{D}M)^{-1}$) is the transpose of $-\partial_t: M^{0} \to M^{-1}$ (resp. $t: M^{-1} \to M^{0}$) (see loc. cit.). In this way, we can describe the $D$-module structure on $H^j \mathbb{D}M$ concretely in terms of $M^{\alpha}$ ($\alpha \in [-1,0]$) and the morphisms between them.

### 1.4 Regular holonomic monodromic $D$-modules

We consider the holonicity and the regularity of monodromic $D$-modules.

**Proposition 1.22.** Let $M$ be a coherent monodromic $D_{X \times \mathbb{C}_t}$-module. Then, $M$ is holonomic if and only if all the coherent $D_X$-modules $M^\beta$ ($\beta \in \mathbb{Q}$) are holonomic.

**Remark 1.23.** By Proposition 1.10, we can also state that $M$ is holonomic if and only if all the coherent $D_X$-modules $M^{\alpha}$ ($\alpha \in [-1,0] \cap \mathbb{Q}$) are holonomic.

**Proof of Proposition 1.22.** Recall that a coherent $D$-module is holonomic if and only if the cohomologies of its dual vanish except for the 0-th one (see Corollary 2.6.8 of [8]). Therefore, the assertion follows from Remark 1.21.

**Proposition 1.24.** Let $M$ be a holonomic and monodromic $D_{X \times \mathbb{C}_t}$-module. Then, $M$ is regular if and only if all the holonomic $D_X$-modules $M^{\alpha}$ ($\alpha \in [-1,0] \cap \mathbb{Q}$) are regular.

**Proof.** Assume first that $M$ is regular. Since the functors $\psi_{t,e(\alpha)}$ and $\phi_{t,1}$ preserves the regularity (see Théorème 4.3.2 of [12]), $M^{\alpha} = \psi_{t,e(\alpha)}(M)$ for $\alpha \in (-1,0] \cap \mathbb{Q}$ and $M^{-1} = \phi_{t,1}(M)$ (see Corollary 1.17) are also regular.

Conversely, assume that all $M^{\alpha}$ are regular. Take sufficiently large $k \in \mathbb{Z}_{\geq 1}$ such that $(t\partial_t - \alpha)^k$ is zero on $M^{\alpha}$ for all $\alpha \in [-1,0] \cap \mathbb{Q}$. Then, we have a morphism of $D_{X \times \mathbb{C}}$-modules

$$M^{\alpha} \otimes D_{\mathbb{C}}/(t\partial_t - \alpha)^k \to M,$$

which sends $m \otimes [P]$ to $Pm$ for $m \in M^{\alpha}$ and $P \in D_{\mathbb{C}}$. Let $\alpha_1, \ldots, \alpha_l$ be rational numbers in $[-1,0]$ such that $M^{\alpha}$ ($\alpha \in [-1,0] \cap \mathbb{Q}$) is zero if $\alpha$ is not $\alpha_1, \ldots, \alpha_l$. Then, by Proposition 1.10, the direct sum of the above morphisms

$$\bigoplus_{i=1}^{l}(M^{\alpha_i} \otimes D_{\mathbb{C}}/(t\partial_t - \alpha_i)^k) \to M$$

is a surjection. Since any $D_{\mathbb{C}}/(t\partial_t - \alpha_i)^k$ is regular and any quotient object of a regular $D$-module is also regular, $M$ is regular.

### 2 The Hodge filtrations of monodromic mixed Hodge modules

#### 2.1 The decompositions of Hodge filtrations

In this section, we consider algebraic mixed Hodge modules whose underlying $D$-modules are monodromic. For the definition and the properties of mixed Hodge module, see [20], [19], [17], [21], [23], [13]. In this paper, mixed Hodge modules are always graded polarizable. Let $X$ be a smooth algebraic variety over $\mathbb{C}$. Let $M = (M, F \cdot M, K, W \cdot K)$ be an algebraic mixed Hodge
module on $X \times \mathbb{C}_t$, where $M$ is its underlying $D_{X \times \mathbb{C}_t}$-module, $F \cdot M$ is its Hodge filtration (note that each $F_p M$ ($p \in \mathbb{Z}$) is a coherent $O_{X \times \mathbb{C}}$-module), $K$ is a $\mathbb{Q}$-perverse sheaf on $X \times \mathbb{C}_t$ with an isomorphism $DR_{X \times \mathbb{C}}(M) \simeq K_C (= K \otimes_{\mathbb{Q}} \mathbb{C})$, and its filtration $W \cdot K$.

**Definition 2.1.** We say that $M$ is a monodromic mixed Hodge module if the underlying $D$-module $M$ is monodromic.

In the same way, we also define monodromic mixed Hodge module on $X \times \mathbb{C}^*$. If $(M, F \cdot M, K, W \cdot K)$ is monodromic, by Proposition 1.7 the $D$-module $M$ is of the form:

$$M = \bigoplus_{\beta \in \mathbb{Q}} M^\beta.$$ 

Since $M$ is the underlying $D$-module of a mixed Hodge module, $M$ is a regular holonomic $D$-module on $X \times \mathbb{C}$. Therefore, by Propositions 1.12, 1.22, 1.24 and 1.10, each $M^\beta$ ($\beta \in \mathbb{Q}$) is a regular holonomic $D$-module on $X$. We remark that each $W_k M$ ($k \in \mathbb{Z}$) is itself $D_{X \times \mathbb{C}_t}$-module. Since any $D_{X \times \mathbb{C}_t}$-submodule of a monodromic $D_{X \times \mathbb{C}_t}$-module is monodromic, $W_k M$ is also monodromic and has a decomposition

$$W_k M = \bigoplus_{\beta \in \mathbb{Q}} W_k M^\beta,$$

where we set $W_k M^\beta = W_k M \cap M^\beta$. Similarly, $\text{gr}_k W M$ is also monodromic and we have

$$\text{gr}_k W M(= W_k M/W_{k-1} M) = \bigoplus_{\beta \in \mathbb{Q}} \text{gr}_k W M^\beta.$$

In this section, we will prove the following.

**Theorem 2.2.** Let $M = (M, F \cdot M, K, W \cdot K)$ be a monodromic mixed Hodge module on $X \times \mathbb{C}_t$. Then, we have

$$F_p M = \bigoplus_{\beta \in \mathbb{Q}} F_p M^\beta,$$

where we set $F_p M^\beta := F_p M \cap M^\beta$ for $\beta \in \mathbb{Q}$.

Before we prove this theorem, we recall some facts for mixed Hodge modules. One of the most important properties (or constraints) of mixed Hodge modules is the strict specializability. We set $F_p \text{gr}_V^\beta M = F_p \text{gr}_V^\beta M/F_p V^{\geq \beta} M$.

**Definition 2.3.** (loc. cit.) Let $(M, F \cdot M)$ be a holonomic $D$-module $M$ with its good filtration on $X \times \mathbb{C}_t$. Then, we say that $(M, F \cdot M)$ is strictly $\mathbb{K}(= \mathbb{Q}$ or $\mathbb{R})$-specializable along $t = 0$ if $M$ is $\mathbb{K}$-specializable and for $p \in \mathbb{Z}$

(i) for any $\beta > -1$, $t: F_p \text{gr}_V^\beta M \to F_p \text{gr}_V^{\beta+1} M$ is onto, and

(ii) for any $\beta < 0$, $\partial_t: F_p \text{gr}_V^\beta M \to F_{p+1} \text{gr}_V^{\beta-1} M$ is onto.

For the “meaning” of this condition, see Section 3.2 of [19] and Section 11 of [23]. Any mixed Hodge module has such a property. Therefore, if $F \cdot M$ is decomposed as (6), the filtrations $F_p M^\beta$ for $\beta \notin [-1, 0] \cap \mathbb{Q}$ are determined by $F_p M^\alpha$ for $\alpha \in [-1, 0] \cap \mathbb{Q}$ as follows.
Lemma 2.4. Assume that Theorem 2.2 holds, i.e. we have a decomposition (6). Then, for any \( l \in \mathbb{Z}_{\geq 0} \) and \( p \in \mathbb{Z} \) we have

\[
F_{p}M^{\alpha+l} = l^{l}F_{p}M^{\alpha} \quad (\alpha \in (-1,0] \cap \mathbb{Q}), \quad \text{and} \\
F_{p}M^{\alpha-l} = \partial_{l}^{l}F_{p-l}M^{\alpha} \quad (\alpha \in [-1,0) \cap \mathbb{Q}).
\]

(7) \( (8) \)

Proof. Since the problem is local, we may assume that \( X \) is affine.

Assume that we have the decomposition (6). By Proposition 1.15, for \( \gamma \in \mathbb{Q} \) we have

\[
F_{p}V_{t}M^{\gamma} = \bigoplus_{\beta \geq \gamma} F_{p}M^{\beta}.
\]

Therefore, we have

\[
F_{p}\text{gr}_{V}^{\gamma}M = F_{p}M^{\gamma}.
\]

The desired assertion follows from the conditions (i) and (ii) in the definition of the strict specializability (Definition 2.3).

Remark 2.5. Let us consider the nearby (resp. vanishing) cycle \( \psi_{t}(M) \) (resp. \( \phi_{t,1}(M) \)) of a mixed Hodge module \( M \), whose underlying perverse sheaf is \( p\psi_{t}K \) (resp. \( p\phi_{t,1}K \)) (see loc. cit.). The Hodge filtration of \( \psi_{t}M \) (resp. \( \phi_{t,1}M \)) is

\[
F_{\bullet}^{\psi_{t}}M = \bigoplus_{\alpha \in (-1,0]\cap \mathbb{Q}} F_{\bullet}^{\psi_{t,e(\alpha)}M} = \bigoplus_{\alpha \in (-1,0]\cap \mathbb{Q}} F_{\bullet}\text{gr}_{V}^{\psi_{t,e(\alpha)}M} \quad (\text{resp.} \quad F_{\bullet}\phi_{t,1}M = F_{\bullet+1}\text{gr}_{V}^{-1}M).
\]

The weight filtration of \( p\psi_{t}K \) (resp. \( p\phi_{t,1}K \)) is the monodromy weight filtration relative to \( p\psi_{t}W_{t+1}K \) (resp. \( p\phi_{t,1}W_{t}K \)). See Subsection 3.1 for more details on these filtrations. Assume that \( X \) is affine and \( M \) is monodromic. Then, for \( \alpha \in (-1,0]\cap \mathbb{Q} \), since we have \( \psi_{t,e(\alpha)}M = \alpha M^{\alpha} \), we can regard \( F_{\bullet}M^{\alpha} \) as the Hodge filtration of the nearby cycle. Similarly, \( F_{\bullet+1}M^{-1} \) is the Hodge filtration of the vanishing cycle. In general, these data do not recover the original filtration of \( M \). However, Theorem 2.2 implies that the Hodge filtration of \( M \) is determined by the Hodge filtration of nearby and vanishing cycle of \( M \) if \( M \) is monodromic.

2.2 The pure case

We show Theorem 2.2 in the pure case. First, we give a summary of the proof. We will show that an analytic variation of pure Hodge structure on \( X \times \mathbb{C}^{*} \) has a simple form by using Deligne [5] (Lemma 2.8). Taking a compactification of the base space, we will deduce a similar fact for an algebraic variation of pure Hodge structure (Lemma 2.9). By using it and the strict specializability, we show Theorem 2.2 for a smooth monodromic pure Hodge module (Corollary 2.10 and Corollary 2.11). After that, by using the strict support decomposition of a pure Hodge module, we will prove Theorem 2.2 for a monodromic pure Hodge module (Proposition 2.12).

Remark 2.6. In this section, we only focus on the underlying \( D \)-module with its filtrations, not consider its \( \mathbb{Q} \)-structure. Therefore, we can obtain similar results in this section for \( \mathbb{C} \)-Hodge modules. Here, in this paper, a pure \( \mathbb{C} \)-Hodge module means a pair \( (M,F_{\bullet}M) \) of
a $D$-module $M$ and its good filtration $F_{\bullet}M$ which is a direct summand of the underlying $D$-module with the Hodge filtration of a pure Hodge module. For a pure Hodge module $M = (M, F_{\bullet}M, K)$, we call the pair $M^C := (M, F_{\bullet}M)$ the underlying $\mathbb{C}$-Hodge module of it. Note that in [17] (unpublished), “$\mathbb{C}$-Hodge module” is defined in more sophisticated way without $\mathbb{Q}$-structures. But, for our purposes, the above definition is enough.

**Remark 2.7.** Let $(\mathcal{V}, F_{\bullet}\mathcal{V}, \mathcal{L})$ be a polarizable variation of pure Hodge structure on a smooth algebraic variety $Z$, where $\mathcal{V}$ is the underlying integrable connection, $F_{\bullet}\mathcal{V}$ is its Hodge filtration and $\mathcal{L}$ is the underlying local system. Recall that $(\mathcal{V}, F_{\bullet}\mathcal{V}, \mathcal{L}[\dim Z])$ is a pure Hodge module. The converse is true; if a pure Hodge module $M = (M, F_{\bullet}M, K)$ on $Z$ is smooth, i.e. $M$ is a locally free $O_Z$-module of finite rank, $(M, F_{\bullet}M, H^{*-\dim Z}K)$ is a polarizable variation of pure Hodge structure. In this way, we will identify smooth pure Hodge modules with polarizable variations of pure Hodge structure.

Let $M = (M, F_{\bullet}M, K)$ be a monodromic pure Hodge module on $X \times \mathbb{C}$. To show Theorem 2.2 we may assume that $X$ is affine. First, we assume the following condition:

$$SS(M) \subset (T^*X \times T^*_0\mathbb{C}) \cup (T^*_X X \times T^*_0\mathbb{C}).$$

(9)

In particular, $M|_{X \times \mathbb{C}^*}$ is smooth. We denote by $p_1$ (resp. $p_2$) the first (resp. second) projection of $X \times \mathbb{C}^*$. Moreover, for a Hodge module $M$, we denote by $M^{an}$ the analytification of it.

**Lemma 2.8.** Assume that $M$ is pure and satisfies (4). Then, $(M^{an}|_{X \times \mathbb{C}^*})^C$ is a direct sum of some polarizable variations of pure $\mathbb{C}$-Hodge structure of the form: $\mathcal{V}_1 \boxtimes \mathcal{V}_2 (= p_1^*\mathcal{V}_1 \otimes p_2^*\mathcal{V}_2)$, where $\mathcal{V}_1$ is a polarizable variation of pure $\mathbb{C}$-Hodge structure on $X$ and $\mathcal{V}_2$ is a polarizable variation of pure $\mathbb{C}$-Hodge structure on $\mathbb{C}^*$ of rank 1.

**Proof.** By Proposition 1.13 of Deligne [5], a polarizable pure variation of $\mathbb{C}$-Hodge structure on smooth quasi-projective variety is of the form $\bigoplus_i N_i \otimes H_i$, where $N_i$ is a polarizable variation of $\mathbb{C}$-Hodge structure whose underlying local system is simple, and $H_i$ is a pure $\mathbb{C}$-Hodge structure (we regard it as a constant variation of Hodge structure). We consider such a decomposition of $(M^{an}|_{X \times \mathbb{C}^*})^C$. Recall that a local system is a finite dimensional representation of the fundamental group. Therefore, since we have $\pi_1(X \times \mathbb{C}^*) = \pi_1(X) \times \pi_1(\mathbb{C}^*)$, the underlying local system of $N_i$ is of the form: $\mathcal{L}_1 \boxtimes \mathcal{L}_2$, where $\mathcal{L}_1$ (resp. $\mathcal{L}_2$) is a local system on $X$ (resp. $\mathbb{C}^*$). Since the underlying local system of $N_i$ is simple, $\mathcal{L}_2$ is of rank 1. Let $A_i$ be the rank 1 pure variation of $\mathbb{C}$-Hodge structure of the weight 0 whose underlying local system is $\mathcal{L}_2$. Let $i: X \hookrightarrow X \times \mathbb{C}^*$ ($x \mapsto (x, 1)$) be the inclusion map. Then, the underlying local system of the polarizable variation of pure Hodge structure $i^*N_i \boxtimes A_i$ is $\mathcal{L}_1 \boxtimes \mathcal{L}_2$. Moreover, its restriction to a point $(x, 1) \in X \times \mathbb{C}^*$ is the same as the restriction of $N_i$ to the point $(x, 1)$ (as a polarizable pure Hodge structure). By the rigidity property of variation of Hodge structure (see Proposition 7.12 on p.124 of [4]), $N_i$ is isomorphic to $i^*N_i \boxtimes A_i$. Moreover, it is clear that $(i^*N_i \boxtimes A_i) \otimes H_i = (i^*N_i \otimes H_i) \boxtimes A_i$. This completes the proof.

Lemma 2.8 holds for not only $(M^{an}|_{X \times \mathbb{C}^*})^C$ but also $(M|_{X \times \mathbb{C}^*})^C$, as follows.

**Lemma 2.9.** In the situation as above, $(M|_{X \times \mathbb{C}^*})^C$ is isomorphic (as an algebraic $\mathbb{C}$-Hodge module) to a direct sum of some Hodge modules of the form $((j|_{X})^*V_1)|_{X} \boxtimes ((j|_{\mathbb{C}^*})^*V_2)|_{\mathbb{C}^*}$, where $V_1$ is a polarizable variation of pure $\mathbb{C}$-Hodge structure on $X$ and $V_2$ is a polarizable variation of pure $\mathbb{C}$-Hodge structure on $\mathbb{C}^*$ of rank 1.
Proof. Let \( V_1 \) (resp. \( V_2 \)) be a polarizable variation of pure \( \mathbb{C} \)-Hodge structure on \( X \) (resp. \( \mathbb{C}^* \)). We regard them as pure Hodge modules. Let \( V_i \) be the underlying \( D \)-module of \( V_i \). Take a smooth compactification \( \overline{X} \) of \( X \) such that \( \overline{X} \setminus X \) is a normal crossing divisor. We denote by \( j_X \) (resp. \( j_{C^*} \)) the inclusion \( X \hookrightarrow \overline{X} \) (resp. \( \mathbb{C}^* \hookrightarrow \mathbb{P} \)). We consider the minimal extensions \( (j_X)_* V_1 \) and \( (j_{C^*})_* V_2 \) and the exterior product of them: \((j_X)_* V_1 \boxtimes (j_{C^*})_* V_2\). Since \( \overline{X} \times \mathbb{P} \) is a projective variety, we can regard them as algebraic Hodge modules. Then, the analytification of \(((j_X)_* V_i)|_X \) is \( V_i \) for \( i = 1, 2 \). By the exactness of \( \boxtimes \) in the category of Hodge modules, the image of the morphism

\[
(j_X \times 1_C)(V_1 \boxtimes V_2)(\sim (j_X)_* V_1 \boxtimes \text{V}_2) \rightarrow (j_X \times 1_C)(V_1 \boxtimes V_2)(\sim (j_X)_* V_1 \boxtimes \text{V}_2)
\]

is \((j_X)_* V_1 \boxtimes V_2\). Therefore, we have

\[
(j_X \times 1_C)_* (V_1 \boxtimes V_2) \simeq (j_X)_* V_1 \boxtimes V_2.
\]

In the same way, we obtain

\[
(1_{\overline{X}} \times j_{C^*})_* ((j_X)_* V_1 \boxtimes V_2) \simeq (j_X)_* V_1 \boxtimes (j_{C^*})_* V_2.
\]

Since \((j_X \times j_{C^*})_* (1_{\overline{X}} \times j_{C^*})_* (V_1 \boxtimes V_2) \simeq (j_X)_* V_1 \boxtimes (j_{C^*})_* V_2\), we have a natural isomorphism

\[
(j_X \times j_{C^*})_* (V_1 \boxtimes V_2) \simeq (j_X)_* V_1 \boxtimes (j_{C^*})_* V_2.
\]

Note that the analytification of an algebraic Hodge module \((j_X \times j_{C^*})_* (\mathcal{M}|_{X \times \mathbb{C}^*}) \) is \((j_X \times j_{C^*})_* (\mathcal{M}|_{X \times \mathbb{C}^*})^c\). Therefore, by Lemma \( \ref{lem:analytification} \), \((j_X \times j_{C^*})_* (\mathcal{M}|_{X \times \mathbb{C}^*})^c\) is isomorphic to a direct sum of Hodge modules of the form: \((j_X)_* V_1 \boxtimes (j_{C^*})_* V_2\), where \( V_1 \) (resp. \( V_2 \)) is a polarizable variation of \( \mathbb{C} \)-Hodge structure on \( X \) (resp. \( \mathbb{C}^* \)) and \( V_2 \) is of rank 1. This implies the desired result. \( \square \)

**Corollary 2.10.** For a monodromic pure Hodge module \( \mathcal{M} = (M, F_{\bullet} M, K) \) with the condition \( \mathcal{M} \) for each \( \alpha \in (-1, 0) \cap \mathbb{Q} \) there exists a filtration \( F_{\bullet} M^\alpha \) (in fact, \( F_{p} M^\alpha = F_{p} M \cap M^\alpha \)) of \( M^\alpha \) such that we have

\[
F_{\bullet} M|_{X \times \mathbb{C}^*} = \bigoplus_{\alpha \in (-1, 0) \cap \mathbb{Q}} F_{\bullet} M^\alpha \otimes \mathbb{C}[^{\pm}]\!
\]

Moreover, \( M^\alpha \) \((\alpha \in (-1, 0) \cap \mathbb{Q})\) is killed by \( t\partial_t - \alpha \), i.e. we have

\[
M^\alpha = \text{Ker}(t\partial_t - \alpha) \subset M.
\]

**Proof.** We remark again that the analytification of the algebraic \( \mathbb{C} \)-Hodge module \(((j_X)_* V_1)|_X \) (resp. \(((j_{C^*})_* V_2)|_{C^*} \) is \( V_1 \) (resp. \( V_2 \)). Since \( V_2 \) is of rank 1, the Hodge filtration of \((j_{C^*})_* V_2\) has only one jump, say \( r \in \mathbb{Z} \). Therefore, the Hodge filtration of \((j_X)_* \mathbb{C}^1 \boxtimes (j_{C^*})_* V_2\) is of the form: \((F_{\bullet-r}(j_X)_* \mathbb{C}^1) \boxtimes (j_{C^*})_* V_2\). Moreover, let \( \alpha \in (-1, 0) \cap \mathbb{Q} \) be the integer such that the monodromy of the underlying local system of \( V_2 \) is \( \exp(-2\pi \sqrt{-1} \alpha) \). Then, we have a decomposition \(((j_{C^*})_* V_2)|_{C^*} = \bigoplus_{l \in \mathbb{Z}} (((j_{C^*})_* V_2)|_{C^*})^{\alpha+l}\), where \(((j_{C^*})_* V_2)|_{C^*})^{\alpha+l}\) is a vector space defined as \(((j_{C^*})_* V_2)|_{C^*})^{\alpha+l} := \bigcup_{l \in \mathbb{Z}} \text{Ker}(t\partial_t - \alpha - l)^r: ((j_{C^*})_* V_2)|_{C^*} \rightarrow ((j_{C^*})_* V_2)|_{C^*}\). Note that since \( V_2 \) is of rank 1, we have

\[
(((j_{C^*})_* V_2)|_{C^*})^{\alpha+l} = \text{Ker}(t\partial_t - \alpha - l): ((j_{C^*})_* V_2)|_{C^*} \rightarrow ((j_{C^*})_* V_2)|_{C^*}\).  

(10)
We define \(((jX)_*V_1)|_X \boxtimes ((jC_*)_*V_2)|_{C^*}\) similarly. Then, we have

\[ (((jX)_*V_1)|_X \boxtimes ((jC_*)_*V_2)|_{C^*})^\alpha + l \subset ((jX)_*V_1)|_X \boxtimes ((jC_*)_*V_2)|_{C^*} \]

Then, we obtain

\[ ((jX)_*V_1)|_X \boxtimes ((jC_*)_*V_2)|_{C^*} = \bigoplus_{l \in \mathbb{Z}} p_1^l(((jX)_*V_1)|_X) \otimes p_2^l(((jC_*)_*V_2)|_{C^*})^\alpha + l. \]

In this expression, we have

\[ F_\bullet(((jX)_*V_1)|_X \boxtimes ((jC_*)_*V_2)|_{C^*}) = (F_\bullet + r(((jX)_*V_1)|_X) \boxtimes ((jC_*)_*V_2)|_{C^*}) = \bigoplus_{l \in \mathbb{Z}} (F_{\bullet + r}(((jX)_*V_1)|_X) \otimes ((jC_*)_*V_2)|_{C^*})^\alpha + l. \]

This implies the first statement. The second assertion follows from (10).

Furthermore, we can show the following.

**Corollary 2.11.** For an monodromic algebraic pure Hodge module on \(X \times \mathbb{C} \) with the condition (9), we have a decomposition

\[ F_\bullet M = \bigoplus_{\beta \in \mathbb{Q}} F_\bullet M^\beta, \tag{11} \]

where \( F_\bullet M^\beta = F_\bullet M \cap M^\beta \). Moreover, any \( M^\beta (\beta \in \mathbb{Q}) \) is killed by \( t\partial_t - \beta \), i.e. we have

\[ M^\beta = \text{Ker}(t\partial_t - \beta) \subset M. \]

**Proof.** We denote by \( j \) the inclusion \( X \times \mathbb{C}^* \hookrightarrow X \times \mathbb{C} \). Then, by the strict specializability of \( M \) (see Proposition 3.2.2 of [19], or Exercise 11.1 of [23]), we have

\[ F_\bullet M \cap V_{t^{-1}}^r M = j_*(F_\bullet M|_{X \times \mathbb{C}^*}) \cap V_{t^{-1}}^r M, \]

where \( V_t^r M \) is the Kashiwara-Malgrange filtration along \( X \times \{0\} \) of \( M \). Therefore, by Lemma 2.10, \( F_\bullet M|_{X \times \mathbb{C}^*} = \bigoplus_{\alpha \in (-1,0)\cap \mathbb{Q}} F_\bullet M^\alpha \otimes \mathbb{C}[t^\pm] \), we have

\[ F_\bullet M \cap V_{t^{-1}}^r M = \bigoplus_{l \in \mathbb{Z}, \alpha \in (-1,0)\cap \mathbb{Q}} F_\bullet M^\alpha + l. \tag{12} \]

For a section \( m \in F_\rho M \) on \( X \times \mathbb{C} \) let \( m = \sum_{\beta \in \mathbb{Q}} m^\beta (m^\beta \in M^\beta) \) be its decomposition with respect to the decomposition \( M = \bigoplus_{\beta \in \mathbb{Q}} M^\beta \).

Assume that \( m \) is in \( F_\rho M \cap V_{t^{-1}}^r M \). Then, \( tm = \sum_{\beta} tm^\beta \) is in \( F_\rho M \cap V_{t^{-1}}^r M \). By (12), each component \( tm^\beta \) is also in \( F_\rho M \). Since \( t: F_\rho M \cap V_{t^{-1}}^r M \rightarrow F_\rho M \cap V_{t^{-1}}^r M \) is isomorphism by the strict specializability, for \( \beta > -1 \) we have \( m^\beta \in F_\rho M \). Hence, \( m^{-1} = m - \sum_{\beta \in \mathbb{Q}} m^\beta \) is also in \( F_\rho M \).

To show in the general case, we use induction. We remark that for any \( \beta \in \mathbb{R} \) and sufficiently small \( \epsilon > 0 \) we have \( V_{\geq \beta}^r M = V_{> \beta - \epsilon}^r M \). Assume that for fixed \( \beta_0 \in \mathbb{R}_{>1} \), for
a section in $F_pM \cap V^> - \beta_0 M$ each component of it is also in $F_pM$. Let $m$ be a section in $F_pM \cap V^> - \beta_0 M$. By the strict specializability, $\partial_t : F_{p-1}gr^{-\beta_0 + 1}V \to F_{p}gr^{-\beta_0}M$ is surjective. Therefore, there exists a section $m' \in F_{p-1}M \cap V^> - \beta_0 M$ such that $m = \partial_t m'$ is in $F_pM \cap V^> - \beta_0 M$. By the inductive assumption, all the components of $m'$ and $m - \partial_t m'$ are also in $F_pM$. Hence, each component of $m$ is also in $F_pM$. This completes the proof of the decomposition [11].

It remains to show the second assertion for $\beta = -1$. For a section $m \in M^{-1}$, we have $(t\partial_t + 1)m = \partial_t tm$. Since $tm$ is in $M^0$, $t\partial_t(tm) = 0$ by Corollary [2.10]. Because $t : M^0 \to M^1$ is an isomorphism, $\partial_t tm$ is also zero. This implies the second assertion. □

Next, we consider a monodromic pure Hodge module without the condition [9]. We will show the following.

Proposition 2.12. For a monodromic pure Hodge module $M = (M,F_\bullet M,K)$ on $X \times \mathbb{C}$, we have a decomposition

$$F_\bullet M = \bigoplus_{\beta \in \mathbb{Q}} F_\bullet M^\beta,$$

where we set $F_\bullet M^\beta := F_\bullet M \cap M^\beta$. Moreover, any section in $M^\beta$ is killed by $t\partial_t - \beta$, i.e. we have

$$M^\beta = \ker(t\partial_t - \beta) \subset M.$$

We need the following lemma.

Lemma 2.13. Let $Y$ be a smooth closed subvariety of $X$ and $N = (N,F_\bullet N,K_N,W_\bullet K_N)$ a monodromic mixed Hodge module on $Y \times \mathbb{C}$. We denote by $i : Y \hookrightarrow X$ (resp. $\tilde{i} : Y \times \mathbb{C} \hookrightarrow X \times \mathbb{C}$) the inclusion of $Y$ (resp. $Y \times \mathbb{C}$). Then, the pushforward $\tilde{\imath}_* N$ of $N$ as $D$-module by $\tilde{i}$ is monodromic and we obtain a decomposition

$$\tilde{\imath}_* N = \bigoplus_{\beta \in \mathbb{Q}} (\tilde{\imath}_* N)^\beta. \quad (13)$$

Moreover, for $\beta \in \mathbb{Q}$ we have

$$((\tilde{\imath}_* N)^\beta,\tilde{\imath}_*(N^\beta)).$$

If the Hodge filtration of $N$ is decomposed with respect to the decomposition $N = \bigoplus_{\beta \in \mathbb{Q}} N^\beta$, then so is the filtration of $\tilde{\imath}_* N$. Conversely, if the Hodge filtration of $\tilde{\imath}_* N$ is decomposed, so is the filtration of $N$.

Proof. Set $l := \operatorname{codim}_X Y$. Take a local (étale) chart $(x_1, \ldots, x_n)$ of $X$ such that $Y$ is defined by $x_1 = \cdots = x_l = 0$. We write $\partial_1 := \partial_{x_1}$. Then, $\tilde{\imath}_* N$ is expressed as

$$\tilde{\imath}_* N = \tilde{\imath}_* N \otimes_{\mathbb{C}} \mathbb{C}[\partial_1, \ldots, \partial_l],$$

and its section is expressed as a sum of some sections of the form $s \otimes \delta_{1}^{k_1} \cdots \delta_{l}^{k_l}$ (s $\in N$ and $k_1, \ldots, k_l \in \mathbb{Z}_{\geq 0}$). Since $t\partial_l(s \otimes \delta_{1}^{k_1} \cdots \delta_{l}^{k_l}) = (t\partial_l s) \otimes \delta_{1}^{k_1} \cdots \delta_{l}^{k_l}$, $\tilde{\imath}_* N$ is monodromic and we have

$$((\tilde{\imath}_* N)^\beta,\tilde{\imath}_*(N^\beta)).$$
We assume that $F_\bullet N$ is decomposed as $F_\bullet N = \bigoplus_{\beta \in \mathbb{Q}} F_\bullet N^\beta$. By the definition of the Hodge filtration of $\tilde{\nu}_+ N$, we have
\begin{align*}
F_p(\tilde{\nu}_+ N) &= \sum_{k_1 + \cdots + k_l + q = p} i_*(F_{q-l}N) \otimes \partial^k_1 \ldots \partial^k_l \\
&= \bigoplus_{\beta \in \mathbb{Q}} \sum_{k_1 + \cdots + k_l + q = p} i_*(F_{q-l}N^\beta) \otimes \partial^k_1 \ldots \partial^k_l \quad \text{(by the assumption)}.
\end{align*}
Moreover, for $\beta \in \mathbb{Q}$ we have
\begin{align*}
F_p(\tilde{\nu}_+ N^\beta) &= \sum_{k_1 + \cdots + k_l + q = p} i_*(F_{q-l}N^\beta) \otimes \partial^k_1 \ldots \partial^k_l.
\end{align*}
Therefore, we have
\begin{align*}
F_p(\tilde{\nu}_+ N) &= \bigoplus_{\beta \in \mathbb{Q}} F_p(\tilde{\nu}_+ N^\beta).
\end{align*}
This implies that if we set $F_p(\tilde{\nu}_+ N^\beta) := F_p(\tilde{\nu}_+ N) \cap (\tilde{\nu}_+ N^\beta)$, we have
\begin{align*}
F_p(\tilde{\nu}_+ N) &= \bigoplus_{\beta \in \mathbb{Q}} F_p(\tilde{\nu}_+ N^\beta). \quad \text{(14)}
\end{align*}
Conversely, assume the decomposition (14). For simplicity, we assume $\text{codim}_X(Y) = 1$. We can show it similarly in the general case. Then we have $\tilde{\nu}_+ N = \tilde{\nu}_+ N[\partial_1]$. We denote by $V'_Y((\tilde{\nu}_+ N)$ the Kashiwara-Malgrange filtration of $\tilde{\nu}_+ N$ along $Y$. For $\alpha \in (-1, 0] \cap \mathbb{Q}$, since $(\tilde{\nu}_+ N^\alpha) \cong \psi_{t, e(\alpha)}(\tilde{\nu}_+ N)$ and $(\tilde{\nu}_+ N)^{-1} \cong \phi_{e, t}(\tilde{\nu}_+ N)$ are again strictly $\mathbb{R}$-specializable by the definition of mixed Hodge module, any $(\tilde{\nu}_+ N^\beta)$ is also strictly $\mathbb{R}$-specializable. So, we can also consider the Kashiwara-Malgrange filtration $V'_Y((\tilde{\nu}_+ N^\beta)$ of $(\tilde{\nu}_+ N^\beta)$ along $Y$. In this situation, we have
\begin{align*}
V'_Y((\tilde{\nu}_+ N) = \bigoplus_{\beta \in \mathbb{Q}} V'_Y((\tilde{\nu}_+ N^\beta).
\end{align*}
By the assumption, we have
\begin{align*}
F_p V'_Y((\tilde{\nu}_+ N) = \bigoplus_{\beta \in \mathbb{Q}} F_p V'_Y((\tilde{\nu}_+ N^\beta), \quad \text{(15)}
\end{align*}
where we set $F_p V'_Y((\tilde{\nu}_+ N^\beta) := F_p(\tilde{\nu}_+ N^\beta) \cap V'_Y((\tilde{\nu}_+ N)^\beta)$. We can recover the filtration of $F_\bullet N$ by the formula:
\begin{align*}
F_p N &= (F_p \otimes_{V'_Y((\tilde{\nu}_+ N)})|_Y.
\end{align*}
Therefore, we have
\begin{align*}
F_p N &= \bigoplus_{\beta \in \mathbb{Q}} (F_p V'_Y((\tilde{\nu}_+ N)^\beta)/F_p V'_Y((\tilde{\nu}_+ N)^\beta)|_Y.
\end{align*}
This implies that $F_p N$ is decomposed with respect to the decomposition $N = \bigoplus_{\beta \in \mathbb{Q}} N^\beta$. □
Proof of Proposition 2.12. We consider a monodromic pure Hodge module $M := (M,F,F,M,K)$ on $X \times \mathbb{C}$ (without any other condition). Since a pure Hodge module is a direct sum of some Hodge modules with strict supports, we may assume that $M$ has strict support. Then, since $M$ is monodromic, the strict support of $M$ is of the form that $Z \times \{0\}$ or $Z \times \mathbb{C}$ for some irreducible closed subvariety $Z \subset X$. In the former case, $M$ satisfies $\mathcal{H}$, and hence the assertion has been proved in Corollary 2.11. So, we assume that the support of $M$ is $Z \times \mathbb{C}$. By Proposition 1.13 there is a smooth open (in $Z$) subvariety $Z' \subset Z$ of such that $M|_{Z' \times \mathbb{C}}$ is an integrable connection. By Corollary 2.11 we have

$$F_\bullet M|_{Z' \times \mathbb{C}} = \bigoplus_{\beta \in \mathbb{Q}} F_\bullet M^\beta|_{Z' \times \mathbb{C}}.$$  

(16)

Take a (local) regular function $g$ such that $Z \setminus Z \cap g^{-1}(0) = Z'$. Set $X' := X \setminus g^{-1}(0)$. We denote by $i: Z' \times \mathbb{C} \to X' \times \mathbb{C}$ the closed embedding of $Z' \times \mathbb{C}$ to $X' \times \mathbb{C}$. Note that we have $M|_{X' \times \mathbb{C}} = i_* (M|_{Z' \times \mathbb{C}})$ as a Hodge module. By 1.10 and Lemma 2.13 the Hodge filtration of $M|_{X' \times \mathbb{C}}$ is decomposed, i.e. we have

$$F_p M|_{X' \times \mathbb{C}} = \bigoplus_{\beta \in \mathbb{Q}} F_p M^\beta|_{X' \times \mathbb{C}}.$$  

(17)

We will extend it to the equality on $X \times \mathbb{C}$. Let $i_g$ (resp. $i_{\bar{g}}$) be the graph embedding $X \hookrightarrow X \times \mathbb{C}$, $(x \mapsto (x, g(x)))$ (resp. $X \times \mathbb{C}_y \hookrightarrow X \times \mathbb{C}_x \times \mathbb{C}_t$, $(x, t) \mapsto (x, g(x), t)$), where we denote by $s$ the coordinate of the first $\mathbb{C}$ in $X \times \mathbb{C} \times \mathbb{C}$. We consider the pushforward $(i_g)_* M$ of $M$ by $i_g$ (as a Hodge module), whose underlying $D$-module is $i_g(i_g)_* M = (\tilde{i}_g)_* M|_{\mathcal{D}_X}$. By Lemma 2.13 $(\tilde{i}_g)_* M$ is a monodromic pure Hodge module on $(X \times \mathbb{C}_x) \times \mathbb{C}_t$ and we have (as $D_{X \times \mathbb{C}_x}$-modules)

$$(\omega(\tilde{i}_g)_* M)^\beta = \omega(i_g)_* (M^\beta),$$

i.e. we can describe $\omega(\tilde{i}_g)_* M$ as

$$\omega(\tilde{i}_g)_* M = \bigoplus_{\beta \in \mathbb{Q}} \omega(i_g)_* (M^\beta).$$  

(18)

Recall that we have

$$F_p (\omega(\tilde{i}_g)_* M) = \sum_{q+t = p} \omega(i_g)_* F_q M \otimes \partial_s^t \delta.$$  

Therefore, by (17), we have

$$F_p (\omega(\tilde{i}_g)_* M)|_{X \times \mathbb{C}_t} = \bigoplus_{\beta \in \mathbb{Q}} \sum_{q+t = p} (\omega(i_g)_* F_q M)^\beta|_{X \times \mathbb{C}_t} \otimes \partial_s^t \delta,$$

under the identification (18). This means that the Hodge filtration of $\omega(\tilde{i}_g)_* M$ is decomposed as

$$F_p (\omega(\tilde{i}_g)_* M)|_{X \times \mathbb{C}_t} = \bigoplus_{\beta \in \mathbb{Q}} F_p (\omega(i_g)_* M^\beta)|_{X \times \mathbb{C}_t},$$

where we set $F_p (\omega(i_g)_* M^\beta) = F_p (\omega(\tilde{i}_g)_* M) \cap (\omega(i_g)_* M^\beta)$. Since $\omega(i_g)_* M$ (resp. $\omega(i_g)_* M^\beta$) is strictly $\mathbb{R}$-specializable, we can consider the Kashiwara-Malgrange filtration $V_s^\bullet (\omega(\tilde{i}_g)_* M)$ (resp. $V_s^\bullet (\omega(i_g)_* M^\beta)$) of $\omega(\tilde{i}_g)_* M$ (resp. $\omega(i_g)_* M^\beta$) along $s = 0$. Then, we have

$$V_s^\bullet (\omega(\tilde{i}_g)_* M) = \bigoplus_{\beta \in \mathbb{Q}} V_s^\bullet (\omega(i_g)_* M^\beta).$$
We denote by $\tilde{j}$ (resp. $j$) the inclusion $X \times \mathbb{C}_s^* \times \mathbb{C}_t \hookrightarrow X \times \mathbb{C}_s \times \mathbb{C}_t$ (resp. $X \times \mathbb{C}_s^* \hookrightarrow X \times \mathbb{C}_s$). By the strict specializability, we have

$$F_pV_{s}^{-1}(\nu(t_g)_sM) = \tilde{j}_*(F_p(\nu(t_g)_sM)|_{X \times \mathbb{C}_s^* \times \mathbb{C}_t}) \cap V_{s}^{-1}(\nu(t_g)_sM).$$

Therefore, we have

$$F_pV_{s}^{-1}(\nu(t_g)_sM) = \bigoplus_{\beta \in \mathbb{Q}} j_*(F_p(\nu(t_g)_sM^\beta)|_{X \times \mathbb{C}_s^*}) \cap V_{s}^{-1}(\nu(t_g)_sM^\beta).$$

Since $\nu(t_g)_sM$ has strict support $\tilde{t}_g(Z)$, we have

$$F_p(\nu(t_g)_sM) = \sum_{q+l=p} \partial_{s}^{l}F_qV_{s}^{-1}(\nu(t_g)_sM) = \bigoplus_{\beta \in \mathbb{Q}, q+l=p} \partial_{s}^{l}(j_*(F_q(\nu(t_g)_sM^\beta)|_{X \times \mathbb{C}_s^*}) \cap V_{s}^{-1}(\nu(t_g)_sM^\beta)).$$

This means that the Hodge filtration of $\nu(t_g)_sM$ is decomposed with respect to the decomposition (18). By Lemma 2.13, we conclude that so is the Hodge filtration of $M$.

Since the section of $M^\beta|_{X \times \mathbb{C}_s}$ is killed by $t\partial_t - \beta$ by Corollary 2.11 and $M^\beta$ has strict support $Z \times \mathbb{C}$, we have $M^\beta = \text{Ker}(t\partial_t - \beta)$. This completes the proof.

\[\square\]

**Remark 2.14.** Assume that $M$ is pure of weight $w$. Then, the weight filtration of $M$ is defined as

$$W_kK = \begin{cases} K & (k \geq w) \\ 0 & (k < w). \end{cases}$$

Recall that the weight filtration of $p\psi_1K$ is the monodromy weight filtration relative to $p\psi_1W_{s+1}K$. The second assertion of Proposition 2.12 implies that the monodromy automorphism of $p\psi_1K$ is semisimple. Hence, the weight filtration of $p\psi_1K$ is just $p\psi_1W_{s+1}K$, i.e. $\psi_1M$ is pure of weight $w - 1$ (see Lemma 3.1).

### 2.3 The mixed case

Next, we consider mixed Hodge modules and show Theorem 2.2. We give a summary of the proof. First, for a smooth monodromic mixed Hodge module, we define a variation of mixed Hodge structure on $X \times \mathbb{C}^*$ so that its underlying $D$-module is the original one and the Hodge filtration is decomposed like the formula in Theorem 2.2 (Lemma 2.17). Here, to define it, we will use the result in the previous section, i.e. Proposition 2.12. Then, by the rigidity property of a graded polarizable admissible variation of mixed Hodge structure, we can see the new one is equal to the original one (Lemma 2.19). This leads to Theorem 2.2 for a monodromic mixed Hodge module satisfying the condition (9) (Lemma 2.16). Finally, we will prove Theorem 2.2 by induction on the dimension of the support and the strict specializability of a mixed Hodge module.

**Remark 2.15.** Let $(V, F_\bullet V, L, W_\bullet L)$ be an admissible graded polarizable variation of mixed Hodge structure on a smooth algebraic variety $Z$. Then, $(V, F_\bullet V, L[\dim Z], W_{\bullet - \dim Z}L[\dim Z])$ is a mixed Hodge module. If a mixed Hodge module $M = (M, F_\bullet M, K, W_\bullet K)$ on $Z$ is smooth,
i.e. $M$ is a locally free $O_Z$-module of finite rank, $(M, F_p M, H^{-\dim Z} K, W_{+, \dim Z} H^{-\dim Z} K)$ is an admissible graded polarizable variation of mixed Hodge structure. In this way, we will identify smooth mixed Hodge modules with admissible graded polarizable variations of mixed Hodge structure.

Let $M = (M, F_p M, K, W_k K)$ be a monodromic mixed Hodge module on $X \times \mathbb{C}$. We remark that a sub mixed Hodge module $W_k M = (W_k M, F_p W_k M, W_k K, W_k K \cap W_k K)$ is again monodromic and $\text{gr}_k^W M$ is also.

We will prove the following.

**Lemma 2.16.** If $M$ satisfies the condition (3), $F_p M$ is decomposed with respect to the decomposition $M = \bigoplus_{\beta \in \mathbb{Q}} M^\beta$.

For a section $m \in M^{\alpha + l}$ ($l \in \mathbb{Z}$, $\alpha \in (-1, 0] \cap \mathbb{Q}$), we set $\sigma(m) := t^{-l} m \in M^\alpha$. We thus obtain a map $\sigma: M \to \bigoplus_{\alpha \in (-1, 0] \cap \mathbb{Q}} M^\alpha$. We define a filtration $F_p^\alpha M$ on $M^\alpha$ as

$$F_p^\alpha M := \sigma(F_p M) \cap M^\alpha.$$ 

Moreover, we define a filtration $F_p^\alpha M|_{X \times \mathbb{C}^*}$ on $M|_{X \times \mathbb{C}^*} = \bigoplus_{\alpha \in (-1, 0] \cap \mathbb{Q}} M^\alpha \otimes \mathbb{C}[t^\pm]$ as

$$F_p^\alpha M|_{X \times \mathbb{C}^*} := \bigoplus_{k \in \mathbb{Z}} \bigoplus_{\alpha \in (-1, 0] \cap \mathbb{Q}} t^k F_p^\alpha M^\alpha.$$ 

**Lemma 2.17.** In this setting, the tuple

$$(M|_{X \times \mathbb{C}^*}, F_p^\alpha M|_{X \times \mathbb{C}^*}, H^{-\dim X} K|_{X \times \mathbb{C}^*}, W_{+, \dim X} H^{-\dim X} K|_{X \times \mathbb{C}^*})$$

defines a graded polarizable admissible variation of mixed Hodge structure on $X \times \mathbb{C}^*$.

To show it, since $(M|_{X \times \mathbb{C}^*}, F_p^\alpha M|_{X \times \mathbb{C}^*}, H^{-\dim X} K|_{X \times \mathbb{C}^*}, W_{+, \dim X} H^{-\dim X} K|_{X \times \mathbb{C}^*})$ is a graded polarizable admissible variation of mixed Hodge structure on $X \times \mathbb{C}^*$, it suffices to show

$$F_p \text{gr}_k^W M|_{X \times \mathbb{C}^*} = F_p^\alpha \text{gr}_k^W M|_{X \times \mathbb{C}^*}.$$  \hspace{1cm} (19)

Since $\text{gr}_k^W M$ is a monodromic pure Hodge module on $X \times \mathbb{C}$, by Proposition 2.12 the filtration $F_p \text{gr}_k^W M$ is decomposed as

$$F_p \text{gr}_k^W M = \bigoplus_{\beta \in \mathbb{Q}} F_p \text{gr}_k^W M \cap \text{gr}_k^W M^\beta.$$ 

Therefore, to show (19), it suffices to show

$$F_p \text{gr}_k^W M|_{X \times \mathbb{C}^*} \cap \bigoplus_{\alpha \in (-1, 0] \cap \mathbb{Q}} \text{gr}_k^W M^\alpha = F_p^\alpha \text{gr}_k^W M|_{X \times \mathbb{C}^*} \cap \bigoplus_{\alpha \in (-1, 0] \cap \mathbb{Q}} \text{gr}_k^W M^\alpha,$$  \hspace{1cm} (20)

in $\bigoplus_{\alpha \in (-1, 0] \cap \mathbb{Q}} \text{gr}_k^W M^\alpha$.

**Lemma 2.18.** In the setting of Lemma 2.16, for $x \in F_p M$, if $\sigma(x) \in W_k M$, there exists $y \in F_p M \cap W_k M$ such that $[\sigma(x)] = [\sigma(y)]$ in $\bigoplus_{\alpha \in (-1, 0] \cap \mathbb{Q}} \text{gr}_k^W M^\alpha$ and any $\beta(\in \mathbb{Q} \setminus (-1, 0])$-component of $y$ is in $W_{k-1} M$.
Proof. Let \( x \) be a section in \( F_pM \) such that \( \sigma(x) \in W_kM \). We may assume that \( x \) is in \( V_t^{-1}M \) since we have \( \sigma(t^lx) = \sigma(x) \) for any \( l \in \mathbb{Z} \). Assume that \( x \) is in \( W_kM \) for some \( k' \geq k \). Let \( x = \sum_{\beta > -1} x^\beta \) \((x^\beta \in M^\beta)\) be the decomposition. Since any component of any element in \( F_p\text{gr}_k^WM \) is also in \( F_p\text{gr}_k^WM \) by Proposition 2.12, there exists \( y_\beta \in F_pM \cap W_kM \) such that \( x^\beta - y_\beta \in W_{k'-1}M \) (we remark that \( y_\beta \) may not be in \( M^\beta \) in general). We take a positive integer \( l \) such that \( \beta = \alpha + l \) for some \( \alpha \in (-1,0] \cap \mathbb{Q} \). Note that \( [y_\beta](\in \text{gr}_k^WM) \) is in \( V_t^{-1}\text{gr}_k^WM \). Then, by the strict specializability, there exist \( y_\beta' \in F_pM \cap W_kM \) such that \([t^ly_\beta'] = [y_\beta]\) in \( \text{gr}_k^WM \). We set \( y := \sum_\beta y_\beta \) and \( y' := \sum_\beta y_\beta' \). Then, \( x - y \) is in \( F_pM \cap W_{k'-1}M \). Hence, \( y \) is in \( W_{k'-1}M \) and \( \gamma \) is in \( W_{k'-1}M \). Therefore, any \( \gamma(\notin (-1,0]) \)-component of \( y \) is in \( W_{k'-1}M \). Then, if \( k' = k \), we obtain the desired assertion since we have \( \sigma(x) = [\sigma(y')] \) in \( \text{gr}_k^WM \). If \( k' > k \), we have \( \sigma(x) \in W_kM \cap W_{k'-1}M \) and hence \( \sigma(y)' = \sigma(y) = \sigma(x) - \sigma(z) \) is in \( W_{k'-1}M \). Therefore, since any \( \beta(\in \mathbb{Q} \setminus (-1,0]) \)-component of \( y \) is in \( W_{k'-1}M \), each \( \beta(\in (-1,0]) \)-component of \( y' \) is also in \( W_{k'-1}M \). Hence, \( y' \) is in \( W_{k'-1}M \) and in particular \( y' + z \) is in \( W_{k'-1}M \) such that \( \sigma(y' + z) = \sigma(x) \). Thus, we can use induction on \( k' \) and we get the desired assertion.

\( \square \)

Proof of Lemma 2.17. We first consider a section \([x]\) in the left hand side of (20), where \( x \) is a section of \( F_pM \cap W_kM|_{X \times \mathbb{C}^*} \). Let \( x = \sum_\beta x^\beta \) be its decomposition with respect to the decomposition \( M|_{X \times \mathbb{C}^*} = \bigoplus_{\beta \in \mathbb{Q}} (M|_{X \times \mathbb{C}^*})^\beta (= \bigoplus_{\alpha \in (-1,0] \cap \mathbb{Q}} M^\alpha \otimes \mathbb{C}[t^\pm]) \). Since \([x]\) is in \( \bigoplus_{\alpha \in (-1,0] \cap \mathbb{Q}} \text{gr}_k^WM^\alpha \), the section \( x^\beta \) is in \( W_{k-1}M|_{X \times \mathbb{C}^*} \) for any \( \beta \in \mathbb{Q} \setminus (-1,0] \). Since we have \( (M|_{X \times \mathbb{C}^*})^\beta = M^\beta \) for \( \beta > -1 \), \( t^lx \) is in \( F_pM \cap W_kM \) (not only in \( F_pM \cap W_kM|_{X \times \mathbb{C}^*} \)) for a sufficiently large integer \( l \geq 0 \). Note that \( t^lx^\beta \) is in \( W_{k-1}M \) for \( \beta \in \mathbb{Q} \setminus (-1,0] \). Therefore, by the definition of \( \sigma \), we have \( \{\sigma(t^lx)\} = [x^\beta] = [x] \) in \( \text{gr}_k^WM \). Hence, \( [x] \) is in the right hand side of (20).

Next, we consider a section \([x]\) of the right hand side of (20), where \( x \) is a section of \( F_pM \cap W_kM|_{X \times \mathbb{C}^*} \). By the definition of \( F_pM \), there are sections \( x_1, \ldots, x_j \in F_pM \) and integers \( l_1, \ldots, l_j \in \mathbb{Z} \) such that \( \sigma(x_i) \in M^{\alpha_i} \) for some \( \alpha_i \in (-1,0] \cap \mathbb{Q} \) and \( x = \sum_{i=1}^j t^{l_i} \sigma(x_i) \). Since \([x]\) is in \( \bigoplus_{\alpha \in (-1,0] \cap \mathbb{Q}} \text{gr}_k^WM^\alpha \), by putting \( y = \sum_{i=0}^j x_i \) we have \([x] = [\sigma(y)] \) in \( \bigoplus_{\alpha \in (-1,0] \cap \mathbb{Q}} \text{gr}_k^WM^\alpha \). Note that \( y \) is in \( F_pM \) and \( \sigma(y) \) is in \( W_kM \) (the problem is that we do not know if \( y \) is in \( W_kM \) or not). Then, by Lemma 2.18 there exists \( z \in F_pM \cap W_kM \) such that \( \{\sigma(y)\} = [\sigma(z)] \) in \( \bigoplus_{\alpha \in (-1,0] \cap \mathbb{Q}} \text{gr}_k^WM^\alpha \) and any \( \beta(\in \mathbb{Q} \setminus (-1,0]) \)-component of \( z \) is in \( W_{k-1}M \). By using the latter property of \( z \), we have \([\sigma(z)] = [z] \) in \( \text{gr}_k^WM \) and hence \([x] = [z] \). Therefore, \([x]\) is in the left hand side of (20).

Lemma 2.19. In the setting of 2.16, we have

\[ F_pM|_{X \times \mathbb{C}^*} = F_p^tM|_{X \times \mathbb{C}^*} \]

Proof. We can express the restriction of \( M \) to \( X \times \{1\} \) as

\[ M|_{X \times \{1\}} = V_t^{-1}M/(t - 1)V_t^{-1}M \approx \bigoplus_{\alpha \in (-1,0] \cap \mathbb{Q}} M^\alpha \].
Under this identification, by the definition of $F_p^\alpha M$ we have

$$F_p M|_{X \times \{1\}} = \bigoplus_{\alpha \in (-1,0) \cap \mathbb{Q}} F_p^\alpha M.$$

Hence, we have

$$F_p M|_{X \times \{1\}} = F_p' M|_{X \times \{1\}}.$$

By the rigidity property of a graded polarizable admissible variation of mixed Hodge structure (see Proposition 7.12 on p.124 of [3]), we conclude that two variations:

$$(M, F_\bullet M, H^{-\dim X-1} K, W_{\bullet+\dim X+1} H^{-\dim X-1} K)|_{X \times \mathbb{C}^*},$$

$$(M|_{X \times \mathbb{C}^*}, F_\bullet' M|_{X \times \mathbb{C}^*}, H^{-\dim X-1} K|_{X \times \mathbb{C}^*}, W_{\bullet+\dim X+1} H^{-\dim X-1} K|_{X \times \mathbb{C}^*})$$

are the same. In particular, the Hodge filtrations $F_\bullet M|_{X \times \mathbb{C}^*}$ and $F_\bullet' M|_{X \times \mathbb{C}^*}$ are the same. □

**Proof of Lemma 2.16.** Let $j : X \times \mathbb{C}^* \hookrightarrow X \times \mathbb{C}$ be the inclusion. By the strict specializability, we have

$$F_p V_t^{-1} M = j_* (F_p M|_{X \times \mathbb{C}^*}) \cap V_t^{-1} M.$$

Therefore, by Lemma 2.19 $F_p V_t^{-1} M$ is decomposed with respect to the decomposition $V_t^{-1} M = \bigoplus_{\beta \geq -1} M$ and hence so are $F_p M|_{X \times \mathbb{C}^*}$ and $F_p M|_{X \times \mathbb{C}^*}$ are the same. □

**Proof of Theorem 2.2.** Let $M = (M, F_\bullet M, K, W_\bullet K)$ be a monodromic mixed Hodge module on $X \times \mathbb{C}$ (without any other assumption). Since $M$ is monodromic, the support of $M|_{X \times \mathbb{C}^*}$ is of the form: $\text{supp}(M|_{X \times \mathbb{C}^*}) = Z \times \mathbb{C}^*$ for some closed subvariety $Z$ of $X$. We use induction on the dimension of $Z$.

**Step 1.** Assume that $\dim Z = 0$. Then, $F_\bullet M|_{Z \times \mathbb{C}^*}$ are decomposed with respect to the decomposition of $M$ by Lemma 2.16 and hence so are $F_\bullet M|_{X \times \mathbb{C}^*}$. We can show that $F_\bullet M$ are decomposed in the same way as in the proof of Corollary 2.11.

**Step 2.** For a fixed positive integer $l \in \mathbb{Z}_{>1}$, assume that Theorem 2.2 holds if $\dim(Z)$ is less than $l$. We take a smooth open subvariety $Z' \subset Z$ of $Z$ such that $\text{Ch}(M|_{Z' \times \mathbb{C}^*})$ is contained in $T^*_Z \times \mathbb{C}^*$. Let $g$ be a (local) regular function on $X$ which defines $Z \setminus Z'$. Set $X' := X \setminus g^{-1}(0)$. By Lemma 2.16, $F_\bullet M|_{Z' \times \mathbb{C}^*}$ are decomposed with respect to the decomposition $M|_{Z' \times \mathbb{C}^*} = \bigoplus_{\beta \in \mathbb{Q}} M_{Z'}^{\beta}$ and hence so are $F_\bullet M|_{X' \times \mathbb{C}^*}$. We denote by $\iota_g$ (resp. $\iota_g^-$) a graph embedding $X \hookrightarrow X \times \mathbb{C}_s (x \mapsto (x, g(x)))$ (resp. $X \times \mathbb{C}_t \hookrightarrow X \times \mathbb{C}_s \times \mathbb{C}_t ((x, t) \mapsto (x, g(x), t)))$ of $g$, where we denote by $s$ the coordinate of the first $\mathbb{C}$ of $X \times \mathbb{C}_s \times \mathbb{C}_t$. We set $N := \iota_g^* M$ and $N^\beta := \iota_g^* M^{\beta}$. We denote by $V^*_N$ (resp. $V^*_N N^\beta$) the Kashiwara-Malgrange filtration of $N$ (resp. $N^\beta$) along $s = 0$. Note that we have

$$V^*_N = \bigoplus_{\beta \in \mathbb{Q}} V^*_N N^\beta. \quad (21)$$

Since $F_\bullet M|_{X' \times \mathbb{C}^*}$ are decomposed, $F_\bullet N|_{X' \times \mathbb{C}_s \times \mathbb{C}_t}$ are also decomposed with respect to the decomposition $N = \bigoplus_{\beta \in \mathbb{Q}} N^\beta$ by Lemma 2.13.
Step 3. Let $j$ be the open embedding $X \times \mathbb{C}_s^* \times \mathbb{C}_t \hookrightarrow X \times \mathbb{C}_s \times \mathbb{C}_t$. By the strict specializability, we have

$$F_*V_s^{-1}N = F_*N \cap V_s^{-1}N = j_*(F_*|_{X \times \mathbb{C}_s^* \times \mathbb{C}_t}) \cap V_s^{-1}N.$$ 

Therefore, by Step 2, $F_*V_s^{-1}N$ are decomposed with respect to the decomposition (21).

Step 4. We will show that $F_*V_s^{\geq 1}N$ is decomposed (completed in Step 7). Take a section $x \in F_*V_s^{\geq 1}N$. Let $x = \sum_\beta x^\beta (x^\beta \in N^\beta)$ be the decomposition of $x$. Then, since $sx$ is in $F_*V_s^{\geq 1}N$, all the components $sx^\beta (\beta \in \mathbb{Q})$ of $sx$ are also in $F_*N$ by Step 3.

Step 5. Consider the vanishing cycle $\phi_{s,1}N$ of $N$ along $s = 0$. Then, we have

$$\phi_{s,1}N(= \text{gr}_{\phi_{s,1}N}) = \bigoplus_{\beta \in \mathbb{Q}} \text{gr}_{\phi_{s,1}N}^1 N^\beta.$$  

Therefore, $\phi_{s,1}N$ is also a monodromic mixed Hodge module. Note that the support of $\phi_{s,1}N|_{X \times \mathbb{C}_s \times \mathbb{C}_t}$ is contained in $(Z \setminus Z') \times \{0\} \times \mathbb{C}_t$. Therefore, by the inductive assumption (in Step 2), the Hodge filtration of $\phi_{s,1}N$ is decomposed with respect to the decomposition (22).

Step 6. By Step 5, all the components $[x^\beta](\in \text{gr}_{\phi_{s,1}N}^1 N^\beta)$ of $[x] \in \phi_{s,1}N$ are in $F_*\phi_{s,1}N$. This implies that there exists $z_\beta \in F_*V_s^{\geq 1}N$ (remark that $z_\beta$ may not be in $N^\beta$) such that $[x^\beta] = [z_\beta]$ in $\phi_{s,1}N$, i.e.

$$x^\beta - z_\beta \in V_s^{>1}N.$$ 

Let $z_\beta = \sum_{\gamma \in \mathbb{Q}} z^\gamma_\beta (z^\gamma_\beta \in N^\gamma)$ be the decomposition of $z_\beta$. Then, by (23), we have $z^\gamma_\beta \in V_s^{>1}N$ for any $\gamma \neq \beta$. On the other hand, since $sx^\beta$ is in $F_*N$ by Step 4, $sx^\beta - sz_\beta$ is in $F_*V_s^{>1}N$. By Step 3, all the components of $sx^\beta - sz_\beta$ are in $F_*N$. Therefore, $sz^\gamma_\beta$ is in $F_*N$ for any $\gamma \neq \beta$. Since $z^\gamma_\beta$ is in $V_s^{>1}N$ and $sz^\gamma_\beta$ is in $F_*N$ for $\gamma \neq \beta$, $z^\gamma_\beta$ is also in $F_*N$ by the strict specializability. Hence, $z^\beta_\beta = z_\beta - \sum_{\gamma \neq \beta} z^\gamma_\beta$ is also in $F_*N$.

Step 7. Note that $x - \sum z_\beta$ is in $F_*V_s^{>1}N$ and hence all the components of it is also in $F_*N$ by Step 3. Therefore, by Step 6, all the components of $x$ is also in $F_*N$. This means that $F_*V_s^{>1}N$ is decomposed with respect to the decomposition (21).

Step 8. Since we have $F_*N = \sum_{t \geq 0} \partial_t F_{p-t}V_s^{>1}N$ by the strict specializability and $F_{p-t}V_s^{>1}N$ are decomposed by the previous step, we conclude that $F_*N$ is decomposed. By Lemma 2.13, so is $F_pM$. This completes the proof.

3 A construction of monodromic mixed Hodge modules

3.1 Some properties of monodromic mixed Hodge modules

In the previous section, we saw that the Hodge filtration of a monodromic mixed Hodge module is decomposed. As we saw in Remark 2.5, the data of the Hodge filtration of $M$ is the same as the data of the Hodge filtrations of the nearby and vanishing cycles, i.e. $F_\alpha M^\alpha (\alpha \in [-1,0] \cap \mathbb{Q})$. Based on this observation, we will construct a monodromic mixed Hodge module on $X \times \mathbb{C}_t$ from a mixed Hodge module on $X$ with a “gluing data”. As a preparation, we show some properties of the nearby and vanishing cycles of a monodromic mixed Hodge module in this subsection.
Let us recall the nearby and vanishing cycle functors (we have already explained them briefly in Remark 2.25). Let $M = (M, F_\bullet M, K, W_\bullet K)$ be a monodromic mixed Hodge module on $X \times \mathbb{C}_t$. Then, $\text{gr}_W^i M(= (\text{gr}_W^i K, F_\bullet \text{gr}_W^i M, \text{gr}_W^i K))$ be a monodromic pure Hodge module of weight $k$. By Corollary 2.11 for any $\beta \in \mathbb{Q}$, $(\text{gr}_W^1 M)^\beta = \text{gr}_W^1 M^\beta$ is killed by $t\partial_t - \beta$, where we set $W_k M^\beta = W_k M \cap M^\beta$. Consider the nearby (resp. unipotent vanishing) cycle $\psi_t(M)$ (resp. $\phi_{t,1}(M)$) of $M$. Recall that we have $\psi_t(M) = \bigoplus_{\alpha \in (-1,0] \cap \mathbb{Q}} \text{gr}_V^\alpha M(= \bigoplus_{\alpha \in (-1,0] \cap \mathbb{Q}} M^\alpha)$ and $\phi_{t,1}(M) = \text{gr}_V^{-1} M (= M^{-1})$. For $p \in \mathbb{Z}$ and $\alpha \in (-1,0] \cap \mathbb{Q}$, we set

$$F_p \psi_t(M) := \bigoplus_{\alpha \in (-1,0]} F_p \text{gr}_V^\alpha M, \quad \text{and}$$

$$F_p \phi_{t,1}(M) := F_{p+1} \text{gr}_V^{-1} M.$$

We remark that $F_p \psi_t(M)$ is not $F_p M \cap V_t^{-1} M/F_p M \cap V_t^{>0} M$ in general. $\frac{-1}{2\pi \sqrt{-1}}$ times the logarithm of the unipotent part of the monodromy automorphism $\exp(-2\pi \sqrt{-1} t\partial_t)$ of $\psi_t(M)$ or $\phi_{t,1}(M)$ is denoted by $N$. Then, the nilpotent morphism $N$ is $t\partial_t - \alpha$ (resp. $t\partial_t + 1$) on $\psi_t(M) = M^\alpha$ (resp. $\phi_{t,1}(M) = M^{-1}$) (see Corollary 1.17). Moreover, $N$ defines a morphism in the category of mixed Hodge modules:

$$\psi_t(M) \to \psi_t(M)(-1), \quad \text{and}$$

$$\phi_{t,1}(M) \to \phi_{t,1}(M)(-1).$$

We define a filtration $L_* \psi_t(M)$ (resp. $L_* \phi_{t,1}(M)$) of $\psi_t(M)$ (resp. $\phi_{t,1}(M)$) by

$$L_k \psi_t(M) := \psi_t(W_{k+1} M)$$

(resp. $L_k \phi_{t,1}(M) := \phi_{t,1}(W_k M)$),

for $k \in \mathbb{Z}$. Then, there exists the monodromy filtration $W_* \psi_t(M)$ of $N$ relative to $L_* \psi_t(M)$, and the monodromy filtration $W_* \phi_{t,1}(M)$ of $N$ relative to $L_* \phi_{t,1}(M)$ (this is one of the conditions for $M$ to be a mixed Hodge module). Recall that the monodromy filtration $W_* A$ of $N$ relative to $L_* A (A = \psi_t(M)$ or $\phi_{t,1}(M))$ is characterized by the two properties:

(i) $N(W_k A)$ is contained in $W_{k-2} A$ for $k \in \mathbb{Z}$.

(ii) $N^l : \text{gr}_{k+l} W_k A \to \text{gr}_{k} W_l A$ is isomorphism for $k \in \mathbb{Z}$ and $l \in \mathbb{Z}_{>0}$.

Correspondingly, we can also define a filtration $L_* p^p \psi_t(K)$ (resp. $L_* p^p \phi_{t,1}(K)$) and the relative monodromy filtration $W_* \psi_t(K)$ (resp. $W_* p^p \phi_{t,1}(K)$) of $N$. Then, the 4-tuples

$$(\psi_t(M), F_* \psi_t(M), p^p \psi_t(K), W_* p \psi_t(K)) \quad \text{and}$$

$$(\phi_{t,1}(M), F_* \phi_{t,1}(M), p^p \phi_{t,1}(K), W_* p^p \phi_{t,1}(K))
$$

define mixed Hodge modules. Note that this is also one of the conditions for $(M, F_\bullet M, K, W_\bullet K)$ to be a mixed Hodge module.

**Lemma 3.1.** For a monodromic mixed Hodge module $(M, F_\bullet M, K, W_\bullet K)$ on $X \times \mathbb{C}_t$, for $k \in \mathbb{Z}$ we have

$$W_k \psi_t(M) = L_k \psi_t(M) = \psi_t(W_{k+1} M), \quad \text{and}$$

$$W_k \phi_{t,1}(M) = L_k \phi_{t,1}(M) = \phi_{t,1}(W_k M).$$
Similarly to them, we have
\[ W_k^p \psi_t(K) = L_k^p \psi_t(K) = p^\psi_t(W_{k+1}K), \quad \text{and} \]
\[ W_k^p \phi_{t,1}(K) = L_k^p \phi_{t,1}(K) = p^\phi_{t,1}(W_kK). \]

**Proof.** Since the problem is local, we may assume that \( X \) is affine. Then, we have
\[ L_k^\psi_t(M) = \bigoplus_{\alpha \in (-1, 0]} W_{k+1}^\alpha M^\alpha, \quad \text{and} \]
\[ L_k^\phi_t(M) = W_k M^{-1}. \]
Moreover, we have
\[ \text{gr}^L_k^\psi_t(M) = \bigoplus_{\alpha \in (-1, 0]} \text{gr}^W_{k+1} M^\alpha, \quad \text{and} \]
\[ \text{gr}^L_k^\phi_t(M) = \text{gr}^W_k M^{-1}. \]
By the definition of the monodromy filtration, for \( l \geq 0 \) and \( k \in \mathbb{Z} \) we have the isomorphism
\[ \text{gr}^N_t W_k^l \psi_t(M) \rightarrow \text{gr}^W_{k-l} \text{gr}^L_k \psi_t(M). \]
Note that by Corollary 2.11 and \( 26 \), \( N \) is zero on \( \text{gr}^L_k^\psi_t(M) \). Therefore, if \( l > 0 \), the isomorphism \( 26 \) is zero. Hence,
\[ \text{gr}^W_s \text{gr}^L_k^\psi_t(M) = 0, \]
for \( s \neq k \). Therefore, we have
\[ W_k^\psi_t(M) = L_k^\psi_t(M). \]
By the same argument, we also have
\[ W_k^\phi_{t,1}(M) = L_k^\phi_{t,1}(M). \]
In the exactly same way, we can also show the assertion for the perverse sheaves \( p^\psi_t(K) \) and \( p^\phi_t(K) \).

**Corollary 3.2.** In the situation of Lemma 3.1, for \( \alpha \in [-1, 0] \) and \( k \in \mathbb{Z} \) we have
\[ (t \partial_t - \alpha)(W_k M^\alpha) \subset W_{k-2} M^\alpha. \]
**Proof.** By the definition of the relative monodromy filtration, we have
\[ N(W_k^\psi_t(M)) \subset W_{k-2}^\psi_t(M), \quad \text{and} \]
\[ N(W_k^\phi_{t,1}(M)) \subset W_{k-2}^\phi_{t,1}(M). \]
Hence, the assertion follows from Lemma 3.1.

**Corollary 3.3.** In the situation of Lemma 3.1, for \( \alpha \in (-1, 0] \) the nearby cycle (resp. unipotent vanishing cycle) of \( M = (M, F^\bullet M, K, W^\bullet K) \) is the tuple
\[ (\bigoplus_{\alpha \in [-1, 0]} M^\alpha, \bigoplus_{\alpha \in (-1, 0]} F^\bullet M^\alpha, p^\psi_t(K), p^\psi_t(W_{\bullet+1}K)) \]
(resp. \( (M^{-1}, F_{\bullet+1} M^{-1}, p^\phi_{t,1}(K), p^\phi_{t,1}(W_{\bullet}K)) \)).
Finally, we observe a smooth monodromic mixed Hodge module, i.e. the monodromic mixed Hodge module whose underlying $D$-module is locally free on $X \times \mathbb{C}^*$. Note that this condition is equivalent to all $M^\alpha$ ($\alpha \in (-1,0]$) being locally free $O_X$-module by Proposition [1,14]. Under this assumption, as $D$-modules (resp. perverse sheaves), the nearby cycle $\psi_t(M)$ (resp. $p^*_tK$) and the restriction of $M$ (resp. $K$) to $X \times \{1\}$ are isomorphic. In this case, these are isomorphic in the category of mixed Hodge modules as follows.

**Corollary 3.4.** We assume that $M|_{X \times \mathbb{C}^*}$ is locally free $O_{X \times \mathbb{C}^*}$-module. Then, the restriction of $M|_{X \times \mathbb{C}^*}$ to $X \times \{1\}$ (as a mixed Hodge module) is isomorphic to the nearby cycle $\psi_t(M)$

**Proof.** Let $i: X \times \{1\} \hookrightarrow X \times \mathbb{C}^*$ be the inclusion. Since $M|_{X \times \mathbb{C}^*}$ is locally free $O_{X \times \mathbb{C}^*}$-module, the pullback of $M|_{X \times \mathbb{C}^*}$ by $i$ as a mixed Hodge module is isomorphic to the nearby cycle $\psi_{t-1}(M|_{X \times \mathbb{C}^*})$ of it along $t=1$. By the definition, $\psi_{t-1}(M|_{X \times \mathbb{C}^*})$ is equal to

$$(M/(t-1)M, F_\bullet M/(t-1)F_\bullet M, i^{-1}K, i^{-1}W_{s+1}K).$$

This is isomorphic to the nearby cycle $\psi_t(M)$ by Corollary [3.3].

### 3.2 The equivalence of categories

We state the main result of this section. We consider a tuple

$$((\mathcal{M}_{(-1,0]}, T_s, N), \mathcal{M}_{-1}, c, v),$$

where $\mathcal{M}_{(-1,0]} = (M_{(-1,0]}, F_\bullet M_{(-1,0]}, K_{(-1,0]}, W_\bullet K_{(-1,0]})$ and $\mathcal{M}_{-1}$ are graded polarizable mixed Hodge modules on $X$ and $T_s: \mathcal{M}_{(-1,0]} \to \mathcal{M}_{(-1,0]}$, $N: \mathcal{M}_{(-1,0]} \to \mathcal{M}_{(-1,0]}(-1)$, $c: \mathcal{M}_{0}: = \ker(T_s - 1) \subseteq \mathcal{M}_{(-1,0]} \to \mathcal{M}_{-1}$ and $v: \mathcal{M}_{-1} \to \mathcal{M}_{0}(-1)$ are morphisms between mixed Hodge modules. Let $((\mathcal{M}_1, T'_s, N'), \mathcal{M}_0', c', v')$ be another tuple. The morphism between them is a pair $(\varphi_{(-1,0]}, \varphi_{-1})$ of morphisms $\varphi_{(-1,0]}: \mathcal{M}_{(-1,0]} \to \mathcal{M}_1$ and $\varphi_{-1}: \mathcal{M}_{-1} \to \mathcal{M}_0'$ which are compatible with the morphisms $T_s, T'_s, N, N', c, c', v$ and $v'$. For a tuple $((\mathcal{M}_{(-1,0]}, T_s, N), \mathcal{M}_{-1}, c, v)$, we consider the following three conditions:

($\ast$-i) $T_s$ commutes with $N$.

($\ast$-ii) The $D$-module $M_{(-1,0]}$ is decomposed as

$$M_{(-1,0]} = \bigoplus_{\alpha \in (-1,0] \cap \mathbb{Q}} M_{\alpha},$$

where $M_{\alpha} := \ker(T_s - e(\alpha)) \subseteq M$ ($e(\alpha) = \exp(-2\pi \sqrt{-1} \alpha)$).

($\ast$-iii) $vc: \mathcal{M}_{0} \to \mathcal{M}_{0}(-1)$ is (the restriction of) $-N$.

We denote by $\mathcal{F}(X)$ the category of tuples $((\mathcal{M}_{(-1,0]}, T_s, N), \mathcal{M}_{-1}, c, v)$ with the conditions ($\ast$-i), ($\ast$-ii) and ($\ast$-iii). Let $\text{MHM}_{\text{mon}}(X \times \mathbb{C})$ be the category of monodromic graded polarizable mixed Hodge modules on $X \times \mathbb{C}$. For an object $\mathcal{M} \in \text{MHM}_{\text{mon}}(X \times \mathbb{C})$, we get a tuple

$$((\psi_t \mathcal{M}, T_s, N), \phi_{t,1} \mathcal{M}, \text{can, var}),$$
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where $T_s$ (resp. $N$) is the semisimple part (resp. $\frac{-1}{2\pi \sqrt{-1}}$ times the logarithm of the unipotent part) of the monodromy automorphism of the nearby cycle functor and can and var is the can morphism $\psi_{t,1}M \rightarrow \phi_{t,1}M$ and the var morphism $\phi_{t,1}M \rightarrow \psi_{t,1}M(-1)$. Then, $((\psi_tM, T_s, N), \phi_{t,1}M, \text{can}, \text{var})$ is an object in $\mathcal{G}(X)$. In this way, we obtain a functor

$$F : \text{MHM}^p_{\text{mon}}(X \times \mathbb{C}) \rightarrow \mathcal{G}(X).$$

The following theorem is our second main result.

**Theorem 3.5.** There is a quasi-inverse functor $G : \mathcal{G}(X) \rightarrow \text{MHM}^p_{\text{mon}}(X \times \mathbb{C})$ of $F$, i.e. $F$ and $G$ induce an equivalence of categories:

$$\text{MHM}^p_{\text{mon}}(X \times \mathbb{C}) \cong \mathcal{G}(X).$$

We will construct the functor $G$ and prove this theorem in Subsection 3.6.

### 3.3 The $D_{C^\ast}$-modules $S_{m,1}$, $S_{1,\lambda}$ and $L_r$

To construct a monodromic mixed Hodge module on $X \times \mathbb{C}$ from an object $((M_{(-1,0)}, T_s, N), M_{-1}, c, v) \in \mathcal{G}(X)$ and define the functor $G$, we take the following way. First, we define monodromic $D$-modules $S_{m,1}$, $S_{1,\lambda}$ and $L_r$ for $m, r \in \mathbb{Z}_{\geq 1}$ and $\lambda \in \mathbb{C}$ on $\mathbb{C}^\ast$ (in this subsection). The monodromy action of the underlying local system of $S_{m,1}$ (resp. $S_{1,\lambda}$) is semisimple, and its eigenvalues are the $m$-th roots of unity (resp. $\lambda$). The one of $L_r$ is unipotent, and its Jordan normal form is a single Jordan cell of eigenvalue $1$ with size $r$. Next, we define monodromic mixed Hodge modules $\tilde{S}^H_{m,1}[1]$ and $\tilde{L}^H_r[1]$ whose underlying $D$-modules are $S_{m,1}$ and $L_r$ (in Subsection 3.4). Then, we define the mixed Hodge module $\tilde{M}_{(-1,0)}$ on $X \times \mathbb{C}^\ast$ as a quotient of a mixed Hodge module $M \boxtimes (\tilde{S}^H_{m,1} \otimes \tilde{L}^H_r)[1]$ on $X \times \mathbb{C}^\ast$ for some $m, r \in \mathbb{Z}_{\geq 1}$ (in Subsection 3.5). Finally, by gluing the tuple $((M_{(-1,0)}, M_{-1}, c, v))$, we will get the desired mixed Hodge module $\tilde{M}_{(-1,0)}$ on $X \times \mathbb{C}$ (in Subsection 3.6), and define the functor $G$ so that $G(((M_{(-1,0)}, T_s, N), M_{-1}, c, v)) = \tilde{M}_{(-1,0)}$.

In this subsection, we introduce a $D$-modules $S_{m,1}$, $S_{1,\lambda}$ and $L_r$. For $m \in \mathbb{Z}_{\geq 1}$, $\mathbb{K} = \mathbb{C}$ or $\mathbb{Q}$ and $\lambda \in \mathbb{C}$, let $V_{m,1}^{s_{\mathbb{K}}} \ (\text{resp. } V_{1,\lambda}^{s_{\mathbb{C}}})$ be the $\mathbb{K}$-vector space of dimension $m$ with the automorphism $T$ whose eigenvalues are $\{\mu \in \mathbb{C} | \mu^m = 1\}$ (resp. $\lambda$). Note that we have

$$V_{m,1}^{s_{\mathbb{C}}} \cong \bigoplus_{\lambda^m = 1} V_{1,\lambda}^{s_{\mathbb{C}}}. \tag{30}$$

For $r \in \mathbb{Z}_{\geq 1}$, let $V_{m,1}^{n_{\mathbb{K}}} \ (\text{resp. } V_{1,\lambda}^{n_{\mathbb{C}}})$ be the $\mathbb{K}$-vector space of dimension $r$ with the nilpotent morphism $N$ of $V_{r}^{n_{\mathbb{K}}}$ to $V_{r}^{n_{\mathbb{K}}}(-1)$ such that $N^r = 0$ and $N^{r-1} \neq 0$, where we set $V_{m,1}^{n_{\mathbb{K}}}(-1) := \frac{1}{2\pi \sqrt{-1}} V_{r}^{n_{\mathbb{K}}}(-1)$ and $V_{r}^{n_{\mathbb{C}}}(-1) = V_{r}^{n_{\mathbb{C}}}$. The Jordan normal form of $2\pi \sqrt{-1}N$ is the single Jordan cell $J_{0,r}$ of the eigenvalue $0$ with size $r$. We will fix the basis $e_1, \ldots, e_r$ of $V_{r}^{n_{\mathbb{K}}}$ so that we have $2\pi \sqrt{-1}Ne_i = e_{i-1} \ (e_0 := 0)$. We define the automorphism $T$ of $V_{m,1}^{n_{\mathbb{K}}}$ as $T := \exp(-2\pi \sqrt{-1}N)$.

For $m, r \in \mathbb{Z}_{\geq 1}$, $\lambda \in \mathbb{C}$ and $\mathbb{K} = \mathbb{C}$ or $\mathbb{Q}$, let $S_{m,1}^{K} \ (\text{resp. } S_{1,\lambda}^{C}, L_{r}^{K})$ be the local system on $\mathbb{C}^\ast$ corresponding to the vector space with automorphism $(V_{m,1}^{n_{\mathbb{K}}}, T)$ (resp. $(V_{1,\lambda}^{n_{\mathbb{C}}}, T)$),
We use the same symbol $T$ for the monodromy automorphism of $S_{m,1}^c$, $S_{1,\lambda}^c$ and $\mathcal{L}_r^c$. Moreover, we define $N: \mathcal{L}_r^c \to \mathcal{L}_r^c(-1)$ as $\frac{-1}{2\pi \sqrt{-1}}$ times the logarithm of the unipotent part of the monodromy automorphism $T: \mathcal{L}_r^c \to \mathcal{L}_r^c$. By (30), note that we have

$$S_{m,1}^c \simeq \bigoplus_{\lambda^m=1} S_{1,\lambda}^c \quad (31)$$

We define the $D$-module (an integrable connection) $S_{m,1}$ (resp. $S_{1,\lambda}$, $L_r$) on $\mathbb{C}^*$ as

$$S_{m,1} := S_{m,1}^c \otimes_\mathbb{C} \mathcal{O}_{\mathbb{C}^*} \quad \text{(resp. } S_{1,\lambda} := S_{1,\lambda}^c \otimes_\mathbb{C} \mathcal{O}_{\mathbb{C}^*}, \quad L_r := \mathcal{L}_r^c \otimes_\mathbb{C} \mathcal{O}_{\mathbb{C}^*} \text{)}$$

whose underlying local system is $S_{m,1}^c$ (resp. $S_{1,\lambda}^c$, $L_r^c$). By (31), we have

$$S_{m,1} = \bigoplus_{\lambda^m=1} S_{1,\lambda} \quad (32)$$

We can describe the structure of $S_{1,\lambda}$ and $L_r$ as follows.

**Lemma 3.6.** For $\lambda = \exp(-2\pi \sqrt{-1} \alpha) \in \mathbb{C}$ ($\alpha \in (-1,0] \cap \mathbb{Q}$) (resp. $r \in \mathbb{Z}_{\geq 1}$), $S_{1,\lambda}$ (resp. $L_r$) is a free $\mathcal{O}_{\mathbb{C}^*}$-module of rank 1 (resp. $r$) and there is a basis of $S_{1,\lambda}$ (resp. $L_r$) whose connection matrix is

$$\begin{pmatrix} \alpha \\ t \end{pmatrix} \quad \text{(resp. } \begin{pmatrix} 1 \\ 2\pi \sqrt{-1} \end{pmatrix} J_{0,r})$$

where $J_{0,r}$ is the Jordan cell of the eigenvalue 0 with size $r$. In particular, we can regard $S_{1,\lambda}$ and $L_r$ as algebraic $D$-modules (or an algebraic integrable connections), $S_{1,\lambda}$ and $L_r$ are monodromic and we have

$$S_{1,\lambda} = S_{1,\lambda}^\alpha \otimes \mathbb{C}[t^\pm], \quad \text{and}$$

$$L_r = L_r^0 \otimes \mathbb{C}[t^\pm], \quad (33)$$

as $\mathcal{O}$-modules, where $S_{1,\lambda}^\alpha := \ker((t\partial_t - \alpha: L_r \to L_r)$ (resp. $L_r^0 := \ker((t\partial_t)^r: L_r \to L_r)$). Moreover, we can define natural isomorphisms

$$\sigma: V_{1,\lambda}^{se,c} \simeq S_{1,\lambda}^\alpha \quad (34)$$

$$\text{(resp. } \sigma: V_{r,\lambda}^{ni,c} \simeq L_r^0) \quad (35)$$

so that for $v \in V_{1,\lambda}^{se,c}$ (resp. $v \in V_{r,\lambda}^{ni,c}$), we have

$$\begin{pmatrix} (t\partial_t - \alpha)\sigma(v) = 0, \\ \sigma(Tv) = \exp(-2\pi \sqrt{-1} t\partial_t) \sigma(v) \end{pmatrix} \quad \text{and}$$

$$\begin{pmatrix} (2\pi \sqrt{-1} N)\sigma(v) = 2\pi \sqrt{-1} t\partial_t \sigma(v), \\ \sigma(Tv) = \exp(-2\pi \sqrt{-1} t\partial_t) \sigma(v) \end{pmatrix} \quad (37)$$
Remark 3.7. In general, for a regular holonomic $D$-module $M$ on $X \times \mathbb{C}_t$, there is a natural isomorphism

$$DR_{X \times \{0\}}(\psi_{t,\lambda}(M)) \simeq p^*\psi_{t,\lambda}(DR_{X \times \mathbb{C}}(M)),$$

with some relations similar to (37) between the monodromy action on $p^*\psi_{t,\lambda}(DR_{X \times \mathbb{C}}(M))$ and $\exp(-2\pi\sqrt{-1}t\partial_t)$. In the setting in Lemma 3.6, we have

$$\psi_{t,1}(\nu) = L_{r}^{0}, \quad p^*\psi_{t,1}(\nu) = V_{r}^{n,C}, \quad \text{and} \quad DR(L_r) = \mathcal{L}_r^{C}[1].$$

Then, we can regard the isomorphism (35) as the isomorphism (38) in a special case. We can say the same for $S_{1,\lambda}$ and the vanishing cycles.

3.4 The mixed Hodge modules $S^H_{m,1}[1]$ and $\mathcal{L}^H_{r}[1]$

We endow $S_{m,1}$ and $\mathcal{L}^Q_{r}$ with mixed Hodge module structures. We define a Hodge filtration of $V_{m,1}^{n,C}$ as

$$F_p V_{m,1}^{n,C} := \begin{cases} V_{m,1}^{n,C} & (p \geq 0), \\ 0 & (p < 0). \end{cases}$$

Recall that $e_1, \ldots, e_r$ is a (fixed) basis of $V_{r}^{n,K}$ such that $2\pi\sqrt{-1}Ne_i = e_{i-1} - (e_0 := 0)$. Then, we define filtrations $F_i V_{r}^{n,C}$ and $W_i V_{r}^{n,Q}$ as

$$F_i V_{r}^{n,C} := \bigoplus_{j=r-i}^{r} \mathbb{C}e_j,$$

$$W_{-2i} V_{r}^{n,Q} = W_{-2i+1} V_{r}^{n,Q} := \bigoplus_{j=1}^{r-i} \mathbb{Q}e_j.$$

Note that we have

$$N(F_p V_{r}^{n,C}) \subset F_{p+1} V_{r}^{n,C},$$

for any $p \in \mathbb{Z}$. It is obvious that

$$W_{-2i} V_{r}^{n,Q} = W_{-2i+1} V_{r}^{n,Q} = \begin{cases} \ker(N^{r-i}: V_{r}^{n,Q} \to V_{r}^{n,Q}(-(r-i))) & (i < r), \\ 0 & (i \geq r). \end{cases}$$

Note that $W_i V_{r}^{n,Q}$ is the monodromy weight filtration of $N$ centered at $-(r-1)$. We set $V_{r}^{n,H} := (V_{r}^{n,C}, F_i V_{r}^{n,C}, V_{r}^{n,Q}, W_i V_{r}^{n,Q})$. Recall that the $l$-th Tate twist $V_{r}^{n,H}(l)$ of $V_{r}^{n,H}$ is the tuple:

$$(V_{r}^{n,C}, F_{-l} V_{r}^{n,C}, (2\pi\sqrt{-1})^l V_{r}^{n,Q}, W_{-l+2l} V_{r}^{n,Q}).$$

The following lemma follows from the definition.

Lemma 3.8. (i) The triple $V_{m,1}^{se,H} := (V_{m,1}^{se,C}, F_i V_{m,1}^{se,C}, V_{m,1}^{Q})$ is polarizable pure Hodge structure of weight 1.
(ii) The tuple
\[ V^{ni,H}_r = (V^{ni,C}_r, F_* V^{ni,C}_r, V^{ni,Q}_r, W_* V^{ni,Q}_r) \]  
(39)
is a graded polarizable mixed Hodge structure.

(iii) The morphism \( N \) defines a nilpotent morphism between the mixed Hodge structures
\[ N: \ V^{ni,H}_r \to V^{ni,H}_r(-1). \]

(iv) The mixed Hodge structure \( V^{ni,H}_r \) is a direct sum of some Tate twists of the pure Hodge structure \( V^{ni,H}_1 \), i.e. we have
\[ V^{ni,H}_r \cong V^{ni,H}_1 \oplus V^{ni,H}_1(1) \oplus \cdots \oplus V^{ni,H}_1(r-1). \]

We define a filtration \( F_* S_{m,1} \) of \( S_{m,1} \) as
\[ F_p S_{m,1} := \begin{cases} S_{m,1} & (p \geq 0), \\ 0 & (p < 0). \end{cases} \]
Moreover, we set
\[ F_* L^0_r := \sigma(F_* V^{ni,C}_r), \quad \text{and} \quad W_* L^0_r := \sigma(W_* V^{ni,C}_r), \]
where \( L^0_r \) and \( \sigma \) are the ones defined in Lemma 3.6. By the expression (33), we define the Hodge and weight filtration of \( L_r \) as
\[ F_* L_r := F_* L^0_r \otimes \mathbb{C}[t^\pm], \quad \text{and} \quad W_* L_r := W_* L^0_r \otimes \mathbb{C}[t^\pm]. \]

Since we have \( \sigma(Nv) = t\partial_v \sigma(v) \) for \( v \in V^{ni,C}_r \) (see (37)), we can express the filtration \( W_* L^0_r \) of \( L^0_r \) as
\[ W_{-2i-1} L^0_r = W_{-2i} L^0_r = \begin{cases} \ker((t\partial_v)^r-i-1: L^0_r \to L^0_r) & (i < r-1) \\ 0 & (i \geq r-1). \end{cases} \]

In particular, \( W_k L_r \subset L_r \) is a \( D \)-submodule of \( L_r \) for \( k \in \mathbb{Z} \). On the other hand, we can also define the weight filtration \( W_* \mathcal{L}^K_r \) of the local system \( \mathcal{L}^K_r \) so that \( W_k \mathcal{L}^K_r \otimes \mathcal{O}_C^* = W_k L_r \).

**Proposition 3.9.**

(i) The tuple \( S^H_{m,1} := (S_{m,1}, F_* S_{m,1}, S^Q_{m,1}[1]) \) (resp. \( \mathcal{L}^H[1] := (L_r, F_* L_r, \mathcal{L}^Q[1], W_* \mathcal{L}^Q)) \) is a polarizable pure Hodge module (resp. graded polarizable mixed Hodge module) on \( \mathbb{C}^* \).

(ii) The monodromy automorphism \( T: S^Q_{m,1} \cong S^Q_{m,1} \) induces an automorphism \( T: S^H_{m,1} \cong S^H_{m,1} \) of \( S^H_{m,1} \) of \( S^H_{m,1} \) as a mixed Hodge module.

(iii) The morphism \( N: \mathcal{L}^Q \to \mathcal{L}^Q(-1) \) induces a nilpotent morphism \( N: \mathcal{L}^H \to \mathcal{L}^H(-1) \).

(iv) The non-trivial cohomology of \( S^H_{m,1} \otimes \mathcal{L}^H[1] \) in \( D^\text{pMHM}(\mathbb{C}^*) \) is only 0-th one. In particular, we can regard \( S^H_{m,1} \otimes \mathcal{L}^H[1] \) as a mixed Hodge module on \( \mathbb{C}^* \) associated to the variation of mixed Hodge structure whose underlying local system is \( S^Q_{m,1} \otimes \mathcal{L}^Q \).
(v) We have

\[ \psi_t(L^H_r[1]) = (V_{r,ni,Q}^{\mathbb{C},t}, F_t V_{r,ni,Q}^{\mathbb{C},t}, W_t V_{r,ni,Q}^{\mathbb{C},t}), \quad \text{and} \]

\[ \psi_t(S^H_{m,1} \otimes L^H_r[1]) = (V_{m,1}^{\mathbb{C},t} \otimes V_{r,ni,Q}^{\mathbb{C},t}, F_t (V_{m,1}^{\mathbb{C},t} \otimes V_{r,ni,Q}^{\mathbb{C},t}), V_{m,1}^{\mathbb{C},t} \otimes V_{r,ni,Q}^{\mathbb{C},t} \otimes W_t V_{r,ni,Q}^{\mathbb{C},t}), \]

where \( F_p(V_{m,1}^{\mathbb{C},t} \otimes V_{r,ni,Q}^{\mathbb{C},t}) := \sum_{s+t=p} F_s V_{m,1}^{\mathbb{C},t} \otimes F_t V_{r,ni,Q}^{\mathbb{C},t} \).

(vi) For \( a \in \mathbb{Z}_{\geq 1} \), we have a natural morphism which commutes with \( T \):

\[ S^H_{m,1}[1] \rightarrow S^H_{am,1}[1]. \] (40)

(vii) For \( l \in \mathbb{Z}_{\geq 0} \), we have natural morphisms which commute with \( N \):

\[ L^H_{r+l}[1] \rightarrow L^H_r[1], \quad \text{and} \]

\[ L^H_{r+l}[1] \rightarrow L^H_{r+l+1}[(-1)]. \] (41) (42)

Proof. (i): Let \( \mathbb{Q}^H_{\mathbb{C},t}[1] \in \text{HMP}(\mathbb{C}^*) \) be the constant polarizable pure Hodge module on \( \mathbb{C}^* \). For \( m \in \mathbb{Z}_{\geq 1} \), let \( r_m : \mathbb{C}^* \rightarrow \mathbb{C}^* \) be the morphism \( t \mapsto r_m(t) := t^m \). Then, \( S^H_{m,1}[1] \) is isomorphic to the pushforward \((r_m)_! \mathbb{Q}^H_{\mathbb{C},t}[1]\) of the mixed Hodge module \( \mathbb{Q}^H_{\mathbb{C},t}[1] \), which is a polarizable pure Hodge module of weight \( 1 \). On the other hand, since the tuple \((L_r, F_s L_r, L^Q_r, W_r L^Q_r)\) is an admissible graded polarizable variation of mixed Hodge structure on \( \mathbb{C}^* \), the tuple \( L^H_r[1] \) is a graded polarizable mixed Hodge module on \( \mathbb{C}^* \).

(ii), (iii), (iv), (v): These follow from the definition.

(vi) and (vii): For \( m, a \in \mathbb{Z}_{\geq 1} \), the natural morphism

\[ V_{m,1}^{\mathbb{C},t} \rightarrow V_{am,1}^{\mathbb{C},t}, \]

which commutes with \( T \) induces the morphism (40). Similarly, for \( r \in \mathbb{Z}_{\geq 1} \) and \( l \in \mathbb{Z}_{\geq 0} \), the natural morphisms

\[ V_{r+l}^{\mathbb{C},t} \rightarrow V_{r+l}^{\mathbb{C},t}, \quad \text{and} \]

\[ V_{r+l}^{\mathbb{C},t} \rightarrow V_{r+l}^{\mathbb{C},t}(-l), \]

which commute with \( N \) induce the morphisms (41) and (42).

\[ \square \]

**Remark 3.10.** The Hodge filtration of the variation of mixed Hodge structure \((L_r, F_s L_r, L^Q_r, W_r L^Q_r)\) is the nilpotent orbit in the sense of [22] defined from the mixed Hodge structure with a nilpotent morphism \((V_r^{\mathbb{C},t}, F_s V_r^{\mathbb{C},t}, V_{r+l}^{\mathbb{C},t}, W_r V_{r+l}^{\mathbb{C},t}, N)\).

### 3.5 A construction of monodromic mixed Hodge modules on \( X \times \mathbb{C}^* \)

In order to construct \( G \) in Theorem 3.5, we show a weak version of the theorem, i.e. we construct a mixed Hodge module on \( X \times \mathbb{C}^* \) (not \( X \times \mathbb{C} \)) from a mixed Hodge module on \( X \) with some operators with the aid of the Hodge modules on \( \mathbb{C}^* \) defined in the previous subsection.

We consider a triple \((M, T_s, N)\), where \( M = (M, F_s M, K, W_s K) \) is a graded polarizable mixed Hodge module on \( X \), \( T_s : M \rightarrow M \) and \( N : M \rightarrow M(-1) \) are morphisms with the conditions (⋆-i) and (⋆-ii) in Subsection 3.2.
(⋆-i) $T_s$ commutes with $N$.

(⋆-ii) The $D$-module $M$ is decomposed as

$$M = \bigoplus_{\alpha \in (-1, 0) \cap \mathbb{Q}} M_\alpha, \quad (43)$$

where $M_\alpha := \text{Ker}(T_s - e(\alpha)) \subset M$ ($e(\alpha) := \exp(-2\pi \sqrt{-1} \alpha)$).

We denote by $\mathcal{G}'(X)$ the category of such triples. By the condition (⋆-ii), for $p \in \mathbb{Z}$ and $k \in \mathbb{Z}$ we have decompositions

$$F_p M = \bigoplus_{\alpha \in (-1, 0) \cap \mathbb{Q}} F_p M_\alpha, \quad \text{and} \quad W_k M = \bigoplus_{\alpha \in (-1, 0) \cap \mathbb{Q}} W_k M_\alpha, \quad (44)$$

where we set $F_p M_\alpha = F_p M \cap M_\alpha \subset F_p M$ and $W_k M_\alpha := W_k M \cap M_\alpha \subset W_k M$. Note that the condition (⋆-ii) is equivalent to the condition:

(⋆-ii') the perverse sheaf $K_C := K \otimes \mathbb{C}$ is decomposed as $K_C = \bigoplus_{\alpha \in (-1, 0) \cap \mathbb{Q}} K_{C, e(\alpha)}$,

where $K_{C, \alpha} := \text{Ker}(T_s - e(\alpha)) \subset K_C$. Since the weight filtration of $M$ is a finite filtration, $N$ is a nilpotent operator.

Let $\text{MHM}^p_{\text{mon}}(X \times \mathbb{C}^*)$ be the category of monodromic graded polarizable mixed Hodge modules on $X \times \mathbb{C}^*$. For an object $M \in \text{MHM}^p_{\text{mon}}(X \times \mathbb{C}^*)$, we get a triple $(\psi, T_s, N)$, where $T_s$ (resp. $N$) is the semisimple (resp. $\frac{-1}{2\pi \sqrt{-1}}$ times the logarithm of the unipotent) part of the monodromy automorphism. In this way, we obtain a functor

$$F' : \text{MHM}^p_{\text{mon}}(X \times \mathbb{C}^*) \to \mathcal{G}'(X).$$

We will show the following weak version of Theorem 3.5.

**Lemma 3.11.** There is a quasi-inverse functor $G' : \mathcal{G}'(X) \to \text{MHM}^p_{\text{mon}}(X \times \mathbb{C}^*)$ of $F'$, i.e., $F'$ and $G'$ induce an equivalence of categories:

$$\text{MHM}^p_{\text{mon}}(X \times \mathbb{C}^*) \simeq \mathcal{G}'(X).$$

Let $(M, T_s, N)$ be an object in $\mathcal{G}'(X)$. For $r \in \mathbb{Z}_{\geq 1}$, we define the mixed Hodge modules on $X \times \mathbb{C}^*$ as

$$\widetilde{N}_r^{\ker} := \text{Ker}(N \otimes 1 - 1 \otimes N : M \otimes \mathcal{L}^H_r[1] \to M \otimes \mathcal{L}^H_r[1](-1))(-(r - 1)), \quad \text{and} \quad \widetilde{N}_r^{\text{coker}} := \text{Coker}(N \otimes 1 - 1 \otimes N : M \otimes \mathcal{L}^H_r[1](1) \to M \otimes \mathcal{L}^H_r[1]).$$

The automorphism $T_s$ induces automorphisms of $\widetilde{N}_r^{\ker}$ and $\widetilde{N}_r^{\text{coker}}$, which will be denoted by the same symbol $T_s$. 
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The morphisms defined in (vii) of Proposition 3.9 induce morphisms

\[
\begin{align*}
\tilde{M}^{\text{ker}}_{r+l} & \to \tilde{M}^{\text{ker}}_r(-l), \\
\tilde{M}^{\text{ker}}_r & \to \tilde{M}^{\text{ker}}_{r+l}, \\
\tilde{M}^{\text{coker}}_{r+l} & \to \tilde{M}^{\text{coker}}_r, \quad \text{and} \\
\tilde{M}^{\text{coker}}_r & \to \tilde{M}^{\text{coker}}_{r+l}(-l).
\end{align*}
\]

(45)

Take a sufficiently large \(l_0 \in \mathbb{Z}_{\geq 1}\) so that

\[M \subset \text{Ker}(N^{l_0}: M \to M(-l_0)).\]

Then, by the direct computation (in the category of \(D\)-modules), we obtain the following lemma.

**Lemma 3.12.** For \(r, l \in \mathbb{Z}_{\geq 1}\), if \(l \geq l_0\), the morphisms

\[
\begin{align*}
\tilde{M}^{\text{ker}}_{r+l} & \to \tilde{M}^{\text{ker}}_r(-l), \\
\tilde{M}^{\text{coker}}_{r+l} & \to \tilde{M}^{\text{coker}}_r(-l)
\end{align*}
\]

are zero.

**Corollary 3.13.** (i) If \(r \in \mathbb{Z}_{\geq 1}\) is sufficiently large, \(\tilde{M}^{\text{ker}}_r\) and \(\tilde{M}^{\text{coker}}_r\) do not depend on the choice of \(r\), i.e. for sufficiently large \(r \in \mathbb{Z}_{\geq 1}\) we have isomorphisms:

\[
\tilde{M}^{\text{ker}}_r \cong \tilde{M}^{\text{ker}}_{r+1}, \quad \text{and} \\
\tilde{M}^{\text{coker}}_{r+1} \cong \tilde{M}^{\text{coker}}_r.
\]

(ii) There is a natural morphism

\[
\tilde{M}^{\text{ker}}_r \to \tilde{M}^{\text{coker}}_r,
\]

which commute with \(T_s\) and if \(r\) is large enough, it is isomorphic.

**Proof.** For \(r, l \in \mathbb{Z}_{\geq 1}\), we consider a diagram

\[
\begin{array}{ccccccccc}
0 & \to & M \otimes L^H_r[1](1) & \to & M \otimes L^H_{r+l}[1](1) & \to & M \otimes L^H_1[1](1-l) & \to & 0 \\
& & \downarrow & & \downarrow & & \downarrow & & \\
0 & \to & M \otimes L^H_r[1] & \to & M \otimes L^H_{r+l}[1] & \to & M \otimes L^H_1[1] & \to & 0,
\end{array}
\]

where the vertical arrows are \(N \otimes 1 - 1 \otimes N\). This induces an exact sequence

\[
0 \to \tilde{M}^{\text{ker}}_r(r) \to \tilde{M}^{\text{ker}}_{r+l}(r) \to \tilde{M}^{\text{ker}}_l \to \tilde{M}^{\text{coker}}_r \to \tilde{M}^{\text{coker}}_{r+1}(-l) \to \tilde{M}^{\text{coker}}_l(-l) \to 0.
\]

(46)

By Lemma 3.12, this sequence implies that if \(r \geq l_0\) the morphisms \(\tilde{M}^{\text{ker}}_r \to \tilde{M}^{\text{ker}}_{r+1}\) and \(\tilde{M}^{\text{ker}}_{r+1} \to \tilde{M}^{\text{ker}}_r\) are isomorphic.

Moreover, if \(l = r \geq l_0\), the first and last morphism in (46) are isomorphic by the first assertion of this Lemma. Therefore, the middle morphism \(\tilde{M}^{\text{ker}}_r \to \tilde{M}^{\text{coker}}_r\) is an isomorphism.

\[\square\]
Let \( q: X \times \mathbb{C}^* \to \mathbb{C}^* \) be the second projection. Consider the complex of mixed Hodge modules \( q^*(S_{m,1}^H) \in D^b\text{MHMP}(X \times \mathbb{C}^*) \), whose underlying constructible sheaf is a local system \( q^{-1}S_{m,1}^Q \). Note that this is the shifted object by \( \dim X + 1 \) of the mixed Hodge module associated to the pull back of the variation of mixed Hodge structure (\( q \)) modules, \( \bigotimes \) morphism defined in (vi) of Proposition 3.9.

\[ \ker(\bigotimes q \otimes S_{m,1}^H) \to \bigotimes q \otimes S_{m,1}^H, \]

Moreover, remark that by the definition the non-trivial cohomologies of \( \ker(\bigotimes q \otimes S_{m,1}^H) \) are only 0-th ones, where \( \otimes \) means the tensor product in the derived category of mixed Hodge modules (i.e. the pullback by the diagonal embedding \( X \times \mathbb{C}^* \to (X \times \mathbb{C}^*) \times (X \times \mathbb{C}^*) \) of the exterior product). Therefore, we can regard \( \bigotimes \ker(\bigotimes q \otimes S_{m,1}^H) \) and \( \bigotimes \ker(\bigotimes q \otimes S_{m,1}^H) \) as mixed Hodge modules on \( X \times \mathbb{C}^* \).

For \( m \in \mathbb{Z}_{\geq 1} \), we define mixed Hodge modules on \( X \times \mathbb{C}^* \) by

\[
\begin{align*}
\tilde{M}_{r,m}^{\ker,\ker} & := \ker(T_s \otimes 1 - 1 \otimes T): \tilde{M}_{r,m}^{\ker} \otimes q^* S_{m,1}^H \to \tilde{M}_{r,m}^{\ker} \otimes q^* S_{m,1}^H, \\
\tilde{M}_{r,m}^{\ker,\coker} & := \coker(T_s \otimes 1 - 1 \otimes T): \tilde{M}_{r,m}^{\ker} \otimes q^* S_{m,1}^H \to \tilde{M}_{r,m}^{\ker} \otimes q^* S_{m,1}^H, \\
\tilde{M}_{r,m}^{\coker,\ker} & := \ker(T_s \otimes 1 - 1 \otimes T): \tilde{M}_{r,m}^{\coker} \otimes q^* S_{m,1}^H \to \tilde{M}_{r,m}^{\coker} \otimes q^* S_{m,1}^H, \quad \text{and} \\
\tilde{M}_{r,m}^{\coker,\coker} & := \coker(T_s \otimes 1 - 1 \otimes T): \tilde{M}_{r,m}^{\coker} \otimes q^* S_{m,1}^H \to \tilde{M}_{r,m}^{\coker} \otimes q^* S_{m,1}^H.
\end{align*}
\]

**Lemma 3.14.** (i) \( \tilde{M}_{r,m}^{\ker,\ker} \), \( \tilde{M}_{r,m}^{\ker,\coker} \), \( \tilde{M}_{r,m}^{\coker,\ker} \) and \( \tilde{M}_{r,m}^{\coker,\coker} \) do not depend on the choice of \( m \). More precisely, for \( a \in \mathbb{Z}_{\geq 1} \) and \( m' := am \), there is a natural isomorphism

\[
\begin{align*}
\tilde{M}_{r,m}^{\ker,\ker} & \cong \tilde{M}_{r,m'}^{\ker,\ker}, \\
\tilde{M}_{r,m}^{\ker,\coker} & \cong \tilde{M}_{r,m'}^{\ker,\coker}, \\
\tilde{M}_{r,m}^{\coker,\ker} & \cong \tilde{M}_{r,m'}^{\coker,\ker}, \quad \text{and} \\
\tilde{M}_{r,m}^{\coker,\coker} & \cong \tilde{M}_{r,m'}^{\coker,\coker}.
\end{align*}
\]

(ii) There is a commutative diagram:

\[
\begin{array}{c}
\tilde{M}_{r,m}^{\ker,\ker} \quad \Rightarrow \quad \tilde{M}_{r,m}^{\ker,\ker} \\
\downarrow \quad \quad \quad \downarrow \\
\tilde{M}_{r,m}^{\coker,\ker} \quad \Rightarrow \quad \tilde{M}_{r,m}^{\coker,\ker}
\end{array}
\]

(47)

If \( r \) is large enough, all the morphisms are isomorphism.

**Proof.** The natural morphism defined in (vi) of Proposition 3.9 \( S_{m,1}^H \to S_{m',1}^H \) induces a morphism \( \tilde{M}_{r,m}^{\ker,\ker} \cong \tilde{M}_{r,m'}^{\ker,\ker} \). Its underlying morphism between \( \mathbb{C} \)- perverse sheaves is the identity

\[
\bigoplus_{\lambda^m = 1} K^\lambda_{\mathbb{C}} \boxtimes (L^\lambda_{\mathbb{C}} \otimes S_{1,\lambda}^C)[1] \to \bigoplus_{\lambda^m = 1} K^\lambda_{\mathbb{C}} \boxtimes (L^\lambda_{\mathbb{C}} \otimes S_{1,\lambda}^C)[1].
\]

This implies the assertion (i) for \( \tilde{M}_{r,m}^{\ker,\ker} \). In the same way, we can show (i) for \( \tilde{M}_{r,m}^{\ker,\coker} \), \( \tilde{M}_{r,m}^{\coker,\ker} \), and \( \tilde{M}_{r,m}^{\coker,\coker} \).
By (ii) of Corollary 3.13 we have natural morphisms

\[
\begin{align*}
\tilde{M}_{r,m}^{\ker, \text{ker}} &\rightarrow \tilde{M}_{r,m}^{\text{coker,ker}}, \\
\tilde{M}_{r,m}^{\ker, \text{coker}} &\rightarrow \tilde{M}_{r,m}^{\text{coker,coker}},
\end{align*}
\]

(the vertical arrows in (47)) which are isomorphic for sufficiently large \(r\). We define the morphism \(\tilde{M}_{r,m}^{\ker, \text{ker}} \rightarrow \tilde{M}_{r,m}^{\ker, \text{coker}}\) as the composition of the natural monomorphism \(\tilde{M}_{r,m}^{\ker, \text{ker}} \twoheadrightarrow \tilde{M}_{r,m}^{\ker} \otimes q^*S^H_{m,1}\) and the natural epimorphism \(\tilde{M}_{r,m}^{\ker} \otimes q^*S^H_{m,1} \twoheadrightarrow \tilde{M}_{r,m}^{\ker, \text{coker}}\). Its underlying morphism between \(\mathbb{C}\)-perverse sheaves is the identity

\[
\bigoplus_{\lambda^m=1} K_{C, \lambda} \boxtimes (L_r^C \otimes S^C_{1, \lambda})[1] \rightarrow \bigoplus_{\lambda^m=1} K_{C, \lambda} \boxtimes (L_r^C \otimes S^C_{1, \lambda})[1].
\]

Hence, \(\tilde{M}_{r,m}^{\ker, \text{ker}} \rightarrow \tilde{M}_{r,m}^{\ker, \text{coker}}\) is an isomorphism. In the same way, we get a natural morphism \(\tilde{M}_{r,m}^{\ker, \text{ker}} \rightarrow \tilde{M}_{r,m}^{\ker, \text{coker}}\) and we get the desired diagram (47).

\[\square\]

Corollary 3.13 and Lemma 3.14 imply the following.

**Corollary 3.15.** The mixed Hodge modules \(\tilde{M}_{r,m}^{\ker, \text{ker}}, \tilde{M}_{r,m}^{\ker, \text{coker}}, \tilde{M}_{r,m}^{\ker, \text{ker}}\) and \(\tilde{M}_{r,m}^{\ker, \text{coker}}\) do not depend on the choice of sufficiently large \(r\) and \(m\) and all of them are naturally isomorphic to each other.

We define \(\tilde{M} := \tilde{M}_{r,m}^{\ker, \text{coker}}\) for sufficiently large \(r, m \in \mathbb{Z}_{\geq 1}\) and set \(\tilde{M} := \tilde{M}_{r,m}^{\ker, \text{coker}}, F_r \tilde{M} := F_r \tilde{M}_{r,m}^{\ker, \text{coker}}, K := K_{r,m}^{\ker, \text{coker}}\) and \(W \cdot K := W \cdot K_{r,m}^{\ker, \text{coker}}\).

**Lemma 3.16.** We have

\[
\psi_t(\tilde{M}) \simeq \tilde{M}.
\]

Moreover, under this isomorphism, the semisimple (resp. \(\frac{1}{2\pi \sqrt{-1}}\) times the logarithm of the unipotent) part of the monodromy automorphism is \(T_s\) (resp. \(N\)).

**Proof.** By the definition of \(\tilde{M}\), we have the following diagram:

\[
\begin{array}{cccccccccc}
M \boxtimes \psi_t(L_r^H \otimes S^H_{m,1}[1](1)) & \xrightarrow{h_1} & M \boxtimes \psi_t(L_r^H \otimes S^H_{m,1}[1]) & \xrightarrow{h_2} & \psi_t(\tilde{M}_{r,m}^{\ker, \text{coker}} \otimes q^*S^H_{m,1}) & \rightarrow & 0, \\
\downarrow v_1 & & \downarrow v_2 & & & & \downarrow v_3 \\
M \boxtimes \psi_t(L_r^H \otimes S^H_{m,1}[1](1)) & \xrightarrow{h_3} & M \boxtimes \psi_t(L_r^H \otimes S^H_{m,1}[1]) & \xrightarrow{h_4} & \psi_t(\tilde{M}_{r,m}^{\ker, \text{coker}} \otimes q^*S^H_{m,1}) & \rightarrow & 0 \\
\downarrow v_4 & & \downarrow v_5 & & & & \downarrow v_6 \\
\psi_t(\tilde{M}) & & & & & & 0
\end{array}
\]

where \(h_1, h_3\) are \(N \boxtimes 1 - 1 \boxtimes \psi_t(N)\), \(v_1, v_2\) are \(T \boxtimes 1 - 1 \boxtimes T_s\), \(v_3\) is the morphism induced by \(v_2\) and \(h_2, h_4\) and \(v_4\) are the quotient morphism. By (v) of Proposition 3.9 \(\psi_t(L_r^H \otimes S^H_{m,1}[1]) = \)
Therefore, the cokernel of $h_1(= h_3)$ is isomorphic to $\mathcal{M} \boxtimes V_{m,1}^{\text{sc}, H}$. Therefore, $v_3$ is the morphism

$$T \boxtimes T_3 : \mathcal{M} \boxtimes V_{m,1}^{\text{sc}, H} \to \mathcal{M} \boxtimes V_{m,1}^{\text{sc}, H}.$$  

The cokernel of it is isomorphic to $\mathcal{M}$. This completes the proof.

Let us describe the mixed Hodge module $\tilde{\mathcal{M}}$ more concretely. Recall that $\mathcal{M}$ and its Hodge filtration have the decomposition (43) and (44). We define an $\mathcal{O}$-module $\tilde{\mathcal{M}}'$ on $X \times \mathbb{C}^*$ as

$$\tilde{\mathcal{M}}' := \bigoplus_{\alpha \in (-1,0] \cap \mathbb{Q}} M_\alpha \otimes \mathbb{C}[t^\pm].$$

We can endow it with $\mathcal{D}$-module structure so that $t \partial_t - \alpha$ acts as $N$ on $M_\alpha$. Then, for any $\alpha \in (-1,0]$, we have

$$(\tilde{\mathcal{M}}')^\alpha = M_\alpha,$$

where $(\tilde{\mathcal{M}}')^\alpha = \bigcup_{l \geq 0} \text{Ker}((t \partial_t - \alpha)^l : \tilde{\mathcal{M}}' \to \tilde{\mathcal{M}}')$. We define the Hodge (resp. weight) filtration of $\tilde{\mathcal{M}}'$ as

$$F_p \tilde{\mathcal{M}}' := \bigoplus_{\alpha \in (-1,0] \cap \mathbb{Q}} F_p M_\alpha \otimes \mathbb{C}[t^\pm],$$

(resp. $W_k \tilde{\mathcal{M}}' := \bigoplus_{\alpha \in (-1,0] \cap \mathbb{Q}} W_k M_\alpha \otimes \mathbb{C}[t^\pm]$).

Then, we can easily see the following.

**Lemma 3.17.** We have a natural isomorphism (between $\mathcal{D}$-modules)

$$\tilde{\mathcal{M}} \cong \tilde{\mathcal{M}}'.$$

Moreover, this morphism induces isomorphisms

$$F_p \tilde{\mathcal{M}} \cong F_p \tilde{\mathcal{M}}', \quad \text{and} \quad W_k \tilde{\mathcal{M}} \cong W_k \tilde{\mathcal{M}}',$$

for $p, k \in \mathbb{Z}$.

As a corollary, we get the following.

**Corollary 3.18.** $\tilde{\mathcal{M}}$ is monodromic mixed Hodge module on $X \times \mathbb{C}^*$.

Therefore, we can define the functor $G' : \mathcal{G}'(X) \to \text{MHM}_{\text{mon}}(X \times \mathbb{C}^*)$ so that $G'(\mathcal{M}) = \tilde{\mathcal{M}}$. Lemma 3.16 implies the following.

**Corollary 3.19.** $F' \circ G'$ and 1 is naturally isomorphic.
Finally, we will see that $G' \circ F'$ and 1 are naturally isomorphic and complete the proof of Lemma 3.11. Let $M = (M, F_\bullet, M, K, W_\bullet, K)$ be a graded polarizable mixed Hodge module on $X \times \mathbb{C}^*$ (not $X$) whose underlying perverse sheaf is a local system shifted by $d + 1$, i.e. there is a local system $\mathcal{P}$ on $X \times \mathbb{C}^*$ such that $K = \mathcal{P}[d + 1]$. We consider a triple $(\psi_0 M, T_s, N)$, where $T_s$ (resp. $N$) is the semisimple part ($\frac{1}{2\pi \sqrt{-1}}$ times of the logarithm of the unipotent part) of the monodromy automorphism $T$ of the nearby cycle. Then, the triple satisfies the conditions $(\ast\cdot i)$ and $(\ast\cdot ii)$ in the first part of this section. Therefore, we have a mixed Hodge module $\psi \tilde{M}$ on $X \times \mathbb{C}^*$. Recall that $\pi : \mathbb{C} \to \mathbb{C}^* (z \mapsto \exp(2\pi \sqrt{-1} z))$ is the universal covering of $\mathbb{C}^*$. Let $\pi_1 : X \times \mathbb{C} \to X$ be the first projection. Then, $(\pi_1)_*(1 \times \pi)^{-1} \mathcal{P}$ is a local system on $X$ and we have

$$p \psi_0 K = (\pi_1)_* (1 \times \pi)^{-1} \mathcal{P}[d].$$

Then, one can see the following two lemmas by the definition of $\tilde{M}$.

**Lemma 3.20.** In this situation, there is a natural isomorphism

$$p \psi_0 K \cong K.$$

Moreover, this induces a natural isomorphism

$$\psi_0 \tilde{M} \cong M,$$

between mixed Hodge modules.

**Lemma 3.21.** Let $(M_{(-0)}, T_s, N)$ be a triple satisfying the conditions $(\ast\cdot i)$, $(\ast\cdot ii)$. For a (local) regular function $g$ on $X$, we have natural isomorphism

$$\psi_g [M_{(-0)}] \cong (\psi_g M_{(-0)}),$$

$$\phi_{g,1}[M_{(-0)}] \cong (\phi_{g,1} M_{(-0)}),$$

$$\Xi_g [M_{(-0)}] \cong (\Xi_g M_{(-0)}),$$

where we regard $g$ as a function on $X \times \mathbb{C}^*$ in the left hand side and $\Xi_g$ is Beilinson’s maximal extension functor.

**Proof of Lemma 3.21.** Let $M$ be a monodromic mixed Hodge module on $X \times \mathbb{C}^*$ (not necessary smooth) and consider the tuple $(\psi_0 M, T_s, N)$. To show the isomorphism $\psi_0 \tilde{M} \cong M$, we use induction. Let $d_0(\geq 0)$ be the dimension of the support of $\psi_0 M$. Assume that we have a natural isomorphism $\psi_0 \tilde{N} \cong N$ for any monodromic mixed Hodge module on $X \times \mathbb{C}^*$ of which the dimension of the support of the nearby cycle $\psi_0 N$ is less than $d_0$. Locally, there is a regular function $g$ on $X$ such that $M|_{X \setminus g^{-1}(0) \times \mathbb{C}^*}$ is a (non-zero) smooth mixed Hodge module, i.e. the underlying perverse sheaf is (the zero extension of) a shifted local system. In this case, $M$ is reconstructed from the gluing data: $M|_{X \setminus g^{-1}(0) \times \mathbb{C}^*}$, $\phi_{g,1}(M)$, the can morphism $\psi_{g,1}(M) \to \phi_{g,1}(M)$ and the var morphism $\phi_{g,1}(M) \to \psi_{g,1}(M)(-1)$. More precisely, by Beilinson’s gluing formula for mixed Hodge modules (see [2] for perverse sheaves), $M$ is isomorphic to the 0-th cohomology of the complex

$$\psi_{g,1} M \to \Xi_g M \oplus \phi_{g,1} M \to \psi_{g,1} M(-1),$$

(48)
where $\Xi_g M \oplus \phi_{g,1} M$ is in degree 0. By Lemma 3.20, we have

$$\left( \psi_t (M|_{X \setminus \mathcal{g}^{-1}(0) \times \mathbb{C}^*}) \right) \simeq M|_{X \setminus \mathcal{g}^{-1}(0) \times \mathbb{C}^*}, \tag{49}$$

where we wrote $(N)^{\sim}$ instead of $\widetilde{N}$ for $N = \psi_t (M|_{X \setminus \mathcal{g}^{-1}(0) \times \mathbb{C}^*})$. Since $\psi_{g,1} M$ and $\Xi_g M$ are determined by $M|_{X \setminus \mathcal{g}^{-1}(0) \times \mathbb{C}^*}$, the isomorphism (49) induces isomorphisms:

$$\psi_{g,1} M \simeq \psi_{t,1}(\psi_t M), \quad \text{and} \quad \Xi_g M \simeq \Xi_g (\psi_t M). \tag{50}$$

Moreover, by the inductive assumption, we have

$$\phi_{g,1} M \simeq \overline{\psi_t \phi_{g,1} M} \simeq \overline{\phi_{g,1} \psi_t M}. \tag{51}$$

Therefore, by Lemma 3.21 we have

$$\phi_{g,1} M \simeq \phi_{g,1} \overline{\psi_t M}. \tag{52}$$

Substituting (50), (51) and (52) into (48), we obtain a complex

$$\psi_{g,1} \overline{\psi_t M} \rightarrow \Xi_g \overline{\psi_t M} \oplus \phi_{g,1} \overline{\psi_t M} \rightarrow \psi_{g,1} \overline{\psi_t M}(-1).$$

By Beilinson’s gluing formula again, the 0-th cohomology of this complex is isomorphic to $\overline{\psi_t M}$. In this way, we obtain a natural isomorphism:

$$M \simeq \overline{\psi_t M}. \tag{53}$$

This implies that $G' \circ F'$ and 1 are naturally isomorphic. Together with Lemma 3.19 the proof is now complete. \qed

### 3.6 The proof of Theorem 3.5

In this subsection, we construct the functor $G$ in Theorem 3.5 and prove the theorem. Let $((M_{(-1,0)}, T_s, N), M_{-1}, c, v)$ be an object in $\mathcal{G}(X)$. Since $(M_{(-1,0)}, T_s, N)$ is an object in $\mathcal{G}'(X)$, we have a monodromic mixed Hodge module $\overline{M_{(-1,0)}}$ on $X \times \mathbb{C}^*$ defined in the previous subsection. We set $M_0 := \ker(T_s - 1)$, which is a mixed Hodge module on $X$. Then, we have

$$\psi_{t,1}(\overline{M_{(-1,0)}}) \simeq M_0.$$

**Lemma 3.22.** Let $((M_{(-1,0)}, T_s, N), M_{-1}, c, v)$ be an object in $\mathcal{G}(X)$. Then, there exists a unique mixed Hodge module $\overline{M_{(-1,0)}}$ on $X \times \mathbb{C}$ with the following properties:

(i) we have

$$\overline{M_{(-1,0)}}|_{X \times \mathbb{C}^*} = \overline{M_{(-1,0)}}.$$

In particular, $\psi_{t,1}(\overline{M_{(-1,0)}}) \simeq \psi_{t,1}(\overline{M_{(-1,0)}}) \simeq M_0$. 
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(ii) we have
\[ \phi_{t,1}(\M_{(-1,0)}) \simeq M_{-1}. \]

(iii) Under the above identifications, the can (resp. var) morphism can: \( \psi_{t,1}(\M_{(-1,0)}) \to \phi_{t,1}(\M_{(-1,0)}) \) (resp. var: \( \phi_{t,1}(\M_{(-1,0)}) \to \psi_{t,1}(\M_{(-1,0)}(-1)) \) is isomorphic to \( c: M_0 \to M_{-1} \) (resp. \( v: M_{-1} \to M_0(-1) \)).

Proof. Let \( \mathcal{L}_r[H]^1 \in \text{MHM}^p(\mathbb{C}) \) be an extension (e.g. the minimal extension) of a mixed Hodge module \( \mathcal{L}_r[H]^1 \in \text{MHM}^p(\mathbb{C}^*) \) on \( \mathbb{C}^* \) to \( \mathbb{C} \). Then, the mixed Hodge module on \( X \times \mathbb{C} \)
\[ \text{Coker}(N \boxtimes 1 - 1 \boxtimes N: M_{(-1,0)} \boxtimes \mathcal{L}_r[H]^1[1] \to M_{(-1,0)} \boxtimes \mathcal{L}_r[H]^1[1]) \]
is an extension of \( (\M_{(-1,0)})_{r,\text{coker}} \). In the same way, we can see that there is a mixed Hodge module on \( X \times \mathbb{C} \) whose restriction to \( X \times \mathbb{C}^* \) is \( (\M_{(-1,0)})_{r,\text{coker}} \). We can say that \( \M_{(-1,0)} \) is an extendable mixed Hodge module on \( X \times \mathbb{C}^* \). Therefore, by “Beilinson’s gluing” for mixed Hodge modules, we can construct a mixed Hodge module \( \M_{(-1,0)} \) from the gluing data \( (\M_{(-1,0)}, \M_{-1}, c, v) \) which has the desired properties.

Proof of Theorem 3.3. We define the functor \( G: \mathcal{G}(X) \to \text{MHM}^p_{\text{mon}}(X \times \mathbb{C}) \) so that
\[ G((\M_{(-1,0)}, T_s, N), \M_{-1}, c, v)) = \M_{(-1,0)}. \]

For \( ((\M_{(-1,0)}, T_s, N), \M_{-1}, c, v) \in \mathcal{G}(X) \), by Lemma 3.11 and the definition of \( G \), \( F \circ G((\M_{(-1,0)}, T_s, N), \M_{-1}, c, v)) \) is isomorphic to \( ((\M_{(-1,0)}, T_s, N), \M_{-1}, c, v) \). Hence, we have \( F \circ G \) and \( G \) are isomorphic.

For \( \M \in \text{MHM}^p_{\text{mon}}(X \times \mathbb{C}) \), we have \( F(\M) = ((\psi_t \M, T_s, N), \phi_{t,1} \M, \text{can}, \text{var}) \). Note that we have
\[ \psi_t(\M|_{X \times \mathbb{C}^*}) = \psi_t \M. \] (54)

Then, we have
\[ \psi_t \M|_{X \times \mathbb{C}^*} = \psi_t \M \quad \text{(by the definition)} \]
\[ = (\psi_t(\M|_{X \times \mathbb{C}^*})) \quad \text{(by (54))} \]
\[ = \M|_{X \times \mathbb{C}^*} \quad \text{(by Lemma 3.11 or (53))}. \]

Moreover, by the definition of \( \psi_t \M \), we have \( \psi_{t,1}(\psi_t \M) = \psi_{t,1} \M \) and \( \phi_{t,1}(\psi_t \M) = \phi_{t,1} \M \). Under these identifications, the can morphism \( \psi_{t,1}(\psi_t \M) \to \phi_{t,1}(\psi_t \M) \) is can: \( \psi_{t,1} \M \to \phi_{t,1} \M \) and the var morphism \( \phi_{t,1}(\psi_t \M) \to \psi_{t,1}(\psi_t \M)(-1) \) is var: \( \phi_{t,1} \M \to \psi_{t,1} \M(-1) \). Therefore, \( \M \) also satisfies the gluing condition (i)-(iii) in Lemma 3.22 for the object \( F(\M) \in \mathcal{G}(X) \). Hence, \( \M \) is isomorphic to \( \psi_t \M \). This implies that we have \( G \circ F \) are isomorphic.

This completes the proof.
Finally, for \((\mathcal{M}_{(-1,0]}, T, N, \mathcal{M}_{-1}, c, v) \in \mathcal{F}(X)\), we describe the mixed Hodge module \(\mathcal{M}_{(-1,0]}\) more concretely. Let \(\mathcal{M}_{(-1,0]}\) (resp. \(K_{(-1,0]}\)) be the underlying \(D\)-module (perverse sheaf) of \(\mathcal{M}_{(-1,0]}\). Since \(\mathcal{M}_{(-1,0]}\) is monodromic on \(X \times \mathbb{C}^*\), \(\mathcal{M}_{(-1,0]}\) is also monodromic on \(X \times \mathbb{C}\). Recall that \((\mathcal{M}_{(-1,0]}^\alpha) = \bigcup_{t \geq 0} \text{Ker}((\partial t - \alpha)^t) : M_{(-1,0]} \to M_{(-1,0]}\).

**Proposition 3.23.** For \(\alpha \in [-1, 0]\), we have

\[
(\mathcal{M}_{(-1,0]}^\alpha) \simeq \begin{cases} M_\alpha & (\alpha \in (-1, 0]) \\ M_{-1} & (\alpha = -1). \end{cases}
\]

Moreover, under these identifications, \(\partial_t - \alpha\) on \((\mathcal{M}_{(-1,0]}^\alpha)\) is \(N\): \(M \to M\), \(-\partial_t:\ (\mathcal{M}_{(-1,0]}^0 = (\mathcal{M}_{(-1,0]}^{-1})^{-1}\) is \(c\): \(M_0 \to M_{-1}\) and \(t:\ (\mathcal{M}_{(-1,0]}^{-1})^{-1} \to (\mathcal{M}_{(-1,0]}^0 = v\): \(M_{-1} \to M_0\). In particular, \(\mathcal{M}_{(-1,0]}\) is isomorphic to

\[
( \bigoplus_{\alpha \in (-1,0) \cap \mathbb{Q}} M_\alpha \otimes \mathbb{C}[\partial_t] \partial_t) \oplus M_{-1} \oplus ( \bigoplus_{\alpha \in (-1,0) \cap \mathbb{Q}} M_\alpha \otimes \mathbb{C}[t]),
\]

where the \(D\)-module structure of it is defined so that for any \(\alpha \in (-1, 0) \cap \mathbb{Q}\), \(\partial_t - \alpha\) acts on \(M_\alpha\) as \(N\): \(M_{(-1,0]} \to M_{(-1,0]}\), \(-\partial_t:\ M_0 \to M_{-1}\) is \(c\): \(M_0 \to M_{-1}\) and \(t:\ M_{-1} \to M_0\) is \(v\): \(M_{-1} \to M_0\). Moreover, the Hodge filtration \(F_\bullet \mathcal{M}_{(-1,0]}\) (resp. the weight filtration \(W_\bullet \mathcal{M}_{(-1,0]}\) is isomorphic to

\[
( \bigoplus_{i \geq 1} \bigoplus_{\alpha \in (-1,0) \cap \mathbb{Q}} \partial_t^i F_{i-1} M_\alpha) \oplus F_\bullet M_{-1} \oplus ( \bigoplus_{\alpha \in (-1,0) \cap \mathbb{Q}} F_\bullet M_\alpha \otimes \mathbb{C}[t])
\]

(resp. \( ( \bigoplus_{\alpha \in (-1,0) \cap \mathbb{Q}} W_\bullet M_\alpha \otimes \mathbb{C}[\partial_t] \partial_t) \oplus W_\bullet M_{-1} \oplus ( \bigoplus_{\alpha \in (-1,0) \cap \mathbb{Q}} W_\bullet M_\alpha \otimes \mathbb{C}[t]) \)).

**Proof.** For \(\alpha \in (-1, 0) \cap \mathbb{Q}\), we have

\[
(\mathcal{M}_{(-1,0]}^\alpha) \simeq \psi_{t,e(\alpha)}(\mathcal{M}_{(-1,0]}^\alpha) \quad \text{(by Corollary 1.17)}
\]

\[
\simeq \psi_{t,e(\alpha)}(\mathcal{M}_{(-1,0]}^\alpha) \simeq M_\alpha \quad \text{(by Lemma 3.10)}.
\]

Moreover, \(\partial_t - \alpha\) on \((\mathcal{M}_{(-1,0]}^\alpha)\) is \(N\) under this identification. Similarly to this, we have

\[
(\mathcal{M}_{(-1,0]}^{-1}) \simeq \phi_{t,1}(\mathcal{M}_{(-1,0]}^{-1}) \quad \text{(by Corollary 1.17)}
\]

\[
\simeq M_{-1} \quad \text{(by the definition of } \mathcal{M}_{(-1,0]}).\]

By Corollary 1.17 again, \(-\partial_t:\ (\mathcal{M}_{(-1,0]}^0 \to (\mathcal{M}_{(-1,0]}^{-1} is can: \psi_{t,1}(\mathcal{M}_{(-1,0]}^0) \to \phi_{t,1}(\mathcal{M}_{(-1,0]}^0)\) and \(t:\ (\mathcal{M}_{(-1,0]}^{-1} \to (\mathcal{M}_{(-1,0]}^0)\) is var: \(\phi_{t,1}(\mathcal{M}_{(-1,0]}^0) \to \psi_{t,1}(\mathcal{M}_{(-1,0]}^0).\) By the definition of \(\mathcal{M}_{(-1,0]}\), these are \(c\) and \(v\) respectively. \qed
3.7 The Fourier-Laplace transformations of mixed Hodge modules

As an application of Theorem 3.5, we endow the Fourier-Laplace transformation of the underlying \( D \)-module of a monodromic mixed Hodge module with a mixed Hodge module structure.

Remark again that we identify a \( D \)-module \( A \) on a smooth affine algebraic variety \( Z \) with the \( \Gamma(Z; D_Z) \)-module \( \Gamma(Z; A) \). Let \( M \) be a \( D \)-module on \( X \times \mathbb{C}_t \). Let \( \mathbb{C}_r \) be the dual vector space of \( \mathbb{C}_t \) with a coordinate \( \tau \) such that the pairing \( (t, \tau) \) is given by \( t\tau \). We consider an isomorphism \( \Gamma(\mathbb{C}_t; D_{\mathbb{C}_t}) \cong \Gamma(\mathbb{C}_r; D_{\mathbb{C}_r}) \) given by \( \tau \mapsto -\partial_t \) and \( \partial_{\tau} \mapsto t \). The Fourier-Laplace transformation of \( M \) is equal to \( M \) as \( D_X \)-module and the \( \mathbb{C}[\tau][\tau_{\tau}] \)-structure is induced through the isomorphism \( \Gamma(\mathbb{C}_t; D_{\mathbb{C}_t}) \cong \Gamma(\mathbb{C}_r; D_{\mathbb{C}_r}) \). We denote it by \( F^\cdot M \) and regard it as a \( D \)-module on \( X \times \mathbb{C}_r \).

Assume that \( M \) is monodromic. For simplicity, we assume that \( X \) is affine in this subsection. For a section \( m \in F^\cdot M \), we have

\[
\tau \partial_{\tau} m = -\partial_t t m = (-t \partial_t - 1)m.
\]

Therefore, we have (as \( \mathbb{C}_X \)-modules)

\[
(F^\cdot M)^\beta = M^{-\beta-1}.
\]

In particular, \( F^\cdot M \) is also monodromic. Therefore, we have

\[
F^\cdot M = \bigoplus_{\beta \in \mathbb{Q}} (F^\cdot M)^\beta = \bigoplus_{\beta \in \mathbb{Q}} M^{-\beta-1},
\]

\[
\psi_\tau(F^\cdot M) = \bigoplus_{\alpha \in [-1,0] \cap \mathbb{Q}} M^\alpha,
\]

\[
\psi_{\tau,\alpha}(F^\cdot M) = M^{-\alpha-1} \quad (\alpha \in (-1,0] \cap \mathbb{Q}), \text{ and}
\]

\[
\phi_{\tau,1}(F^\cdot M) = M^0.
\]

Let \( \mathcal{M} = (M, F^\cdot M, K, W, K) \) be a monodromic mixed Hodge module on \( X \times \mathbb{C}_t \). Recall that by Theorem 2.2, we have

\[
F^\cdot M = \bigoplus_{\beta \in \mathbb{Q}} F^\cdot M^\beta.
\]

Note that we have a decomposition

\[
\psi_t M = \psi_{t,1} M + \psi_{t,\neq 1} M,
\]

where \( \psi_{t,\neq 1} M \) is the mixed Hodge module whose underlying \( D \)-module is \( \bigoplus_{\alpha \in (-1,0]} M^\alpha \). Then, the underlying \( D \)-module of the mixed Hodge module \( \phi_{t,1} M \oplus \psi_{t,\neq 1} M \) (resp. \( \psi_{t,1} M(-1) \)) is the \( D \)-module \( \psi_\tau(F^\cdot M) = \bigoplus_{\alpha \in [-1,0]} M^\alpha \) (resp. \( \phi_\tau(F^\cdot M) = M^0 \)). Consider a tuple

\[
((\phi_{t,1} M \oplus \psi_{t,\neq 1} M, 1 \oplus T_{s}^{-1}, \text{can} \circ \text{var} \oplus N), \psi_{t,1} M(-1), -\text{var}, \text{can}).
\]

One can see that this is in \( \mathcal{G}(X) \). By Theorem 3.5 (or the functor \( \mathcal{G}(X) \to \text{MHM}_{\text{mon}}^p(X \times \mathbb{C}) \)), we obtain a mixed Hodge module \( F^\cdot M \) on \( X \times \mathbb{C}_r \), whose underlying \( D \)-module is \( F^\cdot M \).

Since \( F^\cdot M \) is monodromic, we have a decomposition

\[
F^\cdot F^\cdot M = \bigoplus_{\beta \in \mathbb{Q}} F^\cdot F^\cdot M^\beta.
\]
Remark 3.24. There are other possible definitions of the mixed Hodge modules whose underlying $D$-modules are $\mathbb{F}M$. For example, the underlying $D$-module of the mixed Hodge module corresponding to a tuple $((\phi_{t,1}(1)M \oplus \psi_{t,\neq 1}M, 1 \oplus T_s^{-1}, (\text{can} \circ \text{var}) \oplus N), \psi_{t,1}M, -\text{var}, \text{can})$ is also $\mathbb{F}M$. In this sense, the above definition of $\mathbb{F}M$ is just a candidate for the definition of “the Fourier-Laplace transformation of a mixed Hodge module”.

Proposition 3.25. We have

$$F_p \mathbb{F}M^\alpha = \begin{cases} 
F_{p+1}M^{-1} (\alpha = 0) \\
F_pM^{-\alpha-1} (\alpha \in [-1, 0)).
\end{cases}$$

Proof. By the definition of the Hodge filtration of $\psi_tM$ and $\phi_{t,1}M$, we have

$$F_p(\mathbb{F}M)^{-1} = F_{p-1}\phi_{t,1}(\mathbb{F}M) = F_{p-1}\psi_{t,1}M(-1) = F_pM^0,$$

$$F_p(\mathbb{F}M)^{\alpha} = F_p \psi_{t,\alpha}(\mathbb{F}M) = F_p \psi_{t,\alpha-1}M = F_pM^{-\alpha-1}, \quad \text{and}$$

$$F_p(\mathbb{F}M)^0 = F_p \psi_{t,1}(\mathbb{F}M) = F_p \phi_{t,1}(M) = F_{p+1}M^{-1},$$

where $\alpha \in (-1, 0)$.

By this proposition, the decomposition [55] and the strict specializability, we can describe $F_p \mathbb{F}M$ concretely.
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