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Abstract
The Volterra lattice admits two non-Abelian analogs that preserve the integrability property. For each of them, the stationary equation for non-autonomous symmetries defines a constraint that is consistent with the lattice and leads to Painlevé-type equations. In the case of symmetries of low order, including the scaling and master-symmetry, this constraint can be reduced to second order equations. This gives rise to two non-Abelian generalizations for the discrete Painlevé equations dP₁ and dP₃₄ and for the continuous Painlevé equations P₃, P₄ and P₅.
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1. Introduction
We study equations of Painlevé type that arise as symmetry constraints for the non-Abelian Volterra lattices

\[ u_{n,x} = u_{n+1}u_n - u_nu_{n-1} \]  \hspace{1cm} (VL₁)

and

\[ u_{n,x} = u_{n+1}^Tu_n - u_nu_{n-1}^T, \]  \hspace{1cm} (VL₂)

where \( u \) and \( u^T \) can be viewed as a matrix of any fixed size and its transpose. Up to the author’s knowledge, equation (VL₁) appeared in [1, 2] and equation (VL₂) is new. There exists
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a sequence of substitutions that link these two equations, as described in section 2, but this is an implicit transformation and we prefer to treat both equations independently, albeit parallel to each other.

Both equations (VL1) and (VL2) are integrable in the sense of existence of infinite hierarchy of higher symmetries and conservation laws. In this paper, these properties are almost never used, since we consider only low-dimensional reductions associated with symmetries containing $u_{n+k}$ for $|k| \leq 2$. These symmetries are listed in section 3 and include: the lattice itself, its simplest higher symmetry, the classical scaling symmetry and the master-symmetry. The stationary equation for a linear combination of these flows defines a constraint consistent with the lattice (there are several non-equivalent cases depending on the choice of coefficients of the linear combination). This constraint admits a reduction of the order; as a result, a discrete equation of the Painlevé type arises, while the dynamics in $x$ is reduced to a continuous Painlevé equation. The theory of non-Abelian Painlevé equations appeared not very long ago (we mention [3] as one of the first publications on this topic). Now this area is actively developing and includes many studied examples, but there are still many blank spots and a classification of non-Abelian case is lacking.

Section 4 contains zero curvature representations for the flows we need; under the constraint, they turn into the isomonodromic Lax pairs for the Painlevé equations.

In the scalar case $u_0 \in \mathbb{C}$, the first example of a constraint of this type, leading to the dP1 and P4 equations, appeared in [4, 5], see also [6, 7]. In this example the master-symmetry is not used and the non-isospectrality of the reduction is due to the scaling symmetry. The non-Abelian version of this reduction for both equations (VL1) and (VL2) is given in section 5. The calculations here are quite straightforward and lead to two non-commutative analogs of dP1. Notice that these analogs do not coincide with equations studied in [8–10] in the framework of other approaches. The respective analogs of P4 equation for $y = u_n$ can be written as

$$y_{xx} = \frac{1}{2}y_{y}y^{-1}y_{x} + \frac{1}{2}[ky - \gamma y^{-1}, y_{x}] + \frac{3}{2}y^{3} + 4xy^{2} + 2(x^2 - \alpha)y - \frac{\gamma^2}{2}y^{-1},$$

where the coefficient $k$ takes two values: 1 for (VL1) and $-3$ for (VL2).

Section 6 is devoted to more difficult constraints related with master-symmetries of (VL1) and (VL2). In the scalar case, this reduction was studied in [11] where it was shown that it leads to equations dP3 and P5 or P3 (depending on the values of parameters). Now we present non-Abelian generalizations for these equations. However, the continuous part of the answer is left in the form of a system of two first-order ODEs, since reduction to one second-order ODE leads to rather complicated formulas.

An essential difference in the non-Abelian case is related with the procedure of reduction of order. We start from a stationary equation which is some five-point $O\Delta E$:

$$f_n(u_{n-2}, u_{n-1}, u_n, u_{n+1}, u_{n+2}; x, \mu, \nu) = 0,$$

where $f_n$ is a polynomial in $u_k$ and $u_k^2$ with coefficients depending on $n, x$ and scalar parameters $\mu, \nu$, and our final result is a discrete Painlevé equation of the form

$$g_n(u_{n-1}, u_n, u_{n+1}; x, \mu, \nu, \varepsilon, \delta) = 0$$

with additional constants $\varepsilon, \delta \in \mathbb{C}$. In the scalar case, both equations are completely equivalent since the reduction of order is made due to the first integrals which enter the equation as parameters. In the non-Abelian case, we use partial first integrals instead. As a result, the obtained Painlevé equation defines only a subclass of special solutions of the original equation (two of four matrix initial data are replaced by values of scalar parameters).
Notations. We use Greek letters to denote scalar coefficients, that is, elements of \( \mathbb{C} \). By default, Latin letters stand for elements of an associative algebra \( \mathcal{A} \) over \( \mathbb{C} \), with the exception of the independent variables \( n, x \) and \( t_i \) (used for the flows from the lattice hierarchies) which, of course, are scalars. The involution \( u^T \) on \( \mathcal{A} \) is such that \((u^T)^T = u\), \((\alpha u + \beta v)^T = \alpha u^T + \beta v^T\), and \((uv)^T = v^Tu^T\) for any \( u, v \in \mathcal{A} \) and \( \alpha, \beta \in \mathbb{C} \). We also assume that the algebra \( \mathcal{A} \) has the unity \( 1 \) and that expressions involving inverse elements are allowed. In expressions like \( u_n + \alpha \), the term \( \alpha \) is understood as the scalar \( \alpha \) multiplied by \( 1 \in \mathcal{A} \), which does not lead to a confusion. For clarity, we can think of \( \mathcal{A} \) as the algebra of matrices of arbitrary fixed size with the operations of matrix transpose and taking the inverse (it is also possible to use the conjugate transpose \( u^* \), assuming that some scalars should be real).

2. Modified equations

Although (VL\(^1\)) and (VL\(^2\)) equations are very similar, there is no an explicit invertible change between them. It is clear that one can get rid of the involution in (VL\(^2\)) by passing to the sequence of variables \( \ldots, u_{n-1}, u_n, u_{n+1}, u_{n+2}, \ldots \), on the expense that equations for variables with even and odd numbers become different. Then (VL\(^1\)) takes the form of two-component system of Toda type

\[
\begin{align*}
p_n, x &= q_n p_n - p_n q_n - 1, \\
q_n, x &= p_{n+1} q_n - q_n p_n - 1,
\end{align*}
\]

and (VL\(^2\)) turns into another system

\[
\begin{align*}
p_n, x &= q_n p_n - p_n q_n - 1, \\
q_n, x &= q_n p_{n+1} - p_n q_{n+1} - 1.
\end{align*}
\]

Nevertheless, both lattices are related indeed, but in more complicated and unexpected way via the sequence of difference substitutions

\[
\text{VL}\(^1\) \leftarrow \text{mVL}\(^1\) \leftarrow \text{pot-mVL} \rightarrow \text{mVL}\(^2\) \rightarrow \text{VL}\(^2\),
\]

which act in opposite directions and involve inverse elements in \( \mathcal{A} \). The equations participating in this sequence are

\[
\begin{align*}
\text{VL}\(^1\): & \quad u_n, x = u_{n+1} u_n - u_n u_{n-1}, \\
\text{mVL}\(^1\): & \quad v_n, x = v_{n+1} (v_n^2 - \alpha^2) - (v_n^2 - \alpha^2) v_{n-1}, \\
\text{pot-mVL}: & \quad w_n, x = (w_{n+1} + 2\alpha w_n)(w_{n-1} + 2\alpha), \\
\text{mVL}\(^2\): & \quad v_n, x = (v_n - \alpha) v_{n+1} (v_n + \alpha) - (v_n + \alpha) v_{n-1} (v_n - \alpha), \\
\text{VL}\(^2\): & \quad u_n, x = u_{n+1}^T u_n - u_n u_{n-1}^T.
\end{align*}
\]

The following substitutions are easily verified by direct computation. The VL\(^1\) is related with the modified Volterra lattice mVL\(^1\) by the well-known discrete Miura map \([1, 12, 13]\)

\[
\text{VL}\(^1\) \leftarrow \text{mVL}\(^1\): \quad u_n = (u_{n+1} + \alpha)(v_n - \alpha).
\]

The substitution from the potential lattice pot-mVL to mVL\(^1\) is of the form

\[
\text{mVL}\(^1\) \leftarrow \text{pot-mVL}: \quad v_n = w_{n+1} w_n^{-1} + \alpha,
\]

and the substitution to mVL\(^2\) differs only in the order of the factors:

\[
\text{pot-mVL} \rightarrow \text{mVL}\(^2\): \quad v_n = w_n^{-1} w_{n+1} + \alpha.
\]
Finally, the last substitution is

\[ mVL^2 \to VL^2 : \quad u_{2n} = (v_{2n} + \alpha)(v_{2n-1} + \alpha), \quad u_{2n+1} = (v_{2n+1}^T - \alpha)(v_{2n}^T - \alpha). \]

The mVL^2 equation was studied (for zero parameter \( \alpha \)) in [14], where it was stated that it did not admit an analog of the Miura map. We see that this is not so: the trick is that the transformation should be defined by different formulas for even and odd variables and using the involution \( \tau \), although the mVL^2 equation itself does not contain it.

In principle, the above substitutions can be applied to the reductions of equations (VL^1) and (VL^2) which we study below. However, this is not easy given the implicit nature of this transformation. So, we leave the problem of studying these relations for further research, and in this work we consider both lattices and the Painlevé equations obtained from them independently, although parallel to each other.

Remark 1. It is interesting to note an incomplete analogy with the sequence of substitutions

\[ \begin{align*}
KdV & \quad \leftrightarrow \quad mKdV^1 \quad \leftrightarrow \quad \text{pot-mKdV} \quad \leftrightarrow \quad mKdV^2,
\end{align*} \]

(see e.g. [15]) for the equations

\[ \begin{align*}
KdV: & \quad u_t = u_{xxx} - 3u_{xx}u - 3uu_x, \\
mKdV^1: & \quad v_t = v_{xxx} - 3v_{xx}v - 3v_xv^2 - 6\alpha v_v, \\
pot-mKdV: & \quad w_t = w_{xxx} - 3w_{xx}w^{-1}w_x - 6\alpha w_v, \\
mKdV^2: & \quad v_t = v_{xxx} + 3[v, v_x] - 6w_{xx}v - 6\alpha v_v.
\end{align*} \]

These equations can be obtained from the corresponding lattice equations by continuous limit, but no continuous analog of (VL^2) is known.

3. Symmetries

For each lattice (VL^1) or (VL^2), the evolution derivation \( D_x = D_t \) is a member of infinite-dimensional Lie algebra with generators satisfying commutation relations

\[ [D_x, D_y] = 0, \quad [D_x, D_y] = jD_{x+y-1} \quad \text{and} \quad [D_x, D_y] = (j - i)D_{x+y-1}, \quad i, j \geq 1. \]

This implies, in particular, that all derivations \( D_x \) and \( xD_x + D_x \) commute with \( D_x \) and that the stationary equation for any linear combination of these derivations defines a constraint consistent with the lattice. The Painlevé equations or their higher analogs appear if such a constraint involves at least one derivation of the form \( xD_x + D_x \). In this paper, we consider only low order constraints obtained by use of derivations \( D_x, D_x, D_y, D_y \) and \( D_x, D_y \) which we now write down explicitly. The relations (1) for these flows can be verified directly.

For (VL^1), the symmetry \( D_2 \) is defined by equation

\[ u_{n,2} = (u_{n+2}u_{n+1} + u_{n+1}^2 + u_{n+1}u_n)u_n - u_n(u_{n+1}u_{n-1} + u_{n-1}^2 + u_{n-2}) \]

and its analog for (VL^2) reads

\[ u_{n,2} = (u_{n+2}u_{n+1} + u_{n+1}^T + u_{n+1}u_n^T)u_n - u_n(u_{n+1}^T u_{n-1} + (u_{n-1})^T + u_{n-2}u_{n-1}^T) \]

(2)
The classical scaling symmetry $D_{\tau_1}$ for both lattices is of the form

$$u_{n,\tau_1} = u_n.$$ 

The master-symmetry $D_{\tau_2}$ for (VL$^1$) involves an additional nonlocal variable $s_n$:

$$u_{n,\tau_2} = \left( n + \frac{3}{2} \right) u_{n+1} u_n + u_n^2 = \left( n - \frac{3}{2} \right) u_n u_{n-1} + [s_n, u_n], \quad s_n - s_{n-1} = u_n. \quad (4)$$

Notice, that the derivatives of $s_n$ with respect to $x$ and $t_2$ are local, for instance $s_n, x = u_n + 1 u_n$.

It is clear that in the scalar case $u_n \in \mathbb{C}$ introducing of this nonlocality is not necessary (a description of local master-symmetries for the Volterra type lattices can be found, e.g. in [16, 17]). As it turns out, in the (VL$^2$) case the nonlocality is not necessary as well: the master-symmetry for this equation is of the form

$$u_{n,\tau_2} = \left( n + \frac{3}{2} \right) u_{n+1}^T u_n + u_n^2 = \left( n - \frac{3}{2} \right) u_n u_{n-1}^T. \quad (5)$$

The relations (1) imply that the derivations of the form

$$D = \mu_1(x D_{\tau_1} + D_{\tau_2}) + \mu_2(x D_x + D_{\tau_1}) + \mu_3 D_{\tau_2} + \mu_4 D_x \quad (6)$$

commute with $D_x$. Hence it follows that the stationary equation $u_{n,\tau} = 0$ is a constraint compatible with the lattice. Taking into account the scaling transformation and the shift $x \to x - x_0$, one can see that there are two nonequivalent cases leading to the Painlevé type equations:

$$u_{n,\tau_2} + 2(xu_{n,x} + u_{n,\tau_1}) = 0 \quad (7)$$

and

$$xu_{n,\tau_2} + u_{n,\tau_2} - 2\mu(xu_{n,x} + u_{n,\tau_1}) - \nu u_{n,x} = 0. \quad (8)$$

These are the constraints that will be the subject of our further study.

**Remark 2.** In addition to the above symmetries, there are symmetries of the form $u_{n,y} = [a, u_n]$ which are specific to the non-Abelian case. For the lattice (VL$^1$), $a$ can be any constant element of $A$, and for (VL$^2$) it should satisfy $a = -a^T$. Introducing such term into (6) may be interesting because it violates the GL-invariance, but we do not consider this possibility in this paper.

**Remark 3.** By use of (VL$^1$) or (VL$^2$) equations, one can find all variables $u_{n+k}$ as expressions of variables $u_n, u_{n+1}$ and their derivatives with respect to $x$. Therefore, any symmetry of the lattice can be rewritten as some coupled PDE system. In particular, for the (VL$^1$) equation and its symmetry (2), the pair $(p, q) = (u_n, u_{n+1})$ satisfies, for any $n$, the associated system

$$\begin{cases} q_{t_2} = q_{xx} + 2q_{x} + 2(qp)_x + 2[qp, q], \\ p_{t_2} = -p_{xx} + 2pp_{x} + 2(qp)_x + 2[qp, p]. \end{cases}$$

Similarly, for (VL$^2$) and its symmetry (3), the pair $(p, q) = (u_n, u_{n+1}^T)$ satisfies the system

$$\begin{cases} q_{t_2} = q_{xx} + 2q_{x} + 2(pq)_x + 2[pq, q], \\ p_{t_2} = -p_{xx} + 2pp_{x} + 2(qp)_x + 2[p, qp]. \end{cases}$$
These systems were found in [18] when classifying non-Abelian systems with higher conservation laws. They give two generalizations of the Levi scalar system from [19], where the concept of the associated system was introduced; see also [20] for a systematic study of relations between (scalar) Volterra and Toda-type lattices and nonlinear Schrödinger type equations.

4. Zero curvature representations

(VL1) equation. It is easy to check that it is equivalent to the matrix equation

\[ L_{n.x} = U_{n+1}L_n - L_nU_n \]  (9)

with

\[ L_n = \begin{pmatrix} \lambda & \lambda u_n \\ -1 & 0 \end{pmatrix}, \quad U_n = \begin{pmatrix} \lambda + u_n & \lambda u_n \\ -1 & u_{n-1} \end{pmatrix}. \]  (10)

The entire (VL1) hierarchy is associated with linear equations of the general form

\[ \Psi_{n+1} = L_0\Psi_n, \quad \Psi_{n,t} + \kappa(\lambda)\Psi_{n,\lambda} = V_n\Psi_n \]

with the above matrix \( L_n \). The compatibility condition for these equations is written as the zero curvature representation

\[ L_{n,t} + \kappa(\lambda)L_{n,\lambda} = V_{n+1}L_n - L_nV_n. \]  (11)

Any member of the hierarchy is equivalent to (11) for suitable choice of \( V_n = V_n^{(j)} \), with factors \( \kappa^{(j)} = 0 \) for the derivations \( D_t \) and \( \kappa^{(j)} = \lambda^j \) for \( D_{\tau_j} \). It is easy to prove that the matrix \( V_n \) has the structure

\[ V_n = \begin{pmatrix} a_n & -\lambda c_{n+1}u_n \\ c_n & \lambda c_n + a_{n-1} \end{pmatrix}. \]

In particular, the choice \( a_n = \lambda + u_n \) and \( c_n = -1 \) brings to the matrix \( U_n = V_n^{(1)} \) from (10).

The matrices for other flows we need are obtained by the following choices:

\[ V_n^{(2)}: a_n = \lambda^2 + \lambda u_n + u_{n+1}u_n + u_n^2 + u_n u_{n-1}, \quad c_n = -\lambda - u_n - u_{n-1}, \]

\[ V_n^{(3)}: a_n = n + 1, \quad c_n = 0, \]

\[ V_n^{(4)}: a_n = (n - \frac{1}{2})(\lambda + u_n) + s_n, \quad c_n = -n + \frac{1}{2}. \]

Notice, that \( V_n^{(4)} \) contains nonlocality \( s_n \) even in the scalar case, when the master-symmetry (4) becomes local.

(VL2) equation. In this case, the zero curvature representation has a less familiar form

\[ L_{n,x} = U_{n+1}L_n + L_nU_n^T, \]  (12)

with the matrices

\[ L_n = \begin{pmatrix} 1 & -\lambda \\ 0 & \lambda u_n \end{pmatrix}, \quad U_n = \begin{pmatrix} \frac{1}{2} & 1 \\ -\lambda u_{n-1} & -\frac{1}{2} \lambda - u_{n-1} + u_n^T \end{pmatrix}. \]  (13)
where $U^T$ denotes the result of the matrix transpose of $U$ applying the involution to each element (that is, if $A$ is the matrix algebra then this is just the usual transpose done block by block). Representations of this type arise if the linear equations for $\psi$-functions are given differently for even and odd numbers (cf with the alternating Miura map from section 2):

$$
\Psi_{2n+1} = L_{2n} \Psi_{2n} = L_{2n+1}^T \Psi_{2n+2},
$$

$$
\Psi_{2n} = -U_{2n}^T \Psi_{2n}, \quad \Psi_{2n+1} = U_{2n+1}^T \Psi_{2n+1}.
$$

It is easy to see that the compatibility conditions for these equations have the same form (12) regardless of the parity of $n$. Note that from here we can pass to the representation of the form $M_{2n,\lambda} = A_{2n+2} M_{2n} - M_{2n} A_{2n}$ with matrices $M_{2n} = (L_{2n+1}^T)^{-1} L_{2n}$. Representations of this type (with the step by two lattice sites) were used for some equations of Volterra type also in the scalar situation [21]

More generally, all derivations from the $(VL)^2$ hierarchy correspond to the linear equations

$$
\Psi_{2n+1} + \kappa(\lambda) \Psi_{2n+1,\lambda} = -V_{2n}^T \Psi_{2n}, \quad \Psi_{2n+1} + \kappa(\lambda) \Psi_{2n+1,\lambda} = V_{2n+1}^T \Psi_{2n+1},
$$

with the same matrix $L_n$, which leads to representations of the form

$$
L_{n,t} + \kappa(\lambda) L_{n,\lambda} = V_{n+1} L_n + L_n V_n^T, \quad \Psi_{2n} = -U_{2n}^T \Psi_{2n}, \quad \Psi_{2n+1} = U_{2n+1}^T \Psi_{2n+1}, \quad \kappa(\lambda) = 0 \text{ and } \kappa(\tau) = \lambda! \text{ as before. In particular, we are interested in the derivations } D_{12}, D_{12} \text{ and } D_{12,2}, \text{ which correspond to the matrices}
$$

$$
V_n^{(12)} = \begin{pmatrix}
\frac{1}{2} \lambda^2 + \lambda u_{n-1} & \lambda + a_n^T \\
-\lambda u_{n-1}(\lambda + a_{n-1}) & -\frac{1}{2} \lambda^2 - u_{n-1}(\lambda + a_{n-1}) + u_n^T a_{n+1}
\end{pmatrix},
$$

where $a_n = u_n + u_{n-1}^T$, and

$$
V_n^{(12,2)} = \begin{pmatrix}
0 & 0 \\
0 & 1
\end{pmatrix}, \quad V_n^{(12,2)} = n U_n + \frac{1}{2} \begin{pmatrix}
-\lambda & -1 \\
3 \lambda u_{n-1} & 2 \lambda + 3 u_{n-1} + u_n^T
\end{pmatrix}.
$$

**Transition to the isomonodromic Lax pairs.** The matrix $V_n$ and the factor $\kappa(\lambda)$ corresponding to the linear combination (6) are constructed from respective matrices and factors for the basic derivations:

$$
V_n = \mu_1(\lambda V_n^{(12)} + V_n^{(12,2)}) + \mu_2(\lambda U_n + V_n^{(12,1)}) + \mu_3 V_n^{(12)} + \mu_4 U_n,
$$

$$
\kappa = \mu_1 \lambda^2 + \mu_2 \lambda.
$$

This matrix satisfies equations (11) or (14), depending on which hierarchy we are considering. In addition, in both cases the compatibility condition for the derivations $D_1$ and $D_1$ is satisfied:

$$
U_{n,t} + \kappa(\lambda) U_{n,\lambda} = V_{n,t} = [V_n, U_n]. \quad (15)
$$

On passing to the stationary equation for (6), the derivative with respect to $t$ disappears and the zero curvature representations (11), (14) and (15) turn into isomonodromic Lax pairs. The discrete part of the constraint is equivalent to an equation of the form

$$
\kappa(\lambda) L_{n,\lambda} = V_{n+1} L_n + L_n V_n. \quad (16)
$$
or of the form
\[ \kappa(\lambda)L_{n,\lambda} = V_{n+1}L_n + L_n V^T_n, \]
and the continuous part is equivalent to an equation of the form
\[ \kappa(\lambda)U_{n,\lambda} - V_{n,x} = [V_n, U_n] \]
with the matrix entries simplified modulo the constraint under study.

5. Non-Abelian analogs of dP\(_1\) and P\(_4\) equations

For the (VL\(_1\)) equation, the constraint (7) takes the form of difference equation
\[
\begin{align*}
&u_{n+1}u_n + u_n^2 u_n + u_{n+1}u_n^2 - u_n u_{n-1}^2 - u_n u_{n-1}u_{n-2} + 2x(u_{n+1}u_n - u_n u_{n-1}) + 2u_n = 0,
\end{align*}
\]
and for the (VL\(_2\)) it reads
\[
\begin{align*}
&u_{n+1}u_n + u_n^2 u_n + u_{n+1}u_n^2 - u_n u_{n-1}^2 - u_n u_{n-1}u_{n-2} - u_n u_{n-2}^2 + 2x(u_{n+1}u_n - u_n u_{n-1}) + 2u_n = 0.
\end{align*}
\]
Each of these equations can be represented as \(F_{n+1}u_n - u_n F_{n-1} = 0\), and it turns out that the equality \(F_n = 0\) is itself a constraint consistent with the lattice equation. This brings to the following non-Abelian analogs of dP\(_1\) (we remark that different non-Abelian versions of dP\(_1\) were studied in [9, 10]):

\[
\begin{align*}
&u_{n+1}u_n + u_n^3 + u_n u_{n-1} + 2x u_n + n - \nu + (-1)^i \epsilon = 0, \quad (dP^i_1) \\
&u_{n+1}u_n + u_n^3 + u_n u_{n-1} + 2x u_n + n - \nu + (-1)^i \epsilon = 0, \quad (dP^i_2)
\end{align*}
\]
where scalars \(\nu\) and \(\epsilon\) play the role of integration constants. (This is only a partial first integral. The integration constants must belong to the center of \(A\), because they have to commute with \(u_n\) which is a general element of \(A\).) Moreover, for consistency with the corresponding lattice, these scalars must be independent of \(x\).

**Proposition 1.** The VL\(_i\) equation is consistent with dP\(_1\), \(i = 1, 2\), for arbitrary constants \(\nu, \epsilon \in \mathbb{C}\).

**Proof.** This is proved by direct calculation as follows. Let \(F_n\) be the left-hand side of dP\(_1\). By differentiating this expression in virtue of (VL\(_1\)), we obtain the identity

\[ F_{n,x} = (F_{n+1} - F_n)u_n + u_n(F_n - F_{n-1}). \]

Similarly, if \(F_n\) is the left-hand side of dP\(_1\), then differentiating in virtue of (VL\(_2\)) gives

\[ F_{n,x} = (F_{n+1}^T + F_n)u_n - u_n(F_n + F_{n-1}^T). \]

In both cases, the derivative of the constraint \(F_n = 0\) vanishes identically due to the constraint itself, as required. \(\square\)
The obtained constraint turns the lattice equation into a closed system of two first order equations for the variables \( u_{n-1} \) and \( u_n \). It is possible to rewrite this system as a second-order ODE which generalizes \( P_4 \).

**Proposition 2.** If a solution of the \( VL^1 \) equation satisfies the constraint \( dP_1^i \) then any of its component \( y = u_n \) satisfies the \( P_4 \) equation, \( i = 1, 2 \):

\[
y_{xx} = \frac{1}{2} y_x y^{-1} y_x + \frac{1}{2} [y - \gamma y^{-1}, y_x] + \frac{3}{2} y^3 + 4xy^2 + 2(x^2 - \alpha) y - \frac{\gamma^2}{2} y^{-1},
\]

\[
y_{xx} = \frac{1}{2} y_x y^{-1} y_x - \frac{1}{2} [3y + \gamma y^{-1}, y_x] + \frac{3}{2} y^3 + 4xy^2 + 2(x^2 - \alpha) y - \frac{\gamma^2}{2} y^{-1},
\]

with the values of parameters

\[
\alpha = \gamma_{n-1} - \gamma_n/2 + 1, \quad \gamma = \gamma_n := n - \nu + (-1)^n \epsilon.
\]

**Proof.** In the \( VL^1 \) case, we have the following system for the variables \( (p, y) = (u_{n-1}, u_n) \):

\[
p_x = 2yp + p^2 + 2xp + \gamma_{n-1}, \quad y_x = -y^2 - 2yp - 2xy - \gamma_n.
\]

The second equation implies

\[
p = x - \frac{1}{2} (y^{-1} y_x + y + \gamma_{n-1} y^{-1})
\]

and substitution into the first equation gives \( P_4 \). Similarly, in the \( VL^2 \) case, the variables \( (p, y) = (u^T_{n-1}, u_n) \) satisfy the system

\[
p_x = 2py + p^2 + 2xp + \gamma_{n-1}, \quad y_x = -y^2 - 2yp - 2xy - \gamma_n
\]

which differs from the previous one just by one term. The elimination of \( p \) brings to \( P_4 \). \( \square \)

Notice, that the substitution (20) (accompanied by additional involution \( p \rightarrow p^T \) in the \( P_4 \) case) defines a Bäcklund transformation for equations \( P_4 \), since \( u_{n-1} \) satisfies the same equations as \( u_n \), up to the values of parameters.

As mentioned in section 2, the existence of substitutions between \( VL^1 \) and \( VL^2 \) suggests that there should be some transformation between equations \( P_4 \) and \( P_4 \) (which reduces to the identity transformation in the scalar case). However, its explicit form is still unknown.

Isomonodromic Lax pairs for the obtained equations are constructed according to the scheme from the previous section. We simplify the entries of the matrix \( V_n = V_n^{(2)} + 2xU_n + 2V_n^{(1)} \) by use of the constraint \( dP_4 \) and arrive to the following representations.

**Proposition 3.** Equation \( dP_1 \) and system (19) for the variables \( (u_{n-1}, u_n) \) admit the Lax representations of the form (16) and (18), respectively, where \( \kappa(\lambda) = 2\lambda \), the matrices \( L_n \) and \( U_n \) are of the form (10) and

\[
V_n = \begin{pmatrix}
\lambda^2 + 2x\lambda + \gamma_{n+1} + 2\nu + 1 + \lambda u_n & \lambda^2 u_n - \lambda u_n u_{n-1} - \lambda \gamma_n \\
-\lambda - 2x - u_n - u_{n-1} & \gamma_n + 2\nu + 1 - \lambda u_n
\end{pmatrix}.
\]

Equation \( dP_2 \) and system (21) for the variables \( (u^T_{n-1}, u_n) \) admit the Lax representations of the form (17) and (18), respectively, where \( \kappa(\lambda) = 2\lambda \), the matrices \( L_n \) and \( U_n \) are of the form (13) and
\[ V_n = \frac{1}{2} \left( \lambda \left( \lambda + 2x + 2u_{n-1} \right) \left( \begin{array}{cc} 1 & 0 \\ 0 & -1 \end{array} \right) \right) \]

\[ + \left( -\lambda^2 u_{n-1} + \lambda u_{n}^T u_{n-1} + \lambda \gamma_{n-1} \right) \left( \begin{array}{c} 0 \\ 1 - 2(-1)^n \varepsilon \end{array} + [u_{n}^T, u_{n-1}] \right). \]

6. Non-Abelian analogs of equations dP\(_{34}\), P\(_5\) and P\(_3\)

For the (VL\(_1\)) equation, the constraint (8) is equivalent to equation

\[ x(u_{n+2} u_{n+1} + u_{n+1}^2 u_n + u_{n+1} u_n^2 - u_n u_{n-1} - u_n u_{n-1} u_{n-2}) \]

\[ + \left( n - \nu + \frac{3}{2} \right) u_{n+1} u_n + u_n^2 - \left( n - \nu - \frac{3}{2} \right) u_n u_{n-1} + [s_n, u_n] \]

\[ - 2\mu x(u_{n+1} u_n - u_n u_{n-1}) - 2\mu u_n = 0, \quad s_n = s_{n-1} = u_n. \]

Like in the previous section, it is represented in the form \( F_n = x u_{n+1} u_n + u_n^2 + u_n u_{n-1} - 2\mu u_n + \left( n - \nu - \frac{1}{2} \right) u_n \]

\[ + s_n - \mu n - (-1)^n \varepsilon \in \varepsilon_0, \]

with arbitrary constants \( \varepsilon, \varepsilon_0 \in \mathbb{C} \), and one can check that \( F_n \) satisfy the identity \( F_{n+1} = (F_{n+1} - F_n) u_n + u_n F_n - F_{n-1} \). Hence, equation \( F_n = 0 \) defines a constraint consistent with (VL\(_1\)). In contrast to dP\(_1\), it contains the nonlocal variable \( s_n \), even in the scalar case. To get rid of it, we replace this equation with \( G_n = F_{n+1} - F_n = 0 \), which is equation (22) below.

For the (VL\(_2\)) equation, the constraint (8) is equivalent to

\[ x \left( u_{n+1}^T u_{n+2} u_n + (u_{n+1}^T)^2 u_n + u_n u_{n+1}^T u_n - u_n u_{n-1} - u_n (u_{n-1}^T)^2 \right) \]

\[ - u_n u_{n-2}^T u_{n-1} + \left( n - \nu + \frac{3}{2} \right) u_{n+1} u_n + u_n^2 - \left( n - \nu - \frac{3}{2} \right) u_n u_{n-1} \]

\[ - 2\mu x(u_{n+1} u_n - u_n u_{n-1}) - 2\mu u_n = 0. \]

This equation can be represented in the form \( G_{n+1} u_n + u_n G_{n-1}^T = 0 \) and it turns out that the equality \( G_n = 0 \) (equation (23) below) is consistent with the derivation defined by (VL\(_2\)).

Thus, at this stage, we have replaced the original constraint with a four-point difference equation, for both lattices.

**Proposition 4.** For any constants \( \mu, \nu, \varepsilon \in \mathbb{C} \), the (VL\(_1\)) equation is consistent with the constraint

\[ x(u_{n+2} u_{n+1} + u_{n+1}^2 - u_n^2 - u_n u_{n-1}) - \left( 2\mu x + n + \nu - \frac{3}{2} \right) u_{n+1} \]

\[ + \left( 2\mu x - n + \nu + \frac{1}{2} \right) u_n - \mu + 2(-1)^n \varepsilon = 0, \]

and the (VL\(_2\)) equation is consistent with the constraint
Moreover, the function $y_t$ in virtue of (VL\(^1\)) satisfies the identity $y_t^2 = -\frac{3}{2} y_t + 2(-1)^t \varepsilon = 0$. (23)

**Proof.** Let $G_n$ be the left-hand side of (22). A direct computation proves that its derivative in virtue of (VL\(^1\)) satisfies the identity $G_n = G_{n+1} + u_{n+1} G_n - G_n u_n - u_n G_{n-1}$, which implies that the equality $G_n = 0$ defines a constraint for this lattice equation. Similarly, if $G_n$ is the left-hand side of (23) then differentiation due to (VL\(^2\)) leads to the identity $G_n = u_{n+1} (G_{n+1}^\top + G_n) - u_n (G_n + G_{n-1}^\top)$. \(\square\)

To obtain the Painlevé equations, we have to reduce the order by one more unit. It is far from immediately clear whether this can be done at all. In the scalar case, it was shown [11] that equation (22) admits the integrating factor $x u_{n+1} + x u_n + n - \nu + \frac{1}{2}$. After multiplying by it, the equation is reduced to the form $H_{n+1} = H_n = 0$, where $H_n$ is a cubic polynomial in $u_n$. The constraint $H_n = \text{const.}$ takes the form of the discrete Painlevé equation $dP_{34}$ [7]

$$(z_{n+1} + z_n)(z_n + z_{n-1}) = 4x \varepsilon^2 \frac{z_n^2 + 2(-1)^t \varepsilon z_n + \delta}{z_n - n + \nu}.$$ (dP\(_{34}\))

after the change

$$z_n = 2x u_n + n - \nu.$$ (24)

Moreover, the $x$-evolution is governed by continuous Painlevé equations. If $\mu \neq 0$ then the function $y(x) = 1 - 4i \mu x / (z_{n+1}(x) + z_n(x))$ satisfies the $P_3$ equation, for any $n$, and if $\mu = 0$ then the function $y(\xi) = (z_{n+1}(x) + z_n(x))/(2\xi)$ with $x = \xi^t$ satisfies the $P_3$ equation.

Our goal is to generalize these results to the non-commutative case. It is convenient to work directly with variables (24), for which the (VL\(^1\)) and (VL\(^2\)) equations take, respectively, the form

$$2x z_{n+1} = z_{n+1} (z_n - n + \nu) - (z_n - n + \nu) z_{n-1} = 2x z_{n+1} = z_{n+1} (z_n - n + \nu) - (z_n - n + \nu) z_{n-1}.$$ (25)

and

$$2x z_{n+1} = z_{n+1} (z_n - n + \nu) - (z_n - n + \nu) z_{n-1}.$$ (26)

The non-Abelian analogs of $dP_{34}$ are given in the following statement. In contrast to the scalar situation, the cases $\mu \neq 0$ and $\mu = 0$ must be considered separately. If all variables are scalars then each of four equations coincides with $dP_{34}$ up to coefficients.

**Proposition 5.** For $\mu \neq 0$, let $\sigma = \varepsilon / \mu$ and let $\omega \in \mathbb{C}$ be an arbitrary constant. Then equation (22) admits the partial first integral consistent with (25):

$$(z_{n-1} + z_n)(z_n + (-1)^t \sigma + \omega)^{-1} (z_n + z_{n+1}) = 4x \mu x (z_n - n + \nu)^{-1} (z_n + (-1)^t \sigma - \omega).$$ (dP\(_{34}\))

and equation (23) admits the partial first integral consistent with (26):

$$(z^\top_{n-1} + z_n)(z_n + (-1)^t (\sigma - \omega))^{-1} (z_n + z^\top_{n+1}) = 4x \mu x (z_n - n + \nu)^{-1} (z_n + (-1)^t (\sigma + \omega)).$$ (dP\(_{34}\))
For $\mu \neq 0$, let $\delta \in \mathbb{C}$ be an arbitrary constant, then equation (22) admits the alternating partial first integral consistent with (25):

\[
(z_{n+1} + z_n)(z_n - n + \nu)(z_n + z_{n-1}) = 4x(2\delta z_n + \delta), \quad n = 2k,
\]

\[
(z_n + z_{n-1})(z_{n+1} + z_n)(z_n - n + \nu) = 4x(-2\delta z_n + \delta), \quad n = 2k + 1,
\]

and equation (23) admits the partial first integral consistent with (26):

\[
(z_{n+1}^T + z_n)(z_n - n + \nu)(z_n + z_{n-1}^T) = 4x(2(-1)^n \delta z_n + \delta).
\]

**Proof.** The statement can be proved by direct, but rather tedious computations. In the case $\mu \neq 0$, a more conceptual proof can be obtained by use of representations (16)–(18). We have $\kappa(\lambda) = \lambda^2 - 2\mu\lambda$, therefore for $\lambda = 2\mu$ we have the equation $V_{n+1}L_n = L_nV_n$ for the case of ($\mathcal{V}L^1$) or $V_{n+1}L_n = -L_nV_n^T$ for the case of ($\mathcal{V}L^2$), and, in both cases, $V_{n,\lambda} = [U_n, V_n]$. From here it is not difficult to prove, in a general form, that vanishing of a quasi-determinant $\Delta_\lambda$ for the matrix $V_n|_{\lambda=2\mu}$ defines a constraint which is consistent both with continuous and discrete dynamics. For instance, the equation

\[
V_z = [U, V], \quad V = \begin{pmatrix} a & b \\ c & d \end{pmatrix}, \quad U = \begin{pmatrix} p & q \\ r & s \end{pmatrix},
\]

implies the following relation for $\Delta = b - ac^{-1}d$:

\[
\Delta_x = (p - ac^{-1}r)\Delta - \Delta(s - rc^{-1}d) \Rightarrow \Delta_{x|\Delta=0} = 0;
\]

in a similar way, the discrete equations imply relations of the form $\Delta_{n+1} = f_n\Delta_n g_n$ or $\Delta_{n+1} = f_n\Delta_n^T g_n$ with some factors $f_n, g_n$. It is easy to verify that equations $dP_{34}$ and $dP_{34}$ are nothing but the equality $\Delta_n = 0$ for the respective matrices $V_{n,\lambda=2\mu}$, simplified modulo equations (22) or (23) and the change (24). \qed

In conclusion, we write down the systems arising from the lattices (25) and (26) under the above constraints. Each of these systems admits the isomonodromic Lax pair (18) with the matrices constructed from the matrices from section 4.

For the lattice (25) and the constraint $dP_{34}$, the variables $q = z_n$ and $p = z_n + z_{n+1}$ satisfy, for any $n$, the system of the form

\[
\begin{align*}
2xq_x &= p(q - n + \nu) - 4\mu x(q + \alpha)p^{-1}(q + \beta), \\
2xp_x &= pq + qp + p - p^2 + 4\mu x(p - 2q - \alpha - \beta),
\end{align*}
\]

where $\alpha = (-1)^n \sigma - \omega$ and $\beta = (-1)^n \sigma + \omega$. For the lattice (26) and the constraint $dP_{34}$, the variables $q = z_n$ and $p = z_n + z_{n+1}^T$ satisfy an almost identical system (cf with the pair (19) and (21))

\[
\begin{align*}
2xq_x &= p(q - n + \nu) - 4\mu x(q + \alpha)p^{-1}(q + \beta), \\
2xp_x &= 2pq + p - p^2 + 4\mu x(p - 2q - \alpha - \beta),
\end{align*}
\]

where $\alpha = (-1)^n (\sigma + \omega)$ and $\beta = (-1)^n (\sigma - \omega)$. Notice, that the system (28) reduces to one rational equation of second order, by solving its second equation with respect to $q$ and substituting the result into the first equation (recall that in the scalar case the $P_3$ equation is satisfied by the variable $y = 1 - 4\mu x p^{-1}$). However, this is hardly advisable, since the resulting formulas are rather cumbersome. Whether it is possible to eliminate $q$ in the system (27) is not clear.
In a similar way, for the lattice (25) and the constraint \((d_{34}^{\tilde{p}})\), the variables \(q = z_n\) and \(p = z_n + z_{n+1}\) with even \(n\) satisfy the system

\[
\begin{align*}
2xq_x &= p(q - n + \nu) - 4xp^{-1}(2\varepsilon q + \delta), \\
p2x &= pq + qp + p - p^2 - 8\varepsilon x
\end{align*}
\] (29)

(of course, a similar system can be derived also for odd \(n\)), and for the lattice (26) and the constraint \((d_{34}^{p})\), the variables \(q = z_n\) and \(p = z_n + z_{n+1}^T\) satisfy, for any \(n\), the system

\[
\begin{align*}
2xq_x &= p(q - n + \nu) - 4xp^{-1}(2(-1)^n\varepsilon q + \delta), \\
p2x &= 2pq + p - p^2 - 8(-1)^n\varepsilon x.
\end{align*}
\] (30)

Recall that in the scalar case the P3 equation is obtained for the variable \(y = p/(2\xi)\), after the change \(x = \xi^2\).
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