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Abstract. Given a weak model set in a locally compact Abelian group we construct a relatively dense set of common Bragg peaks for all its subsets that have non-trivial Bragg spectrum. Next, we construct a relatively dense set of common norm almost periods for the diffraction, pure point, absolutely continuous and singular continuous spectrum, respectively, of all its subsets. We use the Fibonacci model set to illustrate these phenomena. We extend all these results to arbitrary translation bounded weighted Dirac combs supported within some Meyer set. We complete the paper by discussing extensions of the existence of the generalized Eberlein decomposition for measures supported within some Meyer set.

1. Introduction

Physical quasicrystals were discovered in the 1980’s by Dan Shechtman [46]. Shechtman’s discovery forced the International Union of Crystallography to redefine a crystal to be “any solid having an essentially discrete diffraction diagram” [20]. While the word “essentially” is vague in this context, it is usually understood to mean a relatively dense set of Bragg peaks.

The largest class of mathematical models which is easy to classify, and has a relatively dense set of Bragg peaks, is the class of Meyer sets [48]. Meyer sets were introduced by Y. Meyer [35] in the 1970’s as approximate solutions to an infinite system of linear equations in \( \mathbb{R}/\mathbb{Z} \). They are produced via a cut-and-project scheme as relatively dense subsets of (regular) model sets, and can be characterised via harmonic, discrete geometry and algebraic properties [28, 35, 37, 38, 51]. Their connection to aperiodic order was observed in the 1990 by Lagarias [28, 29] and Moody [37, 38]. In recent years, many properties about their diffraction have been proven [48, 49, 50, 51, 52]. All these results can be traced back to the long-range order of the lattice \( \mathcal{L} \) in the cut-and-project scheme, and to the compactness of a covering window. Physicists have also shown interest in these results about the spectra of Meyer sets (see [13, 17] for example).

It was shown by Hof [18, 19] that Euclidean model sets with nice windows have a clear diffraction pattern (pure point). The result was generalized to regular model sets in second countable LCAG by Schlottmann [45], via the usage of dynamical systems and the Dworkin argument (see [9, 14, 34] for background). Baake and Moody gave an alternate proof of this result via almost periodicity [11] (compare [31]) and emphasized the deep connection between almost periodicity and long range order. In [42, 43], we showed that the diffraction formula for regular model sets is just the Poisson Summation Formula (PSF) for the underlying lattice, applied twice. This result shows explicitly how the clear diffraction diagram of a regular
model set is just a residue of the strong order of the lattice in the CPS. Recently, the pure point diffraction of model sets was shown via the almost periodicity of the Dirac comb of the model set \([32, 33, 36]\) (compare \([29]\)).

As subsets of highly ordered sets, Meyer sets should show some signs of long range order, and they indeed do. They show a relatively dense Bragg spectrum \([48, 49, 51]\), which is highly ordered \([49, 51]\). The continuous diffraction spectrum is either empty or has a relatively dense support \([48, 50, 52]\). Moreover, each of the absolutely continuous and singular continuous spectra is a norm almost periodic measure \([52]\). Some of these results are important in the study of Pisot substitutions (see for example \([3, 6]\)).

All these results have been proved by two different techniques:

- by using harmonic properties of a covering model set;
- by using the relative denseness of the sets \(\Lambda^\varepsilon\) of \(\varepsilon\)-dual characters.

In fact, it turns out that these approaches are not that different. Indeed, if we know a covering model set, we can explicitly write out a relatively dense set of \(\varepsilon\)-dual characters, which only depends on the covering model set.

The main goal of this paper is to reanalyze the diffraction spectra of a Meyer set via a study of harmonic properties of a covering model set \(\lambda(W)\). This allows us to prove diffraction results for Meyer sets, that are stronger than the earlier work in this direction \([48, 49, 50, 51, 52]\). Moreover, the results are uniform in the following sense:

- We can find a relatively dense set of common Bragg peaks for all the Meyer sets with non-trivial Bragg spectrum, which are subsets of the same model set.
- For each \(\varepsilon > 0\), we can find a relatively dense set \(P_\varepsilon \subseteq G\), which depends on the covering model set only, such that, for every Meyer subset \(\Lambda \subseteq \lambda(W)\), the elements of \(P_\varepsilon\) are norm almost periods for the diffraction spectrum, pure point diffraction spectrum, continuous diffraction spectrum, and the absolutely continuous diffraction spectrum of \(\Lambda\).

The relatively dense set of common Bragg peaks can be calculated explicitly in terms of \(\lambda(W)\). Furthermore, the sets \(P_\varepsilon\) can be calculated explicitly in terms of \(\lambda(W)\) and \(\varepsilon > 0\). To emphasize this phenomena, we calculate these sets explicitly for the Fibonacci model set.

It is worth mentioning that the proofs in this paper are simpler than the original proofs of \([48, 49, 50, 51, 52]\), and do not rely on the relatively denseness of Meyer sets. Therefore, while relative denseness plays a crucial role in the classification of Meyer sets \([10, 28, 35, 38, 51]\), it is not important in the current paper. This allows us to generalize the previous results to the larger class of subsets of model sets with non-trivial Bragg peak at the origin. For this reason, in this paper we study weak Meyer sets, meaning arbitrary subsets of (weak) model sets.

The paper is organized as follows. We start by using the Fibonacci model set, and its subsets, as motivational example in Section 2. Next, given a weak model set \(\lambda(W)\), we construct in Theorem 3.3 a relatively dense set \(B \subseteq \hat{G}\), such that all subsets of \(\lambda(W)\) with non-trivial Bragg spectrum have Bragg peaks at all points in \(B\). We furthermore give a lower bound for the intensity of the Bragg peak at any \(\chi \in B\), in terms of the Bragg peak at 0; a lower bound which only depends on the covering model set \(\lambda(W)\). This lower bound can be then used to construct
an explicit set of high intensity Bragg peaks, simultaneously for all the subsets \( \Lambda \subseteq \mathfrak{L}(W) \) with non-trivial Bragg spectrum.

Next, we review and briefly improve the ping-pong lemma for Meyer sets (Theorem 4.3). This result is the key to the study of the continuous component of the diffraction spectrum of weak Meyer sets. The ping-pong lemma can also be used to study the Bragg, absolutely continuous and singular continuous component of weighted complex combs with weak Meyer set support. By using the ping-pong lemma, we show that for every weak model set \( \mathfrak{L}(W) \), each compact \( K \subseteq \hat{G} \), and each \( \varepsilon \), there exists a relatively dense set \( P_\varepsilon(\mathfrak{L}(W), K) \) of points which are \( \varepsilon \)-norm almost periods for the diffraction, pure point, absolutely continuous and singular continuous diffraction component for every weak Meyer set \( \Lambda \subseteq \mathfrak{L}(W) \).

We complete the paper by generalizing the existence of the generalized Eberlein decomposition for measures with weak Meyer set support to a much larger class of decompositions. We introduce the notion of FCDM functions (see Definition 7.1), and show that for every Fourier transformable measure \( \gamma \) supported inside a weak \( \mathfrak{L}(W) \) and every FCDM function \( P : \mathcal{M}^c(\hat{G}) \to \mathcal{M}^c(\hat{G}) \), there exists a Fourier transformable measure \( \gamma_P \) supported inside \( \mathfrak{L}(W) \) such that \( \gamma_P = P(\gamma) \).

Since the projections on the pure point, continuous, absolutely continuous, and singular continuous component are FCDM functions, the existence of the generalized Eberlein decomposition is an immediate consequence of this result.

2. Fibonacci model set

We start by looking at a well known example, which we use as motivation for the remaining of the paper. Let us start by briefly recalling the Fibonacci model set, and refer the reader to [4, Chapter 7] for more details.

Consider

\[
\mathcal{L} := \left\{ \left[ \frac{m + n\tau}{m + n\tau'} \right] : m, n \in \mathbb{Z} \right\} = \mathbb{Z} \left[ \frac{1}{1} \right] \oplus \mathbb{Z} \left[ \frac{\tau}{\tau'} \right] \subseteq \mathbb{R}^2,
\]

where \( \tau = \frac{1 + \sqrt{5}}{2} \) and \( \tau' = \frac{1 - \sqrt{5}}{2} \). This is a lattice in \( \mathbb{R} \times \mathbb{R} \), with dual lattice

\[
\mathcal{L}^0 = \left\{ \frac{-\tau'}{\tau} \right\} \oplus \left\{ \frac{1}{\sqrt{5}} \right\} \subseteq \mathbb{R}^2.
\]

Let \( \star \) denote the restriction to \( \mathbb{Z}[\tau] \) of the Galois conjugation of the field \( \mathbb{Q}(\tau) \), that is

\[
(m + n\tau)^\star = m + n\tau'.
\]

We can now recall the following definition:

**Definition 2.1.** If \( I \subseteq \mathbb{R} \) is any bounded interval we will denote

\[
\mathfrak{L}(I) = \{ x : x \in \mathbb{Z}[\tau], x^\star \in I \}.
\]

The set \( \mathfrak{L}([-1, \tau - 1]) \) is called the **Fibonacci model set** and is simply denoted by \( \text{Fib} \).

Given an interval \( J \subseteq \mathbb{R} \) we also denote

\[
\mathfrak{L}^*(J) = \left\{ \frac{n - m\tau'}{\sqrt{5}} : m, n \in \mathbb{Z}, \frac{m\tau - n}{\sqrt{5}} \in J \right\}.
\]

Here, we use the \( \mathfrak{L}^* \) to emphasize that this model set uses the dual lattice \( \mathcal{L}^0 \).
2.1. Bragg spectrum of subsets of the Fibonacci model set. The critical property relating these models sets is the following.

**Proposition 2.2.** Let $a, b \in (0, \infty)$. If $x \in \mathcal{L}([-a, a])$ and $y \in \mathcal{L}^\ast([-b, b])$ then
\[
\left| e^{-2\pi ix y} - 1 \right| \leq 2\pi ab.
\]

**Proof.** Since $(x, x^\ast) \in \mathcal{L}$ and $(y, y^\ast) \in \mathcal{L}^0$ we have by (1) that
\[
e^{-2\pi i(x y + x^\ast y^\ast)} = 1.
\]
It follows that
\[
\left| e^{-2\pi ix y} - 1 \right| = \left| e^{-2\pi i(x y + x^\ast y^\ast)} \right| = \left| 1 - e^{-2\pi i(x^\ast y^\ast)} \right| = 2 |\sin(\pi(x^\ast y^\ast))| \leq 2 |\pi(x^\ast y^\ast)| \leq 2\pi ab.
\]

Next we find some rough estimates for $R = R(a)$ such that $\mathcal{L}^\ast((-a, a))$ is $R$-relatively dense.

**Lemma 2.3.** Let $0 < a < \frac{\tau}{\sqrt{5}}$. Then,
\[
\mathcal{L}^\ast((-a, a)) + [0, \frac{\tau^3}{5a}] = \mathbb{R}.
\]

**Proof.** It is easy to see that the rectangle $[0, \frac{\tau}{\sqrt{5}}] \times \left[-\frac{1}{\sqrt{5}}, \frac{\tau}{\sqrt{5}}\right]$ contains a fundamental domain of $\mathcal{L}$. This immediately implies that
\[
\mathcal{L}^\ast((- \frac{\tau}{\sqrt{5}}, \frac{\tau}{\sqrt{5}})) + [0, \frac{\tau}{\sqrt{5}}] = \mathbb{R}.
\]
Next, since $\tau$ is a unit in $\mathbb{Z}[\tau]$, a trivial computation (compare [27, Fact 3.5]) shows that for all $\alpha > 0$ we have
\[
\tau \mathcal{L}^\ast((-\alpha, \alpha)) = \mathcal{L}^\ast((-\frac{\alpha}{\tau}, \frac{\alpha}{\tau})).
\]
Now, since $a < \frac{\tau}{\sqrt{5}}$, picking the largest $n \in \mathbb{N}$ so that $a\tau^n < \frac{\tau}{\sqrt{5}}$ we get
\[
\mathcal{L}^\ast((-a, a)) + [0, \frac{\tau^3}{5a}] \supseteq \mathcal{L}^\ast((- \frac{\tau^3}{\tau^{n+1}}, \frac{\tau^3}{\tau^n})) + [0, \frac{\tau^{n+2}}{\sqrt{5}}] = \tau^{n+1} \left( \mathcal{L}^\ast((- \frac{\tau}{\sqrt{5}}, \frac{\tau}{\sqrt{5}})) + [0, \frac{\tau}{\sqrt{5}}] \right) = \mathbb{R}.
\]
This completes the proof. □

We are now ready to give results about the pure point component of the diffraction spectrum for a subset of $\textbf{Fib}$. We show that the structure of the pure point component for subsets of Fibonacci is somewhat similar in nature to the structure of the pure point component for subsets of lattices [2]. We will expand on this similarity in Section [6].

Before looking at the diffraction, let us briefly recall that for a subset $\Lambda$ of the Fibonacci model set, any cluster point $\gamma_\Lambda$ of
\[
\frac{1}{\text{vol}(B_R(0))} \delta_{\Lambda \cap B_R(0)} * \delta_{\Lambda \cap B_R(0)}
\]
is called an autocorrelation measure of $\Lambda$. Such cluster points always exist (see for example [4, Prop. 9.1]).
Given any autocorrelation \( \gamma \), there exists a unique positive measure \( \gamma_\Lambda \) on \( \mathbb{R} \) such that, for all \( \varphi \in C_c(\mathbb{R}) \) we have \[ \int_{\mathbb{R}} \varphi \ast \widehat{\varphi}(t) \, d\gamma_\Lambda(t) = \int_{\mathbb{R}} |\varphi(s)|^2 \, d\gamma_\Lambda(s). \]

The measure \( \gamma_\Lambda \) is called a **diffraction measure of** \( \Lambda \), and can also be seen as the distributional Fourier transform of the tempered measure \( \gamma \).

We can now prove the following result.

**Proposition 2.4.** Let \( \Lambda \) be an arbitrary subset of the Fibonacci model set, and let \( a > 0 \) be a real number. Assume that
\[
I := \int_{\mathbb{R}} \gamma_\Lambda(\{0\}) > 0.
\]
Then, for all \( k \in \mathbb{R}^\ast([a, a]) \) we have
\[
\gamma_\Lambda(\{k\}) \geq (1 - 2\pi a) I.
\]

**Proof.** Note that by construction we have
\[
\text{supp}(\gamma) \subseteq \mathbb{R}([-\tau, \tau]) =: \Delta.
\]

Next, by \cite{39} Theorem 4.10.14 we have
\[
I = \gamma_\Lambda(\{0\}) = \lim_{n \to \infty} \frac{1}{2n} \left( \sum_{x \in \Delta \cap [-n, n]} \gamma \Lambda(\{x\}) \right)
\]
\[
\gamma_\Lambda(\{k\}) = \lim_{n \to \infty} \frac{1}{2n} \left( \sum_{x \in \Delta \cap [-n, n]} e^{-2\pi ix \cdot k} \gamma \Lambda(\{x\}) \right).
\]

Therefore, (compare \cite{51} Proposition 5.9.8 and \cite{49} Theorem 3.1) we have
\[
\gamma \Lambda(\{0\}) - \gamma \Lambda(\{k\}) = |\gamma \Lambda(\{0\}) - \gamma \Lambda(\{k\})|
\]
\[
\leq \lim \sup_{n} \frac{1}{2n} \left( \sum_{x \in \Delta \cap [-n, n]} |1 - e^{-2\pi ix \cdot k}| \gamma \Lambda(\{x\}) \right)
\]
\[
\leq (2\pi a) \lim \sup_{n} \frac{1}{2n} \left( \sum_{x \in \Delta \cap [-n, n]} \gamma \Lambda(\{x\}) \right) = (2\pi a) I,
\]

with the first inequality on the last line following from Prop. 2.2. \( \square \)

Before looking at some consequences, let us briefly discuss the condition \( I > 0 \) and its potential connection to positive density.

**Remark 2.5.** Let \( \Lambda \subseteq \text{Fib} \) and let \( \gamma \) be an autocorrelation of \( \Lambda \). Let \( R_n \to \infty \) be an increasing sequence, such that \( \gamma \) is a limit along \( R_n \).

Then, the limit
\[
\gamma \Lambda(\{0\}) = \lim_{n \to \infty} \frac{1}{\text{vol}(B_{R_n}(0))} \text{card}(\Lambda \cap B_{R_n}(0)) =: \text{dens}_{R_n}(\Lambda)
\]
exists. Moreover, \cite{2} implies that \( \text{dens}_{R_n}(\Lambda) > 0 \).

If \( \Lambda \) satisfies the consistent phase property (see \cite{32} for details), then \cite{2} is equivalent to \( \text{dens}_{R_n}(\Lambda) > 0 \), but in general this does not seem to be the case.
Finally, if \( \Lambda \) is relatively dense, then a simple computation shows that
\[
\gamma_\Lambda(\{0\}) \geq \left( \liminf_n \inf_{t \in \mathbb{R}} \frac{1}{\text{vol}(B_{R_n}(t))} \text{card}(\Lambda \cap B_{R_n}(t)) \right)^2 > 0.
\]
In particular, (2) trivially holds for Meyer subsets of \( \text{Fib} \).

Prop. 2.4 has the following immediate consequence.

**Theorem 2.6.** Let \( \Lambda \subseteq \text{Fib} \) be any subset satisfying (2). Then, \( \Lambda \) has a Bragg peak at every \( k \in \mathbb{A}^*(\left(-\frac{1}{2\pi\tau}, \frac{1}{2\pi\tau}\right)) \), of intensity
\[
\hat{\gamma}_\Lambda(\{k\}) \geq (1 - 2\pi|k^*|\tau) I > 0.
\]

**Proof.** Let \( k \in \mathbb{Z}[\tau] \). Set \( a := |k^*| \). Then \( k \in \mathbb{A}^*([-a, a]) \) and hence by Proposition 2.4 we have
\[
\hat{\gamma}_\Lambda(\{k\}) \geq (1 - 2\pi a \tau) I = (1 - 2\pi|k^*|\tau) I > 0.
\]

Corollary 2.7 (High intensity Bragg peaks). Let \( 0 < \varepsilon < 1 \), and let
\[
P_\varepsilon := \mathbb{A}^*\left([-\frac{\varepsilon}{2\pi\tau}, \frac{\varepsilon}{2\pi\tau}\right]),
\]
Then, every subset \( \Lambda \subseteq \text{Fib} \) satisfying (2) has a Bragg peak at every \( k \in P_\varepsilon \), of intensity at least
\[
\hat{\gamma}_\Lambda(\{k\}) \geq (1 - \varepsilon)I.
\]

**Proof.** By Proposition 2.4 we have
\[
\hat{\gamma}_\Lambda(\{k\}) \geq (1 - 2\pi|k^*|\tau) I \geq (1 - \varepsilon)I.
\]

2.2. Continuous spectrum of subsets of Fibonacci. We next look at the continuous spectrum component of subsets of \( \text{Fib} \). Since the details are long and technical, yet simple, we skip most steps and refer the reader to the extended arXiv version of this paper [53].

First, define
\[
h(x) = \frac{27}{8} 1_{[-\tau-1,\tau+1]} * 1_{[-\frac{1}{4}, \frac{1}{4}]} * 1_{[-\frac{1}{2}, \frac{1}{2}]} * 1_{[-\frac{1}{4}, \frac{1}{4}]}
\]
and define
\[
\omega := \sum_{x \in \mathbb{Z}[\tau]} h(x^*) \delta_x.
\]

Then, it is easy to check that \( \omega \) is a ping-pong measure for the Fibonacci model set (see Def. 4.1 for definition and Prop. 4.2 (b) below for proofs). Then, Prop. 4.2 and Thm. 4.3 below give:

**Theorem 2.8.** Let \( \omega \) be as in (3). Let \( \varphi \in C_c(\mathbb{R}) \) be such that \( \text{supp}(\varphi) \subseteq (-\frac{1}{4}, \frac{1}{4}) \) and \( \|\varphi\|_2 = 1 \). Then,
(a) \( \omega \) is Fourier transformable, and
\[
\hat{\omega} = \frac{3 + \sqrt{5}}{\sqrt{5}} \sum_{(y,y^*) \in \mathbb{C}^0} \text{sinc}(2\pi(\tau + 1)y^*) \text{sinc}(\frac{2\pi}{3}y^*) \delta_y.
\]
Figure 1. All subsets of $\text{Fib}$ satisfying (2), have Bragg peaks at the depicted positions. The intensities are at least the height of the vertical line, drawn as a percentage of the intensity of Bragg peak at the origin. Picture created in Maple by Anna Klick.

(b) For each $\Lambda \subseteq \text{Fib}$, the measure $\nu := |\widehat{\omega}|^2 \widehat{\gamma}_\Lambda$ is finite and

$$\widehat{\gamma}_\Lambda = \widehat{\omega} * \nu.$$ 

\[\square\]

As an immediate consequence we get:

**Corollary 2.9.** Under the assumptions of Theorem 2.8(b), we have

$$(\widehat{\gamma}_\Lambda)_{pp} = \widehat{\omega} * \nu_{pp}; (\widehat{\gamma}_\Lambda)_{ac} = \widehat{\omega} * \nu_{ac}; (\widehat{\gamma}_\Lambda)_{sc} = \widehat{\omega} * \nu_{sc}.$$ 

\[\square\]

Now, we proceed to get quantitative results about the norm almost periods of $\widehat{\omega}$. First, it is easy to see ([53, Lemma A.3]) that, in the Fibonacci dual CPS $(\mathbb{R}, \mathbb{R}, \mathcal{L}^0)$, any translate of $[-\frac{1}{2}, \frac{3}{2}] \times [0, \frac{1}{20}]$ meets $\mathcal{L}^0$ at most once. This, combined with the fact that $g(x) = \text{sinc}(ax)\text{sinc}^3(bx)$ is a Lipschitz function, with Lipschitz constant $\frac{a+b}{2}$ ([53 Lemma A.4]), and a standard computation ([53 Theorem 2.14]) yields:

**Theorem 2.10.** Let $\omega$ be as in (3) and let $0 < \alpha < \frac{1}{81}$. Then, for all $t \in \mathbb{R}^\ast([-\alpha, \alpha])$, we have

$$\|T_t\widehat{\omega} - \widehat{\omega}\|_{[-1,1]} < 2507(\alpha)^{\frac{2}{3}}.$$ 

\[\square\]

Let us note here that, the statement in [53 Theorem 2.14] uses the norm $\|[-\frac{1}{2}, \frac{3}{2}]$. Anyhow, it follows trivially from the definition that, a compact set and any of its translates define equal norms, which allow us use $\|[-1,1]\|$ instead.

We can now use Theorem 2.8 to relate the almost periods of the diffraction of any subset of $\text{Fib}$ to the almost periods of $\widehat{\omega}$. Indeed, a simple computation yields ([53 Theorem 2.15]).
Theorem 2.11. Let \( \omega \) be as in (3) and let \( \Lambda \subseteq \text{Fib} \) be any set. Let \( \gamma \) be an autocorrelation of \( \Lambda \), calculated along some \( \mathcal{A} = \{ B_{R_n}(0) \} \).

Then, for all \( t \in \mathbb{R} \) we have

\[
\| T_t(\hat{\gamma}) - (\hat{\gamma}) \|_{[0,1]} \leq d \| T_t \hat{\omega} - \hat{\omega} \|_{[-1,1]},
\]

where

\[
d = \gamma(\{0\}) = \text{dens}_{\mathcal{A}}(\Lambda).
\]

In particular

\[
\| T_t(\hat{\gamma}) - (\hat{\gamma}) \|_{[0,1]} \leq \frac{\tau}{\sqrt{5}} \| T_t \hat{\omega} - \hat{\omega} \|_{[-1,1]}.
\]

\[\blacksquare\]

By combining Theorem 2.10 with Theorem 2.11 we get ([53, Theorem 2.15]):

Theorem 2.12. Let \( 0 < \varepsilon < 1 \) and \( t \in \mathcal{A}^* \left( \left[ -\frac{4\varepsilon^2}{10^7}, \frac{4\varepsilon^2}{10^7} \right] \right) \). Then, for all \( \Lambda \subseteq \text{Fib} \) and all autocorrelations \( \gamma \) of \( \Lambda \), we have

\[
\max \left\{ \| T_t(\hat{\gamma}) - (\hat{\gamma}) \|_{[0,1]}; \| T_t(\hat{\gamma})_{pp} - (\hat{\gamma})_{pp} \|_{[0,1]}; \| T_t(\hat{\gamma})_{ac} - (\hat{\gamma})_{ac} \|_{[0,1]}; \| T_t(\hat{\gamma})_{sc} - (\hat{\gamma})_{sc} \|_{[0,1]} \right\} < \varepsilon
\]

In particular, \( \hat{\gamma}, (\hat{\gamma})_{pp}, (\hat{\gamma})_{ac} \) and \( (\hat{\gamma})_{sc} \) are norm almost periodic measures. \(\blacksquare\)

3. Pure point spectrum of weak Meyer sets

Throughout this paper, \( G \) denotes a second countable locally compact Abelian group (LCAG). We should note here in passing that metrisability of \( G \) is only used in an implicit way whenever we refer to the autocorrelation of a point set (or measure). In the literature, the autocorrelation is defined as the limit along a subsequence of our averaging sequence, and the existence of such subsequences relies on the second countability of \( G \). One can easily get around this issue by working with a subnet of the averaging sequence, or even more generally by starting with a van Hove net (in which case it is likely that we can also drop the \( \sigma \)-compactness assumption). Anyhow, since the basic theory of diffraction using van Hove nets is not setup yet, and there is no good reference in this direction, we prefer to restrict to second countable LCAG’s for this project.

We will assume that the reader is familiar with cut-and-project schemes, Delone sets and Meyer sets, Radon measures, total variation of a measure, convolution between functions and measures, van Hove sequences, autocorrelation and diffraction, norm almost periodicity, and refer the unfamiliar reader to [4, 51, 52].

In this paper we are interested in translation bounded measures supported inside model sets. Let us briefly recall that a measure \( \mu \) is called translation bounded if, for all compact sets \( K \subseteq G \) we have

\[
\| \mu \|_K := \sup_{t \in \mathcal{A}} |\mu| (t + K) < \infty.
\]

Here, \( |\mu| \) denotes the total variation measure of \( \mu \) (see [40, Page 252] for the definition). As usual, we denote by \( \mathcal{M}_c(G) \) the space of translation bounded measures.

As we mentioned in the introduction, the goal of this paper is to describe properties of the spectrum of Meyer sets in terms of covering model sets, and that relative denseness of Meyer sets can be replaced by weaker properties. Because of this, we introduce the following definition.
Definition 3.1. A set \( \Lambda \) in a LCAG \( G \) is called a \textit{weak Meyer set} if it is a subset of a model set.

It is easy to see that a set \( \Lambda \) is a weak Meyer set if and only if it is a subset of a Meyer set. Moreover, any subset of a weak Meyer set is a weak Meyer set. Finally, a weak Meyer set \( \Lambda \subseteq G \) is a Meyer set if and only if \( \Lambda \) is relatively dense.

The maximal density weak model sets studied in \([8, 24, 25]\) as well as the weak model sets with precompact Borel windows \([26]\) are weak Meyer sets, which are not necessarily Meyer sets. Any subset of a weak model set is a weak Meyer set. \( \mathcal{B} \)-free systems and their subsets \([15, 22, 21, 23]\) also provide many interesting examples of weak Meyer sets.

In fact, any weak Meyer set \( \Lambda \) is a subset of a model set, and the cut and project scheme can be chosen such that the \( \ast \)-mapping is one to one. As \( G \) is \( \sigma \)-compact, both \( \Lambda \) and the covering model set \( \mathcal{W} \) are countable, and hence so are their images under the \( \ast \)-mapping. By simply picking \( \Lambda \) as the window, or by starting with \( \mathcal{W} \) and eliminating the extra points in \( \mathcal{W} \), one can construct a Borel window \( \mathcal{W}' \) which gives \( \Lambda = \mathcal{W}' \) as a weak model set. This shows that the notions of weak Meyer sets and weak model sets coincide.

Let us briefly remind the reader here the concept of a cut-and-project scheme. A cut-and-project scheme (or simply CPS) is a triple \( (G, H, \mathcal{L}) \) consisting of our group \( G \), a LCAG \( H \), and a lattice \( \mathcal{L} \subseteq G \times H \), with the following two extra properties:

- The restriction \( \pi_G|_\mathcal{L} \) of the projection \( \pi_G : G \times H \to G \) to \( \mathcal{L} \) is one to one.
- \( \pi_H(\mathcal{L}) \) is dense in \( H \).

Given a cut-and-project scheme \( (G, H, \mathcal{L}) \), and a set \( W \subseteq H \), we denote

\[
\mathcal{W} := \{ \pi_G(l) : l \in \mathcal{L}, \pi_H(l) \in W \}.
\]

Next, let us briefly recall that the dual group \( \hat{G} \) is defined as the group of continuous homomorphisms \( \chi : \hat{G} \to U(1) := \{ z \in \mathbb{C} : |z| = 1 \} \). This becomes a LCAG under a topology for which the sets

\[
N(K, \varepsilon) := \{ \chi \in \hat{G} : |\chi(x) - 1| < 1 \forall x \in K \}
\]

with \( \varepsilon > 0 \) and compact \( K \subseteq G \), form a basis of open sets at \( 0 \in \hat{G} \) (see \[44\] Sect. 1.2 for details).

Given a cut-and-project scheme \( (G, H, \mathcal{L}) \), the annihilator \( \mathcal{L}^0 \) in \( \hat{G} \times \hat{H} = \hat{G} \times \hat{H} \) of \( \mathcal{L} \) is a lattice. Moreover, \( (\hat{G}, \hat{H}, \mathcal{L}^0) \) is a cut-and-project scheme \([38]\). We refer to this as the dual cut-and-project scheme. To emphasize that we work in this dual space, for \( W \subseteq \hat{H} \), we will use the notation

\[
\mathcal{W}^*(W) := \{ \pi_G(w) : w \in \mathcal{L}^0, \pi_{\hat{H}}(w) \in W \}.
\]

To make things easier to follow, we will use the following setting.
For this entire section, \((G, H, \mathcal{L})\) is a fixed CPS and \(W \subseteq H\) is a fixed compact set. For \(\varepsilon > 0\), we set
\[
W_\varepsilon := N(W - W, \varepsilon),
\]
\[
B_\varepsilon := \mathcal{L}^* \left( W_\varepsilon \right).
\]
Moreover, for each \((\chi, \chi^*) \in \mathcal{L}^0\) we set
\[
s(\chi) := \sup \{|\chi^*(t) - 1| : t \in W - W\}.
\]
Note that since \(W\) is compact, so is \(W - W\). Therefore, the continuous function \(|\chi^*(t) - 1|\) attains its maximum on \(W - W\). In particular, for all \(\chi \in B_\varepsilon\), we have
\[(5)\]
\[
s(\chi) < \varepsilon.
\]
**Remark 3.2.**
(a) Since \(W_\varepsilon\) is open, \(B_\varepsilon\) is relatively dense \[37\].
(b) If \(0 < \varepsilon < \varepsilon'\), then \(B_\varepsilon \subseteq B_{\varepsilon'}\).

Similarly to subsets of \(\text{Fib}\), we can prove that any weak Meyer subset \(\Lambda \subseteq \mathcal{L}(W)\) with non-trivial Bragg spectrum, has a Bragg peak at each \(\chi \in B_1\). Moreover, for all \(\varepsilon > 0\) small enough, \(\Lambda\) has a high intensity Bragg peak at each \(\chi \in B_\varepsilon\).

**Theorem 3.3.** Let \(\Lambda \subseteq \mathcal{L}(W)\) and let \(\gamma_\Lambda\) be an autocorrelation of \(\Lambda\). If \[(2)\] holds, then,
\[(a)\] \(\Lambda\) has a Bragg peak at each \(\chi \in B_1\) of intensity
\[
\widehat{\gamma}_\Lambda(\{\chi\}) \geq (1 - s(\chi))I > 0.
\]
(b) For each \(0 < \varepsilon < 1\) and each \(\chi \in B_\varepsilon\), \(\Lambda\) has a Bragg peak at \(\chi\) of intensity
\[
\widehat{\gamma}_\Lambda(\{\chi\}) \geq (1 - \varepsilon)I.
\]
**Proof.** The proof is similar to the one in Prop. \[2.4\]. Let \((\chi, \chi^*) \in \mathcal{L}^0\). Then, for all \(t \in L\) we have
\[
1 = (\chi, \chi^*)(t, t^*) = \chi(t)\chi^*(t^*).
\]
Thus, for all \(t \in \mathcal{L}(W - W)\), we have
\[
|1 - \chi(t)| = |1 - \chi^*(t)| \leq s(\chi).
\]
Now, \[39\] Theorem 4.10.14 gives
\[
\widehat{\gamma}_\Lambda(\{\chi\}) = \lim_n \frac{1}{|A_n|} \left( \sum_{z \in (\Lambda - \Lambda) \cap A_n} \overline{\chi(z)} \gamma(\{z\}) \right)
\]
\[
I = \widehat{\gamma}_\Lambda(\{0\}) = \lim_n \frac{1}{|A_n|} \left( \sum_{z \in (\Lambda - \Lambda) \cap A_n} \gamma(\{z\}) \right).
\]
Using \(\text{supp}(\gamma_\Lambda) \subseteq \mathcal{L}(W - W)\), we get
\[
|\widehat{\gamma}_\Lambda(\{0\}) - \widehat{\gamma}_\Lambda(\{\chi\})| = \lim_n \frac{1}{|A_n|} \left( \sum_{z \in (\Lambda - \Lambda) \cap A_n} (1 - \overline{\chi(z)} \cdot \gamma(\{z\})) \right)
\]
\[
\leq \limsup_n \frac{1}{|A_n|} \sum_{z \in (\Lambda - \Lambda) \cap A_n} s(\chi) \cdot \gamma(\{z\}) = s(\chi) \widehat{\gamma}_\Lambda(\{0\}).
\]
Therefore, by the triangle inequality and positivity of \( \hat{\gamma} \) we get
\[
\hat{\gamma}_\Lambda(\{\chi\}) \geq \hat{\gamma}_\Lambda(\{0\}) - s(\chi)\hat{\gamma}_\Lambda(\{0\}) = (1 - s(\chi))I.
\]
(a) and (b) follow immediately. \( \square \)

Next, we show that for each weak model set \( \mathcal{W}(W) \) and each \( \varepsilon > 0 \), we can construct a relatively dense set in \( \hat{G} \) of common \( \varepsilon \)-sup almost periods for the pure point component of diffraction spectra, for all subsets of \( \mathcal{W}(W) \) (see [49, 51] for sup almost periodicity).

**Theorem 3.4.** Let \( \mathcal{W}(W) \) be any weak model set, and let \( \eta \) be an autocorrelation of \( \mathcal{W}(W) \) along some averaging sequence \( \mathcal{A} \). Set \( \alpha = \hat{\eta}(\{0\}) \), and let \( \gamma \) be an autocorrelation of \( \Lambda \) along some subsequence of \( \mathcal{A} \). Then, for all \( \chi \in B_{\frac{\varepsilon}{\alpha + 1}} \), and all \( \psi \in \hat{G} \), we have
\[
|\hat{\gamma}(\{\psi + \chi\}) - \hat{\gamma}(\{\psi\})| < \varepsilon.
\]

**Remark 3.5.** The set \( B_{\frac{\varepsilon}{\alpha + 1}} \) is relatively dense and depends on \( \mathcal{W}(W) \) and \( \varepsilon \), but it is independent of the choice of \( \Lambda \).

**Proof.** Note first that \( \gamma \lesssim \eta \). By [39, Theorem 4.10.14] we have
\[
|\hat{\gamma}(\{\psi + \chi\}) - \hat{\gamma}(\{\psi\})| = \lim_{n \to \infty} \frac{1}{|A_n|} \left| \sum_{z \in (\Lambda - \Lambda) \cap A_n} \left( \hat{\psi}(z)\hat{\chi}(z) - \hat{\psi}(z) \cdot \hat{\gamma}(\{z\}) \right) \right|
\leq \limsup_{n} \frac{\varepsilon}{\alpha + 1} \cdot \eta(\{z\})
= \frac{\varepsilon}{\alpha + 1} \hat{\eta}(\{0\}) = \frac{\varepsilon}{\alpha + 1} < \varepsilon.
\]
This proves the claim. \( \square \)

Let us complete the section by observing that the proof of Theorem 3.3 extends easily to positively weighted Dirac combs with weak Meyer set support. Indeed, the proof of Theorem 3.3 only uses the fact that \( \gamma \) is a positive measure, and that \( \text{supp}(\gamma) \subseteq \mathcal{W}(W - W) \). Therefore, in a similar way, we get:

**Theorem 3.6.** Let \( \mu \) be any positive, translation bounded measure, with the property that \( \text{supp}(\mu) \subseteq \mathcal{W}(W) \). Let \( \gamma \) be any autocorrelation of \( \mu \), and assume that \( \gamma \) holds. Then,

(a) The measure \( \mu \) has a Bragg peak at each \( \chi \in B_{1} \) of intensity
\[
\hat{\gamma}(\{\chi\}) \geq (1 - s(\chi))I > 0.
\]

(b) For each \( 0 < \varepsilon < 1 \) and each \( \chi \in B_{\varepsilon} \), \( \mu \) has a Bragg peak \( \chi \) of intensity
\[
\hat{\gamma}(\{\chi\}) \geq (1 - \varepsilon)I.
\]

\( \square \)
4. The ping-pong lemma for Model sets

In this section we review and slightly improve the ping-pong lemma of \cite{52}. This result can be seen as the result for subsets of weak model sets which is similar to the periodicity of diffraction for subsets of lattices (see Theorem 6.1). We will discuss this further in Section 6.

To make the presentation easier to follow we introduce the following definition.

**Definition 4.1.** Let $\Lambda \subseteq G$ be uniformly discrete. We say that $\omega \in \mathcal{M}(G)$ is a ping-pong measure for $\Lambda$ if it satisfies the following properties:

- $\text{supp}(\omega)$ is uniformly discrete.
- $\omega(\{x\}) = 1$ for all $x \in \Lambda$.
- $\omega$ is twice Fourier transformable.
- $\hat{\omega}$ is pure point.

Since every twice Fourier transformable measure is translation bounded (see for example \cite[Thm. 4.9.23]{39}), any ping-pong measure is automatically translation bounded.

Let us now recall the following result, which shows that every weak Meyer set admits a ping-pong measure. We should emphasize here that the existence of a ping-pong measure for each choice of $y \not\in W$ is used in the proof of Thm. 4.5 and will be important to establish Theorem 7.5 (c), and its consequences.

**Proposition 4.2.** \cite{52} Let $(G, H, \mathcal{L})$ be a CPS, let $W \subseteq H$ be a compact set and let $y \in H \setminus W$. Then,

(a) There exists some $h \in K_2(H) = \text{span}\{f * g : f, g \in C_c(H)\}$ such that $h \equiv 1$ on $W$ and $h(y) = 0$.

(b) For any $h$ as in (a), the measure

$$\omega = \omega_h := \sum_{(x, x^*) \in \mathcal{L}} h(x^*) \delta_x$$

is a ping-pong measure for $\lambda(W)$. Moreover,

$$\hat{\omega} = \text{dens}(\mathcal{L}) \omega_h^* := \text{dens}(\mathcal{L}) \sum_{(\chi, \chi^*) \in \mathcal{L}^0} h(\chi^*) \delta_\chi.$$

**Proof.** This follows from \cite[Lemma 3.1 and Proposition 3.2]{52} and their proofs. Note here that $\omega$ is twice Fourier transformable by \cite[Theorem 4.12]{42].

Let us note here in passing that most results in this section are based on the fact that each weak Meyer set admits a ping-pong measure $\omega$. It follows that many of these results can be generalized to Fourier transformable measures $\gamma$, such that $\text{supp}(\gamma)$ admits a ping-pong measure.

We can now prove the following slight improvement of the ping-pong lemma \cite{52} Lemma 3.3]. Note that in \cite[Lemma 3.3 (ii)]{52} we have the extra assumption that $\gamma$ is Fourier transformable, which is actually unnecessary.

First, to make the proof easier to follow, we introduce the following definition. If $\omega$ is a ping-pong measure for $\lambda(W)$ we say that $\varphi \in C_c(G)$ is an auxiliary function for $\omega$ if $\varphi \ast \hat{\varphi}(0) = 1$ and $\text{supp}(\omega)$ is $\text{supp}(\varphi \ast \hat{\varphi})$-uniformly discrete. It is easy to see that any ping-pong measure admits auxiliary functions.
Theorem 4.3 (Ping-pong lemma for cut-and-project sets). Let \((G, H, \mathcal{L})\) be a CPS, let \(W \subseteq H\) be a compact set, let \(\omega\) be a ping-pong measure for \(\lambda(W)\) and let \(\varphi\) be an auxiliary function. Then,

(Ping) If \(\gamma\) is any Fourier transformable measure with \(\operatorname{supp}(\gamma) \subseteq \lambda(W)\), then a finite measure and

\[ \hat{\gamma} = \hat{\omega} * \nu. \]

(Pong) If \(\nu\) is a finite measure on \(\hat{G}\), then \(\gamma := (\hat{\nu})\omega\) satisfies \(\operatorname{supp}(\gamma) \subseteq \operatorname{supp}(\omega)\), \(\gamma\) is Fourier transformable, and

\[ \hat{\gamma} = \hat{\omega} * \nu. \]

Proof. (Ping) Follows from [52, Lemma 3.3 (i)].

(Pong) The only thing which was not proved in [52, Lemma 3.3 (ii)] is the Fourier transformability of \(\gamma\). We prove it here.

First, as we noted after Def. 4.1 since \(\omega\) is twice Fourier transformable, it is translation bounded. By [52, Theorem 8.5] the ping-pong measure \(\omega\) is a linear combination of positive definite measures. The finite measure \(\nu\) is a linear combination of finite positive measures, and hence \(\hat{\nu}\) is a linear combination of continuous positive definite functions. Since the product of a continuous positive definite function, and a positive definite measure, is a positive definite measure [1, Corollary 4.3], it follows that the measure

\[ \gamma = (\hat{\nu})\omega \]

is a linear combination of positive definite measures. Therefore, \(\gamma\) is Fourier transformable. Moreover, \(\hat{\nu} \in C_0(G)\) and \(\omega \in \mathcal{M}^\infty(G)\) imply \(\gamma \in \mathcal{M}^\infty(G)\). As \(\gamma\) is supported inside a Meyer set, by [42, Theorem 5.7] (or [39, Theorem 4.9.32]), \(\gamma\) is twice Fourier transformable.

Next, by [39, Theorem 4.9.28] or [16, Theorem 3.4] we have

\[ \hat{\gamma} = \gamma^\dagger. \]

Finally, \(\omega\) is twice Fourier transformable by definition. Thus, by [39, Lemma 4.9.26], the measure \(\hat{\omega} * \nu\) is Fourier transformable, and

\[ \hat{\omega} * \nu = \hat{\omega} \hat{\nu} = \omega^\dagger \nu^\dagger = \gamma^\dagger. \]

This shows that

\[ \hat{\omega} * \nu = \hat{\gamma}. \]

The injectivity of the Fourier transform [39, Theorem 4.9.13] then gives \(\hat{\gamma} = \hat{\omega} * \nu\). This completes the proof. \(\square\)

Next, let us recall the Fourier–Stieltjes algebra \(B(G)\) of \(G\),

\[ B(G) := \{ \hat{\mu} : \mu \text{ is a finite measure on } \hat{G} \}. \]

The following is an immediate consequence of the ping-pong lemma:

Theorem 4.4. Let \((G, H, \mathcal{L})\) be a CPS, \(W \subseteq H\) be a compact set, and let \(\omega\) be a ping-pong measure for \(\lambda(W)\). Then, for any measure \(\gamma\) with \(\operatorname{supp}(\gamma) \subseteq \lambda(W)\), the following are equivalent:

(i) \(\gamma\) is Fourier transformable.

(ii) \(\gamma\) is a linear combination of positive definite measures.
There exists some \( f \in B(G) \) such that
\[
\gamma = f \omega .
\]

**Proof.** (i) \( \implies \) (ii) follows from \[52, \text{Theorem 8.5}\].
(ii) \( \implies \) (i) is obvious.
(i) \( \implies \) (iii) By the ping-pong lemma \( \hat{\gamma} = \omega * \nu \) for some finite measure \( \nu \), and
\[
\gamma = \hat{\nu} \omega .
\]

Then \( f = \hat{\nu} \in B(G) \) satisfies (iii).
(iii) \( \implies \) (i) Let \( f \in B(G) \) be so that \( \hat{\nu} \) holds. Let \( \nu \) be the finite measure such that \( f = \hat{\nu} \). Then, by the Pong implication in the ping-pong lemma, the measure \( \gamma = f \omega \) is Fourier transformable and
\[
\hat{\gamma} = \hat{\omega} * \nu .
\]

\[ \square \]

For subsets of lattices, a similar result is proved in \[2, \text{Thm. 1}\].

Combining Theorem 4.4 with \[52, \text{Theorem 4.1}\] we get:

**Theorem 4.5** (Existence of the generalized Eberlein decomposition). \[52, \text{Theorem 4.1}\] Let \( (G,H,L) \) be a CPS, and let \( W \subseteq H \) be any compact set.

Let \( \gamma \) be any Fourier transformable measure with \( \text{supp}(\gamma) \subseteq \lambda(W) \). Then, there exist unique Fourier transformable measures \( \gamma_s, \gamma_0s, \gamma_0a \), supported inside \( \lambda(W) \), such that
\[
\gamma = \gamma_s + \gamma_0s + \gamma_0a
\]
\[
\hat{\gamma}_s = (\hat{\gamma})_{pp}; \quad \hat{\gamma}_{0s} = (\hat{\gamma})_{sc}; \quad \hat{\gamma}_{0a} = (\hat{\gamma})_{ac} .
\]

Moreover, given some ping-pong measures \( \omega \) for \( \lambda(W) \), there exist some functions \( f_s, f_{0s}, f_{0a} \in B(G) \), which are Fourier transforms of finite pure point, singular continuous, and absolutely continuous measures, respectively, such that
\[
\gamma_s = f_s \omega; \quad \gamma_{0s} = f_{0s} \omega; \quad \gamma_{0a} = f_{0a} \omega .
\]

\[ \square \]

We will show that a similar decomposition holds, under much more general settings, in Section 7.

5. **Norm estimates for the diffraction of measures supported inside model sets**

If \( \omega \) is a ping-pong measure for some weak model set \( \lambda(W) \), then \( \hat{\omega} \) is a strong almost periodic measure, but it is not norm almost periodic in general (see \[39, 51\] for definition and properties of strong and norm almost periodic measures). If we can find a single ping-pong measure \( \omega \) for \( \lambda(W) \), such that \( \hat{\omega} \) is norm almost periodic, then it follows easily that, for each transformable measure \( \gamma \) supported within \( \lambda(W) \), the measure \( \hat{\gamma} \) is norm almost periodic. The existence of such a measure is shown in the proof of \[52, \text{Theorem 7.1}\]:

**Proposition 5.1.** \[52, \text{Theorem 7.1}\] Let \( (G,H,L) \) be a CPS, and let \( W \subseteq H \) be any compact set. Then, there exists a ping-pong measure \( \omega \) for \( \lambda(W) \) such that \( \hat{\omega} \) is norm almost periodic. \[ \square \]
Remark 5.2. In Prop. 5.1, a norm almost periodic ping-pong measure can be constructed explicitly as follows:

Pick any compact set $W' \supseteq W$ with non-empty interior, and define $H' := \langle H' \rangle$ to be the subgroup of $H$ generated by $W'$. Then, $H'$ is compactly generated, and an open and closed subgroup of $H$. It follows that $H/H'$ is discrete.

Then, $(G, H', L')$ is a CPS, where

$$L' := \{(x, x^*) : x \in L, x^* \in H'\}.$$ 

Next, the structure theorem of compactly generated LCAG [41], implies that there exists some $\omega$ that, by compactness, there exists some $R > 0, N > 0$ such that

$$\psi(W) \subseteq [-R, R]^d \times [-N, N]^m \times \mathbb{K}.$$ 

Next, pick some $\varphi \in C_0^\infty(\mathbb{R}^d) \cap K_2(\mathbb{R}^d)$, such that $\varphi(x) = 1, \forall x \in [-R, R]^d$, and define:

$$\omega := \sum_{(x, x^*) \in L'} (\varphi \otimes 1_{[-N, N]^m} \otimes 1_{\mathbb{K}})(\psi(x^*))\delta_x.$$ 

Then, $\omega$ is a ping-pong measure for $\lambda(W)$, and $\omega$ is norm almost periodic [52].

Let us now give the following estimate for the norm almost periods of the diffraction, for any measure supported inside $\lambda(W)$.

Proposition 5.3. Let $\lambda_Q$ be any weak model set, and let $\omega$ be any ping-pong measure for $\lambda(W)$. Let $\eta$ be any positive definite measure supported inside $\lambda(W)$. Let $K \subseteq \text{Int}(K_1)$ be any two compact sets in $\hat{G}$. Then, for all $\chi \in \hat{G}$, we have

$$\|T_{\chi} \hat{\gamma} - \hat{\gamma}\|_K \leq \|T_{\chi} \hat{\omega} - \hat{\omega}\|_{K_1}(\gamma(\{0\}).$$

Proof. Let $\varphi$ be an auxiliary function, and as usual, set

$$\nu = |\hat{\varphi}|^2 \hat{\gamma}.$$ 

Then, by the ping-pong lemma, we have

$$\|T_{\chi} \hat{\gamma} - \hat{\gamma}\|_K = \| (T_{\chi} \hat{\omega} - \hat{\omega}) * \nu\|_K \leq \| (T_{\chi} \hat{\omega} - \hat{\omega}) \|_{K_1}(\nu)(\hat{G}).$$ 

Now, since $\gamma$ is positive definite, the measure $\nu$ is positive, and therefore we have

$$\|\nu\|_G = \nu(\hat{G}) = \gamma(|\hat{\varphi}|^2) = \gamma(\hat{\varphi} * \hat{\varphi}) = \gamma(\{0\}),$$

with the last equality following from the fact that $\varphi$ is an auxiliary function. This proves the claim. \[\square\]

For the remainder of this section, $(G, H, L)$ is a fixed CPS, $W \subseteq H$ and $K \subseteq \hat{G}$ are fixed compact sets, and $\omega$ is a fixed ping-pong measure, such that, $\hat{\omega}$ is norm almost periodic.

We fix another compact set $K_1 \subseteq \hat{G}$, such that $K \subseteq \text{Int}(K_1)$. For each $\varepsilon > 0$ we set

$$P_\varepsilon := \{\chi \in \hat{G} : \|T_{\chi} \hat{\omega} - \hat{\omega}\|_{K_1} < \varepsilon\}.$$ 

Note that $P_\varepsilon$ is relatively dense for all $\varepsilon > 0$, and only depends on the ping-pong measure $\omega$ and the choice of $K_1$. 


Combining all the results of this section, we get:

**Theorem 5.4.** Let 
\[ \mu = \sum_{x \in \Lambda(W)} c_x \delta_x \]
be translation bounded, with autocorrelation \( \gamma \), and set \( c := \sup \{|c_x| : x \in \Lambda(W)\} \).
Then, for all \( \chi \in P_\varepsilon \) and all \( \alpha \in \{ pp, ac, sc \} \) we have
\[ \| T_\chi \hat{\gamma} - \hat{\gamma} \|_K, \| T_\chi (\hat{\gamma})_\alpha - (\hat{\gamma})_\alpha \|_K \leq \varepsilon \gamma(\{0\}) \leq c^2 \varepsilon \text{dens}(C^0) \theta_H(W), \]
where \( \theta_H \) denotes the Haar measure on \( H \).

**Proof.** Since \( \text{supp}(\gamma) \subseteq \Lambda(W - W) \), by Theorem 4.5 we have
\[ \text{supp}(\gamma), \text{supp}(\gamma)_{ac}, \text{supp}(\gamma)_{sc} \subseteq \Lambda(W - W). \]
Therefore, by Proposition 5.3 we get
\[ \| T_\chi \hat{\gamma} - \hat{\gamma} \|_K, \| T_\chi (\hat{\gamma})_\alpha - (\hat{\gamma})_\alpha \|_K \leq \varepsilon \gamma(\{0\}). \]

Now, positive definiteness gives
\[ 0 \leq \gamma(\{0\}), \gamma_{ac}(\{0\}), \gamma_{sc}(\{0\}) \leq \gamma(\{0\}) + \gamma_{ac}(\{0\}) + \gamma_{sc}(\{0\}) = \gamma(\{0\}). \]
To complete the proof, we observe that
\[ \gamma(\{0\}) = \lim_{n} \frac{\sum_{x \in \Lambda - A_n} c_x \delta_x}{|A_n|} = \lim_{n} \frac{\sum_{x \in \Lambda - A_n} |c_x|^2}{|A_n|} \leq c^2 \text{dens}_A(\Lambda(W)) \leq c^2 \text{dens}(C^0) \theta_H(W). \]

\[ \blacksquare \]

As an immediate consequence, we get a common relatively dense set of \( \varepsilon \)-almost periods for the diffraction of all subsets \( \Lambda \subseteq \Lambda(W) \):

**Theorem 5.5.** Let \( \Lambda \subseteq \Lambda(W) \), let \( \varepsilon > 0 \), and let \( \gamma \) be an autocorrelation of \( \Lambda \). Set \( \varepsilon' := \frac{\varepsilon}{\text{dens}(C^0) \theta_H(W) + 1} \). Then, for all \( \chi \in P_\varepsilon \) we have
\[ \max \{ \| T_\chi \hat{\gamma} - \hat{\gamma} \|_K, \| T_\chi (\hat{\gamma})_{pp} - (\hat{\gamma})_{pp} \|_K, \| T_\chi (\hat{\gamma})_{ac} - (\hat{\gamma})_{ac} \|_K, \| T_\chi (\hat{\gamma})_{sc} - (\hat{\gamma})_{sc} \|_K \} \leq \varepsilon. \]

\[ \blacksquare \]

Similarly, given any family of equi-translation bounded measures supported inside \( \Lambda(W) \), we can construct a common relatively dense set of \( \varepsilon \)-almost periods for the diffraction of all the measures in the family.

**Theorem 5.6.** For each \( \varepsilon > 0 \) and each \( \alpha > 0 \), there exists a relatively dense set \( Q = Q(\varepsilon, \alpha, \Lambda(W)) \subseteq \tilde{G} \) with the following property:

Let \( \mu = \sum_{x \in \Lambda(W)} c_x \delta_x \) be a measure with \( \sup \{|c_x|\} \leq \alpha \), and let \( \gamma \) be an autocorrelation of \( \mu \). Then, for all \( \chi \in Q \) we have
\[ \max \{ \| T_\chi \hat{\gamma} - \hat{\gamma} \|_K, \| T_\chi (\hat{\gamma})_{pp} - (\hat{\gamma})_{pp} \|_K, \| T_\chi (\hat{\gamma})_{ac} - (\hat{\gamma})_{ac} \|_K, \| T_\chi (\hat{\gamma})_{sc} - (\hat{\gamma})_{sc} \|_K \} \leq \varepsilon. \]

**Proof.** Let \( \varepsilon' := \frac{\varepsilon}{\alpha^2 \text{dens}(C^0) \theta_H(W) + 1} \), and set \( Q := P_\varepsilon' \). The claim follows from Theorem 5.4.

\[ \blacksquare \]

As an immediate consequence, we get:

**Corollary 5.7.** Let \( \mu \) be any measure with weak Meyer set support and let \( \gamma \) be an autocorrelation of \( \mu \). Then \( \hat{\gamma}, (\hat{\gamma})_{pp}, (\hat{\gamma})_{ac} \) and \( (\hat{\gamma})_{sc} \) are norm almost periodic.

\[ \blacksquare \]
6. Diffraction of weak Meyer sets and subsets of lattices

Let us briefly compare the diffraction properties of subsets of model sets, to those for subsets of lattices. Let us recall first the following result, which is a particular case of [2, Theorem 1].

**Theorem 6.1.** [2] Let $L$ be a lattice in $\mathbb{R}^d$ and let $S \subseteq L$ be arbitrary. Let $\gamma$ be any autocorrelation of $S$. Then, there exists a finite positive measure $\nu$ such that

$$\hat{\gamma} = \delta_{L^0} * \nu.$$

As mentioned above, the (Ping) part of ping-pong lemma is the result for subsets of model sets similar to Theorem 6.1.

Let us note here that Theorem 6.1 implies that the set of Bragg peaks of $S$ of the highest intensity $I = \hat{\gamma}(\{0\})$ contains the dual lattice $L^0$. Similarly, Theorem 3.3 shows that, for subsets $\Lambda$ of model sets, the set of Bragg peaks of $\Lambda$ of the intensity almost equal to $I = \hat{\gamma}(\{0\})$ contains the dual model set $\lambda^*(W_\varepsilon)$.

Furthermore, Theorem 6.1 gives that the absolutely continuous, and singular continuous components of diffraction spectrum of $S$, are $L^0$-periodic. Theorem 5.6 gives that the absolutely continuous and singular continuous components of diffraction spectrum of weak Meyer sets are almost periodic, and that the set of almost periods contain model sets in the dual CPS, with small neighbourhoods of zero as windows.

The similarity, and relationship, between the diffraction of subsets of lattices and subsets of model sets becomes more clear in the case of CPS with compact internal space $H$. Indeed, in this case, $L = \lambda(H)$ is a lattice containing our weak Meyer set $\Lambda$, and $\lambda^*(W_\varepsilon)$ contains the model set $\lambda^*(\{0\}) = L^0$.

7. FCDM functions

In this section, we look at potential decompositions of the diffraction of Meyer sets, which are similar to the existence of the (generalized) Eberlein decomposition. Reading carefully the proof of Thm. 4.5, one can see that it only relies on the fact that the Lebesgue decomposition satisfies two simple properties, which we list in the following definition.

**Definition 7.1.** A function $P : \mathcal{M}^\varepsilon(G) \to \mathcal{M}^\varepsilon(G)$ is said to be a function which factors through convolution with discrete measures, or simply a FCDM function, if it satisfies the following two conditions:

- If $\nu$ is finite, then $P(\nu)$ is finite.
- For all pure point measures $\omega \in \mathcal{M}^\varepsilon(G)$, and all finite measures $\nu$, we have

$$P(\omega * \nu) = \omega * P(\nu).$$

Note here that, when $\omega$ is translation bounded, and $\nu$ is finite, both convolutions $\omega * \nu$ and $\omega * P(\nu)$ are well defined, and translation bounded [11, 39].

**Example 7.2.** The projections $P_{pp}, P_{ac}, P_{sc}$ on the pure point, absolutely continuous and singular continuous components, respectively, are FCDM functions.

The following lemma is obvious.
Lemma 7.3.  
(a) The identity map \( \text{Id} : \mathcal{M}^{\infty}(G) \to \mathcal{M}^{\infty}(G) \) is a FCDM function.

(b) If \( P, Q : \mathcal{M}^{\infty}(G) \to \mathcal{M}^{\infty}(G) \) are FCDM function, and \( C_1, C_2 \in \mathbb{C} \), then \( C_1 P + C_2 Q \) is a FCDM function.

This means that every FCDM function \( P \), gives a “canonical” decomposition for each \( \mu \in \mathcal{M}^{\infty}(G) \), as
\[
\mu = P(\mu) + Q(\mu),
\]
where \( Q = \text{Id} - P \) is also a FCDM function.

Remark 7.4. Let \( P : \mathcal{M}^{\infty}(G) \to \mathcal{M}^{\infty}(G) \) be any FCDM function. Then,

(a) For each finite measure \( \mu \) and \( C \in \mathbb{C} \), we have
\[
P(C \mu) = P((C \delta_0) \ast \mu) = (C \delta_0) \ast P(\mu) = CP(\mu).
\]

(b) For each finite measure \( \mu \) and \( t \in G \), we have
\[
P(T_t \mu) = P(\delta_t \ast \mu) = \delta_t \ast P(\mu) = T_t P(\mu).
\]

In particular, if \( \tau \) is a topology on \( \mathcal{M}^{\infty}(G) \), with the property that the set of finite measures is dense in \( \mathcal{M}^{\infty}(G) \), and \( P \) is continuous with respect to \( \tau \), then \( P \) commutes with the translation operators \( T_t \).

(c) If \( P : \mathcal{M}^{\infty}(G) \to \mathcal{M}^{\infty}(G) \) is linear, and commutes with the translate operators \( T_t \), then, for all finite pure point measure \( \omega \), and all finite measures \( \mu \), we have
\[
P(\omega \ast \mu) = \omega \ast P(\mu).
\]

In particular, if \( \tau \) is any topology on \( \mathcal{M}^{\infty}(G) \) with the property that, for all pure point measures \( \omega \), and all finite measures \( \mu \), we have
\[
\omega \ast \mu = \lim_{F \subseteq G \text{ finite}} \left( \sum_{x \in F} \omega(\{x\}) \delta_x \right) \ast \mu,
\]
and \( P : (\mathcal{M}^{\infty}(G), \tau) \to (\mathcal{M}^{\infty}(G), \tau) \) is a continuous linear function, then \( P \) is a FCDM function if and only if \( P \) commutes with the translation operators.

We can now prove the following result, which is a generalisation of the existence of the general Eberlein decomposition for measures with Meyer set support.

Theorem 7.5. Let \( (G, H, \mathcal{L}) \) be a CPS, let \( W \subseteq H \) be any compact set, and let \( \omega \) be a ping-pong measure for \( \lambda(W) \). Let \( P : \mathcal{M}^{\infty}(\hat{G}) \to \mathcal{M}^{\infty}(\hat{G}) \) be any FCDM function.

Then, for each Fourier transformable measure \( \gamma \) with \( \text{supp} \gamma \subseteq \lambda(W) \), there exists a (unique) Fourier transformable measure \( \gamma_P \), and some function \( f_P \in B(G) \), such that

(a) \( \gamma_P = P(\gamma) \).

(b) \( \gamma_P = (f_P) \omega \).

(c) \( \text{supp}(\gamma_P) \subseteq \lambda(W) \).

Proof. By the ping-pong lemma (Theorem 4.3), there exists a finite measure \( \nu \) such that
\[
\hat{\gamma} = \hat{\omega} \ast \nu.
\]
Since \( \nu \) is a finite measure, it follows from the definition of FCDM function that \( P(\nu) \) is finite. Since \( \widehat{\omega} \) is translation bounded \[39\], the measures \( \widehat{\omega} \) and \( P(\nu) \) are convolvable, and, by the definition of FCDM we have
\[
\widehat{\omega} * P(\nu) = P(\widehat{\omega} * \nu) = P(\gamma).
\]
Finally, as \( P(\nu) \) is a finite measure, by Theorem 4.3, the measure
\[
\gamma := \widehat{P(\nu)} \omega
\]
is supported inside \( \text{supp}(\omega) \), Fourier transformable, and
\[
\gamma := \widehat{\omega} * P(\nu) = P(\gamma).
\]
Setting \( f_P := \widehat{P(\nu)} \) we get (a) and (b).
To show (c), pick \( z \in \pi^G(L) \setminus \lambda(W) \). By Proposition 5.3 (a), there exists some \( h_1 \in K_2(G) \) such that \( \omega_1 = \omega h_1 \) is a ping-pong measure for \( \lambda_1(W) \) and \( \omega(\{z\}) = 0 \). Repeating the proof above, with \( \omega \) replaced by \( \omega_1 \), we get that \( \gamma_P(\{z\}) = 0 \). This proves (c).

Remark 7.6. Let \((G, H, L)\) be a CPS, and \( W \subseteq H \) be any compact set. Denote by
\[
\mathcal{FT}_W(G) := \{ \gamma : \gamma \text{ is Fourier transformable, and } \text{supp}(\gamma) \subseteq \lambda(W) \}.
\]
Then, Theorem 7.5 says that every FCDM function \( P : \mathcal{M}^\mathbb{Z}(\hat{G}) \to \mathcal{M}^\mathbb{Z}(\hat{G}) \) induces a unique function
\[
R : \mathcal{FT}_W(G) \to \mathcal{FT}_W(G)
\]
such that, for all \( \gamma \in \mathcal{FT}_W(G) \) we have
\[
R(\gamma) = P(\gamma).
\]
Combining these results with \[52\], Theorem 7.1] we get:

Corollary 7.7. Let \( \gamma \) be a Fourier transformable measure supported inside a Meyer set, and let \( P : \mathcal{M}^\mathbb{Z}(\hat{G}) \to \mathcal{M}^\mathbb{Z}(\hat{G}) \) FCDM function. Then, \( P(\gamma) \) is norm almost periodic. In particular, either \( P(\gamma) = 0 \), or \( P(\gamma) \) has relatively dense support.

7.1. An application: Hausdorff dimension decomposition. In this section we will denote by \( \dim_H \) the Hausdorff dimension on \( \mathbb{R} \). We will often employ the well known formula
\[
(7) \quad \dim_H \left( \bigcup_{n \in \mathbb{N}} S_n \right) = \sup_{n \in \mathbb{N}} \dim_H(S_n),
\]
for any countable family \( \{S_n\} \) of subsets of \( \mathbb{R} \).

Let us recall and extend the following definitions of \[30\].

Definition 7.8. Let \( \mu \) be a positive measure on \( \mathbb{R} \).
(a) \( \mu \) is called zero-dimensional if it is supported on a Borel set \( S \) of Hausdorff dimension \( \dim_H(S) = 0 \).
(b) \( \mu \) is called positive-dimensional if \( \mu(S) = 0 \) for all Borel sets \( S \) with \( \dim_H(S) = 0 \).

A measure \( \nu \) on \( \mathbb{R} \) is called zero-dimensional, or positive-dimensional, respectively, if its total variation measure \( |\mu| \) is zero-dimensional, or positive-dimensional, respectively.

The following result follows immediately from the definitions.
Lemma 7.9. Let \( \mu \) be a measure, and consider the canonical decomposition
\[
\mu = \text{Re}(\mu) + i\text{Im}(\mu) = [(\text{Re}(\mu))_+ - (\text{Re}(\mu))_-] + i[(\text{Im}(\mu))_+ - (\text{Im}(\mu))_-],
\]
given by the Hahn decomposition of \( \text{Re}(\mu) \) and \( \text{Im}(\mu) \). Then, \( \mu \) is zero-dimensional or positive-dimensional, respectively, if and only if each of the four components is zero-dimensional, or positive-dimensional, respectively.

Proof. The proof is an immediate consequence of the fact that \( \text{supp}(\mu) \) is the union of the supports of the four components, and that
\[
(\text{Re}(\mu))_+; (\text{Re}(\mu))_-; (\text{Im}(\mu))_+; (\text{Im}(\mu))_-) \leq |\mu| \\
\leq \text{Re}(\mu) + (\text{Re}(\mu))_- + (\text{Im}(\mu))_+ + (\text{Im}(\mu))_-. 
\]

□

By combining the definition with (7), we immediately get:

Fact 7.10. Let \( \mu \) be a positive measure on \( \mathbb{R} \). Then, \( \mu \) is zero-dimensional, or positive-dimensional, respectively, if and only if, for all \( n \), the restriction \( \mu|_{(n,n+1)} \), is zero-dimensional, or positive-dimensional, respectively.

This fact, combined with [30, Cor. 4.1.4(a)] gives:

Proposition 7.11. Any measure \( \mu \) on \( \mathbb{R} \) has a unique decomposition
\[
\mu = \mu_{zd} + \mu_{pd},
\]
where \( \mu_{zd} \) is zero-dimensional, and \( \mu_{pd} \) is positive-dimensional. Moreover, the mappings \( P_{pd}(\mu) := \mu_{pd} \), and \( P_{zd}(\mu) := \mu_{zd} \) are positive.

Proof. [30, Cor. 4.1.4(a)] gives the results for finite positive measures. Fact 7.10 then extends the result to positive measures, while Lemma 7.9 proves the general version.

□

We now have the following simple result.

Lemma 7.12. \( P_{pd} \) and \( P_{zd} \) are FCDM functions.

Proof. It is obvious that these functions take finite measures to finite measures. Next, let \( \omega = \sum_{n=1}^{\infty} c_n \delta_{t_n} \) be a pure point measure, and let \( \nu \) be a finite measure.

If \( \nu \) is zero-dimensional, then \( \omega \ast \nu \) is supported inside \( \bigcup_{n} (t_n + \text{supp}(\nu)) \), which is zero-dimensional by (7).

Similarly, if \( \nu \) is positive-dimensional, then for all Borel sets \( S \) with \( \text{dim}_H(S) = 0 \), we have
\[
|\omega \ast \nu| \leq \sum_{n=1}^{\infty} |c_n||\nu|(-t_n + S) = 0,
\]
and hence \( \omega \ast \nu \) is positive-dimensional. Therefore,
\[
P_{pd}(\omega \ast \nu) + P_{zd}(\omega \ast \nu) = \omega \ast \nu = \omega \ast (P_{pd}\nu) + \omega \ast (P_{zd}\nu)
\]
give two decompositions of \( \omega \ast \nu \), into a positive-dimensional and a zero-dimensional measure, respectively. The uniqueness of the decomposition proves the claim. □

Now, Theorem 7.3 gives:
Corollary 7.13. Let \((G, H, \mathcal{L})\) be a CPS, let \(W \subseteq H\) be any compact set, and let \(\omega\) be a ping-pong measure for \(\mathcal{M}(W)\). Then, for each Fourier transformable measure \(\gamma\), with \(\text{supp}(\gamma) \subseteq \mathcal{M}(W)\), there exists (unique) Fourier transformable measures \(\gamma_1, \gamma_2, \ldots\) and some function \(f_1, f_2 \in B(G)\), such that:

(a) \(\hat{\gamma}_1 = P_{pd}(\hat{\gamma})\) and \(\hat{\gamma}_2 = P_{zd}(\hat{\gamma})\).
(b) \(\gamma_1 = f_1 \omega\) and \(\gamma_2 = f_2 \omega\).
(c) \(\text{supp}(\gamma_1), \text{supp}(\gamma_2) \subseteq \mathcal{M}(W)\). \(\square\)

It is likely that similar results can be proved for most decompositions of \([30, \text{Section 4}]\).

8. Outlook

The study of Meyer sets via covering model sets is not a new idea in the field of aperiodic order. This idea already plays a central role in the characterisation of Meyer sets (see \([35, 37, 51]\) for example) and comes up in a natural way in the Pisot conjecture. Any 1-dimensional primitive Pisot substitution gives raise to a cut-and-project scheme and to an iterated function system (IFS) on the internal space. Using the attractors of the IFS as windows, we get covering model sets for the left-end points of each tile type in the fixed point of the substitution (see \([4, \text{Chapter 7}]\) or \([7]\) for some examples and \([47]\) for a systematic exposition of 1-dimensional Pisot substitutions). The covering model sets are regular and hence have pure point diffraction spectra. If the inflation factor is an irrational Pisot number, the Pisot conjecture is equivalent to the fact that the fixed point of the substitution and the covering model set differ on a set of density zero. On another hand, when the inflation factor is an integer it is possible for the fixed point to have mixed spectrum, compare \([7]\).

There are some limitations when studying the diffraction of a weak Meyer sets via covering model sets. The results of the paper can be understood the following equivalent way: starting with a (regular) model set \(\Lambda(W)\) with compact window \(W\), we can describe common properties for all diffraction measures of all subsets of \(\Lambda(W)\). The set \(\Lambda(W)\) contains many subsets, some which have pure point spectrum, some with mixed spectrum, but also many subsets \(\Lambda\) which have multiple different diffraction measures of distinct spectral type. The last situation occurs often in the case of maximal density weak model sets with windows of empty interior, such as the square free integers and visible points of the lattice. It would be interesting to classify all the subsets of a given model set and all the averaging sequences which lead to a diffraction measure of a certain spectral type, but this seems to be an extremely difficult question.
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