Causality and Renormalization in Finite-Time-Path Out-of-Equilibrium $\phi^3$ QFT

Ivan Dadić and Dubravko Klabučar

Abstract: Our aim is to contribute to quantum field theory (QFT) formalisms useful for descriptions of short time phenomena, dominant especially in heavy ion collisions. We formulate out-of-equilibrium QFT within the finite-time-path formalism (FTP) and renormalization theory (RT). The potential conflict of FTP and RT is investigated in $\phi^3$ QFT, by using the retarded/advanced (R/A) basis of Green functions and dimensional renormalization (DR). For example, vertices immediately after (in time) divergent self-energy loops do not conserve energy, as integrals diverge. We “repair” them, while keeping $d < 4$, to obtain energy conservation at those vertices. Already in the S-matrix theory, the renormalized, finite part of Feynman self-energy $\Sigma_F(p_0)$ does not vanish when $|p_0| \to \infty$ and cannot be split to retarded and advanced parts. In the Glaser–Epstein approach, the causality is repaired in the composite object $G_R(p_0)\Sigma_F(p_0)$ and $\Sigma_F(p_0)G_A(p_0)$. In the FTP approach, after repairing the vertices, the corresponding composite objects are $G_R(p_0)\Sigma_R(p_0)$ and $\Sigma_A(p_0)G_A(p_0)$. In the limit $d \to 4$, one obtains causal QFT. The tadpole contribution splits into diverging and finite parts. The diverging, constant component is eliminated by the renormalization condition $\langle 0|\phi|0 \rangle = 0$ of the S-matrix theory. The finite, oscillating energy-nonconserving tadpole contributions vanish in the limit $t \to \infty$.
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1. Introduction and Survey

In many regions of physics, the interacting processes are embedded in a medium and require a short-time description. To respond to such demands, neither vacuum S-matrix field theory [1–5], nor equilibrium QFT [6–16] with the Keldysh-time-path [17–28] suffice. The features, a short time after the beginning of evolution, where uncertainty relations do not keep energy conserved, are to be treated with the finite-time-path method. Such an approach includes many specific features that are not yet completely understood. A particular problem, almost untreated, is handling of UV divergences of the QFT as seen at finite time. The present paper is devoted to this problem. We consider it in the simplest form of $\lambda \phi^3$ QFT, but many of the discussed features will find their analogs in more advanced QED and QCD.

Starting with perturbation expansion in the coordinate space, one performs the Wigner transform and uses the Wick theorem. The propagators, originally appearing in matrix representation, are linearly connected to the Keldysh base with $K$, $R$, and $A$ components. For a finite-time-path, the lowest order propagators and one-loop self-energies taken at $t = \infty$ correspond to Keldysh-time-path propagators and one-loop self-energies. For simplicity, the label “$\infty$” is systematically omitted throughout the paper, except in the Appendix with technical details.

To analyze the vertices, one further separates $K$-component [27,28] into its retarded (K,R) and advanced (K,A) parts:
\[ G_R(p) = G_A(-p) = \frac{-i}{p^2 - m^2 + 2i\epsilon}, \]
\[ G_K(p) = 2\pi\delta(p^2 - m^2)[1 + 2f(\omega_p)] \]
\[ = G_{K,R}(p) - G_{K,A}(p), \]
\[ G_{K,R}(p) = -G_{K,A}(-p) = h(p_0, \omega_p)G_R(p), \]
\[ \omega_p = \sqrt{\beta^2 + m^2}, \ h(p_0, \omega_p) = -\frac{p_0}{\omega_p}[1 + 2f(\omega_p)]. \tag{1} \]

Matrix propagators are \( i \) and \( j \) take the values 1, 2):
\[ G_{ij}(p) = \frac{1}{2}[G_K(p) + (-1)^jG_R(p) + (-1)^iG_A(p)]. \tag{2} \]

Specifically:
\[ G_F(p) = G_{11}(p)f(\omega_p=0) = \frac{-i}{p^2 - m^2 + 2i\epsilon}, \ G_F(p) = -G_F^*(p). \tag{3} \]

2. Results

2.1. Conservation and Non-Conservation of Energy at Vertices

Having done all this, one obtains the vertex function (for simplicity, all the four-momenta are arranged to be incoming to the vertex). For the simplicity of discussion, all the times corresponding to the external vertices \( j \) of the whole diagram are assumed equal \( (x_{0,j,ext} = t, \ all \ j; \ otherwise, \ some \ factors, \ oscillating \ with \ time, \ but \ inessential \ for \ our \ discussion, \ would \ appear) \), so that the vertex function becomes:
\[ \frac{i}{2\pi} e^{-i\sum_i p_0} e^{-i\sum_i p_0} = e^{-i\sum_i p_0} \tag{4} \]

This expression \([27–29]\) integrated over some \( dp_{0,k} \) by closing the time-path from below gives the expected energy conserving \( \delta(\sum_i p_0) \), with the oscillating factor reduced to one. If the integration path catches additional singularity, say the propagator’s \( D(p_k) \) pole at \( p_{0,k} \) for this contribution, conservation of energy is “spoiled” by a finite amount \( \Delta E = \sum_i p_{0i} + p_{0,k} \) and there is an oscillating vertex function \( (i/2\pi) e^{-i\Delta E}/(\Delta E + i\epsilon) \). Note: the fact that some time is lower or higher than another, i.e., \( t_1 > t_2 \) or \( t_1 < t_2 \), survives Wigner transform in the character of ordering (retarded or advanced) of the two-point function.

In general, we have the following possibilities:

- If the vertex time is lower than the other times of all incoming propagators, there are additional contributions, and energy is not conserved at this vertex. The oscillations are just what we would expect from the Heisenberg uncertainty relations. It is how the time dependence emerges in the finite-time-path out-of-equilibrium QFT. The ill-defined pinching singularities—products of retarded and advanced propagators with the same \( (p_0, \vec{p}) \), only partially eliminated for the Keldysh time-path \([30]\)—do not appear here as the propagator energies \( p_0 \) and \( p_0' \) are different.
variables, so that the singularities do not coincide except at the point $p_0 = p'_0$. Thus, the pertinent mathematical expressions are well defined.

- For some vertices, at least one incoming propagator $G(p_{0k})$ is advanced (or more generally, time is lower at the other vertex of this propagator); then, integration over the $p_{0k}$ (supposed to be UV finite) re-establishes energy conservation.
- The case of UV divergent integrals is interesting; looking at integrations done separately, one would expect energy conservation, but performing other integrals before, one notices that the result is ill-defined. The solution is in regularization: regulated quantities are finite, and (say, in the dimensional regularization) the energy conservation is re-established (as far as $d < 4$).

In the $\lambda\phi^3$ QFT, there are two divergent subdiagrams: the tadpole diagram and self-energy diagram, considered separately in the following subsections.

### 2.2. UV Divergence at the Tadpole Subdiagram

In the perturbation expansion, the tadpole diagram (Figure 1) appears as a propagator with both ends attached to the same vertex, which is the (lower-time) end-point vertex of the second propagator.

The tadpole subdiagram without a leg is simple. Of the three components, the loop integral vanishes for the $R$ and $A$ components and diverges for the $K$, $R$ and $K$, $A$ ones. At finite $\kappa = 4 - d$, these integrals are real constants related to the $F$ and $F$ components. In the limit $d = 4$, the renormalization performed on $F$ and $F$ makes them finite.

\[
ig\mu^{\kappa/2} \int \frac{d^d p}{(2\pi)^d} G_R(p) = ig\mu^{\kappa/2} \int \frac{d^d p}{(2\pi)^d} G_A(p) = 0,
\]

\[
G_{Tad} \equiv -ig \int \frac{d^d p}{(2\pi)^d} G_{K,R}(p) = -ig\mu^{\kappa/2} \int \frac{d^d p}{(2\pi)^d} \frac{1 + 2f(\omega_p)}{\omega_p} \left( p^2 - m^2 - 2ip\bar{c} \right) = ig\mu^{\kappa/2} \int \frac{d^d p}{(2\pi)^d} G_{K,R}(p),
\]

\[
\Rightarrow - \frac{1}{2} G_{Tad} = -\frac{igm^2}{8\pi^2} \kappa - \frac{igm^2}{16\pi^2} \left[ 1 - \gamma_E + \ln \left( \frac{4\pi\mu^2}{m^2} \right) \right] + O(\kappa) + ig \int \frac{d^3 p}{(2\pi)^3} 2f(\omega_p)
\]

\[
= -\frac{igm^2}{8\pi^2} \kappa + \text{finite vacuum term} + \text{finite } f(\omega_p) \text{ term.}
\]

(Above, and throughout the paper, $\gamma_E$ denotes the Euler-Mascheroni constant, $\gamma_E \approx 0.5772$.)

For a tadpole subdiagram with a leg (see Figure 1), we have two vertices; higher in time ($t_2$), which is the connection to the rest of the diagram, and lower in time ($t_1$, $t_1 < t_2$) with the tadpole loop. The lower vertex does not conserve energy.

One has to add contributions from vertices of Type 1 and Type 2. We write it symbolically with the help of the Wigner transform, the connection between the Keldysh-time-path propagators and the finite-time-path propagators at the time $t' = \infty$ and transition to the $R/A$ basis. The derivation given in the Appendix shows that:

\[
G_{Tad,j}(x_2) = -G_A(0,0) G_{Tad} + \int \frac{dp_{02}}{2\pi} \frac{ie^{ip_{02}x_{02}}}{p_{02} - ie} \left[ G_A(p_{02},0) - G_A(0,0) \right] G_{Tad}. \tag{6}
\]

The contribution is split into the first, energy-conserving term, and the second term, oscillating with time, in which energy is not conserved at the vertex $1$ [31].

The tadpole counterterm follows the same pattern:

\[
G_{\text{count}}^{\text{tadpole},j}(x_2) = -G_A(0,0) + \int \frac{dp_{02}}{2\pi} \frac{ie^{ip_{02}x_{02}}}{p_{02} - ie} \left[ G_A(p_{02},0) - G_A(0,0) \right]. \tag{7}
\]
Notice the similarity of the expressions (6) and (7).

An important point here is that the tadpole contribution splits into two: (1) the energy-conserving part and (2) the energy nonconserving part.

In the energy conserving part, the constant multiplying the counterterm may be adjusted to satisfy the renormalization condition $\langle 0|\phi|0 \rangle = 0$ of the S-matrix theory, by which the tadpoles are completely eliminated from perturbation expansion. Nevertheless, the terms proportional to $f$ survive. The energy nonconserving terms oscillate with time, with the frequency depending on the energy increment. In the competition with the contributions of subdiagram without tadpoles, they fade with time, thus giving the same $t \to \infty$ limit as expected from S-matrix theory.

The $g^3$ order tadpoles and tadpoles with the resummed loop propagator (obtainable after renormalizing the self-energy; see further in the text) do not change our conclusions.

**2.3. UV Divergence at the Self-Energy Subdiagram**

While in the S-matrix theory, there is only Feynman ($\Sigma^1_R(p_0, \bar{p})$) one-loop self energy, which does not depend on the frame, in out-of-equilibrium FT, we have self-energies $\Sigma^1_K(p_0, \bar{p})$, $\Sigma^1_A(p_0, \bar{p})$, and $\Sigma^1_K(p_0, \bar{p})$, which is frame dependent through $f(\omega_p)$ (notice here that we distinguish the “true” retarded and advanced functions from those that carry index $R$ ($A$), but do not vanish for $t_2 > t_1$ ($t_2 < t_1$), except at $d < 4$).

$$
\Sigma^1_K(p_0, \bar{p}) = -ig^2\mu^2 \int \frac{d^d q}{(2\pi)^d} [G_K(p_0 - q_0, \bar{p} - \bar{q})G_K(q_0, \bar{q})
+ G_{K,R}(p_0 - q_0, \bar{p} - \bar{q})G_R(q_0, \bar{q})] = \Sigma^1_A(p_0, \bar{p}),
$$

$$
\Sigma^1_K(p_0, \bar{p}) = -\Sigma^1_{K,R}(p_0, \bar{p}) + \Sigma^1_{K,A}(p_0, \bar{p})
$$

(8)

$$
\Sigma^1_{K,R}(p_0, \bar{p}) = -ig^2\mu^2 \int \frac{d^d q}{(2\pi)^d} [G_K(p_0 - q_0, \bar{p} - \bar{q})G_K(q_0, \bar{q})]
$$

**Figure 1.** The tadpole diagram with a leg.
\[ + G_R(p_0 - q_0, \vec{p} - \vec{q})q G_R(q_0, \vec{q}) = -\Sigma^{1\ast}_{K,A}(p_0, \vec{p}). \] (9)

Now, all the integrals containing \( f(\omega_p) \) are UV finite owing to the assumed UV cut-off in the definition of \( f \). Vacuum contributions to \( \Sigma_{K,R} \) are finite separately at \( d \to 4 \); at \( d \to 6 \), this is no longer the case, but their sum is finite.

For retarded and advanced self-energies, imaginary parts and parts proportional to \( f(\omega_p) \) are UV finite and could be calculated directly from (8). Real, vacuum parts of \( \Sigma^1 \) are connected to \( \Sigma^2 \), and we use the results already available from S-matrix renormalization. The connection is:

\[
\Sigma^1_{1,k} = \frac{1}{2} \{-\Sigma^1_{K,R} + \Sigma^1_{K,A} - (-1)^k \Sigma_k - (-1)^k \Sigma^A_k\},
\]
\[
Re\Sigma^1_{R,f=0} = Re\Sigma^1_{A,f=0},\quad Re\Sigma^1_{K,R,f=0} = Re\Sigma^1_{K,A,f=0},
\]
\[
Re\Sigma^1_{f} = Re\Sigma^1_{f,=0}. \tag{10}
\]

The regularization procedure (either by making \( d < 4 \) or by introducing fictive massive particles as in Pauli–Villars regularization) is usually considered artificial. Nevertheless, there are efforts to generate necessary massive particles (virtual wormholes) dynamically [32].

For \( \Sigma^2(p) \), we find in the literature [33]:

\[
\Sigma^2_k(p) = \frac{1}{2} G^2 \delta^2 \left[ \frac{d^4 q_1 d^4 q_2}{(2\pi)^8} G_F(q_1)G_F(q_2) (2\pi)^4 \delta^4(q_1 - q_2 - p) \right]
\]
\[
= \frac{1}{2} \int d^4 q_1 d^4 q_2 \frac{(2\pi)^4 \delta^4(q_1 - q_2 - p)}{(q_1^2 - m^2 + i\epsilon)(q_2^2 - m^2 + i\epsilon)},
\]
\[
= \frac{1}{2} \left( \frac{\mu^2}{\mu^2} \right)^k \left[ \Gamma(k/2) \int_0^1 dz \frac{z^{1-k} - (1-z)^{1-k} + i\epsilon}{4\pi^2 (1-z)^{1-k} + i\epsilon} \right]. \tag{11}
\]

The last relation above is still causal. It is UV finite, and it allows the separation into the sum of the retarded and advanced term. However, the expansion of \( [p^2 z(1-z) - m^2 + i\epsilon/4\pi^2]^{-k/2} \) in power series of \( |z| \) is allowed only when \( \kappa \ln[p^2/(4\pi\mu)] < 1 \); thus, it is a “low energy” expansion, and in spite of the fact that \( \kappa \) may be taken arbitrarily small, the limit \( |p_0| \to \infty \) is never allowed.

\[
\Sigma^2_k(p) \approx \frac{i\kappa^2 \mu^k}{16\pi^2(k)} - \frac{i\kappa^2 \mu^k}{32\pi^2} \left\{ \gamma_\pi + \int_0^1 dz \ln \left[ \frac{p^2 z(1-z) - m^2 + i\epsilon}{4\pi^2 \mu^2} \right] \right\}
\]
\[
= \frac{i\kappa^2 \mu^k}{16\pi^2(k)} + \text{finite.} \tag{12}
\]

This expression is no longer causal; it is valid only if \( \kappa \ln[p^2/(4\pi\mu)] \ll 1 \). One needs the vanishing of self-energy for \( |p_0| \to \infty \), i.e., the region where the opposite condition \( \kappa \ln[p^2/(4\pi\mu)] \gg 1 \) is fulfilled. Then, \( \Sigma^2_{1k}(p) \to 0 \) as \( |p_0| \to \infty \) as far as \( k \neq 0 \).

The integration over \( z \) gives:

\[
\Sigma^2_k(p) = -\frac{\kappa^2}{16\pi^2} \left\{ \frac{1}{k} - \frac{\gamma_\pi}{2} + 1 + \frac{1}{2} \ln(4\pi^2 \mu^2) - \frac{1}{2} \sqrt{1 - \frac{4m^2}{p^2 + i\epsilon}} \ln \left[ \frac{\sqrt{1 - \frac{4m^2}{p^2 + i\epsilon}} + 1}{\sqrt{1 - \frac{4m^2}{p^2 + i\epsilon}} - 1} \right] \right\}. \tag{13}
\]
with a high $p_0$ limit:

$$
\Sigma_F(p^2, m^2)_{p^2 \to \infty} \approx -\frac{g^2}{16\pi^2} \left\{ \frac{1}{\kappa} - \frac{\gamma_E}{2} + 1 + \frac{1}{2} \ln(4\pi \frac{\mu^2}{m^2}) - \frac{1}{2} \ln \left[ -\frac{m^2}{p^2} \right] \right\}.
$$

(14)

To verify the causality of the two-point function, one may try to project out the retarded part of the finite (subtracted) part of $\Sigma_F(p)$, namely $-i \int \frac{dp_0}{2\pi} \Sigma_{F, finite}(p) / (p_0 - p'_0 - i\epsilon)$, by integration over a large semicircle. However, the contribution over a very large semicircle does not vanish, and the integral is ill-defined.

Indeed, we have started from the expressions for $G_F(\Sigma_F)$ containing only retarded and advanced functions, and in the absence of divergence, we expect this to be the truth at the end of calculation. Instead, the function in the last two lines of Expression (12) is not a combination of the $R$ and $A$ functions, otherwise it should vanish when $|p_0| \to \infty$ and $\kappa$ are chosen as arbitrarily small; such a behavior can be shifted to an arbitrarily high scale. However, the limit $\kappa \to 0$ remains always out of reach. To preserve causality, we should keep the whole $p_0$ complex plane. Specifically, we need the region with large $|p_0|$, to be able to integrate over a large semicircle in the complex $p_0$ plane, at least to get $\int dp_0 \Sigma_R(p) G_{K,A}(p_0) = 0$. Thus, we have obtained a result correct at $\kappa \neq 0$ and problematic at $d = 4$.

Fortunately enough, there is a way to “repair” causality: the composite object $G_F(p) \Sigma_F(p)$ is vanishing when $|p_0| \to \infty$; it can be split into its retarded and advanced parts; thus, it is causal. This sort of repairation of causality is possible in other QFT in which logarithmic UV divergence appears. It is similar to the Glaser–Epstein [34–36] approach, where not just $\Sigma$, but $G \Sigma$ are the subjects of expansion.

In this spirit, we agree with the conclusion of [37–39]: “Our amplitudes are manifestly causal, by which we mean that the source and detector are always linked by a connected chain of retarded propagators.”

Similar is the problem we can see by considering $\lambda \phi^4$ theory. In this theory, the loop of Figure 2 is a vertex diagram, and the above Glaser–Epstein philosophy does not apply. Nevertheless, the propagator attached to the vertex depends on $p_0$ and “improves” the convergence of $dp_0$ integration.

![Figure 2. The vertex diagram.](image)

2.4. Self-Energy Diagram with Legs

To be able to introduce composite objects with $\Sigma_{R(A)}$, we need one of $\Sigma_{R(A)}$’s vertices to conserve energy. The lower in time vertex may be the minimal time vertex, so it does not help in all cases. However, the higher in time vertex would do it, if both the integrals $dq_0$ and $dp_0$ converge.

The $\Sigma_{ij}$ self-energy contributions with legs (see Figure 2) are:

$$
G_R \Sigma_{K,R} * G_A, \; G_R * \Sigma_{K,A} G_A, \; G_R \Sigma_{K,R} * G_{K,A}, \; G_{K,R} * \Sigma_{K,A} G_A,
$$
\( G_R \Sigma^1_R G_A, G_A \Sigma^1_A G_A, G_R \Sigma^1_R G_{K,R}, G_{K,A} \Sigma^1_K G_A. \) (15)

In the above expression, \( \Sigma \)s are introduced in Equation (8). “∗” indicates the convolution product, which includes the energy nonconserving vertex. Terms containing \( \Sigma^1_{K,R} \) and \( \Sigma^1_{K,A} \) are UV-finite, creating no problems. The other terms, containing \( \Sigma^1_R \) and \( \Sigma^1_A \), are finite as long as \( d < 4 \), and we may obtain their real part through (11).

Two features seem potentially suspicious: (1) UV divergence in the loop defining \( \Sigma^1_{R(A)'} \) (2) the ill-defined vertex function between \( G_R \) and \( \Sigma^1_R \) and between \( \Sigma^1_A \) and \( G_A \).

Nevertheless, both problems are resolved at \( d < 4 \): “to be” UV divergence is subtracted and energy conservation is recovered in the above-mentioned vertices. The composite objects \( G_R(p) \Sigma^1_R(p) \) and \( \Sigma^1_A(p) G_A(p) \) are now well defined.

3. Discussion and Conclusions

We examined renormalization prescriptions for the finite-time-path out-of-equilibrium \( \lambda \phi^3 \) QFT in the basis of \( G_R, G_A, G_{K,R}, \) and \( G_{K,A} \) propagators.

As expected, the number of counterterms did not change, and the formalism enables term by term finite perturbation calculation.

There are some interesting features:

1. The integrals ensuring the energy conservation at the vertices above \( \Sigma_R \) and \( \Sigma_A \) should have been done before taking the limit \( d = 4 \).
2. The renormalized self-energies \( (\Sigma_F, \Sigma_R, \text{and} \Sigma_A) \) are not a linear combination of true retarded and advanced components. This is directly readable from the final result, which does not vanish as \( |p_0| \rightarrow \infty \) in all directions in a complex plane \( p_0 \). This problem is present already in S-matrix theory, and we only recognize it properly as a causality problem, in the sense that the expected properties of the theta-function fail: \( \Theta(t) \Theta(-t) \neq 0 \) or \( \Theta(t) \Theta(t) \neq \Theta(t) \). While it is not clear what harm it does to the theory, one may introduce “composite objects” \( G_F(p) \Sigma^1_F(p), G_R(p) \Sigma^1_R(p), \text{and} \Sigma^1_A(p) G_A(p) \) to improve convergence, and the causality is “repaired”. Indeed in the Glaser–Epstein approach, they consider the perturbation expansion, in which only self-energy with a leg appears.
3. The tadpole contribution splits into the energy-conserving, constant component, which is eliminated by renormalization condition, and the other energy nonconserving, time-dependent component, is finite after subtraction. These tadpole contributions are strongly oscillating with time and vanish as \( t \rightarrow \infty \), in good agreement with the renormalization condition \( <0|\phi|0> = 0 \) of the S-matrix theory.
4. The regularization \( (d \neq 4) \) is extended till the late phase of calculation.

The procedure is therefore generalized for application to more realistic theories (QED and QCD, electro-weak QFT, etc.) by the following:

(A) regularize; (B) do energy-conserving integrals; (C) subtract “to be” UV infinities; (D) deregularize (do limit \( d \rightarrow 4 \)).

Again, the above described Features (1) and (2) will emerge.

This work contains many of the features \([40]\) arising in the more realistic theories like QED or QCD. Such finite-time-path renormalization is a necessary prerequisite for the calculation of damping rates, and other transition coefficients under the more realistic conditions truly away from equilibrium as opposed to the results obtained within the linear response approximation.

Our plan is to extend the exposed methods to the case of QED. Specifically, we resolve the controversy of the UV diverging number of direct photons in the lowest order of quark QED, as calculated by Boyanovsky and collaborators \([41,42]\) and criticized by \([43]\). We find that, at the
considered one-loop order of perturbation, it is only the vacuum-polarization diagram contributing. The renormalization leaves only finite contributions to the photon production [44].
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**Abbreviations**

The following abbreviations are used in this manuscript:

- QFT quantum field theory
- FTP finite-time-path
- RT renormalization theory
- DR dimensional regularization
- UV ultra-violet
- QED quantum electrodynamics
- QCD quantum chromodynamics

**Appendix.**

This Appendix provides the derivation of Equation (6).

The tadpole diagram, Figure 1, appears as a propagator with both ends attached to the same vertex. We start in coordinate representation. To sum contributions from the vertices of Types 1 and 2, we write the propagators with the help of the Wigner transform. Keldysh-time-path propagators and the finite-time propagators become identical in the limit \( t' \to \infty \). To translate to the \( R/A \) basis, we use

\[
G_{i,j} = \frac{1}{2} [G_K + (-1)^i G_R + (-1)^j G_A].
\]

\[
G_{\text{tad},j}(x_2) = i g \hbar^{k/2} \int d^d x_1 \times [G_{1,1}(x_1, x_1) G_{1,j}(x_1, x_2) - G_{2,2}(x_1, x_1) G_{2,j}(x_1, x_2)],
\]

\[
= i g \hbar^{k/2} \int d^d x_1 \int_0^\infty d x_0 \epsilon^{-i p_2(x_1 - x_2)} \frac{d^d p_1}{(2\pi)^d} \frac{d^d p_2}{(2\pi)^d} \times [G_{1,1,x_0}(p_1) G_{1,j}(p_2) - G_{2,2,x_0}(p_1) G_{2,j}(p_2)],
\]

\[
= i g \hbar^{k/2} \int d^d x_1 \int_0^\infty d x_0 \epsilon^{-i p_2'(x_1 - x_2)} \frac{d^d p_1'}{(2\pi)^d} \frac{d^d p_2'}{(2\pi)^d} \times [G_{1,1,\infty}(p_1') G_{1,j,\infty}(p_2') - G_{2,2,\infty}(p_1') G_{2,j,\infty}(p_2')],
\]

where we have used the projection operator \( P \) connecting time-dependent lowest order propagators with time-independent lowest order propagators [27,28]:

\[
p_1' = (p_0' + \vec{p}_1), \ p_2' = (p_0' + \vec{p}_2),
\]

\[
\]
\[ G_t(p_0, \bar{p}) = \int_{-\infty}^{\infty} dp_1 P_t(p_0, p_1) G_{\infty}(p_1, \bar{p}), \]

\[ P_t(p_0, p_1') = \frac{\Theta(t)}{2\pi} \int_{-2t}^{2t} ds_0 e^{i p_0 s_0} = \frac{\Theta(t) \sin 2(p_0 - p_1') t}{\pi (p_0 - p_1')}, \]

\[ \lim_{t \to \infty} P_t(p_0, p_1') = \delta(p_0 - p_1'), \]

\[ \int_{-\infty}^{\infty} dp_0 e^{-i p_0 p_1'} P_t(p_0, p_1') = e^{-i p_0 p_1'} \Theta(t) \Theta(2t - s_0) \Theta(2t + s_0). \] (A2)

Here, \( G \) is a bare propagator (matrix propagator or \( R, A, \) or \( K \) propagator.) A similar relation holds for lowest order self-energies:

\[ \Sigma_1^1(p_0, \bar{p}) = \int_{-\infty}^{\infty} dp_1 P_t(p_0, p_1) \Sigma_1(p_1, \bar{p}), \] (A3)

where \( \Sigma_1^1 \) is the retarded, advanced, or Keldysh self-energy.

By using the above relations, we obtain:

\[
G_{\text{tad},j}(x_2) = i g \mu^{x/2} \int d^{d-1} x_1 \int_{0}^{\infty} dx_0 e^{-i p_2'(x_1 - x_2)} \frac{d^dp_1' \ d^dp_2'}{(2\pi)^{d}} \\
\times [G_{1,1,\infty}(p_1') G_{1,j,\infty}(p_2') - G_{2,2,\infty}(p_1') G_{2,j,\infty}(p_2')],
\]

\[
= i g \mu^{x/2} (2\pi)^{-1} \int \frac{-i}{p_0^2 - i\epsilon} \delta^{(d-1)}(p_2') e^{ip_0 x_0} \frac{d^dp_1'}{(2\pi)^{d}} d^dp_2' \\
\times [G_{1,1,\infty}(p_1') G_{1,j,\infty}(p_2') - G_{2,2,\infty}(p_1') G_{2,j,\infty}(p_2')],
\]

\[
= i g \mu^{x/2} (2\pi)^{-1} \int \frac{-i}{p_0^2 - i\epsilon} \delta^{(d-1)}(p_2') e^{ip_0 x_0} \frac{d^dp_1'}{(2\pi)^{d}} d^dp_2' \\
\times \frac{1}{2} [-G_{K,\infty}(p_1') G_{A,\infty}(p_2') - G_{R,\infty}(p_1') G_{K,\infty}(p_2') - G_{A,\infty}(p_1') G_{K,\infty}(p_2') + (-1)^j G_{R,\infty}(p_1') G_{R,\infty}(p_2') + (-1)^j G_{A,\infty}(p_1') G_{R,\infty}(p_2')],
\] (A4)

By taking the fact that tadpoles with \( G_R \) and \( G_A \) vanish, we obtain:

\[
G_{\text{tad},j}(x_2) = i g \mu^{x/2} (2\pi)^{-1} \int \frac{i}{p_0^2 - i\epsilon} \delta^{(d-1)}(p_2') e^{ip_0 x_0} \\
\times \frac{d^dp_1'}{(2\pi)^{d}} d^dp_2' G_{K,\infty}(p_1') G_{A,\infty}(p_2'),
\]

\[
= (2\pi)^{-1} \int \frac{i}{p_0^2 - i\epsilon} e^{ip_0 x_0} G_{A,\infty}(p_0,0) dp_0' G_{\text{tad}}
\]

\[
G_{\text{tad}} = \frac{ig \mu^{x/2}}{2} \int G_{K,\infty}(p_1') \frac{d^dp_1'}{(2\pi)^{d}}. \] (A5)
Thus,

\[ G_{\text{tad}, j}(x_2) = -G_{A, \infty}(0, 0)G_{\text{tad}} + \int \frac{dp_{02}'}{2\pi} \frac{ie^{i p_{02}' x_0}}{p_{02}'^2 - ie} \left[ G_{A, \infty}(p_{02}', 0) - G_{A, \infty}(0, 0) \right] G_{\text{tad}}. \quad (A6) \]

The contribution is split into the first, energy-conserving term, and the second term, oscillating with time, in which energy is not conserved at the vertex 1.
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