Conduction of electrons in matter is ultimately described by quantum mechanics. Yet at low frequency or long time scales, low temperature quantum transport is perfectly described by this very simple idea: electrons are emitted by the contacts into the sample which they may cross with a finite probability [1, 2]. Combined with Fermi statistics, this partition of the electron flow accounts for the full statistics of electron transport [3]. When it comes to short time scales, a key question must be clarified: are there correlations between successive attempts of the electrons to cross the sample? While there are theoretical predictions [1] and several experimental indications for the existence of such correlations [4, 5], no direct experimental evidence has ever been provided. Here we show a direct experimental proof of how temperature and voltage bias control the electron flow: while temperature $T$ leads to a jitter which tends to decorrelate electron transport after a time $\hbar/k_B T$, the bias voltage $V$ induces strong correlations/anticorrelations which oscillate with a period $\hbar/eV$. Our experiment reveals how time scales related to voltage and temperature operate on quantum transport in a coherent conductor. In complex quantum systems, the method we have developed might offer direct access to other relevant time scales related, for example, to internal dynamics, coupling to other degrees of freedom, or correlations between electrons.

In order to probe temporal correlations between electrons, we have studied the correlator between current fluctuations $i(t)$ measured at two times separated by $\tau$, $C(\tau) = \langle i(t)i(t+\tau) \rangle$, where $\langle \cdot \rangle$ denotes statistical averaging. We calculate this correlator by Fourier transform of the detected frequency-dependent power spectrum of current fluctuations generated by a tunnel junction placed at very low temperature. The very short time resolution required to access time scales relevant to electron transport is achieved thanks to the ultra-wide bandwidth, 0.3-13 GHz, of our detection setup shown in Fig. 1. The calibration procedure can be found in the Methods section.

**Results.** The electron temperature in the sample is measured using the shot noise thermometer technique [6], which consists of measuring the zero frequency spectral density of current fluctuations vs. voltage at low frequency, i.e. $hf \ll k_B T$, and fitting it with the known classical formula [7]:

$$S(f = 0, V, T) = GeV \coth \left( \frac{eV}{2k_B T} \right). \quad (1)$$
We obtain an electron temperature $T = 35$ mK when the phonon temperature is $T_{ph} = 8$ mK (measured by a thermometer on the cold plate of the refrigerator). For phonons above 50mK, we observe $T = T_{ph}$. We believe the discrepancy between $T$ and $T_{ph}$ at the lowest temperature is due to the emission of noise with very wide bandwidth by the amplifier towards the sample. In the following, the spectral density of current fluctuations is expressed in terms of noise temperature using $T_{N}(f) = S(f)/(2k_B G)$.

**Thermal noise spectroscopy.** On Fig. 2, we show measurements of $T_N$ vs. frequency for various electron temperatures $T$ between 35 and 200 mK, when the sample is at equilibrium, i.e. with no bias ($V = 0$). We observe that at low frequency one has $T_{N}(0) = T$ which is the classical Johnson-Nyquist noise [8, 9]. At high frequency $hf \gg k_B T$, all curves approach the zero temperature curve (dotted black line) which corresponds to the so-called vacuum fluctuations $S_{vac}(f) = Ghf$. These quantum zero-point fluctuations had previously been characterized as a function of frequency for a resistor [10, 11] and a superconducting resonator[12]. The equilibrium spectral density of noise is predicted to be [13]:

$$S_{eq}(f, T) = Ghf \coth \left( \frac{hf}{2k_B T} \right). \quad (2)$$

The black lines on Fig. 2 represent equation (2) with no adjustable parameters. Our data are in very good agreement with the theoretical predictions. According to equation (2), the rescaled noise temperature $T_{N}/T$ is a function of frequency and temperature only via the ratio $hf/(2k_B T)$. We show in the inset of Fig. 2 the measured $T_{N}/T$ vs. rescaled frequency $hf/(2k_B T)$ for all our data. We indeed observe that all the data collapse on a single curve for a wide interval of $hf/(2k_B T)$ between 0.075 and 9.

**Shot noise spectroscopy.** Fig. 3 shows the measurements of $T_N$ vs. frequency for various bias voltages $V$. The data are taken at the lowest electron temperature $T = 35$ mK. At low frequencies, i.e. $hf < eV$, one observes a plateau corresponding to classical shot noise $S = eI$. When $hf \gg eV$, the vacuum fluctuations take over and $S = S_{vac}(f)$. Black lines on Fig. 3 are the theoretical predictions of the out of equilibrium noise spectral density [7]

$$S(f, V, T) = \frac{1}{2} \left[ S_{eq} \left( f + \frac{eV}{h}, T \right) + S_{eq} \left( f - \frac{eV}{h}, T \right) \right]. \quad (3)$$

The data are in very good agreement with equation (3). Previous experiments had shown that shot noise in diffusive mesoscopic wires [14] and tunnel junctions [15] was frequency dependant by measuring the differential noise $\partial S/\partial V$ at specific frequencies. Here, the full spectroscopy of the absolute spectral density is obtained, which is essential to deduce the current-current correlator in time domain.

**Current-current correlator in time domain.** From the spectral density of noise measured within a very large bandwidth, it is possible to deduce the current-current correlator in the time domain by Fourier Transform (FT). The voltage dependence of the noise spectral density, given by equation (3), leads to a very simple form for
we have used a window at frequencies between 0.3 and 12 GHz. The result is plotted on Fig. 4 ($V=0$, magenta symbols). Theoretical $\Delta C_{eq}(t,T)$ is plotted as a black line. We observe the thermal current-current fluctuations to decay with a time constant given by $h/k_BT$ of $\sim 100$ ps for $T=35$ mK.

Experimental data for the non-equilibrium correlator $\Delta C(t,T,V)$ at $T=35$ mK are also shown on Fig. 4 for various voltages. One clearly observes that $\Delta C(t,T,V)$ oscillates within an envelope given by $\Delta C_{eq}(t,T)$. The period of the oscillation depends on the bias voltage. We show on Fig. 5 experimental data for $\Delta C(t,V)/\Delta C_{eq}(t,T)$ as a function of the rescaled time $eVt/h$. This rescaling clearly demonstrates the oscillation period being $h/eV$, in agreement with equation (6).

Interpretation. These oscillations are the result of both the Pauli principle and Heisenberg incertitude relation. To see this, let us consider a single channel conductor crossed at $t=0$ by two electrons of energy $E$ and $E'$. According to Pauli principle, the energies must be different, $E \neq E'$. But how close can $E$ and $E'$ be? According to Heisenberg incertitude relation, it takes a time $t_H \approx h/|E-E'|$ to resolve the two energies, so $E$ and $E'$ cannot be considered different for times shorter than $t_H$. This means that if one electron crosses at time $t=0$, the second one must wait. Since $|E-E'| < eV$, one has $t_H > h/eV$: there is a minimum time lag $h/eV$ between successive electrons. The regular oscillations we observe on $\Delta C$ are a direct consequence of this blockade and reflect the fact that electrons cross the sample regularly at a pace of one electron per channel per spin direction every $h/eV$. The decay of $\Delta C(\tau)$ we observe at long time reflects the existence of a jitter which is of pure thermal origin.

Recently, the waiting time distribution (WTD) for
electron transport, $W(\tau)$, has been calculated \cite{16}. For a tunnel junction, $W(\tau)$ is predicted to exhibit small oscillations with a period $\tau = h/eV$ superposed on an exponential decay. This result is certainly closely related to our observations. It is however noteworthy that the oscillations we have observed are much more pronounced than those predicted for $W(\tau)$.

At high bias voltage, $eV \gg k_B T, hf$, the oscillation period $h/eV$ becomes so small that the electrons no longer have to wait before tunneling. This high energy regime is the classical limit where the current flowing through the junction is characterized by a Poisson distribution. The noise spectral density is thus given by the Schottky limit $S = eI$. At low bias voltage, there are correlations between successive tunneling electrons and the resulting current distribution is no longer Poissonian.

Our measurements were made on a tunnel junction, a device in which all conduction channels have low transmission. In the general case, equation (6) is replaced by:

$$\Delta C(t, T, V) = F \Delta C_{eq}(t, T) \cos \left( \frac{eV t}{h} \right) + (1 - F) \Delta C_{eq}(t, T),$$

where $F$ is the Fano factor. In the case of a perfect conductor, $F = 0$ and there is no oscillation of the current-current correlator, since there is no shot noise \cite{4, 5}. For a tunnel junction $F = 1$, which corresponds to the maximal oscillations of $\Delta C(t, T, V)$.

**Methods.** Since we want to make an absolute measurement of the spectral density of the noise generated by the sample $S(f)$, it is necessary to calibrate both $G_A(f)$ and $S_A(f)$ at each frequency. This is achieved by making one assumption: that at high voltage $S(f)$ is given by the classical shot noise limit $S(eV \gg hf, k_B T) = eI$ \cite{17}. Therefore, for every measurement of $S(f, V, T)$ at any frequency, voltage or temperature, we measure $P$ vs. $V$ at large voltage. From these data, we deduce the values of $G_A(f)$ and $S_A(f)$. This calibration is repeated frequently during the measurements to cancel out the drift in $G_A$ and $S_A$.
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