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Abstract: We construct super Hamiltonian integrable systems within the theory of supersymmetric Poisson vertex algebras (SUSY PVAs). We provide a powerful tool for the understanding of SUSY PVAs called the super master formula. We attach some Lie superalgebraic data to a generalized SUSY W-algebra and show that it is equipped with two compatible SUSY PVA brackets. We reformulate these brackets in terms of odd differential operators and obtain super bi-Hamiltonian hierarchies after performing a supersymmetric analog of the Drinfeld–Sokolov reduction on these operators. As an example, an integrable system is constructed from \( g = \mathfrak{osp}(2|2) \).

1. Introduction

In [17], Drinfeld and Sokolov introduced a new local Poisson algebra later called a classical W-algebra. For a finite semisimple Lie algebra \( g \) and its principal nilpotent element \( f_{\text{pr}} \), the classical W-algebra \( W(g, f_{\text{pr}}) \) is obtained by a Hamiltonian reduction from the Poisson algebra \( S(\hat{g}) \) associated to the affine Lie algebra \( \hat{g} \). These algebras have been studied both in physics and mathematics [1]. In the same paper [17], Drinfeld and Sokolov constructed a hierarchy of integrable bi-Hamiltonian systems on \( W(g, f_{\text{pr}}) \) by considering two compatible Lie brackets on its quotient space \( W(g, f_{\text{pr}})/\partial W(g, f_{\text{pr}}) \). Ever since, the so-called generalized Drinfeld–Sokolov hierarchies have flourished in the literature, see the papers [2,6,7,12,13,18,19,28,33,34,36] and references there.

In the recent articles [12,13] by De Sole, Kac, Valeri and the second author [34], generalized Drinfeld–Sokolov hierarchies have been tackled within the theory of Poisson vertex algebras (PVAs). This framework introduced in [4] proved to be successful as the authors of [9–11,14,15] were able to construct integrable bi-Hamiltonian hierarchies on the classical W-algebra \( W(g, f) \), for any semisimple Lie algebra \( \hat{g} \) of classical type and any nilpotent element \( f \in \hat{g} \). Explicit formulas for these equations and their solutions were found in [5] by de Sole, Kac, Valeri, van de Leur and the first author in the case \( \hat{g} = gl_{\mathbb{C}} \).
In this paper, we investigate super Hamiltonian equations in terms of supersymmetric Poisson vertex algebras (SUSY PVAs), introduced in [20]. A classic and well-known example of such equations is the super KdV equation (see [31] for instance)

$$\psi_t = \psi^{(6)} + 3\psi''\psi' + 3\psi\psi^{(3)}, \quad \psi \text{ odd, } \psi^{(n)} := D^n(\psi),$$

(1.1)

who can be cast in a super Hamiltonian form using the (local) Neveu-Schwarz SUSY PVA bracket

$$\{\psi, \chi \psi\} = (D^2 - \frac{3}{2} \chi^2 + \frac{1}{2} \chi D)\psi - \chi^5$$

as follows

$$\psi_t = \{\psi, \psi' \chi \psi\}\chi = 0.$$  

(1.2)

Super Hamiltonian equations have been studied in various articles [16, 21–24, 26, 27, 30–32]. In [30], Manin-Radul introduced the super KP system and, in [21, 22], Inami and Kanno constructed integrable systems associated to a family of odd differential operators taking values in the affine Lie superalgebras $\mathfrak{sl}(n|n)^{(1)}$ and $\mathfrak{osp}(2|2)^{(2)}$ via the so-called SUSY Drinfeld–Sokolov reduction. Furthermore, Delduc and Gallot adapted the ideas of Inami-Kanno to a larger class of systems in [16]. One of the main differences between nonSUSY and SUSY Drinfeld–Sokolov reductions is that, in the SUSY case, the super integrable systems do not have two local compatible Poisson structures. Even the super KdV eq. (1.1), the most well-known super integrable system, has a nonlocal second Poisson structure (see, for example [32]).

In this paper we generalize SUSY Drinfeld–Sokolov reductions within the framework of SUSY PVAs. As a result, we obtain super integrable systems and show that they are bi-Hamiltonian for two local compatible brackets which are given explicitly. We plan on studying nonlocal SUSY PVAs in a future publication.

Simply speaking, a SUSY PVA structure on a differential superalgebra $\mathcal{P}$ with an odd derivation $D$ is a linear map $\mathcal{P} \otimes \mathbb{C} \mathcal{P} \to \mathcal{P}[\chi]$, where $\chi$ is an odd indeterminate, satisfying the sesquilinearity, skew-symmetry, Jacobi identity and Leibniz rule axioms (see Definition 2.5). We prove in Sect. 2 that, when $\mathcal{P}$ is a superalgebra of differential polynomials, these axioms hold if and only if they hold on its generators. We give in this case an explicit formula, called the super master formula (2.13), for the $\chi$-bracket of any two elements in $\mathcal{P}$ in terms of the $\chi$-brackets of its generators.

The induced bracket $\{\int a, \int b\} := \int \{a \chi b\}_{\chi = 0}$ on the quotient space $\mathcal{P}/D\mathcal{P}$ is a Lie superalgebra of degree $\overline{1}$ bracket. Moreover, $\mathcal{P}/D\mathcal{P}$ naturally acts by derivations on $\mathcal{P}$ as follows: $(\int a).b := \{\int a \chi b\}_{\chi = 0}$. In this language, the super Hamiltonian equation associated to the Hamiltonian $\int h$ is the system

$$\frac{du_i}{dt} = \left\{ \int h \chi u_i \right\}_{\chi = 0}, \quad i \in I, \quad \text{where } \mathcal{P} = \mathbb{C}[D^k(u_i), k \geq 0, i \in I].$$

A (super) integrable system on $(\mathcal{P}, \{ \cdot, \cdot \})$ is an infinite dimensional abelian subalgebra of $(\mathcal{P}/D\mathcal{P}, \{ \cdot, \cdot \})$ or, equivalently, a family of pairwise compatible super Hamiltonian equations whose Hamiltonians form an infinite dimensional subspace of $\mathcal{P}/D\mathcal{P}$.

Let $\mathfrak{g}$ be a simple Lie superalgebra. Consider a nondegenerate invariant supersymmetric bilinear form $(\cdot | \cdot)$ and an odd element $s_0$ in $\mathfrak{g}$. The superalgebra $\mathcal{P}(\mathfrak{g})$ of differential
polynomials on the parity reversed vector superspace \( \mathcal{g} \) admits two compatible SUSY PVA brackets, which are defined on its generators as follows:

\[
\begin{align*}
\{\tilde{a}_\chi \tilde{b}\}_1 &= (-1)^{p(\chi)} ([a, b] + \chi (a|b)), \\
\{\tilde{a}_\chi \tilde{b}\}_2 &= (-1)^{p(\chi) + 1} (s_0 [a, b]).
\end{align*}
\] (1.3)

\( \mathcal{P}(\mathcal{g}) \) is called the affine SUSY PVA associated to \( \mathcal{g} \). We pick an arbitrary, not necessarily principal, \( \mathbb{Z} \)-grading of \( \mathcal{g} \)

\[
\mathcal{g} = \bigoplus_{k \in \mathbb{Z}} \mathcal{g}_k.
\] (1.4)

Let \( n \subset \mathcal{g}_{>0} \) be a subalgebra of \( \mathcal{g} \), \( m \subset n \) be an \( n \)-module and let \( f \in \mathcal{g}_{-i}, s \in \mathcal{g}_j \) for \( i, j > 0 \) be two odd elements such that

(A-1) \( \text{ad}_f \mid_n \) is injective,

(A-2) \( (f[[n, m]]) = 0 \),

(A-3) \( \mathcal{g}_{\geq i} \subset m \),

(A-4) \( [s, n] = 0 \),

(A-5) \( \text{ad} \Lambda^2 \) is semisimple in \( \hat{\mathcal{g}} = \mathcal{g}((z^{-1})) \) where \( \Lambda := f + zs \).

Let \( \mathcal{b} \) be the orthogonal of \( m \) for the bilinear form and \( \mathcal{b}_{-} \) be a complement of \( m \) in \( \mathcal{g} \).

The key object of our construction is the odd differential operator

\[
\mathcal{L}(\mathcal{Q}) = D + \mathcal{Q} + \Lambda \otimes 1 \in \mathbb{C}[D] \times \mathcal{g}(z^{-1}) \otimes \mathcal{P},
\]

where \( \mathcal{P} \) is the superalgebra of differential polynomials generated by \( \mathcal{b}_{-} \) and \( \mathcal{Q} \in \mathcal{b} \otimes \mathcal{P} \). The Lie algebra \( (n \otimes \mathcal{P})_{\hat{\mathcal{g}}} \) acts by gauge transformations on this class of operators, which induces a well-defined \( n \)-action on the superalgebra \( \mathcal{P} \). We show in Sect. 3 that the set of invariant elements in \( \mathcal{P} \) forms a superalgebra \( \mathcal{W}(\mathcal{g}, n, m, f) \), called the generalized W-algebra associated to \( \mathcal{g}, n, m \) and \( f \). Moreover, \( \mathcal{W}(\mathcal{g}, n, m, f) \) admits two compatible SUSY PVA brackets. We give an equivalent construction of these brackets as a reduction of the two compatible brackets on the affine SUSY PVA associated to \( \mathcal{g} \). The generalized W-algebra is generated by \( \dim \mathcal{g} - \dim n - \dim m \) elements.

In Sect. 4, we construct bi-Hamiltonian hierarchies attached to our superalgebraic data. To each element \( C \) in the center \( \mathcal{Z} \) of \( \ker \text{ad} \Lambda^2 \) we associate a functional \( \hat{\mathcal{J}} h_C \) in \( \mathcal{W}(\mathcal{g}, n, m, f)/D\mathcal{W}(\mathcal{g}, n, m, f) \) and an element \( M_C \in \hat{\mathcal{g}} \otimes \mathcal{P} \) which supercommutes with the universal Lax operator

\[
\mathcal{L} := \mathcal{L}(\mathcal{Q}_u), \quad \mathcal{Q}_u = \sum_{t \in I} q^t \otimes \tilde{q}_t, \quad (q^t|q^t') = \delta_{t, t'}
\] (1.5)

where \( (q^t)_{t \in I} \) (resp. \( (q^t)_{t \in I} \)) is a basis of \( \mathcal{b} \) (resp. \( \mathcal{b}_{-} \)). Our main results are the followings:

**Theorem 1.1.** *The equations*

\[
\frac{d\mathcal{L}}{dt_C} = [M_C^L, \mathcal{L}], \quad C \in \mathcal{Z}
\] (1.6)

*are well-defined on \( \mathcal{b} \otimes \mathcal{P} \) and are pairwise compatible. They induce a hierarchy of pairwise compatible super Hamiltonian equations on \( \mathcal{P} \)*

\[
\frac{d\tilde{q}_t}{dt_C} = \left\{ h_C \chi \tilde{q}_t \right\}_2 |_{\chi=0}, \quad t \in I.
\] (1.7)
Moreover, we show that these equations induce a bi-Hamiltonian hierarchy on \( \mathcal{W}(g, n, m, f) \).

**Theorem 1.2.** The super Hamiltonian equations associated to elements \( C \in \mathbb{Z} \)

\[
\frac{d\phi_k}{dt_C} = \left\{ \int h_C \phi_k \right\}_{\chi=0}, \quad k = 1, \ldots, r
\]

where \( \mathcal{W}(g, n, m, f) = S(C[D] \otimes \text{Span}_C\{\phi_1, \ldots, \phi_r\}) \), are pairwise compatible. In particular, the Hamiltonians \( \left( \int h_D \right) \) are integrals of motion for each of these equations. Moreover, if \( C \notin g_{-1} \cup g_{-2} \) then (1.8) can be rewritten using the second reduced bracket:

\[
\frac{d\phi_k}{dt_C} = \left\{ \int h_2 C \phi_k \right\}_{\chi=0}, \quad k = 1, \ldots, r.
\]

Finally, we apply in Sect. 5 our results to the simple Lie superalgebra \( g = \mathfrak{osp}(2|2) \). In particular, we find a bi-Hamiltonian hierarchy on two even variables \( w_1, w_3 \) and two odd variables \( w_2, w_4 \) whose first equation is

\[
\begin{align*}
\frac{d w_1}{d t_1} &= w''_1 - 2w_1 w_2' - 2w_1 w_3, \\
\frac{d w_2}{d t_1} &= 0, \\
\frac{d w_3}{d t_1} &= -8w_1 w_2 w_4, \\
\frac{d w_4}{d t_1} &= w'_4 + 2w_2 w_4' + 2w_3 w_4.
\end{align*}
\]

### 2. Supersymmetric Poisson Vertex Algebras and Hamiltonian Systems

#### 2.1. Supersymmetric poisson vertex algebras

In this section, we review the theory of Supersymmetric Poisson Vertex Algebras (SUSY PVAs), who first appeared in [20]. We introduce and derive the super master formula (2.13) in the case of superalgebras of differential polynomials.

**Definition 2.1.** (1) A vector superspace \( V = V_0 \oplus V_1 \) is a \( \mathbb{Z}/2\mathbb{Z} \)-graded vector space. An element in \( V_0 \) (resp. \( V_1 \)) is called even (resp. odd). The parity of a homogeneous element \( a \) is defined by \( p(a) = \begin{cases} 0 & \text{if } a \text{ is even}, \\ 1 & \text{if } a \text{ is odd}. \end{cases} \)

(2) A superalgebra \( A \) is a vector superspace with a binary operation \( A \otimes A \to A \) satisfying \( A_{\bar{i}} \circ A_{\bar{j}} \subset A_{\bar{i}+\bar{j}} \) for \( \bar{i}, \bar{j} \in \mathbb{Z}/2\mathbb{Z} \).

(3) A Lie superalgebra \( g \) is a superalgebra endowed with the binary operation called Lie bracket \( [ \cdot, \cdot ] : g \otimes g \to g \) satisfying the following properties:

- (skewsymmetry) \( [a, b] = (-1)^{p(a)p(b)+1}[b, a] \),
- (Jacobi identity) \( [a, [b, c]] = [[a, b], c] + (-1)^{p(a)p(b)}[b, [a, c]] \).

In the sequel, a \( \mathbb{C}[D] \)-module is a vector superspace on which \( D \) acts as an odd derivation.

**Definition 2.2.** A \( \chi \)-bracket on a \( \mathbb{C}[D] \)-module \( \mathcal{R} \) is a linear map

\[
[\chi] : \mathcal{R} \otimes_{\mathbb{C}} \mathcal{R} \to \mathcal{R}[\chi] \\
a \otimes b \mapsto \sum_{n \geq 0} \chi^n a_{(n)} b
\]
such that \( p(a_n b) \equiv p(a) + p(b) + n + 1 \) (mod 2) for all \( n \geq 0 \) and \( a, b \in \mathcal{R} \). \( \chi \) is an odd indeterminate and we give the structure of a \( \mathbb{C}[D] \)-module to \( \mathcal{R}[\chi] \) via the equation

\[
D\chi + \chi D = -2\chi^2.
\]  

(2.1)

A \( \mathbb{C}[D] \)-module \( \mathcal{R} \) endowed with a \( \chi \)-bracket is called a \( (N_k = 1) \) supersymmetric Lie conformal algebra (SUSY LCA) if it satisfies the following properties for any \( a, b, c \in \mathcal{R} \):

- (sesquilinearity) \( [Da_b] = \chi[a\chi b] \), \( [a\chi Db] = (-1)^{p(a)+1}(D + \chi)[a\chi b] \).
- (skew-symmetry) \( [a\chi b] = (-1)^{p(a)p(b)}[b_{-\chi -D}a] \), where
  \[
  [b_{-\chi -D}a] = \sum_{n \geq 0}(-D - \chi)^n b(n)a.
  \]
- (Jacobi-identity) \( [a\chi [b_{\gamma}, c]] = (-1)^{p(a)+1}([a\chi b]_{\chi + \chi}c) + (-1)^{p(a)+1}(p(b)+1)[b_{\gamma}[a\chi c]] \).

\( \gamma \) is an odd indeterminate which supercommutes with \( \chi \). The LHS and the second term of the RHS in the Jacobi identity can be computed using the formulas

\[
[a\chi \gamma b] = (-1)^{p(a)+1}\gamma [a\chi b]
\]

\[
[a_{\gamma} \chi b] = (-1)^{p(a)+1} \chi [a_{\gamma} b]
\]

for any \( a, b \in \mathcal{R} \). As for the first term of the RHS, we use

\[
[\chi a_{\chi + \gamma} b] = -\chi [a_{\chi + \gamma} b].
\]

(2.3)

**Definition 2.3.** We denote by \( \int a \) the projection of an element \( a \in \mathcal{R} \) onto \( \mathcal{R}/D\mathcal{R} \) and call elements of \( \mathcal{R}/D\mathcal{R} \) functionals.

**Lemma 2.4.** [20] Let \( (\mathcal{R}, [\chi], D) \) be a SUSY LCA. The following bracket is a Lie superalgebra bracket of degree \( \tilde{1} \) on \( \mathcal{R}/D\mathcal{R} \):

\[
\int a \int b := \int [a\chi b]|_{\chi = 0}, \ a, b \in \mathcal{R}.
\]

(2.4)

Namely, we have for all \( \int a, \int b \in \mathcal{R}/D\mathcal{R} \),

\[
[\int a, \int b] = (-1)^{p(a)p(b)}[\int b, \int a],
\]

\[
[\int a, [\int b, \int c]] = (-1)^{p(a)+1}[[\int a, \int b], \int c] + (-1)^{(p(a)+1)(p(b)+1)}[\int b, [\int a, \int c]].
\]

**Proof.** Immediate from the axioms of a SUSY LCA. \( \square \)

**Definition 2.5.** A tuple \( (\mathcal{P}, \{\chi\}, 1, \cdot, D) \) is called a \( (N_k = 1) \) supersymmetric Poisson vertex algebra (SUSY PVA) if

- \( (\mathcal{P}, \{\chi\}, D) \) is a SUSY LCA,
- \( (\mathcal{P}, 1, \cdot, D) \) is a unital associative supercommutative superalgebra endowed with an odd derivation \( D \).
- (right) Leibniz rule: \( [a\chi bc] = [a\chi b]c + (-1)^{p(b)p(c)}[a\chi c]b \) for all \( a, b, c \in \mathcal{P} \).

**Remark 2.6.** A SUSY PVA \( (\mathcal{P}, \{\chi\}, 1, \cdot, D) \) has a natural PVA structure where \( \partial = D^2 \), \( \lambda = -\chi^2 \) and

\[
[a\lambda b] = \sum_{n \geq 0}(-\lambda)^n a_{(2n+1)}b, \text{ for } a, b \in \mathcal{P}.
\]

(2.5)

Indeed, one can prove that (2.5) satisfies each axiom of a PVA using the corresponding axiom of a SUSY PVA. We refer to [3, 8] for the \( \lambda \)-bracket formalism of VAs and PVAs.
We are going to show that the (right) Leibniz rule and the skew-symmetry axioms imply the left Leibniz rule (2.9). In order to do so we begin with an auxiliary Lemma.

**Lemma 2.7.** Let $\mathcal{P}$ be a SUSY PVA. Then, for any $a, b, c \in \mathcal{P}$ we have
\[
\{a_{\chi+D}b\}_{\to} = (-1)^{p(a)p(b)}\{b_{\chi-D}a\}_{\to}
\]
where $\{a_{\chi+D}b\}_{\to}$ is the operator $\sum_{n \geq 0}(-1)^n p(ab)a_{(n)b}(\chi + D)^n$.

**Proof.** By sesquilinearity, Lemma 2.7 and the right Leibniz rule,
\[
\sum_{n \geq 0}(\chi - D_2)^n(b_{(n)a})c = (-1)^{p(a)p(b)}\sum_{n \geq 0}(\chi + D_2 - D_1)^n(a_{(n)b})c
\]
where $D_2$ acts as $D$ on everything on its right in (2.7). Therefore we have
\[
\sum_{n \geq 0}(\chi - D)^n(b_{(n)a})c = (-1)^{p(a)p(b)+np(ab)}\sum_{n \geq 0}a_{(n)b}(\chi + D)^nc,
\]
proving the claim. \(\square\)

We are now ready to prove that a SUSY PVA satisfies the left Leibniz rule.

**Lemma 2.8.** Let $\mathcal{P}$ be a SUSY PVA. Then, for any $a, b, c \in \mathcal{P}$ we have
\[
\{ab_{\chi}c\} = (-1)^{p(b)p(c)}\{a_{\chi+D}c\}_{\to}b + (-1)^{p(a)p(bc)}\{b_{\chi+D}c\}_{\to}a.
\]

**Proof.** By sesquilinearity, Lemma 2.7 and the right Leibniz rule,
\[
\begin{align*}
\{ab_{\chi}c\} & = (-1)^{p(c)p(ab)}\{c_{\chi-D}ab\} \\
& = (-1)^{p(a)p(c)+p(b)p(c)}\{c_{\chi-D}a\}b + (-1)^{p(a)p(bc)+p(b)p(c)}\{c_{\chi-D}b\}a \\
& = (-1)^{p(b)p(c)}\{a_{\chi+D}b\}_{\to}c + (-1)^{p(a)p(bc)}\{b_{\chi+D}c\}_{\to}a.
\end{align*}
\]
\(\square\)

**Definition 2.9.** Let $\mathcal{P}$ be a SUSY PVA. It follows immediately from the sesquilinearity axiom and the Leibniz rule that for all $a \in \mathcal{P}$, the map $b \to \{a_{\chi}b\}|_{\chi=0}$ is a derivation of $\mathcal{P}$ of parity $p(a) + 1$ which supercommutes with $D$. We denote this derivation by $X_f a$ since it only depends on the class $\hat{f} a$ by sesquilinearity.

The main corollary of the following Lemma is that a pair of functionals in involution $\{\hat{f} a, \hat{f} b\} = 0$ defines a pair of supercommuting derivations of the superalgebra $\mathcal{P}$.

**Lemma 2.10.** For all $a, b \in \mathcal{P}$, we have
\[
[X_{\hat{f} a}, X_{\hat{f} b}] = (-1)^{p(a)+1}X_{\hat{f} a, \hat{f} b}.
\]

**Proof.** It follows immediately from the Jacobi identity and the definition (2.4) of the induced bracket on $\mathcal{P}/D\mathcal{P}$. \(\square\)
From now on, $V$ denotes a vector superspace with basis $B = \{ u_i | i \in I \}$. We assume that $I \subset \mathbb{Z}$ and that the parity of $u_i$ is the same as the parity of the integer $i$. Let $\mathcal{R} = \mathbb{C}[D] \otimes V$ be the $\mathbb{C}[D]$-module freely generated by $V$ and $\mathcal{P} = S(\mathcal{R})$ the superalgebra of super differential polynomials in the $u_i$’s. As we will see in (2.13), a SUSY PVA structure on $\mathcal{P}$ is completely determined by the $\chi$-brackets $\{ u_i \chi u_j \}$ between pairs of basis elements $(u_i, u_j)$, $i, j \in I$.

**Definition 2.11.** The partial derivative with respect to the variable $u_i^{(m)} := D^m(u_i)$ is the unique derivation $\partial/\partial u_i^{(m)}$ of $\mathcal{P}$ of parity $i + m$ such that $\partial u_i^{(m)}/\partial u_j^{(n)} = \delta_i, j \delta_m, n$ for all $i \in I, n \geq 0$.

We will simply denote $\partial u_i^{(m)}/\partial u_i^{(n)}$ by $a(i,m)$.

**Lemma 2.12.** For all $i \in I$ and $m \geq 0$ we have

$$\left[ \frac{\partial}{\partial u_i^{(m)}}, D \right] = \frac{\partial}{\partial u_i^{(m-1)}},$$

(2.11)

where by definition $\partial u_i^{(m-1)} = 0$.

**Proof.** One can easily check that, for all $j \in I$ and $n \geq 0$

$$\left[ \frac{\partial}{\partial u_i^{(m)}}, D \right] (u_j^{(n)}) = \frac{\partial}{\partial u_i^{(m-1)}} (u_j^{(n)}) = \delta_i,j \delta_{m,n-1}.$$  

(2.12)

Therefore Eq. (2.11) holds since $\partial u_i^{(m-1)}/\partial u_i^{(n)}$ is by definition the unique derivation of parity $i + m - 1$ satisfying (2.12). □

**Proposition 2.13.** Suppose that $\mathcal{P}$ is a SUSY PVA with bracket $\{ \chi \}$. Then

$$\{ a \chi b \} = \sum_{i,j \in I; m,n \geq 0} (-1)^{S(a(i,m),b(j,n))} (-1)^{n(i+m+1)+m(i+j+1)+\frac{(m-1)m}{2}}$$

$$b(i,j)(\chi + D)^n [u_i \chi + D u_j] \to (\chi + D)^m a(i,m).$$

(2.13)

for all $a, b \in \mathcal{P}$, where $S(a(i,m), b(j,n)) := p(b)(p(a) + 1) + (p(b) + i + m)(j + n)$.

**Proof.** The proposition directly follows from the Leibniz rule, Eq. (2.9) and the sesquilinarity of a SUSY PVA. □

The Eq. (2.13) is the supersymmetric analog of the master formula ([4]). We will refer to it as the super master formula.

**Remark 2.14.** If $\mathcal{R}$ is a SUSY LCA, the super master formula (2.13) is equivalent by sesquilinarity to

$$\{ a \chi b \} = \sum_{i,j \in I; m,n \geq 0} (-1)^{S(a(i,m),b(j,n))} b(j,n) [u_i \chi + D u_j] \to a(i,m).$$

(2.14)

**Theorem 2.15.** (1) Suppose that $(\mathcal{R}, \{ \chi \}, D)$ is a SUSY LCA. Then the extension of the $\chi$-bracket to $\mathcal{P}$ via (2.13) endows $\mathcal{P}$ with a SUSY PVA structure.

(2) The $\chi$-bracket defined by the super master formula (2.13) endows $\mathcal{P}$ with a SUSY PVA structure if and only if the skew-symmetry axiom and the Jacobi identity are satisfied for the elements in the basis $B$ of $\mathcal{R}$.
Proof. (1) We have to show that (2.13) implies the sesquilinearity, skew-symmetry, Jacobi identity and Leibniz rule axioms. Since (2.13) directly implies both the left and the right Leibniz rules, it remains to check sesquilinearity, skew-symmetry and the Jacobi identity.

We begin with the sesquilinearity. Denote $a' = Da$ for $a \in \mathcal{P}$. Let us check that if $a, b \in \mathcal{P}$ are such that $\{a' \chi c\} = \chi \{a \chi c\}$ and $\{b' \chi c\} = \chi \{b \chi c\}$ for all $c \in \mathcal{P}$, then $\{(ab)' \chi c\} = \chi \{ab \chi c\}$ for all $c \in \mathcal{P}$:

$$
\{(ab)' \chi c\} = \{a'b \chi c\} + (-1)^{p(a)} \{ab' \chi c\}
\begin{align*}
&= (-1)^{p(b)} p(c) + p(a) + p(c)+1\{a \chi + Dc\} \rightarrow (\chi + D)b \\
&\quad + (-1)^{p(a)+1}(p(c)+p(b)) \{b' \chi + Dc\} \rightarrow a' \\
&\quad + (-1)^{p(b)+p(c)} \{a \chi + Dc\} \rightarrow b' \\
&\quad + (-1)^{p(a)+p(b)+p(c)+1} \{b \chi + Dc\} \rightarrow (D + \chi)a \\
&= (-1)^{p(b)} p(c) \chi \{a \chi + Dc\} \rightarrow b + (-1)^{p(a)}(p(b)+p(c)) \chi \{b \chi + Dc\} \rightarrow a = \chi \{ab \chi c\}.
\end{align*}
$$

We conclude that the left sesquilinearity holds by induction, since it holds on the LCA $\mathcal{R}$. Similarly using induction and the right Leibniz rule one shows that the right sesquilinearity holds.

We can also check the skew-symmetry by induction on the polynomial degree. Indeed, it is clear by sesquilinearity that if $\{aXb\} = (-1)^{p(a)} p(b) \{b -X -Da\}$ for $a, b \in \mathcal{P}$, then $\{a \chi b'\} = (-1)^{p(a)} p(b+1) \{b' -X -Da\}$. Moreover, if $a, b, c \in \mathcal{P}$ are such that $\{a \chi b\} = (-1)^{p(a)} p(b) \{b -X -Da\}$ and $\{a \chi c\} = (-1)^{p(a)} p(c) \{c -X -Da\}$, we conclude from the proof of Lemma 2.7 that $\{a \chi bc\} = (-1)^{p(a)} p(bc) \{bc -X -Da\}$ since left and right Leibniz rules hold.

To check the Jacobi identity in Definition 2.2, we proceed in three steps. First, we let $a = u^{(l)}_i, b = u^{(m)}_j \in \mathcal{R}$ and $c$ be an arbitrary element in $\mathcal{P}$. Then

$$
\{u^{(l)}_i \chi u^{(m)}_j \gamma c\} = \sum_{k \in I, n \geq 0} S_1 \{u^{(l)}_i \chi c(k,n)\{u^{(m)}_j \gamma u^{(n)}_k\}\}
\begin{align*}
&= \sum_{k, p \in I, n, q \geq 0} S_2 c(k,n)(p,q) \{u^{(l)}_i \chi u^{(q)}_p\} \{u^{(m)}_j \gamma u^{(n)}_k\} \\
&\quad + \sum_{k \in I, n \geq 0} S_3 c(k,n) \{u^{(l)}_i \chi u^{(m)}_j \gamma u^{(n)}_k\},
\end{align*}
$$

where $c(k,n)(p,q) = (c(k,n))_{(p,q)}$ and

$$
\begin{align*}
S_1 &= (-1)^{p(c(k,n))}(p(u^{(n)}_k u^{(m)}_j)+1), \\
S_2 &= S_1 (-1)^{p(c(k,n)(p,q))}(p(u^{(q)}_p u^{(l)}_i)+1), \\
S_3 &= S_1 (-1)^{p(c(k,n))}(p(u^{(l)}_i)+1).
\end{align*}
$$

On the other hand,

$$
\{u^{(l)}_i \chi u^{(m)}_j \chi \gamma c\} = \sum_{k \in I, n \geq 0} S_3 c(k,n) \{u^{(l)}_i \chi u^{(m)}_j \chi \gamma u^{(n)}_k\}
$$

and

$$
\{u^{(m)}_j \gamma u^{(l)}_i \chi c\} = \sum_{k, p \in I, n, q \geq 0} S_4 c(k,n)(p,q) \{u^{(m)}_j \gamma u^{(q)}_p\} \{u^{(l)}_i \chi u^{(n)}_k\} + \sum_{k \in I, n \geq 0} S_3 c(k,n) \{u^{(m)}_j \gamma u^{(l)}_i \chi u^{(n)}_k\},
$$
where $S_4 = (−1)^{p(c_{(e,n)})+p(u_j^{(m)} u_k^{(n)})+p(c_{(e,n)})+p(u_j^{(m)} u_p^{(q)})+1}$. Since $\mathcal{R}$ is a SUSY LCA, the Jacobi identity holds on the triple $(u_i^{(l)}, u_j^{(m)}, u_k^{(n)})$

\[
\{u_i^{(l)} \chi \{u_j^{(m)} \gamma u_k^{(n)}\}\} = (−1)^{p(u_i^{(l)})+1}\{\{u_i^{(l)} \chi u_j^{(m)}\}\chi + \gamma u_k^{(n)}\} + (−1)^{(p(u_i^{(l)})+1)(p(u_j^{(m)})+1)}\{u_j^{(m)} \gamma \{u_i^{(l)} \chi u_k^{(n)}\}\}. \tag{2.19}
\]

By (2.15), (2.17), (2.18) and (2.19) we have

\[
\{u_i^{(l)} \chi \{u_j^{(m)} \gamma c\}\} = (−1)^{p(u_i^{(l)})+1}\{\{u_i^{(l)} \chi u_j^{(m)}\}\chi + \gamma c\} + (−1)^{(p(u_i^{(l)})+1)(p(u_j^{(m)})+1)}\{u_j^{(m)} \gamma \{u_i^{(l)} \chi c\}\}. \tag{2.20}
\]

Similarly, using (2.20), we can show in a second step that the Jacobi identity holds when $a = u_i^{(l)}$ and $b, c$ are arbitrary elements in $\mathcal{P}$. Finally, the same procedure shows that it holds for any elements $a, b, c \in \mathcal{P}$.

Let us sketch the proof of (2). By (1), it is enough to show that if sesquilinearity, skew-symmetry and the Jacobi identity hold for any elements in $\mathcal{B}$ then they hold for any elements of the form $u_i^{(l)}$. Here, we only show the Jacobi identity. The other properties can be proved by simpler computations. Observe that

\[
\{u_i^{(l)} \chi \{u_j^{(m)} \gamma u_k^{(n)}\}\} = \chi'(−1)^{m(i+1)}\gamma^m(−1)^{i+j}n(\chi + \gamma + D)^n\{u_i \chi \{u_j \gamma u_k\}\}, \tag{2.21}
\]

\[
\{u_i^{(l)} \chi \{u_j^{(m)} \gamma u_k^{(n)}\}\} = (−1)^i(−1)^{m(i+1)}(−\chi + \gamma + D)^m(−1)^{i+j}n(\chi + \gamma + D)^n\{u_i \chi u_j \{u_j \gamma u_k\}\}, \tag{2.22a}
\]

\[
\{u_j^{(m)} \gamma \{u_i^{(l)} \chi \gamma u_k\}\} = \gamma^m(−1)^{i(j+1)}\chi'((−1)^{i+j}n(\chi + \gamma + D)^n\{u_j \gamma \{u_i \chi u_k\}\}. \tag{2.22b}
\]

By the Jacobi identity on the triple $(u_i, u_j, u_k)$

\[
\{u_i \chi \{u_j \gamma u_k\}\} = (−1)^{p(u_i)+1}\{\{u_i \chi u_j\}\chi + \gamma u_k\} + (−1)^{(p(u_i)+1)(p(u_j)+1)}\{u_j \gamma \{u_i \chi u_k\}\},
\]

and Eq. (2.21), we have

\[
\{u_i^{(l)} \chi \{u_j^{(m)} \gamma u_k^{(n)}\}\} = (−1)^{p(u_i^{(l)})+1}\{\{u_i^{(l)} \chi u_j^{(m)}\}\chi + \gamma u_k^{(n)}\} + (−1)^{(p(u_i^{(l)})+1)(p(u_j^{(m)})+1)}\{u_j^{(m)} \gamma \{u_i^{(l)} \chi u_k^{(n)}\}\}. \tag{2.23}
\]

\[\square\]

The following example and its reductions will play a key role in the next sections.

**Example 2.16.** (affine SUSY PVA) Let $\mathfrak{g}$ be a simple finite Lie superalgebra with an even nondegenerate invariant bilinear form $(\cdot | \cdot)$. Consider the parity reversed vector superspace $\bar{\mathfrak{g}} = \{\bar{a} | a \in \mathfrak{g}\}$, that is $(−1)^{p(\bar{a})} = (−1)^{p(a)+1}$. Then, the differential superalgebra $\mathcal{P}(\bar{\mathfrak{g}}) := S(\mathbb{C}[D] \otimes \bar{\mathfrak{g}})$ endowed with the $\chi$-bracket

\[
\{\bar{a} \chi \bar{b}\} = (−1)^{p(a)}(\bar{a} | \bar{b}) + \chi(\bar{a} | b)) \quad \text{for } a, b \in \mathfrak{g} \tag{2.22}
\]

is a SUSY PVA, called the affine SUSY PVA associated to $\mathfrak{g}$. One can easily check that the bracket satisfies skew-symmetry and the Jacobi identity so that it actually induces a SUSY PVA structure on $\mathcal{P}(\bar{\mathfrak{g}})$ by Theorem 2.15.
The $\chi$-bracket on $P(\g)$ defined by
\[
[\bar{a} \chi \bar{b}]_2 = (-1)^{p(a)+1} (s[a,b]) \quad \text{for } a, b \in \g
\]  
(2.23)
where $s \in \g_1$, also defines a SUSY PVA structure on $P(\g)$, which is compatible with the first structure (2.22), meaning that any of their linear combination induces a SUSY PVA structure.

**Example 2.17** (SUSY classical W-algebras). Let $\g = \bigoplus_{i \in \mathbb{Z}} g_i$ be a Lie superalgebra as in Example 2.16 with a $\mathbb{Z}$-grading $[g_i, g_j] \subset g_{i+j}$. Let $f \in \g_{-1} \setminus \{0\}$ and $s \in \g_d$ be odd elements, where $g_{d'} = 0$ for $d' > d$. Consider the vector superspace $W(\g, f, s) := (P(\g)/\mathcal{I}_f)^{ad \chi}$  
(2.24)
where $\bar{\pi} := \g_{\geq 0}$ and $ad \chi \bar{\pi}(A) = \{\bar{n} \chi A\}$ for the bracket defined by (2.23) and $\bar{n} \in \bar{\pi}$. Then $W(\g, f, s)$ is a SUSY PVA whose $\chi$-bracket is induced from (2.23). The SUSY PVA $W(\g, f, s)$ can be understood as a classical limit of the SUSY W-algebra introduced in [29] and we refer to [35] for its algebraic structures.

### 2.2. Supersymmetric Hamiltonian systems

We define super Hamiltonian equations and super integrable systems in the framework of SUSY PVAs. Let $V$ be a vector superspace with a basis $B$. Suppose that $P = S(\mathbb{C}[D] \otimes V)$ is endowed with a SUSY PVA structure. The super Hamiltonian equation associated to a Hamiltonian $\int h$ can be identified with the derivation $X_{\int h}$ introduced in Definition 2.9.

**Definition 2.18.** (1) We call elements of $P$ functions and elements of $P/DP$ functionals.

(2) The super Hamiltonian system of equations associated to the Hamiltonian $\int h \in P/DP$ is the system
\[
\frac{du_i}{dt} = \{\int h u_i\}|_{\chi=0} = X_{\int h}(u_i), \quad i \in I.
\]  
(2.25)

(3) We say that $\int \rho$ is an integral of motion of the super Hamiltonian equation (2.25) if $\{\int h, \int \rho\} = 0$. It is equivalent to $X_{\int h}(\rho) = 0$.

(4) The super Hamiltonian equation (2.25) is called integrable if $\int h$ is contained in an infinite dimensional abelian subalgebra $\mathfrak{a}$ of $(P/DP, \{ , \})$. In other words, the integrable super Hamiltonian equation possesses infinitely many linearly independent integrals of motion. Moreover, for any $\int h_1, \int h_2 \in \mathfrak{a}$, we have
\[
[X_{\int h_1}, X_{\int h_2}] = 0
\]  
(2.26)
by Lemma 2.10. We say that the super Hamiltonian equations associated to $\int h_1$ and $\int h_2$ are compatible.

To conclude Sect. 2 we prove Corollary 2.22, which will be used at the end of Sect. 4. We begin by recalling the definition of the variational derivative.

**Definition 2.19.** The variational derivative of a functional $a \in P$ with respect to the variable $u_i$ is
\[
\frac{\delta a}{\delta u_i} := \sum_{m \geq 0} (-1)^{m} s^{m+1} D^{m} (\frac{\partial a}{\partial u_i^{(m)}}).\]

If $\int a = 0$, it follows from Lemma 2.12 that $\frac{\delta a}{\delta u_i} = 0$. 

Proposition 2.20. (1) The Eq. (2.25) can be rewritten as
\[ \frac{du_i}{dt} = \sum_{j \in I} (-1)^{i(p(h)+j)}\{u_j Du_i\} \to \frac{\delta a}{\delta u_j}, \quad i \in I. \] (2.27)

(2) For \( a, b \in \mathcal{P} \), we have
\[ \int \{a \chi b\}|_{\chi=0} = \sum_{i,j \in I} (-1)^{p(b)p(a)+j(p(a)+1)+ij} \int \frac{\delta b}{\delta u_j} \{u_i Du_j\} \to \frac{\delta a}{\delta u_i}. \] (2.28)

Proof. It follows directly from the super master formula (2.13) and the fact that, for all \( a, b \in \mathcal{P}\) and for all \( n \geq 0 \), one has
\[ \int aD^n(b) = \int (-1)^{np(a)+n(n+1)/2} D^n(a)b. \] (2.29)

Remark 2.21. We deduce from Eqs. (2.27) and (2.28) that for any \( a, b \in \mathcal{P} \), we have
\[ \int \{a \chi b\}|_{\chi=0} = \sum_{j \in I} (-1)^{p(b)p(a)+j(p(a)+1)+ij} \int \frac{\delta b}{\delta u_j} \{a \chi u_j\}|_{\chi=0} = \sum_{j \in I} (-1)^{i} \int (\{a \chi u_j\}|_{\chi=0}) \frac{\delta b}{\delta u_j}. \] (2.30)

Corollary 2.22. Suppose that \( \mathcal{P} \) admits two compatible SUSY PVA brackets \( \{ \chi \}_1 \) and \( \{ \chi \}_2 \). Let \( \int h_1, \int h_2 \in \mathcal{P}/D\mathcal{P} \) be such that \( \{\int h_1, \int g\}_1 = \{\int h_2, \int g\}_2 \) for all \( \int g \in \mathcal{P}/D\mathcal{P} \). Then there exists two constants \( \alpha, \beta \) such that
\[ \{h_1 \chi g\}_1|_{\chi=0} = \{h_2 \chi g\}_2|_{\chi=0} + \alpha g' + \beta g'' \text{ for all } g \in \mathcal{P}. \] (2.31)

Proof. Let us write \( h_1 = a + b \) and \( h_2 = c + d \) where \( a, c \) are even and \( b, d \) are odd. Since the brackets \( \{ \chi \}_1 \) and \( \{ \chi \}_2 \) are odd, one get that for all \( g \in \mathcal{P} \),
\[ \{\int a, \int g\}_1 = \{\int c, \int g\}_2, \quad \{\int b, \int g\}_1 = \{\int d, \int g\}_2. \]

Let us call \( \Delta \) the map \( \Delta(g) = \{\int a, \int g\}_1|_{\chi=0} - \{\int c, \int g\}_2|_{\chi=0} \) and \( \Gamma \) the map \( \Gamma(g) = \{\int b, \int g\}_1|_{\chi=0} - \{\int d, \int g\}_2|_{\chi=0} \). From the axioms of a SUSY PVA, we know that \( \Gamma \) (resp. \( \Delta \)) is an even (resp. odd) derivation of \( \mathcal{P} \) which commutes (resp. supercommute) with \( D \). Moreover, the assumption of the corollary means that \( Im \Gamma \) and \( Im \Delta \) are contained in \( D\mathcal{P} \).

We first show that there exists \( \beta \in \mathbb{C} \) such that \( \Gamma = \beta D^2 \). Let \( i \in I \) be even. We know that \( \int \Gamma(u_i'^n) = 0 \) and \( \int \Gamma(u_i^{(2n)^2}) = 0 \) for all \( n \geq 0 \). The exact same proof as in Lemma 1.28, Lemma 1.30 and Corollary 1.32 in [4] implies that \( \Gamma(u_i) = \beta u_i^n \) for some constant \( \beta \). Similarly we prove that for all odd \( j \in I \) there exists a constant \( \gamma \) such that \( \Gamma(u_j') = \gamma u_j' \). Since \( \Gamma \) commutes with \( D \) it implies that \( \Gamma(u_j) = \gamma u_j' + \delta \) for some constant \( \delta \). Now take any even and odd elements \( u_i \) and \( u_j \). Then \( \Gamma(u_i u_j) = \beta u_i^n u_j + \gamma u_i u_j'' + \delta u_j \). The image of \( \Gamma \) is contained in \( D\mathcal{P} \) hence we must have \( \delta = 0 \) and \( \beta = \gamma \). Therefore there exists \( \beta \in \mathbb{C} \) such that \( \Gamma(u_i) = \beta u_i'' \) for all \( i \in I \), which implies that \( \Gamma = \beta D^2 \).
Next we show that there exists \( \alpha \in \mathbb{C} \) such that \( \Delta = \alpha D \). Let \( i \in I \) be even. We know that \( \int \Delta(u_i^n) = 0 \) and \( \int \Delta(u_i^{(2n)^2}) = 0 \) for all \( n \geq 0 \). The exact same proof as in Lemma 1.28, Lemma 1.30 and Corollary 1.32 in [4] implies that \( \Gamma(u_i) = \alpha_i u'_i \) for some constant \( \alpha_i \). Similarly we prove that for all odd \( j \in I \) there exists a constant \( \gamma \) such that \( \Delta(u'_j) = \gamma u'_j \). Since \( \Delta \) supercommutes with \( D \) it implies that \( \Delta(u_j) = -\gamma u'_j + \delta \) for some constant \( \delta \). Now take any even and odd elements \( u_i \) and \( u_j \). Then \( \Delta(u_i u_j) = \alpha_i u'_i u_j - \gamma u_i u'_j + \delta u_j \). The image of \( \Delta \) is contained in \( DP \) hence we must have \( \delta = 0 \) and \( \alpha = -\gamma \). Therefore there exists \( \alpha \in \mathbb{C} \) such that \( \Delta(u_i) = \alpha u'_i \) for all \( i \in I \), which implies that \( \Delta = \alpha D \). \( \square \)

3. SUSY Drinfeld–Sokolov Reductions

In this section and the next, we let \( g \) be a Lie superalgebra equipped with a supersymmetric invariant nondegenerate bilinear form \( (\cdot | \cdot) \). We assume that \( g \) is \( \mathbb{Z} \)-graded with degrees ranging from \(-d\) to \(d\) for some \( d > 0 \) and that the form \((\cdot | \cdot)\) pairs \( g_k \) with \( g_{-k} \) for all \( k = 0, \ldots , d \). We consider a sub Lie superalgebra \( n \) of \( g_{>0} \) which is homogeneous for the \( \mathbb{Z} \)-grading. Let \( m \subset n \) be a homogeneous \( n \)-module. We denote by \( b_- \) a homogeneous complement to \( m \) in \( g \) and by \( b \) the dual space of \( b_- \) with respect to \((\cdot | \cdot)\). Then \( b \) is the orthogonal of \( m \). We pick two positive integers \( i, j \leq d \) and odd elements

\[
f \in g_{-i}, \ s \in g_j.
\]

Finally, we assume that

(A-1) \( g_{\geq i} \subset m \),
(A-2) \( [f, n] \subset b \),
(A-3) \( \text{ad } f | n \) is injective,
(A-4) \( [s, n] = 0 \).

It is clear from the invariance of the bilinear form that \( b \) is a \( n \)-module. We fix two dual (for the bilinear form) bases \( \{q^t | t \in \tilde{I}\} \) and \( \{q_t | t \in \tilde{I}\} \) of \( g \) such that \( \tilde{I} \) is a subset of \( \mathbb{Z} \). We assume that the parity of \( q^t \) is the same than the parity of \( t \). Thus we have

\[
(q^t | q_{t'}) = (-1)^t(q_{t'} | q^t) = \delta_{t,t'} \text{ for } t, t' \in \tilde{I}.
\]

In the sequel, we suppose that

\[
b = \text{Span}_\mathbb{C} \{q^t | t \in I \subset \tilde{I}\}, \quad b_- = \text{Span}_\mathbb{C} \{q_t | t \in I \subset \tilde{I}\}.
\]

**Example 3.1.** Let \( g \) be a simple Lie superalgebra with a subalgebra \( h \) isomorphic to \( \mathfrak{osp}(1|2) \), i.e. \( h \) is generated by two odd elements \( e \) and \( f \) and a \( \mathfrak{sl}_2 \)-triple \((E, H, F)\). The element \( H \) induces a \( \mathbb{Z} \)-grading on \( g \) with homogeneous subspaces \( g_i := \{a \in g | [h, a] = ia\} \) and \( f \) is in \( g_{-1} \). We can pick \( n = m = g_{>0} \) so that \( b = g_{>0} \). \( \text{ad } f | n \) is injective and \([f, n] \subset b \). This data corresponds to the SUSY PVA in Example 2.17. However, in this case, we cannot guarantee the existence of an odd element \( s \) satisfying (A-4). This has to be checked case by case.

We will give examples of tuples \((g, m, n, f, s)\) satisfying (A-1), (A-2), (A-3), (A-4) in Sect. 4.1.
3.1. Generalized SUSY W-algebras. We recall that the differential superalgebra \( \mathcal{P}(\mathfrak{g}) \) is equipped with two compatible SUSY PVA \( \chi \)-brackets defined by

\[
{\bar{a}}_x b_1 = (-1)^{p(a)} \frac{1}{2} (a, b) + \chi(a)b, \\
{\bar{a}}_x b_2 = (-1)^{p(a)+1} s[a, b], \quad a, b \in \mathfrak{g}.
\]  

(3.1)

In the following two propositions, we introduce the generalized SUSY W-algebra associated to the tuple \((\mathfrak{g}, n, m, f)\) and show that it admits two compatible SUSY PVA \( \chi \)-brackets.

**Proposition 3.2.** Let \( \mathcal{I}_{f,m} \) be the differential ideal of the differential superalgebra \( \mathcal{P}(\mathfrak{g}) \) generated by \( \{ m - (f|m) \mid m \in m \} \). Let \( \pi \) denote the projection \( \mathcal{P}(\mathfrak{g}) \to \mathcal{P}(\mathfrak{g})/\mathcal{I}_{f,m} \). Then the following differential superalgebra is well-defined:

\[
\mathcal{W}(\mathfrak{g}, n, m, f) := \{ \pi(a) \in \mathcal{P}(\mathfrak{g})/\mathcal{I}_{f,m}[\chi] \in \mathcal{I}_{f,m}[\chi] \}.
\]  

(3.2)

Moreover, the following bracket defines a SUSY PVA structure on \( \mathcal{W}(\mathfrak{g}, n, m, f) \)

\[
\{ \pi(a)\chi \pi(b) \}_{\mathcal{W}} := \pi([a, b]) \quad \text{for } \pi(a), \pi(b) \in \mathcal{W}(\mathfrak{g}, n, m, f).
\]  

(3.3)

**Proof.** Since \( m \) is a \( \mathfrak{n} \)-module and \( [f, m] \subset \mathfrak{b} \), we have for all \( n \in n \) and \( m \in m \)

\[
\{ \bar{n}_\chi \bar{m} \}_{\mathcal{W}} = (-1)^{p(m)} [n, \bar{m}] = (-1)^{p(m)} ([n, m] - (f|m)).
\]

In other words, \( \{ \bar{n}_\chi \bar{m} \}_{\mathcal{W}} \) is well-defined as a vector superspace. It clearly is a sub-superalgebra of \( \mathcal{P}(\mathfrak{g})/\mathcal{I}_{f,m} \cong S(\mathbb{C}[D] \otimes \mathfrak{b}_-) \), by the sesquilinearity and the Leibniz rule.

Let \( a \in \mathcal{P}(\mathfrak{g}) \) be such that \( \{ \bar{n}_\chi a \}_{\mathcal{W}} \subset \mathcal{I}_{f,m}[\chi] \). In particular \( \{ \bar{m}_\chi a \}_{\mathcal{W}} \subset \mathcal{I}_{f,m}[\chi] \) since \( m \subset n \). It follows, using sesquilinearity and the Leibniz rule, that \( \{ a \bar{m}_\chi \}_{\mathcal{W}} \subset \mathcal{I}_{f,m}[\chi] \). Therefore the induced \( \chi \)-bracket (3.3) on \( \mathcal{W}(\mathfrak{g}, n, m, f) \) is well-defined. It is straightforward to check that axioms of a SUSY PVA hold for this \( \chi \)-bracket using the even morphism of differential superalgebras \( \pi \). \( \square \)

**Proposition 3.3.** The following \( \chi \)-bracket is a SUSY PVA bracket on \( \mathcal{W}(\mathfrak{g}, n, m, f) \) compatible with the first bracket (3.3)

\[
\{ \pi(a)\chi \pi(b) \}_{\mathcal{W}} := \pi([a, b]) \quad \text{for } \pi(a), \pi(b) \in \mathcal{W}(\mathfrak{g}, n, m, f).
\]  

(3.4)

**Proof.** We know from Example 2.16 that for any constant \( \epsilon \) the bracket

\[
[a, b]^\epsilon = a b_1 + \epsilon a b_2, \quad a, b \in \mathcal{P}(\mathfrak{g})
\]  

(3.5)

defines a SUSY PVA structure on \( \mathcal{P}(\mathfrak{g}) \).

Let us show that \( \mathcal{W}(\mathfrak{g}, n, m, f) \) is a SUSY PVA for the \( \chi \)-bracket induced from (3.5), which will directly imply the proposition. Since the bilinear form is invariant and \( s \in \ker \text{ad} \mathbb{a} \), we have \( [\bar{n}_\chi a]_{\mathcal{W}} = 0 \) for any \( a \in \mathcal{P}(\mathfrak{g}) \) and \( n \in n \). By the Leibniz rule, \( [\bar{m}_\chi u]_{\mathcal{W}} = 0 \) for any \( u \in \mathcal{P}(\mathfrak{g}) \) and \( n \in n \). It follows from this observation that, for an element \( u \in \mathcal{P}(\mathfrak{g}) \), \( [\bar{n}_\chi u]_{\mathcal{W}} \subset \mathcal{I}_{f,m}[\chi] \) if and only if \( [\bar{m}_\chi u]_{\mathcal{W}} \subset \mathcal{I}_{f,m}[\chi] \). Therefore the exact same proof as in Proposition 3.2 gives the result. In the definition (3.2) of \( \mathcal{W}(\mathfrak{g}, n, m, f) \), one can replace the first \( \chi \)-bracket by the \( \chi \)-bracket (3.5). \( \square \)
Definition 3.4. The differential superalgebra $\mathcal{W}(g, n, m, f)$ introduced in Proposition 3.2 is called the generalized $W$-algebra associated to $g, n, m$ and $f$.

Remark 3.5. The SUSY classical $W$-algebra $\mathcal{W}(g, f, s)$ in Example 2.17 is $\mathcal{W}(g, g>0, g>0, f)$.

3.2. Generalized $W$-algebras and Lax operators. The goal of this section is to give an equivalent definition of $\mathcal{W}(g, n, m, f)$ in terms of super differential operators on $g \otimes \mathcal{P}(\overline{g})$ (Theorem 3.14). Consider the following sub differential superalgebra of $\mathcal{P}(\overline{g})$

$$\mathcal{P} := S(\mathbb{C}[D] \otimes \overline{b}).$$

(3.6)

Note that $\mathcal{P}(\overline{g})$ splits as the direct sum of $\mathcal{P}$ and $\mathcal{I}_{f,m}$. We endow $g \otimes \mathcal{P}$ with the Lie superalgebra bracket

$$[a \otimes u, b \otimes v] = (-1)^{p(b)p(u)}[a, b] \otimes uv, \quad a, b \in g, \quad u, v \in \mathcal{P}$$

(3.7)

and with the $\mathcal{P}$-valued bilinear form

$$(a \otimes u | b \otimes v) = (-1)^{p(b)p(u)}(a | b)uv, \quad a, b \in g, \quad u, v \in \mathcal{P}.$$  

(3.8)

We extend this Lie superalgebra bracket to the semi-direct product $\mathbb{C}[D] \ltimes (g \otimes \mathcal{P})$

$$[D, a \otimes u] = (-1)^{p(a)}a \otimes u', \quad a \in g, \quad u \in \mathcal{P}.$$  

(3.9)

Definition 3.6. Let $\mathcal{F} := (b \otimes \mathcal{P})\bar{1}$. It is a $(n \otimes \mathcal{P})\bar{0}$-submodule of $g \otimes \mathcal{P}$.

(1) For each $Q \in \mathcal{F}$, we call the odd differential operator

$$\mathcal{L}(Q) = D + Q + f \otimes 1 \in \mathbb{C}[D] \ltimes (g \otimes \mathcal{P})$$

(3.10)

the Lax operator associated to $Q$.

(2) When $Q_u = \sum_{t \in I} q^t \otimes q_t \in \mathcal{F}$, we call the corresponding Lax operator

$$\mathcal{L}_u = D + \sum_{t \in I} q^t \otimes q_t + f \otimes 1$$

(3.10)

the universal Lax operator associated to $f$ and $b$. Note that $Q_u$ and $\mathcal{L}_u$ are independent on the choice of basis $\{q^t\}_{t \in I}$ and $\{q_t\}_{t \in I}$, provided that they are dual to each other for the bilinear form.

(3) Two elements $Q_1$ and $Q_2$ in $\mathcal{F}$ are called gauge equivalent if there exists $U \in (n \otimes \mathcal{P})\bar{0}$ such that

$$e^{adU} \mathcal{L}(Q_1) = \mathcal{L}(Q_2).$$

We assume that $\{q^t | t \in J \subset I\}$ is a basis of $[f, n]$ and we let $V := \text{Span}_\mathbb{C}\{q^t | t \in I \setminus J\}$ so that we have the direct sum decomposition

$$V \oplus [n, f] = b.$$  

Following the lines of [21] and [22], we perform a supersymmetric Drinfeld Sokolov reduction on our universal Lax operators.
**Lemma 3.7.** For all $\mathcal{Q}$ in $\mathcal{F}$, there exists a unique $\mathcal{Q}^c \in (V \otimes \mathcal{P})_1 \subset \mathcal{F}$ such that $\mathcal{Q}$ and $\mathcal{Q}^c$ are gauge equivalent. $\mathcal{L}(\mathcal{Q}^c)$ is called the canonical form of $\mathcal{L}(\mathcal{Q})$.

**Proof.** We fix $\mathcal{Q}$ and simply denote $\mathcal{L}(\mathcal{Q})$ by $L$. Let us find $N \in (\mathfrak{n} \otimes \mathcal{P})_0$ such that $L^c := e^{ad N} L$ is of the desired form. Denote by $L^c_k, N_k$ and $L_k$ the $(\mathfrak{g}_k \otimes \mathcal{P})$-parts of $L^c, N$ and $L$. We must have

$$L_k = L^c_k = 0 \text{ for } k < -i.$$ 

Since $L_{-i} = f \otimes 1$, the $\mathfrak{g}_{-i+1} \otimes \mathcal{P}$-part of the equation $L^c := e^{ad N} L$ is

$$L^c_{-i+1} = L_{-i+1} + [N_1, f \otimes 1]. \quad (3.11)$$

There is a unique decomposition $L_{-i+1} = L^V_{-i+1} + L^\perp_{-i+1}$ such that $L^V_{-i+1} \in V \otimes \mathcal{P}$ and $L^\perp_{-i+1} \in [\mathfrak{n}, f] \otimes \mathcal{P}$. Since $ad f|_{\mathfrak{n}}$ is injective, there exists a unique $N_1 \in (\mathfrak{n} \otimes \mathcal{P})_0$ such that $L^\perp_{-i+1} = [N_1, f \otimes 1]$. Moreover, $L^c_{-i+1} = L^\perp_{-i+1}$ in (3.11) is also unique.

Let us fix $t$ such that $-i + 1 \leq t \leq d$. For any $t' < t$, suppose that $L^c_{t'}$ and $N_{t'+i}^f$ are uniquely defined. Then the $(\mathfrak{g}_t \otimes \mathcal{P})$-part of the equation $L^c := e^{ad N} L$ can be written as

$$L^c_t = (e^{ad N_{<t+i}} L)_t + [N_{t+i}, f \otimes 1],$$

where $N_{<t+i} = \sum_{t' < t} N_{t'+i}$. By the induction hypothesis, $(e^{ad N_{<t+i}} L)_t$ is given, hence $N_{t+i}$ and $L^c_t$ exist and are uniquely determined by the injectivity of $ad f|_{\mathfrak{n}}$. \hfill $\Box$

**Definition 3.8.** We identify an element in $\mathcal{P}$ with a map from $\mathcal{F}$ to $\mathcal{P}$ as follows. Let $\alpha \in \mathcal{P}$. If $\mathcal{Q} = \sum_{t \in I} q^t \otimes p_t$, we denote by $\alpha(\mathcal{Q})$ the element of $\mathcal{P}$ obtained from $\alpha$ by substituting $\tilde{q}_t^{(n)}$ with $p_t^{(n)}$ for all $n \geq 0$ and all $t \in I$. Under this identification, $\alpha(\mathcal{Q}_a) = \alpha$ for all $\alpha \in \mathcal{P}$. We extend these functions to differential operators by letting $\alpha(\mathcal{L}(\mathcal{Q})) = \alpha(\mathcal{Q})$ for all $\mathcal{Q} \in \mathcal{F}$. An element $\alpha \in \mathcal{P}$ is called gauge invariant if $\alpha = \alpha(\mathcal{Q})$ whenever $\mathcal{Q} \in \mathcal{F}$ is gauge equivalent to $\mathcal{Q}_u$.

**Remark 3.9.** It follows that for a gauge invariant element $\alpha \in \mathcal{P}$, $\alpha(\mathcal{Q}_1) = \alpha(\mathcal{Q}_2)$ whenever $\mathcal{Q}_1$ and $\mathcal{Q}_2$ are gauge equivalent in $\mathcal{F}$.

**Definition 3.10.** We denote the canonical form of the universal Lax operator by

$$\mathcal{L}^c = D + \sum_{t \in I \setminus J} q^t \otimes w_t + f \otimes 1.$$ 

**Lemma 3.11.** The superalgebra of gauge invariant functions in $\mathcal{P}$ is

$$S(\mathbb{C}[D] \otimes \text{Span}_{\mathbb{C}}\{w_t | t \in I \setminus J\}).$$

**Proof.** For any $\mathcal{Q} \in \mathcal{F}$ we have $\mathcal{L}(\mathcal{Q}^c) = D + \sum_{t \in I \setminus J} q^t \otimes w_t(\mathcal{Q}) + f \otimes 1$. If $\mathcal{Q}$ is gauge equivalent to $\mathcal{Q}_u$, then $\mathcal{Q}^c$ is gauge equivalent to both $\mathcal{Q}$ and $\mathcal{Q}_u$. By the uniqueness in Lemma 3.7, $\mathcal{Q}^c = \mathcal{Q}_u^c$ hence $w_t(\mathcal{Q}) = w_t$. Therefore $S(\mathbb{C}[D] \otimes \text{Span}_{\mathbb{C}}\{w_t | t \in I \setminus J\})$ is included in the set of gauge invariant functions in $\mathcal{P}$.

Conversely, if an element $\alpha \in \mathcal{P}$ is gauge invariant then

$$\alpha = \alpha(\mathcal{Q}_u) = \alpha(\mathcal{Q}_u^c) \in S(\mathbb{C}[D] \otimes \text{Span}_{\mathbb{C}}\{w_t | t \in I \setminus J\}).$$\hfill $\Box$
The following Lemma essentially says that a function \( a \in \mathcal{P} \) is gauge invariant if and only of it is infinitesimally gauge invariant.

**Lemma 3.12.** Let \( a \in \mathcal{P} \). Then \( a \in \mathcal{P} \) is gauge invariant if and only if

\[
\frac{d}{de} a(e^{ad_{n}} \otimes e^{R}(L_{u}))|_{e=0} = 0
\]

for any \( n \otimes R \in (n \otimes \mathcal{P})_{0} \).

**Proof.** By definition, if \( a \in \mathcal{P} \) is gauge invariant then \( \frac{d}{de} a(e^{ad_{n}} \otimes e^{R}(L_{u}))|_{e=0} = 0 \). Let us show the converse. It is clear that

\[
\frac{d}{de} a(e^{ad_{n}} \otimes e^{R}(L_{u}))|_{e=0} = 0 \implies \frac{d}{de} a(e^{ad_{n}} \otimes e^{R}(L))|_{e=0} = 0
\]

for any Lax operator \( L(\mathcal{Q}) \) since \( \frac{d}{de} a(e^{ad_{n}} \otimes e^{R}(L_{u}))|_{e=0} = \frac{d}{de} a(e^{ad_{n}} \otimes e^{R}(L(\mathcal{Q})))|_{e=0} \), where we treated \( R \) as an indeterminate. In particular we have

\[
\frac{d}{de_{1}} a(e^{ad_{n}} \otimes e^{1_{R}}(e^{ad_{n}} \otimes e^{2_{R}}L_{u}))|_{e_{1}=0} = \frac{d}{de_{1}} a(e^{ad_{n}} \otimes e^{1_{R}}(L_{u}))|_{e_{1}=e_{2}} = 0
\]

for any constant \( e_{2} \). Therefore \( \frac{d}{de} a(e^{ad_{n}} \otimes e^{R}L_{u}) = 0 \) implying that \( a(e^{ad_{n}} \otimes e^{R}L_{u}) = a \) for all \( e \), hence \( a \) is gauge invariant. \( \Box \)

**Lemma 3.13.** Recall the definition of the ideal \( I_{f,m} \) in Proposition 3.2. For \( a \in \mathcal{P} \) and \( n \otimes R \in (n \otimes \mathcal{P})_{0} \), let \( X_{2n_{0}+n_{1}} \in \mathcal{P}, n_{0} \geq 0, n_{1} \in [0,1) \) be defined by the relation

\[
\frac{d}{de} a(e^{ad_{n}} \otimes e^{R}(L_{u}))|_{e=0} = \sum_{n_{0} \geq 0,n_{1} \in [0,1)} (-1)^{n_{0}} X_{2n_{0}+n_{1}} R^{(2n_{0}+n_{1})}.
\]

Then

\[
[\bar{n}_{X} \tilde{a}]_{1} + (-1)^{p(n)} p(X) \sum_{n_{0} \geq 0,n_{1} \in [0,1)} X_{2n_{0}+n_{1}} \chi^{2n_{0}+n_{1}} \in I_{f,m} [\chi],
\]

where \( \{ \chi \}_{1} \) is the first \( \chi \)-bracket (2.22) of the affine SUSY PVA \( \mathcal{P}(\mathfrak{g}) \).

**Proof.** Let us show the lemma for \( \tilde{a} \in \mathfrak{g}_{-} \). Observe that

\[
\tilde{a}((n \otimes R, D + \sum_{I} q^{I} \otimes \tilde{q}_{I} + f \otimes 1)) = \tilde{a}((-1)^{p(n)+1} n \otimes R' + \sum_{I} (-1)^{p(n)} [n, q^{I}] \otimes \tilde{q}_{I} R + (-1)^{p(n)} [n, f] \otimes R)
\]

\[
= (-1)^{p(n)+1} (n | a) R' + \sum_{I} (-1)^{p(n)} ([n, q^{I}] | a) \tilde{q}_{I} R + (-1)^{p(n)} ([n, f] | a) R
\]

\[
= (-1)^{p(n)} p(a) + 1 (n | a) D + \rho ([n, a]) + (f | [n, a]) R,
\]

where \( \rho : \mathfrak{g} \to \mathfrak{b}_{-} \) is the orthogonal projection map. Recall that

\[
[\bar{n}_{X} \tilde{a}]_{1} = (-1)^{p(n)} ([n, a]) + \chi(n | a)).
\]

Hence the lemma holds for \( \tilde{a} \) with \( X_{0} = (-1)^{p(n)} p(a) + 1 (\rho ([n, a]) + (f | [n, a])) \) and \( X_{1} = (-1)^{p(n)} p(a) + 1 (n | a) \).

Suppose that the lemma is true for \( a, b \in \mathcal{P} \), with corresponding coefficients \( X_{n} \) and \( Y_{n} \). Then we have

\[
\frac{d}{de} ab(e^{ad_{n}} \otimes e^{R}(L_{u}))|_{e=0} = a \sum_{n_{0} \geq 0,n_{1} \in [0,1)} (-1)^{n_{0}} Y_{2n_{0}+n_{1}} R^{(2n_{0}+n_{1})}
\]

\[
+ (-1)^{p(a)} p(b) b \sum_{n_{0} \geq 0,n_{1} \in [0,1)} (-1)^{n_{0}} X_{2n_{0}+n_{1}} R^{(2n_{0}+n_{1})}.
\]
On the other hand, by the Leibniz rule we have
\[ \{ \bar{\pi} \bar{X} ab \}_1 = (-1)^{p(n)p(a)} a \{ \bar{\pi} \bar{X} b \}_1 + (-1)^{(p(n)+p(a))p(b)} b \{ \bar{\pi} \bar{X} a \}_1. \]

Hence
\[
\{ \bar{\pi} \bar{X} ab \}_1 + (-1)^{p(n)p(a)} (-1)^{p(n)p(b)} a \sum_{n_0 \geq 0, n_1 \in [0,1]} Y_{2n_0+n_1} \chi_{2n_0+n_1} \\
+ (-1)^{(p(n)+p(a))p(b)} (-1)^{p(n)p(a)} b \sum_{n_0 \geq 0, n_1 \in [0,1]} X_{2n_0+n_1} \chi_{2n_0+n_1} \\
\in \mathcal{I}_{f,m}[\chi],
\]
so that the lemma holds for \( ab \). Similarly, let us assume that the lemma holds for \( a \in \mathcal{P} \) with corresponding coefficients \( X_n \). Then
\[
\frac{d}{d\epsilon} a'(e^{ad_n \otimes R(L_u)})|_{\epsilon=0} = D(\sum_{n_0 \geq 0, n_1 = 0,1} (-1)^{n_0} X_{2n_0+n_1} R^{(2n_0+n_1)}) \\
+ (-1)^{p(a)+p(n)} \sum_{n_0 \geq 0} (-1)^{n_0} X_{2n_0+n_1} R^{2(n_0+1)} + (-1)^{n_0} X_{2n_0} R^{(2n_0+1)}. \]

Here we used \( p(X_{2n_0+n_1}) = p(a) + p(n) + n_1 \). Since \( \{ \bar{\pi} \bar{X} a' \}_1 = (-1)^n (D + \chi) \{ \bar{\pi} \bar{X} a \}_1, \)
\[
\{ \bar{\pi} \bar{X} a' \}_1 + (-1)^{(p(n)+p(a)+1)} (\chi + D) \sum_{n_0 \geq 0, n_1 \in [0,1]} X_{2n_0+n_1} \chi_{2n_0+n_1} \in \mathcal{I}_{f,m}[\chi].
\]

The second term in (3.19) can be rewritten as
\[
(\chi + D) \sum_{n_0 \geq 0, n_1 \in [0,1]} X_{2n_0+n_1} \chi_{2n_0+n_1} \\
= \sum_{n_0 \geq 0, n_1 \in [0,1]} X'_{2n_0+n_1} \chi_{2n_0+n_1} \\
+ \sum_{n_0 \geq 0} (-1)^{p(a)+p(n)} X_{2n_0+n_1} \chi_{2n_0+n_1} \\
+ (-1)^{p(a)+p(n)} X_{2n_0} \chi_{2n_0+1}. \]

Hence the lemma holds for any elements in \( \mathcal{P} \). □

Since \( \mathcal{P}(\mathfrak{g}) = \mathcal{P} \oplus \mathcal{I}_{f,m} \), we regard \( \mathcal{W}(g, n, m, f) \) as a sub- differential superalgebra of \( \mathcal{P} \) via the isomorphism
\[
\iota: \mathcal{P}(\mathfrak{g})/\mathcal{I}_{f,m} \rightarrow \mathcal{P}, \quad \pi(a+b) \mapsto a, \quad a \in \mathcal{P}, \quad b \in \mathcal{I}_{f,m}.
\]

**Theorem 3.14.** (1) The generalized \( W \)-algebra \( \mathcal{W}(g, n, m, f) \) is the superalgebra of gauge invariant functions in \( \mathcal{P} \).

(2) \( \mathcal{W}(g, n, m, f) \) is generated by \( \{ w_t^| t \in I \} \) as a differential superalgebra, where \( w_t \)’s are in Lemma 3.11.

**Proof.** We know that \( \mathcal{P} \cap \mathcal{I}_{f,m} = 0 \). Hence, there is no distinct sequence \( (Y_N)_{N \geq 0} \) in \( \mathcal{P} \) which can replace \( (X_N)_{N \geq 0} \) in (3.13). Therefore by Lemma 3.13,
\[
\{ \bar{\pi} \bar{X} a \}_1 \in \mathcal{I}_{f,m}[\chi] \quad \text{for all } n \in n \\
\iff \frac{d}{d\epsilon} a(e^{ad_n \otimes R(L_u)})|_{\epsilon=0} = 0 \\
\text{for all } n \otimes R \in (n \otimes \mathcal{P}) \mathfrak{g}.
\]
Using Lemma 3.12, we can prove (1). (2) follows from Lemma 3.11. □
3.3. SUSY PVA structures and Lax operators. We express in terms of Lax operators the Lie superalgebra brackets of degree $\tilde{1}$ on $\mathcal{W}(g, n, m, f)/D\mathcal{W}(g, n, m, f)$ induced from the two compatible affine $\chi$-brackets or from the two compatible $\chi$-brackets on the generalized W-algebra $\mathcal{W}(g, n, m, f)$.

**Lemma 3.15.** Let $a, b$ be two elements in the affine SUSY PVA $\mathcal{P}(\mathfrak{g})$. Then

\[
\begin{align*}
\{f(a_x b)_1\}_{\chi=0} &= -f(\sum_{i \in \tilde{I}} q_i \otimes \frac{\delta a}{\delta q_i})[D + \sum_{k \in \tilde{I}} q_k \otimes \tilde{q}_k, \sum_{l \in \tilde{I}} q_l \otimes \frac{\delta b}{\delta q_l}]), \\
\{f(a_x b)_2\}_{\chi=0} &= f(\sum_{i \in \tilde{I}} q_i \otimes \frac{\delta a}{\delta q_i})[s \otimes 1, \sum_{k \in \tilde{I}} q_k \otimes \frac{\delta b}{\delta q_k}]) \\
\end{align*}
\]

(3.22)

**Proof.** By a direct computation, we have for all $a, b \in \mathcal{P}(\mathfrak{g})$

\[
\begin{align*}
-\int (\sum_{i \in \tilde{I}} q_i \otimes \frac{\delta a}{\delta q_i})[D + \sum_{k \in \tilde{I}} q_k \otimes \tilde{q}_k, \sum_{l \in \tilde{I}} q_l \otimes \frac{\delta b}{\delta q_l}]) \\
= \int \sum_{t, k \in \tilde{I}} (-1)^{p(a)p(b)+p(b)(k+1)(k+1)} \frac{\delta b}{\delta q_k} \chi_0 + (q_t | q_k) D \frac{\delta a}{\delta q_t}.
\end{align*}
\]

(3.23)

By (2.28) and since $p(\tilde{q}_i) = t+1$, the RHS of (3.23) is the same as $\{f(a_x b)_1\}_{\chi=0}$ and the first equality of (3.22) holds. The second line of (3.22) can be proved analogously. \( \square \)

**Proposition 3.16.** The Lie superalgebra brackets of degree $\tilde{1}$ on $\mathcal{W}(g, n, m, f)/D\mathcal{W}(g, n, m, f)$ induced from (3.3) and (3.4) are given by

\[
\begin{align*}
\{f \phi, f \psi\}_1^W &= \{f \phi, f \psi\}_1^W |_{\chi=0} = -f(\sum_{i \in \tilde{I}} q_i \otimes \frac{\delta \phi}{\delta q_i}|\mathcal{U}, \sum_{k \in \tilde{I}} q_k \otimes \frac{\delta \psi}{\delta q_k}]), \\
\{f \phi, f \psi\}_2^W &= \{f \phi, f \psi\}_2^W |_{\chi=0} = f(\sum_{i \in \tilde{I}} q_i \otimes \frac{\delta \phi}{\delta q_i}|s \otimes 1, \sum_{k \in \tilde{I}} q_k \otimes \frac{\delta \psi}{\delta q_k})).
\end{align*}
\]

(3.24)

for any $\phi, \psi \in \mathcal{W}(g, n, m, f)$.

**Proof.** We note that since $f \notin b$ we have $f = \sum_{k \in \tilde{I} \setminus \tilde{I}} (f | q_k) q_k$, which implies that

\[
\sum_{k \in \tilde{I}} q_k \otimes \tilde{q}_k = \sum_{k \in \tilde{I}} q_k \otimes \tilde{q}_k + f \otimes 1, \quad (\text{mod } g \otimes \mathcal{I}_{f,m}).
\]

It follows from Lemma 3.15 that for any $a, b \in \mathcal{P}$ one has

\[
\{f a, f b\}_1 = -f(\sum_{i \in \tilde{I}} q_i \otimes \frac{\delta a}{\delta q_i}|\mathcal{U}, \sum_{k \in \tilde{I}} q_k \otimes \frac{\delta b}{\delta q_k})), \quad (\text{mod } \mathcal{I}_{f,m}/D\mathcal{I}_{f,m}).
\]

(3.25)

In the sequel of the proof we use the direct sum decomposition of $\mathcal{P}(\mathfrak{g})$

\[
\mathcal{P}(\mathfrak{g}) = \mathcal{P} \oplus \mathcal{I}_{f,m}.
\]

(3.26)

which implies $\mathcal{P}(\mathfrak{g})/D\mathcal{P}(\mathfrak{g}) = \mathcal{P}/D\mathcal{P} \oplus \mathcal{I}_{f,m}/D\mathcal{I}_{f,m}$.

From the definition (3.3) of the first $\chi$-bracket on $\mathcal{W}(g, n, m, f)$ we have, for all $\phi, \psi \in \mathcal{W}(g, n, m, f)$,

\[
\{f \phi, f \psi\}_1 - \{f \phi, f \psi\}_1^W \in \mathcal{I}_{f,m}/D\mathcal{I}_{f,m}, \quad \{f \phi, f \psi\}_1^W \in \mathcal{P}/D\mathcal{P}.
\]

(3.27)

Since the RHS of (3.25) lies in $\mathcal{P}/D\mathcal{P}$, we conclude after comparing Eqs. (3.25) and (3.27) that, for all $\phi, \psi \in \mathcal{W}(g, n, m, f)$,

\[
\{f \phi, f \psi\}_1^W = -f(\sum_{i \in \tilde{I}} q_i \otimes \frac{\delta \phi}{\delta q_i}|\mathcal{U}, \sum_{k \in \tilde{I}} q_k \otimes \frac{\delta \psi}{\delta q_k})).
\]

(3.28)

The second line of (3.24) follows immediately from Lemma 3.15. \( \square \)
Definition 3.17. Let $\hat{g} := \mathfrak{g}(z^{-1})$. Then $\mathbb{C}[D] \ltimes (\hat{g} \otimes \mathcal{P}(\mathfrak{g}))$ is a Lie superalgebra endowed with the Lie bracket and bilinear form defined by

$$[a z^m \otimes u, b z^n \otimes v] = (-1)^{p(b)p(a)} a z^m u v,$$

$$[D, a z^m \otimes u] = (-1)^{p(a)} a z^m \otimes u',$$

$$\quad (a z^m \otimes u | b z^n \otimes v) = (-1)^{p(b)p(a)} \delta_{m+n,0} (a | b) u v. \quad (3.29)$$

Recall that the element $s$ is in $\ker \text{ad} \ n$. We let

$$\mathcal{L}_s := \mathcal{L}_u + s z \otimes 1 \in \mathbb{C}[D] \ltimes (\hat{g} \otimes \mathcal{P}).$$

Proposition 3.18. For all $\phi, \psi \in \mathcal{W}(\mathfrak{g}, n, m, f)$ we have

$$\{ \int \phi, \int \psi \}_1^{\mathcal{W}} = - \int (\sum_{t \in I} q_t \otimes \frac{\delta \phi}{\delta q_t} [\mathcal{L}_s, \sum_{k \in I} q_k \otimes \frac{\delta \psi}{\delta q_k}]),$$

$$\{ \int \phi, \int \psi \}_2^{\mathcal{W}} = \int (\sum_{t \in I} q_t \otimes \frac{\delta \phi}{\delta q_t} [z^{-1} \mathcal{L}_s, \sum_{k \in I} q_k \otimes \frac{\delta \psi}{\delta q_k}]). \quad (3.30)$$

Proof. Immediate by Definition 3.17 and Proposition 3.16. □

4. SUSY Drinfeld–Sokolov Hierarchies

We keep the notations and assumptions (A-1) · · · (A-4) of Sect. 3. Recall that $\{q^i | t \in \tilde{I}\}$ is a homogeneous basis of $\mathfrak{g}$ such that $b = \text{Span}_\mathbb{C}\{q^i | t \in I\}$, $[f, n] = \text{Span}_\mathbb{C}\{q^i | t \in J\}$ and $V = \text{Span}_\mathbb{C}\{q^i | t \in I \setminus J\}$, where $J \subset I \subset \tilde{I} \subset \mathbb{Z}$. This basis is dual to $\{q_i | t \in \tilde{I}\}$, i.e. $(q^i | q_i') = \delta_{i,i'}$, and $\text{Span}_\mathbb{C}\{q_t | t \in I\} = b_-$.

Recall $s \in \ker \text{ad} \ n$ is a homogeneous odd element with degree $j$ and $f \in \mathfrak{g}_{-i}$. We extend the gradation of $\mathfrak{g}$ to $\hat{\mathfrak{g}}$ by giving $z$ the grading $-i - j$ and denote the $k$th component of $\hat{\mathfrak{g}}$ by $\hat{\mathfrak{g}}_k$. Finally, we introduce

$$\Lambda := f + sz \in \hat{\mathfrak{g}}_{-i} \quad (4.1)$$

and assume that

$$\text{(A-5) ad } \Lambda^2 \text{ is a semisimple element in } \hat{\mathfrak{g}}, \text{ i.e. we have the direct sum decomposition}$$

$$\hat{\mathfrak{g}} = \mathcal{K} \oplus \mathcal{I} = \ker \text{ad} \Lambda^2 \oplus \text{im} \text{ad} \Lambda^2. \quad (4.2)$$

We will use the notation

$$a = a_\mathcal{K} + a_\mathcal{I}$$

to decompose elements in $\hat{\mathfrak{g}}$ according to (4.2). Let $Z$ be the center of $\mathcal{K}$. It is non trivial as it contains the even elements $z^k \Lambda^{2n}$ where $k, n \in \mathbb{Z}$. We checked that for $\mathfrak{g} = \mathfrak{sl}(p|q)$ no matter the choice of $\Lambda$, this center is always even. We do not know if this fact is true for all (simple) Lie superalgebras and therefore we will state our results in full generality.
4.1. Examples. We give here several families of examples of Lie superalgebras \( \mathfrak{g} \), as well as a choice of \( n, m, f, \) and \( s \) that satisfy the assumptions (A-1), \cdots , (A-5). We were not able to find an example where \( \dim V = \dim \mathfrak{b} - \dim \mathfrak{n} \) is strictly smaller than the dimension of \( \mathfrak{g}_0 \), the even part of \( \mathfrak{g} \). Note that for the three families of simple Lie superalgebras below, the choice of \( n, m, f, \) and \( s \) satisfying the assumptions (A-1), \cdots , (A-5) is relatively large. In each case we pick a tuple \( (n, m, f, s) \) so that \( \dim V = \dim \mathfrak{g}_0 \).

Example 4.1. The Lie superalgebra \( \mathfrak{g} = \mathfrak{osp}(2n|2n) \) can be realized as the subalgebra of \( \mathfrak{gl}(2n|2n) \) consisting of matrices of the form

\[
A = \begin{pmatrix}
A_{11} & A_{12} & A_{12}^t & A_{12}^t \\
A_{12} & -A_{11}^t & -A_{11}^t & -A_{11}^t \\
A_{21} & -A_{21}^t & -A_{21}^t & -A_{21}^t \\
A_{31} & A_{32} & A_{33} & A_{34} \\
A_{32} & A_{31} & A_{34} & A_{33} \\
A_{41} & A_{42} & A_{43} & -A_{43}^t \\
A_{42} & A_{41} & -A_{43}^t & A_{43} \\
A_{43} & A_{44} & A_{44}^t & A_{44}^t \\
A_{44} & A_{43}^t & A_{44}^t & A_{44}^t
\end{pmatrix},
\]

(4.3)

where \( A_{12}, A_{21} \) (resp. \( A_{34}, A_{43} \)) are \( n \times n \) symmetric (resp. skewsymmetric) matrices. Let us define the degree of each block matrix \( A_{ij} \) as follows:

\[
\begin{pmatrix}
0 & 1 & 0 & 1 \\
-1 & 0 & -1 & 0 \\
0 & 1 & 0 & 1 \\
-1 & 0 & -1 & 0
\end{pmatrix}.
\]

(4.4)

Then \( \mathfrak{g} = \mathfrak{g}_{-1} \oplus \mathfrak{g}_0 \oplus \mathfrak{g}_1 \). Take

\[
\Lambda = f + zs = \begin{pmatrix}
0 & 0 & 0 & zI_n \\
0 & 0 & -zI_n & 0 \\
0 & zI_n & 0 & 0 \\
I_n & 0 & 0 & 0
\end{pmatrix}, \quad \text{so that} \quad \Lambda^2 = z \begin{pmatrix}
I_n & 0 & 0 & 0 \\
0 & -I_n & 0 & 0 \\
0 & 0 & -I_n & 0 \\
0 & 0 & 0 & I_n
\end{pmatrix}
\]

and let

\[
n = m = \mathfrak{g}_1.
\]

One can check that the tuple \( (\mathfrak{g}, n, m, f) \) satisfies the assumptions (A-1) to (A-5). Note that \( \dim V = \dim \mathfrak{g}_0 \).

Example 4.2. Let \( \mathfrak{g} = \mathfrak{sl}(m|n) \) for \( m > n \). We split matrices in 9 blocks (for sizes see the matrix \( \Lambda \) below) and pick

\[
\Lambda = f + zs = \begin{pmatrix}
0 & 0 & zI_n \\
0 & 0 & 0 \\
I_n & 0 & 0
\end{pmatrix}, \quad \text{so that} \quad \Lambda^2 = z \begin{pmatrix}
I_n & 0 & 0 \\
0 & -I_n & 0 \\
0 & 0 & -I_n
\end{pmatrix}
\]

We consider the principal grading by block, that is to say

\[
\begin{pmatrix}
0 & 1 & 2 \\
-1 & 0 & 1 \\
-2 & -1 & 0
\end{pmatrix}
\]

and we let \( n = \mathfrak{g}_{\geq 1} \) and \( m = \mathfrak{g}_{\geq 2} \). The tuple \( (\mathfrak{g}, n, m, f) \) satisfies assumptions (A-1) to (A-5). Moreover in this case \( \dim V = \dim \mathfrak{g}_0 \).
Example 4.3. Let \( g = sl(n|n)/I_{n|n} \). We consider the grading
\[
\begin{pmatrix}
0 & 1 \\
-1 & 0
\end{pmatrix}
\]  
and we pick
\[
\Lambda = f + zs = \begin{pmatrix}
0 & zA \\
I_n & 0
\end{pmatrix}, \quad \text{so that} \quad \Lambda^2 = \begin{pmatrix}
zA & 0 \\
0 & zA
\end{pmatrix},
\]
where \( A \) is any diagonalizable matrix. It is straightforward to check that \( \text{ad} \Lambda^2 \) is semisimple. We let \( n = m = g_{\bar{1}} \). All conditions (A-1) to (A-5) are met. Note that in this example also we have \( \dim V = \dim g_{\bar{0}} \).

4.2. Super Hamiltonian systems on \( P \). In this section, we construct a family \( (\int h_C)_{C \in \mathbb{Z}} \) of functionals that pairwise commute for the second Lie superalgebra bracket on \( \mathcal{W}(g, n, m, f)/\mathcal{D} \mathcal{W}(g, n, m, f) \), from which we construct a hierarchy of compatible super Hamiltonian equations on \( P \) (Theorem 4.17).

For any \( Q \in \mathcal{F} \), we let
\[
\mathcal{L}_s(Q) = D + Q + \Lambda \otimes 1 = \mathcal{L}(Q) + zs \otimes 1 \in \mathbb{C}[D] \ltimes (\hat{g} \otimes \mathcal{P}).
\]
We simply write
\[
\mathcal{L}_s := \mathcal{L}_s(Q_u), \quad \mathcal{L}^c := \mathcal{L}_s(Q_u^c)
\]
where \( Q_u = \sum_{t \in I} q^t \otimes \tilde{q}_t \) and \( Q_u^c = \sum_{t \in I \setminus J} q^t \otimes w_t \).

Lemma 4.4. Let \( Q = \sum_{t \in I} q^t \otimes a_t \in \mathcal{F} \) and let \( \mathcal{P}_Q \subset \mathcal{P} \) be the differential superalgebra generated by the \( a_t \)'s. There exists a unique pair \((T_Q, H_Q) \in (\mathcal{I} \otimes \mathcal{P}_Q) \times (\mathcal{K} \otimes \mathcal{P}_Q)\) such that
\[
e^{ad T_Q} [\mathcal{L}_s(Q), \mathcal{L}_s(Q)]/2 = D^2 + H_Q + \Lambda^2 \otimes 1.
\]  
\[
(4.7)
\]

Proof. We write
\[
[\mathcal{L}_s(Q), \mathcal{L}_s(Q)]/2 = D^2 + \mathcal{U} + \Lambda^2 \otimes 1
\]
and look for \( T_Q = T_{1} + T_{2} + \cdots \) and \( H_Q = H_{-2i+1} + H_{-2i+2} + \cdots \) satisfying (4.7). The \( \hat{g}_{-2i+1} \otimes \mathcal{P}_Q \)-part of Eq. (4.7) reads
\[
\mathcal{U}_{-2i+1} = H_{-2i+1} + [\Lambda^2 \otimes 1, T_{1}].
\]
By (4.2), there exists a unique solution \((H_{-2i+1}, T_{1})\) to this equation in \((\mathcal{K} \otimes \mathcal{P}_Q) \times (\mathcal{I} \otimes \mathcal{P}_Q)\). Inductively, we can find \( H_{-2i+k} \) and \( T_{k} \) using the \( \hat{g}_{-2i+k} \otimes \mathcal{P}_Q \)-part of (4.7) since the part of (4.7) can be reformulated as
\[
H_{-2i+k} + [\Lambda^2 \otimes 1, T_{k}] = \text{an expression depending only on } \mathcal{U}, H_{<-2i+k} \text{ and } T_{<k}.
\]
Such an equation can be solved uniquely for \((H_{-2i+k}, T_{k}) \in (\mathcal{K} \otimes \mathcal{P}_Q) \times (\mathcal{I} \otimes \mathcal{P}_Q)\) thanks to (4.2). \(\square\)
When \( Q = Q_u \) (resp. \( Q = Q^c \)) we simply denote the solution to (4.7) by \( (T, H) \) (resp. \( (T^c, H^c) \)), i.e.,
\[
T := T_{Q_u}, \quad T^c := T_{Q^c}, \quad H := H_{Q_u}, \quad H^c := H_{Q^c}.
\]
(4.8)

**Lemma 4.5.** Let \( K_Q \) be such that
\[
e^{ad T \cdot L_s}(Q) = D_Q + K_Q + \Lambda \otimes 1,
\]
(4.9)
where \((T, H)\) solves (4.7). Then \( K_Q \in \mathcal{K} \otimes \mathcal{P}_Q \).

**Proof.** Let us show, for \( X \in \hat{\mathfrak{g}} \otimes \mathcal{P} \), if \([\Lambda \otimes 1, X] \in \mathcal{K} \otimes \mathcal{P} \) then \( X \in \mathcal{K} \otimes \mathcal{P} \). Decompose \( X = Y + [\Lambda^2 \otimes 1, Z] \) with \( Y \in \mathcal{K} \otimes \mathcal{P} \). We have \([\Lambda \otimes 1, X] = [\Lambda \otimes 1, Y] + [\Lambda \otimes 1, [\Lambda^2 \otimes 1, Z]] \in \mathcal{K} \). Since \([\Lambda \otimes 1, Y] \in \mathcal{K} \otimes \mathcal{P} \) by the Jacobi identity, we deduce that \([\Lambda \otimes 1, [\Lambda^2 \otimes 1, Z]] = 0 \). Hence \([\Lambda^2 \otimes 1, Z] \in \ker \text{ad} \otimes \mathcal{P} \subset \mathcal{K} \otimes \mathcal{P} \). Therefore \([\Lambda^2 \otimes 1, Z] = 0 \).

Since \([D + K_Q + \Lambda \otimes 1, D + K_Q + \Lambda \otimes 1]/2 = D^2 + H_Q + \Lambda^2 \otimes 1 \), we have
\[
H_Q = K'_Q + [K_Q, K_Q]/2 + [\Lambda \otimes 1, K_Q].
\]
(4.10)

To see the lemma, let us use induction on the graded parts of \( K_Q \). The \( \hat{\mathfrak{g}} \otimes \mathcal{P}_Q \)-part of (4.10) is
\[
(H_Q)_t = (K_Q)_t + \sum_{t' < i} [(K_Q)_{-t'}, (K_Q)_{t+t'}]/2 + [\Lambda \otimes 1, (K_Q)_{t+t}].
\]
(4.11)

By Lemma 4.4, the LHS of (4.11) is in \( \mathcal{K} \otimes \mathcal{P}_Q \) for any \( t > -2i \). If \( t = -2i + 1 \), only the last term in the RHS of (4.11) is nontrivial, and we deduce from the first part of the proof that \((K_Q)_{-i+1} \in \mathcal{K} \otimes \mathcal{P}_Q \). If \((K_Q)_{t+t'} \in \mathcal{K} \otimes \mathcal{P}_Q \) for any \( t' < i \), it follows from (4.11) that \([\Lambda \otimes 1, (K_Q)_{t+t}] \in \mathcal{K} \otimes \mathcal{P}_Q \). This implies that \((K_Q)_{t+i} \in \mathcal{K} \otimes \mathcal{P}_Q \) and thus we proved that \( K_Q \in \mathcal{K} \otimes \mathcal{P}_Q \). □

Following (4.8) we write
\[
K := K_{Q_u}, \quad K^c := K_{Q^c}.
\]
(4.12)

**Lemma 4.6.** There exists an even element \( \tilde{T} \in \hat{\mathfrak{g}} \otimes \mathcal{P} \) such that
\[
e^{ad \tilde{T} \cdot L_s} = D + K^c + \Lambda \otimes 1.
\]
(4.13)

**Proof.** By Lemma 4.5, we have
\[
e^{ad T^c \cdot L_s} = D + K^c + \Lambda \otimes 1.
\]
(4.14)

Let \( N \) be the unique element in \((\mathfrak{n} \otimes \mathcal{P})_0 \) such that \( L_s = e^{adN} L^c \). We have
\[
e^{ad T^c \cdot L_s} = e^{ad T^c} e^{-ad N}(L_s) = D + K^c + \Lambda \otimes 1.
\]
Let \( \tilde{T} \in \hat{\mathfrak{g}} \otimes \mathcal{P} \) be such that \( e^{ad \tilde{T}} = e^{ad T^c} e^{-ad N} \). Such \( \tilde{T} \) exists since both \( T^c \) and \( N \) have positive gradings. The pair \( (\tilde{T}, K^c) \) satisfies
\[
e^{ad \tilde{T} \cdot L_s} = D + K^c + \Lambda \otimes 1,
\]
(4.15)
which concludes the proof. □
Remark 4.7. In Lemma 4.6, $\tilde{T}$ need not be in $I \otimes P$. However, $T^c$ in (4.15) is an element of $I \otimes W(g, n, m, f)$.

Lemma 4.8.

$$(K - K^c) \in \mathcal{K} \otimes \partial P + [\mathcal{K}, \mathcal{K}] \otimes P.$$ 

Proof. Let $U \in \hat{\mathfrak{g}} \otimes P$ be such that $e^{ad} U = e^{ad} T e^{-ad} \tilde{T}$. Such $U$ exists since both $T$ and $\tilde{T}$ have positive gradings. It follows from Lemma 4.5 and Lemma 4.6 that

$$e^{ad} U (D + K^c + \Lambda \otimes 1) = D + K + \Lambda \otimes 1.$$  \hspace{1cm} (4.16)$$

A similar argument as in the proof of Lemma 4.5 shows that $U \in K \otimes P$. Next we write

$$K - K^c = (e^{ad} U - 1)(D + K^c + \Lambda \otimes 1).$$  \hspace{1cm} (4.17)$$

Corollary 4.10. Let $C \in \mathcal{Z}$. We define

$$h_C = (K^c | C \otimes 1) \in W(g, n, m, f).$$  \hspace{1cm} (4.18)$$

Definition 4.9. Let $C \in \mathcal{Z}$. We define

$$h_C = (K^c | C \otimes 1) \in W(g, n, m, f).$$

Corollary 4.10. Let $C \in \mathcal{Z}$.

$$\int h_C = \int (K | C \otimes 1).$$

Proof. Immediate from Lemma 4.6 and Lemma 4.8, after using the invariance of the bilinear form $(|)$.

Proposition 4.11. Recall the definition (4.8) of $T^c$. Let $C \in \mathcal{Z}$. The linear and quadratic parts of $\int h_{zn^C}$ for $n \geq 0$ are given by

$$\int (Q_K^C | z^n C \otimes 1) + \frac{1}{2} \int (Q_T^C | [z^n C \otimes 1, T_l]).$$  \hspace{1cm} (4.19)$$

where $T_l$ denotes the linear part of $T^c$.

Proof. We denote by $K_l$ and $T_l$ (resp. $K_q$ and $T_q$) the linear (resp. quadratic) part of $K^c$ and $T^c$. The linear part of Eq. (4.9) where $Q = Q^c$ splits into two ways using (4.2):

$$Q_T^C = T_l' + [\Lambda \otimes 1, T_l],$$

$$Q_K^C = K_l.$$
We now move on to the quadratic part of $K$. It satisfies the equation

$$K_q = -T'_q - \frac{1}{2}[T_l, T'_q] - [\Lambda \otimes 1, T_q] + \frac{1}{2}[T_l, [T_l, \Lambda \otimes 1]] + [T_l, Q^c]$$

$$= -T'_q - [\Lambda \otimes 1, T_q] + \frac{1}{2}[T_l, Q^c_T + 2Q^e_c]$$

Since both $[\Lambda \otimes 1, T_q]$ and $[T_l, Q^c_c]$ are in $\mathcal{I}$, we get

$$(h_{z^n} C)_q = -(T_q | z^n C \otimes 1)' + \frac{1}{2}([T_l, Q^c_c] | z^n C \otimes 1), \quad n = 0, 1, 2, \ldots$$

by invariance of the bilinear form. Therefore for all, $n \geq 0$,

$$\int (h_{z^n} C)_q = \int \frac{1}{2} (Q^c_c | [z^n C \otimes 1, T_l]).$$

Definition 4.12. Let $C \in \mathcal{Z}$. We define the following element of $\hat{\mathfrak{g}} \otimes \mathcal{P}$

$$M_C = e^{-ad T} (C \otimes 1). \quad (4.20)$$

$M_C$ splits as the sum of its holomorphic and meromorphic parts

$$M^+_C = \sum_{n \geq 0} M^n_C z^n, \quad M^-_C = \sum_{n < 0} M^n_C z^n.$$

We denote by $(M^n_C)_{b-}$ the projection of $M^n_C \in \mathfrak{g} \otimes \mathcal{P}$ onto the space $b_- \otimes \mathcal{P}$ according to the decomposition

$$\mathfrak{g} \otimes \mathcal{P} = (b_- \otimes \mathcal{P}) \oplus (m \otimes \mathcal{P}).$$

It is clear from Lemma 4.6 that

$$[M_C, L_s] = 0 \text{ for all } C \in \mathcal{Z}. \quad (4.21)$$

In the next two lemmas, we relate $M_C$ to the variational derivative of $h_C$.

Lemma 4.13. Let $U, V \in \mathfrak{g} \otimes \mathcal{P}$ with $U$ even. For any $Q \in \mathcal{F}$, we have

$$\sum_{h \geq 0} [ad U^h(V), e^{ad T} (L_s(Q))] = \sum_{h,k \geq 0} \frac{1}{(h+k+1)!} ad U^h ad V ad U^k (L_s(Q)). \quad (4.22)$$

Proof. See Lemma 2.6 in [12]. \qed

Lemma 4.14. Let $C \in \mathcal{Z}$. Then

$$(M_C^0)_{b-} = \sum_{k \in I} q_k \otimes \frac{\delta h_C}{\delta q_k}.$$

Proof. We extend the definition of the variational derivative to \( g \otimes \mathcal{P} \) by letting

\[
\frac{\delta}{\delta q_k} (a \otimes u) := (-1)^{p(a)(k+1)} a \otimes \frac{\delta u}{\delta q_k}
\]

for \( a \otimes u \in g \otimes \mathcal{P} \).

By Lemma 4.5,

\[
\frac{\delta K}{\delta q_k} = \frac{\delta}{\delta q_k} (e^{adT} \mathcal{L}_s - D)
= \frac{\delta Q_k}{\delta q_k} + \sum_{m \geq 0} (-1)^{m(k+1) + \frac{m(m+1)}{2}} \sum_{t \geq 1} \frac{1}{t!} D^m \frac{\partial}{\partial q_k} (adT_t (\mathcal{L}_s))
\]

(4.23)

We have

\[
\frac{\delta}{\delta q_k} Q_u = q^k \otimes 1,
\]

(4.24)

and

\[
\frac{\partial}{\partial q_k^{(m)}} (adT_t (\mathcal{L}_s - D))
= \sum_{t' = 0}^{t-1} (adT_t) (adT_t)^{-1-t'} (Q_u + \Lambda \otimes 1) + \delta_{m,0} (adT_t) (q_k \otimes 1).
\]

(4.25)

By Lemma 2.12, we also have

\[
\frac{\partial}{\partial q_k^{(m)}} (adT_t (D)) = \sum_{t' = 0}^{t-2} (adT_t) (adT_t) (adT_t)^{-1-t'} (-T')
+ (adT_t)^{-1} \left( -\frac{\partial}{\partial q_k^{(m-1)}} + (-1)^{k+m} \left( \frac{\partial}{\partial q_k^{(m)}} T' \right) \right).
\]

(4.26)

where by definition \( \frac{\partial}{\partial q_k^{(-1)}} = 0 \).

After comparing (4.23), (4.24), (4.25) and (4.26) we deduce that

\[
\frac{\delta K}{\delta q_k} = e^{adT} (q^k \otimes 1) + \sum_{m \geq 0} (-1)^{m(k+1) + \frac{m(m+1)}{2}} D^m \left( \sum_{t \geq 1} \sum_{t' = 0}^{t-1} \frac{1}{t!} (adT_t) (adT_t) (adT_t)^{-1-t'} \mathcal{L}_s \right)
- \sum_{m \geq 1} \sum_{t \geq 1} (-1)^{m(k+1) + \frac{m(m+1)}{2}} D^m \left( (adT_t)^{-1} \left( \frac{\partial}{\partial q_k^{(m-1)}} T' \right) \right).
\]

(4.27)

Note that by Lemma 4.13,

\[
\sum_{t \geq 1} \sum_{t' = 0}^{t-1} \frac{1}{t!} (adT_t) (adT_t) (adT_t)^{-1-t'} \mathcal{L}_s
= \sum_{h \geq 1} \frac{1}{h!} \left[ (adT)^{-h-1} \left( \frac{\partial}{\partial q_k^{(m)}} \right), e^{adT} (\mathcal{L}_s) \right].
\]

Therefore (4.27) can be rewritten as

\[
\frac{\delta K}{\delta q_k} = e^{adT} (q^k \otimes 1) + \sum_{m \geq 0} (-1)^{m(i+1) + \frac{m(m+1)}{2}} D^m \left( \sum_{h \geq 1} \frac{1}{h!} \left[ (adT)^{-h-1} \left( \frac{\partial}{\partial q_k^{(m)}} \right), e^{adT} (\mathcal{L}_s) - D \right] \right).
\]

(4.28)
Since \([\langle e^{adT}L_s - D \rangle^{(l)} , C \otimes 1] = 0\) for any \(l \geq 0\) we get by invariance of the bilinear form

\[
\frac{\delta h_C}{\delta \bar{q}_k} = \langle e^{adT} (q^k \otimes 1) | C \otimes 1 \rangle = \langle q^k \otimes 1 | e^{ad-T} (C \otimes 1) \rangle = \langle q^k \otimes 1 | M_C \rangle
\]

(4.29)

which concludes the proof. \(\square\)

We will abuse notations using the following definition and use \(d/dt_C\) to denote both the derivation \(\{ \int h_C X \bullet \}_{1,2}^{|x = 0|}\) of \(\mathcal{P}(\bar{g})\) and its extension to \(g \otimes \mathcal{P}(\bar{g})\), for any \(C \in \mathcal{Z}\).

**Definition 4.15.** Let \(d\) be a derivation of \(\mathcal{P}(\bar{g})\). We extend \(d\) to a map \(\hat{d}\) from \(g \otimes \mathcal{P}(\bar{g})\) to itself by letting, for all \(t \in \tilde{I}\) and \(p_i \in \mathcal{P}(\bar{g})\)

\[
\hat{d}(q^i \otimes p_i) = (-1)^{t^p(d)} q^i \otimes d(p_i).
\]

(4.30)

d is a derivation of the Lie superalgebra \(g \otimes \mathcal{P}(\bar{g})\). Moreover it is clear that, for any two derivations \(d_1, d_2\) of \(\mathcal{P}(\bar{g})\), we have \([d_1, d_2] = [\hat{d}_1, \hat{d}_2]\).

**Lemma 4.16.** Let \(C \in \mathcal{Z}\). The derivation \(d/dt_C\) has parity \(p(C)\) and

\[
\frac{dL_s}{dt_C} = -[M_C^+, L_s].
\]

(4.31)

**Proof.** We know that \([M_C, L_s] = 0\), hence \([M_C^+, L_s] = -[M_C^-, L_s]\) does not depend on \(z\). More precisely we have

\[
[M_C^+, L_s] = -[M_C^{-1}, s \otimes 1].
\]

(4.32)

By Lemma 4.14,

\[
[M_C^{-1}, s \otimes 1] = [(M_C^{-1})_{b_-}, s \otimes 1] = [(M_{zC}^0)_{b_-}, s \otimes 1] = [\sum_{t \in I} q_t \otimes \frac{\delta h_C}{\delta q_t}, s \otimes 1]
\]

where we used that \(s \in \ker \mathrm{ad} \, n \supset \mathfrak{m}\). Hence, by invariance of the bilinear form, we have for all \(t' \in \tilde{I}\)

\[
([M_C^{-1}, s \otimes 1]|q_{t'} \otimes 1) = (-1)^{p(C)+1} (s \otimes 1||\sum_{t \in I} q_t \otimes \frac{\delta h_C}{\delta q_t}, q_{t'} \otimes 1))
\]

\[
= (-1)^{p(C)+1} \sum_{t \in I} (-1)^{t + p(C)} t' (s||q_t, q_{t'}) \frac{\delta h_C}{\delta q_t}
\]

(4.33)

We used Eq. (2.27) to deduce the last equality in (4.33). Note that for \(t' \in \tilde{I}\setminus I\), this quantity is 0 since \(\{\bar{\mathcal{P}(\bar{g})}\}_{2} = 0\). It follows from (4.33) that

\[
[M_C^{-1}, s \otimes 1] = \sum_{t \in I} (-1)^{t^p(C)} q_{t'} \otimes \{ \int h_{zC} X \bar{q}_{t'} \}_{1,2}^{|x = 0|},
\]

(4.34)

which concludes the proof. \(\square\)
Theorem 4.17. The super Hamiltonian equations

\[ \frac{d\tilde{q}_t}{dt} = \{ h_C \chi \tilde{q}_t \}_{\chi=0}, \; \; t \in \tilde{I} \tag{4.35} \]

associated with elements \( C \in \mathbb{Z} \) are pairwise compatible. In other words, the derivations \( d/dtC_1 \) and \( d/dtC_2 \) of \( \mathcal{P}(\tilde{g}) \) supercommute for all \( C_1, C_2 \in \mathbb{Z} \). For all \( C \in \mathbb{Z} \), \( \int h_C \) is an integral of motion of each of these equations.

Proof. We are going to prove that for any \( C_1, C_2 \in \mathbb{Z} \), \( d/dtC_1 \) and \( d/dtC_2 \) supercommute as derivations of \( g \otimes \mathcal{P}(g) \). By Definition 4.30, it implies that \( d/dtC_1 \) and \( d/dtC_2 \) supercommute as derivations of \( \mathcal{P}(g) \) which in turn implies that \( \int h_{C_1} \) and \( \int h_{C_2} \) are in involution for the second reduced bracket by Lemma 2.10 and Lemma 4.16.

In the rest of the proof we follow the lines of Lemma 1.6 in [17]. Let \( A_1 = -Mz^{-1}C_1 \) and \( A_2 = -Mz^{-1}C_2 \). We have

\[ \frac{d\mathcal{L}_s}{dtC_1} = [A_1^+, \mathcal{L}_s], \; \; \frac{d\mathcal{L}_s}{dtC_2} = [A_2^+, \mathcal{L}_s]. \tag{4.36} \]

Recall that \( \mathcal{L}_s = e^{-adT}(D + K + \Lambda \otimes 1) \). It follows that

\[ \frac{dK}{dtC_i} = [\tilde{A}_i, D + K + \Lambda \otimes 1], \; \; i = 1, 2, \tag{4.37} \]

where \( \tilde{A}_i = e^{adT} A_i^+ + \frac{dT}{dtC_i} + \frac{1}{2}\{ T, \frac{dT}{dtC_i} \} + \frac{1}{6}\{ T, [T, \frac{dT}{dtC_i}] \} + \cdots \). By the same argument as in the proof of Lemma 4.5, we deduce that \( \tilde{A}_i \in \mathcal{K} \otimes \mathcal{P} \). We have

\[ 0 = \frac{d}{dtC_i}(C_j \otimes 1) = [\tilde{A}_i, C_j \otimes 1], \; \; i, j = 1, 2, \tag{4.38} \]

therefore

\[ \frac{dA_j}{dtC_i} = [A_i^+, A_j], \; \; i, j = 1, 2. \tag{4.39} \]

From here, and using \( [A_i, A_j] = 0 \), it is straightforward to check that

\[ [d/dtC_1, d/dtC_2](\mathcal{L}_s) = 0. \tag{4.40} \]

4.3. Integrable super bi-Hamiltonian equations on \( \mathcal{W}(g, n, m, f) \). In the remaining part of this section we will see how the Eq. (4.35), after being reduced to the generalized \( W \)-algebra \( \mathcal{W}(g, n, m, f) \), give rise to bi-Hamiltonian systems for the two compatible SUSY PVA structures (3.3) and (3.4).

Lemma 4.18. Let \( C \in \mathbb{Z} \). For all \( \phi \in \mathcal{W}(g, n, m, f) \), we have

\[ \int \left( M_C^+ [\mathcal{L}_s, \sum_{t \in \tilde{I}} q_t \otimes \frac{\delta \phi}{\delta q_t}] \right) = -\int \{ h_C \chi \phi \}^\mathcal{W}_{\chi=0}. \tag{4.41} \]
Proof. By Proposition 3.18, we can see that
\[
\int \left( \sum_{t \in I} q_t \otimes \frac{\delta h}{\delta q_t} \right) \left( [L_s, \sum_{t' \in I} q_{t'} \otimes \frac{\delta \phi}{\delta q_{t'}}] \right) = - \int \{ h C \chi \phi \}_1^{\mathcal{W}} |_{\chi = 0}.
\]
Hence we need to show that
\[
\int \left( \mathcal{M}_C^0 \right) \left( [L_s, \sum_{t \in I} q_t \otimes \frac{\delta \phi}{\delta q_t}] \right) = \int \left( \sum_{t \in I} q_t \otimes \frac{\delta h}{\delta q_t} \right) \left( [L_s, \sum_{t' \in I} q_{t'} \otimes \frac{\delta \phi}{\delta q_{t'}}] \right).
\] (4.42)

By Lemma 4.14, it is enough to check that
\[
((\mathcal{M}_C)_n | [L_s, \sum_{t \in I} q_t \otimes \frac{\delta \phi}{\delta q_t}]) = 0.
\] (4.43)

It is clear by definition of the bilinear form that
\[
(n \otimes r [L_s, \sum_{t \in I} q_t \otimes \frac{\delta \phi}{\delta q_t}]) = (-1)^{p(r)p(\phi)} (n \otimes 1 [L_s, \sum_{t \in I} q_t \otimes \frac{\delta \phi}{\delta q_t}]) r
\] (4.44)
for all \( n \otimes r \in \mathcal{N} \otimes \mathcal{P} \). For all \( n \in \mathcal{N} \), since \( \{ \bar{\mathcal{N}}_X \phi \}_1 \in \mathcal{I}_{f,m} | \chi \},
\[
(n \otimes 1 [D + \sum_{t \in I} q_t \otimes \bar{q}_t, \sum_{t' \in I} q_{t'} \otimes \frac{\delta \phi}{\delta q_{t'}}])
\]
\[
= \sum_{t' \in I} (-1)^{p(n)p(t')} (|q_{t'}, n| + (q_{t'} | n) D) \frac{\delta \phi}{\delta q_{t'}}
\] (4.45)
\[
= (-1)^{p(n)p(\phi)+1} \{ \phi \chi \bar{n} \}_1 |_{\chi = 0} \in \mathcal{I}_{f,m} | \chi \}.
\]

To obtain the last equality of (4.45), we used (2.28).
After replacing \( \bar{q}_t \) with \( (f | q_t) \) for \( t \in \bar{T} \setminus I \), we deduce that
\[
(n \otimes 1 [L_s, \sum_{t \in I} q_t \otimes \frac{\delta \phi}{\delta q_t}]) \in \mathcal{I}_{f,m} \cap \mathcal{P} = [0].
\] (4.46)

Equation (4.43) follows from (4.44) and (4.46).

**Lemma 4.19.** Let \( C \in \mathcal{Z} \). For all \( \phi \in \mathcal{W}(g, n, m, f) \), we have
\[
\int (\mathcal{M}_C^- | [L_s, \sum_{t \in I} q_t \otimes \frac{\delta \phi}{\delta q_t}]) = \int \{ h z C \chi \phi \}_2^{\mathcal{W}} |_{\chi = 0}.
\]

**Proof.** Let \( \phi \in \mathcal{W}(g, n, m, f) \). We know by Proposition 3.16 that
\[
\int (\sum_{t \in I} q_t \otimes \frac{\delta h}{\delta q_t} | [s \otimes 1, \sum_{t' \in I} q_{t'} \otimes \frac{\delta \phi}{\delta q_{t'}}]) = \int \{ h z C \chi \phi \}_2^{\mathcal{W}} |_{\chi = 0}.
\]
(4.48)

Moreover, since \( (m \otimes r | [s \otimes 1, \sum_{t \in I} q_t \otimes \frac{\delta \phi}{\delta q_t}]) = 0 \) for any \( m \in m \subset n \) and \( r \in \mathcal{P} \), we have
\[
(\mathcal{M}_C^- | [s \otimes 1, \sum_{t \in I} q_t \otimes \frac{\delta \phi}{\delta q_t}]) = ((\mathcal{M}_C^-)_b_- | [s \otimes 1, \sum_{t \in I} q_t \otimes \frac{\delta \phi}{\delta q_t}]).
\] (4.49)

Finally, from Lemma 4.14 we get that
\[
((\mathcal{M}_C^-)_b_-) = (\mathcal{M}_C^0)_b_- = \sum_{t \in I} q_t \otimes \frac{\delta h}{\delta q_t}.
\]
(4.50)

The result follows from Eqs. (4.48), (4.49) and (4.50).
Recall that $g = \bigoplus_{i \in \mathbb{Z}} g_i$ is a $\mathbb{Z}$-graded Lie superalgebra and that $f \in g_{-i}$, $s \in g_j$ for some integers $i$ and $j$. We extend this gradation to $\mathcal{P}(\hat{g})$ and $g \otimes P$ by letting
\[ \text{gr}(a) = -i + j_a \text{ for } a \in g_{j_a} \] (4.51)
We extend this gradation further to $\mathbb{C}[D] \times (\hat{g} \otimes P)$ by letting gr$(D) = -i$. In particular we have
\[ \text{gr}(L_s) = \text{gr}(L^c) = -i. \] (4.52)
Indeed, one can directly see that $L_s$ has degree $-i$ and the grading of $L^c$ can be checked by showing that gr$(e^{adN}) = 0$ in the proof of Lemma 3.7. We have
\[ \text{gr}\{\phi_\chi \psi\}_1 = \text{gr}(\phi) + \text{gr}(\psi) + i, \]
\[ \text{gr}\{\phi_\chi \psi\}_2 = \text{gr}(\phi) + \text{gr}(\psi) + 2i + j, \] (4.53)
where $\{\chi\}_i$ $(i = 1, 2)$ are the $\chi$-brackets on $\mathcal{P}(\hat{g})$ or their reductions to $\mathcal{W}(g, n, m, f)$ and gr$(\chi) = -i$. Note that, in Lemma 4.6, we have
\[ \text{gr}(e^{ad\hat{T}}) = 0 \text{ and gr}(K^c) = -i \] (4.54)
and, since $h_C = (K^C|C \otimes 1)$, if gr$(C) = 0$ then
\[ \text{gr}(h_C) = \text{gr}(K^C|C \otimes 1) = t = i. \] (4.55)

For any $C \in Z$, we denote by $d/d\tau_C$ the derivation $\{ \int h_C \chi \}_{\chi=0}$ of $\mathcal{P}(\hat{g})$ and its extension to $g \otimes P(\hat{g})$.

**Theorem 4.20.** The super Hamiltonian equations
\[ \frac{dw_t}{d\tau_C} = \{ \int h_C \chi w_t \}_{\chi=0}, \quad t \in J \] (4.56)
associated to elements $C \in \mathbb{Z}$ are pairwise compatible. In particular, the Hamiltonians $(\int h_D)_{D \in \mathbb{Z}}$ are integrals of motion for each of these equations. Moreover for all $C \in \mathbb{Z}$ there exists $\alpha_C, \beta_C \in \mathbb{C}$ such that
\[ d/d\tau_C = d/d\tau_{C} + \alpha_C D + \beta_C D^2. \]
For a homogeneous $C$ of degree $k$, $\alpha_C = 0$ if $k \neq -i$ or $p(C) = 0$ and $\beta_C = 0$ if $k \neq -2i$ or $p(C) = 1$.

**Proof.** Since $M_C$ commutes with $L_s$, it follows immediately from Lemma 4.18, Lemma 4.19 and from the invariance of the bilinear form that
\[ \{ \int h_C, \int \phi \}_{\chi=0}^{\mathcal{W}} = \{ \int h_C, \int \phi \}_{\chi=0}^{\mathcal{W}} \text{ for all } \phi \in \mathcal{W}(g, n, m, f). \] (4.57)
By Theorem 4.17 one deduces that
\[ \{ \int h_{C_1}, \int h_{C_2} \}_{\chi=0}^{\mathcal{W}} = 0, \quad \text{for all } C_1, C_2 \in \mathbb{Z}. \] (4.58)
Hence by Lemma 2.10 we have $[d/d\tau_{C_1}, d/d\tau_{C_2}] = 0$ for all $C_1, C_2 \in \mathbb{Z}$. Moreover, by Corollary 2.22, for any $C \in \mathbb{Z}$ there exist two constants $\alpha_C, \beta_C \in \mathbb{C}$ such that
\[ d/d\tau_C = d/d\tau_{C} + \alpha_C D + \beta_C D^2. \] (4.59)
As for the final statement of the Theorem it follows from the following: for an homogeneous $C \in \mathbb{Z}$ of degree $k$, the derivation $d/d\tau_C$ has parity $p(C)$ and degree $k$, while the derivation $d/d\tau_C$ has parity $p(C)$ and degree $k + \text{gr}(z^{-1}) = k + i + j$. Recall that the odd derivation $D$ has degree $-i$. □
5. Example: \( \mathfrak{g} \mathcal{D} \text{osp}(2|2) \)

Let \( \mathfrak{g} \) be the Lie superalgebra \( \text{osp}(2|2) \). Recall that it is 4 + 4 dimensional, with the even space spanned by the elements \( f_3, h_1, h_2, e_3 \), and the odd space spanned by the elements \( e_1, e_2, f_1, f_2 \). The relations between these elements are given by

\[
[e_1, e_2] = e_3, \quad [f_1, f_2] = f_3, \quad [h_2, e_1] = 2e_1, \quad [h_1, e_2] = 2e_2, \\
[h_1, f_2] = -2f_2, \quad [h_2, f_1] = -2f_1, \quad [e_1, f_1] = h_1, \quad [e_2, f_2] = h_2.
\]

The Lie superalgebra \( \mathfrak{g} \) can be represented as a sub Lie superalgebra of \( \mathfrak{sl}(2|2) \) with

\[
e_1 = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \quad e_2 = \begin{pmatrix} 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}
\]

\[
f_1 = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 \\ -1 & 0 & 0 & 0 \end{pmatrix}, \quad f_2 = \begin{pmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \end{pmatrix}
\]

The only non-trivial pairings via the super Killing form \( (\|) \) are given by

\[
(e_1|f_1) = -2, \quad (e_2|f_2) = -2, \quad (e_3|f_3) = 4, \quad (h_1|h_2) = -4.
\]

Let us consider the following grading on \( \mathfrak{g} \):

\[
\mathfrak{g}_1 = \text{Span}_\mathbb{C}\{e_2, e_3\}, \quad \mathfrak{g}_0 = \text{Span}_\mathbb{C}\{f_1, h_1, h_2, e_1\}, \quad \mathfrak{g}_{-1} = \text{Span}_\mathbb{C}\{f_2, f_3\} \quad (5.1)
\]

and let

\[
m = n = \mathfrak{g}_1, \quad b = \mathfrak{g}_1 \oplus \mathfrak{g}_0, \quad b_- = \mathfrak{g}_{-1} \oplus \mathfrak{g}_0, \quad f = f_2, \quad s = e_2. \quad (5.2)
\]

Using the notations in the previous sections, we can check that the assumptions (A-1), \( \cdots \), (A-5) hold.

5.1. SUSY PVA structures on \( \mathcal{W}(\mathfrak{g}, n, m, f) \). Let us find the generators of \( \mathcal{W}(\mathfrak{g}, n, m, f) \). Recall that

\[
\mathcal{P} = S(\mathbb{C}[D] \otimes \mathfrak{b}_-),
\]

where \( \mathfrak{b}_- \) is spanned by the even elements \( \tilde{f}_2, \tilde{f}_1, \tilde{e}_1 \) and the odd elements \( \tilde{h}_1, \tilde{h}_2, \tilde{f}_3 \).

The universal Lax operator associated to the given data is

\[
\mathcal{L}_u = D + \mathcal{Q}_u + f_2 \otimes 1,
\]

where

\[
\mathcal{Q}_u = e_3 \otimes \tilde{f}_3 - e_2 \otimes \tilde{f}_2 - e_1 \otimes \tilde{f}_1 - h_1 \otimes \tilde{h}_2 - h_2 \otimes \tilde{h}_1 + f_1 \otimes \tilde{e}_1.
\]

Let us take the subspace \( V = \text{Span}_\mathbb{C}\{f_1, h_1, e_2, e_3\} \subset \mathfrak{g} \). Then \( b = [f_2, n] \oplus V \).

Hence, by Lemma 3.7, there exists a unique \( N \in (n \otimes \mathcal{P})_0 \) such that

\[
e^{adN} \mathcal{L}_u = D + \mathcal{Q}^e + f \otimes 1 := \mathcal{L}^e,
\]
where $Q^c$ has the form $e_3 \otimes w_4 + e_2 \otimes w_3 + h_1 \otimes w_2 + f_1 \otimes w_1$. A direct computation gives

$$N = -e_2 \otimes \frac{\hat{h}}{4} - e_3 \otimes \frac{\hat{f}}{4},$$

$$w_1 = \frac{\hat{e}_1}{2}, \quad w_2 = -\frac{\hat{h}_2}{4}, \quad w_3 = -\frac{\hat{f}_2}{2} - \frac{\hat{h}_1}{4} + \hat{e}_1 \hat{f}_1 - \frac{\hat{h}_1 \hat{h}_2}{8}, \quad w_4 = \frac{\hat{f}_3}{4} + \frac{\hat{f}_1}{4} - \frac{\hat{f}_1 (\hat{h}_1 + \hat{h}_2)}{8}.$$  

By Theorem 3.14, the generalized $W$-algebra associated to $g, f, m$ and $n$ is

$$W(g, n, m, f) = S(C[D] \otimes Span_C\{w_1, w_2, w_3, w_4\}) \subset P.$$  

By Proposition 3.3, $W(g, n, m, f)$ admits two compatible SUSY PVA structures, induced from the compatible affine SUSY PVA structures on $S(C[D] \otimes \hat{g})$. We give the $\chi$-brackets between the generators $w_i$ for the first structure:

$$\{w_1, w_2\} = -\frac{1}{2} w_1, \quad \{w_1, w_3\} = \frac{1}{2} w_1, \quad \{w_1, w_4\} = -\frac{1}{2} w_3 + \frac{1}{4} w_2 - \frac{1}{4} \chi^2.$$

$$\{w_2, w_3\} = \frac{1}{2} \chi w_2 + \frac{1}{4} \chi^2, \quad \{w_2, w_4\} = \frac{1}{2} w_4, \quad \{w_3, w_4\} = -\frac{1}{2} w_4 - 2 w_2 w_4,$$

$$\{w_3, w_1\} = -\frac{1}{2} w_3 + 2 w_1 w_4 - 2 w_2 w_3, \quad \{w_1, w_3\} = \{w_2, w_2\} = \{w_4, w_4\} = 0.$$  

As for the second SUSY PVA structure, it is defined by the two $\chi$-brackets

$$\{w_1, w_4\} = \frac{1}{2}, \quad \{w_3, w_3\} = 2 w_2,$$

and all other $\chi$-brackets on pairs of generators are trivial.

5.2. Super bi-Hamiltonian system associated to $W(g, n, m, f)$.

Since $\Lambda^2 = zh_2$ is a semisimple element in $\hat{g}$, we have $\hat{g} = \ker ad \Lambda^2 \oplus \text{im ad} \Lambda^2$. By a direct computation, we get

- $K := \ker ad \Lambda^2 = C((z^{-1})) \otimes \text{Span}_C\{f_2, h_1, h_2, e_2\}$,
- $I := \text{im ad} \Lambda^2 = C((z^{-1})) \otimes \text{Span}_C\{f_3, f_1, e_1, e_3\}$,
- $Z(K) = C((z^{-1})) \otimes \text{Span}_C\{h_2\}.$

Let $(T^c, H^c) \in (I \otimes W(g, n, m, f)) \times (K \otimes W(g, n, m, f))$ as in Lemma 4.6 be such that

$$e^{ad T^c} \mathcal{L}^c = D + K^c + \Lambda \otimes 1.$$  

**Theorem 5.1.** For all $n \geq 0$, let

$$\int \rho_n = \int (K^c|z^n h_2 \otimes 1).$$  

The super hamiltonian equations

$$\frac{dw_t}{dt_n} = \int \rho_n \chi w_t|\chi=0, \quad t = 1, 2, 3, 4$$  

(5.5)
are pairwise compatible. Moreover, the hamiltonians \( \int \rho_k \), \( k \geq 0 \) are integrals of motion for each of these equations, and linearly independent over \( \mathbb{C} \). Finally, for all \( n \geq 0 \), the \( n \)th system of equation in the hierarchy can be rewritten using the second bracket:

\[
\frac{dw_t}{dt_n} = \{ \int \rho_{n+1}w_1 \}w_2|_{x=0}, \quad t = 1, 2, 3, 4. \tag{5.6}
\]

**Proof.** By Theorem 4.20, the Eqs. (5.5) are pairwise compatible super Hamiltonian system with integrals of motion \( \int \rho_k \), \( k \geq 0 \).

Let us show that \( \int \rho_n \) are linearly independent hamiltonians using Proposition 4.11. In order to compute the linear part of \( T^c \), it is easier to use the equation

\[
e^{ad T^c} [L^c, L^c]/2 = D^2 + H^c + \Lambda^2 \otimes 1. \tag{5.7}
\]

which can be found in Lemma 4.4. We have

\[ [L^c, L^c]/2 = D^2 + \mathcal{U} + \Lambda^2 \otimes 1 \]

with \( \mathcal{U} \) breaking into three homogeneous parts

\[
\mathcal{U}_1 = e_3 \otimes [w'_4 + 2w_2w_4] + e_2 \otimes [-w'_3 + 2w_1w_4 - 2w_2w_3],
\]

\[
\mathcal{U}_0 = 2e_1 \otimes w_4 + h_1 \otimes w'_2 + h_2 \otimes w_3 - f_1 \otimes w'_1,
\]

\[
\mathcal{U}_{-1} = -2ze_2 \otimes w_2 + 2f_2 \otimes w_2 + f_3 \otimes w_1.
\]

Hence the linear part of \( \mathcal{U} \) is

\[
(\mathcal{U}T)_1 = e_3 \otimes w'_4 + 2e_1 \otimes w_4 - f_1 \otimes w'_1 + f_3 \otimes w_1.
\]

The linear component of Eq. (5.7) projected on \( \mathcal{T} \) reads

\[
T''_1 + [zh_2 \otimes 1, T_1] = (\mathcal{U}T)_1.
\]

In terms of coordinates, \( T_1 = e_3 \otimes A + e_1 \otimes B + f_1 \otimes C + f_3 \otimes D \) with even elements \( A, D \) and odd elements \( B, C \). This equation is equivalent to the four ODEs

\[
A'' + 2zA = w'_4, \quad C'' - 2zC = -w'_1,
\]

\[
B'' + 2zB = 2w_4, \quad D'' - 2zD = w_1.
\]

We solve these equations for \( B \) and \( D \):

\[
B = 2 \sum_{k \geq 1} (-1)^{k-1} \frac{w_4^{(2k-2)}}{(2z)^k}, \quad D = -\sum_{k \geq 1} \frac{w_4^{(2k-2)}}{(2z)^k}.
\]

By Proposition 4.11, the quadratic part of \( \int \rho_n \) is given by the expression

\[
\int (\rho_n)_{quad} = \frac{1}{2} \int (e_3 \otimes w_4 + f_1 \otimes w_1)[z^n(2e_3 \otimes A + 2e_1 \otimes B - 2f_1 \otimes C - 2f_3 \otimes D))
\]

\[
= \int -4w_4D - 2w_1B
\]

\[
= 4 \int \frac{w_4w_1^{2n-2}}{2^n} + (-1)^{n-1} \frac{w_1w_4^{2n-2}}{2^n}
\]

\[
= 2^{3-n} \int w_1^{(2n-2)}w_4.
\]
In order to see that (5.6) is the same hierarchy as (5.5), we need to show that \((\alpha_z h_2)_k \geq 0\) and \((\beta_z h_2)_k \geq 0\) appearing in Theorem 4.20 vanish. One can check directly that all the constants \((\alpha_z h_2)_k \geq 0\) are zero since \(z_n h_2\) are even. Moreover, we know that \(\beta_z h_2 = 0\) for all \(k \neq 1\) since \(\text{gr}(z_n h_2) = -2n\) and \(f \in g_{-1}\). Finally, one can prove that \(\beta_z h_2 = 0\) by direct computations. More precisely, using (5.4), we find

\[
\int \rho_1 = 4 \int w_1 w_4, \quad \int \rho_2 = \int 2w''_1 w_4 - 4(w_1 w_2)' w_4 - 4w_1 w_3 w_4
\]

and see that

\[
\{ \int \rho_1^x w_3 \}_1 = \{ \int \rho_2^x w_3 \}_2 = -8w_1 w_2 w_4. \tag{5.8}
\]

Then (5.8) implies that \(\beta_z h_2 = 0\). \(\square\)

**Proposition 5.2.** The first two equations in the hierarchy (5.5) are given by

\[
\begin{align*}
\frac{dw_1}{dt_0} &= 2w_1, & \frac{dw_2}{dt_0} &= 0, & \frac{dw_3}{dt_0} &= 0, & \frac{dw_4}{dt_0} &= -2w_4, \tag{5.9}
\end{align*}
\]

and

\[
\begin{align*}
\frac{dw_1}{dt_1} &= w''_1 - 2(w_1 w_2)' - 2w_1 w_3, & \frac{dw_2}{dt_1} &= 0, \\
\frac{dw_3}{dt_1} &= -8w_1 w_2 w_4, & \frac{dw_4}{dt_1} &= w''_4 + 2w_2 w'_4 + 2w_3 w_4. \tag{5.10}
\end{align*}
\]

The three first integrals of motion of the hierarchy (5.5) are

\[
\int \rho_0 = -\int 4w_2, \quad \int \rho_1 = 4 \int w_1 w_4, \quad \int \rho_2 = \int 2w''_1 w_4 - 4(w_1 w_2)' w_4 - 4w_1 w_3 w_4,
\]

**Proof.** Direct computation. \(\square\)
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