Abstract

We compute the spectra of the Laplace-Beltrami operator, the connection Laplacian on 1-forms and the Einstein operator on symmetric 2-tensors on the sine-cone over a positive Einstein manifold $(M, g)$. We conclude under which conditions on $(M, g)$, the sine-cone is dynamically stable under the singular Ricci-de Turck flow and rigid as a singular Einstein manifold.

1 Introduction and main results

A Riemannian manifold $(M, g)$ is called Einstein, if $\text{Ric}_g = \lambda \cdot g$ for some $\lambda \in \mathbb{R}$. Einstein manifolds play an important role in Riemannian geometry as well as in theoretical physics, especially if they are of special holonomy (e.g. Calabi-Yau). The following two questions concerning rigidity and stability are central in the study of an Einstein manifold $(M, g)$:

- Can $g$ be deformed to another Einstein manifold which is not isometric or homothetic to $g$?
- Is $(M, g)$ dynamically stable under the Ricci flow as a stationary point on the space of metrics modulo homotheties?

Both questions were treated extensively in the past on closed manifolds, see [Krö16] for an overview by the author with an exhaustive list of references. Some more recent work has been done on noncompact manifolds e.g. in negatively curved situations by Bamler [Bam14, Bam15] and in the ALE setting [DK21, KP20] by the author in joint work with Deruelle and Lindblad Petersen, respectively. Both questions become much more delicate in the noncompact setting, as they also depend in a subtle way on the falloff behaviour at infinity of perturbations of the metric $g$. In the singular setting, these properties were studied only very recently in a paper by Boris Vertman and the author [KV21], where compact Ricci-flat conifolds were considered.

As it appears in the linearization of the Einstein condition, an elliptic operator called the Einstein operator plays an important role in studying these questions. In particular, the properties of its spectrum may give an immediate answer to both questions, at least in some geometric situations. However, this operator is hard to investigate due to the complicated structure of the bundle on which it is acting. In particular, its spectrum is only known explicitly for very few examples and even achieving good eigenvalue bounds is a very hard problem.

In this paper, we compute the spectrum of the Einstein operator on the sine-cone $(\tilde{M}, \tilde{g})$ over a closed manifold $(M, g)$ in terms of the respective data on $(M, g)$. This class of singular manifolds is interesting in this context for various reasons. Most importantly, sine-cones appear as limits of smooth Einstein spaces. The sine-cone over $S^n \times S^m$ is a Gromov-Hausdorff limit of smooth Einstein metrics on $S^{n+1} \times S^n$ [Böh98] if $n + m \leq 9$. These are exactly the dimensions in which its Einstein operator is unbounded below. This suggests a deep general relation between the existence of smooth resolutions of Einsteinian sine-cones and spectral bounds on the Einstein operator.
Sine-cones are also of great importance in theoretical physics \cite{BILPS14,GLNP11}. Moreover, we get many more examples of Einstein spaces on which spectra and eigensections are explicitly known. In fact, it seems to the best of our knowledge that this is the first paper, in which spectra of singular manifolds are computed explicitly.

### 1.1 Spectra of geometric operators

The sine-cone of a Riemannian manifold $(M, g)$ is given by

$$\left(\overline{M}, \overline{g}\right) = ((0, \pi) \times M, d\theta^2 + \sin(\theta)^2 g). \quad (1.1)$$

It is one of the simplest examples of a Riemannian manifold with isolated conical singularities. On a sine-cone, we want to determine the spectrum of the following elliptic operators:

- The Laplace-Beltrami operator $\Delta := \Delta_0 := -\text{tr} \nabla^2 : C^\infty(M) \to C^\infty(M)$, defined with the sign convention such that $\Delta f = -\text{tr} \nabla^2 f = -g^{ij} \nabla_i f$.

- The connection Laplacian $\Delta_1 = -\text{tr} \nabla^2 : C^\infty(T^* M) \to C^\infty(T^* M)$ on 1-forms.

- The Einstein operator $\Delta_E = -\text{tr} \nabla^2 - 2\hat{R} : C^\infty(S^2 M) \to C^\infty(S^2 M)$ on symmetric 2-tensors. Here, $Rh_{ij} = g^{km}g^{ln}R_{iklj}h_{mn}$, with $R_{iklj} = g(R_{\hat{\partial}_i \hat{\partial}_k \hat{\partial}_l \hat{\partial}_j}) = g(\nabla^2 \hat{\partial}_i \hat{\partial}_k \hat{\partial}_l \hat{\partial}_j - \nabla^2 \hat{\partial}_i \hat{\partial}_l \hat{\partial}_k \hat{\partial}_j)$.

Note that the Einstein operator is closely related to the Lichnerowicz Laplacian, which is given by

$$\Delta_L h := -\text{tr} \nabla^2 h + \text{Ric} \circ h + h \circ \text{Ric} - 2\hat{R}.$$

In particular, they coincide on Ricci-flat manifolds and differ only by an explicit constant on Einstein manifolds.

Spectral properties of self-adjoint Laplace-type operators on compact manifolds with isolated conical singularities are by now well understood. In particular, if such an operator is bounded below, it admits a discrete spectrum and its normalized eigenvectors form an orthonormal basis of $L^2$. This follows from arguments as in the smooth case, using mapping properties of the resolvent and compact embedding properties of Sobolev spaces. For more background on the spectral theory of singular spaces, see e.g. \cite{Che83,BS87} and references therein.

From now on, we denote the spectrum of a differential operator $P$ by $\text{spec}(P)$ and its positive part by $\text{spec}_+(P) = \text{spec}(P) \cap (0, \infty)$. If $\lambda$ is an eigenvalue of the operator $P$, we denote the corresponding eigenspace by $E(P, \lambda)$.

**Theorem 1.1.** Let $(M^n, g)$, $n \geq 3$ be a positive Einstein manifold, scaled such that $\text{Ric} = (n - 1) \cdot g$. Given $\text{spec}(\Delta_0)$, $\text{spec}(\Delta_1)$ and $\text{spec}(\Delta_E)$ on $(M, g)$, we explicitly compute

(i) $\text{spec}(\Delta_0)$ as a function of $\text{spec}(\Delta_0)$,

(ii) $\text{spec}(\Delta_1)$ as a function of $\text{spec}(\Delta_1)$ and $\text{spec}(\Delta_0)$,

(iii) $\text{spec}(\Delta_E)$ as a function of $\text{spec}(\Delta_E)$, $\text{spec}(\Delta_1)$ and $\text{spec}(\Delta_0)$.

For more details, see Theorem \ref{thm:1.1}, Theorem \ref{thm:2.4} and Theorem \ref{thm:2.11} below, where the eigenvalues and their multiplicities are explicitly given. Our main interest lies in the spectrum of the Einstein operator. However, it contains the spectrum of the other two operators introduced above, which is why we have to compute the spectrum of all three of them. The method we develop to compute these spectra is based on the following idea: We define two auxiliary manifolds, which are given by

$$\left(\overline{M}, \overline{g}\right) = (\mathbb{R} \times M, dv^2 + v^2 g), \quad \left(\hat{M}, \hat{g}\right) = (\mathbb{R} \times \hat{M}, dz^2 + \hat{g}). \quad (1.2)$$
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It is now important to observe that by setting $r = \sin(\theta) \cdot s$ and $z = \cos(\theta) \cdot s$, we get an isometry

$$(\hat{M}, \hat{g}) \cong (\mathbb{R} \times \hat{M}, ds^2 + s^2 \hat{g}).$$

(1.3)

Thus, the two auxiliary manifolds are just the cones over $(M, g)$ and its sine-cone. Note that if $(M^n, g)$ is Einstein with $\text{Ric}_g = (n - 1)g$, then $\text{Ric}_\hat{g} = n \cdot \hat{g}$, while $(\hat{M}, \hat{g})$ and $(\hat{M}, \tilde{g})$ are both Ricci flat.

In the proof of the main theorem, we establish a correspondence between eigensections on $(M, g)$ and homogeneous harmonic sections on $(\hat{M}, \hat{g})$ as well as between eigensections on $(\hat{M}, \tilde{g})$ and homogeneous harmonic sections on $(\hat{M}, \tilde{g})$. The identification (1.3) allows us to also construct all homogeneous harmonic sections on $(\hat{M}, \tilde{g})$ from homogeneous harmonic sections on $(\hat{M}, \tilde{g})$, respectively.

In the case of functions, this correspondence will be carried out quite straightforwardly to determine the Laplace spectrum of $(\hat{M}, \tilde{g})$ in terms of the Laplace spectrum of $(M, g)$. For 1-forms and in particular for symmetric 2-tensors, the proof is much more involved. In those cases, the bundle splits into several parts where for each of these parts the above correspondence between eigensections and homogeneous harmonic sections looks different. Especially the correspondence of between homogeneous harmonic sections on $(\hat{M}, \tilde{g})$ and $(\hat{M}, \hat{g})$ is quite complicated and needs a large amount of tedious calculations.

This approach could also be used to compute the spectrum of other important geometric operators on singular spaces, e.g., the Hodge Laplacian on differential forms, the classical Dirac operator on spinors and twisted versions of it. This potentially leads to important applications in index theory and analytic torsion of singular spaces.

### 1.2 Stability of sine-cones

There are various notions of stability for an Einstein manifold. For the following definition, we introduce the spaces

$$g^\perp = \left\{ h \in C^\infty(S^2 M) \mid \int_M \text{tr} h \, dV = 0 \right\}, \quad TT = \left\{ h \in C^\infty(S^2 M) \mid \text{tr} h = 0, \delta h = 0 \right\} \subset g^\perp.$$

Here, $\text{tr}$ denotes the trace and $\delta$ denotes the divergence. Elements of $g^\perp$ are volume-preserving perturbations of $g$. Elements in $TT$ are called transverse traceless tensors or $TT$-tensors for short. Both spaces are invariant under $\Delta_E$, if $g$ is an Einstein metric. Recall that $\text{Ric}_g = (n - 1)g$ implies $\text{Ric}_{\tilde{g}} = 0$, where $\tilde{g}$ is the cone metric defined in (1.2). Via parallel transport along radial lines, we can identify the bundle restrictions $S^2 \hat{M}|_{(r) \times M}$ with each other. Therefore, we get a natural identification

$$C^\infty(S^2 \hat{M}) \cong C^\infty(\mathbb{R}_+ \times C^\infty(S^2 \hat{M}|_{(1) \times M})).$$

with respect to which the Einstein operator of $\tilde{g}$ is of the form

$$\Delta_E = -\partial^2_{rr} - n - \frac{1}{r^2} \partial_r + \frac{1}{r^2} \Box_E, \quad \Box_E : C^\infty(S^2 \hat{M}|_{(1) \times M}) \to C^\infty(S^2 \hat{M}|_{(1) \times M}).$$

The self-adjoint elliptic operator $\Box_E$ is called the tangential operator of the Einstein operator. There is also a bundle isomorphism

$$S^2 \hat{M}|_{(1) \times M} \cong (M \times \mathbb{R}) \oplus T^* M \oplus S^2 M,$$

$$h \mapsto ((\pi(h), h(dr, dr)), h(dr, \cdot)|_M, h(\cdot)|_{M \times M}),$$

where $M \times \mathbb{R}$ is the trivial line bundle and $\pi$ denotes the projection onto the base point. Therefore, $\Box_E$ can be entirely regarded as an operator on $M$, without having constructed $\hat{M}$. 
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Definition 1.2. We call an Einstein manifold \((M^n, g)\) with \(\text{Ric}_g = (n - 1)g\)

(i) Einstein-Hilbert stable, if \(\Delta_E|_{TT} \geq 0\) and strictly Einstein-Hilbert stable, if \(\Delta_E|_{TT} > 0\).

(ii) linearly stable, if \(\Delta_E|_{g^+ \cap g^-(\delta^{-1}(0))} \geq 0\) and strictly linearly stable, if \(\Delta_E|_{g^+ \cap g^-(\delta^{-1}(0))} > 0\).

(iii) tangentially stable, if \(\Box_E \geq 0\) and strictly tangentially stable, if \(\Box_E > 0\).

(iv) physically stable, if \(\Delta_E|_{TT} \geq -\frac{1}{4}(n - 1)^2\).

Remark 1.3. Let us give a brief motivation of these definitions:

(i) The notion of Einstein-Hilbert stability is coming from the variational theory of the Einstein-Hilbert functional. In fact, the second variation of the Einstein-Hilbert functional \(S\) restricted to \(TT\)-tensors is given by

\[
\frac{d^2}{dt^2}|_{t=0} S(g + th) = -\frac{1}{2} \int_M \langle \Delta_E h, h \rangle dV,
\]

see [Bes08, Theorem 4.60]. From now on, we will abbreviate this notion by (strict) EH-stability for convenience.

(ii) The notion of linear stability comes from the variational theory of Perelman’s shrinker entropy \(\nu^-\) and is more convenient in the context of Ricci flow. The second variation of \(\nu^-\) restricted to \(g^+ \cap \ker(\delta)\) is given by

\[
\frac{d^2}{dt^2}|_{t=0} \nu(g + th) = -\frac{1}{4(n-1)\text{vol}(M)} \int_M \langle \Delta_E h, h \rangle dV,
\]

see [Krö20, Proposition 8.2]. The restriction to \(g^+ \cap \ker(\delta)\) means that we only consider essential deformations orthogonal to rescalings and pullbacks along diffeomorphisms.

(iii) In [Ver21], Vertman introduced a Ricci-de Turck flow on compact manifolds with isolated conical singularities that preserves the singularities along the flow. In order to get a well-posed initial value problem, Vertman assumed the singularities to be modelled over Ricci-flat cones, which are either strictly tangentially stable or flat orbifolds.

(iv) The spectral bound defining physical stability appears as a stability condition in the study of supersymmetric backgrounds, e.g. AdS-product spacetimes and higher-dimensional black holes [GHP03, Section II B and C]. Moreover, the author showed in [Krö17, Theorem 1.1] that a Ricci flat cone \((\widetilde{M}, \widetilde{g})\) over \((M, g)\) is linearly stable if and only if \((M, g)\) is physically stable. In all cases, the different stability conditions are related via the Hardy inequality and it directly appears in the proof of [Krö17, Theorem 1.1].

Remark 1.4. We have the following equivalences, see e.g. [CH15, Corollary 1.3] and [KV21, Theorem 1.3]:

(i) (strict) Linear stability \(\iff\) [(strict) EH-stability \(\land \text{spec}_+(\Delta) \geq 2(n-1)\) (resp. > 2(n-1))].

(ii) (strict) tangential stability \(\iff\) [(strict) EH-stability \(\land \text{spec}_+(\Delta) \geq 2(n+1)\) (resp. > 2(n+1))].

Using these definitions, we conclude the following from Theorem 1.1.

Theorem 1.5. Let \((M^n, g)\), \(n \geq 3\) be a closed Einstein manifold with Einstein constant \(n - 1\) and \((\widetilde{M}, \widetilde{g})\) be its sine-cone. Then the following equivalences do hold:
(i) $(\tilde{M}, \tilde{g})$ (strictly) EH-stable $\iff$ $(M, g)$ is (strictly) EH-stable.

(ii) $(\tilde{M}, \tilde{g})$ (strictly) linearly stable $\iff$ $(M, g)$ (strictly) linearly stable and the Laplace spectrum satisfies $\text{spec}_+(\Delta) \geq 2n - \frac{n}{2}(\sqrt{1 + \frac{8}{n} - 1})$ (resp. $\text{spec}_+(\Delta) > 2n - \frac{n}{2}(\sqrt{1 + \frac{8}{n} - 1})$).

(iii) $(\tilde{M}, \tilde{g})$ (strictly) tangentially stable $\iff$ $(M, g)$ is (strictly) tangentially stable.

(iv) $\tilde{\Delta}_E$ is bounded below if and only if $(M, g)$ is physically stable. In this case, $(\tilde{M}, \tilde{g})$ is also physically stable.

In particular, Theorem 1.5 improves [Krö18, Theorem 1.4] and closes the gap pointed out in Remark 1.5 in the same paper.

Corollary 1.6. Let $(M^n, g) = (M_1 \times M_2, g_1 + g_2), n \geq 4$ be a product manifold with $\text{Ric}_g = (n-1)g$. Then, $(\tilde{M}, \tilde{g})$ is EH unstable and hence also linearly and tangentially unstable by Remark 1.4. If $(M_i, g_i)$ are both linearly stable, $\tilde{\Delta}_E$ is unbounded below if and only if $n \leq 8$.

Our next result considers dynamical stability of sine-cones under the singular Ricci flow mentioned above.

Theorem 1.7. Let $(M^n, g), n \geq 3$ be a closed Einstein manifold with Einstein constant $n-1$, which is strictly tangentially stable. Then, its sine-cone $(\tilde{M}, \tilde{g})$ is dynamically stable under the volume-normalized Ricci-de Turck flow preserving isolated conical singularities.

In [KV19, Theorem 1.4], the strictly tangentially stable symmetric spaces of compact type were classified. In combination with Theorem 1.7, this yields the following examples:

Corollary 1.8. Let $(M^n, g), n \geq 3$ be a closed Einstein manifold with constant $(n-1)$, which is a symmetric space of compact type. If it is a simple Lie group $G$, its sine-cone is dynamically stable under the normalized singular Ricci de Turck flow, if $G$ is one of the following spaces:

$$\text{Spin}(p) \quad (p \geq 6, p \neq 7), \quad E_6, \quad E_7, \quad E_8, \quad F_4.$$ (1.4)

If $(M, g)$ is a rank-1 symmetric space of compact type $G/K$, its sine-cone is dynamically stable under the normalized singular Ricci de Turck flow, if $G/K$ is one of the following real Grassmannians

$$\frac{\text{SO}(2q + 2p + 1)}{\text{SO}(2q + 1) \times \text{SO}(2p)} \quad (p \geq 2, q \geq 1),$$
$$\frac{\text{SO}(8)}{\text{SO}(5) \times \text{SO}(3)}.$$

or one of the following spaces:

$$\frac{\text{SO}(2p)}{\text{SO}(p) \times \text{SO}(p)} \quad (p \geq 4),$$
$$\frac{\text{SO}(2p + 2)}{\text{SO}(p + 2) \times \text{SO}(p)} \quad (p \geq 4),$$
$$\frac{\text{SO}(2p)}{\text{SO}(2p-q) \times \text{SO}(q)} \quad (p - 2 \geq q \geq 3).$$ (1.5)

$$\text{SU}(2p)/\text{SO}(p) \quad (n \geq 6),$$
$$\text{E}_6/\text{[Sp}(4)/\{\pm I\}],$$
$$\text{E}_7/\text{[SU}(8)/\{\pm I\}],$$
$$\text{E}_8/\text{[SU}(2) \times \text{SU}(6)]},$$
$$\text{E}_7/\text{[SO}(12) \times \text{SU}(2)],}$$
$$\text{E}_8/\text{[SU}(2)],}$$
$$\text{F}_4/\text{Sp}(3) \times \text{SU}(2).$$ (1.6)
1.3 Rigidity of sine-cones

Let $\lambda \in \mathbb{R}$. Then the linearization of the map $\Phi : g \mapsto \text{Ric}_g - \lambda \cdot g$ at its zeros is given by

$$d_g \Phi(h) = \frac{1}{2} \Delta_E h - \delta^*(\delta h + \frac{1}{2} \nabla \text{tr} h) = \frac{1}{2} \Delta_E h - \frac{1}{2} L_{\delta h + \frac{1}{4} \nabla \text{tr} h} g,$$

see e.g. [Bes08, Theorem 1.174]. In particular, the linearization of the Einstein condition is given by the Einstein operator, up to a constant and a gauge term. If we additionally assume that $\delta h = 0$ (i.e. $h$ is orthogonal to the orbit of the diffeomorphism group), we can deduce in the smooth case that $h$ is a $TT$-tensor (c.f. [Bes08, Theorem 12.30]). This motivates the following definition.

**Definition 1.9.** Let $(M,g)$ be an Einstein manifold. Then an element $h \in \ker(\Delta_E|_{TT}) \cap L^2$ is called an infinitesimal Einstein deformation (or IED for short).

Note that on smooth Einstein manifolds, any IED is globally smooth and thus bounded. On manifolds with isolated conical singularities, an IED is still smooth by local elliptic regularity. However, it won’t necessarily be bounded towards the singularity. Instead, elliptic regularity of weighted spaces (see e.g. [Pac13, Section 9]) shows that $|\nabla^k h| = O(r^{\alpha-k})$ for some $\alpha > -\frac{n-2}{2}$ and $k \in \mathbb{N}_0$, as $r \to 0$. Here, $r$ denotes the distance function from a singular point.

It is well known that for closed Einstein manifolds $(M,g)$, the condition $\ker(\Delta_E|_{TT}) = \{0\}$ implies that $g$ is an isolated point in the moduli space of Einstein metric (c.f. the discussion in [Bes08, Chapter 12]). For noncompact and singular manifolds, this discussion is much more subtle and depends on the behaviour of $h$ at infinity and close to the singularities, respectively. Our next theorem characterizes the existence of IED’s on sine-cones.

**Theorem 1.10.** Let $(M^n, g)$, $n \geq 3$ be a closed Einstein manifold with Einstein constant $n-1$ and $(\tilde M, \tilde g)$ be its sine cone. Then the following assertions do hold:

(i) $(\tilde M, \tilde g)$ admits bounded IED’s if and only if $(M,g)$ admits bounded IED’s. In particular, if $(M,g)$ does not admit bounded IED’s, $\tilde g$ can not be deformed to a family of Einstein metrics $\tilde g_t$ of the same Einstein constant in such a way that the gauge condition $\delta(\frac{d}{dt}\tilde g_t|_{t=0}) = 0$ holds.

(ii) If $(M,g)$ is strictly EH-stable, $(\tilde M, \tilde g)$ does not admit $(L^2)$-IED’s.

In particular, part (i) of the theorem asserts that by taking the sine-cone of a suitably scaled positive Einstein manifold, we can not generate new bounded IED’s. This is in surprising contrast to the much simpler case of a product of two Einstein manifolds: If $(M^n, g)$ is an Einstein manifold with $\text{Ric}_g = (n-1)g$, which is isometric to $(M_1 \times M_2, g_1 + g_2)$, then $(M^n, g)$ carries an IED if one of the two factors satisfies $(M_i, g_i) \neq (S^2, g_{std})$ and $2(n-1) \in \text{spec}(\Lambda_0^{M_i})$, see [Kno15, Proposition 4.8].

**Remark 1.11.** The second statement in part (i) of Theorem [1.10] follows from [Bes08, Theorem 12.30] as explained in the first paragraph of this subsection. The proof of this theorem uses that due to Obata’s eigenvalue inequality [Oba92], the Einstein constant $\lambda$ itself is never in the positive spectrum of the Laplacian. It is not hard to see that Obata’s inequality also holds in the conical case. In the case of sine-cones, one can also directly deduce it from Theorem [2.1].

New IED’s which are unbounded but still in $L^2$, can be generated on sine-cones as the following example illustrates.

**Corollary 1.12.** Let $(M^n, g) = (M_1 \times M_2, g_1 + g_2)$ be a product manifold with $\text{Ric}_g = (n-1)g$. Then, if $n = 9$, its sine-cone admits an $L^2$-IED. If the $(M_i, g_i)$ are strictly linearly stable, then $(M^n, g)$ admits IED’s if and only if $n = 9$. In this case, the space of $L^2$-IED’s is one-dimensional.

**Acknowledgements.** The work of the author is supported through the DFG grant KR 4978/1-1 in the framework of the priority program 2026: Geometry at infinity.
2 Computation of spectra on sine-cones

Before we start the computations, let us fix some conventions. For a given Riemannian manifold \((M, g)\), the three manifolds \((M, \tilde{g}), (\tilde{M}, \tilde{g})\) and \((\tilde{M}, \tilde{g})\) will in this section always be defined as in [11] and [12].

The operators on the corresponding manifolds will be denoted by \(\Delta\). Before we start the computations, let us fix some conventions. For a given Riemannian manifold \((M, g)\), we use the canonical projections to pull back objects on \(M\) to objects on \(\tilde{M}, \tilde{M}\) or objects on \(M, \tilde{M}\) to objects on \(\tilde{M}\). For notational convenience, we will drop the explicit reference to the projections. For \(n \in \mathbb{N}\), we further define two functions by

\[
\xi_n : x \mapsto -\frac{n - 1}{2} + \sqrt{(n - 1)^2 + x}, \quad \eta_n : y \mapsto y(y + n - 1).
\]

These functions come from the construction of eigenfunctions on \(n\)-dimensional sphere. If \(\Delta_{S^n} v = \lambda v\), then \(r^* \xi_n(\lambda) v\) is a harmonic function on \(\mathbb{R}^{n+1}\). Conversely, if \(v \in C^\infty(\mathbb{R}^{n+1})\) is a harmonic function which is homogeneous of degree \(k\), then \(v|_{S^n}\) is an eigenfunction of \(\Delta_{S^n}\) with eigenvalue \(\eta_n(k)\).

Let us also collect some commutation rules for differential operators on Einstein manifolds. The divergences of \(\omega \in C^\infty(T^* M)\) and \(h \in C^\infty(S^2 M)\) are defined with the sign convention such that

\[
\delta \omega = -g^{ij} \nabla_i \omega_j, \quad \delta h = -g^{ij} \nabla_i h_{jk},
\]

respectively. The formal adjoint \(\delta^* : C^\infty(T^* M) \to C^\infty(S^2 M)\) is given by

\[
(\delta^* \omega)_{ij} = \frac{1}{2} (\nabla_i \omega_j + \nabla_j \omega_i).
\]

Note that \(\delta^*\) is related to the Lie derivative by \(2\delta^* \omega = L_\omega g\), where \(\omega^j \in C^\infty(T M)\) is the dual vector field of \(\omega\) with respect to \(g\). If \((M^n, g)\) is Einstein with \(\text{Ric}_g = \lambda \cdot g\) we have a collection of commutation identities involving these differential operators: For \(v \in C^\infty(M)\), \(\omega \in C^\infty(T^* M)\) and \(h \in C^\infty(S^2 M)\), we have

\[
\Delta (dv) = d(\Delta v - \lambda v), \quad \Delta_0 (\delta \omega) = \delta(\Delta \omega + \lambda \omega), \quad \Delta_0 (\delta h) = \delta(\Delta h + \lambda h),
\]

\[
\Delta_E (\nabla^2 v) = \nabla^2 (\Delta v - 2\lambda v), \quad \Delta_0 (\delta h) = \delta(\Delta h + 2\lambda h), \quad \Delta (\text{tr} h) = \text{tr}(\Delta h + 2\lambda h).
\]

The computations can be found in [11], see also [13] p. 8. Note that the third line follows directly from the first and the second line and that the formulas on the right hand side follow from the ones on the left hand side by taking the formal adjoints.

2.1 The Laplace Beltrami operator

Because the smallest eigenvalue of \(\Delta\) is always 0 we use the notation \(\lambda_0 = 0\) and label the positive eigenvalues of \(\Delta\) by \(\lambda_1 < \lambda_2 < \lambda_3 \cdots\).

**Theorem 2.1.** Let \((M^n, g)\) be a closed smooth manifold with Laplace spectrum \(\{\lambda_i \mid i \in \mathbb{N}_0\}\). Then the Laplace spectrum on \((\tilde{M}, \tilde{g})\) is given by the set of real numbers

\[
\lambda_{i,j} := \eta_{n+1}(\xi_n(\lambda_i) + j), \quad (i, j) \in \mathbb{N}_0 \times \mathbb{N}_0,
\]

and each of these eigenvalues has multiplicity \(\text{mult}(\lambda_{i,j}) = \text{mult}(\lambda_i)\).
Remark 2.2. It can happen that \( \tilde{\lambda}_{i,j} = \tilde{\lambda}_{k,l} \) for \( (i, j) \neq (k, l) \). In this case, we count the eigenvalues and their multiplicities in the above theorem separately. The same convention is also used in Theorem 2.11 below.

Proof. The construction in this proof is inspired by the construction of eigenfunctions on the round sphere \( [BGM71] \) pp. 159-165 and can also seen as a generalization thereof. Let \( \lambda \in \text{spec}(\Delta) \), \( k = \zeta_n(\lambda) \) and \( v \in C^\infty(M) \) such that \( \Delta v = \lambda \cdot v \). Due to the well-known relation

\[
\Delta = -\partial_r^2 - n \cdot r^{-1} \partial_r + r^{-2} \Delta,
\]

the function \( \overline{v} = r^k \cdot v \in C^\infty(\overline{M}) \) satisfies \( \overline{\Delta} \overline{v} = 0 \). Now we define some spaces of smooth functions on \( \overline{M} \) by

\[
P_{k,2j} := \left\{ \sum_{l=0}^j a_l r^{k+2l} z^{2(l-j)} v \mid a_l \in \mathbb{R} \right\}, \quad P_{k,2j+1} := \left\{ \sum_{l=0}^j a_l r^{k+2l} z^{2(l-j)+1} v \mid a_l \in \mathbb{R} \right\}.
\]

We now write the Laplacian on \( \overline{M} \) as

\[
\widehat{\Delta} = -\partial^2_{z^2} + \Delta = -\partial^2_{r^2} - n \cdot r^{-1} \partial_r + r^{-2} \Delta.
\]

Because \( \overline{v} = r^k \cdot v \) is a harmonic function on \( \overline{M} \), it is straightforward to show that we have the inclusion \( P_{k,0} \oplus P_{k,1} \subset \ker(\widehat{\Delta}) \) and that for each \( j \in \mathbb{N}, j \geq 2 \), the Laplacian satisfies \( \widehat{\Delta}(P_{k,j}) \subset P_{k,j-2} \). Because \( \dim P_{k,j} = \dim P_{k,j-2} + 1 \), we have \( H_{k,j} := P_{k,j} \cap \ker \widehat{\Delta} \neq \{0\} \). By the use of the rank theorem, \( H_{k,j} \) is one-dimensional for each \( j \in \mathbb{N}_0 \). Thus we obtain a sequence of harmonic functions \( \tilde{v}_j \in H_{k,j}, j \in \mathbb{N}_0 \), which can be written with respect to the variable \( s = \sqrt{r^2 + z^2} \) as

\[
\tilde{v}_j = s^{k+j} \tilde{v}_j, \quad \tilde{v}_j \in C^\infty \cap L^\infty(\overline{M}).
\]

Because \( \overline{(M^{n+2}, \overline{g})} \) is the cone over \( \overline{(M^{n+1}, \overline{g})} \), we have

\[
\widehat{\Delta} \tilde{v}_j = \eta_{n+1}(k+j) \cdot \tilde{v}_j. \quad \text{This shows that all } \tilde{\lambda}_{i,j} \text{ in the statement of the theorem are actually contained in the Laplace spectrum of } (\overline{M}, \overline{g}).
\]

To finish the proof, it remains to show that all eigenfunctions on \( \overline{M} \) are obtained in the above way. By a straightforward calculation, one sees that the intersection \( s^j P_{k,j-2} \cap H_{k,j} \subset P_{k,j} \) is trivial so that counting dimensions implies \( P_{k,j} = H_{k,j} \oplus s^2 P_{k,j-2} \). Induction yields

\[
P_{k,2j} = H_{k,2j} \oplus s^2 H_{k,2j-2} \oplus \cdots \oplus s^{2j} H_{k,0}, \quad P_{k,2j+1} = H_{k,2j+1} \oplus s^2 H_{k,2j-1} \oplus \cdots \oplus s^{2j} H_{k,1},
\]

and the \( P_{k,j} \) span \( P[r, z] \cdot r^k v \) where \( P[r, z] \) denotes the polynomials in \( r \) and \( z \). Because the Laplace operator on \( \overline{M} \) is of the form

\[
\widehat{\Delta} = -\partial^2_{\theta^2} - n \sin(\theta)^{-1} \cos(\theta) \partial_\theta + \sin(\theta)^{-2} \Delta,
\]

it preserves spaces of the form

\[
V_{\lambda} = \left\{ \varphi \cdot v \in L^2(\overline{M}) \mid \varphi : (0, \pi) \to \mathbb{R}, v \in E(\Delta, \lambda) \right\}.
\]
Because \( L^2(M) = \bigoplus_{i=0}^{\infty} E(\lambda_i) \) in the \( L^2 \)-sense,
\[
L^2(\tilde{M}) = \bigoplus_{i=0}^{\infty} V_{\lambda_i}
\] (2.12)
in the \( L^2 \)-sense as well. Therefore, all eigenfunctions on \( \tilde{M} \) must be contained in \( V_{\lambda_i} \) for some \( i \in \mathbb{N}_0 \).

Let \( \varphi \in C_0^\infty((0,\pi)) \), \( v \in C^\infty(M) \) and extend \( \varphi \cdot v \) to a compactly supported smooth function on \( \tilde{M} \) written as \( \tilde{\psi} \cdot r^k v \). Then, \( \tilde{\psi} = \psi(r,z) \) can be approximated in the \( L^\infty \)-norm by elements in \( P[r,z] \) which are in turn generated by the \( H_{k,j} \). Therefore, \( \varphi \cdot v \) can be approximated in \( L^2 \) by sums of the functions \( \tilde{v}_j \) and by density,
\[
V_{\lambda} \cap L^2(\tilde{M}) = \overline{\text{span} \{ \tilde{v}_j \}}_{j \in \mathbb{N}_0}.
\] (2.13)

This argument finishes the proof of the theorem.

Remark 2.3.

(i) The construction in the proof shows that the eigenspace to the eigenvalue \( \tilde{\lambda}_{0,1} = n + 1 \) is spanned by the function \( \varphi = \cos(\theta) \). Moreover, \( \text{grad}_{\tilde{g}} \varphi \) is a conformal Killing field because
\[
L_{\text{grad}_{\tilde{g}} \varphi} \tilde{g} = 2\tilde{\nabla}^2 \varphi = -2\tilde{\varphi}. \] (2.14)

(ii) For a smooth closed Einstein manifold \((M^n, g)\), \( n \geq 2 \) with Einstein constant \( n - 1 \), there are two rigidity statements: On the one hand \( \text{spec}_+ (\Delta) \geq n \) and \( n \in \text{spec}_+ (\Delta) \) only for the standard sphere [Oba62]. On the other hand \((M, g)\) can only admit a nontrivial conformal Killing vector field if it isometric to the round sphere. This also essentially follows from [Oba62], see also [Bes08, p. 128]. The eigenvalue estimate still holds on \((\tilde{M}^{n+1}, \tilde{\tilde{g}})\) but by (i), both rigidity statements do not extend.

(iii) The theorem can be also applied to more general singular spaces \((M, g)\), whose Laplace operator admits a discrete \( L^2 \)-spectrum and the normalized eigenvalues form an orthonormal basis of \( L^2(M) \). In particular, one can compute the Laplace spectra of iterative sequences of sine-cones built on smooth manifolds.

2.2 The connection Laplacian on one-forms

In this subsection, we always assume that \((M^n, g)\) is Einstein with Einstein constant \( n - 1 \). We define
\[
D(M) := \delta^{-1}(0) \cap C^\infty(T^*M).
\] (2.15)

As is well known, we have the \( L^2 \)-orthogonal splitting
\[
C^\infty(T^*M) = d(C^\infty(M)) \oplus D(M).
\] (2.16)

Due to the commutation rules 2.4, this splitting is preserved by \( \Delta_1 \) and we have
\[
\text{spec}(\Delta_1) = \text{spec}(\Delta_0 - (n - 1)) \cup \text{spec}(\Delta_1|_{D(M)}).
\] (2.17)

Analogous statements do hold on \((\tilde{M}, \tilde{g})\). Because the Einstein constant of this manifold is \( n \), we get
\[
\text{spec}(\tilde{\Delta}_1) = \text{spec}(\tilde{\Delta}_0 - n) \cup \text{spec}(\Delta_1|_{D(\tilde{M})})
\] (2.18)
in this case.
Theorem 2.4. Let \((M^n, g)\), \(n \geq 2\) be a smooth closed Einstein manifold with constant \(n - 1\) and let
\[
\text{spec}({\Delta}_0) = \{\lambda_i \mid i \in \mathbb{N}_0\}, \quad \text{spec}({\Delta}_1|_{D(M)}) = \{\mu_i \mid i \in \mathbb{N}\}.
\] (2.19)

Then the spectrum of \(\tilde{\Delta}_1\) restricted to \(d(C^\infty(M))\) is given by
\[
\left\{\tilde{\lambda}_{i,j}^{(1)} = \eta_{n+1}(\xi_i(\lambda_i) + j) - n \mid (i, j) \in \mathbb{N}_0 \times \mathbb{N}_0 \setminus \{(0,0)\}\right\},
\]
with multiplicities \(\text{mult}(\tilde{\lambda}_{i,j}^{(1)}) = \text{mult}(\lambda_i)\). Then the spectrum of \(\tilde{\Delta}_1\) restricted to \(D(\tilde{M})\) is given by the union of the following sets:
\[
\begin{align*}
\{\tilde{\lambda}_{i,j}^{(2)} &= \eta_{n+1}(\xi_i(\lambda_i) + j) - 1 \mid (i, j) \in \mathbb{N} \times \mathbb{N}_0\}, \\
\{\tilde{\mu}_{i,j} &= \eta_{n+1}(\xi_i(\mu_i) + 1) + j) - 1 \mid (i, j) \in \mathbb{N} \times \mathbb{N}_0\},
\end{align*}
\] (2.20)
with multiplicities \(\text{mult}(\tilde{\lambda}_{i,j}^{(2)}) = \text{mult}(\lambda_i)\) and \(\text{mult}(\tilde{\mu}_{i,j}) = \text{mult}(\mu_i)\).

Remark 2.5.

(i) If \((M, g)\) is a circle, then the construction of the proof still works but the \(\tilde{\lambda}_{i,j}^{(k)}\) in the theorem can become negative, if \(\lambda\) is small enough (i.e. if the circle is very large). This happens because due to bad blowup behaviour at the conical singularity, the gradient of the corresponding eigenfunction is not in \(L^2\). For circles with small enough length so that all the above values are positive, the theorem still holds in this form.

(ii) If \((M, g)\) is a singular space, this theorem may still hold but this also depends on the regularity of eigenfunctions and eigenforms at the singularities. It holds for iterative sequences of sine-cones constructed from a smooth manifold.

Because of (2.18) and Theorem 2.1, the spectrum of \(\tilde{\Delta}_1\) restricted to \(d(C^\infty(M))\) is given by the \(\tilde{\lambda}_{i,j}^{(1)}\). To compute the spectrum of \(\tilde{\Delta}_1\) on \(D(\tilde{M})\), we introduce the spaces
\[
\begin{align*}
V_\mu &= \left\{\varphi \cdot \omega \in L^2(D(\tilde{M})) \mid \varphi : (0, \pi) \to \mathbb{R}, \quad \omega \in E(\Delta_1|_{D(M)}, \mu)\right\}, \\
W_\lambda &= \left\{\varphi \cdot dv + \psi \cdot v \cdot d\theta \in L^2(D(\tilde{M})) \mid \varphi, \psi : (0, \pi) \to \mathbb{R}, v \in E(\Delta_0, \lambda)\right\}.
\end{align*}
\]

Lemma 2.6. If \(\lambda = 0\), then \(W_0 = 0\).

Proof. Note that \(\lambda = 0\) implies that \(v\) is constant, hence \(dv = 0\). Therefore, any element of \(W_0\) is of the form \(\psi d\theta\). By (A.8),
\[
0 = \tilde{\delta}(\psi d\theta) = -\partial_\theta \psi - n \frac{\cos(\theta)}{\sin(\theta)} \psi,
\] (2.21)
so that \(\psi\) is necessarily of the form \(\psi = a \cdot \sin^{-n}\) for some \(a \in \mathbb{R}\). This is a contradiction to the assumption \(\psi \cdot d\theta \in L^2(D(\tilde{M}))\).

In [Krö17 Section 2], we have seen that \(\tilde{\Delta}_1\) preserves the spaces \(V_\mu\) and \(W_\lambda\) and that
\[
L^2(D(\tilde{M})) = \left(\bigoplus_{i=1}^{\infty} V_\mu_i\right) \oplus \left(\bigoplus_{i=1}^{\infty} W_\lambda_i\right)
\] (2.22)
in the \(L^2\)-sense. The statement of the theorem thus follows from Lemma 2.7 and Lemma 2.8 below.
Lemma 2.7. The spectrum of \( \tilde{\Delta}_1 \) restricted to \( V_\mu \) is given by
\[
\{\eta_{n+1}(\xi_n(\mu) + 1) - 1 \mid j \in \mathbb{N}_0\} \tag{2.23}
\]
and each of these eigenvalues has the same multiplicity as \( \mu \) as an eigenvalue of \( \Delta_1 \).

Proof. Let \( \varpi \in C^\infty(T^*\tilde{M}) \) be of the form \( \varpi = \varphi \cdot r\omega \) where \( \varphi \in C^\infty(0, \infty) \). We then have
\[
\tilde{\delta}\varpi = 0, \quad \varpi(\partial_r) = 0. \tag{2.24}
\]
By Lemma A.2,
\[
\tilde{\Delta}_1\varpi = r(-\partial^2_{rr}\varphi \cdot \omega - nr^{-1}\partial_r\varphi \cdot \omega + \varphi \cdot r^{-2}(\Delta_1 + 1)\omega). \tag{2.25}
\]
Thus if \( \Delta_1\omega = \mu \cdot \omega \), \( \varpi \) is harmonic if \( \varphi(r) = r^l \) and \( l = \xi_n(\mu) + 1 \). Now consider some spaces of one-forms on \( \tilde{M} \), given by
\[
\begin{align*}
P_{l,2j} := \left\{ \sum_{m=0}^j a_m r^{l+2m} z^{2(j-m)}\omega \mid a_m \in \mathbb{R} \right\},
\quad P_{l,2j+1} := \left\{ \sum_{m=0}^j a_m r^{l+2m} z^{2(j-m)+1}\omega \mid a_m \in \mathbb{R} \right\}.
\end{align*}
\]
It is straightforward to show that \( P_{l,0} \oplus P_{l,1} \subset \ker(\tilde{\Delta}) \) and that for each \( j \in \mathbb{N} \), \( j \geq 2 \), the Laplacian satisfies \( \tilde{\Delta}_1(P_{l,j}) \subset P_{l,j-2} \). Because \( \dim P_{l,j} = \dim P_{l,j-2} + 1 \), \( H_{l,j} := P_{l,j} \cap \ker\tilde{\Delta}_1 \neq \{0\} \) and it is also not hard to see that \( H_{l,j} \) is one-dimensional for each \( j \in \mathbb{N}_0 \). Thus we obtain a sequence of harmonic forms \( \tilde{\omega}_j \in D(\tilde{M}), j \in \mathbb{N}_0 \), which can be written with respect to the variable \( s = \sqrt{r^2 + z^2} \) as
\[
\tilde{\omega}_j = s^{l+j}(s \cdot \tilde{\omega}_j), \quad \tilde{\omega}_j \in C^\infty \cap L^\infty(D(\tilde{M})). \tag{2.26}
\]
Let now \( \tilde{\omega} \in C^\infty(T^*\tilde{M}) \) be of the form \( \tilde{\omega} = \varphi \cdot s\tilde{\omega}, \varphi = \varphi(s) \in C^\infty((0, \infty)) \). By Lemma A.2 again, we have
\[
\tilde{\Delta}_1\tilde{\omega} = s(-\partial^2_{ss}\varphi \cdot \tilde{\omega} - (n+1)\partial_s\varphi \cdot \tilde{\omega} + \varphi \cdot s^{-2}(\tilde{\Delta}_1 + 1)\tilde{\omega}) \tag{2.27}
\]
for any divergence-free one-form \( \tilde{\omega} \) on \( \tilde{M} \) so that we get \( \tilde{\Delta}_1\tilde{\omega}_j = (\eta_{n+1}(\xi_n(\mu) + 1) + 1) \cdot \tilde{\omega}_j \). A density argument completely analogous to the case of smooth functions shows that all the eigenforms of the connection Laplacian on \( V_\mu \) are of this form. \( \square \)

Lemma 2.8. The spectrum of \( \tilde{\Delta}_1 \) restricted to \( W_\lambda \) is given by
\[
\{\eta_{n+1}(\xi_n(\lambda) + j) - 1 \mid j \in \mathbb{N}_0\} \tag{2.28}
\]
and each of these eigenvalues has the same multiplicity as \( \lambda \) as an eigenvalue of \( \Delta_0 \).

Proof. Suppose that \( \tilde{\omega} \in W_\lambda \) satisfies \( \Delta_1\tilde{\omega} = \nu\tilde{\omega} \) for some \( \nu \geq -\frac{n^2}{4} \). Let \( \tilde{\omega} = s \cdot \tilde{\omega} \in C^\infty(T^*\tilde{M}) \). Then by Lemma A.2
\[
\tilde{\delta}(s^k\tilde{\omega}) = 0, \quad s^k\tilde{\omega}(\partial_s) = 0, \quad \tilde{\Delta}_1(s^k\tilde{\omega}) = 0 \tag{2.29}
\]
for \( k := \xi_{n+1}(\mu + 1) \). Therefore, \( \nu \) appears as an eigenvalue of \( \tilde{\Delta}_1 \) restricted to \( W_\lambda \) if and only if we find a form \( s^k\tilde{\omega} \) such that the conditions (2.29) hold. To do so, we make the following ansatz, where we use the coordinates \( r, z \) instead of \( s, \theta \) on \( \tilde{M} \):
\[
s^k\tilde{\omega} = P[r, z] \cdot v \cdot dz + Q[r, z] \cdot v \cdot dr + R[r, z] \cdot r \cdot dv \tag{2.30}
\]
It is clear that \( s^k \hat{\omega} \) must be of that form because it restricts to an element in \( W \). Demanding \( s^k \hat{\omega}(\partial_s) = 0 \) is equivalent to \( s^k \hat{\omega}(r \partial_r + z \partial_z) = 0 \) which in turn is equivalent to
\[
Q = -\frac{z}{r} P. \tag{2.31}
\]

Lemma \[A.3\] in the appendix implies that the condition \( \hat{\delta}(s^k \hat{\omega}) = 0 \) is equivalent to the equation
\[
\lambda \cdot R = r \partial_r P + r \partial_z Q + n \cdot Q. \tag{2.32}
\]

In the following, we want to use \((2.30)\) to translate the equation \( \hat{\Delta}_1(s^k \hat{\omega}) = 0 \) to a system of equations on \( P, Q \) and \( R \). Because \( dz \) is parallel,
\[
\hat{\Delta}_1(P \cdot v \cdot dz) = \hat{\Delta}_0(P \cdot v) \cdot dz = (\hat{\Delta}_0 P \cdot v + \lambda r^{-2} P \cdot v) \cdot dz. \tag{2.33}
\]

By Lemma \[A.4\],
\[
\nabla dr = r \cdot g, \quad \overline{\Delta}_1 dr = nr^{-2} dr, \tag{2.34}
\]
and therefore,
\[
\nabla(vdr) = dv \otimes dr + vr \cdot g \tag{2.35}
\]
and
\[
\overline{\Delta}_1(vdr) = \overline{\Delta}_0 v \cdot dr + v \cdot \overline{\Delta}_1 dr - 2(dv, \nabla dr) = r^{-2}(\lambda + n)v dr - 2r^{-2}(rdv). \tag{2.36}
\]

Therefore,
\[
\hat{\Delta}_1(Q \cdot vdr) = \hat{\Delta}_0 Q \cdot vdr + Q \overline{\Delta}_1(vdr) = \hat{\Delta}_0 Q \cdot vdr + Qr^{-2}(\lambda + n)v dr - 2r^{-2}(rdv). \tag{2.37}
\]

By Lemma \[A.4\] again, we have
\[
\nabla(rdv) = r \nabla dv - dv \otimes dr, \quad \overline{\Delta}_1(rdv) = r^{-2}(r(\Delta_1 + 1) dv - 2\Delta_0 v \cdot dr) \tag{2.38}
\]
which yields
\[
\hat{\Delta}_1(R \cdot r \cdot dv) = (\hat{\Delta}_0 R)r \cdot dv + R r^{-2}(r(\Delta_1 + 1) dv - 2\Delta_0 v \cdot dr) = (\hat{\Delta}_0 R)r \cdot dv + R r^{-2}(r(\lambda + n + 2) dv - 2\lambda v \cdot dr). \tag{2.39}
\]

In the last equality, we used one commutation identity of \((2.4)\). By summing \((2.33), (2.37)\) and \((2.39)\), we obtain that the condition \( \Delta_1(s^k \hat{\omega}) = 0 \) is equivalent to the system of equations
\[
\hat{\Delta}_1 \Delta P + r^{-2} \lambda P = 0, \tag{2.40}
\]
\[
\hat{\Delta}_1 \Delta Q + r^{-2}(\lambda + n)Q = 2r^{-2} \lambda R = 0, \tag{2.41}
\]
\[
\hat{\Delta}_1 \Delta R + r^{-2}(\lambda + 2 - n)R = 2r^{-2} Q = 0. \tag{2.42}
\]

Suppose now that \( P \) satisfies the first equation in \((2.40)\) and \( Q \) and \( R \) are defined by \((2.33), (2.32)\). Then by Lemma \[B.1\] in the appendix, \( P, Q, R \) satisfy \((2.40)\) so that \( \hat{\Delta}_1(s^k \hat{\omega}) = 0 \). Thus it remains to find solutions for the equation on \( P \), i.e. to find \( P \) such that \( P \cdot v \) is a harmonic function on \( \bar{M} \). Because \(|s^k \hat{\omega}|_g = |s^k \hat{\omega}|_g\) we find that
\[
P[\alpha r, \alpha z] = \alpha^k P[r, z], \quad Q[\alpha r, \alpha z] = \alpha^k Q[r, z], \quad R[\alpha r, \alpha z] = \alpha^k R[r, z]. \tag{2.41}
\]
In the proof of Theorem 2.1 we have seen that for each
\[ k \in \{ \xi_n(\lambda) + j \mid j \in \mathbb{N}_0 \} \tag{2.42} \]
we find a one-dimensional space of functions \( P_j = P_j[r, z] \) satisfying \((2.41)\) and \( \tilde{\Delta}(P_j \cdot v) = 0 \). Each such \( P_j \) defines \( Q_j \) and \( R_j \) by \((2.31)\) and \((2.32)\) such that the triple \((P_j, Q_j, R_j)\) satisfies \((2.40)\) and \((2.41)\). Thus for each \( k = \xi_n(\lambda) + j \), we have a 1-form
\[ s^k \tilde{\omega}_j = P_j \cdot dz + Q_j \cdot v \cdot dr + R_j \cdot r \cdot dv, \tag{2.43} \]
which fulfills the conditions in \((2.29)\) and by restricting to \( \tilde{M} \), it defines \( \tilde{\omega}_j \in W_\lambda \) such that
\[ \tilde{\Delta}_1 \tilde{\omega}_j = (\eta_{n+1}(\xi_n(\lambda) + 1) - 1)\tilde{\omega}_j. \tag{2.44} \]
Similarly as in the proof of Theorem 2.1, one shows that the span of the \( P_j \) is dense in \( C^\infty(\mathbb{R}^+ \times \mathbb{R}) \) with respect to uniform convergence. Because \( P_j \) uniquely determines \( Q_j \) and \( R_j \), the triples \((P_j, Q_j, R_j)\) are dense in the solutions of the system \((2.40)\) with respect to uniform convergence. Therefore, the \( \tilde{\omega}_j \) are dense in \( W_\lambda \) with respect to uniform convergence, hence in \( L^2 \). This finishes the proof of the lemma. 

Remark 2.9. A straightforward computation shows that \( 2\delta \circ \delta^* + d \circ \delta = \Delta_1 \omega - (n - 1)\omega \), since \((M, g)\) is Einstein with constant \( n - 1 \). Therefore, \( \mu_i \geq n - 1 \) (with the notation of Theorem 2.4) and \( \Delta_1 \omega = (n - 1)\omega \) if and only if \( \delta^* \omega = 0 \), i.e. \( \omega^2 \) is a Killing vector field. An analogous assertion holds for \((\tilde{M}, \tilde{g})\) with \( n - 1 \) replaced by \( n \).

If \( \mu_1 = (n - 1) \), then \( \mu_{1,0} = n \) and the corresponding 1-forms on \( \tilde{M} \) are duals of Killing vector fields as well. If \( \lambda_1 = n \) (i.e. the gradient of the corresponding eigenfunction is a conformal Killing vector field, see Remark 2.3), then \( \tilde{\lambda}_{1,0} = n \) and the corresponding 1-forms on \( \tilde{M} \) are also duals of Killing vector fields. Therefore, we obtain
\[ \ker(\tilde{\delta}^*) = E(\tilde{\Delta}_1, n) = E(\Delta_1, n - 1) \oplus E(\Delta_0, n) = \ker(\delta^*) \oplus E(\Delta_0, n). \tag{2.45} \]

2.3 The Einstein operator

In this section, we again assume that \((M^n, g)\) is Einstein with constant \( n - 1 \). In addition, we assume that the dimension of \( M \) is \( n \geq 3 \). We have the \( L^2 \)-orthogonal splitting
\[ C^\infty(S^2M) = C^\infty(M) \cdot g \oplus \{ n \nabla^2 v + \Delta v \cdot g \mid v \in C^\infty(M) \} \oplus \delta^* (D(M)) \oplus TT(M), \tag{2.46} \]
where \( TT(M) = \{ h \in C^\infty(S^2M) \mid \operatorname{tr} h = 0, \delta h = 0 \} \) denotes the space of transverse traceless tensors on \( h \). The Einstein operator has a block diagonal form with respect to this decomposition [Bes08, p. 130] (see also [Krö17, Section 2] for the refined version stated here). An analogous decomposition holds for its sine-cone \((\tilde{M}, \tilde{g})\) although it admits conical singularities. In this case, \((2.46)\) holds if we replace \( C^\infty \) in each factor on both sides by the \( L^2 \)-closure of \( C^\infty_{cs} \), see [Krö18, Section 2] for details.

Lemma 2.10. Suppose that \((M, g)\) admits a TT-eigentensor \( h \) of \( \Delta_E \) with eigenvalue \( \mu < -\frac{(n-1)^2}{4} \).

Then, \( \tilde{\Delta}_E \) is unbounded from below.

Proof. Let \( \tilde{h} \) be of the form \( \tilde{h} = \varphi \sin^2 h \). Then, we know from [Krö17, Section 2] that
\[ (\tilde{\Delta}_E \tilde{h}, \tilde{h})_{L^2(\tilde{g})} = \int_0^\pi (\varphi)^2 \sin^n ds + \mu \int_0^\pi \varphi^2 \sin^{n-2} ds, \quad \|\tilde{h}\|_{L^2(\tilde{g})}^2 = \int_0^\pi \varphi^2 \sin^n ds, \]
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where we assumed that $\|h\|_{L^2(g)} = 1$ for simplicity. We know by the Hardy inequality that
\[
\inf_{\varphi \in C_0^\infty((0, \infty)) \setminus \{0\}} \frac{\int_0^\pi (\dot{\varphi})^2 s^n ds}{\int_0^\pi \varphi^2 s^{n-2} ds} = \frac{(n-1)^2}{4}.
\]
Let $\epsilon_i$ be a zero sequence and $\varphi_i \in C_0^\infty((0, \infty))$ be a sequence such that
\[
\frac{\int_0^\pi (\dot{\varphi}_i)^2 s^n ds}{\int_0^\pi \varphi_i^2 s^{n-2} ds} \leq \frac{(n-1)^2}{4} + \epsilon_i.
\]
Because the quotient above is invariant under scaling $s \mapsto \alpha s$, we may assume that $\text{supp}(\varphi_i) \subset (0, \epsilon_i)$. We have $(1 - \delta_i)s \leq \sin(s) \leq s$ for $s \in (0, \epsilon_i)$ and a zero sequence $\delta_i$. Therefore,
\[
\int_0^\pi (\dot{\varphi}_i)^2 \sin^n ds + \mu \int_0^\pi \varphi_i^2 \sin^{n-2} ds \leq \int_0^\pi (\dot{\varphi}_i)^2 s^n ds + \mu (1 - \delta_i)^{n-2} \int_0^\pi \varphi_i^2 s^{n-2} ds
\leq \left( \frac{(n-1)^2}{4} + \mu + \epsilon_i - (1 - \delta_i)^{n-2} \right) \int_0^\pi \varphi_i^2 s^{n-2} ds
\leq -\epsilon \int_0^\pi \varphi_i^2 s^{n-2} ds
\]
for some $\epsilon > 0$ and $i$ large enough. Consequently,
\[
\frac{\int_0^\pi (\dot{\varphi}_i)^2 s^n ds + \mu \int_0^\pi \varphi_i^2 \sin^{n-2} ds}{\int_0^\pi \varphi_i^2 \sin^n ds} \leq -\epsilon \int_0^\pi \varphi_i^2 s^{n-2} ds \leq -\epsilon \cdot \epsilon_i^{-2} \to -\infty
\]
as $i \to \infty$ which proves the lemma. \hfill \Box

**Theorem 2.11.** Let $(M^n, g)$, $n \geq 3$ be a smooth closed Einstein manifold of constant $n - 1$. Let
\[
\text{spec}(\Delta_0) = \{\lambda_i \mid i \in \mathbb{N}_0\}, \quad \text{spec}(\Delta_{\mid DT(M)}) = \{\mu_i \mid i \in \mathbb{N}\},
\]
and suppose that $\kappa_i \geq -\frac{(n-1)^2}{4}$ for all $i \in \mathbb{N}$.

(i) Suppose that $\lambda_1 > n$ and $\mu_1 > n - 1$. Then the spectrum of $\tilde{\Delta}_E$ restricted to
\[
C^\infty(\tilde{M}) \cdot \tilde{g} \oplus \left\{ n\tilde{\nabla}^2 v + \tilde{\Delta} v \cdot \tilde{g} \mid v \in C^\infty(\tilde{M}) \right\}
\]
is given by
\[
\tilde{\lambda}_{i,j}^{(1)} := \eta_{n+1}(\xi_n(\lambda_i) + j) - 2n, \quad (i, j) \in \mathbb{N}_0 \times \mathbb{N}_0,
\]
and each of these eigenvalues has multiplicity
\[
\text{mult}(\tilde{\lambda}_{i,j}^{(1)}) = 2 \text{mult}(\lambda_i) \quad \text{if} \ (i, j) \in \mathbb{N}_0 \times \mathbb{N}_0 \setminus \{(0, 0), (0, 1)\},
\]
and $\text{mult}(\tilde{\lambda}_{0,0}^{(1)}) = \text{mult}(\lambda_0) = 1$ if $i = 0, 1$. The spectrum of $\tilde{\Delta}_E$ restricted to $\tilde{\delta}^* (D(\tilde{M}))$ is given by
\[
\tilde{\lambda}_{i,j}^{(2)} = \eta_{n+1}(\xi_n(\lambda_i) + j) - 1 - n, \quad (i, j) \in \mathbb{N} \times \mathbb{N}_0,
\]
\[
\tilde{\mu}_{i,j}^{(1)} = \eta_{n+1}(\xi_n(\mu_i) + j) - 1 - n, \quad (i, j) \in \mathbb{N} \times \mathbb{N}_0,
\]
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with \( \mult(\tilde{\lambda}^{(2)}_{i,j}) = \mult(\lambda_i) \) and \( \mult(\tilde{\mu}^{(2)}_{i,j}) = \mult(\mu_i) \). Finally, the spectrum of \( \tilde{\Delta}_E \) restricted to \( TT(\tilde{M}) \) is given by

\[
\lambda_{i,j}^{(3)} = \eta_{n+1}(\xi_n(\lambda_i) + j), \quad (i,j) \in \mathbb{N} \times \mathbb{N}_0, \quad (2.53)
\]

\[
\tilde{\mu}_{i,j}^{(2)} = \eta_{n+1}(\xi_n(\mu_i) + 1) + j, \quad (i,j) \in \mathbb{N} \times \mathbb{N}_0, \quad (2.54)
\]

\[
\tilde{\nu}_{i,j}^{(1)} = \eta_{n+1}(\xi_n(\nu_i) + j), \quad (i,j) \in \mathbb{N} \times \mathbb{N}_0, \quad (2.55)
\]

with \( \mult(\tilde{\lambda}^{(3)}_{i,j}) = \mult(\lambda_i) \), \( \mult(\tilde{\mu}^{(2)}_{i,j}) = \mult(\mu_i) \) and \( \mult(\tilde{\nu}^{(1)}_{i,j}) = \mult(\nu_i) \).

(ii) If \( \lambda_1 = n \), then (i) holds up to the following changes:

(a) \( \mult(\tilde{\lambda}^{(1)}_{1,0}) = \mult(\lambda_1) \)

(b) The value \( \tilde{\lambda}^{(2)}_{1,0} \) does not appear in (2.51)

(c) The values \( \tilde{\lambda}^{(3)}_{1,j}, j \in \mathbb{N}_0 \) do not appear in (2.53)

(iii) If \( \mu_1 = n - 1 \), then (i) holds up to the following changes:

(a) The value \( \tilde{\mu}^{(1)}_{1,0} \) does not appear in (2.52)

(b) The values \( \tilde{\mu}^{(2)}_{1,j}, j \in \mathbb{N}_0 \) do not appear in (2.54)

Remark 2.12. The theorem may still hold for singular manifolds and in dimensions \( n = 1, 2, \) provided that we have \( dv, \nabla^2 v, \delta^* \omega \in L^2 \). It will hold for iterative sequences of \( \sin \)-cones built up on smooth Einstein manifolds. In low dimensions, \( D(M) \) and \( TT(M) \) may be finite dimensional in low dimensions which yields a slight technical simplification.

By the commutation identities in (2.4), it remains to compute the spectrum of \( \tilde{\Delta}_E \) on \( TT \)-tensors, since the other parts of the spectrum have already been computed in Theorem 2.1 and Theorem 2.4. The cases (iia) and (iib) and (iiia) follow from Remark 2.9 and the fact that the kernel of the map

\[
\Psi : C^\infty(M) \to C^\infty(S^2 M), \quad v \mapsto \nabla^2 v + \Delta v \cdot g \quad (2.56)
\]

is given by \( E(\Delta, 0) \oplus E(\Delta, n) \), see [Krö17] Lemma 2.4. To compute the spectrum of \( \tilde{\Delta}_E \) on \( TT \)-tensors, we first introduce the notations

\[
\tilde{h}^{(1)} = \varphi \cdot \sin(\theta)^2 h,
\]

\[
\tilde{h}^{(2)} = \varphi \cdot \sin(\theta)^2 \delta^* \omega + \psi \cdot \sin(\theta) \omega \odot d\theta,
\]

\[
\tilde{h}^{(3)} = \varphi \cdot \sin(\theta)^2 (\nabla^2 v + \Delta v \cdot g) + \psi \cdot \sin(\theta) dv \odot d\theta + \chi v(d\theta \odot d\theta - \sin(\theta)^2 g),
\]

with \( h \in TT(M) \), \( w \in D(M) \) and \( v \in C^\infty(M) \), and the spaces

\[
V_h = \left\{ \tilde{h}^{(1)} \in L^2(TT(\tilde{M})) \mid \varphi : (0, \pi) \to \mathbb{R}, \quad h \in E(\Delta_E|_{TT(M)}, \kappa) \right\},
\]

\[
W_\mu = \left\{ \tilde{h}^{(2)} \in L^2(TT(\tilde{M})) \mid \varphi, \psi : (0, \pi) \to \mathbb{R}, \quad \omega \in E(\Delta_{1|D(M)}, \mu) \right\},
\]

\[
X_\lambda = \left\{ \tilde{h}^{(3)} \in L^2(TT(\tilde{M})) \mid \varphi, \psi, \chi : (0, \pi) \to \mathbb{R}, \quad v \in E(\Delta_{0, \lambda}) \right\}.
\]

Here, the symmetric tensor product of \( \omega, \eta \in C^\infty(T^* M) \) is defined with the convention that \( \omega \odot \eta = \omega \odot \eta + \eta \odot \omega \in C^\infty(S^2 M) \).
Lemma 2.13. The following of the above spaces are trivial:

(i) If $\mu = n - 1$, then $W_\mu = 0$.

(ii) If $\lambda = 0$, then $V_\lambda = 0$.

(iii) If $\lambda = n$, then $V_\lambda = 0$.

Proof. Recall from Remark 2.9 that if $\mu = n - 1$, $\omega^k$ is a Killing field, hence $\delta^*\omega = 0$. Therefore, any element of $W_\mu$ is of the form $\psi \cdot \sin(\theta)\omega \otimes d\theta$. By (A.9),

$$0 = \tilde{\delta}(\psi \cdot \sin(\theta)\omega \otimes d\theta) = -[\partial_\theta \psi \cdot \sin + (n + 1) \cos \cdot \psi] \omega,$$

(2.57)

so that $\psi$ is necessarily of the form $\psi = a \cdot \sin^{-(n+1)}$ for some $a \in \mathbb{R}$. This is a contradiction to the assumption $\psi \cdot \sin(\theta)\omega \otimes d\theta \in L^2(\mathcal{M})$. This proves (i).

To prove (ii), we remark that $v$ is a constant function and therefore, any element of $V_\lambda$ is of the form $\chi \cdot d\theta \otimes d\theta$. By (A.10), we have

$$0 = \tilde{\delta}(\chi \cdot d\theta \otimes d\theta) = \chi \cdot dv - n[\partial_\theta \chi + (n + 1) \cos \sin]vd\theta,$$

(2.58)

so that $\chi$ does necessarily vanish.

If $v \in C^\infty(\mathcal{M})$ is such that $\Delta v = n \cdot v$, then $\nabla^2 v + \Delta v \cdot g = 0$. Therefore in this case, any element $\tilde{h} \in V_\lambda$ is of the form

$$\tilde{h} = \psi \cdot \sin d\theta \otimes d\theta + \chi \cdot (n\partial_\theta d\theta - \sin^2 g),$$

(2.59)

and due to (A.10),

$$\tilde{\delta}(\psi \cdot \sin d\theta \otimes d\theta) = n \sin^{-1} \psi \cdot d\theta - [(n + 1) \cos \psi + \partial_\theta \psi \cdot \sin]dv.$$

(2.60)

Thus, we get

$$0 = \tilde{\delta} h = n[\sin^{-1} \psi \cdot d\theta - (n + 1) \cos \sin \chi \cdot d\theta \otimes d\theta + [\chi - (n + 1) \cos \psi - \sin \partial_\theta \psi]dv,$$

(2.61)

which implies that the functions $\psi, \chi : (0, \pi) \to \mathbb{R}$ have to satisfy the coupled system

$$\partial_\theta \chi = -(n + 1) \frac{\cos}{\sin} \chi + \sin^{-1} \psi,$$

$$\partial_\theta \psi = -(n + 1) \frac{\cos}{\sin} \psi + \sin^{-1} \chi.$$

(2.62)

For a solution $(\chi, \psi)$ of this system, we define its energy as $E = \chi^2 + \psi^2$. Let $\epsilon > 0$ be arbitrary and choose $\delta > 0$ so small that $(1 + \epsilon) \cos(\theta) < -1$ for $\theta \in (\pi - \delta, \pi)$. On this subinterval, the energy satisfies the differential inequality

$$\partial_\theta E = -2(n + 1) \frac{\cos}{\sin} \chi^2 - 2(n + 1) \frac{\cos}{\sin} \psi^2 + 4 \sin^{-1} \chi \psi$$

$$\geq -2(n + 1) \frac{\cos}{\sin} (\chi^2 + \psi^2) - 2 \sin^{-1}(\chi^2 + \psi^2)$$

$$\geq -2(n - \epsilon) \frac{\cos}{\sin} E,$$

(2.63)

and thus, $E \geq C_1 \cdot \sin^{-(n-1-\epsilon)}$ for some $C_1 > 0$ on $(\pi - \delta, \pi)$ unless $E$ and therefore the pair $(\chi, \psi)$ is identically zero. Because space of solutions of (2.62) is invariant under the involution

$$(\chi(\theta), \psi(\theta)) \rightarrow (\chi(\pi - \theta), -\psi(\pi - \theta)),$$

(2.64)
an analogous estimate also holds on \((0, \delta)\). However, the pointwise norm of \(\tilde{h}\) is
\[
|\tilde{h}|^2_{L^2(\mathbb{J})} = 2\tilde{\phi}^2|dv|^2 + 2n^2\chi^2v^2,
\] (2.65)
and integrating
\[
||\tilde{h}||_{L^2(\mathbb{J})}^2 = \int_0^\pi \int_M |\tilde{h}|^2 \sin \theta dv d\theta \geq 2n ||\phi||^2_{L^2(\phi)} \int_0^\pi E \sin \theta d\theta,
\] (2.66)
but due to the estimate on \(E\) above, the integral on the right hand side is infinite for \(n \geq 3\) unless \(\tilde{h} \equiv 0\). This finishes the proof of (iii). \hfill \Box

The lemma above explains the cases (iic) and (iiib) in Theorem 2.11. Therefore, we may assume \(\lambda > n\) and \(\mu_n \neq n - 1\) from now on. We have seen in [Krö17, Section 2] that \(\Delta_E\) preserves these spaces and that
\[
\hat{L}^2(TT(\hat{M})) = \left( \bigoplus_{i=1}^\infty V_{\tilde{\kappa}_i} \right) \bigoplus \left( \bigoplus_{i=1}^\infty W_{\mu_i} \right) \bigoplus \left( \bigoplus_{i=1}^\infty X_{\lambda_i} \right)
\] (2.67)
in the \(L^2\)-sense. The assertion of Theorem 2.11 now follows from Lemma 2.14, Lemma 2.15, and Lemma 2.16 below.

**Lemma 2.14.** The spectrum of \(\Delta_E\) restricted to \(V_\kappa\) is given by
\[
\{ \eta_{n+1}(\xi_\kappa(\kappa) + j) \mid j \in \mathbb{N}_0 \},
\] (2.68)
and each of these eigenvalues has the same multiplicity as \(\kappa\) as an eigenvalue of \(\Delta_E\).

**Proof.** Let \(h \in TT(\hat{M})\) and \(\tilde{h} \in C^\infty(S^2\hat{M})\) be of the form \(\tilde{h} = \phi \cdot r^2h\) for some \(\phi \in C^\infty((0, r))\). By Lemma A.5 this tensor satisfies
\[
\tilde{\mu}(h) = 0, \quad \tilde{\delta}(\tilde{h}) = 0, \quad \tilde{h}(\partial_r, \cdot) = 0,
\] (2.69)
and
\[
\Delta_E \tilde{h} = r^2(-\partial_r^2 \phi \cdot h - n \cdot r^{-1} \partial_r \phi \cdot h + \phi \cdot r^{-2} \Delta_E h),
\] (2.70)
so that, if \(\Delta_E h = \kappa \cdot h\), we have \(\Delta_E \tilde{h} = 0\), if \(\phi = r^m\), where \(m = \xi_\kappa(\kappa)\). Now consider some spaces of tensors on \(\hat{M}\), given by
\[
P_{m,j} := \left\{ \sum_{l=0}^j a_l r^{m+2l}z^{(j-l)} h \mid a_l \in \mathbb{R} \right\}, \quad P_{m,j+1} := \left\{ \sum_{l=0}^j a_l r^{m+2l}z^{(j-l)+1} h \mid a_l \in \mathbb{R} \right\}.
\]
It is straightforward to show that \(P_{m,0} \oplus P_{m,1} \subset \ker(\Delta_E)\) and that for each \(j \in \mathbb{N}\), \(j \geq 2\), the Laplacian satisfies \(\Delta_E(P_{m,j}) \subset P_{m,j-2}\). Because \(\dim P_{m,j} = \dim P_{m,j-2} + 1\), \(H_{m,j} := P_{m,j} \cap \ker \Delta_E \neq \{0\}\) and it is also not hard to see that \(H_{m,j}\) is one-dimensional for each \(j \in \mathbb{N}_0\). Thus we obtain a sequence of \(\hat{h}_j \in P_{m,j}\), hence \(\hat{h}_j \in C^\infty(S^2\hat{M}) \cap \ker(\Delta_E) \cap TT(\hat{M})\), \(j \in \mathbb{N}_0\), which can be written with respect to the variable \(s = \sqrt{r^2 + z^2}\) as
\[
\hat{h}_j = s^{m+j} \cdot s^2 \tilde{h}_j, \quad \tilde{h}_j \in V_\kappa,
\] (2.71)
and because for \(\phi = \varphi(s) \in C^\infty((0, \infty))\), Lemma A.5 implies
\[
\tilde{\Delta}_E(\hat{h}_j) = s^2(-\partial_s^2 \varphi \cdot \hat{h}_j - (n + 1) \cdot s^{-1} \partial_s \varphi \cdot \hat{h}_j + \varphi \cdot s^{-2} \Delta_E \hat{h}_j).
\] (2.72)
we get \(\tilde{\Delta}_E \hat{h}_j = \eta_{n+1}(m + j) \cdot \hat{h}_j\). A density argument similar as in the proof of Theorem 2.1 shows that the \(\hat{h}_j\) span all of \(V_\kappa\). \hfill \Box
Lemma 2.15. The spectrum of $\tilde{\Delta}_E$ restricted to $W_\mu$ is given by
\[ \{ \eta_{n+1}(\xi_n(\mu + 1) + j) \mid j \in \mathbb{N}_0 \}, \] (2.73)
and each of these eigenvalues has the same multiplicity as $\mu$ as an eigenvalue of $\Delta_1$.

Proof. If $\tilde{h} \in W_\mu$ satisfies $\tilde{\Delta}_E \tilde{h} = \nu \cdot \tilde{h}$ for some $\nu \geq -\frac{\eta_{n+1}^2}{\mu}$, Lemma [A.5] implies that the tensor $\tilde{h} = s^2 \tilde{h}$ satisfies
\[ \tilde{\Gamma}(s^k \tilde{h}) = 0, \quad \tilde{\delta}(s^k \tilde{h}) = 0, \quad s^k \tilde{h}(\partial_{x,+}) = 0, \quad \tilde{\Delta}_E(s^k \tilde{h}) = 0, \] (2.74)
if $k = \xi_{n+1}(\nu)$. To find such a tensor $\tilde{h}$, we make the ansatz
\[ \Phi := s^k \tilde{h} = P[r,z]dz \odot r\omega + Q[r,z]dr \odot r\omega + R[r,z]r^2 \delta^* \omega. \] (2.75)
Demanding
\[ s^k \tilde{h} \in TT(\bar{M}), \quad s^k \tilde{h}(\partial_{x,+}) = 0, \] (2.76)
implies by direct computation (see also Lemma [A.5] in the appendix)
\[ Q[r,z] = -\frac{z}{r} P[r,z], \quad r \cdot \partial_x P + r \cdot \partial_z Q + (n + 1)Q = \frac{1}{2}(\mu - (n - 1))R. \] (2.77)
Thus, a choice of $P$ uniquely determines $Q$ and $R$. We now want to translate the equation $\tilde{\Delta}_E(s^k \tilde{h}) = 0$ into an equation for $P$, $Q$ and $R$. By using (A.16), we obtain
\[ \tilde{\Delta}_E(P \cdot dz \odot r\omega) = \tilde{\Delta}_E(P \cdot dz \odot r\omega) = dz \odot \tilde{\Delta}_1(P \cdot r\omega) = (\tilde{\Delta}_0 P + r^{-2}(\mu + 1)P)dz \odot r\omega. \] (2.78)
We have
\[ \tilde{\Delta}_E(dr \odot r\omega) = \tilde{\Delta}_0(dr \odot r\omega) = -4\delta^* \omega + (\mu + n + 3)dr \odot r^{-1}\omega, \] (2.79)
where the second equation is (A.41). Moreover $dr \odot r\omega$ is parallel in the direction of $r$ and $z$, so that
\[ \tilde{\Delta}_E(Qdr \odot r\omega) = \tilde{\Delta}_0(Q \cdot dr \odot r\omega + Q[-4\delta^* \omega + (\mu + n + 3)dr \odot r^{-1}\omega] \] \[ = [\tilde{\Delta}_0 Q + r^{-2}(\mu + n + 3)Q]dr \odot r\omega - 4Q \cdot \delta^* \omega. \] (2.80)
Because $(\bar{M},\bar{g})$ is Ricci flat, (2.4) implies $\Delta_E \circ \delta^* = \delta^* \circ \Delta_1$. Using this relation, (A.16) and (A.42), we obtain
\[ \tilde{\Delta}_E(r^2 \delta^* \omega) = \Delta_E(r^2 \delta^* \omega) = \Delta_E \delta^*(r^2 \omega) = \delta^* \Delta_1(r^2 \omega) = (\mu + 1 - n)\delta^* \omega \] \[ = (\mu + 1 - n)[\delta^* \omega - r^{-2}dr \odot r\omega]. \] (2.81)
The tensor $r^2 \delta^* \omega$ is also parallel in the direction of $r$ and $z$. Thus,
\[ \tilde{\Delta}_E(R \cdot r^2 \delta^* \omega) = \tilde{\Delta}_0 R \cdot r^2 \delta^* \omega + (\mu + 1 - n)R[\delta^* \omega - r^{-2}dr \odot r\omega]. \] (2.82)
Therefore, demanding that $\tilde{\Delta}_E \Phi = 0$ (where $\Phi$ was defined in (2.75)) yields the system of equations
\[ \tilde{\Delta}P + r^{-2}(\mu + 1)P = 0, \] (2.83)
\[ \tilde{\Delta}Q + r^{-2}(\mu + n + 3)Q - r^{-2}(\mu + 1 - n)R = 0, \] (2.84)
\[ \tilde{\Delta}R + r^{-2}(\mu + 1 - n)R - 4r^{-2}Q = 0. \] (2.85)
In Lemma B.2 below, we show that if $P$ solves (2.83) and $Q$, $R$ are defined by (2.77), then $Q$, $R$ solve the system (2.84)-(2.85). In fact, (2.83) exactly says that $P \cdot \omega$ is a harmonic 1-form. We have considered harmonic 1-forms in the previous section. In particular we found out that for each $j \in \mathbb{N}$, there is a solution $P_j$ of (2.83) which scales as

$$P_j[\alpha r, \alpha z] = \alpha^{l+1} P_j[r, z],$$

(2.86)

where $l = \xi_{n+1}(\mu + 1)$. By definition, $Q_j$, and $R_j$ obtained from $P_j$ by (2.77) admit the same scaling behaviour. Therefore, with respect to the coordinate $s = \sqrt{r^2 + z^2}$ one obtains a tensor $\tilde{h}_0 \in TT(\tilde{M})$ in the kernel of $\tilde{\Delta}_E$, which can be written as $s^{l+1} s^2 \tilde{h}_j$ for some $\tilde{h}_j \in TT(\tilde{M})$, By Lemma A.5

$$\tilde{\Delta}_E(\varphi \cdot s^2 \tilde{h}_j) = s^2 (-\partial^2_{ss} \varphi \cdot \tilde{h} - (n + 1) \cdot s^{-1} \partial_s \varphi \cdot \tilde{h} + \varphi s^{-2} \Delta \tilde{h}),$$

(2.87)

for $\varphi = \varphi(s) \in C^\infty((0, \infty))$ and $\tilde{h} \in TT(\tilde{M})$, so that $\tilde{\Delta}_E \tilde{h}_j = \eta_{n+1}(l + j) \cdot \tilde{h}_j$. Since $\tilde{h}_j \in W_\mu$ by construction, we have obtained eigenvalues of $\tilde{\Delta}_E$ restricted to this space. A refined density argument as in the proof of Lemma 2.8 implies that these are all the eigenvalues.

**Lemma 2.16.** The spectrum of $\tilde{\Delta}_E$ restricted to $X_\lambda$ is given by

$$\{\eta_{n+1}(\xi_\lambda + j) \mid j \in \mathbb{N}_0\},$$

(2.88)

and each of these eigenvalues has the same multiplicity as $\lambda$ as an eigenvalue of $\Delta_0$.

**Proof.** If $\tilde{h} \in X_\lambda$ satisfies $\tilde{\Delta}_E \tilde{h} = \nu \cdot \tilde{h}$ for some $\nu \geq -\frac{n^2}{\lambda^2}$, Lemma A.5 implies that the tensor $\tilde{h} = s^2 \tilde{h}_j$ satisfies

$$\tilde{\Delta}(s^2 \tilde{h}) = 0, \quad \partial_s (s^2 \tilde{h}) = 0, \quad s^2 \tilde{h}(\partial_s) = 0, \quad \tilde{\Delta}_E(s^2 \tilde{h}) = 0,$$

(2.89)

if $k = \xi_{n+1}(\nu)$. Because $\tilde{h} \in X_\lambda$, $s^k \tilde{h}$ is necessarily of the form

$$s^k \tilde{h} = P^{(1)}[r, z]v dz \otimes dz + P^{(2)}v dz \otimes dr + P^{(3)}[r, z]v dr \otimes dr + Q^{(1)}[r, z]dz \otimes rdv + Q^{(2)}[r, z]dr \otimes rdv + R[r, z]v^2 (n\nabla^2 v + \Delta vg) + S[r, z]v^2 g.$$  

(2.90)

Demanding $s^k \tilde{h}(\partial_s, \cdot) = 0$ yields the relations

$$P^{(2)} = -\frac{z}{r} P^{(1)}, \quad P^{(3)} = -\frac{z}{r} P^{(2)} = \frac{z^2}{r^2} P^{(1)}, \quad Q^{(2)} = \frac{z}{r} Q^{(1)},$$

(2.91)

and demanding $\overline{\nabla} s^k \tilde{h} = 0$ yields

$$P^{(1)} + P^{(3)} + nS = 0.$$  

(2.92)

Lemma A.7 below shows that demanding $\overline{\nabla} \Phi = 0$ is equivalent to the system of equations

$$r \cdot \partial_r P^{(1)} + r \cdot \partial_r P^{(2)} = \lambda Q^{(1)} - nP^{(2)},$$

(2.93)

$$r \cdot \partial_r P^{(2)} + r \cdot \partial_r P^{(3)} = \lambda Q^{(2)} - nP^{(3)} + nS,$$  

(2.94)

$$r \cdot \partial_r Q^{(1)} + r \cdot \partial_r Q^{(2)} = (n - 1)(\lambda - n) R - (n + 1) Q^{(2)} - S.$$  

(2.95)

Given $P^{(1)}$, one defines $P^{(2)}$, $P^{(3)}$ and $S$ by (2.91), (2.92) and $Q^{(1)}$, $Q^{(2)}$ and $R$ by (2.93), (2.94) and (2.95). It is not hard to see that the definitions of $Q^{(1)}$ and $Q^{(2)}$ are consistent with the last equation in
which implies 
\[ \hat{\Delta}_E (s^k \hat{h}) = 0 \]

Let us now translate the equation \( \hat{\Delta}_E (s^k \hat{h}) = 0 \) into an equation for \( P^{(i)}, Q^{(i)}, R \) and \( S \). We compute, using (2.33), (2.37) and (2.39),

\[
\hat{\Delta}_E (P^{(i)} vdz \otimes dz) = \hat{\Delta}_0 (P^{(i)} v) dz \otimes dz = (\hat{\Delta}_0 P^{(i)} + \lambda r^{-2} P^{(i)}) vdz \otimes dz,
\hat{\Delta}_E (P^{(2)} vdz \otimes dr) = (\hat{\Delta}_1 P^{(2)} vdz \otimes dz = (\hat{\Delta}_0 P^{(2)} + (\lambda + n)r^{-2} P^{(2)} vdz \otimes dr - 2r^{-2} P^{(2)} dz \otimes r dv, \tag{2.96}
\hat{\Delta}_E (Q^{(1)} dz \otimes r dv) = (\hat{\Delta}_1 Q^{(1)} r dv) \otimes dz = (\hat{\Delta}_0 Q^{(1)} + (\lambda - n + 2)r^{-2} Q^{(1)} dz \otimes r dv - 2r^{-2} Q^{(1)} \lambda vdz \otimes dr.
\]

Therefore, \( \hat{\Delta}_E \Phi = 0 \) implies

\[
\hat{\Delta} P^{(i)} + \lambda r^{-2} P^{(i)} = 0, \tag{2.97}
\hat{\Delta} P^{(2)} + (\lambda + n)r^{-2} P^{(2)} - 2r^{-2} \lambda Q^{(1)} = 0, \tag{2.98}
\hat{\Delta} Q^{(1)} + (\lambda - n + 2)r^{-2} Q^{(1)} - 2r^{-2} P^{(2)} = 0, \tag{2.99}
\]

which actually coincides with the system (2.83)-(2.85). Furthermore, by (A.22) and (A.51),

\[
\nabla dr = r \cdot g, \quad \Delta dr = nr^{-2} dr, \quad \Delta (dr \otimes dr) = 2r^{-2} (ndr \otimes dr - r^2 g), \tag{2.100}
\]

so that

\[
\hat{\Delta}_E (P^{(3)} vdz \otimes dz) = (\hat{\Delta}_0 P^{(3)} v) dz \otimes dz + P^{(3)} \Xi_2 (vdz \otimes dz) - 2 (\hat{\nabla} P^{(3)}, \hat{\nabla} (vdz \otimes dz)) = (\hat{\Delta}_0 P^{(3)} + r^{-2}(\lambda + 2n) P^{(3)} v) dz \otimes dz - 2 P^{(3)} v g - 2r^{-2} P^{(3)} dr \otimes r dv. \tag{2.101}
\]

By (A.52),

\[
\hat{\Delta}_E (r^2 g) = \Xi_2 (r^2 g) = 2r^{-2} (r^2 g - ndr \otimes dr), \tag{2.102}
\]

which implies

\[
\hat{\Delta}_E (Sv^2 g) = \hat{\Delta}_0 (Sv) r^2 g + Sv \hat{\Delta}_E (r^2 g) - 2 (\hat{\nabla} (Sv), \hat{\nabla} (r^2 g)) = (\hat{\Delta}_0 S + r^{-2}(\lambda + 2)Sv) r^2 g - 2nr^{-2} Svdz \otimes dr + 2S r^{-2} dr \otimes r dv. \tag{2.103}
\]

Moreover, by (A.53)

\[
\hat{\Delta} (dr \otimes rdv) = -4r^{-2} \Delta_0 v \cdot dr \otimes dr + r^{-2} dr \otimes rd (\Delta_0 v + 4v) - 4 \nabla^2 v, \tag{2.104}
\]

from which we obtain, since \( dr \otimes rdv \) is parallel in the directions of \( r \) and \( z \) that

\[
\hat{\Delta}_E (Q^{(2)} rdv) = [\hat{\Delta}_0 Q^{(2)} + (\lambda + 4)r^{-2} Q^{(2)}] rdv - 4r^{-2} \lambda rdv \otimes dr - 4Q^{(2)} \nabla^2 v. \tag{2.105}
\]

It remains to compute the equation for the \( R \) part. For this purpose, we note that by (A.54)-(A.56),

\[
\nabla^2 (r^2 v) = r^2 \nabla^2 v + 2v g + dr \otimes rdv, \quad \nabla^2 v = \nabla^2 v - r^{-2} dr \otimes rdv, \quad \Delta_0 (r^2 v) = (\lambda - 2n - 2) v, \tag{2.106}
\]
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by construction, we have obtained eigenvalues of \( \tilde{\Delta}_E \) follows from \( (2.4) \). Using these formulas and (A.53) again, we have

\[
\tilde{\Delta}_E(r^2 \nabla^2 v) = \tilde{\Delta}_E(\nabla^2 (r^2 v) - 2v \tilde{g} - dr \otimes rdv)
\]

\[
= \nabla^2 \Delta_0 (r^2 v) - 2r^{-2} \lambda v \tilde{g} - [(\lambda + 4)r^{-2} dr \otimes rdv - 4\nabla^2 v - 4\lambda r^{-2} vdr \otimes dr] \\
= (\lambda - 2n + 2)[\nabla^2 v - 2r^{-2} \lambda v(dr \otimes dr + r^2 g)] \\
- [(\lambda + 4)r^{-2} dr \otimes rdv - 4\nabla^2 v - 4\lambda r^{-2} vdr \otimes dr] \\
= (\lambda - 2n + 2)\nabla^2 v - 2r^{-2} \lambda v(dr \otimes dr + r^2 g) \\
- [(\lambda + 4)r^{-2} dr \otimes rdv - 4\nabla^2 v - 4\lambda r^{-2} vdr \otimes dr]
\]

From \((2.103)\), we obtain

\[
\tilde{\Delta}_E(r^2 \Delta vg) = -2n\lambda r^{-2} vdr \otimes dr + \lambda(\lambda + 2)vg + 2\lambda r^{-2} dr \otimes rdv,
\]

and by adding up, we get

\[
\tilde{\Delta}_E(Rr^2(n \nabla^2 v + \Delta vg)(\lambda - 2n + 2)Rr^2(n \nabla^2 v + \Delta_0 v \cdot g) + 2(n - 1)(n - \lambda)Rr^{-2}dr \otimes rdv.
\]

Therefore, \( \tilde{\Delta}_E \Phi = 0 \) is equivalent to the system \((2.97)-(2.99)\) together with the equations

\[
\tilde{\Delta}P^{(3)} + (\lambda + 2n)r^{-2}P^{(3)} - 2nSr^{-2} - 4\lambda r^{-2}Q^{(2)} = 0,
\]

\[
\tilde{\Delta}S + (\lambda + 2)r^{-2}S - 2r^{-2}P^{(3)} + \frac{4}{n}r^{-2}\lambda Q^{(2)} = 0,
\]

\[
\tilde{\Delta}Q^{(2)} + (\lambda + 4)r^{-2}Q^{(2)} - 2r^{-2}P^{(3)} + 2r^{-2}S + 2(n - 1)(n - \lambda)r^{-2}R = 0,
\]

\[
\tilde{\Delta}R + (\lambda - 2n + 2)r^{-2}R - \frac{4}{n}r^{-2}Q^{(2)} = 0.
\]

Lemma B.3 in the appendix shows that if \( P^{(1)} \) satisfies \((2.97)\) and \( P^{(2)}, P^{(3)}, Q^{(1)}, Q^{(2)}, R, S \) are defined by \((2.91)-(2.95)\), then the equations \((2.98)-(2.99)\) and \((2.110)-(2.113)\) also hold. In fact, \((2.97)\) exactly says that \( P^{(1)} \cdot v \) is a harmonic function. In the proof of Theorem 2.1, we found that for each \( j \in \mathbb{N} \) a solution \( P^{(1)}_j \) of \((2.97)\) scales as

\[
P^{(1)}_j[\alpha r, \alpha z] = \alpha^{k_j} P^{(1)}_j[r, z],
\]

where \( k = \xi_n(\lambda) \). By definition, \( P^{(2)}, P^{(3)}, Q^{(1)}, Q^{(2)}, R, S \) defined by \((2.91)-(2.95)\) admit the same scaling behaviour. Therefore, one obtains a tensor \( \tilde{h}_j \in \mathcal{T}(\tilde{M}) \) in the kernel of \( \tilde{\Delta}_E \), which can be written with respect to the coordinate \( s = \sqrt{r^2 + z^2} \) as \( \tilde{h}_j = s^{k_j} s^{2} \tilde{h}_j \) for some \( \tilde{h}_j \in \mathcal{T}(\tilde{M}) \). Due to Lemma A.5

\[
\tilde{\Delta}_E(\varphi \cdot s^2 \tilde{h}) = s^2 (-\partial^2 s \varphi \cdot \tilde{h}) - (n + 1) \cdot s^{-1} \partial_s \varphi \cdot \tilde{h} + \varphi s^{-2} \tilde{\Delta}_E \tilde{h},
\]

for \( \varphi = \varphi(s) \in C^\infty((0, \infty)) \) and \( \tilde{h} \in \mathcal{T}(\tilde{M}) \). Thus, we get \( \tilde{\Delta}_E \tilde{h}_j = \eta_{n+1}(k+j) \cdot \tilde{h}_j \). Since \( \tilde{h}_j \in X_\lambda \) by construction, we have obtained eigenvalues of \( \Delta_E \) restricted to this space. A refined density argument as in the proof of Lemma 2.8 implies that these are all the eigenvalues.
Proof of Theorem 1.5. This is a direct application of the assertions in Theorem 2.11 and we use the notation thereof. For (i), note that \( \lambda_{i,j}^{(1)} \) and \( \mu_{i,j}^{(1)} \) are positive for \((i,j) \in \mathbb{N} \times \mathbb{N}_0 \) because \( \lambda_i \) and \( \mu_i \) are positive for \( i \in \mathbb{N} \). Therefore, (strict) EH-stability of \((\tilde{M}, \tilde{g})\) is equivalent to \( \kappa_{i,j}^{(1)} \geq 0 \) (resp. \( \tilde{\kappa}_{i,j}^{(1)} > 0 \)) for all \((i,j) \in \mathbb{N} \times \mathbb{N}_0 \), which in turn is equivalent to \( \kappa_i > 0 \) (resp. \( \kappa_i > 0 \)) for all \( i \in \mathbb{N} \). For (ii), we use the characterization of Remark 1.4 (i). By Theorem 2.1, where the de Turck vector field is defined by \( h_i = \frac{\partial}{\partial \lambda_i} \), we know that \( \Delta \kappa_i > 0 \). Together with (i), this implies (ii). Similarly for (iii), we use characterization of Remark 1.4 (i). By Theorem 2.1, \( \kappa_i \geq 0 \) is equivalent to \( \kappa_i = -\frac{(n-1)^2}{4} \) for all \( i \in \mathbb{N} \) is equivalent to \( \kappa_i^{(1)} \geq -\frac{n^2-1}{4} \) for all \((i,j) \in \mathbb{N} \times \mathbb{N}_0 \).

Proof of Corollary 1.6. If \((M, g) = (M_1^{n_1}, g_1) \times (M_2^{n_2}, g_2)\) with \( n_1, n_2 \geq 2 \), an easy calculation shows \( h = n_2 g_1 - n_1 g_2 \) is physically stable and \( (M, g) \) is physically unstable. Therefore, by Theorem 1.5 (iv), \( \Delta_{E} \) is bounded below. If \((M_1^{n_1}, g_1)\) and \((M_2^{n_2}, g_2)\) are both linearly stable, \( \Delta_{E} \) is the only negative eigenvalue, see [Krö15, Proposition 4.8]. Therefore, if \( n \geq 9 \), \((M, g)\) is physically stable and by Theorem 1.5 (iv), \( \Delta_{E} \) is bounded below.

3 Stability under the singular Ricci-de Turck flow

Well-posedness of Ricci-de Turck flow in the setting of conifolds was established in [Ver21]. It turned out that in order to establish short-time existence and uniqueness, the conical singularities had to be modelled over Ricci-flat cones with tangentially stable cross-sections (strictly tangentially stable in the non-orbifold case). For convenience, we call such singularities (strictly) tangentially stable. The topologies on the space of metrics in this subsection are induced by hybrid weighted Hölder norms \( \mathcal{H}^{k,\alpha} \) for \( k \geq 2, \alpha > 0 \) and \( \alpha \in (0, 1] \), see [KV19] Definition 4.5.

In [KV19], Boris Vertman and the author established a stability theorem for compact Ricci-flat conifolds under the singular Ricci-de Turck flow. The methods used in this paper can also be directly adapted to the stability of Einstein manifolds with isolated conical singularities under the volume normalized Ricci flow. Then we arrive at the following result:

Theorem 3.1. Let \((M^n, g)\), \( n \geq 3 \) be compact Einstein conifold, where the all the singularities are either orbifold singularities or strictly tangentially stable. Then, if \((M, g)\) is strictly linearly stable, there exists a small neighbourhood \( U \) around \( g \) such that any normalized singular Ricci de Turck flow \( g(t) \) starting in \( U \) exists for all time and converges to \( c \cdot g \) with \( c \) close to 1.

Sketch of proof. The evolution equation for the normalized Ricci-de Turck flow is

\[
\partial_t g(t) = -2\text{Ric}(g(t)) + \mathcal{L}_{V(g(t), g)} g(t) + \frac{2}{n \cdot \text{Vol}(g(t))} \int_{M} \text{scal}_g \, dV_{g(t)},
\]

where the de Turck vector field is defined by \( V(g(t), g) = g^{ij} (\Gamma(g)_{ij}^k - \Gamma(g)_{ij}^k) \). Note that the total scalar curvature is defined because \( \text{scal}_g = O(x^{-2}) \) in a neighbourhood of isolated conical singularities and thus integrable. Well-posedness for the singular Ricci-de Turck flow in a small neighbourhood with respect to an appropriate topology is granted by [Ver21] and the condition of tangential stability. Well-posedness for the volume normalized version follows by projecting a solution of the unnormalized flow to the space of metrics of fixed volume and a suitably rescaling in time as well. For \( h(t) = g(t) - g \) and
if \( g \) is Einstein, the unnormalized Ricci-de Turck flow is written as

\[
\partial_t h = -\Delta_E h + (g + h)^{-1} \ast (g + h)^{-1} \ast \nabla h \ast \nabla h + (g + h)^{-1} \ast (g + h)^{-1} \ast \nabla^2 h \ast \nabla h
\]

This can be rewritten as

\[
\partial_t h = -\Delta_E h + Q_2(h).
\]

The normalized version can be written as

\[
\partial_t h = -\Delta_E h + Q_2(h) + \frac{1}{n} \int \text{tr}(\Delta_E h - Q_2(h)) \, dV,
\]

where \( \hat{f} \) denotes the mean value integral with respect to \( g + h \). Now it amounts to decompose the evolving metric \( g(t) = h(t) + g \) uniquely as \( g(t) = (c(t) + 1)g + k(t) \), where \( c(t) \in \mathbb{R} \) and \( f \text{tr}_g k(t) \, dV_g = 0 \), i.e. \( k \in g^{-1} \). The evolution equation (3.3) can be rewritten in terms of \( c \) and \( k \) and the condition \( \Delta_{E|g^+} > 0 \) ensures good properties of the heat kernel of the associated heat equation. The technical details to prove convergence are carried out as in [KV19, Section 11].

**Remark 3.2.** In [KV19, Section 11], we change the reference metric of the Ricci de Turck flow at discrete times so that the resulting family of metrics is only piecewise smooth. While carrying out the details in this setting, we also have to change the reference metric, but the resulting de Turck vector field does not change because all reference metrics are of the form \( c \cdot g, c \in \mathbb{R} \). Therefore, the flow will be smooth in this case.

**Proof of Theorem 4.7.** For a smooth Einstein manifold \((M, g)\), its sine-cone \((\widetilde{M}, \widetilde{g})\) is a conifold with two isolated conical singularities modelled over the Ricci flat cone \((\overline{M}, \overline{g})\). By assumption, the singularities are both strictly tangentially stable. Remark 4.4 shows that strict tangential stability implies strict linear stability. By Theorem 1.5 \((\widetilde{M}, \widetilde{g})\) is strictly tangentially stable and by Remark 4.4, it is also strictly linearly stable. The assertion follows from Theorem 3.1.

4 Infinitesimal deformability of sine-cones

**Proof of Theorem 4.10.** Note that part (ii) is a direct consequence of Theorem 1.5 (i). For part (i), we use the notation of Theorem 2.11. Recall again that \( \widetilde{\lambda}^{(3)}_{i,j} \) and \( \widetilde{\mu}^{(2)}_{i,j} \) are positive for \((i, j) \in \mathbb{N} \times \mathbb{N}_0\) because \( \lambda_i \) and \( \mu_i \) are positive for \( i \in \mathbb{N} \). Thus in order to get all infinitesimal Einstein deformations on \((\widetilde{M}, \widetilde{g})\), we have to find all zeros in the set

\[
\left\{ \kappa^{(1)}_{i,j} | (i, j) \in \mathbb{N} \times \mathbb{N}_0 \right\}.
\]

If \((M, g)\) has infinitesimal Einstein deformations, then \( \kappa_{i_0} = 0 \) for some \( i_0 \in \mathbb{N} \). In this case, \( \kappa^{(1)}_{i_0, 0} = 0 \) by definition. Let \( h \in E(\Delta_E, \kappa_{i_0}) \) and let us go through the construction of Lemma 2.14. Then \( h = r^2 h \) is a harmonic tensor on \((\widetilde{M}, \widetilde{g})\), which extends to a harmonic tensor \( \widetilde{h} = \overline{h} = r^2 h \) on \((\overline{M}, \overline{g})\). By writing \( \overline{h} = \sin(\theta)^2 s^2 h \), we see that it restricts to the bounded infinitesimal Einstein deformation \( \overline{h} = \sin(\theta)^2 s^2 h \) on \((\overline{M}, \overline{g})\). Now if \((M, g)\) does not admit infinitesimal Einstein deformations, we can only have \( \kappa^{(1)}_{i_0, 0} = 0 \), for some \((i_0, j_0) \in \mathbb{N} \times \mathbb{N}_0\), if \( \kappa_{i_0} < 0 \). In this case, the corresponding IED is obtained as follows: If \( h \in E(\Delta_E, \kappa_{i_0}) \), then \( r^m r^2 h = r^m \overline{h} \) is harmonic on \((\overline{M}, \overline{g})\) with \( m = \xi(\kappa_{i_0}) < 0 \). The infinitesimal Einstein deformation \( \widetilde{h} \in E(\Delta_E, \kappa^{(1)}_{i_0, j_0}) \), comes from restricting a harmonic tensor \( \widetilde{h} \) on \((\widetilde{M}, \widetilde{g})\) of the form

\[
\widetilde{h} = \sum_{l=0}^{j_0} a_l r^{m+2l} s^{2(j-l)+l} \overline{h}, \quad a_l \in \mathbb{R}
\]
to \((\widetilde{M}, \tilde{g})\). Here \(b = 0\) if \(j_0\) is even and \(b = 1\), if \(j_0\) is odd. We get

\[
\widetilde{h} = \sum_{l=0}^{j_0} a_l \sin(\theta)^{m+2l} \cos(\theta)^{2(j-l)+b} \sin(\theta)^2 h.
\]

A careful comparison of coefficients shows that harmonicity of \(\widetilde{h}\) implies that \(a_0 \neq 0\). Therefore, because \(m < 0\), \(\widetilde{h}\) is unbounded on \((\widetilde{M}, \tilde{g})\).

**Proof of Corollary** \([1,72]\) Since \((M, g)\) is a product manifold, \(-2(n-1) \in \text{spec}(\Delta_E|TT)\) by \([\text{Kr}015\] Proposition 4.8). If \(n = 9\), we get an eigenvalue \(\kappa_{i_0} = -16\) and it is straightforward to see that \(\kappa_{i_0,4} = 0\) (where we use the notation of Theorem 2.11 again). Therefore \(\Delta_E|TT\) admits a nontrivial kernel. If \((M, g)\) is the product of strictly linearly stable Einstein manifolds, \(\Delta_E \geq -2(n-1)\) and \(-2(n-1) \in \text{spec}(\Delta_E|TT)\) appears with multiplicity one \([\text{Kr}015\] Proposition 4.8). Moreover, this is the only nonpositive eigenvalue on \(TT\)-tensors. Because \(\tilde{\kappa}_{i,j}^{(1)} > 0\) and \(\tilde{\mu}_{i,j}^{(2)} > 0\) for \(i \in \mathbb{N}\) and \(j \in \mathbb{N}_0\), it remains to check which \(\kappa_{i,j}^{(1)}\) can be zero. At first, \(\kappa_1 = -2(n-1)\) and \(\kappa_i > 0\) for all \(i \in \mathbb{N}\), \(i \geq 2\) so that \(\kappa_{i,j}^{(1)} > 0\) for all \(i \geq 2\) and \(j \in \mathbb{N}\). Thus it remains to find all zeros in the sequence

\[
\kappa_{1,j}^{(1)} = (m_1 + j)(m_1 + j + n), \quad j \in \mathbb{N}_0, \quad m_1 = -\frac{n-1}{2} + \sqrt{\frac{(n-1)^2}{4} + \kappa_1}.
\]

We have

\[
(m_1 + j)(m_1 + j + n) = m_1(m_1 + n - 1) + m_1(j + 1) + j(m_1 + j + n)
= \kappa_1 + j(2m_1 + j + n) + m_1
= -2(n-1) + j(2m_1 + j + n) + m_1,
\]

so that \(\kappa_{1,j}^{(1)} = 0\) is equivalent to

\[
(2j + 1)m_1 = 2(n-1) - j(j + n).
\]

If \(n = 9\), \(m_1 = -4\) and \(j = 4\) is the only nonnegative integer solving this equation. For higher dimensions we observe that

\[
2m_1 = \lfloor \sqrt{(n-9)(n-1)} - (n-1) \rfloor,
\]

so that \((4.3)\) can be rewritten as

\[
(2j + 1)[\sqrt{(n-9)(n-1)} - (n-1)] = 4(n-1) - 2j(j + n).
\]

This equation implies that \(\ell := \sqrt{(n-9)(n-1)} \in \mathbb{N}\), otherwise, it would be irrational. But \(n = 5 + \sqrt{16 + \ell^2}\) and by the list of pythagorean triples \(\sqrt{16 + \ell^2}\) is only an natural number for \(\ell = 0\) (which corresponds to the case \(n = 9\) that we discussed already) and for \(\ell = 3\) (which implies \(n = 10\)). In the latter case, \(m_1 = -3\) and \((4.3)\) implies \(j = -2 + \sqrt{4 + 15} \notin \mathbb{N}\). This finishes the proof. \(\square\)

**A Some formulas for Laplace-type operators on warped products**

In the following, we denote the indices corresponding to coordinates on \(M\) by \(i, j, k, \ldots\). The indices \(r, s, \theta\) refer to the corresponding coordinates in the construction of the manifolds \(M, \overline{M}\) and \(\overline{M}\). Let
us denote the indices corresponding to coordinates on \( \tilde{M} \) by \( a, b, c, \ldots \) and the indices corresponding to coordinates on \( \overline{M} \) by \( \alpha, \beta, \gamma \). The Christoffel symbols on \( M \) and \( \overline{M} \) are related to the ones on \( M \) by

\[
\hat{\Gamma}^{k}_{ij} = \Gamma^{k}_{ij}, \quad \hat{\Gamma}^{k}_{ij} = -\cos(\theta) \sin(\theta) g_{ij}, \quad \hat{\Gamma}^{k}_{i\theta} = \hat{\Gamma}^{k}_{\theta i} = \frac{\cos(\theta)}{\sin(\theta)} \delta^{k}_{i}, \quad (A.1)
\]

\[
\Gamma^{k}_{ij} = \Gamma^{k}_{ij}, \quad \Gamma^{k}_{ij} = -r \cdot g_{ij}, \quad \Gamma^{k}_{i\theta} = \frac{1}{r} \delta^{k}_{i}, \quad (A.2)
\]

while the other Christoffel symbols vanish. The Christoffel symbols of \( \tilde{M} \) and \( \overline{M} \) are related by

\[
\hat{\Gamma}^{a}_{bc} = \Gamma^{c}_{ab}, \quad \hat{\Gamma}^{a}_{ab} = -s \cdot \hat{g}_{ab}, \quad \hat{\Gamma}^{b}_{as} = \hat{\Gamma}^{b}_{sa} = \frac{1}{s} \delta^{b}_{a}, \quad (A.3)
\]

while the other Christoffel symbols vanish. The relation between the Christoffel symbols of \( \tilde{M} \) and \( \overline{M} \) is simply \( \hat{\Gamma}^{a}_{\alpha\beta} = \Gamma^{\alpha}_{\beta\alpha} \) while all terms containing at least one \( z \) vanish. Consequently, the Laplace Beltrami operators of the four metrics are related by

\[
\hat{\Delta} = -\partial^{2}_{\theta\theta} - n \sin(\theta)^{-1} \cos(\theta) \partial_{\theta} + \sin(\theta)^{-2} \Delta, \quad (A.4)
\]

\[
\hat{\Delta} = -\partial^{2}_{rr} - n \cdot r^{-1} \partial_{r} + r^{-2} \Delta, \quad (A.5)
\]

\[
\hat{\Delta} = -\partial^{2}_{zz} - \Delta + \partial^{2}_{\theta\theta} - \partial^{2}_{rr} - n \cdot r^{-1} \partial_{r} + r^{-2} \Delta. \quad (A.6)
\]

**Lemma A.1.** Let \( \chi, \psi \in C^{\infty}(0, \pi), \omega \in D(\overline{M}) \) and \( v \in C^{\infty}. \) Furthermore, consider \( d\theta \in C^{\infty}(T^{*}M). \) Then we have the following identities

\[
\tilde{\delta}(\psi d\theta) = -\partial_{\theta} \psi - n \frac{\cos}{\sin} \psi, \quad (A.8)
\]

\[
\tilde{\delta}(\psi \sin \omega \odot d\theta) = -[\sin \partial_{\theta} \psi + (n + 1) \cos \psi] \omega, \quad (A.9)
\]

\[
\tilde{\delta}(\psi \sin dv \odot d\theta) = \sin^{-1} \psi \Delta v \cdot d\theta - [\sin \partial_{\theta} \psi + (n + 1) \cos \psi] dv, \quad (A.10)
\]

\[
\tilde{\delta}(\chi v(n d\theta \odot d\theta - \sin^{2} g)) = \chi dv - n[\partial_{\theta} \chi + (n + 1) \frac{\cos}{\sin} \chi] ud\theta, \quad (A.11)
\]

**Proof.** For (A.8), we compute

\[
\tilde{\nabla}_{\theta}(\psi d\theta)_{\theta} = \partial_{\theta} \psi, \quad \tilde{\nabla}_{v}(\psi d\theta)_{v} = \sin \cos \psi g_{ij},
\]

from which the result follows by taking the trace. To prove (A.9) and (A.10), we first let \( \eta \in C^{\infty}(T^{*}M) \) be arbitrary. Then, we compute

\[
\tilde{\nabla}_{v}(\psi \sin \eta \odot d\theta)_{jk} = \psi \sin^{2}(\eta \cdot g_{jk} + \eta \cdot g_{ij}), \quad \tilde{\nabla}_{\theta}(\psi \sin \eta \odot d\theta)_{\theta k} = \sin \partial_{\theta} \psi \cdot \eta, \quad (A.12)
\]

and (A.9) and (A.10) follow by taking the trace and either inserting \( dv \) or \( \omega \). For (A.11), we compute

\[
\tilde{\nabla}_{v}(\chi v d\theta \odot d\theta)_{\theta \theta} = \partial_{\theta} \chi \cdot v, \quad \tilde{\nabla}_{\theta}(\chi v d\theta \odot d\theta)_{v \theta} = \chi \cos \sin g_{ij}, \quad (A.13)
\]

and

\[
\tilde{\nabla}_{v}(\chi v \sin^{2} g)_{jk} = \chi \sin^{2} \nabla_{v} v \cdot g_{jk}, \quad \tilde{\nabla}_{\theta}(\chi v \sin^{2} g)_{\theta k} = -\chi \sin \cos v \cdot g_{ij}, \quad (A.14)
\]

so that (A.11) follows from taking the trace and adding up. \( \square \)
Lemma A.2. Let \( \omega \in D(M), \varphi \in C^\infty(0, \infty) \) and \( \varpi \in C^\infty(T^*M) \) be given by \( \varpi = \varphi \cdot r \omega \). Then,
\[
\delta \varpi = 0, \quad \varpi(\partial_r) = 0, \tag{A.15}
\]
and
\[
\Delta_1 \varpi = r(-\partial^2_{rr}\varphi \cdot \omega - nr^{-1}\partial_r \varphi \cdot \omega + \varphi \cdot r^{-2}(\Delta_1 + 1)\omega). \tag{A.16}
\]
Similarly, if \( \tilde{\omega} \in D(\tilde{M}), \varphi \in C^\infty(0, \infty) \) and \( \tilde{\varpi} \in C^\infty(T^*\tilde{M}) \) are given by \( \tilde{\varpi} = \varphi \cdot \tilde{\omega} \), then
\[
\delta \tilde{\omega} = 0, \quad \tilde{\varpi}(\partial_r) = 0, \tag{A.17}
\]
and
\[
\tilde{\Delta}_1 \tilde{\omega} = s(-\partial^2_{ss}\varphi \cdot \tilde{\omega} - (n + 1)s^{-1}\partial_s \varphi \cdot \tilde{\omega} + \varphi \cdot s^{-2}(\tilde{\Delta}_1 + 1)\tilde{\omega}). \tag{A.18}
\]

Proof. To prove the lemma, it suffices to show (A.15) and (A.16) as (A.17) and (A.18) follow by relabelling and shifting the dimension by 1. If \( \omega \) and \( \varpi \) are as in the lemma, (A.2) implies
\[
\nabla_i \omega_j = \varphi r \nabla_i \omega_j, \quad \nabla_j \omega_i = \partial_i \varphi \cdot r \omega_j, \quad \nabla_i \varpi_r = -\varphi \cdot \omega_j, \quad \nabla_r \omega_r = 0, \tag{A.19}
\]
and (A.15) follows by taking the trace and the fact that \( \varpi_r = 0 \). By applying the covariant derivative once again, we obtain from (A.2) that
\[
\nabla^2_{ij} \omega_k = \varphi \cdot r \nabla^2_{ij} \omega_k + r^2 g_{ij} \partial_r \varphi \cdot \omega_k - r \varphi g_{jk} \omega_i, \quad \nabla^2_{rj} \omega_k = r \varphi g_{rj} \omega_k, \quad \nabla^2_{ij} \omega_r = -2 \varphi \cdot (\delta^s \omega)_{ij}, \quad \nabla^2_{rj} \omega_r = 0, \tag{A.20}
\]
and (A.16) follows by taking the trace and using that \( \delta \omega = 0 \).

Lemma A.3. Let \( v \in C^\infty(M) \) and \( P = P[r, z], Q = Q[r, z], R = R[r, z] \) be functions in two variables, considered as functions on \( \tilde{M} \). Let \( \tilde{\omega} = Pdz + Qdr + Rrdv \in C^\infty(T^*\tilde{M}) \). Then,
\[
\delta \tilde{\omega} = -\partial_z P - \partial_r Q - nr^{-1} \cdot Q + r^{-1} R \Delta_q v. \tag{A.21}
\]

Proof. The expressions for the Christoffel collected in (A.2) imply
\[
\nabla_2 \omega_2 = \partial_2 P, \quad \nabla_r \omega_r = \partial_r Q, \quad \nabla_j \omega_j = Q r \cdot g_{ij} + R r \cdot \nabla^2_{ij} v, \tag{A.21}
\]
and the formula follows by taking the trace with respect to \( \tilde{g} \).

Lemma A.4. The 1-form \( dr \in C^\infty(T^*\tilde{M}) \) satisfies
\[
\nabla dr = r \cdot g, \quad \Delta dr = nr^{-1} dr. \tag{A.22}
\]
Moreover, \( v \in C^\infty(M) \) satisfies
\[
\nabla (r \cdot dv) = r \nabla dv - dv \otimes dr, \quad \Delta_i (r dv) = r^{-2} (r (\Delta_1 + 1) dv - 2 \Delta v \cdot dr). \tag{A.23}
\]

Proof. For \( dr \), one computes
\[
\nabla_i dr_j = r \cdot g_{ij}, \quad \nabla_i dr_r = \nabla_r dr_j = \nabla_r dr_r = 0, \tag{A.24}
\]
and
\[
\nabla (r \cdot dv) = r \nabla dv - dv \otimes dr, \quad \Delta_i (r dv) = r^{-2} (r (\Delta_1 + 1) dv - 2 \Delta v \cdot dr). \tag{A.23}
\]
which proves the formula for the gradient of $dr$ and
\[ \nabla_{ij}^2 dr_r = -g_{ij}, \quad \nabla_{ij}^2 dr_k = \nabla_{rr}^2 dr_r = \nabla_{rr}^2 dr_k = 0, \] (A.25)
from which the formula for the Laplacian follows by taking the trace with respect to $\mathcal{g}$. For $rdv$, we get
\[ \nabla_i(rdv)_j = r \nabla_i dv_j, \quad \nabla_j(rdv)_r = -dv_i, \quad \nabla_r(rdv)_j = \nabla_r(rdv)_r = 0, \] (A.26)
which proves the formula for the gradient of $rdv$ and
\[ \nabla_{ij}^2 (rdv)_k = r \nabla_{ij}^2 dv_j - r g_{ik} dv_j, \quad \nabla_{ij}^2 (rdv)_r = -2 \nabla_i dv_j, \quad \nabla_{rr}^2 (rdv)_k = \nabla_{rr}^2 (rdv)_r = 0, \] (A.27)
from which the formula for the Laplacian follows by taking the trace with respect to $\mathcal{g}$. \hfill \square

**Lemma A.5.** Let $h \in TT(M)$, $\varphi \in C^\infty((0, \infty))$ and $\overline{h} \in C^\infty(S^2 \overline{M})$ be defined by $\overline{h} = \varphi \cdot r^2 h$. This tensor satisfies
\[ \overline{\text{tr}} \overline{h} = 0, \quad \overline{\delta} \overline{h} = 0, \quad \overline{h}(\partial_{r, \cdot}) = 0, \] (A.28)
and
\[ \overline{\Delta} \overline{h} = r^2 (-\partial^2_{rr} \varphi \cdot h - n \cdot r^{-1} \partial_r \varphi \cdot h + \varphi \cdot r^{-2} \Delta_E h). \] (A.29)
Similarly, if $\widetilde{h} \in TT(\overline{M})$, $\varphi \in C^\infty((0, \infty))$ and $\hat{h} \in C^\infty(S^2 \hat{M})$ is defined by $\hat{h} = \varphi \cdot r^2 \widetilde{h}$, then
\[ \text{tr} \hat{h} = 0, \quad \delta \hat{h} = 0, \quad \hat{h}(\partial_{r, \cdot}) = 0, \] (A.30)
and
\[ \hat{\Delta} \hat{h} = s^2 (-\partial^2_{ss} \varphi \cdot \widetilde{h} - (n + 1) \cdot s^{-1} \partial_s \varphi \cdot \widetilde{h} + \varphi \cdot s^{-2} \hat{\Delta} \widetilde{h}). \] (A.31)

**Proof.** It suffices to prove the first part of the assertion as the second one follows by relabelling and shifting dimension by one. At first $\overline{\text{tr}} \overline{h} = 0$ is immediate because $\text{tr}_g h = 0$ and $\overline{h}(\partial_{r, \cdot}) = 0$ holds as $\overline{h}_{rr} = \overline{h}_{rj} = 0$. By using (A.2),
\[ \nabla_i \overline{h}_{jk} = \varphi r^2 \nabla_i h_{jk}, \quad \nabla_r h_{ij} = \partial_i \varphi \cdot r^2 h_{ij}, \quad \nabla_r \overline{h}_{rj} = \nabla_i \overline{h}_{rj} = -\varphi \cdot r \cdot h_{ij}, \quad \nabla_i \overline{h}_{rr} = \nabla_r \overline{h}_{rj} = \nabla_r \overline{h}_{rk} = 0, \] (A.32)
and by taking the trace with respect to $\overline{\mathcal{g}}$ and using $\text{tr}_g h = 0$, we obtain $\delta \overline{h} = 0$. Taking the covariant derivative once again, we obtain
\[ \nabla_{ij} \overline{h}_{kl} = \varphi r^2 \cdot \nabla_{ij} h_{kl} - r g_{ij} \partial_r \varphi \cdot r^2 h_{kl} + r^2 (g_{ik} h_{jl} + g_{il} h_{jk}), \quad \nabla_{rr} \overline{h}_{kl} = \partial_{rr} \varphi \cdot r^2 h_{kl}, \quad \nabla_{ij} \overline{h}_{rr} = 2 \varphi \cdot h_{ij}, \quad \nabla_{ij} \overline{h}_{rr} = \nabla_{rr} \overline{h}_{rj} - \nabla_{rr} \overline{h}_{rk} = 0, \quad \nabla_{ij} \overline{h}_{kr} = \nabla_{ij} \overline{h}_{rk} = -2 \varphi r (\nabla_i h_{jk} + \nabla_j h_{ik}). \] (A.33)
By taking the trace and using that $h \in TT(M)$, we obtain
\[ \overline{\Delta} \overline{h} = r^2 (-\partial^2_{rr} \varphi \cdot h - n \cdot r^{-1} \partial_r \varphi \cdot h + \varphi \cdot r^{-2} \Delta_2 h). \] (A.34)
It remains to consider the curvature term. However, the only nonvanishing term of the curvature of $\mathcal{F}$ is
\[ R_{ijkl} = r^2(R_{ijkl} + g_{ik}g_{jl} - g_{il}g_{jk}), \] (A.35)
so that
\[ \hat{R}(h)_{ij} = \varphi R(h)_{ij}, \] (A.36)
which by adding up finishes the proof of the lemma.

**Lemma A.6.** Let $\omega \in D(M)$ and $P = P[r,z]$, $Q = Q[r,z]$, $R = R[r,z]$ be functions in two variables, considered as functions on $\tilde{M}$. Let
\[ \hat{h} = Pdz \odot r\omega + Qdr \odot r\omega + Rr^2\delta^*\omega \in \Gamma(S^2\tilde{M}). \] (A.37)
Then,
\[ \hat{\Delta} h = - (\partial_r P + \partial_z Q)r\omega - (n + 1)Q \cdot r\omega + \frac{1}{2} R(\Delta_1 \omega - (n - 1)\omega). \] (A.38)

**Proof.** Straightforward calculations show that
\[
\begin{align*}
\hat{\nabla}_z \hat{h}_{zz} &= \hat{\nabla}_z \hat{h}_{rz} = 0, \\
\hat{\nabla}_z \hat{h}_{rx} &= \hat{\nabla}_z \hat{h}_{rr} = 0, \\
\hat{\nabla}_z \hat{h}_{xz} &= \hat{\nabla}_z \hat{h}_{rr} = \hat{\nabla}_r \hat{h}_{xz} = \hat{\nabla}_r \hat{h}_{rz} = 0, \\
\hat{\nabla}_z \hat{h}_{xk} &= 0.
\end{align*}
\] (A.39)
and the proof follows from taking the trace and using the identity
\[ \delta \delta^* \omega = \frac{1}{2}(\Delta_1 \omega - (n - 1)\omega), \] (A.40)
cf. Remark 2.9.

**Lemma A.7.** Let $\omega \in D(M)$. Then,
\[ \Delta_2 (dr \odot r\omega) = -4\delta^*\omega + (\mu + n + 3)dr \odot r^{-1}\omega, \] (A.41)
\[ \delta^*\omega = \delta^*\omega - r^{-2}dr \odot r\omega. \] (A.42)

**Proof.** By using (A.2), we compute
\[
\begin{align*}
\nabla_i (dr \odot r\omega)_{jk} &= r^2(\omega_j g_{ik} + \omega_k g_{ij}), \\
\nabla_i (dr \odot r\omega)_{kr} &= -2\omega_i, \\
\nabla_i (dr \odot r\omega)_{jr} &= \nabla_i (dr \odot r\omega)_{jr} = r
\end{align*}
\] (A.43)
while the other components vanish. The second covariant derivative is computed as follows:
\[
\begin{align*}
\nabla_{ij} (dr \odot r\omega)_{kl} &= r^2(\nabla_i \omega_k \cdot g_{jl} + \nabla_i \omega_l \cdot g_{jk} + \nabla_j \omega_k \cdot g_{il} + \nabla_j \omega_l \cdot g_{ik}), \\
\nabla_{ij} (dr \odot r\omega)_{rr} &= 0, \\
\nabla_{ij} (dr \odot r\omega)_{rj} &= -2(\nabla_i \omega_j + \nabla_j \omega_i), \\
\nabla_{ij} (dr \odot r\omega)_{kr} &= \nabla_{ij} (dr \odot r\omega)_{rk} = r(\nabla_i \omega_k - 2\omega_j \cdot g_{ik} - \omega_k \cdot g_{ij} - \omega_i \cdot g_{jk}), \\
\nabla_{ij} (dr \odot r\omega)_{kt} &= \nabla_{ij} (dr \odot r\omega)_{kt} = 0,
\end{align*}
\] (A.44)
and by taking the trace with respect to $\omega$, we obtain (A.41). To prove (A.42), it suffices to see that
\[
\begin{align*}
\nabla_r \omega_j &= \nabla_r \omega_j, \\
\nabla_r \omega_r &= \nabla_r \omega_i = -r^{-1}\omega_i, \\
\nabla_r \omega_r &= 0,
\end{align*}
\] (A.45)
and to use the definitions of $\delta^*$ and $\delta^*$. \qed
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Lemma A.8. Let \( v \in C^\infty(M) \), \( P^{(i)}, Q^{(j)} \), \( R, S \) smooth functions in two variables for \( i = 1, 2, 3 \) and \( j = 1, 2 \) and define \( \hat{h} \in C^\infty(S^2 M) \) as

\[
\hat{h} = P^{(1)}[r, z]vdz \otimes dz + P^{(2)}[r, z]vdz \otimes dr + P^{(3)}[r, z]vdr \otimes dr + Q^{(1)}[r, z]dz \otimes r dv + Q^{(2)}[r, z]dr \otimes r dv + R[r, z]v^2(n\nabla^2 v + \Delta v g) + S[r, z]vr^2 g.
\] (A.46)

Then the divergence of \( \hat{h} \) is computed as

\[
\hat{\delta} \hat{h} = (-\partial_r P^{(1)} v - \partial_r P^{(2)} v + r^{-1} Q^{(1)} \Delta v - r^{-1} n P^{(2)} v) dz + (-\partial_r P^{(2)} v - \partial_r P^{(3)} v + r^{-1} Q^{(2)} \Delta v - r^{-1} n P^{(3)} v + r^4 n S) dr
\]
\[+ (-r \cdot \partial_r Q^{(1)} - r \cdot \partial_r Q^{(2)} - (n + 1) Q^{(2)} - S) dv + R(n - 1) d(\Delta v - uv).
\] (A.47)

Proof. We compute

\[
\hat{\nabla}_z \hat{h}_{zz} = \partial_z P^{(1)} v, \quad \hat{\nabla}_z \hat{h}_{zv} = \partial_r P^{(2)} v, \quad \hat{\nabla}_z \hat{h}_{zr} = Q^{(1)} r \nabla^2 v + r \cdot g_{ij} P^{(2)} \cdot v,
\]
\[\hat{\nabla}_z \hat{h}_{vz} = \partial_r P^{(3)} v, \quad \hat{\nabla}_z \hat{h}_{vr} = Q^{(2)} r \nabla^2 v - \frac{1}{r} \hat{h}_{ij} + r \cdot g_{ij} P^{(3)} v.
\] (A.48)

By taking the trace with respect to \( \hat{g} \), we obtain the \( z \) and the \( r \)-component of the divergence. To compute the \( dv \)-component, we calculate

\[
\hat{\nabla}_v \hat{h}_{vk} = \partial_z Q^{(1)} r dv, \quad \hat{\nabla}_v \hat{h}_{vk} = \partial_r Q^{(2)} r dv,
\]
\[\hat{\nabla}_i \hat{h}_{jk} = \nabla_i \hat{h}_{jk} + r^2 g_{ik} Q^{(2)} dv + r^2 g_{ik} Q^{(2)} dv.
\] (A.49)

On the right hand side of the last equation, \( \hat{h}_{jk} \) is understood as a parameter-dependent section of \( S^2 M \) and the covariant derivative has to be understood in that way. We have,

\[
\delta^* \nabla^2 v = d(\Delta v - (n - 1) v), \quad \delta(\Delta v g) = -d(\Delta v), \quad \delta(vr^2 g) = -r^2 dv,
\] (A.50)

where the first equation follows from (2.14) and the other identities are standard. Using these identities and taking the trace with respect to \( \hat{g} \) yields the last component of the divergence. \( \square \)

Lemma A.9. Consider the 1-form \( dr \in C^\infty(T^* M) \) and \( v \in C^\infty(M) \). Then we have the identities

\[
\Box (dr \otimes dr) = 2r^{-2}(ndr \otimes dr - r^2 g),
\] (A.51)
\[
\Box (r^2 g) = 2r^{-2}(r^2 g - ndr \otimes dr),
\] (A.52)
\[
\Box (dr \otimes r dv) = -4r^{-2} \Delta v \cdot dr \otimes dr + r^{-2} dr \otimes r dv (\Delta v + 4v) - 4 \nabla^2 v,
\] (A.53)
\[
\nabla^2 (r^2 v) = r^2 \nabla^2 v + 2v \overline{g} + dr \otimes r dv,
\] (A.54)
\[
\nabla^2 v = \nabla^2 v - r^{-2} dr \otimes r dv,
\] (A.55)
\[
\Box (r^2 v) = (\Delta - 2n - 2)v.
\] (A.56)

Proof. Equation (A.51) follows from (A.22), since

\[
\Box_2 (dr \otimes dr) = (\Box dr) \otimes dr + dr \otimes (\Box dr) - 2(\nabla dr, \nabla dr) \overline{g} = 2r^{-2}(ndr \otimes dr - r^2 g),
\] (A.57)

and (A.52) follows from the fact that

\[
0 = \Box_2 (\overline{g}) = \Box_2 (dr \otimes dr) + \Box_2 (r^2 g).
\] (A.58)
To prove (A.53), we compute
\[ \nabla_i (dr \circ rdv)_k = r^2 g_{ij} dv_k, \quad \nabla_i (dr \circ rdv)_r = \nabla_i (dr \circ rdv)_r = r \nabla_i dv_j, \]
\[ \nabla_i (dr \circ rdv)_{rr} = -2 dv_i, \]
\[ \nabla_r (dr \circ rdv)_k = \nabla_r (dr \circ rdv)_r = \nabla_r (dr \circ rdv)_r = \nabla_r (dr \circ rdv)_r = 0. \]  \hspace{1cm} (A.59)

By taking the covariant derivative once again, we obtain
\[ \nabla^2_{ij} (dr \circ rdv)_{kl} = r^2 (g_{jk} \nabla_i dv_l + g_{jl} \nabla_i dv_k + g_{ik} \nabla_j dv_l + g_{ik} \nabla_j dv_k), \]
\[ \nabla^2_{ij} (dr \circ rdv)_{6k} = \nabla^2_{ij} (dr \circ rdv)_{6k} = r \nabla^2_{ij} dv_k - 2 r (g_{ik} dv_j + g_{jk} dv_i + g_{ij} dv_k), \] \hspace{1cm} (A.60)
\[ \nabla^2_{rr} (dr \circ rdv)_{rr} = \nabla^2_{rr} (dr \circ rdv)_{rr} = \nabla^2_{rr} (dr \circ rdv)_{rr} = 0, \]
and (A.53) follows by taking the trace with respect to \( g \) and using \( \Delta_1 \circ d = d \circ (\Delta - (n - 1)) \). For the proof of (A.54), we calculate
\[ \nabla^2_{ij} (r^2 v) = r^2 (\nabla^2_{ij} v + 2 g_{ij} v), \quad \nabla^2_{rr} (r^2 v) = 2 v, \quad \nabla^2_{ri} (r^2 v) = \nabla^2_{ri} (r^2 v) = r \partial_i v, \] \hspace{1cm} (A.61)
whereas (A.55) follows from
\[ \nabla^2_{ij} v = \nabla^2_{ij} v, \quad \nabla^2_{ri} v = \nabla^2_{ri} v = - r^{-1} \partial_i v, \quad \nabla^2_{rr} v = 0. \] \hspace{1cm} (A.62)
Finally, (A.56) is a direct application of (A.5).

\[ \square \]

**B  Verifying PDE’s in two variables**

In this section, we consider functions in two variables and the operator
\[ \hat{\Delta} = - \partial^2_{zz} - \partial^2_{rr} - nr^{-1} \partial_r. \] \hspace{1cm} (B.1)

Consider the vector field \( V = r \partial_z - z \partial_r \). As a differential operator, it satisfies the following commutation relations:
\[ [\partial_r, \hat{\Delta}] = nr^{-2} \partial_r, \] \hspace{1cm} (B.2)
\[ [\partial_r, r^{-2}] = 2 z \cdot r^{-3}, \] \hspace{1cm} (B.3)
\[ [\partial_r, z r^{-1}] = 1 + z^2 \cdot r^{-2}. \] \hspace{1cm} (B.4)

Let \( f = f(z, r) \) be a smooth function and \( g = - z r^{-1} \cdot f \). Then for \( r \neq 0 \), we have the equations
\[ \hat{\Delta} g = - z r^{-1} \hat{\Delta} f + (n - 2) r^{-2} \cdot g + 2 r^{-2} \cdot \partial_r f, \] \hspace{1cm} (B.5)
\[ r \partial_z f + r \partial_r g = \partial_r f = g. \] \hspace{1cm} (B.6)

**Lemma B.1.** Let \( \lambda > 0 \) and \( P = P(z, r) \) be a solution of the equation
\[ \hat{\Delta} P + \lambda r^{-2} P = 0, \] \hspace{1cm} (B.7)
and \( Q \) and \( R \) be defined by
\[ Q = - \frac{z}{r} \cdot P, \] \hspace{1cm} (B.8)
\[ \lambda \cdot R = r \partial_z P + r \partial_r Q + n \cdot Q. \] \hspace{1cm} (B.9)
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Then
\[
\hat{\Delta}Q + r^{-2}(\lambda + n)Q - 2r^{-2}\lambda R = 0, \quad (B.10)
\]
\[
\hat{\Delta}R + r^{-2}(\lambda + 2 - n)R - 2r^{-2}Q = 0. \quad (B.11)
\]

Proof. By (B.5),
\[
\hat{\Delta}Q = -zr^{-1}\hat{\Delta}P + (n - 2)r^{-2} \cdot Q + 2r^{-2} \cdot \partial_r P = (n - \lambda - 2)r^{-2} \cdot Q + 2r^{-2} \cdot \partial_r P, \quad (B.12)
\]
and by (B.6), (B.9) is equivalent to
\[
\partial_r P = \lambda R - (n - 1)Q, \quad (B.13)
\]
which proves (B.10). To prove (B.11), we use (B.13) and (B.10) to compute
\[
\lambda\hat{\Delta}R = (n - 1)\hat{\Delta}Q + \hat{\Delta}\partial_r P
\]
\[
= (n - 1)\left[-(\lambda + n)r^{-2}Q + 2\lambda r^{-2}R\right] + \partial_r(\hat{\Delta}P) + [\hat{\Delta}, \partial_r]P
\]
\[
= -(\lambda + n)(n - 1)r^{-2}Q + 2\lambda(n - 1)r^{-2}R - \lambda \partial_r(r^{-2}P) - nr^{-2} \cdot \partial_r P
\]
\[
= -(\lambda + n)(n - 1)r^{-2}Q + 2\lambda(n - 1)r^{-2}R - (\lambda + n)r^{-2} \partial_r P + \lambda[r^{-2}, \partial_r]P
\]
\[
= -(\lambda + n)(n - 1)r^{-2}Q + 2\lambda(n - 1)r^{-2}R - (\lambda + n)r^{-2}(\lambda R - (n - 1)Q) + 2\lambda r^{-2}Q
\]
\[
= 2\lambda r^{-2}Q - \lambda(\lambda + 2 - n)r^{-2}R,
\]
which yields (B.11). \qed

Lemma B.2. Let \( \mu > n - 1 \) and \( P = P(z, r) \) be a solution of the equation
\[
\hat{\Delta}P + r^{-2}(\mu + 1)P = 0, \quad (B.14)
\]
and \( Q \) and \( R \) be defined by
\[
Q = -\frac{z}{r} \cdot P, \quad (B.15)
\]
\[
\frac{1}{2}(\mu - (n - 1))R = r \cdot \partial_z P + r \cdot \partial_r Q + (n + 1)Q. \quad (B.16)
\]

Then
\[
\hat{\Delta}Q + r^{-2}(\mu + n + 3)Q - r^{-2}(\mu + 1 - n)R = 0, \quad (B.17)
\]
\[
\hat{\Delta}R + r^{-2}(\mu + 1 - n)R - 4r^{-2}Q = 0. \quad (B.18)
\]

Proof. By (B.5),
\[
\hat{\Delta}Q = -zr^{-1}\hat{\Delta}P + (n - 2)r^{-2} \cdot Q + 2r^{-2} \cdot \partial_r P = (n - \mu - 3)r^{-2} \cdot Q + 2r^{-2} \cdot \partial_r P, \quad (B.19)
\]
and by (B.6), (B.16) is equivalent to
\[
\partial_r P = \frac{1}{2}(\mu + 1 - n)R - nQ, \quad (B.20)
\]
which proves \(\text{(B.17)}\). To prove \(\text{(2.113)}\), we use \(\text{(B.13)}\) and \(\text{(B.10)}\) to compute

\[
\frac{1}{2}(\mu + 1 - n)\hat{\Delta} R = \hat{\Delta} \partial_{\nu} P + n\hat{\Delta} Q
\]

\[
= \partial_{\nu} \hat{\Delta} P + [\hat{\Delta}, \partial_{\nu}] P + n[(\mu + 1 - n)r^{-2} R - (\mu + n + 3)r^{-2} Q]
\]

\[
= -\partial_{\nu}((\mu + 1)r^{-2} P) - nr^{-2} \partial_{\nu} P + n[(\mu + 1 - n)r^{-2} R - (\mu + n + 3)r^{-2} Q]
\]

\[
= -(\mu + 1)r^{-2} \partial_{\nu} P + (\mu + 1)[r^{-2}, \partial_{\nu}] P - nr^{-2} \partial_{\nu} P
\]

\[
+ n[(\mu + 1 - n)r^{-2} R - (\mu + n + 3)r^{-2} Q]
\]

\[
= -(\mu + 1 + 1)r^{-2} \partial_{\nu} P - 2(\mu + 1)zr^{-3} P
\]

\[
+ n[(\mu + 1 - n)r^{-2} R - (\mu + n + 3)r^{-2} Q]
\]

\[
= -(\mu + n + 1)r^{-2}(\frac{1}{2}(\mu + 1 - n)R - nQ) + 2(\mu + 1)r^{-2} Q
\]

\[
+ n[(\mu + 1 - n)r^{-2} R - (\mu + n + 3)r^{-2} Q]
\]

\[
= \frac{1}{2}(\mu + 1 - n)[(n - \mu - 1)r^{-2} R + 4r^{-2} Q],
\]

which yields \(\text{(B.18)}\).

\[\square\]

**Lemma B.3.** Let \(\lambda > n\) and \(P^{(1)} = P^{(1)}(z, r)\) be a solution of the equation

\[
\hat{\Delta} P^{(1)} + \lambda r^{-2} P^{(1)} = 0,
\]

\(\text{(B.21)}\)

and \(P^{(2)}, P^{(3)}, Q^{(1)}, Q^{(2)}, R\) and \(S\) be defined by

\[P^{(2)} = \frac{z}{r} P^{(1)},\]

\[P^{(3)} = -\frac{z}{r} P^{(2)} = \frac{z^2}{r^2} P^{(1)},\]

\[Q^{(2)} = -\frac{z}{r} Q^{(1)},\]

\[nS = -P^{(1)} - P^{(3)},\]

\[\lambda Q^{(1)} = r \cdot \partial_z P^{(1)} + r \cdot \partial_r P^{(2)} + nP^{(2)},\]

\[\lambda Q^{(2)} = r \cdot \partial_z P^{(2)} + r \cdot \partial_r P^{(3)} + nP^{(3)} - nS,\]

\[(n - 1)(\lambda - n)R = r \cdot \partial_z Q^{(1)} + r \cdot \partial_r Q^{(2)} + (n + 1)Q^{(2)} + S.\]

\(\text{(B.22)-(B.28)}\)

Then,

\[
\hat{\Delta} P^{(1)} + \lambda r^{-2} P^{(1)} = 0,\]

\[\text{(B.29)}\]

\[
\hat{\Delta} P^{(2)} + (\lambda + n)r^{-2} P^{(2)} - 2r^{-2} \lambda Q^{(1)} = 0,\]

\[\text{(B.30)}\]

\[
\hat{\Delta} Q^{(1)} + (\lambda - n + 2)r^{-2} Q^{(1)} - 2r^{-2} P^{(2)} = 0,\]

\[\text{(B.31)}\]

\[
\hat{\Delta} P^{(3)} + (\lambda + 2n)r^{-2} P^{(3)} - 2nS r^{-2} - 4\lambda r^{-2} Q^{(2)} = 0,\]

\[\text{(B.32)}\]

\[
\hat{\Delta} S + (\lambda + 2)r^{-2} S - 2r^{-2} P^{(3)} + \frac{4}{n}r^{-2} \lambda Q^{(2)} = 0,\]

\[\text{(B.33)}\]

\[
\hat{\Delta} Q^{(2)} + (\lambda + 4)r^{-2} Q^{(2)} - 2r^{-2} P^{(3)} + 2r^{-2} S + 2(n - 1)(\lambda - n)r^{-2} R = 0,\]

\[\text{(B.34)}\]

\[
\hat{\Delta} R + (\lambda - 2n + 2)r^{-2} R - \frac{4}{n}r^{-2} Q^{(2)} = 0.\]

\[\text{(B.35)}\]
Proof. By (B.6), (B.26)–(B.28) are equivalent to
\[
\begin{align*}
\partial_\nu P^{(1)} &= \lambda \cdot Q^{(1)} - (n - 1)P^{(2)}, \\
\partial_\nu P^{(2)} &= \lambda \cdot Q^{(2)} - (n - 1)P^{(3)} + nS, \\
\partial_\nu Q^{(1)} &= (n - 1)(\lambda - n)R - nQ^{(2)} - S,
\end{align*}
\]
respectively. Let us first check that (B.24) and (B.36) are consistent with (B.37). By multiplying (B.36) with \(-zr^{-1}\) and using (B.22) and (B.24), we get
\[
\lambda \cdot Q^{(2)} - (n - 1)P^{(3)} = -zr^{-1}\partial_\nu P^{(1)} = \partial_\nu(-zr^{-1} P^{(1)}) + [V, zr^{-1}](P^{(1)})
\]
\[
= \partial_\nu P^{(2)} + (1 + z^2 \cdot r^{-2})P^{(1)}
\]
\[
= \partial_\nu P^{(2)} + P^{(1)} + P^{(3)} = \partial_\nu P^{(2)} - nS,
\]
which yields (B.37). Now, (B.29)–(B.31) follow already from Lemma B.1 as the relation between \(P^{(1)}, P^{(2)}\) and \(Q^{(1)}\) is the same as between \(P, Q\) and \(R\) in Lemma B.1. To prove (B.32), we use (B.5), (B.30) and (B.37) to compute
\[
\begin{align*}
\hat{\Delta} P^{(3)} &= -zr^{-1}\hat{\Delta} P^{(2)} + (n - 2)r^{-2}P^{(3)} + 2r^{-2}\partial_\nu P^{(2)} \\
&= -zr^{-1}(-\lambda + n)r^{-2} P^{(2)} + 2\lambda r^{-2}Q^{(1)} + (n - 2)r^{-2}P^{(3)} \\
&\quad + 2r^{-2}(\lambda \cdot Q^{(2)} - (n - 1)P^{(3)} + nS) \\
&= -\lambda + 2n)r^{-2}P^{(3)} + 4\lambda r^{-2}Q^{(2)} + 2nr^{-2}S,
\end{align*}
\]
where we also used (B.23) and (B.24) in the last equality. To get (B.33), we apply \(\hat{\Delta}\) to (B.25) and use (B.29) and (B.32) which yields
\[
\begin{align*}
n\hat{\Delta} S &= -\hat{\Delta} P^{(1)} - \hat{\Delta} P^{(3)} \\
&= \lambda r^{-2}P^{(1)} + (\lambda + 2n)r^{-2}P^{(3)} - 4\lambda r^{-2}Q^{(2)} - 2nr^{-2}S \\
&= -n(\lambda + 2)r^{-2}S + 2nr^{-2}P^{(3)} - 4\lambda r^{-2}Q^{(2)},
\end{align*}
\]
where we also used (B.25) in the last step. For the computation of (B.34), we apply \(\hat{\Delta}\) to (B.37) to get
\[
\lambda \hat{\Delta} Q^{(2)} = \hat{\Delta}\partial_\nu P^{(2)} + n\hat{\Delta} P^{(3)} + \hat{\Delta} P^{(1)}
\]
\[
= \partial_\nu(\hat{\Delta} P^{(2)}) + [\hat{\Delta}, \partial_\nu]P^{(2)} + n(4\lambda r^{-2}Q^{(2)} + 2nr^{-2}S - (\lambda + 2n)r^{-2}P^{(3)}) - \lambda r^{-2}P^{(1)}
\]
\[
= \partial_\nu(-n + \lambda)r^{-2} P^{(2)} + 2\lambda r^{-2}Q^{(1)} - nr^{-2}\partial_\nu P^{(2)} \\
+ n(4\lambda r^{-2}Q^{(2)} + 2nr^{-2}S - (\lambda + 2n)r^{-2}P^{(3)}) - \lambda r^{-2}P^{(1)}
\]
\[
= [V, r^{-2}](n + \lambda)P^{(2)} + 2\lambda Q^{(1)} - (n + \lambda)r^{-2}\partial_\nu P^{(2)} + 2\lambda r^{-2}\partial_\nu Q^{(1)} - nr^{-2}\partial_\nu P^{(2)} \\
+ n(4\lambda r^{-2}Q^{(2)} + 2nr^{-2}S - (\lambda + 2n)r^{-2}P^{(3)}) - \lambda r^{-2}(P^{(3)} + nS)
\]
\[
= 2n + \lambda)r^{-2}P^{(3)} - 4\lambda r^{-2}Q^{(2)} - (2n + \lambda)r^{-2}(\lambda Q^{(2)} - (n - 1)P^{(3)} + nS) \\
+ 2\lambda r^{-2}(n - 1)(\lambda - n)R - nQ^{(2)} - S \\
+ n(4\lambda r^{-2}Q^{(2)} + 2nr^{-2}S - (\lambda + 2n)r^{-2}P^{(3)}) - \lambda r^{-2}(P^{(3)} + nS)
\]
\[
= -\lambda(4 + \lambda)r^{-2}Q^{(2)} + 2\lambda r^{-2}P^{(3)} - 2\lambda r^{-2}S + 2\lambda(n - 1)(\lambda - n)r^{-2}R,
\]
where we used the commutation relations (B.2), (B.3), the definitions (B.23), (B.24) and (B.25), the reformulated definitions (B.36) and (B.38) and the equations (B.29), (B.30) and (B.32). Finally, to prove (B.35), we apply \( \Delta \) to (B.38) to obtain

\[
(n - 1)(\lambda - n)\Delta R = \Delta \partial_V Q^{(1)} + n\Delta Q^{(2)} + \Delta S
\]

\[
= \partial_V(\Delta Q^{(1)}) + [\Delta, \partial_V]Q^{(1)} + n\Delta Q^{(2)} + \Delta S
\]

\[
= \partial_V(2r^{-2}P(2) - (\lambda + 2 - n)r^{-2}Q^{(1)}) - nr^{-2}\partial_V Q^{(1)} + n\Delta Q^{(2)} + \Delta S
\]

\[
= [V, r^{-2}](2P(2) - (\lambda + 2 - n)Q^{(1)}) + 2r^{-2}\partial_V P^{(2)}
\]

\[
- (\lambda + 2)\partial_V Q^{(1)} + n\Delta Q^{(2)} + \Delta S
\]

\[
= 2r^{-3}(2P(2) - (\lambda + 2 - n)Q^{(1)}) + 2r^{-2}\partial_V P^{(2)}
\]

\[
- (\lambda + 2)\partial_V Q^{(1)} + n\Delta Q^{(2)} + \Delta S
\]

\[
= -4r^{-3}(2(\lambda + 2 - n)r^{-2}Q^{(2)} + 2r^{-2}(\lambda Q^{(2)} - (n - 1)P^{(3)} + nS)
\]

\[
- (\lambda + 2)r^{-2}(n - 1)(\lambda - n)R - nQ^{(2)} - S
\]

\[
+ n(\lambda + 4)r^{-2}Q^{(2)} + 2r^{-2}P^{(3)} - 2r^{-2}S + 2(n - 1)(\lambda - n)r^{-2}R
\]

\[
- (\lambda + 2)r^{-2}S + 2r^{-2}P^{(3)} - 4n^{-1}\lambda r^{-2}Q^{(2)}
\]

\[
= (n - 1)(\lambda - n)[(2n - \lambda - 2)r^{-2}R + 4n^{-1}\lambda r^{-2}Q^{(2)}],
\]

where we used the commutation relations (B.2), (B.3), the definitions (B.23) and (B.24), the reformulated definitions (B.37) and (B.38) and the equations (B.31), (B.33) and (B.34). □
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