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Abstract

This paper presents a novel neighboring extremal approach to establish the neighboring optimal guidance (NOG) strategy for fixed-time low-thrust multi-burn orbital transfer problems. Unlike the classical variational methods which define and solve an accessory minimum problem (AMP) to design the NOG, the core of the proposed method is to construct a parameterized family of neighboring extremals around a nominal one. A geometric analysis on the projection behavior of the parameterized neighboring extremals shows that it is impossible to establish the NOG unless not only the typical Jacobi condition (JC) between switching times but also a transversal condition (TC) at each switching time is satisfied. According to the theory of field of extremals, the JC and the TC, once satisfied, are also sufficient to ensure a multi-burn extremal trajectory to be locally optimal. Then, through deriving the first-order Taylor expansion of the parameterized neighboring extremals, the neighboring optimal feedbacks on thrust direction and switching times are obtained. Finally, to verify the development of this paper, a fixed-time low-thrust fuel-optimal orbital transfer problem is calculated.

1 Introduction

Due to numerous perturbations and errors, one cannot expect a spacecraft steered by the precomputed optimal control to exactly move on the correspondingly precomputed optimal trajectory. The precomputed optimal trajectory and control are generally referred to as the nominal trajectory and control, respectively. Once a deviation from the nominal trajectory is measured by navigational systems, a guidance strategy is usually required to calculate a new (or corrected) control in each guidance cycle such that the spacecraft can be steered by the new control to track the nominal trajectory or to move on a new optimal trajectory [1]. Since the 1960s, various guidance schemes have been developed [2–10], among of which there are two main categories: implicit one and explicit one. While the implicit guidance strategy generally compares the measured state with the nominal one to generate control corrections; the
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explicit guidance strategy recomputes a flight trajectory by onboard computers during its motion. To implement an explicit guidance strategy, numerical integrations and iterations are usually required to solve a highly nonlinear two-point boundary-value problem (TPBVP) and the time required for convergence heavily depends on the merits of initial guesses as well as on the integration time of each iteration. In recent years, through employing a multiple shooting method and the analytical property arising from the assumption that the gravity field is linear [11], an explicit closed-loop guidance is well developed by Lu et al. for exo-atmospheric ascent flights [6] and for deorbit problems [10]. This explicit type of guidance for endo-atmospheric ascent flights were studied as well in Refs. [7–9]. Whereas, the duration of a low-thrust orbital transfer is so exponentially long that the onboard computer can merely afford the large amount of computational time for integrations and iterations once a shooting method is employed, which makes the explicit guidance strategy unattractive to low-thrust orbital transfer problems.

The NOG is an implicit and less demanding guidance scheme, which not only allows the onboard computer to realize an online computation once the gain matrices associated with the nominal extremal are computed offline and stored in the onboard computer but also handles disturbances well [12]. Assuming the optimal control function is totally continuous, the linear feedback of control was proposed independently by Breakwell et al. [13], Kelley [2, 3], Lee [4], Speyer et al. [14], Bryson et al. [26], and Hull [27] through minimizing the second variation of the cost functional – AMP – subject to the variational state and adjoint equations. Based on this method, an increasing number of literatures, including Refs. [36–40] and the references therein, on the topic of the NOG for orbital transfer problems have been published. More recently, a variable-time-domain NOG was proposed by Pontani et al. [33, 34] to avoid the numerical difficulties arising from the singularity of the gain matrices while approaching the final time and it was then applied to a continuous thrust space trajectories [35].

However, difficulties arise when we consider to minimize the fuel consumption for a low-thrust orbital transfer because the corresponding optimal control function exhibits a bang-bang behavior if the prescribed transfer time is bigger than the minimum transfer time for the same boundary conditions [28]. Considering the control function as a discontinuous scalar, the corresponding neighboring optimal feedback control law was studied by McIntyre [30] and McNeal [41]. Then, Foerster et al. [42] extended the work of McIntyre and McNeal to problems with discontinuous vector control functions. Using a multiple shooting technique, the algorithm for computing the NOG of general optimal control problems with discontinuous control and state constraints was developed in Ref. [31], which was then applied to a space shuttle guidance in Ref. [32]. As far as the author knows, a few scholars, including Chuang et al. [5] and Kornhauser et al. [29], have made efforts on developing the NOG for low-thrust multi-burn orbital transfer problems. In the work [5] by Chuang et al., without taking into account the feedback on thrust-on times, the second variation on each burn arc was minimized such that the neighboring optimal feedbacks on thrust direction and thrust off-times were obtained. Considering both endpoints are fixed, Kornhauser and Lion [29] developed an AMP for bounded-thrust optimal orbital transfer problems. Then, through minimizing this AMP, the linear feedback forms of thrust direction and switching times were derived. As is well known,
it is impossible to construct the NOG unless the JC holds along the nominal extremal [4] since the gain matrices are unbounded if the JC is violated. This result was actually obtained by Kelley [2], Kornhauser et al. [29], Chuang et al. [5], Pontani et al. [33, 34], and many others who minimize the AMP to construct the NOG. As a matter of fact, given every infinitesimal deviation from the nominal state, the JC, once satisfied, guarantees that there exists a neighboring extremal trajectory passing through the deviated state. Therefore, the existence of neighboring extremals is a prerequisite to establish the NOG. Once the optimal control function exhibits a bang-bang behavior, it is however not clear what conditions have to be satisfied in order to guarantee the existence of neighboring extremals [29].

To construct the conditions that, once satisfied, guarantee that for every state in an infinitesimal neighborhood of the nominal one there exists a neighboring extremal passing through it, this paper presents a novel neighboring extremal approach to establish the NOG. The crucial idea is to construct a parameterized family of neighboring extremals around the nominal one. Then, as a result of a geometric study on the projection of the parameterized family from tangent bundle onto state space, it is presented in this paper that the conditions sufficient for the existence of neighboring extremals around a bang-bang extremal consist of not only the JC between switching times but also a TC [20–22] at each switching time. According to recent advances in geometric optimal control [21–24], the JC and the TC, once satisfied, are also sufficient to guarantee the nominal extremal to be locally optimal provided some regularity assumptions are satisfied. Given these two existence conditions, the neighboring optimal feedbacks on thrust direction and switching times are established in this paper through deriving the first-order Taylor expansion of the parameterized neighboring extremals.

The present paper is organized as follows: In Sect. 2, the fixed-time low-thrust fuel-optimal orbital transfer problem is formulated and the first-order necessary conditions are presented by applying the Pontryagin Maximum Principle (PMP). In Sect. 3, a parameterized family of neighbouring extremals around a nominal one is first constructed. Through analyzing the projection behavior of the parameterized family from tangent bundle onto state space, two conditions sufficient for the existence of neighboring extremals are constructed. Then, the neighboring optimal feedbacks on thrust direction and switching times are derived. In Sect. 4, the numerical implementation for the NOG scheme is presented. In Sect. 5, a fixed-time low-thrust fuel-optimal orbital transfer problem is computed to verify the development of this paper. Finally, a conclusion is given in Sect. 6.

2 Optimal control problem

Throughout the paper, we denote the space of $n$-dimensional column vectors by $\mathbb{R}^n$ and the space of $n$-dimensional row vectors by $(\mathbb{R}^n)^*$. 

2.1 Dynamics

Consider the spacecraft is controlled by a low-thrust propulsion system, the state $x = [r^T \ v^T \ m]^T \in \mathbb{R}^n \ (n = 7)$ for its translational motion in an Earth-
centred inertial Cartesian coordinate frame (notated as $OXYZ$) consists of the position vector $r \in \mathbb{R}^3 \setminus \{0\}$, the velocity vector $v \in \mathbb{R}^3$, and the mass $m \in \mathbb{R}_+$. Then, denote by $t \in \mathbb{R}$ the time, the set of differential equations for low-thrust orbital transfer problems can be written as

$$
\begin{align*}
\dot{r}(t) &= v(t), \\
\dot{v}(t) &= -\frac{\mu}{\|r(t)\|^3} r(t) + \frac{u(t)}{m(t)}, \\
\dot{m}(t) &= -\beta \|u(t)\|,
\end{align*}
$$

where $\mu > 0$ is the Earth gravitational constant, the notation "\|$\cdot$\|" denotes the Euclidean norm, $\beta > 0$ is a scalar constant determined by the specific impulse of the low-thrust engine equipped on the spacecraft, and $u \in \mathbb{R}^3$ is the thrust (or control) vector, taking values in the admissible set $U = \{u \in \mathbb{R}^3 | \|u\| \leq u_{max}\}$, where the constant $u_{max} > 0$ denotes the maximum magnitude of the thrust.

Denote by $\rho \in [0, 1]$ the normalized mass flow rate of the engine, i.e., $\rho = \|u\| / u_{max}$, and let $\tau \in S^2$ be the unit vector of the thrust direction, one immediately gets $u = u_{max} \rho \tau$. Accordingly, $\rho$ and $\tau$ can be considered as control variables. Set $T := [0, 1] \times S^2$, we say $T$ is the admissible set for the control $(\rho, \tau)$. Denote by the constants $m_c > 0$ and $r_c > 0$ the mass of the spacecraft without any fuel and the radius of the Earth, respectively, we define by

$$
X = \{(r, v, m) \in \mathbb{R}^3 \setminus \{0\} \times \mathbb{R}^3 \times \mathbb{R} | \|r\| > r_c, r \times v \neq 0, m \geq m_c\},
$$

the admissible set for the state $x$. For the sake of notational clarity, let us define a controlled vector field $f$ on $X \times T$ as

$$
f : X \times T \to T_x X, \quad f(x, \rho, \tau) = f_0(x) + \rho f_1(x, \tau),
$$

where

$$
f_0(x) = \begin{pmatrix}
\frac{v}{\|v\|^3}r \\
0
\end{pmatrix}, \quad f_1(x, \tau) = \begin{pmatrix}
\frac{\mu}{\|r\|^3} r \\
0
\end{pmatrix} - \beta \|u(t)\| \tau.
$$

Then, the dynamics in Eq. (1) can be rewritten as

$$
\Sigma : \dot{x}(t) = f(x(t), \rho(t), \tau(t)) = f_0(x(t)) + \rho(t) f_1(x(t), \tau(t)), \quad t \in \mathbb{R}.
$$

Note that many mechanical systems can be represented as this control-affine form of dynamics. Thus, the NOG scheme established later can be directly applied to some other mechanical systems.

### 2.2 Fuel-optimal problem

Let $l \in \mathbb{N}$ be a finite positive integer such that $0 < l \leq n$, we define the $l$-codimensional submanifold

$$
M = \{x \in X | \phi(x) = 0\}
$$

as the constraint submanifold for final states, where $\phi : X \to \mathbb{R}^l$ is a twice continuously differentiable function and its expression depends on specific mission requirements.
Definition 1 (Fuel-optimal problem (FOP)). Given a fixed final time \( t_f > 0 \) and a fixed initial point \( x_0 \in \mathcal{X}, \mathcal{M} \), the fuel-optimal orbital transfer problem consists of steering the system \( \Sigma \) in \( \mathcal{X} \) by a measurable control \((\rho(\cdot), \tau(\cdot)) : [0, t_f] \to T\) from the fixed initial point \( x_0 \) to a final point \( x_f \in \mathcal{M} \) such that the fuel consumption is minimized, i.e.,

\[
\int_0^{t_f} \rho(t) dt \to \min.
\]

For every \( u_{\text{max}} > 0 \), if \( m_c > 0 \) is small enough, the controllability of the system \( \Sigma \) holds in the admissible set \( \mathcal{X} \) [25]. Let \( t_m \) be the minimum transfer time of the system \( \Sigma \) for the same boundary conditions as the FOP, if \( t_f \geq t_m \), there exists at least one fuel-optimal solution in \( \mathcal{X} \) [28]. Thanks to the controllability and the existence results, the PMP is applicable to formulate the following necessary conditions.

2.3 Necessary conditions

Hereafter, we define by the column vector \( p \in \mathbb{R}^n \) the costate of \( x \). Then, according to the PMP in Ref. [15], if an admissible controlled trajectory \( \bar{x}(\cdot) : [0, t_f] \to \mathcal{X} \) associated with a measurable control \((\rho(\cdot), \tau(\cdot)) : [0, t_f] \to T\) is an optimal one of the FOP, there exists a nonpositive real number \( \bar{p}_0 \) and an absolutely continuous mapping \( t \mapsto \bar{p}^T(\cdot) = \bar{x}(\cdot), \bar{p}(\cdot), \rho(\cdot), \tau(\cdot) \in T^*\mathcal{X} \times \mathbb{R} \times T \) on \([0, t_f]\) is a solution of the canonical differential equations

\[
\begin{aligned}
\dot{x}(t) &= \frac{\partial}{\partial \rho}(x(t), p(t), \rho(t), \tau(t)), \\
\dot{p}(t) &= -\frac{\partial}{\partial x}(x(t), p(t), \rho(t), \tau(t)),
\end{aligned}
\]

with the maximum condition

\[
h(x(t), p(t), \rho(t), \tau(t)) = \max_{(\rho(t), \tau(t)) \in T} h(x(t), \bar{p}(t), \rho(t), \tau(t))
\]

and the transversality condition \( \bar{p}(t_f) \perp T_{\bar{x}(t_f)}\mathcal{M} \) being satisfied, where

\[
h(x, p, \rho, \tau) = p^T [f_0(x) + \rho f_1(x, \tau)] + p^0 \rho
\]

is the Hamiltonian. Note that the transversality condition asserts

\[
\bar{p}^T(t_f) = \nu \nabla \phi(x(t_f)),
\]

where \( \nu \in (\mathbb{R}^j)^* \) is a constant vector, whose elements are Lagrangian multipliers.

Every 5-tuple \( t \mapsto (x(\cdot), p^T(\cdot), \rho(\cdot), \tau(\cdot)) \) on \([0, t_f]\) is called an extremal. Furthermore, an extremal is called a normal one if \( \rho(\cdot) < 0 \) and it is called an abnormal one if \( \rho(\cdot) = 0 \). The abnormal extremals were readily ruled out by Gergaud and Haberkorn [28]. Thus, only normal extremals are considered and \((\bar{p}^T, \bar{p}_0)\) is normalized in such a way that \( \bar{p}_0 = -1 \) in this paper. According to the maximum condition in Eq. (6), the extremal control \((\rho(\cdot), \tau(\cdot)) \) is a function of \((x(\cdot), p(\cdot)) \) on \([0, t_f]\). Thus, with some abuses of notations, we denote by \((x(\cdot), p(\cdot)) \) on \([0, t_f]\) in tangent bundle \( T\mathcal{X} \) the extremal
and by $H(x(\cdot), p(\cdot))$ on $[0, t_f]$ the corresponding maximized Hamiltonian. Then, $H(x, p)$ can be written as

$$H(x, p) := H_0(x, p) + \rho(x, p)H_1(x, p),$$

where $H_0(x, p) = p^T f_0(x)$ is the non-thrust Hamiltonian and $H_1(x, p) = p^T f_1(x, \tau(x, p))$ is the switching function.

Let us define by $p_r$, $p_v$, and $p_m$ the costates of $r$, $v$, and $m$, respectively, such that $p = [p^T p^T p^T p^T]$. Then, the maximum condition in Eq. (6) implies

$$\begin{cases}
\rho = 1, & \text{if } H_1 > 0, \\
\rho = 0, & \text{if } H_1 < 0,
\end{cases}$$

and

$$\tau = p_v/\|p_v\|, \quad \text{if } \|p_v\| \neq 0.$$

Thus, the optimal direction of the thrust vector $u$ is collinear to $p_v$, well known as the primer vector [16]. An extremal $(x(\cdot), p(\cdot)) \in TX$ on $[0, t_f]$ is called a singular one if $H_1(x(\cdot), p(\cdot)) \equiv 0$ on a finite interval $[t_1, t_2] \subseteq [0, t_f]$ with $t_1 < t_2$, and the singular value of $\rho$ can be obtained by repeatedly differentiating the identity $H_1(x, p) \equiv 0$ until $\rho$ explicitly appears [18]. It is called a nonsingular one if the switching function $H_1(x(\cdot), p(\cdot))$ on $[0, t_f]$ has either no or only isolated zeros.

The NOG for a totally singular extremal was studied by Breakwell and Dixon [19]. If the thrust is continuous along a nonsingular extremal, the classical variational method [2–4, 14, 26, 33–35] can be directly employed to design the NOG. In next section, the NOG for bang-bang extremals will be established through constructing a parameterized family of extremals.

## 3 Neighboring optimal guidance

Hereafter, we always denote by $(\bar{x}(\cdot), \bar{p}(\cdot)) : [0, t_f] \to TX$ and $(\bar{\rho}(\cdot), \bar{\tau}(\cdot)) : [0, t_f] \to T$ the nominal extremal and the associated nominal control, respectively, and we assume the nominal extremal is readily computed.

**Definition 2 (Neighboring extremal).** Let $W \subseteq TX$ be a small tubular neighborhood of the nominal extremal $(\bar{x}(\cdot), \bar{p}(\cdot))$ on $[0, t_f]$, we say every time solution trajectory $(x(\cdot), p(\cdot)) : [0, t_f] \to TX$ of Eqs. (5–8) is a neighboring extremal of the nominal one if $(x(\cdot), p(\cdot))$ on $[0, t_f]$ lies in $W$.

In next paragraph, the neighboring extremals will be parameterized.

### 3.1 Parameterization of neighbouring extremals

Let us define a submanifold $L_f \subset TX$ as

$$L_f = \{(x, p) \in TX \mid x \in M, \ p \perp T_xM\}.$$  

Then, according to Definition 2, for every neighbouring extremal $(x(\cdot), p(\cdot)) \in W$ on $[0, t_f]$, there holds $(x(t_f), p(t_f)) \in L_f$. Note that the submanifold $L_f$ is of dimension $n$ once the matrix $\nabla \phi(x(t_f))$ is of full rank.
Assumption 1. The matrix $\nabla \phi(\bar{x}(t_f))$ is of full rank.

As a result of this assumption, let $\mathcal{N} \subset \mathcal{L}_f$ be a sufficiently small open neighbourhood of $(\bar{x}(t_f), \bar{p}(t_f))$, there exists an invertible function $F : \mathcal{N} \to (\mathbb{R}^n)^*$ such that both the function and its inverse $F^{-1}$ are smooth. Then, for every $q \in (\mathbb{R}^n)^*$, there exists one and only one $(x, p) \in \mathcal{N}$ such that $q = F(x, p)$. Let us define by

$$\gamma : [0, t_f] \times F(\mathcal{N}) \to \mathcal{X}, \gamma(t, q) = (x(t), p(t))$$

the time solution trajectory of Eqs. (5-8) such that

$$F^{-1}(q) = \gamma(t_f, q),$$

i.e., there holds $\gamma(t_f, q) \in \mathcal{N}$ for every $q \in F(\mathcal{N})$. Then, let $\bar{q} = F(\bar{x}(t_f), \bar{p}(t_f))$, we have $(\bar{x}(\cdot), \bar{p}(\cdot)) = \gamma(\cdot, \bar{q})$ on $[0, t_f]$.

Definition 3. Given the nominal extremal $(x(\cdot), p(\cdot)) = \gamma(\cdot, \bar{q})$ on $[0, t_f]$, we denote by

$$\mathcal{F} = \{(x(t), p(t)) \in \mathcal{X} \mid (x(t), p(t)) = \gamma(t, q), \ t \in [0, t_f], \ q \in F(\mathcal{N})\}$$

the $q$-parameterized family of neighbouring extremals around the nominal extremal $\gamma(t, \bar{q})$ on $[0, t_f]$.

For the sake of notational clarity, let us define a mapping

$$\Pi : \mathcal{X} \to \mathcal{X}, \ (x, p) \mapsto x$$

that projects a submanifold from the tangent bundle $\mathcal{T}\mathcal{X}$ onto the state space $\mathcal{X}$.

Definition 4 (Existence of neighboring extremals). Given the nominal extremal $(\bar{x}(\cdot), \bar{p}(\cdot)) = \gamma(\cdot, \bar{q})$ on $[0, t_f]$, we say that there exist neighboring extremals around this nominal extremal if, for every $t \in [0, t_f)$ and every $x_* \in \mathcal{X}\setminus\mathcal{M}$ in an infinitesimal neighborhood of $\bar{x}(t)$, there exists a small subset $\mathcal{N}$ and $q_* \in F(\mathcal{N})$ such that $x_* = \Pi(\gamma(t, q_*))$.

Note that the NOG is constructed by using the Taylor expansion of the neighboring extremal to approximate the corresponding neighboring optimal control. Thus, the existence of neighboring extremals around the nominal extremal $\gamma(\cdot, \bar{q})$ on $[0, t_f]$ is a prerequisite to construct the NOG [4]. In next subsection, through analyzing the projection behavior of the family $\mathcal{F}$ at each time $t \in [0, t_f)$ from $\mathcal{T}\mathcal{X}$ onto $\mathcal{X}$, the conditions for the existence of neighboring extremals around a nominal one with a bang-bang control will be established.

### 3.2 Conditions for the existence of neighbouring extremals

Hereafter, we denote by $t_0 \in [0, t_f)$ the current time and let $x_* \in \mathcal{X}\setminus\mathcal{M}$ be the measured (or actual) state of the spacecraft at $t_0$. Generally speaking, there holds

$$\Delta x := x_* - \bar{x}(t_0) \neq 0.$$

Let $t_m^* > 0$ be the minimum time to steer the system $\Sigma$ by measurable controls $(\bar{p}(\cdot), \bar{\tau}(\cdot)) : [0, t_m^*] \to \mathcal{T}$ from the actual state $x_* \in \mathcal{X}\setminus\mathcal{M}$ to a point $x_f \in \mathcal{M}$, if $t_f - t_0 < t_m^*$ for every $x_f \in \mathcal{M}$, there is even not an admissible controlled trajectory on the time interval $[t_0, t_f]$ connecting $x_*$ and $\mathcal{M}$. 

\[\text{7}\]
Assumption 2. There exists at least one point $x_f \in M$ such that $t_f - t_0 \geq t^*_m$.

According to the controllability results in Ref. [25], this assumption implies that there exists at least one fuel-optimal trajectory $\hat{x}(\cdot) \in X$ on $[t_0, t_f]$ such that $\hat{x}(t_0) = x_*$ and $\hat{x}(t_f) \in M$ [28]. However, one cannot use the technique of Taylor expansion to design the NOG unless the fuel-optimal trajectory $\hat{x}(t)$ is a neighboring extremal such that the higher order terms are negligible. In this subsection, provided that Assumption 2 is satisfied, we will establish some conditions which, once satisfied, guarantee the existence of neighboring extremals (cf. Definition 4) such that the NOG can be constructed.

**Proposition 1.** Given the nominal extremal $(\bar{x}(\cdot), \bar{p}(\cdot)) = \gamma(\cdot, \bar{q})$ on $[0, t_f]$, let Assumption 2 be satisfied for every $t_0 \in [0, t_f]$ and denote by $O_{t_0} \subset X \setminus M$ an infinitesimal open neighborhood of the point $\bar{x}(t_0)$. Then, if the point $\bar{x}(t_0)$ lies on the boundary of the domain $\Pi(\gamma(t_0, F(N)))$ for a subset $N \subset L_f$, no matter how small the neighborhood $O_{t_0}$ is, there are some $x_* \in O_{t_0} \setminus \{\bar{x}(t_0)\}$ such that $x_* \not\in \Pi(\gamma(t_0, F(N)))$, i.e., no neighboring extremals in the family $F$ restricted to the subset $N$ can pass through the point $x_*$ at $t_0$.

**Proof.** If the point $\bar{x}(t_0)$ lies on the boundary of the domain $\Pi(\gamma(t_0, F(N)))$, for every open neighborhood $O_{t_0} \subset X \setminus M$ of $\bar{x}(t_0)$, the set $O_{t_0} \setminus (O_{t_0} \cap \Pi(\gamma(t_0, F(N))))$ is not empty. Thus, for every $x_* \in O_{t_0} \setminus (O_{t_0} \cap \Pi(\gamma(t_0, F(N))))$, there holds $x_* \not\in \Pi(\gamma(t_0, F(N)))$, which proves the proposition.

If the projection $\Pi$ of $F$ at $t_0$ is a fold singularity [24], the trajectories $x(\cdot) = \Pi(\gamma(\cdot, \bar{q}))$ around $t_0$ intersect with each other as is shown by the typical picture in Figure 1. As is illustrated by the right plot in Figure 2, the point $x(t_0) = \Pi(\gamma(t_0, \bar{q}))$ lies on the boundary of the domain $\Pi(\gamma(t_0, F(N)))$ for every sufficiently small subset $N \subset L_f$ if the projection $\Pi$ of $F$ at $t_0$ is a fold singularity. Consequently, Proposition 1 indicates that for some sufficiently
As a result of this assumption, if the subset $(\bar{x}, x)$ is small enough, the $i$-th switching time of the extremals $\gamma(\cdot, q)$ in $F$ is a smooth function of $q$. Thus, we are able to define

$$t_i : F(\mathcal{N}) \to \mathbb{R}, \ q \mapsto t_i(q), \quad (11)$$

**Proposition 2.** Given the nominal extremal $(\bar{x}(\cdot), \bar{p}(\cdot)) = \gamma(\cdot, \bar{q})$ on $[0, t_f]$, let Assumption 2 be satisfied for every $t_0 \in [0, t_f]$ and denote by $\mathcal{O}_{t_0} \subset X \setminus \mathcal{M}$ an infinitesimal open neighborhood of the point $\bar{x}(t_0)$. Then, for every $x_* \in \mathcal{O}_{t_0}$, there exists a $q_* \in F(\mathcal{N})$ such that $x_* = \Pi(\gamma(t_0, q_*))$ if the projection $\Pi$ of $F$ at $t_0$ is a diffeomorphism.

**Proof.** If the projection $\Pi$ of $F$ at $t_0$ is a diffeomorphism as is shown by the left plot in Figure 2, the mapping $q \mapsto \Pi(\gamma(t_0, q))$ from the domain $F(\mathcal{N})$ onto its image is a homeomorphism. Note that the subset $F(\mathcal{N})$ is an open neighborhood of $\bar{q}$. Thus, under the hypotheses of this proposition, the image $\Pi(\gamma(t_0, F(\mathcal{N})))$ is an open neighborhood of $\bar{x}(t_0) = \Pi(\gamma(t_0, \bar{q}))$ according to the inverse function theorem. Then, there exists a sufficiently small neighborhood $\mathcal{O}_{t_0} \subset X \setminus \mathcal{M}$ of $\bar{x}(t_0)$ such that $\mathcal{O}_{t_0} \subset \Pi(\gamma(t_0, F(\mathcal{N})))$. Referring to the inverse function theorem again, for every $x_* \in \mathcal{O}_{t_0}$, there exists one and only one $q_* \in F(\mathcal{N})$ such that $x_* = \Pi(\gamma(t_0, q_*))$, which proves the proposition. \square

Note that the projection $\Pi$ of $F$ loses its local diffeomorphism if it is a fold singularity. Thus, as a combination of Definition 4 and Propositions 1 and 2, to formulate the conditions for the existence of neighboring extremals around $(\bar{x}(\cdot), \bar{p}(\cdot))$ on $[t_0, t_f]$, it is enough to establish the conditions that guarantee the projection $\Pi$ of the family $F$ at each time $t \in [t_0, t_f]$ is a diffeomorphism. In next paragraph, the conditions related to the projection properties of $F$ at each time $t \in [0, t_f]$ will be established.

Without loss of generality, we assume that, from the current time $t_0$ on, there exist $k \in \mathbb{N}$ switching times $t_i \ (i = 1, 2, \cdots, k)$ such that $t_0 < t_1 < t_2 < \cdots < t_k < t_f$ along the nominal extremal $(\bar{x}(\cdot), \bar{p}(\cdot))$ on $[t_0, t_f]$.

**Assumption 3.** Along the nominal extremal $(\bar{x}(\cdot), \bar{p}(\cdot))$ on $[t_0, t_f]$, each switching point $(\bar{x}(t_i), \bar{p}(t_i))$ is assumed to be a regular one, i.e., $H_1(\bar{x}(t_i), \bar{p}(t_i)) = 0$ and $H_i(\bar{x}(t_i), \bar{p}(t_i)) \neq 0$ for $i = 1, 2, \cdots, k$.

As a result of this assumption, if the subset $\mathcal{N}$ is small enough, the $i$-th switching time of the extremals $\gamma(\cdot, q)$ in $F$ is a smooth function of $q$. Thus, we are able to define

$$t_i : F(\mathcal{N}) \to \mathbb{R}, \ q \mapsto t_i(q), \quad (11)$$
as the $i$-th switching time of the extremal $\gamma(\cdot, q)$ on $[t_0, t_f]$ for $q \in F(N)$ [22].

Set

$$(x(t, q), p(t, q)) := \gamma(t, q), \quad (t, q) \in [0, t_f] \times F(N).$$

If the matrix $\frac{\partial x}{\partial q}(t, \bar{q})$ is singular at a time $t \in (t_i, t_{i+1})$, the projection $\Pi$ of the family $\mathcal{F}$ at $t$ is a fold singularity [21–24].

**Condition 1.** The matrix $\frac{\partial x}{\partial q}(\cdot, \bar{q})$ is invertible on $[t_0, t_f)$, i.e.,

$$\det \left[ \frac{\partial x}{\partial q}(\cdot, \bar{q}) \right] \neq 0 \text{ on } [t_0, t_f).$$

This condition is equivalent with the JC [24]. If the subset $N$ is small enough, this condition guarantees that projection $\Pi$ of the family $\mathcal{F}$ on each subinterval $(t_i, t_{i+1})$ for $i = 0, 1, \ldots, k$ with $t_{k+1} = t_f$ is a diffeomorphism, see Refs. [21–23]. However, this condition is not sufficient to guarantee the projection $\Pi$ of the family $\mathcal{F}$ on the whole semi-open interval $[t_0, t_f)$ is a diffeomorphism because there exists another type of fold singularity near each switching time $t_i$, as is illustrated by Figure 3 that the trajectories $x(t, q)$ around the switching time $t_i(q)$ may intersect with each other [20, 21].

Let $t^-_i(q)$ and $t^+_i(q)$ denote the instants a priori to and after the switching time $t_i(q)$, respectively. If Condition 1 is satisfied, according to Refs. [20, 22], there exists an inverse function $(t, x) \mapsto q(t, x)$ such that

$$\psi_i(t, x) := t - t_i(q(t, x)) = 0.$$

Then, the set

$$S_i := \{ (t, x) \mid \psi_i(t, x) = 0 \}$$

is the switching surface in $(t, x)$-space. Obviously, the projection $\Pi$ of $\mathcal{F}$ at the switching time $t_i$ is a diffeomorphism if the flows $(t, x(t, q))$ on the sufficiently short interval $[t_i(q) - \sigma, t_i(q) + \sigma]$ with $\sigma > 0$ cross the switching surface $S_i$ transversally [20–22]. As is shown by the left plot in Figure 3, this transversally crossing means that, for every $q \in F(N)$, the tangent vectors $T^\pm_i(q) \in (\mathbb{R}^{n+1})^*$ of the flows $(t^\pm_i(q), x^T(t^\pm_i(q), q))$, i.e.,

$$T^\pm_i(q) := (1, x^T(t^\pm_i(q), q)),$$

Figure 3: The left plot shows that the projection $\Pi$ of $\mathcal{F}$ is a diffeomorphism around a switching time $t_i(q)$ and the right plot shows that the projection $\Pi$ of $\mathcal{F}$ is a fold singularity around a switching time $t_i(q)$ [20, 21].
point to the same side of the switching surface $S_i$, i.e.,

$$[T_i^+(q)\mathbf{N}_i(q)] [T_i^-(q)\mathbf{N}_i(q)] > 0,$$  \hspace{1cm} (12)

where the vector $\mathbf{N}_i : F(N) \to \mathbb{R}^{n+1}$, $\mathbf{N}_i(q) = \nabla \psi_i(t_i(q), x(t_i(q), q))$ denotes the normal vector of the switching surface $S_i$ at $(t_i(q), x(t_i(q), q))$. In Refs. \[20–22\], Eq. (12) is called as the TC. In contrast, the projection $\Pi$ of $F$ at the switching time $t_i$ is a fold singularity if the tangent vectors $T_i^\pm(q)$ point to the two different sides of the switching surface $S_i$, i.e.,

$$[T_i^+(q)\mathbf{N}_i(q)] [T_i^-(q)\mathbf{N}_i(q)] < 0,$$  \hspace{1cm} (13)

According to Theorem 2 in Ref. \[22\], the computation of Eq. (12) and Eq. (13) can be reduced to testing the sign property of $\det \left[ \frac{\partial x}{\partial q}(t_i, q) \right]$, as is presented by the following remark.

**Remark 1** (Chen et al. \[22\]). Assume the subset $N$ is small enough and that Assumption 3 is satisfied. Then, for every $q \in F(N)$, Eq. (12) is satisfied if and only if

$$\det \left[ \frac{\partial x}{\partial q}(t_i^+(q), q) \right] \det \left[ \frac{\partial x}{\partial q}(t_i^-(q), q) \right] > 0.$$  \hspace{1cm} (12)

And, Eq. (13) is satisfied if and only if

$$\det \left[ \frac{\partial x}{\partial q}(t_i^+(q), q) \right] \det \left[ \frac{\partial x}{\partial q}(t_i^-(q), q) \right] < 0.$$  \hspace{1cm} (14)

**Condition 2.** Let the strict inequality $\det \left[ \frac{\partial x}{\partial q}(t_i^+(q), q) \right] \det \left[ \frac{\partial x}{\partial q}(t_i^-(q), q) \right] > 0$ be satisfied at each switching time $t_i$ (i = 1, 2, ⋯, k) of the nominal extremal $(\bar{x}(\cdot), \bar{p}(\cdot))$ on $[t_0, t_f]$.

According to previous analysis, if Assumption 3 is satisfied and the subset $N$ is small enough, Conditions 1 and 2 are sufficient to guarantee the projection $\Pi$ of $F$ at each time $t \in [t_0, t_f)$ is a diffeomorphism. Then, according to Proposition 2, one obtains the following result.

**Corollary 1.** Given the nominal extremal $(\bar{x}(\cdot), \bar{p}(\cdot))$ on $[t_0, t_f]$ such that each switching point is regular (cf. Assumption 3), let Assumption 2 be satisfied for every $t_0 \in [0, t_f)$. Then, for every measured state $x_\ast \in X \setminus \mathcal{M}$ in an infinitesimal neighborhood of $\bar{x}(t)$, there exists a $q_\ast \in F(N)$ such that $x_\ast = \bar{x}(t, q_\ast)$ if Conditions 1 and 2 are satisfied.

Therefore, the conditions sufficient for the existence of neighboring extremals consist of not only the JC (or Condition 1) between switching times but also the TC (or Condition 2) at each switching time once the nominal control is discontinuous.

By applying Theorem 17.2 in Ref. \[24\] or the Shadow-Price Lemma in Refs. \[20, 21\], one can directly obtain the following result for optimality.

**Theorem 1.** Given the nominal extremal $(\bar{x}(\cdot), \bar{p}(\cdot))$ on $[t_0, t_f]$ such that each switching point is regular (cf. Assumption 3), if Conditions 1 and 2 are satisfied, the nominal trajectory $\bar{x}(\cdot)$ on $[t_0, t_f]$ realizes a minimum cost of Eq. (4).
with respect to every admissible controlled trajectory $x(\cdot)$ on $[t_0,t_f]$ in $\Pi(F)$ associated with the measurable control $(\rho(\cdot), \tau(\cdot)) : [t_0,t_f] \rightarrow T$ with the same endpoints $x(t_0) = x(t_0)$ and $x(t_f) = x(t_f)$, i.e., there holds

$$\int_{t_0}^{t_f} \rho(t) \leq \int_{t_0}^{t_f} \rho(t)dt,$$

where the equality holds if and only if $\dot{x}(\cdot) = x(\cdot)$ on $[t_0,t_f]$.

Consequently, Conditions 1 and 2 are also sufficient to guarantee the local optimizer or the absence of conjugate points on the nominal extremal $(\dot{x}(\cdot), \rho(\cdot))$ on $[t_0,t_f]$. Note that a conjugate point, beyond which the reference extremal loses its local optimality, occurs at the switching time $t_i(q)$ of the extremal $\gamma(\cdot, q)$ on $[t_0,t_f]$ if Eq. (14) is satisfied [22].

**Remark 2.** Notice that the matrix $[\partial \rho(t_f^+, q)/\partial q] \left[ \partial x(t_f^+, q)/\partial q \right]^{-1}$ can keep bounded even though Eq. (14) is satisfied. Hence, the classical variational method [26], which detects conjugate points through testing the unbounded time of the matrix $[\partial \rho(t, q)/\partial q] \left[ \partial x(t, q)/\partial q \right]^{-1}$, fails to detect the occurrence of conjugate points at switching times. One has to test Eq. (14) at each switching time to see if a conjugate point occurs at the switching time.

### 3.3 Neighbouring optimal feedback control law

As is explained in Sect. 1, a spacecraft cannot exactly move on the nominal trajectory $\bar{x}(\cdot) = \Pi(\gamma(\cdot, q))$ on $[0,t_f]$. According to Corollary 1, if Conditions 1 and 2 are satisfied and the deviation $\Delta x$ is small enough, there then exists a $q_* \in F(N)$ such that $\bar{x}(t_0) + \Delta x = \Pi(\gamma(t_0, q_*))$. Obviously, once the new extremal $\gamma(\cdot, q_*)$ on the interval $[t_0,t_f]$ is computed, if no further perturbations occur for $t > t_0$, the spacecraft can be steered by the associated new optimal control function $u(\gamma(\cdot, q_*))$ on $[t_0,t_f]$ to fly to $M$. Though various numerical methods, e.g., direct ones, indirect ones, and hybrid ones, are available in the literature to compute $\gamma(\cdot, q_*)$ on $[t_0,t_f]$, the onboard computer can merely afford this computation in each guidance cycle, especially for the low-thrust orbital transfer problem with a long duration.

Next, the neighboring optimal feedback control strategy, which is the first-order Taylor expansion of the optimal control $u(\gamma(\cdot, q_*))$ on $[t_0,t_f]$, will be derived such that the spacecraft can be controlled to move closely enough along the extremal trajectory $x(\cdot, q_*) = \Pi(\gamma(\cdot, q_*))$ on $[t_0,t_f]$ if the deviation $\Delta x$ is small enough.

#### 3.3.1 Neighbouring optimal feedback on switching times

Note that $t_i(q_*)$ is exactly the $i$-th switching time of the new extremal $\gamma(\cdot, q_*)$ on $[t_0,t_f]$. Set $\Delta q := q_* - q$, the first-order Taylor expansion of $t_i(q_*)$ is

$$\Delta t_i := t_i(q_*) - t_i(q) = \frac{dt_i(q)}{dq} \Delta q^T + O_1(\|\Delta q\|^2),$$

where $O_1(\|\Delta q\|^2)$ is the sum of second and higher order terms. Note that there holds

$$H_1(x(t_i(q), q), p(t_i(q), q)) \equiv 0$$
for every \( q \in F(N) \). Differentiating the identity \( H_1(x(t_i(q), q), p(t_i(q), q)) \equiv 0 \) with respect to \( q \) yields

\[
0 = \left[ \frac{\partial H_1(\gamma(t_i(q), q))}{\partial x^T} \left( \dot{x}(t_i(q), q) \frac{dt_i(q)}{dq} + \frac{\partial x(t_i(q), q)}{\partial q} \right) + \frac{\partial H_1(\gamma(t_i(q), q))}{\partial p^T} \left( \dot{p}(t_i(q), q) \frac{dp_i(q)}{dq} + \frac{\partial p(t_i(q), q)}{\partial q} \right) \right] + \frac{\partial H_1(\gamma(t_i(q), q))}{\partial q} \frac{dt_i(q)}{dq}.
\]

Eq. (16)

Note that \( \dot{H}_1(\bar{x}(t_i), \bar{p}(t_i)) \neq 0 \) by Assumption 3, one obtains

\[
\frac{dt_i(q)}{dq} = -\left[ \frac{\partial H_1(\bar{x}(t_i), \bar{p}(t_i))}{\partial x^T} \frac{\partial x(t_i, \bar{q})}{\partial q} + \frac{\partial H_1(\bar{x}(t_i), \bar{p}(t_i))}{\partial p^T} \frac{\partial p(t_i, \bar{q})}{\partial q} \right] / \dot{H}_1(\bar{x}(t_i), \bar{p}(t_i)),
\]

where two vectors

\[
\frac{\partial H_1}{\partial x^T}(\bar{x}(t_i), \bar{p}(t_i)) = \bar{p}^T(t_i) \cdot \frac{\partial f_1}{\partial x}(\bar{x}(t_i), \tau(\bar{x}(t_i), \bar{p}(t_i))),
\]

\[
\frac{\partial H_1}{\partial p^T}(\bar{x}(t_i), \bar{p}(t_i)) = f_1^T(\bar{x}(t_i), \tau(\bar{x}(t_i), \bar{p}(t_i))),
\]

can be directly computed once the nominal extremal \((\bar{x}(\cdot), \bar{p}(\cdot)) = (\gamma(\cdot, q)\) on 

\([t_0, t_f]\) is given.

According to Corollary 1, for every sufficiently small \( \Delta x \) and every time 

\( t_0 \in [0, t_f) \), one has the following first-order Taylor expansion

\[
\Delta q^T = q^T(t_i) - q^T = \left[ \frac{\partial x(t_0, \bar{q})}{\partial q} \right]^{-1} \Delta x + O_q(\|\Delta x\|^2),
\]

Eq. (18)

where \( O_q(\|\Delta x\|^2) \) denotes the sum of second and higher order terms. For notational clarity, let us define a matrix-valued function \( S : [t_0, t_f] \rightarrow \mathbb{R}^{n \times n} \) as

\[
S(t) = \frac{\partial p}{\partial q}(t_i, q) \left[ \frac{\partial x}{\partial q}(t_i, \bar{q}) \right]^{-1}.
\]

Set

\[
\Delta x_i := \frac{\partial x}{\partial q}(t_i, \bar{q}) \left[ \frac{\partial x}{\partial q}(t_0, \bar{q}) \right]^{-1} \Delta x,
\]

Eq. (19)

it is clear that \( \Delta x_i \) is the first-order term of the deviation \( x(t_i, q) - \bar{x}(t_i) \). Substituting Eq. (18) and Eq. (17) into Eq. (15), one gets

\[
\Delta t_i = -\left[ \frac{\partial H_1(\bar{x}(t_i), \bar{p}(t_i))}{\partial x^T} + \frac{\partial H_1(\bar{x}(t_i), \bar{p}(t_i))}{\partial p^T} S(t_i) \right] \Delta x_i / \dot{H}_1(\bar{x}(t_i), \bar{p}(t_i)) + \frac{dt_i(q)}{dq} O_q(\|\Delta x\|^2) + O_t(\|\Delta q\|^2).
\]
Let
\[ \delta t_i := - \left[ \frac{\partial H_1(\bar{x}(t_i), \bar{p}(t_i))}{\partial x^T} + \frac{\partial H_1(\bar{x}(t_i), \bar{p}(t_i))}{\partial p^T} S(t_i) \right] \Delta x_i / \dot{H}_1(\bar{x}(t_i), \bar{p}(t_i)), \]  
be the first-order term of $\Delta t_i$. Then, if $\Delta x$ is infinitesimal, it suffices to use $t_i + \delta t_i$ as the neighboring optimal feedback on switching times.

Note that there may exist some profiles of the switching function $H_1(\bar{x}(\cdot), \bar{p}(\cdot))$ as is shown by the solid line in Figure 4. Then, a small perturbation may result in the change on the number of switching times, as is illustrated by the two dashed lines in Figure 4. However, Eq. (21) is unable to provide the feedback on switching times if the number of switching times on the neighboring extremal is different from that of the nominal one. Set $[\Delta p_r^T \Delta p_c^T \Delta p_m]^T := \Delta p = p(t_o, q_o) - p(t_o, \bar{q})$ and $[\Delta r^T \Delta v^T \Delta m]^T := \Delta x$. According to Eq. (9), the switching function $H_1(x_*, \bar{p}(t_o) + \Delta p)$ gives a natural feedback on the optimal thrust magnitude of the new extremal $\gamma(\cdot, q_\ast)$ at $t_o$, i.e.,
\[
\rho = \left[ 1 + \text{sgn}(H_1(\bar{x}(t_o) + \Delta x, \bar{p}(t_o) + \Delta p)) \right] / 2
\]
\[
= \left[ 1 + \text{sgn}\left( \frac{\|\bar{p}_c(t_o) + \Delta p_c\|}{\bar{m}(t_o) + \Delta m} u_{\text{max}} - \beta(\bar{p}_m(t_o) + \Delta p_m) u_{\text{max}} - 1 \right) \right] / 2,
\]
where $\text{sgn}(\cdot)$ is the typical sign function. Thus, instead of using the first order term $\delta t_i$ in Eq. (21) to approximate switching times, one can directly check the sign of the switching function $H_1(x_*, \bar{p}(t_o) + \Delta p)$ to generate the optimal thrust magnitude once $\Delta p_c$ and $\Delta p_m$ are computed. The first-order Taylor expansion of $p(t_o, q_\ast)$ around $\bar{q}$ is
\[
\Delta p = p(t_o, q_o) - p(t_o, \bar{q}) = \frac{\partial p}{\partial q}(t_o, \bar{q}) \Delta q^T + O_p(\|\Delta q\|^2),
\]  
where $O_p(\|\Delta q\|^2)$ is the sum of second and higher order terms. Substituting Eq. (18) into Eq. (22) leads to
\[
\Delta p = S(t_o) \Delta x + \frac{\partial p(t_o, \bar{q})}{\partial q} O_q(\|\Delta x\|^2) + O_p(\|\Delta q\|^2).
\]  
Figure 4: Variations of switching times with respect to initial perturbations.

Denote by $S_1 \in \mathbb{R}^{3 \times 7}$ the first three rows, $S_2 \in \mathbb{R}^{3 \times 7}$ the forth to sixth rows, and $S_3 \in (\mathbb{R}^7)^\ast$ the last row of the gain matrix $S$ such that
\[
S = \begin{pmatrix} S_1 \\ S_2 \\ S_3 \end{pmatrix}.
\]
It is clear that \( S_2(t_0) \Delta x \) and \( S_3(t_0) \Delta x \) are the first order terms of \( \Delta p_v \) and \( \Delta p_m \), respectively. Thus, if \( \Delta x \) is small enough, it is sufficient to use

\[
\rho = \left[ 1 + sgn\left( \frac{\|\bar{p}_v(t_0) + S_2(t_0) \Delta x\|}{\bar{m}(t_0) + \Delta m} \right) \right]/2
\]

as the neighboring optimal feedback on thrust magnitude.

### 3.3.2 Neighbouring optimal feedback on thrust direction

According to Eq. (10), if \( \|\bar{p}_v(t_0) + \Delta p_v\| \neq 0 \), the optimal thrust direction on the new extremal \( \gamma(\cdot, \bar{q}_* \cdot) \) at \( t_0 \) is

\[
\tau(x_*, \bar{p}(t_0) + \Delta p) = \frac{\bar{p}_v(t_0) + \Delta p_v}{\|\bar{p}_v(t_0) + \Delta p_v\|}.
\]

Analogously, assume \( \Delta x \) is infinitesimal, if \( \|\bar{p}_v(t_0) + S_2(t_0) \Delta x\| \neq 0 \), we can use

\[
\tau(x_*, \bar{p}(t_0) + \delta p(t_0)) = \frac{\bar{p}_v(t_0) + S_2(t_0) \Delta x}{\|\bar{p}_v(t_0) + S_2(t_0) \Delta x\|}.
\]

as the neighboring optimal feedback on the thrust direction.

**Remark 3.** One advantage of using Eq. (24) and Eq. (25) to generate neighboring optimal feedbacks is that only \( 4/7 \) instead of the whole block of the time-varying gain matrix \( S(\cdot) \) on \([0, t_f]\) is required to store in the onboard computer.

### 4 Numerical implementations of the NOG

Once the perturbation \( \Delta x \) is measured at \( t_0 \in [0, t_f] \), it amounts to compute the two matrices \( \frac{d}{d \bar{q}}(t_0, \bar{q}) \) and \( \frac{d}{d q}(t_0, q) \) in order to compute the neighboring optimal feedbacks in Eq. (24) and Eq. (25).

#### 4.1 Differential equations for \( \frac{d}{d q} (t, \bar{q}) \) and \( \frac{d}{d q} (t, q) \)

It follows from the classical results about solutions to ordinary differential equations that the trajectory \((x(\cdot, q), p(\cdot, q))\) and its time derivative \((\dot{x}(\cdot, q), \dot{p}(\cdot, q))\) on \([t_0, t_f]\) are continuously differentiable with respect to \( q \). Thus, taking derivative of Eq. (5) with respect to \( q \) on each subinterval \((t_i, t_{i+1})\) yields the homogeneous linear matrix differential equations

\[
\begin{bmatrix}
\frac{d}{dt} \frac{\partial x}{\partial \bar{q}}(t, \bar{q}) \\
\frac{d}{dt} \frac{\partial p}{\partial q}(t, q)
\end{bmatrix} =
\begin{bmatrix}
H_{px}(\bar{x}(t), \bar{p}(t)) \\
-\gamma_{xx}(\bar{x}(t), \bar{p}(t)) - H_{xp}(\bar{x}(t), \bar{p}(t))
\end{bmatrix}
\begin{bmatrix}
\frac{\partial x}{\partial \bar{q}}(t, \bar{q}) \\
\frac{\partial p}{\partial q}(t, q)
\end{bmatrix}.
\]

Substituting the maximum condition in Eq. (10) and the system dynamics in Eq. (1) into the maximized Hamiltonian \( H \), a direct derivation yields

\[
H_{px} = H_{xp}^T =
\begin{bmatrix}
0_3 & I_3 & 0_{1 \times 1} \\
-\rho \frac{\bar{m}}{\|\bar{p}_v\|} & 0_3 & -\rho \frac{\bar{p}_v}{\|\bar{m}\|} \\
0_1 & 0_{1 \times 3} & 0
\end{bmatrix},
\]
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Typically, the sweep variables are used to compute the initial values where \( \Delta \rho \).

4.2.1 Initial values for the case of \( \nu \)

Computation of \( \left[ \frac{\partial x}{\partial q} \right] (t_f, \bar{q}) \) and \( \left[ \frac{\partial p}{\partial q} \right] (t_f, \bar{q}) \)

Typically, the sweep variables are used to compute the initial values \( \left[ \frac{\partial x}{\partial q} \right] (t_f, \bar{q}) \) and \( \left[ \frac{\partial p}{\partial q} \right] (t_f, \bar{q}) \) \cite{21, 26, 27}. Note that the matrix

\[
H_{pp} = \begin{bmatrix}
0_3 & 0_3 & 0_{3 \times 1} \\
0_3 & 0_{3 \times 1} & 0_{3 \times 1} \\
0_{1 \times 3} & 0_{1 \times 3} & 0_{1 \times 3}
\end{bmatrix},
\]

and

\[
H_{xx} = \begin{bmatrix}
-3\mu & 0_n & 0_n \\
0_n & 0_n & 0_n \\
0_n & 0_n & 0_n
\end{bmatrix},
\]

where \( 0_n \) and \( I_n \) denote the zero and the identity matrices of \( \mathbb{R}^{n \times n} \), respectively, and \( 0_{i \times j} \) denotes the zero matrix of \( \mathbb{R}^{i \times j} \). The two matrices \( \frac{\partial x}{\partial q} (t, \bar{q}) \) and \( \frac{\partial p}{\partial q} (t, \bar{q}) \) are discontinuous at each switching time \( t_i \) (\( i = 1, 2, \cdots , k \)). By virtue of Lemma 2.6 in Ref. \cite{20}, the updating formulas for the two matrices at each switching time \( t_i \) are

\[
\begin{align}
\frac{\partial x}{\partial q} (t^+_i, \bar{q}) &= \frac{\partial x}{\partial q} (t^-_i, \bar{q}) - \Delta \rho_i(f_i (\bar{x}(t_i), \bar{\tau}(t_i))) \frac{\partial \hat{\tau}(t_i) \hat{\tau}(t_i)}{\partial q}, \\
\frac{\partial p}{\partial q} (t^+_i, \bar{q}) &= \frac{\partial p}{\partial q} (t^-_i, \bar{q}) + \Delta \rho_i \frac{\partial f_i}{\partial p} (\bar{x}(t_i), \bar{\tau}(t_i)) \hat{p}(t_i) \frac{\partial \hat{\tau}(t_i) \hat{\tau}(t_i)}{\partial q},
\end{align}
\]

where \( \Delta \rho_i = \hat{\rho}(t^+_i) - \hat{\rho}(t^-_i) \).

Once the initial values \( \frac{\partial x}{\partial q} (t_f, \bar{q}) \) and \( \frac{\partial p}{\partial q} (t_f, \bar{q}) \) are given, the two matrices \( \frac{\partial x}{\partial q} (t, \bar{q}) \) and \( \frac{\partial p}{\partial q} (t, \bar{q}) \) for \( t \in [t_0, t_f] \) can be computed by integrating the differential equations in Eq. (26) between switching times and by using the updating formulas in Eq. (27) at each switching time.

4.2.1 Initial values for the case of \( l = n \)

If \( l = n \), the final state is fixed since the submanifold \( \mathcal{M} \) reduces to a singleton. Thus, in the case of \( l = n \), one can simply set \( q = p(t_f) \), which indicates

\[
\frac{\partial x}{\partial q} (t_f, \bar{q}) = 0_n, \quad \frac{\partial p}{\partial q} (t_f, \bar{q}) = I_n.
\]

\[28\]
4.2.2 Initial values for the case of $0 < l < n$

Note that $\Pi(N) \subset \Pi(L_f)$ and $\Pi(L_f) = M$. Thus, the subset $\Pi(N)$ is diffeomorphic to $(\mathbb{R}^{n-1})^*$ if the subset $N$ is small enough. In analogy with parameterizing neighbouring extremals, if the subset $N$ is small enough and $l < n$, there exists an invertible function $F_1 : \Pi(N) \to (\mathbb{R}^{n-1})^*$ such that both the function and its inverse $F_1^{-1}$ are smooth. Then, for every $x \in \Pi(N)$, there exists one and only one $q_1 = (\mathbb{R}^{n-1})^*$ such that $q_1 = F_1(x)$. According to the transversality condition in Eq. (8), for every $(x, p) \in N$, there exists $\nu \in (\mathbb{R}^l)^*$ such that

$$p^T = \nu \nabla \phi(x).$$

(29)

Let us define a function $F_2 : N \to (\mathbb{R}^l)^*$, $(x, p) \mapsto F_2(x, p)$ as

$$F_2(x, p) = p^T \nabla \phi^T(x) \left[\nabla \phi(x) \nabla \phi^T(x)\right]^{-1},$$

such that $\nu = F_2(x, p)$. By Assumption 1, if the subset $N$ is small enough, the function $F_2$ is a diffeomorphism from the domain $N$ onto its image. Thus, it is enough to set $F = [F_1, F_2]$ such that $q = [q_1, \nu]$. Let $q_1 = F_1(x(t_f))$, we have $q = (q_1, \nu)$ where $\nu = F_2(x(t_f), p(t_f))$ denotes the vector of the Lagrangian multipliers for the nominal extremal $\gamma(\cdot, q)$ on $[0, t_f]$. A direct calculation leads to

$$\frac{\partial x}{\partial q}(t_f, q) = \left[\frac{\partial x}{\partial q_1}(t_f, q), \frac{\partial x}{\partial \nu}(t_f, q)\right],$$

(30)

$$\frac{\partial p}{\partial q}(t_f, q) = \left[\frac{\partial p(t_f, q)}{\partial q_1}, \frac{\partial p(t_f, q)}{\partial \nu}\right]$$

$$= \sum_{i=1}^l \nu_i \nabla^2 \phi_i(x(t_f, q)) \frac{\partial x(t_f, q)}{\partial q_1}, \nabla \phi^T(x(t_f, q)),$$

(31)

where $\phi_i : \mathcal{X} \to \mathbb{R}$ and $\nu_i \in \mathbb{R}$ for $i = 1, 2, \ldots, l$ are the elements of the vector-valued function $\phi(x)$ and the vector $\nu$, respectively. Since $x(t_f, q) \in \Pi(N)$ is not a function of $\nu$, there holds

$$\frac{\partial x(t_f, q)}{\partial \nu} = 0_{n \times l}.$$  

(32)

Note that, except the matrix $\frac{\partial x}{\partial q_1}(t_f, q)$, all the quantities for computing the initial conditions in Eq. (30) and Eq. (31) are available. Let us take the differentiation of $\phi(x(t_f, q)) = 0$ with respect to $q_1$, we get

$$\nabla \phi(x(t_f, q)) \frac{\partial x(t_f, q)}{\partial q_1} = 0.$$  

(33)

Note that all the column vectors of the matrix $\frac{\partial x(t_f, q)}{\partial q_1}$ constitute a basis of the tangent space $T_{x(t_f)}M$. Once the matrix $\nabla \phi(x(t_f, q))$ is given, one can compute the full-rank matrix $\frac{\partial x}{\partial q_1}(t_f, q)$ by a Gram-Schmidt orthogonalization, which can be numerically done by employing the $\text{gram}$ function of MATLAB.

Up to now, all the quantities for computing the initial conditions $\frac{\partial x}{\partial q}(t_f, q)$ in Eq. (30) and $\frac{\partial p}{\partial q}(t_f, q)$ in Eq. (31) are available for $l < n$.  
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4.3 Riccati differential equation

Note that one has to solve a $2 \times n^2$ order of differential equations in order to compute the matrix $S(t)$ if using Eq. (26) and Eq. (27). In this subsection, the differential equations of the gain matrix $S(t)$ will be derived such that only $n^2$ order of differential equations are required to solve.

According to Eq. (19), we have
\[ S(\cdot) \frac{\partial x}{\partial q}(\cdot, q) = \frac{\partial p}{\partial q}(\cdot, q), \]
on $[0, t_f]$. Differentiating this equation with respect to time yields
\[ \dot{S}(\cdot) \frac{\partial x}{\partial q}(\cdot, q) + S(\cdot) \frac{\partial x}{\partial q}(\cdot, q) = \frac{\partial p}{\partial q}(\cdot, q), \]
on $[0, t_f]$. Substituting Eq. (26) into this equation, we hence obtain
\[
\begin{align*}
\dot{S}(\cdot) &= -H_{xx}(\dot{x}(\cdot), \dot{p}(\cdot)) - H_{xp}(\dot{x}(\cdot), \dot{p}(\cdot))S(\cdot) \\
&\quad - S(\cdot)H_{xp}(\dot{x}(\cdot), \dot{p}(\cdot)) - S(\cdot)H_{pp}(\dot{x}(\cdot), \dot{p}(\cdot))S(\cdot),
\end{align*}
\]
on $[0, t_f]$, which is exactly the Riccati-type differential equation in Refs. [13, 14, 26]. According to Eq. (27), the gain matrix $S(\cdot)$ is discontinuous at each switching time $t_i$. Assume the matrix $\partial x(t_i^-, q)$ is nonsingular, multiplying $\frac{\partial p}{\partial q}(t_i^-, q)$ by $\left[ \frac{\partial x}{\partial q}(t_i^-, q) \right]^{-1}$ and taking into account Eq. (27), one obtains
\[
S(t_i^-) = \frac{\partial p}{\partial q}(t_i^-, q) \left[ \frac{\partial x}{\partial q}(t_i^-, q) \right]^{-1}
\]
\[
= \left[ \frac{\partial p}{\partial q}(t_i^+, q) - \Delta \rho_i f_1(x(t_i), \tau(t_i)) \dot{p}(t_i) \frac{\partial t_i(q)}{\partial q} \right]
\]
\[
	imes \left[ \frac{\partial x}{\partial q}(t_i^+, q) + \Delta \rho_i f_1(x(t_i), \tau(t_i)) \frac{\partial t_i(q)}{\partial q} \right]^{-1}
\]
\[
= \left\{ S(t_i^-) - \Delta \rho_i f_1(x(t_i), \tau(t_i)) \dot{p}(t_i) \frac{\partial t_i(q)}{\partial q} \left[ \frac{\partial x}{\partial q}(t_i^+, q) \right]^{-1} \right\}
\]
\[
	imes \frac{\partial x}{\partial q}(t_i^+, q) \left[ \frac{\partial x}{\partial q}(t_i^+, q) + \Delta \rho_i f_1(x(t_i), \tau(t_i)) \frac{\partial t_i(q)}{\partial q} \right]^{-1}. \tag{35}
\]
Let us define a vector-valued function $R(t_i) : \mathbb{R}^n \to (\mathbb{R}^n)^{*}$ as
\[ R(t_i) = \frac{\partial t_i(q)}{\partial q} \left[ \frac{\partial x}{\partial q}(t_i^+, q) \right]^{-1}. \]
Substituting this equation into Eq. (17) yields
\[ R(t_i) = - \left[ \frac{\partial H_1(x(t_i), p(t_i))}{\partial x} + \frac{\partial H_1(x(t_i), p(t_i))}{\partial p} S(t_i^+) \right] / \dot{H}_1(x(t_i), p(t_i)). \]
Given a nonsingular matrix $A \in \mathbb{R}^{n \times n}$ and two vectors $b \in \mathbb{R}^n$ and $c \in \mathbb{R}^n$, if the matrix $A + bc^T$ is nonsingular, the equation
\[
(A + bc^T)^{-1} = A^{-1} - \frac{A^{-1}bc^T A^{-1}}{1 + c^T A^{-1}b}, \tag{36}
\]
is satisfied (cf. Lemma 6.1.4 in Ref. [21]). Thus, if the matrix $\frac{\partial q}{\partial q}(t^+, q)$ is nonsingular, taking into account Eq. (36), one gets

$$\frac{\partial x}{\partial q}(t^+, q) \left[ \frac{\partial x}{\partial q}(t^+, q) + \Delta \rho, f_1(x(t), \tau(t)) \frac{dt(q)}{dq} \right]^{-1} = I_n - \Delta \rho, f_1(x(t), \tau(t)) R(t) \frac{1}{1 + \Delta \rho, R(t) f_1(x(t), \tau(t))}.$$  

Substituting this equation into Eq. (35), we eventually obtain the result

$$S(t^-) = \left[ S(t^+) - \Delta \rho, \frac{\partial f_1(x(t), \tau(t))}{\partial x} (x(t), \tau(t)) \right] \times \left[ I_n - \Delta \rho, f_1(x(t), \tau(t)) R(t) \frac{1}{1 + \Delta \rho, R(t) f_1(x(t), \tau(t))} \right]. \quad (37)$$

This formula provides the required initial condition for Eq. (34) on the interval $([t_{f-1}, t_f])$. Then, the gain matrix $S(\cdot)$ can be propagated further backward by integrating the Ricatti differential equation in Eq. (34). Note that $S(t_f) = \infty$ since the matrix $\frac{\partial q}{\partial q}(t_f, q)$ is singular. One can use Eq. (26) to integrate backward from $t_f$ on a short interval $[t_s, t_f]$ with $t_s < t_f$ to get the matrices $\frac{\partial x}{\partial q}(t_s, q)$ and $\frac{\partial p}{\partial q}(t_s, q)$. Then, substituting the matrices $\frac{\partial x}{\partial q}(t_s, q)$ and $\frac{\partial p}{\partial q}(t_s, q)$ into the matrix $S(t_s)$, one can use Eq. (34) and Eq. (37) to get $S(\cdot)$ on $[0, t_s]$. Once the matrix $S(\cdot)$ on $[0, t_f]$ is computed offline, the matrices $S_2(\cdot)$ and $S_3(\cdot)$ on $[0, t_f]$ can be stored in the onboard computer such that the online computation is just to solve Eq. (24) and Eq. (25).

If the sweep variables (cf. Chapter 6 in Ref. [26], Chapter 5 in Ref. [21], or Chapter 11 in Ref. [27]) are employed to calculate the initial values $\frac{\partial x}{\partial q}(t_f, q)$ and $\frac{\partial p}{\partial q}(t_f, q)$, to compute the neighboring optimal feedbacks in Eq. (24) and Eq. (25), not only the gain matrix $S(t)$ but also two other time-varying matrices of $\mathbb{R}^{n \times l}$ and $\mathbb{R}^{l \times l}$ have to be computed offline. Thus, the method of this paper not only demands less storage capacity (cf. Remark 3) but also requires less offline computational time.

5 Numerical Example

In this section, we consider to control a spacecraft from an inclined elliptic orbit to the Earth geostationary orbit. Denote by $a$, $e$, $i$, $\omega$, $\Omega$, $\beta$ the semi-major axis, the eccentricity, the inclination, the argument of perigee, the argument of ascending node, and the true anomaly of the classical orbital elements (COE). The conditions for initial and final orbits are presented in Table 1 in terms of the COE. The Earth gravitational constant $\mu$ in Eq. (2) equals $398600.47 \text{ km}^3\text{s}^{-2}$.

The maximum thrust of the engine is 2.0 N and the specific impulse of the engine is $I_{sp} = 2000.0 \text{ s}$. Let $g_0 = 9.8 \text{ m/s}^2$ be the standard gravity at the surface of the Earth, we have $\beta = 1/(I_{sp}g_0) = 5.1 \times 10^{-5} \text{ m}^{-2}$. The initial mass $m_0$ of the spacecraft is 300.0 kg. We specify the final time as $t_f = 157.88 \text{ hours}$.

In order to achieve a stable numerical computation [43], we use the modified
Table 1: The initial and final conditions in terms of the COE.

| COE | Initial conditions | Final conditions |
|-----|-------------------|-----------------|
| $a$ | 26,571.429 km     | 42,165.000 km   |
| $e$ | 0.750             | 0               |
| $i$ | 30.000 deg        | 0               |
| $\omega$ | 0       | Undefined       |
| $\Omega$ | 0        | Undefined       |
| $f$ | $\pi$           | Undefined       |

Elementary orbital elements (MEOE),

\[
\begin{align*}
P &= a(1 - e^2), \\
e_x &= e \cos(\omega + \Omega), \\
e_y &= e \sin(\omega + \Omega), \\
h_x &= \tan(i/2) \cos(\Omega), \\
h_y &= \tan(i/2) \sin(\Omega), \\
l &= f + \omega + \Omega,
\end{align*}
\]

to compute optimal trajectories. Note that the initial true longitude is $l_0 = \pi$, see Table 1. In order to realize a multi-burn trajectory, we specify the final true longitude as $l_f = 9 \times 2\pi$ such that the spacecraft flies 9 revolutions around the Earth to get to the final orbit.

5.1 Trajectory computation

One can combine the final boundary condition in Table 1 and the transversality condition in Eq. (8) to formulate a TPBVP [17]. Then, it is enough to find the zero of this TPBVP in order to get the optimal solution. A simple shooting method is not stable to solve the TPBVP because one usually does not know a priori the structure of the optimal control function. Thus, we use a regularization procedure developed in Ref. [28] to first get an energy-optimal trajectory with the same boundary conditions. Then, a homotopy method is employed to get the low-thrust fuel-optimal trajectory with a bang-bang control. The 3-dimensional position vector $\mathbf{r}(\cdot)$ on $[0, t_f]$ is plotted in Figure 5, which shows that all the burn arcs occur around the apogees and perigees. To see the regularity conditions, Figure 6 plots the profiles of $\rho(\cdot)$, $H_1(\cdot)$, and $\|p_v(\cdot)\|$ with respect to time on $[0, t_f]$. It is seen from this figure that the number of burn arcs along the low-thrust fuel-optimal trajectory is 13 with 24 switching points and that each switching point is regular, i.e., Assumption 3 holds along the computed extremal. The profiles of semi-major axis $a$, eccentricity $e$, and inclination $i$ along the low-thrust fuel-optimal trajectory are plotted in Figure 7.

5.2 Existence conditions and focal points

Note that, except the final mass $m_f$, all other final states are fixed if we use the MEOE as states such that

\[
\mathbf{x} = (P, e_x, e_y, h_x, h_y, l, m)^T
\]
Figure 5: The 3-dimensional trajectory $r(\cdot)$ on $[0, t_f]$ for the low-thrust multi-burn fuel-optimal orbital transfer problem in a Cartesian coordinate system. The red arrows denote the thrust direction on burn arcs.

Figure 6: The profiles of $\rho(\cdot)$, $H_1(\cdot)$, and $||p(\cdot)||$ with respect to time on $[0, t_f]$ along the low-thrust multi-burn fuel-optimal trajectory.

and

$$p = (p_0, p_{e_x}, p_{e_y}, p_{h_x}, p_{h_y}, p_t, p_m)^T.$$

Thus, applying Eqs. (32–31), we get the initial condition as

$$\frac{\partial x(t_f, \tilde{q})}{\partial q} = \begin{pmatrix} 0_6 & 0_{6 \times 1} \\ 0_{1 \times 6} & 1 \end{pmatrix},$$

$$\frac{\partial p(t_f, \tilde{q})}{\partial q} = \begin{pmatrix} I_6 & 0_{6 \times 1} \\ 0_{1 \times 6} & 0 \end{pmatrix}.$$

Then, starting from this initial condition, we propagate Eq. (26) backward from the final time $t_f$ and use the updating formulas in Eq. (27) at each switching time to compute the matrices $\partial x(\cdot, q)/\partial q$ and $\partial p(\cdot, q)/\partial q$ on $[0, t_f]$. 
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For notational simplicity, let $\delta(\cdot) = \det \begin{bmatrix} \partial x / \partial q(\cdot, \bar{q}) \end{bmatrix}$ on $[0, t_f]$. To have a clear view, the profile of $\text{sgn}(\delta(\cdot)) \times |\delta(\cdot)|^{1/10}$ on $[0, t_f]$ can capture the sign property of $\delta(\cdot)$ on $[0, t_f]$. We can clearly see from this figure that Conditions 1 and 2 are satisfied on $[0, t_f)$. According to Theorem 1, the low-thrust multi-burn fuel-optimal trajectory on $[0, t_f]$ realizes a local optimum. In addition, according to Corollary 1, for every sufficiently small deviation $\Delta x$ from the nominal trajectory $\bar{x}(\cdot, \bar{q})$ at every time $t_0 \in [0, t_f]$, there exists a neighbouring extremal $(\bar{x}(\cdot), \bar{p}(\cdot))$ on $[0, t_f]$ such that $x(t_0) = \bar{x}(t_0) + \Delta x$. Thus, the NOG can be constructed along the computed extremal trajectory.

In order to see the occurrence of focal points or to see the sign changes of $\delta(t)$, the profile of $\text{sgn}(\delta(\cdot)) \times |\delta(\cdot)|^{1/10}$ on the extended time interval $[-t_f, t_f]$ is plotted in the bottom subplot of Figure 8. Note that there exists a sign change of $\delta(t)$ at the switching time $t_c \approx -81.716$ h. Thus, Condition 2 is violated at $t_c$, i.e., a focal point occurs at $t_c$, which implies that the nominal extremal $(\bar{x}(\cdot), \bar{p}(\cdot))$ on $[t_0, t_f]$ is not optimal any more if $t_0 < t_c$ [22]. In addition, as is shown by Corollary 1, no matter how small the absolute value $|\varepsilon|$ is, there exist some unit vectors $\eta \in S^{n-1}$ such that $\bar{x}(t_c) + \varepsilon \eta \not\in \Pi(\gamma(t_c, q))$ for every $q \in F(N)$. Hence, though the JC of Refs. [5, 13, 26, 33-35] is satisfied, it is impossible to construct the NOG along the computed extremal on $[t_0, t_f]$ with $t_0 < t_c$ since none of neighboring extremals can pass through the point $\bar{x}(t_c) + \varepsilon \eta$ (cf. Proposition 1).

5.3 Tests of the NOG

Let $t_0 = 0$ and $\eta = [1, 1, 1, 1, 1, 1, 1]^T$. A series of deviations $\Delta x = \varepsilon \eta$ for $\varepsilon \in [0, 1.0 \times 10^{-4}]$ are considered as the disturbances on the initial state $x_0$. 

![Image of eccentricity, inclination, and semi-major axis profiles against time along the low-thrust multi-burn fuel-optimal trajectory.]
Then, assuming no further perturbations occur for $t > t_0$, for every $\varepsilon \in [0, 1.0 \times 10^{-4}]$, the trajectories starting from the point $x_0 + \Delta x$ associated with the neighbouring optimal feedback control in Eq. (24) and Eq. (25) as well as the nominal control are computed. Hereafter, we say the trajectories associated with the neighboring optimal feedback control as the neighboring optimal ones, and we say the trajectories associated with the nominal control as the perturbed ones. The final values of $a$, $e_x$, and $e_y$ with respect to $\varepsilon \in [0, 1.0 \times 10^{-4}]$ for the neighboring optimal trajectories and for the perturbed trajectories are plotted in Figure 9. Besides, the final values of $h_x$, $h_y$, and $l$ with respect to $\varepsilon \in [0, 1.0 \times 10^{-4}]$ for the neighboring optimal trajectories and the perturbed trajectory are plotted in Figure 10. As is seen from Figure 9, when $\varepsilon$ increases up to $1.0 \times 10^{-4}$, while the error of the final semi-major axis $a$ for the neighboring optimal trajectory remains small, that for the perturbed trajectory increases up to approximately 500.0 km. We can also see from Figures 9 and 10 that the final values of $e_x$, $e_y$, $h_x$, $h_y$, and $l$ for the neighboring optimal trajectories keep almost unchanged for $\varepsilon \in [0, 1.0 \times 10^{-4}]$. However, the final values of $e_x$, $e_y$, $h_x$, $h_y$, and $l$ for the perturbed trajectories increase rapidly with the increase of $\varepsilon$ on $[0, 1.0 \times 10^{-4}]$. Therefore, the neighboring optimal feedback control in Eq. (24) and Eq. (25) greatly reduce the errors of final conditions.

To see the advantage of using Eq. (24) rather than Eq. (21) to provide the neighboring optimal feedback on thrust magnitude, the profiles of switching function $H_1$ on the time interval $[0, 25]$ along the neighboring extremals with respect to $\varepsilon \in [0, 0.015]$ are plotted in Figure 11. We can clearly see from this figure that some switching times disappear around $t = 5$ and 20 with the increase of $\varepsilon$. In this case, while Eq. (21) cannot capture the variations of switching times, one can still compute the thrust magnitude of neighboring optimal trajectories by using Eq. (24). Though the disturbances are relatively big as $\varepsilon$ takes values up to 0.015, Figure 11 shows the potential failure of using Eq. (21).
Figure 9: Plots of the final $a$, $e_x$, and $e_y$ with respect to $\varepsilon$ on $[0, 1 \times 10^{-4}]$. The solid and dashed lines denote the final values for the neighboring optimal trajectories and for the perturbed trajectories, respectively.

Figure 10: Plots of the final $h_x$, $h_y$, and $l$ with respect to $\varepsilon$ on $[0, 1 \times 10^{-4}]$. The solid and dashed lines denote the final values for the neighboring optimal trajectories and for the perturbed trajectories.

6 Conclusion

The neighbouring optimal feedback control strategy for fixed-time low-thrust multi-burn orbital transfer problems is established in this paper through con-
Figure 11: The profiles of the switching functions $H_1$ on the time interval $[0, 25]$ along the neighboring optimal trajectories with respect to $\varepsilon \in [0, 1.5 \times 10^{-2}]$.

Constructing a parameterized family of neighboring extremals around the nominal one. Two conditions, including the JC and the TC, sufficient for the existence of neighbouring extremals in an infinitesimal neighborhood of a bang-bang extremal are formulated. As a byproduct, the sufficient conditions for the local optimality of bang-bang extremals are obtained. Then, through deriving the first-order Taylor expansion of the parameterized neighboring extremals, the neighboring optimal feedbacks on thrust direction as well as on thrust magnitude are presented. The formulas of the neighboring optimal feedbacks show that to store only $4/7$ rather than the whole block of a gain matrix of $\mathbb{R}^{n \times n}$ in the onboard computer is sufficient to realize the online computation. Finally, a fixed-time low-thrust orbital transfer from an inclined elliptic orbit to the Earth geostationary orbit is computed, and various initial perturbations are tested to show that the NOG developed in this paper significantly reduces the errors of final conditions. The NOG for open-time multi-burn orbital transfers will be studied in the subsequent research.
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