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Abstract

Reproducibility is an important quality criterion for the secondary use of electronic health records (EHRs). However, multiple barriers to reproducibility are embedded in the heterogeneous EHR environment. These barriers include complex processes for collecting and organizing EHR data and dynamic multi-level interactions occurring during information use (e.g., inter-personal, inter-system, and cross-institutional). To ensure reproducible use of EHRs, we investigated four information quality dimensions and examine the implications for reproducibility based on a real-world EHR study. Four types of IQ measurements suggested that barriers to reproducibility occurred for all stages of secondary use of EHR data. We discussed our recommendations and emphasized the importance of promoting transparent, high-throughput, and accessible data infrastructures and implementation best practices (e.g., data quality assessment, reporting standard).
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Introduction

Rapid growth in the implementation of electronic health records (EHRs) has led to an unprecedented expansion in the availability of dense longitudinal datasets. This transformation holds great promise for the secondary use of EHRs to drive clinical research
Research reproducibility is crucial in the field of biomedical informatics: knowledge-driven insights can be translated to broader patient care [1]. Reproducibility is however broadly defined [2], one pertinent definition being the ability to obtain consistent results when using the same data, methods, and tools [3]. One particular challenge for ensuring reproducibility in EHR-based research is data quality-related issues caused by non-standard data representations, ambiguous definitions, and missing or redundant documentation [4]. As illustrated in Figure 1, since the primary functions of EHR systems are centered around patient-oriented care management and billing rather than for research purposes, the objective and priority of data documentation and reporting may vary significantly by providers and care settings [5]. This lack of consistency in documentation practices can result in multiple sets of patient data sharing different definitions that resides in disconnected “silos” [6]. Furthermore, the care process is iterative and complex, involving multiple different stakeholders, which may further complicate the data creation and transformation process [7]. This inherent latent documentation bias and information variability in the EHR can ultimately result in incomplete medical records, recording errors, and information misinterpretation [8].

As EHR-derived findings become increasingly integrated into clinical research, methods of assessing reproducibility are needed to address information gaps (Figure 1- middlebox). The majority of existing research in the field focuses on reporting standards [5, 9], database standardization and cataloging [10], and system-level specification [11]. We propose to study reproducibility from the ’process’ point of view (i.e., information collection and information use). To achieve reproducible EHR-based research, we need to ensure every step of the process is valid and reproducible.

In this paper, we proposed a multi-phase approach to examine potential barriers to reproducibility caused by information quality (IQ) -related issues. Specifically, we identified latent effects to IQ caused by the heterogeneous EHR environment and variations in the process of information collection and use. The study was based on a real-world study involving secondary use of EHR data for delirium status ascertainment.

**Materials and Methods**

**Assessment Methods**

To investigate heterogeneity involved in the process for the secondary use of EHRs and its implications for reproducibility, we formulated three components: 1) a conceptual process of information collection, extraction, organization, and representation, 2) information quality metrics for quantifying process feasibility and clinical outcome variability, and 3) a downstream implication through a case simulation.

**DIET Process**—In this study, we refer to any information-related interactions in secondary use of EHRs as Digital Information Extraction and Transformation (DIET) process. To define the DIET process, we adapted an IQ life cycle model as a conceptual representation.
of IQ through a sequence of processes [12]. Key activities contained within the IQ processes include information collection and information use. The advantage of IQ representation is that it captures the dynamic interactions between users (e.g., data abstractor, informatician) and information in a sequential order, providing additional context useful for studying reproducibility. In the context of EHR and clinical research, the DIET process includes information collection, extraction (if the study involves chart review or NLP), organization, and application.

**IQ assessment**—The DIET process defines the scope of reproducibility measurements. To assess the technical soundness of the process, there are two metrics to be measured 1) feasibility of completing the original steps (i.e., implementation feasibility) and 2) variability of results (i.e., clinical outcome variability). To quantify the previously defined metrics, we considered four IQ surrogate measurements related to reproducibility, including intrinsic IQ, accessibility IQ, representational IQ, and contextual IQ [13]. The definition of each measurement is provided in Table 1.

**IQ Implication to Reproducibility**—Model simulation can be applied to illustrate the downstream impact of IQ on reproducibility. This simulation can create synthetic medical record data based on detailed analyses of a real observational database. As suggested by Hum et al, the agent-based simulation (model) can be used to model the complex interactions between patient and provider through simulating individual characteristics of providers [8]. It is important to note that the model is not a perfect representation of real-world scenarios but exaggerates certain aspects for the given condition. In our study, the model was used to simulate the implication of poor accessibility IQ to clinical outcome variability.

**Case Study**

**Study Setting**—The study was approved by the Mayo Clinic Institutional Review Board (IRB) and the Olmsted Medical Center IRB. The study population consisted of participants of the Mayo Clinic Biobank [14]. The Mayo Clinic Biobank is an institutional resource comprised of volunteers who have donated biological specimens, provided risk factor data, and have given permission to access clinical data from their EHRs for clinical research studies. Participants were contacted as part of a prescheduled medical examination at Mayo Clinic sites between April 2009 and September 2015. All participants were 18 years or older at the time of consent. Approximately 57,000 participants have been enrolled, of which 24,224 were 65 years of age or older at the time of consent.

**Disease**—The case study was conducted with an objective to ascertain delirium status from electronic health records. Based on the definition of the International Statistical Classification of Diseases and Related Health Problems (ICD-10) and in the Diagnostic and Statistical Manual of Mental Disorders (DSM-5), delirium is a syndrome with symptoms of acute onset, cognitive impairment, fluctuating course, attentional and awareness deficits, and psychomotor and circadian changes [15]. Delirium is underreported and not every patient has a formal assessment for delirium diagnosis [16]. Most patients present with encephalopathy, confusion, and alternation of mental status as the main symptom.
Diagnosing delirium is typically based on a combination of mental status assessment, physical, and neurological exams. The Confusion Assessment Method (CAM) is the most widely used bedside clinical assessment tool for the diagnosis of delirium.

Due to the variability of diagnostic methods (i.e., no singular, conclusive diagnostic test) in the clinical setting, the documentation patterns of delirium-related findings can be variable. As suggested by prior studies, the following definition was applied to determine patients’ delirium status (Table 2): the presence of International Classification of Diseases (ICD) codes for delirium, the presence of a nursing flowsheet documentation of their assessment of delirium, and the presence of CAM definition based on information extracted from clinical notes (CAM-NLP) [17].

Implementation Workflow—To better understand the implication of IQ in reproducibility with respect to secondary use of EHR data, we describe the pragmatic implementation process aiming to capture the dynamic interactions between user, system, and information. Post thematic analysis was applied to understand multi-dimensional user-system-information interactions.

The DIET process of ascertaining delirium status from EHRs can be summarized into the following: information collection, information extraction, and information organization and representation. Information collection involves retrospectively retrieving various data topics through either human-assisted manual data abstraction or an automatic extract, transform and load (ETL) process. Before the data transformation process began, we utilized an i2b2 (Informatics for Integrating Biology & the Bedside) data warehouse to help obtain patient’s demographics status. i2b2 is an interactive informatics platform that is widely used for patient cohort identification [18]. The system is based on an internal Datamart of i2b2 Ontology for data standardization. For privacy and security purposes, information accessibility was limited to summary statistics and patient identifiers. Additional data including appointment (admit, discharge, and transfer), diagnosis, flowsheet, and clinical notes were automatically retrieved through customized Structured Query Language (SQL) from the Mayo Unified Data Platform (UDP). UDP is an enterprise data warehouse that loads data directly from Mayo EHRs. Information extraction is a sub-task of natural language processing (NLP) aiming to automatically extract structured information from unstructured text [19]. We applied our previously developed and validated NLP system to extract CAM-related features from patient clinical notes [17]. For information representation and organization, we used patient id, encounter id, and encounter date to link patients across EHRs. All data was normalized from visit level to patient level.

IQ Assessment—Intrinsic IQ was assessed using agreements on case and non-case ascertainment between three EHR-derived measures (CAM, ICD, and Flowsheet) using unweighted Cohen’s kappa, sensitivity, specificity, and f1-score. The accessibility IQ was evaluated through analyzing the information accessibility and shareability (system and method) based on two settings: intra-institution (i.e., study occurs in the same organization) and inter-institution (i.e., multi-site collaboration). The evaluation process was done independently by two informaticians and adjudicated by a third informatics researcher. We
defined four levels of accessibility: direct access (level 1), adaptive access (level 2), partial access (level 3), and no access (level 4) as follows:

- Level 1: information resources can be directly shared and used with no information loss
- Level 2: information resources can be directly shared; site-specific adaptation is needed for information use.
- Level 3: information resources cannot be shared without usage agreements or de-identification; site-specific adaptation needed for information use
- Level 4: information resources cannot be shared and re-used.

To illustrate the level of information loss caused by representational IQ, we retrospectively analyzed the inconsistency in data representation and identified the presence of information loss during the DIET process. Lastly, as suggested by Weiskopf et al, information completeness can be measured in the following four dimensions: documentation, breadth, density, and predictive [20]. Due to the underdiagnosed nature of delirium in clinical practice, we focused on documentation completeness ratio to assess contextual IQ, defined as a record that contains all observations made about a patient. Patients with positive delirium status should contain all enough CAM features for satisfying the diagnosis definition. We calculated the CAM missing rate for positive delirium patients diagnosed by ICD and examine the documentation pattern of delirium-related findings in ICU and non-ICU settings.

**IQ Implication to Reproducibility**—To illustrate the implication of IQ issues caused by the imperfect interactions between users and information based on the situated scenarios, we conducted a simulation to show the effect of the performance variability in case ascertainment of delirium. The one common scenario in clinical research is the systematic bias or measurement error caused by imperfect EHR-derived phenotypes [21]. Thus, we focus on simulating the effects of poor accessibility IQ to clinical outcome variability. The hold-out method was applied by providing individual EHR-derived measures at a time and observing the associated outcomes. Logistic regression was used to model for each outcome variable while adjusting for age and sex. The Odds Ratios (OR) are reported for these models. We compared the model using true disease status with the model using simulated misclassified outcomes caused by the latent effects.

**Results**

**Intrinsic IQ**

The agreements between ICD, flowsheet, and CAM-NLP are provided in Table 3. Agreement between ICD and CAM-NLP was moderate-high (k = 0.61). Agreement between ICD and flowsheet was moderate (k = 0.41). Similarly, agreement between CAM-NLP and flowsheet was moderate (k = 0.42). Although CAM-NLP yielded the highest agreement, no single data type comprehensively represented the delirium status. There was a strong indication that a data quality assessment should be conducted prior to the information use.
Accessibility IQ

The workflow analysis indicated a variant level of accessibility IQ in both intra-institutional and inter-institutional settings (Table 4). We observed that user-level resources (i.e., information resources generated by users) had better accessibility under the inter-institutional setting. Site-specific ETL infrastructures may help to promote internal data accessibility. For example, the integration of multiple EHRs from Mayo Clinic Health Systems allows direct information access (also see Figure 3). On the other hand, there were greater issues with information and system-level accessibility under the inter-institutional setting due to privacy and regulatory issues.

Contextual IQ

The assessment indicated a high level of variation in the documentation and reporting of CAM feature documentation for delirium patients in ICU and non-ICU settings. We found the concepts of disorganized thinking, encephalopathy, and delirium are more likely to be documented in the non-ICU environment. Alternatively, the concepts of disoriented, altered mental status, and disconnected yielded a much higher documentation completeness ratio.

Representational IQ

Figure 3 shows two types of ETL processes (structured and unstructured data) based on the case study implementation. The ETL process for structured data involves information transformation from a non-relational database to a relational database, a direct copy of said information to create a duplicated research datamart, and a complete ETL process. We identified that the amount of information loss is lower if the information transformation happens within two databases that were developed by the same company and share the same data standards such as Chronicles and EHR Clarity. During the direct information copy from Epic Clarity to the MS SQL server and UDP integration layer to i2b2 datamart, we observed a greater information loss due to the incomplete view of both data syntax and semantic standards. For unstructured data, we observed information loss due to the syntactic structure of a document (e.g., tabular data) when converting RTF to plain text. Similarly, not all information was extracted during information transformation for structured metadata elements (e.g., patient id, provider id, doc id).

Accessibility IQ Implication for Reproducibility

The simulation of five different information sources on the outcome of delirium patients indicated high variability in the estimated odds ratios. As illustrated in Figure 4, directly applying any single information resource may not accurately reflect the true disease status. When inaccurate or incomplete information sources are used as the gold standard for downstream applications, bias, errors, or misclassification can occur. The experiment demonstrated that IQ has a significant effect on reproducibility.

Discussion

Based on the IQ assessment and case study implementation, we discovered various barriers to reproducibility, such as inconsistent information documentation patterns across settings, information loss during ETL processes, and variable levels of information resource...
accessibility. One key recommendation for the informatics community is to place a higher value on the information resources prior to the information use. Due to the heightened downstream impact of EHRs, information and implementation quality carry an equivalent significance with downstream applications (e.g., machine learning models). We thus believe it is important to promote transparent, high-throughput, and accessible data infrastructures and implementation best practices (e.g., data quality assessment, reporting standard) aiming for process standardization. Our study was limited due to only involving a single secondary EHR use application as a case study, and as such the generalizability of our findings (e.g., ETL process, barriers to reproducibility) is limited by the scope of the study.

Conclusions

Reproducibility is crucial for the secondary use of EHRs. We applied a multi-phase method to investigate heterogeneity in the processes involved in the secondary use of EHRs and its implications for reproducibility. We discovered that four types of IQ measurements suggested that barriers to reproducibility occurred for all stages of secondary use of EHR data.
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Figure 1 –.
Issues of Reproducibility in the Context of EHRs
Figure 2 – Information Completeness of CAM Feature Documentation in ICU and Non-ICU Settings
Blue bar: Non-ICD setting, orange bar: ICU setting, x-axis: documentation completeness index: the higher index indicates higher completeness; abbreviation: dist: disorganized thinking, ence: encephalopathy, disor: disoriented, ams: altered mental status, disco: disconnected, deli: delirium, conf: confusion, fluct: fluctuation
Figure 3 –.
ETL processes for Structured and Unstructured Data
Figure 4 –.
Odds Ratio for All-cause Mortality at Discharge for Delirium Cohorts with Simulated EHR-derived measures

*The presented result is not to provide any clinical indications but rather demonstrate the variability caused by information quality.
Table 1 – Definition and Implication of IQ Measurement

| Measurement    | Definition                                                                 | Primary Implication |
|----------------|---------------------------------------------------------------------------|---------------------|
| Intrinsic IQ   | The quality of information is a measurement based on its own right (i.e., information validity). | O                   |
| Accessibility IQ | The information is accessible and available.                              | O, I                |
| Representational IQ | The information is interpretable and interoperable (syntax and semantics), and easy to manipulate. | O, I                |
| Contextual IQ  | The information is measured within the context of the task at hand. (i.e., completeness, timeliness) | O                   |

O: clinical outcome variability, I: implementation feasibility
## Table 2 –

Definition of EHR-derived Measures for Ascertaining Delirium Status

| EHR-derived measures | Definition |
|----------------------|------------|
| **CAM-NLP**          | Definitive: # of unique CAM criteria >=3  
                       | Possible: 2 <= # of unique CAM criteria < 3 |
| **ICD**              | Delirium ICD-9: 290.11, 290.3, 290.41, 291.0, 292.81, 293.0, 293.1, 293.89, 293.9, 300.11, 437  
                       | Delirium ICD-10: F05, R41, F10.231, F10.921  
                       | Encephalopathy ICD-9: 348.30  
                       | Encephalopathy ICD-10: G93.40, G93.41, G93.49, G92, G94, G31.2 |
| **Flowsheet**        | CAM-ICU, B-CAM |

Appreciation: CAM-ICU: Confusion Assessment Method for the Intensive Care Unit, B-CAM: modified CAM-ICU for non-critically ill patients
Table 3 – Agreements between ICD, flowsheet, and NLP

| EHR Data            | Sen | Spe | F1  | kappa |
|---------------------|-----|-----|-----|-------|
| ICD – CAM-NLP       | 0.56| 0.97| 0.67| 0.61  |
| ICD - Flowsheet     | 0.54| 0.91| 0.47| 0.41  |
| CAM-NLP - Flowsheet | 0.72| 0.86| 0.50| 0.42  |

Abbreviation: Sen sensitivity, Spe specificity
Table 4 –

Level of Accessibility IQ in Two Settings

|                | Intra | Inter |
|----------------|-------|-------|
| ICD            | 1     | 2     |
| Clinical note  | 1     | 3     |
| Flowsheet      | 1     | 3     |
| Data analytics script | 1     | 3 |
| SQL script     | 1     | 2     |
| Data linkage script | 1     | 3 |
| Screening tool | 1     | 3     |
| ETL infrastructure | 1     | 3 |
| NLP system     | 2     | 3     |

Abbreviation: I: direct access, 2: adoptive access, 3: partial access, I: information level, U: user level, S: system level.