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Abstract. The normal covering number \( \gamma(G) \) of a finite, non-cyclic group \( G \) is the least number of proper subgroups such that each element of \( G \) lies in some conjugate of one of these subgroups. We prove that there is a positive constant \( c \) such that, for \( G \) a symmetric group \( \text{Sym}(n) \) or an alternating group \( \text{Alt}(n) \), \( \gamma(G) \geq cn \). This improves results of the first two authors who had earlier proved that \( a\varphi(n) \leq \gamma(G) \leq 2n/3 \), for some positive constant \( a \), where \( \varphi \) is the Euler totient function. Bounds are also obtained for the maximum size \( \kappa(G) \) of a set \( X \) of conjugacy classes of \( G = \text{Sym}(n) \) or \( \text{Alt}(n) \) such that any pair of elements from distinct classes in \( X \) generates \( G \), namely \( cn \leq \kappa(G) \leq 2n/3 \).

1. Introduction

Let \( G \) be the symmetric group \( \text{Sym}(n) \) or the alternating group \( \text{Alt}(n) \) for \( n \in \mathbb{N} \). If \( H_1, \ldots, H_r \) are pairwise non-conjugate proper subgroups of \( G \) with

\[
G = \bigcup_{i=1}^{r} \bigcup_{g \in G} H_i^g,
\]

we say that \( \Delta = \{H_i^g \mid 1 \leq i \leq r, g \in G\} \) is a normal covering of \( G \) and that \( \delta = \{H_1, \ldots, H_r\} \) is a basic set for \( G \) which generates \( \Delta \). We call the elements of \( \Delta \) the components and the elements of \( \delta \) the basic components of the normal covering.

In [6] the first two authors introduced the normal covering number of \( G \) as

\[
\gamma(G) := \min\{|\delta| : \delta \text{ is a basic set of } G\},
\]

and obtained lower and upper estimates for \( \gamma(G) \) as a function of \( n \). They found [6, Theorems A and B] that \( a\varphi(n) \leq \gamma(G) \leq bn \) where \( \varphi(n) \) is the Euler totient function and \( a, b \) are positive real constants depending on whether \( G \) is alternating or symmetric and whether \( n \) is even or odd. Note that \( \gamma(\text{Sym}(n)) \), \( \gamma(\text{Alt}(n)) \) are defined only for \( n \geq 3 \) and \( n \geq 4 \), respectively, since normal coverings do not exist for cyclic groups. Our aim in this paper is to improve significantly the lower bound in [6] by establishing a lower bound linear in \( n \).

In addition we investigate a second parameter \( \kappa(G) \), of a finite group \( G \), introduced very recently by Britnell and Máróti [4]: \( \kappa(G) \) is the maximum size (possibly zero) of a set \( X \) of conjugacy classes of \( G \) such that any pair of elements from
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distinct classes in $X$ generates $G$. Such a set $X$ is called an independent set of classes. From this definition, it is clear that

(1) $\kappa(G) \leq \gamma(G)$

for every finite non-cyclic group $G$.

Consider now the groups $G = \text{Sym}(n)$ or $G = \text{Alt}(n)$. It is known that $\kappa(\text{Alt}(n)) \geq 3$ for all $n \geq 5$ (see Proposition 7.4 in [8]) and the same inequality holds trivially for $3 \leq n \leq 4$. In Proposition 6.3, we show that also $\kappa(\text{Sym}(n)) \geq 2$ for $n \geq 4$, $n \neq 6$. The case $\text{Sym}(6)$ is a genuine exception since $\kappa(\text{Sym}(6)) = 0$. Note also that, since $\gamma(\text{Sym}(6)) = 2$, the functions $\kappa$ and $\gamma$ are different.

Our main result says that, in the non-cyclic case, both parameters $\gamma(G)$ and $\kappa(G)$ grow linearly with the degree $n$ of $G$ in the following sense.

**Theorem 1.1.** There exists a positive real constant $c$ such that for $G = \text{Sym}(n)$ with $n \geq 3$, $n \neq 6$, or $G = \text{Alt}(n)$ with $n \geq 4$, we have

$$cn \leq \kappa(G) \leq \frac{2}{3}n.$$

The upper bound in Theorem 1.1 is proved in [6, Theorem A and Table 3]; our task here is to prove the lower bound. Our proof give a less than optimal value for $c$ since we choose to avoid the classification of the finite simple groups. Thus this result raises naturally a question about the constants. We note that $\gamma(\text{Sym}(3)) = 2$ so the upper bound is sharp. Also $\kappa(\text{Sym}(4)) = \kappa(\text{Alt}(4)) = 2$, so the constant $c \leq 1/2$.

**Question 1.2.** What is the best positive real constant $c$ such that $\kappa(G) \geq cn$, for $G = \text{Sym}(n)$ or $\text{Alt}(n)$ and all $n \in \mathbb{N}$ with $n \geq 3$ and $(n, G) \neq (6, \text{Sym}(6))$?

Our proof strategy is to demonstrate that any normal covering consisting of maximal subgroups must contain sufficiently many maximal intransitive subgroups, and that any maximal independent set of conjugacy classes must contain sufficiently many classes from a specified set in which every maximal subgroup, containing an element from one of these classes, is intransitive. A more explicit lower bound is given in Theorem 1.3 below. To state this result we introduce the two real numbers:

(2) $\alpha := \prod_{p \text{ prime}} \left(1 - \frac{2}{p^2}\right)$ and $\beta := \prod_{p \text{ prime}} \left(1 - \frac{3p - 2}{p^3}\right)$.

**Theorem 1.3.** For every $\varepsilon \in \mathbb{R}$ with $\varepsilon > 0$, there exists $n_\varepsilon \in \mathbb{N}$ such that, for every $n \in \mathbb{N}$ with $n \geq n_\varepsilon$, we have

$$\frac{\kappa(\text{Sym}(n))}{n} \geq \begin{cases} \frac{\alpha}{12} - \varepsilon & \text{if } n \text{ is even}, \\ \frac{\beta}{120} - \varepsilon & \text{if } n \text{ is odd}, \end{cases}$$

$$\frac{\kappa(\text{Alt}(n))}{n} \geq \begin{cases} \frac{\beta}{150} - \varepsilon & \text{if } n \text{ is even}, \\ \frac{\alpha}{18} - \varepsilon & \text{if } n \text{ is odd}. \end{cases}$$

Moreover, we have $\alpha > 0.32263$ and $\beta > 0.28665$. 

In Remark 1.4 we give a computational version of Theorem 1.3 with an explicit value for $n_\varepsilon$, and we describe a general method for obtaining some estimates on $n_\varepsilon$ given a fixed $\varepsilon$. In the proof of Theorem 1.3 we follow and deeply strengthen some ideas in [6], through a recent number theoretic result [5, Theorem 2]. Theorem 1.1 follows immediately from Theorem 1.3.

**Remark 1.4.** Our results also give insight into a further parameter $\mu(G)$ defined on finite groups $G$ by Blackburn in [2]: the quantity $\mu(G)$ is the maximum size of a subset $X$ of $G$ such that for distinct $g, h \in X$, we have $G = \langle g, h \rangle$. It follows immediately from this definition that $\mu(G) \geq \kappa(G)$, and on the other hand $\mu(G)$ is at most the covering number $\sigma(G)$ (the minimum number of proper subgroups of $G$ whose union is equal to $G$). Thus $\kappa(G) \leq \mu(G) \leq \sigma(G)$ for all finite non-cyclic groups $G$. Moreover Blackburn [2] asked whether $\sigma(G)/\mu(G) \to 1$ for finite simple groups $G$ as the order of $G$ tends to infinity.

In [2] Blackburn used probabilistic methods to prove that $\mu(\text{Sym}(n)) = 2^{n-1}$ for sufficiently large odd $n$, and $\mu(\text{Alt}(n)) = 2^{n-2}$ for sufficiently large $n \equiv 2 \pmod{4}$; and in these cases the parameter $\mu(G)$ is equal to $\sigma(G)$ by a result of Maróti [9, Theorem 1.1]. To our knowledge the value of $\mu(G)$, when $G = \text{Sym}(n)$ with $n$ even or $G = \text{Alt}(n)$ with $n \not\equiv 2 \pmod{4}$, is not known. It follows from Theorem 1.1 that $\mu(G)$ grows at least linearly in $n$ in these cases. We suspect that this is far from the truth in the light of Blackburn’s question mentioned in the previous paragraph, and Maróti’s results [9 Theorems 3.2, 4.1, 4.2, 4.4], that $\sigma(G)$ grows at least exponentially with $n$ (as long as $G$ is not $\text{Alt}(n)$ with $n = (q^k - 1)/(q-1)$ for some $q$ prime and $k \in \mathbb{N}$).

In the rest of this introductory section, we set some notation and definitions that we will use throughout the rest of the paper and we give some insights in how [5, Theorem 2] is used to investigate $\gamma(G)$ and $\kappa(G)$. From now on $G$ will denote always the group $\text{Sym}(n)$, with $n \geq 3$ or the group $\text{Alt}(n)$, with $n \geq 4$, $n \in \mathbb{N}$.

### 1.1. Partitions and permutations.

Let $n, k \in \mathbb{N}$, with $n \geq k$. A $k$-composition of $n$ is an ordered $k$-tuple $(x_1, \ldots, x_k) \in \mathbb{N}^k$ such that $n = \sum_{i=1}^{k} x_i$. A $k$-partition of $n$ is an unordered $k$-tuple $[x_1, \ldots, x_k]$, with $x_i \in \mathbb{N}$ for each $i \in \{1, \ldots, k\}$, such that $n = \sum_{i=1}^{k} x_i$. The $x_i$s are called the terms of the composition or of the partition. We denote with

$$K_k(n) := \{(x_1, x_2, \ldots, x_k) \in \mathbb{N}^k : n = \sum_{i=1}^{k} x_i\},$$

$$P_k(n) := \{[x_1, x_2, \ldots, x_k] : x_i \in \mathbb{N} \text{ for } i = 1, \ldots, k, \ n = \sum_{i=1}^{k} x_i\}$$

respectively, the set of $k$-compositions and the set of $k$-partitions of $n$. Moreover we call each element in $P_k(n) = \bigcup_{n=1}^{\infty} P_k(n)$ a partition of $n$.

Given a permutation $\sigma \in \text{Sym}(n)$ which decomposes as a product of $k$ pairwise disjoint cycles of lengths $x_1, \ldots, x_k$, we associate with $\sigma$ the $k$-partition $p(\sigma) = [x_1, \ldots, x_k] \in P(n)$ which we call the type of $\sigma$. Note that the map

$$p : \text{Sym}(n) \to P(n)$$

is surjective, that is, each partition of $n$ may be viewed as the type of some permutation. Note also that $p(\text{Alt}(n)) \subsetneq P(n)$, for every $n \geq 2$. 
If \( H \leq \text{Sym}(n) \) we say that the type \( p \in \mathcal{P}(n) \) belongs to \( H \) or that \( H \) contains \( p \) if \( p \in p(H) \), that is, \( H \) contains a permutation of type \( p \).

Observe that two permutations are conjugate in \( \text{Sym}(n) \) if and only if they have the same type, and the set of permutations of \( \text{Alt}(n) \) with the same type splits into at most two conjugacy classes of \( \text{Alt}(n) \). This conjugacy class splitting will not be a problem for our analysis. Observe also that we can always replace a normal covering of \( G = \text{Sym}(n) \) or \( \text{Alt}(n) \) by one with the same number of basic components in which each component is a maximal subgroup of \( G \). For this reason we can assume (and we will) that each component is a maximal subgroup of \( G \), that is to say, in its action on \( \{1, \ldots, n\} \), it is a maximal intransitive, or imprimitive, or primitive subgroup of \( G \). Similarly, when seeking maximal independent sets of conjugacy classes of \( G \), we are concerned with the sets of types belonging to maximal intransitive, imprimitive, and primitive subgroups of \( G \).

1.2. Order of magnitude. We introduce now the notion of order of magnitude, which we will use throughout the paper to get an immediate incisive relation between the sizes of various sets we deal with. This is a standard notion in computer science.

A subset \( D \) of \( \mathbb{N} \), is called an unbounded domain of \( \mathbb{N} \) if for each \( k \in \mathbb{N} \), there exists \( n_k \in D \) with \( n_k \geq k \). Given an unbounded domain \( D \subseteq \mathbb{N} \) we consider the set of real functions on \( D \)

\[ \mathcal{F}_D = \{ f : D \to \mathbb{R} \} \]

and the set of positive real functions on \( D \)

\[ \mathcal{F}^>_{D} = \{ f : D \to \mathbb{R}^> \}. \]

a) For \( f, g \in \mathcal{F}_D \), we write \( f(n) = o(g(n)) \) if \( \lim_{n \to +\infty} \frac{f(n)}{g(n)} = 0 \). If \( f, g \in \mathcal{F}^>_{D} \) and \( f(n) = o(g(n)) \), we say that \( f \) has order of magnitude less than \( g \) or that \( g \) has order of magnitude greater than \( f \);

b) For \( f, g \in \mathcal{F}^>_{D} \), we say that \( f \) has the same order of magnitude as \( g \) if there exist \( a, b \in \mathbb{R}^> \) such that

\[ a \leq \frac{f(n)}{g(n)} \leq b, \quad \text{for all } n \in D. \]

If the first inequality holds we say that \( f \) has order of magnitude at least \( g \); if the second inequality holds we say that \( f \) has order of magnitude at most \( g \).

Since the functions in \( \mathcal{F}^>_{D} \) are positive, the inequalities in b) hold for all \( n \in D \) if and only if they hold (for possibly different positive \( a, b \)) for all \( n \in D \) with \( n \geq n_0 \), for some fixed \( n_0 \). Moreover it is immediate to check that to have the same order of magnitude is an equivalence relation on \( \mathcal{F}^>_{D} \).

For a finite number \( D_1, \ldots, D_m \) of unbounded domains of \( \mathbb{N} \), if \( D = \cap_{i=1}^m D_i \) is also an unbounded domain of \( \mathbb{N} \), then we may view the functions \( f_i \in \mathcal{F}_{D_i} \) as elements of \( \mathcal{F}_D \) and apply there the various notions of order of magnitude.

A relevant case in which two functions have the same order of magnitude is the following.
Lemma 1.5. Let $f, g \in \mathcal{F}_D^0$. If there exist $a, b \in \mathbb{R}^+$ and $\gamma_1, \gamma_2 \in \mathcal{F}_D$ with both $\gamma_1(n) = o(g(n))$ and $\gamma_2(n) = o(g(n))$ such that
\[
ag(n) + \gamma_1(n) \leq f(n) \leq bg(n) + \gamma_2(n), \quad \text{for all } n \in D,
\]
then $f$ has the same order of magnitude as $g$.

Proof. Since $g(n) > 0$, by the assumption we get
\[
a + \frac{\gamma_1(n)}{g(n)} \leq \frac{f(n)}{g(n)} \leq b + \frac{\gamma_2(n)}{g(n)}, \quad \text{for all } n \in D.
\]
Fix an $\tau$ with $0 < \tau < a$. By assumption, \[ \lim_{n \to +\infty} \frac{\gamma_1(n)}{g(n)} = \lim_{n \to +\infty} \frac{\gamma_2(n)}{g(n)} = 0, \]
hence there exists $\pi \in \mathbb{N}$ such that
\[
\frac{\gamma_1(n)}{g(n)} > -\tau \quad \text{and} \quad \frac{\gamma_2(n)}{g(n)} < \tau
\]
for all $n \in D$ with $n \geq \pi$. Thus
\[
0 < a - \tau \leq \frac{f(n)}{g(n)} \leq b + \tau,
\]
for all $n \in D$ with $n \geq \pi$. By the observation above, $f$ has the same order of magnitude as $g$. \qed

1.3. The idea of the proof of Theorem 1.3. We need two more definitions before we can discuss the idea of our proof. For every $n, k \in \mathbb{N}$ with $n \geq k \geq 2$, define
\[
\mathcal{K}_k(n) := \{ [x_1, \ldots, x_k] \in \mathcal{P}_k(n) : \exists i \in \{1, \ldots, k\} \text{ with } 2 \leq x_i < n/2, \gcd(x_i, \prod_{j=1}^{k} x_j) = 1\},
\]
\[
\mathcal{A}_{k-1}(n) := \{ (x_1, x_2, \ldots, x_k) \in \mathcal{K}_k(n) : \gcd(x_1, \prod_{j=2}^{k} x_j) = 1\}.
\]
The way $|\mathcal{K}_k(n)|$ grows as a function of $n$ can be easily derived from studying $|\mathcal{A}_{k-1}(n)|$, because these two quantities have the same order of magnitude (see Theorem 2.2 and Corollary 3.3).

Moreover it was shown recently by two of the authors with Luca [5, Theorem 2] that, for each $k \geq 3$, $|\mathcal{A}_{k-1}(n)|$ has the same order of magnitude as $n^{k-1}$ while, anomalously, $|\mathcal{A}_2(n)| = \varphi(n)$ does not have the same order of magnitude as $n$.

Assume that $k$ is odd if $G = \text{Sym}(n)$ and $n$ is even or if $G = \text{Alt}(n)$ and $n$ is odd, and assume that $k$ is even if $G = \text{Sym}(n)$ and $n$ is odd or if $G = \text{Alt}(n)$ and $n$ is even. Then for each type $p$ in $\mathcal{K}_k(n)$, every basic set of $G$ must contain a component containing $p$.

The types in $\mathcal{K}_k(n)$ turn out to be very important for many reasons. Firstly, no primitive proper subgroup of $G$ can contain elements from $\mathcal{K}_k(n)$ (see Lemma 3.1), so to cover these types we need maximal intransitive subgroups or maximal imprimitive subgroups. Secondly, choosing $k \in \{3, 4\}$, it turns out that very few types in $\mathcal{K}_k(n)$ belong to imprimitive subgroups, in the sense that their number has an order
of magnitude less than $n^{k-1}$ (see Lemma 1.2). Finally for $k \in \{3, 4\}$, each intransitive subgroup can contain types from $T_k(n)$ within an order of magnitude at most $n^{k-2}$ (see Lemma 5.2). It follows that the number of intransitive basic components in any normal covering of $G$ must be at least linear in $n$: reaching in this way the required lower bound for $\gamma(G)$. We require a slightly more refined argument to get a lower bound for $\kappa(G)$.

Observe that our choice $k \in \{3, 4\}$ is in a sense arbitrary. It is made on the one hand to guarantee control of the imprimitive and intransitive components (see Lemmas 1.2 and 5.2) and on the other hand for optimizing the sizes of the sets $A_k(n)$ (see [3] Introduction) for a discussion of the asymptotics of $|A_k(n)|$, in this sense that this choice gives the best constants in Theorem 1.3.

We point out that the deep number theoretic results in [5], estimating the size of the sets $A_k(n)$ are essential for our purposes. Namely, we cannot avoid a fine computation based of the entire set $A_k(n)$, for $k \geq 3$ : in [6] by working only on $k = 2$ and a special subset of 3-partitions from $A_2(n)$, it was shown that an order of magnitude $\varphi(n)$ of types in these subsets must be contained exclusively in intransitive components. This led to a lower bound for $\gamma(G)$ only of the same order of magnitude as $\varphi(n)$.

Note also that the distinction between the odd and even case in Theorem 1.3 arises because for $n$ even the 3-partitions of $n$ do not belong to the alternating group while the 4-partitions do, and for $n$ odd the 4-partitions do not belong to the alternating group while the 3-partitions do.

2. COMPOSITIONS, PARTITIONS AND A NUMBER THEORY RESULT

To develop our method we need to count various sets of $k$-partitions. However, in general, it is easier to count sets of $k$-compositions: for instance the order $K_k(n)$ of the set $K_k(n)$ of the $k$-compositions, defined in [3], is given by

$$K_k(n) = \binom{n-1}{k-1} = \frac{n^{k-1}}{(k-1)!} + o(n^{k-1}),$$

(see [7]) so that, by Lemma 1.3, $K_k(n)$ has the same order of magnitude as $n^{k-1}$.

Luckily there is a natural link between the set $K_k(n)$ and that of the $k$-partitions $\mathcal{P}_k(n)$ defined in [1], given by the map

$$\chi : K_k(n) \to \mathcal{P}_k(n),$$

where $\chi((x_1, \ldots, x_k)) = [x_1, \ldots, x_k]$. This map is obviously surjective and for each $p = [x_1, \ldots, x_k] \in \mathcal{P}_k(n)$ there exist at most $k!$ compositions in $K_k(n)$ mapped by $\chi$ into $p$. So if $\mathcal{P} \subseteq \mathcal{P}_k(n)$ and if $X \subseteq K_k(n)$, then we have the following bounds

$$\frac{|\chi^{-1}(\mathcal{P})|}{k!} \leq |\mathcal{P}| \leq |\chi^{-1}(\mathcal{P})| \quad \text{and} \quad \frac{|X|}{k!} \leq \frac{|\chi^{-1}(\chi(X))|}{k!} \leq |\chi(X)|.$$

In particular the size of a set $\mathcal{P}$ of $k$-partitions has the same order of magnitude as the size of the corresponding set $\chi^{-1}(\mathcal{P})$ of $k$-compositions and the order of magnitude of $\mathcal{P}_k(n)$ is $n^{k-1}$.

Recalling the definition of $A_k(n)$ in (6), we introduce a notation for the corresponding $k$-partitions.

**Notation 2.1.** For each $n, k \in \mathbb{N}$ with $n \geq k \geq 2$, put

$$A_k(n) := \chi(A_{k-1}(n)) \quad \text{and} \quad \hat{A}_k(n) := |A_k(n)|.$$
Clearly $A_k(n)$ is the set of $k$-partitions of $n$ in which one term is coprime to the others. Observe explicitly that

$$A_2(n) = \{ [x,n-x] : 1 \leq x < n/2, \gcd(x,n) = 1 \}, \quad \hat{A}_2(n) = \varphi(n)/2.$$  \hfill (9)

Moreover the set $\Xi_k(n)$ defined in [5] is a subset of $A_k(n)$. Note that $\hat{A}_k(n)$, as well as $|A_{k-1}(n)|$, are positive functions defined on the unbounded domain $D_k = \{ n \in \mathbb{N} : n \geq k \}$, because the set $A_{k-1}(n)$ contains at least a $k$-composition with one term equal to 1. On the contrary we cannot exclude that $\Xi_k(n) = \emptyset$ for certain $n,k \in \mathbb{N}$; anyway we will show in Corollary 3.3 that also $|\Xi_k(n)|$ is a positive function on an suitable unbounded domain of $\mathbb{N}$ depending on $k$.

From the inequalities $\phi(n)$ we have that the order of magnitude of $\hat{A}_k(n)$ is the same as $|A_{k-1}(n)|$ for all $k \geq 2$ and so [5, Theorem 2] give the following important result.

**Theorem 2.2.** Let $n,k \in \mathbb{N}$ with $n \geq k \geq 3$. Then $|A_{k-1}(n)|$ and $\hat{A}_k(n)$ have both order of magnitude $n^{k-1}$. Moreover $|A_1(n)|$ and $\hat{A}_2(n)$ have both order of magnitude $\varphi(n)$.

When $k \in \{3,4\}$ we want to find an explicit lower bound for $\hat{A}_k(n)$ using some notation, in part taken directly from [5].

**Notation 2.3.** Let $n \in \mathbb{N}$. Write

$$C_2 := \prod_{p \text{ prime}} \left( 1 - \frac{2}{p^2} \right), \quad C_3 := \prod_{p \text{ prime}} \left( 1 - \frac{3p-3}{p^3} \right),$$

$$C_4 := \prod_{p \text{ prime}} \left( 1 - \frac{1}{p^2 - 2} \right),$$

$$\begin{align*}
\alpha' &:= \prod_{p \text{ prime}} \left( 1 - \frac{1}{p^3 - 3p + 3} \right), \\
\beta &:= C_3\alpha', \\
e_3(n) &:= \frac{-2 + e}{12 \sqrt{\pi}} (e^{2 \log n})^2 n, \\
e_4(n) &:= -\frac{2 + e}{24 \sqrt{6 \pi}} (e^{2 \log n})^3 n^2, \\
f_2(n) &:= \prod_{p|n} \left( 1 - \frac{p}{p^2} \right), \\
f_3(n) &:= \prod_{p|n} \left( 1 - \frac{1}{p^3 - 3p + 3} \right).
\end{align*}$$

Observe that

$$\left( 1 - \frac{3p-3}{p^3} \right) \left( 1 - \frac{1}{p^3 - 3p + 3} \right) = 1 - \frac{3p-2}{p^3}$$

and so the definition of $\beta$ given here is consistent with the definition given in [2]. Observe also that $C_2$ equals $\alpha$ as defined in [2]. The constants $C_i$ were defined and used in [5], and it is convenient to use them here to make clear various parallels between the numbers $\hat{A}_3(n)$ and $\hat{A}_4(n)$. However to make the statement of Theorem 1.3 more elegant we renamed $C_2$ as $\alpha$. To avoid any possible confusion, we use the label $\alpha$ only in the statement of Theorem 1.3.

As a particular case of [5, Theorem 2], we obtain the following theorem.

**Theorem 2.4.** (i): For all $n \in \mathbb{N}$, with $n \geq 3$, we have

$$\hat{A}_3(n) \geq C_2 f_2(n) n^2 + e_3(n)$$

and $e_3(n) = o(n^2)$.
(ii): For all $n \in \mathbb{N}$, with $n \geq 4$, we have
\[
\hat{A}_4(n) \geq \frac{C_3 f_3(n)}{144} n^3 + e_4(n)
\]
and $e_4(n) = o(n^3)$.

**Proof.** Theorem 2 in [5] applied with $k = 3$ and $k = 4$ gives
\[
|A_2(n)| \geq \frac{C_2 f_2(n)}{2} n^2 - \frac{2 + e}{2\sqrt{\pi}} (e^2 \log n)^2 n,
\]
\[
|A_3(n)| \geq \frac{C_3 f_3(n)}{6} n^3 - \frac{2 + e}{\sqrt{6\pi}} (e^2 \log n)^3 n^2.
\]
Now the proof follows from Notation 2.1 and inequalities 2.8.

In order to apply Theorem 2.4 efficiently and obtain a lower bound for $\kappa(\text{Sym}(n))$ and $\kappa(\text{Alt}(n))$, we need to get precise estimates for $C_2$, $C_3$, $f_2$ and $f_3$. We do this in the next lemma.

**Lemma 2.5.** Let $n \in \mathbb{N}$.

(i): If $n$ is even, then $f_2(n) \geq \frac{3}{2}$. If $n \geq 3$ is odd, then $f_2(n) > 1$.

(ii): If $n \geq 4$ is even, then $f_3(n) > \alpha'$. If $n \geq 3$ is odd, then $f_3(n) > \frac{5}{4}\alpha'$.

(iii): $C_2 > 0.32263$, $C_3 > 0.38159$ and $\beta > 0.28665$.

**Proof.** Parts (i) and (ii) follow immediately from the definitions of $f_2(n)$ and $f_3(n)$. Part (iii): the values for $C_2$ and $C_3$ are in [5, Table 1]. To estimate $\beta$ we use (2) and we let $p_i$ be the $i$th prime number, that is, $p_1 = 2$, $p_2 = 3$, etc. For every $k \in \mathbb{N}$, write $u_k := \prod_{i=1}^{k} \left(1 - \frac{3p_i - 2}{p_i^2}\right)$. So $\beta = u_k \prod_{i>k} \left(1 - \frac{3p_i - 2}{p_i^2}\right)$ and $\log(\beta)$ is equal to

\[
\log(u_k) - \sum_{i>k} \log \left(1 - \frac{3p_i - 2}{p_i^2}\right) = \log(u_k) - \sum_{i>k} \log \left(1 + \frac{3p_i - 2}{p_i^2 - 3p_i + 2}\right).
\]

On the other hand, as $\log(1 + x) \leq x$, the sum $\sum_{i>k} \log \left(1 + \frac{3p_i - 2}{p_i^2 - 3p_i + 2}\right)$ is at most

\[
\sum_{i>k} \frac{3p_i - 2}{p_i^2 - 3p_i + 2} \leq \frac{3p_{k+1} - 2}{p_{k+1}^2 - 3p_{k+1} + 2} + \int_{p_{k+1}}^{\infty} \frac{3x - 2}{(x - 1)^2(x + 2)} dx
\]

\[
= \frac{3p_{k+1} - 2}{p_{k+1}^2 - 3p_{k+1} + 2} - \frac{8}{9} \log \left(\frac{p_{k+1} - 1}{p_{k+1} + 2}\right) + \frac{1}{3(p_{k+1} - 1)}.
\]

Thus
\[
\log(\beta) \geq \log(u_k) - \frac{3p_{k+1} - 2}{p_{k+1}^2 - 3p_{k+1} + 2} + \frac{8}{9} \log \left(\frac{p_{k+1} - 1}{p_{k+1} + 2}\right) - \frac{1}{3(p_{k+1} - 1)}
\]

and so
\[
\beta \geq u_k \left(\frac{p_{k+1} - 1}{p_{k+1} + 2}\right)^{8/9} \exp \left(-\frac{p_{k+1}^2 + 10p_{k+1} - 8}{3(p_{k+1}^2 - 3p_{k+1} + 2)}\right).
\]

Now the estimate on $\beta$ follows with a computation in magma by taking $k = 10^5$.  \(\square\)
3. Primitive components

In this section we see that, up to a number of exceptions of an order of magnitude less that $n^{k-1}$, the $k$-partitions of $n$ with one term coprime to the others, cannot belong to a primitive proper subgroup of $\text{Sym}(n)$. We deduce this by proving that the $k$-partitions in the set

$$\mathcal{T}_k(n) = \{[x_1, \ldots, x_k] \in \mathcal{P}_k(n) : \exists i \in \{1, \ldots, k\} \text{ with } 2 \leq x_i < n/2, \gcd(x_i, \prod_{j \neq i} x_j) = 1\},$$

defined in (5), cannot belong to a primitive subgroup, and by using an estimate for $|\mathcal{T}_k(n)|$ in terms of the function $\hat{A}_k(n)$ defined in Notation 2.1.

**Lemma 3.1.** Let $n, k \in \mathbb{N}$ with $n \geq k \geq 2$.

(i): Let $n$ be odd and $G = \text{Sym}(n)$, or let $n$ be even and $G = \text{Alt}(n)$. If $H \not\subseteq G$ contains some $p \in \mathcal{T}_k(n)$ with $k$ even, then $H$ is intransitive or imprimitive.

(ii): Let $n$ be even and $G = \text{Sym}(n)$, or let $n$ be odd and $G = \text{Alt}(n)$. If $H \not\subseteq G$ contains some $p \in \mathcal{T}_k(n)$ with $k \geq 3$ odd, then $H$ is intransitive or imprimitive.

**Proof.** We prove part (i) and (ii) simultaneously. Let $H$ be a proper primitive subgroup of $G$. Suppose that $H$ contains a permutation $\sigma$ of type $p(\sigma) = [x_1, \ldots, x_k] \in \mathcal{T}_k(n)$. Observe that the parity conditions on $n$ and $k$ guarantee that $H \not\subseteq \text{Alt}(n)$ when $G = \text{Sym}(n)$ and that $\mathcal{T}_k(n) \subseteq p(\text{Alt}(n))$ when $G = \text{Alt}(n)$. Thus in either case $\text{Alt}(n) \not\subseteq H$.

From the definition of $\mathcal{T}_k(n)$, there exists $i \in \{1, \ldots, k\}$ with $\gcd(x_i, x_j) = 1$, for every $j \neq i$ and $2 \leq x_i < n/2$. Write $m = \prod_{j \neq i} x_j$. Because of the coprimality condition, $\sigma^m$ is a cycle of length $x_i$, where $2 \leq x_i < n/2$. Thus, by a celebrated theorem of Marggraf [11, Theorem 13.5], the group $H$ is either $\text{Alt}(n)$ or $\text{Sym}(n)$, a contradiction.  

**Corollary 3.2.** Let $n, k \in \mathbb{N}$ with $n \geq k \geq 2$.

(i): If $k \geq 3$, we have

$$\hat{A}_k(n) - 2(n - 1)^{k-2} \leq |\mathcal{T}_k(n)| \leq \hat{A}_k(n).$$

(ii): If $k = 2$, we have

$$|\mathcal{T}_2(n)| = \hat{A}_2(n) - 1.$$
Since \(|\mathcal{E}_k(n)| \leq |\mathcal{E}_k(n) \setminus \mathcal{U}_k(n)| + |\mathcal{U}_k(n)|\), we can now reduce our problem to that of estimating the size of \(\mathcal{E}_k(n) \setminus \mathcal{U}_k(n)\).

Let \(p = [x_1, \ldots, x_k] \in \mathcal{E}_k(n) \setminus \mathcal{U}_k(n)\): then \(x_i \geq 2\) for all \(i = 1, \ldots, k\). \(p\) has at least a term \(x_j\) coprime with all the others but no term \(x_i\) coprime with all the others and satisfying \(2 \leq x_i < n/2\). Thus \(p\) contains a unique term \(x_j\) coprime with all the terms globally coprime, that is, \(\gcd(x_j) > 1\). Moreover, removing \(x_j\) from \(p\) we obtain a partition of \((n - x_j) \leq n/2\) with \(k - 1\) parts. Thus we have \(|\mathcal{E}_k(n) \setminus \mathcal{U}_k(n)| \leq (n/2)^{k-2} \leq (n - 1)^{k-2}\). \(\square\)

**Corollary 3.3.** For any \(k \in \mathbb{N}\) with \(k \geq 2\), there exists \(n_k \in \mathbb{N}\) with \(n_k \geq k\) such that \(|\mathfrak{T}_k(n)| > 0\) for all \(n \in \mathbb{N}\) with \(n \geq n_k\). Moreover \(|\mathfrak{T}_k(n)|\) has the same order of magnitude as \(\hat{A}_k(n)\).

**Proof.** Let first \(k = 2\). Then, by (11) and Corollary 3.2(ii), we get that \(|\mathfrak{T}_2(n)| = \hat{A}_2(n) - 1 = \phi(n)/2 - 1\). Thus \(|\mathfrak{T}_2(n)| > 0\) for all \(n \geq 7\) and, by Lemma 1.5, the order of magnitude of \(|\mathfrak{T}_2(n)|\) is the same as \(\hat{A}_2(n)\).

Let now \(k \geq 3\). By Corollary 3.2(i) we have
\[
\hat{A}_k(n) - 2(n - 1)^{k-2} \leq |\mathfrak{T}_k(n)| \leq \hat{A}_k(n).
\]
Since, by Theorem 2.2, \(\hat{A}_k(n)\) has order of magnitude \(n^{k-1}\), there exists some positive constant \(a_k \in \mathbb{R}\) such that \(\hat{A}_k(n) \geq a_k n^{k-1}\) for all \(n \in \mathbb{N}\) with \(n \geq k\). Thus \(|\mathfrak{T}_k(n)| \geq a_k n^{k-1} - 2(n - 1)^{k-2}\) and \(\lim_{n \to +\infty} a_k n^{k-1} - 2(n - 1)^{k-2} = +\infty\). In particular there exists \(n_k \geq k\) with \(|\mathfrak{T}_k(n)| > 0\) for all \(n \geq n_k\). Since \((n - 1)^{k-2} = o(\hat{A}_k(n))\), Lemma 1.5 applied to (11) gives that \(|\mathfrak{T}_k(n)|\) has the same order of magnitude as \(\hat{A}_k(n)\). \(\square\)

### 4. Imprimitive components

In this section we look at a larger class of \(k\)-partitions of \(n\), namely those \([x_1, \ldots, x_k]\) with the terms globally coprime, that is, \(\gcd(x_1, \ldots, x_k) = 1\). We show that, for \(k \in \{3, 4\}\), the number of such partitions belonging to an imprimitive subgroup of \(\text{Sym}(n)\) is of an order of magnitude smaller than \(n^{k-1}\). In particular also the \(k\)-partitions in \(\mathfrak{T}_k(n)\) belonging to some imprimitive subgroup will have an order of magnitude smaller than \(n^{k-1}\).

**Lemma 4.1.** Let \(n\) be a positive integer. The number of divisors of \(n\) is at most \(2\sqrt{n}\).

**Proof.** The divisors of \(n\) occur in pairs \(\{b, n/b\}\) with \(b \leq \sqrt{n}\), (where we allow \(\sqrt{n}\) paired with itself when \(n\) is a square). \(\square\)

**Lemma 4.2.** Let \(n\) and \(k\) be positive integers, with \(k \in \{3, 4\}\) and \(n \geq k\). Then the number of partitions \([x_1, \ldots, x_k]\) of \(n\) with \(\gcd(x_1, \ldots, x_k) = 1\) and belonging to some imprimitive permutation group is at most \((k - 1)n^{k-3/2}\).

**Proof.** Let \(p = [x_1, \ldots, x_k]\) be a partition of \(n\) with \(\gcd(x_1, \ldots, x_k) = 1\) and let \(\sigma = \sigma_1 \cdots \sigma_k \in \text{Sym}(n)\) be a permutation of type \(p\), where \(\sigma_1 \cdots \sigma_k\) is a decomposition of \(\sigma\) into pairwise disjoint cycles of lengths \(x_1, \ldots, x_k\). Moreover, for each \(i \in \{1, \ldots, k\}\), denote by \(X_i\) the support of \(\sigma_i\). Suppose that \(\sigma\) belongs to some maximal imprimitive subgroup of \(\text{Sym}(n)\), say to \(W = \text{Sym}(b) \wr \text{Sym}(m)\), for some proper divisor \(b\) of \(n\) and \(m = n/b\).
Let \( B \) be the system of imprimitivity for \( W \). So, \( B \) consists of \( m \) blocks of size \( b \). Let \( i \in \{1, \ldots, k\} \) and let \( B_i := \{ B \in B \mid B \cap X_i \neq \emptyset \} \). Observe that \( \langle \sigma_i \rangle \) acts transitively on \( B_i \) and that the action of \( \sigma_i \) on \( B_i \) is equivalent to the action of \( \sigma \) on \( B_i \). If follows that \( |B \cap X_i| = |B' \cap X_i| \), for every two elements \( B, B' \in B_i \), and that \( B_i \cap B_j = \emptyset \) or \( B_i = B_j \), for every two elements \( i, j \in \{1, \ldots, k\} \).

Assume that \( B_i = B_i \), for some \( i \in \{1, \ldots, k\} \). Then \( m \) divides \( x_i \) because \( \langle \sigma_i \rangle \) acts transitively on \( B_i \). Moreover, from the previous paragraph, we have \( B = B_i \), for every \( j \). It follows that \( m \) divides \( x_j \), for every \( j \), contradicting \( \gcd(x_1, \ldots, x_k) = 1 \).

Assume that \( B_1, \ldots, B_k \) is a partition of \( B \), that is, \( B_i \cap B_j = \emptyset \) for distinct \( i, j \in \{1, \ldots, k\} \). Now, the set \( X_i \) is a union of blocks of imprimitivity and hence \( b \) divides \( x_i \), for every \( i \), again contradicting \( \gcd(x_1, \ldots, x_k) = 1 \).

Relabeling the index set \( \{1, \ldots, k\} \) if necessary, from the previous two paragraphs we may assume that \( B_1 = B_2 \) and that \( B_3 \cap B_1 = B_3 \cap B_2 = \emptyset \).

We now use the condition \( k \in \{3, 4\} \). Assume first that \( k = 3 \). Then \( B = B_1 \cup B_3 \), and it follows that \( X_3 \) is the union of the blocks from \( B_3 \), and hence \( b \) divides \( x_3 \).

Now fix \( B \in B_1 \) and observe that \( x_i = |B_1||B \cap X_i| \) for \( i \in \{1, 2\} \), because \( B_1 = B_2 \) and \( B_1 \cap B_3 = \emptyset \). Since \( |B_1| = |B| - |B_3| = m - x_3/b = (n - x_3)/b \). It follows that

\[
\begin{align*}
x_1 &= \frac{n - x_3}{b} |B \cap X_1|, \\
x_2 &= \frac{n - x_3}{b} (b - |B \cap X_1|), \\
x_3 &= (m - |B_1|)|C \cap X_3|, \\
x_4 &= (m - |B_1|)(b - |C \cap X_3|).
\end{align*}
\]

It follows that the partition \([x_1, x_2, x_3, x_4]\) is determined by \( |B \cap X_1| \) and \( |C \cap X_3| \) (which are both less than \( b \)) and by \( |B_1| \) (which is less than \( m = n/b \)). Hence \( W \) contains less than \( b \cdot b \cdot (n/b) = bn \) partitions of type \([x_1, x_2, x_3, x_4]\) such that \( \gcd(x_1, x_2, x_3, x_4) = 1 \) and having this prescribed configuration.

Next suppose that \( B_4 = B_1 \). Then again \( B = B_1 \cup B_3 \) with \( B_1 = B_2 = B_4 \) and \( B_1 \cap B_3 = \emptyset \). Let \( B \in B_1 \). We have \( x_i = |B_1||B \cap X_i| \) for \( i \in \{1, 2, 4\} \) and \( B = (B \cap X_1) \cup (B \cap X_2) \cup (B \cap X_4) \). Thus

\[
\begin{align*}
x_1 &= |B_1||B \cap X_1|, \\
x_2 &= |B_1|(b - |B \cap X_1|), \\
x_3 &= (m - |B_1|)|C \cap X_3|, \\
x_4 &= (m - |B_1|)(b - |C \cap X_3|).
\end{align*}
\]

Next suppose that \( B_4 = B_1 \). Then again \( B = B_1 \cup B_3 \) with \( B_1 = B_2 = B_4 \) and \( B_1 \cap B_3 = \emptyset \). Let \( B \in B_1 \). We have \( x_i = |B_1||B \cap X_i| \) for \( i \in \{1, 2, 4\} \) and \( B = (B \cap X_1) \cup (B \cap X_2) \cup (B \cap X_4) \). Thus

\[
\begin{align*}
x_1 &= |B_1||B \cap X_1|, \\
x_2 &= |B_1||B \cap X_2|, \\
x_3 &= (m - x_1)x_2 - x_3, \\
x_4 &= n - x_1 - x_2 - x_4.
\end{align*}
\]
Hence the partition \([x_1, x_2, x_3, x_4]\) is determined by \(|B \cap X_1|\) and \(|B \cap X_2|\) (which are both less than \(b\)) and by \(|B_1|\) (which is less than \(m = n/b\)). Hence again \(W\) contains less than \(b \cdot b \cdot (n/b) = bn\) partitions of type \([x_1, x_2, x_3, x_4]\) such that \(\gcd(x_1, x_2, x_3, x_4) = 1\) and having this prescribed configuration.

Finally suppose that \(B_4 \neq B_1, B_3\). Thus \(B_4 \cap B_1 = \emptyset, B_4 \cap B_3 = \emptyset\) and \(B = B_1 \cup B_3 \cup B_4\). Let \(B \in B_1\) and \(C \in B_3\). From the definition of \(B_1\), we have \(X_1 \cap C = X_2 \cap C = X_4 \cap C = \emptyset\) and hence \(C \subseteq X_3\). Thus \(X_3\) is the union of the blocks in \(B_4\). Similarly, \(X_4\) is the union of the blocks in \(B_4\). In particular, \(b\) divides \(x_3\) and \(x_4\). Moreover, for \(B \in B_1\), we have \(x_1 = |B_1| |B \cap X_1|\). Note that \(|B_1| = |B| - |B_3| - |B_4|\). Thus
\[
\begin{align*}
x_1 &= |B_1| |B \cap X_1|, \\
x_2 &= |B_1| (b - |B \cap X_1|), \\
x_3 &= |B_3|, \\
x_4 &= n - x_1 - x_2 - x_3.
\end{align*}
\]

Hence the partition \([x_1, x_2, x_3, x_4]\) is determined by \(|B_1|\) and \(|B_3|\) (which are both less than \(n/b\)) and by \(|B \cap X_1|\) (which is less than \(b\)). Hence in this case \(W\) contains less than \((n/b) \cdot (n/b) \cdot b = n^2/b\) partitions of type \([x_1, x_2, x_3, x_4]\) with \(\gcd(x_1, x_2, x_3, x_4) = 1\) and having this prescribed configuration.

Summing up, for \(k = 4\), the group \(W\) contains at most \(bn + bn + n^2/b\) partitions of type \([x_1, x_2, x_3, x_4]\) with \(\gcd(x_1, x_2, x_3, x_4) = 1\). It is an immediate computation (using that \(2 \leq b \leq n/2\)) to see that \(2bn + n^2/b \leq n^2 + 2n \leq 3n^2/2\). Finally, applying Lemma 4.1, at most \(3n^{5/2} = (k - 1)n^{k-3/2}\) of these types belong to a given imprimitive group.

**Remark 4.3.** We point out that the hypothesis \(\gcd(x_1, \ldots, x_k) = 1\) in Lemma 4.2 is essential. In fact, if \(n\) is divisible by a prime \(p\), then all the partitions \([x_1^p, \ldots, x_k^p]\) of \(n\) belong to \(\text{Sym}(p) \wr \text{Sym}(n/p)\) and to \(\text{Sym}(n/p) \wr \text{Sym}(p)\). Now, the number of \(k\)-partitions of \(n\) having all the entries divisible by \(p\) is exactly the number of \(k\)-partitions of \(n/p\) and, by (7) and (8), this number is a polynomial of degree \(k - 1\) in \(n/p\). Thus if \(p\) is small compared to \(n\) it behaves like a polynomial of degree \(k - 1\) in \(n\) and therefore its order of magnitude is greater than \(n^{k-3/2}\).

## 5. Intransitive Components

In this section we focus on the problem of understanding how many partitions belong to a fixed intransitive subgroup: this will give the final tool for the proof of Theorems 1.1 and 1.3. We start with an elementary counting lemma, the proof of which can be found in [11] page 81).

**Lemma 5.1.** Let \(n \in \mathbb{N}\). The number of 2-partitions of \(n\) is \(|\mathcal{P}_3(n)| = |n/2|\) and the number of 3-partitions of \(n\) is
\[
|\mathcal{P}_3(n)| = \begin{cases} \frac{(n-1)(n-2)}{2} + \frac{1}{2} \left(\frac{n-1}{2}\right) & \text{if } \gcd(n, 3) = 1, \\ \frac{(n-1)(n-2)}{12} + \frac{1}{2} \left(\frac{n-1}{2}\right) + \frac{1}{4} & \text{if } 3 \mid n \end{cases}
\]

**Lemma 5.2.** Let \(n \in \mathbb{N}\). Then the numbers of 3-partitions of \(n\) and 4-partitions of \(n\) belonging to an intransitive subgroup of \(\text{Sym}(n)\) is at most \(n/2\) and \((5n^2 + 23)/48\) respectively.

**Proof.** Clearly it is enough to run the proof only for the maximal intransitive subgroup of \(\text{Sym}(n)\), that is for \(H = \text{Sym}(a) \times \text{Sym}(n-a)\), with \(1 \leq a < n/2\). Let
\[ p = [x_1, \ldots, x_k] \] be a partition of \( n \) with \( k \) terms, where \( k \in \{3, 4\} \). Clearly, \( p \) is contained in \( H \) if and only if the sum of some of the terms in \( p \) is \( a \). Suppose that \( a = x_i \), for some \( i \in \{1, \ldots, k\} \). Then the number of possibilities for \( p \) is exactly the number of partitions of \( n-a \) with \( k-1 \) terms and this number is computed in Lemma [5.1] replacing \( n \) by \( n-a \).

Suppose next that \( a = x_i + x_j \) for some \( i, j \in \{1, \ldots, k\} \) with \( i \neq j \). Observe that \( a \neq n-a \) because \( a < n/2 \). The number of possibilities for \( p \) is the number of \( 2 \)-partitions of \( a \) times the number of \( (k-2) \)-partitions of \( n-a \). From Lemma [5.1] this number is \( \lfloor a/2 \rfloor \) if \( k = 3 \) and \( \lfloor a/2 \rfloor |(n-a)/2| \) if \( k = 4 \).

Finally suppose that \( k = 4 \) and that \( x_i = n-a \) for some \( i \in \{1, \ldots, k\} \). Then the number of possibilities for \( p \) is exactly the number of \( 3 \)-partitions of \( a \) and this number is computed in Lemma [5.1] replacing \( n \) by \( a \).

By adding the previous contributions and by recalling that \( |x| \leq x \) for \( x \geq 0 \), we see that the number of \( 3 \)-partitions contained in \( H \) is at most \( a/2 + (n-a)/2 = n/2 \), and that the number of \( 4 \)-partitions contained in \( H \) is at most

\[
\begin{align*}
\frac{(n-a-1)(n-a-2)}{12} + \frac{n-a-1}{4} + \frac{2}{3} + \frac{a(n-a)}{4} \\
+ \frac{(a-1)(a-2)}{12} + \frac{a-1}{4} = \frac{n^2 + an - a^2 + 6}{12}.
\end{align*}
\]

Since \( f(a) := \frac{n^2 + an - a^2 + 6}{12} \) is increasing with \( a \leq (n-1)/2 \), the result follows by computing \( f((n-1)/2) \).

6. **Proof of the main results**

Before proceeding with the proof of Theorem [1.3] it is convenient to introduce some notation and some terminology. If \( p \) is a \( k \)-partition, we say that \( p \) belongs only to intransitive subgroups of \( G \) if, whenever \( H \leq G \) and \( p \in H \), then \( H \) is intransitive.

**Notation 6.1.** For each \( k \in \{3, 4\} \), \( n \in \mathbb{N} \) with \( n \geq k \) and \( G = \text{Sym}(n) \) or \( G = \text{Alt}(n) \), we set

\[
\tilde{A}_k(n, G) := |\{ p \in \mathfrak{P}_k(n) : p \text{ belongs only to intransitive subgroups of } G \}|,
\]

\[
\tilde{e}_k(n) := e_k(n) - 2n^{3/2} - 2(n-1), \quad \tilde{e}_k(n) := e_k(n) - 3n^{5/2} - 2(n-1)^2.
\]

Observe that it is possible to have \( \tilde{A}_k(n, G) = 0 \). For example, \( \tilde{A}_3(n, G) = 0 \) when \( n \) is even and \( G = \text{Alt}(n) \), and when \( n \) is odd and \( G = \text{Sym}(n) \). Similarly \( \tilde{A}_4(n, G) = 0 \) when \( n \) is even and \( G = \text{Sym}(n) \), and when \( n \) is odd and \( G = \text{Alt}(n) \). We show that, in all other cases, the quantity \( \tilde{A}_k(n, G) \) is positive for \( n \) sufficiently large.

**Lemma 6.2.**

(i): Let \( n \in \mathbb{N} \), with \( n \geq 3 \). If \( n \) is even and \( G = \text{Sym}(n) \) or if \( n \) is odd and \( G = \text{Alt}(n) \), then

\[
\tilde{A}_3(n, G) \geq \frac{C_2 f_2(n)}{12} n^2 + \tilde{e}_3(n),
\]

and \( \tilde{e}_3(n) = o(n^2) \). In particular there exists \( n_3 \in \mathbb{N} \) such that \( \tilde{A}_3(n, G) > 0 \) for all \( n \geq n_3 \) respecting the parity conditions, and \( \tilde{A}_3(n, G) \) has order of magnitude \( n^2 \).
(ii): Let \( n \in \mathbb{N} \), with \( n \geq 4 \). If \( n \) is odd and \( G = \text{Sym}(n) \) or if \( n \) is even and \( G = \text{Alt}(n) \), then

\[
\bar{A}_4(n, G) \geq \frac{C_3 f_3(n)}{144} n^3 + \tilde{e}_4(n),
\]

and \( \tilde{e}_4(n) = o(n^3) \). In particular there exists \( n_4 \in \mathbb{N} \) such that \( \bar{A}_4(n, G) > 0 \) for all \( n \geq n_4 \) respecting the parity conditions, and \( \bar{A}_4(n, G) \) has order of magnitude \( n^4 \).

Proof. We give full proof details for Part (i). Part (ii) follows by a similar argument applied to the 4-partitions in \( \mathcal{T}_4(n) \).

Let \( n \in \mathbb{N} \), with \( n \geq 3 \), with \( n \) even and \( G = \text{Sym}(n) \) or \( n \) odd and \( G = \text{Alt}(n) \).

By Lemma 3.1, the elements of \( \mathcal{T}_3(n) \) belongs only to proper subgroups of \( G \) that are intransitive or imprimitive and, by Lemma 4.2, at most \( 2n^{3/2} \) belong to some imprimitive subgroup of \( G \). So, by Corollary 3.2 we have

\[
\bar{A}_3(n, G) \geq |\mathcal{T}_3(n)| - 2n^{3/2} \geq \bar{A}_3(n) - 2(n - 1) - 2n^{3/2}.
\]

Now the inequality follows from Theorem 2.4 and Notation 6.1. Since, by Lemma 2.5, \( f_2(n) > 1 \) and \( \lim_{n \to +\infty} \frac{C_2 n^2 + \tilde{e}_3(n)}{12} = +\infty \), there exists \( n_3 \in \mathbb{N} \) such that \( \bar{A}_3(n, G) \) is positive in the unbounded domain of the \( n \in \mathbb{N} \) with \( n \geq n_3 \), respecting the parity conditions, while \( \bar{A}_3(n, G) = 0 \) if the parity conditions are not satisfied.

Finally since \( \bar{A}_3(n, G) \leq |\mathcal{P}_3(n)| \) and \( |\mathcal{P}_3(n)| \) has order of magnitude \( n^2 \), it follows from Lemma 3.5 that \( \bar{A}_3(n, G) \) has order of magnitude \( n^2 \). \( \square \)

The quantities \( \bar{A}_k(n, G) \) play a crucial role in finding lower bounds for \( \kappa(G) \).

Before seeing that, we examine when the function \( \kappa \) is positive.

Proposition 6.3. Let \( n \in \mathbb{N} \). Then:

(i): \( \kappa(\text{Alt}(n)) \geq 2 \) for all \( n \geq 3 \).

(ii): \( \kappa(\text{Sym}(n)) \geq 2 \) for all \( n \geq 2 \), with \( n \neq 6 \), while \( \kappa(\text{Sym}(6)) = 0 \).

Proof. For \( n \geq 5 \), part (i) follows from [8] Proposition 7.4, and it is easy to check that \( \kappa(\text{Alt}(3)) = 3 \) and \( \kappa(\text{Alt}(4)) = 2 \).

Now we consider \( \text{Sym}(n) \). If \( n \) is odd we note first that \( \kappa(\text{Sym}(3)) = 2 \) (consider types [3] and [1, 2]), and for \( n \geq 5 \) we let \( \sigma \) be any permutation of type [n], \( \tau \) any permutation of type [2, n - 2], and \( U = \langle \sigma, \tau \rangle \). Since \( \tau \) is an odd permutation, we have that \( U \not\leq \text{Alt}(n) \). Now \( U \) is transitive since it contains \( \sigma \), and \( U \) cannot be imprimitive since it contains \( \tau \) and \( \gcd(2, n - 2) = 1 \). Thus \( U \) is primitive and, noting that \( [2, n - 2] \in \mathcal{T}_2(n) \), it follows from Lemma 3.1(i) that we must have \( U = \text{Sym}(n) \).

Next let \( n \) be even with \( n \geq 10 \). Let \( \sigma \) be any permutation of type [1, 2, n - 3], \( \tau \) any permutation of type [5, n - 5], and suppose that \( U := \langle \sigma, \tau \rangle \neq \text{Sym}(n) \). Now \([1, 2, n - 3] \in \mathcal{T}_3(n) \), and it follows from Lemma 3.1(ii) that \( U \) is not primitive. Also \( U \) is transitive since the sum of at most two terms in \([1, 2, n - 3]\) cannot be equal to 5. Hence \( U \) is imprimitive, say \( U \leq \text{Sym}(b) \wr \text{Sym}(n/b) \), for some proper divisor \( b \) of \( n \). Since \([5, n - 5] \in U \), it follows that 5 divides \( n \) and \( b \in \{5, n/5\} \); on the other hand, since also \([1, 2, n - 3] \in U \) and \( \gcd(1, 2, n - 3) = 1 \) we must have \( b = 3 \) which implies that \( n = 15 \), a contradiction since \( n \) is even. Thus we conclude that \( U = \text{Sym}(n) \).
The remaining cases are \( n = 2, 4, 6, 8 \). We see that \( \kappa(\text{Sym}(2)) = 2 \), \( \kappa(\text{Sym}(4)) \geq 2 \) and \( \kappa(\text{Sym}(8)) \geq 2 \), on considering the pairs of types \([1, 2]\) for \( n = 2 \), \([1, 3], [4]\) for \( n = 4 \) and \([8], [3, 5]\) for \( n = 8 \). Finally let \( G = \text{Sym}(6) \). We show that for each pair of types \( p_1, p_2 \in \mathcal{P}(G) \) there exist \( \sigma \in G \) of type \( p_1 \) and \( \tau \in G \) of type \( p_2 \) with \( U = \langle \sigma, \tau \rangle < G \). This is obvious if \( 1 \) is a term in both \( p_1 \) and \( p_2 \), so we may assume that \( \sigma \) has no fixed point. If \( p_1 = [6] \) or \([2, 2, 2]\), then \( p_1 \) belongs to both \( W_1 = \text{Sym}(3) \wr \text{Sym}(2) \) and the 2-transitive subgroup \( S = \text{PGL}(2, 5) \). The only types of permutations in \( G \) which do not belong to \( W_1 \) are \([1, 5], [1, 1, 4]\), and these types belong to \( S \). If \( p_1 = [2, 4] \) or \([3, 3]\), then \( p_1 \) belongs to all of \( W_1 \), \( W_2 = \text{Sym}(2) \wr \text{Sym}(3) \) and \( \text{Alt}(6) \), and we note that \([1, 1, 4]\) belongs to \( W_2 \), and \([1, 5]\) belongs to \( \text{Alt}(6) \).

Lemma 6.4. Let \( n \in \mathbb{N} \) with \( n \geq 3 \) and \( G = \text{Sym}(n) \) or \( G = \text{Alt}(n) \), with \((n, G) \neq (6, \text{Sym}(6))\). Then

\[
\kappa(G) \geq \max \left\{ 2, \frac{2}{3n} \tilde{A}_3(n, G), \frac{24}{25n^2} \tilde{A}_4(n, G) \right\}.
\]

We recall that, for each choice of \( n \in \mathbb{N} \) and \( G \), one of \( \tilde{A}_3(n, G) \) and \( \tilde{A}_4(n, G) \) is 0, and by Lemma 5.2 provided \( n \) is sufficiently large, the other is positive.

Proof. Let \( n \in \mathbb{N} \) with \( n \geq 3 \) and \( G = \text{Sym}(n) \) or \( G = \text{Alt}(n) \) with \((n, G) \neq (6, \text{Sym}(6))\). Then, by Proposition 5.3 we know that \( \kappa(G) \geq 2 \). Hence, if \( M(G, n) := \max \{2 \tilde{A}_3(n, G)/(3n), 24 \tilde{A}_4(n, G)/(25n^2)\} \leq 2 \), the result follows. So we may assume that \( M(G, n) > 2 \). Let \( k \in \{3, 4\} \) be (the unique integer) such that \( \tilde{A}_k(n, G) > 0 \). In order to show that \( \kappa(G) \geq M(G, n) \), we construct an auxiliary bipartite graph \( \Sigma \). The vertices of \( \Sigma \) are the elements of

\[
\Sigma_1 := \{ p \in \mathcal{P}_k(n) : p \text{ belongs only to intransitive subgroups of } G \}
\]

and of

\[
\Sigma_2 := \mathcal{P}_2(n) = \{ [a, n-a] : 1 \leq a < n/2 \}.
\]

Observe that \( |\Sigma_1_1| = \tilde{A}_k(n, G) > 0 \). Define a vertex \( p \in \Sigma_1 \) to be adjacent to \( [a, n-a] \in \Sigma_2 \) if \( p \) belongs to \( \text{Sym}(a) \times \text{Sym}(n-a) \), that is, \( a \) is the sum of some of the terms of \( p \). If \( k = 3 \), then every element \([x, y, z]\) of \( \Sigma_1 \) has at most 3 neighbours in \( \Sigma_2 \), and if \( k = 4 \), then every element \([x, y, z, t]\) of \( \Sigma_1 \) has at most 10 neighbours in \( \Sigma_2 \).

Furthermore, by Lemma 5.2 each element of \( \Sigma_2 \) has at most \( n/2 \) neighbours in \( \Sigma_1 \) if \( k = 3 \), and at most \((5n^2 + 23)/48\) neighbours in \( \Sigma_1 \) if \( k = 4 \). Hence there are at most \( 3(\frac{n}{2} - 1) + 1 < \frac{3n}{2} \) vertices at distance less than or equal to 2 from each element of \( \Sigma_1 \) if \( k = 3 \), and at most \((5n^2 + 23) - 1) + 1 < \frac{25n^2}{24} \) such vertices if \( k = 4 \). Set \( \ell := \left[ \frac{25n^2}{24} \right] \) if \( k = 3 \) and \( \ell := \left[ \frac{24 \tilde{A}_4(n, G)}{25n^2} \right] \) if \( k = 4 \). Since \( \ell \geq M(G, n) > 2 \), it is enough to prove that \( \kappa(G) \geq \ell \). By definition of \( \ell \), \( \Sigma_1 \) contains a subset \( \{p_1, \ldots, p_\ell\} \) of \( \ell > 2 \) vertices which are pairwise at distance greater than 2. We show that for every \( i, j \in \{1, \ldots, \ell\} \) with \( i \neq j \), and for every \( \sigma, \tau \in G \) with \( p(\sigma) = p_i \) and \( p(\tau) = p_j \), we have \( G = \langle \sigma, \tau \rangle \). We argue by contradiction and assume that \( U = \langle \sigma, \tau \rangle \) is a proper subgroup of \( G \). By the definition of \( \Sigma_1 \), \( U \) is intransitive and we have \( U \leq \text{Sym}(a) \times \text{Sym}(n-a) \) for some positive integer \( a < n/2 \). This implies that \( p_i \) and \( p_j \) are both adjacent to \([a, n-a] \in \Sigma_1 \), and so at distance 0 or 2, contradicting the definition of the set \( \{p_i : i = 1, \ldots, \ell\} \).
Proof of Theorem 1.3. Let assume \( n \geq 7 \) to avoid the critical case \( n = 6 \) of Lemma 6.4. First let \( n \) be even and \( G = \text{Sym}(n) \), or let \( n \) be odd and \( G = \text{Alt}(n) \).

By Lemma 6.4 \( \kappa(G) \geq \frac{2}{3n} \tilde{A}_3(n, G) \), and hence by Lemma 6.2

\[
\kappa(G) \geq \frac{C_2 f_2(n)}{18} n + \frac{2\tilde{e}_3(n)}{3n}
\]

with \( \tilde{e}_3(n) = o(n^2) \). Let \( \varepsilon \in \mathbb{R} \), with \( \varepsilon > 0 \). As \( \tilde{e}_3(n) = o(n^2) \), there exists \( n_\varepsilon \in \mathbb{N} \) with \( n_\varepsilon \geq 7 \) such that \( |2\tilde{e}(n)/3n^2| < \varepsilon \), for every \( n \geq n_\varepsilon \). In particular, using Lemma 6.2 and inequality (11) we get

\[
\frac{\kappa(\text{Sym}(n))}{n} \geq \frac{C_2}{12} - \varepsilon \quad \text{if } n \geq n_\varepsilon \text{ is even},
\]

\[
\frac{\kappa(\text{Alt}(n))}{n} \geq \frac{C_2}{18} - \varepsilon \quad \text{if } n \geq n_\varepsilon \text{ is odd}.
\]

Now simply recall that \( C_2 = \alpha \).

Now let \( n \) be even and \( G = \text{Alt}(n) \), or let \( n \) be odd and \( G = \text{Sym}(n) \). By Lemma 6.4 \( \kappa(G) \geq \frac{24}{25n} \tilde{A}_4(n, G) \), and hence by Lemma 6.2

\[
\kappa(G) \geq \frac{C_3 f_3(n)}{150} n + \frac{24\tilde{e}_4(n)}{25n^2}
\]

with \( \tilde{e}_4(n) = o(n^3) \). Let \( \varepsilon \in \mathbb{R} \), with \( \varepsilon > 0 \). As \( \tilde{e}_4(n) = o(n^3) \), there exists \( n_\varepsilon \in \mathbb{N} \) with \( n_\varepsilon \geq 7 \) such that \( |24\tilde{e}_4(n)/25n^3| < \varepsilon \), for every \( n \geq n_\varepsilon \). In particular, using Lemma 6.2, Notation 2.3 and inequality (12) we get

\[
\frac{\kappa(\text{Sym}(n))}{n} \geq \frac{C_3}{150} \frac{5\alpha'}{4} - \varepsilon = \frac{\beta}{120} - \varepsilon \quad \text{if } n \geq n_\varepsilon \text{ is odd},
\]

\[
\frac{\kappa(\text{Alt}(n))}{n} \geq \frac{C_3}{150} \alpha' - \varepsilon = \frac{\beta}{150} - \varepsilon \quad \text{if } n \geq n_\varepsilon \text{ is even}.
\]

\[\Box\]

Proof of Theorem 1.4. Write \( c_0 := 0.001911 \). A direct computation using Lemma 2.5 (iii) shows that

\[
\min \left\{ \frac{C_2}{12}, \frac{C_2}{18}, \frac{\beta}{120}, \frac{\beta}{150} \right\} > c_0.
\]

Let \( n \in \mathbb{N} \) and \( G = \text{Sym}(n) \) with \( n \geq 3, n \neq 6 \) or \( G = \text{Alt}(n) \) with \( n \geq 4 \) : these limitations for \( n \) guarantee that both the functions \( \kappa(G) \) and \( \gamma(G) \) exist and are positive. Fix \( \bar{\varepsilon} \in \mathbb{R} \) with \( 0 < \bar{\varepsilon} < c_0 \). By Theorem 1.3 there exists \( n_{\bar{\varepsilon}} \in \mathbb{N} \) with \( n_{\bar{\varepsilon}} \geq 7 \), such that \( \kappa(G)/n > c_0 - \bar{\varepsilon} \), for each \( n \geq n_{\bar{\varepsilon}} \).

Define

\[
c_1 := \min \left\{ \frac{\kappa(\text{Sym}(n))}{n} : 3 \leq n < n_{\bar{\varepsilon}}, n \neq 6 \right\}
\]

\[
c_2 := \min \left\{ \frac{\kappa(\text{Alt}(n))}{n} : 4 \leq n < n_{\bar{\varepsilon}} \right\}
\]

and observe that \( c_1, c_2 \) are well-defined and positive, by Proposition 2.5 they are minima of finite sets of positive real numbers. Now let \( c := \min \left\{ c_0 - \bar{\varepsilon}, c_1, c_2 \right\} \).

Then \( 0 < c < 0.001911 \) and \( \kappa(G) \geq cn \), for every \( n \geq 3 \) with \( n \neq 6 \) if \( G = \text{Sym}(n) \), and every \( n \geq 4 \) if \( G = \text{Alt}(n) \).

Finally recall the relation (11) and apply [6, Theorem A and Table 3] for the upper bound. \[\Box\]
Remark 6.5. Using some software like Magma \[3\], one can obtain explicitly, given a fixed \(\varepsilon\), the positive integers \(n_{\varepsilon}\) in Theorem 1.3. The reason is that we obtained in (11) and (12), explicit lower bounds for \(\kappa(G)\). Here we consider the case that \(n\) is even and \(G = \text{Sym}(n)\) (the other cases are similar). From (11) and from the definition of \(\check{e}_3(n)\) in Notation 6.1, we have

\[
\frac{\kappa(G)}{n} \geq \frac{C_2 f_2(n)}{18} + \frac{2\check{e}_3(n)}{3n^2} = \frac{C_2 f_2(n)}{18} + \frac{2\check{e}_3(n) - 4n^{2/3} - 4n + 4}{3n^2}.
\]

Now recalling that \(f_2(n) \geq 3/2\) and that \(C_2 > 0.32263\) by Lemma 2.5 and recalling the definition of \(e_3(n)\) in Notation 2.3, we get

\[
\frac{\kappa(G)}{n} \geq \frac{C_2}{12} - \frac{(2 + e)(e^2 \log n)^2}{18n\sqrt{\pi}} - \frac{4n^{2/3} + 4n - 4}{3n^2} \geq 0.026885 - \frac{(2 + e)(e^2 \log n)^2}{18n\sqrt{\pi}} - \frac{4n^{2/3} + 4n - 4}{3n^2}.
\]

The function on the right hand side of this inequality is explicit and a computation shows that, for \(n \geq 792000\), this function is \(> 0.025\). Therefore if \(n \geq 792000\) and \(n\) is even, then \(\kappa(\text{Sym}(n)) \geq 0.025n\).
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