Robust Event Triggering Control for Lateral Dynamics of Intelligent Vehicles with Designable Inter-event Times
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Abstract—In this brief, an improved event-triggered update mechanism (ETM) for the linear quadratic regulator is proposed to solve the lateral motion control problem of intelligent vehicle under bounded disturbances. Based on a novel event function using a clock-like variable to determine the triggering time, we further introduce two new design parameters to improve control performance. Distinct from existing event-based control mechanisms, the inter-event times (IETs) derived from the above control framework are designable, meaning that the proposed ETM can be deployed on practical vehicle more easily and effectively. In addition, the improved IETs-designable ETM features a global robust event-separation property that is extremely required for practical lateral motion control of vehicle subject to diverse disturbances. Theoretical analysis proves the feasibility and stability of the proposed control strategy for trajectory tracking under bounded disturbances. Finally, simulation results verify the theoretical results and show the advantages of the proposed control strategy.

Index Terms—Intelligent vehicle, lateral motion control, event triggering mechanism, designable inter-event times, disturbance.

I. INTRODUCTION

INTELLIGENT vehicle is a promising solution for improving the safety and efficiency of traffic in modern intelligent transportation systems. In addition, it makes valuable contributions to reducing air pollution and saving energy for improving the natural environment and social economy. Thereinto, lateral motion control, as a crucial problem in intelligent vehicle, still faces many challenges. This brief focuses on the lateral motion control of intelligent vehicle.

The core objective of lateral motion control is achieving autonomous driving along the desired path. This research field has been expanded and innovated continuously in recent years.
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The kinematics and dynamics of vehicular lateral motion control were discussed in [1]. Owing to the importance of lateral motion control in autonomous driving, diverse control approaches have been proposed and developed, including PID control [2], $H_{\infty}$ control [3], [4], linear quadratic regulator (LQR) [5], model predictive control (MPC) [6]–[8], and sliding-mode control (SMC) [9], [10], and just name a few.

The above review shows rich results of lateral motion control in intelligent vehicle area. Nevertheless, after these sort of cutting-edge control algorithms are deployed in the real digital platforms of vehicles, several practical issues should be further considered. For example, the computing unit and the bandwidth of controller area network (CAN) bus are shared with other control loops and extremely limited. Thus, reducing the unnecessary control computing and data traffic so as to improve the efficiency of resource utilization and energy consumption, while guaranteeing the original control performance, is what we desperately need. Under this background, event-based control mechanism, as shown in [11]–[15] and the references therein, is introduced to the recent varied control research [16]–[19]. Instead of feeding back all the sampling data regardless of the practical need (for example, stability) as in the current rich results, event-based control schemes determine the time instant, at which the data of control system is sampled and sent back to update the control input, based on certain triggering rules.

Unfortunately, there are still some drawbacks to dealing with real control problems under traditional event-triggered schemes. For example, choosing a larger threshold means tolerating a larger state error, which obviously conserves resources in such a control scheme, but also influences control performance, such as the accuracy of trajectory tracking. So far, hence, several researchers have studied adaptive event-based control schemes to solve this problem. In [8], adaptive event-based model predictive control was developed for the control of unmanned vehicles. An adaptive-event-triggered fuzzy nonlinear lateral dynamic control algorithm was proposed in [20]. On the other hand, there are still some issues that are less frequently mentioned, such as the practical constraints of inter-event times (IETs) imposed on the sensor and communication, which prevent the traditional event-triggered schemes from being applied flexibly in practical control systems. More importantly, global robust event-separation property of event-triggered control system, which determines the feasibility and reliability of the designed event triggering
scheme, cannot be ignored.

A potential solution to cope with the all above-mentioned issues of event-based control mechanisms was provided in [21]. Specifically, a novel design and analysis approach of an event function was provided, which guarantees original control performance through a clock-like triggering signal whose variable range and evolution rate can be flexibly adjusted to obtain the desired IETs. Meanwhile, the event-triggered control studied in [21] holds the global robust event-separation property. This type of IETs-designable event triggering mechanism (ETM) is therefore extremely suitable for the deployment on practical systems, which constructs the main motivation for this work.

In this brief, inspired by the idea from the IET-designable ETM, we aim to tackle the execution problem of lateral LQR systems, which constructs the main motivation for this work.

• An event-based execution mechanism for a LQR controller to solve the lateral motion control problem of intelligent vehicle is designed. Compared with the time-triggered strategy, this mechanism is proved to reduce unnecessary communication and control update, so as to reduce energy consumption and resource occupation, while stabilizing the system.

• By introducing two new design parameters to improve the performance of the IETs-designable ETM, the IETs can be adjusted more freely than in [21]. Thus, designability of the IETs is further expanded, which benefits its application in actual systems.

• Many existing ETMs do not feature a robust event-separation property, so any tiny disturbance maybe leads to the Zeno-behavior. Considering the bounded disturbances in the real movement of intelligent vehicle, we verify the stability and feasibility of the proposed event-based controller with improved IETs-designable ETM.

II. PROBLEM FORMULATION

A. VEHICLE DYNAMIC MODEL DESCRIPTION

In the dynamic bicycle model illustrated in Fig. 1, it is assumed that the vehicle is assumed to be symmetrical, and tire sideslip angles on the same axle are equal. We neglect the roll and pitch dynamics, and assume the sideslip \( \beta \), yaw \( \psi \), and control input steering angle \( \delta \) are small. A linear parameter variation (LPV) model is derived from the linear tire force model. \[ \begin{bmatrix} \dot{\beta} \\ \dot{\psi} \end{bmatrix} = \begin{bmatrix} -\frac{\mu(C_f+C_r)}{mV_x} & -\frac{\mu(t_lC_f-t_rC_r)}{mV_x} \\ -\frac{\mu(t_lC_f-t_rC_r)}{I_x} & -\frac{\mu(t_lC_f+t_rC_r)}{I_x} \end{bmatrix} \begin{bmatrix} \beta \\ \psi \end{bmatrix} + \mu \begin{bmatrix} C_f \\ C_r \end{bmatrix} \delta \]

The corresponding vehicle parameters and nomenclature are listed in Table I.

B. CONTROL PROBLEM DEFINITION

The objective of lateral control is to minimize a vehicle’s lateral displacement relative to a specific reference path. The dynamics of a vehicle’s lateral error displacement \( e \) relative to a reference path is \( \dot{e} = V_x (\dot{\beta} + \dot{\psi}) - V_x^2 \rho \), where the road curvature \( \rho \) is a constant. And based on (1), system state variables can be denoted \( x = [\beta, \psi, e, \dot{e}]^T \), and the control input is the steering angle \( \delta \). Then, owing to eliminating the lateral error, for a given road curvature \( \rho \) and longitudinal velocity \( V_x \), \( \dot{e} = e = 0 \) is the control object. In [1], the desired equilibrium point can be written as \( x^* = [\beta^*, \psi^*, e^*, \dot{e}^*, 0, 0]^T \), and the control input \( \delta^* \) at the desired equilibrium point is now \( \beta^* \), where \( \beta^* = \left( L_r - \frac{L_f m V_x^2}{\mu C_f (L_l + L_r)} \right) \rho, \psi^* = V_x \rho \), and \( \delta^* = (L_f + L_r) \rho + \frac{m V_x^2}{\mu C_f} \left( L_r C_r - L_l C_l \right) \rho \).

By defining the new error variables \( \bar{\beta} = \beta - \beta^*, \bar{\psi} = \psi - \psi^*, \) and \( \bar{\delta} = \delta - \delta^* \), the new system state variables become \( \bar{x} = (\bar{\beta}, \bar{\psi}, \bar{\dot{e}}, \bar{e})^T \). We write the error dynamics [22], the origin of which is the equilibrium, as \( \ddot{x}^* = (\bar{\beta}, \bar{\psi}, \bar{\dot{e}}, \bar{e})^T = (0, 0, 0, 0)^T \) as:

\[ A \dot{x} + B \delta = \begin{bmatrix} \dot{\bar{x}} \end{bmatrix} = A \ddot{x}(t) + B \bar{\delta}(t), \]

where

\[ A = \begin{bmatrix} -\frac{\mu(C_f+C_r)}{mV_x} & -\frac{\mu(t_lC_f-t_rC_r)}{mV_x} & 1 & 0 \\ -\frac{\mu(t_lC_f-t_rC_r)}{I_x} & -\frac{\mu(t_lC_f+t_rC_r)}{I_x} & 0 & 0 \\ -\frac{\mu(C_f+C_r)}{m} & -\frac{\mu(t_lC_f-t_rC_r)}{m} & 0 & 0 \\ 0 & 0 & 1 & 0 \end{bmatrix}, \]

\[ B = \begin{bmatrix} \frac{\mu C_f}{mV_x}; \frac{\mu t_l C_f}{I_x}; \frac{\mu C_r}{m}; 0 \end{bmatrix}^T. \]

![Fig. 1. Dynamic bicycle model.](image-url)


\textbf{Remark 1:} The steady-state solution is the desired reference state $x^*$ in this model. As a result, $\tilde{\delta}$ can ignore the model’s natural transient dynamics when using this as a reference input. Additional information about this section can be found in [1], [22], [23].

\section{C. LQR CONTROLLER}

To solve the control problem in (2), the LQR controller is designed. The linear quadratic cost functional index is constructed first:

$$J = \int_{t_0}^{\infty} \left[ \hat{x}^T(t)Q \hat{x}(t) + \hat{\delta}^T(t)R \hat{\delta}(t) \right] \, dt.$$  

(4)

Then, the control input steering angle $\hat{\delta}$ is calculated according to

$$\hat{\delta}(t) = -K \cdot \hat{x}(t) = -R^{-1}B^T P \cdot \hat{x},$$  

(5)

where $P$ is derived by solving the Riccati equation:

$$A^T P + PA - PBR^{-1} B^T P + Q = 0.$$  

(6)

\section{III. MAIN RESULTS}

\subsection{A. IET-DESIGNABLE EVENT TRIGGERING MECHANISM}

In this subsection, we aim to apply the improved IET-designable ETM to determine the triggering instant when the feedback control law is updated, which is a malleable solution to the computational load and hardware limitations. This mechanism is based on a countdown variable with an upper bound. Thus, we create an event function $Z(t)$ whose upper bound $\tilde{Z}$ can be freely set and apply the following event triggering rule:

$$t_0 = 0, t_{k+1} = \inf \{t > t_k \mid Z(t) = 0 \},$$  

(7)

where $Z(t)$ is reset as the design parameter $\tilde{Z} > 0$ at every triggering instant. The triggering rule (7) will determine the time sequence \{\{t_k\}, k \in \mathbb{N}^\ast\}. To ensure the feasibility and stability of the IET-designable ETM, the event function dynamics is defined as $\dot{Z}(t) = \omega(\varpi, \varepsilon)$, where $\varepsilon > 0$ is also a design parameter. Detailed descriptions of the event function are given in the following subsection.

\subsection{B. STABILITY AND FEASIBILITY ANALYSIS}

In the movement process of intelligent vehicle, an inevitable disturbance is necessary, especially in the case of road curvature $\rho > 0$. After adding the disturbances, the system dynamics (2) become

$$\dot{x}(t) = A \hat{x}(t) + B \hat{\delta}(t) + G \xi(t),$$  

(8)

where $A$ and $B$ are shown in (3), and for all initial conditions $\hat{x}(0)$ any bounded disturbance $|\xi| \leq \bar{\xi}$, $G$ denotes a corresponding constant matrix. Moreover, we assume that the disturbance $\xi(t)$ is convergent to 0.

To stabilize the system (8), recalling (5), the feedback control law is $\hat{\delta}(t) = -K \hat{x}(t)$, and the closed-loop control system considering the perturbation $\xi(t)$ can be written as

$$\dot{x}(t) = (A - BK) \hat{x}(t) + G \xi(t).$$

If a Lyapunov function $V = \hat{x}^T M \hat{x}$ exists, where $M$ is a symmetric positive definite matrix,

$$(A - BK)^T M + M(A - BK) = -N$$  

(9)

is satisfied, where $N$ is an arbitrary symmetric positive-definite matrix. Under the IET-designable ETM (7), the control input becomes

$$\hat{\delta}(t) = -K \hat{x}(t_k), t \in [t_k, t_{k+1}).$$  

(10)

Then, define the event triggering error and its derivative as

$$\eta(t) = \hat{x}(t_k) - \hat{x}(t), t \in [t_k, t_{k+1})$$  

(11)

$$\dot{\eta}(t) = -\hat{x}(t).$$

We can express the system (8) as

$$\dot{\hat{x}}(t) = A \hat{x}(t) - BK \hat{x}(t) - BK \eta(t) + G \xi(t).$$  

(12)

\textbf{Theorem 1:} For all initial conditions $x(0)$, applying the IET-designable ETM (7) in the system (12), $\hat{x}(t)$ asymptotically converges to $\hat{x}^*$. Besides, designable IETs with lower-bounded $\tau$ are available:

$$\tau = \sqrt{\frac{1}{\sigma \varepsilon} \left\{ \left[ \arctan \left( \sqrt{\frac{1}{\varepsilon}} \right) \right] - \left[ \arctan \left( \sqrt{\frac{1}{\varepsilon}} \right) \right] \right\} > 0}$$  

\begin{equation}
\sigma = \frac{\theta_1 \lambda_{\min}(M) \lambda_{\min}(N)}{\theta_2 |MBK|^2}.
\end{equation}

\textbf{Proof:} We construct the Lyapunov function candidate $W = \frac{1}{2} \hat{x}^T M \hat{x} + \frac{1}{2} \eta^T N \eta$. Based on (9), (11), and (12), its derivative can be written as

$$\dot{W} = \hat{x}^T M \hat{x} + \frac{1}{2} \omega^T M \eta + \eta^T M \eta$$

$$= \frac{1}{2} \hat{x}^T N \hat{x} - \hat{x}^T M BK \eta + \hat{x}^T M G \xi + \frac{1}{2} \omega^T \eta M \eta$$

$$= \frac{1}{2} \lambda_{\min}(N) |\hat{x}|^2 + |\hat{x}| M BK \eta + \frac{1}{2} \omega^T \eta M \eta$$

$$|Z| \eta M |\xi| + |\hat{x}| M |\xi| + \frac{1}{2} \eta \lambda_{\min}(M) \lambda_{\min}(N) \eta$$

By some properties of matrix and norm, we can obtain

$$\dot{W} \leq \frac{1}{2} \lambda_{\min}(N) |\hat{x}|^2 + |\hat{x}| M BK \eta + \frac{1}{2} \omega^T \eta M \eta$$

$$+ \lambda_{\min}(M) |\xi| + \frac{1}{2} \eta \lambda_{\min}(M) \lambda_{\min}(N) \eta,$$

where $\|\cdot\|$ denotes the Euclidean norm for vectors and the induced 2-norm for matrices. We define the variable $\varpi$ as

$$\varpi = \theta_1 \lambda_{\min}(N) |\hat{x}|^2 + 2 \theta_2 |MBK|^2 \frac{|\hat{x}|}{\lambda_{\min}(M)} \eta^2$$

$$- 2 (1 + Z) \theta_2 |MBK|^2 \frac{|\hat{x}|}{\lambda_{\min}(M)} \eta^2,$$

(14)

where $\theta_1 > 1$ and $\theta_2 < 1$ are two new design parameters. Therefore, variable $\varpi$ further satisfies the inequality $\varpi < \varpi$ to guarantee the asymptotic stability of the closed-loop system (12). Using Young inequality for $2 (1 + Z) \theta_2 |MBK|^2 \frac{|\hat{x}|}{\lambda_{\min}(M)} \eta^2$, we obtain the following inequality:

$$-2 (1 + Z) \theta_2 |MBK|^2 \frac{|\hat{x}|}{\lambda_{\min}(M)} \eta^2 \geq -\sigma (1 + Z)^2 - \theta_2 |MBK|^2 \frac{|\hat{x}|^2}{\lambda_{\min}(M)} \eta^2,$$

which can lead to (14) arriving at

$$\varpi \geq -\sigma (1 + Z)^2 + \left( \frac{\theta_1 \lambda_{\min}(N)}{\lambda_{\min}(M)} - \frac{\theta_2 |MBK|^2}{\sigma \lambda_{\min}(M)} \right) \frac{|\hat{x}|^2}{\eta^2}.$$
By choosing $\sigma = \frac{\theta^2_{min} |MBK|^2}{\theta^2_{min}(M^T)_{min}(N)}$, we have
$$\varpi - \varepsilon \geq -\sigma(1 + Z)^2 - \varepsilon,$$
where $\varepsilon > 0$. Next, we can further design $\omega$ as follows:
$$\omega = \begin{cases} \
\min(0, \varpi) - \varepsilon, & \eta \neq 0, \\
-\varepsilon, & \eta = 0. 
\end{cases} \quad (15)$$

Analyzing the two instances of value of $\omega$, when $\eta \neq 0$, if $\varpi < 0$, it can always be obtained that $\omega = \varpi - \varepsilon \geq -\sigma(1 + Z)^2 - \varepsilon$, and if $\varpi \geq 0$, $\omega = -\varepsilon \geq -\sigma(1 + Z)^2 - \varepsilon$. In addition, when $\eta = 0$, the inequality also satisfies $\omega = -\varepsilon \geq -\sigma(1 + Z)^2 - \varepsilon$. Recalling the dynamics of event function $Z(t) = \omega(\varpi, \varepsilon)$, we have $Z \geq -\sigma(1 + Z)^2 - \varepsilon$ in all instances. By defining $\phi \leq Z$, where $\phi$ is the solution of $\dot{\phi} \geq -\sigma(1 + \phi)^2 - \varepsilon$ satisfying $\phi(0) = Z$, the IET is lower-bounded by the time $\tau$ takes for $\phi$ to evolve from $Z$ to 0.

Compared with the results in [21], the two new design parameters $\theta_1$ and $\theta_r$ are introduced. As a result, the evolution rate of the event function $Z(t)$ can be further adjusted, meaning that the IETs can be adjusted more freely.

It is worth noting that the derivation of minimum IET $\tau$ in (13) is independent of the state $\dot{x}$ or the event triggering error $\eta$, thus we can conclude that the IET-designable ETM features the global robust event-separation property. Meanwhile, solving a strictly positive $\tau$ automatically excludes Zeno behavior.

Remark 2: Theorem 1 and its proof give an improved IET-designable ETM for the lateral dynamics of intelligent vehicle. We can find that a freely designable minimum IET relies on design parameters $Z$ and $\varepsilon$. Additionally, a desired minimum IET can be acquired by adjusting the parameter $\sigma$, which suggests that we can also adjust the matrices $M$ and $N$, control gain $K$, and parameters $\theta_1$ and $\theta_r$.

Remark 3: If considering that the disturbances $\xi$ is unnecessary, we can obtain the same results as in Theorem 1. Therefore, we conclude that the derivation process and the strictly positive minimum IET $\tau$ is guaranteed whether or not disturbances $\xi(t)$ exists. Furthermore, convergent $\xi(t)$ indicates convergent $\dot{x}(t)$ as a result of the exponential stability of the linear system.

IV. SIMULATION RESULTS

In simulation, the entire simulation time is 15 s and the sampling period is 0.01 s. We adopt three different strategies to achieve the control object: an improved IET-designable ETM ($\theta_1 = 8$ and $\theta_r = 0.1$), IET-designable ETM in [21] (without $\theta_1$ and $\theta_r$), and time triggering (0.01 s). In addition, in an IET-designable ETM, $Z = 1$ and $\varepsilon = 1$ are chosen. By [22], some values of bicycle model parameters are given as follows: $m = 1421$ kg, $\mu = 0.6$, $V_s = 18$m/s, $I_z = 2570$ kg · m$^2$, $C_f = 170$, $550$N/rad, $C_r = 137$, $844$N/rad, $I_f = 1.191m$, and $I_r = 1.513m$. We set the initial state $\dot{x} = [0; 0; 0; 0]$ and choose the weight matrix $Q = \text{diag}\{30, 10, 1, 1\}$ and $R = [1000]$ of the LQR controller. Based on $A$ and $B$ in (3), assuming the matrix $N$ is an identity matrix, we obtain the matrix $M$ by (9). We next assume the upper-boundedness of the disturbance $\xi = [3 \times 10^{-4}; 1 \times 10^{-3}; 0; 0]$ and $G = \text{diag}\{1, 1, 1, 1\}$.

The simulation results of sideslip $\beta$, yaw rate $\psi$, lateral error displacement $e$, and control input steering angle $\delta$ are computed according to the
system state variables $\dot{x}$ and desired equilibrium point $x^*$, and are presented in Fig. 2. Fig. 4 displays the actual trajectories of three control strategies and a reference trajectory. Fig. 3 depicts the countdown variable $Z$ and IET at every triggering instant and implies the influence of the two new parameters. If we adopt the IET-designable ETM in [21], the value of $\omega$ will be too large or too small, with the maximum being approximately $8 \times 10^8$. Furthermore, this means that we will acquire the same results for values of $\omega$ and $Z$ as shown in Fig. 3. Obviously, this is a heavy computational burden, which contradicts the purpose of this work.

We attempted to change the values of design parameters $Z$ and $\varepsilon$, and chose different matrices $M$, $N$, $Q$, and $R$, but these attempts had little effect on the results, implying that the designability of IET-designable ETM in [21] still has some limitations when applied in actual systems. To obtain a desirable control performance, we introduced two new design parameters, $\theta_l \geq 1$ and $\theta_r \leq 1$. This is a natural operation that can ensure that $\omega$ further satisfies $\omega < \varpi$, so that the asymptotic stability of system is guaranteed. We adopted this improved IET-designable ETM, and the two new design parameters were chosen as $\theta_l = 8$ and $\theta_r = 0.1$. In Fig. 3 and Table II, it can be easily seen that the triggering numbers decrease significantly after introducing $\theta_l$ and $\theta_r$, leading to nearly up to a 94% savings of triggering numbers compared to the time triggering control strategy and 88% compared to the IET-designable ETM strategy in [21].

It should be noted that when we select different parameters of vehicle models, some fluctuations in the results of saving triggering numbers occur, but this approach can save the triggering numbers by more than 60% by adjusting the values of two new parameters $\theta_l$ and $\theta_r$, in general.

V. CONCLUSIONS

This brief focuses on the lateral motion control problem of intelligent vehicle via a malleable event triggering control mechanism for the LQR controller. Simulation results verify the performance gain from saving computational load and communication resources, while achieving the control objective under bounded disturbance. Furthermore, the two new design parameters greatly improve the designability of the IET-designable ETM, which can be developed further to broaden its applicability. In our future work, the dynamical characteristics of the IETs in the proposed IET-designable ETM will be further investigated.
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