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Abstract

The supply and demand of energy is influenced by meteorological conditions. The relevance of accurate weather forecasts increases as the demand for renewable energy sources increases. The energy providers and policy makers require weather information to make informed choices and establish optimal plans according to the operational objectives. Due to the recent development of deep learning techniques applied to satellite imagery, weather forecasting that uses remote sensing data has also been the subject of major progress. The present paper investigates multiple steps ahead frame prediction for coastal sea elements in the Netherlands using U-Net based architectures. Hourly data from the Copernicus observation programme spanned over a period of 2 years has been used to train the models and make the forecasting, including seasonal predictions. We propose a variation of the U-Net architecture and further extend this novel model using residual connections, parallel convolutions and asymmetric convolutions in order to introduce three additional architectures. In particular, we show that the architecture equipped with parallel and asymmetric convolutions as well as skip connections outperforms the other three discussed models.
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1. Introduction

Renewable energy system has received increasing attention in the last years. In this context, the ability to accurately predict weather elements is crucial to the effective use of weather elements resources. In particular, it has been shown that weather forecasting affects sectors like agriculture, forestry, transportation and healthcare among others, thus having a major impact on the global economy [1, 2, 3, 4, 5]. More importantly, weather prediction can be used to save thousands of human lives by being able to forecast various types of natural disasters like tornadoes and flash floods [6, 7].

Classical approaches to perform weather forecasting heavily relied on the thermodynamics laws, Navier-Stokes equations, the statistical properties of the data, as well as the various properties of the atmosphere [8, 9, 10, 11]. This set of methods belongs to the Numerical Weather Prediction (NWP) approaches and generally require a large amount of compute resources since the processing is done on supercomputers [12]. Furthermore, it has been shown that NWP based approaches might suffer from computational instability, mainly due to the initial conditions of the models [13]. Recent data-driven approaches on the other hand perform a simulation of an entire system in order to predict its next state. The main methodology used by these methods is the usage of historical data to perform the forecasting. Based on the success provided by machine learning models (i.e. support vector machines, random forests, gaussian processes and neural networks) to forecast time series, these approaches have also been used for weather data [14, 15, 16, 17, 18, 19, 20]. In particular, neural networks based models can use either shallow or deep architectures. As opposed to shallow networks that require domain knowledge and feature engineering, deep convolutional neural networks are less constrained by domain expertise. Indeed, these networks are capable of extracting the underlying complex patterns of the data by stacking of multiple nonlinear layers. Deep learning based models have already shown promising results in weather elements forecasting as well as several other domains such as biomedical signal analysis, healthcare, neuroscience and dynamical systems among others [21, 22, 23, 24, 25, 26, 27, 28, 29, 30]. In particular, convolutional neural networks has shown to be successful for a wide range of tasks [31, 23]. The U-Net architecture which consists of two main parts, i.e. the contracting and expanding, has shown to be efficient in many computer vision tasks. It is efficient at processing the input data at lower resolutions and restore it to its original resolution. In particular, U-Net based architectures have been successfully applied to medical data for diverse tasks such as segmentation, cell counting, and reconstruction [32, 33, 34].

The main contribution of this paper is to extend U-Net based deep learning architectures to learn the underlying com-
plex mapping between three-dimensional input data and two-dimensional output data. These architectures are then employed to perform multi-feature coastal weather forecasting as shown in Fig. 1. More precisely, we show that among the four novel proposed models, the one that uses a combination of asymmetric, parallel convolutions and skip connections inside each residual block outperforms the other models for the satellite imagery prediction of a coastal area of the Netherlands.

This paper is organized as follows. The literature review of satellite imagery for weather forecasting is discussed in section 2. The proposed models are presented in section 3. Section 4 introduces the used dataset. The experimental results, the corresponding discussion and finally the conclusion are given in sections 5 and 6 respectively.

2. Related Work

Weather forecasting based on deep learning models has recently gained a lot of attention due to the rapid advancement of neural network techniques and availability of weather data [35]. The authors in [36], used a deep convolutional neural network to predict thunderstorms and heavy rains. The model was then compared against traditional machine learning models such as random forests and support vector machines. The authors in [37] incorporated multiple ConvLSTM layers to predict the precipitation rate using radar data. Moreover, multi-stream convolutional neural networks combines with a self-attention mechanism [38, 39] has been studied for precipitation forecasting [40].

In this paper we are interested in weather forecasting based on satellite imagery. Several approaches have been discussed in the literature for performing frame prediction from satellite data for weather forecasting using modern data-driven approaches. For instance, the authors in [41], used satellite data in combination with deep learning techniques to perform sea surface temperature (SST) prediction in a subarea of the East China sea. The main type of layer used in this work was the ConvLSTM layer and was compared to three different models: support vector regression (SVR) model, a persistence model that was simulating a naive forecasting and a third model based on LSTM layers. It was shown that the ConvLSTM model outperformed the other models for 10 days ahead prediction in a recursive fashion.

Similarly to the previous work, sea surface temperature forecasting is also performed using deep learning and remote sensing imagery from satellite data in [42]. The methodology discussed in in [42] is based on a multi-input convolutional neural networks that process the inputs using different spatial resolutions. The end goal of this work was to establish a relationship between sea surface temperature forecasting and tropical instability waves.

In [43], eight cyclone datasets are used for two main objectives: classifying whether the given image contains a storm or not as well as predicting the storm’s location. In contrast with the previous works, this methodology is not end-to-end since multiple preprocessing steps are performed before training the deep learning model. In particular, multiple optical flow based techniques are used to perform temporal interpolation and the result of this processing is then fed to the deep learning models. The neural networks used are existing approaches that provide a fast inference time, namely YOLO [44] and RetinaNet [45].

Another similar research work in [46] performs precipitation nowcasting using artificial neural networks and satellite data. In this work, thermal infrared image prediction is first performed in order to get an estimation of the predicted precipitation. Hourly data is used and the neural network model is compared to other approaches such as linear interpolation, steady state methodology and persistence prediction.

Furthermore, future frame prediction is an active field of research in computer vision because of the several use cases where it can be applied such as anomaly detection, video prediction among others. In this context, within the field of deep learning, two main approaches are generally considered: autoencoders and generative adversarial neural networks [47, 48, 49, 50].

3. Proposed models

We aim at proposing a model that accurately maps a set of input images to a set of output images. To this end, the U-Net architecture [32] is used as the core model and is enriched by incorporating more advanced elements suitable for the task under study. The U-Net architecture is initially designed for medical image segmentation and has similar structure to that of an autoencoder. A first contracting part, where the features are extracted from the input image, is followed by an expanding part that performs classification on each pixel.

In this paper, we propose an extended Unet architecture. Additionally modern enhancement techniques such as residual connections [51], inception modules [52, 53] and asymmetric convolutions [54] are taken into account when designing these models. The residual or skip connections have shown to improve the performance on deep networks by avoiding the vanishing of small gradients. On the other hand, inception modules apply convolutions with different kernels at the same level to capture features from larger and smaller areas in parallel. In the same way, asymmetric convolutions allow us to enlarge the network and thus its learning capacity, and at the same time the number of parameters is reduced.

In what follows, we propose four different models, each one being an extended version of the previous one. These models are 3DDR-Unet, Res-3DDR-Unet, InceptionRes-3DDR-Unet and AsyInceptionRes-3DDR-Unet.

3.1. 3D Dimension Reducer Unet (3DDR-Unet)

This section introduces 3D Dimension Reducer Unet (3DDR-Unet) which is based on Unet core architecture [32]. The classical Unet model, is a fully convolutional neural networks containing two parts: A contraction part or encoder and an expansion part or decoder. The first part is composed of stacked convolutions and pooling operations to extract features and capture the context in the input. The second symmetric part combines the features extracted in the contraction part with an
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Figure 1: Prediction process overview. The time steps from $t-d$ to $t$ correspond to the lags of the models to generate the prediction of the time step $t+h$, where $d$ is the number of lags and $h$ is the number of time steps ahead.

upsampled output. In this way, the network expands the data to its original size and projects the learned features onto the pixel space to perform an accurate classification of them.

Here, we propose the 3DDR-UNet architecture, which manipulates 3-dimensional data in the encoder and 2-dimensional data in the decoder. This configuration allows the network to capture spatial and temporal dependencies from a stack of 2-dimensional images in the contracting part. Then the first input dimension (time dimension) is reduced from $n$ (number of time-steps or lags, which is 10 in our case) to 1 in the middle of the network before the data moves towards the expanding part. Those extracted and combined features are later used to reconstruct one single image in the decoder. The reduction in the first input dimension is carried out by convolutions with kernel size $n \times 1 \times 1$ ($10 \times 1 \times 1$ in our case) and valid padding. The output of these operations is a weighted average of different time-steps (i.e. lags) in the input. Essentially, this architecture extracts features on the encoder part and averages them in a weighted fashion over the first dimension before it is fed into the decoder part. The number of convolutional filters grows exponentially after each pooling from $n$ to $16n$ in the encoder part, and shrinks again to $n$ in the decoder part, with a kernel size of $3 \times 3 \times 3$.

The size of both the pooling and the upsampling operations is set to $1 \times 2 \times 2$. In this way, the temporal dimension of the data remains unchanged during the pooling and upsampling, while the spatial dimension of the data (second and third dimension) is reduced and later upsampled.

Given the nature of the task, we train the network to perform a regression of every pixel. Traditionally UNet is used for segmentation tasks. Here, as opposed to the segmentation tasks, in which each pixel belongs to a class, we first normalize both input and output data. Then the Mean Squared Error (MSE) metric is used during the training to minimize the difference between the predicted value of each pixel and the ground truth value. The architecture 3DDR-UNet of the network is shown in Fig. 2.

3.2. Residual 3D Dimension Reducer UNet (Res-3DDR-UNet)

The second proposed model, Residual 3D Dimension Reducer UNet (Res-3DDR-UNet), is an extension of 3DDR-UNet model introduced previously. In order to augment its learning capacity, we scale up the model by adding a generous number of convolutional operations. We use three convolutional layers and a skip connection around the first layer and the final activation to avoid the vanishing of gradients. All these operations form a residual block.

Further, the outputs of the last convolutions in the block are normalized making use of a batch normalization layer. This normalization also aims at increasing the robustness of the network and alleviate the vanishing gradient problem.

Following the lines of [51], we skip two convolutional layers in each block which enhances the performance as well as faster training. As a result of these changes, the number of trainable parameters grows by 50% compare to the 3DDR-UNet. It should be noted that the kernel size of the convolutions, pooling and upsampling as well as the loss function were similar to the ones used in 3DDR-UNet. The architecture of the Res-3DDR-UNet is depicted in Fig. 3.
3.3. Inception Residual 3D Dimension Reducer UNet (InceptionRes-3DDR-UNet)

Motivated by the effectiveness of inception modules in CNN classifiers [52] [55], we include similar modules in our residual blocks. Within this module, the data stream is split into parallel convolutions with different kernel sizes. Later the branches are concatenated again. This structure is motivated by the ability to extract various features through the usage of multiple kernel sizes applied to the same data. After these parallel operations, the features are concatenated and combined with a $1 \times 1 \times 1$ convolution, which is equivalent to a weighted average. Hence, the network learns to favor over time the branches with the most suitable kernels. Essentially this module allows the network to employ different kernels for the task, and give more importance to the most relevant ones.

Here in particular, we use three parallel branches with $1 \times 1 \times 1, 3 \times 3 \times 3$ and $5 \times 5 \times 5$ kernels. As suggested in [55], we approximate the $5 \times 5 \times 5$ convolution by two sequential $3 \times 3 \times 3$ convolutions, leading to a reduction in the computational cost. In addition, a convolution of $1 \times 1 \times 1$ is included at the beginning of each branch to reduce the dimensionality of the data and thus reducing the computational cost. Furthermore, inspired by the performance of [53], we kept the residual connection that skips the parallel branches. The number of convolutional filters, kernel sizes of pooling and upsampling as well as the loss function are the same as those of the previous models. The architecture of InceptionRes-3DDR-UNet is shown in Fig. 4.

3.4. Asymmetric Inception Residual 3D Dimension Reducer UNet (AsymmInceptionRes-3DDR-UNet)

Driven by the need to reduce the parameters in InceptionRes-3DDR-UNet, we introduce a lighter, yet more effective model. Here we use asymmetric convolutions [54] to lower the complexity of the parallel convolutions. As shown in Fig. 5 each kernel is decomposed into three simpler ones and applied consecutively. The resulting combination of operations is an approximation of the original operation with considerably fewer parameters (see [54] for more details). In consequence of such reduction of parameters, we can afford to remove the $1 \times 1 \times 1$ convolution at the beginning of each branch within the asymmetric inception residual block, whose purpose is to reduce the complexity of the data and thus making the model lighter. Furthermore, we have added two more parallel branches in each block to make the model comparable to the previous ones in terms of parameters. The number of convolutional filters, the
Figure 3: Architecture of Res-3DDR-UNet model. The annotations above the residual blocks correspond with the output shape of such blocks. Similarly to 3DDR-UNet, the first part reduces the dimensionality, and then the second part upsamples the data to its original size (except for the temporal dimension). Between the reduction and expansion parts, intermediate convolutions reduce the temporal dimension (lags) from 10 to 1.

Figure 4: Architecture of InceptionRes-3DDR-UNet model. The annotations above the inception residual blocks correspond to the output shape of such blocks. Similarly to the previous models, the first part reduces the dimensionality, and then the second part upsamples the data to its original size (except for the temporal dimension). Between the reduction and expansion parts, intermediate convolutions reduce the temporal dimension (lags) from 10 to 1.
4. Data Description

The data used in this paper consists of satellite images. It is provided by Copernicus [1] and the observation program led by the European Commission and the European Space Agency (ESA). Specifically, it is part of the dataset "Atlantic - European North West Shelf - Ocean Physics Analysis and Forecast" [56], covering a geographical area with longitude from E 002°000 to E 006°000 and latitude from N 51°600 to N 53°400. The spatial resolution is approximately 1.5 km, so every pixel represents a region of size 1.5 × 1.5 km. We chose such a geographical area since it covers both the land and sea of the Netherlands. Furthermore, the selected observations start on 01/03/2017 and end on 13/02/2019, with an hourly temporal resolution. The dataset consists of four weather variables, i.e. Eastward current velocity (EastCUR), Northward current velocity (NorthCUR), Seawater salinity (SAL) and Sea surface height (SSH).

Therefore, each time-step of each variable is represented by 135 × 135 image (see Fig. 7). For reproducibility purposes, the code as well as the dataset are available on Github [2]. More details on the included variables, can be found in the official documentation [4].

5. Experimental Results

5.1. Data Preprocessing

As the data contains sea elements, the pixels in the image that represent the ground should not be taken into account by the network. In practice, the pixels corresponding to the land are masked initially. Hence, we apply a MinMax scaling with a boundary of 0.1 and 1 to the pixels representing the sea elements as follows:

\[
x = 0.1 + \frac{(x - x_{\text{min}}) \cdot (1 - 0.1)}{x_{\text{max}} - x_{\text{min}}}.
\]

Then the pixels representing the ground are assigned a zero value. In this way, the pixels that belong to the ground are invisible to the models because of the ReLu activation function used within them. Moreover, we crop the images seven pixels from the right and the bottom sides, resulting in a 128 × 128 shape, which is suitable for the subsequent convolutional and pooling operations. The data is arranged in such a way that the resulting object is a four-dimensional array \( T \in \mathbb{R}^{L \times H \times W \times V} \), where \( L \) is the number of timesteps, which makes up the time dimension. \( H \) and \( W \) refer to the size of the image and form the spatial dimensions. The last element \( V \) corresponds to the sea variables.

5.2. Experimental Setup

For all the models, we use all the variables as input, and we perform a prediction of the same variables. The number of convolutional filters is chosen in such a way that all models contain comparable total number of trainable parameters.

In our experiments, the number of lags is set to 10 as empirically it was found to yield better performance compared to other tested lag values. Therefore, the model receives ten hours of information to predict one single time-step, which translate into having an input with shape \((10, 128, 128, 4)\) and output with shape \((1, 128, 128, 4)\). In addition, to test the predictive ability of the models as well as their robustness, four different experiments are carried out. It consists of performing 12, 24, 48, and 72 hours ahead predictions for all the variables. The models are trained with data spanned over a year, from 01/03/2017 to 01/03/2018, in total 8760 hours training data. The validation data is composed of 2016 hours, and represents 504 hours from each season (spring, summer, autumn and winter). This validation data corresponds to a period of time after the training data. Similarly, the test data is composed of another 2016 hours after the training data. The specific days used in both the validation and test can be found in Table 1.

| Season   | Spring | Summer | Autumn | Winter |
|----------|--------|--------|--------|--------|
| Validation From | 01/04/2018 | 01/07/2018 | 01/10/2018 | 01/01/2019 |
| To       | 22/04/2018 | 22/07/2018 | 22/10/2018 | 22/01/2019 |
| Test From | 23/04/2018 | 23/07/2018 | 23/10/2018 | 23/01/2019 |
| To       | 13/05/2018 | 12/08/2018 | 13/11/2018 | 13/02/2019 |

5.3. Training

The same training setup is used in all the models. As mentioned previously in section [3], the Mean Squared Error (MSE) is used as the loss function to minimize the differences between the predicted and the ground truth image. Adam optimization
method [57] is applied to optimize the loss function. The batch size and the dropout rate are set to 16 and 0.5 respectively. We also implemented a checkpoint callback that monitors the validation loss and we let the models to be trained for 100 epochs in each of the experiments. The best results are then saved based on the performance of the models on the validation data.

5.4. Results and discussion

This section presents the results obtained from the described experiments. The obtained MSEs of all the models for each of the configurations are tabulated in Table 2. These results correspond to testing of the models on the four combined sea seasons. It can be observed that for all the models the prediction error increases as the number of hours ahead increases. AsymmInceptionRes-3DDR-UNet model performs better than the other models in almost all the scenarios. This improvement in the performance is more apparent as the number of hours ahead increases.

In Table 3, the test MSE of each model is displayed separated for each season. Similar to the previous results, AsymmInceptionRes-3DDR-UNet outperforms the other discussed models in most the setups. One may also observe that seasons with more changing weather conditions such as winter makes it more challenging for the networks to learn the underlying complex patterns. All of the four models yield noticeably better predictions in seasons with more stable weather, like summer. Furthermore, a comparison of the final number of convolutional layers of each model can be found in Fig. 8.

Fig. 9 shows the obtained MSE of the test data for each sea element. Fig. 10 (a,b,c,d) corresponds to 12, 24, 48 and 72 hours ahead prediction respectively. In general, we observe that seawater salinity is the most challenging variables to be predicted among the considered variables in this study.

An example of the 48h ahead forecast with AsymmInceptionRes-3DDR-UNet model during winter is shown in Fig. 11. As it can be seen, the forecast is considerably accurate, even when it comes to seawater velocity (EastCUR and NorthCUR), which contains quite different areas.
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6. Conclusion

In this paper, four new models based on the U-Net ar-
chitecture are introduced for multi-step ahead coastal sea elements prediction. The proposed models are exam-
ined under different setups, i.e. different seasons and numbers of hours ahead. Among the discussed models, AsymmInceptionRes-3DDR-UNet and InceptionRes-3DDR-UNet have shown superior performance thanks to the use of parallel convolutions. However, the incorporation of asymmetric convolutions and additional parallel branches make the AsymmInceptionRes-3DDR-UNet perform slightly better than the latter, yielding the most promising results on the studied tasks. The scripts and models used in this pa-
per can be found in https://github.com/jesusgf96/Sea-
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