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Negative-U defects in semiconductors

1. Preface

The presence of defects and contaminants in crystalline solids, and in particular crystalline semiconductors, is unavoidable. Defects, if not deliberately introduced, necessarily occur due to a fundamental reason: the lowering of free energy by increasing configurational entropy. Contamination, on the other hand, essentially depends on the contact of the sample with alien species, and therefore on the specificities of growth and processing technologies.

Defects and impurities in semiconductors can be intentionally introduced in order to confer the material with customised mechanical, electrical, optical or magnetic functionality. However, even when intentionally present, they may also turn out to be critical as the semiconductor can acquire other prominent, but unwanted properties. For instance, while a certain amount of dissolved oxygen is highly beneficial in terms of the mechanical stability of silicon wafers, under certain conditions the oxygen impurities precipitate and form clusters which act as shallow donors and so increase the availability of electrons for electrical transport at room temperature. This effect alters the electronic specifications of the silicon, and in p-type material type-inversion can occur. Another example is the creation of silicon vacancies in silicon carbide which can act as single-photon emitters for quantum communications. However, they are also responsible for the introduction of several deep electron traps which are highly detrimental in terms of compensation effects in n-type material. Clearly, understanding defect properties, and if possible, their quantum mechanics, is paramount for technologies that range from solar power conversion to quantum computing.

Defects can be classified in many ways, but regarding their geometric properties they are usually distinguished as point-like and extended. Examples of point defects are vacancies, interstitials, antisites (misplaced atoms in compound crystals) and atomic-scale complexes. On the other hand, extended defects include dislocations, surfaces and interfaces. Regardless of their size and shape, they change the potential in the Hamiltonian of the pristine material. Consequently, that often leads to the appearance of defect states within a spectral range which would be forbidden to the otherwise perfect crystal.

Unlike crystalline states, defect states are localised in real space. They may capture charge carriers depending whether the stabilisation energy (for instance due to bond formation or exchange interactions) overcomes the repulsive energy between the captured charge and other charges already present. In some cases, defects may actually capture more than one carrier of the same type, but now the stabilisation energy has to exceed the repulsion from previously captured charges as well. This extra cost is often referred to as correlation energy (U). We may find an analogy of this effect in the sequential ionisation of an atom, for instance,

\[ \text{He}^0 + I_1 \rightarrow \text{He}^+ + e^-; \]
\[ \text{He}^+ + e^- + I_2 \rightarrow \text{He}^{++} + 2e^-, \]

where \( I_n \) is the \( n \)-th ionisation energy of the He atom. Here \( I_2 > I_1 \), and the difference \( U = I_2 - I_1 \), which essentially accounts for the electron-electron repulsion and nuclear screening, is obviously positive. Alternatively, \( U \) may be defined as

\[ U = E(\text{He}^0) + E(\text{He}^{++}) - 2E(\text{He}^+), \]

where \( E(\text{He}^q) \) is the energy of the He atom in the \( q \) charge state. The fact that \( U > 0 \), makes a pair of He\(^+\) ions more stable than He\(^0\) + He\(^{++}\), so that a He\(^+\) gas will not decompose into a mix of He\(^0\) and He\(^{++}\) ensembles.

As in the case of isolated atoms, most defects in semiconductors show positive \( U \) values. However, we know today, that many effectively show a negative-U correlation between sequential charging events in apparent defiance of electrostatics. It is as if they became less ‘eager’ for electrons (holes) immediately after electron (hole) emission!

In the early 1970’s, Anderson introduced the idea of negative-U to explain the absence of paramagnetism in glassy-semiconductors doped with n- and p-type impurities [1]. The material was envisaged as a random network of three-state bonds whose potential energy was given by \( V = 1/2 c x^2 - \lambda_{ep} (n_\uparrow + n_\downarrow) x + n_\uparrow n_\downarrow U. \) Here \( x \) represented a bond coordinate, \( c \) its respective harmonic coefficient, and \( n_\uparrow \) and \( n_\downarrow \) were spin-up and spin-down bond occupancies \((n_{\uparrow\downarrow} = \{0, 1\})\). The last term accounted for an electronic Hubbard correlation energy [2], with impact only when both electrons pair to form the bond \((n_\uparrow = n_\downarrow = 1)\). The striking ingredient of the model was the introduction of an electron-phonon coupling constant \( \lambda_{ep} \) connecting the bond displacement with its occupancy. Accordingly, considering atomic relaxations and the definition of Eq. 2 the net effective correlation involving the three states \((n_\uparrow + n_\downarrow = \{0, 1, 2\})\) is given by \( U_{\text{eff}} = U - \lambda_{ep}^2/c. \) It was then noted that for sufficiently strong coupling, \( U_{\text{eff}} \) becomes negative, thus providing an explanation for why in many glasses and polymers, paramagnetic \( n_\uparrow + n_\downarrow = 1 \) states are unstable against diamagnetic \( n_\uparrow + n_\downarrow = \{0, 2\} \) states.

Although the original idea of Anderson was to describe the formation of bipolarons (where pairing of two electrons and two holes in a localised region is favoured against single polaron formation), the analogy to the negative-U effect in defects is evident. In fact,
the concept was extended to defects in semiconducting glasses (like As$_2$Se$_3$) by Street and Mott [3]. Kastner and co-workers [4] analysed the applicability of the model to several other compounds, emphasising that the dominant contribution to the negative correlation energy is of chemical origin, or in other words, is driven by rebonding of atoms.

In 1979, Baraff, Kane and Schlüter anticipated numerically that neutral, positive and double-positively charged vacancies in crystalline silicon (V$^0_{Si}$, V$^{++}_{Si}$ and V$^{+++}_{Si}$, respectively) formed an ‘Anderson negative-$U$’ system [5]. A Jahn-Teller distortion in the neutral charge state was claimed to be responsible for the effect, being sufficiently stabilising as to render V$^{++}_{Si}$ unstable against V$^0_{Si}$ and V$^{+++}_{Si}$, irrespective of the position of the Fermi energy. A few months later, these predictions were confirmed experimentally by Watkins and Troxell [6]. The following arguments provided the grounds for the claim: (i) the paramagnetic state V$^0_{Si}$, as monitored by electron paramagnetic resonance (EPR), was only observed at cryogenic temperatures under photo-excitation. This was an indication that V$^+_{Si}$ is metastable; (ii) Upon turning off the light, the intensity of the EPR signal bleached at a rate limited by a barrier of 0.05 eV. This figure was interpreted as the activation barrier for hole emission during V$^{++}_{Si} \rightarrow V^0_{Si} + h^+$; (iii) From deep level transient spectroscopy (DLTS), a peak with an activation barrier for hole emission of 0.13 eV, with twice the intensity expected for a single hole emission, could be connected to the following two-hole emission sequence,

$$V^{++}_{Si} \rightarrow V^{+}_{Si} + h^+ \rightarrow V^0_{Si} + 2h^+.$$  \hspace{1cm} (3)

It was then argued that for a negative-$U$ double donor, the hole involved in the first ionisation was bound more strongly (0.13 eV) than the second one (0.05 eV). Thus, at a temperature where the first hole is emitted, the second hole should follow immediately, naturally accounting for the double intensity of the peak.

Baraff, Watkins and others, inspired an entire community towards the characterisation of many other negative-$U$ defects in semiconductors. This account is about their work and the observations and concepts that followed. It aims at reviewing the literature and presenting the most recent results regarding experimental and theoretical methods involved in the characterisation of negative-$U$ defects in semiconductors.

The main text provides a survey regarding several experimental and theoretical reports on negative-$U$ defects (Section 2), an introduction to the physical concepts involved in the description of negative-$U$ defects (Section 3), details regarding experimental and theoretical methods that are used for their characterisation (Section 4), a tabular showcase of a selection of negative-$U$ defects in semiconductors, accompanied by a detailed description of some of the most interesting and technologically relevant ones (Section 5), and finally a revision of the main concepts, results and challenges for the future of the topic (Section 6).

2. Introduction

Multi-stability is among the most fascinating properties of point defects in semiconductors [7]. In the present context, we refer to a multi-stable defect as one which can be found in several inequivalent atomic configurations for a particular charge state. Along the same lines, a bi-stable defect has two non-degenerate atomic structures in the same charge state. The relative stability as well as formation/annihilation rates of different configurations of multi-stable defects are often sensitive to the application of external stimuli (e.g. temperature, electro-magnetic fields or mechanical stress). Hence, under favourable conditions, their populations can be shifted from those observed under equilibrium.

Upon changing the atomistic structure of defects, a change of its electronic structure also takes place. It is therefore expected that stimuli-induced defect re-configuration may affect significantly the properties of the host material. Exhibition of persistent photo-conductivity, photo-induced capacitance quenching, or temperature-dependent carrier trapping are symptoms that are commonly connected to multi-stability. The magnitude and timescale of these effects depend not only on the properties of the defects themselves, like transformation barriers, cross-sections and transition dipole moments, but also on sample properties like defect concentration and distribution, its thermal history, and of course the measurement conditions.

Negative-$U$ defects are intimately tied to multi-stability and metastability. These defects have at least three charge states, say with electron occupancy $|N-1\rangle$, $|N\rangle$, and $|N+1\rangle$. Here N is an arbitrary reference and the $|N-m\rangle$ state also includes m electrons at a reservoir with energy $E_F$ per electron (Fermi level). The distinction of negative-$U$ defects is that the intermediate $|N\rangle$ state is metastable and not found under equilibrium conditions. Figure 1 shows a schematic phase diagram of such a defect, where transition boundaries are drawn as a function of the effective correlation energy ($U_{\text{eff}} = I_2 - I_1$) and $E_F$. Here $I_m = E^{(N+1-m)} - E^{(N+2-m)}$ is the $m$-th ionization energy, with $E^{(N)}$ standing for the energy of state $|N\rangle$. When $U_{\text{eff}} > 0$, all three charge states can be populated under equilibrium conditions, depending on the location of the Fermi energy with respect to the transition levels at $E_c - I_1$ and $E_c - I_2$, where $E_c$ is the conduction band bottom. However, for a negative-$U$ defect, only $|N-1\rangle$ or $|N+1\rangle$ states are observed, with
equal populations being found when the Fermi level is located at $E_c - (I_1 + I_2)/2$.

Negative-$U$ defects show strong lattice relaxation effects upon capture and emission of carriers. For that reason, charge state transitions may involve considerable barriers and large Franck-Condon shifts, often making optical absorption and luminescence data hardly comparable to measurements carried out at equilibrium conditions (e.g. Hall effect). The metastable $|N\rangle$ state of negative-$U$ defects has a short lifetime, being formed only when sample conditions are away from equilibrium. Although reactions like $|N-1\rangle \rightarrow |N\rangle + \hbar\nu$ or $|N+1\rangle \rightarrow |N\rangle + e^-$ can in principle be stimulated with the application of external perturbations, e.g. injection of current or light pulsing, the population of $|N\rangle$ critically depends on a delicate balance between the time of the measurement, the forward and backward reaction (decay) rates, the latter being thermodynamically favoured.

Another difficulty for detection of negative-$U$ defects is related to the fact that the stability of $|N-1\rangle$ and $|N+1\rangle$ states is usually connected to the formation of closed-shell diamagnetic states, and therefore they are undetectable by EPR [1]. These are among the many features which make the characterisation of negative-$U$ defects a challenge, not only in the laboratory, but also from the perspective of theory and modelling.

The decade of the 1980’s was particularly prolific regarding the design and conception of experiments capable of probing the properties of negative-$U$ defects. Watkins and co-workers showed that in DLTS experiments, after applying filling pulses to Si diodes irradiated with electrons, carriers trapped at single vacancies ($V_{Si}$) and boron interstitials ($B_i$) in Si, were subsequently emitted in pairs under reverse bias [8, 9]. This is a particular signature of the negative-$U$ property, which follows from the relatively fast rate of the second emission compared to the slow rate of the first one. To large extent, this is determined by the condition $I_1 > I_2$. Hence, a conventional DLTS experiment can only measure a single transient, with a decay characteristic of the first (slower) emission. For the case of $B_i$, the measured transient corresponded to electron emission from the negatively charged $B^-_i$ (the deeper $|N+1\rangle$ state) [9]. Direct detection of the shallower emission $B^+_i \rightarrow B^+_i + e^-$ from the $|N\rangle$ state was not possible. The series of electrical trap-filling pulses required for DLTS measurements, quickly filled all traps into the $|N+1\rangle$ state, no matter how short the applied pulses were. This was later solved by replacing the biased injection of electrons by optical injection into boron-doped diodes with a mesa structure [10, 11].

A prominent example of a multi-stable defect which shows a negative-$U$ ordering of electronic transitions is the M-centre in InP. This defect is observed in electron-irradiated (1 MeV) undoped, nominally n-type InP, and was found in at least two main forms (A and B), depending on the bias conditions of the sample [12, 13, 14]. A clear indication that the A-form shows a negative-$U$ ordering of transition levels was found from thermally stimulated capacitance (TSCAP) measurements. While most transitions indicated an ordinary heating-induced loss of a single charge accumulated in a trap, two of them (labelled A2 and A3), occurred simultaneously, thus pointing to a very specific feature of negative-$U$ defects: a two-electron emission event. Despite the detailed experimental data already reported for the M-centre, the only atomistic model available in the literature is phenomenological. It consists of an indium-vacancy-phosphorous-antisite ($V_{In}P_{In}$) and phosphorous-vacancy-phosphorous-antisite pair ($V_{P}–2P_{In}$), which were assigned to A and B forms, respectively [15].

Another defect showcasing the negative-$U$ effect was firstly reported by Henry and Lang in order to explain the observation of persistent photocconductivity in chalcogen-doped Al$_x$Ga$_{1-x}$As alloys [16, 17]. There was no doubt that the defect involved a shallow donor species (D). However, because it also had a deep state at $\sim E_c - 0.1$ eV, postulated at the time as due to complexing with an undetermined constituent (X), the defect was labelled ‘DX’ centre. Based on first-principles pseudopotential calculations, Chadi and Chang came up with a model of a deep DX acceptor state localised on a broken S$_{As}$-Ga (or Al) bond [18]. Accordingly, when the Ga (Al) atom connected to neutral S$_{As}$ (referred to as $d^0$) moves away along the $\langle 111 \rangle$ crystallographic axis towards the interstitial site, the total energy increases as expected for a stable
structure, but the donor state becomes progressively deeper. When the level has dropped by more than the local repulsive correlation, the total energy is now $E_{\text{cap}} \sim 0.4$ eV above the minimum energy of $d^0$. At this point a free electron (donated by another S\textsubscript{As} dopant in the sample) is captured. The subsequent atomistic relaxation stabilises the negative state by $E_c = -0.5$ eV, with DX$^{-}$ landing at $E_{\text{cap}}-E_c = 0.1$ eV below the $d^0$ state. The authors underlined that the disproportionation reaction $2d^0 \rightarrow d^+ + DX^-$ was exothermal and therefore indicative of a negative-$U$ defect. This provided a natural explanation for the lack of EPR involving the DX$^{-}$ state.

A refinement of the model was subsequently proposed by Dobaczewski and Kaczor [19], who carried out a detailed analysis of the photoionisation of DX in Te-doped Al\textsubscript{x}Ga\textsubscript{1-x}As. In their work, the intermediate metastable state could better describe the ionisation kinetics if assumed to be a localised DX$^0$ defect (as opposed to the neutral shallow donor proposed by Chadi and Chang [18]). It is however consensual that the observed persistent photocurrent can be accounted for as resulting from the optical ionisation of an equilibrated population of DX$^-$ (in the $|N+1\rangle$ state) into metastable DX$^0 - e^-$ ($|N\rangle$ state), which quickly converts into $d^+ + 2e^-$ ($|N - 1\rangle$ state). The latter persists due to a large capture barrier hindering the recovery of DX$^{-}$.

Many other reports of negative-$U$ defects followed the above examples, including defects with huge impact on the electronic properties of semiconductors and devices. Prominent examples are the early members of the thermal double donor family of defects in Si and Ge [20, 21], interstitial hydrogen which can be involved in a multitude of solid-state reactions with defects and dopants in several semiconductors [22, 23], the carbon vacancy in 4H- and 6H-SiC which decisively limits the life-time of minority carriers in n-type material [21, 23], or boron-oxygen complexes involved in the light induced degradation of solar Si [26].

The characterisation of negative-$U$ defects involves the experimental monitoring of a two-carrier emission/capture reaction $|N+1\rangle \rightleftharpoons |N\rangle + e^- \rightleftharpoons |N-1\rangle + 2e^-$. This is a multi-step process involving both electronic transitions and geometric transformations. The kinetics is usually limited by a slow step, effectively ‘masking’ any subsequent fast steps. Under these circumstances, special tricks have been introduced in order to access the individual steps experimentally. Examples are the combination of junction spectroscopy with light excitation, or the judicious control of the amount of free carriers available for capture by using very short and limited injection pulses. From the above, it is also clear that theory, in particular first-principles modelling of the electronic structure, has played a huge role in unveiling the workings of negative-$U$ defects and providing guidance for experiments. It is in this spirit of collaboration that we intend to introduce the reader to the topic of negative-$U$ defects in semiconductors. Besides presenting a survey regarding what has been achieved so far, we dedicated much of the content to the concepts and techniques (both experimental and theoretical) involved in the characterisation of this class of defects. We end up with the identification of several problems, from minor loose ends to completely obscure issues, in the hope of stirring up those who may feel challenged by the topic.

### 3. Negative-$U$ defects in semiconductors

#### 3.1. Electronic correlation

Electronic correlation can be thought of as a measure of how much entangled two or more electrons are, or alternatively, how hard electron motion is within the field of other electrons. It is instructive to look at the concept from the perspective of the Hartree-Fock (HF) method [27]. Accordingly, the wave function is represented by a Slater determinant of $M$ spin-orbitals $\phi_i(x) = \psi_i(r)\sigma(s_i)$ with space- and spin-dependence $\psi_i(r)$ and $s_i = \{\uparrow, \downarrow\}$, respectively, where $i = 1, \ldots, M$ is a state-index. The manifold $x$ is a composite of space and spin coordinates. The total energy has contributions from single-electron and two-electron components [28],

$$E_{\text{HF}} = \sum_i H_i + \sum_{i>j} (J_{ij} - K_{ij}),$$

(4)

where core integrals,

$$H_i = \int d^3r \psi_i^*(r) \left( -\frac{1}{2} \nabla_i^2 - \sum_{\alpha} \frac{Z_\alpha}{|r - R_\alpha|} \right) \psi_i(r)$$

(5)

describe a set of independent electrons orbiting in the field of nuclei located at coordinates $R_\alpha$. Here, the Born-Oppenheimer approximation holds, so that $R_\alpha$ are fixed (the nuclear kinetic energy vanishes, whereas the nuclear-nuclear repulsion terms add up to an obvious constant which can be included in the result after computing the electronic energy). Interactions between electrons, namely their mutual repulsion and exchange contributions are given by the Coulomb and exchange integrals,

$$J_{ij} = \int d^3r_1 d^3r_2 \frac{|\psi_i(r_1)|^2 |\psi_j(r_2)|^2}{|r_1 - r_2|}$$

(6)

and

$$K_{ij} = \int d^3r_1 d^3r_2 \psi_i^*(r_1) \psi_j^*(r_2) \frac{\langle \sigma(s_i) \sigma(s_j) \rangle}{|r_1 - r_2|} \psi_i(r_1) \psi_j(r_2),$$

(7)

respectively, and they obey to the relation $J_{ij} \geq K_{ij} \geq 0$. Unlike $J_{ij}$ elements, exchange terms involve
the interaction between states with parallel spin only. The scalar product \( \langle \sigma(s_i)|\sigma(s_j) \rangle = 0 \) when \( s_i \neq s_j \), i.e. when the interacting spin-orbitals have opposite spin. This follows from the anti-symmetry of the wave function with respect to the exchange of any electronic coordinate.

Equations [4] and [5] translate that each electron effectively interacts with an average charge distribution due to other electrons. This mean-field approximation ignores dynamical correlation, i.e., that electron coordinates are inexorably interdependent, so that they instantaneously avoid one another to reduce their mutual repulsion as much as possible. Nondynamical correlation is also disregarded since the wave function is approximated by a single Slater determinant. Both effects were referred to by Löwdin [29] as total correlation energy, \( E_{\text{corr}} = E - E_{\text{HF}} \), where \( E \) is the exact non-relativistic energy of the Schrödinger equation. \( E_{\text{corr}} \) is a very difficult quantity to obtain – a prohibitively large number (millions) of Slater determinants are needed in order to obtain a wave function approaching the exact solution, thus making the problem intractable, even for today’s largest supercomputers [30].

If we are solely interested in the ground state, significant progress can be made with the use of density functional theory (DFT) [31, 32, 33], which replaces the HF total energy (a functional of the wave function) by a functional of the electron density \( \rho [34] \),

\[
E[\rho(r)] = T_{0}[\rho(r)] + \int \mathrm{d}^3 r \, v_{\text{ext}}(r) \rho(r) + \\
\quad + \frac{1}{2} \iint \mathrm{d}^3 r \, \mathrm{d}^3 r' \, \rho(r) \rho(r') \frac{1}{|r-r'|} + E_{\text{xc}}[\rho(r)].
\]  

(8)

Analogous to the core integrals \( H_i \) of Eq. [4], the energy functional accounts for the kinetic energy of an arbitrary number of non-interacting electrons (\( T_0 \)), subject to an external potential (\( v_{\text{ext}} \)), due to nuclear and other non-electronic fields. The electron density is obtained from summation over occupied orbitals, \( \rho(r) = \sum_{i=\text{occ}} |\psi_i(r)|^2 \), which satisfy a set of partial differential equations analogous to single-particle Schrödinger equations. These are solved self-consistently in order to obtain the ground state density (which depends solely on the external potential) [31]. The electron-electron Coulomb repulsion term in Eq. [8] is analogous to the contribution of \( J_{ij} \) integrals in HF, although it now includes an unphysical self-interaction energy (electrons are repelled by themselves). In a similar fashion to the exchange integrals \( K_{ij} \), the exchange and correlation functional \( E_{\text{xc}} \) describes the electronic exchange interactions, but also incorporates all remaining effects, including correlation (absent in HF) and the neutralisation of the above-mentioned spurious self-interactions. Unfortunately, the mathematical form of \( E_{\text{xc}} \) is not known (except for an homogeneous electron gas [35, 36, 37]) and is approximately [38]. However, several approximations have been proposed, varying in physical detail and accuracy, and of course in computational load (see for instance Ref. [39] and references therein).

A very simple and intuitive method of treating correlation is that proposed by Hubbard for narrow electronic bands [2]. It nicely describes electronic motion within systems whose electrons are strongly localised on atomic orbitals like Mott insulators. Within the second-quantisation formalism, the Hubbard Hamiltonian is given by [37],

\[
\hat{H}_{\text{Hubb}} = t \sum_{\langle ij \rangle, \sigma} \hat{c}^\dagger_{i,\sigma} \hat{c}_{j,\sigma} + U \sum_i \hat{n}_{i,\uparrow} \hat{n}_{i,\downarrow} 
\]  

(9)

where \( \langle ij \rangle \) means that the summation runs over nearest-neighbour atomic sites \( i \) and \( j \), while \( \hat{c}_{i,\sigma} \) and \( \hat{c}^\dagger_{i,\sigma} \) stand for creation, annihilation and number operators for electrons of spin \( \sigma \) on site \( i \). For strongly localised states, electronic motion proceeds via hopping at a rate proportional to the jump integral \( t \), which relates to the band width. This is described by the first term of Eq. [9] and involves electron transfer between neighbouring sites \( \langle ij \rangle \). The second term accounts for the fact that each site is capable of accommodating up to two electrons of opposite spin. However, when a site is fully occupied (\( \hat{n}_{i,\uparrow} \hat{n}_{i,\downarrow} = 1 \)), both electrons interact with an energy \( U \). Hence, according to the Hubbard model, correlation is the energy raise during an electron transfer event involving two neighbouring sites with identical occupancy (one electron each).

Let us look at the above concept using a pair of oxygen atoms as an example. We know that the energy of a generic atomic system is a piecewise linear function of the electron occupancy (see for instance Refs. [38]). This is illustrated by the Frost diagram of Figure [2](red line), which shows the change in the total energy for the sequential reduction of atomic oxygen in contact with an electron reservoir (read the diagram from right to left along the horizontal axis). Oxygen is a highly electronegative species with positive first electron affinity (\( A_1 = 1.46 \) eV), and because of that, \( O^- \) is more stable than the neutral atom. However, capture of an additional electron is not favourable due to accumulated Coulomb repulsion. This is exhibited by a negative second affinity, \( A_2 = -7.71 \) eV. From the diagram, it is also clear that any (even fractional) charge transfer \( 0 < \delta \leq 1 \) between a pair of \( O^- \) anions, 

\[
20^- \rightarrow O^{-1-\delta} + O^{+1-\delta} \]

raises the total energy by a correlation energy \( \Delta E^{(N+\delta)} = (A_1 - A_2) \delta \). For the transfer of a whole electron (\( \delta = 1 \)), we obtain a general expression for the total correlation of a reference state with \( N \) electrons.

\[
U^{(N)} = \Delta^{(N+\delta)} = E^{(N+1)} + E^{(N-1)} - 2E^{(N)},
\]  

(10)
where the energies are indexed to the total number of electrons on each state. For the particular case of the \( \text{O}^- \) atomic state, the correlation energy is \( U = 1.46 + 7.71 = 9.17 \text{ eV} \).

Strictly speaking, correlation is exclusively an electronic property, and that is unambiguously defined for a single atom by Eq. 10 However, for a more complex moiety (e.g. a molecule, atom in solution, defect in a solid, etc.), the atomistic geometry, vibrational modes and electronic structure of ionised \( |N + 1 \rangle \) and \( |N - 1 \rangle \) states may differ substantially from the those of the reference \( |N \rangle \)-electron state. It is convenient to recall at this point the concept of effective correlation energy, which besides the electronic contribution, includes a relaxation energy,

\[
U_{\text{eff}}^{(N)} = U^{(N)} - \left( \Delta U_{\text{rel}}^{(N+1)} + \Delta U_{\text{rel}}^{(N-1)} \right)
\]

In the above, \( U^{(N)} \) is the electronic correlation as defined at the geometry of the \( N \)-electron reference state. On the other hand, \( \Delta U_{\text{rel}}^{(N+1)} \) and \( \Delta U_{\text{rel}}^{(N-1)} \) are positive relaxation energies, respectively affecting the \( |N+1 \rangle \) and \( |N-1 \rangle \) states just after transitioning from the \( N \)-electron state. These quantities reflect ionisation-induced atomic reconfigurations, entropy changes, etc., and they are analogous to the Franck-Condon energy dissipated by a molecule or defect following absorption or luminescent transitions [11].

3.2. Disproportionation

An electron transfer event involving two identical moieties with \( N \) electrons can be broken into two steps: (i) a sudden electronic excitation where an electron-hole pair is created – this raises the energy by \( U^{(N)} \), and (ii) a subsequent electronic/atomistic relaxation that lowers the energy by \( \Delta U_{\text{rel}}^{(N)} \). According to Eqs. 10 and 11 for a relaxation as large as \( \Delta U_{\text{rel}}^{(N)} > U^{(N)} \), we have \( 2E(N) > E(N+1) + E(N-1) \). In that case, a close pair of \( N \)-electron moieties becomes metastable and disproportionates into \( N - 1 \) and \( N + 1 \) electron species. Disproportionation is a well-known effect in electrochemistry, either taking place spontaneously or via thermal activation, eventually with the help of a catalyst [12]. Although disproportionation necessarily involves electron transfer, it is essentially driven by atomic rearrangement. An eloquent example is given by the reaction

\[
2\text{Cu}^+ (aq) \rightarrow \text{Cu} (s) + \text{Cu}^{++} (aq)
\]

where univalent copper (in solution) precipitates into solid Cu and cupric ions. Being exothermic, Reaction 12 gives \( 2E(\text{Cu}^+) > E(\text{Cu}^0) + E(\text{Cu}^{++}) \), with \( E(\text{Cu}^0) \) being the free energy per Cu species in the oxidation state \( q \) in its respective phase. In this reaction, the relaxation energy \( \Delta U_{\text{rel}} \) essentially results from the formation of Cu bonds in the copper metal.

Another textbook example of a disproportionation reaction is the decomposition of hydrogen peroxide accelerated at a metallic surface [13],

\[
2\text{H}_2\text{O}_2 (aq) \rightarrow 2\text{H}_2\text{O} (l) + \text{O}_2 (g).
\]

The superscripts in the compounds above stand for the oxidation state of oxygen. According to the reaction, for every \( \text{O}^- \)-pair in \( \text{H}_2\text{O}_2 \), one oxygen atom is reduced (to form water), while another becomes oxidised (leading to formation of molecular oxygen).

The Frost diagram for Reaction 13 is represented in Figure 2 (blue line). Using Eq. 10 we find that the correlation energy per oxygen atom in \( \text{H}_2\text{O}_2 \) is

\[
U_{\text{eff}} = \left[ E(2\text{H}_2\text{O}) + E(\text{O}_2) - 2E(\text{H}_2\text{O}_2) \right] / 2
\]

\[
= -1.06 \text{ eV}
\]

The factor of 1/2 arises due to the fact that each compound has two oxygen atoms. The negative effective correlation energy tells us that \( \text{O}^- \) ions in hydrogen peroxide are metastable against disproportionation into \( \text{O}^- \), an \( \text{O}^0 \) in water and molecular oxygen, respectively. In Figure 2, \( U_{\text{eff}} \) is the free energy difference per oxygen atom, between the \( \text{H}_2\text{O}_2 (aq) \) state and a mix of \( \text{H}_2\text{O} (l) \) and \( \text{O}_2 (g) \) represented by the dashed line. Like in the copper ion redox Reaction 12 the effective correlation of \( \text{O}^- \)
ions in H₂O₂ is negative due to atomic reconfiguration, more specifically due to proton transfer and formation of oxygen double bonds after electron transfer.

Many other examples are found in the literature, including the solid state disproportionation of tin(II) oxide (SnO) into tin(VI) and tin dioxide (SnO₂), again involving dramatic structural transformations [43], or the loss of bond length translational order in several perovskites due to random disproportionation of the metallic ions in the lattice [44].

### 3.3. Electronic transition levels of defects

The term electronic transition level of a defect has been given different meanings depending on the context. It has been interpreted differently, depending whether one refers to single-particle or many-body calculations, if it embodies electron-phonon coupling or not, or perhaps if it relates to measurements based on thermodynamic or kinetic quantities. In the present context, an electronic transition level of a defect (or simply defect level), is denoted as [46],

\[ E(N+1 / N) = E^{(N+1)}(N) - E^{(N)}(N) \tag{16} \]

and corresponds to the Fermi energy of a material, \( E_F \), above which the ground state of \( N + 1 \) electrons bound to a defect is more stable than any \( N \)-electron state (plus one electron at the Fermi reservoir). Analogously, one could say that when \( E_F \) drops below a \( E(N+1 / N) \) level, the \( (N+1) \)-electron state becomes unstable against the \( N \)-electron state (plus one electron at the Fermi reservoir). When the Fermi level coincides with the defect level, \( N \)- and \( (N+1) \)-state populations are identical. Under such conditions, the following isothermic conversion between \( D(N) \) and \( D(N+1) \),

\[ D(N) + e^- \rightleftharpoons D^{(N+1)} \tag{17} \]

shows identical forward and backward rates and occurs via exchange of electrons \( (e^-) \) with a reservoir with Fermi energy \( E_F = E(N+1 / N) \).

Let us assume that we have a concentration \([D]\) of non-interacting and identical defects in a sample at temperature \( T \). We also postulate that for the allowed range of \( E_F \) values, the defects may occur in up to two charge states, with respective concentrations \([D(N)]\) and \([D(N+1)]\), thus possessing a single electronic transition level \( E(N+1 / N) \). Under equilibrium, the fraction of defects with \( N \) bound electrons is given by [46] [47] [48],

\[ f^{(N)}(N) = Z^{-1} g^{(N)}(N) \exp \left( -E_F^{(N)}(N)/k_B T \right) \tag{18} \]

where \( k_B \) is the Boltzmann constant, \( Z \) the partition function,

\[ Z = \sum m g^{(m)} \exp \left( -E_F^{(m)}(N)/k_B T \right) \tag{19} \]

and \( g^{(m)} \) is a degeneracy factor [47]. In Eqs. 18 and 19, \( E_F^{(N)}(N) \) is the formation energy of a stable \( m \)-electron state,

\[ E_F^{(m)} = E^{(m)}(m) - m E_F \tag{20} \]

with the second term on the right of Eq. 20 representing the chemical potential of electrons in a reservoir with Fermi energy \( E_F \). For our two-state defect this results in the well-known distribution function,

\[ f^{(N+1)} = \left[ 1 + \left( \frac{g^{(N)}(N)}{g^{(N+1)}(N)} \right) \exp \left( \frac{E(N+1 / N) - E_F}{k_B T} \right) \right]^{-1} \tag{21} \]

Hence, if \( E_F \) is lowered below \( E(N+1 / N) \), the backward rate of Reaction 17 exceeds the forward rate, and most defects bind \( N \) electrons. Conversely, if \( E_F \) is raised above \( E(N+1 / N) \), occupation of the next available bound state becomes energetically favourable and the reaction proceeds to the right. Defined in this way, an electronic level depends on ground state energies \( E^{(N)} \) and \( E^{(N+1)} \) only. It is a thermodynamic quantity, analogous to a critical chemical potential for which a phase transition takes place.

Next we consider the case of a defect with two transition levels in the band gap. These define the borders between three charge states, say \( D(N-1) \), \( D(N) \) and \( D(N+1) \), in phase space. Let us inspect the populations of the three charge states by varying the level positions, but keeping the Fermi level locked at
midway between $E(N / N-1)$ and $E(N+1 / N)$, i.e., $E_F = [E(N+1) - E(N-1)]/2$. Using Eq. 15, we readily arrive at,

$$f^{(N)} = \left[ 1 + g^{(N+1)} + g^{(N-1)} \right]^{1/2} \exp \left( -\frac{U_{\text{eff}}(N)}{k_B T} \right)$$

$$f^{(N+1)} = \left[ 1 + g^{(N+1)} + g^{(N+1)} \right]^{1/2} \exp \left( -\frac{U_{\text{eff}}(N)}{2k_B T} \right)$$

with

$$U_{\text{eff}}(N) = E(N+1 / N) - E(N / N-1).$$

The above fractions are plotted in Figure 3(a), where we assume that $g^{(N-1)} = g^{(N)} = g^{(N+1)} = 1$. Under these conditions $f^{(N+1)} = f^{(N-1)}$, thus being represented by a common function $f^{(N+1)}$. The above degeneracy factors do not influence the location of the transition levels when extrapolated to $T \to 0$. In the graph of Figure 3(a) we also assume that the band gap width is $E_g = 1$ eV and $T = 300$ K.

For a positive-U defect ($U_{\text{eff}} > 0$), we have $f^{(N)} \approx 1$ (see right-hand side of Figure 3(a)) and the population of the other two states is negligible. On the other hand, for a negative-U defect ($U_{\text{eff}} < 0$), $D^{(N)}$ is metastable as seen by the negligible probability of finding this state (left-hand side of Figure 3(a)). Under these conditions, the reaction

$$2D \rightarrow D^{(N+1)} + D^{(N-1)}$$

becomes an exothermic disproportionation process with an energy balance,

$$\Delta E_t = E(N+1 / N) - E(N / N-1) = U_{\text{eff}}. $$

When the Fermi level is in the middle of the two levels with negative-U ordering, $D^{(N-1)}$ and $D^{(N+1)}$ show identical populations $f^{(N+1)} = 1/2$, implying the existence of a $E(N+1 / N-1)$ transition level at

$$E(N+1 / N-1) = [E(N+1 / N) + E(N / N-1)]/2,$$

which is represented by the thick blue line in the right-hand side of Figure 3(b). The $E(N / N-1)$ and $E(N+1 / N)$ levels involve the metastable $D^{(N)}$ state, so that they cannot correspond to thermodynamic transition levels. Their location is indicated by the arrows in Figure 3(b). Instead, they determine the position of the thermodynamic $E(N+1 / N-1)$ transition, which involves the exchange of two electrons with the Fermi reservoir. Finally, for the peculiar case of $U_{\text{eff}}(N) = 0$, Figure 3(a) indicates that $f^{(N)} = f^{(N+1)} = 1/3$ so that a triple-point with all states equally populated is attained. Under these conditions, all states in Reaction 25 are equilibrated under isothermic conditions ($\Delta E_t = 0$).

### 3.4. Formation energy diagrams

In the dilute limit, where defect-defect interactions are negligible, the equilibrium concentration of a defect on a charge state $q$ depends on its formation energy $E^{(q)}_t$ as,

$$[D^{(q)}] = [D_0^{(q)}] \exp(-E^{(q)}_t / k_B T), $$

with $[D_0^{(q)}]$ being the density of degenerate configurations (lattice sites and orientations per unit volume) that the defect has in the sample. In the above, we now use the charge state $q$ to label the electronic state of the defect (instead of the number of electrons or holes). The formation energy in Eq. 28 expresses the cost to create an isolated defect by trading electrons and atomic species with electronic and atomic reservoirs with chemical potentials $E_F$ and $\mu_i$, respectively (see Ref. 29 and references therein).

$$E^{(q)}_t (\mu, E_F) = E^{(q)} - \sum_i n_i \mu_i + qE_F, $$

were $E^{(q)}$ is the energy per defect in charge state $q$, surrounded by a sufficiently large volume of host material, enclosing $n_i$ atoms of species $i$ (dilute limit). We note that in Eq. 28 we did not consider the contribution of entropy to the formation energy. To do so, $E^{(q)}_t$ would have to be replaced by a free energy of formation, and $E^{(q)}$ in Eq. 29 would become $H^{(q)} - TS^{(q)}$, with $H^{(q)}$ and $S^{(q)}$ being the enthalpy and entropy per defect in charge state $q$, the latter accounting for vibrational, electronic and magnetic entropy terms. While the formation entropy can be of significant importance, in particular at high temperatures 51, for defects with deep states in the gap, electronic excitations depend exponentially on large activation energies, so that electronic and magnetic entropy can often be neglected. More care has to be taken regarding the vibrational entropy, particularly for negative-U defects where distinct structures with rather different vibrational spectra can occur. Although being usually small when compared to the electronic transitions of deep defects, vibrational entropy can be easily incorporated in Eq. 29 (see for instance Estreicher et al. 52).

Defect formation energies are in principle positive quantities, otherwise the host material would become unstable against spontaneous defect creation. The graphical representation of the formation energy of a defect as a function of the Fermi level (for a fixed set of atomic chemical potentials) is a common procedure in defect physics and chemistry. It allows us to compare the relative binding energy of electrons to different defects (with variable charge and stoichiometry) with respect to a common reference – the Fermi level.

On the left-hand side of Figure 4 we depict a formation energy diagram of the carbon vacancy
(V\text{C}) located on the pseudo-cubic site of 4H-SiC, for \( E_F \) values in the upper part of the band gap (n-type material). The diagram was constructed solely based on experimental observations. The origin of the horizontal axis (right limit of the axis) corresponds to the conduction band bottom. As we move to the left, \( E_F \) lowers within the band gap.

The \( V\text{C} \) defect at the pseudo-cubic site is a double acceptor that shows negative-\( U \)-ordering of levels. These were measured by conventional DLTS and Laplace-DLTS at \( E_c - E(=/-) = 0.64 \text{ eV} \) and \( E_c - E(-/0) = 0.41 \text{ eV} \) \cite{24,53}. From Eq. 27 and taking the singly negative state as reference, the acceptor states show an effective negative correlation energy of \( U_{\text{eff}} = -0.23 \text{ eV} \), and that implies the existence of a thermodynamic transition level at, \( E(=0) = [E(=/-) + E(-/0)]/2 = E_c - 0.53 \text{ eV} \), (30) while \( E(=/-) \) and \( E(-/0) \) are metastable. The \( E(=0) \) level establishes that under equilibrium conditions, only \( V\text{C}^0 \) or \( V\text{C}^- \) states can be found in n-type 4H-SiC. This is highlighted in Figure 4 as solid and dashed lines for the representation of the formation energy of stable and metastable states, respectively. That explains why observation of the \( V\text{C}^- \) paramagnetic state requires optical excitation \cite{54}. All three relevant transitions are indicated in the horizontal axis of Figure 4 by vertical lines at the crossing points of the formation energy segments. The slope of each segment is \( qE_F \), clearly distinguishing the charge state of the respective \( V\text{C}^q \) defect. The charge neutralisation condition holds via trading of \((2 - q)e^-\) electrons with the Fermi reservoir. The last piece of information needed to construct the formation energy diagram of Figure 4 is the formation energy of the neutral species (\( V\text{C}^0 \)). This was measured by means of high temperature annealing/quenching experiments as \( E_{\text{f}}^{(0)} = 4.8 \text{ eV} \) \cite{55}.

### 3.5. Configuration coordinate diagrams

While formation energy diagrams capture defect thermodynamics, they are not so useful when it comes to representing the kinetics of transitions which are actually measured by many techniques, including optical spectroscopy and DLTS. In essence, a typical experiment involves monitoring the response of a sample subjected to the application/removal of an external perturbation (e.g. applied field or temperature), leading to a displacement/recovery of the equilibrium conditions. The measured excitation/relaxation rates of defects in semiconductors may involve absorption/emission of light, the exchange of energy and momentum with phonons and electrons within the sample, or a combination of all these processes. Although being applicable to any type of electronic transitions, we introduce the concept of a configuration coordinate (CC) diagram to illustrate the vibronic nature of non-radiative capture and thermal emission of carriers, which due to the conservation of energy, involve a trade of phonons with the host lattice \cite{16,56}. This is the most common type of transitions for negative-\( U \) defects, where strong electron-phonon coupling effects are normally found.

The process of non-radiative phonon assisted transitions is depicted in the CC diagram of Figure 5 where we assume that the whole system has a single effective vibrational degree of freedom. The \( |N\rangle \) ground state finds its minimum at the generalised atomic coordinate \( Q^{(N)} \). The upper parabola, which is displaced up in energy by the band gap width (\( E_g \)), represents an excited state comprising a \( |N\rangle \) defect plus
an uncorrelated electron-hole pair (eventually created after illumination of the sample with above-bandgap light). In the middle of the CC diagram we represent a $|N - 1\rangle$ state, which due to electron-phonon coupling, has a minimum-energy coordinate shifted to $Q^{(N-1)}$. To avoid unnecessary complications, we assume that the curvature of both $|N\rangle$ and $|N - 1\rangle$ parabola corresponds to the same vibrational frequency with quanta $\hbar \omega$.

Thermal activated conversion of $|N\rangle$ into $|N - 1\rangle$ can be achieved in two ways: either (i) upon capture of a free-hole followed by multi-phonon emission, or (ii) via emission of a bound electron into the conduction band assisted by multi-phonon capture [57]. In the first case the hole capture coefficient is given by

$$C_p = \sigma_p \langle v_n \rangle_{th} p,$$

where $\sigma_p$ is the apparent capture cross-section for holes traveling in the valence band top with thermal-average velocity $\langle v_n \rangle_{th}$ and density $p$. In the second case, the emission rate is

$$e_n = \sigma_n \langle v_n \rangle_{th} N_c g^{(N-1)} g^{(N)} \exp \left( \frac{E_n - E(N / N - 1)}{k_B T} \right),$$

with $N_c$ being the density of available states in the conduction band and $g^{(N-1)}/g^{(N)}$ the degeneracy ratio of the final to the initial state. The quantities $\sigma_n$ and $\langle v_n \rangle_{th}$ are electron-analogues of $\sigma_p$ and $\langle v_n \rangle_{th}$.

It is important to note that the above transitions occur close to the crossing points of the energy curves. Henry and Lang [16] have shown that the uncertainty principle implies that the adiabatic approximation (upon which the wave function is instantly consistent with the potential of the oscillating nuclei), breaks down close to these points, so that transitions may in fact occur for $Q$ values in a range where $|E(N) - E^{(N-1)}| \lesssim 60$ meV. This feature is incorporated in the temperature dependence of the effective capture cross-section,

$$\sigma = \sigma_\infty \exp(-E_s/k_B T),$$

with $\sigma_\infty$ being the geometrical $(T$-independent) capture cross section. Capture rates are therefore thermally activated (see Section 4.2.2 for further details), and according to Figure 5, the capture barrier for electrons or holes is

$$E_{\sigma e/n/p} = \frac{(E_{tn/p} - E_{FC})^2}{E_{FC}},$$

where the depth of the trap for electrons is

$$E_{tn} = E_e - E(N / N - 1) = E_{em,n} + E_{ FC},$$

or for holes,

$$E_{tp} = E(N / N - 1) - E_v = E_{em,p} + E_{FC}.$$
The above is better perceived with help of Figure 4. Accordingly, before pulsing in the majority carriers (n-type material), the diode is under reverse bias and the Fermi level is lower than the acceptor levels. The formation energy diagram of Figure 4 indicates that the stable state is the neutral one ($V_{C}^{0}$). After applying a filling pulse (zero or forward bias), the Fermi level edges the conduction band minimum and the CC diagram on the right-hand side of Figure 4 applies. In these conditions the double negative state ($V_{C}^{-2}$) is more stable and the kinetics of the reaction $V_{C}^{0} + 2e^- \rightarrow V_{C}^{-2}$ is essentially limited by the second capture event $\Delta C$ – the negative charge accumulated on the defect after the first capture makes it less effective for a second capture. Interestingly, what makes $V_{C}$ a negative-$U$ defect are strong pseudo-Jahn-Teller relaxations that mainly affect the close shell states (neutral and double negative) [49], driving $V_{C}^{-2}$ to become metastable (see dashed black lines in Figure 4). The relevant structures (labelled B and D), which were found by first-principles calculations [49], are indicated in the CC diagram, where atoms connected by segments show considerably shorter distances than those in bulk SiC.

When reverse bias is restored, $V_{C}^{-2}$ becomes unstable, and if the temperature is high enough, two electrons are emitted into the conduction band bottom and swept away from the depletion region. We note that the electron capture barriers for $V_{C}^{0}$ and $V_{C}^{-2}$ (at the pseudo-cubic site) were found to be as low as $E_{\sigma n}^{0} \sim 0$ eV and $E_{\sigma n}^{(-)} \sim 0.03$ eV, respectively [53]. Considering the relative depth of both acceptor levels with respect to $E_c$, electron emission from $V_{C}^{-2}$ has a higher barrier than that from $V_{C}^{0}$ so that $e_n^{(=)} < e_n^{(-)}$ (where $e_n^{(q)}$ is the electron emission rate from $V_{C}^{q}$). Hence, conventional DLTS is only able to monitor a transient whose decay reflects the first (slower) emission only. This feature is clearly shown in Figure 4, illustrating a major difficulty regarding the characterisation of negative-$U$ defects – probing the intermediate metastable state.

In the particular case of $V_{C}$ the metastable state is the singly negative defect. Access to this state was achieved by optical excitation [24] and keeping the sample at low temperatures to avoid carrier re-emission, or providing a small amount of electrons to a reverse-biased n-type diode, via short injection [53] or optical pulses [24]. The injection level must be well below saturation limit so that the fraction of defects in the $V_{C}^{-2}$ state is much smaller than that in the $V_{C}^{0}$ state.

Although we can only observe a single emission peak by means of junction spectroscopy, the underlying double emission sequence leads to a variation of the capacitance twice as large to that observed for a transition involving a single emission. As we will see in the next Section, this stands as a rather characteristic feature which is often helpful in the identification of negative-$U$ defects.

4. Methods of characterisation

4.1. Probing negative-$U$ defects

For the sake of convenience, below we refer to the effective correlation energy simply as $U \equiv U_{\text{eff}}$. It has already been mentioned above that under equilibrium conditions, defects with negative-$U$ properties emit or capture charge carriers by pairs. So, a confirmation of the negative-$U$ property of a defect requires evidence of such paired emission or capture of charge carriers.

The first definitive experimental evidence of negative-$U$ properties of a defect in a crystalline semiconductor, the lattice vacancy in silicon ($V_{Si}$), was obtained from DLTS measurements [6]. This technique is frequently used for the determination of the concentration of defects with deep levels. Accordingly, the magnitude of a measured signal (change in sample capacitance due to carrier emission from a defect), is usually directly proportional to the concentration the defect trap it refers to, $\Delta C \sim [D]$ [60]. However, it was found in Ref. [6] that the magnitude of the DLTS signal due to hole emission from $V_{Si}^{++}$ was proportional to $2[V_{Si}]$, so confirming that each emission event was in fact a two-hole emission sequence, so the vacancy in Si is a defect with $U < 0$.

It should be mentioned that for the conclusion about $\Delta C \sim 2[D]$ in the recorded DLTS spectra, an independent method of determination of the vacancy concentration was used. Reliable independent methods for the determination of the concentration of a defect in semiconductor samples for DLTS measurements are rarely possible, so from a conventional analysis of emission signals in the DLTS spectra, it is usually not possible to judge if a carrier emission signal is related to a defect with positive or negative effective correlation energy. Simple analysis of temperature dependencies of carrier emission rates measured with DLTS for a negative-$U$ defect gives only information about parameters for the emission (activation energy for emission and apparent capture cross section) of the first, more strongly bound, charge carrier.

4.1.1. Elucidation of the nature of a defect by means of analysis of its occupancy with charge carriers at equilibrium conditions

Solid evidence of negative-$U$ properties for a number of defects in semiconductors has been obtained from studies of their occupancy with charge carriers at equilibrium conditions. The general statistics of charge distribution at equilibrium conditions for defects with several trapping levels in
semiconductors has been presented in 1957 by Shockley and Last [16]. It has been shown that the concentration ratio of defects in two charge states differing by one electron is

\[
\frac{[D^{(N)}]}{[D^{(N-1)}]} = \exp \left( -\frac{E(N / N-1) - E_F}{k_B T} \right),
\]

(37)

where \( N \) is the number of electrons in the most negative state and \( E(N / N-1) \) is the energy level of the defect (c.f. Section 3.3).

For a defect with two energy levels, the relationship between them can be represented by

\[
E(N+1 / N) = E(N / N-1) + U.
\]

(38)

If \( U < 0 \) and \( |U| \gg k_B T \), it follows from Eq. [37] that for any position of \( E_F \), \([D^{(N)}] \ll [D^{(N+1)}] + [D^{(N-1)}]\), i.e. \([D^{(N+1)}] + [D^{(N-1)}] \cong [D] \), where \([D] \) is the total concentration of the defect. Furthermore, the electron occupancy function of the \(|N+1\) state is

\[
f^{(N+1)}_{U<0} = \left[ \frac{[D^{(N+1)}]}{[D]} \right] \approx \left\{ 1 + \exp \left[ \frac{E(N+1 / N-1) - E_F}{k_B T} \right] \right\}^{-1},
\]

(39)

where the quantity \( E(N+1 / N-1) = |E(N+1 / N) + E(N / N-1)|/2 \) represents the occupancy level of the defect when \( U < 0 \). When \( E_F > E(N+1 / N-1) \), the defect has \( N+1 \) electrons, when \( E_F < E(N+1 / N-1) \), the defect has \( N-1 \) electrons. It is the difference between Equation 39 and the Fermi function, the later describing the occupancy of single-electron defect levels, that allows us to determine the nature of a defect (the sign of the effective electron correlation energy) from a study of its occupancy with charge carriers.

The free energy of ionisation with respect to a reference level (for instance the conduction band bottom), can be presented as

\[
\Delta E(N+1 / N-1) = E_c - E(N+1 / N-1)
\]

(40)

\[
\Delta H = \Delta S \Delta T
\]

(41)

where \( \Delta H \) and \( \Delta S \) are the changes in enthalpy and entropy due to the \((N+1 / N-1)\) ionisation event, and it is temperature dependent if \( \Delta S(N+1 / N-1) \neq 0 \). As an illustration, Figure 6 compares dependencies of charge occupancy versus Fermi level position in the gap (i) for a defect with \( U < 0 \) and \( E_c - E(N+1 / N-1) = 0.3 \) eV and (ii) for a defect with \( U > 0 \) and \( E_c - E(N+1 / N) = 0.3 \) eV in n-type silicon, with fully ionised shallow donors providing a density \( n = 1 \times 10^{15} \text{ cm}^{-3} \) of free electrons. The dependencies have been calculated assuming that \( n \approx [D] \), and changes in the Fermi level position have been induced by temperature variations.

The simplest way to probe the occupancy of a defect with charge carriers is to change the temperature of a semiconductor sample in a certain range and monitor associated changes either in free carrier concentration measured by means of Hall effect, or in magnitude of a signal related to emission or capture of charge carriers measured by means of DLTS. Negative- \( U \) properties for a number of defects in semiconductors have been elucidated from analyses of temperature dependencies of free carrier concentrations, \( n(p) \sim f(T) \). Particularly, evidence of negative- \( U \) properties of the Si vacancy [61, 62], oxygen-related thermal double donors (TDDs) in silicon and germanium [63, 20, 21], and complexes consisting of a Si interstitial atom with oxygen dimer \((IO_2)\) [64] and interstitial carbon, oxygen and hydrogen atoms \((C_iO_iH)\) [65] in Si has been obtained from analyses of temperature dependencies of electron (hole) concentrations.

The experimental \( n(p) \) v.s. \( T \) dependencies can be analysed either by methods based on solving charge carrier neutrality equations [66] or by the differential method proposed by Hoffmann [67, 68]. According to the differential method, the concentration of a defect and position of its energy level in the gap can be determined from a dependency of \( X = k_B T (dn/dE_F) \) versus \( E_F \) in semiconductors of n-type \([X = k_B T (dp/dE_F) \text{ in semiconductors of p-type}]. The X(\( E_F \)) dependencies look like spectra with peaks induced by ionisation of defects. The magnitude of a peak \((X_m)\) is proportional to the concentration of

![Figure 6. Dependencies of occupancy with electrons \( f^{(N+1)} \) versus the Fermi level position relative to the conduction band edge for a defect with \( U < 0 \) and \( E_c - E(N+1 / N-1) = 0.3 \) eV and for a defect with \( U > 0 \) and \( E_c - E(N+1 / N) = 0.3 \) eV. The dependencies have been calculated with the use of Eq. [39] (for \( U < 0 \)) and the Fermi function (for \( U > 0 \)) upon the assumption \( n = 1 \times 10^{15} \text{ cm}^{-3} \gg [D] \).](image-url)
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4.1.2. Observations of negative-U defects in metastable configurations

For the majority of defects with $U < 0$, rather large energy barriers exist between their atomic configurations. Because of these barriers, under certain conditions, it is possible to ‘freeze’ a negative-U defect in a metastable atomic configuration with a shallower level, and to obtain information about the electronic properties of the defect in this configuration. Such ‘freezing’ or, in other words, deep-shallow excitation can be induced by different methods, e.g., by (i) injection of minority carriers in certain temperature ranges either by above-bandgap-energy light pulses or forward bias pulses in n-p diodes, (ii) a quick change in temperature (quenching), usually from higher to lower $T$, (iii) cooling down of a semiconductor sample under external illumination with photons having above-bandgap energies, (iv) cooling down an n-p diode with an applied reverse bias voltage. The significant changes in $n(p)$ v.s. $T$ dependencies, in DLTS, EPR and various optical (infrared absorption, photoluminescence, etc.) spectra induced by the ‘freezing’/excitation methods listed above, usually indicate the presence of metastable (negative-U) defect states in a semiconductor material. From analysis of the appearing signals in the excited spectra, electronic and structural characteristics of a negative-U defect in the shallow level configuration can be determined.

In EPR studies, a number of defects, e.g., positively charged vacancy and interstitial boron in silicon [6, 9, 11], Se-related DX centre in AlSb [70] or carbon vacancy in 4H-SiC [54], could only be observed in the spectra after external illumination with above-bannd-gap light. It has even been argued in Ref. [70] that the absence of an EPR signal in the samples cooled in the dark and its appearance after illumination can be considered as a direct evidence of the negative-U properties. It should be noted, however, that such effects can be related to a defect with a single deep level in the gap and large energy barrier for capture of a charge carrier.

In Si and Ge crystals containing oxygen-related thermal double donors, significant changes in $n(T)$ dependencies and IR absorption spectra have been observed after cooling the investigated samples down under external illumination with energy $h\nu \geq E_g$.
In the ‘illuminated’ IR absorption spectra of Si crystals, three sets of absorption bands, which have not been seen in the spectra recorded after cooling down in the dark, were detected [20 71 72 73]. From the analysis of positions of the electronic-transition related absorption lines in the ‘illuminated’ spectra, the exact locations of energy levels of three bistable TDD species (negative-U defects) in the shallow donor configuration could be determined in both Si and Ge [20 71 72 73 69].

Changes in DLTS spectra that resulted from different cooling down conditions of investigated diodes have been reported for semiconductor samples containing both defects with negative-U properties and metastable defects with $U > 0$ [71 73 70 74 64]. The spectra are usually recorded upon heating the diodes up after their cooling down either with or without a reverse bias applied. Cooling down with the applied reverse bias, when there are no free electrons/holes in the probed ‘depletion’ region, results in ‘freezing’ of a negative-U defect in a configuration with a shallower level, which is the minimum energy configuration at high temperatures. So, typically, in the DLTS spectra recorded after cooling down the diodes with the applied reverse bias, a signal due to charge emission from the shallower level appears, and a signal due to emission from the deeper level either disappears or decreases. As an example, Figure 8 compares the DLTS spectra for a Czochralski silicon (Cz-Si) sample containing the $IO_2^2$ complex (with $I$ standing for a Si self-interstitial). This complex is a negative-U defect with its first and second donor levels being at $E(0/+) = E_v + 0.12$ eV and $E(+/++) = E_v + 0.36$ eV [64 77]. The spectra were recorded after cooling down with either bias-on or bias-off. Cooling down with the applied reverse bias resulted in the disappearance of the DLTS signal due to hole emission from the double positively charged state (the minimum energy configuration at low temperatures) of the $IO_2^2$ defect and appearance of the signal due to hole emission from the metastable single positively charged state.

Further, back transformations from a metastable to stable configuration can be induced by e.g. an increase in temperature if majority charge carriers are available. From studies of kinetics of these backward processes at different temperatures in semiconductor crystals with different free carrier concentrations, a comprehensive set of information about the electronic structure and concentration of defects with negative-U can be obtained.

4.1.3. Non-equilibrium occupancy statistics for defects with $U < 0$ The non-equilibrium occupancy statistics for defects with $U < 0$ have been developed in Refs. [73 74 80]. For an elucidation of the details of these statistics let us consider a total concentration $N_d$ of an amphoteric defect (having acceptor and donor levels) with negative-U level ordering, which exchange charge carriers (electrons) with the conduction band. Figure 9 shows a general configuration-coordinate diagram for such a defect. In the absence of minority carriers, transitions between the stable acceptor ($A^-$) and donor ($D^+$) states occur through the metastable $X^0$ and $D^0$ states according to the following sequence of reactions:

$$A^- \rightleftharpoons A^0 + e^- \rightleftharpoons X^0 + e^- \rightleftharpoons D^+ + 2e^- \quad (42)$$

The changes in the density of defect states and in the free electron concentration can be described by the following set of differential equations,

$$\frac{d[A^-]}{dt} = + c_{X^0}[X^0] - e_0[A^0][A^-],$$
$$\frac{d[X^0]}{dt} = - c_{X^0}[X^0] + e_0[A^-][A^0] - \omega_{XD}[X^0] + \omega_{DX}[D^0],$$
$$\frac{d[D^0]}{dt} = + c_{D^+}[D^+] + e_{D^0}[D^0] + \omega_{XD}[X^0] - \omega_{DX}[D^0],$$
$$\frac{d[D^+]}{dt} = - c_{D^+}[D^+] + e_{D^0}[D^0],$$
$$e_Q = c_Q(N_c/n) \exp[-\Delta E(Q/Q')/k_BT] \quad (43)$$

Figure 8. DLTS spectra for a boron-doped Cz-Si sample with low carbon content ($[C] \leq 10^{15}$ cm$^{-3}$) after its irradiation with 4 MeV electrons. The dose of irradiation was $4 \times 10^{14}$ cm$^{-2}$. The spectra were recorded upon heating the sample from 35 K to 300 K with the measurement settings shown in the graph. Spectrum 1 was recorded after cooling the sample down without reverse bias applied to the Schottky diode, spectrum 2 was recorded after cooling down in the dark, were detected [20 71 72 73]. From the analysis of positions of the electronic-transition related absorption lines in the ‘illuminated’ spectra, the exact locations of energy levels of three bistable TDD species (negative-U defects) in the shallow donor configuration could be determined in both Si and Ge [20 71 72 73 69].
by the following equation,

\[
c_Q = \sigma_Q n \langle \nu \rangle \exp(-E_{Q}/k_{B}T),
\]

respectively, with \( Q \) and \( Q' \) referring to neighboring configurations with different charge. Structural transformations \( X \equiv D \) without a charge state change, occur at a rate \( \omega_{QQ'} = \omega_{\infty,QQ'} \exp(-E_{QQ'}/k_{B}T) \), where now \( Q \) and \( Q' \) refer to neutral \( X \) or \( D \) states. Defect concentrations \( [Q] \) of configuration \( Q \) in charge state \( q \), are subject to \( \sum_q [Q]^q = N_d \). For the transformation process, \( \omega_{Q} \) and \( E_{Q} \) are the high-temperature attempt frequency and transformation barrier, respectively.

The full solution of the above set of differential equations is not an easy task. It should be noted, however, that some of the reaction rates are usually much faster than others, so some of the states are in quasi-equilibrium. Furthermore, upon the assumption that \( N_d \ll n \approx \text{const} \), the above set of equations can be transformed to a set of first order differential equations, which can be solved analytically. Below we will consider in more detail the changes in the density of the \( A^- \) state, which is usually monitored in DLTS measurements. The changes in the density of the \( A^- \) state at a constant temperature after an initial deviation from equilibrium, \( \Delta[A^-]_0 \), can be expressed by the following equation,

\[
\Delta[A^-](t) = \Delta[A^-]_0 \exp(-t/\tau),
\]

where \( \tau \) is the characteristic time of the decay process. The characteristic time depends on state transition rates as [30]:

\[
\tau^{-1} = \frac{\omega_{DX} e_{A^-} + c_{X} \omega_{DX} f_{D}}{\omega_{DX} + c_{X}}, \tag{46}
\]

where

\[
f_{D} = \frac{[D^0]}{[D^0] + [D^+] = \left[1 + \exp\left(-\frac{E_F-E(0/+)}{k_{B}T}\right)\right]^{-1}} \tag{47}
\]

\[
= \left[1 + \frac{N_c}{n} \exp\left(-\frac{\Delta E(0/+)}{k_{B}T}\right)\right]^{-1}, \tag{48}
\]

is the occupancy function for the defect in the donor configuration. Equation [46] can be expressed in a common way as

\[
\tau^{-1} = e_{\text{eff}} + c_{\text{eff}}, \tag{49}
\]

with

\[
e_{\text{eff}} = \frac{e_{A^-}}{1 + c_{X}/\omega_{DX}}, \tag{50}
\]

and

\[
c_{\text{eff}} = \frac{c_{X} \omega_{DX} \omega_{\infty,DX} f_{D}}{1 + c_{X} / \omega_{DX}} \tag{51}
\]

An analysis of Eqs. [46] [49] [50] and [51] indicates that several terms, with their specific activation energies and power dependence on the free carrier concentration, can dominate the temperature dependence of \( \tau^{-1} \). Particularly influential factors are the Fermi level position with respect to \( E(-/0) \), \( E(0/+ \) and \( E(-/+ \), and the \( c_{X} / \omega_{DX} \) ratio. The effective emission rate, \( e_{\text{eff}} \), is the dominant term in Eq. [49] when the Fermi level is below the \( E(-/+ = E_c - [E(-/0)+E(0/+)]/2 \) occupancy level of a negative-\( U \) defect. At these conditions, \( \tau^{-1} = e_{\text{eff}} \). When \( c_{X} \ll \omega_{DX}, \tau^{-1} = e_{A^-} \), so the temperature dependence of \( \tau^{-1} \) can be described by a commonly used equation for single electron emission. For the cases of \( c_{X} \gg \omega_{DX}, \) we have \( \tau^{-1} = \omega_{DX} e_{A^-} / c_{X} \), so the transformation rate (actually the rate of occupancy of the \( A^- \) state) is inversely proportional to the free electron concentration. Such unusual dependence of \( \tau^{-1} \) versus \( n \) has been clearly observed for a complex consisting of a substitutional boron atom and oxygen dimer in silicon [26, 31].

The capture term in Eq. [49] is dominant when \( E_F > E(-/+ \). In this case, \( \tau^{-1} = e_{\text{eff}} \) and up to four specific terms with different values of activation energy and power dependence on \( n \) can occur, depending on the \( c_{X} / \omega_{DX} \) ratio and the Fermi level position with respect to \( E(0/+ \). For a number of defects, e.g. bistable TDDs in Si and Ge crystals, under certain conditions, \( \tau^{-1} \sim n^2 \) dependencies have been observed [28, 21, 20, 32]. Such dependencies clearly show a two-fold change in the charge state of a defect upon capture of carriers, so indicating its negative-\( U \) properties.

From the analysis of temperature dependencies of transition rates between configurations of a defect with \( U < 0 \) monitored by measurements of changes in either free carrier concentration or density of a specific
defect state in semiconductor crystals with different $n$ ($p$), it is possible to elucidate the electronic structure of the defect and determine practically all its energy differences and transformation barriers. This has been done for a number of defects in Ge and Si crystals [76, 21, 79, 83, 84, 82, 26, 81].

4.2. Modelling negative-U defects

4.2.1. Calculation of electronic transition levels The calculation of electronic transition levels is essentially a problem of finding the energy of an electronic reservoir (Fermi level), for which the exchange of electrons with a defective sample becomes energetically favourable (see Section 3.3). This is a topic which has been widely revised in the past (see for instance Ref. [84] and references therein), so we leave here the essential features. We start by recalling Eq. [29] which determines the energy needed to create a defect in a crystal (defect formation energy)

$$E^{(q)}_{i}(\mathbf{R}, \mu_i, E_F) = E^{(q)}(\mathbf{R}) - \sum_i n_i \mu_i + qE_F.$$  (52)

Here, $E^{(q)}(\mathbf{R})$ is the energy of a large portion of a sample enclosing a single defect, including its electronic wave functions. The defective sample volume is made of $n$ atoms of species $i$ with chemical potential $\mu_i$ and collective atomic coordinate $\mathbf{R} = \{\mathbf{R}_n\}$ ($\alpha$ being an atomic index). It can be easily shown that a transition energy level between charges states $q$ and $q'$ (with $q$ being more negative) is located at

$$E(q/q') = -\frac{E^{(q)}(\mathbf{R}) - E^{(q')}(\mathbf{R}')}{q-q'}.$$  (53)

Equation [53] accounts for the fact that charge states $q$ and $q'$ may correspond to radically different atomistic geometries $\mathbf{R}$ and $\mathbf{R}'$.

The large chunk of material with a defect referred above is normally approximated to a defective supercell. The inherent periodic boundary conditions imply the cell to be neutral, even when we add (remove) electrons to (from) a defect state located in the gap. Technically, a uniform background countercharge of density $-q/\Omega$ (with $\Omega$ being the supercell volume) is superimposed to the electronic density. This implies that the aperiodic energy $E^{(q)}$ that enters in Equations [52] and [53] is related to the periodic energy $\tilde{E}^{(q)}$ obtained from the supercell calculation as $E^{(q)} = \tilde{E}^{(q)} + E^{(q)}_{pcc}$, where $E^{(q)}_{pcc}$ is a correction often referred to as periodic charge correction. Several schemes have been proposed for the calculation of $E^{(q)}_{pcc}$ (see for instance Ref. [83] and references therein).

Of course, in a semiconductor, transitions are only observable if they are located in the range $E_v < E(q/q') < E_c$. We have therefore to calculate $E_v$ or $E_c$ in order to cast the levels as measurable quantities, i.e., $E(q/q') - E_v$ or $E_c - E(q/q')$. One possibility is to assume that $E_{\{v,c\}} = \{\epsilon_{v,c}\}_{\text{bulk}}$, which are the highest occupied ($\epsilon_{v,bulk}$) and lowest unoccupied ($\epsilon_{c,bulk}$) states of a single-particle Hamiltonian (like the Kohn-Sham equations). Another option is to follow the $\Delta$SCF (delta self-consistent field) method to obtain $E_v = \tilde{E}_{\text{bulk}}^{(0)} - \tilde{E}_{\text{bulk}}^{(+)}$ or $E_c = \tilde{E}_{\text{bulk}}^{(-)} - \tilde{E}_{\text{bulk}}^{(0)}$ from total energies of bulk supercells. These must be identical in size and shape to those used to obtain $\tilde{E}^{(q)}(\mathbf{R})$ values. In any case, we should be aware that the accuracy of the calculated defect levels, including the energies of the band gap edges, strongly depends on the quality of the Hamiltonian. Particularly important is the level of detail put in the description of the exchange and correlation interactions between electrons (see for instance Ref. [85]).

4.2.2. Calculation of carrier capture cross-sections in multi-phonon assisted transitions Inelastic scattering of free carriers by defects essentially consists of the transfer of energy and momentum of a propagating electron or hole, to another carrier bound to a defect (trap-Auger process), its conversion into radiation (luminescence process), into nuclear motion (e.g. capture enhanced defect migration) or heat dissipation (multi-phonon emission process) [58]. Non-radiative capture of carriers via multi-phonon emission (MPE) is therefore a special case of inelastic scattering – the energy drop of the traveling carrier is fully dissipated into atomic vibrations. This is the most common capture mechanism at deep traps involving negative-U defects. Other important processes, like recombination, generation or emission, can be described either as a sequence of consecutive capture events, or by reversing the operation using detailed balance.

The relevant quantity to be evaluated is the carrier capture rate, $c_{n/p}$, which relates to the apparent capture cross-section of Eq. [33] as $c_n = \sigma_n(v_c) n$ for the case of electrons (with an obvious analogous expression for holes). While first-principles calculations of electronic transition levels have been routinely reported in the literature, the calculation of capture rates is clearly lagging behind. For a historical account regarding the development MPE theory, we divert the reader to Refs. [58, 86, 87]. In general, the calculation of the non-radiative transition rate between free and bound states starts with the description of a many-body Hamiltonian $\hat{H}$ and the choice of a practical basis to describe the total initial and final wave functions involved, $\Psi_i$ and $\Psi_f$, respectively. The initial state represents the defect plus uncorrelated free carrier, whereas the final state stands for the trapped state. The static approximation is a rather convenient starting point in the context of popular
electronic structure methods like Hartree-Fock and density functional theory. Here, the electronic wave functions $\psi_{i,R_0}(r)$ (s being an electronic state index and $r$ all electronic degrees of freedom) are found from a static Hamiltonian $H_{R_0}$, constructed for a fixed atomic geometry $R_0$. The nuclear wave functions are treated separately. Assuming the harmonic approximation, we write the initial state as $\Psi_{im} = \psi_{i,R_0}(r,\{Q_{ik}\})\chi_{im}(\{Q_{ik}\})$ and likewise, the final state as $\Psi_{fn} = \psi_{f,R_0}(r,\{Q_{ik}\})\chi_{fn}(\{Q_{ik}\})$. Here, $m$ and $n$ are quantum numbers for the vibrational states $\chi_i$ and $\chi_f$, respectively, while $k$ indexes are used to identify the $3N$ individual vibrational modes $Q_{i,f,k}$, $N$ being the number of atoms in the sample.

The transition probability between states $\Psi_{im}$ and $\Psi_{fn}$ relates to the off-diagonal matrix elements of the Hamiltonian when perturbed by a change in geometry (away from $R_0$) induced by the promoting modes $\{Q_{ik}\}$ of the initial electronic state. Such quantities may be obtained by first-order expansion of $H$ in a Taylor series of $Q_{ik}$ (linear coupling approximation),

$$\Delta H_{im,fn} = \sum_k \langle \psi_{i,R_0} | \frac{\partial \hat{H}}{\partial Q_{ik}} | \psi_{i,R_0} \rangle \Delta Q_{ik} \langle \chi_{im} | \chi_{fn} \rangle,$$

(54)

where $\Delta Q_{ik} = Q_{ik} - Q_{0k}$ with $Q_{0k}$ representing a generalised coordinate, equivalent to the collective nuclear coordinate $R_0$ in the $\{Q_{ik}\}$ basis. The transition (capture) rate is then cast in the form of Fermi’s golden rule,

$$c = \frac{2\pi}{\hbar} \sum_{m,n} w_m(T) |\Delta H_{im,fn}|^2 \delta(\Delta E_{im,fn}),$$

(55)

which sums up all possible vibronic transitions, weighted by the occupancy fraction $w_m$ of the promoting vibronic states. Under thermal equilibrium $w_m$ is simply a normalised Boltzmann distribution. The allowed transitions in Equation 55 are also restricted to those which conserve the energy, hence the use of a Dirac delta $\delta(\Delta E_{im,fn}) = \delta(E_i - E_f + m\hbar\omega_m - n\hbar\omega_n)$. In practice, the $\delta$ function is replaced by a normalised Gaussian function with full width $\sim k_B T$ to account for thermal broadening.

Up to this point, several bold approximations were already made. Still, the formulation of $\Delta H_{im,fn}$ as its stands in Eq. 54 makes its calculation a rather cumbersome exercise. The problem lies essentially on the identification of the vibrational modes which lead to non-vanishing $\langle \chi_{im} | \Delta Q_{ik} | \chi_{fn} \rangle$ terms. To give an idea, using a triply hydrogenated vacancy (VH$_3$) defect in silicon as a benchmark, Barnparis and co-workers $^{[87]}$ used a Monte Carlo sampling scheme, being able to find convergence for $\Delta H_{im,fn}$ when about 12 distinct phonon modes, among millions, were considered.

Motivated by the fact that a judicious choice of a single effective phonon mode resulted in a promising agreement between the observed and calculated luminescence intensity of radiative transitions (see for instance Refs. $^{[88]}$ and $^{[89]}$), several authors evaluated the transition matrix elements within the single-phonon approximation. Accordingly, the effective mode is the one that maximises the coupling to the distortion during the capture process,

$$Q^2 = \sum_{\alpha} m_\alpha \lambda^2 |\Delta R_{\alpha}|^2,$$

(56)

Equation 56 is a linear interpolation between initial and final atomic coordinates $\Delta R_{\alpha} = R_{f,\alpha} - R_{i,\alpha}$ with $\alpha$ running over all $N$ atoms with mass $m_\alpha$. The displacement amplitude along the effective mode is governed by a unitless factor $0 \leq \lambda \leq 1$. The units of $Q$ are amu$^{1/2}$ A (amu being the atomic mass unit). From the effective mode we arrive at the corresponding effective vibrational frequency $\omega_{i,f}$ of the initial or final states by extracting $\omega_{i,f} = \partial E_{i,f}/\partial Q$ from total energy calculations. With this in mind, Equation 56 simplifies into a factorisation of purely electronic and vibrational terms,

$$c = \frac{2\pi}{\hbar} W_{if}^2 G_{if}(T),$$

(57)

where the transition matrix element is now $W_{if} = \langle \psi_{i} | \partial \hat{H} / \partial Q | \psi_{f} \rangle$ and $G_{if}$ is the temperature-dependent line shape factor

$$G_{if}(T) = \sum_{m,n} w_m(T) |\langle \chi_{im} | \chi_{fn} \rangle|^2 \delta(\Delta E_{im,fn}).$$

(58)

Equations 57 and 58 translate the Franck-Condon approximation, which separates an instantaneous electronic transition from the sluggish phonon dissipation process that follows. The calculation of $G_{if}$ boils down to the Frank-Condon integrals $\langle \chi_{im} | \chi_{fn} \rangle$ for all vibrational promoting and accepting states. For that, recursive techniques have been proposed $^{[90, 91, 92, 93]}$ and applied on different contexts $^{[94, 88, 95]}$. Sampling methods have also been applied $^{[87]}$, although inclusion of a few phonons implied the evaluation of millions of $\langle \chi_{im} | \chi_{fn} \rangle$ configurations that matched the electronic energy off-set.

Regarding the evaluation of $W_{if}$, different approaches have also been used. Alkauskas et al. $^{[85]}$ replaced the many-body Hamiltonian and wave functions by single-particle counterparts $\hat{h}$ and $\phi_{i,f}$, which were taken from the Kohn-Sham equations of density-functional theory. Thus, $W_{if}$ becomes

$$W_{if} = \langle \phi_{i} | \partial \hat{h} / \partial Q | \phi_{f} \rangle,$$

(59)

which can be solved by first-order perturbation theory $^{[86]}$. Alternatively, a phenomenological approach was pursued by Krasikov et al. $^{[95]}$ who used Eq. 88 in the paper of Henry and Lang $^{[10]}$.

$$|W_{if}|^2 = \frac{2\pi}{\Omega} \left( \frac{\hbar^2}{2m^*} \right)^{3/2} e^{1/2},$$

(60)
where $\Omega$ is the crystal volume, $m^*$ is the effective mass of the free carrier and $\epsilon$ is the energy separation between the initial and final states near the intersection point (see discussion in Section 3.5).

### 4.2.3. Calculation of transformation barriers

Defect reorientation and transformation are important processes that occur during the experimental characterisation of negative-$U$ defects. Understanding the underlying physics of such processes is fundamental in order to explain and ultimately to control defect behaviour. The problem is usually addressed in the spirit of transition state theory [96], and usually involves finding the lowest free energy barrier that separates specific reactants from products, or in the case of defects, initial from final structures.

Although being a rather challenging problem, particularly when we have no clue about the mechanisms involved, the search for a saddle-point along a potential energy landscape can be investigated in a number of ways. In general, defect transformation mechanisms are investigated via constrained-relaxation of the atomic structure, ideally using a highly accurate quantum-mechanical method to evaluate the forces. Among the existing algorithms we highlight:

- **The dimer method** [97], which requires knowledge of a single minimum energy configuration, performs a search for a nearby saddle point. This method is particularly useful to look for saddle points along paths with unknown final configurations. The dimer method works on two structures (the dimer) separated by a small distance in configurational space. The direction along the lowest curvature of the potential energy is obtained by rotation of the dimer, and by finding the forces for each structure. This result is used to move the dimer uphill, from a stable configuration to a near saddle point.

- **The Lanczos method** was originally referred to as ART algorithm by Malek and Mousseau [98] and is a close relative to the dimer method. It can be used to search for a saddle point close to an arbitrary initial configuration. Unlike the dimer method, the Lanczos scheme estimates the Hessian eigenvector that corresponds to the lowest eigenvalue by expansion of the potential energy surface in a Krylov subspace. After this stage, the method proceeds in the same way as the dimer.

- **The nudged elastic band (NEB) method** [99, 100] is a robust algorithm that works when the initial and final states of the mechanism are known *a priori*. It basically involves the relaxation of a structure sequence (referred to as intermediate images) along the multi-dimensional path that separates the end-structures. Usually a starting guess for the intermediate images is obtained by linear interpolation of the end-structures.

The latter are kept fixed during the relaxation process. During the relaxation of each image, equal spacing between neighbouring images is maintained by inclusion of artificial spring forces.

An example of a defect-related mechanism studied using the NEB method is depicted in Figure 10, showing the transformation of the bistable trivacancy ($V_3$) complex in Si [101]. This is one of the most important radiation products in heavy particle irradiated Si [102]. Right after irradiation the observed defect has the structure depicted in Figure 10(a). The Si broken bonds on this structure are responsible for several deep donor and acceptor levels observed by DLTS [102]. However, storage for a few weeks of the irradiated Si samples at room temperature result in the transformation to the structure of Figure 10(d). This is accompanied by the disappearance of the deep levels and the introduction of shallow electron traps at 75 meV bellow the conduction band bottom.

The energy barrier for the above transformation was estimated using the NEB method as 1.15 eV and 1.14 eV for neutral and negatively charged $V_3$, respectively [101]. These figures match very well their respective experimental counterparts of 1.16 eV and 1.15 eV [102].

![Figure 10. Atomic structure of stable and metastable trivacancy defects in silicon. The transformation mechanism is depicted in four stages (a), (b), (c) and (d) by the arrows indicating the motion of three Si atoms at the core (shown in black for a better perception). Perfect lattice sites are drawn with a dashed line. Broken bonds are shown as solid red sticks. (Reprinted with permission from Ref. [101]. © 2012 by the American Physical Society).](image-url)
5. Showcase of negative-\(U\) defects and their characterisation

In this section we provide some examples of negative-\(U\) centres in widely used semiconductors. In the selection we try to illustrate a range of behaviour, the convergence of theory and experiment, and cases which have provided particular challenges in understanding. Among this selection are examples of negative-\(U\) centres which are of importance in semiconductor devices. The section is divided in two parts, firstly mini reviews of published work on four defects, 1) \(\text{B}_2\text{O}_2\) (LID) complex in silicon, 2) atomic hydrogen in silicon, 3) \(\text{DX}\) centres in III-V alloys and 4) The Ga-O\(_{\text{As}}\)-Ga defect in GaAs. This is followed by a table which covers a wider range of important negative-\(U\) centres providing basic parameters and key references. The table includes the four defects listed above and negative-\(U\) defects referred to previously in the text to illustrate particular aspects of negative-\(U\) behaviour, and theoretical and experimental challenges in their study.

5.1. \(\text{B}_2\text{O}_2\) (LID) complex in silicon

A complex consisting of a substitutional boron atom and an oxygen dimer \((\text{B}_2\text{O}_2)\) in Si was suggested to be responsible for light induced degradation (LID) of solar cells produced from silicon crystals, which contain boron and oxygen impurity atoms [103, 104, 105]. The suggestion was based on the experimental observations of linear and quadratic dependencies of concentration of recombination active defects responsible for LID on substitutional boron and interstitial oxygen concentrations, respectively [103, 104]. However, for almost two decades, there was no clear understanding of the electronic structure of the complex or the mechanisms of its formation and transformations [105]. Answers to the above uncertainties have been found recently in a complex study consisting of a range of experimental techniques (various junction spectroscopy methods, photoluminescence, microwave detected photo-conductance decays) and \textit{ab-initio} modelling [26, 81], where it was concluded that \(\text{B}_2\text{O}_2\) has negative-\(U\) properties.

Figure 11 shows the configuration-coordinate diagram and atomic configurations of the \(\text{B}_2\text{O}_2\) complex in Si on different charge states. (Reprinted from Ref. [26], with the permission of AIP Publishing).

![Figure 11. Configuration coordinate diagram and atomic configurations of the \(\text{B}_2\text{O}_2\) complex in Si on different charge states.](image-url)
considered in Ref. [20]. Ab-initio modelling results have shown the existence of two metastable shallow acceptor configurations (A′ and A″ configurations in Fig. 11) of the B2O2 complex [20]. So, it appears that the B2O2 complex is a multi-stable defect with at least three experimentally confirmed atomic configurations for the neutral charge state (X0, A0, and A′0/A″0). Because of the existence of a rather high energy barrier between the A′0/A″0 and A0 configurations the metastable A′0/A″0 configurations are long-living at room temperature. Only at temperatures above 150 °C the A′/A″ → A/D reactions occur efficiently.

5.2. Atomic hydrogen in silicon

Hydrogen is a very common impurity in silicon. It is quite mobile at room temperature and extremely reactive in its atomic form. As a result, it readily combines with other impurities and itself, leaving only a small fraction of isolated hydrogen atoms. These exist in three charge states and exhibit negative-U behaviour with the H-related (0/+) donor level lying above the (−/0) acceptor level, where neutral H0 is a metastable species [106]. Ab-initio calculations predict that both H0 and H+ have minimum energy positions at the Si-Si bond centre (BC), while H− is located at an interstitial tetrahedral (T) lattice site [107]. Representative structures are shown in Figure 12. The resultant negative-U characteristic of isolated hydrogen is technologically very significant, impacting on hydrogen's ability to passivate defects and its diffusivity. Several comprehensive reviews have been published which include the negative-U aspects of hydrogen in silicon [22, 108, 109, 110].

The experimental study of isolated hydrogen in silicon has proved to be very difficult and it is only by the application of multiple techniques and calculations that a good understanding has been achieved. The fundamental problem is that hydrogen is both highly reactive and very mobile. The end result has been that some experiments claiming to characterise isolated hydrogen actually derive from hydrogen complexes, commonly H-O and H-C. A methodology to avoid this, which has met with success, is to implant protons at low temperature and undertake measurements at low temperature. The technique was first used by Stein [111] who showed unambiguously that the line at 1998 cm−1 seen in LVM absorption studies was related to hydrogen at the bond centre position. Low temperature implantation at T = 45 K was used by Holm [112] to study n-type Si using DLTS, and an Ec − E(0/+0/c) = 0.16 eV donor level (E3′) was observed, being later ascribed to bond-centred H(BC). This was followed by detailed studies by Bonde-Nielsen et al. [113] on hydrogen near the T site, which quantified the impact of oxygen on nearby sites and determined the energy of the hydrogen acceptor to be Ec − E(−/0) = 0.68 eV.

5.3. DX centres in III-V alloys

DX centres are a special case of negative-U systems in which the addition of dopants, expected to form shallow donors in III-V alloys, gives rise to persistent photoconductivity and deep acceptors. The phenomenon was first reported in detail by Craford et al. in 1968 [114] describing Hall effect measurements of GaAs1−xP_x with x ≈ 0.3 doped with Te or S. The phenomenon was erroneously believed to be the result of a donor ‘D’ reacting with an unknown defect ‘X’ to produce a deep state (hence ‘DX’). This was a result of studies of Al_xGa_{1−x}As with x > 0.22 doped with Si, Ge, Sn, S, Se or Te using Hall effect, photo-capacitance and DLTS (see for example Refs. [15, 17]). The story of the DX centres is a classic research history spanning well over 25 years starting with a technological driver of achieving adequately high doping in III-V heterojunction lasers and transistors and involving some of the world’s leading semiconductor groups combining theory and experiment. After many plausible explanations were explored it is now evident that the DX centre is a classic example of negative-U behaviour. The saga up to 1990 has been reviewed by Mooney [115] and some key issues are covered in the introductory section of the current paper.

The most extensively studied DX centre is that of Si in Al_xGa_{1−x}As. DX behaviour is observed for the case where x > 0.22 or at lower aluminium concentrations under hydrostatic pressure, for example DX behaviour of Si in GaAs is observed at pressures P > 2 GPa. In the DX configuration the silicon accepts an electron and is negatively charged. The charge state has been determined experimentally by Dobaczewski et al. [19] from direct measurement of the capture cross section. As shown in Figure 13, this change of charge state results in the relaxation of the Si from its substitutional position on the group III site, to an interstitial site neighbouring three As atoms.
In this siting, the Si does not act as a conventional thermally ionised donor and does not contribute to the conductivity.

If the system is exposed to light of a sufficiently high energy, electrons are excited from the Si to the conduction band and the DX centre reverts to the substitutional site where it is a metastable neutral donor. At temperatures \( T < 180 \text{K} \) the electron does not have enough energy to surmount the barrier \( (E_a \sim 0.2 \text{eV}) \) shown by the arrow in Fig. 13 and so the additional conductivity resulting from the shallow donor state induced by the light remains for hours or at lower temperatures for days or even weeks. This bizarre behaviour is referred to as persistent photoconductivity and is a signature of DX behaviour.

The identification of the substitutional-interstitial motion evolved from a sequence of calculations and experiments discussed in Mooney’s review [115]. However, a series of revealing experiments published subsequently provided unambiguous detail of this behaviour [116, 117]. In this work, high resolution Laplace DLTS was analysed to provide detail of the influence of the local environment on the electron thermal emission process from DX centres in a range of compositions of \( \text{Al}_x\text{Ga}_{1-x}\)As. The direct comparison of this process for centres related to Si which can replace gallium or aluminium, with that observed for a group-VI donor (tellurium), which resides in the arsenic sublattice, enabled the configuration of atoms to be determined when the centre is in the ground state. This shows that the DX(Si) defect ionisation process is associated with interstitial-substitutional motion of the silicon atom. However, in the case of the \( \text{DX}(\text{Te}) \) centre, the spectra shows peaks from two groups which are attributed to interstitial substitutional motion of the neighbouring aluminium or gallium atoms, respectively.

\( \text{DX} \) behaviour has been observed in many III-V and II-VI semiconductors, and recently, persistent photoconductivity has been reported in oxides (e.g. \( \text{ZnO} \) and \( \text{SrTiO}_3 \)), which has been interpreted as DX behaviour associated with negative-\( \text{U} \) characteristics [118, 119].

5.4. The Ga-O\( _{\text{As}}-\text{Ga} \) defect in GaAs

The Ga-O\( _{\text{As}}-\text{Ga} \) defect in GaAs is often referred to as substitutional oxygen (on the arsenic site) or arsenic-vacancy-oxygen (\( \text{V}_{\text{As}}-\text{O} \)) complex [120]. It shows up as a group of three local vibrational mode (LVM) absorption bands with identical fine structure. The bands, generally referred to as A, B' and B, appear at 731 cm\(^{-1} \), 714 cm\(^{-1} \) and 715 cm\(^{-1} \). Band B' emerges during the intermediate stages of optical-induced conversion from A to B using light with \( h\nu > 0.8 \text{ eV} \) (below band-gap light). This was interpreted as an electron-transfer process from EL2 to the conduction band, and subsequent capture by the Ga-O\( _{\text{As}}-\text{Ga} \) complex. EL2 is an As antisite-related defect, responsible for a pinning \( E(0/+)-E(0/-) \) level, effectively working as a reservoir of electrons at \( E_c - 0.75 \text{ eV} \) [121]. Hence, A, B' and B bands were ascribed to LVMs of the same complex in charge states \( q \), \( q - 1 \) and \( q - 2 \), respectively [122].

The A and B bands were first reported in semi-insulating material and assigned to EL2 by Song et al. [123]. However, this connection could not be correct and was quickly supplanted by a model involving one O atom with two equivalent Ga-O bonds [124]. That way, the triple-peak fine structure with intensity ratio of about 2:3:1 on each band (from high to low frequency peaks), could be explained by a combination of natural occurring Ga isotopes. Considering that \( ^{69}\text{Ga} \) and \( ^{71}\text{Ga} \) are found in a proportion of about 3:2, a natural population of \( ^{69}\text{Ga}-\text{X}^{69}\text{Ga} \), \( ^{69}\text{Ga}-\text{X}^{71}\text{Ga} \), and \( ^{71}\text{Ga}-\text{X}^{69}\text{Ga} \) units corresponds to an intensity ratio of \( 9 : (2 \times 6) : 4 = 2.25 : 3 : 1 \), respectively [124, 125]. Based on sample history arguments and semi-empirical calculations, the X element was suggested to be oxygen [124]. This was confirmed shortly after with the observation of a \( ^{18}\text{O} \)-isotope shift of the bands by Schneider and co-workers [125].

Besides possessing a Ga-O-Ga unit with two equivalent Ga-O bonds, we know from stress-splitting FTIR absorption that the A band involves a \( \langle 110 \rangle \)-oriented vibration dipole [126] and the defect should have \( C_{2v} \) symmetry. These experiments also concluded...
that Ga-O\textsubscript{A\textsubscript{x}}-Ga does not reorient like VO in Si.

The negative-U nature of the Ga-O\textsubscript{A\textsubscript{x}}-Ga defect was found by Alt, who performed a series of enlightening experiments, combining Fourier-transform infrared (FTIR) absorption, photo-excitation using monochromatic light with energy spanning the band gap and annealing\cite{122, 127}. The configuration coordinate diagram presented in Figure 14 was constructed from the experimental data. Upon cooling the sample from room temperature to 10 K in dark, only band A was observed, indicating that this should be the ground state in semi-insulating GaAs (for $E_F = E_C - 0.75\,\text{eV}$). State A is here assumed to have a reference charge state $q$, thus being referred to as A$q$.

After applying a short pulse of light with $0.8\,\text{eV} < h\nu < 1.5\,\text{eV}$, band A was partially quenched and that corresponded to a proportional growth of band B'. As referred to above, this was assigned to the photoionisation of EL2 followed by electron capture by Ga-O\textsubscript{A\textsubscript{x}}-Ga. Importantly, band B was not visible at this point. This process is indicated in Figure 14 by the arrow heads with labels (1) and (2). The B' band was therefore assigned to the $q-1$ charge state (B$q-1$).

Applying a 95 K dark annealing treatment to samples where only A and B' bands were present, led to the quenching of B' and to the concurrent growth of bands A and B. The argument was that by warming the sample at 95 K, electrons bound to B$q-1$ were thermally promoted into the conduction band, thus forming A$q$ again (process with arrow head (5) in Figure 14). The relatively small capture cross section of ionized EL2, also allowed free electrons to be captured by other B$q-1$ defects, thus leading to the growth of band B. This was ascribed to the formation of a $q-2$ charge state, namely B$q-2$ (process number (3) in Figure 14). The activation energy for this conversion was measured as $E_a = 0.15\,\text{eV}$, and was assigned to the thermal emission barrier of B$q-1 \rightarrow A^q + e^-$\cite{122, 128}. As pointed out by Alt\cite{122}, process (3) and (5) consisted on a disproportionation of metastable B$q-1$ with negative-U ordering of levels.

We note that a more cautious analysis of the above picture would include the capture barriers for steps (2) and (3). DLTS measurements give activation energies of 0.58 eV and 0.14 eV for electron emission from B$q-2$ and B$q-1$, respectively\cite{129}. As far as we are aware, capture barriers were not measured. However, judging from Hall effect measurements, which find a disproportionating ($q-2/q$) transition at $E_C - 0.43\,\text{eV}$, and considering the above emission barriers, the sum of first and second capture barriers should be in the meV range\cite{130, 127}. Also interestingly, based on its DLTS fingerprint, electron emission from B$q-2$ was assigned to EL3, a previously known deep trap with unknown composition\cite{129}.

The first atomistic model claiming to account for the above data was a (001)-displaced substitutional oxygen atom at the arsenic site (O\textsubscript{A\textsubscript{x}})\cite{125}, resembling the vacancy-oxygen complex in silicon. O\textsubscript{A\textsubscript{x}} possesses a Ga-O-Ga unit aligned along the $\langle 110 \rangle$ direction, thus being compliant with the conclusions from the polarised absorption experiments\cite{129}. Jones and Öberg\cite{131} inspected the O\textsubscript{A\textsubscript{x}} defect in H-terminated GaAs spherical clusters using local density functional theory. The paramagnetic O\textsubscript{A\textsubscript{x}} state was found to be metastable and was ascribed to band B'. Bands A and

![Figure 14. Configuration coordinate diagram for the Ga-O-Ga defect in GaAs based on experimental observations. Arrow heads indicate electron capture and emission processes described in the text.](image-url)
B were therefore connected to diamagnetic states with $O_{As}^0$ and $O_{As}^{-3}$, respectively. While the calculations of Ref. [131] accounted for the experimentally observed red-shift of the oxygen vibrational frequency of B with respect to A, this result could not be reproduced by subsequent calculations [132, 133, 134]. Additionally, and perhaps more problematic for the $O_{As}$ model, is that it cannot explain the lack of reorientation of the defect under the effect of uniaxial stress (although this was speculated to be due to a nearly isotropic stress tensor [126]).

Alternatively, Pesola et al. [134] proposed a defect model in which the two Ga radicals (not connected to oxygen) in the off-site $O_{As}$ defect are replaced by As. This complex was referred to as $(As_{Ga})_2-O_{As}$ and incorporates a Ga-O-Ga unit like in $O_{As}$. The first-principles calculations of Ref. [134] indicated that $(As_{Ga})_2-O_{As}$ shows a negative-$U$ ordering of $E(0/+)$ and $E(-/-0)$ transitions, and the calculated O-LVM frequencies of charge states +, 0 and − closely follow the observed frequency variations of bands A, B′ and B, respectively. The model naturally accounts for the lack of reorientation under uniaxial stress. However, it clashes with optically detected electron-nuclear double resonance (OD-ENDOR), which reported that as much as 60% of spin-density of the B′ state (with spin-1/2) is localized on the first shell of Ga atoms [134] — Figure 2 of Ref. [134] clearly shows that the $(As_{Ga})_2-O_{As}$ model has most of the density on As shells and virtually none on Ga shells.

The origin for the negative-$U$ ordering of levels in the Ga-O$_{As}$-Ga complex is not clear. The simpler $O_{As}$ substitution, although incompatible with the vibrational absorption data, could explain the effect based on strong charge-dependent Ga-Ga reconstructions. This feature was found theoretically for the As vacancy ($V_{As}$) in GaAs [130], and used as a justification for $V_{As}^0$, $V_{As}^−$, and $V_{As}^{1−}$ showing a negative-$U$. On the other hand, the $(As_{Ga})_2-O_{As}$ model has a mid-gap state localised on two As radicals, which were suggested to induce strong forces on neighbouring atoms as a function of occupancy [134]. This effect does not find a parallel in the (positive-$U$) Ga vacancy ($V_{Ga}$), whose As radicals induce weak deformations [130].

Recently, the $O_{As}$ defect was investigated using modern hybrid density functional theory [137]. $O_{As}^0$ and $O_{As}^−$ were found to be most stable at the perfect tetrahedral site. The highest occupied state of $O_{As}^−$, which is paramagnetic, is an s-like orbital on the oxygen atom, and therefore not compliant with the OD-ENDOR data. $O_{As}^−$ had an off-site Ga-O$_{As}$-Ga configuration with a localised acceptor state on a reconstructed Ga-Ga pair. The $E(0/+)$ and $E(−/−0)$ levels were calculated at $E_c − 0.71$ eV and $E_c − 0.54$ eV, thus showing a positive-$U$ ordering. Clearly the Ga-$O_{As}$-Ga defect should be revisited by both theory and experiments.

5.5. Electrical levels of selected negative-$U$ defects in semiconductors

Table III lists the electronic characteristics of a selection of negative-$U$ defects in semiconductors. It should be noted that the table is not comprehensive. We only considered defects for which the negative-$U$ behaviour is confirmed by solid experimental results, where their electronic properties are relatively well understood and the atomic structures in different charge states have been predicted by experiments and ab-initio modelling. Negative-$U$ properties have been suggested for a number of other defects in semiconductor materials, e.g., for interstitial boron-interstitial oxygen complex and hydrogen-related shallow donors in silicon [138, 79]. Besides silicon, atomic hydrogen has also been claimed to show negative-$U$ behaviour in many other semiconductors [139, 140]. Further examples could be enumerated. However, no solid experimental evidence confirming these suggestions has been presented yet. Perhaps it is worth mentioning the interesting case of the Si trivacency, which has been briefly discussed in Section 4.2.3. It has been argued in Refs. [102, 101] that $V_3$ in Si can be considered as a defect with negative-$U$ properties as it has the $E(=/-)$ acceptor level at $E_c − 0.21$ eV below the $E(−/−0)$ level at $E_c − 0.07$ eV. However, the levels mentioned above are energy levels of $V_3$ in different configurations (part of the hexagonal ring and four-fold coordinated shown in Figures 10(a) and 10(d), respectively), which are separated by rather high energy barriers. Because of these barriers the paired emission or capture of electrons (a signature of negative-$U$ defects) has not been observed for the $V_3$ defect, and therefore, it has not been included into the table.

The transition levels of Table III are cast as $E(q/q+1)$ and $E(q−1/q)$, where $q$ is a reference charge state. For negative-$U$ defects $E(q/q+1) > E(q−1/q)$, and the $q$ charge state corresponds to the metastable state which, under equilibrium conditions, disproportionates into stable $q+1$ and $q−1$ charge states.
Table 1. Electrical levels of selected negative-$U$ defects in semiconductors and respective key references. All energies in eV. Starred (*) defects are discussed in detail either below or elsewhere in this paper.

| Host | Defect | $q/q + 1$ | $E(q/q + 1)$ | $q - 1/q$ | $E(q - 1/q)$ | Comment | Key references |
|------|--------|-----------|--------------|-----------|--------------|---------|----------------|
| Si   | Isolated vacancy (*) | +/- +/+ | $E_v + 0.13$ | 0/+ | $E_v + 0.05$ | DLTS, EPR, p-type, low temperature irradiation | [5] [6] |
| Si   | Interstitial B (*) | 0/+ | $E_c - 0.13$ | $E_c + 0.37$ | DLTS, ODLTS, EPR, p- and n-type, n+p & p+n diodes, low temperature irradiation | [9] [10] [11] |
| Si   | Hydrogen-Oxygen | 0/+ | $E_c - 0.16$ | $E_c - 0.79$ | DLTS, n-type Cz, low temperature proton implantation | [113] |
| Si   | Hydrogen (*) | 0/+ | $E_c - 0.16$ | $E_c - 0.68$ | C transients, PH dissociation, EPR, n-type, low temperature proton implantation | [106] |
| Si   | B$_2$O$_2$ (*) | 0/+ | $E_v + 0.56$ | $E_v + 0.04$ | DLTS, LDLTS, admittance spectroscopy, p type CZ, heat-treatments at 400-500 °C | [26] [81] |
| Si   | C$_4$O$_4$H | 0/+ | $E_c - 0.043$ | $E_c - 0.11$ | Hall effect, DLTS, FT-IR, n-type Cz, heat-treatments 350 °C electron irradiated hydrogenated samples | [141] [80] [142] |
| Si   | Self-interstitial (I) | +/- +++ | $E_c - 0.39$ | 0/+ | ? | DLTS, EPR, p-type, low temperature implantation with alpha particles | [143] |
| Si   | $IO_2$ (*) | +/- +++ | $E_v + 0.36$ | $E_v + 0.12$ | Hall effect, DLTS, FT-IR, carbon lean p-type Cz, room temperature electron irradiation | [144] [64] [77] |
| Si   | O-related TDDs | +/- +++ | $E_c - 0.16$ | 0/+ | TDD-0, $E_c - 0.75$ | Hall effect, photoconductivity, FT-IR, n-type Cz, heat treatments 400-500 °C | [63] [70] [20] |
| Ge   | O-related TDDs | +/- +++ | $E_c - 0.04$ | 0/+ | TDD-0, $E_c - 0.48$ | Hall effect, photoconductivity, FT-IR, n-type Cz, heat treatments 300-400 °C | [21] [145] |
| 4H-SiC | C vacancy (*) | -/0 | $E_c - 0.42$ | =/- | $E_c - 0.64$ | DLTS, Laplace-DLTS, EPR, n-type, traces in all as-grown samples | [24] [51] [53] |
| 6H-SiC | C vacancy (*) | -/0 | $E_c - 0.20$ | =/- | $E_c - 0.43$ | DLTS, Laplace-DLTS, n-type, traces in all as-grown samples | [25] [59] |
| InP  | M-center | +/- ++ | $E_c - 0.18$ | 0/+ | $E_c - 0.42$ | TSCAP, DLTS, optical ionisation, irradiated samples | [12] [13] [14] [15] |
| GaAs | Ga-O$_{As}$-Ga (*) | 0/+ | $E_c - 0.14$ | $E_c - 0.58$ | DLTS, optical ionisation | [122] [129] [134] |
| GaAsP | DX centre | See text, properties depend on alloy composition | | | | Hall effect, optical absorption | [113] |
| AlGaAs | DX centre | See text, properties depend on alloy composition | | | | DLTS, photo-capacitance, Hall effect | [146] [17] [18] [19] [137] |
| ZnO  | Oxygen vacancy | +/- ++ | $E_c - 0.4$ | 0/+ | $E_c - 1.6$ | DLTS, theory | [149] [149] |
| GaSb | DX(S) | 0/+ | $E_c - 0.22$ | $E_c - 0.25$ | DLTS | [19] |
6. Conclusions

The present review begins with an historical perspective of the topic of ‘negative-U defects in semiconductors’. We start from the early 1980’s, where the first reports of this class of defects emerged in the literature. The account includes several difficulties identified at the time, mostly due to meta-stability, or in some cases multi-stability, of one of the three charge states involved. We provide the reader with an introduction to the essential physics of the workings of negative-U defects (electronic correlation, electron-phonon coupling, disproportionation and defect transition levels). We present the state-of-the-art regarding the experimental and theoretical methods that are currently used for the characterisation of negative-U defects. These subjects are presented in detail and they are accompanied with several successful studies from the literature. This includes experimental methods based either on defect thermodynamics or defect kinetics (monitored by several techniques, like Hall effect, DLTS or optical absorption), as well as numerical methods that can help us in the construction of detailed configuration coordinate diagrams (with the calculation of transition levels, transition rates and transformation barriers). To wrap up, we showcase a few experimental and theoretical analyses of some of the most impacting cases multi-stability, of one of the three charge states or to investigate the conversions between them. Defect modelling has also been pivotal. Since the pioneering work on the silicon vacancy, theories, numerical algorithms and hardware have evolved dramatically. Density functional related methods are perhaps the most successful cases. These have been able to provide us with a detailed quantum mechanical description of the interactions between trapped carriers and the many-body cloud of electrons comprising the defective semiconductor.

Finally, we would like to emphasise the following concluding remark – we have achieved a rather deep understanding of the electronic and atomistic structure of many negative-U defects in semiconductors. For sure, that was achieved thanks to concurrent and combined experimental and theoretical work.
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