1 Introduction

We thank the discussants for their kind and insightful comments and analysis, which have substantially added to the contribution of this issue. Overall, it seems that the discussants agree with the general approach taken to analyze complex biological networks, and have also raised a number of relevant and important issues that we did not emphasize in the paper. Additionally, the discussion also raised many interesting open questions that point to potential research projects. Several common threads emerged from these discussions, which we grouped as follows: graphical model vs random graphs, computation, ordering, heterogeneity, interpretation, models beyond Gaussianity, graph shrinkage priors, and robustness of multiple graphical models. In response, we will provide our comments to the aforementioned general themes; we will point out to the discussants that raised the specific comments.

2 Graphical model vs random graphs

In this section we provide a reply to some of the comments concerning similarities and differences between graphical models and random graphs raised by Michael Schweinberger (MS) and Maria Prosperina Vitale, Giuseppe Giordano, and Giancarlo Ragozini (VGR).

As MS pointed out, graphical models and random graphs, despite their prominent differences in theory, methodology, and computation, can have interesting
intersections. From the modeling point of view, various random graph models can be adapted as prior models for latent graphs in Bayesian graphical models or as structured penalties for the frequentist counterpart. In fact, the uniform graph prior typically used in graphical models puts equal mass on any graph for a fixed number of nodes, which is exactly an Erdős–Rényi random graph with edge connecting probability 0.5. More sophisticated random graph priors may be able to encourage specific graph structures expected from certain applications. For example, in our recent work (Chung et al. 2021), we proposed a treed latent space model as a prior model for estimating microbial association networks, which allowed us to identify plausible microbial communities that were otherwise masked under the Erdős–Rényi random graph prior. In the past, we (Arbel et al. 2017) also briefly tested the generalized gamma process-based random graphs (Caron and Fox 2017) as prior models and they seemed to outperform the Erdős–Rényi random graph prior in the sparse graph setting. Other examples exist in this direction such as those incorporating hub structures (Mohan et al. 2014; Kim et al. 2019).

From the application point of view, VGR conducted in their discussion an interesting bibliometric analysis to link the main themes characterizing graphical models and random graph models. Specifically, the co-word network analysis found that systems biology and gene regulatory networks are overlapping applications of both areas. This is largely consistent with our understanding of the field that graphical models are useful for inferring an unknown gene regulatory network from multi-omic data and then random graph models can be subsequently applied to the inferred gene regulatory network to extract useful information such as node degree distribution and communities. In fact, this two-step approach could be replaced by a one-step approach, i.e., jointly estimating latent graphs and extracting/encouraging certain network structure, via e.g., random graph priors as mentioned above.

3 Computation

In this section we provide a reply to some of the comments concerning computational aspects of the discussed methods raised by Michael Schweinberger (MS), Anindya Bhadra (AB), and Yize Zhao, Zhe Sun and Jian Kang (ZSK).

A noteworthy limitation of the fully Bayesian inference approaches for graphical models that we reviewed is the scalability as pointed out by MS, AB, and ZSK. To scale up these methods, one may replace the proper likelihood function by a pseudo-likelihood function based on nodewise regression, which is a trade off with respect to the propriety of the probability model for scalability (Ha et al. 2020). Alternatively, it is also possible to develop optimization-based computation algorithms such as Variational Bayes (VB) or Expectation–maximization (EM) algorithms, which allow one to obtain quick point estimates of graphs. For example, Li and McCormick (2019) consider a formulation of the continuous spike-and-slab prior of Wang (2015) that includes additional scaling parameters and propose an EM algorithm for efficient estimation. Yang et al. (2021) employ EM in a Bayesian approach to multiple graph estimation. Also, for the case of compositional count data, Osborne et al. (2022) propose a method to simultaneously estimate network
interactions and associations to relevant covariates that employs a hierarchical model with latent layers and spike-and-slab priors for both edge and covariate selection. For posterior inference, the authors develop a novel hybrid scheme that combines VB steps on the covariate selection parameters with EM estimation of the latent variables that define the graph. We note that, generally speaking, optimization-based methods do not quantify the uncertainty associated with the point estimates they produce; in other words, they trade off accuracy of uncertainty quantification for scalability. Fully Bayesian approaches, despite their scalability limitation, are still by far the most popular Bayesian inference approach as a coherent, principled framework.

4 Topological ordering

In this section we provide a reply to some of the comments concerning topological ordering raised by Federico Castelletti, Guido Consonni and Luca La Rocca (CCLR).

For some of the methods described in our review paper, we assume a known ordering of the variables; as correctly pointed out by CCLR this is a crucial assumption that can be made only in the presence of substantive prior knowledge. CCLR wondered whether specifying an ordering becomes more problematic as the number of variables grows; fortunately, at least for the applications we dealt with, the ordering comes as whole piece of information (e.g., from known biological signaling pathways in genomics), that is either present or not. With a convincing simulation study, CCLR demonstrate that leaving the ordering unspecified leads to superior performance in terms of recovering the true underlying DAG relative to fixing an incorrect ordering; in practice, either a given ordering can be assumed with very good confidence or the node ordering should be considered a random variable. Moreover, CCLR discuss how to use DAGs for causal inference. Specifically, CCLR introduce an approach based on the interventional distribution of a DAG that can be used to estimate causal effects and discriminate between DAGs that belong to the same Markov equivalent class; this line of research, that includes important contributions from CCLR (Castelletti and Consonni 2019, 2021), is of great interest for the statistical community but goes beyond the scope of this review paper.

5 Heterogeneity

In this section we provide a reply to some of the comments concerning modeling approaches that can be used to account for heterogeneous observations raised by Federico Castelletti, Guido Consonni and Luca La Rocca (CCLR) and Yize Zhao, Zhe Sun and Jian Kang (ZSK).

CCLR raise several important points regarding covariate-dependent graphical models, wherein the covariates provide additional information regarding the heterogeneity in the samples. As they alluded to (in their Section 2) the covariates can enter the models either through: (i) mean structure; (ii) directly in the graphical structure or (iii) both. Scenario (iii) is an excellent point: whether it would be
possible to have covariates enter the graphical (regression) model through both mean and graph (i.e. precision matrix). It is indeed possible and meaningful in certain contexts. For instance, the graphical regression model reviewed in Section 4.1 can be extended as:

\[ y_{ij} = \sum_{j=1}^{p} g_j(x_t) + \sum_{k \in pa(j)} y_{ik} \theta_{jk}(x_t) + \epsilon_j, \]

where

- The first term: \( g_j(\cdot) \) is some function of the \( p \)-dimensional covariates \( (X) \);
- The second term: \( \theta_{jk}(\cdot) \) models the graphical structure as a function of covariates.

This extended model can be interpreted as a graphical model on both \( Y \)- and \( X \)-variables where \( X \)-variables are (potential) parents of \( Y \)-variables and their edge strengths do not change across observations whereas the edge strengths among \( Y \)-variables could vary with \( X \)-variables. The formulation of priors presented in Section 4.1 could be potentially extended for a coherent Bayesian specification of this model; however it does need some careful considerations regarding mean vs variance estimation trade-offs.

CCLR also raise an interesting future avenue of research regarding mixed/bidirected graphical models. Most methods in graphical regression, to the best of our knowledge, are (i) for continuous data and (ii) assume either an undirected (GGMs) or a directed (DAG) structure. Extension of these methods to discrete data can be done using latent variable models to model various types of discrete data e.g. binary, multi-category and count (or mixtures of these). However, this does raise some interpretational issues, since the graph is on a latent scale as opposed to the observed data scale (Bhadra et al. 2018). The bidirected graphical regression models case is an interesting one—since the conditioning would occur both at the edge and covariate level. The causal interpretations emerging from these graphs require some careful considerations given the interplay between the node level as well as edges level dependencies. Albeit, we do agree these are interesting avenues for future research.

CCLR as well as ZSK raise some interesting points regarding mixtures of graphs, i.e., presence of heterogeneous sub-groups/types in the data. While ZSK focus on the supervised case (where the subgroups are known), CCLR provide a nice summary on unsupervised learning of sub-groups as well as the graphical models. The former is a special case of the graphical regression models as presented in Section 4.1, where the covariate(s) are discrete. This essentially reduces the model to a multiple-graphical model, as nicely summarized by ZSK, albeit with an alternative characterization. The unsupervised case is an interesting one. Mixtures of graphs have been proposed in the literature using infinite mixtures mostly via Bayesian nonparameteric approaches (see CCLR and the references therein) or finite mixtures (e.g. Talluri et al. (2014)). However, we are not aware of any works that coherently allow mixtures to vary across multiple covariates and scales:
discrete, binary or combinations of these. While this would accompany substantial modeling and computational challenges, we envision there could be many potential applications, where multiple covariates (e.g. demographic, clinical, molecular) are assayed on the same individuals (e.g. see case studies in Ha et al. (2018); Bhattacharyya et al. (2020)), which can inform mixtures of graphs, either directed or undirected.

6 Interpretation

In this section we provide a reply to some of the comments concerning interpretation of posterior inference quantities raised by Alberto Roverato (AR) and David Marcano and Adrian Dobra (MD).

AR correctly points out that the interpretation of a graph becomes more problematic with increasing number of nodes; on the other hand, everything is harder in high dimensions and graphical models remain a tool that can help the investigators understand complex interaction patterns, even if proper conditional independence statements are more cumbersome to derive. More importantly, AR comments that inference of large graphs is typically unstable; this is partially true, since it depends on the sample size, strength of the signal, and true underlying graph structure. Moreover, we agree that selection of high-dimensional graphs is challenging and the resulting graph (if selected using marginal probability of edge inclusion, as often done in practice) does not fully retain the theoretical Markov properties; nevertheless, we think that graphical models are still useful exploratory tools that can guide follow-up analyses and experiments. Moreover, the Bayesian framework results in posterior probabilities, of both entire graphs and single edges, that can be interpreted as measure of uncertainty of the selected graphs.

We agree with MD that our review paper does not cover all important aspects related to inference and interpretation of graphical models. Specifically, the analysis and interpretation of all paths of dependencies becomes more and more cumbersome as the number of nodes and edges increases; some recent and relevant works in the context of concentration graphs includes Roverato and Castelo (2020). This type of analysis becomes even more complex for the graphical models reviewed in this paper, and we think that MD are correct in pointing out that this area of research should be of primary importance for both its methodological and practical relevance.

7 Models beyond Gaussianity

In this section we provide a reply to some of the comments concerning methods for non-Gaussian data raised by Luigi Augugliaro, Veronica Vinciotti and Ernst Wit (AVW) and Anindya Bhadra (AB).

We cannot agree more with AVW and AB that going beyond Gaussianity is a critical step towards robustifying graphical models in real-world applications where data are almost never perfectly Gaussian. There are indeed quite a few existing methods in this direction, e.g., via copula (Liu et al. 2009, 2012; Dobra and
Lenkoski 2011; Yoon et al. 2019; Chung et al. 2021) and via latent scaling (Finegold and Drton 2011; Bhadra et al. 2018; Cremaschi et al. 2019). We believe that both copula and latent scaling can be used to robustify multiple graphical models and graphical regression.

For multiple (undirected) graphical models (Peterson et al. 2015), it seems that copula or latent scaling can be directly applied to the sampling model or the likelihood in each group since the links between the groups are enforced only via the prior distribution. For (directed) graphical regression models, it is still possible even though the aforementioned copula and latent scaling methods were all developed for undirected graphs because conditional on covariates, the likelihood is a multivariate Gaussian distribution with a covariance/precision matrix induced from the graphical regression parameters.

We believe that the extension of multiple graphical models and graphical regression beyond Gaussianity could be excellent future exploration! One caveat worth mentioning is interpretability (which was one of the key discussion points raised by AR and MD from different perspectives) when moving from Gaussian to discrete data, for which the conditional independence interpretation may be lost. For example, with the Gaussian copula approach, the conditional independencies do not translate from the latent Gaussian variables to the observed discrete variables due to non-injective transformations.

8 Graph shrinkage priors and posterior concentration property

In this section we provide a reply to some of the comments concerning alternative shrinkage priors raised by Anindya Bhadra (AB).

Again, we thank AB for his stimulating and useful comments. We definitely agree with him that shrinkage priors are viable options that can be used as alternative to point mass mixture depending on the inferential goals, such as the case of estimation of precision matrices. Before going into the specific comments, we want to restate that many of the methods discussed in this review paper do not require to assume that the graph is decomposable, an assumption that indeed can be too restrictive for many applications. As correctly pointed out by AB, among shrinkage priors, the horseshoe prior has many desirable properties, and its successful application to graphical models is not surprising; we refer to the discussion by AB for a comprehensive list of references. Horseshoe priors can be certainly applied to graphical models for complex biological applications, both directed and undirected as well as chain graphs, a line of research that we are currently investigating.

9 Robustness of multiple graphical models

In this final section we provide a reply to some of the comments concerning robustness of the discussed methods raised by Yize Zhao, Zhe Sun and Jian Kang (ZSK).
ZSK investigate the performances of the MRF prior for multiple graph when the joint distribution of the edge selection indicators does not follow an MRF model or the similarity between graphs is not strong. As expected, the performances of the proposed fully Bayesian approach suffers from this type of prior-data conflicts. As ZSK pointed out, a future line of research should consist on the development and implementation of prior distributions that are flexible enough to model complex data generating mechanisms such as the ones investigated by ZSK. On a side note, simulation performances may be affected by many other factors; for example, when the number of edges increases, the strength of the connections becomes weaker (this is a side effect of the mechanism used to ensure that the true precision matrices are positive definite), and graph structure recovery becomes harder, regardless of the prior distributions used for the analysis.
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