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Abstract—This paper investigates user cooperation in massive multiple-input multiple-output (MIMO) systems with cascaded precoding. The high-dimensional physical channel in massive MIMO systems can be converted into a low-dimensional effective channel through the inner precoder to reduce the overhead of channel estimation and feedback. The inner precoder depends on the spatial covariance matrix of the channels, and thus the same precoder can be used for different users as long as they have the same spatial covariance matrix. Spatial covariance matrix is determined by the surrounding environment of user terminals. Therefore, the users that are close to each other will share the same spatial covariance matrix. In this situation, it is possible to achieve user cooperation by sharing receiver information through some dedicated link, such as device-to-device communications. To reduce the amount of information that needs to be shared, we propose a decoding codebook based scheme, which can achieve user cooperation without the need of channel state information. Moreover, we also investigate the amount of bandwidth required to achieve efficient user cooperation. Simulation results show that user cooperation can improve the capacity compared to the non-cooperation scheme.

Index Terms—Massive MIMO, device-to-device communication, user cooperation, decoding codebook.

I. INTRODUCTION

As a promising technique for the next generation cellular systems, massive multiple-input multiple-output (MIMO) has gained a lot attention recently [1], [2]. By installing a huge number of antennas at the base station (BS), massive MIMO can significantly increase the spectrum- and energy-efficiencies of wireless networks.

In MIMO systems, the downlink channel state information (CSI) at the BS can help improve the performance significantly. In regular MIMO systems where the antenna number at the BS is relatively small, downlink CSI can be first estimated at the user terminal and then fed back to the BS through limited feedback [3], [4]. In massive MIMO systems, however, traditional channel estimation and feedback can be hardly used due to the large overhead caused by the huge number of antennas. To reduce the overhead, cascaded precoding has been proposed in [5], [6] where the precoder is divided into an inner precoder and an outer precoder. The inner precoder converts the high-dimensional physical channel into a low-dimensional effective channel such that traditional channel estimation and feedback can be used directly with respect to the effective channel.

The inner precoder depends on the spatial covariance matrix of the channel [5]. The same precoder can be thus used for different users as long as they have the same spatial covariance matrix. Spatial covariance matrix is determined by the surrounding environment of the user terminal. Measurement results in [7] have shown that the spatial covariance matrix is very stable over time, which can be translated into stability over space since the time variation of wireless channel is essentially caused by the motion of the terminal over space [8]. In other words, if the users are close to each other, they will share the same surrounding environment and thus the same spatial covariance matrix. In this situation, it is possible to achieve user cooperation by sharing receiver information through some dedicated link, such as device-to-device (D2D) communication [9], [10]. Note that D2D communications in our scenario are different from the traditional one because (a) only two users are considered as a transmission pair in traditional D2D while more-than-two users are allowed in our scenario, and (b) traditional D2D communications cannot happen if there is no need of data transmission between the users while the D2D communications in this scenario are to share receiver information for user cooperation and it thus can happen even if no need of data transmission. Therefore, the D2D communications in our scenario will be called as D2D cooperation to distinguish from the traditional one.

Similar to traditional D2D, D2D cooperation can exploit either the licensed or unlicensed spectrums [9]. In both cases, the amount of receiver information that needs shared should be as small as possible to save spectrum resources. For this purpose, we will develop a decoding codebook based scheme, which can achieve user cooperation without the need of CSI. In particular, a decoding codebook is first pre-stored by the BS and the users, respectively. The BS picks up a decoding matrix from the decoding codebook and informs users the selection result. Each user will then use the selected decoding matrix for demodulation based on the shared receive signal information (RSI). In practice, the RSI should be first quantized and then sent to the other users via specific D2D cooperation link, which will not only result in an extra quantization noise but also consume extra cooperation bandwidth. Based on the connection between the quantization noise and the cooperation bandwidth, we will find out how much cooperation bandwidth is required to achieve satisfied performance.
The rest of this paper is organized as follows. The system model is introduced in Section II. The user cooperation scheme and the corresponding analysis are presented in Section III. In Section IV, we will discuss the consumption of the cooperation bandwidth. Finally, simulation results and conclusions are in Section V and Section VI, respectively.

II. SYSTEM MODEL

As in Fig. 1, we consider a BS with $M$ transmit antennas and $P$ users each with a single receive antenna. $\mathbf{W} \in \mathbb{C}^{M \times D}$ denotes the inner precoder where $D$ ($D \geq P$) is the dimension of the effective channel, and $\mathbf{V} \in \mathbb{C}^{D \times P}$ denotes the outer precoder. From Fig. 1, the received signal vector, $\mathbf{y} = (y_1, \cdots, y_P)^T$, can be represented by

$$\mathbf{y} = \mathbf{H}^H \mathbf{W} \mathbf{V} \mathbf{x} + \mathbf{z},$$

where $\mathbf{x} = (x_1, \cdots, x_P)^T$ and $\mathbf{z} = (z_1, \cdots, z_P)^T$ with $x_p$ and $z_p$ indicating the transmitted signal from the $p$-th user and the corresponding additive noise with $\mathbb{E}(|x_p|^2) = 1$ and $\mathbb{E}(|z_p|^2) = N_0$, and $\mathbf{H} = (\mathbf{h}_1, \cdots, \mathbf{h}_P)$ denotes the channel matrix with $\mathbf{h}_p$ indicating the $M \times 1$ channel vector of the $p$-th user.

Measurement results in [7] have shown that the spatial covariance matrix is very stable over time, which can be also translated to stability over space since the time variation of wireless channel is essentially caused by the motion of the terminal over space [8]. In other words, the spatial covariance matrix can remain constant within a spatial area (with size about 30 meters according to [7]). In this sense, we can assume that the spatial covariance matrices are the same for different users if they are close to each other, that is

$$\mathbf{R} = \mathbb{E}(\mathbf{h}_p \mathbf{h}_p^H) \text{ for } p = 1, 2, \cdots, P.$$  

(2)

From [5], the inner precoder is composed of the eigen-vectors of $\mathbf{R}$ corresponding to the $D$ largest eigenvalues. In this situation, the received signal in (1) can be rewritten as

$$\mathbf{y} = \mathbf{H}_e^H \mathbf{V} \mathbf{x} + \mathbf{z},$$

(3)

where $\mathbf{H}_e = \mathbf{W}^H \mathbf{H} \in \mathbb{C}^{D \times P}$ denotes the low-dimensional effective channel.

The signal model with respect to the effective channel in (3) is actually similar to the traditional downlink multiuser MIMO [11]. In traditional multiuser MIMO systems, users can distribute over the entire cell and thus each user is not aware of the other users’ positions. As a result, traditional user cooperation approaches have to develop extra transmission scheme or protocols to achieve information sharing among the users [12]–[14]. In our scenario, different users will share the same spatial covariance matrix and thus they should be very close to each other. In this situation, information sharing can be achieved through D2D communication based cooperation, which has widely accepted as a key technology in future wireless systems [9].

III. USER COOPERATION

In this section, we will first describe the decoding codebook based approach for user cooperation, and then present the corresponding analysis will be presented.

A. Decoding Codebook

To save the amount of information that needs to be shared, only the RSI, $\mathbf{y}_p$’s, are shared by the cooperated users. In this section, we assume the RSI can be perfectly shared so that each user can have a copy of the received signal vector, $\mathbf{y}$. In this situation, the transmitted signal to the $q$-th user can be recovered at the $q$-th user terminal as

$$\hat{x}_p = \mathbf{q}_p^H \mathbf{y} = \mathbf{q}_p^H \mathbf{H}_e^H \mathbf{V} \mathbf{x} + \mathbf{q}_p^H \mathbf{z},$$

(4)

where $\mathbf{q}_p$ denotes the decoding vector for the $q$-th user. Rewrite (4) in a matrix form with $q = 1, 2, \cdots, P$, we have

$$\mathbf{x} = \mathbf{Q}^H \mathbf{H}_e^H \mathbf{V} \mathbf{x} + \mathbf{Q}^H \mathbf{z},$$

(5)

where $\mathbf{Q} = (\mathbf{q}_1, \mathbf{q}_2, \cdots, \mathbf{q}_P)$ indicates the decoding matrix, which is a $P \times P$ unitary matrix selected at the BS from a
pre-determined decoding codebook,
\[ Q = \{ Q_1, Q_2, \cdots, Q_b \}, \]
where \( b \) denotes the number of quantization bits for the decoding codebook. For simplicity, we consider a random codebook in this paper as in [15], where each codeword is constructed by generating a \( P \times P \) matrix with complex Gaussian entries and then forming the codeword through eigenvalue decomposition.

To select a specific codebook from the codebook, BS needs to know the effective CSI, \( H_c \), which is assumed to be perfectly known by accurate channel estimation at the user terminals and feedback. Then, the overall channel observed will be \( H_c Q \). If non-cooperative zero-forcing (ZF) precoder is used as the outer precoder with respect to the overall channel, the signal-to-noise ratio (SNR) for the \( p \)-th user will be
\[ \text{SNR}_p = \frac{1}{N_0 \{ (Q^H H_c^i H_c) \}^{-1}} \]
where \( A_{(p,p)} \) denotes the \((p,p)\)-th entry of matrix \( A \). The SNR expression in (7) is actually similar to that in [16] where the limited feedback based precoder design has been investigated.

In this sense, the selection of a decoding matrix can be viewed as the duality of selecting a precoding matrix. It is shown in [16] that the upper bound of the SNR is determined by the minimum eigenvalue of the overall channel matrix and thus the codeword should be selected to maximize the minimum eigenvalue. However, the upper bound based approach in [16] cannot be used in our scenario because \( Q \) is a unitary matrix and thus \( H_c Q Q^H H_c^i = H_c H_c^i \). It means any codeword in the codebook will result in the same eigenvalue.

Alternatively, we consider a selection criterion based on the original SNR rather than the upper bound of the SNR. In particular, we select the codeword, \( Q_o \), to maximize the average SNR, that is
\[ Q_o = \arg \max_{Q \in Q} \frac{1}{P} \sum_{p=1}^{P} \text{SNR}_p \]
\[ = \arg \max_{Q \in Q} \frac{1}{N_0 P} \sum_{p=1}^{P} q_p^H (H_c^i H_c) q_p \]
where we have used the identity \( Q^H = Q^{-1} \) for the second equation since \( Q \) is a unitary matrix. Once the optimal decoding matrix is determined, each user can demodulate its corresponding data symbols through (4).

### B. Analysis

In this subsection, we will provide an insightful analysis on the effect of the quantization bits.

Denote
\[ H_c^i H_c = U \Lambda U^H, \]
where \( U = (u_1, \cdots, u_P) \) is the eigen-matrix of \( H_c^i H_c \) and \( \Lambda = \text{diag}\{ \lambda_1, \cdots, \lambda_P \} \) is the corresponding eigenvalue matrix. The denominator in (7) can be then rewritten as
\[ q_p^H (H_c^i H_c) q_p = \sum_{i=1}^{P} \lambda_i^{-1} |q_p^H u_i|^2 \]
\[ = \lambda_p^{-1} \cos^2 \theta_{p,p} + \sum_{i \neq p} \lambda_i^{-1} \cos^2 \theta_{p,i}, \]
where \( \theta_{p,i} = \arccos(\langle q_p^H u_i \rangle) \) denotes the angle between \( q_p \) and \( u_i \). Note that \( q \) is with unit norm and \( u_i \)’s are orthogonal vectors, we therefore have
\[ \sum_{a=1}^{P} \cos^2 \theta_{p,a} = \| q_p \|^2_2 = 1. \]
As a result, \( \cos^2 \theta_{p,p} + \cos^2 \theta_{p,i} \leq 1 \) for any \( 1 \leq i \leq P \), and therefore
\[ \cos^2 \theta_{p,i} \leq 1 - \cos^2 \theta_{p,p} = \sin^2 \theta_{p,p}. \]

Using (12), an upper bound of (10) can be obtained by
\[ q_p^H (H_c^i H_c) q_p \leq \lambda_p^{-1} \cos^2 \theta_{p,p} + \sum_{i \neq p} \lambda_i^{-1} \sin^2 \theta_{p,i} \]
\[ = \lambda_p^{-1} + \{ \text{Tr}[(H_c^i H_c)^{-1}] - 2 \lambda_p^{-1} \} \sin^2 \theta_{p,p}, \]
where we have used the identity
\[ \text{Tr}[(H_c^i H_c)^{-1}] = \sum_{p=1}^{P} \lambda_p^{-1}. \]
As a result, the mean of the lower bound for the average SNR can be obtained by
\[ \mathbb{E}\{ \text{SNR} \} \geq \frac{1}{N_0 P} \sum_{p=1}^{P} \mathbb{E} \left\{ \frac{1}{q_p^H (H_c^i H_c) q_p} \right\} \]
\[ \geq \frac{1}{N_0 P} \sum_{p=1}^{P} \mathbb{E} \left\{ \frac{1}{\lambda_p^{-1} + \{ \text{Tr}[(H_c^i H_c)^{-1}] - 2 \lambda_p^{-1} \} \sin^2 \theta_{p,p}} \right\}, \]
where the expectation is with respect to \( \sin^2 \theta_{p,p} \). If denote
\[ f(\sin^2 \theta_{p,p}) = \frac{1}{\lambda_p^{-1} + \{ \text{Tr}[(H_c^i H_c)^{-1}] - 2 \lambda_p^{-1} \} \sin^2 \theta_{p,p}}, \]
it can be verified that \( f(\sin^2 \theta_{p,p}) \) is always a convex function with respect to \( \sin^2 \theta_{p,p} \) in the region determined by \( \sin^2 \theta_{p,p} > 0, f(\sin^2 \theta_{p,p}) > 0 \). Therefore, using Jensen’s inequality to (15), we can obtain
\[ \mathbb{E}\{ \text{SNR} \} \geq \]
\[ \frac{1}{N_0 P} \sum_{p=0}^{P-1} \lambda_p^{-1} + \{ \text{Tr}[(H_c^i H_c)^{-1}] - 2 \lambda_p^{-1} \} \mathbb{E}\{ \sin^2 \theta_{p,p} \}. \]
Therefore, similar to the analysis in [18], we have
\[ E\{\sin^2 \theta_{p,p}\} \approx 2\pi e^{-\pi r}. \] (17)

The lower bound of SNR in (16) can be thus obtained as
\[ E\{\mathbf{SNR}\} \geq \frac{1}{N_0 P} \sum_{p=1}^{P-1} \lambda_p^{-1} + \frac{1}{P} \left\{ \text{Tr}\left( (\mathbf{H}_p^H \mathbf{H}_p)^{-1} \right) - 2 \lambda_p^{-1} \right\} 2 \pi e^{-\pi r}. \] (18)

From (19), the lower bound of the average SNR can be improved exponentially as the rising of the bit number. When \( B \rightarrow \infty \), the lower bound of the average SNR will be
\[ \frac{1}{P} \sum_{p=1}^{P} \lambda_p, \] (19)
which is the SNR when those users work together with ideal cooperation.

IV. COOPERATION BANDWIDTH

In the above, we have assumed that the RSI can be perfectly shared by all users. In practical systems, the RSI should be first quantized and then sent to the other users via specific D2D cooperation links, which will not only result in an extra quantization noise but also consume extra cooperation bandwidth. Based on the relation between the quantization noise and the cooperation bandwidth, we will find how much bandwidth is required to achieve satisfied performance in this section.

To address this issue, we consider a practical RSI sharing, where the receive signals, \( y_p \)'s, are quantized before sending to the other users. In practical systems, the real and imaginary parts of the received signal should be quantized separately. The overall quantization error can be therefore given by
\[ \tilde{y}_p = \text{Re}\{y_p\} + j\text{Im}\{y_p\}. \] (20)

If a uniform quantization with \( c \) bits are used to quantize \( y_p \) at the \( p \)-th user, then \( c/2 \) bits are used for the real part and the other bits are for imaginary part. In this case, the variances of the real and the imaginary quantization errors can be given as
\[ E\{|\text{Re}\{y_p\}|^2\} = E\{|\text{Im}\{y_p\}|^2\} = \frac{\tau^2}{3 \cdot 2^c}, \] (21)
where \( \tau \) denotes the maximum value of either \( \text{Re}\{y_p\} \) or \( \text{Im}\{y_p\} \), that is, \( |\text{Re}\{y_p\}| \leq \tau \) and \( |\text{Im}\{y_p\}| \leq \tau \) for \( p = 1, 2, \cdots, P \). As a result, the variance of the overall quantization error is given by
\[ \sigma_Q^2 = E(|\tilde{y}_p|^2) = \frac{2\tau^2}{3 \cdot 2^c}, \] (22)
where we have assumed that the quantization errors of the real and the imaginary parts are independent. After that, the quantized signals are sent to the other users. In this situation, the RSI at the \( p \)-th user can be represented by
\[ y + \tilde{y}^{(p)}, \] (23)
where \( \tilde{y}^{(p)} = (\tilde{y}_1, \cdots, 0, \cdots, \tilde{y}_P)^T \) with the \( p \)-th entry being zero because the \( p \)-th user knows its own RSI and thus no quantization needed.

In this situation, the recovered symbol at the \( p \)-th user can be represented by
\[ \hat{x}_p = q_p^H (y + \tilde{y}^{(p)}) = q_p^H \tilde{y} + q_p^H z + q_p^H \tilde{y}^{(p)}. \] (24)

Compared to (4), the quantization leads to an extra additive noise, and thus the overall noise power in this case is
\[ N_a = N_0 + \left(1 - |q_p[p]|^2\right) \sigma_Q^2, \] (25)
where \( q_p[p] \) denotes the \( p \)-th entry of \( q_p \). If we further assume the decoding vector is with constant amplitude, then \( |q_p[p]|^2 = 1/P \). As a result, the overall noise power can be rewritten by
\[ N_a = N_0 + \sigma_Q^2 \left( \frac{P-1}{P} \right). \] (26)

In above, we have used \( c \) bits for quantization at each user. Alternatively, the number of quantization bits can be also viewed as the amount of information that needs to be shared by the corresponding user. For a practical downlink transmission based on the orthogonal-frequency-division-multiplexing (OFDM) with \( K \) subcarriers and symbol duration, \( T \), each subcarrier will require \( c \) bits for quantization, and thus the required information rate for RSI sharing is
\[ \frac{cK}{T} = cW \text{ (bit/s)}, \] (27)
where \( W = K/T \) is the bandwidth of the downlink transmission. On the other hand, if the bandwidth for cooperation is \( W_c \), we should have
\[ cW \leq W_c \log_2 (1 + \gamma), \] (28)
with \( \gamma \) indicating the SNR of the D2D cooperation link, because the information rate of the D2D cooperation link should be larger than the required rate.

Substituting (28) into (22), we can obtain
\[ \sigma_Q^2 \propto (1 + \gamma)^{-\frac{w}{2}}. \] (29)
Equation (29) shows that the power of the quantization error can be reduced exponentially by increasing the cooperation bandwidth. On the other hand, the quality of the D2D cooperation link determines the reduction rate of the quantization error power. As a result, the overall noise power can be reduced with more cooperation bandwidth, and thus the system can be improved accordingly.

V. SIMULATION RESULTS

In this section, computer simulation is used to demonstrate the proposed approach. In the simulation, we consider a uniform-linear array (ULA) with \( M = 64 \) antennas and the antenna spacing is half wavelength. In this case, the physical
channel can be represented by [20]

$$h_p = \sum_{l=0}^{L-1} \alpha_{l,p} s(\theta_l),$$  \hspace{1cm} (30)$$

where $s(\theta_l) = (1, e^{j\pi \sin \theta_l}, \ldots, e^{j\pi \sin \theta_l(M-1)})^T$ denotes the steering vector with $\theta_l$ indicating the angle-of-arrival of the $l$-th path, and $\alpha_{l,p}$ denotes the complex amplitudes for the $l$-th path corresponding to the $p$-th user with $E(|\alpha_{l,p}|^2) = 1/L$. We consider $L = 20$ in the simulation since it is enough to model a practical wireless channel [21]. The dimension of the effective channel is with $D = 6$. Without specification, $P = 4$ users are considered in the simulation, each of which has a single receive antenna. The users are assumed to have the same spatial covariance matrix and they are also very close to each other such that D2D cooperation can be conducted to share RSI. For comparison, traditional non-cooperative ZF precoding and the case where the users can ideally cooperate with each other are also taken into account. We consider two cases, depending on whether the RSI is ideal.

### A. Ideal RSI

Fig. 2 shows the capacities of different approaches versus SNR, where we assume that each user has the ideal RSI. In the figure, we consider $b = 6, 12$ for decoding codebook design, respectively. As expected, the performance of the proposed approach can be improved compared to the non-cooperative ZF precoding due to the user cooperation. Moreover, the performance can be also improved by using a decoding codebook...
with a larger size.

Fig. 3 presents the performances when SNR = −5 dB with respect to the number of quantization bits, where the capacities have been normalized by that of the ideal cooperation case. In this figure, we consider different user numbers with $P = 3, 4, \text{and } 5$, respectively. The figure shows that a small number of quantization bits can almost achieve the performance of the ideal cooperation when the user number is small. When the user number is larger, however, much more quantization bits will be required to achieve the ideal one. Actually, such observation coincides with our analysis in Section IV. Equation (17) shows that the bit number is divided by the user number minus one, and therefore more bits will be required when the user number is large.

### B. Non-Ideal RSI

From (22), the performance depends heavily on $\tau$. By running the simulation many times, we observe that $\tau = 30$ is large enough to cover all the received signals.

Fig. 4 shows the capacities in the presence of the quantization errors with respect to different cooperation bandwidths. When the cooperation bandwidth is small, the quantization error is dominant and thus the performance can be hardly improved by increasing the SNR. On the other hand, the quantization error can be omitted when the cooperation bandwidth is large and thus the performance can achieve that with ideal RSI case.

Fig. 5 presents the capacities versus the cooperation bandwidth when SNR = −5 dB with respect to different D2D link quality. When $\gamma$ is larger, the quality of D2D cooperation link is good and thus a small cooperation bandwidth can already achieve better performance than the non-cooperative ZF. On the other hand, more cooperation bandwidth will be required if the D2D cooperation link is with low quality. Fig. 5 also shows that the required cooperation bandwidth can be even smaller than the downlink transmission bandwidth when the D2D cooperation link is with high quality. In practical systems, the users are supposed to be very close to each and thus a good D2D link quality can be always expected. In this sense, the proposed approach is expected to achieve efficient cooperation with small consumption of extra cooperation bandwidth.

### VI. Conclusion

In this paper, we have investigated the user cooperation in massive MIMO systems with cascaded precoding. If the users can be served by the same outer precoder, they should have the same spatial covariance matrix and thus are supposed to be close to each other. In this situation, D2D enabled user cooperation can be used to improve the system performance. To reduce the amount of the information that needs to be shared, a decoding codebook based approach has been developed such that we only need to share the RSI. The required cooperation bandwidth has also been discussed in the paper. Our simulation results have shown that the proposed approach can achieve cooperation with small consumption of extra cooperation bandwidth.
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