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1. Introduction

The BE has several uses in MEMS & NEMS technology. One of the most critical considerations driving the use of the BE in MEMS & NEMS implementations is the knowledge that: Since their micron-scale size is generally comparable to the molecule mean free path under normal operating conditions. Thus, the Knudsen flow numbers in MEMS & NEMS are generally far from the continuum regimes. Microflow is a term used to describe flow on a micron scale. The characteristic lengths of the flow gradient in microflows are usually modest and
correspond to the molecules’ mean free path. Often these MEMS & NEMS typical lengths will be in the micron order or less, resulting in a Knudsen number between 0.001 to 10. Resulting in fluid flows in the slip flow and transition flow conditions like most MEMS & NEMS technology. Microflows in these regimes have characteristics that differ from typical flows with long characteristic lengths. The Navier-Stokes and other traditional continuum models cannot characterize and forecast micro and nano-flows. On the other hand, microflows impact the effectiveness of MEMS & NEMS, such as micro pressure sensors, micro pumps, and valves [1].

The problem of describing the motion of plasma was developed as a critical one. On the other hand, kinetic forms of the BE and macroscopic templates such as hydrodynamic type are extensively employed in plasma. While hydrodynamic systems are incredibly realistic to represent many observable occurrences, a fluid treatment is insufficient for some, like the RGP. A kinetic type must be applied to get out of the inadequacy of the hydrodynamic types in the RGP system. Nonetheless, kinetic type numerical simulations are prohibitively expensive in CPU time and memory capacity. To precisely explain the complex transfer phenomena in RGP streams circumstances, particle-based RGP dynamics should be used [1-3]. The transport field becomes complicated because non-equilibrium effects occur in the RGP flows [1]. Numerical solutions of the BE, which might be problematic, can characterize these non-equilibrium effects in kinetic gas theory. It is feasible to derive the equivalent macroscopic transport equations from a microscopic equation, such as the BE. The BE’s classical approaches for deducing hydrodynamic-like equations are the Chapman-Enskog [4-6] and Grad’s moment methods [7-9]. In laboratory experiments and aerodynamics, the performance of the RGP in the presence of an infinite flat plate unexpectedly shifted in its plane, the RP, is of enormous interest. Particles collisions with rigid surfaces and particle binary collisions are predicted due to RGP rarefaction discontinuities in the surface’s macroscopic parameters. Shedlovskii, El-Sakka, et al., Khater, et al. [9-11], among several others, investigated the RP for a great RGP using the collisionless BE, as well as the RGP’s dynamical and electromagnetic field (EMF) characteristics. This investigation aims to apply the precise traveling-wave techniques [12-16] to solve the problem of the RP issue to estimate shear stress, velocity, viscosity coefficient, and induced magnetic and electric fields. IT performance of diamagnetic RGP must be studied by applying estimated EVDF to evaluate entropic predictions performance and associated IT functions.

2. Geometry, Physical, and Mathematical Formulation

Suppose that the top half of space (\(y \geq 0\)), confined by an unlimited flat plate (\(y = 0\)), is complete with an RGP of electrons and ions Fig. 1. Because the ratio among electron and ion masses in ionized RGP is too slight (\(\frac{m_e}{m_i} < 1\)), the ions will be treated as a motionless neutralizing background. Firstly, the RGP is incomplete ES and the wall rest. The plate then begins to move abruptly in its plane, with velocity \(U_0e^{-\alpha t}\) is along the x-axis (as \(U_0\)and \(\alpha\) are constants). The temperature of the entire system (electrons + ions + surface) is maintained at a constant temperature. The nomenclature defines all physical parameters.

Where \(\vec{F}\) operating upon every electron be calculated as follows [17-18]:

\[
\vec{F} = -e\vec{E} + \frac{e}{m_e} (\vec{c} \wedge \vec{B}).
\]

By assuming

\[
(1) \quad \vec{u} \equiv (V_x, 0,0), \vec{f} \equiv (qnV_x, 0,0), \vec{E} \equiv (E_x, 0,0) \quad \text{and} \quad \vec{B} \equiv (0,0,B_z).
\]

\(E_w, B_y, J_z\) and \(V_x\) are considered \((y, t)\) functions. Equations of Maxwell’s are satisfied by this selection. In the RGP, the EVDF is \(f(y, \vec{c}, t), that\) can be calculated from the BE [17-19] which can be composed in the BGK type [20-22] as:

\[
(2) \quad \frac{\partial f}{\partial t} + \vec{c} \cdot \frac{\partial f}{\partial \vec{r}} + \frac{\vec{F}}{m} \cdot \frac{\partial f}{\partial \vec{c}} = \frac{1}{\tau} (f_0 - f), \quad \text{where} \quad f_0 = n(2\pi RT)^{-\frac{3}{2}}exp\left(\frac{-(\vec{c} - \vec{u})^2}{2RT}\right)
\]

By substitutions from (1) into (2), we get:

\[
(3) \quad \frac{\partial f}{\partial t} + c_y \frac{\partial f}{\partial y} + \frac{eB_z}{mc_0} (c_y \frac{\partial f}{\partial c_x} - c_x \frac{\partial f}{\partial c_y}) + \frac{eE_x}{m} \frac{\partial f}{\partial c_x} = \frac{1}{\tau} (f_0 - f).
\]

Considering the solution of Eq. (4) as in [7]:

\[
(4) \quad f = \begin{cases} 
  f_1 = n(2\pi RT)^{-\frac{3}{2}} \left(1 + \frac{c_yV_{x1}}{RT}\right) \exp\left(\frac{-c_y^2}{2RT}\right) \quad \text{for} \quad c_y < 0 \quad \uparrow \\
  f_2 = n(2\pi RT)^{-\frac{3}{2}} \left(1 + \frac{c_yV_{x2}}{RT}\right) \exp\left(\frac{-c_y^2}{2RT}\right) \quad \text{for} \quad c_y > 0 \quad \downarrow 
\end{cases}
\]

where \(V_{x1}\) and \(V_{x2}\) are two undetermined functions of variables \(t\) and \(y\).
Applying Gard’s moment method \cite{1, 2} multiplying Eq. (4) by $Q_i(\tilde{c})$ and integrating overall values of $\tilde{c}$, the kinetic transfer equations are obtained as:

\begin{align}
(5) \quad & \frac{\partial}{\partial t} \int Q_i f d\tilde{c} + \frac{\partial}{\partial \tilde{c}} \int c_i Q_i f d\tilde{c} + \frac{eE_i}{m} \int f \frac{\partial Q_i}{\partial c_x} d\tilde{c} + \\
& + \frac{\partial \epsilon}{m c_0} \int \left[ c_x \frac{\partial Q_i}{\partial c_y} - c_y \frac{\partial Q_i}{\partial c_x} \right] d\tilde{c} = \frac{1}{\epsilon} \int \left( f_0 - f \right) Q_i d\tilde{c}.
\end{align}

The integrals over velocity are computed using the formula \cite{3, 4},

\begin{equation}
(6) \quad \int Q_i(\tilde{c}) f d\tilde{c} = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} Q_i f d\tilde{c}, \quad \text{where} \quad Q_i = Q_i(\tilde{c}), \quad i = 1, 2, \quad \text{and} \quad d\tilde{c} = dc_x dc_y dc_z,
\end{equation}

where $c_x, c_y$ and $c_z$ correspondingly, three components of the electron speed along $x$, $y$, and $z$ axes. Moreover, the component of both $E$ and $B$ can be calculated from Maxwell’s equations:

\begin{align}
(7) \quad & \frac{\partial E_x}{\partial y} - \frac{1}{c_0} \frac{\partial B_z}{\partial t} = 0, \\
(8) \quad & \frac{\partial E_y}{\partial x} - \frac{1}{c_0} \frac{\partial B_x}{\partial t} - \frac{4\pi n e}{c_0} V_n = 0,
\end{align}

where $n = \int f d\tilde{c}$, $nV_n = \int c_x f d\tilde{c}$, with the boundary and initial conditions

\begin{equation}
(9) \quad \begin{aligned}
E_x(y, 0) &= B_z(y, 0) = 0, \\
E_y(x, t) \text{ and } B_z(x, t) \text{ are finite as } \gamma \to \infty.
\end{aligned}
\end{equation}

The dimensionless variables are introduced as,

\begin{align}
(10) \quad & t = \tau t', \quad y = \frac{y'}{\sqrt{\tau}}, \quad V_n = V_n/\tau, \quad \tau_{xy} = \tau_{x} V_n, \quad M = \frac{c}{\tau_{xy}}, \quad M_p = \frac{\nu_{\infty}}{\tau_{xy}}, \\
& B_z = B_z(\frac{\nu_{\infty}}{\tau_{xy}}) E_n, \quad E_n = E_n/\nu_{\infty}, \quad \rho = n/\nu_{\infty}, \quad V_n' = \frac{\nu_{\infty}}{\nu_{\infty}},
\end{align}

For $M^2 \ll 1$ (small Mach number), we could consider that changes in temperature and density are negligible, i.e., $T = 1 + O(M^2)$ and $n = 1 + O(M^2)$.

Let

\begin{equation}
(11) \quad V_x = \frac{1}{2} (V_{x1} + V_{x2}), \quad \tau_{xy} = \frac{\nu_{xy}}{\rho \sqrt{\tau_{xy}/\tau_{xx}}}, \quad (V_{x2} - V_{x1}).
\end{equation}

By applying the non-dimension variable Eq. (5) for $Q_1 = c_x$ and $Q_2 = c_x c_y$ becomes

\begin{align}
(12) \quad & \frac{\partial V_x'}{\partial t} + \frac{\partial \tau_{xy}'}{\partial y} - E_x' = 0, \\
(13) \quad & \frac{\partial \tau_{xy}'}{\partial t} + 2 \frac{\partial V_x'}{\partial y} + \tau_{xy}' = 0,
\end{align}

with the boundary and initial conditions

\begin{equation}
(14) \quad \begin{aligned}
V_x'(y', 0) &= \tau_{xy}(y', 0), \quad 0, \\
2V_x'(0, t') + \tau_{xy}'(0, t') &= 2M_p e^{-\alpha t'}, \quad V_x' \text{ and } \tau_{xy}' \text{ are finite as } \gamma \to \infty, \quad \alpha = \alpha_t.
\end{aligned}
\end{equation}

In equations (7)-(9) and (12)-(14), we remove the dash over the dimensionless variables for brevity’s purpose. Thus, we have the following equations system (disregard current of displacement) \cite{23}:

\begin{align}
(15) \quad & \frac{\partial E_x}{\partial y} - \frac{\partial B_z}{\partial t} = 0, \\
(16) \quad & \frac{\partial \tau_{xy}}{\partial t} + 2\pi \frac{\partial V_x}{\partial y} + \tau_{xy} = 0, \\
(17) \quad & \frac{\partial E_x}{\partial y} - \frac{\partial B_z}{\partial t} = 0, \\
(18) \quad & \frac{\partial B_z}{\partial y} - \alpha_0 V_n = 0, \quad \text{where} \quad \alpha_0 = \frac{V_{x1} \gamma^2 \gamma^2}{m e c_0'}.
\end{align}

with the boundary and initial conditions

\begin{equation}
(19) \quad \begin{aligned}
V_x(y, 0) &= \tau_{xy}(y, 0) = E_x(y, 0) = B_z(y, 0) = 0, \\
2V_x(0, t) + \tau_{xy}(0, t) &= 2M_p e^{-\alpha t}, \quad \text{for} \quad t > 0; \\
V_x, \tau_{xy}, E_x \text{ and } B_z \text{ are finite as } \gamma \to \infty.
\end{aligned}
\end{equation}

We can reduce our basic Eqs. (15-18), to one equation:

\begin{equation}
(20) \quad \frac{\partial^4 V_x(y, t)}{\partial y^4} - \frac{\partial^2 V_x(y, t)}{\partial y^2} - \frac{\partial^2 V_x(y, t)}{\partial y^2} = \frac{\partial V_x(y, t)}{\partial t} - 2\pi \frac{\partial V_x(y, t)}{\partial t} = 0.
\end{equation}

3. Solution of the Problem

We will apply traveling-wave techniques \cite{12-16} since the traveling wave variable

\begin{equation}
(21) \quad \xi = -y - M \tau, \quad \text{we change the partial derivatives to ordinary derivatives, where}
\end{equation}

\begin{align}
(22) \quad & \frac{\partial}{\partial t} = -M \frac{\partial}{\partial \xi}, \quad \frac{\partial}{\partial y} = - \frac{\partial}{\partial \xi} \text{ and } \frac{\partial^a}{\partial \xi^a} = (-1)^a M \frac{\partial^a}{\partial \xi^a}, \\
& \frac{\partial^a}{\partial \xi^a} = (-1)^a n \frac{\partial^a}{\partial \xi^a} \text{ as } \alpha \text{ is a +ve integer.}
\end{align}

Substituting Eqs. (21-22) into Eq. (20), we have:

\begin{equation}
(23) \quad \left( M^2 - 2\pi \right) \frac{d^2 V_x(\xi)}{d \xi^2} + M \frac{d^2 V_x(\xi)}{d \xi^2} - M^2 \frac{d^2 V_x(\xi)}{d \xi^2} + \alpha M \frac{d^2 V_x(\xi)}{d \xi^2} = 0.
\end{equation}

Integrating Eq. (23) concerning $\xi$ once, we obtain:

\begin{equation}
(24) \quad \left( M^2 - 2\pi \right) \frac{d^2 V_x(\xi)}{d \xi^2} + M \frac{d^2 V_x(\xi)}{d \xi^2} - M^2 \frac{d^2 V_x(\xi)}{d \xi^2} + \alpha M \frac{d^2 V_x(\xi)}{d \xi^2} = C_1,
\end{equation}

where $C_1$ is the integration constant, the boundary and initial conditions become:

\begin{equation}
(25) \quad \begin{aligned}
E_x(\xi = 0) &= B_z(\xi = 0) = \tau_{xy}(\xi = 0) = 0, \\
2V_x(\xi = -M) + \tau_{xy}(\xi = -M) &= 2M_p e^{-\alpha t}, \\
V_x, \tau_{xy}, E_x \text{ and } B_z \text{ are finite as } \xi \to -\infty.
\end{aligned}
\end{equation}

By solving the ordinary differential Eq. (24), we obtain the form of the general solution:

\begin{equation}
(26) \quad V_x(\xi) = C_2 e^{\theta x} + C_3 e^{\theta x} + C_4 e^{\theta x} + \frac{C_1}{M \alpha}.
\end{equation}
where \( C_2, C_3 \) and \( C_4 \) are integrating constants calculated from the boundary and initial conditions \( \theta_1, \theta_2 \) and \( \theta_3 \) are the three roots of the algebraic auxiliary equation: \((M^2 - 2\pi)\theta^3 + M\theta^2 - \alpha M^2 \theta + \alpha M = 0.\)

Substituting from Eqs. (21-22) into Eqs. (15-18) we obtain:

\[
\begin{align*}
(27) & \quad -M \frac{\partial v_x}{\partial \xi} - \frac{\partial v_y}{\partial \xi} - E_x = 0, \\
(28) & \quad -M \frac{\partial v_x}{\partial \xi} - \frac{\partial v_y}{\partial \xi} - 2\pi \frac{\partial v_x}{\partial \xi} + \tau_{xy} = 0, \\
(29) & \quad \frac{\partial E_x}{\partial \xi} + M \frac{\partial B_z}{\partial \xi} = 0, \\
(30) & \quad \frac{\partial B_z}{\partial \xi} - \alpha_0 V_x = 0,
\end{align*}
\]

Integrating Eq. (30) concerning \( \xi \), we get:

\[
(31) \quad B_2(\xi) = -\alpha_0 \int V_x(\xi) \, d\xi
\]

Substituting from Eq. (26) into Eq. (31), we obtain:

\[
(32) \quad B_2(\xi) = -\alpha_0 \left( \frac{C_2}{\theta_1} e^{\theta_1 \xi} + \frac{C_3}{\theta_2} e^{\theta_2 \xi} + \frac{C_4}{\theta_3} e^{\theta_3 \xi} \right) + C_5
\]

The condition (25-C) implies that \( C_1 = 0 \), thus

\[
(33) \quad B_2(\xi) = -\alpha_0 \left( \frac{C_2}{\theta_1} e^{\theta_1 \xi} + \frac{C_3}{\theta_2} e^{\theta_2 \xi} + \frac{C_4}{\theta_3} e^{\theta_3 \xi} \right) + C_5.
\]

Integrating Eq. (29) concerning \( \xi \) then we get:

\[
(34) \quad E_x(\xi) = MB_2(\xi) + C_6.
\]

Substituting from Eqs. (33) into Eq. (34), we obtain:

\[
(35) \quad E_x(\xi) = -\alpha_0 M \left( \frac{C_2}{\theta_1} e^{\theta_1 \xi} + \frac{C_3}{\theta_2} e^{\theta_2 \xi} + \frac{C_4}{\theta_3} e^{\theta_3 \xi} \right) + C_5 M + C_6.
\]

Integrating Eq. (27) concerning \( \xi \) then we get:

\[
(36) \quad \tau_{xy}(\xi) = -MV_x(\xi) - \int E_x(\xi) \, d\xi
\]

Substituting from Eqs. (26, 37) into Eq. (38), we obtain:

\[
(37) \tau_{xy}(\xi) = -M \left( C_2 e^{\theta_1 \xi} + C_3 e^{\theta_2 \xi} + C_4 e^{\theta_3 \xi} \right) + \alpha_0 M \left( \frac{C_2}{\theta_1} e^{\theta_1 \xi} + \frac{C_3}{\theta_2} e^{\theta_2 \xi} + \frac{C_4}{\theta_3} e^{\theta_3 \xi} \right) + C_5 M \xi + C_6 \xi + C_7
\]

applying Eq. (28) together with condition (25-C), we obtain that \( C_5 = C_6 = C_7 = 0 \) while the three constants \( C_2, C_3 \) and \( C_4 \) can be calculated from the conditions (25), which gives the three following equations:

\[
(38) \quad E_x(\xi = 0) = 0, \quad \tau_{xy}(\xi = 0) = 0, \quad 2V_x(\xi = -M) + \tau_{xy}(\xi = -M) = 2M_p e^{-\alpha_1}.
\]

Substituting from Eqs. (26, 35, 37) into the system of Eqs. (38), we obtain three algebraic equations in three unknown constants \( C_2, C_3 \) and \( C_4 \), which can be solved easily by usual methods of algebra to get the values of \( C_2, C_3 \) and \( C_4 \) to obtain the complete solution of the problem, as we will do in the applied example.

Substituting the calculated velocities \( V_{x1} \) and \( V_{x2} \) from Eqs. (11, 26, 37) into Eq. (4) for \( f_1 \) and \( f_2 \) we may now begin to investigate the system’s non-equilibrium thermodynamic characteristics.

4. The Non-Equilibrium Thermodynamic Descriptions

The IT processes are still representing a hot exciting topic. That is due to the theory’s broad theoretical significance and diverse applicability in various fields. We begin by calculating the entropy per unit mass \( S \), going back to the basics of the H-theorem. It has written as \([24-26]\):

\[
(39) S = -\int f \ln f \, dc = -\left( \int f_1 \ln f_1 \, dc + \int f_2 \ln f_2 \, dc \right) = -\pi^2 \left[ \left( V_{x1}^2 + V_{x2}^2 \right) - \frac{3}{2} \right]
\]
Moreover, we get entropy flow in the y-direction:

\[ J_y^{(5)} = - \int c_y f \ln f \, d\xi = -(\int c_y f_1 \ln f_1 \, d\xi + \int c_y f_2 \ln f_2 \, d\xi) = [\pi(V_{el}^2 + V_{ex}^2)] \]

In its global form, the principle of entropy generation [28-30] is expressed as:

\[ \sigma = \frac{dS}{\partial t} + \mathbf{V} \cdot \mathbf{J}^{(5)} \]

We may calculate the thermodynamic force equivalent to the control factors \( M_p \) [9] using the grand principle of IT:

\[ X_{MP} = \frac{dS}{\partial M_p} \]

The connection among entropy generation and thermodynamic forces, but from the other side, takes the form [24-26]:

\[ \sigma = \sum_j \sum_j L_{ij} X_j = L_{11} X_{MP}^2 \]

In our problem, the condition of the Onsager inequality will be satisfied by the kinetic coefficient \( L_{11} \) and the thermodynamic force \( X_{MP} \) as \( L_{11} \geq 0 \).

To investigate the system's IEM. The extended Gibbs relation [9, 27] is introduced, consisting of EMF energy as a part of the total system energy. We distinguish paramagnetic and diamagnetic RGP [9].

**Case 1:** The RGP is paramagnetic, the IEM is stated in terms of the extended thermodynamics coordinates \( S, P, \) and \( m \), which correspond to the intensive thermodynamics' coordinates \( T, E, \) and \( B \), correspondingly, the different influences in the IEM in Gibbs methodology:

\[ dU = dU_\Sigma + dU_{pol} + dU_{para}, \]

\[ dU_\Sigma = TdS \] is the IEM because of a variant of the entropy,

\[ dU_{pol} = EdP \] is the IEM because of a variant of polarization,

\[ dU_{para} = Bdm \] is the IEM because of the variant of magnetization. Here \( m \) is calculated from the Equation [9, 27]:

\[ \frac{dS}{dm} = -\frac{\partial}{\partial t} \Rightarrow m = -\int \left( \frac{T}{R} \frac{dS}{dy} \right) dt \].

Presenting the nondimensional quantities \( U' = \frac{U}{KT_0} \), \( m' = m \left( \frac{1}{erTV_{Th}a} \right) \), \( p' = p \left( \frac{1}{erTV_{Th}a} \right) \) in the Gibbs' rule to get (dropping primes):

\[ dU = dS + \varepsilon_1 Edp + \varepsilon_1 Bdm \]

**Case 2:** If the RGP is diamagnetic, the IEM because of the extensive \( S, P, \) and \( B \) and intensive variables \( T, E, \) and \( m \), correspondingly. Therefore, there are three influences in the IEM in the Gibbs rule given by:

\[ dU = dU_\Sigma + dU_{pol} + dU_{dia}, \]

where \( dU_{dia} = -m dB \) is the IEM because of induced magnetic induction variant \( m = \frac{\partial S}{\partial B} \) [31]. As a result, the nondimensional form of \( dU \) in just this example is:

\[ dU = dS + \varepsilon_1 Edp - \varepsilon_1 mdB, \]

where

\[ \varepsilon_1 = \left( \frac{m e^2 r^2}{K T_0} \right), dS = \left( \frac{\delta S}{\partial t} \right) \delta \alpha + \left( \frac{\delta S}{\partial \alpha} \right) \delta \alpha \]

\[ = 3, \delta t = 20. \]

5. Discussion

The unsteady performance of RGP is investigated by applying the traveling-wave techniques and the kinetic theory of IT processes. Our calculations are based on detailed data for RGP in Argon RGP [28] as a diamagnetic medium in which the Argon RGP loses electron pairs as a function of the voltage used to ionize the Argon atoms, exposed to the following parameters:

\[ K_B = 1.3807 \times 10^{-16} \text{erg}/\text{K}^0, T_0 = 300 \text{ K}^0, n_e = 7 \times 10^{14} \text{ cm}^{-3}, d = 3.84 \times 10^{-8} \text{ cm} (\text{Argon atom diameter}), \]

the electron mass, charge \( m_e = 9.093 \times 10^{-28} \text{ gm}, e = 4.8 \times 10^{-10} \text{ esu} \) are applied to calculate the dimensionless parameter \( a_0 = 9.37 \), the particles Mach number \( M = 10^{-1} \) and the mean free path of the RGP \( \lambda = \frac{1}{\sqrt{2} \pi n_e a^2} \).

\[ = 0.2180 \text{ cm that comparing with Debye's length} \]

\[ \lambda_{De} = \sqrt{\frac{K_B T_0}{4 \pi n_e e^2}} = 6.389 \times 10^{-6} \text{ cm}, \varepsilon_1 = 1.667, \]

and the plate Mach number \( M_p = 5 \times 10^{-2} \).

Fig. 2 sheds light upon a comparison of the combination perturbation EVDF \( f_1(green), f_2(red) \) with the equilibrium EVDF \( f_0(\text{Yellow} - \text{Grid}) \) at various time values (a) as \( t = 1 \), (b) as \( t = 30 \), (c) as \( t = 40 \), and (d) as \( t = 70 \) all figures done for a fixed \( (y = 0.3) \) with plate's Mach number \( M_\alpha = 0.05 \). It shows that the distance from ES is small. The system, over time, works to restore the ES, which proves that the system complies with the 2nd law of thermodynamics and conforms to the Le Chatelier ES principle. Fig. 3 illustrates (a) the equilibria EVDF \( f_0(b) \) the combination perturbation EVDF \( f \), and (c) a combination of equilibrium and non-equilibrium EVDF. All of them show that the system almost approaches ES as \( t=100 \). The advantage of the EVDF representation and calculation is that it illustrates how the system is far from ES and when it may reach an ES. We can do that after many evolutions of both perturbed and
equilibrium EVDF and compare them every time. When the equilibrium EVDF matches the unbalanced EVDF thus, we conclude that the system reaches the ES. That advantage cannot be reached by solving macroscopic types like Navier-Stokes and other macroscopic magnetohydrodynamic models.

**Fig. 2** Comparison of the combination perturbation EVDF $f[f_1$(Green), $f_2$(Red)] with the equilibria EVDF $f_0$(Yellow-Grid) at (t = 1, 30, 40 and 70) for a fixed (y =0.3) with plate's Mach number Ma = 0.05

**Fig. 3** Distinction of the equilibria EVDF $f_0$(Yellow-Grid) and the coupled perturbed EVDF $f[f_1$(Green), $f_2$(Red)] and at (t = 100) for a fixed (y =0.3) with plate’s Mach number Ma = 0.05
The mean velocity is seen from Fig. 4, at the neighborhood of the sudden movement of the plate, it is a maximum ($\approx M_p$) and then declines time exponentially. It decreases non-linearly with the distance $y$.

A similar performance holds for the shear stress $\tau_{xy}$ except that $\tau_{xy}$ equals zero at $t=0$ and $y=0$ also, it has a negative sign owing to its direction from bottom to upper, see Fig. 5.

The amplitude of the induced electric field increases exponentially with time $t$ and distance $y$; see Fig. 7. The same observations hold for the induced magnetic; see Fig. 8.

The thermodynamic performance is illustrated in Figs. (9-15). The performance of the entropy $S$ has a good agreement with the 2nd law of thermodynamic and the H-theorem that it increases with the increment of time $t$, see Fig. 9. Also, Fig. 10 verifies how the performance of the system coincides with H-theorem since the entropy generation is positive $\sigma \geq 0$ [24-26]. Indeed, the coefficient $L_{\mu_p}$ satisfies the thermodynamics restrictions as it has a non-negative value for all the interval time and all $y$; see Fig. 11, 12.
The electron loses (or gains) energy as it passes through RGP due to interactions with the particles of the surroundings caused by RGP polarization and collisions. The forces acting on electrons in the RGP from the EMF generated by the particles affect an electron's energy loss (or gain). The abruptly shifting surface produces work on the RGP, altering the IEM of the RGP.\[29\]

As shown in Fig. 13, IEM is smoothly damping with time away from the plate due to entropy variant \(dU_S\). It also has a linear rise in moving plate proximity owing to the energy wasted and received from the particles and surface.

Fig. 14 demonstrates that the internal energy owing to the polarization variant grows as both the time \(t\) and the distance \(y\) increase, which is consistent with the performance of EMFs (see Figs. 7, 8, 14).

While the IEM varies smoothly between two maximum negative values for the diamagnetic RGP, we found \(dU_{dia}\) variants in the intensity of the induced magnetic field, as seen in Fig. 15.

Because of variations in the strength of the EMF, the IEM ranges non-linearly between two maximum negative values for the Para-magnetic RGP, \(dU_{par}\). As shown in Fig. 16.
Fig. 12 Thermodynamic force $X_{mp}$ vs. $y$ and $t$

Fig. 13 $dU_s$ vs. $y$ and $t$

Fig. 14 $dU_{pol}$ vs. $y$ and $t$

Fig. 15 $dU_{dia}$ vs. $y$ and $t$

Fig. 16 $dU_{par}$ vs. $y$ and $t$
6. Conclusions

The finding of the investigation of the unsteady BGK type of the BE in the case of an RGP applying the moments, traveling wave, and separation of variables methods of the two-sided EVDF and Maxwell’s equations is developed within the restrictions of slight deviation from ES, RGP, and low Mach numbers. This technique allows us to calculate the flow velocity and other plasma parameters and variables. We evaluated the entropy, its production, and other important thermodynamic important variables by utilizing them in the EVDF and applying the H-theorem. The results correlated well with the H-theorem, thermodynamics rules, and Le Chatelier’s concept. Via Gibbs’ formula, the ratios between the various influences of the IEM are evaluated.

We found that the maximum numerical values of the three IEM influences in the Dia-magnetic case are ordered in magnitude as:

\[ dU_5: dU_{pol}: dU_{dia} = 1: 1.67 \times 10: 2.5 \times 10^{-4}. \]

While in the Para-magnetic scenario, the maximum quantities of the three IEM impacts are ordered in magnitude as:

\[ dU_3: dU_{pol}: dU_{par} = 1: 1.67 \times 10: 1.67. \]

It is concluded: various IEM influences, such as \( dU_{pol}, dU_{dia} \), and \( dU_{par} \), owing to EMF, are dominated compared to \( dU_3 \). In recognition that the flow had not been influenced by variation in temperature. In contrast, it was influenced by the EMF that was self-produced by the sudden motion of the rigid plate. 3D-Graphics illustrate the calculated variables’ performances are shown, and their behavior is profoundly examined. Our finding concluded that: Our model and its solution and all calculated variables are compatible with IT laws.

7. Nomenclature

\( \vec{B} \): Induced magnetic field vector, \( B_i \): Induced magnetic field, \( \vec{E} \): Induced electric induction vector, \( E \): Induced electric field, \( \vec{F} \): Lorentz’s force vector, \( f \): Electron velocity distribution function, \( f_0 \): Equilibrium EVDF, \( f_1 \): First component of EVDF, \( f_2 \): Second component of EVDF, \( J \): Current density, \( J_{\lambda}^{(9)} \): Entropy flux component, \( K \): Boltzmann constant (Erg/K\(^\circ\)) 1.38 × 10\(^{-16} \), \( L_{12} \): Kinetic coefficient, \( M_p \): Plate Mach number, \( M \): Particles Mach number, \( P \): Polarization, \( R \): Gas constant, \( S \): Entropy per unit mass, \( T \): Temperature, \( U \): Internal energy of the gas, \( U_0 \): Plate Velocity constant, \( V_s \): Mean velocity, \( V_{s2} \): Mean velocity related to \( f_2 \), \( V \): Gas volume, \( X_{\text{dia}} \): Thermodynamic force, \( c_0 \): Speed of light, \( C \): Particles’ velocity, \( d \): Particle’s diameter, \( e \): Electron’s charge, \( m \): Electron’s mass, \( m_e \): Specific magnetization, \( N \): Mean density, \( n_e \): Electron’s concentration, \( P \): Pressure, \( \vec{r} \): Position vector of the particle, \( t \): Time variable, \( \vec{u} \): Mean velocity of the particle, \( dU_i \): IEM due to entropy, \( dU_{pol} \): IEM due to polarization, \( dU_{par} \): IEM due to magnetization, \( dU_{dia} \): IEM due to magnetic field, \( y \): Displacement variable, \( \alpha \): Dimensionless variable, \( i \): Related to electrons, \( I \): Related to ions, \( \tau \): Relaxation time, \( \tau_{so} \): Shear stress, \( \mu \): Viscosity coefficient, \( \lambda \): Mean free path, \( a_0 \): Dimensionless parameter, \( a \): Damping constant.

8. Abbreviations

BGK: Bhatnagar-Gross-Krook, BE: Boltzmann kinetic equation, EMF: Electromagnetic Field, ES: Equilibrium State, IEM: Internal Energy Modification, MEMS: Micro-Electro-Mechanical Systems, NEMS: Nano-Electro-Mechanical Systems, EVDF: Electrons Velocity Distribution Function, RB: Rayleigh problem, RGP: Rarefied Gaseous Plasma.
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