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ABSTRACT. We develop a Kobayashi-Hitchin correspondence for the extended Bogomolny equations, i.e., the dimensionally reduced Kapustin-Witten equations, on the product of a compact Riemann surface $\Sigma$ with $\mathbb{R}^+_y$, with generalized Nahm pole boundary conditions at $y = 0$. The correspondence is between solutions of these equations satisfying these singular boundary conditions and also limiting to flat connections as $y \to \infty$, and certain holomorphic data consisting of effective triplets $(E, \varphi, L)$ where $(E, \varphi)$ is a stable $\text{SL}(n + 1, \mathbb{C})$ Higgs pair and $L \subset E$ is a holomorphic line bundle. This corroborates a prediction of Gaiotto and Witten, and is an extension of our earlier paper [HM17] which treats only the $\text{SL}(2, \mathbb{R})$ case.

1. Introduction

This paper generalizes our earlier work [HM17] and continues the study of the three-dimensional reduction of the Kapustin-Witten (KW) equations on manifolds of the form $\Sigma \times \mathbb{R}^+_y$, where $\Sigma$ is either a compact Riemann surface or else $\Sigma = \mathbb{C}$, with generalized Nahm pole boundary conditions at $y = 0$ and where the data converges to a flat $\text{SL}(n + 1, \mathbb{C})$ connection as $y \to \infty$. In this paper we provide a complete existence and regularity theory for this problem when the underlying complex gauge group is $\text{SL}(n + 1, \mathbb{C})$.

We briefly recall the broader setting, and refer to [KW07, Wit12, GW12] as well as [MW13, MW17] for more details. The KW equations on a four-manifold $M$, which involve a connection $A$ on a $G$-bundle $E$ over $M$ and an $\text{ad}(E)$-valued 1-form $\varphi$, take the form

$$F_A - \phi \wedge \phi + \star d_A \phi = 0, \quad d_A \star \phi = 0.$$  

These are actually a specialization of a 1-parameter family of equations to one particularly interesting parameter value. Namely, if we define the complex connection $A = A + i\varphi$ and compute its curvature $F_A$ in the usual way, then this one-parameter family of equations can be written as

$$e^{i\theta} F_A = \star e^{i\theta} F_A;$$

this can be regarded as a complex, phase-shifted form of the (anti)self-duality equations. The equations (1) correspond to the particular value $\theta = \pi/4$. Thus the KW equations have some features of a $G_C$ gauge theory.

Complex flat connections are always solutions of any of this family of equations, but to find a richer class of solutions we specialize to this parameter value, i.e., to consider the equations (1). Witten, in a series of papers and lectures [Wit12, Wit14, Wit16], following on the paper of Gaiotto and Witten [GW12], developed a far-reaching conjecture: the solution spaces of these equations when $M^4 = W^3 \times \mathbb{R}^+$, where $W \times \{0\}$ contains a knot $K$, and where we impose a certain set of singular boundary conditions along $(W \times \{0\}) \setminus K$ and separately along $K$, should contain information to capture the Jones polynomial of $K$ when $W = S^3$ and to define a generalization of the Jones polynomial in general. More specifically, the coefficients of the Jones polynomial should equal the count of solutions to the KW equations with these singular boundary conditions (and for bundles of different degrees). We refer to [TL18, He17] for the study of moduli space of solutions with the
singular boundary conditions and Taubes recent dramatic advance [Cli18] in the study of compactness properties of these moduli spaces.

As one step toward the daunting problem of counting solutions to (1), Gaiotto and Witten [GW12] proposed an Atiyah-Floer type approach: fix a Heegard splitting \( W = H_1 \cup_\Sigma H_2 \) and suppose that we stretch the metric transversely to \( H_1 \cap H_2 \) so the two handlebodies are joined by a long neck \( \cong \Sigma \times [-L, L] \), \( L \gg 1 \). If \( \mathcal{M}_\Sigma \) denotes the \( G_\Sigma \) character variety of \( \Sigma \), then the character varieties of the \( H_i \) are Lagrangians \( L_1, L_2 \subset \mathcal{M}_\Sigma \). The Lagrangian intersection Floer homology of \( L_1 \) and \( L_2 \) gives an invariant of \( W \), see [AM17, DF17] for recent progress. Similarly, if \( W \) contains a knot, we may position it and stretch as before so that the portion of the knot in the long neck consists of a set of parallel straight lines \( \{ p_j \} \times [-L, L] \); these intersect \( \Sigma \times \{ 0 \} \) in a finite collection of points. Let \( L_3 \) be the moduli space of KW equations over \( (\Sigma \times \mathbb{R}) \times \mathbb{R}^+ \) with these singular boundary conditions at \( \Sigma \times \mathbb{R} \) as before, but assuming all data is invariant in the \( \mathbb{R} \) direction. Now, rather than counting intersections of the Lagrangians, we count holomorphic triangles in \( \mathcal{M}_\Sigma \) which span \( L_1, L_2, L_3 \). The current form of the conjecture is that this count yields the coefficients of the Jones polynomial. We refer to [GPPV17] for an explanation of this Atiyah-Floer type approach. There should also be symplectic knot Floer approach to define the Jones polynomial over general 3-manifold, in analogy to [SS06, Man06].

All of this motivates the need to describe the moduli space of solutions to the dimensionally-reduced KW equations on \( \Sigma \times \mathbb{R}^+ \) with singular boundary conditions at \( y = 0 \), which is the topic of the present paper. The case where the knot is empty is already interesting, but in this dimensionally reduced setting, knots correspond to a collection of points on \( \Sigma \) since these ‘expand’ to a collection of parallel lines at \( y = 0 \) in \( \Sigma \times \mathbb{R} \times \mathbb{R}^+ \). Thus when we refer to knot singularities in this paper, we mean simply a finite collection of points \( \{ p_1, \ldots, p_k \} \subset \Sigma \).

We now write these dimensionally-reduced equations explicitly. Let \( G \) be a compact semisimple Lie group, and \( E \) a complex Hermitian \( G \) vector bundle over \( \Sigma \times \mathbb{R}^+ \). We denote by \( \text{ad}(E) \) the adjoint bundle of infinitesimal automorphisms of \( E \). The extended Bogomolny equations (EBE, for short) are a system of equations for a connection \( A \) on \( E \), an \( \text{ad}(E) \)-valued 1-form \( \phi \) and an \( \text{ad}(E) \)-valued section \( \phi_1 \):

\[
\begin{align*}
F_A - \phi \wedge \phi &= \ast d_A \phi_1, \\
&= 0, \\
d_A \phi + \ast [\phi, \phi_1] &= 0, \\
d_A^\ast \phi &= 0.
\end{align*}
\]

Note that these equations do not involve either \( A_y \) or \( \phi_y \), the components of these fields in the vertical \( (y) \) direction. While we may remove the \( A_y \) component by a gauge choice, it is impossible to gauge away \( \phi_y \). However, it turns out that from the form of the singular boundary conditions at \( y = 0 \) and the asymptotic conditions at \( y = \infty \) one may deduce a posteriori that \( \phi_y \equiv 0 \). On the other hand \( \phi_1 \) is an extra field in the theory which cannot be removed.

The extended Bogomolny equations have some important specializations. If the solution is \( \Sigma \)-invariant, then (2) reduces to the Nahm equation [Nah80]. If \( \phi = 0 \), then (2) reduces to the Bogomolny equations [Bog76]. Finally, if the solution is independent of \( y \) and \( \phi_1 = 0 \), then (2) reduces to the Hitchin equations [Hit87b]. Thus the extended Bogomolny equations is a hybrid of these three famous equations.

For simplicity, we assume in this paper that \( G = \text{SU}(n + 1) \), and that the primary data is a complex vector bundle \( E \) of degree 0 and rank \( n + 1 \) endowed with a Hermitian metric. While all the results here should go through in a relatively straightforward way for general \( G \), treating that more general case would at the least require substantial notational changes, so we do not carry this out here.
As explained in [GW12], the equations (2) have a ‘Hermitian-Yang-Mills’ structure. In the spirit of the famous papers of Donaldson [Don85, Don87], and Uhlenbeck-Yau [UY86], Gaiotto and Witten predicted a ‘Kobayashi-Hitchin type’ correspondence between the moduli space of solutions of these equations satisfying appropriate boundary conditions at \( y = 0 \) and as \( y \to \infty \), modulo unitary gauge equivalence, and a certain moduli space of holomorphic data over the Riemann surface \( \Sigma \), modulo complex gauge equivalence.

We describe this correspondence more carefully. On the gauge-theoretic side, define \( \mathcal{M}_{\text{NP}} \) and \( \mathcal{M}_{\text{GNP}} \) to equal the moduli spaces of solutions to (2) satisfying the Nahm pole (NP) and generalized Nahm pole (GNP, which stands for Nahm pole with knot singularities) boundary conditions at \( y = 0 \) and which converge to flat \( SL(n + 1,\mathbb{C}) \) connections as \( y \to \infty \), up to unitary gauge equivalence. On the complex geometric side, we consider triplets \((\mathcal{E}, \varphi, L)\) where \((\mathcal{E}, \varphi)\) is a stable \( SL(n + 1,\mathbb{C}) \) Higgs pair and \( L \) is a holomorphic line subbundle of \( \mathcal{E} \).

We explain in Section 4.2 that any such triplet determines a divisor \( \mathfrak{d}(\mathcal{E}, \varphi, L) \) in \( \Sigma \) which corresponds to the location and weighting of the knot singularities. The triple is called effective if the divisor is effective. Define \( \mathcal{M}_C \) to equal the set of effective triplets modulo complex gauge equivalence. We write \( \mathcal{M}_C^0 \) for the subset of \( \mathcal{M}_C \) where \( \mathfrak{d}(\mathcal{E}, \varphi, L) = \emptyset \); its complement is denoted by \( \mathcal{M}_C^{\text{Knot}} \). We show in Section 4.1 that \( \mathcal{M}_C^0 \) is isomorphic to the Hitchin component \( \mathcal{M}_{\text{Hit}} \) in the moduli space of \( SL(n + 1,\mathbb{C}) \) Higgs pairs.

Gaiotto and Witten defined maps

\[
I_{\text{NP}} : \mathcal{M}_{\text{NP}} \to \mathcal{M}_{\text{Hit}}, \quad I_{\text{NPK}} : \mathcal{M}_{\text{NPK}} \to \mathcal{M}_C^{\text{Knot}},
\]

which are explained in detail in Section 4, and conjecture that \( I_{\text{NP}} \) and \( I_{\text{NPK}} \) are injective. In this paper we verify this conjecture.

**Theorem 1.1.** The maps \( I_{\text{NP}} \) and \( I_{\text{NPK}} \) are bijective:

i) For every element in the Hitchin component \( \mathcal{M}_{\text{Hit}} \), there exists a solution to (2) with only a Nahm pole singularity at \( y = 0 \);

ii) For any triple \((\mathcal{E}, \varphi, L)\) with effective divisor \( \mathfrak{d}(\mathcal{E}, \varphi, L) \), there exists a solution to (2) with knot singularities at \( y = 0 \) and with locations and weight data \( \mathfrak{d}(\mathcal{E}, \varphi, L) \);

iii) If two solutions which satisfy generalized Nahm pole boundary condition have the same image under \( I_{\text{NP}} \) or \( I_{\text{NPK}} \), then they are unitary gauge equivalent.

The key part of this Theorem is the proof that \( I_{\text{NP}} \) and \( I_{\text{NPK}} \) are surjective. In other words, we must show that given any holomorphic triplet as above, there exists a solution to the extended Bogomolny equations on \( \Sigma \times \mathbb{R}^+ \) satisfying the (generalized) Nahm pole boundary condition at \( y = 0 \) and with specified asymptotic limit as \( y \to \infty \).

We note that this fits into a long stream of articles concerning the existence of solutions to the Hermitian-Yang-Mills equations over manifolds with boundary [Don92] or with cylindrical ends, [Guo96], [Owe01], [SE15], [JW16].

Sections 2-4 below explain the framework and formulation of this problem in more detail. The existence proof is contained in Sections 5-9. In our formulation we search for a Hermitian metric \( H \) which satisfies a quasilinear elliptic system (with singular boundary conditions) which we write as \( \Omega_H = 0 \). We use the classical method of continuity. As a preliminary step, given any holomorphic triplets, i.e., elements of \( \mathcal{M}_{\text{Hit}} \) or \( \mathcal{M}_C^{\text{Knot}} \), we construct a Hermitian metric \( H_0 \) which satisfies the Nahm boundary conditions at \( y = 0 \) and has the desired asymptotic limit as \( y \to \infty \), and such that \( \Omega_{H_0} \) vanishes to all orders as \( y \to 0 \) and decays exponentially as \( y \to \infty \). We then consider perturbations \( H = H_0e^s \) of this approximate solution. The continuity path is a family of equations \( \mathcal{N}_t(s) = 0 \), where \( t = 0 \) corresponds to the equation we wish to solve. We show that there is a ‘trivial’ solution when \( t = 1 \). Openness of the set of values of \( t \) for which there is a solution requires a careful study of the linearization, which in turn relies on the theory of uniformly degenerate elliptic
equations [Maz91], as developed further and specialized to the setting of the KW equations in [MW13, MW17]. The argument for closedness relies on a sequence of a priori estimates. The $C^0$ estimate can be handled by the maximum principle, and the interior higher order estimates follow from known results. Our task is to prove the uniform decay at $y = 0$ and as $y \to \infty$. The former of these requires an analysis using Morrey spaces to control the $L^\infty$ decay rate, and a more delicate argument using scale-invariant Morrey spaces to control higher regularity there. From these we obtain enough information to invoke the regularity theory of [MW13, MW17] to prove that limits of solutions are polyhomogeneous, which then allows us to continue the deformation in the $t$ parameter. Finally, in Section 10, we prove uniqueness, i.e., part (iii) of Theorem 1.1. To do so we study the variation of the extended Bogomolny equations and construct a Donaldson type functional for this situation, generalizing [Don87]. We conclude by showing that every solution is a minimizer for this convex functional.

Conventions. In estimates below, $C, C', C_0$, etc., will denote constants which arise and depend only on $\Sigma$, $E$ and the background Hermitian metric $H_0$, but whose values change from one line to the next. We always specify when a constant depends on further data.
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2. The Extended Bogomolny Equations

2.1. Hermitian Geometry. Consider the space $\Sigma \times \mathbb{R}^+$, where $\Sigma$ is a compact Riemann surface with product metric $g = g_0^2|dz|^2 + dy^2$. Let $E$ be complex Hermitian vector bundle of rank $n + 1$ over $\Sigma \times \mathbb{R}^+$ with $\det E = 0$. Fixing a Hermitian metric $H$ on $E$ gives an $\text{SU}(n+1)$ structure on this bundle, and we denote by $g_E$ the associated adjoint bundle. Finally, $y$ denotes a fixed linear coordinate on $\mathbb{R}^+$, and we use any local holomorphic coordinate chart $z = x_2 + i x_3$ on $\Sigma$.

As explained in the introduction, the fields in our equation are a unitary connection $A$ on $E$, and two Higgs fields $\phi \in \Omega^1(g_E)$ and $\phi_1 \in \Omega^0(g_E)$. We work in a gauge where $A^* = -A$, $\phi^* = \phi$, $\phi_1^* = -i \phi_1$; here $*$ is the conjugate transpose determined by the Hermitian metric $H$.

Our starting point is an observation by Gaiotto and Witten in [GW12] that the extended Bogomolny equations have a Hermitian-Yang-Mills structure. Write

$$d_A = \nabla_2 dx_2 + \nabla_3 dx_3 + \nabla_y dy,$$

where $\varphi_z = \phi_2 - i \phi_3$ and $\varphi_\bar{z} = \phi_2 + i \phi_3$. We often write $\varphi_2 dz$ as $\varphi$ since this will be our primary object; indeed $\varphi$ determines $\phi$ since $\varphi = -\varphi_\bar{z}$.

Now, following [Wit12] [GW12], define the operators

$$D_1 = (\nabla_2 + i \nabla_3) d\bar{z} = (2\partial_\bar{z} + A_1 + i A_2) d\bar{z},$$

$$D_2 = \text{ad} \varphi = [\varphi, \cdot] = [(\phi_2 - i \phi_3) dz, \cdot],$$

$$D_3 = \nabla_y - i \phi_1 = \partial_y + A_y - i \phi_1,$$

and their adjoints with respect to $H$ and the pairing $(\alpha, \beta) \mapsto \int_{\Sigma \times \mathbb{R}^+} \alpha \wedge \star \bar{\beta}$. Noting that $D_1 = \partial_\bar{A}$ defines the holomorphic structure on $E$, then its adjoint on sections or endomorphisms valued in 0-forms and (0, 1)-forms, respectively, is $(D_1^\dagger)_0 = \partial_\bar{A} = (\nabla_2 - i \nabla_3) dz$ and $(D_1^\dagger)_{0,1} = -\partial_\bar{A} = (-\nabla_2 + i \nabla_3) dz$. For the other two operators we have

$$D_2^\dagger = -[\phi_2 + i \phi_3, \cdot] d\bar{z}, \ D_3^\dagger = -\nabla_y - i \phi_1.$$
The extended Bogomolny equations can then be written in the elegant form

\[ [D_i, D_j] = 0, \quad i, j = 1, 2, 3, \]

\[ \frac{i}{2} \Lambda \left( [D_1, D_1] + [D_2, D_2] + [D_3, D_3] \right) + [D_3, D_3^\dagger] = 0, \]

where \( \Lambda : \Omega^{1,1} \to \Omega^0 \) is the inner product with the Kähler form (normalized as \((i/2)dz \wedge d\bar{z}\) when the metric on \(\Sigma\) is flat).

In the local coordinates above, and taking into account the signs on \(D_1^\dagger\), we calculate

\[ [D_1, D_1^\dagger] = 2iF_{23} \, dz \wedge d\bar{z}, \]

\[ [D_2, D_2^\dagger] = -2i[\phi_2, \phi_3] \, dz \wedge d\bar{z}, \]

\[ [D_3, D_3^\dagger] = -2i\nabla_y \phi_1, \]

so

\[ \frac{i}{2} \Lambda \left( [D_1, D_1^\dagger] + [D_2, D_2^\dagger] + [D_3, D_3^\dagger] \right) + [D_3, D_3^\dagger] = F_{23} - [\phi_2, \phi_3] - \nabla_y \phi_1 = 0. \]

As pointed out by Witten [Wit12], the key to understanding this system is the observation that the first set of equations, \([D_i, D_j] = 0\), enjoy a larger symmetry than the full system. Indeed, the full system is invariant under the real gauge group \(\mathcal{G}\) of special unitary transformations, while the first set of equations is invariant under the complex gauge group \(\mathcal{G}_C := SL(n+1, E)\) of special linear automorphisms of \(E\). The action is as follows: if \(g \in \mathcal{G}_C\), then

\[ D_i^g := g \circ D_i \circ g^{-1}, \quad D_i^g := (g^*)^{-1} \circ D_i \circ g^*, \]

where \(g^*\) is the conjugate transpose of \(g\). This extends the action of \(\mathcal{G} = \{g \in \mathcal{G}_C \mid gg^* = 1\}\). The first set of equations in (4) can be regarded as a complex moment map, while the final equation is the accompanying real moment map.

**Remark.** We have used the phrase Hermitian-Yang-Mills structure for the extended Bogomolny equations because of the following analogy. Let \(X\) be a Kähler manifold, \(E\) a complex bundle over \(X\) with \(\det E = 0\). The Hermitian-Yang-Mills equations for connections \(A\) on \(E\) take the form

\[ F^{(0,2)}_A = 0, \quad i\Lambda F^{(1,1)}_A = 0, \]

where \(\Lambda\) is the inner product with the Kähler class. Using local coordinates \((z_1, \ldots, z_n)\), define the \(D_i = \partial_{z_i} + A_{z_i}\). Then the equation \(F^{(0,2)}_A = 0\) is equivalent to \([D_i, D_j] = 0\) for all \(i, j\), while \(i\Lambda F^{(1,1)}_A = 0\) is equivalent to \(\sum_{i=1}^n [D_i, D_i^\dagger] = 0\).

### 2.2. Holomorphic Data

Following Donaldson-Uhlenbeck-Yau [Don85], [UY86], [Don87], this leads to the expectation that one should start from holomorphic data satisfying the \(\mathcal{G}_C\)-invariant equations, and then correct these to solve the \(\mathcal{G}\)-invariant equation. We now show how this works in the present circumstances.

Denote by \(E_y\) the restriction of \(E\) to the slice \(\Sigma \times \{y\}\). Now observe that \(D_1\) is a \(\bar{\partial}\) operator which satisfies \(D_1^\dagger = 0\), so by the Newlander-Nirenberg theorem, it defines a holomorphic structure \(\mathcal{E}_y\) on \(E_y\). Next, on each slice \(\mathcal{E}_y, D_2\) is a \(K_{\Sigma}\)-valued endomorphism (\(K_{\Sigma}\) is the canonical bundle of \(\Sigma\)), and the equation \([D_1, D_2] = 0\) implies \(D_1 \varphi = 0\), i.e., the endomorphism \(\varphi\) is holomorphic. In other words, writing \(\varphi_y\) for the restriction of \(\varphi\) to \(E_y\), we obtain a family of Higgs bundle \((\mathcal{E}_y, \varphi_y)\) over \(\Sigma \times \{y\}\). Finally, \(D_3\) provides a parallel transport in the \(y\) direction, and the equations \([D_1, D_3] = 0, [D_2, D_3] = 0\) imply that this family of Higgs bundles are parallel with respect to \(D_3\).
Based on these observations, we define a data set for our problem to consist of a bundle $E$ of rank $(n+1)$ and degree 0 over $\Sigma \times \mathbb{R}^+$, along with a system of operators $\Theta = (\mathcal{D}_1, \mathcal{D}_2, \mathcal{D}_3)$ acting on $\mathcal{C}^\infty(\Sigma \times \mathbb{R}^+; E)$ which satisfy:

- For any smooth function $f$ and section $s$ of $E$, $\mathcal{D}_1(fs) = \partial fs + f\mathcal{D}_1s$, $\mathcal{D}_3(fs) = (\partial_y f)s + f\mathcal{D}_3s$;
- $\mathcal{D}_2 = [\varphi, \cdot]$ for some $\varphi \in \Omega^{1,0}(\mathfrak{g}_P)$;
- $[\mathcal{D}_i, \mathcal{D}_j] = 0$ for all $i, j$.

Two sets of data $(E, \Theta)$ and $(\tilde{E}, \tilde{\Theta})$ are called equivalent if there exists a complex gauge transform $g$ such that $g^{-1}\tilde{D}_ig = D_i$, $i = 1, 2, 3$. By our previous discussion, under the $G_C$ action, $(E, \Theta)$ is equivalent to a Higgs bundle. We discuss Higgs bundles further in Section 3.

Given $(E, \Theta)$, a choice of Hermitian metric $H$ on $E$ determines the adjoints $\mathcal{D}_i^\dagger$ of the operators $\mathcal{D}_i$ by

$$
\bar{\partial}(H(s, s')) = \mathcal{D}_1(s, s') + H(s, \mathcal{D}_1^\dagger s'), \quad \partial_y(H(s, s')) = \mathcal{D}_3(s, s') + H(s, \mathcal{D}_3^\dagger s');
$$

$$
\partial(H(s, s')) = \mathcal{D}_2(s, s') + H(s, \mathcal{D}_2^\dagger s') = 0.
$$

We then have that $\mathcal{D}_1^\dagger$ and $\mathcal{D}_3^\dagger$ are derivations and $\mathcal{D}_2^\dagger$ is tensorial, i.e., $\mathcal{D}_1^\dagger(fs) = (\partial_x f)s + f\mathcal{D}_1^\dagger s$, $\mathcal{D}_3^\dagger(fs) = (\partial_y f)s + f\mathcal{D}_3^\dagger s$, while $\mathcal{D}_2^\dagger(fs) = f\mathcal{D}_2^\dagger s$.

We now shift perspective slightly. Instead of letting complex gauge transformations act on the data set $\Theta$, it is easier to fix $\Theta$ and let $G_C$ act on the Hermitian metric. We thus regard the real moment map equation in (4) as an equation for the Hermitian metric $H$.

Set $D_y = \frac{1}{2}(D_2 + D_3^\dagger)$, $D_z = D_1$ and $D_\phi = D_1^\dagger$ and define a unitary connection $\mathcal{D}_A$, and an endomorphism-valued 1-form $\phi$ and 0-form $\phi_1$ on $(E, \Theta, H)$ by

$$
\mathcal{D}_A s : = \mathcal{D}_1 s + \mathcal{D}_1^\dagger s + D_y s \, dy,
$$

$$
[s, \phi] : = [\mathcal{D}_2, s] + [\mathcal{D}_2^\dagger, s],
$$

$$
\phi_1 : = \frac{i}{2}(D_3 - D_3^\dagger).
$$

The triple $(A, \phi, \phi_1)$ is called the Chern connection of $(E, \Theta, H)$.

The following proposition about the $G_C$ action on $\Theta$ was proved in [HM17]:

**Proposition 2.1.** (1) Suppose that $(E, \Theta)$ and $(E, \tilde{\Theta})$ are two data sets. If the restrictions of $\Theta$ to $E_y$ and $\tilde{\Theta}$ to some possibly different $E_y'$ are complex gauge equivalent, then $(E, \Theta)$ and $(E, \tilde{\Theta})$ are equivalent.

(2) If $(E, \Theta, H)$ is a solution to the extended Bogomolny equations, and if $g$ is a complex gauge transform, then $(E, \Theta^g)$, where $\Theta^g = (g^{-1}D_1g, g^{-1}D_2g, g^{-1}D_3g)$, $H^g = Hg^{*H}g$ is also a solution.

We now record some computations in a local frame, with coordinate $(z, y)$. Writing $\mathcal{D}_1 = \partial_z + \alpha$, $\mathcal{D}_1' = \partial_z + A^{(1,0)}$, $\mathcal{D}_3 = \partial_y + \mathcal{A}_y$ and $\mathcal{D}_3' = \partial_y + \mathcal{A}_y'$, we compute:

$$
A^{(1,0)} = H^{-1}\partial_z H - H^{-1}\tilde{\alpha}^\dagger H,
$$

$$
A = A^{(1,0)} + \alpha = H^{-1}\partial_z H - H^{-1}\tilde{\alpha}^\dagger H + \alpha,
$$

$$
\varphi^\dagger = H^{-1}\tilde{\varphi}^\dagger H,
$$

$$
\mathcal{A}_y' = H^{-1}\partial_y H - H^{-1}\tilde{\mathcal{A}}_y^\dagger H.
$$

Thus in a frame where $\alpha = \mathcal{A}_y = 0$, then

$$
\mathcal{D}_1' = -\mathcal{D}_1' = -(\partial_z + H^{-1}\partial_z H), \quad \mathcal{D}_2' = -\mathcal{D}_2' = [\varphi^\dagger, \cdot], \quad \mathcal{D}_3' = -\mathcal{D}_3' = -\partial_y - H^{-1}\partial_y H.
$$
The gauge is called holomorphic parallel if \( D_1 = \bar{\partial}, D_3 = \partial_y \). In such a gauge, the moment map equation (4) becomes
\[
-\bar{\partial}(H^{-1}\partial H) - g_0^2\partial_y(H^{-1}\partial_y H) + [\varphi, \varphi^*] = 0,
\]
where the metric on \( \Sigma \) is \( g_0^2|dz|^2 \).

Next, given \((E, \Theta, H)\), consider the Chern connection \((A, \phi, \phi_1)\). The gauge is called unitary if \((A, \phi, \phi_1)\) are unitary matrices. In analogy to a standard result [Ati78], we record the link between connections in unitary and holomorphic frames:

**Proposition 2.2.** [HM17] With \((E, \Theta, H)\) as above, there is a unique triplet \((A, \phi, \phi_y)\) compatible with the unitary structure and with structure defined by \(\Theta\). In other words, in every unitary gauge, \(A^* = -A, \phi^* = \phi, \phi_1^* = -\phi_1\), while in every parallel holomorphic gauge, \(D_1 = \bar{\partial}_E \) and \(D_3 = \partial_y\), i.e., \(A^{(0,1)} = A_y = i\phi_1 = 0\).

In a local holomorphic trivialization of \(E\), we can represent the metric by a Hermitian matrix (also denoted \(H\)). For \(g \in G_C\) with \(g^\dagger g = H\), e.g. \(g = H^\frac{1}{2}\), then in holomorphic parallel gauge
\[
A^{(1,0)} = H^{-1}\partial H = g^{-1}(g^\dagger)^{-1}(\partial_z g^\dagger)g + g^{-1}\partial_z g, \quad A^{(0,1)} = 0.
\]
Thus \(g\) transforms from holomorphic to unitary gauge. If \(\bar{A}\) is the connection form in unitary gauge, then
\[
\bar{A}_z = (g^\dagger)^{-1}\partial_z g^\dagger, \quad \bar{A}_\bar{z} = -(\partial_\bar{z} g)g^{-1},
\]
so \(\bar{A}_{\bar{z}} = -\bar{A}_z\). Similarly,
\[
\phi_z = g\varphi g^{-1}, \quad \phi_{\bar{z}} = (g^\dagger)^{-1}\bar{\varphi}^\dagger g^\dagger,
\]
\[
A_y = \frac{1}{2}(\partial_y g)g^{-1} - (g^\dagger)^{-1}\partial_y g^\dagger, \quad \phi_1 = \frac{i}{2}((g^\dagger)^{-1}\partial_y g^\dagger + \partial_y g^\dagger(g^\dagger)^{-1}),
\]
where \(\varphi_z\) is the holomorphic gauge and \(\phi, A_y, \phi_1\) are in the unitary gauge.

### 3. Boundary Conditions

The boundary conditions for this system are that \((A, \phi, \phi_1)\) converges to a flat irreducible \(\text{SL}(n+1, \mathbb{C})\) connection as \(y \to \infty\), while for \(y \to 0\), \((A, \phi, \phi_1)\) satisfies the generalized Nahm pole boundary condition with knot singularities. We describe these in more detail now.

#### 3.1. Higgs Bundle

We now recall the well-known interrelationship between the moduli spaces of flat \(\text{SL}(n+1, \mathbb{C})\) connections, Higgs bundles and solutions of the Hitchin equations. Recall that a Higgs bundle (or Higgs pair) over \(\Sigma\) is a pair \((E, \varphi)\), where \((E, \partial_E)\) is a holomorphic bundle of rank \(n+1\) and \(\varphi \in \mathcal{H}^0(\text{End}(E) \otimes K)\). We assume here that \(\det \mathcal{E} = 0\).

A Higgs pair \((E, \varphi)\) with \(\text{deg } \mathcal{E} = 0\) is called stable if \(\text{deg } V < 0\) for any holomorphic subbundle \(V\) with \(\varphi(V) \subset V \otimes K\), and polystable if it is a direct sum of stable Higgs pairs. (This is a special case of the familiar definition when \(\text{deg } \mathcal{E}\) is not necessarily \(0\).)

The Hitchin equations are obtained by setting \(D_3 = 0\) in the extended Bogomolny equations (or alternately, considering only the equations for \(D_1\) and \(D_2\) on each slice \(\Sigma \times \{y\}\)):
\[
F_H + [\varphi, \varphi^{*H}] = 0, \quad \bar{\partial}\varphi = 0.
\]
We regard the Hermitian metric \(H\) on \(\mathcal{E}\) as the variable, and then \(F_H\) is the curvature of the Chern connection \(\nabla_H\) associated to \(H\) and the holomorphic structure, and \(\varphi^{*H}\) is the adjoint with respect to \(H\). Irreducibility and reducibility of solutions \((A, \varphi)\) is defined in the obvious way.
Theorem 3.1. [Hit87b] For any Higgs pair $(E, \varphi)$ on $\Sigma$, there exists an irreducible solution $H$ to the Hitchin equations if and only if this pair is stable, and a reducible solution if and only if it is polystable.

To any solution $H$ to the Hitchin equations is associated a flat $\text{SL}(n+1, \mathbb{C})$ connection $D = \nabla_H + \varphi + \varphi^* u$, and hence a representation $\rho : \pi_1(\Sigma) \rightarrow \text{SL}(n+1, \mathbb{C})$, which is well-defined up to conjugation. Irreducibility of the solution is the same as irreducibility of the representation, while reducibility corresponds to the fact that $\rho$ is reductive. The map from flat connections back to solutions of the Hitchin system involves finding a harmonic metric which yields a decomposition of $D = D^{\text{skew}} + D^{\text{Herm}}$ into skew-Hermitian and Hermitian parts, so that $D^{\text{Herm}} = \varphi + \varphi^* u$ and $(D^{\text{skew}})^{0,1}, \varphi)$ satisfies Hitchin equations.

The culmination of the work of Hitchin, Donaldson, Simpson and Corlette is the diffeomorphic equivalence between the spaces of stable Higgs pairs, irreducible solutions of the Hitchin equations and irreducible flat connections; there is a similar equivalence for the polystable/reducible spaces.

The condition that $(A, \phi, \phi_I)$ converges to a flat $\text{SL}(n+1, \mathbb{C})$ connection thus requires that we only consider the stable Higgs bundle.

Now consider the moduli space $\mathcal{M}_{\text{Higgs}}$ of $\text{SL}(n+1, \mathbb{C})$ Higgs bundle. The Hitchin fibration is the map

$$\pi : \mathcal{M}_{\text{Higgs}} \rightarrow \oplus_{i=1}^{n+1} H^0(\Sigma, K^{n+1})$$

$$\pi(\varphi) = (p_2(\varphi), \ldots, p_{n+1}(\varphi)),$$

where $\det(\lambda - \varphi) = \sum \lambda^{n+1-j} (-1)^j p_j(\varphi)$. By [Hit87a], this map is proper.

We next introduce the so-called Hitchin component (also called the Hitchin section). Choose a spin structure $K^{1\over 2}$ and, writing $B_i = i(n+1-i)$, define the Higgs bundle $(E, \varphi)$:

$$E : = S^n(K^{-1\over 2} \oplus K^{1\over 2}) = K^{-1\over 2} \oplus K^{-3\over 2} \oplus \cdots \oplus K^{2\over 2}$$

$$\varphi = \begin{pmatrix}
0 & \sqrt{B_1} & 0 & \cdots & 0 \\
0 & 0 & \sqrt{B_2} & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & \vdots & \ddots & \sqrt{B_n} & \\
q_{n+1} & q_n & \cdots & q_2 & 0
\end{pmatrix}.$$

The constant $\sqrt{B_i}$ in the $(i, i+1)$ entry represents this multiple of the natural isomorphism $K^{-1\over 2} \oplus K^{-3\over 2} \oplus \cdots \oplus K^{3\over 2}$, and similarly, $H^0(\Sigma, K^{n+1-i}) \ni q_{n+1-i} : K^{1\over 2} \oplus \cdots \oplus K^{2\over 2} \rightarrow K^{1\over 2} \otimes K$.

The complex gauge orbit of this family of Higgs bundle,

$$\{(E := S^n(K^{-1\over 2} \oplus K^{1\over 2}), \varphi \text{ as in } (18))\}/\mathcal{G}_C,$$

is called the Hitchin component, or sometimes also the Hitchin section, and denoted $\mathcal{M}_{\text{Hit}}$. Note that when $n$ is even, only even powers of $K^{1/2}$ appear, so $\mathcal{M}_{\text{Hit}}$ is independent of the choice of spin structure in that case.

Theorem 3.2. [Hit92] (1) Every element in $\mathcal{M}_{\text{Hit}}$ is a stable Higgs pair, and $\mathcal{M}_{\text{Hit}}$ is parametrized by the vector space $\oplus_{i=2}^{n+1} H^0(\Sigma, K^i)$;

(2) The map which assigns to an element of $\oplus_{i=2}^{n+1} H^0(\Sigma, K^i)$ the unique corresponding solution of the Hitchin equations is an equivalence from this vector space to one component of the moduli space of flat completely irreducible $\text{SL}(n+1, \mathbb{R})$ connections. In other words, the map

$$\pi|_{\mathcal{M}_{\text{Hit}}} : \mathcal{M}_{\text{Hit}} \rightarrow \oplus_{i=2}^{n+1} H^0(\Sigma, K^i)$$
is a diffeomorphism.

Part (2) here explains why we call $\mathcal{M}_{\text{Hit}}$ a component.

### 3.2. Nahm Pole Boundary Condition

We now introduce the Nahm pole boundary condition for bundles of rank $n + 1$, cf. [Wit12].

Recall some basic representation theory for $\mathfrak{sl}_{n+1}$, cf. [Ser01] for terminology. The Cartan matrix $A$ of $\mathfrak{sl}_{n+1}$ is the $n \times n$ matrix

$$A = (A_{ij}) = \begin{pmatrix} 2 & -1 & 0 & 0 & \cdots & 0 \\ -1 & 2 & -1 & 0 & \cdots & 0 \\ 0 & -1 & 2 & -1 & \cdots & 0 \\ \vdots & \vdots & \ddots & \ddots & \ddots & \vdots \\ 0 & 0 & 0 & \cdots & 2 & -1 \\ 0 & 0 & 0 & \cdots & -1 & 2 \end{pmatrix},$$

and there is an explicit formula for the components of its inverse

$$A^{-1}_{ij} = \min\{ij\} - \frac{ij}{n+1},$$

cf. [WZ17]. The constants $B_i = 2 \sum_j (A^{-1})_{ij} = i(n + 1 - i)$

appear in several places below.

We use a Chevalley basis in the Lie algebra, with standard representatives

$$E^+_j := E_{j+1,j}, \quad E^-_j := E_{j+1,j}, \quad H_j := E_{j,j} - E_{j+1,j+1},$$

where $E_{ij}$ is the matrix with a 1 in the $ij$ slot and 0’s elsewhere. These have commutation relations

$$[H_i, H_j] = 0, \quad [H_i, E^+_j] = \pm A_{ij} E^+_j, \quad [E^+_i, E^-_j] = \delta_{ij} H_j.$$

Fix a principal embedding of $\mathfrak{sl}_2$ in $\mathfrak{sl}_{n+1}$ and let $t_1, t_2, t_3$ be a basis of the embedded $\mathfrak{sl}_2$ satisfying $[t_i, t_j] = \epsilon_{ijk} t_k$. Let $E$ be a degree 0 bundle of rank $n + 1$ over $\mathbb{C} \times \mathbb{R}^+$. The extended Bogomolny equations (4) have the singular model solution

$$A = 0, \quad \phi_z = \frac{t_1 - it_2}{y}, \quad \phi_1 := \frac{t_3}{y},$$

which are in fact the basic solution of the Nahm equations [Nah80]. There are good representatives of this conjugacy class:

$$t_1 - it_2 = \sum_j \sqrt{B_j} E^+_j, \quad t_3 = \frac{i}{2} \sum_j B_j H_j.$$

We also set $\epsilon^+ := t_1 - it_2, \epsilon^- := -t_1 - it_2, \epsilon^0 := -2it_3$, so that

$$[\epsilon^+, \epsilon^-] = \epsilon^0, \quad [\epsilon^0, \epsilon^-] = -2 \epsilon^-, \quad [\epsilon^0, \epsilon^+] = 2 \epsilon^+.$$

Now define

$$\phi_z = \frac{\epsilon^+}{y} dz = \frac{1}{y} \begin{pmatrix} 0 & \sqrt{B_1} & 0 & \cdots & 0 \\ 0 & 0 & \sqrt{B_2} & \cdots & 0 \\ \vdots & \vdots & \ddots & \ddots & \vdots \\ \vdots & \vdots & \ddots & \ddots & \sqrt{B_n} \\ 0 & 0 & \cdots & 0 & 0 \end{pmatrix} dz,$$

$$[\epsilon^+, \epsilon^-] = \epsilon^0, \quad [\epsilon^0, \epsilon^-] = -2 \epsilon^-, \quad [\epsilon^0, \epsilon^+] = 2 \epsilon^+.$$
and

\begin{equation}
\phi_1 = \frac{i\epsilon^0}{2y} = \frac{i}{2y} \begin{pmatrix}
n & 0 & 0 & \cdots & 0 \\
0 & n-2 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
\vdots & \vdots & 0 & -(n-2) & 0 \\
0 & 0 & \cdots & 0 & -n
\end{pmatrix}.
\end{equation}

**Definition 3.3.** We say the fields \((A, \phi_z, \phi_1)\) on the bundle \(E\) satisfies the Nahm pole boundary condition if in terms of some local trivialization

\begin{equation}
A \sim O(y^{-1+\epsilon}), \quad \phi_z = \frac{\epsilon^+}{y} + O(y^{-1+\epsilon}), \quad \phi_1 := \frac{i\epsilon^0}{2y} + O(y^{-1+\epsilon})
\end{equation}
as \(y \to 0\).

We may assume that the error blows up slightly less rapidly than \(y^{-1}\) either in an \(L^2\) or \(L^\infty\) sense, but then, as described in [MW13], one may prove that if these fields satisfy the extended Bogomolny equations or Kapustin-Witten equations, then there exists a gauge in which they are much more regular.

We also study these boundary condition in parallel holomorphic gauge. Let \((\mathcal{U}, z)\) be a local holomorphic chart on \(\Sigma\), and as suggested in [Wit12], consider a local holomorphic trivialization of \(\mathcal{E}\) in terms of which

\begin{equation}
\varphi = \begin{pmatrix}
* & \sqrt{B_1} & 0 & \cdots & 0 \\
* & * & \sqrt{B_2} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
\vdots & \vdots & \cdots & * & \sqrt{B_n} \\
* & * & \cdots & * & *
\end{pmatrix} \, dz,
\end{equation}

so all entries above the main diagonal are constant or zero. This gives a commuting triplet \((D_1, D_2, D_3 = \partial_y)\). The Nahm pole boundary condition is attained by adjoining the singular Hermitian metric \(H_0 = \exp(-\log y \epsilon^0)\). Indeed, following Proposition 2.2, changing to a unitary frame for this metric corresponds to conjugating by the complex gauge transformation \(g_0\) which \(g_0^2 = H_0\). These conjugated fields have the form \((26)\) (plus a term which is \(O(1)\)) and \((27)\), and hence satisfy the Nahm pole boundary conditions. Consider any other Hermitian metric \(H = H_0 e^s\), where \(s\) is a section of \(isu(E, H_0)\) with \(\sup |s| + |y| ds \leq C y^\epsilon\). A straightforward computation shows that the corresponding fields \((A_H, \phi_H, (\phi_1)_H)\) in unitary gauge then also satisfy the Nahm pole boundary conditions. This leads to the definition of Nahm pole boundary condition for a Hermitian metric:

**Definition 3.4.** Suppose that in some local trivialization, the Higgs field \(\varphi\) has the form \((38)\). In that frame, set \(H_0 = \exp(-\log y \epsilon^0)\). Then we say that a Hermitian metric \(H\) satisfies the Nahm pole boundary condition if \(H = H_0 e^s\) with \(|s| + |y| ds \leq C y^\epsilon\).

3.3. Knot Singularities. We now define the singular model solution for a knot. This model was found by Witten for rank 2 bundles [Wit12], while for \(SL(n+1)\), \(n > 1\), and general higher rank semisimple groups, it was obtained by Mikhailov [Mik12]. The form is rather complicated and less explicit in general, hence we shall simply outline the initial reduction of the equations and describe its relevant features here.

Let \(E\) be a complex bundle of rank \(n+1\) over \(\mathbb{C} \times \mathbb{R}^+\), and consider the extended Bogomolny equations with singularity at \(\{z = y = 0\}\). This is called the boundary t’Hooft operator in the physics literature.
Fix an \( n \)-tuple of nonnegative integers \( \vec{r} = \{r_1, \ldots, r_n \} \) and define, in parallel holomorphic gauge and using a Chevalley basis, the Higgs field

\[
\varphi = \begin{pmatrix} 0 & z^{r_1} & 0 & \cdots & 0 \\ 0 & 0 & z^{r_2} & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & \cdots & z^{r_n} & 0 \\ 0 & 0 & \cdots & 0 & 0 \end{pmatrix} \ dz.
\]

Choose a gauge transformation \( g = \exp \mu \) with \( \mu \) taking values in \( \mathfrak{h} \) and define the Hermitian metric \( H = g^2 \). We now transform the fields to unitary gauge. Using cylindrical coordinates \( y = R \sin \psi, \ r = R \cos \psi \) with \( \psi = |z|, \ R = |(r, y)| \), the fields become

\[
A_2 = -i \partial_3 \mu, \ A_3 = i \partial_2 \mu, \ A_y = 0, \ \phi_x = e^\mu \phi e^{-\mu}, \ \phi_1 = -i \partial_y \mu
\]

(recall \( z = x_2 + ix_3 \)). Now write \( \mu = \frac{1}{2} \sum_{ij} A^{-1}_{ij} H \zeta_j \) for some functions \( \zeta_j \). Then (4) reduces to the system

\[
\sum_j A^{-1}_{sj} \Delta_3 \psi_j + r^{2s+1} e^{\psi} = 0, \ s = 1, \ldots, n,
\]

where \( \Delta_3 = -(\partial^2_{x_2} + \partial^2_{x_3} + \partial^2_y) \). Changing variables \( \zeta_j := q_j - 2(r_j + 1) \log r \) yields

\[
\sum_j A^{-1}_{sj} r^{2s} \Delta_3 q_j - e^{\psi} = 0,
\]

and finally, defining \( \sigma \) by \( y/r = \sin \sigma \), i.e., \( \sigma = \log(\sqrt{y^2 + r^2} + y) \), and assuming that \( q_j = q_j(\sigma) \), we obtain the ‘repulsive’ Toda system

\[
\frac{d^2 q_j}{d\sigma^2} - \sum_j A_{ij} e^{q_j} = 0.
\]

The Nahm pole boundary condition now takes the form

\[
q_j \sim -2 \log \psi + \log B_j + \cdots \text{ as } \psi \to 0.
\]

It turns out to be more convenient to analyze these equations using the functions \( \chi_i = \sum_j A^{-1}_{ij} q_j \), and in terms of these, the model Hermitian metric equals

\[
H_{\text{mod}} := \exp\left(\sum_i (\chi_i - 2 \sum_j A^{-1}_{ij}(r_j + 1) \log r) H_i \right).
\]

The derivation of expressions for the functions \( \chi_i \) involves more intricate Lie theoretic considerations, for which we refer to [Mik12]. This expression for \( H_{\text{mod}} \) leads to (unfortunately quite complicated) expressions for the model solution fields \( (A_{\text{mod}}, \phi_{x,\text{mod}}, \phi_{1,\text{mod}}) \) in unitary gauge.

**Theorem 3.5** ([Wit12], [Mik12]). There exists a model knot solution on \( \mathbb{C} \times \mathbb{R}^+ \) with t’Hooft singularity at \( z = 0 \). It can be given either in terms of the Hermitian metric \( H_{\text{mod}} \), or else in terms of the fields \( A_{\text{mod}}, \phi_{x,\text{mod}}, \phi_{1,\text{mod}} \) in unitary gauge. These all satisfy the Nahm pole boundary conditions at \( \psi = 0 \) (i.e., as \( y \to 0 \) for \( R > 0 \)) and are homogeneous of degree \(-1\) in \( R \), so in particular \( |A_{\text{mod}}| = O(R^{-1}), |\phi_{x,\text{mod}}|, |\phi_{1,\text{mod}}| = O(R^{-1} \psi^{-1}) \), as \( R \to 0, \psi \to 0 \).

We now illustrate by presenting the cases \( n = 1, 2 \), following [Mik12, Appendix]. In the following, write \( \chi(\sigma) = \sum_{i=1}^n \chi_i(\sigma) H_i \).

**The model solution for** \( \text{SL}(2, \mathbb{C}) \). Here the weight is a single number \( \tau \) and \( \chi_1(\sigma) = -\log(\frac{\sinh(\zeta(\tau+1)\sigma)}{\tau+1}) \).
Writing \( u := \chi - (r + 1) \log r = \log \frac{2(r+1)}{(r+y)^{r+1} - (r-y)^{r+1}} \), then

\[
H_{\text{mod}} = \exp((\chi - (r + 1) \log r)H) = \begin{pmatrix} e^u & 0 \\ 0 & e^{-u} \end{pmatrix}.
\]

and in unitary gauge

\[
\phi_z = \frac{1}{r} \exp(i \theta + \chi(\sigma)) \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} = \frac{2(r+1) e^{i \theta} \cos \Psi}{R (1 + \sin \Psi)^{r+1} - (1 - \sin \Psi)^{r+1}} \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix},
\]

\[
\phi_1 = -\frac{i}{2R} \partial_\sigma \chi(\sigma) = \frac{n+1}{R} \frac{(1 + \sin \Psi)^{r+1} + (1 - \sin \Psi)^{r+1}}{(1 + \sin \Psi)^{r+1} - (1 - \sin \Psi)^{r+1}} \begin{pmatrix} \frac{i}{2} & 0 \\ 0 & -\frac{i}{2} \end{pmatrix},
\]

\[
A = -(r+1) \cos^2 \Psi \frac{(1 + \sin \Psi)^{r} - (1 - \sin \Psi)^{r}}{(1 + \sin \Psi)^{r+1} - (1 - \sin \Psi)^{r+1}} \frac{d\theta}{d\theta} \begin{pmatrix} 0 & 1 \\ 0 & -1 \end{pmatrix}.
\]

These formulæ appeared in [MW17] and were used in [HM17].

**The model solution for** \( \text{SL}(3, \mathbb{C}) \). When \( n = 2 \), we set \( m_i = t_i + 1, i = 1, 2 \). The solutions to the Toda system are now given by

\[
\exp(-\chi_1) = \frac{1}{4} \left( \frac{\exp\left(\frac{4m_1+2m_2}{3}\sigma\right)}{m_1(m_1 + m_2)} - \frac{\exp\left(-\frac{2m_1+2m_2}{3}\sigma\right)}{m_2(m_1 + m_2)} + \frac{\exp\left(-\frac{2m_1+4m_2}{3}\sigma\right)}{m_2(m_1 + m_2)} \right),
\]

\[
\exp(-\chi_2) = \frac{1}{4} \left( \frac{\exp\left(\frac{2m_1+4m_2}{3}\sigma\right)}{m_2(m_1 + m_2)} - \frac{\exp\left(\frac{2m_1-2m_2}{3}\sigma\right)}{m_1(m_1 + m_2)} + \frac{\exp\left(-\frac{4m_1+2m_2}{3}\sigma\right)}{m_1(m_1 + m_2)} \right),
\]

while

\[
H_{\text{mod}} := \exp\left(\sum_{i=1}^{2} (\chi_i - 2 \sum_j A_{i,j}^{-1} m_j \log r) H_i \right).
\]

We do not write out the lengthier formulæ for \( A, \phi_z \) and \( \phi_1 \) in this case.

We can now use local coordinates \((z, y)\) to transport this model solution to be centered at any point \((p, 0)\) \( \in \Sigma \times \mathbb{R}^+ \). This gives the approximate solution \((A_{\text{mod}}, \phi_{z,\text{mod}}, \phi_{1,\text{mod}})\) near this point with weight vector \( \bar{r} := \{t_1, \ldots, t_n\} \).

**Definition 3.6.** A solution \((A, \phi, \phi_1)\) to the extended Bogomolny equations satisfies the Nahm pole boundary condition with knot singularity of weight \( \bar{r} \) at \((p, 0)\) \( \in \Sigma \times \mathbb{R}^+ \) if, in some gauge,

\[
(A, \phi, \phi_1) = (A_{\text{mod}}, \phi_{z,\text{mod}}, \phi_{1,\text{mod}}) + \mathcal{O}(R^{-1+\epsilon})
\]

for some \( \epsilon > 0 \).

**Definition 3.7.** In local coordinates \((z, y)\) near \((p, 0)\) \( \in \Sigma \times \mathbb{R}^+ \) and some local frame for \( \mathcal{E} \), write \( \varphi = \sum z^p E^p \) and let \( H_{\text{mod}} \) be the corresponding model Hermitian metric (36). Then another Hermitian metric \( H = H_{\text{mod}} e^\varphi \) satisfies the Nahm pole boundary condition with knot singularity of weight \( \bar{r} \) at \( p \) if \( |s| + |y ds| \leq C |\psi| R^\epsilon \).
Much as for the simpler Nahm pole boundary condition, we can also consider this in parallel holomorphic gauge. Suppose the Higgs field takes the form

$$\varphi = \left( \begin{array}{cccc} z^{ij} & 0 & \cdots & 0 \\ * & \tau_2 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ \vdots & \vdots & \ddots & \tau_n \\ * & \cdots & \cdots & * \\ \end{array} \right) \, dz.$$  

(38)

As before, we have a commuting triplet \((D_1, D_2, D_3 = \partial_y)\) coming from the holomorphic structure on \(\mathcal{E}\) and this \(\varphi\). We then use the singular Hermitian metric \(H_{\text{mod}}\) and complex gauge transformation \(g_{\text{mod}} = H_{\text{mod}}^{1/2}\) to transform this triple into one satisfying the Nahm pole boundary condition away from \((0,0)\), and such that the transformed fields satisfy the Nahm pole condition with knot singularity at the origin. This is discussed further in Section 7.

We conclude this section with some useful estimates for

$$H_{\text{mod}} = \exp(\mu) = \exp\left(\sum_{ij} A_{ij}^{-1} H \zeta_j \right) = \exp\left(2 \sum f_k H_k \right)$$

where \(f_k := \frac{1}{2} \sum_j A_{jk}^{-1} \zeta_j\). Recall that \(\mu\) and hence \(H_{\text{mod}} = \text{diag}(\lambda_1, \ldots, \lambda_{n+1})\) are diagonal, where \(\lambda_k = \exp(f_k - f_{k-1})\).

**Lemma 3.8.** For fixed \(r_0 > 0\), and every \(k\), \(|\lambda_k \lambda_k^{-1}|_{C^0(B_{r_0}(0,0))} \leq C\)

*Proof.* Since \(\lambda_k \lambda_k^{-1} = \exp(f_{k-1} + f_{k+1} - 2f_k)\), it suffices to show that \(f_{k-1} + f_{k+1} - 2f_k\) is bounded above. We compute

$$f_{k-1} + f_{k+1} - 2f_k = \sum_j (A_{k-1,j}^{-1} + A_{k+1,j}^{-1} - 2A_{k,j}^{-1}) \zeta_j.$$  

Using the explicit formula \(A_{ij}^{-1} = \min\{i,j\} - \frac{ij}{n+1}\), we see that if \(j \neq k\), then \(2A_{k+1}^{-1} - A_{k}^{-1} - A_{k+1}^{-1} = 0\), while if \(j = k\), then \(2A_{k+1}^{-1} - A_{k}^{-1} - A_{k+1}^{-1} = 1\). These give \(f_{k-1} + f_{k+1} - 2f_k = -q_k + (\tau_k + 1) \log r\). Since the \(q_k\) depend only on \(\sigma\) we obtain \(\lim_{R \to 0} |\lambda_k \lambda_k^{-1}| = 0\), while as \(\sigma \to 0\), \(q_k \sim -2 \log \sigma + \log B_j\), so \(\lim_{\psi \to 0} |\lambda_k \lambda_k^{-1}| = 0\) too. This proves the claim. \(\square\)

4. Holomorphic Data From the Singular Boundary Conditions

Following the program laid out in [GW12] and explained in Section 2.2, we know that for any solution to the extended Bogomolny equations over \(\Sigma \times \mathbb{R}_+\), there is a stable Higgs pair \((E_y, \varphi_y)\) on each slice \(\Sigma \times \{y\}\) as well as a parallel transform \(D_3\) which identifies the Higgs pairs in each slice with one another. In this section we explain how imposing the singular boundary condition at \(y = 0\) yields a holomorphic line bundle \(L \subset E\). In other words, a solution to the extended Bogomolny equations satisfying the Nahm pole boundary condition determines a triplet \((E, \varphi, L)\).

4.1. Data from the Nahm Pole Boundary Condition. Suppose \((E, A, \phi, \phi_1)\) satisfies the extended Bogomolny equations as well as the Nahm pole boundary conditions at \(y = 0\). By the discussion in Section 2.2, we obtain a stable Higgs pair \((E, \varphi)\) and a parallel transport \(D_3 = \partial_y + \mathcal{A}_y\). In addition, in a suitable trivialization near \(y = 0\), these fields satisfy the
Nahm pole boundary conditions (without knots):

\[
\phi_z = \frac{e^+}{y} + O(y^{-1+\epsilon}) = \frac{1}{y} \begin{pmatrix}
0 & \sqrt{B_1} & 0 & \cdots & 0 \\
0 & 0 & \sqrt{B_2} & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & \sqrt{B_n}
\end{pmatrix} + O(y^{-1+\epsilon}),
\]

(39)

\[
\mathcal{A}_y = -i\phi_1 = \frac{e^0}{2y} + O(y^{-1+\epsilon}) = \frac{1}{2y} \begin{pmatrix}
\frac{n}{2} & 0 & \cdots & 0 \\
0 & \frac{n-2}{2} & \cdots & 0 \\
0 & 0 & \ddots & 0 \\
0 & 0 & \cdots & -\frac{n}{2}
\end{pmatrix} + O(y^{-1+\epsilon}).
\]

Using coordinates associated to a local holomorphic frame \(s_1, \ldots, s_{n+1}\), so \(s_i\) corresponds to the vector \((0, \ldots, 0, 1, 0, \cdots, 0)^t\), and we write \(\varphi\) and \(\phi_1\) as in (39). If \(\mathcal{D} s := \partial_y s - i\phi_1 s = 0\) and \(s(y)|_{y=1} = \sum_{i=1}^{n+1} a_is_i\), \(a_i \in \mathbb{C}\), then

\[
s(y) = \sum_{i=1}^{n+1} (a_i y^{-\frac{n-i}{2}+1} + O(y^{-\frac{n-i}{2}+1+\epsilon}))s_i \quad \text{as} \quad y \to 0.
\]

The span of the section \(s_{n+1}\) is distinguished because its parallel transport vanishes at the maximal possible rate, \(y^{n/2}\), as \(y \to 0\). This leads to the invariant description of the vanishing line bundle

\[
L := \{ s \in \Gamma(E) : \mathcal{D}_y s = 0, \lim_{y \to 0} |y^{-\frac{n-i}{2}+\epsilon}s| = 0 \}
\]

for any \(0 < \alpha < 1\). Since \(L\) is spanned locally by \(s_{n+1}\), it is a holomorphic line bundle.

Using the explicit form of \(\varphi = \phi_z dz\) and the fact that \(\phi_z\) is nonvanishing, if we set \(L_0 = L\) and define \(L_{j+1} = \varphi(L_j) \otimes K^{-1}\), \(j \leq n-1\), then each \(L_j\) is a line subbundle of \(E\) isomorphic to \(L_0\) and these are all independent of one another. Thus, since \(\operatorname{det}(E) = O_\Sigma\), the map

\[
f_n := 1 \wedge \varphi \wedge \cdots \wedge \varphi^n : L^{n+1} \to K^{\frac{n(n+1)}{2}}
\]

is everywhere nonvanishing, hence \(L \cong K_{\Sigma}^\perp\). Slightly more generally, define the flag \(E_0 = L \subset E_1 \subset \ldots \subset E_n = \mathcal{E}_{y=1}\), where for each \(j\), the parallel transport of sections of \(E_j\) vanish at least like \(y^{n/2-j}\) as \(y \to 0\). The expressions for \(\mathcal{A}_y\) and \(\phi_z\) above show that \(\varphi(E_j) \subset E_{j+1}\), \(j = 0, \ldots, n-1\), and furthermore, \(L_j \subset E_j\) and \(\varphi(E_j) \otimes K^{-1} \subset E\), hence

\[
E_j = \bigoplus_{i=0}^{j} L_i = K^{n/2-j+1} \oplus \cdots \oplus K^{n/2}.
\]

(40)

The conditions that \(f_n\) is everywhere nonvanishing is a strong restriction:

**Proposition 4.1.** If \((\mathcal{E}, \varphi)\) is a stable Higgs pair with a line subbundle \(L \subset \mathcal{E}\), and if the holomorphic map \(f_n = 1 \wedge \varphi \wedge \cdots \wedge \varphi^n : L^{n+1} \to K^{\frac{n(n+1)}{4}}\) has no zeroes, then \(L \cong K_{\Sigma}^\perp\) and \((\mathcal{E}, \varphi)\) lies in the Hitchin component \(\mathcal{M}_{\text{Hit}}\).

**Proof.** As before, write \(\varphi = \phi_z dz\) in some local holomorphic chart. We have seen above that \(S^n(K^{-\frac{1}{2}} \oplus K^{\frac{1}{2}}) = K^{-\frac{n}{2}} \oplus K^{n/2-1} \oplus \cdots \oplus K^{\frac{n}{2}}\), where \(L_j = K^{n/2-j}\). Let \(e_0\) be a nonvanishing local holomorphic section of \(L\) and define \(e_{i+1} = \phi_z(e_i)\). Then \(\{e_0, \cdots, e_n\}\) is a basis of \(E\), and in the trivialization defined by this frame, the Higgs field takes the form (18). \(\square\)
Define the moduli space of solutions to the extended Bogomolny equations with Nahm pole boundary condition
\[ \mathcal{M}_{NP} := \{(A, \phi, \phi_1) : \text{EBE}(A, \phi, \phi_1) = 0, (A, \phi, \phi_1) \text{ converges to a flat } \text{SL}(n+1, \mathbb{C}) \text{ connection as } y \to \infty \} / \mathcal{G}. \]

This proves

**Proposition 4.2.** [GW12] There is a well-defined map \( I_{NP} : \mathcal{M}_{NP} \to \mathcal{M}_{Hit} \). In other words, let \( (A, \phi, \phi_1) \) satisfy the extended Bogomolny equations and Nahm pole boundary conditions at \( y = 0 \). Denote by \( (\mathcal{E}, \varphi) \) the Higgs pair associated to this data and let \( L \subset \mathcal{E} \) be the vanishing line bundle. Then the the successively defined bundles \( L_j \) are everywhere independent and \( (\mathcal{E}, \varphi) \) must lie in the Hitchin component of \( \text{SL}(n+1, \mathbb{R}) \) Higgs bundles, and \( L = K^{n/2} \).

Approaching this in the other direction, suppose \( (\mathcal{E}, \varphi) \) lies in the Hitchin component, and in addition that the line bundle \( L \) equals \( K^{n/2} \), so \( \mathcal{E} = K^{-n/2} \oplus \ldots \oplus K^{n/2} \) and \( \varphi \) is as in (18). It is straightforward that regardless of the values of \( q_2, \ldots, q_{n+1} \), the bundles \( L, \varphi(L), \ldots, \varphi^n(L) \) are pointwise independent. By virtue of the particular structure of this holomorphic bundle, these are all subbundles of \( \mathcal{E} \). As in [GW12], we express this by saying that \( L \wedge \varphi(L) \wedge \ldots \wedge \varphi^n(L) \) is nonvanishing. As we now explain, this determines an approximate (and later, an exact) solution of the extended Bogomolny equations which satisfies the Nahm pole boundary condition without knots at \( y = 0 \).

Proceeding now as in Section 3.2 (just after Definition 3.3), we may conjugate using precisely the same complex gauge transformation \( g_0 \) as there to obtain fields satisfying the Nahm pole boundary conditions
\[ \phi_z = \frac{\mathcal{E}^+}{y} + \mathcal{O}(y^{-1+\epsilon}), \quad \phi_1 := \frac{i \mathcal{E}^0}{2y} + \mathcal{O}(y^{-1+\epsilon}), \quad \text{as } y \to 0. \]

### 4.2. Data from the Nahm Pole Solution with Knot Singularities

We have described the situation when the line bundles \( L_j \) determined by \( \varphi \) and the vanishing line bundle \( L_0 \) are everywhere independent. In general this is not the case, and in fact the dependency locus determines the locations and orders of the knot singularities at \( y = 0 \).

To understand this, we first examine parallel transport near \( y = 0 \) for the model knot solution. Using the convention in Section 3.3, we write \( H_{\text{mod}} = g_0^2 \) where \( g_0 = \exp(\frac{1}{2} \sum_{ij} A_{ij}^{-1} H_i \zeta_j) \) is the diagonal matrix \( \text{diag}(\lambda_1, \ldots, \lambda_{n+1}) \), where \( \lambda_i \sim \psi^{-\frac{n}{2} + \epsilon - 1} \) as \( \psi \to 0 \).

Now, \( \zeta_j = q_j(\psi) - (r_j + 1) \log r \) (since \( \psi \) is a function of \( \sigma \)) and \( q_j = -2 \log \psi + \mathcal{O}(1) \), so
\[ \lambda_{n+1} = \exp(-\frac{1}{2} \sum_j A_{nj}^{-1} q_j) \]
\[ = \exp(-\frac{1}{2} \sum_j A_{nj}^{-1} q_j + \sum_j A_{nj}^{-1} (r_j + 1) \log r) = \mathcal{O}(\psi^\frac{n}{2} r^{1+\epsilon}) \]

Fix a local holomorphic frame \( s_1, \ldots, s_{n+1} \), with \( s_i \) corresponding to \( (0, \ldots, 0, 1, 0, \ldots, 0) \) in the same trivialization as in (27). Suppose \( D_3 s := g_0 \partial_y g_0(y)^{-1} s = 0 \) and \( s = \sum_{i=1}^{n+1} a_i(y) s_i \). Then \( s(y)^{-1} a_i(y) s_i = \sum_{i=1}^{n+1} \lambda_i(1)^{-1} a_i(1) s_i \), so
\[ s(y) = \sum_{i=1}^{n+1} \lambda_i(y) \lambda_i(1)^{-1} a_i(1) s_i. \]
Proposition 4.3. [GW12] Any solution \((A, \phi, \phi_1)\) to the extended Bogomolny equations which satisfies Nahm pole boundary conditions with knot singularities determines an effective triple \((\mathcal{E}, \varphi, L)\), and there is a well-defined map \(I_{\text{GNP}} : \mathcal{M}_{\text{GNP}} \to \mathcal{M}_{\text{Knot}}^\mathbb{C}\).

4.3. The Gaiotto-Witten Conjecture. We have now given the background which explains the precise conjecture of Gaiotto and Witten [GW12]:

Conjecture 4.4. The maps \(I_{\text{NP}} : \mathcal{M}_{\text{NP}} \to \mathcal{M}_{\text{Hit}}\) and \(I_{\text{GNP}} : \mathcal{M}_{\text{GNP}} \to \mathcal{M}_{\text{Knot}}^\mathbb{C}\) are both bijective.

In slightly more detail, any element \((\mathcal{E}, \varphi)\) in the Hitchin component \(\mathcal{M}_{\text{Hit}}\) should correspond to a solution of the extended Bogomolny equations satisfying Nahm pole boundary conditions, and this map is bijective. Similarly, if \((\mathcal{E}, \varphi, L) \in \mathcal{M}_{\text{Knot}}^\mathbb{C}\) is an effective triple with corresponding data set \(\mathcal{D}(L, \varphi)\), then there should exist a solution to the extended Bogomolny equations satisfying the GNP boundary conditions with this knot data. Data in the Hitchin component corresponds to the special case \(\mathcal{D}(L, \varphi) = \emptyset\).

It is perhaps worth pointing out that the moduli spaces \(\mathcal{M}_{\text{Hit}}\) and \(\mathcal{M}_{\text{GNP}}\) do not see to have a particular nice structure. namely, there are obvious surjective maps from these to the moduli spaces of flat \(\text{SL}(n+1, \mathbb{R})\) and \(\text{SL}(n+1, \mathbb{C})\) connections, respectively, but the
fibers, which correspond to the set of line subbundles \( L \subset E \) are not stable as we move around the Hitchin moduli spaces.

5. Linearization and Fredholm theory

In this section, we commence with the analysis of the extended Bogomolny equations, beginning with the Fredholm theory for the linearized equations. The point of view here is that we start with a triple \((A, \varphi, \phi_1)\) satisfying the complex moment map equations \([D_i, D_j] = 0\) and then seek to adjust the Hermitian metric by a complex gauge transformation so that the final moment map condition

\[
\Omega_H := \frac{i}{2} \Lambda( [D_1, D_1^\dagger_0] + [D_2, D_2^\dagger_0]) + [D_3, D_3^\dagger_0] = 0
\]

is satisfied. Here \( \Lambda \) denotes contraction with the Kähler form.

5.1. Linearization. The first step is to compute the linearization of (47).

**Proposition 5.1.** Define \( H = H_0 e^s \). Then

\[
\Omega_H = \Omega_{H_0} + \gamma(-s) \mathcal{L}_{H_0} s + Q(s),
\]

where

\[
\mathcal{L}_{H_0} s := \frac{i}{2} \Lambda( D_1 D_1^\dagger_{1H_0} + D_2 D_2^\dagger_{1H_0}) s + D_3 D_3^\dagger_{1H_0} s,
\]

and

\[
Q(s) := \frac{i}{2} \Lambda( D_1(\gamma(-s)) D_1^\dagger_{1H_0} s + D_2(\gamma(-s)) D_2^\dagger_{1H_0} s) + D_3 \gamma(-s) D_3^\dagger_{1H_0} s.
\]

In these formulæ, \( D_1^\dagger_{1H_0} \) is the formal adjoint of \( D_1 \) with respect to \( H_0 \) (as described just before (4)), and \( \gamma(s) := \frac{e^{ad}}{\operatorname{ad}_s} \). Furthermore,

\[
\langle \Omega_H - \Omega_{H_0}, s \rangle_{H_0} = \Delta |s|_{H_0}^2 + \frac{1}{2} \sum_{i=1}^{3} |v(s) \nabla_i s |_{H_0}^2,
\]

where \( v(s) = \sqrt{\gamma(-s)} = \sqrt{\frac{1 - e^{-ad}}{ad}} \), \( \Delta = \Delta_{\Sigma} - \partial_y^2 \), \( \nabla_i = D_i + D_i^\dagger \) for \( i = 1, 2 \) and \( |v(s) \nabla_3 s|^2 = |v(s) D_3 s|^2 + |v(s) D_3^\dagger s|^2 \).

**Proof.** By definition, \( D_i^\dagger_{1H_0} = D_i^\dagger_{1H_0} + e^{-s}(D_i^\dagger_{1H_0} e^s) \) and \( \varphi^H = \varphi^\dagger_{1H_0} + e^{-s}[\varphi^\dagger_{1H_0}, e^s] \). If \( w \mapsto X(w) \) is any smooth family of Hermitian matrices, then

\[
\partial_w e^X = e^X \gamma(-X) \partial_w X = \gamma(X) \partial_w X e^X.
\]

Here \( \partial_w \) is a ‘generic’ derivative with respect to the parameter, and could be one of the operators \( D_i \) or \( D_i^\dagger_{1H_0} \), for example. Using this we have

\[
\Omega_H = \Omega_{H_0} + \frac{i}{2} \Lambda( D_1( e^{-s} D_1^\dagger_{1H_0} e^s) + D_2( e^{-s} D_2^\dagger_{1H_0} e^s) + D_3( e^{-s} D_3^\dagger_{1H_0} e^s))
\]

\[
= \Omega_{H_0} + \frac{i}{2} \Lambda( D_1(\gamma(-s) D_1^\dagger_{1H_0} s) + D_2(\gamma(-s) D_2^\dagger_{1H_0} s)) + D_3(\gamma(-s) D_3^\dagger_{1H_0} s)
\]

\[
= \Omega_{H_0} + \gamma(-s) \mathcal{L}_{H_0} s + Q(s),
\]

as asserted.

For (b), first write

\[
\langle \Omega_H - \Omega_{H_0}, s \rangle_{H_0} = \langle \frac{i}{2} \Lambda( D_1(\gamma(-s) D_1^\dagger_{1H_0} s) + D_2(\gamma(-s) D_2^\dagger_{1H_0} s)) + D_3(\gamma(-s) D_3^\dagger_{1H_0} s), s \rangle_{H_0}.
\]
The first term equals
\[ \langle \frac{i}{2} \Lambda D_1(\gamma(-s)D_1^\dagger_{H_0} s), s \rangle = i \Lambda \partial \langle \gamma(-s)D_1^\dagger_{H_0} s, s \rangle + \langle \gamma(-s)D_1^\dagger_{H_0} s, D_1^\dagger_{H_0} s \rangle \]
\[ = i \Lambda \partial \langle D_1^\dagger_{H_0} s, \gamma(-s)s \rangle + |v(-s)D_1^\dagger_{H_0} s|^2 \]
\[ = 2i \Lambda \partial \partial \partial \partial |s|^2 + |v(-s)D_1^\dagger_{H_0} s|^2 \]
\[ = - \Delta \partial \partial \partial \partial |s|^2 + \frac{1}{2}|v(-s)D_1^\dagger_{H_0} s|^2. \]

To justify these steps, note we use in the first equality that \( D_1 = 2\partial \); the sign of the second term on the right comes from the fact that \( D_1^\dagger_{H_0} \) is a 1-form, while in the third equality we use that \( \text{ad}(s)(s) = 0 \), so \( \gamma(-s)s = s \). The second term becomes
\[ \langle \frac{i}{2} \Lambda [\varphi, \gamma(-s)[\varphi^\dagger_{H_0}, s]], s \rangle = \langle \gamma(-s)[\varphi^\dagger_{H_0}, s], [\varphi^\dagger_{H_0}, s] \rangle = |v(-s)D_2^\dagger_{H_0} s|^2. \]

Finally, calculating as for the first term, the third term equals
\[ \langle D_3(\gamma(-s)D_3^\dagger_{H_0} s), s \rangle = \partial_y \langle \gamma(-s)D_3^\dagger_{H_0} s, s \rangle + \langle \gamma(-s)D_3^\dagger_{H_0} s, D_3^\dagger_{H_0} s \rangle \]
\[ = - \partial_y^2 |s|^2 + \frac{1}{2}|v(-s)\nabla s|^2. \]

Combing all these computations yields the desired identity. \( \square \)

Recall Simpson’s Kähler identities [Sim88, Lemma 3.1]:
\[ i[\Lambda, D_i] = (D_i^\dagger H)^*, \quad i[\Lambda, D_i^\dagger] = -(D_i)^*, \quad i = 1, 2. \]

To be clear, the adjoint here is taken with respect to the usual inner product on forms (as opposed to \( D_i^\dagger \)), so
\[ \int \langle D_i^\dagger H \alpha \wedge \beta \rangle = \int \langle \alpha \wedge (D_i^\dagger H^\dagger \beta \rangle \pm \int \langle \alpha \wedge * (D_i^\dagger H^\dagger \beta \rangle, \]
\[ \text{hence } (D_i^\dagger H)^* = \pm \star D_i \star. \]

We also write \( (D_i^\dagger H_0)^* = D_i \). This leads to the

**Corollary 5.2.** \( L_{H_0} = \frac{1}{2}((D_1^\dagger_{H_0})^* D_1^\dagger_{H_0} + (D_2^\dagger_{H_0})^* D_2^\dagger_{H_0} + D_3^\dagger_{H_0} D_3^\dagger_{H_0}). \)

We now establish some Weitzenböck formulæ. In the following, the various adjoints are taken with respect to any fixed Hermitian metric, but for simplicity we omit the metric subscripts.

**Proposition 5.3.** Setting \( \nabla_1 := D_1 + D_1^\dagger \) and \( \nabla_2 = \varphi + \varphi^\dagger \), then we have
\[ \langle D_1^\dagger \rangle^* D_1^\dagger = \frac{1}{2} \nabla_1 \nabla_1 + \frac{i}{2} \Lambda[D_1, D_1^\dagger], \quad \langle D_1^\dagger \rangle^* D_1 = \frac{1}{2} \nabla_1 \nabla_1 - \frac{1}{2} \Lambda[D_1, D_1^\dagger] \]
and
\[ \langle D_2^\dagger \rangle^* D_2^\dagger = \frac{1}{2} \nabla_2 \nabla_2 + \frac{i}{2} \Lambda[D_2, D_2^\dagger], \quad \langle D_2^\dagger \rangle^* D_2 = \frac{1}{2} \nabla_2 \nabla_2 - \frac{1}{2} \Lambda[D_2, D_2^\dagger], \]

and furthermore,
\[ \nabla_2 \nabla_2 s = i \Lambda([\varphi, [\varphi^\dagger, s]] - [\varphi^\dagger, [\varphi, s]]). \]

In addition,
\[ D_3^\dagger D_3 = -(\nabla_1^2 + \varphi_1^2) + \frac{1}{2} [D_3, D_3^\dagger], \quad D_3^\dagger D_3 = -(\nabla_2^2 + \varphi_1^2) - \frac{1}{2} [D_3, D_3^\dagger]. \]
Proof. We first compute
\[
\nabla_1^* \nabla_1 = D_1^* D_1 + (D_1^*)^* D_1^* = -i\Lambda D_1^* D_1 + i\Lambda D_1 D_1^*
\]
\[
= 2i\Lambda D_1 D_1^* - i\Lambda[D_1, D_1^*] = -2i\Lambda D_1 D_1^* + i\Lambda[D_1, D_1^*].
\]
For (55), the Jacob identity (for graded Lie brackets) asserts
\[
[[\varphi, [\varphi^\dagger, s]], [\varphi^\dagger, [\varphi, s]]] = [[[\varphi, \varphi^\dagger], s],
\]
hence
\[
i\Lambda D_2 D_2^* = \frac{i}{2} \Lambda([\varphi, [\varphi^\dagger, s]] - [\varphi^\dagger, [\varphi, s]]) + \frac{i}{2}[[\varphi, \varphi^\dagger], s],
\]
(58)
\[
i\Lambda D_2^* D_2 = \frac{i}{2} \Lambda([\varphi^\dagger, [\varphi, s]] - [\varphi, [\varphi^\dagger, s]]) + \frac{i}{2}[[\varphi, \varphi^\dagger], s].
\]
For (56), from \(D_3 = \nabla_y - i\phi_1\) and \(D_3^\dagger = -\nabla_y - i\phi_1\) we obtain \((D_3 - D_3^\dagger)^2 = 4\nabla_y^2, (D_3)^2 + (D_3^\dagger)^2 = 2\nabla_y^2 - 2\phi_1^2\). In addition,
\[
(D_3 - D_3^\dagger)^2 = D_3^2 + (D_3^\dagger)^2 - D_3 D_3^\dagger - D_3^\dagger D_3,
\]
so altogether
\[
2(\nabla_y^2 + \phi_1^2) = -D_3 D_3^\dagger - D_3^\dagger D_3 = -[D_3, D_3^\dagger] - 2D_3^\dagger D_3 = [D_3, D_3^\dagger] - 2D_3 D_3^\dagger.
\]
\[
\]
These formulæ lead to a simpler expression for \(L_H\):

**Corollary 5.4.**
\[
L_H = \frac{1}{4}(\nabla_1^* \nabla_1 + \nabla_2^* \nabla_2) - (D_y^2 + \phi_1^2) + \frac{1}{2}[\Omega_H, \cdot]
\]
where \(\phi_1^2 = [\phi_1, [\phi_1, \cdot]]\).

5.2. Models and Blowups. It will be important to understand the mapping and regularity properties of
\[
L_H := \frac{1}{4}(\nabla_1^* \nabla_1 + \nabla_2^* \nabla_2) - (D_y^2 + \phi_1^2),
\]
which is the operator from Corollary 5.4 when \(\Omega_H = 0\), and where \((A, \varphi, \phi_1)\) satisfies the Nahm pole boundary conditions, possibly with knot singularities, at \(y = 0\) and converges to a flat \(\text{SL}(n + 1, \mathbb{C})\) connection as \(y \to \infty\). For simplicity we often drop the subscript \(H\) from this operator. These local and global properties follow from a general theory which was adapted and extended to the present context in [MW13, MW17]. We shall not recapitulate much of this theory here, but introduce a few aspects which will be helpful for understanding the analysis later in this paper.

A key feature of \(L\) is that it enjoys a certain approximate homogeneity near the boundary. Namely, in the absence of (or away from the) knot singularities, near \(y = 0\), \(L\) is modelled by its so-called normal operator
\[
N(L) = \Delta_{\mathbb{R}^3} - [\phi_1, [\phi_1, \cdot]] + \frac{1}{2}([\phi_1^\dagger, [\varphi_z, \cdot]] + [\varphi_z, [\phi_1^\dagger, \cdot]]),
\]
which is the linearization at the flat model \(\mathbb{R}^3\), and where \((A, \varphi_z, \phi_1)\) are equal to the leading model terms in (41). The normal operator \(N(L)\) represents \(L\) in terms of its action on the elementary functions \(y^\lambda\) in the sense that
\[
L(y^\lambda s) = N(L)(y^\lambda s_0) + \mathcal{O}(y^{\lambda - 1}), \quad s_0 = s|_{y=0},
\]
for any section \(s\) which is smooth up to \(y = 0\). In other words, \(N(L)\) is the part of \(L\) which is precisely homogeneous of degree \(-2\) with respect to the dilations \((z, y) \mapsto (\lambda z, \lambda y)\).

To understand the local structure of \(L\) near a knot singularity, we follow Section 4.2 of [MW17], and in particular equations (4.14–15) in that paper. The spherical coordinate expression given there for the linearization \(L\) at the model knot solution is

\[
N(L) = -\frac{\partial^2}{\partial R^2} - \frac{2}{R} \frac{\partial}{\partial R} + \frac{1}{R^2} \left( -\frac{\partial^2}{\partial \psi^2} - \frac{\cos \psi}{\sin \psi} \frac{\partial}{\partial \psi} + \frac{1}{\sin^2 \psi} \nabla^\ast \nabla \theta + N_S \right),
\]

where

\[
N_S = -\phi_1^2 + \frac{1}{2} \left( [\phi^\dagger_z, [\phi_z, \cdot ]] + [\phi_z, [\phi^\dagger_z, \cdot ]] \right)
\]

and \(\nabla \theta\) is differentiation with respect to \(A\) in the \(\theta\) direction (at \(R = 1\)). All fields are the ones for the model knot solution. A computation shows that \(N_S \sim 2 \text{Id}/\sin^2 \psi\) as \(\psi \to 0\). We regard \(N(L)\) as acting on sections on the entire space \(S^2_+ \times \mathbb{R}^+\).

In precisely the same sense as above, this linearization at the model knot is the model for the linearization in general in the sense that around any solution (or indeed even any admissible Hermitian metric \(H\)),

\[
L_H(R^\lambda s) = N(L)(R^\lambda s_0) + O(R^\lambda-1), \quad \text{where now } s_0 = s|_{R=0}.
\]

To interpret this last paragraph accurately, we introduce the blowup of \(\Sigma \times \mathbb{R}^+\) around a knot singularity at \((p, 0)\). This natural operation corresponds to replacing the point \((p, 0)\) with its interior unit sphere bundle, and declaring that the spherical coordinates around this point generate the space of smooth functions. When done at each knot singularity, this produces the space

\[(\Sigma \times \mathbb{R}^+)_{p} := [\Sigma \times \mathbb{R}^+; \{p_1, \ldots, p_k\}], \]

which is the half-cylinder \(\Sigma \times [0, \infty)\) blown up in this way at the points \((p_j, 0), j = 1, \ldots, k\). This space has \(k + 1\) boundary faces: the ‘original’ face with the knot points removed, \(F_{\text{or}} := \Sigma \setminus \{p_1, \ldots, p_k\}\), and the \(k\) hemispheres \(F_j\) which are the unit sphere bundles at each \((p_j, 0)\).

This blown up space is convenient for several reasons which should become apparent below. For the moment, it provides a convenient framework to assert the following: the normal operators of \(L\) at \(F_{\text{or}}\) and at each \(F_j\) are obtained by dropping all but the leading terms in the Taylor expansion of (the coefficients of) \(L\) at these faces.

5.3. Indicial Roots. We next define and record the values of the indicial roots of \(L\) at each of the faces of \((\Sigma \times \mathbb{R}^+)_{p}\). These indicial roots are the formal rates of growth or decay of solutions to \(Ls = 0\), and their values are needed to determine the global mapping properties of \(L\). We refer to the papers above, as well as [HM17], for more discussion about their significance. The computations of these values takes some work, which can be found in [MW13, MW17].

The singular structure of \(L\), or more simply just \(N(L)\), along the face \(F_{\text{or}}\) is determined by the leading asymptotics of

\[
\phi_z \sim y^{-1}e^+ + \cdots, \quad \phi^\dagger_z \sim y^{-1}e^- + \cdots, \quad \phi_1 \sim \frac{i}{2y}e^0 + \cdots.
\]

By definition, the indicial roots of \(L\) at this face are the values \(\lambda\) for which \(N(L)(y^\lambda s) = 0\), for any (locally defined) smooth section \(s\) or equivalently, if \(L(y^\lambda s) = O(y^{\lambda-1})\) in contrast to the expected order \(O(y^{\lambda-2})\). This is a sort of eigenvalue computation, and the solutions
are those values $\lambda$ for which there is a leading order cancellation. Writing this out more carefully, one sees that $\lambda$ is an indicial root if

$$\lambda(\lambda - 1)s = \frac{1}{2}([e^+, [e^-, s] + [e^-, [e^+, s]]) + \frac{1}{4}[e^0, [e^0, s]],$$

The operator on the left is the (purely algebraic!) Casimir operator for $\mathfrak{sl}_2$:

$$\Delta_{\text{Cas}}s := \frac{1}{2}([e^+, [e^-, s] + [e^-, [e^+, s]]) + \frac{1}{4}[e^0, [e^0, s]],$$

hence $\lambda$ is an indicial root for $\mathcal{L}$ if and only if $\lambda(\lambda - 1)$ is an eigenvalue for $\Delta_{\text{Cas}}$. The Lie algebra $\mathfrak{sl}_{n+1}$ decomposes into a direct sum of eigenspaces $V_j$, $j = 1, \ldots, n$, for $\Delta_{\text{Cas}}$, where the eigenvalue on $V_j$ is $j(j + 1)$ (the index $j$ is called the spin of $V_j$). The indicial roots on $V_j$ therefore consist of the values $-j, (j + 1)$.

**Proposition 5.5.** The set of indicial roots of the linearized extended Bogomolny equations for the Nahm pole away from the knot consists of the values $\{-n, \ldots, -1, 2, \ldots, n+1\}$.

The indicial roots of $\mathcal{L}$ near any one of the faces $F_j$ are defined in much the same way. Namely, they are the values $\lambda$ for which there exists a field $\Phi(\psi, \theta)$ on $S^3_4$ such that $\mathcal{N}(\mathcal{L})R^4\Phi = 0$, or equivalently, $\mathcal{L}(R^4\Phi) = \mathcal{O}(R^{4-1})$ rather than the expected rate $\mathcal{O}(R^{4-2})$. This is once again an eigenvalue problem, but now for a differential operator on $S^3_4$ rather than a finite dimensional endomorphism. The calculations in this setting are carried out in [MW17]; strictly speaking, that paper treats the four-dimensional KW equations, but certain of those calculations correspond to perturbations of a model knot solution which are compatible with the three-dimensional reduction, and those are the ones of interest here.

In the terminology of that paper, these are the indicial roots of type II.

The operator $\Delta_S$ on the hemisphere $S^2_4$ which is the expression in parentheses above has discrete spectrum on $L^2$ fields (this is because of the positivity and ‘regular singular’ blowup of $N_S$ at $\psi = 0$). It is shown in [MW17] that for the group $G_C = \text{SL}(2, \mathbb{C})$, the eigenvalues $\gamma$ of $\Delta_S$ are all strictly greater than 2. Examining that proof, however, shows that this only relies on the positivity of $N_S$ but not on its specific structure, so the same bound is true for $G_C = \text{SL}(n+1, \mathbb{C})$. We can now carry out the calculation of indicial roots using the spherical coordinate expression for $\Delta_H$ and the eigendecomposition for $\Delta_S$.

**Proposition 5.6.** The set of indicial roots of $\Delta_H$ at a knot singularity of any weight $\vec{r}$ equals

$$\{-\frac{1}{2} \pm \sqrt{\gamma + 1/4} : \gamma \text{ an eigenvalue of } \Delta_S\}.$$  

The bound $\gamma > 2$ implies that all indicial roots are contained in the half-lines $(-\infty, -2)$ and $(1, \infty)$. Only those roots greater than $-1$ are relevant for this problem, and all of these are in fact strictly greater than $+1$.

5.4. Function spaces and Fredholm mapping theory. We now state the key mapping properties of $\mathcal{L}$ on a family of dilation-covariant weighted Hölder spaces adapted to the degeneracy of this operator.

As in the last two subsections, these spaces are defined slightly differently near the face $F_{0x}$ and near each of the knot faces $F_j$. In both cases, the approximate homogeneity of $\mathcal{L}$ is reflected in an approximate scale-invariance of the associated Hölder norms.

We first define ‘Whitney cubes’ near each of these boundary faces. A Whitney cube $Q^1$ is a coordinate cube of diameter $\epsilon/2$ centered at a point $(y_0, x_0)$ where $y_0 = \epsilon$. Let $D^1_\epsilon$ denote the dilation $(y, z) \rightarrow (\epsilon y, \epsilon z)$. Similarly, a Whitney cube $Q^2$ is a coordinate cube $\{\epsilon/2 < R < 3\epsilon/2\} \times Q'$ where $Q'$ is any ‘size 1 cube’ in the $(\theta, \psi)$ coordinates; in this region we use the dilation $D^2_\epsilon : (R, \theta, \omega) \rightarrow (\epsilon R, \theta, \omega)$. Consider next the dilations of these cubes:
\( \tilde{Q}^j = (D^j)^{-1}(Q^j), \ j = 1, 2. \) Our basic scale of ie Hölder spaces \( C^{k,\alpha}_{ie} \) (ie stands for ‘iterated edge’) is determined by norms which are invariant under these dilations:

\[
||u||_{Q^j} \mid_{ie; k, \alpha} = ||(D^j)^* u||_{Q^j}, \ j = 1, 2.
\]

This type of invariance is achieved by basing these spaces on differentiations by \( y \partial_y, y \partial_{x_1}, y \partial_{x_2} \) near \( F_0 \) and by \( R \partial R, \theta, \partial_\psi \) near each \( F_j \). For simplicity we describe these spaces only for functions, since the adaptations for spaces of sections of any bundle are just notational. When there are no knot singularities, then only the first type of dilations are used, and it is more customary to denote these spaces by \( C^{k,\alpha}_0 \) in that case.

**Definition 5.7.** Define \( C^{k,\alpha}_{ie}(\Sigma \times \mathbb{R}^+) \) to be the space of all functions \( u \) on \( \Sigma \times \mathbb{R}^+ \) such that

i) Near \( F_0 \),

\[
||u||_{L^\infty} + \sup_{i+|\beta| \leq k} \sup_{Q^1} |(y \partial_y)^i (y \partial_{x_1})^\beta u|_{ie; 0, \alpha} < \infty,
\]

where in this region

\[
[v]_{ie; 0, \alpha} := \sup_{Q^1} \sup_{(y, x) \neq (y', x')} \sup_{(y, x), (y', x') \in Q^1} \frac{|u(y, x) - u(y', x')|(y + y')^\alpha}{|y - y'|^\alpha + |x - x'|^\alpha}.
\]

ii) Near each \( F_j \),

\[
||u||_{L^\infty} + \sup_{i+|p| + |q| \leq k} \sup_{Q^2} |(R \partial R)^i \partial R^p \partial_\psi^q u|_{ie; 0, \alpha} < \infty,
\]

where here,

\[
[v]_{ie; 0, \alpha} := \sup_{Q^2} \sup_{(R, \theta, \psi) \neq (R', \theta', \psi')} \sup_{(R, \theta, \psi), (R', \theta', \psi') \in Q^2} \frac{|u(R, \theta, \psi) - u(R', \theta', \psi')|(R + R')^\alpha}{(\theta - \theta')^\alpha + (\psi - \psi')^\alpha (R + R')^\alpha + |R - R'|^\alpha}.
\]

iii) Away from all boundaries we simply require that \( u \) lies in the ordinary Hölder space \( C^{k,\alpha} \) on each slab \( \Sigma \times [L, L+1] \), uniformly for \( L \geq 1 \).

Finally, if \( \mu, \nu \) and \( \delta \) are any real numbers, we define

\[
y^\mu C^{k,\alpha}_{ie}(\Sigma \times \mathbb{R}^+) = \{ u = y^\mu v : v \in C^{k,\alpha}_{ie} \}
\]

\[
\psi^\mu R^\nu e^{\psi^\delta} C^{k,\alpha}_{ie}(\Sigma \times \mathbb{R}^+) = \{ u = \psi^\mu R^\nu e^{\psi^\delta} v : v \in C^{k,\alpha}_{ie} \}.
\]

Note that \( \psi \) may be replaced by \( y \) away from the knots.

For simplicity, we henceforth write

\[
\chi_{\mu, \nu, \delta}^k (\Sigma \times \mathbb{R}^+; isu(E, H_0)) = \psi^\mu R^\nu e^{\psi^\delta} C^{k,\alpha}_{ie}(\Sigma \times \mathbb{R}^+; isu(E, H_0)).
\]

**Theorem 5.8.** [MW13, MW17] Let \( \lambda_0^\pm = -1/2 \pm \sqrt{\gamma_0 + 1/4} \) where \( \gamma_0 \) is the ground state eigenvalue of \( \Delta_G \). Suppose that \( \mu \in (-2, 1) \), \( \nu \in (\lambda_0^-, \lambda_0^+) \) and \( \delta > 0 \). Then for any \( k \geq 0 \) and \( 0 < \alpha < 1 \),

\[
\mathcal{L}_H : \chi_{\mu, \nu, -\delta}^{k+2} (\Sigma \times \mathbb{R}^+; isu(E, H_0)) \longrightarrow \chi_{-2, \nu, -\delta}^k (\Sigma \times \mathbb{R}^+; isu(E, H_0)).
\]

is a Fredholm operator of index 0. If \( \mathcal{L}_H s = 0 \), then \( s = 0 \), so that in fact (61) is an isomorphism.

**Proof.** To prove that this mapping is Fredholm for this set of ranges of the weight parameters, we produce a parametrix for \( \mathcal{L}_H \), which lies in the ‘iterated edge’ pseudodifferential calculus, and then show that this parametrix is bounded between the appropriate spaces. The construction of the parametrix relies heavily on the invertibility of the associated ‘normal operator’, which in this situation corresponds to the operator \( \mathcal{L} \) using the model fields.
on a flat half-space (possibly with knot at 0). This invertibility is, in turn, proved by showing that this model operator is Fredholm, has index zero, and vanishing nullspace. The last fact relies on a linearization of a Weitzenbock formula. All of this is carried out first away from knots in [MW13] and then later near knots in [MW17]. The parametrix and its mapping properties for \( y \) large rely on the more standard analysis on manifolds with cylindrical ends.

That the index of \( L \) is 0 follows from the fact that this weight range contains the point of symmetry for the indicial root set, which in turn is related to the symmetry of this operator on \( L^2 \).

Finally, the injectivity of this mapping is verified by noting that if \( \Delta_H s = 0 \), then the regularity theory in these cited papers implies that \( |s| \leq \psi^1 R^{\lambda_0} e^{-t\delta} \), which in turn justifies an integration by parts, leading to the conclusion that \( \nabla_1 s = \nabla_2 s = D_3 s = 0 \). These imply at \( |s| \neq 0 \) as \( y \to \infty \), for example, which is a contradiction.

6. The Continuity Method

We solve the extended Bogomolny equations with generalized Nahm boundary conditions using a standard continuity method. In this section we set the problem up and discuss the (easier) ‘openness’ part of this proof.

6.1. The Admissible Hermitian Metric and the Family of Equations. Fix holomorphic data \((\mathcal{E}, \varphi, L)\), and consider the corresponding weight set \( S(\mathcal{E}, \varphi, L) = \{(p, v_1, \ldots, v_n)\} \). In holomorphic gauge, write \( D_1 = w\partial_\varphi, D_2 = [\varphi, \cdot] \) and \( D_3 = \delta_y \) and set \( \Theta_0 = (D_1, D_2, D_3) \). Complex gauge transformations act by \( D_i^g := g \circ D_i \circ g^{-1} = D_i + g(D_i g^{-1}) \). Recall that we can either work in a holomorphic gauge with this regular triple \( \Theta_0 \) and look for a singular Hermitian metric or else, by Proposition 2.2, first transform \( \Theta_0 \) by a singular gauge transformation and look for a solution of the extended Bogomolny equations which is a regular Hermitian metric. In this latter formulation, which is the one we shall be using, the equations have singular coefficients.

**Definition 6.1.** A Hermitian metric \( H_0 \) is admissible if the following conditions hold:

- The Chern connection associated to \( H_0 \) has knot singularity of weight \( \mathbf{v} \) at \((p, 0) \in \Sigma \times \mathbb{R}^+\) for each \((p, \mathbf{v}) \in S(\mathcal{E}, \varphi, L)\), and satisfies the Nahm pole boundary condition elsewhere along \( y = 0 \).
- The Chern connection converges to the flat \( SL(n + 1, \mathbb{C}) \) connection defined by the stable Higgs pair \((\mathcal{E}, \varphi)\) as \( y \to \infty \).
- \( \Omega_{H_0} \) vanishes to infinite order at \( y = 0 \).

If \( H_0 \) is admissible in this sense, denote by \( \mathfrak{isu}(E, H_0) \) the subspace of Hermitian endomorphisms in \( \text{End}(E) \). For any \( s \in \mathfrak{isu}(E, H_0) \), define the new Hermitian metric \( H = H_0 e^s \) and the family of maps

\[
N_t(s) := \text{Ad}(e^{\Delta_H}) \Omega_H + ts = 0.
\]

To parse this definition, note that \( \Omega_H \in \mathfrak{isu}(E, H) \) and \( \text{Ad}(e^{\Delta_H}) : \mathfrak{isu}(E, H) \to \mathfrak{isu}(E, H_0) \) is a bundle isomorphism which satisfies

\[
\langle \text{Ad}(e^{\Delta_H}) f, \text{Ad}(e^{\Delta_H}) g \rangle_H = \langle f, g \rangle_{H_0} \quad \text{for} \quad f, g \text{ sections of } \mathfrak{isu}(E, H).
\]

For any small \( \epsilon > 0 \) and any \( \delta > 0 \), \( H := H_0 e^{s} \) is an admissible metric provided \( s \in \mathcal{X}^{k+2}_{2-\epsilon, 1+\epsilon, -\delta}(\Sigma \times \mathbb{R}^+; \mathfrak{isu}(E, H_0)) \), and moreover

\[
N_t : \mathcal{X}^{k+2}_{2-\epsilon, 1+\epsilon, -\delta}(\Sigma \times \mathbb{R}^+; \mathfrak{isu}(E, H_0)) \to \mathcal{X}^{k}_{-1+\epsilon, -\delta}(\Sigma \times \mathbb{R}^+; \mathfrak{isu}(E, H_0))
\]

is a smooth map which also depends smoothly on \( t \in [0, 1] \).
The continuity method consists in showing that the set
\[ I := \{ t \in [0,1] : N_t(s) = 0 \text{ has a solution } s \in \mathcal{X}_{k+2} \} \]

is nonempty, open and closed, so that \( I = [0,1] \). We will have solved our problem once we show that \( 0 \in I \).

6.2. Linearization. Before proceeding further, we compute the linearization of \( N_t \).

**Proposition 6.2.** If \( N_t(s) = 0 \), then for any section \( s' \) of \( isu(E,H_0) \),
\[ \mathcal{L}_{t,s}(s') := \left. \frac{d}{du} N_t(s + us') \right|_{u=0} = Ad(e^{\frac{s}{2}})H s' + ts'; \]

the formula on the right defines the operator \( \mathcal{L}_{t,s} \) on the left.

**Proof.** We compute that \( \mathcal{L}_{t,s} (s') \) equals
\[
\begin{align*}
\left. \left( \frac{d}{du} \right) \right|_{u=0} e^{\frac{s+us'}{2}} \Omega H e^{-\frac{s}{2}} + e^{\frac{s}{2}} \Omega H \left( \left. \frac{d}{du} \right|_{u=0} e^{\frac{s+us'}{2}} \right) + Ad(e^{\frac{s}{2}}) \left( \left. \frac{d}{du} \right|_{u=0} \Omega H e^{us'} \right) + ts'
\end{align*}
\]
\[ = \frac{1}{2} \gamma(\frac{s}{2}) s' Ad(e^{\frac{s}{2}}) \Omega H - \frac{1}{2} Ad(e^{\frac{s}{2}}) \Omega H \gamma(\frac{s}{2}) s' + Ad(e^{\frac{s}{2}})H s'
\]
\[ = Ad(e^{\frac{s}{2}}) \sum_{i=1}^{3} D_i D_i^i s' + t Ad(e^{\frac{s}{2}})s',
\]

where the third equality uses \( Ad(e^{\frac{s}{2}}) \Omega H + ts = 0 \). \( \square \)

6.3. \( I \) is nonempty.

**Proposition 6.3.** There exists an admissible Hermitian metric \( H_0 \) and a section \( s \in \mathcal{X}_{k+2}^{k+2,\alpha} \) (for any \( k \)) such that \( N(s,1) = 0 \).

**Proof.** For the moment we shall use a simpler definition of admissibility, that the metric satisfies the equation only up to first order at \( y = R = 0 \). In the next section we show how to improve this to a solution up to infinite order.

We construct \( H_0 \) and \( s \) in two stages. For the first, let \( H_{-1} \) be any metric and set \( \kappa := \Omega_{H_{-1}} \). By definition of admissibility, \( \kappa \in \mathcal{X}_{k+2,\alpha}^{k+2,\alpha} \) for any \( \mu, \nu \) (since it vanishes to infinite order at \( y = 0 \)). Now define \( H_0 := H_{-1}e^{\kappa} \). This is certainly also admissible. Furthermore,
\[ N_1(-\kappa) = Ad(e^{-\frac{s}{2}}) \Omega_{H_{-1}} - \kappa = Ad(e^{-\frac{s}{2}}) \Omega_{H_{-1}} - \kappa = 0 \]

since \( Ad(e^{-\frac{s}{2}}) \kappa = \kappa \). Thus \( 1 \in I \), as claimed. \( \square \)

6.4. \( I \) is open. We first formulate and prove a consequence of Theorem 5.8

**Proposition 6.4.** For \( \epsilon \) sufficiently small and \( \delta > 0 \),
\[ \mathcal{L}_{t,s} : \mathcal{X}_{k+2,\alpha}^{k+2,\alpha} (\Sigma \times \mathbb{R}^+; isu(E;H_0)) \rightarrow \mathcal{X}_{k+2,\alpha}^{k+2,\alpha} (\Sigma \times \mathbb{R}^+; isu(E;H_0)) \]
is an isomorphism.

**Proof.** The same parametrix method as in Theorem 5.8 shows that this mapping is Fredholm and has index zero, so it suffices to show that its nullspace vanishes. For \( s \in \mathcal{X}_{k+2,\alpha}^{k+2,\alpha} (\Sigma \times \mathbb{R}^+; isu(E;H_0)) \),
\[ s = \mathcal{L}_{t,s}(s') \]

as a consequence of \( \mathcal{L}_{t,s}(s') = 0 \), for some \( s' \in \mathcal{X}_{k+2,\alpha}^{k+2,\alpha} (\Sigma \times \mathbb{R}^+; isu(E;H_0)) \) and \( t \in [0,1] \). The proof is similar to the previous one, using the continuity property of \( \mathcal{L}_{t,s} \) and the fact that for each \( \kappa \), the solution \( s(\kappa) \) of the equation \( \mathcal{L}_{t,s}(s') = \kappa \) exists.
such that in unitary gauge relative to $H$ this is a simpler case where $\mathfrak{h}$ is the Higgs pair $(\mathfrak{h}, \mathfrak{h})$.

Proof. For every element $v \in \mathfrak{h}$ is admissible Hermitian metric compatible with this data.

Hence $\hat{s}$ is a direct sum of $\mathfrak{h}$ and $\mathfrak{h}$, hence $\hat{s}$ is a direct sum of $\mathfrak{h}$ and $\mathfrak{h}$. This shows that the range is dense, since if $\hat{s}$ is orthogonal to every $\mathfrak{h}$, then $\hat{s} = 0$. Thus it is enough to know beforehand that $\mathfrak{h}$ has closed range, which follows from the existence of a parametrix.

Proposition 6.5. $\mathcal{I}$ is open.

Proof. The linearization $\mathcal{L}_{\mathcal{I}, v}$ of $\mathcal{N}_v$ at $s$ is an isomorphism, and $\mathcal{N}_v$ acts smoothly between these same function spaces, so the implicit function theorem gives the result. □

7. Construction of Approximate Solutions

Our next task is to show that given any triplet $(\mathcal{E}, \varphi, L)$ as in (46), there exists an admissible Hermitian metric compatible with this data.

7.1. Approximate solutions with Nahm pole boundary data. We begin with the simpler case where $\partial(\mathcal{E}, \varphi, L) = \emptyset$, i.e., the holomorphic data lies in the Hitchin section $\mathcal{M}_{\text{Hit}}$.

Proposition 7.1. For every element $(\mathcal{E}, \varphi)$ in the Hitchin component, there exists an $H_0$ such that in unitary gauge relative to $H_0$, $\Omega_{H_0} = O(1)$.

Proof. The Higgs pair $(\mathcal{E}, \varphi)$ has the form (18). Consider $H_0^{(0)} = \exp(- \log y \cdot \epsilon_0)$ and $g = \sqrt{H_0} = \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_{n+1})$. By definition of $\epsilon_0$, $\lambda_i = y^{-\frac{b}{2} + i - 1}$, understood as an element of $\text{End}(K^{-\frac{b}{2} + i - 1}, K^{-\frac{b}{2} + i - 1})$. Now define $\phi_2 = g \varphi g^{-1} = (\lambda_j \lambda_j^{-1} \varphi_{ij})$ where $\varphi = (\varphi_{ij})$, and decompose this endomorphism as $\phi_2^{\text{mod}} + b$, where

$$\phi_2^{\text{mod}} = y^{-1} \begin{pmatrix} 0 & \sqrt{B_1} & 0 & \cdots & 0 \\ 0 & 0 & \sqrt{B_2} & \cdots & 0 \\ \vdots & \ddots & \ddots & \ddots & \vdots \\ 0 & 0 & \cdots & \sqrt{B_n} & 0 \\ 0 & 0 & \cdots & 0 & 0 \end{pmatrix}$$

and $b = \begin{pmatrix} 0 & 0 & 0 & \cdots & 0 \\ 0 & 0 & 0 & \cdots & 0 \\ \vdots & \ddots & \ddots & \ddots & \vdots \\ 0 & 0 & \cdots & \cdots & 0 \\ y^n q_{n+1} & y^{n-1} q_n & \cdots & y q_2 & 0 \end{pmatrix}$. 

$\text{R}^+; i\mathfrak{su}(E, H_0))$, we compute

$$0 = \int \langle \mathcal{L}_{\mathcal{I}, v} s, \text{Ad}(e^{z}) s \rangle_{H_0} = \int \langle \text{Ad}(e^{z}) \mathcal{L}_H s, \text{Ad}(e^{z}) s \rangle_{H_0} + t \langle s, \text{Ad}(e^{z}) s \rangle_{H_0}$$

(67)

$$= \int \sum_{i=1}^{3} \langle D_i^{1H} s, s \rangle_H + t \langle \text{Ad}(e^{z}) s \rangle^2_{H_0}$$

$$= \int \sum_{i=1}^{3} D_i^{1H} s^2_H + t \langle \text{Ad}(e^{z}) s \rangle^2_{H_0}.$$
Indeed, suppose that we have found a Hermitian metric $H^{(0)}_0$ such that $\Omega H^{(0)}_0 = F_j y^j + O(y^{j+1})$ for some $j \geq 0$ (so $F_0 = F^{(0)}_{H_0}$ above), and define $H^{(j+1)}_0 = H^{(j)}_0 e^s$. Using (48), we see that in order to show that $\Omega H^{(j+1)}_0 = F_{j+1} y^{j+1} + O(y^{j+2})$ it suffices to solve the equation

$$\gamma(-s) \mathcal{L}_{H^{(j)}_0} s = -F_j y^j \mod \text{terms of order } y^{j+1-\epsilon},$$

But $\gamma(-s_y^j) = \text{Id} + O(y)$, and $\mathcal{L}_{H^{(j)}_0}$ equals the normal operator $N(\mathcal{L}_{H_0})$ to leading order, so it suffices to solve $N(\mathcal{L}_{H_0}) s_y^j = -F_j y^j$ where $s_y$ is just an element of $\text{isu}(E, H_0)$. This algebraic equation is solvable at least when $j$ is not an indicial root; in those exceptional cases, one must replace $s_y^j y^j$ by $s_y^j y^j \log y$ to obtain a solution. (The possibility of these extra log factors is the reason we allowed the error $O(y^{j+1-\epsilon})$ above.) In any case, we can carry out this inductive procedure and then take a Borel sum to obtain a Hermitian endomorphism

$$s \sim \sum_{j=0}^{\infty} s_{j, \ell} y^j (\log y)\ell$$

(with $s_{0, \ell} = 0$ for $\ell > 0$ and only finitely many $s_{j, \ell}$ nonzero for each $j$), such that if we set $H_0 = H^{(0)}_0 e^s$, then $\Omega H_0 = O(y^N)$ for all $N \geq 0$. \hfill \square

In summary, we obtain

**Theorem 7.2.** For any $(\mathcal{E}, \varphi) \in \mathcal{M}_{\text{Hit}}$, there exists an admissible Hermitian metric.

7.2. Approximate solutions at knot singularities. Now suppose that we have holomorphic data $(\mathcal{E}, \varphi, L)$ where $S(\mathcal{E}, \varphi, L) = \{p_j, \overline{\varphi} = (\overline{\tau}_1, \ldots, \overline{\tau}_j), \ j = 1, \ldots, N\}$. As before, we wish to construct an approximate solution near each $p_j$. As will be clear from this construction, it involves very little more effort to construct a solution to infinite order as one which solves the equation only up to first order. Note that the construction of approximate solutions at points of $F_{\alpha r}$ is in fact completely local and algebraic (or really, involving a finite jet in the normal direction at each point). Thus we may find a good approximate solution near each knot face $F_j$ and then proceed with the previous construction to obtain an infinite order solution along the remaining part of the boundary. It therefore suffices to focus on this construction near each $p_j$ separately, and so we drop the index $j$ below.

Fix a small disk $U$ centered at $p$ in $\Sigma$, with local holomorphic coordinate $z$, and work in spherical coordinates on $\Sigma \times \mathbb{R}^+$. Write $\varphi = \varphi_z dz$ and set $L_1 := L$, $L_{i+1} := \varphi_z(L_i)$. By assumption, the map

$$L_1 \wedge L_2 \wedge \cdots \wedge L_{n+1} \xrightarrow{1\wedge\varphi_1\wedge\cdots\wedge\varphi_n} \det \mathcal{E}$$

fails to be an isomorphism in this neighborhood precisely at $p$. 

Since $b = O(y)$, then in the gauge defined by $g$,

$$\Omega H^{(0)}_0 = [\varphi_z^\text{mod}, b^\dag] + [b, (\varphi_z^\text{mod})^\dag] = O(1);$$

even more specifically, the right hand side can be written $F H^{(0)}_0 + O(y)$.

We may add correction terms to make this error vanish to higher and higher order. Indeed, suppose that we have found a Hermitian metric $H^{(j)}_0$ such that $\Omega H^{(j)}_0 = F_j y^j + O(y^{j+1})$ for some $j \geq 0$ (so $F_0 = F^{(0)}_{H_0}$ above), and define $H^{(j+1)}_0 = H^{(j)}_0 e^s$. Using (48), we see that in order to show that $\Omega H^{(j+1)}_0 = F_{j+1} y^{j+1} + O(y^{j+2})$ it suffices to solve the equation
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(with $s_{0, \ell} = 0$ for $\ell > 0$ and only finitely many $s_{j, \ell}$ nonzero for each $j$), such that if we set $H_0 = H^{(0)}_0 e^s$, then $\Omega H_0 = O(y^N)$ for all $N \geq 0$. \hfill \square

In summary, we obtain
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Fix a small disk $U$ centered at $p$ in $\Sigma$, with local holomorphic coordinate $z$, and work in spherical coordinates on $\Sigma \times \mathbb{R}^+$. Write $\varphi = \varphi_z dz$ and set $L_1 := L$, $L_{i+1} := \varphi_z(L_i)$. By assumption, the map

$$L_1 \wedge L_2 \wedge \cdots \wedge L_{n+1} \xrightarrow{1\wedge\varphi_1\wedge\cdots\wedge\varphi_n} \det \mathcal{E}$$

fails to be an isomorphism in this neighborhood precisely at $p$.
Lemma 7.3. There exists a local holomorphic frame for $\mathcal{E}$ in $\mathcal{U}$ such that

$$
\varphi_z = \begin{pmatrix}
\ast & z^{r_1} & \cdots & 0 \\
\ast & \ast & z^{r_2} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
\ast & \ast & \cdots & \cdots & z^{r_n} \\
\ast & \ast & \cdots & \cdots & \ast
\end{pmatrix},
$$

(71)

where all of the components labelled with a $\ast$ are bounded holomorphic functions.

Proof. We seek a local holomorphic frame $\{\hat{e}_1, \hat{e}_2, \cdots, \hat{e}_{n+1}\}$ such that for each $k$, $\varphi_z(\hat{e}_k) \subset \text{span}\{\hat{e}_1, \cdots, \hat{e}_{k+1}\}$.

First choose a nonvanishing section $\hat{e}_1$ of $L$, and extend it to a local holomorphic frame $\{\hat{e}_1, e_2, \cdots, e_{n+1}\}$ over $\mathcal{U}$. Now write $\varphi_z(\hat{e}_1) = f \hat{e}_1 + z^{r_1} \sum_{i=2}^{n+1} g_i e_i$, where at least one of the $g_i$ are nonvanishing at $z = 0$. Setting $\hat{e}_2 := \sum_{i=2}^{n+1} g_i e_2$, then we have arranged that $\varphi_z(\hat{e}_1) = f \hat{e}_1 + z^{r_1} \hat{e}_2$, or equivalently, $\varphi_z(\hat{e}_1) = z^{r_1} \hat{e}_2$ mod $\{\hat{e}_1\}$. The integer $r_1$ is the order of vanishing of the map $L^{\otimes 2} \xrightarrow{1\wedge \varphi_z} \Lambda^2 \mathcal{E}$. Next, $\varphi_z(\hat{e}_2) = f_1 \hat{e}_1 + f_2 \hat{e}_2 + z^{r_2} (\sum_{i=3}^{n+1} g_i e_i)$ where at least one of these new coefficient functions $g_i$ do not vanish at 0, so we define $\hat{e}_3 = \sum_{i=3}^{n+1} g_i e_i$. This process can be continued inductively to obtain a local frame $\{\hat{e}_1, \hat{e}_2, \cdots, \hat{e}_{n+1}\}$, where $\varphi_z(\hat{e}_k) \in z^{r_k} \hat{e}_{k+1} + \text{span}\{\hat{e}_1, \cdots, \hat{e}_k\}$, as desired. \qed

Proposition 7.4. There exists a Hermitian metric $H_{\mathcal{U}}$ in $\mathcal{U}$ such that in the corresponding unitary gauge, $|\Omega_{H_{\mathcal{U}}}| = O(\psi^{-1} R^{-1})$.

Proof. By virtue of the previous Lemma, write $\varphi_z$ as in (71). Denote the corresponding model solution by $H_{\text{mod}}$ and set $g = \sqrt{H_{\text{mod}}}$. In unitary frame, $g = \text{diag}(\lambda_1, \lambda_2, \cdots, \lambda_{n+1})$, where $|\lambda_{k+1} \lambda_k^{-1}| \leq C$ by 3.8. The matrix $\phi_z = g \varphi_z g^{-1}$ has components $\lambda_i \lambda_j^{-1} \varphi_{ij}$, and decomposes as $\phi_z^{\text{mod}} + b$ where $\phi_z^{\text{mod}}$ is the model knot solution and $b = O(1)$. Hence in unitary gauge, $\Omega_{H_0} = [\phi_z^{\text{mod}}, b]^+ + [b, \phi_z^{\text{mod}}] \sim O(\psi^{-1} R^{-1})$. \qed

To extend this away from the knot, choose a holomorphic frame away from the knot(s) and holomorphic frame near each $p_j$. On the overlap near $p_j$ these frames are related by a unimodular gauge transformation

$$
g_j = \exp\left(\sum_{i=1}^{n} A_{ij}^{-1}(-r_j \log r)H_i\right) = z^{\sum_{i=1}^{n} (1-|\eta_j|) r_i} \text{diag}(1, z^{r_1}, z^{r_1+r_2}, \cdots, z^{r_1+\cdots+r_n}).
$$

(72)

Using a partition of unity, we then conclude the

Proposition 7.5. For any $(\mathcal{E}, \varphi, L)$, there exists an admissible $H_1$ such that in unitary gauge $|\Omega_{H_1}| = O(\psi^{-1} R^{-1})$ near $F_j$ and $|\Omega_{H_1}| = O(y^{-1})$ near $F_{or}$.

Proceeding even further, we can correct $H_1$ to a Hermitian metric for which $\Omega_H$ vanishes to all orders both as $y \to 0$ away from the knots and as $R \to 0$. This involves iteratively solving away the Taylor series in $R$ of the error term $\Omega_{H_1}$ using the operator $L_{H_1}$, which is now an analytic problem on $S^2_+$. At each step we solve $L(s_j R^2) = \eta_{j-2} R^{j-2} \text{mod} O(R^{j-1})$, which is possible unless $j$ is an indicial root; in that case we add a factor of $\log R$ to $s_j R^j$. A Borel sum of these approximate solutions yields a Hermitian metric $H_2$ for which $\Omega_{H_2}$ vanishes to all orders as $R \to 0$. We may finally carry out the analogous procedure near $y = 0$, and in particular near $\psi = 0$ near the knots. This is now a pointwise algebraic operation. Taking a further Borel sum leads finally to the Hermitian metric $H$ for which $\Omega_H$ vanishes to all orders as $R \to 0$ and as $y$ (or $\psi$) tends to 0.

Theorem 7.6. For any given pair $(\mathcal{E}, \varphi, L) \in \mathcal{M}_{\text{Knot}}$, there exists an admissible Hermitian metric $H$. 
8. A Priori Estimates

To prove closedness of the set $I$, we must show that if $H_j$ is a sequence of solutions corresponding to a sequence of $t_j \in I$, then there are a priori estimates on the $H_j$ which allow us to take a limit, which then shows that the limit of the $t_j$ also lies in $I$. This is done in a sequence of steps where we bound first the $C^0$ then the $C^k$ norms of the $H_j$ for every $k$, then establish uniform decay rates and Hölder estimates near $y = 0$ and as $y \to \infty$.

Before embarking on these nonlinear estimates, we recall a now-standard Lemma about the mapping behavior of the Laplacian on cylinders.

Define $C_{D,0}^{k,\alpha}(\Sigma \times \mathbb{R}^+)$ to consist of all functions or sections which are uniformly in $C^{k,\alpha}$ on every strip $\sigma \times [t, t+1]$, and which in addition vanish at $y = 0$ (hence the subscript ‘$D$’ for Dirichlet). We also write $C_{D,-\delta}^{k,\alpha} = e^{-\delta y}C_{D}^{k,\alpha}$.

Now fix $\chi \in C^\infty(\Sigma \times \mathbb{R}^+)$ with $\chi \geq 0$, $\chi(y) = 1$ for $y \geq 2$ and $\chi(y) = 0$ for $y \leq 1$.

**Proposition 8.1.** Let $\Delta$ be the scalar Laplacian. Then

$$\Delta : C_{D,-\delta}^{k+2,\alpha}(\Sigma \times \mathbb{R}^+) \oplus \mathbb{R} \to C_{-\delta}^{k,\alpha}(\Sigma \times \mathbb{R}^+)$$

$$(u, A) \mapsto \Delta u + A\Delta(\chi)$$

is an isomorphism.

**Proof.** Results of this type are now quite classical, and indeed this appears explicitly in [MPU96] for example. We provide a brief sketch of the proof. The operator $\Delta : C_{D,\tau}^{k+2,\alpha} \to C_{\tau}^{k,\alpha}$ is Fredholm so long as $\tau^2$ is not an eigenvalue $\sigma_j^2$ of $\Delta_\Sigma$. The maximum principle shows that this map is injective when $\tau < 0$, so an argument involving both duality and elliptic regularity shows that it is surjective when $\tau > 0$ and $\tau$ does not equal one of the values $\sigma_j$ above. Since $\sigma_0 = 0 < \sigma_1 \leq \ldots$, we can choose $0 < \delta < \sigma_1$. If $f \in C_{-\delta}^{k,\alpha}$, there exists a solution $v \in C_{D,-\delta}^{k+2,\alpha}$ to $\Delta u = f$. The final step is to observe that since $f$ decays at (a small) exponential rate, the solution $v$ has a partial expansion of the form $v = A + \tilde{A}y + \tilde{u}$ with $\tilde{u} \in C_{D,-\delta}^{k+2,\alpha}$. This is a type of elliptic regularity at infinity. The coefficients $A, \tilde{A}$ here are constants. However, the function $y$ lies in the nullspace of $\Delta$ on $C_{D,\delta}^{k+2,\alpha}$ since it vanishes at $y = 0$, so we may as well subtract off this term to see that there exists a solution which is asymptotic to $A + \tilde{u}$ as $y \to \infty$. The map $f \to A$ is continuous, so there exists a codimension one subspace $H$ of functions $f$ in $C_{-\delta}^{k,\alpha}$ for which there exists a unique solution $u \in C_{D,-\delta}^{k+2,\alpha}$ to $\Delta u = f$. The function $\Delta(\chi)$ does not lie in this subspace, so by choosing the constant $A$ appropriately, then for any $f \in C_{-\delta}^{k,\alpha}$ we can make $f - A\Delta \chi \in H$. \hfill \Box

Recall the notation $\chi_{\mu,\nu,-\delta}^{k,\alpha} = \psi^\mu R^\nu e^{-\gamma(s)}C_{\omega}^{k,\alpha}(\Sigma \times \mathbb{R}^+; isu(E, H))$. If the index $\nu$ is omitted, this connotes the space without knot singularities, and with weight function $y^\mu$.

8.1. $C^0$ estimate.

**Proposition 8.2.** If $s$ is a Hermitian endomorphism which satisfies $N_E(s) = 0$, i.e., equation (62), then there exist a constant $C$ depending only on $H_0$ such that

$$|s|_{C^0(\Sigma \times \mathbb{R}^+)} \leq C.\leqno{(73)}$$

**Proof.** Taking the inner product of (48) with $s$, where $H = H_0c^s$, gives

$$\Delta|s|^2 + |\sqrt{\gamma(-s)}\nabla s|^2 + t|s|^2 + \langle \Omega_{H_0}, s \rangle = 0;\leqno{(74)}$$
here $\Delta = -\partial_0^2 + \Delta_\Sigma$ and $|\sqrt{\gamma(-s)}\nabla s|^2 = \sum_{i=1}^3 |\sqrt{\gamma(-s)}\nabla_i s|^2$, which then implies

$$\Delta |s|^2 + t|s|^2 \leq -\langle \Omega_{H_0}, s \rangle \implies \Delta |s|^2 \leq M|\Omega_{H_0}|$$

for some constant $M > 0$. By Proposition 8.1, there exists $u \in C^{2,\alpha}_{D,-\delta}$ and $A \in \mathbb{R}$ such that $\Delta(u - A\chi) = |\Omega_{H_0}|$. Hence

$$\Delta(|s|^2 - Mu + AM\chi - \epsilon y) \leq 0.$$ 

Since $s$ and $u$ decay as $y \to \infty$ and vanish at $y = 0$, and $\chi$ is bounded, we see that $|s|^2 - Mu + AM\chi \leq \epsilon y$ for any $\epsilon > 0$, hence $|s|^2 \leq M(\sup |u| + |A|)$. Since $u$ and $A$ depend only on $H_0$, this gives the desired bound. \hfill \Box

8.2. Morrey and Campanato Spaces. Because of the structure of the equation, the higher derivative estimates are obtained using two slightly less familiar scales of function spaces, which we now review. We also need to introduce certain scale-invariant modifications of these spaces near a boundary, which are required in estimates near $y = 0$.

We first define the Morrey space $L^{p,\lambda}(U)$, where $U$ is an open set of $\mathbb{R}^n$. This is the Banach space of functions for which

$$\|f\|_{p,\lambda} := \sup_{x \in U, r > 0} \left( r^{-\lambda} \int_{B_r(x) \cap U} |f|^p \right)^{1/p} < \infty.$$ 

There is a well-known embedding theorem, cf. [RSS13]:

**Proposition 8.3.** For any function $f$ defined on an open set $U \subset \mathbb{R}^n$ with $\nabla f \in L^{2,n-2+2\alpha}$, the Morrey norm of $\nabla f$ bounds the $C^{0,\alpha}$ seminorm of $f$:

$$[f]_{C^{0,\alpha}} \leq C \|\nabla f\|_{L^{2,n-2+2\alpha}}.$$ 

In particular, when $n = 3$, $L^{2,1+2\alpha} \subset C^{0,\alpha}$.

Recall also the closely related Campanato spaces $L^{p,\lambda}_0$, defined as the set of all $f \in L^p(U)$ for any open set $U$ such that

$$[f]_{L^{p,\lambda}_0(U)} := \sup_{x \in U, r > 0} \left( r^{-\lambda} \int_{B_r(x) \cap U} |f - \tilde{f}_x|^p \right)^{1/p} < \infty;$$

here $\tilde{f}_x$ is the average of $f$ on $B_r(x)$. Campanato spaces will actually not appear explicitly below. They do arise in a crucial estimation in [Hil85] which is used in the interior estimates in Proposition 8.6 and again in the estimates of Section 8.6 below.

As noted earlier, we shall need to use adapted versions of these spaces near $y = 0$. The motivation is similar to that for the ie-Hölder spaces $C^{k,\alpha}_{ie}$ from Definition 5.7. Namely, if $u$ is defined in a “Whitney cube” $Q$, e.g. a ball of radius $y_0/2$ centered at a point $(z_0, y_0)$ (where $y_0$ is small), then $u_\lambda(z, y) = u(\lambda z, \lambda y)$ is defined on $Q_{1/\lambda}$. We define norms which have the property that the sizes of $u|_Q$ and $u|_{Q_{1/\lambda}}$ are the same (or at least comparable).

Definition 5.7 illustrates this for the Hölder norm and defines the scale of spaces which is usually denoted $C^{k,\alpha}_0$ if we consider only scalings near $y = 0$ away from knots and $C^{k,\alpha}_{ie}$ if we also incorporate scalings near the knot singularities.

In a very similar way we define scale-invariant Morrey and Campanato spaces $L^{p,\lambda}_0$ and $L^{p,\lambda}_0$:

$$\|u\|_{L^{p,\lambda}_0} := \sum_{B_\mu} [u_\mu]_{L^{p,\lambda}_0}, \text{ and } \|u\|_{L^{p,\lambda}} := \sum_{B_\mu} \|u_\mu\|_{L^{p,\lambda}}.$$ 

Since

$$\|u_\mu(x, y)\|_{L^{p,\lambda}(B_1)} = \sup_{x \in B_1, r > 0} \left( r^{-\lambda} \int_{B_r} |u_\mu|^p \right)^{1/p} = \sup_{x \in B_\mu, r > 0} \left( \mu^{\lambda-n} r^{-\lambda} \int_{B_r(x)} |u|^p \right)^{1/p}$$

Here $\Delta = -\partial_0^2 + \Delta_\Sigma$ and $|\sqrt{\gamma(-s)}\nabla s|^2 = \sum_{i=1}^3 |\sqrt{\gamma(-s)}\nabla_i s|^2$, which then implies
we might equally well define this scale-invariant Morrey norm by
\[
\|u\|_{L^p_0(M,\lambda)} = \sup_{x \in M, r > 0} (y^{\lambda-n} r^{-\lambda} \int_{B_r(x)} |u|^p)^{\frac{1}{p}},
\]
(where \(y\) is the distance to the boundary). Similarly,
\[
\|u\|_{L^p_0(M,\lambda)} = \sup_{x \in M, r > 0} (y^{\lambda-n} r^{-\lambda} \int_{B_r(x)} |u - \bar{u}_{x,r}|^p)^{\frac{1}{p}}.
\]
These scale-invariant Morrey spaces appear explicitly in Section 8.6 while, as noted earlier, the scale-invariant Campanato spaces are required implicitly in these arguments as we explain there.

Immediately from the interior estimate we obtain

**Proposition 8.4.** \([u]_{C_0^{0,\alpha}} \leq C \|\nabla u\|_{L^2_0,n-2p+2\alpha}^2.

### 8.3. Interior \(C^k\) estimate

We now discuss the interior a priori estimates for higher derivatives of a solution \(s\) of (62).

We now state the sequence of results which lead to the interior estimates, referring their proofs to the cited sources.

**Proposition 8.5.** [BS94, JW16] If \(H = H_0e^s\) are defined on a ball \(B_2 \subset \Sigma \times \mathbb{R}^+\) and \(B_1 \subset B_2\) is a slightly smaller ball, then
\[
|s|_{C^0(B_1)} \leq C \|\nabla s\|_{L^2(B_2)} C'(|s|_{C^0(B_2)} + |\Omega_H|_{C^0(B_2)}).
\]

(76) Next is a well-known estimate due to Hildebrandt.

**Proposition 8.6.** [Hil85] If \(\mathcal{V} \subset \mathcal{U}\) are two open sets, and \(s\) is a solution to an equation of the form
\[
\Delta s = A + B(\nabla s) + C(\nabla s \otimes \nabla s),
\]
where the coefficient functions \(A, B, C\) are bounded in \(C^0\), then for any \(\alpha \in (0, 1)\) there exists a \(\beta \in (0, \alpha)\) such that
\[
\|\nabla s\|_{C^\beta_{(\mathcal{V})}} \leq C \sup_{\mathcal{U}} \|\nabla s\|_{L^2_{2\alpha\mathcal{U}}}
\]
for some constant \(C\) which depends only on the volumes of \(\mathcal{U}\) and \(\mathcal{V}\).

Finally, we invoke an estimate of the type used by Bando and Siu [BS94] to complete the boot-strapping.

**Proposition 8.7.** For any \(k \in \mathbb{N}\) and \(T > 0\), there exists a constant \(C_{T,k}\) such that
\[
|s|_{C^k(\Sigma \times [T, +\infty))} \leq C_{T,k}
\]
(77) Notice that we have now obtained uniform bounds also as \(y \to \infty\). Later we also establish a uniform decay rate.

### 8.4. Uniform decay at \(y = 0\)

In this subsection, we show that the sequence of solutions \(s_j\) satisfies a uniform decay rate \(|s_j| \leq Cy^\alpha\). This is nonstandard because of the singular boundary condition, and the idea involves a scaling analysis.

**Lemma 8.8.** Fix any point \(p = (z_0, y_0)\) in \(\Sigma \times (0, 1)\) and let \(r_0 = \frac{1}{2}y_0\). Assuming \(r_0\) is small, we use a local coordinate \(x \in \mathbb{R}^3\) centered at \(p\) in the ball \(B_{r_0}(p)\), and then define
\[
f_p(r) := \int_{B_r} G_p(x) |\nabla s(x)|^2,
\]
(78) where (here and below) \(B_r = B_r(p)\) and \(G_p(x) = |x|^{-1}\) is \((4\pi\text{ times})\) the three-dimensional flat Green function and \(|\nabla s|^2\) is short for \(\sum_{i=1}^3 |\nabla_i s|^2\).
Then there exist constants $C > 0$ and $\alpha \in (0, 1)$ independent of $p$ such that for every $r < r_0/2$,

$$f_p(r) \leq C(\|s\|_{L^\infty(B_{2r})} + \|\Omega_H\|_{L^\infty(B_{2r})} + \|\Omega_{H_0}\|_{L^\infty(B_{2r})})r^{2\alpha}.$$  

**Proof.** We proceed in a series of steps.

**Step 1.** We first show that $f_p(r) \leq C$, where $C$ depends on $\|s\|_{L^\infty(B_{2r})}$ and $\Omega_{H_0}$.

Let $\chi \in C^\infty$ be a smooth nonnegative function which equals 1 on $[0, r]$, vanishes outside $[0, 2r]$, and with $0 \leq \chi(t) \leq 1$ for all $t$. The inequality $|\nabla s|^2 \leq C(1 - \Delta|s|^2)$, which follows from (49), gives

$$f_p(r) \leq \int_{B_{2r}(x)} \chi G|\nabla s|^2 \leq C \int_{B_{2r}} \chi G(1 - \Delta|s|^2)$$

$$\leq C \left(-|s|^2(p) + r^2 + \int_{B_{2r}} (\nabla \chi \nabla G |s|^2 + \Delta \chi G |s|^2)\right)$$

$$\leq C(r^2 + r^{-3}) \int_{B_{2r}\setminus B_r} |s|^2 \leq C.$$

**Step 2.** There exist constants $\gamma \in (0, 1)$ and $K > 0$ depending on $\|s\|_{L^\infty(B_2)}$ such that $f_p(r) \leq \gamma f_p(2r) + Kr^2$.

Indeed, consider the operator

$$\mathcal{W} : C^1_D(B_{2r}; isu(2)) \rightarrow C^0(\mathcal{B}_H, isu(2)) \oplus C^0(\mathcal{B}_H, isu(2))$$

$$\eta \rightarrow (\mathcal{D}_1\eta + [\varphi, \eta], \mathcal{D}_3\eta),$$

where the subscript $D$ indicates Dirichlet boundary conditions. This is a left-elliptic operator, i.e., its symbol is injective, so its nullspace $\kappa$ is finite dimensional and consists of sections smooth up to the boundary. Note that since $\mathcal{D}_1\eta \in \Omega^{0,1}$ and $[\varphi, \eta] \in \Omega^{1,0}$, $\eta \in \kappa$ implies that $\mathcal{D}_j\eta = 0$, $j = 1, 2, 3$. Denote by $\Pi$ the $L^2$ orthogonal projection of $C^1_D(B_{2r}; isu(2))$ onto $\kappa$ and $\kappa^\perp$ its orthogonal complement, both determined relative to $H_0$.

Define $\bar{s} := \Pi s$ and $e^\sigma := e^s e^{-\bar{s}}$. The Baker-Campbell-Hausdorff formula implies that $s = \bar{s} + \frac{1}{2}[s, \bar{s}] + \cdots$, where the reminder is a sum of terms, each a combination of Lie brackets of $s$ and $\bar{s}$. Since $[s, \bar{s}] = [s - \bar{s}, s]$, we obtain that

$$|\nabla s|^2 \leq C|\nabla \sigma|^2, \quad |\sigma|^2 \leq C|s - \bar{s}|^2,$$

where $C$ depends on $|s|_{L^\infty(B_{2r})}$.

Using $He^{-\bar{s}} = H_0e^\sigma$ in (49) gives

$$\langle \Omega_{H_0e^\sigma} - \Omega_{H_0}, \sigma \rangle = \Delta|\sigma|^2 + \sum_{i=1}^3 |v(s)\nabla_i \sigma|^2.$$

Observe also that $\Omega_{H_0e^\sigma} = \Omega_{He^{-\bar{s}}} = \text{Ad}(e^{-\bar{s}})\Omega_H$, the last equality following from (48) since $\mathcal{W}(\bar{s}) = 0$. Since $v(s) = \sqrt{\frac{m_a s - 1}{a d_x}}, \sqrt{\frac{e^s - 1}{|x|}} \geq C \frac{1}{\sqrt{1 + |x|}}$ and $\text{Ad}(e^{\bar{s}})\Omega_H + ts = 0$, we obtain

$$|\nabla \sigma|^2 \leq C(|\Omega_H||\sigma| + |\Omega_{H_0}||\sigma| - \Delta|\sigma|^2) \leq C(1 - \Delta|\sigma|^2),$$

where the constant depends on $|\Omega_{H_0}|_{L^\infty}$ and $|s|_{L^\infty}$. 
Using the same cutoff function $\chi$ as before, then this, together with the Poincaré and Kato inequalities, yields
\begin{equation}
 f_p(r) = \int_{B_r(x)} G|\nabla s|^2 \leq C \int_{B_{2r}(x)} \chi G(-\Delta |s|^2) + \chi G \\
 \leq C r^2 + C \int_{B_{2r}(x)/B_r(x)} \Delta (\chi G)|s|^2 \\
 \leq C r^2 - C|\sigma|^2(p) + Cr^{-3} \int_{B_{2r}(x)/B_r(x)} |\sigma|^2 \\
 \leq C r^2 + Cr^{-3} \int_{B_{2r}(x)/B_r(x)} |s - \bar{s}|^2 \\
 \leq C r^2 + Cr^{-1} \int_{B_{2r}(x)/B_r(x)} |\mathcal{W}s|^2 \quad \text{(Poincaré inequality for $\mathcal{W}$)} \\
 \leq C r^2 + Cr^{-1} \int_{B_{2r}(x)/B_r(x)} |\nabla s|^s \quad \text{(since $|\nabla s|^2 = \sum_{i=1}^3 |\nabla_i s|^2 = 2|\mathcal{W}s|^2$)} \\
 \leq C r^2 + C \int_{B_{2r}(x)/B_r(x)} G|\nabla s|^2 \leq C r^2 + C(f_p(r) - f_p(r)).
\end{equation}
This gives the desired inequality $f_p(r) \leq \gamma f_p(2r) + K r^2$ for $\gamma = \frac{C}{C+1} < 1$.

**Step 3:** Finally, $f_p(r) \leq Cr^{2\alpha}$ for some $C$ which depends on $||s||_{L^\infty(B_{2r})}$.

Assume that $1/2 < \gamma < 1$ and set $g(r) = f_p(r) + \frac{K}{4\gamma - 1} r^2$. Then the ‘doubling inequality’ for $f_p$ from Step 2 implies that
\begin{equation}
g(r) \leq \gamma f(2r) + Kr^2 + \frac{K}{4\gamma - 1} r^2 = \gamma(f(2r) + \frac{K}{4\gamma - 1}(2r)^2) = \gamma g(2r),
\end{equation}
so more generally, $g(r) \leq \gamma^k g(2^k r)$. This in turn yields the estimate $f_p(r) \leq Cr^{2\alpha}$ for some $\alpha \in (0,1)$.

We finally deduce the uniform decay estimate.

**Proposition 8.9.** If $N_t(s) = 0$, then there exist constants $C > 0$ and $\alpha \in (0,1)$ such that
\begin{equation}
||s||_{C^0(\Sigma \times (0,1)])} \leq C g^\alpha.
\end{equation}

**Proof.** For any $p \in \Sigma \times (0,1]$, let $r = r_p$ be half the $y$-coordinate of $p$. Then Lemma 8.8 gives the Morrey estimate $\|\nabla s\|_{L^{2,1+2\alpha}(B_r)} \leq C$, where $\nabla$ is a connection with $1/y$ singularity. By the Kato inequality,
\begin{equation}
||d|s||_{L^{2,1+2\alpha}(B_r)} \leq C,
\end{equation}
where $C$ depends on the $H_0$ norm of $s$, but not on $p$.

The crucial point is that the Hölder seminorm $[s]_{0,\alpha}$ and $||d|s||_{2,1+2\alpha}$ scale in precisely the same way if we dilate $B_r(p)$ by the factor $1/2r_p$ to a ball of radius $r/2r_p < 1/2$ centered at some point $(\bar{p},1)$. On this larger ‘standard’ ball we take advantage of the embedding $L^{2,1+2\alpha}(B_{1/2}) \hookrightarrow C^\alpha(B_1)$ and then rescale back to $B_r(p)$ to get $[s]_{C^\alpha(B_r(p))} \leq C$, with constant independent of $r < r_p$.

Writing $\Sigma \times (0,1) \ni p$ in local coordinates as $(z_0, y_0)$, we define a sequence of points $p_i = (z_0, (3^i)^{1/2} y_0)$ and define $s_i := s(p_i)$ and $B_i := B_{r_i}(p_i)$, where $r_i = r_{p_i} = \frac{1}{3^{i/2}}$. The previous bound implies
\begin{equation}
|s_i - s_{i+1}| \leq C|r_i - r_{i+1}|^\alpha \leq C(2/3)^i \alpha |y_0 - \frac{1}{3} y_0|^\alpha \leq C'(2/3)^i \alpha y_0^\alpha,
\end{equation}
where $C'$ is another constant.
where \( C' \) depends only on \( ||s||_{L^\infty} \) and \( ||\Omega_{H_0}||_{L^\infty} \). Therefore, for each \( i \),
\[
|s_0 - s_i| \leq \sum_{j=0}^{i-1} |s_j - s_{j+1}| \leq C' \sum_{j=0}^{i-1} (2/3)^j y_0^\alpha \leq C'' y_0^\alpha.
\]
As \( s \) is continuous and \( |s|^y_{y=0} = 0 \), we see that \( \lim s_i = 0 \), so \( |s(p_0)| = |s_0| \leq C y_0^\alpha \). This gives the uniform decay rate. \( \square \)

8.5. Uniform decay at infinity. We now show that the sections \( s_i \), decay uniformly as \( y \to \infty \).

First, (74) and Proposition 8.2 show that
\[
|\nabla s|^2 \leq C (||\Omega_{H_0}||_{L^\infty} - \Delta |s|^2),
\]
combining with Proposition 8.7, we obtain \( \int_{\Sigma \times (L, +\infty)} |\nabla s|^2 \leq C \) for any \( L \geq 1 \) and with \( C \) independent of \( L \).

Next, the irreducibility of the Higgs pair \((E, \varphi)\) on any slice \( \Sigma_y \) implies
\[
\int_{\Sigma_y} |s|^2 \leq C \int_{\Sigma_y} |\nabla_1 s|^2 + |\nabla_2 s|^2 \leq C \int_{\Sigma_y} |\nabla s|^2,
\]
hence the (integral) decay rate of \( s \) is controlled by that of \( |\nabla s| \).

**Proposition 8.10.** Assuming that \( ||s||_{L^\infty} + ||e^{-\delta y}\Omega_{H_0}||_{C^k} \leq C_k \) for any \( k \geq 0 \), then for all \( k, ||e^{-\delta y} s||_{C^k} \leq C'_k \).

**Proof.** Integrating (86) over \( \Sigma \times (L, +\infty) \) gives
\[
F(L) := \int_{\Sigma \times (L, \infty)} |\nabla s|^2 \leq e^{-\delta L} + \int_{\Sigma \times \{L\}} |\nabla s|^2,
\]
or equivalently, \( F(L) \leq e^{-\delta L} - F'(L). \) This integrates to \( F(L) \leq Ce^{-\delta L} \) (assuming \( \delta < 1 \)) and hence
\[
\int_{\Sigma \times (L, \infty)} (|s|^2 + |\nabla s|^2) \leq Ce^{-\delta L}.
\]

Finally, standard interior estimates for the equation \( N_i(s) = 0 \) on each block \( \Sigma \times [A, A+1] \) yield that for each \( k \),
\[
\int_{\Sigma \times [L, \infty)} |\nabla^k s| \leq C_k e^{-\delta L},
\]
and the pointwise decay now follows from Sobolev embedding. \( \square \)

8.6. Decay at the Boundary with Higher Regularity. The equation \( N_i(s) = 0 \) has the form \( \Delta s = A(\Omega_H) + C(\nabla s \otimes \nabla s) \). We shall first consider the case where there are no knot singularities. In this case, to emphasis the Nahm pole boundary condition, we write this equation as
\[
(\Delta + \frac{1}{y^2}) s = A(\Omega_H) + C((\nabla + \frac{1}{y}) s \otimes (\nabla + \frac{1}{y}) s)
\]
or, equivalently, multiplying through by \( y^2 \),
\[
y^2 \Delta s = y^2 A(\Omega_H) + C(y\nabla s \otimes y\nabla s)
\]
to emphasize its scaling properties.

Fix a ball \( B_3 \) of radius \( \lambda \) and with center at distance \( 4\lambda \) from the boundary, and suppose that \( s \) solves (89). Restricting (89) to \( B_3 \), define the rescaled function \( s_\lambda(z, y) = s(\lambda z, \lambda y) \). Setting \( K = y^2 A(\Omega_H) \), then \( s_\lambda(z, y) \) satisfies
\[
y^2 \Delta s_\lambda = K_\lambda + C(y\nabla s_\lambda \otimes y\nabla s_\lambda)
\]
on $B_1$. We can also defined rescalings of the Hermitian metrics $H, H_0$. Applying Lemma 8.8 to $s_\lambda, H_\lambda$ and $(H_0)_\lambda$ and the local Morrey estimate on $B_2$ yields

Lemma 8.11.

$$|s_\lambda|_{C^0(B_1)} \leq C(\|s\|_{L^\infty(B_2)} + \|\Omega_{(H_\lambda)}\|_{L^\infty(B_2)} + \|\Omega_{(H_0)_\lambda}\|_{L^\infty(B_2)}),$$

where all norms are with respect to $(H_0)_\lambda$.

**Proof.** Let $\nabla^\lambda$ be the Chern connection for $(H_0)_\lambda$. Then by Lemma 8.8,

$$\|\nabla^\lambda s_\lambda\|_{L^{2,1+2\alpha}(B_1)} \leq C(\|s\|_{L^\infty(B_2)} + \|\Omega_{(H_\lambda)}\|_{L^\infty(B_2)} + \|\Omega_{(H_0)_\lambda}\|_{L^\infty(B_2)}).$$

Applying the Kato inequality $\|d_{s_\lambda}\|_{L^{2,1+2\alpha}} \leq \|\nabla^\lambda s_\lambda\|_{L^{2,1+2\alpha}}$ and Morrey embedding, and noting that $\nabla^\lambda$ is smoothly convergent as $\lambda \to 0$, we obtain the assertion. \hfill $\Box$

For Proposition 8.9, we have already established that $|s| \leq C y^\epsilon$, so $|s_\lambda|_{C^0(B_1)} \leq C \lambda^\epsilon$, and in addition, $\Omega_{H_\lambda} = \lambda^2(\Omega_H)_\lambda, (\Omega_{H_\lambda})_\lambda = \lambda^2(\Omega_{H_0})_\lambda$. We can now deduce the following result from the local interior estimates:

**Proposition 8.12.** $[s]_y^{C^{1,\alpha}} \leq C$ where $C$ is independent of $s$.

**Proof.** Applying Lemma 8.11 on $B_2$ shows that

$$[s_\lambda]_{C^0(B_2)} \leq C \lambda^2(\|\Omega_{(H_\lambda)}\|_{C^0(B_2)} + C \lambda^2(\|\Omega_{(H)}\|_{C^0(B_2)} + \|s\|_{C^0(B_2)}).$$

We have arranged that $\Omega_{H_0}$ vanishes at infinite order in $y$. Next, $\Omega_H + ts = 0$, so using $|s|_{C^0} \leq C y^\epsilon$ we see that $\|\Omega_{(H_\lambda)}\|_{C^0} \leq C \lambda^\epsilon$, and hence $[s_\lambda]_{C^{1,\alpha}} \leq C \lambda^\epsilon$, or in other words,

$$[s]_y^{C^{1,\alpha}} \leq C.$$

Now apply Proposition 8.6, Hildebrandt’s $C^{1,\beta}$ estimate, to get

$$[s_\lambda]_{C^{1,\beta}} \leq C \|\nabla s_\lambda\|_{L^{2,1+2\alpha}} \leq C y^\epsilon \implies [s]_y^{C^{1,\alpha}} \leq C.$$

We may finally apply standard bootstrapping to obtain the following

**Theorem 8.13.** Suppose that $N_i(s) = 0$ and $H_0$ has a Nahm pole but no knot singularitie. Let $\kappa$ be the first positive indicial root of $\mathcal{L}_{H_0}$. Then for all $k \in \mathbb{N}$ and $\alpha \in (0,1)$, there is an a priori estimate

$$[s]_y^{C^{1,\alpha}} \leq C,$$

where $C$ depends on all the data, but not on $s$.

So far we have only obtained this estimate in the absence of knot singularities. However, a very similar sort of rescaling holds when there are knots. In this case we use spherical coordinates near each knot to rewrite (89) as

$$R^2 \Delta s = R^2 A(\Omega_H) + C(\nabla s \otimes \nabla s).$$

Now restrict $s$ to a small ‘cube’ where $\lambda \leq R \leq 4 \lambda$ and $(\theta, \psi)$ lies in some fixed open set $Q'$ in the interior of $S^2_\epsilon$. The dilate $s_\lambda(R, \theta, \psi)$ is supported in $\{1 \leq R \leq 4\} \times Q'$, where the equation is uniformly elliptic, and we can apply the interior estimates exactly as before. In fact, incorporating the previous estimate in the case with no knots, we may in fact let $Q'$ be the entire $S^2_\epsilon$. All of this leads to the final result:

**Theorem 8.14.** Suppose that $N_i(s) = 0$ and $H_0$ has a generalized Nahm pole with knot singularitie. Let $\kappa$ lie between 0 ad the first positive indicial root of $\mathcal{L}_{H_0}$ at each of the knots. Then for all $k \in \mathbb{N}$ and $\alpha \in (0,1)$, there is an a priori estimate

$$[s]_{R^2 C^{1,\alpha}} \leq C.$$
Combining this with the previous estimate shows that
\[ ||s||_{\mathcal{X}_{\mu,\nu,- \delta}^k} \leq C \]
for some \( \mu, \nu, \delta > 0 \).

8.7. Higher regularity and Existence. We conclude this analysis by invoking the regularity theory from [MW13, MW17].

**Proposition 8.15.** If \( s \) is a solution to the extended Bogomolny equations (or method of continuation equation (62)) with a Nahm pole, or generalized Nahm pole, singularity at \( y = 0 \), then \( s \) is polyhomogeneous on \((\Sigma \times \mathbb{R}^+)_p\); in other words, it admits a full asymptotic expansion

\[ s \sim \sum s_{j_1}^{(1)}(z)y^j(\log y)^l, \quad s \sim \sum s_{j_2}^{(2)}(\theta, \psi)R^{\sigma_j}(\log R)^m \]

at each of the boundary faces of \((\Sigma \times \mathbb{R}^+)_p\), with a product type expansion

\[ s \sim \sum s_{j_3}^{(3)}(\theta)\psi^j(\log \psi)^lR^{\sigma_i}(\log R)^m \]

at the corners, with all coefficients smooth.

The importance of this regularity statement is that the a priori estimates above show that if \( t_j \) is a sequence of points in the set \( I \) in (63), with corresponding solutions \( s_j \), then there is a subsequence (which we relabel as \( s_j \) again) which is uniformly bounded in \( \mathcal{X}_{\mu,\nu,- \delta}^k \) for every \( k \), and for some \( \mu, \nu > 1 \), and hence convergent in a slightly weaker space. The limit \( s \) solves the equation \( N_t(s) = 0 \) for \( t = \lim t_j \). We conclude

**Proposition 8.16.** The set \( I \) in (63) is closed.

The regularity theory shows that in fact \( s \) is ‘fully’ smooth, which shows, finally, that it gives a suitable background metric to apply the openness theory from Proposition 6.3, 6.5. (If we did not have this higher regularity statement, it would be necessary to extend the mapping properties to operators \( \mathcal{L} \) with less regular coefficients, which is of course not a hard task.) We conclude the following existence theorem:

**Theorem 8.17.** If there exists an admissible Hermitian metric \( H_0 \) with Nahm pole (with knot) boundary conditions, then there exists a solution \( H \) to the extended Bogomolny equations , cf. \( \Omega_H = 0 \).

Recalling Theorems 7.2 and 7.6, we conclude

**Corollary 8.18.** The maps \( I_{NP} : \mathcal{M}_{NP} \to \mathcal{M}_{Hit} \) and \( I_{GNP} : \mathcal{M}_{GNP} \to \mathcal{M}_{Knot}^C \) are surjective.

We have now completed the proof of the existence of a solution to the equation \( N_0(s) = 0 \), or more simply, \( \Omega_H = 0 \), corresponding to the prescribed holomorphic data.

9. Uniqueness

We prove uniqueness of solutions using convexity of the Donaldson functional. For any two Hermitian metrics \( K \) and \( H = Ke^s \), with \( \text{Tr}(s) = 0 \), write

\[ \Omega_{H,K} := \frac{i}{2} \Lambda \left( [D_1, D_1^\dagger] + [D_2, D_2^\dagger] \right) + [D_3, D_3^\dagger], \]

where \( D_i^\dagger \) is the conjugate with respect to \( H \) defined in Section 2, the subscript \( K \) is to emphasis that when fixing \( K \), we are considering \( \Omega = 0 \) as an equation for \( s \).
We define a Donaldson functional for the extended Bogomolny equations in analogy with the well-known Donaldson functional for the Hermitian-Yang-Mills equations in [Don85, Don87, Sim88]:

\[ M(H, K) = \int_{\Sigma \times \mathbb{R}^+} \langle s, \Omega(K e^{u s}, K) \rangle_K \omega \wedge dy \wedge du; \tag{94} \]

where \( \omega \) is the volume form of \( \Sigma \). This functional reveals the variational structure for the extended Bogomolny equations. Indeed, writing \( H_t = K e^{t s} \), then

\[ \frac{d}{dt} M(H_t, K) = \int_{\Sigma \times \mathbb{R}^+} \text{Tr}(\Omega H_t, K s) \omega \wedge dy, \]

\[ \frac{d^2}{dt^2} M(H_t, K) = \sum_{i=1}^{3} \int_{\Sigma \times \mathbb{R}^+} |D_i s|^2 + \int_{\Sigma \times \mathbb{R}^+} \partial^\perp \text{Tr}(D_i^\dagger s \wedge s) + \int_{\Sigma \times \mathbb{R}^+} \partial_y \text{Tr}(D_3^\dagger s \wedge s). \tag{95} \]

We now use this to prove injectivity of the maps \( I_{NP} \) and \( I_{GNP} \) from Propositions 4.2 and 4.3.

**Proposition 9.1.** Given any element in \( \mathcal{M}_{\text{Hit}}(\mathcal{M}_{\text{Knot}}^\mathbb{C}) \), suppose \( H, K \) are two solutions to the extended Bogomolny equations with the same singularity type and corresponding to this same set of holomorphic data. Then \( H = K \).

**Proof.** Write \( H = K e^s \) and \( H_t = K e^{t s} \). By the indicial root computations for \( L \), both near \( F_0 \) and each \( F_j \), the order of vanishing of \( s \) is greater than 1, hence the boundary terms in (95) vanish. Furthermore, the Higgs pair associated to \( (D_1, D_2) \) is stable, so \( \text{Ker} D_1 \cap \text{Ker} D_2 = \emptyset \). Hence if we set \( m(t) := M(H_t, K) \), then \( m'(0) = 0 \) and \( m'' > 0 \) if \( s \not\equiv 0 \). However, since \( m(0) = m(1) = 0 \), we see that \( m \equiv 0 \), so \( H \equiv K \) after all. □

**Corollary 9.2.** The maps \( I_{NP} : \mathcal{M}_{NP} \to \mathcal{M}_{\text{Hit}} \) and \( I_{GNP} : \mathcal{M}_{GNP} \to \mathcal{M}_{\text{Knot}}^\mathbb{C} \) are injective.

We have now fully proved our main result, that these maps are bijective.
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