Chaotic exits from a weakly magnetized Schwarzschild black hole
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Abstract. A charged particle kicked from an initial circular orbit around a weakly magnetized Schwarzschild black hole undergoes transient chaotic motion before either getting captured by the black hole or escaping upstream or downstream with respect to the direction of the magnetic field. These final states form basins of attraction in the space of initial states. We provide a detailed numerical study of the basin structure of this initial state space. We find it to possess the peculiar Wada property: each of its basin boundaries is shared by all three basins. Using basin entropy as a measure, we show that uncertainty in predicting the final exit state increases with stronger magnetic interaction. We also present an approximate analytic expression of the critical escape energy for a vertically-kicked charged particle, and discuss how this depends on the strength of the magnetic interaction.
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1. Introduction

Deterministic dynamical systems in nature can be extremely sensitive to initial conditions. The challenge this poses to predictability remains a staple concern in all fields of modern science [1]. Within this vast subject the phenomenon of chaotic scattering concerns a particle that goes through a transient period of chaotic behavior as it interacts with some localized scattering potential before settling into some final state (see [2] for a recent review). These final states (or groups of final states) are so-called attractors, and in chaotic systems it can be difficult to predict which attractor results from a particular initial condition. Well-known examples of systems that exhibit chaotic scattering are the Hénon-Heiles system [3], the four-hill potential system [4], and the three hard-disk scattering system [5].

One useful approach to studying chaotic scattering focuses on the structural properties of basins of attraction in phase space. A basin of attraction is a subset of phase space consisting of initial conditions that will asymptotically evolve into a common attractor. In practice, basins of attraction are commonly visualized and analyzed with so-called basin plots, which are constructed by taking a two dimensional slice of phase space and assigning a color to each basin. The resulting visualization provides the distribution of asymptotic states on a slice of phase space. A dynamical system can have multiple basins, separated by either regular or fractal boundaries.

Relativistic particle dynamics is a rich source of chaotic dynamical systems. In this paper, we revisit the nonlinear dynamics of a charged particle in a weakly magnetized Schwarzschild black hole with the goal of characterizing its basins of attraction. In particular, we consider a non-rotating black hole of mass $M$ immersed in a static axisymmetric test magnetic field that is homogeneous at infinity, where it has strength $B$. The magnetic field is considered weak because it does not affect the geometry around the black hole, even though it significantly affects the motion of the particle.

Al Zahrani et al [6] were the first to study this system with basin plots, showing that its boundaries are fractal. With these basin plots, they also determined the critical escape velocity for a charged particle that is vertically kicked from its innermost stable circular orbit (ISCO). A similar analysis was performed in [7] for the spinning black hole case. The present work extends [6] by adopting a general stable circular orbit as the starting orbit of our charge. In generalizing, we gain access to richer dynamics and are able to study how the critical escape energy depends on the strength of the interaction between the magnetic field and the charged particle. In addition, using newly proposed concepts and methods from nonlinear dynamics [8, 9], we study some topological and structural aspects of the basins that were left uninvestigated in [6]. In particular, with the merging method of [9] we show that the basin boundaries are not just fractal, they also possess the peculiar Wada property, which means that they are boundaries shared by more than two basins. We also quantify the “uncertainty” of our dynamical system, using the concept of basin entropy that was introduced in [8], and investigate how this uncertainty is affected by the strength of the interaction between the magnetic field and...
the charged particle.

Charged particle dynamics in magnetized black holes has inspired much work since Al Zahrani et al [6]. Stuchlík and Kološ [10] as well as Kopáček and Karas [11] studied the dynamics of initially neutral particles undergoing ionization in the vicinity of weakly magnetized rotating black holes. Both studies demonstrated that charged particles can be accelerated to very high speeds along the direction of the magnetic field, with stronger accelerations being achieved for larger black hole spins and stronger magnetic interactions. Tursunov et al [12] provides an interesting discussion of acceleration mechanisms such as this, in the context of ultra-high-energy cosmic rays from supermassive black holes. Chaotic properties were also discussed in [10] [11]. In particular, fractal features were shown to be present in the scattering functions of [10] as well as in the system basins of [11].

The study of magnetized black holes finds physical relevance in the study of astrophysical jets associated with black holes in active galactic nuclei [13], which involves numerical simulations based on complicated magnetohydrodynamic equations [14]. The system we consider here is hugely simplified in comparison, but this loss of astrophysical realism allows us to exhibit interesting aspects that may be entirely buried in full magnetohydrodynamic simulations. Our computational experiments aim to contribute to the long and fruitful synergy between relativistic astrophysics and nonlinear dynamics.

The paper is organized as follows: In section 2 we derive the equations of motion for a charged particle in the vicinity of a weakly magnetized Schwarzschild black hole. In section 3, we derive dimensionless forms of the equations of motion and present the effective potential of the system. We show that the system contains three asymptotic states: escape to $z \to \pm \infty$ and black hole capture. Then in section 4 we present the basin plots of a particular slice of phase space corresponding to a charged particle initially in a stable circular orbit experiencing a purely vertical kick. We present an approximate analytic expression for the critical escape energy as a function of $b$.

Section 5 demonstrates the Wada property in our basins using the merging method, and section 6 summarizes our calculations of the basin entropy. In section 7 we explore a different slice of phase space corresponding to a different set of initial conditions. We verify that our statements about the Wada property and basin entropy for charged particle motion in this weakly magnetized environment are independent of phase space slicing. In section 8 we summarize and give a brief discussion of the overall results.

We follow the conventions used in [15]. In particular, we use the signature $(-,+,+,+)$ for the spacetime metric $g_{\mu\nu}$, and units in which $G = c = 1$. The Einstein summation for repeated indices is assumed throughout.

2. Charged particle dynamics

For completeness, we follow [6] (and many others) in their treatment of charged particle dynamics in a weakly magnetized Schwarzschild black hole. We consider a particle with
charge $q$ in the vicinity of a weakly magnetized Schwarzschild black hole. The weak, static, axis-symmetric magnetic field exists in the exterior of the Schwarzschild black hole and is homogeneous at infinity. The magnetic field is weak in the sense that it does not affect the exterior geometry. The Schwarzschild metric in $(t, r, \theta, \phi)$ coordinates is given by

$$ds^2 = -f(r) \, dt^2 + \frac{1}{f(r)} \, dr^2 + r^2 \, d\Omega^2$$

where

$$f(r) = 1 - \frac{r_g}{r}, \quad r_g = 2GM$$

and

$$d\Omega^2 = d\theta^2 + \sin^2 \theta \, d\phi^2.$$ (2.3)

The Maxwell tensor $F^{\mu\nu}$ that corresponds to a static, axis-symmetric magnetic field with strength $B$ can be obtained using the procedure done in [16, 17]. It relies on a theorem that states that a Killing vector $\xi^\mu$ in a vacuum spacetime ($R_{\mu\nu} = 0$) generates a solution of the source-free Maxwell equations in that spacetime i.e., the tensor

$$F_{\mu\nu} = \xi_{\nu;\mu} - \xi_{\mu;\nu} = -2\xi_{\mu;\nu}$$ (2.4)

satisfies

$$F^{\mu\nu} = 0.$$ (2.5)

It also then follows that any linear combination of such Killing vectors also generates a solution of the source-free Maxwell equations. The Schwarzschild spacetime in (2.1) is an example of a vacuum spacetime. This spacetime has two Killing vectors: $\xi^\mu_{(t)}$ and $\xi^\mu_{(\phi)}$ corresponding to time translation symmetry and azimuthal symmetry respectively. It was shown in [16, 17] that the 4-potential $A^\mu$ that corresponds to a weak axis-symmetric magnetic field with strength $B$ and is homogeneous at spatial infinity is

$$A^\mu = \frac{B}{2} \xi^\mu_{(\phi)}.$$ (2.6)

We can see this by calculating the Maxwell tensor

$$F_{\mu\nu} = A_{\nu;\mu} - A_{\mu;\nu}$$ (2.7)

corresponding to the 4-potential given in (2.6) and then calculating the magnetic field as seen by an observer with 4-velocity $u^\mu$

$$B^\mu = -\frac{1}{2} \frac{\epsilon^{\mu\nu\lambda\sigma}}{\sqrt{-g}} F_{\lambda\sigma} u^\nu$$ (2.8)

where $\epsilon^{\mu\nu\lambda\sigma}$ is the familiar Levi-Civita symbol, and $g = \det (g_{\mu\nu})$. For a local observer at rest in the Schwarzschild spacetime, the 4-velocity is given by $u^\mu = f^{-1/2} \xi^\mu_{(t)}$. With this, the magnetic field (2.8) is given by

$$B^\mu = B f^{1/2} \left( \cos \theta \delta^\mu_r - \frac{1}{r} \sin \theta \delta^\mu_\theta \right).$$ (2.9)
We see that indeed at spatial infinity the magnetic field is directed along the vertical $z$ axis. Without loss of generality, we assume that the magnetic field points upwards by taking $B > 0$.

In curved spacetime, a charged particle moving in an external electromagnetic field $F_{\mu\nu}$ obeys the equation

$$m \frac{Du^\mu}{d\tau} = qF^\mu_{\nu} u^\nu$$

where $D/d\tau$ is the covariant derivative with respect to the proper time $\tau$ corresponding to the metric (2.1):

$$\frac{Du^\mu}{d\tau} = \frac{d^2 u^\mu}{d\tau^2} + \Gamma^\mu_{\alpha\beta} u^\alpha u^\beta.$$  

(2.11)

For a charged particle moving in a magnetic field, it is well-known that the generalized canonical 4-momentum becomes $P_\mu \equiv mu_\mu + qA_\mu$. When $A_\mu$ respects the symmetries of the spacetime i.e., if it is Lie-dragged by Killing vectors $\xi^a$, $\mathcal{L}_\xi A_a = 0$, then $\xi^a P_a$ is constant along the trajectory of the charged particle. Corresponding to the temporal and azimuthal symmetries of the Schwarzschild metric, we thus define the conserved specific energy and azimuthal angular momentum as

$$E \equiv -\xi^\mu_{(t)} P_\mu/m = \dot{t} f$$

(2.12)

and

$$L_z \equiv \xi^\mu_{(\phi)} P_\mu/m = \left(\dot{\phi} + B\right) r^2 \sin^2 \theta$$

(2.13)

respectively, where

$$B = \frac{qB}{2m}.$$  

(2.14)

The parameter $B$ is a measure of the strength of the interaction between the magnetic field and the charged particle. From (2.12) and (2.13), we obtain equations of motion for $t$ and $\phi$:

$$\dot{t} = f^{-1} E; \quad \dot{\phi} = \frac{L_z}{r^2 \sin^2 \theta} - B.$$  

(2.15)

If we restrict the motion of the particle to the equatorial plane, then the two conserved quantities imply that motion along the equatorial plane is completely integrable. This case has been extensively analyzed in [18]. In the general case of non-equatorial motion however, we would need three conserved quantities for complete integrability. Since the third one is absent, we expect non-equatorial motion to be chaotic in general.

The remaining equations of motion for $r$ and $\theta$ can be obtained from (2.10):

$$\ddot{r} = \frac{1}{2} \left(2r - 3r_g\right) \left(\dot{\theta}^2 + \frac{L_z}{r^4 \sin^2 \theta}\right) + \frac{r_g(2L_zB - 1)}{2r^2} - \frac{B^2}{2} \left(2r - r_g\right) \sin^2 \theta,$$

(2.16)

$$\ddot{\theta} = -\frac{2}{r} \dot{r} \dot{\theta} + \frac{L_z^2 \cos \theta}{r^4 \sin^3 \theta} - B^2 \sin \theta \cos \theta.$$  

(2.17)
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From the normalization condition of the 4-velocity $u^\mu u_\mu = -1$, we obtain a constraint equation for the specific energy

$$\mathcal{E}^2 = r^2 + r^2 f \theta^2 + U_{\text{eff}}$$

where

$$U_{\text{eff}}(r, \theta) = f \left[ 1 + r^2 \sin^2 \theta \left( \frac{L_z}{r^2 \sin^2 \theta} - B \right)^2 \right].$$

(2.19)

Trajectories moving under (2.16)–(2.17) always satisfy (2.18)–(2.19) at any point in the trajectory.

We note that the equations of motion (2.15)–(2.17) are invariant under the transformation

$$\phi \rightarrow -\phi, \quad L_z \rightarrow -L_z, \quad B \rightarrow -B.$$  

(2.20)

Since we chose $B > 0$, then without loss of generality, we can also choose the particle to have positive charge (and hence $B > 0$). The motion for the corresponding negatively charged particle can then be obtained via the transformation $L_z \rightarrow -L_z, \phi \rightarrow -\phi$. However, having chosen $B > 0$, we need to inspect the cases $L_z > 0$ and $L_z < 0$ separately. This corresponds to two different directions for the Lorentz force acting on the particle.

3. Effective potential and exit states

We shall elaborate in this section the possible exit states of our charged particle. Introducing the dimensionless quantities

$$\sigma = \frac{\tau}{r_g}, \quad T = \frac{t}{r_g}, \quad \rho = \frac{r}{r_g}, \quad l = \frac{L_z}{r_g}, \quad b = Br_g$$

(3.1)

the equations of motion (2.15)–(2.17), as well as the energy constraint (2.18) become

$$\frac{dT}{d\sigma} = \frac{\mathcal{E}\rho}{\rho - 1}$$

(3.2)

$$\frac{d\phi}{d\sigma} = \frac{\ell}{\rho^2 \sin^2 \theta} - b$$

(3.3)

$$\frac{d^2 \rho}{d\sigma^2} = \frac{1}{2} \left( 2\rho - 3 \right) \left( \frac{d\theta}{d\sigma} \right)^2 + \frac{(2\ell b - 1)}{2\rho^2}$$

$$+ \frac{\ell^2 (2\rho - 3)}{\rho^4 \sin^2 \theta} - \frac{b^2}{2} \frac{(2\rho - 1) \sin^2 \theta}{(2\rho - 1)}$$

(3.4)

$$\frac{d^2 \theta}{d\sigma^2} = -\frac{2}{\rho} \left( \frac{d\rho}{d\sigma} \right) \left( \frac{d\theta}{d\sigma} \right) + \frac{\ell^2 \cos \theta}{\rho^4 \sin^4 \theta} - b^2 \sin \theta \cos \theta$$

(3.5)

$$\mathcal{E}^2 = \left( \frac{d\rho}{d\sigma} \right)^2 + \rho (\rho - 1) \left( \frac{d\theta}{d\sigma} \right)^2 + U_{\text{eff}}$$

(3.6)
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\[ U_{\text{eff}}(\rho, \theta) = \left(1 - \frac{1}{\rho}\right) \left[1 + \frac{(\ell - b\rho^2 \sin^2 \theta)^2}{\rho^2 \sin^2 \theta}\right]. \]  

(3.7)

We analyze the effective potential (3.7) by going to cylindrical coordinates \( R = \rho \sin \theta \) and \( z = \rho \cos \theta \). The effective potential in cylindrical coordinates is

\[ U_{\text{eff}}(R, z) = \left(1 - \frac{1}{\sqrt{R^2 + z^2}}\right) \left[1 + \frac{(\ell - bR^2)^2}{R^2}\right]. \]  

(3.8)

From this, we obtain the fixed points of the dynamical system by setting \( \nabla U_{\text{eff}} = 0 \). The fixed points are \((R_c, 0)\), where \( R_c \) are the roots of the equation

\[ (3 - 2R_c)\ell^2 - 2bR_c^2 \ell + [b^2 R_c^2 (2R_c - 1) + 1] R_c^2 = 0. \]  

(3.9)

As shown in [18], (3.9) can have at most two real roots. If we denote these roots \( R_{c,1}, R_{c,2} \) with \( R_{c,1} < R_{c,2} \), it can be shown that \( R_{c,1} \) and \( R_{c,2} \) correspond to a local maximum (unstable circular orbit) and a local minimum (stable circular orbit) of the effective potential (3.8) respectively. If we denote these local extrema \( U_{\text{max}} \) and \( U_{\text{min}} \), then for energies \( E_{\text{min}} < E < E_{\text{max}} \) (where \( E = \sqrt{U} \)), the contours of the effective potential will be closed along the \( R \) direction. Since \( U_{\text{eff}} \sim R^2 \) as \( R \to \infty \), we see that \( R \) is bounded from the right regardless of the value of the energy \( E \). Hence, \( E > E_{\text{max}} \) corresponds to the opening of the contours of the effective potential along the direction of black hole capture i.e., black hole capture becomes possible for \( E > E_{\text{max}} \). Because of this, we denote \( E_{\text{max}} \equiv E_{\text{cap}} \). Figure 1 shows different contours of the effective potential for different values of \( E \). The red, blue and green contours correspond to \( E < E_{\text{cap}}, E = E_{\text{cap}}, E > E_{\text{cap}} \) respectively.

For \( b \neq 0 \), there exists \( \bar{E} = \sqrt{\bar{U}_{\text{eff}}} \) such that for \( E < \bar{E} \), \( z \to \pm \infty \) are forbidden regions (i.e. for \( E < \bar{E} \), escape to \( z \to \pm \infty \) is impossible). To see this, note that \( U_{\text{eff}} \) is a monotonically increasing function of \( |z| \), and

\[ U_{\text{eff}} \to U|_{|z| = \infty} \equiv \left[1 + \frac{(\ell - bR^2)^2}{R^2}\right] \quad \text{(as } |z| \to \infty). \]  

(3.10)

The value of \( \bar{U}_{\text{eff}} \) is then the minimum of \( U|_{|z| = \infty} \). At the minimum,

\[ \frac{dU|_{|z| = \infty}}{dR} = \frac{2\ell^2 - 2b^2R^4}{R^3} = 0 \]

\[ \ell^2 - b^2R^4 = 0 \]

\[ (\ell + bR^2)(\ell - bR^2) = 0 \]  

(3.11)

Since we chose (without loss of generality) \( b > 0 \), we have two mutually exclusive cases:

\[ \ell - bR^2 = 0 \quad \text{(for } \ell > 0), \]

\[ \ell + bR^2 = 0 \quad \text{(for } \ell < 0). \]  

(3.12)

Combining this with (3.10) and with \( \bar{E} = \sqrt{\bar{U}_{\text{eff}}} \), we get

\[ \bar{E} = \begin{cases} 
1 & \text{if } \ell > 0 \\
\sqrt{1 + 4b|\ell|} & \text{if } \ell < 0.
\end{cases} \]  

(3.13)
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Figure 1. The effective potential. The black and blue curves correspond to $E = \bar{E}$ and $E = E_{\text{cap}}$ respectively, while the red and green curves correspond to $E < E_{\text{cap}}$ and $E > E_{\text{cap}}$ respectively. In (a) the red curve corresponds to bounded orbits ($E < E_{\text{cap}}$ and $E < \bar{E}$), while in (b) the red curve corresponds to orbits where capture is impossible but escape to $|z| \to \pm \infty$ is allowed ($E < E_{\text{cap}}$ and $E > \bar{E}$). The orange curve in (b) corresponds to bounded orbits in the $\ell < 0$ case.

Note that the $\ell < 0$ case of $\bar{E}$ in (3.13) is the minimum energy required for a charged particle to undergo helical motion in a homogeneous magnetic field in flat spacetime (see e.g. [19]).

The black contours in figure 1 correspond to energies $E = \bar{E}$. Also,

$$\lim_{R \to 0} U_{\text{eff}} = \begin{cases} -\infty & \text{if } |z| < 1 \\ +\infty & \text{if } |z| \geq 1 \end{cases}$$

Hence, for $|z| \geq 1$, $R$ is bounded from the left regardless of the value of the energy $E$. We see this in figure 1a. Thus, our dynamical system has three exits: $R \to 1$ (black hole capture), and escape to $z \to \pm \infty$. Note that in some cases, the contours can be open along $z \to \pm \infty$ and at the same time be closed along the direction of black hole capture as shown in figure 1b. This corresponds to energy values $\bar{E} < E < E_{\text{cap}}$.

4. Basin plots for a charged particle in a circular orbit

Exit basins (or basins of attraction in the case of dissipative systems) provide a useful way to analyze chaotic conservative dynamical systems. This type of analysis has been applied to various dynamical systems such as the paradigmatic Hénon-Heiles system.
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[20, 21, 22, 23], as well as systems describing black holes [6, 7, 9, 11, 24, 25]. An exit basin \( B_i \), associated with a particular exit \( E_i \), is the closure of the set of all initial conditions that escape from the bounded region through exit \( E_i \). In our case, since we have three exits (capture, escape to \( z \to +\infty \), and escape to \( z \to -\infty \)), we have three basins. Initial conditions leading to bound orbits will also appear in our analysis below, but this set will not be an exit basin. For chaotic systems, the basin boundaries tend to be fractal, so the end states of initial conditions close to them are highly uncertain. For an in-depth review of fractal features in basin boundaries, see [26].

In general, these basins exist as \( N \)-dimensional volumes in an \( N \)-dimensional phase space. In order for these basins to be useful for analysis, we must restrict our attention to a two-dimensional slice of the total phase space. In this section, we analyze a particular slice of phase space describing particles initially in a circular orbit \( \rho_0 \) experiencing a purely vertical kick with energy \( E \). In addition to studying the fractal features of the basin boundaries, this slicing allows us to approximate a “critical escape energy curve” for charged particles orbiting the black hole.

In [6], the authors worked with a particle initially moving in an ISCO (innermost stable circular orbit) of radius \( \rho_* \). This condition restricted the parameters \( \ell \) and \( b \) to be a function only of \( \rho_* \) (see [18] for details):

\[
\ell = \pm \frac{\rho_* (3\rho_* - 1)^{1/2}}{\sqrt{2} \left( 4\rho_*^2 - 9\rho_* + 3 \pm \sqrt{(3\rho_* - 1)(3 - \rho_*)} \right)^{1/2}},
\]

\[
b = \frac{\sqrt{2} (3 - \rho_*)^{1/2}}{2\rho_* \left( 4\rho_*^2 - 9\rho_* + 3 \pm \sqrt{(3\rho_* - 1)(3 - \rho_*)} \right)^{1/2}}.
\]

(4.1)

In this paper, we relax this “innermost” restriction and consider a particle initially moving in a stable (though not necessarily innermost) circular orbit \( \rho_0 \). We think this is a better starting point for charged particles possibly confined to accretion disks and moving along orbits that are not ISCOs.

Hence, the parameter \( b \) is a free parameter. The non-dimensional angular momentum \( \ell \) will now be a function of \( \rho_0 \) and \( b \). We obtain the function \( \ell(b, \rho_0) \) by using the circular orbit constraint (3.9) with \( R_c \to \rho_0 \). Solving for \( \ell \), we get

\[
\ell_\pm(b, \rho_0) = \frac{\rho_0}{2\rho_0 - 3} \left[ -b\rho_0 \pm (b^2 \rho_0^2 - (3 - 2\rho_0) \{ b^2 \rho_0^2(2\rho_0 - 1) + 1 \})^{1/2} \right].
\]

(4.2)

Implicitly, \( \rho_*^\pm(b) \) is given in (4.1), where \( \pm \) refers to the different cases \( \ell > 0 \) and \( \ell < 0 \). It was shown in [18] that as \( b \to \infty \), \( \rho_*^+ \to 1 \) while \( \rho_*^- \to (5 + \sqrt{13})/4 \approx 2.15 \). It is straightforward to show that when \( \rho_0 \geq \rho_* \), \( \ell_\pm \) is real, and that indeed \( \ell_+ > 0 \) while \( \ell_- < 0 \).

From a circular orbit \( \rho_0 \), the particle is initially given a purely upward kick with energy \( E \). Since the equations of motion is invariant with respect to reflection along the equatorial plane \( \theta \to \pi - \theta \), we can consider only upward kicks without loss of
generality. The corresponding downward kick case can be obtained by applying the
demonstrated transformation. Since the kick is purely vertical, it does not induce a
change in the azimuthal angular momentum $\ell$. The initial conditions of the motion are
then $(\rho(0), \rho'(0), \theta(0), \theta'(0)) = (\rho_0, 0, \pi/2, \omega_0(\mathcal{E}))$ where $\omega_0(\mathcal{E})$ is obtained by solving for $(d\theta/d\sigma)$ in (3.6). With these constraints, the only remaining free parameter is $b$, with $\ell$ given by (4.2). We construct the basin plots just as in [6], by numerically integrating (3.4) and (3.5) for a 500 × 500 (1000 × 1000 was used in [6]) grid of initial conditions $(\rho_0, \mathcal{E})$, where $\rho \in [\rho_*, 5]$ and $\mathcal{E} \in [0, 3]$ for $\ell > 0$ while $\mathcal{E} \in [1, 6]$ for $\ell < 0$, with $\rho_*$ given in (4.1) for a given $b$. As was done in [6], we used the built-in Mathematica 11.2 function NDSolve with a maximum computation time of $\sigma = 10^5$. Numerically, the final state of the particle at the end of the integration time can be one of four possibilities:

- capture by the black hole,
- escape to $z \to +\infty$ (upstream with respect to the magnetic field),
- escape to $z \to -\infty$ (downstream),
- neither captured nor escaped.

This last possibility is for bound orbits and transiently bound orbits i.e., those whose escapes or captures take place beyond our integration time. We color each pixel of the basin plot depending on its final state: red (capture), yellow (upstream escape), blue (downstream escape), and black (neither capture nor escape). The particle is considered captured if $\rho$ reaches 1, while it is considered to have escaped if $|z| = |\rho \cos \theta|$ reaches $10^3$ at any point in the numerical integration. If neither state is reached within the maximum computation time, the corresponding pixel is colored black.

We use (3.6) to calculate the energy $\mathcal{E}(\sigma)$ of the trajectory. Since the energy $\mathcal{E}$ is a conserved quantity, we can calculate the relative error of $\mathcal{E}$ with respect to the initial energy $\mathcal{E}_0$ of the trajectory:

$$\mathcal{E}_{\text{err}}(\sigma) = \frac{|\mathcal{E}(\sigma) - \mathcal{E}_0|}{\mathcal{E}_0}.$$  (4.3)

Just as in [6], we find that the relative error can reach $10^{-2}$ for escape cases. Although we can increase the working precision of the numerical solver to obtain a more accurate calculation of the trajectories, doing so increases computation time greatly and this became impractical when we needed to calculate 500 × 500 number of trajectories per basin plot for multiple basin plots. In the limited cases that we tested, we found that increasing the working precision of the numerical solver did not change the final states of trajectories (i.e. as to which basin the trajectory belonged to) located far from the basin boundaries. On the other hand, we found that increasing the working precision of the numerical solver changed the final states of trajectories in the neighborhood of the basin boundaries. This is expected to be the case since the fractal nature of the basin boundaries meant that nearby trajectories are highly uncertain. In fact, one characteristic feature of fractal regions is that an increase in working precision along these regions does not yield a significant increase in the accuracy of numerical calculations [27]. However, this is not a problem since we are interested on the
structure of the fractal regions themselves, not on whether the trajectories are exact (i.e. errorless). We found that the overall structure of these fractal regions did not change upon increasing the working precision of the numerical solver. And despite numerical errors, we can be confident that these fractal structures are real because of the shadowing lemma which states that for a numerically calculated trajectory, there exists an exact trajectory with slightly different initial conditions that stays near the numerical trajectory\cite{28}.

We constructed two basin plots for each value of $b$ (one each for $\ell > 0$ and $\ell < 0$) and we chose the values $b \in \{0.1, 0.2, 0.3, 0.4, 0.5\}$. The plots for $b \in \{0.1, 0.3, 0.5\}$ are shown in figure\textsuperscript{2} and figure\textsuperscript{3}. Immediately, we notice large uniformly yellow regions representing upstream escapes, while below this is a fractal region that mixes black hole captures (red), downstream escapes (blue), and also upstream escapes (yellow).
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(see figure 4). The boundary between these regions was defined in \[6\] to be the critical escape energy curve. We emphasize though that this boundary is regular or smooth only far from the black hole, where the gravitational influence of the black hole is negligibly weak and the critical escape energy depends solely on the homogeneous magnetic field. In this region, a vertical kick on the orbiting charge can only result either in an upstream escape (yellow) or another bound orbit (black). The critical energy is $\mathcal{E} = 1$ for $\ell > 0$ and $\mathcal{E} = \sqrt{1 + 4b|\ell(\beta_0)|}$ for $\ell < 0$ (see (3.13)).

If the starting circular orbit is closer to the black hole, the boundary becomes quite irregular (fractal), as the interplay between strong gravity and electromagnetism allows for more final outcomes that are very sensitive to initial conditions. Thus, the strong-field boundary becomes much less distinct as (yellow) upstream escapes mix with (red) black hole captures and (blue) downstream escapes. Nonetheless, it is still useful to talk about a critical escape energy curve above which there can be only upstream escapes.

Contiguous black regions represent the energies $\mathcal{E} < \mathcal{E}_{\text{cap}} < \mathcal{E}$ and correspond to bound orbits, as discussed in section 3. Figure 2 and figure 3 also show a few black “streaks” that seep through the red capture region. These streaks are transient bound orbits, and are artifacts of our finite integration time. They gradually disappear as the integration time is increased.

We can obtain an approximate expression for the critical escape energy. For $\ell > 0$ and large enough $b$, this curve seems to diverge at some $\rho_0$. This property and the large-$\rho_0$ asymptotic behavior of the critical escape energy are captured by the form

$$\mathcal{E}_{\text{esc}}(\rho_0, b) \approx \left(1 + \frac{\alpha_1 b^{\beta_1}}{(\rho_0 - \gamma b^{\delta})} + \frac{\alpha_2 b^{\beta_2}}{(\rho_0 - \gamma b^{\delta})^2}\right) \mathcal{E}, \quad (4.4)$$

which we can fit reasonably well to our data. In the strong-gravity region (small $\rho_0$), we set the escape energy to be the least upper bound energy for captures and downstream escape. Our best fit is achieved with parameter values $(\alpha_1, \beta_1, \alpha_2, \beta_2, \gamma, \delta) = (-0.09907, 1.831, 0.02619, -0.6678, 1.838, 0.05144)$ in the $\ell > 0$ case and $(-0.02765, -0.3609, 0.1471, -0.3290, 1.582, 0.06902)$ in the $\ell < 0$ case, with $\mathcal{E}$ given in (3.13). The fitted formula disagrees with our data at worst by 1.5% (for large $\rho_0$ in the case $\ell > 0$, $b = 0.1$), though the agreement is significantly better for all other cases. Figure 5 compares the critical escape energy obtained from the basin plots in figure 2 and figure 3 with our analytic fit in (4.4).

We see that for $\ell > 0$, the critical escape energy decreases for increasing $b$, while for $\ell < 0$, the critical escape energy increases for increasing $b$. This makes sense intuitively. For the case $\ell > 0$ the Lorentz force is repulsive, and increasing $b$, which increases the strength of this Lorentz force, aids in the escape of the charged particle. Conversely, when $\ell < 0$ the Lorentz force is attractive, and increasing $b$ makes escaping more difficult. It is important to note that in the limit $b \rightarrow 0$, the system should reduce to the Schwarzschild case, wherein the escape energy $\mathcal{E}_{\text{esc}} = 1$. However, with the

\[\dagger\] The data can be accessed from [29].

\[\ddagger\] Operationally, to get $\mathcal{E}_{\text{esc}}$ for each $\rho_0$ (at fixed $b$), we first look for the non-yellow pixel with the largest $\mathcal{E}$. The slightly higher energy of the pixel immediately next to this is $\mathcal{E}_{\text{esc}}$ for this $\rho_0$. 

\[\ddagger\]
(a) $\ell > 0$: $\rho_0 \in [1.80, 2.12]$ and $\mathcal{E} \in [1.50, 1.80]$

(b) $\ell < 0$: $\rho_0 \in [2.24, 2.52]$ and $\mathcal{E} \in [2.50, 3.00]$

Figure 4. Magnified regions of the basin plot for $b = 0.3$.

Mentioned coefficients for the $\ell > 0$ case, (4.4) yields a function that is singular at
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Figure 5. The critical escape energy for (a) \( \ell > 0 \) and (b) \( \ell < 0 \). The hollow markers correspond to sampled points of the critical energy escape boundary obtained from figure 2 and figure 3 while dashed lines correspond to the fitted analytic expression in (4.4).

We emphasize that (4.4) should only be valid for \( b \neq 0 \).

Beyond mere theoretical interest, our approximate expression was useful for speeding up our code, enabling high-resolution and longer integration runs. Using the approximate expression, we can avoid having to integrate the equations of motion for initial conditions representing energies well above the escape energy, and focus computational resources mainly in the regions close to the escape energy curve.

Zooming in on the diffuse region near the critical escape energy curve (see figure 4a), we see Cantor-like fractal features, with repeating patterns of escape and capture regions that increase in frequency as we approach the critical escape energy curve. The presence of these fractal features indicate that the particles undergo chaotic motion. The final
state of a particle that starts with energies below but near the critical escape energy is thus highly uncertain. It will be interesting to know whether this “uncertainty” somehow depends on the parameter $b$. In section 6, we will show that indeed the system becomes more uncertain as we increase the parameter $b$, using a recently proposed measure of uncertainty known as the basin entropy. Another interesting feature of the diffuse region is that the basin boundaries seemingly consist of points belonging to all three basins. No matter how close one zooms in on a boundary, one will always see points around it that belong to all of the basins (see figure 4b). We discuss this property in detail in the next section.

5. Wada property

Fractal boundaries in a basin plot can possess an unusual feature called the Wada property. A basin boundary is said to have the Wada property if it is a boundary of more than two basins. The basin is then said to be a Wada basin, or is said to possess the Wada property. Although it is difficult to imagine three or more basins sharing a boundary, this peculiar and uncommon topological property arises in the context of fractal basin boundaries. Indeed as was shown previously in figure 4b, zooming in on boundaries seemingly shared by two basins reveals yet another basin different from the initial two. Some examples of systems that are known to exhibit the Wada property are the Hénon-Heiles potential, the Duffing oscillator, the Hénon map, and the forced damped pendulum, as well as binary black hole systems. In practice, the Wada property is difficult to verify, because numerical calculations of boundaries can only be up to a finite resolution. Several authors have proposed methods to check this property, some of which we now discuss.

One of the earliest results proved by Kennedy and Yorke was that the basin boundary possesses the Wada property if the unstable manifold of a periodic orbit on the basin boundary intersects all of the basins, and if its stable manifold is dense in each of the basin boundaries. This was the basis of the basin cell method proposed by Nusse and Yorke. However, finding the necessary periodic orbits is very difficult as it required detailed knowledge of the dynamics of the system in question. This method proved to be difficult to apply except for a select number of systems. Another method proposed by Daza et al. essentially involves calculating trajectories with finer and finer resolutions about the boundaries of two basins and checking if a trajectory belonging to a third basin appears. Although this method can be applied to a wider variety of systems, the calculation of additional trajectories makes this method computationally expensive. We also mention a more recent method developed by Wagemakers et al. that involves the computation of chaotic saddles of the system. It is able to determine whether a system is Wada without the need to calculate the basins, however it requires detailed knowledge of the dynamics of the system (in particular, a suitable Poincaré section is required for the method to work and this is not a trivial thing to find in many systems). The method that will be used in this paper is called the merging method, proposed by...
Figure 6. The main idea behind the merging method. From the original three-colored basin, three two-colored merged basins are generated. Visually it seems that the boundaries of the three merged basins are the same. However, due to the finite resolution of the basin plots, these boundaries are, in fact, slightly different from each other.

Daza et al. [37]. It is the least computationally expensive method among the four and it can also be applied to a wide variety of systems since it only requires knowledge of the basin plot itself.

The main idea of the merging method is the observation that a Wada boundary is the only one that remains unaltered under the action of merging the basins. Figure 6 shows a magnified part of the diffuse region in one of the basin plots shown in section 4, as well as merged versions of itself. Visually we see that the boundaries in the merged versions look similar to each other. Although in principle the statement is true, actually checking that the basin boundaries remain unaltered would require an arbitrarily high resolution of the basin plots. As we will see, the merging method was designed to account for this limitation. The steps for the merging method are summarized as follows:

(i) For each basin $B_i$, $i = 1, 2, ..., N_a$ where $N_a$ is the total number of basins, we merge the other basins, obtaining a two-colored basin plot made of the original basin $B_i$ and the merged basin $\cup_{j \neq i} B_j$. This yields $N_a$ new basin plots. For example, in figure 6, the original three-colored basin plot generated three two-colored basin plots upon merging.

(ii) We compute the $N_a$ slim boundaries $\{\partial B_i\}$ of the $N_a$ merged basins. A pixel is considered part of the slim boundary if it has pixels of a different color around
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Itself. In our case, we need to compute three slim boundaries. Although the three slim boundaries appear to be the same visually in figure 6, these slim boundaries will actually be different due to the finite resolution of the basin plots.

(iii) The obtained $N_a$ slim boundaries $\{\partial B_i\}$ are fattened by turning pixels within a chessboard distance of $r$ around the slim boundaries into boundary pixels to yield $N_a$ fat boundaries $\{\partial B_i\}$. We initially take the fattening parameter to be $r = 1$.

(iv) We check if the union of all slim boundaries is contained in each of the fat boundaries. In this case, we say that the basins have the Wada property. If not, we record the ratio between the number of pixels that are not contained in the fat boundaries and the total number of pixels to obtain the percentage of non-Wada points. We then repeat steps 3-4, increasing the fattening parameter until we reach a stopping condition $r = r_{\text{max}}$. If $r = r_{\text{max}}$ is reached and the union of slim boundaries is not contained in each fat boundary, then the boundary does not possess the Wada property.

The fattening procedure is meant to account for the finite resolution of the basin plots. We see then that the merging method can determine whether the system is Wada only up to a certain resolution based on the fattening parameter $r_{\text{max}}$, and the resolution of the basin plot itself.

It is important to note that the basins obtained in figure 2 and figure 3 as it stands, cannot exhibit the full Wada property. We see from figure 2 and figure 3 that at large enough $\rho_0$, around the critical escape energy line, the red basin disappears. Hence at those regions, the basin boundaries are only shared between two basins. Nevertheless, at the diffuse regions near the critical escape energy line at small $\rho_0$, it is possible for the three basins to share a common boundary and we can then say that the basins exhibit the partial Wada property [38]. We applied the merging method to selected magnified parts in the diffuse region of the basin plots obtained in section 4. We show these magnified basin plots (with $500 \times 500$ resolution) in figure 7. Figure 8 shows the percentage of non-Wada points as a function of the fattening parameter $r$ for the basins in figure 7. For most of the cases, the merging method was able to classify the basins as Wada for $r \leq 5$. It is only for the case $b = 0.5$ that $r > 5$, although we see that even at around $r = 5$, the percentage of non-Wada points for $b = 0.5$ is already vanishingly small. In order to have a better idea of the reliability of these results we translate these pixel distances $r$ to actual distances in the phase space we are considering. We see from figure 7 that $(\Delta \epsilon_x, \Delta \epsilon_y) = (0.02, 0.03)$. For a $500 \times 500$ resolution basin plot, a pixel of distance in this case would correspond to $\Delta r \sim 10^{-4}$. Hence, the results in figure 8 indicate that the boundaries in the basins that we considered are the same to within $\sim 10^{-3}$ units of phase space distance. This is a strong indication that the basins considered in section 4 are (partially) Wada in the diffuse region near the critical escape energy. We show evidence in Appendix A that the results of figure 8 hold for higher resolutions, which strengthens the case for the system being partially Wada.
Figure 7. Magnified parts of the basin plots in section 4 around the diffuse region near the critical escape energy. The ordered pair of numbers \((\rho_c, \mathcal{E}_c)\) indicate where the plot is centered. The axes correspond to the distance from this center point: \(\epsilon_x = \rho_0 - \rho_c\) and \(\epsilon_y = \mathcal{E} - \mathcal{E}_c\) with \(\epsilon_x \in [-0.01, 0.01]\) and \(\epsilon_y \in [-0.015, 0.015]\). All basin plots are 500 × 500 resolution.
6. Basin entropy

One important question in the study of dynamical systems is how “uncertain” a particular trajectory or the overall system is. That is, given a certain error in choosing initial conditions, how different would the resulting trajectory be? Examples of proposed measures of uncertainty in the context of basin plots are the uncertainty exponent [27] and basin stability [39]. The uncertainty exponent $\alpha$ quantifies the uncertainty by measuring the dimension of the boundaries that separates the basins. The value of $\alpha$ ranges from 0 to 1, with $\alpha = 1$ corresponding to smooth boundaries and $\alpha < 1$ corresponding to fractal boundaries. The smaller $\alpha$ is, the more uncertain the system. One disadvantage of this method is that it does not take into account the size of the boundary, which is related to the relative sizes of the basins. For example, a system containing two basins with both basins occupying equal volumes in phase space should be more uncertain compared to the case where one basin occupies almost all of phase space. On the other hand, the basin stability quantifies the uncertainty by measuring
the volume in phase space occupied by a particular basin, with larger basins considered more stable (less uncertain). One main disadvantage of this method however is that it does not take into account how the different basins are mixed. A highly mixed basin should be more uncertain. The notion of basin entropy introduced by Daza et al [8] provides a way to quantify uncertainty that takes into account the fractal dimension of the boundaries, the relative sizes of the boundaries, and the way the basins are mixed. As we will see, the basin entropy method also takes into account if the basins exhibit the Wada property.

Any numerical procedure that attempts to calculate trajectories in phase space cannot do so with infinite accuracy and precision. Points in phase space can only be determined up to a finite resolution. This finite resolution introduces a stochastic element into an otherwise completely deterministic system. The main idea of the basin entropy method is that by subdividing phase space into a grid with box sizes \( \epsilon \) which represents the finite resolution of the experimental or numerical procedure, and considering each box as a random variable (i.e. which basin the box belongs to is random), we can define a Gibbs entropy for a box \( i \):

\[
S_i = -\sum_{j=1}^{m_i} p_{i,j} \log(p_{i,j}), \quad (6.1)
\]

where \( p_{i,j} \) is the probability that box \( i \) is in basin \( j \), and \( m_i \) is the number of possible basins box \( i \) could belong to. The basin entropy is then defined as

\[
S_b = \frac{1}{N} \sum_{i=1}^{N} S_i \quad (6.2)
\]

where \( N \) is the total number of boxes. To a very good approximation, the basin entropy can be expressed as (see [8] for details)

\[
S_b = \sum_{k=1}^{k_{\text{max}}} \frac{n_k}{\bar{n}} \epsilon^{\alpha_k} \log(m_k) \quad (6.3)
\]

where \( \epsilon \) is the box size, \( k \) labels different basin boundaries, \( m_k \) is the number of possible basins in boundary \( k \), \( \alpha_k \) is the uncertainty exponent of boundary \( k \), and the quantity \( (n_k/\bar{n}) \) is a measure of the size occupied by boundary \( k \) relative to the total phase space. Equation (6.3) makes it clear that the basin entropy increases with the size of the boundaries via the factor \( (n_k/\bar{n}) \), the fractality of the boundaries via the uncertainty dimension \( \alpha_k \), and the number of basins in a particular boundary via the factor \( \log(m_k) \).

In the particular case that the basins exhibit the Wada property, then there is just one boundary that separates all the basins, and hence the factor \( \log(m_k) \) is maximum.

We obtained the basin entropy for the basins calculated in section 4 by dividing the 500 \( \times \) 500 pixel basin plots into 5 \( \times \) 5 pixel sized boxes so that we have 25 trajectories per box. This is the number of trajectories per box recommended by Daza et al in [8]. The basin entropy as a function of the electromagnetic interaction strength \( b \) is shown in figure 9. We see that in both \( \ell > 0 \) and \( \ell < 0 \) cases, the basin entropy increases as \( b \) is increased. We checked that this overall trend does not change as we lowered the
resolution of the basin plots. We see that for the particular choice of initial conditions in section 4, the trajectories of charged particles are more uncertain as the strength of the electromagnetic interaction increases.

7. Alternative phase space slicing: zero initial azimuthal velocity

In this section we explore a different slice of the phase space to see whether the results obtained in the previous sections hold for more general phase space slices. We consider a charged particle initially with zero azimuthal velocity along the $R = 3$ line launched at an angle $\phi_{sh}$ (see figure 10). From (2.15), the zero azimuthal velocity condition, as well as $R = 3$ constrains $\ell$ to be

$$\ell = 3b > 0. \tag{7.1}$$

In this setup, both $b$ and $\mathcal{E}$ become free parameters. Similar to the previous case of initially circular orbits, we numerically integrate (3.4) and (3.5) for a $500 \times 500$ grid of initial conditions $(\phi_{sh}, z)$ where $\phi_{sh} \in [-\pi, \pi]$ and $z \in [-5, 5]$. We also work with values $b \in \{0.1, 0.2, 0.3, 0.4, 0.5\}$. Recall that since $\ell > 0$ in this case, from (3.13), $\bar{E} = 1$ so that for $\mathcal{E} > 1$, upstream and downstream escapes are kinematically possible. We considered three values for the energy $\mathcal{E}$: $\{1.2, 2.0, 3.0\}$. The basin plots for $b \in \{0.1, 0.3, 0.5\}$ for these three energies are shown in figure 11. All the basin plots in figure 11 share the same features: a central yellow (upstream escape) region, an outer blue (downstream escape) region, and a fractal region in between where multiple basins coexist. At lower energies, changes in basin plot features are more sensitive to changes in $b$. In particular, as $b$ (or $\ell$ via (7.1)) is increased, the basins become more mixed. At a certain critical value of $b \in (0.3, 0.4)$, the red basins disappear completely. This corresponds to the case discussed in section 3 for which capture becomes impossible but upstream and downstream escapes are possible at certain energies: $\bar{\mathcal{E}} < \mathcal{E} < \mathcal{E}_{\text{cap}}$ (we recall that $\mathcal{E}_{\text{cap}}$...
increases with $b$). On the other hand, at higher energies, the basin features become less sensitive to changes in $b$.

In cases where all three of the basins coexist, we used the merging method to test whether the basin boundaries exhibit the Wada property. Figure 12 shows the percentage of non-Wada points as a function of the fattening parameter. All of the basins were classified as Wada for $r \leq 9$ although for most cases, the percentage of non-Wada points are at most 0.01% for $r \leq 5$. As was done in section 5, we translate pixel distances $r$ to actual distances in the phase space we are considering. We see from figure 11 we see that $(\Delta \phi_{sh}, \Delta z) = (2\pi, 10)$. For a $500 \times 500$ resolution basin plot, a pixel of distance in this case would correspond to $\Delta r \sim 0.0236$. Our results would indicate then that the boundaries in the basins we considered are the same to within $\sim 0.21$ units of phase space distance. We show evidence in Appendix A that the results of figure 12 hold for higher resolutions.

Next, we obtained the basin entropy for the basins calculated in this section. The basin entropy as a function of the electromagnetic interaction strength $b$ is shown in figure 13. We see that in cases where all three of the basins are present, the basin entropy increases with the strength of the electromagnetic interaction $b$. This is in line with what we see from figure 11 wherein the basins become more mixed as $b$ increases. In the particular case of $\mathcal{E} = 1.2$, from $b = 0.3$ to $b = 0.4$, the basin entropy decreased. This is because the basin entropy measure is sensitive to the number of basins present: the higher the number of basins, the higher the basin entropy. In the same case, we notice a
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Figure 11. Basin plots for different values of $b$ and $E$ with initial conditions described in section 7. Red means captures, yellow means upstream escape, blue means downstream escape.

8. Summary

This paper was concerned with the motion of a charged particle in the vicinity of a weakly magnetized Schwarzschild black hole from the viewpoint of chaotic scattering.
Figure 12. Percentage of non-Wada points as a function of the fattening parameter $r$ for the basin plots obtained in section 7. Note that since the $y$–axis is on a log scale, for each case there is one additional data point ($r_{\text{max}} + 1, 0$).
and nonlinear dynamics. In the vicinity of the black hole, the charged particle undergoes transient chaotic motion and it can scatter off through either of three exits: \( z \to \pm \infty \) or black hole capture. The system phase space can be partitioned into exit basins, according to the final state of each phase space point, and particular two-dimensional slices of these partitions can be visualized and analyzed with basin plots. We have confirmed the known result that the basin boundaries are fractal. In the case of a charged particle vertically kicked from a circular equatorial orbit, we have computed the critical escape energy, and determined a more general approximate expression for its dependence on orbital radius and magnetic field strength.

More importantly, we have demonstrated that charged particle motion in this weakly magnetized environment exhibits the Wada property: its basin boundaries are shared by more than two basins. This implies extreme sensitivity to uncertainties in initial conditions. And so, despite the motion being fully deterministic, it is very challenging to predict the final state of initial conditions that belong to these Wada basins. Moreover, we have shown that this Wada (or partial Wada) property persists in at least two different ways of slicing the phase space. This suggests that the Wada property might be a generic property of this phase space, independent of the way one chooses to slice it. This is another example of a relativistic system possessing the Wada property, similar to the case of a photon escaping from a Majumdar-Papapetrou black hole binary \[9\]. It would be interesting to see the Wada property verified in other relativistic dynamical systems.

Finally, we have quantified the uncertainty in the Wada basins using the notion of basin entropy. Our numerical experiments show that the basin entropy generally increases as we increase the magnetic interaction strength via the parameter \( b \). Exceptions arise only when an increase \( b \) results in the disappearance of a basin of attraction, i.e. when this renders an exit state kinematically forbidden.
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Appendix A. Dependence of the merging method on basin resolution

The authors of [37] report that results obtained using the merging method (i.e. the percentage of non-Wada points as a function of the fattening parameter $r$) does not change regardless of the resolution of the basin plot. Nevertheless, results obtained using the merging method are expected to be more reliable for higher basin resolutions. Here we check how conclusions based on the merging method depend on resolution. In two of the basin plots previously discussed, one from section 4 and one from section 7, we increase the resolution from $500 \times 500$ to $1000 \times 1000$. Figure A1 shows the lower resolution results being very similar to the higher resolution results, verifying the claims of [37]. This shows that the Wada property persists at higher resolution.

![Figure A1](image_url)

**Figure A1.** Percentage of non-Wada points as a function of the fattening parameter $r$ for at different resolutions. Case 1 corresponds to the the initial conditions in section 4 with parameters ($\ell > 0, b = 0.5$). Case 2 corresponds to the initial conditions in section 7 with parameters ($E = 1.2, b = 0.2$). Note that since the $y$–axis is on a log scale, for each case there is one additional data point ($r_{\text{max}} + 1, 0$).
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