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ABSTRACT

Lung segmentation in chest X-rays (CXRs) is an important prerequisite for improving the specificity of diagnoses of cardiopulmonary diseases in a clinical decision support system. Current deep learning models for lung segmentation are trained and evaluated on CXR datasets in which the radiographic projections are captured predominantly from the adult population. However, the shape of the lungs is reported to be significantly different across the developmental stages from infancy to adulthood. This might result in age-related data domain shifts that would adversely impact lung segmentation performance when the models trained on the adult population are deployed for pediatric lung segmentation. In this work, our goal is to (i) analyze the generalizability of deep adult lung segmentation models to the pediatric population and (ii) improve performance through a stage-wise, systematic approach consisting of CXR modality-specific weight initializations, stacked ensembles, and an ensemble of stacked ensembles. To evaluate segmentation performance and generalizability, novel evaluation metrics consisting of mean lung contour distance (MLCD) and average hash score (AHS) are proposed in addition to the multi-scale structural similarity index measure (MS-SSIM), the intersection of union (IoU), Dice score, 95% Hausdorff distance (HD95), and average symmetric surface distance (ASSD). Our results showed a significant improvement ($p < 0.05$) in cross-domain generalization through our approach. This study could serve as a paradigm to analyze the cross-domain generalizability of deep segmentation models for other medical imaging modalities and applications.
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1. INTRODUCTION

Lung segmentation is an important pre-requisite step for deep learning (DL)-based clinical decision support system to facilitate early diagnosis of cardio-pulmonary diseases including tuberculosis (TB), pneumonia, and lung cancer, among others (Osadebey et al., 2021). DL models deliver superior performance in medical image semantic segmentation tasks, particularly for segmenting the lung regions of interest (ROIs) in chest X-rays (CXRs) (Candemir & Antani, 2019; Liu et al., 2022). These studies report segmentation performance using models that were trained and evaluated on the widely used Shenzhen (Jaeger et al., 2014), Montgomery (Jaeger et al., 2014), and Japanese Society of Radiological Technology (JSRT) (Oda et al., 2009) CXR datasets. However, the images in these three datasets are primarily of adults. Unlike adults, infants have smaller, triangular-shaped lungs (Arthur, 2000). Their lungs show relatively shallower costophrenic angles with elevated diaphragms, and the mediastinum and cardiac contour tend to be relatively larger compared to adults. These differences in lung shapes across the pediatric developmental stages are qualitatively and quantitatively evaluated in the literature (Candemir et al., 2015), where the authors devised three age groups, viz., group 1 (1 day to < 24 months), group 2 (24 months to < 11 years), and group 3 (11 years to < 18 years), respectively, based on the changes in the lung shape from infancy to adulthood, and emphasized the need for age-sensitive lung segmentation models.

Generalizability in DL refers to the ability of a trained DL model to accurately make predictions on new, unseen data. In other words, a model is said to be generalizable if it can effectively learn the underlying patterns and relationships in a dataset and apply that knowledge to make accurate predictions on previously unseen data. Domain generalization is an important aspect of DL, and it is particularly useful in the context of medical image analysis. Domain generalization aims to integrate the knowledge learned from multiple source domains to reduce deviations in acquired knowledge due to inter-domain differences. It can help improve the accuracy and reliability of medical image analysis, which is critical for the diagnosis and treatment of diseases, and it increases the practical utility of DL models. Age-related domain generalization
refers to the ability of the DL models to generalize across different age groups. Specifically, it refers to the ability of these models to maintain good performance on tasks even when the training and test data come from different age groups.

A study of the literature reveals that the majority of DL models trained on internal/source domains may not generalize to the unseen external/target domains due to differences in the distribution (Xin et al., 2022) of individual data elements. Medical image data like CXRs can be highly variable, with differences in image acquisition protocols, patient heterogeneity based on age, gender, race, and ethnicity, and varying characteristics of the underlying disease manifestations (Suzuki, 2017). These variations can cause significant challenges when building DL models that can generalize to new data from different domains. Resulting domain shift issues lead to performance degradation and sub-optimal generalization. Further, this domain shift might lead to poor performance, if not failure, when these models are deployed in expert systems, which can potentially degrade people's trust in the model, and threaten clinical decisions and best-practice recommendations.

This study aims to analyze age-related domain generalization, i.e., the generalizability of deep adult lung segmentation models to the pediatric population. Fig. 1 illustrates the workflow of age-related domain generalization in the context of our study. Here, the widely used Shenzhen, Montgomery, and JSRT CXR collections represent the multiple source domains and a private pediatric CXR collection (Candemir et al., 2015) represents the unseen target domain. We aim to evaluate age-related domain generalization, i.e., analyzing if the DL models trained on multiple source domains containing the CXRs captured from the adult population would generalize to an unseen pediatric CXR collection.

2. RELATED LITERATURE AND CONTRIBUTIONS OF THE STUDY

Recent research has demonstrated the importance of domain generalization in medical image analysis and provided insight into the techniques used to achieve domain generalization in DL models, particularly when trained and evaluated on medical imaging datasets that often have limited sample sizes, high levels of
variability, and complex underlying structures. A novel transfer learning method based on instance-level adaptation was proposed in the literature (Zheng et al., 2021) to improve generalization. With limited data availability, the proposal demonstrated superior performance on unseen target domains compared to conventional transfer learning methods. In another study (Lyu et al., 2022), the authors proposed a method to manipulate the data and improve domain generalization. The data was augmented to generate novel imaging domains that improved the training set’s diversity. In another study (Stacke et al., 2021), the authors measured the representation shift that quantified the magnitude of domain shift in a tumor classification task. The authors observed that the representation shift correlated with reduced performance during cross-domain evaluation and helped evaluate the sensitivity of the model to domain variations.
A variety of domain generalization solutions are proposed in the literature in the context of CXR image analysis. In (Cohen et al., 2020), the authors empirically demonstrated model generalization issues due to label shifts. They observed that the external test data was inadequately represented in the training and even high-performing models disagreed with their predictions. In another study (Zech et al., 2018), the authors trained CNN-based models on publicly available CXR datasets to classify them as showing pneumonia-consistent manifestations or normal lungs. A significant reduction in performance was reported using cross-institutional test sets compared to the internal test sets. In a recent study (Xin et al., 2022), the authors trained DL models to classify the pediatric CXRs as showing pneumonia-consistent manifestations or normal lungs and evaluated model generalization using external test sets. They observed that the models delivered a superior performance with the internal test set but had a significantly lower performance with an external test set. A semi-supervised regularization method was proposed in the literature (Zhang et al., 2022). This method used the stability and orthogonality of the learned features to alleviate domain generalization issues in a CXR classification task. All these prior works demonstrate the importance of domain generalization in medical imaging and propose innovative methods for improving the generalization performance of DL models across different domains.

To the best of our knowledge, this proposal is the first to analyze and improve age-related domain generalization for a CXR-based segmentation task, i.e., improve lung segmentation performance from models initially trained on adults by generalizing them to include pediatric images. The DL models are evaluated on the unseen pediatric test through a stage-wise systematic approach as illustrated in Fig. 2 and discussed below:

(i) A private collection of pediatric CXRs (Candemir et al., 2015) was split into three age groups (P1, P2, and P3) as discussed in the literature (Candemir et al., 2015).
Fig. 2 – Various steps involved in the proposed stage-wise systematic approach. The baseline denotes the conventional UNet architecture (Ronneberger et al., 2015). The acronyms P, S, M, and J denote the Pediatric-N, Shenzhen-N, Montgomery-N, and JSRT-N CXR datasets. (a) The UNet and TransUNet models were trained on the P CXR dataset and tested with the three pediatric
test groups P1, P2, and P3. (b) The best-performing model architecture from (a) was trained on S, M, and J adult CXR datasets in isolation and their combinations and tested with P1, P2, and P3. (c) and (d) The predictions of the top-K (K = 2, 3) adult models from (b) were aggregated through bitwise operations and a stacked ensemble, respectively. (e) An ensemble of stacked ensembles was constructed where the predictions of the stacked ensembles constructed using the top-2 and top-3 adult models from (d) were aggregated using bitwise operations.

(i) Segmentation models consisting of the conventional UNet, (Ronneberger et al., 2015), its variants with several ImageNet pretrained encoder backbones (Iakubovskii, 2019), and the conventional TransUNet (Chen et al., 2021), were trained and evaluated on the Pediatric-N CXR dataset to record baseline performance. The Pediatric-N dataset was constructed by adding to the private pediatric CXR collection from (i), the pediatric CXRs that were removed from the Shenzhen (Jaeger et al., 2014), Montgomery (Jaeger et al., 2014), and Japanese Society of Radiological Technology (JSRT) (Oda et al., 2009) CXR datasets.

(ii) The best-performing model architecture from (ii) was trained on the Shenzhen-N, Montgomery-N, and JSRT-N CXR datasets in isolation and their combinations. The term N denotes the datasets after the removal of the pediatric CXRs.

(iii) The predictions of the top-K (K = 2, 3) adult models from (iii) were aggregated through bitwise operations and a stacked ensemble.

(iv) We further construct an ensemble of stacked ensembles as follows: The predictions of the stacked ensembles constructed using the top-2 and top-3 adult models from (iv), were aggregated using bitwise operations.

(v) The performance of the models from (ii) to (v) was evaluated using novel evaluation metrics, which are the mean lung contour distance (MLCD), average hash score (AHS), in addition to the widely used multi-scale structural similarity index measure (MS-SSIM), the intersection of union (IoU), Dice score, 95% Hausdorff distance (HD95), and average symmetric surface distance (ASSD).
We report statistical significance in the Dice score achieved by the models from (ii) to (v) using 95% binomial confidence intervals (CIs) measured using the Clopper-Pearson Exact method.

Through extensive empirical analyses, we observed significant improvements in performance and cross-domain generalization through this systematic approach.

The remaining parts of this study are organized as follows: We elaborate on the datasets, models, training parameters, loss functions, evaluation metrics, and statistical analysis in Section 3. Section 4 discusses the experimental results. Finally, the conclusions of this study and the scope for future research are discussed in Section 5.

3. MATERIALS AND METHODS

3.1. Datasets

The following datasets were used in this study:

Shenzhen CXR dataset: This publicly available collection includes 662 deidentified frontal CXR projections obtained from the Shenzhen No. 3 hospital in Shenzhen, China. 326 images show normal lungs, and 336 images exhibit pulmonary abnormalities consistent with TB along with radiological findings, age, and gender. The pixel-wise ground truth (GT) annotations for TB-consistent manifestations are made publicly available (Yang et al., 2022). In (Stirenko et al., 2018), the authors released the GT masks annotating lung ROIs for a selection of 566 CXRs. Of these, we excluded 43 CXRs that erroneously included the heart regions in the GT lung masks. The remaining 523 CXRs included 24 pediatric CXRs of various age groups, the details are given in the first row of Table 1.

Montgomery CXR dataset: This publicly available collection includes 138 frontal CXR images collected through the TB screening program in Montgomery County, Maryland, USA. There are 58 images with abnormalities consistent with TB and 80 images showing normal lungs. The dataset includes de-identified CXRs and their associated radiological findings, GT masks for lung ROIs, and the metadata including age and gender. It includes 17 pediatric CXRs belonging to various age groups which are detailed in the second
Table 1 – Characteristics of CXR datasets.

| Datasets        | Age groups |        |        |        |
|-----------------|------------|--------|--------|--------|
|                 | 1 day to <24 months | 24 months to <11 years | 11 years to < 18 years | >=18 years |
| Shenzhen        | 5          | 14     | 5      | 499    |
| Montgomery      | 0          | 7      | 10     | 121    |
| JSRT            | 0          | 0      | 2      | 245    |
| Pediatric       | 52         | 67     | 42     | 0      |
| Pediatric-N     | 57         | 88     | 59     | 0      |

JSRT CXR dataset: This publicly available collection includes 247 frontal CXR images and their associated masks for the lungs, clavicles, and heart regions. The data was collected as a part of the research activities of the academic committee supported by the Japanese Radiological Society (JRS). Of the 247 CXRs, 100 CXRs exhibit malignant nodules, 54 CXRs contain benign nodules, and 93 CXRs show normal lungs. The related metadata consisting of age, gender, radiological diagnosis, and location and degree of subtlety of the nodules are publicly available. It includes 2 pediatric CXRs, the details are summarized in the third row of Table 1.

Pediatric CXR dataset: This is a private collection of 161 frontal CXRs and their associated lung masks (Candemir et al., 2015). The radiographic projections are captured from the children of various age groups for a lung segmentation task. The CXRs are de-identified and their use is exempted by the Institutional Review Board (IRB) of the National Institutes of Health (NIH). The CXRs are further divided into three groups, viz., group 1 (1 day to < 24 months), group 2 (24 months to < 11 years), and group 3 (11 years to < 18 years) based on the lung developmental stages from infancy to adulthood as discussed in the literature (Candemir et al., 2015), and is shown in the fourth row of Table 1.
The CXRs and masks in each dataset were divided at the patient level into 70% for training, 10% for validation, and 20% for hold-out testing. The number of images across the train, validation, and test splits is shown in Table 2. Here, Shenzhen-N, Montgomery-N, and JSRT-N denote Shenzhen, Montgomery, and JSRT CXR datasets after the removal of pediatric CXRs. The pediatric CXRs removed from the Shenzhen, Montgomery, and JSRT CXR datasets were added to the appropriate age groups in the Pediatric CXR dataset to form the Pediatric-N dataset. The details of the number of CXRs in the Pediatric-N dataset are given in the last row of Table 1. The hold-out test set constructed from the pediatric-N dataset was further divided into three groups. The terms P1, P2, and P3 denote the number of test images in pediatric group 1, group 2, and group 3, respectively. The images and their associated masks in the train, validation and hold-out test sets were rescaled to 224 × 224 pixels to reduce computational complexity and were normalized to the range [0,1]. We henceforth use the acronyms P, S, M, and J to denote the Pediatric-N, Shenzhen-N, Montgomery-N, and JSRT-N CXR datasets, respectively.

| Dataset          | Train | Validation | Test-1 | Test-2 | Test-3 |
|------------------|-------|------------|--------|--------|--------|
| Pediatric-N (P)  | 144   | 21         | 11 (P1)| 17 (P2)| 11 (P3)|
| Shenzhen-N (S)   | 350   | 50         | 99     | NA     | NA     |
| Montgomery-N (M)| 85    | 13         | 23     | NA     | NA     |
| JSRT-N (J)       | 172   | 25         | 48     | NA     | NA     |

3.2. Model architectures

Fig. 3 illustrates the general architecture of the UNet and TransUNet models. UNet is a fully convolutional U-shaped network that performs pixel-wise classification using an encoder/contracting path followed by a decoder/expanding path. The encoder uses convolutional and max-pooling layers to learn input semantics, i.e., complex information in the input data, by expanding the receptive field while condensing the input information to a latent space feature representation. The decoder has the same
architecture as at each level of the encoder but performs the opposite function by (i) using un-padded or padded transposed convolutions/deconvolutions to correspondingly reduce the number of channels, (ii) up-sample the condensed information at the bottom of the encoder back to the original input shape and (iii) localize the ROIs in the input. Skip connections are used at each level where the feature maps of the encoder are concatenated to the output of the transposed convolutions at the same level in the decoder to facilitate precise ROI localization. The final convolutional layer in the decoder predicts the grayscale masks.

TransUNet model has a U-shaped architecture like the UNet model. However, it uses a hybrid architecture composed of CNN and Transformers in the encoding path. The input image is split into multiple patches \((n = 16)\). A CNN model extracts features from these patches. The learned feature maps are tokenized into a two-dimensional embedding by feeding into the Vision Transformer (ViT) (Chen et al., 2021) that uses multi-head self-attention (number of heads = 12) and fully-connected multi-layer perceptron (dimension = 3072) modules to encode short- and long-range dependencies and learn hidden feature representations. The learned representations are reshaped and fed into a cascading up sampler/decoder that uses four \(2 \times\) Upsampling blocks to correspondingly upscale the condensed information at the bottom of the encoder to achieve the original input resolution. Skip connections are used for concatenating the extracted features from these patches at the encoder to the decoder at any given level. The final convolutional layer predicts the grayscale masks.

In this study, we used segmentation models consisting of (i) TransUNet (Chen et al., 2021), (ii) the conventional UNet (Ronneberger et al., 2015), and (iii) the UNet variants with several ImageNet-pre-trained encoder backbones, viz., VGG-16, VGG-19, Inception-V3, ResNet-50, DenseNet-121, and EfficientNet-B0, and their corresponding decoders constructed using a publicly available Python library (Iakubovskii, 2019). For the TransUNet, we used the ImageNet-pre-trained ResNet-50 and ViT-B/16 in the encoder backbone as discussed in the literature (Chen et al., 2021). The masks predicted by the UNet and TransUNet models were thresholded and binarized to separate the lung ROI/foreground pixels from the
non-lung regions/background.

![Diagram of UNet and TransUNet models](image)

Fig. 3 – The general architecture of the (a) UNet and (b) TransUNet model. Here, T denotes the Transformer and H denotes the learned hidden representation.

3.3. Ensemble learning

Our previous findings (Rajaraman et al., 2022) showed that applying bitwise operations to the top-3 model predictions improved performance in a TB-consistent lesion segmentation task. Therefore, we combined the binarized predictions of the top-K ($K = 2, 3$) adult models using the bitwise-OR and bitwise-AND operations to evaluate performance using the pediatric test groups P1, P2, and P3.

A stacked ensemble combines the predictions from models using a second-level meta-learner that (i) harnesses the individual models’ capabilities by learning a diverse feature space, (ii) makes final
predictions with reduced prediction variance, and (iii) improves generalization compared to any individual model (Wolpert, 1992). We constructed a stacked ensemble using the top-K (K = 2, 3) adult models as follows: (i) The top-K adult models were instantiated with their CXR modality-specific pretrained weights. (ii) The trainable layers of these models were frozen. (iii) The feature maps extracted from the penultimate layer of these models were concatenated. (iv) A meta-learner, consisting of a fully convolutional network with six convolutional layers learned to output the final prediction. We used 512, 256, 128, 64, and 32 convolutional filters of size 3×3 with ReLU activations, respectively, in the 1st through 5th convolutional layers. The final convolutional layer of the meta-learner with a single filter of dimension 1×1 and sigmoidal activation predicted the grayscale mask.

We further constructed an ensemble of stacked ensembles to observe improvements in segmentation performance. Here, we performed bitwise-OR and bitwise-AND of the predictions of the stacked ensembles constructed using the top-2 and top-3 adult models, respectively.

3.4. Training parameters, loss function, and evaluation metrics

We used a modified Focal-Tversky loss function with an additional boundary uncertainty component (Yeung et al., 2021) for our lung segmentation task. The literature (Rajaraman et al., 2022) demonstrated superior segmentation performance in a fine-grained TB-consistent region segmentation task using this loss function. We used the Adam optimizer with an initial learning rate of $1 \times 10^{-3}$, a batch size of 16, and 128 epochs to train the models. The learning rate was reduced by a factor of 2 if the validation performance did not improve after 10 epochs. All experiments were conducted in an Ubuntu Linux system containing an Nvidia GeForce GTX1080Ti GPU with CUDA dependencies and Tensorflow Keras v2.6.

We used pixel-based, image-based, and distance-based evaluation metrics in this study. The pixel-based evaluation aims at evaluating the performance of the model by assigning a semantic class to every individual pixel. A study of the literature (Candemir et al., 2016; Hesamian et al., 2019; Zamzmi et al., 2022) reveals that pixel-based metrics such as IoU and Dice scores are widely used to evaluate
Intersection of Union (IoU): The IoU metric is a widely used pixel-based metric to evaluate segmentation performance. Here, TP, FP, and FN denote the true positives, false positives, and false negatives respectively. Given an IoU threshold, the prediction is considered true positive if the overlapping with the GT exceeds this threshold. False negatives denote GT having no associated predictions and false positives denote predictions with no associated GT.

\[
IoU = \frac{TP}{TP + FP + FN}
\]  

(1)

Dice: The Dice score is another widely used pixel-based evaluation metric in semantic segmentation. The IoU and Dice range from \([0, 1]\). Values closer to 1 denote increasing similarity of the predictions to the GT.

\[
Dice \text{ score} = \frac{2TP}{2TP + FP + FN}
\]  

(2)

Evaluating only using pixel-based metrics may ignore the dependencies among the image pixels. Such an approach may not help fully explore a model’s segmentation potential. A structural similarity index measure (SSIM)-based loss function was proposed in the literature (S. Zhao et al., 2019) to study its impact on learning the structural details. The authors demonstrated improved performance with SSIM loss compared to the conventional cross-entropy loss.

Motivated by (S. Zhao et al., 2019), we used MS-SSIM, an extension of SSIM, as an image-based evaluation metric in our study. The MS-SSIM is more robust than the SSIM as it measures the similarity at multiple input scales which helps to pay attention to the pixel dependencies at multiple scales between corresponding regions in the GT and predictions. The MS-SSIM of a pair of images \((a, b)\) is given by a multiplicative combination of the luminance \(l\), contrast \(c\), and structural \(s\) terms at multiple scales.

\[
SSIM \ (a, b) = [l(a, b)]^\alpha \cdot [c(a, b)]^\beta \cdot [s(s, b)]^\gamma
\]  

(3)

\[
MS-SSIM \ (a, b) = [l_m(a, b)]^{\alpha M} \cdot \prod_{j=1}^{M} [c_j(a, b)]^{\beta_j} \cdot [s_j(a, b)]^{\gamma_j}
\]  

(4)

Here, \(\alpha, \beta, \gamma\) denote the weight given to each term and \(M\) corresponds to the lowest image resolution i.e.,
the highest number of down-sampling operations performed to reduce image resolution. The value of \( j = 1 \) denotes the original input resolution. The input was down-sampled by a factor of 2 with each scaling. The quality map would be identical in size to the corresponding scaled version of the image. We fixed the value of \( M = 5 \). The MS-SSIM value ranges from \([0, 1]\).

We used the quality maps computed at multiple scales to visualize the segmentation quality and analyze the similarity between the GT and predicted masks. Using the Jet colormap array, an analysis of the quality maps revealed high activations in red color for regions of superior prediction quality. Here, the MS-SSIM values tend to achieve a value close to or equal to 1. Blue region activations denoted poor prediction quality where the MS-SSIM tends to achieve a value close to or equal to 0.

We propose a novel, image-based evaluation metric, called the average hash score (AHS) that uses hashing algorithms in spatial and frequency domains to analyze the similarity between the GT and predicted masks. Image hashing is used in applications including analyzing image similarity in spatial and frequency domains, data structures, and error detection, among others (Ou & Rhee, 2010). A hash function maps image data of arbitrary size to fixed-size values called hashes. Similar GT and predicted masks would have the same hash values. We used the spatial domain hashing methods consisting of average hashing (aHash), difference hashing (dHash), and the frequency domain hashing methods consisting of perceptual hashing (pHash) and wavelet hashing (wHash). The details of these hashing methods can be found in the literature (Ou & Rhee, 2010). The AHS is given by the average of the aforementioned hashing methods.

\[
A_{\text{average hash score}} (AHS) = \frac{1}{4} \ast (aHash + dHash + pHash + wHash)
\] (5)

A value closer to 0 denotes increasing similarity between the GT and predicted masks, and a value closer to 1 denotes increasing dissimilarity. The AHS score is a robust evaluation metric since it evaluates similarity in both spatial and frequency domains.

We propose a novel, distance-based evaluation metric, called the Mean Lung Contour Distance (MLCD) to analyze the similarity between the GT and predicted mask contours and quantify the distance between these contours. A contour is defined as a curve joining the continuous points that have similar intensity
Contours play a vital role in several applications including shape analysis, segmentation, and object detection, among others. Fig. 4 illustrates the workflow for computing the MLCD.

First, a Canny edge detector was applied to extract the contours of the binarized GT mask. Then, a distance map was generated based on the GT contour. Each pixel in the distance map was assigned the Euclidean distance between it and the nearest non-zero pixel (i.e., pixels on the GT contour). Next, the Canny edge detector was applied to extract the contours of the predicted mask. The distance between the contours of the GT and predicted masks was measured as the sum of the distance map values along the predicted mask contour. Finally, the MLCD metric was computed as the mean of the distance values.

\[
MLCD = \frac{1}{N} \sum_{i \in C_{\text{pred}}} D_i
\]  

Here, \(C_{\text{pred}}\) denotes the predicted mask contour, \(N\) denotes the number of pixels along the predicted mask contour, and \(D_i\) denotes the pixel value in the distance map along the predicted mask contour.

![Workflow for MLCD computation using a pair of GT and predicted masks.](image)

We measured the 95% Hausdorff distance (HD95) and the average symmetric surface distance (ASSD)
to evaluate segmentation performance. The HD metric is a measure of the difference between two sets in a metric space. This measure is useful in applications such as image segmentation, where the sets would represent sets of points corresponding to features in the images. Given two sets \( A \) and \( B \) in a metric space \((X, d)\), the HD between \( A \) and \( B \), denoted as \( d_{H(A,B)} \), is defined as the maximum of the minimum distances between each point in \( A \) and \( B \).

\[
d_{H(A,B)} = \max\{ h(A,B), h(B,A) \} \quad (7)
\]

\[
H(A,B) = \max a \text{ in } A \{ \min b \text{ in } B \{ d(a,b) \} \} \quad (8)
\]

Here, \( H(A,B) \) denotes the maximum over all the points in \( A \) of the minimum distance between that point and any point in \( B \). The HD95 metric refers to the value below which 95% of the HDs between all possible pairs of sets fall. The HD95 metric is a robust estimate of maximum error compared to HD, which is highly sensitive to small outliers (Aydin et al., 2021). A smaller value for HD95 denotes a higher similarity between the GT and the predicted masks.

The average symmetric surface distance (ASSD) is commonly used in image segmentation applications to quantify the similarity between GT and predicted masks. It is a measure of the difference between two shapes in a two-dimensional space. Given two shapes \( S1 \) and \( S2 \), the ASSD is defined as the average of the Euclidean distances between corresponding points on the two shapes. The term "symmetric" refers to the fact that the distance is computed in both directions, and the average is taken over both directions. The formal definition of the ASSD between two surfaces \( S1 \) and \( S2 \) can be expressed as follows.

\[
ASSD(S1, S2) = \left( \frac{1}{N} \right) * \left( \Sigma_{i=1}^{N} d(p1_i, p2_i) + \Sigma_{i=1}^{N} d(p2_i, p1_i) \right) \quad (9)
\]

Here, \( N \) denotes the number of corresponding points on the two surfaces, \( p1_i \) is a point on surface \( S1 \), \( p2_i \) is the corresponding point on surface \( S2 \), and \( d(p1_i, p2_i) \) is the Euclidean distance between points \( p1_i \) and \( p2_i \). A smaller value for ASSD indicates that the two surfaces are more similar, while a larger ASSD indicates that the two surfaces are more different. Table 3 summarizes the properties of the several pixel-based, image-based, and distance-based evaluation metrics used in this study.
Table 3 – Characteristics of the evaluation metrics

| Evaluation metric | Evaluation method | Similarity | Visualization         |
|-------------------|-------------------|------------|-----------------------|
| IoU               | Pixel-based       | No         | No                    |
| Dice Score        | Pixel-based       | No         | No                    |
| MS-SSIM           | Image-based       | Yes        | Yes (quality maps)    |
| AHS               | Image-based       | Yes        | No                    |
| MLCD              | Distance-based    | Yes        | No                    |
| HD95              | Distance-based    | Yes        | No                    |
| ASSD              | Distance-based    | Yes        | No                    |

3.5. Statistical analysis

We report statistical significance for the Dice score using the 95% binomial CIs, measured using the Clopper–Pearson Exact method to discriminate model performance. We followed the guidelines in (Altman & Bland, 2011) to measure the probability value (*p*-value) from the CIs.

4. RESULTS AND DISCUSSION

Table 4 shows the performance achieved by the UNet and TransUNet models with the pediatric test groups P1, P2, and P3. Note that the UNet model with the Inception-V3 encoder backbone demonstrated superior performance in terms of all metrics across the pediatric test groups. A lower value for the MLCD, HD95, and ASSD, and a higher value for the IoU, Dice scores, MS-SSIM, and AHS, underscore the fact that the masks predicted by the Inception-V3-UNet were markedly similar to the GT. The performance of the Inception-V3-UNet was followed by the ResNet-50-UNet and TransUNet models. We observed that the performance of the Inception-V3-UNet model was significantly superior compared to the VGG-16-UNet, VGG-19-UNet, DenseNet-121-UNet, and EfficientNet-B0-UNet models across the pediatric test groups (*p* < 0.05). Therefore, we used this model architecture for further experimental evaluations.
Table 4 – Test performance achieved by the various segmentation models. Bold numerical values denote superior performance. The 95% CIs for the Dice score was measured using the Clopper–Pearson exact method. The * denotes statistical significance ($p < 0.05$).

| Test groups | Models | IoU | Dice (CI) | MS-SSIM | MLD | AHS | HD95 | ASSD |
|-------------|--------|-----|-----------|---------|-----|-----|------|------|
| P1 (1 day to < 24 months) | UNet (Ronneberger et al., 2015) | 0.5830 | 0.7366 (0.4762,0.9970) | 0.8522 | 16.3217 | 8.5909 | 66.7308 | 51.0221 |
| | VGG-16-UNet | 0.8057 | 0.8924 (0.7092,1.0) | 0.8987 | 14.0836 | 9.8182 | 62.6655 | 108.0936 |
| | VGG-19-UNet | 0.4222 | 0.5937 (0.3034,0.8840) | 0.7040 | 17.7648 | 14.5000 | 71.4703 | 83.5034 |
| | Inception-V3-UNet | **0.8637** | **0.9268 (0.7728,1.0)** | 0.9745 | **3.4513** | **7.0228** | **39.3002** | **41.2564** |
| | ResNet-50-UNet | 0.8589 | 0.9241 (0.7675,1.0) | 0.9714 | 5.9878 | 8.4546 | 41.0295 | 40.2435 |
| | DenseNet-121-UNet | 0.2978 | 0.4589 (0.1644,0.7534) | 0.4899 | 15.6464 | 17.5000 | 72.4469 | 67.2347 |
| | EfficientNet-B0-UNet | 0.8144 | 0.8977 (0.7186,1.0) | 0.9503 | 9.6525 | 7.9773 | 60.0399 | 61.1625 |
| | TransUNet | 0.8506 | 0.9193 (0.7583,1.0) | 0.9644 | 3.8082 | 7.9319 | 56.8484 | 42.1224 |
| P2 (24 months to < 11 years) | UNet (Ronneberger et al., 2015) | 0.7582 | 0.8625 (0.6987,1.0) | 0.8165 | 11.5392 | 8.2059 | 52.2579 | 62.9313 |
| | VGG-16-UNet | 0.8341 | 0.9095 (0.7731,1.0) | 0.8722 | 8.3727 | 6.9853 | 47.1770 | 71.3197 |
| | VGG-19-UNet | 0.6358 | 0.7774 (0.5796,0.9752) | 0.7052 | 14.9264 | 11.8383 | 59.0714 | 75.5571 |
| | Inception-V3-UNet | **0.9004** | **0.9476 (0.8416,1.0)** | 0.9360 | **4.5234** | **4.8677** | **29.1362** | **52.9087** |
| | ResNet-50-UNet | 0.8888 | 0.9411 (0.8291,1.0) | 0.9302 | 5.3729 | 5.6030 | 35.5154 | 57.4032 |
| | DenseNet-121-UNet | 0.4456 | 0.6165 (0.3853,0.8477) | 0.4494 | 13.3331 | 16.9853 | 65.0131 | 73.8481 |
| | EfficientNet-B0-UNet | 0.8731 | 0.9322 (0.8126,1.0) | 0.9124 | 6.6996 | 5.4853 | 38.3640 | 92.5570 |
| | TransUNet | 0.8948 | 0.9445 (0.8356,1.0) | 0.9343 | 5.1735 | 5.5148 | 32.9401 | 57.1883 |
| P3 (11 years to < 18 years) | UNet (Ronneberger et al., 2015) | 0.7023 | 0.8251 (0.6006,1.0) | 0.7703 | 12.0381 | 8.8409 | 37.8993 | 70.6874 |
| | VGG-16-UNet | 0.7679 | 0.8687 (0.6691,1.0) | 0.8318 | 10.3997 | 5.1591 | 37.4403 | 64.3771 |
| | VGG-19-UNet | 0.6213 | 0.7664 (0.5163,1.0) | 0.6538 | 15.3366 | 11.2046 | 59.7629 | 85.4540 |
| | Inception-V3-UNet | **0.9330** | **0.9654 (0.8573,1.0)** | 0.9390 | **4.1418** | **2.4546** | **14.2044** | **61.7601** |
| | ResNet-50-UNet | 0.9269 | 0.9621 (0.8492,1.0) | 0.9364 | 4.8088 | 2.5455 | 31.9757 | 66.1349 |
| | DenseNet-121-UNet | 0.4807 | 0.6493 (0.3672,0.9314) | 0.4254 | 13.5877 | 18.1591 | 60.1191 | 96.3356 |
| | EfficientNet-B0-UNet | 0.9140 | 0.9551 (0.8327,1.0) | 0.9215 | 4.0578 | 2.6137 | 34.1645 | 67.6853 |
| | TransUNet | 0.9224 | 0.9597 (0.8434,1.0) | 0.9318 | 4.4899 | 2.5910 | 32.8182 | 66.7702 |

Table 5 shows the performance achieved with the pediatric test groups using the Inception-V3-UNet model trained with the P, and the S, M, and J CXR datasets, in isolation as well as combinations. Fig. 5 shows the model predictions for sample CXRs from the three pediatric test groups. The results for the Inception-V3-UNet model trained with the P dataset come from Table 4. From Table 5 and Fig. 5, we note that for the pediatric test group P1, the Inception-V3-UNet model trained on the S, M, and J adult CXR datasets in
isolation and combination could not outperform that trained on the P CXR dataset. This may be because of significant differences in the lung shapes of infants in the age span of 1 day to 2 years as compared to the adult lungs as discussed in the literature (Arthur, 2000; Candemir et al., 2015). This is further confirmed through a higher value for the MLCD, HD95, and ASSD metrics demonstrated by the adult models, unlike the pediatric model, due to the increasing contour distances between the predicted and GT masks. For the P2 test group, we observed that the Inception-V3-UNet model trained on the collection of S, M, and J adult CXR datasets outperformed that trained on the P CXR dataset in terms of all metrics.

Table 5 – Performance achieved by the Inception-V3-UNet model trained on the P CXR dataset, and the S, M, and J adult CXR datasets, in isolation as well as combinations, and tested with the pediatric test groups P1, P2, and P3. Bold numerical values denote superior performance achieved within each pediatric test group. The * denotes statistical significance ($p < 0.05$).

| Test groups | Training dataset(s) | IoU | Dice (CI) | MS-SSIM | MLCD | AHS | HD95 | ASSD | Rank (Dice) |
|-------------|---------------------|-----|-----------|---------|------|-----|------|------|-------------|
| **P1**      | P                   | 0.8637 | 0.9268 (0.7728,1.0)* | 0.9745 | 3.4513 | 7.0228 | 39.3002 | 41.2564 | 1           |
|             | S                   | 0.7858 | 0.8801 (0.6881,1.0) | 0.9298 | 11.9667 | 7.9091 | 56.0733 | 53.1736 | 2           |
|             | M                   | 0.5645 | 0.7217 (0.4568,0.9866) | 0.7515 | 16.0476 | 13.0682 | 71.2458 | 119.5940 |            |
|             | J                   | 0.4656 | 0.6353 (0.3508,0.9198) | 0.6552 | 16.0949 | 15.3410 | 79.7541 | 133.8766 |            |
|             | S & M               | 0.7661 | 0.8675 (0.6671,1.0) | 0.9195 | 14.3176 | 7.8864 | 75.3041 | 60.6665 | 4           |
|             | S & J               | 0.7795 | 0.8761 (0.6813,1.0) | 0.9255 | 12.5665 | 6.3864 | 57.5609 | 56.3334 | 3           |
|             | M & J               | 0.5740 | 0.7293 (0.4667,0.9919) | 0.7839 | 16.4522 | 12.1819 | 76.8209 | 108.8101 |            |
|             | S, M, & J           | 0.6535 | 0.7904 (0.5498,1.0) | 0.9151 | 15.6954 | 7.5910 | 75.4847 | 66.3901 |            |
| **P2**      | P                   | 0.9004 | 0.9476 (0.8416,1.0) | 0.9360 | 4.5234 | 4.8677 | 29.1362 | 52.9087 |            |
|             | S                   | 0.9055 | 0.9504 (0.8471,1.0) | 0.9361 | 5.2153 | 4.8089 | 38.0552 | 58.5496 | 3           |
|             | M                   | 0.8517 | 0.9199 (0.7908,1.0) | 0.8369 | 12.3820 | 6.7648 | 53.9304 | 98.5443 |            |
|             | J                   | 0.7429 | 0.8525 (0.6839,1.0) | 0.7411 | 14.2227 | 9.3530 | 63.8007 | 119.3509 |            |
|             | S & M               | 0.8960 | 0.9452 (0.837,1.0) | 0.9319 | 5.9698 | 4.3971 | 42.2812 | 62.2580 |            |
|             | S & J               | 0.9080 | 0.9518 (0.8499,1.0) | 0.9460 | 5.1572 | 4.2795 | 26.6672 | 52.0278 | 2           |
|             | M & J               | 0.8341 | 0.9096 (0.7732,1.0) | 0.8581 | 12.3950 | 6.3971 | 57.8081 | 85.5697 |            |
|             | S, M, & J           | 0.9111 | 0.9535 (0.8534,1.0)* | 0.9494 | 3.4200 | 3.3530 | 10.4097 | 51.3569 | 1           |
| **P3**      | P                   | 0.9330 | 0.9654 (0.8573,1.0) | 0.9390 | 4.1418 | 2.4546 | 16.8817 | 60.2842 |            |
|             | S                   | 0.9336 | 0.9657 (0.8581,1.0) | 0.9482 | 2.6479 | 2.7955 | 18.1527 | 61.7601 |            |
|             | M                   | 0.9430 | 0.9707 (0.871,1.0) | 0.9498 | 2.6220 | 1.8864 | 14.2044 | 60.4817 | 3           |
|             | J                   | 0.8751 | 0.9334 (0.786,1.0) | 0.8328 | 13.0810 | 5.0000 | 33.9239 | 87.2765 |            |
A similar increase in performance with the P3 test group is observed with multi-institutional data training using the collection of S, M, and J adult CXR datasets compared to that trained on the P CXR dataset.

Fig. 6 shows the MS-SSIM quality maps for sample CXRs from the pediatric test groups P1, P2, and P3. High activations in red regions indicate superior prediction quality, i.e., high similarity to the GT masks, with MS-SSIM values that are close to 1. In contrast, blue region activations indicate poor prediction quality. The quality maps (Fig. 6(a) bottom) show poorer quality predictions for a sample CXR from the P1 test group, by the model trained on the S adult CXR dataset compared to that trained on the P CXR dataset (Fig. 6(a) top). But for the P2 test group, we could observe increased red activations for the prediction by the Inception-V3-UNet model trained on the collection of S, M, and J adult CXR datasets (Fig. 6(b) bottom) compared to that trained on the P CXR dataset (Fig. 6(b) top). These findings are consistent with those reported in the literature (Therrien & Doyle, 2018) which recommended increasing training data variability through acquisitions from multiple sites and testing with other external data. We believe that our multi-institutional training data training might have introduced sufficient variability into the training process and resulted in improved performance.

The MS-SSIM quality maps (Fig. 6(c) bottom) reinforce these observations showing markedly improved prediction quality by the Inception-V3-UNet model trained on the collection of S, M, and J adult CXR datasets compared to that trained on the P CXR dataset (Fig. 6(c) top). Our findings echo the observations in the literature (Candemir et al., 2015) where lung contours of P3 are of subjects that are reasonably mature in age and therefore similar to the adult lungs.
Fig. 5 – Visualizing segmentation predictions of the Inception-V3-UNet trained on various datasets for sample CXR instances from P1 (age = 11 months), P2 (age = 8 years ), and P3 (age = 14 years) test groups. The red and blue contours denote GT and predictions, respectively.

Fig. 6 – MS-SSIM quality maps at five different scales. (a) The prediction of the Inception-V3-UNet model trained with the P CXR dataset (top) and S adult CXR dataset (bottom) for an instance of CXR (age = 10 months) from pediatric test group P1. (b) The prediction of the Inception-V3-UNet model trained with the P CXR dataset (top) and the combined S, M, and J adult CXR datasets (bottom) for an instance of CXR (age = 3 years) from pediatric test group P2. (c) The prediction of the Inception-V3-
UNet model trained with the P CXR dataset (top) and the combined S, M, and J adult CXR datasets (bottom) for an instance of CXR (age = 15 years) from pediatric test group P3.

We performed bitwise-OR and bitwise-AND operations using the predictions of the top-K (K = 2, 3) adult models for each pediatric test group P1, P2, and P3. The models were ranked based on the Dice metric (Table 5). Table 6 shows the performance achieved in this regard.

Table 6 – Test performance achieved through bitwise operations of the predictions of the top-K (K = 2, 3) adult models. The baseline denotes the test performance achieved by the Inception-V3-UNet model trained on the P CXR dataset. Bold numerical values denote superior performance in each test group. The * denotes statistical significance (p < 0.05).

| Test groups | Method       | Models | IoU     | Dice (CI)          | MS-SSIM | MLCD   | AHS    | HD95   | ASSD   |
|-------------|--------------|--------|---------|--------------------|---------|--------|--------|--------|--------|
| P1          | Baseline     | P      | 0.8637  | 0.9268 (0.7728,1.0)* | 0.9745 | 3.4513 | 7.0228 | 39.3002 | 41.2564 |
|             | Bitwise-AND  | Top-2  | 0.7911  | 0.8834 (0.6937,1.0)  | 0.9464 | 9.6752 | 7.5910 | 42.9932 | 54.1293 |
|             |              | Top-3  | 0.7538  | 0.8596 (0.6542,1.0)  | 0.9054 | 13.8131 | 8.4091 | 52.6717 | 72.6014 |
|             | Bitwise-OR   | Top-2  | 0.7538  | 0.8596 (0.6542,1.0)  | 0.9054 | 13.8131 | 8.4091 | 52.6717 | 72.6014 |
|             |              | Top-3  | 0.7538  | 0.8596 (0.6542,1.0)  | 0.9054 | 13.8131 | 8.4091 | 52.6717 | 72.6014 |
| P2          | Baseline     | P      | 0.9004  | 0.9476 (0.8416,1.0)  | 0.9360 | 4.5234 | 4.8677 | 29.1362 | 52.9087 |
|             | Bitwise-AND  | Top-2  | 0.9183  | 0.9574 (0.8613,1.0)  | 0.9562 | 2.7597 | 3.3900 | 20.4014 | 43.7382 |
|             |              | Top-3  | 0.9036  | 0.9494 (0.8452,1.0)  | 0.9393 | 5.6449 | 4.1700 | 25.1912 | 47.4764 |
|             | Bitwise-OR   | Top-2  | 0.9036  | 0.9494 (0.8452,1.0)  | 0.9393 | 5.6449 | 4.1700 | 25.1912 | 47.4764 |
|             |              | Top-3  | 0.9036  | 0.9494 (0.8452,1.0)  | 0.9393 | 5.6449 | 4.1700 | 25.1912 | 47.4764 |
| P3          | Baseline     | P      | 0.9330  | 0.9654 (0.8573,1.0)  | 0.9390 | 4.1418 | 2.4546 | 16.8817 | 60.2842 |
|             | Bitwise-AND  | Top-2  | 0.9595  | 0.9793 (0.8951,1.0)  | 0.9735 | 1.3575 | 1.4091 | 2.5563 | 36.6339 |
|             |              | Top-3  | 0.9490  | 0.9738 (0.8794,1.0)  | 0.9625 | 1.5307 | 1.6137 | 3.0576 | 38.1265 |
|             | Bitwise-OR   | Top-2  | 0.9490  | 0.9738 (0.8794,1.0)  | 0.9625 | 1.5307 | 1.6137 | 3.0576 | 38.1265 |
|             |              | Top-3  | 0.9490  | 0.9738 (0.8794,1.0)  | 0.9625 | 1.5307 | 1.6137 | 3.0576 | 38.1265 |

The model trained on the P CXR dataset was considered the baseline. From Table 6, for the P1 test group, we observed that the performance achieved through bitwise operations applied to the predictions of the top-K adult models did not outperform the baseline. The baseline performance was significantly superior to other adult models (p < 0.05). For the P2 test group, we observed that the performance achieved through
Bitwise-AND applied to the predictions of the top-2 adult models outperformed the baseline in all evaluation metrics. A similar performance improvement was observed for the test group P3 using a bitwise-AND applied to the predictions of the top-2 adult models. However, no statistical significance was observed ($p > 0.05$) in the reported Dice scores for the P2 and P3 test groups.

We constructed a stacked ensemble of the top-K ($K = 2, 3$) adult models as discussed in Section 3.3. The performance achieved through the stacked ensemble is shown in Table 7 and was compared to the baseline. Fig. 7 shows the predictions of the stacked ensemble for CXR instances from the P1, P2, and P3 test groups.

Table 7 – Performance achieved through a stacked ensemble of the top-K ($K = 2, 3$) adult models for each pediatric test group. Bold numerical values denote superior performance in each test group.

| Test groups | Models | IoU   | Dice (CI)     | MS-SSIM       | MLCD | AHS   | HD95 | ASSD |
|------------|--------|-------|---------------|---------------|------|-------|------|------|
| P1         | P      | 0.8637| 0.9268 (0.7728,1.0) | 0.9745 | 3.4513 | 7.0228 | 39.3002 | 41.2564 |
| Top-2      | 0.8823 | 0.9375 (0.7944,1.0) | 0.9774 | 3.2382 | 3.3637 | 36.0285 | 40.1534 |
| Top-3      | 0.8774 | 0.9347 (0.7887,1.0) | 0.9761 | 5.4627 | 3.9091 | 37.5983 | 41.0432 |
| P2         | P      | 0.9004| 0.9476 (0.8416,1.0) | 0.9360 | 4.5234 | 4.8677 | 29.1362 | 52.9087 |
| Top-2      | 0.9178 | 0.9571 (0.8607,1.0) | 0.9565 | 2.1422 | 2.7942 | 20.1013 | 44.2035 |
| Top-3      | 0.9161 | 0.9562 (0.8589,1.0) | 0.9556 | 2.4771 | 3.2942 | 21.3986 | 45.0335 |
| P3         | P      | 0.9330| 0.9654 (0.8573,1.0) | 0.9390 | 4.1418 | 2.4546 | 16.8817 | 60.2842 |
| Top-2      | 0.9345 | 0.9661 (0.8591,1.0) | 0.9414 | 5.6276 | 2.7500 | 3.8712 | 39.6186 |
| Top-3      | 0.9409 | 0.9695 (0.8678,1.0) | 0.9436 | 3.2434 | 2.2046 | 2.3517 | 34.6828 |

As observed from Table 7 and Fig. 7, the stacked ensemble of the top-2 adult models outperformed the baseline for the pediatric test group P1. This was also evident from the MS-SSIM quality maps (Fig. 8(a) bottom) that showcased increased red activations at varying scales for the stacked ensemble predictions compared to the baseline (Fig. 8(a) top). This performance improvement could be attributed to the CXR modality-specific weight initializations as discussed in the literature (Islam et al., 2017; Rajaraman et al., 2018, 2020; Zamzmi et al., 2022; Zamzmi, Rajaraman, & Antani, 2021). Modality-specific weight
initializations might have facilitated transferring CXR modality-specific knowledge that was fine-tuned to improve performance in the related pediatric lung segmentation task. A similar improvement in performance was observed for the P2 and P3 test groups. For the P2 test group, the stacked ensemble of the top-2 adult models outperformed the baseline in all evaluation metrics. For the P3 test group, the stacked ensemble of the top-3 adult models delivered superior performance in terms of all evaluation metrics. The MS-SSIM quality maps ((Fig. 8(b) bottom) and (Fig. 8(c) bottom)) showcased qualitative shreds of evidence of this performance improvement with increasing red activations at varying scales for the masks predicted by the stacked ensemble compared to the baseline (Fig. 8(b) top and Fig. 8(c) top, respectively).

Fig. 7 – Visualizing and comparing the predictions of the Inception-V3 model trained on the P CXR dataset (baseline), the stacked ensemble of the top-2 and top-3 adult models, respectively, for a CXR instance from P1 (age = 18 months), P2 (age = 10
Fig. 8 – MS-SSIM quality maps at five different scales. (a) The predictions of the Inception-V3-UNet model trained on the P CXR dataset (top) and the stacked ensemble of the top-2 adult models (bottom) for an instance of CXR (age = 10 months) from the test group P1. (b) The prediction of the Inception-V3-UNet model trained on the P CXR dataset (top) and the stacked ensemble of the top-2 adult models (bottom) for a CXR instance (age = 3 years) from test group P2. (c) The prediction of the Inception-V3-UNet model trained on the P CXR dataset (top) and the stacked ensemble of the top-3 adult models (bottom) for an instance of CXR (age = 15 years) from test group P3.
We further constructed an ensemble of stacked ensembles as follows: The predictions of the stacked ensemble of the top-2 and top-3 adult models, respectively, were aggregated using bitwise operations. Table 8 shows the performance achieved in this regard.

For the P1 test group, we observed that the performance achieved with the bitwise-AND of the predictions of the stacked ensemble of the top-2 and top-3 adult models is superior considering all evaluation metrics compared to the baseline and those achieved by the top-2 and top-3 stacked ensemble models individually. A similar improvement in performance compared to the baseline and the individual top-2 and top-3 stacked ensemble models were observed for the P2 test group through the bitwise-AND operation. For the P3 test group, we observed the bitwise-OR delivered superior performance compared to the baseline. However, this performance improvement was not significant \((p > 0.05)\) compared to that achieved by the stacked ensemble of the top-3 adult models (Table 7).

5. CONCLUSION AND SCOPE FOR FUTURE RESEARCH

The strength of this study lies in proposing an effective framework to improve the generalization of adult...
lung segmentation models to the unseen pediatric population across the various age groups. This is achieved using a combination of approaches consisting of CXR modality-specific weight initializations, a stacked ensemble, and an ensemble of stacked ensembles. Our proposal does not require any additional pediatric CXRs data or associated labels to improve cross-domain generalization, allowing the expansion and utilization of existing systems for pediatric screening.

Although our results are promising, this study has some limitations. First, the limited number of publicly available adult CXRs, the pediatric CXRs, and their associated lung masks. Our choice of models was limited to the widely used UNet and TransUNet models. Advanced architecture including LinkNet (Chaurasia & Culurciello, 2018), PSPNet (H. Zhao et al., 2017), and Tri-lateral Attention Net (Zamzmi, Rajaraman, Sachdev, et al., 2021), among others, and their ensembles might reveal other insights. Future research could focus on continuous domain generalization, i.e., generalizing to a stream of external non-stationary targets. Interpretable domain generalization methods could also be proposed to explain the domain-variant and domain-invariant features.
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