A generalization of Larman–Rogers–Seidel’s theorem

Hiroshi Nozaki

February 1, 2011

Graduate School of Information Sciences, Tohoku University
Aramaki-Aza-Aoba 6-3-09, Aoba-ku, Sendai 980-8579, Japan
nozaki@ims.is.tohoku.ac.jp

Abstract

A finite set $X$ in the $d$-dimensional Euclidean space is called an $s$-distance set if the set of Euclidean distances between any two distinct points of $X$ has size $s$. Larman–Rogers–Seidel proved that if the cardinality of a two-distance set is greater than $2d+3$, then there exists an integer $k$ such that $a^2/b^2 = (k-1)/k$, where $a$ and $b$ are the distances.

In this paper, we give an extension of this theorem for any $s$. Namely, if the size of an $s$-distance set is greater than some value depending on $d$ and $s$, then certain functions of $s$ distances become integers. Moreover, we prove that if the size of $X$ is greater than the value, then the number of $s$-distance sets is finite.
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1 Introduction

Let $\mathbb{R}^d$ be the $d$-dimensional Euclidean space. A subset $X$ in $\mathbb{R}^d$ is called an $s$-distance set, if $|A(X)| = s$ where $A(X) = \{d(x, y) \mid x, y \in X, x \neq y\}$, $d(x, y)$ is the Euclidean distance of $x$ and $y$, and $|\ast|$ denotes the cardinality. A basic problem is to determine the maximum possible cardinality of $s$-distance sets in $\mathbb{R}^d$ or in the unit sphere $S^{d-1}$ for a fixed $s$.

An absolute upper bound for the cardinality of an $s$-distance set in $\mathbb{R}^d$ was given by Bannai, Bannai and Stanton, i.e. $|X| \leq \binom{d+s}{s}$ (for $s = 2$, the bound was proved in [5]). We also have the bound $|X| \leq \binom{d+s-1}{s} + \binom{d+s-2}{s-1}$ for an $s$-distance set in $S^{d-1}$ [8].

Larman, Rogers and Seidel [13] proved a very useful theorem to determine the maximum cardinality of two-distance sets. Namely, if the cardinality of a two-distance set $X$ in $\mathbb{R}^d$ is at least $2d+4$, then there exists a positive integer $k$ such that $a_1^2/a_2^2 = (k-1)/k$ where $A(X) = \{a_1, a_2\}$. Moreover, the integer $k$ is bounded above by $1/2 + \sqrt{d/2}$. The condition $|X| \geq 2d+4$ was improved to
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$|X| \geq 2d+2$ in [16]. There exists a $(2d+1)$-point two-distance set whose $\alpha_2^2/\alpha_3^2$ is not an integer. Indeed, they are obtained from the spherical embedding of the conference graph [16]. Since we may assume $\alpha_2 = 1$ for a two-distance set in $\mathbb{R}^d$, the distance $\alpha_3$ is determined by an integer $k$.

The maximum cardinalities of two-distance sets were determined for $d \leq 8$ [6 12] [13]. Larman–Rogers–Seidel’s theorem helped the classification of maximum two-distance sets for $d \leq 7$ in [14].

Musin [15] gave a certain general method to improve the known upper bounds for spherical two-distance sets. Let $\beta_1, \beta_2$ be the inner products between distinct points of a spherical two-distance set, and $k$ be the ratio of Larman–Rogers–Seidel’s theorem. In his method, one inner product $\beta_1$ is expressed by a certain function of an integer $k$ and the other inner product $\beta_2$ by Larman–Rogers–Seidel’s theorem. This is one of the key ideas in [15], and the maximum cardinalities of two-distance sets in $S^{d-1}$ were determined for $7 \leq d \leq 21$ and $24 \leq d \leq 39$.

Larman–Rogers–Seidel’s theorem can be expected a lot of applications, and its extension for any $s$ is one of the most important problems in the theory of few distance sets.

In the present paper, we give a generalization of Larman–Rogers–Seidel’s theorem for any $s$. Namely, if the cardinality of an $s$-distance set $X \subset \mathbb{R}^d$ is at least $2 \left( \binom{d+s-1}{s-1} + 2 \binom{d+s-2}{s-2} \right)$, then

$$\prod_{i=1,2,\ldots,s; i \neq j} \frac{\alpha_j^2}{\alpha_i^2}$$

is an integer $k_i$ for each $i = 1, 2, \ldots, s$, where $A(X) = \{\alpha_1, \alpha_2, \ldots, \alpha_s\}$. Moreover, $|k_i|$ is bounded by a certain function of $s$ and $d$. For $s = 2$, $k_1 = \alpha_2^2/(\alpha_2^2 - \alpha_1^2)$ is an integer, and we can transform the equality to $\alpha_2^2/\alpha_1^2 = (k_1 - 1)/k_1$.

This theorem is exactly an extension of Larman–Rogers–Seidel’s theorem. Furthermore we show that the distances $\alpha_i$ ($\alpha_s = 1$) are uniquely determined from given integers $k_i$.

A problem about the finiteness of the number of $s$-distance sets is also interesting. Einhorn–Schoenberg [9] proved that there are finitely many two-distance sets $X$ with $|X| \geq d + 2$. Actually we have infinitely many two-distance sets $X$ in $\mathbb{R}^d$ with $|X| = d + 1$ [9]. In Section 4, we prove that there are finitely many $s$-distance sets $X$ in $\mathbb{R}^d$ with $|X| \geq 2 \left( \binom{d+s-1}{s-1} + 2 \binom{d+s-2}{s-2} \right)$. The result of Einhorn–Schoenberg is much better for $s = 2$, but our result is new for $s > 2$.

In Section 5, we show a generalization of Larman–Rogers–Seidel’s theorem for spherical $s$-distance sets. The statement is the same as the Euclidean case except for the condition $|X| \geq 2 \left( \binom{d+s-2}{s-1} + 2 \binom{d+s-3}{s-2} \right)$. The inequality is not restrictive in comparison with the Euclidean case.

A finite $X \subset \mathbb{R}^d$ is said to be antipodal if $-x \in X$ for every $x \in X$. The cardinality of an antipodal $s$-distance set in $S^{d-1}$ is bounded above by $2 \binom{d+s-2}{s-1}$ [7] [8]. Antipodal spherical $s$-distance sets are closely related with spherical $t$-designs [8] or Euclidean lattices. Indeed, a tight (or minimal) spherical $(2s-1)$-design becomes an antipodal $s$-distance set whose size is $2 \binom{d+s-2}{s-1}$ [8]. In Section 5, we prove that if an antipodal spherical $s$-distance set $X$ has sufficiently large size, then every usual inner product of any distinct two points in $X$ is a rational number.
2 Preliminaries

We prepare some notation and results. Let $\text{Hom}_l(\mathbb{R}^d)$ be the linear space of all real homogeneous polynomials of degree $l$, with $d$ variables. We define $P_l(\mathbb{R}^d) := \sum_{i=0}^l \text{Hom}_i(\mathbb{R}^d)$ and $P^*_{l}(\mathbb{R}^d) := \sum_{i=0}^{\lfloor l/2 \rfloor} \text{Hom}_{i-2}(\mathbb{R}^d)$. Let $\xi_1, \xi_2, \ldots, \xi_d$ be independent variables, and let $\xi_0 = \xi_1^2 + \xi_2^2 + \cdots + \xi_d^2$. We define $W_l(\mathbb{R}^d)$ to be the linear space spanned by the monomials $\xi_0^{\lambda_0} \xi_1^{\lambda_1} \cdots \xi_d^{\lambda_d}$ with $\lambda_0 + \lambda_1 + \cdots + \lambda_d \leq l$ and $\lambda_i \geq 0$. Let $P_l(X), P^*_{l}(X)$ and $W_l(X)$ be the linear spaces of all functions which are the restrictions of the corresponding polynomials to $X \subset \mathbb{R}^d$. Then we know the dimensions of the following linear spaces.

**Theorem 2.1 ([1],[8]).**

(i) $\dim P_l(\mathbb{R}^d) = \binom{d+l}{l+1}$.

(ii) $\dim P_l(S^{d-1}) = \binom{d+l-1}{l-1} + \binom{d+l-2}{l-2}$.

(iii) $\dim P^*_{l}(S^{d-1}) = \binom{d+l-1}{l}$.

(iv) $\dim W_l(\mathbb{R}^d) = \binom{d+l}{l} + \binom{d+l-1}{l-1}$.

We prove several lemmas that will be needed later.

**Lemma 2.2.** Let $\mathcal{P}(\mathbb{R}^d)$ be a linear subspace of $P_l(\mathbb{R}^d)$, and $X$ a subset of $\mathbb{R}^d$. Let $p_1, p_2, \ldots, p_m \in \mathcal{P}(\mathbb{R}^d)$, and $x_1, x_2, \ldots, x_n \in X$. Let $M$ be the $m \times n$ matrix whose $(i,j)$-entry is $p_i(x_j)$. Then the rank of $M$ is at most $\dim \mathcal{P}(X)$.

**Proof.** If the rank of $M$ is more than $\dim \mathcal{P}(X)$, then we have more than $\dim \mathcal{P}(X)$ linearly independent polynomials on $X$, it is a contradiction. \qed

**Lemma 2.3.** Let $M$ be a symmetric matrix of size $n$. Let $e$ be an eigenvalue of multiplicity at least $m$. If the diagonal entries of $M$ are all 0 and the non-diagonal entries are 0 or ±1, then $e^2 \leq (n-1)(n-m)/m$.

**Proof.** Let $a_1, a_2, \ldots, a_n$ be the eigenvalues of $M$. We put $a_{n-m+1} = e, a_{n-m+2} = e, \ldots, a_n = e$. Since the sum of eigenvalues of $M$ is the trace of $M$, and the sum of the squares of the eigenvalues is the trace of $M^2$, we have

$$a_1 + a_2 + \cdots + a_{n-m} + me = 0,$$

$$a_1^2 + a_2^2 + \cdots + a_{n-m}^2 + me^2 \leq n(n-1).$$

By the Cauchy-Schwartz inequality,

$$m^2e^2 = \left( \sum_{i=1}^{n-m} a_i \right)^2$$

$$\leq \left( \sum_{i=1}^{n-m} a_i^2 \right) \left( \sum_{i=1}^{n-m} 1^2 \right)$$

$$\leq (n-m) \left( n(n-1) - me^2 \right).$$

This implies $e^2 \leq (n-1)(n-m)/m$. \qed

Let $I$ be the identity matrix.
Lemma 2.4. Let $M$ be a symmetric matrix whose diagonal entries are all $k \in \mathbb{R}$ and non-diagonal entries are integers. Suppose the multiplicity of the zero eigenvalue of $M$ is greater than the maximum multiplicity of the non-zero eigenvalues of $M$. Then $k$ is an integer.

Proof. We can write $M = kI + A$, where $A$ is a symmetric matrix whose diagonal entries are 0 and non-diagonal entries are integers. Let $m$ be the multiplicity of the zero eigenvalue of $M$. Then $-k$ is a non-zero eigenvalue of $A$ of multiplicity $m$. Since the diagonal entries of $A$ are 0 and the non-diagonal entries are integers, $-k$ is a real algebraic integer. Suppose $-k$ is irrational. The characteristic polynomial of $A$ is divisible by $f^m$ where $f$ is the minimal polynomial of $-k$. Hence, $-k$ has at least one conjugate $k' \in \mathbb{R}$ as an eigenvalue of $A$ of multiplicity $m$. Therefore $k + k'$ is a non-zero eigenvalue of $M$ of multiplicity $m$. This contradicts the fact that $m$ is greater than the maximum multiplicity of the non-zero eigenvalues of $M$. Thus $-k$ is a rational algebraic integer, and hence $k$ is an integer.

Throughout this paper, we use the function

$$U(N) := \left\lfloor \frac{1}{2} + \sqrt{\frac{N^2}{2N^2 - 2} + \frac{1}{4}} \right\rfloor.$$ 

The following is a key lemma to prove the main results of this paper.

Lemma 2.5. Let $X$ be a finite subset of $\Omega \subset \mathbb{R}^d$, and $\mathcal{P}(\mathbb{R}^d)$ a linear subspace of $\mathcal{P}(\mathbb{R}^d)$. Let $N = \dim \mathcal{P}(\Omega)$. Suppose that there exists $F_x \in \mathcal{P}(\Omega)$ for each $x \in X$ such that $F_x(x) = k$ where $k$ is constant, $F_x(y) = 0$ or 1 for all $y \in X$ with $y \neq x$, and $F_x(y) = F_y(x)$ for all $x, y \in X$. If $|X| \geq 2N$, then $k$ is an integer, and $|k| \leq U(N)$.

Proof. Let $M$ be the symmetric matrix $(F_x(y))_{x,y \in X}$. By Lemma 2.2 the rank of $M$ is at most $N$. Since $|X| \geq 2N$, the multiplicity of the zero eigenvalue of $M$ is at least $N$. We can express

$$M = kI + A,$$

where $A$ is a symmetric $(0,1)$-matrix whose diagonal entries are 0. The matrix $A$ is regarded as the adjacency matrix of a simple graph (i.e. the matrix with rows and columns indexed by the vertices, such that $(u, v)$-entry is equal to 1 if $u$ is adjacent to $v$, and other entries are zero).

If there exists a connected component whose diameter (i.e. longest shortest path) is at least 2, then $A$ has at least 3 distinct eigenvalues [11, Lemma 8.12.1, page 186]. Then the multiplicity of a nonzero eigenvalue of $M$ is at most $N - 1$. By Lemma 2.4, $k$ is an integer.

If every connected component is of diameter 1 or an isolated vertex, then the eigenvalues of $A$ are integers. Since $-k$ is an eigenvalue of $A$, $k$ is an integer.

By (2.1), we have the equality

$$2A - (J - I) = 2M - J - (2k - 1)I,$$

where $J$ is the matrix of all ones. Let $D = 2A - (J - I)$. The diagonal entries of $D$ are 0, and its non-diagonal entries are 1 or $-1$. Since the rank of $2M - J$
is at most \( N + 1 \), the multiplicity of the zero eigenvalue of \( 2M - J \) is at least \( |X| - N - 1 \). Therefore \(-2k + 1\) is an eigenvalue of \( D \) of multiplicity at least \( |X| - N - 1 \). By Lemma \( \ref{lemma2.3} \), \( (2k - 1)^2 \leq (N + 1)(|X| - 1)/(|X| - N - 1) \). Since \( |X| \geq 2N \), we have

\[
\frac{(N + 1)(|X| - 1)}{|X| - N - 1} = N + 1 + \frac{N(N + 1)}{|X| - N - 1} \leq \frac{2N^2}{N - 1} + 1.
\]

This implies the second statement.

\[\square\]

### 3 Euclidean case

We define \(|\xi| = \sqrt{\sum_{i=1}^{d} \xi_i^2}\) where \( \xi = (\xi_1, \xi_2, \ldots, \xi_d) \in \mathbb{R}^d \). The following is the main theorem of the present paper.

**Theorem 3.1.** Let \( X \) be an \( s \)-distance set in \( \mathbb{R}^d \) with \( s \geq 2 \), and \( A(X) = \{\alpha_1, \alpha_2, \ldots, \alpha_s\} \). Let \( N = (\frac{d+s-1}{s-1}) + (\frac{d+s-2}{s-2}) \). If \( |X| \geq 2N \), then

\[
\prod_{j=1,2,\ldots, s, j \neq i} \frac{\alpha_j^2}{\alpha_j^2 - \alpha_i^2}
\]

is an integer \( k_i \) for each \( i = 1, 2, \ldots, s \). Furthermore \(|k_i| \leq U(N)\).

**Proof.** We fix \( i \in \{1, 2, \ldots, s\} \). For each \( x \in X \), we define the polynomial

\[
F_x(\xi) = \prod_{j=1,2,\ldots, s, j \neq i} \frac{\alpha_j^2 - ||x - \xi||^2}{\alpha_j^2 - \alpha_i^2}.
\]

Then, \( F_x \in W_{s-1}(\mathbb{R}^d) \), \( F_x(x) = \prod_{j \neq i} \alpha_j^2 / (\alpha_j^2 - \alpha_i^2) \), \( F_x(y) = 1 \) if \( d(x, y) = \alpha_i \), \( F_x(y) = 0 \) if \( d(x, y) \neq \alpha_i \), and \( F_x(y) = F_y(x) \) for all \( x, y \in X \). By Lemma \( \ref{lemma2.5} \), the theorem follows.

**Remark 3.2.** For \( s = 2 \) the upper bound for \(|k_i|\) in Theorem 3.1 is worse than that in the original theorem of Larman–Rogers–Seidel.

**Remark 3.3.** If the dimension of the linear space spanned by \( \{F_x\}_{x \in X} \) is smaller than \( \dim W_{s-1}(\mathbb{R}^d) \), then we can make the condition of \(|X|\) be stronger.

**Example 3.4.** Let \( X_{d,s} \) be the set of all vectors those are of length \( d + 1 \), and have exactly \( s \) entries of 1 and \( d+1-s \) entries of 0. For any \( x \in X_{d,s} \), the usual inner product of \( x \) and the vector of all ones is equal to \( s \). If \( s \leq (d+1)/2 \), the set \( X_{d,s} \) can be regarded as a \((\frac{d+1}{s})\)-point \( s \)-distance set in \( \mathbb{R}^d \). The inequality \((\frac{d+1}{s}) \geq 2N\) holds for every sufficiently large \( d \). For instance, for \( s = 3 \) and \( d \geq 10 \), the inequality holds.
The number of Euclidean $s$-distance sets

In this section, we prove that there are finitely many $s$-distance sets $X$ in $\mathbb{R}^d$ with $|X| \geq 2\binom{d+s-1}{s-1} + 2\binom{d+s-2}{s-2}$.

Let $D := \{(t_1, t_2, \ldots, t_s) \in \mathbb{R}^{s-1} | 0 < t_1 < t_2 < \cdots < t_{s-1} < 1\}$. For each $i \in \{1, 2, \ldots, s\}$, $K_i$ is the function from $D$ to $\mathbb{R}$ defined by

$$K_i(t_1, t_2, \ldots, t_{s-1}) := \prod_{j=1,2,\ldots,s,j\neq i} \frac{t_j}{t_j - t_i},$$

where $t_s = 1$. It is easy to prove that the equality $\sum_{i=1}^{s} K_i = 1$ holds. Let $F$ be a function from $D$ to $(K_1, K_2, \ldots, K_{s-1})$. If the Jacobian of any point in $D$ is not equal to zero, then there exists the inverse function $F^{-1}$ by the inverse function theorem. This means that we can uniquely determine the distances $\alpha_i$ for given integers $k_i$ in Theorem 3.1.

**Lemma 4.1.** Let $F(t_1, t_2, \ldots, t_{s-1}) = (K_1, K_2, \ldots, K_{s-1})$. Let $J$ be the Jacobian matrix of $F$. Then

$$\det(J) = (s-1)! \prod_{i=1}^{s-1} \frac{K_i}{t_s - t_i}.$$

**Proof.** Let $m_{i,j} = 1/(t_i - t_j)$. By direct calculations, we have

$$\frac{\partial K_i}{\partial t_j} = \begin{cases} \sum_{k=1,2,\ldots,s,k\neq i} m_{k,i} K_i & \text{if } i = j, \\ \frac{1}{t} m_{i,j} K_i & \text{if } i \neq j. \end{cases}$$

Therefore $\det(J) = (\prod_{i=1}^{s-1} K_i) \det(M)$, where $M(i,j) = \sum_{k=1,2,\ldots,s,k\neq i} m_{k,i}$ if $i = j$, and $M(i,j) = t_i m_{i,j}/t_j$ if $i \neq j$. Note that

$$M = \text{diag}(t_1, t_2, \ldots, t_{s-1})M' \text{ diag}(t_1, t_2, \ldots, t_{s-1})^{-1}$$

where $M'(i,j) = \sum_{k=1,2,\ldots,s,k\neq i} m_{k,i}$ if $i = j$, and $M'(i,j) = m_{i,j}$ if $i \neq j$. Thus, $\det(M) = \det(M')$. Using the common denominator for all terms, we can write

$$\det(M') = \frac{P(t_1, \ldots, t_{s-1})}{\prod_{i=1}^{s-1} (t_s - t_j) \prod_{1 < j < s} (t_i - t_j)^2},$$

where $P(t_1, \ldots, t_{s-1})$ is a polynomial of degree at most $(s-1)(s-2)$.

Fix $i$ and $j$ with $i \neq j$. Adding each column except for the column $i$ of $M'$ to the column $i$, the column $i$ changes to $(m_{s,1}, m_{s,2}, \ldots, m_{s,s-1})$. Multiplying the column $j$ of $M'$ by $(t_i - t_j)$.
\[(t_i - t_j) \det(t' M')\]

\[
\begin{pmatrix}
  i & j \\
  i & m_{s,1} & m_{s,2} & \cdots & m_{s,i} & \cdots & m_{s,j} & \cdots & m_{s,s-1} \\
  j & m_{1,i} & m_{2,i} & \cdots & 1 & \cdots & 1 + \sum_{k=1,\ldots,s,k \neq i,j} \frac{m_{k,j}}{m_{1,j}} & \cdots & \frac{m_{s-1,j}}{m_{1,j}} \\
  \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
  \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\end{pmatrix}
\]

where other entries of the right hand side of (4.1) are the same as those of \(t' M'\). When \(t_i = t_j\), the right hand side of (4.1) is defined, and the column \(i\) coincides with the column \(j\). Thus, \(t_i = t_j\), we have \((t_i - t_j) \det(M') = 0\). This means that \(P(t_1,\ldots,t_{s-1})\) has the factor \((t_i - t_j)^2\) for any \(i\) and \(j\) with \(i < j < s\). Since the degree of \(P(t_1,\ldots,t_{s-1})\) is at most \((s-1)(s-2)\), we have \(P(t_1,\ldots,t_{s-1}) = c \prod_{i<j<s} (t_i - t_j)^2\), where \(c\) is constant. Thus, \(\det(M') = c \prod_{j=1}^{s-1} m_{s,j}\) and hence \(\prod_{j=1}^{s-1} (t_s - t_j) \det(M') = c\). Multiplying the column \(i\) of
Proof. This lemma follows straightforward from Lemma 4.1.

**Lemma 4.2.** Let $X$ be an $s$-distance set with $|X| \geq 2^\left(\frac{d+1}{s-1}\right) + 2^\left(\frac{d+s-2}{s-2}\right)$, and $A(X) = \{\alpha_1, \alpha_2, \ldots, \alpha_s = 1\}$. Suppose $k_i$ are the ratios in Theorem 4.2. Then the distances $\alpha_i$ are uniquely determined from given integers $k_i$.

**Proof.** This lemma is straightforward from Lemma 4.1.

**Example 4.3.** For $s = 3$,

\[ \alpha_1^2 = \frac{k_1(-1 + k_1 + k_2) + k_1k_2(-1 + k_1 + k_2)}{k_1(k_1 + k_2)}, \]

\[ \alpha_2^2 = \frac{k_1(-1 + k_1 + k_2) + k_1k_2(-1 + k_1 + k_2)}{k_2(k_1 + k_2)}, \]

where $k_1 > 0$ and $k_2 < 0$.

**Theorem 4.4.** There are finitely many $s$-distance sets $X$ in $\mathbb{R}^d$ with $|X| \geq 2^\left(\frac{d+1}{s-1}\right) + 2^\left(\frac{d+s-2}{s-2}\right)$. 

\[ = (s - 1)! \]

Therefore, we have $c = (s - 1)!$, and hence this lemma follows. 

\[ = \prod_{j=1}^{s-1} (t_s - t_j) \text{det}(M') \]

\[ = \begin{vmatrix} 1 + \sum_{k=2}^{s-1} \frac{m_{k-1}}{m_{s-1}} & \cdots & \frac{m_{s-1}}{m_{s-1}} \\ \vdots & \ddots & \vdots \\ 0 & \cdots & 1 + \sum_{k=2}^{s-1} \frac{m_{s-1}}{m_{s-1}} \end{vmatrix} \]

\[ = \begin{vmatrix} 1 + \sum_{k=3}^{s-1} \frac{m_{k-2}}{m_{s-2}} & \cdots & \frac{m_{s-1}}{m_{s-1}} \\ \vdots & \ddots & \vdots \\ 0 & \cdots & 1 + \sum_{k=3}^{s-1} \frac{m_{s-1}}{m_{s-1}} \end{vmatrix} \]

\[ \rightarrow \begin{vmatrix} 1 & \cdots & 1 \\ 0 & \cdots & 1 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & 1 \end{vmatrix} \]

\[ = (s - 1)! \]
Proof. By Theorem 5.1, we have finitely many pairs of integers \( k_1, k_2, \ldots, k_{s-1} \). Therefore, we have finitely many possible pairs of distances \( \alpha_1, \alpha_2, \ldots, \alpha_{s-1} \) by Lemma 4.2. For the finitely many pairs of distances, we can make finitely many distance matrices. If there exists \( X \subset \mathbb{R}^d \) such that \( C = \{ d(x, y)^2 \}_{x, y \in X} \) for a given distance matrix \( C \), then the finite set is unique up to congruences [16]. Therefore this theorem follows. \( \square \)

**Remark 4.5.** Einhorn and Schoenberg [9] proved that there are finitely many two-distance sets \( X \) in \( \mathbb{R}^d \) with \( |X| \geq d + 2 \). The condition \( |X| \geq d + 2 \) is best possible because there are infinitely many \( (d + 1) \)-point two-distance sets. The inequality for \( |X| \) in Theorem 4.4 is not sharp even for \( s = 2 \), hence it must be improved.

## 5 Spherical case

In this section, we discuss \( s \)-distance sets on the unit sphere \( S^{d-1} \). Let \( B(X) := \{ (x, y) \mid x, y \in X, x \neq y \} \), where \( (, ) \) means the usual inner product in \( \mathbb{R}^d \).

The following is a generalization of Larman–Rogers–Seidel’s theorem for spherical \( s \)-distance sets. The condition of \( |X| \) is stronger than that in Theorem 3.1.

**Theorem 5.1.** Let \( X \) be an \( s \)-distance set in \( S^{d-1} \) with \( s \geq 2 \), and \( B(X) = \{ \beta_1, \beta_2, \ldots, \beta_s \} \). Let \( N = (\frac{d+s-2}{s-1}) + (\frac{d+s-3}{s-1}) \). If \( |X| \geq 2N \), then

\[
\prod_{j=1,2,\ldots,s,j\neq i} \frac{1 - \beta_j}{\beta_i - \beta_j}
\]

is an integer \( k_i \) for each \( i = 1, 2, \ldots, s \). Furthermore \( |k_i| \leq U(N) \).

**Proof.** We fix \( i \in \{1, 2, \ldots, s\} \). For each \( x \in X \), we define the polynomial

\[
F_x(\xi) = \prod_{j=1,2,\ldots,s,j\neq i} \frac{(x, \xi) - \beta_j}{\beta_i - \beta_j}.
\]

Then \( F_x \in P_{s-1}(S^{d-1}) \). \( F_x(x) = \prod_{j \neq i} (1 - \beta_j) / (\beta_i - \beta_j) \), and \( \{F_x\} \) satisfies the condition in Lemma 2.5. Hence this theorem follows. \( \square \)

A finite \( X \subset S^{d-1} \) is said to be antipodal if \(-x \in X \) for any \( x \in X \). Let \( Y_X \) denote a subset of an antipodal set \( X \) such that \( Y_X \cup (-Y_X) = X \) and \( |Y_X| = |X|/2 \). If \( X \) is an antipodal spherical \( s \)-distance set, then \( Y_X \) is an \( (s-1) \)-distance set. In the following theorems for antipodal spherical \( s \)-distance sets, the inequality for \( |X| \) is not restrictive in comparison with that in Theorem 5.1.

**Theorem 5.2.** Let \( X \) be an antipodal \( s \)-distance set in \( S^{d-1} \) where \( s \) is an odd integer at least 5. Let \( B(X) = \{-1, \pm \beta_1, \pm \beta_2, \ldots, \pm \beta_{s-1}\} \).

1. Let \( N = (\frac{d+s-1}{s-1}) \). If \( |X| \geq 4N \), then

\[
\prod_{j=1,2,\ldots,s, j\neq i} \frac{1 - \beta_j^2}{\beta_i^2 - \beta_j^2}
\]

is an integer. \( \square \)
is an integer $k_i$ for each $i = 1, 2, \ldots, (s - 1)/2$. Furthermore $|k_i| \leq U(N)$.

(2) Let $N = \binom{d+s-3}{s-2}$. If $|X| \geq 4N + 2$, then

$$\frac{1}{\beta_i} \prod_{j=1,2,\ldots,s-1,j\neq i} \frac{1 - \beta_j^2}{\beta_i^2 - \beta_j^2} \quad (5.2)$$

is an integer $k_i$ for each $i = 1, 2, \ldots, (s-1)/2$. Furthermore $|k_i| \leq \lfloor 2N^2/(N + 1) \rfloor$.

Proof. (1): We fix $i \in \{1, 2, \ldots, (s - 1)/2\}$. For each $x \in Y_X$, we define the polynomial

$$F_x(\xi) = \prod_{j=1,2,\ldots,s-1,j\neq i} (x, \xi)^2 - \beta_j^2 \quad \beta_i^2 - \beta_j^2.$$

Then $F_x \in P_{s-3}(S^{d-1})$, $F_x(x) = 1/\beta_i \prod_{j \neq i} (1 - \beta_j^2)/\beta_i^2$, $F_x(y) = \pm 1$ if $(x, y) = \pm \beta_i$, $F_x(y) = 0$ if $(x, y) \neq \pm \beta_i$, and $F_x(y) = F_y(x)$ for all $x, y \in Y_X$.

Let $M$ be the symmetric matrix $(F_x(y))_{x,y \in Y_X}$. Note $|Y_X| \geq 2N + 1$. Since the rank of $M$ is at most $N$, the multiplicity of a non-zero eigenvalue is at most $N$, and the multiplicity of the zero eigenvalue is at least $N + 1$. By Lemma 2.3, $1/\beta_i \prod_{j \neq i} (1 - \beta_j^2)/\beta_i^2$ is an integer $k_i$ for any $i$.

Note that $-k_i$ is eigenvalue of $A := M - k_i I$ of multiplicity at least $|Y_X| - N$. By Lemma 2.3 and $|Y_X| \geq 2N + 1$, we have

$$k_i^2 \leq \frac{N(|Y_X| - 1)}{|Y_X| - N} = N + \frac{N(N - 1)}{|Y_X| - N} \leq \frac{2N^2}{N + 1}.$$

Therefore (2) follows. \hfill \Box

**Theorem 5.3.** Let $X$ be an antipodal $s$-distance set in $S^{d-1}$ where $s$ is an even integer at least $4$. Let $B(X) = \{-1, \beta_1 = 0, \pm \beta_2, \ldots, \pm \beta_s\}$.

(1) Let $N = \binom{d+s-3}{s-2}$. If $|X| \geq 4N$, then

$$\prod_{j=1,2,\ldots,s-1,j\neq i} \frac{1 - \beta_j^2}{\beta_i^2 - \beta_j^2} \quad (5.3)$$

is an integer $k_i$ for each $i = 1, 2, \ldots, s/2$. Furthermore $|k_i| \leq U(N)$.

(2) Let $N = \binom{d+s-4}{s-3}$. If $|X| \geq 4N + 2$, then

$$\frac{1}{\beta_i} \prod_{j=2,3,\ldots,s,j\neq i} \frac{1 - \beta_j^2}{\beta_i^2 - \beta_j^2} \quad (5.4)$$

is an integer $k_i$ for each $i = 2, 3, \ldots, s/2$. Furthermore $|k_i| \leq \lfloor \sqrt{2N^2/(N + 1)} \rfloor$.
Proof. (1): We fix \( i \in \{1, 2, \ldots, s/2\} \). For each \( x \in Y_X \), we define the polynomial
\[
F_x(\xi) = \prod_{j=1, 2, \ldots, s/2, j \neq i} (x, \xi)^2 - \beta_j^2 \beta_i^2 - \beta_j^2.
\]
Then \( F_x \in P_{s/2}(S^{d-1}) \), \( F_x(x) = \prod_{j \neq i} (1 - \beta_j^2)/\beta_i^2 - \beta_j^2 \), and \( \{F_x\} \) satisfies the condition in Lemma 2.5. Hence (1) follows.

(2): For each \( x \in Y_X \), we define the polynomial
\[
F_x(\xi) = \frac{(x, \xi)}{\beta_i} \prod_{j=2, 3, \ldots, s/2, j \neq i} (x, \xi)^2 - \beta_j^2 \beta_i^2 - \beta_j^2.
\]
Then \( F_x \in P_{s/2}(S^{d-1}) \). By the same manner as the proof of Theorem 5.2 (2), this proof is complete.

By the above theorems, we show the rationality of the inner products for a large antipodal \( s \)-distance set in \( S^{d-1} \).

Theorem 5.4. Suppose \( X \) is an antipodal \( s \)-distance set in \( S^{d-1} \) with \( s \geq 4 \). Suppose \( |X| \geq 4\left(\frac{d+s-3}{s-2}\right) + 2 \). Then \( \beta \) is rational for any \( \beta \in B(X) \).

Proof. By assumption, the values (5.1), (5.2), (5.3), and (5.4) are integers. Dividing (5.1) by (5.2), or (5.4) by (5.3), we have every inner product \( \beta_i \) is a rational number.

Remark 5.5. Bannai–Damerell [2, 3] proved the result about the non-existence of tight spherical designs. They showed the rationality of inner products of the finite set by the theory of association schemes. The rationality played an important role to prove the non-existence of tight designs. Theorem 5.4 shows another proof of the rationality of the inner products in a tight spherical \( (2s-1) \)-design for sufficiently large \( d \). The rationality of inner products might be useful for a classification problem.

Finally remark that by the same method in the present paper, we can obtain similar theorems to Theorems 3.1 or 5.1 for spherical polynomial spaces [10, Chapter 14] (for example, the Johnson scheme, or the Hamming scheme).
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