A Comprehensive Filter Feature Selection for Improving Document Classification
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Abstract

High dimension of bag-of-words vectors poses a serious challenge from sparse data, overfitting, irrelevant features to document classification. Filter feature selection is one of effective methods for dimensionality reduction by removing irrelevant features from feature set. This paper focuses on two main problems of filter feature selection which are the feature score computation and the imbalance in the feature selection performance between categories. We propose a novel filter feature selection method, named ExFCFS, to comprehensively resolve these problems. We experiment on related filter feature selection methods with two benchmark datasets - Reuters-21578 dataset and Ohsumed dataset. The experimental results show the effectiveness of our solutions in terms of both Micro-F1 measure and Macro-F1 measure.
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1 Introduction

Document classification is to assign documents to predefined categories based on their text contents (Sebastiani 2002). It is a useful tool for managing the organization of a large set of documents. In the document classification, a bag-of-words vector is usually used for presenting a document (Yang et al. 2012), (Joachims 1996). Concretely, a document is shown in the form of a vector in which each term appearing in the document is considered as a feature.

However, with a large set of documents, the dimension of a bag-of-words vector can reach thousands (Fragoudis et al. 2005), (Yang et al. 2012). Therefore, it poses a serious challenge from sparse data, overfitting, irrelevant features to document classification (Fragoudis et al. 2005), (Sebastiani 2002). In (Bellman 1961), the author referred it to as "the curse of dimensionality". Thus, dimensionality reduction is a major research area.

The aim of dimensionality reduction is to decrease the number of features without degrading the performance of the system (Sebastiani 2002). An efficient approach for dimension reduction is Feature Selection (FS) (Yang and Pedersen 1997). Feature selection eliminates irrelevant features to select a good subset of the original feature set. A strong point of FS is that the interpretation of the important features in the original set is not altered in dimensionality reduction process.

Two main types of FS are wrapper methods (Bermejo et al. 2014) and filter methods (Yang and Pedersen 1997). Wrapper methods select a subset of features which is the most suitable with a specific classification algorithm. Conversely, filter methods do not depend on any classification algorithms. It relies on a function for evaluating the importance of a feature in the classification process. A subset of features is selected by simply ranking the value of every feature on the evaluation function. Therefore, it is commonly used in document classification (Fragoudis et al. 2005), (Yang et al. 2012).
In this paper, we focus on filter feature selection methods. Table 1 shows their general structure.

| Input: | Bag-of-words vectors; $L$: the number of selected features. |
|--------|---------------------------------------------------------------|
| Output: | $S_L$: a subset of features with predefined size $L$. |
| Step 1: | For each term $t_k$ ($k = 1 ... | T |$) |
| Step 2: | For each category $C_i$ ($i = 1 ... | | C |$) |
| Step 3: | Compute the importance of term $t_k$ for the prediction of category $C_i$: $\text{catScore}(t_k, C_i)$. |
| Step 4: | End for |
| Step 5: | Compute global score of term $t_k$ for the prediction of all categories from $\text{catScores}$ of term $t_k$: $\text{globalScore}(t_k)$. |
| Step 6: | End for |
| Step 7: | Select $L$ terms from top $L$ highest $\text{globalScores}$: $S_L$. |

Table 1: The general structure of filter FS methods

Specifically, filter feature selection methods compute the importance of term $t_k$ for the prediction of category $C_i$, noted by $\text{catScore}(t_k, C_i)$. Then, the importance of term $t_k$ for the prediction of all categories, noted by $\text{globalScore}(t_k)$, is calculated by using the average or maximum value of category-specific scores of term $t_k$ over the different categories (Yang and Pedersen 1997). The terms from top highest $\text{globalScore}$ are selected to the final set.

Next, we present main methods for computing $\text{catScore}(t_k, C_i)$ as following:

### 1.1 Information Gain

The basic idea of Information Gain (Quinlan 1986) is to measure predictable bits of category value if we know in advance the occurrence of a term. With IG, the score of term $t_k$ with respect to a specific category $C_i$ is as following:

$$\text{catScore}_{\text{IG}}(t_k, C_i) = \sum_{C \in \{C_1, \ldots, C_i\}} \sum_{t \in \{t_k \in C_i\}} P(t, C) \log \frac{P(t, C)}{P(t) \cdot P(C)}$$

where $P(t, C)$ is the probability of a document belonging to category $C$ and containing term $t$; $P(C)$ is the probability of a document belonging to category $C$; $P(t)$ is the probability of a document containing term $t$. However, it is impossible to determine a set of features whose IG is maximal. It is NP problem (Yan et al. 2005). Therefore, IG formula is applied for each feature and the final set consists of the features from the top global scores.

With this greedy characteristic, Information Gain is a non-optimal method (Yan et al. 2005).

### 1.2 Chi-square

Similar to IG, Chi-square (Yang and Pedersen 1997) (CHI) is a greedy algorithm. It measures the independence of category value and feature value. The formula of CHI is as following:

$$\text{catScore}_{\text{CHI}}(t_k, C_i) = \frac{n \cdot P(t_k) \cdot P(C_i) - P(t_k | C_i) \cdot P(C_i | t_k)}{n}$$

Where $n$ is the number of documents, $|C|$ is the number of categories, $P(t_k)$ is the probability of a document containing term $t_k$, $P(C_i)$ is the probability of a document belonging to category $C_i$, $P(C_i | t_k)$ is the conditional probabilities of a document belonging to category $C_i$ given that it contains term $t_k$.

### 1.3 Frequency-based approach

This approach only focuses on the term-category frequency matrix for computing $\text{catScore}(t_k, C_i)$ as Document Frequency (DF) (Yang and Pedersen 1997), DIA association factor (DIF) (Sebastiani 2002), Comprehensively Measure Feature Selection (CMFS) (Yang et al. 2012). In CMFS, term $t_k$ is important in the prediction of category $C_i$ if term $t_k$ largely appears in category $C_i$ and the frequency of term $t_k$ in the training set focuses much on category $C_i$. Therefore, $\text{catScore}_{\text{CMFS}}(t_k, C_i)$ is computed as following:

$$\text{catScore}_{\text{CMFS}}(t_k, C_i) = P(t_k | C_i) \cdot P(C_i | t_k)$$

Where $P(t_k | C_i)$ is the conditional probabilities of term $t_k$ given that it occurred in category $C_i$; $P(C_i | t_k)$ is the conditional probabilities of category $C_i$ given the occurrence of term $t_k$. In $\text{catScore}_{\text{CMFS}}(t_k, C_i)$, $P(t_k | C_i)$ presents an intra-category condition for the frequency of terms in category $C_i$, while $P(C_i | t_k)$ indicates an inter-category condition related to the frequency of term $t_k$ not only in category $C_i$ but also in various categories.

### 1.4 Cluster-based approach

This approach aims at selecting a subset of features in order to optimize objective functions for clustering where each cluster is corresponding to a predefined document category. Orthogonal Centroid Feature Selection (OCFS) is a well-
known method of this approach (Yan et al. 2005). It optimizes the separation of categories (clusters) in the filter FS process. It is implemented into the global Score of a term as following:

$$\text{globalScore}_{OCFS}(t_k) = \sum_{i=1}^{c} n_{ci} \left( m^{(t_k)} - m^{(t_k)}_{ci} \right)^2$$

(2)

Where \( n \) is the number of documents in training set; \( m \) is the mean vector of all documents in training set; \( n_{ci} \) is the number of documents in category \( C_i \); \( m_{ci} \) is the mean vector of all documents in \( C_i \); \( m^{(t_k)} \) denotes the feature value of term \( t_k \) in global centroid vector \( m \); \( m^{(t_k)}_{ci} \) denotes the feature value of term \( t_k \) in category centroid vector \( m_{ci} \).

According to (Yang and Pedersen 1997), a way for computing the global score of term \( t_k \) for the category prediction, \( \text{globalScore}(t_k) \), is the average of the category-specific scores of term \( t_k \) over the different categories as following:

$$\text{globalScore}(t_k) = \frac{1}{C} \sum_{i=1}^{C} \text{catScore}(t_k, C_i)$$

(3)

From Eq. (2) and Eq. (3), \( \text{catScore}_{OCFS}(t_k, C_i) \) can be presented as following:

$$\text{catScore}_{OCFS}(t_k, C_i) = \left( m^{(t_k)} - m^{(t_k)}_{ci} \right)^2$$

(4)

2 Approach

In this section, we analyze two filter feature selection approaches which are the frequency-based approach and the cluster-based approach. Our aim is to point out their weak points and strong points to propose a filter feature selection method for improving the performance of document classification.

For the frequency-based approach, \( \text{catScore}_{CMFS}(t_k, C_i) \) is a comprehensive combination of the frequency-based intra-category condition, which is \( P(t_k|C_i) \), and the frequency-based inter-category condition, which is \( P(C_i|t_k) \). Regarding the frequency-based inter-category condition, \( P(C_i|t_k) \) is rewritten according to conditional probability theory as following:

$$P(C_i|t_k) = \frac{tf(t_k, C_i) + 1}{tf(t_k) + |C|}$$

Where \( tf(t_k, C_i) \) is the frequency of term \( t_k \) in category \( C_i \); \( tf(t_k) \) is the frequency of term \( t_k \) in the training set; \( |C| \) is the number of categories. For \( P(C_i|t_k) \), the greatness of the proportion of the frequency of term \( t_k \) in category \( C_i \) to the frequency of term \( t_k \) in the other categories is utilized to present the contribution of term \( t_k \) for discriminating category \( C_i \) from the other categories. However, this is not really perfect because a term \( t_k \) almost never showed in category \( C_i \) but often appearing in the other categories is still useful for classifying a document into category \( C_i \).

Therefore, an inter-category condition in \( \text{catScore}(t_k, C_i) \) is presented more clearly under the view point of clustering. Concretely, this is the deviation of the representative of term \( t_k \) in category/cluster \( C_i \), which is the centroid value of term \( t_k \) in \( C_i \left( m^{(t_k)}_{ci} \right) \), to the representative of term \( t_k \) in the training set, which is the centroid value of term \( t_k \) in the training set \( \left( m^{(t_k)} \right) \) as shown in \( \text{catScore}_{OCFS}(t_k, C_i) \). In the other hand, \( \text{catScore}_{OCFS}(t_k, C_i) \) presents such a good inter-category condition but does not mention any conditions of term \( t_k \) for intra-category \( C_i \). Therefore, according to the conclusion of CMFS (Yang et al. 2012), this is not good for a filter FS process.

Based on this observation, we propose a novel filter feature selection approach for the combination of the cluster-based inter-category condition, which is \( \text{catScore}_{OCFS}(t_k, C_i) \) as Eq. (4), and the frequency-based intra-category condition, which is the first part of Eq. (1). The formula of FCFS is as following:

$$\text{catScore}_{FCFS}(t_k, C_i) = P(t_k|C_i) \left( m^{(t_k)} - m^{(t_k)}_{ci} \right)^2$$

Where \( tf(t, C_i) \) is the sum of the frequency of all terms in category \( C_i \); \( |T| \) is the number of terms in the bag-of-words vector.

Furthermore, FCFS does not consider the imbalance in the classification performance between categories after the filter feature selection process. This problem is caused by two factors.
Firstly, classification algorithms tend to focus on categories containing more training documents than the others. This is a big challenge of data mining field. Secondly, the computation of \( \text{catScore}_{\text{FCFS}}(t_k, C_i) \) does not mention the separation degree of the category \( C_i \) from the others. Concretely, if the separation degree of category \( C_n \) is greater than that of category \( C_m \) from the other categories, presented terms of category \( C_n \) obviously have higher score compared with those of category \( C_m \). Therefore, after the term score ranking, there are a large number of terms supporting category \( C_n \) to be selected into the final set, while it does not contain enough terms for classifying category \( C_m \).

To solve this problem, we propose an Extended version of FCFS, named ExFCFS, with aim of strengthening the score of a term with respect to rare categories and poor separation categories, and weakening the score of a term with respect to abundant categories and great separation categories. Therefore, in ExFCFS, we modify \( \text{catScore}_{\text{FCFS}}(t_k, C_i) \) in inverse proportion to the number of training document of category \( C_i \) \( (n_{C_i}) \) and the separation degree of category \( C_i \) from the other categories as following:

\[
\text{catScore}_{\text{ExFCFS}}(t_k, C_i) = \frac{tf(t_k, C_i) + 1}{tf(t, C_i) + |T|} \left( m(t_k) - m_{C_i}^{(t_k)} \right)^2 \frac{n_{C_i}}{n_{C_i} \cdot \text{catSep}(C_i)}
\]

Where \( \text{catSep}(C_i) \) is the separation degree of category \( C_i \) from the other categories. According to (Friedman et al. 2001), (Chakraborti et al. 2007), (Howland and Park 2004), under the view point of clustering where each cluster is considered as a predefined document category, \( \text{catSep}(C_i) \) is computed using the “within-cluster” (W) and “between-cluster” (B) factor of cluster (category) \( C_i \) as following:

\[
\text{catSep}(C_i) = \frac{B(C_i)}{W(C_i)} = \frac{\| m_{C_i} - m \|^2}{\sum_{j \in C_i} \| d_j - m_{C_i} \|^2}
\]

To compute the importance of a term globally, the maximum value of the category-specific term scores of a term over the different categories is particularly useful according to (Aggawal and Zhai 2012):

\[
\text{globalScore}(t_k) = \max_{i=1 \ldots |C|} \text{catScore}(t_k, C_i) \quad (5)
\]

Therefore, in this paper, we apply Eq. (5) for computing the global score of ExFCFS as following:

\[
\text{globalScore}_{\text{ExFCFS}}(t_k) = \max_{i=1 \ldots |C|} \left\{ \frac{tf(t_k, C_i) + 1}{tf(t, C_i) + |T|} \left( m(t_k) - m_{C_i}^{(t_k)} \right)^2 \right\} \frac{n_{C_i}}{n_{C_i} \cdot \text{catSep}(C_i)}
\]

For the feature selection, the final set consists of the terms from the top \( L \) highest global term scores where \( L \) is a predefined size of the selected feature set. The detail of ExFCFS is presented in Table 2.

| Input: Bag-of-words vectors; \( L \): the number of selected features |
| Output: \( S_L \): the subset of features with the predefined size \( L \) |
| Step 1: For each category \( C_i \) \( (i = 1 \ldots |C|) \) |
| Step 2: Compute the sum of term frequency of all terms in category \( C_i \): \( tf(t, C_i) \).
| Step 3: Compute the centroid vector of all documents in category \( C_i \): \( m_{C_i} \).
| Step 4: End for |
| Step 5: Compute the centroid vector of all documents: \( m \).
| Step 6: For each term \( t_k \) \( (k = 1 \ldots |T|) \) |
| Step 7: Get the value of term \( t_k \) in global centroid vector \( m \): \( m_{C_i}^{(t_k)} \).
| Step 8: For each category \( C_i \) \( (i = 1 \ldots |C|) \) |
| Step 9: Get the value of term \( t_k \) in category centroid vector \( m_{C_i} \): \( m_{C_i}^{(t_k)} \).
| Step 10: Compute the frequency of term \( t_k \) in category \( C_i \): \( tf(t_k, C_i) \).
| Step 11: Get the number of training documents in category \( C_i \): \( n_{C_i} \).
| Step 12: Compute the score of term \( t_k \) with category \( C_i \) from \( tf(t, C_i), tf(t_k, C_i), m_{C_i}^{(t_k)}, m_{C_i}, m \): \( \text{catScore}_{\text{ExFCFS}}(t_k, C_i) \).
| Step 13: Compute the maximum of \( \text{catScore}_{\text{ExFCFS}}(t_k, C_i) \) : \( \text{globalScore}_{\text{ExFCFS}}(t_k) \)
| Step 14: End for |
| Step 15: End for |
| Step 16: Select \( L \) terms from the top \( L \) highest \( \text{globalScore}_{\text{ExFCFS}} \): \( S_L \).

Table 2: The description of ExFCFS
3 Experiment

3.1 Experimental steps

In the experiment, we compare the performance of the proposed filter FS method with that of related filter feature selection methods as CMFS (Yang et al. 2012), OCFS (Yan et al. 2005), IG (Quinlan 1986), CHI (Yang and Pedersen 1997). The experimental steps are as following:

- For preprocessing, stop words are removed by using a set of 659 stop words. The stemming process is executed with Porter Stemming algorithm (Porter 1997). For text representation, we use TF-IDF of every term as well as bag-of-words technique.
- The training bag-of-words vectors are reduced by a filter FS method. Then, they are used for building a leaning model using SVM classifier by SMO (Platt 1999) with default setting of WEKA tool (Hall et al. 2009).
- The testing bag-of-words vectors are created only based on the selected terms from the filter feature selection process. The classification system is evaluated on these bag-of-words vectors.

3.2 Dataset

In this paper, we use two benchmark datasets for evaluating the performance of filter feature selection methods. The first dataset is the top-10 categories of Reuters-21578 ModApte’s split (Asuncion and Newman 2007). They consist of stories collected from the Reuters news. The second dataset is top-10 categories of medical abstracts of year 1991 from U.S National Library of Medicine, named Ohsumed collection. A standard training and testing split of Ohsumed collection is Joachim’s split (Joachims 1998). The detailed description of these datasets is presented in Table 3-4.

3.3 Measure

Two standard measures for evaluating the performance for multi categories classification are Macro-F1 and Micro-F1 (Sebastiani 2002). Macro-F1 measure considers all categories equally including rare categories (Tascı and Güngör 2013). Concretely, Macro-F1 is computed as following:

\[ P_{macro} = \frac{\sum_{i=0}^{C} P_i}{|C|} \quad R_{macro} = \frac{\sum_{i=0}^{C} R_i}{|C|} \]

\[ F1_{macro} = \frac{2R_{macro}P_{macro}}{R_{macro} + P_{macro}} \]

Where \( P_i \) and \( R_i \) are precision and recall measure on category \( C_i \), \(|C|\) is the number of categories. Contrary to Macro-F1, Micro-F1 measure ignores the category discrimination. The Micro-F1 measure is computed globally as following:

\[ P_{micro} = \frac{\sum_{i=0}^{C} TP_i}{\sum_{i=0}^{C} (TP_i + FP_i)} \quad R_{micro} = \frac{\sum_{i=0}^{C} TP_i}{\sum_{i=0}^{C} (TP_i + FN_i)} \]

\[ F1_{micro} = \frac{2R_{micro}P_{micro}}{R_{micro} + P_{micro}} \]

To explicitly compare the performance of filter feature selection methods, (Gunal & Edizkan 2008) relies on the above measures to propose dimension reduction rate as following:

\[ S = \frac{1}{k} \sum_{i=1}^{k} \frac{Dim_i}{Dim_N} \]

where \( k \) is the number of tests in the experiment, \( Dim_i \) is the number of selected features in \( i^{th} \) test, \( R_i \) is the accuracy measure in \( i^{th} \) test, and \( Dim_N \) is the maximum feature size which is tested.

| Category | Train Docs | Test Docs |
|----------|------------|-----------|
| C01      | 423        | 506       |
| C04      | 1163       | 1467      |
| C06      | 588        | 632       |
| C08      | 473        | 600       |
| C10      | 621        | 941       |
| C12      | 491        | 548       |
| C14      | 1249       | 1301      |
| C20      | 525        | 695       |
| C21      | 546        | 717       |
| C23      | 1799       | 777       |

The number of features in bag-of-words vector: 17756

Table 3: The description of Ohsumed dataset

| Category | Training Docs | Testing Docs |
|----------|---------------|--------------|
| Corn     | 181           | 56           |
| Wheat    | 212           | 71           |
| Ship     | 197           | 89           |
| Trade    | 369           | 117          |
| Interest | 347           | 131          |
| Grain    | 433           | 149          |
| money-fx | 538           | 179          |
| Crude    | 389           | 189          |
| Acq      | 1650          | 719          |
| Earn     | 2877          | 1087         |

The number of features in bag-of-words vector: 16684

Table 4: The description of Reuters-21578dataset


3.4 Experimental Result and Discussion

Table 5-8 show the experimental results of the filter feature selection methods in our study. It can be noted from these tables as following:

- In terms of Macro-F1, the best filter selection methods are FCFS and ExFCFS. In comparison between them, ExFCFS products better result than FCFS.
- Regarding Micro-F1, ExFCFS attains the most favourable result. FCFS is often superior to IG, CHI, OCFS, CMFS, but at the large number of selected features, their differences are rather small.

An exact explanation for the goodness of FCFS and ExFCFS is the effective combination of the clustered-based inter-category condition and frequency-based intra-category condition in the computation of their term score. This lends support to the theory of CMFS (Yang et al. 2012).

To observe detailed performance of filter feature selection methods, we present F1-measure of each category with CMFS, IG, FCFS, and ExFCFS at 60 features in Fig. 1-2. Specifically, FCFS and ExFCFS show the effectiveness with rare categories as “Ship, Trade, Grain, Interest, Money-Fx, Crude” of Reuters-21578 dataset and “C01, C06, C08, C10, C12, C20, C21” of Ohsumed dataset in comparison with IG and CMFS. This occurs due to the reason that in case of IG, CMFS, the score of a term with respect to a category is based on the greatness of the frequency of a term in the entire category, while the frequency of a term in rare categories is very low. Conversely, FCFS and ExFCFS only use the centroid value of a term in every category and in the training set for term score computation. Therefore, they preliminarily improve the feature selection performance of rare categories.

Next, we consider the correlation between performance of FCFS and ExFCFS. ExFCFS is actually an extended version of FCFS for radically overcoming the imbalance of classification performance between categories after filter feature selection process. As analyzed in this paper, this problem is directly caused by the imbalance of the number of training documents between categories and the imbalance of the separation degree between categories. Therefore, in ExFCFS, we adjust FCFS score of a term with respect to a category in inverse proportion to these factors in order to improve the classification performance of rare categories and poor separation categories after filter feature selection process. Especially, both of these two factors are occurred in Reuters-21578 dataset and Ohsumed dataset. Under these properties of two experimental datasets, the performance of ExFCFS is superior to that of FCFS. This accounts for the effectiveness of our adjustments in ExFCFS formula.

![Fig. 1: F1-measure of CMFS, IG, FCFS, and ExFCFS on Reuter dataset at 60 features](image)

![Fig. 2: F1-measure of CMFS, IG, FCFS, and ExFCFS on Ohsumed dataset at 60 features](image)
Table 9 shows the performance of dissimilar terms and similar terms selected by filter FS methods. For the comparison between two FS methods, similar terms are terms selected by both of them, while dissimilar terms are terms selected by only one of them. Clearly, dissimilar terms are the most important for considering two FS methods. The result listed in Table 9 shows that at top-60 selected terms, dissimilar terms of FCFS are superior to those of CHI, IG, CMFS, and OCFS but is inferior to those of ExFCFS. This is one of strong evidences for the superiority of ExFCFS and FCFS over the other methods.

Regarding dimension reduction rate, due to the best Micro-F1 and Macro-F1 results of ExFCFS, it produces better dimension reduction rate than the other methods in all two datasets as shown in Fig. 3-4. FCFS is superior to CHI, IG, CMFS and OCFS at the small number of selected features and they show the competition at the larger number of features. However, based on dimension reduction rate formula presented in Eq. (10), FS methods having better performance at smaller number of selected features are preferred. Therefore, dimension reduction rate of FCFS is better than that of CHI, IG, CMFS, and OCFS as presented in Fig. 3-4.

![Fig. 3. Dimension Reduction Rate on Reuters-21578 dataset: (a) for Macro-F1; (b) for Micro-F1](image1)

![Fig. 4. Dimension Reduction Rate on Ohsumed dataset: (a) for Macro-F1; (b) for Micro-F1](image2)
### 4 Conclusion

This paper proposes a comprehensive filter FS method, named ExFCFS, for computing feature scores and overcoming the imbalance of feature performance between categories. In ExFCFS, the feature score with respect to a specific category is the combination of the cluster-based inter-category condition and the frequency–based intra-category condition to exploit the strong point of two related approaches. Then, we adjust this combination in inverse proportion to the number of training documents of the category and the separation degree of the category. The experimental results show the effectiveness of our solutions in terms of both Micro-F1 measure and Macro-F1 measure.
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