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A differential geometric description of thermodynamics in continuum mechanics with application to Fourier-Navier-Stokes fluids

F. Califano,1 R. Rashad,1 and S. Stramigioli1
Robotics and Mechatronics Department, University of Twente, 7522 NH Enschede, The Netherlands

A description of thermodynamics for continuum mechanical systems is presented in the coordinate-free language of exterior calculus. First, a careful description of the mathematical tools that are needed to formulate the relevant conservation laws is given. Second, following an axiomatic approach, the two thermodynamic principles will be described, leading to a consistent description of entropy creation mechanisms on manifolds. Third, a specialisation to Fourier-Navier-Stokes fluids will be carried through.

I. INTRODUCTION

In this paper we present a comprehensive description of thermodynamics in a differential geometric setting for a general non relativistic continuum mechanical system. In order to deal with manifestly coordinate-invariant equations valid on general Riemannian manifolds, we make use of a formulation based on exterior calculus. We show how to complement this covariant formulation, already well known in continuum mechanics, with a consistent description of thermodynamics valid in general mechanical field theories, generalising the procedure carried through on Euclidean spaces using vector calculus.

The conceptual steps to derive an entropy equation valid in non-equilibrium thermodynamic conditions are generalised at a manifold level by:

1. clarifying the differential geometric nature of the thermodynamic variables (e.g., intensive vs extensive variables) as tensor fields living on manifolds;

2. reviewing and referring to the mathematical tools used to describe continuum mechanics on manifolds and to formulate coordinate-free physical conservation laws, like conservation of energy (the first principle);

3. axiomatically postulating a covariant version of the Gibbs relation on manifolds, which leads to a valid entropy equation for any continuum.

As final contribution we specialise the equations to Fourier-Navier-Stokes fluids, in order to shed light on the entropy creation mechanisms in Newtonian fluids on manifolds.

As part of the background material used in this work, we will compactly present and point out the main properties of covariant field equations of continuum mechanics, whose treatment is distilled from the foundational references, which inspired more recent works (e.g.,) aiming at investigating specific geometric structure underlying the equations.

We stress that in this work we will work out covariant field equations of continuum mechanics combined with thermodynamics, without investigating the geometric structure of the resulting model. For example we will not investigate the thermodynamic state space as infinite-dimensional extension of the contact geometry peculiar of finite-dimensional thermodynamic systems, extensively studied in and references therein. Such an extension is currently under investigation and should encompass infinite-dimensional GENERIC and dissipative port-Hamiltonian formulations.

Nevertheless any geometric structure underlying the equations should stick with the conservation laws presented in this work axiomatically, and could lead to models which can conveniently lead to structure-preserving spatial discretisation schemes (see e.g.,) and novel control strategies. Furthermore we exclude from this work a functional analytic treatment of the equations, and use differential geometric mathematical tools assuming that the stated integrals are well defined and that the tensor fields are smooth enough to make sense of the used differential operators.

The paper is organised as follows. In Sec. II we review and refer to the mathematical tools needed to describe conservation laws on manifolds and revise the formulation of continuum mechanics using the covariant language of exterior calculus. In Sec. III we give the thermodynamic description of continuum mechanical processes, which are specialised to the Fourier-Navier-Stokes case in Sec. IV. Conclusions are given in Sec. VI.

Notation. A compact, orientable, n-dimensional Riemannian manifold M with (possibly empty) boundary ∂M models the spatial container of a non relativistic continuum mechanical system. It possesses a metric field g and induced Levi-Civita connection ∇ (with chart-dependent Christoffel symbols denoted with Γ^k_ij). The space of vector fields on M is defined as the space of sections of the tangent bundle TM, that will be denoted by X(M). The space of differential p-forms is denoted by Ω^p(M) and we also refer to 0-forms as functions, 1-forms as covector fields and n-forms as top-forms. For any v ∈ X(M), we use the standard definitions for the interior product by i_v: Ω^p(M) → Ω^{p-1}(M) and the Lie derivative operator L_v acting on tensor fields of any valence. The Hodge star operator *: Ω^p(M) → Ω^{n-p}(M),
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the volume form $\mathcal{V} = \ast 1$, as well as the "musical" operators $\iota : \mathfrak{X}(M) \to \Omega^1(M)$ and $\# : \Omega^1(M) \to \mathfrak{X}(M)$, which respectively transform vector fields to 1-forms and vice versa, are all uniquely induced by the Riemannian metric in the standard way. When making use of Stokes theorem $\int_M \omega = \int_{\partial M} \operatorname{tr}(\omega)$ for $\omega \in \Omega^{n-1}(M)$, the trace operator $\operatorname{tr}$ is the pullback of the canonical inclusion map $i : \partial M \to M$. When dealing with tensor-valued forms we adopt the additional convention that a numerical index $i \in \{1, 2\}$ in the subscript of a standard operator on differential forms indicates whether the operator acts on the "first leg" (the tensor value) or on the "second leg" (the underlying form) of the tensor-valued form on the respective side of the operator: For a vector-valued $m$-form $u \otimes \beta$, for instance, we define $\ast_2(u \otimes \beta) := u \ast \beta$. Vector fields will be identified with vector-valued 0-forms and top-forms will be identified with covector-valued $(n-1)$-forms in a non ambiguous way when the operators will require it. We will introduce along the paper further operators and constructions where needed. To complement a purely coordinate-free notation, we will represent tensorial quantities of interest in local coordinates, denoted by $x$, when considered insightful, using Einstein summation convention.

II. BACKGROUND

A. Reynolds transport theorem

We summarise relevant theorems involving differential geometric formulations of differentiation of integrals, discussing useful insights that are needed in the context of this work. We refer to Chapter 4.3 in [2] for thorough proofs of the results.

1. The time-invariant case

Consider an $n$-dimensional manifold $M$ and a 1-parameter group of diffeomorphisms $\phi_t : M \to M$ with $t \in \mathbb{R}$. The group property indicates that the diffeomorphisms $\phi_t$ generate a flow, i.e., $\phi_t(\phi_s x) = \phi_{t+s} x$. The diffeomorphisms $\phi_t$ induce a motion on any $p$-dimensional compact submanifold $V$ of $M$ since, in a neighbourhood of $V$, we can define $V(t) := \phi_t V \subseteq M$. Furthermore let $u(x) = (\phi_t)_t(0)x$ be the velocity field generating the motion $\phi_t$. Notice that $u \in \mathfrak{X}(M)$ is defined in such a way to be a time-independent vector field on $M$, due to the assumption of the 1-parameter group property of $\phi_t$. Given a time-independent $p$-form $\alpha \in \Omega^p(M)$, we are interested in understanding the rate of change of integrals of the form $\mathcal{I}(t) := \int_{V(t)} \alpha$. The explicit calculation of the latter shows that

$$\dot{\mathcal{I}} = \int_{V(t)} \mathcal{L}_u \alpha,$$

which can be further expressed using Cartan’s formula $\mathcal{L}_u = d\phi_t u + t u \circ d$, and Stokes theorem as

$$\dot{I} = \int_{\partial V(t)} \operatorname{tr}(t u) \alpha + \int_{V(t)} t u \wedge \alpha.$$

Notice that in case $M$ is a Riemannian manifold and $\alpha$ is a top-form (i.e., $p = n$) the second term in (2) vanishes and using the identity $\ast_2 \ast_2 \ast = \ast_2 \ast$ (Lemma 8.2.1 in the reference) $t u \alpha = \ast_2 \ast u \wedge \alpha$ and distributing the trace over the wedge one obtains

$$\dot{I} = \int_{\partial V(t)} \operatorname{tr}(\ast_2 \ast u) \wedge \alpha.$$

The latter expression is useful to clearly see that $\dot{I} = 0$ in case the vector field $u$ is parallel to $\partial V(t)$, which is equivalent to $\operatorname{tr}(\ast_2 \ast u) = 0$. If additionally we chose $V = M$ one obtains $\dot{I} = 0$ always, since the fact that $\phi_t$ is a group of diffeomorphisms of $M$ into itself forces the vector field $u$ to be parallel to $\partial M$ (in case $\partial M \neq \emptyset$).

2. The time-varying case

For the physical conservation laws we are interested to formalise, the fields that appear under the integral sign are in general time-dependent. This is due to the fact that they will be function of physical states, which evolve in time according to the dynamic equations of the system. Furthermore the domain of integration may vary with diffeomorphisms $\phi_t$ that do not form a flow, i.e., the generating vector field $u$ may also in general be time-dependent. We refer in this case to $\phi_t$ as 1-parameter family (instead of group) of diffeomorphisms. This happens e.g., in fluid mechanics, when the volume $V(t)$ follows a fluid portion. In this case the velocity field $u$ is given by the macroscopic velocity vector field of the fluid, and as such is in general time-dependent (as it is the solution of the unsteady Navier-Stokes equations).

The expression in this case generalises to

$$\dot{\mathcal{I}} = \int_{V(t)} \dot{\alpha} + \mathcal{L}_u \alpha,$$

where $\alpha$ is now a possibly time-dependent $p$-form, $\dot{\alpha} := \partial \alpha / \partial t$ and $t u(x) = (\phi_t)_t(0)x$ is the possibly time-dependent vector field generating the motion of $V(t)$. The proof of this theorem relies on identifying the relevant time-dependent fields with tensor fields on the space-time product manifold $\mathbb{R} \times M^n$, over which the vector field generates a flow, a necessary condition to implement the calculations leading to (1), which can then be repeated in this case with a space-time velocity field $\tilde{u} = \frac{\partial}{\partial t} + u$, leading to (3). We stress that this result relies on the assumption of a Newtonian space-time, in which the absolute time function $t$ can be used as first coordinate on $\mathbb{R} \times M^n$. 
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B. Continuum mechanics on Manifolds

We briefly review the differential geometric formulation of continuum mechanics on an n-dimensional Riemannian manifold $M$. We remark that the choice on the tensorial nature of the variables is not unique, especially in the way stress is treated. We will use the description which serves best to the scope of this paper, using a so-called Eulerian formulation, i.e., one that treats state variables as tensor fields living on the fixed manifold $M$, which represents the spatial container of the continuum. We will fluently switch from a covariant coordinate-free formulation to one which expresses the tensorial quantities in local coordinates, and refer to Appendix A.b of [11], and in [11, 20]. In local coordinates, we have for $n=3$ that $T = \frac{1}{2} T_{abc} dx^a \otimes dx^b \otimes dx^c$ with $T_{abc} = g^{md} \sigma_{ia} \nu_{mcb}$.

A technical advantage of this formulation which is directly useful in the sequel of our analysis is the fact that one has a metric-independent notion of stress power flux form, expressed as $u \wedge T \in \Omega^{n-1}(M)$. The $\wedge$ binary operator implements i) a duality pairing on the first leg of the tensors; and ii) a regular wedge $\wedge$ at the second leg. In the specific case of $u \wedge T$, it takes as input $u$ as a vector-valued 0-form and the covector-valued $n-1$ form $T$ to produce an $n-1$ form which can be integrated over any surface $S$ in $M$ to get the mechanical stress power $P_S = \int_S tr(u \wedge T)$.

The explicit relation between the stress field $t$ in (6) and $T$, involves the exterior covariant derivative operator $d_{\nabla} : \Omega^1(M) \otimes \Omega^n(M) \rightarrow \Omega^2(M) \otimes \Omega^{k-1}(M)$, whose explicit definition can be found in e.g., Chapter 9.3 in [4]. This operator, which generalises the covariant derivative for tensor-valued forms, and that we treat in this work restricted to the case of interest, implements for $T$ what the divergence operator implements for $\sigma$. In particular it holds

$$t = \star_2 d_{\nabla} T = \star_2 (\text{div}(\sigma^{#2}) \otimes \nu) = \text{div}(\sigma^{#2}).$$

In order to write the momentum balance equation in a convenient way we introduce the velocity 1-form $\nu := u^a$. Applying the $\star$ operator to (6), and using the identity (see Chapter 4 in [4] for a proof):

$$(\nabla u)^a = \nabla_a \nu - \frac{1}{2} d_{\nu} \nu,$$

one obtains

$$\dot{\nu} + \nabla_a \nu - \frac{1}{2} d_{\nu} \nu = \frac{t}{\rho},$$

which is very convenient for calculation purposes since no covariant derivative appears in the expression. This fact allows to express the equation using exterior forms and the use of Cartan’s calculus. The final version of the momentum equation in these variables is given by

$$\dot{\nu} + \nabla_a \nu - \frac{1}{2} d_{\nu} \nu = \frac{\star_2 d_{\nabla} T}{\rho}. \quad (9)$$

A key property of the exterior covariant derivative $d_{\nabla}T$ which will be used later is the Leibniz rule:

$$d_{\nabla} (u \wedge T) = d_{\nabla} u \wedge T + u \wedge d_{\nabla} T. \quad (10)$$

Using the fact that $d_{\nabla}$ of tensor-valued 0-forms is the covariant differential (i.e., $d_{\nabla} u = \nabla u$), and that $d_{\nabla}$
Proof. For the case \( n = 2 \), we have in local coordinates as \( \nabla u = \nabla_u u^a \frac{\partial}{\partial x^a} \otimes dx^b = (\partial_u u^a + u^\nu \Gamma_{
u a}^b) \frac{\partial}{\partial x^b} \otimes dx^b \). Notice that the velocity gradient is geometrically not a gradient, but a vector-valued 1-form defined through the covariant derivative such that \( \nabla u(X) = \nabla_X u \in \Omega^1(M) \) for all vector fields \( X \in \mathfrak{X}(M) \), and its terminology is purely based on convention. Using \( T = \ast \sigma \) and \( d_T T = \ast d \sigma (\sigma \# z) = \ast \sigma = t \otimes V \), the previous power balance can be rewritten as

\[
\int_{\partial V(t)} \text{tr}(u \wedge \ast \sigma) = \int_{V(t)} \nabla u \wedge \ast \sigma + u \wedge \ast \sigma \tag{11}
\]

with \( \langle \rangle \) denoting the duality pairing between a covector-field and a vector-field.

The following proposition is stated to relate the term \( \nabla u \wedge \ast \sigma \) to the more familiar double contraction of 2-covariant tensors normally encountered using vector calculus on Euclidean spaces.

**Proposition 1.** Let \( \zeta, \sigma \in T^0_2(M) \cong \Omega^1(M) \otimes \Omega^1(M) \) be any \((0,2)\)-tensor fields on \( M \). Then the following identity holds:

\[
\zeta \# \wedge \ast \sigma = (\zeta : \sigma) V \in \Omega^0(M),
\]

where the double dots denote the contraction of \((0,2)\) tensor fields given by the function

\[
\varepsilon : \sigma = g^{ia} g^{j b} \zeta_{ij} \sigma_{ab} \in \Omega^0(M).
\]

**Proof.** For the case \( n = 2 \), we have in local coordinates as \( \zeta = \zeta_{ij} dx^i \otimes dx^j \) and \( \ast \sigma = g^{m l} \sigma_{m j} dx^i \otimes dx^j \). Let \( \gamma = \zeta_{ij} \wedge \ast \sigma = \frac{1}{2} \zeta_{ij} dx^a \wedge dx^b \). Since the action of the wedge-dot is a contraction of the first legs and wedge product on the second legs we have that

\[
\gamma_{ab} = 2g^{im} g^{jk} \sigma_{ij} \zeta_{mk} V_{kb} = g^{im} g^{jk} \sigma_{ij} (\zeta_{ma} V_{kb} - \zeta_{mb} V_{ka}),
\]

where we denote by the bars over \( a \) and \( b \) antisymmetrization of indices. For \((a,b) = (1,2)\) and using the anti-symmetry of \( V \) we have that

\[
\gamma_{12} = g^{im} \sigma_{ij} (g^{kl} \zeta_{mk} V_{kb} - g^{kl} \zeta_{mk} V_{ki}) = g^{im} g^{kl} \sigma_{ij} (\zeta_{mk} V_{1} - \zeta_{mk} V_{2})
\]

\[
= g^{im} \sigma_{ij} (g^{1k} \zeta_{mk} V_{1} - g^{2k} \zeta_{mk} V_{2}) + g^{im} \sigma_{ij} (g^{2l} \zeta_{mk} V_{2} - g^{1l} \zeta_{mk} V_{1}) = g^{im} \sigma_{ij} (g^{kl} \zeta_{mk} V_{2} - g^{kl} \zeta_{mk} V_{1}).
\]

Similarly, one can show that \( \gamma_{21} = g^{im} \sigma_{ij} (g^{kl} \zeta_{mk} V_{2} - g^{kl} \zeta_{mk} V_{1}). \) Thus, we have that \( \gamma_{ab} = g^{im} \sigma_{ij} (g^{kl} \zeta_{mk} V_{ab} \) and consequently

\[
\gamma = \zeta \# \wedge \ast \sigma = g^{im} \sigma_{ij} (g^{kl} \zeta_{mk} (\frac{1}{2} V_{ab} dx^a \wedge dx^b) = (\zeta : \sigma) V.
\]

For the case \( n = 3 \), the same line of thought holds with \( \gamma \) locally expressed as \( \frac{1}{\pi^2} \sigma_{ab} dV^a \wedge dx^b \) with

\[
\gamma_{abc} = 3g^{im} g^{kl} \sigma_{ij} \zeta_{mk} V_{abc} = g^{im} g^{kl} \sigma_{ij} \zeta_{mk} V_{abc}.
\]

Using this result it holds

\[
\int_{V(t)} \nabla u \wedge \ast \sigma = \int_{V(t)} ((\nabla u)^{11} : \sigma) V.
\]

Now we use the property \((\nabla u)^{11} = \nabla u \in \Omega^1(M) \otimes \Omega^1(M) \) to write the power balance \([11]\) in the more common integration by parts formula:

\[
\int_{\partial V(t)} \sigma(n, u) dS = \int_{V(t)} ((\nabla \nu : \sigma) + (t|u)|V
\]

To conclude this section, we can further massage the power balance \([11]\) using the fact that the Cauchy stress tensor \( \sigma \) is symmetric, a condition which follows from conservation of angular momentum. In particular, for any \( \zeta \in T^0_2(M) \cong \Omega^1(M) \otimes \Omega^1(M) \), if \( \sigma \) is symmetric, it holds (see Chapter 4 in [22])

\[
\zeta : \sigma = \text{sym}(\zeta) : \sigma,
\]

where \( \text{sym}(\cdot) \) returns the symmetric part of its argument. It follows that \([11]\) can be rewritten as

\[
\int_{\partial V(t)} \text{tr}(u \wedge \ast \sigma) = \int_{V(t)} \varepsilon \# \wedge \ast \sigma + (t|u) \rangle V,
\]

where \( \varepsilon := \text{sym}(\nabla \nu) \in \Omega^1(M) \otimes \Omega^1(M) \).

In words, the dependence of the stress power on the symmetric part only of \( \nabla u \) is a direct consequence of the symmetry of \( \sigma \). The tensor \( \varepsilon \), can be shown to be equal to:

\[
\varepsilon = \frac{1}{2} L_{\nu} g \in \Omega^1(M) \otimes \Omega^1(M)
\]

which extends the concept of rate of strain to Riemannian manifolds. For example, its components in a Euclidean space on a Cartesian chart (where all \( \Gamma^k_{ij} \) vanish) are \((L_{\nu} g)_{ij} = \partial_i u^j + \partial_j u^i \) clearly resembling the standard vector calculus definition of rate of strain in Euclidean space. For completeness, we report the full decomposition of the covariant version of the velocity gradient in its symmetric and anti-symmetric components

\[
\nabla \nu = \varepsilon - \frac{1}{2} d\nu,
\]

through which one clearly sees that the power balance \([11]\) is not affected by the anti-symmetric part of the velocity gradient, which is proportional to the vorticity 2-form \( d\nu \).
III. THERMODYNAMICS

A. First principle

The first principle of thermodynamics applied to a continuum assumes the existence of a total energy functional over the spatial domain where the continuum evolves, which is conserved at an internal balance level. More specifically, we indicate with \( V(t) \) a volume which follows the material domain of the continuum, over which the total energy is \( E = \int_{V(t)} \mathcal{E}, \) where \( \mathcal{E} : \mathcal{X} \to \Omega^n(V) \), maps the state variables \( \xi_i \in \mathcal{X} \) of the continuum to the top-form encoding the total energy density field. In order to postulate the first principle in this geometric setting a mathematical expression for the rate of change of \( E \) is needed. In particular we fall in the time-varying case discussed in subsection \( \text{II A 2} \), where the integrand \( \mathcal{E} \) is a time-dependent top-form (through the time dependency of the state variables \( \xi_i \)) and the domain of integration \( V(t) \) follows a motion which is not a flow, since its generating velocity vector field \( u \) is the macroscopic velocity of the continuum, which is in general time-dependent. We thus use \( \mathcal{L} \) to express \( \mathcal{E} \), and postulate the first principle in the form

\[
\dot{E} = \int_{V(t)} \dot{\mathcal{E}} + \mathcal{L}_u \mathcal{E} = \int_{\partial V(t)} \text{tr}(u \wedge \nabla T - Q). \tag{15}
\]

The equation, which yields the units of power, encodes the facts that variation of total energy in a volume following the continuum can happen only due to advection of the energy at the boundary, i.e., the total energy does not have sinks or sources within the domain (excluding external body forces and chemical reactions which we ignore in this work for simplicity of exposition). The two mechanisms through which energy can be advected at the boundary are the external work due to mechanical forces \( W \) and chemical reactions \( C \) which can be integrated at the boundary of \( \partial V(t) \) to produce the power flux towards the domain. The trace operator in the integral is formalized to transform its arguments from \( (n-1) \)-forms on \( V(t) \) to \( (n-1) \)-forms on \( \partial V(t) \), which makes the right term in \( \text{15} \) well-defined.

Applying Stokes theorem to the latter expression, and using arbitrariness of the volume \( V(t) \) yields the differential energy equation of the continuum

\[
\dot{\mathcal{E}} + \mathcal{L}_u \mathcal{E} = d(u \wedge \nabla T - Q). \tag{16}
\]

Using the Leibniz rule \( \mathcal{L} \) for the stress power \( u \wedge \nabla T \), one obtains

\[
\dot{\mathcal{E}} + \mathcal{L}_u \mathcal{E} = u \wedge d\nabla T + \nabla u \wedge \nabla T - dQ. \tag{17}
\]

Now we use the assumptions that the total energy density can be decomposed in \( \mathcal{E} = \mathcal{K} + \mathcal{U} \), i.e., it is given by the sum of kinetic energy density \( \mathcal{K}(u, \mu) = \frac{1}{2} g(u, u) \mu \) and an internal energy \( \mathcal{U} \), which is a macroscopic reflection of several molecular phenomena whose dynamical equation is needed. In order to derive it, we calculate \( \dot{\mathcal{K}} \) using continuity and momentum equations \( \text{[5]} \) and \( \text{[9]} \). One way to perform the calculation is by considering the kinetic energy density a function of the velocity one-form \( \nu = u^i \) and the mass density \( \mu \), i.e., \( \mathcal{K} = \frac{1}{2} (t_{i\nu} u^i) \mu \), and computing the rate using the chain rule (see e.g. \( \text{[23,25]} \)) as \( \dot{\mathcal{K}} = \frac{1}{2} (t_{i\nu} \nu) \wedge t_{i\nu} \mu + (t_{i\nu} \mu) \wedge \nu \). Using the field equations \( \text{[6,9]} \), one obtains

\[
\dot{\mathcal{K}} = -d\left( \frac{1}{2} i_{\nu} \nu \wedge t_{i\nu} \mu \right) + t_{i\nu} (d\nabla T). \tag{18}
\]

Recognising the term inside the parenthesis \( \frac{1}{2} i_{\nu} \nu \wedge t_{i\nu} \mu = t_{i\nu} \mathcal{K} \), returning to use \( u \) for \( \nu \wedge \), and applying Cartan’s formula, we obtain the kinetic energy density differential equation

\[
\dot{\mathcal{K}} + \mathcal{L}_u \mathcal{K} = u \wedge d\nabla T. \tag{19}
\]

In order to obtain an equation in the internal energy density we simply subtract \( \text{[16]} \) from \( \text{[17]} \), obtaining

\[
\dot{\mathcal{U}} + \mathcal{L}_u \mathcal{U} = \nabla u \wedge \nabla T - dQ, \tag{20}
\]

rightfully indicating that the stress power \( \nabla u \wedge \nabla T \) is a source for internal energy. 

B. Second principle

In a state of thermodynamic equilibrium it is assumed that the so-called Gibbs relation is valid, relating entropy and other thermodynamic potentials as

\[
T \delta S = \delta U + p \delta V, \tag{21}
\]

where \( S \) is the entropy, \( V \) is the volume, \( T \) is the temperature, and \( p \) is the pressure. For simplicity of exposition we ignore the component of Gibbs relation corresponding to reactive flows in the following. We should here clarify the role of the "differential" \( \delta \) and the nature of the thermodynamic variables involved in this formula in order to postulate a version of \( \text{[21]} \) which possesses mathematical rigour consistent with the differential geometric description that we use and leads to a correct entropy equation, i.e., a dynamic equation encoding the second principle of thermodynamics.

As first consideration, entropy and volume are extensive thermodynamic variables, which translates in this differential geometric context to require them being densities (top-forms) over the volume where the continuum evolves, i.e., \( S, V \in \Omega^n(V) \). Temperature and pressure are instead intensive thermodynamic variables (i.e., variables which can be evaluated at a point in space, but do not possess additive property) which translates to require them being 0-forms, i.e., \( T, p \in \Omega^0(V) \). Notice that this assignments make the exterior derivative \( d \) a bad candidate for the differential \( \delta \), since \( \text{[21]} \) would produce a collapsing identity on \( n + 1 \) forms.
Secondly, we are dealing with non-equilibrium field equations describing the dynamic evolution of a continuum, and as such we need to assume that a relation in the form \( T = \partial u / \partial t + L_u \), which computes the variation of its argument along the streamline generated by \( u \). Thus we postulate the following version of Gibbs relation:

\[
\frac{D}{Dt} S = \frac{D}{Dt} u \wedge \mu + p \frac{D}{Dt} V,
\]

where we use for \( V \) the natural volume form induced by the Riemannian metric, i.e., \( V = +1 \).

**Remark 1.** Notice that the version \( [22] \) of Gibbs relation, postulated to be consistent in the space of form functions, is equivalent to the more frequently proposed vector calculus version (see e.g. [8]) which involves states of specific internal energy \( U \in \Omega^0(V) \), specific entropy \( S \in \Omega^1(M) \) and specific volume \( 1/\rho \in \Omega^0(V) \). To see this we first relate the specific (0-forms) and density (top-forms) quantities by \( U = U \wedge \mu \) and \( S = S \wedge \mu \). Since by \( \frac{D}{Dt} \; \rho = 0 \), \( [24] \) can be rewritten as

\[
\frac{D}{Dt} S = \frac{D}{Dt} U \wedge \mu + p \frac{D}{Dt} V,
\]

but \( V = +1 = \frac{1}{\rho} \wedge \mu \), and as a consequence

\[
\frac{D}{Dt} S = \frac{D}{Dt} U \wedge \mu + p \frac{D}{Dt} \left( \frac{1}{\rho} \right)
\]

holds on the space of scalar functions, where the material derivative is equivalent to the vector calculus version \( \frac{D}{Dt} := \partial / \partial t + u \cdot \nabla \), where the "nabla" operator is meant in the vector calculus sense, as the gradient operator acting on scalar functions.

Now we show that the choice \( [22] \) consistently leads to a representation of the second principle in this differential geometric context. Substituting \( [20] \) in \( [22] \) yields

\[
\frac{D}{Dt} S = \nabla u \wedge T - dQ + p \frac{D}{Dt} V.
\]

In order to proceed from here we must use a standard assumption involving the constitutive relation of a continuum regarding the stress form \( T \). In particular the stress can be decomposed in the sum of a pressure stress \( T_p = -p V \in \Omega^1(M) \otimes \Omega^{n-1}(M) \) which is solely determined by the pressure function in \( [22] \), and the residual stress \( T_r = T - T_p \), depending on the constitutive equations of the considered continuum. An explicit calculation of \( \nabla u \wedge T_p \) can be obtained by the following proposition.

**Proposition 2.** For any \( f \in \Omega^0(M) \) and \( u \in \mathcal{X}(M) \), the pairing \( \nabla u \wedge f V \) between \( \nabla u \in \mathcal{X}(M) \otimes \Omega^1(M) \) and \( f V \in \Omega^1(M) \otimes \Omega^{n-1}(M) \) is given by

\[
\nabla u \wedge f V = f \text{div}(u) V \in \Omega^n(M).
\]

**Proof.** Using the Leibniz rule for the exterior covariant derivative \( \nabla \) followed by the Leibniz rules of the exterior derivative and the interior product, we get

\[
\nabla u \wedge f V = d(u \wedge f V) - u \wedge d(f \wedge V) = d(f \wedge \iota_u V) - u \wedge (df \otimes V) = df \wedge \iota_u V + f \wedge df \iota_u V - \iota_u df \wedge V = f \wedge df \iota_u V.
\]

Using \( df \iota_u V = \mathcal{L}_u V = \text{div}(u) V \) concludes the proof. \( \square \)

Consequently, we have that \( \nabla u \wedge T_p = -p \text{div}(u) V \). Notice that this term is proportional to the divergence of the velocity vector field of the continuum, and appears with opposite sign in the kinetic and internal energy equations, representing a reversible exchange between these two energy fields due to work of compression or expansion. Using this result in \( [24] \) and the fact that \( \frac{D}{Dt} V = \text{div}(u) V \), we end up with the entropy equation

\[
\frac{D}{Dt} S = \frac{1}{T} \nabla u \wedge T_r - \frac{dQ}{T},
\]

which serves as a definition for the extensive entropy field \( S \) of the continuum. An insightful form of the latter equation is obtained applying the integration by parts identity

\[
\frac{dQ}{T} = d \left( \frac{Q}{T} \right) + \frac{1}{T^2} dT \wedge Q.
\]

Substituting the latter in \( [24] \) one obtains

\[
\dot{S} + \mathcal{L}_u S = \vartheta_T + \vartheta_T - d \left( \frac{Q}{T} \right),
\]

with

\[
\vartheta_T := -\frac{1}{T^2} dT \wedge Q, \quad \vartheta_T := \frac{1}{T} \nabla u \wedge T_r.
\]

Integrating the latter on a volume \( V(t) \) which follows the continuum, we recognise (by means of \( [31] \) on the left hand side the variation of the total entropy \( S_V := \int_{V(t)} S \), i.e.,

\[
\dot{S}_V = \int_{V(t)} \vartheta_T + \vartheta_T - \int_{\partial V(t)} \text{tr} \left( \frac{Q}{T} \right),
\]

which is an integral equation representing a balance law like the one postulated for the total energy in \( [17] \), but this time with source terms. In fact \( \vartheta_T \) is the entropy source term due to non null temperature gradients, while \( \vartheta_T \) is the entropy source due to non conservative stresses.

The constitutive equations defining \( T_r \) and \( Q \) for the specific material should be constraint in a way that \( \vartheta_T \geq \ldots \)
0 and $\nabla T \geq 0$ hold true, which is a statement for the second principle of thermodynamics (entropy can have only positive source terms). Notice that a boundary term of entropy is present in case of non-adiabatic flows (i.e., $\text{tr}(Q) \neq 0$). In case of adiabatic flow, or flow over a closed manifold (i.e., $\partial V = \emptyset$), one gets the standard $S_V \geq 0$, i.e., total entropy of a closed system cannot decrease autonomously.

IV. FOURIER-NAVIER-STOKES FLUIDS

Now we apply the general formulation of the previous section to the case of Fourier-Navier-Stokes fluids by specifying the constitutive equations relating $T_r$ and $Q$ to the continuum states $u, \mu$ and $T$ for Newtonian fluids.

For the heat flux $Q$ we chose the simple linear constitutive equation involving the heat conductivity coefficient $k$, also called Fourier law:

$$Q = -k \cdot \text{d}T.$$  \hspace{1cm} (27)

With this choice one easily verifies that the entropy source term due to non null temperature gradients

$$\nabla T = \frac{k}{T^2} \text{d}T \wedge \ast \text{d}T \geq 0$$

is non-negative.

Whereas for the residual stress tensor $T_r$, it is given by the viscous stress tensor, given by the sum of a bulk stress $T_\lambda$ and a shear stress $T_\kappa$, defined by

$$T_\lambda := \lambda (\text{div}(u)V), \hspace{1cm} (28)$$

$$T_\kappa := 2\kappa (\ast_2 \epsilon), \hspace{1cm} (29)$$

where $\lambda$ and $\kappa$ are respectively the bulk and shear viscoso


cy coefficients, and $\epsilon$ is given by (13). The bulk stress $T_\lambda$ depends on the divergence of the velocity vector field $\text{div}(u)$, while the shear stress $T_\kappa$ is defined in order to model viscous stresses whenever the transport of the metric under the flow of $u$ is non-zero, i.e., when $u$ fails to be the generator of a rigid body motion.

Using Props. 1 and equation (12), the entropy source term $\nabla T_r$, due to the viscous stress in (25) is expressed as:

$$\nabla T_r = \frac{1}{T} \text{div}(u) \wedge T_r = \frac{1}{T} \text{div}(u) \wedge \text{div}(u) + \frac{2\kappa}{T} \text{sym}(\text{div}(u)) \ast_2 \epsilon$$

$$= \frac{\lambda}{T} \text{div}(u) \wedge \ast \text{div}(u) + \frac{2\kappa}{T} \text{sym}(\text{div}(u)) \ast_2 \epsilon$$

$$= \frac{\lambda}{T} \text{div}(u) \wedge \ast \text{div}(u) + \frac{2\kappa}{T} \text{sym}(\text{div}(u)) \ast_2 \epsilon,$$

which results in a non-negative source of entropy driven by non-null divergence and rate of strain of the macroscopic vector field $u$.

We finally stress that the positiveness of the entropy source terms follow in this setting by the choice of Newtonian constitutive relations for the stress and $k > 0$, but in case of non-Newtonian fluids it represents a constraint for the constitutive relations that can be used, since a negativeness of those terms would constitute a violation of the second principle.

V. CONCLUSION

An overview of entropy creation mechanism in the context of continuum mechanics on general manifolds has been presented. The specialisation to Fourier-Navier-Stokes flows shows the consistency of the generalisation that this axiomatic treatment provides to vector-calculus formulations valid in Euclidean spaces. Future work aims at investigating the geometric structure of infinite-dimensional thermodynamic phase-space, potentially leading to novel structure-preserving discretisation schemes and control strategies.

FUNDING

This work was supported by the PortWings project funded by the European Research Council [Grant Agreement No. 787675]

1E. Kanso, M. Arroyo, Y. Tong, A. Yavari, J. G. Marsden, and M. Desbrun, “On the geometric character of stress in continuum mechanics,” Zeitschrift für Angewandte Mathematik und Physik 58, 843–856 (2007)

2P. Asinari and E. Chiavazzo, “Overview of the entropy production of incompressible and compressible fluid dynamics,” Meccanica 51, 1245–1255 (2016)

3J. E. Marsden and T. Ratiu, “Manifolds, Tensor Analysis, and Applications,”

4T. Frankel, The geometry of physics: an introduction (Cambridge University Press, 2011)

5J. Marsden and R. Abraham, “Hamiltonian mechanics on Lie groups and hydrodynamics,” 237–244 (1970)

6J. E. Marsden, T. Ratiu, and A. Weinstein, “Reduction and Hamiltonian structures on duals of semidirect product Lie algebras,” 28, 55–100 (1984)

7J. E. Marsden, T. Ratiu, and A. Weinstein, “Semidirect Products and Reduction in Mechanics,” Transactions of the American Mathematical Society 281, 147 (1984)

8J. E. Marsden, “Hamiltonian description of the ideal fluid,” Reviews of Modern Physics 70, 467–521 (1998)

9R. Rashad, F. Califano, F. P. Schuller, and S. Stramigioli, “Port-Hamiltonian modeling of ideal fluid flow: Part I. Foundations and kinetic energy,” Journal of Geometry and Physics 164, 104201 (2021)

10R. Rashad, F. Califano, F. P. Schuller, and S. Stramigioli, “Port-Hamiltonian modeling of ideal fluid flow: Part II. Compressible and incompressible flow,” Journal of Geometry and Physics 164, 104199 (2021)

11A. D. Gilbert and J. Vanneste, “A geometric look at momentum flux and stress in fluid mechanics,” 1–21 (2019)

12L. A. Mora, Y. Le Gorrec, D. Matignon, H. Ramirez, and J. I. Yuz, “On port-Hamiltonian formulations of 3-dimensional compressible Newtonian fluids,” Physics of Fluids 33 (2021), 10.1063/5.0067784
13 A. van der Schaft and B. Maschke, “Geometry of thermodynamic processes,” Entropy 20, 1–23 (2018).
14 M. Grmela, “Contact geometry of mesoscopic thermodynamics and dynamics,” Entropy 16, 1652–1686 (2014).
15 A. M. Badlyan, B. Maschke, C. Beattie, and V. Mehrmann, “Open physical systems: from GENERIC to port-Hamiltonian systems,” [2018]
16 D. N. Arnold, R. S. Falkt, and R. Whither, Acta Numerica Vol. 15 (2006) pp. 1–155.
17 P. B. Bochev and J. M. Hyman, “Principles of Mimetic Discretizations of Differential Operators,” in Compatible Spatial Discretizations, edited by D. N. Arnold, P. B. Bochev, R. B. Lehoucq, R. A. Nicolaides, and M. Shashkov (Springer New York, New York, NY, 2006) pp. 89–119.
18 E. S. Gawlik and F. Gay-Balmaz, “A Variational Finite Element Discretization of Compressible Flow,” Foundations of Computational Mathematics 21, 961–1001 (2021).
19 A. N. Hirani, Discrete Exterior Calculus, Ph.D. thesis, California Institute of Technology (2003).
20 F. Califano, R. Rashad, F. P. Schuller, and S. Stramigioli, “Energetic decomposition of distributed systems with moving material domains: The port-Hamiltonian model of fluid-structure interaction,” Journal of Geometry and Physics 175, 104477 (2022).
21 V. Arnold, “Topological Methods In Hydrodynamics,” Annual Review of Fluid Mechanics 24, 145–166 (1992).
22 B. F. Schütz, Geometrical Methods of Mathematical Physics (Cambridge University Press, 1980).
23 F. Califano, R. Rashad, F. P. Schuller, and S. Stramigioli, “Geometric and energy-aware decomposition of the Navier–Stokes equations: A port-Hamiltonian approach,” Physics of Fluids 33, 47114 (2021).
24 A. J. Van Der Schaft and B. M. Maschke, “Hamiltonian formulation of distributed-parameter systems with boundary energy flow,” Journal of Geometry and Physics 42, 166–194 (2002).