Two-Stage Resampling for Convolutional Neural Network Training in the Imbalanced Colorectal Cancer Image Classification
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Abstract. Data imbalance remains one of the open challenges in the contemporary machine learning. It is especially prevalent in case of medical data, such as histopathological images. Traditional data-level approaches for dealing with data imbalance are ill-suited for image data: oversampling methods such as SMOTE and its derivatives lead to creation of unrealistic synthetic observations, whereas undersampling reduces the amount of available data, critical for successful training of convolutional neural networks. To alleviate the problems associated with over- and undersampling we propose a novel two-stage resampling methodology, in which we initially use the oversampling techniques in the image space to leverage a large amount of data for training of a convolutional neural network, and afterwards apply undersampling in the feature space to fine-tune the last layers of the network. Experiments conducted on a colorectal cancer image dataset indicate the usefulness of the proposed approach.
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1 Introduction

Data imbalance occurs in the classification task whenever one of the classes (minority class) consists of a smaller number of observations than one of the other classes (majority class). Data imbalance poses a significant challenge for the traditional learning algorithms, a majority of which was designed with the assumption of balanced class distributions. When trained on the imbalanced data, such algorithms tend to display a bias towards the majority class at the expense of the minority class, degrading the overall performance. Due to its prevalence in real-life applications and a potentially significant impact on the training process of the classification algorithms, imbalanced data learning is a well-established area of machine learning. A large body of techniques, which can be divided into the data-level and algorithm-level approaches, exists in the literature. The aim
of the former is modification of the training data prior to classification to balance the class distribution, either by removing some of the existing majority class observations (undersampling) or by creating new minority class observations (oversampling). The latter type of methods directly modifies the training process of the classifier to compensate for the imbalanced data distribution. However, despite the large body of existing work, a majority of data-level approaches translates poorly to the image data. More sophisticated oversampling techniques, such as SMOTE [4], are based on the notion of generating synthetic minority objects by interpolating a pair of existing, neighboring observations. When applied directly to the image data, which became a de facto standard for model input with the advent of deep learning, this can produce unrealistic images with visible artifacts. At the same time, SMOTE is a cornerstone for the contemporary data-level approaches for handling data imbalance [8], with a majority of existing oversampling approaches based directly on the idea of synthetic oversampling by interpolation. Similarly, applying undersampling can also be problematic when training deep convolutional neural networks, as they usually require a large amount of training data to achieve a satisfactory performance. As a result, one of the challenges in the imbalanced image recognition domain is adapting the existing research to be applicable within the convolutional neural network training.

In this paper we propose a novel approach for handling data imbalance in the image recognition task, in which we apply data resampling in two stages: first of all we oversample the data directly in the image space and use it for the initial training of the model, and afterwards we undersample the data in the high-level feature space produced, based on the input images, by the previously trained network, to fine-tune its last layers. Afterwards we experimentally evaluate the proposed approach on a colorectal cancer image dataset. The rest of the paper is organized as follows. In Section 2 we present the related work on the subject of imbalanced image recognition, with particular focus on histological image classification. In Section 3 we discuss the shortcomings of the existing data-level approaches in more detail and present our two-stage resampling approach. In Section 4 we present the details of the conducted experimental study, including the details of the used dataset and the data imbalance artificially introduced into it. Finally, in Section 5 we present our conclusions.

2 Related Work

First work related to the subject of the impact of data imbalance on neural networks can be traced to the Anand et al. [1], who considered the case of shallow neural networks. More recently, Johnson and Khoshgoftaar [11] conducted a survey on deep learning with class imbalance, outlining the recent advances in the field, in particular in the context of convolutional neural networks. Some of the most relevant approaches outlined in their study include the works by Masko and Hensman [19], who used random oversampling (ROS) before training the convolutional neural network, Lee et al. [16], who use random undersampling (RUS)
in combination with transfer learning, Pouyanfar et al. [20], who introduced a
dynamic sampling approach, and Buda et al. [3], who consider the impact of
RUS, ROS, and two-phase training, an approach in which the network is first
trained on the balanced dataset, and afterwards finetuned on the original data.
Conceptually, the last approach is the most similar to the one presented in this
paper. However, the method we advocate for uses resampling in both the image
space and the feature space, whereas two-phase training uses only the former.

In the context of the histological image classification, Koziarski et al. [14]
considered the impact of data imbalance on the performance of a convolutional
neural network in the breast cancer recognition task, as well as the possibility
of applying different data resampling techniques directly in the image space.
Later on, Koziarski [13] successfully applied the Radial-Based Undersampling
algorithm in the high-level feature space, achieving an improvement in the per-
formance. Additionally, Kwolek et al. [15] considered the possibility of applying
the active learning in the same problem domain.

Finally, it is important to note that besides the attempts at translating the
traditional data-level approaches to the image recognition setting, methods ded-
icated to image data and convolutional neural network training can be found
in the literature. Examples of such methods include BAGAN [18], a generative
adversarial network applied to the image synthesis task, and the class-balanced
loss function [6].

3 Two-Stage Resampling

Both the over- and the undersampling techniques have their limitations that
have to be addressed to achieve a satisfactory performance, in particular in the
image recognition setting. Traditional oversampling algorithms producing syn-
thetic observations, such as SMOTE and its derivatives, were not designed with
the intention of being used on the image data. They are based on the idea of
using data interpolation between nearby minority observations to synthesize new
ones, and when applied in the image space, this approach can lead to creation
of visual artifacts. As a result, produced synthetic images can be unrealistic,
in particular when the considered data is highly dimensional. This point was
illustrated in Figure [1]. On the other hand, strategies that duplicate the exist-
ing observations, namely random oversampling, are known to cause overfitting
in the simpler classification algorithms, such as decision trees [4]. Conceptually,
this effect is likely to be even further pronounced for the convolutional neural
networks, which tend to have a significantly higher number of trainable param-
eters. Finally, undersampling strategies reduce the amount of data available for
training, which is crucial for a successful training of large neural networks.

To address the aforementioned shortcomings of the over- and undersampling
techniques, namely the possibility of overfitting in the case of random oversam-
pling, the introduction of visual artifacts in a high-dimensional synthetic observ-
ations generated by SMOTE-based algorithms, and the loss of data in the case
of undersampling, we propose a conceptually simple strategy of two-stage data
Fig. 1. An example of SMOTE interpolation applied to a high-dimensional image data.

resampling intertwined with a traditional convolutional neural network training procedure. The motivation behind the approach is to, first of all, leverage a high amount of data, further enhanced by applying oversampling, in the initial training of the convolutional network, and afterwards fine-tune the fully-connected head of the network on a smaller amount of undersampled data, uncontaminated by the synthetic observations. We present a visualization of the data flow of the proposed approach in Figure 2.

Fig. 2. Visualization of the data flow in the proposed approach. In the first stage, original image data is oversampled (1) and used to train the convolutional neural network (2). In the second stage, image data is passed through the trained convolutional neural network (3) and high-level features are extracted (4). These features are afterwards undersampled (5) and used to fine-tune the networks head (6).

It is important to note that even though we propose using oversampling in the first stage of the algorithm and undersampling in the second stage, the exact choice of both resampling strategies can be treated as a parameter of the method. Another theoretically viable strategy is applying one of the variants of SMOTE in the second resampling stage, directly on the high-level features extracted from a previously trained convolutional network. In principle, such approach could reduce the impact of visual artifacts, introduced if SMOTE was used in the image space, on the network training process. Secondly, in particular the first resampling stage could be omitted entirely. The essential steps of the
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method are, first of all, initial training of the network, and secondly, using the trained network to extract high-level features, afterwards resampled and utilized during fine-tuning of the fully-connected head of the network. As a final remark, while we propose performing second stage resampling directly in the high-level feature space, it is worth mentioning that the order of feature extraction and resampling is relevant only for the non-random approaches. During both the random over- and undersampling, performing the resampling prior to feature extraction would produce an identical result. The order of the operations is, however, vital when using guided resampling strategies, such as SMOTE.

4 Experimental Study

4.1 Dataset

Despite the prevalence of data imbalance in real-life image recognition, a majority of popular benchmark datasets consists of data with completely balanced distribution. To the best of our knowledge no dedicated image recognition benchmarks for evaluation of the impact of data imbalance exist. Because of that, in this paper we considered the case of an originally balanced benchmark dataset with artificially introduced data imbalance. Specifically, we used a colorectal cancer histology dataset published by Kather et al. [12]. It consists of a total of 5,000 histological images of human colorectal cancer divided into eight different types of tissue. Dataset included textures extracted at different scales, from individual cells to larger structures. Each image had a dimensionality of 150 × 150 pixels. Sample images from the dataset were presented in Figure 3.

Data imbalance was introduced by randomly undersampling the original data up to the point of achieving the desired imbalance ratio (IR). 4 different imbalance levels were considered: balanced (IR = 1.0), small (IR = 2.0), medium (IR = 5.0) and high (IR = 10.0), as well as 4 different imbalance types: linear, single majority, single minority and half minority. Used imbalance types were chosen with the aim of simulating different types of relations between the classes that can occur in the multi-class setting. In the case of linear imbalance, the ratio of observations for \( i \)-th class was calculated as

\[
    r_i = 1 + \frac{\text{IR} - 1}{M - 1} (i - 1),
\]

with \( M = 8 \) denoting the number of classes, and \( i \in \{1, 2, ..., 8\} \), whereas for the three remaining imbalance types it was equal to

\[
    r_i = \begin{cases} 
    \text{IR}, & \text{if } i \text{-th class was a minority class} \\
    1, & \text{otherwise} 
    \end{cases}  \tag{2}
\]

Finally, the desired number of observations for \( i \)-th class was calculated as

\[
    n_i = \frac{1}{r_i} \cdot n, \tag{3}
\]
Fig. 3. Sample images from the used dataset, with individual rows containing samples from a single class. From the top: (1) tumour epithelium, (2) simple stroma, (3) complex stroma, (4) immune cell conglomerates, (5) debris and mucus, (6) mucosal glands, (7) adipose tissue, (8) background
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with \( n = 625 \) denoting the total number of observations per class. Class distributions for different imbalance types were presented in Figure 4.

To reduce the impact of random data variability on the results, 10-fold cross-validation was used to partition the original dataset. Afterwards, for each of the folds classes were randomly ordered, and the undersampling was performed iteratively for the increasing imbalance levels. In other words, for a given fold, the assignment of a class to either the majority or the minority was preserved across the imbalance levels and types, and the dataset for a given imbalance level was always a subset of a dataset for a lower imbalance level for the same fold.

In total, 160 data partitionings, with different combinations of imbalance levels, imbalance types, and folds, were created. They represented different levels of severity of data imbalance in the dataset. It is worth mentioning that the imbalance type affected the associated difficulty in two ways. It not only altered the number of minority classes, but also impacted the total amount of data available for training. This was illustrated in Figure 5. As can be seen, applying the single majority scenario led to a lowest total number of observations, whereas the single minority resulted in the opposite.

4.2 Set-up

**Classification.** We based our experimental analysis on the MobileNet architecture [10], with the input shape adjusted to \( 150 \times 150 \), the number of neurons in the only fully-connected layer adjusted to 1024, and the number of neurons in the softmax layer adjusted to 8. During the second resampling stage we passed the original images through the network and extracted 1024-dimensional feature representations. Afterwards, we resampled the data in the feature space and used it to fine-tune the fully-connected and softmax layers. In both stages we trained the network using RMSprop optimizer for 20 epochs, with learning rate equal to 0.0001, batch size equal to 32, categorical cross-entropy used as the loss function, and the weights of the model pretrained on the ImageNet dataset [7]. We based our implementation on the Keras library [5].

**Resampling.** In addition to the baseline setting in which no data resampling was applied, we considered three popular data-level approaches for handling
data imbalance: random undersampling (RUS), random oversampling (ROS) and SMOTE. The methods were applied in one of three ways: directly in the image space (IS), in which case the data was vectorized prior to resampling and reshaped to the original format afterwards; in the feature space (FS), in which case network was first trained on the imbalanced data and afterwards the fully-connected and softmax layers were fine-tuned on the resampled data; and in the two-stage setting (TS), in which case the data was first resampled in the image space, used to train the network, and afterwards a high-level feature representations were extracted from the original data, resampled with a different algorithm, and used to fine-tune the fully-connected and softmax layers. In all of the cases we performed resampling up to the point of achieving a balanced class distribution. In the case of SMOTE we used the number of nearest neighbors $k = 5$. Our implementation was based on the imbalanced-learn library [17].

**Evaluation.** The metric most commonly used to evaluate the performance of image recognition algorithms is classification accuracy (Acc). However, it is not a reliable measure of performance when dealing with imbalanced data, since it assigns weight of the miss-classification of individual classes as proportional to the number of observations that they consist of. To alleviate this issue, in this paper we use three different metrics proposed explicitly for the multi-class imbalanced data setting: Average Accuracy (AvAcc), Class Balance Accuracy (CBA), and Geometric Average of Recall (MAvG) [2]. They can be defined as
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follows:

\[ \text{AvAcc} = \frac{\sum_{i=1}^{M} TPR_i}{M}, \]  
(4)

\[ \text{CBA} = \frac{\sum_{i=1}^{M} \max \left( \frac{\sum_{j=1}^{M} \text{mat}_{i,j}}{\sum_{i=1}^{M} \text{mat}_{j,i}} \right)}{M}, \]  
(5)

\[ \text{MAvG} = \sqrt[\pi M]{\prod_{i=1}^{M} \text{recall}_i}, \]  
(6)

with \( M \) denoting the number of classes, \( TPR_i \) denoting the true positive rate for class \( i \), and \( \text{mat}_{i,j} \) denoting the number of instances of the true class \( i \) that were predicted as class \( j \).

For statistical comparison of different strategies for data resampling we used a Friedman ranking test with Shaffer post-hoc analysis [9]. All employed tests of significance used confidence level \( \alpha = 0.05 \).

4.3 Results

We began the conducted analysis with an experiment, in which we evaluated the impact of imbalance level on the classification performance when no data resampling was applied. We considered both the different imbalance scenarios as well as different metrics as a separate test cases. As a reference, we also included the classification accuracy. The results of this stage of the experimental analysis were presented in Figure 6. As can be seen, especially the higher levels of imbalance were highly detrimental to the classification performance with respect to the dedicated metrics for evaluation of performance in the multi-class imbalance setting. This was the case even though, depending on the type of considered imbalance scenario, performance drop was not visible, or was much smaller, with respect to the classification accuracy. This was shown to further emphasize the fact that the classification accuracy is not an appropriate metric in the imbalanced data classification task. Furthermore, it is worth mentioning that the degree of the performance drop was dependant on the specific imbalance scenario. In particular, in the case of linear and half minority scenarios, where the total number of observations available for training was the same, the degree of performance drop still differed: final performance was noticeably smaller in the half minority scenario. This illustrates the point that the decrease in the number of observations used for training was not the sole reason of the performance drop, and the nature of the imbalance relations between the classes is also an important factor.

In the second stage of the conducted experimental analysis we considered the impact of applying different resampling strategies directly in the image space. We used all of the considered resampling algorithms, namely RUS, ROS and SMOTE, and compared them with the baseline case in which no resampling was applied. The results, once again separated into specific imbalance scenarios and
imbalance levels, were presented in Table 1. As can be seen, the choice of the resampling strategy leading to the best performance depended on the specific imbalance scenario, as well as the considered performance metric. However, several observations can be made based on the achieved results. Most importantly, using RUS in no case led to the best results. In fact, in the majority of the cases training on the undersampled data led to a worse performance than the baseline setting, in which no resampling was applied. On the other hand, using both ROS and SMOTE led to an improved performance in the majority of imbalance scenarios, with neither of the methods producing better performance in all of the settings. The only exception to this trend was the single minority scenario, based on the results presented in Figure 6, the least severe type of imbalance, in which using neither of the oversampling strategies led to a performance better than the baseline case. Interestingly, this held true even for higher imbalance levels. The performance improvement due to oversampling was, in general, highest for the most difficult scenario, the single majority. Finally, it is worth noting that the fact that applying SMOTE directly in the image space produced a performance improvement is somehow surprising. As previously discussed, we attribute it to the characteristics of this particular dataset, for which relatively small dimensionality of an individual image, as well as the nature of a histological data, which consists of textures, led to a less severe visual artifacts due to the image interpolation. It is likely that this trend would not translate to a natural images with higher dimensionality, such as the ones comprised in the ImageNet.

Finally, in the last stage of the conducted experiments we directly compared different approaches to applying resampling: in the image space (IS), high-level feature space (FS) and in the two-stage setting (TS). For both the IS and FS...
Table 1. A comparison of different resampling strategies applied directly on the image data, individually for each imbalance scenario, imbalance ratio (IR) and performance metric.

| Scenario        | IR   | Metric | Baseline | IS\_RUS | IS\_ROS | IS\_SMOTE |
|-----------------|------|--------|----------|---------|---------|-----------|
| linear          | 2.0  | AvAcc  | 0.9167   | 0.9114  | 0.9186  | 0.9238    |
|                 |      | CBA    | 0.8811   | 0.8737  | 0.8875  | 0.8940    |
|                 |      | MAvG   | 0.9100   | 0.9058  | 0.9136  | 0.9198    |
|                 | 5.0  | AvAcc  | 0.9133   | 0.8832  | 0.9215  | 0.9219    |
|                 |      | CBA    | 0.8832   | 0.8202  | 0.8882  | 0.8903    |
|                 |      | MAvG   | 0.9083   | 0.8756  | 0.9154  | 0.9162    |
|                 | 10.0 | AvAcc  | 0.8874   | 0.8603  | 0.8860  | 0.8979    |
|                 |      | CBA    | 0.8456   | 0.7769  | 0.8577  | 0.8655    |
|                 |      | MAvG   | 0.8676   | 0.8511  | 0.8635  | 0.8841    |
| single majority | 2.0  | AvAcc  | 0.8976   | 0.9071  | 0.9131  | 0.9167    |
|                 |      | CBA    | 0.8576   | 0.8731  | 0.8795  | 0.8851    |
|                 |      | MAvG   | 0.8915   | 0.9018  | 0.9090  | 0.9111    |
|                 | 5.0  | AvAcc  | 0.8633   | 0.8727  | 0.8781  | 0.8899    |
|                 |      | CBA    | 0.8093   | 0.8040  | 0.8253  | 0.8429    |
|                 |      | MAvG   | 0.8519   | 0.8645  | 0.8643  | 0.8792    |
|                 | 10.0 | AvAcc  | 0.8267   | 0.8333  | 0.8467  | 0.8476    |
|                 |      | CBA    | 0.7765   | 0.7323  | 0.7985  | 0.7842    |
|                 |      | MAvG   | 0.7907   | 0.7412  | 0.7589  | 0.8168    |
| single minority | 2.0  | AvAcc  | 0.9381   | 0.9159  | 0.9383  | 0.9327    |
|                 |      | CBA    | 0.9185   | 0.8818  | 0.9165  | 0.9076    |
|                 |      | MAvG   | 0.9355   | 0.9117  | 0.9357  | 0.9280    |
|                 | 5.0  | AvAcc  | 0.9202   | 0.8793  | 0.9183  | 0.9159    |
|                 |      | CBA    | 0.8910   | 0.8244  | 0.8949  | 0.8848    |
|                 |      | MAvG   | 0.9104   | 0.8707  | 0.9041  | 0.9047    |
|                 | 10.0 | AvAcc  | 0.9179   | 0.8573  | 0.8985  | 0.9057    |
|                 |      | CBA    | 0.8912   | 0.7684  | 0.8784  | 0.8803    |
|                 |      | MAvG   | 0.9068   | 0.8468  | 0.7963  | 0.8047    |
| half minority   | 2.0  | AvAcc  | 0.9226   | 0.9101  | 0.9246  | 0.9254    |
|                 |      | CBA    | 0.8963   | 0.8630  | 0.8966  | 0.8925    |
|                 |      | MAvG   | 0.9193   | 0.9057  | 0.9211  | 0.9216    |
|                 | 5.0  | AvAcc  | 0.8993   | 0.8867  | 0.8776  | 0.9044    |
|                 |      | CBA    | 0.8670   | 0.8110  | 0.8467  | 0.8703    |
|                 |      | MAvG   | 0.8884   | 0.8798  | 0.8608  | 0.8979    |
|                 | 10.0 | AvAcc  | 0.8395   | 0.8534  | 0.8724  | 0.8540    |
|                 |      | CBA    | 0.7984   | 0.6752  | 0.8405  | 0.8165    |
|                 |      | MAvG   | 0.8089   | 0.8387  | 0.8440  | 0.8261    |
we evaluated all three of the considered resampling strategies: RUS, ROS and SMOTE. For the two-stage resampling, based on the results obtained for IS and FS, we used SMOTE in the first stage to oversample the data in the image space, and afterwards RUS to undersample high-level features for further fine-tuning. For each of the considered approaches we evaluated three imbalance levels (IR ∈ {2.0, 5.0, 10.0}) and all four of the proposed imbalance scenarios, with 10-fold cross-validation used for every setting. In total, every strategy was evaluated on 120 different data partitionings. Averaged results, as well as the average ranks achieved by each method, were presented in Table 2, whereas the results of the statistical analysis, with hypothesis tested being that using two-stage approach produced results different than the reference methods, were presented in Table 3. As can be seen, using the proposed approach led to achieving the best performance with respect to all of the considered metrics, both with respect to the averaged scores as well as average ranks. Furthermore, the conducted statistical analysis confirmed that the achieved improved performance was statistically significant not only when compared to the baseline, but also to the resampling in the image space. Nevertheless, the differences between the two-stage resampling and resampling in the high-level feature space were not statistically significant.

Table 2. A comparison of image space (IS), high-level feature space (FS) and two-stage (TS) resampling, with the specific resampler used denoted in subscript. In addition to the scores averaged over all imbalance scenarios, average ranks achieved by each method were presented in the parentheses.

| Approach       | AvAcc  | CBA    | MAvg   |
|----------------|--------|--------|--------|
| Baseline       | 0.8952 (5.47) | 0.8596 (5.53) | 0.8824 (5.46) |
| ISRUS          | 0.8809 (6.59) | 0.8087 (7.30) | 0.8661 (6.23) |
| ISRUS          | 0.8995 (5.03) | 0.8675 (5.12) | 0.8739 (5.10) |
| ISSMOTE        | 0.9030 (4.66) | 0.8678 (5.02) | 0.8842 (4.80) |
| FSRUS          | 0.9122 (3.64) | 0.8849 (3.52) | 0.9030 (3.70) |
| FSRUS          | 0.9101 (3.73) | 0.8868 (3.24) | 0.8997 (3.76) |
| FS_SMOTE       | 0.9111 (3.61) | 0.8880 (3.19) | 0.8940 (3.63) |
| TSMOTERUS      | 0.9152 (3.27) | 0.8898 (3.09) | 0.9050 (3.32) |

5 Conclusions

In this paper we considered the imbalanced image recognition problem with an application to the multi-class texture analysis in the colorectal cancer histology. We discussed the shortcomings of the existing data-level strategies of dealing with data imbalance in the context of image recognition and proposed a novel approach, two-stage data resampling, to mitigate the described deficiencies of over- and undersampling. Finally, in the conducted experimental analysis we
Table 3. $p$-values obtained during Friedman test with Shaffer post-hoc. $>$ sign denotes statistically significantly better performance of the proposed two-stage resampling than that of the given reference method

| Metric | Baseline | ISRUS | ISRUS | ISMOTE | FS蘑 | FS蘑 | FS蘑 |
|--------|----------|-------|-------|--------|------|------|------|
| AvAcc  | $> 0.0000$ | $> 0.0000$ | $> 0.0000$ | $> 0.0002$ | $= 1.0000$ | $= 1.0000$ | $= 1.0000$ |
| CBA    | $> 0.0000$ | $> 0.0000$ | $> 0.0000$ | $> 0.0000$ | $= 1.0000$ | $= 1.0000$ | $= 1.0000$ |
| MAVG   | $> 0.0000$ | $> 0.0000$ | $> 0.0000$ | $> 0.0000$ | $= 1.0000$ | $= 1.0000$ | $= 1.0000$ |

empirically confirmed the usefulness of the proposed approach. We evaluated the negative impact of an artificially introduced data imbalance on the classification performance of a convolutional neural network, and examined the suitability of applying data resampling: directly in the image space, in the high-level feature space generated by a previously trained convolutional neural network, and a combination of the two. Proposed approach was motivated by, first of all, the necessity of preserving a large amount of training data, required for successful training of deep neural networks and limited by applying undersampling, and the need of limiting the distortions that are introduced to the data by applying synthetic oversampling strategies. Observed results indicate that, especially in the case of undersampling, a two-stage approach in which resampling is performed in the high-level feature space and leveraged to fine-tune the last layers of the network, leads to achieving a significantly better results than resampling directly in the image space. Furthermore, by applying a combination of oversampling the data in the image space and later undersampling it in the high-level feature space, we were able to achieve additional improvement in performance, which was, however, not statistically significant.

Due to the nature of the histological data, as well as the characteristics of the chosen benchmark dataset, further research is required to confirm the usefulness of the proposed approach in the general imbalanced image recognition setting. Specifically, evaluation on a large-scale dataset consisting of natural images with a higher dimensionality, such as ImageNet, would be beneficial to better understand the suitability of feature space resampling. This is due to the fact that image interpolation of natural images is more likely to introduce visual artifacts, making SMOTE interpolation directly in the image space less suitable, as well as the fact that an increased volume of data available for training could, in principle, make direct undersampling more suitable. Additionally, evaluation of different resampling strategies, as well as comparison with approaches other than data-level resampling algorithms, would be beneficial for better understanding of the problem. This is left for further research.
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