STAR FORMATION RATES AND STELLAR MASSES OF Hα SELECTED STAR-FORMING GALAXIES AT z = 0.84: A QUANTIFICATION OF THE DOWNSIZING
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ABSTRACT

In this work we analyze the physical properties of a sample of 153 star-forming galaxies at z ∼ 0.84, selected by their Hα flux with a narrowband filter. B-band luminosities of the objects are higher than those of local star-forming galaxies. Most of the galaxies are located in the blue cloud, though some objects are detected in the green valley and in the red sequence. After the extinction correction is applied, virtually all these red galaxies move to the blue sequence, unveiling their dusty nature. A check on the extinction law reveals that the typical extinction law for local starbursts is well suited for our sample but with E(B − V)stars = 0.55 E(B − V)gas. We compare star formation rates (SFRs) measured with different tracers (Hα, far-ultraviolet, and infrared), finding that they agree within a factor of three after extinction correction. We find a correlation between the ratios SFRUV/SFRHα, SFRIR/SFRHα, and the EW(Hα) (i.e., weighted age), which accounts for part of the scatter. We obtain stellar mass estimations by fitting templates to multi-wavelength photometry. The typical stellar mass of a galaxy within our sample is ∼10^{10} M⊙. The SFR is correlated with stellar mass and the specific SFR decreases with it, indicating that massive galaxies are less affected by star formation processes than less massive ones. This result is consistent with the downsizing scenario. To quantify this downsizing we estimated the quenching mass Mq for our sample at z ∼ 0.84, finding that it declines from Mq ∼ 10^{12} M⊙ at z ∼ 0.84 to Mq ∼ 8 × 10^{10} M⊙ at the local universe.
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1. INTRODUCTION

During the last two decades, the cosmic star formation history of the universe has been widely studied in order to better constrain galaxy formation and evolution models. Large-area surveys and the use of larger telescopes have consolidated our knowledge at low-intermediate redshifts (z = 0.0–1.0; see Hopkins & Beacom 2006). Several measurements exist at higher redshifts (Pérez-González et al. 2005; Geach et al. 2008; Reddy & Steidel 2009; Hayes et al. 2010). At present we have started to probe the most distant universe at z ∼ 7–8 (Bouwens et al. 2009, 2010).

In general, the star formation rate density (SFRd) history from the local universe to z ∼ 1 is well accepted. Near z ∼ 1, where the rise in SFRd from the local universe slows down, there are several measurements obtained through samples selected in a variety of ways and using different star formation rate (SFR) tracers. Results from Hα, UV, and IR agree reasonably, although with higher dispersion than at lower redshifts (Garn et al. 2010). This scattering originates (at least partially) from the two aforementioned processes: the sample selection and/or the SFR estimation. The estimations of the SFRd at this redshift have been measured mainly through UV (Lilly et al. 1996; Connolly et al. 1997; Cowie et al. 1999; Wilson et al. 2002; Schiminovich et al. 2005), IR (Flores et al. 1999; Le Floc’h et al. 2005; Pérez-González et al. 2005), and Hα (Glazebrook et al. 1999; Yan et al. 1999; Hopkins et al. 2000; Tresse et al. 2002; Doherty et al. 2006; Villar et al. 2008; Sobral et al. 2009; Ly et al. 2011). Therefore, it is important to constrain the potential differences that arise when one or another tracer is used to estimate SFRs.

Estimations of SFR through the UV flux are very sensitive to the extinction correction. UV detection also probes populations older than Hα, and is thus more sensitive to recent star formation history (Calzetti et al. 2005). The IR, on the other hand, is not affected by extinction but is very model dependent (Barro et al. 2011a, 2011b). Moreover, it is not well understood how the old population of stars contributes to the IR emission, but it could be a significant fraction (da Cunha et al. 2008; Salim et al. 2009). The Hα line is one of the best estimators as it is sensitive only to very young stars and is not affected by recent star formation history, which may still be detected by UV or IR. It has the problem that at z > 0.5 it moves to the near-infrared (NIR) domain, where large amounts of spectroscopy are still difficult to obtain, though several NIR multi-object spectrographs for 8–10 m class telescopes are coming in the next years. In addition, different methods have been used to measure the total Hα line flux, which could lead to discrepancies if some effects are not properly corrected. On one hand we have spectroscopy, long- or multi-slit or through fibers, where aperture corrections are needed to recover the total flux (see, for example, Doherty et al. 2006; Erb et al. 2006). On the other hand, we have the slitless spectroscopy (Yan et al. 1999; Hopkins et al. 2000) and narrowband (Villar et al. 2008; Sobral et al. 2009; Ly et al. 2011) techniques, which have the advantage that the total flux of the object is recovered and no aperture corrections are needed. Although correction from the nitrogen contribution is needed if the filter is not narrow enough, it is easier to estimate this effect than make aperture corrections. Obviously, the extinction is also important at this wavelength, though less so than in the UV.
Thus, the Hα estimator is the best suited to study instantaneous star formation. As mentioned before, the problem is that at this redshift the line is observed in the NIR and little data to date are available. It is also interesting to assess if UV and IR provide SFRs comparable to those of Hα, given the large amount of data available today in these wavelengths.

The selection methods for the samples are also different and target different populations. Selecting the sample in the UV, for example, implies a bias against very obscured galaxies, which may not be detected unless very deep observations are carried out. On the other hand, the IR selected samples will favor the selection of objects with large amounts of dust, missing the blue and dust-free objects. Selections based in the Hα line will select the objects with ongoing star formation; thus, only star-forming galaxies (and active galactic nuclei [AGNs]) will be selected.

To study the population of galaxies that are actively forming stars, it is necessary to have a well-defined sample of star-forming galaxies. One of the best techniques today is the use of narrowband filters targeting Hα.

A population of star-forming galaxies selected in this way is ideal for studying the SFR sequence, which refers to the correlation that exists between SFR and stellar mass. This correlation has been found at a wide range of redshifts, although evolution with respect to this parameter has been found (see Dutton et al. 2010 for a review). While the slope is almost constant, the SFR zero point increases from the local universe to redshift \( z \approx 2 \). From this redshift on, the trend remains almost constant with little evolution. There exists some discrepancy in the slope, which is somewhat lower than unity in all cases (see, for example, Noeske et al. 2007b; Elbaz et al. 2007; Salim et al. 2007).

However, some works do not find this correlation. Caputi et al. (2006) do not find any trend for their MIPS-selected sample at \( z \approx 2 \). More recently, Sobral et al. (2011) did not find any evidence of this sequence for their HiZELS sample at \( z \approx 0.84 \), selected with a narrowband filter targeting Hα.

This correlation implies that the slope of specific SFR (sSFR) versus mass is higher than \(-1\). Obviously, if no correlation between stellar mass and SFR is found the slope of sSFR versus stellar mass is simply \(-1\). The slope of this correlation is very important, as it tells us how the importance of star formation decreases over the already-formed stellar mass.

In this work we use a narrowband-selected sample of star-forming galaxies at \( z \approx 0.84 \), presented in Villar et al. (2008), to compare SFRs obtained from different tracers and to study the relation between stellar mass and SFR. The sample is very well suited for this study as (1) it is directly selected by star formation, so the population of star-forming galaxies is not biased and (2) the use of the narrowband filter technique provides reliable Hα SFRs to compare with FUV and IR estimations.

This paper is structured as follows: In Section 2, we present the sample and the available data sets. In Section 3, we describe the methods used to eliminate AGN contaminants. Absolute magnitudes and color are presented in Section 4. Section 5 presents a comparison of SFRs obtained through different estimators as well as a check on the extinction law more suited to our sample. Section 6 presents the stellar masses and their relation with SFR. Finally, we summarize our results and conclusions in Section 7.

Throughout this paper we use AB magnitudes. We adopt the cosmology \( H_0 = 70\ km\ s^{-1}\ Mpc^{-1}, \Omega_m = 0.3, \) and \( \Omega_k = 0.7 \).

2. DATA

2.1. Sample

This paper analyzes an Hα selected sample of galaxies at \( z = 0.84 \). The objects are selected by their emission in the Hα+[N II] line and are thus selected due to intense star formation (except when activity at nuclei level is present). The sample was first described in Villar et al. (2008, hereafter V08), and the reader is referred to that paper for full details of the sample selection criteria. A brief summary of the process is presented here.

The sample was built using narrowband and broadband images in the \( J \) band of the near-infrared. The narrowband filter used in this work is \( J\text{-continuum} (J_C) \) centered at 1.20 μm, corresponding to Hα at \( z = 0.84 \). The search was performed using the near-infrared camera OMEGA-2000\(^5\) of the 3.5 m telescope at the Calar Alto Spanish-German Astronomical Center (CAHA). OMEGA-2000 is equipped with a 2k × 2k Hawaii-2 detector with 18 μm pixels (0′′/45 on the sky, 15′′×15′′ field of view). Three points were observed, two in the Extended Groth Strip (EGS) and another in the GOODS-North field, covering an area of \( \sim 0.174\ deg^2 \) and reaching 70% completeness at a line flux of \( \sim 1.5 \times 10^{-16}\ erg\ s^{-1}\ cm^{-2} \).

In a first step, 239 emission line candidates were selected (once excluded the stars) by their flux excess in the narrowband, showing a \( J - J_C \) color excess significance \( n_z > 2.5 \) in one or several apertures. Spectroscopic and photometric redshifts were then used to rule out contaminants, either emission line galaxies at other redshifts or objects selected by spectral features or noise. The sample was cross-checked against redshift catalogs on GOODS-N and EGS fields. A total of 76 objects were confirmed as genuine Hα emitters in the narrowband redshift range, 43 in the EGS and 33 in GOODS-N. Contaminants were mainly emission line galaxies at other redshifts, including a small sample of \([O II]\) \( \lambda\lambda 4959,5007 \) emitters at \( z \approx 1.4 \) and a few objects not selected by line emission. The accuracy of selecting emission line galaxies was very high, around \( \sim 90\% \). Spectroscopic redshifts were only available for 98 objects in the sample; therefore, photometric redshifts were used to get rid of interlopers for the rest of the sample. The quality of the estimated photometric redshifts was very high, with 86% of the objects in the whole EGS and 90% of the objects in GOODS-N (with reliable spectroscopic redshifts) within \( \sigma_z/(1 + z) < 0.1 \).

Considering the photometric redshifts, a total of 89 objects, 64 in the EGS and 25 in GOODS-N, were added to the final sample. Since the original paper was published, new spectroscopic data have been made public, increasing the number of confirmed sources by 18 objects, for a total of 94. Only two objects were found to be incorrectly classified as Hα emitters and have been removed from the sample. Thus, the selection efficiency found in the original sample remains similar.

The final sample of Hα emitters at \( z = 0.84 \) contains 165 objects, 107 in the EGS and 58 in GOODS-N, 94 (57%) of them confirmed by optical spectroscopy (after including 3 objects with low-quality spectroscopic redshift). However, due to insufficient complementary data, we have discarded 12 objects. Hence, the sample used in this paper is composed of 153 objects.

Line fluxes have been recomputed using the formalism described in Pascual et al. (2007, hereafter P07), introducing the nitrogen contribution in the filters’ effective widths. This forces us to assume an initial value for the nitrogen contribution, setting

---

\(^5\) http://www.mpia-hd.mpg.de/IRCAM/O2000/index.html
it to the average value found in V08: $I([\text{N}\ II]\ \lambda 6584)/I(\text{H}\alpha) = 0.26$. This provides an initial estimate of the H$\alpha$ line flux without nitrogen contribution. With the equivalent width, we can estimate the nitrogen contribution, given the correlation between EW(H$\alpha$) and $I([\text{N}\ II]\ \lambda 6584)/I(\text{H}\alpha)$ found in the local Sloan Digital Sky Survey (SDSS) sample (see P07). We then estimate the nitrogen contribution and compute the line flux and equivalent width again. The latter provides a new estimation of the nitrogen contribution. The process is repeated until it converges, usually in two or three steps.

The line flux estimation through the narrowband and broadband filters assumes a most likely redshift for the object, i.e., we assume a redshifted wavelength for the emission line based on the shape of the filter and on the cosmology (see Pascual et al. 2007). In fact, the objects distribute along the wavelength range covered by the narrowband filter and are most likely detected near the filter’s central wavelength, where the transmission is high. Thus, assuming a most likely redshift for the object seems reasonable for the majority of them. However, for the objects that are selected in the wings of the filter, where the transmission falls abruptly, the recovered fluxes differ significantly. Even in the regions of high transmission, there could be important effects due to the presence of the nitrogen lines. We can correct these effects by introducing the real redshift, which we know for half the sample, in the equations to compute the line flux (see Pascual et al. 2007).

In Figure 1, we compare the line fluxes estimated with the redshifted wavelength for the real object and the average value estimated in V08: $I([\text{N}\ II]\ \lambda 6584)/I(\text{H}\alpha) = 0.26$. This provides an initial estimate of the H$\alpha$ line flux without nitrogen contribution. With the equivalent width, we can estimate the nitrogen contribution, given the correlation between EW(H$\alpha$) and $I([\text{N}\ II]\ \lambda 6584)/I(\text{H}\alpha)$ found in the local Sloan Digital Sky Survey (SDSS) sample (see P07). We then estimate the nitrogen contribution and compute the line flux and equivalent width again. The latter provides a new estimation of the nitrogen contribution. The process is repeated until it converges, usually in two or three steps.

The line flux estimation through the narrowband and broadband filters assumes a most likely redshift for the object, i.e., we assume a redshifted wavelength for the emission line based on the shape of the filter and on the cosmology (see Pascual et al. 2007). In fact, the objects distribute along the wavelength range covered by the narrowband filter and are most likely detected near the filter’s central wavelength, where the transmission is high. Thus, assuming a most likely redshift for the object seems reasonable for the majority of them. However, for the objects that are selected in the wings of the filter, where the transmission falls abruptly, the recovered fluxes differ significantly. Even in the regions of high transmission, there could be important effects due to the presence of the nitrogen lines. We can correct these effects by introducing the real redshift, which we know for half the sample, in the equations to compute the line flux (see Pascual et al. 2007).

In Figure 1, we compare the line fluxes estimated with the redshifted wavelength for the real object and the average value estimated in V08: $I([\text{N}\ II]\ \lambda 6584)/I(\text{H}\alpha) = 0.26$. This provides an initial estimate of the H$\alpha$ line flux without nitrogen contribution. With the equivalent width, we can estimate the nitrogen contribution, given the correlation between EW(H$\alpha$) and $I([\text{N}\ II]\ \lambda 6584)/I(\text{H}\alpha)$ found in the local Sloan Digital Sky Survey (SDSS) sample (see P07). We then estimate the nitrogen contribution and compute the line flux and equivalent width again. The latter provides a new estimation of the nitrogen contribution. The process is repeated until it converges, usually in two or three steps.

The line flux estimation through the narrowband and broadband filters assumes a most likely redshift for the object, i.e., we assume a redshifted wavelength for the emission line based on the shape of the filter and on the cosmology (see Pascual et al. 2007). In fact, the objects distribute along the wavelength range covered by the narrowband filter and are most likely detected near the filter’s central wavelength, where the transmission is high. Thus, assuming a most likely redshift for the object seems reasonable for the majority of them. However, for the objects that are selected in the wings of the filter, where the transmission falls abruptly, the recovered fluxes differ significantly. Even in the regions of high transmission, there could be important effects due to the presence of the nitrogen lines. We can correct these effects by introducing the real redshift, which we know for half the sample, in the equations to compute the line flux (see Pascual et al. 2007).

In Figure 1, we compare the line fluxes estimated with the real redshift versus the ones estimated in the general way. The narrowband filter shape is also shown for reference. It can be seen that, for the objects that fall in the wings of the filter, the line flux is clearly underestimated. It is worth also noting that a significant line flux fraction is lost even when the transmission is high, as in the case of the objects with higher redshifts within the shaded region in the figure, where the transmission is always above 80%. This is due to the fact that the [N II] $\lambda 6584$ line, which is the most intense of the two nitrogen lines, shifts to wavelengths where the transmission of the filter is greatly reduced; hence, if we do not take this effect into account, we overcorrect the nitrogen contribution, estimating fainter line fluxes. The effect is also present at shorter wavelengths, though in that case the other nitrogen line ([N II] $\lambda 6548$) is the one shifted to wavelengths with lower transmission. However, as this line is 3x weaker than the other one, the effect is less pronounced.

The amount of extinction for each galaxy was estimated through the FIR to UV flux ratio or the UV slope when the FIR data were not available (see V08). We used the extinction law derived by Calzetti et al. (2000). As new data are now available, especially regarding MIPS 24 $\mu$m, we have recomputed the extinctions for all the objects, considering, in addition, the results of the check on the extinction law (see Section 5.1). The median extinction for our sample is 1$''$24 in H$\alpha$, adopting values between 0$''$ and 3$''$8. Once these corrections are applied, H$\alpha$ luminosities and SFRs are computed.

### 2.2. Additional Data

In order to estimate the different properties analyzed in this paper, we use several additional data sets sampling a wide range of the electromagnetic spectrum, from the far-ultraviolet (GALEX FUV) to the mid-infrared (MIPS 24 $\mu$m). These complementary data sets have been collected as part of the Observatorio de la Universidad Complutense de Madrid (UCM) Rainbow database (see V08; Pérez-González et al. 2008; Barro et al. 2011a, for details) and have been gathered in part by the AEGIS (Davis et al. 2007) and GOODS (Dickinson & GOODS Legacy Team 2001) projects.

Briefly, in the EGS we have used optical data gathered with MegaCam at the 4 m Canada–France–Hawaii Telescope (CFHT), covering the following bands: $u^*$, $g'$, $i'$, $i^*$, and $z'$. We have also used $B$, $R$, and $I$ images obtained with the same telescope but with the camera CFHT 12k, as described in Coil et al. (2004). Deep optical $K$-band data taken with SuprimeCam at Subaru 8 m as part of the Subaru SuprimeCam Weak-Lensing Survey (Miyazaki et al. 2007) are also available. In the domain of the near-infrared, images in the $J$ band were obtained with Omega2000 as part of the data necessary to make the sample selection, and $K$-band images were obtained with Omega prime (Barro et al. 2009). Both instruments were located at the 3.5 m telescope at CAHA. Space-based optical images acquired with the Advanced Camera for Surveys (ACS) on board the Hubble Space Telescope (HST) are available in two bands: F606W and F814W (hereafter $V_{606}$ and $I_{814}$). The Galaxy Evolution Explorer (GALEX; Martin et al. 2005) provides ultraviolet deep images in the far-ultraviolet (FUV; 153 nm) and the near-ultraviolet (NUV; 231 nm). The space observatory Spitzer observed the EGS field at 3.6, 4.5, 5.8, and 8 $\mu$m with the Infrared Array Camera (IRAC) instrument and in 24 $\mu$m with MIPS (Barmby et al. 2008).

In GOODS-N we made use of deep optical and near-infrared images (UBVRizHK$_*$; Capak et al. 2004), as well as our own $J$- and $K$-band images, both of them obtained with Omega2000 (see V08 and Barro et al. 2009 for details). As in the case of the EGS, space-based observatories provide us with ultraviolet and infrared data, as well as high-resolution additional optical data. GALEX observed the region in far- and near-ultraviolet channels, while Spitzer observed the region in the mid-infrared (3.6–8 $\mu$m; IRAC) and in the far-infrared (24 $\mu$m; MIPS). The ACS on board HST contributed optical data in four bands $F435B$ ($B_{435}$), $F606W$ ($V_{606}$), $F775W$ ($i_{775}$), and $F850LP$ ($z_{850}$).

### 3. AGN CONTAMINANTS

The selection of a sample through the H$\alpha$ line is susceptible to contamination by AGNs, as they are also powerful emitters in...
this line. Although both AGN and SFR could together contribute to the flux, disentangling both components is out of scope with the available data. Thus, we remove the objects classified as AGN from our sample.

In this work we detect the presence of 13 (8%) AGNs using two complementary methods: X-ray luminosity and mid-IR colors.

3.1. X-Ray Luminosity

We have cross-correlated our sample with the available X-ray catalogs in the EGS and GOODS-N fields. In the EGS fields we have the AEGIS-X X-ray catalog (Laird et al. 2009), which covers a large area within the EGS. Observations were made with the Chandra X-ray observatory with a nominal exposure time of 200 ks. In GOODS-N we have used the catalog created by Laird et al. from observations taken by Chandra with an exposure time of 2 Ms (Alexander et al. 2003). We find three X-ray counterparts in the EGS and four in GOODS-N within a 2″ search radius. The three objects in the EGS present high X-ray fluxes ($L_X > 6 \times 10^{42}$ erg s$^{-1}$), revealing their AGN nature. In GOODS-N, due to the depth of the observations, we find three objects whose X-ray luminosities are compatible with a star formation origin. The derived SFRs, using the calibration given by Ranalli et al. (2003), agree within a factor of three with the H$\alpha$ derived ones. Thus, we have only discarded the four objects with X-ray luminosities whose origin could only be attributed to an AGN.

3.2. Mid-Infrared Colors

Some AGNs are heavily obscured, and even the deepest X-ray observations can miss a significant fraction of them (Park et al. 2010). In this case, X-ray emission is absorbed by the circumnuclear dust and re-emitted in the infrared. One way to detect these obscured AGNs is by looking at their mid-IR colors. The color criterion defined by Stern et al. (2005) is based on differences in the mid-IR emission shown by star-forming galaxies and AGNs. The spectral energy distribution (SED) of star-forming galaxies peaks at $1.6 \mu$m, falling at longer wavelengths (Garn et al. 2010). In the case of an AGN, the emission does not decrease at longer wavelengths due to the re-emission of light absorbed by the circumnuclear region in the mid-IR. Unfortunately, the distinction becomes less pronounced at our redshift, as pointed out by Stern et al. (2005).

In Figure 2 we show the objects that fulfill the criterion (inside the dashed polygon), which are AGNs, as well as the rest of the objects, which are pure star-forming galaxies. A total of three galaxies fall within the wedge defined by Stern et al. Seven other objects with positive [3.6]–[4.5] color fall relatively close to this wedge (except one), although they do not fulfill the criterion. We have decided to consider these objects as AGN contaminants, given that photometry errors could have placed them outside the region and that they have a rising SED ([3.6]–[4.5] > 0). Only one of these ten objects has an X-ray counterpart.

We note that this classification could be selecting star-forming galaxies instead of AGNs, as pointed out by Donley et al. (2008). We decide to exclude them all to make sure we are not introducing any AGNs.

Another way to check the presence of obscured AGNs is through the power-law criterion (Alonso-Herrero et al. 2006). We do not find any galaxy showing this characteristic power-law shape in the mid-IR SED.

4. PHOTOMETRIC PROPERTIES

The histogram of rest-frame B-band absolute magnitudes for our sample is shown in Figure 3. The median of the distribution is $M_B = -20.9.5$, reaching the most luminous objects $M_B = -22.9.5$. The standard deviation of the distribution is $0.9.9$. For comparison we also show in the figure the UCM local sample of star-forming galaxies (Zamorano et al. 1994, 1996) also selected by the H$\alpha$ line flux. In the local sample no galaxies brighter than $M_B < -22$ are detected, suggesting that star-forming galaxies at $z > 0.84$ are more luminous than their local analogous galaxies. The volume sample in each survey is very different: $10^5$ Mpc$^3$. However, given the larger volume explored in the UCM survey with respect to our survey, it is clear that star-forming galaxies at $z \sim 0.84$ are in general brighter in the B band.
Figure 4. Histogram of rest-frame $\text{NUV} - R$ colors for our sample. The black line represents the sample without applying the correction for extinction. The dashed line shows the distribution once the extinction has been corrected. It can be seen that most objects fall in the blue cloud ($\text{NUV} - R < 3.5$). Before the extinction correction is applied, some objects fall in the green valley ($3.5 < \text{NUV} - R < 4.5$) and in the red sequence ($\text{NUV} - R > 4.5$). After it is applied, only two objects remain outside the blue cloud.

A clear bimodality in the color of galaxies was first found by Stratev et al. (2001) by analyzing the optical colors of the SDSS sample. Galaxies divide mainly in two groups: the blue cloud and the red sequence. The blue cloud is populated by star-forming galaxies, whereas galaxies with no recent star formation fill the red sequence. This bimodality is also present by star-forming galaxies, whereas galaxies with no recent star formation fill the red sequence. The blue cloud is populated by star-forming galaxies with high extinction (Martin et al. 2007; Salim et al. 2007). In Figure 4, we depict the $\text{NUV} - R$ color for our sample. Most of the sample belongs to the blue cloud ($\text{NUV} - R < 3.5$), in agreement with their star-forming nature. However, some galaxies fall in the green valley ($3.5 < \text{NUV} - R < 4.5$) and a few of them in the red sequence ($\text{NUV} - R > 4.5$). This can be explained by the high extinction present in these galaxies, and, indeed, when the extinction is corrected only two galaxies fall outside the blue cloud. One of them is not confirmed by optical spectroscopy, so it might not be a real $z \sim 0.84$ emitter. In fact, its photo-$z$ $\chi^2$ distribution does not present a clear peak at that redshift but rather a flatter distribution. The other one, although confirmed by optical spectroscopy, is very close to another galaxy ($<2''$), and its photometry might be affected.

5. STAR FORMATION RATES

This work uses H$\alpha$ luminosity as the principal estimator of the instantaneous SFR of galaxies. The H$\alpha$ line flux has been used to select the sample, making it very suitable for studying star formation processes, as it has been selected by this property. However, star formation involves physical processes whose imprint becomes observable along a wide range of the electromagnetic spectrum: X-rays, ultraviolet, forbidden recombination lines ([OII] $\lambda3727$), far-infrared, radio, etc. In this work, in addition to H$\alpha$, given the depth and coverage of the multi-wavelength data available, we estimate SFRs through far-ultraviolet and far-infrared luminosities. Each tracer is affected by different phenomena and originates from different physical mechanisms, related (at least in part) to star formation processes. Thus, the different results obtained with different tracers could yield some information about the properties of the galaxy that hosts the star formation processes.

The H$\alpha$ line is produced due to the recombination processes in ionized hydrogen present in the clouds of gas and dust that surround the newly formed stars. The massive type O and B stars produce an intense radiation field capable of ionizing the hydrogen atoms. When equilibrium is reached, the recombination of the free electrons with the ionized hydrogen produces several emission lines, the H$\alpha$ line being one of the most luminous in the visible. To obtain the SFR from the H$\alpha$ luminosity ($L_{H\alpha}$), we apply the relation given by (Kennicutt 1998):

$$\text{SFR}_{H\alpha}(M_{\odot} \text{yr}^{-1}) = 7.9 \times 10^{-42} L_{H\alpha}(\text{erg s}^{-1}),$$

where a Salpeter (1955) initial mass function (IMF) has been considered. H$\alpha$ directly traces the SFR and has very low dependence on metallicity or on ionization conditions of the gas cloud. Among the adverse effects, the most important are the extinction and the escape fraction of ionizing photons. The former is common to optical indicators, and extinctions as high as $\sim 4$ mag in the H$\alpha$ line can be found in our sample, although the median extinction is 1.24 mag. The latter implies a subestimation of the SFR if the escape fraction is high. Fractions up to 50% have been measured for individual H$\alpha$ regions (Oey & Kennicutt 1997). However, this fraction turns out to be much lower when the whole galaxy is considered (which is our case), decreasing to less than 3% as measured by Leitherer et al. (1995).

Another adverse effect recently shown by Lee et al. (2009) is the underestimation of SFR for dwarf galaxies. Nevertheless, this effect appears for SFRs below 0.03 $M_{\odot} \text{yr}^{-1}$, two orders of magnitude lower than our lowest SFR, so it does not affect the estimations for our samples.

Ultraviolet emission comes directly from young massive stars formed in the star formation region. To compute the UV SFRs we use the following calibration (Kennicutt 1998):

$$\text{SFR}_{FUV}(M_{\odot} \text{yr}^{-1}) = 1.4 \times 10^{-28} L_{FUV}(\text{erg s}^{-1} \text{Hz}^{-1}),$$

where $L_{FUV}$ is the FUV luminosity spectral density. Although we apply it to the UV flux in 1500 Å, the calibration is valid in the 1500–2800 Å range, as the spectrum is nearly flat in that regime.

The dust in a galaxy absorbs part of the radiation emitted at short wavelengths and re-emits it in the IR. This absorption is more intense at shorter wavelengths. Given that young stars radiate most of their luminosity in the ultraviolet, there exists a correlation between IR luminosity and star formation. The correlation between luminous regions in H$\alpha$ and in IR confirm the validity of the latter as a valid star formation tracer (see Devereux et al. 1997 for details). More recently, observations carried out with the Spitzer Space Telescope, with improved resolution, confirmed those results (Calzetti et al. 2005; Pérez-González et al. 2006).

The calibration of the infrared emission as a star formation tracer is not simple, as it depends on several factors: geometrical distribution and optical thickness of the dust, fraction of emission coming from old stars, etc. In an ideal case, the star-forming regions would be surrounded by dust clouds, opaque enough to
re-radiate the entire region’s luminosity. However, these ideal conditions differ from the actual scenario, due in part to the aforementioned factors. This complicates the calibration and increases the dispersion.

Given the infrared luminosity \( L_{\text{IR}}(8–1000 \mu m) \), the following relation can be used to estimate the SFR (Kennicutt 1998):

\[
\text{SFR}_{\text{IR}}(M_\odot \text{yr}^{-1}) = 1.71 \times 10^{10} L_{\text{IR}}(L_\odot),
\]

where \( L_{\text{IR}} \) corresponds to the total infrared luminosity between 8 and 1000 \( \mu m \).

The great advantage of this tracer is that it is not affected by extinction. However, the estimations are sensitive to other factors such as the dust spatial distribution, old stellar population contribution, etc. Moreover, it is necessary to estimate the total infrared luminosity in the range 8–1000 \( \mu m \). In general, this is done with a few measurements in the infrared, usually with wavelengths shorter than 24 \( \mu m \). Recent works have demonstrated that a better relation exists between H\(\alpha\) and total infrared luminosity in the range 8–1000 \( \mu m \) (Kennicutt 1998):

\[
\text{SFR}_{\text{total}} = \text{SFR}_{\text{uncor}}^{\text{UV}} 10^{0.4 \kappa(\text{UV}_n)} E(B-V)_{\text{stars}},
\]

where \( \text{SFR}_{\text{total}} \) is the SFR given by IR(8–1000 \( \mu m \)) and UV\(_n\) represents each different UV wavelength. Thus, we can obtain \( \kappa(\lambda) \) for different wavelengths as follows:

\[
k(\text{UV}_n) = \frac{2.5}{E(B-V)_{\text{stars}}} \log \left( \frac{\text{SFR}_{\text{total}}}{\text{SFR}_{\text{uncor}}^{\text{UV}_n}} \right),
\]

\[
k(H\alpha) = \frac{2.5}{E(B-V)_{\text{gas}}} \log \left( \frac{\text{SFR}_{\text{total}}}{\text{SFR}_{\text{uncor}}^{H\alpha}} \right),
\]

where we have everything related to the color excess in the gas \( E(B-V)_{\text{gas}} \) through the \( \gamma \) factor. At this point, we are interested in the shape of the extinction law and it is therefore necessary to get rid of the amount of extinction, parameterized by \( E(B-V)_{\text{gas}} \) for each galaxy. We normalize then by the value at 6563 Å:

\[
k_{6563}(\text{UV}_n) = \frac{\log \left( \frac{\text{SFR}_{\text{total}}}{\text{SFR}_{\text{uncor}}^{\text{UV}_n}} \right)}{\gamma} \log \left( \frac{\text{SFR}_{\text{total}}}{\text{SFR}_{\text{uncor}}^{\text{UV}_n}} \right),
\]

\[
k_{6563}(H\alpha) = 1,
\]

where \( \gamma \) is not known. Therefore, we can only measure \( \gamma \cdot \kappa(\text{UV}_n) \) empirically. If we fit these values to an extinction law we can obtain this factor, which was our original goal.

In our sample there are data available for four bands in the UV rest frame within the range 1900–3000 Å, where the spectrum is almost flat once the dust effect has been removed and we can use the Kennicutt (1998) calibration. In both EGS and GOODS-N there are observations at \( \sim 1950 \text{Å} \) and \( \sim 2400 \text{Å} \). There exists an additional third band in each field, but with different wavelengths: \( \sim 2650 \text{Å} \) in EGS and \( \sim 2950 \text{Å} \) in GOODS-N. Thus, we sample four different wavelengths in the UV. There are 72 objects for which all the UV and IR needed data are available.

There are two things we want to check: (1) which \( \gamma \) factor is appropriate for our sample, and (2) is the Calzetti et al. extinction law suitable for our sample? To answer these questions, we fit two different extinction laws to the data: the aforementioned Calzetti et al. extinction law and the Cardelli et al. (1989) law. The fitting process gives us the \( \gamma \) factor needed to make the UV and H\(\alpha\) measurements consistent, and it also allows us to check which extinction law provides better agreement with the data, through the computation of the \( \chi^2 \) value of each fit.

In Figure 5, we show the \( \gamma \cdot \kappa(\text{UV}_n) \) obtained by computing the median of the different UV measurements. We also show the Calzetti and Cardelli extinction laws that best fit the data points. The Calzetti extinction law is more consistent with our measurements. We obtain the following \( \chi^2 \) values for each...
Figure 5. Derived reddening curve for our sample (filled circles). The continuous line represents the Calzetti extinction law with $\gamma = 0.55$. The dotted line corresponds to the Cardelli extinction law with $\gamma = 0.46$. The open circles represent the reddening that would have the stellar continuum for each extinction law and their corresponding $\gamma$ values.

Table 1

| Property          | Total Sample (1) | Confirmed Sample (2) |
|-------------------|------------------|-----------------------|
| $\gamma$ Calzetti et al. (2000) | 0.55             | 0.56                  |
| $\langle SFR_{H\alpha}\rangle$ | $11^{+12}_{-8}$ $M_\odot$ yr$^{-1}$ | $14^{+15}_{-9}$ $M_\odot$ yr$^{-1}$ |
| $\langle SFR_{FUV}/SFR_{H\alpha}\rangle$ | 0.89             | 0.87                  |
| $\langle SFR_{IR}/SFR_{H\alpha}\rangle$ | 0.95             | 0.96                  |
| log ($M_d/M_\odot$) | 12.0 ± 0.2       | 12.2 ± 0.2            |

Note. Column 1: measured property; Column 2: value obtained using the whole sample; Column 3: value obtained using the sample confirmed with optical spectroscopy.

Figure 6. Comparison of SFRs inferred from H$\alpha$ luminosity and FUV luminosity. Top: no extinction correction applied. Bottom: extinction correction applied to both tracers. Filled circles are objects confirmed by optical spectroscopy, whereas open circles are objects without spectroscopic confirmation. We also show the $SFR_{FUV}/SFR_{H\alpha}$ ratio vs. $SFR_{H\alpha}$.

5.2. Comparison of SFR Tracers

5.2.1. Ultraviolet

In this section, we compare the FUV-derived SFR with that coming from the H$\alpha$ luminosity. The reader should note that in this section we use the FUV luminosity (1500 Å), which has not been used in the computation of $\gamma$ in the previous subsection, thus assuring the independence of the results.

The comparison between H$\alpha$ and FUV SFRs is plotted in Figure 6. The top panel shows SFRs estimated without extinction corrections. Objects confirmed by optical spectroscopy are shown as filled circles, whereas the objects lacking spectroscopic confirmation are shown as empty circles. The effect of the reddening is clearly visible as FUV SFRs are, in general, lower than those obtained through H$\alpha$. The median value fit: $\chi^2_{\text{Cal00}} = 0.2$ versus $\chi^2_{\text{Car89}} = 0.6$. These values are below one due to the large errors with which we are working. We consider that the Calzetti et al. law is best suited for our sample, as the residuals are lower and we are dealing with the same uncertainties. In both cases a heavier attenuation in the nebular gas than in the stellar continuum is needed, i.e., a $\gamma$ factor lower than one. We obtain $\gamma_{\text{Cal00}} = 0.55 \pm 0.20$ and $\gamma_{\text{Car89}} = 0.46 \pm 0.17$. If we do the analysis on a galaxy-by-galaxy basis we obtain similar results. The extinction analysis on individual galaxies and the relation with other properties will be presented in a future paper.

If we repeat this process discarding all objects not confirmed by spectroscopy, we obtain very similar results. In this case, the number of galaxies is reduced to 57 and we obtain $\gamma_{\text{Cal00}} = 0.56 \pm 0.20$ and $\gamma_{\text{Car89}} = 0.47 \pm 0.17$. The $\chi^2$ values for each fit are now $\chi^2_{\text{Cal00}} = 0.4$ versus $\chi^2_{\text{Car89}} = 1.4$. A comparison among results (from this and other sections) for the whole sample and that containing only spectroscopically confirmed objects is shown in Table 1.

To summarize, the Calzetti et al. extinction law is well suited for our sample with $\gamma = 0.55$, a value slightly higher than the original 0.44 value. We have assumed this extinction law with this $\gamma$ factor on the dust attenuation estimations.
and standard deviation for the FUV estimates are $\langle \text{SFR}_{\text{FUV}} \rangle = 1.5^{+3.0}_{-0.9} M_\odot \, \text{yr}^{-1}$, while for the $\text{H} \alpha$ line we find $\langle \text{SFR}_{\text{H}\alpha} \rangle = 3.5^{+3.2}_{-1.7} M_\odot \, \text{yr}^{-1}$. Objects not confirmed by spectroscopy show a higher dispersion, although it is compatible with that of the confirmed objects once a few outliers are removed.

In the bottom panel of Figure 6, we show the effect of applying the extinction corrections. The SFR range has a considerable span, going from 2–10 $M_\odot \, \text{yr}^{-1}$ when the effect of extinction is not corrected to 2–300 $M_\odot \, \text{yr}^{-1}$ when it is corrected. Estimations coming from both tracers now agree within a factor of three. The statistical values are in this case $\langle \text{SFR}_{\text{FUV}} \rangle = 10^{+21}_{-7} M_\odot \, \text{yr}^{-1}$ and $\langle \text{SFR}_{\text{H} \alpha} \rangle = 11^{+22}_{-7} M_\odot \, \text{yr}^{-1}$. The good agreement corroborates the fact that our extinction corrections are working well and that these galaxies do not host star-forming regions totally attenuated in the UV but visible in $\text{H} \alpha$, at least globally. There still can be regions totally obscured both in UV and in the optical, which will only arise in IR observations. We will explore this possibility in Section 5.2.2.

To explore in more detail the differences between both tracers, we study the SFR$_{\text{FUV}}$/SFR$_{\text{H} \alpha}$ ratio for each object. The median value is $\langle \text{SFR}_{\text{FUV}} / \text{SFR}_{\text{H} \alpha} \rangle = 0.89$, which tells us that the $\text{H} \alpha$ line yields slightly higher values than the FUV for the SFR, although they are compatible considering the errors. As we use the FUV luminosity, which has not been used in the computation of $\gamma$, it is possible to have ratios below or above one. As the FUV is at a shorter wavelength, the higher extinction could totally attenuate more regions than at higher wavelengths, thus underestimating the SFR. If we use SFRs obtained from 2800 Å instead, the ratio SFR$_{2800}$/SFR$_{\text{H} \alpha}$ becomes one, as this wavelength is in the regime used in the extinction law check. The number of objects is also different, as objects used in the extinction section must have IR data. The distribution of ratios is shown in Figure 7. Although the agreement is quite good, with 90% of the objects within a factor of three, there are objects whose SFR is overestimated by $\text{H} \alpha$, with a few in the opposite case. If we consider only our spectroscopically confirmed sample, we find almost the same results: $\langle \text{SFR}_{\text{H} \alpha} \rangle = 14^{+23}_{-9} M_\odot \, \text{yr}^{-1}$ and $\langle \text{SFR}_{\text{FUV}} / \text{SFR}_{\text{H} \alpha} \rangle = 0.87$.

The general agreement between both tracers is also found in the local universe (Salim et al. 2007). At $z \sim 2$, Erb et al. (2006) also compared these tracers to a sample of Lyman-break galaxies (Steidel et al. 1996, 1999) selected through the $U_n\text{GR}$ criterion (Adelberger et al. 2004; Steidel et al. 2004). Their result shows good agreement between both tracers, with a dispersion similar to that of our sample. At that same redshift, Yoshikawa et al. (2010) find that both tracers are roughly consistent, although SFRs measured with $\text{H} \alpha$ are systematically larger by 0.3 dex.

5.2.2. Infrared

It is very interesting to check infrared SFRs to determine whether $\text{H} \alpha$ is losing substantial star formation due to dust attenuation. The top panel of Figure 8 shows the comparison between both tracers before applying any extinction correction.
Not surprisingly, Hα systematically subestimates the SFR. There is a large scattering, which reflects the different attentuations that each galaxy suffers. It is worth noting that we only have infrared luminosities for the fraction of the sample detected with MIPS (100/140, 71%). The IR limiting flux for a completeness of 80% is 83 μJy in our surveyed fields, which translates into ∼10 M⊙ yr⁻¹ for our redshift.

The median and standard deviation is ⟨SFRIR⟩ = 4.1±3.7 M⊙ yr⁻¹ for Hα, while for the IR we obtain ⟨SFRIR⟩ = 15±11 M⊙ yr⁻¹. As in the case of UV, we do not observe systematic differences between spectroscopically confirmed and unconfirmed objects.

Once the extinction corrections are applied (see the bottom panel of Figure 8), we find ⟨SFRIR⟩ = 15±11 M⊙ yr⁻¹ for the IR, we obtain ⟨SFRIR⟩ = 15±11 M⊙ yr⁻¹. In Figure 9 we show the SFRIR/SFRIR distribution. In the figure it can be seen that Hα estimates are systematically higher than the IR estimates. However, for 91% of the objects, the SFRs agree within a factor of three. If we consider only our spectroscopically confirmed sample we find very similar results (see Table 1): ⟨SFRHα⟩ = 17±10 M⊙ yr⁻¹ and ⟨SFRHα/SFRIR⟩ = 0.96.

5.3. Exploring the Scatter

It is interesting to explore the reasons why discrepancies originate between different tracers. The Hα line is only produced when the star-forming region includes stars with masses above 10 M⊙. Thus, only star-forming regions aged less than 20 Myr are detectable through this line, since older regions would not have stars massive enough to photoionize the surrounding gas. There are other factors that could affect this, such as metallicity, the fraction of ionizing photons that escape, etc. This set of conditions does not hold for the other tracers, which have their own factors. Ultraviolet, for example, is more sensitive to less massive stars, being more affected by the star formation history of the galaxy. Infrared is also affected by the star formation history, as evolved stars can make a significant fraction of the

infrared emission (da Cunha et al. 2008). Kennicutt et al. (2009) find that 50% of the infrared emission in the local galaxies within the SINGS sample comes from evolved stars. At higher redshifts, Salim et al. (2009) find for a sample with z < 1.4 and with star formation (NUV − R < 3.5) that the infrared flux fraction originating from intermediate and old stars can be as high as 60%, with a typical value of ∼40%.

The calibration of the different tracers implies the assumption of a star formation history. This could lead to discrepancies when comparing different tracers. As a measure of star formation history we use the Hα equivalent width. It is interesting to check if there is any systematic difference depending on age or star formation history. The equivalent width is defined as the quotient between the Hα flux, which measures the relevance of the recently formed population, and the continuum flux under the line (by wavelength unit), which measures the contribution of the stars that previously formed. It is also related to the age of the star-forming region (Pérez-González et al. 2003). In Figure 10, we show the SFRFUV/SFRHα ratio versus the Hα equivalent width. There exists an anti-correlation between both magnitudes, with the best fit given by

$$\log \left( \frac{SFR_{FUV}}{SFR_{Hα}} \right) = (1.45 ± 0.64) - (0.72 ± 0.29) \times \log(\text{EW}_{Hα}).$$

When the equivalent width is low, the weight of the young stars is less significant compared to that of the old population. In this case, UV provides higher SFRs than Hα, as it is more sensitive to older stars. As we move toward higher equivalent widths, the recently formed stars become more and more important than the old population. For the higher EW values, the UV subestimates the SFRs compared to Hα.

If we repeat this methodology regarding Hα and the IR, we obtain similar results. An anti-correlation exists between the ratio SFRIR/SFRHα and EW(Hα) (see Figure 11), which is described by the best linear fit as

$$\log \left( \frac{SFR_{IR}}{SFR_{Hα}} \right) = (1.09 ± 0.76) - (0.52 ± 0.35) \times \log(\text{EW}_{Hα}).$$
Again, as we move toward higher EW(Hα), i.e., to higher contributions of young stars, the SFR$_{IR}$/SFR$_{H\alpha}$ ratio decreases. We have also plotted the local UCM sample of star-forming galaxies. These galaxies are located in the same region as the $z \sim 0.84$ sample, so the effect of the star formation history on the SFR$_{IR}$/SFR$_{H\alpha}$ ratio is similar at both redshifts. In both cases, constraining to the spectroscopically confirmed sample yields compatible results within errors. We note that the significance of both relations is not very high as errors are largely due to measurement errors, different star formation histories, etc.

Several authors (Pérez-González 2003; Flores et al. 2004; Hammer et al. 2005) found a correlation between this ratio and the IR luminosity in the local universe. The authors argued that the more luminous a galaxy is in the infrared, the more it is affected by extinction, to the point that the optical tracers could lose an important fraction of star formation, with some regions totally obscured by extinction. This would explain the subestimation of the SFR when measured by optical estimators, even when applying extinction corrections. At a higher redshift, Cardiel et al. (2003) found a similar behavior for their sample at $z = 0.8$. In Figure 12, we represent the SFR$_{IR}$/SFR$_{H\alpha}$ ratio versus the infrared luminosity $L_{IR}(8-1000 \mu m)$. We find the same behavior reported by these authors: the Hα estimator starts to subestimate the SFR (with respect to IR) when we move to higher $L_{IR}(8-1000 \mu m)$. The dependency is not a selection effect as the limits of our sample would allow us to detect galaxies with higher and lower ratios (see figure). No dependency is found between the extinction of the objects (coded with different colors in the figure) and the degree of subestimation. One would expect some kind of dependency, as can be seen in the legend. The filled circles are confirmed by spectroscopy, whereas the open circles are not. The thick line represents the best linear fit to the data (see the text). The red line is our selection limit. We could detect only objects below this line. The UCM local sample of star-forming galaxies is represented by the crosses. The dotted gray line is the best linear fit to this sample.

This result agrees with previous results, with the IR providing higher SFRs as we move toward higher IR luminosities. We note that uncertainties are large and in this case, in which we are representing $x/y$ versus $x$, a small correlation would arise from random scatter. However, the slope of such a correlation is always below 0.1 within the range of our values, as we have checked by generating random samples. We have plotted the UCM local sample as a reference, with its best linear fit as a dotted line in Figure 12. Both samples present very similar slopes when fitted, but there is an offset between them. For the UCM sample, the IR starts to provide higher SFRs for lower IR luminosities than for the $z \sim 0.84$ sample. If we consider that the change in the SFR$_{IR}$/SFR$_{H\alpha}$ ratio is due to the increment of Hα luminosity that is totally obscured by dust, at higher IR luminosity more regions would be totally obscured by dust. Then, the difference between the local relation and that at $z \sim 0.84$ presented in Figure 12 could be explained by a change in the number and size of star-forming regions. These should be less numerous, although larger, at $z = 0.84$, given that SFRs are higher in the sample at $z = 0.84$ than in the local sample. Thus, Hα luminosity would be higher for each region, and the dust would not totally attenuate that region. The total attenuation in the optical of some star forming regions would only take place in galaxies with high IR luminosity and large amounts of dust.

Thus, we have two possible effects that could explain the scatter when comparing SFRs coming from Hα and IR: (1) The contribution of the evolved population and (2) the presence of star-forming regions totally attenuated by dust.

However, Figure 12 can be explained by taking into account the contribution of the evolved population to the IR. We have shown that the SFR$_{IR}$/SFR$_{H\alpha}$ ratio increases with the IR luminosity and that there is an offset in that relation between the local universe and $z \sim 0.84$. However, the dependency of that ratio with the EW(Hα), i.e., with the weighted age, is independent of redshift. Then, we can consider that the same SFR$_{IR}$/SFR$_{H\alpha}$ ratio implies the same weighted age at $z = 0$ and at $z \sim 0.84$. On the other hand, galaxies with the same...
weighted age have higher infrared luminosity at $z = 0.84$ than at $z = 0$, as depicted in Figure 12. As their IR luminosity is higher, the SFR is higher and, as the weighted age is the same, the underlying population has to be more luminous, i.e., more massive. This is in agreement with what can be expected from the downsizing (Cowie et al. 1996) scenario, where star formation moves from more massive galaxies at higher redshifts to less massive galaxies at lower redshifts (see Section 6).

Although the effect of age could explain the observed difference, both age and extreme attenuation of some regions probably contribute.

6. STELLAR MASSES

The stellar mass is one of the most important properties of a galaxy, as it provides a robust measurement of the scale of the galaxy and is also an indicator of past star formation. The estimate of stellar mass is obtained from the best-fitting template to the SED of each galaxy. The template provides mass-to-light ratios for each observed band, and a stellar mass is computed for each one. The final value is the average of the values obtained for each observed band, the associated error being the standard deviation of the distribution of stellar masses. The results are more reliable than those obtained through a single mass-to-light deviation of the distribution of stellar masses. This is intriguing, as the selection technique and line flux reached are very similar in both surveys.

In this type of comparison between our sample and the local samples, one could think we are just watching the tail of the distribution for the $z \sim 0.84$ sample, which leads us to the inaccurate conclusion that an evolutionary effect is present. In V08 we computed the Halpha luminosity function (LF) and we also estimated the completeness limit. The results showed that we start to lose a substantial fraction of objects one order of magnitude below $L^\ast$(Halpha) (obtained from the LF fit to a Schechter function). We were 50% complete for log $L$(Halpha) > 42.0, which in terms of $L^\ast$(Halpha) is log($L$(Halpha)/$L^\ast$(Halpha)) $\sim$ 1.0. Therefore, we conclude that we are not observing the rare galaxies in the tail of the distribution. On the other hand, the UCM sample is considered complete down to log $L$(Halpha) $\sim$ 40.7, which in terms of $L^\ast$(Halpha) (for this redshift) is log($L$(Halpha)/$L^\ast$(Halpha)) $\sim$ 1.2. Thus, we are reaching very similar Halpha luminosities for both samples in terms of $L^\ast$(Halpha). Another argument supporting this conclusion is that we detect essentially the same population as those in samples selected in UV or IR at the same redshift (see V08).

It is also interesting to compare with a sample selected purely by stellar mass, as that presented in Pérez-González et al. (2008). The median values of this sample at $z = 0.8–1.0$ fall very close to our best fit, being compatible within errors. However, the difference between our best fit and the median values of that sample increases as we move to higher masses, presenting the mass selected sample with lower SFRs. Although this trend is very weak and, given the errors, could even not be present, it forming galaxy (to the limit of our sample) is ten times lower than the typical mass of the global population of galaxies. Sobral et al. (2011, hereafter S11) find a typical mass $M_\ast = 2.25 \times 10^{10} M_\odot$ (after scaling from a Chabrier to a Salpeter IMF) for their HiZELS sample at $z = 0.84$, in very good agreement with ours, given that both limiting fluxes are very similar.

The loss of the low-mass population of star-forming galaxies is clear in the histogram, with the number of galaxies starting to decrease below $\sim 10^{10} M_\odot$. This effect is produced by the limiting line flux reached in our selection process, given the correlation between stellar mass and star formation found in the local universe (Brinchmann et al. 2004, hereafter B04) and at higher redshifts up to $z \sim 6$ (Noeske et al. 2007b; Elbaz et al. 2007; Daddi et al. 2007; Stark et al. 2009).

The SFR–$M_\ast$ correlation for our sample is shown in Figure 14, where the Halpha SFR versus the stellar mass is represented. The completeness level (red dashed line) is estimated performing simulations of the whole selection process and taking into account the extinction. This process involves several steps that are explained in detail in the Appendix. The SFR–$M_\ast$ relations obtained from Dutton et al. (2010), from the samples presented in Noeske et al. (2007b) at $z \sim 0.8$, and in Elbaz et al. (2007) at $z \sim 1.0$, in good agreement with our sample, are overplotted. In addition, the UCM local sample of star-forming galaxies (Pérez-González et al. 2003) and the SDSS DR4 galaxies classified as star forming in B04 are also shown. The slope for these samples is similar to ours, although the SDSS is steeper. There is a shift in SFR between the local ones and that at $z \sim 0.84$. For a given mass the sample at $z \sim 0.84$ presents higher ($\sim 5.5$) SFRs than the local sample. Another way to see it is that for a given SFR the galaxies in the past were less massive than local galaxies. This difference between the local universe and $z \sim 0.84$ clearly shows that star formation changes as the universe evolves. Contrary to our result, S11 do not find any relation between SFR and stellar mass. This is intriguing, as the selection technique and line flux reached are very similar in both surveys.

In Figure 13 we present the histogram of masses for our sample. The completeness falls below $10^{10} M_\odot$.

![Histogram of stellar masses for our sample. The completeness falls below $10^{10} M_\odot$.](image-url)
Figure 14. Hα star formation rate vs. mass. The circles represent our sample: filled for the spectroscopic confirmations and open for the remainder. The red dashed line represents a 50% completeness level. The best fit within mass completeness limits is shown as a solid line, with the dashed lines enclosing 90% of the data. The filled regions are the best fits obtained by Elbaz et al. (2007) and Noeske et al. (2007b; compiled in Dutton et al. 2010). The mass selected sample values at $z = 0.8–1.0$ obtained by Pérez-González et al. (2008, PG08) are represented by the blue crosses. The UCM (crosses) and SDSS (blue color map) local samples are also shown.

is consistent with the downsizing scenario (Cowie et al. 1996): the fraction of galaxies with very low star formation seems to increase as we move to higher masses, with the median SFR decreasing in the mass selected sample. At low masses, the effect is less pronounced, as galaxies are undergoing strong star formation episodes and are still very active in general.

The SFR–$M_\star$ correlation allows us to estimate the mass range in which we can consider our sample unbiased. The cut between the SFR 50% completeness level and the lower envelope in the SFR–$M_\star$ distribution gives us the stellar mass range within which we can consider our sample free of biases. The lower envelope is the best linear fit shifted downward to enclose 95% of the data confirmed by spectroscopy (90% within the lower and upper envelopes). In practice, it is an iterative process: first we fit the data above and below initial mass limits, then we find the new mass limits in the intersection between the lower envelope and the completeness curve, and the procedure is repeated until the new and initial mass limits converge to the same value. This gives us a lower limit of $\sim 10^{10} M_\odot$ and no upper limit, indicating that we are limited by explored volume on the upper side, as we do not detect any galaxy above $\sim 3 \times 10^{11} M_\odot$. As mentioned before, the derived correlation is in good agreement with Noeske et al. (2007b) and Elbaz et al. (2007), both at a similar redshift. Moreover, we find that the scatter is $\sim 0.3$ dex, which is the typical value found in other studies and seems to be almost constant with redshift (Dutton et al. 2010). However, the lower envelope and the 50% completeness limit are close; thus, it is still possible that the observed correlation is produced by the selection effect. To rule out this possibility we simulate fake samples of galaxies following different SFR–$M_\star$ relations. First, we simulate a population of galaxies following the linear relation derived from our sample. We assign to each galaxy a random stellar mass. Given this stellar mass we compute the SFR with the linear relation derived from the real sample, adding Gaussian noise to simulate the scatter ($\sigma = 0.3$). Once we have this fake population we check whether the galaxies would be detected considering the completeness curves (measured for different completeness levels) and the volume sampled. After repeating the fitting process considering the completeness curve as well as the lower envelope, we find that the results are in good agreement with the input, with relative errors within 10% for the slope and 20% for the constant term. The same process is repeated 20 times to avoid biases due to rare distributions. When a flatter relation (20% less steep) is used we find similar results,
although in some cases the lower envelope is so low that it does not cut the completeness curve and no measure can be obtained. Given the SFR–$M_*$ relation and the limits of our sample, we can be confident that we will not introduce any substantial bias when inferring mass related properties using the sample within those mass limits.

Figure 14 could be interpreted as going against downsizing, as galaxies at $z \sim 0.84$ have higher SFRs than local ones, independent of stellar mass. The key concept here is not the absolute SFR, but the sSFR, which is the SFR per unit of stellar mass, and thus is a good indicator of the impact that the star formation has in the galaxy. In Figure 15, we represent the SFR for our sample and for the SDSS and UCM local samples. Now the change in star formation as we move toward the local universe and the shift in star formation from more massive to less massive galaxies are clear, considering the evolutionary impact of the SFR processes.

There exists an anti-correlation between the sSFR and the stellar mass, evidence that star formation processes have a higher impact on less massive galaxies. This trend is also present in the star-forming galaxies of the local universe, with a similar slope in the case of the UCM sample, although it is shifted in the sSFR axis to lower values, indicating that the star formation is less important. Most of our sample falls below the line (green dotted line) where the $L^*(\text{H}\alpha)$ galaxies would lie at that redshift, which shows that we are not missing the general population. Previous determinations (e.g., Pérez-González et al. 2005; Noeske et al. 2007a; Rodighiero et al. 2010; S11) already found this relation, but discrepancies arise regarding the slope of the correlation. Rodighiero et al. (2010), through IR SFR estimations, found a flatter relation compared to Noeske et al. (2007a), who used UV–optical SFR estimators. In contrast, S11 found a much steeper relationship, with a slope $\sim -1$, given that these authors do not find any correlation between SFR and mass.

The slope for our sample (computed only for objects within our mass limits) is $\beta = -0.4 \pm 0.1$, which is in good agreement with that of Noeske et al. (2007b), but steeper than the value obtained by Rodighiero et al. (2010, $\beta = -0.28$) in the redshift range $0.5 < z < 1.0$. This discrepancy could come from the different selection criteria. While in this paper galaxies are selected purely by star formation, Rodighiero et al. analyzed a sample selected by mass through the IRAC 4.5 $\mu$m band, with a color cut to avoid the inclusion of red-sequence galaxies, although they try to recover dusty starbursts that might fall in the red sequence. In this work we have not excluded any galaxy by its color since, as we have shown, most of the red-sequence galaxies were in fact dusty star-forming galaxies. In line with this hypothesis, Karim et al. (2011) found a slope similar to ours ($\beta = -0.38$) using a sample of star-forming galaxies selected from a mass selected sample in the IRAC 3.6 $\mu$m band. However, in this case the authors classify the objects as star-forming if they belong to the blue cloud, once the attenuation has been removed. Gilbank et al. (2011) have found very recently a very similar value for the slope ($\beta = -0.42$) using a spectroscopic sample with [O II] SFRs around $z \sim 1$.

The birth rate parameter $b$ is linked to the sSFR as

$$b = \frac{\text{SFR}}{\langle \text{SFR} \rangle} = \frac{\text{SFR}}{2 \times M_*},$$

where $\langle \text{SFR} \rangle$ is the average star formation in the whole history of the galaxy, or, in other words, the average SFR that would have produced the current stellar mass. Thus, we can obtain this average star formation by dividing the stellar mass $M_*$ by the elapsed time since the galaxy formed $t_f$. The factor of two takes into account the stellar mass returned to the interstellar medium. The parameter depends on the choice of the beginning of star formation, but it is still very interesting when comparing populations at different redshifts. In this work we set this initial time at the beginning of the universe, $t_f = 6.5$ Gyr for $z = 0.84$ and $t_f = 13.4$ Gyr for the local universe. A galaxy with a value of $b$ higher than one tells us that the current star formation is more intense than the average star formation in the past. A value of two indicates an especially intense star formation episode.

Most of our galaxy sample presents values of $b$ higher than one, with 85% (119/140) with $b > 1$ and 66% (92/140) with $b > 2$. In the local universe, the SDSS and UCM samples show a very different scenario. Half the SDSS sample (48%) has $b$ values over one and only 16% above two. The UCM sample presents similar results, with 58% of the sample with $b > 1$ and 25% with $b > 2$. If we confine the analysis to the most massive galaxies (with stellar masses above $10^{11} M_\odot$) within our sample, 36% (5/14) of these have $b$ values above one, and 29% (4/14) have values over two. Regarding the local samples, the proportions are very different, with 20% in the case of the SDSS, 14% in the case of the UCM with $b > 1$, and only 3% with $b > 2$ within the SDSS sample, and none in the UCM sample. This is direct evidence of downsizing, as the fraction of most massive galaxies with intense ($b > 1$) or very intense ($b > 2$) star formation was higher in the past, and has reduced dramatically from that epoch to the present.

6.1. Quenching Mass

The star formation mass relation holds up until a certain mass, above which it no longer holds and the star formation drops sharply (see, for example, B04). Galaxies above this mass are considered quiescent, as star formation processes are no longer the main drivers of its evolution and they move to the red sequence. Therefore, this mass defines an upper limit for the stellar mass of the galaxies actively forming stars. Bundy
et al. (2006, hereafter B06) found that this quenching mass evolves with redshift, increasing as we move to higher redshift, as expected in the downsizing scenario. In this work, we use our Hα selected samples to study this quenching mass evolution, which our star-forming samples also reflect. The decrease of sSFR with mass implies that galaxies will eventually reach a mass over which the star formation processes will be very low and we can consider them quiescent. The observed shift between both trends leads to a different quenching mass that is lower than that at the local universe.

With our data it is possible to estimate an upper limit for the quenching mass. For the sake of clarity we are going to use the doubling time \( t_d \), which is analogous to the sSFR and is defined as

\[
  t_d = \frac{M_s}{\text{SFR}(1 - R)} = \frac{1}{\text{sSFR}(1 - R)},
\]

where \( R \) is the fraction of mass returned to the interstellar medium, which is generally assumed to be \( \sim 0.5 \) (Bell 2003).

The doubling time tells us how long it will take for that galaxy to duplicate its stellar mass if its current star formation stays constant. Galaxies with a high doubling time will evolve slowly, whereas galaxies with a low one will evolve quickly. Doubling time versus mass for our sample and the local UCM sample is shown in Figure 16. In order to estimate the quenching mass we define a galaxy as quiescent if its doubling time is higher than what we define as quenching time: \( t_Q = 3 \times t_H \), where \( t_H \) is the Hubble time. To obtain the typical mass that corresponds to the quenching time we performed several steps. First, we simulated 1000 realizations of our sample, varying randomly the values of SFR and mass within twice the errors, i.e., each object will have values randomly distributed in the intervals \([M - 2\Delta M, M + 2\Delta M]\) and \([\text{SFR}_\text{Hα} - 2\Delta \text{SFR}_{\text{Hα}}, \text{SFR}_\text{Hα} + 2\Delta \text{SFR}_{\text{Hα}}]\). Second, we do a linear fit of \( t_d \) versus mass only with the objects whose simulated mass falls above our mass limit. For each of these fits we compute the quenching mass as the mass at which the doubling time \( t_d \) is equal to the quenching time \( t_Q \). The final quenching mass \( M_Q \) is the median of the whole distribution of quenching masses, with the error determined by the standard deviation of the distribution. The same process has been followed for the UCM sample.

We obtain that \( M_Q = 1.0^{+0.6}_{-0.4} \times 10^{12} M_\odot \) (log \( M/Q/M_\odot \) = 12.0 ± 0.2) for the \( z \sim 0.84 \) sample and \( M_Q = 7.9^{+1.9}_{-1.5} \times 10^{10} M_\odot \) (log \( M/Q/M_\odot \) = 10.9 ± 0.1) for the local sample. If we consider only the spectroscopically confirmed sample we obtain log \( M/Q/M_\odot \) = 12.2 ± 0.2, slightly higher although compatible within errors. In the case of \( z \sim 0.84 \) the quenching mass is outside the range of masses detected, given the limit on the detection of massive galaxies imposed by the sampled volume and the equivalent width limit of the survey, which prevents us from selecting objects with lower sSFRs. These masses are upper limits, given that at high stellar masses the correlation between doubling time and mass will break as a consequence of quenching. Galaxies with higher \( t_d \) than predicted by the correlation will appear as the quenching takes over, possibly lowering the average quenching mass, especially in the case of \( z \sim 0.84 \), where no galaxies around \( M_Q \) have been detected. In order to detect these galaxies it would be necessary to survey larger volumes. In addition, the simulations (see Section 6) show that we may overestimate the quenching mass at \( z \sim 0.84 \) by \( \sim 0.1 \) dex, due to completeness limits. However, these simulations also show that we would be able to detect quenching masses \( \sim 0.5 \) dex lower (SFR–\( M_\ast \) slope 20% lower), with a similar dispersion.

Our quenching mass estimation for the local universe is in very good agreement with the stellar mass \((\sim 7 \times 10^{10}) M_\odot\) scaled from a Kroupa to a Salpeter IMF above which Kauffmann et al. (2003) found a rapid increase in the fraction of galaxies with old populations in the SDSS local sample. This change, detected by a transition from lower values of \( D_\alpha(4000) \) to higher values, is also seen as a change in the slope of the \( \mu_\alpha - M_\ast \) (surface stellar mass density versus stellar mass) correlation. Our result at \( z \sim 0.84 \) is higher than those estimated by B06 at a similar redshift. In their work, they used three different approaches: morphology, \( U - B \) color, and SFRs derived from \([\text{O} \text{II}]\) equivalent width. Through the morphology criterion they obtained \( M_Q \sim 8 \times 10^{11} M_\odot \), whereas both color and SFR criteria provide lower masses \( \sim 10^{11} M_\odot \) (see Figure 17). We have scaled B06 masses from the Chabrier IMF.
to the Salpeter IMF used in this work, adding 0.25 dex. Our result is in good agreement with their morphology-based estimation, but it is higher than those based on color or SFR. B06 attributed this difference to a longer timescale in the processes that transform late types into early types. However, our value is solely based on star formation and no morphology considerations have been done. One of the caveats of their SFR and color measurements is that extinction was not corrected. Therefore, dusty starbursts would appear redder and with lower SFRs, as they would be classified as red or non-star-forming galaxies, which translates into lower quenching masses. If we again estimate $M_Q$ for our Hα selected samples, this time without applying the extinction correction, we obtain lower values: $M_Q = 7.6^{+1.7}_{-1.4} \times 10^{10} M_\odot \log (M/M_\odot) = 10.88 \pm 0.09$ for the $z \sim 0.84$ sample and $M_Q = 1.3^{+0.2}_{-0.1} \times 10^{10} M_\odot (\log (M/Q/M_\odot) = 10.13 \pm 0.05)$ for the local sample. The effect of the extinction is very high and is enough to account for the difference between B06 morphology and color/SFR estimations. Our result is also consistent with the work by Pérez-González et al. (2008), in which they found that at $z \sim 0.8$ all the stellar mass has already been assembled for objects more massive than $M_\star = 10^{12} M_\odot$ and almost fully assembled for objects with stellar mass in the range $10^{11.7} - 10^{12} M_\odot$.

The quenching masses estimated through this method rely on the definition of $t_\mathrm{f}$: however, independently of this parameter, we find a strong evolution between the local universe and $z \sim 0.84$. In the local universe, galaxies with masses higher than $10^{11} M_\odot$ are quiescent, and their evolution is limited to interactions with other galaxies via dry mergers (or other processes not involving massive star formation), whereas at $z \sim 0.84$, galaxies with mass in the range $10^{11}$ to $10^{12} M_\odot$ are still under strong star formation processes. This is, again, in good agreement with the downsizing scenario. Despite the fact that we do not have enough data to constrain the $M_Q$ evolution with redshift, we find that our results are compatible with the parameterization given by B06, i.e., $M_Q \propto (1+z)^{4.5}$. The added value is that we have extended the redshift baseline to the local universe, using samples selected uniformly.

7. SUMMARY AND CONCLUSIONS

In this work we have analyzed the properties of an Hα selected sample of star-forming galaxies at $z \sim 0.84$, focusing on star formation and stellar mass.

We have discarded the AGN contaminants through two criteria: X-ray luminosities and IRAC colors. We find seven counterparts in X-ray, though three of them present very low fluxes, compatible with originating from star formation processes. Thus, we only discard the four objects with fluxes high enough to have an AGN origin. Using IRAC colors we find another 10 objects (one of them already detected in X-rays) that fulfill the criterion to be considered AGNs. A total of 13 objects are finally discarded.

The objects of our sample present a median $M_B = -20^{+5}_{-0.9}$, brighter by more than one magnitude than the UCM local sample of star-forming galaxies. Most of the galaxies belong to the blue sequence, with a small fraction of objects in the green valley and the red sequence. Once the extinction corrections are applied, all except two red objects move to the blue sequence, unveiling their dusty nature.

A check on the extinction law reveals that the Calzetti et al. (2000) extinction law is appropriate for our objects, but with $E(B-V)_{\mathrm{stars}} = 0.55 E(B-V)_{\mathrm{gas}}$.

The Hα SFR, without applying the extinction correction, presents values in the range $2-10 M_\odot$. We have also estimated SFRs with FUV and IR. In the first case, the non-extinction-corrected FUV underestimates the SFR with respect to Hα. The opposite case is given for the IR, which overestimates the SFR with respect to Hα. These discrepancies are mainly driven by the extinction. Once we apply the extinction correction to both FUV and Hα estimations, all SFR tracers agree within a factor of three, and the highest SFRs reach several hundreds solar masses per year.

The scattering between the different tracers is correlated with the Hα equivalent width. This can be explained through the different weighted ages of the objects (which is related to the EW) and the fact that FUV and IR SFRs are sensitive to a longer time range than Hα and are more affected by older populations.

We have estimated stellar masses for our sample, finding that the median value is $M_\star = 1.4^{+1.6}_{-0.4} \times 10^{10} M_\odot$, in good agreement with the result obtained by SI1 for a sample selected with criteria similar to ours. The typical mass found by Pérez-González et al. (2008) for an IRAC selected sample at this redshift is ten times higher than this value.

Our sample shows a trend between SFR and stellar mass. The slope of this trend is in good agreement with the value obtained by Noeske et al. (2007a) and is flatter than the Elbaz et al. (2007) result. The trend is very similar to that of the local universe, although it is shifted to higher values of SFR. This indicates that, for the same stellar mass $M_\star$, star-forming galaxies at $z \sim 0.84$ are under stronger star formation episodes than their local analogous galaxies.

The sSFR shows a negative correlation with stellar mass. The star formation in more massive galaxies, although there is a higher SFR, has less impact than that in less massive ones, due to the large stellar mass already formed. The current trend is observed in the local universe, though it is shifted to lower sSFRs. This is in good agreement with the downsizing scenario, in which massive galaxies are formed earlier than less massive ones. The fraction of massive galaxies ($M_\star > 10^{11} M_\odot$) undergoing strong star formation processes ($b > 2$), ~29% at $z > 0.84$ against <3% at the local universe, also supports this scenario.

Finally, we have quantified the downsizing, estimating the quenching mass at $z \sim 0.84$ and at the local universe based on the Hα SFR. We find that $M_Q = 1.0^{+0.6}_{-0.4} \times 10^{12} M_\odot (\log (M/Q/M_\odot) = 12.0 \pm 0.2)$ at $z \sim 0.84$ and $M_Q = 7.9^{+1.5}_{-1.0} \times 10^{10} M_\odot (\log (M/Q/M_\odot) = 10.9 \pm 0.1)$ in the local universe. The evolution since the local universe is out of doubt, with an increase in the quenching mass of an order of magnitude.
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APPENDIX

COMPLETENESS LEVEL AS A FUNCTION OF STELLAR MASS

The SFR completeness level for our sample depends on the stellar mass, due to the selection process, which is basically a selection in equivalent width. In V08 we simulated the selection process to determine the completeness level versus the line flux, but without considering the dependence on stellar masses, as it was unnecessary. The process consisted of the introduction of simulated galaxies to the real images to check whether or not they were recovered by the selection method. Fake galaxies were created with different line and continuum fluxes, sizes, and inclinations in the real images. The outcome was the line flux completeness level.

The problem we need to address here is at which SFR, corrected for attenuation, the completeness level is 50% as a function of stellar mass. The main problem is that we need to relate the stellar mass and extinction to the observables, i.e., the broadband and narrowband magnitudes. Intuitively, one may think that there exists a correlation between the stellar mass and broadband magnitude. Indeed, as can be seen in Figure 18, there is a correlation between the stellar mass and the \( J \) magnitude for our sample. However, it might be affected by selection biases, so we also check this relation against another sample. For this double-check we use the mass selected sample from the AEGIS database presented in Barro et al. (2011a) and Barro et al. (2011b). If we take all the objects with spectroscopic redshift within the limits of our sample, we obtain a very similar relation. The best fit to the data gives \( M^* = 23.36 - 0.636 \, M_J \).

With this correlation we can assign a stellar mass for an object given its \( J \)-band flux. Thus, we can check the fraction of objects selected for a certain line-flux, defined by their emission in the broadband and narrowband filters, and a stellar mass, estimated from the broadband flux. The line flux is transformed to SFR applying the corresponding calibration (Equation (1)) and applying a mean correction for the nitrogen contribution (\( \langle I(\text{[N II]}\lambda 6584)/I(\text{H}\alpha) \rangle = 0.26 \)). At the end we have a completeness level for each combination of SFR and stellar mass. From this we can obtain the SFR 50% completeness level as a function of mass.

However, this completeness does not take into account the attenuation affecting the SFR measurement. To correct this effect we can apply the extinction correction to the SFR completeness level as follows:

\[
SFR(M^*)_{50\%} = \text{SFR}(M^*)_{50\%} 10^{0.4 \, A(\text{H}\alpha)}, \quad (A1)
\]

where \( \text{SFR}(M^*)_{50\%} \) is the \( \text{H}\alpha \) SFR for which we are 50% complete at stellar mass \( M^* \).

The question that arises now is which amount of extinction to apply. The immediate solution is to apply the mean (median) extinction correction obtained for the sample. However, it is well known that the amount of extinction depends on the total SFR. This fact has been shown for the Sobral et al. (2009) sample by Garn et al. (2010). In particular, these authors find that \( A(\text{H}\alpha) = 0.73 + 0.44 \log \text{SFR}(\text{IR}) \). As we saw in Section 5.2.2, we can assume that the IR-derived SFR is equal to the extinction-corrected H\( \alpha \) SFR, and thus we can write

\[
SFR(M^*)_{50\%} = \text{SFR}(M^*)_{50\%} 10^{0.4 (a + b \times \log \text{SFR}(M^*)_{50\%})} \quad (A2)
\]

\[
= \text{SFR}(M^*)_{50\%} 10^{\log \text{SFR}(M^*)_{50\%} + a'}, \quad (A3)
\]

with \( a = 0.73, \, b = 0.44, \, a' = 0.4 \times a, \) and \( b' = 0.4 \times b \). We can find the value of SFR, obtaining

\[
\log \text{SFR}(M^*)_{50\%} = \frac{\log \text{SFR}(M^*)_{50\%} + a'}{1 - b'}. \quad (A4)
\]

This equation gives us a completeness level of 50% considering that the extinction depends on the total SFR. The computed completeness curve is shown in Figure 14.
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