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Abstract
We use the celebrated circle method of Hardy and Ramanujan to develop convergent formulæ for counting a restricted class of partitions that arise from the Göllnitz–Gordon identities.

1 Introduction
The purpose of this article is to illustrate a beautiful application of the tools of complex analysis to a discrete subject: the theory of addition over the integers, also known as partition theory.

A partition of a positive integer \( n \) is simply an expression of \( n \) as a sum of other positive integers. For example, taking the number 5, we find 7 different partitions: 5, 4 + 1, 3 + 2, 3 + 1 + 1, 2 + 2 + 1, 2 + 1 + 1 + 1, and 1 + 1 + 1 + 1 + 1.

The number of partitions of \( n \) is denoted by \( p(n) \), and is often called the partition function. In our example, we have \( p(5) = 7 \).

While partitions have been studied since the time of Euler [6], very little was known about the partition function itself before the twentieth century. Indeed, at the end of the nineteenth century, attempts to study the behavior of the prime counting function [14] had led to a general sense of pessimism in number theory [5]: it was expected that any careful analysis of \( p(n) \) would produce an asymptotic formula that was approximate at best, and certainly not useful for direct computation.

It was not until 1918 that Hardy and Ramanujan developed the techniques to conduct a detailed study of \( p(n) \) [5]. The results of their work were astonishing: not only were they capable of achieving a formula that could give the exact value of \( p(n) \) with relative efficiency, but the formula itself is an utterly bizarre object, as an infinite series containing Bessel functions, coprime sums over roots of unity, and \( \pi \)—analytic entities that seem wholly irrelevant to the question of simple addition over the natural numbers.

The techniques that Hardy and Ramanujan had developed are embodied in what is now known as the circle method. This method has since become one of the most basic tools in analytic number theory [11], [16].

Notably, the circle method has continued to contribute to the theory of partitions and \( q \)-series. Hardy and Ramanujan’s formula was carefully refined by Rademacher, first in 1936 [9] to make their formula for \( p(n) \) convergent, and again in 1943 [10] as an adjustment of the method itself. Soon thereafter, it was realized that the techniques embodying the circle method could be used to
develop formulæ for a variety of more restricted partition functions (two notable examples are [8] and [7]).

We are interested here in one such partition function, associated with the Göllnitz–Gordon identities [3], [4], which we provide here for reference:

**Theorem 1 (Göllnitz–Gordon Identities).** Fix $a$ to be either 1 or 3. Given an integer $n$, the number of partitions of $n$ in which parts are congruent to $4, \pm a \pmod{8}$, is equal to the number of partitions of $n$ in which parts are non-repeating and non-consecutive, with any two even parts differing by at least 4, and with all parts $\geq a$.

Each identity—one for either value of $a$—equates the sizes of two different classes of partitions of $n$, while not actually indicating the class size itself. We will use Hardy and Ramanujan’s method, together with Rademacher’s refinements, to formulate a convergent expression for the number of partitions associated with these identities.

**Definition 1.** Fix $a$ at either 1 or 3. A Göllnitz–Gordon partition of type $a$ is composed of parts of the form $4, \pm a \pmod{8}$. The generating function for such partitions is expressed as $F_a(q)$, and the actual number of such partitions of $n$ is given as $g_a(n)$.

We seek a formula for $g_a(n)$. The author wishes to note his deep appreciation for the guidance and encouragement of Professor Andrew Sills, who first suggested this problem.

In keeping with the theory of $q$-series, we have

$$F_a(q) = \sum_{k=0}^{\infty} g_a(k)q^k$$

$$= \prod_{m=0}^{\infty} (1 - q^{8m+a})^{-1}(1 - q^{8m+4})^{-1}(1 - q^{8m+8-a})^{-1}$$

$$= \frac{1}{(q^4; q^8)_{\infty}(q^a; q^8)_{\infty}(q^{8-a}; q^8)_{\infty}},$$

with

$$(a; q)_{\infty} = \prod_{j=0}^{\infty} (1 - aq^j).$$

Cauchy’s residue theorem [14, Chapter 3] gives us a means of calculating—at least in principle—the value of $g_a(n)$. Dividing $F_a(q)$ by $q^{n+1}$, we find that $g_a(n)$ is the coefficient of $q^{-1}$, and is therefore the residue of $F_a(q)/q^{n+1}$.  

**Theorem 2.**

$$g_a(n) = \frac{1}{2\pi i} \oint_{C} \frac{F_a(q)}{q^{n+1}} dq,$$

for $C$ some curve inside the unit circle of the $q$-plane, encompassing $q = 0$.

We must choose an appropriate contour for $C$. We then study $F_a(q)$ itself, including some of its useful transformation properties. Next, we will employ the circle method in reducing our integral (5) to something far more accessible to integration. We finish our integration using the theory of Bessel functions.
2 Rademacher’s Contour

Casual inspection of (3) suggests that $F_a(q)$ has important structure near the roots of unity of the unit circle. We will construct a contour that remains inside the unit circle, but approaches the roots of unity $e^{2\pi i h/k}$ in a controlled way. This contour was first used by Rademacher [10].

**Definition 2.** For a given $h/k \in \mathcal{F}_N$, define the Ford circle $C(h,k)$ as the curve given by

$$\left| \tau - \left( \frac{h}{k} + \frac{i}{2k^2} \right) \right| = \frac{1}{2k^2}.$$  \hspace{1cm} (6)

Given the set of Ford circles corresponding to the Farey sequence of degree $N$, let $\gamma(h,k)$ be defined as the upper arc of $C(h,k)$ from $\tau_I(h,k) = \frac{h}{k} - \frac{k_p}{k(k^2 + k_p^2)} + \frac{1}{k^2 + k_p^2}i$ to $\tau_T(h,k) = \frac{h}{k} + \frac{k_s}{k(k^2 + k_s^2)} + \frac{1}{k^2 + k_s^2}i$, with $h_p/k_p$ and $h_s/k_s$ the immediate predecessor and successor (respectively) of $h/k \in \mathcal{F}_N$ (let $0_p/1_p = (N-1)/N$; similarly, let $(N-1)_s/N_s = 0/1$).

**Definition 3.** The Rademacher path of order $N$, $P(N)$, is the union of all upper arcs $\gamma(h,k)$ from $\tau = i$ to $\tau = i + 1$:

$$P(N) = \bigcup_{h/k \in \mathcal{F}_N} \gamma(h,k).$$  \hspace{1cm} (7)

We give an illustration of $P(3)$ in Figure 1.

It may be easily demonstrated that consecutive Ford circles corresponding to $\mathcal{F}_N$ are tangent to one another, so that $P(N)$ is a connected curve. Moreover, for $\tau$ in the upper arc $\gamma(h,k)$, $\Im(\tau) > 0$; therefore, $\gamma(h,k)$ lies entirely in $\mathbb{H}$ for every $h/k \in \mathcal{F}_N$. Therefore, $P(N)$ is a connected curve that lies entirely in $\mathbb{H}$.

So if we define $q = e^{2\pi i \tau}$, then we may define our curve $C$ from (5) as the preimage of $P(N)$. We will make one more helpful change of variables:

$$\tau = \frac{h}{k} + \frac{iz}{k},$$  \hspace{1cm} (8)

with $\Re(z) > 0$. This change maps $C(h,k)$ (with $\gamma(h,k)$) to the circle

$$K_k(\cdot) : \left| z - \frac{1}{2k} \right| = \frac{1}{2k}.$$  \hspace{1cm} (9)

Notice that the initial and terminal points of $\gamma(h,k)$ are mapped to $z_I(h,k)$ and $z_T(h,k)$ by the following:

$$\tau_I(h,k) \mapsto z_I(h,k) = \frac{h}{k^2 + k_p^2} + \frac{k_p}{k^2 + k_p^2}i,$$

$$\tau_T(h,k) \mapsto z_T(h,k) = \frac{h}{k^2 + k_s^2} + \frac{k_s}{k^2 + k_s^2}i, \hspace{1cm} (10)$$
Figure 1: Ford circles $C(h, k)$ for $h/k \in F_3$, with $P(3)$ highlighted.

$$\tau_T(h, k) \mapsto z_T(h, k) = \frac{k}{k^2 + k_s^2} - \frac{k_s}{k^2 + k_s^2}i. \quad (11)$$

We finish this section by referencing an important lemma, which can be proved quickly from the properties of the Farey fractions [6].

**Lemma 1.** Let $N \in \mathbb{N}$ be given, with $h/k \in F_N$. Let $z_I(h, k)$, $z_T(h, k)$ be the images of $\tau_I(h, k)$, $\tau_T(h, k)$, respectively, from $C(h, k)$ to $K_{h}^{(-)}$. Then for any $z$ on the chord connecting $z_I(h, k)$ to $z_T(h, k)$, we have

$$|z| = O \left( N^{-1} \right). \quad (12)$$

### 3 Transformation Equations

We begin by expressing $F_a(q)$ in terms of automorphic forms—in particular, as a quotient of eta functions by a theta function. Let $q = e^{2\pi i \tau}$, with $\tau$ a complex variable, $\Im(\tau) > 0$.

Recall that Ramanujan’s theta function [2, Chapter 1] has the following product expansion:

$$f(-q^\alpha, -q^\beta) = (q^\alpha, q^{\alpha+\beta})_\infty (q^{\beta}, q^{\alpha+\beta})_\infty (q^{\alpha+\beta}, q^{\alpha+\beta})_\infty. \quad (13)$$
Moreover, Ramanujan’s theta function is related to the standard theta function \[ \vartheta \] by the following, which can be verified by the series representations of both functions [11, Chapter 10]:

\[
f(-q^\alpha, -q^\beta) = -ie^{\pi i \tau (3\alpha - \beta)/4} \vartheta_1(\alpha \tau | (\alpha + \beta) \tau).
\]

We then have

\[
F_a(q) = \frac{(q^8; q^8)_{\infty}}{(q^4; q^4)_{\infty} f(-q^a, -q^8-a)} \vartheta_1(a \tau | 8 \tau).
\]

Since \((q^\alpha; q^\alpha)_{\infty} = e^{-\alpha \pi i \tau} \eta(\alpha \tau)\), we can rewrite the remaining q-Pochhammer symbols in terms of eta functions in the following way:

\[
F_a(q) = i \exp(\pi i \tau (1 - a)) \frac{\eta(8 \tau)^2}{\eta(4 \tau) \vartheta_1(a \tau | 8 \tau)}.
\]

We will now study the behavior of \(F_a(q)\) near the arbitrary singularity \(e^{2\pi i h/k}\), with \(0 \leq h < k\), and \((h, k) = 1\). To do this, we will divide our work into four cases, depending on the divisibility properties of \(k\) with respect to 8, and then take advantage of the modular symmetries of the \(\eta\) and \(\vartheta_1\) functions.

### 3.1 \(GCD(k, 8) = 8\)

The simplest transformation formula relevant to our problem occurs for \((k, 8) = 8\). Let \(H_8\) be defined as the negative inverse of \(h\) modulo 16:

\[
hH_8 \equiv -1 \pmod{16k}.
\]

Notice that since 8|\(k\) by hypothesis, and \((h, k) = 1\), therefore \((h, 16k) = (h, k) = 1\), so that \(H_8\) exists. Then the following are elements of \(SL(2, \mathbb{Z})\):

\[
\begin{pmatrix}
\frac{h}{k} & -\frac{h}{k}(H_8 + 1) \\
\frac{1}{k} & -H_8
\end{pmatrix}, \quad (19)
\]

\[
\begin{pmatrix}
\frac{h}{4} & -\frac{h}{4}(H_8 + 1) \\
\frac{1}{4} & -H_8
\end{pmatrix}, \quad (20)
\]

We will allow

\[
\tau' = \frac{H_8}{k} + \frac{i z^{-1}}{k}.
\]

Applying (19) as a modular transformation to \(8 \tau'\), we have

\[
\frac{8h\tau' - \frac{8}{k}(H_8 + 1)}{8\frac{8}{k} \tau' - H_8} = 8 \tau.
\]

Similarly, applying (20) to \(4 \tau'\), we get \(4 \tau\).
Therefore, we will transform $\eta(8\tau)$ to $\eta(8\tau')$, using (19). Similarly, we transform $\eta(4\tau)$ to $\eta(4\tau')$ using (20).

Invoking these transformations, we must contend with the roots of unity associated with the $\eta$ and $\vartheta_1$ functions. As a shorthand, we will refer to the roots of unity as the following:

\[
\epsilon(8, 8) = \epsilon \left( h, -\frac{8}{k}(hH_8 + 1), \frac{k}{8}, -H_8 \right),
\]

\[
\epsilon(8, 4) = \epsilon \left( h, -\frac{4}{k}(hH_8 + 1), \frac{k}{4}, -H_8 \right),
\]

where $\epsilon(a, b, c, d)$ is the root of unity given by

\[
\epsilon(a, b, c, d) = \begin{cases} 
\left(\frac{d}{c}\right)^{(1-c)/2} \exp \left( \frac{\pi i}{12} (bd(1-c^2) + c(a+d)) \right), & 2 \nmid c, \\
\left(\frac{a}{c}\right) \exp \left( \frac{\pi i}{4} + \frac{\pi i}{12}(ac(1-d^2) + d(b-c)) \right), & 2 \nmid d,
\end{cases}
\]

and $\left(\frac{a}{c}\right)$ is the Legendre–Jacobi character. See [11, Chapter 9].

Invoking the functional equation for $\eta$ [11, Chapter 9], it follows that

\[
\eta(8\tau) = \epsilon(8, 8)^2 \eta(8\tau')^2 \eta(4\tau)^2 \eta(4\tau')^2.
\]

Handling $\vartheta_1$ turns out to be more difficult, due to the presence of a second complex variable. We will mimic our work with $\eta(8\tau)$, using (19), and setting

\[
v = a\tauiz - 1 = a(hiz - 1).
\]

The functional equation for $\vartheta_1$ [11, Chapter 10] gives us

\[
\vartheta_1(a\tau|8\tau) = \vartheta_1 \left( \frac{v}{iz - 1} \right) 8\tau = -ie(8, 8)^3 \frac{1}{z^{1/2}} e^{\pi i h (hiz - 1)^2 / sk} \vartheta_1(v|8\tau').
\]

Recall that $hH_8 \equiv -1 \pmod{16k}$. We can therefore write

\[
-1 = hH_8 + 16kM,
\]

with $M \in \mathbb{Z}$. We then have

\[
v = ah\tau' + 16aM.
\]

If we also take advantage of the fact that $\vartheta_1(v + 1|\tau) = -\vartheta_1(v|\tau)$ [11, Chapter 10], then we have

\[
\vartheta_1(v|8\tau') = \vartheta_1(ah\tau' + 16aM|8\tau') = \vartheta_1(ah\tau'|8\tau').
\]

Again considering that $(k, 8) = 8$ and $(h, k) = 1$, and $a = 1, 3$, we also have $ah \equiv 1, 3, 5, 7 \pmod{8}$. We therefore write

\[
\vartheta_1(ah\tau'|8\tau') = \vartheta_1(b\tau' + 8N\tau'|8\tau'),
\]

with $b$ the least positive residue of $ah$ modulo 8.
We now make use of the fact that for $N \in \mathbb{N}$,
\[
\vartheta_1(v + N\tau|\tau) = (-1)^N \exp\left(-\pi i N(2v + N\tau)\right) \vartheta_1(v|\tau)
\]  
(32)

Chapter 10], so that
\[
\vartheta_1(ah\tau'|8\tau') = (-1)^N \exp\left(-\pi i N(2b\tau' + 8N\tau')\right) \vartheta_1(b\tau'|8\tau').
\]  
(33)

Combining (27), (30), (33), and inverting, we have the following:
\[
\frac{1}{\vartheta_1(a\tau|8\tau')} = i\frac{(-1)^N}{\epsilon(8,8)^{1/2}} e^{-\pi a^2(8z^{-1} - 1)^2}/8k \exp(\pi i N(2b\tau' + 8N\tau')) \vartheta_1(b\tau'|8\tau').
\]  
(34)

We now have sufficient information, in (25), (34), to reassemble the transformed generating function.
\[
F_a(q) = i \exp(\pi i \tau(1 - a)) \frac{1}{\epsilon(8,8)^{1/2}} \frac{\epsilon(8,8)^2}{\vartheta_1(a\tau|8\tau')} \frac{1}{\eta(8\tau')}\vartheta_1(b\tau'|8\tau').
\]  
(35)

\[
\times \exp(\pi i N(2b\tau' + 8N\tau')) \frac{\eta(8\tau')^2}{\eta(4\tau') \vartheta_1(b\tau'|8\tau')}. \tag{36}
\]

Here $b = 1, 3, 5, 7$. However, noting from (13) that
\[
f(-q^a, -q^b) = f(-q^b, -q^a),
\]  
(37)

we may define $F_b(q) = F_3(q)$, $F_5(q) = F_1(q)$. We therefore have
\[
F_a(q) = \frac{i(-1)^N}{\epsilon(8,8)^{1/2}} \exp\left(\pi i \tau(1 - a) - \frac{z}{8} a^2(8z^{-1} - 1)^2/8k \right.
\]
\[
+ \pi i N(2b\tau' + 8N\tau') + \pi i \tau'(a - 1) \bigg) F_b(y), \tag{38}
\]

with $y = \exp(2\pi i \tau')$.

Remembering that
\[
N = \left\lfloor \frac{ah}{8} \right\rfloor = \frac{ah - b}{8},
\]  
(39)

and that
\[
a^2 - 4a + 3 = (a - 1)(a - 3) = 0,
\]  
(40)

we may collect and reorganize the coefficients of $1$, $z$, and $1/z$ in the exponential of (38). Doing so gives the following transformation formula:
\[
F_a(q) = \omega_{a,8}(h, k) \exp\left(\frac{\pi}{8k} \left(\frac{(b - 4)^2}{z} - 8 + z(4a - 5)\right)\right) F_b(y), \tag{41}
\]

where
\[ \omega_{a,8}(h, k) = \frac{i(-1)^{\frac{h}{8}}}{\epsilon(8, 8)\epsilon(8, 4)} \exp \left( \frac{\pi i}{8k} (h(5 - 4a) - H_8((b - 4)^2 - 8)) \right). \] (42)

We note that we can extend this result to prove the modularity of \( F_a(q) \) relative to a certain subgroup of \( SL(2, \mathbb{Z}) \). We do not give the proof here.

3.2 \( GCD(k, 8) < 8 \)

The result of the Section 3.1 suggests that \( F_a(q) \) is modular, at least with respect to a subgroup of the modular group. While such a property does not carry over exactly to the remaining 3 cases, it is only necessary to show that \( F_a(q) = f(z)\Psi(q) \), with \( \Psi(q) \) a suitable quotient of \( q \)-series.

For each case \( (k, 8) = d \), we will define

\[ \tau' = \frac{H_d}{k} + \frac{diz^{-1}}{8k}, \] (43)

where

\[ \frac{8hH_d}{d} \equiv -1 \pmod{k/d}, \] (44)

and

\[ y = e^{2\pi i\tau'}. \] (45)

We consider the following matrices, which can easily be shown to be in \( SL(2, \mathbb{Z}) \):

\[ \begin{pmatrix} 8h/d & -\frac{d}{k}(8hH_d/d + 1) \\ k/d & -H_d \end{pmatrix}, \] (46)

\[ \begin{pmatrix} 4h/d & -\frac{d}{k}(8hH_d/d + 1) \\ k/d & -2H_d \end{pmatrix}. \] (47)

We also define

\[ \epsilon(d, 8) = \epsilon \left( 8h/d, -\frac{d}{k}(8hH_d/d + 1), \frac{k}{d} - H_d \right), \] (48)

\[ \epsilon(d, 4) = \epsilon \left( 4h/d, -\frac{d}{k}(8hH_d/d + 1), \frac{k}{d} - 2H_d \right), \] (49)

with \( \epsilon(a, b, c, d) \) defined by (24). Remembering (44), we also let

\[ v = \frac{da(hiz^{-1} - 1)}{8k} = ah\tau' + \frac{aM}{8}, \] (50)

with \( M \in \mathbb{Z} \). Finally, we write

\[ \rho_{a,d} = \exp \left( \frac{\pi i ad}{4k} \left( \frac{8hH_d}{d} + 1 \right) \right). \] (51)
3.2.1 \( GCD(k, 8) = 4 \)

With \( d = 4 \), we apply (46) to \( 4\tau' \), and (47) to \( 8\tau' \), so that we have

\[
\frac{\eta(8\tau)^2}{\eta(4\tau)} = \frac{1}{2\pi^{1/2}} \varepsilon(4, 8)^2 \eta(4\tau)^2 \eta(8\tau')
\]

(52)

As with the case of \( d = 8 \), \( \vartheta_1 \) requires the most work by far. The initial transformation through (46) gives us

\[
\vartheta_1(a\tau|8\tau) = -i\varepsilon(4, 8)^3 \frac{1}{(2\pi)^{1/2}} e^{\pi a^2(hiz^{-1}-1)^2/8k} \vartheta_1(v|4\tau') .
\]

(53)

And

\[
\vartheta_1(v|4\tau') = \vartheta_1 \left( ah\tau' + \frac{aM}{8} \bigg| 4\tau' \right).
\]

(54)

We may now allow \( b \equiv ah \mod 4 \), letting \( ah = 4N + b \), so that (54), together with (32), gives

\[
\vartheta_1(v|4\tau') = (-1)^N \exp(-\pi i N(2\tau'(2N + b) + aM/4))
\]

\[
\times \vartheta_1 \left( b\tau' + \frac{aM}{8} \bigg| 4\tau' \right). \quad (55)
\]

We now shift from \( \vartheta_1 \) to \( \vartheta_4 \) [11, Chapter 10]:

\[
\vartheta_4(v|\tau) = i \exp(-\pi i \tau/4 - \pi iv) \vartheta_4(v|\tau).
\]

Write

\[
\vartheta_1 \left( b\tau' + \frac{aM}{8} \bigg| 4\tau' \right) = \vartheta_1 \left( (b-2)\tau' + \frac{aM}{8} + 2\tau' \bigg| 4\tau' \right)
\]

\[
= i \exp(-\pi i((b-1)\tau' + aM/8))
\]

\[
\times \vartheta_1 \left( (b-2)\tau' + \frac{aM}{8} \bigg| 4\tau' \right). \quad (56)
\]

(57)

(58)

We now express \( \vartheta_4 \) as an infinite product [11, Chapter 10]:

\[
\vartheta_4 \left( (b-2)\tau' + \frac{aM}{8} \bigg| 4\tau' \right) = \prod_{m=1}^{\infty} \left( 1 - y^{4m} \right) (1 - \rho_{a,4}y^{4m-b}) (1 - \rho_{a,4}^{-1}y^{4m-b})
\]

\[
= (y^4; y^4)_{\infty} (\rho_{a,4}y^{b}; y^4)_{\infty} (\rho_{a,4}^{-1}y^{-b}; y^4)_{\infty}. \quad (59)
\]

Combining (52), (53), (55), (58), (59), and simplifying, we have

\[
F_a(q) = \frac{1}{\sqrt{2}} \omega_{a,4}(h, k) \exp \left( \frac{\pi}{8k} \left( \frac{1}{z} + z(4a - 5) \right) \right) \Psi_{a,4}(y), \quad (60)
\]

with
\[\Psi_{a,4}(q) = \frac{(q^4;q^4)_\infty^2}{(q^8;q^8)_\infty f(-\rho_{a,4}q^4; -\rho_{a,4}q^{4-k})}, \quad (61)\]

and

\[\omega_{a,4}(h, k) = \frac{i(-1)^{\frac{ab}{8}}}{\epsilon(4, 8)\epsilon(4, 4)} \times \exp \left( \frac{\pi i}{4k} (h - H_4 - h(4a - 3)(hH_4 + 1) + a(2hH_4 + 1)(b - 2)) \right). \quad (62)\]

### 3.2.2 \(GCD(k, 8) = 2\)

With \(d = 4\), we apply (46) to \(2\tau'\), and (47) to \(4\tau'\), so that we have

\[\eta(8\tau)^2 \eta(4\tau) = \frac{1}{2\sqrt{2}^{1/2}} \frac{\epsilon(2, 8)^2 \eta(2\tau')^2}{\eta(4\tau')}. \quad (63)\]

Once again, \(\psi_1\) requires the most work by far. The initial transformation through (66) gives us

\[\psi_1(a\tau|8\tau) = -i\epsilon(2, 8)^3 \frac{1}{2\sqrt{2}^{1/2}} \epsilon(2, 8) \exp\left(\frac{\pi i}{8}(12\tau' + aM/8)\right) \psi_1(v|2\tau'). \quad (64)\]

And

\[\psi_1(v|2\tau') = \psi_1 \left( a\tau' + \frac{aM}{8} \bigg| 2\tau' \right). \quad (65)\]

Notice that both \(a\) and \(h\) are odd. We may therefore write \(ah = 2N + 1\), so that

\[\psi_1(v|2\tau') = (-1)^N \exp(-\pi iN(2\tau' + aM/4 + 2\tau'N)) \psi_1 \left( \tau' + \frac{aM}{4} \bigg| 2\tau' \right). \quad (66)\]

We now shift from \(\psi_1\) to \(\psi_4\). Write

\[\psi_1 \left( \tau' + \frac{aM}{8} \bigg| 2\tau' \right) = i \exp\left(\frac{\pi i}{8}(12\tau' + aM/8)\right) \psi_4 \left( \frac{aM}{8} \bigg| 2\tau' \right). \quad (67)\]

We express \(\psi_4\) as an infinite product:

\[\psi_4 \left( \frac{aM}{8} \bigg| 2\tau' \right) = (y^2; y^2)_\infty (\rho_{a,2}y^2; y^2)_\infty \rho_{a,2}^{-1}(y^2; y^2)_\infty. \quad (68)\]

Combining (63), (64), (66), (67), and simplifying, we have

\[F_a(q) = \frac{1}{\sqrt{2}} \omega_{a,4}(h, k) \exp\left(\frac{\pi}{8k}(z(4a - 5))\right) \Psi_{a,2}(y), \quad (69)\]

where

\[\Psi_{a,2}(q) = \frac{(q^2; q^2)_\infty^2}{(q^4; q^4)_\infty f(-\rho_{a,2}q; -\rho_{a,2}^{-1}q)}, \quad (70)\]
and

\[ \omega_{a,2}(h, k) = \frac{i(-1)^{\lfloor ah^2 \rfloor}}{\varepsilon(2,8)\varepsilon(2,4)} \exp \left( \frac{\pi i}{4k} (1 - (4a - 3)(2hH_1 + 1)) \right). \] (71)

### 3.3 \( GCD(k, 8) = 1 \)

With \( d = 4 \), we apply (46) to \( 2\tau' \), and (47) to \( 4\tau' \), so that we have

\[ \frac{\eta(8\tau)^2}{\eta(4\tau)} = \frac{1}{4^{\frac{1}{4}}} \frac{\epsilon(1,8)^2 \eta(\tau')^2}{\epsilon(1,4) \eta(2\tau')} \] (72)

Returning to \( \vartheta_1 \),

\[ \vartheta_1(a\tau | 8\tau) = -i\epsilon(1,8) \frac{1}{2\sqrt{2^{\frac{1}{4}}}} e^{8\pi k\zeta^2} \vartheta_1(v | \tau'). \] (73)

And

\( \vartheta_1(v | \tau') = \vartheta_1 \left( a\tau' + \frac{aM}{8} \right). \) (74)

Recognizing that we may extract \( a\tau' \) altogether from our first variable, and recognizing that \( (-1)^{ah} = (-1)^h \), we have

\[ \vartheta_1(v | \tau') = (-1)^h \exp(-\pi i ah(a\tau' + aM/4)) \vartheta_1 \left( \frac{aM}{8} \right). \] (75)

We may now write \( \vartheta_1 \left( \frac{aM}{8} \right) \) in its classic product form [11, Chapter 10];

\[ \vartheta_1 \left( \frac{aM}{8} \right) = 2e^{\pi i \tau' / 4} \sin(\pi aM/8) \]

\[ \times \prod_{m=1}^{\infty} (1 - e^{2\pi im\tau'})(1 - e^{2\pi im\tau' + 2\pi iaM/8})(1 - e^{2\pi im\tau' - 2\pi iaM/8}) \] (76)

\[ = 2e^{\pi i \tau' / 4} \sin(\pi aM/8)(y; y)_{\infty}(\rho_{a,1}y; y)_{\infty}(\rho_{a,1}^{-1}y; y)_{\infty}. \] (77)

Examining the sine function, let \( aM = 8N + c \), with \( c \) the least positive residue of \( aM \) (mod 8). Then

\[ \sin \left( \frac{\pi aM}{8} \right) = (-1)^N \sin \left( \frac{\pi c}{8} \right). \] (78)

Notice that \( \sin \left( \frac{\pi c}{8} \right) > 0 \). We know that since

\[ M = -\frac{1}{k}(8hH_1 + 1), \] (79)

and since \( (k,8) = 1 \), therefore

\[ c \equiv -ak^{-1} \pmod{8}. \] (80)

Moreover, \( k \) is odd, so \( k^{-1} \equiv k \pmod{8} \). So
\[
\sin \left( \frac{\pi c}{8} \right) = \left| \sin \left( \frac{\pi ak}{8} \right) \right| .
\] (81)

Combining (72), (73), (74), (75), (76), (77), (78), and simplifying, we have:

\[
F_a(q) = \frac{1}{2\sqrt{2}} \omega_{a,1}(h, k) \left| \csc \left( \frac{\pi ak}{8} \right) \right| \exp \left( \frac{\pi}{8k} \left( \frac{1}{2z} + z(4a - 5) \right) \right) \Psi_{a,1}(y),
\] (82)

where

\[
\Psi_{a,1}(y) = \frac{(y; y)_\infty}{(y^2; y^2)_\infty (\rho_{a,1} y; y)_\infty (\rho_{a,1}^{-1} y; y)_\infty},
\] (83)

and

\[
\omega_{a,1}(h, k) = \frac{(-1)^{\frac{-a(hH_1+1)+h-1}{4\epsilon(1,8)\epsilon(1,4)}}}{\epsilon(1,8)\epsilon(1,4)} \times \exp \left( \frac{\pi i}{4k} (4h(1 + H_1(3 - 4a)) - H_1) \right).
\] (84)

4 Integration

Recall from Section 1 that

\[
g_a(n) = \frac{1}{2\pi i} \oint_{C} F_a(q) \frac{dq}{q^{n+1}},
\]

while in Section 2 we described a contour for \( C \) that will prove useful for integration. We will now begin the integration proper.

Let \( N \) be some large positive integer, and let the corresponding Rademacher curve \( P(N) \) be given. Then we have the following:

\[
g_a(n) = \frac{1}{2\pi i} \oint_{C} F_a(q) \frac{dq}{q^{n+1}} = \sum_{k=1}^{N} \sum_{0 \leq h < k, (h, k) = 1} \frac{1}{2\pi i} \oint_{\gamma(h,k)} F_a(q) \frac{dq}{q^{n+1}}.
\] (85)

In Section 3, we gave transformation equations for \( F_a(q) \) depending on the divisibility properties of \( k \). We now separate our integral into the corresponding cases:

\[
g_a(n) = g_a^{(s)}(n) + g_a^{(4)}(n) + g_a^{(2)}(n) + g_a^{(1)}(n),
\] (86)

with

\[
g_a^{(d)}(n) = \sum_{(k, s) = d, 0 \leq h < k, k \leq N} \sum_{(h, k) = 1} \frac{1}{2\pi i} \oint_{\gamma(h,k)} F_a(q) \frac{dq}{q^{n+1}}.
\] (87)

In each case, we will transform \( F_a(q) \) by the following:
\[ g_a^{(d)}(n) = \sum_{(k, s) = d} \sum_{0 \leq h < k, \ (h, k) = 1} e^{-2\pi inh/k} \]
\[ \times \int_{z_I(h,k)} F_a \left( \exp \left( \frac{2\pi i}{k} \left( \frac{h}{k} + \frac{iz}{k} \right) \right) \right) e^{2\pi nz/k} \, dz \]  
\[ = 2^{(\alpha-3)/2} \sum_{(k, s) = d} \frac{i}{k} T_{a,d}(k) \sum_{0 \leq h < k, \ (h, k) = 1} \omega_{a,d}(h, k) e^{-2\pi inh/k} \]
\[ \times \int_{z_I(h,k)} \exp \left( \frac{\pi (a, d)}{8k} \left( \Lambda(a, d) z + z(16n + 4a - 5) \right) \right) \Psi_{a,d}(y) \, dz, \]  
(88)

with \( \omega_{a,d}(h, k) \) defined by (42), (62), (71), (84), \( \Psi_{a,d}(y) = \sum_{j=0}^{\infty} \psi_{a,d}(j)y^j \) defined as \( F_b(y) \) for \( d = 8 \), and (61), (70), (83), otherwise (note that \( \psi_{a,d}(0) = 1 \));

\[ \Lambda(a, d) = \begin{cases} 
(b - 4)^2 - 8 & \text{if } d = 8 \\
1 & \text{if } d = 4 \\
0 & \text{if } d = 2 \\
1/4 & \text{if } d = 1.
\end{cases} \]

and

\[ T_{a,d}(k) = \begin{cases} 
|\csc(\pi ak/8)| & \text{if } d = 1 \\
1 & \text{otherwise.}
\end{cases} \]

Thereafter,

\[ g_a^{(d)}(n) = 2^{(\alpha-3)/2} \sum_{(k, s) = d} \frac{i}{k} T_{a,d}(k) \sum_{0 \leq h < k, \ (h, k) = 1} \omega_{a,d}(h, k) e^{-2\pi inh/k} \]
\[ \times \left( I_{a,d}^{(1)}(h, k) + I_{a,d}^{(0)}(h, k) \right), \]  
(91)

where

\[ I_{a,d}^{(1)}(h, k) = \int_{z_I(h,k)} \exp \left( \frac{\pi (a, d)}{8k} \left( \Lambda(a, d) z + z(16n + 4a - 5) \right) \right) \, dz, \]  
(92)

and

\[ I_{a,d}^{(0)}(h, k) = \int_{z_I(h,k)} \exp \left( \frac{\pi (a, d)}{8k} \left( \Lambda(a, d) z + z(16n + 4a - 5) \right) \right) \sum_{j=1}^{\infty} \psi_{a,d}(j)y^j \, dz. \]  
(93)
In each of our cases, we will show that $I_{a,d}^{(0)}(h,k)$ will contribute nothing to our final formula.

**Lemma 2.** For $d = 8, 4, 2, 1$,

$$\left| \sum_{0 \leq h < k, \ (h,k) = 1} \omega_{a,d}(h,k)e^{-2\pi i h/k} \right| = O \left( k^{2/3 + \epsilon} n^{1/3} \right). \quad (94)$$

This result can be shown through Kloosterman sum estimation, using the techniques of Salié [12].

**Lemma 3.**

$$\left| I_{a,d}^{(0)}(h,k) \right| = O \left( \exp(3n\pi)N^{-1} \right). \quad (95)$$

**Proof.** We may interchange the summation with the integration. Also, remembering that $y = \exp \left( 2\pi i \left( \frac{H_d}{k} + \frac{dz}{8k} \right) \right)$,

$$I_{a,d}^{(0)}(h,k) = \sum_{j=1}^{\infty} \psi_{a,d}(j) e^{2\pi i H_dj/k}$$

$$\times \int_{z_t(h,k)} e^{\pi j / z} e^{-2djz^{-1} / 8k} dz. \quad (96)$$

$$\leq \exp \left( \pi \left( \frac{1 - 2dj}{8} + \pi \frac{16n + 4a - 5}{8k^2} \right) \right). \quad (101)$$

We therefore have
\[
|I_{a,d}^{(1)}(h,k)| \\
\leq \sum_{j=1}^{\infty} |\psi_{a,d}(j)| e^{2\pi i H_{a,j}/k} \\
x \int_{z_I(h,k)}^{z_T(h,k)} \left| \exp \left( \frac{\pi}{8k} \left( \frac{\Lambda(a,d) - 2dj}{z} + z(16n + 4a - 5) \right) \right) \right| dz \\
\leq \sum_{j=1}^{\infty} |\psi_{a,d}(j)| \exp(-\pi j/8 + 3n\pi) \int_{z_I(h,k)}^{z_T(h,k)} dz.
\]

Recall that we are integrating along the circle \(K_k^{(-)}\) in the \(z\)-plane. We will now deform our contour so that it is a chord connecting \(z_I\) and \(z_T\) along \(K_k^{(-)}\).

Figure 2: \(K_k^{(-)}\) with the chord connecting \(z_I(h,k)\) to \(z_T(h,k)\).

Recognizing from Lemma 1 that the length of such a chord is bounded above by a constant multiple of \(N^{-1}\), we have
\[ |I_{a,d}^{(0)}(h, k)| = O \left( \sum_{j=1}^{\infty} |\psi_{a,d}(j)| \exp(-\pi j/8 + 3\pi) N^{-1} \right) \]  
\[ = O \left( \exp(3\pi) N^{-1} \sum_{j=1}^{\infty} |\psi_{a,d}(j)| \exp(-\pi j) \right) \]  
\[ = O(\exp(3\pi) N^{-1}). \]  

(104)  

(105)  

(106)

Lemma 4. Let \( \epsilon > 0 \). Then

\[ \left| 2^{(\alpha-3)/2} \sum_{(k,8) = d} \frac{i}{k} T_{a,d}(k) \sum_{0 \leq h < k, (h,k) = 1} \omega_{a,d}(h, k) e^{-2\pi i h/k} I_{a,d}^{(0)}(h, k) \right| = O \left( e^{3\pi n^{1/3}} N^{-1/3+\epsilon} \right). \]  

(107)

Proof. We note that since \( 2^{(\alpha-3)/2} \) and \( T_{a,d}(k) \) are bounded, we may disregard both in our estimation. We now take the previous result into account:

\[ \left| \sum_{(k,8) = d} \frac{i}{k} \sum_{0 \leq h < k, (h,k) = 1} \omega_{a,d}(h, k) e^{-2\pi i h/k} I_{a,d}^{(0)}(h, k) \right| \leq \sum_{(k,8) = d} \frac{1}{kN} e^{3\pi} \sum_{0 \leq h < k, (h,k) = 1} \omega_{a,d}(h, k) e^{-2\pi i h/k}. \]  

(108)

With Lemma 3, we know that

\[ \left| \sum_{0 \leq h < k, (h,k) = 1} \omega_{a,d}(h, k) e^{-2\pi i h/k} \right| = O \left( k^{2/3+\epsilon} n^{1/3} \right). \]  

(109)

This gives us

\[ \left| \sum_{(k,8) = d} \frac{i}{k} \sum_{0 \leq h < k, (h,k) = 1} \omega_{a,d}(h, k) e^{-2\pi i h/k} I_{a,d}^{(0)}(h, k) \right| = O \left( e^{3\pi n^{1/3}} N^{-1} \sum_{k=1}^{N} k^{2/3+\epsilon} \right). \]  

(110)
Recognizing that
\[
\sum_{k=1}^{N} \frac{k^{2/3+\epsilon}}{k} = \sum_{k=1}^{N} \frac{k^{2/3+2\epsilon}}{k^{1+\epsilon}} \leq \sum_{k=1}^{N} \frac{N^{2/3+2\epsilon}}{k^{1+\epsilon}} = N^{2/3+2\epsilon} \sum_{k=1}^{N} \frac{1}{k^{1+\epsilon}},
\] (111)
that \(\sum_{k=1}^{N} \frac{1}{k^{1+\epsilon}}\) is bounded above as \(N\) gets large, and finally noting that we may replace \(2\epsilon\) with \(\epsilon\), we now have
\[
O\left(\left|e^{3n\pi n^{1/3}N^{-1}N^{2/3+2\epsilon}}\right|\right) = O\left(e^{3n\pi n^{1/3}N^{-1/3+\epsilon}}\right),
\] (112)
and the proof is completed.

We now have
\[
g_a^{(d)}(n) = 2^{(\alpha-3)/2} \sum_{(k,s)=d} \frac{i}{k} T_{a,d}(k) \sum_{0<h<k, (h,k)=1} \omega_{a,d}(h,k) e^{-2\pi inh/k} I_{a,d}(h,k)
+ O\left(e^{3n\pi n^{1/3}N^{-1/3+\epsilon}}\right).
\] (113)

Our object now will be to put \(I_{a,d}(h,k)\) into a form approachable from the theory of Bessel functions.

We now return to the original Rademacher contour of \(I_{a,d}(h,k)\), along a portion of \(K_k^{(-)}\). The brilliance of the contour becomes clear once it is realized that \(\Re(1/z) = k\), i.e. is a constant, provided we remain along \(K_k^{(-)}\) (and avoid \(z = 0\), of course). We wish to make use of the whole of \(K_k^{(-)}\), so we will make adjustments to the contour as follows:

\[
I_{a,d}(h,k) = \left( \int_{K_k^{(-)}} \exp\left(\frac{\pi}{8k} \frac{\Lambda(a,d)}{z} + z(16n + 4a - 5)\right)dz \right) - \int_{0}^{z_T(h,k)} - \int_{0}^{z_T(h,k)}
\] (114)

Notice that \(\int_{0}^{z_T(h,k)}\) and \(\int_{0}^{z_T(h,k)}\) are improper: the integrand is not defined at \(z = 0\). We interpret these integrals as limits in which a variable approaches 0. We will now show that \(\int_{0}^{z_T(h,k)}\) and \(\int_{0}^{z_T(h,k)}\) will not contribute anything of importance:
Lemma 5.

\[
\left| \int_{z_{T}(h,k)}^{0} \exp \left( \frac{\pi}{8k} \left( \frac{1}{z} + z(16n + 4a - 5) \right) \right) \, dz \right|,
\]

\[
\left| \int_{0}^{z_{T}(h,k)} \exp \left( \frac{\pi}{8k} \left( \frac{\Lambda(a,d)}{z} + z(16n + 4a - 5) \right) \right) \, dz \right|
\]

\[= O(\exp(3n\pi)N^{-1}). \quad (115)\]

Proof. We will keep on \( K_{k}^{(-)} \) for these estimations. Since the estimation is almost identical in either case, we will work with the integral \( \int_{z_{T}(h,k)}^{0} \). We begin by estimating the integrand of the integral:

\[
\left| \exp \left( \frac{\pi}{8k} \left( \frac{\Lambda(a,d)}{z} + z(16n + 4a - 5) \right) \right) \right|
\]

\[= \exp \left( \frac{\pi}{8k} \left( \Re(1/z) + \Re(z)(16n + 4a - 5) \right) \right) \quad (116)\]

\[\leq \exp \left( \frac{\pi}{8k} \left( k + \frac{16n + 4a - 5}{k} \right) \right) \quad (117)\]

\[\leq \exp \left( \frac{\pi}{8} + \frac{\pi(16n + 4a - 5)}{8k^{2}} \right) \quad (118)\]

\[\leq \exp(3n\pi). \quad (119)\]

We now estimate the path of integration:

The chord connecting 0 with \( z_{T}(h,k) \) can be no longer than the diameter of \( K^{(-)} \), so the length along the arc from 0 to \( z_{T}(h,k) \) can be no longer than \( |z_{T}(h,k)| \frac{\pi}{2} \). Since \( |z_{T}(h,k)| = O(N^{-1}) \), we have a path length that is \( O(N^{-1}) \). This gives us

\[
\left| \int_{z_{T}(h,k)}^{0} \exp \left( \frac{\pi}{8k} \left( \frac{\Lambda(a,d)}{z} + z(16n + 4a - 5) \right) \right) \, dz \right|
\]

\[\leq \int_{z_{T}(h,k)}^{0} \left| \exp \left( \frac{\pi}{8k} \left( \frac{\Lambda(a,d)}{z} + z(16n + 4a - 5) \right) \right) \right| \, dz \quad (120)\]

\[\leq \exp(3n\pi) \int_{z_{T}(h,k)}^{0} \, dz \quad (121)\]

\[= O(\exp(3n\pi)N^{-1}). \quad (122)\]

The case for \( \int_{0}^{z_{T}(h,k)} \) is almost identical. 

\[\square\]
As a consequence of the previous Lemmas 2, 3, 4, and 5, we have

**Theorem 3.**

\[ g_a(n) = 2^{(\alpha - 3)/2} \sum_{(k,8) = \delta} \sum_{0 \leq h < k, (h,k) = 1} \sum_{k \leq N} \omega_a,d(h,k) e^{-2\pi i nh/k} \]

\[ \times \oint_{K(-k)} \exp\left(\frac{\pi}{8k} \left( \frac{A(a,d)}{z} + z(16n + 4a - 5) \right) \right) dz \]

\[ + O\left(e^{3\pi n^{1/3} N^{-1/3 + \epsilon}}\right). \tag{123} \]

**4.1 Estimating \( g_a^{(8)}(n) \)**

In the case of \( d = 8 \) we can discard a large portion of what remains. Notice that

\[ I_{a,8}(h,k) = \int_{z \equiv (h,k)} \exp\left(\frac{\pi}{8k} \left( \frac{(b - 4)^2 - 8}{z} + z(16n + 4a - 5) \right) \right) dz, \tag{124} \]

with \( b \equiv ah \) (mod 8). If \( b = 1, 7 \), then the coefficient of \( 1/z \) in the exponent is 1. However, if \( b = 3, 5 \), then the coefficient is \(-7\), and by almost identical reasoning of Lemmas 2, 3, 4, applied to \( I_{a,8}(h,k) \), we have

\[ \left| I_{a,8}(h,k) \right| = O\left(\exp(3\pi n)N^{-1}\right). \tag{125} \]

Now \( \alpha = 3 \) and \( T_a,d(k) = 1 \). Since \( b = 1, 7 \) implies \( h \equiv \pm a \) (mod 8), we have

\[ g_a^{(8)}(n) = \sum_{(k,8) = \delta} \sum_{h \equiv \pm a \mod 8} \sum_{k \leq N} \omega_a,d(h,k) e^{-2\pi i nh/k} \]

\[ \times \oint_{K(-k)} \exp\left(\frac{\pi}{8k} \left( \frac{1}{z} + z(16n + 4a - 5) \right) \right) dz + O\left(e^{3\pi n^{1/3} N^{-1/3 + \epsilon}}\right). \tag{126} \]

**4.2 Estimating \( g_a^{(4)}(n) \)**

Lemmas 2, 3, 4, and 5 are sufficient to complete the estimation of \( g_a^{(4)}(n) \). With \( \alpha = 2 \) and \( T_a,d(k) = 1 \), we have

**Theorem 4.**

\[ g_a^{(4)}(n) = \frac{1}{\sqrt{2}} \sum_{(k,8) = \delta} \sum_{k \leq N} \sum_{0 \leq h < k, (h,k) = 1} \omega_a,d(h,k) e^{-2\pi i nh/k} \]

\[ \times \oint_{K(-k)} \exp\left(\frac{\pi}{8k} \left( \frac{1}{z} + z(16n + 4a - 5) \right) \right) dz + O\left(e^{3\pi n^{1/3} N^{-1/3 + \epsilon}}\right). \tag{127} \]
4.3 Estimating $g_a^{(2)}(n)$

In the case of $d = 2$, the coefficient of $1/z$ in the exponential of the integrand is never positive. Therefore, we may immediately apply the reasoning of Lemmas 2, 3, 4 to both $I_{a,2}^{(0)}(h,k)$ and $I_{a,2}^{(1)}(h,k)$:

$$|I_{a,2}^{(0)}(h,k)| = |I_{a,2}^{(1)}(h,k)| = O(\exp(3n\pi)N^{-1}). \quad (128)$$

Therefore,

**Theorem 5.**

$$g_a^{(2)}(n) = O\left(e^{3n\pi}n^{1/3}N^{-1/3+\epsilon}\right). \quad (129)$$

4.4 Estimating $g_a^{(1)}(n)$

Lemmas 2, 3, 4, and 5 are sufficient to complete the estimation of $g_a^{(1)}(n)$. Noting that $\alpha = 0$ and $T_{a,d}(k) = |\csc(\pi ak/8)|$, we have

**Theorem 6.**

$$g_a^{(1)}(n) = \frac{1}{2\sqrt{2}} \sum_{(k,s)=1}^{\infty} \frac{i}{k} \left| \csc\left(\frac{\pi ak}{8}\right) \right| \sum_{0<h<k, \omega_{a,1}(h,k) = 1} \omega_{a,1}(h,k) e^{-2\pi i nh/k}$$

$$\times \oint_{K_k^{(-)}} \exp\left(\frac{\pi}{8k} \left(\frac{1}{4z} + z(16n + 4a - 5)\right)\right) dz$$

$$+ O\left(e^{3n\pi}n^{1/3}N^{-1/3+\epsilon}\right). \quad (130)$$

5 Complete Formula

Combining (126), (127), (129), (130), and collecting the error terms, we have:

$$g_a(n) = \frac{1}{2\sqrt{2}} \sum_{(k,s)=1}^{\infty} \frac{i}{k} \left| \csc\left(\frac{\pi ak}{8}\right) \right| A_{a,1}(n,k)$$

$$\times \oint_{K_k^{(-)}} \exp\left(\frac{\pi}{8k} \left(\frac{1}{4z} + z(16n + 4a - 5)\right)\right) dz$$

$$+ \frac{1}{\sqrt{2}} \sum_{(k,s)=4}^{\infty} \frac{i}{k} A_{a,4}(n,k) \oint_{K_k^{(-)}} \exp\left(\frac{\pi}{8k} \left(\frac{1}{z} + z(16n + 4a - 5)\right)\right) dz$$

$$+ \sum_{(k,s)=8}^{\infty} \frac{i}{k} A_{a,8}(n,k) \oint_{K_k^{(-)}} \exp\left(\frac{\pi}{8k} \left(\frac{1}{z} + z(16n + 4a - 5)\right)\right) dz$$

$$+ O\left(e^{3n\pi}n^{1/3}N^{-1/3+\epsilon}\right), \quad (131)$$

with
\[ A_{a,d}(n,k) = \sum_{0 \leq k \leq h, \quad (h,k)=1, \quad h \equiv \pm a \pmod{d}} \omega_{a,d}(h,k)e^{-\frac{2\pi ih}{k}}. \] (132)

We represent the remaining integrals with modified Bessel functions [15]:

Lemma 6.

\[ \int_{K_k^{-}} \exp \left( \frac{\pi}{8k} \left( \frac{1}{z} + z(16n + 4a - 5) \right) \right) \, dz = \frac{-2\pi i}{\sqrt{16n + 4a - 5}} I_1 \left( \frac{\pi \sqrt{16n + 4a - 5}}{4k} \right). \] (133)

\[ \int_{K_k^{-}} \exp \left( \frac{\pi}{8k} \left( \frac{1}{4z} + z(16n + 4a - 5) \right) \right) \, dz = \frac{-\pi i}{\sqrt{16n + 4a - 5}} I_1 \left( \frac{\pi \sqrt{16n + 4a - 5}}{8k} \right). \] (134)

The first equality may be proved by changing variables, first by \( z = 1/w \), and then by \( w = 8kt/\pi \). We may then represent the integral with the modified Bessel function \( I_1 \) [15]: The second equality may be similarly proved by changing variables by \( z = 1/w \), and then by \( w = 32kt/\pi \).

5.1 Finishing the Limit Process

We now take (131), with \( A_{a,d}(n,k) \) defined by (132), substitute and simplify through Lemma 6, and let \( N \to \infty \). We now have our final formula.

**Theorem 7.** Let \( g_a(n) \) be the number of type-\( a \) Göllnitz–Gordon partitions of \( n \), with \( a = 1 \) or 3. Then

\[ g_a(n) = \frac{\pi \sqrt{2}}{4\sqrt{16n + 4a - 5}} \sum_{(k,8)=1} \left| \csc \left( \frac{\pi ak}{8} \right) \right| \frac{A_{a,1}(n,k)}{k} I_1 \left( \frac{\pi \sqrt{16n + 4a - 5}}{8k} \right) \]
\[ + \frac{\pi \sqrt{2}}{\sqrt{16n + 4a - 5}} \sum_{(k,8)=4} \frac{A_{a,4}(n,k)}{k} I_1 \left( \frac{\pi \sqrt{16n + 4a - 5}}{4k} \right) \]
\[ + \frac{2\pi}{\sqrt{16n + 4a - 5}} \sum_{(k,8)=8} \frac{A_{a,8}(n,k)}{k} I_1 \left( \frac{\pi \sqrt{16n + 4a - 5}}{4k} \right). \] (135)

6 Numerical Tests

Mathematica was used to test (135), for \( k \) truncated. See the tables below. For the first 200 positive integers, our formula with \( k \leq 3\sqrt{n} \) gives the correct value with an absolute error less than 0.33. Since \( g_a(n) \in \mathbb{Z} \), we need only round our formulaic value to the nearest integer to achieve the correct answer.
Table 1: \( g_1(n) \) compared to (135) truncated for \( k \), with \( a = 1 \).

| \( n \) | \( g_1(n) \) | Eqn. (135), \( a = 1 \), \( 1 \leq k \leq \sqrt[3]{n} \) | Absolute Error of (135) |
|---|---|---|---|
| 1 | 1 | 0.7784393692 | 0.2215606308 |
| 2 | 1 | 0.7798331376 | 0.2201668624 |
| 3 | 1 | 1.1148549000 | 0.1148549000 |
| 4 | 2 | 1.8067694600 | 0.1092305400 |
| 5 | 2 | 2.1469452310 | 0.1469452310 |
| 6 | 2 | 2.1745978980 | 0.1745978980 |
| 7 | 3 | 2.9170278860 | 0.0829721140 |
| 8 | 4 | 3.9948642370 | 0.0051357630 |
| 9 | 5 | 4.9835326780 | 0.0061682220 |
| 10 | 5 | 5.1084411120 | 0.1084411120 |
| 20 | 26 | 26.07125673 | 0.07125673 |
| 40 | 288 | 287.93883090 | 0.06116910 |
| 60 | 1989 | 1988.942843 | 0.0571570 |
| 80 | 10570 | 10569.999930 | 0.000070 |
| 100 | 17091 | 17090.991320 | 0.008680 |
| 150 | 1191854 | 1191853.9960 | 0.0040 |
| 200 | 18908623 | 18908622.990 | 0.0010 |

Table 2: \( g_3(n) \) compared to (135) truncated for \( k \), with \( a = 3 \).

| \( n \) | \( g_3(n) \) | Eqn. (135), \( a = 3 \), \( 1 \leq k \leq \sqrt[3]{n} \) | Absolute Error of (135) |
|---|---|---|---|
| 1 | 0 | 0.2908871603 | 0.2908871603 |
| 2 | 0 | 0.1383488254 | 0.1383488254 |
| 3 | 1 | 0.8129880460 | 0.1870119540 |
| 4 | 1 | 0.9584818018 | 0.0415181982 |
| 5 | 1 | 0.9666329298 | 0.0333670742 |
| 6 | 1 | 0.9174346979 | 0.0825653021 |
| 7 | 1 | 1.2234400280 | 0.3234000280 |
| 8 | 2 | 2.0956790090 | 0.0056790090 |
| 9 | 2 | 2.0426540990 | 0.0026540990 |
| 10 | 2 | 1.9538129410 | 0.0461870590 |
| 20 | 12 | 12.01649403 | 0.01649403 |
| 40 | 127 | 126.97664443 | 0.023357 |
| 60 | 365 | 365.00890400 | 0.00890400 |
| 80 | 1460 | 1460.000784 | 0.000784 |
| 100 | 20223 | 20223.000416 | 0.000416 |
| 150 | 508454 | 508454.000141 | 0.000141 |
| 200 | 8034534 | 8034534.000006 | 0.000006 |
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