COMPUTATIONAL STUDY OF PARTICLE DISTRIBUTION DEVELOPMENT IN A COLD-FLOW LABORATORY SCALE DOWNER REACTOR
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ABSTRACT
The use of downer reactors (gas-solid co-current downward flow) in the Fluid Catalytic cracking (FCC) process for the upgrading of heavy crude oil into more valuable products has gradually become more common in the last decades. This kind of reactor is characterized by having homogeneous axial and radial flow structures, no back mixing, and shorter residence times as compared with the riser reactor type. Although downer reactors were introduced a long time ago, available information in literature about the multiphase hydrodynamic behavior at FCC industrial scale is scarce. Therefore, it is necessary to conduct experimental and computational studies to enhance the understanding of the hydrodynamics of two-phase co-current downward flow. The Computational Fluids Dynamics (CFD) software, Ansys Fluent, is used to study two-dimensional gas (air) and solid (catalyst particle) flow in a downer section of a cold-flow circulation fluidized bed (CFB) system at laboratory scale. The implemented computational model is validated by comparing numerical results for solid velocity and volume fraction with measurements carried out on a CFB system using a fiber-optic probe laser velocimeter. According to numerical results obtained for different gas velocity and solid flux, flow development cannot only be estimated by considering solid axial velocity changes along the reactor; it is also necessary to take into account solid volume fraction axial variations as radial profiles can change even when velocity profiles are developed.
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RESUMEN
El uso de reactores tipo downer (flujo de sólidos y gas en dirección de la gravedad) cada día es más común en el proceso de craqueo catalítico (FCC, por sus siglas en inglés) para el refinamiento de crudos pesado en productos de mayor valor. Este tipo de reactores es caracterizado por presentar distribuciones axiales y radiales de flujo homogéneas, evitando el retro mezclado, y por tener tiempos de residencia menores en comparación con reactores tipo riser. A pesar de que los reactores downer son empleados desde hace varias décadas, la información disponible en la literatura acerca del comportamiento hidrodinámico en procesos FCC a escala industrial es escasa. Por lo tanto, es necesario llevar a cabo estudios experimentales y computacionales con el objetivo de mejorar el entendimiento de la hidrodinámica del flujo bifásico en dirección de la gravedad. El software de dinámica de fluidos computacional (CFD, por sus siglas en inglés) Ansys Fluent, es empleado para estudiar el flujo bidimensional de gas (aire) y sólidos (partículas de catalizador) en la sección downer de un sistema frío de lecho fluidizado circulante (CFB, por sus siglas en inglés) a escala de laboratorio. El modelo computacional implementado es validado mediante la comparación de resultados numéricos, para las distribuciones de velocidad y fracción volumétrica de sólidos, con las mediciones realizadas en el sistema CFB con una sonda de fibra óptica de velocímetro láser. De acuerdo con los resultados numéricos obtenidos para diferentes velocidades de gas y flujo de sólidos, el desarrollo de flujo no puede ser estimado sólo con base en cambios de la velocidad axial a lo largo del reactor. Es necesario considerar las variaciones axiales de la fracción volumétrica puesto que los perfiles radiales pueden cambiar incluso cuando los perfiles de velocidad están desarrollados.
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In recent decades, greater concern has arisen about the optimization of energy usage and conservation of non-renewable energy resources. The consequences of phenomena such as global warming and oil depletion have given rise to more stringent environmental policies leading to a large number of projects aimed at making industrial processes more efficient and also seeking for new power generation alternatives. The depletion of light oil resources has forced the industry to develop new technologies enabling the exploitation of heavier oil resources, which have been left out due to the cost associated with its exploitation [1]. Now, as the oil demand keeps growing every year, refining processes are being adapted or developed for the conversion of this heavier feedstock into more valuable products. The Fluid Catalytic Cracking (FCC) process is a subsystem with great potential for efficiency improvement [2],[3].

FCC is a continuous process in which a circulating fluidized system mixes gaseous feedstock with a solid catalyst for upgrading via a catalytic reaction. FCC has been used for over 60 years in the processing of petroleum feedstock [4]. More recently, this process has been used to upgrade heavy crude oil into more valuable products [5], such as gasoline and naphtha. Since its introduction, FCC has experienced improvements due to a better understanding of the chemical processes involved in catalytic cracking [6] and fluid dynamics interactions between gas and catalyst particles [7].

Traditionally, the FCC process was carried out in a vertical reactor called a riser, where both vaporized hydrocarbon feedstock and solid catalyst flow in the direction against gravity. In recent years, the study and implementation of downer reactors have increased considerably. In this reactor type, gas and solid flow downwards in the direction of gravity, producing more uniform axial and radial flow structures, enhancing gas-solid contact, and eliminating hot spots, which result in more uniform cracking reactions over the cross-section. In the downer, is almost an ideal plug flow. They also observed that the reactor size affects the shape of the velocity and flux radial profiles and that a peak in the solid holdup radial distribution is located about 7 mm away from the wall despite the diameter of the downer. The peak disappears in the fully developed zone for gas velocities above 3.7 m/s.

Lehner and Wirth [28] studied the influence of a gas-solids distributor on the flow structure in an 8.6 m tall and 150 mm i.d. downer reactor. The investigations showed a change in the flow structure after an entrance length of approximately 4 m; when a height of 6 m is reached, the structured flow presents similar solid concentrations for every velocity ratio (gas velocity/solid velocity). Nova et al. [29] studied the particle clustering phenomena in downer reactors. They found that the particles evolved as particle strings with broad size distribution in a downer column of 3 m with a 2.63 cm diameter. The FCC particles used in the experiments had an average diameter of 76 µm and a density of 1722 kg/m³.

Qi et al. [30] used the same experimental set-up in [25] to study friction between gas-solids suspension and downer reactor wall for the developed zone. They found that friction cannot be neglected as it causes a significant deviation of the actual solids concentration from the apparent one. Later on [31], the same authors focused on the solid concentration in the fully developed zone and found that it is not only a function of the corresponding terminal velocity but also of the particle density and diameter. Further, they showed that the downer diameter has little influence on the solids concentration in the fully developed region.

Recently, Wang et al. [32] studied the axial flow behavior in a high flux gas-solids downer. They showed that solid holdup higher than 0.06 m³solid/m³total could be achieved with relatively uniform axial profiles when solids flux is increased up to 700 kg/m²s. From experiments, they found that the solids circulation rate plays a crucial role in distributing solid holdup. The CFB system configuration design is strongly influenced by the available measuring technology and budget. Each CFB system represents a new challenge as there is no general agreement on the hydrodynamic behavior of a two-phase gas-solids co-current down-flow reactor. Therefore, different responses are expected for different combinations of reactor diameter and length, and operating parameters such as gas velocity, solids circulating ranges, particle diameters, and density, among others.

With the development of Computational Fluid Dynamics (CFD) simulation software, researchers can study gas-solids flow inside reactors in a much effective way when validated computational tools are available. For CFD studies of gas-solids flow in fluidized beds, two main approaches can be followed: Eulerian-Eulerian or Eulerian-Lagrangian. In the first case, both phases, gas and particles (solid), are treated as an inter-penetrating continuum. Since its introduction to fluidized bed modeling by Sinclair and Jackson [9], the Kinetic Theory of Granular flow (KTGF) has been widely applied to model the motion of solids and to obtain a close form of the solid-phase momentum balance [10,11]. In the Eulerian-Lagrangian approach,
the gas phase is treated as a continuous phase, while the motion of each particle is calculated using Newton’s second law. CFD simulations with a similar approach can be found in [12]–[14]. The main difference between these two approaches is that Lagrangian formulation, commonly applied in the framework of the Discrete Element Method (DEM), allows for the detailed study of the interaction between phases and particles at a micro-scale. However, the Eulerian-Eulerian approach, which is used in this work, provides essential advantages as compared with the DEM approach, such as less computational effort and not solid concentration restriction for simulations, as CPU time does not depend on the number of particles but on the mesh size.

In an Eulerian model, continuity and momentum conservation equations are solved for each phase separately. Although the gas phase transport coefficients may be reasonably represented by those for a single-phase flow with certain modifications, the transport coefficients of the solid phase must account for gas-particle interactions and particle-particle collisions [15]. To do so, the KTGF model, developed by Lun et al. [16], estimates the solid phase transport coefficients. A drag force represents the interphase momentum transfer between gas and solid; different empirical correlations have been proposed to calculate this drag force, including those by Syamlal and O’Brien [17], Wen, and Yu [18], and Gidaspow [19]. These three approaches are based on similar mathematical models and variations appear only when working with dense multiphase flow. The Gidaspow drag model is a combination of the Wen and Yu model and the Ergun equation. The Syamlal and O’Brien model works well with Geldart group A particles, which grouped catalysis particles used in FCC, as long as restitution and specularity coefficient values are adequately fixed. Several works are reported in the literature, whereby CFD is used to study the two-phase gas-solid flow inside a downer reactor employing an Eulerian-Eulerian approach, coupled with KTGF and turbulence models; for instance, see [10], [15], [20].

In response to the issues mentioned above, a computational study is proposed herein to describe the axial development of volume fraction and velocity radial distributions in terms of operational parameters for a cold-flow laboratory-scale downer reactor. Section 2 shows the governing equations solved by Ansys Fluent software, including the boundary conditions implemented. Then, in part 3, the most relevant subsystems of the laboratory CFB system used for validation purposes are described. After a mesh independency study, the validated scheme is used, in section 4, to obtain and analyze the axial development of solid velocity and volume fraction radial distributions along the downer reactor. Finally, in section 5, the development length obtained from CFD numerical results are analyzed in terms of operational conditions.

2. THEORETICAL FRAMEWORK

This chapter introduces the mathematical model corresponding to the fluid dynamics of the Eulerian-Eulerian two-phase flow, i.e., catalyst particles (solid phase) and air (gas phase) flow. Considerations taken for its implementation in the commercial CFD software Ansys Fluent are described regarding governing equations solved and boundary conditions.

GOVERNING EQUATIONS

A two-phase Eulerian-Eulerian model, based on the KTGF, was used for simulating the isothermal gas-solid flow inside a downer reactor. A rectangular domain represents the downer two-dimensional geometry, given the fact that both particle and gas flow are considered axisymmetric. The corresponding mathematical model includes local mass, momentum, and kinetic energy balances for gas and dispersed solid phases (catalyst particles) [11], [21]–[22], as is presented below.

The continuity equation gives mass conservation for phase \( q \) (g for gas and s for solid-phase) expressed as follows,

\[
\frac{\partial}{\partial t} (\alpha_q \rho_q) + \nabla \cdot (\alpha_q \rho_q \vec{v}_q) = 0, \tag{1}
\]

where \( \vec{v}_q \) is the velocity, \( \rho_q \) is the density and \( \alpha_q \) is the volume fraction, considering that the summation of all volume fractions is unity i.e.

\[
\alpha_g + \alpha_s = 1. \tag{2}
\]

The gas-phase momentum balance can be expressed as,

\[
\frac{\partial}{\partial t} (\alpha_g \rho_g \vec{v}_g) + \nabla \cdot (\alpha_g \rho_g \vec{v}_g \vec{v}_g) = -\alpha_g \nabla p + \nabla \cdot \tau_p + \alpha_g \rho_g \vec{g} + \sum \tau_{sg}(\vec{v}_s - \vec{v}_g) \tag{3}
\]

where \( \vec{g} \) is the gravity vector and \( \tau_{sg} \) is the interphase exchange coefficient which is related to the interaction force between phases (drag force). For a binary system \( K_{sg} \), the q-phase stress tensor, \( \tau_q \), is defined as follows:

\[
\vec{\tau}_q = \alpha_q \mu_q \left[ \nabla \vec{v}_q + (\nabla \vec{v}_q)^T \right] + \alpha_q \lambda_q \left( \frac{2}{3} \mu_q \right) (\nabla \cdot \vec{v}_q) \vec{v}_q \tag{4}
\]

being \( \mu_q \) and \( \lambda_q \) the q-phase shear and bulk viscosity, which are calculated, for the solid phase, according to the KTGF model, as it is explained below. On the other side, the solid momentum balance is expressed as follows,

\[
\frac{\partial}{\partial t} (\alpha_s \rho_s \vec{v}_s) + \nabla \cdot (\alpha_s \rho_s \vec{v}_s \vec{v}_s) = -\alpha_s \nabla p + \nabla \cdot \tau_s + \alpha_s \rho_s \vec{g} + \sum \tau_{gs}(\vec{v}_g - \vec{v}_s) \tag{5}
\]

where \( \vec{g} \) is the solids pressure. given by Equation 6 and derived from the KTGF in terms of the radial distribution function \( g_0 \), calculated by Equation 7, and the coefficient of restitution for particle collisions \( e \) [16].

\[
P_s = \alpha_s \rho_s \theta [1 + 2 \alpha_s g_0 (1 + e)] \tag{6}
\]

The solid pressure accounts for the change in the total momentum transport due to its particle motion and their interaction. It is composed of two terms, one kinetic that dominates in dilute regions, and the other for the dense regions that account for the collisions between particles. The coefficient of restitution \( e \) describes the behavior of the collisions between particles, being 0 for inelastic collisions and 1 for elastic ones. The radial function represents the probability of collisions between particles when the solid phase is dense, and it is defined as,

\[
g_0 = \left[ 1 - \left( \frac{\alpha_s}{\alpha_{s,max}} \right) \right]^{-1} \tag{7}
\]
where $\alpha_{\text{max}}$ is the packing limit for the solid phase that specifies the maximum volume fraction of the granular phase. Ansys Fluent uses a packing limit of 0.63 for spherical particles. The fluctuating kinetic energy conservation for moving particles is derived from the KTGF and is expressed as follows, in terms of the granular temperature $\theta$, which is proportional to the kinetic energy of the random particle motion,

$$\left[ \frac{1}{2} \frac{\partial}{\partial t} (\alpha_s \rho_s \theta) + \mathbf{v} \cdot (\alpha_s \rho_s \theta \mathbf{v}) \right] = \left( -p_s \mathbf{I} + \mathbf{T}_s \right) \cdot \nabla \mathbf{v}_s + \mathbf{v} (k_s \nabla \theta) - \tau_s + \varphi_{fs}$$

(8)

where $k_s$, $\gamma_s$, and $\varphi_{fs}$ are, respectively, conductivity, collisional dissipation and transfer of solid fluctuating kinetic energy. The conductivity of solid fluctuating kinetic energy is evaluated as follows [19],

$$k_s = \frac{150 \rho_s d_p \sigma_s}{384(1+e) \sqrt{\pi}} \left[ 1 + \frac{6}{5} \alpha_s g_0 (1 + e) \right]^2 + 2 \rho_s \alpha_s^2 \frac{d_p}{\sigma_s} (1 + e) g_0 \sqrt{\frac{\sigma}{\pi}}$$

(9)

where $d_p$ is the particle diameter. Collisional dissipation, $\gamma_s$, quantifies the rate of energy dissipation within the solid phase due to inelastic collisions between particles and it is calculated as,

$$\gamma_s = 3 (1 - e^2) \alpha_s^2 \rho_s g_0 \theta \left( \frac{1}{d_p} \sqrt{\frac{\sigma}{\pi}} \right)$$

(10)

The transfer of the kinetic energy is due to random fluctuations in particle velocity from the solids phase $s$ to the fluid phase $f$, and can be expressed as

$$\varphi_{fs} = -3k_{sg} \theta$$

(11)

The solid shear viscosity $\mu_s$ in Equation 6, is composed of three terms: collisional, kinetic, and frictional [18]. The frictional term is relevant when the solid phase fraction is close to the packing limit. Since the solid volume fraction used in this work is far from this limit, the frictional term is not considered. Thus, the shear viscosity is evaluated from,

$$\mu_s = \frac{4}{5} \alpha_s \rho_s d_p g_0 (1 + e) \sqrt{\frac{\sigma}{\pi}} + \frac{10 \rho_s d_p \sigma_s}{96 (1+e) g_0 \alpha_s} \left[ 1 + \frac{4}{5} \frac{g_0}{\alpha_s^2} (1 + e) \right]^2$$

(12)

The solid bulk viscosity $\lambda_s$ accounts for the solid particle resistance to compression and expansion and is given by,

$$\lambda_s = \frac{4}{3} \alpha_s \rho_s d_p g_0 (1 + e) \sqrt{\frac{\sigma}{\pi}}$$

(13)

The momentum exchange between the solid and gas phases, $K_{sg}$, is defined according to the exchange-coefficient model chosen. In this work, the Gidaspow model is used because it is the most common approach in turbulent fluidized bed problems and the one that is reported by literature for similar study cases. This model is a combination of two equations, for dilute local flow, $\alpha_s \leq 0.8$, $K_{sg}$ is calculated with the Ergun equation [22],

$$K_{sg} = \frac{1}{2} \frac{\rho_g d_p}{\mu_g} \frac{\sqrt{\pi(1-e^2)}}{4 \alpha_s \omega_{\text{slip}} g_0}$$

(14)

For dense local flow, $\alpha_s > 0.8$, $K_{sg}$ is estimated with the Wen and Yu model [19],

$$K_{sg} = \frac{1}{2} \frac{\rho_g d_p}{\mu_g} \frac{\sqrt{\pi(1-e^2)}}{4 \alpha_s \omega_{\text{slip}} g_0}$$

(15)

where the drag coefficient is expressed as,

$$\lambda_s = \frac{4}{3} \alpha_s \rho_s d_p g_0 (1 + e) \sqrt{\frac{\sigma}{\pi}}$$

(16)

and the solid phase Reynolds number, $Re_s$, is calculated as,

$$Re_s = \frac{\rho_g d_p |\mathbf{v}_s - \mathbf{v}_g|}{\mu_g}$$

(17)

Since low solid concentration is expected in the downer reactor, a $\kappa$-$\epsilon$ distributed turbulence model is used. In that case, the $\kappa$-$\epsilon$ model is applied to the gas phase. In contrast, a Tchen theory-based correlations and Simonin interaction model [23] are used to estimate the solid-phase turbulence quantities such as appropriate particle relaxation time, Lagrangian integral time scale, and solid-phase turbulent kinetic energy. With these quantities, it is possible to include a dispersed phase influence on the gas-phase turbulence model given by $\kappa$-$\epsilon$ equations. Although the default Ansys Fluent dispersed turbulent model does not correct the interphase exchange coefficient $K_{sg}$, indirect influence of particle turbulent kinetic energy on granular temperature is achieved through interaction terms in gas phase $\kappa$-$\epsilon$ equations and gas velocity in interphase exchange coefficient (14). The kinetic energy transfer between phases, given by Equation 11, depends on gas velocity and turbulent interaction terms and, hence, the distributed turbulence model is coupled to the KTGF equations.

**BOUNDARY CONDITIONS**

There are two boundary conditions for the riser walls: granular temperature value $\theta_W$ and no-slip condition for all velocities, except for the tangential velocity $v_{t,W}$ of the solid phase. In this work, the boundary conditions proposed by Johnson and Jackson [24] are used as follows,

$$Re_s = \frac{\rho_g d_p |\mathbf{v}_s - \mathbf{v}_g|}{\mu_g}$$

(18)

$$\theta_W = \frac{k_s \Sigma \delta \theta_W}{\gamma_W} + \frac{\sqrt{\pi \phi} \alpha_s \rho_s g_0 \alpha_s^2 |v_{s,slip}|}{6 \alpha_s \Sigma \phi_{\text{slip}} \gamma_W}$$

(19)

With

$$\gamma_W = \frac{\sqrt{\pi} \phi (1-e^2) \alpha_s \rho_s g_0 \alpha_s^2}{4 \alpha_s \Sigma \phi_{\text{slip}}}$$

(20)

where $\nu_{sw}$ is the velocity of the solid phase at the wall, $\phi$ is the specularity coefficient, $n$ is the normal unit vector, $v_{slip}$ is the slip velocity of the solid phase at the wall and $e_{sw}$ is the restitution coefficient between solid particle and wall.
3. EXPERIMENTAL DEVELOPMENT

The CFB laboratory-scale system used in this work for validation purposes and schematically presented in Figure 1, is made up of a downer section with a gas-solid distributor at the entrance. A simple and cost-effective flow distributor design for a laboratory-scale setup is based on perforated plates or metal grid meshes [33]. In the present CFB system, the gas-solid distributor for the downer reactor consists of a thick perforated PA plate with the pattern presented in Figure 2. Proper distributor length and porosity were estimated in terms of a pressure drop that allows the correct gas-particle flow rate through the downer reactor, directly connected to the distributor.

![Figure 1. CFB laboratory cold-flow model](image1)

In general, the CFB system height depends on the downer length. For this work, the available space was a limitation. Consequently, the downer section length was chosen to be the minimum possible that allows laboratory-scale hydrodynamics study, according to sizes found in the literature. As mentioned in the previous section, flow development inside the downer not only depends on reactor length but also on its diameter and operational conditions. As the diameter increases, the reactor needs to be longer to achieve developed flow profiles. Therefore, the smallest diameter of the reactor was also desirable.

Regarding these considerations and following the recommendations of Professor Hugo De Lasa and his research team from the University of Western Ontario, the downer section dimension was selected as 2 m length and a 2 in. i.d., corresponding to the minimum diameter recommended in order to avoid significant wall effects. In this regard, the available space was distributed according to the peripheral equipment sizes. For instance, the maximum height between the upper cyclone outlet and the gas-solid distributor was restricted to 50 cm. However, downer inlet particle velocity is not only given by this height but by the pressure difference between air entrance and air entering from the upper cyclone, which was controlled by a valve installed on the line connecting high cyclone to the filter bag.

Parameters commonly measured in the downer laboratory system are the solid and gas local velocities and solid holdup (local particle concentration). Based on these data, axial and radial flow structures can be obtained. In this case, gas velocity was measured by using rotameters located at air inlet pipes. The solid mass flow rate was obtained using the height differences (ΔH) in the measuring column for a specified time (Δt), according to equation (21) where \( \rho_s \) is the apparent density of solids, and A is the column crossed section.

\[
\dot{m}_s = \frac{\Delta H \rho_s A}{\Delta t}
\]

(21)

The local particle velocity was determined by a fiber-optic probe laser Doppler velocimeter, which was introduced at a distance of 1.8 m from the downer section inlet. The monitoring system used was developed by the Photonics and Optoelectronics and Reactive Flows (FRUN) groups of the National University of Colombia-Medellín, as...
part of the research project to which this work is attached. This measurement system consists of a hybrid fiber–optic probe in the near-infrared. This hybrid probe comprises fibers with different numerical apertures, allowing control over the size or volume of the measurement, even for volumetric fractions of solids less than 0.1 [34]. Configuration used is MMF-SMF-MMF, where multimode fibers (MMF) are a 62.5/125 µm graded-index fiber with a numerical aperture of 0.275. In contrast, single-mode fiber (SMF) is a 9/125 µm graded-index fiber with a numerical aperture of 0.15.

4. RESULTS

For computational purposes, a 2D rectangle with a 6 cm width and 2 m long (Figure 3) was used to represent the downer section of the CFB laboratory cold-flow model. The top part corresponds to the downer inlet, where both gas and solids enter the reactor with different velocities specified as inlet boundary conditions. The bottom is the outlet boundary where outflow conditions are fixed. The lateral boundaries of the rectangle correspond to the reactor walls, where boundary conditions presented in section 2.2 are applied. Given the fact that the downer flow is mainly axial due to the reactor geometry and the effect of the inlet distributor, computational results are obtained by solving governing equations in an axisymmetric reference frame. Using a 2-D approach, sensibility analysis concerning restitution and specularity coefficients and assessment of the influence of operational conditions on flow development could be performed in a suitable CPU time.

In section 4.1, a mesh independency study was performed to have a proper mesh size. The resulting spatial discretization is used for validation purposes in section 4.2. The comparison between numerical results and experimental measurements at similar operational conditions enable us to validate the numerical scheme. Finally, in section 4.3, the validated procedure (including model parameter values) is used to find solid velocity and volume fraction distributions at different operational conditions. Based on those computational results, flow development aspects in the downer reactor are discussed.

**Mesh independency study**

A mesh independence study was performed to guarantee a grid-independent solution. Six different meshes, whose sizes are shown in Table 1, were chosen for discretizing the interior domain representing the laboratory scale downer reactor. Two-dimensional structured meshes were refined in the first acceleration zone, which corresponds to the region close to the inlet boundary. Due to differences between air and solid velocity, high momentum exchange values given by Equations 14 or 15 are obtained in this zone. Therefore, a refined mesh is required to capture solid-gas momentum interaction.

| Mesh | # elements |
|------|------------|
| 1    | 15090      |
| 2    | 195152     |
| 3    | 240240     |
| 4    | 490800     |
| 5    | 567816     |
| 6    | 613440     |

Simulations for meshes proposed, with computational parameters shown in Table 2, were performed by defining, as solid phase, spherical particles with a mean diameter of 74 µm and a density of 1520 kg/m³. The gas phase, defined as air, was set with a density of 0.995 kg/m³ and a dynamic viscosity of 0.02 mPa.s, which correspond to average properties at atmospheric pressure and temperature at CFB installation place. The operational parameters were chosen as the average values found in the literature for similar size downer reactors studies: a gas velocity of 4 m/s and solid flux of 50 kg/m²s. Other computational parameters were selected following Ansys Fluent recommendations and the state-of-the-art guidelines for this kind of problem. The turbulence model and KTGF parameters were chosen according to a sensibility analysis in which CFD model results were compared to the experimental measurements reported by Zhang et al. [27]. High specularity coefficient values (around 1x10⁻³) lead to the displacement of the solid volume fraction peak in radial distribution (high solid concentration annulus) towards the reactor axis. Low specularity coefficients (around 1x10⁻⁵) produce unphysical double peak volume-fraction radial distribution. The radial solid velocity profile exhibits a peak close to the wall for high specularity values, which is not reported in experimental measurements. When the particle wall restitution coefficient is increased, the solid volume fraction peak is reduced, and the volume fraction and velocity radial profiles get closer to observed behavior. Finally, the granular inlet temperature, in the range between 1x10⁻³ and 1x10⁻⁵, does not have a material effect on radial profiles of solid volume fraction and velocity in downer reactor flow. For further details on the sensibility analysis for the KTGF model, see the authors’ results included in [35–36].

The solid fraction and dimensionless axial velocity radial profiles, at different downer distances from the inlet, are shown in Figures 4 and 5 for the meshes used. Figure 6 shows the axial pressure coefficient profile in the axis line along the downer length. Dimensionless solid velocity was obtained after dividing the solid velocity by inlet gas velocity \( \frac{U_g}{U_g} \), while the pressure coefficient was given by \( Cp=2p/(\rho_gU_g^2) \). As the mesh gets denser, solid volume fraction radial profile gets closer to each other. Also, when increasing distance to the downer entrance, the different meshes render the same results, especially for meshes M4, M5, and M6. This is coherent with the development of volume fraction along downer length. As the two-phase flow goes down along the downer, the dense solid ring moves towards the axis.
Given that the solid velocity field develops faster than the volume fraction, the similarity among the results from the different meshes is more reliable even in the zone near the downer axis. The radial profile is more uniform than the solid holdup, consistent with measurements reported in [27] and supported with the axial pressure profile in the axis line, as shown in Figure 6. Pressure profiles, for meshes M3 to M6, exhibit the same length for the different zones inside the downer, i.e., the first and second acceleration zones, and the constant velocity zone, which were introduced by Wang et al. [25]. They proposed a three-section axial flow structured in the downer. The first acceleration zone begins at the top of the downer and goes to the position where particle and gas velocities are equal. Then, the solids are further accelerated by gravity and experience drag exerted by the slower moving gas. After that, particle velocity increases until the slip velocity, between the particles and the gas, reaches a value where the drag force counter-balances the gravitational force, which is called the second acceleration zone. Next, both particle and gas velocities do not change in the rest of the downer length, defining the constant velocity section, where particles travel faster than gas, although at a continuous slip velocity.

Figure 6 shows how the mesh size is determinant to capture wall friction effects and momentum interaction between gas and solid phases in steady gas-particle flow. As the mesh size is increased, a better estimation of momentum exchange and KTGF parameters is possible by improving accuracy in solid and gas velocity gradients. Therefore, higher values for momentum transfer between particles, gas, and walls are obtained. This leads to the total pressure gradient being reduced, as a higher friction head is subtracting from the constant hydrostatic head in gravity direction flow.
According to the foregoing, a grid-independent solution for the two-phase flow proposed in this work could be achieved with the M3 mesh if only the velocity field were to be considered. Since the volume fraction takes longer to develop, an M4 mesh is more appropriate for the 2D simulations. M4 is a structured mesh with 490800 quadrilateral elements corresponding to 200 divisions in the horizontal direction and 2450 vertically.

VALIDATION AND EXPERIMENTAL MEASUREMENTS

A comparison between the experimental measurements shown in Table 3 and simulation results is performed to validate the computational method implemented based on numerical schemes and parameters included in Table 2. The geometry corresponds to the two-dimensional domain shown in Figure 3, and the mesh used is the M4. The boundary conditions for inlet velocity were changed to obtain operational requirements similar to those in the downer section of the laboratory cold-flow CFB. The inlet gas velocity is 2.5 m/s and the inlet solid velocity of 0.78 m/s with a volume fraction of 0.0125, equivalent to a mass flux of 15 kg/m²s. These conditions correspond to the maximum operating point achievable in the CFB system, given the restrictions of mass flow measurement column and separation devices. Also, inlet gas velocity is close to the minimum value required to attain convergence in the CFD simulation with the parameters used. Therefore, only this operational point can be compared for validation purposes.

| r/R | Vs [m/s] | αs       |
|-----|----------|----------|
| 1.00| 0.7632   | 0.00517  |
| 0.875| 0.8284  | 0.00477  |
| 0.750| 0.7520   | 0.00525  |
| 0.625| 0.7856   | 0.00502  |
| 0.500| 0.9964   | 0.00396  |
| 0.375| 1.0752   | 0.00367  |
| 0.250| 0.9996   | 0.00395  |
| 0.125| 1.1028   | 0.00358  |
| 0.000| 1.1580   | 0.00341  |

As shown in Figure 6, proper agreement was obtained for numerical and experimental radial profiles at a downer distance from the inlet of 1.8 m, where the solid velocity measurement apparatus was located. Solid axial velocity and volume fraction present similar values toward the axis line of the reactor. The same trend is preserved for r/R less than 0.75, showing a decrement in velocity towards the wall and an increment in volume fraction, which reveals the presence of a high-concentration annulus close to r/R = 0.75, as Zhang and Zhu [27] have noted. For greater radius, light reflection effects in reactor walls affected experimental measurements.

Nevertheless, similar deviations have been reported by other authors dealing with computational methods for gas and particle flow simulation in downer reactors. For instance, Zhao et al. [13], after comparing experimental measurements to 3-D computational DEM results, concluded that a good qualitative agreement is obtained and that the deviation observed can be due to differences in particle size, size distribution, and shape. A higher variation in solid volume fraction radial profiles was obtained by Ropelato et al. [10] using a 3-D Eulerian-Eulerian computational model. Although the authors did not achieve qualitative agreement, they suggested that the deviation is caused by the solid feed configuration showing that changes in solid inlet angle provoke drastic differences in volume fraction behavior along the reactor. Better computational results were obtained by Cheng et al. [20] with a 2-D Eulerian-Eulerian model approach, including the KTGF model. Despite the fact
that the authors performed a sensitivity analysis for restitution and specularity coefficients and found the characteristic high concentration annulus region in radial profiles, their computational results deviated from experimental measurements in the area close to the reactor wall.

The comparison presented herein allows for validating the numerical methods implemented, despite the uncertainty found in other authors’ computational results for the solid volume radial distribution. Therefore, it is appropriate to use the computational tool with the parameters indicated to obtained results for different operational conditions and to study the solid distribution in the pre-acceleration zone of a cold-flow downer reactor at a laboratory scale.

DOWNER REACTOR SOLID DISTRIBUTION DEVELOPMENT

Gas (air) and solid (catalyst particles) velocity combinations were simulated to observe the effect of velocity changes on flow development along the reactor. The inlet solid volume fraction was kept constant at a value of 0.0125 as solid concentrations around 1% are commonly found in the literature for downer systems. A wide range of air inlet velocity and solid inlet flux was considered to find appropriate values for flow development. The computational model mentioned in Section 2.1 was implemented for the laboratory scale downer geometry. The simulation time was set in 30 seconds, which was enough to achieve a stationary and converged solution. Two criteria were monitored to judge convergence: scaled equation residuals defined by Ansys Fluent, and net mass flow rate going out domain computed as the total mass flow rate (line integral) through outlet minus total mass flow rate through inlet. The simulation was stopped once scaled equation residuals get a value less than default tolerances of $1 \times 10^{-3}$. In cases where the net mass flow rate was below a predefined relative tolerance, steady simulation results were obtained and used for analysis; otherwise, the simulation was repeated using current values as the initial guess.

Regarding the solid volume fraction and velocity obtained from simulations, as they are shown in contours of Figure 8, a more straightforward way of representing flow development inside the downer reactor was implemented using reduced property parameters presented in [27]. In this case, the reduced parameter (velocity or solid volume fraction) is the local property divided by the radial mean property value for a given downer height, as follows:

$$v^*_s = \frac{v_s}{\bar{v}_s} \quad (22)$$

$$\alpha^*_s = \frac{\alpha_s}{\bar{\alpha}_s} \quad (23)$$

These reduced parameters allow to analyze quantitatively the flow development. For a completely developed flow, the reduced parameter plotted should show a flat line. Converged solutions were obtained for 18 gas velocity/solid flux combinations. Figure 8 shows the contours for the solid volume fraction (left) and the solid axial velocity (right) for a gas velocity of 4 m/s and a solid flux of 50 kg/m²s at a section located at a distance around 1.8 m from the downer reactor entrance. Both contours show a clear flow pattern: an annular type flow occurs having the highest axial velocity in the center of the downer and the highest solid concentration midway between the wall and reactor axis.

Figure 9 shows the reduced solid velocity plotted against the downer length for 5 different cases. Each line represents a different radial position. For all gas velocities, a general trend is evidenced: the solid velocity field reaches the developed state in smaller length as the solid flux decreases, which is also confirmed by measurements in [27]. Chosen cases in Figure 9 represent the general trend for all

![Figure 8. Solid volume fraction (left) and velocity (right) contours in a section around a distance of 1.8 m from downer entrance.](image-url)
the simulation range. As mentioned above, as gas velocity and solid flux decrease, the velocity flow field is closer to development. For the cases, 2.5 m/s - 15 kg/m²s and 3.5 m/s – 30 kg/m²s, the velocity development is similar for all radial positions. It starts in the half of the downer length (1.0 m) for the zone close to the riser wall. In the inner region, velocity development occurs at a higher distance from the entrance. As the gas velocity increases, the reduced particle velocity has significant differences among the positions in the downer radius. While the velocity near the downer center shows the beginning of development flow, the zones near the wall are still in an acceleration state. Also, the point where profiles on-axis line starts to develop moves further down the downer length.

**Figure 10** shows the same five cases for the reduced solids volume fraction inside the downer. For the low part of the simulation range, the solid velocity is close to the development, whereas, for the particle concentration, the developed state is still far from being reached. The general trend is: for a fixed solid flux, and as the gas velocity increases, the volume fraction near the wall zone and the central zone of the downer shows a clear tendency to the flow development from the second half of the downer length, while half radius distribution is still in an acceleration state. This is due to the presence of a denser particle ring in this area. For the same solid velocity, there is not a clear tendency for the solid concentration development profile in terms of solid flux. In most cases, the higher the solid flux, the higher development length for the solid volume fraction field.

**Figure 9.** Reduced particle velocity for selected cases.
Additional to the reduced quantities, two other parameters were calculated to assess flow development. These parameters were the theoretical development length, $L_{\text{dev}}$, and the percentage of development, $\%_{\text{dev}}$. The development length is an empirical correlation that predicts the length at which the flow has already developed, and it is expressed as,

$$L_{\text{dev}} = 0.44 \frac{Re_s}{D}$$

This correlation was developed for single-phase flows. Therefore, in this work, the Reynolds number was estimated using the inlet mean density and velocity for the two phases. On the other hand, the percentage of flow development is a comparison between the average slip velocity ($u_{\text{slip}}$) and the single-particle terminal velocity ($u_t$),

$$\%_{\text{dev}} = 100 \frac{u_{\text{slip}}}{u_t}$$

with a drag coefficient $C_D$ reported in [35] for spherical solid particles and given by,

$$C_D = \frac{24}{Re_s} + 3.3643Re_s^{0.3471} + \frac{0.4607Re_s}{Re_s + 2682.5}$$

It is worth mentioning that none of the previous parameters considers the possible effects that the interaction between phases has on the flow development such as cluster formations inside the

**Figure 10.** Reduced particle volume fraction for selected cases.

5. RESULTS ANALYSIS
downer. Therefore, these parameters are not strong estimates. They are merely approximations to the real phenomenon that, along with the computational results, provide a good idea of the flow development state.

Table 4 shows the development length L_{dev} and the percentage of development %_{dev} for the same 5 cases shown in Figure 9. Although there are discrepancies among the two theoretical parameters and the simulation results, some similarities can be found. Both the reduced solid velocity distribution and the theoretical development length coincide in the fact that for higher solid fluxes, higher development lengths are obtained. Although the tendency is not met, the percentage of development agrees with the simulations results in the cases where a developed flow field is not reached. As observed with the reduced parameter, for lower gas velocity and solid flux, the development state is closer to be reached. However, for the higher part of the range, the %_{dev} is closer to the developed state, while simulations results show zones far from reaching development.

In order to illustrate what a developed field would look like for the downer reactor, another simulation was carried out for the case with 4 m/s - 50 kg/m²s in a downer length of 9 m. The result for the solid velocity in the longer downer is shown in Figure 11 (left). It can be seen that the reduced parameter plot has flattened, which means that no significant changes in velocity take place. This would describe a more uniform flow structure inside the downer reactor.

The solid volume fraction in the longer downer does not show the same behaviour because, for this particular set of parameters, the solid peak changes radially with distance. For the first part of the downer length, the ring is located near the wall; however, as the solid descends into the downer reactor, the ring migrates towards the center. This can be observed in the reduced particle hold up for the 9 m downer in Figure 11 (right). For the two radial positions closer to the reactor wall, the solid holdup develops. In the downer center, the solid holdup starts to increase with an almost constant rate, while values on lines r/R = 0.25 and 0.5 grow to a certain point and then rapidly decrease. This behaviour is observed because the diameter of the downer reactor is not big enough to avoid wall effects. As Zhang et al. concluded about the results obtained by Herbert [37], the peak in the radial solids holdup is closer to the center due to the relatively more significant wall effect in a small (0.05 m) downer [27] that is similar to the downer reactor diameter analysed in this work.

# CONCLUSIONS

Two-dimensional cold-flow simulations of a laboratory-scale downer reactor were performed using Ansys Fluent software to describe and analyze the development of catalyst particle distribution along the reactor. A mesh independency study and validation with experimental measurements were performed to set up the computational parameters that allow attaining realistic results despite the uncertainty reported in numerical results and measurements in the region close to the reactor wall. The experimental data of local particle velocity and volume fraction were obtained by fiber-optic probe laser Doppler velocimeter installed in a cold-flow laboratory-scale CFB. Although the computational model used in this work does not consider cluster formations and other complex interactions, it was useful to predict solid volume fraction radial distribution and particle flow development in this type of reactor. According to axial distributions of reduced particle velocity and volume fraction obtained, the flow development cannot be estimated by considering only solid axial velocity changes as reported in the literature. It is necessary to consider the solid volume fraction axial variations since radial profiles can change even when velocity profiles are developed, which was observed in the numerical results for the laboratory scale cold-flow downer. Future work in numerical simulations for other geometry scales will be carried out to study the effect of reactor diameter on the solid volume fraction axial distributions. Also, there is work to do to improve experimental measurements and the direct coupling between solid dispersed turbulence models and the KTFG model to reduce the deviation found in volume fraction in the near-wall region.

![Figure 11. Reduced velocity solid velocity (left) and volume fraction (right) for a downer reactor with a length of 9 m.](image-url)
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