TIPSY COP AND DRUNKEN ROBBER: A VARIANT OF THE COP AND ROBBER GAME ON GRAPHS
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Abstract. Motivated by a biological scenario where a neutrophil chases a bacteria cell moving in random directions, we present a variant of the cop and robber game on graphs called the tipsy cop and drunken robber game. In this game, we place a tipsy cop and a drunken robber at different vertices of a finite connected graph \( G \). The game consists of independent moves where the robber begins the game by moving to an adjacent vertex from where he began, this is then followed by the cop moving to an adjacent vertex from where she began. Since the robber is inebriated, he takes random walks on the graph, while the cop being tipsy means that her movements are sometimes random and sometimes intentional. Our main results give formulas for the probability that the robber is still free from capture after \( m \) moves of this game on highly symmetric graphs, such as the complete graphs, complete bipartite graphs, and cycle graphs. We also give the expected encounter time between the cop and robber for these families of graphs. We end the manuscript by presenting a general method for computing such probabilities and also detail a variety of directions for future research.
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1. Introduction

The original game of cops and robbers on graphs was introduced independently by Quilliot \[11\] and Nowakowski and Winkler \[10\]. In this game, both a cop and a robber alternate turns moving from vertex to adjacent vertex on a connected graph \( G \) with the cop trying to capture the robber and the robber trying to elude the cop. This formulation of the game has generated a great deal of study \[1, 2, 3, 4, 5, 8\].

In 2014, Komarov and Winkler studied a variation of the cop and robber game in which the robber is too drunk to employ an escape strategy, and at each step he moves to a neighboring vertex chosen uniformly at random \[9\]. They noted that on a finite graph \( G \) containing \( v \) vertices even a stationary or drunk cop will win this game in an expected time at most \( 4v^3/27 \) (plus lower-order terms) \[6, 7\] and that a greedy cop who merely moves toward the drunk robber at every step can win in \( \mathcal{O}(v^2) \); They then noted that a smart cop, can capture the drunk robber in expected time \( v + o(v) \) \[9\].

In this paper, we introduce another variant of the cop and robber game that we call the tipsy cop and drunken robber game on graphs. In this game, we place a tipsy cop and a drunken robber at different vertices of a graph \( G \). The game consists of independent moves where the robber begins the game by moving to an adjacent vertex from where he began, this is then followed by the cop moving to an adjacent vertex from
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where she began. We assume that the robber always moves first, and hence the robber’s movement takes place on odd numbered moves of the game and the cop on the even numbered moves. Since the robber is inebriated, he follows no set strategy. That is the robber simply moves uniformly and randomly on the graph. However, the cop’s movement is divided into a random component and a directed component in the direction of the robber; which is our interpretation of the cop being tipsy. To define this precisely, we let \( \theta \in [0, 1] \) denote the proportion of the cop’s moves that are random and, consequently, let \( 1 - \theta \) be the proportion of the cop’s movements that are directed towards the robber.

One inspiration for the tipsy cop drunken robber game is the biological scenario illustrated in the YouTube video [https://www.youtube.com/watch?v=Z_mXDvZQ6dU](https://www.youtube.com/watch?v=Z_mXDvZQ6dU) where a neutrophil chases a bacteria cell moving in random directions. While the bacteria moves randomly, the neutrophil’s movement appears clumsy but slightly more purposeful. Inspired by this video, we tackle the following question in this paper:

**What is the probability that the robber is still free from capture after \( m \) moves of this game?**

We show that this probability depends only on the starting position of the cop and robber, and we give recursive (and some closed) formulas for these probabilities for complete graphs (Section 2) and complete bipartite graphs (Section 3). We also give the expected encounter time between the cop and robber for the complete graph, which is related to Bernoulli trials, and for the complete bipartite graph. In Section 4 we propose a general method that can be used to study this game on any finite connected graph and illustrate its use on cycle graphs (Section 4.1). We end the manuscript in Section 6 by presenting many open problems and directions for further study. In particular, we pose a new probability question and illustrate a strategy for solving it on the family of graphs known as the friendship graphs (Section 5.1).

2. Complete Graphs

Throughout every section that follows we let \( \theta \in [0, 1] \) denote the proportion of the cop’s movements that are random. We also let \( P_m(G) \) denote the probability that the robber remains free after \( m \) moves on the graph \( G \). The following result gives the expected encounter (or capture) time in terms of the probabilities \( P_m(G) \).

**Lemma 2.1.** Let \( X \) denote the random variable giving the capture time on the graph \( G \). The expected encounter/capture time between the robber and the cop is given by

\[
E[X] = \sum_{m=0}^{\infty} P_m(G).
\]

**Proof.** Since the probability that the robber is captured after \( m \) moves is \( P_{m-1}(G) - P_m(G) \), the expected encounter time is

\[
E[X] = \sum_{m=0}^{\infty} m(P_{m-1}(G) - P_m(G)).
\]

The result follows from the fact that the sum is telescopic and reduces to the desired form. \( \square \)

We now begin our analysis with \( K_v \), the complete graph on \( v \) vertices, with some examples shown in Figure 1.

![Figure 1. Examples of complete graphs (\( K_v \) for \( 3 \leq v \leq 7 \)) with cop (blue double circle) and robber (red single circle).](image)
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Theorem 2.2. If $0 \leq \theta \leq 1$ denotes the proportion of the cop’s movement that is random, then the probability that the robber remains free after $m$ moves on $K_v$ is given by

$$P_m(K_v) = \theta \left\lfloor \frac{m}{2} \right\rfloor \left( \frac{v - 2}{v - 1} \right)^m. \quad (1)$$

Proof. Observe that on the complete graph $K_v$ the cop and robber are at all times one vertex away from each other. Recall that the robber moves randomly and makes the first move within the graph $K_v$. For the first move, the probability of the robber moving and not finding the cop is given by

$$P_1(K_v) = \frac{v - 2}{v - 1}$$
as the robber cannot stay put and cannot move to the location of the cop and then the game would end.

If the game continues past the first move, it is the cop’s turn to move. The cop moves strategically (with probability $1 - \theta$) or randomly (with probability $\theta$). As she is just one step away from the robber, if she were to move strategically, she will catch the robber. If the cop moves randomly with probability $\theta$ and does not catch the robber (with probability $\frac{v - 2}{v - 1}$), the probability of the game continuing past the second move is given by

$$P_2(K_v) = \theta \left( \frac{v - 2}{v - 1} \right)^2.$$

The game continues in this fashion and hence the probability that the robber remains free after $m$ moves on $K_v$ is given by the following

$$P_m(K_v) = \theta \left\lfloor \frac{m}{2} \right\rfloor \left( \frac{v - 2}{v - 1} \right)^m,$$

where we note that the exponent of $\theta$ is given by $\left\lfloor \frac{m}{2} \right\rfloor$ since this factor only appears when the cop moves, and she moves second in the game.

Observe that when $\theta = 1$ the cop is drunk and moves randomly. In this case Equation (1) reduces to

$$P_m(K_v) = \left( \frac{v - 2}{v - 1} \right)^m.$$

Theorem 2.3. Let $X$ denote the random variable giving the capture time on the complete graph $K_v$. If $\theta$ denotes the proportion of the cop’s movement that is random, then the expected encounter time between the robber and cop is given by

$$E[X] = \frac{(2v - 3)(v - 1)}{(v - 1)^2 - \theta(v - 2)^2}.$$

Proof. By Theorem 2.2 and Lemma 2.1 we have

$$E[X] = \sum_{m=0}^{\infty} P_m(K_v)$$

$$= \sum_{m=0}^{\infty} \theta \left\lfloor \frac{m}{2} \right\rfloor \left( \frac{v - 2}{v - 1} \right)^m$$

$$= \sum_{m=0}^{\infty} \theta \left\lfloor \frac{m}{2} \right\rfloor \left( \frac{v - 2}{v - 1} \right)^m + \sum_{m=0}^{\infty} \theta \left\lfloor \frac{m+1}{2} \right\rfloor \left( \frac{v - 2}{v - 1} \right)^{m+1}$$

$$= \sum_{m=0}^{\infty} \left( \theta \left( \frac{v - 2}{v - 1} \right)^2 \right)^m + \sum_{m=0}^{\infty} \theta \left( \frac{v - 2}{v - 1} \right)^m \sum_{m=0}^{\infty} \left( \theta \left( \frac{v - 2}{v - 1} \right)^2 \right)^m.$$
**Theorem 2.4.** Let $X$ denote the random variable giving the capture time in number of rounds (where a round consists of one robber move and one cop move) on the complete graph $K_v$. If $\theta$ denotes the proportion of the cop’s movement that is random, then the expected encounter time between the robber and the cop is given by

$$E[X] = \frac{1}{\frac{1}{v-1} + \frac{v-2}{v-1} \left( \frac{1}{v-1} \theta + 1 - \theta \right)} = \frac{(v-1)^2}{(v-1)^2 - \theta(v-2)^2}.$$

**Proof.** If the robber and cop are walking on a complete graph with $v$ nodes, at any given time the cop is only one step away from the robber. The probability of an encounter is given by the sum of three conditional probabilities. The first conditional probability is the probability that the robber randomly chooses the vertex occupied by the cop, which is given by $\frac{1}{v-1}$. The second conditional probability is the probability that the robber avoids the cop, and then the cop moves randomly and lands on the robber’s vertex, which is $\left( \frac{v-2}{v-1} \right) \theta \left( \frac{1}{v-1} \right)$. The final conditional probability is the probability that the robber avoids the cop, then the cop moves strategically to the vertex where the robber is located. This probability is $\frac{v-2}{v-1} (1 - \theta)$. Therefore, at any given time the probability of the cop catching the robber can be seen as a Bernoulli trial with probability of success equal to $P = \frac{1}{v-1} + \frac{v-2}{v-1} \left( \frac{1}{v-1} \theta + 1 - \theta \right)$. Knowing this, it can be concluded that the expected time it would take the cop to catch the robber is given by the reciprocal of $P$. □

### 3. Complete Bipartite Graphs

We now consider the tipsy cop and drunken robber game on complete bipartite graphs. We let $K_{v,w}$ denote the complete bipartite graph with $v,w$ denoting the size of each of the two disjoint and independent sets of vertices satisfying that every edge connects a vertex in one vertex set to the other. There are four distinct starting positions for the cop and robber (up to isomorphism) as depicted on $K_{3,2}$ in positions 1-4 below.

![Position 1](image1) ![Position 2](image2) ![Position 3](image3) ![Position 4](image4)

We let $P^i_m(K_{v,w})$ with $1 \leq i \leq 4$ denote the probability that the robber is still free after $m$ moves when the cop and robber begin the game located at position $i$ on graph $K_{v,w}$.

**Theorem 3.1.** If $\theta$ denotes the proportion of the cop’s movement that is random, then the probability that the robber remains free after $m$ moves on $K_{v,w}$ is given by the following closed formulas

(2) $P^1_m(K_{v,w}) = \left( \frac{v-1}{v} \right)^{\left\lfloor \frac{m+3}{4} \right\rfloor} \left( \frac{w-1}{w} \right)^{\left\lfloor \frac{m+1}{4} \right\rfloor}$

(3) $P^2_m(K_{v,w}) = \theta \left( \frac{v-1}{v} \right)^{\left\lfloor \frac{m+2}{4} \right\rfloor} \left( \frac{w-1}{w} \right)^{\left\lfloor \frac{m+2}{4} \right\rfloor}$

(4) $P^3_m(K_{v,w}) = \left( \frac{v-1}{v} \right)^{\left\lfloor \frac{m+1}{2} \right\rfloor} \left( \frac{w-1}{w} \right)^{\left\lfloor \frac{m+1}{2} \right\rfloor}$

(5) $P^4_m(K_{v,w}) = \theta \left( \frac{v-1}{v} \right)^{\left\lfloor \frac{m+2}{4} \right\rfloor} \left( \frac{w-1}{w} \right)^{\left\lfloor \frac{m}{2} \right\rfloor}$

**Proof.** Let $V$ and $W$ denote the two parts of the bipartite graph $K_{v,w}$ with $|V| = v$ and $|W| = w$. We break the proof up into two cases:

1. when the cop and robber start in different parts (positions 1 and 3), and
2. when the cop and robber start in the same part (positions 2 and 4).
We first prove case (1) when the robber and cop start in different parts. We note that in this case, the cop cannot capture the robber on her turn because they are both in the same part. Thus the only time an encounter occurs is when the robber moves to a vertex the cop is occupying.

Assume the robber is located in part \( W \), and the cop is in part \( V \) as depicted in position 1 above. On turns \( k \equiv 1 \mod 4 \) the probability of the robber moving to a vertex the cop is not occupying is \( \frac{w-1}{v} \). Similarly, on turns \( k \equiv 3 \mod 4 \) the probability of the robber moving to a vertex the cop is not occupying is \( \frac{w-1}{v} \). As noted above, on turns \( k \equiv 0 \mod 2 \) the probability that the cop avoids the robber is 1. Thus to calculate the probability that the game continues after \( m \) turns, one only needs to compute the number of rounds that are congruent to 1 and 3 \( \mod 4 \) as given in Equation (2). Switching the starting positions of the cop and robber to those in position 3 above, the same argument gives the formula in Equation (4).

Next we consider case (2). Assume that the cop and robber begin the game in part \( V \) as depicted in position 2 above. In this case, the cop can never be caught on her turn; so the probability of the game continuing on turns \( k \equiv 1 \mod 4 \) the probability the cop avoids the robber is \( \theta \left( \frac{w-1}{v} \right) \). Similarly, on turns \( k \equiv 0 \mod 4 \) the cop moves from part \( W \) to part \( V \), and the probability of the cop moving to a vertex the robber is not on is \( \theta \left( \frac{w-1}{v} \right) \). Thus to calculate the probability that the game continues after \( m \) turns, one only needs to compute the number of rounds that are congruent to 0 and 2 \( \mod 4 \) as given in Equation (3). Switching the starting positions of the cop and robber to position 4 depicted above, the same argument gives the formula in Equation (5).

**Corollary 3.2.** Let \( X \) denote the random variable giving the capture time on \( K_{v,w} \) and let \( E_i[X] \) denote the expected encounter time between the robber and cop beginning the game in position \( i \) on \( K_{v,w} \). If \( \theta \) denotes the proportion of the cop’s movement that is random, then

\[
E_1[X] = \frac{4vw - 3w - v + 1}{v + w - 1}
\]

\[
E_2[X] = \frac{2(vw - \theta v(w - 1))}{vw - \theta^2 (v - 1)(w - 1)}
\]

\[
E_3[X] = \frac{4vw - 3w - w + 1}{v + w - 1}
\]

\[
E_4[X] = \frac{2(vw - \theta w(v - 1))}{vw - \theta^2 (v - 1)(w - 1)}
\]

**Proof.** We have shown that on \( K_{v,w} \) there are two distinct positions we must consider solely based on whether the cop and robber are on the same side of \( K_{v,w} \) or on opposite sides at the start of the game. Hence we prove the formulas for the expected value when the game begins at positions [1] and [2] and note that the formulas for the expected value when the game begins at position [3] and [4] are obtained by simply interchanging \( v \) and \( w \) in the formulas for positions [1] and [2] respectively.

**Case 1:** The game begins with the cop and robber at position [1]. Letting \( x = \frac{v-1}{v} \) and \( y = \frac{w-1}{w} \), note

\[
E_1[X] = \sum_{n=0}^{\infty} P_n(K_{v,w})
\]

\[
= 1 + x + xy + xy + x^2y + x^2y + x^2y^2 + \cdots
\]

\[
= 1 + 2x + 2xy + 2x^2y + 2x^2y^2 + \cdots
\]

\[
= -1 + 2 \sum_{i=0}^{\infty} (xy)^i + 2x \sum_{i=0}^{\infty} (xy)^i
\]

\[
= \frac{2(1 + x)}{1 - xy} - 1
\]

\[
= \frac{1 + 2x + xy}{1 - xy}.
\]
If \( v \) is an integer and \( w \neq 0 \), we define a game on any finite connected graph. To begin we define \( m \) to be the robber or cop beginning the game in position \( i \). Our first result gives recursive formulas for even and odd length cycles.

The game begins with the cop and robber at position 2. Letting \( v = \frac{w-1}{w} \) and \( y = \frac{w-1}{v} \), note

\[
E^1[X] = 1 + 2 \left( \frac{w-1}{v} \right) + \left( \frac{w-1}{w} \right) \left( \frac{w-1}{w} \right) = \frac{4vw - 3w - v + 1}{v + w - 1}.
\]

Case 2: The game begins with the cop and robber at position 2. Letting \( x = \frac{v-1}{v} \) and \( y = \frac{w-1}{w} \), note

\[
E^2[X] = \sum_{m=0}^{\infty} P^2_m(K_v,w) = 1 + 2\theta y + \theta^2 xy + \theta^3 xy^2 + \theta^4 x^2 y^2 + \ldots
\]

\[
= 2 \sum_{i=0}^{\infty} (\theta^2 xy)^i + 2\theta y \sum_{i=0}^{\infty} (\theta^2 xy)^i
\]

\[
= \frac{1(1 + \theta y)}{1 - \theta^2 xy}.
\]

Substituting \( x = \frac{v-1}{v} \) and \( y = \frac{w-1}{w} \) back in Equation (11) yields

\[
E^2[X] = \frac{1(1 + \theta \left( \frac{w-1}{v} \right))}{1 - \theta^2 \left( \frac{w-1}{v} \right) \left( \frac{w-1}{w} \right)} = \frac{2(vw - \theta v(w - 1))}{vw - \theta^2(v - 1)(w - 1)}.
\]

4. General method for identifying probabilities and expected encounter times

In this section we present a general method that can be used to study this variant of the cop and robber game on any finite connected graph. To begin we define \( R^i_m \) and \( C^i_m \) to be probability that the game lasts at least \( n \) moves with the robber or cop beginning the game in position \( i \) on the graph \( G \), respectively.

The general method will proceed as follows:

- Identify the different possible starting positions for the robber and copper, and denote them \( R^i \) and \( C^i \) respectively.
- Write down recursive formulas for the probabilities \( R^i_m \) and \( C^i_m \) that the game lasts \( m \) moves with the robber or cop beginning the game in position \( i \), respectively.
- Use the recursive formulas for \( R^i_m \) and \( C^i_m \) to find generating functions \( P_i(t) = \sum_{m=0}^{\infty} P^i_m t^m \) describing the probability that the game lasts at least \( n = 2m \) rounds (where we a round consists of two moves).
- Evaluate \( P_i(t) \) at \( t = 1 \) to find the expected number of rounds.

To illustrate this method, we apply it to cycle graphs.

4.1. Cycle Graphs. Denote the cycle graph on \( v \) vertices by \( C_v \). As before, we let \( R^i_m \) and \( C^i_m \) be the probabilities that the game lasts at least \( n \) moves with the robber and cop beginning the game starting at position \( i \). In this case \( i \) represents the distance apart the cop and robber are at the beginning of the game, hence \( 1 \leq i \leq \lfloor v/2 \rfloor \). Our first result gives recursive formulas for even and odd length cycles.

Lemma 4.1. If \( v = 2k \), then on an even-length cycle graph \( C_v \), we have the following recursive formulas:

\[
R^i_m = \begin{cases} 
\frac{1}{2} R^{i+1}_{m-1}, & i = 1 \\
\frac{1}{2} C^{i-1}_{m-1} + \frac{1}{2} C^{i+1}_{m-1}, & 1 < i < v/2 \\
C^{v/2-1}_{m-1}, & i = v/2 
\end{cases}
\]

and

\[
C^i_m = \begin{cases} 
\frac{1}{2} R^{i+1}_{m-1}, & i = 1 \\
(1 - \frac{\theta}{2}) R^{i-1}_{m-1} + \frac{\theta}{2} R^{i+1}_{m-1}, & 1 < i < v/2 \\
R^{v/2-1}_{m-1}, & i = v/2. 
\end{cases}
\]

If \( v = 2k + 1 \), then on an odd-length cycle graph \( C_v \), we have the following recursive formulas:

\[
R^i_m = \begin{cases} 
\frac{1}{2} R^{i+1}_{m-1}, & i = 1 \\
\frac{1}{2} C^{i-1}_{m-1} + \frac{1}{2} C^{i+1}_{m-1}, & 1 < i < \frac{v-1}{2} \\
\frac{1}{2} C^{(v-3)/2}_{m-1} + \frac{1}{2} C^{(v-1)/2}_{m-1}, & i = \frac{v-1}{2}
\end{cases}
\]

and

\[
C^i_m = \begin{cases} 
\frac{1}{2} R^{i+1}_{m-1}, & i = 1 \\
(1 - \frac{\theta}{2}) R^{i-1}_{m-1} + \frac{\theta}{2} R^{i+1}_{m-1}, & 1 < i < \frac{v-1}{2} \\
(1 - \frac{\theta}{2}) R^{(v-3)/2}_{m-1} + \frac{\theta}{2} R^{(v-1)/2}_{m-1}, & i = \frac{v-1}{2}.
\end{cases}
\]
Proof. We begin by considering what can happen during the first move of an $m$-move game, when the cop and robber are a distance of more than one apart and not located on opposite sides of the cycle. More precisely, we begin our analysis with the case where $i$, the distance between the cop and robber at the start of the game, satisfies $1 < i < \left\lfloor \frac{m}{2} \right\rfloor$. In this case the following probability trees describe what may happen in a single move of the game:

To calculate the probability $R_m^i$ that the game lasts $m$ moves when the robber moves first from position $i$, we realize that $\frac{1}{2}$ the time he moves closer to the cop and $\frac{1}{2}$ the time he moves further, and the calculation of $R_m^i = \frac{1}{2}C_m^{i-1} + \frac{1}{2}C_m^{i+1}$ reduces to calculating the two probabilities $C_m^{i-1}$ and $C_m^{i+1}$, which are the probabilities that the game will last $m - 1$ moves provided the cop moves first from positions $i - 1$ or $i + 1$ respectively.

Similarly, to calculate the probability $C_m^i$ that the game lasts $m$ moves when the cop moves first from position $i$, we realize that she only moves further away from the robber $1/2$ of the time when she is moving randomly. Since she moves randomly with probability $\theta$, this means she moves further with probability $\frac{\theta}{2}$. The remaining proportion $(1 - \frac{\theta}{2})$ she moves closer to the robber. Hence $C_m^i = (1 - \frac{\theta}{2})R_m^{i-1} + \frac{\theta}{2}R_m^{i+1}$ and the calculation of $C_m^i$ reduces recursively to calculating the probabilities $R_m^{i-1}$ and $R_m^{i+1}$ that the game lasts $m - 1$ moves when the robber moves first from positions $i - 1$ and $i + 1$ respectively.

The remaining probabilities when $i = 1$ and when $i = \left\lfloor \frac{m}{2} \right\rfloor$ follow from similar analyses.

Next we apply the recursive formulas for $R_m^i$ and $C_m^i$ to calculate recursions for $P_n^i$, where $n = 2m$. We remark that in small cycles $C_v$ with $v < 10$, some of the cases described below collapse. We will consider one such case in detail following the proof of this next result.

**Theorem 4.2.** Let $v \geq 10$. If $\psi = \frac{1}{2} - \frac{\theta}{4}$, then the probability $P_n$ that a game lasts at least $n$ rounds ($n = 2m$ moves) on an even length cycle is given by

$$P_n^i = \begin{cases} \psi P_{n-1}^i + \frac{\theta}{2} P_{n-1}^{i+2}, & i = 1 \\ \frac{1}{2} P_{n-1}^i + \frac{1}{4} P_{n-1}^{i+2}, & i = 2 \\ \psi P_{n-1}^{i-2} + \frac{1}{2} P_{n-1}^{i-2} + \frac{1}{4} P_{n-1}^{i+2}, & 2 < i < \frac{v}{2} - 1 \\ 2\psi P_{n-1}^{i-2} + \frac{1}{2} P_{n-1}^{i+2}, & i = \frac{v}{2} - 1 \end{cases}$$

and on an odd length cycle

$$P_n^i = \begin{cases} \psi P_{n-1}^i + \frac{\theta}{4} P_{n-1}^{i+1}, & i = 1 \\ \frac{1}{2} P_{n-1}^i + \frac{1}{4} P_{n-1}^{i+1}, & i = 2 \\ \psi P_{n-1}^{i-2} + \frac{1}{2} P_{n-1}^{i-2} + \frac{1}{4} P_{n-1}^{i+1}, & 2 < i < \frac{v-3}{2} \\ \psi P_{n-1}^{i-2} + \frac{1}{2} P_{n-1}^{i-2} + \frac{1}{4} P_{n-1}^{i+1}, & i = \frac{v-3}{2} \\ \psi P_{n-1}^{i-2} + \psi P_{n-1}^{i-1} + \frac{\theta}{2} P_{n-1}^i, & i = \frac{v-1}{2} \end{cases}$$

**Proof.** The following probability tree describes one round (2 moves) in the general case when the cop and robber are further than 2 moves apart and not located on opposite sides of the cycle.
We note that $P_i^n = R_{2m}^i$ and $P_{i-1}^n = R_{2m-2}^i$ since the robber moves first in the game, and we are assuming $n$ rounds is $2m$ moves. We also note that there are two ways to get from $P_i^n$ to $P_{i-1}^n$ with combined probability $\frac{\theta}{4} + \frac{1}{2} - \frac{\theta}{4} = \frac{1}{2}$. Analyzing the last column of this tree gives the following recursive formula for the probability

$$P_i^n = \psi P_{i-1}^n + \frac{1}{2} P_{i-1}^n + \frac{\theta}{4} P_{i+2}^{n-2}.$$  

The other cases are obtained by analyzing this same tree when $i = 1, 2, \lfloor \frac{v}{2} \rfloor - 1$, or $\lfloor \frac{v}{2} \rfloor$. When $i = 1, 2$ the game can end during the round, so some of the branches in the tree disappear, and when $i = \lfloor \frac{v}{2} \rfloor - 1$ or $\lfloor \frac{v}{2} \rfloor$ a player can take a step away from the other player, but their distance remains the same or decreases by one because they are walking around the far side of the cycle.

Theorem 4.2 considers large cycle graphs with $v \geq 10$. To help illustrate the degenerate cases when $i = 1, 2, \lfloor \frac{v}{2} \rfloor - 1$, or $\lfloor \frac{v}{2} \rfloor$, we analyze $C_5$ where $1 = \lfloor \frac{v}{2} \rfloor - 1$ and $2 = \lfloor \frac{v}{2} \rfloor$. Hence, on $C_5$ there are only two starting positions: position 1 is depicted on the left and position 2 is depicted on the right in Figure 2, and they describe the distance between the cop and robber, which is 1 or 2, respectively.

**Figure 2.** Two starting positions in $C_5$.

In this special case, the probabilities $R_m^i$ and $C_m^i$ are related via the following recursive formulas:

$$R_m^1 = \frac{1}{2} C_{m-1}^2, \quad R_m^2 = \frac{1}{2} C_{m-1}^1 + \frac{1}{2} C_{m-1}^2, \quad C_m^1 = \frac{\theta}{2} R_{m-1}^2, \quad C_m^2 = \left(1 - \frac{\theta}{2}\right) R_{m-1}^1 + \frac{\theta}{2} R_{m-1}^2.$$  

**Lemma 4.3.** If $\psi = \frac{1}{2} - \frac{\theta}{4}$, then the probability $P_i^n$ that a game starting in position $i$ lasts at least $n$ rounds ($n = 2m$ moves) on $C_5$ is given by

$$P_1^n = \psi P_{n-1}^1 + \frac{\theta}{4} P_{n-1}^2, \text{ and}$$

$$P_2^n = \psi P_{n-1}^1 + \frac{\theta}{2} P_{n-1}^2.$$  

**Proof.** The following probability trees describe one round (2 moves) when the robber and cop begin the game in positions 1 and 2, respectively.
Note that for any \( \ell > 0, C_0^{\ell} \) and \( R_0^{\ell} \) result in the end of the game. Substituting the defined probabilities \( P_n^i = R_{2m}^i \) and \( P_{n-1}^i = R_{2m-2}^i \) into these trees, we derive the desired recursions

\[
P_1^n = \psi P_{n-1}^1 + \frac{\theta}{4} P_{n-1}^2 \quad \text{and} \quad P_2^n = \psi P_{n-1}^1 + \frac{\theta}{2} P_{n-1}^2.
\]

We can now establish the following result.

**Theorem 4.4.** Define the generating functions \( P_1(t) = \sum_{n=0}^{\infty} P_n^1 t^n \) and \( P_2(t) = \sum_{n=0}^{\infty} P_n^2 t^n \), where \( P_n^i \) is the probability that the game starting at position \( i \) lasts \( n \) rounds on \( C_5 \). Then

\[
P_1(t) = \frac{1 - \frac{\theta}{4}}{(1 - \frac{\theta}{4})(2 - \psi t) - 1}
\]

\[
P_2(t) = \frac{1}{(1 - \frac{\theta}{4})(2 - \psi t) - 1}.
\]

**Proof.** Given the recursive formulas in Lemma 4.3 subtracting \( P_1^n - P_2^n \) and \( P_2^n - 2P_1^n \) gives

\[
P_2^n - P_1^n = \frac{\theta}{4} P_{n-1}^2
\]

\[
P_2^n - 2P_1^n = -\psi P_{n-1}^1.
\]

Multiplying both equations by \( t^n \) and summing over \( n \geq 1 \) gives the following system of equations for the generating functions \( P_1(t) \) and \( P_2(t) \):

\[
\sum_{n \geq 1} P_1^n t^n - \sum_{n \geq 1} P_2^n t^n = \sum_{n \geq 1} \frac{\theta}{4} P_{n-1}^2 t^n
\]

\[
\left[ \left( \sum_{n \geq 0} P_1^n t^n \right) - P_0^1 \right] - \left[ \left( \sum_{n \geq 0} P_2^n t^n \right) - P_0^2 \right] = \frac{\theta t}{4} \sum_{n \geq 1} P_{n-1}^2 t^{n-1}
\]

\[
[P_2(t) - P_0^2] - [P_1(t) - P_0^1] = \frac{\theta t}{4} P_2(t)
\]

\[
P_2(t) - P_1(t) = \frac{\theta t}{4} P_2(t), \text{ since } P_0^1 = P_0^2 = 1.
\]
and

\[ \sum_{n \geq 1} P_n^2 t^n - 2 \sum_{n \geq 1} P_n^1 t^n = -\sum_{n \geq 1} \psi P_{n-1}^1 t^n \]

\[
\left( \sum_{n \geq 1} P_n^2 t^n \right) - P_0^2 - 2 \left( \sum_{n \geq 0} P_n^1 t^n \right) - P_0^1 = -\psi t \sum_{n \geq 1} P_n^1 t^{n-1} \\
\left( P_2(t) - P_0^2 \right) - 2 \left( P_1(t) - P_0^1 \right) = -\psi t P_1(t) \\
P_2(t) - 2P_1(t) = -\psi t P_1(t) - 1, \text{ since } P_0^1 = P_0^2 = 1.
\]

Thus

\[ P_2(t) - P_1(t) = \frac{\theta t}{4} P_2(t) \]

\[ P_2(t) - 2P_1(t) = -\psi t P_1(t) - 1. \]

Solving this system completes the proof. \(\square\)

Since evaluating these generating functions at \(t = 1\) gives the expected number of rounds, we have the following corollary.

**Corollary 4.5.** Let \(X\) denote the random variable giving the capture time and let \(E^i[X]\) denote the expected encounter time between the robber and cop beginning the game in position \(i\) on \(C_5\). If \(\theta\) denotes the proportion of the cop’s movement that is random, then the expected encounter time between the robber and cop is given by

\[
E^1[X] = \frac{1 - \frac{\theta}{4}}{(1 - \frac{\theta}{4})(2 - \psi) - 1}, \text{ and} \\
E^2[X] = \frac{1}{(1 - \frac{\theta}{4})(2 - \psi) - 1}.
\]

5. A different probability question

The technique presented in the previous section also lends itself well when considering a variant of the question of interest:

*What is the probability that the robber remains free at time \(m\) when the cop and robber end in Position \(i\) on graph \(G\) at time \(m\)?*

We now answer this question in the case of friendship graphs.

5.1. Friendship graphs. A friendship graph, denoted by \(F_k\), is a planar undirected graph consisting of \(k\) triangular cliques sharing one common vertex. Hence \(F_k\) has \(2k + 1\) vertices and \(3k\) edges. Figure 3 gives the friendship graphs \(F_2\), \(F_3\), and \(F_4\). There are always only four possible configurations for the cop and robber (up to isomorphism) on the friendship graph. Specifically, the cop and robber can both be on the outside edge of the same component, one or the other can be at the central vertex, or they can be on separate components. We illustrate these cases in Positions [11] below.

![Figure 3. Examples of friendship graphs (\(F_k\) for \(k = 2, 3, 4\)) with cop (blue) and robber (red).](image-url)
We let $P_m^i(F_k)$ with $1 \leq i \leq 4$ denote the probability that the robber is still free after $m$ time steps when the cop and robber end in Position $i$ at time $m$ on graph $F_k$. The remainder of this section is dedicated to calculating the values of $P_m^i(F_k)$ with $1 \leq i \leq 4$.

**Theorem 5.1.** Let $1 \leq i \leq 4$. If $\theta$ denotes the proportion of the cop’s movement that is random, then the values of $P_m^i(F_k)$ are described by the following recursive formulas.

For odd values of $m$

\[
P_m^1(F_k) = \left(\frac{1}{2k}\right) \theta P_{m-1}^4(F_k)
\]

\[
P_m^2(F_k) = \left(\frac{1}{2}\right) \theta P_{m-1}^2(F_k) + \left(\frac{2k-2}{2k}\right) \theta P_{m-1}^4(F_k)
\]

\[
P_m^3(F_k) = \left(\frac{1}{2}\right) \theta P_{m-1}^3(F_k)
\]

\[
P_m^4(F_k) = \left(\frac{1}{2}\right) \theta P_{m-1}^1(F_k) + \left(1 - \frac{1}{2}\theta\right) P_{m-1}^2(F_k)
\]

and for even values of $m$

\[
P_m^1(F_k) = \left(\frac{1}{2k}\right) P_{m-1}^3(F_k)
\]

\[
P_m^2(F_k) = \left(\frac{1}{2}\right) P_{m-1}^2(F_k) + \left(\frac{2k-2}{2k}\right) P_{m-1}^3(F_k).
\]

\[
P_m^3(F_k) = \left(\frac{1}{2}\right) \left(P_{m-1}^1(F_k) + \frac{1}{2} P_{m-1}^2(F_k)\right)
\]

\[
P_m^4(F_k) = \frac{1}{2} P_{m-1}^4(F_k).
\]

**Proof.** We begin by considering the case where it is the robber’s turn to move (that is the case where $m$ is odd). We proceed by case analysis on whether $m$ is odd or even.

**Case 1 (m odd):** There are four positions we must consider individually. However, in all of these cases as $m$ is odd, we note at time $m-1$ the cop made a move. We proceed with a case-by-case analysis.

1. At time $m$ the cop and robber are in Position 1. Figure 4 gives the possible location where the cop was at time $m - 1$ given that at time $m$ the cop and robber are in Position 1. Hence, the probability that the robber remains free at time $m$ is given by the product of two probabilities: The first is the probability that the robber was free at time $m - 1$ in Position 1 which is given by $P_{m-1}^4(F_k)$. The second probability is the probability that the cop did not catch the robber in her move at time $m - 1$, which means that the cop moved randomly with probability $\theta$ times the probability of selecting one of the $2k$ available vertices, so that the cop and robber are in Position 1 at time $m$. Thus $P_m^1(F_k) = \left(\frac{1}{2k}\right) \theta P_{m-1}^4(F_k)$.

2. At time $m$ the cop and robber are in Position 2. Figure 5 gives the possible locations where the cop was at time $m - 1$ given that at time $m$ the cop and robber are in Position 2. Hence, the probability that the robber remains free at time $m$ is given by the product of two probabilities for each of the possible positions at time $m - 1$.

If at time $m - 1$ the cop and robber were at Position 2 the first probability in the first product is the probability that the robber was free at time $m - 1$ in Position 2 which is given by $P_{m-1}^2(F_k)$. The second probability in the first product is the probability that the cop did not catch the robber
in their move at time \( m - 1 \), which means that the cop moved randomly with probability \( \theta \) times the probability of moving to the other vertex in the same component, which yields \( \frac{1}{2} \theta \). Thus the first probability is given by \( \left( \frac{1}{2} \right) \theta P_{m-1}^2(F_k) \).

For the second product we begin with Position \( \square \) at time \( m - 1 \). The first probability in the second product is the probability that the robber was free at time \( m - 1 \) in Position \( \square \) which is given by \( P_{m-1}^4(F_k) \). The second probability in the second product is the probability that the cop did not catch the robber in his move at time \( m - 1 \), which means that the cop moved randomly with probability \( \theta \) times the probability of moving to any other vertex on the graph with the exception of the available vertex in the robber’s component, which yields \( \frac{2k-2}{2k} \theta \). Thus the second probability is given by \( \left( \frac{2k-2}{2k} \right) \theta P_{m-1}^4(F_k) \).

Finally we observe that at time \( m - 1 \) only one of the two possible positions can occur, therefore
\[
P_m^2(F_k) = \left( \frac{1}{2} \right) \theta P_{m-1}^2(F_k) + \left( \frac{2k-2}{2k} \right) \theta P_{m-1}^4(F_k).
\]

3. At time \( m \) the cop and robber are in Position \( \Box \) Figure \( \Box \) gives the possible location where the cop was at time \( m - 1 \) given that at time \( m \) the cop and robber are in Position \( \Box \). Hence, the probability that the robber remains free at time \( m \) is given by the product of two probabilities: The first is the probability that the robber was free at time \( m - 1 \) in Position \( \Box \) which is given by \( P_{m-1}^3(F_k) \). The second probability is the probability that the cop did not catch the robber in his move at time \( m - 1 \), which means that the cop moved randomly with probability \( \theta \) times the probability of moving to the other vertex in the same component, which yields \( \frac{1}{2} \theta \). Thus \( P_m^3(F_k) = \left( \frac{1}{2} \right) \theta P_{m-1}^3(F_k) \).

4. At time \( m \) the cop and robber are in Position \( \square \) Figure \( \square \) gives the possible locations where the cop was at time \( m - 1 \) given that at time \( m \) the cop and robber are in Position \( \square \). Hence, the probability that the robber remains free at time \( m \) is given by the product of two probabilities for each of the possible positions at time \( m - 1 \).

If at time \( m - 1 \) the cop and robber were at Position \( \Box \) the first probability in the first product is the probability that the robber was free at time \( m - 1 \) in Position \( \Box \) which is given by \( P_{m-1}^1(F_k) \).
The second probability in the first product is the probability that the cop did not catch the robber in his move at time \( m - 1 \), which means that the cop moved randomly with probability \( \theta \) times the probability of moving to the center vertex of the graph, which yields \( \frac{1}{2} \theta \). Thus the first probability is given by \( \left( \frac{1}{2} \right) \theta P_{m-1}^1(F_k) \).

For the second product we begin with Position \( \mathbb{P}_2 \) at time \( m - 1 \). The first probability in the second product is the probability that the robber was free at time \( m - 1 \) in Position \( \mathbb{P}_2 \) which is given by \( P_{m-1}^3(F_k) \). The second probability in the second product is the probability that the cop did not catch the robber in their move at time \( m - 1 \), which means that the cop moved either randomly with probability \( \theta \) times the probability of moving to the center vertex on the graph, or the probability of moving toward the robber (since the shortest path between the cop and the robber goes through the center vertex of the graph), which yields \( \frac{1}{2} \theta + (1 - \theta) \). Thus the second probability is given by \( (1 - \frac{1}{2} \theta) P_{m-1}^2(F_k) \).

Finally we observe that at time \( m - 1 \) only one of the two possible positions can occur, therefore

\[
P_m^4(F_k) = \left( \frac{1}{2} \right) \theta P_{m-1}^1(F_k) + \left( 1 - \frac{1}{2} \theta \right) P_{m-1}^2(F_k).
\]

### Case 2 (\( m \) even):
There are four positions we must consider individually. However, in all of these cases as \( m \) is even, we note at time \( m - 1 \) the robber made a move. We proceed with a case-by-case analysis.

1. At time \( m \) the cop and robber are in Position \( \mathbb{P}_1 \) Figure 8 gives the possible location where the robber was at time \( m - 1 \) given that at time \( m \) the cop and robber are in Position \( \mathbb{P}_1 \). Hence, the probability that the robber remains free at time \( m \) is given by the product of two probabilities: The first is the probability that the robber was free at time \( m - 1 \) in Position \( \mathbb{P}_3 \) which is given by \( P_{m-1}^3(F_k) \). The second probability is the probability that the robber did not move to the vertex occupied by the cop in his move at time \( m - 1 \), which means that the robber moved to the other vertex in the same component as the cop, so that the cop and robber are in Position \( \mathbb{P}_1 \) at time \( m \). Thus \( P_m^1(F_k) = (1 - \frac{1}{2 \pi}) P_{m-1}^3(F_k) \).
2. At time $m$ the cop and robber are in Position 2. Figure 9 gives the possible locations where the robber was at time $m - 1$ given that at time $m$ the cop and robber are in Position 2. Hence, the probability that the robber remains free at time $m$ is given by the product of two probabilities for each of the possible positions at time $m - 1$.

If at time $m - 1$ the cop and robber were at Position 2, the first probability in the first product is the probability that the robber was free at time $m - 1$ in Position 2, which is given by $P_{m-1}^2\left(F_k\right)$. The second probability in the first product is the probability that the robber did not move to the vertex occupied by the cop in his move at time $m - 1$, which means that the robber moved to the other vertex in the same component, which yields $\frac{1}{2}$. Thus the first probability is given by $\left(\frac{1}{2}\right)P_{m-1}^2\left(F_k\right)$.

For the second product we begin with Position 2 at time $m - 1$. The first probability in the second product is the probability that the robber was free at time $m - 1$ in Position 3 which is given by $P_{m-1}^3\left(F_k\right)$. The second probability in the second product is the probability that the robber did not move to the vertex occupied by the cop in his move at time $m - 1$, which means that the robber moved to any of the other $2k - 2$ vertex from $2k$ neighboring vertices. Thus the second probability is given by $\left(\frac{2k-2}{2k}\right)P_{m-1}^3\left(F_k\right)$.

Finally we observe that at time $m - 1$ only one of the two possible positions can occur, therefore

$$P_m^2\left(F_k\right) = \left(\frac{1}{2}\right)P_{m-1}^2\left(F_k\right) + \left(\frac{2k-2}{2k}\right)P_{m-1}^3\left(F_k\right).$$

3. At time $m$ the cop and robber are in Position 3. Figure 10 gives the possible locations where the robber was at time $m - 1$ given that at time $m$ the cop and robber are in Position 3. Hence, the probability that the robber remains free at time $m$ is given by the product of two probabilities for each of the possible positions at time $m - 1$.

If at time $m - 1$ the cop and robber were at Position 3 the first probability in the first product is the probability that the robber was free at time $m - 1$ in Position 3 which is given by $P_{m-1}^1\left(F_k\right)$. The second probability in the first product is the probability that the robber did not move to the vertex occupied by the cop in his move at time $m - 1$, which means that the robber moved to center vertex of the graph, which yields $\frac{1}{2}$. Thus the first probability is given by $\left(\frac{1}{2}\right)P_{m-1}^1\left(F_k\right)$.

For the second product we begin with Position 3 at time $m - 1$. The first probability in the second product is the probability that the robber was free at time $m - 1$ in Position 3 which is given by
\( P_{m-1}^2(F_k) \). The second probability in the second product is the probability that the robber moved to the center vertex of the graph, this occurs with probability \( \frac{1}{2} \). Thus the second probability is given by \( \left( \frac{1}{2} \right) P_{m-1}^2(F_k) \).

Finally we observe that at time \( m-1 \) only one of the two possible positions can occur, therefore

\[
P_3^4(F_k) = \left( \frac{1}{2} \right) P_3^4(F_k) + \left( \frac{1}{2} \right) P_2^4(F_k).
\]

4. At time \( m \) the cop and robber are in Position 4. Figure 11 gives the possible location where the robber was at time \( m-1 \) given that at time \( m \) the cop and robber are in Position 4. Hence, the probability that the robber remains free at time \( m \) is given by the product of two probabilities: The first is the probability that the robber was free at time \( m-1 \) in Position 4, which is given by \( P_4^m(F_k) \). The second probability is the probability that the robber did not move to the vertex occupied by the cop in his move at time \( m-1 \), which means that the robber moved to the other vertex in the same component he was occupying, so that the cop and robber are in Position 4 at time \( m \). Thus

\[
P_4^m(F_k) = \left( \frac{1}{2} \right) P_4^m(F_k).
\]

Using the recursive formulas of Theorem 5.1 we establish the following matrix formulas.

**Theorem 5.2.** Let \( 1 \leq i \leq 4 \). If \( \theta \) denotes the proportion of the cop’s movement that is random, the the probability \( P_m^i(F_k) \) is described by the following system of formulas in \( k \). If \( m \) is odd, then

\[
\begin{pmatrix}
P_m^1(F_k) \\
P_m^2(F_k) \\
P_m^3(F_k) \\
P_m^4(F_k)
\end{pmatrix} =
\begin{pmatrix}
0 & 0 & 0 & \left( \frac{1}{2} \right) \theta \\
0 & \left( \frac{1}{2} \right) \theta & 0 & 0 \\
0 & 0 & \left( \frac{1}{2} \right) \theta & 0 \\
\left( \frac{1}{2} \theta \right) & 0 & 0 & 0
\end{pmatrix}^m
\begin{pmatrix}
1 \\
1 \\
1 \\
1
\end{pmatrix}.
\]

If \( m \) is even, then

\[
\begin{pmatrix}
P_m^1(F_k) \\
P_m^2(F_k) \\
P_m^3(F_k) \\
P_m^4(F_k)
\end{pmatrix} =
\begin{pmatrix}
0 & 0 & \frac{1}{2} \theta & 0 \\
0 & \frac{1}{2} \theta & \frac{1}{2} \theta & 0 \\
\frac{1}{2} \theta & 0 & 0 & 0 \\
0 & 0 & 0 & \frac{1}{2}
\end{pmatrix}^m
\begin{pmatrix}
1 \\
1 \\
1 \\
1
\end{pmatrix}.
\]
Proof. We see from Theorem 5.1 for odd \( m \)

\[
\begin{pmatrix}
P_m^1(F_k) \\
P_m^2(F_k) \\
P_m^3(F_k) \\
P_m^4(F_k)
\end{pmatrix} = \begin{pmatrix} 0 & 0 & 0 & (\frac{1}{2} \theta) \\ 0 & (\frac{1}{2} \theta) & 0 & \left(\frac{1}{2} \theta\right) \\ 0 & 0 & (\frac{1}{2} \theta) & 0 \\ (\frac{1}{2} \theta) & \left(1 - \frac{1}{2} \theta\right) & 0 & 0
\end{pmatrix} \begin{pmatrix} P_{m-1}^1(F_k) \\
P_{m-1}^2(F_k) \\
P_{m-1}^3(F_k) \\
P_{m-1}^4(F_k)
\end{pmatrix}
\]

and for even \( m \)

\[
\begin{pmatrix}
P_m^1(F_k) \\
P_m^2(F_k) \\
P_m^3(F_k) \\
P_m^4(F_k)
\end{pmatrix} = \begin{pmatrix} 0 & 0 & \frac{1}{2k} & 0 \\ 0 & \frac{1}{2} & \frac{1}{4} & 0 \\ \frac{1}{2} & \frac{1}{4} & 0 & 0 \\ 0 & 0 & \frac{1}{2} & 0
\end{pmatrix} \begin{pmatrix} P_{m-1}^1(F_k) \\
P_{m-1}^2(F_k) \\
P_{m-1}^3(F_k) \\
P_{m-1}^4(F_k)
\end{pmatrix}
\]

The result follows from induction on \( m \) and the fact that \( P_0^i(F_k) = 1 \) for all starting positions \( 1 \leq i \leq 4 \). \( \square \)

Applying the Cayley-Hamilton Theorem to the matrices in Theorem 5.2 gives us the following simple recursive formula for each \( P_m^i(F_k) \), for \( 1 \leq i \leq 4 \).

**Corollary 5.3.** Let \( F_k \) denote the friendship graph with \( n \) components. Let \( P_m^i(F_k) \) denote the probability that the robber is still free after \( m \) time steps of the drunken cop and tipsy robber game starting in Position \( i \) for \( 1 \leq i \leq 4 \). If \( \theta \) denotes the proportion of the cop’s movement that is random, then each probability \( P_m^i(F_k) \) satisfies the following recursive formulas. For odd \( m \)

\[
P_{m+4}^i(F_k) = \theta P_{m+3}^i(F_k) + \left(\frac{k-1}{k}\theta - \frac{3\theta^2}{2}\right) P_{m+2}^i(F_k) + \left(\frac{2-2k}{k} \theta - (k-2) \theta^3\right) P_{m+1}^i(F_k) - \frac{\theta^4}{16k} P_m^i(F_k)
\]

and for even \( m \)

\[
P_{m+4}^i(F_k) = P_{m+3}^i(F_k) - \left(\frac{k+1}{8k}\right) P_{m+1}^i(F_k) + \frac{1}{16k} P_m^i(F_k)
\]

**Proof.** The Cayley-Hamilton Theorem states that any matrix \( M \) must satisfy its own characteristic polynomial. The characteristic polynomials of

\[
M_{odd} = \begin{pmatrix} 0 & 0 & 0 & (\frac{1}{2} \theta) \\ 0 & (\frac{1}{2} \theta) & 0 & \left(\frac{1}{2} \theta\right) \\ 0 & 0 & (\frac{1}{2} \theta) & 0 \\ (\frac{1}{2} \theta) & \left(1 - \frac{1}{2} \theta\right) & 0 & 0
\end{pmatrix}
\]

and

\[
M_{even} = \begin{pmatrix} 0 & 0 & \frac{1}{2k} & 0 \\ 0 & \frac{1}{2} & \frac{1}{4} & 0 \\ \frac{1}{2} & \frac{1}{4} & 0 & 0 \\ 0 & 0 & 0 & \frac{1}{2}
\end{pmatrix}
\]

are

\[
p_{odd}(x) = x^4 - \theta x^3 - \left(\frac{k-1}{k}\theta - \frac{3\theta^2}{2}\right) x^2 - \left(\frac{2-2k}{k} \theta - (k-2) \theta^3\right) x + \frac{\theta^4}{16k}
\]

and

\[
p_{even}(x) = x^4 - x^3 + \frac{k+1}{8k} x - \frac{1}{16k}
\]

respectively. \( \square \)

6. **Open Problems**

One could consider analyzing the game of tipsy cop and drunk robber on other families of graphs, to include paths, grids, trees, and wheels. However, it may be of more interest to consider how the probabilities presented in this paper change if the cop and/or robber are sobering up as time steps occur. Hence, their decision making becomes less random as time goes on. In light of this we ask:
**Question 6.1.** If the cop and/or robber are sobering up with each move, how does the probability of the robber remaining free change from those presented in this manuscript? What about for other families of graphs?

Another direction of future research is motivated by the observation that on the star graph, the cop is guaranteed to catch the robber in two moves. Thus the star graph is best for the cop. This leads us to ask:

**Question 6.2.** Which graph(s) are best for the robber? Meaning, on what graph(s) can the robber maximize the number of moves until capture?

As noted earlier, one inspiration for the tipsy cop and drunken robber game is the biological scenario illustrated by this youtube video [https://www.youtube.com/watch?v=Z_mXDvZQ6dU](https://www.youtube.com/watch?v=Z_mXDvZQ6dU) where a neutrophil chases a bacteria cell moving in random directions. While the bacteria in this video moves faster than the neutrophil, the neutrophil’s movement is slightly more purposeful. Inspired by this video, we ask the following questions.

**Question 6.3.** If a tipsy cop with tipsiness $\theta$ is pursuing a drunken robber on an an infinite grid $\mathbb{Z} \times \mathbb{Z}$, and the robber can take $m$ random steps in between each move by the tipsy cop, for what values of $\theta$ and $m$ does the cop win?

**Question 6.4.** If a tipsy cop with tipsiness $\theta$ is pursuing a drunken robber on an an infinite grid $\mathbb{Z} \times \mathbb{Z}$ (or an isometric grid), and the robber can take $m$ random steps in between each move by the tipsy cop, for what values of $\theta$ and $m$ does the cop win?

**Question 6.5.** In the biological system, multiple neutrophils might be ‘called’ into the chase, and there might be multiple pathogens (bacteria cells). How would the game above change if multiple cops are introduced throughout the game?

**Question 6.6.** What would happen if the cop tipsiness $\theta$ depended on the distance between the cop and the robber? In the biological scenario this is a more realistic representation of immune cells sensing pathogens.

**Question 6.7.** In the current game, the cop and robber take turns moving and are not allowed to stay put. How would the game change if we allow both the cop and the robber to randomly choose at each time step whether they will move or stay? How would the game change if the probability of staying varies?
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