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Adaptive Aid on Targeted Robot Manipulator Movements in Tele-Assistance

1 Introduction

Robot teleoperation over the internet is subject to time-variable delays typically ranging from hundreds of milliseconds to seconds. Such delays are especially limiting for robot manipulators, which typically require coordinated, fast and precise movements. See Fig. 1a for an abstraction of the problem. One potential application is the teleoperation of assistive robot manipulators mounted on wheelchairs. These robots give users who are constrained to a wheelchair, and who have a low amount of mobility in the upper-limbs, independence on some daily life tasks. Commercial examples include the Exact Dynamics iArm and the Kinova Jaco. At Universidad Carlos III de Madrid (UC3M) there is ongoing research with the two platforms ASIBOT [1] and AMOR, see Fig. 2. The latter was developed by Exact Dynamics in Holland. Note that such robot manipulators are also known as Wheelchair-Mounted Robot Arms (WMRA).

All current commercial platforms of this type are controlled directly by the user, with little environment sensing and autonomy in the robot. The users have access to a range of personalised user interfaces, from chin joysticks to simple push buttons. However, the task execution times can be very high [2], and so can the mental and physical demand. Research is currently underway to explore what assistance can be provided to the user to help ameliorate these issues [3–6]. Shared autonomy on mobile manipulators is also being explored [7]. However, many tasks may simply be too difficult to achieve for the user, or too tiring. We believe that enabling a remote operator to aid the user on more complex tasks could significantly increase the usefulness of such devices. The remote operator could for example be a family member or a care provider, controlling the robot over an internet connection. This type of teleoperation of a personal assistive robot manipulator, here denoted tele-assistance, is the scenario application aimed for in this paper. As tele-assistance would typically be performed over an internet connection, considerable and variable time-delays are likely.

A large body of work on teleoperation systems that address time-delays make two important assumptions: 1)
Figure 1: An overview of the problem (a) and the approach followed for improving tele-assistance (b). A remote operator is helping control the assistive robot manipulator of an elderly or disabled user on a difficult task, but is hindered by variable time-delays in the communications ($\Delta T(t)$ in figure) and limited camera views. The approach followed here provides an adaptive aid for the teleoperator, where a controller learns to make use of distributed proximity sensors on the manipulator to limit collisions with the environment. The main idea is that this aid helps the teleoperator enforce the accuracy requirements of the task, enabling a faster execution. The system learns by directly associating proximity sensor readings with collisions when they occur, through distributed and real-time neural networks. The controller operates on the Cartesian velocities provided by the user, $\mathbf{v}_{\text{operator}}$, to produce suitable robot joint velocities $\dot{\mathbf{q}}_{\text{out}}$.

2 Related Work

One way to mitigate the effects of time-delays in teleoperation is predictive displays. These displays use virtual models of the robot in its environment to provide immediate feedback to the operator on the outcome of commanded actions. One potential application of predictive displays is space teleoperation [11]. Predictive displays have been shown to aid under conditions with variable time-delays, for example in remote vehicle operation [12]. A limitation of predictive displays is the requirement for accurate models of the robot, and the environment in which it is used.

Haptic force feedback allows human operators to perform complex tasks with physical contact. This includes applications in the medical field, handling of toxic materials, mechanical design and outer space exploration [13]. However, the variable time-delays, packet losses, and disconnections that can occur over an internet connection can induce unstable force, degrade the performance and can be harmful to the teleoperators [14]. Different time-delay compensation techniques have been developed to
overcome this problem, such as wave-scattering theory (and the wave-variable approach) [15] and Smith predictors [16].

Approaches that take into account information gained online about the remote Environment, the human Operator or the desired Task to be performed have been labelled EOT-adapted controllers [8]. This is a similar concept to "shared control", where the user and the robot use their own sensing, control and planning capabilities in a co-operative way. Examples of assistive technologies include wheelchairs that attempt to aid the disabled or elderly user in performing navigation tasks [17, 18]. Shared control has also been proposed for teleoperation, for example to reduce the velocity before impact (and the impact force) [19]. Haptic shared control has been shown to lead to performance improvements, but sometimes at the cost of the operator feeling that he/she is fighting the system [20]. The work presented here complements the typical approaches given that: a) it assists the operator on targeted movements in unknown environments, b) it does not require extensive up-to-date models of the robot, it's environment, and it's user, and c) the aid provided is adapted to each operator's needs in real-time.

Our approach was inspired by the Distributed Adaptive Control (DAC) paradigm [21–23]. In particular, to use distributed sensing, and to adapt the usage of the sensors through a simple associative learning that has some of the main constituents of Classical Conditioning [24]: i) a predefined value system, expressed in combinations of Unconditioned Stimuli (US) and Unconditioned Reflexes (UR), and ii) a mechanism for associating Conditioned Stimuli (CS) representations to US representations. An example application of DAC is a mobile robot with distributed collision and proximity sensing. The collision sensors are hardwired to predefined motor actions (the UR) that turn the robot away from the obstacles. A collision avoidance behavior, representing a Conditioned Reflex (CR), is then gradually learned by associating proximity sensor readings (the CS) with the collisions sensors (the US) during collisions. That is, proximity sensors that detect objects close-by during collisions will gradually begin activating the obstacle avoidance by themselves.

The system thus creates a sense-associate-act coupling, where the environment is used as a communications channel and where the adaptation of the behavior will bias the future sensory information it receives. This can be taken advantage of to stabilize the system [22]. In the above example, once the robot no longer collides with the obstacles, it will stop learning new connections. See also previous work by the current authors on adaptive proximity-based collision-limitation for disabled users controlling assistive manipulators directly [5, 6]. The work presented in the current paper extends this approach to teleoperation with time-varying delays.

3 System Description

The overall system architecture can be seen in Fig. 1b. The remote operator has access to visual, force and audio feedback from the robotic manipulator, and uses this information to command the robot with Cartesian velocities \( \mathbf{v}_{\text{operator}} \). The input device and control mode used here are further described in section 3.1. Both robot commands and operator feedback is passed over a communication channel with variable time-delays, such as a typical internet connection. The manipulator is covered with a set of collision and proximity sensors (see section 3.2). The usage of these sensors in each link of the manipulator is regulated by a dedicated link-local Neural Network (NN), which learns by associating proximity and collision sensors during collisions with the environment. See section 3.3. The output of each neural network is a set of virtual proximity readings, which are used in the controller. Here the robot is slowed down, and force/audio feedback is provided to the operator. This is further described in section 3.4.

3.1 Haptic Control Mode

A hybrid control mode based on both position and velocity input was used here, see Fig. 3. A Sensable PHANTOM Omni haptic device was used, which has 6 DOF position sensing and 3 DOF (x, y, and z) force feedback. The x, y and z displacements of the stylus, in the stylus-local frame, was used to control the corresponding velocities of the robot end-effector. The pitch angle of the robot end-effector.
The total force provided, $\vec{F}_{tot}$ in Equation (1), was composed of two components. First, a spring-like component that always returned the stylus to the same position in space (the origin defined) if let go of. This is denoted as $\vec{F}_{spring}$ in Equation (2). Second, a component that provided feedback during aid, denoted as $\vec{F}_{prox}$. More details on the calculation of the latter can be found in Equation (6) in Section 3.3.

$$\vec{F}_{tot} = [F_x, F_y, F_z]^T = \vec{F}_{spring} + \vec{F}_{prox}. \quad (1)$$

$$\vec{F}_{spring} = k_{spring}\Delta \vec{P},$$

where:

$$\Delta \vec{P} = [\Delta x, \Delta y, \Delta z]^T. \quad (2)$$

### 3.2 Collision and Proximity Sensing

The total number of individually distinguishable collision sensors simulated for the manipulator was 229. Each sensor returned a simulated force of contact based on the depth of penetration with an obstacle. See Fig. 4. Thus the assumed minimum spatial resolution of the tactile sensing was 20 mm, which is well within the capability of the current state of the art [25]. Infrared proximity sensors have previously been used in full-body proximity sensing on robot manipulators [26], and for grasping [27]. For the former, over 1000 infrared proximity sensors were used to perform online movement planning and execution in unknown and dynamic environments, over 20 years ago. This remains a challenging task today, even with the excellent sensors technology (e.g. 3D time-of-flight sensors) and high-power computers available. See Section 4.2 and Section 5.2, respectively, for details on the specific implementations used for the two experiments performed here.

### 3.3 Neural Networks

There are potentially many ways in which a distributed set of proximity and collision sensors could be utilized. It may be desirable to attempt to automatically adapt the usage to both operator abilities and scenario of usage, given the large set of parameters that require tuning for correct operation. This is the general approach followed here, see Fig. 5. The approach assumes $n$ collision sensors and $m$ proximity sensors for each link, each of which is represented by a neuron in a respective input layer of a neural network.

An output layer with $q$ neurons is used to represent a set of virtual proximity sensors. The activation of the neurons in this layer ($o_k$) is linear, as seen in Equation (3). The collision sensor neurons are hardwired to the virtual proximity sensor neurons (solid green lines in Fig. 5). The distribution of these weights depends on the proximity of the virtual proximity sensor to a given collision sensor. In the simplest case (the one used here), each collision sensor has a unity weight connecting it to the closest virtual proximity sensor. Whenever a collision sensor activates, it thus also activates a virtual proximity neuron. The discounted Hebbian learning rule in Equation (4) is then used to associate this activation with the simultaneous activation of any proximity sensors on the same link. The learning thus modifies the synapse weights between real and virtual proximity sensors, the dashed green lines in Fig. 5. In Equation (4) $\gamma$ is the learning rate, $\epsilon$ the discount rate. These must be tuned to get the desired learning behaviour, that is, to make sure the robot learns from the collisions, but also gradually "forgets" and lowers the aid when there have been none for a given period.

$$o_k = \sum_{i=1}^{n} w_{k,i}c_i + \sum_{j=1}^{m} w_{k,j}p_j. \quad (3)$$

$$\Delta w_{k,j} = \frac{\gamma}{m} (\eta o_k p_j - \epsilon w_{k,j}). \quad (4)$$

The unit normal vector representing the direction of each virtual sensor $k$ is denominated $\vec{d}_k$. To represent the "distance" from each virtual proximity sensor to an obstacle (based on the NN output) another variable was defined, $e_k$. This was made to vary proportionally with the inverse of the activation of the output neuron for the same sensor ($o_k$), as seen in Equation (5). Each virtual proximity sensor can be associated with multiple proximity sensors and multiple collision sensors, thus being capable of...
Figure 5: Visualization of the adaptive component of the aid on a generic manipulator. Each link has a set of distributed proximity sensors and collision sensors. The sensor signals are fed into two layers of a link-local neural network. This neural network adapts the usage of the proximity sensors during collisions with the environment, through a simple Hebbian associative learning mechanism. The output of the neural network is used to represent “virtual” proximity sensors, which depend on the actual sensory input, but also previous associations between sensed collisions and sensed proximity. The neural network weights are shown in green: dashed lines indicate Hebbian learning (proximity layer), while solid lines indicate fixed weights (collision layer).

representing quite complex sensorial “fingerprints”. The number of virtual proximity sensors can also be scaled to fit the computational resources available.

\[ e_k = \frac{1}{e_k + o_k} \]  

(5)

3.4 Controller

The collision-limitation behavior then uses the output of the NNs to reduce the magnitude of the commanded velocity at each instant. That is, to limit \( \vec{v}_{\text{operator}} \) to \( \vec{v}_{\text{robot}} \), as shown in Fig. 6. To do this the system calculates a proximity ratio \( r \) for all virtual proximity sensors, shown in Algorithm 1. The proximity ratio for a given virtual proximity sensor \( k \) increases with proximity to an object (low \( e_k \)) and with a high translational velocity in the direction of the virtual sensor vector (projection of \( \vec{v}_k \) on \( \hat{d}_k \)). The ratio is therefore high when there is a low time to collision. The maximum proximity ratio for each link is used at any time. \( a_{\text{proj}} \) is typically set to zero, to only limit velocities in the direction of obstacles.

Fig. 7 shows the schema used for limiting the velocity for a multi-link manipulator. The received velocities of the end-effector, \( \vec{v}_{\text{operator}} \), are here represented in the robot base frame (\( b \) superscript). Using an iterative solver for the inverse Jacobian, the corresponding joint velocities for all joints are first calculated, then each link is treated separately. Using the known kinematic structure of the robot and the current joint angles, the translational velocities of each sensor for each link is calculated. These are then used together with the output of the link-specific neural network to produce the maximum proximity ratio for that link, as described above.

The output robot joint velocities, \( \vec{q}_{\text{out}} \), are the operator-commanded joint velocities \( \vec{q} \) divided by this ratio. The behavior will only activate if the maximum proximity ratio \( (r_{\text{max}}) \) exceeds one. This enables the limitation of velocity based on the learned virtual sensor usage of the complete manipulator. The same maximum proximity ratio was used to generate force feedback for the haptic input device. The force component added was calculated as shown in Equation (6) using a normalized version of the maximum proximity ratio \( (r_{\text{norm}}) \) and the gains \( k_{\text{prox}} \).
Figure 7: Schematic of the adaptive aid extended to a multi-link manipulator. The $b$ superscript denotes the robot base frame and grey color indicates external modules. The velocities commanded by the operator, $\vec{v}_{\text{operator}}$, are resolved into joint velocities, and then Cartesian velocities for the virtual proximity sensors $s_1, ..., s_q$ for each link. The proximity ratio for each sensor is then calculated based on the Cartesian sensor velocity and the output of the link-specific neural network. The maximum proximity ratio over all sensors on all links, $r_{\text{max}}$, is used to limit the robot joint velocities and to provide audio and haptic feedback.

\begin{align*}
\text{for } k = 1 \text{ to } q \text { do} \\
\text{proj}_k &= \vec{v}_k \cdot \vec{d}_k; \\
\beta_k &= \frac{\alpha \text{proj}_k + \beta \text{proj}_k \text{proj}_k}{\text{proj}_k}; \\
\text{end} \\
r_{\text{max,link}} &= \max_k (r_k);
\end{align*}

Algorithm 1: The maximum proximity ratio for a given link, based on the translational velocities of the virtual proximity sensors, $\vec{v}_k$, the outputs of the link-specific neural network, represented by $e_k$, and the direction of the respective virtual proximity sensors, $\vec{d}_k$.

This provided the operator with direct feedback on collisions, and on learned proximity usage, that is, when and to what degree the system was reducing the velocity of the robot manipulator. A redundant audio feedback was also provided. This consisted of simple tones being played with breaks in between, similar to the system for notifying the driver of obstacles when reversing a car. The frequency of the alternation was proportional to the current maximum proximity ratio.

$$\vec{F}_{\text{prox}} = r_{\text{norm}} \vec{k}_{\text{prox}} \Delta \vec{P},$$

where:

$$\vec{k}_{\text{prox}} = [k_x, k_y, k_z]^T.$$  \hfill (6)

4 Experiment 1: Adaptive Aid on Tele-Assistance

4.1 Introduction

This section describes the first experimental evaluation of the system developed. The objective of the experiment was to evaluate the improvements in performance with the adaptive aid for a situation where the user of an assistive manipulator is aided on manipulation tasks by a remote operator over an internet connection. A balanced within-subject experiment design was used, with two conditions: a) benchmark with no aid provided, and b) aid with the controller described above (after adaptation). The performance metrics used were the time to complete the tasks and the subjective workload (NASA-TLX) [28]. NASA-TLX has previously been used in, for example, experiments on robotic telepresence [29]. An internet connection with a round-trip variable time-delay of 300 ms (standard deviation of 30 ms) was approximated (see Section 4.3.2).

4.2 Implementation

For this experiment there were 68 infrared proximity sensors in total, of which 18 were simulated as Vishay TCND5000 with a maximum sensed distance of 50 mm. See Fig. 4. These were all distributed over the end-effector.
The remaining sensors were simulated as Sharp GP2D120, with a maximum sensed distance of 400 mm. All proximity sensors had a simulated 10° field of view, represented in the simulation by a square 6 by 6 array of point distance measurements. The lowest of the 36 point distance measurements was used at any time. The voltage output of each proximity sensor, \( p_j \), was simulated based on the distance measured and the calibration specifications of the different sensor types. See Fig. 8. That is, the signal used by the neural network was increased with decreasing distance measured (in the nominal range of the sensor).

![Graphs of simulated voltage output for the proximity sensors used. Gray line is output assumed, red triangles indicate calibration data points for the physical sensors.](image)

**Figure 8:** Plots of simulated voltage output for the proximity sensors used. Gray line is output assumed, red triangles indicate calibration data points for the physical sensors.

### 4.3 Experiment Method

#### 4.3.1 Participants

The participants were 9 undergraduate students of UC3M, 5 male and 4 female. A 10th participant was not able to finish all sessions due to other commitments, and was therefore not included in the analysis. All participants were right-handed. 2 had previous experience with 3D input devices. The mean age was 19.9, with a range from 19 to 21. Each participant was paid €10 for participation.

#### 4.3.2 Simulated Environment and Time-Delay

A tele-assistance scenario was simulated, as seen in Fig. 9. The OpenRAVE [30] virtual environment was used, running at approx. 50 Hz. The participants were given the simulated view from one camera mounted behind the wheelchair-user, and one mounted on the end-effector of the robot. A time-varying round-trip time delay was simulated, with a mean of 300 ms and a standard deviation of 30 ms. The variation of the time delay was random, using a Gaussian noise low-pass filtered at 0.1 Hz. Given that the robot should react, the full time delay was added to the user input only.

![Image of the experiment setup.](image)

**Figure 9:** The first simulated tele-assistance experiment.

#### 4.3.3 Tasks Performed

The tasks performed involved moving the end-effector of the robot from an initial resting position (see Fig. 9a) to a pre-grasp position around one of 5 simulated cans in the virtual environment. For a given trial the target can was red, while the remaining were blue. A trial was automatically judged as completed when the two fingers of the robot end-effector were positioned around the thickest part of the can, stopped or with a small remaining velocity magnitude. The participants controlled the Cartesian \( x, z \), pitch and yaw velocities of the robot end-effector, in the end-effector local frame. The timer changed color to red and incremented 10 seconds if any part of the robot collided with the environment, the physical model of the user, or any of the target cans. For all trials the participants were instructed to attempt to achieve the lowest times possible, while keeping in mind that collisions were costly in terms of time.

#### 4.3.4 Physical Setup

The physical experiment setup can be seen in Fig. 9b. The input device used was a Sensable PHANTOM Omni haptic device, as described in Section 3.1. The two camera views simulated seen in Fig. 9a were displayed on a 40 inch (approx. 102 cm) display (Samsung 3D TV, UE40D8000), at a distance of about 2 meters. A colored timer was also shown on the display.
4.3.5 Procedure

Each participant performed 3 days of testing, with about one hour of commitment each day. Each day consisted in 4 sessions. The first day was used for training only. On the second and third day the tasks were performed with or without (benchmark condition) the aid of the controller. Each participant was tested on 6 repetitions of each of the 5 tasks for each condition. The order of the conditions were assigned randomly to each participant. Two training sessions were given before measuring the performance for each condition, with performance being measured over the last two sessions only. In the condition with aid, the adaptation was only active during the training sessions. That is, each participant was told to attempt to achieve a comfortable level of aid, and could decide when the training should be ended. Then the adaptation was disabled, and each participant was given two sessions to establish the performance using the neural network weights learned during training.

4.4 Results and Discussion

The completion time for each task with and without the aid of the controller can be seen in Fig. 10. All tasks had a lower median with the controller. Wilcoxon signed-rank tests showed that there were statistically significant differences for tasks 3 ($Z = 2.547, p = 0.008$) and task 5 ($Z = 2.666, p = 0.004$). As shown in Fig. 11a there was a significant 12.6% reduction of the median overall completion time. A Wilcoxon signed-rank test was used ($Z = 2.666, p = 0.004$).

Fig. 12 shows the translations of the end-effector performed by one participant for the two conditions. A similar strategy seems to be used for solving the tasks with and without the proximity-based haptic aid. The results for the individual scales of the subjective workload measure (NASA-TLX) can be seen in Fig. 13. There was a statistically significant 23.1% reduction in the median Temporal Demand ($TD$) with the controller ($Z = 2.025, p = 0.039$), again using the Wilcoxon signed-rank tests. Physical Demand ($PD$) and Frustration ($FR$) were higher with the controller, however $PD$ was given the lowest weight by the participants. See Fig. 11b for the comparison of the overall workload. The plot shows a slight reduction in the median, but this difference was not statistically significant.

Fig. 14 shows an example trajectory with the aid of the controller. For this specific attempt the system mainly slowed the participant down in the last 8 seconds of the trajectory. During the first 8 seconds a gross movement in free space was performed, where the robot moved exactly as the user commanded. When the end-effector of the robot entered in-between the shelves the system aided by: 1) applying opposing forces to the operator’s input device displacements, and 2) reducing the Cartesian velocity. The aid was based on the previously learned proximity usage. This corresponded to the final fine-tuning of the position of the fingers with respect to the target can. Though only one example, this is the type of help that we hope may give
5 Experiment 2: Exploring Longer Time Delays and Generalization

5.1 Introduction

A second experiment was performed, to test performance on a longer (600 ms) and more variable time delay, and to attempt some generalisation to unseen tasks.

5.2 Implementation

There were three changes to the implementation from the first experiment. The first change made was to differentiate the collision and proximity activation in the audio feedback. That is, the collisions were now signalled by low-frequency pulses of static length. The help provided by the proximity sensors were still signalled by variable length pulses of higher frequency. The second change made was to limit the connectivity of the collision and proximity sensors. Sensors further away than 0.25 m and with a rotation that differed by more than 70° were not connected. This was done to help avoid associating proximity sensors with collisions that occurred in the other extremes of a link. The third change was to replace all the proximity sensors with digital Silicon Labs Si1143 sensors. All the proximity sensors had a simulated 30° field of view, represented in the simulation by a square 6 by 6 array of point distance measurements. The lowest of the 36 point distance measurements was used at any time. The voltage output of each proximity sensor, $p_j$, was simulated based on the distance measured and the calibration specifications. See Fig. 15 for the distribution used, and Section 6 for the first physical implementation using these sensors.

5.3 Experiment Method

5.3.1 Participants

The participants were 8 undergraduate students of UC3M, 4 male and 4 female. 5 participants were right-handed, 3 were left-handed. 3 had previous experience with 3D input devices. The mean age was 23.0, with a range from 20 to 31. Each participant was paid €10 for participation.
Figure 14: Visualization of a trajectory for one attempt by participant 6 on task 3 with the controller active.

(a) Time-varying profiles for the $x$ and $z$ components of three variables: i) the velocity commanded by the operator, $\vec{v}_{\text{operator}}$, ii) the total haptic force felt by the participant $\vec{F}_{\text{tot}}$, and iii) the force component due to the aid by the controller, $\vec{F}_{\text{prox}}$.

(b) Corresponding end-effector trajectory. Dark green lines indicate the $X$ axis of the end-effector at each point (length indicates velocity), and pink lines indicate the aid-related haptic force, $\vec{F}_{\text{prox}}$.

Figure 15: Field of view of simulated proximity sensors for the second experiment (Silicon Labs Si1143 sensors).

(a) Sensors on last link. (b) All sensors.

Figure 16: The setup for the second experiment.

Figure 17: Two views of the tasks for the second experiment. The 5 red cans were used for both learning and testing (tasks 1 to 5), the 5 blue cans only for testing (tasks 6 to 10).

5.3.2 Simulated Environment and Time-Delay

A very similar tele-assistance scenario as used in the first experiment was simulated, as seen in Fig. 16. See section 4.3.2 for details. A longer time delay was used, with a mean of 600 ms. It was also made much more variable, with a standard deviation of 120 ms. This meant the delay could vary from close to none up to over a second. The variation of the time delay was random, using a Gaussian noise low-pass filtered at 0.1 Hz, as in the first experiment.

5.3.3 Tasks Performed

The 5 tasks performed in the first experiment were included, but also 5 more target cans, as can be seen in Fig. 17. The additional 5 cans were not used when adapting the controller, but only when measuring the performance. Again, the tasks performed involved moving the end-effector of the robot from an initial resting position (see Fig. 9a) to a pre-grasp position around one of the simulated cans in the virtual environment. See Section 4.3.3 for details.
5.3.4 Physical Setup

The same physical setup as for the first experiment was used, as can be seen in Fig. 16. Section 4.3.4 contains the details also for this experiment.

5.3.5 Procedure

Each participant performed 3 days of testing, with about one hour of commitment each day. Each day consisted in 3 sessions. Each session had 20 attempts in total. The first day was used for training only. On the second and third day the tasks were performed with or without (benchmark condition) the aid of the controller. Each participant was tested on 4 repetitions of each of the 10 tasks for each condition. The order of the conditions were assigned randomly to each participant (balanced within-subject design). 1 training session was given before measuring performance for each condition, with performance being measured over the last 2 sessions only. In the assisted condition, the adaptation was only active during the training session. This was the only session when only the 5 original target cans were used. Each participant was told to attempt to achieve a comfortable level of assistance, and could decide when the training should be ended. Then the adaptation was disabled, and each participant was given 2 sessions to establish the performance using the neural network weights learned during the training.

5.4 Results and Discussion

The completion time for each task for the second experiment can be seen in Fig. 18. All tasks had a lower median with the controller. Wilcoxon signed-rank tests showed that there were statistically significant differences for task 5 ($Z = 2.521, p = 0.008$) and task 10 ($Z = 2.381, p = 0.016$). As shown in Fig. 11a there was a significant 16.5% reduction of the median of the overall completion time. A Wilcoxon signed-rank test was used ($Z = 2.381, p = 0.016$).

The results for the individual scales of the subjective workload measures (NASA-TLX) can be seen in Fig. 20. The Wilcoxon signed-rank tests showed that there was a statistically significant 20.0% reduction in the median Temporal Demand ($TD$) with the controller ($Z = 2.252, p = 0.031$). Physical Demand ($PD$) was higher with the controller, but like in the first experiment it was given the lowest weight by the participants. All other scales were lower, but not statistically significant. See Fig. 19b for the comparison of the overall workload. The plot shows a considerable reduction in the median, but this difference was only weakly statistically significant with the Wilcoxon signed-rank test ($Z = 1.820, p = 0.078$).

Fig. 21 shows the development of the system during the session when the learning was activated. The weights, and the resulting level of assistance, varies from participant to participant. All participants, except participant 6, started the session with several collisions during the 5 first trials. This likely gave a fast response about the type of as-
Figure 20: NASA-TLX subjective workload ratings for each scale for the second experiment, with and without (benchmark condition) the aid of the controller. Box plots based on data from 8 participants (N = 8). The width of each box represents the mean weight given to the respective scale by the participants. The median of PD for the benchmark condition was 17.5, with the controller 24. The upper whisker represents the most extreme data point below the limit: 1.5 times the interquartile range beyond the third quartile. And similarly for the lower whisker and the first quartile. Scales: EF - Effort, FR - Frustration, MD - Mental Demand, PD - Physical Demand, PE - Performance, TD - Temporal Demand.

Assistance the system could provide. That is, they typically moved the robot arm at a velocity that was slightly above what they could normally control. The collisions experienced led to increased NN weights specific to where the collisions were sensed, and the operator would then feel an increased reduction of the commanded velocity in the direction of obstacles in similar situations. After the initial increase most participants then had smaller adjustments to their weights, with participant 1 and 7 choosing to freeze the weights before ending the 20 attempts of the session.

It can be seen that some collisions did not noticeably increase the NN weights, for example in trial 6 for participant 1. This would typically indicate that there was an insufficient coverage of proximity sensors for that location, a limitation of the sparse sensing used. It should also be noted that the different tasks typically provoked very different levels of assistance for a given participant. Finally, it is interesting that two participants with very different NN weights, participant 1 and 2, were both in the top 3 with respect to performance for the experiment (completion time). This indicates that it is possible to use quite different strategies for taking advantage of the assistance. The range of strategies can likely be explored more quickly because the robot adapts in real-time.

6 Towards a Physical Implementation

This section will outline the current progress on implementing the controller on a real assistive manipulator, the AMOR robot of Exact Dynamics in Holland. It is hoped that the work outlined can lead to practical systems that can adapt to, and assist, the user of similar physical robots in the near future. A first implementation of distributed proximity sensing on the hand can be seen in Fig. 22, based on infrared Silicon Labs Si1143 sensors. Each sensor has its own digital circuit, and the sensors readings can be accessed over an I2C bus. A great advantage of these sensors is that they work from approx. 5 cm to 40 cm. However, as with other distance sensors based on infrared light, they are noisy when used on black, transparent or shiny surfaces. Redundancy could be achieved through sensors based on other physical modalities, like sound waves.

Fig. 23 shows the same type of proximity sensors on the body of the AMOR, with integration well underway. The current plan is to have local information-gathering on each link of the robot using an Arduino Nano board. Each board will communicate the readings to a central controller over wires or Bluetooth. Initial compatibility trials with the PMD Nano and the Microsoft Kinect 3D sensors is also under way. These sensors also use infrared light around 850 nm, but with spatial modulation that should not significantly interfere with the temporal modulation of the distance sensors. The current results do indeed indicate that there is little or no interference between the different sensors. More testing is needed to confirm this during usage on the robot platform. Combining static, hand-mounted and distributed infrared sensing would increase robustness and provide redundancy in case of occlusions and sensor malfunction. The current implementation does not yet include a tactile skin, but there are several promising technological alternatives under development, and in use. For example for full-body tactile sensing on humanoid robots [35].

7 General Discussion

The neuronal units of the NN used here are linear and the networks do not have hidden layers. The term "neural network" is still used here, but it is clear that the complexity of the learning algorithm is on the extreme low end of typical NNs. This low algorithmic complexity is made possible by the extremely simple, and task relevant, informa-
Figure 21: Visualization of the adaptation by the system (and the operator) during the session with learning in the controller. Mean values for each trial are shown. The mean weights of the neural network for the last link are drawn in a thick green line. Starting from zero, the weights grow with collisions with the environment, and decay slowly otherwise. Collisions are indicated by vertical grey bars, with the thickness signifying the summed estimated force of the collisions for that trial. Thin blue lines indicate the percentage of time during each trial that the participant was given assistance by the system. That is, how often the system reduced the Cartesian velocity commanded based on the learned proximity sensor usage (when $r_{max} > 1$).

The two experiments presented used able-bodied participants (undergraduate and graduate students of both sexes) as the robot teleoperators. We do believe that actual end-users should be included as participants in experiments on assistive technology in general. However, this study examined a controller to aid the tele-operation of an assistive robot by an able-bodied operator from a distance. The operator is in this case meant to help the disabled or elderly user control the robot on especially difficult tasks.
Figure 22: Development of distributed proximity sensing for the AMOR hand, based on infrared sensors (Silicon Labs Si1143) and a PMD Nano depth camera. In-hand web camera also seen.

Figure 23: Overview of the current implementation of proximity sensors on the body of the AMOR robot manipulator. Data processing and communications units not shown.

The operator can be a professional, a care provider, or a family member. The able-bodied participants used seem a reasonable choice for this group of operators, but it would be interesting to include more mature participants and actual health care providers in future studies. The experiments used also simulated the round-trip delays caused by teleoperation over an internet connection. The exact mean and variability of such delays would differ greatly from location to location, but the quite distinct delays used here should represent an interesting subset of actual delays. This should give an indication that the system can perform under a range of different conditions. As a comparison, Rodriguez-Seda, Lee and Spong [16] included one-way time-varying delays with means ranging from 80 ms to 480 ms, Xiu et al. [14] approximated variable one-way delays of around 300 ms, while Davis, Smyth and McDowell [12] used a variable round-trip delay with a mean of 700 ms. However, future studies should include tele-operation over physical distances and real internet connections.

A somewhat controversial aspect about the approach presented is the need for collisions with the environment for the system to learn to aid the operator. First, most current assistive devices are made with the idea that collisions are not acceptable. This makes perfect sense for robots with rigid structures, position/velocity control, and hard outer surfaces. However, the authors feel that physically assistive robots will necessarily need to become "softer" to be safe enough for use at home with elderly and disabled users, for example by incorporating passive compliance in the structure, which can make collisions much less risky. In fact, manipulators with passive compliance, like the human arm, can benefit from the physical interaction with the environment to simplify the control [36]. The work may be quite suitable for "softer" robot arms, given the real-time adjustment of the sensor usage, and the limited need for exact arm models. Second, most current assistive robots move very slowly. Partially because of the need to avoid collisions, and partially because the devices are challenging to control, especially multi-DOF manipulators. A good goal for such manipulators, and for prosthetics, must be to approach the performance of the human arm. In this context, safety, which typically means avoiding dangerous collisions, cannot easily be separated from movement speed, as targeted arm movements are strongly driven by the speed-accuracy trade-off. The study presented here attempts to take this into account on two levels: 1) through performance metrics, as the participants have to keep in mind the time lost by collisions, and 2) through the limitation of velocity in situations similar to those where collisions were experience in the past, rather than an active collision avoidance system.

Nonetheless, the training of the system is not a fully resolved issue. A coarse tuning of the weights of the system could perhaps be done in simulation before moving to the real-world system. Exactly when to learn and when to freeze the weights in a real situation is also not clear. More research is needed to resolve these issues. Similarly with the plain dot-product used, which means local velocities that are perpendicular to the virtual proximity reading will not have an effect. This could be altered by the use of the $a_{proj}$ and $b_{proj}$ parameters (see Algorithm 1), for example slow the system down by a certain degree in all directions when close to an obstacle. The algorithm used for allowing the link-specific NNs to influence the movement of the whole manipulator is also quite restrictive. It can, for example, limit wrist motion by sensing proximity to an obstacle (previously learned) near the shoulder. This could likely be relaxed, for example if the arm is kinematically redundant.

Perhaps the main limitation of the work is that the learned assistance typically works best in the given scenario where the learning was performed, for example the
refrigerator scenario used here. The second experiment showed that the system can still provide aid on tasks that are similar to those on which it was trained. However, if the system is to be used also in other scenarios, for example when the user is at the office, a mechanism for switching between sets of learned weights is likely needed. Given the small size of each weight matrix, a large number of such sets can easily be stored. Task-oriented approaches have also been used for adapting the physical structure of assistive robot manipulators to the user’s needs [31, 32]. One of the advantages of the system proposed here is that it should scale well also to much higher density proximity sampling, for example in approaches based on electric fields [33, 34]. It is also interesting to note that a behavioural approach that from an algorithmic point of view looks very simple, can provide quantitative and qualitative improvements in performance on a complex human-robot system.

The results should be seen in relation with the previous studies that applied a similar approach to direct control by users with simulated disabilities [5, 6]. If the benefits are confirmed with real end-users the same physical system could one day assist both on direct control by the user and on tele-assistance by a remote operator on more difficult tasks.

8 Conclusions and Future Work

An approach for providing adaptive aid in a tele-assistance scenario was presented. The disabled or elderly user of an assistive robot manipulator is here helped by a remote operator on tasks that are too complex to perform by direct control. The approach assumes a set of tasks that are regularly performed, on which the system can learn from the collisions with the environment. The learning adapts a proximity-based haptic aid for the remote operator. The adaptation occurs online during operation, by associating a set of distributed infrared proximity sensors to a coarse tactile skin. By using local sensor information to filter the received commands, the system can help mitigate some of the negative effects of the variable time-delays in the communication with the operator. Promising improvements in the time to complete tasks and the subjective temporal demand were found in two controlled virtual experiments with 9 and 8 participants.

Future work is needed to assess the performance on a larger set of tasks with more diversity, and on the physical implementation described here. It would also be interesting to test a similar system under more severe time-delays, including those found in space teleoperation.
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