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Abstract—We develop gBuilder, a scalable and user-friendly knowledge graph construction (KGC) system that extracts structured knowledge from unstructured textual corpora. Different from existing KGC systems, gBuilder features a flexible and user-defined pipeline to accommodate the rapid development of information extraction (IE) models. The system offers a wide selection of built-in IE operators, including heuristic-based, deep learning-based and even large language model-based extraction methods, as well as custom programmable operators, that can be adapted to data from different domains. To enable practical large-scale deployment capable of serving multiple users and processing comprehensive KG, gBuilder runs on the cloud and we design a cloud-based, self-adaptive task scheduling algorithm for it to ensure scalability and economical efficiency throughout complicated IE pipelines. Experimental evaluations confirm gBuilder’s capacity to organize diverse IE models to extract reliable structured information, while demonstrating its scalability and cost-efficiency for large-scale KGC tasks.
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I. INTRODUCTION

Recently, knowledge graph has attracted significant attentions in several research communities, including database [1]–[3], natural language processing (NLP) [4]–[6] and machine learning [7], [8]. Even in the era of Large Language Models (LLMs), knowledge graph also plays some important role, which can be considered as reliable and interpretable sources of information or symbolic memories, thereby enriching the generated content and enhancing the capabilities of LLMs. [9]–[11]. Therefore, the demand for knowledge graph resources has promoted research on knowledge graph construction (KGC) techniques. For example, DBpedia [12], Freebase [13] and YAGO [14] build large-scale open-domain knowledge graph datasets, while, for specific domain applications [15] such as medical, agricultural, and financial, domain-specific knowledge bases are required, placing significant demands on KGC.

Actually, KGC has a long and tedious workflow to extract knowledge from unstructured data and represent them as a knowledge graph, including schema design [16], [17], entity extraction [18], [19] and relation extraction [20] and so on. Although there is a lot of research work related to KGC and a bunch of toolkit are also available, they only focus on some specific steps, such as proposing an relation extraction model [20] or ontology merge strategy [16], [21], [22]. Traditionally, building a knowledge graph is based on manual annotation or expert systems [23]–[25], but it is often laborious, expensive [26] and only adapted to the small-scale corpus. Therefore, researchers adopt some rule-based methods [12]–[14] to obtain structured knowledge from un/semi-structured text to build knowledge graphs. Benefiting from the development of machine- and deep-learning techniques, much NLP research on information extraction (IE) has emerged. Deep learning-based models can be trained by supervised datasets or other paradigms to extract entities or relations from text with high accuracy [27]. In particular, pre-trained language models (PLMs) have taken the performance of IE models to a new level [28]–[30], providing a solid foundation for extracting knowledge from unstructured corpora. Moreover, recent advancements in LLMs like ChatGPT [31] and Llama [32] further empowers IE by prompting models to generate desired information in suitable format, guided by a set of demonstration samples [33]–[35].

However, in practice, domain experts often lack the knowledge of complicated IE models and the coding capability to connect these models in a pipeline fashion to accomplish a KGC task. Therefore, designing KGC’s pipeline and organizing various IE models has become a new problem. To the best of our knowledge, only a few of systematic proposals exist, e.g., DeepDive [3] DeepKE [36] and T2KG [37]. However, these KGC systems have the following issues: (1) They only embed simple IE models, such as heuristic rules and probabilistic statistical models to extract entities and relations. Their fixed paradigms cannot utilize state-of-the-art deep learning models [38]–[40]. (2) Users are restricted to the KGC systems’ paradigms with little flexibility or operating space. (3) Existing KGC systems do not consider scalability and performance of the inference process, inefficient for large-scale KGC tasks. (4) LLM-based KGC pipelines can only utilize a limited number of demonstration samples, leading to the underutilization of the labeled corpus. Additionally, they suffer from extreme slowness and high costs.

Generally, a desirable KGC system should have the following features, motivating our proposed system, gBuilder: (1) Flexible: The KGC system should embrace the rapid development of IE models instead of a fixed build-in models, meanwhile, the KGC pipeline should adapt to different scenarios rather than a pre-defined paradigm. (2) User-friendly: An easy-to-use interface should allow domain experts to design KGC tasks without knowledge of complicated IE models or coding from scratch. (3) Efficient & Cost-efficiently: The system’s efficiency, scalability and cost-efficiency also should
be considered in KGC, which is important for large-scale KGC progress.

Therefore, gBuilder system considers all of the above features. First, we abstract NLP models and operators from the systematic perspective and design a unified KGC framework that can involve any IE model flexibly. In gBuilder, ordinary users can add any off-the-shelf IE model, while expert users can also import custom trained models. Furthermore, we abstract IE models and built-in operators for unifying these models, based on which, Flowline, a combination of IE workflow and data pipeline, is proposed to design a KGC task. Note that the Flowline design varies on different KGC tasks, not a fixed paradigm. Second, gBuilder is friendly to ordinary users by providing a visual drag & drop design interface to support domain experts to describe a Flowline with no/low code manner. Finally, to ensure the scalability of KGC and provide stable and efficient service for multiple users, gBuilder adopts cloud distribution architecture, proposes a series of efficient task decomposition and resource scheduling strategies to boost the efficiency. Specifically, we propose a DAG-based Flowline partitioning method to parallel KGC tasks and design cloud-based self-adaptive task scheduler according to the characteristics of deep learning-based IE tasks, which enables scalability and cost-efficiency on large-scale KGC.

We summarize and highlight the contributions of our proposed system in the following points:

1) We investigate the practical process of KGC and propose gBuilder, a system for flexibly building KGC workflow and data pipelines, achieving the goal of constructing the knowledge graph with low cost and little background knowledge for ordinary users;
2) We investigate plenty of deep learning-based IE models and ontology merging theory, and normalize diverse IE models into three categories, provide a series of template-based, heuristic-based and programmable operators for adapting built-in models and data from different domains;
3) We adopt the cloud-based distributed solution and design a cloud-based self-adaptive task scheduler according to the characteristics of IE tasks, which enables scalability on large-scale KGC.
4) Experimental results on benchmark datasets demonstrate that superiority of gBuilder in the effectiveness of KGC tasks compared to existing KGC systems. Furthermore, real-world scheduling experiments prove our DAG-based task partitioning and cloud-based resource scheduling strategies outperforms state-of-art counterparts in both scalability and economical efficiency.

In addition, we design a user-friendly drag-and-drop interactive interface for designing the KGC process, as well as provided operation interfaces such as data management and model management.

II. PRELIMINARY & RELATED WORK

Knowledge graph construction (KGC) studies have emerged in recent years, including the ontology design for various domain-specific knowledge graphs [15], [41], the KGC by top-down [14] or bottom-up [12] approaches, and the utilization of NLP methods such as deep learning-based models to extract structured information from unstructured corpus [5], [42]. In this paper, based on abundant IE models, we design gBuilder, a KGC system focusing on choreographing the models and operators to implement the whole KGC task. Before digging into details, we first introduce preliminary knowledge and related work.

Knowledge Graph (KG). Knowledge Graph [27] uses a graph-structured data model to store and govern linked data and can explicitly describe the semantics for the connection of structured data. Typically, Resource Description Framework (RDF) is the de-facto standard of KG, representing KG as a collection of triples (subject, predicate, object) (abbreviated as (s, p, o)), which defines the relation between two entities (s and o) or describe the attribute of an entity (s).

Ontology. An ontology defines the data patterns and characterizes the high-level conceptualization of the formal semantics of a KG, which can be regarded as the schema of the data. With the guidance and restriction of a well-defined ontology, the process of KGC would be normalized, and the constructed product would be consistent. Specifically, the ontology specifies the target entities, relations, and attributes to extract [43]. In applications, experts can construct ontology manually, and many ontology design tools are available, including Protégé [44]. In this paper, we focus on the information extraction phase of KGC and assume that an ontology has been explicitly defined.

Knowledge Graph Construction (KGC). Building a KG from an unstructured corpus is a critical technology path to building up a more complete and larger-scale knowledge graph [45], [46]. KGC is generally categorized into two approaches: top-down and bottom-up. The top-down approach means the target ontology is well-defined, and then knowledge instances obeying the ontology are appended into the knowledge base [46], while, the bottom-up scheme extracts knowledge instances directly, and the ontologies are summarized from populated instances [47]. gBuilder belongs to the former one. Fig. [1] demonstrates the mainstream top-down KGC process. Note that the whole KGC lifecycle should also include knowledge fusion and KB (knowledge base) quality control, but these are beyond the scope of this paper. We focus on the IE (information extraction) component in this paper, which extracts the knowledge instances under the guidance of the target ontology. Generally, IE is an NLP task that involves
Fig. 2. A schematic of gBuilder KGC with multiple deep learning IE models guided by pre-defined ontology.

extracting structured data from unstructured or semi-structured text. In order to automatically acquire knowledge instances, including entities, relations, and attributes, numerous IE tasks are extensively studied:

**Named Entity Recognition (NER)** aims to extract mentions of rigid designators from text belonging to pre-defined semantic types such as Person, Location, Organization [18], [19]. The entity is the essential node in the knowledge graph, and the quality of entity extraction (precision and recall) greatly impacts the quality of follow-up tasks for knowledge acquisition.

**Relation Extraction (RE)** refers to identify the relationship for entity pairs. In the predefined schema scenario, it is usually treated as a classification task to predict the relation category according to evidence text containing mentions of the entity pair [20]. The triples constituted by relations are the fundamental instance in the knowledge graph, and the performance of RE is directly related to the accuracy of edges and connectivity of the knowledge graph [48].

**Jointly Extraction (JE)** is an emerging IE approach in recent years, and it aims to detect entity pairs jointly along with their relations by a single model. JE is treated as a supervised learning task based on structured annotation, and it usually gains better performance on specific datasets due to more supervisory signals, and JE eliminates cascading errors in the NER-RE pipeline utilizing the superiority of the joint monomer model [49], [50]. In IE for KGC, there is a trade-off between JE’s high performance and its expensive annotation cost and rigid output structure [51].

**Attribute Extraction (AE)** is a task to extract the literal attribute and the corresponding attribute value for a specific entity from unstructured text. AE can be divided into attribute value extraction and name-value joint attribute extraction [52], [53]. The former can be solved by the regex matching or the neural network similar to NER, and the latter can be solved simultaneously with RE and JE [49], or designed heuristic rule [54], [55].

As illustrated in Fig. 2, the above IE models work cooperatively to accomplish their respective duties, and structured knowledge can be extracted from unstructured text.

**Challenges of IE tasks in KGC:** In recent years, the NLP community has put forth a wide variety of IE models, claiming to achieve state-of-the-art (SOTA) on various datasets. A up-to-date approach is to leverage the power of LLMs by using a concise prompt that describes the task, verbalizes the ontology classes, and instructs the model on the desired output format [35], [56]. The existence and forthcoming of different IE tasks and model forms brings significant diversity, making it challenging to effectively organize KGC efforts while simultaneously harnessing the unique strengths of different models.

The diversity of IE tasks and dazzling array of NLP models bring uncertainty and pose challenges to KGC, especially when domain engineers lack of Machine Learning (ML) and NLP experience, which is the bottleneck of KGC in real applications. Existing KGC systems [3], [36] perform KGC processes such as relation/attribute extraction under a fixed paradigm and do not take advantage of the latest SOTA IE models. For example, DeepDive [3] proposes heuristic and rule-based extraction but fails to employ SOTA NLP models. Even the latest work, DeepKE [36], which introduces deep learning models for KGC in various scenarios, is still under a fixed KGC paradigm and cannot utilize the inexhaustible IE models for building the whole KGC workflow.

To enable the KGC process in a manufacturer model, we should develop a unified KGC paradigm in gBuilder to address the following technical challenges of IE tasks in KGC: (1) how to build a detachable and replaceable system to embrace the rapid development of IE models in the NLP community rather than with fixed models; (2) how to abstract the diverse IE tasks and models in a normalized form and how to design a low-code interface for KGC in a friendly and flexible way; (3) last but not least, the efficient processing of IE tasks is also vital in KGC pipeline.

**System Design.** The overall architecture of gBuilder is shown in Fig. 3. gBuilder is modularity developed following the microservices architecture and deployed in multi-cloud environments for supporting multiple projects and users. gBuilder has several modules to implement basic functions like user, project, model and data management, and a cloud-based worker is dynamically launched for executing various KGC tasks. For details on the system design, please refer to Appendix A in our supplementary file.

![Fig. 3. The overview diagram of gBuilder.](image-url)

Appendix E demonstrates typical prompts used for extracting entities and relations.
III. Unified KGC Workflow: Flowline

A. Normalized IE Models

As Section II described, there have been various studies on IE in recent years, including NER, RE, etc. However, the settings of different IE tasks are widely divergent. How to organize those algorithms and models with different settings, model structures, and output formats is a challenge. To normalize these IE models, we categorize them into two types according to the orientation of the IE models:

1) Classification-based model CC, which outputs a category label:

\[ CC(x_i) = \hat{y}_i, \]

where \( C \) represents classifier, \( x_i \) denotes the \( i \)-th sample and \( \hat{y}_i \) denotes the \( i \)-th category label. The tasks or subtasks related to predicting the predicate are divided in this CC category, including RE, attribute name extraction in AE, relation extraction in JE, etc. Even if the model originally outputs the spans, we will unify it into the CC paradigm by building a label set dictionary.

2) Chunk Extraction-based model CE, which outputs a set of fact phrase chunks:

\[ CE(x_i) = \hat{Y}_i = \{ \hat{y}_{i1}, ..., \hat{y}_{i|\hat{Y}_i|} \}, \]

where \( CE \) represents chunk extractor, and \( \hat{y}_i \) is the extracted fact from the sample \( x_i \). The tasks or subtasks related to subject or object extraction are classified in this CE category, including NER, attribute value extraction in AE, entity extraction in JE, etc. The above abstraction smooths out the logical differences caused by diverse models, such as sequence tagging, slot filling, and heuristic pattern matching.

Built-in Models. Following the above-mentioned normalized form principle, we prepared some built-in IE models for a startup. In gBuilder, we use \((m, d_i, hp)\) to identify a deep learning-based model, where \( m \) is the whole model, including the model structure and initialized parameters, \( d_i \) denotes the training dataset, and \( hp \) is the hyperparameter used to configure the training details. Implicitly, \( d_i \) also defines the label set of a model. \( d_i \) and \( hp \) directly impact the tuned parameters of the model after training, and the performance of well-tuned model in the inference process. For the sake of ease of use, we train different models on different datasets in multi-linguals and multi-tasks. These models include classical and state-of-the-art models and popular repositories from academic or industrial open-source projects. In order to make the maximum utilization of the precious supervised training datasets, and to provide users with as many diversified well-trained models as possible to reinforce model ensemble [57], the “matrix” of built-in models approximately presents a combination of \( M \times D_i (M = \bigcup m, D_i = \bigcup d_i) \), while the respective hyperparameters \( hp \) are provided by the original author of models or fine-tuned by ourselves through automatic or manual tuning. With this strategy, we provide a large number of built-in models in the model hub of gBuilder and a part of employed datasets for well training built-in models, which are shown in Appendix C in our supplementary file.

Custom Model Training is a requisite for the adaption of domain-specific KGC, especially when the built-in models cannot meet the requirements of the ontology of the target domain. gBuilder provides abundant methods for custom model training. Users can invoke the custom model training function within gBuilder, or self-service registering a user-made model that is technology- and structure-agnostic to gBuilder, and providing inference service by the promissory interface for responding to the remote call from gBuilder system.

gBuilder provides three training modes for users: 1) using a built-in well-trained model and uploading more data for continuous learning; 2) using a built-in model structure, uploading training dataset and label sets, then training it from scratch. 3) using pre-defined few-shot IE prompts for invoking LLMs’ API to implement a prototype IE model.

Generally, the precision of KGC would be substantially improved after training a custom model using the corresponding supervised training dataset that conforms to the target KG domain.

Custom Model Endpoint Register. gBuilder opens up an interface to advanced users, allowing users to register their self-serve models or algorithms and plug into the flowline in an agreed-upon format of data and endpoint state. It provides more flexibility to allow users to build and train specific models by themselves with better performance and manage complex data pipelines within flowline.

B. Unite Models and Ontology Merging

In the practice of KGC, although training a custom model can provide better precision, it is often high-costly and even infeasible for domain engineers due to the lack of ML experience. A desirable approach is to unite build-in models to conform to the target KG ontology and use them directly without training custom models. However, well-tuned build-in models are often inconsistent with the target ontology, and the distribution of training data usually deviates from the target domain. To mitigate this phenomenon, we introduce and integrate multiple built-in IE models in gBuilder, and it is primarily geared towards choreography and fusion of these built-in models that are trained on different corpora with label sets.

The output of deep learning IE models are usually discrete categories and can be treated as a flat structured ontology. The problem of uniting different IE models can be regarded as merging multiple ontologies into a target ontology. Traditionally, ontology merging needs to find the semantic relationship between concepts of different ontologies [58–60]. Within the scope of the flat ontology of IE models, regardless of the hierarchical and heterogeneous structure, ontology merging is relatively straightforward. We define four atomic operations to cover most ontology merging situations in Fig. 4.

1. **filter**: pruning a set of classes or relations (defined as \( F \) in the graph) that are not related to the target ontology.
2. **mapping**: literally mapping the concept name of the original ontology to the target ontology.
3. **merging**: directly merging multiple ontologies with non-overlapping concepts.
4. **ensemble**: adopt

We have released a repository [gbuilder-endpoint-example](https://github.com/pkumod/gbuilder-endpoint-example) of a minimal implementation of custom model endpoint for guiding development.
model ensemble approaches to address the overlapping concepts (including classes or relations) in multiple ontologies.

Through the flexible combination of these noncommutative operations to form a merging plan, gBuilder is sufficient for most situations of ontology merging. The merging plan is described by flowline (that will be discussed in Section III-C) and constructed by some of the built-in operators. After completing the merging plan at the ontology level, gBuilder will follow this plan to transform and merge knowledge instances output from IE models in the KGC process.

Model Ensemble Tailored for IE Models. In order to deal with the redundancy of multiple models outputting the analogical class during ontology merging and improve the prediction performance by integrating numerous well-tuned models with different architectures and trained on the diverse corpus, gBuilder introduces model ensemble for the inference process.

1) Model ensemble applied in classification-based tasks. Model ensemble is intrinsically suitable for classification-based models like relation classification. Therefore, the basic method of model ensemble can be used to solve the integration of those classification-based IE models. There are also two built-in ensemble operators in the gBuilder, one is based on vanilla majority vote:

\[ \hat{y}_i = \text{mode}\{C_j(x_i) | j \in \mathbb{N}_+, j < m \}, \]

where \( m \) denotes the number of classifiers, \( C_j(\cdot) \) denotes the \( j \)-th classifier prediction label, \( \text{mode} \) is for counting the most frequent labels. The other is the score-based ensemble, which aims to gain the final predicted label by the weighted score sum among all classifiers for each label. The highest score label would be treated as the final results, and a threshold is introduced for filtering the unreliable prediction. The score-based ensemble is shown as:

\[
\hat{y}_i = \begin{cases} 
\arg \max_k \sum_{j=1}^m w_j p_{i,k}^j, & \text{if } \forall p_{i,k}^j > \delta \\
\text{reject otherwise}, & \end{cases}
\]

where \( w_j \) denotes the weight of the \( j \)-th classifier (this weight is specified by the user, by default it is \( 1/m \)). \( p_{i,k}^j \) denotes the score that the \( j \)-th classifier predicting the \( i \)-th sample into the \( k \)-th class, \( \delta \) is the threshold to accept the predicted label (by default it is 0.5), if all prediction score below this threshold, the corresponding sample will be ignored, e.g., in relation classification task it will be marked as no relation between entities.

2) Model ensemble applied in extraction-based tasks. The sequence tagging model is more diverse and complicated, and it is difficult to apply a unified score to measure the confidence coefficient of sequence tagging’s prediction. Recently, some researches [19] proposed sequence tagging-based model ensemble approaches based on encoder [61] or tag decoder [62]. However, these inner-model ensemble methods require specific model structures and are not easy to transfer across different domains, and it is over fine grain and incompatible with gBuilder, which is based on the well-tuned model pipeline. Therefore, based on our introduced CE extraction paradigm, we implement ensemble operators outside of models by merging and deduplicating extracted chunks directly and automatically. In this way, we can introduce multiple models in extraction-based tasks like NER, which improve the recall score as possible to minimize cascading errors for the overall knowledge extraction pipeline.

Inevitably, this manner would produce some exceptional cases such as redundant nested named entities. Those special cases are delivered to the post-processing, including knowledge graph quality control, entity disambiguation. Experimental results have shown that this manner does not harm the overall accuracy of knowledge instance extraction.

Built-in Operators. For the implementation of unifying different models, besides filter, mapping, merging and ensemble, we propose a series of built-in operators are preset in gBuilder, allowing users to build the flowline (Section III-C) conveniently. Appendix D in supplementary file demonstrates the functions, inputs, and outputs of the most of built-in operators in details. These built-in operators can be flexibly combined to implement the features required by KGC.

C. Flowline: Choreography of Operators

With the built-in models for extracting information and the built-in operators for unifying these models, the KGC pipeline can be described in an abstract form, called Flowline in gBuilder, a combination of IE workflow and data pipeline.

Definition 1 (Flowline). Flowline is a Directed Acyclic Graph (DAG) that abstracts KGC workflow in which (1) each vertex represents an IE model or an build-in operator. Note that each node is also called a task; (2) an edge defines the data flow between the two corresponding tasks; (3) there are a single entry vertex and a single exit vertex that correspond to the start and the end of a flowline, respectively.

Once the flowline is determined, the resource estimation of each node in the workflow will also be determined, and the system can schedule such a DAG to ensure the entire flowline to be completed as soon. We will propose a DAG-partition strategy to optimize optimizing flowline schedule in the cloud-computing environment in Section V.

Use Case of Designing a Flowline. To explain the flowline’s design clearly, we conducted a case study with the example of extracting knowledge instances in Fig. 2 and Fig. 5 shows the flowline we have designed for this purpose.
IV. TASK DISPATCHING

Handling a KGC project with multiple deep learning models requires large-scale heterogeneous computing resources (including CPUs and GPUs, etc.), and furthermore, providing such massive KGC services to numerous users poses a huge challenge to the computing resources. Therefore, gBuilder adopts cloud computing architecture and employs the auto-scaling feature to provide users with high-quality services. As a cloud distributed system, the scheduling of tasks will directly determine the scalability, Quality of Service (QoS), resource utilization, and the monetary cost of cloud procurement. This section focuses on task dispatching in gBuilder.

A. Micro-batch Distributed Cloud Computing

To minimize the impact of the data transmission delay between cloud VMs (virtual machines) on the time overhead of the overall flowline, a micro-batch-based data layout is designed to reduce the proportion of transmission time within the overall flowline and a task-oriented column-based data layout is employed to reduce the data size at intermediate computing nodes.

Data Layout. The data layout in gBuilder is defined as four levels, as shown in the Fig. 6.

- **Corpora** contains all documents of an entire project.
- **Task Column** is a set of data columns related to a single task, which only contains the required fields. We split the data into columns and then group/transmit the necessities for successor tasks to reduce the intermediate transmission data amount (e.g., a single entity_type_filter task only requires the input of entity_type and only the corresponding data column from precursor tasks would be transferred to this computing node).
- **Data slice** is an essential data transmission unit (i.e., micro-batch) between a task (i.e., a vertex) and its successor in the flowline. The size of the data slice is determined by the system environment. Within the data slice, data rows can be order-preserved. Data slices could be distributed to different tasks and asynchronously invoked to save data transfer time.
- **Batch** is identical to the concept of batch learning. By batching the data, the dedicated computing hardware (like GPU, TPU) can maximize the acceleration of matrix calculations to increase the speed of deep learning model inference or training.

B. Problem Formulation

1) Flowline Model: To model the whole processing time of a flowline (i.e., a DAG, see Definition), we introduce vertex weight \( w(v_i) \) and edge weight \( w(\overrightarrow{v_i v_j}) \) to represents the expected computation time of task \( t_i \) (corresponding to vertex \( v_i \)) and the micro-batch data transmission time from...
task $t_i$ to $t_j$. Note that we ignore edge weight between $v_i$ and $v_j$ (i.e., $w(v_i, v_j) = 0$) if the two tasks are executed at the same VM. We only consider the data transmission time among different VMs.

gBuilder online applies for requested cloud resources to execute a flowline job. Given a flowline DAG $G(V, E)$, we assume that there are $|V^m|$ IE model vertices and $|V^o|$ operator vertices in $G$ and each IE model vertex needs a GPU card and each operator vertex needs a CPU core. To better motivate our task scheduling, we first consider the following ideal case.

**Ideal Case.** Given a flowline DAG $G$ over corpora $D$, in the ideal case, we assume that we can apply for a powerful virtual machine (VM) with enough GPU cards ($\geq |V^m|$) and CPU cores ($\geq |V^o|$) and we do not care the monetary cost. As mentioned earlier, we adopt the micro-batch scheme (Section IV-A) and one data slice is a data transmission unit. Therefore, all the processing time can be evaluated as follows:

$$Time(G, D) = \frac{|D|}{|\text{slice}|} \cdot M(G)$$

where $|D|$ and $|\text{slice}|$ denote the data volume of the whole corpora $D$ and one data slice size, and $M(G)$ denotes makespan, which refers to the running time of processing a data slice through the entire DAG $G$. $M(G)$ is equal to the finish time (FT) of the exit vertex $t_{exit}$, where the finish time for any vertex $v_i$ in DAG $D$ as follows:

$$FT(v_i) = \begin{cases} w(v_i), & \text{if } v_i \text{ is the entry vertex in DAG } G. \\ w(v_i) + \max_{v_j \in N_i(v)} (FT(v_j) + w(v_i, v_j)), & \text{otherwise}. \end{cases}$$

where $N_i(v) = \{ v \in V : e_{i,v} \in E \}$ denotes the precursor vertices of $v$. Essentially, makespan is weight sum of all vertices and edges along the critical path in $G$. Note that all tasks are resident at one VM in the ideal case, thus, all edge weights are zero in $G$.

The longest weighted path in the DAG is critical, which determines the total runtime of the workflow.

**Partition-based DAG Scheduling.** Obviously, the above assumption is not practical. First, there may not be a powerful VM equipped with enough resources, such as GPU cards. Second, the price of one powerful VM with full-size capability is much higher than the total monetary cost of multiple VMs with low resources. We will discuss the pricing model in cloud service vendors later (Section IV-B2). Therefore, a desirable solution is to employ the DAG partition strategy to balance the performance and the total monetary cost.

**Definition 2 (Partition).** A partitioning of a given DAG flowline $G = (V, E)$ is an edge cut-based partition $\pi = \{G'_1, G'_2, ..., G'_k\}$, where each $G'_i(V_i, E_i)$ is a small DAG and $V_i \neq \emptyset$. $\bigcup_{i=1}^k V_i = V$ and $G_i \cap G_j = \emptyset$, $1 \leq i \neq j \leq k$.

Given a partition $\pi = \{G'_1, G'_2, ..., G'_k\}$ over a DAG flowline $G$, we apply for $k$ VMs and each one accommodates one sub-DAG $G'_1$. Due to the data transmission between different VMs, we should consider edge weights if the corresponding tasks are resident at different VMs. Formally, we have the following definition.

**Definition 3 (Partition-based Computation Graph).** Given a partition $\pi = \{G'_1, G'_2, ..., G'_k\}$ over a DAG flowline $G(V, E)$, the corresponding computation graph $G'(V', E')$ is defined as follows:

- $G'$ has the same vertex and edge sets with $G$;
- Each vertex $v'$ in $G'$ has the same vertex weight as the counterpart in $G$;
- Each edge weight $w(v'_i, v'_j)$ is defined as follows:

$$w(v'_i, v'_j) = \begin{cases} \sim 0, & \text{if } t_i \text{ and } t_j \text{ are in the same VM}. \\ \frac{\text{Data}_{ij}}{\beta_{i,j}} & \text{if } t_i \text{ and } t_j \text{ are in different VMs}. \end{cases}$$

where $\text{Data}_{ij}$ denotes the size of data slice transferred from $v_i$ to $v_j$, $\beta_{i,j}$ represents the bandwidth between two VMs and $\text{Data}_{ij}$ is the network latency;

Based on the partition-based computation graph $G'$, we can know the whole processing time:

$$Time(G', D) = \frac{|D|}{|\text{slice}|} \cdot M(G')$$

where $M(G')$ denotes the makespan of partition-based computation graph $G'$. Note that different partitioning over $G$ may lead to different $M(G')$. Therefore, we formally define our DAG-based partition problem.

**Definition 4 (DAG Partition).** The DAG partitioning problem is to find the optimal partition solution $\pi = \{G'_1, G'_2, ..., G'_k\}$ for DAG $G$, which should satisfies the qualification $\omega$ and minimize the objective function $J$, where

1) The qualification condition $\omega$ refers to the resource constraint, i.e., each VM $M_i$ has no less than $|V^m_i|$ available GPU cards and $|V^o_i|$ CPU cores, $i = 1, ..., k$, where $|V^m_i|$ and $|V^o_i|$ denote the number of IE models and operators in sub-DAG $G'_i$ that is resident at VM $M_i$;
2) The optimization objective is defined as:

$$arg\,\min_{\pi} J(G, \pi)$$
In the context of cloud computing, the optimization function \( J(G, \pi) \) should consider the total processing time (Definition 3) as well as the monetary cost. We will discuss the pricing model as follows.

2) Cloud Computing Pricing Model.: The pricing model determines the monetary cost of gBuilder as a cloud-based system, which would significantly impact task scheduling designing \([66]\). G4 instances\(^{6}\) in Amazon Elastic Compute Cloud (AWS EC2) is the industry’s most cost-effective GPU instance for machine learning inference and graphics-intensive applications among EC2 product family \([67]\), therefore we take g4dn (Nvidia GPU series) as an example to investigate the quotation of GPU cloud instances in the pay-as-you-go (on demand) pricing manner. We take the number of CPU cores and GPU cards as parameters and hypothesize that they are combined in a linear relation \([68]\), the price can be expressed as:

\[
\text{Price}_{\text{vm}}(\#\text{CPU}, \#\text{GPU}) = \theta_1 \times \#\text{CPU} + \theta_2 \times \#\text{GPU}
\]

(4)

where \#CPU and \#GPU denote the number of CPU cores and GPU cards, \(\theta_1\) and \(\theta_2\) are two fitting coefficients, which can be calculated easily by statisticizing the quotation list of cloud vendor and solving the linear system.

Easily-accessible statistical and experimental results of instance unit price estimation are shown in Table II. As can be seen, Eq. 3 has a minimal error rate (<5%) for most of the instances under the setting of \(\theta_1 = 0.0565\) and \(\theta_2 = 0.3\), where \(\theta_1\) and \(\theta_2\) can be regarded as the unit price of CPU and GPU in the AWS quotation, respectively, which also proves that CPU and GPU are the main factors affecting pricing in the cloud computing scenario.\(^{7}\) In a nutshell, the parameter estimated multiple linear regression and Eq. 4 can be used as the foundational element for controlling monetary costs when designing optimization objective.

3) Scheduling Objective: Let us recall our DAG partition problem (Definition 4) and we focus on the objective function \( J \) as follows. Given a partition \( \pi = \{G_1', G_2', ..., G_k'\} \) over Flowline \( G \), the corresponding partition-based computation graph is \( G' \). Obviously, the objective function \( J \) should consider both the computational cost \( \text{cost}_{\text{com}} \) (i.e., the total processing time) and the monetary cost \( \text{cost}_{\text{mon}} \) (i.e., cloud resource procurement). The \( \text{cost}_{\text{com}} \) is defined as the total processing time:

\[
\text{cost}_{\text{com}} = \text{Time}(G', D) = \frac{|D|}{|\text{slice}|} \cdot M(G'),
\]

and the total monetary cost for processing entire corpora can be denoted as:

\[
\text{cost}_{\text{mon}} = \sum_{i=1}^{k} \text{Price}(vm_i) \times \text{Time}(G', D) = \frac{|D|}{|\text{slice}|} \sum_{i=1}^{k} \text{Price}(vm_i) \cdot M(G')
\]

where \( \text{Price}(vm_i) \) is the purchasing cost of VM \( vm_i \) and \( \text{Time}(G', D) \) is the billing duration, which equals the total processing time of corpora.\(^{8}\)

Obviously, \( \frac{|D|}{|\text{slice}|} \) is fixed when finding the optimal partition. Thus, we can only consider the unit price for processing a data slice when defining the objective function. Furthermore, simultaneous optimizing both \( \text{cost}_{\text{com}} \) and \( \text{cost}_{\text{mon}} \) is a typical multiobjective optimization (MO) problem, and it is hard to find a Pareto-optimal solution. Motivated by multi-criteria workflow scheduling problem \([69]\), \([70]\), we use weighted aggregation to formulate the MO into a single objective problem by combining the computational cost and monetary cost:

\[
\text{minimize} \quad J(G, \pi) = \eta \text{cost}_{\text{com}} + (1 - \eta) \text{cost}_{\text{mon}} \quad (5)
\]

subject to \( \pi \in \Pi, 0 \leq \eta < 1 \),

where \( \eta \) is the preference factor that indicates the relative importance of the decision-making, and it depends on the decision maker’s trade-off between QoS and the monetary cost. Unfortunately, this optimization problem is NP-hard as given in the following theorem.

**Theorem 1.** Given a DAG \( G \) for a valid Flowline, finding the optimal graph partition to minimize Eq. 5 has no polynomial-time approximation algorithm with a finite approximation factor unless \( P = \text{NP} \).

C. Proposed Solution

Due to the hardness of finding the optimal DAG partition, considering IE computation features in KGC problem, we propose a heuristic algorithm for scheduling Flowline in a distributed cloud computing environment.

1) Algorithm Idea: Note that we do not intend to conquer the DAG partition problem in a general case in this paper. We first study IE computation features in KGC problem and we propose our solution based on the prior knowledge. Considering the pricing model, we can use Eq. 4 to estimate the monetary cost of cloud procurement and resource utilization for gBuilder’s distributed computing workers. In most cases, the range of CPU-GPU ratio required by the gBuilder worker

---

6https://aws.amazon.com/ec2/instance-types/g4/

7We also investigated more pricing schemes from cloud vendors such as azure, Tencent, aliyun, etc., which are all in accord with the same strategy.

8Delay of cloud instance acquisition and termination is ignored because this delay is negligible compared with the total KGC process.

9This theorem can be easily proved by reducing to Minimum Makespan Scheduling problem, and the detailed proof is given in the Appendix.
is typically from 2 to 6 (e.g., an IE model with 1 filter, 1 mapper, 1 ensemble operator, 1 data integration operator, 1 constructor operator). It supports us to choose an instance type with a CPU-GPU ratio as close to the requirements of gBuilder as possible. Cloud vendors tend to bundle rich additional resources in order to drive users to choose a high-end instance with multiple GPU cards, which will result in low resource utilization in our application scenarios. For example, if we purchase VMs in Table III for gBuilder, the g4dn.metal instance would cause 34.66% to 57.77% of monetary waste. Therefore, with the vast resource utilization deviation, we prefer to purchase the basic instance type with a single GPU and an appropriate number of CPU cores like g4dn.xlarge and g4dn.2xlarge to avoid superfluous CPU resources cost. Other prerequisites that should be considered when developing the scheduler include:

1) Workloads that serve deep learning-based IE models consume most of the time slot in the pipeline.

2) The latency of network communication between cloud instances is non-negligible and heavily affects micro-batch processing execution efficiency. Conversely, the inner-instance communication can be negligible.

3) Empirically, An GPU-heavily deep learning IE model usually succeeds a series of lightweight operators (such as filters, mappers, etc.) for postprocessing. These operators are mainly consuming CPU resources.

4) A GPU cloud server always provides superfluous computing capacity such as redundant CPU cores, etc.

5) A deep learning-based IE model could be regarded as exclusively occupying all of the single GPU resources but only occupying 1 CPU core of the capacity for data loader.

6) Resource demand of "lightweight" operators can be regarded as 1 CPU core.

2) Heuristic Algorithm: Building on the above ideas, we can propose a heuristic algorithm to optimize the objective in Equ. 5 and solve the hardness problem of flowline scheduling. To this end, we design a two-step algorithm: first, ensure the compounded tasks should not be separated as the unpartitionable "compound" is denoted as $P_i$. The unpartitionable "compound" is denoted as $P_i$.

Step 1. The Compounding Phase. Motivated by intuitive assumption 1, we construct a compounding algorithm based on bundling the GPU-intensive task and its subsequence CPU-only tasks. These subpopulations are self-contained and should be clustered; delimiting boundaries within those compounded tasks would only bring extra communication cost without any profit. We summarize the GPU-task (i.e., the IE models) guided compounding in Algorithm 1.

Step 2. Cloud Resources Pre-allocation. To determine the procurement plan of cloud resources and allocate the tasks to the cloud instances, we dig into pricing strategy of the cloud vendor and set up a simple polynomial function between the minimum makespan of KGC process and the procurement pricing of cloud resources:

$$y = g(x) = a + b(x - c)^{-1}, (a, b, c > 0) \tag{6}$$

where $a, b$, and $c$ are the coefficients to fit which are dependent on the pricing strategy of cloud vendors, $x$ denotes the planned unit price of a task, $y$ denotes the estimated minimum makespan of the task according to the planned expenditure.\footnote{Due to space limitations, the detail derivation is attached in the Appendix}

Substituting the hypothesis polynomial function relationship between planned unit price and minimum makespan into the objective function, it can be rewritten as:

$$J = \eta g(x) + (1 - \eta) x \cdot g(x),$$

it is a convex function with a global minimum at $x_0 = \sqrt{\frac{2}{1 - \eta}} + c$, which means the approximate optimal solution of $J$ can be obtained if a combination of cloud instances whose summation of unit price is close to $x_0$ is purchased. This is a classic unbounded knapsack problem that can be solved in various manners (e.g., dynamic programming. Furthermore, it is easy to find a brute-force solution because of the small scale of combinations in this scenario). Note that if there are multiple procurement plans for the same price, it is preferable to choose a combination of high-end instances than multiple divided low-end instances if possible, and the coefficients can be calculated by a few observations by warm up\footnote{In warm-up period, tasks would be executed serially in topological order for processing a few data in a basic cloud instance, the makespan of tasks can be measured.} and simple regression analysis methods like non-linear least squares can be employed. For example, assuming the user expect a balance $\eta = 0.5$, and deploy a Flowline (as Fig. 9) in qCloud (with setting of $a = 4.17$, $b = 5.15$ and $c = 23.96$), the expected price of optimal scheduling should close to $\sqrt{\frac{2}{1 - 0.5}} + c = 25.08$, which means the purchasing plan with most close price should be applied.

With the purchased cloud instances $VM$, it must satisfy the constraints of Definition 4 and the resource requirement can be satisfied. For convenience, we denote the number of $VM$ as $k = |VM|$, and the CPU and GPU capacity of the $i$-th VM are denoted as $CPU_i$ and $GPU_i$, respectively. The list of $VM$ is sorted by their GPU capacity in descending order.

Step 3. Greedy Graph Partition. Motivated by Assumption 2, we construct a greedy graph partition strategy for minimizing

\begin{algorithm}[h]
\caption{GPU Task-Guided Compounding}
\begin{algorithmic}[1]
\State $P \leftarrow \emptyset$
\For {$t_i \in \{t | t \in V^m\}$}
\State $P_i = \{t_i\}$
\EndFor
\Repeat
\For {$t' \in N_{\text{out}}(P)$}
\If {$t' \in V^m \text{ and } N_{\text{in}}(t') \subseteq P$}
\State $P_i.\text{join}(t')$
\EndIf
\EndFor
\Until {visited all successors of nodes $t'$ in $P_i$ in $G$;}
\end{algorithmic}
\end{algorithm}
the overall cost in Equ. [5]. This phase is towards the com-
rounded clusters and the emissive orphaned nodes that weren’t
assigned into any cluster in the previous steps. Those orphaned
nodes mainly include: (1) the node of an aggregation-type
task demands multiple data flows produced by different GPU-

intensive tasks. (2) the tasks that must be isolated due to
exhaustion of computing resources of the corresponding GPU
cloud server.

For each vertex (including orphaned tasks and GPU task-
guided compounded clusters) in the flowline, we use objective
\[
\text{arg max}\{G_i' \cap N(v')\}\]
to maximize the number of neighbor nodes of vertex \(v'\)
greedily, which can maximize the number of inner-partition
edges and minimize the number of inter-partition edges as
Equ. [2] The proposed greedy graph partitioning algorithm is
summarized in Algorithm 2.

Algorithm 2: Greedy Graph Partitioning

\begin{algorithm}
\caption{Greedy Graph Partitioning}
\begin{algorithmic}[1]
\State \textbf{Input}: Flowline \(G = (V, E)\),
\text{Compounded tasks set} \(P = \{P_1, P_2, ..., P_{V^m}\}\)
\State \textbf{Output}: Partition strategy \(\pi = \{G_1', G_2', ..., G_k'\}\)
\State \(G_i'\leftarrow\emptyset\) \hfill // initialize partitions
\For{\(v' \in P\)}
\State \(\text{indices} \leftarrow \text{argsort}\{G_i' \cap N(v')\}\)
\For{n of indices} \hfill // do \(G_i'\) \hfill // do \(P\)
\If{\(G_{i'} \cap V^m + |v' \cap V^m| \leq \text{CPU}_i - \text{GPU}_i\)}
\State \(G_i, \text{joint}(v')\)
\EndIf
\EndFor
\EndFor
\For{\(v' \in V^o \text{ and } v' \notin P\)}
\State \(\text{indices} \leftarrow \text{argsort}\{G_i' \cap N(v')\}\)
\For{n of indices} \hfill // do \(G_i'\) \hfill // do \(P\)
\If{\(G_{i'} \cap V^m + |v' \cap V^m| \leq \text{CPU}_i - \text{GPU}_i\)}
\State \(G_i, \text{joint}(v')\)
\EndIf
\EndFor
\EndFor
\end{algorithmic}
\end{algorithm}

With the determined \(k\) size of partitions and the VMs, the
computing subgraph \(G_i'\) can be assigned to the corresponding
VM\(_i\).

Corner Case. Suppose a CPU-only flowline (e.g., the flowline
is composed of operators without any deep learning model).
It would skip the compounding phase. The scheduler would
remain this flowline integral and purchase one VM with
adequate CPUs.

Time Complexity. Algorithm 1 can substantially reduce the
search space for the subsequent graph partition phase. Its
complexity mainly depends on the number of GPU-intensive
\(|V^m|\) and the average out-degree \(N_{out}(V^m)\), denoted as
\(O((|V^m|^2)N_{out}(V^m))\). In Algorithm 2, the argsort
procedure can be regarded as \(O(k \log k)\), and the overall complexity of
Algorithm 2 is \(O(|V|k^2 \log k)\).

V. EXPERIMENT

A. End-to-end KGC Performance Evaluation

1) Experimental Setup: To examine the feasibility of serv-
ing and ensembling multiple IE models within the gBuilder
framework, we conduct experiments on various NLP tasks and
benchmark datasets. These experiments evaluate the effective-
ness of individual IE models as well as the overall performance
of the KGC pipeline in gBuilder.

Evaluation Criteria. We use Precision (P), Recall (R), and
F1 score (F) to evaluate the performance of overall triple
extraction. In KGC scenario, a triple is regarded as “correct”
only if its entities, relation, and attribute are all exactly
matched to gold standard [71].

Benchmark Datasets. We conduct experiments on four
benchmark datasets in multi-language, which are all com-
monly used in IE research. We give a brief introduction for
each dataset:

- **NYT** [72] dataset is a public IE benchmark in English.
  It consists of about 1M samples from New York Times
  articles with 24 kinds of relations. For fair comparison, we
  follow the setting from [73], with selected 56,195 samples
  for training, and 5,000 samples for validation and test,
  respectively.
- **WebNLG** [74] is a dataset for Natural Language Generation
  task and adapted for evaluating triple extraction tasks. It
  contains 5,019 samples for training, 500 and 703 samples
  for validation and testing, respectively.
- **TACRED** [75] is a large-scale relation extraction dataset
  in English, constructed by text from newswire and web
  collections. It has 41 types of relations and contains 68,124
  training examples and 15,509 test examples.
- **DUIE 2.0** [76] is an industrial-scale Chinese IE benchmark
dataset in the general field, containing more than 11,000
training data and abundant annotation. We flatten the multi-
ple slots schema, and only the primary object slot is regarded
as the golden standard.

Models. We design 10 flowlines including joint and pipeline
extraction models and then conduct KGC experiments upon
them to verify the KGC performance of our system. All the IE
models in flowlines are finetuned in the target dataset for a fair
comparison. The details of the flowline design are described
below:

1) Joint Models: We employ recent-years SOTA IE model
CasRel [71] as strong baselines, which can demonstrate the
ability of our system to organize the jointly IE models.

2) Large Language Models: We introduce the recent popular
few-shot LLM extractor as a fashion baseline. Specifically,
we use 10 demonstration samples with prompting template
like [77] and access the ChatGPT API to get response.

3) Pipeline Models: The pipeline models mainly consist of
two stages, NER and RE, and each stage can integrate multiple
models. We use the NER(·) and RE(·) notation to identify the
task of the corresponding model. Simple operators such as
filters, mappers, and integrators in the flowline are omitted.
The conducted pipeline models are as follows:

- **(M1):** NER(BERT\text{base}) + RE(BERT\text{base})
- **(M2):** NER(BERT\text{large}) + RE(BERT\text{large})
- **(M3):** NER(RoBERTa) + RE(RoBERTa)
- **(M4):** NER(BERT\text{large}) + RE(MTB)
- **(M5):** NER(LSTM-CRF) + RE(BiGRU-Att)
- **(M6):** NER(FLAT) + RE(BERT\text{wum-ext})
- **(M7):** NER(FastNER\text{large} + FLAT) + RE(BERT\text{wum-ext})
- **(M8):** NER(LSTM-CRF + BERT\text{base}) + RE(BERT\text{base})

The combination of these baselines can be used to validate
gBuilder’s support for PLMs (M6, M7), multilingual (M6, M7),
different model architectures \((M4, M5)\) and parameter-scale \((M5)\), respectively. The detail of models is listed in Appendix C of supplementary file. All the baseline models, LLMs and pipelines described above can be expressed and organized in gBuilder Flowline and compared fairly. By comparing the compositions of these models, the KGC performance of gBuilder can be comprehensively evaluated.

2) Experimental Result: The experimental results are shown in Table III. Overall, we can observe that all introduced models and flowlines organized by gBuilder (including CasRel and ChatGPT) get effective results on the 4 benchmark datasets, proving the capacity of gBuilder in organizing IE models for KGC, and validating the feasibility of our designed model normalization approach, model uniting and ontology merging methods.

Comparing pipeline models, combinations with PLM-based IE models \((M1-M3)\) outperform combinations of traditional models \((M5)\). More advanced PLMs \((M3, M6, M7)\) outperform base PLMs \((M1, M8)\). This aligns with related NLP research [78]. Language-specific models \((M6, M7)\) significantly outperform others on corresponding language datasets, showing linguistics and language characteristics improve IE models [79]. (M7), adding FastNER\(_{\text{large}}\), improves F1 by 3.4% and recall by 4.3% over \((M6)\), showing ensemble models improve KGC pipelines. (M8), adding LSTM-CRF NER, improves average recall by 3.05% over \((M1)\), showing additional lightweight models improve large model recall. The above experimental results on extraction performance evaluation demonstrate the capability of gBuilder in organizing IE models for KGC, and provide insight into the design of the KGC Flowline under different circumstances.

In summary, the evaluation on the benchmark datasets demonstrates the feasibility of gBuilder in organizing the IE model pipeline and implementing the KGC capability. Regardless of the model’s parameter scale, model architecture, language, or even using third-party APIs to implement extractors, the design and execution of KGC processes can be implemented in gBuilder to make best use of the advantages and bypass the disadvantages of various models.

### B. KGC Pipeline Scheduling Evaluation

1) Experimental Setup: To verify the performance of the proposed scheduler, we organized experiments on real-world flowlines. For evaluating the scheduling performance in the actual production environment, we collected 5 representative KGC Flowlines from beta test users and ourselves, which contains a different number of models and operators. To facilitate the measurement, we use qCloud’s GN10Xp series as the optional instances for the experiments. To obtain the effect of our scheduling algorithm under diversified scenarios, the \(\eta\) is adjustable and we try to explore as many available optimal solutions as possible. We can observe the trade-off between makespan and monetary cost in such setting. A subset of NYT datasets is adopted as the material to be processed by random sampling of 8,000 sentences, and 200 sentences for warming up the scheduler, and employed several built-in fine-tuned models for IE (the accuracy of the IE model is not needed to consider in this evaluation). For convenience, the acquisition and termination delay of cloud instances are ignored.

**Baseline Algorithms.** We compare our scheduling algorithm with several baseline algorithms that target the multi-objective optimization problem [80]–[82], including:

- **MOHEFT** [83] developed from the famous list-based scheduling approach HEFT (Heterogeneous Earliest Finish Time), extending HEFT to address the MO problem. It is employed to optimize makespan and economic cost in cloud computing [81], and provide users with a set of optimal solutions for selecting the one that most satisfies users’ requirements.

- **SPEA2** [84] (Strength Pareto Evolutionary Algorithm) is an evolutionary algorithm that uses tournament selection to select the new population for the solution with the highest strength value. SPEA2 is often applied to explore the Pareto front for MO problems, e.g., to schedule workflow with trading-off execution time and execution price [85].

- **OMOPSO** [86] is a multi-objective Particle Swarm Optimization (PSO) algorithm to simulate the particle swarm flying through the hyper-dimensional search space to explore optimal solutions. It also can be utilized to plan the MO scheduling that considers the cost and job execution time [87].

---

### TABLE III

**Detail results of triple extraction on various benchmark datasets. † Marks the results reported by the original paper.**

| Models   | NYT     | P  | R  | F  | WebNLG | P  | R  | F  | TACRED | P  | R  | F  | DUIE2.0 | P  | R  | F  |
|----------|---------|----|----|----|--------|----|----|----|--------|----|----|----|---------|----|----|----|
| CasRel   | 89.7†   | 89.5† | 89.6† | 93.4† | 90.1† | 91.8† | -  | -  | -    | 80.5 | 75.0 | 77.7 |         |    |    |    |
| ChatGPT  | 63.2    | 60.5 | 61.8 | 65.5 | 60.8  | 63.1  | 42.6| 50.3| 46.1 | 50.2 | 57.6 | 53.6 |         |    |    |    |
| (M1)     | 69.2    | 65.4 | 67.2 | 72.3 | 72.1  | 72.2  | 59.3| 61.6| 60.4 | 68.1 | 66.8 | 67.4 |         |    |    |    |
| (M2)     | 69.9    | 68.6 | 69.2 | 74.0 | 73.8  | 73.9  | 62.3| 61.5| 61.9 | 69.3 | 68.9 | 69.1 |         |    |    |    |
| (M3)     | 73.7    | 74.3 | 74.0 | 76.1 | 76.3  | 76.2  | 63.8| 63.6| 63.7 | 69.9† | 70.2† | 70.0† |         |    |    |    |
| (M4)     | 71.6    | 73.4 | 72.5 | 74.6 | 74.2  | 74.4  | 63.2| 61.7| 62.4 | 69.5 | 69.1 | 69.3 |         |    |    |    |
| (M5)     | 60.4    | 49.2 | 54.2 | 65.2 | 61.6  | 63.3  | 58.9| 57.5| 58.2 | 49.8 | 55.1 | 52.3 |         |    |    |    |
| (M6)     | -       | -   | -   | -   | -     | -     | -   | -   | -    | 71.3 | 70.6 | 70.9 |         |    |    |    |
| (M7)     | -       | -   | -   | -   | -     | -     | -   | -   | -    | 73.7 | 74.9 | 74.3 |         |    |    |    |
| (M8)     | 68.9    | 69.1 | 69.0 | 72.5 | 74.0  | 73.2  | 60.1| 67.7| 63.7 | 66.5 | 67.3 | 66.9 |         |    |    |    |

\(\text{†} \) marks the results reported by the original paper.
Fig. 7. Monetary cost and makespan trade-offs experiments on real-world flowlines. The dash in the lower left corner of each figure represents the Pareto Front of the corresponding scheduling algorithm. \( x_m \) and \( x_o \) indicates the number of tasks \( |V^m| \) and \( |V^o| \) of the corresponding flowline. (a) 3m6o. (b) 3m11o. (c) 4m8o. (d) 6m18o. (e) 6m29o.

All these algorithms are implemented from open source projects \(^{12}\) and \(^{13}\) and we adapt and modify those MO algorithms for scheduling. Multiple solutions generated by these baseline MO algorithms are also kept for comparison, and invalid scheduling plans (e.g., unable to meet resource requirements or the economic cost is too much higher than ours) are rejected before execution. The parameters of the algorithms keep the same as the previous works \(^{81}\), \(^{82}\).

2) Experimental Results: Fig. 7 shows the results of scheduling experiments. Apparently, the results produced by our scheduling algorithm are significantly superior to others. Our scheduling results are leading the front of the MO optimization trade-off (closer to the lower-left corner in each subfigure) compared with the baselines. That is, our algorithm for scheduling flowline can make a better solution in various scenarios that trade-off monetary cost with runtime for KGC.

The scatters tend to form multiple clusters when the number of tasks is small because different algorithms would produce the same scheduling combinations in the case of fewer tasks, resulting in close makespan and procurement costs. This trend disappears when the flowline includes more tasks because larger VM clusters would introduce more randomness and perturbations such as network fluctuations. Another trend is that our algorithm constructs a much smaller number of optional combinations than other algorithms. It benefits the GPU tasks guided compounding in Algorithm\(^1\) which reduces the search space for MO optimization. In addition, we have marked the Pareto Front of each scheduler with a dash in Fig. 7, which represents the set of Pareto efficient solutions, and it can be clearly observed that the Pareto Front of our algorithm tends to outperform other MO schedulers.

These scheduling experiments demonstrate that our proposed scheduling algorithm can effectively schedule tasks in KGC (including IE models and operators, etc.) and outperforms the benchmark algorithms like MOHEFT, SPEA2, and OMOPSO in the scenario of KGC with multiple deep learning models by taking advantage of priori knowledge of KGC.

3) Scaling Up: Once warmup is complete, the parameters and resource allocation are properly configured. In a distributed batch processing system like gBuilder, the following throughput would be stabilized. Therefore, the time cost of continuous KGC in gBuilder scales nearly linearly with the data size, which is self-evident without further experiments.

VI. CONCLUSION

This paper presents gBuilder, a high usability and scalability KGC system for extracting structured knowledge instances from the unstructured corpus by organizing multiple operators and IE models. Compared with existing KGC systems and distributed computing systems, gBuilder combines their strengths, enabling flexible large-scale KGC through greedy graph partitioning scheduling algorithms over the proposed concept of flowline, which is an abstract of IE workflow and data pipeline. Comprehensive end-to-end knowledge extraction and scheduling experiments demonstrate the usability and scalability of our proposed system. An extensive beta test\(^1^4\) and user feedback also show the usefulness of our system in KGC applications.
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APPENDIX A
SYSTEM ARCHITECTURE

gBuilder is proposed to construct KGs from large-scale unstructured text. It is modularity developed following the microservices architecture and supports concurrent KGC for multiple projects and multi-users. Furthermore, gBuilder deploys in multi-cloud environments to scale-up computing resources at cloud providers to dynamically meet the requirements of large-scale KGC. This section introduces the architecture of gBuilder functionally.

![Diagram of gBuilder architecture](image)

As Fig. 8 shows, gBuilder is composed of four main modules.

- **Project Management** module is the core component of gBuilder. It controls the entire KBC process, including Flowline-related features (design, storage, verify), user authentication, logging collector, etc. This module also schedules other modules through inter-services communication and manages the KGC workflow from import of schema to generation of DAG execution plan.

- **Data Management** module manages the corpora of the project, including unstructured corpus for inference and labeled data for training. This module is the data source of KGC. It will divide the data by column or row according to the needs of the task center and push the data slice to the specified service.

- **Model Hub** manages all deep learning models in gBuilder, including built-in models and custom models. When a task calls for a well-tuned IE model, the model hub will transfer the skeleton and weights of a model to the corresponding worker node and instantiate it on the worker server. In addition, the model hub also controls the training process of custom models, including applying computing resources, controlling hyperparameters tuning, etc. We also provide an interface to accept user-custom model endpoints to contain users’ self-server models or algorithms in Model Hub and insert them into the KGC flowline.

- **Task Center** controls the scheduling of tasks. This module will further divide the DAG execution plan obtained from the project management module and find out the parallel and serial relation in the DAG. The isolative sequence of tasks that can be executed independently will be integrated into one job. Then the task center will apply and assign computing resources on demand for each job. The operator and task-related data corresponding to the job will be instantiated on the terminal node. Besides, the task center also collects generated loggings, and monitors the execution status of each node and the transmission of data.

Besides the four main modules of the core service, **Worker Server** is also an essential part of gBuilder. It is the service that instantiates on the terminal computing node, executes the job according to the schedule from the task center, instantiates the IE model transmitted from the Model Hub, obtains input data from the predecessor tasks, and preprocesses output data for the successor tasks.

APPENDIX B
USER INTERFACES

We present partial screenshots from gBuilder in Figure 9.

![User interface screenshots](image)

APPENDIX C
BUILT-IN MODELS

gBuilder provides a “matrix” of built-in models (like Fig. 10) with different model structures (as in Table V) and pre-trained in different datasets (as in Table V).
Part of the built-in IE models. † indicates the model is implemented from the original paper author. ‡ indicates the model is implemented from the open-source project. * indicates the model is implemented by ourselves.

| Type | id | Model       | Source |
|------|----|-------------|--------|
| NER  | 1  | FastNER_{base} | [89]†‡ |
|      | 2  | FastNER_{large} | [89]†‡ |
|      | 3  | LSTM-CRF     |        |
|      | 4  | BERT_{base}  | ‡      |
|      | 5  | BERT_{large} | ‡      |
|      | 6  | RoBERTa      | ‡      |
|      | 7  | Electra_{base} | *   |
|      | 8  | Electra_{large} | *   |
|      | 9  | FLAT         | [90]†‡ |
| RE   | 10 | BiGRU-Att    |        |
|      | 11 | BiLSTM-Att   |        |
|      | 12 | BiRNN-Att    |        |
|      | 13 | BERT_{base}  | ‡      |
|      | 14 | BERT_{large} | ‡      |
|      | 15 | RoBERTa      | ‡      |
|      | 16 | MTB          | [91]†‡ |
|      | 17 | BERT_{wwm-ext} | [92]†‡ |
| JE   | 18 | CasRel_{BERT} | [71]†‡ |
|      | 19 | TPLinker_{BERT} | [93]†‡ |

Part of employed datasets for well-tuning built-in models. ✓ indicates the dataset has annotation for the corresponding task.

| id | Dataset    | Language | Annotation |
|----|------------|----------|------------|
|    |            |          | NER | RE | SPO |
| 1  | NYT [72]   | English  | ✓   | ✓  | ✓  |
| 2  | WebNLG [74] | English  | ✓   | ✓  | ✓  |
| 3  | TACRED [75] | English  | ✓   | ✓  | ✓  |
| 4  | CONLL [94] | English  | ✓   | ✓  | ✓  |
| 5  | DUIE2.0 [76] | Chinese | ✓   | ✓  | ✓  |
| 6  | IPRE [95]  | Chinese  | ✓   | ✓  | ✓  |
| 7  | Resume [96] | Chinese  | ✓   | ✓  | ✓  |

Fig. 10. The “matrix” of built-in models, consists of the built-in models (columns) and the datasets (rows). The colored grid represents that the model has been trained and well-tuned on the corresponding dataset.

Appendix D

Built-in Operators

gBuilder provides numerous necessary built-in operators for KGC. The most commonly used built-in operators and their descriptions are listed in Table VI.
| Operator Name | Description | Input | Output | Configurable | Programmable |
|--------------|-------------|-------|--------|--------------|--------------|
| Filter       |             |       |        |              |              |
| Entity Type Filter | Filter the entities according to configured entity type | entity, entity type | & | ✓ |              |
| Relation Filter | Filter the relations according to configured relation list | relation category | & | ✓ |              |
| Score Filter | Filter the entities or relations according to score located in meta info and configured threshold | entity, relation category, meta score | & | ✓ |              |
| Schema Filter | Filter the entities, relations and entity pairs according to designed schema | * | & | ✓ |              |
| Custom Filter | Filter based on user-programmed lambda function | * | & | ✓ |              |
| Mapper       |             |       |        |              |              |
| Entity Type Mapper | Map the entity type according to the configured mapping | Class(entity type) | & | ✓ |              |
| Relation Mapper | Map the relation according to the configured mapping | Relation(relation category) | & | ✓ |              |
| Custom Mapper | Map the entity type or relation based on user-programmed lambda function | * | & | ✓ |              |
| Integrator   |             |       |        |              |              |
| Category Ensemble (Vote) | Model ensemble for multiple classification-based models based on majority vote | relation category | & |              |              |
| Category Ensemble (Score) | Model ensemble for multiple classification-based models based on weighted score sum | relation category, meta score | & | ✓ |              |
| Chunk Ensemble | Integrate chunks like entities obtained from the multiple extraction-based models | entity, entity type | & |              |              |
| Data Integrator | Integrate (merge) output data from different operators | * | & |              |              |
| Constructor  |             |       |        |              |              |
| Entity Pair Constructor | Construct the given entities into entity pairs via permutation | entity | entity pair |              |              |
| Triple Constructor | Construct the given entity pairs and the corresponding relations into triple set | entity pair, relation category | triple |              |              |
| Controller   |             |       |        |              |              |
| Start        | Denote the entrance of the flowline | / | sample |              |              |
| End          | Denote the outlet of the flowline | * | / |              |              |
| IE Models    |             |       |        |              |              |
| NER          | Extract the entities and the corresponding entity types from the samples | sample | entity, entity type |              |              |
| RE           | Classify the relations of entity pairs according to given samples and entity pairs | sample, entity pair | relation category |              |              |
| JE           | Extract entities and simultaneously determine the relationship between entities from given samples | sample | entity pair, relation category |              |              |
| AE           | Extract the attributes and attribute values of the specified entity from given samples | sample, entity | attribute, attribute value |              |              |
APPENDIX E
EXAMPLE PROMPTS

In Table VII and Table VIII we list some prompts used for extracting named entities and relations. These prompts have been tested in ChatGPT and perform well.

TABLE VII
PROMPT FOR EXTRACTING NAMED ENTITIES GUIDED BY GIVE DEMONSTRATION SAMPLES, DESIGNED FOR CONLL-2003 DATASET

Prompting

Task Description:
You are a highly intelligent and accurate news domain named-entity recognition (NER) system. You take passage as input and your task is to recognize and extract specific types of named entities in that given passage and classify into a set of following predefined entity types: [person (PER), location (LOC), organization (ORG), miscellaneous entity (MISC)].

Your output format must be in json form of: ["span": span, "type": type, ...

Demonstrations:
{"Input": "EU rejects German call to boycott British lamb.", "Output": ["span": ["EU"], "type": ["ORG"]]

Instruction:
Following the demonstrations and task description, extract entities and recognize their types, format your output in json strictly.

Input:
The European Commission said on Thursday it disagreed with German advice to consumers to shun British lamb until scientists determine whether mad cow disease can be transmitted to sheep.

TABLE VIII
PROMPT FOR CLASSIFYING RELATIONSHIP GUIDED BY GIVE DEMONSTRATION SAMPLES, DESIGNED FOR TACRED DATASET

Prompting

Task Description:
Given a sentence, and two entities within the sentence, classify the relationship between the two entities based on the provided sentence. If no relation of interest exists, strictly return "no_relation". All possible relationships and explanations are listed below:
- per:age : the age of {e1} is {e2}
- per:parent : {e1}'s parent is {e2}
- per:spouse : {e1}'s spouse is {e2}
- per:siblings : {e1} is the sibling of {e2}
- per:children : {e1}'s children is {e2}
- per:nationality: {e1}'s nationality is {e2}

... (Listing all the verbalized relations in TACRED dataset)
- no_relation : {e1} has no known relations to {e2}

Demonstrations:
{"Sentence": "Boris Collardi, chief executive of Baer, said the deal would strengthen its ties to central and eastern Europe.,” e1": "Baur", e2": "Boris Collardi" } Output: "org:top_members"

... (Some of selected representative samples in Re-TACRED dataset)

Instruction:
Following the demonstrations and task description, output the classified relationship according to input sentence and entities.

Input:
{"Sentence": "Chavez was also due to meet Sergei Chemezov, who oversees Russian arms export monopoly Rosoboronexport, a Kremlin source said Tuesday.,” e1": "Rosoboronexport", e2": "Sergei Chemezov"}

APPENDIX F
HARDNESS ANALYSIS

We provide a simple proof for the hardness of Theorem 1.1
Proof. Considering with a special case with η = 1, which means only the cost_com would be considered. In this case, the DAG partitioning problem equals the Minimum Makespan Scheduling problem [97] with |V| jobs and k machines, which has been proven that the Minimum Makespan Scheduling problem has no polynomial-time approximation algorithm with a finite approximation factor unless P = NP if k > 1 [98]. Therefore, the theorem holds.

APPENDIX G
BUDGET-BASED MINIMUM MAKESPAN ESTIMATION

For convenience, we employ $P(G)$ to denote the unit monetary cost for purchasing VMs with enough capacity to contain the flowline $G$, as $\sum_{i=k}^{\infty} \text{Price}(v_m_i)$ in Eq. 4 in the reality cloud market. Since price is related to the infrastructure cost of cloud vendors (including hardware, electricity, etc.), which are mediate related to the computing power (e.g., FLOPS) and affect the length of makespan, we hypothetically define a function $M(G) = g(P(G))$ to model the relation between price and makespan. For convenience, we denote it as $y = g(x)$, the function $g$ satisfies the follow properties:
- Domain of $g$ is $x > 0$ and range of $g$ is $y > 0$;
- $\lim_{x\to+\infty} g(x) = a$, where $a$ is a constant. With a given $G$, suppose ideally that we can purchase a powerful enough VM that meets the resources constraint with monolithic-machine performance, and all the tasks (including IE models and operators) can run on this VM asynchronously and concurrently. Under this condition, the scheduling achieves the optimal performance $\text{cost}_{\text{com}} \propto M(G)$, the makespan $M(G)$ is equivalent to the critical path of weighted DAG $G$ and is impossible to make a shorter $M(G)$ even with unlimited pricing.
- $\lim_{x\to0^+} g(x) = +\infty$. Suppose we don’t want to spend much money on purchasing VMs, the procurement plan will tend to purchase multiple small-capacity VMs, which will also cause the flowline to be partitioned excessively, resulting in huge communication overhead. In the extreme case, our procurement fund is not enough to meet the resource requirement of the execution of the flowline, which will lead to an infinite makespan $M(G)$.

$g(x_1) \geq g(x_2), x_1 < x_2$. According to common sense, large $P(G)$ would purchase more computing power and reducing makespan $M(G)$ naturally, as $(x_1, y_1)$ and $(x_1, y_1)$ in Fig. G (a). However, in distributed computing scenarios, we should also consider the situation after partitioning. Assuming makespan $M(G)$ only depends on CPU and GPU resources: execution of flowline $G$ requires $A$ CPUs and $B$ GPUs. With partitioning $G$ into 2 clusters, suppose one of the sub-clusters requires $a$ CPUs and $b$ GPUs, according to Eq. 4 $\text{Price}(A, B) = \text{Price}(a, b) + \text{Price}(A - a, B - b)$.

Nevertheless, we generally purchase VMs with sufficient GPUs but superfluous CPUs: $\text{Price}(A, B) \leq \text{Price}(a, b) + \text{Price}(C, B - b)$, where $a \leq a$ and $C \leq A - a$, and it is equivalent to

$$P(G) \leq P(G')$$

(7)

For the partitioned $G$, there are generally $M(G) \leq M(G')$, and the increment is mainly due to the increased communication across VMs. This status is described as $(x_1, y_1)$ and $(x_2, y_2)$ in Fig. G (a).
Fig. 11. (a) The hypothetical dominant function between $P(G)$ to $M(G)$. (b) The visual scatterplot of Table X and the boundary curve of Equ. 8 under the fitted coefficients ($a = 4.17$, $b = 5.15$, $c = 23.96$).

We define a simple polynomial function

$$y = a + bx^{-1}, \ (a, b, c > 0)$$

(8)

to model $g$ as Fig. G which describes the front of $P(G)$ and $M(G)$. For testing this model in the real-world data, we conduct a verification experiment on qCloud (Tencent Cloud\textsuperscript{15}), which is an IaaS cloud computing platform. The configuration and price (pay-as-you-go billing model) of GPU instance of qCloud’s GN10Xp series\textsuperscript{16} are listed in Table IX.

| Instance | GPU num | GPU memory | CPU cores | Memory size | Unit Price (¥ per hour) |
|----------|---------|------------|-----------|-------------|-------------------------|
| 2XLARGE  | 1       | 32         | 10        | 40          | ¥11.98                  |
| 5XLARGE  | 2       | 64         | 20        | 80          | ¥23.96                  |
| 10XLARGE | 4       | 128        | 40        | 160         | ¥47.92                  |
| 20XLARGE | 8       | 256        | 80        | 320         | ¥95.84                  |

We employ cloud instances from the above products for estimating the relationship between makespan and pricing. The pre-defined flowline as Fig. 5 is introduced as the workload, and the scheduler algorithm proposed in this paper is applied for scheduling. We conducted the experiment 5 times and reported the average value. The results are shown in Table X. The No.0 procurement plan (#GPU < |V\textsuperscript{m}|) does not satisfy the requirement of resources that would commit an unacceptable makespan length. Using non-linear least squares

15https://intl.cloud.tencent.com
16https://intl.cloud.tencent.com/document/product/560/19701#GN10Xp