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The synchronization behavior of networked chaotic oscillators with periodic coupling is investigated. It is observed in simulations that the network synchronizability could be significantly influenced by tuning the coupling frequency, even making the network alternated between the synchronous and non-synchronous states. By the method of master stability function (MSF) [6, 7], which suggests that for the given nodal dynamics and coupling function, the conditions for synchronization can be well analyzed by the MSF method. For networks of linearly coupled identical oscillators, the MSF method provides a powerful tool for investigating network synchronizability determined by the eigenvalues calculated from the network coupling matrix [8]. The MSF method allows one to determine the characteristic frequencies comparable to the intrinsic frequency of the local dynamics. More remarkably, it is found that as the amplitude of the coupling increases, the characteristic frequencies are gradually decreased. By the technique of finite-time Lyapunov exponent, we investigate further the mechanism for the maximized synchronizability, and find that at the characteristic frequencies the power spectrum of the finite-time Lyapunov exponent is abruptly changed from the localized to broad distributions. When this feature is absent or not prominent, the network synchronizability is less influenced by the periodic coupling. Our study shows the efficiency of finite-time Lyapunov exponent in exploring the synchronization behavior of temporally coupled oscillators, and sheds lights on the interplay between the system dynamics and structure in the general temporal networks.

I. INTRODUCTION

As a universal concept in nonlinear science, synchronization has been extensively studied over the past decades [1–3]. Recently, with the blooming of network science, the synchronization behavior of complex networks has attracted considerable attention [4, 5], in which one of the central tasks is to explore the interplay between the network dynamics and structure. For networks of linearly coupled identical oscillators, the conditions for synchronization can be well analyzed by the method of maser stability function (MSF) [6, 7], which suggests that for the given nodal dynamics and coupling function, the network synchronizability is determined by the eigenvalues calculated from the network coupling matrix [8]. The MSF method provides a powerful tool for investigating network synchronization, based on which the influence of network structure on synchronizability has been well explored [8–12]. For instance, it has been shown that by introducing a few of random shortcuts onto a regular network, the network synchronizability can be significantly increased [8–10]; and, by weighting the coupling weights according to the node degrees, the synchronizability of scale-free networks could be higher to that of random networks [11, 12]. In these studies, the network structure is generally assumed as static, i.e., the network coupling matrix does not change with time [4, 5].

Realistic networks are typically non-static [13–15], e.g., the infrastructure networks are expanding in size, the connectivities of social networks are getting denser, the strengths of synapses in neuronal networks are modified according to external stimuli, the links in metabolic networks are activated only during specific tasks, to name just a few. The non-static feature of complex networks calls for the study of evolutionary networks, in which the network dynamics and structure (including network size, connectivity, link weights, etc.) are mutually influenced and evolving with time together [13–15]. In exploring evolutionary networks, a key question is about the time scales of the following two dynamics [15]: one for the collective behavior of the networked nodes, \( T_c \), and the other for the dynamical evolution of the network structure, \( T_e \). When the time scales are separable [17–19], the network synchronizability can be treated as either static (\( T_e \ll T_c \)) or as globally coupled by the time-average technique (\( T_e \gg T_c \)). In such cases, the network dynamics can still be analyzed by the conventional approaches. Challenges arise when the time scales are comparable (\( T_e \sim T_c \)). In this case, the network dynamics and structure evolution are strongly coupled, resulting in many intriguing phenomena [20–23].

As an important approach to exploring the dynamics of evolutionary networks, synchronization in temporal networks has been studied in recent years [24–33]. One important feature of temporal network is that the properties of the network links are timely varying [13], saying, for example, the blinking of the network structure [24], the on-off switching of the links [29], the variation of the link weight and coupling function [17]. Due to the time-dependent links, some new synchronization phenomena have been observed in temporal networks and, to analyze these phenomena, a set of new methods and techniques have been developed. One typical model of temporal network is the blinking network [24, 28–31, 33, 34], which is generally described as a fast, random switching of the shortcut links on a small-world network. Comparing to the static case, it is shown that the synchronizability of blinking network is significantly improved [24, 31, 32]. In blinking network, an important requirement is that the network structure should be switched at a very fast speed, i.e., \( T_e \ll T_c \), with \( T_c \) the time interval for the network to be staying on a specific structure and \( T_e \) the characteristic time for network synchrononization. The lower bound of the switching speed has been analyzed in Ref. [32], which shows that beyond this bound the blinking network can be well represented by a time-averaged, static coupling matrix. Synchronization of networks with slowly switching structures are also tractable [23, 35], due to the separated time scales (\( T_e \gg T_c \)). In this case, the network dynamics can be treated as evolving on a sequence of static networks, and the network synchronizability can be analyzed by the MSF method or its generalized forms.
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Interesting phenomena occur when the network structure is evolving at the moderate speeds, i.e., when $T_s \sim T_c$. By the strategy of on-off coupling, Chen et al. studied the impact of switching frequency on network synchronizability [29], and found that when the time scale of the switching is comparable to that of the nodal dynamics, the stable synchronization region in the parameter space of the coupling strength could be significantly modified. In particular, at some specific frequencies of the switching, the upper bound of the stable region can be removed, making the network synchronizable over an infinite range in the parameter space. Similar phenomena have been also observed in transiently uncoupled chaotic oscillators [34]. In this scheme, the coupling is activated only when the trajectory of the driven oscillator enters a “clipping” region in the state space. It is shown that [34], by a suitable choice of the column of the clipping region, the upper bound of the stable synchronization region can also be removed. More recently, by the strategy of switching coupling, Buscarino et al. studied the synchronizability of two mutually coupled chaotic oscillators and found that, whereas the oscillators are not synchronizable by constant couplings, a switching between two such couplings at a moderate frequency could generate synchronization [37]. Interestingly, it is also found that when the switching frequency is close to the intrinsic frequency of the oscillators, the oscillators are desynchronized. The desynchronization is attributed to the phase-locking between the periodic switching and the nodal dynamics, which results in the deformation of the oscillator attractors [37].

Despite the progresses mentioned above, synchronization of networked oscillators with time-dependent couplings remains an open question. In particular, the mechanism for the enhanced synchronization as induced by time-dependent coupling is still not very clear [29, 34, 37]. In the present work, by the kernel of sinusoidal function, we revisit the synchronization of networked oscillators with time-dependent coupling, focusing on the temporal (local) instability of the synchronous manifold. In specific, by tuning the oscillating frequency of the couplings around the intrinsic frequency of the oscillators, we investigate the variation of the network synchronizability with respect to the coupling frequency, and, by the technique of finite-time Lyapunov exponent (FLE), analyze the temporal response of FLE to the periodic coupling. Our main finding is that network synchronization is optimized at some characteristic frequencies close, but not identical to the oscillator intrinsic frequency, and the optimized synchronization is attributed to the resonance between the periodic coupling and FLE. Our study sheds lights on the synchronization behavior of temporal networks, and provides insights on the interplay between the network dynamics and structure in evolutionary networks in general.

![Image](image-url)

### II. MODEL AND PHENOMENON

Our model of networked oscillators reads

\[
\dot{x}_i = F_i(x_i) + \varepsilon(t) \sum_{j=1}^{N} a_{ij} [H(x_j) - H(x_i)],
\]

with

\[
\varepsilon(t) = \varepsilon_0[1 + \sin(\omega t)].
\]

Here, $i, j = 1, 2, \cdots, N$ are the oscillator (node) indices, $x_i$ is the state vector of the $i$th oscillator, $F_i$ describes the dynamics of the $i$th oscillator in the isolated form, and $H$ represents the coupling function. The coupling relationship of the oscillators is captured by the adjacency matrix $A = \{a_{ij}\}$, with $a_{ij} = a_{ji} = 1$ if there is a link between nodes $i$ and $j$ on the network, and $a_{ij} = 0$ otherwise. The evolution of the network structure is reflected in the time-dependent coupling strength described by Eq. (2), which is uniformly updated for all the network links. $\varepsilon_0$ and $\omega$ denote, respectively, the amplitude and frequency of the periodic coupling. This model, or its equivalent forms, describes the dynamics of a large variety of spatiotemporal systems, and has been employed as one of the standard models in exploring the synchronization behaviors of coupled oscillators [4, 5].

To consolidate the model, we adopt the classical Rössler oscillator as the nodal dynamics and, for the sake of simplicity, employ the all-to-all coupling structure. The dynamics of isolated Rössler oscillator is described by equations

\[
\begin{align*}
\frac{dx}{dt} &= -y - z, \\
\frac{dy}{dt} &= x + ay, \\
\frac{dz}{dt} &= b + z(x - c),
\end{align*}
\]

for $\Omega = 1$. When $\Omega > 1$, the system becomes unstable and a stable periodic trajectory is formed. In our case, the chaotic oscillators are described by the kernel of sinusoidal function, we revisit the synchronization behavior of such oscillators at a moderate frequency could generate synchronization [37].
the 2nd window of synchronization in the parameter space of \( \omega \). Finally, as \( \omega \) exceeds 10.08, the value of \( \langle \delta x \rangle \) is gradually increased. Clearly, the network synchronization is modified by tuning \( \omega \). It is worth noting that in tuning \( \omega \), the amplitude of the coupling strength, \( \varepsilon_0 \), is kept unchanged. As such, the tuning of \( \omega \) provides actually a new approach for synchronization optimization.

To check whether the similar phenomenon is observable for other coupling amplitudes, we plot in Fig. 1(a) also the variation of \( \langle \delta x \rangle \) with respect to \( \omega \) for \( \varepsilon_0 = 1.55 \). It is seen that in the region of small \( \omega \), the variation of \( \langle \delta x \rangle \) is very close to that of \( \varepsilon_0 = 1.60 \). However, in the region of large \( \omega \), the value of \( \langle \delta x \rangle \) is clearly smaller to that of \( \varepsilon_0 = 1.60 \). In specific, for \( \varepsilon_0 = 1.55 \), the onset of network desynchronization occurs at \( \omega \approx 13.2 \), while for \( \varepsilon_0 = 1.60 \) this occurs at \( \omega \approx 10.08 \). That is, the 2nd synchronization window is enlarged by decreasing \( \varepsilon_0 \). Numerical results thus suggest that besides the coupling frequency, the synchronization performance is also influenced by the coupling amplitude.

In Ref. [37], it is reported that when \( \omega \approx \omega_R \), the dynamics of the oscillators will be strongly affected by the periodic coupling, resulting in a desynchronization window in the parameter space of \( \omega \). For our numerical results shown in Fig. 1(a), there does exist a desynchronization window, \( \omega \in (0.48, 0.63) \), yet this window is away from \( \omega_R \). On the contrary, as depicted in Fig. 1(a), the network is highly synchronized at \( \omega_R \). The contradictory findings intrigue our interest of the impact of \( \omega \) on the oscillator dynamics. We first check the dynamics of the oscillators for \( \omega = \omega_2 \), with which the network is mostly desynchronized. Figure 1(b3) shows the trajectory of the 1st oscillator in the \((x, y)\) plane (the results for other oscillators are similar). It is seen that the trajectory is of no apparent difference to that of Fig. 1(b1). Meanwhile, the analysis of PSD shows that the dominant frequency is still locating at \( \omega_R \). We next check the dynamics of the oscillators for \( \omega = \omega_R \). The trajectory of the 1st oscillator is plotted in Fig. 1(b4). Still, the dynamics of the oscillator is not apparently affected by the periodic coupling. Besides the special points \( \omega_2 \) and \( \omega_R \), we have also checked the dynamics of the oscillators for other coupling frequencies (for \( \varepsilon_0 = 1.55 \) and \( \varepsilon_0 = 1.60 \)), and no apparent difference is found between the dynamics of coupled and isolated oscillators.

The verification of the oscillator dynamics is necessary and important. On the one hand, it excludes the possibility that the variation of network synchronization, as depicted in Fig. 1(a), is induced by the deformation of the oscillator trajectories. As such, the mechanism revealed in Ref. [37] can not be used to explain the phenomenon observed here. On the other hand, the observation that the trajectories of the oscillators are not (or only slightly) affected by the periodic coupling makes it possible to conduct a theoretical analysis on the numerical results based on the MSF method. In the standard MSF method, the synchronous manifold is of the same dynamics to that of isolated oscillator. It is only under this condition that the curve of MSF is independent of the coupling strength and the network structure [38]. As the calculation of the MSF relies on only the statistical properties of the synchronous manifold (i.e., the largest Lyapunov exponent), the unaffected trajectories under periodic coupling thus suggest that the phenomenon observed in simulations could be analyzed by a unique MSF, as will be detailed in the following section.

III. MECHANISM ANALYSIS

A. The MSF approach

Although the MSF method is proposed for identical oscillators, it can be applied to oscillators of slight parameter mismatches as well [40, 41]. Treating the oscillators as identical,
the MSF for periodically coupled oscillators can be obtained, as follows. Let \( x_s \) be the synchronous manifold of the oscillators and \( \delta x_i = x_i - x_s \) be an infinitesimal perturbation added to oscillator \( i \), then whether the perturbed trajectories could be converged to the synchronous manifold is mainly determined by the set of variational equations

\[
\delta \dot{x}_i = DF(x_s)\delta x_i + \varepsilon(t) \sum_{j=1}^{N} c_{ij} DH(x_s)\delta x_j,
\]

with \( i, j = 1, \ldots, N \). Here, \( C \) is the coupling matrix, with \( c_{ij} = a_{ij} \) and \( c_{ii} = -k_i = -\sum_j a_{ij} \) for the non-diagonal and diagonal elements, respectively. \( DF(x_s) \) and \( DH(x_s) \) are the Jacobian matrices evaluated on \( x_s \). For the network to be synchronizable, the necessary condition is that \( \delta x_i \) decreases to 0 with time for all the oscillators. Transforming Eqs. (3) into the mode space spanned by the eigenvectors of the coupling matrix, we have the set of decoupled variational equations

\[
\delta \dot{y}_i = DF(x_s)\delta y_i + \varepsilon(t)\lambda_i DH(x_s)\delta y_i,
\]

with \( \delta y_i \), the \( i \)th mode, and \( 0 = \lambda_1 > \lambda_2 \geq \lambda_3 \geq \ldots \geq \lambda_N \) the eigenvalues of \( C \). The mode associated with \( \lambda_1 = 0 \) characterizes the motion in parallel to the synchronous manifold, whereas the other modes characterize the motion transverse to the synchronous manifold. In the mode space, the necessary condition for synchronization becomes that \( \delta y_i \) approaches 0 with time for all the transverse modes. Denote \( \Lambda_i \) as the largest Lyapunov exponent of Eq. (4), this means that \( \Lambda_i \) should be negative for \( i = 2, \ldots, N \). Introducing the generic coupling strength \( \sigma \equiv -\varepsilon_0 \lambda \), we have the generalized variational equation

\[
\delta \dot{y} = DF(x_s)\delta y - \sigma[1 + \sin(\omega t)] DH(x_s)\delta y,
\]

which stands as the MSF of our model. Solving Eq. (5) numerically, we are able to obtain the variation of \( \Lambda \) with respect to \( \omega \) and \( \sigma \), based on which the stable region of synchronization, i.e., the region with \( \Lambda < 0 \), can be identified. Now, the condition for network synchronization becomes that \( \Lambda_i < 0 \) for \( i = 2, \ldots, N \), i.e., all the transverse modes should be staying inside of the stable region in the two-dimensional parameter space \( (\omega, \sigma) \).

For the network studied in Fig. 1 we have \( \lambda_2 = \lambda_3 = -3 \), which, for \( \varepsilon_0 = 1.60 \), give \( \sigma_2 = \sigma_3 = \varepsilon_0 \lambda_2 = 4.8 \). Fixing \( \sigma = 4.8 \) in Eq. (5), we plot in Fig. 2(a) the variation of \( \Lambda \) as a function of \( \omega \). It is seen that the variation of \( \Lambda \) is in good agreement with the numerical results shown in Fig. 1(a). In particular, \( \Lambda \) reaches its local minima around \( \omega_1 = 0.31 \), and reaches the local maxima around \( \omega_2 = 0.5 \) [where \( (\delta x) \) reaches its local maxima in Fig. 1(a)]. Besides confirming the numerical observations, the MSF curve offers more information on the variation of network synchronization. For example, by a closer look at the behavior of \( \Lambda \), it is found that the minimum \( \Lambda \) is reached at \( \omega_r \approx 1.32 \), but not at \( \omega_R = 1.1 \). We call \( \omega_r \) the characteristic frequency for synchronization. To show the influence of \( \sigma \) on MSF, we plot in Fig. 2(a) also the results for \( \sigma = 10 \). Comparing to the case of \( \sigma = 4.8 \), it is seen that the upper bound of the 2nd synchronization window is significantly decreased (to about \( \omega = 1.3 \)). This result is in consistent with the phenomenon observed in Fig. 1(a), in which the 2nd synchronization window is narrowed as \( \varepsilon_0 \) is increased from 1.55 to 1.60. Moreover, Fig. 2(a) also shows that for \( \sigma = 10 \), the location of the minimum \( \Lambda \), i.e., the characteristic frequency, is shifted slightly to the left (\( \omega_r \approx 1.3 \)).

Having justified the validity of the MSF method in quantifying the synchronizability of periodically coupled oscillators, we next employ the this method for a detailed analysis on the dependence of network synchronization on \( \omega \) and \( \sigma \). Figure 2(b) shows the variation of \( \Lambda \) with respect to \( \sigma \). For the case of static coupling (\( \omega = 0 \)), \( \Lambda \) is negative in a bounded region \( \sigma \in [0.19, 4.61] \). When periodic coupling with \( \omega = 1.27 \) is adopted, the stable region is enlarged to \( \sigma \in [0.19, 17.97] \). Denote \( \sigma_l \) and \( \sigma_u \) as the lower and upper bounds of the stable region, respectively, the network synchronizability then can be characterized by the ratio \( \beta = \sigma_u / \sigma_l \). For the given network structure, the larger is \( \beta \), the wider will be the range for synchronization in the parameter space of \( \omega \). We thus have \( \beta = 24.3 \) for \( \omega = 0 \) and \( \beta = 94.58 \) for \( \omega = 1.27 \), i.e., the network synchronizability is increased by about four times. Fig. 2(c) shows the detailed variation of \( \beta \) with respect to \( \omega \).

To have a global picture on the dependence of network synchronization on \( \omega \) and \( \sigma \), we plot in Fig. 2(c) the contour plot of \( \Lambda \). Fig. 2(c) shows some interesting features overlooked in previous studies. Firstly, it is shown that by the periodic coupling, the upper bound of the stable region, \( \sigma_u \), is significantly affected by varying \( \omega \), but the lower bound, \( \sigma_l \), is hardly changed. As such, by tuning \( \omega \), it is the range of the stable region (or the network synchronizability), \( [\sigma_l, \sigma_u] \) (or \( \beta \)), that is significantly enlarged, whereas the coupling cost (i.e., the smallest coupling amplitude for synchronization) is almost not affected. Secondly, the characteristic frequency where \( \Lambda \) reaches its minima, \( \omega_r \), in general is different from the oscillator intrinsic frequency, \( \omega_R \), and, interestingly, is varying with \( \sigma \). As depicted in Fig. 2(d), as \( \sigma \) increases, \( \omega_r \) is decreased by roughly a power-law scaling. This observation implies that the enhanced synchronization at \( \omega_r \) is not induced by the phase-locking between the nodal dynamics and periodic coupling [57]. Thirdly, the upper bound of the stable region is also varied violently at a small coupling frequency (around \( \omega_1 = 0.31 \)). This observation confirms again the irrelevance of phase-locking to synchronization enhancement, as this characteristic frequency is also decreased with \( \sigma \). Finally, as \( \sigma \) increases, the synchronization window is gradually narrowed. Meanwhile, with the increase of \( \sigma \), the minimum value of \( \Lambda \) is gradually increased. These observations indicate that the enhancement of synchronization by tuning \( \omega \) is more prominent for small \( \sigma \), which, in realistic situations, corresponds to complex networks of small eigenvalues and weak coupling strength.

### B. The FLE approach

Whereas the influence of the coupling frequency on synchronization can be analyzed by the MSF method, the under-
fitted data gives \( \omega \) purpose \([42–46]\). The FLE is defined as

\[
\lambda' = \frac{1}{\Delta t} \ln |Q_m(\Delta t) \cdot u_0|,
\]

with \( \Delta T \) the length of the time interval over which the FLE is averaged, \( m \) the interval index, \( Q(\Delta T) \) the matrix solution of the equation \( dQ/dt = DF(x(\Delta T)) \cdot Q \), and \( u_0 \) the random unit vector in the tangent space of the synchronous manifold. The trajectory is temporally (locally) stable if \( \lambda' \leq 0 \), otherwise it is temporally unstable.

For the typical chaotic motion, while the largest Lyapunov exponent is positive, the FLE could be negative for some time intervals. These intervals correspond to regions in the phase space in which infinitesimal vectors in fact contract in length (\( \lambda < 0 \)). The asymptotic exponent, i.e., the largest Lyapunov exponent, is just the weighted sum of the temporally positive exponents when the trajectory visits the expanding regions (\( \lambda > 0 \)) and the temporally negative exponents when the trajectory is in the contracting regions. For chaotic oscillator, the positive components weight over the negative ones, resulting in the positive asymptotic exponent \([42–44]\).

We proceed to study the response of FLE of the MSF to periodic coupling. In simulations, we fix \( \sigma = 8 \) and set \( \Delta T = 0.2 \), while noting that the findings to be reported in the following are independent of \( \Delta T \) (given that \( \Delta T \) is not too large). Fig. 3(a) shows the PSD of FLE for the case of static coupling, \( \omega = 0 \). It is seen that the PSD is featured by the embedding of a few of dominant components over a broad spectral background. To focus on the dominant components, we truncate PSD by the threshold \( 5 \times 10^{-5} \) and record only the dominant frequencies, \( \omega^f \). We note that the dominant frequencies characterize the time scales of the local instability of the synchronous manifold, which is different from that of the nodal dynamics.

Figure 3(b) shows the variation of the truncated dominant frequencies with respect to \( \omega \). Interestingly, it is found that the dominant frequencies are isolated from each other for most values of \( \omega \), but are broadly distributed around two characteristic frequencies, \( \omega^f \approx 0.25 \) and \( \omega^f = 1.0 \). Remarkably, these characteristic frequencies are very close to the characteristic frequencies, \( \omega_{1,r}, \) identified by the MSF method [see Fig. 2]. To have more details on the response of FLE at the characteristic frequencies, we plot in Fig. 3(c) the PSD of FLE for \( \omega^f = 1.0 \). Comparing with the results of static coupling [Fig. 3(a)], it is seen that in Fig. 3(c) a large number of dominant frequencies are evoked, giving rise to the broad spectral distribution. As a consequence of this, the probability distribution of FLE is changed from the unimodal to bimodal distributions, with the new peak located around \( \Delta' \approx -1.52 \) [Fig. 3(d)]. It is just the appearance of this new peak that leads to the sharp decrease of \( \Lambda \) in the MSF curve. The similar phenomenon is also observed around \( \omega^f \), where many components are evoked in the PSD of FLE [see Fig. 3(b)] and \( \Lambda \) reaches its local minima in the MSF curve [Fig. 2(a)].

As for the results of MSF analysis, the characteristic frequencies, \( \omega_{1,r}^f \), identified by the FLE method are also dependent of the generic coupling strength, \( \sigma \). By the same procedure described above, we calculate \( \omega^f \) for different \( \sigma \). The results are also presented in Fig. 3(d). It is seen that \( \omega^f \) falls exactly on the line fitted by \( \omega_{1,r} \). The excellent agreement be-
FIG. 3. (Color online) For $\sigma = 8$, the results obtained by the method of FLE analysis. (a) By static coupling, the PSD of FLE. Dashed line denotes the threshold used to identify the dominant components. (b) The variation of the dominant PSD frequencies, $\omega_f$, with respect to the coupling frequency, $\omega$. The vertical dashed lines denote the characteristic frequencies, $\omega_f^l \approx 0.25$ and $\omega_f^r \approx 1$, where the dominant frequencies are broadly distributed. The diagonal line represents the component of the periodic coupling. (c) The PSD of FLE for $\omega = \omega_f^r$. (d) The probability distributions of FLE for $\omega = 0$ and $\omega_f^r$.

C. Other oscillators

Comparing the FLE spectra of $\omega_f^l$ and $\omega_f^r$ in Fig. 3(b), it is seen that more components are evoked by $\omega_f^r$ than $\omega_f^l$. Meanwhile, in Fig. 2(a) it is shown that comparing to $\omega_f^l$, the value of $\Lambda$ is smaller at $\omega_f^r$. This observation leads to our following hypothesis: the stronger is the resonance between the periodic coupling and the temporal instability of the synchronous manifold (instead of the nodal dynamics).

IV. DISCUSSIONS AND CONCLUSION

The finding that network synchronization is enhanced by periodic coupling provides an alternative approach for synchronization optimization. According to the MSF paradigm,
The synchronizability of networked oscillators is jointly determined by two factors: the shape of the MSF curve and the eigenvalues of the network coupling matrix. In conventional studies where constant coupling is adopted, the stable region of the MSF is determined solely by the nodal dynamics and coupling function. As such, to improve the network synchronizability, the only available approach is to modify the eigenvalues of the network coupling matrix. This has led to extensive studies on the impact of network structure on synchronization over the past two decades [4, 5]. The present work, however, adopts a different approach for optimizing synchronization: modifying the MSF curve. By the periodic coupling, the MSF contains two independent parameters, \( \sigma \) and \( \omega \). As demonstrated in Fig. 2, the stable region of the MSF can be effectively modified by changing \( \omega \). In particular, at some characteristic frequencies (e.g., \( \omega_{r} \)), the upper bound of the stable region can be significantly increased, making the stable region of MSF significantly enlarged. For network of fixed coupling matrix (i.e., the eigenvalues are fixed), the larger is the stable region, the higher will be the propensity for network synchronization. As a result of the enlarged stable region, the network synchronization is optimized at the characteristic frequencies.

A few remarks on the impact of periodic coupling on network synchronization are in order. First, the enlarged stable region of MSF is mainly attributed to the increase of the upper bound, \( \sigma_u \). By varying the coupling frequency, the lower bound, \( \sigma_l \), is only slightly changed [see Fig. 3]. This restricts the phenomenon of periodic-coupling-enhanced synchronization to be only observable for MSF of bounded stable region. For MSF of semi-open stable region, i.e., only \( \sigma_l \) exists, the impact of periodic coupling on synchronization will be less prominent. Second, the enhanced synchronization at the characteristic frequencies, \( \omega_{1,r} \), is rooted in the nonlinear response of the temporal instability of the synchronous manifold, i.e., the FLE, to the periodic driving. To realize the nonlinear response, a necessary condition is that the coupling matrix must be non-diagonal, i.e., \( H(x, y, z)^T \neq [x, y, z]^T \). If the coupling matrix is diagonal, the stable region will be not affected by the periodic coupling, even when the time scales of the periodic coupling and the nodal dynamics are comparable. Third, whereas our study points out the connection between the periodic coupling and the temporal stability of the synchronous manifold, further studies are still needed to understand the mechanism of enhanced synchronization by periodic coupling. As a simple measure of the temporal stability, we employ FLE in the present work to investigate the response of MSF to periodic coupling. Although violent changes are observed in FLE at the characteristic frequencies, it remains unknown to us how this happens. It is our hope that this question could be addressed in the near future by examining more examples and employing new mathematical techniques.

To summarize, we have studied the synchronization behavior of networked chaotic oscillators with periodic coupling, and found that the network synchronization can be effectively enhanced by tuning the coupling frequency. Based on the method of MSF, we have conducted a detailed analysis on the impact of the coupling frequency on synchronization, and found that network synchronization is optimized at some characteristic frequencies comparable to that of the nodal dynamics. The mechanism of synchronization optimization is investigated by the technique of FLE, and it is revealed that the optimized synchronization is due to a violent change of the PSD of FLE at the characteristic frequencies. Our study sheds new lights on the synchronization behavior of temporally coupled oscillators, and the findings might have applications to the optimization of synchronization in real networks.
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