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**Supplementary Figure 1** Pawley refinement of MIL-100 (Fe). Experimental data (blue), calculated diffraction pattern (pink), difference function (grey) and symmetry-allowed reflections (black ticks). Symmetry-allowed reflections were calculated from the reported crystallographic information file (CCDC identifier: 640536).

**Supplementary Table 1** Crystallographic data from Pawley refinement of MIL-100.

| $R_{wp}$ = 5.78 | Experimental | Calculated |
|------------------|--------------|------------|
| $a = b = c$      | 73.23(1)     | 73.340(1)  |
| $\alpha = \beta = \gamma$ | 90           | 90         |
Supplementary Figure 2 Pawley refinement of Fe-BTC powder X-ray diffraction data. Experimental data (blue) calculated data using a crystallite size constrained to 40 nm (pink) and difference function (grey).

Supplementary Table 2 Crystallographic data from Pawley refinement of Fe-BTC. It is important to note that little physical significance is given to this refinement as the peaks are much broader than the typical separation of MIL-100’s Bragg peak positions and it is simply illustrating that such diffraction data can lead to successful convergence of a refinement when considering such small domain sizes.

| $R_{wp}$ = 7.50 | Experimental |
|-----------------|--------------|
| $a = b = c$     | 73.24(4)     |
| $\alpha = \beta = \gamma$ | 90         |
Supplementary Figure 3 Scanning electron micrographs of MIL-100 (a-b).
Supplementary Figure 4 Scanning electron micrographs of Fe-BTC (a-l).
Supplementary Figure 4 Scanning electron micrographs of Fe-BTC (a-l).
Supplementary Figure 5 Logarithmic plot of small-angle X-ray scattering data from MIL-100 (blue) and Fe-BTC (orange).

Supplementary Figure 6 Wide-angle X-ray scattering data from MIL-100 (blue) and Fe-BTC (orange). Inset shows the low-Q region.
**Supplementary Figure 7** Simulated nanocrystalline diffraction pattern of MIL-100 using a crystallite size constrained to 200 nm (pink), experimental Fe-BTC diffraction pattern (blue) and difference function (grey).
Supplementary Figure 8  Bright field (a) and high-angle annular dark-field (b) HR-STEM images of MIL-100 and their corresponding line profile measurements of the highlighted lattice fringes. Distances between minima are approximately 4.2 nm and correspond to the d spacing between (111) crystallographic planes.
Supplementary Figure 9 Bright field (a-n) and high-angle annular dark field (o-p) HR-STEM images of Fe-BTC. Insets show the Fourier transform of the corresponding micrograph; reciprocal space features correspond to periodic features in the real space image. Coloured circles are used to highlight reciprocal space features and colour-coded distances are given below the Fourier transform.
**Supplementary Figure 9** Bright field (a-n) and high-angle annular dark field (o-p) HR-STEM images of Fe-BTC. Insets show the Fourier transform of the corresponding micrograph; reciprocal space features correspond to periodic features in the real space image. Coloured circles are used to highlight reciprocal space features and colour-coded distances are given below the Fourier transform.
Supplementary Figure 10 FT-IR spectra from Fe-BTC (orange) and MIL-100 (blue). The asymmetric (light grey) and symmetric (dark grey) carboxylate stretching regions are highlighted. Both spectra contain three small bands, at 1,111, 1,713 and 2,361 cm$^{-1}$, arising from minor impurities of unreacted linker.

Supplementary Figure 11 TGA analysis, under air, of Fe-BTC (orange) and MIL-100 (blue). Grey line at 365°C highlights the decomposition of MIL-100.
**Supplementary Figure 12** Nitrogen adsorption (closed circle) and desorption (open circle) isotherms for MIL-100 (blue) and Fe-BTC (orange).

**Supplementary Table 3** BET surface areas of Fe-BTC and MIL-100.

|        | BET Surface area (m² g⁻¹) | Maximal uptake (cm³ g⁻¹) | Total pore volume (cm³ g⁻¹) |
|--------|----------------------------|--------------------------|-----------------------------|
| Fe-BTC | 6.17 (3)                   | 22.4                     | 0.0356                      |
| MIL-100| 2240 (18)                  | 641.0                    | 0.991                       |

**Supplementary Table 4** Elemental analysis of MIL-100 and Fe-BTC and theoretical values calculated from the empirical formula for MIL-100, Fe₃O(F)(H₂O)₂[(C₆H₅)(CO₂)₃]₂.

|        | MIL-100 | Fe-BTC | MIL-100 calculated |
|--------|---------|--------|---------------------|
| C wt.% | 31.2    | 33.6   | 33.1                |
| H wt.% | 2.4     | 2.41   | 1.5                 |
| N wt.% | 0.24    | 0.57   | 0                   |
Supplementary Figure 13 Calculated partial pair distribution functions for MIL-100.
**Supplementary Table 5** Calculated properties of the three amorphous model types (SRO, MIX and MRO), where each reported value represents the average over the five independent packings and standard deviations in parenthesis. Skeletal densities are calculated by subtracting the volume accessible to a probe radius of 1.3 Å (kinetic diameter of He) from the total volume of the system.

|                        | SRO       | MIX       | MRO       |
|------------------------|-----------|-----------|-----------|
| % Trimer               | 100       | 50        | 0         |
| % Tetrahedra           | 0         | 50        | 100       |
| Final polymerisation (%) | 92.1 (1) | 92.2 (0.5) | 91.5 (0.3) |
| Number of unreacted sites | 189 (24) | 187 (11)  | 205 (6)   |
| Accessible surface area 1.82 Å probe (m² g⁻¹) | 0         | 0         | 724 (77)  |
| Non-accessible surface area 1.82 Å probe (m² g⁻¹) | 243 (36) | 392 (36)  | 78.4 (28) |
| Total surface area 1.82 Å probe (m² g⁻¹) | 243 (36) | 392 (36)  | 803 (51)  |
| Skeletal density (g cm⁻³) | 1.57 (0.01) | 1.51 (0.01) | 1.45 (0.01) |
| $D_i$ (Å)\(^a\)       | 8.03 (0.90) | 9.15 (0.55) | 14.96 (1.67) |
| $D_l$ (Å)\(^b\)       | 2.94 (0.11) | 3.19 (0.10) | 4.92 (0.66) |
| $D_{ill}$ (Å)\(^c\)   | 7.62 (1.08) | 8.18 (0.65) | 13.43 (2.37) |

\(^a\) Diameter of the largest sphere that can be created in the free volume of the model, \(^b\) diameter of the largest sphere that can percolate through the model (corresponds to the critical window size value), \(^c\) diameter of the largest sphere accessible along the path of $D_i$.

**Supplementary Figure 14** The accessible (blue) and non-accessible (red) surface area to a nitrogen probe (3.64 Å diameter) for representative examples of the (a) SRO, (b) MIX and (c) MRO models.
**Supplementary Figure 15** Calculated X-ray structure factors for the three model types, curves offset for clarity.

**Supplementary Figure 16** (a) Schematic of the SRO model, key shown in Fig. 4. (b) Comparison between the experimental Fe-BTC (grey) and the calculated SRO model (blue) pair distribution functions.
Supplementary Figure 17 Powder X-ray diffraction data from deuterated Fe-BTC.

Supplementary Figure 18 Comparison between the neutron pair distribution functions for Fe-BTC (grey) and the calculated data from the MIX model (purple).
Supplementary Figure 19 Powder X-ray diffraction data for Basolite® F300.

Supplementary Figure 20 X-ray structure factors of Fe-BTC (orange) and Basolite® F300 (black).
Supplementary Figure 21 X-ray pair distribution functions for Fe-BTC (orange) and Basolite® F300 (black).
Supplementary Methods

Computational methods

Force field validation
The Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) package\textsuperscript{1} was used to perform all the energy minimisation and molecular dynamics simulations across the structure generation procedure. All of the structures were described using the extension of the Universal Force Field\textsuperscript{2} parametrised for the description of metal–organic frameworks (MOFs), UFF4MOF.\textsuperscript{3,4} UFF4MOF has been shown to give a better match with experimental results when used without the implementation of partial charges.\textsuperscript{5} Therefore, partial charges were not used in the current models. UFF and UFF4MOF are not currently implemented as a default force field in LAMMPS. To obtain the correct LAMMPS input, the lammps\_interface code\textsuperscript{5} was used. Firstly, tests were conducted on a simplified fragment (Supplementary Fig. 22), including only one trimer and one 1,3,5-benzenetricarboxylic acid (BTC) linker. However, the comparison between results obtained after geometry optimisation using LAMMPS and using the General Utility Lattice Program (GULP)\textsuperscript{6}, where UFF4MOF is implemented, led to different values of final energies and geometries. To match final geometry and energies obtained in GULP, we implemented some changes to the LAMMPS input provided by lammps\_interface. Firstly, the input files produced by lammps\_interface were carefully checked to ensure the correct atom types assignment and that the automatic input generation did not miss bonds, angles, dihedrals or impropers present in the structure. If assigned atom types, bond orders or functional forms were not correct, new corrected coefficients were calculated based on the UFF and UFF4MOF papers.\textsuperscript{2,4} Supplementary Figure 22 and Supplementary Table S6 report the UFF4MOF atom types and bond orders, respectively, used in this work.

![Supplementary Figure 22](image)

**Supplementary Figure 22** UFF4MOF atom types chosen for the cluster used to validate the force field and maintained throughout the rest of the work. Carbon atoms are shown in grey, oxygen in red, iron in orange, fluorine in green and hydrogen in white.
**Supplementary Table 6** Selected UFF4MOF bond orders for the atom types involved in the simulated systems.

| Atom type1—atom type2 | Bond order | Atom type1—atom type2 | Bond order |
|------------------------|------------|------------------------|------------|
| O_2—Fe6+3             | 0.5        | O_3—C_2                | 1          |
| O_2—C_2               | 1.5        | Fe6+3—F_-              | 1          |
| C_2—C_R               | 1          | Fe6+3—O_2_\_          | 0.5        |
| C_R—C_R               | 1.5        | Fe6+3—O_3              | 0.5        |
| C_R—H_-               | 1          | O_3—H_-                | 1          |

The UFF angle potential for ‘special geometries’, such as trigonal planar or octahedral, is described in UFF in the following way:

\[ E_\theta^{(UFF)} = \frac{K_{ijk}}{n^2} \left[ 1 - \cos(n\theta_{ijk}) \right] \]  

(1)

where \( \theta \) is the angle defined by three atoms \( I, J, K \), \( K_{ijk} \) is the force constant for the angle bending and \( n \) is the periodicity of the angle (\( n = 3 \) for a trigonal planar geometry and \( n = 4 \) for an octahedral geometry). This can be implemented in LAMMPS using the cosine/periodic angle type, defined as

\[ E_\theta^{(LAMMPS)} = C \left[ 1 - B (-1)^n \cos(n\theta_{ijk}) \right] \]  

(2)

which can be converted into Equation (1) by assigning the three arguments \( C, B \) and \( n \) the appropriate values. However, the value of \( E_\theta \) is multiplied by two when LAMMPS calculates the angle energy of these specific angle types. Therefore, only by dividing the \( C \) values obtained from lammps_interface for the angle types described with the cosine/periodic angle style (Equation 2) by a factor of two, we could get an exact match between the components of the energy in LAMMPS and in GULP, together with matching geometries. Supplementary Table 7 reports the comparison between the final energies from geometry optimisation with LAMMPS and GULP, while Supplementary Table 8 compares the obtained geometries with the DFT optimised cluster in Gaussian16\(^7\) at the B3LYP-D3/6-31G\(^8,9\) level of theory with an effective core potential on the Fe atoms (B3LYP-D3/LANL2DZ).

**Supplementary Table 7** Comparison between energetic terms obtained after optimisation with the UFF4MOF in GULP and the UFF4MOF input adapted for LAMMPS used in this work. Small differences are expected to come from different algorithms used for the optimisation.

| Software | Total energy (kcal·mol\(^{-1}\)) | Two-body contribution (kcal·mol\(^{-1}\)) | Angle contribution (kcal·mol\(^{-1}\)) | Dihedral contribution (kcal·mol\(^{-1}\)) | Improper contribution (kcal·mol\(^{-1}\)) |
|----------|----------------------------------|------------------------------------------|--------------------------------------|----------------------------------------|--------------------------------------|
| LAMMPS   | 104.26                           | 16.67                                    | 86.38                                | 1.22                                   | 0.00                                 |
| GULP     | 104.27                           | 16.67                                    | 86.38                                | 1.22                                   | 0.00                                 |
Supplementary Table 8 Comparison of distances in the test fragment represented in Supplementary Fig. 22 obtained after UFF4MOF and DFT optimisation. Input files and optimised geometries are reported in https://github.com/Ibechis/FeBTC_models.

| Distance | UFF4MOF (LAMMPS) | UFF4MOF (GULP) | DFT (B3LYP-D3/6-31G) |
|----------|------------------|----------------|----------------------|
| Fe–O_{Carb} | 2.05 Å           | 2.05 Å         | 1.92-1.96 Å          |
| Fe–O_{Oxo}  | 1.99 Å           | 1.99 Å         | 1.84-1.96 Å          |
| Fe–O_{water} | 2.08 Å           | 2.08 Å         | 2.02 Å               |
| Fe–F       | 1.85 Å           | 1.85 Å         | 1.77 Å               |
| C–O_{trimer} | 1.27 Å           | 1.27 Å         | 1.27-1.29 Å          |
| C_{carb}–C_{ring} | 1.48 Å   | 1.48 Å         | 1.48 Å               |
| C_{ring}–C_{ring} | 1.41 Å   | 1.41 Å         | 1.40 Å               |
| O–H        | 0.99 Å           | 0.99 Å         | 0.97-0.98 Å          |
| Fe–Fe      | 3.45 Å           | 3.45 Å         | 3.2-3.3              |

LAMMPS data files and the input file for the fragment minimisation using UFF4MOF can be found at https://github.com/Ibechis/FeBTC_models, together with the input used for the comparison in GULP.

Amorphous model construction
The amorphous structural models for Fe-BTC were generated with the polymerisation algorithm Polymatic\textsuperscript{10} as previously carried out for the amorphous structure of amorphous ZIF-4\textsuperscript{11}. This approach gave good results in terms of densities and porosities when compared to experimentally available values for aZIF-4. The workflow followed to obtain the structure is reported in Supplementary Fig. 23.
Supplementary Figure 23 Representation of the procedure used to build the SRO, MIX and MRO amorphous models. After having randomly packed the building blocks of the structure in a periodic box, bonds are formed between the defined reactive sites. At the end of the bond formation, unreacted sites are saturated with capping group and the structure is annealed through the 21-step MD protocol (Supplementary Table 10). Carbon atoms are reported in grey, oxygen in red, iron in orange, fluorine in green and hydrogens in white. The circles in the building blocks (blue for the linker, red for the trimer and pink for the tetrahedra) highlight the selected reactive sites. In the random packing, packed trimers are reported in red, linkers in blue and tetrahedra in pink.

Random packing
In order to have a statistical representation of the material, five independent models for each system were generated by randomly packing the inorganic and organic building blocks in a periodic box. Supplementary Figure 23 shows the different building blocks used to account for different degrees of disorder in the final model. In the model that maintains only the short-range order (SRO), 400 trimers and 800 BTC linkers were packed in a periodic box with sides of 80 Å in length (initial density of 0.847 g cm$^{-3}$). In the model that maintains the medium-range order (MRO), 100 tetrahedra (one tetrahedron includes four trimers and four BTC linkers already connected in the tetrahedra topology) and 400 BTC linkers were packed in a periodic box with sides of 90 Å in length (initial density of 0.595 g cm$^{-3}$). In the MIX model, 50 tetrahedra (which corresponds to 200 trimers, 50% of the total number of trimers) and 200 free trimers were packed together with 600 BTC linkers in a periodic box with sides of 85 Å in length (initial density of 0.706 g cm$^{-3}$). All the random packings respect a one-to-two trimer-to-linkers ratio (one trimer is hexacoordinated, while one linker is tricoordinate) and yielded initial models with 18,800 atoms.

Bond creation and polymerisation
In the polymerisation phase, bonds are formed between reactive atoms on opposite building blocks within a cut-off distance of 5 Å. The reactive groups were the carbon in the formate unit coordinated to the Fe atoms in the trimer (red circle in Supplementary Fig. 23) and the aromatic carbon in the BTC linker (blue circle in Supplementary Fig. 23). Intermediate molecular dynamics (MD) steps were performed once every five new bonds formed in the canonical (NVT) or in the isothermal isobaric (NPT) ensembles in an alternating fashion, to allow the structure to adapt and the bond formation to continue. MD steps also help opposite reactive sites to find each other. The NVT MD steps were performed at 1000 K for 10 ps using a timestep of 1 fs. The NPT MD steps were performed at 400 K and 1 bar for 5 ps using a timestep of 1 fs. The Lennard-Jones (LJ) potential was used to model the short-range van der Waals interactions. A cut-off distance for the LJ interactions and the real part of the Ewald summation was set to 15 Å. Constant pressure and temperature were maintained using a Nosé-Hoover thermostat and barostat during MD steps. Opposite fractional charges of 0.5 e were added to opposite reactive sites to aid the bond formation. Temperature, duration, artificial charge values and cut-off distances for the polymerisation were chosen in order to obtain the highest possible degree of polymerisation.

Results of an initial benchmark for the polymerisation conditions conducted on a small system (2,350 atoms) are reported in Supplementary Table 9, where the final degree of polymerisation is averaged over three models and standard deviations are reported in parenthesis. We observed that with cut-off values greater than 5 Å, the creation of new bonds sometimes led to distorted structures that caused a failure in the calculation. To avoid the possibility of forming physically unrealistic bonds between building blocks (see Supplementary Fig. 24a) in which one linker is bonded more than once to the same trimer, the ‘intra’ flag in Polymatic was set equal to five, to check that the building blocks belonging to the newly formed bond were not already connected within five atoms from the reactive
sites. In addition, small modifications of the Polymatic scripts were necessary to handle LAMMPS files described with UFF4MOF, which is a class I force field, as the original scripts are written for class II force fields, like the polymer consistent force field (pcff). These changes mainly include modifications in order to read/write the correct number of arguments for the force field parameters section in the LAMMPS files and modifications in the definition of improper torsions. For an improper torsion involving four atoms $i, j, k$ and $l$, the original Polymatic scripts define the atom $j$ as the central atom, while the improper style used by UFF4MOF in LAMMPS defines atom $i$ as the central atom. This would lead to errors in the description of the new improper torsions defined after the formation of a new bond, because Polymatic would print out the atoms belonging to the new improper torsions in the wrong order.

**Supplementary Table 9** Percentages of polymerisation reached with different polymerisation setups. Tests were done on a small system of 2,350 atoms and averaged over three different models. Standard deviations are reported in parenthesis. Entry 31 (reported in green) is the final polymerisation set-up used in this work.

| Set-up number | Cut-off radius (Å) | Additional Charge (e) | frequency of NPT MD | Temperature of NVT MD (K) | Polymerisation (%) |
|---------------|--------------------|-----------------------|---------------------|--------------------------|-------------------|
| 1             | 4                  | 0.0                   | never               | 800                      | 66.8 (1.1)        |
| 2             | 4                  | 0.0                   | never               | 1000                     | 67.8 (1.9)        |
| 3             | 4                  | 0.0                   | never               | 1200                     | 69.4 (0.6)        |
| 4             | 4                  | 0.0                   | every 10 bonds      | 800                      | 9.5 (1.4)         |
| 5             | 4                  | 0.0                   | every 10 bonds      | 1000                     | 9.3 (0.4)         |
| 6             | 4                  | 0.0                   | every 10 bonds      | 1200                     | 8.5 (0.7)         |
| 7             | 4                  | 0.0                   | every 30 bonds      | 800                      | 35.6 (8.5)        |
| 8             | 4                  | 0.0                   | every 30 bonds      | 1000                     | 38.8 (19.6)       |
| 9             | 4                  | 0.0                   | every 30 bonds      | 1200                     | 24.3 (5.0)        |
| 10            | 4                  | 0.3                   | never               | 800                      | 77.2 (1.3)        |
| 11            | 4                  | 0.3                   | never               | 1000                     | 77.8 (2.3)        |
| 12            | 4                  | 0.3                   | never               | 1200                     | 78.7 (1.2)        |
| 13            | 4                  | 0.3                   | every 10 bonds      | 800                      | 84.1 (1.4)        |
| 14            | 4                  | 0.3                   | every 10 bonds      | 1000                     | 85.2 (1.6)        |
| 15            | 4                  | 0.3                   | every 10 bonds      | 1200                     | 84.1 (1.5)        |
| 16            | 4                  | 0.3                   | every 30 bonds      | 800                      | 83.1 (2.2)        |
| 17            | 4                  | 0.3                   | every 30 bonds      | 1000                     | 84.1 (1.2)        |
Supplementary Figure 24 (a) An example of an unrealistic bond between building blocks that can be formed in Polymatic if the intra flag is not used. (b) Capping groups used in the saturation step for unreacted trimers (red circle) or unreacted linkers (blue circle). (c) Plot of the system density during the 21-step annealing process. Carbon atoms are reported in grey, iron atoms in orange, fluorine in green and hydrogens in white.
Saturation and introduction of defects in the system

After polymerisation, all the additional charges used to help the polymerisation are removed and unreacted sites are saturated with capping groups. The chosen saturation groups for the unreacted sites are shown in Supplementary Fig. 24b: unreacted formate groups on trimers were substituted with a water molecule and a hydroxide group, while unreacted aromatic carbons on the linker were completed with the carboxylic acid functionality. In this way, the saturation is just an overall addition of two water molecules for each missed bond. As the system is treated without the implementation of partial charges, after the saturation the overall charge of the system is zero.

Several studies have been performed from both the computational and experimental points of view to investigate the nature of missing linker and missing node defects in different MOFs. To the best of our knowledge there are no studies investigating the nature of the capping group in the case of a missing-linker defect in MIL-100(Fe). Several studies suggested the presence of additional Brønsted acid sites in Fe-BTC when compared to MIL-100. The choice of using a water molecule and a hydroxide group to saturate the two Fe atoms resulting from a missing BTC linker (Supplementary Fig. 24b) was inspired by the formation of similar missing linker defects in UiO-66 in presence of water molecules.

21-step annealing towards a realistic structural model

The polymerised and saturated structures were then annealed through a 21-step MD equilibration, an established protocol that has been developed to obtain realistic structures of microporous polymers. The goal of the annealing process is to produce a physically sensible structure, as the initial random packing and polymerisation are performed at a lower density to help bond formation. A final temperature value \( T_{\text{Final}} \) of 300 K, a maximum temperature value \( T_{\text{Max}} \) of 1000 K, a final pressure value \( P_{\text{Final}} \) of 1 bar and a maximum pressure value \( P_{\text{Max}} \) of \( 5 \times 10^4 \) bar were used for the annealing process. Supplementary Table 10 reports all the conditions for the 21 steps of the annealing and Supplementary Figure 24c shows the change in pressure as a function of simulation time during annealing. The whole procedure was performed in the gas phase, as the goal is not to exactly reproduce the synthesis procedure and conditions, but to build a model that represents the material obtained experimentally.

**Supplementary Table 10** Conditions of the 21 molecular dynamics steps performed during the annealing procedure. Taken from Ref 10.

| Step | Ensemble | Conditions | Duration (ps) |
|------|----------|------------|--------------|
| 1    | NVT      | \( T_{\text{Max}} \) | 50           |
| 2    | NVT      | \( T_{\text{Final}} \) | 50           |
| 3    | NPT      | \( T_{\text{Final}}, 0.02 (P_{\text{Max}}) \) | 50           |
| 4    | NVT      | \( T_{\text{Max}} \) | 50           |
| 5    | NVT      | \( T_{\text{Final}} \) | 100          |
| 6    | NPT      | \( T_{\text{Final}}, 0.6 (P_{\text{Max}}) \) | 50           |
| 7    | NVT      | \( T_{\text{Max}} \) | 50           |
| 8    | NVT      | \( T_{\text{Final}} \) | 100          |
| 9    | NPT      | \( T_{\text{Final}}, P_{\text{Max}} \) | 50           |
|   |   |   |   |
|---|---|---|---|
| 10 | NVT | \(T_{\text{Max}}\) | 50 |
| 11 | NVT | \(T_{\text{Final}}\) | 100 |
| 12 | NPT | \(T_{\text{Final}}\), 0.5 \((P_{\text{Max}})\) | 5 |
| 13 | NVT | \(T_{\text{Max}}\) | 5 |
| 14 | NVT | \(T_{\text{Final}}\) | 10 |
| 15 | NPT | \(T_{\text{Final}}\), 0.1 \((P_{\text{Max}})\) | 5 |
| 16 | NVT | \(T_{\text{Max}}\) | 5 |
| 17 | NVT | \(T_{\text{Final}}\) | 10 |
| 18 | NPT | \(T_{\text{Final}}\), 0.01 \((P_{\text{Max}})\) | 5 |
| 19 | NVT | \(T_{\text{Max}}\) | 5 |
| 20 | NVT | \(T_{\text{Final}}\) | 10 |
| 21 | NPT | \(T_{\text{Final}}\), \(P_{\text{Final}}\) | 800 |

Optimisation of the MIL-100(Fe) crystal with UFF4MOF

The crystal structure of MIL-100(Fe) was optimised with UFF4MOF in LAMMPS, in order to compare it with both the calculated and experimental amorphous phases. The asymmetric unit was obtained from the CoRE MOF database\(^{23}\) (refcode: CIGXI) and then modified by adding two water molecules and one fluorine atom in the sixth coordination position of the Fe atoms in each trimer, to make the building blocks comparable to the ones used for the amorphous models. These modifications were done using Material Studio.\(^{24}\) The final optimised unit cell contains 12784 atoms and has a lattice parameter of 73.655 Å (experimentally reported lattice parameter is 73.340 Å). Comparison between the calculated and experimental PDF is reported in Supplementary Fig. 25.

Supplementary Figure 25 Comparison between the experimental MIL-100 PDF (blue) and the calculated PDF from the optimised MIL-100 structure (grey).
Porosity evaluation of amorphous and crystalline models

The calculated porosity of the amorphous models were compared to that of the crystalline MIL-100 model by averaging geometric measures of porosity (calculated using Zeo++\textsuperscript{25}) over the final structure obtained from the annealing process of all five models of each system. During the porosity analysis, the structure is kept rigid, therefore the flexibility of the system and the potential swelling induced by adsorption are not considered. The accessible and non-accessible geometric surface areas were calculated with a probe diameter of 3.64 Å (kinetic diameter of N\textsubscript{2}).\textsuperscript{26} Surface areas were calculated using 7000 Monte Carlo (MC) samples per atom. Pore size distributions were calculated using 70000 MC samples per cell. For the visual pore size distribution 500000 MC samples were used and the results were visualised using OVITO.\textsuperscript{27} All the calculations were performed using the high accuracy flag. Final results for all the systems are reported in Supplementary Table 5. Pore size distributions calculated with a probe radius of 0.1 Å are reported in Supplementary Figure 26. The crystal model shows a pore size distribution with peaks at 20-22 Å and 28 Å. These values are slightly lower than the experimentally reported pore values of 25 and 29 Å and they can be justified by the addition of the two water molecules and the fluorine groups in the model.\textsuperscript{28} The visual pore size distributions for all the systems calculated with a probe radius of 1.2 Å are reported in Supplementary Figure 27.

\textbf{Supplementary Figure 26} Pore size distributions of a) the crystalline MIL-100 model b) the MRO amorphous models c) the MIX amorphous models and d) the SRO amorphous models calculated with a probe radius of 0.1 Å (the average over the five packings is reported in black).
Visual pore size distribution for all the amorphous models, calculated with a 1.2 Å probe radius.

**Supplementary Figure 27**
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