CTRAMER: An open-source software package for correlating interfacial charge transfer rate constants with donor/acceptor geometries in organic photovoltaic materials
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Abstract

In this paper we present CTRAMER (Charge-Transfer RAtes from Molecular dynamics, Electronic structure, and Rate theory) – an open-source software package for calculating interfacial charge-transfer (CT) rate constants in organic photovoltaic (OPV) materials based on ab-initio calculations and molecular dynamics simulations. The software is based on identifying representative donor/acceptor geometries within interfacial structures obtained from molecular dynamics simulation of donor/acceptor blends and calculating the corresponding Fermi’s golden rule CT rate constants within the framework of the linearized-semiclassical approximation. While the methods used are well-established, the integration of these state-of-the-art ideas from different disciplines to study photoinduced CT between excited states and explicit environment, in our opinion, makes this package unique and innovative. The software also provides tools for plotting other observables of interest. After outlining the features and implementation details, usage and performance of the software are demonstrated with results from an example OPV system.
I. Introduction

The low production and environmental costs as well as improved plasticity and synthetic tunability of organic materials in comparison to their inorganic counterparts motivates the development of photovoltaic devices based on organic materials (so called organic photovoltaics [OPV]). Within OPV devices, photoexcitation of the donor material leads to the formation of excitons. The excitons then diffuse to the donor/acceptor (D/A) interface, where charge transfer (CT), namely electron transfer from donor to acceptor, occurs. This is followed by charge separation, where the electron and hole diffuse away from the interface within the donor and acceptor layers, respectively. Thus, a better understanding of the correlation between the effect of varying interfacial D/A pair geometries on CT rate constants is required to improve OPV performance.

In this paper, we introduce a new software package, CTRAMER (CT RAtes from Molecular dynamics, Electronic structure, and Rate theory), that provides computational tools for correlating interfacial CT rates with the underlying interfacial structure. The approach, which has been benchmarked and employed by us in previous work, combines state-of-the-art electronic structure calculations and molecular dynamics (MD) simulations to compute representative interfacial D/A geometries and the corresponding CT rate constants. The CT rate constants are calculated within the framework of Fermi’s golden rule (FGR) and based on the linearized semiclassical (LSC) approximation. Support for other levels of CT theory is planned to be added in future versions. Each of the methods used in CTRAMER have been chosen due to being well-studied and performing well in benchmarks. It is the combination of these state-of-the-art methods from different fields that makes CTRAMER unique.

It should be noted that the FGR/LSC framework currently used for calculating CT rate constants in CTRAMER is based on treating the environment of the D/A pair at the molecular level, as opposed to treatments that treat it as a polarizable-continuum or a harmonic bath.
Such resolution is required to account for the heterogeneity of the solid state environment and the distribution of D/A geometries and CT rates it can give rise to. It should also be noted that the molecular models we use are parameterized based on inputs obtained from electronic structure calculations.

Our primary goal in this paper is to introduce a general-purpose software package based on the computational framework outlined above, outline the features available in it, and demonstrate its applicability and scope by presenting results from an example OPV system where boron subphthalocyanine (SubPC) serves as the donor and fullerene ($C_{60}$) serves as the acceptor. This framework could be broadly applied to other materials.
II. Theory

The overall workflow for CTRAMER is outlined in Figure 1. The algorithm is initiated by the molecular coordinates of the donor and acceptor [Figure 1(a)]. The output corresponds to CT rate constants for different interfacial D/A geometries, which can be used to correlate the interfacial CT rate constants to the interfacial structure.
**Figure 1.** The overall workflow for CTRAMER (illustrated on the SubPC/C₆₀ system). (a)/(b) correspond to the C₆₀/SubPC molecules respectively, where the blue dashed enclosures represent electronic-structure calculations done for each molecule separately. (c) A condensed-phase system constructed using the molecular coordinates from (a) and (b) as well as the Mulliken charges obtained therein. (d) An equilibrated snapshot of the (c) system after equilibration. (e) The potential of mean force for the system in (d), where a coordinate in (R,θ) space corresponds to a SubPC/C₆₀ pair. (f) A SubPC/C₆₀ pair selected from (e), the blue dashed enclosure representing electronic-structure calculations done on the pair. (g) Scatterplot of characteristics for excited states calculated in (f). (h) Distribution of fluctuations in the energy gap of transitions between states selected from those calculated in (f). (i) Charge-transfer rate-constant densities for the configuration from (f)-(h) (in this case, hollow) as well as two others. The numbers for each model vary according to the population of each configuration.

**A. Softwarization flowchart**

CTRAMER consists of five modules as shown in Figure 2. The modules address the different scales needed for describing the CT process occurring at a D/A core that is affected by its molecular environment. The modular nature of CTRAMER allows the user to exclude or replace steps as needed. To initiate the calculation the individual donor and acceptor molecules [see Figures 1(a) and 1(b)] are obtained from literature or experiment. In Module 1 the atomic charges of the donor and acceptor molecules are calculated. (Alternatively, the charges can be assigned using published force-fields.) Module 2 combines multiple donor and acceptor molecules [Figure 1(c)] and equilibrates the overall system using the charges from Module 1 to a pre-assigned temperature and pressure [Figure 1(d)]. This is followed by a determination of the distribution of interfacial D/A pair geometries in a form of multiple parallel trajectories [Figure 1(e)]. Module 3 performs electronic state calculations on selected representative interfacial D/A pairs that correspond to different classes of geometries [Figure 1(f)]. From these calculations, excited donor and acceptor states are identified using a preset criteria of excited states properties (oscillator strength and CT characteristics) [Figure 1(g)]. Here the relevant transitions and the coupling between the donor and acceptor states are obtained. Module 4 uses MD simulations to calculate the fluctuations in the D/A energy gap in the condensed phase [Figure 1(h)]. Combining these fluctuations with CT characteristics from
Module 3, LSC-based E-FGR CT rates [Figure 1(i)] are obtained by Module 5 at the chosen level of theory.

| Input | Output |
|-------|--------|
| • structure coordinates for each molecule<br>• # of molecules and layers from model system<br>• # of structures, states and transitions to compute (here labeled parameters $N_1$-4) | • $N_3 \times N_4$ transition rate constants for $N_1$ structures<br>• $N_1$ structure rate constants<br>• 1 system-level rate constant density<br>• Cluster analysis of MD geometries |

1) Generate gas phase charges using TD-DFT for each molecule.<br>2a) Create a condensed-phase environment with coordinates and charges.<br>3a) Calculate $N_2$ lowest excited states and their energies, oscillator strength (OS), electronic coupling, and Mulliken charges for each of $N_1$ structures using TD-DFT.<br>3b) Select donor/acceptor (D/A) transitions from $N_3$ lowest-energy absorbing states (high OS) to $N_4$ CT states (highest $Q_0$).<br>2b) Characterize system via MD trajectories and then manually select $N_1$ representative structures (optional automatic selection included in future update).<br>4) Compute, for each transition, the D/A energy gap via MD trajectories that have the structure fixed with the state's partial charges.<br>5a) Calculate rate constants from the energy gap and coupling for each transition using the linearized semi-classical approximation.<br>5c) Cluster structures using their geometries and rate constants.<br>5b) Compute rate constants and densities at the structure and system level using the transition rate constants and structure population data.<br>5) Module 5 (Rate Theory)<br>3) Modules 1 & 3 (Electronic Structure)<br>4) Modules 2 & 4 (Molecular Dynamics)

Figure 2. A flowchart representing information flow during each section of the software. Each box represents a process while the arrows represent data within the software. Input parameters are the number of representative structures from MD ($N$), excited states from Q-Chem ($N$), and excitonic ($N$) / CT ($N$) states for which transitions are selected.

B. Computational Approach

Figure 3 illustrates the actual scripts that comprise each module in CTRAMER. The electronic structure calculations and the MD simulations reported in this manuscript are based on Q-Chem 4.0 and AMBER12 respectively. All the scripts are available on Github (https://github.com/ctramer/ctramer). Below, we provide additional information on the procedures for establishing the different parameters under each module.
C. Electronic structure calculations (Modules 1 and 3)

Time-dependent density-functional theory (TD-DFT) calculations are used in two modules of CTRAMER. First, in Module 1, TD-DFT is used on individual molecules to obtain partial charges for use in the MD simulations of Module 2. In Module 3, TD-DFT is used on selected interfacial D/A molecule pairs to obtain excited states and their partial charges, oscillator strength (OS), and relative energy.\textsuperscript{28, 43, 44} These electronic structure protocols are benchmarked against experimental measured excitation energies\textsuperscript{28, 43, 44} (including those of charge transfer states) as well as measured rates.\textsuperscript{2, 45} We note that, in the condensed phase, as molecules tend to neighbor several molecules, each molecule can be involved in multiple D/A pairs. We hypothesize that, on the macroscopical scale, CT follows the paths involving the D/A pairs with the fastest rate constants on the microscopical scale.
Important excited states are selected and then classified as donor and/or acceptor states. CTRAMER calculates the electronic coupling coefficients between electronic states using the fragment-charge-differences (FCD) method. Choice of functional and basis set can be customized for the system under study based on literature and experimentation.

For the results presented in this paper, CTRAMER uses the 6-31G* basis set and Baer-Neuhauser-Livshits (BNL) range-separated hybrid functional for TDDFT calculations. A $\gamma$ value of 0.167 bohr$^{-1}$, tuned to an optimal value for the on-top geometry based on the $J_2(\gamma)$ scheme, is used for all the geometries.

Calculated excited states are classified as follows. First, the charge of the donor molecule, $Q_D$, is used to classify states either as non-CT ($Q_D < 0.25 \, e$) or CT ($Q_D > 0.25 \, e$). Second, states with a significant OS are referred to as light-absorbing states, or bright CT states with negligible OS are referred to as dark (dCT) and those with a significant OS are addressed as bright CT (bCT). Non-CT states with significant OS are referred to as excitonic (EX). As CTRAMER studies direct CT from photoexcited (bright) states to CT states, states that are both dark and non-CT are not addressed. However, extensions to consider additional processes can be developed in future versions. The states are then named as EXn, bCTn, or dCTn. The index $n$ refers to the rank of a state’s energy, from smallest to largest, within EX, bCT, and dCT states with the same geometry. Classification thresholds can be customized within CTRAMER.

Last, using these classified states, transitions from a bright state to a CT state are selected. The user selects the maximum number of donor and accepotr states between which transition rates are calculated. The computational cost is linear with the number of donor states but is largely unaffected by the number of acceptor states (due to the method of calculating rates detailed in the following subsection). As part of these electronic structure calculations, electronic coupling coefficients are computed for each transition.
**D. Molecular dynamics simulations (Modules 2 and 4)**

Module 2 focuses on creating a condensed-phase system from the coordinates and charges established in Module 1, equilibrating it to a given temperature and pressure, and then analyzing the distribution of structures. From this distribution, representative structures are selected for further analysis along with their surrounding molecules. In simulations during Module 4, an interfacial molecular pair is kept fixed for use in calculating energy gaps between excited states. These energy gaps are used in Module 5 to calculate rate constants.

CTRAMER uses Packmol\(^5\) to construct condensed-phase OPV systems. Packmol places a user-defined number of molecules into a region of space, the size of which is also set by the user. CTRAMER by default uses 6 square layers into each of which it places 25 molecules. Each layer consists of only one type of molecule. Space is placed between separate types of layers to simulate the fabrication procedure. Too much or too little space between molecules can cause the system to not equilibrate correctly.

The MD simulations of CTRAMER utilize the generalized AMBER force field (GAFF),\(^40\,53\,54\) augmented by other force fields (FFs) as needed. For example, interactions involving the boron atom that is found at the center of SubPC are not given in GAFF and are here taken from Refs. \(^55\,56\) The MD simulations are performed by the AMBER12 program SANDER.\(^40\) CTRAMER fits the simulation box to the constructed system and then applies periodic boundary conditions. Both equilibration and production MD simulations have a time step of 2.0 fs. The SHAKE algorithm\(^57\) is used to constrain bonds involving hydrogen. Neighbor list updates, real-space Coulomb interactions, and van der Waals interactions utilize a 10.0 Å threshold. CTRAMER calculates electrostatic interactions with the particle-mesh Ewald method.\(^58\,59\)

By default, a hybrid algorithm is used to perform energy minimization. The default settings for this algorithm, used for the results in this paper, are listed here. The conjugated-
gradient method is used for 500 timesteps, followed by 4500 timesteps of the steepest-descent method. The minimized system is then heated to 298.15K using the canonical ensemble (NVT) gradually over a period of 10 ps. CTRAMER then fixes the system at this temperature for 1.0 ns and equilibrates at a constant pressure of 1.0 bar using a NPT ensemble with 1.0 ps as the pressure relaxation time. The simulation box is then refit to the equilibrated system with periodic boundary conditions kept. A planned future update is for CTRAMER to simulate automatically until equilibration is reached.

Production runs in Module 2 use the equilibrated system with the adjusted box size in a NVT ensemble. As with all other parameters, the number and length of production runs can be specified by the user. For the results shown in this paper, one run of 20 ns was used. In our tests on CTRAMER, multiple production runs can aid in sampling multiple local minima.

Productions run in Module 4 use the entire system in the timestep in Module 2 from which a representative geometry was chosen. The atoms of the representative pair are fixed in place using a harmonic potential. By default, CTRAMER uses a force constant of 50 kcal/mol-Å². However, as the energies calculated by CTRAMER do not include the restraint potential, the size of the force constant will not affect the results. The goal of fixing the atoms is to keep the molecules in the representative geometry. These fixed atoms are assigned with Mulliken partial charges, from Module 3, of a donor state for that representative pair geometry. The rest of the molecules in the system have ground state charges from Module 1 and are unrestrained. After equilibration, production runs are performed using the same parameters as Module 2. The effect on uncertainty in rate constants in Module 5 by changing the number and length of production runs in Module 4 is discussed in the following section.

E. Rate evaluations (Module 5)
Module 5 evaluates CT rates at different levels. Transition rate constants are calculated following a Marcus-level linearized semi-classical (LSC) \(^{19,21,22}\) approximation to Fermi’s Golden Rule, where the donor-to-acceptor transition rate constant \((k^\alpha)\) is given by:

\[
k^M = \frac{|\Gamma_{\alpha\beta}|^2}{\hbar} \sqrt{\frac{2\pi}{\sigma^2_U}} \exp\left[-\frac{(U)^2}{2\sigma_U^2}\right].
\]  

(1)

Here, \(U(\mathbf{R}) = V_D(\mathbf{R}) - V_A(\mathbf{R})\) is the D/A energy gap as a function of the nuclear coordinates, \(\mathbf{R}\), where \(V_o\) and \(V\) are the potential-energy surfaces of the donor and acceptor states, respectively. \(\langle U \rangle\) and \(\sigma_U\) are the first and second moments, respectively, of \(U(\mathbf{R})\). This rate constant is derived from Fermi’s Golden Rule by the LSC approximation, as detailed in refs. \(^{19,21,23,24}\), but is referred to as “Marcus-level” as the reorganization energy, \(E_r\), the reaction free energy, \(\Delta E\), and the activation energy, \(E_a\), can be calculated from \(\langle U \rangle\) and \(\sigma_U\): \(E_r = \sigma_U^2/(2k_BT)\), \(\Delta E = -E_r - \langle U \rangle\), and \(E_a = k_BT(\langle U \rangle)^2/(2\sigma_U^2)\). These parameters allow for the analysis of rates calculated using Marcus Theory. \(^{61-64}\) The electronic excitation energies are from the Module 3 electronic structure calculations.

\(U(\mathbf{R})\) is determined for each transition using the classically sampled trajectories from Module 4 as detailed in the MD methods section. First, the potential energy surface from MD at a given timestep, \(V^M_{\alpha}\), is calculated for each state, with \(\alpha\) denoting donor or acceptor, by recalculating the energy of the entire system. To avoid double counting of potential energy by the electronic structure and MD methods, \(V^M_{\alpha}\) is corrected to \(V = V^M_{\alpha} + W\), where \(W\) is the difference in single-point energy of each state between calculations by the electronic structure and MD methods. \(U\) is then determined using the difference of \(V_o\) and \(V\). Finally, \(\langle U \rangle\) and \(\sigma_U\) are obtained using the moments of \(N\) MD trajectories of length \(L\). We here use \(N = 40\) runs and \(L = 40\) ns, which can be adjusted for the desired accuracy. The uncertainty for rate constants decreases approximately as \(\frac{1}{\sqrt{NRL}}\).
As shown in Figure 1(h) and Figure S1, the distribution of $U(\mathbf{R})$ can be significantly non-Gaussian for many transitions. We attribute this to CTRAMEr accounting for how the condensed phase’s heterogeneity can lead to multiple local energy minima. As the LSC approximation uses a Gaussian distribution to model the probability density at $U(\mathbf{R}) = 0$, CTRAMEr resolves these energy minima by best fitting the probability density function of $U(\mathbf{R})$ to a sum of Gaussian distributions chosen by least-squares regression. CTRAMEr increases the number of distributions, beginning at one, until the 95% confidence interval for $\sigma_U$ includes non-positive numbers or a maximum of three is reached. These settings can be customized within CTRAMEr.

While $k^\text{w}$ measures the transition rate between states, we multiply it by the amount of the corresponding charge transferred, $(\Delta Q)$, to measure the rate of CT ($k^\text{c}$) for a transition:

$$k^\text{c} = \Delta Q \times k^\text{w}.$$  \hspace{1cm} (2)

Both $k^\text{c}$ and $k^\text{w}$ are obtained in the context of a single transition for one structure. For aid in comparison between structures, these CT rates are summed over all the identified transitions, $t$, for a given representative structure $i$, to give a structure-level CT rate constant ($K^\text{c}_i$):

$$K^\text{c}_i = \sum_t k^\text{c}_t.$$  \hspace{1cm} (3)

A system-level CT density ($\omega^\text{c}$) can then established by averaging $K^\text{c}$ over the area of the D/A interface in the simulation:

$$\omega^\text{c} = \sum_i (K^\text{c}_i \times \frac{1}{A}),$$  \hspace{1cm} (4)

where $n_i$ is the number of pairs represented by the structure $i$ from Equation 3 and A is the approximate area of the interface (which is by default calculated by CTRAMEr but can replaced).
III. Results

CTRAMER is used to analyze the CT rate in the interface of SubPC/C₆₀ pair of donor acceptor organic material used in model OPV studies. CTRAMER can be used for many materials but these results are presented here as an example use of the software. Data is available at https://github.com/ctramer/ctramer.

A. Sample preparation (Module 1)

The coordinates of the optimized SubPC and C₆₀ molecules are provided in Github (https://github.com/ctramer/ctramer), while the references used to determine the atomic charges are listed in Table S1.

B. Condensed-phase structures (Module 2)

The multilayered OPV system is represented using 6 alternating layers of 25 SubPC or C₆₀ molecules each. A large ensemble of interfacial D/A pairs is then obtained, where a interfacial D/A pair is defined as 1 SubPC molecule and 1 C₆₀ molecule where the minimum distance between any atom from separate molecules is less than 5 Å.

Analysis of the different interfacial pairs is aided by two order parameters [see Figure 4(b)]: first, the distance (R) between the SubPC boron atom and the C₆₀ center of mass, and second, the angle (θ) between the vector from the C₆₀ center of mass to the SubPC boron atom and the vector from the SubPC boron atom to the SubPC chlorine atom.

Inspection of the potential of mean force (PMF) using a (R,θ) coordinate system [shown in Figure 4(a)] reveals two pronounced regions of low energy centered at approximately (7.5 Å, 0°) and (7.5 Å, 120°), which correspond to D/A pair geometries identified as on top and hollow in previous gas-phase and mean-field studies, examples of which are shown in Figure 4(a)]. The approximate percentage of sampled D/A pairs
corresponding to these geometries [shown in Figure 4(a)] are calculated using D/A pairs where \( R < 8.5 \) Å and \( \theta < 38^\circ \) for on top and D/A pairs where \( R < 9 \) Å and \( 95^\circ < \theta < 160^\circ \) for hollow.

However, the majority of the D/A pairs in the PMF does not correspond to either on top or hollow. Instead, these pairs correspond to a geometry, noted as edge, that was recently identified using a condensed-phase analysis. While most of the edge pairs fall within the range of \( 10 \) Å < \( R < 14 \) Å and \( 40^\circ < \theta < 100^\circ \), they have a large variance in \( R \) and \( \theta \) [one example structure is shown in Figure 4(a)]. The edge geometry consists of pairs where only the edge of a SubPC arm is close to the \( \text{C}_60 \) molecule. Most of the edge pairs fall within the following range on the PMF: \( 10 \) Å < \( R < 14 \) Å and \( 40^\circ < \theta < 100^\circ \)

Among the ensemble structures from each basin (e.g. on-top, hollow, or edge ensembles), the most probable structure is selected as the representative D/A pair geometry for analysis in Module 2.
Figure 4. The potential of mean force (a) for the SubPC/C$_{60}$ pair on a $R$-$\theta$ coordinate system. The color is scaled by $kT$. Also shown are representative structures (on top, hollow, and edge) of SubPC/C$_{60}$ pair at each of the three major geometries and the percentage of interfacial pairs in that geometry. $R$ and $\theta$ are defined in (b), where the yellow bead corresponds to the C$_{60}$ center of mass and the red and blue beads correspond to the SubPC boron and SubPC chlorine atoms, respectively. $R$ is the distance between the SubPC boron atom and the C$_{60}$ center of mass. $\theta$ is the angle between vectors $V_1$ and $V_2$.

C. Electronic structure results (Module 3)

Electronic structure calculations are performed on the interfacial D/A geometries selected from Module 2. The important parameters are (1) the charge of the D/A pair’s donor molecule ($Q_D$), (2) the energy for the D/A pair while isolated in the gas-phase ($E_{\text{gas}}$), and (3) the pair’s oscillator strength (OS). These three parameters are shown by the x axis, y axis, and color bar, respectively, in Figure 5.
Transitions studied here are from the lowest-energy bright EX state to each of the dark CT states, with one exception: in the on-top geometry, a bright CT state is considered as a donor state in addition to the lowest-energy EX state and also as an acceptor state. The OS of the bright states for the on-top geometry is about half that of the EX1 state for the hollow and edge geometries, as shown in Figure 5 and listed in Table S2. Hollow and edge each also have another EX state that is similar in both OS and $E_\text{gas}$ but is not used for these results. However, the dCT states for on top range from approximately equal to slightly lower in energy than its bright states while all the dCT states for hollow and edge are much higher in energy than the bright states. The exact values shown in Figure 5 are recorded in Table S2. EX and CT states as labeled in Figure 5 are used for analysis in Module 4.

**Figure 5.** Scatter plot of the excitation energy in the gas phase ($E_\text{gas}$) versus the charge of the donor molecule ($Q_D$) for the 25 lowest excited states of each representative geometry. Dots are colored according to their oscillator strength (OS). States used for calculations in this paper are shown by large squares and labelled with their names while other states are denoted by smaller circles.

**D. Charge-transfer rate constants (Modules 4 and 5)**
Next, we calculate the electronic-population-transfer rate constant, $k^e$, and CT rate constant, $k^c$, for transitions from a donor state (EX1 or bCT1) to an acceptor state (bCT1, dCT1, dCT2, or dCT3). The required inputs to calculate $k^e$, as shown in Eq 1, are the D/A energy-gap first and second moments, the coupling coefficient, $\Gamma_{DA}$, and the excitation-energy correction, $W_\alpha$, (see Tables 1 and S3). The relative energies between states are changed in MD simulations due to the molecular environment. Clearly, the CT states are expected to be stabilized by the condensed-phase polarizable environment more than the localized excitations. The rate constant, $k^c$, (see Table 1) is the product of $k^e$ and $\Delta Q_\alpha$, the difference in charge of the donor molecule between the donor and acceptor states.

In the on-top geometry, the $\Gamma_{\alpha}$ for the bCT1 $\rightarrow$ dCT1 and bCT1 $\rightarrow$ dCT2 transitions are at least double the size of any other $\Gamma_{\alpha}$ considered. On the other hand, as transitions involving bCT1 use a CT state as donor state, $\Delta Q_\alpha$ for these transitions is significantly less than that of transitions with an EX donor state. As a result, the values of $k^c$ for transitions with either EX1 or bCT1 as the donor state in the on-top geometry are within an order of magnitude of each other. Additionally, the values of $k^e$ are comparable to those from a non-condensed-phase analysis based on optimized geometries. For both the hollow and edge geometries, smaller $\Gamma_{\alpha}$ values for transitions from EX1 to dCT states than those in the on-top geometry lead to smaller rate constants. However, the $k^c$ values for the edge geometry are larger overall than those of the hollow geometry. This difference between edge and hollow can be traced back to the fact that the transitions in the edge geometry correspond to a much smaller $\langle U \rangle$ than those of the hollow geometry (see Table 1). The $k^e$ values for transitions in the hollow geometry are observed to be significantly smaller than those previously reported in a non-condensed-phase analysis based on optimized geometries (see Table S4). Marcus theory parameters are available for all transitions in the Supplemental Information (Table S5).
Table 1. Interfacial Charge-Transfer Rates for Representative Geometries

| Geometry | Transition  | $\Gamma_{DA}$ (meV) | $\Delta Q_{D}$ (e) | $<U>$ (meV) | $k^C$ (nA) |
|----------|-------------|---------------------|-------------------|-------------|------------|
| **On-top** | EX1$\rightarrow$dCT1 | 4.03 | 0.706 | 217$\pm$2 | 180$\pm$10 |
| | EX1$\rightarrow$dCT2 | 24.46 | 0.616 | 148$\pm$11 | 520$\pm$70 |
| | EX1$\rightarrow$dCT3 | 5.47 | 0.825 | -168$\pm$1 | 220$\pm$10 |
| | EX1$\rightarrow$bCT1 | 25.82 | 0.314 | 114$\pm$5 | 510$\pm$40 |
| | bCT1$\rightarrow$dCT1 | 74.16 | 0.391 | 123$\pm$2 | 24$\pm$2 |
| | bCT1$\rightarrow$dCT2 | 72.27 | 0.302 | 61.6$\pm$0.1 | 1,010$\pm$20 |
| | bCT1$\rightarrow$dCT3 | 21.13 | 0.511 | -240$\pm$12 | 0.014$\pm$0.008 |
| **Hollow** | EX1$\rightarrow$dCT1 | 1.85 | 0.943 | -743$\pm$14 | 0.006$\pm$0.002 |
| | EX1$\rightarrow$dCT2 | 20.21 | 0.959 | -837$\pm$14 | 0.04$\pm$0.02 |
| | EX1$\rightarrow$dCT3 | 15.53 | 0.905 | -936$\pm$30 | 0.006$\pm$0.004 |
| **Edge** | EX1$\rightarrow$dCT1 | 10.30 | 0.977 | -354$\pm$23 | 65$\pm$5 |
| | EX1$\rightarrow$dCT2 | 14.02 | 0.781 | -432$\pm$15 | 0.32$\pm$0.07 |
| | EX1$\rightarrow$dCT3 | 17.22 | 0.953 | -481$\pm$20 | 3.1$\pm$0.6 |
IV. Conclusions

We have described the software package CTRAMER for the analysis of CT rates based on electronic structure calculations, MD simulations, and rate theory. CTRAMER is a unique combination of well-established methods from different disciplines that allows for a more precise study of photoinduced CT between excited states and explicit environment. The customizable features, software architecture, and guidelines for usage were discussed. Additionally, the scientific justification behind the different approaches as well as example results were described.

CTRAMER will continue to be actively developed and supported, as it will remain a long-term focus of the authors. Additions planned for the immediate future are automated tuning of the parameters for electronic structure calculations, enabling different level of theory, and machine-learning clustering methods for selecting representative structures. Other future goals include various extensions to improve the accessibility and computational efficiency of the software.
Supplementary Material

See supplementary material for additional information regarding the results: parameters used for MD not included in GAFF, a table of excited state properties, energy correction terms for each state, information on non-Gaussian energy gap distributions, and Marcus theory parameters.
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