HYPERBOLIC FREE BOUNDARY PROBLEMS AND APPLICATIONS TO WAVE-STRUCTURE INTERACTIONS
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Abstract. Motivated by a new kind of initial boundary value problem (IBVP) with a free boundary arising in wave-structure interaction, we propose here a general approach to one-dimensional IBVP as well as transmission problems. For general strictly hyperbolic $2 \times 2$ quasilinear hyperbolic systems, we derive new sharp linear estimates with refined dependence on the source term and control on the traces of the solution at the boundary. These new estimates are used to obtain sharp results for quasilinear IBVP and transmission problems, and for fixed, moving, and free boundaries. In the latter case, two kinds of evolution equations are considered. The first one is of “kinematic type” in the sense that the velocity of the interface has the same regularity as the trace of the solution. Several applications that fall into this category are considered: the interaction of waves with a lateral piston, and a new version of the well-known stability of shocks (classical and undercompressive) that improves the results of the general theory by taking advantage of the specificities of the one-dimensional case. We also consider “fully nonlinear” evolution equations characterized by the fact that the velocity of the interface is one derivative more singular than the trace of the solution. This configuration is the most challenging; it is motivated by a free boundary problem arising in wave-structure interaction, namely, the evolution of the contact line between a floating object and the water. This problem is solved as an application of the general theory developed here.

1. Introduction

1.1. General setting. This article is devoted to a general analysis of free boundary and free transmission hyperbolic problems in the one dimensional case. It is mainly motivated by a new kind of free boundary problem arising in the study of wave-structure interactions and for which the evolution of the free boundary is governed by a singular equation.

In order to explain the singular structure of this problem, let us recall some results on hyperbolic initial boundary value problems (a good reference on this subject is the book [BGS07]). Let us for instance consider a general quasilinear equation of the form

$$\partial_t U + A(U)\partial_x U = 0$$

for $t > 0$ and $x \in \mathbb{R}$. It is well known that if the system is Friedrichs symmetrizable, i.e., if there exists a positive definite matrix $S(u)$ such that $S(u)A(u)$ is symmetric, then the associated initial value problem is well-posed in $C([0,T];H^s(\mathbb{R}))$ if $s > d + 1/2$ (with $d = 1$ is the space dimension). The proof is based on the study of the linearized system and an iterative scheme. If we consider the same equation on $\mathbb{R}_+$, and impose a boundary condition on $U$ at $x = 0$, then the corresponding initial boundary value problem might not be well-posed, even if the system is Friedrichs symmetrizable. Well-posedness is however ensured if there exists a Kreiss symmetrizer which, as the Friedrichs symmetrizer, transforms the system into a symmetric system, but with the additional property that the boundary condition for this symmetric system is strictly dissipative (roughly speaking, this means that the trace of the solution at the boundary is controlled by the natural energy estimate). The construction of such a Kreiss symmetrizer is extremely delicate and is usually done under the so-called uniform Lopatinskii condition which can formally be derived as a stability condition for the normal mode solutions of the linearized equations with frozen coefficients. Under such a condition (and additional
compatibility conditions between the boundary and initial data), a unique solution can again be constructed (though with many more technical issues) via estimates on the linearized system and an iterative scheme. The typical result for quasilinear initial boundary value problems satisfying the aforementioned condition, as announced in [RMey] and proved in [Mok87], is that the equations are well-posed but with higher regularity requirements, and more importantly, with a loss of half a derivative with respect to the initial and boundary data.

In some situation, the boundary of the domain on which the equations are cast depends on time. In dimension $d = 1$ for instance, this means that instead of working on $\mathbb{R}_+$, one works on $(\varphi(t), +\infty)$, where the function $\varphi$ is either a known function (boundary in forced motion) or an unknown function determined by an equation involving the solution $U$ of the hyperbolic system, typically,

$$\dot{\varphi}(t) = \chi(U|_{x=\varphi(t)})$$

for some smooth function $\chi$ (we shall say that this kind of boundary evolution of “kinematic type” because, as for kinematic boundary conditions, the regularity of $\dot{\varphi}$ is the same as the regularity of the solution at the boundary). Such problems are called free boundary hyperbolic problems.

It is noteworthy that, up to a doubling of the dimension of the system of equations under consideration, the considerations above can be extended to transmission problems, where two possibly different hyperbolic systems are considered on the two different sides of an interface, and where the boundary condition is replaced by a condition involving the traces of the solution on both sides. One of the most famous transmission problems with a free boundary is the stability of shocks. The problem consists in finding solutions to a quasilinear hyperbolic system that are smooth on both sides of a moving interface and whose traces on the interface satisfy the Rankine–Hugoniot condition. In dimension $d = 1$, this latter condition provides an evolution equation for the interface of the same form as above.

Showing the well-posedness of free boundary hyperbolic problems requires new ingredients and in particular,

- A diffeomorphism must be used to transform the problem into a boundary value problem with a fixed boundary.
- A change of unknown must be introduced to study the linearized equation. Indeed, with the standard linearization procedure, a derivative loss occurs due to the dependence of the transformed problem on the diffeomorphism. This loss is removed by working with so-called Alinhac’s good unknown.

The proof of the stability of multidimensional shocks is a celebrated achievement of Majda [Maj83a, Maj83b, Maj12], with improvements in [Mét01]. Since the proof relies on the theory of initial boundary value problems, the same loss of half a derivative with respect to the initial and boundary data is observed.

The free boundary problem that motivates this work is the evolution of the contact line between a floating object and the water, in the situation where the motion of the waves is assumed to be governed by the (hyperbolic) nonlinear shallow water equations, and in horizontal dimension $d = 1$. In a simplified version, this problem can be reduced to a free boundary hyperbolic problem, but with a more singular evolution equation for the free boundary, which is of the form

$$U(t, \varphi(t)) = U_i(t, \varphi(t)),$$

where $U_i$ is a known function (for the contact line problem, this condition expresses the fact that the surface elevation and the horizontal flux of the water are continuous across the contact point). Time differentiating this condition yields an evolution equation for $\varphi$ of the form

$$\dot{\varphi}(t) = \chi((\partial_t U)|_{x=\varphi(t)}, (\partial_x U)|_{x=\varphi(t)}, (\partial_t U_i)|_{x=\varphi(t)}, (\partial_x U_i)|_{x=\varphi(t)}).$$
The standard procedure for free boundary hyperbolic problems described above does not work with such a boundary equation, because there is obviously a loss of one derivative in the estimates: the boundary condition is fully nonlinear. In order to handle this new difficulty without using a Nash–Moser type scheme, we propose to work with a second order linearization and introduce a second order Alinhac’s good unknown in order to cancel out the terms responsible for the derivative losses.

Proving the well-posedness of this fully nonlinear free boundary hyperbolic problem also requires sharp and new estimates for one-dimensional hyperbolic initial boundary values problems that are of independent interest. One-dimensional hyperbolic boundary value problems are generally dealt with using the method of characteristics [LY85]. In the Sobolev setting, there is no specific work dealing with the one-dimensional setting, and the general multidimensional results are used, with their drawbacks: high regularity requirements and derivative loss with respect to the boundary and initial data. These drawbacks however can easily be bypassed by taking advantage of the specificities of the one-dimensional case, and in particular of the explicit construction of the Kreiss symmetrizers. For this reason, we propose in this article a general study of initial boundary value problems (as well as transmission problems) for fixed, moving, and free boundaries. This study is based on the new sharp estimates developed to solve the fully nonlinear free boundary problem mentioned above and fully exploits the specificities of the one-dimensional case. In particular, the high regularity requirements and the derivative loss of the general theory are removed. This is for instance of interest to solve the problem of transparent conditions for hyperbolic systems. We use this general approach to solve several problems coming from wave-structure interactions, as well as other problems such as conservation laws with a discontinuous flux and the stability of one-dimensional standards and nonstandards shocks. Another advantage of our approach is that it is much more elementary than the general results, and does not require refined paradifferential calculus for instance.

1.2. Organization of the paper. Section 2 is devoted to the study of several kinds of free boundary problems for $2 \times 2$ quasilinear (strictly) hyperbolic systems. The case of non homogeneous linear initial boundary value problems with variable coefficients and a fixed boundary is considered first in §2.1. The main focus is the derivation of a sharp estimate, given in Theorem 1, which requires only a weak control in time of the source term (weaker than $L^1(0,T)$, which is itself weaker than the standard $L^2(0,T)$ that can be found in the literature [BGS07]) and which provides a better control of the trace of the solution at the boundary. We first assume the existence of a Kreiss symmetrizer and derive a priori weighted $L^2$-estimates in §2.1.2 and higher order estimates in §2.1.4. In order to complete the proof of Theorem 1, the main step, performed in §2.1.5, is the explicit construction of a Kreiss symmetrizer under an explicit Lopatinskiï condition. In §2.2 these linear estimates are used to prove the well-posedness of quasilinear systems; Theorem 2 provides a sharp result for such systems, which takes advantage of the specificities of the one-dimensional case and improves the results provided by the general (multi-dimensional) theorems. It can for instance be used to improve the existing results concerning transparent boundary conditions for the nonlinear shallow water equations. In §2.3 we go back to the analysis of linear initial boundary value problems, but this time on a moving domain, i.e., in the case where the domain on which the equations are cast is $(x(t), \infty)$, with $x$ assumed here to be a known function. Using a diffeomorphism that maps $\mathbb{R}_+$ to $(x(t), \infty)$ for all times, this problem is transformed into an initial boundary value problem with fixed boundary, but whose coefficients depend on the diffeomorphism. One could apply Theorem 1 to this problem, but would lose an unnecessary derivative in the dependence on the diffeomorphism. This loss is avoided in Theorem 3 by applying Theorem 1 to the system satisfied by Alinhac’s good unknown; in order to get a sharp result in terms of regularity requirements on the initial data, the sharp dependence on the source terms proved in Theorem 1 is necessary at this point. These
linear estimates are then used in [2.4] to study quasilinear initial boundary value problems with free boundary, i.e., where the function $g(t)$ is no longer assumed to be known, but satisfies an evolution equation. The case of an evolution equation of “kinematic” type is considered first, so that a diffeomorphism of “Lagrangian” type can be used and a solution constructed by an iterative scheme based on the linear estimates of Theorem 3. The more complicated case of fully nonlinear boundary conditions of the type mentioned above is addressed in [2.5]. To handle this problem, another kind of diffeomorphism must be used and a generalization of Alinhac’s good unknown to the second order must be introduced to remove the loss of derivative induced by the fully nonlinear boundary condition. A more general type of fully nonlinear condition is also considered in [2.5.4] where a coupling with a system of ODEs is allowed.

As an illustration of the fact that the theory developed above for $2 \times 2$ initial boundary value problems can be generalized to systems involving a higher number of equations, we propose in Section 3 a rather detailed study of transmission problems. More precisely, we consider two $2 \times 2$ hyperbolic systems cast on both sides of an interface, and coupled through transmission conditions at the interface. Such transmission problems can be transformed into $4 \times 4$ initial boundary value problems to which the above theory can be adapted. Linear transmission problems are first considered in §3.1, the main step being the construction of a Kreiss symmetrizer whose nature depends on the number of characteristics pointing towards the interface; the nonlinear case is then considered in §3.2. Moving interfaces are then treated in §3.3 for linear systems and an application to free boundary transmission problems with “kinematic” boundary condition is given in §3.4.

A first application of the general theory described above to wave-structure interactions is given in Section 4. The problem consists in studying the interaction of waves in shallow water with a lateral piston. The nonlinear shallow water equations are a quasilinear hyperbolic problem that falls into the class studied above. The domain is a half-line delimited by a piston which can move under the pressure force exerted by the wave. Its motion (and therefore the position of the boundary) is given by the resolution of a second order ODE in time (Newton’s equation) coupled with the nonlinear shallow water equations. The key step is to show that this evolution equation is essentially of “kinematic” type so that the results of [2.4] can be applied.

In Section 5 we present the problem that motivated this work, namely, the description of the evolution of the contact line between a floating body and the surface of the water in the shallow water regime. We recall in §5.1 the derivation of the equations proposed in [Lan17] to describe this problem and investigate first, in §5.2, the case of a fixed floating body. We show that the problem can be reduced to an initial boundary value problem with free boundary governed by a fully nonlinear equation, which allows us to use the results of [2.5]. The extension to the case of a floating object with a prescribed motion is then presented in §5.3 and the more complicated case of a freely floating object is studied in §5.4. For this latter case, the evolution of the contact point is more complicated because it is coupled with the three dimensional Newton equation for the solid (on the vertical and horizontal coordinates of the center of mass and on the rotation angle). Technical computations are postponed to Appendix A.

We finally present in Section 6 several applications of our results on transmission problems. The first one, considered in §6.1 is a general $2 \times 2$ system of conservation laws with a discontinuous flux (a typical example is provided by the nonlinear shallow water equations over a discontinuous topography). We then investigate in §6.2 the stability of one-dimensional shocks (both classical and undercompressive); using our sharp one-dimensional results, we are able to improve the results one would obtain by considering the one-dimensional case in the general multi-dimensional theory of [Maj83a, Maj83b, Maj12, Mét01] for classical shocks and [Con03] for undercompressive shocks.
1.3. **General notations.** - We write $\Omega_T = (0, T) \times \mathbb{R}_+$.  
- The notation $\partial$ stands for either $\partial_x$ or $\partial_t$, so that $\partial f \in L^\infty(\Omega_T)$ for instance, means $\partial_x f \in L^\infty(\Omega_T)$ and $\partial_t f \in L^\infty(\Omega_T)$.  
- We denote by $\cdot \cdot$ the $\mathbb{R}^2$ scalar product and by $(\cdot, \cdot)_{L^2}$ the $L^2(\mathbb{R}_+)$ scalar product.  
- If $A$ is a vector or matrix, and $X$ a functional space, we simply write $A \in X$ to express the fact that all the elements of $A$ belong to $X$.  
- In order to define smooth solutions of hyperbolic systems in $\Omega_T = (0, T) \times \mathbb{R}_+$, it is convenient to introduce the space $\mathcal{W}^m(T)$ as

$$\mathcal{W}^m(T) = \bigcap_{j=0}^l C^j([0, T]; H^{m-j}(\mathbb{R}_+)),$$

with associated norm

$$\|u\|_{\mathcal{W}^m(T)} = \sup_{t \in [0, T]} \|u(t)\|_{m} \text{ with } \|u(t)\|_{m} = \sum_{j=0}^m \|\partial^j_x u(t)\|_{H^m(\mathbb{R}_+)}.$$  

We have in particular $H^{m+1}(\Omega_T) \subset \mathcal{W}^m(T) \subset H^m(\Omega_T)$.

- In order to control the boundary regularity of the solution, it is convenient to use the norm

$$|u|_{x_0, t} = \sum_{j=0}^m |(\partial^j_x u)_{x_0} |^2_{H^{m-j}(\mathbb{R})} = \sum_{j=0}^m |(\partial^j_t u)_{x_0} |^2_{L^2(\mathbb{R})}.$$  

- We also use weighted norms with an exponential function $e^{-\gamma t}$ for $\gamma > 0$ defined by

$$|g|_{L^2_\gamma(0, t)} = \int_0^t e^{-2\gamma t'} |g(t')|^2 dt', \quad |g|_{H^m_\gamma(0, t)} = \left( \sum_{j=0}^m |(\partial^j_t g)_{x_0} | L^2_\gamma(0, t) \right)^{\frac{1}{2}}.$$  

$$\|u(t)\|_{m, \gamma} = e^{-\gamma t} \|u(t)\|_{m}, \quad \|u\|_{\mathcal{W}^m_\gamma(T)} = \sup_{t \in [0, T]} \|u(t)\|_{m, \gamma},$$  

$$|u|_{x_0, t, \gamma} = \sum_{j=0}^m |(\partial^j_x u)_{x_0} |^2_{H^{m-j}_\gamma(\mathbb{R})} = \left( \sum_{j=0}^m |(\partial^j_x u)_{x_0} |^2_{H^{m-j}_\gamma(\mathbb{R})} \right)^{\frac{1}{2}}.$$  
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2. **Hyperbolic initial boundary value problems with a free boundary**

This section is devoted to the analysis of a general class of initial boundary value problems, with a boundary that can be either fixed, in prescribed motion, or freely moving. We refer to §1.3 for the notations used, and in particular for the definition of the functional spaces.

2.1. **Variable coefficients linear $2 \times 2$ initial boundary value problems.** The aim of this section is to provide an existence theorem with sharp estimates for a general linear initial
boundary value problem with variable coefficients of the following form,

\[
\begin{aligned}
\partial_t u + A(t, x)\partial_x u + B(t, x)u &= f(t, x) \quad \text{in } \Omega_T, \\
u |_{t=0} = u^\mathrm{in}(x) \\
u(t) \cdot u |_{x=0} = g(t)
\end{aligned}
\]  

(1)

where \( u, u^\mathrm{in}, f, \) and \( \nu \) are \( \mathbb{R}^2 \)-valued functions and \( g \) is real-valued function, while \( A \) and \( B \) take their values in the space of \( 2 \times 2 \) real-valued matrices. We also make the following assumption on the hyperbolicity of the system and on the boundary condition.

**Assumption 1.** There exists \( c_0 > 0 \) such that the following assertions hold.

i. \( A \in W^{1,\infty}(\Omega_T), \, B \in L^\infty(\Omega_T), \, \nu \in C([0, T]). \)

ii. For any \((t, x) \in \Omega_T, \) the matrix \( A(t, x) \) has eigenvalues \( \lambda_+(t, x) \) and \(-\lambda_-(t, x)\) satisfying

\[ \lambda_\pm(t, x) \geq c_0. \]

iii. (The uniform Kreiss–Lopatinskiĭ condition.) Denoting by \( e_\pm(t, x) \) a unit eigenvector associated to the eigenvalue \( \lambda_+(t, x) \) of \( A(t, x), \) for any \( t \in [0, T] \) we have

\[ |\nu(t, 0) \cdot e_+(t, 0)| \geq c_0. \]

**Example 1.** A typical example of application is to consider the linearized shallow water equations with a boundary condition on the horizontal water flux \( q. \) This system has the form

\[
\begin{aligned}
\partial_t \zeta + \partial_x q &= 0, \\
\partial_t q + 2\frac{\rho}{\rho_0} \partial_x q + (gh - \frac{q^2}{\rho_0}) \partial_x \zeta &= 0
\end{aligned}
\]

with initial and boundary conditions

\[ (\zeta, q)|_{t=0} = (\zeta^\mathrm{in}, q^\mathrm{in}) \quad \text{and} \quad q|_{x=0} = g, \]

where \( g \) is the gravitational constant. This problem is of the form (1) with \( u = (\zeta, q)^T, \, B = 0, \, f = 0, \, \nu = (0, 1)^T, \) and

\[
A(t, x) = A(u) = \begin{pmatrix}
0 & 1 \\
gh - \frac{q^2}{\rho_0} & 2\frac{\rho}{\rho_0}
\end{pmatrix}
\]

The eigenvalues \( \pm \lambda_\pm \) and the corresponding unit eigenvectors \( e_\pm \) of \( A \) are given by

\[ \lambda_\pm = \sqrt{gh \pm \frac{q^2}{\rho_0}} \quad \text{and} \quad e_\pm = \frac{1}{\sqrt{1 + \lambda_\pm^2}} (1, \pm \lambda_\pm)^T, \]

so that Assumption 2 is satisfied provided that \( h, q \in W^{1,\infty}(\Omega_T). \) and

\[ h(t, x) \geq c_0, \quad \sqrt{gh(t, x)} + \frac{q(t, x)}{h(t, x)} \geq c_0 \]

with some positive constant \( c_0 \) independent of \( (t, x) \in \Omega_T. \)

**Notation 1.** In order to define an appropriate norm to the source term \( f(t, x) \) in (1), it is convenient to use the following norm to functions of \( t \)

\[
S^*_{\gamma, T}(f) = \sup_{\varphi} \left\{ \left| \int_0^T e^{-2\gamma t} f(t) \varphi(t) dt \right| ; \sup_{t \in [0, T]} e^{\gamma t} |\varphi(t)| + \left( \gamma \int_0^T e^{-2\gamma t} |\varphi(t)|^2 dt \right)^{\frac{1}{2}} \leq 1 \right\},
\]

which is the norm of the dual space to \( L^\infty_T(0, T) \cap L^2_T(0, T) \) equipped with the norm

\[
sup_{t \in [0, T]} e^{-\gamma t} |\varphi(t)| + \left( \gamma \int_0^T e^{-2\gamma t} |\varphi(t)|^2 dt \right)^{\frac{1}{2}}
\]

associated to the inner product of \( L^2_T(0, T). \)
It is easy to check that $S_{\gamma,t}^*(f)$ is a nondecreasing function of $t \geq 0$ for each fixed $f$ and that $S_{\gamma,t}^*(f)$ is monotone with respect to $f$ in the sense that if $0 \leq f_1(t) \leq f_2(t)$ for $t \in [0,T]$, then we have $S_{\gamma,t}^*(f_1) \leq S_{\gamma,t}^*(f_2)$ for $t \in [0,T]$. Moreover, we have

\[ S_{\gamma,t}^*(f) \leq \int_0^T e^{-\gamma t} |f(t)| dt \quad \text{and} \quad S_{\gamma,T}^*(f) \leq \left( \frac{1}{\gamma} \int_0^T e^{-2\gamma t} |f(t)|^2 dt \right)^{\frac{1}{2}}. \]

**Remark 1.** The first of these two inequalities implies an $L^2$-type control through the Cauchy–Schwarz inequality,

\[ \int_0^T e^{-\gamma t} |f(t)| dt \leq \sqrt{T} \left( \int_0^T e^{-2\gamma t} |f(t)|^2 dt \right)^{\frac{1}{2}}, \]

but with a right-hand side involving a factor $\sqrt{T}$. This is not the case for the $L^2$-type control (with respect to time) deduced from $S_{\gamma,T}^*(f)$ and this improvement allows to derive energy estimates with an exponential growth in Theorems 1, 3, and 7 for instance.

The main result of this section is the following theorem (see [13] for the definition of $\mathcal{W}^{m-1}(T)$ and of the various weighted norms used in the statement).

**Theorem 1.** Let $m \geq 1$ be an integer, $T > 0$, and assume that Assumption 2 is satisfied for some $c_0 > 0$. Assume moreover that there are constants $0 < K_0 \leq K$ such that

\[
\begin{align*}
\frac{1}{c_0} \|A\|_{L^\infty(\Omega_T)}, |\nu|_{L^\infty(0,T)} & \leq K_0, \\
\|A\|_{W^{1,\infty}(\Omega_T)}, \|B\|_{L^\infty(\Omega_T)}, \|\partial A, \partial B\|_{\mathcal{W}^{m-1}(T)}, |\nu|_{W^{m,\infty}(0,T)} & \leq K.
\end{align*}
\]

Then, for any data $v^m \in H^m(\mathbb{R}^+)$, $g \in H^m(0,T)$, and $f \in H^m(\Omega_T)$ satisfying the compatibility conditions up to order $m-1$ in the sense of Definition 1 below, there exists a unique solution $u \in \mathcal{W}^m(T)$ to the initial boundary value problem 1. Moreover, the following estimate holds for any $t \in [0,T]$ and any $\gamma \geq C(K)$:

\[
\|u(t)\|_{m,\gamma} + \left( \gamma \int_0^t \|u(t')\|_{2,m,\gamma}^2 dt' \right)^{\frac{1}{2}} + |u|_{x=0|m,\gamma,t} \leq C(K_0) \left( \|u(0)\|_{m} + |g|_{H^m(0,T)} + |f|_{x=0|m-1,\gamma,t} + S_{\gamma,t}^*(\|\partial_\gamma f(\cdot)\|_{m-1}) \right).
\]

Particularly, we have

\[
\|u(t)\|_{m} + |u|_{x=0|m,t} \leq C(K_0)e^{C(K)t} \left( \|u(0)\|_{m} + |g|_{H^m(0,T)} + |f|_{x=0|m-1,t} + \int_0^t \|\partial_\gamma f(t')\|_{m-1} dt' \right).
\]

**Remark 2.** The estimates provided by the theorem are a refinement of classical estimates that can be found in the extensive literature on initial boundary value problems (see for instance [7, 10, 21, 28, 30, 32]).

1. With the exception of [28], these references provide a control of the source term in $L^2$-norm with respect to time; it turns out that such a control is not enough to handle “fully nonlinear” boundary conditions as in [13] below. In [28], a more precise upper bound involving only the $L^1$-norm in time of $f$ is provided, but only for constant coefficient symmetric systems. The above theorem extends this result to variable coefficients systems and also refines it since it provides a control in terms of $S_{\gamma,t}^*$ instead of $L^1$. This latter refinement is important for instance to get low regularity results – $\mathcal{W}^2(T)$ instead of $\mathcal{W}^3(T)$ – in Theorems 3, 4, and 8.

2. The estimates of the theorem provide a control of $|u|_{x=0|m,t}$ and not only of $|u|_{x=0}$. This latter assumption is important for instance to get low regularity results – $\mathcal{W}^2(T)$ instead of $\mathcal{W}^3(T)$ – in Theorems 3, 4, and 8.

3. In addition to the classical $L^\infty(0,T)$ upper bound on $t \mapsto \|u(t)\|_{m}$, our estimates provide a control of its $L^1(0,T)$-norm which is uniform with respect to $t$ (see the comments in Remark 2 above).
which is typical of weighted estimates \cite{Met12, BGS07}. This term is essential in the derivation of the higher-order estimates (see the proof of Proposition \ref{prop:higher-order}).

\textbf{Remark 3.} The assumption $|v|_{W^{m,\infty}(0,T)} \leq K$ can be weakened into $|v|_{W^{1,\infty} \cap W^{m-1,\infty}(0,T)} \leq K$ and $|\partial_t^m v|_{L^2(0,T)} \leq K$ (this is a particular case of Theorem \ref{thm:main} below with $x \equiv 0$).

2.1.1. \textit{Compatibility conditions.} From the interior equations, denoting $u_k = \partial_t^k u$, we have

$$u_1 = -A \partial_x u - Bu + f.$$ 

More generally, differentiating the equation $k$-times with respect to $t$, we have a recursion relation

$$u_{k+1} = - \sum_{j=0}^k \binom{k}{j} \{(\partial_t^{k-j} A)\partial_x u_j + (\partial_t^{k-j} B)u_j\} + \partial_t^k f.$$ 

For a smooth solution $u$, $u_{k+1}^{|t=0} = u_k|_{t=0}$ is therefore given inductively by $u_0^{|t=0} = u^0$ and

$$u_{k+1}^{|t=0} = - \sum_{j=0}^k \binom{k}{j} \{(\partial_t^{k-j} A)|_{t=0}\partial_x u_j^{|t=0} + (\partial_t^{k-j} B)|_{t=0}u_j^{|t=0}\} + (\partial_t^k f)|_{t=0}.$$ 

The boundary condition $v(t) \cdot u|_{t=0} = g$ also implies that

$$\partial_t^k (v(t) \cdot u|_{t=0}) = \partial_t^k g.$$ 

On the edge $\{t = 0, x = 0\}$, smooth enough solutions must therefore satisfy

$$\sum_{j=0}^k \binom{k}{j} (\partial_t^j v)|_{t=0} \cdot u_{k-j}^{|t=0} = (\partial_t^k g)|_{t=0}. $$

\textbf{Definition 1.} Let $m \geq 1$ be an integer. We say that the data $u^0 \in H^m(R_+, f \in H^m(\Omega_T)$, and $g \in H^m(0,T)$ for the initial boundary value problem $u$ satisfy the compatibility condition at order $k$ if the $\{u_j^{|t=0}\}_{j=0}^m$ defined in (3) satisfy (4). We also say that the data satisfy the compatibility conditions up to order $m-1$ if they satisfy the compatibility conditions at order $k$ for $k = 0, 1, \ldots, m-1$.

2.1.2. \textit{A priori $L^2$-estimate.} We prove here an $L^2$ a priori estimate using the following assumption, which will be verified later as a consequence of Assumption \ref{ass:main}.

\textbf{Assumption 2.} There exists a symmetric matrix $S(t,x) \in M_2(R)$ such that for any $(t,x) \in \Omega_T$ $S(t,x)A(t,x)$ is symmetric and the following conditions hold.

\textbf{i.} There exist constants $\alpha_0, \beta_0 > 0$ such that for any $(v,t,x) \in \mathbb{R}^2 \times \Omega_T$ we have

$$\alpha_0 |v|^2 \leq v^T S(t,x) v \leq \beta_0 |v|^2.$$ 

\textbf{ii.} There exist constants $\alpha_1, \beta_1 > 0$ such that for any $(v,t) \in \mathbb{R}^2 \times (0,T)$ we have

$$v^T S(t,0) A(t,0) v \leq -\alpha_1 |v|^2 + \beta_1 |v(t)| \cdot |v|^2.$$ 

\textbf{iii.} There exists a constant $\beta_2$ such that

$$\|\partial_t S + \partial_x (SA) - 2SB\|_{L^2(\Omega_T)} \leq L^2(\Omega_T) \leq \beta_2.$$

\textbf{Notation 2.} We denote by $\beta_0^{|t=0} \leq \beta_0$ any constant such that the inequality in \textbf{i} of the assumption is satisfied at $t = 0$.

In the $L^2$ a priori estimate provided by the proposition, the control of the source term by $S_{t,t}^0(\|f(\cdot)\|_{L^2})$ is crucial to get the refined higher order estimates of Theorem \ref{thm:main}.
Proposition 1. Under Assumption \[2\] there are constants
\[\mathbf{c}_0 = C\left(\frac{\beta_{1n}}{\alpha_0}, \frac{\beta_{0n}}{\alpha_1}\right) \text{ and } \mathbf{c}_1 = C\left(\frac{\beta_{0n}}{\alpha_0}, \frac{\beta_{1n}}{\alpha_1}\right)\]
such that for any \(u \in H^1(\Omega_T)\) solving \(1\), any \(t \in [0,T]\), and any \(\gamma \geq \frac{\beta_{2n}}{\alpha_0}\), the following inequality holds.
\[
\left\|u(t)\right\|_{0,\gamma} + \left(\frac{1}{2} \gamma^2 \int_0^t \left\|u(t')\right\|^2_{0,\gamma} dt'\right)^{\frac{1}{2}} + \left|u_{|x=0}|L^2_\gamma(0,t)\right|
\leq \mathbf{c}_0\left\|u\right\|_{L^2} + \mathbf{c}_1\left(|g|_{L^2_\gamma(0,t)} + S^*_{\gamma,t}(\left\|f(\cdot)\right\|_{L^2})\right),
\]
where we recall that \(S^*_{\gamma,t}(\left\|f(\cdot)\right\|_{L^2})\) is defined in Notation \[4\].

Proof. Multiplying the first equation of \(1\) by \(S\) and taking the \(L^2(\Omega_t)\) scalar product with \(e^{-2\gamma t}u\), we get after integration by parts,
\[
e^{-2\gamma t}(Su(t),u(t))_{L^2} + 2\gamma \int_0^t e^{-2\gamma t'}(Su_u)_{L^2} dt' - \int_0^t e^{-2\gamma t'}(SAu_u)_{|x=0} dt'
= (S_{|x=0}u_{in},u_{in})_{L^2} + \int_0^t e^{-2\gamma t'}(\partial_x S + \partial_x (SA) - 2SB)u + 2Sf, u_{L^2} dt'.
\]
Using Assumption \[2\] with Notation \[2\] this yields
\[
\alpha_0\left\|u(t)\right\|_{0,\gamma}^2 + (2\alpha_0\gamma - \beta_2) \int_0^t \left\|u(t')\right\|_{0,\gamma}^2 dt' + \alpha_1\left|u_{|x=0}\right|^2_{L^2_\gamma(0,t)}
\leq \beta_{2n}\left\|u\right\|_{L^2}^2 + \beta_1\left|g\right|^2_{L^2_\gamma(0,t)} + 2\beta_0 \int_0^t e^{-2\gamma t'}\left\|f(t')\right\|_{L^2} \left\|u(t')\right\|_{L^2} dt'.
\]
We evaluate the last term as
\[
\int_0^t e^{-2\gamma t'}\left\|f(t')\right\|_{L^2} \left\|u(t')\right\|_{L^2} dt'
\leq S^*_{\gamma,t}(\left\|f(\cdot)\right\|_{L^2})\left\{\left\|u\right\|_{W^0(T)} + \left(\gamma \int_0^t \left\|u(t')\right\|_{0,\gamma}^2 dt'\right)^{\frac{1}{2}}\right\}
\leq S^*_{\gamma,t}(\left\|f(\cdot)\right\|_{L^2})\left\|u\right\|_{W^0(T)} + \frac{\beta_0}{\alpha_0} S^*_{\gamma,t}(\left\|f(\cdot)\right\|_{L^2})^2 + \frac{1}{4} \frac{\alpha_0}{\beta_0} \gamma \int_0^t \left\|u(t')\right\|^2_{0,\gamma} dt'
\]
and we deduce that
\[
\left\|u(t)\right\|^2_{0,\gamma} + \frac{1}{2} \gamma \int_0^t \left\|u(t')\right\|^2_{0,\gamma} dt' + \frac{\alpha_1}{\alpha_0} \left|u_{|x=0}\right|^2_{L^2_\gamma(0,t)}
\leq \frac{\beta_{2n}}{\alpha_0}\left\|u\right\|_{L^2}^2 + \frac{\beta_1}{\alpha_0}\left|g\right|^2_{L^2_\gamma(0,t)} + \frac{2\beta_0}{\alpha_0} S^*_{\gamma,t}(\left\|f(\cdot)\right\|_{L^2})\left\|u\right\|_{W^0(T)}^2 + 2 \left(\frac{\beta_0}{\alpha_0} S^*_{\gamma,t}(\left\|f(\cdot)\right\|_{L^2})\right)^2
\leq \frac{\beta_{2n}}{\alpha_0}\left\|u\right\|_{L^2}^2 + \frac{\beta_1}{\alpha_0}\left|g\right|^2_{L^2_\gamma(0,t)} + \frac{1}{2} \left\|u\right\|^2_{W^0(T)} + 4 \left(\frac{\beta_0}{\alpha_0} S^*_{\gamma,t}(\left\|f(\cdot)\right\|_{L^2})\right)^2
\]
for \(\gamma \geq \frac{\beta_{2n}}{\alpha_0}\). Particularly, we have
\[
\frac{1}{2} \left\|u\right\|^2_{W^0(T)} \leq \frac{\beta_{2n}}{\alpha_0}\left\|u\right\|_{L^2}^2 + \frac{\beta_1}{\alpha_0}\left|g\right|^2_{L^2_\gamma(0,t)} + 4 \left(\frac{\beta_0}{\alpha_0} S^*_{\gamma,t}(\left\|f(\cdot)\right\|_{L^2})\right)^2.
\]
Plugging this into \(5\), we obtain the desired estimate. \(\square\)
2.1.3. Product and commutator estimates. To obtain higher order a priori estimates, we need to use calculus inequalities. By the standard Sobolev imbedding theorem $H^1(\mathbb{R}_+) \subseteq L^\infty(\mathbb{R}_+)$, we can easily obtain the following lemma.

**Lemma 1.** Let $m \geq 1$ be an integer. There exists a constant $C$ such that the following inequalities hold:

1. $\|u(t)v(t)\|_m \leq C(\|u(t)\|_{L^\infty(\mathbb{R}_+)} + \|\partial u(t)\|_{m-1})\|v(t)\|_m$,
2. $\|\partial^\alpha u(t)v(t)\|_{L^2(\mathbb{R}_+)} \leq C(\|\partial u(t)\|_{L^\infty(\mathbb{R}_+)} + \|\partial u(t)\|_{m-1})\|v(t)\|_m$ for $|\alpha| \leq m$,
3. $\|\partial(\partial^\alpha u(t)v(t)\|_{L^2(\mathbb{R}_+)} \leq C(\|\partial u(t)\|_{L^\infty(\mathbb{R}_+)} + \|\partial u(t)\|_{m-1})\|v(t)\|_m$ for $|\alpha| \leq m - 1$,
4. $\|\partial(\partial^\alpha u(t)v(t)\|_{L^2(\mathbb{R}_+)} \leq C(\|\partial u(t)\|_{m-2})\|v(t)\|_{m-2}$ for $2 \leq |\alpha| \leq m - 1$,

where $\|\partial^\alpha u\| = \partial^\alpha (u(t)) - (\partial^\alpha u) v - u(\partial^\alpha v)$ is a symmetric commutator.

The following Moser-type inequality is a direct consequence of the above lemma.

**Lemma 2.** Let $\mathcal{U}$ be an open set in $\mathbb{R}^N$, $F \in C^\infty(\mathcal{U})$, and $F(0) = 0$. If $m \in \mathbb{N}$ and $u \in \mathcal{W}^m(T)$ takes its value in a compact set $K \subset \mathcal{U}$, then for any $t \in [0,T]$ we have

$$\| (F(u))(t) \|_m \leq C(\|u\|_{\mathcal{W}^{m/2,\infty}(\Omega)}) \|u(t)\|_m,$$

where $[m/2]$ is the integer part of $m/2$.

We also need Moser-type inequalities for the trace at the boundary of the nonlinear terms, as in the following lemma.

**Lemma 3.** Let $\mathcal{U}$ be an open set in $\mathbb{R}^N$, $F \in C^\infty(\mathcal{U})$, and $F(0) = 0$. If $m \in \mathbb{N}$ and $u = u(t,x)$ takes its value in a compact set $K \subset \mathcal{U}$, then we have

1. $\|F(u)\|_{x=0;m,t} \leq C(\sum_{|\alpha| \leq m/2} \|\partial^\alpha u\|_{x=0;\mathcal{L}(0,T)})\|u\|_{x=0;m,t}$,
2. $\|F(u)\|_{x=0;m,t} \leq C(\|u\|_{\mathcal{W}^{m/2+1}(0,T)})\|u\|_{x=0;m,t}$,
3. $\|\partial_t F(u)\|_{x=0;m,t} \leq C(\|u\|_{\mathcal{W}^m(t)})\|\partial_t u\|_{x=0;m,t} - \|\partial_t u\|_{\mathcal{W}^m(t)}\|u\|_{x=0;m,t}$,

where $[m/2]$ is the integer part of $m/2$.

**Proof.** The proof of i is straightforward and i together with the Sobolev imbedding theorem $H^1(\mathbb{R}_+) \subseteq L^\infty(\mathbb{R}_+)$ yields ii. We will prove iii. The case $m = 0$ is obvious so that we assume $m \geq 1$. In view of $\partial^\alpha \partial_t F(u) = F'(u)\partial^\alpha \partial_t u + \|\partial^\alpha, F'(u)\|\partial_t u$, we have

$$\|\partial_t F(u)\|_{x=0;m,t} \leq C(\|\partial_t u\|_{x=0;m,t}) + C\|\partial_t u\|_{\mathcal{W}^m(0,T)} \sum_{1 \leq |\alpha| \leq m} \|\partial^\alpha F'(u)\|_{L^2(0,T)}$$

$$\leq C(\|\partial_t u\|_{x=0;m,t} + C(\|u\|_{\mathcal{W}^{m/2+1}(0,T)})\|\partial_t u\|_{\mathcal{W}^m(t)}\|u\|_{x=0;m,t}.$$ 

Since $[m/2] + 1 \leq m$, we obtain the desired inequality.

**Lemma 4.** There exists an absolute constant $C$ such that for any $\gamma > 0$ and any integer $m \geq 1$ we have

1. $e^{-\gamma t}\|u(t)\| + \left(\gamma \int_0^t e^{-\gamma t'\|u(t')\|^2} dt\right)^{\frac{1}{2}} \leq C(\|u(0)\| + S^\ast_{m,\gamma}(\|\partial_t u\|)),$
2. $\|u\|_{x=0;m-1,\gamma,t} \leq C(\gamma^{-\frac{1}{2}}\|u(0)\|_m + \gamma^{-1}\|u\|_{x=0;m,\gamma,t})$,
3. $\|u(t)\|_{x=0;m-1,\gamma} + \left(\gamma \int_0^t \|u(t')\|^2 dt\right)^{\frac{1}{2}} \leq C(\|u(0)\|_{m-1} + S^\ast_{m-1,\gamma}(\|\partial_t u\|_{m-1}))$.

**Proof.** Integrating the identity

$$\frac{d}{dt}(e^{-\gamma t}\|u(t)\|^2) + 2\gamma e^{-\gamma t}\|u(t)\|^2 = 2e^{-\gamma t}u(t) \cdot \partial_t u(t),$$

we obtain the desired inequality.
we have
\[ e^{-2\gamma t}|u(t)|^2 + 2\gamma \int_0^t e^{-2\gamma t'}|u(t')|^2 dt' = |u(0)|^2 + 2 \int_0^t e^{-2\gamma t'} u(t') \cdot \partial_t u(t') dt'. \]

The last term is evaluated as
\[ 2 \int_0^t e^{-2\gamma t'} u(t') \cdot \partial_t u(t') dt' \leq 2 \int_0^t e^{-2\gamma t'} |u(t')||\partial_t u(t')| dt' \]
\[ \leq 2S^*_\gamma,\partial(|\partial_t u|) \left\{ \sup_{t' \in [0,t]} e^{-\gamma t'}|u(t')| + \left( \gamma \int_0^t e^{-2\gamma t'}|u(t')|^2 dt' \right)^{\frac{1}{2}} \right\} \]
\[ \leq \frac{1}{2} \sup_{t' \in [0,t]} e^{-2\gamma t'}|u(t')|^2 + \gamma \int_0^t e^{-2\gamma t'}|u(t')|^2 dt' + 3S^*_\gamma,\partial(|\partial_t u|)^2, \]
so that we obtain (6). Similarly, we can show (8). As a corollary of (6), we have
\[ |u|_{L^2_\gamma(0,t)} \leq C(\gamma^{-\frac{1}{2}}|u(0)| + \gamma^{-1}|\partial_t u|_{L^2_\gamma(0,t)}). \]
Applying this inequality to \((\partial^\alpha u)\big|_{x=0}\), summing the resulting inequality over \(|\alpha| \leq m - 1\), and using the Sobolev imbedding theorem \(H^1(\mathbb{R}_+) \subseteq L^\infty(\mathbb{R}_+)\), we obtain (7). \(\square\)

2.1.4. Higher order a priori estimate. We can now state the generalization of Proposition 1 to higher order Sobolev spaces.

**Proposition 2.** Let \(m \geq 1\) be an integer, \(T > 0\), and assume that Assumption 2 is satisfied. Assume moreover that there are two constants \(0 < K_0 \leq K\) such that
\[
\begin{align*}
&\mathbf{c}_0, \mathbf{c}_1, \|A\|_{L^\infty(\Omega_T)}, \|A^{-1}\|_{L^\infty(\Omega_T)}, \nu \|L^\infty_0(0,T) \leq K_0, \\
&\sup_{\alpha, \beta} \|A\|_{W^{1,\infty}(\Omega_T)}, \|B\|_{L^\infty(\Omega_T)}, \|\partial A, \partial B\|_{W^{m-1}_0(T)}, \nu \|W^{m,\infty}_0(0,T) \leq K, 
\end{align*}
\]
where \(\mathbf{c}_0\) and \(\mathbf{c}_1\) are as in Proposition 1. Then, every solution \(u \in H^{m+1}_0(\Omega_T)\) to the initial boundary value problem 1 satisfies, for any \(t \in [0,T]\) and any \(\gamma \geq C(K), \]
\[
\|u(t)\|_{m,\gamma} + \left( \frac{1}{2} \gamma \int_0^t \|u(t')\|^2_{m,\gamma} dt' \right)^{\frac{1}{2}} \leq C(K_0) \left( \|u(0)\|_m + \|g\|_{H^m\gamma(0,t)} + |f|_{x=0}|m-1,\gamma| + S^*_{\gamma,t}(\|\partial_t f(t')\|_{m-1}) \right).
\]

**Proof.** Let \(u_m = \partial_t^mu\). Then, \(u_m\) solves
\[
\begin{align*}
&\partial_t u_m + A(t,x)\partial_x u_m + B(t,x)u_m = f_m & \text{in } \Omega_T, \\
u(t) \cdot u_m \big|_{x=0} = g_m(t) & \text{on } \mathbb{R}_+, \\
u(t) \cdot u_m \big|_{x=0} = g_m(t) & \text{on } (0,T),
\end{align*}
\]
where
\[
\begin{align*}
f_m &= \partial_t^mu - B \partial_x u - [\partial_t^m A] \partial_x u, \\
g_m &= \partial_t^m g - [\partial_t^m \nu] \cdot u \big|_{x=0}.
\end{align*}
\]
Applying Proposition 1 we obtain
\[
\|u_m(t)\|_{0,\gamma} + \left( \frac{1}{2} \gamma \int_0^t \|u_m(t')\|^2_{0,\gamma} dt' \right)^{\frac{1}{2}} \leq \mathbf{c}_0\|u(0)\|_m + \mathbf{c}_1 \left( |g_m|_{L^2_\gamma(0,t)} + S^*_\gamma(\|f_m\|_{L^2}) \right).
\]
On the other hand, it follows from Lemma 1 that
\[
\begin{align*}
\|f_m(t)\|_{L^2} \leq ||\partial_t f(t)||_{m-1} + C(K)\|u(t)\|_m, \\
|g_m|_{L^2\gamma(0,t)} \leq |g|_{H^m\gamma(0,t)} + C(K)\|u\|_{m-1,\gamma}.
\end{align*}
\]
Therefore, we obtain

\[
\|u_m(t)\|_{0,\gamma} + \left( \gamma \int_0^t \|u_m(t')\|^2_{0,\gamma} \, dt' \right)^{\frac{1}{2}} + |u_{m|_{x=0}}|_{L_2(0,t)} \leq C(K_0)(\|u(0)\|_m + |g|_{H^\infty_0(0,t)} + S_{\gamma,t}^*(\|\partial_t f(\cdot)\|_{m-1})) + C(K)(|u_{x=0}|_{m-1,\gamma,t} + S_{\gamma,t}^*(\|u(t)\|_m)).
\]

We proceed to control the other derivatives. Let \(k\) and \(l\) be nonnegative integers satisfying \(k + l \leq m - 1\). Applying \(\partial_t^k \partial_x^l \) to the equation, we get

\[
\partial_t^{k+1} \partial_x^l u + A \partial_t^k \partial_x^{l+1} u = \partial_t^k \partial_x^l (f - Bu) - [\partial_t^k \partial_x^l, A] \partial_x u := f_{k,l}.
\]

By using these two expressions of \(f_{k,l}\) together with Lemma 1, we see that

\[
\begin{cases}
\|f_{k,l}(0)\|_{L^2} \leq C(K_0)\|u(0)\|_m, \\
\|\partial_t f_{k,l}(t)\|_{L^2} \leq \|\partial_t f(t)\|_{m-1} + C(K)\|u(t)\|_m, \\
|f_{k,l}|_{x=0, L^2(0,t)} \leq |f_{x=0}|_{m-1,\gamma,t} + C(K)|u_{x=0}|_{m-1,\gamma,t}.
\end{cases}
\]

We have now the relation \(\partial_t^k \partial_x^l u = A^{-1}(f_{k,l} - \partial_t^{k+1} \partial_x^l u)\) so that

\[
\begin{cases}
\|\partial_t^k \partial_x^l u(t)\|_{L^2} \leq C(K_0)(\|\partial_t^{k+1} \partial_x^l u(t)\|_{L^2} + \|f_{k,l}(t)\|_{L^2}), \\
\|\partial_t^k \partial_x^l u\|_{x=0, L^2(0,t)} \leq C(K_0)(\|\partial_t^{k+1} \partial_x^l u\|_{x=0, L^2(0,t)} + |f_{k,l}|_{x=0, L^2(0,t)}).
\end{cases}
\]

Therefore,

\[
\|\partial_t^k \partial_x^l u(t)\|_{0,\gamma} + \left( \gamma \int_0^t \|\partial_t^k \partial_x^l u(t')\|^2_{0,\gamma} \, dt' \right)^{\frac{1}{2}} + |\partial_t^k \partial_x^l u|_{x=0, L^2(0,t)} \leq C(K_0)\left\{ \|\partial_t^{k+1} \partial_x^l u(t)\|_{0,\gamma} + \left( \gamma \int_0^t \|\partial_t^{k+1} \partial_x^l u(t')\|^2_{0,\gamma} \, dt' \right)^{\frac{1}{2}} + |\partial_t^{k+1} \partial_x^l u|_{x=0, L^2(0,t)} \right\}.
\]

Here, by Lemma 4, we have

\[
\|f_{k,l}(t)\|_{0,\gamma} + \left( \gamma \int_0^t \|f_{k,l}(t')\|^2_{0,\gamma} \, dt' \right)^{\frac{1}{2}} \leq C\left( \|f_{k,l}(0)\|_{L^2} + S_{\gamma,t}^*(\|\partial_t f_{k,l}(\cdot)\|_{L^2}) \right) \leq C(K_0)(\|u(0)\|_m + S_{\gamma,t}^*(\|\partial_t f(\cdot)\|_{m-1})) + C(K)S_{\gamma,t}^*(\|u(\cdot)\|_m).
\]

By using the above inequality inductively, we obtain

\[
\|u(t)\|_{m,\gamma} + \left( \gamma \int_0^t \|u(t')\|^2_{m,\gamma} \, dt' \right)^{\frac{1}{2}} + |u|_{x=0, m,\gamma,t} \leq C(K_0)\left\{ \|u(0)\|_m + S_{\gamma,t}^*(\|\partial_t f(\cdot)\|_{m-1}) + |f|_{x=0, m-1,\gamma,t} \right\}
\]

\[
+ \|u_m(t)\|_{0,\gamma} + \left( \gamma \int_0^t \|u_m(t')\|^2_{0,\gamma} \, dt' \right)^{\frac{1}{2}} + |u_m|_{x=0, L^2(0,t)}
\]

\[
+ \|u(t)\|_{m-1,\gamma} + \left( \gamma \int_0^t \|u(t')\|^2_{m-1,\gamma} \, dt' \right)^{\frac{1}{2}} \right) + C(K)(|u_{x=0}|_{m-1,\gamma,t} + S_{\gamma,t}^*(\|u(\cdot)\|_m)).
\]
This together with (9) and Lemma 4 implies
\[
\|u(t)\|_{m,\gamma} + \left(\gamma \int_0^t \|u(t')\|_{m,\gamma}^2 \, dt'\right)^{\frac{1}{2}} + |u|_{x=0} |m,\gamma,t
\]
\[
\leq C(K_0) \left(\|u(0)\|_m + |g|_{H^\infty(0,t)} + |f|_{x=0} |m-1,\gamma,t + S^*_\gamma,t(\|\partial_t f(\cdot)\|_{m-1})\right)
\]
\[
+ C(K) \left(|u|_{x=0} |m-1,\gamma,t + S^*_\gamma,t(\|u(t')\|_m)\right)
\]
\[
\leq C(K_0) \left(\|u(0)\|_m + |g|_{H^\infty(0,t)} + |f|_{x=0} |m-1,\gamma,t + S^*_\gamma,t(\|\partial_t f(\cdot)\|_{m-1})\right)
\]
\[
+ C(K) \left\{\gamma^{-\frac{1}{2}} \|u(0)\|_m + \gamma^{-1} \left(\gamma \int_0^t \|u(t')\|_{m,\gamma}^2 \, dt'\right)^{\frac{1}{2}} + \gamma^{-1} |u|_{x=0} |m,\gamma,t\right\}.
\]
Therefore, by taking \(\gamma\) sufficiently large compared to \(C(K)\), we obtain the desired estimate (note that this would not be possible without the second term of the left-hand side).

2.1.5. Proof of Theorem 1
Under Assumption 2 the existence and uniqueness of a solution \(u \in \mathbb{W}^m(T)\) to (1) can be deduced from Proposition 2 and the compatibility condition along classical lines (see for instance [Mét01, Mét12, BGS07]). We still have to prove that the assumptions made in the statement of Theorem 1 imply that Assumption 2 is satisfied. This is given by the following lemma.

Lemma 5. Let \(c_0 > 0\) be such that Assumption 1 is satisfied. There exist a symmetrizer \(S \in W^{1,\infty}(\Omega_T)\) and constants \(\alpha_0, \alpha_1\) and \(\beta_0, \beta_1, \beta_2\) such that Assumption 2 is satisfied. Moreover, we have
\[
c_0 \leq C \left(\frac{1}{c_0}, \|A\|_{L^\infty(\mathbb{R}^+)}\right) \quad \text{and} \quad c_1 \leq C \left(\frac{1}{c_0}, \|A\|_{L^\infty(\Omega_T)}\right),
\]
where \(c_0\) and \(c_1\) are as defined in Proposition 1, and we also have
\[
\frac{\beta_2}{\beta_0} \leq C \left(\frac{1}{c_0}, \|A\|_{W^{1,\infty}(\Omega_T)}, \|B\|_{L^\infty(\Omega_T)}\right).
\]

This lemma is a simple consequence of the following proposition and its proof, which characterizes the uniform Kreiss–Lopatinskii condition iii in Assumption 1.

Proposition 3. Suppose that the condition ii in Assumption 1 \(|\nu(t)| \geq c_0\), and \(|A(t,x)| \leq 1/c_0\) hold for some positive constant \(c_0\). Then, the following four statements are all equivalent.

i. There exist a symmetrizer \(S \in W^{1,\infty}(\Omega_T)\) and positive constants \(\alpha_0\) and \(\beta_0\) such that \(\alpha_0 \text{Id} \leq S(t,x) \leq \beta_0 \text{Id}\) and that for any \(v \in \mathbb{R}^2\) satisfying \(\nu(t) \cdot v = 0\) we have
\[
v^T S(t,0) A(t,0) v \leq 0.
\]

ii. There exist a symmetrizer \(S \in W^{1,\infty}(\Omega_T)\) and positive constants \(\alpha_0, \beta_0, \alpha_1,\) and \(\beta_1\) such that \(\alpha_0 \text{Id} \leq S(t,x) \leq \beta_0 \text{Id}\) and that for any \(v \in \mathbb{R}^2\) we have
\[
v^T S(t,0) A(t,0) v \leq -\alpha_1 |v|^2 + \beta_1 |\nu(t) \cdot v|^2.
\]

iii. There exists a positive constant \(\alpha_0\) such that
\[
|\pi_-(t,0) \nu(t) \cdot | \geq \alpha_0,
\]
where \(\pi_\pm(t,x)\) is the eigenprojector associated to the eigenvalue \(\pm \lambda_\pm(t,x)\) of \(A(t,x)\).

iv. There exists a positive constant \(\alpha_0\) such that
\[
|\nu(t) \cdot e_+(t,0)| \geq \alpha_0,
\]
where \(e_\pm(t,x)\) is the unit eigenvector associated to the eigenvalue \(\pm \lambda_\pm(t,x)\) of \(A(t,x)\).
Proof. We note that the eigenprojector $\pi_\pm(t, x)$ is given explicitly by

$$
\pi_+(t, x) = \frac{A(t, x) + \lambda_-(t, x)\text{Id}}{\lambda_+(t, x) + \lambda_-(t, x)}, \quad \pi_-(t, x) = \frac{A(t, x) - \lambda_+(t, x)\text{Id}}{\lambda_+(t, x) + \lambda_-(t, x)}
$$

and that under the assumption $\lambda_\pm(t, x)$ and $|\pi_\pm(t, x)|$ are bounded from above by a constant depending on $c_0$. We see that

$$
|\nu(t) \cdot \mathbf{e}_+(t, 0)| = |\nu(t)^\perp \cdot \mathbf{e}_+(t, 0)^\perp| = |(\pi_-(t, 0)\nu(t)^\perp) \cdot \mathbf{e}_+(t, 0)^\perp| \leq |\pi_-(t, 0)\nu(t)^\perp|
$$

and that

$$
|\pi_-(t, 0)\nu(t)^\perp| = |(\nu(t)^\perp \cdot \mathbf{e}_+(t, 0)^\perp)\pi_-(t, 0)\mathbf{e}_+(t, 0)^\perp| \leq |\pi_-(t, 0)||\nu(t) \cdot \mathbf{e}_+(t, 0)|.
$$

These imply the equivalence of iii and iv. Obviously, ii implies i.

We proceed to show that i implies iii. By the assumption we have

$$(\nu(t)^\perp)^T S(t, 0) A(t, 0) \nu(t)^\perp \leq 0,$$

which together with the spectral decomposition

$$A(t, x) = \lambda_+(t, x)\pi_+(t, x) - \lambda_-(t, x)\pi_-(t, x)$$

implies

$$c_0\alpha_0 |\pi_+(t, 0)\nu(t)^\perp|^2 \leq \lambda_+(t, 0)(\pi_+(t, 0)\nu(t)^\perp)^T S(t, 0) \pi_+(t, 0)\nu(t)^\perp$$

$$\leq (\lambda_-(t, 0) - \lambda_+(t, 0))(\pi_+(t, 0)\nu(t)^\perp)^T S(t, 0) \pi_-(t, 0)\nu(t)^\perp$$

$$+ \lambda_-(t, 0)(\pi_-(t, 0)\nu(t)^\perp)^T S(t, 0) \pi_-(t, 0)\nu(t)^\perp$$

$$\leq \beta_0 |\lambda_-(t, 0) - \lambda_+(t, 0)||\pi_+(t, 0)\nu(t)^\perp||\pi_-(t, 0)\nu(t)^\perp|$$

$$+ \beta_0 \lambda_-(t, 0)|\pi_-(t, 0)\nu(t)^\perp|^2.$$

Particularly, we have

$$c_0\alpha_0 |\pi_+(t, 0)\nu(t)^\perp|^2 \leq \left(\frac{\beta_0^2 |\lambda_-(t, 0) - \lambda_+(t, 0)|^2}{c_0\alpha_0} + 2\beta_0 \lambda_-(t, 0)\right)|\pi_-(t, 0)\nu(t)^\perp|^2.$$

Therefore, in view of $c_0 \leq |\nu(t)| \leq |\pi_-(t, 0)\nu(t)^\perp| + |\pi_+(t, 0)\nu(t)^\perp|$ we obtain the desired inequality in the statement iii.

Finally, we will show that iii implies ii. This is the most important part of this proposition. We want to show that for a suitably large $M > 1$, a symmetrizer $S(t, x)$ satisfying the conditions in the statement ii is provided by the formula

$$S(t, x) = \pi_+(t, x)^T \pi_+(t, x) + M\pi_-(t, x)^T \pi_-(t, x),$$

so that the first point of ii is satisfied with $\alpha_0 = 1$ and $\beta_0 = M$. By the definition of $\pi_\pm$, we compute indeed that

$$SA = \lambda_+ \pi_+^T \pi_+ - M\lambda_- \pi_-^T \pi_-,$$

which is obviously symmetric. For the second point of ii, just remark that

$$v^T S A v = \lambda_+ |\pi_+ v|^2 - M\lambda_- |\pi_- v|^2.$$
and that
\[ |π⁺v|^2 = |(ν⁺ · v)π⁺ν⁺ + (ν · v)π⁺ν|² \]
\[ \leq 2|π⁺ν⁺|^2|ν⁺ · v|^2 + 2|π⁺ν|^2|ν · v|^2 \]
\[ \leq 4|π⁺ν⁺|^2|v|^2 + 4(|π⁺ν⁺|^2 + |π⁺ν|^2)|ν · v|^2. \]
Therefore, we obtain
\[ v^TSAv \leq -λ_−|π⁺ν⁺|^2 \left( \frac{M}{2} - 4 \frac{λ_+|π⁺ν⁺|^2}{λ_−|π⁺ν⁺|^2} \right)|v|^2 \]
\[ + \left\{ λ_−M(|π−ν|^2 + |π⁺ν⁺|^2) + 4λ_+ (|π⁺ν⁺|^2 + |π⁺ν|^2) \right\} |ν · v|^2 \]
Taking for instance \( M = 2 + 8\sup_{Ω_T} \frac{λ_+|π⁺ν⁺|^2}{λ_−|π⁺ν⁺|^2} \), we easily obtain the desired inequality in the statement ii.

2.2. Application to quasilinear \( 2 \times 2 \) initial boundary value problems. The aim of this section is to use the results of the previous section to handle general quasilinear boundary value problems of the form
\[
\begin{cases}
\partial_t u + A(u)\partial_x u + B(t,x)u = f(t,x) & \text{in } Ω_T, \\
u_{t=0} = u^\text{in}(x) & \text{on } \mathbb{R}^+, \\
Φ(t,u|_{x=0}) = g(t) & \text{on } (0,T),
\end{cases}
\tag{10}
\]
where \( u, u^\text{in}, \) and \( f \) are \( \mathbb{R}^2 \)-valued functions, \( g \) and \( Φ \) are real-valued functions, while \( A \) and \( B \) take their values in the space of \( 2 \times 2 \) real-valued matrices. We also make the following assumption on the hyperbolicity of the system and on the boundary condition.

**Assumption 3.** Let \( U \) be an open set in \( \mathbb{R}^2 \), which represents a phase space of \( u \). The following conditions hold.

i. \( A ∈ C^∞(U) \).

ii. For any \( u ∈ U \), the matrix \( A(u) \) has eigenvalues \( λ_+(u) \) and \( −λ_−(u) \) satisfying \( λ_±(u) > 0 \).

iii. There exist a diffeomorphism \( Θ : U → Θ(U) ⊂ \mathbb{R}^2 \) and \( ν ∈ C([0,T]) \) such that for any \( t ∈ [0,T] \) and any \( u ∈ U \) we have
\[ Φ(t,u) = ν(t) · Θ(u) \quad \text{and} \quad |∇_u Φ(t,u) · e_+(u)| > 0, \]
where \( e_+(u) \) is a unit eigenvector associated to the eigenvalue \( λ_+(u) \) of \( A(u) \).

**Remark 4.** In the case of a linear boundary condition as the we considered for Theorem \( ] \), we have \( Φ(t,u) = ν(t) · u \) so that by taking \( Θ(u) = u \), the third point of the assumption reduces to
\[ |ν(t) · e_+(u)| > 0. \]

**Remark 5.** If \( Φ(t,u) = Φ(u) \) is independent of \( t \) and if for some \( u^0 \) we have \( |∇_u Φ(t,u^0) · e_+(u^0)| > 0 \), then by the inverse function theorem and up to shrinking \( U \) to a sufficiently small neighborhood of \( u^0 \), the existence of a diffeomorphism \( Θ \) satisfying the properties of point iii is automatic.

**Example 2.** For the nonlinear shallow water equations
\[ \partial_t u + A(u)\partial_x u = 0 \]
with \( u = (ζ, q)^T \) and \( A(u) \) as given by \( \square \), whose linear version has been considered in Example \( ] \), the first two points of the assumption are equivalent to
\[ h > 0, \quad \sqrt{gh} ± \frac{q}{h} > 0 \quad (\text{with } h = h_0 + ζ). \]
The condition iii of the assumption depends of course on the boundary condition under consideration. Let us consider here two important examples:

- Boundary condition on the horizontal water flux, that is, \( q_{|x=0} = g \). As seen in Example 4 and Remark 4, this corresponds to \( \Phi(t,u) = \nu \cdot u \) with \( \nu = (0,1)^T \), and the condition iii of the assumption is satisfied.

- Boundary condition on the outgoing Riemann invariant, that is, \( 2(\sqrt{gh} - \sqrt{gh_0}) + q/h = g \). We then have \( \Phi(t,u) = \Phi(u) = 2(\sqrt{gh} - \sqrt{gh_0}) + q/h \) and we can take the diffeomorphism defined on \( U = \{(h,q) \in \mathbb{R}^2 ; h > 0 \} \) by

\[
\Theta(h,q) = (2(\sqrt{gh} - \sqrt{gh_0}) + q/h, 2(\sqrt{gh} - \sqrt{gh_0}) - q/h)^T,
\]

where \( 2(\sqrt{gh} - \sqrt{gh_0}) - q/h \) is the incoming Riemann invariant. Then, \( \Phi(u) = \nu \cdot \Theta(u) \) with \( \nu = (1,0)^T \); moreover, we compute \( \nabla_u \Phi = (1/h)(\lambda^-, 1)^T \) so that all the conditions of the third point of the assumption are satisfied.

The main result is the following.

**Theorem 2.** Let \( m \geq 2 \) be an integer, \( B \in L^\infty(\Omega_T) \), \( \partial B \in \mathbb{W}^{m-1}(T) \), and assume that Assumption 5 is satisfied with \( \Theta \in C^\infty(U) \) and \( \nu \in W^m,\infty(0,T) \). If \( u^{in} \in H^m(\mathbb{R}_+) \) takes its values in a compact and convex set \( K_0 \subset U \) and if the data \( u^{in}, f \in H^m(\Omega_T) \), and \( g \in H^m(0,T) \) satisfy the compatibility conditions up to order \( m - 1 \) in the sense of Definition 3 below, then there exist \( T_1 \in (0,T] \) and a unique solution \( u \in \mathbb{W}^m(T_1) \) to the initial boundary value problem (10). Moreover, the trace of \( u \) at the boundary \( x = 0 \) belongs to \( H^m(0,T_1) \) and \( |u|_{|x=0}^{m,T_1} \) is finite.

**Remark 6.** There is a wide literature devoted to the analysis of quasilinear hyperbolic initial boundary value problems. For the general multi-dimensional case, assuming that the uniform Kreiss–Lopatinski condition holds, the existence is obtained for \( m > (d+1)/2 + 1 \), with a loss of 1/2 derivative with respect to the boundary and initial data [RMey, Mok87] (see also [BGS07]). Existence for \( m > (d+1)/2 + 1 \) without loss of derivative is obtained under the additional assumption that the system is Friedrichs symmetrizable [Sch86, Met12] but one cannot expect in general an \( H^m(0,T_1) \) estimate for the trace of the solution at the boundary. In the particular one-dimensional case, a \( C^1 \) solution is constructed in [LY85] using the method of characteristics; more recently, in the Sobolev setting, it is shown in [PT13] that the general procedure of [RMey, Mok87] can be implemented in the particular case of the shallow water equations with transparent boundary conditions, that is, a boundary data on the outgoing Riemann invariant (see Example 5 above): for data in \( H^{7/2} \), a solution is constructed in \( \mathbb{W}^3(T) \). As said in Example 6, our result covers this situation and, by taking advantage of the specificities of the one-dimensional case proves existence in \( \mathbb{W}^m(T) \), with \( m \geq 2 \) and without loss of derivative, and provides an \( H^m(0,T_1) \) trace estimate.

2.2.1. **Compatibility conditions.** From the interior equations, denoting \( u_k = \partial_t^k u \), we have

\[
u_1 = -A(u) \partial_x u - Bu + f.
\]

More generally, by induction, we have

\[
u_k = c_k(u, B, f),
\]

where \( c_k(u, B, f) \) is a smooth function of \( u \) and of its space derivatives of order at most \( k \), and of the time and space derivatives of order lower than \( k-1 \) of \( B \) and \( f \). For a smooth solution \( u \) to (10), \( u^{in}_k = u_k|_{t=0} \) is therefore given by

\[
u^{in}_k = c^{in}_k(u, B, f),
\]
where $c^i_k(u,B, f) = c_k(u,B, f)|_{t=0}$. The boundary condition $\Phi(t,u|_{t=0}) = g$ also implies that
\[ \partial_t^k \Phi(t,u|_{t=0}) = \partial_t^k g. \]

On the edge $\{t = 0, x = 0\}$, smooth enough solutions must therefore satisfy
\[
\begin{cases}
\Phi(0,u^\text{in}|_{x=0}) = g|_{t=0} & k = 0, \\
u^\text{in}|_{x=0} \cdot \nabla_u \Phi(0,u^\text{in}|_{x=0}) + \partial_t \Phi(0,u^\text{in}|_{x=0}) = (\partial_t g)|_{t=0} & k = 1,
\end{cases}
\]
and more generally, for any $k \geq 1$,
\[
u^k|_{x=0} \cdot \nabla_u \Phi(0,u^\text{in}|_{x=0}) + F_k(u^\text{in}|_{0 \leq j \leq k-1}|_{x=0}) = (\partial_t^k g)|_{t=0},
\]
where $F_k(u^\text{in}|_{0 \leq j \leq k}|_{x=0})$ is a smooth function of its arguments that can be computed explicitly by induction.

**Definition 2.** Let $m \geq 1$ be an integer. We say that the data $u^\text{in} \in H^m(\mathbb{R}^+), f \in H^m(\Omega_T)$, and $g \in H^m(0,T)$ for the initial boundary value problem (10), satisfy the compatibility condition at order $k$ if the $\{u^\text{in}|_{j}\}_{j=0}^m$ defined in (11) satisfy (12). We also say that the data satisfy the compatibility conditions up to order $m - 1$ if they satisfy the compatibility conditions at order $k$ for $k = 0, 1, \ldots, m - 1$.

**2.2.2. Proof of Theorem 3.** Without loss of generality, we can assume that $\Theta(0) = 0$. The first step is to linearize the boundary condition. Under Assumption 3, this is possible by introducing $v = \Theta(u)$, $J(v) = d_v(\Theta^{-1}(v))$, and $A^k(v) = J(v)^{-1} A(\Theta^{-1}(v)) J(v)$.

Then, $u$ is a classical solution to (10) if and only if $v$ is a classical solution of
\[
\begin{cases}
\partial_t v + A^2(v) \partial_x v + J^{-1}(v) B(t,x) \Theta^{-1}(v) = J(v)^{-1} f(t,x) & \text{in } \Omega_T, \\
|v|_{x=0} = \Theta(u^\text{in}(x)) & \text{on } \mathbb{R}^+, \\
\nu(t) \cdot v|_{x=0} = g(t) & \text{on } (0,T),
\end{cases}
\]
with $\nu(t)$ as in Assumption 3. Let $K_1$ be a compact and convex set in $\mathbb{R}^2$ satisfying $K_0 \subset K_1 \subset U$. Then, there exists a constant $c_0 > 0$ such that for any $u \in K_1$ and any $t \in [0,T]$ we have
\[ \lambda_\pm(u) \geq c_0, \quad |\nabla_u \Phi(t,u) \cdot e_+(u)| \geq c_0. \]

Note that there exists a constant $\delta_0 > 0$ such that $\|v - \Theta(u^\text{in})\|_{L^\infty} \leq \delta_0$ implies that $u = \Theta^{-1}(v)$ takes its values in $K_1$. We therefore construct a solution $v$ to (13) satisfying $\|v(t) - \Theta(u^\text{in})\|_{L^\infty} \leq \delta_0$ for $0 \leq t \leq T^*_1$. The solution is classically constructed using the iterative scheme
\[
\begin{cases}
\partial_t v^{n+1} + A^2(v^n) \partial_x v^{n+1} = f^n & \text{in } \Omega_T, \\
v^{n+1}|_{x=0} = \Theta(u^\text{in}(x)) & \text{on } \mathbb{R}^+, \\
v(t) \cdot v^{n+1}|_{x=0} = g(t) & \text{on } (0,T),
\end{cases}
\]
for all $n \in \mathbb{N}$ and with
\[ f^n(t,x) = J(v^n)^{-1} f(t,x) - J(v^n)^{-1} B(t,x) \Theta^{-1}(v^n). \]

For the first iterate $u^0$, we choose a function $u^0 \in H^{m+1/2}(\mathbb{R} \times \mathbb{R}^+)$ such that
\[ (\partial_t^k u^0)|_{t=0} = u^\text{in}_k \quad \text{for } k = 0, 1, \ldots, m \]
with $u^\text{in}_k$ as defined in (11). Such a choice ensures along a classical procedure [11,12] that the data $(\Theta(u^\text{in}), f^n, g)$ are compatible for the linear initial boundary value problem (14) in the sense of Definition 2. Moreover, $\|v^0(0)\|_m$ is independent of $n$, and there exists therefore $K_0$ such that
\[ \frac{1}{c_0} \|v^n(0)\|_m, \|A^2(v^n)\|_{L^\infty(\Omega_{T_1})}, \|A^2(v^n)^{-1}\|_{L^\infty(\Omega_{T_1})} \leq K_0, \]
as long as \( v^n \) satisfies \( \|v^n(t) - \Theta(u^{in})\|_{L^\infty} \leq \delta_0 \) for \( 0 \leq t \leq T_1 \). We prove now that for \( M \) large enough and \( T_1 \) small enough, for any \( n \in \mathbb{N} \) we have
\[
\begin{cases}
\|v^n\|_{W^m(T_1)} + |v^n|_{x=0}|m,T_1| \leq M, \\
\|v^n(t) - \Theta(u^{in})\|_{L^\infty} \leq \delta_0 \quad \text{for} \quad 0 \leq t \leq T_1.
\end{cases}
\]

(15)
The main tool to prove this assertion is to apply Theorem 1 to (14). In order to do so, we first need to check that Assumption 1 is satisfied. The only non trivial point to check is the third condition of this assumption. The fact that this is a consequence of Assumption 3 for the original system (10) is proved in the following lemma.

**Lemma 6.** For any \( v \in \Theta(U) \), the matrix \( A^\sharp(v) \) has two eigenvalues \( \pm \lambda^\sharp_(v) \) and associated eigenvectors \( e^\sharp_+(v) \) given by
\[
\lambda^\sharp_\pm(v) = \lambda_\pm(\Theta^{-1}(v)) \quad \text{and} \quad e^\sharp_\pm(v) = J(v)^{-1} e_\pm(\Theta^{-1}(v)).
\]
Moreover, denoting \( u = \Theta^{-1}(v) \) we have
\[
\nu(t) \cdot e^\sharp_+(v) = \nabla_u \Phi(t,u) \cdot e_+(u).
\]

**Proof of the lemma.** The first part of the lemma is straightforward. For the second point, just notice that by definition of \( \Theta \), one has \( \nabla_u \Phi(t,u) = (\Theta'(u))^T \nu(t) \). Since moreover \( \Theta'(u) = (d_u(\Theta^{-1}(v)))^{-1} = J(v)^{-1} \), we have
\[
\nabla_u \Phi(t,u) \cdot e_+(u) = \nu(t) \cdot J(v)^{-1} e_+(\Theta^{-1}(v))
\]
and the result follows from the first point. \( \square \)

We can therefore use Theorem 1 to prove (15) by induction. Since it is satisfied for \( n = 0 \) for a suitable \( M \) and \( T_1 \), we just need to prove that it holds at rank \( n + 1 \) if it holds at rank \( n \). There is \( K = K(M) \) such that
\[
\|A^\sharp(v^n)\|_{W^{1,\infty}(\Omega_{T_1})}, \|\partial(A^\sharp(v^n))\|_{W^{m-1}(T_1)} \leq K.
\]
Taking a greater \( K \) if necessary, we can assume also that \( \|B\|_{L^\infty(\Omega_T)} \) and \( \|\partial B\|_{W^{m-1}(T_1)} \leq K \) and therefore that
\[
\|f^n(t)\|_m \leq C(K)(1 + \|f(t)\|_m).
\]
It follows therefore from Theorem 1 that
\[
\begin{align*}
\|v^{n+1}\|_{W^m(T_1)} + |v^{n+1}|_{x=0}|m,T_1| \\
&\leq C(K_0)e^{C(K)T_1}(1 + |g|_{H^m(0,T_1)} + |f|_{x=0}|m-1,T_1| + C(K) \int_0^{T_1} (1 + \|f(t)\|_m) dt).
\end{align*}
\]
We also have
\[
\|v^{n+1}(t) - \Theta(u^{in})\|_{L^\infty} \leq \|\partial_t v^{n+1}\|_{L^\infty(\Omega_{T_1})} \leq C\|v^{n+1}\|_{W^2(T_1)} T_1.
\]
Therefore, by choosing \( M \) large enough and \( T_1 \) small enough the claim is proved. The convergence is classically obtained by proving that \( \{v^n\}_n \) is a Cauchy sequence and, therefore, convergent in \( L^2 \), and that the limit is actually in \( W^m(T) \). We omit the details.
2.3. Variable coefficients $2 \times 2$ boundary value problems on moving domains. We now turn to consider initial boundary value problems that are still cast on a half-line, but instead of $\mathbb{R}_+$, we now consider $x(t), +\infty)$, where the left boundary $x(t)$ is a time dependent function. We consider first linear problems with variable coefficients. For the sake of simplicity and to prepare the ground for applications to quasilinear systems, we consider a slightly less general system of equations than in (1): the variable coefficient matrix $A(t, x)$ is of the form $A(U(t, x))$.

More precisely,

$$
\begin{cases}
\partial_t U + A(U)\partial_x U + B U = F & \text{in } (x(t), \infty) \text{ for } t \in (0, T), \\
U|_{t=0} = u^\text{in}(x) & \text{on } (0, \infty), \\
\nu(t) \cdot U|_{x=x(t)} = g(t) & \text{on } (0, T),
\end{cases}
$$

where without loss of generality we assumed $x(0) = 0$. The first thing to do is of course to transform this initial boundary value problem on a moving domain into another one cast on a fix domain, say, $\mathbb{R}_+$. This is done through a diffeomorphism $\varphi(t, \cdot)$ that maps at all times $\mathbb{R}_+$ onto $(x(t), \infty)$ and such that for any $t$, we have $\varphi(t, 0) = x(t)$. Several choices are possible for $\varphi$ and shall be discussed later. At this point, we just assume that $\varphi(0, x) = x$. Composing the interior equation in (16) with the diffeomorphism $\varphi$ to work on the fix domain $(0, \infty)$, introducing the notations

$$
u \circ \varphi, \quad u = U \circ \varphi, \quad \partial_t^\varphi u = (\partial_t U) \circ \varphi, \quad \partial_x^\varphi u = (\partial_x U) \circ \varphi,$$

so that, in particular,

$$
\partial_x^\varphi = \frac{1}{\partial_x \varphi} \partial_x, \quad \partial_t^\varphi = \partial_t - \frac{\partial_t \varphi}{\partial_x \varphi} \partial_x,
$$

and writing $B = B \circ \varphi$ and $f = F \circ \varphi$, we obtain the following equation for $u$

$$
\partial_t^\varphi u + A(u)\partial_x^\varphi u + B(t, x)u = f(t, x).
$$

The initial boundary value problem on a moving domain (16) can therefore be recast as an initial boundary value problem on a fix domain

$$
\begin{cases}
\partial_t u + A(u, \partial \varphi)\partial_x u + B(t, x)u = f(t, x) & \text{in } \Omega_T, \\
U|_{t=0} = u^\text{in}(x) & \text{on } \mathbb{R}_+, \\
\nu(t) \cdot U|_{x=x(t)} = g(t) & \text{on } (0, T),
\end{cases}
$$

with

$$
A(u, \partial \varphi) = \frac{1}{\partial_x \varphi} \left( A(u) - (\partial_t \varphi) \text{Id} \right).
$$

If we want to apply Theorem 1 to construct solutions to (19), it is necessary to get some information on the regularity of $\varphi$, which is of course related to the properties of the boundary coordinate $x(t)$. A direct application of Theorem 1 requires that $\partial \varphi$ be in $W^m(T)$ in order to get solutions $u$ in $W^m(T)$. Using Alinhac’s good unknown [Ali89], it is however possible to obtain refined regularity estimates, as shown in the following theorem which requires only the following assumption.

Assumption 4. We have $u \in W^{1, \infty}(\Omega_T), \varphi \in C^1([0, T]), \varphi(0) = 0$, and the diffeomorphism $\varphi$ is in $C^1(\Omega_T)$. Moreover, there exists a constant $c_0 > 0$ such that the following three conditions hold.

1. There exists an open set $\mathcal{U} \subset \mathbb{R}^2$ such that $A \in C^\infty(\mathcal{U})$ and that for any $u \in \mathcal{U}$, the matrix $A(u)$ has eigenvalues $\lambda_+(u)$ and $-\lambda_-(u)$. Moreover, $u$ takes its values in a compact set $K_0 \subset \mathcal{U}$ and for any $(t, x) \in \Omega_T$ we have

$$
\lambda_+(u(t, x)) \geq \lambda_+(u(t, x)) \geq \lambda_-(u(t, x)) \geq 0.
$$
ii. Denoting by $\mathbf{e}_+(u)$ a unit eigenvector associated to the eigenvalue $\lambda_+(u)$ of $A(u)$, for any $t \in [0,T]$ we have

$$|\nu(t) \cdot \mathbf{e}_+(\mathbf{u}(t,0))| \geq c_0.$$ 

iii. The Jacobian of the diffeomorphism is uniformly bounded from below and from above, that is, for any $(t,x) \in \Omega_T$ we have

$$c_0 \leq \partial_x \varphi(t,x) \leq \frac{1}{c_0}.$$ 

Example 3. Considering as in Example II the linearized shallow water equations, but this time on a moving domain, Assumption 4 reduces to the conditions $\mathbf{l}, \mathbf{q} \in W^{1,\infty}(\Omega_T)$ and

$$h(t,x) \geq c_0, \quad \sqrt{g h(t,x)} + \left(\frac{q(t,x)}{h(t,x)} - \partial_t \varphi(t,x)\right) \geq c_0, \quad \sqrt{g h(t,x)} - \frac{q(t,x)}{h(t,x)} \geq c_0$$

with some positive constant $c_0$ independent of $(t,x) \in \Omega_T$.

Theorem 3. Let $m \geq 1$ be an integer, $T > 0$, and assume that Assumption 4 is satisfied for some $c_0 > 0$. Assume moreover that there are two constants $0 < K_0 \leq K$ such that

$$\begin{cases}
\frac{1}{c_0}, \|\partial \varphi(0)\|_{m-1}, \|\nu\|_{L^\infty(0,T)}, \|\partial \varphi\|_{L^\infty(0,T)}, \|A\|_{L^\infty(0,T)} \leq K_0, \\
\|\partial \varphi\|_{W^{m-1}(T)}, \|\partial \varphi\|_{H^m(\Omega_T)}, \|\partial^m \varphi\|_{L^\infty(0,T)} \leq K, \\
\|\mathbf{l}\|_{W^{1,\infty}(\Omega_T) \cap W^{m}(T)}, \|\mathbf{q}\|_{W^{1,\infty}(\Omega_T)}, \|\mathbf{B}\|_{W^{m-1}(T)}, \|\nu\|_{W^{1,\infty}(\Omega_T) \cap W^{m-1}(0,T)}, \|\partial^m \nu\|_{L^2(0,T)} \leq K,
\end{cases}$$

where $\varphi(t,x) = \varphi(t,x) - x$. Then, for any data $u^0 \in H^m(\mathbb{R}^+_t)$, $f \in H^m(\Omega_T)$, and $g \in H^m(0,T)$ satisfying the compatibility conditions up to order $m-1$ in the sense of Definition 1, there exists a unique solution $u \in W^m(T)$ to (19). Moreover, the following estimate holds for any $t \in [0,T]$ and any $\gamma \geq C(K)$:

$$\|u(t)\|_{m,\gamma} + \left(\gamma \int_0^t \|u(t')\|_{m,\gamma} dt'\right)^{\frac{1}{2}} + |u|_{x=0,m,\gamma,t} \leq C(K_0)((1 + |\partial^m \nu|_{L^2(0,T)})\|u(0)\|_{m} + |g|_{H^m(0,T)} + |f|_{x=0,m-1,\gamma,t} + S^*_\gamma, t(\|f(\cdot)\|_{m}))$$

Particularly, we have

$$\|u(t)\|_{m} + |u|_{x=0,m,t} \leq C(K_0)e^{C(K)t}\left((1 + |\partial^m \nu|_{L^2(0,T)})\|u(0)\|_{m} + |g|_{H^m(0,T)} + |f|_{x=0,m-1,\gamma,t} + \int_0^t \|f(t')\|_{m} dt'\right).$$

2.3.1. Proof of Theorem 3. A direct estimate in $W^m(T)$ for the solution of (19) through Theorem 1 is not possible because it would require that $\partial^2 \varphi \in W^{m-1}(T)$ while, under the assumptions made in the statement of the theorem, we only have $\partial^2 \varphi \in W^{m-2}(T)$. The key step is to derive a $W^{m-1}(T)$ estimate on $u$ as well as on $\partial^2 u = \partial_t u - (\partial_t \varphi) \partial_x^2 u$.

Proposition 4. Under the assumptions of Theorem 3, there is a unique solution $u \in W^{m-1}(T)$ to (19) satisfying

$$\|u(t)\|_0 + |u|_{x=0,0,t} \leq C(K_0)e^{C(K)t}\left(\|u(0)\|_0 + |g|_{H^m(0,T)} + \int_0^t \|f(t')\|_0 dt'\right)$$

in the case $m = 1$ and

$$\|u(t)\|_{m-1} + |u|_{x=0,m-1,t} \leq C(K_0)e^{C(K)t}\left(\|u(0)\|_{m-1} + |g|_{H^{m-1}(0,T)} + |f|_{x=0,m-2,t} + \int_0^t \|f(t')\|_{m-2} dt'\right)$$
in the case \( m \geq 2 \). Moreover, \( \partial_t^2 u \in \mathbb{W}^{m-1}(T) \) and we have

\[
\|\partial_t^2 u(t)\|_{m-1,\gamma} + \left( \gamma \int_0^t \|\partial_t^2 u(t')\|_{m-1,\gamma} \, dt' \right)^{\frac{2}{\gamma}} + \|\partial_t^2 u\|_{m-1,\gamma,t} \\
\leq C(K_0) \left( 1 + \|\partial_t^m u\|_{L^2(0,t)} \|u(0)\|_m + |g|_{H^m_x(0,t)} + |f|_{m-1,\gamma,t} + S^{*}_T(\|f(\cdot)\|_m) \right) \\
+ C(K) \left( S^{*}_T(\|u(\cdot)\|_m) + |u|_{m-1,\gamma,t} \right).
\]

**Proof of the proposition.** *Step 1.* We first show that there exists a solution \( u \in \mathbb{W}^{m-1}(T) \) to (19) satisfying (20)–(21). A direct application of Theorem 1 almost yields the result, but with a constant \( C(K') \) bigger than \( C(K) \) in the sense that it depends on \( \|\partial\varphi\|_{W^{1,\infty}(\Omega_T)} \) instead of \( \|\partial\varphi\|_{L^\infty(\Omega_T)} \). The improved estimate claimed in (20)–(21) is made possible by the particular structure of the matrix \( A(u,\varphi) \), as shown in the following lemma which improves Lemma 5.

**Lemma 7.** Suppose that Assumption 4 is satisfied. Then, there exist a symmetrizer \( S \in W^{1,\infty}(\Omega_T) \) and constants \( c_0, c_1 \) and \( \beta_0, \beta_1, \beta_2 \) such that Assumption 5 is satisfied for the initial boundary value problem (19). Moreover, we have

\[
c_0 \leq C \left( \frac{1}{c_0} \|A(u)^{\text{in}}\|_{L^\infty(\mathbb{R}_+)}, \|(\partial_t \varphi)\|_{t=0} \|L^\infty(\mathbb{R}_+)\) \right),
\]

\[
c_1 \leq C \left( \frac{1}{c_0} \|A(u)\|_{L^\infty(\Omega_T)}, \|\partial_t \varphi\|_{L^\infty(\Omega_T)} \right),
\]

where \( u^{\text{in}} = u_{t=0} \) and \( c_0 \) and \( c_1 \) are as defined in Proposition 7 and

\[
\beta_2 \leq C \left( \frac{1}{c_0} \|A(u)\|_{W^{1,\infty}(\Omega_T)}, \|\partial_t \varphi\|_{L^\infty(\Omega_T)}, \|B\|_{L^\infty(\Omega_T)} \right).
\]

**Proof of the lemma.** The proof is an adaptation of the proof of Lemma 5. We still denote by \( \pi_\pm \) the eigenprojector associated to the eigenvalues \( \pm \lambda_\pm \) of \( A(u) \). As a symmetrizer for \( A(u, \varphi) \), we choose

\[
S = (\partial_\varphi \varphi) \left( \pi^T_+ \pi_+ + M \pi^T_- \pi_- \right)
\]

with sufficiently large \( M \). Since we have

\[
\beta_2 = \|\partial_t S + \partial_x (SA) - 2SB\|_{L^\infty(\Omega_T)}
\]

\[
= \|\partial_\varphi \partial_t S + \partial_x (SA) - (\partial_\varphi) \partial_x S - 2(\partial_\varphi) S \|_{L^\infty(\Omega_T)},
\]

where we denoted \( S = \pi^T_+ \pi_+ + M \pi^T_- \pi_- \), and since \( \pi_\pm \) depends only on \( A(u) \), we deduce the desired results. \( \square \)

Using Lemma 7 instead of Lemma 5 in the proof of Theorem 1 in the particular case of the initial boundary value problem (19), we get (20)–(21).

**Step 2.** We prove here an extra regularity on \( \partial_t^2 u \) that implies the inequality stated in the theorem. The main tool to get this extra regularity is Alinhac’s good unknown [Ali89], which removes the loss of derivative due to the dependence on \( \varphi \) in the coefficients of the initial boundary value problem (19). Differentiating with respect to time the interior equation in (19), and writing \( \dot{u} = \partial_t u, \; \ddot{f} = \partial_t f, \) etc., we get

\[
\partial_t \dot{u} + A(u, \partial_\varphi) \partial_x u + A'(u) \ddot{\varphi} u + \mathcal{M}(u, \partial_\varphi, \partial_x u) \partial_\varphi + B \dot{u} = \ddot{f} - B u
\]

with

\[
\mathcal{M}(u, \partial_\varphi, \partial_x u) \partial_\varphi = -((\partial_x \varphi) A(u, \partial_\varphi) + (\partial_t \varphi) \text{Id}) \partial_t^2 u.
\]

Obviously, the term \( \mathcal{M}(u, \partial_\varphi, \partial_x u) \partial_\varphi \) is responsible for the loss of one derivative, in the sense that a control of \( \varphi \) in \( \mathbb{W}^{m+1}(T) \) is required to control the \( \mathbb{W}^m(T) \) norm of \( u \). This singular dependence is removed by working with Alinhac’s good unknown \( \dot{u}^\varphi = \dot{u} - \dot{\varphi} \partial_t^2 u \) instead of \( \dot{u} \).
The notations \( \dot{f}^\varphi \) and \( \dot{B}^\varphi \) are defined similarly. The following lemma is due to Alinhac [Ali89] and can be checked by simple computations.

**Lemma 8.** With \( \dot{u}^\varphi = \dot{u} - \dot{\varphi} \partial_x^2 u \), the equation (23) can be rewritten under the form

\[
\partial_t \dot{u}^\varphi + A(u, \partial \varphi) \partial_x \dot{u}^\varphi + A'(u) [\dot{u}^\varphi] \partial_x u + B \dot{u}^\varphi = \dot{f}^\varphi - \dot{B}^\varphi u.
\]

**Remark 7.** We use the notations \( \dot{u} = \partial_t u \) and \( \dot{u}^\varphi = \partial_x^2 u \) to underline the fact that this is a general procedure that works for any linearization operator, not only time differentiation.

We can use (18) to write

\[
\partial_x^2 u = A(u)^{-1} (f - Bu - \dot{u}^\varphi),
\]

so that the lemma yields

\[
\partial_t \dot{u}^\varphi + A(u, \partial \varphi) \partial_x \dot{u}^\varphi + B_{(1)} \dot{u}^\varphi = f_{(1)},
\]

where

\[
\begin{align*}
B_{(1)} &= B - A'(u)[\dot{u}^\varphi]A(u)^{-1}, \\
f_{(1)} &= \dot{f}^\varphi - A'(u)\dot{u}^\varphi A(u)^{-1} f - (\dot{B}^\varphi - A'(u)[\dot{u}^\varphi]A(u)^{-1} B) u.
\end{align*}
\]

Therefore, \( \dot{u}^\varphi = \partial_x^2 u \) solves an interior equation similar to those considered in Theorem 1. Let us now consider the initial and boundary conditions for \( \dot{u}^\varphi \). For the initial condition, we have

\[
(\dot{u}^\varphi)|_{t=0} = u_{1(0)}^\text{in} \quad \text{with} \quad u_{1(0)}^\text{in} = (\partial_t u)|_{t=0} - (\partial_t \varphi)|_{t=0} \partial_x u_{1(0)}^\text{in}.
\]

For the boundary condition, let us differentiate with respect to time the boundary condition in (19) to obtain

\[
\nu(t) \cdot \partial_t u|_{x=0} = \partial_t g - \nu' (t) \cdot u|_{x=0} \quad \text{or equivalently}
\]

\[
\nu(t) \cdot (\dot{u}^\varphi + \dot{\varphi} \partial_x^2 u)|_{x=0} = \partial_t g - \nu'(t) \cdot u|_{x=0}.
\]

Using (18), this yields

\[
\nu(t) \cdot ((\text{Id} - \dot{x} A(u)^{-1}) \dot{u}^\varphi)|_{x=0} = \partial_t g - \nu'(t) \cdot u|_{x=0} - \dot{x} \nu(t) \cdot A(u)^{-1} (f - Bu)|_{x=0}.
\]

It follows that \( \dot{u}^\varphi \) satisfies an initial boundary value problem of the form (1), namely,

\[
\begin{align*}
\partial_t \dot{u}^\varphi + A(u, \partial \varphi) \partial_x \dot{u}^\varphi + B_{(1)} \dot{u}^\varphi &= f_{(1)} \quad \text{in} \quad \Omega_T, \\
\dot{u}^\varphi|_{t=0} &= u_{1(0)}^\text{in} \quad \text{on} \quad \mathbb{R}^+, \\
\nu_{(1)}(t) \cdot \dot{u}^\varphi|_{x=0} &= g_{(1)} \quad \text{on} \quad (0, T),
\end{align*}
\]

where \( f_{(1)} \) and \( B_{(1)} \) are as in (24) and

\[
\begin{align*}
g_{(1)} &= \partial_t g - (\partial_t \nu) \cdot u|_{x=0} - \dot{x} \nu \cdot A(u)^{-1} (f - Bu)|_{x=0}, \\
\nu_{(1)} &= (\text{Id} - \dot{x} A(u|_{x=0})^{-1})^T \nu.
\end{align*}
\]

Concerning the boundary condition, we have the following lemma which shows that the initial boundary value problem (25) satisfies condition iii in Assumption 1.

**Lemma 9.** Under Assumption 4 for any \( t \in [0, T] \) we have

\[
|\nu_{(1)}(t) \cdot e_+(u(t, 0))| \geq \frac{c_0^2}{\lambda_+(u(t, 0))}.
\]

**Proof.** We see that

\[
\nu_{(1)}(t) \cdot e_+(u(t, 0)) = \nu(t) \cdot (\text{Id} - \dot{x}(t) A(u(t, 0))^{-1}) e_+(u(t, 0)) = \left( 1 - \frac{\dot{x}(t)}{\lambda_+(u(t, 0))} \right) \nu(t) \cdot e_+(u(t, 0)).
\]

Since \( \dot{x}(t) = (\partial_t \varphi)(t, 0) \), this gives the desired inequality. \( \square \)
Here, we see that
\[ |\nu(1)|_{L^\infty(0,T)} \leq C(K_0), \quad \|B(1)\|_{L^\infty(\Omega_T)} \leq C(K) \]
and that in the case \( m \geq 2 \)
\[ \|\partial B(1)\|_{W^{m-2}(T)}, |\nu(1)|_{W^{m-1,\infty}(0,T)} \leq C(K). \]
Therefore, we can apply the result in Step 1 to obtain
\[ \|\tilde{\nu}(t)\|_{m-1,\gamma} + \left( \gamma \int_0^t \|\tilde{\nu}(t')\|_{m-1,\gamma}^2 \, dt' \right)^{\frac{1}{2}} + |\tilde{\nu}|_{L^1} \leq C(K_0) \|u(0)\|_m, \]
\[ \|f(1)(t)\|_{m-1} \leq C(K) \|f(t)\|_m + \|u(t)\|_{m-1}, \]
\[ |f(1)|_{L^1} \leq C(K) \|f(0)\|_{m-1,\gamma} + |u|_{L^1}. \]
where the term \(|f(1)|_{L^1}\) is dropped in the case \( m = 1 \). Here, we have
\[
\begin{align*}
\left\{\begin{array}{l}
\|\tilde{\nu}(0)\|_{m-1} \leq C(K_0) \|u(0)\|_m, \\
\|f(1)(t)\|_{m-1} \leq C(K) \|f(t)\|_m + \|u(t)\|_{m-1}, \\
|f(1)|_{L^1} \leq C(K) \|f(0)\|_{m-1,\gamma} + |u|_{L^1}.
\end{array}\right.
\]
Concerning the term \(|g(1)|_{H^{m-1}(0,T)}\), especially, the term \(|\partial \nu| \cdot u_{|x=0}\) we need to estimate it carefully, because we do not assume \( \nu \in W^{m,\infty}(0,T) \). In the case \( m = 1 \), we estimate it directly as
\[ |(\partial \nu) \cdot u_{|x=0}|_{L^1} \leq C(K) |u|_{L^1}. \]
In the case \( m \geq 2 \), we see that
\[
\begin{align*}
|\partial \nu| \cdot u_{|x=0}|_{H^{m-1}(0,T)} \leq |\nu|_{W^{m-1,\infty}(0,T)} |u|_{L^1} + |\partial \nu|_{L^2} \sup_{t' \in [0,T]} e^{-\gamma t'} u(t',0) \\
\leq C(K) |u|_{L^1} + C|\partial \nu|_{L^2} \||u(0)\|_{m-1}.
\end{align*}
\]
where we used \( \sup_{t' \in [0,T]} e^{-\gamma t'} u(t',0) \leq C\||u(0)\|_{H^1} + \gamma^{-\frac{1}{2}} |u|_{L^1} \), which is a simple consequence of [3] in Lemma [3]. In any case, we have
\[
|g(1)|_{H^{m-1}(0,T)} \leq |g|_{H^{m}(0,T)} + C|\partial \nu|_{L^2} \||u(0)\|_{m-1} + C(K) \|u|_{L^1} + |f(0)|_{H^{m-1}}.
\]
Therefore, by [27] we obtain
\[
\begin{align*}
\|\tilde{\nu}(t)\|_{m-1,\gamma} + \left( \gamma \int_0^t \|\tilde{\nu}(t')\|_{m-1,\gamma}^2 \, dt' \right)^{\frac{1}{2}} + |\tilde{\nu}|_{L^1} \leq C(K_0) \left( 1 + |\partial \nu|_{L^2} \||u(0)\|_m + |g|_{H^m(0,T)} \right) \\
+ C(K) \left( |f(0)|_{m-1} + |u|_{L^1} + S^*_\gamma \||u(\cdot)\|_m \right) + S^*_\gamma \||u(\cdot)\|_{m-1},
\end{align*}
\]
which shows \( \partial \nu \in W^{m-1}(T) \).

**Step 3.** Finally, we improve the above inequality to show [22]. It follows directly from Lemma [8] that we have also the equation for \( \tilde{\nu} \) of the form
\[
\partial_t \tilde{\nu} + \mathcal{A}(u, \tilde{\nu}) \partial_x \tilde{\nu} = \tilde{f}(1)
\]
with
\[
\tilde{f}(1) = \partial \nu \cdot f - A'(u)[\partial \nu \cdot \partial u] \partial \nu u - \partial \nu (Bu).
\]
Moreover, we have \( \|f(1)\|_m \leq C(K_0)\|f(t)\|_m + C(K)\|u(t)\|_m \), in the order to give modified estimates for \( g(1) \) and \( g(1) \), in the case of \( m \geq 2 \) we use the following expressions

\[
\partial^2 \tilde{f}(1) = \partial^2 \tilde{f} + [\partial^2 u + A(u)\partial^2 u + Bu]
- \partial^2 (A(u)\partial^2 u + \partial^2 (Bu))
- \partial \tilde{g}(1) = \partial \tilde{g} - (\partial g \cdot u)_{x=0} - \tilde{g} \cdot A(u)^{-1}\partial \tilde{g}(f - Bu)_{x=0}
- \tilde{g}(\partial, \nu) \cdot A(u)^{-1}\partial \tilde{g}(u)_{x=0},
\]

where we used \( \|f(1)\|_{m-1} \leq C(K_0)\|f(t)\|_m + C(K)\|u(t)\|_m \),

\[
|g(1)|_{H^{m-1}(0, t)} + |\tilde{f}(1)|_{x=0}|m-2, \gamma, t
\]

\[
\leq C(K_0)(|\partial^m \nu|_{L^2(0, t)}\|u(0)\|_{m-1} + |g|_{H^m(0, t)} + |f|_{x=0}|m-1, t) + C(K)\|u\|_{x=0}|m-1, t,
\]

which yields \( (22) \). The proof of Proposition \( 1 \) is complete. \( \Box \)

In order to conclude the proof of Theorem \( 3 \) we need to show that Proposition \( 4 \) provides a control of \( u \) in \( \mathcal{W}^m(T) \).

**Lemma 10.** Under the assumptions of Theorem \( 3 \) if \( u \) solves \( (19) \), then we have

\[
\|\partial u(t)\|_{m-1, \gamma} + \left( \gamma \int_0^t \|\partial u(t')\|_{m-1, \gamma}^2 dt' \right)^{\frac{1}{2}} + |\partial u|_{x=0}|m-1, t
\]

\[
\leq C(K_0)\left\{ \|u(0)\|_m + |f|_{x=0}|m-1, \gamma, t + S^{\gamma, t}(\|\partial \xi f(\cdot)\|_{m-1})
\right.
\]

\[
+ \|\partial^2 u(t)\|_{m-1, \gamma} + \left( \gamma \int_0^t \|\partial^2 u(t')\|_{m-1, \gamma}^2 dt' \right)^{\frac{1}{2}} + |\partial^2 u|_{x=0}|m-1, t
\left. \right\}
\]

\[
+ C(K)\left\{ \int_0^t \|u(t')\|_{m, \gamma}^2 dt' \right\} + |u|_{x=0}|m-1, t
\}

**Proof.** We will use the same notation \( \dot{u}^\varphi = \partial^2 \tilde{u} \) in the proof of Proposition \( 4 \). Then, \( (18) \) can be written as

\[
\dot{u}^\varphi + A(u)\partial^2 \tilde{u} = f - Bu =: f_0.
\]

We first consider the case \( m = 1 \). Here, it holds that

\[
\left\{ \begin{array}{ll}
\|f_0(0)\|_{L^2} & \leq C(K_0)\|u(0)\|_1, \\
\|\partial f_0(t)\|_{L^2} & \leq \|\partial f(t)\|_{L^2} + C(K)\|u(t)\|_1, \\
|f_{0, x=0}|_{L^2(0, t)} & \leq |f|_{x=0}|L^2(0, t) + C(K)\|u\|_{x=0}|L^2(0, t).
\end{array} \right.
\]

It follows from \( (28) \) that

\[
\partial_x u = (\partial_x \varphi)A(u)^{-1}(f_0 - \dot{u}^\varphi).
\]

We also have

\[
\partial_t u = \dot{u}^\varphi - \frac{\partial \varphi}{\partial_x \varphi}\partial_x u.
\]

Therefore, we obtain

\[
|\partial u(t, x)| \leq C(K_0)(|\dot{u}^\varphi(t, x)| + |f_0(t, x)|).
\]
By Lemma 5 we have
\[\|f_0(t)\|_{0,\gamma} + \left(\frac{\gamma}{2} \int_0^t \|f_0(t')\|^2_{0,\gamma} dt'\right)^{\frac{1}{2}} \leq C(\|f_0(0)\|_{L^2} + S_{\gamma,t}^*(\|\partial_t f(\cdot)\|_{L^2})) \leq C(K_0)(\|u(0)\|_1 + S_{\gamma,t}^*(\|\partial_t f(\cdot)\|_{L^2})) + C(K)S_{\gamma,t}^*(\|u(\cdot)\|_1).\]

Using the above inequalities, we get the desired estimate in the case \(m = 1\).

We proceed to consider the case \(m \geq 2\). Applying \(\partial^\alpha\) with a multi-index \(\alpha\) satisfying \(|\alpha| \leq m - 1\) to (28) and using the identity
\[
\partial^\alpha v \partial^\beta u = \partial^\alpha (\partial^\beta u + (\partial^\gamma \partial^\alpha \varphi)(\partial^\gamma \partial^\gamma u) \partial^\gamma u + (\partial^\gamma \varphi^{-1})[\partial^\alpha; \partial^\gamma \varphi, \partial^\gamma u]
\]
with a symmetric commutator \([\partial^\alpha; v, w] = \partial^\alpha(vw) - (\partial^\alpha v)w - v(\partial^\alpha w)\), we obtain
\[
A(u)\partial^\gamma \partial^\alpha u + \partial^\alpha \tilde{u} = \partial^\alpha(f - B\varphi) - \frac{1}{2} A(u)\partial^\gamma u
\]
and
\[
\partial^\alpha \partial^\gamma u = \partial^\alpha (\partial^\gamma u + (\partial^\gamma \varphi^{-1})[\partial^\alpha; \partial^\gamma \varphi, \partial^\gamma u])
\]
which will be used to evaluate \(\partial^\gamma u\). Applying \(\partial^\alpha\) to the identity \(\partial^\alpha u = \tilde{u} + (\partial^\gamma \varphi)\partial^\gamma u\) and using (29) we obtain
\[
\partial^\alpha \partial^\gamma u - \partial^\alpha \tilde{u} = (\partial^\gamma \varphi^{-1})[\partial^\alpha; \partial^\gamma \varphi, \partial^\gamma u]
\]
with \(m \leq \gamma \leq m - 1, \gamma\). Here, by Lemma 1 it holds that
\[
\|f_{1,\alpha}(0)\|_{L^2} \leq C(K_0)\|u(0)\|_m,
\]
\[
\|\partial_t f_{1,\alpha}(t)\|_{L^2} \leq C(K_0)\|\partial_t f(t)\|_{m-1} + C(K)(1 + \|\partial_t f(\cdot)(t)\|_{m})\|u(t)\|_m,
\]
\[
\|f_{1,\alpha}|_{x=0}\|_{L^2(0,t)} \leq |f_{1,\alpha}|_{x=0}|_{m-1,\gamma,t}.
\]

We also have
\[
\partial^\alpha \partial^\gamma u = (\partial^\gamma \varphi^{-1})[\partial^\alpha; \partial^\gamma \varphi, \partial^\gamma u]
\]
which will be used to evaluate \(\partial^\gamma u\). Therefore, we obtain
\[
\|\partial^\alpha \partial^\gamma u(t, x)\| \leq C(K_0)(\|\partial^\gamma \varphi^{-1}(t, x)\| + |f_{1,\alpha}(t, x)| + |f_{2,\alpha}(t, x)|),
\]
so that
\[
\|\partial^\alpha \partial^\gamma u(t)\|_{m-1,\gamma} + \left(\frac{\gamma}{2} \int_0^t \|\partial^\alpha \partial^\gamma u(t')\|^2_{m-1,\gamma} dt'\right)^{\frac{1}{2}} + |\partial^\alpha \partial^\gamma u|_{x=0}|_{m-1,\gamma}
\]
\[
\leq C(K_0)\left\{\|\tilde{u}(t)\|_{m-1,\gamma} + \left(\frac{\gamma}{2} \int_0^t \|\tilde{u}(t')\|^2_{m-1,\gamma} dt'\right)^{\frac{1}{2}} + |\tilde{u}|_{x=0}|_{m-1,\gamma}
\]
\[
+ \sum_{|\alpha| \leq m-1, j=1} (\|f_{j,\alpha}(t)\|_{0,\gamma} + \left(\frac{\gamma}{2} \int_0^t \|f_{j,\alpha}(t')\|^2_{0,\gamma} dt'\right)^{\frac{1}{2}} + |f_{j,\alpha}|_{x=0}|_{L^2(0,t)}).\right\}
\]
Here, by Lemma 5 we see that
\[
\left\| f_{j,\alpha}(t) \right\|_{0,\gamma} + \left( \gamma \int_0^t \left\| f_{j,\alpha}(t') \right\|^2_{0,\gamma} dt' \right)^{\frac{1}{2}} 
\leq C\left( \left\| f_{j,\alpha}(0) \right\|_{L^2} + S^*_{\gamma,t}(\left\| \partial_t f_{j,\alpha}(\cdot) \right\|_{L^2}) \right) 
\leq C(K_0)\left( \left\| u(0) \right\|_m + S^*_{\gamma,t}(\left\| \partial_t f(\cdot) \right\|_{m-1}) \right) + C(K)S^*_{\gamma,t}(1 + \left\| \partial_t f(\cdot) \right\|_m)\left\| u(\cdot) \right\|_m 
\]
and that
\[
S^*_{\gamma,t}(1 + \left\| \partial_t f(\cdot) \right\|_m)\left\| u(\cdot) \right\|_m 
\leq \left( \frac{1}{\gamma} t \right)^{\frac{1}{2}} \left\| u(t') \right\|^2_{m,\gamma} dt' \quad + \quad \left( \frac{1}{\gamma} t \right)^{\frac{1}{2}} \left\| \partial_t f(t') \right\|_m \left\| u(t') \right\|_m dt' 
\leq \left( \frac{1}{\gamma} t \right)^{\frac{1}{2}} \left\| u(t') \right\|^2_{m,\gamma} dt'.
\]
Summarizing the above inequalities, we obtain the desired estimate.  \( \square \)

Now, it follows from the estimates in Proposition 11 and Lemma 10 together with Lemma 4 that
\[
\left\| u(t) \right\|_{m,\gamma} + \left( \gamma \int_0^t \left\| u(t') \right\|^2_{m,\gamma} dt' \right)^{\frac{1}{2}} + |u_{|x=0}|_{m,t} 
\leq \left\| \partial_t u(t) \right\|_{m-1,\gamma} + \left( \gamma \int_0^t \left\| \partial_t u(t') \right\|^2_{m-1,\gamma} dt' \right)^{\frac{1}{2}} + |(\partial_t u)_{|x=0}|_{m-1,t} 
\leq \left\| u(t) \right\|_{m-1,\gamma} + \left( \gamma \int_0^t \left\| u(t') \right\|^2_{m-1,\gamma} dt' \right)^{\frac{1}{2}} + |u_{|x=0}|_{m-1,t} 
\leq C(K_0)\left( \left\| u(0) \right\|_m + \left\| g \right\|_{H^m(0,t)} + |f_{|x=0}|_{m-1,\gamma,t} + S^*_{\gamma,t}(\left\| \partial_t f(\cdot) \right\|_{m-1}) \right) 
+ C(K)\left\{ \gamma^{-\frac{1}{2}} \left( \gamma \int_0^t \left\| u(t') \right\|^2_{m,\gamma} dt' \right)^{\frac{1}{2}} + \gamma^{-\frac{1}{2}} \left\| u(0) \right\|_m + \gamma^{-1}|u_{|x=0}|_{m,\gamma,t} \right\}. 
\]
Therefore, by taking \( \gamma \) sufficiently large compared to \( C(K) \), we obtain the desired estimate in Theorem 3. The proof of Theorem 3 is complete.

2.4. Application to free boundary problems with a boundary equation of “kinematic” type. We investigate here a general class of free boundary problems. We consider a quasilinear hyperbolic system cast on a moving domain \((\varphi(t), \infty)\),

\[
\begin{align*}
\partial_t U + A(U)\partial_x U &= 0 \quad \text{in} \quad (\varphi(t), \infty) \quad \text{for} \quad t \in (0, T), \\
U_{|t=0} &= u^\text{in}(x) \quad \text{on} \quad (\varphi(0), \infty), \\
\nu \cdot \partial_x U_{|x=\varphi(t)} &= g(t) \quad \text{on} \quad (0, T),
\end{align*}
\]

and assume that the evolution of the boundary is governed by a nonlinear equation of the form

\[(31) \quad \dot{\varphi} = \mathcal{X}(U_{|x=\varphi(t)}) \]

for some smooth function \( \mathcal{X} \). The set of equations \((30)-(31)\) is a free boundary problem. In the following, without loss of generality we assume \( \varphi(0) = 0 \). Using as in 2.3 a diffeomorphism \( \varphi(t, \cdot) : \mathbb{R}_+ \to (\varphi(t), \infty) \), and recalling the notations
\[
u = U \circ \varphi, \quad \partial_x \varphi = \frac{1}{\partial_x \varphi} \partial_x, \quad \partial_t \varphi = \partial_t - \frac{\partial_x \varphi}{\partial_x \varphi} \partial_x,
\]

we have
\[
u = U, \quad \partial_t \varphi = \frac{1}{\partial_x \varphi} \partial_x, \quad \partial_x \varphi = \partial_t - \frac{\partial_x \varphi}{\partial_x \varphi} \partial_x.
\]
the free boundary problem (30)–(31) can therefore be recast as an initial boundary value problem on a fixed domain,

\[
\begin{aligned}
&\begin{cases}
\partial_t u + A(u, \partial \varphi) \partial_x u = 0 & \text{in } \Omega_T, \\
u |_{x=0} = u^\text{in}(x) & \text{on } \mathbb{R}_+, \\
u \cdot u |_{x=0} = g(t) & \text{on } (0, T),
\end{cases}
\end{aligned}
\tag{32}
\]

where \( \nu \in \mathbb{R}^2 \) is a constant vector and

\[
A(u, \partial \varphi) = \frac{1}{\partial_x \varphi}(A(u) - (\partial_t \varphi)^\text{Id}),
\]

complemented by the evolution equation

\[
\dot{\varphi} = X(u|_{x=0}), \quad \varphi(0) = 0.
\tag{33}
\]

As shown in (2.33), the regularity of \( \varphi \) plays an important role in the analysis of the initial boundary value problem (32). It is therefore important to make an appropriate choice for the “Lagrangian” diffeomorphism. For a boundary equation of the form (33) which is of “kinematic” type, a “Lagrangian” diffeomorphism is appropriate. In particular, in the second point of the lemma, the structure of \( \varphi \) allows the control of \( \partial_t \varphi \) in \( \mathbb{W}^m(T) \) (which involves \( m + 1 \) derivatives of \( \varphi \)) by \( u \) in \( \mathbb{W}^m(T) \) (which involves only \( m \) derivative of \( u \)).

\textbf{Lemma 11.} Let \( \mathcal{U} \) be an open set in \( \mathbb{R}^2 \) and \( \mathcal{X} \in C^\infty(\mathcal{U}) \). Suppose that \( u \in W^{1,\infty}(\Omega_T) \) takes its values in a compact and convex set \( K_1 \subset \mathcal{U} \) and that

\[
\|u\|_{W^{1,\infty}(\Omega_T)},\|\mathcal{X}\|_{W^{1,\infty}(K_1)} \leq K.
\]

Then, \( \varphi \in C^1([0, T]) \) can be defined by the ODE

\[
\begin{aligned}
&\begin{cases}
\dot{\varphi}(t) = \mathcal{X}(u|_{x=0})(t) & \text{for } t \in (0, T), \\
\varphi(0) = 0.
\end{cases}
\end{aligned}
\tag{34}
\]

Moreover, there exists \( T_1 \in (0, T] \) depending on \( K \) such that the mapping \( \varphi : \overline{\Omega_T} \to \mathbb{R} \) defined by

\[
\varphi(t, x) = x + \int_0^t \mathcal{X}(u(t', x)) \, dt'
\]

satisfies the following properties:

\begin{enumerate}
\item We have \( \varphi(t, 0) = \varphi(t) \) and that for any \( t \in [0, T_1] \), \( \varphi(t, \cdot) \) is a diffeomorphism mapping \( \mathbb{R}_+ \) onto \( (\varphi(t), \infty) \) and satisfying \( \frac{1}{2} \leq \partial_x \varphi(t, x) \leq 2 \).
\item If moreover \( m \geq 2 \), \( u \in \mathbb{W}^m(T_1) \), and \( \mathcal{X}(0) = 0 \), then we have, with \( \tilde{\varphi}(t, x) = \varphi(t, x) - x \),

\[
\begin{aligned}
&\|
\frac{\partial \tilde{\varphi}}{\partial t}(0)
\|_{m-1}, \|
\frac{\partial \tilde{\varphi}}{\partial \mathcal{X}}\|_{L^\infty(\Omega_{T_1})}
\leq C(\|u(0)\|_{m}), \\
&\|
\frac{\partial \tilde{\varphi}}{\partial \mathcal{X}}\|_{\mathbb{W}^m(T_1)}, \|
\frac{\partial \mathcal{X}}{\partial \varphi}|_{x=0}\mathcal{X}(0, T_1), (\partial^m \varphi)|_{x=0}\mathcal{X}(0, T_1)
\leq C(\|u\|_{\mathbb{W}^m(T_1)}, |u|_{x=0}|m, T_1).
\end{aligned}
\]
\end{enumerate}

We can now state the main result of this section, which holds under the following assumption.

\textbf{Assumption 5.} Let \( \mathcal{U} \) be an open set in \( \mathbb{R}^2 \), which represents a phase space of \( u \). The following conditions hold.

\begin{enumerate}
\item \( A, \mathcal{X} \in C^\infty(\mathcal{U}), \mathcal{X}(0) = 0 \).
\item For any \( u \in \mathcal{U} \), the matrix \( A(u) \) has eigenvalues \( \lambda_+(u) \) and \( -\lambda_-(u) \) satisfying

\[
\lambda_+(u) > 0 \quad \text{and} \quad \lambda_+(-u) \neq \mathcal{X}(u) > 0.
\]
\item Denoting by \( \mathbf{e}_+(u) \) a unit eigenvector associated to the eigenvalue \( \lambda_+(u) \) of \( A(u) \), for any \( u \in \mathcal{U} \) we have

\[
|\nu \cdot \mathbf{e}_+(u)| > 0.
\]
\end{enumerate}
Theorem 4. Let m ≥ 2 be an integer. Suppose that Assumption 3 is satisfied. If \( u^\text{in} \in H^m(\mathbb{R}_+) \) takes its values in a compact and convex set \( K_0 \subset \mathcal{U} \) and if the data \( u^\text{in} \) and \( g \in H^m(0,T) \) satisfy the compatibility conditions up to order \( m-1 \) in the sense of Definition 3 below, then there exist \( T_1 \in (0,T] \) and a unique solution \( (u,\varphi) \) to (32)-(33) with \( u \in \mathbb{W}^m(T_1), \varphi \in H^{m+1}(0,T_1), \) and \( \varphi \) given by Lemma 7.

2.4.1. Compatibility conditions. For the free boundary problem, \( x(t) \) and \( \varphi(t,x) \) are unknowns so that the interior equation \( \partial_t u + A(u,\partial \varphi)\partial_x u = 0 \) does not determine \( (\partial^k_x u)|_{x=0} \) directly in terms of the initial data \( u^\text{in} \) and its derivatives. In order to determine them, we need to use (34), or equivalently, the evolution equation \( \partial_t \varphi = \mathcal{X}(u) \) at the same time.

Suppose that \( u \) is a smooth solution to (32)-(33). We note that the interior equation in (32) can be written as
\[
\partial_t^2 u + A(u)\partial_x^2 u = 0
\]
and that \( \partial_t^2 \) and \( \partial_x^2 \) commute. Therefore, denoting \( u(k) = (\partial^k_t u)^k u \) and using the above equation inductively, we have
\[
u(k) = c_{1,k}(u,\partial_x^2 u, \ldots, (\partial^2_x u)^k u),
\]
where \( c_{1,k} \) is a smooth function of its arguments. In view of this, we define \( u^{\text{in}}(k) \) by
\[
u^{\text{in}}(k) = c_{1,k}(u^{\text{in}},\partial_x u^{\text{in}}, \ldots, \partial^2_x u^{\text{in}})
\]
for \( k = 1,2,\ldots \). Using the relation \( \partial_t = \partial_t^2 + (\partial_\varphi \varphi)\partial_x^2 \) inductively, we see that
\[
\partial^k_t = (\partial_t^2)^k + (\partial_t^2 \varphi)\partial_x^2 + \sum_{l=2}^k \sum_{j_1,\ldots,j_l} c_{l,j_1,\ldots,j_l}(\partial_\varphi \varphi)^j \partial_x^l,
\]
so that denoting \( u_k = \partial^k_t u \) and \( \varphi_k = \partial^k_t \varphi \) we have
\[
u_k = u(k) + \varphi_k \partial_t^2 u + \sum_{l=2}^k \sum_{j_1,\ldots,j_l} c_{l,j_1,\ldots,j_l}(\partial_\varphi \varphi)^j \partial_x^l u(j_0).
\]
Particularly, denoting \( u^{\text{in}}(k) = (\partial^k_t u)|_{t=0} \) and \( \varphi^{\text{in}}(k) = (\partial^k_t \varphi)|_{t=0} \) we obtain
\[
u^{\text{in}}(k) = u^{\text{in}}(k) + \varphi^{\text{in}}(\partial_x u^{\text{in}}) + \sum_{l=2}^k \sum_{j_1,\ldots,j_l} c_{l,j_1,\ldots,j_l}(\partial^{j_1}_x \varphi)^j \partial_x^l u^{\text{in}}(j_0).
\]
This implies that \( u^{\text{in}}(k) \) is written in terms of \( \varphi^{\text{in}}(j) \) and \( \partial_x^l u^{\text{in}} \) for \( 0 \leq j \leq k \). On the other hand, differentiating the evolution equation \( \partial_t \varphi = \mathcal{X}(u) \) \( k \)-times with respect to \( t \), we have
\[
\varphi_{k+1} = c_{2,k}(u,\partial_t u, \ldots, \partial_t^k u),
\]
where \( c_{2,k} \) is a smooth function of its arguments. Therefore, we get
\[
\varphi^{\text{in}}(k+1) = c_{2,k}(u^{\text{in}},u^{\text{in}}, \ldots, u^{\text{in}}).
\]
Using (36) and (37) alternatively we can determine \( u^{\text{in}}(k) \) and \( \varphi^{\text{in}}(k) \). Now, the boundary condition \( \mathbf{\nu} \cdot u|_{x=0} = g \) implies that
\[
\mathbf{\nu} \cdot \partial_t^k u|_{x=0} = \partial_t^k g.
\]
On the edge \( \{t = 0, x = 0\} \), smooth enough solutions must therefore satisfy
\[
\mathbf{\nu} \cdot u^{\text{in}}|_{x=0} = (\partial_t^k g)|_{t=0}.
\]
Definition 3. Let \( m \geq 1 \) be an integer. We say that the data \( u^{in} \in H^m(\mathbb{R}_+) \) and \( g \in H^m(0, T) \) for the initial boundary value problem (32)–(33) satisfy the compatibility condition at order \( k \) if the \( \{ u^{in}_j \}_{j=0}^m \) defined by (35)–(37) satisfy (38). We also say that the data satisfy the compatibility conditions up to order \( m - 1 \) if they satisfy the compatibility conditions at order \( k \) for \( k = 0, 1, \ldots, m - 1 \).

Remark 8. These compatibility conditions do not depend on the particular choice of the diffeomorphism \( \varphi \) such as (34). The other choice of the diffeomorphism \( \varphi : \mathbb{R}_+ \to (\mathbb{R}(t), \infty) \) will give the same conditions.

2.4.2. Proof of Theorem 4. Let \( K_1 \) be a compact and convex set in \( \mathbb{R}^2 \) satisfying \( K_0 \subset K_1 \subset U \). Then, there exists a constant \( c_0 > 0 \) such that for any \( u \in K \) we have

\[
\lambda_\pm(u) \geq c_0, \quad \lambda_\pm(u) \equiv \mathcal{X}(u) \geq c_0, \quad |\nu \cdot e_+(u)| \geq c_0.
\]

We will construct the solution \( u \) with values in \( K_1 \). Note that there exists a constant \( \delta_0 > 0 \) such that \( \|u - u^{in}\|_{L^\infty} \leq \delta_0 \) implies \( u(x) \in K_1 \) for all \( x \in \mathbb{R}_+ \). Therefore, it is sufficient to construct the solution \( u \) satisfying \( \|u(t) - u^{in}\|_{L^\infty} \leq \delta_0 \) for \( 0 \leq t \leq T_1 \). The solution is classically constructed using the iterative scheme

\[
\varphi^n(t, x) = x + \int_0^t \mathcal{X}(u^n(t', x))dt',
\]

and

\[
\begin{align*}
\partial_t u^{n+1} + A(u^n, \partial u^n)\partial_x u^{n+1} &= 0 \quad \text{in} \quad \Omega_T, \\
\left. u^{n+1}\right|_{t=0} &= u^{in}(x) \quad \text{on} \quad \mathbb{R}_+, \\
\left. |\nu \cdot u^{n+1}|\right|_{x=0} &= g(t) \quad \text{on} \quad (0, T)
\end{align*}
\]

for all \( n \in \mathbb{N} \). For the first iterate \( u^0 \), we choose a function \( u^0 \in H^{m+1/2}(\mathbb{R} \times \mathbb{R}_+) \) such that \( (\partial_t u^0)_{|t=0} = u^{in}_k \) for \( 0 \leq k \leq m \) with \( u^{in}_k \) defined by (35)–(37). Then, for the initial boundary value problem (10) to the unknowns \( u^{n+1} \) the data \( (u^{in}, g) \) satisfy the compatibility conditions up to order \( m - 1 \) in the sense of Definition 1. Moreover, \( \|u^n(0)\|_m \) is independent of \( n \), and there exists therefore \( K_0 \) such that

\[
\frac{1}{c_0}, \|u^n(0)\|_m, \|\partial_\varphi(0)\|_{m-1}, \|\partial u^n\|_{L^\infty(\Omega_{T_1})}, |\nu|, \|A\|_{L^\infty(K_1)} \leq K_0,
\]

as long as \( \|u^n\|_{W^{1,\infty}(\Omega_T)} \leq K \) and \( T_1 \in (0, T] \) sufficiently small depending on \( K \). We prove now that for \( M \) large enough and \( T_1 \) small enough, for any \( n \in \mathbb{N} \) we have

\[
\begin{align*}
\|u^n\|_{W^m(T_1)} + \|u^n\|_{L^\infty(0, T_1)} &\leq M, \\
\|u^n(t) - u^{in}\|_{L^\infty} &\leq \delta_0 \quad \text{for} \quad 0 \leq t \leq T_1.
\end{align*}
\]

We prove this assertion by induction. Since it is satisfied for \( n = 0 \) for a suitable \( M \) and \( T_1 \), we just need to prove that if holds at rank \( n + 1 \) if it holds at rank \( n \). By the Sobolev imbedding theorem and Lemma 11 we have

\[
\|u^n\|_{W^{1,\infty}(\Omega_{T_1})}, \|\partial \varphi^n\|_{W^m(T_1)}, \|\partial_t \varphi^n\|_{W^m(T_1)}, |(\partial^m \varphi^n)_{|x=0}|_{L^\infty(0, T_1)} \leq K(M).
\]

It follows therefore from Theorem 3 that

\[
\|u^{n+1}(t)\|_{W^m(T_1)} + \|u^{n+1}\|_{L^\infty(0, T_1)} \leq C(K_0)e^{C(M)t}(1 + |g|_{H^m(0, T_1)}).
\]

Choosing \( M = 2C(K_0)(1 + |g|_{H^m(0, T_1)}) \), it is possible to choose \( T_1 \) small enough to get that the right-hand side is smaller than \( M \). We also have \( \|u^{n+1}(t) - u^{in}\|_{L^\infty} \leq C\|u^{n+1}\|_{W^2(T_1)}T_1 \leq \delta_0 \) for \( 0 \leq t \leq T_1 \). Therefore, the claim is proved.
We proceed to show that the sequence of approximate solutions \( \{(u^n, \varphi^n)\}_n \) converges to \( (u, \varphi) \) to (52)–(53) satisfying \( u \in W^{m}(T_1) \) and \( \varphi = \varphi|_{x=0} \in H^{m+1}(0, T_1) \). We have
\[
\begin{align*}
\begin{cases}
\partial_t(u^{n+2} - u^{n+1}) + A(u^n, \partial \varphi^n) \partial_x(u^{n+2} - u^{n+1}) = f^n & \text{in } \Omega_T, \\
(u^{n+2} - u^{n+1})|_{t=0} = 0 & \text{on } \mathbb{R}_+, \\
\nu \cdot (u^{n+2} - u^{n+1})|_{t=0} = 0 & \text{on } (0, T)
\end{cases}
\end{align*}
\]
with
\[
f^n = -(A(u^{n+1}, \partial \varphi^{n+1}) - A(u^n, \partial \varphi^n)) \partial_x u^{n+1}.
\]
It follows therefore from (21) in Proposition 4 that
\[
\|\partial_t f^n\|_{W^{m-2}(T_1)} \leq C(M) \|u^{n+1} - u^n, \varphi^{n+1} - \varphi^n, \partial_t(\varphi^{n+1} - \varphi^n)\|_{W^{m-1}(T_1)}
\]
and that
\[
\|\partial_t f^n\|_{|_{t=0} W^{m-2}(T_1)} \leq C(M) \|u^{n+1} - u^n, \varphi^{n+1} - \varphi^n, \partial_t(\varphi^{n+1} - \varphi^n)\|_{W^{m-1}(T_1)}
\]
Note that in the above inequalities, the quantity \( \partial_t(\varphi^{n+1} - \varphi^n) \) has been controlled in \( W^{m-1}(T_1) \); a similar control of \( \partial_x(\varphi^{n+1} - \varphi^n) \) is not possible and this is the reason why it is important to have \( \|\partial_t f(t)\|_{m-2} \) rather than \( \|f(t)\|_{m-1} \) in the right-hand side of (21) in Proposition 4. Therefore, by taking \( T_1 \) sufficiently small if necessary, we obtain
\[
\|u^{n+2} - u^{n+1}\|_{W^{m-1}(T_1)} + |u^{n+2} - u^{n+1}|_{|_{t=0} W^{m-1}(T_1)} \\
\leq \frac{1}{2} \|u^{n+1} - u^n\|_{W^{m-1}(T_1)} + |u^{n+1} - u^n|_{|_{t=0} W^{m-1}(T_1)}.
\]
This together with an interpolation inequality \( \|u\|_{W^{1,\infty}(\Omega_T)} \leq C \|u\|_{W^{m-1}(T_1)} \|u\|_{W^{m}(T_1)} \) shows that \( \{(u^n, \varphi^n)\}_n \) converges to \( (u, \varphi) \) in \( W^{m-1}(T_1) \cap W^{1,\infty}(\Omega_T) \), so that \( (u, \varphi) \) is a solution to (52)–(53). Moreover, by standard compactness arguments we see that
\[
\|u\|_{W^{m}(T_1)} + |u|_{|_{t=0} W^{m-1}(T_1)} \leq M.
\]
The regularity and the uniqueness of the solution stated in the theorem is obtained by standard arguments so we omit them. The proof of Theorem 4 is complete.

2.5. Application to free boundary problems with a fully nonlinear boundary equation. We now consider a \( 2 \times 2 \) quasilinear hyperbolic system on a moving domain \( (\varphi(t), \infty) \):
\[
\begin{align*}
\partial_t U + A(U) \partial_x U &= 0 & (\varphi(t), \infty) \\
U &= U_i & x = \varphi(t),
\end{align*}
\]
with a fully nonlinear boundary condition
\[
\begin{align*}
\partial_t U + A(U) \frac{\partial U}{\partial x} &= 0 & (\varphi(t), \infty) \\
U &= U_{i} & x = \varphi(t),
\end{align*}
\]
where $U_i = U_i(t, x)$ is a given $\mathbb{R}^2$-valued function, whereas $\bar{x}(t)$ is unknown function. Compared to the free boundary problem (30)–(51), the evolution equation of the boundary is implicitly contained in the above boundary condition. In fact, differentiating the boundary condition $U(t, \bar{x}(t)) = U_i(t, \bar{x}(t))$ with respect to $t$ and taking the Euclidean inner product of the resulting equation with $\partial_x U - \partial_x U_i$, we obtain

\[ \dot{\bar{x}} = \chi((\partial U)|_{x=\bar{x}}, (\partial U_i)|_{x=\bar{x}}), \]

where

\[ \chi(\partial U, \partial U_i) = -\frac{(\partial_x U - \partial_x U_i) \cdot (\partial_t U - \partial_t U_i)}{|\partial_x U - \partial_x U_i|^2}. \]

In view of this, a discontinuity of the spatial derivative $\partial_x U$ on the free boundary is crucial to the free boundary problem (41)–(42) whereas $U$ itself is continuous. Compared to the boundary equation (31) of kinematic type, (43) does not depend on $U$ itself but on its derivative $\partial U$. Therefore, (41)–(43) is more difficult than (30)–(31) in the previous subsection. We will use again a diffeomorphism $\varphi(t, \cdot) : \mathbb{R}^+ \to (\bar{x}(t), \infty)$ and put $u = U \circ \varphi$ and $u_i = U_i \circ \varphi$. Then, the free boundary problem (41)–(42) is recast as a problem on the fixed domain:

\[
\begin{cases}
\partial_t^2 u + A(u)\partial_x^2 u = 0 & \text{in } \Omega_T, \\
u|_{x=0} = u|_{x=0} & \text{on } (0, T).
\end{cases}
\]

We impose the initial conditions of the form

\[ u|_{x=0} = u^{in}(x) \text{ on } \mathbb{R}^+, \quad x(0) = 0. \]

We also note that the equation (43) for the free boundary is then reduced to

\[ \dot{\bar{x}} = \chi((\partial^2 u)|_{x=\bar{x}}, (\partial^2 u_i)|_{x=0}). \]

Assumption 6. Let $\mathcal{U}$ be an open set in $\mathbb{R}^2$, which represents a phase space of $u$.

i. $A \in \mathcal{C}^\infty(\mathcal{U})$.

ii. There exists $c_0 > 0$ such that for any $u \in \mathcal{U}$, the matrix $A(u)$ has eigenvalues $\lambda_+(u)$ and $-\lambda_-(u)$ satisfying $\lambda_+(u) \geq c_0$.

As before, this condition ensures that the system is strictly hyperbolic. We denote by $e_\pm(u)$ normalized eigenvectors associated to the eigenvalues $\pm \lambda_\pm(u)$ of $A(u)$. They are uniquely determined up to a sign. Since both eigenvalues are simple, we have $\lambda_\pm, e_\pm \in \mathcal{C}^\infty(\mathcal{U})$ under an appropriate choice of the sign of $e_\pm$. As mentioned above, a discontinuity of $\partial_x U$ at the free boundary is crucial so that we will work in a class of solutions satisfying

\[ |(\partial^2 u - \partial^2 u_i)|_{x=0} \geq c_0 \]

for some positive constant $c_0$. The interior equation in (41) can be written as

\[ \partial_t u + A(u, \partial \varphi) \partial_x u = 0, \]

where $A(u, \partial \varphi) = (\partial_x \varphi)^{-1}(A(u) - (\partial_t \varphi)I)$). The eigenvalues of this matrix are $(\partial_x \varphi)^{-1}(\pm \lambda_\pm(u) - \partial_t \varphi)$, whereas the corresponding eigenvectors are $e_\pm(u)$ which does not depend on $\partial \varphi$. In view of $i$ in Assumption 1, we also restrict a class of solution by

\[ \lambda_\pm(u) + \partial_t \varphi \geq c_0 \text{ in } (0, T) \times \mathbb{R}^+. \]

We note that the boundary equation (46) is not of the kinematic type considered in (2.4) so that we need to use a different diffeomorphism from the one given by Lemma 11. Let $\psi \in \mathcal{C}_0^\infty(\mathbb{R})$ be a cut-off function such that $\psi(x) = 1$ for $|x| \leq 1$ and $= 0$ for $|x| \geq 2$. We define the diffeomorphism by

\[ \varphi(t, x) = x + \psi(x)\bar{x}(t), \]
where $\varepsilon > 0$ is a small parameter which will be determined later. As we will see below, under this choice of the diffeomorphism, (48) would be satisfied if the solution satisfies

$$
\lambda_\pm(u_{x=0}) \mp \ddot{x} \geq 2c_0 \quad \text{on} \quad (0, T).
$$

The following lemma shows that this choice of diffeomorphism behaves differently than the Lagrangian diffeomorphism studied in Lemma 11; in particular, the latter has a better time regularity, while the former has a better space regularity.

**Lemma 12.** Suppose that $\tilde{\varepsilon} \in C^1([0, T])$ satisfies $\tilde{\varepsilon}(0) = 0$ and $|\dot{\tilde{\varepsilon}}|_{L^2(0, T)} \leq K$. Then, there exists $T_1 \in (0, T]$ depending on $\varepsilon$ and $K$ such that the mapping $\varphi : \Omega_T \to \mathbb{R}$ defined by (49) satisfies the following properties:

i. We have $\varphi(t, 0) = \tilde{\varepsilon}(t)$ and $\varphi(0, x) = x$ and for all $0 \leq t \leq T_1$, $\varphi(t, \cdot)$ is a diffeomorphism mapping $\mathbb{R}_+$ onto $(\tilde{\varepsilon}(t), \infty)$ and satisfying $\frac{1}{2} \leq \partial_x \varphi(t, x) \leq 2$.

ii. For any nonnegative integers $k$ and $l$, we have

$$
|||\partial_t^k \partial_x^l \varphi(t)|||_{L^1 \cap L^\infty(\mathbb{R}_+)} \leq C(\varepsilon, k) ||\partial_t^k x(t)||,
$$

where $\varphi(t, x) = \varphi(t, x) - x$. Particularly, if moreover $m \geq 2$ and $x \in H^m(0, T_1)$, then we have

$$
|||\partial_x^m \varphi(0)|||_{m-2}, |||\partial_x^l \varphi|||_{L^\infty(\Omega_{T_1})} \leq C(\varepsilon) \left( \sum_{j=0}^{m-1} |||\partial_t^j \varphi|||_{L^\infty(\Omega_{T_1})} + \sqrt{T_1} ||| \partial_t^l \varphi|||_{H^2(0, T_1)} \right),
$$

$$
|||\varphi |||_{W^{m-1}(T_1)}, |||\partial_t \varphi|||_{W^{m-1}(T_1)}, |||\varphi_l \varphi|||_{W^{m-1}(T_1)}, |||\varphi_{m-1} \varphi|||_{L^\infty(0, T_1)} \leq C(\varepsilon) ||\varphi||_{W^{m-1} \cap H^m(0, T_1)}.
$$

**Theorem 5.** Let $m \geq 2$ be an integer. Suppose that Assumption 4 is satisfied. If $u^{in} \in H^m(\mathbb{R}_+)$ takes its values in a compact and convex set $K_0 \subset \mathcal{U}$ and if the data $u^{in}$ and $U_i \in W^{m, \infty}(0, T_1)$ satisfy

i. $\lambda_{\pm}(u^{in}_{x=0}) \mp \ddot{x}^{in}_0 > 0$,

ii. $(\partial_x U_i)_{|x=0} - (\partial_x U_i)_{|x=0} \neq 0$,

iii. $((\partial_x U_i)_{|x=0} - (\partial_x U_i)_{|x=0})^\perp \cdot e_+(u^{in}_{x=0}) \neq 0$,

where $x^{in}_0 = (\partial_x \varphi^{in}_{|x=0})$ will be determined by (52) below, and the compatibility conditions up to order $m-1$ in the sense of Definition 3 below, then there exist $T_1 \in (0, T]$ and a unique solution $(u, \varphi)$ to (44)–(45) with $u, \partial_x u \in W^{m-1}(T_1), \varphi \in H^m(0, T_1)$, and $\varphi$ given by Lemma 7.

**Remark 9.** Thanks to Proposition 6 below, the condition iii in the theorem can be replaced by

iii'. $\mu_0 \cdot e_+(u^{in}_{x=0}) \neq 0$, 

where $\mu_0$ is the unit vector satisfying $\mu_0 \cdot (\partial_t U_i + A(U_i)\partial_x U_i)_{|x=0} = 0$. This unit vector $\mu_0$ is uniquely determined up to the sign under the other assumptions of the theorem.

2.5.1. **Compatibility conditions.** Suppose that $u$ is a smooth solution to (44)–(45). We note that $\partial_t \varphi$ and $\partial_x \varphi$ commute. Denoting $u_{(k)} = (\partial_t \varphi)^k u$ and using the interior equation in (44) inductively, we have

$$
u_{(k)} = c_{1,k}(u, \partial_x^k u, \ldots, (\partial_x \varphi)^k u),
$$

where $c_{1,k}$ is a smooth function of its arguments. In view of this, we define $u^{in}_{(k)}$ by

$$
u^{in}_{(k)} = c_{1,k}(u^{in}, \partial_x u^{in}, \ldots, (\partial_x \varphi)^k u^{in})
$$

for $k = 1, 2, \ldots$. We proceed to express $(\partial_t \varphi)_{|x=0}$ in terms of the initial data. Differentiating the boundary condition in (44) with respect to $t$, we have $\partial_t^k u = \partial_t^k u_1$ on $x = 0$. Using the relation
\[ \partial_t = \partial_t^\varepsilon + (\partial_t \varphi) \partial_t^\varphi \] 
inductively, we see that
\[ \partial_t^k = (\partial_t^\varepsilon)^k + (\partial_t \varphi) \partial_t^\varphi + \sum_{l=2}^k \sum_{j_0 + j_1 + \ldots + j_l = k} c_{l,j_0,\ldots,j_l} (\partial_t^j \varphi) \cdots (\partial_t^j \varphi) \partial_t^{j_0} (\partial_t^\varphi)^l, \]
so that denoting \( x_k = \partial_t^k \) we have
\[ u_{(k)} - (\partial_t^\varepsilon)^k u_i + x_k (\partial_t^\varphi u - \partial_t^\varphi u_i) \]
\[ + \sum_{l=2}^k \sum_{j_0 + j_1 + \ldots + j_l = k} c_{l,j_0,\ldots,j_l} x_j (\partial_t^j \varphi)^l (u_{(j)} - (\partial_t^\varphi)^{j_0} u_i) = 0 \quad \text{on} \quad x = 0. \]
Decomposing this relation into the direction \( \partial_x^\varepsilon u - \partial_x^\varepsilon u_i \) and its perpendicular direction, we obtain
\[ x_k = - \frac{\partial_x^\varepsilon u - \partial_x^\varepsilon u_i}{|\partial_x^\varepsilon u - \partial_x^\varepsilon u_i|^2} \cdot \left( u_{(k)} - (\partial_t^\varepsilon)^k u_i \right. \]
\[ \left. + \sum_{l=2}^k \sum_{j_0 + j_1 + \ldots + j_l = k} c_{l,j_0,\ldots,j_l} x_j (\partial_x^j \varphi)^l (u_{(j)} - (\partial_t^\varphi)^{j_0} u_i) \right) \] 
\[ \text{at} \quad x = 0, \]
and
\[ (\partial_x^\varepsilon u - \partial_x^\varepsilon u_i) \perp \left( u_{(k)} - (\partial_t^\varepsilon)^k u_i \right. \]
\[ \left. + \sum_{l=2}^k \sum_{j_0 + j_1 + \ldots + j_l = k} c_{l,j_0,\ldots,j_l} x_j (\partial_x^j \varphi)^l (u_{(j)} - (\partial_t^\varphi)^{j_0} u_i) \right) \] 
\[ \text{at} \quad x = 0, \]
respectively. In view of this, we define \( x_k^{(\text{in})} \) inductively by \( x_k^{(\text{in})} = 0 \) and
\[ x_k^{(\text{in})} = - \frac{\partial_x^\varepsilon u^{(\text{in})} - (\partial_x U_1)|_{t=0}}{|\partial_x^\varepsilon u^{(\text{in})} - (\partial_x U_1)|_{t=0}|^2} \cdot \left( u_{(\text{in})}^{(\text{in})} - (\partial_t^\varepsilon U_1)|_{t=0} \right. \]
\[ \left. + \sum_{l=2}^k \sum_{j_0 + j_1 + \ldots + j_l = k} c_{l,j_0,\ldots,j_l} x_j^{(\text{in})} (\partial_x^j \varphi)^l (u_{(j)}^{(\text{in})} - (\partial_t^\varphi)^{j_0} U_1)|_{t=0} \right) \] 
\[ \text{at} \quad x = 0, \]
for \( k = 1, 2, \ldots \). 

**Definition 4.** Let \( m \geq 1 \) be an integer. We say that the data \( u^{(\text{in})} \in H^m(\mathbb{R}_+) \) and \( U_1 \in W^{m,\infty}((0, T) \times (-\delta, \delta)) \) for the initial boundary value problem (43)-(44) satisfy the compatibility condition at order \( k \) if \( \{u_{(j)}^{(\text{in})}\}_{j=0}^{m-1} \) and \( \{x_{(j)}^{(\text{in})}\}_{j=0}^{m-1} \) defined by (41)-(42) satisfy \( u^{(\text{in})}|_{x=0} = U_1|_{t=x=0} \) in the case \( k = 0 \) and
\[ (\partial_x u^{(\text{in})} - (\partial_x U_1)|_{t=0}) \perp \left( u_{(\text{in})}^{(\text{in})} - (\partial_t^\varepsilon U_1)|_{t=0} \right. \]
\[ \left. + \sum_{l=2}^k \sum_{j_0 + j_1 + \ldots + j_l = k} c_{l,j_0,\ldots,j_l} x_j^{(\text{in})} (\partial_x^j \varphi)^l (u_{(j)}^{(\text{in})} - (\partial_t^\varphi)^{j_0} U_1)|_{t=0} \right) \] 
\[ \text{at} \quad x = 0, \]
in the case \( k \geq 1 \). We say also that the data \( u^{(\text{in})} \) and \( U_1 \) for (43)-(44) satisfy the compatibility conditions up to order \( m-1 \) if they satisfy the compatibility conditions at order \( k \) for \( k = 0, 1, \ldots, m-1 \).
Roughly speaking, the definition of \( \mathbb{I}^k \) ensures the equality \( \partial^k_t u = \partial^k_t u_i \) at \( x = t = 0 \) in the direction \( \partial^k_x u - \partial^k_x u_i \), whereas the compatibility conditions ensure it in the perpendicular direction \( (\partial^k_x u - \partial^k_x u_i) \perp \).

We shall need to approximate \( u^{\text{in}} \) and \( U_i \) by more regular data which satisfy higher order compatibility conditions. Such an approximation is given by the following proposition.

**Proposition 5.** Let \( m \) and \( s \) be integers satisfying \( s > m \geq 2 \) and let \( A \in C^\infty(\mathcal{U}) \). If \( u^{\text{in}} \in H^m(\mathbb{R}_+) \) takes its value in \( \mathcal{U} \) and if the data \( u^{\text{in}} \) and \( U_i \in W^{m,\infty}((0,T) \times (-\delta,\delta)) \) satisfy

\[
(\partial_x u^{\text{in}})_{|x=0} - (\partial_x U_i)_{|t=x=0} \neq 0
\]

and the compatibility conditions up to order \( m-1 \), then there exists \( \{u^{\text{in}(n)}, U_1^{(n)}\}_n \) a sequence of data such that \( (u^{\text{in}(n)}, U_1^{(n)}) \in H^s(\mathbb{R}_+) \times W^{s,\infty}((0,T) \times (-\delta,\delta)) \) converges to \( (u^{\text{in}}, U_i) \) in \( H^m(\mathbb{R}_+) \times B^{s-1}(0,0] \times (-\delta,\delta) \) and satisfies the compatibility conditions up to order \( s-1 \).

**Proof.** Once we fix \( U_i \), the compatibility condition at order \( k \) is a nonlinear relation among \( (\partial_x u^{\text{in}})_{|x=0} \) for \( j = 0, 1, \ldots, k \). We need to know the explicit dependence of the highest order term \( (\partial_x^k u^{\text{in}})_{|x=0} \) of the compatibility condition to show this proposition.

The compatibility conditions at order 0 and 1 are given by \( (u^{\text{in}})_{|x=0} = U_i_{|t=x=0} \) and

\[
((\partial_x u^{\text{in}})_{|x=0}) - (\partial_x U_i)_{|t=x=0}) \perp \cdot (A(u^{\text{in}})_{|x=0})(\partial_x u^{\text{in}})_{|x=0} + (\partial_t U_i)_{|t=x=0}) = 0,
\]

respectively. We proceed to consider the compatibility condition at order \( k \) in the case \( k \geq 2 \). We will denote simply by \( \text{LOT} \) the terms containing \( \partial_x^k u^{\text{in}} \) for \( j = 0, 1, \ldots, k-1, U_i \), and its derivatives only, and not containing \( \partial_x^k u^{\text{in}} \). Then, we have

\[
u^{\text{in}(k)} = (-A(u^{\text{in}}))^k \partial_x^k u^{\text{in}} + \text{LOT}
\]

and \( \mathbb{I}^k \) is \( \text{LOT} \) for \( 0 \leq j \leq k-1 \). Denoting \( u^{(k)} = (\partial_x^k u^{\text{in}})_{|t=0} \) and using the relation \( \partial_t = \partial_x^t + (\partial_x \varphi) \partial_x \) inductively, we obtain

\[
u^{(k)} = \sum_{j=0}^{k} \binom{k}{j} ((\partial_x \varphi)_{|t=0})^j \partial_x^j u^{(k-j)}_{|t=0} \partial_x u^{\text{in}} + \text{LOT}
\]

so that

\[
u^{(k)}_{|x=0} = \sum_{j=0}^{k} \binom{k}{j} ((\partial_t \varphi)_{|t=0})^j \partial_x^j u^{\text{in}} + \text{LOT}.
\]

We also have

\[(\partial_x^k u_i)_{|t=x=0} = \mathbb{I}^k \partial_x^k U_i_{|t=x=0} + \text{LOT}.
\]

Therefore, the compatibility condition at order \( k \) is given by

\[
((\partial_x u^{\text{in}})_{|x=0}) - (\partial_x U_i)_{|t=x=0}) \perp \cdot \{\mathbb{I}^k (\partial_t \varphi)_{|t=0} + \mathbb{I}^k \partial_x^k U_i_{|t=x=0} + \text{LOT} \} = 0.
\]

Once we obtain these expressions to the compatibility conditions, the approximation stated in the proposition is obtained along classical lines. See for instance [RMey].

### 2.5.2 Reduction to a system with quasilinear boundary conditions.

At first glance the boundary condition in (44) is nothing but a nonhomogeneous Dirichlet boundary condition. However, \( u_i(t,0) = U_i(t,\mathbb{x}(t)) \) depends on the unknown free boundary \( \mathbb{x} \), which would be determined from the unknown \( \partial^\sigma u \) through the evolution equation (40). Therefore, the boundary condition represents implicitly a nonlinear relation between \( u \) and its derivatives, so that we will reduce (44) to a system with standard quasilinear boundary conditions to solve the initial value problem (41)-(45). Now, suppose that \( u \) is a solution to (44). Putting

\[
u(2) = \partial_x^2 \partial_t^2 u,
\]

we have
we will derive a system for $u$ and $u(2)$ with quasilinear boundary conditions together with a quasilinear evolution equation for $\vec{x}$. We note that $\partial^2_{\vec{x}}$ and $\partial^3_{\vec{x}}$ commute. Applying differential operators $\partial^2_{\vec{x}}$ and $\partial^3_{\vec{x}}$ to the first equation in (44), we can express $\partial^2_{\vec{x}} \partial^3_{\vec{x}} u$ and $\partial^3_{\vec{x}} \partial^3_{\vec{x}} u$ in terms of $u(2)$, $u$, and $\partial^3 u$ as

$$
\begin{align*}
\partial^2_{\vec{x}} \partial^3_{\vec{x}} u &= (-A(u)^{-1})(u(2) + A'(u)[\partial^2_{\vec{x}} u] \partial^3_{\vec{x}} u), \\
\partial^3_{\vec{x}} \partial^3_{\vec{x}} u &= (-A(u)^{-1})^2(u(2) + A'(u)[\partial^2_{\vec{x}} u] \partial^3_{\vec{x}} u) + (-A(u)^{-1})A'(u)[\partial^2_{\vec{x}} u] \partial^3_{\vec{x}} u.
\end{align*}
$$

Applying $\partial^2_{\vec{x}} \partial^3_{\vec{x}}$ to the first equation in (44) and using the above relations, we obtain

$$
\partial^3_{\vec{x}} u(2) + A(u) \partial^2_{\vec{x}} u(2) + B(u, \partial^3 u) u(2) = f(2)(u, \partial^3 u),
$$

where

$$
B(u, \partial^3 u) u(2) = A'(u)[u(2)] \partial^2_{\vec{x}} u - 2A'(u)[\partial^2_{\vec{x}} u] A(u)^{-1} u(2),
$$

$$
f(2)(u, \partial^3 u) u(2) = 2A'(u)[\partial^2_{\vec{x}} u] A(u)^{-1} A'(u)[\partial^2_{\vec{x}} u] \partial^3_{\vec{x}} u - 2A''(u)[\partial^2_{\vec{x}} u, \partial^3_{\vec{x}} u, \partial^3_{\vec{x}} u].
$$

This is an equation for $u(2)$. We proceed to derive a boundary condition for $u(2)$ and an evolution equation for $\vec{x}$. Differentiating the boundary condition $u = u_1$ on $x = 0$ with respect to $t$ twice and using the relation $\partial_t = \partial^2_{\vec{x}} + (\partial_1 \varphi) \partial^3_{\vec{x}}$, we have

$$
\partial_t^2 u + 2\dot{\varphi} \partial_t^2 u + \dot{\varphi}^2 \partial_t \partial^3_{\vec{x}} u + \ddot{\varphi} \partial_t^3 u = \partial^2_{\vec{x}} \partial_t u + 2\dot{\varphi} \partial_t \partial^3_{\vec{x}} u + \dot{\varphi}^2 \partial_t^3 u + \ddot{\varphi} \partial_t^3 u
$$
on $x = 0$, where we used $\partial_1 \varphi(t, 0) = \dot{\varphi}(t)$. This together with (54) implies

$$
(Id - \dot{\varphi} A(u)^{-1})^2 u(2) + \ddot{\varphi} (\partial^3_{\vec{x}} u - \partial^2_{\vec{x}} u_1) = g_1(\dot{\varphi}, u, \partial^3 u, \partial^3 \partial^3 u_1),
$$

where

$$
g_1(\dot{\varphi}, u, \partial^3 u, \partial^3 \partial^3 u_1) = (2\ddot{\varphi} A(u)^{-1} - \ddot{\varphi}^2 A(u)^{-1}) A'(u)[\partial^2_{\vec{x}} u] \partial^3_{\vec{x}} u + \ddot{\varphi}^2 A(u)^{-1} A'(u)[\partial^2_{\vec{x}} u] \partial^3_{\vec{x}} u
$$
$$
+ \partial^2_{\vec{x}} \partial_t u + 2\dot{\varphi} \partial_t \partial^3_{\vec{x}} u_1 + \dot{\varphi} \partial_t^3 u_1.
$$

Decomposing this relation into the direction $\partial^3_{\vec{x}} u - \partial^2_{\vec{x}} u_1$ and its perpendicular direction, we obtain an evolution equation for $\vec{x}$ as

$$
\ddot{\varphi} = \chi(\dot{\varphi}, u, u(2), \partial^3 u, \partial^3 \partial^3 u_1),
$$

where

$$
\chi(\dot{\varphi}, u, u(2), \partial^3 u, \partial^3 \partial^3 u_1) = \frac{(\partial^3_{\vec{x}} u - \partial^2_{\vec{x}} u_1) \cdot (g_1(\dot{\varphi}, u, \partial^3 u, \partial^3 \partial^3 u_1) - (Id - \dot{\varphi} A(u)^{-1})^2 u(2))}{|\partial^3_{\vec{x}} u - \partial^2_{\vec{x}} u_1|^2}
$$

and a boundary condition for $u(2)$ as

$$
\nu(2) \cdot u(2) = g(2),
$$

where $\nu(2) = \nu(2)(\dot{\varphi}, u, \partial^3 u, \partial^3 u_1)$ and $g(2) = g(2)(\dot{\varphi}, u, \partial^3 u, \partial^3 \partial^3 u_1)$ are defined by

$$
\nu(2) = ((Id - \dot{\varphi} A(u)^{-1})^2)^T ((\partial^3_{\vec{x}} u - \partial^2_{\vec{x}} u_1) \cdot (g_1(\dot{\varphi}, u, \partial^3 u, \partial^3 \partial^3 u_1) - (Id - \dot{\varphi} A(u)^{-1})^2 u(2))
$$

Concerning a boundary condition for $u$, we would like to write it in the form $\nu \cdot u = g$. However, we have a high degree of freedom for choosing the vector $\nu$. From the point of view of the maximal dissipativity in the sense of ii in Assumption 1, the most convenient choice is $\nu = \nu$, where

$$
\nu = e_+(u^{(1)}(0)).
$$

As before, we introduce the matrix $A(u, \partial \varphi) = (\partial \varphi)^{-1}(A(u) - (\partial_1 \varphi)Id)$. The eigenvalues of this matrix are $(\partial \varphi)^{-1}(\pm \lambda_+(u) - \partial \varphi)$, whereas the corresponding eigenvectors are $e_{\pm}(u)$ which
does not depend on $\partial \varphi$. Summarizing the above arguments, the initial value problem (44)–(45) yields the following:

$$\begin{cases}
\partial_t u + A(u, \partial \varphi) \partial_x u = 0 & \text{in } \Omega_T, \\
u \cdot u|_{x=0} = u^{\text{in}}(x) & \text{on } \mathbb{R}_+, \\
 \nu \cdot u|_{x=0} = g(2)|_{x=0} & \text{on } (0, T),
\end{cases}$$

(56)

together with

$$\begin{cases}
\partial_t u(2) + A(u, \partial \varphi) \partial_x u(2) + B(u, \partial \varphi u) u(2) = f(2)(u, \partial \varphi u) & \text{in } \Omega_T, \\
u(2) \cdot u(2)|_{x=0} = u^\text{in}(2)|_{x=0} & \text{on } \mathbb{R}_+, \\
\nu(2) \cdot u(2)|_{x=0} = g(2)|_{x=0} & \text{on } (0, T),
\end{cases}$$

(57)

and an equation for the evolution of the free boundary given by

$$\begin{cases}
\frac{\dot{x}}{\dot{t}} = \chi(x, u(1), \partial \varphi u, \partial \varphi u_i, \partial \varphi \partial \varphi u_i)|_{x=0} & \text{for } t \in (0, T), \\
x(0) = 0, \quad \dot{x}(0) = x^\text{in}(1),
\end{cases}$$

(58)

where the initial data $u^{\text{in}}(2)$ and $x^\text{in}(1)$ should be chosen appropriately for the equivalence of (56)–(58) with (44)–(45) and will be given in the next subsection.

**Remark 10.**

i. In place of $\partial \varphi \partial \varphi u$ we can also use $\partial \varphi^2 u - (\partial \varphi u \partial \varphi u) u$ as $u(2)$. An advantage of the choice (56) is that the reduction and calculations become a little bit simpler.

ii. It is essential to differentiate (11) twice in time to derive a system with quasilinear boundary conditions. For example, the first derivative $u(1) = \partial \varphi u$ satisfies a boundary condition

$$(A(u)^{-1}u(1) + \partial \varphi^2 u) \cdot (u(1) - \partial \varphi u)|_{x=0} = 0 \quad \text{on } (0, T),$$

which is still nonlinear in $u(1)$.

Then, we will analyze maximal dissipativity for (57) in the sense of ii in Assumption 1, that is, the positivity of $|\nu(2) \cdot e_+|$. The following proposition characterizes this condition algebraically under the restrictions (47) and (48).

**Proposition 6.** Suppose that $u$ together with $x$ is a smooth solution to (44) satisfying (47) and (48) and that $\nu(2)$ is defined by (55). Then, there exists a unique unit vector $\mu = \mu(t)$ up to the sign such that

$$\mu \cdot (\partial \varphi u_i + A(u_i) \partial \varphi u_i)|_{x=0} = 0.$$

Moreover, we have the following identity on $x = 0$:

$$|\nu(2) \cdot e_+| = \frac{(\lambda_+ - \dot{x})^3}{\lambda_+} \frac{|\partial \varphi^2 u - \partial \varphi^2 u_i|}{|((\dot{x} \text{Id} - A(u))^{-1} \mu)| \cdot |\mu \cdot e_+|}.$$

This proposition implies that the positivity of $|\nu(2) \cdot e_+|$ is essentially equivalent to the positivity of $|\mu \cdot e_+|$, where $\mu$ is a unique direction that the quantity $\partial \varphi^2 u + A(u) \partial \varphi^2 u$ is continuous across the boundary.

**Proof of the proposition.** Differentiating the boundary condition in (44) with respect to $t$ and using the relation $\partial_t = \partial \varphi + (\partial_t \varphi) \partial \varphi$, we have $\partial \varphi \partial \varphi u + \dot{x} \partial \varphi^2 u = \partial \varphi^2 u_i + \dot{x} \partial \varphi^2 u_i$ on $x = 0$. This and the interior equation in (44) imply

$$((\dot{x} \text{Id} - A(u)) \partial \varphi^2 u - \partial \varphi^2 u_i) = \partial \varphi^2 u_i + A(u_i) \partial \varphi^2 u_i \quad \text{on } x = 0.$$

Since the matrix $\dot{x} \text{Id} - A(u)$ is invertible, it should hold that $(\partial \varphi^2 u_i + A(u_i) \partial \varphi^2 u_i)|_{x=0} \neq 0$. Therefore, the direction $\mu$ is uniquely determined up to the sign as

$$\mu = \frac{(\partial \varphi^2 u_i + A(u_i) \partial \varphi^2 u_i)|_{x=0}) \cdot}{|((\dot{x} \text{Id} - A(u))^{-1} \mu)| \cdot |\mu \cdot e_+|}.$$
By taking the Euclidean inner product of (59) with \( \mu \), we have
\[
(\hat{\nu}I - A(u_{|x=0}))^T \mu : (\partial_x^2 u - \partial_x^2 u_1)_{|x=0} = 0.
\]
Since both vectors \((\hat{\nu}I - A(u_{|x=0}))^T \mu \) and \((\partial_x^2 u - \partial_x^2 u_1)_{|x=0} \) are nonzero, so that
\[
(\partial_x^2 u - \partial_x^2 u_1)_{|x=0} = \pm \frac{|(\partial_x^2 u - \partial_x^2 u_1)_{|x=0}|}{|(\hat{\nu}I - A(u_{|x=0}))^T \mu|} (\hat{\nu}I - A(u_{|x=0}))^T \mu.
\]
Particularly, we see on \( x = 0 \) that
\[
\nu_{(2)} \cdot e_+ = (\partial_x^2 u - \partial_x^2 u_1)_{|x=0} \cdot (\hat{\nu}I - A(u_{|x=0}))^T \mu.
\]
which gives the desired identity.

Once the diffeomorphism \( \varphi \) is given, we can regard the initial boundary value problems (56) and (57) as the same type of problem considered in the previous sections. Concerning the compatibility conditions for the problems, it is straightforward to show the following lemma.

**Lemma 13.** Suppose that the data \( u^{\text{in}} \in H^m(\mathbb{R}^+ \} \) and \( U_i \in W^{m,\infty}((0, T) \times (-\delta, \delta)) \) for the initial boundary value problem (44)–(45) satisfy the compatibility conditions up to order \( m - 1 \) in the sense of Definition 4 and that the diffeomorphism \( \varphi \) satisfies \( \varphi(0, x) = x \) and \( (\partial_t^k \varphi)(0, 0) = \mathbb{A}(k) \) for \( k = 1, \ldots, m - 1 \).

i. The compatibility conditions for the initial boundary value problem (56) are satisfied up to order \( m - 1 \) in the sense of Definitions 4.

ii. Let \( m \geq 3 \). If the initial datum \( u^{\text{in}}_{(2)} \) is given by (51) and \( u \) satisfies \((\partial_t^k u)(x) = u^{\text{in}}_{(k)}\) for \( k = 0, 1, \ldots, m - 1 \), then the compatibility conditions for the initial boundary value problem (56) are satisfied up to order \( m - 3 \) in the sense of Definition 4.

2.5.3. **Proof of Theorem 2**. We will first show the existence of the solution \((u, u_{(2)}, x)\) to the reduced system (56)–(58) with the diffeomorphism \( \varphi \) given by (49) under an additional assumption \( m \geq 4 \). Then, we will show that \((u, x)\) is in fact the solution to the original problem (44)–(45). In order to reduce the condition on \( m \), we will derive an a priori estimate for the solution \((u, x)\) under the weaker assumption \( m \geq 2 \), which together with Proposition 5 and standard approximation technique gives the result stated in the theorem.

**Step 1.** Let \( K_1 \) be a compact and convex set in \( \mathbb{R}^2 \) satisfying \( K_0 \subset K_1 \subset \mathcal{U} \). We will construct the solution \((u, x)\) satisfying \( u(t, x) \in K_1 \) and (17)–(18).

**Lemma 14.** Under the assumptions of Theorem 2, there exist positive constants \( c_0, \varepsilon_0, \delta_0, C_0, \) and \( T_0 \in (0, T] \) such that if \((u, t)\) and \( x(t) \) satisfy
\[
\|u(t) - u^{\text{in}}\|_{L^\infty}, \|\partial_x u(t, \cdot) - \partial_x u^{\text{in}}(\cdot)\|_{L^\infty} \leq \delta_0,
\]
and if \( \varphi(t, x) \) is given by (49) with the choice \( \varepsilon = \varepsilon_0 \), then for \( 0 \leq t \leq T_0 \) we have

i. \( u(t, x) \in K_1 \),

ii. \( \lambda_+(u(t, x)) \geq c_0, \lambda_+(u(t, x)) \neq \partial_t \varphi(t, x) \gtrless c_0 \),

iii. \( c_0 \leq |(\partial_t^2 u(t, \cdot) - \partial_t^2 u_1(t, \cdot))|_{L^\infty} \leq C_0 \),

iv. \(|\nu_{(2)}(t) \cdot e_+(u(t, \cdot))|_{L^\infty} \gtrless c_0 \),

v. \( \frac{1}{2} \leq \partial_t \varphi(t, x) \leq 2, |\partial_t \varphi(t, x)| \leq C_0 \),

where \( \nu_{(2)} \) is given by (55).
Proof. It follows from the assumptions that there exists \( c_0 > 0 \) such that
\[
\begin{align*}
\lambda_\pm(u^\in(x)) &\geq 2c_0, \quad \lambda_\pm(u^\in|_{x=0}) \mp \underline{x}_1^\in \geq 4c_0, \\
\left| (\partial x u^\in)|_{x=0} - (\partial_x U_1)|_{x=0} \right| &\geq 2c_0, \\
\left( 1 - \frac{\underline{x}_1^\in}{\lambda_\pm(u^\in|_{x=0})} \right)^2 \left| (\partial x u^\in)|_{x=0} - (\partial_x U_1)|_{x=0} \right| &\geq 2c_0.
\end{align*}
\]
In view of \( \partial_x \varphi(t, x) = \psi(\frac{x}{\epsilon_0})\partial_x \Upsilon(t) \), we proceed to show that if we choose \( \epsilon_0 \) sufficiently small, then we have
\[
\lambda_\pm(u^\in(x)) + \psi(\frac{x}{\epsilon_0}) \underline{x}_1^\in \geq 2c_0.
\]
Since \( \psi(\frac{x}{\epsilon_0}) = 0 \) for \( x \geq 2\epsilon_0 \), it is sufficient to show this inequality for \( 0 \leq x \leq 2\epsilon_0 \). In the case \( \underline{x}_1^\in \leq 0 \) we easily get
\[
\lambda_\pm(u^\in(x)) + \psi(\frac{x}{\epsilon_0}) \underline{x}_1^\in \geq \lambda_\pm(u^\in(x)) \geq 2c_0.
\]
In the case \( \underline{x}_1^\in > 0 \), for \( 0 \leq x \leq 2\epsilon_0 \) we see that
\[
\lambda_\pm(u^\in(x)) + \psi(\frac{x}{\epsilon_0}) \underline{x}_1^\in \geq \lambda_\pm(u^\in(x)) - \underline{x}_1^\in
\]
\[
= \lambda_\pm(u^\in|_{x=0}) - \underline{x}_1^\in + \left( \lambda_\pm(u^\in(x)) - \lambda_\pm(u^\in|_{x=0}) \right)
\]
\[
\geq 4c_0 - 2\epsilon_0 \|
\nabla u^\in\|_{L^\infty \max_{u \in K_0} \|\nabla u \lambda_\pm(u)\|}.
\]
Therefore, if we choose \( \epsilon_0 \) > 0 so small that \( \epsilon_0 \|
\nabla u^\in\|_{L^\infty \max_{u \in K_0} \|\nabla u \lambda_\pm(u)\|} \leq c_0 \), then we obtain \( \lambda_\pm(u^\in(x)) + \psi(\frac{x}{\epsilon_0}) \underline{x}_1^\in \geq 2c_0 \). Similarly, we can show \( \lambda_\pm(u^\in(x)) + \psi(\frac{x}{\epsilon_0}) \underline{x}_1^\in \geq 2c_0 \) so that the claim is proved.

Now, we note that
\[
\nu(2)(0) \cdot \mathbf{e}_+(u|_{x=0}) = \left( 1 - \frac{\partial_x \Upsilon|_{x=0}}{\lambda_+(u|_{x=0})} \right)^2 \left( (\partial_x u)|_{x=0} - (\partial_x U_1)|_{t=0, x=0} \right)^\perp \cdot \mathbf{e}_+(u|_{x=0}),
\]
where we used \( (\partial_x \varphi)|_{x=0} = 1 \). Therefore, by taking \( \delta_0 \) and \( T_0 \) sufficiently small, we obtain the desired results. \( \square \)

We will construct the solution \((u, u_{(2)}, \Upsilon)\) as a limit of a sequence of approximate solutions \(\{(u^n, u^n_{(2)}, \Upsilon^n)\}_n\), which is defined as follows. We start to construct \(x^n_1\) by
\[
x^n_1(t) = \sum_{k=0}^{m-1} \frac{1}{n!} \underline{x}_1^\in.
\]
Suppose that \(x^n_1\) is given so that \( (\partial_t^k \underline{x}_1^\in)|_{t=0} = \underline{x}_1^\in \) for \( 0 \leq k \leq m - 1 \). We define the diffeomorphism \( \varphi^n \) by \([43]\) with the choice \( \epsilon = \epsilon_0 \), where \( \epsilon_0 > 0 \) is the constant stated in Lemma \([4]\). Thanks to Theorem \([3]\) together with Lemma \([13]\) using the standard arguments such as those in the proof of Theorems \([2]\) and \([4]\) we can define \(u^n\) on a maximal time interval \([0, T^n_*]\) as a unique solution to
\[
\begin{align*}
\left\{ \begin{array}{ll}
\partial_t u^n + A(u^n, \partial \varphi^n) \partial_x u^n = 0 & \text{in } (0, T^n_*) \times \mathbb{R}_+, \\
u^n u^n|_{t=0} = u^n|_{x=0} & \text{on } \mathbb{R}_+, \\
u^n \cdot u^n|_{x=0} = \nu^n u^n|_{x=0} & \text{on } (0, T^n_*),
\end{array} \right.
\end{align*}
\]
where \( u^n_i = U_1(t, x^n_i(t)) \). Then, we see that \( (\partial_t \varphi^n)^k u^n|_{t=0} = u^n_{(k)} \) for \( 0 \leq k \leq m - 1 \). Therefore, by Theorem \([4]\) together with Lemma \([23]\), again, we can define \(u^n_{(2)}\) as a unique solution to
\[
\begin{align*}
\left\{ \begin{array}{ll}
\partial_t u^n_{(2)} + A(u^n, \partial \varphi^n) \partial_x u^n_{(2)} + B(u^n, \partial \varphi^n u^n) u^n_{(2)} = f^n_{(2)} & \text{in } (0, T^n_*) \times \mathbb{R}_+, \\
u^n u^n_{(2)}|_{t=0} = u^n_{(2)}|_{x=0} & \text{on } \mathbb{R}_+, \\
u^n \cdot u^n_{(2)}|_{x=0} = g^n_{(2)}(t) & \text{on } (0, T^n_*),
\end{array} \right.
\end{align*}
\]
Therefore, we obtain

\[
\nu^n = \nu(2)(\partial_t \psi^n, u^n, \partial_x u^n, \partial_x^2 u^n)|_{x=0},
\]

\[
g^n(2) = g(2)(\partial_t \psi^n, u^n, \partial_x u^n, \partial_x^2 u^n)|_{x=0}.
\]

Then, we define \( \tilde{x}^{n+1} \) as a unique solution to

\[
\begin{aligned}
\partial_t^2 \tilde{x}^{n+1} &= \chi^n \quad \text{for } t \in (0, T^n_*), \\
\tilde{x}^{n+1}(0) &= 0, \\
(\partial_t \tilde{x}^{n+1})(0) &= \tilde{x}^n_1,
\end{aligned}
\]

where

\[
\chi^n = \chi(\partial_t \psi^n, u^n, \partial_x u^n, \partial_x^2 u^n, \partial_x^2 u^n)|_{x=0}.
\]

We see that \( (\partial_t \tilde{x}^{n+1})|_{t=0} = \tilde{x}^n_0 \) for \( 0 \leq k \leq m - 1 \), so that we can define \((\tilde{x}^n, u^n)|_{(2)}\) on a time interval \([0, T^n_*]\) for all \( n \geq 1 \).

We prove now that for \( M_1, M_2, M_3 \) large enough and \( T_1 \) small enough independent of \( n \), we have \( T_1 \leq T^n_* \) and

\[
\begin{aligned}
\|u^n\|_{W^{m-2,\infty}(\Omega_{T^n_*})}, \|u^n_2\|_{W^{m-2,\infty}(\Omega_{T^n_*})}, \|\tilde{\varphi}^n\|_{W^{m-1,\infty}(\Omega_{T^n_*})} \leq C,
\end{aligned}
\]

where \( \tilde{\varphi}^n(t, x) = \varphi^n(t, x) - x = \psi(\tilde{x}) \tilde{x}^n(t) \), so that

\[
\begin{aligned}
\|B(u^n, \partial_x^2 u^n)\|_{W^{m-2,\infty}(\Omega_{T^n_*})}, \|\partial_t^{m-1} \nu^n_2\|_{L^2(0, T^n_*)} \leq CM_1, \\
\nu^n_2 \|_{W^{m-3,\infty}(\Omega_{T^n_*})} \leq C.
\end{aligned}
\]

Therefore, it follows from Lemmas 12, 14, and Theorem 3 that

\[
\begin{aligned}
\|u^n(t)\|_{m-1} + |u^n_i|_{x=0}^{m-1} \leq Ce^{C(M_1, M_2)t}(1 + |u^n_i|_{H^{m-1}(0, t)}), \\
\|u^n_2(t)\|_{m-2} + |u^n_2|_{x=0}^{m-2} \leq Ce^{C(M_1, M_2)t}(1 + |\partial_t^{m-2} \nu^n_2|_{L^2(0, t)}), \\
&\quad + |g^n_2|_{H^{m-2}(0, t)} + |f^n_2|_{x=0}^{m-3} + \int_0^t \|f^n_2(t')\|_{m-2}dt'.
\end{aligned}
\]

It is easy to see that

\[
|\tilde{x}^{n+1}|_{H^{m}(0, T^n_1)} \leq C(1 + |\chi^n|_{H^{m-2}(0, T^n_1)}).
\]

Here, by (64)-(65) we have

\[
\begin{aligned}
\|u^n_1\|_{H^{m-1}(0, T^n_1)}, |f^n_2|_{x=0}^{m-3} \leq C, \\
|g^n_2|_{H^{m-2}(0, T^n_1)}, \|f^n_2\|_{W^{m-2}(T^n_1)} \leq C(1 + M_1), \\
|\chi^n|_{H^{m-2}(0, T^n_1)} \leq C(1 + M_1 + M_2).
\end{aligned}
\]

Therefore, we obtain

\[
\begin{aligned}
\|u^n\|_{W^{m-1}(T^n_1)} + |u^n_i|_{x=0}^{m-1} T^n_1 \leq Ce^{C(M_1, M_2)T^n_1}, \\
\|u^n_2\|_{W^{m-2}(T^n_1)} + |u^n_2|_{x=0}^{m-2} T^n_1 \leq Ce^{C(M_1, M_2)T^n_1}(1 + M_1), \\
|\tilde{x}^{n}|_{H^{m}(0, T^n_1)} \leq C(1 + M_1 + M_2).
\end{aligned}
\]
Putting $M_1 = 2C$, $M_2 = 2C(1 + M_1)$, and $M_3 = C(1 + M_1 + M_2)$, and taking $T_1$ sufficiently small, we see that \((64)\) holds for all $n$.

Once we have such uniform bounds for the approximate solutions, by considering the equations for \((u^{n+1} - u^n, u^{n+1}_n - u^n_n, \tilde{z}^{n+1} - \tilde{z}^n)\) as in the proof of Theorem 1 and by taking $T_1$ sufficiently small, we can show that \(\{(u^n, u^n_n, \tilde{z}^n)\}_n\) converges to \((u, u_2, \tilde{z})\) in \((W^{m-2}(T_1) \cap W^{1,\infty}(\Omega_{T_1})) \times \mathcal{V}^{m-3}(T_1) \times H^m(0, T_1)\) and that the limit is a solution to \((56) - (58)\). Moreover, by the standard compactness and regularity arguments we see that the solution satisfies \((u, u_2) \in \mathcal{V}^{m-1}(T_1) \cap \mathcal{V}^{m-2}(T_1)\).

**Step 2.** We will show that the solution \((u, u_2, \tilde{z})\) to \((56) - (58)\) constructed in Step 1 is in fact a solution to \((61) - (63)\) and satisfies \(\partial_t^2 \tilde{z} \partial_t^2 u - \partial_t^2 u_i = g_1(\tilde{z}, \tilde{u}^2, \partial_t^2 u, \partial_t^2 u_i)\) on \(x = 0\).

On the other hand, by differentiating the boundary condition in \((58)\) for \(u\) twice with respect to \(t\) we see that

\[
0 = \nu \cdot \partial^2_t (u - u_i)|_{x=0} = \nu \cdot ((\text{Id} - \partial^2_t A(u^{-1}))^2 u_2 - \partial^2_t u_i)
\]

Putting \(\bar{u}_2 = \tilde{u}_2 - u_2\) so that \(\bar{u}_2\) satisfies the same interior equation in \((57)\) as \(u_2\). The boundary condition in \((57)\) for \(u_2\) and the equation in \((58)\) for \(\tilde{z}\) are equivalent to

\[
(66) \quad (\text{Id} - \partial^2_t A(u^{-1}))^2 u_2 + \partial^2_t (\partial^2_t u - \partial^2_t u_i) = g_1(\tilde{z}, \tilde{u}_2, \partial_t^2 u, \partial_t^2 u_i)
\]

Therefore, \(v_2 = \bar{u}_2 - u_2\) is a solution to the initial boundary value problem

\[
\begin{aligned}
&\partial_t v_2 + A(u, \partial \varphi) \partial_x v_2 + B(u, \partial \varphi) v_2 = 0 \quad \text{in } \Omega_{T_1}, \\
&v_2|_{x=0} = 0 \quad \text{on } \mathbb{R}^+, \\
&\tilde{\nu}_2 \cdot v_2|_{x=0} = 0 \quad \text{on } (0, T_1),
\end{aligned}
\]

where \(\tilde{\nu}_2 = ((\text{Id} - \partial^2_t A(u_{x=0}^{-1})))^2 \partial_t \nu\). Here, we have

\[
\tilde{\nu}_2 \cdot e_+ (u|_{x=0}) = \left(1 - \frac{\tilde{z}}{\lambda_+ (u|_{x=0})}\right) e_+ (u_{x=0}^n) \cdot e_+ (u|_{x=0}),
\]

which is not zero. Therefore, we can apply Theorem 3 to the above problem and the uniqueness of the solution gives \(v_2 = 0\), that is, \(\bar{u}_2 = u_2\). Particularly, \((66)\) holds with \(u_2\) replaced by \(\bar{u}_2\).

We proceed to show the boundary condition in \((61)\). Putting \(w(t) = (u - u_i)|_{x=0}\) we have

\[
\dot{w} = ((\text{Id} - \partial^2_t A(u_{x=0}^{-1}))^2 u_2 + \partial^2_t (\partial^2_t u - \partial^2_t u_i) - g_1(\tilde{z}, \tilde{u}_2, \partial_t^2 u, \partial_t^2 u_i)|_{x=0} = 0.
\]

The compatibility conditions imply \(w|_{t=0} = 0\). Therefore, we obtain \(w = 0\), that is, \(u = u_i\) on \(x = 0\), so that \((u, \tilde{z})\) is in fact the solution to \((44) - (45)\). Uniqueness of the solution follows from that of the reduced problem \((56) - (58)\).

**Step 3.** In order to reduce the condition \(m \geq 4\) to \(m \geq 2\), we will derive an a priori estimate for the solution \((u, \tilde{z})\) under this weaker assumption. Although we will again use the reduced system \((56) - (58)\), we can now use the relation \(\partial_t^2 \partial_t^2 u = u_2\) to obtain an additional regularity
of $u$. We will prove again that for $M_1, M_2, M_3$ large enough and $T_1$ small enough, we have

$$
\begin{align*}
&\left\| u \right\|_{W^{m-1}(T_1)} + |u_{|x|=0}|_{m-1,T_1} \leq M_1, \\
&\left\| u(2) \right\|_{W^{m-2}(T_1)} + |u(2)|_{|x|=0}|m-2,T_1 \leq M_2, \\
&|x|_{H^m(0,T_1)} \leq M_3.
\end{align*}
$$

(67)

Let $c_0$ and $C_0$ be the constants in Lemma 14. By Lemma 12, there exists $K_0$ independent of $M_1, M_2, M_3$ such that

$$
\frac{1}{c_0}, C_0, \left\| \partial \tilde{\varphi}(0) \right\|_{m-2}, |x|, \left\| u(0) \right\|_{m-1}, \left\| u(2)(0) \right\|_{m-2}, \sum_{j=0}^{m-1} |x_j| \leq K_0.
$$

Moreover, by taking $T_1 = T_1(M_1, M_2, M_3)$ sufficiently small if necessary, we have

$$
\left\| u(2) \right\|_{L^\infty(0,T_1)}, |x|_{W^{m-1,\infty}(0,T_1)}, \left\| \tilde{\varphi} \right\|_{W^{m-1,\infty}(\Omega_{T_1})}, \left\| \partial_x \tilde{\varphi} \right\|_{W^{m-1,\infty}(\Omega_{T_1})} \leq C(K_0).
$$

(68)

Let $K$ be a constant such that $K_0, K_1, M_1, M_2, M_3 \leq K$.

**Lemma 15.** For a smooth solution $(u, \varphi)$ to (64) with $\varphi$ given by (69) satisfying (67) and (68), we have

$$
\left\| \partial_x u \right\|_{W^{m-1}(T_1)}, \left\| u \right\|_{W^{m-1,\infty}(\Omega_{T_1})}, |u|_{|x|=0}|m,T_1 \leq C(K).
$$

Proof. We begin to evaluate $\left\| \partial_x u(t) \right\|_{m-1}$. In view of the identities

$$
\begin{align*}
\partial^2_x u &= (\partial_x \varphi)^2 \partial^2_x \varphi + (\varphi) \partial^2_x \varphi u, \\
\partial_t \partial_x u &= (\partial_x \varphi)^2 \partial^2_x \varphi u + (\partial_t \varphi) \partial^2_x \varphi u + (\partial^2_t \varphi) \partial_x \varphi u,
\end{align*}
$$

(69)

we see that

$$
\left\| \partial_x u(t) \right\|_{m-1} \leq \left\| \partial_x u(t) \right\|_{m-2} + \left\| \partial_t \partial_x u(t) \right\|_{m-2} + \left\| \partial_x \varphi \right\|_{m-1}.
$$

(70)

We note that $u$ satisfies (54). In the case $m \geq 3$, by Lemmas 1, 2 we have

$$
\left\| \partial^2_x \partial_x u \right\|_{m-2} + \left\| \partial^2_t \partial_x u \right\|_{m-2} \leq C(\left\| u \right\|_{m-2} + \left\| u(2) \right\|_{m-2} + \left\| \partial^2_x u \right\|_{m-2},
$$

which together with (70) implies $\left\| \partial_x u(t) \right\|_{m-1} \leq C(K)$. In the case $m = 2$, by using the Sobolev imbedding theorem $\left\| u \right\|_{L^\infty} \leq \sqrt{2} \left\| u \right\|_{L^2} \left\| \partial_x u \right\|_{L^2}$ we have

$$
\left\| \partial^2_x \partial_x u \right\|_{L^2} + \left\| \partial^2_t \partial_x u \right\|_{L^2} \leq C(K_0)(\left\| u(t) \right\|_{L^2} + \left\| \partial u(t) \right\|_{L^2} \left\| \partial_x u(t) \right\|_{L^\infty})
$$

$$
\leq C(K_0)(\left\| u(2)(t) \right\|_{L^2} + \left\| u(t) \right\|_{L^2} \left\| \partial_x u(t) \right\|_{L^2})
$$

which together with (70) implies

$$
\left\| \partial_x u(t) \right\|_{L^2} \leq C(K_0)(\left\| u(2)(t) \right\|_{L^2} + \left\| u(t) \right\|_{L^2} \left\| \partial_x u(t) \right\|_{L^2})
$$

Therefore, in any case we have $\left\| \partial_x u(t) \right\|_{m-1} \leq C(K)$, which together with the Sobolev imbedding theorem yields

$$
\left\| u \right\|_{W^{m-1,\infty}(\Omega_{T_1})} \leq C \left\| u \right\|_{W^{m-1,\infty}(T_1)} \left\| \partial_x u \right\|_{W^{m-1,\infty}(T_1)} \leq C(K).
$$

We proceed to evaluate $|u|_{|x|=0}|m,t$. In view of (69) and the identity

$$
\partial^2_x u = u(2) + (\partial^2_t \varphi) \partial_x u + 2(\partial_t \varphi) \partial^2_t \varphi u + (\partial_t \varphi) \partial^2_x u,
$$

we see that

$$
|u|_{|x|=0}|m,t \leq \left| \left( \partial^2_x \right) u \right|_{|x|=0}|m-2,t + \left| \left( \partial_t \right) \partial_x u \right|_{|x|=0}|m-2,t + \left| \left( \partial^2_x \right) u \right|_{|x|=0}|m-1,t
$$

$$
\leq C(K_0) \left| \left( \partial^2_x \right) u \right|_{|x|=0}|m-2,t + \left| u \right|_{|x|=0}|m-1,t
$$

$$
+ \left| \left( \partial_t \right) \partial_x u \right|_{|x|=0}|m-2,t \left| \partial_x u \right|_{L^\infty(\Omega_t)} + \left| \left( \partial^2_t \partial_x \right) u \right|_{|x|=0}|m-2,t + \left| \left( \partial^2_t \partial_x \right) u \right|_{|x|=0}|m-2,t).
$$
Here, we have \( |(\partial_{x} \partial_{x}^{2} u)_{x=0}|_{m-2,t} \leq C|p|_{H^{m}(0,t)} \). Noting again that \( u \) satisfies (54) and using Lemma 2 we have
\[
|(\partial_{x} \partial_{x}^{2} u)_{x=0}|_{m-2,t} + |(\partial_{x} \partial_{x}^{2} u)_{x=0}|_{m-2,t} \leq C(K)(|u(2)_{x=0}|_{m-2,t} + 1) \leq C(K).
\]
Therefore, we obtain \( |u_{x=0}|_{m,T_{1}} \leq C(K) \).

Thanks of this lemma, by taking \( T_{1} \) sufficiently small we have (60) and
\[
\|u\|_{W^{m-2,\infty}(\Omega_{T_{1}})} \leq C(K_{0}).
\]
Without loss of generality we can also assume \( \|U_{1}\|_{W^{m,\infty}_{1}(0,T_{1} \times (-\delta,\delta))} \leq K_{0} \). Since \( u \) is a solution to (54) we can apply Theorem 3 with \( m \) replaced by \( m - 1 \) to \( u \) and obtain
\[
\|u(t)\|_{m-1} + |u_{x=0}|_{m-1,t} \leq C(K_{0})e^{C(K)t}(\|u(0)\|_{m-1} + |u_{0}|_{H^{m-1}(0,t)})
\leq C(K_{0})e^{C(K)t}(\|u(0)\|_{m-1} + 1).
\]
We note that \( u(2) \) is a solution to (71) and that in the case of \( m \geq 3 \) we have
\[
\|B(u, \partial_{x}u)\|_{W^{m-2}(T_{1})}, \|\nu(2)\|_{W^{1,\infty}W^{m-3,\infty}(0,T_{1})}, |\partial_{t}^{m-2}\nu(2)|_{L^{2}(0,T_{1})} \leq C(K).
\]
Therefore, thanks of Lemma 14 we can apply Theorem 3 with \( m \) replaced by \( m - 2 \) in the case \( m \geq 3 \) and Proposition 1 together with Lemma 7 in the case \( m = 2 \) to \( u(2) \) and obtain
\[
\|u(t)\|_{m-2} + |u_{x=0}|_{m-2,t} \leq C(K_{0})e^{C(K)t}\left(1 + \|\partial_{t}^{m-2}\nu(2)|_{L^{2}(0,t)}\|_{m-2}\right)
+ |g(2)|_{H^{m-2}(0,t)} + |f(2)|_{x=0}|_{m-3,t} + \int_{0}^{t}\|f(2)(t')\|_{m-2}dt'
\]
where the term \( |f(2)|_{x=0}|_{m-3,t} \) is dropped in the case \( m = 2 \). Here, we have
\[
|\nu(2)|_{W^{m-2,\infty}(0,T_{1})}, |g(2)|_{W^{m-2,\infty}(0,T_{1})}, |f(2)|_{W^{m-2,\infty}(\Omega_{T_{1}})} \leq C(K),
\]
so that
\[
\|u(t)\|_{m-2} + |u_{x=0}|_{m-2,t} \leq C(K_{0})e^{C(K)t}(1 + C(K)\sqrt{t})(\|u(2)(0)\|_{m-2} + 1)
\]
Since \( p \) is a solution to (54), we see that
\[
|p|_{H^{m}(0,T_{1})} \leq C(K_{0})(1 + |u(2)|_{x=0}|_{m-2,t} + |u_{x=0}|_{m-1,t}).
\]
Therefore, if we define the constants \( M_{1}, M_{2}, M_{3} \) by
\[
\begin{align*}
M_{1} &= 2C(K_{0})(\|u(0)\|_{m-1} + 1), \\
M_{2} &= 2C(K_{0})(\|u_{2}(0)\|_{m-2} + 1), \\
M_{3} &= C(K_{0})(1 + M_{1} + M_{2}),
\end{align*}
\]
and if we take \( T_{1} = T_{1}(K) \) sufficiently small, then (64) holds. The proof of Theorem 5 is complete.

### 2.5.4. An extension to a system coupled with ODEs

In application to physical and engineering problems, the free boundary problem (11)–(12) appears coupled with a system of ordinary differential equations for the unknown \( W = W(t) \), which takes its value in \( \mathbb{R}^{N} \). We will extend Theorem 5 to such a problem. More precisely, we consider (11)–(12) with the boundary data \( U_{i} \) of the form \( U_{i}(t, x) = G_{i}(W(t), x) \), where \( G_{i}(W, x) \) is a given function whereas \( W(t) \) satisfies
\[
\begin{align*}
\tilde{W} &= F(W, x) \quad \text{in} \quad (0, T), \\
W &= W^{\text{in}} \quad \text{on} \quad \{t = 0\}.
\end{align*}
\]
As before, we will use the diffeomorphism \( \varphi(t, \cdot) : \mathbb{R}_+ \to (\overline{z}(t), \infty) \) given by Lemma 12 and put \( u = U \circ \varphi \). Then, the problem is recast as

\[
\begin{cases}
\partial_t^2 u + A(u)\partial_x u = 0 & \text{in } \Omega_T, \\
u|_{t=0} = u^{in}(x) & \text{on } \mathbb{R}_+, \\
u|_{x=0} = u_i(t) & \text{on } (0, T)
\end{cases}
\]

with \( \overline{z}(0) = 0 \), where \( u_i(t) = G_i(W(t), \overline{z}(t)) \).

**Assumption 7.** Let \( W \) be an open set in \( \mathbb{R}^N \), which represents a phase space of \( W \). We have \( G_i, F \in W^{m,\infty}(W \times (-\delta, \delta)) \).

**Theorem 6.** Let \( m \geq 2 \) be an integer. Suppose that Assumptions \( 0 \)–\( 7 \) are satisfied. If \( u^{in} \in H^m(\mathbb{R}_+) \) takes its values in a compact and convex set \( K_0 \subset \mathcal{U} \) and if the data \( u^{in} \) and \( W^{in} \in W \) satisfy

\[
\begin{align*}
\text{i. } & \lambda_\pm(u^{in}|_{x=0}) \mp \overline{x}_i^{in} > 0, \\
\text{ii. } & (\partial_x u^{in})|_{x=0} - (\partial_x G_i)|_{W=W^{in},x=0} \neq 0, \\
\text{iii. } & ((\partial_x u^{in})|_{x=0} - (\partial_x G_i)|_{W=W^{in},x=0}) \cdot \mathbf{e}_+ (u^{in}|_{x=0}) \neq 0,
\end{align*}
\]

where \( \overline{x}_i^{in} = (\partial_x x_i)|_{x=0} \) will be determined by \( (71) \) below, and the compatibility conditions up to order \( m-1 \) in the sense of Definition 3 below, there exist \( T_1 \in (0, T] \) and a unique solution \((u, \overline{z}) \) to \( (71)-(72) \) with \( u, \partial_x u \in W^{m-1}(T_1), \overline{z} \in H^m(0, T_1), W \in H^{m+1}(0, T_1) \), and \( \varphi \) given by Lemma 12.

**Remark 11.** As stated in Remark 4, the condition iii in the theorem can be replaced by

\[
\text{iii'. } \mu_0 \cdot \mathbf{e}_+ (u^{in}|_{x=0}) \neq 0,
\]

where \( \mu_0 \) is the unit vector satisfying \( \mu_0 \cdot (\partial_t U_1 + A(U_1)\partial_x U_1)|_{t=x=0} = 0 \) with \( U_i(t, x) = G_i(W(t), x) \). This unit vector \( \mu_0 \) is uniquely determined up to the sign under the other assumptions of the theorem.

**Outline of the proof of Theorem 6.** The solution \((u, \overline{z}, W)\) can be constructed as a limit of a sequence of approximate solutions \( \{(u^n, \overline{z}^n, W^n)\}_n \), which are defined by

\[
\begin{cases}
\partial_t u^n + A(u^n, \partial \varphi^n)\partial_x u^n = 0 & \text{in } \Omega_T, \\
u^n|_{t=0} = u^{in}(x) & \text{on } \mathbb{R}_+, \\
u^n|_{x=0} = u_i^n(t) & \text{on } (0, T)
\end{cases}
\]

with \( x^n(0) = 0 \), where \( u_i^n(t) = G_i(W^n(t), \overline{z}^n(t)) \) and \( \varphi^n \) is given by \( (15) \) with \( \varepsilon = \varepsilon_0 \) and \( \overline{z} \) replaced by \( \overline{z}^n \), and

\[
\begin{cases}
\dot{W}^{n+1} = F(W^n, \overline{z}^n) & \text{for } t \in (0, T), \\
W^{n+1}(0) = W^n.
\end{cases}
\]

Under the condition \( |W^n|_{W^{m,\infty}(0,T)}, |\overline{z}^n|_{W^{m,\infty}(0,T)} \leq C(K_0) \) we have

\[
|W^{n+1}|_{H^{m+1}(0,T)} \leq C(K_0) (|W^n|_{H^m(0,T)} + |\overline{z}^n|_{H^m(0,T)} + 1).
\]

Therefore, we can apply Theorem 5 for the existence of the solution \((u^n, \overline{z}^n)\) with uniform bounds in appropriate function spaces, so that we can pass to the limit \( n \to \infty \) to obtain the desired solution. \( \square \)
2.5.5. Compatibility conditions. Suppose that \((u, \bar{x}, W)\) be a smooth solution to (71)–(72). As in 2.5.1 we define \(u_{(k)}^\text{in} = ((\partial t^k u)|_{t=0})\) by (51). We denote \(W_k^\text{in} = (\partial t^k W)|_{t=0}\) and \(\bar{x}_k^\text{in} = (\partial t^k \bar{x})|_{t=0}\) as before. It follows from \(\bar{W} = F(W, \bar{x})\) that
\[
W_{k+1}^\text{in} = c_{3,k}(W_0^\text{in}, W_1^\text{in}, \ldots, W_k^\text{in}; \bar{x}_0^\text{in}, \bar{x}_1^\text{in}, \ldots, \bar{x}_k^\text{in})
\]
Using the relation \(U_i(t, x) = G_i(W(t), x)\), we have
\[
(\partial_t^k \partial_x^j U_i)|_{t=x=0} = c_{2,k,j}(W_0^\text{in}, W_1^\text{in}, \ldots, W_k^\text{in}).
\]
This together with (52) yields
\[
(74) \quad \bar{x}_k^\text{in} = -\frac{\partial_x u_{(k)}^\text{in} - (\partial_x G_i)|_{W=W^\text{in}}}{\partial_x u_{(k)}^\text{in} - (\partial_x U_i)|_{W=W^\text{in}}} \cdot \left\{ u_{(k)}^\text{in} - c_{2,k,0}(W_0^\text{in}, W_1^\text{in}, \ldots, W_k^\text{in}) \right. \right.
\]
\[
+ \sum_{l=2}^k \sum_{j_0+j_1+\ldots+j_l=k} c_{l,j_0,\ldots,j_l} \bar{x}_{j_0}^\text{in} \cdots \bar{x}_{j_l}^\text{in} \left. \frac{\partial_x^l u_{j_0}^\text{in} - c_{2,j_0,0}(W_0^\text{in}, W_1^\text{in}, \ldots, W_{j_0}^\text{in})}{\partial_x^l u_{j_0}^\text{in} - (\partial_x U_{j_0})|_{W=W^\text{in}}} \right|_{x=0}
\]
Now, we can calculate \(\bar{x}_k^\text{in}\) and \(W_k^\text{in}\) inductively by \(\bar{x}_0^\text{in} = 0\), \(W_0^\text{in} = W^\text{in}\), and (73)–(74) in terms of the data \(u_{(j)}^\text{in}\) and \(W^\text{in}\).

**Definition 5.** Let \(m \geq 1\) be an integer. We say that the data \(u_{(j)}^\text{in} \in H^m(\mathbb{R}_+)\) and \(W^\text{in}\) for the problem (71)–(72) satisfy the compatibility condition at order \(k\) if \(\{u_{(j)}^\text{in}\}_{j=0}^m\) and \(\{\bar{x}_{(j)}^\text{in}\}_{j=0}^{m-1}\) defined by (51) and (74) satisfy \(u_{(j)}^\text{in}(0) = G_i(W^\text{in}, 0)\) in the case \(k = 0\) and
\[
(\partial_x^k u_{(j)}^\text{in} - (\partial_x G_i)|_{W=W^\text{in}}) \cdot \left\{ u_{(j)}^\text{in} - c_{2,k,0}(W_0^\text{in}, W_1^\text{in}, \ldots, W_k^\text{in}) \right. \right.
\]
\[
+ \sum_{l=2}^k \sum_{j_0+j_1+\ldots+j_l=k} c_{l,j_0,\ldots,j_l} \bar{x}_{j_0}^\text{in} \cdots \bar{x}_{j_l}^\text{in} \left. \frac{\partial_x^l u_{j_0}^\text{in} - c_{2,j_0,0}(W_0^\text{in}, W_1^\text{in}, \ldots, W_{j_0}^\text{in})}{\partial_x^l u_{j_0}^\text{in} - (\partial_x U_{j_0})|_{W=W^\text{in}}} \right|_{x=0}
\]
in the case \(k \geq 1\). We say also that the data \(u_{(j)}^\text{in}\) and \(W_k^\text{in}\) for the problem (71)–(72) satisfy the compatibility conditions up to order \(m - 1\) if they satisfy the compatibility conditions at order \(k\) for \(k = 0, 1, \ldots, m - 1\).

Roughly speaking, the definition of \(\bar{x}_k^\text{in}\) ensures the equality \(\partial_t^k u = \partial_t^k u_t\) at \(x = t = 0\) in the direction \(\partial_t^k u - \partial_x^k u_t\), whereas the compatibility conditions ensure it in the perpendicular direction \((\partial_t^k u - \partial_x^k u_t)\perp\).

3. Transmission problems

We proposed in Section 2 a general approach to study initial boundary value problems with a possibly free boundary for \(2 \times 2\) hyperbolic systems. Our results can easily be extended to systems involving more equations, provided that the diagonalizability properties used in Proposition 3 to construct the Kreiss symmetrizer are still valid. This is for instance the case for transmission problems involving the coupling of two \(2 \times 2\) hyperbolic systems across an interface. Such problems can be transformed into a \(4 \times 4\) initial boundary value problems that have the required diagonalizability properties. Transmission problems being relevant for many applications, we devote this section to their study.
3.1. **Variable coefficients linear $2 \times 2$ transmission problems.** We consider here a linear transmission problem, where we seek a solution $u$ solving a linear hyperbolic system on $\Omega_T^- = (0, T) \times \mathbb{R}_-$, another one (possibly the same) for $\Omega_T^+ = (0, T) \times \mathbb{R}_+$, assuming that a transmission condition is provided at the interface $\{ x = 0 \}$

\[
\begin{align*}
\begin{cases}
\partial_t u + \tilde{A}(t, x) \partial_x u + \tilde{B}(t, x) u = f(t, x) & \text{in } \Omega_T^- , \\
\partial_t u + A(t, x) \partial_x u + B(t, x) u = f(t, x) & \text{in } \Omega_T^+ , \\
u_{|t=0} = u^{\text{in}}(x) & \text{on } \mathbb{R}_- \cup \mathbb{R}_+, \\
N_p^r(t) u_{|x=-0} - N_p^l(t) u_{|x=-0} = g(t) & \text{on } (0, T),
\end{cases}
\end{align*}
\]

where $u$, $u^{\text{in}}$, $f$, and $f$ are $\mathbb{R}^2$-valued functions, $g$ is a $\mathbb{R}^p$-valued function, while $A$, $\tilde{A}$, $B$, and $\tilde{B}$ take their values in the space of $2 \times 2$ real-valued matrices. The matrices $N_p^r$ and $N_p^l$ that appear in the transmission condition are of size $p \times 2$, where $p$ (the number of scalar transmission conditions) depends on the sign of the eigenvalues of $\tilde{A}$ and $A$.

**Notation 3.** We shall consider three possibilities corresponding to the following cases, where $\tilde{\lambda}_{\pm,j}(t, -x)$ and $\lambda_{\pm,j}(t, x)$ ($j = 1, 2, \emptyset$) are assumed to be strictly positive for all $(t, x) \in \Omega_T$:

- **Case $p = 1$.** There is one outgoing characteristic, that is, one of the following two situations holds:
  - The matrices $\tilde{A}(t, -x)$ and $A(t, x)$ have eigenvalues $\pm \tilde{\lambda}_{\pm}(t, -x)$ and $-\lambda_{-j}(t, x)$ ($j = 1, 2$), respectively.
  - The matrices $\tilde{A}(t, -x)$ and $A(t, x)$ have eigenvalues $\tilde{\lambda}_{+j}(t, -x)$ ($j = 1, 2$) and $\pm \lambda_{\pm}(t, x)$, respectively.

- **Case $p = 2$.** There are two outgoing characteristics, that is, the matrices $\tilde{A}(t, -x)$ and $A(t, x)$ have eigenvalues $\pm \tilde{\lambda}_{\pm}(t, -x)$ and $\pm \lambda_{\pm}(t, x)$, respectively.

- **Case $p = 3$.** There are three outgoing characteristics, that is, one of the following two situations holds:
  - The matrices $\tilde{A}(t, -x)$ and $A(t, x)$ have eigenvalues $\pm \tilde{\lambda}_{\pm}(t, -x)$ and $\lambda_{+j}(t, x)$ ($j = 1, 2$), respectively.
  - The matrices $\tilde{A}(t, -x)$ and $A(t, x)$ have eigenvalues $-\tilde{\lambda}_{-j}(t, -x)$ ($j = 1, 2$) and $\pm \lambda_{\pm}(t, x)$, respectively.

Denoting by $\mathbf{e}_{\pm,j}(t, -x)$ and $\mathbf{e}_{\pm,j}(t, x)$ unit eigenvectors associated to the eigenvalues $\tilde{\lambda}_{\pm,j}(t, -x)$ and $\lambda_{\pm,j}(t, x)$ ($j = 1, 2, \emptyset$), we define a $4 \times p$ matrix $\mathbf{E}_p(t)$ by

\[
\mathbf{E}_p(t) = \begin{pmatrix}
\mathbf{E}_-(t) & 0_{2 \times p}^T \\
0_{2 \times p} & \mathbf{E}_+(t)
\end{pmatrix},
\]

where $0 \leq p^1 \leq 2$ (resp. $0 \leq p^2 \leq 2$) denotes the number of negative eigenvalues of $\tilde{A}(t, 0)$ (resp. positive eigenvalues of $A(t, 0)$), and $\mathbf{E}_-(t)$ and $\mathbf{E}_+(t)$ the matrix formed by the corresponding eigenvectors.

**Remark 12.** Here we did not list any possible cases, that is, the cases $p = 0, 4$ are omitted. Moreover, even in the case $p = 2$ there are two other possibilities. Such cases can be treated in the same way so we omit them.

It is convenient to recast (75) as a $4 \times 4$ initial boundary value problem by setting

\[
\begin{align*}
A^r(t, x) &= A(t, x), & B^r(t, x) &= B(t, x), & f^r(t, x) &= f(t, x), & u^r(t, x) &= u(t, x), \\
A^l(t, x) &= \tilde{A}(t, -x), & B^l(t, x) &= \tilde{B}(t, -x), & f^l(t, x) &= \tilde{f}(t, -x), & u^l(t, x) &= u(t, -x),
\end{align*}
\]

and

\[
\begin{align*}
A &= \begin{pmatrix}
-A^r & 0_{2 \times 2} \\
0_{2 \times 2} & A^r
\end{pmatrix}, & B &= \begin{pmatrix}
B^l & 0_{2 \times 2} \\
0_{2 \times 2} & B^r
\end{pmatrix}, & u &= \begin{pmatrix}
u^l \\
u^r
\end{pmatrix}, & f &= \begin{pmatrix}f^l \\
f^r
\end{pmatrix}.
\end{align*}
\]
The transmission problem (75) is equivalent to the following initial boundary value problem

\[
\begin{aligned}
&\frac{\partial u}{\partial t} + A(t,x)\frac{\partial u}{\partial x} + B(t,x)u = f(t,x) \quad \text{in } \Omega_T, \\
&u_{|t=0} = u^{in}(x) \quad \text{on } \mathbb{R}_+, \\
&N_p(t)u_{|x=0} = g(t) \quad \text{on } (0,T),
\end{aligned}
\]

(78)

where \(u^{in}(x) = (u^{in}(-x), u^{in}(x))^\top\) and \(N_p\) is the \(p \times 4\) matrix

\[
N_p(t) = \begin{pmatrix}
-N_0^1(t) & N_0^2(t)
\end{pmatrix}.
\]

This initial boundary value problem has a block structure. In order to ensure its well-posedness, we shall make the following assumption, which ensures that the system of equations is strictly hyperbolic. Note that the condition on the invertibility of \(N_p(t)N_p(t)^\top\) in the first point is here to ensure that \(N_p\) is uniformly of rank \(p\).

Assumption 8. There exists \(c_0 > 0\) such that the following assertions hold.

i. \(A^1, A^r \in W^{1,\infty}(\Omega_T)\) and \(B^1, B^r \in L^{\infty}(\Omega_T)\). Moreover, \(N_p \in C([0,T])\) and for any \(t \in [0,T]\) we have

\[
det(N_p(t)N_p(t)^\top) \geq c_0.
\]

ii. One of the three cases stated in Notation \(\mathcal{E}\) holds. Moreover,

\[
\bar{\lambda}_{\pm,j}(t,-x), \bar{\lambda}_{\pm,j}(t,x) \geq c_0 \quad (j = 1, 2, 0),
\]

\[
|\bar{\lambda}_{\pm,1}(t,-x) - \bar{\lambda}_{\pm,2}(t,-x)|, |\bar{\lambda}_{\pm,1}(t,x) - \bar{\lambda}_{\pm,2}(t,x)| \geq c_0.
\]

iii. With \(E_p(t)\) in Notation \(\mathcal{A}\) the \(p \times p\) Lopatinski\-vi matrix \(L_p(t) = N_p(t)E_p(t)\) is invertible and for any \(t \in [0,T]\) we have

\[
\|L_p(t)^{-1}\|_{\mathbb{R}^p \to \mathbb{R}^p} \leq \frac{1}{c_0}.
\]

We can then derive sharp estimates similar to those derived in Theorem \(\mathcal{I}\) for initial boundary value problems. The compatibility conditions are not made explicit because they can be obtained as for Definition \(\mathcal{I}\).

Theorem 7. Let \(m \geq 1\) be an integer, \(T > 0\), and assume that Assumption \(\mathcal{E}\) is satisfied for some \(c_0 > 0\). Assume moreover that there are constants \(0 < K_0 \leq K\) such that

\[
\left\{ \begin{array}{ll}
\frac{1}{c_0^{\frac{1}{2}}} \|A\|_{L^\infty(\Omega_T)}, \|N_p\|_{L^\infty(0,T)} \leq K_0, \\
\|A\|_{W^{1,\infty}(\Omega_T)}, \|B\|_{L^\infty(\Omega_T)}, \|\partial A, \partial B\|_{W^{m-1}(T)}, \|N_p\|_{W^{m,\infty}(0,T)} \leq K.
\end{array} \right.
\]

Then, for any data \(u^{in} \in H^m(\mathbb{R}_+), g \in H^m(0,T), \) and \(f \in L^m(\Omega_T)\) satisfying the compatibility conditions up to order \(m-1\), there exists a unique solution \(u \in W^m(T)\) to the transmission problem (78). Moreover, the following estimate holds for any \(t \in [0,T]\) and any \(\gamma \geq C(K)\):

\[
\|u(t)\|_{m,\gamma} + \left(\gamma \int_0^t \|u'(t')\|_{m,\gamma}^2 \, dt'\right)^{\frac{1}{2}} + \|u|_{t=0}\|_{m,\gamma,t} \\
\leq C(K_0) \left(\|u(0)\|_m + \|g\|_{H^m(0,T)} + |f|_{t=0}|_{m-1,\gamma,t} + S^s_{\gamma,t}(\|\partial_t f(\cdot)\|_{m-1})\right).
\]

Particularly, we have

\[
\|u(t)\|_m + |u|_{t=0}|_{m,t} \\
\leq C(K_0) e^{C(K)t} \left(\|u(0)\|_m + \|g\|_{H^m(0,T)} + |f|_{t=0}|_{m-1,t} + \int_0^t \|\partial_t f(t')\|_{m-1} \, dt'\right).
\]
3.1.1. A priori estimates. We prove here an $L^2$ a priori estimate using the following assumption, which is the natural generalization of Assumption 2 to $4 \times 4$ systems.

**Assumption 9.** There exists a symmetric matrix $S(t, x) \in M_4(\mathbb{R})$ such that for any $(t, x) \in \Omega_T$ $S(t, x)A(t, x)$ is symmetric and the following conditions hold.

i. There exist constants $\alpha_0, \beta_0 > 0$ such that for any $(v, t, x) \in \mathbb{R}^4 \times \Omega_T$ we have
$$\alpha_0 |v|^2 \leq v^T S(x, t)v \leq \beta_0 |v|^2.$$

ii. There exist constants $\alpha_1, \beta_1 > 0$ such that for any $(v, t) \in \mathbb{R}^2 \times (0, T)$ we have
$$v^T S(t, 0)A(t, 0)v \leq -\alpha_1 |v|^2 + \beta_1 |N_p(t)v|^2.$$

iii. There exists a constant $\beta_2$ such that
$$\|\partial_t S + \partial_x (SA) - 2SB\|_{L^2 \rightarrow L^2} \leq \beta_2.$$

Under this assumption, the $L^2$ a priori estimates of Proposition 1 can be straightforwardly generalized.

**Proposition 7.** Under Assumption 9 there are constants
$$c_0 = C\left(\frac{\beta_0}{\alpha_0}, \frac{\beta_0}{\alpha_0}, \frac{\beta_0}{\alpha_0}\right) \quad \text{and} \quad c_1 = C\left(\frac{\beta_1}{\alpha_1}, \frac{\beta_1}{\alpha_1}, \frac{\alpha_0}{\alpha_1}\right)$$

such that for any $u \in H^1(\Omega_T)$ solving (78), any $t \in [0, T]$, and any $\gamma \geq \frac{\beta_0}{\alpha_0}$, the following inequality holds.
$$\|u(t)\|_{0, \gamma} + \left(\gamma \int_0^t \|u(t')\|_{0, \gamma}^2 dt'\right)^{\frac{1}{2}} \leq c_0\|u^0\|_{L^2} + c_1(\|g\|_{L^2(0, t)} + S^*_\gamma|\|f\|_{L^2}|).$$

Similarly, the following generalization of Proposition 2 does not raise any difficulty, and we therefore omit the proof.

**Proposition 8.** Let $m \geq 1$ be an integer, $T > 0$, and assume that Assumption 9 is satisfied. Assume moreover that there are two constants $0 < K_0 \leq K$ such that
$$\begin{cases}
\frac{\beta_0}{\alpha_0}, \|A\|_{L^\infty(\Omega_T)}, \|A^{-1}\|_{L^\infty(\Omega_T)}, |N_p|_{L^\infty(0, T)} \leq K_0, \\
\frac{\beta_0}{\alpha_0}, \|A\|_{W^{1, \infty}(\Omega_T)}, \|B\|_{L^\infty(\Omega_T)}, \|\partial A, \partial B\|_{W^{m-1}(T)}, |N_p|_{W^{m-1}(0, T)} \leq K,
\end{cases}$$

where $c_0$ and $c_1$ are as in Proposition 7. Then, every solution $u \in H^{m+1}(\Omega_T)$ to the initial boundary value problem (78) satisfies, for any $t \in [0, T]$ and any $\gamma \geq C(K),$
$$\|u(t)\|_{m, \gamma} + \left(\gamma \int_0^t \|u(t')\|_{m, \gamma}^2 dt'\right)^{\frac{1}{2}} \leq C(K_0)(\|u(0)\|_{m} + |g|_{H^{m}(0, t)} + |f|_{L^2}) = m^2,\gamma t + S^*_\gamma(|\|\partial_t f(t')\|_{m-1}|).$$

3.1.2. Proof of Theorem 7. As for the proof of Theorem 7, we have to prove that the assumptions made in the statement of Theorem 7 imply that Assumption 9 is satisfied. This is what the following lemma claims; its proof requires the construction of a Kreiss symmetrizer yielding maximal dissipativity on the boundary.

**Lemma 16.** Let $c_0 > 0$ be such that Assumption 8 is satisfied. There exist a symmetrizer $S \in W^{1, \infty}(\Omega_T)$ and constants $\alpha_0, \alpha_1$ and $\beta_0, \beta_1, \beta_2$ such that Assumption 9 is satisfied. Moreover, we have
$$c_0 \leq C\left(\frac{1}{c_0}, \|A\|_{L^\infty(\Omega_T)}, |N_p|_{L^\infty(0, T)}\right) \quad \text{and} \quad c_1 \leq C\left(\frac{1}{c_0}, \|A\|_{L^\infty(\Omega_T)}, |N_p|_{L^\infty(0, T)}\right),$$

where $C$ is a constant dependent on $\alpha_0, \alpha_1, \beta_0, \beta_1, \beta_2, \gamma_0, \gamma_1, \gamma_2, K_0,$ and $K.$
where $\zeta_0$ and $\zeta_1$ are as defined in Proposition 7 and we also have

$$\frac{\beta_0}{\beta_1} \leq C\left(\frac{1}{\zeta_0}, \|A\|_{W^{1,\infty}(\Omega_T)}, \|B\|_{L^{\infty}(\Omega_T)}\right).$$

**Proof.** Most of the proof is similar to the proof of Lemma 5 and Proposition 3 and we therefore omit the details. The only new point is to show that it is possible to construct a symmetrizer $S$ satisfying ii in Assumption 8. We show here how to prove this point, namely, that there exist constants $\alpha_1, \beta_1 > 0$ such that for any $(v, t) \in \mathbb{R}^4 \times (0, T)$ we have

$$v^T S(t, 0)A(t, 0)v \leq -\alpha_1 |v|^2 + \beta_1 |N_p(t)v|^2.$$

Let us denote by $\bar{\pi}_{\pm,j}(t, x)$ and $\pi_{\pm,j}(t, x)$ the eigenprojectors associated to the eigenvalues $\bar{\lambda}_{\pm,j}$ and $\lambda_{\pm,j}$ (with $j = 1, 2, 0$); they are of the form

$$\bar{\pi}_{\pm,j} = \begin{pmatrix} \bar{\pi}_{\pm,j} & 0_{2 \times 2} \\ 0_{2 \times 2} & 0_{2 \times 2} \end{pmatrix} \quad \text{and} \quad \pi_{\pm,j} = \begin{pmatrix} 0_{2 \times 2} & 0_{2 \times 2} \\ 0_{2 \times 2} & \pi_{\pm,j} \end{pmatrix},$$

where $\bar{\pi}_{\pm,j}(t, x)$ and $\pi_{\pm,j}(t, x)$ are the corresponding eigendecompositions of $\bar{A}(t, x)$ and $A(t, x)$. Distinguishing the three cases stated in Notation 3 and writing as in (76)

$$\begin{align*}
\lambda_{1, \pm,j}(t, x) &= \bar{\lambda}_{\pm,j}(t, -x), \\
\lambda_{2, \pm,j}(t, x) &= \lambda_{\pm,j}(t, x), \\
\pi_{1, \pm,j}(t, x) &= \bar{\pi}_{\pm,j}(t, -x), \\
\pi_{2, \pm,j}(t, x) &= \pi_{\pm,j}(t, x),
\end{align*}$$

the spectral decomposition of the matrix $A$ is given by

$$A = \begin{cases} 
\lambda_1 \pi_1 - \lambda_1 \pi_1 - \lambda_1 \pi_1 - \lambda_1 \pi_1 & \text{(first case of $p = 1$)}, \\
\lambda_2 \pi_2 + \lambda_2 \pi_2 - \lambda_2 \pi_2 & \text{(second case of $p = 1$)}, \\
\lambda_1 \pi_1 + \lambda_1 \pi_1 - \lambda_1 \pi_1 - \lambda_1 \pi_1 & \text{(first case of $p = 3$)}, \\
\lambda_1 \pi_1 + \lambda_1 \pi_1 - \lambda_1 \pi_1 - \lambda_1 \pi_1 & \text{(second case of $p = 3$)}.
\end{cases}$$

We construct the symmetrizer $S$ in the form

$$S = \begin{cases} 
(p_{1,1})^T \pi_1 + M \{ (p_{1,1})^T \pi_1 + (p_{1,1})^T \pi_1 + (p_{1,2})^T \pi_1 \} & \text{(frist case of $p = 1$)}, \\
(p_{2,1})^T \pi_1 + M \{ (p_{2,1})^T \pi_1 + (p_{2,1})^T \pi_1 + (p_{2,2})^T \pi_1 \} & \text{(second case of $p = 1$)}, \\
(p_{1,1})^T \pi_1 + (p_{1,1})^T \pi_1 + M \{ (p_{1,1})^T \pi_1 + (p_{1,2})^T \pi_1 \} & \text{(p = 2)}, \\
(p_{2,1})^T \pi_1 + (p_{2,1})^T \pi_1 + (p_{2,2})^T \pi_1 + M (p_{2,1})^T \pi_1 & \text{(first case of $p = 3$)}, \\
(p_{1,1})^T \pi_1 + (p_{1,2})^T \pi_1 + (p_{1,2})^T \pi_1 + M (p_{1,1})^T \pi_1 & \text{(second case of $p = 3$)}.
\end{cases}$$

where $M > 0$ will be determined later.

From now on, we focus on the case $p = 2$, the adaptations to the cases $p = 1$ and $p = 3$ being straightforward. Then, we have

$$SA = \lambda_{1,1} (p_{1,1})^T \pi_1 + \lambda_{1,1} (p_{1,1})^T \pi_1 - M \{ \lambda_{1,1} (p_{1,1})^T \pi_1 + \lambda_{1,1} (p_{1,1})^T \pi_1 \}.$$

We begin to show that for $v \in \ker N_p(t)$ we have

$$|v|^2 \leq -C v^T (SA)(t, 0)v.$$

For any $v = \begin{pmatrix} v^t \\
v^t \end{pmatrix} \in \mathbb{R}^4$, we have

$$-v^T SAv = -\lambda_{1,1} (p_{1,1})^T \pi_1 v - \lambda_{1,1} (p_{1,1})^T \pi_1 v + M \{ \lambda_{1,1} (p_{1,1})^T \pi_1 v + \lambda_{1,1} (p_{1,1})^T \pi_1 v \}$$

$$= -\lambda_{1,1} |v|^2 - \lambda_{1,1} |v|^2 + M \{ \lambda_{1,1} |v|^2 + \lambda_{1,1} |v|^2 \}.$$
We decompose $v^l$ and $v^r$ as
\begin{align}
(80) \quad v^l &= c_+^l e_+^l + c_-^l e_-^l, \\
 v^r &= c_+^r e_+^r + c_-^r e_-^r,
\end{align}
where $\pi_+^l v^l = c_+^l e_+^l$ and $\pi_+^r v^r = c_+^r e_+^r$. Particularly, we have $|\pi_+^l v^l| = |c_+^l|$ and $|\pi_+^r v^r| = |c_+^r|$, so that
\[-v^T S A v = -\lambda_+^l |c_+^l|^2 - \lambda_+^r |c_+^r|^2 + M \{ \lambda_+^l |c_+^l|^2 + \lambda_+^r |c_+^r|^2 \}.\]
Now, suppose that $v \in \ker N_p(t)$. Then, we have
\[N_p v = -N_p^l v^l + N_p^r v^r = 0.\]
Plugging (80) into the above relation, we have
\[-c_+^l N_p^1 e_+^l - c_+^l N_p^1 e_-^l + c_+^r N_p^r e_+^r + c_+^r N_p^r e_-^r = 0,
\]
which we can rewrite, using the Lopatinski matrix,
\[L_p(t) \begin{pmatrix} c_-^l \\ c_-^r \end{pmatrix} = \begin{pmatrix} N_p^1 e_+^l & -N_p^r e_-^r \end{pmatrix} \begin{pmatrix} c_+^l \\ c_+^r \end{pmatrix}.\]
Under the uniform Kreiss–Lopatinski condition made in Assumption 8 we deduce
\[|c_-^l|^2 + |c_-^r|^2 \leq C(|c_+^l|^2 + |c_+^r|^2),\]
where $C$ depends only on $|N_p|_{L^\infty(0,T)}$ and $1/c_0$, or equivalently,
\[|\pi_+^l v^l|^2 + |\pi_+^r v^r|^2 \leq C(|\pi_+^l v^l|^2 + |\pi_+^r v^r|^2).\]
Therefore, if we take $M$ sufficiently large, then for any $v \in \ker N_p(t)$ we have
\[|v|^2 \leq -C v^T (SA)(t,0)v.\]
Next, we will show that for any $v \in \mathbb{R}^4$ we have
\[v^T (SA)(t,0)v \leq -\alpha_1 |v|^2 + \beta_1 |N_p(t)v|^2.\]
To this end, we use the assumption that
\[|\det(N_p(t)N_p(t)^T)| \geq c_0.\]
This condition means that the $2 \times 4$ matrix $N_p(t)$ has rank 2 uniformly in time. For any $v \in \mathbb{R}^4$, we decompose it as
\[v = v_1 + v_2 \quad \text{with} \quad v_2 = N_p^T (N_p N_p^T)^{-1} N_p v.
\]
Then, we have
\[v_1 \in \ker N_p, \quad N_p v = N_p v_2,
\]
so that
\[|v|^2 \leq C(|v_1|^2 + |v_2|^2) \leq -C v_1^T S A v_1 + C |v_2|^2 = -C (v - v_2)^T S A (v - v_2) + C |v_2|^2 \leq -C v^T S A v + \frac{1}{2} |v|^2 + C |v_2|^2.
\]
Since $|v_2| \leq C |N_p v|$, we obtain the desired estimate. \qed
3.2. Application to quasilinear $2 \times 2$ transmission problems. As done in §2.2 in the case of initial boundary value problems, we can use the linear estimates of Theorem 7 to solve quasilinear transmission problems. More precisely, after reduction to a $4 \times 4$ initial boundary value problem as indicated in §3.1 let us consider

\[
\begin{aligned}
&\partial_t u + A(u)\partial_x u + B(t,x)u = f(t,x) \quad \text{in } \Omega_T, \\
&u_{|_{t=0}} = u^\text{in}(x) \quad \text{on } \mathbb{R}_+, \\
&N_p(t)u_{|_{x=0}} = g(t) \quad \text{on } (0,T),
\end{aligned}
\]  

(82)

where $u = (u^1, u^2)^T$, $u^\text{in}$, and $f$ are $\mathbb{R}^4$-valued functions, and $g$ is a $\mathbb{R}^p$-valued function, while $A(u) = \text{diag}(\tilde{A}(u^1), A(u^2))$ and $B = \text{diag}(B^1, B^2)$ take their values in the space of $4 \times 4$ real-valued matrices and $N_p$ is a $p \times 4$ matrix, where $p$ is the number of outgoing characteristics (i.e., the number of positive eigenvalues of $A(u)$).

Notation 4. Adaptating Notation 3 in a straightforward way, we consider three different possibilities ($p = 1, 2, 3$) depending on the sign of the eigenvalues of $\tilde{A}(u^1)$ and $A(u^2)$. Correspondingly, a $4 \times p$ matrix $E_p(u_{|_{x=0}})$ is formed as in Notation 3 with the eigenvectors associated to the eigenvalues defining outgoing characteristics, and we define the Lopatinskiāi matrix by $L_p(t, u_{|_{x=0}}) = N_p(t)E_p(u_{|_{x=0}})$.

We also make the following assumption on the hyperbolicity of the system and on the boundary condition.

Assumption 10. Let $\tilde{U}$ and $U$ be open sets in $\mathbb{R}^2$ and $p \in \{1, 2, 3\}$ such that the following conditions hold with $\mathcal{U} = \tilde{U} \times U$ representing a phase space of $u$.

i. $A \in C^\infty(\mathcal{U})$.

ii. The integer $p$ is such that for any $u = (u^1, u^2)^T \in \mathcal{U}$ the matrices $\tilde{A}(u^1)$ and $A(u^2)$ satisfy one of the three conditions of Notation 3.

iii. For any $t \in [0,T]$ and any $u \in \mathcal{U}$, the Lopatinskiāi matrix $L_p(t, u)$ is invertible.

The main result is the following. The compatibility conditions mentioned in the statement of the theorem can be obtained as for Definition 2. It can be deduced from Theorem 7 in the same way that Theorem 2 was deduced from Theorem 1 and we therefore omit the proof.

Theorem 8. Let $m \geq 2$ be an integer and assume that Assumption 10 is satisfied with some $p \in \{1, 2, 3\}$. Assume moreover that $B \in L^\infty(\Omega_T)$, $\partial B \in W^{m-1}(T)$, and $N_p \in W^{m,\infty}(0,T)$. If $u^\text{in} \in H^m(\mathbb{R}_+)$ takes its values in $\tilde{K}_0 \times K_0$ with $\tilde{K}_0 \subset \tilde{U}$ and $K_0 \subset U$ compact and convex sets, and if the data $u^\text{in}$, $f \in H^m(\Omega_T)$, and $g \in H^m(0,T)$ satisfy the compatibility conditions up to order $m-1$, then there exist $T_1 \in (0,T)$ and a unique solution $u \in W^m(T_1)$ to the transmission problem (82). Moreover, the trace of $u$ at $x = 0$ belongs to $H^m(0,T_1)$ and $u_{|_{x=0}}|_{m,T_1}$ is finite.

3.3. Variable coefficients $2 \times 2$ transmission problems on moving domains. As for the initial boundary value problems considered previously, we consider here the case of variable coefficients transmission problems on a moving domain as a preliminary step to treat free boundary transmission problems. We consider therefore a transmission problem with transmission conditions given at a moving boundary located at $x = \bar{x}(t)$ with $\bar{x}(\cdot)$ a given function. As in §2.3 we consider variable coefficients matrices of the form $A(t,x) = A(\bar{U}(t,x))$, etc. Let us consider therefore

\[
\begin{aligned}
&\partial_t U + \tilde{A}(U)\partial_x U + \tilde{B}U = \tilde{F} \quad \text{in } (-\infty, \bar{x}(t)) \quad \text{for } t \in (0,T), \\
&\partial_t U + A(U)\partial_x U + BU = F \quad \text{in } (\bar{x}(t), +\infty) \quad \text{for } t \in (0,T), \\
&U_{|_{t=0}} = u^\text{in}(x) \quad \text{on } \mathbb{R} _- \cup \mathbb{R}_+, \\
&N_p(t)U_{|_{x=\bar{x}(t)+0}} - N_p(t)U_{|_{x=\bar{x}(t)-0}} = g(t) \quad \text{on } (0,T),
\end{aligned}
\]

(83)
where, without loss of generality, we assumed that $\vec{x}(0) = 0$, and with notations inherited from the previous sections. As in \[ \|2\| \] we use a diffeomorphism $\varphi(t, \cdot) : \mathbb{R} \to \mathbb{R}$ such that $\varphi(0, \cdot) = \text{Id}$ and that for any $t \in [0, T]$ we have

$$\varphi(t, 0) = \vec{x}(t), \quad \varphi(t, \cdot) : \mathbb{R} \to (-\infty, \vec{x}(t)), \quad \text{and} \quad \varphi(t, \cdot) : \mathbb{R}_+ \to (\vec{x}(t), +\infty).$$

Writing as before $u = U \circ \varphi, \partial_x^2 u = (\partial_t U) \circ \varphi$, etc., and with $\partial_x^2$ and $\partial_t^2$ as defined in \[ \|7\| \], we transform \[ \|73\] into a transmission problem with a fix interface located at $x = 0$. Using the same procedure as in \[ \|8\| \] and with the same notations as in \[ \|76\] (writing also $\varphi_1(t, x) = \varphi(t, -x)$ and $\varphi_1'(t, x) = \varphi(t, x)$ for $x > 0$), this transmission problem can be recast as a $4 \times 4$ initial boundary value problem on $(0, T) \times \mathbb{R}_+$, namely

$$\begin{aligned}
\begin{cases}
\partial_t u + A(u, \partial \varphi) \partial_x u + B(t, x) u = f(t, x) & \text{in} \quad \Omega_T, \\
\left. u \right|_{t=0} = u^{\text{in}}(x) & \text{on} \quad \mathbb{R}_+, \\
N_p(t) u \big|_{x=0} = g(t) & \text{on} \quad (0, T),
\end{cases}
\end{aligned}
$$

with $u = (u^1, u^2)^T, \varphi = (\varphi^1, \varphi^2)^T$, and

$$A(u, \partial \varphi) = \begin{pmatrix} -A^1(u^1, \partial \varphi^1) & 0_{2 \times 2} \\ 0_{2 \times 2} & A^2(u^2, \partial \varphi^2) \end{pmatrix}$$

as well as

$$A^1(u^1, \partial \varphi^1) = \frac{1}{|\partial_x \varphi^1|} \left( \tilde{A}(u^1) - (\partial_t \varphi^1) \text{Id} \right), \quad A^2(u^2, \partial \varphi^2) = \frac{1}{\partial_x \varphi^2} \left( A(u^2) - (\partial_t \varphi^2) \text{Id} \right),$$

while $B$ and $f$ as in \[ \|3\| \]. The matrix $N_p$ is as in \[ \|79\] and still denotes a $p \times 4$ matrix, but the difference is that the value of $p$ depends not only on the eigenvalues of $\tilde{A}(u)$ and $A(u)$, but also on the speed $\vec{x}$ of the interface. For the sake of simplicity, we shall consider here the case where $\tilde{A}(u)$ and $A(u)$ have both a positive and a negative eigenvalue, and shall consider two cases depending on the speed of the interface.

**Definition 6.** Denoting by $\pm \lambda_{\pm}(u^1)$ and $\pm \lambda_{\pm}(u^2)$ the eigenvalues of $\tilde{A}(u^1)$ and $A(u^2)$, respectively (with $\tilde{\lambda}_{\pm}(u^1)$, $\lambda_{\pm}(u^2) > 0$), we define two regimes:

- **Subsonic regime.** We say that $u = (u^1, u^2)^T$ and $\chi \in \mathbb{R}$ are in the subsonic regime if the following condition holds.

  $$\tilde{\lambda}_{\pm}(u^1) \mp \chi > 0 \quad \text{and} \quad \lambda_{\pm}(u^2) \mp \chi > 0,$$

- **Lax regime.** We say that $u = (u^1, u^2)^T$ and $\chi \in \mathbb{R}$ are in the Lax regime if the following condition holds.

  $$\tilde{\lambda}_{\pm}(u^1) \mp \chi > 0 \quad \text{and} \quad \lambda_{\pm}(u^2) + \chi > 0,$$

  or

  $$\tilde{\lambda}_{\pm}(u^1) - \chi > 0 \quad \text{and} \quad \lambda_{\pm}(u^2) \mp \chi > 0.$$

**Remark 13.** This terminology is of course inherited from the study of shocks \[ \|Lax57\| \]. The linearized equations around a shock can indeed be put under the form \[ \|83\] . We refer to \[ \|6.2\] where we prove the stability of one-dimensional shocks for nonlinear $2 \times 2$ hyperbolic systems.

Since the eigenvalues of the matrix $A(u, \partial \varphi)$ are given by

$$\left| \partial_x \varphi^1 \right| \left( \pm \tilde{\lambda}_{\pm}(u^1) + \partial_t \varphi^1 \right) \quad \text{and} \quad \left| \partial_x \varphi^2 \right| \left( \pm \lambda_{\pm}(u^2) - \partial_t \varphi^2 \right),$$
the number \( p \) of outgoing characteristics for (84) is equal to 2 in the subsonic regime, and to 1 in the Lax regime. As in Notation \[8\] we form a \( 4 \times p \) matrix \( E_p(u|_{x=0}) \) given by

\[
E_2(u|_{x=0}) = \begin{pmatrix}
\mathbf{e}_-(u_1|_{x=0}) & 0_{2 \times 1} \\
0_{2 \times 1} & \mathbf{e}_+(u_1|_{x=0})
\end{pmatrix}
\]

in the subsonic regime, and

\[
E_1(u|_{x=0}) = \begin{pmatrix}
\mathbf{e}_-(u_1|_{x=0}) \\
0_{2 \times 1}
\end{pmatrix}
\]

(\( \mathbf{e} \) is the unit vector) for \( p = 1 \), or

\[
E_1(u|_{x=0}) = \begin{pmatrix}
0_{2 \times 1} \\
\mathbf{e}_+(u_1|_{x=0})
\end{pmatrix}
\]

(\( \mathbf{e} \) is the unit vector) for \( p = 2 \), depending on which of the two conditions in Definition \[6\] is satisfied) in the Lax regime. As in Assumption \[8\], we define a Lopatinski˘ı matrix \( L_\omega(t,u|_{x=0}) \), or \( L_\omega(t,u|_{x=0}) = \mathbf{e}_+(u_1|_{x=0}) \).

In order to be able to apply Theorem \[9\] to this initial boundary value problem, we make the following assumption. It is the natural generalization of Assumption \[11\] to transmission problems.

**Assumption 11.** We have \( u = (u^i,u_{i}^r)^T \in W^{1,\infty}(\Omega_T), \Omega \subset C^1([0,T]), x(0) = 0, \) and the diffeomorphisms \( \varphi^1 \) and \( \varphi^r \) are in \( C^1(\Omega_T) \). Moreover, there exists \( c_0 > 0 \) such that the following three conditions hold.

1. There exist open sets \( \widetilde{\mathcal{U}}, \mathcal{U} \subset \mathbb{R}^2 \) such that, with \( \mathcal{U} = \widetilde{\mathcal{U}} \times \mathcal{U} \), we have \( A \in C^\infty(\mathcal{U}) \) and for any \( u = (u^i,u_{i}^r)^T \in \mathcal{U} \), the matrices \( \widetilde{A}(u^i) \) and \( A(u_{i}^r) \) have eigenvalues \( \lambda_+(u^i) \) and \( \lambda_-(u^r) \), respectively. Moreover, \( u \) takes its values in a compact set \( \mathcal{K}_0 \subset \mathcal{U} \) and for any \( (t,x) \in \Omega_T \) we have

\[
\lambda_\pm(u^i(t,x)) \geq c_0 \quad \text{and} \quad \lambda_\pm(u_{i}^r(t,x)) \geq c_0,
\]

and one of the following conditions holds

a) \( \lambda_+(u^i(t,x)) \neq \partial_t \varphi^i(t,x) \geq c_0 \) and \( \lambda_-(u^i(t,x)) \neq \partial_t \varphi^i(t,x) \geq c_0 \),

b) \( \lambda_+(u^i(t,x)) \neq \partial_t \varphi^i(t,x) \geq c_0 \) and \( \lambda_-(u^i(t,x)) \neq \partial_t \varphi^i(t,x) \geq c_0 \),

c) \( -\lambda_+(u^i(t,x)) \neq \partial_t \varphi^i(t,x) \geq c_0 \) and \( \lambda_-(u^i(t,x)) \neq \partial_t \varphi^i(t,x) \geq c_0 \).

2. The Lopatinski˘ı matrix \( L_p(t,u|_{x=0}) \) associated to the condition a), b), or c) constructed in (85) is invertible and for any \( t \in [0,T] \) we have

\[
\|L_p(t,u|_{x=0})^{-1}\|_{\mathbb{R}^p \to \mathbb{R}^p} \leq \frac{1}{c_0}.
\]

3. The Jacobian of the diffeomorphism is uniformly bounded from below and from above, that is, for any \( (t,x) \in \Omega_T \) we have

\[
c_0 \leq -\partial_x \varphi^i(t,x) \leq \frac{1}{c_0} \quad \text{and} \quad c_0 \leq \partial_x \varphi^r(t,x) \leq \frac{1}{c_0}.
\]

The equivalent of Theorem \[9\] for transmission problems is the following. We do not make explicit the compatibility condition in the statement of the theorem because they are obtained along a procedure similar to the one used for Definition \[11\].

**Theorem 9.** Let \( m \geq 1 \) be an integer, \( T > 0 \), and assume that Assumption \[11\] is satisfied for some \( c_0 > 0 \). Assume moreover that there are constants \( 0 < K_0 \leq K \) such that

\[
\begin{align*}
\frac{1}{K_0}, \|\partial_{\varphi}^1 r_0\|_{m-1}, \|\partial_{\varphi}^1 r_1\|_{L^\infty(\Omega_T)}, \|\partial_{\varphi}^1 r_2\|_{L^\infty(\mathcal{K}_0)}, \|\mathbf{A}\|_{L^\infty(\mathcal{K}_0)}, \|\mathbf{N}_p\|_{L^\infty(0,T)} & \leq K_0, \\
\|\partial_{\varphi}^1 r_0\|_{W^{m-1}(T)}, \|\partial_{\varphi}^1 r_1\|_{H^m(\Omega_T)}, \|\partial_{\varphi}^1 r_2\|_{L^\infty(0,T)} & \leq K, \\
\|u\|_{W^{1,\infty}(\Omega_T)} \cap W^{m}(T), \|\mathbf{B}\|_{W^{1,\infty}(\Omega_T)}, \|\partial\mathbf{B}\|_{W^{m-1}(T)}, \|\mathbf{N}_p\|_{W^{1,\infty}(\Omega_T)}, \|\partial\mathbf{N}_p\|_{L^2(0,T)} & \leq K,
\end{align*}
\]
where \( \bar{\varphi}(t, x) = \varphi(t, x) - x \) and \( \bar{\varphi}(t, x) = \varphi(t, x) + x \). Then, for any data \( u^m \in H^m(\mathbb{R}_+) \), \( g \in H^m(0, T) \), and \( f \in H^m(\Omega_T) \) satisfying the compatibility conditions up to order \( m - 1 \), there exists a unique solution \( u \in \mathbb{W}^m(T) \) to the transmission problem \( (78) \). Moreover, the following estimate holds for any \( t \in [0, T] \) and any \( \gamma \geq C(K) \):

\[
\|u(t)\|_{m, \gamma} + \left( \gamma \int_0^t \|u'(t')\|_{2, \gamma, t}^2 \, dt' \right)^{\frac{1}{2}} + |u_{|_{x=0}}|_{m, \gamma, t} \\
\leq C(K_0) \left( (1 + |\partial_t^m \mathcal{N}_p|_{L^2(0, t)}) \|u(0)\|_m + |g|_{H^m(0, t)} + |f|_{|_{x=0}}|_{m-1, \gamma, t} + S_{\gamma, t}(\|f(\cdot)\|_m) \right).
\]

Particularly, we also have

\[
\|u(t)\|_m + |u_{|_{x=0}}|_{m, t} \\
\leq C(K_0)e^{C(K)t} \left( (1 + |\partial_t^m \mathcal{N}_p|_{L^2(0, t)}) \|u(0)\|_m + |g|_{H^m(0, t)} + |f|_{|_{x=0}}|_{m-1, t} + \int_0^t \|f(t')\|_m \, dt' \right).
\]

3.3.1. Proof of Theorem \( \mathbb{V} \). As for Theorem \( \mathbb{V} \), we do not seek a direct estimate on \( u = (u^1, u^r) \) in \( \mathbb{W}^m(T) \), but \( \mathbb{W}^{m-1}(T) \) estimates of \( u \) and \( \dot{u}^\varphi = (\partial_t^m u^1, \partial_t^m u^r) \). The \( \mathbb{W}^{m-1}(T) \) estimate of \( u \) is obtained exactly as in Step 1 of the proof of Proposition \( \mathbb{W} \) and requires a variant of Lemma \( \mathbb{W} \) which is easily obtained by choosing a symmetrizer \( \mathcal{S} \) given in the subsonic case \( p = 2 \) (with straightforward adaptation in the Lax regime \( p = 1 \)) by

\[
\mathcal{S} = (-\partial_x \varphi^1)[(\pi_+^1)^T \pi_+^1 + M(\pi_+^1)^T \pi_+^1] + (\partial_x \varphi^r)[(\pi_+^r)^T \pi_+^r + M(\pi_+^r)^T \pi_+^r]
\]

and by using Theorem \( \mathbb{W} \). In order to obtain the \( \mathbb{W}^{m-1}(T) \) estimates of \( \dot{u}^\varphi \), we first remark that \( \dot{u}^\varphi \) solves

\[
\begin{aligned}
\dot{u}^\varphi + A(u, \partial \varphi) \partial_x \dot{u}^\varphi + B(1) \dot{u}^\varphi &= f(1) \quad \text{in } \Omega_T, \\
\left\{ \begin{array}{ll}
\dot{u}^\varphi |_{t=0} = u^n |_{x=0} \\
N(1)(t) \dot{u}^\varphi |_{x=0} = g(1)(t)
\end{array} \right. \quad \text{on } \mathbb{R}_+, \\
N(1)(t) \dot{u}^\varphi |_{x=0} &= g(1)(t) \quad \text{on } (0, T),
\end{aligned}
\]

where \( B(1) = \text{diag}(B^1(1), B^r(1)) \) and \( f(1) = (f^1(1), f^r(1)) \) are straightforwardly deduced from \( \mathbb{X} \), while \( g(1) = (g^1(1), g^r(1)) \) and \( N(1) = (-N^1(1), N^r(1)) \) are obtained using a procedure similar to the one used to derive \( \mathbb{X} \). In particular

\[
N^1(1)(t) = N^1_p(1 - \hat{\varphi}A(u^1 |_{x=0})^{-1}), \quad N^r(1)(t) = N^r_p(1 - \hat{\varphi}A(u^r |_{x=0})^{-1}).
\]

In order to apply Theorem \( \mathbb{W} \) to \( \mathbb{X} \), it is necessary to show that the third point in Assumption \( \mathbb{X} \) is satisfied. We therefore consider the Lopatinskil\’i matrix \( L(1)(t, u_{|_{x=0}}) \) associated to \( \mathbb{X} \), namely,

\[
L(1)(t, u_{|_{x=0}}) = \begin{pmatrix} -N^1(1)(t) & N^r(1)(t) \end{pmatrix} E_p(u_{|_{x=0}}).
\]

When \( p = 2 \) (the case \( p = 1 \) is a straightforward adaptation), one has therefore

\[
L(1)(t, u_{|_{x=0}}) = L_p(t, u_{|_{x=0}})
\begin{pmatrix}
1 - \frac{\hat{\varphi}}{\lambda_-(u^1_{|_{x=0}})} & 0 \\
0 & 1 - \frac{\hat{\varphi}}{\lambda_+(u^r_{|_{x=0}})}
\end{pmatrix}
\]

and the required bound on \( L(1)(t, u_{|_{x=0}})^{-1} \) is therefore a direct consequence of Assumption \( \mathbb{X} \). It is therefore possible to apply Theorem \( \mathbb{W} \) and to obtain an \( \mathbb{W}^{m-1}(T) \) bound on \( \dot{u}^\varphi \) by a close adaptation of the proof of Proposition \( \mathbb{W} \). Thanks to the block structure of the equations, the end of the proof follows the same lines as the proof of Theorem \( \mathbb{V} \) and we therefore omit the details.
3.4. Application to free boundary transmission problems with a transmission condition of "kinematic" type. We consider here a general class of free boundary quasilinear transmission problem in which two quasilinear hyperbolic systems at the left and at the right of a moving interface located at \( x = g(t) \) on which transmission conditions are provided

\[
\begin{align*}
\partial_t U + \tilde{A}(U)\partial_x U &= 0 & \text{in } (-\infty, g(t)) \text{ for } t \in (0, T), \\
\partial_t U + A(U)\partial_x U &= 0 & \text{in } (g(t), +\infty) \text{ for } t \in (0, T), \\
U_{l=0} &= u_{\text{in}}(x) & \text{on } \mathbb{R}_- \cup \mathbb{R}_+, \\
N^U_l U_{l=x=g(t)-0} - N^U_r U_{r=x=g(t)+0} &= g(t) & \text{on } (0, T),
\end{align*}
\]

where we assumed that \( g(0) = 0 \) without loss of generality. Moreover, we assume that the position of the interface is given through a nonlinear equation of the form

\[
\dot{x} = \chi(U_{l=x=g(t)-0}, U_{r=x=g(t)+0})
\]

for some smooth function \( \chi \) defined on a domain of \( \mathbb{R}^2 \times \mathbb{R}^2 \). The same reduction as in (88) and using the same notations, leads us to consider the 4 \( \times \) 4 initial boundary value problem

\[
\begin{align*}
\partial_t u + A(u)\partial_x u &= 0 & \text{in } \Omega_T, \\
u_{l=0} &= u_{\text{in}}(x) & \text{on } \mathbb{R}_+, \\
N^u l u_{l=x-0} &= g(t) & \text{on } (0, T),
\end{align*}
\]

where \( N_l = ( -N^l_0, N^l_1 \times N^l_r ) \) is here, for the sake of simplicity, a constant \( p \times 4 \) matrix (the value of \( p \) is discussed below). These equations are complemented by the evolution equation

\[
\dot{x} = \chi(u_{l=x=0}).
\]

This boundary condition, of "kinematic" type, leads us to work with the following generalization of the "Lagrangian" diffeomorphism (34),

\[
(92) \quad \varphi(t, x) = x + \psi\left(\frac{x}{\varepsilon}\right) \int_0^t \chi(u(t', |x|))dt',
\]

where \( \psi \in C^\infty_0(\mathbb{R}) \) is an even cut-off function such that \( \psi(x) = 1 \) for \( |x| \leq 1 \) and \( = 0 \) for \( |x| \geq 2 \), while \( \varepsilon \) is chosen small enough to have \( u \) close enough to its initial boundary value when \( x \) is in the support of \( \psi \) and \( t \) small enough. Contrary to (34), this cut-off is necessary here because \( \chi \) might not be defined at the origin (this is for instance the case in (6.2) for the evolution of shocks). In particular, we have

\[
\varphi^l(t, x) = -x + \psi\left(\frac{x}{\varepsilon}\right) \int_0^t \chi(u(t', x))dt' \quad \text{and} \quad \varphi^r(t, x) = x + \psi\left(\frac{x}{\varepsilon}\right) \int_0^t \chi(u(t', x))dt',
\]

and \( \varphi^{l,r} \) satisfy the same kind of bounds as those given in Lemma (11) (with \( \varphi^r(t, x) = \varphi^l(t, x) - x \) and \( \varphi^l(t, x) = \varphi^r(t, x) + x \)). The well-posedness of (90)–(92) also requires the following assumption.

**Assumption 12.** Let \( \mathcal{U} \) and \( \mathcal{U} \) be two open sets in \( \mathbb{R}^2 \) and let \( \mathcal{U} = \mathcal{U}_1 \times \mathcal{U}_2 \) representing a phase space of \( u \). Let \( \mathcal{U}_t \subset \mathcal{U} \) and \( \mathcal{U}_t \subset \mathcal{U} \) be also open sets and let \( \mathcal{U}_t = \mathcal{U}_t \times \mathcal{U}_t \) representing a phase space of \( u_{l=x=0} \). The following conditions hold:

i. \( A \in C^\infty(\mathcal{U}) \) and \( \chi \in C^\infty(\mathcal{U}_t) \).

ii. For all \( u = (u^l, u^r)^T \in \mathcal{U} \), the matrices \( \tilde{A}(u^l) \) and \( A(u^r) \) have eigenvalues \( \tilde{\lambda}_+(u^l) \), \( -\tilde{\lambda}_-(u^l) \) and \( \lambda_+(u^r) \), \( -\lambda_-(u^r) \), respectively, satisfying

\[
\tilde{\lambda}_+(u^l) > 0 \quad \text{and} \quad \lambda_+(u^r) > 0;
\]
moreover, one of the following situations for any \( \mathbf{u} = (u^1, u^2)^T \in \mathcal{U}_I \) holds:

a) \( \tilde{\lambda}_\pm(u^1) \pm \chi(u) > 0 \) and \( \lambda_\pm(u^1) \pm \chi(u) > 0 \),

b) \( \tilde{\lambda}_\pm(u^1) \pm \chi(u) > 0 \) and \( \lambda_\pm(u^1) - \chi(u) < 0 \),

c) \( \tilde{\lambda}_-(u^1) + \chi(u) < 0 \) and \( \lambda_\pm(u^1) \pm \chi(u) > 0 \).

iii. For any \( \mathbf{u} \in \mathcal{U}_I \), the Lopatinski˘ı matrix \( L_p(\mathbf{u}) \) associated to the condition a), b), or c) constructed in (SS) is invertible (note that \( p = 2 \) under condition a) and \( p = 1 \) under conditions b) and c)).

Remark 14. With the terminology introduced in the previous section, condition a) corresponds to an interface moving at subsonic speed, while conditions b) and c) correspond to interfaces moving at supersonic speed (to the right for condition a) and to the left for condition b) and satisfying Lax’s conditions.

We can now state the following theorem, which can be deduced from Theorem 4 in exactly the same way as Theorem 4 is deduced from Theorem 3 for free boundary initial value problem with an evolution equation of kinematic type for the location of the boundary.

**Theorem 10.** Let \( m \geq 2 \) be an integer. Suppose that Assumption 12 is satisfied. If \( \mathbf{u}^{in} \in H^m(\mathbb{R}_+) \) takes its values in \( \mathcal{K}_0 \times \mathcal{K}_0 \) with \( \mathcal{K}_0 \subset \mathcal{U} \) and \( \mathcal{K}_0 \subset \mathcal{U} \) compact and convex sets, if \( \mathbf{u}^{in}(0) \in \mathcal{U}_I \), and if the data \( \mathbf{u}^{in} \) and \( \mathbf{g} \in H^m(0,T) \) satisfy the compatibility conditions up to order \( m-1 \), then there exist \( T_1 \in (0,T] \) and a unique solution \( (\mathbf{u},\mathbf{z}) \) to (SS)–(SS) with \( \mathbf{u} \in \mathcal{W}^{m}(T_1) \), \( \mathbf{z} \in H^{m+1}(0,T_1) \), and \( \varphi \) given by (92).

4. Waves interacting with a lateral piston

We analyze here a particular example of wave-structure interaction in which the fluid occupies a semi-infinite canal over a flat bottom which is delimited by a lateral wall that can move horizontally. When the wall is in forced motion, this situation corresponds to a wave-maker device often used to generate waves in wave-flumes [KE02, OBT12]. We are more interested here in the case where the lateral wall moves under the action of the hydrodynamic force created by the waves and of a spring force that tends to bring it back to its equilibrium position. This configuration corresponds to a wave absorption mechanism and can also be seen as a simplified model of wave energy converter, such as the Oyster. Such a configuration has been studied numerically in various references [HKH+09, KSS09, KD17], but there is no mathematical result available yet. Note also that this problem is related to the piston problem for isentropic gas dynamics whose linear analysis can be found in [Ger84] and weak solutions constructed in [Tak95]. Our goal in this section is to provide a well-posedness result for this wave-structure interaction under the shallow water approximation, i.e., assuming that the evolution of the free surface is governed by the nonlinear shallow water equations. The configuration under study here is described in Figure 4.

4.1. Presentation of the problem. In the canal, of mean depth \( h_0 \) and delimited on the left by the moving wall located at \( x = \bar{z}(t) \), the waves are described by the nonlinear shallow water equations. It is convenient to write them in \((H, V)\) variables, where \( H(t,x) = h_0 + Z(t,x) \) is the water depth, \( Z(t,x) \) is the surface elevation of the water, and \( \bar{V}(t,x) \) is the vertically averaged horizontal velocity

\[
\begin{align*}
\partial_t H + \partial_x (H \bar{V}) &= 0 \quad \text{in } (\bar{z}(t), \infty), \\
\partial_t \bar{V} + \bar{V} \partial_x \bar{V} + g \partial_x H &= 0 \quad \text{in } (\bar{z}(t), \infty),
\end{align*}
\]

(93)
where $g$ is the gravitational constant; with this formulation, the boundary condition at the left boundary at the canal will be imposed as the kinematic type: the velocity $\mathbf{v}$ matches the velocity $\dot{x}$, that is,
\begin{equation}
\mathbf{v}(t, x(t)) = \dot{x}(t).
\end{equation}

Since the wall moves under the action of the hydrodynamic force exerted by the fluid and of the spring force, its position $x(t)$ satisfies Newton’s equation
\begin{equation}
m\ddot{x} = -k(x - x_0) + F_{\text{hyd}},
\end{equation}
where $m$ is the mass of the moving wall, $k$ the stiffness of the spring force, $x_0$ its reference position, and $F_{\text{hyd}}$ the hydrodynamic force. This force corresponds to the horizontal pressure forces integrated on the vertical wall. Assuming, in accordance with the modeling of the flow by the nonlinear shallow water equations, that the pressure is hydrostatic, we get
\begin{align*}
F_{\text{hyd}} &= \int_{-h_0}^{Z(t, x(t))} \rho g (Z(t, x(t)) - z') dz' \\
&= \frac{1}{2} \rho g (h_0 + Z(t, x(t)))^2.
\end{align*}

At rest, we have $H = h_0$ and the equilibrium position $x_{\text{eq}}$ is therefore given by
\begin{equation}
x_{\text{eq}} - x_0 = \frac{1}{2} \frac{\rho g h_0^2}{k},
\end{equation}
so that Newton’s equation can be put under the form
\begin{equation}
m\ddot{x} = -k(x - x_{\text{eq}}) + \frac{1}{2} \rho g ((h_0 + Z|_{x=x_{\text{eq}}})^2 - h_0^2).
\end{equation}

The free boundary problem we have to solve consists therefore in the equations (93)–(95) complemented by the initial conditions
\begin{equation}
(Z, \mathbf{v})|_{t=0} = (Z^{\text{in}}, \mathbf{v}^{\text{in}}) \quad \text{on} \quad \mathbb{R}^+, \quad (x, \dot{x})|_{t=0} = (0, x^{\text{in}}),
\end{equation}
where we assumed without loss of generality that the wall is initially located at $x = 0$.

4.2. Reformulation of the equations. As in [2,3] the first step is to use a diffeomorphism $\varphi(t, x) : \mathbb{R}^+ \to (x(t), \infty)$ and to work with the transform variables
\begin{align*}
\zeta(t, x) &= Z(t, \varphi(t, x)), \\
\mathbf{v}(t, x) &= \mathbf{v}(t, \varphi(t, x)),
\end{align*}
with $h = h_0 + \zeta$. The boundary condition (94) which can be rewritten as
\begin{equation}
\dot{x}(t) = \mathbf{v}(t, 0)
\end{equation}
The existence and uniqueness of the solution (100) leads us to work with the Lagrangian diffeomorphism

\[ \varphi(t, x) = x + \int_0^t \nabla(t', x)dt', \]

which satisfies the properties stated in Lemma 11. After composition with \( \varphi \), the problem under consideration is reduced to the initial boundary value problem

\[
\begin{aligned}
\partial_t \zeta + h \partial_x^2 \zeta = 0 & \quad \text{in} \quad \Omega_T, \\
\partial_t \nabla + g \partial_x^2 \zeta = 0 & \quad \text{in} \quad \Omega_T, \\
(\zeta, \nabla)|_{t=0} &= (\zeta, \nabla) \quad \text{on} \quad \mathbb{R}_+, \\
\nabla|_{x=0} &= \mathbf{x} & \quad \text{on} \quad (0, T),
\end{aligned}
\]

coupled to the ODE

\[
\begin{aligned}
\dot{\mathbf{m}} &= -k(x - \mathbf{x}_{\text{eq}}) + \frac{1}{2} \rho g((h_0 + \zeta|_{x=0})^2 - h_0^2) \\
(x, \dot{\mathbf{x}})|_{t=0} &= (0, \mathbf{x}_{\text{eq}}),
\end{aligned}
\]

where we used the same notation as in [17], that is, \( \partial_x^2 = \frac{1}{\sigma_x} \partial_x \). The initial boundary value problem (98) is of course of the form (19) with \( u = (\zeta, \nabla)^T, \nu = (0, 1)^T, \) and

\[ A(u) = \begin{pmatrix} \nabla & g \\ -h & \nu \end{pmatrix}, \]

whose eigenvalues \( \pm \lambda_{\pm}(u) \) and the corresponding unit eigen vectors \( \mathbf{e}_{\pm}(u) \) are given by

\[ \lambda_{\pm}(u) = \sqrt{gh} \pm \nabla, \quad \mathbf{e}_{\pm}(u) = \frac{1}{\sqrt{gh}} \begin{pmatrix} \nabla \\ \pm \nabla \end{pmatrix}. \]

Therefore, the positivity of \( |\nu \cdot \mathbf{e}_+(u)|_{t=0} \) stated in Assumption 4 is automatically satisfied under the positivity of \( h \).

Here, we will show another equivalent formulation to (98)–(99). The following lemma shows that (99) provides an expression for \( \mathbf{x} \) in terms of \( \zeta|_{x=0} \).

**Lemma 17.** Let \( m \geq 1 \) be an integer, \( \mathbf{x}_{\text{eq}} \in \mathbb{R} \), and assume that \( \zeta_b \in H^m(0, T) \). Then there exists a unique solution \( \mathbf{x} \in H^{m+2}(0, T) \) to

\[
\begin{aligned}
\dot{\mathbf{m}} &= -k(x - \mathbf{x}_{\text{eq}}) + \frac{1}{2} \rho g(\zeta_b^2 + 2h_0\zeta_b), \\
(x, \dot{\mathbf{x}})|_{t=0} &= (0, \mathbf{x}_{\text{eq}}),
\end{aligned}
\]

so that we can define a mapping \( \mathcal{G} : H^m(0, T) \ni \zeta_b \mapsto \mathbf{x} \in H^{m+1}(0, T) \), which satisfies

\[
|\mathcal{G}(\zeta_b)|_{H^{m+1}(0, T)} \leq C(\sqrt{t}|\mathbf{x}_{\text{eq}}| + |\mathbf{x}_{\text{eq}}|) + (1 + t)(1 + |\zeta_b|_{W^{m/2}}(0, t))|\zeta_b|_{H^m(0, t)}
\]

for any \( t \in [0, T] \), where \( C > 0 \) is a constant depending only on \( m, k, \rho g, h_0, \) and \( m \).

**Proof.** The existence and uniqueness of the solution \( \mathbf{x} \) is obvious, so that we focus on the derivation of the estimate. Replacing \( \mathbf{x} \) with \( \mathbf{x} + \mathbf{x}_{\text{eq}} \), it is sufficient to consider the problem

\[
\begin{aligned}
\dot{\mathbf{m}} &= -k(x + \mathbf{x}_{\text{eq}} + f), \\
(x, \dot{\mathbf{x}})|_{t=0} &= (\mathbf{x}_{\text{eq}}, \mathbf{x}_{\text{eq}}),
\end{aligned}
\]

where \( f = \frac{1}{2} \rho g(\zeta_b^2 + 2h_0\zeta_b) \). Then, we see that

\[
\frac{1}{2} \frac{d}{dt} (\dot{\mathbf{m}}(t)^2 + k(x(t))^2) = f(t)\dot{x}(t),
\]
from which we deduce that
\[
|\dot{x}(t)| + |x(t)| \leq C\left(|x^\text{in}| + |x|_{\mathbb{E}} + \int_0^t |f(t')|\,dt'\right) 
\leq C(|x^\text{in}| + |x|_{\mathbb{E}} + \sqrt{t}|f|_{L^2(0,t)}),
\]
so that
\[
|z|_{H^1(0,t)} \leq C\left(\sqrt{t}|x^\text{in}| + |x|_{\mathbb{E}} + t|f|_{L^2(0,t)}\right).
\]
On the other hand, it follows from the equation directly that
\[
|\partial_t^{k+2}z|_{L^2(0,t)} \leq C\left(|\partial_t^k z|_{L^2(0,t)} + |\partial_t^k f|_{L^2(0,t)}\right)
\]
for \(k = 0, 1, 2, \ldots\) Using these inductively, we obtain
\[
|z|_{H^{m+2}(0,t)} \leq C\left(\sqrt{t}|x^\text{in}| + |x|_{\mathbb{E}} + t|f|_{L^2(0,t)} + |f|_{H^m(0,t)}\right),
\]
which together with \(|f|_{H^m(0,t)} \leq C(1 + |\zeta_0|_{W^{m/2,\infty}(0,t)})|\zeta_0|_{H^m(0,t)}\) gives the desired estimate. □

It follows from the lines above that the problem presented in (1.1) can be recast under the following form

\[
\begin{cases}
\partial_t u + A(u, \partial_x \varphi)\partial_x u = 0 & \text{in } \Omega_T, \\
u \cdot u|_{x=0} = u^\text{in} & \text{on } \mathbb{R}_+, \\
u \cdot \partial_x u|_{x=0} = \mathcal{G}(\nu \cdot u^\text{in}) & \text{on } (0, T),
\end{cases}
\]
where \(\nu = (0, 1)^T\) and \(\varphi\) is given by (97), with a boundary equation given by

\[
\dot{x} = \nu \cdot u|_{x=0}, \quad z|_{t=0} = 0.
\]
Here, we emphasize that the notation for the matrix \(A(u, \varphi)\) is the same as in (19) with the matrix \(A(u)\) defined by (100). However, thanks to our choice of the Lagrangian diffeomorphism \(\varphi\), the term \(\partial_t \varphi\) is cancelled and does not appear in the equation. The problem is therefore a small variant of the free boundary problem considered in (2.4) the difference being that the boundary condition \(\nu \cdot u|_{x=0} = g(t)\) is replaced by a semi-linear and nonlocal boundary condition \(\nu \cdot u|_{x=0} = \mathcal{G}(\nu \cdot u^\text{in})\). Of course, (101)–(102) is equivalent to (98)–(99).

4.3. **Compatibility condition.** As usual, compatibility conditions are required to have regular solutions. However, we can derive the conditions easier than the problem considered in (2.4) because the equation does not contain the term \(\partial_t \varphi\). Denoting \(u_k = \partial_t^k u\), we get classically by induction that \(u_k\) is a polynomial expression of space derivatives of \(u\) of order at most \(k\), and of space and time derivatives of \((\partial_x \varphi)^{-1}\) of order at most \(k - 1\). Remark further that \(\partial_t^k \partial_x^{k+1} \varphi = \partial_t^k \partial_x^{k+1} \mathbf{\pi} = \delta_{j,0}\), where \(\delta_{j,0}\) is the Kronecker symbol, it follows that at \(t = 0\), we have an expression for \(u^\text{in}_k = u_k|_{x=0}\) as

\[
\begin{equation}
\label{eq:4.2}
\begin{aligned}
u^\text{in}_k &= c_{1,k}(u^\text{in}, \partial_x u^\text{in}, \ldots, \partial_x^k u^\text{in}) \\
u^\text{in}_{k+2} &= c_{2,k}(\nu^\text{in}_1, \zeta^\text{in}_1, \zeta^\text{in}_2, \ldots, \zeta^\text{in}_k)|_{x=0}
\end{aligned}
\end{equation}
\]
with \(c_{1,k}\) a polynomial expression of its arguments such that the total number of derivatives of \(u^\text{in}\) involved in each monomial is at most \(k\). Using the equation in (19) we can express \(\nu^\text{in}_k\) for \(k \geq 2\) in terms of the initial data as

\[
\begin{equation}
\label{eq:4.3}
\begin{aligned}
u^\text{in}_{k+2} &= c_{2,k}(\nu^\text{in}_1, \zeta^\text{in}_1, \zeta^\text{in}_2, \ldots, \zeta^\text{in}_k)|_{x=0}
\end{aligned}
\end{equation}
\]
with \(c_{2,k}\) a polynomial expression of its arguments. The compatibility condition is obtained by differentiating the boundary condition \(\mathbf{\tau}|_{x=0} = \dot{x}\) with respect to \(t\) and taking its trace at \(t = 0\).
Definition 7. Let \( m \geq 1 \) be an integer. We say that the initial data \( u^{in} = (\zeta^{in}, \nu^{in})^T \in H^m(\mathbb{R}_+) \) and \( \xi^{in}_j \in \mathbb{R} \) for the initial boundary value problem \((95)-(99)\) satisfy the compatibility condition at order \( k \) if \( \{u^{in}_j\}_{j=0}^m \) and \( \{\xi^{in}_j\}_{j=1}^{m+1} \) defined by \((103)-(104)\) satisfy
\[
\nu^{in}_k|_{x=0} = \xi^{in}_{k+1}.
\]
We also say that the initial data \( u^{in} \) and \( \xi^{in}_j \) satisfy the compatibility conditions up to \( m - 1 \) if they satisfy the compatibility conditions at order \( k \) for \( k = 0, 1, \ldots, m - 1 \).

Remark 15. The local existence theorem given below requires that the compatibility conditions are satisfied at order \( m - 1 \) with \( m \geq 2 \). In the case \( m = 2 \), the compatibility conditions are
\[
\nu^{in}_m|_{x=0} = \nu^{in}_1 \quad \text{and} \quad -g(\partial_{x} \zeta^{in})|_{x=0} = k_0 \varphi + \frac{p_0}{2m}(\zeta^{in}^2 + 2h_0 \zeta^{in})|_{x=0}.
\]

4.4. Local well-posedness. We can now state the main result of this section, which shows the local well-posedness of the wave-structure interaction problem presented in §4.1.

Theorem 11. Let \( m \geq 2 \) be an integer. If the initial data \( (\zeta^{in}, \nu^{in})^T \in H^m(\mathbb{R}_+) \) and \( \xi^{in}_j \in \mathbb{R} \) satisfy
\[
\inf_{x \in \mathbb{R}_+} \left( \sqrt{g(h_0 + \zeta^{in}(x))} - |\nu^{in}(x)| \right) > 0
\]
and the compatibility conditions up to order \( m - 1 \) in the sense of Definition 7, then there exist \( T > 0 \) and a unique solution \( (\zeta, \nu, x) \) to \((98)-(99)\) with \( (\zeta, \nu) \in W^m(T) \) and \( x \in H^{m+2}(0, T) \), and \( \varphi \) given by \((97)\).

Proof. The proof is a small variant of the proof of Theorem 4. We define the phase space \( \mathcal{U} \) of \( u = (\zeta, \nu)^T \) by
\[
\mathcal{U} = \{u = (\zeta, \nu)^T \in \mathbb{R}^2 \mid \sqrt{g(h_0 + \zeta)} - |\nu| > 0\}.
\]
Then, we can readily check that all the conditions in Assumption 5 are satisfied with \( \chi(u) = \nu \) and \( \varphi = (0, 1)^T \). Moreover, once \( u^n = (\zeta^n, \nu^n)^T \in W^m(T) \) is given so that
\[
\left\{
\begin{array}{l}
(\partial^k u^n)|_{t=0} = u^n_k \quad \text{for} \quad k = 0, 1, \ldots, m-1, \\
|u^n|_{W^m(T)} + |u^n_{|x=0}|_{m,T} \leq M_1,
\end{array}
\right.
\]
we can check that the data \( u^{in} \) and \( g^n(t) = G(\nu^+ \cdot u^n|_{x=0}) \) for the problem
\[
\left\{
\begin{array}{ll}
\partial_t u + A(u, \partial \varphi) \partial_x u = 0 & \text{in} \quad \Omega_T, \\
u \cdot u|_{t=0} = u^n(x) & \text{on} \quad \mathbb{R}_+, \\
u \cdot u|_{x=0} = g^n(t) & \text{on} \quad (0, T), \\
\end{array}
\right.
\]
satisfy the compatibility conditions up to order \( m - 1 \) in the sense of Definition 7. We can apply Theorem 4 to show a unique existence of the solution \( u = (\zeta, \nu)^T \in W^m(T_1) \) and \( x \in H^{m+1}(0, T_1) \) to this problem for some \( T_1 \in (0, T) \) depending on \( M_1 \). We denote by \( u^{n+1} \) this solution \( u \). Furthermore, we see that \( u^{n+1} \) satisfies \( (\partial^k u^{n+1})|_{t=0} = u^n_k \) for \( k = 0, 1, \ldots, m-1 \) and
\[
|u^{n+1}|_{W^m(T_1)} + |u^{n+1}_{|x=0}|_{m,T_1} \leq C_1(|G(\nu^+ \cdot u^n|_{x=0})|_{H^m(0, T_1)}).
\]
Here, by Lemma 17 we have
\[
|G(\nu^+ \cdot u^n|_{x=0})|_{H^{m+1}(0, T_1)} \leq C(M_1, T_1).
\]
On the other hand, we have
\[
|G(\nu^+ \cdot u^n|_{x=0})|_{H^m(0, T_1)} \leq \sqrt{T_1} \sum_{j=1}^{m+1} |\xi^{in}_j| + T_1 |G(\nu^+ \cdot u^n|_{x=0})|_{H^{m+1}(0, T_1)},
\]
where we used \( (\partial^k_t \mathcal{G}(\nu^\perp \cdot u^n_{|x=0}))|_{t=0} = \mathcal{I}_{k+1}^n \) for \( k = 0, 1, \ldots, m \). Therefore, for any fixed \( M_0 > 0 \) if we define \( M_1 > 0 \) by \( M_1 = C_1(M_0) \) and choose \( T_1 = T_1(M_0) \) sufficiently small, then we have
\[
|\mathcal{G}(\nu^\perp \cdot u^n_{|x=0})|_{H^m(0,T_1)} \leq M_0,
\]
so that \( u^{n+1} \) satisfies (105) with \( T \) replaced by \( T_1 \). Now, we can iterate the above procedure to construct a sequence of approximate solutions \( \{(\zeta^n, \bar{v}^n, x^n)\}_n \), which satisfy the uniform bounds. As in the proof of Theorem 4, we can prove the convergence of these approximate solutions to the solution \( (\zeta, \bar{v}, x) \) to (101)–(102). This solution satisfies \( \dot{x} = \mathcal{G}(\nu^\perp \cdot u_{|x=0}) \in H^{m+1}(0,T_1) \), so that we have the regularity \( x \in H^{m+2}(0,T_1) \). \( \Box \)

5. SHALLOW WATER MODEL WITH A FLOATING BODY ON THE WATER SURFACE

We turn to analyze other examples of wave-structure interaction in which the fluid occupies an infinite canal and a floating rigid body is placed on the water surface. We follow the approach proposed in [Lan17] where the free surface Euler equations are reformulated in terms of the free surface elevation and of the horizontal water flux. Under this approach, the pressure exerted by the fluid on the floating body can be viewed as the Lagrange multiplier associated to the constraint that, under the body, the surface of the fluid coincides with the bottom of the body.

As shown in [Lan17], this approach can be used also in the shallow water approximation, replacing the free surface Euler equations by the much simpler nonlinear shallow water equations. This is the framework that we shall consider here, addressing three cases; the floating body is fixed, the motion of the body is prescribed, and the body moves freely according to Newton’s laws under the action of the gravitational force and the pressure from the air and from the water. The case of a floating body moving only vertically and with vertical lateral walls has been considered in [Lan17] in 1D, in [Boc18] for a 2D configuration with radial symmetry, and numerical computations have been proposed in [BEKER]. For such configurations, the horizontal projection of the portion of the solid in contact with the water is independent of time. We consider here the more complex situation of nonvertical lateral walls: even in the case of a fixed object, determining the portion of the solid in contact with the water is then a free boundary problem that is difficult to handle; in the numerical study [GPSMW] for instance, the authors use a compressible approximation of the equations in order to remove this issue. The configuration under study here is described in Figure 2.

![Figure 2. Waves interacting with a floating body](image)

5.1. PRESENTATION OF THE EQUATIONS FOR THE WATER. We consider the two-dimensional water waves over a flat bottom with a floating body on the water surface under the assumption that there are only two contact points where the water, the air, and the body meet. These contact points at time \( t \) are denoted by \( x_-(t) \) and \( x_+(t) \), which satisfy \( x_- < x_+ \). Let \( \mathcal{I}(t) \) and \( \mathcal{E}(t) \)
be the projections on the horizontal line of the parts where the water surface contacts with the floating structure and the air, respectively, that is, 

\[
\begin{align*}
\mathcal{I}(t) &= (x_+(t), x_+(t)), \\
\mathcal{E}(t) &= \mathcal{E}_-(t) \cup \mathcal{E}_+(t), \\
\mathcal{E}_-(t) &= (-\infty, x_-(t)), \\
\mathcal{E}_+(t) &= (x_+(t), \infty).
\end{align*}
\]

The corresponding water regions to \(\mathcal{I}(t)\) and \(\mathcal{E}(t)\) will be called the interior and the exterior regions, respectively. We consider the case where overhanging waves do not occur and suppose that the surface elevation of the water in the exterior region is denoted by \(Z_e(t,x)\), where \(x\) is the horizontal coordinate. Let \(h_0\) be the mean depth of the water, so that the water depth in the interior and exterior regions are given by \(H_i(t,x) = h_0 + Z_i(t,x)\) and \(H_e(t,x) = h_0 + Z_e(t,x)\), respectively. We denote by \(\mathbf{V}(t,x)\) the vertically averaged horizontal velocity and put \(Q = H\mathbf{V}\), which is the horizontal flux of the water. The restrictions of \(Q\) to the interior and the exterior regions will be denoted by \(Q_i\) and \(Q_e\), respectively. Let \(P_i(t,x)\) be the pressure of the water at the underside of the floating body. This pressure is an important unknown quantity and should be determined together with the motion of the water. In the case where the floating body moves freely, the body interacts with the water through the force exerted by this pressure. The shallow water model was derived from the full water wave equations by using the assumption that the water through the force exerted by this pressure. The shallow water model for the water has the form

\[
P(t,x,z) = \begin{cases} 
\rho g (z - Z_e(t,x)) & \text{in } \mathcal{E}(t), \\
\rho g (z - Z_i(t,x)) & \text{in } \mathcal{I}(t), 
\end{cases}
\]

where \(\rho\) is the density of the water, \(g\) the gravitational constant, and \(P_{\text{atm}}\) the atmospheric pressure (see [Lan17]). Then, the shallow water model for the water has the form

\[
\begin{align*}
\partial_t Z_e + \partial_x Q_e &= 0 & \text{in } \mathcal{E}(t), \\
\partial_t Q_e + \frac{Q_e^2}{H_e^2} + \frac{1}{2} g H_e^2 &= 0 & \text{in } \mathcal{E}(t),
\end{align*}
\]

in the exterior region, while under the object we have

\[
\begin{align*}
\partial_t Z_i + \partial_x Q_i &= 0 & \text{in } \mathcal{I}(t), \\
\partial_t Q_i + \frac{Q_i^2}{H_i^2} + \frac{1}{2} g H_i^2 &= \frac{1}{\rho} H_i \partial_x P_i & \text{in } \mathcal{I}(t),
\end{align*}
\]

with transmission conditions

\[
H_e = H_i, \quad Q_e = Q_i, \quad \bar{P}_i = P_{\text{atm}} \quad \text{on } \Gamma(t),
\]

where \(\Gamma(t) = \partial \mathcal{I}(t) = \partial \mathcal{E}(t)\) denotes the contact points. We also need to prescribe equations of the motion of the floating body. Such equations will be given in the following sections according to the cases where the floating body is fixed, the motion of the body is prescribed, or the body moves freely.

5.1.1. **Basic structure of the equations.** Once the equations of the motion of the floating body are given, as we will see in the following sections, we can solve the equations in the interior region [107] and the problem will be reduced to the type considered in §2.5 with \(U = (Z_e, Q_e)^T\). We note that (106) can be written in the matrix form

\[
\partial_t U + A(U) \partial_x U = 0.
\]

As was explained in Example 11, the eigenvalues \(\lambda_{\pm}(U)\) of the coefficient matrix \(A(U)\) and the corresponding unit eigenvectors \(e_{\pm}(U)\) are given by

\[
\lambda_{\pm}(U) = \pm \frac{Q_e}{H_e}, \quad e_{\pm}(U) = \frac{1}{\sqrt{1 + \lambda_{\pm}(U)^2}} \left( \pm \lambda_{\pm}(U) \right).
\]
Moreover, the unit vector $\mu_0$ defined in Remark 11 is in this case given by $\mu_0 = (1,0)^T$, so that the condition $\mu_0 \cdot e_\pm(U) \neq 0$ is automatically satisfied. As was explained in (2.5) the discontinuity of $\partial_x U$ at the contact points plays an important role to determine the contact points $x_\pm$. Concerning this discontinuity condition, we have the following proposition.

**Proposition 9.** Suppose that $U_e = (Z_e, Q_e)^T$, $U_i = (Z_i, Q_i)^T$, $\mu_\pm$, and $x_\pm$ satisfy (106) - (108). Then, the condition $\partial_t U_e - \partial_x U_i \neq 0$ on $\Gamma(t)$ is equivalent to $\partial_t Z_e - \partial_x Z_i \neq 0$ on $\Gamma(t)$.

**Proof.** Differentiating the boundary condition $Z_e(t,x_\pm(t)) = Z_i(t,x_\pm(t))$ with respect to $t$, we obtain

$$\partial_t Z_e + \dot{x}_\pm \partial_x Z_e = \partial_t Z_i + \dot{x}_\pm \partial_x Z_i \quad \text{on} \quad \Gamma(t).$$

By the continuity equations in the interior and the exterior regions, we have $\partial_t Z_e = -\partial_x Q_e$ and $\partial_t Z_i = -\partial_x Q_i$, so that

$$\dot{x}_\pm (\partial_x Z_e - \partial_x Z_i) = \partial_x Q_e - \partial_x Q_i \quad \text{on} \quad \Gamma(t).$$

This gives the desired result. \qed

5.2. **The case of a fixed floating body.** In the case where the body is fixed, we impose the condition

(109) \hspace{1cm} Z_i = Z_{\text{lid}} \quad \text{on} \quad I(t),

where $Z_{\text{lid}} = Z_{\text{lid}}(x)$ is a given function defined on an open interval $I_t$.

5.2.1. **Reformulation of the equations.** We begin to solve the equations in the interior region (107). It follows from (109) that $H_i(t,x) = h_0 + Z_{\text{lid}}(x)$ does not depend on $t$, so that the continuity equation in (107) yields $\partial_x Q_i = 0$. This means that $Q_i$ does not depend on $x$, so that we can write $Q_i(t,x) = q_i(t)$. Plugging this into the momentum equation in (107) we have

$$\dot{q}_i + \partial_x \left( \frac{q_i^2}{H_i} + \frac{1}{2} \rho H_i^2 \right) = -\frac{1}{\rho} H_i \partial_x P_i,$$

which is equivalent to

$$\dot{q}_i \frac{H_i}{H_i} + \partial_x \left( \frac{q_i^2}{2 H_i^2} + \rho H_i \right) = -\frac{1}{\rho} \partial_x P_i.$$

Therefore, $P_i$ satisfies a simple boundary value problem

(110) \hspace{1cm} \begin{align*}
\partial_x P_i &= -\rho \left( \frac{\dot{q}_i}{H_i} \frac{H_i}{H_i} + \partial_x \left( \frac{1}{2} \frac{q_i^2}{H_i^2} + \rho H_i \right) \right) \quad \text{in} \quad I(t), \\
P_i &= P_{\text{atm}} \quad \text{on} \quad \Gamma(t).
\end{align*}

**Notation 5.** For a function $F = F(t,x)$, we put $\llbracket F \rrbracket = F(t,x_-(t)) - F(t,x_+(t))$.

Integrating the first equation in (110) and using the boundary condition, we obtain

(111) \hspace{1cm} \dot{q}_i \int_{I(t)} \frac{1}{H_i} \llbracket H_i \rrbracket \llbracket \frac{1}{2} \frac{q_i^2}{H_i^2} + H_i \rrbracket = 0,

which is a solvability condition of the boundary value problem (110) for $P_i$. Conversely, once $q_i$ and $x_\pm$ are given so that (111) holds, we can resolve (110) for the pressure $P_i$ explicitly as

$$P_i(t,x) = P_{\text{atm}} - \rho \left\{ \dot{q}_i(t) \int_{x_-(t)}^{x} \frac{dx'}{H_i(x')} + \frac{1}{2} q_i(t)^2 \left( \frac{1}{H_i(x)^2} - \frac{1}{H_i(x_-(t))^2} \right) \right\} + g(H_i(x) - H_i(x_-(t))).$$

Therefore, the equations in the interior region (107) are reduced to a scalar ordinary differential equation (111).
We turn to reformulate the equations in the exterior region (106). As in (2.5.5) we will use a coordinate transformation to reduce the equations on the unknown region $\mathcal{E}(t)$ to those on a fixed region $\mathcal{E}$. Let $\mathcal{x}_-^{in}$ and $\mathcal{x}_+^{in}$ be the initial contact points at time $t = 0$ such that $\mathcal{x}_-^{in} < \mathcal{x}_+^{in}$ and put $\mathcal{E}_- = (-\infty, \mathcal{x}_-^{in})$, $\mathcal{E}_+ = (\mathcal{x}_+^{in}, \infty)$, and $\mathcal{E} = \mathcal{E}_- \cup \mathcal{E}_+$. We use a diffeomorphism $\varphi(t, \cdot) : \mathcal{E} \to \mathcal{E}(t)$ and put $\zeta_0 = Z_0 \circ \varphi$, $h_0 = h \circ \varphi$, $q_0 = Q_0 \circ \varphi$, and $\zeta_1 = Z_1 \circ \varphi$. Such a diffeomorphism $\varphi$ can be constructed as in (19), that is,

$$\varphi(t, x) = \begin{cases} x + \psi(\frac{x - \mathcal{x}_-^{in}}{\varepsilon})(x_- - \mathcal{x}_-^{in}) & \text{for } x \in \mathcal{E}_-, \\ x + \psi(\frac{x - \mathcal{x}_+^{in}}{\varepsilon})(x_+ - \mathcal{x}_+^{in}) & \text{for } x \in \mathcal{E}_+, \end{cases}$$

(112)

with an appropriate choice of $\varepsilon = \varepsilon_0$ and a cut-off function $\psi \in C^\infty_c(\mathbb{R})$ satisfying $\psi(x) = 1$ for $|x| \leq 1$. As before, we will use the notation $\partial^\mathcal{E}_\xi$ and $\partial_\xi^\mathcal{E}$ which were defined by (17). Now, the problem under consideration is reduced to

$$\begin{cases} \partial^\mathcal{E}_\xi \zeta_0 + \partial_\xi^\mathcal{E} q_0 = 0 & \text{in } \mathcal{E}, \\ \partial^\mathcal{E}_\xi q_0 + 2 \frac{\mu_{ho}}{\mu_h} \partial^\mathcal{E}_\xi q_0 + \left( g h_0 - \frac{\partial^2}{\partial\xi^2} \right) \partial^\mathcal{E}_\xi \zeta_0 = 0 & \text{in } \mathcal{E}, \\ \zeta_0 = \zeta_1, \quad q_0 = q_1 & \text{on } \partial \mathcal{E}. \end{cases}$$

(113)

with the interior value $q_i$ of the horizontal water flux given by

$$\dot{q}_i = -\frac{1}{\int_{T(t)} \frac{1}{\mu} \left[ \frac{1}{2} q_i^2 + g H \right]}. \tag{114}$$

We impose the initial conditions of the form

$$\begin{aligned} (\zeta_0, q_0)|_{t=0} &= (\zeta_0^{in}, q_0^{in}) \quad \text{in } \mathcal{E}, \\ x|_{t=0} = x_0^{in}, \\ q_i|_{t=0} = q_i^{in}. \end{aligned} \tag{115}$$

5.2.2. Local well-posedness. The equations in (113) can be written in the matrix form

$$\partial^\mathcal{E}_\xi u + A(u)\partial^\mathcal{E}_\xi u = 0,$$

where $u = (\zeta_0, q_0)^T$, so that (113) is almost the same type as the problem (71) considered in (2.5.4). Therefore, the compatibility conditions for (113–115) can be defined in the same way as Definition 5 in (2.5.5). Here, we calculate $\mathcal{x}_-^{in, 1} = (\partial^\mathcal{E}_\xi x_0^{in})|_{t=0}$ in terms of the initial data. Differentiating the boundary condition $\zeta_0 = \zeta_1$ with respect to $t$, we have $\partial_t \zeta_0 = \partial_t \zeta_1$ on $\partial \mathcal{E}$, which is equivalent to $\partial^\mathcal{E}_\xi \zeta_0 + \dot{x}_\pm \partial^\mathcal{E}_\xi \zeta_0 = \partial^\mathcal{E}_\xi \zeta_1 + \dot{x}_\pm \partial^\mathcal{E}_\xi \zeta_1$ on $\partial \mathcal{E}$. By using $\partial^\mathcal{E}_\xi \zeta_0 = -\partial^\mathcal{E}_\xi q_0$ and $\partial^\mathcal{E}_\xi \zeta_1 = 0$, we see that $(\partial^\mathcal{E}_\xi \zeta_0 - \partial^\mathcal{E}_\xi \zeta_1) \dot{x}_\pm = \partial^\mathcal{E}_\xi \dot{q}_0$ on $\partial \mathcal{E}$. Therefore, we obtain

$$\begin{aligned} \mathcal{x}_-^{in, 1} &= \left( \frac{\partial^\mathcal{E}_\xi q_0^{in}}{\partial^\mathcal{E}_\xi \zeta_0 - \partial^\mathcal{E}_\xi \zeta_1} \right)_{|\partial \mathcal{E}_\xi} \\ \mathcal{x}_+^{in, 1} &= \left( \frac{\partial^\mathcal{E}_\xi q_0^{in}}{\partial^\mathcal{E}_\xi \zeta_0 - \partial^\mathcal{E}_\xi \zeta_1} \right)_{|\partial \mathcal{E}_\xi}. \end{aligned} \tag{116}$$

In view of this and the consideration in (5.1.1) we impose the following assumption on the data.

Assumption 13. The data $(\zeta_0^{in}, q_0^{in})$, $x_\pm^{in}$, and $Z_{lid}$ satisfy the following conditions.

i. $\mathcal{E}_- < \mathcal{E}_+$,

ii. $\inf_{x \in \mathcal{E}}(h_0 + Z_{lid}(x)) > 0$, $\inf_{x \in \mathcal{E}}(h_0 + \zeta_0^{in}(x)) > 0$,

iii. $\inf_{x \in \mathcal{E}}(\sqrt{g}(h_0 + \zeta_0^{in}(x)) - \frac{q_0^{in}(x)}{h_0 + \zeta_0^{in}(x)}) > 0$,

iv. $(\sqrt{g}(h_0 + \zeta_0^{in}) - \frac{q_0^{in}}{h_0 + \zeta_0^{in}} - x_0^{in, 1})_{|\partial \mathcal{E}_\xi} > 0$,

v. $(\partial^\mathcal{E}_\xi Z_{lid} - \partial^\mathcal{E}_\xi \zeta_0^{in})_{|\partial \mathcal{E}_\xi} \neq 0$.

We can now state one of our main result in this section, which shows the well-posedness of the shallow water model with a fixed floating structure on the water surface.
Theorem 12. Let \( m \geq 2 \) be an integer and \( I_1 \) an open interval. If the initial data \((\zeta^0, q^0) \in H^m(E), \ z^0_{\pm,1} \in I_1, \ q^0_{\pm,1} \in \mathbb{R}, \) and \( Z_{\text{id}} \in W^{m,\infty}(I_1) \) satisfy the conditions in Assumption 13 where \( z^0_{\pm,1} \) is defined by (116), and the compatibility conditions up to order \( m - 1 \), then there exist \( T > 0 \) and a unique solution \((\zeta, q, x, q) \) to (115)–(117) with \( \varphi \) given by (112) in the class \( \zeta, q \in \cap_{j=0}^{m-1} C^j([0, T]; H^{m-j}(E)), \ x \in H^m(0, T), \) and \( q \in H^{m+1}(0, T) \).

Proof. Given \( q^0 \in W^{m,\infty}(0, T) \), (113) forms the same type problem in each exterior regions \( E_\pm \) and \( E_\pm \) as the problem considered in 5.3 so that we can apply Theorem 5 to show the existence of the solution \((\zeta, q^0, x^0) \) to (113) under the initial conditions in (115) satisfying \( x^0 \in H^m(0, T_1) \) for some \( T_1 \in (0, T) \). Conversely, given \( x^0 \in H^m(0, T) \), we can easily show the existence of the solution \( q^0 \in H^{m+1}(0, T_1) \) to (114) under the initial condition in (115) for some \( T_1 \in (0, T) \). Iterating this procedure as in the proof of Theorem 6, we can construct a sequence of approximate solutions, which converges to the desired solution.

5.3. The case of a floating body with a prescribed motion. Since the floating body is allowed only to a solid motion, its motion is completely determined by \( (\varphi, \psi) \) of approximate solutions, which converges to the desired solution.

Let \( \theta \) be an integer and \( I_1 \) an open interval. If the initial data \((\zeta^0, q^0) \in H^m(E), \ z^0_{\pm,1} \in I_1, \ q^0_{\pm,1} \in \mathbb{R}, \) and \( Z_{\text{id}} \in W^{m,\infty}(I_1) \) satisfy the conditions in Assumption 13 where \( z^0_{\pm,1} \) is defined by (116), and the compatibility conditions up to order \( m - 1 \), then there exist \( T > 0 \) and a unique solution \((\zeta, q, x, q) \) to (115)–(117) with \( \varphi \) given by (112) in the class \( \zeta, q \in \cap_{j=0}^{m-1} C^j([0, T]; H^{m-j}(E)), \ x \in H^m(0, T), \) and \( q \in H^{m+1}(0, T) \).

Proof. Given \( q^0 \in W^{m,\infty}(0, T) \), (113) forms the same type problem in each exterior regions \( E_\pm \) and \( E_\pm \) as the problem considered in 5.3 so that we can apply Theorem 5 to show the existence of the solution \((\zeta, q^0, x^0) \) to (113) under the initial conditions in (115) satisfying \( x^0 \in H^m(0, T_1) \) for some \( T_1 \in (0, T) \). Conversely, given \( x^0 \in H^m(0, T) \), we can easily show the existence of the solution \( q^0 \in H^{m+1}(0, T_1) \) to (114) under the initial condition in (115) for some \( T_1 \in (0, T) \). Iterating this procedure as in the proof of Theorem 6, we can construct a sequence of approximate solutions, which converges to the desired solution.

Therefore, we obtain

\[
(Z_i(t, x) - z_G(t))) \cos \theta(t) - (x - x_G(t)) \sin \theta(t) + z_G(0) = Z_{\text{id}}((x - x_G(t)) \cos \theta(t) + (Z_i(t, x) - z_G(t)) \sin \theta(t) + x_G(0)).
\]

This is the equation for the motion of the body and gives an expression of \( Z_i \) implicitly in terms of \( x_G, z_G, \theta, \) and \( Z_{\text{id}} \).

5.3.1. Reformulation of the equations. Proceeding as in 5.2.1, it is possible to reformulate the equations in compact form. Due to the various degrees of freedom of the solid, the computations are a bit technical and are postponed to Appendix A. It is shown there that the surface elevation and the horizontal water flux in the interior region are given by

\[
\begin{align*}
Z_i(t, x) &= \psi_{\text{id}}(x - x_G(t), \theta(t)) + z_G(t), \\
Q_i(t, x) &= \left( U_G(t) \omega(t) \right) \cdot \mathbf{T}(r_G(t, x)) + \mathbf{q}_i(t),
\end{align*}
\]

for some smooth enough function \( \psi_{\text{id}} \) and some function \( \mathbf{q}_i(t) \) of \( t \) solving an ODE of the form

\[
\partial_t \mathbf{q}_i = F(\mathbf{q}_i, x_G, z_G, \theta, U_G, \omega, \partial_t U_G, \partial_t \omega, x, x_F)
\]

with \( F \) in the class \( W^{m,\infty} \) under the assumption \( Z_{\text{id}} \in W^{m,\infty}(I_1) \). As in the previous section, we use the same diffeomorphism \( \varphi(t, \cdot) : E \rightarrow E(t) \) defined by (112) to transform the equations in exterior region (106) and put \( \zeta_e = Z_e \circ \varphi, h_e = H_e \circ \varphi, q_e = Q_e \circ \varphi, \zeta_i = Z_i \circ \varphi, \) and \( q_i = Q_i \circ \varphi. \)
Now, the problem under consideration is reduced to

\[
\begin{align*}
\partial_t^2 \zeta_e + \partial_x^2 q_e &= 0 & \text{in } E, \\
\partial_t^2 q_e + 2 \frac{\rho_0}{\rho_e} \partial_x^2 q_e + \left( g h_e - \frac{\rho_e}{\rho} \right) \partial_x^2 \zeta_e &= 0 & \text{in } E, \\
\zeta_e &= \zeta_i, \quad q_e = q_i & \text{on } \partial E,
\end{align*}
\]

and

\[
\partial_t \overline{\eta}_i = F(\overline{\eta}_i, x_G, z_G, \theta, U_G, \omega, \partial_t U_G, \partial_t \omega, x_-, x_+).
\]

We also impose the initial conditions of the form

\[
(\zeta_e, q_e)_{t=0} = (\zeta_{\text{in}}, q_{\text{in}}) \quad \text{in } E, \quad x_{\pm} = x_{\text{in}}^{\pm}, \quad \overline{\eta}_i_{t=0} = \overline{\eta}_{\text{in}}.
\]

5.3.2. Local well-posedness. (118)–(120) is again almost the same type as the problem (71)–(72) considered in §2.5.4. Therefore, the compatibility conditions for (118)–(120) can be defined in the same way as Definition 5 in §2.5.5. Here, we calculate \( x_{\text{in}}^{\pm,1} = (\partial_t x_{\pm})_{t=0} \) in terms of the initial data. Differentiating the boundary condition \( Z_i(t, x_{\pm}(t)) = Z_i(t, x_{\pm}(t)) \) with respect to \( t \) and using the equation \( \partial_t Z_e + \partial_x Q_e = 0 \), we obtain \( (\partial_x Z_e - \partial_x Z_i)_{|\mathcal{L}_e} = (\partial_x Q_e + \partial_t Z_i)_{|\mathcal{L}_e} \), so that

\[
x_{\text{in}}^{\pm,1} = \left( \frac{Z_{\text{in},1} + \partial_t q_{\text{in}}^{\pm}}{\partial_x \zeta_{\text{in}}^{\pm} - \partial_x Z_{\text{lid}}^{\pm}} \right)_{x=x_{\text{in}}^{\pm}},
\]

where \( Z_{\text{in},1} = (\partial_t Z_i)_{t=0} \) is given by

\[
Z_{\text{in},1}(x) = \left( U_G^I + \omega_i \left( Z_{\text{lid}}(x) - z^I_{\text{in}} \right) \right) \cdot \left( \frac{1}{-\partial_x Z_{\text{lid}}(x)} \right).
\]

with \((x_{\text{in}}^G, z_{\text{in}}^G, U_G^I, \omega_{\text{in}}) = (x_G, z_G, U_G, \omega)_{|t=0}\). Here, we used (139). We can now state one of our main results in this section, which shows the well-posedness of the shallow water model with a floating body on the water surface whose motion is prescribed.

**Theorem 13.** Let \( m \geq 2 \) be an integer and \( I_f \) an open interval. If the data \((\zeta_{\text{in}}, q_{\text{in}}) \in H^m(E), x_{\text{in}}^{\pm,1} \in I_f, \overline{\eta}_{\text{in}} \in \mathbb{R}, Z_{\text{lid}} \in W^{m,\infty}(I_f), \) and \( x_G, z_G, \theta \in H^{m+2}(0,T) \) satisfy the conditions in Assumption 13, where \( x_{\text{in}}^{\pm,1} \) is defined by (121), and the compatibility conditions up to order \( m-1 \), then there exist \( T_1 \in (0,T) \) and a unique solution \((\zeta_e, q_e, x_{\pm}, \overline{\eta}_i)\) to (118) with \( \varphi \) given by (112) in the class \( \zeta_e, q_e \in C^m_{\text{loc}}([0, T_1]; H^m(E)), x_{\pm} \in H^m(0, T_1), \) and \( \overline{\eta}_i \in H^{m+1}(0, T_1) \).

5.4. The case of a freely floating body. Finally, we consider the case where the floating body moves freely according to the Newton’s laws under the action of the gravitational force and the pressure from the air and from the water. Let \( m \) and \( i_0 \) be the mass and the inertia coefficient of the body. Then, Newton’s laws for the conservation of linear and angular momentum have the form

\[
\begin{align*}
\begin{cases}
m \partial_t U_G &= -m \rho_0 g x + \int_{I_f} (P - P_{\text{atm}}) \mathbf{N}_{\text{lid}}, \\
i_0 \partial_t \omega &= -\int_{I_f} (P - P_{\text{atm}}) \mathbf{r}_G^I \cdot \mathbf{N}_{\text{lid}},
\end{cases}
\end{align*}
\]

which together with (117) constitute the equations of motion for the floating body.

5.4.1. Reformulation of the equations. Proceeding as in §5.2.1 and §5.3.1 and with the same notations, the problem under consideration can be reduced to

\[
\begin{align*}
\partial_t^2 \zeta_e + \partial_x^2 q_e &= 0 & \text{in } E, \\
\partial_t^2 q_e + 2 \frac{\rho_0}{\rho_e} \partial_x^2 q_e + \left( g h_e - \frac{\rho_e}{\rho} \right) \partial_x^2 \zeta_e &= 0 & \text{in } E, \\
\zeta_e &= \zeta_i, \quad q_e = q_i & \text{on } \partial E,
\end{align*}
\]

where
and with \( W = (\eta, x_G, z_G, \theta, U_G, \omega) \) solving an ordinary differential equation of the form
\[
\partial_t W = F(W, x_-, x_+) \tag{124}
\]
with \( F \) in the class \( W^{m,\infty} \) under the assumption \( Z_{\text{lid}} \in W^{m,\infty}(I_f) \) (see (145)–(146) for more precisions). The details of this technical reduction, which takes advantage of the so-called added mass effect, are postponed to Appendix B. We also impose the initial conditions of the form
\[
\begin{align*}
(\zeta_e, q_e)_{t=0} &= (\zeta_e^{\text{in}}, q_e^{\text{in}}) \quad \text{in} \quad \mathcal{E}, \\
\eta_1|_{t=0} &= \bar{\eta}_1^{\text{in}}, \\
(x_G, z_G, \theta, U_G, \omega)|_{t=0} &= (x_G^{\text{in}}, z_G^{\text{in}}, 0, U_G^{\text{in}}, \omega^{\text{in}}).
\end{align*}
\]

5.4.2. Local well-posedness. Therefore, (123)–(125) is again almost the same type as the problem (71)–(72) considered in [2,5,3] Therefore, the compatibility conditions for (123)–(125) can be defined in the same way as Definition 5 in [2,5,3]. Moreover, \( x_{\text{in}}^{\pm,1} = (\partial_t x_{\pm})_{|t=0} \) can be given by (121). We can now state one of our main result in this section, which shows the well-posedness of the shallow water model with a freely floating body on the water surface.

**Theorem 14.** Let \( m \geq 2 \) be an integer and \( I_f \) an open interval. If the data \( (\zeta_e^{\text{in}}, q_e^{\text{in}}) \in H^m(\mathcal{E}), \quad x_G^{\text{in}} \in I_f, \quad (\eta_1^{\text{in}}, x_G^{\text{in}}, z_G^{\text{in}}, U_G^{\text{in}}, \omega^{\text{in}}) \in \mathbb{R}^6 \), and \( Z_{\text{lid}} \in W^{m,\infty}(I_f) \) satisfy the conditions in Assumption 73 where \( x_{\text{in}}^{\pm,1} \) is defined by (121), and the compatibility conditions up to order \( m-1 \), then there exist \( T > 0 \) and a unique solution \( (\zeta_e, q_e, x_\pm, \bar{\eta}_1, x_G, z_G, \theta) \) to (128)–(125) with \( \varphi \) given by (112) in the class \( \zeta_e, q_e \in \cap_{j=0}^{m-1} C^j([0, T]; H^{m-j}(\mathcal{E})) \), \( x_\pm \in H^m(0, T) \), \( \bar{\eta}_1 \in H^{m+1}(0, T) \), and \( x_G, z_G, \theta \in H^{m+2}(0, T) \).

6. Several examples of transmission problems

We present here several applications of the results proved in Section 3 on transmission problems. The first one, in [6.1], is a transmission problem with a fixed interface: it corresponds to a conservation law with a flux which is discontinuous across the interface. A typical example of application is given by the propagation of shallow water waves over a step-like discontinuous topography. The second application, in [6.2], is a very classical free boundary transmission problem: we show how the issue of the stability of one-dimensional shocks for \( 2 \times 2 \) conservation laws falls in the general framework of [3.4]. This provides an elementary proof of these results, with an improved regularity threshold. The case of classical (Lax) shock is considered in [6.2.1] while nonclassical, undercompressive, shocks are dealt with in [6.2.2].

6.1. Systems of conservation laws with discontinuous flux. Let us consider here a system of two conservation laws, with a flux depending on the position. For instance, let us consider a flux \( \bar{f} \) on \( \mathbb{R}^- \), and \( f \) on \( \mathbb{R}_+ \), that is,
\[
\begin{align*}
\partial_t u + \partial_x \bar{f}(u) &= 0 \quad \text{in} \quad (0, T) \times \mathbb{R}_-, \\
\partial_t u + \partial_x f(u) &= 0 \quad \text{in} \quad (0, T) \times \mathbb{R}_+, 
\end{align*}
\]
where \( \bar{f} : \bar{U} \to \mathbb{R}^2 \) and \( f : U \to \mathbb{R}^2 \) are smooth mappings defined on open subsets \( \bar{U} \) and \( U \) of \( \mathbb{R}^2 \). In addition, \( p \) transmission conditions are given at \( x = 0 \) \( (p = 1, 2, 3) \),
\[
N_p^1(t)u|_{x=+0} - N_p^1(t)u|_{x=-0} = g(t),
\]
where \( N^1_p \) and \( N^1_p \) are \( p \times 2 \) matrices.

**Remark 16.** A natural condition is to impose the continuity of the fluxes at the interface, \( \bar{f}(u^1_{|x=0}) = f(u^2_{|x=0}) \), which is a nonlinear transmission condition. One can in general use a nonlinear change of variables as in [2.3] or [6.2] to reduce to the case of a linear transmission condition.
Denoting \( \tilde{A}(u) = \tilde{f}'(u) \) and \( A(u) = f'(u) \), and using the same notations as in (122), the system takes the form (122), namely,

\[
\begin{cases}
\partial_t u + A(u)\partial_x u = 0 & \text{in } \Omega_T, \\
u|_{t=0} = u^{in}(x) & \text{on } \mathbb{R}_+,
\end{cases}
\]

(128)

\( N_p(t)u|_{x=0} = g(t) \) on \( (0,T) \),

and Theorem 8 can therefore be applied.

**Example 4** (Shallow water equations with a discontinuous topography). Let us consider the shallow water equations with a depth at rest \( h_0 \) for \( x < 0 \) and \( h_0 \) for \( x > 0 \). The configuration under study here is described in Figure 3. This is a particular example of (126) with

\[
\tilde{f}(\zeta, q) = (q, \frac{1}{h_0 + \zeta} q^2 + \frac{1}{2}g(h_0 + \zeta^2)^T \quad \text{and} \quad f(\zeta, q) = (q, \frac{1}{h_0 + \zeta} q^2 + \frac{1}{2}g(h_0 + \zeta^2)^T).
\]

If \( \tilde{\lambda}_\pm(u^1) = \sqrt{g(h_0 + \zeta^1)} \pm \frac{q^2}{h_0 + \zeta^1} > 0 \) and \( \lambda_\pm(u^r) = \sqrt{g(h_0 + \zeta^r)} \pm \frac{q^r}{h_0 + \zeta^r} > 0 \), then one has \( p = 2 \) in Assumption 10 and two transmission conditions are needed; they are naturally given by the continuity of the surface elevation \( \zeta \) and of the horizontal water flux \( q \), that is,

\[
u^1|_{x=0} = u^r|_{x=0}.
\]

In order to apply Theorem 8, we need to check the invertibility of the Lopatinskiĭ matrix (third point in Assumption 10), which is given here by

\[
L(u|_{x=0}) = (-\bar{e}_-(u^1|_{x=0}) \quad e_+(u^r|_{x=0})^T),
\]

where \( \bar{e}_-(u) \) denotes a unit eigenvector associated to the eigenvalue \( -\tilde{\lambda}_-(u) \) of \( \tilde{A}(u) \) and \( e_+(u) \) a unit eigenvector associated to the eigenvalue \( \lambda_+(u) \) of \( A(u) \). Using the expression for the eigenvectors provided in Example 3, the invertibility of the Lopatinskiĭ matrix reduces to the condition \( |\tilde{\lambda}_-(u^1|_{x=0}) + \lambda_+(u^r|_{x=0})| > 0 \), which is always satisfied. One can therefore apply Theorem 8.

**6.2. Stability of one-dimensional shocks.** Let us consider again a system of two conservation laws

\[
\partial_t f_0(U) + \partial_x f(U) = 0,
\]

(129)

where \( f_0, f : \mathcal{U} \to \mathbb{R}^2 \) are smooth mappings defined on an openset \( \mathcal{U} \) in \( \mathbb{R}^2 \) and a \( 2 \times 2 \) matrix \( f'_0(U) \) is assumed to be invertible. The problem of showing the stability of shocks for (129) consists in finding a curve \( \bar{x} : [0,T] \to \mathbb{R} \) and \( U \) such that \( U \) is \( C^1 \) and solve (129) on \( \{t,x\} \in (0,T) \times \mathbb{R} ; x < \bar{x}(t) \} \) and \( \{t,x\} \in (0,T) \times \mathbb{R} ; x > \bar{x}(t) \} \), and satisfy the Rankine–Hugoniot condition

\[
\hat{\kappa}(f_0(U|_{x=\bar{x}(t)+0}) - f_0(U|_{x=\bar{x}(t)-0})) = f(U|_{x=\bar{x}(t)+0}) - f(U|_{x=\bar{x}(t)-0}),
\]

(130)
This condition can be split into a nonlinear transmission condition
\[ \Phi(U_{x=g(t)}, U_{x=g(t)+0}) = 0 \quad \text{with} \quad \Phi(u^r, u^l) = \left[ f(u^r) - f(u^l) \right] \cdot \left[ f_0(u^r) - f_0(u^l) \right]. \]
and the evolution equation \( \dot{x} = \chi(U_{x=g(t)-0}, U_{x=g(t)+0}) \) with
\[ \chi(u^r, u^l) = \left[ f(u^r) - f(u^l) \right] \cdot \frac{f_0(u^r) - f_0(u^l)}{|f_0(u^r) - f_0(u^l)|^2}. \]

Denoting \( A(U) = (f_0'(U))^{-1} f'(U) \), we are therefore led to consider the transmission problem
\[
\begin{cases}
\partial_t U + A(U) \partial_x U = 0 & \text{in } (-\infty, \bar{x}(t)) \quad \text{for} \quad t \in (0, T), \\
\partial_t U + A(U) \partial_x U = 0 & \text{in } (\bar{x}(t), +\infty) \quad \text{for} \quad t \in (0, T), \\
U_{|x=0} = u^{\text{in}}(x) & \text{on } \mathbb{R}, \\
\Phi(U_{x=g(t)-0}, U_{x=g(t)+0}) = 0 & \text{on } (0, T).
\end{cases}
\]

As for (310), we use the diffeomorphism (32) to recast this transmission problem as an initial boundary value problem
\[
\begin{cases}
\partial_t u + A(u, \partial \varphi) \partial_x u = 0 & \text{in } \Omega_T, \\
u_{|x=0} = u^{\text{in}} & \text{on } \mathbb{R}_+, \\
\Phi(u_{|x=0}) = 0 & \text{on } (0, T)
\end{cases}
\]
with \( \bar{x} \) given by the resolution of
\[ \dot{x} = \chi(u_{|x=0}), \quad x(0) = 0, \]
where \( \chi \) given by (131).

There are several kinds of shock. The most famous are the so-called Lax shocks which move at a supersonic speed; more precisely, the number of positive eigenvalues for \( A(u, \partial \varphi) \) in (132) is equal to one and one boundary condition is needed; it is provided by the condition \( \Phi(u_{|x=0}) = 0 \) in (132). There are also undercompressive shocks that travel at a subsonic speed. The number of positive eigenvalues for \( A(u, \partial \varphi) \) in (132) is then equal to two and two boundary conditions are therefore necessary. One needs therefore an additional boundary condition to the condition \( \Phi(u_{|x=0}) = 0 \) that comes from the Rankine–Hugoniot condition.

6.2.1. The stability of Lax shocks. As said above, for Lax shocks, the number of positive eigenvalues for \( A(u, \partial \varphi) \) in (132) is equal to one; this corresponds to \( p = 1 \) and condition b) or c) in Assumption 12. The Kreiss–Lopatinskiĭ condition in the third point of Assumption 12 is therefore scalar. It is explicit in the assumption below for right-going and left-going Lax shocks where for all function \( g \) defined on \( U \), we use the notation
\[ [g] = g(u^r) - g(u^l). \]

Assumption 14. Let \( \tilde{U} \) and \( U \) be open sets in \( \mathbb{R}^2 \) and put \( U = \tilde{U} \times U \) representing a phase space of \( u \). Let \( \tilde{U}_I \subset \tilde{U} \) and \( U_I \subset U \) be also open sets and put \( U_I = \tilde{U}_I \times U_I \) representing a phase space of \( u_{|x=0} \). The following conditions hold:

i. \( A(u) = \text{diag}(-A(u^l), A(u^r)) \in C^\infty(U) \) and \( \Phi, \chi \in C^\infty(U_I) \).

ii. For any \( u = (u^l, u^r)^T \in U \), the matrix \( A(u^l) \) has eigenvalues \( \lambda_+(u^l) \) and \( -\lambda_-(u^l) \) with \( \lambda_+(u^l) > 0 \). Moreover, one of the following conditions for all \( u = (u^l, u^r)^T \in U_I \) holds:

- Right-going Lax shock
\[
\begin{cases}
\lambda_+(u^l) \neq \chi(u) > 0 \quad \text{and} \quad \lambda_-(u^r) - \chi(u) < 0, \\
\left| \left( f_0'(u^l)e_-(u^l) \right) \cdot \left[ f_0 \right] \right| > 0.
\end{cases}
\]
- Left-going Lax shock

\[ \begin{align*}
\lambda_-(u^1) + \chi(u) &< 0 \quad \text{and} \quad \lambda_+(u^2) + \chi(u) > 0, \\
\left| \left( f'_0(u^2)e_+(u^2) \right) \cdot \left[ f_0 \right]^{-1} \right| &> 0.
\end{align*} \]

iii. There exists a \( C^\infty \)-mapping \( \Theta : \mathcal{U} \to \mathbb{R}^4 \) such that it defines a diffeomorphism from \( \mathcal{U} \) onto its image and for any \( u = (u^1, u^2)^T \in \mathcal{U}_I \) we have

\( \Theta(u) = (\Phi(u), \chi(u), u^1)^T. \)

Remark 17. Up to shrinking \( \tilde{\mathcal{U}} \) and \( \mathcal{U} \), the third point is always satisfied. Indeed, as remarked in [Mét01], this follows from the local inversion theorem since \( \Theta'(u) \) is invertible at any point \( u \) satisfying \( \Phi(u) = 0 \). In order to check this point, it is enough to prove that the partial derivative of the mapping \( u \mapsto (\Phi(u), \chi(u)) \) with respect to \( u^1 \) is invertible. Denoting by \( W(u) \) a \( 2 \times 2 \) matrix defined by

\[ W(u)F = \left( F \cdot \left[ f_0 \right]^{-1}, \frac{1}{\left[ f_0 \right]^2} F \cdot \left[ f_0 \right] \right)^T, \]

this partial derivative is given by the linear mapping

\[ \tilde{u}^1 \mapsto (d_u W(u)[\tilde{u}^1])[f] - W(u)f'_0(u^1)\tilde{u}^1 = \chi(u)(d_u W(u)[\tilde{u}^1])[f_0] - W(u)f'_0(u^1)A(u^1)\tilde{u}^1, \]

observing by differentiating the identity \( W(u)[f_0] = (0, 1)^T \) that

\[ d_u W(u)[\tilde{u}^1][f_0] = W(u)f'_0(u^1)\tilde{u}^1, \]

the partial derivative can be written as

\[ \tilde{u}^1 \mapsto W(u)f'_0(u^1)\left( \chi(u)\text{Id} - A(u^1) \right)\tilde{u}^1, \]

which is invertible by the second point of Assumption [12].

We can now state the following stability result for Lax shocks.

Theorem 15. Let \( m \geq 2 \) be an integer. Suppose that Assumption [12] is satisfied. If \( u^{in} \in H^m(\mathbb{R}_+) \) takes its values in \( \tilde{\mathcal{K}}_0 \times \mathcal{K}_0 \) with \( \tilde{\mathcal{K}}_0 \subset \tilde{\mathcal{U}}_0 \) and \( \mathcal{K}_0 \subset \mathcal{U}_0 \) compact and convex sets, if \( u^{in}(0) \in \mathcal{U}_I \), and if it satisfies the compatibility conditions at order \( m - 1 \), then there exists \( T > 0 \) and a unique solition \( (u, x) \) to [132]–[133] with \( u \in \mathcal{W}^m(T) \) and \( x \in H^{m+1}(0, T) \), and \( \varphi \) given by [52]. Moreover, \( u_{|x=0} \in H^m(0, T) \).

Remark 18. The stability of multidimensional shocks was proved in [Maj83a, Maj83b, Maj12], with improvements in [Mét01]. In space dimension one, this result shows the stability in \( \mathcal{W}^m(T) \) for \( m \geq 3 \) provided that the data is in \( H^{m+1/2}(\mathbb{R}_+) \). Our proof, which takes advantage of the specificities of the one-dimensional case, is much more elementary and provides an improvement of these classical results since we only need \( m \geq 2 \) (and therefore one compatibility condition less) with data in \( H^m(\mathbb{R}_+) \) (and therefore no loss of regularity).

Proof. There are two steps in the proof. We first transform the problem [132] into an initial boundary value problem with a linear boundary condition, and we then prove that Assumption [12] is satisfied so that we can conclude with Theorem [10]. Using the third point of Assumption [14] it is equivalent to solve the initial boundary value problem satisfied by \( v = \Theta(u) \), namely,

\[ \begin{align*}
\partial_t v + A^T(v, \partial_x v)\partial_x v &= 0 \quad \text{in} \quad \Omega_T, \\
v_{|t=0} &= u^{in} \quad \text{on} \quad \mathbb{R}_+, \\
\epsilon^x_1 \cdot v_{|x=0} &= 0 \quad \text{on} \quad (0, T),
\end{align*} \]

(134)
with $\gamma$ given by the resolution of
\begin{equation}
\dot{\gamma} = e^2_2 \cdot v_{|x=0}, \quad \gamma(0) = 0,
\end{equation}
where $(e^1_1, e^2_2, e^3_3, e^4_4)$ denotes the canonical basis of $\mathbb{R}^4$ and
\[ A^\sharp(v, \partial \varphi) = (d_v \Theta^{-1}(v))^{-1} A(\Theta^{-1}(v), \partial \varphi)(d_v \Theta^{-1}(v)). \]
In particular, the eigenvalues of $A^\sharp(v, \partial \varphi)$ are the same as those of $A(u, \partial \varphi)$ and if $E$ is an eigenvector of $A(u, \partial \varphi)$, the corresponding eigenvector of $A^\sharp(v, \partial \varphi)$ is $E^\sharp = \Theta'(u)E$. By the second point of Assumption 14 the system (134) satisfies therefore condition b) or c) in Assumption 12 and the Lopatinski˘ı matrix reduces to a scalar denoted $L^\sharp(v_{|x=0})$,
\[ L^\sharp(v_{|x=0}) = e^2_1 \cdot E^\sharp_{\text{out}}(v_{|x=0}), \]
where $E^\sharp_{\text{out}}(v)$ is the eigenvector of $A^\sharp(v, \partial \varphi)$ associated to its unique positive eigenvalue. From the discussion above, one has $E^\sharp_{\text{out}}(v) = \Theta'(u)E_{\text{out}}(u)$, where $E_{\text{out}}(u)$ is the eigenvector associated to the unique positive eigenvalue of $A(u, \partial \varphi)$. We have therefore
\[ L^\sharp(v) = \Theta'(u)^T e^1_1 \cdot E_{\text{out}}(u), \]
\[ = \nabla_u \Phi(u) \cdot E_{\text{out}}(u). \]
Let us assume for instance that the first condition holds in the second point of Assumption 14 (the adaptation if the second condition holds is straightforward). One then has $E_{\text{out}}(u) = \left( e_-(u^1) \, 0 \right)$ (where as usual $e_-(u^1)$ is the eigenvector associate to the eigenvalue $-\lambda_-(u^1)$ of $A(u^1)$) and, with computations similar to those performed in Remark 17 we obtain
\[ L^\sharp(v) = [f_0]^\perp \cdot f_0^\perp(u^1)(\chi(u)\text{Id} - A(u^1))e_-(u^1) \]
\[ = (\chi(u) + \lambda_-(u^1))[f_0]^\perp \cdot f_0^\perp(u^1)e_-(u^1); \]
the second point of the assumption implies that this quantity is nonzero, and we can therefore conclude with Theorem 10. \hfill $\square$

6.2.2. The stability of undercompressive shocks. In some applications, one can encounter shock waves that violate Lax’s conditions. This is for instance the case for magnetohydrodynamics, or phase transitions in elastodynamics, or van der Waals fluids. In the particular case of undercompressive shocks, Lax’s conditions are violated but condition a) is satisfied in Assumption 12. This means that $p = 2$ (the number of positive eigenvalues for $A(u, \partial \varphi)$ in (132) is equal to two) and therefore that the system of equations (132)–(133) is now underdetermined. An additional boundary condition is therefore necessary.

This additional condition requires some additional modeling and depends on the context: it often comes from considerations based on the theory of viscosity-capillarity, see for instance [Sle83, Tru94] for isothermal phase transitions or [AK91] for elastic rods. If such an additional boundary condition is provided and if it satisfies an appropriate stability condition as in §3.4 then the undercompressive shocks are stable. This extension of Majda’s work on Lax’s shock was proposed in [Fre98, Fre98], and studied in [CC99] in the one-dimensional case. The extension to several dimensions was performed in [BG98] (derivation of the Kreiss–Lopatinski˘ı condition), [BG99] (linear estimates) and [Con03] (nonlinear estimates). We show here that the framework developed in §3.4 can be used to improve these results for the stability of one-dimensional undercompressive shocks.

We shall consider here an general framework where the additional boundary conditions we use to complement (132)–(133) is of the form
\begin{equation}
\Psi(u_{|x=0}) = 0,
\end{equation}
where \( \Psi \) is a smooth function satisfying the assumption below. Note in particular that for undercompressive shocks, the Lopatinski\-\i\ matrix in the third point of Assumption 12 is a \( 2 \times 2 \) matrix; its invertibility corresponds to the condition stated in the second point of the assumption below.

**Assumption 15.** Let \( \tilde{U} \) and \( U \) be open sets in \( \mathbb{R}^2 \) and put \( U = \tilde{U} \times U \) representing a phase space of \( u \). Let \( \tilde{U}_I \subset \tilde{U} \) and \( U_1 \subset U \) be also open sets and put \( U_I = \tilde{U}_I \times U_1 \) representing a phase space of \( u \). The following conditions hold:

i. \( A(u) = \text{diag}(\lambda_+^1, \lambda_-^1) \in C^\infty(U) \) and \( \Phi, \Psi, \chi \in C^\infty(U_I) \).

ii. For any \( u = (u^1, u^r)^T \in U \), the matrix \( A(u^1) \) has eigenvalues \( \lambda_\pm^1(u^1) \) and \( -\lambda_\pm^1(u^1) \) with \( \lambda_\pm^1(u^1) > 0 \). Moreover, for any \( u = (u^1, u^r)^T \in U_1 \) the following conditions hold:

\[
\lambda_\pm^1(u^1) \neq \chi(u) > 0 \quad \text{and} \quad \lambda_\pm^1(u^r) \neq \chi(u) > 0
\]

and the Lopatinski\-\i\ matrix

\[
\left( \nabla_u \Psi \cdot e_+(u^1) \right) \cdot \left[ f_0^+ \right] - \left( \nabla_u \Psi \cdot e_-(u^1) \right) \cdot \left[ f_0^- \right]
\]

is invertible.

iii. There exists a \( C^\infty \)-mapping \( \Theta : U \to \mathbb{R}^4 \) such that it defines a diffeomorphism from \( U \) onto its image and for all \( u = (u^1, u^r)^T \in U_I \) we have

\[
\Theta(u) = (\Phi(u), \Psi(u), \chi(u))^T
\]

with a mapping \( \theta : U \to \mathbb{R}^2 \).

**Remark 19.** Up to shrinking \( \tilde{U} \) and \( U \), the third point is always satisfied. Indeed, the second point of the assumption shows that \( d_u(\Phi, \Psi) \) has rank 2 so that \( u \mapsto (\Phi(u), \Psi(u)) \) can be completed to form a local diffeomorphism.

An easy adaptation of the proof of Theorem 15 yields the following stability result for undercompressive shocks. The same improvements as those described in Remark 15 hold with respect the result obtained by considering the one-dimensional case in [Con03].

**Theorem 16.** Let \( m \geq 2 \) be an integer. Suppose that Assumption 15 is satisfied. If \( u_{\text{in}} \in H^m(\mathbb{R}_+) \) takes its values in \( K_0 \times \mathbb{R}_0 \) with \( K_0 \subset \tilde{U}_0 \) and \( \mathbb{R}_0 \subset U_0 \) compact and convex sets, if \( u_{\text{in}}(0) \in U_1 \), and if it satisfies the compatibility conditions at order \( m - 1 \), then there exists \( T > 0 \) and a unique solution \( (u, z) \) to (132)–(133) complemented by (136), with \( u \in \mathcal{W}^m(T) \) and \( z \in H^{m+1}(0, T) \), and \( \varphi \) given by (92). Moreover, \( u_{\text{in}}(t) \in H^m(0, T) \).

**Appendix A. Reformulation of the equations of motion in the case an object with prescribed motion**

We will begin to show that (117) determines \( Z_\ell(t, x) \) under the assumptions that the center of mass is close to its initial position, that the rotational angle is small, and that \( Z_\ell \in H^{m, \infty}(I_t) \). By extending \( Z_\ell \) outside of the interval \( I_t \) appropriately, we can assume that \( Z_\ell \in H^{m, \infty}(\mathbb{R}) \). Then, we have the following lemma.

**Lemma 18.** Let \( m \geq 1 \) be an integer and suppose that \( Z_\ell \in C^1 \cap H^{m, \infty}(\mathbb{R}) \). There exist \( \theta_0 \in (0, \frac{\pi}{2}) \) and \( \psi_\ell \in C^1 \cap H^{m, \infty}(\mathbb{R} \times [-\delta_0, \delta_0]) \) such that as long as \( |\theta(t)| \leq \theta_0 \) we can solve (117) for \( Z_\ell(t, x) \) uniquely in the form

\[
Z_\ell(t, x) = \psi_\ell(x - x_G(t), \theta(t)) + z_G(t).
\]
Proof. We consider an auxiliary function
\[ \Psi(z, x, \theta) = z \cos \theta - x \sin \theta + z G(0) - Z_{\text{lid}} (x \cos \theta + z \sin \theta + x G(0)), \]
which belongs to the class \( C^1 \cap W_{\text{loc}}^{m, \infty} (\mathbb{R}^3) \). For \( \theta \in (-\frac{\pi}{2}, \frac{\pi}{2}) \), we see that
\[ \partial_z \Psi(z, x, \theta) = \cos \theta - (\partial_z Z_{\text{lid}}) (x \cos \theta + z \sin \theta + x G(0)) \sin \theta \]
\[ \geq (1 - \|\partial_z Z_{\text{lid}}\|_{L^\infty(\mathbb{R})} \tan |\theta|) \cos \theta. \]
In view of this we take \( \theta_0 \in (0, \frac{\pi}{2}) \) such that \( \|\partial_z Z_{\text{lid}}\|_{L^\infty(\mathbb{R})} \tan \theta_0 < 1 \). Then, it holds that \( \partial_z \Psi(z, x, \theta) > 0 \) as long as \( |\theta| \leq \theta_0 \). Therefore, the implicit function theorem gives the desired result.

We proceed to solve the equations in the interior region \([107]\). Let \( N_i \) be a normal vector on the underside of the floating body and \( r_G(t, x) \) a position vector of the point on the underside of the body relative to the center of mass, that is,
\[ N_i(t, x) = \begin{pmatrix} -\partial_z Z_i(t, x) \\ 1 \end{pmatrix}, \quad r_G(t, x) = \begin{pmatrix} x - x_G(t) \\ Z_i(t, x) - z_G(t) \end{pmatrix}. \]
Here, we have \( \partial_z r_G = N_i \). Denoting
\[ T(r_G) = \begin{pmatrix} -r_G^1 \\ \frac{1}{2}|r_G|^2 \end{pmatrix}, \]
we have
\[ \partial_x T(r_G) = \begin{pmatrix} -N_i \\ r_G \cdot N_i \end{pmatrix}. \]
Let \( U_G(t) = (u_G(t), w_G(t))^T \) and \( \omega(t) \) be the velocity of the center of mass and the angular velocity of the body, respectively, that is, \( u_G = \partial_t x_G, w_G = \partial_t z_G \), and \( \omega = \partial_t \theta \). Differentiating \([117]\) with respect to \( t \) and \( x \), we see that
\[ \partial_t Z_i = (U_G - \omega r_G^1) \cdot N_i = -\partial_x \left( \begin{pmatrix} U_G \\ \omega \end{pmatrix} \cdot T(r_G) \right). \]
which together with the continuity equation in \([107]\) yields that there exists a function \( q_i(t) \) of \( t \) such that
\[ Q_i(t, x) = \begin{pmatrix} U_G(t) \\ \omega(t) \end{pmatrix} \cdot T(r_G(t, x)) + q_i(t). \]
Plugging this into the momentum equation in \([107]\), we see that \( P_i \) satisfies a simple boundary value problem
\[ \begin{cases} \partial_t P_i = -\frac{\mathcal{H}}{\rho_i} (\partial_t q_i + F^I + F^{II} + F^{III}) & \text{in } I(t), \\ P_i = P_{\text{atm}} & \text{on } \Gamma(t), \end{cases} \]
where
\[ \begin{cases} F^I(t, x) = \partial_x \left( \frac{Q_i(t, x)^2}{H_i(t, x)} + \frac{1}{2} g H_i^2 \right), \\ F^{II}(t, x) = \left( \partial_t U_G(t) / \partial_t \omega(t) \right) \cdot T(r_G(t, x)), \\ F^{III}(t, x) = \begin{pmatrix} U_G(t) \\ \omega(t) \end{pmatrix} \cdot \partial_t T(r_G(t, x)). \end{cases} \]
In view of
\[ \partial_t T(r_G(t, x)) = M(r_G(t, x), N_{\text{lid}}(t, x)) \begin{pmatrix} U_G(t) \\ \omega(t) \end{pmatrix}, \]
where
\[ M(r_G(t, x), N_{\text{lid}}(t, x)) = \begin{pmatrix}
    e_x \cdot N_{\text{lid}} & 0 & -r_G^1 \cdot N_{\text{lid}} \\
    1 & 0 & 0 \\
    -r_G^1 \cdot N_{\text{lid}} & 0 & -(e_x \cdot r_G)(r_G^1 \cdot N_{\text{lid}})
\end{pmatrix} \]
with \( e_x = (1, 0)^T \) and \( e_z = (0, 1)^T \), we can rewrite \( F^I \) and \( F^{III} \) as
\begin{equation}
\begin{aligned}
F^I &= \bar{q}_i q_i (1/H^i) + 2\bar{q}_i (\frac{U_G}{\omega}) \cdot \partial_x \left( \frac{T(r_G)}{H^i} \right) \\
&\quad + \left( \frac{U_G}{\omega} \right) \cdot \partial_x \left( \frac{T(r_G) \otimes T(r_G)}{H^i} \right) \left( \frac{U_G}{\omega} \right) + \frac{1}{2}g\partial_x(H_i^2), \\
F^{III} &= \left( \frac{\partial_t U_G}{\partial_t \omega} \right) \cdot T(r_G),
\end{aligned}
\end{equation}
\[ \text{Notation 6. For a function } F = F(t, x), \text{ we put } \langle F \rangle = \frac{1}{I(t) \int I(t)} \int \frac{F}{M_i}, \text{ and } F^* = F - \langle F \rangle. \]

We see easily that the boundary value problem (141) for \( P_\theta \) is solvable if and only if \( \bar{q}_i \) satisfies
\[
\partial_t \bar{q}_i = -\langle (F^I) + \langle F^{III} \rangle \rangle \\
- \bar{q}_i \left( \partial_x \left( \frac{1}{H^i} \right) \right) - 2\bar{q}_i \left( \frac{U_G}{\omega} \right) \cdot \partial_x \left( \frac{T(r_G)}{H^i} \right) \\
- \left( \frac{U_G}{\omega} \right) \cdot \partial_x \left( \frac{T(r_G) \otimes T(r_G)}{H^i} \right) \left( \frac{U_G}{\omega} \right) - \frac{1}{2}g\partial_x(H_i^2) \langle \partial_t \omega \rangle \langle T(r_G) \rangle \left( \frac{U_G}{\omega} \right) \cdot \langle M(r_G, N_{\text{lid}}) \rangle \left( \frac{U_G}{\omega} \right).
\]
Thanks of Lemma \[ \text{13} \], this can be written in the form
\[
\partial_t \bar{q}_i = F(\bar{q}_i, x_G, z_G, \theta, U_G, \omega, \partial_t U_G, \partial_t \omega, x_-, x_+) \text{ with } F \text{ in the class } W^{m,\infty} \text{ under the assumption } Z_{\text{lid}} \in W^{m,\infty}(I_i).
\]
As in the previous section, we use the same diffeomorphism \( \varphi(t, \cdot) : \bar{E} \to E(t) \) defined by (112) to transform the equations in exterior region (106) and put \( \zeta_e = Z_e \circ \varphi, \quad h_e = H_e \circ \varphi, \quad q_e = Q_e \circ \varphi, \quad \zeta_i = Z_i \circ \varphi, \) and \( q_i = Q_i \circ \varphi. \)
We remind here that \( Z_i \) and \( Q_i \) are given by (137) and (144), respectively. Now, as claimed in \[ \text{5.3.1} \], the problem under consideration is reduced to
\[ \begin{cases}
    \partial_t^2 \zeta_e + \partial_x^2 q_e = 0 & \text{in } \bar{E}, \\
    \partial_t^2 q_e + 2\frac{\rho}{\mu} \partial_x^2 q_e + \left( gh_e - \frac{\rho}{\mu} \right) \partial_x^2 \zeta_e = 0 & \text{in } \bar{E}, \\
    \zeta_e = \zeta_i, \quad q_e = q_i & \text{on } \partial \bar{E},
\end{cases} \]
and
\[ \partial_t \bar{q}_i = -\langle (F^I) + \langle F^{III} \rangle \rangle. \]

**Appendix B. Reformulation of the equations of motion in the case of a freely floating object**

As before, we can solve the equations in the interior region (107). Thanks of Lemma \[ \text{13} \] we can express \( Z_i \) in terms of \( x_G, z_G, \theta, \) and \( Z_{\text{lid}} \) as (137). By the continuity equation in (107), there exists a function \( \bar{q}_i(t) \) of \( t \) such that \( Q_i \) is expressed as (140). Then, by the momentum equation in (107), the pressure \( P_i \) satisfies the boundary value problem (141), whose solvability is guaranteed by (149). Then, \( P_i \) satisfies
\[
\partial_x P_i = -\frac{\rho}{H_i}\langle (F^I)^* + (F^{III})^* \rangle.
\]
On the other hand, by using (138) and integration by parts we can rewrite (122) as
\[
\begin{pmatrix} mI_{2\times2} & 0 \\ 0 & 0 \end{pmatrix} \partial_t \begin{pmatrix} U_G \\ \omega \end{pmatrix} = \begin{pmatrix} -m\gamma e_z \\ 0 \end{pmatrix} + \int_{\Gamma(t)} (\partial_x P_i) (T(r_G))^*,
\]
where we used the boundary condition \( P_i = P_{\text{atm}} \) on \( \Gamma(t) \). Eliminating the pressure \( P_i \) from these two equations, we have
\[
\begin{pmatrix} mI_{2\times2} & 0 \\ 0 & 0 \end{pmatrix} \partial_t \begin{pmatrix} U_G \\ \omega \end{pmatrix} = \begin{pmatrix} -m\gamma e_z \\ 0 \end{pmatrix} - \rho \int_{\Gamma(t)} ((F^1)^* + (F^{II})^* + (F^{III})^*)(T(r_G))^*.
\]
Here, we see that
\[
\int_{\Gamma(t)} (F^{II})^* (T(r_G))^* \frac{1}{H_i} = \int_{\Gamma(t)} (T(r_G))^* \otimes (T(r_G))^* \partial_t \begin{pmatrix} U_G \\ \omega \end{pmatrix},
\]
so that
\[
(M_0 + M_a(H_i, r_G)) \partial_t \begin{pmatrix} U_G \\ \omega \end{pmatrix} = \begin{pmatrix} -m\gamma e_z \\ 0 \end{pmatrix} - \rho \int_{\Gamma(t)} ((F^1)^* + (F^{III})^*)(T(r_G))^*,
\]
where
\[
M_0 = \begin{pmatrix} mI_{2\times2} & 0 \\ 0 & 0 \end{pmatrix}, \quad M_a(H_i, r_G) = \rho \int_{\Gamma(t)} (T(r_G))^* \otimes (T(r_G))^* \frac{1}{H_i},
\]
and
\[
\begin{cases}
(F^1)^* = \frac{q_i^2}{H_i} \left( 1 \right) \frac{1}{H_i}^* + 2q_i \left( \frac{U_G}{\omega} \right) \cdot \left( \frac{T(r_G)}{H_i} \right)^* \\
+ \left( \frac{U_G}{\omega} \right) \cdot \left( \frac{T(r_G)}{H_i} \right)^* + \frac{1}{2} g(\partial_x (H_i^2))^*,

(F^{III})^* = \left( \frac{U_G}{\omega} \right) \cdot (M(r_G, N_{\text{fid}}))^* \left( \frac{U_G}{\omega} \right).
\end{cases}
\]

Remark 20. We note that the matrix \( M_a(H_i, r_G) \) is symmetric and nonnegative, so that \( M_0 + M_a(H_i, r_G) \) is positive definite and invertible. Expressing the contribution of the force \( F^{III} \) under the form \( M_a(H_i, r_G) \partial_t \begin{pmatrix} U_G \\ \omega \end{pmatrix} \) plays therefore a stabilizing effect which corresponds to the added-mass effect of paramount importance for the study of fluid-structure interactions (see for instance [CGN05, GMS14]).

As before, we use the diffeomorphism \( \varphi(t, \cdot) : \mathcal{E} \rightarrow \mathcal{E}(t) \) defined by (112) to transform the equations in exterior region \( \mathcal{E} \) and put \( \zeta_0 = Z_{\varphi} \circ \varphi \), \( h_0 = H_{\varphi} \circ \varphi \), \( q_e = Q_{\varphi} \circ \varphi \), \( \zeta_1 = Z_1 \circ \varphi \), and \( q_1 = Q_1 \circ \varphi \). We remind here that \( Z_1 \) and \( Q_1 \) are given by (139) and (140), respectively. Now, the problem under consideration is reduced to
\[
\begin{cases}
\partial_x \zeta_0 + \partial_{\varphi} q_e = 0 & \text{in } \mathcal{E}, \\
\partial_x q_e + 2 \frac{\varphi}{h_0} \partial_{\varphi} q_e + \left( gh_0 - \frac{\varphi^2}{h_0^2} \right) \partial_{\varphi} \zeta_0 = 0 & \text{in } \mathcal{E}, \\
\zeta_e = \zeta_1, \quad q_e = q_1 & \text{on } \partial \mathcal{E},
\end{cases}
\]
(144)
\[
\partial_t \varphi_i = -\langle F^1 \rangle + \langle F^{II} \rangle + \langle F^{III} \rangle,
\]
(145)
\[
\partial_t \begin{pmatrix} U_G \\ \omega \end{pmatrix} = (M_0 + M_a(H_i, r_G))^{-1} \left\{ \begin{pmatrix} -m\gamma e_z \\ 0 \end{pmatrix} - \rho \int_{\Gamma(t)} ((F^1)^* + (F^{III})^*)(T(r_G))^* \right\}.
\]
(146)
HYPERBOLIC FREE BOUNDARY PROBLEMS AND APPLICATIONS
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