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ABSTRACT 

In this technical report, the systems we submitted for subtask 4 of the DCASE 2021 challenge, regarding sound event detection, are described in detail. These models are closely related to the base- 
line provided for this problem, as they are essentially convolutional recurrent neural networks trained in a mean teacher setting to deal with the heterogeneous annotation of the supplied data. However, the time resolution of the predictions was adapted to deal with the fact that these systems are evaluated using two intersection-based metrics involving different needs in terms of temporal localization. This was done by optimizing the pooling operations.

For the first of the defined evaluation scenarios, imposing relatively strict requirements on the temporal localization accuracy, our best model achieved a PSDS score of 0.3609 on the validation data. This is only marginally better than the performance obtained by the baseline system (0.342): The amount of pooling in the baseline network already turned out to be optimal, and thus, no substantial changes were made, explaining this result.

For the second evaluation scenario, imposing relatively lax re- 
lax restrictions on the localization accuracy, our best-perform- 
ing system achieved a PSDS score of 0.7312 on the validation data. This is significantly better than the performance obtained by the baseline model (0.527), which can effectively be attributed to the changes that were applied to the pooling operations of the network.

Index Terms— DCASE 2021, sound event detection, mean teacher, pooling, temporal resolution

1. INTRODUCTION 

The fourth subtask of DCASE 2021 [1] is dedicated to sound event detection. The goal of this problem is to localize and classify sound events in given audio recordings. In previous iterations of this problem [2,3], models were ranked using a single event-based score. On the contrary, this year, two intersection-based metrics, representing distinct scenarios, are employed. As explained in Section 3, these measures involve varying requirements with respect to temporal loc- 
alization accuracy.

The baseline model supplied for the aforementioned problem [1] is based on the winning system [4] of subtask 4 of the DCASE 2019 challenge [3]. It was not designed to deal with sound event detection situations entailing different needs in terms of event localization accuracy. In particular, it is important to point out that the temporal resolution of the output of this system is fixed, which may not be optimal for every possible scenario.

In this work, we therefore investigate how adapting the pooling operations of the baseline model, which are directly connected to the temporal resolution of its output, impacts the performance of this system under different evaluation setups.

In Section 2 the submitted systems are described in detail. In Section 3 we expand upon the experimental setup. Then, in Section 4 we report the results obtained by the considered models, and finally, we draw a conclusion in Section 5.

2. MODELS 

In this section, the submitted models, which are slight adaptations of the baseline for the considered challenge [1], are elaborated upon.

2.1. Architecture

The input to the system is a spectral map of an audio recording. The number of frequency bins is predefined and set to 128.

The first component of the architecture is a convolutional neural network (CNN), consisting of seven blocks. Each of those com- prises the following five layers: a convolutional layer, a batch nor- malization layer [5], a ReLU activation layer, a dropout layer [6] (with a drop rate of 33%) and an average pooling layer.

Each convolutional layer uses a square kernel of size 3 and em - ploys a stride of 1. The amount of output channels of these ope- rations varies per block: For the first three, 16, 32 and 64 filters are utilized respectively. For the last four, this number is equal to 128.

The hyperparameters of the pooling operations were optimized per evaluation scenario (explained in Section 5). The resulting ker- nel sizes and strides (which are identical per block) are given in Ta- ble 1. The first and second numbers of each tuple in this list relate to the time and frequency axes respectively.

At the end of the last block, the frequency-related dimension of the input spectral map has been reduced to one and the correspond- ing axis can consequently be discarded.

| Block | Evaluation scenario 1 | Evaluation scenario 2 |
|-------|----------------------|----------------------|
| 0-1   | (2, 2)               | (2, 2)               |
| 2-3-4 | (1, 2)               | (2, 2)               |
| 4-5-6 | (1, 2)               | (1, 2)               |

Afterwards, a two-layered bidirectional gated recurrent unit with a hidden size of 128 is used to model temporal dependencies.
The output of this layer is followed by a linear map and application of the sigmoid function to obtain multi-label frame-level probabilities. These scores are aggregated to get clip-level audio event probabilities by performing linear (softmax) pooling [7].

### 2.2. Postprocessing

During evaluation (see Section 3), the frame-level outputs of the network are turned into binary values by using a number of thresholds. After applying each threshold, those decisions are also passed through a median filter with a 7 frame window. For the models built for evaluation scenarios 1 and 2, this corresponds to durations of about 0.5 and 4 seconds respectively. Finally, the binary frame-level output is converted into event predictions by performing a merging operation with a maximum gap tolerance of 200 ms.

### 2.3. Mean teacher training principle

As explained in Section 3, the training data supplied for the considered challenge is heterogeneously annotated: Some of the provided recordings include weak (clip-level) labels, some come with strong (event-level) labels and the rest is unlabeled. To deal with this, the mean teacher principle [8] is employed.

The parameters of the teacher are computed as the exponential moving average of the student model weights with a multiplicative decay factor of 0.999 per training iteration.

The loss used to train the student consists of four components: The first two are clip-level and frame-level binary cross entropy functions, which are calculated for respectively the weakly and strongly annotated data samples only. The two others are mean-squared error consistency costs between the clip-level and frame-level outputs of the student and teacher models. The classification and consistency terms are summed with weights one and two respectively to obtain the final loss.

### 3. EXPERIMENTAL SETUP

#### 3.1. Data

The multi-label data set for problem 4 of DCASE 2021 [1] consists of audio files with a maximum length of 10 seconds. There are 10 possible sound event categories, which are not mutually exclusive. The training partition consists of three subsets:

- 1578 real recordings with weak, clip-level labels
- 14412 real recordings with no labels
- 10000 synthetic recordings with strong, event-level labels

The validation set holds 1168 strongly labeled real recordings.

#### 3.2. Preprocessing

To get spectral maps of the audio recordings, we first resampled all clips to 22,050 kHz and performed peak amplitude normalization. Next, log mel spectrograms with 128 frequency bins were extracted using a window size of 2048 samples and a hop length of 363 samples. Lastly, per-frequency bin standardization was carried out.

#### 3.3. Data augmentation

In order to avoid the risk of overfitting, we employed several types of data augmentation during the training of the considered models. Firstly, we used time and frequency masking [9]. The maximum lengths of the time and frequency masks applied to the spectral input maps were equal to 25/100 and 32/16 respectively for the models built for evaluation scenario 1/2.

Secondly, we employed mixup [10] with a probability of 50% of applying it. The mixing ratios were randomly sampled from a beta distribution with shape parameters equal to 0.2.

### 3.4. Training and evaluation

All of the models were trained and evaluated using PyTorch [11].

#### 3.4.1. Training hyperparameters

All systems were trained for 200 epochs. Per epoch, 250 batches of 48 samples were given to the networks. Each batch contained 12 weakly labeled, 12 strongly annotated and 24 unlabeled examples.

Adam [12] was employed to train the weights of the student models. Learning rates were ramped up exponentially from 0 to 0.001 for the first 12500 optimization iterations. Subsequently, they decayed multiplicatively at a rate of 0.99995 per training step.

#### 3.4.2. Evaluation scenarios

For this challenge, there are two evaluation scenarios. The first of those imposes relatively strict requirements on the temporal localization accuracy, the second is much more lax in this regard.

In both scenarios, the PSDS score [13] is used as measure, but the exact hyperparameters (listed in Table 2) vary per situation.

### 4. RESULTS

For the first evaluation setting, the baseline obtained a PSDS value of 0.342 on the validation data. Our best model achieved a score of 0.3609, which is only marginally better. This minor improvement can only be explained by the amplified data augmentation, not by a difference in temporal resolution between the two systems: We found the amount of pooling present in the baseline model to already be optimal for this particular scenario, and therefore, no changes were made in this regard.

For the second evaluation setting, the baseline obtained a PSDS value of 0.527 on the validation data. Our best model achieved a score of 0.7312, which is a major improvement. In this case, the changed amount of pooling - and therefore the difference in temporal resolution of the systems - plays the most significant role.
5. CONCLUSION

In this technical report, we described the systems we submitted for task 4 of the DCASE 2021 challenge and reported their results.

The best PSDS scores for the two predefined evaluation scenarios achieved by our models were 0.3609 and 0.7312 respectively.
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