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Abstract

The weak well-posedness results of the strongly damped linear wave equation and of the nonlinear Westervelt equation with homogeneous Dirichlet boundary conditions are proved on arbitrary three dimensional domains or any two dimensional domains which can be obtained by a limit of NTA domains characterized by the same geometrical constants. The two dimensional result is obtained thanks to the Mosco convergence of the functionals corresponding to the weak formulations for the Westervelt equation with the homogeneous Dirichlet boundary condition. The non homogeneous Dirichlet condition is also treated in the class of admissible domains composed of Sobolev extension domains of $\mathbb{R}^n$ with a $d$-set boundary $n - 1 \leq d < n$ preserving Markov’s local inequality. The obtained Mosco convergence also allows to approximate the solution of the Westervelt equation on an arbitrary domain by solutions on a converging sequence of domains without additional conditions on their boundary regularity in $\mathbb{R}^3$, or on a converging sequence of NTA domains in $\mathbb{R}^2$.
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1 Introduction

The influence of the boundary regularity on a wave propagation is an important question, which is open for the wave interaction with an irregular and even fractal boundary. In this article, starting by discussing the linear models, as in particular the Poisson stationary equation

$$-\Delta u = f$$

and the strong damping wave equation

$$\partial_t^2 u - c^2 \Delta u - \varepsilon \nu \Delta \partial_t u = f, \quad \varepsilon, c, \nu > 0,$$

we are mainly interesting on the nonlinear model of Westervelt equation

$$\partial_t^2 u - c^2 \Delta u - \varepsilon \nu \Delta \partial_t u = \varepsilon \alpha u \partial_t^2 u + \varepsilon \alpha (\partial_t u)^2 + f,$$

known to be able to describe the ultrasound propagation [4, 3, 2, 1]. The propagation of the ultrasonic waves in a human body in the help of the imagery techniques give us a necessity to pose boundary valued problems with boundaries of different regularity, even fractal, as soon it is known that the cancer tumors have irregular forms in the opposite of the health tissues. In this framework of bounded domains, we ask the question about the most general class of domains where it is possible to have the weak solution of the linear and nonlinear
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models with firstly Dirichlet homogeneous boundary condition and secondly with the non homogeneous one.

Let us notice that the Westervelt equation classically \cite{5, 3, 1} is presented for the perturbation of the pressure of the wave by

\[
\partial^2_t p - c^2 \Delta p - \varepsilon \nu \Delta \partial_t p = \varepsilon \frac{\gamma + 1}{c^2} \partial_t \rho \partial^2_t p \quad \gamma > 0,
\]

(1)

but for our study of its weak well-posedness in the most possible large class of domains we have modified a little bit the form of the nonlinear term. To do it, it sufficient to derive Eq. (1) once on time and pose \( u = \partial_t p \). The coefficients \( c, \nu \) and \( \gamma \) are the physical constants describing the speed of the sound in the homogeneous non perturbed medium, the viscosity coefficient and the relation of the the ratio of the heat capacities at constant pressure and at constant volume respectively. The constant \( \varepsilon \) describe the size of perturbations and of the viscosity effects \cite{6, 3, 4} and physically is very small to compare to 1 (of order \( 10^{-5} \)). We notice that the Westervelt equation is the nonlinear wave equation with the strong damping term \( \varepsilon \nu \Delta \partial_t u \), which actually changes \cite{7} the finite speed propagation of the linear wave equation to the infinite as for the heat type equations. Indeed, the linear part of the Westervelt equation can be viewed as two compositions of the heat operator \( \partial_t - \Delta \) in the following way:

\[
\partial^2_t u - c^2 \Delta u - \varepsilon \nu \Delta \partial_t u = \partial_t (\partial_t u - \varepsilon \nu \Delta u) - c^2 \Delta u.
\]

Using the spectral properties of the Dirichlet Laplacian known for an arbitrary domain \cite{8}, by the usual Galerkin method it follows the weak well-posedness of the Dirichlet homogeneous problem for the linear wave equation in an arbitrary bounded domain \cite{5}. We develop this method to obtain the analogous result for the strongly damped wave equation (see Section 5 and Ref. \cite{2} for the analogous result for the mixed boundary conditions).

The well-posedness results and the regularity of the solutions of the linear strongly damped wave equation and the non-linear Westervelt equation on regular domains, typically with at least a \( C^2 \) boundary, is well known \cite{9, 10, 11, 12, 13}. The advantage to work with a such regular boundaries is to enjoy the fact that more the initial data are regular more the solution is regular up to the boundary. In particular, the \( C^1 \) boundary regularity allows to work with the Sobolev space \( H^2 \) in the domain of Laplacian \cite{8}, but it is no more possible in a non convex case of a Lipschitz boundary \cite{14}, where we only have access to \( H^1 \).

In the framework of weak solutions on an arbitrary bounded domain \( \Omega \subset \mathbb{R}^n \), the homogeneous Dirichlet boundary valued problem for the Poisson equation is understood in the following variational form

\[
\forall v \in H^1_0(\Omega) \quad \int_{\Omega} \nabla u \nabla v \, dx = \int_{\Omega} f v \, dx,
\]

(2)

in which there is no any boundary influence and to obtain the unique weak solution \( u \in H^1_0(\Omega) \) it suffices to apply the Riesz representation theorem. Moreover, thanks to Evans \cite{15} Theorem 2 p. 304 and Theorem 3 p. 316 we have (even for solutions in \( H^1(\Omega) \) and thus for different boundary conditions) the interior regularity of the weak solution, i.e., the fact that for a subset \( V \) compactly included in \( \Omega \), \( V \subset \subset \Omega \), the solution on \( \Omega \) has on \( V \) the same regularity as for a domain with regular boundaries. For instance, if \( f \in C^\infty(\Omega) \) then \( u \in C^\infty(\Omega) \cap H^1(\Omega) \). So, for any domain \( \Omega \) with a boundary as “bad” as we want, a fractal, a fractal tree, a domain with cusps and ctr., the weak solution of (2) is in \( C^\infty(\Omega) \) for the same regularity of \( f \). The key point here that \( \Omega \) is open.

The question is whether on less regular domains we can have a weak solution which is continuous or \( C^1 \) up to the boundary. The examples of Arendt and Elst \cite{16} show that problems appear for the definition of the trace as soon as the boundary is not \( C^1 \). The property to be in \( C(\bar{\Omega}) \) is much more restrictive than just to be \( C(\Omega) \), since the continuity on a compact requires from \( u \) to be bounded and equicontinuous, and does not hold for arbitrary shapes of \( \partial \Omega \) \cite{17}. By results of Nyström \cite{18} the necessary condition for \( \Omega \)
is to be a non-tangentially accessible domain (a NTA domain, see Definition 4 and also Ref. [19]). In addition Nyström [18] showed that for von Koch’s snowflake \( \Omega \) (which is actually an example of a NTA domain) the weak solution \( u \in H^2_0(\Omega) \cap C^\infty(\Omega) \) of (2) for all \( f \in D(\Omega) \) non negative and non identically zero is continuous up to the boundary \( u \in C(\bar{\Omega}) \), but \( u \notin H^3(\Omega) \). However it holds for the convex polygonal domains [14]. The convexity condition does not allow the incoming angles, which creates the singularities.

An other important question is whether the solutions of the Poisson problem with the homogeneous Dirichlet boundary condition belong to \( C(\Omega) \cap L^\infty(\Omega) \) (a weaker condition than to be continuous up to the boundary) with an estimate of the form:

\[
\|u\|_{L^\infty(\Omega)} \leq C\|f\|_{L^2(\Omega)}. \tag{3}
\]

By Nyström [18] the answer is positive in dimension \( n = 2 \) in the class of the NTA domains. By Xie [20] it is also positive for the three dimensional case considering the solutions of (2) in arbitrary domains. In Section 3 we precise the constant dependence in estimates obtained by Nyström [18], which is important for the uniform boundness of a sequence of solutions \( (u_m)_{m \in \mathbb{N}} \) independently on the shape of \( \Omega_m \). This kind of uniform estimates are crucial to obtain the Mosco convergence for functionals coming from the definition of the weak solutions of the Westervelt equation (see Section 7). In Section 6 we study the weak well posedness of the Westervelt equation. As the method used to prove the weak well posedness of the Westervelt equation with the homogeneous Dirichlet boundary condition is based on the properties of the linear problem and in particular uses estimate (3), we also obtain it for an arbitrary domain in \( \mathbb{R}^3 \) and for a NTA domain in \( \mathbb{R}^2 \) by applying the abstract theorem of nonlinear functional analysis of Sukhinin [21] (see Theorem 15). This theorem was previously successively applied in different frameworks for the Westervelt equation [4, 2, 3], for the heat [22] and the abstract [23, 24] nonlinear equations. The interest of its application is to be able to give a sharp estimate of the smallness of the initial data and of the source term, and in the same time to estimate the bound of the corresponding solution of the Westervelt equation in the space of solutions for the linear problem (see Theorem 16). Hence, we prove the existence and uniqueness of a global in time weak solution of the Westervelt equation on an arbitrary domain in \( \mathbb{R}^3 \) and on a NTA domain in \( \mathbb{R}^2 \) with the homogeneous Dirichlet condition. Thanks to the Mosco convergence of functionals defining the weak solutions of the Westervelt equation, in Section 7 we improve this well posedness result in \( \mathbb{R}^2 \) showing that it holds on all arbitrary domains of \( \mathbb{R}^2 \) which can be considered as a limit of a sequence of NTA domains with uniform geometrical constants (see Definition 4 and Theorem 21).

But if we consider the nonhomogeneous Dirichlet boundary condition, for example for the Poisson equation

\[
\begin{cases}
-\Delta u = f \text{ in } \Omega \\
u|_{\partial \Omega} = 0 \text{ on } \partial \Omega,
\end{cases}
\tag{4}
\]

the notions as the trace and extension operators become very important. By the standard schema, assuming that there exists \( g^* \in H^1(\Omega) \) such that the trace of \( g^* \) to \( \partial \Omega \) is \( g \) (attention must be paid to the definition of the trace), we may prove with the Riesz representation theorem that for \( f \in L^2(\Omega) \), \( g^* \in H^1(\Omega) \), there exists a unique \( u \in H^1(\Omega) \) such that \(-\Delta u = f \) in the sense of distributions and \( u - g^* \in H^1_0(\Omega) \). In other words we need to define the trace of an element of \( H^1(\Omega) \) on the boundary and to ensure the existence of such an extension \( g^* \) satisfying \( u = g \) on \( \partial \Omega \). This turns in two necessary assumptions:

1. \( \Omega \) is the \( H^1 \)-Sobolev extension domain [25], i.e. there exists a bounded linear extension operator \( E : H^1(\Omega) \to H^1(\mathbb{R}^n) \). This means that for all \( u \in H^1(\Omega) \) there exists an \( v = Eu \in H^1(\mathbb{R}^n) \) with \( v|_{\Omega} = u \) and it holds

\[
\|v\|_{H^1(\mathbb{R}^n)} \leq C\|u\|_{H^1(\Omega)} \quad \text{with a constant } C > 0.
\]

2. there exists a bounded linear trace operator \( \text{Tr} : H^1(\mathbb{R}^n) \to \text{Im}(\text{Tr}(H^1(\mathbb{R}^n))) \subset L^2(\partial \Omega) \) with a linear bounded right inverse operator \( \text{Ext} : \text{Im}(\text{Tr}(H^1(\mathbb{R}^n))) \to H^1(\mathbb{R}^n) \) such that \( \text{Tr}(\text{Ext} g) = g \) on \( \partial \Omega \).
By the composition of these two assumptions we obtain that the trace operator $\text{Tr} : H^1(\Omega) \to \text{Im}(\text{Tr}(H^1(\Omega))) \subset L^2(\partial\Omega)$ is linear and bounded with a linear bounded right inverse. A domain satisfying these two assumptions gives an example of an admissible domain [26] or of a Sobolev admissible domain [27] (see Definition 7).

For the well-posedness of the nonhomogeneous Dirichlet boundary value problem for the Poisson equation if $\partial\Omega$ is regular enough, see for example Raviart-Thomas [28]), for the Lipschitz boundary see Marschall [29], for the case of bounded $(\varepsilon, \infty)$-domains with a $d$-set boundary $(n - 2 < d < n)$ see Jonsson-Wallin [30] and for more general admissible domains also requiring a $d$-set boundary see Arfi-Rozanova-Pierrat [26] (for the definitions see Section 39). But, if we modify the definition of the image of the trace operator following Ref. [31], the problem can be also solved for more general boundaries, not necessary of a fixed dimension in the generalized framework of Sobolev admissible domains of Rozanova-Pierrat [27] and which was used for the mixed boundary valued problem of the Westervelt equation in Ref. [3] (see Theorem 7). We discuss these results in Section 3 introducing the necessary functional framework as the generalization of the trace operator in the sense of special Besov spaces in Section 2.

Having this trace generalization, we have the Green formula and integration by parts in the usual way in the sense of a linear continuous forms, but this time not on $H^{1/2}(\partial\Omega)$, but on the Besov space $[32, 33, 26, 27]$. In Section 2 we also define the general framework of the admissible domains and the useful results from Ref. [26]. In $\mathbb{R}^2$ the admissible domains are the NTA domains with a $d$-set boundary $1 \leq d < 2$ satisfying local Markov’s inequality, but in $\mathbb{R}^3$ the class becomes more general. In Section 3, as was mentioned, we improve the results of Nyström [18] showing explicitly the constant dependence in the corresponding estimates (see Theorem 10 and Corollary 2).

In addition in Section 4 we notice that the analogous results as in Refs. [9, 12] on the well-posedness of the Westervelt equation developed for bounded domains with a regular $C^2$ boundary can be obtained on admissible domains with a $d$-set boundary satisfying the local Markov inequality. The key point is the proof of the necessary estimates given in Proposition 2 which updates the analogous estimates of Refs. [9, 12] making possible their approach. In the same way, thanks to Ref. [14] the results of well-posedness in Refs. [9, 10, 11, 12] found initially for a regular $C^2$ boundary can be extended without modifications for convex polygonal domains in $\mathbb{R}^2$.

Using results of Sections 2 and 3 we firstly prove the global in time weak well-posedness result for the strongly damped wave equation on arbitrary domains for the homogeneous Dirichlet boundary condition in Subsection 5.1.1 (using the Galerkin method and thanks to the Poincaré inequality) and then establish the maximal regularity result using the domain of the weak Dirichlet Laplacian in Subsection 5.2.1. The analogous maximal regularity result on the admissible domains for the nonhomogeneous Dirichlet conditions is given in Subsection 5.2.2. Basing on the properties for the linear model, we prove the global in time well-posedness of the Westervelt equation on arbitrary domains in $\mathbb{R}^3$ and on admissible domains in $\mathbb{R}^2$ for the homogeneous Dirichlet condition in Subsection 6.1. The nonhomogeneous Dirichlet condition is treated in Subsection 6.2 on admissible domains.

In Section 7 for the homogeneous Dirichlet boundary condition we improve the well posedness result for the Westervelt equation obtained on NTA two dimensional domains to the arbitrary domains which can be approximated by NTA domains with uniform geometrical constants $M$ and $r_0$ (see Definition 4). This result is related with the possibility of the approximation of the solution of the Westervelt equation on a fixed arbitrary domain $\Omega$ (in $\mathbb{R}^3$) or NTA domain in $\mathbb{R}^2$ by a sequence of solutions on a sequence of domains of the same type (arbitrary or NTA domains with uniform geometrical constants $M$ and $r_0$ (see Theorem 1)). For a sequence of such domains $(\Omega_m)_{m \in \mathbb{N}}$ converging to $\Omega$ in sense of Definition 11 we prove the Mosco convergence of functionals coming from the weak formulations for the Westervelt problem (see Theorem 20). The notion of the Mosco convergence $(M\text{-convergence})$ for functionals was initially introduced in Ref. [34]. It implies the weak convergence of the uniformly bounded (on $m$) sequence of the weak solutions of the West-
ervelt problems on $\Omega_m$ to the weak solution on $\Omega$ (see Theorem 21). This kind of arbitrary approximation or the approximation in the same class of domains is common to the shape optimization techniques [35, 36]. We also notice, see for instance p. 113 in Ref. [37], that $M$-convergence is related with $\gamma$-convergence.

## 2 Main definitions and the functional framework.

The question to be able to solve the Poisson equation on the most general domain is related with the developing of the extension theory and the definition of the trace on a subset of $\mathbb{R}^n$.

Firstly Calderon-Stein [38, 39] states that every Lipschitz domain $\Omega$ is a Sobolev extension domain. Next result is due to Jones [40], which established that every $(\varepsilon, \infty)$-domain is a Sobolev extension domain and that this class of domains is optimal in $\mathbb{R}^2$: a simply connected plane domain is a Sobolev extension domain if and only if it is an $(\varepsilon, \infty)$-domain. For reader’s convenience we give the definition of the $(\varepsilon, \delta)$-domain:

**Definition 1** $(\varepsilon, \delta)$-domain. An open connected subset $\Omega$ of $\mathbb{R}^n$ is an $(\varepsilon, \delta)$-domain, $\varepsilon > 0$, $0 < \delta \leq \infty$, if whenever $(x, y) \in \Omega^2$ and $|x - y| < \delta$, there is a rectifiable arc $\gamma \subset \Omega$ with length $\ell(\gamma)$ joining $x$ to $y$ and satisfying

1. $\ell(\gamma) \leq \frac{|x - y|}{\varepsilon}$ and

2. $d(z, \partial \Omega) \geq \varepsilon |x - z| \frac{|y - z|}{|x - y|}$ for $z \in \gamma$.

Next important definition for the Sobolev extension domains is the definition of a $d$-set:

**Definition 2** (Ahlfors $d$-regular set or $d$-set [41, 42, 43, 44]). Let $F$ be a Borel non-empty subset of $\mathbb{R}^n$. The set $F$ is called a $d$-set $(0 < d \leq n)$ if there exists a $d$-measure $\mu$ on $F$, i.e. a positive Borel measure with support $F$ $(\text{supp} \mu = F)$ such that there exist constants $c_1, c_2 > 0$,

$$c_1 r^d \leq \mu(F \cap B_r(x)) \leq c_2 r^d, \quad \text{for } \forall x \in F, \ 0 < r \leq 1,$$

where $B_r(x) \subset \mathbb{R}^n$ denotes the Euclidean ball centered at $x$ and of radius $r$.

Thanks to Proposition 1, p. 30 from Ref. [41] all $d$-measures on a fixed $d$-set $F$ are equivalent. Hence it is also possible to define a $d$-set by the $d$-dimensional Hausdorff measure $m_d$, which in particular implies that $F$ has Hausdorff dimension $d$ in the neighborhood of each point of $F$ (see p. 33 of Ref. [41]). Let us make attention on the following two examples

- In $\mathbb{R}^n$, Lipschitz domains and regular domains are $d$-sets with $(n-1)$-sets as boundaries.

- In $\mathbb{R}^n$, the $(\varepsilon, \delta)$ domains are $d$-sets with a possibly fractal $d$-set boundary [41].

There is also a notion of the Non Tangentially Accessible (NTA) domains introduced in Ref. [19], which use the definition of Harnack chain:

**Definition 3** (Harnack chain [19]). An $M$ non-tangential ball in a domain $\Omega$ is a ball $B(A, r)$ in $\Omega$ whose distance from $\partial \Omega$ is comparable to its radius:

$$Mr > d(B(A, r), \partial \Omega) > M^{-1}r.$$ 

For $P_1, P_2$ in $\Omega$, a Harnack chain from $P_1$ to $P_2$ in $\Omega$ is a sequence of $M$ non-tangential balls such that the first ball contains $P_1$, the last contains $P_2$, and such that consecutive balls have non empty intersections.

**Definition 4** (NTA domain [19]). A bounded domain $\Omega \subset \mathbb{R}^n$ is called NTA when there exists constants $M$ and $r_0$ such that:
1. Corkscrew condition: For any \( Q \in \partial \Omega, r < r_0 \), there exists \( A = A_r(Q) \in \Omega \) such that \( M^{-1}r < |A - Q| < r \) and \( d(A, \partial \Omega) > M^{-1}r \).

2. \( \mathbb{R}^n \setminus \overline{T} \) satisfies the Corkscrew condition.

3. Harnack chain condition: If \( \epsilon > 0 \) and \( P_1 \) and \( P_2 \) belongs to \( \Omega \), \( d(P_j; \partial \Omega) > \epsilon \) and \( |P_1 - P_2| < C \epsilon \), then there exists a Harnack chain from \( P_1 \) to \( P_2 \) whose length depends on \( C \) and not on \( \epsilon \).

The relation between the NTA and \((\epsilon, \delta)\)-domains are given by the following theorem:

**Theorem 1.** ([55]) If \( \Omega \) is a bounded NTA domain characterized by \( M \) and \( r_0 \), then \( \Omega \) is an \((\epsilon, \delta)\)-domain with \( \epsilon \) and \( \delta \) characterized by \( M \) and \( r_0 \) only.

Let us characterize the geometry of the NTA domains in the plane. There is a close connection between NTA domains and the theory of quasi-conformal mappings. By a quasicircle is understood the image of a circle by a quasi-conformal mapping. A domain bounded by a quasicircle is called a quasidisc. For the theory on quasi-conformal mappings we can refer to Refs. [46] and [47] for example.

**Definition 5.** A simple closed curve in the plane is said to satisfy Ahlfors’ three point condition if for any points \( z_1, z_2 \) of the curve and any \( z_3 \) on the arc between \( z_1 \) and \( z_2 \) of smaller diameter the distance between \( z_1 \) and \( z_2 \) is bounded by a constant times the distance between \( z_1 \) and \( z_3 \).

We thus deduce the following theorem:

**Theorem 2.** Let \( \Omega \) be a bounded simply connected subset of the plane. Then the following statements are equivalent:

1. \( \Omega \) is a quasidisc.
2. \( \partial \Omega \) satisfies the Ahlfors’ three point condition.
3. \( \Omega \) is an NTA domain.
4. \( \Omega \) is a Sobolev extension domain.

**Proof.** (1) \(\Leftrightarrow\) (2) is due to Ref. [48] and (1) \(\Leftrightarrow\) (3) is due to Ref. [49]. (1) \(\Leftrightarrow\) (4) follows from Ref. [40].

Going back to the Sobolev extension results, Jones also mentioned that there are no equivalence between the Sobolev extension domain and the \((\epsilon, \infty)\)-domains in \( \mathbb{R}^3 \), i.e. there are Sobolev extension domains which are not \((\epsilon, \infty)\)-domains. This question was solved by Hajłasz and al. [25] for Sobolev spaces \( W_p^k(\Omega) \) with \( k \in \mathbb{N}^* \) and \( 1 < p < \infty \) giving the optimal class of the Sobolev extension domains in \( \mathbb{R}^n \). It consists of all \( n \)-sets \( (i.e. d \text{-sets with } d = n) \) on which the Sobolev space is equivalent to the space \( C_p^k(\Omega) \) of the sharp functions of the same regularity:

\[
C_p^k(\Omega) = \{ f \in L^p(\Omega) \mid f^{k,\Omega}_{\ast}(x) = \sup_{r>0} r^{-k} \inf_{P \in \mathcal{P}^{k-1}} \frac{1}{\lambda(B_r(x))} \int_{B_r(x) \cap \Omega} |f - P| \, dy \in L^p(\Omega) \}
\]

with the norm \( \| f \|_{C_p^k(\Omega)} = \| f \|_{L^p(\Omega)} + \| f_{\ast,\Omega}^k \|_{L^p(\Omega)} \) and with the notation \( \mathcal{P}^{k-1} \) for the space of polynomials on \( \mathbb{R}^n \) of degree less or equal \( k - 1 \). More precisely, it holds

**Theorem 3** (Sobolev extension [50]). For \( 1 < p < \infty \), \( k = 1, 2, \ldots \) a domain \( \Omega \subset \mathbb{R}^n \) is a \( W_p^k \)-extension domain if and only if \( \Omega \) is an \( n \)-set and \( W_p^k(\Omega) = C_p^k(\Omega) \) (in the sense of equivalent norms).
Thanks, for instance, to Ref. [41] it is possible to define the trace of a regular distribution point wise. More precisely, for an arbitrary open set \( \Omega \) of \( \mathbb{R}^n \) the trace operator \( \text{Tr} \) is defined for \( u \in L_{\text{loc}}(\Omega) \) by

\[
\text{Tr}(x) = \lim_{r \to 0} \frac{1}{\lambda(\Omega \cap B_r(x))} \int_{\Omega \cap B_r(x)} u(y) \, d\lambda,
\]

where \( \lambda \) is the \( n \)-dimensional Lebesgue measure and \( B_r(x) \) is the Euclidean ball centered at \( x \) of radius \( r \). The trace operator \( \text{Tr} \) is considered for all \( x \in \Omega \) for which the limit exists. By [43, 41] it is known that, if \( \partial \Omega \) is a \( d \)-set with a positive Borel \( d \)-measure \( \mu \) with \( \text{supp} \mu = \partial \Omega \), the limit in (5) exists \( \mu \)-a.e. for \( x \in \partial \Omega \).

In addition it is possible to define the trace operator as a linear continuous operator from a Sobolev space on \( \Omega \) to a Besov space on \( \partial \Omega \) which is its image, \( \text{i.e.} \) there exists the right inverse extension \( E_{\partial \Omega \to \Omega} \) operator and \( \text{Tr}(E_{\partial \Omega \to \Omega}) = u \in \text{Im}(\text{Tr}) \). The image of \( \text{Tr}(H^1(\Omega)) \) in this case is the Besov space \( B^{\alpha,p}_N(\partial \Omega) \) with \( \alpha = 1 - \frac{n-d}{2} > 0 \) [43, 41]. From where we obtain the restriction on the dimension of the boundary: \( n - 2 < d < n \). By the way, for a connected boundary of a bounded domain the case \( n - 2 < d < n - 1 \) is impossible, so it is more realistic to impose \( n - 1 \leq d < n \).

Let us notice that if the image of the trace is a Besov space with \( \alpha < 1 \) then we don’t need to have any additional geometrical restrictions on the boundary to have the continuity and the surjective property of the trace. But if \( \alpha \geq 1 \) we need to ensure [51, 2.1] that there exists a bounded linear extension operator of the Hölder space \( C^{k-1,\alpha-k+1}(\partial \Omega) \) to the Hölder space \( C^{k-1,\alpha-k+1}(\mathbb{R}^n) \), where for \( k \in \mathbb{N} \), \( k-1 < \alpha < k \) (see also p. 2 Ref. [41]). This extension of Hölder spaces allows [39] to show the existence of a linear continuous extension of the Besov space \( B^{\alpha,p}_N(\partial \Omega) \) on \( \partial \Omega \) to the Sobolev space \( W^k_p(\mathbb{R}^n) \) with \( \alpha = k - \frac{n-d}{p} \geq 1 \) and \( k \geq 2 \). To be able to ensure it, we need additionally to assume that the boundary \( \partial \Omega \) preserves the Markov local inequality [41] (see Ref. [27] for a detailed discussion).

**Definition 6** (Markov’s local inequality). A closed subset \( V \) in \( \mathbb{R}^n \) preserves Markov’s local inequality if for every fixed \( k \in \mathbb{N}^* \), there exists a constant \( c = c(V,n,k) > 0 \), such that

\[
\max_{V \cap B_r(x)} |\nabla P| \leq c \max_{V \cap B_r(x)} |P|
\]

for all polynomials \( P \in \mathcal{P}_k \) and all closed balls \( B_r(x), x \in V \) and \( 0 < r \leq 1 \).

The geometrical characterization of sets preserving Markov’s local inequality was initially given in Ref. [52] (see Theorem 1.3) and can be simply interpreted as sets which are not too flat anywhere. Smooth manifolds in \( \mathbb{R}^n \) of dimension less than \( n \), for instance a sphere, are examples of “flat” sets not preserving Markov’s local inequality, but any \( d \)-set with \( d > n - 1 \) preserves it, as all \( \mathbb{R}^d \). In the case \( \alpha < 1 \) (hence \( k = 1 \)) the local Markov inequality (see Definition 6) is trivially satisfied on all closed sets of \( \mathbb{R}^n \), and hence we do not need to impose it [30, p. 198]. Moreover, we able to consider more general boundaries if we modify the definition of the image of the trace [27] thanks to Ref. [31].

As detailed in Refs. [31, 53] (see also Refs. [27, 2]) we can consider Borel positive measures \( \mu \) with a support \( \text{supp} \mu = \partial \Omega \), which satisfy for some constants \( c > 0 \) and \( c' > 0 \)

\[
c' r^s \leq \mu(B_r(x)) \leq c r^d, \quad x \in \partial \Omega, \quad 0 < r \leq 1.
\]

We see that for \( d = s \), the measure \( \mu \) is a \( d \)-measure (see Definition 2). For this general measure \( \mu \) supported on a closed subset \( \partial \Omega \subset \mathbb{R}^n \), which is actually a boundary of a domain \( \Omega \) and hence at least \( n - 1 \)-dimensional, it is possible, thanks to Ref. [31], to define the corresponding Lebesgue spaces \( L^p(\partial \Omega) \) and Besov spaces \( B^{p,p}_n(\partial \Omega) \) (the norm is different to the norm of \( B^{p,p}_n(\partial \Omega) \) constructed on \( d \)-sets) in a such way that we have our second assumption on the operator of the trace mapping \( W^1_p(\Omega) \) with \( 1 < p < \infty \) onto \( B^{p,p}_n(\partial \Omega) \) (to compare with Theorem 6 Ref. [27]). This is a particular case of Theorem 1 from Ref. [31].
The spaces $\tilde{B}_1^{\alpha,p}(\partial\Omega)$, $B_1^{\alpha,p}$, $B_1^{\alpha,p}$, $B_{1-\frac{d}{p}}^{\alpha,p}(\partial\Omega)$ are Banach spaces, while $\tilde{B}_1^{2,2}(\partial\Omega)$, $B_1^{2,2}$ are Hilbert spaces. It is important to notice that for a $d$-set boundary $\partial\Omega$ the space $\tilde{B}_1^{\alpha,p}(\partial\Omega)$ is equivalent to the Besov space $B_1^{\alpha,p}(\partial\Omega)$ with $0 < \alpha = 1 - \frac{d}{p} < 1$ (see Ref. [31]). In addition if $d = s = n - 1$, the trace space of $H^1(\Omega)$, as it also mentioned in Ref. [33], is given by the Besov space with $\alpha = \frac{1}{2}$ which coincide with $H^2(\partial\Omega)$:

$$\tilde{B}_1^{2,2}(\partial\Omega) = B_1^{2,2}(\partial\Omega) = H^2(\partial\Omega)$$

as usual in the case of the classical results [54, 55] for Lipschitz boundaries.

Here in this article, to be able to use the regular boundary conditions with $g$ as the trace of an element of $H^2(\Omega)$, we are more interested to stay in the framework of admissible domains introduced in Ref. [26] and thus to work with the $d$-set boundaries preserving Markov’s local inequality, what is the case for $n - 1 < d < n$. Since Theorem 1 from Ref. [31] can be applied only for $H^2(\Omega)$ with $\frac{d}{p} - 1 < \beta \leq 1 + \frac{d}{p}$ with $s \geq d \geq n - 1$, the case $H^2(\Omega)$ never occurs. Nevertheless, for weak solutions only in $H^1(\Omega)$ there is no problem.

**Definition 7** (Admissible domain). Let $n - 1 \leq d < n$, $1 < p < \infty$ and $k \in \mathbb{N}^*$. A domain $\Omega \subset \mathbb{R}^n$ is called admissible if it is a bounded Sobolev extension domain, i.e. an $n$–set for which $W^{k,p}(\Omega) = C^k_p(\Omega)$ as set with equivalent norms, with a $d$–set boundary $\partial\Omega$ preserving local Markov’s inequality.

Thanks to Theorem 1 for the plane bounded simply connected domains the admissible domains are equivalent to the NTA domains with a $d$-set boundary preserving local Markov’s inequality for $1 \leq d < 2$.

Now, let us recall the trace theorem from Ref. [26].

**Theorem 4.** [[56]] Let $1 < p < +\infty$, $k \in \mathbb{N}^*$ be fixed. Let $\Omega$ be an admissible domain in $\mathbb{R}^n$. Then for $\beta = k - \frac{d}{p} > 0$, the following trace operators

1. $\text{Tr}: W^{k,p}(\mathbb{R}^n) \to B_\beta^{p,p}(\partial\Omega)$,
2. $\text{Tr}_\Omega: W^{k,p}(\mathbb{R}^n) \to W^{k,p}(\Omega)$,
3. $\text{Tr}_{\partial\Omega}: W^{k,p}(\Omega) \to B_\beta^{p,p}(\partial\Omega)$

are linear continuous and surjective with linear bounded right inverse, i.e. extension, operators $E: B_\beta^{p,p}(\partial\Omega) \to W^{k,p}(\mathbb{R}^n)$, $E_\Omega: W^{k,p}(\Omega) \to W^{k,p}(\mathbb{R}^n)$, $E_{\partial\Omega}: B_\beta^{p,p}(\partial\Omega) \to W^{k,p}(\Omega)$.

The definition of the Besov space $B_\beta^{p,p}(\partial\Omega)$ on a close $d$-set $\partial\Omega$ can be found, for instance, in Ref. [41] p.135. The next proposition was shown in Ref. [26] with the help of Ref. [32].

**Proposition 1** (Green formula). Let $\Omega$ be an admissible domain in $\mathbb{R}^n$ ($n \geq 2$). Then for all $u, v \in H^1(\Omega)$ with $\Delta u \in L_2(\Omega)$ it holds the Green formula

$$\langle \frac{\partial u}{\partial n} , \text{Tr}(v) \rangle_{(H^{2,2}_\beta(\partial\Omega), H^{2,2}_{\beta'}(\partial\Omega))} := \int_{\Omega} v \Delta u \, dx + \int_{\Omega} \nabla u \nabla v \, dx,$$

where $\beta = 1 - \frac{d}{p} > 0$ and the Besov space $B_\beta^{2,2}(\partial\Omega)$ and dual Besov space $(B_\beta^{2,2}(\partial\Omega))' = B_{-\beta}^{2,2}(\partial\Omega)$.

From [26] it is also known the generalization of the Rellich-Kondrachov theorem in the class of the Sobolev extension domains.

**Theorem 5** (Sobolev’s embeddings). Let $\Omega \subset \mathbb{R}^n$ be a bounded $n$–set with $W^{k,p}_l(\Omega) = C^k_p(\Omega)$, $1 < p < +\infty$, $k, l \in \mathbb{N}^*$. Then there hold the following compact embeddings

1. $W^{k+l,p}(\Omega) \subset W^{l,p}(\Omega)$,
2. $W^{k,p}(\Omega) \subset \subset L^q(\Omega)$,

with $q \in [1,+\infty]$ if $kp = n$, $q \in [1,+\infty]$ if $kp > n$, and with $q \in \left[1, \frac{pn}{n-kp}\right]$ if $kp < n$. Moreover, if $kp < n$ the embedding

$$W^{k,p}(\Omega) \hookrightarrow L^{n-kp}(\Omega)$$

is continuous.

The Poincaré inequality stays true on bounded arbitrary domain:

**Theorem 6** (Poincaré’s inequality). Let $\Omega \subset \mathbb{R}^n$ with $n \geq 2$ be a bounded domain. For all $u \in W_0^{1,p}(\Omega)$ with $1 \leq p < +\infty$, there exists $C > 0$ depending only on $\Omega$, $p$ and $n$ such that

$$\|u\|_{L^p(\Omega)} \leq C \|
abla u\|_{L^p(\Omega)}.$$

Therefore the semi-norm $\|\cdot\|_{W^{1,p}_0(\Omega)}$, defined by $\|u\|_{W^{1,p}_0(\Omega)} := \|
abla u\|_{L^p(\Omega)}$, is a norm which is equivalent to $\|\cdot\|_{W^{1,p}_0(\Omega)}$ on $W^{1,p}_0(\Omega)$.

Moreover, if $\Omega$ a bounded $n$-set with $W^{1,p}_0(\Omega) = C^1_p(\Omega)$, $1 < p < +\infty$, for all $u \in W^{1,p}(\Omega)$ there exists $C > 0$ depending only on $\Omega$, $p$ and $n$ such that

$$\left\| u - \frac{1}{\lambda(\Omega)} \int_{\Omega} u \, d\lambda \right\|_{L^p(\Omega)} \leq C \|
abla u\|_{L^p(\Omega)}.$$

**Proof.** The result for $u \in W^{1,p}_0(\Omega)$ comes from the boundness of $\Omega$. The result for $u \in W^{1,p}(\Omega)$ comes from the compactness of the embedding $W^{1,p}_0(\Omega) \subset \subset L^p(\Omega)$ from Theorem 5 and following for instance the proof in Ref. [6] (see section 5.8.1 Theorem 1).

## 3 Regularity results on arbitrary domains for the Poisson equation.

In a way, the theorems coming from Ref. [26] show that the functions space on admissible domain share a lot of property with the same function spaces considered on regular domains or domains with Lipschitz boundary. Nevertheless difference on the regularity of solutions occur when we consider partial differential equation even as simple as the Poisson equation on admissible domains. Using the results from Ref. [26] extending the results from Ref. [30] on $(\varepsilon, \delta)$—domains, we have the following well-posedness result for the Laplace equation.

**Theorem 7.** Let $\Omega$ be a bounded Sobolev admissible domain in $\mathbb{R}^n$ $(n \geq 2)$ in the sense of Refs.[2, 27]: it is a Sobolev extension domain with a boundary defined by the support of a Borel measure satisfying (6) with $n-1 \leq d \leq s < n$. Then for all given $f \in L^2(\Omega)$ and $g \in H^{2,2}_0(\partial \Omega)$ the Poisson problem (4) has a unique weak solution $u \in H^1(\Omega)$ in the following sense

$$\forall v \in H^1_0(\Omega), \quad \int_{\Omega} \nabla u \nabla v = \int_{\Omega} f v \quad \text{and} \quad Tr_{\partial \Omega} u = g.$$

Furthermore, the mapping $\{f,g\} \mapsto u$ is a bounded linear operator from $L^2(\Omega) \times H^{2,2}_0(\partial \Omega)$ to $H^1(\Omega)$.

**Proof.** First we use the right inverse of the trace operator $E_{\partial \Omega} : H^{2,2}_0(\partial \Omega) \rightarrow H^1(\Omega)$, which is bounded [2, 27], to obtain $\overline{g} \in H^1(\Omega)$ such that $Tr_{\partial \Omega} \overline{g} = g$ and $\|g\|_{H^1(\Omega)} \leq C\|g\|_{H^{2,2}_0(\partial \Omega)}$, with $C > 0$. Then the desired solution $u$ of the Poisson problem (4) is defined as $u = w + \overline{g}$, where $w \in H^1_0(\Omega)$ satisfies

$$\forall v \in H^1_0(\Omega), \quad \int_{\Omega} \nabla w \nabla v = \int_{\Omega} f v - \int_{\Omega} \nabla \overline{g} \nabla v.$$
The application of the Lax-Milgram theorem with the Poincaré inequality implies the existence and uniqueness of a such \( w \) and we can easily deduce the boundness of the mapping \( \{f, g\} \mapsto u \) thanks to the estimate

\[
\|w\|_{H^1(\Omega)} \leq C_1 \|\nabla w\|_{L^2(\Omega)} \leq C_2 \|f\|_{L^2(\Omega)} + \|\nabla g\|_{L^2(\Omega)},
\]

with constants \( C_1 > 0 \) and \( C_2 > 0 \).

Let us also notice that as \(-\Delta\) with homogeneous Dirichlet data is a symmetric elliptic operator. Since on arbitrary domain the embedding of \( H^1_0(\Omega) \) into \( L^2(\Omega) \) is compact, thanks to Ref. [8] (Section 6.5.1 p. 334) the spectral problem for \(-\Delta\) can be posed on an arbitrary bounded domain to the usual properties: to have at most countable number of eigenvalues, of finite multiplicity and strictly positive, associated with eigenfunctions forming an orthonormal basis of \( L^2(\Omega) \). As it was mentioned in the Introduction, the regularity of the source \( f \) implies [8] the interior regularity of the weak solution of the Poisson problem \( u \) independently of the shape of \( \partial \Omega \). The question of global regularity up to the boundary is solved for regular boundaries [8] \( \partial \Omega \) of class \( C^{m+1/2} \) for \( f \in H^m(\Omega) \) for \( m \in \mathbb{N} \), then the solution of the homogeneous Dirichlet Poisson problem \( u \in H^{m+2}(\Omega) \cap H^1_0(\Omega) \) and satisfies the estimate

\[
\|u\|_{H^{m+2}(\Omega)} \leq C\|f\|_{H^m(\Omega)}
\]

with the constant \( C > 0 \) depending only on \( m, \Omega \). The work of Grisvard [14] tells us that in dimension \( n = 2 \) this result is also true for convex polygonal domains. But [18] this is no longer true for domains with a fractal boundary even if the data \( f \) is very regular. In the general case we never have the weak solutions from \( H^2(\Omega) \), but only from \( H^{m}_{0,\text{loc}}(\Omega) \).

However a weaker regularity property \( u \in C(\Omega) \cap L^{\infty}(\Omega) \) can be still considered. In dimension \( n = 3 \) we have the next theorem:

**Theorem 8.** [30] Let \( \Omega \) be an arbitrary open set in \( \mathbb{R}^3 \). If \( u \in H^1_0(\Omega) \) and \( \Delta u \in L^2(\Omega) \), then

\[
\|u\|_{L^{\infty}(\Omega)} \leq \frac{1}{\sqrt{2\pi}} \|\nabla u\|_{L^2(\Omega)}^{1/2} \|\Delta u\|_{L^2(\Omega)}^{1/2}.
\]

The constant \( \frac{1}{\sqrt{2\pi}} \) is the best possible for all \( \Omega \).

Using Theorems 7 and 8 with the interior regularity results of Evans we deduce the following result:

**Corollary 1.** Let \( \Omega \) be a bounded arbitrary domain in \( \mathbb{R}^3 \). Assume \( f \in L^2(\Omega) \). Suppose furthermore that \( u \in H^1_0(\Omega) \) is the weak solution of the Poisson problem (4) with \( g = 0 \). Then

\[
\|\nabla u\|_{L^2(\Omega)} \leq C\|f\|_{L^2(\Omega)} = C\|\Delta u\|_{L^2(\Omega)}
\]

with a constant \( C > 0 \) depending only on \( \lambda(\Omega) \). Then we use the estimate of Theorem 8 to conclude.

For a similar result in dimension \( n = 2 \) we use Ref. [57]. For \( f \in L^2(\Omega) \) we denote by \( Gf \in H^1_0(\Omega) \) the Green potential solution of the Poisson problem (4) with \( g = 0 \). Thanks to Ref. [18] we have the following theorem in which we precise the dependence on \( \Omega \) of the constants in the estimate of Nyström (see A for the proof).
**Theorem 9.** Let $\Omega \subset \mathbb{R}^n$ with $n \geq 2$ a bounded and simply connected NTA domain. Let $q_0 = 1 + \frac{1}{\beta(M)} > 2$. Then there exist constants $\epsilon = \epsilon(\Omega)$ and $C = C(M, n, q_0, r_0, \delta, \dimloc(\partial \Omega), \text{diam}(\Omega))$ such that if \( \frac{n}{n-1} < q < q_0 + \epsilon \), \( \frac{1}{q} = \frac{1}{p} - \frac{1}{n} \), then the following inequality is valid for all $f \in L^p(\Omega)$,

\[
\left( \int_{\Omega} \left| \frac{Gf(x)}{d(x, \partial \Omega)} \right|^q \, dx \right)^{\frac{1}{q}} \leq C \| f \|_{L^p(\Omega)} = C \| \Delta Gf \|_{L^p(\Omega)}.
\]

**Remark 1.** Here $M$ and $r_0$ come from Definition 4 of the NTA domain and $\delta$ is a fixed constant such that $\delta < r_0$. We have $\dimloc(\partial \Omega) \leq n$ characteristic constant of $\Omega$ induced by a Whitney cubes decomposition of $\Omega$ see page 16 in Ref. [39] and Definition 2.5 in Ref. [57]. The key point in the proof in Ref. [18] is that for an NTA domain $\dimloc(\partial \Omega) < n$ and more precisely $\dimloc(\partial \Omega) \leq \text{dim}_M(\partial \Omega)$ the Minkowski dimension of $\Omega$.

The constant $\beta = \beta(M) > 0$ in the statement of Theorem 9 is the $\beta$ described in the following lemma.

**Lemma 1.** [19, 18] Let $Q_0 \in \partial \Omega$ and $\Gamma(Q_0, r) := B(Q_0, r) \cap \partial \Omega$ for all $r > 0$. Let $w(x, \Gamma(Q_0, r), \Omega)$ be the harmonic measure on $\Omega$ and $d(y, \partial \Omega)$ be the Euclidean distance from $y$ to $\partial \Omega$. Let in addition $G$ be the Green potential associated to $\Omega$ for the Poisson problem (4) with $g = 0$. Then there exists a constant $C = C(n)$ such that if $Cr < r_0$ and $x \in \Omega \setminus B(Q_0, Cr)$, then there exists $C(M, n) > 0$ with $\beta = \beta(M) > 0$ for all $y \in B(Q_0, r) \cap \Omega$ for which it holds

\[
G(x, y) \leq C(M, n) \frac{d(y, \partial \Omega)^\beta}{r^{n-2+\beta}} w(x, \Gamma(Q_0, r), \Omega).
\]

In the same way as for Theorem 9 (see A for the constant dependence precisions) we also precise the main theorem from Ref. [18].

**Theorem 10.** Let $\Omega \subset \mathbb{R}^n$ with $n \geq 2$ be a bounded simply connected NTA domain. Let $q_0 = 1 + \frac{1}{\beta(M)} > 2$, where $\beta(M) > 0$ is a constant describing the behavior of the Green function near the boundary (see Lemma 1) and $M$ is a constant which appears in the Definition 4 of a NTA domain. Then there exists constants $\epsilon = \epsilon(\Omega)$ and $C = C(M, n, q_0, r_0, \delta, \dimloc(\partial \Omega), \text{diam}(\Omega))$

such that for \( \frac{n}{n-1} < q < q_0 + \epsilon \) and \( \frac{1}{q} = \frac{1}{p} - \frac{1}{n} \) the following inequality is valid for all $f \in L^p(\Omega)$,

\[
\| \nabla Gf \|_{L^q(\Omega)} \leq C \| f \|_{L^p(\Omega)} = C \| \Delta Gf \|_{L^p(\Omega)}.
\]

**Remark 2.** The same results hold true for Lipschitz domains but thanks to Dahlberg [58] it is possible to replace $q_0(M)$ by $q_2 = 4$ in dimension $n = 2$ and $q_n = 3$ in dimension $n \geq 3$.

From Theorems 9 and 10 it follows the continuity up to boundary result for solutions of the Poisson equation with homogeneous Dirichlet boundary conditions on the plane NTA domains:

**Corollary 2.** Let $\Omega \subset \mathbb{R}^2$ be a bounded NTA domain characterized by its constant $M$ and $r_0$. Assume $f \in L^2(\Omega)$. Suppose furthermore that $u \in H^1_0(\Omega)$ is the weak solution of the Poisson problem (4) with $g = 0$. Then $u \in C(\overline{\Omega})$ satisfying (3) with the constant $C$ depending only on $M$, $r_0$ and $\text{diam}(\Omega)$.

**Proof.** According to Theorem 10 we have for $q_0 = 1 + \frac{1}{\beta(M)} > 2$ the solution of the Poisson problem (4) with $g = 0$ $u \in W^{1, \infty}_0(\Omega)$ such that

\[
\| \nabla u \|_{L^q(\Omega)} \leq C \| f \|_{L^2(\Omega)}.
\]
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with $C = C(M, n, q_0, r_0, \delta, \dimloc(\partial \Omega), \text{diam}(\Omega))$. Here we have fixed $n = 2$, we have $q_0 = q_0(M)$ and $\delta << r_0$ fixed. Moreover, according to Ref. [57] we can suppress on an NTA domain, characterized by $M$ and $r_0$, the dependence on dimloc(\partial \Omega). Then

$$\| \nabla u \|_{L^q(\Omega)} \leq C(M, r_0, \text{diam}(\Omega))\| f \|_{L^2(\Omega)},$$

but by the Poincaré inequality and extending by 0 we have

$$\| u \|_{W^{1, -q}(\mathbb{R}^2)} \leq C(M, r_0, \text{diam}(\Omega))\| f \|_{L^2(\Omega)}.$$  

From the Sobolev embedding, it follows that $u \in C(\mathbb{R}^2)$ with

$$\| u \|_{L^{\infty}(\mathbb{R}^2)} \leq C(q_0)\| u \|_{W^{1, -q}(\mathbb{R}^2)}.$$  

Taking its restriction to $\Omega$ we obtain $u \in C(\overline{\Omega})$ with

$$\| u \|_{L^{\infty}(\Omega)} \leq C(M, r_0, \text{diam}(\Omega))\| f \|_{L^2(\Omega)}.$$  

\[ \square \]

4 Generalization of known well-posedness results for the Westervelt equation

Refs. [9] and [12] on the well-posedness of the Westervelt equation use estimates that are true for bounded domains with a regular $C^2$ boundary. In this section we present the analogous estimates necessary in order to have similar results of well-posedness of the Westervelt equation on the admissible domains.

**Proposition 2.** Let $\Omega$ be a bounded connected admissible domain in $\mathbb{R}^n$ for $n = 2$ or $3$ with a $d$-set boundary $\partial \Omega$ such that $n - 1 \leq d < n$. Set

$$\beta_1 = 1 - \frac{n - d}{2} > 0 \text{ and } \beta_2 = 2 - \frac{n - d}{2} > 0.$$  

For $w \in H^1(\Omega)$ with $\Delta w \in L^2(\Omega)$ and $\operatorname{Tr}_{\partial \Omega} w \in B^{\beta_2, 2}_{\beta_2}(\partial \Omega)$ there holds

$$H^1(\Omega) \subset L^2(\Omega) \text{ with } \| w \|_{L^2(\Omega)} \leq \tilde{C}_0(\| \nabla w \|_{L^2(\Omega)} + \| \operatorname{Tr}_{\partial \Omega} w \|_{B^{\beta_2, 2}_{\beta_2}(\partial \Omega)}),$$  

(7)

$$\| \nabla w \|_{L^2(\Omega)} \leq \tilde{C}_0(\| \Delta w \|_{L^2(\Omega)} + \| \operatorname{Tr}_{\partial \Omega} w \|_{B^{\beta_2, 2}_{\beta_2}(\partial \Omega)}),$$  

(8)

$$H^1(\Omega) \subset L^6(\Omega) \text{ with } \| w \|_{L^6(\Omega)} \leq \tilde{C}_1(\| \nabla w \|_{L^2(\Omega)} + \| \operatorname{Tr}_{\partial \Omega} w \|_{B^{\beta_2, 2}_{\beta_2}(\partial \Omega)}),$$  

(9)

$$\| w \|_{L^\infty(\Omega)} \leq \tilde{C}_2(\| \Delta w \|_{L^2(\Omega)} + \| \operatorname{Tr}_{\partial \Omega} w \|_{B^{\beta_2, 2}_{\beta_2}(\partial \Omega)}),$$  

(10)

$$L^q(\Omega) \subset H^{-1}(\Omega), \text{ with } \| w \|_{H^{-1}(\Omega)} \leq \tilde{C}_3\| w \|_{L^q(\Omega)}.$$  

(11)

Moreover, for $n = 2$ and for $p_1 > 2$ and $p_1' > 2$ fixed in a such way that $2 < p_1 < q_0 + \epsilon$ (see Theorem 10) and $\frac{1}{p_1} + \frac{1}{p_1'} = \frac{1}{2}$ there exist constants $C_{p_1}, C_{p_1'} > 0$ such that

$$\| \nabla w \|_{L^{p_1}(\Omega)} \leq C_{p_1}(\| \Delta w \|_{L^2(\Omega)} + \| \operatorname{Tr}_{\partial \Omega} w \|_{B^{\beta_2, 2}_{\beta_2}(\partial \Omega)}),$$  

(12)

$$\| w \|_{L^{p_1'}(\Omega)} \leq C_{p_1}(\| \nabla w \|_{L^2(\Omega)} + \| \operatorname{Tr}_{\partial \Omega} w \|_{B^{\beta_2, 2}_{\beta_2}(\partial \Omega)}).$$  

(13)

**Proof.** Estimates (7) and (9) are a direct consequence of Proposition 3 in Ref. [26] as the norm $\sqrt{\| \nabla w \|^2_{L^2(\Omega)} + \| \operatorname{Tr}_{\partial \Omega} w \|^2_{L^2(\partial \Omega)}}$ is equivalent to the $H^1$-norm and by Ref. [26] for instance
$B^{2,2}_{\beta_1}(\partial \Omega) \subset L^2(\partial \Omega)$. Estimate (11) comes from Theorem 5 and the duality. In dimension $n = 2$ we have by Theorem 4

$$E_{\partial \Omega}(T_{\partial \Omega}w) \in H^2(\Omega)$$

with $\|E_{\partial \Omega}(T_{\partial \Omega}w)\|_{H^2(\Omega)} \leq C\|T_{\partial \Omega}w\|_{B^{2,2}_{\beta_1}(\partial \Omega)}$

and $T_{\partial \Omega}[w - E_{\partial \Omega}(T_{\partial \Omega}w)] = 0$.

Then it implies $w - E_{\partial \Omega}(T_{\partial \Omega}w) \in H^1_0(\Omega)$ and $\Delta[w - E_{\partial \Omega}(T_{\partial \Omega}w)] \in L^2(\Omega)$. So by Theorem 10 we take $p_1 > 2$ such that $2 < p < q_0 + \epsilon$ to obtain

$$\|\nabla[w - E_{\partial \Omega}(T_{\partial \Omega}w)]\|_{L^{p_1}(\Omega)} \leq C(p_1, \Omega)\|\Delta[w - E_{\partial \Omega}(T_{\partial \Omega}w)]\|_{L^{2/p_1}(\Omega)}.$$

But $1 < \frac{2p_i}{2p_i - n} < 2$ and $\Omega$ is bounded. Consequently $L^2(\Omega) \hookrightarrow \frac{1}{2} \frac{p_1}{p_1 - n}(\Omega)$ and thus we obtain estimate (12) by the fact that

$$\|\nabla w\|_{L^{p_1}(\Omega)} \leq \|\nabla[w - E_{\partial \Omega}(T_{\partial \Omega}w)]\|_{L^{p_1}(\Omega)} + \|\nabla E_{\partial \Omega}(T_{\partial \Omega}w)\|_{L^{p_1}(\Omega)}$$

$$\leq C\|\Delta[w - E_{\partial \Omega}(T_{\partial \Omega}w)]\|_{L^{2/p_1}(\Omega)} + C\|\Delta E_{\partial \Omega}(T_{\partial \Omega}w)\|_{L^{2/p_1}(\Omega)}$$

$$\leq C\|\Delta w\|_{L^{2}(\Omega)} + C\|\Delta E_{\partial \Omega}(T_{\partial \Omega}w)\|_{L^{2}(\Omega)} + C\|\Delta E_{\partial \Omega}(T_{\partial \Omega}w)\|_{L^{2}(\Omega)}$$

We deduce estimate (8) in the same way but also estimate (10) as $W_0^{1,p}(\Omega) \subset L^\infty(\Omega)$ by Theorem 5. In dimension $n = 3$ we use again $E_{\partial \Omega}(T_{\partial \Omega}w)$ with Corollary 1 and Theorem 4 to obtain estimate (10). The proof of estimate (13) is not different from the proof of estimate (9) as $p'_i > 2$ and we are in dimension $n = 2$. 

**Remark 3.** Estimates (7)–(11) are very similar to those used in Ref. [9] and [12] for a regular domain, with the Besov spaces replacing $H^{3/2}(\Omega)$ and $H^{1/2}(\Omega)$. Nevertheless Theorem 10 tell us that we do not have on a general NTA domain or Lipschitz domain the estimate

$$\|\nabla w\|_{L^{p_1}(\Omega)} \leq C(\|\Delta w\|_{L^2(\Omega)} + \|T_{\partial \Omega}w\|_{B^{2,2}_{\beta_1}(\partial \Omega)}).$$

This requires a sly modification in the proof of Ref. [12]. In the dimension $n = 2$ this estimate stays true for convex polygonal domains thanks to Ref. [14] which allows to extend the results of well-posedness in Refs. [9, 10, 11, 12] found initially for a regular $C^2$ boundary.

## 5 Well posedness of the damped linear wave equation.

### 5.1 Existence and unicity of a weak solution with homogeneous Dirichlet boundary condition.

In this subsection we suppose that $\Omega$ is an arbitrary bounded domain in $\mathbb{R}^n$, on which we consider the following linear strongly damped wave equation with homogeneous Dirichlet boundary condition:

$$\begin{cases}
\partial_t^2 u - c^2 \Delta u - \nu \Delta \partial_t u = f & \text{on } [0, +\infty[ \times \Omega, \\
u u|_{\partial \Omega} = 0 & \text{on } [0, +\infty[ \times \partial \Omega, \\
u u(0) = u_0, \quad \partial_t u(0) = u_1.
\end{cases}$$

We are looking for weak solutions of system (14) in the following sense:

**Definition 8.** For $f \in L^2([0, +\infty[; L^2(\Omega))$, $u_0 \in H^1_0(\Omega)$, and $u_1 \in L^2(\Omega)$, we say that a function $u \in L^2([0, +\infty[; H^1_0(\Omega))$ with $\partial_t u \in L^2([0, +\infty[; H^1_0(\Omega))$ and $\partial_t^2 u \in L^2([0, +\infty[; H^{-1}(\Omega))$ is a weak solution of problem (14) if it satisfies

$$u(0) = u_0, \quad \partial_t u(0) = u_1$$
and for all \( v \in L^2([0, +\infty[; H^1_0(\Omega)) \)

\[
\int_0^{+\infty} (\partial_t^2 u, v)_{(H^{-1}(\Omega), H^1(\Omega))} + c^2(\nabla u, \nabla v)_{L^2(\Omega)} + \varepsilon \nu(\nabla \partial_t u, \nabla v)_{L^2(\Omega)} ds = \int_0^{+\infty} (f, v)_{L^2(\Omega)} ds. \tag{15}
\]

To prove the existence and uniqueness of a such weak solution we use the Galerkin method and follow [15, p. 379–387] using the Poincaré inequality. To perform the Galerkin method we start by solving a finite dimensional approximation. We thus select smooth functions \( w_k = w_k(x) \) \((k \geq 1)\), such that

\[
\{w_k\}_{k=1}^{\infty} \text{ is an orthogonal basis of } H^1_0(\Omega) \tag{16}
\]

and in addition

\[
\{w_k\}_{k=1}^{\infty} \text{ is an orthonormal basis of } L^2(\Omega). \tag{17}
\]

Typically \( w_k \) are the normalized eigenfunctions of the operator \(-\Delta\) on \( \Omega \) with homogeneous Dirichlet boundary conditions, solving

\[-\Delta w_k = \lambda_k w_k \]

in the following sense

\[
\forall w \in H^1_0(\Omega) \quad (\nabla w_k, \nabla w)_{L^2(\Omega)} = \lambda_k (w_k, w)_{L^2(\Omega)}. \tag{18}
\]

For a positive integer \( m \) we define the finite approximation of \( u \) by

\[
u_m(t) := \sum_{i=1}^{m} \hat{d}_m^k(t) w_k.	ag{19}
\]

Then we firstly determine the coefficients \( \hat{d}_m^k(t) \):

**Proposition 3.** For each integer \( m = 1, 2, \ldots \), there exists a unique function \( u_m \) of form (19) with the coefficients \( \hat{d}_m^k(t) \in H^2([0, +\infty[) \) \((t \geq 0, \ k = 1, \ldots, m)\) satisfying

\[
\hat{d}_m^k(0) = (u_0, w_k)_{L^2(\Omega)} \in \mathbb{R} \quad (k = 1, \ldots, m), \tag{20}
\]

\[
\partial_t \hat{d}_m^k(0) = (u_1, w_k)_{L^2(\Omega)} \in \mathbb{R} \quad (k = 1, \ldots, m) \tag{21}
\]

and for \( t \geq 0 \) and \( k = 1, \ldots, m \)

\[
(\partial_t^2 u_m, w_k)_{L^2(\Omega)} + c^2(\nabla u_m, \nabla w_k)_{L^2(\Omega)} + \varepsilon \nu(\nabla \partial_t u_m, \nabla w_k)_{L^2(\Omega)} = (f, w_k)_{L^2(\Omega)}. \tag{22}
\]

**Proof.** Let \( u_m \) be given by Eq. (19). Furthermore, we have

\[
e^{k} := (\nabla w_k, \nabla w_k)_{L^2(\Omega)} \in \mathbb{R}.
\]

We also write \( f^k = (f, w_k)_{L^2(\Omega)} \in L^2([0, +\infty[) \). Consequently, relation (22) becomes the linear system of ODE

\[
\partial_t^2 d_m(t) + \sum_{l=1}^{m} c^2 e^{kl} d_m(t) + \sum_{l=1}^{m} \varepsilon \nu e^{kl} \partial_t d_m(t) = f^k(t) \quad (t \geq 0, \ k = 1, \ldots, m), \tag{23}
\]

with the initial conditions (20) and (21). According to Cauchy-Lipschitz theory for ordinary differential equations [59], there exists a unique function

\[
d_m(t) = (d_m^1(t), \ldots, d_m^m(t)) \in H^2([0, +\infty[),
\]

satisfying (20), (21) and solving (23) for \( t \geq 0 \).
Now, we need to obtain uniform energy estimates on $m$ to be able to pass the limit in Eq. (23) for $m \to \infty$.

**Proposition 4.** Let $u_m$ be of form (19) satisfying (20), (21) and (22), defined in Proposition 3. Then there exists a constant $C > 0$, depending only on $\Omega$, such that for $m \in \mathbb{N}^*$

$$
\max_{t \geq 0} \left( \|u_m(t)\|_{H^1_0(\Omega)}^2 + \|\partial_t u_m(t)\|_{L^2(\Omega)}^2 + \|\nabla \partial_t u_m\|_{L^2([0, +\infty]:L^2(\Omega))}^2 \right) + \|\nabla u_m\|_{L^2([0, +\infty]:L^2(\Omega))}^2 + \|\partial_t^2 u_m\|_{L^2([0, +\infty]:H^{-1}(\Omega))}^2 \leq C \left( \|f\|_{L^2([0, +\infty]:L^2(\Omega))}^2 + \|u_0\|_{H^1_0(\Omega)}^2 + \|u_1\|_{L^2(\Omega)}^2 \right). \quad (24)
$$

**Proof.** We multiply equality (22) by $\partial_t d_m^k(t)$, sum over $k = 1, \ldots, m$ and recall (19) to obtain

$$
(\partial_t^2 u_m, \partial_t u_m)_{L^2(\Omega)} + c^2 (\nabla u_m, \nabla \partial_t u_m)_{L^2(\Omega)} + \varepsilon \nu (\nabla \partial_t u_m, \nabla \partial_t u_m)_{L^2(\Omega)} = (f, \partial_t u_m)_{L^2(\Omega)}
$$

for almost all $t \geq 0$. Using successively Cauchy-Schwarz, Poincaré and Young inequalities we find

$$
(f, \partial_t u_m)_{L^2(\Omega)} \leq \|f\|_{L^2(\Omega)} \|\partial_t u_m\|_{L^2(\Omega)} \leq K \|f\|_{L^2(\Omega)} \|\nabla \partial_t u_m\|_{L^2(\Omega)} \leq \frac{K^2}{2 \varepsilon} \|f\|_{L^2(\Omega)}^2 + \frac{\varepsilon \nu}{2} \|\nabla \partial_t u_m\|_{L^2(\Omega)}^2. \quad (25)
$$

Moreover, for $t \geq 0$ we integrate in time and find

$$
\|\partial_t u_m(t)\|_{L^2(\Omega)}^2 + c^2 \|u_m(t)\|_{H^1_0(\Omega)}^2 + \varepsilon \nu \int_0^t \|\nabla \partial_t u_m(s)\|_{L^2(\Omega)}^2 \, ds 
\leq C \left( \|f\|_{L^2([0, +\infty]:L^2(\Omega))}^2 + \|u_0\|_{H^1_0(\Omega)}^2 + \|u_1\|_{L^2(\Omega)}^2 \right)
$$

with $C > 0$ independent of $t$. Since $t \geq 0$ was arbitrary, from the last estimate it follows

$$
\max_{0 \leq t} \left( \|\partial_t u_m(t)\|_{L^2(\Omega)}^2 + \|u_m(t)\|_{H^1_0(\Omega)}^2 \right) + \int_0^{+\infty} \|\nabla \partial_t u_m(s)\|_{L^2(\Omega)}^2 \, ds 
\leq C \left( \|f\|_{L^2([0, +\infty]:L^2(\Omega))}^2 + \|u_0\|_{H^1_0(\Omega)}^2 + \|u_1\|_{L^2(\Omega)}^2 \right). \quad (26)
$$

We multiply equations (22) by $d_m^k(t)$ and sum over $k = 1, \ldots, m$. By definition (19) of $u_m$ we have

$$
(\partial_t^2 u_m, u_m)_{L^2(\Omega)} + c^2 (\nabla u_m, \nabla u_m)_{L^2(\Omega)} + \varepsilon \nu (\nabla \partial_t u_m, \nabla u_m)_{L^2(\Omega)} = (f, u_m)_{L^2(\Omega)}
$$

for a.e. $t \geq 0$.

As for the term $(f, \partial_t u_m)_{L^2(\Omega)}$ (see estimate (25)) we have

$$
(f, u_m)_{L^2(\Omega)} \leq \frac{K^2}{2 \varepsilon} \|f\|_{L^2(\Omega)}^2 + \frac{c^2}{2} \|u_m\|_{L^2(\Omega)}^2
$$

with a constant $K > 0$ independent of time. Then we find

$$
\frac{d}{dt} \left( \frac{\varepsilon \nu}{2} \|u_m(t)\|_{L^2(\Omega)}^2 + \frac{c^2}{2} \|u_m(t)\|_{L^2(\Omega)}^2 \right) + c^2 \int_0^t \|\nabla u_m(s)\|_{L^2(\Omega)}^2 \, ds \leq \frac{K^2}{2 \varepsilon} \|f\|_{L^2(\Omega)}^2 - \int_\Omega \partial_t^2 u_m u_m \, dx.
$$

Integrating over $[0, t]$ it becomes

$$
\frac{\varepsilon \nu}{2} \|u_m(t)\|_{L^2(\Omega)}^2 + \frac{c^2}{2} \int_0^t \|\nabla u_m(s)\|_{L^2(\Omega)}^2 \, ds \leq \frac{\varepsilon \nu}{2} \|u_0\|_{L^2(\Omega)}^2 + \frac{K^2}{2 \varepsilon} \|f\|_{L^2([0, +\infty]:L^2(\Omega))}^2 - \int_0^t \int_\Omega \partial_t^2 u_m u_m \, dx \, ds.
$$
We obtain
\[ -\int_0^t \int_\Omega \partial_t^2 u_m u_m \, dx = \int_0^t \left[ -\frac{d}{dt} \left( \int_\Omega \partial_t u_m u_m \, dx \right) + \int_\Omega (\partial_t u_m)^2 \, dx \right] \, ds \]
\[ = -\int_\Omega \partial_t u_m u_m \, dx + \int_\Omega \partial_t u_m (0) u_m (0) \, dx \]
\[ + \|\partial_t u_m\|_{L^2([0,t];L^2(\Omega))}^2, \]
so by the Young inequality
\[ -\int_0^t \int_\Omega \partial_t^2 u_m u_m \, dx \leq \frac{1}{2} \|\partial_t u_m\|_{L^\infty([0,t];L^2(\Omega))}^2 + \frac{1}{2} \|u_m\|_{L^\infty([0,t];L^2(\Omega))}^2 \]
\[ + \frac{1}{2} \|\partial_t u_m (0)\|_{L^1(\Omega)} + \frac{1}{2} \|u_m (0)\|_{L^1(\Omega)} \]
\[ + \|\partial_t u_m\|_{L^2([0,t];L^2(\Omega))} \]
then by the Poincaré inequality and relations for initial conditions (20)–(21)
\[ -\int_0^t \int_\Omega \partial_t^2 u_m u_m \, dx \leq C (\|f\|_{L^2([0,t],L^2(\Omega))}^2 + \|\nabla u_0\|_{L^2(\Omega)}^2 + \|u_1\|_{L^2(\Omega)}^2 ) \]
with a constant \( K > 0 \) depending only on \( \Omega \). Thus by estimate (26) we find
\[ -\int_0^t \int_\Omega \partial_t^2 u_m u_m \, dx \leq C (\|f\|_{L^2([0,t],L^2(\Omega))}^2 + \|\nabla u_0\|_{L^2(\Omega)}^2 + \|u_1\|_{L^2(\Omega)}^2 ) \]
with a constant \( C > 0 \) independent of \( t \). Consequently, we deduce the existence of \( C > 0 \) (all generic constants are always denoted by \( C \)) such that
\[ \int_0^{t_o} \|\nabla u_m (s)\|_{L^2(\Omega)}^2 \, ds \leq C (\|f\|_{L^2([0,t_o],L^2(\Omega))}^2 + \|\nabla u_0\|_{L^2(\Omega)}^2 + \|u_1\|_{L^2(\Omega)}^2 ) \]  \hspace{1cm} (27)

Fixing any \( v \in H^1_0(\Omega) \) with \( \|v\|_{H^1_0(\Omega)} \leq 1 \), we decompose \( v = v^1 + v^2 \) in a part \( v^1 \in \text{span}\{w_k\}_{k=1}^m \) and its orthogonal component \( (v^2, w_k)_{L^2(\Omega)} = 0 \) \( (k = 1, \ldots, m) \). Let us notice that \( \|v^1\|_{H^1_0(\Omega)} \leq 1 \). Then Eqs. (19) and (22) imply
\[ (\partial_t^2 u_m, v)_{H^{-1}(\Omega),H^1_0(\Omega)} = (\partial_t^2 u_m, v)_{L^2(\Omega)} = (\partial_t^2 u_m, v^1)_{L^2(\Omega)} \]
\[ = (f, v^1)_{L^2(\Omega)} - c^2 (\nabla u_m, \nabla v^1)_{L^2(\Omega)} - \varepsilon \nu (\nabla \partial_t u_m, \nabla v^1)_{L^2(\Omega)} \]
Thus, by the Cauchy-Schwartz inequality and the Poincaré inequality
\[ |(\partial_t^2 u_m, v)_{H^{-1}(\Omega),H^1_0(\Omega)}| \leq \|f\|_{L^2(\Omega)} \|v^1\|_{L^2(\Omega)} + c^2 \int_\Omega |\nabla u_m \nabla v^1| \, dx \]
\[ + \varepsilon \nu \int_\Omega |\nabla \partial_t u_m \nabla v^1| \, dx \leq C \|f\|_{L^2(\Omega)} \|v^1\|_{H^1_0(\Omega)} + \|u_m\|_{H^1_0(\Omega)} \|v^1\|_{H^1_0(\Omega)} \]
\[ + \|\partial_t u_m\|_{H^1_0(\Omega)} \|v^1\|_{H^1_0(\Omega)}, \]
then since \( \|v^1\|_{H^1_0(\Omega)} \leq 1 \),
\[ |(\partial_t^2 u_m, v)_{H^{-1}(\Omega),H^1_0(\Omega)}| \leq C (\|f\|_{L^2(\Omega)} + \|u_m\|_{H^1_0(\Omega)} + \|\partial_t u_m\|_{H^1_0(\Omega)}). \]
Consequently, by estimates (26) and (27) we deduce
\[
\int_0^{+\infty} \|\partial_t^2 u_m\|_{H^{-1}(\Omega)}^2 \, dt \leq C \int_0^{+\infty} (\|f\|_{L^2(\Omega)}^2 + \|u_m\|_{H^3(\Omega)}^2 + \|\partial_t u_m\|_{H^1(\Omega)}) \, dt
\]
and, combining with estimates (26) and (27), we obtain (24).

Thus we establish the following well-posedness result:

**Theorem 11.** For all arbitrary bounded domain \( \Omega \), there exists a unique weak solution of the damped wave equation problem \((14)\) with the homogeneous Dirichlet boundary condition in the sense of Definition 8.

**Proof.** Let us start to prove the existence. According to the energy estimates (24), we see that the Galerkin sequences \( \{u_{m}\}_{m=1}^{\infty} \) and \( \{\partial_t u_m\}_{m=1}^{\infty} \) are bounded in \( L^2([0, +\infty[; H^3_0(\Omega)) \) and the sequence \( \{\partial_t^2 u_m\}_{m=1}^{\infty} \) is bounded in \( L^2([0, +\infty[; H^{-1}(\Omega)) \). Then there exit a subsequence \( \{u_{m_n}\}_{n=1}^{\infty} \subset \{u_{m}\}_{m=1}^{\infty} \) and \( u \in L^2([0, +\infty[; H^3_0(\Omega)) \) with \( \partial_t u \in L^2([0, +\infty[; H^3_0(\Omega)) \), \( \partial_t^2 u \in L^2([0, +\infty[; H^{-1}(\Omega)) \) and such that

\[
\begin{aligned}
\lim_{n \to \infty} u_{m_n} &\to u \text{ weakly in } L^2([0, +\infty[; H^3_0(\Omega)), \\
\lim_{n \to \infty} \partial_t u_{m_n} &\to \partial_t u \text{ weakly in } L^2([0, +\infty[; H^3_0(\Omega)), \\
\lim_{n \to \infty} \partial_t^2 u_{m_n} &\to \partial_t^2 u \text{ weakly in } L^2([0, +\infty[; H^{-1}(\Omega)).
\end{aligned}
\]

In the same way that for the wave equation problem (see Ref. [8] p. 384) we show that \( u \) is a weak solution of the damped wave equation problem \((14)\).

Let us prove the unicity. By linearity, we need to show that the only weak solution of \((14)\) with \( f \equiv 0 \) and \( u_0 \equiv u_1 \equiv 0 \) is \( u \equiv 0 \). To prove it take \( \partial_t u \in L^2([0, +\infty[; H^3_0(\Omega)) \).

By definition of \( u \) as a weak solution of the damped wave equation problem \((14)\), for \( T \geq 0 \)
\[
\int_0^T \langle \partial_t^2 u, \partial_t u \rangle_{(H^{-1}(\Omega), H^3_0(\Omega))} + c^2 \langle \nabla u, \nabla \partial_t u \rangle_{L^2(\Omega)} + \varepsilon \nu \langle \nabla \partial_t u, \nabla \partial_t u \rangle_{L^2(\Omega)} \, dt = 0.
\]

Then
\[
\frac{1}{2} \|\partial_t u(T)\|_{L^2(\Omega)}^2 + \frac{c^2}{2} \|\nabla u(T)\|_{L^2(\Omega)}^2 + \int_0^T \|\nabla \partial_t u(s)\|_{L^2(\Omega)} \, ds = 0,
\]
which implies \( \nabla \partial_t u \equiv 0 \) and thus \( \nabla u \equiv 0 \), as \( \nabla u_0 = 0 \). Consequently, \( u \equiv 0 \), since \( u \in H^3_0(\Omega) \) as a weak solution.

**5.2 Maximal regularity results.**

**5.2.1 Homogeneous Dirichlet boundary condition.**

We start by showing the regularity of the weak solution obtained in Theorem 11.

**Theorem 12.** Let \( \Omega \) be an arbitrary bounded domain in \( \mathbb{R}^n \) \((n \geq 2)\) and \( u \) be the weak solution of problem \((14)\) in the sense of \((15)\).

Then

(i) it has in addition the following regularity

\[
\begin{aligned}
u \in L^\infty([0, +\infty[; H^3_0(\Omega)), \quad \partial_t u \in L^\infty([0, +\infty[; L^2(\Omega))
\end{aligned}
\]

and satisfies the estimate

\[
\begin{aligned}
\text{ess sup}_{t \geq 0} (\|u(t)\|_{H^3_0(\Omega)} + \|\partial_t u(t)\|_{L^2(\Omega)}) &+ \int_0^{+\infty} \|\nabla \partial_t u(s)\|_{L^2(\Omega)} \, ds + \|\partial_t^2 u\|_{L^2([0, +\infty[; H^{-1}(\Omega))} \
\leq C(\|f\|_{L^2([0, +\infty[; L^2(\Omega))} + \|u_0\|_{H^3_0(\Omega)} + \|u_1\|_{L^2(\Omega)}).
\end{aligned}
\]
(ii) If the initial data are taken more regular

\[ \Delta u_0 \in L^2(\Omega), \ u_1 \in H^1_0(\Omega), \]

then the solution satisfies

\[ u \in L^\infty([0, +\infty[; H^1_0(\Omega)) \cap L^2([0, +\infty[; H^1_0(\Omega)) \cap L^2([0, +\infty[; H^1_{loc}(\Omega)), \]

\[ \partial_t u \in L^\infty([0, +\infty[; H^1_0(\Omega)) \cap L^2([0, +\infty[; H^1_0(\Omega)) \cap L^2([0, +\infty[; H^1_{loc}(\Omega)), \]

\[ \partial^2_t u \in L^2([0, +\infty[; L^2(\Omega)), \]

\[ \Delta u \in L^\infty([0, +\infty[; L^2(\Omega)) \cap L^2([0, +\infty[; L^2(\Omega)), \]

\[ \Delta \partial_t u \in L^2([0, +\infty[; L^2(\Omega)) \]

with the following a priori estimates

\[ \text{ess sup}_{0 \leq t} (\|\Delta u(t)\|^2_{L^2(\Omega)}) + \|\nabla \partial_t u(t)\|^2_{L^2(\Omega)} + \int_0^\infty \|\Delta \partial_t u(s)\|^2_{L^2(\Omega)} \, ds \]

\[ \leq C(\|f\|^2_{L^2([0, +\infty[; L^2(\Omega))} + \|\Delta u_0\|^2_{L^2(\Omega)} + \|\nabla u_1\|^2_{L^2(\Omega)}) \]  

(29)

and

\[ \int_0^\infty \|\Delta u(s)\|^2_{L^2(\Omega)} \, ds \leq C(\|f\|^2_{L^2([0, +\infty[; L^2(\Omega))} + \|\Delta u_0\|^2_{L^2(\Omega)} + \|\nabla u_1\|^2_{L^2(\Omega)}) \]  

(30)

with a constant \( C > 0 \) depending only on \( \Omega \).

**Proof.** Passing to limits in (24) as \( m = m_i \to \infty \), we deduce (i).

Assume now the hypothesis of assertion (ii). We consider again \( u_m \) found in Proposition 3. We multiply Eq. (22) by \(-\lambda_k \partial_t u_m^k(t)\) and sum over \( k = 1, \ldots, m \). By definitions of \( u_m \) and of \( \lambda_k \) (see Eqs. (19) and (18) respectively) we have

\[ \int_\Omega -\partial^2_t u_m \Delta \partial_t u_m - c^2 \nabla u_m \nabla \Delta \partial_t u_m - \varepsilon \nu \nabla \partial_t u_m \nabla \Delta \partial_t u_m \, dx = -(f, \Delta \partial_t u_m)_{L^2(\Omega)}. \]

Thanks to the definition of \( u_m \) (see Proposition 3) as a linear combination of Laplacian’s eigenfunctions \( w_k \), satisfying (16)–(18), we have \( \partial^2_t u_m \in H^1_0(\Omega) \) and \( \Delta \partial_t u_m \in H^1_0(\Omega) \). Therefore, by the Green formula we have

\[ \int_\Omega \nabla \partial^2_t u_m \nabla \partial_t u_m + c^2 \Delta u_m \Delta \partial_t u_m + \varepsilon \nu \Delta \partial_t u_m \Delta \partial_t u_m \, dx = -(f, \Delta \partial_t u_m)_{L^2(\Omega)}. \]

Applying Young’s inequality, we estimate the right-hand term

\[ |(f, \Delta \partial_t u_m)_{L^2(\Omega)}| \leq \frac{2}{\varepsilon \nu} \|f\|^2_{L^2(\Omega)} + \frac{\varepsilon \nu}{2} \|\Delta \partial_t u_m\|^2_{L^2(\Omega)}. \]

Then we find

\[ \frac{d}{dt} \left( \frac{1}{2} \|\nabla \partial_t u_m(t)\|^2_{L^2(\Omega)} + \varepsilon \nu \|\Delta u_m(t)\|^2_{L^2(\Omega)} + \varepsilon \nu \int_0^t \|\Delta \partial_t u_m(s)\|^2_{L^2(\Omega)} \, ds \right) \leq \frac{2}{\varepsilon \nu} \|f\|^2_{L^2(\Omega)}. \]

Integrating over \([0, t]\) we obtain

\[ \frac{1}{2} \|\nabla \partial_t u_m(t)\|^2_{L^2(\Omega)} + \varepsilon \nu \|\Delta u_m(t)\|^2_{L^2(\Omega)} + \varepsilon \nu \int_0^t \|\Delta \partial_t u_m(s)\|^2_{L^2(\Omega)} \, ds \]

\[ \leq \frac{2}{\varepsilon \nu} \int_0^t \|f(s)\|^2_{L^2(\Omega)} \, ds \]

\[ \leq \frac{2}{\varepsilon \nu} \|f\|^2_{L^2([0, +\infty[; L^2(\Omega))} + \frac{1}{2} \|\nabla u_1\|^2_{L^2(\Omega)} + \frac{1}{2} \|\Delta u_0\|^2_{L^2(\Omega)}, \]  

(31)
from where we deduce (29) taking the weak limit of a subsequence. Hence
\[ \partial_t u \in L^\infty([0, +\infty]; H^1_0(\Omega)), \quad \Delta u \in L^\infty([0, +\infty]; L^2(\Omega)), \quad \Delta \partial_t u \in L^2([0, +\infty]; L^2(\Omega)). \]
The linearity of the equation implies for all \( T \geq 0 \)
\[ \partial_t^2 u \in L^2([0, T]; L^2(\Omega)), \]
as \( \Delta u \in L^\infty([0, +\infty]; L^2(\Omega)) \subset L^2([0, T]; L^2(\Omega)) \) for all \( T \geq 0 \).
Moreover, as \( \partial_t u_m \in H^1_0(\Omega) \) and \( \Delta \partial_t u_m \in L^2(\Omega) \) by Proposition 2 we have
\[ \| \nabla \partial_t u_m \|_{L^2(\Omega)} \leq C \| \Delta \partial_t u_m \|_{L^2(\Omega)}, \]
which implies by estimate (31)
\[ \| \nabla \partial_t u_m \|_{L^2([0, +\infty]; L^2(\Omega))} \leq C \| \Delta \partial_t u_m \|_{L^2([0, +\infty]; L^2(\Omega))} \leq C(\| f \|^2_{L^2([0, +\infty]; L^2(\Omega))} + \| \Delta u_0 \|^2_{L^2(\Omega)} + \| \nabla u_1 \|^2_{L^2(\Omega)}), \]
and, taking the weak limit of a subsequence, we result in
\[ \| \partial_t u \|_{L^2([0, +\infty]; H^1_0(\Omega))} \leq C(\| f \|^2_{L^2([0, +\infty]; L^2(\Omega))} + \| \Delta u_0 \|^2_{L^2(\Omega)} + \| \nabla u_1 \|^2_{L^2(\Omega)}). \]
(32)
By Proposition 2 we also have
\[ \| \nabla u_m \|_{L^2(\Omega)} \leq C \| \Delta u_m \|_{L^2(\Omega)}, \]
which implies in the same way as for estimate (32)
\[ \| u \|_{L^\infty([0, +\infty]; H^1_0(\Omega))} \leq C(\| f \|^2_{L^2([0, +\infty]; L^2(\Omega))} + \| \Delta u_0 \|^2_{L^2(\Omega)} + \| \nabla u_1 \|^2_{L^2(\Omega)}). \]
(33)
This time instead of multiplication of equations (22) by \( -\lambda_k d_m^k(t) \), we multiply them by \( -\lambda_k d_m^k(t) \) and sum over \( k = 1, \ldots, m \). Following the same steps as for the proof of estimate (32) we result in
\[ \frac{d}{dt} \left( \frac{\varepsilon \nu}{2} \| \Delta u_m(t) \|^2_{L^2(\Omega)} \right) + \frac{\varepsilon^2}{2} \int_0^t \| \Delta u_m(s) \|^2_{L^2(\Omega)} \, ds \leq \frac{2}{c^2} \| f \|^2_{L^2([0, +\infty]; L^2(\Omega))} - \int_{\Omega} \nabla \partial_t^2 u_m \nabla u_m \, dx. \]
Integrating over \([0, t]\) we obtain
\[ \frac{\varepsilon \nu}{2} \| \Delta u_m(t) \|^2_{L^2(\Omega)} + \frac{\varepsilon^2}{2} \int_0^t \| \Delta u_m(s) \|^2_{L^2(\Omega)} \, ds \leq \frac{\varepsilon \nu}{2} \| \Delta u_0 \|^2_{L^2(\Omega)} + \frac{2}{c^2} \| f \|^2_{L^2([0, +\infty]; L^2(\Omega))} - \int_0^t \int_{\Omega} \nabla \partial_t^2 u_m \nabla u_m \, dx \, ds. \]
We express the last term in the previous inequality as
\[ - \int_0^t \int_{\Omega} \nabla \partial_t^2 u_m \nabla u_m \, dx = \int_0^t \left[ - \frac{d}{dt} \left( \int_{\Omega} \nabla \partial_t u_m \nabla u_m \, dx \right) + \int_{\Omega} (\nabla \partial_t u_m)^2 \, dx \right] \, ds \]
\[ = - \int_{\Omega} \nabla \partial_t u_m \nabla u_m \, dx + \int_{\Omega} \nabla \partial_t u_m(0) \nabla u_m(0) \, dx \]
\[ + \| \partial_t u_m \|^2_{H^1([0, t]; H^1_0(\Omega))}, \]
and obtain by Young’s inequality
\[ - \int_0^t \int_{\Omega} \nabla \partial_t^2 u_m \nabla u_m \, dx \leq \frac{1}{2} \| \partial_t u_m \|^2_{L^\infty([0, t]; H^1_0(\Omega))} + \frac{1}{2} \| u_m \|^2_{L^\infty([0, t]; H^1_0(\Omega))} \]
\[ + \frac{1}{2} \| \nabla \partial_t u_m(0) \|_{L^2(\Omega)} + \frac{1}{2} \| \nabla u_m(0) \|_{L^2(\Omega)} + \| \partial_t u_m \|^2_{H^1([0, t]; H^1_0(\Omega))} \]
\[ \leq \frac{1}{2} \| \partial_t u_m \|^2_{L^\infty([0, +\infty]; H^1_0(\Omega))} + \frac{1}{2} \| u_m \|^2_{L^\infty([0, +\infty]; H^1_0(\Omega))} \]
\[ + \frac{1}{2} \| \nabla u_1 \|_{L^2(\Omega)} + \frac{1}{2} \| \nabla u_0 \|_{L^2(\Omega)} + \| \partial_t u_m \|^2_{L^2([0, +\infty]; H^1_0(\Omega))}. \]
Using now estimates (31), (32) and (33) we find
\[- \int_0^1 \int_{\Omega} \nabla \partial_t^2 u_m \nabla u_m \, dx \leq C(\|f\|_{L^2([0,\infty]; L^2(\Omega))}^2 + \|\Delta u_0\|_{L^2(\Omega)}^2 + \|\nabla u_1\|_{L^2(\Omega)}^2)\]
with \(C > 0\) independent oft. Thus, we can deduce
\[\int_0^{+\infty} \|\Delta u_m(s)\|_{L^2(\Omega)}^2 \, ds \leq C\left(\|f\|_{L^2([0,\infty]; L^2(\Omega))}^2 + \|\Delta u_0\|_{L^2(\Omega)}^2 + \|\nabla u_1\|_{L^2(\Omega)}^2\right)\]
and taking a convergent subsequence we find in the limit
\[\int_0^{+\infty} \|\Delta u(s)\|_{L^2(\Omega)}^2 \, ds \leq C\left(\|f\|_{L^2([0,\infty]; L^2(\Omega))}^2 + \|\Delta u_0\|_{L^2(\Omega)}^2 + \|\nabla u_1\|_{L^2(\Omega)}^2\right).\]
The linearity of the equation gives us \(\partial_t^2 u \in L^2([0,\infty]; L^2(\Omega))\), since
\[\|\partial_t^2 u\|_{L^2([0,\infty]; L^2(\Omega))} \leq C\left(\|f\|_{L^2([0,\infty]; L^2(\Omega))} + \|\Delta u\|_{L^2([0,\infty]; L^2(\Omega))} + \|\Delta \partial_t u\|_{L^2([0,\infty]; L^2(\Omega))}\right).\]
By Ref. [8] Theorem 1 p. 309, we can also deduce
\[\partial_t u \in L^2([0,\infty]; H^2_{loc}(\Omega))\]
with the estimate on \(V \subset \subset \Omega\)
\[\|\partial_t u\|_{L^2([0,\infty]; H^2(V))} \leq C\|\Delta \partial_t u\|_{L^2([0,\infty]; L^2(\Omega))},\]
which implies
\[\|\partial_t u\|_{L^2([0,\infty]; H^2(V))} \leq C\left(\|f\|_{L^2([0,\infty]; L^2(\Omega))}^2 + \|\Delta u_0\|_{L^2(\Omega)}^2 + \|\nabla u_1\|_{L^2(\Omega)}^2\right).\]
Repeating the previous argument it is sufficient to obtain
\[u \in L^\infty([0,\infty]; H^2_{loc}(\Omega)) \cap L^2([0,\infty]; H^2_{loc}(\Omega)),\]
as \(\Delta u \in L^\infty([0,\infty]; L^2(\Omega)) \cap L^2([0,\infty]; L^2(\Omega))\), which finishes the proof. \(\square\)

Let us now define the domain of the weak Dirichlet Laplacian operator, which we use to improve the regularity of solutions for which as it was mentioned we don’t have \(H^2\)-regularity.

**Definition 9 (Weak Laplacian).** The Laplacian operator \(-\Delta\) on \(\Omega\) is considered with homogeneous Dirichlet boundary conditions in the weak sense:
\[-\Delta : \mathcal{D}(-\Delta) \subset H^1_0(\Omega) \rightarrow L^2(\Omega)\]
\[u \mapsto -\Delta u.\]
Here \(\mathcal{D}(-\Delta)\) is the domain of \(-\Delta\), defined in the following way: \(u \in \mathcal{D}(-\Delta)\) if and only if \(u \in H^1_0(\Omega)\) and \(-\Delta u \in L^2(\Omega)\) in the sense that there exists \(f \in L^2(\Omega)\) such that
\[\forall v \in H^1_0(\Omega) \quad (\nabla u, \nabla v)_{L^2(\Omega)} = (f, v)_{L^2(\Omega)}.\]
The operator \(-\Delta\) is linear self-adjoint and coercive in the sense that for \(u \in \mathcal{D}(-\Delta)\)
\[(-\Delta u, u)_{L^2(\Omega)} = (\nabla u, \nabla u)_{L^2(\Omega)}\]
and we use the notation
\[\|u\|_{\mathcal{D}(-\Delta)} = \|\Delta u\|_{L^2(\Omega)} \text{ for } u \in \mathcal{D}(-\Delta).\]
In addition we need to introduce the following space:
Definition 10. For $U$ an open set we define the Hilbert space

$$X(U) = H^1([0, +\infty]; \mathcal{D}(-\Delta)) \cap H^2([0, +\infty]; L^2(U)).$$

with the norm

$$\|u\|_{X(U)} = \|\Delta u\|_{L^2([0, +\infty]; L^2(U))} + \|\partial_t u\|_{L^2([0, +\infty]; L^2(U))} + \|\partial_{tt} u\|_{L^2([0, +\infty]; L^2(U))}$$

associated to the scalar product

$$(u, v)_{X(U)} = \int_0^{+\infty} (\Delta u, \Delta v)_{L^2(U)} + (\Delta \partial_t u, \Delta \partial_t v)_{L^2(U)} + \frac{1}{2} (\partial_{tt} u, \partial_{tt} v)_{L^2(U)} ds.$$

Theorem 13. For $\Omega$ an arbitrary bounded domain in $\mathbb{R}^n$ and

$$X_0(\Omega) := \{ u \in X(\Omega) | u(0) = 0, \quad \partial_t u(0) = 0 \}$$

there exists a unique weak solution of the Dirichlet homogeneous problem for the strongly damped wave equation with also homogeneous initial conditions, in the sense of the variational formulation (15), $u \in X_0(\Omega)$ if and only if $f \in L^2([0, +\infty]; L^2(\Omega))$.

Moreover we have the estimate

$$\|u\|_{X(\Omega)} \leq C\|f\|_{L^2([0, +\infty]; L^2(\Omega))}.$$  \hfill (36)

Proof. If $f \in L^2([0, +\infty]; L^2(\Omega))$, $u_0 \in \mathcal{D}(-\Delta)$ and $u_1 \in H^1_0(\Omega)$, by Theorems 11 and 12 there exists a unique $u$ weak solution of problem (14) in the sense of (15) with $\partial_{tt} u$, $\Delta u$ and $\Delta \partial_t u$ in $L^2([0, +\infty]; L^2(\Omega))$. The estimates (29) and (30) are also satisfied which implies $u \in X(\Omega)$ with the desired estimate. Conversely, let us consider a weak solution $u \in H^1([0, +\infty]; \mathcal{D}(-\Delta)) \cap H^2([0, +\infty]; L^2(\Omega))$ with $u(0) = 0, \partial_t u(0) = 0$ of the homogeneous problem (14) for the strongly damped wave equation. By linearity $u$ is unique and, by regularity of $u$, we have $f \in L^2([0, +\infty]; L^2(\Omega))$. \hfill \Box

5.2.2 Non homogeneous Dirichlet boundary condition.

In this Subsection $\Omega$ is an admissible domain in $\mathbb{R}^n$ ($n = 2$ or 3) with a $d-$set boundary $\partial \Omega$ for $n - 2 < d < n$ and $-\Delta$ is the weak Dirichlet Laplacian operator from Definition 9.

The fact to have non homogeneous Dirichlet boundary conditions implies the use of traces and extensions operators which leads us to leave the field of arbitrary domains.

Theorem 14. Let $\beta_2 = 2 - \frac{n - d}{2} > 0$ and

$$F := H^1([0, +\infty]; B^{2, -\beta_2}_\beta(\partial \Omega)) \cap H^2([0, +\infty]; L^2(\partial \Omega)).$$

(37)

For $u_0 \in H^2(\Omega), u_1 \in H^1(\Omega)$, $g \in F$ and $f \in L^2([0, +\infty]; L^2(\Omega))$ with the compatibility conditions

$$g(0) = Tr_{\partial \Omega} u_0, \quad \partial_t g(0) = Tr_{\partial \Omega} u_1$$

there exists a unique weak solution $\bar{u}$ of the problem

$$\begin{cases}
\partial^2_{tt} \bar{u} - c^2 \Delta \bar{u} - \nu \varepsilon \Delta \partial_t \bar{u} = f \quad \text{in} \quad [0, +\infty[ \times \Omega, \\
\bar{u} = g \quad \text{on} \quad \partial \Omega, \\
\bar{u}(0) = u_0, \quad \partial_t \bar{u}(0) = u_1.
\end{cases}$$

(38)

It is a weak solution in such a way that $\bar{u} = u^* + \bar{g}$ with

$$\bar{g} \in X_1(\Omega) := H^2([0, +\infty]; L^2(\Omega)) \cap H^1([0, +\infty]; H^2(\Omega)).$$

(39)
such that $\text{Tr}_{\partial \Omega} \overline{g} = g$ and with $u^* \in X(\Omega)$ (see (34) for the definition of the space $X(\Omega)$), which is the unique weak solution of the system

$$\begin{cases}
\partial_t^2 u + c^2(-\Delta)u + \nu\varepsilon\partial_t(-\Delta)u = f - \partial_t^2 \overline{g} + c^2\Delta \overline{g} + \nu\varepsilon\Delta \partial_t \overline{g}, \\
u(0) = u_0 - \overline{g}(0), \quad \partial_t u(0) = u_1 - \partial_t \overline{g}(0)
\end{cases} \tag{40}$$

in the sense of the variational formulation (15). Moreover, it holds the a priori estimate

$$\|u^*\|_{X(\Omega)} \leq C(\|f\|_{L^2([0, +\infty); L^2(\Omega)}) + \|u_0\|_{H^2(\Omega)} + \|u_1\|_{H^1(\Omega)} + \|g\|_F). \tag{41}$$

**Proof.** By Lemma 3.5 from Ref. [60] we have the following continuous embedding:

$$H^2([0, +\infty]; L^2(\mathbb{R}^{n-1} \times \mathbb{R}^+)) \cap H^1([0, +\infty]; H^2(\mathbb{R}^{n-1} \times \mathbb{R}^+)) \hookrightarrow H^2([0, +\infty]; L^2(\mathbb{R}^{n-1})) \cap H^1([0, +\infty]; H^2(\mathbb{R}^{n-1})).$$

Thus, as $g \in F$, defined in (37), the existence of $\overline{g} \in X_1(\Omega)$ (for the definition of the space $X_1(\Omega)$ see (39)) with $\text{Tr}_{\partial \Omega} \overline{g} = g$ comes from the properties of the trace operator, which thanks to Theorem 4 has a bounded linear right inverse, i.e. the extension operator $E_{\partial \Omega}$. Moreover, the boundness of $E_{\partial \Omega}$ implies

$$\|\overline{g}\|_{X_1(\Omega)} \leq C\|g\|_{X(\Omega)}. \tag{42}$$

Let us define $u^*$ as a solution of system (40).

The regularity of $\overline{g}$ ensures

$$-\partial_t^2 \overline{g} + c^2\Delta \overline{g} + \nu\varepsilon\Delta \partial_t \overline{g} \in L^2([0, T]; L^2(\Omega)), \quad u_0 - \overline{g}(0) \in H^2(\Omega), \quad u_1 - \partial_t \overline{g}(0) \in H^1(\Omega).$$

The compatibility conditions also allows to have

$$\text{Tr}_{\partial \Omega}(u_0 - \overline{g}(0)) = \text{Tr}_{\partial \Omega}(u_0) - g(0) = 0, \quad \text{Tr}_{\partial \Omega}(u_1 - \partial_t \overline{g}(0)) = \text{Tr}_{\partial \Omega}(u_1) - \partial_t g(0) = 0.$$

Then we apply Theorem 13 to obtain the existence of a unique solution $u^*$ of system (40) with the desired regularity. The regularity of $u_0$, $u_1$ and $\overline{g}$ with the help of estimate (36) in Theorem 13 allows to deduce estimate (41). $\square$

## 6 Well-posedness of the Westervelt equation with Dirichlet boundary conditions.

### 6.1 Well-posedness with homogeneous boundary condition.

In this section $\Omega$ is an arbitrary bounded domain in $\mathbb{R}^3$ or a bounded NTA domain in $\mathbb{R}^2$ and $-\Delta$ is the weak Laplacian defined in Definition 9.

To be able to give a sharp estimate of the smallness of the initial data and in the same time to estimate the bound of the corresponding solution of the Westervelt equation, we use the following theorem from Ref. [21]:

**Theorem 15** (Sukhinin). Let $X$ be a Banach space, let $Y$ be a separable topological vector space, let $L : X \rightarrow Y$ be a linear continuous operator, let $U$ be the open unit ball in $X$, let $P_L$ be the Minkowski functional of the set $LU$, and let $\Phi : X \rightarrow LX$ be a mapping satisfying the condition

$$P_L(\Phi(x) - \Phi(\bar{x})) \leq \Theta(r) \|x - \bar{x}\| \quad \text{for} \quad \|x - x_0\| \leq r, \quad \|\bar{x} - x_0\| \leq r$$

for some $x_0 \in X$, where $\Theta : [0, \infty) \rightarrow [0, \infty]$ is a monotone non-decreasing function. Set $b(r) = \max(1 - \Theta(r), 0)$ for $r \geq 0$.  
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Suppose that

\[
    w = \int_0^\infty b(r) \, dr \in [0, \infty], \quad r_* = \sup\{r \geq 0 \mid b(r) > 0\},
\]

\[
    w(r) = \int_0^r b(t) \, dt \quad (r \geq 0) \quad \text{and} \quad g(x) = Lx + \Phi(x) \quad \text{for} \quad x \in X.
\]

Then for any \( r \in [0, r_*] \) and \( y \in g(x_0) + w(r)LU \), there exists an \( x \in x_0 + rU \) such that \( g(x) = y \).

**Remark 4.** If either \( L \) is injective or \( \ker L \) has a topological complement \( E \) in \( X \) such that \( L(E \cap U) = LU \), then the assertion of Theorem 15 follows from the contraction mapping principle [31]. In particular, if \( L \) is injective, then the solution is unique.

We use Theorem 15 to prove the following global well-posedness result.

**Theorem 16.** We take \( \Omega \) as an arbitrary bounded domain in \( \mathbb{R}^3 \) or a bounded NTA domain in \( \mathbb{R}^2 \). Let \( \nu > 0 \), and \( \mathbb{R}^+ = [0, +\infty[ \). Let \( X(\Omega) \) be the Hilbert space defined in (34),

\[
    u_0 \in D(-\Delta), \quad u_1 \in H^1_0(\Omega) \quad \text{and} \quad f \in L^2(\mathbb{R}^+; L^2(\Omega))
\]

and in addition \( C_1 = O(1) \) is the minimal constant such that the weak solution, in the sense of (15), \( u^* \in X(\Omega) \) of the corresponding non homogeneous linear boundary-valued problem (14) satisfies

\[
    \|u^*\|_{X(\Omega)} \leq C_1 \nu \left( \|f\|_{L^2(\mathbb{R}^+; L^2(\Omega))} + \|u_0\|_{D(-\Delta)} + \|u_1\|_{H^1_0(\Omega)} \right).
\]

Then there exists \( r_* > 0 \) with \( r_* = O(1) \) such that for all \( r \in [0, r_*] \) and all data satisfying

\[
    \|f\|_{L^2(\mathbb{R}^+; L^2(\Omega))} + \|u_0\|_{D(-\Delta)} + \|u_1\|_{H^1_0(\Omega)} \leq \frac{\nu \epsilon}{C_1},
\]

there exists the unique weak solution \( u \in X(\Omega) \) of the following problem for the Westervelt equation

\[
    \begin{cases}
        \partial_t^2 u - c^2 \Delta u - \nu \epsilon \partial_t \Delta u = \alpha \epsilon \cos \partial_t^2 u + \alpha \epsilon (\partial_t u)^2 + f & \text{on} \quad [0, +\infty[ \times \partial \Omega, \\
        u = 0 & \text{on} \quad [0, +\infty[ \times \partial \Omega, \\
        u(0) = u_0, \quad \partial_t u(0) = u_1.
    \end{cases}
\]  

(43)

Here \( u \) is a weak in the sense that \( u = u^* + v \) where \( u^* \in X(\Omega) \) is the weak solution of the variational formulation (15) and \( v \in X(\Omega) \) is the solution of an homogeneous non linear initial-boundary valued problem depending on \( u^* \) and determined by Theorem 15. More precisely, \( u \in X(\Omega) \) is the weak solution of the following variational formulation for all \( \phi \in L^2([0, +\infty[; H^1_0(\Omega)) \)

\[
    \begin{aligned}
        &\int_0^{+\infty} (\partial_t^2 u, \phi)_{L^2(\Omega)} + c^2 (\nabla u, \nabla \phi)_{L^2(\Omega)} + \nu \epsilon (\nabla \partial_t u, \nabla \phi)_{L^2(\Omega)} \, ds \\
        &\quad = \int_0^{+\infty} \alpha \epsilon (u \partial_t^2 u + (\partial_t u)^2 + f, \phi)_{L^2(\Omega)} \, ds
    \end{aligned}
\]

(44)

with \( u(0) = u_0 \) and \( \partial_t u(0) = u_1 \). Moreover

\[\|u\|_{X(\Omega)} \leq 2r.\]
Proof. For \( u_0 \in \mathcal{D}(-\Delta) \) and \( u_1 \in H^1_0(\Omega) \) and \( f \in L^2(\mathbb{R}^+; L^2(\Omega)) \) let us denote, by Theorem 13, \( u^* \in X(\Omega) \) the unique weak solution of the linear problem

\[
\begin{aligned}
\partial_t^2 u^* - c^2 \Delta u^* - \nu \varepsilon \Delta \partial_t u^* = f \quad \text{on} \quad [0, +\infty[ \times \Omega, \\
n_{\nu} = 0 \quad \text{on} \quad [0, +\infty[ \times \partial \Omega, \\
u^*(0) = u_0 \in \mathcal{D}(-\Delta), \quad \partial_t u^*(0) = u_1 \in H^1_0(\Omega),
\end{aligned}
\]

in the sense of the variational formulation (\(15\)). In addition, according to Theorem 13, we consider \( X(\Omega) \) and \( X_0(\Omega) \), defined in Definition 10 and in (\(35\)) respectively, and introduce the Banach space \( Y = L^2(\mathbb{R}^+; L^2(\Omega)) \). Then by Theorem 13, the linear operator

\[ L : X_0(\Omega) \to Y, \quad u \in X_0(\Omega) \mapsto L(u) := \partial_t^2 u + c^2 (-\Delta) u + \nu \varepsilon \partial_t (-\Delta) u \in Y \]

is a bi-continuous isomorphism.

Let us now notice that if \( v \) is the unique solution of the non-linear boundary valued problem

\[
\begin{aligned}
\partial_t^2 v + c^2 (-\Delta) v + \nu \varepsilon (-\Delta) \partial_t v - \alpha \varepsilon (v + u^*) \partial_t^2 (v + u^*) - \alpha \varepsilon [\partial_t (v + u^*)] = 0, \\
v(0) = 0, \quad \partial_t v(0) = 0,
\end{aligned}
\]

then \( u = v + u^* \) is the unique weak solution of the boundary valued problem for the Westervelt equation (\(43\)). Let us prove the existence of a such \( v \), using Theorem 15. Note that \( v \) will be a weak solution with \( v \in X_0(\Omega) \), in the sense that \( \forall \phi \in L^2([0, +\infty[; H^1_0(\Omega)) \)

\[
\int_0^{+\infty} (\partial_t^2 v, \phi)_{L^2(\Omega)} + c^2 (\nabla v, \nabla \phi)_{L^2(\Omega)} + \nu \varepsilon (\nabla \partial_t v, \nabla \phi)_{L^2(\Omega)} ds = 0,
\]

with \( v(0) = 0 \) and \( \partial_t v(0) = 0 \).

We suppose that \( \|u^*\|_{X(\Omega)} \leq r \) and define for \( v \in X_0(\Omega) \)

\[ \Phi(v) := \alpha \varepsilon (v + u^*) \partial_t^2 (v + u^*) + \alpha \varepsilon [\partial_t (v + u^*)]^2. \]

For \( w \) and \( z \) in \( X_0(\Omega) \) such that \( \|w\|_{X(\Omega)} \leq r \) and \( \|z\|_{X(\Omega)} \leq r \), we estimate

\[ \|\Phi(w) - \Phi(z)\|_{Y}, \]

by applying the triangular inequality. The key point is that it appears terms of the form \( \|a \partial_t^2 b\|_{Y} \) and \( \|\partial_t a \partial_t b\|_{Y} \) with \( a \) and \( b \) in \( X(\Omega) \) and we have the estimate

\[ \|a \partial_t^2 b\|_{Y} \leq \|a\|_{L^\infty(\mathbb{R}^+ \times \Omega)} \|\partial_t^2 b\|_{Y}, \]

by Corollary 1 in \( \mathbb{R}^3 \) and Corollary 2 for NTA domains in \( \mathbb{R}^2 \) we have

\[ \|a \partial_t^2 b\|_{Y} \leq C \|a\|_{L^\infty(\mathbb{R}^+; L^2(\mathbb{R}^3))} \|b\|_{X(\Omega)} \]

and the Sobolev embedding implies

\[ \|a \partial_t^2 b\|_{Y} \leq C \|a\|_{H^1(\mathbb{R}^+; L^2(\mathbb{R}^3))} \|b\|_{X(\Omega)} \]

\[ \leq B_1 \|a\|_{X(\Omega)} \|b\|_{X(\Omega)}, \]

with a constant \( B_1 > 0 \) depending only on \( \Omega \). Moreover we have

\[ \|\partial_t a \partial_t b\|_{Y} \leq \sqrt{\int_0^{+\infty} \|\partial_t a\|_{L^\infty(\Omega)} \|\partial_t b\|_{L^2(\Omega)} ds}. \]
Therefore, by Corollary 1 in $\mathbb{R}^3$ and Corollary 2 for NTA domains in $\mathbb{R}^2$ we have

$$
\|\partial_t a \partial_t b\|_Y \leq C \sqrt{\int_0^{+\infty} \|\partial_t a\|_{\mathcal{D}_{(-\Delta)}} \|\partial_t b\|_{L^2(\Omega)} ds}
$$

$$
\leq C \|\partial_t a\|_{L^2(\mathbb{R}^3)} \|\partial_t b\|_{L^\infty(\mathbb{R}^3)}
$$

$$
\leq C \|a\|_{X(\Omega)} \|b\|_{H^1(\mathbb{R}^3)}
$$

also using Sobolev’s embeddings. As a result we have

$$
\|\partial_t a \partial_t b\|_Y \leq B_2 \|a\|_{X(\Omega)} \|b\|_{X(\Omega)},
$$

with a constant $B_2 > 0$ depending only on $\Omega$. Taking $a$ and $b$ equal to $u^*$, $w$, $z$ or $w - z$, as $\|u^*\|_{X(\Omega)} \leq r$, $\|w\|_{X(\Omega)} \leq r$ and $\|z\|_{X(\Omega)} \leq r$, we obtain

$$
\|\Phi(w) - \Phi(z)\|_Y \leq 8\alpha B_2 r \|w - z\|_{X(\Omega)}
$$

with $B = \max(B_1, B_2) > 0$, depending only on $\Omega$.

By the fact that $L$ is a bi-continuous isomorphism, there exists a minimal constant $C_\varepsilon = O \left( \frac{1}{\varepsilon^2} \right) > 0$ (coming from the inequality $C_0(\varepsilon) \|u\|_{X(\Omega)} \leq \|f\|_Y \|u\|_{X(\Omega)}$ for $u$, a solution of the linear problem (14) with homogeneous initial data [for a maximal possible constant $C_0 = O(1) > 0$]) such that

$$
\forall u \in X_0(\Omega) \quad \|u\|_{X(\Omega)} \leq C_\varepsilon \|Lu\|_Y.
$$

Hence, for all $g \in Y$

$$
P_{LUX_0(\Omega)}(g) \leq C_\varepsilon P_{U^v}(g) = C_\varepsilon \|g\|_Y.
$$

Then we find for $w$ and $z$ in $X_0(\Omega)$, such that $\|w\|_{X(\Omega)} \leq r$, $\|z\|_{X(\Omega)} \leq r$, and also with $\|u^*\|_{X(\Omega)} \leq r$, that

$$
P_{LUX_0(\Omega)}(\Phi(w) - \Phi(z)) \leq \Theta(r) \|w - z\|_{X(\Omega)},
$$

where $\Theta(r) := 8BC_\varepsilon \alpha r$. Thus we apply Theorem 15 for $g(x) = L(x) - \Phi(x)$ and $x_0 = 0$.

Therefore, knowing that $C_\varepsilon = \frac{C_0}{\varepsilon^2}$, we have, for all $r \in [0, r_*]$ with

$$
r_* = \frac{\nu}{8BC_0 \alpha} = O(1),
$$

for all $y \in \Phi(0) + w(r)LU_{X_0(\Omega)} \subset Y$ with

$$
w(r) = r - 4B \frac{C_0}{\nu} \alpha r^2,
$$

there exists a unique $v \in 0 + rU_{X_0(\Omega)}$ such that $L(v) - \Phi(v) = y$. But, if we want that $v$ be the solution of the non-linear Cauchy problem (45), then we need to impose $y = 0$, and thus to ensure that $0 \in \Phi(0) + w(r)LU_{X_0(\Omega)}$. Since $-\frac{1}{w(r)}\Phi(0)$ is an element of $Y$ and $LU_{X_0(\Omega)} = Y$, there exists a unique $z \in X_0(\Omega)$ such that

$$
Lz = -\frac{1}{w(r)}\Phi(0).
$$

Let us show that $\|z\|_{X(\Omega)} \leq 1$, what will implies that $0 \in \Phi(0) + w(r)LU_{X_0(\Omega)}$. Noticing that

$$
\|\Phi(0)\|_Y \leq \alpha \varepsilon \|\partial_t u^* \partial_t^2 u^*\|_Y + \alpha \varepsilon \|\partial_t u^* \partial_t u^*\|_Y
$$

$$
\leq 2\alpha \varepsilon B \|u^*\|_{X(\Omega)}^2
$$

$$
\leq 2\alpha \varepsilon B r^2
$$
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and using (47), we find
\[ \|z\|_{X(\Omega)} \leq C\|Lz\|_{Y} = C\frac{\|\Phi(0)\|_{Y}}{w(r)} \leq \frac{C2\alpha \varepsilon r}{(1-4C\alpha \varepsilon r)} < \frac{1}{2}, \]
as soon as \( r < r^* \).

Consequently, \( z \in U_{X_0(\Omega)} \) and \( \Phi(0) + w(r)Lz = 0 \).

Then we conclude that for all \( r \in [0, r^*] \), if \( \|u^*\|_{X(\Omega)} \leq r \), there exists a unique \( v \in rU_{X_0(\Omega)} \) such that \( L(v) = \Phi(v) = 0 \), i.e. the solution of the non-linear problem (45). Thanks to the maximal regularity and a priori estimate following from Theorem 13, there exists a constant \( C_1 = O(\varepsilon^{1/2}) > 0 \), such that
\[ \|u^*\|_{X(\Omega)} \leq \frac{C_1}{\nu \varepsilon} (\|f\|_Y + \|u_0\|_{\mathcal{D}(-\Delta)} + \|u_1\|_{H^3_0(\Omega)}). \]

Thus, for all \( r \in [0, r^*] \) and \( \|f\|_Y + \|u_0\|_{\mathcal{D}(-\Delta)} + \|u_1\|_{H^3_0(\Omega)} \leq \frac{\nu \varepsilon}{C_1} r \), the function \( u = u^* + v \in X(\Omega) \) is the unique solution of the abstract Cauchy problem for the Westervelt equation and \( \|u\|_{X(\Omega)} \leq 2r \).

\[ \Box \]

6.2 Well posedness with non homogeneous Dirichlet boundary conditions on admissible domains.

As we consider the non homogeneous Dirichlet boundary conditions, in this section \( \Omega \) is an admissible domain in \( \mathbb{R}^n \) (\( n = 2 \) or 3), on which the trace and extension operators are well defined.

More precisely we consider the following non homogeneous Dirichlet boundary problem for the Westervelt equation
\[ \begin{align*}
\partial_t^2 u - c^2 \Delta u - \nu \varepsilon \Delta \partial_t u &= \alpha \varepsilon u \partial_t^2 u + \alpha \varepsilon (\partial_t u)^2 + f \text{ in } [0, +\infty[ \times \Omega, \\
u &= g \text{ on } \partial \Omega, \\
(u(0), \partial_t u(0)) &= (u_0, u_1) \text{ on } \Omega.
\end{align*} \tag{48} \]

We are looking for solution of the form \( u = v + \tilde{u} \), where \( \tilde{u} \) solves the strongly damped system (38) in a weak sense according to Theorem 14. It lead us to \( v \), the solution of the following abstract Cauchy system
\[ \begin{align*}
\partial_t^2 v + c^2(-\Delta) v + \nu \varepsilon (v - \partial_t) v &= \alpha \varepsilon (v + \tilde{u}) \partial_t^2 (v + \tilde{u}) + \alpha \varepsilon (\partial_t (v + \tilde{u}))^2, \\
(v(0), \partial_t v(0)) &= (0, 0),
\end{align*} \tag{49} \]

the well posedness of which is determined in the following theorem using Theorem 15.

**Theorem 17.** Let \( X(\Omega) \) and \( X_1(\Omega) \) be defined by (34) and (39) respectively. For \( u^* \in X(\Omega) \) and \( \bar{\gamma} \in X_1(\Omega) \), there exists \( r^* > 0 \) with \( r^* = O(1) \), such that for \( r \in [0, r^*] \) and all data satisfying
\[ \|u^*\|_{X(\Omega)} \leq \frac{r}{2} \text{ and } \|\bar{\gamma}\|_{X_1(\Omega)} \leq \frac{r}{2}, \]
there exists the unique weak solution \( v \in X(\Omega) \) of the nonlinear problem (49) with \( \bar{u} = u^* + \bar{\gamma} \) and \( \|v\|_{X(\Omega)} \leq r \).

Note that \( v \) will be a weak solution in the sense, where \( \forall \phi \in L^2([0, +\infty[; H^1_0(\Omega)) \)
\[ \int_0^{+\infty} (\partial_t^2 v, \phi)_{L_2(\Omega)} + c^2(\nabla v, \nabla \phi)_{L_2(\Omega)} + \nu \varepsilon (\nabla \partial_t v, \nabla \phi)_{L_2(\Omega)} ds \]
\[ = \int_0^{+\infty} \alpha \varepsilon ((v + \tilde{u}) (v + \tilde{u})_t + [(v + \tilde{u})_t]^2, \phi)_{L_2(\Omega)} ds \]
with \( v(0) = 0 \) and \( \partial_t v(0) = 0 \).
Proof. As in the proof of Theorem 16 we work with the Banach spaces \( X_0(\Omega) \) and \( Y = L^2(\mathbb{R}^+; L^2(\Omega)) \). Then by Theorem 13, the linear operator
\[
L : X_0(\Omega) \to Y, \quad u \in X_0(\Omega) \mapsto L(u) := \partial_t^2 u + c^2(-\Delta)u + \nu \partial_t(-\Delta)u \in Y
\]
is a bi-continuous isomorphism.

Now we set \( u^* \in X(\Omega), \, \overline{\mathcal{F}} \in X_1(\Omega) \) with \( \|u^*\|_{X(\Omega)} \leq \frac{r}{2} \) and \( \|\overline{\mathcal{F}}\|_{X_1(\Omega)} \leq \frac{r}{2} \), and consider
\[
\Phi(v) = \alpha \varepsilon (v + u^* + \overline{\mathcal{F}}) \partial_t^2(u + u^* + \overline{\mathcal{F}}) + \alpha \varepsilon [\partial_t(v + u^* + \overline{\mathcal{F}})]^2.
\]

The properties of \( X(\Omega) \) and \( X_1(\Omega) \) allows to show for \( w \) and \( z \) in \( X(\Omega) \) with \( \|w\|_{X(\Omega)} \leq r \) and \( \|z\|_{X(\Omega)} \leq r \)
\[
\|\Phi(w) - \Phi(z)\|_Y \leq \alpha B \varepsilon r \|w - z\|_{X(\Omega)}
\]
with a constant \( B > 0 \) depending only on \( \Omega \). The final result follows as in the proof of Theorem 16 with the use of Theorem 15.

Now we can give the result on the well-posedness of the Westervelt system \((48)\) on admissible domains:

**Theorem 18.** Let \( u_0 \in H^2(\Omega), \, u_1 \in H^1(\Omega), \, g \in F, \) space defined in \((37)\), and take \( f \in L^2([0, +\infty]; L^2(\Omega)) \) with the compatibility conditions
\[
g(0) = \text{Tr}_\partial u_0, \quad \partial_t g(0) = \text{Tr}_\partial u_1.
\]

There exist \( r^* > 0 \) and \( C > 0 \) such that for \( r \in [0, r^*] \)
\[
\|u_0\|_{H^2(\Omega)} + \|u_1\|_{H^1(\Omega)} + \|g\|_F + \|f\|_{L^2([0, +\infty]; L^2(\Omega))} \leq Cr
\]
implies that there exists a unique weak solution \( u \) of the Westervelt system \((48)\) with non homogeneous Dirichlet boundary conditions is given by \( u = v + u^* + \overline{\mathcal{F}} \). Here \( u^* \in X(\Omega) \) and \( \overline{\mathcal{F}} \in X_1(\Omega) \) (see \((34)\) and \((39)\) respectively for the definition of the spaces), such that \( \tilde{u} = u^* + \overline{\mathcal{F}} \) is the unique weak solution of the strongly damped problem \((38)\) and \( v \in X(\Omega) \) is the unique solution of system \((49)\). Moreover, the following estimates hold:
\[
\|u^*\|_{X(\Omega)} \leq r, \quad \|\overline{\mathcal{F}}\|_{X_1(\Omega)} \leq \frac{r}{2}, \quad \|v\|_{X(\Omega)} \leq \frac{r}{2}.
\]

Proof. According to Theorem 17 we have \( v \in X(\Omega) \) with \( \|v\|_{X(\Omega)} \leq r \) solution of system \((49)\) as soon as \( \|u^*\|_{X(\Omega)} \leq \frac{r}{2} \) and \( \|\overline{\mathcal{F}}\|_{X_1(\Omega)} \leq \frac{r}{2} \) for \( r \in [0, r^*] \) with \( r^* > 0 \). But according to Theorem 14 if \( \tilde{u} = u^* + \overline{\mathcal{F}} \) is the unique weak solution of the strongly damped problem \((38)\), then we have the estimates
\[
\|u^*\|_{X(\Omega)} \leq C(\|f\|_{L^2([0, +\infty]; L^2(\Omega))} + \|u_0\|_{H^2(\Omega)} + \|u_1\|_{H^1(\Omega)} + \|g\|_F)
\]
and
\[
\|\overline{\mathcal{F}}\|_{X_1(\Omega)} \leq C\|g\|_F.
\]
So there exists \( C > 0 \) such that
\[
\|f\|_{L^2([0, +\infty]; L^2(\Omega))} + \|u_0\|_{H^2(\Omega)} + \|u_1\|_{H^1(\Omega)} + \|g\|_F \leq Cr
\]
implies
\[
\|u^*\|_{X(\Omega)} \leq \frac{r}{2}, \quad \text{and} \quad \|\overline{\mathcal{F}}\|_{X_1(\Omega)} \leq \frac{r}{2}
\]
which allows to conclude.
7 Asymptotic analysis for the Westervelt equation with homogeneous Dirichlet boundary condition.

7.1 Approximated problems in $\mathbb{R}^n$ with $n = 2$ or 3.

Let $\Omega$ be an arbitrary bounded domain in $\mathbb{R}^3$ or in $\mathbb{R}^2$.

**Definition 11.** Let $(\Omega_m)_{m \geq 0}$ be a sequence of open sets in $\mathbb{R}^3$. We say that $\Omega_m$ converges to $\Omega$, $\Omega_m \rightarrow \Omega$ if the following two conditions are satisfied

- For any compact $K \subset \Omega$ there is $m = m(K) \geq 0$ such that $K \subset \Omega_m$ for all $m \geq m(K)$.

- The sets $\Omega_m \setminus \Omega$ are bounded and when $m \rightarrow +\infty$

$$\lambda((\Omega \setminus \Omega_m) \cup (\Omega_m \setminus \Omega)) \rightarrow 0.$$  

If $\Omega \subset \mathbb{R}^2$ we add the condition that for all $m \in \mathbb{N}^+$ domains $\Omega_m$ are NTA domains characterized by constants $M$ and $r_0$ (see Definition 4).

We consider the problem with homogeneous Dirichlet boundary conditions on an open set $\Omega$ associated to the Westervelt equation

\[
\begin{cases}
\partial_t^2 u - c^2 \Delta u - \nu \varepsilon \Delta \rho u = \alpha \varepsilon u_m \partial_t u_m + f & \text{on } [0, +\infty[ \times \Omega, \\
\rho u = 0 & \text{on } [0, +\infty[ \times \partial \Omega, \\
u(0) = u_0, \quad \partial_t u(0) = u_1 & \text{on } \Omega
\end{cases}
\]  

(50)

with the compatibility condition

$$u_0 |_{\partial \Omega} = 0 \quad u_1 |_{\partial \Omega} = 0.$$

Let $\Omega$ be an arbitrary bounded domain in $\mathbb{R}^3$ or in $\mathbb{R}^2$ for which there exists a sequence $(\Omega_m)_{m \geq 0}$ of arbitrary domains in $\mathbb{R}^3$ or of NTA domains, uniformly characterized by geometrical constants $M$ and $r_0$, in $\mathbb{R}^2$ respectively, such that $\Omega_m \rightarrow \Omega$ in the sense of Definition 11. In addition we fix an open bounded set $\Omega^*$ such that $\Omega \subset \Omega^*$ and $\Omega_m \subset \Omega^*$ for all $m \in \mathbb{N}^*$.

Thanks to Corollaries 1 and 2 as the domains $\Omega_m$ are uniformly bounded we can estimate the corresponding sequence of the weak solutions $u_m$ of the Poisson equation on $\Omega_m$

$$\|u_m\|_{H^1(\Omega_m)} \leq C \|f\|_{L^2(\Omega_m)} \quad \forall m \in \mathbb{N}^*$$  

(51)

with a constant $C > 0$ independent of $m$.

For the case of the strongly damped wave equation on $\Omega_m$ as in Section 5 we can apply Theorems 11 and 12 on $\Omega_m$. Nevertheless it is important to notice that if we consider the associated estimates (29)–(30) on $\Omega_m$, the constants can be taken independent of $m$. It comes from the fact that the constant in the Poincaré’s inequality depends only on the Lebesgue measure of the domain $\lambda(\Omega_m)$ which is bounded (by the volume of $\Omega^*$) and that there are no any other dependence on $\Omega_m$ which appears in the constants of the estimates (29)–(30).

Moreover, for the non linear Westervelt equation on $\Omega_m$ we have:

**Theorem 19.** Let $(\Omega_m)_{m \in \mathbb{N}^*}$ be the described previously sequence of domains, $\nu > 0$ and $\mathbb{R}^+ = [0, +\infty[$. Considering the homogeneous Dirichlet boundary problem for the Westervelt equation on $\Omega_m$

\[
\begin{cases}
\partial_t^2 u_m - c^2 \Delta u_m - \nu \varepsilon \Delta \rho u_m = \alpha \varepsilon u_m \partial_t u_m + \alpha \varepsilon (\partial_t u_m)^2 + f & \text{in } [0, +\infty[ \times \Omega_m, \\
\rho u_m = 0 & \text{in } [0, +\infty[ \times \partial \Omega_m, \\
u(0) = u_{0,m}, \quad \partial_t u_m(0) = u_{1,m},
\end{cases}
\]  

(52)
assume that \( f \in L^2(\mathbb{R}^+; L^2(\Omega_m)) \) and that the initial data

\[
u_0, m \in H^1_0(\Omega_m) \quad \text{and} \quad u_{1, m} \in H^1_0(\Omega_m)
\]

with \( \Delta u_{0, m} \in L^2(\Omega_m) \) in the weak sense of a solution of the Poisson equation. Moreover, let \( C_1 = O(1) \), independent of \( m \) thanks to Theorem 12, be the minimal constant such that the weak solution \( u^*_m \in X(\Omega_m) \) of the corresponding non homogeneous linear Cauchy problem (14) on \( \Omega_m \) satisfies

\[
\| u^*_m \|_{X(\Omega_m)} \leq \frac{C_1}{\nu_0}(\| f \|_{L^2(\mathbb{R}^+; L^2(\Omega_m))} + \| \Delta u_{0, m} \|_{L^2(\Omega_m)} + \| u_{1, m} \|_{H^1_0(\Omega_m)}).
\]

Then there exists \( r_* > 0 \) independent of \( m \) with \( r_* = O(1) \) such that for all \( r \in [0, r_*] \) and all data satisfying

\[
\| f \|_{L^2(\mathbb{R}^+; L^2(\Omega_m))} + \| \Delta u_{0, m} \|_{L^2(\Omega_m)} + \| u_{1, m} \|_{H^1_0(\Omega_m)} \leq \frac{\nu_0}{C_1} r,
\]

there exists the unique weak solution \( u_m \in X(\Omega_m) \) of the problem (52) for the Westervelt equation in same sense that in Theorem 16 and

\[
\| u_m \|_{X(\Omega_m)} \leq 2r.
\]

**Proof.** The proof is essentially the same as for Theorem 16 and is thus omitted. The independence on \( m \) of \( r^* \) comes from the independence on \( m \) in the estimates (29)–(30) and (3) considered on \( \Omega_m \).

Note that we can apply Theorem 16 on \( \Omega \) in \( \mathbb{R}^3 \) or if it is only a NTA domain in \( \mathbb{R}^2 \). In next subsection we extend the class of NTA domains to arbitrary domains which it is possible to approximate with a sequence of NTA domains with uniform geometrical constants.

### 7.2 Mosco type convergence.

In the assumptions introduced in the previous subsection we define

\[
H(\Omega^*) := H^1([0, +\infty]; H^1_0(\Omega^*)) \cap H^2([0, +\infty]; L^2(\Omega^*)).
\]

Then for \( u \in H(\Omega^*) \), \( f \in L^2([0, +\infty]; L^2(\Omega^*)) \) and \( \phi \in L^2([0, +\infty], H^1_0(\Omega^*)) \) we introduce

\[
F_m[u, \phi] := \int_0^{+\infty} \int_{\Omega_m} \partial_t^2 u \phi + c^2 \nabla u \nabla \phi + \nu \varepsilon \nabla \partial_t u \nabla \phi \, d\lambda \, dt
- \alpha \varepsilon (u \partial_t^2 \phi) + \alpha \varepsilon (\partial_t u)^2 \phi + f \phi \, d\lambda \, dt
\]

and also

\[
F[u, \phi] := \int_0^{+\infty} \int_{\Omega} \partial_t^2 u \phi + c^2 \nabla u \nabla \phi + \nu \varepsilon \nabla \partial_t u \nabla \phi \, d\lambda \, dt
- \alpha \varepsilon (u \partial_t^2 \phi) + \alpha \varepsilon (\partial_t u)^2 \phi + f \phi \, d\lambda \, dt.
\]

We also define for \( u \in L^2(\Omega^*) \)

\[
\overline{F}_m[u, \phi] = \begin{cases} F_m[u, \phi], & \text{if } u \in H(\Omega^*), \\ +\infty, & \text{otherwise} \end{cases}
\]

and

\[
\overline{F}[u, \phi] = \begin{cases} F[u, \phi], & \text{if } u \in H(\Omega^*), \\ +\infty, & \text{otherwise}. \end{cases}
\]
Remark 5. We notice that $u$ is a weak solution of the Westervelt problem \((50)\) on $[0, +\infty] \times \Omega$ in the sense of Theorem 16 if

- $u \in X(\Omega)$, space defined in \((34)\).
- For every $\phi \in L^2([0, +\infty]; H^1_0(\Omega))$ $F[u, \phi] = 0$, where $F$ defined in \((55)\).
- $u(0) = u_0$ and $\partial_t u(0) = u_1$ on $\Omega$.

The expression $F[u, \phi] = 0$ can be obtained multiplying the Westervelt equation from system \((50)\) by $\phi \in X(\Omega)$ integrating on $[0, +\infty] \times \Omega$ and doing integration by parts taking into account the boundary conditions. In the same way with $F_m[u, \phi]$ defined in equation \((54)\) we can define the weak solution of problem \((52)\).

In order to state our main result, we also need to recall the notion of $M-$convergence of functionals introduced in Ref. \cite{ref34}.

Definition 12. A sequence of functionals $G^m : H \to (-\infty, +\infty]$ is said to $M$-converge to a functional $G : H \to (-\infty, +\infty]$ in a Hilbert space $H$, if

1. (lim sup condition) For every $u \in H$ there exists $u_m$ converging strongly in $H$ such that
   \[
   \limsup_{m \to +\infty} G^m[u_m] \leq G[u], \quad \text{as } m \to +\infty.
   \] (58)

2. (lim inf condition) For every $v_m$ converging weakly to $u$ in $H$
   \[
   \liminf_{m \to +\infty} G^m[v_m] \geq G[u], \quad \text{as } m \to +\infty.
   \] (59)

The main result is the following theorem.

Theorem 20. For $\phi \in L^2([0, +\infty]; H^1_0(\Omega^*))$, the sequence of functionals $u \mapsto \overline{F}^m[u, \phi]$ defined in \((56)\), $M$-converges in $L^2([0, +\infty]; L^2(\Omega^*))$ to the following functional $u \mapsto \overline{F}[u, \phi]$ defined in \((57)\) as $m \to +\infty$. More precisely in this case $\forall \phi \in L^2([0, +\infty]; H^1_0(\Omega^*))$ if $v_m \rightharpoonup u$ in $H(\Omega^*)$, the space defined in \((53)\), then

\[
F_m[v_m, \phi] \underset{m \to +\infty}{\longrightarrow} F[u, \phi].
\]

Proof. We consider $\phi \in L^2([0, +\infty]; H^1_0(\Omega^*))$. Given the definition of $\overline{F}$ and $\overline{F}^m$, we only consider the case where these functions take finite value.

Proof of "lim sup" condition. Without loss of generality, let us take directly a fixed $u \in H(\Omega^*)$ and define $v_m = u$ for all $m$. Hence $(v_m)_{m \in \mathbb{N}^*}$ is strongly converging sequence in $L^2([0, +\infty]; L^2(\Omega^*))$. Thus by the definition of functionals $F_m[u, \phi]$ and $\overline{F}[u, \phi]$, they are equal respectively to $F_m[u, \phi]$ and $F[u, \phi]$, which are well defined (and hence are finite).

As $\Omega_m \to \Omega$ in the sense of Definition 11 and $u \in H(\Omega^*)$ defined in Eq. \((53)\), to pass to the limit in \((54)\) we can directly apply the dominated convergence theorem for $m \to +\infty$

\[
\int_0^{+\infty} \int_{\Omega_m} \partial_t^2 u \phi + c^2 \nabla u \nabla \phi + \nu \varepsilon \nabla \partial_t u \nabla \phi \, d\lambda \, dt \to \int_0^{+\infty} \int_{\Omega} \partial_t^2 u \phi + c^2 \nabla u \nabla \phi + \nu \varepsilon \nabla \partial_t u \nabla \phi \, d\lambda \, dt,
\] (60)

\[
\int_0^{+\infty} \int_{\Omega_m} -\alpha \varepsilon (u \partial_t^2 u) \phi - \alpha \varepsilon (\partial_t u)^2 \phi \, d\lambda \, dt \to \int_0^{+\infty} \int_{\Omega} -\alpha \varepsilon (u \partial_t^2 u) \phi - \alpha \varepsilon (\partial_t u)^2 \phi \, d\lambda \, dt.
\] (61)
This comes from the fact that for $u \in H(\Omega^*)$ and $\phi \in L^2([0, +\infty]; H^1_0(\Omega^*))$ by Hölder’s inequality we ensure the boundness

$$
\int_0^{+\infty} \int_{\Omega^*} |\partial^2_t u\phi| \, d\lambda \, dt \leq \|\partial^2_t u\|_{L^2([0, +\infty]; L^2(\Omega^*)))} \|\phi\|_{L^2([0, +\infty]; L^2(\Omega^*)))} < +\infty,
$$

$$
\int_0^{+\infty} \int_{\Omega^*} |c^2 \Delta u \phi| \, d\lambda \, dt \leq c^2 \|\Delta u\|_{L^2([0, +\infty]; L^2(\Omega^*)))} \|\phi\|_{L^2([0, +\infty]; L^2(\Omega^*)))} < +\infty,
$$

$$
\int_0^{+\infty} \int_{\Omega^*} |\nu \cdot \nabla \partial_t u \phi| \, d\lambda \, dt \leq \|\nu \cdot \nabla \partial_t u\|_{L^2([0, +\infty]; L^2(\Omega^*)))} \|\phi\|_{L^2([0, +\infty]; L^2(\Omega^*)))} < +\infty,
$$

and, using also successively Hölder’s inequality and the Sobolev embeddings, we also control the nonlinear terms

$$
\int_0^{+\infty} \int_{\Omega^*} |(u \partial^2_t u)\phi| \, d\lambda \, dt
\leq \|u\|_{L^\infty([0, +\infty]; L^4(\Omega^*)))} \|\partial^2_t u\|_{L^2([0, +\infty]; L^4(\Omega^*)))} \|\phi\|_{L^2([0, +\infty]; L^4(\Omega^*)))}
\leq C \|u\|_{H^1([0, +\infty]; H^1_0(\Omega^*))} \|\partial^2_t u\|_{L^2([0, +\infty]; L^4(\Omega^*)))} \|\phi\|_{L^2([0, +\infty]; H^1_0(\Omega^*))} < +\infty,
$$

and

$$
\int_0^{+\infty} \int_{\Omega^*} |(\partial_t u)^2\phi| \, d\lambda \, dt
\leq \|\partial_t u\|_{L^\infty([0, +\infty]; L^4(\Omega^*)))} \|\partial_t u\|_{L^2([0, +\infty]; L^4(\Omega^*)))} \|\phi\|_{L^2([0, +\infty]; L^4(\Omega^*)))}
\leq C \|\partial_t u\|_{H^1([0, +\infty]; L^2(\Omega^*)))} \|\partial_t u\|_{L^2([0, +\infty]; H^1_0(\Omega^*))} \|\phi\|_{L^2([0, +\infty]; H^1_0(\Omega^*))} < +\infty.
$$

Note that by the dominated convergence theorem we have for $f \in L^2([0, +\infty]; L^2(\Omega^*))$

$$
\int_0^{+\infty} \int_{\Omega_m} f \phi \, d\lambda \, dt \xrightarrow{m \to +\infty} \int_0^{+\infty} \int_{\Omega} f \phi \, d\lambda \, dt.
$$

With the help of (60) and (61) we conclude that for all $\phi \in L^2([0, +\infty], H^1_0(\Omega^*))$

$$
F_m[u, \phi] \xrightarrow{m \to +\infty} F[u, \phi],
$$

from where follows the "lim sup" condition.

**Proof of the "lim inf" condition.** Now, let $v_m$ be a sequence such that

$$
v_m \rightharpoonup u \quad \text{in} \quad H(\Omega^*),
$$

with $H(\Omega^*)$ defined in (53) and

$$
H(\Omega^*) \hookrightarrow H^1([0, +\infty]; H^1_0(\Omega^*)).
$$

Then we have

$$
\partial^2_t v_m \rightharpoonup \partial^2_t u \quad \text{in} \quad L^2([0, +\infty]; L^2(\Omega^*)),
$$

$$
\partial_t v_m \rightharpoonup \partial_t u, \quad \nabla \partial_t v_m \rightharpoonup \nabla \partial_t u \quad \text{in} \quad L^2([0, +\infty]; L^2(\Omega^*)),
$$

and

$$
v_m \rightharpoonup u, \quad \nabla v_m \rightharpoonup \nabla u \quad \text{in} \quad L^2([0, +\infty]; L^2(\Omega^*)).
$$

Moreover, working in $\mathbb{R}^n$ with dimension $n \leq 3$, by Theorem 5 it is possible to chose any $2 \leq p < 6$ ensuring the compactness of the embedding $L^2([0, +\infty]; H^1(\Omega^*)) \subset\subset L^2([0, +\infty]; L^p(\Omega^*))$. For higher dimension the desired assertion with $p \geq 2$ fails. So for $2 \leq p < 6$

$$
v_m \rightharpoonup u, \quad \partial_t v_m \rightharpoonup \partial_t u \quad \text{in} \quad L^2([0, +\infty]; L^p(\Omega^*)).
$$
Let $\phi \in L^2([0, \infty[, H_0^1(\Omega))$, we want to show that

$$F_m[v_m, \phi] \xrightarrow{m \to +\infty} F[u, \phi].$$

We start to study the convergence of linear terms

$$\left| \int_0^{+\infty} \int_{\Omega_m} \partial_t^2 v_m \phi \, d\lambda \, ds - \int_0^{+\infty} \int_{\Omega} \partial_t u \partial_t \phi \, d\lambda \, ds \right| \leq$$

$$\left| \int_0^{+\infty} \int_{\Omega_m^*} \partial_t^2 v_m (1_{\Omega_m} - 1_{\Omega}) \phi \, d\lambda \, ds - \int_0^{+\infty} \int_{\Omega} \partial_t^2 v_m 1_{\Omega} \phi \, d\lambda \, ds \right| + \left| \int_0^{+\infty} \int_{\Omega^*} \partial_t^2 v_m 1_{\Omega} \phi \, d\lambda \, ds - \int_0^{+\infty} \int_{\Omega} \partial_t^2 u 1_{\Omega} \phi \, d\lambda \, ds \right|.$$

The second term on the right hand side tends to zero as $m \to +\infty$ by (62) as $1_{\Omega} \phi \in L^2([0, +\infty]; L^2(\Omega^*))$. For the first term

$$\left| \int_0^{+\infty} \int_{\Omega_m} \partial_t^2 v_m (1_{\Omega_m} - 1_{\Omega}) \phi \, d\lambda \, ds \right| \leq \left\| (1_{\Omega_m} - 1_{\Omega}) \phi \right\|_{L^2([0, +\infty] \times \Omega^*)} \left\| \partial_t^2 v_m \right\|_{L^2([0, +\infty] \times \Omega^*)},$$

but $\|\partial_t v_m\|_{L^2(T \times \Omega^*)}$ is bounded according to (62), and hence by the dominated convergence theorem we find

$$\left\| (1_{\Omega_m} - 1_{\Omega}) \phi \right\|_{L^2([0, +\infty] \times \Omega^*)} \xrightarrow{m \to +\infty} 0.$$

Then for $m \to +\infty$

$$\int_0^{+\infty} \int_{\Omega_m} \partial_t^2 v_m \phi \, d\lambda \, ds \to \int_0^{+\infty} \int_{\Omega} \partial_t^2 u \phi \, d\lambda \, ds.$$

Using (63) and (64) we can deduce in the same way that

$$\int_0^{+\infty} \int_{\Omega_m} \partial_t^2 v_m \phi + c^2 \nabla v_m \nabla \phi + \nu \varepsilon \nabla \partial_t v_m \nabla \phi \, d\lambda \, dt \xrightarrow{m \to +\infty} \int_0^{+\infty} \int_{\Omega} \partial_t^2 u \phi + c^2 \nabla u \nabla \phi + \nu \varepsilon \nabla \partial_t u \nabla \phi \, d\lambda \, dt. \quad (66)$$

For the quadratic terms we have

$$\left| \int_0^{+\infty} \int_{\Omega_m} (v_m \partial_t^2 v_m) \phi \, d\lambda \, dt - \int_0^{+\infty} \int_{\Omega} (u \partial_t^2 u) \phi \, d\lambda \, dt \right| \leq$$

$$\left| \int_0^{+\infty} \int_{\Omega_m} (v_m \partial_t^2 v_m) \phi \, d\lambda \, dt - \int_0^{+\infty} \int_{\Omega} (v_m \partial_t^2 v_m) \phi \, d\lambda \, dt \right| + \left| \int_0^{+\infty} \int_{\Omega} (v_m \partial_t^2 v_m) \phi \, d\lambda \, dt - \int_0^{+\infty} \int_{\Omega} (u \partial_t^2 u) \phi \, d\lambda \, dt \right|. \quad (67)$$

To show that the first term on the right hand side tends to 0 for $m \to +\infty$, we firstly notice that by Hölder’s inequality

$$\left| \int_0^{+\infty} \int_{\Omega_m} (v_m \partial_t^2 v_m) \phi \, d\lambda \, dt \right| \leq \left\| (1_{\Omega_m} - 1_{\Omega}) \phi \right\|_{L^2([0, +\infty] \times \Omega^*)} \left\| v_m \right\|_{L^2([0, +\infty] \times \Omega^*)} \left\| \partial_t^2 v_m \right\|_{L^2([0, +\infty] \times \Omega^*)}.$$

Then using the Sobolev embeddings we have the existence of a constant $K > 0$ such that

$$\left\| v_m \right\|_{L^2([0, +\infty] \times \Omega^*)} \left\| \partial_t^2 v_m \right\|_{L^2([0, +\infty] \times \Omega^*)} \leq C \left\| v_m \right\|_{H^1([0, +\infty] \times \Omega^*)} \left\| \partial_t^2 v_m \right\|_{L^2([0, +\infty] \times \Omega^*)} \leq K,$$
as \((v_m)_{m \in \mathbb{N}^*}\) is weakly convergent in \(H(\Omega^*)\). Moreover, by the dominated convergence theorem combining with the Sobolev embeddings
\[
\phi \in L^2([0, +\infty]; H^1_0(\Omega^*)) \hookrightarrow L^2([0, +\infty]; L^4(\Omega^*))
\]
and hence
\[
\| (\mathbb{I}_{\Omega_m} - \mathbb{I}_{\Omega}) \phi \|_{L^2([0, +\infty]; L^4(\Omega^*))} \xrightarrow{m \to +\infty} 0.
\]
Therefore
\[
\left| \int_0^{+\infty} \int_{\Omega_m} (v_m \partial_t^2 v_m) \phi d\lambda dt - \int_0^{+\infty} \int_{\Omega_m} (v_m \partial_t^2 v_m) \phi d\lambda dt \right| \xrightarrow{m \to +\infty} 0. \tag{68}
\]
Now we consider
\[
\left| \int_0^{+\infty} \int_{\Omega_m} (v_m \partial_t^2 v_m) \phi d\lambda dt - \int_0^{+\infty} \int_{\Omega} (u \partial_t^2 u) \phi d\lambda dt \right|.
\]
Noticing that
\[
\| v_m \phi - u \phi \|_{L^2([0, +\infty]; L^2(\Omega))}^2 = \int_0^{+\infty} \| (v_m - u) \phi \|^2_{L^2(\Omega)} ds,
\]
thanks to the Young inequality it can be estimated as
\[
\| v_m \phi - u \phi \|_{L^2([0, +\infty]; L^2(\Omega))}^2 \leq \int_0^{+\infty} \| v_m - u \|^2_{L^2(\Omega)} \| \phi \|^2_{L^2(\Omega)} ds,
\]
and with the help of the Sobolev embeddings it becomes
\[
\| v_m \phi - u \phi \|_{L^2([0, +\infty]; L^2(\Omega))}^2 \leq K \int_0^{+\infty} \| v_m - u \|^2_{H^1(\Omega)} \| \phi \|^2_{H^1(\Omega)} ds 
\leq K \| v_m - u \|^2_{L^\infty([0, +\infty]; H^1(\Omega))} \| \phi \|^2_{L^2(\infty; L^2(\Omega))}.
\]
But in the same time \(v_m \to u\) in \(H^1([0, +\infty]; H^1(\Omega)) \subset L^\infty([0, +\infty]; H^1(\Omega))\), what implies the strong convergence \(v_m \to u\) in \(L^\infty([0, +\infty]; H^1(\Omega))\). Then
\[
v_m \phi \to u \phi \text{ in } L^2([0, +\infty]; L^2(\Omega))
\]
Combining this convergence result with (62) we obtain
\[
\left| \int_0^{+\infty} \int_{\Omega_m} (v_m \partial_t^2 v_m) \phi d\lambda dt - \int_0^{+\infty} \int_{\Omega} (u \partial_t^2 u) \phi d\lambda dt \right| \xrightarrow{m \to +\infty} 0. \tag{69}
\]
Consequently, Eqs. (67), (68) and (69) allow to conclude that
\[
\left| \int_0^{+\infty} \int_{\Omega_m} (v_m \partial_t^2 v_m) \phi d\lambda dt - \int_0^{+\infty} \int_{\Omega_m} (v \partial_t^2 v_m) \phi d\lambda dt \right| \xrightarrow{m \to +\infty} 0. \tag{70}
\]
Next let us consider
\[
\left| \int_0^{+\infty} \int_{\Omega_m} (\partial_t v_m)^2 \phi d\lambda dt - \int_0^{+\infty} \int_{\Omega_m} (\partial_t u)^2 \phi d\lambda dt \right| \leq
\left| \int_0^{+\infty} \int_{\Omega_m} (\partial_t v_m)^2 \phi d\lambda dt - \int_0^{+\infty} \int_{\Omega} (\partial_t v_m)^2 \phi d\lambda dt \right|
+ \left| \int_0^{+\infty} \int_{\Omega_m} (\partial_t v_m)^2 \phi d\lambda dt - \int_0^{+\infty} \int_{\Omega} (\partial_t u)^2 \phi d\lambda dt \right| \tag{71}
\]
The first term goes to 0 for \( m \to +\infty \) by the same reason as in the proof of (68), moreover we have:

\[
\left| \int_0^{+\infty} \int_{\Omega} \left( \partial_t v_m \right)^2 \phi \, d\lambda \, dt - \int_0^{+\infty} \int_{\Omega} \left( \partial_t u \right)^2 \phi \, d\lambda \, dt \right| = \left| \int_0^{+\infty} \int_{\Omega} (\partial_t v_m - \partial_t u)(\partial_t v_m + \partial_t u) \phi \, d\lambda \, dt \right|.
\]

By the Young inequality

\[
\left| \int_0^{+\infty} \int_{\Omega} \left( (\partial_t v_m)^2 - (\partial_t u)^2 \right) \phi \, d\lambda \, dt \right| \leq \int_0^{+\infty} \left\| \partial_t v_m - \partial_t u \right\|_{L^2(\Omega)} \left\| \partial_t v_m + \partial_t u \right\|_{L^2(\Omega)} \left\| \phi \right\|_{L^6(\Omega)} \, dt
\]

and by the Sobolev embeddings and the Cauchy-Schwarz inequality

\[
\left| \int_0^{+\infty} \int_{\Omega} \left( (\partial_t v_m)^2 - (\partial_t u)^2 \right) \phi \, d\lambda \, dt \right| \leq \left\| \partial_t v_m + \partial_t u \right\|_{L^\infty([0, +\infty[:L^2(\Omega))} \left\| \phi \right\|_{L^2([0, +\infty[:H^1(\Omega))}.
\]

Thanks to (65), \( \|\partial_t v_m - \partial_t u\|_{L^2([0, +\infty[:L^2(\Omega))} \to 0 \) as \( m \to +\infty \). As in addition

\[
\partial_t v_m \to \partial_t u \text{ in } H^1([0, +\infty[:L^2(\Omega)) \hookrightarrow L^\infty([0, +\infty[:L^2(\Omega)),
\]

the norm \( \|\partial_t v_m + \partial_t u\|_{L^\infty([0, +\infty[:L^2(\Omega))} \) is bounded, and thus

\[
\left| \int_0^{+\infty} \int_{\Omega} \left( (\partial_t v_m)^2 - (\partial_t u)^2 \right) \phi \, d\lambda \, dt \right| \to 0 \text{ as } m \to +\infty.
\]

Coming back to (71), we finally obtain

\[
\left| \int_0^{+\infty} \int_{\Omega_m} \left( \partial_t v_m \right)^2 \phi \, d\lambda \, dt - \int_0^{+\infty} \int_{\Omega} \left( \partial_t u \right)^2 \phi \, d\lambda \, dt \right| \to 0 \quad \text{as } m \to +\infty.
\]

So, from (66), (70) and (72) we deduce that for all \( \phi \in L^2([0, +\infty[:H^1_0(\Omega^*)\)) the functionals \( F_m[v_m, \phi] \to F[u, \phi] \) for \( m \to +\infty \), which finishes the proof.

Finally we generalize the well-posedness result in \( \mathbb{R}^2 \) and obtain an approximation result of the solution of the Westervelt equation on \( \Omega \) by the solutions of the Westervelt equation on \( \Omega_m \).

**Theorem 21.** Let \( \Omega \) an open bounded domain approximated by a sequence of open domains \( (\Omega_m)_{m \in \mathbb{N}} \) such that \( \Omega_m \to \Omega \) in the sense of Definition 11, i.e. \( \Omega_m \) are arbitrary in \( \mathbb{R}^3 \) and are NTA-domains uniformly characterized by constants \( M \) and \( r_0 \) in \( \mathbb{R}^2 \). Let in addition \( \Omega^* \) be an open domain, such that for all \( m \in \mathbb{N}^* \), \( \Omega_m \subset \Omega^* \) with \( \Omega \subset \Omega^* \), and \( f \in L^2([0, +\infty[:L^2(\Omega^*)) \) whose restrictions on \( \Omega \) and \( \Omega_m \) are denoted again by \( f \).

Let \( u_0 \in H_0^1(\Omega), \ u_1 \in H_0^1(\Omega), \ \Delta u_0 \in L^2(\Omega) \) in the sense of the weak Poisson problem (2). Assume the existence of two sequences \( u_{0,m} \in H_0^1(\Omega_m) \) and \( u_{1,m} \in H_0^1(\Omega_m) \) with \( \Delta u_{0,m} \in L^2(\Omega_m) \) (also in the sense of (2)) such that their extensions on \( \mathbb{R}^n \) by 0 satisfy

\[
E_{\mathbb{R}^n} \Delta u_{0,m} \xrightarrow{m \to +\infty} E_{\mathbb{R}^n} \Delta u_0 \in L^2(\mathbb{R}^n),
\]

\[
E_{\mathbb{R}^n} u_{1,m} \xrightarrow{m \to +\infty} E_{\mathbb{R}^n} u_1 \in H_0^1(\mathbb{R}^n).
\]

Let us denote by \( u_m \in X(\Omega_m) \) the weak solutions of the problem (52) on \( \Omega_m \) associated to the initial conditions \( u_{0,m} \) and \( u_{1,m} \) in the sense of Theorem 19, which are also the weak solutions in the sense of Remark 5.

Then there exists an unique weak solution \( u \in H(\Omega) \) of the Westervelt problem (50) on \( \Omega \) in the sense of the weak formulation (44). In addition, for \( r_0 > 0 \) with \( r_0 = O(1) \) and

(34)
we have as a direct consequence that there exists a unique weak solution \( u \in \Omega \) which by the density argument holds also for all \( \phi \in \Omega \). Consequently, for all \( \phi \in \Omega \) in \( \mathbb{R}^3 \) or a NTA domain in \( \mathbb{R}^2 \), then the solution \( u \in X(\Omega) \) and satisfies Theorem 16.

**Proof.** By definition of \( \Omega^* \) we have \( H(\Omega_m) \hookrightarrow H(\Omega^*) \) and \( H(\Omega) \hookrightarrow H(\Omega^*) \) (see Eq. (53)). By the definition of \( u_m \) in Theorem 19 we have as a direct consequence that \( u_m \in X(\Omega_m) \) is a weak solution in the sense of Remark 5. Therefore, for all \( \phi \in L^2([0, +\infty]; H^1_0(\Omega_m)) \) \( F_m[u_m, \phi] = 0 \). Extending by 0 we obtain

\[
\| (E_{\mathbb{R}^3} u_m)_{|\Omega^*} \|_{H(\Omega^*)} \leq \| u_m \|_{X(\Omega_m)} \leq 2r
\]

with \( C_1 > 0 \) also independent of \( m \), then it holds

\[
C_1 \| u_m \|_{H(\Omega_m)} \leq \| u_m \|_{X(\Omega_m)} \leq 2r
\]

with a constant \( C > 0 \) depending only on \( \lambda(\Omega_m) \).

Therefore, as the sequence \( ((E_{\mathbb{R}^3} u_m)_{|\Omega^*})_m \in \mathbb{N} \) is bounded, there exits \( u^* \in H(\Omega^*) \) and a subsequence, still denoted by \( (E_{\mathbb{R}^3} u_m)_{|\Omega^*} \), such that

\[
(E_{\mathbb{R}^3} u_m)_{|\Omega^*} \rightarrow u^* \quad \text{in} \quad H(\Omega^*).
\]

Set \( \phi \in L^2([0, +\infty]; \mathcal{D}(\Omega)) \), then \( \phi \in L^2([0, +\infty]; H_0^1(\Omega)) \), and from a certain rank \( M \) for all \( m \geq M \) \( \supp(\phi) \subset (\Omega_m) \), which implies that \( \phi \in L^2([0, +\infty]; H^1_0(\Omega_m)) \) for \( m \geq M \) as \( \Omega_m \rightarrow \Omega \) in the sense of Definition 11. Therefore, by Theorem 20 for \( m \geq M \) we have

\[
0 = F_m[(E_{\mathbb{R}^3} u_m)]_{|\Omega^*}; \phi \rightarrow F[u^*, \phi].
\]

Consequently, for all \( \phi \in L^2([0, +\infty]; \mathcal{D}(\Omega)) \)

\[
F[u^*, \phi] = 0
\]

which by the density argument holds also for all \( \phi \in L^2([0, +\infty]; H_0^1(\Omega)) \). By definition of \( u_m \) we also have \( u^*(0) = u_0, \Delta u^*(0) = \Delta u_0 \in L^2(\Omega) \) and \( \partial_\nu u^*(0) = u_1 \in H^1_0(\Omega) \). Moreover,

\[
(E_{\mathbb{R}^3} u_m)_{|\Omega^*} \quad \text{converging weakly to} \quad u^* \quad \text{in} \quad H(\Omega^*).
\]

But \( (E_{\mathbb{R}^3} u_m)_{|\Omega^*} \in \Omega_m \rightarrow \Omega \), so \( u^* |_{\Omega^* \setminus \Omega} = 0 \). Consequently we obtain

\[
u^* |_{\Omega} \in H(\Omega)
\]

and thus it is the weak solution of the Westervelt problem (50) on \( \Omega \) satisfying (44). It is unique by the unicity of the weak limit. In addition, by the assumptions of strong convergence of the initial data and their uniform boundedness, we obtain by passing to the limit the same boundedness for \( u_0, u_1 \) and \( f \) on \( \Omega \). Finally, as \( E_{\mathbb{R}^3} u^*_{|\Omega^*} \) is the weak limit of \( E_{\mathbb{R}^3} u_m |_{\Omega^*} \) in \( H(\Omega^*) \), we directly have using (3), holding for arbitrary domains in \( \mathbb{R}^3 \) and for NTA domains in \( \mathbb{R}^2 \) with uniform on \( m \) constants, that there exists a constant \( C > 0 \) (depending on the volume of \( \Omega \)) such that for all \( r \in [0, r^*] \)

\[
\| E_{\mathbb{R}^3} u^* |_{\Omega^*} \|_{H(\Omega^*)} \leq C \lim_m \| E_{\mathbb{R}^3} u_m |_{\Omega^*} \|_{X(\Omega_m)} \leq 2Cr.
\]

If \( \Omega \subset \mathbb{R}^3 \) or it is a NTA domain in \( \mathbb{R}^2 \) then by Theorem 16 there exists a unique weak solution \( u \in X(\Omega) \) satisfying (44) (see also Remark 5). Thus, by the unicity, \( u = u^* |_{\Omega} \in X(\Omega) \). If \( \Omega \subset \mathbb{R}^2 \) which is not a NTA domain a priori we cannot ensure that \( u^* \in X(\Omega) \).  

\[ \square \]
A Proof of Theorem 9

We note that by an approximation argument we just have to prove the theorem for \( f \geq 0 \) and \( f \in D(\Omega) \). Let \( R_0 \) be an initial cube of center \( x_0 \in \partial \Omega \) with an edge measure \( l(R_0) = \delta \) and \( R_1 \) be a cube associated to \( R_0 \) of same center and orientation than \( R_0 \) with \( l(R_1) = l(R_0)/(5C_0(M,n)) \) with \( C_0(M,n) >> 1 \) as in the Section 9 of Ref. [57]. We take \( R_2 \) as a cube of same center and of the orientation as \( R_1 \) with side length \( l(R_2) = l(R_1)/K_0 \), where \( K_0 = K_0(M,n) \) is such that if \( v(x) \) is an harmonic function on \( R_1 \), then

\[
\int_{R_2 \cap \Omega} \frac{|v(x)|^q}{d(x, \partial \Omega)} \, dx \leq K(M,n,q)\lambda(R_2) \frac{|v(y_0)|^q}{d(y_0, \partial \Omega)}
\]

(73)

for some \( y_0 \in R_2 \cap \Omega \), \( d(y_0, \partial \Omega) \geq K_1(M,n)l(R_2) \). This can always be arranged by Theorem 6.1 in Ref. [57]. We construct \( Q_k \) for \( k \leq N \) a covering of \( \partial \Omega \) with cubes of same orientation and edge side than \( R_2 \) centered at \( x_k \in \partial \Omega \) and such that \( Q_k \) is related to a cube \( Q_k^* \) in the same way that \( R_2 \) is related to \( R_1 \). Note that

\[
\sum_{k=1}^N \lambda(Q_k) \leq 2\lambda(\Omega),
\]

which implies \( N \leq K_2(\delta, M, n, diam(\Omega)) \).

Let \( \Omega_0 := \Omega \setminus \bigcup_{k=1}^N Q_k \). We may assume that \( d(\Omega_0, \partial \Omega) \geq K_1(M,n)l(R_2) \). Then

\[
\int_{\Omega} \frac{|Gf(x)|^q}{d(x, \partial \Omega)} \, dx \leq \int_{\Omega_0} \frac{|Gf(x)|^q}{d(x, \partial \Omega)} \, dx + \sum_{k=1}^N \int_{Q_k \cap \Omega} \frac{|Gf(x)|^q}{d(x, \partial \Omega)} \, dx.
\]

(74)

We denote by \( G(x,y) \) the Green function associated to \( \Omega \). According to Lemma 2.1 in Ref. [61] if \( \lambda(\Omega) \leq 1 \) then

\[
0 \leq G(x,y) \leq \frac{C(n)}{|x-y|^{n-1}},
\]

by dilatation we can extend this result for all \( \Omega \) bounded simply connected

\[
0 \leq G(x,y) \leq \frac{C(n,\lambda(\Omega))}{|x-y|^{n-1}}.
\]

(75)

Then as \( f \geq 0 \),

\[
|Gf(x)| = \int_{\Omega} G(x,y)f(y) \, dy \\
\leq \int_{\Omega} C(n,\lambda(\Omega)) \frac{f(y)}{|x-y|^{n-1}} \, dy \\
\leq C(n,\lambda(\Omega))\frac{f(x)}{\gamma(1)l(x)}
\]

where we have taken for \( \alpha = 1 \) the Riesz potential defined for \( 0 < \alpha < n \)

\[
I_\alpha f(x) = \frac{1}{\gamma(\alpha)} \int_{\mathbb{R}^n} \frac{f(y)}{|x-y|^{n-\alpha}} \, dy.
\]

(76)

We also use the fact according to Ref. [62] that for \( 0 < \alpha < n, 1 < p \leq q < +\infty, \frac{1}{q} = \frac{1}{p} - \frac{\alpha}{n} \) then

\[
\|I_\alpha f\|_{L^q} \leq A_{p,q} \|f\|_{L^p}.
\]

(77)
We obtain as \(d(\Omega_0, \partial \Omega) \geq K_1(M, n) l(R_2)\)

\[
\int_{\Omega_0} \frac{|Gf(x)|^q}{d(x, \partial \Omega)} \ dx \leq \frac{1}{K_1(M, n) l(R_2)} \int_{\Omega_0} |Gf(x)|^q \ dx \\
\leq \frac{(C(n, \lambda(\Omega)) \gamma(1))^q}{K_1(M, n) l(R_2)} \int_{\Omega_0} I_1f(x) \ dx \\
\leq C(M, n, q, \delta, \text{diam}(\Omega)) ||I_1f||_{L^q} \\
\leq C(M, n, q, \delta, \text{diam}(\Omega)) ||f||_{L^p}^q
\]

with \(\frac{1}{q} = \frac{1}{p} - \frac{1}{n} - \frac{1}{q} - 1.\)

Now let us consider the second term in Eq. (74). We fix \(k\) and take \(\varphi \in D(Q_k^*)\) with \(0 \leq \varphi \leq 1\) such that \(\varphi(x) = 1\) on \((1 - \varepsilon) Q_k^*\) for some small \(\varepsilon\). We put \(g_k(x) = (1 - \varphi(x))f(x)\) and \(h_k(x) = \varphi(x)f(x)\). Then

\[
\int_{Q_k \cap \Omega} \frac{|Gf(x)|^q}{d(x, \partial \Omega)} \ dx \leq C_q \left( \int_{Q_k \cap \Omega} \frac{|Gh_k(x)|^q}{d(x, \partial \Omega)} \ dx + \int_{Q_k \cap \Omega} \frac{|Gg_k(x)|^q}{d(x, \partial \Omega)} \ dx \right). \quad (78)
\]

We call the integrals on the right hand side \(I_1\) and \(I_2\). Using Lemma 10.1 in Refs. [57] or [18] as \(\supp h_k \subset Q_k^*\), we have

\[
C = C(M, n, q, r_0, \delta, \text{dimloc}(\partial \Omega), \text{diam}(\Omega))
\]

such that

\[
I_1 \leq C\|h_k\|_{L^p} \leq C\|f\|_{L^p}^q.
\]

Using (73) on \(Gg_k\) considering it is harmonic on \((1 - \varepsilon) Q_k^*\) we have \(y_k \in \Omega \cap Q_k\) such that, \(d(y_k, \partial \Omega) \geq K_1(M, n) l(R_2)\) and

\[
I_2 \leq K(M, n, q) \lambda(R_2) \left| \frac{Gg_k(y_k)}{d(y_k, \partial \Omega)} \right|^q \leq C(M, n, q, \delta) |Gg_k(y_k)|^q.
\]

But as \(g_k \geq 0\)

\[
|Gg_k(y_k)| = \int_{\Omega} G(y_k, y) g_k(y) \ dy \\
\leq C(n, \text{diam}(\Omega)) \int_{\Omega} \frac{g_k(y)}{|y_k - y|^{n-1}} \ dy
\]

according to (75). But \(\supp g_k \subset Q_k^* \setminus (1 - \varepsilon) Q_k^*\) and if \(y \in Q_k^* \setminus (1 - \varepsilon) Q_k^*\) then \(d(y_k, y) \geq \frac{1}{\varepsilon} |(1 - \varepsilon) l(Q_k^*) - l(Q_k)|\) a non negative constant depending only on \(\delta, M, n\) given the relation between \(Q_k\) and \(Q_k^*\) and their definition. As a result

\[
\int_{\Omega} \frac{g_k(y)}{|y_k - y|^{n-1}} \ dy \leq C(M, n, \delta) \int_{\Omega} g_k(y) \ dy \leq C(M, n, \delta) \|g_k\|_{L^1} \leq C(M, n, \delta) \|f\|_{L^1},
\]

and

\[
I_2 \leq C(m, n, q, \delta, \text{diam}(\Omega)) \|f\|_{L^1}^q.
\]

Considering again (78) we have

\[
\int_{Q_k \cap \Omega} \frac{|Gf(x)|^q}{d(x, \partial \Omega)} \ dx \leq C(M, n, q, r_0, \delta, \text{dimloc}(\partial \Omega), \text{diam}(\Omega)) \|f\|_{L^p}^q,
\]

which allows to conclude.
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