Automatic tumour segmentation in H&E-stained whole-slide images of the pancreas.
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ABSTRACT

Pancreatic cancer will soon be the second leading cause of cancer-related death in Western society. Imaging techniques such as CT, MRI and ultrasound typically help providing the initial diagnosis, but histopathological assessment is still the gold standard for final confirmation of disease presence and prognosis. In recent years machine learning approaches and pathomics pipelines have shown potential in improving diagnostics and prognostics in other cancerous entities, such as breast and prostate cancer. A crucial first step in these pipelines is typically identification and segmentation of the tumour area. Ideally this step is done automatically to prevent time consuming manual annotation. In this paper, we propose a multi-task convolutional neural network to balance disease detection and segmentation accuracy. We validated our approach on a dataset of 29 patients (for a total of 58 slides) at different resolutions. The best single task segmentation network achieved a median Dice of 0.885 (0.122) IQR at a resolution of 15.56 $\mu$m. Our multi-task network improved on that with a median Dice score of 0.934 (0.077) IQR.
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1. INTRODUCTION

Pancreatic ductal adenocarcinoma (PDAC) is now the seventh leading cause of cancer-related deaths worldwide\textsuperscript{1} and will soon become the second leading cause of cancer-related death in Western society.\textsuperscript{2} Europe has the highest burden of PDAC in the world, with 150 000 new cases in 2018 and 95 000 deaths/year. Worldwide there were over 500 000 deaths in 2020.\textsuperscript{3} Moreover, PDAC has the lowest survival of all types of cancers\textsuperscript{4} (median survival time 4.6 months), with patients losing 98% of their healthy life expectancy.

Although imaging techniques as computed tomography (CT), magnetic resonance imaging (MRI) and endoscopic ultrasound (EUS)\textsuperscript{2} are widely used for an initial diagnosis of pancreatic cancer, biopsies are the gold standard for final confirmation of disease presence and prognosis. In recent years machine learning approaches and pathomics pipelines have shown potential in improving diagnostics and prognostics in other cancerous entities, such as breast and prostate cancer\textsuperscript{5,6} but very little research has been done on the analysis of pancreatic histopathological images through automatic systems. As far as the authors are aware, Fu et al.\textsuperscript{7} proposed an automatic method based on convolutional neural networks (CNNs) for pancreatic cancer detection and segmentation. They perform patch- and Whole-slide Image-level classification to determine which areas of an image are most critical for PDAC identification and use the segmentation network as control study for their classification network. A key challenge when combining detection and segmentation in a single convolutional neural network is to balance detection and segmentation accuracy. This paper proposes a multi-task convolutional neural network for segmenting PDAC on whole-slide images (WSIs) and compares it to a single-task segmentation network. Furthermore, we explore which image resolution is most suitable for PDAC detection and segmentation.

2. METHODOLOGY

Data For this study, 29 patients were selected from a PET-cohort of 158 patients with histologically proven pancreatic ductal adenocarcinoma (PDAC) who underwent [18F]FDG PET/CT in the period between 2004 and 2015 at Radboud University Medical Center, Nijmegen (The Netherlands) during diagnostic work-up for a total of 58 (2 slides per patient) H&E stained slides. Fifty-one slides contained cancerous tissue, while seven only had normal tissue. All the positive cases were collected with tumour annotations (Figure 1) made under the supervision of a pathologist. Additionally, the annotations were masked with the tissue masks generated by a
tissue-background segmentation algorithm\(^8\) in order to remove possible presence of the background. Slides were organised in 5 folds for cross-validation, maintaining a ratio for training - validation of 0.8 - 0.2. There were no slides coming from the same patient in both the training and validation folds. Due to the limited data available, we did not use a separate test fold.

**Network architecture and experiment setup**  
WSIs have a typical dimension of $\sim 100,000 \times \sim 100,000$ pixels at the highest resolution, around 0.25 \(\mu\)m. Forwarding even a single slide through any CNN would be nearly impossible for modern GPU as it would require a computational power and memory higher than any of the current hardware, unless using specialized end-to-end approaches\(^9,10\). For segmentation, a patch-based approach is typically preferred due to its simplicity and because generally only local patch-level information is required to solve the task.

The best resolution at which to sample patches is often unknown a-priori, thus in our study, we compared the performances of the same model architecture over three different patch sets sampled at three different resolutions, respectively: 3.89 \(\mu\)m, 7.78 \(\mu\)m and 15.56 \(\mu\)m. Patches of shape 256x256 pixels were sampled with equal probability from normal tissue and cancerous tissue in both the training and validation sets. We augmented the sampled training patches for every experiment by applying flipping (both horizontal and vertical), blurring, modification of HSV channels, contrast and brightness.

We used a U-Net\(^{11}\) model provided by the open-source Segmentation library\(^{12}\) as our segmentation model. We selected a five-layers efficientnet-b0 structure, pre-trained on ImageNet, as the backbone for the encoder and a five-layers decoder with skip-connection for reconstructing the output. For each experiment, we trained the U-Net for 30 epochs and used Adam optimizer (learning rate =1e – 5) with a mini-batch of 16 patches. A Dice loss was used during training. During inference, we divide the test WSIs into sequential patches sampled at the exact resolution the model was trained and pass it through the network to obtain the cancer probability map then binarized with a threshold of 0.5 for generating the segmentation of the tumour.

For the multi-task network, we added a single neuron acting as a binary classifier to the last layer (latent space) of the encode. For each patch passed through the network, there would then be two outputs: a segmentation mask and a label. To assign a ground truth label for the patch, we tested two different criteria: in the first (Seg + Cl1), the patch is given label 1 (cancer) if at least 51% of its pixels belong to the tumour class, while in the
Table 1: Median and Median positive Dice for the three resolutions and over the Segmentation + Classification Task.

| Experiment | Med. Dice (IQR) | Med. Pos. Dice (IQR) |
|------------|-----------------|----------------------|
| 3.89µm     | 0.831 (0.151)   | 0.846 (0.110)        |
| 7.78µm     | 0.848 (0.149)   | 0.867 (0.124)        |
| 15.56µm    | 0.874 (0.160)   | 0.885 (0.122)        |
| **Seg + Cl 1** | **0.926 (0.143)** | **0.934 (0.077)** |
| **Seg + Cl 2** | **0.871 (0.129)** | **0.893 (0.117)** |

The latter (Seg + Cl2) a patch is considered cancer if there is at least 1 pixel belonging to the tumour class in it. To optimize this small binary classifier we used the Binary Cross-Entropy (BCE) loss. Thus, the total loss function used for training the multi-task network was the arithmetic sum of the segmentation loss and the classification loss, therefore the Dice loss function and the Binary Cross-Entropy loss. As reported in Table 1, the single-task network achieved higher median dice when trained at lower resolution, therefore we trained the multi-task network with samples extracted at 15.56µm and for 100 epochs. The reason why the previous experiments were done with 30 epochs of training is that we noticed a plateau after that amount of epochs, while adding this classification task allowed us to train the network longer without overfitting. During inference, we rely on the classification layer to produce the output mask. If a patch is classified as positive, so containing cancer, then the product of the segmentation branch is kept, while if a patch is classified as negative, the result of the segmentation branch is masked with an array full of zeros. This ideally should lead to a reduction of false positive patches.

Figure 2: Boxplots of the network over the three different resolutions and multi-task network on the positive cases.

**Results** We evaluated the performances of our models calculating the Dice coefficient on the validation images per each fold. Figure 2 shows the boxplots of the experiments over the five-fold cross-validation. When lowering the resolution at which to extract patches, the model has a higher median Dice coefficient for segmenting the tumour. This might be due to the fact that for pancreatic cancer segmentation architectural features of the whole tissue are more important than cellular features. Therefore, to achieve good performance is not needed to increase the resolution. Table 1 reports the median Dice coefficient with inter-quartile range calculated for the whole dataset (58 cases) and the positive cases only (51). From the table is possible to see that adding the classification branch to the network does improve the results, but this is dependant on the labeling criteria assigned. Indeed, with the second labeling criteria (Seg + Cl 2) nearly no additional information is given to the
single-task network, and this might be due to the fact that this might be a really permissive labeling criteria, as a patch is given label 1 if there’s at least one pixel belonging to the tumour class in its ground truth patch. Thus, results are comparable with the single-task network, while on the other hand, when using the first labeling criteria (Seg + Cl 1), the network actually feels the effect of the more restrictive criteria. The Figure 2 shows some outliers with Dice of 0. Most of them are the negative cases, for which the model generated false positive patches, but for the multi-task network and the lower resolution approach, despite having the overall best results there is also a missed positive case, for which the segmentation mask was negative, therefore for that case as well the Dice was set to 0.

Discussion

Figure 3 and Figure 4 compare the segmentation masks produced on two positive cases by the model trained on the three resolutions and the model trained on the lower resolution in the multi-task settings. For the first case, the models obtained a high Dice score for all the experiments, whereas in the second case the models obtained a Dice score within the inter-quartile range. Figure 3 and Figure 4 show, the lower the resolution, the better the network can segment the edges of the tumour. This is because at higher resolutions, the patch contains less spatial information; thus, the model would nearly-always deal with patches completely positive or completely negative, while at lower resolution this happens less frequently, resulting in the edges of the segmented tumour being better defined. The network also is forced to focus more on architectural aspects of the tissue instead of cellular features, which might be more important in PDAC. The addition of the multi-task loss shows a further improvement in median Dice and a reduction in inter-quartile range. The multi-task network and the network trained at lower resolution miss classify a single positive case. This might due to the composition of the tissue itself which looks very different from the others in the dataset, thus at higher resolution it was miss classified, while detected (with false positive patches) at higher resolution.

In PDAC-negative cases the networks trained at higher resolutions usually produce more false-positive patches, while training the network at lower resolution decreases the number of false-positive patches (Figure 5 and Figure 6). In the multi-task setting this is even further improved. In general, the percentage of miss-classified tissue for the seven negative cases in our dataset varies from 3.2± 1.66% for the model trained at 3.89µm to 0.60 ± 0.57% for the best multi-task configuration.

This work can be considered as the first step for more detailed tissue analysis. Once the main tumour area is
accurately segmented, discrimination on the tumour microenvironment (TME) components, such as epithelial cells and stromal cells, can be done, yielding to possible prognostic markers such as Tumour to stroma ratio (TSR).

Our work does have several limitations. Due to the small dataset size we needed to perform five-fold cross-validation to adequately train the networks. In future work we want to expand the dataset, include data from external sources and analyse whether the improvement provided by the multi-task network is statistically significant. Additionally, we did not explore more sophisticated classification branches for the multi-task network
or different weights for the classification loss, which could help further improve performance. Last, due to the fact that we only have coarse tumor annotation we cannot separate between different tumour components, such as stroma, immune cells and tumor cells, which will be important for extracting relevant pathomics features. Summarizing, we have shown that standard segmentation architectures can segment PDAC accurately, even at low-resolution. Furthermore, in a multi-task setting performance is further improved.
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