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Abstract—Typical evaluations of fingerprint recognition systems consist of end-to-end black-box evaluations, which assess performance in terms of overall identification or authentication accuracy. However, these black-box tests of system performance do not reveal insights into the performance of the individual modules, including image acquisition, feature extraction, and matching. On the other hand, white-box evaluations, the topic of this paper, measure the individual performance of each constituent module in isolation. While a few studies have conducted white-box evaluations of the fingerprint reader, feature extractor, and matching components, no existing study has provided a full system, white-box analysis of the uncertainty introduced at each stage of a fingerprint recognition system. In this work, we extend previous white-box evaluations of fingerprint recognition system components and provide a unified, in-depth analysis of fingerprint recognition system performance based on the aggregated white-box evaluation results. In particular, we analyze the uncertainty introduced at each stage of the fingerprint recognition system due to adverse capture conditions (i.e., varying illumination, moisture, and pressure) at the time of acquisition. Our experiments show that a system that performs better overall, in terms of black-box recognition performance, does not necessarily perform best at each module in the fingerprint recognition system pipeline, which can only be seen with white-box analysis of each sub-module. Findings such as these enable researchers to better focus their efforts in improving fingerprint recognition systems.

Index Terms—Fingerprint recognition, white-box evaluation, uncertainty analysis, fingerprint readers, minutiae extractors, minutiae matchers

I. INTRODUCTION

MOST techniques for evaluating automated fingerprint identification systems (AFIS) consist of a black-box evaluation of authentication or search accuracy on a given dataset—a For example, the National Institute of Standards and Technology (NIST) conducts fingerprint vendor technology evaluations (FpVTE) and the University of Bologna conducts fingerprint verification competitions (FVC) to evaluate fingerprint recognition systems, as measured in terms of computational requirements and recognition accuracy on benchmark datasets. Black-box evaluations are valuable in that they allow for overall comparisons between recognition

Several white-box studies, aimed at evaluating the various sub-components of an AFIS (fingerprint reader, minutiae extractors, and minutiae matchers), have been proposed to address this limitation inherent to black-box evaluations. While these studies provide a good starting point for white-box evaluations of each constituent AFIS module, we posit that (i) each of them leaves room for more rigorous testing and uncertainty analysis and also (ii) it is more beneficial to perform all of these evaluations together in a unified framework in order to gain additional insights. Therefore, in this paper, we propose extensive white-box evaluations and an uncertainty analysis of each of the major components (fingerprint reader, minutiae extractors, and minutiae matchers) of two state-of-the-art AFIS. Then, we examine these individual white-box evaluation results in light of an end-to-end black-box evaluation of the two AFIS. The contributions made to the white-box evaluations of each component of AFISs, along with our unified end-to-end evaluation are described in the following subsections.
A. Fingerprint Reader Evaluation

Perhaps the most well known evaluations for fingerprint readers are enumerated in the certification standards PIV-071006 [12] and Appendix F [13]. A limitation with these evaluations is that they only utilize calibration patterns for evaluation. However, these patterns are significantly different from the fingerprints the readers will be sensing in an operational scenario. This limitation prompted studies in [7], [8], [9], [10] to develop realistic, 3D fingerprint targets to evaluate fingerprint readers in a more operational setting. These studies did utilize the 3D targets for some white-box testing, but were primarily focused on evaluations related to end-to-end matching performance. This is also the case with [14], where the authors investigate the effect of relaxing each metric outlined in the PIV-071006 in terms of black-box matching accuracy on a database of real fingerprints.

Other studies have performed a more isolated evaluation of the fingerprint reader module (white-box evaluation) through a variety of fingerprint image quality-metrics ([15], [16], [17], [18], [19]). For example, in [20], the performance of both an optical and capacitive reader are evaluated using a variety of fingerprint quality-metrics in the presence of varying amounts of finger pressure and moisture. Similarly, four types of fingerprint sensing technologies, including optical, semiconductor, thermal, and tactile, are evaluated (again using fingerprint quality-metrics) by Kang et al. in [21].

In this work, we build upon the white-box fingerprint reader evaluations of [22], [21] by including an additional sensing technology (ultrasound), an additional capture condition (illumination), and a statistical uncertainty analysis/evaluation to better determine the sensitivity of the fingerprint readers to the varying conditions. In total, we evaluate fingerprint readers equipped with three sensing technologies (capacitive, optical, and ultrasound) under three varying capture conditions (humidity, pressure, and lighting). Our white-box fingerprint reader evaluation provides a much needed, comprehensive update on the state of fingerprint sensing technologies, which have likely progressed since the study of Alonso-Fernandez et al. [20] over a decade ago.

B. Minutiae Extractor Evaluation

Chugh et al. conduct a white-box evaluation of minutiae extractors in [11]. In particular, they measure the detection and localization performance of four minutiae-based feature extractors in the presence of random perturbations to the input fingerprint images. A major limitation of this study is that the types of perturbations, namely specular noise and motion blur, are not an adequate model of perturbations that exist in the real world (e.g., dry/wet fingers and distortion due to varying pressure).

Therefore, in this work, we devise a more robust white-box evaluation of the minutiae extraction module via more realistic perturbation techniques. In particular, rather than randomly adding noise or motion blur to fingerprint images prior to minutiae extraction, we instead apply techniques from neural style transfer to add a “moisture style” or a “pressure style” as a perturbation to an input fingerprint prior to performing minutiae extraction. In this manner, we are able to much better independently and uniquely evaluate the performance of minutiae extractors in the presence of realistic perturbations. As with the fingerprint reader module, our evaluation of the minutiae extraction module also uses a statistical uncertainty analysis to determine the sensitivity of the minutiae extractors to these real world perturbations.

C. Minutiae Matcher Evaluation

Grosz et al. performed the first white-box analysis of minutiae-based matchers in [1]. In particular, the authors in [1] evaluated the sensitivity of one open-source and two commercial-off-the-shelf (COTS) minutiae-matchers to various random perturbations and statistically modeled (using fingerprint training data) non-linear distortions of the input minutiae feature sets.

We build upon the work of [1] by adding additional perturbations to the minutiae set that are more cognizant of the types of perturbations that can be realistically encountered in an operational setting. For example, rather than removing minutiae randomly throughout the fingerprint image as was done in [1], we simulate perturbations to the minutiae set that stem from wet impressions by removing spatially contiguous blocks of minutiae points throughout the minutiae set (since wet prints often result in a collapsed ridge structure in certain blocks of the image and consequently a missing block of minutiae points). We also investigate global rotations of the minutiae sets to simulate varying angles at which a finger is placed during multiple acquisitions. With these additional, more realistic minutiae perturbations, we conduct an uncertainty analysis on two state-of-the-art minutiae matchers to determine their sensitivity to these new perturbation techniques.

D. End-to-End Evaluation

After conducting rigorous white-box evaluations and uncertainty analysis on each of the AFIS modules in isolation, we conclude by conducting a full end-to-end evaluation of each AFIS (two state-of-the-art COTS AFIS). This unified combination of both rigorous white-box and black-box evaluations serve as a more comprehensive and complete AFIS evaluation than existing methods. By combining a full black-box evaluation together with the individual white-box evaluations, we show that even though one AFIS may perform better overall than another in a black-box evaluation, it might not be the case that each individual sub-module of that system is best. This serves as motivation for the various standard evaluations such as the NIST FpVTE to adopt new white-box evaluation techniques to more thoroughly investigate each vendor’s AFIS.

Our combination of white-box and black-box evaluations also enables researchers and engineers to select the best combination of AFIS components suitable for their application domain. For example, a buyer interested in an AFIS which needs to operate in an outdoor environment with high illumination and high humidity (e.g., in a developing country) may prefer to purchase a fingerprint reader from one company and a feature extractor and matcher from another company, such that both modules have little sensitivity to illumination and
moisture, while also making sure that the components can be integrated together to obtain high end-to-end (black-box) performance.

In summary, the contributions of this research are:

- More complete and rigorous white-box evaluation approaches than have previously been conducted for individual AFIS modules including fingerprint readers, feature extractors (minutiae extractors), and matchers (minutiae matchers). We accomplish this via additional perturbation techniques that more closely approximate real world perturbations, an in-house fingerprint dataset collected in the presence of various perturbations (moisture, pressure, and illumination), and an uncertainty analysis evaluation protocol.
- A white-box evaluation on three commercial, FBI certified fingerprint readers, each employing different sensing technology (optical, capacitive, and ultrasound) on fingerprint impressions captured (at MSU) under varying illumination, finger pressure on the platen, and finger dryness.
- A white-box evaluation of two state-of-the-art, COTS minutiae extractors. We show how neural style transfer can be used to add highly realistic perturbations to fingerprint images (e.g., moisture perturbations) to study the sensitivity of minutiae extraction performance.
- A white-box evaluation of two state-of-the-art COTS minutiae matchers. We extend our prior white-box minutiae-matcher evaluation \[1\] by assessing robustness to two additional (more realistic) perturbations not previously studied: global rotation and occlusion of minutiae features sets.
- A unified framework which enables module level evaluations and also interpretation of these modular evaluation in light of end-to-end black-box performance. The code for these experiments is available at [https://github.com/groszste/AFIS-WhiteBoxEvaluation](https://github.com/groszste/AFIS-WhiteBoxEvaluation).

The organization of the rest of this papers is as follows. In section 2, we present the white-box analysis of the fingerprint reader module of an AFIS to various capture perturbations; in section 3, we do the same for the feature extractor module; and this is followed by an analysis of the matcher component in section 4. Within each of these sections, we detail the evaluation procedure, datasets used, experimental protocols, and experimental results. Finally, section 5 complements the white-box evaluations of the individual modules with an end-to-end black-box evaluation of a given fingerprint recognition system. Section 6 then concludes the paper with a summary of the results and a discussion on future directions related to this work.

II. DATASETS

In our white-box and black-box evaluations, we use a number of different fingerprint datasets. In addition to a number of publicly available datasets, we collected our own dataset which is well suited for our white-box evaluations. We call this dataset the Varying Capture Conditions (VCC) dataset.

A. VCC Dataset

The VCC dataset is comprised of 3421 fingerprints acquired under different pressure, moisture, and illumination on three different fingerprint readers: one frustrated total internal reflection (FTIR) optical-based reader, one capacitive-based reader, and one ultrasound-based reader. The sub-categories of adverse capture conditions included dry finger, unaltered finger moisture, and wet finger (for the moisture condition), bright lighting, normal lighting, and dark lighting (for the illumination condition), and high pressure, medium pressure, and low pressure (for the pressure condition). Table \[2\] gives quantitative measurement ranges for each capture condition.

To control the ambient illumination for these experiments, we used a digital light meter and an external light source placed directly above each reader’s imaging surface.\[2\] For bright illumination, the light source is placed at a vertical distance such that the illumination recorded at the imaging surface is 50000 Lux. For dark lighting, a covering is placed over the fingerprint readers to shade the imaging surface such that 10 Lux is recorded. For the normal capture condition, the ambient office environment lighting was recorded as 250 Lux.

To control the finger moisture content, a skin moisture measurement device was used to record the percentage of moisture on the skin surface. The categories of moisture recorded were the subject’s natural skin moisture (normal condition), the moisture after wiping the fingertips with a dry paper towel (dry condition), and after applying a small amount (roughly 0.25 g) of moisturizing lotion to the fingertips (wet condition). Since each subject has a different natural moisture content, the average and standard deviation of moisture content for each category are provided in Table \[2\].

Finally, we use a tactile grip force and pressure sensing system to measure the amount of pressure applied under the three settings of normal pressure, low pressure, and high pressure. For the normal pressure scenario, participants were asked to present their fingerprints to the readers without intentionally controlling the amount of pressure. For low pressure, subjects were asked to present each fingerprint by simply placing their fingers on the imaging surface, doing their best not to apply any downward force. Lastly, subjects were asked to present their fingers to the imaging surface while applying their maximum downward force for high pressure impressions. Measurement ranges for these three categories are presented in Table \[2\].

For each fingerprint, participants were first asked to present each of their ten fingers under “normal” conditions, i.e., asking the users to press their finger against the imaging surface in a natural way, under ambient office environment lighting, with normal pressure and natural skin humidity. Next, additional impressions of the ten fingers were acquired under the six different conditions with varying sequential order between participants to control for differences in presentations as volunteers became more familiar with placing their fingers on the reader platen. The order of fingerprint readers presented to the volunteers was also varied for the same reason. Due to a high failure to enroll rate and the length of the entire

\[\text{2}\] We used a Halogen 80-Watt 1600-Lumen PAR 38 Floodlight bulb.
TABLE I: Measurement ranges for each condition of the Varying Capture Conditions (VCC) Dataset

| Condition          | Illumination (Lux) | Pressure (kPA) | Skin Moisture (%) |
|--------------------|--------------------|----------------|------------------|
| Normal             | 250                | 38.8 ± 12.14   | 76.23 ± 6.68     |
| Dry finger         | 250                | 38.8 ± 12.14   | 68.6 ± 3.87      |
| Wet finger         | 250                | 38.8 ± 12.14   | 90.83 ± 9.49     |
| Low pressure       | 250                | 17.78 ± 6.08   | 76.23 ± 6.68     |
| High pressure      | 250                | 174.38 ± 49.18 | 76.23 ± 6.68     |
| Bright lighting    | 500000             | 38.8 ± 12.14   | 76.23 ± 6.68     |
| Dark lighting      | 10                 | 38.8 ± 12.14   | 76.23 ± 6.68     |

TABLE II: Statistics of the Varying Capture Conditions (VCC) Dataset

| Type               | Optical | Ultrasound | Capacitive |
|--------------------|---------|------------|------------|
| Certification      | Appendix F | Appendix F | PIV-071006 |
| Image Size (pixels)| 512 × 512 | Varies     | 256 × 360  |
| Resolution (dpi)   | 500     | 508        | 508        |
| # subjects         | 20      | 20         | 11         |
| # normal           | 199     | 190        | 106        |
| # dry finger       | 190     | 190        | 106        |
| # wet finger       | 199     | 190        | 104        |
| # low pressure     | 183     | 190        | 106        |
| # high pressure    | 199     | 180        | 106        |
| # bright lighting  | 194     | 190        | 106        |
| # dark lighting    | 197     | 190        | 106        |

Note: Variations in # of impressions are due to failures to enroll.

capture session, only eleven participants were asked to image on the capacitive reader. Table II summarizes the statistics of the Varying Capture Conditions (VCC) dataset. Example fingerprints in the presence of each condition are shown in Figure 2. The fingerprints were collected from 20 students, ages 20 to 30 years old with varying ethnic origin (Caucasian, East Asian, and South Asian), from collaborating research labs at MSU (Pattern Recognition and Image Processing Lab, Computer Vision Lab, and Human Analysis Lab).

B. Public Datasets

In addition to our internally collected VCC dataset, we also leverage several publicly available datasets to complete our full evaluation protocol.

(i) We aggregate fingerprint data captured on FTIR optical-based readers from a number of different sources, including FVC 2004 DB1-A [5], LivDet 2015 [23], MSU-FPAD [24], and various IARPA Governmental Controlled Tests (GCT1, GCT2, and GCT3[3]). Note that the MSU-FPAD and IARPA GCT data were collected with the intention of training and evaluating fingerprint presentation attack detection algorithms, but we can easily discard the spoof data and utilize the live data for our white-box evaluations. In total, we have 16,731 fingerprint images in this aggregated dataset. In our experiments, we use this dataset to train our neural style transfer network (our realistic perturbation technique that we apply prior to minutiae extraction and evaluation).

(ii) Finally, we utilize the FVC 2002 DB1A [4] dataset which has manually annotated ground truth minutiae locations and orientations (provided by Kayaoglu et al. [25]). This dataset consists of 800 images from 100 unique fingers collected on an FTIR optical-based reader. The images in this dataset are used to independently evaluate our minutiae extractors and matchers.

III. White-Box Evaluation Protocol

For each of our white-box evaluations (fingerprint reader, minutiae extractor, and matcher), we perform a rigorous uncertainty analysis to determine the sensitivity of each module to our realistic perturbations. The particular uncertainty calculation that we use is the Monte Carlo method [26] for estimating uncertainties. It demonstrates the sensitivity of a module to perturbations of its inputs. A lower uncertainty score is better as it indicates better robustness to the perturbations.

The step-by-step procedure used to calculate the uncertainty of a module to the controlled, realistic perturbations (e.g., adverse capture conditions) is as follows:

1) Generate M number of $A_k$ reference fingerprint impressions, $1 \leq k \leq M$.
2) Obtain M feature sets, $S_k$, from each $A_k$.
3) For each $S_k$, synthesize N number of perturbed feature sets, $S_k^t$, $1 \leq n \leq N$.
4) Generate module specific evaluation scores, $s_{k,n}$, between $S_k$ and each $S_k^t$.
5) Normalize the scores, $s_{k,n}$, to be in the range of [0, 1] using min-max normalization, where the min and max are module specific values.
6) Compute the average, $\mu_k$, of the $s_{k,n}$ scores using $\mu_k = \frac{1}{N} \sum_{n=1}^{N} (s_{k,n})$.
7) Compute the standard uncertainty, $u_k$, of $A_k$ using $u_k = \sqrt{\frac{1}{M} \sum_{k=1}^{M} (\mu_k - s_{k,n})^2}$.
8) Repeat steps 1 to 7 for each reference feature set obtaining an $u_k$ for each $S_k$.
9) Compute the total uncertainty, $u_{total}$, using $u_{total} = \sqrt{\frac{1}{M} \sum_{k=1}^{M} u_k^2}$.

In the following sections, we apply this uncertainty analysis, along with other module specific evaluations to each module of our two COTS AFIS.

IV. Fingerprint Reader Evaluation

To perform our white-box fingerprint reader evaluation, we utilize our VCC dataset along with a variety of fingerprint

[3]https://www.iarpa.gov/index.php/research-programs/odin.
quality-scores (scores which evaluate the ridge-valley structure of the fingerprint image). In particular, we use the following quality-metrics: Orientation Certainty Level (OCL) [15], Ridge Frequency Estimation (RF) [15], Global Orientation Quality (GOQ) [15], and the proprietary quality estimation algorithm of one popular COTS AFIS. These quality-metrics are computed on the fingerprints captured in the VCC dataset to determine the sensitivity of the three fingerprint readers to moisture, illumination, and pressure.

Once computed, the fingerprint quality-scores associated with each condition are subject to a statistical t-test at $\alpha = 0.05$ (since the quality-score distributions were approximately normally distributed) to determine which distributions of scores show statistically significant degradations in image quality captured for each device. Each condition-specific quality-score distribution is compared to the distribution of quality-scores computed from all fingerprint impressions in VCC (the complete quality-score distribution). We compare each condition-specific quality-score distribution to the complete quality-score distribution rather than to the quality-score distribution specific to normal capture impressions since the normal impressions were always captured first on each device (the lack of subject familiarity with fingerprint capture could bias the quality-score distribution stemming from the
normal fingerprint impressions). The score distributions for each condition are shown in Figure 3. These plots show the frequency of values (in the range $[0, 1]$) for each quality-metric for impressions acquired under each of the different conditions, where values near 1 indicate higher quality. The results of the t-tests are shown in Table IV and show which perturbations result in statistically significant drops in the quality of the captured fingerprint images on each reader.

After computing all quality-score distributions and the subsequent t-tests, we conclude our white-box fingerprint evaluation with the aforementioned uncertainty analysis. In this evaluation, the feature sets, $S_k$, of the uncertainty analysis are the images of fingerprint impressions. The perturbed feature sets are then the impressions of the same finger captured under varying conditions (e.g., pressure, illumination, and finger moisture). Finally, we measure the uncertainty in the scores $s_{k,n}$ obtained from each of the quality-metrics (Global Orientation Quality, Ridge Frequency, Orientation Certainty Level, and COTS). The uncertainty values for the fingerprint readers under each condition are given in Table III.

A. Observations

For the optical-based reader, we see that there is a statistically significant drop in image quality associated with the conditions of varying pressure and finger moisture, as indicated by the Global Orientation Quality, Orientation Certainty Level, and COTS algorithms. Additionally, we see a statistically significant drop in quality for the Ridge Frequency (RF) metric on the impressions captured on the optical (FTIR) reader under bright lighting. We hypothesize that the reason the RF algorithm flags these impressions as poor quality, where the other orientation-based metrics did not, is due to the stronger dependence of the RF algorithm on the contrast between the dark and light pixels of the ridges and valleys, respectively. The orientation algorithms are not as sensitive to the absolute contrast between the ridges and valleys since they rely on the direction of the maximum principal component vectors within each block of the image and not the magnitude of these responses.

For the ultrasound-based reader, we only see statistically significant drops in quality for the low pressure condition. Since this imaging technology is able to penetrate the surface of human skin and obtain sub-dermal images of the fingerprint ridge structure, they are expected to be robust to contaminants on the finger surface, (e.g., the moisture we applied to the fingers). However, due to a large impedance mismatch between air and human skin, these sensors are not robust to partial contact with the imaging surface, which is characteristic of impressions applied with low pressure.

Finally, for the capacitive reader, there is a decrease in image quality seen in the low pressure and high pressure impressions. The orientation-based metrics flag the low pressure impressions as poor quality, whereas the RF and COTS’s proprietary quality detection algorithm flag the high pressure impressions as poor. The orientation-based algorithms flag the low pressure impressions due to the inconsistent contact between the reader and the fingers of the subjects that are not being firmly pressed onto the imaging surface. Due to the elastic nature of human skin, the ridge lines of a fingerprint impression will appear thicker with increased pressure applied to the imaging platen, as detected by the RF and COTS algorithms.

From the uncertainty analysis shown in Table III we observe that the ultrasound reader, which was examined in this work, exhibited the lowest uncertainty in most of the quality-metrics evaluated, indicating that the quality of impressions captured by this reader demonstrate less variance due to adverse capture conditions of illumination, finger moisture, and contact pressure. This finding could be attributed to the robustness of ultrasound-based fingerprint sensors, as highlighted by our corresponding white-box evaluation experiments.

V. Feature Extractor Evaluation

Our white-box evaluation of the minutiae extraction module follows a similar paradigm as that of [11]. In particular, we first add perturbations to a fingerprint image for which we have manually annotated ground truth minutiae locations and orientations. Then, we pass the fingerprint through the minutiae extractor to see if the perturbation causes a degradation in the accuracy of the minutiae extractor. In [11], simple perturbation techniques such as motion blur and random noise were used as perturbations. Our white-box minutiae extractor evaluation is made more robust via the adoption of more realistic perturbations.

To make realistic perturbations, we adopt the latest techniques of neural style transfer [28], to transfer style images from our VCC dataset (e.g., wet impression style) to “content” fingerprint images for which we have ground truth minutiae locations (in our case, we use the manually annotated FVC 2002 DB1 A) (see Figure 4). Examples of style images from our VCC dataset, content images from FVC 2002 DB1 A, and style transferred images (which we use to evaluate the minutiae extractors) are shown in Figure 5.

We train the fingerprint style transfer network proposed in [29] and extended in [30] with the aggregated dataset of 16731 optical (FTIR) captured images. Once the network is trained and sufficiently adept at transferring styles between fingerprint images, we apply the network to produce our synthetic database of stylized images. For content images (or normal impressions) we select the top 100 normal impressions from FVC 2002 DB1 A that have the highest NFIQ 2.0 scores. This ensures that the content (or normal) impressions used have the highest fidelity, so that performance degradation of the feature extractors can be mostly attributed to the specific stylized conditions. Next, we manually select, from VCC, the 20 most representative impressions of each adverse capture condition as our style images. Finally, we use these content and style images to generate 1000 stylized images for each perturbation condition resulting in a total of 6000 stylized, fingerprint images. Figure 5 shows the result of the style transfer using exemplar images of each subset of conditions.

A. Evaluation Metrics

After using style transfer to apply realistic perturbations from VCC to the FVC 2002 DB1 A dataset (for which we
Fig. 3: Quality-score distributions for each quality-metric on each of the three readers.
highlighted in orange: 5 < t ≥ 10, highlighted in red: t > 10.

| Condition       | Optical | Ultrasound | Capacitive |
|-----------------|---------|------------|------------|
|                  | GOQ     | RF         | OCL        | COTS | GOQ     | RF         | OCL        | COTS | GOQ     | RF         | OCL        | COTS |
| Dark lighting   | -2.83   | -4.28      | -0.54      | -1.48 | -2.33   | 0.35       | -0.25      | -0.81 | 0.15    | -1.23      | 0.97       | -0.64 |
| Bright lighting | -15.57  | **10.30**  | -16.63     | -0.43 | -2.72   | 0.59       | -1.44      | -1.55 | -2.22   | -0.17      | -1.43      | 0.14  |
| Low pressure    | 10.71   | -6.01      | 14.30      | 1.68  | 1.35    | **4.88**   | 5.53       | **4.00** | 5.08    | -2.44      | **3.51**   | -2.38 |
| High pressure   | 2.11    | -1.27      | 0.35       | -1.21 | 1.29    | -4.34      | -0.16      | -1.04 | -3.59   | 3.84       | 1.47       | 2.88  |
| Dry finger      | 2.45    | -4.30      | 10.99      | -0.06 | 0.99    | -1.36      | 1.46       | -1.71 | -0.13   | -1.34      | -2.72      | -1.51 |
| Wet finger      | 2.64    | 1.49       | 3.05       | 1.01  | 0.05    | -0.35      | -6.07      | 0.34  | 0.47    | 0.58       | -1.59      | 0.81  |

Note: | t | > 1.658 indicates a statistically significant difference between two population means for t-test with 120 DOF at 95% confidence.

![Fig. 4: Example of minutiae correspondence needed for the white-box feature extractor evaluation obtained using style transfer. The image on the right is an impression captured under normal capture conditions and the image on the left is the same impression after applying style transfer to reflect an impression captured under high pressure.](image)

... have manually marked minutiae, we evaluate two COTS minutiae extractors by computing the number of missing and spurious minutiae (Goodness Index) and the error in $x$, $y$, and $\theta$ (Positional Error) from the ground truth annotations. We conclude the evaluation with an uncertainty analysis of the minutiae extractors.

1) **Goodness Index**: Given a fingerprint image, let $F_g = \{f_g^1, f_g^2, ..., f_g^M\}$ be the set of $M$ manually marked ground truth minutiae and $F_d = \{f_d^1, f_d^2, ..., f_d^N\}$ be the set of $N$ minutiae detected by a given minutiae extractor. Evaluating the detection performance of the minutiae feature extractors requires establishing a correspondence between minutiae points detected in set $F_g$ and set $F_d$, in which a minutiae in one set is said to be paired with a minutiae in the other set if the distance between the two minutiae locations lies within a distance threshold $\delta$. Empirically, the average ridge width of a 500 dpi fingerprint impressions is found to be 9 pixels [31]; therefore, an appropriate choice for $\delta$ is 10 pixels. If multiple pairs fall within the threshold, the pair with the closest distance to the ground truth annotation is chosen, where ties are broken in favor of the pair with the smallest orientation difference. Finally, a score is assigned to assess the detection performance following the Goodness Index (GI) introduced by Ratha et al. in [32]:

$$GI = \frac{1}{N} \sum_{i=1}^{N} \frac{1}{d(i)}$$

where $d(i)$ is the distance between the $i$-th detected minutiae and its closest groundtruth match.
Fig. 5: Example stylized images.
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GI = \sum_{i=1}^{L} \left[ P_i - D_i - I_i \right] \sum_{i=1}^{L} M_i \tag{1}

where \( L = \text{number of } 16 \times 16 \text{ non-overlapping patches in the input image}, P_i = \text{number of paired minutiae in the } i\text{th patch}, D_i = \text{number of spurious minutiae in the } i\text{th patch}, D_i \leq 2 \cdot M_i, I_i = \text{number of missing minutiae in the } i\text{th patch}, \text{and } M_i > 0. \) To mitigate the effect of outlier patches, the number of spurious minutiae \( D_i \) in a patch is restricted to a maximum value of \( 2 \cdot M_i \). The range of the Goodness Index is \([-3, 1]\), where larger values indicate better minutiae extractor performance.

2) Positional Error: The positional error \( e_p \) between a set of \( P \) detected minutiae, \( \hat{f}_d = \{ \hat{f}^1_d, \hat{f}^2_d, ..., \hat{f}^P_d \} \) and a paired subset of ground truth minutiae, \( \hat{f}_g = \{ \hat{f}^1_g, \hat{f}^2_g, ..., \hat{f}^P_g \} \), with \( \hat{f}_d \in F_d \) and \( \hat{f}_g \in F_g \), is computed via the Root Mean Squared Deviation (RMSD) \[33\] :

\[ e_p(\hat{f}_d, \hat{f}_g) = \sqrt{\frac{\sum_{i=1}^{P} ((x^i_d - x^i_g)^2 + (y^i_d - y^i_g)^2)}{P}} \tag{2} \]

where \((x^i_d, y^i_d)\) and \((x^i_g, y^i_g)\) represent the locations of the detected and ground truth minutiae, respectively. Additionally, the orientation error \( e_\theta \) between a set of paired minutiae is given by:

\[ e_\theta(\hat{f}_d, \hat{f}_g) = \sqrt{\frac{\sum_{i=1}^{P} \Phi(\theta^i_g, \theta^i_d)^2}{P}} \tag{3} \]

Table VI: Uncertainty Scores for COTS-A and COTS-B Minutiae Feature Extractors.

|                  | COTS-A | COTS-B |
|------------------|--------|--------|
| Finger Moisture   | 0.0153 | 0.0126 |
| Contact Pressure  | 0.0105 | 0.0137 |
| Illumination      | 0.0126 | 0.0146 |

where,

\[ \Phi(\theta_1, \theta_2) = \begin{cases} 
\theta_1 - \theta_2, & -\pi \leq \theta_1 - \theta_2 < \pi \\
2\pi + \theta_1 - \theta_2, & \theta_1 - \theta_2 < -\pi \\
-2\pi + \theta_1 - \theta_2, & -\pi \leq \theta_1 - \theta_2 \geq \pi 
\end{cases} \tag{4} \]

B. Uncertainty Analysis

We measure the uncertainty of each COTS minutiae feature extractor from the Goodness Index scores between minutiae detected by each feature extractor and the ground truth minutiae of each normal impression. Thus, the feature sets, \( S_k \) for this evaluation are the ground truth minutiae locations of the normal capture impressions, the perturbed feature sets, \( S'_k,n \), are the minutiae feature sets output by each COTS feature extractor on the style transferred impressions of varying moist, illumination, and pressure, and the evaluation scores, \( s_{k,n} \), are the values given by the goodness index. The resulting uncertainty values are given in Table [VI].
The results of the detection and localization experiments are shown in Table VII. Fingerprints captured with wet skin appear to score the worst in terms of Goodness Index, presumably due to the high ratio of missing minutiae and corresponding low number of paired minutiae compared to the unperturbed ground truth minutiae locations. Dry fingers and low pressure impressions also stand out as problematic for both COTS feature extractors for their high values of localization errors, i.e., positional and orientation errors of the detected minutiae points. These discrepancies are likely due to the high ratio of spurious minutiae that are characteristic of these capture conditions caused by the inconsistent contact between the finger and the imaging surface. This inconsistent contact leads to artificial breaks in the fingerprint ridge structure that results in many spurious minutiae. Finally, we observe that COTS-B outputs more paired minutiae compared with the ground truth templates on average; however, in doing so produces more spurious minutiae than COTS-A. So, even though COTS-B achieves a higher average Goodness Index than COTS-A, it suffers from higher localization errors in terms of position and orientation of the detected minutiae. These findings could prove useful to an end user in selecting a feature extractor tailored to the security requirements of their fingerprint recognition systems.)

From the uncertainty evaluation results shown in Table VII, we note that COTS-A has lower uncertainty for impressions captured under varying contact pressure and illumination, whereas COTS-B has lower uncertainty on impressions obtained from varying finger moisture.

VI. Matcher Evaluation

To evaluate minutiae matchers, we again utilize the manually annotated FVC 2002 DB1 A database. In particular, we perturb the ground truth FVC minutiae sets to generate a large database of perturbed minutiae sets. Then, we compare the match scores computed between the unperturbed minutiae sets and the corresponding perturbed minutiae sets via their score distributions and also an uncertainty analysis. This enables us to determine the sensitivity of the matcher modules to our perturbation techniques.

The perturbations we explore extend those of our previous study in (random x, y, and \( \theta \) displacements of minutiae locations, random removal/addition of minutiae, and non-linear distortion of minutiae locations) by: (i) removing minutiae within randomly occluded blocks and (ii) global rotation of all minutiae points. These perturbations were chosen to better model the types of minutiae perturbations which the minutiae extractors will be exposed to in an operational setting. In wet fingerprints, the ridge structure of the fingerprint collapses in spatially contiguous blocks (resulting in blocks of missing minutiae). As subjects place their finger on the fingerprint reader, different presentation angles will cause the minutiae points to be a different global orientations.

A. Observations

Genuine similarity score distributions for both COTS matchers on fingerprint impressions subject to increasing levels of minutiae perturbations of global rotation and occlusion are shown in Figure 7. Specifically, we evaluate the robustness of each COTS matcher to rotations of (5, 10, 15, and 20) degrees clockwise and counter-clockwise and occlusions due to random sized boxes of increasing area from \( 32 \times 32 \), \( 64 \times 64 \), \( 128 \times 128 \), and \( 256 \times 256 \) pixels.

From Figure 7 we observe that global rotation greater than 10 degrees is detrimental to genuine similarity scores of both matchers. Indeed, it is possible that the feature extraction module of each COTS matcher (or other minutiae-based fingerprint recognition systems) performs an alignment step to mitigate variation in presentation angle of unconstrained capture scenarios; however, it is clear from this experiment that both of these COTS matchers are not robust to possible alignment errors. Additionally, we observe degradations to genuine similarity scores of both matchers due to increasing occlusion area; albeit, not as significant of a performance decline due to global rotation.

Of course, slight drops in genuine similarity scores output by the matcher module are not expected to significantly degrade recognition unless the scores fall below a certain threshold, at which they are classified as a non-match. This threshold is either set by the system designer or by end-users.
Fig. 7: Genuine match score distributions for COTS-A and COTS-B for genuine fingerprint impression pairs subject to varying degrees of rotation and occlusion. (a) COTS-A subject to occlusion, (b) COTS-A subject to global rotation, (c) COTS-B subject to occlusion, and (d) COTS-B subject to global rotation.

to satisfy security constraints of a particular application. In our evaluation, we select the thresholds recommended by the manufacturers of both COTS systems at a False Acceptance Rate (FAR) of 0.1% and compute the false non-match rate (FNMR) due to the increasing perturbations. The FNMR vs. increasing rotation and occlusion are shown in Table VII. From these results, we note that global rotation quickly leads to poor performance of both COTS matchers, whereas missing minutiae due to occluded blocks in the fingerprint impressions leads to only a slight degradation in FNMR of both systems. Interestingly, COTS-A demonstrates greater robustness to global rotation, but slightly worse robustness to occlusion compared to COTS-B.

Finally, we compute the uncertainty on the similarity scores due to the perturbations of global rotation and occlusion on the minutiae feature sets input to the matchers. In this case, the reference feature sets, $S_k$, are the unperturbed minutiae, the minutiae after applying the global rotation or occlusion are the perturbed feature sets, $S'_k,n$, and the matcher similarity scores between the unperturbed and perturbed feature sets are the evaluation scores, $s_k,n$. The uncertainty values for each COTS matcher are given in Table VIII. We observe that COTS-A has lower uncertainty in the match scores produced on impressions perturbed with global rotation and comparable uncertainty to COTS-B on occluded impressions.

|                  | COTS-A | COTS-B |
|------------------|--------|--------|
| Global Rotation  | 0.0584 | 0.0576 |
| Occlusion        | 0.0077 | 0.0115 |

VII. FULL-SYSTEM BLACK-BOX EVALUATION

In this section, we describe a black-box evaluation by computing match scores on fingerprint impressions that are first captured by the fingerprint reader, processed by a minutiae feature extractor, and finally passed to the matcher. For this evaluation we use fingerprint images from VCC captured on the FTIR optical reader under varying pressure, humidity, and
TABLE IX: FNMR (%) at FAR = 0.1% for Both COTS Matchers on the Various Capture Conditions.

| Condition   | COTS-A | COTS-B |
|-------------|--------|--------|
| Dry finger  | 9.52   | 8.11   |
| Wet finger  | 12.1   | 9.89   |
| Low pressure| 1.08   | 1.18   |
| High pressure| 1.70  | 0.92   |
| Bright lighting | 0.00 | 0.00   |
| Dark lighting | 0.00 | 0.00   |

lighting. We augment this dataset with images from FVC 2004 DB1A by labeling images from FVC 2004 DB1A into one of our VCC adverse conditions via a classifier (i.e., a condition classifier) which has been trained to do so on the VCC dataset. When computing match scores, genuine pairs are formed between normal captured impressions and the corresponding impression under an adverse condition.

A. Observations

Table IX gives the FNMR of each COTS system (feature extractor and matcher) on impressions obtained under each of the varying capture conditions. From this table, we observe that varying lighting capture conditions for the optical-based reader cause very little, if any, degradation to matching performance for both COTS fingerprint systems. In contrast, impressions captured with wet fingers and high pressure significantly degrade matching performance, with wet impressions leading to the lowest scores. Additionally, high and low pressure impressions slightly increase the FNMR of both systems. Overall, COTS-B demonstrates slightly better robustness for fingerprint impressions captured under the adverse capture conditions included in this study.

These results seem to agree with the findings of the previous white-box evaluation of minutiae-based matchers, which showed that non-linear distortion and missing minutiae may greatly degrade the match scores of minutiae-based matchers. This is evident in that the significant degradation due to wet impressions is likely due to the exaggerated number of minutiae occluded by large blobs of moisture on the finger surface. Furthermore, the increased pressure with which subjects present their fingers to the imaging surface in the high pressure impressions leads to severe distortion of the elastic fingerprint ridge structure. Lastly, that dry and low pressure impressions yield similar results is not surprising given the similar characteristics of these impressions which make them hard to distinguish visually.

VIII. CONCLUSION AND FUTURE WORK

In this work, we’ve proposed a framework for assessing performance of automated fingerprint recognition systems in both a black-box and white-box manner, thereby combining the strengths of each evaluation. Black-box evaluations provide a concise measure of recognition accuracy (i.e., overall system performance) to help end-users quickly determine if a system meets their application requirements; however, black-box evaluations do not give insight into the performance of each sub-module of the system suitable for comparing the various internal algorithms at each stage in the pipeline (i.e., image acquisition, feature extraction, and matching). This framework extends previous white-box evaluations of fingerprint readers, feature extractors, and matching algorithms which researchers and engineers can use to design better systems and compare algorithms. Our neural style transfer approach to augment existing fingerprint databases should also promote controlled robustness studies and aide the development of better algorithms.
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