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Abstract—Self-supervised learning of depth has been a highly studied topic of research as it alleviates the requirement of having ground truth annotations for predicting depth. Depth is learnt as an intermediate solution to the task of view synthesis, utilising warped photometric consistency. Although it gives good results when trained using stereo data, the predicted depth is still sensitive to noise, illumination changes and specular reflections. Also, occlusion can be tackled better by learning depth from a single camera. We propose ADAA, utilising depth augmentation as depth supervision for learning accurate and robust depth. We propose a relational self-attention module that learns rich contextual features and further enhances depth results. We also optimize the auto-masking strategy across all losses by enforcing L¹ regularisation over mask. Our novel progressive training strategy first learns depth at a lower resolution and then progresses to the original resolution with slight training. We utilise a ResNet¹⁸ encoder, learning features for prediction of both depth and pose. We evaluate our predicted depth on the standard KITTI driving dataset and achieve state-of-the-art results for monocular depth estimation whilst having significantly lower number of trainable parameters in our deep learning framework. We also evaluate our model on Make3D dataset showing better generalization than other methods.

I. INTRODUCTION

Depth from a single image has been of utmost importance in computer vision community with the advent of deep learning. Depth prediction provides solutions for several applications including smart mobility [1], smartphone AR [2], 3D zooming [3], face anti-spoofing [4], image dehazing [5], etc. Humans are able to perceive depth in the visible world by utilising cues like occlusion, texture differences, relative scale of neighbouring objects, lighting and shading variations along with object semantics.

Multi-view and stereo methods are computationally expensive and have high memory overheads. Depth from single image drastically reduces these complexities and is favourable for real-time systems. Deep learning provides the tools to predict depth from a single image by transforming the task into a learning problem[6], [7], given the ground truth depth annotations. However, capturing vast amount of ground truth data in different scenarios is a formidable task.

Self-supervision for computing depth eliminates this limitation by utilising photometric warp for learning depth[8], [9].

Learning from a monocular sequence is challenging due to scale ambiguity and unknown camera pose. Thus, there’s an explicit need to compute camera egomotion[10], [11]. The necessity of joint learning for depth and egomotion means that the quality of depth is highly dependent on the correctness of camera pose. Also, static scene assumption in self-supervised learning paradigm leads to holes and aberrations in pixels belonging to a moving object in the scene. Occlusions at image boundaries makes it difficult to learn depth near boundary regions (bottom image region in a forward moving camera). Although there have been innovations in deep learning architectures[12], [13], loss functions[8], [10], masking strategies [14], [15], [16], [10], there is still a huge scope of improvement to bridge the gap between self-supervised and supervised methods. This paper aims to reduce that gap by incorporating novel relational self-attention and data augmentation utilising learnt depth.

We utilise a ResNet¹⁸ encoder for our ablation and quantitative analysis and show substantial improvements in learning depth. Our main contributions are as follows:

- We introduce data augmentation as a supervisory loss, improving depth at occluded edges and image boundaries while making the model more robust to illumination changes and image noise.
- Our self attention module learns optimal feature relations that drastically improve our depth prediction.
- We show that our novel progressive learning strat-
egy learns robust scale-invariant features leading to significant improvements in depth prediction while saving huge computational overhead of training a high resolution model from scratch.

Our network can predict state-of-the-art depth while having significantly lower number of parameters.

II. Related Work

Depth estimation from a single colored image is a challenging task due to the obscure nature of this problem. A single depth map can be mapped to innumerable possible colored images. Over the last few years learning models have proven to be successful in effectively learning and exploiting this relationship between color images and their corresponding depths.

A. Supervised Depth Estimation

Eigen[6] was one of the first ones to explore end to end supervised learning of depth from a single colored image using a multi-scale deep neural network. He trained a model to learn directly from raw colored images and their corresponding depths. Several different approaches have been proposed since then.

[17] introduced a patch-based model which generated super-pixels to combine local information. [18] used a non-parametric scene sampling pipeline where candidate images from the dataset were matched with target image using high level image and optical flow features.

Acquiring large amounts of ground truth data in the real world is a challenge and this creates large overheads, both in terms of cost and time as it requires use of lasers like LiDAR. This is the reason that supervised models, despite their superior performance, are not universally applicable. As a result several works have turned to unsupervised or weakly supervised models and use of synthetically generated data.

[19] used real world size of objects to compute depth maps. They used geometric relations to calculate depth maps which were then refined using energy function optimization. [20] used relative depth annotation instead of actual ground truth depth data. They learned to estimate metric depth using relative depth annotations. These works however, still require supervision signals in the form of additional set of depths or other annotations. Generating large amounts of realistic synthetic data that includes several types of variations found in the real world is not a superficial task as well.

B. Self-supervised Depth Estimation

A more promising substitute for supervised and weakly supervised models is the self supervised approach. Either stereo or monocular inputs are used for these models. Depth, hallucinated by the model, is used to warp the source image into the target frame. The difference between the reconstructed and reference frame is penalised and added as a reconstruction loss to provide a supervisory signal to the model.

1) Self-supervised Stereo Training: For self-supervised stereo depth estimation, synchronized stereo image pairs are fed into the model. The model estimates disparity or inverse depth between the two frames and in the process learns to predict the depth of single images. Garg [9] presented an approach that reconstructed left images by inverse warping the right images using the predicted depth and known camera extrinsics. The photometric error between the reconstructed image and the original images was used to train the encoder. [8] incorporated a left-right consistency term amongst other losses. [21] utilised stereo matching to provide sparse supervision in form of depth hints to predict depth. Since then several works have refined self-supervised stereo training of depth. However, some problems still plague stereo estimation. Occlusion drastically affects stereo frames due to the fixed baseline between cameras. Also, wide baseline stereo data might not be available in all real world scenarios e.g. mobile phone camera.

2) Self-supervised Monocular Training: Self supervised monocular depth estimation is naturally unimpeded by a lot of these restraints. In monocular training, temporally consecutive frames are fed into the model instead of stereo pairs. The model has to also learn pose in addition to depth due to the unknown and varying baseline. Zhou et al[15] provided one of the initial works in this domain where they used an end to end learning approach with supervision provided by view synthesis. They used two separate networks for learning depth and pose. [10] used a minimum reprojection loss to handle occlusion and prevent the network from learning erroneously from occluded pixels. They computed an automasking framework to prevent learning depth from stationary pixels(static camera). Several works have also incorporated optical flow estimation in their pipelines and tried to exploit relationships between depth, pose and optical flow to achieve more accurate results. [22] proposed a cross-task consistency loss, [23] performed motion segmentation, [11] decomposed motion into rigid and non rigid components and used a residual flow learning module to handle non rigid cases, [24] used losses that ensured 3D structural consistency and enforced geometric constraints, S3Net[25] fuses semantic constraints into depth framework, Shu[26] introduces a feature metric loss computed from FeatureNet to improve depth. Huynh [27] formulates a depth attention volume for guiding monocular depth. Xian [28] constructs a structure guided ranking loss for self-supervised learning of depth.

3) Self-Attention in Deep learning: Wang[29] introduced self-attention as a non-local operation by correlating response at a spatial position as weighted sum of features at all positions. Building on the same framework, Zhang[30] utilised self-attention in GANs for image generation tasks. Fu[31] formulated a dual
attention network for semantic segmentation that unlike traditional works which focus on multi-scale feature fusion, focused on self-attention to integrate local features with their global dependencies adaptively. Since then, self-attention has already been utilised in medical applications[32], video recognition, semantic segmentation[33], object detection[34] and video understanding[35]. Unlike a convolutional operation, self-attention provides the ability to learn features and dependencies in non-contiguous regions making it an important building block of deep learning frameworks. We formulate a relational self-attention mechanism, learning from relational reasoning [36] to embed better context in the self-attention framework. Our model achieves better accuracy without learning for optical flow or motion segmentation by encompassing robust geometric constraints, a relational self-attention framework and utilising augmentation for depth supervision along with our progressive learning strategy.

III. Methodology

Self-supervised learning utilising photometric consistency has become the de-facto standard for learning depth without ground truth data. The problem of depth prediction is transformed into a problem of view synthesis, where the goal is to use predicted depth of the input image to find per pixel correspondence for reconstructing the input image from another view. By solving for view synthesis, we can train our network to predict depth. We utilise the same approach while incorporating multiple novel data-driven and geometric constraints. Here, we describe a model that jointly learns to predict depth and pose. The network comprises of a shared VGG encoder, depth decoder and pose sub-network. The encoder takes an RGB image as input and extracts its features that are utilised by both depth decoder and pose sub-network. For training our network we use a 3 frame sequence, where the middle frame is target image $I_t$ and the remaining two frames are source images $I_{s1}, I_{s2}$. We predict target depth $D_t$, source depth $D_{s1}$ and $D_{s2}$, pose $P_1$ and pose $P_2$, where pose $P_i$ is the 6DoF transformation from target to the $i^{th}$ source.

We first outline our training model architecture along with the necessary notations required in formulating losses for training our model then describe in detail the geometric constraints of depth prediction. We describe in detail the augmentation loss framework and the self-attention module for and then delineate each loss along with its significance in our algorithm.

A. Training Model Architecture

As shown in Fig. 2, our model consists of a ResNet18 encoder [8] taking an RGB image as input. Features extracted from the source $I_s$ and target $I_t$ images are concatenated and fed to the pose sub-network to compute the 6x1 egomotion vector. Our depth decoder takes in feature of the target image $I_t$ to predict depth $D_t$ of that image. The encoder-decoder framework is similar to the U-Net architecture introduced by [38], that enables us to encapsulate both global as well as local features while predicting depth at 4 scales. The relational attention module takes input as encoder’s features and generates attention maps that are concatenated to the original features and fed to the depth decoder as in Fig. 2. The pose network comprises of 4 convolutional layers to get a 6x1 output vector[39] containing rotation(3x1) and translation (3x1) information as shown in Fig. 2. We use Sigmoid activation at depth outputs and ELU activation everywhere else[8]. The target image $I_t$ and its corresponding predicted depth $D_t$ is then processed by the augmentation pipeline to get transformed augmented image $I_{aug}$ and true augmented depth $D_{true}^{aug}$, $I_{aug}$ is then fed to

Fig. 2. Architecture diagram
the network to predict output augmented depth $D^{out}_{aug}$. The model returns $D_{t}, D_{s}, P_{e}^{true}, D^{out}_{aug}$ for computing training losses. Target depth $D_{t}$ warps source image $I_{s}$ to compute synthetic image $I^{s}_{t}$ by using bi-linear sampling for sampling source images. While testing, the network can simply compute $D_{t}$ from $I_{t}$.

### B. Constraints for depth prediction

In this section, we describe the formulation of various loss functions used in our network for self-supervised learning of depth and pose.

1) **Minimum Photometric Loss**: As described by [10], this loss is a slight variation from the normal photometric loss. Instead of taking per pixel average of photometric loss for all sources, we compute minimum of photometric loss for all sources. This successfully tackles scenarios where a target pixel is visible in one source image but not visible in the other source image due to occlusion and only back-propagates the minimum error, thereby ignoring the erroneous one.

$$L_{p} = \min_{s \in \{1,2\}} pe(I_{t}, I^{s}_{t})$$

(1)

Here, photometric error $pe$ is defined by a weighted combination of L1 loss and Structural Similarity (SSIM) [46], similar to [10][24][23].

$$pe(I_{t}, I_{s}) = \frac{\alpha}{2}(1 - SSIM(I_{t}, I_{s})) + (1 - \alpha)||I_{t} - I_{s}||$$

(2)

where $\alpha = 0.85$ Similar to [10], we apply a per pixel binary mask $\lambda$ to the computed losses. The mask $\lambda$ is generated by comparing the photometric error between source and target frames with that between the synthesised source and target frames.

$$\lambda = \min_{s} pe(I_{t}, I^{s}_{t}) < \min_{s} pe(I_{t}, I_{s})$$

(3)

This eliminates static pixels from corrupting the loss and the network skips learning depth altogether if the camera isn’t moving. We observe that although this improves depth prediction drastically, it leads to random white noise around static regions and makes the learning of depth more sensitive to noisy images. This happens because the mask doesn’t consider neighbouring pixels while comparing photometric errors and simply takes a threshold of per pixel values. To alleviate this problem, we enforce a L1 regularisation over inverse of $\lambda$, thereby motivating the mask to be positive for those sparse number of pixels.

$$L_{r} = |1 - \lambda|$$

(4)

We compute first order gradient smoothness loss $L_{s}[8]$ over mean normalized inverse depth $d_{i}[39]$ to ensure that the predicted depth is locally smooth as well as consistent in textured regions.

$$L_{s} = |\delta_{x}d_{i}| e^{-|\delta_{x}d_{i}|} + |\delta_{y}d_{i}| e^{-|\delta_{y}d_{i}|}$$

(5)

where $\delta_{x}$ and $\delta_{y}$ are gradients in horizontal and vertical direction respectively.

2) **Data augmentation for depth supervision**: Several works have utilised data augmentation[10], [47], [13] in their deep learning pipeline to make their networks more robust to challenging scenarios and invariant to changes in noise, brightness and contrast that are common in the real world. Traditionally, pipelines performed data augmentation at the data loading stage.
and the augmented data was fed into the network for training. We utilise augmentation for generating augmented inputs and outputs that are used to train the network in a semi-supervised manner. We incorporate an augmentation loss, in the form of a depth supervision, that improves the predicted depth. While training, in the first forward pass, the network takes \( I_t \) as input, giving depth \( D_t \) as network output. We pass the pair \( (I_t, D_t) \) to the augmentation pipeline, applying identical random image cropping, flipping, skewing and scaling transformations to both. Additionally, we perform random changes to brightness, jitter, gamma and saturation to the input image \( I_t \). We also add random gaussian noise to \( I_t \). The augmentation pipeline returns augmented image \( I_{aug} \) and true augmented depth \( D_{true} \). While training, in the second forward pass, \( I_{aug} \) is fed to the network generating augmented predicted depth \( D_{out} \). Augmented depth maps generated in first pass serve as ground truth for depth maps generated in the second pass. The augmentation loss minimises the difference between the output augmented depth and the true augmented depth, enforcing both depths to be consistent with each other.

\[
L_a = ||D_{true}^{aug} - D_{out}^{aug}||_1
\]

Due to camera egomotion, occlusion is present at certain image boundaries. Rescaling and crop transformations randomly remove boundary regions from the image, while ensuring that it’s size remains the same. Thus, the boundaries of the augmented depth are more accurate due to lower probability of occlusion.

3) Relational Self-Attention: The relational self-attention block takes input the features \( X \) from the ResNet18 encoder and computes self-attention \( Y \) that is added as a residual connection to the input feature \( X \) to compute the output feature. The operation can be summarised as follows:

\[
y_i = \frac{1}{N} \sum_{j \neq i} W_f^T \theta(\phi(x_i), \phi(x_j)) g(x_j)
\]

Here, \( W_f \) is a weight factor that projects the concatenated vector to the scalar by performing a convolution with single output channel, \([\ldots]\) denotes concatenation, \(N\) defines the number of positions in \(X\). Also, the functions \(\theta, \phi\) and \(g\) are defined by \(1 \times 1\) 2D convolution operations as shown in Figure 2. The input \(X\) generates the projection, query, key and value embeddings as

\[
f(X) = W_fX, \quad g(X) = W_gX, \quad \theta(X) = W_\theta X, \quad \phi(X) = W_\phi X,
\]

where \(W_f, W_g, W_\theta, W_\phi \in \mathbb{R}^2\) are weight matrices to be learnt. The pairwise relation between query \(\theta\) and key \(\phi\) is projected by \(W_f\) and multiplied by value \(g(X)\) to compute our relational self-attention that is then element-wise added to input \(X\) to give output of our attention block.

The output is then concatenated with the encoder’s features and utilised by the decoder to computed multi-scale depth.

4) Final Training Loss: We combine photometric and smoothness losses with our data augmentation loss along with \(L_1\) regularization over mask to obtain our final objective.

\[
L_f = \alpha_p L_p + \alpha_s L_s + \alpha_d L_d + \alpha_r L_r
\]

All our losses are computed per-pixel and averaged over entire image, scales and batch.

| Method                  | Abs Rel | Sq Rel | RMSE | RMSE log | \(\delta < 1.25\) | \(\delta < 1.25^2\) | \(\delta < 1.25^3\) |
|------------------------|---------|--------|------|----------|-----------------|-----------------|-----------------|
| Zhou et al[15]         | 0.185   | 1.595  | 6.769| 0.270    | 0.734           | 0.902           | 0.959           |
| Yang et al[40]         | 0.182   | 1.481  | 6.501| 0.267    | 0.725           | 0.906           | 0.963           |
| Mahjourian et al[41]   | 0.163   | 1.240  | 6.220| 0.250    | 0.762           | 0.916           | 0.968           |
| Geonet[11]             | 0.149   | 1.060  | 5.967| 0.226    | 0.796           | 0.935           | 0.975           |
| DDVO[49]               | 0.151   | 0.125  | 5.583| 0.228    | 0.813           | 0.936           | 0.974           |
| LEGO[44]               | 0.162   | 1.352  | 6.276| 0.252    | -               | -               | -               |
| DF-Net[43]             | 0.150   | 0.124  | 5.507| 0.223    | 0.806           | 0.933           | 0.973           |
| Ranjan et al[23]       | 0.148   | 0.149  | 5.464| 0.226    | 0.815           | 0.935           | 0.973           |
| EPC++[16]              | 0.141   | 1.029  | 5.350| 0.216    | 0.816           | 0.941           | 0.976           |
| Struct2Depth[M][44]    | 0.141   | 1.025  | 5.290| 0.215    | 0.816           | 0.945           | 0.979           |
| Monodepth2[10]         | 0.115   | 0.882  | 4.701| 0.190    | 0.879           | 0.961           | 0.982           |
| DDV[13]                | 0.106   | 0.861  | 4.699| 0.185    | 0.889           | 0.962           | 0.983           |
| **Proposed Approach**  | 0.108   | 0.748  | 4.436| 0.181    | 0.885           | 0.966           | 0.984           |

**TABLE I**

Self-supervised depth prediction results on KITTI dataset [45] trained at 1024 x 384 resolution. Results on Eigen split [6] for depths at cap 80m, as described in [6].

| Method       | Type | Abs Rel | Sq Rel | RMSE | logRMSE |
|--------------|------|---------|--------|------|---------|
| Karches [48] | D    | 0.428   | 5.079  | 8.395| 0.149   |
| Liu [49]     | D    | 0.478   | 6.562  | 10.05| 0.165   |
| Laina [50]   | D    | 0.204   | 1.840  | 6.883| 0.084   |
| Monodepth [8]| S    | 0.544   | 10.94  | 11.700| 0.193   |
| Zhou [15]    | M    | 0.383   | 5.321  | 10.470| 0.478   |
| DDVO [51]    | M    | 0.387   | 4.720  | 8.690| 0.204   |
| Monodepth2 [10] | M  | 0.522   | 3.589  | 7.417| 0.135   |
| DDV [13]     | M    | 0.297   | 2.902  | 7.013| 0.158   |
| **Proposed Approach** | M  | 0.289   | 2.552  | 6.889| 0.155   |

**TABLE II**

Make3D[52] results. All self-supervised monocular (M) methods use median scaling.
IV. Experiments and Results

This section introduces the dataset and describes the training details. We describe in detail various comparative qualitative and quantitative studies along with an ablation study undertaken for validation and show that our method surpasses all other existing related methods.

A. Dataset

Our model was trained on KITTI 2015 dataset[45]. This dataset comprises videos captured by a camera mounted on a car moving through the German city of Karlsruhe and is widely recognized and often used for tasks like estimation of depth, optical flow and car’s egomotion. We used the Eigen test split[6] of this dataset and tested our model using the ground truth labels present in it. The test set consists of 697 images and it is ensured that frames that are similar to those present in the test set are removed from the training set. We also test our trained model on the 134 images in Make3D dataset[52].

B. Parameter Settings

Similar to other self-supervised models[10][23][24], we use ImageNet weights for initialising our network and train our model using a single NVIDIA 2080Ti GPU. Three temporally consecutive images are fed into the model and Adam optimizer with $\beta_1 = 0.9$ and $\beta_2 = 0.999$ is used. Initial learning rate is set to $10^{-4}$ and batch size to 12. While optimizing our network we set weights of different loss terms to $a_p = 1.0, a_d = 0.001, a_r = 0.1$ and $a_r = 0.001$. While preparing training data, static frames are removed from the dataset as proposed by Zhou et al[15]. Basic augmentation in the form of random cropping, color jittering, resizing and flipping is also performed as part of our data preparation pipeline. We train our network over two phases in a progressive manner. In the first phase, images of 640x192 resolution are fed into the network. After training it for 50 epochs, in the second phase, we freeze the pose encoder and feed the higher resolution 1080x384 images to the depth network and train our model for 5 epochs with batch size 2. Progressive training aids in further improvement and faster convergence in our depth prediction model at a higher resolution as shown in Table [V].

C. Main Results

We compare our results with other recent models in Table [I]. These results show that our monocular model is able to comprehensively outperform all existing state of the art self-supervised monocular methods. Our model is even able to surpass methods that incorporate optical flow prediction into their pipeline[11], [24],[23], while having lower number training parameters. During evaluation, as common practice[6], we cap depth to 80m. Table [IV] shows the comparison with DDV[13] and monodepth2[10] trained using features from same ResNet18 encoder. Our method has better RMSE, Sq Rel, Abs Rel than other similar methods. This shows that our model performs significantly better in all metrics on Eigen split of KITTI 2015 dataset.

D. Qualitative Analysis

Figure 3 displays qualitative improvements in our method over baseline Monodepth2(MD2)[10] and DDV[13]. Our algorithm retains structural details in objects like poles, sign boards and trees while learning smooth depth over entire scene. We also have the least noise in disparity values of the infinitely distant sky.

E. Make3D

Table [II] shows results of our model that is trained on KITTI dataset and tested on the Make3D dataset[52]. We use the crop defined by [15] and apply depth median scaling for fair comparison. The table shows our method’s superior performance than other self-supervised methods while bridging the gap between supervised ones[50].

F. Ablation Study of Losses

We also undertake exhaustive quantitative comparison of all the losses to analyze the impact of each loss component. Table [III] shows different combinations of losses applied and the corresponding results achieved by our model. It is evident from the table, that with just the inclusion of augmentation loss, we get significant gains over the baseline. The augmentation loss makes the model more robust to variation in brightness, contrast and image noise. Supervising the network in form of augmentation loss utilising the true augmented depth drastically improves the depth prediction at occluded regions including image boundaries. Similarly, appearance and color based transforms help the network in learning to predict more consistent and robust depth which is less affected by noise and illumination changes. We observe that adding reflection padding to our network doesn’t have noticeable effect on the depth prediction results as the augmentation loss already improves depth at image boundaries. We also observe that attention improves AbsRel more than Augmentation and the combination of both losses have a multi-fold improvement over baseline. We also tried replacing skip connections by attention module but the added complexity was drastically high with no significant improvement in depth prediction. As depicted in Table[V] concatenating encoder feature to the attention gave better results than simply passing attention block’s output to the decoder. This tells us that attention though significant isn’t sufficient to achieve optimal result. Also, increasing the augmentation loss weight $a_a > 0.1$ induced texture copy artifacts and decreasing it led to minimal improvement in accuracy.
As observed by Monodepth2[10], it is necessary to handle static frames, i.e. frames where either the camera is stationary or regions such as sky that does not change across consecutive frames. Automasking masks out these areas and prevents the model from learning erroneous depth. To enforce mask to be consistent and smooth, and eliminating noisy values, we apply L1 regularisation over inverse of our mask. This slightly increases the number pixels to be evaluated and reduces artifacts over still regions like sky. Our methods predicts superior results both qualitatively and quantitatively when compared to other self-supervised monocular depth prediction methods.

V. Conclusion

We propose a self-supervised model which utilises relational self-attention for jointly learning depth and camera egomotion. The model is able to predict accurate and sharp depth estimates by incorporating data augmentation as depth supervision. Our algorithm predicts state-of-the-art depth on the KITTI benchmark[45]. We achieve In future, we shall utilise optical flow for motion segmentation, pretrained models and semantic cues for further strengthening depth of moving objects. Architectural innovations in deep learning such as vision transformers along with cues like optical flow and semantic information present in the scene can further optimize robustness and consistency in predicting depth.

**Table III**

| Method            | Backbone       | Abs Rel | Sq Rel | RMSE  | RMSE log | δ<1.25 | δ<1.25² | δ<1.25³ |
|-------------------|----------------|---------|--------|-------|----------|--------|---------|---------|
| Monodepth2 [10]   | ResNet18       | 0.115   | 0.919  | 4.854 | 0.194    | 0.877  | 0.958   | 0.980   |
| DDV [13]          | ResNet18       | 0.111   | 0.537  | 4.726 | 0.189    | 0.879  | 0.961   | 0.982   |
| Proposed Approach | ResNet18       | 0.111   | 0.517  | 4.685 | 0.188    | 0.883  | 0.961   | 0.982   |
| Proposed Approach | ResNet18       | 0.108   | 0.745  | 4.436 | 0.181    | 0.889  | 0.966   | 0.984   |

**Table IV**

| Depth Decoder’s Input | Abs Rel | Sq Rel | RMSE  | RMSE log | δ<1.25 | δ<1.25² | δ<1.25³ |
|-----------------------|---------|--------|-------|----------|--------|---------|---------|
| Attention + No feature concat | 0.113   | 0.879  | 4.777 | 0.190    | 0.880  | 0.959   | 0.981   |
| Attention in all skip connections + Feature concat | 0.112   | 0.856  | 4.699 | 0.188    | 0.880  | 0.961   | 0.982   |
| Attention + feature concat in all skip connections | 0.112   | 0.866  | 4.742 | 0.189    | 0.879  | 0.960   | 0.982   |
| Attention + Feature concat | 0.111   | 0.817  | 4.685 | 0.188    | 0.883  | 0.961   | 0.982   |

**Table V**

| Method | Abs Rel | Sq Rel | RMSE  | RMSE log | δ<1.25 | δ<1.25² | δ<1.25³ |
|--------|---------|--------|-------|----------|--------|---------|---------|
| Aug Loss | Attention | Abs Rel | Sq Rel | RMSE  | RMSE log | δ<1.25 | δ<1.25² | δ<1.25³ |
| No     | No      | 0.115   | 0.919  | 4.854 | 0.194    | 0.877  | 0.958   | 0.980   |
| Yes    | No      | 0.113   | 0.837  | 4.726 | 0.189    | 0.879  | 0.961   | 0.982   |
| No     | Yes     | 0.111   | 0.827  | 4.742 | 0.189    | 0.878  | 0.960   | 0.982   |
| Yes    | Yes     | 0.111   | 0.817  | 4.685 | 0.188    | 0.883  | 0.961   | 0.982   |
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