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Abstract. We study a singular limit of a scaled compressible Navier–Stokes–Coriolis system driven by both a deterministic and stochastic forcing terms in three dimensions. If the Mach number is comparable to the Froude number with both proportional to say $\varepsilon \ll 1$, whereas the Rossby number scales like $\varepsilon^m$ for $m > 1$ large, then we show that any family of weak martingale solution to the 3-D randomly forced rotating compressible equation (under the influence of a deterministic centrifugal force) converges in probability, as $\varepsilon \to 0$, to the 2-D incompressible Navier–Stokes system with a corresponding random forcing term.
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1. Introduction

Our aim is to study the following singular limit problem for rotating fluids

$$
\begin{align*}
\frac{d\rho}{dt} + \text{div}(\rho \mathbf{u}) &= 0, \\
\frac{d(\rho \mathbf{u})}{dt} + \left[ \text{div}(\rho \mathbf{u} \otimes \mathbf{u}) + \frac{1}{\text{Ro}} \rho (\mathbf{e}_3 \times \mathbf{u}) + \frac{1}{\text{Ma}^2} \nabla p(\rho) \right] &= \text{div} \mathbb{S}(\nabla \mathbf{u}) dt + \frac{1}{\text{Fr}^2} \rho \nabla G + \Phi(\rho, \rho \mathbf{u}) dW
\end{align*}
\tag{1.1}
$$

where the density $\rho$ and velocity vector field $\mathbf{u}$ takes its values from the space $\mathcal{O} = \mathbb{R}^2 \times (0, 1)$. The term $\frac{1}{\text{Ro}} \rho (\mathbf{e}_3 \times \mathbf{u})$ in (1.1) above accounts for rotation in the fluid due to Coriolis forces and the factor $\frac{1}{\text{Ro}}$ - which is the reciprocal of the Rossby number - measures the intensity or the speed of this rotation. $\mathbf{e}_3 = (0, 0, 1)$ is the unit vector in the vertical $x_3$-direction. The centrifugal force term is essentially of the form $\nabla G \approx \nabla (|x_1|^2 + |x_2|^2)$ with $(x_1, x_2) \in \mathbb{R}^2$.
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and with $\frac{1}{Fr^2}$ - the squared reciprocal of the Froude number - quantifying the level of stratification in the fluid. Here, $p(\rho) = \rho^\gamma$ with $\gamma > \frac{3}{2}$ is the isentropic pressure, $\text{Ma}$ is the Mach number and the viscous stress tensor is

$$S(\nabla u) := \nu \left( \nabla u + \nabla^T u + \frac{2}{3} \text{div} u \right) + \lambda \text{div} u$$

with viscosity coefficients satisfying $\nu > 0$, $\lambda \geq 0$. A prototype for the stochastic forcing term will be

$$\Phi(\rho, u) \, dW \approx \rho \, dW^1 + \rho u \, dW^2$$

for a pair of identically distributed independent Wiener processes $W^1$ and $W^2$. We give the precise assumptions on the noise term in Section 2.2.

If we set the Rossby number $\text{Ro} = \varepsilon$, the Froude number $\text{Fr} = \varepsilon$ and the Mach number $\text{Ma} = \varepsilon^m$ for some $m \gg 1$, then given a sequence $((\rho_\varepsilon, u_\varepsilon))$ of weak martingale solutions to (1.1) (see Definition 2.2 for the precise definition), we show that its limit $U = [U_h(x_1, x_2), 0]$, solves the 2-dimensional Navier–Stokes system

$$dU_h + [\text{div}_h(U_h \otimes U_h) + \nabla_h \pi - \nu \Delta_h U_h] \, dt = \mathcal{P} \Phi(1, U_h) \, dW,$$

$$\text{div}_h U_h = 0.$$  

Here, $\pi$ is an associated pressure term, $\mathcal{P}$ represents Helmholtz decomposition onto solenoidal vector fields and the subscript $h$ which stands for ‘horizontal’, represents the first two component of a 3-D vector. The precise statement of this result is given in Theorem 2.10.

The convergence leading to (1.4) is obtained in probability which is stronger than the convergence in law obtained in the purely incompressible limit result studied in [3] on the torus and [18, Theorem 2] in $\mathbb{R}^3$. The additional Coriolis term, in a sense, can therefore be seen to have some regularizing effect on the system. This is a consequence of the uniqueness result which is available for the 2-dimensional system (1.4). We state this uniqueness result in Theorem 2.9.

In the deterministic setting, the analysis of incompressible rotating fluids have been studied by several authors. For an extensive review and introduction on the topic, the reader might want to see [7]. However, important contributions include the works of Babin et al [1, 2] where they study certain class of solutions to the system using amongst other techniques, the Littlewood–Paley dyadic decomposition and further tools from algebraic geometry.

More recent work include [19], where the authors study a deterministic homogeneous compressible inviscid system on the whole space $\mathbb{R}^3$. They analyse the system under fast rotations with isotropic scale corresponding to when $\text{Ro} = \text{Ma} = \varepsilon$. This involved decomposing the system into a linear part and nonlinear part. Using Strichartz-type estimates, they establish the convergence to zero for the linear part. The non-linear part is then analysed using bootstrapping methods and some harmonic analysis tools including paradifferential calculus.
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In [11], the authors study the deterministic counterpart of this limit problem with $Ro = Ma = \varepsilon \to 0$ and with no centrifugal force effect. Using the so-called RAGE theorem, they established the convergence to zero of the acoustic energy. The subsequent limit system is then given as a *stream function* for the incompressible 2-D Navier–Stokes system.

For a more general scalings of the form $Ro = \varepsilon$, $Ma = \varepsilon^m$ where $m \geq 1$ and $Fr = \varepsilon$, which is more in line with what we study in this paper, the authors in [10] then study the limit problem under the influence of centrifugal force. If $m = 1$, they obtain a 2-D linear system with radially symmetric solutions whereas the multi-scale limit problem corresponding to $m \gg 1$ converges to the 2-D Navier–Stokes system. In this later case, the choice of $m$ subsequently eliminates the effect due to the centrifugal force.

There is very little results for stochastic problems involving rotation. In [13], they study averaging results for the 3-D stochastic incompressible Navier–Stokes equation under fast rotation on a periodic domain. Here, an additive white noise is considered and the limit variables solves the so-called 3-D stochastic resonant averaged equation.

As far as we can tell, there are no available results for compressible rotating fluids with stochastic forcing. Indeed, apart from the low-Mach number result in [3, 13], the other result pertaining to such singular limits, we believe, is contained in [4]. In [4], the combined effect of the low Mach number regime and the high Reynolds number $Re$ is studied on a torus. From a 3-D stochastic compressible Navier–Stokes equation (without rotation), they obtain in the limit, a 3-D stochastic incompressible Euler equation.

We now give a brief outline of the paper. First of all, unless otherwise stated, the assumptions that we make in Section 2 will apply throughout the paper. We also define in that section, the various concept of solutions in Section 2.5 as well as state the main result in Section 2.6.

We will then devote the entirety of Section 3 and Section 4 to the proof of our main Theorem 2.10. Our compactness arguments in Section 3.3 will start by first establishing uniform estimates in Section 3.1. Obtaining such uniform bounds will rely on the relative energy inequality introduced in [4] in the context of stochastic compressible fluids. We then show in Lemma 3.5, tightness of the joint law on the path space defined on uniformly bounded sequences obtained in Section 3.1. Finally, we conclude the section by using the Jakubowski–Skorokhod theorem [16] to establish almost sure convergent subsequences in the topology of the path space mentioned above.

Section 3.4 through to Section 4.4 will involve the justification of the limit system by treating the most important terms separately. A crucial part of the analysis involves the corresponding acoustic wave equation which we study in Section 4.1. In this regard, the proof of the crucial result, Lemma 4.6, will rely on Fourier analysis, semigroup theory and regularization to obtain the mild form of the acoustic system. We then use Strichartz-type estimates to obtain uniform bounds for the (rescaled) gradient part of momentum. By scaling back, we eventually show that this part of the momentum vanishes.
in the limit. We then follow this by showing in Section 4.2 that the vertical average of the solenoidal part of momentum converges in the limit, to the full velocity.

In Section 3.2 we show that by considering the vertical averages, one can conclude that the Coriolis term is a gradient vector field and thus weakly solenoidal. Also, as mentioned in the previous paragraph, we study in Section 4.2 just the vertical average of the solenoidal part of momentum. This leads us to justify in Section 4.3 that any residual or oscillatory term obtained after the taking of vertical averages does not contribute to the limit system. We will then devote Section 4.4 to the proof of Lemma 4.10 which identifies the limit in the nonlinear convective term.

Finally, we complete the proof of Theorem 2.10 in Section 4.5 by using the unique (pathwise) solvability of the limit problem (1.4). The main tool is based on the recent result by Breit et al [5, Theorem 2.10.3] that extends the original Gyöngy–Krylov’s characterization of convergence in probability on Polish spaces [15] to quasi-Polish spaces (this includes Banach spaces with weak topology). Having established convergence in law in Section 3 and with 2-D uniqueness Theorem 2.9 in hand, we gain convergence in probability to the limit problem.

2. Preliminaries

2.1. Notations and definitions

Let us start with a few notations. We set $Q_T = (0, T) \times \mathcal{O}$ for fixed $T > 0$ and consider the following microscopic state variables. For $x = (x_1, x_2, x_3) \in \mathcal{O}$, we let $x_h = (x_1, x_2) \in \mathbb{R}^2$ represent its first two or ‘horizontal’ component and with the third or ‘vertical’ component $x_3 \in (0, 1)$. We now define on $\mathcal{O}$, the macroscopic state variables $\rho = \rho(t, x)$ and $u = u(t, x)$ which are respectively, a non-negative scaler and a three dimensional Euclidean vector valued functions representing the density and velocity fields. The vector valued function $(\rho \mathbf{u}) = (\rho u)(t, x)$ represents the momentum.

We shall reserve the following short-hand notation $\| \cdot \|_{L^p_\omega}$ for the globally defined norms on the whole space $L^p(\mathbb{R}^3)$. In this case, the integral over the whole space $\mathbb{R}^3$ is to be understood as the extension by zeroes outside of $\mathcal{O}$ whenever the function is only defined on $\mathcal{O}$. An extension of this notation will be $\| \cdot \|_{L^p_{t,x}}$ or $\| \cdot \|_{L^q_{t,x}L^p_{t,x}}$ which will refer to the norms on $L^p((0, T) \times \mathbb{R}^3)$ and $L^q(\Omega; L^p(0, T) \times \mathbb{R}^3))$ respectively, as well as similar variants. However, integrals over proper subsets of $\mathbb{R}^3$ will be made explicit. For example, we shall write $\| \cdot \|_{L^p(K)}$ for the usual Lebesgue norm whenever $K \subset \mathbb{R}^3$.

2.2. Assumptions on the stochastic force

Throughout this paper, we assume that $(\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, \mathbb{P})$ is a stochastic basis with a complete right-continuous filtration $(\mathcal{F}_t)_{t \geq 0}$. $W$ is a $(\mathcal{F}_t)$-cylindrical Wiener process, that is, there exist a sequence of mutually independent 1-D
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Brownian motions $(\beta_k)_{k\in\mathbb{N}}$ and an orthonormal basis $(e_k)_{k\in\mathbb{N}}$ of a separable Hilbert space $\mathcal{U}$ such that

$$W(t) = \sum_{k\in\mathbb{N}} \beta_k(t)e_k, \quad t \in [0, T].$$

Now let $m := \rho u$ and assume that there exists a compact set $\mathcal{K} \subset \mathbb{R}^2$ for which we set $K := \mathcal{K} \times [0,1] \subset \mathcal{O}$. We then assume the existence of some functions $g_k : \mathcal{O} \times \mathbb{R}_+ \times \mathbb{R}^3 \rightarrow \mathbb{R}^3$ such that

$$g_k \in C^1_c(K \times \mathbb{R}_+ \times \mathbb{R}^3), \quad \text{for any } k \in \mathbb{N}, \quad (2.1)$$

and which satisfies the uniform bounds

$$\sum_{k\in\mathbb{N}} |g_k(x, \rho, m)|^2 \leq c (\rho^2 + |m|^2), \quad \sum_{k\in\mathbb{N}} |\nabla \rho, m g_k(x, \rho, m)|^2 \leq c. \quad (2.2)$$

Then if we define the map $\Phi(\rho, m) : \mathcal{U} \rightarrow L^1(K)$ by $\Phi(\rho, m)e_k = g_k(\cdot, \rho(\cdot), m(\cdot))$, we can use the embedding $L^1(K) \hookrightarrow W^{-l,2}(K)$ where $l > \frac{3}{2}$, and (2.1) to show that

$$\|\Phi(\rho, m)\|_{L^2(L^1; W^{-l,2}(\mathcal{O}))}^2 = \sum_{k\in\mathbb{N}} \|g_k(x, \rho, m)\|_{W^{-l,2}(\mathcal{O})}^2$$

$$\leq c(\rho) \int_{\mathcal{K}} \left( \sum_{k\in\mathbb{N}} \rho^{-1}|g_k(x, \rho, m)|^2 \right) dx$$

$$\leq c(\rho) \int_{\mathcal{K}} (1 + \rho^\gamma + \rho |u|^2) dx. \quad (2.3)$$

where $(\rho)_K$ represents the average density over the compact set $K$. The left-hand side of (2.3) is therefore uniformly bounded provided $\rho \in L^\gamma_{loc}(\mathcal{O})$ and $\sqrt{\rho u} \in L^2_{loc}(\mathcal{O})$. If so, then the stochastic integral $\int_0^t \Phi(\rho, m)dW$ is a well-defined $(\mathcal{F}_t)$-martingale taking value in $W^{-l,2}(\mathcal{O})$.

As already mentioned in the introduction, we expect in the limit, a process that solves the 2-D Navier–Stokes system, Eq. (1.4). As a result, we derive in analogy to (2.4), an estimate for the noise term in Eq. (1.4) given by the following:

$$\|\mathcal{P} \Phi(1, U_h)\|_{L^2(L^1; W^{-l,2}(\mathbb{R}^2))}^2 \leq c \sum_{k\in\mathbb{N}} \|h_k(x_h, 1, U_h)\|_{L^1(\mathcal{K})}^2$$

$$\leq c \int_{\mathcal{K}} (1 + |U_h|^2) dx \quad (2.4)$$

where $\mathcal{K}$ is the same compact set hidden in (2.1) above and where we have used the continuity of the operator $\mathcal{P}$. Here,

$$h_k(x_h, U_h) = \int_0^1 g_k(x, 1, U) dx_3. \quad (2.5)$$
Lastly, we define the auxiliary space $\mathcal{U}_0 \supset \mathcal{U}$ via

$$\mathcal{U}_0 = \left\{ u = \sum_{k \in \mathbb{N}} c_k e_k ; \sum_{k \in \mathbb{N}} \frac{c_k^2}{k^2} < \infty \right\}$$

and endow it with the norm

$$\|u\|_{\mathcal{U}_0}^2 = \sum_{k \in \mathbb{N}} \frac{c_k^2}{k^2}, \quad u = \sum_{k \in \mathbb{N}} c_k e_k.$$ 

Then it can be shown that $W$ has $\mathbb{P}$-a.s. $C([0, T]; \mathcal{U}_0)$ sample paths with the Hilbert-Schmidt embedding $\mathcal{U} \hookrightarrow \mathcal{U}_0$. See [8].

### 2.3. Boundary and far reach conditions

Since we are working on an semi bounded/unbounded spatial domain, we supplement our system (1.1) with the far reach condition

$$\varrho \rightarrow \varrho_\varepsilon, \quad u \rightarrow 0 \quad \text{as} \quad |x_h| \rightarrow \infty, \quad \mathbb{P}\text{-a.s.}$$  \hspace{1cm} (2.6)

for some time independent function $\varrho_\varepsilon = \varrho_\varepsilon(x) > 0$ as well as the complete slip boundary condition for the velocity field

$$u \cdot n \big|_{\partial \Omega} = \pm u_3 \big|_{\partial \Omega} = 0, \quad (\mathbb{S}(\nabla u) \cdot n) \times n \big|_{\partial \Omega} = (S_{23}, -S_{13}, 0) \big|_{\partial \Omega} = 0$$  \hspace{1cm} (2.7)

where $n = (0, 0, \pm 1)$ is the outer normal vector to the boundary; so as to entirely eliminate the influence of boundary effects.

### 2.4. The relative energy functional

We now introduce the relative energy functional which compares ‘solutions’ of (1.1) with some smooth functions $r$ and $U$. Let start by first defining the following. For the *isentropic* pressure function $p(z) = z^\gamma$ with $p \in C^1[0, \infty) \cap C^2(0, \infty)$,

$$H(\varrho) = \varrho \int_1^\varrho z^{\gamma - 2} \, dz$$  \hspace{1cm} (2.8)

represent the corresponding pressure potential.

Now we assume that the (smooth) functions $r, U$ are random variables that are adapted to the filtration $(\mathcal{F}_t)_{t \geq 0}$ and satisfies:

$$\varrho > 0, \quad (r - \varrho_\varepsilon) \in C_\varepsilon^\infty([0, T] \times \overline{\Omega}), \quad U \in C_\varepsilon^\infty([0, T] \times \partial \Omega),$$  \hspace{1cm} (2.9)

$\mathbb{P}$-a.s. Additionally, we assume that $\varrho_\varepsilon = \varrho_\varepsilon(x)$ solves the static problem

$$\nabla \varrho_\varepsilon = \varepsilon^{2(m-1)} \varrho_\varepsilon \nabla G \quad \text{in} \quad \Omega$$  \hspace{1cm} (2.10)

for a non-negative time independent deterministic force $G$ that satisfy

$$G = G(x) \geq 0, \quad G \in W^{1,\infty}(\Omega).$$  \hspace{1cm} (2.11)

We now set

$$E(\varrho, r) = H(\varrho) - H'(r)(\varrho - r) - H(r)$$  \hspace{1cm} (2.12)
and define
\[ E(\rho, u | r, U)(t, \cdot) := \int_O \left[ \frac{\rho}{2} |u - U|^2 + \frac{1}{Ma^2} E(\rho, r) \right](t, \cdot) \, dx \]
\[ = \int_O \left[ \frac{\rho}{2} |u - U|^2 + \frac{1}{2} \left( \frac{\rho - r}{Ma} \right)^2 H''(z) \right](t, \cdot) \, dx \]  
for \( z \in [\rho, r] \) or \( z \in [r, \rho] \) to be the relative energy functional. The second equality in the relative energy functional is due to Taylor’s expansion of the function \( H(\rho) \) around \( r \).

Remark 2.1. By using the identity (2.8), one can easily check that (2.10) is equivalent to solving \( \nabla H’(\bar{\rho}_\varepsilon(x)) = \varepsilon^{2(m-1)} \nabla G \) so that up to a constant remainder,
\[ H’(\bar{\rho}_\varepsilon(x)) = \varepsilon^{2(m-1)} G(x). \]  
Since \( G \) is non-negative, it follows from (2.14) that for any \( x \in \mathcal{O} \) and \( m > 1 \),
\[ \bar{\rho}_\varepsilon(x) \geq 1 \quad \text{and} \quad \bar{\rho}_\varepsilon(x) \to 1 \]
as \( \varepsilon \to 0 \). Furthermore, by using the Lipschitz continuity of \( G \), we can deduce from (2.14) that for any \( x \in \mathcal{O} \) with \( |x_h| \leq k\varepsilon^{-\alpha} \), \( k > 0 \) and \( 0 \leq \alpha \leq m - 1 \),
\[ |\bar{\rho}_\varepsilon(x) - 1| \leq c \varepsilon^{2(m-1-\alpha)} \]  
with the constant \( c > 0 \) depending only on \( k > 0 \).

2.5. Concepts of solution
We now define different notions of solution that will be considered in this paper. We follow the approach of [6] where we now define on our special geometry \( \mathcal{O} \), a corresponding solution to (1.1) which is weak in both the probabilistic and PDE sense. This is given in Definition 2.2 below.

Definition 2.2. If \( \Lambda \) is a Borel probability measure on \( L^\gamma(\mathcal{O}) \times L^{2+\gamma}(\mathcal{O}) \), then we say that \([\Omega, \mathcal{F}, (\mathcal{F}_t), \mathbb{P}); \rho, u, W]\) is a finite energy weak martingale solution of equation (1.1) with initial law \( \Lambda \) provided
1. \((\Omega, \mathcal{F}, (\mathcal{F}_t), \mathbb{P})\) is a stochastic basis with a complete right-continuous filtration,
2. \(W\) is a \((\mathcal{F}_t)\)-cylindrical Wiener process,
3. the density \( \rho \) satisfies \( \rho \geq 0 \), \( t \rightarrow \langle \rho(t, \cdot), \phi \rangle \in C[0,T] \) for any \( \phi \in C_c(\mathcal{O}) \) \( \mathbb{P}\)-a.s., the function \( t \mapsto \langle \rho(t, \cdot), \phi \rangle \) is progressively measurable, and
\[ \mathbb{E} \left[ \sup_{t \in [0,T]} \| \rho(t, \cdot) \|_{L^p(K)}^p \right] < \infty \]
for all \( 1 \leq p < \infty \) and for all compact set \( K \subseteq \mathcal{O} \),
4. the momentum \(q u\) satisfies \(t \to \langle q u, \phi \rangle \in C[0, T]\) for any \(\phi \in C^\infty_c(\Omega)\) \(\mathbb{P}\)-a.s., the function \(t \mapsto \langle q u, \phi \rangle\) is progressively measurable and for all \(1 \leq p < \infty\)
\[
\mathbb{E} \left[ \sup_{t \in [0, T]} \|q u\|^p_{L^p(T)(K)} \right] < \infty,
\]
for all compact set \(K \subset \Omega\),

5. the velocity field \(u\) is \((\mathcal{F}_t)\)-adapted, \(u \in L^p(\Omega; L^2(0, T; W^{1,2}_{{\text{loc}}}(\Omega)))\) and,
\[
\mathbb{E} \left[ \left( \int_0^T \|u\|^2_{W^{1,2}(K)} \, dt \right)^p \right] < \infty
\]
for all \(1 \leq p < \infty\) and for all compact set \(K \subset \Omega\),

6. \(\Lambda = \mathbb{P} \circ (\rho(0), q u(0))^{-1}\),

7. for all \(\psi \in C^\infty_c(\Omega)\) and \(\phi \in C^\infty_c(\Omega)\) and all \(t \in [0, T]\), it holds \(\mathbb{P}\)-a.s.\(^1\)
\[
\langle q(t), \psi \rangle = \langle q(0), \psi \rangle + \int_0^t \langle q u, \nabla \psi \rangle \, dt,
\]
\[
\langle q u(t), \phi \rangle = \langle q u(0), \phi \rangle + \int_0^t \langle q u \otimes u, \nabla \phi \rangle \, dt - \frac{1}{R_o} \int_0^t \langle q(e_3 \times u), \phi \rangle \, dt
\]
\[
- \int_0^t \langle S(\nabla u), \text{div} \phi \rangle \, dt + \frac{1}{M^2} \int_0^t \langle p(q), \text{div} \phi \rangle \, dt
\]
\[
+ \frac{1}{F^2} \int_0^t \langle q \nabla G, \phi \rangle \, dt + \int_0^t \langle \Phi(q, q u) \, dW, \phi \rangle,
\]

8. the following inequality
\[
\int_\Omega \left[ \frac{\partial}{2} |u|^2 + \frac{H(q)}{M^2} \right] (t) \, dx + \int_0^t \int_\Omega S(\nabla u) : \nabla u \, dx \, dt
\]
\[
\leq \left( \int_\Omega \left[ \frac{|(q u)(0)|^2}{\rho(0)} + \frac{H(q(0))}{M^2} \right] \, dx \right)
\]
\[
+ \frac{1}{2} \int_0^T \left( \int_\Omega \sum_{k \in \mathbb{N}} \frac{1}{q^{-1}} |g_k(x, q, q u)|^2 \, dx \right) \, dt
\]
\[
+ \int_0^T \int_\Omega \frac{q}{Fr^2} |\nabla G \cdot u| \, dt + M_R(t) - M_R(0)
\]
holds \(\mathbb{P}\)-a.s. for a real-valued martingale \(M_R\) satisfying
\[
\mathbb{E} \left( \sup_{t \in [0, T]} |M_R|^p \right) \leq c_p \left( 1 + \mathbb{E} \left[ \int_\Omega \left( \frac{|(q u)(0)|^2}{2\rho(0)} + \frac{H(q(0))}{M^2} \right) \, dx \right]^p \right),
\]

\[(2.17)\]

for all \(p \in [1, \infty)\).

\(^1\)Here and throughout the rest of this paper, we shall use the notations \(\langle u, v \rangle = \int_\Omega u v \, dx\) and \(\langle u, v \rangle_h = \int_{\mathbb{R}^2} u v \, dx_h\) in 3-D and 2-D respectively and where the 2-D version corresponds to the horizontal or first two Cartesian components of the 3-D version.
9. In addition, (1.1) holds in the renormalized sense. That is, for any \( \phi \in \mathcal{D}'(O) \) and \( b \in C^0[0, \infty) \cap C^1(0, \infty) \) such that \( |b'(t)| \leq ct^{-\lambda_0} \), \( t \in (0, 1] \), \( \lambda_0 < 1 \) and \( |b'(t)| \leq ct^{\lambda_1} \), \( t \geq 1 \) where \( c > 0 \) and \( -1 < \lambda_1 < \infty \), we have that
\[
d\langle b(\varrho), \phi \rangle = \langle b(\varrho) \varrho, \nabla \phi \rangle dt - \langle (b(\varrho) - b'(\varrho)\varrho) \varrho \nabla \varrho, \phi \rangle dt.
\] (2.18)

**Remark 2.3.** The following existence result, Theorem 2.5, is similar to the proof of [18, Theorem 1] where we now consider the problem on \( T^2 \times T_1 \) instead of \( T_3^2 \times T_3 \) where \( T_3^p = \left([-L, L]\times\{L,L\}\right)^p \) and \( T_1 = [-1, 1]\times\{-1,1\} \) are the \( p \)-D and 1-D flat tori with periods \( L \geq 1 \) and 1 respectively. For \( L \) fixed, existence of a finite energy weak martingale solution follows from [6, Theorem 2.5] by taking the limit as \( L \to \infty \) in analogy to the proof of [18, Theorem 1].

However this will yield a result posed on \( O = \mathbb{R}^2 \times T_1 \) instead of the original geometry \( O = \mathbb{R}^2 \times (0, 1) \). This aforementioned reformulation into a purely periodic problem with a corresponding boundary condition is allowed after a special symmetrization of our density and velocity vector fields as given in [10, Eq. 1.7]. This was originally proposed in [9] and for completeness, we state them below.

\[
\varrho(\cdot, x_h, -x_3) = \varrho(\cdot, x_h, x_3), \quad \varrho_h(\cdot, x_h, -x_3) = \varrho_h(\cdot, x_h, x_3),
\]
\[
-\varrho_3(\cdot, x_h, -x_3) = \varrho_3(\cdot, x_h, x_3) = \varrho(\cdot, x_h, x_3).
\] (2.19)

That is, the horizontal component of velocity and density are extended from \( (0, 1) \) to \( T_1 \) as an even function in \( x_3 \) whereas the vertical component of velocity is extended to an odd function in \( x_3 \).

In accordance with (2.19), the functions \( g_k(x, \varrho, m) \) in (2.1) are assumed to satisfy
\[
-g_{k,3} (x_h, -x_3, \cdot, \varrho, m), g_{k,3} (x_h, x_3, \cdot, \varrho, m),
\]
\[
g_{k,h} (x_h, -x_3, \cdot, \varrho, m), g_{k,h} (x_h, x_3, \cdot, \varrho, m),
\] (2.20)

where \( g_{k,3} \) and \( g_{k,h} \) agrees correspondingly, to the ‘vertical’ and ‘horizontal’ components of the noise term. Lastly, we extend the potential of the centrifugal force to \( T_1 \) as an even function in \( x_3 \), i.e.,
\[
G(x_h, -x_3) = G(x_h, x_3).
\] (2.21)

These symmetric assumptions (2.19), (2.20) and (2.21) are thus, implicitly implied throughout the rest of this paper.

**Remark 2.4.** We also remark that the stronger energy inequality (2.16), in analogy to [4, Eq. 1.4], as opposed to the one stated in [18] is required for the purpose of this paper.

**Theorem 2.5.** Set \( \text{Ma} = \varepsilon^m \), for \( m > 10 \) and \( \text{Ro} = \text{Fr} = \varepsilon \) in (1.1). Let \( \gamma > \frac{3}{2} \) and let \( \Lambda \) be a probability law on \( L^\gamma(O) \times L^{\frac{2}{\gamma - 1}}(O) \) satisfying
\[
\Lambda\{(\varrho, m) \in L^\gamma \times L^{\frac{2}{\gamma - 1}}(O) : \varrho \geq 0, M^K_1 \leq \int_{\gamma}^K \varrho dx \leq M^K_2, m_{|\varrho = 0} = 0 \} = 1,
\]
\[
\int_{L^2 \times L^{\frac{2}{\gamma - 1}}} \frac{1}{2} \frac{|m|^2}{\varrho} + \frac{1}{\varepsilon^{2m}} H(\varrho) \bigg|_{L^2}^p d\Lambda(\varrho, m) \leq c_p < \infty,
\]
for all $1 \leq p < \infty$ and any compact set $\mathcal{K} \subset \mathbb{R}^2$ with $K := \mathcal{K} \times T_1$ and with constants $0 < M_1^K < M_2^K$. Also assume that (2.1), (2.2), (2.19), (2.20) and (2.21) holds. Then there exists a finite energy weak martingale solution of (1.1) in the sense of Definition 2.2 with initial law $\Lambda$.

Remark 2.6. Notice that the term $\varrho(\varepsilon_3 \times u)$ is orthogonal to $u$ and so it vanishes during the compactness argument when we test the momentum equation with the velocity. Also, the centrifugal forcing term is easily controlled by a similar estimate as in (3.3) below.

The nature of the limit system (1.4) naturally leads to a corresponding definition of a solution in 2-D. Typically, this can either be simultaneously weak in the probabilistic and PDE sense, in analogy to Definition 2.2 above, or strong in at least one of these senses. The former notion is stated in Definition 2.7 below. For the later, which we state in Definition 2.8 the solutions are weak in the PDE sense but strong in the sense of probability. This follows from uniqueness in 2-D which is currently unavailable for the 3-D counterpart. In this later case, the underlying probability space is fixed in advance. Consequently, existence of solution in the sense of the later yields the former. However, the analysis involved in this paper is such that, both versions are required.

**Definition 2.7.** Let $\Lambda$ be a Borel probability measure on $L^2_{\text{div}}(\mathbb{R}^2)$ Then we say that $[(\Omega, \mathcal{F}, (\mathcal{F}_t), \mathbb{P}), u, W]$ is a weak martingale solution of equation (1.4) with initial datum $\Lambda$ provided:

1. $(\Omega, \mathcal{F}, (\mathcal{F}_t), \mathbb{P})$ is a stochastic basis with a complete right-continuous filtration,
2. $W$ is an ($\mathcal{F}_t$)-cylindrical Wiener process,
3. $u$ is ($\mathcal{F}_t$)-adapted, $u \in C_w([0, T]; L^2_{\text{div}}(\mathbb{R}^2)) \cap L^2(0, T; W^1_2(\mathbb{R}^2))$ $\mathbb{P}$-a.s. and for all $p \in [1, \infty)$,

$$\mathbb{E}\left[\sup_{t \in (0, T)} \|u\|_{L^2(\mathbb{R}^2)}^2\right]^p + \mathbb{E}\left[\int_0^T \|u\|_{W^1_2(\mathbb{R}^2)}^2 \, dt\right]^p < \infty,$$

(2.22)

4. $\Lambda = \mathbb{P} \circ (u(0))^{-1}$,
5. for all $\phi \in C_{c, \text{div}}(\mathbb{R}^2)$ and all $t \in [0, T]$, it holds $\mathbb{P}$-a.s.,

$$\langle u(t), \phi \rangle_h = \langle u(0), \phi \rangle_h - \int_0^t \langle u \otimes u, \nabla \phi \rangle_h \, dr + \nu \int_0^t \langle \nabla u, \phi \rangle_h \, dr$$

$$+ \int_0^t \langle \mathcal{P} \Phi(1, u) dW, \phi \rangle_h$$

(2.23)

where $\mathcal{P}$ is the Helmholtz decomposition onto the space of solenoidal vector fields.

---

Here and below, $C_{c, \text{div}}(\mathbb{R}^2) := \{v \in C_c(\mathbb{R}^2) : \text{div}(v) = 0\}$ and $L^2_{\text{div}}(\mathbb{R}^2) = C_{c, \text{div}}(\mathbb{R}^2)^{|| \cdot ||_{L^2}}$ and similarly for the Sobolev space.
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An even stronger notion of solution for the incompressible stochastic Navier–Stokes equation is the concept of weak pathwise solution given below.

**Definition 2.8.** Let \((\Omega, \mathcal{F}, (\mathcal{F}_t), \mathbb{P})\) be a stochastic basis with an \((\mathcal{F}_t)\)-cylindrical Wiener process \(W\). Let \(u_0\) be an \(\mathcal{F}_0\)-measurable random variable. Then we say that \(u\) is a weak pathwise solution of the Navier–Stokes equation \((1.4)\) with initial datum \(u_0\) provided:

1. the velocity \(u\) is \((\mathcal{F}_t)\)-adapted, \(u \in C_w \left([0, T]; L^2_{\text{div}}(\mathbb{R}^2)\right) \cap L^2(0, T; W^{1,2}_{\text{div}}(\mathbb{R}^2)) \mathbb{P}\text{-a.s. and for all } p \in [1, \infty), (2.22)\) holds true,
2. the equality \(u(0) = u_0\) holds \(\mathbb{P}\text{-a.s.},\)
3. for all \(\phi \in C^\infty_{c, \text{div}}(\mathbb{R}^2)\) and all \(t \in [0, T]\), Eq. \((2.23)\) holds \(\mathbb{P}\text{-a.s.}\).

**Theorem 2.9.** Let \((\Omega, \mathcal{F}, (\mathcal{F}_t), \mathbb{P})\) be a stochastic basis with an \((\mathcal{F}_t)\)-cylindrical Wiener process \(W\) and let \(U_0\) be an \(\mathcal{F}_0\)-measurable random variable belonging to the space \(L^p(\Omega; L^2_{\text{div}}(\mathbb{R}^2))\) for all \(p \in [1, \infty)\). If \((2.4)\) holds, then there exists a unique weak pathwise solution to \((1.4)\) in the sense of Definition 2.8 with initial condition \(U_0\).

**Proof.** See [17] with \(\Omega = l^2(\mathbb{R}^2)\). \(\square\)

### 2.6. Main result

We now state the main result of this paper. Theorem 2.10 below corresponds to the simultaneous low Rossby - low Mach - low Froude number limit result of the stochastic compressible Navier–Stokes–Coriolis equation taking into account, the influence of centrifugal force.

**Theorem 2.10.** Set \(Ma = \varepsilon^m,\) for \(m > 10\) and \(Ro = Fr = \varepsilon\) in \((1.1)\). Let \(\gamma > \frac{5}{2}\) and assume that \(U_0 = [U_h, 0, 0] \in L^2(\mathbb{R}^2)\) is \(\mathcal{F}_0\) measurable. Consider the following initial data \((\varrho_0, (\varrho u)_{0, \varepsilon}) \in L^\gamma(\mathcal{O}) \times L^{\frac{2\gamma}{\gamma+1}}(\mathcal{O})\) satisfying

\[
\begin{align*}
\varrho_0, \varepsilon &+ \varepsilon^m \varrho_0^{(1)} > 0, \\
\{\varrho_0, \varepsilon^{(1)}\}_{\varepsilon > 0} &\in L^2(\mathcal{O}), \\
\{\varrho_0, \varepsilon^{(1)}\}_{\varepsilon > 0} &\in L^\infty \cap L^2(\mathcal{O}),
\end{align*}
\]

(2.24)

for a constant \(M > 0\) and for \(\varrho_0, \varepsilon > 0\) solving (2.10). If the collection \([\Omega^\mathcal{F}, (\mathcal{F}_t^\mathcal{F}), (\mathcal{F}_t^W), \mathbb{P}; \varrho_0, \varrho_0, W_0]\) is a family of finite energy weak martingale solution of (1.1) in the sense of Definition 2.2 with initial law \(\Lambda_0 = \mathbb{P} \circ [\varrho_0, \varepsilon, (\varrho u)_{0, \varepsilon}]^{-1}, \varepsilon \in (0, 1)\) and uniformly bounded moment estimate

\[
\int_{L_2^\gamma \times L^{\frac{2\gamma}{\gamma+1}}} \left[ \frac{1}{2} \frac{\varepsilon^m}{\varrho} \frac{|\varrho u|^2}{\varrho} + \frac{1}{\varepsilon^{2m}} E\left(\varrho, \varrho_0, \varepsilon, \varrho_0, \varrho_0, W_0\right)\right] \, d\Lambda_0 \varrho, \varrho u < c
\]

(2.25)

for all \(p \in [1, \infty)\) and for a constant \(c = c(p) > 0\) independent of \(\varepsilon,\) then

\[
\begin{align*}
\varrho_0 &\to 1 \quad \text{in } L^\infty(0, T; L^\text{min}(2, \gamma)(\mathcal{O})), \\
\varrho_0 &\to U \quad \text{in } (L^2(0, T; W^{1,2}(\mathcal{O})), w),
\end{align*}
\]

(2.26)
in probability and where \( U = [U_h(t,x_h),0] \) is the unique weak pathwise solution of (1.4) in the sense of Definition 2.8 with the initial condition 
\( U_0 = U_0(x_h) \).

3. Uniform estimates and compactness arguments

This section is devoted to preparations towards the proof of our main theorem. We start by establishing a dissipative estimate for the energy of the compressible system (1.1).

### 3.1. Relative energy inequality and uniform bounds

Since the collection \([\Omega^\varepsilon, \mathcal{F}^\varepsilon, (\mathcal{P}^\varepsilon), \mathbb{P}^\varepsilon); \varrho^\varepsilon, \mathbf{u}^\varepsilon, W^\varepsilon]\) is a sequence of finite energy weak martingale solution of (1.1), we can deduce from (2.16) that

\[
\int_0^\tau \left[ \frac{\varrho^\varepsilon}{2} |\mathbf{u}^\varepsilon|^2 + \frac{H(\varrho^\varepsilon)}{\varepsilon^{2m}} \right](\tau) \, dx + \int_0^\tau \int_\Omega \mathcal{S}(\nabla \mathbf{u}^\varepsilon) : \nabla \mathbf{u}^\varepsilon \, dx \, dt \\
\leq \int_0^\tau \left[ \frac{\varrho^\varepsilon \mathbf{u}^\varepsilon(0)}{\varrho^\varepsilon(0)} + \frac{H(\varrho^\varepsilon(0))}{\varepsilon^{2m}} \right] \, dx + \int_0^\tau \int_\Omega \frac{1}{\varepsilon^2} \varrho^\varepsilon \nabla G \cdot \mathbf{u}^\varepsilon \, dx \, dt
\]

(3.1)

for 0 < \( \varepsilon \ll 1 \) and since \( p(\varrho) = \varrho^\gamma - \varrho \approx H(\varrho) \), c.f. (2.8). Also,

\[
\int_0^\tau \int_\Omega \frac{1}{\varepsilon^2} \varrho^\varepsilon \nabla G \cdot \mathbf{u}^\varepsilon \, dx \, dt = - \int_0^\tau \int_\Omega \frac{G}{\varepsilon^2} \text{div}(\varrho^\varepsilon \mathbf{u}^\varepsilon) \, dx \, dt
\]

(3.3)

where we have used the continuity equation and (2.14). Now by applying Gronwall’s lemma and subtracting the term \( \varepsilon^{-2m} H(\bar{\varrho}^\varepsilon) \) from both sides of

\[3\text{For a topological space } X, \text{ we write } (X, w) \text{ if it is equipped with the weak topology.}\]
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We can combine (3.1), (3.2) and (3.3) to get

$$\sup_{t \in (0,T)} \mathcal{E}(\varrho_\varepsilon, u_\varepsilon | \overline{\varrho}_\varepsilon, 0) (t, x) + \int_0^T \int_{\mathcal{O}} S(\nabla u_\varepsilon) : \nabla u_\varepsilon \, dx \, dt$$

$$\leq c \left(1 + \mathcal{E}(\varrho_\varepsilon, u_\varepsilon | \overline{\varrho}_\varepsilon, 0) (0, x) + \sup_{t \in (0,T)} |M_R| \right)$$

(3.4)

P-a.s. By invoking the estimate (2.17), we get by taking $p$-th moments in (3.4) that

$$\mathbb{E} \left[ \sup_{t \in (0,T)} \mathcal{O} \frac{\partial \varrho_\varepsilon}{2} |u_\varepsilon|^2 (t, \cdot) \, dx \right]^p + \mathbb{E} \left[ \sup_{t \in (0,T)} \mathcal{O} \frac{1}{\varepsilon^{2m}} E(\varrho_\varepsilon, \overline{\varrho}_\varepsilon)(t, \cdot) \, dx \right]^p$$

$$+ \mathbb{E} \left[ \int_0^T \int_{\mathcal{O}} S(\nabla u_\varepsilon) : \nabla u_\varepsilon \, dx \, dt \right]^p \leq c \mathbb{E} \left[1 + \mathcal{E}(\varrho_\varepsilon, u_\varepsilon | \overline{\varrho}_\varepsilon, 0) (0) \right]^p.$$

Finally, we observe that for any such $p \in [1, \infty)$, the inequality

$$\mathbb{E} \left[1 + \mathcal{E}(\varrho_\varepsilon, u_\varepsilon | \overline{\varrho}_\varepsilon, 0) (0, x) \right]^p$$

$$\leq c(p) \left[1 + \mathbb{E} \left( \int_{\mathcal{O}} \left[\frac{(\varrho_\varepsilon u_\varepsilon)(0)}{2\varrho_\varepsilon(0)} \right]^2 + \frac{1}{\varepsilon^{2m}} E(\varrho_\varepsilon(0), \overline{\varrho}_\varepsilon) \right) \, dx \right]^p$$

$$= c(p) \left[1 + \int_{L^2_x \times L^2_x} \left\| \frac{1}{2} \frac{\mathbf{m}}{\varrho} \right\|^2 + \frac{1}{\varepsilon^{2m}} E(\varrho, \overline{\varrho}_\varepsilon) \right|_{L^2_x}^p \, dA(\varrho, \mathbf{m})$$

holds. Subsequently, from the boundedness assumption on the initial law (i.e., the moment estimate (2.25)), we can conclude from (3.5) that for any $p \in [0, \infty)$,

$$\mathbb{E} \left( \sup_{t \in (0,T)} \mathcal{O} \frac{1}{\varepsilon^{2m}} E(\varrho_\varepsilon, \overline{\varrho}_\varepsilon) \, dx \right)^p \leq c_p$$

(3.6)

and

$$\mathbb{E} \left( \sup_{t \in (0,T)} \mathcal{O} \frac{\partial \varrho_\varepsilon}{2} |u_\varepsilon|^2 \, dx \right)^p \leq c_p,$$

$$\mathbb{E} \left( \int_{Q_T} S(\nabla u_\varepsilon) : \nabla u_\varepsilon \, dx \, dt \right)^p \leq c_p$$

(3.7)

uniformly in $\varepsilon$.

In the following, unless otherwise specified, we shall always refer to ‘balls’ as 3-D objects of the form

$$B_k := \{x \in \mathcal{O} : |x_h| \leq k\}.$$ 

Now by the decomposition of an integrable function $h$ on the random time-space cylinder into its essential and residual parts, i.e.,

$$h = [h]_{\text{ess}} + [h]_{\text{res}}, \text{ where } [h]_{\text{ess}} = h \cdot 1_{\{\varrho_\varepsilon - 5\overline{\varrho}_\varepsilon / 4 < 3\overline{\varrho}_\varepsilon / 4\}},$$

(3.8)
we can use \((3.6)\) and \([4, \text{ Eq. 4.4}]\) to show that for \(m > 1 + \alpha\),
\[
\mathbb{E}\left( \sup_{t \in (0,T)} \int_{B_{k \varepsilon}^\alpha} \left[ \frac{\varrho_{\varepsilon} - \overline{\varrho}_{\varepsilon}}{\varepsilon^m} \right]^2 \text{ess}^d x \right) \leq c_{p,k},
\]
\[
\mathbb{E}\left( \sup_{t \in (0,T)} \int_{B_{k \varepsilon}^\alpha} \left[ 1 + \varrho_{\varepsilon}^\gamma \right] \text{res}^d x \right) \leq \varepsilon^{2m} c_{p,k},
\]
for balls \(B_{k \varepsilon}^\alpha \subset \overline{\Omega}\) of radius \(k \varepsilon^\alpha > 0\).

**Lemma 3.1.** For all \(p \in [1, \infty)\), we have
\[
\mathbb{E}\left( \sup_{t \in (0,T)} \int_{B_{k \varepsilon}^\alpha} \frac{1}{\varepsilon^{2m}} \left[ \varrho_{\varepsilon}^\gamma - \gamma (\varrho_{\varepsilon} - \overline{\varrho}_{\varepsilon}) - \overline{\varrho}_{\varepsilon}^\gamma \right] \text{dx} \right)^p \leq (1 + \varepsilon^{2(m-1-\alpha)}) c_{p,k},
\]
uniformly in \(\varepsilon\).

**Proof.** We first notice that
\[
\varrho_{\varepsilon}^\gamma - \gamma (\varrho_{\varepsilon} - \overline{\varrho}_{\varepsilon}) - \overline{\varrho}_{\varepsilon}^\gamma = \left[ \varrho_{\varepsilon}^\gamma - \gamma \overline{\varrho}_{\varepsilon}^{-1} (\varrho_{\varepsilon} - \overline{\varrho}_{\varepsilon}) - \overline{\varrho}_{\varepsilon}^\gamma \right] + \gamma (\overline{\varrho}_{\varepsilon}^{-1} - 1) (\varrho_{\varepsilon} - \overline{\varrho}_{\varepsilon})
\]
\[
= (\gamma - 1) E(\varrho_{\varepsilon}, \overline{\varrho}_{\varepsilon}) + \gamma (\overline{\varrho}_{\varepsilon}^{-1} - 1) (\varrho_{\varepsilon} - \overline{\varrho}_{\varepsilon})
\]
(3.10)
where for \(x \in B_{k \varepsilon}^\alpha\), we get from (2.15) that
\[
\left| \overline{\varrho}_{\varepsilon}(x)^{\gamma - 1} - 1 \right| \leq c \left| \overline{\varrho}_{\varepsilon}(x) - 1 \right| \leq \varepsilon^{2(m-1-\alpha)}.
\]
The claim then follows from \((3.6)\) and \((3.9)\). \(\square\)

**Lemma 3.2.** For all \(p \in [1, \infty)\), we have that
\[
\varrho_{\varepsilon} u_{\varepsilon} \in L^p(\Omega; L^2(0,T; L^2(\Omega))),
\]
\[
\sqrt{\varrho_{\varepsilon} u_{\varepsilon}} \in L^p(\Omega; L^\infty(0,T; L^2(\Omega))),
\]
\[
\varrho_{\varepsilon} - \overline{\varrho}_{\varepsilon} \in L^p(\Omega; L^\infty(0,T; L^2(\Omega))),
\]
\[
\varrho_{\varepsilon} u_{\varepsilon} \in L^p(\Omega; L^\infty(0,T; L^{2+\gamma}(\Omega))),
\]
\[
\varrho_{\varepsilon} u_{\varepsilon} \otimes u_{\varepsilon} \in L^p(\Omega; L^2(0,T; L^{6+2\gamma}(\Omega))),
\]
uniformly in \(\varepsilon\).

**Proof.** The first two follows immediately from \((3.7)\) and a version of Korn’s inequality \([12, \text{ Theorem 10.17}]\), c.f. \([10, \text{ Eq. 2.20}]\). The bound \((3.13)\) follows from \((3.9)\) and \((2.15)\). The last two \((3.14)\) and \((3.15)\) can be found in \([18, \text{ Eq. 23}]\). \(\square\)

**Lemma 3.3.** For all \(p \in [1, \infty)\), we have that
\[
\varrho_{\varepsilon} \rightharpoonup 1 \text{ in } L^p(\Omega; L^\infty(0,T; L^\text{min}^{2,\gamma}(\Omega))),
\]
as \(\varepsilon \to 0\).

**Proof.** This is a direct consequence of \((3.13)\) and \((2.15)\). \(\square\)
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Now let set $\text{Ma} = \varepsilon^m$, $\text{Ro} = \text{Fr} = \varepsilon$. Then we observe that by setting $r_\varepsilon = \frac{\rho_\varepsilon - \overline{\rho}}{\varepsilon^m}$, we derive from Eq. (1.1) the following:

$$
\varepsilon^m dr_\varepsilon + \text{div} (\rho_\varepsilon \mathbf{u}_\varepsilon) dt = 0,
$$

$$
\varepsilon^m \left( \rho_\varepsilon \mathbf{u}_\varepsilon \right) + \left[ \varepsilon^{m-1} (\mathbf{e}_3 \times \rho_\varepsilon \mathbf{u}_\varepsilon) + \gamma \nabla r_\varepsilon \right] dt = \varepsilon^m \mathbf{F}_\varepsilon dt
$$

$$
+ \varepsilon^{2(m-1)} r_\varepsilon \nabla G dt + \varepsilon^m \Phi(\rho_\varepsilon, \rho_\varepsilon \mathbf{u}_\varepsilon) dW
$$

in the sense of distributions and where we have used (2.10),

$$
\mathbf{F}_\varepsilon := \text{div} (S(\nabla \mathbf{u}_\varepsilon)) - \text{div} (\rho_\varepsilon \mathbf{u}_\varepsilon \otimes \mathbf{u}_\varepsilon) - \frac{1}{\varepsilon^{2m}} \nabla [\rho_\varepsilon^\gamma - \gamma (\rho_\varepsilon - \overline{\rho}) - \overline{\mathbf{u}}_\varepsilon^\gamma]
$$

and for any $K \in \mathcal{O}$

$$
\mathbf{F}_\varepsilon \in L^p(\Omega; L^2(0, T; W^{-1,2}(K)))
$$

uniformly in $\varepsilon \to 0$ for $l > 5/2$. The uniform estimate (3.18) follows from Lemma 3.1, (3.11) and (3.15) and is similar to the proof of [18, Eq. 44]. Finally, one can also infer from (3.13) and (2.11) that

$$
r_\varepsilon \nabla G \in L^p(\Omega; L^\infty(0, T; L^{\min\{2, \gamma\}}_{1\text{oc}}(\mathcal{O}))).
$$

### 3.2. Analysis of the Coriolis term

We wish to show in this section that the Coriolis term is a gradient vector field provided we consider its vertical average. cf. [10, Section 3] and [14, Section 3]. To see this, let first consider the following notation:

$$
\Gamma g = \int_{T_1} g \, dx_3 = \frac{1}{|T_1|} \int_{T_1} g \, dx_3
$$

for any function $g$ defined on $\mathcal{O}$. Then we observe that if we set $\mathbf{Y}_\varepsilon := \mathcal{P}(\rho_\varepsilon \mathbf{u}_\varepsilon)$, we have that $\text{div} (\Gamma \mathbf{Y}_\varepsilon) = \partial_{x_1} \Gamma^\varepsilon Y_1 + \partial_{x_2} \Gamma^\varepsilon Y_2 = 0$. As such,

$$
\text{curl} (\mathbf{e}_3 \times \Gamma \mathbf{Y}_\varepsilon) = (0, 0, \partial_{x_1} \Gamma^\varepsilon Y_1 + \partial_{x_2} \Gamma^\varepsilon Y_2) = 0.
$$

**Remark 3.4.** It is crucial at this point to consider the vertical average of the solenoidal part of momentum since otherwise, the curl of the Coriolis term for the full momentum isn’t zero. This taking of the vertical average is a reason why we require the special geometry $\mathcal{O}$ rather than the whole space $\mathbb{R}^3$.

We also observe that for any potential $\Psi$, the following identity

$$
\Gamma \mathbf{e}_3 \times \nabla \Psi = \mathbf{e}_3 \times \Gamma \nabla \Psi = \mathbf{e}_3 \times \nabla \Psi
$$

holds. Subsequently, we will use any of the identities in (3.22) interchangeably throughout the rest of this paper.

---

4This quantity is sometimes referred to as the density fluctuation.
3.3. Compactness

To explore compactness, let define the following spaces:

\[ \chi_{\rho u} = C_w \left( [0, T]; L_{\text{loc}}^{2\gamma} (O) \right), \]
\[ \chi_u = (L^2(0, T; W^{1, 2}(O)), w), \]
\[ \chi_\theta = C_w ([0, T]; L_\gamma^{\prime}(O)), \]
\[ \chi_W = C ([0, T]; \mathcal{U}_0), \]

and let

1. \( \mu_\mathcal{P}(\rho_\varepsilon u_\varepsilon)^\gamma \) be the law of \( \mathcal{P}(\rho_\varepsilon u_\varepsilon)^\gamma \) on the space \( \chi_{\rho u} \),
2. \( \mu_u_\varepsilon \) be the law of \( u_\varepsilon \) on \( \chi_u \),
3. \( \mu_\theta_\varepsilon \) be the law of \( \theta_\varepsilon \) on the space \( \chi_\theta \),
4. \( \mu_W \) be the law of \( W \) on the space \( \chi_W \).

Now we let \( \mu^{\varepsilon, \delta} \) and \( \nu^{\varepsilon, \delta} \) be the joint laws of

\[ (\rho_\varepsilon, u_\varepsilon, \mathcal{P}(\rho_\varepsilon u_\varepsilon)^\gamma, \theta_\delta, u_\delta, \mathcal{P}(\theta_\delta u_\delta)^\gamma) \]

and

\[ (\rho_\varepsilon, u_\varepsilon, \mathcal{P}(\rho_\varepsilon u_\varepsilon)^\gamma, \theta_\delta, u_\delta, \mathcal{P}(\theta_\delta u_\delta)^\gamma, W) \]

respectively on the path space \( \chi = \chi_\theta \times \chi_u \times \chi_{\rho u} \times \chi_\theta \times \chi_u \times \chi_{\rho u} \) and \( \chi' = \chi \times \chi_W \) respectively.

Lemma 3.5. The collection \( \{ \mu_\mathcal{P}(\rho_\varepsilon u_\varepsilon)^\gamma; \varepsilon \in (0, 1) \} \) is tight on \( \chi_{\rho u} \).

Proof. We have shown in Section 3.2 that the vertical average of the Coriolis term is curl-free meaning that it is a gradient vector. So, similar to the proof of [3, Proposition 3.6], we can consider the following vertical average of the momentum equation (3.16) projected onto solenoidal fields. That is, we write \( \tau \)

\[ \mathcal{P}(\rho_\varepsilon u_\varepsilon)(t)^\gamma = T_\varepsilon(t)^\gamma + R_\varepsilon(t)^\gamma, \]

where

\[ \tau T_\varepsilon(t)^\gamma = \mathcal{P}(\rho_\varepsilon u_\varepsilon)(0)^\gamma + \int_0^t \mathcal{P}\left[ \nu \Delta u_\varepsilon - \text{div}(\rho_\varepsilon u_\varepsilon \otimes u_\varepsilon) + \varepsilon^{-2} r_\varepsilon \nabla G \right]^\gamma d\tau, \]

\[ \tau R_\varepsilon(t)^\gamma = \int_0^t \mathcal{P}\Phi(\rho_\varepsilon, \rho_\varepsilon u_\varepsilon)^\gamma dW(\tau), \]

for all \( t \in [0, T] \). Now consider any compact set \( K = K \times T_1 \). Then by using the continuity of the operator \( \mathcal{P} \), (3.15) and the continuous embedding

\[ W^{-1, 2}(K) \hookrightarrow W^{-l, 2}(K) \]

which holds true provided \( l > \frac{5}{2} \), we get that

\[ \mathcal{P}\text{div}(\rho_\varepsilon u_\varepsilon \otimes u_\varepsilon)^\gamma \in L^p (\Omega; L^2 (0, T, W^{-l, 2}(K))) \], \quad l > \frac{5}{2}, \quad \text{(3.23)}

uniformly in \( \varepsilon \) for all \( p \in [1, \infty) \). Furthermore, by using (3.11) and the continuity of \( \mathcal{P} \), we also get that

\[ \mathcal{P}(\nu \nabla u_\varepsilon)^\gamma \in L^p (\Omega; L^2 (0, T, W^{-1, 2}(K))) \] (3.24)
uniformly in $\varepsilon$ for all $p \in [1, \infty)$. And lastly, the embedding $L^\infty(0, T; L^1(K)) \hookrightarrow L^2(0, T; W^{-l,2}(K))$ gives

$$\mathcal{P}(r_\varepsilon \nabla G) \subset L^1(\Omega; L^2(0, T, W^{-l,2}(K))). \quad (3.25)$$

Indeed, by using the aforementioned embedding, the continuity of $\mathcal{P}$, (2.11), Hölder’s inequality and (3.13), we have that

$$\mathbb{E}\|\mathcal{P}(r_\varepsilon \nabla G)\|_{L^2(0, T, W^{-l,2}(K))} \leq c\mathbb{E}\left(\|\nabla G\|_{L^\infty_x} \sup_{t \in (0, T)} \|r_\varepsilon \nabla \|_{L^1(K)}\right) \quad (3.26)$$

uniformly in $\varepsilon$. By combining (3.23), (3.24) and (3.25), it follows that

$$\partial_t^m T_\varepsilon(t) \subset L^1(\Omega; L^2(0, T, W^{-l,2}(K))) \quad (3.27)$$

uniformly in $\varepsilon$ since $\varepsilon^{m-2} \ll 1$ for $m > 3$. It follows from (3.27) that the mean

$$\mathbb{E}\|\mathcal{T}_\varepsilon \|_{C^\theta([0, T]; W^{-l,2}(K))} \leq c \quad (3.28)$$

is bounded uniformly in $\varepsilon$ for $\theta \in [0, \frac{1}{2}]$. Again, much like the proof of [3, Proposition 3.6], one gets by using (2.22) and (2.3) that

$$\mathbb{E}\|\mathcal{T}_\varepsilon \|_{C^\theta([0, T]; W^{-l,2}(K))} \leq c \quad (3.29)$$

Finally, we use the compact embedding (see [20 Corollary B.2])

$$L^\infty(0, T; L^{\frac{-2}{l+1}}(K)) \cap C^\theta([0, T]; W^{-l,2}(K)) \hookrightarrow C_w ([0, T]; L^{\frac{2}{l+1}}(K))$$

and (3.14) to finish the proof. □
Lemma 3.6. The collection \( \{ \nu^{\varepsilon, \delta} ; \varepsilon, \delta \in (0, 1) \} \) is tight on \( \chi^J \).

Proof. This is similar [18, Lemma 6] or [3] Corollary 3.7. \( \square \)

Proposition 3.7 (Jakubowski-Skorokhod representation theorem). For any subsequence \( \{ \nu^{\varepsilon_n, \delta_n} ; n \in \mathbb{N} \} \), there exists a further subsequence (not relabelled), a probability space \((\tilde{\Omega}, \tilde{\mathcal{F}}, \tilde{P})\) with \(\chi^J\)-valued random variables

\[
(\hat{\omega}, \hat{U}, \hat{m}, \hat{\sigma}, \hat{\nu}, \hat{W}) \quad \text{and} \quad (\hat{\varepsilon}_n, \hat{\delta}_n, \hat{\omega}_n, \hat{m}_n, \hat{W}_n), \quad n \in \mathbb{N}
\]

and \( \varepsilon, \delta \in (0, 1) \) such that as \( \varepsilon_n, \delta_n \to 0 \), we have

1. \( \tilde{P}((\hat{\varepsilon}_n, \hat{\omega}_n, \hat{m}_n, \hat{\sigma}, \hat{\nu}, \hat{W}_n) \in \cdot) = \nu^{\varepsilon_n, \delta_n}(\cdot) \),
2. \( \tilde{P}((\hat{\omega}, \hat{U}, \hat{m}, \hat{\sigma}, \hat{\nu}, \hat{W}) \in \cdot) = \nu(\cdot) \) is a Radon measure,
3. the sequences \( (\hat{\varepsilon}_n, \hat{\omega}_n, \hat{m}_n, \hat{\sigma}, \hat{\nu}, \hat{W}_n) \) converges \( \tilde{P} \)-a.s. to \( (\hat{\omega}, \hat{U}, \hat{m}, \hat{\sigma}, \hat{\nu}, \hat{W}) \) in the topology of \( \chi^J \).

In particular, the joint law of \( (\hat{\varepsilon}_n, \hat{\omega}_n, \hat{m}_n, \hat{\sigma}, \hat{\nu}, \hat{W}_n) \), i.e. \( \mu^{\varepsilon_n, \delta_n} \), converges weakly to the measure \( \mu(\cdot) = \tilde{P}((\hat{\omega}, \hat{U}, \hat{m}, \hat{\sigma}, \hat{\nu}, \hat{W}) \in \cdot) \).

To extend this new probability space \((\tilde{\Omega}, \tilde{\mathcal{F}}, \tilde{P})\) into a stochastic basis, we endow it with a filtration. To do this, let us first define a restriction operator \( r_t \) by

\[
r_t : X \to X|_{[0,t]}, \quad f \mapsto f|_{[0,t]}, \tag{3.30}\]

for \( t \in [0,T] \) and \( X \in \{ \chi_\varnothing, \chi_u, \chi_W \} \). We observe that \( r_t \) is a continuous map. We can therefore construct \( \tilde{P} \)-augmented canonical filtrations for

\[
(\hat{\varepsilon}_n, \hat{\omega}_n, \hat{m}_n, \hat{\sigma}, \hat{\nu}, \hat{W}_n) \quad \text{and} \quad (\hat{\omega}, \hat{U}, \hat{m}, \hat{\sigma}, \hat{\nu}, \hat{W})
\]

respectively by setting

\[
\mathcal{F}^n_t = \sigma \left( r_t \hat{\varepsilon}_n, r_t \hat{\sigma}, r_t \hat{\nu}, r_t \hat{W}_n \right) \cup \{ N \in \mathcal{F} ; \tilde{P}(N) = 0 \},
\]

\[
\mathcal{F}_t = \sigma \left( r_t \hat{\omega}, r_t \hat{U}, r_t \hat{\sigma}, r_t \hat{\nu}, r_t \hat{W} \right) \cup \{ N \in \mathcal{F} ; \tilde{P}(N) = 0 \},
\]

for \( t \in [0,T] \).

3.4. Identification of the limit

Having established the limits of the family of sequences in Proposition 3.7, we now identify them with weak martingale solutions of (1.4). In fact, as a consequence of the 2-D uniqueness theorem given in Theorem 2.9 we show that the corresponding random variables coincides. We state this in the theorem below.

Theorem 3.8. The pair \( [(\hat{\Omega}, \hat{\mathcal{F}}, (\hat{\mathcal{F}}_t), \hat{P}), \hat{U}, \hat{W}] \) and \( [(\tilde{\Omega}, \tilde{\mathcal{F}}, (\tilde{\mathcal{F}}_t), \tilde{P}), \tilde{U}, \tilde{W}] \) are each a weak martingale solution of (1.4) in the sense of Definition 2.7 defined on the same stochastic basis. Moreover

\[
\hat{\omega} = \tilde{\omega} = 1, \quad \hat{m} = \hat{U}_h, \quad \tilde{m} = \tilde{U}_h \tag{3.31}\]

\( \tilde{P} \)-a.s. where \( \hat{U}_h = \hat{U}_h(x_h) \) satisfies \( \hat{U} = [\hat{U}_h(x_h), 0] \) and similarly for \( \tilde{U} \).
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The proof of Theorem 3.8 follows several steps. First of all, we show that on the new probability space \((\tilde{\Omega}, \tilde{\mathcal{F}}, \tilde{\mathbb{P}})\), any pair of approximate subsequence of functions \((\hat{\varrho}_{\varepsilon_n}, \hat{u}_{\varepsilon_n})\) and \((\tilde{\varrho}_{\delta_n}, \tilde{u}_{\delta_n})\) also solves the system (1.1).

**Lemma 3.9.** The following subsequence which are defined on the same stochastic basis

\[
[(\tilde{\Omega}, \tilde{\mathcal{F}}, (\tilde{\mathcal{F}}_t^n, \tilde{\mathbb{P}}), \tilde{\varrho}_{\varepsilon_n}, \tilde{u}_{\varepsilon_n}, \tilde{W}_n)] \quad \text{and} \quad [(\tilde{\Omega}, \tilde{\mathcal{F}}, (\tilde{\mathcal{F}}_t^n, \tilde{\mathbb{P}}), \tilde{\varrho}_{\delta_n}, \tilde{u}_{\delta_n}, \tilde{W}_n)]
\]

are each a finite energy weak martingale solutions of (1.1) with initial law \(\Lambda_n\).

**Proof.** This follows from the equality of laws from Proposition 3.7 and a general theorem given in [5, Theorem 2.9.1]. \(\square\)

Until stated otherwise, we now concentrate our attention on the analysis of the sequence \((\hat{\varrho}_{\varepsilon_n}, \hat{u}_{\varepsilon_n}, \hat{W}_n)\), which as stated earlier, shares the same stochastic basis with the sequence \((\tilde{\varrho}_{\delta_n}, \tilde{u}_{\delta_n}, \tilde{W}_n)\). Analysis of the later is mere repetition.

4. **Proof of Theorem 2.10**

In the previous section, we have obtained two limits of a pair of sequences that have been shown to be weak martingale solutions to (1.4) in the sense of Definition 2.7. In this section, we primarily wish to apply the 2-D uniqueness Theorem 2.9 to obtain convergence of our original sequence to a limit random variable that will solve (1.4) in the pathwise sense given by Definition 2.8.

To do this however, we first give a rigorous analysis into the momentum function by studying its various components. We will then follow this by passing to the limit in the convective term before finally, completing the proof of our main theorem.

4.1. **Acoustic equation and its Strichartz estimates**

In this section, we establish dispersive estimates for the acoustic wave equation obtained by projecting the vector quantities in the momentum balance equation unto gradient vector fields via Helmholtz decomposition. Our main result in this section is the proof of the following lemma.

**Lemma 4.1.** Let \(\Delta_O^{-1}\) represent the inverse of the Laplace operator on \(O = \mathbb{R}^2 \times T_1\) and set \(Q = \nabla \Delta_O^{-1}\text{div}\). Then there exist a subsequence (not relabelled) such that the following \(\mathbb{P}\text{-a.s}\) convergence holds

\[
Q(\hat{\varrho}_{\varepsilon_n} \hat{u}_{\varepsilon_n}) \to 0 \quad \text{in} \quad L^2(0,T;L^{2+\gamma}_{\text{loc}}(O)),
\]

as \(\varepsilon_n \to 0\).
Proof. Here, we follow the approach of [10, Section 3.2.1] applied to the mild form of the mass and momentum balance equation. As in [10, Eq. 3.3], we introduced the smooth family of cut-off functions \( \eta_\varepsilon \) satisfying

\[
\eta_\varepsilon \in C_c^\infty (\mathbb{R}^2), \quad 0 \leq \eta_\varepsilon \leq 1, \quad \eta_\varepsilon (x_h) = 1 \text{ in } B_{\varepsilon^{-\alpha}},
\]

\[
\eta_\varepsilon (x_h) = 0 \text{ if } |x_h| \geq 2 \varepsilon^{-\alpha}, \quad |\nabla \eta_\varepsilon (x_h)| \leq 2 \varepsilon^\alpha \text{ for } x_h \in \mathbb{R}^2
\]  

(4.2)

where since \( m > 10 \), we can choose \( \alpha \) in (4.2) such that

\[
1 + \frac{m}{2} < \alpha < \frac{3m}{4} - \frac{3}{2}.
\]  

(4.3)

Given Proposition 3.7 and Lemma 3.9, we expect \((\hat{\eta}_\varepsilon, \hat{u}_\varepsilon)\) to be a weak solution of (3.16). By multiplying the continuity equation (3.16) with the cut-off function \( \eta_\varepsilon \) introduced in (4.2), we expect \((\hat{\eta}_\varepsilon, \hat{u}_\varepsilon)\) to be a distributional solution of

\[
\varepsilon^m d[\eta_\varepsilon \hat{r}_\varepsilon] + \text{div} [\eta_\varepsilon (\hat{\rho}_\varepsilon, \hat{u}_\varepsilon)] dt = \nabla \eta_\varepsilon \cdot (\hat{\rho}_\varepsilon, \hat{u}_\varepsilon) dt.
\]  

(4.4)

However, by using (4.2), in particular \(|\nabla \eta_\varepsilon (x_h)| \leq 2 \varepsilon^\alpha\), we can conclude from (3.14) and Proposition 3.7 that

\[
\nabla \eta_\varepsilon \cdot (\hat{\rho}_\varepsilon, \hat{u}_\varepsilon) = \varepsilon^\alpha \hat{F}_\varepsilon.
\]  

(4.5)

for some \( \hat{F}_\varepsilon \) belonging to

\[
\hat{F}_\varepsilon \in L^p (\hat{\Omega}; L^\infty (0, T; L^{2n} \mathcal{O}))
\]  

(4.6)

uniformly in \( \varepsilon \). Notice that the regularity now holds globally in space since we can extend the function by zeroes outside the support of the cut-off function. We can therefore rewrite (4.4) as

\[
\varepsilon^m d[\eta_\varepsilon \hat{r}_\varepsilon] + \text{div} [\eta_\varepsilon (\hat{\rho}_\varepsilon, \hat{u}_\varepsilon)] dt = \varepsilon^\alpha \hat{F}_\varepsilon dt
\]  

(4.7)

Similar to (4.4), the corresponding momentum balance equation (3.16)2 becomes

\[
\varepsilon^m d[\eta_\varepsilon (\hat{\rho}_\varepsilon, \hat{u}_\varepsilon)] + \gamma \nabla [\eta_\varepsilon \hat{r}_\varepsilon] dt = \varepsilon^m \text{div} [\eta_\varepsilon \mathcal{S}(\nabla \hat{u}_\varepsilon)] dt
\]

\[- \varepsilon^m \text{div} \eta_\varepsilon (\hat{\rho}_\varepsilon, \hat{u}_\varepsilon) dt - \varepsilon^{m-1} \eta_\varepsilon (\mathbf{e}_3 \times \hat{\rho}_\varepsilon, \hat{u}_\varepsilon) dt
\]

\[- \frac{1}{\varepsilon^m} \nabla [\eta_\varepsilon (\hat{\rho}_\varepsilon, \hat{u}_\varepsilon)] dt + \varepsilon^{2(m-1)} \eta_\varepsilon (\hat{\rho}_\varepsilon, \nabla G) dt + \varepsilon^m \eta_\varepsilon \Phi (\hat{\rho}_\varepsilon, \hat{u}_\varepsilon) d\hat{W}_\varepsilon
\]

\[- \varepsilon^m \nabla \eta_\varepsilon \cdot [\mathcal{S}(\nabla \hat{u}_\varepsilon)] dt + \varepsilon^m \nabla \eta_\varepsilon \cdot (\hat{\rho}_\varepsilon, \hat{u}_\varepsilon) dt
\]

\[+ \gamma \nabla \eta_\varepsilon \hat{r}_\varepsilon dt + \nabla \eta_\varepsilon \frac{1}{\varepsilon^m} [\hat{\rho}_\varepsilon - \gamma (\hat{\rho}_\varepsilon - \bar{\rho}_\varepsilon) - \bar{\rho}_\varepsilon] dt
\]

\[=: \sum_{j=1}^{10} I_j
\]  

(4.8)

which is to be understood in the distributional sense. Regularity for the terms in (4.8) follows from the uniform estimates shown in Section 3.1 and the equality of law given by Proposition 3.7. The terms \( I_7, \ldots, I_{10} \) in (4.8)
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\[
\varepsilon^m \left[ \eta_\varepsilon \hat{r}_\varepsilon \hat{u}_\varepsilon \right] + \gamma \nabla \left[ \eta_\varepsilon \hat{r}_\varepsilon \right] dt = \left[ (\varepsilon^m + \varepsilon^{2(m-1-\alpha)}) \text{div} \hat{F}_\varepsilon \right] \\
+ \left( \varepsilon^{m-1} + \varepsilon^\alpha + \varepsilon^{2(m-1-\alpha)} \right) \hat{F}_\varepsilon \right] dt + \varepsilon^m \eta_\varepsilon \Phi(\hat{\varphi}_\varepsilon, \hat{\varphi}_\varepsilon, \hat{u}_\varepsilon) dW_\varepsilon, \tag{4.9}
\]
with
\[
\hat{F}_\varepsilon \in L^p \left( \hat{\Omega}; L^2(0, T; L^1 \mathcal{O}) \right), \\
\hat{F}_\varepsilon \in L^p \left( \hat{\Omega}; L^2(0, T; L^1 \mathcal{O}) \right) \tag{4.10}
\]
uniformly in \(\varepsilon\). We can mollify (4.7) and (4.9) by convolution with the usual mollifier \(\varphi_\varepsilon\) to get for a.e. \((\omega, t, x) \in \hat{\Omega} \times [0, T] \times \mathcal{O},
\]
\[
\varepsilon^m \left[ \eta_\varepsilon \hat{r}_\varepsilon \right] + \gamma \nabla \left[ \eta_\varepsilon \hat{r}_\varepsilon \right] dt = \varepsilon^\alpha \hat{F}_\varepsilon \kappa dt \tag{4.11}
\]
and
\[
\varepsilon^m \left[ \eta_\varepsilon \hat{\varphi}_\varepsilon \right] + \gamma \nabla \left[ \eta_\varepsilon \hat{\varphi}_\varepsilon \right] dt = \left[ A_\varepsilon(m, \alpha) \text{div} \hat{F}_\varepsilon \kappa \right. \\
+ \left. B_\varepsilon(m, \alpha) \hat{F}_\varepsilon \kappa \right] dt + \varepsilon^m \left[ \eta_\varepsilon \Phi(\hat{\varphi}_\varepsilon, \hat{\varphi}_\varepsilon, \hat{u}_\varepsilon) \right] \kappa d\tilde{W}_\varepsilon, \tag{4.12}
\]
respectively with
\[
A_\varepsilon(m, \alpha) = \varepsilon^m + \varepsilon^{2(m-1-\alpha)}, \quad B_\varepsilon(m, \alpha) = \varepsilon^{m-1} + \varepsilon^\alpha + \varepsilon^{2(m-1-\alpha)}. \tag{4.13}
\]
Let \(Q = \nabla \Delta^{-1} \text{div} \) and \(P\) be respectively, the gradient and solenoidal parts according to Helmholtz decomposition with the identity operator satisfying \(\text{Id} = Q + P\). Now define the function \(\hat{\Psi}_\varepsilon \kappa = \Delta^{-1} \text{div} \left[ \eta_\varepsilon \hat{\varphi}_\varepsilon \hat{u}_\varepsilon \right] \kappa\) so that the relation \(\nabla \hat{\Psi}_\varepsilon \kappa = Q \left[ \eta_\varepsilon \hat{\varphi}_\varepsilon \hat{u}_\varepsilon \right] \kappa\) holds. We can then recast (4.11) as\(^5\)
\[
\varepsilon^m \hat{\varphi}_\varepsilon \kappa + \Delta \hat{\Psi}_\varepsilon \kappa dt = \varepsilon^\alpha \hat{F}_\varepsilon \kappa dt \tag{4.14}
\]
where
\[
\hat{\varphi}_\varepsilon \kappa := \left[ \eta_\varepsilon \hat{r}_\varepsilon \right] \kappa = \left[ \eta_\varepsilon \hat{\varphi}_\varepsilon \hat{u}_\varepsilon \right] \kappa. \tag{4.15}
\]
Applying the operator \(Q\) to (4.12) also yields
\[
\varepsilon^m \left[ \nabla \hat{\Psi}_\varepsilon \kappa \right] + \gamma \nabla \hat{\varphi}_\varepsilon \kappa dt = \left[ A_\varepsilon(m, \alpha) Q \text{div} \hat{F}_\varepsilon \kappa \right. \\
+ \left. B_\varepsilon(m, \alpha) Q \hat{F}_\varepsilon \kappa \right] dt + \varepsilon^m Q \left[ \eta_\varepsilon \Phi(\hat{\varphi}_\varepsilon, \hat{\varphi}_\varepsilon, \hat{u}_\varepsilon) \right] \kappa d\tilde{W}_\varepsilon. \tag{4.16}
\]
\(^5\)The right-hand side of (4.14), which is not a vector-valued function, may be viewed as the monopolar in Lighthill’s interpretation of the inhomogeneous acoustic wave equation \([12] \text{ Eq. 4.36}\).
Here $\hat{\Phi}_{\varepsilon,n,\kappa} := \Phi(\hat{\varrho}_{\varepsilon,n}, \hat{\varphi}_{\varepsilon,n})_{\kappa}$ and the operator $A$ is given by
\[
A := - \begin{bmatrix} 0 & \text{div} \\ \gamma \nabla & 0 \end{bmatrix}.
\] (4.17)

Now let $E = L^2(\mathcal{O}) \times L^2(\mathcal{O}; \mathbb{R}^N)$ and consider the operator given by $S(t) = e^{tA}$. We observe that $(S(t))_{t \geq 0}$, as a function of $t$, is a strongly continuous semigroup since,
\[
S(0) = I, \quad S(t + s) = S(t)S(s), \quad \lim_{t \downarrow 0} S(t)f = f
\]
for all $f = [\varphi, \nabla \Psi]^T \in E$. Moreover $A$ is linear and
\[
Af = \lim_{t \downarrow 0} \frac{S(t)f - f}{t} = \frac{dS(t)f}{dt} \bigg|_{t=0} = e^{tA}Af |_{t=0}.
\]

Hence, $A$ is an infinitesimal generator of the strongly continuous semigroup $S(t)$ with domain
\[
\text{Dom}(A) = \left\{ f \in E : \lim_{t \downarrow 0} \frac{S(t)f - f}{t} \text{ exists} \right\} = \left\{ f = [\varphi, \nabla \Psi]^T : \varphi \in W^{1,2}(\mathcal{O}), \nabla \Psi \in L^2(\mathcal{O}), \text{div} \nabla \Psi \in L^2(\mathcal{O}) \right\}
\]

**Proposition 4.2.** Assume that $A : \text{Dom}(A) \subset E \rightarrow E$ is an infinitesimal generator of a strongly continuous semigroup $(S(t))_{t \geq 0}$ on $E$ and that $\hat{\Phi}_{\varepsilon,n,\kappa} \in L_2(\Omega; W^{-l,2}(\mathcal{O}))$, $l > 5/2$. Then a weak solution of (4.16) is also a mild solution.

**Proof.** This is just a special case of a standard theorem. We refer the reader to [3] Theorem 6.5 for example. \qed

As a result of Proposition 4.2, we can rewrite Eq. (4.16), after rescaling in time, in the mild form\footnote{This mild formulation is essentially a stochastic version of the Duhamel’s formula with the added stochastic convolution term given by the noise.}
\[
\begin{align*}
\begin{bmatrix} \hat{\varphi}_{\varepsilon,n,\kappa} \\ \nabla \hat{\varphi}_{\varepsilon,n,\kappa} \end{bmatrix}(t) &= S \left( \frac{t}{\varepsilon^m} \right) \begin{bmatrix} \hat{\varphi}_{\varepsilon,n,\kappa}(0) \\ \nabla \hat{\varphi}_{\varepsilon,n,\kappa}(0) \end{bmatrix} + \int_0^t S \left( \frac{t-s}{\varepsilon^m} \right) \begin{bmatrix} \frac{\varepsilon^n}{\varepsilon^m} \hat{F}_{\varepsilon,n,\kappa} \\ 0 \end{bmatrix} ds
\end{align*}
\]
\[
+ \int_0^t S \left( \frac{t-s}{\varepsilon^m} \right) \begin{bmatrix} 0 \\ \frac{B_{\varepsilon^m} Q \hat{F}_{\varepsilon,n,\kappa}}{2} \end{bmatrix} ds + \int_0^t S \left( \frac{t-s}{\varepsilon^m} \right) \begin{bmatrix} A_{\varepsilon^m} \text{div} \hat{\hat{\varphi}}_{\varepsilon,n,\kappa} \\ 0 \end{bmatrix} ds
\]
\[
+ \int_0^t S \left( \frac{t-s}{\varepsilon^m} \right) \begin{bmatrix} 0 \\ \mathcal{Q} \eta \hat{F}_{\varepsilon,n,\kappa} \end{bmatrix} dW_{s,n}
\]
\[
=: J_1 + J_2 + J_3 + J_4 + J_5.
\] (4.18)

where
\[
S(t) \begin{bmatrix} \hat{\varphi}_{0,\varepsilon,n,\kappa}(\cdot) \\ \nabla \hat{\varphi}_{0,\varepsilon,n,\kappa}(\cdot) \end{bmatrix} = \begin{bmatrix} \hat{\varphi}_{\varepsilon,n,\kappa}(\cdot, t) \\ \nabla \hat{\varphi}_{\varepsilon,n,\kappa}(\cdot, t) \end{bmatrix}
\] (4.19)
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\[
\begin{align*}
\frac{d\hat{\phi}_{\varepsilon,n,\kappa}}{dt} + \Delta \hat{\Psi}_{\varepsilon,n,\kappa} &= 0, \\
\frac{d\nabla \hat{\Psi}_{\varepsilon,n,\kappa}}{dt} + \gamma \nabla \hat{\phi}_{\varepsilon,n,\kappa} &= 0, \\
\hat{\phi}_{\varepsilon,n,\kappa}(0) &= \hat{\phi}_{0,\varepsilon,n,\kappa}, \quad \nabla \hat{\Psi}_{\varepsilon,n,\kappa}(0) = \nabla \hat{\Psi}_{0,\varepsilon,n,\kappa}.
\end{align*}
\] (4.20)

C.f. the purely deterministic case [12, Eq. 8.111]. Using Fourier transforms (in space), we obtain for a.e. \((\omega, x) \in \Omega \times \mathcal{O}\), an exact solution to (4.20) given by the pair

\[
\begin{align*}
\nabla \hat{\Psi}_{\varepsilon,n,\kappa}(\cdot, t) &= \frac{1}{2} \exp \left( i \sqrt{-\gamma} \Delta t \right) \left( \nabla \hat{\Psi}_{0,\varepsilon,n,\kappa} + i \sqrt{\gamma} \nabla \hat{\phi}_{0,\varepsilon,n,\kappa} \right) \\
&\quad + \frac{1}{2} \exp \left( -i \sqrt{-\gamma} \Delta t \right) \left( \nabla \hat{\Psi}_{0,\varepsilon,n,\kappa} - i \sqrt{\gamma} \nabla \hat{\phi}_{0,\varepsilon,n,\kappa} \right), \\
\hat{\phi}_{\varepsilon,n,\kappa}(\cdot, t) &= \frac{1}{2} \exp \left( i \sqrt{-\gamma} \Delta t \right) \left( \hat{\phi}_{0,\varepsilon,n,\kappa} - \frac{i \sqrt{-\gamma}}{\sqrt{\gamma}} \hat{\Psi}_{0,\varepsilon,n,\kappa} \right) \\
&\quad + \frac{1}{2} \exp \left( -i \sqrt{-\gamma} \Delta t \right) \left( \hat{\phi}_{0,\varepsilon,n,\kappa} + \frac{i \sqrt{-\gamma}}{\sqrt{\gamma}} \hat{\Psi}_{0,\varepsilon,n,\kappa} \right). \tag{4.21}
\end{align*}
\]

**Remark 4.3.** Note that by substitution, the problem (4.20) (and thus its solution (4.21)), may be recast as a single system of PDEs. A similar remark holds for the inhomogeneous counterpart of (4.20).

We now state a lemma, the proof of which follows by taking expectation in [10, Lemma 3.1].

**Lemma 4.4.** Let \( \phi \in C_c^\infty(\mathbb{R}^2) \). Then the inequality

\[
\mathbb{E} \left\| \phi(x_h) \exp(i \sqrt{-\gamma} \Delta t) \left[ f \right] \right\|_{L^2(\mathbb{R} \times \mathcal{O})}^2 \leq c(\phi) \mathbb{E} \left\| f \right\|_{L^2(\mathcal{O})}^2
\]

holds for \( f \in L^2(\Omega \times \mathcal{O}) \).

**Remark 4.5.** The proof of Lemma 4.4 uses space-time Fourier transform. One can therefore interpret \( f \) as the extension by zero outside of its time interval to the whole line \( \mathbb{R} \), assuming it is only defined on \([0, T]\). This remark also applies to the analysis below.

With Lemma 4.4 in hand, we are able to estimate the right-hand of (4.18). To see this, we first notice that by rescaling (4.19) in time, we obtain

\[
\begin{align*}
\mathbb{E} \left\| S \left( \frac{t}{\varepsilon^m} \right) \left[ \hat{\phi}_{0,\varepsilon,n,\kappa} \right] \right\|_{L^2((0,T) \times \mathcal{O})}^2 &\leq \mathbb{E} \left\| S \left( \frac{t}{\varepsilon^m} \right) \left[ \nabla \hat{\Psi}_{0,\varepsilon,n,\kappa} \right] \right\|_{L^2(\mathbb{R} \times \mathcal{O})}^2 \\
\leq \varepsilon^m \mathbb{E} \left\| S \left( t \right) \left[ \hat{\phi}_{0,\varepsilon,n,\kappa} \right] \right\|_{L^2(\mathbb{R} \times \mathcal{O})}^2 &\leq \varepsilon^m \mathbb{E} \left\| \nabla \hat{\Psi}_{0,\varepsilon,n,\kappa} \left( t \right) \right\|_{L^2(\mathbb{R} \times \mathcal{O})}^2.
\end{align*}
\] (4.22)

However since the final term in (4.22) above has entries satisfying (4.21), we can use Lemma 4.4 to show that these terms are controlled. In particular
for $K \subseteq \mathcal{O}$ containing the support of $(\eta_\varepsilon g_{0,\varepsilon_n})_\kappa$, the crucial terms in (4.21) satisfies

$$\mathbb{E} \left\| \exp \left( i \sqrt{-\gamma \Delta} t \right) \left[ g_{0,\varepsilon_n} \right]_\kappa \right\|_{L^2(\mathbb{R} \times K)}^2 = \mathbb{E} \left\| \exp \left( i \sqrt{-\gamma \Delta} t \right) \left[ \eta_\varepsilon g_{0,\varepsilon_n} \right]_\kappa \right\|_{L^2(\mathbb{R} \times \mathcal{O})}^2 \leq c(K) \mathbb{E} \left\| g_{0,\varepsilon_n,\kappa} \right\|_{L^2(\mathcal{O})}^2$$

for $1/p + 1/q = 3/2$. Subsequently we can use the boundedness of the initial law (2.25) and the mollifier $\varphi_\kappa$ to conclude that

$$\mathbb{E} \left\| S \left( \frac{t}{\varepsilon^m} \right) \left[ \phi_{0,\varepsilon_n,\kappa} \nabla \hat{\psi}_{0,\varepsilon_n,\kappa} \right] \right\|_{L^2((0,T) \times K)}^2 \leq c(\kappa) \varepsilon^m$$

for any $K \subseteq \mathcal{O}$. Uniform estimates for the terms $J_2, \ldots, J_4$ in (4.18) follows a similar argument as in [18, Eq 60] (c.f. [10, Eq. 3.21]). Indeed with the uniform estimates Lemma 3.2, (3.17), (3.19) as well as the equality of laws given in Proposition 3.7 in hand, we have that for any $K \subseteq \mathcal{O}$,

$$\mathbb{E} \left\| \int_0^t S \left( \frac{t-s}{\varepsilon^m} \right) D_\varepsilon f_{\varepsilon_n,\kappa} ds \right\|_{L^2((0,T) \times K)}^2 \leq c(T) D_\varepsilon^2 \mathbb{E} \left\| S \left( \frac{t-s}{\varepsilon^m} \right) f_{\varepsilon_n,\kappa} \right\|_{L^2((0,T)^2 \times K)}^2 \leq c D_\varepsilon^2 \varepsilon^m \mathbb{E} \left\| f_{\varepsilon_n,\kappa} \right\|_{L^2((0,T) \times \mathcal{O})}^2$$

Here $f_{\varepsilon_n,\kappa}$ is comparable to the terms in $J_2, \ldots, J_4$ and we may choose

$$D_\varepsilon^2 = \max \left\{ \left( \varepsilon^{-m} A_\varepsilon \right)^2, \left( \varepsilon^{-m} B_\varepsilon \right)^2, \varepsilon^{2(\alpha-m)} \right\}$$

for the entries defined in (4.13) so that given (4.3), we have that $D_\varepsilon^2 \leq \varepsilon$. Thus given (4.6) and (4.10), we can conclude from (4.25) and the properties of convolution that

$$\mathbb{E} \left\| J_2 + \ldots + J_4 \right\|_{L^2(\mathbb{R} \times K)}^2 \leq c(\kappa) \varepsilon.$$

To estimate the stochastic term, we first define the term $\hat{\Phi}_{\varepsilon_n,\kappa}(\varepsilon) := g_{\varepsilon_n,\kappa}(\cdot, \hat{\varphi}_{\varepsilon_n}(\cdot), (\mathbf{m}_{\varepsilon_n}(\cdot))_\kappa).$ Then similar to the estimate for the noise term in [18 Page 2128], we can use Itô isometry, Fubini’s theorem, the properties of the
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Lemma 4.4 and the continuity of the operator $Q$ to get that

$$\tilde{E} \left\| \int_0^t S \left( \frac{t-s}{\varepsilon m} \right) Q \hat{\Phi}_{\varepsilon_n,\kappa} \, d\hat{W}_n(s) \right\|^2_{L^2((0,T) \times K)}$$

$$= \tilde{E} \int_0^t \sum_{i \in \mathbb{N}} \left\| S \left( \frac{t-s}{\varepsilon m} \right) Q \hat{g}_{\varepsilon_n,\kappa} \right\|^2_{L^2((0,T) \times K)} \, ds$$

$$\leq c \int_0^T \sum_{i \in \mathbb{N}} \int \tilde{E} \left\| S \left( \frac{t-s}{\varepsilon m} \right) Q \hat{g}_{i,\varepsilon_n,\kappa} \right\|^2_{L^2(K)} \, ds \, dt.$$

$$\leq c \varepsilon^m \int_0^T \sum_{i \in \mathbb{N}} \tilde{E} \left\| \hat{g}_{i,\varepsilon_n,\kappa} \right\|^2_{L^2(O)} \, dt \leq c(\kappa) \varepsilon^m$$

for any $K \in \mathcal{O}$. We have shown the following lemma.

**Lemma 4.6.** There exists a constant $c$ uniform in $\varepsilon$ such that

$$\tilde{E} \left\| \hat{\varphi}_{\varepsilon_n,\kappa}(t) \right\|^2_{L^2((0,T) \times K)} + \tilde{E} \left\| \nabla \hat{\varphi}_{\varepsilon_n,\kappa}(t) \right\|^2_{L^2((0,T) \times K)} \leq c(\kappa) \varepsilon.$$

for any $K \in \mathcal{O}$.

Having shown Lemma 4.6, we can combine it with [18, Eq. 64] for an arbitrary ball (3.8) to get (4.1), for at least a subsequence. □

To continue, we now identify the structure of the limit process for the velocity.

**Lemma 4.7.** $\tilde{P}$-a.s., we have that

$$\hat{u}_{\varepsilon_n} \rightharpoonup \hat{U} \quad \text{in} \quad L^2(0,T;W^{1,2}(O))$$

and with this limit being of the form

$$\hat{U} = \hat{U}_h(x_h,0) = (\hat{U}^1(x_h,0), \hat{U}^2(x_h,0), 0).$$

**Proof.** The first part is precisely contained in Proposition 3.7. The important bit is showing (4.28). To see this, we observe that by the equality of laws given in Proposition 3.7 as well as Lemma 3.3, one can conclude that the sequence $\hat{\varphi}_{\varepsilon_n}$ as $\varepsilon_n \to 0$, converges to

$$\hat{\varphi} = 1$$

$\tilde{P}$-a.s. On the new probability space, one can then use this strong convergence of the density to (4.29) in order to pass to the limit in the corresponding continuity equation (1.1) to get

$$\text{div} \, \hat{U} = 0, \quad \tilde{P}\text{-a.e. in } [0,T] \times \mathcal{O}.$$  (4.30)

By taking the vertical average of (4.30), we obtain the relation

$$\hat{U}^3 = -\partial_{x_1} \hat{U}^{1,\gamma} - \partial_{x_2} \hat{U}^{2,\gamma}.$$  (4.31)
Also as a result of (4.1), it follows from (3.21) (keeping in mind the relation (3.22)) that in the limit, there exist a potential \( \hat{\psi} = \hat{\psi}(x_h, x_3) \) such that \( e_3 \times \Gamma \hat{U} = \nabla \hat{\psi} \). Or equivalently,

\[
\partial_{x_1} \hat{\psi} = -\Gamma \hat{U}^{2\gamma}, \quad \partial_{x_2} \hat{\psi} = \Gamma \hat{U}^{1\gamma}, \quad \partial_{x_3} \hat{\psi} = 0. \quad (4.32)
\]

The first consequence of this is that \( \hat{\psi}(x_h, x_3) = \hat{\psi}(x_h) \). This implies that \( \hat{U} = \hat{U}(x_h, 0) \), i.e, the limit velocity is independent of the third or vertical spatial coordinate.

The second consequence follows by combining (4.31) and (4.32) which means that \( \hat{U}_3 \) is a constant. The fact that this constant is zero then follows from the zero boundary condition (2.7). This finishes the proof of (4.28). \( \square \)

4.2. Strong convergence for the vertical average of the solenoidal part of momentum

We now wish to control the vertical average for the solenoidal part of momentum. Since the spatial regularity of (3.14) just fails to belong to the class of Hilbert spaces, the aim is to improve this. We will require an \( L^2 \)-spatial regularity in order to pass to the limit in the convective term of the momentum balance equation.

First of all, let set \( \hat{Y}_{\varepsilon_n, \kappa} := P(\eta_\varepsilon \hat{\rho}_{\varepsilon_n} \hat{u}_{\varepsilon_n}) \). Since the embedding

\[
C_w \left([0, T]; L^\frac{2\gamma}{\gamma+1}(K) \right) \hookrightarrow L^2(0, T; W^{-1,2}(K))
\]

is compact for \( K \in \mathcal{O} \), we can conclude from (3.29) and Proposition 3.7 that

\[
\Gamma \hat{Y}_{\varepsilon_n} \rightarrow \hat{U} \quad \text{in} \quad L^2(0, T; W^{-1,2}(K)) \quad (4.33)
\]

\( \tilde{\mathbb{P}} \)-a.s. (for at least a subsequence). Furthermore, for fixed \( \kappa > 0 \), one can find a constant \( c > 0 \) independent of \( \varepsilon_n \) such that

\[
\|\Gamma \hat{Y}_{\varepsilon_n, \kappa} - \hat{U}_\kappa\|_{L^2((0, T) \times K)} \leq c(\kappa) \|\Gamma \hat{Y}_{\varepsilon_n} - \hat{U}\|_{L^2(0, T; W^{-1,2}(K))} \quad (4.34)
\]

so that we obtain

\[
\Gamma \hat{Y}_{\varepsilon_n, \kappa} \rightarrow \hat{U}_\kappa \quad \text{in} \quad L^2((0, T) \times K) \quad (4.35)
\]

\( \tilde{\mathbb{P}} \)-a.s. for any fixed \( \kappa > 0 \) as \( \varepsilon_n \rightarrow 0 \).

Remark 4.8. Here we remind the reader of the structure of the limit velocity (4.28).

4.3. Oscillatory part of momentum

As a result of compactness of the vertical average of the solenoidal part of momentum, any source of oscillation will inherently stem from the vertical coordinate dependent component of momentum. However, we can show that this oscillatory component does not interfere with the analysis of the convective term in the momentum balance equation.
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**Proposition 4.9.** For all \( \varepsilon_n > 0 \), we let \( \mathcal{P} (\eta_\varepsilon \hat{\theta}_\varepsilon \hat{u}_\varepsilon) =: \hat{Y}_\varepsilon \) be the solenoidal part of momentum solving (1.1) in the sense of distributions. Now let \( (\hat{Y}_{\varepsilon_n, \kappa})_{\kappa > 0} \) be its regularized family obtained by convolution with the usual mollifier \( \varphi_\kappa \). Then the vertical average of the convective term has the following decomposition

\[
\int_{T_1} \text{div} \left( \hat{Y}_{\varepsilon_n, \kappa} \otimes \hat{Y}_{\varepsilon_n, \kappa} \right) \, dx_3 = \left\langle \frac{1}{2} \nabla \left| \hat{Y}_{\varepsilon_n, \kappa} \right|^2 - \left\langle \nabla \hat{Y}_{\varepsilon_n, \kappa} \right\rangle \times \text{curl} \left\langle \nabla \hat{Y}_{\varepsilon_n, \kappa} \right\rangle \right\rangle \quad \text{a.s. for any } \varepsilon_n > 0 \text{ and any } \kappa > 0.
\]

**Proof.** For the following decomposition

\[
\hat{Y}_{\varepsilon_n, \kappa}(x) = \left\langle \hat{Y}_{\varepsilon_n, \kappa} \right\rangle (x_h) + \nabla \hat{Y}_{\varepsilon_n, \kappa, j}(x), \quad (4.36)
\]

we observe that

\[
\left\langle \nabla \hat{Y}_{\varepsilon_n, \kappa, j} \right\rangle = 0 \quad (4.37)
\]

a.s. and as such, we can find a \( I(\hat{Y}_{\varepsilon_n, \kappa}) \) such that

\[
\hat{Y}_{\varepsilon_n, \kappa} = \partial_{x_3} I(\hat{Y}_{\varepsilon_n, \kappa}), \quad \text{a.s. and} \quad \left\langle I(\hat{Y}_{\varepsilon_n, \kappa}) \right\rangle = 0 \quad (4.38)
\]

c.f. [10] Section 3.3.2] and [14] Section 3.2.

Now we recall that in terms of coordinates, we can write the decomposition of momentum into its solenoidal and gradient parts as

\[
(\eta_\varepsilon \hat{\theta}_\varepsilon \hat{u}_\varepsilon)_i^j := \hat{Y}_{\varepsilon_n, \kappa}^i \hat{Y}_{\varepsilon_n, \kappa}^j + \partial_{x_i} \hat{Y}_{\varepsilon_n, \kappa}, \quad i = 1, 2, 3. \quad (4.39)
\]

As such, the commutativity of the operator \( \partial_{x_i} \) means that we can define the traceless skew-symmetric operator

\[
\hat{Y}_{\varepsilon_n, \kappa}^{i j} := \partial_{x_i} (\eta_\varepsilon \hat{\theta}_\varepsilon \hat{u}_\varepsilon)_i^j - \partial_{x_j} (\eta_\varepsilon \hat{\theta}_\varepsilon \hat{u}_\varepsilon)_i^j \quad (4.40)
\]

for \( i, j = 1, 2, 3 \). Now using the fact that \( \text{div} \hat{Y}_{\varepsilon_n, \kappa} = 0 \), one has that

\[
\text{div} \left( \hat{Y}_{\varepsilon_n, \kappa} \otimes \hat{Y}_{\varepsilon_n, \kappa} \right) = \hat{Y}_{\varepsilon_n, \kappa} \cdot \nabla \hat{Y}_{\varepsilon_n, \kappa} = \frac{1}{2} \nabla \left| \hat{Y}_{\varepsilon_n, \kappa} \right|^2 - \hat{Y}_{\varepsilon_n, \kappa} \times \text{curl} \left( \hat{Y}_{\varepsilon_n, \kappa} \right), \quad (4.41)
\]

Furthermore, by linearity and commutativity of the curl and derivative operators, we can use (4.36)–(4.41) to get

\[
\text{div} \left( \hat{Y}_{\varepsilon_n, \kappa} \otimes \hat{Y}_{\varepsilon_n, \kappa} \right) = \frac{1}{2} \nabla \left| \hat{Y}_{\varepsilon_n, \kappa} \right|^2 - \left\langle \nabla \hat{Y}_{\varepsilon_n, \kappa} \right\rangle \times \text{curl} \left\langle \nabla \hat{Y}_{\varepsilon_n, \kappa} \right\rangle
\]

- \( \partial_{x_3} \left[ I(\hat{Y}_{\varepsilon_n, \kappa}) \times \text{curl} \left\langle \nabla \hat{Y}_{\varepsilon_n, \kappa} \right\rangle + \text{curl} \left\langle \nabla \hat{Y}_{\varepsilon_n, \kappa} \right\rangle \times \text{curl} \left( I(\hat{Y}_{\varepsilon_n, \kappa}) \right) \right] \)

- \( \partial_{x_3} I(\hat{Y}_{\varepsilon_n, \kappa}) \times \text{curl} \left( \partial_{x_3} I(\hat{Y}_{\varepsilon_n, \kappa}) \right) \)

with

\[
\left\langle \partial_{x_3} I(\hat{Y}_{\varepsilon_n, \kappa}) \times \text{curl} \left\langle \nabla \hat{Y}_{\varepsilon_n, \kappa} \right\rangle + \text{curl} \left( I(\hat{Y}_{\varepsilon_n, \kappa}) \right) \times \text{curl} \left( I(\hat{Y}_{\varepsilon_n, \kappa}) \right) \right\rangle = 0. \quad (4.43)
\]
Also, a direct computation gives

\[
\partial_{x_3} I(\hat{Y}_{\varepsilon,\kappa}) \times \text{curl}(\partial_{x_3} I(\hat{Y}_{\varepsilon,\kappa})) = \hat{\text{Y}}_{\varepsilon,\kappa} \times \text{curl}(\hat{\text{Y}}_{\varepsilon,\kappa}) \tag{4.44}
\]

\[
= \hat{\text{Y}}_{\varepsilon,\kappa} j \left\{ I(\hat{\text{Y}}_{\varepsilon,\kappa}) \right\}_{i,j}^T - \left( \partial_{x_3} \hat{\text{Y}}_{\varepsilon,\kappa} \right) \left\{ I(\hat{\text{Y}}_{\varepsilon,\kappa}) \right\}_{i,j}^T.
\]

However, since

\[
\left\{ I(\hat{\text{Y}}_{\varepsilon,\kappa}) \right\}_{i,j}^T = \left\{ \hat{\text{Y}}_{\varepsilon,\kappa} - \hat{\text{Y}}_{\varepsilon,\kappa} \right\}_{i,j}^T = 0,
\]

equation (4.44) vanishes. We can now take the vertical average in (4.41) and combine it with (4.42), (4.43) and (4.44) to get Proposition 4.9. □

It follows from Proposition 4.9 that for any \( \phi = [\phi(x_h), 0] \) with \( \phi \in C^\infty_{c,\text{div}_h}(\mathbb{R}^2) \) and \( t \in [0, T] \) that

\[
- \lim_{\varepsilon_n \to 0} \int_0^t \left\langle \hat{\text{Y}}_{\varepsilon,\kappa} \otimes \hat{\text{Y}}_{\varepsilon,\kappa}, \nabla \phi \right\rangle d\tau = \hat{\text{U}}_0 \otimes \hat{\text{U}}_0 \cdot \phi \, dx_h \, d\tau
\]

\[
= \lim_{\varepsilon_n \to 0} \int_0^t \int_{\mathbb{R}^2} \gamma \text{div} \left( \hat{\text{Y}}_{\varepsilon,\kappa} \otimes \hat{\text{Y}}_{\varepsilon,\kappa} \right) \cdot \phi \, dx_h \, d\tau
\]

\[
= \lim_{\varepsilon_n \to 0} \int_0^t \int_{\mathbb{R}^2} \gamma \left[ \frac{1}{2} \nabla \left| \hat{\text{Y}}_{\varepsilon,\kappa} \right|^2 - \hat{\text{Y}}_{\varepsilon,\kappa} \times \text{curl} \hat{\text{Y}}_{\varepsilon,\kappa} \right] \cdot \phi \, dx_h \, d\tau
\]

\[
= \int_0^t \int_{\mathbb{R}^2} \text{div} \left( \hat{\text{U}}_0 \otimes \hat{\text{U}}_0 \right) \cdot \phi \, dx_h \, d\tau
\]

\( \tilde{P} \)-a.s. This is because the gradient term vanishes after integration by part whereas convergence to velocity holds for the vertical average of the solenoidal part of momentum. cf. (4.35).

### 4.4. Identifying the convective term

We show in this section that in identifying the limit of the convective term, we may essentially replace the sequence \( \hat{\text{U}}_{\varepsilon,\kappa} \) by the mollified term \( \hat{\text{U}}_{\varepsilon,\kappa} \) since their limits coincide. This is given in the statement of the lemma below.

**Lemma 4.10.** For any \( \phi = [\phi(x_h), 0] \) with \( \phi \in C^\infty_{c,\text{div}_h}(\mathbb{R}^2) \) and for all \( t \in [0, T] \), the converges

\[
\lim_{\varepsilon_n \to 0} \int_0^t \left\langle \hat{\text{U}}_{\varepsilon,\kappa} \otimes \hat{\text{U}}_{\varepsilon,\kappa}, \nabla \phi \right\rangle d\tau = \int_0^t \left\langle \hat{\text{U}}_0 \otimes \hat{\text{U}}_0, \nabla \phi \right\rangle d\tau
\]

holds \( \tilde{P} \)-a.s.
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Proof. To show (4.47), we first make the following decomposition:

\[ \dot{\hat{u}}_{\varepsilon_n} \otimes \dot{\hat{u}}_{\varepsilon_n} = [(1 - \dot{\hat{u}}_{\varepsilon_n}) \hat{u}_{\varepsilon_n}]_\kappa \otimes [(\hat{u}_{\varepsilon_n} - 1) \hat{u}_{\varepsilon_n}]_\kappa \\
+ (\dot{\hat{u}}_{\varepsilon_n} - 1) \hat{u}_{\varepsilon_n} \otimes [1 - \dot{\hat{u}}_{\varepsilon_n}]_\kappa \otimes \hat{u}_{\varepsilon_n,\kappa} \\
+ \hat{u}_{\varepsilon_n,\kappa} \otimes [(1 - \dot{\hat{u}}_{\varepsilon_n}) \hat{u}_{\varepsilon_n}]_\kappa + \hat{u}_{\varepsilon_n,\kappa} \otimes (\hat{u}_{\varepsilon_n} - \hat{u}_{\varepsilon_n,\kappa}) \\
+ (\hat{u}_{\varepsilon_n} - \hat{u}_{\varepsilon_n,\kappa}) \otimes \hat{u}_{\varepsilon_n} + (\dot{\hat{u}}_{\varepsilon_n} \hat{u}_{\varepsilon_n})_\kappa \otimes (\hat{u}_{\varepsilon_n} \hat{u}_{\varepsilon_n})_\kappa \tag{4.48} \]

Then we observe that for any ball \( B_k \) of radius \( k > 0 \) and fixed regularizing kernel \( \kappa > 0 \),

\( J_i \rightarrow 0 \) in \( L^1((0, T) \times B_k) \)

\( \tilde{\mathbb{P}} \)-a.s. for each \( i \in \{1, 2, 3, 4\} \) as \( \varepsilon_n \rightarrow 0 \). This follows from Lemma 3.3 and the equality of laws given by Proposition 3.7.

Now we notice that for the random variable \( \hat{u}_{\varepsilon_n} \in L^2(0, T; W^{1,2}(B_k)) \), one can find a constant \( c > 0 \) independent of both \( \kappa \) and \( \varepsilon_n \) such that

\[ \| \hat{u}_{\varepsilon_n} - \hat{u}_{\varepsilon_n,\kappa} \|_{L^2(0;L^2(0,T;L^p(B_k)))} \leq c \kappa^{3/p - 1/2} \tag{4.49} \]

holds uniformly in \( \varepsilon_n > 0 \) for all \( p \in [2, 6] \), cf. [14, Section 3.2]. It follows from a density argument and the Riesz representation theorem for integrable functions that for all \( \phi(x) \in C_c^\infty(\Omega) \) and all \( \phi_1(\omega) \in L^\infty(\Omega), \phi_2(t) \in L^\infty(0,T) \), one can find a generic constant \( c > 0 \) that is uniform in both \( \varepsilon_n \) and \( \kappa \) such that

\[ \| (\hat{u}_{\varepsilon_n,\kappa} \otimes (\hat{u}_{\varepsilon_n} - \hat{u}_{\varepsilon_n,\kappa}) , \nabla \phi) \|_{L^1_{\omega,t}} = \sup_{\|\phi_1\phi_2\|_{L^\infty} \leq 1} \tilde{\mathbb{P}} \left[ \int_0^T \langle \hat{u}_{\varepsilon_n,\kappa} \otimes (\hat{u}_{\varepsilon_n} - \hat{u}_{\varepsilon_n,\kappa}) , \nabla \phi \rangle \phi_1(\omega)\phi_2(t) \, dt \right] \\
\leq c \| \nabla \phi \|_{L^2_x} \| \hat{u}_{\varepsilon_n,\kappa} \|_{L^2_{\omega,t}L^6_x} \| \hat{u}_{\varepsilon_n} - \hat{u}_{\varepsilon_n,\kappa} \|_{L^2_{\omega,t}L^6_x} \tag{4.50} \]

\[ \leq c \| \hat{u}_{\varepsilon_n} \|_{L^2_{\omega,t}L^6_x}^{1/2} \| \hat{u}_{\varepsilon_n} - \hat{u}_{\varepsilon_n,\kappa} \|_{W^{1,2}_{\omega,t}}^{1/2} \| \hat{u}_{\varepsilon_n} - \hat{u}_{\varepsilon_n,\kappa} \|_{L^2_{\omega,t}L^6_x}^{1/2} \leq c \sqrt{\kappa}. \]

It follows that as \( \varepsilon_n \rightarrow 0 \) and \( \kappa \rightarrow 0 \), \( \int_0^T (J_5, \nabla \phi) \, dt \) vanishes in mean and hence in probability. The same argument holds for \( J_6 \).

---

\footnote{This decomposition is not unique and in fact, a much simpler variant suffices.}
As a consequence of (4.1), (4.46), (4.48) and the above convergence to zero results, one has that
\[
\lim_{\varepsilon_n \to 0} \int_0^t \left\langle \hat{\rho}_{\varepsilon_n} \hat{u}_{\varepsilon_n} \otimes \hat{u}_{\varepsilon_n}, \nabla \phi \right\rangle \, d\tau
\]
\[
= \lim_{\kappa \to 0} \lim_{\varepsilon_n \to 0} \int_0^t \left\langle \hat{Y}_{\varepsilon_n, \kappa} \otimes \hat{Y}_{\varepsilon_n, \kappa}, \nabla \phi \right\rangle \, d\tau
\]
\[
= \int_0^t \left\langle \hat{U} \otimes \hat{U}, \nabla \phi \right\rangle \, d\tau
\]
for any \( t \in (0, T] \).

**Proof of Theorem 3.8.** From Lemma 3.9, \( \tilde{W}_n \) are cylindrical Wiener processes and as such, we can find a collection of mutually independent 1-D \((\tilde{\mathcal{F}}_t)\)-Brownian motions \((\tilde{\beta}_k)_{k \in \mathbb{N}}\) and orthonormal basis \((e_k)_{k \in \mathbb{N}}\) such that \( \tilde{W} = \sum_{k \in \mathbb{N}} \tilde{\beta}_k e_k \). We refer the reader to [5, Lemma 2.1.35, Corollary 2.1.36] for further details.

To show that \([\tilde{\Omega}, \tilde{\mathcal{F}}_t, (\tilde{\mathcal{F}}_t), \tilde{\mathbb{P}}], \tilde{U}, \tilde{W} \] satisfies (1.4) in the distributional sense, we consider the functionals
\[
M(\rho, u, m) = \langle m(t), \phi \rangle - \langle m(0), \phi \rangle - \int_0^t \langle m \otimes u - \nu \nabla u, \nabla \phi \rangle \, dt
\]
\[
+ (\lambda + \nu) \int_0^t \langle \text{div} u, \text{div} \phi \rangle \, dt - \frac{1}{\varepsilon^2 m} \int_0^t \langle \rho^\gamma, \text{div} \phi \rangle \, dt
\]
\[
+ \frac{1}{\varepsilon} \int_0^t \langle e_3 \times m, \phi \rangle \, dt - \frac{1}{\varepsilon^2} \int_0^t \langle \rho \nabla G, \phi \rangle \, dt,
\]
\[
N(\rho, m) = \sum_{k \in \mathbb{N}} \int_0^t \langle g_k(\rho, m), \phi \rangle^2 \, dt,
\]
\[
N_k(\rho, m) = \int_0^t \langle g_k(\rho, m), \phi \rangle \, dt,
\]
for all \( \phi = (\rho, 0) \in C^\infty_{c, \text{div}}(\mathcal{O}) \) where \( \phi \in C^\infty_{c, \text{div}_h}(\mathbb{R}^2) \). Then by Section 3.2 and integration by parts, we have that
\[
\frac{1}{\varepsilon} \int_0^t \langle e_3 \times \hat{\rho}_{\varepsilon_n} \hat{u}_{\varepsilon_n}, \phi \rangle \, dt = \frac{1}{\varepsilon} \int_0^t \langle -e_3 \times \hat{\rho}_{\varepsilon_n} \hat{u}_{\varepsilon_n}^{\gamma}, \phi \rangle \, dt = 0. \quad (4.52)
\]
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Also since \( \text{div} \phi = 0 \), we can use (2.10) and \( \hat{r}_{\varepsilon_n} = \frac{\hat{\phi}_{\varepsilon_n} - \hat{\varepsilon}_n}{\varepsilon^m} \) to show that

\[
\frac{1}{\varepsilon^2} \int_0^t \langle \hat{\phi}_{\varepsilon_n} \nabla G , \phi \rangle dr = \frac{1}{\varepsilon^2} \int_0^t \langle \hat{\varepsilon}_n \nabla G , \phi \rangle dr \\
+ \frac{1}{\varepsilon^2} \int_0^t \langle (\hat{\phi}_{\varepsilon_n} - \hat{\varepsilon}_n) \nabla G , \phi \rangle dr \\
= \frac{1}{\varepsilon^{2m}} \int_0^t \langle \nabla \tilde{\varepsilon}_n^2 , \phi \rangle dr + \varepsilon^{m-2} \int_0^t \langle \hat{r}_{\varepsilon_n} \nabla G , \phi \rangle dr \\
= \varepsilon^{m-2} \int_0^t \langle \hat{r}_{\varepsilon_n} \nabla G , \phi \rangle dr
\]  

(4.53)

by integration by parts. Finally since \( \langle \text{div} \hat{u}_{\varepsilon_n} , \text{div} \phi \rangle = \langle \hat{\phi}_{\varepsilon_n} , \text{div} \phi \rangle = 0 \), we can therefore conclude that for \( m > 10 \),

\[
M(\hat{\phi}_{\varepsilon_n}, \hat{u}_{\varepsilon_n}, \hat{\phi}_{\varepsilon_n} \hat{u}_{\varepsilon_n})_t = \langle (\hat{\phi}_{\varepsilon_n} \hat{u}_{\varepsilon_n})(t), \phi \rangle - \langle (\hat{\phi}_{\varepsilon_n} \hat{u}_{\varepsilon_n})(0), \phi \rangle \\
- \int_0^t \langle \hat{\phi}_{\varepsilon_n} \hat{u}_{\varepsilon_n} \otimes \hat{u}_{\varepsilon_n} - \nu \nabla \hat{u}_{\varepsilon_n} : \nabla \phi \rangle dr + \varepsilon^{m-2} \int_0^t \langle \hat{r}_{\varepsilon_n} \nabla G , \phi \rangle dr.
\]

As a result of (3.19) and Proposition 3.7, we can conclude that the last term above vanishes \( \tilde{P} \)-a.s. in the limit as \( \varepsilon \to 0 \) since \( m > 10 \).

Now passing to the limit \( \varepsilon_n \to 0 \) in the function \( M(\cdot)_t \) and keeping in mind (4.17) and Proposition 3.7 we obtain

\[
\tilde{E}_h(r_t \hat{U}, r_t \hat{W}) \left[ M(1, \hat{U}, \hat{U})_{s,t} \right] = 0, \\
\tilde{E}_h(r_t \hat{U}, r_t \hat{W}) \left[ \left[ M(1, \hat{U}, \hat{U})^2 \right]_{s,t} - N(1, \hat{U})_{s,t} \right] = 0, \\
\tilde{E}_h(r_t \hat{U}, r_t \hat{W}) \left[ \left[ M(1, \hat{U}, \hat{U}) \tilde{\beta}_k \right]_{s,t} - N(1, \hat{U})_{s,t} \right] = 0.
\]

(4.54)

where the \( \tilde{P} \)-a.s. limit process satisfies

\[
M(1, \hat{U}, \hat{U})_t = \langle \hat{U}(t), \phi \rangle - \langle \hat{U}(0), \phi \rangle - \int_0^t \langle \hat{U} \otimes \hat{U} - \nu \nabla \hat{U}, \nabla \phi \rangle dr
\]

\[
= \langle \hat{U}_h(t), \phi_h \rangle_h - \langle \hat{U}_h(0), \phi_h \rangle_h - \int_0^t \langle \hat{U}_h \otimes \hat{U}_h - \nu \nabla_h \hat{U}_h, \nabla_h \phi_h \rangle_h dr.
\]

Eq. (4.54) implies that \( M(1, \hat{U}_h, \hat{U}_h) \) is an \( (\tilde{F}_t)_t \)-martingale with quadratic and cross variations given by

\[
\langle \langle M(1, \hat{U}_h, \hat{U}_h) \rangle \rangle = N(1, \hat{U}_h), \\
\langle \langle M(1, \hat{U}_h, \hat{U}_h), \tilde{\beta}_k \rangle \rangle = N_k(1, \hat{U}_h)
\]

respectively and thus we obtain

\[
\langle \langle M(1, \hat{U}_h, \hat{U}_h) - \int_0^t \langle \phi(1, \hat{U}_h) d\tilde{W}, \phi \rangle \rangle \rangle = 0.
\]

\[8\] We denote by \( M(\cdot)_{s,t} \), the difference \( M(\cdot)_t - M(\cdot)_s \) and similarly for the other functionals. Also \( r_t \) is a continuous map that restrict functions to time \( t \) whereas \( h \) is a continuous function. See [3] Section 3 for further details.
It therefore follows that (1.4) is satisfied in the distributional sense. The same can be done for \((\hat{\Omega}, \hat{\mathcal{F}}_t, (\hat{\mathbb{P}}), \hat{\mathbb{U}}, \hat{W})\).

4.5. Pathwise solvability of the limit problem

Proof of Theorem 2.10. With Theorem 3.8 in hand, we can now use the assumption on the initial law and Theorem 2.9 to get that \(\hat{\mathbb{P}}\)-a.s., \(\hat{U}_h(0) = U_{h,0}\) and as such, the pair of solutions \(\hat{U}_h\) and \(\hat{U}_h\) coincide \(\hat{\mathbb{P}}\)-a.s. with law

\[
\mu \left( \left( \hat{\varrho}, \hat{\mathbb{U}}, \hat{m}, \hat{\varrho}, \hat{\mathbb{U}}, \hat{m} \right) \in \chi : \left( \hat{\varrho}, \hat{\mathbb{U}}, \hat{m} \right) = \left( \hat{\varrho}, \hat{\mathbb{U}}, \hat{m} \right) \right) = \hat{\mathbb{P}} \left( \left( \hat{\varrho}, \hat{\mathbb{U}}, \hat{m} \right) = \left( \hat{\varrho}, \hat{\mathbb{U}}, \hat{m} \right) \right) = 1.
\]

We can now use the generalization to quasi-Polish spaces of the Gyöngy-Krylov characterization of convergence given in [5, Theorem 2.10.3] to show that the original sequence \((\varrho_\varepsilon, u_\varepsilon, \mathbb{P}(\varrho_\varepsilon u_\varepsilon))\) defined on the original probability space \((\Omega, \mathcal{F}, \mathbb{P})\) converges in probability to some random variables \((\varrho, U_h, m_h)\) in the topology of \(\chi_\varrho \times \chi_u \times \chi_{\varrho u}\).

We can now repeat Section 3.4 for \((\varrho_\varepsilon, u_\varepsilon, \mathbb{P}(\varrho_\varepsilon u_\varepsilon))\) and finally get that \(U = U_h\) is a pathwise solution of (1.4) according to Definition 2.8. This repetition is comparatively simpler since we are dealing with the original sequence. As a consequence, it suffices to take only one Wiener process in Lemma 3.9 for example.
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