The breakdown of magneto-hydrodynamics near AdS$_2$ fixed point and energy diffusion bound
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Abstract: We investigate the breakdown of magneto-hydrodynamics at low temperature ($T$) with black holes whose extremal geometry is AdS$_2 \times \mathbb{R}^2$. The breakdown is identified by the equilibration scales ($\omega_{eq}, k_{eq}$) defined as the collision point between the diffusive hydrodynamic mode and the longest-lived non-hydrodynamic mode. We show ($\omega_{eq}, k_{eq}$) at low $T$ is determined by the diffusion constant $D$ and the scaling dimension $\Delta(0)$ of an infra-red operator: $\omega_{eq} = 2\pi T \Delta(0)$, $k_{eq}^2 = \omega_{eq}/D$, where $\Delta(0) = 1$ in the presence of magnetic fields. For the purpose of comparison, we have analytically shown $\Delta(0) = 2$ for the axion model independent of the translational symmetry breaking pattern (explicit or spontaneous), which is complementary to previous numerical results. Our results support the conjectured universal upper bound of the energy diffusion $D \leq \omega_{eq}/k_{eq}^2$ where $v_{eq} := \omega_{eq}/k_{eq}$ and $\tau_{eq} := \omega_{eq}^{-1}$ are the velocity and the timescale associated to equilibration, implying that the breakdown of hydrodynamics sets the upper bound of the diffusion constant $D$ at low $T$. 
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1 Introduction

Hydrodynamics is an effective theory for describing near-equilibrium phenomena at late time and large distance [1]. It is constructed by conservation equations together with constitutive relations in a gradient expansion around equilibrium: in the Fourier space, the expansion is in the frequency $\omega$ and momentum $k$. The gradient expansion reflects that hydrodynamics is an effective description of the system at length scales larger than the characteristic length of the system and, at late times, the dynamics of the system back to equilibrium is dominated by the longest-lived mode referred to as hydrodynamic modes.

One may expect that, as higher orders are considered in the expansion, hydrodynamics will be a more improved description for the near equilibrium physics. For instance, one can schematically write the constitutive relation for the stress tensor as

$$T^{\mu\nu} = O(\phi) + O(\nabla \phi) + \ldots ,$$

(1.1)
where $\phi$ denotes the hydrodynamic variables (such as temperature, fluid velocity). The leading order $O(\phi)$ gives rise to the perfect fluid and it is improved by the next order expansion $O(\nabla \phi)$ to contain the viscous effect: the viscous fluid.

As in other perturbative expansions, one may ask for the convergence of the hydrodynamic expansion such as “does the hydrodynamic expansion indeed converge?” In recent years, regarding this question, the breakdown of hydrodynamics has been investigated in [2–14].

In particular, using holography (or the gauge/gravity duality) [15–17], one can characterize the breakdown of hydrodynamics by the equilibration scales $(\omega_{\text{eq}}, k_{\text{eq}})$ defined as the collision point in a complex $(\omega, k)$ space between the hydrodynamic mode and the first-non hydrodynamic mode [12, 13]. At such scales, the lifetime of non-hydrodynamic mode is comparable to the one of the hydrodynamic mode so that the dynamics of the system can no longer be dominated just by a hydrodynamic mode.

In this work, following previous studies [12, 13], we further study the breakdown of hydrodynamics in the low temperature $(T)$ where the black hole has an extremal AdS$_2 \times$ R$^2$ geometry\(^1\). In particular, we will see if the following results (1.2)-(1.3) found in previous studies still hold at finite magnetic fields, i.e., we study the breakdown of magneto-hydrodynamics in holography [18–26]\(^2\).

**Result 1:**

$$\omega_{\text{eq}} \to 2\pi T \Delta(0) \quad \text{as} \quad T \to 0,$$

where $\Delta(0)$ is the infra-red scaling dimension. This result shows the non-hydrodynamic mode is related to the infra-red Green’s function so that the breakdown at low $T$ is associated to the emergence of the AdS$_2 \times$R$^2$ geometry.

**Result 2:**

$$k_{\text{eq}}^2 \to \frac{\omega_{\text{eq}}}{D} \quad \text{as} \quad T \to 0,$$

which reflects the fact that, at low $T$, the hydrodynamic dispersion with diffusion constant $D$ at the quadratic order (2.9) becomes a good approximation even at $(\omega_{\text{eq}}, k_{\text{eq}})^3$. From these results, one may simply determine the scales at which hydrodynamics break down from the diffusion constant $D$ and the scaling dimension $\Delta(0)$.

Rearranging (1.3), one can notice that the diffusion constant $D$ at low $T$ can be determined by the breakdown of hydrodynamics $(\omega_{\text{eq}}, k_{\text{eq}})$ and can be expressed further as

\(^1\)Low temperature states dual to the AdS$_2 \times$R$^2$ geometry are related to the Sachdev-Ye-Kitaev (SYK)-like models in strange metals. One can see the breakdown of hydrodynamics of such black holes gives the consistent results with SYK model in [12].

\(^2\)For the recent development of magneto-hydrodynamics, see also [27–29] and references therein.

\(^3\)This may imply the radius of convergence could be determined by the leading order in the hydrodynamic expansion for the AdS$_2$ fixed point [12].
follows
\[ D \rightarrow \frac{\omega_{eq}^2}{k_{eq}} := v_{eq}^2 \tau_{eq} \quad \text{as} \quad T \rightarrow 0, \quad (1.4) \]
where \( v_{eq} := \omega_{eq}/k_{eq} \) and \( \tau_{eq} := \omega_{eq}^{-1} \) are the velocity and the timescale associated with equilibration [12, 13]. In this velocity and time scales, it turned out (1.4) corresponds to the upper bound of \( D \) [12, 13], i.e.,
\[ D \leq v_{eq}^2 \tau_{eq}, \quad (1.5) \]
where the upper bound (an equality) is approached at low \( T \) (1.4). Thus, the breakdown of hydrodynamics can be used to set the upper bound of the diffusion constant \( D \). In this work, in addition to (1.2)-(1.3), we will also study if the conjectured upper bound (1.5) still hold at finite magnetic fields.

Last but not least, our work is related to one of future works proposed in [12]: the investigation of (1.2)-(1.5) with magnetic fields. They studied the breakdown of the energy diffusive hydrodynamics with axion charge (or chemical potential), and found \( \Delta(0) = 2 \) for those cases. We will study if (1.2)-(1.5) continues to hold for AdS\(_2\) fixed points supported by a different hierarchy of scales for the energy diffusion (i.e., magnetic fields) and identify a corresponding \( \Delta(0) \).

Furthermore, we will present how to obtain \( \Delta(0) \) analytically using the infra-red Green’s function at finite magnetic fields. Using the same procedure, for the purpose of the comparison with previous studies, we will also show the analytic expression of \( \Delta(0) \) for the general axion models (B.1), which is consistent with previous numerical results [13].

This paper is organized as follows. In section 2, we introduce the holographic model with magnetic fields and present the determinant method for the quasi-normal modes. In section 3, we study the breakdown of magneto-hydrodynamics with the quasi-normal mode computations and determine \( (\omega_{eq}, k_{eq}) \). We also show how to obtain \( \omega_{eq} \) analytically from the infra-red Green’s function. In section 4 we compare our results with the previous study of the breakdown of energy diffusive hydrodynamics [12]. Section 5 is devoted to conclusions.

2 Holographic setup

2.1 Model
We consider the Einstein-Maxwell system in (3+1) dimensions
\[ S = \int d^4x \sqrt{-g} \left( R + 6 - \frac{1}{4} F^2 \right), \quad (2.1) \]
with a background metric
\[ ds^2 = -f(r) dr^2 + \frac{1}{f(r)} dr^2 + r^2 (dx^2 + dy^2), \quad A = -\frac{H}{2} y dx + \frac{H}{2} x dy, \quad (2.2) \]
where $H$ is the external magnetic fields that break translational invariance. The blackening factor $f(r)$ is
\begin{equation}
    f(r) = r^2 - \frac{m_0}{r} + \frac{H^2}{4r^2}, \quad m_0 = r_h^3 \left(1 + \frac{H^2}{4r_h^4}\right), \tag{2.3}
\end{equation}
where $m_0$ is determined by the condition $f(r_h) = 0$.

Thermodynamic quantities [30] including the Hawking temperature $T$ read
\begin{equation}
    T = \frac{1}{4\pi} \left(3r_h - \frac{H^2}{4r_h^2}\right), \quad \epsilon = 2r_h^3 + \frac{H^2}{2r_h}, \quad P = r_h^3 - \frac{3H^2}{4r_h}, \quad s = 4\pi r_h^2, \tag{2.4}
\end{equation}
where $(\epsilon, P, s)$ are the energy density, pressure, and entropy density respectively. Note that these quantities satisfy the following Smarr-like relation as
\begin{equation}
    \epsilon + P = sT. \tag{2.5}
\end{equation}

2.2 Hydrodynamic mode

We can study the holographic dual of hydrodynamic modes of (2.1) with the fluctuations
\begin{equation}
    g_{\mu\nu} \rightarrow g_{\mu\nu} + \delta g_{\mu\nu}, \quad A_\mu \rightarrow A_\mu + \delta A_\mu. \tag{2.6}
\end{equation}
At the linearized fluctuation level of the Einstein equations and the Maxwell equation, one can find two sets of decoupled fluctuations:
\begin{align*}
    \text{(Sound channel):} \quad & \{\delta g_{tt}, \delta g_{tx}, \delta g_{xx}, \delta g_{yy}, \delta A_y\}, \\
    \text{(Shear channel):} \quad & \{\delta g_{ty}, \delta g_{xy}, \delta A_t, \delta A_x\}. \tag{2.7}
\end{align*}
In this paper, we focus on the sound channel related to the energy diffusion mode with the wave vector in the $x$-direction:
\begin{align*}
    \delta g_{tt} &= h_{tt}(r)e^{-i\omega t+ikx}, \quad \delta g_{tx} = h_{tx}(r)e^{-i\omega t+ikx}, \quad \delta g_{xx} = h_{xx}(r)e^{-i\omega t+ikx}, \\
    \delta g_{yy} &= h_{yy}(r)e^{-i\omega t+ikx}, \quad \delta A_y = a_y(r)e^{-i\omega t+ikx}. \tag{2.8}
\end{align*}
At finite magnetic fields, (2.1) produces the quasi-normal modes well matched with the magneto-hydrodynamics. We refer the readers to [31] for further details on this. See appendix A for the brief review of the magneto-hydrodynamics.

The hydrodynamic mode of the sound channel (2.8) corresponds to the energy diffusive mode at the small $k$ limit as
\begin{equation}
    \omega = -i Dk^2. \tag{2.9}
\end{equation}
The energy diffusion constant $D$ is given [31–33] as
\begin{equation}
    D := \frac{\kappa}{c_\rho}, \quad \kappa = \frac{s^2 T}{H^2}, \quad c_\rho := T \frac{\partial s}{\partial T}, \tag{2.10}
\end{equation}
where $\kappa$ is the thermal conductivity and $c_\rho$ is the specific heat. Moreover, using

$$\frac{\partial s}{\partial T} = (8\pi r_h) \frac{\partial r_h}{\partial T}, \quad \frac{\partial r_h}{\partial T} = \frac{16\pi r_h^4}{12 r_h^4 + 3H^2}, \quad (2.11)$$

we can express the energy diffusion constant\(^4\) as

$$D = \frac{3r_h^3}{2H^2} + \frac{3}{8r_h}. \quad (2.12)$$

### 2.3 The determinant method

The determinant method for the magnetically charged black hole is given in [31]. For the convenience of the reader, we also present it as follows.

**Gauge-invariant perturbation:** In order to study the hydrodynamic mode (2.9) in holography, we choose the following deffeomorphism and gauge-invariant combinations [18, 19]:

$$Z_H := \frac{4k}{\omega} h_t^x + 2h_x^x - \left(2 - \frac{k^2 f'(r)}{\omega^2 r^2}\right) h_y^y + \frac{2k^2 f(r)}{\omega^2 r^2} h_t^y, \quad (2.13)$$

$$Z_A := a_y + \frac{iH}{2k} \left(h_x^x - h_y^y\right), \quad (2.13)$$

where we raised an index on fluctuation fields using the background metric (2.2). Then we can obtain the gauge invariant second order equations for $Z_H$ and $Z_A$ of the following form:

$$0 = A_H Z_H'' + B_H Z_H' + C_H Z_H + D_H Z_A' + E_H Z_A, \quad (2.14)$$

$$0 = A_A Z_A'' + B_A Z_A' + C_A Z_A + D_A Z_H' + E_A Z_H.$$ 

Since the coefficients of equations are lengthy and cumbersome we will not write them in the paper.

Next, we solve the equations of motion (2.14) with two boundary conditions: one from incoming boundary condition at the horizon and the other from the AdS boundary. First, near the horizon ($r \to r_h$) the variables are expanded as

$$Z_H = (r - r_h)^{\nu_z} \left(Z_H^{(I)} + Z_H^{(II)}(r - r_h) + \ldots\right), \quad (2.15)$$

$$Z_A = (r - r_h)^{\nu_z} \left(Z_A^{(I)} + Z_A^{(II)}(r - r_h) + \ldots\right),$$

where $\nu_{\pm} := \pm i\omega/4\pi T$ and we choose $\nu_- := -i\omega/4\pi T$ for the incoming boundary condition. After plugging (2.15) into equations (2.14), one can find that higher order horizon coefficients are determined by two independent horizon variables: $(Z_H^{(I)}, Z_A^{(I)})$.

---

\(^4\)This diffusion constant becomes the same as $\frac{\partial P}{\partial \rho} \frac{\nu_+}{\nu_-}$ in the small $H/T^2$ limit, where the first-order transport coefficient $\sigma_Q = 1$ in small $H/T^2$ limit. See [31].
Near the AdS boundary \((r \to \infty)\), the asymptotic behavior of solutions read

\[
Z_H = Z_H^{(S)} r^0 (1 + \ldots) + Z_H^{(R)} r^{-3} (1 + \ldots),
\]
\[
Z_A = Z_A^{(S)} r^0 (1 + \ldots) + Z_A^{(R)} r^{-1} (1 + \ldots),
\]
(2.16)

where the superscript \((S)\) refers to a source term while \((R)\) denotes a response term.

**The determinant method.** We can compute the quasi-normal modes by employing the determinant method [34]. Using the shooting method, we can construct the matrix of sources with the source terms near the boundary:

\[
S = \begin{pmatrix}
  Z_H^{(S)(I)} & Z_H^{(S)(II)} \\
  Z_A^{(S)(I)} & Z_A^{(S)(II)}
\end{pmatrix} ,
\]
(2.17)

where the \(S\)-matrix is \(2 \times 2\) matrix because we can get two independent solutions with two independent shooting variables at the horizon (2.15). Note that \(I(II)\) in (2.17) denotes that the source terms are obtained by the \(I(II)\) th shooting.

Finally, the quasi-normal mode spectrum, i.e. the dispersion relation for which the holographic Green’s functions have a pole, can be given by the value of \((\omega, k)\) for which the determinant of \(S\)-matrix (2.17) vanishes.

3 Breakdown of magneto-hydrodynamics

3.1 Infra-red modes

In this section, we study the perturbation equation (2.14) in the \(\text{AdS}_2 \times \mathbb{R}^2\) spacetime that emerges near the horizon at low temperatures. We will closely follow the method given in the appendix A in [12].

By solving the perturbation equation in the extremal geometry (near the horizon at low temperature), we will obtain the infra-red Green’s function \(G_{IR}\) analytically with an operator of dimension \(\Delta(k)\) at the infra-red fixed point of the field theory. From this analysis, we will show the analytic equilibration frequency \(\omega_{eq}\) at low temperature is

\[
\omega_{eq} = -i 2\pi T \Delta(k = 0). \tag{3.1}
\]

**The extremal geometry.** Let us first discuss the small temperature condition. From (2.4), one can check the temperature becomes zero \((T = 0)\) at

\[
r_h = r_e, \quad r_e := \left( \frac{H}{\sqrt{12}} \right)^{1/2} . \tag{3.2}
\]

Thus, by putting the following relation into the Hawking temperature in (2.4)

\[
T = 0 + \epsilon \delta T, \quad r_h = r_e + \epsilon \zeta_h, \tag{3.3}
\]
and take $\epsilon \to 0$, we can find the small temperature correction $\zeta_h$ as

$$
\zeta_h = \frac{\pi}{3} \delta T.
$$

Next, in order to obtain the extremal geometry, one can consider the following coordinate transformation \([12, 35]\) in (2.2)

$$
r = r_e + \epsilon \zeta, \quad r_h = r_e + \epsilon \zeta_h, \quad t = \frac{u}{\epsilon},
$$
and take $\epsilon \to 0$. Then we can change the coordinate from $(t, r)$ to $(u, \zeta)$ as follows

$$
ds^2 = -\frac{\zeta^2}{L^2} \left(1 - \frac{\zeta_h}{\zeta}\right)^2 du^2 + \frac{L^2}{\zeta^2 \left(1 - \frac{\zeta}{\zeta_h}\right)^2} d\zeta^2 + r_e^2 (dx^2 + dy^2),
$$
where the AdS$_2$ radius of curvature is $L^2 = 1/6$. Note that this geometry corresponds to the AdS$_2 \times$R$^2$ geometry with the small temperature correction ($\zeta_h$), and $\zeta$ runs from $\zeta = \zeta_h$ to $\zeta = \infty$ (the AdS$_2$ boundary).

**The perturbation equation in the extremal geometry.** Using the following coordinate transformation,

$$
r = r_e + \epsilon \zeta, \quad r_h = r_e + \epsilon \zeta_h, \quad \omega = \epsilon \zeta \omega,
$$
we can obtain the perturbation equations (2.14) in the extremal geometry (3.6) in the $\epsilon \to 0$ limit. Note that (3.7) is the Fourier transformed version of (3.5).

At the leading order in $\epsilon$, one can check only the second perturbation equation in (2.14) survives: the first perturbation equation starts at $O(\epsilon)$ order. In particular, the survived equation of motion is composed of only one field $Z_A(\zeta)$:

$$
\partial^2 Z_A + \left(\frac{2 \zeta}{\zeta^2 - \zeta_h^2}\right) \partial_\zeta Z_A + \left(\frac{\zeta^2}{36 (\zeta^2 - \zeta_h^2)^2} - \frac{k^2}{\sqrt{3} H (\zeta^2 - \zeta_h^2)}\right) Z_A = 0.
$$

Near the AdS$_2$ boundary ($\zeta \to \infty$), the solution of the equation is expanded as

$$
Z_A = Z^{(S)}_A \zeta^{\Delta(k)-1} + Z^{(R)}_A \zeta^{-\Delta(k)},
$$
where an operator of dimension $\Delta(k)$ at the infra-red fixed point of the field theory is

$$
\Delta(k) = \frac{1}{2} \left(1 + \sqrt{1 + \frac{4 k^2}{\sqrt{3} H}} \right) .
$$

**The infra-red Green’s function:** The infra-red Green’s function can be found explicitly by solving the equations (3.8) and imposing the usual AdS/CFT rules\(^5\) at the AdS$_2$ boundary.

\(^5\)The general solution has the associated Legendre function of the second kind which corresponds to the out-going solution at $\zeta = \zeta_h$, so we should discard it.
boundary ($\zeta \to \infty$) \cite{35,36}

\[ \mathcal{G}_{IR} \propto \frac{Z^{(R)}}{Z^{(S)}} , \]  

(3.11)

where $Z^{(S)}$, $Z^{(R)}$ are coefficients in (3.9). Let us show the explicit form of the infra-red Green’s function

\[ \mathcal{G}_{IR} = \frac{2\Delta(k) - 1}{2} \left( \frac{6}{\pi} \right)^{1-2\Delta(k)} \delta T^2 \Delta(k)^{-1} \frac{\Gamma \left( \frac{1}{2} - \Delta(k) \right) \Gamma \left( \Delta(k) - \frac{i\omega}{2\pi\delta T} \right)}{\Gamma \left( \frac{1}{2} + \Delta(k) \right) \Gamma \left( 1 - \Delta(k) - \frac{i\omega}{2\pi\delta T} \right)} . \]  

(3.12)

From (3.12), the infra-red Green’s function, $\mathcal{G}_{IR}$, gives poles along the imaginary frequency axis at the locations

\[ \zeta_{\omega,n} = -i2\pi \delta T(n + \Delta(k)) , \quad n = 0, 1, 2, \ldots . \]  

(3.13)

In order to reconstruct the full retarded Green’s function ($\mathcal{G}^{R}$) analytically, giving the quasi-normal mode beyond the small temperature, one must extend the near-horizon solutions through the rest of the spacetime, which is difficult to do. However, for the purpose of studying the low-temperature behavior, it might be enough to observe that $\mathcal{G}^{R}$ exhibits poles from (2.17), where its locations approach those of the poles of $\mathcal{G}_{IR}$ (3.13) as ($k \to 0$, $T \to 0$) \cite{12}. In other words, this means that in this limit $\mathcal{G}^{R}$ exhibits poles at

\[ \omega_n = -i2\pi T(n + \Delta(0)) , \quad n = 0, 1, 2, \ldots , \]  

(3.14)

where ($\omega_n$, T) may approach to ($\zeta_{\omega,n}$, $\delta T$) with $\Delta(0) = 1$ (3.10). In the next section, we will show this analytic result is consistent with the numerical results of the quasi-normal mode spectrum.

### 3.2 Non-hydrodynamic poles and the collision

**Non-hydrodynamic modes.** In order to study the breakdown of magneto-hydrodynamics, we need to identify the non-hydrodynamic modes whose longest-lived mode (the first non-hydro mode) will make the collision with the hydrodynamic mode.

In particular, as in the hydrodynamic mode (2.9), it is tempting to obtain the expression of the non-hydrodynamic mode in the small wave vector regime. As long as we consider the low temperature regime, it has been discovered the non-hydrodynamic modes follow (3.14) at small wave vector \cite{12,13}, i.e., the origin of the non-hydrodynamic mode at low $T$ is associated to the AdS$_2$ geometry.

We find this is also valid in the presence of magnetic fields. In Fig. 1, we display the first non-hydro mode\(^7\) in agreement with $\omega_0$ (3.14) at $T/\sqrt{H} \to 0$, which is responsible for the breakdown of hydrodynamic.

---

\(^6\)Dividing (2.9) with $T$, we have $\omega/T = -iDk^2/T$. Then, the relevant low $T$ limit is ($k \to 0$, $T \to 0$) to keep $k^2/T$ fixed and therefore $\omega/T$ fixed. See more details in the appendix A of \cite{12}.

\(^7\)The higher non-hydro mode is also well matched with $\omega_n$ (3.14).
Figure 1. The first non-hydrodynamic mode at $k/T = 1/10$. Black dots are quasi-normal modes and the dashed line is $\omega_0$ (3.14).

Figure 2. Quasi-normal modes (black dots) at $H/T^2 = 10^5$. Left: The solid line is the hydrodynamic mode (2.9) and the dashed line is the non-hydrodynamic mode (3.14). Right: A zoomed in figure of the gray square region in Fig. 2(a).

The collision between poles. Next, let us examine how this first non-hydro mode collides with the hydrodynamic mode. In Fig. 2(a), we first show the quasi-normal modes at low $T$. One can see the quasi-normal modes (black dots) are well matched with i) the hydrodynamic mode (solid line) (2.9); ii) the non-hydrodynamic mode (dashed line) (3.14).

The gray square region around $k/T \sim 46$ indicates the location in which the collision between the hydro mode and the first non-hydro mode may appear. As we investigate this gray region carefully, one may see the collision cannot be visible in this real $k/T$ plot. We display the zoom of this gray region in Fig. 2(b): the first non-hydro mode does not collide with the hydro mode where the red triangle will be used as the guide to find the collision point in the following.

In order to find out the collision point $(\omega_c, k_c)$, we need to extend the quasi-normal mode analysis into the complex plane [12]. Introducing the phase of $k$ ($\phi_k$),

$$k = |k| e^{i \phi_k},$$  

we can examine how the poles move in the complex $\omega$ plane. In Fig. 3, we display the
Figure 3. Quasi-normal modes in the complex $\omega$ plane as $\phi_k$ is increased from 0 (red triangles) to 0.0000116 at $H/T^2 = 10^5$ and $|k|/T = 46.342712$. Red triangles are the same as in Fig. 2(b). Red star indicates the collision point ($\phi_k \sim 0.00001113$).

Figure 4. Quasi-normal mode near $|k_c|/T$ at $\phi_k \in [0, 0.0000116]$: $|k| - |k_c| = (-1.2 \times 10^{-5}, 0, 1.2 \times 10^{-5}) T$ (left, center, right).

poles at $|k|/T = 46.342712$ with changing $\phi_k$. As we increase the phase $\phi_k$ from 0 (red triangles) to 0.0000116, poles make the collision around $\phi_k \sim 0.00001113$ (red star). Note that the red triangles ($\phi_k = 0$) in Fig. 3 are the same as in Fig. 2(b), so one may imagine putting one additional axis $\text{Re}[\omega]$ on Fig. 2(b) with (3.15), and that would be Fig. 3.

The wave number ($|k|/T = 46.342712$) used in Fig. 3 corresponds to $|k_c|/T$ because of the existence of the collision. Let us further investigate the quasi-normal mode near $|k_c|/T$ in Fig. 4 and summarize the results as

- $|k| = |k_c|$: Fig. 4(b), we label $(A, B, C, D)$ for each arrows, which is the same figure as Fig. 3.

- $|k| < |k_c|$: Fig. 4(a), one cannot see the collision and $A$ connects to $B$ while $C$ is with $D$.

- $|k| > |k_c|$: Fig. 4(c), one cannot also see the collision and $A$ connects to $D$ while $C$ is with $B$.

---

As $\phi_k$ approaches to $2\pi$, it is expected that the poles become the same poles for $\phi_k = 0$. 

---

---
3.3 The breakdown of magneto-hydrodynamics

The collision point \((\omega_c, k_c)\) signals the breakdown of the hydrodynamics and its absolute value is defined as \((\omega_{eq}, k_{eq})\) \[12, 13\]

\[
\omega_{eq} := |\omega_c|, \quad k_{eq} := |k_c|.
\] (3.16)

We show the temperature dependence of the equilibration data \((\omega_{eq}, k_{eq}, \phi_k)\) in Fig. 5 with the fitting curves

\[
\frac{\omega_{eq}}{2\pi T} \sim \Delta(0) + \# T, \quad \frac{k_{eq}}{T} \sim \# \sqrt{T}, \quad \phi_k \sim \# T^{5/2},
\] (3.17)

where \(\Delta(0) = 1\) \[3.10\] and as pointed out in \[12\], the collision point seems to follow

\[
\omega_c = \omega_{eq} e^{i(\phi_k - \frac{\pi}{2})}, \quad k_c = k_{eq} e^{i\phi_k},
\] (3.18)

so, as the temperature is lowered, the phase is vanishing and the collision appears at pure imaginary frequency and pure real momentum as

\[
\omega_c \rightarrow -i \omega_{eq}, \quad k_c \rightarrow k_{eq}.
\] (3.19)

The upper bound of AdS\(_2\) diffusion with magnetic fields. In holography, it has been studied to find universal bound of the diffusion constant \(D\), and it turned out \(D\) can have a lower bound \[37–42\] with the velocity and the time scales related to quantum chaos

\[
D \geq v_B^2 \tau_L,
\] (3.20)
where $v_B$ is a butterfly velocity and $\tau_L$ is the Lyapunov time. $(v_B, \tau_L)$ characterize the chaotic behavior [43] via out-of-time-order correlators (OTOCs) [44–46].

In recent years, the holographic study of the “upper” bound also has been investigated with the simple question: the diffusion constant will be also bounded from the above or it just grows forever? It is proposed that the diffusion constant $D$ has the following upper bound [12, 13]:

$$D \leq \frac{k_{eq}^2 D}{\omega_{eq}}$$

In Fig. 6, we display the conjectured inequality (3.21) still holds in the presence of magnetic fields in which the upper bound (3.22) is approached at low $T$. The appearance of the upper bound implies that we have the following at low $T$

$$\omega_{eq} = D k_{eq}^2$$

and it means, as $T$ is lowered, the quasi-normal modes are getting better and better well approximated with i) the hydrodynamic mode (2.9); ii) the non-hydrodynamic mode (3.14). See Fig. 7.

4 Comparison with the axion model

In this section, we compare our results with the previous study of the equilibration data for the energy diffusion [12] where the energy diffusion is studied with the linear axion model:

$$\langle V_0(0)W_x(t)V_0(0)W_x(t) \rangle \sim 1 + e^{\lambda_L(t-x/v_B)}$$

where $\lambda_L := 1/\tau_L$. 

---

Figure 6. The upper bound on the diffusion constant (2.12). The dashed line indicates the upper bound (3.22).
Figure 7. Quasi-normal modes (black dots) at $H/T^2 = (10^5, 3 \times 10^7)$ (Left, Right). The solid line is hydrodynamic mode (2.9) and the dashed line is the first non-hydrodynamic mode $\omega_0$ (3.14). Note that the left figure is the gray square region in Fig. 2(a). As $T$ is lowered from (a) to (b), the quasi-normal modes (black dots) are getting better and better well approximated with i) the hydrodynamic mode (solid line); ii) the non-hydrodynamic mode (dashed line).

(B.1) at $N = 1^{12}$. We find two main differences: i) $\Delta(0)$ (or the equilibration time $\omega_{eq}$); ii) the $T$-scaling in the phase $\phi_k$.

The operator of dimension $\Delta(0)$. For $\Delta(0)$, the linear axion model gives $\Delta(0) = 2$ unlike the finite magnetic field case $\Delta(0) = 1$ (3.10). We may understand this from the perturbation equation in the extremal geometry as

$$\partial^2 \zeta A + \left( \frac{2\zeta}{\zeta^2 - \zeta_h^2} \right) \partial_\zeta Z_A + \left( \frac{c_1 \zeta^2}{(\zeta^2 - \zeta_h^2)^2} - \frac{c_2 + c_3 k^2}{(\zeta^2 - \zeta_h^2)} \right) Z_A = 0,$$

where $c_i$ are constants depending on the theories:

- Magnetic field model: $c_1 = \frac{1}{36}$, $c_2 = 0$, $c_3 = \frac{1}{\sqrt{3}H}$,
- Linear axion model: $c_1 = \frac{1}{9}$, $c_2 = 2$, $c_3 = \frac{2}{m^2}$,

where the magnetic field model case is given in (3.8) and the linear axion model case is in (B.19) with $N = 1$.

Near the AdS$_2$ boundary, the equation (4.1) with (3.9) gives an operator of dimension $\Delta(k)$ as

$$\Delta(k) = \frac{1}{2} \left( 1 + \sqrt{1 + 4c_2} + 4c_3 k^2 \right),$$

$^{12}$The translational invariant system at finite chemical potential [12] gives the same result with the linear axion model so we focus on the linear axion model case here.
as also can be seen in (3.10), (B.21). Therefore we have
\[
\Delta(0) = \frac{1}{2} \left( 1 + \sqrt{1 + 4c^2} \right),
\]
with (4.2), which gives rise to \( \Delta(0) = 1 \) for the magnetic field model and \( \Delta(0) = 2 \) for the linear axion model.

The low T scaling of the phase \( \phi_k \): Next let us compare (3.17) with the linear axion model result. As can be seen in Fig. 8, the temperature dependence of \( (\omega_{eq}, k_{eq}, \phi_k) \) for the linear axion model follows
\[
\frac{\omega_{eq}}{2\pi T} \sim \Delta(0) + \# T, \quad \frac{k_{eq}}{T} \sim \# \sqrt{T}, \quad \phi_k \sim \# T^{3/2},
\]
with \( \Delta(0) = 2 \), which is consistent with [12]\(^{13}\). Thus the phase behaves differently in \( T \) in the presence of magnetic fields (3.17).

Combining (3.17) with (4.5), we may write the equilibration data of the energy diffusion at low \( T \), depending on theories as follows
\[
\omega_{eq} \sim 2\pi T \Delta(0), \quad k_{eq} \sim \sqrt{T}, \quad \phi_k \sim T^{7/2-\Delta(0)},
\]
where \( \Delta(0) \) depends on the theories (4.4).

Further comments on the operator scaling dimension \( \Delta(0) \). The axion model (B.1)\(^{14}\) can be used to study the breaking of translational invariance both explicitly \( (N < 5/2) \) and spontaneously \( (N > 5/2) \) in holography where the diffusion constant \( D \) becomes the energy diffusion constant \([37–39, 41, 42]\) at \( N < 5/2 \) and the crystal diffusion constant \([40, 48]\) at \( N > 5/2 \).

Unlike the explicit symmetry breaking case in [12] \( (N = 1) \), the operator scaling dimension \( \Delta(0) \) has been investigated numerically for the spontaneous symmetry breaking case in [13] \( (N > 5/2) \). In appendix B, following a similar method presented in section 3.1,

\(^{13}\)See also analytic treatment for the \( T \)-scaling (4.5) in [12].

\(^{14}\)For the recent development of this model, see [47] and references therein.
we showed how to obtain an analytic expression of $\Delta(0)$ of the axion models for general $N$, i.e., the appendix B corresponds to the generalization of [12] ($N = 1$ case) to the case of general $N$, and we show that our analytic result is consistent with the numerical results of the previous study [13].

Let us collect main equations in appendix B as follows. First, the perturbation equation (B.19) in the extremal geometry for general $N$ is

$$\partial^2 \zeta Z_A + \left( \frac{2\zeta}{\zeta^2 - \zeta_0^2} \right) \partial \zeta Z_A + \left( \frac{\zeta^2}{9N^2(\zeta^2 - \zeta_0^2)^2} - \frac{2 \left( 1 + 6 \frac{1 - N}{N} \frac{k^2}{m^2} \right)}{\zeta^2 - \zeta_0^2} \right) Z_A = 0. \quad (4.7)$$

Note that, when $N = 1$ this becomes the same equation given in [12], which is constructed with the master field.

Then, near the AdS$_2$ boundary, the equation (4.7) with (3.9) gives an operator of dimension $\Delta(k)$ (B.21) of the axion models for general $N$ as

$$\Delta(k) = \frac{1}{2} \left( 1 + \sqrt{9 + 2 \frac{2N+1}{N} \frac{1 - N}{N} \frac{k^2}{m^2}} \right), \quad (4.8)$$

giving $\Delta(0) = 2$ (B.26) for all $N$, which is consistent with numerical results in [13].

5 Conclusion

We have studied the breakdown of hydrodynamics in the presence of magnetic fields. At low $T$, we checked that the equilibration frequency $\omega_{eq}$ is still associated to the AdS$_2$ fixed point and the hydrodynamic mode at the quadratic order (2.9) is well approximated even beyond $k_{eq}$, i.e., the equilibration data of the energy diffusion at low $T$ follows

$$\omega_{eq} \rightarrow 2\pi T \Delta(0), \quad k_{eq}^2 \rightarrow \frac{\omega_{eq}}{D}, \quad (5.1)$$

where it is first studied with the linear axion model [12]. Moreover, we also checked that (5.1) corresponds to the conjectured upper bound [12, 13] of the diffusion constant $D$, i.e.,

$$D \leq \frac{\omega_{eq}}{k_{eq}^2} := v_{eq}^2 \tau_{eq}, \quad (5.2)$$

where $v_{eq} := \omega_{eq}/k_{eq}$ and $\tau_{eq} := \omega_{eq}^{-1}$ are the velocity and the timescale associated to the breakdown of hydrodynamics. The upper bound (an equality) in (5.2) is approached at low $T$, implying the breakdown of hydrodynamics can be used to find the upper bound of the diffusion constant $D$.

In addition to the magnetic field case we have analytically shown $\Delta(0) = 2$ for the axion model independent of the translational symmetry breaking pattern (explicit or spontaneous), which is complementary to previous numerical results [12, 13].

Our work confirmed one of future works proposed in [12]: the results (5.1)-(5.2) continue to hold for AdS$_2$ fixed points supported by a different hierarchy of scales for the energy
diffusion (magnetic fields).

In addition to the theory (or the hierarchy of scales)-independent property (5.1)-(5.2), we also found theory-dependent properties in (∆(0), φ_k) as

\begin{align}
\text{Magnetic field model:} & \quad \Delta(0) = 1, \quad \phi_k \sim T^{5/2}, \\
\text{Linear axion model:} & \quad \Delta(0) = 2, \quad \phi_k \sim T^{3/2}.
\end{align}

(5.3)

Compared with the linear axion model results, we may summarize the low T-scaling behavior of \( \phi_k \) for the energy diffusive hydrodynamic mode as

\[ \phi_k \sim T^{7/2 - \Delta(0)}. \tag{5.4} \]

It would be interesting to check if this scaling property holds for other value of \( \Delta(0) \) with different theories for the energy diffusive hydrodynamics. Moreover, it will be also interesting to investigate the scaling property of the shear diffusive hydrodynamics: only the case at finite chemical potential has been investigated so far [12]. In other words, we may fill in the empty blanks in Fig. 9. In particular, the shear diffusion mode with magnetic fields\(^\text{15}\) may produce interesting features because the hydrodynamic mode is the subdiffusive mode \((\omega = -iD_{\text{shear}} k^4) \) (A.13).

Another interesting future direction will be to investigate the connection between the pole-skipping and the breakdown of hydrodynamics. The pole-skipping point \((\omega_*, k_*)\) [31, 49] is

\[ \omega_* = i \lambda_L, \quad k_*^2 = -\frac{\lambda_L^2}{v_B^2}. \tag{5.5} \]

where \( \lambda_L = 1/\tau_L = 2\pi T \) is the Lyapunov exponent, \( v_B \) butterfly velocity and this pole-skipping point passes through the energy diffusion mode at low \( T \)

\[ \omega_* = -i D k_*^2 \rightarrow D = \frac{\omega_*}{k_*^2} = \frac{v_B^2}{\lambda_L} \quad \text{as} \quad T \rightarrow 0, \tag{5.6} \]

where (5.5) is used in the last equality.

At low \( T \), we may rewrite the collision point \((\omega_c, k_c)\) responsible for the breakdown of hydrodynamics as

\[ \omega_c = -i \lambda_L \Delta(0), \quad k_c^2 = \frac{i \omega_c}{D} = \frac{\lambda_L^2}{v_B^2} \Delta(0), \tag{5.7} \]

where we can use \( D \) (5.6) because the temperature is low. Then, comparing (5.5) with (5.7), it is parametrically possible to make \((\omega_*, k_*) = (\omega_c, k_c) \) at \( \Delta(0) = -1 \), which may imply the pole-skipping phenomena might be related to the breakdown of hydrodynamics.

Last but not least, it will be also interesting to figure out some phenomenological

\(^{15}\)The shear diffusion mode with axion charge may require further analysis due to the absence of the hydrodynamic mode.
The summary for the study of the breakdown of hydrodynamics with \( (\omega_{eq}, k_{eq}) \). Red region is investigated in [12] and the blue region is considered in this paper.

Effects of the equilibration velocity \( (v_{eq} := |\omega_c|/|k_c|) \), of which the ratio between \( v_{eq} \) and \( v_B \) follows

\[
\frac{v_{eq}}{v_B} = \sqrt{\Delta(0)},
\]

where (5.7) is used. We leave these subjects as future works and hope to address them in the near future.
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A Magneto-hydrodynamics

The magneto hydrodynamics in \((2+1)\) dimensions is given in [18, 19, 31]. For the convenience of the reader, we also present it as follows.

The relevant field theory equation of motions are the conservation laws:

\[
\partial^\nu T_{\mu\nu} = F_{\mu\nu} J^\nu, \quad \partial_\mu J^\mu = 0,
\]
where \( T_{\mu\nu} \) is the stress energy tensor, \( J^\mu \) is the current and \( F_{\mu\nu} \) is the external electromagnetic field. For the case under consideration, \( F_{\mu\nu} \) is taken to be magnetic as

\[ F_{tx} = 0, \quad F_{ty} = 0, \quad F_{ij} = \epsilon_{ij} H, \quad (A.2) \]

where \( i, j = (x, y) \). To first order in derivatives, \( T_{\mu\nu} \) and \( J^\mu \) can be given by the standard expression:

\[
T_{\mu\nu} = \epsilon u^\mu u^\nu + P \Delta_{\mu\nu} - \eta \left( \Delta_{\mu\alpha} \Delta_{\nu\beta} (\partial_{\alpha} u_{\beta} + \partial_{\beta} u_{\alpha}) - \Delta_{\mu\nu} \partial_{\gamma} u^\gamma \right),
\]

where \( \Delta_{\mu\nu} = \eta_{\mu\nu} + u^\mu u^\nu \), \( u^\mu \) is the fluid 3-velocity, \( \epsilon \) and \( P \) are the energy density and the pressure respectively, and \( \eta \) is the shear viscosity. Similarly, the current is given by

\[
J^\mu = \rho u^\mu + \sigma Q \Delta_{\mu\nu} (\partial_{\nu} u^\mu - \mu T \partial_{\nu} T),
\]

where \( \rho \) is the charge density, \( \mu \) is the chemical potential, \( T \) is the temperature and \( \sigma Q \) is the conductivity coefficient. For the study of fluctuation around the equilibrium in which \( u^\mu = (1, 0, 0) \), \( T = \text{constant} \), \( \mu = \text{constant} \),

\[
\delta T = T - T_{\text{eq}}, \quad \delta u^\mu = u^\mu - u_{\text{eq}}^\mu,
\]

we choose \((\delta u_x, \delta u_y, \delta T, \delta \mu)\) as the independent variables. Then, with the plane wave form \( e^{-i \omega t + ik x} \), one can find the eight relevant fluctuations:

\[
\delta T^{\mu\nu}, \quad \delta T^{x\mu}, \quad \delta T^{y\mu}, \quad \delta T^{xy}, \quad \delta T^{xx}, \quad \delta J^t, \quad \delta J^x \quad \delta J^y.
\]

For the specific form of (A.6), see equation (2.14) and (2.15) in [18]. After putting all the fluctuations (A.6) into the equation (A.1) and performing a Fourier transformation, we can get the four coupled equations:

\[
0 = \omega \left( \left( \frac{\partial \epsilon}{\partial \mu} \right)_T \delta \mu + \left( \frac{\partial \epsilon}{\partial T} \right)_\mu \delta T \right) - k(\epsilon + P) \delta u_x,
\]

\[
0 = \omega(\epsilon + P) \delta u_x - k \left( \left( \frac{\partial P}{\partial \mu} \right)_T \delta \mu + \left( \frac{\partial P}{\partial T} \right)_\mu \delta T \right) + ik^2 \eta \delta u_x + i\sigma Q H^2 \delta u_x + i H \rho \delta u_y,
\]

\[
0 = \omega(\epsilon + P) \delta u_y - k H \sigma Q \left( \delta \mu - \frac{\mu}{T} \delta T \right) - i H \rho \delta u_x + i\sigma Q H^2 \delta u_y + ik^2 \eta \delta u_y,
\]

\[
0 = \omega \left( \left( \frac{\partial \rho}{\partial \mu} \right)_T \delta \mu + \left( \frac{\partial \rho}{\partial T} \right)_\mu \delta T \right) - k \rho \delta u_x + k \sigma Q H \delta u_y + ik^2 \sigma Q \left( \delta \mu - \frac{\mu}{T} \delta T \right).
\]

(A.7)

Although these equations are all coupled with each other, if we consider zero charge density (\( \rho = 0 \)) and no chemical potential (\( \mu = 0 \)) which is the same condition\(^\text{16} \) used for the holographic computation in this paper, these equations can be simplified and decoupled

\(^\text{16} \) In addition to zero charge condition, motivated by M2-brane magneto hydrodynamics, we may set \( \left( \frac{\partial \rho}{\partial T} \right)_\mu = \left( \frac{\partial \rho}{\partial \mu} \right)_T = 0, \left( \frac{\partial \rho}{\partial \mu} \right)_T \neq 0, \left( \frac{\partial \rho}{\partial T} \right)_\mu \neq 0. \)
into two independent pairs: i) sound channel; ii) shear channel.

**Sound channel:** The first pair of equation is called sound channel and it reads as

\[
\begin{align*}
\omega \left( \frac{\partial \epsilon}{\partial T} \right)_\mu \delta T - k(\epsilon + P)\delta u_x &= 0 , \\
\omega(\epsilon + P)\delta u_x - k \left( \frac{\partial P}{\partial T} \right)_\mu \delta T &+ ik^2\eta \delta u_x + i\sigma Q H^2 \delta u_x = 0 .
\end{align*}
\] (A.8)

Combining these two equations, we can obtain one equation about \( \omega \), which is a second order equation for \( \omega \). Then, by solving it, we get two dispersion relations \( \omega(k) \). When \( H = 0 \), the equation gives the sound mode with the dispersion relation\(^\text{17}\):

\[
(H = 0) : \quad \omega = \pm \sqrt{\frac{\partial P}{\partial \epsilon} k^2} - \frac{i \eta}{2(\epsilon + P)} k^2 + O(k^3) .
\] (A.9)

On the other hand, when the magnetic field is turned on, the equation gives the dramatically changed dispersion relations:

\[
(H \neq 0) : \quad \omega = -i\frac{\sigma Q H^2}{\epsilon + P} + O(k^2) , \quad \omega = -i \frac{\partial P}{\partial \epsilon} \frac{\epsilon + P k^2}{\sigma Q H^2} + O(k^4) .
\] (A.10)

As it has been explained in [18, 19], this drastic change occurs because, as one can see from (A.8), the small \( H \) limit does not commute with the hydrodynamic limit of small \( \omega \) and \( k \). Thus, the magnetic field cannot be considered as a small perturbation.

**Shear channel:** The second pair of equations is called the shear channel and it gives

\[
\begin{align*}
\omega(\epsilon + P)\delta u_y - kH\sigma Q \delta \mu + i\sigma Q H^2 \delta u_y + ik^2\eta \delta u_y &= 0 , \\
\omega \left( \frac{\partial \rho}{\partial \mu} \right)_T \delta \mu &+ k\sigma Q H \delta u_y + ik^2\sigma Q \delta \mu = 0 .
\end{align*}
\] (A.11)

When \( H = 0 \), these equations give two diffusive modes:

\[
(H = 0) : \quad \omega = -i \frac{\sigma Q H^2}{\epsilon + P} k^2 , \quad \omega = -i \frac{\eta}{\epsilon + P} k^2 ,
\] (A.12)

where the first (second) one is called the charge (shear) diffusion mode. In the presence of magnetic field, these diffusive modes also undergo a dramatic change:

\[
(H \neq 0) : \quad \omega = -i \frac{\sigma Q H^2}{\epsilon + P} + O(k^2) , \quad \omega = -i \frac{\eta}{H^2 \left( \frac{\partial \rho}{\partial \mu} \right)_T} k^4 + O(k^6) .
\] (A.13)

\(^{17}\)We correct the typo in [18, 19]: there should be factor \( 1/2 \) in \( k^2 \) order.
B Axion model

B.1 Holographic setup

We consider the axion model in (3+1) dimensions as

$$S = \int d^4x \sqrt{-g} \left( R + 6 - X^N \right)$$  \quad (B.1)

where

$$X := \frac{1}{2} \sum_{i=1}^{2} (\partial \varphi_i)^2, \quad \varphi_i = m x_i.$$  \quad (B.2)

The background metric is given as

$$ds^2 = -f(r) dt^2 + \frac{1}{f(r)} dr^2 + r^2(dx^2 + dy^2),$$  \quad (B.3)

where

$$f(r) = r^2 - \frac{m_0}{r} + \frac{m_0^2}{2(2N-3) r^{2N-2}}, \quad m_0 = r_h^2 \left( 1 + \frac{m_0^2}{(4N-6) r_h^{2N}} \right),$$  \quad (B.4)

here $m_0$ is determined by the condition $f(r_h) = 0$.

The temperature reads

$$T = \frac{1}{4\pi} \left( 3 r_h - \frac{m_0^2}{2 r_h^{2N-1}} \right).$$  \quad (B.5)

Based on the background geometry, we study the longitudinal sector as

$$\delta g_{tt} = h_{tt}(r) e^{-i\omega t + ik x}, \quad \delta g_{tx} = h_{tx}(r) e^{-i\omega t + ik x}, \quad \delta g_{xx} = h_{xx}(r) e^{-i\omega t + ik x}, \quad \delta g_{yy} = h_{yy}(r) e^{-i\omega t + ik x}, \quad \delta \varphi_x = \psi_x(r) e^{-i\omega t + ik x}. $$  \quad (B.6)

B.2 Gauge-invariant perturbations

We choose the following deffeomorphism and gauge-invariant combinations:

$$Z_H := \frac{4k}{\omega} h_t^x + 2h_x^x - \left( 2 - \frac{k^2}{\omega^2} f'(r) \right) h_y^y + \frac{2k^2}{\omega^2} \frac{f(r)}{r^2} h_t^y, $$

$$Z_A := \psi_x + \frac{im}{2k} (h_x^x - h_y^y),$$  \quad (B.7)
where we raised an index on fluctuation fields using the background metric (B.4). Then, we can obtain the second order equations for $Z_H$ and $Z_A$ of the following form\(^\text{18}\):

\[
\begin{align*}
0 &= A_H Z''_H + B_H Z'_H + C_H Z'_A + D_H Z_H + E_H Z_A, \\
0 &= A_A Z''_A + B_A Z''_H + C_A Z'_H + D_A Z'_A + E_A Z_H + F_A Z_A.
\end{align*}
\]

(B.8)

Since the coefficients of equations are lengthy and cumbersome we will not write them out in this paper.

Next, we solve the equations of motion (B.8) with two boundary conditions: one from incoming boundary condition at the horizon and the other from the AdS boundary. First, near the horizon ($r \to r_h$) the variables are expanded as

\[
\begin{align*}
Z_H &= (r - r_h)^{\nu_+} \left( Z_H^{(I)} + Z_H^{(II)} (r - r_h) + \ldots \right), \\
Z_A &= (r - r_h)^{\nu_-} \left( Z_A^{(I)} + Z_A^{(II)} (r - r_h) + \ldots \right).
\end{align*}
\]

(B.9)

where $\nu_\pm := \pm i\omega/4\pi T$ and we choose $\nu_- := -i\omega/4\pi T$ for the incoming boundary condition. After plugging (B.9) into equations (B.8), one can find that higher order horizon coefficients are determined by two independent horizon variables : ($Z_H^{(I)}, Z_A^{(I)}$).

Near the AdS boundary ($r \to \infty$), the asymptotic behavior of solutions depends on the symmetry breaking patterns.

**Example 1: the explicit symmetry breaking case ($N = 1$).** For the explicit symmetry breaking, the asymptotic behavior of solutions is

\[
\begin{align*}
Z_H &= Z_H^{(S)} r^0 (1 + \ldots) + Z_H^{(R)} r^{-3} (1 + \ldots), \\
Z_A &= Z_A^{(S)} r^0 (1 + \ldots) + Z_A^{(R)} r^{-3} (1 + \ldots),
\end{align*}
\]

(B.10)

where the superscripts mean that ($S$) is the source term and ($R$) is a response term.

**Example 2: the spontaneous symmetry breaking case ($N = 3$).** For the spontaneous symmetry breaking, they expand as

\[
\begin{align*}
Z_H &= Z_H^{(S)} r_1 (1 + \ldots) + Z_H^{(R)} r^0 (1 + \ldots), \\
Z_A &= Z_A^{(S)} r_1 (1 + \ldots) + Z_A^{(R)} r^0 (1 + \ldots).
\end{align*}
\]

(B.11)

**The determinant method for the quasi-normal modes:** We can compute the quasi-normal modes by employing the determinant method. Using the shooting method, we can construct the matrix of sources with the source terms near the boundary:

\[
S = \begin{pmatrix} Z_H^{(S)(I)} & Z_H^{(S)(II)} \\ Z_A^{(S)(I)} & Z_A^{(S)(II)} \end{pmatrix},
\]

(B.12)

\(^{18}\)In (B.8), there are two equations. Substituting the second equation into the first equation, one can obtain a single equation of motion for $Z_A$ when $N = 1$. 

---

\[ - 21 - \]
where the $S$-matrix is $2 \times 2$ matrix because we can get two independent solutions with two independent shooting variables at the horizon (B.9). Note that $I(II)$ in (B.12) denotes that the source terms are obtained by the $I(II)$ th shooting.

Finally, the quasi-normal mode spectrum, the dispersion relation in which the holographic Green’s functions have a pole, can be given by the value of $(\omega, k)$ for which the determinant of $S$-matrix (B.12) vanishes.

**B.3 Near-horizon perturbation equations**

In this section, we study the perturbation equation (B.8) in the AdS$_2 \times \mathbb{R}^2$ spacetime that emerges near the horizon at low temperatures. We will closely follow the method given in the appendix A in [12] and we will show that our computations reproduce results in [12] when $N = 1$. This section can be considered as the generalization of [12].

**The extremal geometry of the axion model.** Let us first discuss the small temperature condition. From (B.5), one can check the temperature becomes zero at

$$r_h = r_e, \quad r_e := \frac{m}{6 \pi N}.$$  \hspace{1cm} (B.13)

Thus, by putting the following relation into (B.5)

$$T = 0 + \epsilon \delta T, \quad r_h = r_e + \epsilon \zeta_h, \quad (B.14)$$

and take $\epsilon \to 0$, we can find the small temperature correction $\zeta_h$ as

$$\zeta_h = \frac{2\pi}{3N} \delta T.$$  \hspace{1cm} (B.15)

Next, in order to obtain the extremal geometry, one can consider the following coordinate transformation [12, 35] in (B.3)

$$r = r_e + \epsilon \zeta, \quad r_h = r_e + \epsilon \zeta_h, \quad t = \frac{u}{\epsilon},$$  \hspace{1cm} (B.16)

and take $\epsilon \to 0$. Then we can change the coordinate from $(t, r)$ to $(u, \zeta)$ as follows

$$ds^2 = -\frac{\zeta^2}{L^2} \left(1 - \frac{\zeta_h}{\zeta}\right)^2 du^2 + \frac{L^2}{\zeta^2 \left(1 - \frac{\zeta_h}{\zeta}\right)^2} d\zeta^2 + r_e^2 (dx^2 + dy^2),$$  \hspace{1cm} (B.17)

where the AdS$_2$ radius of curvature is $L^2 = 1/(3N)$. Note that this geometry corresponds to the AdS$_2 \times \mathbb{R}^2$ geometry with the small temperature correction ($\zeta_h$), i.e., $\zeta$ runs from $\zeta = \zeta_h$ to $\zeta = \infty$ (the AdS$_2$ boundary).

**The perturbation equation in the extremal geometry:** Using the following coordinate transformation,

$$r = r_e + \epsilon \zeta, \quad r_h = r_e + \epsilon \zeta_h, \quad \omega = \epsilon \zeta \omega,$$  \hspace{1cm} (B.18)
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we can obtain the perturbation equations (B.8) in the extremal geometry (B.17) in $\epsilon \to 0$ limit. Note that (B.18) is the Fourier space version of (B.16).

At the leading order in $\epsilon$, one can check only the second perturbation equation in (B.8) survives: the first perturbation equation starts at $O(\epsilon)$ order. In particular, the survived equation of motion is composed of only one field $Z_A(\zeta)$:

$$
\partial_\zeta^2 Z_A + \left(\frac{2\zeta}{\zeta^2 - \zeta_h^2}\right) \partial_\zeta Z_A + \left(\frac{\zeta^2}{9N^2(\zeta^2 - \zeta_h^2)^2} - \frac{2\left(1 + \frac{1-N}{2}\frac{\ell^2}{m^2}\right)}{\zeta^2 - \zeta_h^2}\right) Z_A = 0. \tag{B.19}
$$

Note that, when $N = 1$ this becomes the same equation given in [12], which is constructed with the master field.

Near the AdS$_2$ boundary ($\zeta \to \infty$), the solution is expanded as

$$
Z_A = Z^{(S)} \zeta^{\Delta(k)-1} + Z^{(R)} \zeta^{-\Delta(k)}, \tag{B.20}
$$

where $\Delta(k)$ depends on the value of $N$ as

$$
\Delta(k) = \frac{1}{2} \left(1 + \sqrt{9 + 2\frac{2N+1}{N} \frac{1-N}{3} \frac{\ell^2}{m^2}}\right). \tag{B.21}
$$

Then, the infra-red Green’s function can be found explicitly by solving the equations (B.19) and imposing the usual AdS/CFT rules\textsuperscript{19} at the AdS$_2$ boundary ($\zeta \to \infty$) [35, 36]

$$
\mathcal{G}_{IR} \propto \frac{Z^{(R)}}{Z^{(S)}}, \tag{B.22}
$$

where $Z^{(S)}, Z^{(R)}$ are coefficients in (B.20). Let us show the explicit form of the infra-red Green’s function

$$
\mathcal{G}_{IR} = \frac{2\Delta(k) - 1}{2} \left(\frac{3N}{\pi}\right)^{1-2\Delta(k)} T^2 \Delta(k) \Gamma\left(\frac{1}{2} - \Delta(k)\right) \Gamma\left(\Delta(k) - \frac{i\omega}{2\pi T}\right) \Gamma\left(\frac{1}{2} + \Delta(k)\right) \Gamma\left(1 - \Delta(k) - \frac{i\omega}{2\pi T}\right) \tag{B.23}
$$

where when $N = 1$ this becomes the same infra-red Green’s function [12]\textsuperscript{20}. Thus, we showed that the axion parameter $N$ can change two things in $\mathcal{G}_{IR}$: i) the overall pre-factor; ii) $\Delta(k)$ (B.21).

From (B.23), at any non-zero temperature the infra-red Green’s function has a series of poles along the negative imaginary frequency axis at the locations

$$
\omega_n = -i 2\pi T \left(n + \Delta(k)\right), \quad n = 0, 1, 2, \ldots. \tag{B.24}
$$

In order to reconstruct $G_{\epsilon \epsilon}$ (the energy density green’s function) analytically, one must extend the near-horizon solutions through the rest of the spacetime, which is difficult to

\textsuperscript{19}The general solution has the associated Legendre function of the second kind which corresponds to the out-going solution at $\zeta = \zeta_h$, so we should discard it.

\textsuperscript{20}We also replace notations: $\delta T \to T$, $\zeta_\omega \to \omega$. 
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do. However, it is enough to observe that \( G_{\epsilon\epsilon} \) exhibits poles where its locations approach those of the poles of \( G_{IR} \) as \( k, T \to 0 \) \[^{[12]}\]. Specifically, this means that in this limit \( G_{\epsilon\epsilon} \) exhibits poles at

\[
\omega_n = -i \frac{2\pi}{T} (n + \Delta(0)), \quad n = 0, 1, 2, \ldots .
\]  

(B.25)

Therefore, we expect the equilibration frequency \( (\omega_{eq} := \omega_{n=0}) \) for general \( N \) would be

\[
\frac{\omega_{eq}}{2\pi T} = -i \Delta(0) = -2i.
\]  

(B.26)

where from (B.21), \( \Delta(0) = 2 \) for all \( N \).
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