Sub-gap Fano resonances in a topological superconducting wire with on-site Coulomb interactions
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Abstract
We consider theoretically a 1D-semiconducting wire with strong Rashba interaction in proximity with s-wave superconductor, driven into topological phase by external magnetic field. Additionally, we take into account on-site Coulomb interactions inside the wire. The system is modelled by a tight binding Hamiltonian with Rashba hopping term and induced s-wave superconductivity. Calculations are performed utilizing recursive Green’s function method, and Coulomb interactions are treated selfconsistently within Hubbard I approximation. For the Hubbard levels residing within p-wave superconducting gap, particle–hole symmetric four-resonance structure develops in the density of states, apart from Majorana resonance. One pair of particle–hole symmetric resonances is created by the discrete II-Hubbard levels of the particular site, and the second pair of Hubbard sub-bands originates from recursive summation over the sites of the wire. Quantum interference between both types of pairs of states creates in-gap charge-conjugated Fano resonances with opposite asymmetry factors. We demonstrate that when quantum interference is dominated by two-particle tunneling, the Majorana resonance is strongly diminished, while it is not altered when single-particle tunneling dominates in interference process. We also discuss some consequences for experimental distinction of true Majorana states, and show that on-site Coulomb interactions support the appearance of topological phase.
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1. Introduction
Majorana fermions, exotic quantum particles being their own antiparticles, were proposed by Majorana [1] as a real solution of Dirac equation. Recently their realization in solid state has been theoretically predicted, and then it was realized experimentally [2, 3]. In solid state heterostructures they appear as quasiparticles, so called Majorana zero-modes (MZMs) [4]. The quest for creating them in solid state is not only due to their exotic properties per se, but also due to the possibility of performing with them logical operations, free of local decoherence processes [5, 6]. The most promising for Majorana braiding operations are MZMs at the ends of a topological wire [7–9], which is realized in heterostructures comprising a quasi-1D semiconducting wire with strong spin–orbit (SO) interaction proximitized to s-wave superconductor. This setup was implemented experimentally by Mourik et al [10] and further realizations were continued by other researchers [11–18]. When subjected to external magnetic field perpendicular to SO Rashba field, the wire enters topological state with effective p-wave pairing.

MZMs emerging in solid state are inevitably subjected to the influence of various processes present in this environment. Beside of decoherence processes [19], the influence
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of Coulomb interactions and quantum interference on MZM formation is of the most importance.

Coulomb interactions between electrons are fundamental and unavoidable phenomenon in solid state. They modify various properties of materials in a dramatic way. The most spectacular examples are Hubbard–Mott transition [20] and Kondo effect [21], which gained a new insight and control of parameters when reproduced in nanodevices [22].

Majorana quasiparticles and generally topological superconducting state in presence of Coulomb interactions gained large interest and were investigated theoretically. In Kitaev chains, the paradigm of topological superconductor, the influence of nearest neighbour interactions were investigated [23–33], focusing on the change of the ground state and parity of the model, decoherence and braiding. The influence of the on-site Coulomb interactions on the topological phase diagram was also intensively investigated by various methods and models, proving that these interactions promote the emergence of topological state [34–49]. Charging effects in electron transport were also investigated in so-called Coulomb islands made of the section of topological wire [50–56].

Interestingly, it was also demonstrated that Coulomb interactions can induce topological transition in the system with no SO interaction [57–59], as they mix the spins of interacting electrons.

Quantum interference as a characteristic manifestation of quantum mechanics, has also gained renewed interest when observed in controlled environment in nanostructures [60]. Interestingly, interpretation of the spectra of ionized atoms was also in the field of interest of Majorana [61], and then the theory of characteristic antisymmetric resonances in the atomic spectra has been further developed by Fano [62], whose work is a direct continuation of Majorana findings [63].

Fano resonances in the presence of MZMs were investigated in various transmission geometries, allowing quantum interference between multiple propagation paths, one of them being the Majorana channel [64–73]. The purpose of such approaches was mainly identification of Majorana states due to their chirality, manifested when MZM is tunnel-coupled to external reservoirs.

In the present paper we demonstrate, how the coexistence of quantum interference and Coulomb interactions in a 1D-topological wire influences the formation of Majorana resonance in the density of states. When the discrete Hubbard levels at each site enter the superconducting gap, they acquire their charge-conjugated hole counterparts. The appearance of the particle-hole symmetric Hubbard resonances at each site produces globally quasiparticle Hubbard sub-bands in the density of states of the wire. The local Hubbard quasiparticle resonances of a particular site are also visible in the density of states of the wire, when calculated at a particular site. The end-sites of the wire are of special importance, because the MZM wave functions localize there, when the wire is driven into topological state. We demonstrate that, as a result of quantum interference between the particle–hole symmetric pairs of local in-gap quasiparticle Hubbard resonances and pairs of in-gap quasiparticle Hubbard sub-bands, characteristic particle-hole symmetric Fano resonances with opposite $g$-asymmetry parameters, form inside the topological superconducting gap. This quantum interference is mediated by propagation of superconducting pairs at Fermi energy, and it influences the formation of the Majorana resonance. When two-particle tunneling processes between local Hubbard levels and Hubbard bands dominate, the Majorana resonance is diminished considerably, whereas for the dominance of one-particle tunneling processes the Majorana resonance remains unaltered. The dominance of the particular type of tunneling, in turn, depends on the relative positions of the interfering sub-gap levels; two-particle tunneling dominates when the interfering levels are positioned in the opposite charge-conjugated sectors: particle or hole, and single-particle tunneling dominates when both the interfering levels are in the same sector. Eventually, the Majorana resonance vanishes completely when a pair of particle-hole local Hubbard levels is shifted into resonance with Fermi energy by a magnetic field.

The paper is organized as follows. The Hamiltonian of a wire with large SO coupling and in proximity of $s$-wave superconductor, as well as the description of the calculation method, is presented in section 2. In section 3 the numerical results are presented, and two toy models are introduced for their interpretation, followed by discussion and suggestions for an experimental realization. The last section includes conclusions, and the details of calculations are presented in appendices.

2. The model and calculation approach

The semiconducting wire with large SO interaction is modelled by the tight-binding Hamiltonian with on-site local Coulomb interactions. The wire is in proximity to $s$-wave superconductor, which induces superconducting pairing in it. Additionally, the wire is subjected to an external magnetic field, which can drive the wire into topological state. Coulomb interactions at each site of the wire are treated within Hubbard I approximation; as a result two Hubbard resonances (per spin), separated by the Coulomb repulsion $U$, form in the density of states of each site.

The wire is set along $x$-direction, subjected to external magnetic field, $V_z$, in $z$-direction, perpendicular to SO Rashba field. It is described by the Hamiltonian [34, 74]:

$$H_{\text{wire}} = H_0 + H_{\text{so}} + H_{\text{sc}} + H_{\text{int}},$$

where:

$$H_0 = \sum_{j=1}^{N} c_{j\uparrow}^{\dagger} c_{j\downarrow} + \sum_{j=1}^{N-1} \left( c_{j+1\sigma}^{\dagger} c_{j\sigma} + \text{h.c.} \right),$$

$$H_{\text{so}} = \sum_{j=1}^{N-1} \sum_{\sigma,\sigma'} (-i\gamma_{\text{so}}) \hat{c}_{j\uparrow}^{\dagger} \hat{\sigma}_{\sigma\sigma'} \hat{c}_{j\downarrow} + \text{h.c.},$$

$$H_{\text{sc}} = \Delta \sum_{j=1}^{N} \left( c_{j\uparrow}^{\dagger} c_{j\downarrow} + c_{j\downarrow}^{\dagger} c_{j\uparrow} \right),$$

$$H_{\text{int}} = \sum_{j=1}^{N} U n_{j\uparrow} n_{j\downarrow},$$

and

$$\gamma_{\text{so}} = \gamma_{\text{so}} \sum_{\sigma,\sigma'} \sigma_{\sigma\sigma'},$$

where $\gamma_{\text{so}}$ and $\Delta$ are SO interaction and tunneling strength, respectively.
where $\epsilon_{i\uparrow} = -(\mu - 2t) \mp V_z$. $H_0$ describes tight-binding part of the Hamiltonian with $t = \hbar^2 / (2m' a^2)$-nearest neighbor hopping amplitude between the sites, with chemical potential $\mu$, subjected to the magnetic field, $m'$ being the effective electron mass and $a$ the lattice constant. The operator $c_{j\sigma}$ creates an electron at the site $j$ of the wire. $H_{so}$ describes the effect of SO Rashba coupling with $\alpha = \alpha_0 \sqrt{2E_{so}}$, $E_{so} = m'a^2 / (2\hbar^2)$, and $\alpha$ the SO coupling strength in the wire [75]. $H_{int}$ describes induced superconducting pairing with amplitude $\Delta$, assumed to be real. Finally, $H_{int}$ describes on-site Coulomb interactions.

In our numerical studies we assumed the tight-binding hopping to be the energy unit, and relations between other parameters have been chosen to favor topological phase [34, 75]: $t > t_{so} > \Delta$ with $\Delta = 0.2$, and $t_{so} = 2\Delta$, and chemical potential $\mu = 1$. The wire has been assumed to have the length of $N = 300$ sites. For the hopping amplitude $t = 10$ meV, the lattice constant $a = 15$ nm, which yields the wire length $L = 4.5$ $\mu$m, comparable to the wire dimension investigated experimentally [10]. The topological phase is induced by the increase of the magnetic field, and exists for fields above the critical value $|V_z| > V_{z\text{c}} = \sqrt{\mu^2 + \Delta^2}$ [8, 9]. The on-site Coulomb interactions inside the wire are treated within Hubbard I approximation. Their main effect is the appearance of additional sub-gap states, which, as we demonstrate, can have substantial effect on the MZM formation.

Details of calculations can be found in appendix A.

3. Results and discussion

3.1. Majorana resonance in presence of in-gap Fano resonances

To study our system we calculate the density of states of the wire in topological state at its end-site $i = 1$, $\rho(\omega) = \rho_{\sigma}(\omega) = -(1/\pi)\text{Im}[\hat{G}_{11}(\omega)]_{1,1} + \hat{G}_{11}(\omega)_{2,2}]$ (see appendix A). Density of states can easily be measured experimentally by tunneling spectroscopy; examining differential conductance between spin-polarized STM tip and the wire vs energy and tip distance [76], or between the topological wire and a normal metal electrode [77].

The Hubbard I approximation for on-site Coulomb interactions has a strong effect of the appearance of Hubbard resonances $\epsilon_{i\uparrow}$ and $\epsilon_{i\downarrow}$, separated by Coulomb repulsion $U$. For the discussion of the results, it is worth to analyze the sequence of Hubbard levels which arise at each site $i$. Caused by induced superconductivity present in the wire, the particle (p) Hubbard levels acquire their charge-conjugated hole (h) counterparts. Their (p)-location follows from the poles of the diagonal matrix elements (1, 1) and (2, 2) of $\hat{g}_{0}$, (A.15):

$\epsilon_{i\uparrow} = \epsilon_{i\downarrow} = -(\mu - 2t) - V_z$, $\epsilon_{i\uparrow} = \epsilon_{i\downarrow} + U = -(\mu - 2t) + U - V_z$, $\epsilon_{i\uparrow} = \epsilon_{i\downarrow} = -(\mu - 2t) + V_z$, $\epsilon_{i\uparrow} = \epsilon_{i\downarrow} + U = -(\mu - 2t) + U + V_z$.

Location of the $h$-levels follows form the poles of the diagonal matrix elements (3, 3) and (4, 4) of $\hat{g}_{0}$ and is particle–hole symmetric with respect to $p$-levels: $\epsilon_{i\uparrow} = -\epsilon_{i\downarrow}$, $K = I, II$ and $\sigma = \downarrow, \uparrow$.

For the parameters utilized in the numerical calculations, the profound influence on the Majorana resonance originates from the 1st Hubbard level $\epsilon_{1\uparrow}^{hb}$ and its counterpart $\epsilon_{1\downarrow}^{hb}$; shifted by the magnetic field into the topological superconducting gap. Note that in the topological phase the index $\downarrow$ should be regarded as chiral index of the active sub-band, distinguished by the direction of the external magnetic field [78–80], in our case $V_z > 0$.

We present the results of the density of states of the wire for the on-site Coulomb repulsion $U = 2.5\Delta$ and magnetic field $V_z > V_{z\text{c}}$, the wire being in topological phase. $V_{z\text{c}}$ denotes the value of magnetic field by which $\epsilon_{1\downarrow}^{hb} = \epsilon_{1\uparrow}^{hb}$. As we demonstrate below, for $V_z < V_{z\text{c}}$ and for $V_z > V_{z\text{c}}$ very distinct impact on MZM resonance can be observed when the sub-gap levels are shifted by magnetic field.

Figure 1 displays density of states calculated recursively for the wire in topological phase, for magnetic field $V_z < V_{z\text{c}}$ increasing from (a) to (d). As a consequence of entering of the charge-conjugated pair of Hubbard levels $\epsilon_{1\uparrow}^{hb}$ and $\epsilon_{1\downarrow}^{hb}$ into the superconducting gap, the density of states has a richer structure as compared to noninteracting case (dashed lines). Apart from Majorana resonance pinned at Fermi energy, two pairs of particle–hole symmetric peaks are observed in the density of states. The large and broad pair is a result of recursive summation over the sites of the wire from $i = 2$ to $N$, each with $\epsilon_{i\uparrow}^{hb}$ and $\epsilon_{i\downarrow}^{hb}$ pair, and form two Hubbard sub-bands marked as Hb and Hp. Another pair of resonances, with characteristic asymmetric shape, arise from the local pair of $\epsilon_{1\uparrow}^{hb}$ and $\epsilon_{1\uparrow}^{hb}$ of the first site, marked as Hf and Pf in the picture. The asymmetric Fano shape is caused by quantum interference of these discrete sites with Hubbard sub-bands, and the relation of the Fano asymmetry parameters of charge-conjugated resonances is $q_{ph} = -q_{fh}$.

The mechanism of appearance of these resonances is discussed in detail within toy model I.

As the magnetic field increases, and shifts the pair $\epsilon_{1\downarrow}^{ph}$ towards Fermi energy, the Majorana peak is strongly diminished up to the magnetic field value $V_z = V_{z\text{c}}$, when it is destroyed completely for $\epsilon_{1\downarrow}^{ph} = \epsilon_{F}$. The characteristic diminishing of the Majorana peak, as demonstrated in toy model I, is caused by two-particle dominated tunneling on Fermi energy between discrete $\epsilon_{i\uparrow}^{ph}$ levels and Hubbard sub-bands. For $V_z < V_{z\text{c}}$ the tunneling takes place between discrete $i = 1$-site Hubbard level $\epsilon_{1\uparrow}^{hb}$ ($\epsilon_{1\downarrow}^{hb}$) positioned in the particle (hole) sector and the Hubbard sub-band positioned in hole (particle) sector.

An interesting feature emerges when the magnetic field is increased further, above $V_{z\text{c}}$ value, which is demonstrated in figure 2. For $V_z > V_{z\text{c}}$ the second Hubbard levels $\epsilon_{2\uparrow}^{hb}$ and $\epsilon_{2\downarrow}^{hb}$ exchange their positions in energy scale, as compared to the corresponding fields for $V_z < V_{z\text{c}}$. In panels (a) to (c), the dashed curves are the same as in figures 1(a)–(c) for the corresponding fields $V_z < V_{z\text{c}}$. Strikingly, the Majorana resonance is not diminished for $V_z > V_{z\text{c}}$. Although with the shift by the
Figure 1. Density of states calculated at the site \( i = 1 \) for magnetic field \( V_z \leq V_z^* \), increasing from (a) to (d)-solid lines. Dashed curves represent the curves calculated for the same parameters but \( U = 0 \). Panel (a) \( V_z = 1.42V_z^* \), panel (b) \( V_z = 1.43V_z^* \), panel (c) \( V_z = 1.44V_z^* \) and panel (d) \( V_z = V_z^* = 1.47V_z^* \). The curves are calculated for \( \tau = 1, \mu = 1, \Delta = 0.2, \tau_{so} = 0.4 \) and \( U = 2.5\Delta \).

magnetic field, the discrete Hubbard levels cross Fermi energy and exchange their positions, the Hubbard sub-bands do not change their positions. This feature is demonstrated in toy model I, where the exchange of the position of the impurity \( \epsilon_i \rightarrow -\epsilon_i \) does not alter the density of states of the superconductor. Thus, in this regime quantum interference takes place between discrete Hubbard levels, which have exchanged their positions and the broad Hubbard sub-bands which did not change their positions. This results in the quantum interference between discrete Hubbard levels and the Hubbard sub-bands positioned in the same particle or hole sector. As shown in toy model I, for such configuration single-particle tunneling dominates, which has negligible effect of MZM resonance.

For \( V_z = V_z^* \) the Hubbard levels \( \epsilon_{II}^{p1} = \epsilon_{II}^{p2} = \epsilon_F \), which results in a complete destruction of the Majorana resonance. This process is analyzed in toy model II; in the case of direct tunneling into Majorana zero mode, the processes of single-particle and two-particle tunneling have the same contributions.

We expect that moderate potential disorder will not alter substantially the picture of sub-gap Fano resonances. Namely, in presence of disorder, the location of the in-gap Hubbard sub-bands will be determined by the average position values of the pair of Hubbard levels, summed recursively over the length of the wire. The position of the local pair of Hubbard levels at the first site would also be modified by disorder, thus the positions of the Fano resonances were also modified, but without a substantial change of their shape.

The wire in its trivial state. Let us analyze for comparison the density of states of the wire at site \( i = 1 \) in its trivial state, by assuming the absence of SO interaction, \( \tau_{so} = 0 \). The results are presented in the upper panel of figure 3. The upper (lower) curves in this panel represent spin-down (spin-up) spectral densities calculated from \( \rho_\downarrow(\omega) = -(1/\pi)\text{Im}[\hat{G}_{1,1}(\omega)]_{1,1} \) (\( \rho_\uparrow(\omega) = -(1/\pi)\text{Im}[\hat{G}_{1,1}(\omega)]_{2,2} \)). The lower panel of figure 3 depicts the energy spectrum of the wire for the periodic model, calculated from equations (12) and (13). In the absence of SO interaction the spin quantum number becomes a conserved quantity. The superconducting gap is closed at finite momentum by touching of the lower particle and the higher hole bands (solid and dashed curves, respectively) at Fermi energy. The Fano resonance, with \( q_p > 0 \), visible in spin-down density of states, arises as a result of quantum interference between the discrete second Hubbard level \( \epsilon_{II}^{p1} \) of the first site with the lower quasiparticle band (solid curve in the lower panel). This band originates from spin-down band of the wire, in the absence of \( s \)-wave correlations. The resonance is shifted by the external magnetic field. At the same time the Fano resonance, with \( q_h < 0 \), arises due to quantum interference of the hole second Hubbard resonance \( \epsilon_{II}^{h1} \) with the higher
hole band (dashed curve in the lower panel), and is shifted by the magnetic field in the opposite direction with respect to the particle Fano resonance. Its evolution is visible in the spin-up density of states because in the presence of the s-wave ordering the hole quasiparticle band exhibits the majority of up spins as opposed to its particle counterpart with spin-down majority. When the wire is driven into topological phase transition, both particle and hole Fano resonances appear in the density of states of the common chirality, determined by the direction of external magnetic field.

3.2. Modification of the critical field by Coulomb interactions

To examine the influence of Coulomb interactions on the topological phase transition we perform the transformation into $k$-space of the original Hamiltonian and examine its spectrum. In the first step we perform the transformation of the noninteracting Hamiltonian $H_0 + H_\infty + H_\infty$ of (1).

After assuming closed periodic boundary conditions we take the expressions of the transformed operators for site $j$: $c_{j,\sigma} = (1/\sqrt{N})\sum_k \exp(-ikx_j)c_{k,\sigma}$ and the representation of the Dirac delta function: $\delta_{k,k'} = (1/N)\sum_{j=1}^N \exp[i(k-k')x_j]$.

The transformed Hamiltonian assumes the form:

$$H_0 = \sum_{k,\sigma} [\epsilon_{\sigma} - 2t \cos(ka)]c_{k,\sigma}^\dagger c_{k,\sigma},$$

$$H_\infty = 2it_\infty \sum_k (c_{k,\uparrow}^\dagger c_{k,\downarrow} - c_{k,\downarrow}^\dagger c_{k,\uparrow}) \sin(ka),$$

$$H_\infty = \sum_k (\Delta c_{k,\downarrow}^\dagger c_{-k,\uparrow} + \Delta^* c_{-k,\uparrow}^\dagger c_{k,\downarrow}),$$

where $\epsilon_{\sigma} = -(\mu - 2t) \mp V_z$ for spin $\sigma = \downarrow$ and $\sigma = \uparrow$, respectively.

In the next step we rewrite the Hamiltonian in the Nambu basis by introducing spinor $\Psi = (c_{k,\downarrow}, c_{k,\uparrow}, c_{k,\downarrow}^\dagger, c_{k,\uparrow}^\dagger)$, and diagonalize BdG Hamiltonian matrix:

$$H = \frac{1}{2} \sum_k \Psi^\dagger H_{\text{BdG}} \Psi + \frac{1}{2} \sum_{k,\sigma} [\epsilon_{\sigma} - 2t \cos(ka)],$$

$$H_{\text{BdG}} = \begin{pmatrix}
-\tilde{\epsilon}_{\downarrow} & \tilde{t}_{\infty} & -\Delta^* & 0 \\
-\tilde{t}_{\infty} & \tilde{\epsilon}_{\uparrow} & 0 & \Delta^* \\
-\Delta & 0 & -\tilde{\epsilon}_{\uparrow} & -\tilde{t}_{\infty} \\
0 & \Delta & -\tilde{t}_{\infty} & -\tilde{\epsilon}_{\downarrow}
\end{pmatrix}. $$

Here, we have introduced the abbreviations $\tilde{\epsilon}_{\sigma} = \epsilon_{\sigma} - 2t \cos(ka)$ and $\tilde{t}_{\infty} = 2it_{\infty} \sin(ka)$. Diagonalization of $H_{\text{BdG}}$
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matrix uncoversthe followingsub-bands:

\[ E_{1/2} = \pm \frac{1}{\sqrt{2}} (\sqrt{A - \sqrt{B}}), \]  
\[ E_{3/4} = \pm \frac{1}{\sqrt{2}} (\sqrt{A + \sqrt{B}}), \]  
\[ A = \tilde{t}^2 + \tilde{e}_1^2 + \tilde{e}_2^2 + 2\Delta^2, \]
\[ B = 4\tilde{t}\tilde{e}_1(\tilde{e}_1 + \tilde{e}_2)^2 + (\tilde{e}_1 - \tilde{e}_2)^2[(\tilde{e}_1 + \tilde{e}_2)^2 + 4\Delta^2]. \]

The critical magnetic field, at which the s-wave superconducting gap closes, follows from the relation \( A = \sqrt{B} \) when the lowest (highest) sub-band from particle (hole) sector, \( 12), touches Fermi level, as depicted in figure 4 by dashed lines, and has the value \( \nu_c^{s0} = \sqrt{\mu^2 + \Delta^2} \). Then the gap reopens as \( V_c \) increases and the system enters topological superconducting phase.

In order to demonstrate, how the presence of on-site electron correlations modify the opening the \( p \)-wave superconducting gap we apply Hartree–Fock (HF) approximation to the interacting term in Hamiltonian (1): \( U(n_{j\uparrow})n_{j\downarrow} \rightarrow U(n_{j\uparrow})n_{j\downarrow} + U(n_{j\uparrow})n_{j\downarrow} \rightarrow const. \) As a result, each localized level is renormalized by Coulomb interaction: \( \epsilon_{jo} \rightarrow \epsilon_{jo} + (n_{jo})U \). It is worth noticing that for the empty level, \( \langle n_{jo} \rangle = 0 \), and for the fully occupied level, \( \langle n_{jo} \rangle = 1 \), HF approximation is equivalent to Hubbard I approximation, thus the discussion of these two limiting cases is consistent with our approximation used for numerical calculations. Namely, for \( \langle n_{jo} \rangle = 0 \) in both HF and Hubbard I approximations the total spectral weight in the density of states is shifted to the bare \( \epsilon_{jo} \) level, whereas for high charge density, \( \langle n_{jo} \rangle = 1 \), and dominance of electron interactions the total spectral weight is shifted to \( \epsilon_{jo} + U \) level. The first case in equivalent to noninteracting model, and the second case, fully interacting, is easily obtained from the noninteracting model by the renormalization \( \epsilon_{jo} \rightarrow \epsilon_{jo} + U \). When substituting \( \epsilon_o \rightarrow \epsilon_o + U \) in (12) and (13), the s-wave gap closes for much lower magnetic field in comparison to the noninteracting case, as demonstrated in figure 4 by solid lines. Examining the condition for the gap closing we obtain the equation for the critical field modified by Coulomb interactions: \( \nu_c^{HF} = \sqrt{(\mu - U)^2 + \Delta^2} \). Thus, on-site Coulomb interactions promote the appearance of topological phase, a feature beneficial from the experimental standpoint. Similar conclusions were drawn from HF analysis and density matrix renormalization group approach [34].

3.3. Toy models

To achieve better understanding of our numerical results we introduce two toy models. In both the models we partition the wire into the first site \( i = 1 \) and the rest of the wire from \( i = 2 \) to \( i = N \), being in topological phase, mutually coupled. Within toy model I we interpret the appearance of in-gap Fano resonances as a result of quantum interference between discrete Hubbard levels of the first site of the wire and Hubbard sub-bands. In toy model II we analyze the destruction of MZM resonance by direct tunneling to the discrete Hubbard level of the first site.

3.3.1. Toy model I: Fano resonances as in-gap states of topological superconductor. Emergence of Hubbard sub-bands.

Within this model the rest of the wire is described by the \( p \)-wave Hamiltonian with embedded impurity. The simplest version of the \( p \)-wave Hamiltonian in momentum space reads [80]:

\[ H_p = \sum_k \epsilon_k c_{ko}^\dagger c_{ko} + \sum_k \frac{1}{2} \Delta_p(k) c_{ko}^\dagger c_{-ko} + \frac{1}{2} \Delta_p^*(k) c_{-ko}^\dagger c_{ko}, \]

where anisotropic order parameter has the property \( \Delta_p(-k) = -\Delta_p(k) \), and \( \alpha \) represents chiral index of the active sub-band.

The embedded, localized site with a single particle level \( \epsilon_i \) is described by Hamiltonian:

\[ H_i = \epsilon_i c_{i\alpha}^\dagger c_{i\alpha}. \]
Lastly, the hybridization Hamiltonian between the localized site and $p$-wave superconductor reads:

$$H^p_{byb} = \sum_k [\rho p c_{ki\alpha}^\dagger c_{ki\alpha} + t_\rho^p c_{ki\alpha}^\dagger c_{k\alpha}] \tag{16}$$

The energy level $\epsilon_i$ corresponds to $1$N Hubbard sub-gap level $\epsilon_i^{0p}$. present at each site of the wire from $i = 2$ to $N$ as a result of Coulomb repulsion. The recursive summation over these levels, performed in the numerical solution, creates a pair of particle–hole symmetric sub-gap Hubbard bands in the density of states. In toy model I, the embedded impurity level $\epsilon_i$ generates a similar result.

The density of states is calculated from the Green’s function matrix of itinerant electron medium (the $\alpha$ index is further suppressed) scattered by the impurity, $\rho(\omega + i\delta) = -\frac{1}{4\pi} \text{Im} [\text{Tr} \{z(\omega)\}]$, with the Hamiltonian $H_{\text{wire}} = H_0 + H_{\text{byb}}$. The details of calculations can be found in appendix B.

The calculated density of states displays two sub-gap resonances, symmetrically in the particle and hole regions, as a result of hybridization of the impurity with superconductor. They are represented in figure 6 by two resonances of symmetric shape. In the numerical results, when recursive summation is performed over the sites in the wire, they correspond to Hubbard sub-bands $H_h$ and $H_p$ in figures 1 and 2. For interpretation of the numerical results it is worth to note that the spectrum of the superconductor does not change with replacing $\epsilon_i \rightarrow -\epsilon_i$, which explains unaltered positions of Hubbard sub-bands $H_h/p$ when the magnetic field changes.

Quantum interference between in-gap states. The sub-gap particle–hole asymmetric Fano resonances, observed in the density of states of the wire, arise as a result of quantum interference between pairs of local Hubbard levels of the first site $\epsilon_i^{0p}$ and the pair of the Hubbard sub-bands $H_p/h$. We take one pair of the interfering quasiparticle levels: discrete $\epsilon_i$ at site $i = 1$, and the broad resonance $\epsilon_0$ corresponding to the Hubbard sub-band of the rest of the wire. Our two sub-gap level model can be described by the Hamiltonian:

$$H = \sum_{i=0,1} \epsilon_i \gamma_i + t_\rho (\gamma_i^\dagger \gamma_0 + \text{h.c.}). \tag{17}$$

The states $\epsilon_0$ and $\epsilon_1$ are populated by quasiparticles arising on the onset of $p$-wave superconductivity, when the external magnetic field exceeds the critical magnetic field $V_c^{\rho}$. The nature of these quasiparticles is revealed by performing Bogoliubov transformation to $p$-wave Hamiltonian (14) in a similar way as for $s$-wave superconductor, see for instance [81]. The obtained quasiparticle operators, which are combinations of particle and hole operators and fulfill fermionic anticommutation relations ($\alpha$-helic index is suppressed), read as:

$$\gamma_i = u_i c_i - v_i c_i^\dagger$$

and $\gamma_{-i} = u_i c_{-i} + v_i c_{-i}^\dagger$.

The coefficients fulfill the relation $u_i^2 + v_i^2 = 1$ and have the values $u_i^2 = \left(1/2\right)[1 + (\epsilon_i/E_k)]$ and $v_i^2 = \left(1/2\right)[1 - (\epsilon_i/E_k)]$, where $E_k = \sqrt{\epsilon_i^2 + \Delta_p^2}$. Adopting these results to the two in-gap levels: the sharp $\epsilon_1$, and the broad $\epsilon_0$, we define the quasiparticle operators of the levels as $\gamma_i = u_i c_i - v_i c_i^\dagger$, ($i = 0, 1$), with coefficients $u_i = \sqrt{(1/2)[1 + (\epsilon_i/E_k)]}$ and $v_i = \sqrt{(1/2)[1 - (\epsilon_i/E_k)]}$ with $E_k = \sqrt{\epsilon_i^2 + \Delta_p^2}$. The quantities $u_i^2$ and $v_i^2$ describe the amount of particles and holes constituting Bogoliubov quasiparticle, dependent on the position of the level within the gap. For $\epsilon_i \gg \epsilon_F$, $u_i^2 \rightarrow 1$, for $\epsilon_i \ll \epsilon_F$, $v_i^2 \rightarrow 1$, and for $\epsilon_i = \epsilon_F$, $u_i^2 = v_i^2 = 1/2$.

The Hamiltonian (17) expressed in terms of creation and annihilation of single particle operators reads:

$$H = \sum_{i=0,1} \epsilon_i (u_i^2 c_i^\dagger + v_i^2 c_i) + t_\rho [c_1(\epsilon_0 c_1 + \text{h.c.}) - c_2(\epsilon_1 c_0 + \text{h.c.})]. \tag{18}$$

Figure 4. Energy spectrum calculated for noninteracting case for $V_\ell = V_c^{\rho}$: dashed lines; the lower particle sub-band and the highest hole sub-band close the gap for $k = 0$. Solid lines are calculated for $U = 3\Delta$ and $V_\ell = 0.44V_c^{\rho}$; the gap is closing lower fields as compared to $U = 0$ case. The dependencies are calculated for $t_1 = 1, \mu_0 = 0.4, \Delta = 0.2$ and the lattice constant taken $a = 1$. 
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The tunneling part of the Hamiltonian consists of two terms: the first one with coefficient $C_1 \equiv u_1 u_0 - v_1 v_0$, describing single particle tunneling processes, and the second one with coefficient $C_2 \equiv v_1 u_0 - u_1 v_0$, describing two particle tunneling. These coefficients are dependent on the positions of $e_0$ and $e_1$ in the energy gap.

An example of the behavior of $C_1$ and $C_2$ vs position of $e_1$ level, for $e_0 > e_1$ and $e_0 < e_1$, is displayed in figure 5(a); schematics of single-particle and two-particle tunneling processes between the IInd Hubbard level of the first site and Hubbard sub-band of the rest of the wire are depicted in panels figures 5(b) and (c), respectively. The tunneling takes place via creation of superconducting pairs at Fermi energy.

In panel (b) of figure 5 processes of single-particle tunneling between the discrete Hubbard quasiparticle level $e_1$ and Hubbard sub-band $e_0$ are depicted. The upper part of the diagram corresponds to arrangement for $u_1 u_0 \gg v_1 v_0$, where both interfering levels are positioned in the particle sector. The left part of the diagram shows the process of tunneling of the particle from $e_1$ quasiparticle level, accompanied by tunneling of the hole in the opposite direction from $e_0$ and, as a result, creation of a propagating particle-pair at Fermi energy. The right part shows the process of creation of a particle-pair propagating in the opposite direction. The lower part of panel (b) shows the arrangement for $v_1 v_0 \gg u_1 u_0$, where both the interfering levels are positioned in the hole sector. In this case the single-particle tunneling processes effectively create pairs of holes propagating in the opposite direction with respect to the corresponding particle-pairs above.

In panel (c) of figure 5 processes of two-particle tunneling between corresponding in-gap quasiparticle levels are depicted. Effectively, they create or break apart pairs of particles at Fermi energy. The upper part of this panel shows the situation for $v_1 v_0 \gg u_1 u_0$ where the discrete Hubbard level $e_1$ is positioned in the hole sector whereas the Hubbard band is situated in the particle sector. In the upper left part, two particles tunneling from $e_1$ and $e_0$ form a pair at Fermi energy, whereas the right part shows the opposite process of tunneling of holes. The lower part of the panel (c) describes the processes for the level arrangement $u_1 u_0 \gg v_1 v_0$.

In the numerical results there are two particle–hole symmetric pairs of interfering quasiparticle levels. In our toy model it corresponds to the simultaneous interference processes in the upper and the lower part of panel (b) (panel (c)) for the magnetic field $V_z > V_z^*$ ($V_z < V_z^*$). In the upper (lower) part of panel (b) the $e_1$ quasiparticle level corresponds to the IInd Hubbard level $e_{1p}^0$ ($e_{1p}^0$) and $e_0$ to $H_p$ (Hh) Hubbard sub-band. In the upper (lower) part of panel (c) the $e_1$ quasiparticle level corresponds to the IInd Hubbard level $e_{1p}^0$ ($e_{1p}^0$) and $e_0$ to $H_p$ (Hh) Hubbard sub-band. Also note that the position of $e_1$ has changed in passing from panels (b) to (c) reflecting its shift by the magnetic field.

From the comparison of panels (b) and (c) of figure 5 one notes that in the case of two-particle tunneling a process of creation of pairs at Fermi energy and breaking them apart takes place in the interference process. On the contrary, for the single-particle tunneling it is rather an effective propagation of pairs at Fermi energy with a possible prescribed direction, for instance defined by the direction of propagating particles. This difference is reflected in the Majorana resonance response to those processes: its diminishing by the two-particle processes as opposed to its robustness to the single-particle tunneling processes.

When both the particle–hole symmetric Hubbard levels $e_{1p}^0$ and $e_{1p}^0$ are at resonance with Fermi energy, at $V_z = V_z^*$, the picture of single-particle tunneling changes. It is no longer possible to ascribe the direction of the tunneling pairs; instead creation and breaking apart of the pairs takes place similarly as for two-particle tunneling. As a result, the Majorana resonance is destroyed completely.

It was shown [60, 82] that Fano resonances in nanoscopic devices can arise as as a result of hybridization between $\delta$-like discrete level and a broad level playing the role of continuum of states, present in the original Fano picture [62]. In such a case the Fano $q$-asymmetry parameter can be determined by the position and the width of the broad level: $q(\omega = 0) = -e_0/\Gamma$. This expression results from the mapping of the hybridized two-level system onto the Fano–Anderson model when the continuum of states is replaced by broad localized level. The density of states of the continuum with an embedded impurity, in the Fano–Anderson model, described by the retarded Green’s function $g(\omega)$, can be written in terms of the Fano formula [83]: $\rho(\omega) = \rho_0(\omega + q^2)/(\omega^2 + 1)$, where Fano asymmetry parameter $q = -\text{Reg}(0)/\text{Im}\rho(0)$. Below, we apply this strategy to our system of two pairs of in-gap states.

Let us calculate the Green’s function of the broad $e_0$ quasiparticle level and analyze various scenarios of Fano resonance to appear. It has a general expression:

$$\langle\langle \gamma_0 | \gamma_0^\dagger \rangle\rangle = (u_0 c_0 - v_0 c_0^\dagger | u_0 c_0^\dagger - v_0 c_0) = u_0^2 \langle\langle c_0 | c_0^\dagger \rangle\rangle + v_0^2 \langle\langle c_0^\dagger | c_0 \rangle\rangle - u_0 v_0 [\langle\langle c_0 | c_0^\dagger \rangle\rangle + \langle\langle c_0^\dagger | c_0 \rangle\rangle].$$

Taking into account Hamiltonian (18), we generate a set of equations of motion for Green’s functions required for calculation of $\langle\langle \gamma_0 | \gamma_0^\dagger \rangle\rangle$. The details are shown in appendix B.

The general equation for $\langle\langle \gamma_0 | \gamma_0^\dagger \rangle\rangle$ has a structure too complicated to be listed here, but it has a physically sound form in two limits of interest, related to the numerical results.

Let us start first with the sub-gap level arrangement for $V_z > V_z^*$, when the interfering pairs of sub-gap states have their positions in the same particle or hole sector. As we have demonstrated in figure 5(a), the single-particle tunneling processes dominate in this arrangement. Thus, assuming $| C_1 | \gg | C_2 |$ and setting $C_2 \equiv 0$, we obtain the Green’s function:

$$\langle\langle \gamma_0 | \gamma_0^\dagger \rangle\rangle = \frac{u_0^2}{E_{0+} - \frac{\beta_1}{\kappa_1 + \gamma_1} + \Gamma + i\delta} + \frac{v_0^2}{E_{0+} - \frac{\beta_1}{\kappa_1 + \gamma_1} + \Gamma - i\delta},$$

with $E_{0\pm} = \omega \mp \beta_1 e_i$ and $\beta_i = u_i^2 - v_i^2$ ($i = 0, 1$). We have added artificial broadenings $\Gamma$ and $\delta$ ($\Gamma \gg \delta$) of $e_0$ and $e_1$ levels, respectively. Density of states, $\rho_0(\omega) = (-1/\pi)\text{Im}\langle\langle \gamma_0 | \gamma_0^\dagger \rangle\rangle$, following from (20) has two-resonance structure with weights $u_0^2$ and $v_0^2$ positioned in particle and hole sector, respectively. Indeed, each of the
Figure 5. Panel (a): coefficients $|C_1|$-dashed line and $|C_2|$-solid line dependence on the position of $\epsilon_1$ level for the fixed position of $\epsilon_0 = 0.1$ level in the left panel, and $\epsilon_0 = -0.1$ in the right panel. Calculations were performed for $\Delta_p = 0.2$. Panel (b): schematic of the dominant single-particle tunneling between $\epsilon_1$ and $\epsilon_0$ levels, when both are positioned in the hole (particle) sector depicted in the upper (lower) part. This arrangement corresponds to magnetic field $V_z > V_z^\star$. Panel (c): schematic of the dominant two-particle tunneling, when $\epsilon_1$ and $\epsilon_0$ levels are positioned in different sectors. This arrangement corresponds to magnetic field $V_z < V_z^\star$. 
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resonances describes the hybridization of \( \epsilon_0 \) and \( \epsilon_1 \) levels positioned in the same sector. For both levels positioned in the particle sector we can assume that \( u_0^2, v_1 = 1 \) and \( v_0^2, u_1 = 0 \), and writing \( \epsilon_0 \equiv -\epsilon_0h \) and \( \epsilon_1 \equiv -\epsilon_1p \), we obtain from (20):

\[
\langle \langle \gamma_0 | \gamma_0^\dagger \rangle \rangle = \frac{1}{\omega - \epsilon_0 h - \frac{q_p}{\omega - q_p} + i\Gamma}, \tag{21}
\]

with Fano asymmetry parameter \( q_p = -\epsilon_0 h / \Gamma < 0 \).

For both interfering levels in the hole sector, we assume \( v_0^2, v_1 = 1 \) and \( u_0^2, u_1 = 0 \), as well as \( \epsilon_0 \equiv -\epsilon_0h, \epsilon_1 \equiv -\epsilon_1h \), and obtain from (20):

\[
\langle \langle \gamma_0 | \gamma_0^\dagger \rangle \rangle = \frac{1}{\omega + \epsilon_0 h - \frac{q_p}{\omega + q_p} + i\Gamma}, \tag{22}
\]

with Fano asymmetry parameter \( q_h = \epsilon_0 h / \Gamma > 0 \).

(21) and (22) correspond to the Fano resonance curves shown in panel (b) of figure 6 in the particle and hole sectors, respectively.

Consider now the sub-gap level arrangement for \( V_1 < V_2^* \), where the interfering pairs of in-gap levels have their positions in different particle and hole sectors. For such an arrangement, see figure 5(a), the two-particle tunneling processes dominate. Thus, assuming \( |C_2| \gg |C_1| \) and setting \( C_1 \equiv 0 \), we obtain the Green’s function:

\[
\langle \langle \gamma_0 | \gamma_0^\dagger \rangle \rangle = \frac{u_0^2}{E_0 - \frac{C_{1 f}}{E_{1 f} + i\delta} + i\Gamma} + \frac{v_0^2}{E_0 + \frac{C_{1 f}}{E_{1 f} + i\delta} + i\Gamma}, \tag{23}
\]

which has the structure of two charge-conjugated resonances, each of them describing hybridization of \( \epsilon_0 \) and \( \epsilon_1 \) positioned in different sectors. For the Hubbard level \( \epsilon_1 \equiv \epsilon_1p \) in the particle sector and the broad band \( \epsilon_0 \equiv -\epsilon_0h \) in the hole sector we can assume that \( u_0^2, v_1 = 0 \) and \( v_0^2, u_1 = 1 \); thus (23) yields:

\[
\langle \langle \gamma_0 | \gamma_0^\dagger \rangle \rangle = \frac{1}{\omega + \epsilon_0 h - \frac{q_p}{\omega - q_p} + i\Gamma}, \tag{24}
\]

with \( q_p = \epsilon_0 h / \Gamma > 0 \).

Simultaneously, for its counterpart: \( \epsilon_1 \equiv -\epsilon_1h \) in the hole sector and \( \epsilon_0 \equiv \epsilon_0h \) in the particle sector we assume that \( u_0^2, v_1 = 1 \) and \( v_0^2, u_1 = 0 \) to obtain from (23):

\[
\langle \langle \gamma_0 | \gamma_0^\dagger \rangle \rangle = \frac{1}{\omega - \epsilon_0 h - \frac{q_p}{\omega + q_p} + i\Gamma}, \tag{25}
\]

with \( q_h = \epsilon_0 h / \Gamma > 0 \). Equations (24) and (25) describe Fano resonances in the particle and the hole sectors, respectively, depicted in panel (a) of figure 6 with corresponding asymmetry parameters \( q_p > 0 \) ad \( q_h = -q_p \).

Regarding the correspondence to the numerical results: as the magnetic field increases, the Fano resonance in the particle region, of (24), is shifted into the hole region, described by (22), and simultaneously the Fano resonance in the hole region, described by (25), is shifted into particle region, described by (21). This exchange in the positions of Fano resonances corresponds to the evolution of the density of states from that depicted in figure 1 to the one depicted in figure 2.

The processes when the two-particle tunneling is dominant and the spectral weight of MZM resonance is diminished and visibly shifted into the Hubbard sub-bands, resemble quasiparticle poisoning of the Majorana peak [19, 84] by the presence of in-gap states, but in the present case it is realized indirectly, via quantum interference between such states.

As we will show in toy model II, for \( V_1 = V_2^* \), when the discrete, charge-conjugated, Hubbard levels \( \epsilon_1p \) and \( \epsilon_1h \) match Fermi energy and the Majorana resonance vanishes completely, the first and second order tunneling processes between Majorana and Hubbard levels have equal contribution to quantum interference.

The interference pattern between a pair of in-gap quasiparticle states has its correspondence to the interference process of ionization of an atom into the continuum from its ground state (see figure 3 of Miroshnichenko et al [60]). This process can be realized by a direct ionization of an atom or by autoionization from its discrete state. Both the processes are quantum mechanically coupled giving rise to Fano resonance in atomic spectrum. In the present case, the local Hubbard level of the site \( i = 1 \) corresponds to a discrete autoionized state \( |d\rangle \), and the in-gap Hubbard sub-band corresponds to the continuum band \( |c\rangle \), both coupled via the superconductor ground state \( |g\rangle \) by the hopping amplitude.

### 3.3.2. Toy model II: Majorana bound state coupled to in-gap quasiparticle state

In toy model II we proceed with separating topological superconducting wire into the end site of the wire, \( i = 1 \), with the localized quasiparticle energy level \( \epsilon_1 \), and the rest of the wire. The wire is described here by the simplest Hamiltonian of two hybridized MZM \( \lambda_1 \) and \( \lambda_2 \) at its ends with the strength of \( \epsilon_m \). \( \epsilon_m \) describes the overlap of the Majorana wave functions, \( \epsilon_m \sim e^{-L/\xi} \), where \( \xi \) is the induced superconducting coherence length and \( L \) the wire length.

The in-gap localized quasiparticle site \( \epsilon_1 \) is coupled to the MZM \( \lambda_1 \) via hopping amplitude \( t_m \). We are interested in the localization of the chiral \( \epsilon_1 \) site on the density of states of the wire at the Majorana \( \lambda_1 \) site and analysis of the vanishing of the Majorana resonance, obtained in the numerical calculations when \( \epsilon_1p = \epsilon_1h = \epsilon_1 \).

In the following we suppress the chiral \( \alpha \) index of the sector, in which the site-wire hybridization takes place. The in-gap state is described by the quasiparticle operator \( \gamma_1 = u_1 \epsilon_1 - v_1 \epsilon_1^\dagger \), with coefficients \( u_1 \) and \( v_1 \) previously defined. The Hamiltonian of our simplified system reads as follows:

\[
H = \epsilon_1 \gamma_1^\dagger \gamma_1 + t_m (\gamma_1^\dagger - \gamma_1) \lambda_1 + i \epsilon_m \lambda_1 \lambda_2. \tag{26}
\]

The Majorana operators can be written in terms of fermionic operators: \( \lambda_1 = (f + f^\dagger)/\sqrt{2} \) and \( \lambda_2 = i(f - f^\dagger)/\sqrt{2} \).

Hamiltonian (26), written in the single particle fermionic operators, assumes the form:

\[
H = \epsilon_1 (u_1^2 \epsilon_1^\dagger \epsilon_1 + v_1^2 \epsilon_1^\dagger \epsilon_1) + t_m (\epsilon_1^\dagger \epsilon_1) (f + f^\dagger) + i \epsilon_m \left( f f^\dagger - \frac{1}{2} \right), \tag{27}
\]
Figure 6. Energy dependence of the density of states and its components obtained within toy model I. Two symmetric peaks in the particle and hole regions represent the density of states of $p$-wave superconductor with embedded impurity. Panel (a) corresponds to the case of $V_1 < V_1^*$ of the numerical results calculated for the Hubbard resonance in the particle sector $\epsilon_1 = 0.05$, hybridized with $\epsilon_0 = -0.15$ in the hole sector, and its counterpart Hubbard resonance in the hole sector $\epsilon_1 = -0.05$ hybridized with $\epsilon_0 = 0.15$ in the particle sector. The dashed line corresponds to the density of states with Fano resonance for Hubbard level in the particle sector with $q_p = 2.14$ and the dotted curve is for Hubbard resonance in the hole region with $q_h = -2.14$. The solid curve is the sum of spectral densities for the particle and the hole regions. Panel (b) corresponds to the case of $V_1 > V_1^*$, when the Fano resonances in the particle and the hole sector exchanged their positions in energy scale. As a result, $q_p = -2.14$ and $q_h = 2.14$. The dependencies are calculated for $\Delta_p = 0.2$, $\delta = 0.005$, $t_p = 0.7$, $t_F = 0.02$, $\Gamma = 0.07$ and $\rho_w = 1/4$.

where $\tilde{t}_m = t_m(u_1 + v_1)/\sqrt{2}$. Next we calculate the Green’s function of the Majorana state $\lambda_1$ by equation of motion (EOM), utilizing Hamiltonian (27). The EOM method generates the set of equations for Green’s functions in $\omega$-domain, which are listed in appendix C. They yield the solution for Majorana Green’s function:

$$\langle\langle \lambda_1 | \lambda_1 \rangle\rangle = \frac{1}{2} \langle\langle f | f \rangle\rangle = \frac{\omega}{\omega^2 - \epsilon_m^2 - \frac{2\tilde{\Sigma}_m^2\omega^2}{\omega^2 - \beta_1^2 \epsilon_1^2}}.$$  

(28)

The MZM selfenergy due to the coupling to $\epsilon_1$ site, from (28), is:

$$\Sigma_1(\omega) = \frac{2\tilde{\Sigma}_m^2\omega^2}{\omega^2 - \beta_1^2 \epsilon_1^2} = \tilde{t}_m^2 \left( \frac{1}{\omega - \beta_1 \epsilon_1} + \frac{1}{\omega + \beta_1 \epsilon_1} \right).$$  

(29)

It has the poles in the particle and the hole regions at $\omega = \pm \beta_1 \epsilon_1$, which in our general model correspond to the pair of Hubbard levels $\epsilon_1^p$ and $\epsilon_1^h$. Shifted by the magnetic field $V_z$ towards Fermi energy, they diminish Majorana resonance completely, when in resonance with $\epsilon_F$.

The density of states of the Majorana state is calculated from retarded Green’s function after performing analytical continuation: $\rho_{\text{MZM}}(\omega + i\delta) = -(1/\pi)\text{Im}\langle\langle \lambda_1 | \lambda_1 \rangle\rangle$. 
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Evolution of the density of states of the MZM \( \lambda_1 \) for various positions of the coupled \( \epsilon_1 \) level is displayed in figure 7. As the discrete quasiparticle level approaches Fermi energy, the central Majorana peak is gradually diminished, and for \( \epsilon_1 = \epsilon_F \) disappears completely. The two particle–hole symmetric resonances in the density of states, which develop at \( \omega \approx \pm \sqrt{2\epsilon_{1,0}} \), are caused by the coupling of the localized site to a superconductor. They correspond to symmetric resonances reproduced within toy model I and Hubbard sub-bands in the general model. For the bare level situated at Fermi energy \( \epsilon_1 = \epsilon_F \), they are located exactly at \( \omega = \mp \Delta_m \).

It is instructive to analyze the influence of the one- and the two-particle tunneling between the quasiparticle state and Majorana state on the Majorana resonance and compare it to the results of tunneling between two sub-gap quasiparticle levels of toy model I. Let us rewrite the tunneling term in Hamiltonian (27), and separate one- and two-particle tunneling processes:

\[
H_{\text{tunnel}} = i_{m}(c_{f}^{\dagger}f + c_{f}^{\dagger}f^{\dagger}) + \text{h.c.}
\]

The calculated Majorana Green’s function, (28), separately for one- and two particle processes assumes the same form for \( \epsilon_{m} = 0 \):

\[
\langle \langle \lambda_{1} | \lambda_{1} \rangle \rangle^{(1/2)} = \frac{1}{2} \left[ \frac{1}{\omega - \frac{\Delta_{0}}{2}} + \frac{1}{\omega + \frac{\Delta_{0}}{2}} \right].
\]

It demonstrates that in the case of direct tunneling between in-gap quasiparticle state and MZM both tunneling processes have the same contributions to the diminishing of the Majorana resonance.

### 3.4. Difference in tunneling amplitude between quasiparticle in-gap state and ‘accidental’ state at Fermi energy compared to Majorana zero mode

Let us discuss the limiting case of both quasiparticle levels positioned at Fermi energy. For such an arrangement \( \omega_{i} = \epsilon_{i} = 1/\sqrt{2} (i = 0, 1) \), and in toy model I the effective hopping between levels \( \epsilon_{0} \) and \( \epsilon_{1} \) is zero, which can be noticed by the inspection of the Hamiltonian (18).

There is a substantial difference, however, when one of the Bogoliubov quasiparticle levels is replaced by MZM, as in toy model II. When the \( \epsilon_1 \) level approaches Fermi energy, the effective hopping \( \tilde{t}_m \) approaches its maximal value, see (27). This non-zero hopping between MZM and the pair of Hubbard resonances approaching Fermi energy produces complete vanishing of the Majorana resonance, as demonstrated by the numerical results.

The above finding can be related to the recent experimental attempts of distinguishing Majorana zero modes from ‘accidental’ quasiparticle states located at Fermi energy [85, 86].

Tunneling between superconductors possessing in-gap states has been realized experimentally in various configurations [87–89]. For the present discussion to be valid, such tunneling should be realized between superconductors with non-conserved spin quantum number. Such requirement can be fulfilled for instance in the superconductor hybrid structures with strong synthetic SO interaction [90, 91]. Suppose that the tunneling current is initiated between two such superconductors, labelled 0 and 1. Superconductor 1 with sub-gap state \( \epsilon_1 \) is coupled to the end site of superconductor 0. Let us assume for simplicity that the superconducting gaps in both superconductors are comparable in magnitude: \( \Delta_0 \approx \Delta_1 \approx \Delta \), but there is a small finite bias \( eV \) between them. For simplicity we assume that chemical potential in superconductor 0 is located at zero energy, \( \mu_0 = 0 \), and \( \mu_1 \) is shifted by the bias voltage: \( \mu_1 = eV \).
Due to the shift of $\mu_1$, the particle and the hole coefficients $u_i$ and $v_i$ of the quasiparticle $\gamma_1$ are modified accordingly, and for $\epsilon_1 = \mu_1$ they become $u_1 = \sqrt{t_1^2/[1 + (2eV/E_1)]}$ and $v_1 = \sqrt{t_1^2/[1 - (2eV/E_1)]}$, where $E_1 = \sqrt{4eV^2 + \Delta^2}$.

If an ‘accidental’ quasiparticle state in superconductor 0 resides at its end and $\epsilon_0 = \mu_0$, then $u_0 = v_0 = 1/\sqrt{2}$, and the effective hopping between $\epsilon_1$ and $\epsilon_0$, following from the Hamiltonian (18), is $\tilde{t}_1 = t_1/[u_1 - v_1]/\sqrt{2}$ with $u_1$ and $v_1$ dependent on bias voltage. Contrary, when a true MZM appears at zero energy at the end of superconductor 0, the effective hopping between $\epsilon_1$ and MZM, from (27), is $\tilde{t}_0 = t_0/[u_1 + v_1]/\sqrt{2}$. The tunneling current is governed by the square of the tunneling matrix element. For a small bias $eV \ll \Delta$ we obtain for two coupled Bogoliubov quasiparticle levels $\tilde{E}_q = (\tilde{t}_q^2/2)(u_1 - v_1)^2 = \tilde{t}_q^2eV^2/\Delta^2$, whereas for the true MZM, there is $\tilde{E}_\mu = (\tilde{t}_\mu^2/2)(u_1 + v_1)^2 = \tilde{t}_\mu^2(1 - eV^2/\Delta^2)$, where in the derivation the expansion $\sqrt{1 - x} \approx 1 - x/2$ is used. Thus, there is a strikingly different dependence on the bias voltage for the ‘accidental’ quasiparticle level at Fermi energy as compared to true MZM. In the first case the tunneling between the levels approaches zero value for a vanishing bias, whereas in the second case it reaches its maximal value.

4. Concluding remarks

To summarize, we have shown that on-site Coulomb interactions in 1D-topological wire exhibit local and global effects in its density of states. Globally, when the IInd Hubbard levels at each site enter the superconducting gap, two particle–hole symmetric Hubbard sub-bands arise in the density of states of the wire. Locally, two discrete Hubbard in-gap states are also visible at each site. Quantum interference between Hubbard sub-bands and discrete in-gap states causes the appearance of Fano resonances in particle and hole sectors. Importantly, for the end-site of the wire, this quantum interference has profound impact on Majorana zero mode, and it depends on the nature of tunneling between discrete Hubbard levels of $i = 1$ site and Hubbard sub-bands. We have demonstrated that for two-particle tunneling the Majorana resonance is strongly diminished, whereas one-particle tunneling has negligible influence on it. The nature of the tunneling processes depends on the relative positions of interfering in-gap states and can be tuned by the shift of local states by the magnetic field. For the local particle–hole symmetric Hubbard levels in resonance with Fermi energy, both types of direct tunneling into MZM have the same contribution and Majorana resonance is destroyed completely.

We also discussed the difference in the tunneling amplitude between an in-gap quasiparticle state and an ‘accidental’ state at Fermi energy, compared to the case of tunneling to the true Majorana zero mode. This difference can be utilized for experimental distinction of MZM, when the tunneling between two superconductors with large SO coupling is investigated.

Finally, we have shown that on-site Coulomb interactions promote topological phase and reduce the value of the critical magnetic field for high charge density.
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Appendix A. Recursive Green’s functions calculations within Hubbard I approximation

The aim is to calculate Green’s function matrix of the $i$-site, written in the Nambu space:

\[
\hat{G}_{ij} = \begin{pmatrix} c_{i\uparrow}^\dagger & c_{i\uparrow}^\dagger \\ c_{i\downarrow} & c_{i\downarrow} \end{pmatrix} \otimes \begin{pmatrix} (c_{i\uparrow}|c_{i\uparrow}) & (c_{i\uparrow}|c_{i\uparrow}) & (c_{i\uparrow}|c_{i\uparrow}) \\ (c_{i\downarrow}|c_{i\downarrow}) & (c_{i\downarrow}|c_{i\downarrow}) & (c_{i\downarrow}|c_{i\downarrow}) \\ (c_{i\uparrow}|c_{i\uparrow}) & (c_{i\uparrow}|c_{i\uparrow}) & (c_{i\uparrow}|c_{i\uparrow}) \end{pmatrix}.
\]

Each of the matrix elements of $\hat{G}_{ij}$ is calculated by EOM method. On-site Coulomb interaction has been treated within the Hubbard I approximation, in which spin-flip processes are neglected. Density of states of a localized level in this approximation displays two Hubbard resonances at $\epsilon_\sigma$ and $\epsilon_\sigma + U$ with spectral weights $\langle 1 - \langle n_\sigma \rangle \rangle$ and $\langle n_\sigma \rangle$, respectively [92]. Subjected to superconducting environment they become quasiparticle levels and acquire their charge-conjugated partners.

A list of EOMs for Green’s functions in $\omega$-domain with local interactions $U$ and $\Delta$ is presented below:

\[
(\omega - \epsilon_\uparrow)(c_{i\uparrow}|c_{i\uparrow}) = 1 - \Delta(c_{i\uparrow}|c_{i\uparrow}) + U\langle n_\uparrow c_{i\uparrow}|c_{i\uparrow} \rangle, \tag{A.2}
\]

\[
(\omega - \epsilon_\downarrow)(c_{i\downarrow}|c_{i\downarrow}) = 1 + \Delta(c_{i\downarrow}|c_{i\downarrow}) + U\langle n_\downarrow c_{i\downarrow}|c_{i\downarrow} \rangle, \tag{A.3}
\]

\[
(\omega + \epsilon_\uparrow)(c_{i\uparrow}|c_{i\uparrow}) = 1 + \Delta(c_{i\uparrow}|c_{i\uparrow}) - U\langle n_\uparrow c_{i\uparrow}|c_{i\uparrow} \rangle, \tag{A.4}
\]

\[
(\omega + \epsilon_\downarrow)(c_{i\downarrow}|c_{i\downarrow}) = 1 - \Delta(c_{i\downarrow}|c_{i\downarrow}) - U\langle n_\downarrow c_{i\downarrow}|c_{i\downarrow} \rangle. \tag{A.5}
\]

At this stage the above equations are exact. The equations for Green’s functions non-diagonal in spin indices can be easily generated from the above set of equations. In the next step we perform Hubbard I approximation for Green’s functions describing on-site Coulomb interactions:
The set of EOMs for diagonal in spin indices particle and function matrix due to tight-binding and Rashba hoppings. 

\[
(\omega - \epsilon) \langle n_{ij} c_i^\dagger | c_j | \rangle = \langle n_{ij} \rangle - \Delta \langle c_i^\dagger | c_j | \rangle + \Delta \langle n_{ij} c_i^\dagger | c_j | \rangle, \tag{A.6}
\]

\[
(\omega - \epsilon - U) \langle n_{ij} c_i^\dagger | c_j | \rangle = \langle n_{ij} \rangle + \Delta \langle c_i^\dagger | c_j | \rangle - \Delta \langle n_{ij} c_i^\dagger | c_j | \rangle, \tag{A.7}
\]

\[
(\omega + \epsilon + U) \langle n_{ij} c_i^\dagger | c_j | \rangle = \langle n_{ij} \rangle + \Delta \langle c_i^\dagger | c_j | \rangle + \Delta \langle n_{ij} c_i^\dagger | c_j | \rangle, \tag{A.8}
\]

\[
(\omega + \epsilon + U) \langle n_{ij} c_i^\dagger | c_j | \rangle = \langle n_{ij} \rangle - \Delta \langle c_i^\dagger | c_j | \rangle + \Delta \langle n_{ij} c_i^\dagger | c_j | \rangle. \tag{A.9}
\]

\[
(\omega - \epsilon - U) \langle n_{ij} c_i | c_j | \rangle = \langle c_i c_j | \rangle - \Delta \langle c_i^\dagger c_j | \rangle + \Delta \langle n_{ij} c_i | c_j | \rangle, \tag{A.10}
\]

Taking into account the above set of equations, it is convenient to write the Dyson equation for the local Green’s function as a matrix:

\[
\hat{g}_{\text{loc}} = \left[ [\hat{g}_0]^{-1} - \hat{V} \right]^{-1} \tag{A.14}
\]

with matrices

\[
\hat{g}_0 = \begin{pmatrix}
(\omega - \epsilon_i - U(1 - \langle n_{ij} \rangle)) & \frac{U \langle c_i^\dagger c_{j\uparrow} \rangle}{\omega + \epsilon_i - U(1 - \langle n_{ij} \rangle)} & 0 \\
(\omega - \epsilon_i)(\omega - \epsilon_i - U) & (\omega - \epsilon_i)(\omega - \epsilon_i - U) & (\omega - \epsilon_i)(\omega - \epsilon_i - U) \\
0 & (\omega - \epsilon_i)(\omega - \epsilon_i - U) & (\omega - \epsilon_i)(\omega - \epsilon_i - U) \\
0 & 0 & 0
\end{pmatrix}, \tag{A.15}
\]

and

\[
\hat{V} = \begin{pmatrix}
0 & 0 & -\Delta & 0 \\
0 & 0 & 0 & \Delta \\
-\Delta & 0 & 0 & 0 \\
0 & \Delta & 0 & 0
\end{pmatrix}, \tag{A.16}
\]

where the notation is used: \( \epsilon_{i\uparrow} = -\mu + V_i \). In the numerical calculations the analytic continuation \( \omega \to \omega + i\delta \) has been performed. Numerically the local Green’s function matrix is calculated for a set of input values of correlators, which are then found self-consistently.

Let us analyze non-local contributions to the Green’s function matrix due to tight-binding and Rashba hoppings. The set of EOMs for diagonal in spin indices particle and hole Green’s functions generated by these hopping reads as follows:

\[
(\omega - \epsilon_i - U(1 - \langle n_{ij} \rangle)) = 1 - t \langle \langle c_{i-1}^\dagger | c_j \rangle \rangle - t \langle \langle c_{i+1} | c_j \rangle \rangle, \tag{A.17}
\]

\[
(\omega - \epsilon_i) \langle c_i | c_j \rangle = 1 - t \langle \langle c_{i-1} | c_j \rangle \rangle - t \langle \langle c_{i+1} | c_j \rangle \rangle, \tag{A.18}
\]

\[
(\omega + \epsilon_i) \langle c_i | c_j \rangle = 1 + t \langle \langle c_{i-1}^\dagger | c_j \rangle \rangle + t \langle \langle c_{i+1} | c_j \rangle \rangle \tag{A.19}
\]
are six independent correlators to be found: occupancies of states is calculated. For the topological state there is again calculated and compared to those calculated in the previous step, checking if the selfconsistency condition is met.

When recursive summation is completed, the correlators are found from the relations \( \langle c_i^c c_i^c \rangle = \langle c_i^c c_i^c \rangle = \langle c_i^c c_i^c \rangle = \langle c_i^c c_i^c \rangle = \langle c_i^c c_i^c \rangle = \langle c_i^c c_i^c \rangle \).

Finally, the density of states \( \rho(\omega) = \sum_{\sigma=\uparrow,\downarrow} \rho_{\sigma}(\omega) = -\frac{1}{\pi} \text{Im}[\langle G_{11}(\omega) \rangle_{11} + |G_{11}(\omega)|_{22}] \) is calculated with the determined values of the correlators.

### Appendix B. Toy model I: calculation details

#### B.1. Topological superconductor with an embedded impurity

The general Green’s function matrix of superconducting electron medium (\( \alpha \)-index is suppressed) is of the form:

\[
\widehat{G}_{\alpha} = \frac{\mathcal{G}}{\Sigma + \mathcal{T}} = \frac{\mathcal{G}}{\Sigma + \mathcal{T}} = \frac{\mathcal{G}}{\Sigma + \mathcal{T}} = \frac{\mathcal{G}}{\Sigma + \mathcal{T}}.
\]

To do so, it is convenient [21] to write the matrix of Dyson equation, \( \mathcal{G} = \mathcal{G}_0 - \frac{1}{\Sigma} \), in the form of \( \mathcal{T} \)-matrix, \( \mathcal{G} = \mathcal{G}_0 + \mathcal{G}_0 \mathcal{T} \mathcal{G}_0 \), where the \( \mathcal{T} \)-matrix is expressed in terms of self-energy \( \Sigma \): \( \mathcal{T} = \Sigma (1 - \mathcal{G}_0 \Sigma) \).
where:
\[
\hat{g}_0^0 = \sum_k \begin{pmatrix}
\frac{1}{\omega - \epsilon_k} & 0 \\
0 & \frac{1}{\omega + \epsilon_k}
\end{pmatrix}, \quad \hat{\nu} = \begin{pmatrix}
0 & \Delta_p \\
\Delta_p & 0
\end{pmatrix}.
\] (B.2)

This gives the matrix of p-wave superconductor (it is assumed for dispersion relations for particles and holes \(\epsilon_k = -\epsilon_k\):
\[
\hat{g}_0 = \sum_k \frac{1}{D_p} \begin{pmatrix}
\omega + \epsilon_k & \Delta_p \\
\Delta_p & -\omega - \epsilon_k
\end{pmatrix},
\] (B.3)
\[
D_p = (\omega + \epsilon_k)(\omega - \epsilon_k) - \Delta_p^2 = \omega^2 - E_k^2,
\] (B.4)
\[
E_k = \sqrt{\epsilon_k^2 + \Delta_p^2}.
\] (B.5)

After performing \(k\)-summation within the gap we obtain:
\[
\hat{g}_0 = \frac{\pi \rho_0}{\sqrt{\omega^2 - \Delta_p^2}} \begin{pmatrix}
-\omega & \Delta_p \\
\Delta_p & -\omega
\end{pmatrix}.
\] (B.6)

Green’s function matrix of the localized site embedded in the superconducting medium, written in Nambu space, has the form:
\[
\hat{G}_i = \begin{pmatrix}
\hat{c}_i^\dagger & \hat{c}_i^\dagger \\
\hat{c}_i & \hat{c}_i
\end{pmatrix} = \begin{pmatrix}
\langle \langle \hat{c}_i | \hat{c}_j^\dagger \rangle \rangle & \langle \langle \hat{c}_i | \hat{c}_j \rangle \rangle \\
\langle \langle \hat{c}_j^\dagger | \hat{c}_i \rangle \rangle & \langle \langle \hat{c}_j^\dagger | \hat{c}_j \rangle \rangle
\end{pmatrix}.
\] (B.7)

Its matrix elements can be calculated within EOM method from the Hamiltonian \(H = H_p + H_i + H_{\text{hyb}}\), (14)–(16):
\[
\hat{G}_i = \frac{1}{D} \begin{pmatrix}
\omega + \epsilon_i - \sum_k \frac{t_k^2(\omega - \epsilon_k)}{\omega - E_k^2} & \Delta_p \sum_k \frac{t_k^2}{\omega - E_k^2} \\
\Delta_p \sum_k \frac{t_k^2}{\omega - E_k^2} & \omega - \epsilon_i - \sum_k \frac{t_k^2(\omega + \epsilon_k)}{\omega - E_k^2}
\end{pmatrix},
\] (B.8)
where \(D\) is the determinant of the above matrix. After performing summation over \(k\) in the sub-gap regime; \(\sum_k \rightarrow \rho_0 \int_\Delta \nu \, d\nu\), we obtain:
\[
\hat{G}_i = \frac{1}{D} \begin{pmatrix}
\omega + \epsilon_i + \frac{\Gamma_{\text{mu}}}{\Delta_p^2 - \omega^2} & \Delta_p \Gamma_p \\
\Delta_p \Gamma_p & \omega - \epsilon_i + \frac{\Gamma_{\text{mu}}}{\Delta_p^2 - \omega^2}
\end{pmatrix},
\] (B.9)
where \(\Gamma_p = \pi \rho_0 \Gamma_{\text{mu}}\). In the model calculations the density of states in the wire has been assumed to be constant and equal: \(\rho_\omega = 1/(4\pi)\).

The location of the in-gap states is determined from the poles of the \(T\)-matrix. As we are interested in the sub-gap regime, where electrons enter the gap only virtually, these states are represented by Dirac delta peaks with infinite lifetime; for numerical calculations an artificial broadening has been introduced.

### B.2. Quantum interference between the Hubbard sub-band and the discrete Hubbard level

Taking into account Hamiltonian (18), we generate a set of equations of motion for Green’s functions required for calculation of \(\langle \langle \gamma_0 | \gamma_0^\dagger \rangle \rangle\). These are as follows:
\[
E_{0-} \langle \langle \gamma_0 | \gamma_0^\dagger \rangle \rangle = 1 + \nu C_1 \langle \langle \gamma_1 | \gamma_0^\dagger \rangle \rangle - \nu C_2 \langle \langle \gamma_1^2 | \gamma_0^\dagger \rangle \rangle,
\] (B.10)
\[
E_{0+} \langle \langle \gamma_0^\dagger | \gamma_0 \rangle \rangle = -\nu C_1 \langle \langle \gamma_1^2 | \gamma_0 \rangle \rangle + \nu C_2 \langle \langle \gamma_1^2 | \gamma_0 \rangle \rangle,
\] (B.11)
\[
E_{0-} \langle \langle \gamma_0 | \gamma_0 \rangle \rangle = \nu C_1 \langle \langle \gamma_1 | \gamma_0 \rangle \rangle - \nu C_2 \langle \langle \gamma_1^2 | \gamma_0 \rangle \rangle,
\] (B.12)
\[
E_{0+} \langle \langle \gamma_0^\dagger | \gamma_0 \rangle \rangle = 1 - \nu C_1 \langle \langle \gamma_1^2 | \gamma_0 \rangle \rangle + \nu C_2 \langle \langle \gamma_1^2 | \gamma_0 \rangle \rangle,
\] (B.13)
and
\[
E_{1-} \langle \langle \gamma_1^2 | \gamma_0 \rangle \rangle = \nu C_1 \langle \langle \gamma_0 | \gamma_0^\dagger \rangle \rangle + \nu C_2 \langle \langle \gamma_0^\dagger | \gamma_0 \rangle \rangle,
\] (B.14)
\[
E_{1+} \langle \langle \gamma_1^2 | \gamma_0 \rangle \rangle = -\nu C_1 \langle \langle \gamma_1^2 | \gamma_0 \rangle \rangle - \nu C_2 \langle \langle \gamma_1^2 | \gamma_0 \rangle \rangle,
\] (B.15)
\[
E_{1-} \langle \langle \gamma_1 | \gamma_0 \rangle \rangle = \nu C_1 \langle \langle \gamma_0 | \gamma_0 \rangle \rangle + \nu C_2 \langle \langle \gamma_0^\dagger | \gamma_0 \rangle \rangle,
\] (B.16)
\[
E_{1+} \langle \langle \gamma_1^2 | \gamma_0 \rangle \rangle = -\nu C_1 \langle \langle \gamma_0 | \gamma_0 \rangle \rangle - \nu C_2 \langle \langle \gamma_0 | \gamma_0 \rangle \rangle,
\] (B.17)

where: \(E_{i\nu} = \omega \mp \beta_i \epsilon\), and \(\beta_i = u_i^2 - v_i^2\) \((i = 0, 1)\).

### Appendix C. Toy model II: calculation details

The Majorana Green’s function, written in terms of fermionic operators \(\langle \langle \hat{a}_i^\dagger | \hat{a}_j \rangle \rangle = \frac{1}{2} \langle \langle \hat{f}^\dagger + \hat{f} | \hat{f}^\dagger + \hat{f} \rangle \rangle\) is calculated from the set of EOMs for Green’s functions:
\[
(\omega - \epsilon_m)\langle \langle \hat{f} | \hat{f}^\dagger \rangle \rangle = 1 - \tilde{t}_m \langle \langle \hat{c}_1 | \hat{f} \rangle \rangle + \tilde{t}_m \langle \langle \hat{c}_1^\dagger | \hat{f} \rangle \rangle,
\] (C.1)
\[
(\omega - \epsilon_m)\langle \langle \hat{f} | \hat{f} \rangle \rangle = -\tilde{t}_m \langle \langle \hat{c}_1 | \hat{f} \rangle \rangle + \tilde{t}_m \langle \langle \hat{c}_1^\dagger | \hat{f} \rangle \rangle,
\] (C.2)
\[
(\omega + \epsilon_m)\langle \langle \hat{f}^\dagger | \hat{f} \rangle \rangle = 1 + \tilde{t}_m \langle \langle \hat{c}_1 | \hat{f}^\dagger \rangle \rangle - \tilde{t}_m \langle \langle \hat{c}_1^\dagger | \hat{f}^\dagger \rangle \rangle,
\] (C.3)
\[
(\omega + \epsilon_m)\langle \langle \hat{f}^\dagger | \hat{f} \rangle \rangle = \tilde{t}_m \langle \langle \hat{c}_1^\dagger | \hat{f} \rangle \rangle - \tilde{t}_m \langle \langle \hat{c}_1 | \hat{f} \rangle \rangle,
\] (C.4)
\[
E_{1-} \langle \langle \hat{c}_1 | \hat{f} \rangle \rangle = -\tilde{t}_m \langle \langle \hat{f} | \hat{f}^\dagger \rangle \rangle - \tilde{t}_m \langle \langle \hat{f}^\dagger | \hat{f} \rangle \rangle,
\] (C.5)
\[ E_{1-}(\langle \epsilon_1|f \rangle) = -\imath m \langle \langle f|f \rangle \rangle - \imath m \langle \langle f'|f \rangle \rangle, \] (C.6)
\[ E_{1+}(\langle \epsilon_1|f \rangle) = \imath m \langle \langle f'|f \rangle \rangle + \imath m \langle \langle f|f \rangle \rangle, \] (C.7)
\[ E_{1+}(\langle \epsilon_1|f \rangle) = \imath m \langle \langle f'|f \rangle \rangle + \imath m \langle \langle f|f \rangle \rangle, \] (C.8)

with \( E_{1+} \) previously defined. This set of equations is solved exactly yielding:

\[ \langle \langle \lambda_1|\lambda_1 \rangle \rangle = \frac{\omega}{\omega^2 - \epsilon_m^2} \left( \frac{1}{2} \frac{1}{\omega - \epsilon_m} + \frac{1}{2} \frac{1}{\omega + \epsilon_m} \right), \] (C.10)

which has particle and hole resonances with spectral weights of one-half at \( \omega = \pm \epsilon_m \) of the fermionic state \( f \) composed of hybridized \( \lambda_1 \) and \( \lambda_2 \).
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