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Abstract

The first system of many–valued logic was introduced by J. Łukasiewicz, his motivation was of philosophical nature as he was looking for an interpretation of the concepts of possibility and necessity. Since then, plenty of research has been developed in this area. In 1968, when Gr.C. Moisil came across Zadeh’s fuzzy set theory he found the motivation he had been looking for in order to legitimate the introduction and study of infinitely–valued Łukasiewicz algebras, so he defined $\theta$–valued Łukasiewicz algebras (or LM$_\theta$–algebras, for short) (without negation), where $\theta$ is the order type of a chain.

In this article, our main interest is to investigate the principal and Boolean congruences and $\theta$–congruences on LM$_\theta$–algebras. In order to do this we take into account a topological duality for these algebras obtained in (A.V. Figallo, I. Pascual, A. Ziliani, A Duality for $\theta$–Valued Łukasiewicz–Moisil Algebras and Applications. J. Mult-Valued Logic & Soft Computing. Vol. 16, pp 303-322. (2010). Furthermore, we prove that the intersection of two principal $\theta$–congruences is a principal one. On the other hand, we show that Boolean congruences are both principal congruences and $\theta$–congruences. This allowed us to establish necessary and sufficient conditions so that a principal congruence is a Boolean one. Finally, bearing in mind the above results, we characterize the principal and Boolean congruences on $n$–valued Łukasiewicz algebras without negation when we consider them as LM$_\theta$–algebras in the case that $\theta$ is an integer $n$, $n \geq 2$.
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1 Introduction

In 1940, Gr.C. Moisil defined the 3–valued and the 4–valued Łukasiewicz algebras and in 1942, the $n$–valued Łukasiewicz algebras ($n \geq 2$).
His goal was to study Łukasiewicz’s logic from the algebraic point of view. It is well-known that these algebras are not the algebraic counterpart of $n$-valued Łukasiewicz propositional calculi for $n \geq 5$ (\cite{4,6}). R. Cignoli (\cite{7}) found algebraic counterparts for $n \geq 5$ and he called them proper $n$-valued Łukasiewicz algebras. On the other hand, in 1968, Gr.C. Moisil (\cite{16}) introduced $\theta$-valued Łukasiewicz algebras (without negation), where $\theta$ is the order type of a chain. These structures were thought by Moisil as models of a logic with infinity nuances, but the need to find a strong motivation for them delayed the announcement. The motivation was found when Moisil came across Zadeh’s fuzzy set theory, in which he saw a confirmation of his old ideas.

For a general account of the origins and the theory of Łukasiewicz many valued logics and Łukasiewicz algebras the reader is referred to \cite{4,8,12}.

This paper is organized as follows: in Section 2, we summarize the principal notions and results of $\theta$-valued Łukasiewicz algebras (\cite{4}), in particular the topological duality for these algebras obtained in \cite{10}. In Section 3, we characterize the open subsets of the dual space associated with an LM$_\theta$-algebra which determine both the principal LM$_\theta$ and $\theta$LM$_\theta$-congruences. This last result enables us to prove that the intersection of two principal $\theta$LM$_\theta$-congruences is a principal one. Furthermore, whenever $\theta$ is an integer $n$, $n \geq 2$, we obtain the filters which determine principal congruences on $n$-valued Łukasiewicz algebras (or LM$_n$-algebras) and, we are also in a position to show that the intersection of two principal LM$_n$-congruences is a principal one. In Section 4, attention is focused on Boolean congruences. Firstly, we characterize them by means of certain closed and open subsets of the associated space. These results allow us to prove that the boolean LM$_\theta$ and $\theta$LM$_\theta$-congruences coincide, and also that they are principal congruences associated with filters generated by Boolean elements of these algebras.

2 Preliminaries

In this paper, we take for granted the concepts and results on distributive lattices, universal algebra, Łukasiewicz algebras and Priestley duality. To obtain more information on these topics, we direct the reader to the bibliography indicated in \cite{2,3,4,11,17,18,19}. However, in order to simplify the reading, we will summarize the main notions and results we needed throughout this paper.

In what follows, if $X$ is a partially ordered set and $Y \subseteq X$ we will denote by $[Y]$ ($(Y)$) the set of all $x \in X$ such that $y \leq x$ ($x \leq y$) for some $y \in Y$, and we will say that $Y$ is increasing (decreasing) if $Y = [Y]$ ($Y = (Y)$). In particular, we will write $[y]$ ($(y)$) instead of $[[y]]$ ($(y)$). Furthermore, if
$x, y \in X$ and $x \leq y$, a segment is the set $\{z \in X : x \leq z \leq y\}$ which will be denoted by $[x, y]$.

Let $\theta \geq 2$ be the order type of a totally ordered set $J$ with least element 0 being $J = \{0\} + I$ (ordinal sum). Following V. Boisescu et al. (4) recall that:

A $\theta$–valued Lukasiewicz–Moisil algebra (or LM$_\theta$–algebra) is an algebra $\langle A, \lor, \land, 0, 1, \{\phi_i\}_{i \in I}, \{\overline{\phi_i}\}_{i \in I}\rangle$ of type $(2, 2, 0, 0, \{1\}_{i \in I}, \{1\}_{i \in I})$ where $\langle A, \lor, \land, 0, 1 \rangle$ is a bounded distributive lattice and for all $i \in I$, $\phi_i$ and $\overline{\phi_i}$ satisfy the following conditions:

(L1) $\phi_i$ is an endomorphism of bounded distributive lattices,
(L2) $\phi_i x \lor \overline{\phi_i} x = 1$, $\phi_i x \land \overline{\phi_i} x = 0$,
(L3) $\phi_i \phi_j x = \phi_j x$,
(L4) $i \leq j$ implies $\phi_i x \leq \phi_j x$,
(L5) $\phi_i x = \phi_i y$ for all $i \in I$ imply $x = y$.

It is well known that there are LM$_\theta$–congruences (or congruences) on LM$_\theta$–algebras such that the quotient algebra doesn’t satisfy the determination principle (L5). That is the reason why a new notion was defined as follows: a $\theta$LM$_\theta$–congruence (or $\theta$–congruence) on an LM$_\theta$–algebra is a bounded distributive lattice congruence $\vartheta$ such that $(x, y) \in \vartheta$ if and only if $(\phi_i x, \phi_i y) \in \vartheta$ for all $i \in I$. (3, 12).

The following characterization of the Boolean elements of an LM$_\theta$–algebra will be useful for the study of the Boolean congruences on these algebras:

(L6) Let $A$ be an LM$_\theta$–algebra and let $C(A)$ be the set of all Boolean elements of $A$. Then, for each $x \in A$, the following conditions are equivalent:

(i) $x \in C(A)$,
(ii) there are $y \in A$ and $i \in I$ such that $x = \phi_i y$ ($x = \overline{\phi_i} y$),
(iii) there is $i_0 \in I$ such that $x = \phi_{i_0} x$ ($x = \overline{\phi_{i_0}} x$),
(iv) for all $i \in I$, $x = \phi_i x$ ($x = \overline{\phi_i} x$).

In [10], we extended Priestley duality to LM$_\theta$–algebras considering $\theta$–valued Lukasiewicz–Moisil spaces (or $l_\theta$P-spaces) and $l_\theta P$–functions. More precisely, 

A $\theta$–valued Lukasiewicz–Moisil space (or $l_\theta P$–space) is a pair $(X, \{f_i\}_{i \in I})$ provided the following conditions are satisfied:
(IP1) $X$ is a Priestley space, \([17, 18, 19]\)

(IP2) $f_i : X \to X$ is a continuous function,

(IP3) $x \leq y$ implies $f_i(x) = f_i(y)$,

(IP4) $i \leq j$ implies $f_i(x) \leq f_j(x)$,

(IP5) $f_i \circ f_j = f_i$.

(IP6) $\bigcup_{i \in I} f_i(X)$ is dense in $X$ (i.e. $\bigcup_{i \in I} \overline{f_i(X)} = X$, where $\overline{Z}$ denotes the closure of $Z$).

An $l_\theta P$–function from an $l_\theta P$–space $(X, \{f_i\}_{i \in I})$ into another $(X', \{f'_i\}_{i \in I})$ is an increasing continuous function $f$ from $X$ into $X'$ satisfying $f'_i \circ f = f \circ f_i$ for all $i \in I$.

It is worth mentioning that condition (IP6) is equivalent to the following one:

(IP7) If $U$ and $V$ are increasing closed and open subsets of $X$ and $f_i^{-1}(U) = f_i^{-1}(V)$ for all $i \in I$, then $U = V$ \([10]\).

Besides, if $(X, \{f_i\}_{i \in I})$ is an $l_\theta P$–space, then for all $x \in X$, the following properties are satisfied \([10]\):

(IP8) $x \leq f_i(x)$ or $f_i(x) \leq x$ for all $i \in I$,

(IP9) $f_0(x) \leq x$ and $f_0(x)$ is the unique minimal element in $X$ that precedes $x$,

(IP10) $x \leq f_1(x)$ and $f_1(x)$ is the unique maximal element in $X$ that follows $x$.

Furthermore, the above properties allow us to assert that

(IP11) $X$ is the cardinal sum of the sets $\{\{f_i(x)\}_{i \in I}\} \cup \{\{f_i(x)\}_{i \in I}\}$ for $x \in X$.

If $I$ has least element 0 and greatest element 1, then $X$ is the cardinal sum of the sets $[f_0(x), f_1(x)]$ for $x \in X$.

Although in \([10]\) we developed a topological duality for $\text{LM}_\theta$–algebras, next we will describe some results of it with the aim of fixing the notation we are about to use in this paper.

(A1) If $(X, \{f_i\}_{i \in I})$ is an $l_\theta P$–space and $D(X)$ is the lattice of all increasing closed and open subset of $X$, then $\mathbb{L}_\theta = \langle D(X), \cup, \cap, \emptyset, X, \{\phi_i^X\}_{i \in I}, \{\overline{\phi_i^X}\}_{i \in I}\rangle$ is an $\text{LM}_\theta$–algebra, where the operations $\phi_i^X$ and $\overline{\phi_i^X}$ are defined by means of the formulas: $\phi_i^X(U) = f_i^{-1}(U)$ and $\overline{\phi_i^X}(U) = X \setminus f_i^{-1}(U)$ for all $U \in D(X)$ and for all $i \in I$. 
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(A2) If \( \langle A, \lor, \land, 0, 1, \{ \phi_i \}_{i \in I}, \{ \overline{\phi}_i \}_{i \in I} \rangle \) is an \( \text{LM}_\theta \)-algebra and \( X(A) \) is the set of all prime filters of \( A \), ordered by inclusion and with the topology having as a sub–basis the sets \( \sigma_A(a) = \{ P \in X(A) : a \in P \} \) and \( X(A) \setminus \sigma_A(a) \) for each \( a \in A \), then \( \text{L}_\theta \) is the \( \text{L}_\theta \)-space associated with \( A \), where the functions \( f_i^A : X(A) \rightarrow X(A) \) are defined by the prescription: \( f_i^A(P) = \phi_i^{-1}(P) \) for all \( i \in I \) and for all \( P \in X(A) \).

Then the category of \( \text{L}_\theta \)-spaces and \( \text{L}_\theta \)-functions is naturally equivalent to the dual of the category of \( \text{LM}_\theta \)-algebras and their corresponding homomorphism, where the isomorphisms \( \sigma_A \) and \( \epsilon_X \) are the corresponding natural equivalences.

In addition, this duality allowed us to to characterize the \( \text{LM}_\theta \) and \( \text{LM}_\theta \)-congruences on these algebras for which we introduced these notions:

(A3) A subset \( Y \) of \( X \) is semimodal if \( \bigcup_{i \in I} f_i(Y) \subseteq Y \), and \( Y \) is a \( \theta \)-subset of \( X \) if \( \bigcup_{i \in I} f_i(Y) \subseteq Y \subseteq \bigcup_{i \in I} f_i(Y) \). Hence, for each closed \( \theta \)-subset \( Y \) of \( X \) we have that \( Y = \bigcup_{i \in I} f_i(Y) \) ([10]).

Then, we proved that

(A4) The lattice \( \mathcal{C}_S(\text{L}_\theta(A)) \) of all closed and semimodal subsets of \( \text{L}_\theta(A) \) is isomorphic to the dual lattice \( \text{Con}_{\text{LM}_\theta}(A) \) of all congruences on \( A \), and the isomorphism is the function \( \Theta_S \) defined by the prescription

\[
\Theta_S(Y) = \{(a, b) \in A \times A : \sigma_A(a) \cap Y = \sigma_A(b) \cap Y \} = \{(a, b) \in A \times A : \sigma_A(b) \Delta \sigma_A(a) \cap Y = \emptyset \} \quad (\text{[10] Theorem 2.1.1}).
\]

(A5) The lattice \( \mathcal{C}_S(\text{L}_\theta(A)) \) of all closed \( \theta \)-subsets of \( \text{L}_\theta(A) \) is isomorphic to the dual lattice \( \text{Con}_{\text{L}_\theta}(A) \) of all \( \theta \)-congruences on \( A \), and the isomorphism is the function \( \Theta_\theta \) defined as in (A4) ([10] Theorem 2.1.2]).

Finally, we will emphasize the following properties of Priestley spaces and so, \( \text{L}_\theta \)-spaces which will be quite useful in order to characterize the principal congruences on \( \text{LM}_\theta \)-algebras.

(A6) \([A]\) and \([A]\) are closed subsets of \( X \), for each closed subset \( A \) of \( X \).

(A7) \( R \) is a closed, open and convex subset of \( X \) if and only if there are \( U, V \in D(X) \) such that \( V \subseteq U \) and \( R = U \setminus V \).
3 Principal congruences

In this section our first objective is to characterize the principal LM\_θ and \(θ\)LM\_θ\—congruences on an LM\_θ\—algebra by means of certain open subsets of its associated \(l_θ\)P\—space.

**Theorem 3.1** Let \(A\) be an LM\_θ\—algebra and let \(L_θ(A)\) be the \(l_θ\)P\—space associated with \(A\). Then, it holds:

(i) the lattice \(O_{CS}(X(A))\) of all open subsets of \(X(A)\) whose complements are semimodal is isomorphic to the lattice \(\text{Con}_{LM_θ}(A)\) of all congruences on \(A\), and the isomorphism is the function \(Θ_{OS}\) defined by the prescription \(Θ_{OS}(G) = \{(a, b) \in A \times A : σ_A(b) ∆ σ_A(a) ⊆ G\}\).

(ii) The lattice \(O_{Cθ}(X(A))\) of all open subsets of \(X(A)\) whose complements are \(θ\)—subsets of \(X(A)\) is isomorphic to the lattice \(\text{Con}_{θLM_θ}(A)\) of all \(θ\)—congruences on \(A\) and the isomorphism is the function \(Θ_{Oθ}\) defined as in (i).

**Proof.** It is a direct consequence of (A4) and (A5), bearing in mind that there is a one-to-one correspondence between the closed and open subsets of a topological space and that \(Θ_{OS}(G) = Θ_S(X(A) \setminus G)\) and \(Θ_{Oθ}(G) = Θ_θ(X(A) \setminus G)\). □

From now on, we will denote by \(Θ(a, b)\) and \(Θ_θ(a, b)\) the principal LM\_θ and \(θ\)LM\_θ\—congruence generated by \((a, b)\), respectively.

**Proposition 3.1** Let \(A\) be an LM\_θ\—algebra and let \(L_θ(A)\) be the \(l_θ\)P\—space associated with \(A\). Then the following conditions are equivalent for all \(a, b ∈ A, a ≤ b\):

(i) \(Θ(a, b) = Θ_{OS}(G)\) for some \(G ∈ O_{CS}(X(A))\),

(ii) \(G\) is the least element of \(O_{CS}(X(A))\), ordered by inclusion, which contains \(σ_A(b) \setminus σ_A(a)\),

(iii) \(G = (σ_A(b) \setminus σ_A(a)) \cup \bigcup_{i ∈ I} f_i A^{-1}(σ_A(b) \setminus σ_A(a))\),

(iv) \(G = (σ_A(b) \setminus σ_A(a))\cup \bigcup_{i ∈ I} σ_A(φ_i b \land ˚φ_i a).\)

**Proof.** (i) ⇒ (ii): By Theorem 3.1 we have that \(σ_A(b) \setminus σ_A(a) ⊆ G\). On the other hand, suppose that there is \(H ∈ O_{CS}(X(A))\) such that \(σ_A(b) \setminus σ_A(a) ⊆ H\). Then, \((a, b) ∈ Θ_{OS}(H)\) and so, \(Θ_{OS}(G) ⊆ Θ_{OS}(H)\). This assertion and Theorem 3.1 imply that \(G ⊆ H\).
(ii) \(\Rightarrow\) (i): From the hypothesis and Theorem 3.1 we conclude that \((a, b) \in \Theta_{OS}(G)\). Furthermore, if \(\varphi \in Con_{LM}(A)\) and \((a, b) \in \varphi\), then by Theorem 3.1 we have that \(\varphi = \Theta_{OS}(H)\) for some \(H \in \mathcal{O}_{CS}(X(A))\). From these last assertions and the fact that \(a \leq b\) we infer that \(\sigma_A(b) \setminus \sigma_A(a) \subseteq H\) and so, by the hypothesis we conclude that \(G \subseteq H\). This means that \(\Theta_{OS}(G) \subseteq \Theta_{OS}(H) = \varphi\), which allows us to assert that \(\Theta_{OS}(G) = \Theta(a, b)\).

(ii) \(\Rightarrow\) (iii): From the hypothesis we have that \((\sigma_A(b) \setminus \sigma_A(a)) \cup \bigcup_{i \in I} f_i A^{-1} (\sigma_A(b) \setminus \sigma_A(a)) \subseteq G\). Besides, from (IP2) and (IP5) we infer that \((\sigma_A(b) \setminus \sigma_A(a)) \cup \bigcup_{i \in I} f_i A^{-1} (\sigma_A(b) \setminus \sigma_A(a)) \in \mathcal{O}_{CS}(X(A))\) and hence, by (ii) we conclude that \(G = (\sigma_A(b) \setminus \sigma_A(a)) \cup \bigcup_{i \in I} f_i A^{-1} (\sigma_A(b) \setminus \sigma_A(a))\).

(iii) \(\Rightarrow\) (ii): From (IP2) and (IP5) we have that \(G \in \mathcal{O}_{CS}(X(A))\). Suppose now, that there is \(H \in \mathcal{O}_{CS}(X(A))\) and that \(\sigma_A(b) \setminus \sigma_A(a) \subseteq H\). Since \(X(A) \setminus H\) is semimodal, we infer that \(f_i A^{-1} (\sigma_A(b) \setminus \sigma_A(a)) \subseteq H\) for all \(i \in I\) from which it follows that \(G \subseteq H\).

(iii) \(\Leftrightarrow\) (iv): It is a direct consequence from the fact that \(\sigma_A\) is an isomorphism.

\[\Box\]

Corollary 3.1 Let \(A\) be an \(LM_{\theta}\)-algebra and let \(L_{\theta}(A)\) be the \(l_{\theta}\)-\(P\)-space associated with \(A\). Then the following conditions are equivalent:

(i) \(G \in \mathcal{O}_{CS}(X(A))\) and \(\Theta_{OS}(G)\) is a principal congruence on \(A\),

(ii) there is a closed, open and convex subset \(R\) of \(X(A)\) such that \(G = R \cup \bigcup_{i \in I} f_i A^{-1}(R)\).

\[\text{Proof.}\] It follows immediately from (A7) and Proposition 3.1 taking into account that \(\sigma_A\) is an \(LM_{\theta}\)-isomorphism.

\[\Box\]

Next, bearing in mind the above results we will obtain different descriptions of the elements of \(\mathcal{O}_{C\theta}(X(A))\) by means of the duality which will be useful later on.

Proposition 3.2 Let \(A\) be an \(LM_{\theta}\)-algebra and let \(L_{\theta}(A)\) be the \(l_{\theta}\)-\(P\)-space associated with \(A\). Then the following conditions are equivalent for all \(a, b \in A\), \(a \leq b\):

(i) \(H \in \mathcal{O}_{C\theta}(X(A))\) and \(\Theta_{C\theta}(H) = \Theta_{\theta}(a, b)\),

(ii) \(H = X(A) \setminus \bigcup_{i \in I} f_i A^{-1}(X(A) \setminus G)\), where \(G = (\sigma_A(b) \setminus \sigma_A(a)) \cup \bigcup_{i \in I} f_i A^{-1}(\sigma_A(b) \setminus \sigma_A(a))\).
(iii) $H$ is the least element of $O_{C0}(X(A))$, ordered by inclusion, which contains $\sigma_A(b) \setminus \sigma_A(a)$.

(iv) $H = X(A) \setminus \bigcup_{i \in I} f_i^A((\bigcap_{i \in I} f_i^{A^{-1}}(X(A) \setminus (\sigma_A(b) \setminus \sigma_A(a)))))$.

(v) $H = X(A) \setminus \bigcup_{i \in I} f_i^A(\bigcap_{i \in I} \sigma_A(\phi_i a \lor \phi_i b))$.

Proof. (i) $\Rightarrow$ (ii): Let us observe that $\Theta(a, b) \subseteq \Theta(b, a)$. Hence, by Theorem 3.4 we have that there are $G \in O_{CS}(X(A))$ and $H \in O_{C0}(X(A))$ such that $\Theta(a, b) = \Theta_{OS}(G)$, $\Theta(b, a) = \Theta_{C0}(H)$ and $G \subseteq H$. Then, by Proposition 3.1 we infer that $G = (\sigma_A(b) \setminus \sigma_A(a)) \cup \bigcup_{i \in I} f_i^{A^{-1}}(\sigma_A(b) \setminus \sigma_A(a))$. Besides, it holds that $\Theta(b, a)$ is the least $\theta$-congruence on $A$ which contains $\Theta(a, b)$. Hence, from these statements and Theorem 3.1 we have that $X(A) \setminus H$ is the greatest closed $\theta$-subset of $X(A) \setminus G$. On the other hand, taking into account that $X(A) \setminus G$ is semimodal, we conclude that $\bigcup_{i \in I} f_i^A((X(A) \setminus G)$ is the greatest closed $\theta$-subset of $X(A) \setminus G$. Hence, from the last assertions we conclude that $X(A) \setminus H = \bigcup_{i \in I} f_i^A((X(A) \setminus G)$ and so, $H = X(A) \setminus \bigcup_{i \in I} f_i^A((X(A) \setminus G)$.

(ii) $\Rightarrow$ (iii): It is easy to check that $H \in O_{C0}(X(A))$. Furthermore, since $X(A) \setminus G$ is semimodal, we have that $\bigcup_{i \in I} f_i^A((X(A) \setminus G) \subseteq X(A) \setminus G$ and so, $G \subseteq H$. This condition and the hypothesis imply that $\sigma_A(b) \setminus \sigma_A(a) \subseteq H$. On the other hand, if $W \in O_{C0}(X(A))$ and $\sigma_A(b) \setminus \sigma_A(a) \subseteq W$, then $H \subseteq W$. Indeed, since $X(A) \setminus W$ is semimodal, from Proposition 3.1 we have that $G \subseteq W$ which implies that $\bigcup_{i \in I} f_i^A((X(A) \setminus W) \subseteq \bigcup_{i \in I} f_i^A((X(A) \setminus G)$. This last statement and the fact that $X(A) \setminus W$ is a closed $\theta$-subset of $X(A)$ we infer that $X(A) \setminus W \subseteq \bigcup_{i \in I} f_i^A((X(A) \setminus G)$ which completes the proof.

(iii) $\Rightarrow$ (i): This follows using an analogous reasoning to the proof of (ii) $\Rightarrow$ (i) in Proposition 3.1.

(ii) $\Leftrightarrow$ (iv): We only prove that $f_i^A((X(A) \setminus (\sigma_A(b) \setminus \sigma_A(a))) \cap \bigcap_{i \in I} f_i^{A^{-1}}((X(A) \setminus (\sigma_A(b) \setminus \sigma_A(a))) = f_i^A(\bigcap_{i \in I} f_i^{A^{-1}}((X(A) \setminus (\sigma_A(b) \setminus \sigma_A(a)))$ for all $i \in I$, from which the proof follows immediately. Indeed, suppose that $y = f_j(x)$ for some $j \in I$ and that $f_i(x) \not\in \sigma_A(b) \setminus \sigma_A(a)$ for all $i \in I$. Then, by (IP5) we infer that $f_i(y) = f_i(x)$ and $f_i(y) \not\in \sigma_A(b) \setminus \sigma_A(a)$ for all $i \in I$. From these statements we have that $y \in (X(A) \setminus (\sigma_A(b) \setminus \sigma_A(a))) \cap \bigcap_{i \in I} f_i^{A^{-1}}((X(A) \setminus (\sigma_A(b) \setminus \sigma_A(a)))$ and so, $y \in f_j^A((X(A) \setminus (\sigma_A(b) \setminus \sigma_A(a))) \cap \bigcap_{i \in I} f_i^{A^{-1}}((X(A) \setminus (\sigma_A(b) \setminus \sigma_A(a)))$. Therefore, we conclude that $f_j^A(\bigcap_{i \in I} f_i^{A^{-1}}((X(A) \setminus (\sigma_A(b) \setminus \sigma_A(a)))$.
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\[ \sigma_A(a) \subseteq f_j^A((X(A) \setminus (\sigma_A(b) \setminus \sigma_A(a))) \cap \bigcap_{i \in I} f_i^{-1}(X(A) \setminus (\sigma_A(b) \setminus \sigma_A(a)))) \]

for all \( j \in I \). The other inclusion is obvious.

(iv) \( \Leftrightarrow \) (v): It is routine. \( \square \)

**Corollary 3.2** Let \( A \) be an \( \mathbb{LM}_\theta \)-algebra and let \( L_\theta(A) \) be the \( \mathbb{LP} \)-space associated with \( A \). Then the following conditions are equivalent:

(i) \( \Theta_{O\theta}(H) \) is a principal \( \theta \)-congruence on \( A \),

(ii) there is a closed, open and convex subset \( R \) of \( X(A) \) such that

\[ H = X(A) \setminus \bigcup_{i \in I} f_i^A(\bigcap_{i \in I} f_i^{-1}(X(A) \setminus R)). \]

**Proof.** It is an immediate consequence of Proposition 3.2 and (A7). \( \square \)

**Corollary 3.3** Let \( A \) be an \( \mathbb{LM}_\theta \)-algebra. Then the intersection of two principal \( \theta \)-congruences is a principal one.

**Proof.** Let \( \vartheta_1 \) and \( \vartheta_2 \) be principal \( \theta \)-congruences on \( A \). Then, by Corollary 3.2 there are closed, open and convex subsets \( R_1 \) and \( R_2 \) of \( X(A) \) such that \( \vartheta_1 = \Theta_{O\theta}(H_1) \) and \( \vartheta_2 = \Theta_{O\theta}(H_2) \), where \( H_1 = X(A) \setminus \bigcup_{i \in I} f_i^A(\bigcap_{i \in I} f_i^{-1}(X(A) \setminus R_1)) \) and \( H_2 = X(A) \setminus \bigcup_{i \in I} f_i^A(\bigcap_{i \in I} f_i^{-1}(X(A) \setminus R_2)). \) Bearing in mind Theorem 3.1 we infer that \( \vartheta_1 \cap \vartheta_2 = \Theta_{O\theta}(H_1 \cap H_2) \). On the other hand, we have that \( H_1 \cap H_2 = X(A) \setminus \bigcup_{i \in I} f_i^A(\bigcap_{i \in I} f_i^{-1}(X(A) \setminus R_1) \cup f_i^{-1}(X(A) \setminus R_2)) \) and \( X(A) \setminus \bigcup_{i \in I} f_i^A(\bigcap_{i \in I} f_i^{-1}(X(A) \setminus (R_1 \cap R_2))). \) From these last equalities and the fact that \( R_1 \cap R_2 \) is a closed, open and convex subset of \( X(A) \) we conclude, by Corollary 3.2 that \( \vartheta_1 \cap \vartheta_2 \) is a principal \( \theta \)-congruence on \( A \). \( \square \)

In the sequel, we will determine sufficient conditions for the intersection of two principal congruences is not a principal one, in the particular case that the \( \mathbb{LP} \)-space associated with an \( \mathbb{LM}_\theta \)-algebra is the cardinal sum of an arbitrary but not finite set of segments or by [10], Corollary 2.1.5, Theorem 2.2.2] when this is isomorphic to a subdirect product of an arbitrary but not finite set of subalgebras of the \( \mathbb{LM}_\theta \)-algebra \( B_2[l] \).

**Proposition 3.3** Let \( \varphi_1 = \Theta_{O\sigma}(G_1) \) and \( \varphi_2 = \Theta_{O\sigma}(G_2) \) principal congruences on \( A \) where \( G_j = R_j \cup \bigcup_{i \in I} f_i^{-1}(R_j) \) and \( R_j \) is a closed, open and convex
subset of $X(A)$, $1 \leq j \leq 2$. If $(R_1 \setminus (R_2 \cup \bigcup_{i \in I} f_i^{-1}(R_1))) \cap \bigcup_{i \in I} f_i^{-1}(R_2)$ is a proper and dense subset of $R_1 \setminus (R_2 \cup \bigcup_{i \in I} f_i^{-1}(R_1))$, then $\varphi_1 \cap \varphi_2$ is not a principal congruence on $A$.

**Proof.** By virtue of Theorem 3.1 we have that (1) $\varphi_1 \cap \varphi_2 = \Theta_{OS}(G_1 \cap G_2)$. Besides, from the hypothesis we infer that $G_1 \cap G_2$ is partitioned into mutually disjoint sets as follows (2) $G_1 \cap G_2 = (R_1 \cap R_2) \cup ((R_1 \setminus R_2) \bigcup_{i \in I} f_i^{-1}(R_1))$ $\cup \bigcup_{i \in I} f_i^{-1}(R_2))$. Suppose now, that $\varphi_1 \cap \varphi_2$ is a principal congruence on $A$. Then, from Corollary 3.3 there is a closed, open and convex subset $R$ of $X(A)$ such that (3) $G_1 \cap G_2 = R \cup \bigcup_{i \in I} f_i^{-1}(R)$. By (2) and (3) we conclude that $((R_1 \setminus R_2) \bigcup_{i \in I} f_i^{-1}(R_1)) \cup \bigcup_{i \in I} f_i^{-1}(R_2) \subseteq R \cup f_1^{-1}(R)$ and $((R_1 \setminus R_2) \bigcup_{i \in I} f_i^{-1}(R_1)) \cap \bigcup_{i \in I} f_i^{-1}(R_2) = \emptyset$, from which we get that $((R_1 \setminus R_2) \bigcup_{i \in I} f_i^{-1}(R_1)) \cap \bigcup_{i \in I} f_i^{-1}(R_2) \subseteq R$. Therefore, we have that (4) $((R_1 \setminus R_2) \bigcup_{i \in I} f_i^{-1}(R_1)) \cap \bigcup_{i \in I} f_i^{-1}(R_2) \subseteq R \cap ((R_1 \setminus R_2) \bigcup_{i \in I} f_i^{-1}(R_1))$. From the hypothesis and the fact that $R \cap (R_1 \setminus R_2) \bigcup_{i \in I} f_i^{-1}(R_1)$ is a closed subset of $(R_1 \setminus R_2) \bigcup_{i \in I} f_i^{-1}(R_1)$ we conclude that $R \cap ((R_1 \setminus R_2) \bigcup_{i \in I} f_i^{-1}(R_1)) = (R_1 \setminus R_2) \bigcup_{i \in I} f_i^{-1}(R_1)$ and hence, (5) $(R_1 \setminus R_2) \bigcup_{i \in I} f_i^{-1}(R_1) \subseteq R$. Furthermore, from the hypothesis there is $x \in X(A)$ such that (6) $x \in (R_1 \setminus R_2) \bigcup_{i \in I} f_i^{-1}(R_1)$ and (7) $x \notin \bigcup_{i \in I} f_i^{-1}(R_2)$. Then, (5) and (6) imply that $x \in R$ and so, by (3) it follows that (8) $x \in G_1 \cap G_2$. On the other hand, by (6) we infer that $x \notin R \cap R_2$, $x \notin \bigcup_{i \in I} f_i^{-1}(R_1) \cap \bigcup_{i \in I} f_i^{-1}(R_2)$ and $x \notin ((R_1 \setminus R_2) \bigcup_{i \in I} f_i^{-1}(R_1)) \cap \bigcup_{i \in I} f_i^{-1}(R_2)$. Besides, by (7) we have that $x \notin ((R_1 \setminus R_2) \bigcup_{i \in I} f_i^{-1}(R_1)) \cap \bigcup_{i \in I} f_i^{-1}(R_2)$. These last assertions and (2) allow us to conclude that $x \notin G_1 \cap G_2$, which contradicts (8). Therefore, $\varphi_1 \cap \varphi_2$ is not a principal congruence on $A$. \qed

Bearing in mind the above results, our next task is to characterize the principal congruences on $n$-valued Lukasiewicz algebras without negation (or LM$_n$-algebras) when we consider them as LM$_0$-algebras in the case
that \( \theta \) is an integer \( n, n \geq 2 \). It is well-known that each congruence on an \( \text{LM}_n \)-algebra is a \( \theta \)-congruence on this algebra. For this aim, first we will determine the following properties of the \( \text{lnP} \)-spaces.

**Proposition 3.4** Let \( (X, \{f_1, \ldots, f_{n-1}\}) \) be an \( \text{lnP} \)-space. Then condition (LP6) is equivalent to any of these conditions:

\[
(\text{lnP6}) \quad X = \bigcup_{i=1}^{n-1} f_i(X),
\]

\[
(\text{lnP7}) \quad \text{if } Y, Z \text{ are subsets of } X \text{ and } f_i^{-1}(Y) = f_i^{-1}(Z) \text{ for all } i, 1 \leq i \leq n-1, \text{ then } Y = Z,
\]

\[
(\text{lnP8}) \quad \text{for each } x \in X, \text{ there is } i_0, 1 \leq i_0 \leq n-1, \text{ such that } x = f_{i_0}(x).
\]

**Proof.** \((\text{IP6}) \Leftrightarrow (\text{lnP6})\): By (IP1), \( X \) is a Hausdorff and compact space, from which it follows, by (IP2), that \( f_i : X \rightarrow X \) is a closed function for all \( i, 1 \leq i \leq n-1 \). Therefore, \( \bigcup_{i=1}^{n-1} f_i(X) \) is a closed subset of \( X \) and so, \( \bigcup_{i=1}^{n-1} f_i(X) = \bigcup_{i=1}^{n-1} f_i(X) \).

To prove the other equivalences is routine. \( \square \)

**Corollary 3.4** \([9, \text{Proposition 3.1}]\) Let \( (X, \{f_1, \ldots, f_{n-1}\}) \) be an \( \text{lnP} \)-space. Then \( X \) is the cardinal sum of a family of chains, each of which has at most \( n-1 \) elements.

**Proof.** By (IP11), \( X \) is the cardinal sum of the sets \( \{(f_i(x) : 1 \leq i \leq n-1) \} \cup \{(f_i(x) : 1 \leq i \leq n-1) \}, x \in X. \) From (IP3), (IP4), (IP5) and (lnP8) we infer that for each \( x \in X, \) the set \( \{(f_i(x) : 1 \leq i \leq n-1) \} \cup \{(f_i(x) : 1 \leq i \leq n-1) \} = \{f_i(x) : 1 \leq i \leq n-1\} \) is a maximal chain in \( X \) and so, the proof is complete. \( \square \)

Now we are going to introduce the notion of modal subset of an \( \text{lnP} \)-space. These subsets play a fundamental role in the characterization of the congruences on \( \text{Ln}_n \)-algebras, as we will show next.

**Definition 3.1** Let \( (X, \{f_i\}_{i \in I}) \) be an \( \text{lnP} \)-space. A subset \( Y \) of \( X \) is modal if \( Y = f_i^{-1}(Y) \) for all \( i \in I \).

In order to reach our goal we will show the following lemmas.

**Lemma 3.1** Let \( (X, \{f_1, \ldots, f_{n-1}\}) \) be an \( \text{lnP} \)-space and let \( Y \) be a non empty set of \( X \). Then the following conditions are equivalent:
Y is semimodal,

Y is modal,

Y is a cardinal sum of maximal chains in X.

Proof. (i) ⇒ (ii): Suppose that $f_i(z) \in Y$. By $(l_nP8)$ we have that $f_{i_0}(z) = z$ for some $i_0$, $1 \leq i_0 \leq n - 1$. Then, from the hypothesis and $(lP5)$ we infer that $z = f_{i_0}(f_i(z)) \in Y$. Therefore, $f_i^{-1}(Y) \subseteq Y$ for all $i$, $1 \leq i \leq n - 1$. The other inclusion follows immediately.

(ii) ⇒ (iii): For each $y \in Y$, let $C_y = \{f_i(y) : 1 \leq i \leq n\}$. Then, taking into account the proof of Corollary 3.4 and $(l_nP8)$ it follows that $C_y$ is a maximal chain in $X$ to which $y$ belongs. Therefore, $Y \subseteq \bigcup_{y \in Y} C_y$. On the other hand, $\bigcup_{y \in Y} C_y = \bigcup_{i=1}^{n-1} f_i(Y)$ and since $Y$ is modal, we conclude that $\bigcup_{y \in Y} C_y \subseteq Y$, which completes the proof.

(iii) ⇒ (i): It follows from $(lP5)$ and the fact that a subset $C$ of $X$ is a chain if and only if $C = \{f_i(x) : 1 \leq i \leq n - 1\}$, for some $x \in X$. □

Lemma 3.2 Let $(X, \{f_1, \ldots, f_{n-1}\})$ be an $l_nP$-space and let $Y$ be a modal subset of $X$. Then, $X \setminus Y$ is modal.

Proof. It is a direct consequence of Definition 3.1. □

Theorem 3.2 Let $A$ be an $LM_n$-algebra and let $L(A)$ be the $l_nP$-space associated with $A$. Then, it holds:

(ii) the lattice $C_M(X(A))$ of all closed and modal subsets of $X(A)$ is isomorphic to the dual lattice $\text{Con}_{Lk_n}(A)$ of all $Lk_n$-congruences on $A$ and the isomorphism is the function $\Theta_M : \mathcal{O}_M(X(A)) \rightarrow \text{Con}_{Lk_n}(A)$, defined as in (A4).

(ii) The lattice $\mathcal{O}_M(X(A))$ of all open and modal subsets of $X(A)$ is isomorphic to the lattice $\text{Con}_{Lk_n}(A)$ of all $Lk_n$-congruences on $A$ and the isomorphism is the function $\Theta_{OM} : \mathcal{O}_M(X(A)) \rightarrow \text{Con}_{Lk_n}(A)$, defined as in Theorem 3.1.

Proof. (i): It follows from (A4) and Lemma 3.1

(ii): It is a consequence of Theorem 3.1 and Lemmas 3.1 and 3.2 □

In the sequel, we take into account the well-known fact that Priestley duality provides an isomorphism between the lattices $\mathcal{F}(L)$ of all filters of a
bounded distributive lattice $L$ and that of $\mathcal{C}_f(X(L))$ of all closed and increasing subsets of $X(L)$. Under this isomorphism, any $F \in \mathcal{F}(L)$ corresponds to the increasing closed subset $Y_F = \bigcap \{\sigma_L(a) : a \in F\}$, and any $Y \in \mathcal{C}_f(X(L))$ corresponds to the filter $F_Y = \{a \in L : Y \subseteq \sigma_L(a)\}$, and $\Theta(F) = \Theta(Y_F)$ and $\Theta(Y) = \Theta(F_Y)$, where $\Theta(Y)$ is defined as in (A4) for all $Y \in \mathcal{C}_f(X(L))$ and $\Theta(F)$ is the congruence associated with $F$.

**Proposition 3.5** Let $A$ be an LM$_n$–algebra and let $L_n(A)$ be the $1_nP$–space associated with $A$. Then the following conditions are equivalent for all $a, b \in A, a \leq b$:

(i) $\Theta_{OM}(G) = \Theta(a, b)$ and $G \in \mathcal{O}_M(X(A))$,

(ii) $G$ is the least element of $\mathcal{O}_M(X(A))$, ordered by inclusion, which contains $\sigma_A(b) \setminus \sigma_A(a)$,

(iii) $G = \bigcup_{i=1}^{n-1} f_i^{-1}(\sigma_A(b) \setminus \sigma_A(a))$,

(iv) $G = \sigma_A(\bigvee_{j=1}^{n-1} (\phi_i b \land \bar{\phi}_i a))$,

(v) $\Theta_{OM}(G) = \Theta([\bigwedge_{i=1}^{n-1} (\bar{\phi}_i b \lor \phi_i a)])$.

**Proof.** (i) $\Leftrightarrow$ (ii): It follows from Theorem 3.2 using the same argument as in Proposition 4.1.

(ii) $\Leftrightarrow$ (iii): By (1nIP8) we infer that $\sigma_A(b) \setminus \sigma_A(a) \leq \bigcup_{i=1}^{n-1} f_i^{-1}(\sigma_A(b) \setminus \sigma_A(a))$. Furthermore, by (IP2) and (IP5) we have that $\bigcup_{i=1}^{n-1} f_i^{-1}(\sigma_A(b) \setminus \sigma_A(a)) \in \mathcal{O}_M(X(A))$. On the other hand, if $H \in \mathcal{O}_M(X(A))$ and $\sigma_A(b) \setminus \sigma_A(a) \subseteq H$, since $H$ is modal, we conclude that $\bigcup_{i=1}^{n-1} f_i^{-1}(\sigma_A(b) \setminus \sigma_A(a)) \subseteq H$.

Therefore, $G = \bigcup_{i=1}^{n-1} f_i^{-1}(\sigma_A(b) \setminus \sigma_A(a))$ if and only if $G$ verifies (ii).

(iii) $\Leftrightarrow$ (iv): Taking into account that $\sigma_A$ is an LM$_n$–isomorphism we have that $\bigcup_{i=1}^{n-1} f_i^{-1}(\sigma_A(b) \setminus \sigma_A(a)) = \bigcup_{i=1}^{n-1} (f_i^{-1}(\sigma_A(b)) \setminus f_i^{-1}(\sigma_A(a))) = \bigcup_{i=1}^{n-1} (\phi_i^X(b) \setminus \bar{\phi}_i^X(a)) = \bigcup_{i=1}^{n-1} (\sigma_A(\phi_i b) \land \sigma_A(\bar{\phi}_i a)) = \bigcup_{i=1}^{n-1} \sigma_A(\phi_i b \land \bar{\phi}_i a) = \sigma_A(\bigvee_{j=1}^{n-1} (\phi_j b \land \bar{\phi}_j a)$, from which the proof is complete.
(iv) ⇒ (v): Bearing in mind that $\Theta_{OM}(G) = \Theta_{M}(X(A) \setminus G)$ and that $X(A) \setminus G = \sigma_A(\bigwedge_{i=1}^{n-1}(\phi_i b \lor \phi_i a))$, by Theorem 3.2 we infer that $\Theta_{OM}(G) = \Theta(\bigwedge_{i=1}^{n-1}(\phi_i b \lor \phi_i a))$.

(v) ⇒ (iv): Since $\sigma_A(\bigwedge_{i=1}^{n-1}(\phi_i b \lor \phi_i a)) = \bigcap\{\sigma_A(x) : x \in \bigwedge_{i=1}^{n-1}(\phi_i b \lor \phi_i a)\}$, by Theorem 3.2 we have that $\Theta(\bigwedge_{i=1}^{n-1}(\phi_i b \lor \phi_i a)) = \Theta_{OM}(\bigwedge_{i=1}^{n-1}(\phi_i b \lor \phi_i a))$. Besides, by Theorem 3.2 we infer that $\Theta_{M}(\sigma_A(\bigwedge_{i=1}^{n-1}(\phi_i b \lor \phi_i a))) = \Theta_{OM}(\sigma_A(\bigwedge_{j=1}^{n-1}(\phi_j b \land \phi_j a)))$. Hence, $\Theta_{OM}(\sigma_A(\bigvee_{j=1}^{n-1}(\phi_j b \land \phi_j a)))$ and so, by Theorem 3.2 we get $G = \sigma_A(\bigvee_{j=1}^{n-1}(\phi_j b \land \phi_j a))$.

**Proposition 3.6** Let $A$ be an $LM_{n}$-algebra and let $L(A)$ be the $l_{n}$-$P$-space associated with $A$. Then the following conditions are equivalent:

(i) $\vartheta$ is a principal $L_{k_{n}}$-congruence,

(ii) $\vartheta = \Theta_{OM}(G)$, where $G = \bigcup_{i=1}^{n-1}f_{i}^{-1}(R)$ and $R$ is a closed, open and convex subset of $X(A)$,

(iii) $\vartheta = \Theta_{OM}(G)$, where $G$ is a closed, open and modal subset of $X(A)$.

**Proof.**

(i) ⇔ (ii): It is an immediate consequence of Proposition 3.5 and (A7).

(ii) ⇒ (iii): From the hypothesis, (IP2) and (IP5) we have that $G$ is closed, open and modal subset of $X(A)$.

(iii) ⇒ (ii): From Proposition 3.1 we have that $G$ is the cardinal sum of maximal chains and so, $G$ is a convex subset of $X(A)$. Hence, from the hypothesis by taking $R = G$ we conclude the proof.

**Corollary 3.5** Let $A$ be an $Lk_{n}$-algebra. Then, the intersection of two principal $Lk_{n}$-congruence on $A$ is a principal one.

**Proof.** It is a direct consequence of Proposition 3.6 and Theorem 3.2.
4 Boolean congruences

Next, our attention is focus on determine the Boolean congruences and $\theta$-congruences on $\text{LM}_\theta$-algebras bearing in mind the topological duality for them established in Section 1. In order to do this, we will start studying certain subsets of $\text{l}_\theta$-P–spaces which will be fundamental to reach our goal.

**Proposition 4.1** Let $A$ be an $\text{LM}_\theta$–algebra and let $L_\theta(A)$ be the $\text{l}_\theta$-P–space associated with $A$. Then for each $Y \subseteq X(A)$ holds:

(i) $\Theta_{OS}(Y)$ is a Boolean congruence on $A$ if and only if $Y$ is a closed and open subset of $X(A)$ such that $Y$ and $X(A) \setminus Y$ are semimodal, where $\Theta_{OS}(Y)$ is defined as in Theorem 3.1.

(ii) $\Theta_{O\theta}(Y)$ is a Boolean $\theta$–congruence on $A$ if and only if $Y$ is a closed and open subset of $X(A)$ such that $Y$ and $X(A) \setminus Y$ are $\theta$–subsets of $X(A)$, where $\Theta_{O\theta}(Y)$ is defined as in Theorem 3.1.

**Proof.** It is a direct consequence of Theorem 3.1.

Now, we will recall two concepts which will be used in Proposition 4.2. Let $Y$ be a topological space and $y_0 \in Y$. A net in a space $Y$ is a map $\varphi: D \to Y$ of some directed set $(D, \prec)$. Besides, we say that $\varphi$ converges to $y_0$ (written $\varphi \to y_0$) if for all neighborhood $U(y_0)$ of $y_0$ there is $d \in D$ such that for all $a \prec b$, $\varphi(b) \in U(y_0)$.

**Proposition 4.2** Let $(X, \{f_i\}_{i \in I})$ be an $\text{l}_\theta$-P–space and let $Y$ be a closed, open and semimodal subset of $X$. Then $X \setminus Y$ is semimodal.

**Proof.** Suppose that there is (1) $x \in X \setminus Y$ such that $f_{i_0}(x) \in Y$ for some $i_0 \in I$. Since (2) $Y$ is semimodal, we infer by (IP5) that (3) $f_i(x) \in Y$ for all $i \in I$. Taking into account that $Y$ is a closed subset of $X$ it follows by (1) that $X \setminus Y$ is a neighborhood of $x$. Then, by (2) we have that $(X \setminus Y) \cap \bigcup_{i \in I} f_i(Y) = \emptyset$ and so, $x \notin \bigcup_{i \in I} f_i(Y)$. From this last assertion and (IP6) we conclude that $x \in \bigcup_{i \in I} f_i(X \setminus Y)$, from which it follows that there exists a net $\{x_d\}_{d \in D} \subseteq X \setminus Y$ and (4) $f_{i_0}(x_d) \to x$. Therefore, there exists $d_0 \in D$ such that $\{f_{i_0}(x_d) : d_0 \prec d, d \in D\} \subseteq X \setminus Y$. From (2) and (IP5), $\{f_i(x_d) : d_0 \prec d, d \in D, i \in I\} \subseteq X \setminus Y$. On the other hand, by (4), (IP2) and (IP5) we have that $f_i(x_d) \to f_i(x)$ for all $i \in I$ and from the fact that $X \setminus Y$ is closed, we conclude that $f_i(x) \in X \setminus Y$ for all $i \in I$, which contradicts (3).
**Proof.** Let \( y, z, w \in X \) be such that \( y \leq z \leq w \) and let \( y, w \in [\{f_i(x)\}_{i \in I}] \cup [\{f_i(x)\}_{i \in I}] \). Then, by (IP3) and (IP5) we have that \( f_i(y) = f_i(z) = f_i(w) = f_i(x) \) for all \( i \in I \). This statement and (IP8) imply that \( z \in [\{f_i(x)\}_{i \in I}] \cup [\{f_i(x)\}_{i \in I}] \) and so, \([\{f_i(x)\}_{i \in I}] \cup [\{f_i(x)\}_{i \in I}] \) is a convex set.

On the other hand, if \( I \) has least and greatest element, for each \( x \in X \) we have that \([f_0(x), f_1(x)] = [\{f_i(x)\}_{i \in I}] \cup [\{f_i(x)\}_{i \in I}] \) and the proof is concluded. \( \square \)

**Proposition 4.4** Let \((X, \{f_i\}_{i \in I})\) be an l\(_0\)P-space and let \( Y \subseteq X \). Then the following conditions are equivalent:

(i) \( Y \) is modal,

(ii) \( Y = \bigcup_{y \in Y} ([\{f_i(y)\}_{i \in I}] \cup [\{f_i(y)\}_{i \in I}]) \). Besides, if \( I \) has least and greatest element, \( Y = \bigcup_{y \in Y} [f_0(y), f_1(y)] \).

**Proof.** (i) \( \Rightarrow \) (ii): By (IP8), \( Y \subseteq \bigcup_{y \in Y} ([\{f_i(y)\}_{i \in I}] \cup [\{f_i(y)\}_{i \in I}]) \). On the other hand, if \( z \in [\{f_i(y)\}_{i \in I}] \cup [\{f_i(y)\}_{i \in I}] \), for some \( y \in Y \), then by (IP3) and (IP5) we have that \( f_i(z) = f_i(y) \) for all \( i \in I \) and so, from the hypothesis we conclude that \( z \in Y \).

(ii) \( \Rightarrow \) (i): From (IP3), (IP5) and (IP8), \( f_i^{-1}([\{f_i(y)\}_{i \in I}] \cup [\{f_i(y)\}_{i \in I}]) = [\{f_i(y)\}_{i \in I}] \cup [\{f_i(y)\}_{i \in I}] \) for all \( i \in I \) and so, \( Y = f_i^{-1}(Y) \) for all \( i \in I \). In case that \( I \) has least and greatest element, it holds that \( \bigcup_{y \in Y} ([\{f_i(y)\}_{i \in I}] \cup [\{f_i(y)\}_{i \in I}]) = \bigcup_{y \in Y} [f_0(y), f_1(y)] \) and hence, \( Y = \bigcup_{y \in Y} [f_0(y), f_1(y)] \). \( \square \)

**Corollary 4.1** Let \((X, \{f_i\}_{i \in I})\) be an l\(_0\)P-space. Then the following conditions hold, for each modal subset \( Y \) of \( X \):

(i) \( X \setminus Y \) is modal,

(ii) \( Y \) is convex,

(iii) \( Y \) is increasing and decreasing.

**Proof.** (i) and (iii): They are an immediate consequence of Proposition 4.3 and (IP11).

(ii): It follows from Propositions 4.4, 4.3 and (IP11). \( \square \)
Proposition 4.5  Let \((X, \{f_i\}_{i \in I})\) be an \(l_0P\)-space and let \(Y\) be a closed and open subset of \(X\). Then the following conditions are equivalent:

(i) \(Y\) is a \(\theta\)-subset,

(ii) \(Y\) is semimodal,

(iii) \(Y\) is modal.

Proof. (i) \(\Rightarrow\) (ii): It follows immediately.

(ii) \(\Rightarrow\) (iii): From (I\(P\)8) we have that \(Y \subseteq \bigcup_{y \in Y} ([\{f_i(y)\}_{i \in I}] \cup ([\{f_i(y)\}_{i \in I}])\).

On the other hand, if \(z \in \bigcup_{y \in Y} ([\{f_i(y)\}_{i \in I}] \cup ([\{f_i(y)\}_{i \in I}])\), then \(z \in \bigcup_{y \in Y} ([\{f_i(y)\}_{i \in I}] \cup ([\{f_i(y)\}_{i \in I}])\) for some \(y \in Y\), by (I\(P\)3) and (I\(P\)5) we conclude that \(f_i(z) = f_i(y)\) for all \(i \in I\). Furthermore, from the hypothesis we infer that \(f_i(z) \in Y\) for all \(i \in I\) and then, Proposition 4.2 allows us to assert that \(z \in Y\). Therefore, \(Y = \bigcup_{y \in Y} ([\{f_i(y)\}_{i \in I}] \cup ([\{f_i(y)\}_{i \in I}])\) and by Proposition 4.4 we have that \(Y\) is modal.

(iii) \(\Rightarrow\) (i): It follows immediately that \(Y\) is semimodal. Furthermore, since \(Y\) is a closed and open subset of \(X\), from Proposition 4.2 we get that \(X \setminus Y\) is semimodal, which implies that (1) \(\bigcup_{i \in I} f_i(Y) \subseteq Y\) and (2) \(\bigcup_{i \in I} f_i(X \setminus Y) \subseteq X \setminus Y\). On the other hand, by (I\(P\)6) it holds (3) \(X = \bigcup_{i \in I} f_i(Y) \cup \bigcup_{i \in I} f_i(X \setminus Y)\). From (2) and (3) we infer that \(Y \subseteq \bigcup_{i \in I} f_i(Y)\) and so, by (1) we conclude that \(Y = \bigcup_{i \in I} f_i(Y)\). □

Corollary 4.2  Let \((X, \{f_i\}_{i \in I})\) be a \(l_0P\)-space. Then the following conditions hold for each closed, open and \(\theta\)-subset \(Y\) of \(X\):

(i) \(X \setminus Y\) is a \(\theta\)-subset,

(ii) \(Y\) and \(X \setminus Y\) are convex subsets of \(X\).

Proof. (i): It follows from Proposition 4.5 and Corollary 4.1

(ii): It is a direct consequence of Proposition 4.5 and Corollaries 4.1 and 4.2 □

Proposition 4.6  Let \(A\) be an \(LM\_l_\theta\)-algebra and let \(l_\theta(A)\) be the \(l_0P\)-space associated with \(A\). Then for each \(Y \subseteq X(A)\) the following conditions are equivalent:

(i) \(Y\) is a closed, open and modal subset of \(X(A)\),

(ii) there is \(b \in C(A)\) such that \(Y = \sigma_A(b)\).
Proof. (i) $\Rightarrow$ (ii): From the hypothesis and item (iii) in Corollary 4.1, $Y \in D(X(A))$. Hence, there exists $a \in A$ such that (1) $Y = \sigma_A(a)$. Taking into account that $Y = f_i^{A^{-1}}(Y)$ for all $i \in I$, $\sigma_A$ is an $\mathbb{LM}_\theta$–isomorphism and (A1) we conclude that $Y = \sigma_A(\phi_i(a))$ for all $i \in I$ and so, by (1) we have that $a = \phi_i(a)$ for all $i \in I$. This statement and (L6) imply that $a \in C(A)$.

(ii) $\Rightarrow$ (i): From the hypothesis it follows that $Y \in D(X(A))$. Besides, for all $i \in I$, $\sigma_A(\phi_i b) = \phi_i^{D(X(A))}(\sigma_A(b))$ which by (A1) entails $\sigma_A(\phi_i b) = f_i^{A^{-1}}(Y)$. Since $b \in C(A)$ by (L6) we have that $\phi_i b = b$ for all $i \in I$. Therefore, $f_i^{A^{-1}}(Y) = Y$ for all $i \in I$ which completes the proof. □

Let $(X, \{f_i\}_{i \in I})$ be a $\mathbb{LP}$–space. We will denote by $CO_M(X)$ the Boolean lattice of all closed, open and modal subsets of $X$.

Corollary 4.3 Let $A$ be an $\mathbb{LM}_\theta$–algebra and let $L_\theta(A)$ be the $\mathbb{LP}$–space associated with $A$. Then $CO_M(X(A))$ is isomorphic to the Boolean lattice $C(A)$.

Proof. Proposición 4.18 allows us to assert that the restriction of $\sigma_A$ to $C(A)$ is a Boolean isomorphism. □

The above results allow us to obtain the description of Boolean congruences we were looking for.

Theorem 4.1 Let $A$ be an $\mathbb{LM}_\theta$–algebra and let $L_\theta(A)$ be the $\mathbb{LP}$–space associated with $A$. Then the lattice $CO_M(X(A))$ is isomorphic to the lattice (dual lattice) $Con_{bLM_\theta}(A)$ of Boolean congruences on $A$, and the isomorphism $\Theta_{OM}$ ($\Theta_{CM}$) is the restriction of $\Theta_{OS}$ ($\Theta_S$) to $CO_M(X(A))$, where these functions are defined as in Theorem 3.1 (in (A4)) respectively.

Proof. If $Y$ is a closed, open and modal subset of $X(A)$, then from Propositions 4.1, 4.2 and 4.3 we have that $\Theta_{OM}(Y)$ is a Boolean congruence on $A$. Conversely, let $\varphi \in Con_{bLM_\theta}(A)$. Then, by Theorem 3.1 and Proposition 4.1 we infer that there is a closed and open subset $Y$ of $X(A)$ such that $Y$, $X(A) \setminus Y$ are semimodal and $\varphi = \Theta_{OS}(Y)$. These assertions and Proposition 4.2 imply that $Y \in CO_M(X(A))$ and $\Theta_{OS}(Y) = \Theta_{OM}(Y)$ and so, by Theorem 3.1 we conclude the proof.

On the other hand, taking into account that $Y \in CO_M(X(A))$ if and only if $X(A) \setminus Y \in CO_M(X(A))$ and that $\Theta_{CM}(Y) = \Theta_{OM}(X(A) \setminus Y)$ we infer that $\Theta_{CM}$ establishes an isomorphism between $CO_M(X(A))$ and the dual of $Con_{bLM_\theta}(A)$. □

Corollary 4.4 Let $A$ be an $\mathbb{LM}_\theta$–algebra and let $L_\theta(A)$ be the $\mathbb{LP}$–space associated with $A$. If $\varphi$ is a congruence on $A$ then the following conditions are equivalent:
(i) \( \varphi \) is a Boolean congruence,

(ii) \( \varphi \) is a Boolean \( \theta \)--congruence.

**Proof.**  (i) \( \Rightarrow \) (ii): It is a direct consequence of Theorem 4.1 and Propositions 4.3 and 4.1.  

(ii) \( \Rightarrow \) (i): It follows immediately. \( \square \)

**Corollary 4.5** Let \( A \) be an \( \text{LM}_\theta \)--algebra and let \( \text{L}_\theta(A) \) be the \( \text{L}_\theta \)--space associated with \( A \). Then each Boolean congruence on \( A \) is both a principal congruence and \( \theta \)--congruence on \( A \).

**Proof.**  Let \( \varphi \) be a Boolean \( \text{LM}_\theta \)--congruence on \( A \). Then, Theorem 4.1 implies that there is \( G \in \mathcal{C}O_M(X(A)) \) such that \( \varphi = \Theta_{OM}(G) \). Furthermore, Proposition 4.5 and Corollary 4.1 imply that \( \mathcal{C}O_M(X(A)) \subseteq \mathcal{O}_{CS}(X(A)) \). Hence, we have that \( G \in \mathcal{O}_{CS}(X(A)) \) and so, \( \Theta_{OM}(G) = \Theta_{OS}(G) = \varphi \). Since \( G \) is modal, by Corollary 4.1 we infer that \( G \) is convex. From this last assertion and Corollary 3.1 we conclude that \( \varphi \) is a principal \( \text{LM}_\theta \)--congruence on \( A \).

On the other hand, from Proposition 4.3 and Corollary 4.1 we have that \( \mathcal{C}O_M(X(A)) \subseteq \mathcal{O}_{CS}(X(A)) \) from which we get that \( \Theta_{OM}(G) = \Theta_{OS}(G) = \varphi \). Hence, by Proposition 4.3 we conclude that \( G \) is a closed and open \( \theta \)--subset of \( X(A) \) and so, from Corollary 4.2 we infer that \( X(A) \setminus G \) is a closed \( \theta \)--subset of \( X(A) \). This statement means that \( X(A) \setminus G = \bigcup_{i \in I} f_i^A(X(A) \setminus G) \).

On the other hand since \( X(A) \setminus G \) is modal, \( X(A) \setminus G = \bigcap_{i \in I} f_i^{A-1}(X(A) \setminus G) \).

These last assertions imply that \( G = X(A) \setminus \bigcup_{i \in I} f_i^A(\bigcap_{i \in I} f_i^{A-1}(X(A) \setminus G)) \) and since \( G \) is convex, Corollary 3.2 allows us to conclude that \( \varphi \) is a principal \( \theta \)--congruence on \( A \). \( \square \)

**Corollary 4.6** Let \( A \) be an \( \text{LM}_\theta \)--algebra. Then the Boolean algebras \( \text{Con}_{\text{bLM}_\theta}(A) \) and \( \mathcal{C}(A) \) are isomorphic and therefore, \( |\text{Con}_{\text{bLM}_\theta}(A)| = |\mathcal{C}(A)| \), where \( |Z| \) denotes the cardinality of the set \( Z \).

**Proof.**  It is a direct consequence of Corollary 4.3 and Theorem 4.1. \( \square \)

**Corollary 4.7** Let \( A \) be an \( \text{LM}_\theta \)--algebra let \( \text{L}_\theta(A) \) be the \( \text{L}_\theta \)--space associated with \( A \). Then, Boolean congruences on \( A \) are permutable.

**Proof.**  Let \( \varphi_1, \varphi_2 \in \text{Con}_{\text{bLM}_\theta}(A) \). Then, by Theorem 4.1 there are closed, open and modal subsets \( Y_1, Y_2 \) of \( X(A) \) such that \( \theta_S(Y_1) = \varphi_1 \) and \( \theta_S(Y_2) = \varphi_2 \). Suppose now that \( (x, y) \in \varphi_2 \circ \varphi_1 \). Hence, there is \( z \in A \) such that \( (x, z) \in \varphi_1 \) and \( (z, y) \in \varphi_2 \) and so, from Theorem 4.1 we have that \( \sigma_A(x) \cap Y_1 = \sigma_A(z) \cap Y_1 \) and \( \sigma_A(y) \cap Y_2 = \sigma_A(z) \cap Y_2 \). These statements
 imply that $\sigma_A(x) \cap (Y_1 \cap Y_2) = \sigma_A(y) \cap (Y_1 \cap Y_2)$. On the other hand, since $Y_1, Y_2 \in \mathcal{C}(X(A))$, by Corollary 4.1 and Proposition 4.6 we infer that $(\sigma_A(x) \cap (Y_1 \cap Y_2)) \cup (\sigma_A(y) \cap (Y_1 \cap Y_2)) \in D(X(A))$ and so, $w = \sigma_A^{-1}((\sigma_A(x) \cap (Y_1 \cap Y_2)) \cup (\sigma_A(y) \cap (Y_1 \cap Y_2))) \in A$. Furthermore, we have that $\sigma_A(x) \cap Y_2 = \sigma_A(w) \cap Y_2$ and $\sigma_A(w) \cap Y_1 = \sigma_A(y) \cap Y_1$, hence $(x, w) \in \varphi_2$ and $(w, y) \in \varphi_1$. Therefore, $(x, y) \in \varphi_1 \circ \varphi_2$ from which we conclude that $\varphi_2 \circ \varphi_1 \subseteq \varphi_1 \circ \varphi_2$. The other inclusion follows similarly. □

Next, we will give another characterization of the Boolean congruences which will be useful in order to determine some properties of them.

**Lemma 4.1** Let $A$ be an LM$_{b}$–algebra and let $L_{b}(A)$ be the $l_{b}$P–space associated with $A$. Then $\Theta([\phi_{i}a])$ is an congruence on $A$ for all $a \in A$ and for all $i \in I$.

**Proof.** Since $\sigma_A(\phi_{i}(a)) = f^{-1}_{i}(\sigma_A(a))$, by (IP5) we have that $\sigma_A(\phi_{i}(a))$ is a modal subset of $X(A)$ and so, it is semimodal. Then, by (A4) we infer that $\Theta_{S}(\sigma_A(\phi_{i}(a)))$ is a congruence on $A$. Bearing in mind the definition of $\Theta_{S}(\sigma_A(\phi_{i}(a)))$, we conclude that $\Theta_{S}(\sigma_A(\phi_{i}(a))) = \Theta([\phi_{i}a])$ which completes the proof. □

**Proposition 4.7** Let $A$ be an LM$_{b}$–algebra and $\varphi \in Con_{L_{b}}(A)$. Then the following conditions are equivalent:

(i) $\varphi$ is a Boolean congruence on $A$,

(ii) there is $a \in A$ and $i \in I$ such that $\varphi = \Theta([\phi_{i}a])$.

**Proof.** (i) $\Rightarrow$ (ii): From the hypothesis and Theorem 4.1 there is $Y \in \mathcal{C}(X(A))$ such that $\varphi = \Theta_{C}(Y)$. Besides, from Proposition 4.6 and (L6) there is $a \in A$ and $Y = \sigma_A(\phi_{i}(a))$ for some $i \in I$. Therefore, for all $b, c \in A$ we have that $(b, c) \in \Theta_{C}(Y)$ if and only if $\sigma_A(b) \cap \sigma_A(c) = \sigma_A(c) \cap \sigma_A(\phi_{i}(a))$. Hence, taking into account that $\sigma_A$ is an isomorphism it follows that $(b, c) \in \Theta_{C}(Y)$ if and only if $b \wedge \phi_{i}(a) = c \wedge \phi_{i}(a)$. From this last assertion we conclude that $\varphi = \Theta([\phi_{i}a])$.

(iii) $\Rightarrow$ (i): From Lemma 4.1 we infer that $\Theta([\phi_{i}a])$ is a congruence on $A$ and $\Theta([\phi_{i}a]) = \Theta_{S}(\sigma_A(\phi_{i}(a)))$. Besides, from Proposition 4.6 $\sigma_A(\phi_{i}(a)) \in \mathcal{C}(X(A))$ and so, by Theorem 4.1 we have that $\Theta_{C}(\sigma_A(\phi_{i}(a))) = \Theta_{S}(\sigma_A(\phi_{i}(a)))$ is a Boolean congruence on $A$. □

**Corollary 4.8** Let $A$ be an LM$_{b}$–algebra. Then the Boolean congruences on $A$ are normal and regular.
Let \( \varphi \) be a Boolean congruence on \( A \). Then, by Proposition 4.7, there is \( a \in A \) and \( i \in I \) such that \( \varphi = \Theta([\phi_i a]) \). Furthermore, for each \( b \in A \) we have that \( \overline{b}_\varphi = \{(b \land \phi_i a) \lor c : c \in \overline{\phi_i a}\} \) where \( \overline{b}_\varphi \) stands for the equivalence class of \( b \) modulo \( \varphi \). From this last assertion we infer that \( \overline{\phi_i a} = \overline{a}_\varphi \) and therefore, \( \overline{b}_\varphi = \{(b \land \phi_i a) \lor c : c \in \overline{a}_\varphi\} \) and \( |\overline{b}_\varphi| = |\overline{a}_\varphi| \) for all \( b \in A \), which allows us to conclude the proof.

In what follows we will determine necessary and sufficient conditions for a principal congruence on an \( \text{LM}_0 \)-algebra to be a Boolean one. These are also sufficient conditions for the fact that the intersection of two principal \( \text{LM}_0 \)-congruences be a principal one.

**Proposition 4.8** Let \( A \) be an \( \text{LM}_0 \)-algebra and let \( L_\theta(A) \) be the \( 1 \)-P-space associated with \( A \). Then the following conditions are equivalent for all \( a, b \in A \) such that \( a \leq b \):

1. \( \Theta(a, b) \) is a Boolean congruence on \( A \),
2. \( \bigcup_{i \in I} f_i^{-1}(\sigma_A(b) \setminus \sigma_A(a)) \) is a closed subset of \( X(A) \),
3. \( \bigcup_{i \in I} \sigma_A(\phi_i b \land \overline{\phi_i a}) \) a closed subset of \( X(A) \).

**Proof.** (i) \( \Rightarrow \) (ii): From the hypothesis and Proposition 4.1, we have that \( \Theta(a, b) = \Theta_{OS}(G) \), where \( G = (\sigma_A(b) \setminus \sigma_A(a)) \cup \bigcup_{i \in I} f_i^{-1}(\sigma_A(b) \setminus \sigma_A(a)) \) and taking into account Theorem 4.1, we infer that \( G \) is a closed, open and modal subset of \( X(A) \). This last assertion allows us to conclude that \( G = \bigcup_{i \in I} f_i^{-1}(\sigma_A(b) \setminus \sigma_A(a)) \) and so, the proof is completed.

(ii) \( \Rightarrow \) (i): Let \( G = \bigcup_{i \in I} f_i^{-1}(\sigma_A(b) \setminus \sigma_A(a)) \). Then from the hypothesis, (IP2) and (IP5) we have that \( 2 \) \( G \in \text{CO}_M(X(A)) \), and as a consequence of Theorem 4.1, we infer that \( \Theta_{OM}(G) \) is a Boolean congruence on \( A \). On the other hand, from (2), Proposition 4.5 and Corollary 4.1, it follows that \( G \in \text{OC}_S(X(A)) \) and so, \( 3 \) \( \Theta_{OM}(G) = \Theta_{OS}(G) \). Besides, \( \sigma_A(b) \setminus \sigma_A(a) \subseteq G \). Indeed, suppose that \( \sigma_A(b) \setminus \sigma_A(a) \not\subseteq G \). Since \( G \) is a closed subset of \( X(A) \), by (IP6) we have that \( (\sigma_A(b) \setminus \sigma_A(a)) \setminus G \cap \bigcup_{i \in I} f_i(X(A)) \not\subseteq 0 \), from which we infer that there are \( 4 \) \( x \in (\sigma_A(b) \setminus \sigma_A(a)) \setminus G \) and \( y \in X(A) \) such that \( x = f_{i_0}(y) \) for some \( i_0 \in I \). Then by (IP5), \( x = f_{i_0}(x) \) for some \( i_0 \in I \). This statement, (1) and (4) imply that \( x \in G \), which contradicts (4). On the other hand, it follows immediately that \( G \) is the least element of \( \text{OC}_S(X(A)) \), ordered by inclusion such that \( \sigma_A(b) \setminus \sigma_A(a) \subseteq G \). Hence, by Proposition 4.11 and (3) we conclude that \( \Theta(a, b) = \Theta_{OM}(G) \). Therefore, \( \Theta(a, b) \) is a Boolean congruence on \( A \).
(ii) ⇔ (iii): It is a direct consequence of the fact that \( \sigma_A \) is an isomorphism.

Lemma 4.2 Let \((X, \{f_i\}_{i \in I})\) be an \( l_0P \)-space. If \( R \subseteq X \) is such that \( R \subseteq \bigcup_{i \in I} f_i^{-1}(R) \), then \( \bigcup_{i \in I} f_i^{-1}(R) = (R] \cup [R) \)

Proof. Suppose that \( f_i(x) \in R \) for some \( i \in I \). Hence, by (IP8) we have that \( x \in (R] \) or \( x \in [R) \). Conversely, let \( x \in (R] \cup [R) \). Then, there is \( y \in R \) such that \( x \leq y \) or \( y \leq x \) and so, by (IP3) we infer that \( f_i(x) = f_i(y) \) for all \( i \in I \). This assertion and the fact that from the hypothesis \( f_{i_0}(y) \in R \) for some \( i_0 \in I \) allow us to conclude that \( x \in \bigcup_{i \in I} f_i^{-1}(R) \).

Lemma 4.3 Let \((X, \{f_i\}_{i \in I})\) be an \( l_0P \)-space and \( R \) be a closed and open subset of \( X \). Then the following conditions are equivalent:

(i) \( R \subseteq \bigcup_{i \in I} f_i^{-1}(R) \),

(ii) \( \bigcup_{i \in I} f_i^{-1}(R) \) is closed.

Proof. (i) ⇒ (ii): From the hypothesis and Lemma 4.2 we have that \( \bigcup_{i \in I} f_i^{-1}(R) = (R] \cup [R) \). Since \( R \) is a closed subset of \( X \) by (A6) we infer that \( (R] \cup [R) \) is closed, which completes the proof.

(ii) ⇒ (i): From the hypothesis and the fact that \( R \) is an open subset of \( X \) we have that \( \bigcup_{i \in I} f_i^{-1}(R) \) is open. Suppose now that \( R \setminus \bigcup_{i \in I} f_i^{-1}(R) \neq \emptyset \).

Then, by (IP6) there are \( x \in X \) and \( i_0 \in I \) such that \( f_{i_0}(x) \in R \setminus \bigcup_{i \in I} f_i^{-1}(R) \) and from (IP5) we conclude that \( f_{i_0}(x) \in R \) and \( f_i(x) \notin R \) for all \( i \in I \), which is a contradiction. Therefore, \( R \subseteq \bigcup_{i \in I} f_i^{-1}(R) \).

Proposition 4.9 Let \( A \) be an \( LM_\theta \)-algebra and let \( L_\theta(A) \) be the \( l_0P \)-space associated with \( A \). Then the following conditions are equivalent for all \( a, b \in A \), \( a \leq b \):

(i) \( \Theta(a, b) = \Theta_{OS}(G) \) is a Boolean congruencia on \( A \),

(ii) \( G = \bigcup_{i \in I} \sigma_A(\phi_i b \land \overline{\sigma}_a) \) is a closed subset of \( X(A) \),

(iii) there are \( i_j \in I \), \( 1 \leq j \leq n \) such that \( G = \sigma_A(\bigvee_{j=1}^n (\phi_{i_j} b \land \overline{\sigma}_{a_j})) \) and \( \sigma_A(b) \setminus \sigma_A(a) \subseteq G \),
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(iv) there are \( i_j \in I, 1 \leq j \leq n \) such that \( \sigma_A(b) \setminus \sigma_A(a) \subseteq \sigma_A(\bigvee_{j=1}^{n} (\overline{\phi_{i_j} b} \land \bar{\phi}_{i_j} a)) \) and \( \Theta_{OS}(G) = \Theta(\bigwedge_{j=1}^{n} (\overline{\phi_{i_j} b} \lor \phi_{i_j} a)) \).

**Proof.** (i) \( \Rightarrow \) (ii): From the hypothesis and Proposition 3.1 we have that \( G = (\sigma_A(b) \setminus \sigma_A(a)) \cup \bigcup_{i \in I} f_i^{-1}(\sigma_A(b) \setminus \sigma_A(a)) \). On the other hand, since \( \Theta_{OS}(G) \) is a Boolean congruence, by Proposition 4.8 we infer that \( \bigcup_{i \in I} f_i^{-1}(\sigma_A(b) \setminus \sigma_A(a)) \) is a closed subset of \( X(A) \). Hence, by Lemma 4.3 we have that \( \sigma_A(b) \setminus \sigma_A(a) \subseteq \bigcup_{i \in I} f_i^{-1}(\sigma_A(b) \setminus \sigma_A(a)) \). Therefore, \( G = \bigcup_{i \in I} f_i^{-1}(\sigma_A(b) \setminus \sigma_A(a)) \) and taking into account that \( \sigma_A \) is an isomorphism we conclude the proof.

(ii) \( \Rightarrow \) (iii): The hypothesis implies that \( G = \bigcup_{i \in I} f_i^{-1}(\sigma_A(b) \setminus \sigma_A(a)) \) is a closed subset of \( X(A) \) and so, from Lemma 4.3 we have that \( \sigma_A(b) \setminus \sigma_A(a) \subseteq G \). To complete the proof note that \( \{ f_i^{-1}(\sigma_A(b) \setminus \sigma_A(a)) : i \in I \} \) is an open covering of \( G \). Then, a simple compactness argument shows that \( G = \bigcup_{j=1}^{n} f_i^{-1}(\sigma_A(b) \setminus \sigma_A(a)) \), and since \( \sigma_A \) is an isomorphism, we infer that \( G = \sigma_A(\bigvee_{j=1}^{n} (\phi_{i_j} b \land \bar{\phi}_{i_j} a)) \).

(iii) \( \Rightarrow \) (ii): From the hypothesis, \( G = \bigcup_{j=1}^{n} f_i^{-1}(\sigma_A(b) \setminus \sigma_A(a)) \) and \( \sigma_A(b) \setminus \sigma_A(a) \subseteq \bigcup_{j=1}^{n} f_i^{-1}(\sigma_A(b) \setminus \sigma_A(a)) \). Then, by (IP5) we infer that \( \bigcup_{i \in I} f_i^{-1}(\sigma_A(b) \setminus \sigma_A(a)) = \bigcup_{j=1}^{n} f_i^{-1}(\sigma_A(b) \setminus \sigma_A(a)) \). Therefore, \( G = \bigcup_{i \in I} f_i^{-1}(\sigma_A(b) \setminus \sigma_A(a)) \) is a closed subset of \( X(A) \) and bearing in mind that \( \sigma_A \) is an isomorphism we conclude that \( G = \bigcup_{i \in I} \sigma_A(\phi_i b \land \bar{\phi}_i a) \).

(ii) \( \Rightarrow \) (i): It is easy to check that \( G \) is an open and modal sub-

subset of \( X(A) \). Therefore, \( G \in \mathcal{CO}_M(X(A)) \). Then, taking into account that \( \mathcal{CO}_M(X(A)) \subseteq \mathcal{OC}_M(X(A)) \) we have that \( \Theta_{OM}(G) = \Theta_{OS}(G) \) and so, by Theorem 4.1 we conclude that \( \Theta_{OS}(G) \) is a Boolean congruence on \( A \). Furthermore, since \( G \) is a closed subset of \( X(A) \) by Lemma 4.3 \( \sigma_A(b) \setminus \sigma_A(a) \subseteq \bigcup_{i \in I} f_i^{-1}(\sigma_A(b) \setminus \sigma_A(a)) \) which implies that \( G = (\sigma_A(b) \setminus \sigma_A(a)) \cup \bigcup_{i \in I} f_i^{-1}(\sigma_A(b) \setminus \sigma_A(a)) \). This equality and Proposition 5.1 imply that \( \Theta(a,b) = \Theta_{OS}(G) \) and so, the proof is complete.
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(iii) ⇔ (iv): It follows as a consequence of the fact that \( \Theta_{OM}(\sigma_A(\bigvee_{j=1}^n (\phi_{ij} b \land \overline{\phi}_{ij} a))) = \Theta_S(X(A) \setminus \sigma_A(\bigvee_{j=1}^n (\phi_{ij} b \land \overline{\phi}_{ij} a))) = \Theta_S(\sigma_A(\bigwedge_{j=1}^n (\overline{\phi}_{ij} b \lor \phi_{ij} a))) \) and that \( \Theta_S(\sigma_A(\bigwedge_{j=1}^n (\overline{\phi}_{ij} b \lor \phi_{ij} a))) = \Theta([\bigwedge_{j=1}^n (\overline{\phi}_{ij} b \lor \phi_{ij} a)]) \). □

Finally, we will complete this section establishing a characterization of the Boolean congruences on \( n \)-valued Lukasiewicz algebras.

**Theorem 4.2** Let \( A \) be an \( \text{LM}_n \)-algebra and let \( L(A) \) be the \( l_nP \)-space associated with \( A \). Then the lattice \( CO_M(X(A)) \) is isomorphic to the lattice \( Con_{bLk_n}(A) \) of the Boolean congruences on \( A \) and the isomorphism is the function \( \Theta_{OM} \) defined as in Theorem 4.1.

**Proof.** It is a direct consequence of Theorem 4.1 and Corollary 4.3. □

**Corollary 4.9** Let \( A \) be an \( \text{LM}_n \)-algebra. Then Boolean and principal congruences coincide.

**Proof.** It is a direct consequence of Proposition 3.6 and Theorem 4.2. □
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