The solar carbon, nitrogen, and oxygen abundances from a 3D LTE analysis of molecular lines
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ABSTRACT

Carbon, nitrogen, and oxygen are the fourth, sixth, and third most abundant elements in the Sun. Their abundances remain hotly debated due to the so-called solar modelling problem that has persisted for almost 20 years. We revisit this issue by presenting a homogeneous analysis of 408 molecular lines across 12 diagnostic groups, observed in the solar intensity spectrum. Using a realistic 3D radiative-hydrodynamic model solar photosphere and local thermodynamic equilibrium (LTE) line formation, we find log $\epsilon_C = 8.47 \pm 0.02$, log $\epsilon_N = 7.89 \pm 0.04$, and log $\epsilon_O = 8.70 \pm 0.04$. The stipulated uncertainties mainly reflect the sensitivity of the results to the model atmosphere; this sensitivity is correlated between the different diagnostic groups, which all agree with the mean result to within 0.03 dex. For carbon and oxygen, the molecular results are in excellent agreement with our 3D non-LTE analyses of atomic lines. For nitrogen, however, the molecular indicators give a 0.12 dex larger abundance than the atomic indicators, and our best estimate of the solar nitrogen abundance is given by the mean: 7.83 dex. The solar oxygen abundance advocated here is close to our earlier determination of 8.69 dex, and so the present results do not significantly alleviate the solar modelling problem.
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1. Introduction

Carbon, nitrogen, and oxygen are among the most important elements in astrophysics today. This is especially true in the context of our Solar System, where they are the fourth, sixth, and third most abundant elements, respectively (Asplund et al. 2021). Combined, they dominate the metal content of the solar interior; as such, their abundances are central to the debate on the long-standing so-called solar modelling problem (see e.g., Bahcall et al. 2005; Basu & Antia 2008; Buldgen et al. 2019; Christensen-Dalsgaard 2021). This describes an obstinate discrepancy between helioseismic inferences and first-principles modelling of the solar interior structure (Asplund et al. 2004, 2005b). Historically, a disadvantage of using molecules came from having to use rather uncertain energy levels and transition probabilities; fortunately, there are many unblended features in the solar spectrum to choose from that can be measured with high precision. However, the information concentrations are sensitive to the atmospheric structure and the presence of inhomogeneities, especially in high layers near the chromospheric temperature minimum, which makes it essential to base the analysis on time-dependent, 3D radiative-hydrodynamical models of the photosphere (Asplund et al. 2004, 2005b).

For the solar photosphere, absorption spectra of the molecules $C_2$, CH, NH, OH, CN, and $^{12}$C$^{16}$O offer a promising way to infer the elemental abundances (Lambert 1978; Grevesse et al. 1990, 1991; Asplund et al. 2004, 2005b). The molecules complement the usual atomic indicators of the elemental abundances: namely, the high excitation permitted lines of C$'$, N$'$, and O$'$ that are typically more sensitive to departures from local thermodynamic equilibrium (LTE; Kiselman 1993; Asplund 2005; Steffen et al. 2015; Amarsi et al. 2020a) as well as the very weak low excitation forbidden lines of C$'$ and O$'$ that form in LTE but are heavily blended (Caffau et al. 2008; Amarsi et al. 2019). In contrast, the molecular transitions are expected to be less sensitive to departures from LTE (Hinkle & Lambert 1975; Ayres & Wiedemann 1989), and there are many unblended features in the solar spectrum to choose from that can be measured with high precision. However, the molecular concentrations are sensitive to the atmospheric structure and the presence of inhomogeneities, especially in high layers near the chromospheric temperature minimum, which makes it essential to base the analysis on time-dependent, 3D radiative-hydrodynamical models of the photosphere (Asplund et al. 2004, 2005b).

For the solar photosphere, absorption spectra of the molecules $C_2$, CH, NH, OH, CN, and $^{12}$C$^{16}$O offer a promising way to infer the elemental abundances (Lambert 1978; Grevesse et al. 1990, 1991; Asplund et al. 2004, 2005b). The molecules complement the usual atomic indicators of the elemental abundances: namely, the high excitation permitted lines of C$'$, N$'$, and O$'$ that are typically more sensitive to departures from local thermodynamic equilibrium (LTE; Kiselman 1993; Asplund 2005; Steffen et al. 2015; Amarsi et al. 2020a) as well as the very weak low excitation forbidden lines of C$'$ and O$'$ that form in LTE but are heavily blended (Caffau et al. 2008; Amarsi et al. 2019). In contrast, the molecular transitions are expected to be less sensitive to departures from LTE (Hinkle & Lambert 1975; Ayres & Wiedemann 1989), and there are many unblended features in the solar spectrum to choose from that can be measured with high precision. However, the molecular concentrations are sensitive to the atmospheric structure and the presence of inhomogeneities, especially in high layers near the chromospheric temperature minimum, which makes it essential to base the analysis on time-dependent, 3D radiative-hydrodynamical models of the photosphere (Asplund et al. 2004, 2005b).

Historically, a disadvantage of using molecules came from having to use rather uncertain energy levels and transition probabilities; fortunately, driven in part by their importance in exoplanet modelling (Tennyson & Yurchenko 2012; Tennyson et al. 2016), data of high accuracy are now available.

Results from molecules factor into the recommended carbon, nitrogen, and oxygen abundances in the standard solar...
chemical composition of Asplund et al. (2009). However, there have been a number of developments since that work that make a new analysis worthwhile. First, improved data have recently become available for all of these molecules: primarily transition probabilities (Brooke et al. 2013, 2014a,b, 2015, 2016; Masseron et al. 2014; Li et al. 2015) but also molecular partition functions and equilibrium constants (Barklem & Collet 2016). Secondly, a number of accurate, complementary results have become available, and it is important to verify that consistent results are obtained. These include 3D non-LTE elemental abundances based on C I (Amarsi et al. 2019; Li et al. 2021), N1 (Amarsi et al. 2020b), and O I (Amarsi et al. 2018). Lastly, the 3D model atmosphere has been updated, as summarised in Table 1 of Asplund et al. (2021); in particular, the newer model was constructed with the composition of Asplund et al. (2009), rather than the more metal-poor composition of Asplund et al. (2005a).

Owing to these developments, we here present a selection and analysis of the best molecular diagnostics in the solar spectrum. Preliminary results of the present study have already been incorporated into the new solar chemical composition of Asplund et al. (2021). We first present the selection of lines and their equivalent widths, and review how the 3D LTE theoretical spectra were calculated (Sect. 2). We describe the analysis method and present the final results (Sect. 3) and discuss them (Sect. 4), before presenting our conclusions (Sect. 5).

2. Method

2.1. Observational data and line selection

Our analysis is based on the solar disc-centre intensity spectrum. Different standard high-resolution solar atlases were used for different lines, depending on their wavelengths. For lines in the optical and near-infrared, the ground-based Liège (Delbouille et al. 1973, 1981, 1995) and Hamburg (Neckel & Labs 1984; Neckel 1999) atlases (see Doerr et al. 2016 for an informative review and comparison of these atlases and others in terms of, e.g., spectral resolution, telluric absorption and continuum placement) formed the observational basis. For lines in the infrared, the space-based Atmos (Abrams et al. 1996) and ACE (Hase et al. 2010) atlases were used.

In general, the equivalent widths of selected lines were determined separately in both atlases, by identifying the continuum from local maxima within a few tenths of a nanometre on either side of the central depression, and subsequently measuring the area under the continuum by hand using a planimeter. The mean equivalent widths from the two atlases were adopted; these are typically in excellent agreement, but can vary by up to around 5% for problematic lines: for instance, the C2 lines, which are typically weak and sit in a crowded region of the optical spectrum, which makes the continuum difficult to place and profile shapes difficult to trace. The first overtone OH lines are an exception, this analysis being based on the equivalent widths of Meléndez (2004), measured in the atlas of Wallace & Livingston (2003). To give some feeling for the spectral features analysed in this work, we show a CH optical line and OH infrared line in Fig. 1.

In Table 1 we summarise the different groups of lines considered and the number of lines in each group. We present the entire list of line parameters and their measured equivalent widths in Table 2. These lines were chosen for being free of blends and sufficiently strong to be measured reliably, while remaining on or close to the linear part of the curve of growth, to enable the elemental abundances to be inferred with high precision. The wavelengths, energies, and transition probabilities were adopted from Brooke et al. (2013, 2014b, 2015, 2016) for C2, CN, NH, and OH, respectively, from Masseron et al. (2014) for CH, and from Li et al. (2015) for 12C16O.

Many more lines were also considered but not retained in the final analysis. Most notably, a further 463 lines of 14 other bands in the red system of CN were studied and initially kept (Asplund et al. 2021). The analysis of these lines was based on equivalent widths that were measured automatically over 20 years ago for the purposes of line identification (A. J. Sauval, priv. comm.). The mean results from these various bands were found to agree with those from the (0–0) band to within 0.05 dex. However, the dispersions of the results are two to three times larger because of random uncertainties in the equivalent widths. For this reason, these 463 transitions were not retained in the final analysis. In addition, several lines in the NH A–X, OH A–X, and CN B–X electronic systems were also considered. Their lines fall in the near UV, around 340 nm, 320 nm, and 390 nm, respectively. There is a high density of spectral lines
in these spectral regions, making the precise measurement of equivalent widths extremely difficult because of the contamination by other species and because of the difficulty to find the real continuum. For these reasons, these molecular transitions were ultimately not included.

2.2. Model atmospheres

In Fig. 2 we illustrate the temperature structure as a function of Rosseland optical depth of the model atmospheres used in this study. The analysis was based on a 3D radiative-hydrodynamic model of the solar photosphere computed with the STAGGER code (Collet et al. 2011; Magic et al. 2013). The mean effective temperature of the entire sequence (as well as of the sample of snapshots; Sect. 2.3) is 5773 K, with a standard deviation of 16 K, in excellent agreement with the nominal solar value of 5772 K (Prša et al. 2016). The model is the same as that used already in the 3D non-LTE analyses of OI lines (Amarsi et al. 2018), where it is discussed in more detail; as well as of C1 and N1 lines (Amarsi et al. 2019, 2020b; Li et al. 2021). It was also used in the 3D non-LTE analyses of the sodium, magnesium, potassium, calcium, and iron abundances, presented in Asplund et al. (2021). It is an updated version of the model used in the solar analyses of Asplund et al. (2009) as well as of Scott et al. (2015b,a) and Grevesse et al. (2015), using the latest version of the STAGGER code as described by

### Table 1. Groups of indicators used in the present analysis.

| Species | System | | \(|\Delta \nu| | Bands | \(N_{\text{line}} | \lambda_{\text{calc.}}/\text{nm} | \text{Param.} |
|---|---|---|---|---|---|---|
| C\(_2\) | Swan | 0 | (0–0), (1–1) | 32 | 494–516 | log \(\epsilon_{\text{C}}\) |
| C\(_2\) | Swan | 1 | (0–1), (1–0), (1–2) | 7 | 473–562 | |
| CH | A–X | 0 | (0–0), (1–1) | 6 | 425–436 | |
| CH | X–X | 0 | (1–0), (2–1), (3–2) | 48 | 3295–3795 | |
| 12\(^1\)C\(_{16}\)O | X–X | 1 | (1–0), (2–1), (3–2), (4–3), (5–4) | 28 | 4297–6329 | |
| 13\(^1\)C\(_{16}\)O | X–X | 2 | (2–0), (3–1) | 52 | 2295–2591 | |
| NH | X–X | 0 | (0–0), (1–1) | 13 | 11311–15023 | log \(\epsilon_{\text{N}}\) |
| NH | X–X | 1 | (0–0), (2–1), (3–2), (4–3) | 18 | 2891–3445 | |
| CN | A–X | 0 | (0–0) | 59 | 1088–1321 | |
| OH | X–X | 0 | (0–0), (1–1), (2–2) | 84 | 9389–12288 | log \(\epsilon_{\text{O}}\) |
| OH | X–X | 1 | (1–0), (2–1) | 46 | 2970–3813 | |
| OH | X–X | 2 | (2–0), (3–1), (4–2) | 15 | 1528–1762 | |

**Notes.** Final column specifies the free parameter that is adjusted so as to match the theoretical equivalent widths to the observed ones, in the analysis that follows. C\(_2\), Swan, CH A–X and CN A–X are electronic transitions. NH X–X | \(|\Delta \nu| = 0\) and OH X–X | \(|\Delta \nu| = 0\) are rotational (or pure-rotation) transitions. The CH X–X, 12\(^1\)C\(_{16}\)O X–X, NH X–X | \(|\Delta \nu| = 1\), OH X–X | \(|\Delta \nu| \geq 1\) are rovibrational (or vibration–rotation) transitions.

### Table 2. Lines used in the present analysis.

| Species | System | \(|\Delta \nu| | Band | \(\lambda_{\text{calc.}}/\text{nm} | E_{\text{LVK}}/\text{eV} | \log gf | W/\mu\text{m} | \text{Param.} | \text{3D} | \text{(3D)} | \text{ATMO} | \text{MARCS} | \text{HM74} |
|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| C\(_2\) | Swan | 0 | (0–0) | 493.812 | 1.112 | 0.843 | 0.530 | log \(\epsilon_{\text{C}}\) | 8.401 | 8.415 | 8.380 | 8.376 | 8.459 |
| C\(_2\) | Swan | 0 | (0–0) | 495.281 | 1.029 | 0.651 | 0.500 | log \(\epsilon_{\text{C}}\) | 8.442 | 8.457 | 8.422 | 8.417 | 8.501 |
| CH | A–X | 0 | (1–1) | 425.420 | 0.523 | −1.506 | 3.700 | log \(\epsilon_{\text{C}}\) | 8.418 | 8.433 | 8.368 | 8.357 | 8.512 |
| CH | A–X | 0 | (1–1) | 425.441 | 0.523 | −1.471 | 4.000 | log \(\epsilon_{\text{C}}\) | 8.422 | 8.437 | 8.372 | 8.360 | 8.517 |
| NH | X–X | 1 | (1–0) | 3294.615 | 0.773 | −2.600 | 1.590 | log \(\epsilon_{\text{N}}\) | 8.455 | 8.485 | 8.424 | 8.418 | 8.555 |
| CH | X–X | 1 | (1–0) | 3303.095 | 0.915 | −2.523 | 1.460 | log \(\epsilon_{\text{C}}\) | 8.479 | 8.508 | 8.446 | 8.441 | 8.576 |
| 12\(^1\)C\(_{16}\)O | X–X | 1 | (1–0) | 4297.175 | 2.242 | −2.876 | 8.240 | log \(\epsilon_{\text{C}}\) | 8.482 | 8.580 | 8.550 | 8.540 | 8.623 |
| 13\(^1\)C\(_{16}\)O | X–X | 1 | (1–0) | 4297.866 | 2.286 | −2.872 | 7.460 | log \(\epsilon_{\text{C}}\) | 8.462 | 8.561 | 8.530 | 8.522 | 8.605 |
| NH | X–X | 0 | (0–0) | 11311.232 | 2.138 | −1.557 | 0.243 | log \(\epsilon_{\text{N}}\) | 7.898 | 8.002 | 8.015 | 7.997 | 8.088 |
| NH | X–X | 0 | (0–0) | 11471.850 | 2.027 | −1.570 | 0.316 | log \(\epsilon_{\text{N}}\) | 7.913 | 8.012 | 8.035 | 8.003 | 8.039 |
| CN | A–X | 0 | (0–0) | 1087.516 | 0.056 | −2.601 | 0.136 | log \(\epsilon_{\text{N}}\) | 7.870 | 8.000 | 7.964 | 7.957 | 8.051 |
| CN | A–X | 0 | (0–0) | 1087.548 | 0.089 | −2.630 | 0.112 | log \(\epsilon_{\text{N}}\) | 7.848 | 7.965 | 7.944 | 7.932 | 8.027 |
| OH | X–X | 0 | (0–0) | 9399.310 | 3.070 | −1.227 | 1.798 | log \(\epsilon_{\text{O}}\) | 8.718 | 8.779 | 8.770 | 8.761 | 8.834 |
| OH | X–X | 0 | (0–0) | 9391.329 | 3.071 | −1.239 | 1.817 | log \(\epsilon_{\text{O}}\) | 8.734 | 8.797 | 8.789 | 8.784 | 8.851 |

**Notes.** Columns 1–7 show the line information, Col. 8 shows the equivalent width measured in the solar disc-centre intensity, and Col. 9 specifies the free parameter that is adjusted so as to match the theoretical equivalent widths to the observed ones. Final columns show the elemental abundances inferred from the different models. Blended transitions within the same branch were in some cases combined together. The NH lines are all in the R branch with three unresolved components. The listed transition probabilities are for the middle component, and the measured equivalent width has been reduced by a factor of three. Two lines of each system are shown; the full table is available at the CDS.
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Fig. 2. Distribution of temperature and Rosseland mean vertical optical
depth for the 3D radiative-hydrodynamical model atmosphere, with
darker colours indicating larger densities of grid points. The structures

Collet et al. (2018), with an updated chemical composition

(Asplund et al. 2009); Table 1 of Asplund et al. (2021) summa-

aries some of the differences with the older generations of the

3D solar model. Test calculations on an older version of the cur-

rent 3D model suggest that the differences in inferred abundance

may be roughly around 0.01 dex for most of the molecular indic-

ators considered here.

For comparison purposes, as well as to estimate systematic

errors, several 1D hydrostatic models were also used in this

study. These are namely: a temporal and horizontal average

(on surfaces of equal Rosseland mean optical depth) of the full

3D model (Sect. 2.1.2 of Amarsi et al. 2018), hereafter referred
to as the (3D) model; a theoretical ATMO model (Appendix A

of Magie et al. 2013) that is calculated with the same radiative

transfer scheme and input physics as the 3D STAGGER model; the

solar model from the theoretical MARCS grid (Gustafsson et al.

2008), which is copiously used in stellar abundance analyses;

and the semi-empirical model of Holweger & Müller (1974),

hereafter the HM74 model. The last model was originally con-

structed so as to reproduce a number of key observational diag-

nistics: the centre-to-limb variation of the continuum as well as

the wings of Fraunhofer lines to probe the T (r) relation of the

thicker layers of the photosphere; and the centre-to-limb vari-

ations of the central intensities of around 900 atomic and ionic

tones to probe the thinner layers (Holweger 1967). We still refer

to this last model because it has been used for many decades in

a very large number of works, but it should be noted that its

temperature structure may be slightly too warm in the lay-

ers where typical atomic lines used for abundance purposes are

formed (Asplund et al. 2009; see also Sect. 4.2).

2.3. Line formation calculations

The vertical intensities emergent from the 3D model, and the

four 1D models, were generated using the 3D LTE radiative

transfer code SCATE (Hayek et al. 2011). The atomic and mol-

ecular partition functions and equilibrium constants were updated
to use the data from Barklem & Collet (2016). When computing

the chemical equilibrium, SCATE includes H\(^{+}\), atoms and ions

up to and including the third ionisation stage (e.g., Fe III), and

12 molecules of hydrogen, carbon, nitrogen, and oxygen: H\(_2\),

H\(_3\)^\(^+\), C\(_2\), N\(_2\), O\(_2\); CH, NH, OH; CN, CO, NO; and H\(_2\)O.

For the 3D model, the calculations were performed on 52

snapshots each roughly 20 min of solar time apart to adequately

sample the solar granulation. Compared to the original simul-

ation, the horizontal resolution was reduced by a factor of 3 \times 3,

from 240\(^2\) grid points to 80\(^2\) grid points, while the vertical reso-

lution was enhanced by a factor of two near the optical surface.

The intensities were calculated without any extra microturbulent

broadening, these non-thermal effects being naturally accounted

due to the velocity and temperature inhomogeneities in the

3D model itself (Asplund et al. 2000; Nordlund et al. 2009). The

calculations on the 1D models were performed in almost the

same manner. The main difference is that for the 1D mod-

element abundances is not a straightforward task. One can

For a given line, two of the three

cal, and varying it across the extent of the calculated grid did not

alter the final converged results. For a given line, two of the three

abundances. In the initialisation step, a guess was made on the model-
dependent abundances of carbon, nitrogen, and oxygen, as well as

on their uncertainties. The choice of initial guess was not criti-
cal, and varying it across the extent of the calculated grid did not

alter the final converged results. For a given line, two of the three

abundances were fixed; the free parameter is specified in Table

1. For CN and ^14\(^\text{C}\)\(^{18}\)O, the free parameter is the less abundant ele-

ment: nitrogen and carbon, respectively.

3. Abundance analysis and results

3.1. Preliminary comments

Combining the individual lines in Table 2 into a final estimate of

the elemental abundances is not a straightforward task. One can

see that, by taking an unweighted mean of all of the lines would

bias the result towards those groups or molecules in Table 1

having the largest number of analysed transitions. This is unde-
sirable because lines of different molecules, electronic systems,

and \(\Delta\lambda\) are susceptible to different systematics, and the anal-

ysis should take advantage of this. This is attempted here, as

described in the remainder of Sect. 3.

3.2. Iterative procedure

The analysis proceeds in an iterative fashion, because the

inferred chemical composition, and its uncertainty, has an e
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In the first step, the lines were grouped according to the rows in Table 1. The assumption is that lines of the same molecule, in the same electronic system, with the same $|\Delta \nu|$ have similar sensitivities to systematic errors implicit in the model atmospheres and molecular data, and should therefore be grouped together. For each model, unweighted mean values, log $\epsilon$ (model; group), were determined by summing over all lines in a given group. The squared uncertainties were calculated as follows:

$$\sigma^2 (\text{model; group}) = \sigma^2 (\text{group; atmos}) + \sigma^2 (\text{model; group; trend}) + \sigma^2 (\text{model; group; comp.}) + \sigma^2 (\text{model; group; stat.}) .$$

(1)

The first term in Eq. (1) accounts for the sensitivity of the group to the model atmosphere. Here, this was estimated as the standard error in the means of the results from the four different modelling paradigms: 3D, (3D), 1D theoretical ATM0, and 1D semi-empirical HM74; it is therefore the same for all models. The second term in Eq. (1) probes further shortcomings that may be present in all model atmospheres, for example systematic biases in the equivalent width measurements or molecular data. This was evaluated by fitting linear trends as functions of different line parameters (namely, wavelength, excitation potential, and logarithmic reduced equivalent width): the most severe trend was identified, and half the difference between the highest and lowest point of the fit was evaluated. The third term in Eq. (1) accounts for the uncertainty in the two fixed background abundances propagated onto the fitted third abundance, omitting the covariance terms. The final term in Eq. (1) gives the statistical uncertainty. It was evaluated as the sample standard deviation about the fitted trend (noting that there are $N_{\text{line}} - 2$ degrees of freedom), divided by $\sqrt{N_{\text{line}}}$. Any random errors in the equivalent widths and transition probabilities were assumed to be implicit in this quantity.

In the second step, the results for different groups were collapsed so as to obtain mean values for each molecule and each model. This was achieved via a weighted mean. The weights were calculated for each model and group, via the uncertainties evaluated using Eq. (1):

$$w (\text{model; group}) = \frac{\sigma^{-2} (\text{model; group})}{\sum \sigma^{-2} (\text{model; group})} .$$

(2)

Here, the summation in the denominator ensures that the weights for all of the groups of a given molecule sum up to unity (i.e., that they are normalised). The results for different groups, log $\epsilon$ (model; group), were thus weighted using Eq. (2) and added together so as to determine the weighted mean, log $\epsilon$ (model; molecule).

To calculate the uncertainty in this weighted mean, the four uncertainty components appearing in Eq. (1) (atmospheric, trend, compositional, and statistical, respectively) were individually propagated forwards using the following general formula:

$$\langle \sigma^2 \rangle = \sum_{i} w_i^2 \sigma_i^2 + \sum_{i} \sum_{j \neq i} w_i w_j \rho_{i,j} \sigma_i \sigma_j .$$

(3)

For example, for a given model and molecule, the quantity $\sigma$ (model; molecule; trend) was determined by setting $w_i$ and $w_j$ to $w$ (model; group), and $\sigma_i$ and $\sigma_j$ to $\sigma$ (model; group; trend), and summing over the different groups as denoted by the indices $i$ and $j$ in Eq. (3). The statistical and trend uncertainties were assumed to be uncorrelated, and hence the correlation coefficients $\rho_{i,j}$ were taken to be zero. In contrast both the atmospheric and the compositional uncertainties were assumed to be systematic and thus perfectly correlated between different groups of the same molecule, and therefore $\rho_{i,j} = 1$. For a given model and molecule, the uncertainty, $\sigma$ (model; molecule), was then determined by adding these four propagated components together in quadrature.

In the third step, the results for different molecules were combined into final determinations of the elemental abundances. Similarly to the previous step, these were calculated through a weighted mean, summing over all molecules of a given element. The four uncertainty components were propagated forwards again using Eq. (3), this time summing over all molecules of a particular element, rather than all groups of a particular molecule. The final uncertainties in the elemental abundances were given by adding the four components in quadrature.

With a new estimate of the elemental abundances in hand, as well as an improved estimate of the composition error, $\sigma$ (model; group; comp.), appearing in Eq. (1), the next iteration cycle was initiated. This proceeded until the elemental abundances had converged to five decimal places.

One last note to make is that the line-by-line abundances were adjusted to take into account that the line formation calculations were performed under the assumption that all CO is in the major isotopologue, $^{12}$C$^{16}$O. Using for example Eq. (1) of Ayres et al. (2013), and the isotopic ratios advocated in Asplund et al. (2021), this amounted to an increase in the carbon abundances inferred from the $^{12}$C$^{16}$O lines by only 0.006 dex.

### 3.3. Advocated elemental abundances

We provide the converged line-by-line values in the final five columns of Table 2, corresponding to the five different models considered here. In Table 3, we show the abundances inferred from the different groups, the collapsed results for the different molecules, and our final advocated elemental abundances, for each of the different models. This table also shows the full breakdown of uncertainties, albeit only for the 3D model because in practice they are dominated by the atmospheric uncertainty and so are similar for the other models.

In Table 3, the final advocated abundances as inferred from the molecules are log $\epsilon_{\text{C}} = 8.47 \pm 0.02$, log $\epsilon_{\text{N}} = 7.89 \pm 0.04$, and log $\epsilon_{\text{O}} = 8.70 \pm 0.04$. The stipulated uncertainties are dominated by the atmospheric uncertainty. These were taken to be correlated ($\rho_{i,j} = 1$ in Eq. (3)), which is why the individual groups and molecules typically agree with the final values to better than these stated precisions of 0.02–0.04 dex. The largest deviation was found for the NH $|\Delta \nu|$ = 1 group, for which the nitrogen abundance is found to be 0.03 dex larger than the final result.

### 4. Discussion

#### 4.1. Line-by-line results in the 3D model

Figures 3–5 illustrate the line-by-line abundances for the 3D model, for carbon, nitrogen, and oxygen, respectively. The individual panels show the results for different molecules, plotted against excitation potential and reduced equivalent width. In addition, for each group of indicators, the difference between the average results from the 1D models and from the 3D model are shown in Fig. 6.
The line-by-line standard deviations (reflected in the scatter about the mean trends in Figs. 3–5) are found to be around 0.02 dex. The lowest scatters are found for the $^{12}$C$^{16}$O $|\Delta \nu|$ = 2 and OH $|\Delta \nu|$ = 1 groups (0.01 dex). This scatter can be partially explained by random measurement errors, which can reach of the order 2.5% or 0.01 dex (Sect. 2.1); random uncertainties in the adopted transition probabilities likely also contribute. An anomalously large scatter is found for the OH $|\Delta \nu|$ = 2 group (0.05 dex). This group displays a severe trend with reduced equivalent width, which likely reflects particular difficulties in measuring these extremely weak lines to high precision and high accuracy.

The two rotational groups, NH $|\Delta \nu|$ = 0 and OH $|\Delta \nu|$ = 0, show rather strong trends in Figs. 4 and 5. These lines are in the far infrared, between 11 300 and 15 000 nm for NH and between 9 400 and 12 300 nm for OH; that is to say, further to the IR than the rovibrational lines of CH, NH and OH (Table 1). Consequently, these infrared rotational lines form higher in the atmosphere than the rovibrational lines (at Rosseland mean optical depths that are near 1 dex smaller), on account of the strong wavelength dependence of the dominant $H^+$ free-free continuous opacity. Thus the depicted trends may in part reflect inadequacies in the uppermost layers of the 3D model due to for example the lack of magnetic fields, and absence of a chromosphere. The OH $|\Delta \nu|$ = 0 lines are stronger than the NH $|\Delta \nu|$ = 0 lines (median equivalent widths of 5.6 pm and 1.7 pm, respectively), and typically form at greater heights; accordingly, they display a more prominent trend relative to the scatter. In both cases, the results from the deeper-forming fainter lines tend to agree better with the rovibrational lines, as expected.

The figures provide some insight on the most and least reliable abundance indicators, for each molecule, and for each element. For carbon, the C$_2$ Swan bands emerge as the most reliable indicators. They are absent of significant trends with line parameters (Fig. 3), and also have low sensitivity to the model atmosphere (Fig. 6). The $^{12}$C$^{16}$O lines are the least reliable ones, despite their low scatter. This is expected because of the temperature sensitivity of their formation, and thus their sensitivity to the model atmosphere as is reflected in Fig. 6. For nitrogen, NH and CN are found to have similar weight. Within NH, the $|\Delta \nu|$ = 1 lines have the most weight, as the $|\Delta \nu|$ = 0 lines show more pronounced trends, as discussed above. Finally, for oxygen all three groups have similar sensitivities to the model atmosphere; the OH $|\Delta \nu|$ = 1 lines are the most reliable, because of the noticeable trends in the OH $|\Delta \nu|$ = 0 and OH $|\Delta \nu|$ = 2 groups.

### Table 3. Inferred elemental abundances and uncertainties.

| Species   | System | $|\Delta \nu|$ | 3D $\langle |\Delta \nu| \rangle$ | ATMO | MARCS | HM74 | $\sigma$ (atmos.) | $\sigma$ (trend) | $\sigma$ (comp.) | $\sigma$ (stat.) | $\sigma$ |
|-----------|--------|---------------|-------------------------------|------|-------|------|------------------|------------------|------------------|------------------|--------|
| Carbon    |        |               |                               |      |       |      |                  |                  |                  |                  |        |
| C$_2$     | Swan   | 0             | 8.455                        | 8.438 | 8.433 | 8.520 | 0.018            | 0.003            | 0.006            | 0.005            | 0.020  |
| C$_2$     | Swan   | 1             | 8.474                        | 8.454 | 8.540 | 8.540 | 0.018            | 0.004            | 0.006            | 0.010            | 0.022  |
| CH        | A−X    | 0             | 8.459                        | 8.438 | 8.443 | 8.530 | 0.018            | 0.003            | 0.006            | 0.005            | 0.020  |
| CH        | X−X    | 1             | 8.470                        | 8.444 | 8.438 | 8.573 | 0.028            | 0.017            | 0.006            | 0.003            | 0.033  |
| $^{12}$C$^{16}$O | X−X | 2             | 8.487                        | 8.606 | 8.683 | 8.683 | 0.043            | 0.021            | 0.031            | 0.004            | 0.057  |
|           |        |               |                               |      |       |      |                  |                  |                  |                  |        |
| Nitrogen  |        |               |                               |      |       |      |                  |                  |                  |                  |        |
| NH        | X−X    | 0             | 7.881                        | 8.032 | 8.038 | 8.021 | 0.043            | 0.036            | 0.000            | 0.006            | 0.057  |
| NH        | X−X    | 1             | 7.921                        | 7.922 | 7.914 | 8.056 | 0.032            | 0.008            | 0.001            | 0.005            | 0.033  |
| CN        | A−X    | 0             | 7.867                        | 7.964 | 7.933 | 8.016 | 0.031            | 0.008            | 0.030            | 0.003            | 0.044  |
| CN        | X−X    | 1             | 7.867                        | 7.964 | 7.933 | 8.016 | 0.031            | 0.008            | 0.030            | 0.003            | 0.044  |
| Oxygen    |        |               |                               |      |       |      |                  |                  |                  |                  |        |
| OH        | X−X    | 0             | 8.690                        | 8.792 | 8.795 | 8.782 | 0.031            | 0.041            | 0.005            | 0.001            | 0.052  |
| OH        | X−X    | 1             | 8.707                        | 8.800 | 8.737 | 8.728 | 0.039            | 0.008            | 0.004            | 0.002            | 0.040  |
| OH        | X−X    | 2             | 8.690                        | 8.756 | 8.685 | 8.673 | 0.038            | 0.066            | 0.003            | 0.012            | 0.077  |
| OH        | X−X    | 2             | 8.699                        | 8.791 | 8.756 | 8.751 | 0.036            | 0.017            | 0.004            | 0.002            | 0.040  |

Notes. Abundances are shown for different groups and species, for all of the models considered in the present analysis. Also shown is the breakdown of uncertainties for the 3D model, with the overall uncertainty given in the final column.

4.2. Comparison with the 1D models

Typically, the results from the various 1D models are larger than those from the 3D model—in other words, the 3D effects are usually negative. For carbon, nitrogen, and oxygen, respectively, the (3D) results are 0.02, 0.10, and 0.10 dex larger; the ATMO and MARCS results are ~0.02, 0.06, and 0.06 dex larger, and the HM74 results are 0.08, 0.15, and 0.15 dex larger. This systematic effect is because of the enhanced formation of molecules in the cool pockets of gas that arise due to solar convection. It is particularly effective for the temperature-sensitive $^{12}$C$^{16}$O lines, as well as the NH $|\Delta \nu|$ = 0 lines and to a lesser extent the OH $|\Delta \nu|$ = 0 lines (Fig. 6) that form in the uppermost regions of the photosphere.

It is perhaps counter-intuitive that the results from the semi-empirical HM74 model deviates quite strongly from the 3D model.
model. This is related to the smaller temperature gradient of that model, with temperatures around 50 K larger in the line-forming region relative to the (3D) model (Fig. 2), as previously discussed by Asplund et al. (2009). While the origin of this temperature difference is not completely clear, we can speculate on a few possible reasons for it. The HM74 model presented in Holweger & Müller (1974) is an updated version of Holweger (1967), with the photospheric temperature stratification in the line-forming region determined primarily by fitting the centre-to-limb variations of the central intensities of some 900 atomic and ionic lines, under the assumption of LTE. Our measurements suggest that the line depths given by Holweger (1967) are slightly but systematically smaller than those in in the more recent and higher-quality Liège and Hamburg solar atlases employed here. This could be associated with difficulties in correcting for stray light and the lower

Fig. 3. Carbon abundances inferred from lines of C₂, CH, and ¹²C¹⁶O (rows), against excitation potential and reduced equivalent width (columns). Linear regression lines have been overplotted. Shaded area shows the advocated abundance and uncertainty, log ε_C = 8.47 ± 0.02.
Fig. 4. Nitrogen abundances inferred from lines of NH and CN (rows), against excitation potential and reduced equivalent width (columns). Linear regression lines have been overplotted. Shaded area shows the advocated abundance and uncertainty, log $\epsilon_N = 7.89 \pm 0.04$.

Fig. 5. Oxygen abundances inferred from lines of OH, against excitation potential and reduced equivalent width (columns). Linear regression lines have been overplotted. Shaded area shows the advocated abundance and uncertainty, log $\epsilon_O = 8.70 \pm 0.04$.

spectral resolution of the spectrograph used by Holweger (1967), although systematic differences in the continuum normalisation could also play a role. Adopting shallower line depths in the construction of the HM74 model could at least partially explain the shallower temperature gradient and thus the larger estimate of the temperature in the line forming regions. The assumption of LTE for neutral species of low to moderate ionisation potential including Mg I and Fe I may lead to a similar effect (non-LTE masking; Rutten & Kostik 1982); although, this is compensated by their choice of high elemental abundances.
log $\epsilon_{\text{Mg}} = \log \epsilon_{\text{Fe}} = 7.60$ when determining the electron number densities. It can be noted that newer semi-empirical solar models of the quiet Sun, such as those by Grevesse & Sauval (1999) and Allende Prieto et al. (2001), have temperature structures more closely resembling that of the (3D) model.

### 4.3. Comparison with earlier studies of molecules

The abundance values advocated in Sect. 3.3 generally agree well with those of Asplund et al. (2009), which was an updated analysis of Asplund et al. (2005b) for carbon and Asplund et al. (2004) for oxygen using an improved 3D solar model. There are, nevertheless, some puzzling discrepancies: the most prominent ones are for CH and NH, which are around 0.03–0.05 dex larger here. This offset does not seem to be due mainly to the model atmosphere (being also apparent for the results from the 1D MARCS models), transition probabilities, nor the adopted equivalent widths. We speculate that incremental updates to the line formation code, and equation of state solver (including input data such as partition functions and equilibrium constants) could be the cause of the offset. While the average result for OH is consistent, it should be noted that the line-by-line results here do not show the strong non-linear trends apparent in Fig. 10 of Asplund et al. (2004).

The $^{12}$C$^{16}$O lines were not used to inform the carbon or oxygen abundances in Asplund et al. (2009). This is primarily because of their temperature sensitivity, although they may also be sensitive to departures from instantaneous chemical equilibrium (Uitenbroek 2000; Asensio Ramos et al. 2003); such effects are neglected in the present study. Nevertheless, elemental abundances via $^{12}$C$^{16}$O lines were also derived by Scott et al. (2006) (with the same 3D solar model as in Asplund et al. 2005b). Fixing log $\epsilon_C = 8.66$ they obtained log $\epsilon_C = 8.48$ and 8.40 from $^{12}$C$^{16}$O $|\Delta \nu| = 1$ lines of low and high excitation potential, respectively; and log $\epsilon_C = 8.37$ from $^{12}$C$^{16}$O $|\Delta \nu| = 2$ lines. The line selection adopted here derives from theirs, albeit with updated transition probabilities from Li et al. (2015) that are much improved as discussed in Lyons et al. (2018). We find consistent results from all of these $^{12}$C$^{16}$O lines of around log $\epsilon_C = 8.48$ dex, as illustrated in Fig. 3. Test calculations suggest that the updates to the 3D model help to ensure congruous results from the different $^{12}$C$^{16}$O lines.

### 4.4. Comparison with atomic results

It is illuminating to compare the molecular results derived here with atomic results present in the literature. Recently, 3D non-LTE studies of C I (Amarsi et al. 2019; Li et al. 2021), N I (Amarsi et al. 2020b), and O I (Amarsi et al. 2018) lines have been carried out. These studies are based on the same model atmosphere as that used here. In addition, 3D LTE studies with 1D non-LTE corrections have been carried out for these species by Caffau et al. (2008, 2009, 2010, 2013, 2015), as well as full 3D non-LTE calculations of the O I 777 nm triplet by Steffen et al. (2015) on an independent 3D solar model computed with the CO$^3$BOLD code (Freytag et al. 2012).

A comparison can be found in Asplund et al. (2021); the main findings are summarised here. Due to several different updates, in particular a systematic shift in the transition probabilities for C I (Li et al. 2021), the various carbon abundance indicators all now point to a value of around 8.46 dex, which is 0.03 dex larger than the value advocated by Asplund et al. (2009). For oxygen, the agreement is also very satisfactory, with the [O I] lines and O I lines indicating on average slightly higher and lower results by around 0.02 dex, compared to the molecular result of 8.70 dex found here.

For nitrogen, however, there is a prominent discrepancy with the atomic lines. With the present 3D model, the N I lines give log $\epsilon_N = 7.77 \pm 0.05$. This is significantly lower than the present molecular result of 7.89 $\pm$ 0.04 dex; a difference of 0.12 dex. The origin of this problem is unclear. Systematic errors in the transition probabilities or other molecular data cannot be ruled out, but seem unlikely as discussed in Asplund et al. (2021). The atomic and molecular lines have opposite temperature sensitivities; consequently, errors in the temperature structure of the 3D model could help explain the discrepancy, although the large
changes needed would worsen the agreement between the various carbon and oxygen abundance indicators, as well as the excellent agreement with various other solar observables as studied by Pereira et al. (2013) for the previous generation of the 3D STAGGER model. If this is indeed the case, the true solar nitrogen abundance would be close to the mean result from the atoms and molecules: log $\epsilon_N = 7.83$, as advocated in Asplund et al. (2021). It can be noted that the various 1D models show even larger discrepancies: for instance, the HM74 model indicates a diabundance would be close to the mean result from the atoms and model. If this is indeed the case, the true solar nitrogen abundance inferred by Pereira et al. (2013) for the previous generation of the 3D non-LTE radiative transfer codes employed. They may also be partly due to systematic diabundance and Hamburg solar atlases employed in Asplund et al. (2021).

More recently, Bergemann et al. (2021) have studied the OI 777 nm triplet lines and the [O I] 630 nm line, using 13 snapshots of the 3D model solar atmosphere from the STAGGER-grid (Collet et al. 2011; Magic et al. 2013). This 3D model is similar to that employed in Amarsi et al. (2018, 2019, 2020b) as well as in the present study: It was computed with the STAGGER code, employing the standard solar chemical composition of Asplund et al. (2009); the 13 snapshots have a mean effective temperature of 5773 K. The authors employed column-by-column non-LTE radiative transfer (the so-called 1.5D non-LTE approach); Fig. 6 of that paper suggests that, at least in this particular case, this approximation corresponds to errors that are much less than 0.01 dex, compared to the more realistic 3D non-LTE approach. From the OI and [O I] features they obtained log $\epsilon_O = 8.74 \pm 0.03$ and log $\epsilon_O = 8.77 \pm 0.05$, respectively, finally advocating log $\epsilon_O = 8.75 \pm 0.03$. This is slightly larger than one standard deviation away from our own measurements from the same features: 8.69 $\pm$ 0.03 dex and 8.70 $\pm$ 0.05 dex, respectively (Amarsi et al. 2018; Asplund et al. 2021). Given the importance of the solar oxygen abundance on the solar modelling problem, we briefly discuss below from where these differences may originate.

For the OI 777 nm triplet lines, 0.026 dex of the difference can be explained by the choice of transition probabilities. Bergemann et al. (2021) adopted the recent values of Civiš et al. (2018) that are based on quantum defect theory (e.g., Seaton 1966), averaged together with those of Hibbert et al. (1991) that are based on the (more sophisticated) configuration interaction (CI) approach (as implemented in the CIV3 code; Hibbert 1975). In contrast, Amarsi et al. (2018) used only the latter dataset. For the [O I] 630 nm line, most of the discrepancy probably reflects the inconsistent treatment of the N I blend. Bergemann et al. (2021) assumed log $\epsilon_N = 6.23$ (Lodders 2003), and subsequently corrected the strength of the blend for absolute 1.5D non-LTE effects, rather than deriving a nickel abundance consistent with their model atmosphere and radiative transfer approach using other, clean N I lines (see the discussion in Scott et al. 2009). Effectively, Bergemann et al. (2021) adopted a 0.05 dex smaller nickel contribution to the 630 nm feature compared to Asplund et al. (2021), which translates to a 0.03 dex larger inferred oxygen abundance. The remaining discrepancies may be due to differences between their new FTS data, and the Liège and Hamburg solar atlases employed in Asplund et al. (2021). They may also be partly due to systematic differences in the 3D non-LTE radiative transfer code employed.

4.5. Advocated solar elemental abundances and metallicity

It is preferable to fold in both atomic and molecular results to obtain final estimates on the elemental abundances, in particular for nitrogen. These advocated values can be found in Asplund et al. (2021): log $\epsilon_C = 8.46$, log $\epsilon_N = 7.83$, log $\epsilon_O = 8.69$. Nevertheless, it is illuminating to consider the impact on the solar metallicity when adopting the carbon, nitrogen, and oxygen abundances inferred here, these values being slightly larger than the atom-molecule averages. With the chemical mixture of Asplund et al. (2021), the metal mass fraction of the solar surface is $Z = 0.0139 \pm 0.0006$; or, relative to the hydrogen mass fraction, $Z/X = 0.0187 \pm 0.0009$. With the molecular abundances determined here, these values increase to $Z = 0.0142$ and $Z/X = 0.0191$, where 45% of the difference is due to the 0.01 dex increase in oxygen abundance, 35% is due to the relatively large 0.06 dex increase in nitrogen abundance, and just 20% is due to the 0.01 dex increase in carbon abundance. The differences thus remain well within the stipulated uncertainties.

5. Conclusion

We have analysed 408 molecular lines of carbon, nitrogen, and oxygen in the solar intensity spectrum using LTE line formation calculations in a 3D radiative-hydrodynamic simulation of the photosphere. From this analysis, advocated elemental abundances of log $\epsilon_C = 8.47 \pm 0.02$, log $\epsilon_N = 7.89 \pm 0.04$, and log $\epsilon_O = 8.70 \pm 0.04$ were obtained. For carbon and oxygen, these are in good agreement with earlier 3D non-LTE analyses of atomic diagnostics (Amarsi et al. 2018, 2019; Li et al. 2021; Asplund et al. 2021). However, for nitrogen there is a discrepancy approaching 3$\sigma$ of 0.12 dex, compared to the results presented in Amarsi et al. (2020b).

The elemental abundances of these elements remain relevant in the solar modelling problem. Although oxygen dominates the opacity in the most discrepant region, carbon and nitrogen are also relevant because they are all mainly present as neutral atoms in the solar photosphere, their molecules are closely coupled together via $^{13}$C$^{16}$O and CN, and they are similarly depleted in meteorites (Lodders et al. 2009; Palme et al. 2014) and must therefore be inferred via spectroscopic methods. The solar oxygen abundance determined here, consistent with the atomic results, is just 0.01 dex larger than that advocated in Asplund et al. (2009) and unfortunately does little to alleviate the solar modelling problem. The carbon and nitrogen abundances determined here are 0.03 and 0.06 dex larger than the values advocated by Asplund et al. (2009). Although this may only slightly reduce the discrepancy with helioseismology, this revision does indicate that it may be worthwhile to continue improving the atomic and molecular data as well as the model atmospheres and line formation methods.

Acknowledgements. We are grateful to Matthias Steffen for providing a detailed and insightful referee report, which led to a number of improvements to this manuscript. We thank T. Masseron and C. Sneden for their assistance with compiling the molecular data. AMA acknowledges support from the Swedish Research Council (VR 2016-03765 and 2020-03940). MA acknowledges funding from the Australian Research Council through a Laureate Fellowship (FL110100012) and a Discovery Project (DP150100250). This research was supported by computational resources provided by the Australian Government through the National Computational Infrastructure (NCI) under the National Computational Merit Allocation Scheme and the ANU Merit Allocation Scheme (project y89).

References

Abrams, M. C., Goldman, A., Gunson, M. R., Rinsland, C. P., & Zander, R. 1996, Appl. Opt., 35, 2747
Allende Prieto, C., Barklem, P. S., Asplund, M., & Ruiz Cobo, B. 2001, ApJ, 558, 830
Amarsi, A. M., Barklem, P. S., Asplund, M., Collet, R., & Zatsarinny, O. 2018, A&A, 616, A89
Amarsi, A. M., Barklem, P. S., Collet, R., Grevesse, N., & Asplund, M. 2019, A&A, 624, A111
Amarsi, A. M., Lind, K., Osorio, Y., et al. 2020a, A&A, 642, A62
Amarsi, A. M., Grevesse, N., Trumper, J., et al. 2020b, A&A, 636, A120
Asplund, M., Bergemann, M., Hoppe, R., Semenova, E., et al. 2021, MNRAS, 508, 2236
Asplund, M., Grevesse, N., Sauval, A. J., Allende Prieto, C., & Scott, P. 2009, ARA&A, 47, 481
Asplund, M., Amarsi, A. M., & Grevesse, N. 2021, A&A, 653, A141
Ayres, T. R., Lyons, J. R., Ludwig, H.-G., et al. 2015, A&A, 579, 729
Bailey, J. E., Nagayama, T., Loisel, G. P., et al. 2015, Nature, 517, 56
Bahcall, J. N., Serenelli, A. M., & Basu, S. 2005b, A&A, 431, 693
Barklem, P. S., Collet, R., & Asplund, M. 2018, J. Quant. Spectr. Rad. Transf., 168, 142
Baudon, G., Salmon, S., & Noels, A. 2019, Front. Astron. Space Sci., 6, 42
Brooke, J. S. A., Bernath, P. F., Western, C. M., et al. 2016, J. Quant. Spectr. Rad. Transf., 124, 11
Brooke, J. S. A., Bernath, P. F., & Western, C. M. 2015, J. Chem. Phys., 143, 054310
Brooke, J. S. A., Bernath, P. F., & Western, C. M. 2014b, ApJS, 210, 23
Brooke, J. S. A., Bernath, P. F., & Western, C. M. 2015, J. Chem. Phys., 143, 026101
Brooke, J. S. A., Bernath, P. F., Western, C. M., et al. 2016, J. Quant. Spectr. Rad. Transf., 168, 142
Budgen, G., Salmon, S., & Noels, A. 2019, Front. Astron. Space Sci., 6, 42
Caffau, E., Ludwig, H.-G., Steffen, M., et al. 2008, A&A, 488, 1031
Caffau, E., Maiorca, E., Bonifacio, P., et al. 2009, A&A, 498, 877
Caffau, E., Ludwig, H.-G., Bonifacio, P., et al. 2010, A&A, 514, A92
Caffau, E., Ludwig, H.-G., Malherbe, J.-M., et al. 2013, A&A, 554, A126
Caffau, E., Ludwig, H.-G., Steffen, M., et al. 2015, A&A, 579, A88
Christensen-Dalsgaard, J. 2021, Liv. Rev. Sol. Phys., 18, 2
Christensen-Dalsgaard, J., & Mauro, M. P., Houdek, G., & Pipers, F. 2009, A&A, 494, 205
Civiš, S., Kubelík, P., Ferus, M., et al. 2018, ApJS, 239, 11
Collet, R., Magic, Z., & Asplund, M. 2011, J. Phys. Conf. Ser., 328, 012003
Collet, R., Nordlund, Å., Asplund, M., Hayek, W., & Trampedach, R. 2018, MNRAS, 475, 3369
Delbouille, L., & Wolf, R. 1963, in Laboratory and Astronomical High Resolution Spectra, eds. A. J. Sauval, R. Blomme, & N. Grevesse, ASP Conf. Ser., 81, 32
Delbouille, L., Roland, G., & Neven, L. 1973, Atlas photométrique du spectre solaire de [lambda] 3000 a [lambda] 10000 (Liège: Université de Liège, Institut d’Astrophysique)