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Abstract

As a tool for estimating networks in high dimensions, graphical models are commonly applied to calcium imaging data to estimate functional neuronal connectivity, i.e. relationships between the activities of neurons. However, in many calcium imaging data sets, the full population of neurons is not recorded simultaneously, but instead in partially overlapping blocks. This leads to the Graph Quilting problem, as first introduced by (Vinci et al., 2019), in which the goal is to infer the structure of the full graph when only subsets of features are jointly observed. In this paper, we study a novel two-step approach to Graph Quilting, which first imputes the complete covariance matrix using low-rank covariance completion techniques before estimating the graph structure. We introduce three approaches to solve this problem: block singular value decomposition, nuclear norm penalization, and non-convex low-rank factorization. While prior works have studied low-rank matrix completion, we address the challenges brought by the block-wise missingness and are the first to investigate the problem in the context of graph learning. We discuss theoretical properties of the two-step procedure, showing graph selection consistency of one proposed approach by proving novel $\ell_\infty$-norm error bounds for matrix completion with block-missingness. We then investigate the empirical performance of the proposed methods on simulations and on real-world data examples, through which we show the efficacy of these methods for estimating functional connectivity from calcium imaging data.
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1 Introduction

Graphical models are a commonly used unsupervised learning technique for estimating sparse conditional dependency structures in multivariate data. Various graphical modeling approaches have been used in many different fields, including neuroscience (Yatsenko et al., 2015), genomics (Allen and Liu, 2013), network biology (Wang et al., 2016), and finance (Talih and Hengartner, 2005) to analyze conditional relationships in high-dimensional settings. There exists a wide array of
literature on the theoretical and empirical performance of different classes of graphical models, including Gaussian and other exponential family graphical models (Lauritzen, 1996; Yang et al., 2015). Additionally, many methods have been developed to account for different external effects, such as latent variables (Chandrasekaran et al., 2010; Pfau et al., 2013) and covariates (Cai et al., 2013; Chen et al., 2016).

However, in some contexts, simultaneous joint observations may not be available for all pairs of features in the data. In particular, pairwise observations may only be available for semi-overlapping blocks within the full feature set. This leads to the Graph Quilting problem, in which we seek to estimate a full graphical model when only partially overlapping patches of the full covariance matrix are observed. Graph quilting is most commonly useful in the fields of neuroscience and genomics, in which technological limitations constrain the amount of features that can be measured simultaneously. For example, in genomics, single cell RNA sequencing data often contains dropouts where individual cell responses are not seen due to technical artifacts (Ozsolak and Milos, 2011; Gan et al., 2020), while in neuroscience, modern calcium imaging technology allows for the recording of individual neuronal activity, but only for a small portion of the total brain volume at the same time (Pnevmatikakis et al., 2016).

Recently, (Vinci et al., 2019) outlined the challenges of the Graph Quilting problem and showed that it is possible to not only recover graph edges associated with observed elements of the covariance, but also to recover a superset of edges associated with completely missing entries of the covariance. Their approach, called MADGQ, fits an $\ell_1$-regularized MLE of the observed covariance with the constraint that no edges are affiliated with unobserved elements. Thresholding and Schur complements are then used to identify graph edges and a minimal superset of edges. While this approach comes with strong theoretical guarantees, it makes several assumptions that may be uncheckable in practice. Additionally, the method contains multiple steps with tuning parameters that may lead to suboptimal performance in practice.

In this paper, we study an alternative approach that (Vinci et al., 2019) briefly suggested but chose not to explore: low-rank covariance completion followed by graph learning. First, a covariance matrix is imputed by using a covariance completion technique to estimate the unobserved entries of the empirical covariance matrix; the graphical Lasso (Yuan and Lin, 2007; Friedman et al., 2008) is then applied to the imputed covariance matrix in order to obtain an estimated graph. Our goal for this work is to investigate the potential efficacy of this two step procedure for estimating sparse conditional dependency structures in the presence of missingness in the full covariance matrix. In particular, we explore different possible covariance imputation techniques which can be used in the first part of the two-step graph quilting procedure. While many covariance completion techniques have been proposed previously in the literature, selection of a covariance completion technique specifically for the purpose of the Graph Quilting problem has not previously been studied; this presents a unique challenge, as most of the previous work on covariance completion focuses on accurate imputation of the missing values in the covariance matrix rather than in recovering the non-zero elements of the true inverse covariance matrix. Thus, the choice of covariance completion method that will achieve optimal graph recovery of the full feature set in the second step of the graph quilting procedure is not readily apparent.

1.1 Motivating Example: Calcium Imaging

One context for which the Graph Quilting problem can arise is in the analysis of data from calcium imaging, which records in vivo firing activity of individual neurons in the brain of an experimental subject under controlled or natural stimulus conditions (Stosiek et al., 2003). Calcium imaging data can be used for the study of functional connectivity, defined as the statistical relationships between
the activity of neurons in the brain (Horwitz, 2003). In this paper, we focus on the study of intrinsic functional neuronal connectivity, i.e. contemporaneous correlations in the firing activity between pairs of individual neurons (Feldt et al., 2011). Modern calcium imaging technology allows for the recording of the activity of up to thousands of individual neurons simultaneously in vivo; because of this high-dimensional setting, graphical models are a natural choice for estimating intrinsic functional neuronal connectivity. However, in many calcium imaging experiments, multiple scans are used to record the firing activity of neurons within a full brain volume of interest (Grienberger and Konnerth, 2012); these scans are often taken in sequential layers of the brain volume, which leads to partially overlapping blocks of observed neurons between consecutive scans (Berens et al., 2017). Because of this data collection scheme, the simultaneous activity traces between many pairs of neurons in a full calcium imaging data set are never observed. Thus, in order for a functional connectivity network to be estimated for the full brain volume from a calcium imaging data set, a graph quilting procedure would need to be applied.

One potentially useful characteristic found in high-dimensional calcium imaging data sets that can be used in the graph quilting procedure is the low-rankness in the functional activity recording data. We show two examples of this behavior in Figure 1, in which we plot the eigenvalues from the decomposition of the correlation matrices for the fluorescence traces from two separate calcium imaging data sets, one from the Allen Institute (Lein et al., 2007) and another from the Janelia Research Campus (Stringer et al., 2018). Specifically, we tend to see that the first few principal components appear to explain a substantial proportion of total variance, with exponentially decaying eigenvalues, which suggests an approximate spiked eigenvalue structure (Johnstone, 2001) in the covariance matrix for the data. Thus, we can potentially use a low-rank structural assumption in order to impute covariance matrices from calcium imaging data that can then be used in a graph quilting procedure to estimate a functional neuronal connectivity graph.

1.2 Related Literature

Many procedures have been previously proposed to address the problem of covariance completion. Many of these methods impute the missing values within a covariance matrix using a penalized likelihood approach, combined with restricting the solution to the space of positive definite or positive semi-definite Hermitian matrices. One commonly used approach utilizes determinant maximization of the imputed covariance matrix (Grone et al., 1984); this can also be combined with a Lasso penalty for sparse parameter estimation (Zhang et al., 2018). Another family of methods involves minimizing the Frobenius norm between the imputed and observed covariance matrices, along with a penalty term to induce sparsity on (Lounici, 2014) or to maximize the rank (Laurent, 2009) of
the former. While these methods have been shown to be useful for a variety of problems, these may not be appropriate for functional connectivity. As discussed above, calcium imaging data tend to exhibit an approximate low-rank structure; however, most of the proposed algorithms discussed here will tend to provide full rank solutions, and thus will likely not be a good approximation.

Several model-based approaches have been utilized in the literature as well. Wohrer et al. (2010) use the Wishart distribution as the assumed marginal distribution of the entries of the full inverse covariance matrix. An iterative search over the space of positive definite submatrices is used in order to impute the missing values of the covariance matrix. Zare et al. (2015) instead utilizes a linear time-invariant model to represent the underlying dynamics which generate the full covariance matrix that is only partially observed in the data. The specific structure and input parameters of the dynamic model can then be used in order to obtain estimates of the missing values of the covariance matrix. Both of these methods rely on very specific assumed distributions for the entries of the full covariance matrix; therefore, while these methods can be suitable in contexts where the models explain the covariance matrix well, they are not necessarily reliable for calcium imaging data.

Although there have been extensive studies for low-rank matrix completion, most existing works (Candes and Recht, 2012; Candès and Tao, 2010; Gross, 2011; Recht, 2011; Candes and Plan, 2011; Chen et al., 2020) assume each entry to be randomly missing. On the other hand, the Graph Quilting problem assumes a block-wise measurement pattern, in which missingness is systematic and common. Thus, the low-rank matrix completion procedure used for Graph Quilting must be robust with regards to these attributes. Furthermore, the prior works on matrix completion with block-wise missingness all consider different settings from ours, or their theory falls short for our graphical model learning purposes. For example, Cai et al. (2016) assume that certain rows and columns are fully observed without noise, and that the missing entries form one submatrix. While Zhou et al. (2021) consider observing multiple blocks of a symmetric PSD matrix and propose a method with solid theory, they assume each block is sampled randomly which leads to overlaps between any two blocks with high probability, making it inappropriate for our calcium imaging application as our blocks are taken sequentially and only consecutive blocks have overlaps. The most closely related work to our graph quilting setting is Bishop and Yu (2014). However, they only provide a Frobenius norm error bound, which cannot rule out the situation where the imputed covariance matrix has large errors for a small fraction of its entries; even a small number of badly estimated pairwise covariance can still lead to many false positives the graph estimate. Instead, a sufficiently small $\ell_\infty$-norm error bound for the covariance completion step is required and poses a significant challenge for our graph learning purposes.

1.3 Contributions

In this paper, we consider several potential approaches to the graph quilting problem in the case which the full sample covariance matrix is assumed to be either exactly or approximately low-rank, and we study the potential application of these methods for estimating functional connectivity networks from calcium imaging data. All of the methods discussed in this work follow the two-step covariance completion graph quilting framework discussed above. As part of the covariance imputation step of our proposed low-rank graph quilting methods, we incorporate several different low-rank covariance completion methods currently used in the literature. While the performance of these methods have been studied previously in the general context of imputing missing values of a covariance matrix, we consider their potential applicability specifically in the graph quilting setting. In particular, we discuss the general theoretical guarantees of the low-rank graph quilting methods, which would require an entry-wise error bound for the imputed covariance matrix that was not
proved in the literature on matrix completion with block-wise missingness. We then show the entrywise error bound requirements hold for one of the imputation methods, leading to graph selection consistency guarantees of the corresponding low-rank graph quilting method. Furthermore, we compare the empirical performance of the different low-rank graph quilting methods, along with the MAD$_q$ method of (Vinci et al., 2019), through a simulation study as well as through two examples using real-world calcium imaging data sets.

The paper is organized as follows. In Section 2, we formally introduce the general two-step graph quilting algorithm and three specific models for low-rank graph quilting; we also discuss theoretical properties as well as practical model selection procedures. We then study the empirical performance of low-rank graph quilting on simulation studies in Section 3. Lastly, in Section 4, we investigate the efficacy of the low-rank graph quilting methods for estimating functional neuronal connectivity from calcium imaging data.

2 Low-Rank Graph Quilting

We first define the general graph quilting problem, following the process in (Vinci et al., 2019). For any vector $u \in \mathbb{R}^p$, we define its norms as follows: $\|u\|_2 = (\sum_i u_i^2)^{1/2}$; $\|u\|_\infty = \max_i |u_i|$. For any $p > 0$, we denote the $p$-1-dimensional sphere in $\mathbb{R}^p$ by $S^{p-1} = \{ u \in \mathbb{R}^p : \|u\|_2 = 1 \}$. For any matrix $A \in \mathbb{R}^{p \times q}$, we denote its norms as follows: the spectral norm $\|A\|_2 = \max_{ij} |A_{ij}|$, the Frobenius norm $\|A\|_F = (\sum_{i,j} A_{ij}^2)^{1/2}$, the two-to-infinity norm $\|A\|_{2 \rightarrow \infty} = \sup_{u \in S^{p-1}} \|Au\|_\infty$, the matrix operator norm w.r.t. $\ell_\infty$-norm: $\|A\|_\infty = \max_{i=1,\ldots,p} \sum_{j=1}^q |A_{ij}|$, and the nuclear norm $\|A\|_* = \sum_{i=1}^p \sigma_i(A)$, where $\sigma_i(A)$’s are the singular values of $A$.

Consider the Gaussian graphical model, where each full random vector $x \in \mathbb{R}^p$ follows $\mathcal{N}(0, \Sigma^*)$, and the primary goal is to recover a sparse inverse covariance matrix, denoted as $\Theta^* = \Sigma^{*-1}$, which represents the conditional dependency structure between the $p$ features. However, instead of having simultaneous observations for the full set of joint feature pairs, we only have joint observations for $K$ partially overlapping subsets of features, denoted as $k \in \{1, \ldots, K\}$. We denote the set of features observed in each subset $k$ as $V_k$ and the corresponding observed data matrix as $X^{(k)} \in \mathbb{R}^{n_k \times |V_k|}$. From this, we define the full pairwise observation set as $O = \bigcup_{k=1}^K V_k \times V_k$. Additionally, the observed incomplete sample covariance matrix, denoted as $\hat{\Sigma}_O = \{ \hat{\Sigma}_{ij} : (i,j) \in O \}$, is computed empirically from the available joint observation pairs in $\{X^{(k)}\}_{k=1}^K$:

$$\hat{\Sigma}_{ij} = \hat{m}_{ij} - \hat{m}_i \hat{m}_j, \quad \hat{m}_{ij} = \frac{1}{\sum_{i,j \in V_k} n_k} \sum_{i,j \in V_k} X_{i,j}^{(k)\top} X_{i,j}^{(k)} \quad \hat{m}_i = \frac{1}{\sum_{i \in V_k} n_k} \sum_{i \in V_k} X_{i,i}^{(k)\top} 1_{n_k}.$$

Our goal is to obtain a graphical model estimate of the full feature set from the incomplete covariance matrix. One possible framework that can be applied is a two-step process in which the full covariance matrix $\Sigma$ is imputed with covariance completion methods before the graphical Lasso (Friedman et al., 2008) is applied to obtain an estimated graph $\hat{\Theta}_G$. To impute the missing values of the empirical covariance matrix in the first step of the graph quilting procedure though, additional constraints on its formulation are required. In this paper, we consider the specific case where the full covariance matrix $\Sigma^*$ is assumed to follow a low-rank structure; we call this the low-rank graph quilting problem. We outline the general two-step approach used in the low-rank graph quilting problem in Algorithm 2.1.

As has been pointed out in Liu et al. (2012), the success of the graphical Lasso solely depends on the entry-wise estimation error of the covariance matrix, which translates to $\|\tilde{\Sigma} - \Sigma^*\|_{\max}$ where $\tilde{\Sigma}$
Algorithm 2.1: Two-Step Low Rank Graph Quilting

**Input:** Incomplete observed covariance matrix \( \hat{\Sigma}_O \), sparsity tuning parameter \( \lambda \), rank of full covariance matrix \( r \).

1. Obtain imputed covariance matrix \( \tilde{\Sigma} \) using low rank covariance completion methods.
2. Apply the graphical Lasso to the imputed full covariance matrix \( \tilde{\Sigma} \) in order to obtain the estimated graph \( \hat{\Theta}_G \):

\[
\hat{\Theta}_G = \underset{\Theta \in \mathbb{R}^{p \times p}, \Theta \succ 0}{\text{arg min}} \ \text{Tr}(\tilde{\Sigma}\Theta) - \log \det(\Theta) + \lambda \|\Theta\|_1,
\]

**Output:** \( \tilde{\Sigma}, \hat{\Theta}_G \)

is the output of Algorithm 2.1. More details on the general edge selection consistency of Algorithm 2.1 is deferred to the Appendix Section C. For the covariance completion step, the low-rankness of the covariance matrix can be formulated in several ways. One possibility is to apply an exact low-rank assumption on the covariance matrix, i.e.

\[ \Sigma = L^\top L, \quad L \in \mathbb{R}^{p \times r}, \quad r \ll p. \]

This can be used in the case where the underlying full covariance matrix is known to have a sparse number of significant principal components or when an exact rank on the covariance matrix is desired. However, in certain empirical contexts, such as in calcium imaging, we may instead want to assume that the covariance matrix follows an approximate low-rank structure. To do this, we impose a spiked eigenvalue structure on the covariance matrix, i.e.

\[ \Sigma = L + \sigma^2 I, \quad L \in \mathbb{R}^{p \times p}, \quad \sigma^2 \in \mathbb{R}^+, \]

where \( L^* \) is also a low-rank positive definite matrix; this formulation gives an approximate low-rank structure of the covariance matrix for small values of \( \sigma^2 \) (Johnstone, 2001). We will assume for the rest of this paper that, when using the spiked covariance model, \( \sigma^2 \) is an unknown parameter to be estimated as well.

Below, we introduce three different potential low-rank covariance completion methods for the first step of the graph quilting estimation process to derive a full covariance matrix \( \tilde{\Sigma} \) from the incomplete observed covariance matrix \( \hat{\Sigma}_O \). Computational procedures for each of the low-rank covariance completion methods for both exact and approximate low-rank covariance matrices are shown in Appendix Sections A and B.

### 2.1 Block Singular Value Decomposition (BSVDgq)

The first method we introduce utilizes the procedure proposed by Bishop and Yu (2014) for covariance completion, which applies sequential blockwise singular value decompositions on overlapping principal submatrices of the full covariance matrix in order to impute the missing values. In particular, the algorithm finds the singular value decomposition for each principal submatrix sequentially, while also performing orthonormal transformations of the overlapping parts of the principal submatrices in between iterations in order to align the rows between the different submatrices. In the graph quilting problem, we can use each of the partially overlapping subsets of observed feature pairs as the principal submatrices that are used for imputation with this method. This can be done with the \( \hat{\Sigma}_O \) matrix in order to achieve an exact low-rank solution, or with \( (\hat{\Sigma}_O - \hat{\sigma}^2 I) \) as the input.
for an approximately low-rank covariance matrix, where \( \hat{\sigma}^2 \) is an estimate of \( \sigma^*^2 \). One option of the estimate is

\[
\hat{\sigma}^2 = \text{median}(\hat{\Sigma}_{ii}), \ i \in \{1, \ldots, p\},
\]

which has been proposed for estimating \( \sigma^*^2 \) for spiked models in some prior works (Johnstone and Lu, 2009; Cai et al., 2015), and is adopted throughout our experiments.

We now show that \( ||\hat{\Sigma} - \Sigma^*||_{\text{max}} \) can be bounded appropriately for the BSVDgq covariance imputation algorithm, leading to graph selection consistency results. Suppose the true covariance matrix \( \Sigma^* = L^* + \sigma^*^2 I \), where \( L^* \) is positive semidefinite and of rank \( r \). For \( 1 \leq k \leq K \), let \( p_k = |V_k| \leq p \), and define \( J_k = V_k \cap (\cup_{j=1}^{k-1} V_j) \) as the joint of the \( k \)th node set with prior sets. Also define the following quantities for the covariance \( \hat{\Sigma}^*_{V_k,V_k} \) or \( L^*_{V_k,V_k} \) corresponding to the \( k \)th node set \( V_k \):

(i) The effective rank \( \tau_k = \frac{\text{tr}(\hat{\Sigma}^*_{V_k,V_k})}{\lambda_1(\hat{\Sigma}^*_{V_k,V_k})} \);

(ii) The incoherence parameter \( \mu_k = \frac{\|L^*_{V_k,V_k}\|_2^2}{\|U_k\|_{2 \rightarrow \infty}^2} \) where \( U_k^* \in \mathbb{O}^{p_k \times r} \) is defined by the SVD \( L^*_{V_k,V_k} = U_k^* \Lambda_k^* U_k^{*\top} \);

(iii) \( \xi_k \) that quantifies both the signal strength in \( V_k \) compared to \( J_k \), and also the condition number corresponding to \( J_k \): \( \xi_k = 2 \sqrt{\frac{\lambda_1(\hat{\Sigma}^*_{V_k,V_k})}{\lambda_1(\hat{\Sigma}^*_{J_k,J_k})}} \). A smaller condition number \( \frac{\lambda_1(\hat{\Sigma}^*_{V_k,V_k})}{\lambda_1(\hat{\Sigma}^*_{J_k,J_k})} \) and a stronger signal strength \( \sqrt{\frac{\|L^*_{V_k,V_k}\|_{\text{max}}}{\|L^*_{J_k,J_k}\|_{\text{max}}}} \) in the joint observational set \( J_k \) would lead to a smaller \( \xi_k \). We let \( \xi = \max_k \xi_k \).

The theoretical guarantees for the BSVDgq method is presented as follows:

**Theorem 1** (Guarantees for BSVDgq). Under Assumptions C.2-C.4 in Appendix C, with probability at least \( 1 - C^{K} \sum_{k=1}^{K} p_k^{-c} \), the output \( \hat{\Sigma} \) of the BSVDgq algorithm with the input \( \hat{\Sigma}_O - \sigma^*^2 I \) satisfies

\[
||\hat{\Sigma} - \Sigma^*||_{\text{max}} \leq C ||L^*||_{\text{max}} \xi^K \max_k \sqrt{\frac{(r + \frac{\tau_k}{\mu_k})(\tau_k \vee \log p_k)}{n_k}},
\]

where \( c, C > 0 \) are universal constants.

Assumptions C.2-C.4 and the full proof of Theorem 1 can be found in Appendix Section C and D.

**Remark 1.** Theorem 1 suggests that the block singular value decomposition method can lead to entry-wise consistent estimates for the covariance matrix \( \Sigma^* \), if the sample size for each block is larger than a polynomial of the rank \( r \), effective rank \( \tau_k \), and \( \log p_k \) where \( p_k \) is the number of nodes in the \( k \)th block. Here, Theorem 1 assumes \( \sigma^*^2 \) to be known only for simplicity. Otherwise, we expect the error bound to also depend on \( \sigma^2 - \sigma^*^2 \) linearly.

More detailed discussion of the implication of Theorem 1 and the technical novelty of its proof can be found in Appendix Section C.

**Corollary 1.** Suppose we apply the block SVD algorithm with input \( \hat{\Sigma}_O - \sigma^*^2 I \) as the first step of Algorithm 2.1. If Assumptions C.1-C.4 in Supporting Information C hold, \( \lambda > \frac{1}{\alpha} ||\hat{\Sigma} - \Sigma^*||_{\text{max}}, \) and for \( 1 \leq k \leq K \),

\[
n_k \geq C ||\Sigma^*||_{\text{max}}^2 \left( \frac{\kappa^2 \Sigma^* \Gamma_r \kappa^6}{\alpha^4} d^2 + \frac{\kappa^2 \Gamma_r}{\alpha^2 \sigma^2_{\text{min}}} \right) \xi^{2K} (\xi - 1)^2 \left( r + \frac{\tau_k}{\mu_k} \right) (\tau_k \vee \log p_k),
\]

where \( \kappa \) is the maximum singular value of \( \Sigma^* \) and \( \alpha \) is the minimum singular value of \( \Sigma^* \).
\[ \theta_{\min} = \min_{\Theta_{ij} \neq 0} |\Theta_{ij}|, \quad \kappa_{\Sigma} = \|\Sigma\|_\infty, \quad \kappa^*_T = \|(\Gamma^*_S)^{-1}\|_\infty, \quad 0 < \alpha < 1 \]

is the incoherence parameter defined in Assumption C.1, then with probability at least \(1 - C \sum_{k=1}^K p_k^{-c}\), we achieve exact edge recovery of the graph:

\[ \{(i, j) : i \neq j, (\hat{\Theta}_G)_{ij} \neq 0\} = \{(i, j) : i \neq j, \Theta^*_{ij} \neq 0\}. \]

Under appropriate conditions and with known \(\sigma^2\), Corollary 1 suggests that the graph consistency can be achieved with high probability if

\[ n_k \geq C \left( d^2 + \theta_{\min}^{-2} \frac{\xi^2 K}{(\xi-1)^2} \left( r + \frac{\tau_k}{\mu_k} \right) (\tau_k \vee \log p_k) \right) \]

for \(1 \leq k \leq K\). Compared to the sample size requirement \((n \geq C(d^2 + \theta_{\min}^{-2}) \log p)\) in prior literature (Ravikumar et al., 2011), the additional cost due to the block observational pattern is reflected in the effective rank \(\tau_k\) of each \(\Sigma^*_V_k, V_k\), rank \(r\), incoherence parameter \(\mu_k\), and the factor \(\xi^K\) depending on number of blocks \(K\).

\subsection{2.2 Nuclear Norm Penalization (NNgq) and Low-Rank Covariance Factorization (LRFgq)}

Here, we propose two other approaches for low-rank graph quilting which solve two squared loss minimization problems to infer the full covariance matrix in the first step of the graph quilting procedure. The first of these, which we call nuclear norm penalization or NNgq for short, uses the objective of minimizing the sum of a Frobenius norm penalty on the difference between the imputed and observed covariance matrix and a nuclear norm penalty on the imputed covariance matrix (Mazumder et al., 2010; Koltchinskii et al., 2011). In the case of an exact low-rank assumption on the completed covariance matrix, this gives us the objective function

\[
\hat{\Sigma} = \arg\min_{\Sigma \in \mathbb{R}^{p \times p}} \frac{1}{2} \|\Sigma_O - \hat{\Sigma}_O\|^2_F + \nu \|\Sigma\|_*, \tag{2}
\]

while for the approximate low-rank assumption we get

\[
(\hat{L}, \hat{\sigma}^2) = \arg\min_{L \in \mathbb{R}^{p \times r}, \sigma^2 \in \mathbb{R}^+} \frac{1}{2} \| (L + \sigma^2 I) - \hat{\Sigma}_O \|^2_F + \nu \|L\|_* \tag{3}
\]

A proximal gradient descent algorithm can be used in order to derive estimates from the likelihood, as by the symmetry and convexity of the loss function \(\frac{1}{2} \|\Sigma_O - \hat{\Sigma}_O\|^2_F + \nu \|\Sigma\|_*\), \(\hat{\Sigma}\) is guaranteed to be symmetric.

One other common method for low-rank matrix completion utilizes the low-rank factorization and solves an optimization problem w.r.t. the low-rank factors (Keshavan and Oh, 2009; Wen et al., 2012). We consider a low-rank approximation of the full unobserved covariance matrix such that it can be factorized as

\[ \Sigma = UU^T, \quad U \in \mathbb{R}^{n \times r}, \quad r << p. \]

Following this, we minimize of the Frobenius norm between the observed portion of the covariance matrix and the corresponding entries of the imputed full covariance matrix for the first step of the graph quilting procedure described above. For the exact low-rank covariance completion, this gives us

\[
\hat{U} = \arg\min_{U \in \mathbb{R}^{p \times r}} \frac{1}{2} \| (UU^T)_O - \Sigma_O \|^2_F, \tag{4}
\]

\[ \hat{\Sigma} = \hat{U} \hat{U}^T, \]
while for an approximate low-rank covariance matrix we can use the objective

\[
(\hat{H}, \hat{\sigma}^2) = \arg \min_{H \in \mathbb{R}^{p \times r}, \sigma^2 \in \mathbb{R}^+} \frac{1}{2} \| (HH^\top + \sigma^2 I)_{O} - \Sigma_{O} \|_F^2.
\]

This method can utilize the resulting imputed covariance matrix from either the BSVDgq or NNMgq described above for initialization; estimates from the likelihood are then found using a gradient descent procedure.

Both the covariance completion techniques used in the NNgq and LRFgq procedures have been previously studied for the imputation of low-rank matrices from both a theoretical and empirical perspective (Candès and Tao, 2010; Candes and Plan, 2011; Chen et al., 2020; Ma et al., 2018). However, these works have primarily been focused on the case when the missing elements are randomly interspersed throughout the covariance matrix. For the Graph Quilting problem, we instead assume that the non-missing entries are arranged as semi-overlapping blocks, meaning that the missingness is highly patterned. Because of this, it is unclear whether existing empirical studies and theoretical guarantees for these covariance completion methods will apply for the graph quilting problem. We investigate the former in Sections 3 and 4, and we leave the development of theoretical properties as future work.

2.3 Practical Model Selection

In order to perform data-driven model selection for any of the low-rank graph quilting methods, a stability selection approach such as the one proposed in (Liu et al., 2010) can be used. In particular, since the second step of the low-rank graph quilting approach uses the imputed covariance matrix as the input to the graphical lasso, the stability selection procedure requires repeated runs on random subsamples of both steps of the procedure. To select the hyperparameters that control the rank of the full covariance matrix in the first step of low-rank graph quilting, several different techniques can be applied depending on the method. For the low-rank covariance factorization and block singular value decomposition methods, the rank can be selected using a penalized maximum likelihood criteria, such as BIC (Burnham and Anderson, 2004); here, one can penalize either the raw rank or the nuclear norm of the resulting imputed covariance matrix. For the nuclear norm penalization approach, one can use a cross-validation procedure in which scattered feature pairs are randomly selected to be removed from the observed set and used to compare the imputation estimates along a chosen regularization path (Mazumder et al., 2010).

3 Simulation Study

Here, we study the performance of the low-rank graph quilting methods on simulated data sets. We compare each of the low-rank graph quilting methods described in Section 2 with both the exact low-rank and spiked covariance model assumptions, as well as the MADgq approach proposed by (Vinci et al., 2019) and a basic zero imputation approach which assumes that pairs of features that are not observed simultaneously are conditionally independent. For each simulation, we generate a rank one covariance matrix from the spiked model as introduced in Section 2; this is then used to produce an \( n \times p \) data matrix from a multivariate Gaussian distribution. A partially observed empirical covariance matrix, structured as \( K \) patches, of \( o \) features each, is created from the simulated data. Afterwards, we construct imputed empirical covariance matrices from the low-rank and zero imputation graph quilting methods. The graphical Lasso is then applied to each of the imputed empirical covariance matrices in order to obtain graphical models estimates from each respective
We separately apply the MAD\textsubscript{gq} algorithm to estimate a graphical model directly from the partially observed empirical covariance matrix. We evaluate the graph quilting approaches based on two different criteria. We compare the low-rank and zero imputation approaches using the Frobenius norm of the difference between the imputed and true covariance matrices, i.e. \( \| \tilde{\Sigma} - \Sigma \|_F \); we do not compare MAD\textsubscript{gq} using this metric because it does not produce an estimated covariance matrix. We also compare F-1 scores from the resulting graphical Lasso estimates from the low-rank and zero imputation approach as well as the selected edge set from the MAD\textsubscript{gq} approach, using the graphical Lasso estimate from the full covariance matrix as the true underlying graph. Hyperparameter values for the nuclear norm and low-rank factorization covariance imputation methods are selected by optimal Frobenius norm scores with respect to the true complete covariance matrix. Hyperparameter selection for the graphical Lasso step, when applicable, is performed using oracle sparsity tuning with respect to the full empirical covariance matrix. For each simulation setting, we run 50 replications and report the mean and standard deviation of the Frobenius norm and F-1 scores metrics.

Tables 1 and 2 contain the results from the simulations. We show the performance of the low-rank graph quilting methods with \( n = 2000 \) observations of \( p = 100 \) features for patch sizes \( o = 52, 56, 60, 64, \) and \( 68 \) with \( K = 2 \) patches, and for \( K = 2, 3, 4, 5 \) and \( 6 \) patches with patch sizes \( o = 60, 40, 30, 24, \) and \( 20 \), respectively. Overall, across all simulations, we see that the imputed covariance matrices from approximate low-rank NNgq have the smallest average Frobenius norm compared to the full covariance matrix, while the BSVD\textsubscript{gq} and LRF\textsubscript{gq} methods are generally better in terms of F-1 score. On the other hand, the MAD\textsubscript{gq} algorithm does not perform well in the low-rank setting. In these results, larger patch sizes, which leads to larger overlap sizes between patches, appear to be correlated with better performance in terms of both the Frobenius norm and F-1 score metrics. We also see that the performance of the NN\textsubscript{gq} method, especially with the exact low-rank model, is robust to smaller patch sizes compared to the other low-rank graph quilting methods. When there are more patches, estimates of the covariance matrix and graphical model tend to be much less accurate for all methods. For particularly large numbers of patches, we see none of the methods perform particularly well for covariance imputation, with all estimates on average being only slightly better than zero imputation; however, even in this setting the NN\textsubscript{gq}

\[
\begin{array}{|c|c|c|c|c|c|}
\hline
\text{Model} & K = 2, o = 52 & K = 2, o = 56 & K = 2, o = 60 & K = 2, o = 64 & K = 2, o = 68 \\
\hline
\text{BSVDgq, LR} & 0.716 (0.157) & 0.844 (0.099) & 1.855 (0.169) & 7.656 (0.867) & 7.524 (0.769) \\
\text{BSVDgq, ALR} & 0.735 (0.122) & 1.417 (0.224) & 2.985 (0.342) & 7.404 (0.425) & 7.986 (0.690) \\
\hline
\text{LRFgq, LR} & 0.844 (0.186) & 1.298 (0.295) & 2.442 (0.245) & 7.664 (0.304) & 7.525 (0.434) \\
\text{LRFgq, ALR} & 0.715 (0.142) & 1.420 (0.396) & 3.021 (0.359) & 7.435 (0.404) & 7.988 (0.492) \\
\hline
\text{NNgq, LR} & 0.699 (0.158) & 2.909 (0.352) & 7.359 (0.287) & 7.793 (0.442) & 8.640 (0.406) \\
\text{NNgq, ALR} & 0.408 (0.097) & 1.213 (0.286) & 7.321 (0.732) & 7.773 (0.583) & 8.606 (0.593) \\
\hline
\text{Zero Imputation} & 5.976 (0.597) & 8.416 (0.421) & 8.252 (0.420) & 8.569 (0.423) & 9.575 (0.569) \\
\hline
\end{array}
\]

Table 1: Frobenius norms for the imputed covariance matrices from the low-rank graph quilting and zero imputation methods as compared to the full covariance matrix from simulated data. Best performing methods are boldfaced.
Table 2: F-1 scores for edge selection from the low-rank graph quilting methods, the MADgq procedure, and zero imputation, when compared the edges selected from the graphical Lasso on the full empirical covariance matrix from simulated data. Best performing methods are boldfaced. with the exact low-rank structural assumption tends to do much better in terms of edge selection compared to all other methods. In Appendix Section E in the Supporting Information, we show additional simulation studies where the number of observed data points and the low-rankness of the true underlying covariance matrix are varied.

| Model       | $K = 2, o = 52$ | $K = 2, o = 56$ | $K = 2, o = 60$ | $K = 2, o = 64$ | $K = 2, o = 68$ |
|-------------|----------------|----------------|----------------|----------------|----------------|
| BSVDgq, LR  | 0.685 (0.053)  | 0.806 (0.041)  | 0.856 (0.045)  | **0.854** (0.043) | 0.862 (0.042)  |
| BSVDgq, ALR | 0.601 (0.050)  | 0.805 (0.044)  | 0.854 (0.039)  | 0.853 (0.041)  | 0.861 (0.037)  |
| LRFgq, LR   | 0.686 (0.048)  | 0.806 (0.033)  | 0.856 (0.041)  | **0.854** (0.042) | 0.864 (0.039)  |
| LRFgq, ALR  | 0.674 (0.045)  | 0.807 (0.044)  | 0.855 (0.040)  | 0.852 (0.041)  | 0.860 (0.033)  |
| NNgq, LR    | **0.780** (0.042) | 0.801 (0.045)  | 0.846 (0.037)  | 0.833 (0.036)  | 0.863 (0.028)  |
| NNgq, ALR   | 0.627 (0.050)  | 0.733 (0.044)  | 0.739 (0.039)  | 0.720 (0.038)  | 0.740 (0.030)  |
| MADgq       | 0.219 (0.040)  | 0.272 (0.032)  | 0.317 (0.045)  | 0.341 (0.033)  | 0.369 (0.035)  |
| Zero Imputation | 0.121 (0.022) | 0.220 (0.031)  | 0.314 (0.043)  | 0.349 (0.043)  | 0.325 (0.036)  |

| Model       | $K = 2, o = 60$ | $K = 3, o = 40$ | $K = 4, o = 30$ | $K = 5, o = 24$ | $K = 6, o = 20$ |
|-------------|----------------|----------------|----------------|----------------|----------------|
| BSVDgq, LR  | 0.856 (0.045)  | 0.845 (0.049)  | 0.755 (0.042)  | 0.498 (0.045)  | 0.483 (0.046)  |
| BSVDgq, ALR | 0.854 (0.039)  | 0.699 (0.041)  | 0.683 (0.048)  | 0.534 (0.044)  | 0.402 (0.050)  |
| LRFgq, LR   | **0.856** (0.041) | **0.851** (0.044) | **0.755** (0.040) | 0.501 (0.049)  | 0.489 (0.040)  |
| LRFgq, ALR  | 0.855 (0.040)  | 0.757 (0.044)  | 0.712 (0.039)  | 0.520 (0.042)  | 0.419 (0.047)  |
| NNgq, LR    | 0.846 (0.037)  | 0.849 (0.031)  | 0.730 (0.045)  | **0.690** (0.044) | **0.637** (0.043) |
| NNgq, ALR   | 0.739 (0.039)  | 0.727 (0.048)  | 0.554 (0.040)  | 0.345 (0.044)  | 0.338 (0.042)  |
| MADgq       | 0.317 (0.031)  | 0.269 (0.033)  | 0.254 (0.040)  | 0.186 (0.036)  | 0.192 (0.034)  |
| Zero Imputation | 0.314 (0.033) | 0.240 (0.027)  | 0.285 (0.041)  | 0.321 (0.035)  | 0.214 (0.033)  |
We now investigate the performances of the low-rank graph quilting methods on two real-world, publicly available calcium imaging data sets, one from the Allen Institute (Lein et al., 2007), and another from the Stringer Lab in the Janelia Research Campus (Stringer et al., 2018). For these real data studies, we use data from a single functional calcium imaging recording and calculate the full empirical covariance matrix for the entire set of observed neurons, along with the corresponding estimated graphical model from applying the graphical Lasso. We then randomly assign neurons into $K$ semi-overlapping patches of $o$ neurons each from which we derive empirical partially observed covariance matrices. As in Section 3, we compare the imputed covariance matrices using our low-rank graph quilting methods and zero imputation to the covariance matrix from the full data set using the Frobenius norm metric and F-1 score metrics, using the edges selected by graphical Lasso estimate from the full data as the underlying truth. The MAD$_{gq}$ algorithm is also applied to estimate a graphical model directly from the partially observed empirical covariance matrix. We adopt the same oracle tuning procedures for all hyperparameters as described in Section 3.

4.1 Allen Institute Data

The first calcium imaging data set that we analyze from the Allen Institute contains 227 neurons over 9000 measured time points. In Tables 3a and 3b, we show the results for different sizes of observed blocks $o$, as well as different numbers of patches $K$ while keeping $o \times K$ constant. Specifically, we have $K = 2$ patches with patch sizes $o = 130, 140, 150, 160$, and $170$, and $K = 2, 3, 4, 5$ and $6$ with $o = 150, 100, 75, 60$, and $50$, respectively. For each setting, we run 50 replications and report the mean and standard error of the Frobenius norm and F-1 score metrics. We see that the approximate low rank NN$_{gq}$ method performs best with respect to the Frobenius norm metric on the raw imputed covariance matrix, while NN$_{gq}$ with the exact low-rank is better with respect to edge selection. We also observe that BSVD$_{gq}$ and LRF$_{gq}$ methods with the approximate low-rank assumption perform relatively poorly with the larger patch sizes, with a less accurate imputed covariance matrix and graph edge selection compared to zero imputation. The MAD$_{gq}$ also performs relatively poorly in almost all scenarios with regards to edge selection even when compared to zero imputation, which matches what we saw in Section 3. As we would expect, all methods are more accurate when the patch sizes are larger, with the NN$_{gq}$ method exhibiting the greatest increases in performance. On the other hand, as the number of patches is increased while keeping the total number of observations the same, all methods perform worse. We see a particularly low accuracy when the number of patches reaches 5 or 6, as the amount of overlap between each pair of patches is less than 10.

We show the specific structure of one example of estimated functional connectivity graphs in Figure 2. We see that all methods appear to have few false negatives with respect to the functional connectivity network estimated with full information. However, we see that the BSVD$_{gq}$ and LRF$_{gq}$ methods tend to have more false positive selected edges, while the nuclear norm method has very few. We also validate and compare the selected functional connections using a meta data on neuronal tuning, which was posited in the neuroscience literature to be related to functional connectivity. All of the low-rank graph-quilting methods find functional connections with matching neuronal tuning at a similar rate as the graph estimate with the full data. We show full numerical results and experimental details for neuronal tuning in Appendix Section F.
Figure 2: Comparison of one example of functional connectivity estimates from fully observed covariance and low-rank graph quilting methods on Allen Institute data with $K = 2, o = 150$. Neurons are plotted with respect to their spatial locations and colored by their angular tuning category. This figure appears in color in the electronic version of this article, and color refers to that version.
Table 3: Results for empirical studies on data from the Allen Institute. Best performing methods are boldfaced.

(a) Frobenius norms for the imputed covariance matrices from the low-rank graph quilting and zero imputation methods as compared to the full covariance matrix.

(b) F-1 scores for edge selection from the low-rank graph quilting methods, the MAD_gq procedure, and zero imputation, when compared the edges selected from the graphical Lasso on the full empirical covariance matrix.
4.2 Janelia Data

The second calcium imaging data set we analyze comes from the Janelia Research Campus (Stringer et al., 2018). Here, we use approximately 2000 simultaneously recorded neurons measured over 15000 time points. We study the impact of changing the size of patches \( o \) and the number of patches \( K \) while keeping the total overlap \( o \times K \) constant on the performance of the low-rank graph quilting methods. Tables 4a and 4b show the results for \( K = 2 \) patches with patch sizes \( o = 1100, 1150, 1200, 1250, \) and 1300, as well as for \( K = 2, 3, 4, 5 \) and 6 with \( o = 1200, 800, 600, 480, \) and 400, respectively. We run 50 replications and report the mean and standard error of the Frobenius norm and F-1 score metrics. For this example, the NNgq methods appear to do best for imputing the full covariance matrix and recovering the same edges as in the graphical model estimate from the full data set. In particular, combining the nuclear norm penalization with spiked covariance matrix model does the best by a wide margin in terms of the Frobenius norm metric, while in many cases the exact low-rank covariance assumption is better for edge selection. On the other hand, the other low-rank graph quilting methods, as well as the MADgq method, are very inaccurate, often performing worse than the zero imputation method.

We then show in Figure 3 a subset of the estimated functional neuronal connectivity graphs estimated from the low-rank graph quilting methods with an exact low-rank assumption, alongside the graph estimate with all joint observations. In summary, the topologies and hub neurons of estimated graphs from low-rank graph quilting are similar to the one estimated using the full data. The most well-connected neurons in each of the graph estimates are also colored; these are known as hub neurons, and are of interest in the study of the functional neuronal architecture of the brain as potential drivers of distinct neuronal units (Liska et al., 2015). We compare the top 25 hub neurons from each the low-rank graph quilting estimate to those found from the full data. The low-rank graph quilting methods tend to find many of the same hub neurons as those found when fully observing the data, at a rate between 70 and 80 percent. This shows that hub neurons can reliably be identified even in the presence of missing pairwise observations by using the low-rank graph quilting procedures.

One other notable conclusion from our empirical studies is that the gradient descent and block singular value decomposition methods tend to produce higher F-1 scores in the simulated data, while the nuclear norm penalization methods are more likely to have higher F-1 scores for both of the real data experiments. We explore this further in Appendix Section G.
Figure 3: Functional connectivity estimates from the low-rank graph quilting methods on the Janelia data, for one iteration with $K = 2, o = 1200$, visualized for one z-plane. We compare the most well-connected neurons of the functional connectivity estimates from the low-rank graph-quilting methods in this subset to the ones found when observing full data set. Hub neurons that match those found in the graph estimate from full joint observations are colored in blue, while those that do not match are colored in red.
(a) Frobenius norms for the imputed covariance matrices from the low-rank graph quilting and zero imputation methods as compared to the full covariance matrix.

(b) F-1 scores for edge selection from the low-rank graph quilting methods, the MAD$_{gq}$ procedure, and zero imputation, when compared the edges selected from the graphical Lasso on the full empirical covariance matrix.

Table 4: Results for empirical studies on data from the Stringer Lab. Best performing methods are boldfaced.
5 Discussion

In this paper, we have introduced three new methods for the graph quilting problem when the full covariance matrix with respect to all features is assumed to be low-rank. These methods are based upon low-rank covariance imputation methods which are applied to an incomplete covariance matrix, in order to obtain an imputed positive semi-definite matrix that are then plugged in to the graphical Lasso. We have shown in both simulated and real data studies that the low-rank graph quilting methods perform better than other existing graph quilting approaches for recovering the edge structure of the graph of the complete data set in the case where the covariance matrix is truly low-rank.

While we have studied the applicability of low-rank graph quilting specifically to functional neuronal connectivity from calcium imaging data, these methods could be used beyond this particular data type or the neuroscience applications. Low-rank graph quilting also has the potential to be applied to other brain activity data sets such as EEG, PET, ECoG, and fMRI data, or other domains in which graphical modeling may be desired in the presence of missing pairwise entries, such as single-cell RNA sequencing data. There are also several possible methodological extensions to the low-rank graph quilting problem that can be explored in the future. Given that the pairwise observations have been made asynchronously, it would also be critical and challenging to account for the temporal autocorrelations, latent variables, or known measured covariates when learning the graph. The low-rank covariance imputation methods may also be used for clustering data with block-wise missingness, as part of a spectral clustering-type procedure. From a theoretical standpoint, while we have shown general consistency results of the two-step low-rank graph quilting procedure assuming a consistent low-rank covariance imputation procedure as well as specific results for the BSVDgg method, the theoretical guarantees for the other low-rank graph quilting procedures may be useful to study in the future. In particular, the study of the theoretical performance of the nuclear norm penalization could be of interest.
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A  Low Rank Graph Quilting Algorithms

In this section, we show how estimates for each of the low-rank covariance completion methods in Section 2 of the main text can be obtained computationally.
A.1 Block Singular Value Decomposition

For the block singular value decomposition method, we directly follow the algorithm outlined in (Bishop and Yu, 2014).

**Algorithm A.1: Block Singular Value Decomposition (BSVD<sub>gq</sub>)**

**Input:** \(\{V_k, k \in \{1, \ldots, K\}\}, \bar{\Sigma}_O \in \mathbb{R}^{p \times p}, r > 0, \sigma^2\)

**Initialize:** \(\bar{H} = 0_{p \times r}\).

**Find:** low-rank solution for first patch:
1. Calculate SVD of \(\bar{\Sigma}_{V_1,V_1} - \sigma^2 I_{|V_1| \times |V_1|} = U \Lambda U^\top\).
2. Set \(h\) as indices of the largest \(r\) diagonal elements of \(\Lambda\).
3. Set \(\bar{H}_{V_1,:} = U_{:,h} \Lambda_{h,h}^{1/2}\).

for \(s = 2, \ldots, K\) do

1. Find low-rank solution for \(s\)-th patch:
   a. Calculate SVD of \(\bar{\Sigma}_{V_s,V_s} - \sigma^2 I_{|V_s| \times |V_s|} = U \Lambda U^\top\).
   b. Set \(h\) as indices of the largest \(r\) diagonal elements of \(\Lambda\).
   c. Calculate \(\bar{H}_s = U_{:,h} \Lambda_{h,h}^{1/2}\).
2. Merge with previous patches:
   a. Find overlaps \(J^{(1)} = (\bigcup_{k=1}^{s-1} V_k) \cap V_s, J^{(2)} = \{j : V_s[j] \in J^{(1)}\}\).
   b. Calculate SVD of \((\bar{H}_s)_{J^{(2)}}, \bar{H}_{J^{(1)},:} = W \Lambda U^\top\).
   c. Set \(\bar{H}_{V_s \setminus J^{(1)},:} = (\bar{H}_s)_{J^{(2)}}, : WU^\top\)

end

return \(\bar{\Sigma} = \bar{H} \bar{H}^\top + \sigma^2 I\).
A.2 Nuclear Norm Penalization

For the nuclear norm penalization method, we minimize the objective function $L(\Sigma_O) = \frac{1}{2} \| \Sigma_O - \hat{\Sigma}_O \|_F^2 + \nu \| \Sigma \|_*$; this is a composite function of two convex functions, which are the loss function $g(\Sigma) = \frac{1}{2} \| \Sigma_O - \hat{\Sigma}_O \|_F^2$ and the penalty term $h(\Sigma) = \nu \| \Sigma \|_*$. We use a proximal gradient descent algorithm to find the objective solution, which utilizes the singular value threshold function (Cai et al., 2010) for the proximal step.

**Algorithm A.2:** Nuclear Norm Penalization (NN$_{gg}$)

**Input:** $O = \bigcup_{k=1}^K V_k \times V_k$, $\hat{\Sigma}_O \in \mathbb{R}^{p \times p}$, $\lambda > 0$, $\nu > 0$, $\alpha > 0$, $\delta > 0$.

**Initialize:** $\Sigma^{(0)} = I_p \times I_p$, $\eta_1 = 1$.

while $\frac{1}{\eta_1 \| \Sigma_O \|_2} \| \Sigma^{(r)} - \Sigma^{(r-1)} \|_F \geq \delta$ do

1. Find gradient $\nabla g(\Sigma^{(r)})$ and optimal step size $\eta_1$ via backtracking:
   (a) Calculate $\nabla g(\Sigma^{(r)})_{ij} = \left\{ \begin{array}{ll} \Sigma^{(r)}_{ij} - \hat{\Sigma}_{ij} & (i, j) \in O \\ 0 & (i, j) \notin O \end{array} \right.$
   (b) Set $\eta_1 = \frac{\| \Sigma^{(r)} - \Sigma^{(r-1)} \|_F^2}{\sum_{i,j} (\nabla g(\Sigma^{(r)})_{ij} - \nabla g(\Sigma^{(r-1)})_{ij})}$.
   (c) Repeat:
      (i) $Z = \text{SingularValueThreshold}_{\lambda \eta_1} (\Sigma^{(r)} - \eta_1 \nabla g(\Sigma^{(r)}))$
      (ii) $\eta_1 = \alpha \eta_1$
      until $\| Z - \hat{\Sigma}_O \|_2 \leq \| \Sigma^{(r-1)} - \hat{\Sigma}_O \|_2 + 2\lambda (\| \Sigma^{(r-1)} \|_* - \| Z \|_*)$

2. Update $\Sigma^{(r+1)} = Z$.

3. Update $r = r + 1$.

end

return $\hat{\Sigma} = \Sigma^{(r)}$. 
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A.3 Low-Rank Matrix Factorization

In the low-rank matrix factorization method, estimates are attained by minimizing the likelihood \( L(\Sigma_O) = \frac{1}{2} \| \Sigma_O - \hat{\Sigma}_O \|_F^2 \). For the initialization of \( \Sigma^{(0)} \) below, we can use low-rank solution of the block singular value decomposition method, i.e. matrix \( \Sigma \), or the low-rank decomposition of \( \Sigma \) from the nuclear norm penalization method.

**Algorithm A.3: Low-Rank Matrix Factorization (LRF)

**Input:** \( O = \bigcup_{k=1}^{K} V_k \times V_k, \Sigma_O \in \mathbb{R}^{p \times p}, U^{(0)} \in \mathbb{R}^{p \times r}, \delta > 0 \).

**Initialize:** \( \Sigma^{(0)} = U^{(0)} U^{(0)T}, \eta_1 = 1 \).

while \( \frac{1}{\eta_1} \| \Sigma^{(r)} - \Sigma^{(r-1)} \|_F \geq \delta \) do

1. Find gradient \( \nabla_U L(\Sigma^{(r)}) \) and optimal step size \( \eta_1 \) via backtracking:
   a. Calculate \( \nabla_U L(\Sigma^{(r)})_{ij} = ((\Sigma^{(r)} - \hat{\Sigma}_O^*) U^{(r)})_{ij} \)
      where \( \hat{\Sigma}_O^* = \begin{cases} \hat{\Sigma}_O & (i,j) \in O \\ 0 & (i,j) \notin O \end{cases} \)
   b. Set \( \eta_1 = \frac{\sum_{i=1}^{p} \sum_{j=1}^{p} (U_{ij}^{(r)} - U_{ij}^{(r-1)})^2 \| \nabla_U L(\Sigma^{(r)})_{ij} - \nabla_U L(\Sigma^{(r-1)})_{ij} \|_F^2}{\|U^{(r)} - U^{(r-1)}\|_F^2} \).
   c. Repeat:
      i. \( Z = U^{(r)} - \eta_1 \nabla_U L(\Sigma^{(r)}) \)
      ii. \( \eta_1 = \alpha \eta_1 \)
      until \( \| (ZZ^T) - \hat{\Sigma}_O \|_2^2 \leq \| \Sigma^{(r-1)} - \hat{\Sigma}_O \|_2^2 \).

2. Update:
   a. \( U^{(r+1)} = Z \)
   b. \( \Sigma^{(r+1)} = U^{(r+1)} U^{(r+1)T} \)

3. Update \( r = r + 1 \).

end

return \( \hat{\Sigma} = \Sigma^{(r)} \).
B Approximate Low Rank Graph Quilting Algorithms

In this section, we outline the low-rank graph quilting methods as applied to the spiked covariance matrix model; this requires the estimation of an extra parameter for the diagonal entries of the covariance matrix.

B.1 Spiked Block Singular Value Decomposition

**Algorithm B.1:** Spiked Block Singular Value Decomposition (Spiked BSVD$_{gq}$)

**Input:** \( \{V_k, k \in 1, \ldots K\}, \hat{\Sigma}_O \in \mathbb{R}^{p \times p}, r > 0 \).

**Initialize:** \( \bar{H} = 0_{p \times r}, A = V_1, \hat{q} = \text{median}\{\hat{\Sigma}_{ii}, 1 \leq i \leq p\} \).

**Find:** low-rank solution for first patch:
1. Calculate SVD of \((\hat{\Sigma} - \hat{q}I)_{V_1} = W\Lambda U^T\).
2. Set \( h \) as indices of the largest \( r \) diagonal elements of \( \Lambda \).
3. Set \( C_{V_1,:} = U_{h,:} \Lambda_{h,h}^{1/2} \).

for \( s \in 2, \ldots K \) do
1. Find low-rank solution for \( s \)-th patch:
   a. Calculate SVD of \((\hat{\Sigma} - \hat{q}I)_{V_s} = W\Lambda U^T\).
   b. Set \( h \) as indices of the largest \( r \) diagonal elements of \( \Lambda \).
   c. Calculate \( D = U_{h,:} \Lambda_{h,h}^{1/2} \).
2. Merge with previous patches:
   a. Find overlaps \( \mathcal{E} = \{A : a \in V_s\}, \mathcal{J} = \{j : V_s[j] \in A\} \).
   b. Calculate SVD of \((D^T \mathcal{C}_{\mathcal{E},:}) = W\Lambda U^T\).
   c. Set \( M = \mathcal{C}_{\mathcal{E},:}, C_{V_s,:} = D W U^T \).
   d. Set \( \mathcal{C}_{\mathcal{E},:} = M \).
3. Update \( A = \bigcup_{k=1}^s V_s \).

end

return \( \tilde{\Sigma} = C C^T \).
B.2 Spiked Nuclear Norm Penalization

Algorithm B.2: Spiked Nuclear Norm Penalization (Spiked NN$_{gq}$)

Input: $O = \bigcup_{k=1}^{K} V_k \times V_k$, $\hat{\Sigma}_O \in \mathbb{R}^{p \times p}$, $c^{(0)}>0$, $\lambda>0$, $\nu>0$, $\alpha>0$, $\delta>0$.

Initialize: $L^{(0)}=0_{p \times p}$, $\Sigma^{(0)}=L^{(0)}+c^{(0)}I$, $\eta_1=1$, $\eta_2=1$.

while $\frac{1}{\eta_1\|\Sigma^{(r)}-\Sigma^{(r-1)}\|_F} \geq \delta$ do

(1) Find gradient $\nabla g(\Sigma^{(r)})$ and optimal step size $\eta_1$ via backtracking:

(a) Calculate components of $\nabla g(\Sigma^{(r)})$:

(i) $\nabla L g(\Sigma^{(r)})_{ij} = \begin{cases} \Sigma^{(r)}_{ij} - \hat{\Sigma}_O_{ij} & (i,j) \in O \\ 0 & (i,j) \notin O \end{cases}$

(ii) $\nabla c g(\Sigma^{(r)}) = \text{Tr}(\Sigma^{(r)} - \hat{\Sigma}_O)$

(b) Set initial gradient step parameters:

(i) $\eta_1 = \sum_{i=1}^{p} \sum_{j=1}^{p} \frac{\|L^{(r)}-L^{(r-1)}\|_F^2}{(\Sigma^{(r)}_{ij}-\hat{\Sigma}_O_{ij})(\nabla L g(\Sigma^{(r)}))_{ij}-(\nabla L g(\Sigma^{(r-1)}))_{ij})}$

(ii) $\eta_2 = \frac{c^{(r)}-c^{(r-1)}}{(\nabla c g(\Sigma^{(r)}))^{2}-(\nabla c g(\Sigma^{(r-1)}))^{2}}$.

(c) Repeat:

(i) $Z = \text{SingularValueThreshold}_{\lambda \eta_1}(L^{(r)} - \eta_1 \nabla L g(\Sigma^{(r)}))$

(ii) Set $\eta_1 = \alpha \eta_1$, $\eta_2 = \alpha \eta_2$ until $\| (Z + c^{(r)}I) - \hat{\Sigma}_O \|_2^2 \leq \| \Sigma^{(r-1)} - \hat{\Sigma}_O \|_2^2 + 2 \lambda (\|L^{(r-1)}\|_* - \|Z\|_* )$

(2) Update:

(a) $L^{(r+1)} = Z$

(b) $c^{(r+1)} = c^{(r)} - \eta_2 \nabla c g(\Sigma^{(r)})$

(c) $\Sigma^{(r+1)} = L^{(r+1)} + c^{(r+1)}I$

(3) Update $r = r + 1$.

end

return $\tilde{\Sigma} = \Sigma^{(r)}$. 
B.3 Spiked Low-Rank Matrix Factorization

Algorithm B.3: Spiked Low-Rank Matrix Factorization (Spiked LRF)

Input: \( O = \bigcup_{k=1}^{K} V_k \times V_k, \hat{\Sigma}_O \in \mathbb{R}^{p \times p}, \ U^{(0)} \in \mathbb{R}^{p \times r}, \ c^{(0)} > 0, \ \delta > 0. \)
Initialize: \( \Sigma^{(0)} = U^{(0)} U^{(0)T} + c^{(0)} I, \eta_1 = 1, \eta_2 = 1. \)

while \( \frac{1}{\eta_1 \| \Sigma_{O} \|_2} \| \Sigma^{(r)} - \Sigma^{(r-1)} \|_F \geq \delta \) do

(1) Find gradient \( \nabla \mathcal{L}(\Sigma^{(r)}) \) and optimal step size \( \eta_1 \) via backtracking:
(a) Calculate components of \( \nabla \mathcal{L}(\Sigma^{(r)}) \):
\[
(\Sigma^{(r)} - \hat{\Sigma}_O^*)_{ij} = \begin{cases} \hat{\Sigma}_O & (i,j) \in O \\ 0 & (i,j) \notin O \end{cases}
\]
(b) Set initial gradient step parameters:
\( \eta_1 = \frac{\sum_{i=1}^{r-1} \sum_{j=1}^{r-1} \| U^{(r)} - U^{(r-1)} \|_F^2}{\| U^{(r)} - U^{(r-1)} \|_F^2}, \eta_2 = \frac{(c^{(r)} - c^{(r-1)})^2}{(c^{(r)} - c^{(r-1)})^2}. \)
(c) Repeat:
\( Z = U^{(r)} - \eta_1 \nabla U \mathcal{L}(\Sigma^{(r)}) \)
until \( \| Z^T + c^{(r)} I - \hat{\Sigma}_O \|_F^2 \leq \| \Sigma^{(r-1)} - \hat{\Sigma}_O \|_F^2. \)

(2) Update:
(a) \( U^{(r+1)} = Z \)
(b) \( c^{(r+1)} = c^{(r)} - \eta_2 \nabla c \mathcal{L}(\Sigma^{(r)}) \)
(c) \( \Sigma^{(r+1)} = U^{(r+1)} U^{(r+1)T} + c^{(r+1)} I \)

(3) Update \( r = r + 1. \)

end

return \( \hat{\Sigma} = \Sigma^{(r)}. \)
C Additional Theoretical Results

C.1 Meta-theorem for Graph Selection Consistency of Algorithm 2.1

In this section, we show theoretical guarantees for edge selection consistency of Algorithm 2.1 with respect to the true underlying graph, which will apply regardless of the low-rank covariance completion method used in the first step of the algorithm as long as the imputed covariance matrix \( \tilde{\Sigma} \) is a good estimator for the full sample covariance \( \Sigma \). We follow the notation in Ravikumar et al. (2011): let \( \Gamma^* = \Sigma^* \otimes \Sigma^* \), \( S = \{(i, j) \in [p] \times [p] : i \neq j, \Theta^*_{ij} \neq 0\} \), \( d = \max_i |\{j \neq i : \Theta^*_{ij} \neq 0\}|. \) Also define

\[
\kappa_{\Sigma^*} = \|\Sigma^*\|_\infty, \quad \kappa_{\Gamma^*} = \|\Gamma^*_{S,S}\|_\infty^{-1}.
\]

We require the following incoherence assumption:

**Assumption 1** (Incoherence condition). There exists some constant \( \alpha \in (0,1] \) such that

\[
\max_{e \in S^c} \|\Gamma^*_{e,S}(\Gamma^*_{S,S})^{-1}\|_1 \leq 1 - \alpha.
\]

With these, we can now state the following result for model selection consistency of Algorithm 2.1:

**Proposition 1** (Graph Estimation Consistency of Algorithm 2.1). Consider Algorithm 2.1 and its output \( \hat{\Theta}_G \). If Assumption 2.1 holds,

\[
\|\hat{\Sigma} - \Sigma^*\|_{\text{max}} = O \left( \min \left\{ \frac{\alpha^2}{\kappa_{\Sigma^*} \kappa_{\Gamma^*} d}, \frac{\alpha^2}{\kappa_{\Sigma^*}^2 \kappa_{\Gamma^*}^2 d}, \frac{\alpha \theta_{\text{min}}}{\kappa_{\Gamma^*}} \right\} \right),
\]

where \( \theta_{\text{min}} = \min_{\Theta^*_G \neq 0} |\Theta^*_G| \), and

\[
\{(i, j) : i \neq j, (\hat{\Theta}_G)_{ij} \neq 0\} = \{(i, j) : i \neq j, \Theta^*_G \neq 0\}.
\]

The proof for this proposition follows directly from the Theorem 1 in Ravikumar et al. (2011). In the above result, the influence of the missing entries is reflected in the term \( \|\hat{\Sigma} - \Sigma^*\|_{\text{max}} \), i.e. the error of the imputation step.

C.2 Assumptions for Theorem 1

To establish the entrywise error bound for the imputed covariance using the BSVD algorithm, we require the following assumptions:

**Assumption 2** (Approximate low-rankness and condition number of each block). For all \( 1 \leq k \leq K \), \( \max\{\lambda_1(L^*_{V_j V_k}), \sigma^2\} \leq C \lambda_v(L^*_{V_j V_k}) \) for some constant \( C > 0 \).

**Assumption 3** (Blocks not too different).

\[
\mu_1 \geq \mu_2 \geq \cdots \geq \mu_K, \quad p_1 \geq p_2 \geq \cdots \geq p_K, \quad \lambda_1(L^*_{V_j V_1}) \geq \lambda_1(L^*_{V_j V_2}) \geq \cdots \geq \lambda_1(L^*_{V_j V_K}).
\]

**Assumption 4** (Sample size). For all \( 1 \leq k \leq K \),

\[
n_k \geq C (r + \frac{\tau_k}{\mu_k}) (\tau_k \vee \log p_k) (\xi - 1)^{-2} \xi^{2K}.
\]

The following proposition characterizes the key quantity \( \xi \) when the low-rank component \( L^* \) in the covariance matrix is randomly generated.

**Proposition 2** (Scaling of \( \xi \) for random \( L^* \)). Suppose that \( L^* = H^* H^{\ast \top} \) where all entries \( H^*_{j,k} \) are i.i.d. mean zero Gaussian random variables. If \( \log p_k \geq 2r \), then with probability at least \( 1 - C \sum_{k=1}^{K} \exp\{-c \min\{|J_k|^2, r \log p_k\}\} \),

\[
\xi_k \leq C \sqrt{r \log p_k}, \quad k = 1, \ldots, K.
\]
C.3 Discussion of Theorem 1

Remark 2 (Technical novelty). Although the estimation procedure for the BSVDgq method, as outlined in Algorithm A.1 in the Supporting Information, has been theoretically studied in Bishop and Yu (2014), their result hinges on a Frobenius norm error bound for \( \tilde{\Sigma}_O - \Sigma^* \), which would be too large for our purpose of bounding the entry-wise error bound \( \| \tilde{\Sigma} - \Sigma^* \|_\infty \). Hence we developed some new proofs, borrowing tools and ideas from spectral norm error bounds for sample covariances (Koltchinskii and Lounici, 2017a) and \( l_2 \rightarrow \infty \)-norm error bounds for spectral methods with perturbed low-rank matrices (Cape et al., 2019). In addition, the error bound for sample covariances with high probability help us get rid of the conditions imposed upon the random quantity \( \tilde{\Sigma}_O \) in Bishop and Yu (2014).

Remark 3 (Dependence on the number of blocks \( K \)). One might notice that our error bound and sample size requirement in Assumption 5 has an exponential dependence upon the number of blocks \( K \). This is due to that the BSVDgq algorithm employs a sequential matching step to find the best rotation matrix for each block that aligns with previous blocks, and the estimation errors for each block accumulates in an exponential manner. Such dependence on \( K \) also appears in Bishop and Yu (2014), where a Frobenius error bound for the BSVDgq algorithm is provided.

D Proofs for Theoretical Guarantees

D.1 Proofs of Theorem 1 and Proposition 2

Proof of Theorem 1. Let \( L^* = U^* \Lambda^* U^{*\top} \) with \( U^* \in \mathbb{O}^{p \times r} \) and \( \Lambda^* \in \mathbb{R}^{r \times r} \) being a diagonal matrix. Define \( H^* = U^* \Lambda^{\frac{1}{2}}, \tilde{H}_k^* = H_{\tilde{V}_k}^* \). To fix the notation for the proofs, here we recall the definition \( J_k = (\bigcup_{j=1}^{k-1} V_j) \cap V_k \) in Section 2.1; also, we define \( J_k^V = \{ j : V_k[j] \in J_k \} \) and \( S_k = \bigcup_{j=1}^{k} V_j \). Let \( \tilde{H}_k = \tilde{U}_k \Lambda_k^{\frac{1}{2}} \), where \( \tilde{U}_k \in \mathbb{O}^{pk \times r} \) is the matrix containing the top \( r \) eigenvectors of \( \tilde{\Sigma}_{V_k, V_k} - \sigma^2 I \) and \( \Lambda_k \in \mathbb{R}^{r \times r} \) is a diagonal matrix consisting of the largest \( r \) eigenvalues of \( \tilde{\Sigma}_{V_k, V_k} - \sigma^2 I \). Then the steps in Algorithm A.1 for computing \( \tilde{\Sigma} \) can also be written as follows:

- \( \tilde{\Sigma} = \tilde{H} \tilde{H}^\top \) where \( \tilde{H} \in \mathbb{R}^{p \times r} \) is defined sequentially:
  - \( \tilde{H}_{V_1} \) is defined as:
  - For \( k = 2, \ldots, K \), let the SVD of \( (\tilde{H}_k)^\top_{J_k^V} \), \( \tilde{H}_{J_k} \), be \( \tilde{W}_k^{(1)} \Lambda \tilde{W}_k^{(2)} \top \) and \( \tilde{W}_k = \tilde{W}_k^{(1)} \tilde{W}_k^{(2)} \top \),
  - \( \tilde{H}_{V_k \setminus J_k} = (\tilde{H}_k)_{\setminus J_k} \).

We also require the following notion of sub-Gaussian random variables.

Definition 1. For any random variable \( X \), if \( (\mathbb{E}|X|^p)\frac{1}{p} \leq C \sqrt{p} \) for some \( C > 0 \) and all \( p \geq 1 \), it is sub-Gaussian with norm \( \| X \|_{\psi_2} = \sup_{p \geq 1} p^{-\frac{1}{2}} (\mathbb{E}|X|^p)^{\frac{1}{2}} \).

Our proof can be summarized as two major steps: (i) bounding \( \min_{W \in \mathbb{O}^{p \times r}} \| \tilde{H}_k W - H_k^* \|_2 \) for each block \( 1 \leq k \leq K \), which requires tools from matrix perturbation theory and spectral analysis; (ii) controlling the error induced by the merging step and showing the final bound for \( \| \tilde{H} \tilde{H}^\top - H \tilde{H}^\top \|_{\text{max}} \) by induction.

We first restate the necessary assumptions:

Assumption 3 (Approximate low-rankness and condition number of each block). For all \( 1 \leq k \leq K \), \( \max\{ \lambda_1(L_{V_k, V_k}^*), \sigma^2 \} \leq C \lambda_r(L_{V_k, V_k}^*) \) for some constant \( C > 0 \).
Requiring $\sigma^2 \leq C\lambda_r(L_{V_k,V_k}^\star)$ is to ensure the approximate low-rankness of each block; while $\lambda_1(L_{V_k,V_k}^\star) \leq C\lambda_r(L_{V_k,V_k}^\star)$ means constant condition number.

**Assumption 4** (Blocks not too different).

$$\mu_1 \asymp \mu_2 \times \cdots \times \mu_K, \quad p_1 \asymp p_2 \times \cdots \times p_K, \quad \lambda_1(L_{V_1,V_1}^\star) \asymp \lambda_1(L_{V_2,V_2}^\star) \asymp \cdots \asymp \lambda_1(L_{V_K,V_K}^\star).$$

**Assumption 5** (Sample size). For all $1 \leq k \leq K$,

$$n_k \geq C(r + \frac{\tau_k}{\mu_k})(\tau_k \lor \log p_k)(\xi - 1)^{-2}\xi^{2K}.$$  

**Controlling error for each block:** The following lemma completes the first step:

**Lemma 1** (Error bound for each block). Assume that $x_1, \ldots, x_n \overset{i.i.d.}{\sim} \mathcal{N}(0, \Sigma^*)$ and $\hat{\Sigma} = \frac{1}{n} \sum_{i=1}^n x_ix_i^\top \in \mathbb{R}^{p \times p}$ is the sample covariance. Consider the eigendecomposition $\Sigma^* - \sigma^2 I = L^* = U^\star \Lambda^\star U^\star\top \in \mathbb{R}^{p \times p}$, $\Sigma - \sigma^2 I = \hat{U}^\top \hat{\Lambda} \hat{U} + U^\perp \hat{\Lambda}^\top U^\perp$, where $\hat{\Lambda}$ consists the top $r$ eigenvalues of $\hat{\Sigma}$. Let $\tau = \frac{\tau_1}{\lambda_1^2(L^*)}$, then as long as $\sqrt{\frac{\tau \lor \log p_k}{n}} \leq \frac{C\lambda_1^2(L^*)}{\lambda_1^2(\Sigma^*)}$, with probability at least $1 - Cp^{-c}$, there exists $\hat{W} \in \mathbb{R}^{r \times r}$ such that

$$\|\hat{U} \hat{\Lambda}^{\frac{1}{2}} \hat{W} - U^\star \Lambda^{\frac{1}{2}}\|_{2 \rightarrow \infty} \leq C \left( \frac{\lambda_1^2(\Sigma^*)}{\lambda_1^2(L^*)} \right)^{\frac{1}{4}} \sqrt{\frac{\mu r^2}{p} + \frac{\lambda_1^2(\Sigma^*)}{\lambda_r(L^*)} \frac{\tau r}{p}} \sqrt{\frac{\tau \lor \log p_k}{n}}. $$

where $\mu = \frac{p}{r} \|U^\star\|_{2 \rightarrow \infty}^2$ is the incoherence parameter.

Applying Lemma 1 to each block $1 \leq k \leq K$ and taking a union bound, we have that with probability at least $1 - C \sum_{k=1}^K p_k^{-c}$, there exist $\hat{W}_1, \ldots, \hat{W}_K \in \mathbb{R}^{r \times r}$ such that

$$\|\hat{H}_k \hat{W}_k - H_k^\star\|_{2 \rightarrow \infty} \leq C \left( \frac{\lambda_1^2(\Sigma_{V_k,V_k})}{\lambda_1^2(L_{V_k,V_k}^\star)} \right)^{\frac{1}{4}} \sqrt{\frac{\mu_k r^2}{p_k} + \frac{\lambda_1^2(\Sigma_{V_k,V_k})}{\lambda_r(L_{V_k,V_k}^\star)} \frac{\tau_k r}{p_k}} \sqrt{\frac{\tau_k \lor \log p_k}{n_k}} \frac{\lambda_1^2(\Sigma_{V_k,V_k})}{\lambda_1^2(L_{V_k,V_k}^\star)},$$

holds for all $1 \leq k \leq K$. Here we have applied the fact that $\lambda_1(\Sigma_{V_k,V_k}^\star) \geq C\lambda_r(L_{V_k,V_k}^\star)$ in the last line. In the following we denote $\max_k \|\hat{H}_k \hat{W}_k - H_k^\star\|_{2 \rightarrow \infty}$ by $\epsilon$.

**Merging step:** The following calculation shows that one can upper bound $\|\hat{H} - H^\star\|_{\infty}$ via $\|\hat{H} \hat{W}_1 - H^\star\|_{2 \rightarrow \infty}$:

$$\|\hat{H} \hat{W}_1 - H^\star\|_{2 \rightarrow \infty} \leq 2 \|\hat{H}^\top \hat{W}_1 - H^\star\|_{2 \rightarrow \infty} + 2 \|H^\star\|_{2 \rightarrow \infty} \|\hat{H} \hat{W}_1 - H^\star\|_{2 \rightarrow \infty}$$

Recall the definition of $\xi$ and $\xi_k, k = 1, \ldots, K$ in Section 2.1:

$$\xi_k = 2 \sqrt{\frac{\|J_k\| L_{V_k,V_k}^\star \max \lambda_r(L_{j_k,j_k}^\star)}{\lambda_r(L_{j_k,j_k}^\star)}} \sqrt{\frac{\lambda_1(L_{j_k,j_k})}{\lambda_r(L_{j_k,j_k}^\star)}}, \quad \xi = \max_k \xi_k.$$
Now we define $\varepsilon_k = \frac{3^{k+1} + 2^{k+1} - 2}{2^{k+1} - 2} \varepsilon$, where $\xi = \max_k \xi_k$ and we will show by induction that when (6) holds, for $1 \leq k \leq K$,

$$\|\tilde{H}_{S_k} : \tilde{W}_1 - H^*_{S_k} : \|_{2 \to \infty} \leq \varepsilon_k.$$  \hspace{1cm} (9)

When $k = 1$, $\varepsilon = \varepsilon$ and $\tilde{H}_{S_1} : = \tilde{H}_1$, $H^*_{S_1} : = H^*_1$, and (9) is immediately implied by the definition of $\varepsilon$. If (9) holds for $k \leq l - 1$ and $l \leq K - 1$, then

$$\|\tilde{H}_{S_l} : \tilde{W}_1 - H^*_{S_l} : \|_{2 \to \infty} \leq \max \{ \varepsilon_{l-1}, \| (\tilde{H}_l)_{J^l J^l}^T : \tilde{W}_l - (H^*_l)_{J^l J^l}^T : \|_{2 \to \infty} \} \leq \max \{ \varepsilon_{l-1}, \varepsilon + \| (\tilde{H}_l)_{J^l J^l}^T : (\tilde{W}_l - \tilde{W}_l) : \|_{2 \to \infty} \} \leq \max \{ \varepsilon_{l-1}, \varepsilon + \| (\tilde{H}_l)_{J^l J^l}^T : \|_{2 \to \infty} \| \tilde{W}_l - \tilde{W}_l \|_2 \} \leq \max \{ \varepsilon_{l-1}, \varepsilon + (\varepsilon + \| \tilde{W}_l - \tilde{W}_l \|_2) \| \tilde{W}_l - \tilde{W}_l \|_2 \}$$

(10)

where we have applied the definition of $\varepsilon$ in the 3rd line, and the 5th line is due to

$$\| (\tilde{H}_l)_{J^l J^l}^T : \|_{2 \to \infty} = \| (\tilde{H}_l)_{J^l J^l}^T : \tilde{W}_l : \|_{2 \to \infty} = \| L^*_{V_l V_l} : \|_{\text{max}}.$$  

and $\| H^*_l : \|_{2 \to \infty} = \| L^*_{V_l V_l} : \|_{\text{max}}$. On the other hand, by the definition of $\tilde{W}_l$, $\tilde{W}_l$ is the unitary polar factor (Li, 1995) of $(\tilde{H}_l)_{J^l J^l}^T : \tilde{H}_l :$. Meanwhile, since $H^*_{J_l :}$ is of rank $r$, we can write $H^*_{J_l :} : H^*_{J_l :} = P^T \Lambda P$ where $P$ is orthonormal and $\Lambda$ is a diagonal matrix with positive diagonal entries. Hence $\tilde{W}_l P^T P \tilde{W}_l : = \tilde{W}_l P^T \Lambda P \tilde{W}_l :$ is the unitary factor of

$$\tilde{W}_l (H^*_l)_{J^l J^l}^T : H^*_{J_l :} : \tilde{W}_l : = \tilde{W}_l H^*_{J_l :} : H^*_{J_l :} : \tilde{W}_l : = \tilde{W}_l P^T \Lambda P \tilde{W}_l :$$

By the perturbation bounds of unitary polar factors (Theorem 1 in Li (1995)),

$$\| \tilde{W}_l \tilde{W}_1 - \tilde{W}_l : \|_2 = \| \tilde{W}_l - \tilde{W}_l \tilde{W}_l : \|_2 \leq \frac{2 \| (\tilde{H}_l)_{J^l J^l}^T : \tilde{H}_l : - \tilde{W}_l (H^*_l)_{J^l J^l}^T : H^*_{J_l :} : \tilde{W}_l^T : \|_2}{\sigma_{\text{min}} (\tilde{H}_l)_{J^l J^l}^T : \tilde{H}_l : + \sigma_{\text{min}} (\tilde{W}_l (H^*_l)_{J^l J^l}^T : H^*_{J_l :} : \tilde{W}_l^T :)} \leq \frac{2 \| (\tilde{H}_l)_{J^l J^l}^T : \tilde{H}_l : - \tilde{W}_l (H^*_l)_{J^l J^l}^T : H^*_{J_l :} : \tilde{W}_l^T : \|_2}{2 \lambda_{\text{min}} (L^*_{J_l J_l}) - \| (\tilde{H}_l)_{J^l J^l}^T : \tilde{H}_l : - \tilde{W}_l (H^*_l)_{J^l J^l}^T : H^*_{J_l :} : \tilde{W}_l^T : \|_2}.$$  \hspace{1cm} (11)

Meanwhile,

$$\| (\tilde{H}_l)_{J^l J^l}^T : \tilde{H}_l : - \tilde{W}_l (H^*_l)_{J^l J^l}^T : H^*_{J_l :} : \tilde{W}_l^T : \|_2 \leq \| \tilde{W}_l - (H^*_l)_{J^l J^l}^T : H^*_{J_l :} : \tilde{W}_l^T : \|_2 \leq \| \tilde{W}_l - (H^*_l)_{J^l J^l}^T : H^*_{J_l :} : \tilde{W}_l^T : \|_2 \leq \sqrt{|J_l| \lambda_{\text{min}} (L^*_{J_l J_l})} (\varepsilon + \varepsilon_{l-1}) + |J_l| \varepsilon \varepsilon_{l-1}.$$
Here, the last line above is due to the definition of $\varepsilon$, the induction assumption that (9) holds for $k \leq l - 1$, and the fact that for any matrix $A$ with $m$ rows, $\|A\|_2 \leq \sqrt{m}\|A\|_{2\rightarrow\infty}$. Recall the definition of $\xi_k$ and $\xi$ in (8), one can show that $\xi_k \geq 2\sqrt{\frac{\|L_{k_k}^\star\|_F}{\lambda_r(L_{k_k}^\star)^2}} > 1$, and hence the definition of $\epsilon_{l-1}$ implies that $\epsilon_{l-1} \leq \frac{4\xi_{l-1}}{\xi_{l-1}}\varepsilon$. Furthermore, when (6) holds, Assumption 3-5 implies that

$$\frac{|J_l|\varepsilon_{l-1}}{\sqrt{|J_l|\lambda_1(L_{j_l,j_l}^\star)}} \leq \frac{\lambda_r(L_{V_k,V_k}^\star)\mu_k^r}{p_k} \max_{k} \lambda_1(L_{j_l,j_l}^\star)$$

(12)

where the third line is due to the fact that $\|L_{V_k,V_k}^\star\|_\infty \geq \frac{\mu_r(L_{V_k,V_k}^\star)^2}{\mu_k}$. This further implies that $|J_l|\varepsilon_{l-1} \leq \sqrt{|J_l|\lambda_1(L_{j_l,j_l}^\star)}\varepsilon$ and

$$\|H_l^\top V_l, H_l - \hat{W}_l(H_l)^\top V_l, H_l, \hat{W}_l^\top 2 \| \leq \sqrt{|J_l|\lambda_1(L_{j_l,j_l}^\star)}(2\varepsilon + \epsilon_{l-1})$$

$$\leq \sqrt{|J_l|\lambda_1(L_{j_l,j_l}^\star)}3\xi_{l-1} + 4\xi_{l-2} - 4\varepsilon$$

$$\leq \sqrt{|J_l|\lambda_1(L_{j_l,j_l}^\star)}4\xi_{l-1} - 4\varepsilon$$

(13)

where the 5th line follows similar arguments to (12), and the last line is due to the definition of $\xi_k$. Therefore, (13) and (11) together imply $\|\hat{W}_l, \hat{W}_l^\top 1 - \hat{W}_l^\top 2 \| \leq \sqrt{|J_l|\lambda_1(L_{j_l,j_l}^\star)}6\xi_{l-1} + 2\xi_{l-2} - 8 \varepsilon \leq 1$. Plugging this bound for $\|\hat{W}_l, \hat{W}_l^\top 1 - \hat{W}_l^\top 2 \|_2$ into (10), we have

$$\|\hat{H}_{S_l}, \hat{W}_l - H_{S_l}^\star \|_2 \rightarrow \infty$$

$$\leq \max \left\{ \epsilon_{l-1}, 2\varepsilon + \frac{\sqrt{|J_l|\lambda_1(L_{j_l,j_l}^\star)}\|L_{V_k,V_k}^\star\|_\infty \max \lambda_r(L_{j_l,j_l}^\star) \frac{6\xi_{l-1} + 2\xi_{l-2} - 8 \varepsilon}{\xi_{l-1} - 1} \varepsilon \right\}$$

$$\leq \max \left\{ \epsilon_{l-1}, 3\xi_{l-1} + 2\xi_{l-2} - 2 \varepsilon \right\} = \epsilon_{l}.$$
Therefore, with probability at least \(1 - C \sum_{k=1}^K p_k^{-c}\),

\[
\|\mathbf{H}^* - \mathbf{H}^\dagger\|_{2 \to \infty} \leq \varepsilon K \leq \min_k \frac{4 \xi^K}{\xi - 1} \leq \min_k \frac{\lambda_r(\mathbf{L}^*_k, \mathbf{J}_k)}{|J_k| \lambda_1(\mathbf{L}^*_k, \mathbf{J}_k)} \leq \frac{\sqrt{\|\mathbf{L}^*_k, \mathbf{J}_k\|_F}}{|J_k|^{1/2}} \leq \|\mathbf{L}^*_k\|_{\max}^{1/2},
\]

where the 3rd inequality follows similar arguments to (12), and the 4th and 5th inequalities are caused by the facts that \(\lambda_1(\mathbf{L}^*_k, \mathbf{J}_k) \leq \|\mathbf{L}^*_k, \mathbf{J}_k\|_F \leq \|\mathbf{L}^*_k, \mathbf{J}_k\|_{\max}|J_k|\). Plugging this bound into (7), we have

\[
\|\mathbf{H}^\dagger \|_{\max} \leq \frac{12\|\mathbf{L}^*_k\|_{\max}^\xi K}{\xi - 1} \max_k \sqrt{\frac{\langle \mu_k r^2 + \tau_k r \rangle}{\tau_k} \vee \log p_k} \lambda_1^\frac{1}{2}(\mathbf{\Sigma}^*_V, \mathbf{V}_k).
\]

Also noting the fact that \(\frac{\mu_k r}{p_k} \lambda_1(\mathbf{\Sigma}_V, \mathbf{V}_k) \leq C\|\mathbf{L}^*_V, \mathbf{V}_k\|_{\max} \leq \|\mathbf{L}^*_k\|_{\max}, \|\mathbf{H}^\dagger\|_{\max} = \|\mathbf{\Sigma} - \mathbf{\Sigma}^*_k\|_{\max}\) and we can further give the following bound:

\[
\|\mathbf{\Sigma} - \mathbf{\Sigma}^*_k\|_{\max} \leq \frac{C\|\mathbf{L}^*_k\|_{\max}^\xi K}{\xi - 1} \max_k \sqrt{\frac{\langle r + \frac{\tau_k}{\mu_k} \rangle}{\tau_k} \vee \log p_k}.
\]

Proof of Proposition 2. Recall that we assumed \(\mathbf{L}^* = \mathbf{H}^* \mathbf{H}^*\dagger\) where all entries \(\mathbf{H}^*_j, k\) are i.i.d. mean zero Gaussian random variables. Since \(\xi_k = 2\sqrt{|J_k|/\lambda_{\max}(\mathbf{L}^*_V, \mathbf{V}_k)}\), \(\lambda_r(\mathbf{L}^*_j, \mathbf{J}_j)\) does not change when \(\mathbf{L}^*\) is multiplied by a factor, we can simply assume \(\mathbf{H}^*_j, k\) are i.i.d. \(\mathcal{N}(0, 1)\) without loss of generality.

We first provide upper and lower bounds for \(\lambda_1(\mathbf{L}^*_j, \mathbf{J}_j), \lambda_r(\mathbf{L}^*_j, \mathbf{J}_j)\) with high probability. Note that \(\lambda_1(\mathbf{L}^*_j, \mathbf{J}_j) = s_{\max}(\mathbf{H}^*_j, :), \lambda_r(\mathbf{L}^*_j, \mathbf{J}_j) = s_{\min}(\mathbf{H}^*_j, :),\) where \(s_{\max}(\cdot)\) and \(s_{\min}(\cdot)\) are maximum and minimum singular values. Applying the singular value bounds for random matrices (see Vershynin, 2010, Corollary 5.35), we have

\[
\sqrt{|J_k|} - \sqrt{r} - t_k \leq s_{\min}(\mathbf{H}^*_j, :) \leq s_{\max}(\mathbf{H}^*_j, :) \leq \sqrt{|J_k|} + \sqrt{r} + t_k,
\]

with probability at least \(1 - 2 \exp\{ -t_k^2/2\}\). Let \(t_k = \frac{3 \sqrt{\xi}}{4} \sqrt{|J_k|}\), then with probability at least \(1 - C\sum_{k=1}^K \exp\{-c|J_k|\}\),

\[
c|J_k| \leq \lambda_1(\mathbf{L}^*_j, \mathbf{J}_j) \leq \lambda_r(\mathbf{L}^*_j, \mathbf{J}_j) \leq C|J_k|
\]

for some constants \(c, C > 0\). Furthermore, one can show that \(\|\mathbf{L}^*_V, \mathbf{V}_k\|_{\max} = \max_j \mathbf{V}_j, \|\mathbf{H}^*_j, :\|_2^2\) and \(\{\|\mathbf{H}^*_j, :\|_2^2\}_{j} \in \mathbf{V}_k\) are i.i.d. random variables, each being the sum of \(r\) sub-exponential random variables with mean 1 and constant sub-exponential norm. Therefore, we can apply the Bernstein-type inequality for sub-exponential sums (see Vershynin, 2010, Proposition 5.16) and obtain the following:

\[
P(\|\mathbf{H}^*_i, :\|_2^2 - r > Cr \log p_k) \leq 2 \exp\{-Cr \log p_k\}.
\]

Taking a union bound over \(i \in \mathbf{V}_k\), we have

\[
P(\max_i \|\mathbf{H}^*_i, :\|_2^2 > Cr \log p_k) \leq 2 \exp\{-Cr \log p_k\}.
\]

Therefore, \(\xi_k \leq C\sqrt{r} \log p_k, k = 1, \ldots, K\) with probability at least \(1 - C\sum_{k=1}^K \exp\{-c \min\{\|J_k\|^2, r \log p_k\}\}\).
D.2 Proofs of Supporting Lemmas

Proof of Lemma 1. Consider the SVD of $\hat{U}^T U^* = W^{(1)} A_{U, \hat{U}} W^{(2)}^T$, and define $\hat{W} = W^{(1)} W^{(2)}^T \in \mathbb{R}^{p \times r}$. First note that

$$
\| U \Lambda^{\frac{1}{2}} \hat{W} - U^* \Lambda^* \|_{2 \to \infty} \\
\leq \| U \Lambda^{\frac{1}{2}} \hat{W} - U \Lambda^{\frac{1}{2}} \hat{W}^T + U \Lambda^{\frac{1}{2}} \hat{W}^T - U^* \Lambda^* \|_{2 \to \infty} \\
\leq \| U \|_{2 \to \infty} \| \Lambda^{\frac{1}{2}} - \Lambda^* \|_2 + \| U \Lambda^{\frac{1}{2}} \hat{W}^T - U^* \|_{2 \to \infty} \| \Lambda^* \|_2 \\
\leq (\| U \|_{2 \to \infty} + \| U^* \|_{2 \to \infty}) \| \Lambda^{\frac{1}{2}} - \Lambda^* \|_2 + \| U \Lambda^{\frac{1}{2}} \hat{W}^T - U^* \|_{2 \to \infty} \| \Lambda^* \|_2^{\frac{1}{2}},
$$

where we have applied the fact that $\| U \|_{2 \to \infty} \leq \| \hat{U} \|_{2 \to \infty} \| \hat{W}^T \|_2 = \| \hat{U} \hat{W} \|_{2 \to \infty}$, and $\| \Lambda^* \|_2 = \| L^* \|_2^{\frac{1}{2}} \leq \| \Sigma^* \|_2^{\frac{1}{2}}$. In the following, we provide bounds for $\| U \Lambda^{\frac{1}{2}} \hat{W}^T - U^* \|_{2 \to \infty}$ and $\| \Lambda^{\frac{1}{2}} - \Lambda^* \|_2^{\frac{1}{2}}$ separately.

Bounding $\| U \Lambda^{\frac{1}{2}} \hat{W}^T - U^* \|_{2 \to \infty}$: Our proof for this step closely follows the proof of Theorem 1.1 in Cape et al. (2019), but with a few modifications that lead to a tighter bound w.r.t. rank $r$. First note that $\| U \Lambda^{\frac{1}{2}} \hat{W}^T - U^* \|_{2 \to \infty} = \| (U - U^* \hat{W}^T) \hat{W} \|_{2 \to \infty} = \| U - U^* \hat{W}^T \|_{2 \to \infty}$, and we can decompose $U - U^* \hat{W}^T$ as follows:

$$
\hat{U} - U^* \hat{W}^T = U^* (U^* U^T - \hat{W}^T) + (I - U^* U^T) (\hat{\Sigma} - \Sigma^* \hat{A}^{-1} + (I - U^* U^T) L^T \hat{A}^{-1} \\
= U^* (U^* U^T - \hat{W}^T) + (I - U^* U^T) (\hat{\Sigma} - \Sigma^*) U^* U^T \hat{A}^{-1} \\
+ (I - U^* U^T) (\hat{\Sigma} - \Sigma^*) (I - U^* U^T) \hat{A}^{-1},
$$

where the first line is due to that $(\hat{\Sigma} - \sigma^2 I) \hat{A}^{-1} = \hat{U}$, and the second line utilizes the fact that $(I - U^* U^T) L^* = 0$. Hence we have

$$
\| U - U^* \hat{W}^T \|_{2 \to \infty} \leq \| U^* \|_{2 \to \infty} \| U^T \hat{U} - \hat{W}^T \|_2 + \| U U^T \hat{\Sigma} - \Sigma^* \|_{2 \to \infty} (\lambda_r(\hat{\Sigma}) - \sigma^2)^{-1} \\
+ \| U U^T \hat{\Sigma} - \Sigma^* \|_{2 \to \infty} (\lambda_r(\hat{\Sigma}) - \sigma^2)^{-1}.
$$

Further note that

$$
\| \hat{W} - U^T U^* \|_2 = \| W^{(1)} (I - \Lambda_{U, \hat{U}}) W^{(2)}^T \|_2 \\
-1 - \sigma_r(\hat{U}^T U^*) \leq 1 - \sigma_r^2(\hat{U}^T U^*) = \| \sin \Theta(\hat{U}, U^*) \|_2,
$$

and the Davis-Kahan sin $\Theta$ theorem suggests that

$$
\| \sin \Theta(\hat{U}, U^*) \|_2 \leq \frac{\| \hat{\Sigma} - \Sigma^* \|_2}{\lambda_r(\Sigma^*) - \lambda_{r+1}(\Sigma)} \leq \frac{\| \hat{\Sigma} - \Sigma^* \|_2}{\lambda_r(L^*) - \| \Sigma - \Sigma^* \|_2},
$$

where the second inequality is due to Weyl’s inequality: $\lambda_{r+1}(\hat{\Sigma}) \leq \sigma^2 + |\lambda_{r+1}(\hat{\Sigma}) - \lambda_{r+1}(\Sigma^*)| \leq \sigma^2 + \| \hat{\Sigma} - \Sigma^* \|_2$ and $\lambda_r(\Sigma^*) = \sigma^2 + \lambda_r(L^*)$. Since $\Sigma$ is the sample covariance of $n$ samples from multivariate Gaussian $\mathcal{N}(0, \Sigma^*)$, it follows from Kolchinskii and Lounici (2017a, b) that with probability at least $1 - \frac{1}{p} p^{-2}$, $\| \hat{\Sigma} - \Sigma^* \|_2 \leq C \| \Sigma^* \|_2 \sqrt{\frac{\tau \log p}{n}}$, which implies

$$
\| \sin \Theta(\hat{U}, U^*) \|_2 \leq C \frac{\lambda_1(\Sigma^*)}{\lambda_r(L^*)} \sqrt{\frac{\tau \log p}{n}},
$$

where

Here we have applied the condition that $\|\frac{\lambda_1(\Sigma)}{\lambda_1(L^*)} \sqrt{\frac{\tau \vee \log p}{n}} \leq C$ so that $\|\hat{\Sigma} - \Sigma^*\|_2 \leq \frac{1}{2} \lambda_\tau(L^*)$.

In addition, one can show that $\lambda_\tau(\hat{\Sigma} - \sigma^*) \geq \lambda_\tau(L^*) - \|\hat{\Sigma} - \Sigma^*\|_2 \geq \frac{1}{2} \lambda_\tau(L^*)$, which implies

$$\|\hat{U} - U^*W^T\|_{2 \rightarrow \infty} \leq C\frac{\lambda_1^2(\Sigma^*)}{\lambda_1^2(L^*)} \|U^*\|_{2 \rightarrow \infty} \sqrt{\frac{\tau \vee \log p}{n}} + 2\sqrt{r}\|U_{1}^*\|_{\infty} \|\hat{U}_{1}^* - \Sigma^*\|_{\max} \lambda_r^{-1}(L^*) + 2\|U_{1}^*\|_{\infty} \|\Sigma^* - \Sigma^*\|_{1} \frac{r}{2} \lambda_r^{-1}(L^*)$$

Note that $U_{1}^*\hat{\Sigma}U_{1}^*$ can be viewed as the sample covariance matrix of data $\{U_{1}^*x_1, \ldots, U_{1}^*x_n\}$ in $\mathbb{R}^{p-r}$, and the corresponding population covariance matrix is $U_{1}^*\Sigma^*U_{1}^* = \sigma^* I_{p-r}$. Therefore, one can apply the sample covariance error bound in Koltchinskii and Lounici (2017a) again to obtain

$$\|U_{1}^*\|_{\infty} \|\Sigma^* - \Sigma^*\|_{1} \frac{r}{2} \lambda_r^{-1}(L^*)$$

with probability at least $1 - \frac{1}{3} p^{-2}$, where the last inequality is due to that $\frac{\sigma^2(p-r)}{\lambda_1(\Sigma^*)} \leq \frac{\mu(\Sigma^*\Sigma^*)}{\lambda_1(\Sigma^*)} = \tau$.

While for $\|U_{1}^*\|_{\infty} \|\Sigma^* - \Sigma^*\|_{1} \frac{r}{2} \lambda_r^{-1}(L^*)$, we can bound each entry $\|U_{1}^*\|_{\infty} \|\Sigma^* - \Sigma^*\|_{1} \frac{r}{2} \lambda_r^{-1}(L^*)$, and then take a union bound. For any $j \in [p-r]$, $k \in [r]$, we can write $U_{1}^*U_{1}^T(\hat{\Sigma} - \Sigma^*)U_{1}^* = \frac{1}{n} \sum_{i=1}^n (U_{1}^*U_{1}^T)_{j,:}x_ix_i^T U_{1},$ where $(U_{1}^*U_{1}^T)_{j,:}x_i \sim \mathcal{N}(0, \sigma^2((U_{1}^*U_{1}^T)_{j,:})), U_{1}^*U_{1}^* \sim \mathcal{N}(0, \lambda_k(S^*)^2)$. Hence

$$\|U_{1}^*U_{1}^T\|_{\infty} \|\Sigma^* - \Sigma^*\|_{1} \frac{r}{2} \lambda_r^{-1}(L^*)$$

Here we have applied the Cauchy-Schwarz inequality and triangle inequality of norms in the first line; the second line is due to the relationship between $\| \cdot \|_{\psi_1}$ and $\| \cdot \|_{\psi_2}$ (see e.g., Lemma 5.14 in Vershynin, 2010); the third line is due to that standard Gaussian random variables have constant $\| \cdot \|_{\psi_2}$ norm and $\|U_{1}^*\|_{\infty} \|\Sigma^* - \Sigma^*\|_{1} \frac{r}{2} \lambda_r^{-1}(L^*)$. Therefore, by applying the Bernstein type inequality for sum of sub-exponential random variables (see Proposition 5.16 in Vershynin, 2010), we have

$$\|U_{1}^*U_{1}^T\|_{\infty} \|\Sigma^* - \Sigma^*\|_{1} \frac{r}{2} \lambda_r^{-1}(L^*)$$

holds for all $1 \leq j \leq p-r$, $1 \leq k \leq r$, with probability at least $1 - C p^{-2}$. Combining the bounds discussed above, we have

$$\|\hat{U} - U^*W^T\|_{2 \rightarrow \infty} \leq C\frac{\lambda_1^2(\Sigma^*)}{\lambda_1^2(L^*)} \|U^*\|_{2 \rightarrow \infty} \sqrt{\frac{\tau \vee \log p}{n}} + 2\sqrt{r}\|U_{1}^*\|_{\infty} \|\hat{U}_{1}^* - \Sigma^*\|_{\max} \lambda_r^{-1}(L^*) + 2\|U_{1}^*\|_{\infty} \|\Sigma^* - \Sigma^*\|_{1} \frac{r}{2} \lambda_r^{-1}(L^*)$$

where the last line is due to that $\frac{\lambda_1(\Sigma^*)}{\sigma^2} \geq \frac{\lambda_1(\Sigma^*)}{\mu(\Sigma^*)/p} = \frac{2}{p}$, and $\|U^*\|_{2 \rightarrow \infty} \leq \sqrt{\frac{\mu}{p}}$. Therefore,
Bounding $\|\tilde{\Lambda}^{\frac{1}{2}} - \hat{W} \Lambda^{\frac{1}{2}} \hat{W}^\top\|_2$: While for $\|\tilde{\Lambda}^{\frac{1}{2}} - \hat{W} \Lambda^{\frac{1}{2}} \hat{W}^\top\|_2$, we first apply the Taylor’s theorem and bounds on the derivative of square root matrices, showing that $\|\tilde{\Lambda}^{\frac{1}{2}} - \hat{W} \Lambda^{\frac{1}{2}} \hat{W}^\top\|_2$ can be controlled by $\|\tilde{\Lambda} - \hat{W} \Lambda^{\frac{1}{2}} \hat{W}^\top\|_2$, and then bounding the latter via $\|\sin(\Theta(\tilde{\U}, U^*)\|_2$. Our proof idea for the first step is similar to Mathias (1997) while we adopt a non-asymptotic analysis that suits our needs.

Denote $\hat{W} \Lambda^{\frac{1}{2}} \hat{W}^\top - \tilde{\Lambda}$ by $\Delta$. Define matrix-valued function $g(\eta) = (\tilde{\Lambda} + \eta \Delta)^{\frac{1}{2}}$, then $g(0) = \tilde{\Lambda}^{\frac{1}{2}}$ and $g(1) = \hat{W} \Lambda^{\frac{1}{2}} \hat{W}^\top$. By the Taylor’s theorem, there exists $\eta_0 \in [0, 1]$ such that

$$g(1) - g(0) = \frac{d g(\eta)}{d \eta}_{\eta=\eta_0} = U(\eta_0) \left\{ \left( \frac{\sqrt{A_{i,i}(\eta_0)} - \sqrt{A_{j,j}(\eta_0)}}{A_{i,i}(\eta_0) - A_{j,j}(\eta_0)} \right)_{i,j} \right\} U(\eta_0)^\top,$$

where the second equality is due to the matrix derivative formula (see Theorem 6.6.30 in Horn and Johnson (1991)), and $U(\eta_0) \in \mathbb{C}^{p \times r}, \Lambda(\eta_0) \in \mathbb{R}^{r \times r}$ are defined by the eigendecomposition $\tilde{\Lambda} + \eta_0 \Delta = U(\eta_0) \Lambda(\eta_0) U(\eta_0)^\top$. Denote $\left( \frac{\sqrt{A_{i,i}(\eta_0)} - \sqrt{A_{j,j}(\eta_0)}}{A_{i,i}(\eta_0) - A_{j,j}(\eta_0)} \right)_{i,j}$ by $Z(\eta_0)$, then

$$\|\hat{W} \Lambda^{\frac{1}{2}} \hat{W}^\top - \tilde{\Lambda}^{\frac{1}{2}}\|_2 = \|g(1) - g(0)\|_2 \leq \|Z(\eta_0) \circ U(\eta_0)^\top \Delta U(\eta_0)\|_2.$$

The following lemma shows that $Z(\eta_0)$ is positive semidefinite:

**Lemma 2.** For any $u_1, \ldots, u_p \in \mathbb{R}, v_1, \ldots, v_p > 0$, $\sum_{i,j} \frac{u_i u_j}{v_i + v_j} \geq 0$.

Thus we can apply Theorem 5.5.18 in Horn and Johnson (1991) on the spectral norm of Hadamard product matrix and obtain

$$\|\hat{Z}(\eta_0) \circ U(\eta_0)^\top \Delta U(\eta_0)\|_2 \leq \|U(\eta_0)^\top \Delta U(\eta_0)\|_2 \max_i |Z_{i,i}(\eta_0)| \leq \frac{1}{2} \|\Delta\|_2 \min_i \Lambda_{i,i}(\eta_0)^{-\frac{1}{2}}.$$

Furthermore, by Weyl’s inequality, $\Lambda_{i,i}(\eta_0) = \lambda_i(\hat{W} \Lambda^{\frac{1}{2}} \hat{W}^\top - (1 - \eta_0) \Delta) \geq \lambda_i(\Lambda^*) - \|\Delta\|$, which implies

$$\|\hat{W} \Lambda^{\frac{1}{2}} \hat{W}^\top - \tilde{\Lambda}^{\frac{1}{2}}\|_2 \leq \frac{\|\hat{W} \Lambda^{\frac{1}{2}} \hat{W}^\top - \tilde{\Lambda}\|_2}{2(\lambda_r(L^*) - \|\hat{W} \Lambda^{\frac{1}{2}} \hat{W}^\top - \tilde{\Lambda}\|_2)^{\frac{1}{2}}}.$$  

(15)

Now we focus on bounding $\|\hat{W} \Lambda^{\frac{1}{2}} \hat{W}^\top - \tilde{\Lambda}\|_2$:

$$\|\hat{W} \Lambda^{\frac{1}{2}} \hat{W}^\top - \tilde{\Lambda}\|_2 \leq \|\tilde{U}^\top \Lambda^* U^* U^\top \tilde{U} - \tilde{\Lambda}\|_2 + 2\|\hat{W} - \tilde{U}^\top U^*\|\Lambda^* U^* U^\top \tilde{U}\|_2 + \|\hat{W} - \tilde{U}^\top U^*\|\Lambda^* \tilde{W}^\top \tilde{U}^\top U^*\|_2 \leq \|\hat{W} - \tilde{U}^\top U^*\|_2 + 2\|\hat{W} - \tilde{U}^\top U^*\|_2 + \|\tilde{U}^\top L^* \tilde{U} - \tilde{\Lambda}\|_2.$$

Further note that

$$\|\hat{W} - \tilde{U}^\top U^*\|_2 = \|W^{(1)} (I - \Lambda_{U, \tilde{U}}) W^{(2)}\|_2 = 1 - \sigma_r(\tilde{U}^\top U^*) \leq 1 - \sigma_r^2(\tilde{U}^\top U^*) = \|\sin(\Theta(\tilde{U}, U^*))\|_2 \leq C \frac{\lambda^2(\Sigma^*) \tau \vee \log p}{n},$$

and

$$\|\tilde{U}^\top L^* \tilde{U} - \tilde{\Lambda}\|_2 \leq \|\tilde{U}^\top (\tilde{\Sigma} - \Sigma^*) \tilde{U}\|_2 \leq \|\tilde{\Sigma} - \Sigma^*\|_2 \leq C \|\Sigma^*\|_2 \sqrt{\frac{\tau \vee \log p}{n}}.$$
Combine the bounds above and (15), then we have

\[ \| \hat{W} \Lambda^{1/2} \hat{W} - \hat{\Lambda} \|_2 \leq C \frac{\lambda_2^2(\Sigma^*)}{\lambda_2^{3/2}(L^*)} \sqrt{\tau \log p} \frac{1}{n}. \]  

(16)

Now we can plug the upper bounds for \( \| \hat{U} \hat{W} - \hat{U} \|_2 \), \( \| \hat{U} \hat{W} - \hat{U} \|_2 \rightarrow \infty \), and \( \| \hat{\Lambda}^{1/2} - \hat{W} \Lambda^{1/2} \hat{W}^T \|_2 \) into (14) and the proof is complete.

**Proof of Lemma 2.** Define function \( h(x) = \sum_{i,j} u_i u_j x^{v_i + v_j} \), then some calculation shows that

\[ \frac{dh(x)}{dx} = \sum_{i,j} u_i u_j x^{v_i + v_j - 1} = \frac{1}{x} (\sum_{i} u_i x^{v_i})^2, \]

which implies \( \frac{dh(x)}{dx} \geq 0 \) for \( x > 0 \). Since \( h(x) \) is continuous on \([0, \infty)\), and differentiable on \((0, \infty)\), Taylor’s theorem suggests that \( \sum_{i,j} \frac{u_i u_j}{v_i + v_j} = h(1) \geq h(0) = 0. \)

\[ \blacksquare \]

### E Additional Simulation Studies

In this section, we present additional simulation studies. As in the main text, we evaluate the low-rank graph quilting approaches based on the Frobenius norm between the imputed and true covariance matrices, as well as F-1 scores from the resulting graphical Lasso estimates and selected edge set from the MAD\(_{gq}\) approach with respect to the graphical Lasso estimate using the full covariance matrix. In Tables 5a and 5b, we show results for changing the number of observations generated during the simulation procedure, specifically with \( n = 1000, 1500, 2000, 2500, \) and 3000 for \( p = 100 \) and with \( K = 2 \) patches of size 60 features. We see that the average Frobenius norm between the imputed and true full covariance matrices decreases with a larger number of observations. However, the F-1 scores for edge selection do not fluctuate substantially with changing the number of observations, though the standard deviation of the estimates decreases with increasing the number samples. We also show the performance of the low-rank graph quilting methods when the low-rankness of the simulated full covariance matrix changes. We measure this by the ratio of the first eigenvalue of the covariance matrix to the last; specifically, for \( n = 2000 \) and \( p = 100 \), with \( K = 2 \) patches of size 60, we look at \( \lambda_1/\lambda_p = 500, 200, 50, 10, \) and 3; here, a smaller ratio represents a weaker low-rank structure. The Frobenius norm of the imputed covariance matrices decreases when the leading eigenvalue is smaller, though this may be an impact of the generated full covariance matrices rather than the estimation procedure. Also, as we would expect, when the true covariance matrix has less of a clear rank 1 structure, all of the low-rank graph quilting methods perform worse in terms of edge selection for the resulting graphical model estimate. On the other hand, the MAD\(_{gq}\) method performs much better. This matches with the assumptions made by the two different types of methods.
(a) Frobenius norms for the imputed covariance matrices from the low-rank graph quilting, the MAD<sub>gq</sub> procedure, and zero imputation methods as compared to the full covariance matrix from simulated data. Best performing are boldfaced.

(b) F-1 scores for edge selection from the low-rank graph quilting methods, the MAD<sub>gq</sub> procedure, and zero imputation, when compared the edges selected from the graphical Lasso on the full empirical covariance matrix.

Table 5: Results from additional simulation studies. Best performing methods are boldfaced.
Table 6: Proportion of edges from the imputed portion of the estimated functional connectivity network which link two neurons of the same tuning category for each low-rank graph quilting method. Results for $K=2, \phi=150$ in the Allen Institute data.

**F Neuronal Tuning Results**

In Table 6, we compare the selected functional connections by each low-rank graph quilting method in the unobserved portion of the covariance matrix by neuronal tuning. As mentioned in the main text, we expect Neurons are categorized by 8 categories of angular tuning and 5 categories of frequency tuning. Generally, the performance of the different low-rank graph quilting methods is relatively similar for finding functional connections with matching angular tuning, while the approximate low-rank assumption appears to generally perform better for frequency tuning. We also see that all of the low-rank graph quilting methods find functional connections between neurons with the same tuning at similar rates as when the full data is observed and at a substantially higher rate compared the MAD$_{gq}$ method.

**G Real Data Inspired Simulation**

As mentioned in the main text, we see from our empirical studies that the gradient descent and block singular value decomposition methods tend to produce higher F-1 scores in the simulated data, while the nuclear norm penalization methods are more likely to have higher F-1 scores for both of the real data experiments. This can be explained by the structure of the true underlying covariance matrices as well as those of the imputed covariance matrices from each method. Figures 4a and 4b show the eigenvalues from the decomposition on the covariance matrix for the Allen Institute data and from the simulated data. As we can see, the real data have exponentially decaying eigenvalues, while the simulated data look almost exactly rank 1, with all other eigenvalues near 0. In Figures 4c and 4d, we see eigenvalues from the decomposition of the imputed covariance matrices from the nuclear norm penalization and the block singular value decomposition methods. In the former we see an exponentially decaying eigenvalue sequence, and in the latter, we see more of an exact low-rank structure. We explore this further in the simulation study below.

Here, instead of creating a rank-1 covariance matrix as the true fully observed covariance matrix in Section 3, we instead use the empirical covariance matrix from the Allen Institute calcium imaging data from Section 4. Specifically, we take the covariance matrix from the real data as the true underlying covariance matrix, and use it to simulate new data from a multivariate Gaussian distribution. As done with the previous simulations in Section 3, we then create from this simulated data a partially observed covariance matrix with $k$ patches of $\phi$ features each. With these, we impute the covariance matrices using the low-rank graph quilting methods and zero imputation, then apply the graphical Lasso to them to obtain graphical model estimates. Additionally, we ap-
Figure 4: Eigendecompositions on empirical and imputed covariance matrices.

ply the MAD to the partially observed covariance matrix to estimate the edges of the graphical model directly. The Frobenius norm and F-1 score metrics are used to compare the methods. As above, hyperparameter values for the nuclear norm and low-rank factorization covariance imputation methods are selected by optimal Frobenius norm scores with respect to the true full covariance matrix, while hyperparameter selection for the graphical Lasso step, when applicable, is performed using oracle sparsity tuning with respect to the full empirical covariance matrix.

In this simulation, we let $p = 227$ as in the Allen Institute dataset. Tables 7a and 7b show results for $n = 10000, 15000, 20000, 25000,$ and $30000$, with $k = 2$ and $o = 150$. Tables 8a and 8b for $o = 130, 140, 150, 160,$ and $170$ with $k = 2$ and $n = 20000$. Tables 9a and 9b show the results for $k = 2, 3, 4, 5$ and $6$, for $n = 20000$ and $o = 150, 100, 75, 60,$ and $50$, respectively. In these simulations, we see that the nuclear norm penalization methods now generally have higher F-1 scores compared the block singular value decomposition and the gradient descent methods for edge recovery of the graph from using the full covariance matrix; this falls more in line with what was seen in the results from the real data studies in Section 4, and the opposite of the results seen in Section 3. Otherwise, we see similar patterns in terms of changes in performance based on changes to simulation parameters that we do in Section 3.
### Table 7: Results from the low-rank graph quilting methods, the MAD\(_{gq}\) procedure, and zero imputation compared to results for the full empirical covariance, in new data simulated using the empirical covariance matrix from the Allen Institute data. The sample size \(n\) is changed.

| Model | \(n = 10000\)     | \(n = 15000\)     | \(n = 20000\)     | \(n = 25000\)     | \(n = 30000\)     |
|-------|-------------------|-------------------|-------------------|-------------------|-------------------|
| BSVD\(_{gq}\), LR   | 3.258 (0.431)     | 3.115 (0.450)     | 3.215 (0.414)     | 2.984 (0.423)     | 3.152 (0.397)     |
| BSVD\(_{gq}\), ALR  | 3.249 (0.459)     | 3.076 (0.417)     | 3.212 (0.458)     | 2.976 (0.426)     | 3.226 (0.384)     |
| LRF\(_{gq}\), LR    | 3.365 (0.446)     | 3.080 (0.433)     | 3.181 (0.439)     | 3.035 (0.471)     | 3.167 (0.404)     |
| LRF\(_{gq}\), ALR   | 3.376 (0.395)     | 3.092 (0.428)     | 3.220 (0.465)     | 3.055 (0.467)     | 3.098 (0.435)     |
| NN\(_{gq}\), LR     | 2.697 (0.340)     | 2.705 (0.341)     | 2.578 (0.397)     | 2.941 (0.387)     | 2.768 (0.335)     |
| NN\(_{gq}\), ALR    | **1.405** (0.301) | **1.634** (0.340) | **1.418** (0.317) | **1.105** (0.305) | **1.302** (0.265) |
| Zero Imputation    | 4.213 (0.515)     | 4.097 (0.490)     | 4.063 (0.475)     | 4.244 (0.506)     | 4.221 (0.464)     |

(a) Frobenius norms for the imputed covariance matrices from the low-rank graph quilting and zero imputation methods as compared to the full covariance matrix.

| Model  | \(n = 10000\)     | \(n = 15000\)     | \(n = 20000\)     | \(n = 25000\)     | \(n = 30000\)     |
|--------|-------------------|-------------------|-------------------|-------------------|-------------------|
| BSVD\(_{gq}\), LR   | 0.795 (0.042)     | 0.793 (0.037)     | 0.798 (0.035)     | 0.791 (0.033)     | 0.796 (0.034)     |
| BSVD\(_{gq}\), ALR  | 0.866 (0.037)     | 0.810 (0.036)     | 0.825 (0.029)     | 0.838 (0.030)     | 0.832 (0.029)     |
| LRF\(_{gq}\), LR    | 0.791 (0.039)     | 0.794 (0.035)     | 0.787 (0.033)     | 0.789 (0.032)     | 0.793 (0.028)     |
| LRF\(_{gq}\), ALR   | 0.860 (0.034)     | 0.807 (0.035)     | 0.824 (0.031)     | 0.838 (0.027)     | 0.832 (0.026)     |
| NN\(_{gq}\), LR     | 0.805 (0.033)     | 0.764 (0.038)     | 0.788 (0.030)     | 0.715 (0.027)     | 0.711 (0.028)     |
| NN\(_{gq}\), ALR    | **0.875** (0.031) | **0.866** (0.026) | **0.887** (0.023) | **0.853** (0.023) | **0.860** (0.024) |
| MAD\(_{gq}\)        | 0.442 (0.050)     | 0.449 (0.045)     | 0.401 (0.049)     | 0.461 (0.044)     | 0.445 (0.042)     |
| Zero Imputation    | 0.558 (0.048)     | 0.411 (0.049)     | 0.541 (0.046)     | 0.559 (0.042)     | 0.508 (0.044)     |

(b) F-1 scores for edge selection for the low-rank graph quilting methods compared the edges selected from the graphical Lasso on the fully observed covariance.
(a) Frobenius norms for the imputed covariance matrices from the low-rank graph quilting and zero imputation methods as compared to the full covariance matrix.

| Model       | \(K = 2, \sigma = 130\) | \(K = 2, \sigma = 140\) | \(K = 2, \sigma = 150\) | \(K = 2, \sigma = 160\) | \(K = 2, \sigma = 170\) |
|-------------|--------------------------|--------------------------|--------------------------|--------------------------|--------------------------|
| BSVDgq, LR  | 0.612 (0.040)            | 0.693 (0.036)            | 0.798 (0.035)            | 0.820 (0.035)            | 0.845 (0.026)            |
| BSVDgq, ALR | 0.660 (0.038)            | 0.765 (0.033)            | 0.825 (0.029)            | 0.871 (0.024)            | 0.903 (0.023)            |
| LRFgq, LR   | 0.608 (0.041)            | 0.701 (0.033)            | 0.787 (0.033)            | 0.818 (0.027)            | 0.843 (0.033)            |
| LRFgq, ALR  | 0.661 (0.035)            | 0.766 (0.031)            | 0.824 (0.036)            | 0.865 (0.029)            | 0.897 (0.021)            |
| NNgq, LR    | 0.422 (0.038)            | 0.525 (0.034)            | 0.788 (0.030)            | 0.824 (0.030)            | 0.819 (0.029)            |
| NNgq, ALR   | 0.550 (0.039)            | 0.783 (0.031)            | 0.887 (0.023)            | 0.884 (0.026)            | 0.905 (0.025)            |
| MAD_gq      | 0.336 (0.050)            | 0.365 (0.046)            | 0.401 (0.049)            | 0.436 (0.045)            | 0.592 (0.044)            |
| Zero Imputation | 0.423 (0.048) | 0.525 (0.049) | 0.541 (0.046) | 0.515 (0.050) | 0.596 (0.041) |

(b) F-1 scores for edge selection for the low-rank graph quilting methods compared the edges selected from the graphical Lasso on the fully observed covariance.

Table 8: Results from the low-rank graph quilting methods, the MAD_gq procedure, and zero imputation compared to results for the full empirical covariance, in new data simulated using the empirical covariance matrix from the Allen Institute data. The patch size \(\sigma\) is changed.
| Model         | $K = 2, o = 150$ | $K = 3, o = 100$ | $K = 4, o = 75$ | $K = 5, o = 60$ | $K = 6, o = 50$ |
|--------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| BSVDgq, LR   | 3.215 (0.414)   | 3.513 (0.435)   | 3.601 (0.464)   | 5.302 (0.463)   | 5.586 (0.524)   |
| BSVDgq, ALR  | 3.212 (0.458)   | 3.574 (0.406)   | 3.656 (0.475)   | 3.628 (0.424)   | 4.200 (0.506)   |
| LRFgq, LR    | 3.181 (0.439)   | 3.923 (0.457)   | 3.852 (0.425)   | 5.019 (0.503)   | 5.254 (0.467)   |
| LRFgq, ALR   | 3.220 (0.465)   | 3.576 (0.445)   | 3.557 (0.433)   | 3.529 (0.479)   | 4.202 (0.498)   |
| NNgq, LR     | 2.578 (0.397)   | 4.138 (0.411)   | 4.838 (0.424)   | 4.849 (0.453)   | 5.647 (0.459)   |
| NNgq, ALR    | **1.418 (0.317)** | **2.192 (0.350)** | **2.125 (0.363)** | **2.986 (0.327)** | **3.957 (0.386)** |
| Zero Imputation | 4.063 (0.475)   | 5.442 (0.457)   | 5.282 (0.456)   | 5.215 (0.440)   | 5.734 (0.482)   |

(a) Frobenius norms for the imputed covariance matrices from the low-rank graph quilting and zero imputation methods as compared to the full covariance matrix.

| Model         | $K = 2, o = 150$ | $K = 3, o = 100$ | $K = 4, o = 75$ | $K = 5, o = 60$ | $K = 6, o = 50$ |
|--------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| BSVDgq, LR   | 0.798 (0.035)   | 0.736 (0.039)   | 0.628 (0.032)   | 0.608 (0.033)   | 0.462 (0.045)   |
| BSVDgq, ALR  | 0.825 (0.029)   | 0.757 (0.036)   | 0.689 (0.043)   | 0.660 (0.036)   | 0.482 (0.049)   |
| LRFgq, LR    | 0.787 (0.033)   | 0.739 (0.038)   | 0.649 (0.045)   | 0.610 (0.043)   | 0.465 (0.042)   |
| LRFgq, ALR   | 0.824 (0.031)   | 0.756 (0.032)   | 0.682 (0.038)   | **0.673 (0.035)** | **0.499 (0.048)** |
| NNgq, LR     | 0.788 (0.030)   | 0.563 (0.040)   | 0.578 (0.042)   | 0.535 (0.039)   | 0.353 (0.044)   |
| NNgq, ALR    | **0.887 (0.023)** | **0.789 (0.032)** | **0.690 (0.046)** | **0.545 (0.042)** | **0.412 (0.042)** |
| MAD$_{sq}$   | 0.401 (0.049)   | 0.363 (0.045)   | 0.336 (0.048)   | 0.242 (0.039)   | 0.197 (0.031)   |
| Zero Imputation | 0.541 (0.046)   | 0.456 (0.044)   | 0.458 (0.039)   | 0.443 (0.043)   | 0.257 (0.028)   |

(b) F-1 scores for edge selection for the low-rank graph quilting methods compared the edges selected from the graphical Lasso on the fully observed covariance.

Table 9: Results from the low-rank graph quilting methods, the MAD$_{sq}$ procedure, and zero imputation compared to results for the full empirical covariance, in new data simulated using the empirical covariance matrix from the Allen Institute data. The number of patches $k$ is changed.