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ABSTRACT
Beginning in April 2020, we gathered partial county-level data on non-pharmaceutical interventions (NPIs) implemented in response to the COVID-19 pandemic in the United States, using both volunteer and paid crowdsourcing. In this report, we document the data collection process and summarize our results, to increase the utility of our open data and inform the design of future rapid crowdsourcing data collection efforts.

1 INTRODUCTION
In early April 2020, we launched an effort to collect crowdsourced county-level data on policy interventions aimed at curbing the spread of COVID-19 in the United States.

This was prompted by the fact that, at the beginning of the COVID-19 pandemic, effective pharmaceutical interventions such as vaccines were not yet available. Public health authorities instead relied on a strategy of reducing transmission by limiting social contacts, using a class of policy interventions referred to as non-pharmaceutical interventions (NPIs). However, this policy response varied greatly in timing and scope. One reason for this is that in the United States, the authority for imposing public health restrictions is often held at the county level [6]. Though in almost all areas, state-wide ordinances were eventually put in place, this often occurred after county-level measures were implemented, and the exact nature of the restrictions often differed. As one concrete example, a judge in Harris County, Texas issued a stay-at-home order that took effect on March 24, 2020, while a similar state-wide order did not come into effect in Texas until April 2, 2020.

Given the large number of U.S. counties and county equivalents (3,243 in 2020), this heterogeneity posed both a challenge for data collection and an opportunity for comparative causal analyses that could give estimates of the effectiveness of various policies.

To address this data collection challenge, we initially focused on volunteer-driven crowdsourcing of information on policies in different counties. Based on the distribution of responses, which had significant gaps in areas of the country with low population density, we then conducted paid crowdsourcing by employing workers on Amazon Mechanical Turk (AMT) to explore whether this would allow us to gather country-wide data.

We are sharing this report in order to document the process by which we collected our data, to facilitate analysis and re-use of our open dataset (http://hci.st/socialdistancing-dataset), and to share the challenges encountered during the process with researchers interested in developing tools for rapid crowdsourced data collection in response to developing public health crises.

2 SURVEY DESIGN
We began the project on March 23, 2020, less than two weeks after the WHO declared COVID-19 a pandemic on March 11. Given the need to collect county-level data on non-pharmaceutical interventions, volunteer crowdsourcing seemed like a promising option, as we expected people would already be familiar with the NPIs in place in their local area, or else be able to leverage their familiarity with local information sources to gather that information effectively.

After considering a variety of alternative designs (including wiki-style interfaces and shared spreadsheets), we decided that a survey implemented using the Qualtrics platform was the best option for our project, since it would allow us to begin data collection quickly, without the development and extensive testing that a custom solution would have entailed.

In addition to questions on local non-pharmaceutical interventions, we also asked respondents questions about their personal compliance with local NPIs and the estimated level of compliance in their immediate area. It was unclear in the early stage of the pandemic the degree to which populations would comply with restrictive NPIs, and whether this would vary geographically.

If we already had three or more responses for a given county, we directed respondents directly to the compliance questions, since we anticipated that a larger sample size would be needed to obtain meaningful results. We conducted several rounds of data collection and updated the per-county counts of valid responses after each round was complete. As a consequence, counties that surpassed the three-response threshold during a round continued to receive more responses, and sometimes exceeded our requirements.
2.1 Local NPI Questions
We focused on the following types of policies, relying on the domain expertise of the authors with backgrounds in epidemiology and pandemic control.

- Non-Essential Business Closures
- K-12 School Closures
- College / University Closures
- Religious Services Closures
- Lockdown or “Stay-at-home” Orders

Notably, we did not consider mask mandates or other policies related to mask-wearing, because at the initial stage of the pandemic when we were designing our survey, such policies had not been widely implemented. Guidance from the CDC discouraged widespread mask wearing until April 3rd, and the first state-wide mask mandate was issued on April 10th.

For each policy, we asked volunteers if the NPI had taken effect in their county, if it had ended at the time they completed the survey, and to provide a start date and end date if appropriate. We encouraged volunteers to add a source URL to allow verification of their answers, but did not require it, because we anticipated that this would decrease the number of responses we might receive.

We asked that volunteers follow a number of conventions when answering the survey — for example, if there were multiple dates (e.g. some schools closed earlier than others) we asked volunteers to pick the earliest one they were aware of. For school closures, we asked that the recorded start date match the first day students were not in school (including weekends and spring break periods), rather than the first missed school day after the policy took effect. For religious service closures, we asked for the earliest date, including both voluntary and government-imposed closures.

2.2 Local Compliance Estimates
If respondents indicated that they were reporting information on a county were they currently lived, we asked optional questions about their own social distancing practices and what they had observed around them. We included three questions that used a critical incident analysis strategy by asking participants about how recently they had left their home, how recently they had seen someone in their area violate social distancing guidelines (defined as not maintaining a six foot distance) and how recently they had personally come within six feet of someone outside of their household.

3 SURVEY DISTRIBUTION
We designed a landing page with a prominent call-to-action, and a visualization of current data collection progress. This interactive visualization also allowed visitors to the page to see the data we had collected (see Figure 1). The visualization was updated intermittently with new data.

We first added data gathered by the development team while piloting the survey, and then distributed it to friends and family to collect initial responses. This was done in an attempt to avoid a “cold-start” problem, as we thought that volunteers would be more likely to contribute if they saw that some data had already been populated. Entries for 50 counties were completed before the public launch.

On April 6th 2020, we launched the site publicly, and promoted it on various social media platforms. We also worked with the Stanford Engineering communications office to create a press-release describing the crowdsourcing effort, and then did another round of social media promotion after this launched on April 13th 2020.

4 VOLUNTEER CROWDSOURCING RESULTS
We received 5,318 responses to our survey following the public launch. Our final crowdsourced dataset includes information for 415 US counties. This includes the initial responses that were populated by the team members and pilot participants prior to the public
Whenever possible, but some entries do not have URLs, either due to oversights in the verification process, or rare cases when several volunteer respondents agreed on the date but the verifier was unable to locate a source. We did not explicitly ask verifiers to seek out policy end dates missing for almost all responses, usually because we asked about current restrictions at the time of survey completion, most of the dates were in the period of March and April 2020, when the majority of data was collected, with a small number of responses from months later.

Figure 2 shows the geographic distribution of information gathered for one NPI category (Business Closure dates).

The dataset consists mainly of information on policy start dates, with policy end dates missing for almost all responses, usually because the NPIs had not been lifted when the response was added or verified. We did not explicitly ask verifiers to seek out policy end date information that was not present in the volunteer responses.

There was a high rate of error in the volunteer responses. Common error types included using information on the wrong type of policy (e.g. using school closure information in place of a lockdown order), using the publication date of an order or news article instead of the date that the policy took place, not finding the earliest order that applied to the county, not following conventions to account for weekends and spring break periods, and not distinguishing between closure of non-essential business closures and narrower closure orders that only affected high-risk businesses.

Some but not all errors were caught by the verification process, and caution should still be taken regarding all of these potential error sources when using the data.

Initially, responses were verified by the Stanford team members that designed the survey. The verification workflow used by the Stanford team members did not follow an explicit protocol. Later, employees at the University of Virginia Biocomplexity Institute validated dates and sources using a workflow developed by the survey team (see appendix for complete workflow). The counties verified by the UVA team members had received at least three partial responses, or 1-2 responses which contained source URLs for each completed question.

We include a source URL for each start or end date in the dataset that only affected high-risk businesses.

6 PAID CROWDSOURCING RESULTS

6.1 Accuracy by number of responses and aggregator choice

We considered two important dimensions in analyzing the paid crowdsourcing data: the number of worker responses per county and the choice of aggregator. The analysis based on the first round of data collection informed design choices for subsequent rounds of data collection, as it enabled us to estimate the number of responses needed per county to achieve an acceptable error rate.

In Georgia, Massachusetts, and California, we collected up to eight responses per county and computed the average error in days using four types of aggregators:

- The optimal aggregator: selecting the submitted date that is closest to the verified true date. This requires the availability of human-verified dates, and so is shown only for comparison purposes, as it allows for error decomposition into the
To estimate the average error that would have been observed with Tech Report, March 2021, Stanford, CA Ritchie, et al.
sure, Lockdown, and Religious Closure questions is the statewide dates across states and question types. The baseline for Business Clo-
quantified the level of error present in the crowdsourced policy Lockdown and Business Closure data for Georgia from UGA), we
Using our verified data for 47 counties (as well as School Closure,
6.2 Accuracy heterogeneity by state and question type
Using our verified data for 47 counties (as well as School Closure, Lockdown and Business Closure data for Georgia from UGA), we quantified the level of error present in the crowdsourced policy dates across states and question types. The baseline for Business Closure, Lockdown, and Religious Closure questions is the statewide lockdown date, whereas the baseline for School Closure and College Closure questions is the statewide school closure date.
Figure 4 shows that data aggregated from AMT significantly reduced the error for Georgia for the Business Closure question and the Religious Closure question.
Without correction for multiple comparisons, we cannot show that our Mechanical Turk workflow is able to significantly lower the error rate in general, but this does provide evidence that it might be useful for some combinations of state and policy type [7]. California and Massachusetts displayed relatively low variance in initial NPI roll-out dates, while Georgia had much higher variance. Thus, we can form a post-hoc hypothesis that county-level data from paid crowdsourcing might outperform the state-wide policy information baseline for certain states with high heterogeneity at the county-level. Other states with high levels of variation include Missouri, Nebraska, Tennessee, and Pennsylvania [11].

6.3 Prioritizing the most reliable turkers
We noticed that the error level varied widely depending on which AMT worker completed the task. We performed an experiment to see if this could be used to improve the quality of our results. Sixty-four workers with low average error in previous tasks (< 3 days) were given a unique qualification. This pool of workers provided four additional responses for each county in Massachusetts, and we compared their responses to those provided by in-state workers without such qualification. However, we did not find significant differences when comparing error rates among the two groups.
Interestingly, for this round of data collection, taking the minimum of the response dates resulted in lower average error than the median aggregator (contrary to what we observed in the initial round of paid crowdsourcing). In addition to the changes to worker qualifications, one factor that may have contributed to this shift is that more time had elapsed since the NPIs of interest had been implemented. The bias in the minimum aggregator might have compensated for the increased likelihood of workers reporting more recent interventions instead of the first intervention to occur in a county.

6.4 Error analysis
We analyzed the specific errors found in the a subset of the crow-
sourced data to inform future survey designs, and found that the following were among the most common classes of error:

- Using information on more recent NPIs
- Not using reliable data sources such as official orders
- Data input errors (e.g. reporting the month incorrectly)
- Using the article publication date rather than the date the policy took effect.

We subsequently revised the data collection instructions to point out these common mistakes and encourage workers to avoid them. A large portion of the error seems to be caused by outlier dates (due to data input errors or using more recent NPIs), which could be prevented by enforcing a pre-defined range for the policy start dates that workers can report, either during the data collection process or a verification process.
6.5 Comparing lightweight and checklist-based verification workflows

We developed two AMT workflows for verification. One was intended to be faster to complete, asking workers to check whether the date could be found in any of the provided sources (the lightweight method), while the other (the checklist method, or “heavyweight” method) guided them through a series of questions based on the analysis of common errors reported in the previous section.

We found that while we could greatly reduce the error in the data through verification, the number of verifiers required to meaningfully reduce the average error (five) was large enough for this process to be cost-prohibitive. The unit cost to verify a single question was $3.68, meaning that each county would cost $18.40 per verifier. Because of this, we decided aggregate the initial responses rather than relying on an explicit verification workflow.

We did not observe large differences between the error rates in the results obtained via the lightweight and checklist methods.

7 FOLLOW-UP DATA COLLECTION

We gathered additional NPI data through paid crowdsourcing in February 2021, following the same methods used in the previous rounds of data collection. We prioritized counties with high per capita rates of COVID infection. Due to the much larger time interval that had elapsed since the introduction of county-level NPIs early in the pandemic, we expect that the error rate in this data is higher than what was observed in earlier rounds of data collection.

8 DISCUSSION AND FUTURE WORK

How to employ untrained volunteers or crowd workers to collect complex policy information, while ensuring a reasonable level of data quality, remains an important area for future investigation. In general, we found that the verification process for data collected in this way was time consuming, often requiring more time than the initial data collection. In particular, the most challenging aspect of the process was that verifiers needed to search for relevant dates in the provided source documents (or find a missing source if no URL was provided), and then parse the language in that document to establish its correctness, which might not be trivial. Consider the sentence “The directive will take effect upon close of business Friday”, which requires the verifier to consider the publication date of the article. Giving respondents tools for annotating the specific passages in a source document that support claims about NPI start and end dates might be useful for improving the efficiency of the verification process.

We also explored soliciting a large number of responses through paid crowdsourcing and aggregating the resulting policy start date information without an explicit verification process. However, besides requiring much greater amounts of crowdsourced data, it is unclear how to validate whether the error levels from aggregated estimates are acceptable, especially if finding high-quality ground truth data is difficult, as was the case for data on NPI measures at the beginning of the pandemic. Our results also suggest that the relative performance of different aggregation methods might vary depending on the time interval that has elapsed between the policy event of interest and data collection.

Another possible alternative is to increase the initial data quality level by relying on trained volunteers or crowd workers to gather data, rather than allowing a large number of novices to contribute policy information. This strategy resulted in high data quality in another crowdsourced county-level NPI data collection effort [2].

Even if the error rate was reduced through these or similar measures, a more complicated database schema would be necessary to capture the full complexity of the NPI rollout. Our assumption that for each NPI there would be a single unambiguous start and end date was often inaccurate because of variation below the county level. Municipalities often imposed their own restrictions. K-12 school closures often occurred at the school board level, which do not map precisely onto counties or municipalities. College closures were decided by individual schools, and some counties contained multiple colleges, or none.
We attempted to add conventions to our volunteer and crowd worker instructions and verification instructions to resolve these and other related difficulties. However, adding clarifications and caveats to these workflows made them more cognitively demanding, and this type of guidance was sometimes ignored. This might suggest a need for different workflows for each type of policy intervention that take into account the different relevant geographic entities, rather than trying to gather all policy information at the county level using a common workflow.

Another limitation of the dataset is that over time the source URLs may become outdated due to "link rot" and the information used by respondent or verifier may no longer be accessible [10]. To avoid this in future data collection efforts, automated or manual retrieval and storage of the source documents themselves, rather than URLs, would be ideal.

Similarly, the data collection task becomes more difficult as time progresses, since volunteers and crowd workers may have a harder time accessing relevant sources, and more irrelevant material (for example, news stories about subsequent policy interventions) will be present. This indicates a need for rapid response when collecting this type of policy information.

A final challenge we encountered, that is likely to recur in future crowdsourcing efforts, was the difficulty of reaching remote and less populous counties. We relied mainly on promotion through social media, starting with our own personal and professional networks. This resulted in more responses in California and Virginia, where most of our team was based. In comparison, Figure 1 shows that large areas of the central US received no responses. This could have been ameliorated through other forms of volunteer recruitment, such as targeted advertising. However even with such strategies, reaching rural areas will remain challenging, since there are simply less potential volunteers, and finding information is complicated by lower levels of news media coverage. Our response to this issue was to explore paid crowdsourcing to fill gaps in volunteer recruitment, but crowd workers will be less familiar with local policies and information sources than local volunteers. Leveraging crowdsourcing to serve these areas of low population density is a potential research area for the emerging subdiscipline of Rural HCI [4].

9 OTHER DATA COLLECTION EFFORTS

In parallel to our efforts, other parties collected similar county-level NPI datasets, some of them using crowdsourcing methodologies. Ebrahim et. al. led an effort using trained volunteers to collect information on NPs in 1,320 US counties [2]. Keystone Strategy led an NPI collection effort focused on the most populous US counties [8].

The COIVIDVIS project also collected a number of NPI dates [11]. The Center for the Ecology of Infectious Diseases Coronavirus Working Group gathered detailed county-level NPI information for Georgia [3]. The HIT-COVID Collaboration, a large (200+ collaborator) volunteer team, created the dataset described in Zheng et al. which contains over 10,000 records, including the majority of measures implemented in most African countries. [13] Complexity Science Hub Vienna gathered hierarchically clustered information on NPIs in 57 countries, over 6,000 records, including partial information on regional measures in the United States [1]. This data was used to compare the effectiveness of NPI measures worldwide [5].

Cross-referencing and synthesizing these datasets may allow for detection of errors and for coverage of a larger number of counties across longer timescales.
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socialdistancing.stanford.edu - verification instructions v1.0

Start with the state name and county name that you are verifying.

Search the Qualtrics output spreadsheet using “CTRL-F” to find the data on the county

Create a new row on the dataset spreadsheet (http://hci.st/socialdistancing-dataset) using “Right-click > Insert row”. Keep the dataset spreadsheet sorted in alphabetical order by state and county.

There are six questions to verify.

- Have non-essential businesses been ordered to close?
- Have local K-12 schools closed?
- Have local colleges and universities closed?
- Have any in-person religious gatherings been canceled?
- Have officials ordered residents to stay at home except for essential activities?

You should also check the comments field for useful information, but you can ignore all other questions. Link to full question list

For each of the six questions, there are six subfields. For example, for the non-essential business closure question:

- business_closed - Yes/No, have non-essential businesses in this community closed
- business_closed_date - Date (YYYY-MM-DD) - the date businesses closed
- business_closed_url - a source URL to verify this information
- business_open - Yes/No, have non-essential businesses in this community reopened
- business_open_date - Date (YYYY-MM-DD) - the date businesses reopened
- business_open_url - a source URL to verify reopening information

If business_closed is set to Yes, you should populate the business_closed_date and business_closed_url subfields (the same applies to business_open, business_open_date and business_open_url)

The other 5 questions have identical field structures (e.g. school_closed, college_closed, lockdown_closed, etc.).

The fields are the same in the Qualtrics output spreadsheet and the http://hci.st/socialdistancing-dataset spreadsheet, so you can copy information directly to the dataset spreadsheet once you have verified it.
If volunteers provided URLs, you should open that webpage and confirm the restriction and date information. Then add those three fields to the spreadsheet. Try to check every URL. You may have to adjust the date slightly (see Clarifications, below).

If volunteers do not provide URLs, but they generally agree that a restriction is in place, you need to find the missing date and source information manually.

Finding missing information

If http://hci.st/socialdistancing-dataset has information on other counties in the same state, and it agrees with the dates given by participants, check if the sources are consistent with a state-wide restriction. However, you should still look for a local news source or government posting that is county-specific if possible.

You can check this list of state executive orders, some of which apply to specific counties: https://web.csg.org/covid19/executive-orders/

You can use these Google queries to check each question:

**Non-essential business closure**

```
[state name] [county name] businesses closed
```

**K-12 school closure**

```
[state name] [county name] schools closed
```

**College / university closure**

```
[state name] [county name] college closure
[state name] [county name] university closure
```

**Religious gathering closure**

```
[state name] [county name] church online
```

**Stay-at-home / shelter-in-place / lockdown**

```
[state name] [county name] stay at home
[state name] [county name] shelter in place
```

If the volunteer only provides a top-level URL (e.g. cnn.com), add that to the end of the search string.

Twitter is a good place to find university closure information. Facebook and Youtube are good places to find when religious services moved online.
If that doesn't find source information, try a few other queries. If you still can't find a source,

1. If there are several crowdsourced answers with the same date, use that date and leave the *_.url* field blank to indicate a missing source.
2. Find a source for the state-level restriction that applies (if any) and use the corresponding date.

If you can't find information about religious gathering cancellations, check if there is a gathering size limitation (e.g. max 10 people can gather in the same location). You can assume that this caused religious gathering closures unless there is evidence to the contrary (from your google search or from participant responses).

**Clarifications**

Religious gatherings might be canceled because the organization chose to cancel, or because officials required them to be canceled.

For school closures, college closures or religious gathering closures, we record the first date we can find for that county.

If multiple business closure or lockdown restrictions are in place in a county (for example, if there are two different towns that have different policies), choose the most restrictive policy you are aware of for the corresponding questions.

We record the date a restriction the order took effect (e.g., first day people were ordered to stay home, the first canceled Sunday church service), not the date the restriction was announced.

For school and university closures, we record the first day students were not in school

- If the first day schools were closed was a Monday, we put the Saturday of the previous week as the school closure date, since we assume students are not in class on weekends
- If the cancellation was announced while students were on Spring Break (often the case for both K-12 schools and universities), pick the first day of Spring Break. Search for [college name] spring break dates or [school board] spring break dates to find this information.

If an order only closes only a specific subset of businesses (e.g. bars, restaurants and movie theaters), we do not consider this as a non-essential business closure. We only record orders that close all businesses except a subset of essential businesses.