The Hormesis of Thinking: A Deeper Quantum Thermodynamic Perspective?
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Abstract

We are able to read this because of quantum and thermodynamic principles that via an inorganic proton gradient, possibly generated 4.2 billion years ago, gave rise to a system that has an awareness of time and space by using energy to integrate information. Life can be described as a dissipative system driven by an energy gradient that uses information to positively reinforce its self-sustaining structure, which in turn increases its non-linear decisional capacity.

In a world where a larger proportion of individuals are longer lived thanks to reduced infection and enhanced nutritional availability, old age is often associated with a prolonged period of disability before death- a state of morbidity expansion. In particular, the ageing process is associated with increased frailty and declining cognitive abilities. One of the main reasons for this may be the removal of hormetic stresses (hormetins) from our environment. For instance, we have removed the need for significant physical activity, reduced our intake of bioactive plant compounds, largely removed exposure to extremes of temperature, and critically, taken away seasonal food availability. It might also suggest that too much "brain stress", especially if chronic, could be detrimental- a lack of sleep could be a prime example.

In an increasingly technologically driven society, an individual’s ability to adapt to new environmental stresses is essential. This involves the ability to think clearly and to walk and move with as little physical effort as possible. Hormesis describes a biological epiphenomenon that is central to evolution: the ability to adapt to environmental stresses. The basic principle has been intrinsically understood throughout history by the phrase, "what does not kill you makes you stronger". This phrase should be extended to what doesn't kill you not only makes you stronger, but longer lived and smarter. Hormesis may not enable us to live for ever, but it might improve functional longevity and cognitive reserve. However, it would also suggest that too much "brain stress", especially if chronic, could be detrimental.

Introduction to Cognitive Hormesis

Hormesis describes a biological epiphenomenon that is central to evolution: the ability to adapt to environmental stresses. The basic principle has been intrinsically understood throughout history by the phrase, "what does not kill you makes you stronger". This phrase should be extended to what doesn't kill you not only makes you stronger, but longer lived and smarter. Hormesis may not enable us to live for ever, but it might improve functional longevity and cognitive reserve. However, it would also suggest that too much "brain stress", especially if chronic, could be detrimental.

In a world where a larger proportion of individuals are longer lived thanks to reduced infection and enhanced nutritional availability, old age is often associated with a prolonged period of disability before death- a state of morbidity expansion. In particular, the ageing process is associated with increased frailty and declining cognitive abilities. One of the main reasons for this may be the removal of hormetic stresses (hormetins) from our environment. For instance, we have removed the need for significant physical activity, reduced our intake of bioactive plant compounds, largely removed exposure to extremes of temperature, and critically, taken away seasonal food availability. It might also be argued that under some circumstances we have also reduced our need to think [1]. In fact, a poor lifestyle can reduce cognition at quite a young age [2]. In contrast, a healthier lifestyle does lead to a relatively reduced period of disability later in life [3]. Hormesis may thus lead to morbidity compression.

There are at least six key factors that may shed light on how hormesis maintains cognitive function. The first is that inflammation can accelerate cognitive decline and is linked to the ageing process [4-6]. Secondly, the mitochondrion is implicated both in the inflammatory and ageing process [7-9]. Thirdly, there is a fundamental relationship between energy and information [10]. The fourth is that information is describable as a thermodynamic entity [11]. The fifth concept refers to the emergence of order in complex systems when subject to perturbation and life as a dissipative system [12,13]. This ties in with the idea that life exhibits negative entropy [14], which via quantum mechanics, leads to the emergence of a new field of "quantum biology" [15]. The sixth concept is the importance of integrating the fields of thermodynamics and quantum physics as "quantum thermodynamics" [16]; life must certainly obey principles of both thermodynamics and quantum physics [17]. Thus information is a key to life, as it enables time awareness by learning from the past to predict the future. In fact, it could be said that intelligence, in its broadest sense, is part of the definition of life. This suggests that hormesis was not only essential in the evolution of advanced intelligence, but also in maintaining it [18] with the mitochondrion playing a key role [19].

Is it therefore possible that things that make the brain "work", which have been shown to slow cognitive decline such as environmental enrichment, "brain training" and physical activity [20-23], can be considered hormetic? Does "thought" make the brain more robust? In engineering terms, robustness is a product of negative feedback, and when applied to biological systems, represents conditions (parameters) for which the system evolved for; if exposed to conditions outside of this, it tends to become more fragile [24]. It is thus interesting that...
network control theory is being used to described cognitive reserve, with connectivity being very important and the brain is viewed as a dynamic network [25]. In this paper we aim to bring together aspects of quantum thermodynamics, mitochondrial function and inflammation, to explain how they might be important in the maintenance of cognition. We argue that hormesis is fundamentally an informational process that enhances robustness and adaptive plasticity, and hence is pivotal to optimal cognitive health and is very likely to embrace quantum principles.

The Emergence of Quantum Biology

For a more general introduction to both quantum physics, and quantum biology, the reader is directed to these references [15,26-28]. Briefly, many scientists have toyed with the possibility that quantum physics can be used to explain biological phenomena. For example, Erwin Schrödinger in his 1944 book “What is life” predicted some of the basic characteristics of DNA before it had been discovered [14]. More recently, it has been suggested that quantum effects would have been selected for at the beginnings of life due to their ability to improve efficiency – in particular, quantum tunnelling and superposition [29,30]. Indeed, the concept of directed “quantum evolution” has been proposed, which could explain how the first “self-replicator” molecules arose using basic quantum principles and gets around the problem of how, given the enormous degrees of freedom even a relatively short 15-20 unit peptide or nucleic acid displays, could have arisen [31].

Although there is still much debate as to how the first steps of life evolved the ability to incorporate heritable information, there is perhaps a little more support for the role of quantum effects in metabolism. New data does suggest that the last universal common ancestor of all cells (LUCA) was an hydrogen-dependent autotroph using carbon dioxide as the ultimate electron acceptor, relying on iron-sulphur clusters for catalysis that may have originated in a hydrothermal setting [32]; gene ontology is suggesting that the earliest life was indeed metabolism-driven [33]. It is also thought that the earliest photosynthetic organisms were anoxygenic, but electron transport was fundamental to the process [34]. Thus efficient electron transport may well be a key component of life. In fact it has been long thought that electrons can move along enzymes in a manner similar to that observed in semi-conductors [35], which may be due to quantum tunnelling [36]. It also appears that enzymes also utilise proton tunnelling [37]. Life may use thermal vibrations to pump coherence, which results in a phenomenon known as quantum beating. There is thus an optimal zone where just the right amount of “noise” can result in enhanced coherence and tunnelling due to stimulating particular vibrational modes in proteins—so called vibronic coupling [38-41]. Moreover many biomolecules exhibit quantum criticality, displaying properties somewhere between an insulator and a conductor, so potentially acting as charge carriers [42]. For example tubulin, because of its high content of aromatic compounds containing delocalised pi electrons, may be important in coherent energy transfer within a cell [43,44].

It therefore seems that long-range electron tunnelling may occur in many proteins, in particular in oxidoreductases and key components of respiratory chains [46] and thus may be important in how mitochondria produce energy [46,47], ensuring a tight coupling between electron flow and protonation via redox tuning [48]. It is now also thought that photosynthesis utilises fundamental quantum principles, involving coherence and excitons to transfer energy efficiently [38,39,41]. This is especially interesting as lysozyme appears to demonstrate a Fröhlich condensate; Fröhlich suggested that terahertz radiation could be absorbed by proteins leading to them behaving as a series of coupled oscillators generating a macroscopic quantum effect [49]. If combined with the concept that the electro-magnetic (EM) fields generated by mitochondria can lead to water order, this suggests an overall protection against decoherence within the cell [50]. Indeed, it has been suggested that quantum coherence can be maintained for significant periods of time in complex biological systems as they can hover in a poised realm between the pure quantum and incoherent classical worlds [51]. It has also been proposed that quantum effects may play a role in ion channel selectivity; these ideas have been used to account for differences between those predicted by the Hodgkin-Huxley equation, which is a mathematical model describing how action potentials are initiated and propagated in nerves, and what has actually been observed in neural circuits [52,53]. In fact, some authors are now proposing that non-trivial quantum effects are possibly essential to explain biological systems, for instance explaining Levinthal’s paradox (in relation to macromolecule folding), information processing and quantum adaptive dynamics, as well as evolution and consciousness [54]. The take home message is that life seems to use basic quantum (thermodynamic) principles to function, which not only has optimised efficiency of energy transfer, but also to use it synchronise information transfer and potentially, storage.

The Quantum Mitochondria; Hormesis and the Evolution of Intelligence

It has long been thought that the mitochondrion is central to the ageing process. The most established theory was proposed by Harman in 1956 [55]. Although some aspects of Harman’s original theory have been challenged, the basic concept still appears to hold up; reactive oxygen species (ROS) play a key role in determining lifespan. Mitochondrial ROS is tightly controlled, so rather than being some random destructive force, it is now thought to be a key cellular signal. In fact, lifespan does not appear to be determined by the rate of living, but by how well controlled the ROS production is [56]. This of course suggests the efficient electron transport is key, which may well be controlled by quantum effects.

Declining cognition- a gradual loss of quantum coherence hinting at adaptive senescence?

Hayflick suggested that ageing was either programmed or a stochastic process leading to a loss of molecular fidelity associated with an increase in entropy and molecular disorder [57]. Some do favour the theory that ageing is non-adaptive and not specifically programmed [58]. However, others suggest programmed death of an organism is favoured by natural selection, as it ensures long-term stability of resources for the species [59]. The concept of programmed death of an organism to benefit the species was first suggested by Weismann in 1889 and following the discovery of apoptosis, it was given the name “phenoptosis” [60]. The fact that many forms of programmed cell death (PCD) do involve the mitochondrion may be of relevance in determining lifespan of a multicellular organism. Certainly PCD is thought to have evolved in prokaryotes [61]. This suggests that for life to remain functional, natural selection has to operate to constantly select for efficient systems while removing failing ones—in particular, in the case of eukaryotes, matching of mitochondrial genes encoded in the nuclear and mitochondrial DNA [62]. Of course this raises the question of whether or not natural selection would have evolved mechanisms that accelerate the demise of a system as it starts to malfunction, as it could potentially reduce the chances of survival of other, fitter systems—for instance, by production of too much ROS.

The lifespan of multicellular organisms is controlled by
mitochondrial ROS, with long lived animals displaying greatly reduced production, which is coupled with both decreased fatty acid saturation index, and counter-intuitively, with reduced anti-oxidant defences and DNA repair mechanisms; the reason being that energetically, it is far more efficient to reduce ROS production rather than compensate for its effects [56]. In this light, it is interesting that mitochondria can act as net sinks of ROS in a respiration-dependent manner, involving the thioredoxin/peridoxin system [63]. The underlying principle here is that mitochondria can direct electrons both towards the ETC for energy, or towards anti-oxidant systems and are thus central in redox signalling [64]. All of this tends to suggest that improving electron transfer efficiency, while minimising ROS, has been an important natural selective pressure for longevity.

It has been proposed that iron generated magnetic fields can reduce triplet states, decreasing ROS in biological systems; a pure quantum effect [65]. Briefly, two electrons if existing in a single orbital, can be said to exist in a singlet state when they have opposite spins, so the spin=0. If one of them is excited with extra energy and “rises” to a higher orbital but its spin direction switches, so as it now has the same spin as its partner, it cannot fall back due to Pauli’s exclusion principle – so it can potentially be more reactive; the triplet designation comes from the quantum description of the two electrons now having spin=1, as they can exist in three different values. This triplet state may be important in how many organisms detect the earth’s magnetic field, as the electrons remain entangled [66]. Putting this together with the observations that quantum tunnelling is important in ETC [46,47] there is a clear precedent not only for ROS in controlling lifespan and signalling, but that it is ultimately controlled by quantum effects. In particular, the maintenance of localised coherence to optimise electron flux [19].

Understanding this relationship between mitochondria, electrons, ROS and energy may therefore be key to our understanding of the longevity of neurons in the brain. For instance, the role of the astrocyte-neuron shuttle and how neurons protect themselves against oxidative stress; neurons preferentially use glucose to generate reducing equivalents via the pentose phosphate pathway (PPP), rather than using it for energy – the source of electrons for ETC appears to be supplied via astrocytes in the form of lactate and pyruvate [67]. Furthermore, astrocytes can deliver mitochondria to neurons after injury, so aiding their recovery [68], while mitochondria can be transferred between cell via nanotubes and prevent apoptosis [69].

Given that neurons have to last a lifetime in many organisms, controlling free radical production must underlie their longevity and maintenance of optimal cognitive function. Indeed, it has been suggested that because mitochondria naturally produce ROS, a process which its free living ancestor used for defence, management of ROS shaped eukaryote evolution, in particular, how cells compensate for the increased production of ROS during beta oxidation (e.g. by evolving peroxisomes). It would certainly go some way in explaining why neurons do not use fatty acids for fuel [70,71]. If we accept that quantum processes are key in energy generation and signalling, in particular in the ETC, a reduction in the ability to modulate coherence at the quantum level could underlie the ageing process and the ability to process information. The ability to maintain coherence would be linked to protein structure, which degrades with age. This of course takes us back to the idea of entropy, which may ultimately underlie the ageing process. An individual is generally doomed because its “system” slowly degrades. Reproduction allows a reshuffling of the genes and natural selection of the fittest combinations, enabling a new organism to be born young.

Given the enormous range of lifespan exhibited by animals, with a general trend for increasing intelligence being linked with longevity, then it might be predicted that this process can continue as long as there is selective pressure; which is a big question for mankind to consider. So to answer the original question, is lifespan stochastic or programmed, the answer is probably both, as the requirement to fulfill an ecological niche is determined by what is required to compete. There has not been selective pressure for animals to live for ever, as they would never evolve, so the natural propensity for a gradual increase in disorder in biological systems is only counter-acted by improved feedback systems where they provide a survival advantage (in effect, storage of information). Equally, if a species is short-lived in a particular niche, there is no pressure for individual members to live longer; if conditions change, there might even be pressure for phenoptosis to ensure natural selection. So when we view the ageing brain, it only lasts as long as it needs to, and given the process of PCD, it is clear that removal of damaged members (nodes) of a community can benefit the whole; this could extend from molecules, to organelles, to an individual multicellular organism. In effect, life can be viewed as a series of nested networks starting from the atomic all the way up to whole communities of individuals, but it is based on the essentially random quantum nature of everything. Critically, life as a whole keeps going, although individuals and species come and go – so fulfilling entropy. And this is where perturbation and thus hormesis becomes pivotal.

What hormesis tells us; order from chaos

Most forms of life display some sort of biphasic response to stress – low stress inducing adaptation, but too much causing damage. The prime example of this is the effects of calcium on mitochondrial function: mitochondria can rapidly take up calcium, which stimulates their function, but too much induces mitochondrial permeability transition and death [72]. The stress can come in many forms, ranging from compounds that inhibit cellular function, to hypoxia, to starvation, radiation and critically, physical activity. This concept became known as “hormesis” [73]. Thus one of the key organelles in sensing stress is the mitochondrion, which has given rise to the concept of “mitohormesis” [74,75]. However, it is not just ROS that can initiate this response – so can energy stress. For example, increased levels of AMP and NAD+ induce mitochondrial biogenesis and increase anti-oxidant capacity, as well as mitophagy [76]. Furthermore, small increases in ROS inside individual mitochondria can increase the localised production of ETC components; if this process was to solely rely on nuclear genes, it would be too slow [77,78]. Figure 1 depicts the hormetic curve, and how it could apply to calcium modulation of mitochondrial function.

The modern cell therefore has a series of adaptive strategies, depending on the stress level, to maintain energy production. These initially revolve around improving energy production within individual mitochondria. However, as the stress increases, mitochondrial turnover is enhanced, but if the damage is still too great, the cell is removed by PCD – unless it can be rescued by other cells with fresh mitochondria. They can also use glycolysis, which while it can quickly produce substantial levels of energy, is very inefficient and cannot be sustained indefinitely by larger organisms. This suggests a very tight integration between the mitochondrial membrane potential and the link between proton and electron flux. Not enough electrons, or electrons in the wrong place, or a lack of the ultimate electron acceptor, such as oxygen, are powerful adaptive signals, as are changes in pH and the proton motive force (PMF). In this way, the process of hormesis describes an adaptation to changes in electron flow and proton gradients, and in turn coherence. Hence hormesis can improve electron flux efficiency.
cycles, where information has been slowly accrued in reproducible and of Brillouin retrieves and stores information, as described by the system more efficient. In effect through positive feedback it manages, energy-consuming, information itself is actually capable of making the machine; the principle being that although acquiring information is complex systems by feedback (transfer of information) and increases the thermodynamic entity that in relation to life leads to non-linearity in 1940s, realised that information itself can be viewed as a genuine thermodynamic property of life – which is itself a measure of molecular vibration, from high to low, becoming increasingly disordered as it does so. Brillouin, in the late 1940s, realised that information itself can be viewed as a genuine thermodynamic entity that in relation to life leads to non-linearity in complex systems by feedback (transfer of information) and increases the systems organisation. Life can therefore be viewed as a self-organising machine; the principle being that although acquiring information is energy-consuming, information itself is actually capable of making the system more efficient. In effect through positive feedback it manages, retrieves and stores information, as described by the information cycle of Brillouin. The evolution of life therefore represents billions of these cycles, where information has been slowly accrued in reproducible and transmittable storage systems such as DNA, slowly raising its ability to interpret and adapt to the environment and learn as it became more complex. Thermodynamically no laws are broken, as although at a local level life displays negative entropy, the acquisition of information has a larger energy cost [11].

This has led to the concept that life is actually a localised dissipative structure driven by energy gradients [12]. In effect, life uses high energy photons to create order and accumulates negative entropy (information), and then emits them at a longer wavelength. Of course due to natural selection and competition, only the most efficient form survives- which is to say, the best at using energy and information from its surrounding environment [80].

Hence living systems must operate far from thermodynamic equilibrium because they are driven by a constant flow of information; this information comes in the form of environmental perturbation that results in a loss of order, which in turn generates a correction. This information flows to the nucleus, for instance, via charged signalling proteins that initiates a corrective response. Systems that fail to do this are rapidly eliminated by natural selection. A key element to this is that a cell can be viewed, thermodynamically, as a semi-open system, allowing energy to enter and waste entropy to leave, but is obviously subject to the basic laws relating to size. In this light, as a cell grows, it becomes more and more difficult for it to maintain internal order due to a rapid increase in volume, but as soon as it undergoes mitosis, this internal order is restored in the smaller daughter cells. In contrast, if energy levels fall, it becomes increasingly difficult for the cell to survive as its internal order decays [13]; this would explain why cells can only grow to a certain size, and there is fundamental drive to divide. In other words life "eats order" [14] and information can be viewed as another physical characteristic of our universe. Mitochondria have enabled cells to get bigger by providing localised energy sources, which
in turn has enabled more genes and thus greater protein production and complexity [81]. In a way, mitochondria can be viewed as highly developed entropic engines that use quantum principles to release energy and capture information. In summary, hormesis describes a positive adaptive process induced by perturbation. It therefore seems logical that as information can increase organisation, hormesis can be viewed as a situation where information is injected into the system, thus increasing its order. This suggests that biological systems are inherently non-linear and dynamically unstable, but show emergent self-organisational properties under perturbation. In other words they only exhibit the appearance of stability by negative regulation and this very instability has enabled evolution to occur [82,83]. In biological systems, this self-organising emergent property appears to arise in response to environmental perturbation resulting in robustness [84]. In simple terms, the emergence of life and intelligence, and thus adaptability, are products of constantly stressing a complex set of molecules in an energy gradient, and are definable through thermodynamics – with information being central.

**Hormesis in action: Mitochondrial networks**

Fused mitochondria can transmit energy [85] and calcium signals, enhancing sensitivity to apoptosis [86]. Mitochondrial fusion is also important in anti-viral signalling [7] and in protecting the cell during starvation by inhibiting mitophagy/autophagy [87]. However, this has to be balanced by fusion to remove damaged mitochondria, transport of individual mitochondria, and partitioning during mitosis. Neurons are especially sensitive to imbalances in the axonal mitochondrial transport process as both energy supply and calcium handling are vital at the synapse [8]. At the other extreme, excessive stress generally results in mitochondrial fragmentation and formation of small, punctate mitochondria and ultimately, apoptosis if the cell is too damaged [89,90].

Mitochondrial morphology therefore shows a biphasic and dynamic, but adaptable response to stress, as predicted by hormesis. Interestingly, modern bacteria also demonstrate similar changes to stress both forming networks and committing mass PCD [61] supporting a possible ancient origin for this process. In fact bacteria also show stress-induced asymmetric damage segregation at the population level with the benefit rising with greater stress [91]; this is of course similar to what happens in mitophagy. In this way a small amount of stress seems to induce a co-operative mitochondrial network within the cell that can transmit information and energy. As the stress increases, mitophagy encourages natural selection of the fittest mitochondria and perhaps prevents propagation of damaging signals or dangerous molecular moieties. Ultimately, too much stress will kill the cell, but this can help the rest of the organism to survive.

Mitochondrial dynamics is therefore reminiscent of what happens to networks of cells. Stress induces adaptive rearrangements of cellular networks the so called "Le Chatelier Principle for Networks". In effect, when a network is stressed it weakens some connections, inducing competition between the different nodes and strengthening other connections. When the stress passes, the network re-establishes itself back to its original mode or a slightly modified but more robust state. Clearly, if the components of the system cannot recover from the stress, the system can suffer a catastrophic failure, and this could be what happens as the system ages and its robustness decreases [92]. For mitochondrial networks, the likelihood of this happening is dictated by mitochondrial efficiency, and therefore the ability to utilise quantum effects. The importance of this is reflected by the observation that components of the ETC exist as super-complexes and their assembly can determine electron flux [93]. Hence, any disruption of the structure would be expected to reduce tunnelling efficiency. As an organism ages, its ability to maintain these complexes diminishes as its systems degrade, suggesting that there is a gradual loss in tunnelling efficiency and rising electron leakage. However, if the right amount of stress is applied, these structures can be subjected to perturbation, helping to maintain optimal functioning for longer. This suggests that without hormesis the degradation would happen to a higher degree, so accelerating the aging process. With regards the cognitive process, perturbation of the mitochondrial network with the right kind of stress might not only enhance its function, but protect the supra structure represented by the brain itself.

**Advanced intelligence and electro-magnetic fields; a role for the mitochondrion?**

From an organism's perspective, it is important to "remember" the past, "predict" the future and therefore be "aware" of the present. Memory has been defined as the capacity of organisms to benefit from their past [94]. This process is totally dependent on energy flux to maintain structure. Without energy there can be no memory, and thus no awareness. From a thermodynamic perspective, the heat generated during ETC fulfills the basic rules of entropy, making life a dissipative structure with the ability to create order out of disorder. Enhancing the capability of the ETC not only increases its capacity to do work, but also to store information.

This suggests that the adaptive response could arise from perturbation of localised areas of coherence. In effect, maintenance of coherence is key in detecting the environment as it induces decoherence, which is a way of crystallising out information as the system is effectively observed the very definition of a quantum principle. Hence, the importance of electron flow and the maintenance of EM fields in life; these fields exist in prokaryotes, and of course, within their descendants, the mitochondria. In fact, it has been suggested that biological electric fields can modulate cell shape and movement, following a biphasic distribution the "hormetic electric field theory of pattern formation", with the fields following a hormetic morphogen concentration gradient [95]. The generation of the proton gradient is thus pivotal. Thus, could mitochondria, other than providing energy, help to explain awareness in more complex creatures?

One of the great unsolved mysteries of biology is consciousness, in particular, the "binding problem" – how does a large brain act coherently? There have been many theories, ranging from ones purely based on classical principles, to those that rely entirely on a quantum explanation [96]. One proposal is the Conscious Electromagnetic Information (CEMI) field theory. This suggests that EM fields could be a key in coordinating the brain, thus explaining the binding problem [97]. There is evidence that endogenous electrical fields may guide neocortical network activity [98]. Quantum information theory has also been applied to provide a model of quantum-like processing of mental information that doesn't rely on quantum physical effects, but does use the brain's electric fields [99]. In fact, quantum formalism is being used to explain the optimisation for information flows for biological and physical systems, through quantum information biology and a Darwinian approach to quantum mechanics, respectively, and could provide a quantum explanation of biological adaptation on many levels [100]. This of course suggests that quantum information theory could explain hormesis.
It has been long suggested that mitochondria and microtubules can form some kind of resonant network, with excited vibrational modes [101]. Coupled with the emerging evidence of quantum beating in biological systems by harnessing near-resonant vibrations to prolong coherence, for instance in light systems that enhance efficiency by using quantum heat engines [102], then it might make sense to suggest that apart from detecting the environment, both the source of the vibrations, and the power, could involve mitochondria. One of the most important aspects of the brain is that it stores potential energy across its membranes in the form of ion gradients, which are associated with EM fields. But the most intense fields, perhaps in the region of ~30 million V/m, are found across the mitochondrial membrane [103]. Hence, perhaps, we should not ignore the link between microscopic mitochondrial fields and the macroscopic ones associated with the brain in general. In this respect, anaesthetics may be telling us something important.

Several anaesthetics affect mitochondrial function, some directly inhibiting the ETC while others induce uncoupling [104,105]; they do seem to bind to key mitochondrial proteins, such as the voltage dependent anion channel (VDAC) [106] and critically, microtubules [107], which are also closely associated with mitochondria. Furthermore, anaesthetics are also being investigated as neuroprotective and cardioprotective agents, with researchers focussing on modulation of mitochondrial function as a key mode of action [108,109]. This suggests they could be activating mitohormetic mechanisms. Does this mean that their possible actions on mitochondria and loss of consciousness are linked?

There are many theories on how anaesthetics might work, including a thermodynamic one involving alterations in membrane melting points; the potency of an anaesthetic appears to be less related to its structure-activity, but more to its lipid solubility (the Meyer-Overton rule) [110]. Interestingly, when flies are anaesthetised, there are measureable changes in electron spin resonance (ESR), possibly related to electron current changes but only in intact cells. These signals could originate in mitochondria although it cannot be a purely mitochondrial effect, as classical uncoupling agents don’t induce anaesthesia and there are other sources that could alter ESR [111]. However, anaesthetics can reduce the presence of detectable resting state networks in the frontal cortex, suggesting a decrease in connectivity [112]. In effect, they appear to reduce brain connectivity, which results in a loss of consciousness.

Another potentially relevant finding is mitochondrial proton leak; depending on the type of cell, between 20-50% of their energy is dissipated by uncoupling during the resting state. Much of it happens apparently non-specifically, but some is controlled by uncoupling proteins (UCPs) [113]. Some estimates suggest that 20% of the brain’s energy use could be ascribed to uncoupling [114]. Other than controlling ROS or generating heat, uncoupling could therefore have another role maintaining electric fields via electron and proton flux. Interestingly, some anaesthetics, at high concentrations, start to break mitochondrial function, perhaps altering coherence domains within it by mildly altering protein structure, would clearly affect brain function.

It is probable that mitochondrial function, perhaps altering coherence domains within it by mildly altering protein structure, would clearly affect brain function. Searching for a kind of rhythmic entrainment of mitochondria during consciousness, and its loss during unconsciousness, may support the idea. It is possible that mitochondria could act as a kind of environmental detection/quantum resonator system, linking energy production to the generation of appropriate resonance frequencies and entrainment of larger EM fields important in consciousness. Given their potential to also damage the brain, a loss of consciousness, or even a partial reduction in cognition, could represent a feedback mechanism to prevent excessive ROS-induced damage. This of course has relevance to why we sleep, and as we discuss later, what happens when the brain gets inflamed.

The human brain versus a computer

Human brains are extremely complex, with a high capacity to store information. We have previously suggested that the brain could hold between 0.58 × 10^44 to 0.58 × 10^45 bytes of information, or between 58 to 580 terabytes (TB) [19]. Given that a one TB hard drive can store about 75 h of high definition (HD) video, the human brain has the capacity for between 4,350 to 43,500 h of high definition film or 181 days to about 5 years of continuous watching! This is quite an achievement for something that appears to have evolved from an inorganic proton gradient. It would also help to explain why our brains require so much energy. Even at rest, about 20% of the total energy the body utilises is used by the brain. Stimulate it, and it starts to require more, however, the precise increase in energy use by action potentials from baseline in the resting states is thought to be only around 10% or so, with the rest of the energy being used on housekeeping tasks, resting potential, postsynaptic receptors, neurotransmitter recycling, vesical cycling and calcium homeostasis; the brain is thus very efficient at processing [118].

Critically, the majority of the energy is supplied by mitochondria and is consumed at the synapses [119]. Interestingly, calculations suggests that in total, the active brain can generate 27 µmol ATP/g/min, which is not too dissimilar to what a human leg muscle is generating during a marathon [120]. This means that the brain is doing work to process information and increases when asked to carry out tasks above basic biochemical house-keeping. In fact, it appears that it is required to do work just to keep us conscious.

However, in processing terms, the human brain is vastly more efficient than current electronic devices, and uses multiple mechanisms to do this, including miniaturisation [121]. Recent attempts to mimic the brain fall well short. Japan’s K super computer, in 2013, was programmed to have 1.73 virtual billion neurons and 10.4 trillion virtual synapses, each holding 24 bytes of memory. Overall, it took 40 min to mimic one sec worth of 1% of a human brain network activity. This was achieved with a machine that could reach 10 × 10^13 operations per second (10 petaflops), with one petabyte of memory. The memory was equivalent to something like 250,000 personal computers [122]. However, it required 9 MW or more of power [123]; in other words a sizable chunk of the output of a small power station. Let us not forget that our brains only use around 12-20 W. This shows that not only is any animal brain vastly more complex, but it is also millions of times more efficient. In fact this efficiency has long been recognised, and prompted Penrose to suggest that biology is perhaps using some other aspect of physics, possibly quantum principles, to enable it to produce...
the necessary energy to acquire and process information [124]. Thus, if, as is becoming apparent, mitochondria are relying on basic quantum principles, then it is perhaps possible that some of this efficiency arises from harnessing the quantum world.

**The Mitochondrion and the Double-Edged Sword of Inflammation**

As we have discussed, lifespan seems to be limited for most species, but is modifiable to some extent via the process of hormesis that appears to control the rate of ageing. However, there is another factor that has had an enormous impact on evolution and function of the mitochondrion and which can drastically alter life expectancy and cognition; inflammation.

Inflammation is an old term, which has its roots in Latin, meaning “setting on fire” and is used to describe the protective response in a tissue: pain, heat, redness and swelling. It is vital for survival, but can also reduce longevity if inappropriately over-active. Interestingly, it uses a lot of energy and energetically it is inefficient, but the fact that it has been selected for by evolution shows it is an essential process.

**The importance of uncoupling**

From a thermodynamic perspective, “heat” might suggest work is being done, and quite possibly, this is associated with a redirection of electron flow but it is also indicative of a dissipative system. As we have discussed, uncoupling seems to be an essential process in mitochondrial function and could be essential in brain function. Some of the uncoupling proteins, like UCP 1, seemed to have specifically evolved to generate heat, and are key in thermogenesis, while others can be viewed as a negative feedback mechanism to reduce ROS; precisely how they work is not fully understood, but they can be activated by ROS, and fatty acids, and inhibited by certain nucleotides. Their mechanism seems to involve the redox state of coenzyme Q- a key component of the ETC [125,126].

Of particular interest in the context of this paper is that uncoupling is anti-inflammatory as it reduces ROS. Critically, in the brain, UCPs appear to play a key role in preventing inflammation-induced depression [127] suggesting a direct link between cognition and mitochondrial function. In fact, it seems that uncoupling is tightly controlled by the immune system and inflammation generally suppressing it [128,129]. One of the ways this seems to happen is that it repurposes succinate dehydrogenase, at least in macrophage mitochondria, from generating energy to producing ROS, a process associated with an increased membrane potential and decreased uncoupling and enhanced glycolysis to provide the energy [130]. This ‘repurposing’ of mitochondria has long been observed and seems to be part of a more general inflammatory strategy [7]. Interestingly, UCP expression can be increased by the peroxisomal-proliferating activated receptors (PPARs), which generally become more active during calorie restriction, but are suppressed themselves by inflammation; increased activity of the PPARs is generally associated with longevity and resistance to oxidative stress and may have evolved to aid in fat metabolism while minimising oxidative stress [131].

Another angle to this is the role of the mitochondrial membrane potential in survival of the mitochondrion itself; if the membrane potential drops too much, for instance if the mitochondrion is damaged, it can undergo fission and be singled out for mitophagy but they can also form more resistant ‘donuts’ and when the precipitating insult is removed, reform and survive. The process is modulated by generation of ROS. In this way, the mitochondrial morphology reflects their functional status [132]. Overall, uncoupling appears to be an evolved mechanism to enable a steady state of tick over, in effect, a kind of instantly adaptable dissipative system, where electron flow can be modulated according to need.

**The evolutionary need to rebuild and breed; a potential downside for the brain**

The obvious downside to inflammation modulating mitochondrial function, especially in the brain, could be reduced cognition. However, the modulation of uncoupling and therefore mitochondrial function, clearly serves a very important purpose. The clue as to why may lie in the observation that survival to reproduce is key in natural selection and one of the biggest challenges for any organism, apart from unavoidable environmental catastrophes, as well as famine and/or predation, is the need to resist infection and recovery from injury. Simply put, in order to survive, it may be necessary to remove parts of a larger system to resist infection and then rebuild the damaged tissue even if it limits its function for a while.

For example, the astrocyte is essential in supporting neuronal function. However during neuroinflammation they show increased mitochondrial fission, which in turn is associated with reduced oxidative phosphorylation and increased ROS [133]. Hence, continued neuroinflammation could have devastating effects on the cohesive structure of the brain. In fact astrocytes and microglial cells can end up in a reactive glissio “vicious cycle”, which is thought to be involved in the progression of neurodegenerative disorders [134] conditions known to be associated with mitochondrial “dysfunction” [135]. In fact many disorders are associated with an imbalance between mitochondrial fission and fusion, and in general, the balance is more towards fission and the loss of networks; this could reflect the shift of cells towards proliferation and glycolysis [136].

Clearly, although repair and growth are essential, the prolonged loss of networks is detrimental to the brain. However, it may well be quite a natural response to inflammatory stimuli. This therefore suggests that inflammation could play a key role in determining both the efficiency and longevity of the brain. Furthermore, although mitochondria have enabled vast increases in cognitive ability, they may be a double-edged sword as they are, ultimately, responsible for the pro-ageing senescent phenotype. Recent data suggest that removing them can slow senescence in cell lines via enhanced glycolysis [9]. But, in evolutionary terms, if an organism has managed to breed and its offspring are independent, the degradation of its brain becomes less of an issue. The price of enhanced cognitive powers as a result of mitochondria is, perhaps, a greater susceptibility to inflammatory induced loss.

**Inflammation: An ancient precedent?**

So just how old is the process embraced by “inflammation” and does it suggest what inflammation actually is? The term, after all, is simply a description of a process coined before the underlying mechanisms were understood. It does actually appear that resistance to infection and damage is a trait that evolved long ago, in fact, in prokaryotes; they have their own kind of innate immune system to resist viruses, based on the “CRISPR-CAS system” [137]. Moreover, this system can also induce death of some infected prokaryotes in biofilms enabling an adaptive behaviour change [138]. In short, there is a very tight relationship between an immune system and longevity of the individual and the benefit to the species as a whole, which is probably almost as old as life itself. For example, apoptosis, and other forms of PCD, including autophagy, can, ultimately, recycle cells and their constituents. Dying for the greater good is helpful if you are less efficient and more damaged, as it can recycle valuable metabolites and energy for healthier cells.
It appears that when the immune system becomes chronically activated it can result in the slow decoherence of larger structures: whether this is a purely stochastic or programmed process to ensure survival of a species is still unclear. If the latter, then it could be said that inflammation is both the protector and ultimately, the executioner. As we have mentioned previously, the concept of phenoptosis could play a role in species survival by removing damaged individuals. Certainly the concept of “cytokine induced sickness behaviour”, whereby during injury and/or infection, an animal's behaviour changes, is becoming well recognised [4] and if more recent thinking is correct, it could well have evolved to the extent of removing the animal to protect related organisms from infection – in effect, kin selection [139]. Clearly, degrading brain function could be viewed as part of this effect and would be related to feeling depressed and wanting to simply “curl up in a corner”. That inflammation accelerates cognitive decline is very well established [14]. Interestingly, as hormesis tends to be anti-inflammatory, it suggests that in tough times, inflammation can be suppressed to ensure the individual survives and maintain optimum robustness and intelligence; in effect, energy could be diverted away from inflammation and towards adaptation, and critically, by maintaining mitochondrial function, to keeping the brain connected.

Thinking and Hormesis

At the core of this discussion is the concept that informational transfer requires energy and the brain, in particular, is doing this all the time. This is both described by quantum and thermodynamic/ information theory, and at a macro level, by the need for cells and neurons to maintain ion gradients and communicate. The interesting question, however, is whether its ability to store and manipulate information is important in itself. The main sign seems to reside with the observation that information can enhance the stability of dissipative structures and this itself is based on natural selection of self-replicating molecules that can incorporate information especially when stressed, so applying a pressure to drive natural selection. Entropy, from one perspective, simply describes the flow of energy down a gradient, and the generation of these structures accelerates this flow. The development of intelligent systems may be an inevitable consequence of hormesis.

The large size of the human brain and its energy consumption indicates how important processing information is for our survival. It enables vast amounts of readily accessible data to be stored and therefore enhances cognitive buffering against the environment, which effectively equates to a self-replicating structure that continually seeks energy. Moreover, as we suggest above, we are a pure product of entropy, as the ability to take on information drives energy seeking that accelerates the process. The ultimate expression of this is of course technology, as it is enabling each individual to use vastly more energy than they could by simply ingesting it, running about and procreating. It could therefore be said that our brains are the ultimate dissipative structure, and exist because of constant challenges. In contrast, remove the challenges and the system slowly becomes decoherent and degrades. The paradox is that the degradative process would be accelerated by the availability of unlimited energy because there would be less energy perturbation to force the requirement for brain coherence. From an evolutionary standpoint, it suggests that if the brain is “over-fed” with energy, it does not have to “think” to replenish it and the system would inevitably lose its adaptive capabilities.

Thus far we have described a process where life appears to have evolved due to fundamental quantum and thermodynamic principles, and with the evolution of the mitochondrion, it was set on a path towards greater intelligence and self-awareness. In its broadest definition, “intelligence” may have initially acted at the cellular level improving initially the prokaryotic, then the eu-karyotic cell's ability to maintain homeostasis, and eventually as life got ever more complex, at the level of the brain, making the organism smarter enabling it to effectively “outwit” the environment. Cognitive science has come to the point where it is possible to map cognitive systems to various parts of the brain, leading to the ideas that these cognitive units (cell assemblies) can be integrated by “attention” to ensure optimal functioning. One suggestion in particular, concerning humans, is their improved ability to inter-link different areas of the brain, which could help explain our apparently greater intelligence than many other organisms [140]. Hence, we consider hormesis, which is effectively a positive adaptive response to stress, having to think could also be viewed as an adaptation to stress. In effect, deciphering information and processing it requires energy use and is therefore hormetic. This would apply whether the information was external as a result of the environment or internally, by just thinking about it. The question here, however, is which kind of thinking is the most hormetic? Could reading this paper be described as hormetic? What about just thinking in the bath while drinking a cup of tea? What about exercise? And what happens when you learn?

Physical activity, hormesis, fluid and crystallised intelligence

One of the most important hormetins is physical activity (PA), but the hormetic effect of PA is not just limited to the muscles, but to the whole body as the whole body has to function well to do it and this includes the brain. Movement requires the coordinated integration of multiple bits of information. This provides a good starting point for discussing thinking and hormesis and in particular, what learning means.

Movement requires the co-ordinated firing of many neurons and the transfer of information to the muscles – and of course, transfer of information back to the brain about position, tension and other parameters, including metabolic adaptations. In particular, which movements work and are efficient and which are not. This means that learning new movements requires programming and the formation of new networks, hence, energy use. Learning new movements requires a degree of effort and thought. However, with enough practice, many movements become sub-conscious, but still require a tight integration between the brain, metabolic systems and muscles. What we describe as learnt behaviour, which barely requires conscious control, may simply represent a hard wired sub-routine that requires minimal energy to enact. So movement alone challenges the brain even if it requires less “thought”. However, there may well be a hierarchy of physical activity, with more complex movement, which requires a greater part of the brain being involved, being more hormetic.

When we stop using the movements, we may not forget them, but they become less efficient – which suggests maintaining the connections requires some energy. We have to practice. This could help to explain the difference between fluid and crystallised intelligence; evolution in an energy-restricted environment would ensure that the control circuits for a particular behaviour or action would become as efficient as possible and would require minimal use of higher brain coherence and energy requiring function. As one ages, crystallised intelligence appears to be well maintained, especially if the particular skill is practiced, while fluid intelligence decreases [141], suggesting that crystallised intelligence requires less energy, so enabling it to be maintained into old age even if the brain is becoming less efficient.

The brain also has to deal with a vast amount of other bits of information, ranging from vision, sound, smell, proprioception and
balance and decide what to do with it and integrate it with movement responses. So from informational point of view, the brain is constantly being challenged by the environment. This suggests that hormetic factors induce hard wired adaptation, and with practice, require less and less conscious control of these responses. In effect, they require less conscious effort to enact, but when learning, require a lot of conscious input. So in this respect, conscious involvement in learning is part of the hormetic process, which requires effort as it requires energy; when hardwired, the energy requirement is reduced.

**Thinking, hormesis and effort**

The question of what thought actually is has vexed mankind for millennia, and there is still no real consensus. However, psychologists have described it as “intellectual exertion”, a description that most people would relate to. It requires effort, which suggests that it uses energy. It is clear that the brain becomes less effective when we are tired, for instance reaction times increase, attention decreases, while working memory diminishes. It has been suggested using optimal control theory that the brain can reduce energetically expensive cognitive processes and manage them over time to optimise reward. For the individual, this tends to mean we avoid mental tasks that we find hard, but instead rely on learned habits if the reward is optimally lazy. However, the system may adapt rather like muscle, increasing the stores of glycogen in areas that are used more often [142].

Broadly speaking it seems that there are generally two cognitive states: externally directed, for instance, diverting our attention to information coming in from the outside world (vision, hearing, sensation, etc.) and internal, where we process memories/experiences. These themselves can be split into intentional cognition, in effect voluntary control of attention and require effort, and spontaneous, which is largely involuntary and appears effortless and includes mind wandering (day dreaming). They can both occur at once, and can synergise and compete, and involve multiple parts of the brain; these are usually separate, but when they occur together, they can start to affect capacity limited areas, such as the pre-frontal cortex [143]. This therefore suggests that the kind of thinking is important, some types are actually quite pleasurable, and require little effort, in particular, the kind of spontaneous “alone with our thoughts” so not all thinking is aversive [144]; it is likely that they do serve an important function, and clearly do involve many areas of the brain [145]. But this does suggest that simply paying attention to incoming information requires energy and is thus hormetic. Certainly, the ability to undertake counter-factual reasoning (in effect, to think about different scenarios that we have not experienced, and make predictions), requires a lot brain resources [146].

Another way to view this is that hormesis is a phenomena that effectively “trains” a system, and the brain is no exception. There is plenty of evidence suggesting that we can train the brain and it has been growing field of interest for a number of years. However, recent studies have shown that some training tasks are better than others. For instance auditory perception and skill acquisition training improve everyday cognition and “far transfer”, and are associated with changes of connectivity in the brain in older people [20]. Direct monitoring of cerebral hemodynamic response by near infrared spectroscopy demonstrates clear training effects associated with improvement using working memory training [147]. Blood flow to any tissue must therefore be very tightly controlled to minimise the potential toxicity of oxygen, and is reflective to some degree of metabolic demand [148]. Hence, both the fact that performance can improve with cognitive training, and this is matched to changes in blood flow, strongly links the importance of training to increased metabolism.

All of this, as would be predicted from the thermodynamics, suggests that not only is thinking hormetic, but that some forms have a stronger effect on inducing adaptability than others. Perhaps one of the simplest and most effective would be trying to maintain focus and attention, as this could represent coherence across the brain. In this regard mindfulness meditation is extremely interesting, as it has long been used to improve the ability to focus, reduce stress and perhaps, increase longevity. Although strong empirical data on how it is working biologically is still to be validated, multiple randomised controlled trials are hinting that it can reduce inflammation, in particular, nuclear factor kappa-B activity and perhaps, even increase telomerase function [149,150]. Indeed, it has been long recognised that the brain can both detect the peripheral immune system and control it, although the precise mechanisms are unclear. New data does now suggest that the activation of part of the brain's reward system can boost innate and adaptive immunity [151].

**Enforced thinking**

The above suggests that enforced thinking, generated by environmental circumstances, could also be powerfully hormetic. For example, calorie restriction, which is hormetic and anti-inflammatory, can activate hypothalamic Sirt1 and centrally control the adaptive response [152]. Becoming hungry is a powerful stimulus to find food, and this is a powerful incentive to think. Hunger circuits include factors associated with suppressing inflammation and up regulating anti-oxidant systems, such as the forkhead class box-O transcription factors (FOXO), endocannabinoids and mitochondria [153]; these circuits are closely associated with the underlying biochemistry of hormesis. Certainly, the link between calorie restriction and the urge to move seems obvious, and has been discussed extensively in relation to the “flee from famine” hypothesis [154]. Physical activity also falls into the same category and is often linked to the need to find food, or critically, simply to survive. Physical activity is also strongly anti-inflammatory [155] and seems to offset age-related inflammation [156]. In aged mice, physical activity may well reduce brain inflammation, enhance mitochondrial function and restore a degree of neurogenesis [157]. It is thus interesting that the FOXO group of transcription factors appear to be vital in controlling the ageing process across several species and may have evolved to do so [158]. But perhaps one of the most important things about cardiovascular fitness, and strength, is that certainly in humans, increased levels are associated with greatly reduced mortality [159-162] suggesting a generalised benefit.

So, from the point of view of physical activity, as the brain is essential in coordinating movement, the brain's control of physical activity could well be hormetic in and of itself. This is especially so for movement requiring highly coordinated action. This has been illustrated by recent studies where elderly volunteers clearly improved cognitive function with exercise [163]. Critically, exercise activates nuclear factor-E2 related-factor 2 (NRF2) in the brain [164]. The same is true for calorie restriction. It is associated with suppression of inflammation in the brain and increased mitochondrial biogenesis – and is a target for treating neurodegeneration [165-168]. Overall, this suggests that a combination of learning complex movements while exercising, and being in the moment, could synergise to maximally impact the brain. We therefore
induces order and stability, so prolonging our existence and reducing could be explained by hormesis. Mild inhibition of mitochondrial [172]. It is therefore of particular relevance that many anti-depressants may directly affect our health. The ageing process [170], it is possible that if thinking is hormetic, it would also be anti-inflammatory. This might suggest that “thinking” may directly affect our health.

Clinical depression often goes hand in hand with inflammation. It is interesting that many studies suggest that major psychiatric conditions are associated with inflammation [171]; in particular, there appears to be a correlation between suicide and inflammatory markers [172]. It is therefore of particular relevance that many anti-depressants apparently inhibit the ETC [173], suggesting that some of their effects could be explained by hormesis. Mild inhibition of mitochondrial function could stimulate mitochondrial biogenesis, mitophagy and/or improved functionality. This is certainly supported by the benefits of exercise in treating some mental health conditions [174]. Overall, this supports the concept that actively engaging our minds in the right way induces order and stability, so prolonging our existence and reducing brain inflammation.

Thinking and cognitive reserve – the implications of the biphasic effect

“Cognitive reserve” was a term originally coined to describe how some people, despite showing a similar amount of brain pathology, could remain above a functional threshold compared to other less fortunate individuals. There is some evidence that this could be due to bigger brains and/or a higher childhood IQ and therefore more synapses. However, one of the most consistent findings in relation to improved cognitive reserve is high educational achievement and/or occupational complexity. The evidence suggests that this can offset certain brain pathologies to some degree, enabling some people to maintain good cognitive functionality into older age [175]. The conclusion from this is that thinking, or making the brain work, is indeed hormetic and can increase the cognitive reserve so an individual can stay above a functional threshold for longer. One of the effects is likely to be suppression of inflammation and maintenance of mitochondrial function.

However, implicit in the term “hormesis” is the biphasic effect, where, as the dose is increased, a Rubicon is crossed, which can be described as the “No Observed Adverse Effect Level” (NOAEL, Figure 1). A key component of hormesis is that the system has sufficient time, or capacity, for the system to adapt. For example, excessive physical activity in elite athletes can lead to the Over-Training Syndrome (OTS), which seems to have both a central and a peripheral component and can be highly debilitating. In particular, it is associated with profound tiredness, activation of the stress system, increased markers of oxidative stress and raised serotonin levels [176]. In fact, evidence is building that adult hippocampal neurogenesis does display a biphasic response to exercise, which can impact on mood, and can be explained using known molecular pathways involved in hormesis [177]. Thus, it seems that not only can excessive exercise damage the body, but it might also damage the brain. However, mainly “mental” tasks can also lead to problems. The clearest example of “overdoing it” is to work constantly without a break and particularly, without sleep.

The function of sleep is still not completely understood, but it is obviously essential and evolved for a purpose, because without it, the cognitive performance of most animals drastically degrades. One of the strongest theories involves the requirement for repair and maintenance, as well as synaptic downsizing, so in effect, restorative and information process activities, which would explain why a loss of consciousness maybe required [178,179]. In support of this, there does appear to be a correlation across mammalian species between the amount of sleep required and the number of neurons: as the ratio of cortical neurons to brain surface area decreases, less sleep is required. The reason being suggested is that this reduces the build-up of metabolites per neuron [180]. Certainly, loss of sleep can activate anti-oxidant pathways in the brain, including the Unfolded Protein Response, suggesting that it does result in oxidative stress [181]. Loss of sleep can induce neuroinflammation [182], while both too much sleep, and too little, is associated with the metabolic syndrome [183].

Overall this would suggest that not only could the occasional bout of sleep loss be hormetic, but continual sleep loss leads to excessive stress and inflammation. It might also suggest that the right amount of stress might reduce the amount of sleep we need. However, if sleep can be viewed as a time of synaptic rescaling and maintenance, it could be argued that it displays elements of inflammation, which is an essential process to rebuild it. This would begin to explain why loss of consciousness, or cognition, occurs during inflammation. Figure 2 summarises the possible control loops involved in information processing in relation to hormesis and inflammation, and the effect it has on cognitive reserve.

Summary: I Think Therefore I Am and Shall Continue to Be

Some suggest that consciousness is itself a quantum effect [96], while others invoke a half-way house theory (e.g. quantum entanglement involving sodium ion channels) [52,53]. It has even been proposed that phosphorous, via quantum entanglement of nuclear spin states, could play a role in the brain [184]. Others suggest that some quantum physical effects are important at the level of the molecule, but that a larger more “classical” level, quantum information theory is still needed [54]. The truth is that we simply do not know how important quantum mechanics is in explaining thinking and consciousness. However, it is becoming clear that life has harnessed the quantum world, for instance, via electron tunnelling in mitochondria or proton tunnelling in proteins, suggesting that life is not too warm and wet for coherence. This opens up the possibility that a constant flow of electrons, which generates a flow of protons, is a fundamental embodiment of a dissipative system that could potentially use coherent regions to detect changes in the environment. At the most basic level, this generates order of chaos due to perturbation, which embodies the hormetic principle. As mitochondria are the prime locations for this system, and are essential for higher intelligence, this suggests that not only do they provide the necessary energy, but potentially, also a source for coherent resonance that could help explain the binding problem. Figure 3 summarises the idea behind the relationship between hormesis and life as a dissipative, information-driven system.

In light of this, we propose that whenever we use our brains, either to process information stored in our memories, to learn something new (in effect, encode information) or to interpret incoming data from the environment, energy is required implying a hormetic transformation. Equally, when the structure and energy production system of the brain is threatened, for instance by inflammation, this
Figure 2: Summary – cognitive reserve, hormesis and inflammation.
Hormesis could lead to enhancement of brain function and improve cognitive reserve, for instance, by ensuring efficient mitochondrial function – right shifting the curve. In effect, the system is perturbed, but this information induces stabilisation and adaptation. However, inflammation may induce a switch in mitochondrial function towards glycolysis, which may have a destabilising effect on the larger structure, but also offers the opportunity for it to rebuild if short lived (in effect, acute inflammation also perturbs the system, inducing negative feedback). What may determine the threshold of this would therefore relate to prior hormetic stimuli, and exposure to inflammation. This could include excessive demands on information processing, for instance, by staying awake, or excessive physical activity, which would prevent the repair process and synaptic regeneration (scaling), leading to a decline in function. If bad enough, it is possible that a lack of sleep would become inflammatory in and of itself. Mitochondrial fields might also play a role in stabilisation.

Figure 3: Electron flow and stabilisation of the dissipative structure – effect of hormesis.
1. Baseline situation, where constant electron flow is used to drive proton gradient and information storage, generating a dissipative structure; uncoupling may aid in this
2. Increase in information generates ROS signal stimulating adaptation and right shifting of curve. For example, this could be caused by environmental perturbation of a structure reliant on coherence to work (such as the ETC)
3. Too much information load, or inflammation, can induce a breakdown of the structure
In relation to memory, information can be measured in “bits” (short for binary digit). The key point here is that life can be defined by its intelligence, which is another way of saying its ability to store and use information for survival. Although information can certainly be stored in structures, for instance, DNA or a compact disc, or even a virus, these are not “alive”; it is the homodynamic adaptive response based on energy and information flow that comes from metabolism that could actually define life. The energy derived from electron flow enables the information for structure to be read from DNA, and for the information flowing from the environment to enable adaptation. If the electron flow is disturbed, it can generate free radicals that can disrupt the fluid live structure, or even damage the hard information storage system (DNA) hence they are a powerful adaptive signal.
ability is diminished and cognitive capabilities compromised. Thus there are strong thermodynamic and quantum reasons why hormetic challenges, including the processing of information ("thinking") are essential for optimal cognitive health. However, at the present time, humanity is being less than smart. For a significant percentage of the population there is a paucity of hormetic signals essential for achieving and maintaining optimal health. Our environment has become too “comfortable” [1].

Indeed, today there is little need to engage in significant physical and mental exertion in order to survive. In effect, most of the time most people do not need to learn particularly difficult and physically demanding tasks with a high degree of novelty. Many jobs do not even require people to think that hard or even move. But there is hope as evidence suggests that many forms of hormesis, including exercise and polyphenols, are associated with highly positive cognitive effects and should form the core of our daily life and any long term strategy to maintaining optimal cognitive health (Figure 3).
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