MSR: Making Self-supervised learning Robust to Aggressive Augmentations
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Abstract

Most recent self-supervised learning methods learn visual representation by contrasting different augmented views of images. Compared with supervised learning, more aggressive augmentations have been introduced to further improve the diversity of training pairs. However, aggressive augmentations may distort images' structures leading to a severe semantic shift problem that augmented views of the same image may not share the same semantics, thus degrading the transfer performance. To address this problem, we propose a new SSL paradigm, which counteracts the impact of semantic shift by balancing the role of weak and aggressively augmented pairs. Specifically, semantically inconsistent pairs are of minority and we treat them as noisy pairs. Note that deep neural networks (DNNs) have a crucial memorization effect that DNNs tend to first memorize clean (majority) examples before overfitting to noisy (minority) examples. Therefore, we set a relatively large weight for aggressively augmented data pairs at the early learning stage. With the training going on, the model begins to overfit noisy pairs. Accordingly, we gradually reduce the weights of aggressively augmented pairs. In doing so, our method can better embrace the aggressive augmentations and neutralize the semantic shift problem. Experiments show that our model achieves 73.1% top-1 accuracy on ImageNet-1K with ResNet-50 for 200 epochs, which is a 2.5% improvement over BYOL. Moreover, experiments also demonstrate that the learned representations can transfer well for various downstream tasks.

1 Introduction

A golden law in the context of computer vision is utilizing tremendous annotated data to learn good visual representations [54, 25]. Unfortunately, collecting annotated data with accurate labels is generally laborious, expensive [50, 52], and even infeasible [21]. To this end, various approaches have been proposed to learn such representations from unlabeled visual data, usually by performing visual pretext tasks. Among them, self-supervised learning methods [6, 8, 45, 9] based on contrastive loss have recently shown great promise, achieving state-of-the-art performance.

Representative contrastive methods are generally trained by maximizing agreement between differently augmented views of the same image (positive pairs), and increasing the distance between augmented views from different images (negative pairs) [49, 6, 18]. Compared with supervised learning, these works highlight the role of data augmentation for SSL and design more aggressive augmentation operations, such as grayscale, color jitter, and Gaussian blur. Although these aggressive augmentations can help to further improve the model performance, they also bring a severe semantic shift problem for training images. As illustrated in Figure 1, the first row shows original images from ImageNet [24] and CIFAR-100 [23] datasets. And the second row presents the corresponding augmented views with the widely used composition of augmentations [8, 6]. We can see that the augmented views can be hardly recognized as semantically consistent.

*Correspondence to Tongliang Liu (tongliang.liu@sydney.edu.au)
Figure 1: The first row of Figure 1 are the original images (ImageNet-1K images are resized to squares) and noisy samples from aggressive augmentation are in the second row. From the first three images of (a), we can observe that Color jitter operation makes the image too bright or too dark that covers the details of images; and in the fourth and fifth column of (a), Gray and Gaussian blur operation leads images to be hardly distinguished from background; and the same augmentation strategy from ImageNet-1K leads to more vague images for CIFAR-100 shown in (b).

with their original versions. Pushing these images to have similar representations can adversely affect the model training. Some recent works [57, 22] have also recognized this problem and resort to using weak augmentation to avoid it. However, directly discarding aggressive augmentations may reduce the diversities of training examples, resulting in limited representation ability. Therefore, in this paper, we retain the aggressive augmentations and try to counteract the subsequent semantic shift problem.

Specifically, we consider the semantically inconsistent pairs as noisy positive pairs. Since they are mixed with other semantic consistent pairs, it is hard to directly filter them out during training. Fortunately, recent works [2, 15, 53] show that deep neural networks (DNNs) have a crucial memorization effect that DNNs tend to first memorize clean (majority/semantically consistent) examples before overfitting noisy (minority/semantically inconsistent) examples. Motivated by this, we propose to set a relatively large weight for the aggressively augmented data pairs at the beginning of training to fully exploit all the training examples. And as the training goes on, the model begins to overfit semantically inconsistent data. Therefore we gradually reduce the weight of aggressive augmented pairs to neutralize their impact. Compared with ReSSL [57], our method can embrace the diverse examples from aggressive augmentations. And, compared with MoCo [18], SimCLR [6], BYOL [14], and few others, our method can significantly reduce the semantic shift problem.

Experiment results on multiple benchmark datasets show that our method can outperform state-of-the-art methods in various settings with a large margin. For instance, with 200 epochs of pre-training, our method achieves 73.1% Top-1 accuracy on ImagetNet-1K [24] linear evaluation protocol, which is 2.5% higher than BYOL [14]. Experiments on MS COCO [28] also show that our pre-trained model can continually improve the performance for multiple downstream tasks.

2 Related works

**Self-supervised learning (SSL)** has attracted great attention to capture universal representations [19, 56, 37, 47, 5, 11, 57]. The core of SSL is designing agent tasks, which allow us to learn representations from large-scale unlabeled data via pseudo labels instead of using any human annotations. To this end, many proposals devise different solutions in constructing pseudo labels, including predicting the rotation of images [12], putting pieces of images together [35], or recovering color from grayscale images [55]. Particularly, Wu et al. [49] propose an instance-level classification, which regards images augmented from the same image as a positive pair and others as negative examples. SimCLR [6] improves performance by inserting the projection network and introducing aggressive augmentation. He et al [18, 8] store negative representations in a queue to reduce the memory requirement. BYOL [14] enhances the power of SSL by
removing the dependence of negative examples, which also addresses the problem of false negative examples [9]. Despite these methods have proved their effectiveness based on the aggressive augmentation, they ignore the semantic shift problem from it.

**Noisy samples in aggressive augmentation.** Recent studies [46, 39, 33, 38] have discovered that aggressive augmentation may generate noisy samples in the positive pairs. To alleviate this issue, ContraCAM [33] proposes a two-step approach to reduce the issue of random cropping, which seeks objects first and then crops images based on their locations. In addition, Gansbeke et al. [44] conduct experiments on scene-centric datasets (e.g., COCO) containing multiple objects in images and argue that SSL can overcome the issue of random cropping. Unlike prior works focusing on random cropping, our work allows more general types of augmentation and can be viewed as a complement of previous studies.

**Learning with noisy labels.** Memorization effect of deep neural networks has been widely studied in the field of learning with noisy labels [2, 53]. In this regard, many state-of-the-art methods select confident examples by using first fit examples in the early learning phase [29, 36, 20, 34, 26]. Specifically, Co-teaching [15] uses the small-loss strategy to choose confident examples and employs two networks to reduce the bias from examples with noisy labels. JointOptim [40] selects confident examples based on the early stopping and replaces the labels of low confident examples to predictions. DivideMix [26] further improves Co-teaching [15] by regarding low confident examples as unlabeled data and training with semi-supervised learning techniques [3]. Although our method also leverages the memorization effect, existing works in learning with noisy labels focus on addressing large noise rate issues, which means that noise can be separated from training data by using early stopping trick. However, the noise rate in aggressive augmentation is very low, so we propose an indirect approach that does not extract noise to counter the noise impacts.

3 Methodology

Our approach aims to minimize the negative impacts of noisy positive pairs from aggressive augmentations while taking advantage of aggressive augmentations. As such, we first revisit preliminaries on self-supervised learning. Then, we elaborate on the proposed learning algorithm that counterbalances the noise impacts by utilizes memorization effects of DNNs.

3.1 Preliminaries on self-supervised learning

Self-supervised learning methods based on contrastive learning generally requires learning an embedding space that can easily separate different examples. Assuming \( D \) be a distribution of an image set. An image \( x \) is uniformly drawn from \( D \). Denote \( t \) and \( t' \) as two different instances from the same distribution of image augmentation \( T \). \( v \) and \( v' \) are two augmented views of the image \( x \) with \( v = t(x) \) and \( v' = t'(x) \), which are regarded as a pair of positive examples. Then, \( v \) and \( v' \) will separately feed through an encoder \( f_\theta \) and a projector \( g_\theta \) to embed \( z_1 \) and \( z_2 \), which are required to be close to each other via a contrastive loss function, e.g., InfoNCE [43] can be expressed as,

\[
\mathcal{L}_{NCE} = - \log \frac{\exp(z_1 \cdot z_2 / \gamma)}{\exp(z_1 \cdot z_2 / \gamma) + \sum_{n \in N} \exp(z_1 \cdot n / \gamma)},
\]

where \( \gamma \) is a temperature parameter, and \( N \) is a set of negative example vectors. The embeddings of positive and negative examples are \( l_2 \)-normalized. To stabilize the training process, some state-of-the-art methods [18, 57, 22] employ an asymmetric framework, including an online and a target networks. For the online and target networks, they have the same network structure but different weights of encoder \( f_\xi \) and projector \( g_\xi \), whose parameters \( \xi \) are updated by the online parameters \( \theta \) with the exponential moving average method.

Recently, BYOL [14] finds negative examples are not necessary and adds a predictor \( q_\theta \) in the online network to avoid collapsed solutions, e.g., all images have the same vector. And, the loss function can be simplified to,
Figure 2: The illustration of our proposed method (MSR). We utilize an asymmetric-style framework, including an online and a target networks. The online network is optimized by gradients, and the target network is updated with the exponential moving average strategy. We first adopt the weak augmentation to generate two views \((v_w, v_w')\), then adopt the aggressive augmentations to further generate another two views \((v_s, v_s')\). Subsequently, we make aggressive-augmented views to keep consistent with their corresponding weak- and aggressive-augmented views in the embedding space. (Best viewed in color)

\[ \mathcal{L}_{mse} = 2 - 2 \cdot \frac{\langle z_1, z_2 \rangle}{\|z_1\|_2 \cdot \|z_2\|_2}. \] (2)

3.2 Description of MSR

As discussed in Introduction, noisy positive pairs from aggressive augmentations will lead to severe semantic shift problem, which damages the generalization on downstream tasks. However, most of sample pairs generated from aggressive augmentations are beneficial for the model performance and what precise degree of distortion would cause bias to remain unknown, so it is hard to distinguish from clean pairs and noisy pairs in SSL.

To this end, we propose an efficient method making self-supervised learning robust to the noise from aggressive augmentations, dubbed MSR. Envisioned by the memorization effects, DNNs will first fit the majority of training data in the early learning phase, and then overfit to the minority. Noisy pairs account for the minority, so we assume that the noise impacts will be small and then increases as the training process. We give different weights to clean and noisy pairs, and gradually reduce weights of noisy pairs to against raised noise impacts. Instead of separating noise from training data, we employ weak augmentation to generate sample pairs as relative clean pairs.

However, simply introducing clean pairs will significantly increase computation, and SSL has known that more computation will increases performance, which makes it difficult to fairly compare with other baselines. To limit computation, we meet two problems. First, generating more augmented instances, especially double instances, commonly means expensive computation, largely burdening CPU and hard disk, which leads to slow data processing down and low efficiency of GPU [6]. Second, more instances require more back-propagation times, which results in more processing time for GPU.

To address the first problem, we propose a novel data augmentation pipeline, called multi-stage augmentation, which can generate double instances with nearly the same resources. Specifically, data augmen-
tation generates image variants by mixing different types of image transformation together and arranging into a queue. For an augmentation, it receives the image from the result of the previous augmentation, and transforms the image based on pre-defined probability, and then pass it to the next transformation, \( t_{aug}(x) = t_2(t_1(x)) \), where \( t_1 \) and \( t_2 \) are subset of \( t_{aug} \). Based on this process, we can easily separate it into two child processes. Namely, \( t_1 \) includes weak augmentation operations while \( t_2 \) conducts aggressive augmentation operations based on the result of \( t_1 \). This process can be described as,

\[
v_w = t_1(x_i) \quad v'_w = t'_1(x_i),
v_a = t_2(v_w) \quad v'_a = t'_2(v'_w).
\]

(3)

The noisy samples will have different impacts when occurring on different networks because of the asymmetric-style framework. When noisy samples occur on the online network and the target network receives clean samples, the target representation will help correct the online representation. If noisy samples occur on the target network, the online network will receive the wrong direction signal whether it receives clean samples or not. Therefore, we send aggressive augmented views into the online network and send weak augmented views into the target network.

\[
z_{\theta} = q_{\theta}(g_{\theta}(f_{\theta}(v_a))) \quad z'_{\xi} = g_{\xi}(f_{\xi}(v'_w)),
z'_{\theta} = q_{\theta}(g_{\theta}(f_{\theta}(v'_a))) \quad z_{\xi} = g_{\xi}(f_{\xi}(v_w)).
\]

(4)

After obtaining four representations, we group them into four pairs, shown in Figure 2 and make each aggressive-augmented view to keep consistent with their corresponding weak- and aggressive-augmented views in the embedding space. For the second problem, instead of encoding aggressive augmented views on the target network, we use representations from the predictor due to the similarity of both. Accordingly, MSR only requires back-propagation twice, which is equal to many state-of-the-art SSL methods with a symmetrized loss [6, 7, 14, 5]. The total loss is summarized as,

\[
L_{\text{total}} = (1 - \beta)L_{\text{mse}}(z_{\theta}, z'_{\xi}) + \beta L_{\text{mse}}(z_{\theta}, z'_{\theta}) + (1 - \beta)L_{\text{mse}}(z'_{\theta}, z_{\xi}) + \beta L_{\text{mse}}(z'_{\theta}, z_{\theta}),
\]

(5)

where \( \beta \) is a calculated parameter to re-weight the losses from weak and aggressive augmented samples. This loss function forces networks to learn representation that achieve a balance between weak- and aggressive-augmented views, which reduces overfitting to noisy pairs while avoiding a simple solution.

To further against the raised noise impacts and increase the contribution of weak augmented samples, we decrease \( \beta \) with a cosine decay equation,

\[
\beta = \beta_{\text{base}} \times \frac{1}{2} (\cos(\pi \frac{k}{K}) + 1),
\]

(6)

where \( \beta_{\text{base}} \) is a given number at the training beginning, and \( k \) and \( K \) are the current training steps and the total training steps.

4 Experiments

4.1 Datasets and Implementation details

Datasets: We evaluate our method on six image datasets, from small to large. We choose CIFAR-10/100 [23] for small datasets, and STL-10 [10] and Tiny ImageNet [1] for medium datasets, and ImageNet-100 [41] and ImageNet-1K [24] for large datasets. Note, ImageNet-100 contains 100 classes that are randomly selected from ImageNet-1K [24] and we choose the same classes with [41]. For STL-10, both 5k labeled and 100k unlabeled images are used for the pretrained model, and only 5k labeled images are used for the linear evaluation.

Augmentation: In this paper, we define “aggressive” augmentation including random crop, horizontal flip, grayscale, color jitter and Gaussian blur, while “weak” augmentation includes random crop and horizontal flip. The hyper-parameters of the augmentations are following MoCo v2 [8] except the size of the
Algorithm 1 MSR: Making Self-supervised learning Robust

**Input:** Neural network $f_\theta$ and $f_\xi$. Projector $g_\theta$ and $g_\xi$. Predictor $q_\theta$. A batch of samples $x$. An image set $D$. Total number of training steps $K$. Weak augmentation function $t_1$. Aggressive augmentation function $t_2$. Hyper-parameter $\beta_{base}$ in 5.

for $k = 1, \ldots, K$ do
  $x$ is drawn from $D$
  $v_w = t_1(x)$ $v'_w = t'_1(x)$
  $v_a = t_2(v_w)$ $v'_a = t'_2(v'_w)$
  $z_\theta = q_\theta(g_\theta(f_\theta(v_a)))$ $z'_\xi = g_\xi(f_\xi(v'_w))$
  $z'_\theta = q_\theta(g_\theta(f_\theta(v'_a)))$ $z_\xi = g_\xi(f_\xi(v_w))$

Update $f_\theta$, $q_\theta$ and $g_\theta$ with loss function 2 and 5.
Update $f_\xi$ and $g_\xi$ by slowly momentum update with the parameters of $f_\theta$ and $g_\theta$
Update $\beta$ with equation 6
end

**Output:** The trained network $f_\theta$

cropped images for the small and medium datasets, and we resize images to $32 \times 32$ and $64 \times 64$ for the small and medium datasets, respectively.

**Baselines:** For the comparison, we re-implement the state-of-the-art methods, SimCLR [6], MoCo v2 [8], SimSiam [7] and BYOL [14] based on the public codes. We follow [7] that implements the MoCo v2 with a symmetrized loss function, and set the exponential moving average factor to 0.99 for all experiments. For BYOL [14] on the small and medium datasets, we follow [14], and set the channel inner layer of 1024 in the projection and prediction MLP and the output feature is 128. We set the exponential moving average factor beginning from 0.99 with a slowing increase to 1.

**Network structure and optimization:** Our method and reproduced methods are implemented by PyTorch v1.8 and we conduct all experiments on Nvidia V100. Our method is based on our reproduced BYOL [14]. The code of the proposed method is in the supplementary material and will be published after the paper is accepted.

For the pre-train stage on the small and medium datasets, we adopt ResNet-18 [16] as backbone. For optimization, we use SGD optimizer with a cosine-annealed learning rate of 0.1 [30], and momentum 0.9, and a weight decay of $5 \times 10^{-4}$ and a batch size of 256. We set $\beta_{base} = 0.3$ for CIFAR-10/100, and $\beta_{base} = 0.4$ for Tiny ImageNet and STL-10.

For the pre-train stage on large datasets, we adopt a standard ResNet-50 [16] as backbone. For ImageNet-100, the network is trained using SGD optimizer with a single cycle of cosine annealing [30], and initial learning rate of 0.2, and momentum 0.9, and a weight decay of $10^{-4}$, and a batch size of 256. We conduct ImageNet-1k experiments with 8× Nvidia V100 32G with Automatic Mixed Precision (AMP) package [31]. Specifically, we follow [14], and train a network with a LARS optimizer [51] with a single cycle of cosine annealing [30], and a momentum of 0.9, and a weight decay of $10^{-6}$, and a batch size of 2048. The base learning rate starts from 0.9 and 0.6 for 100 and 200 epochs respectively, linearly scaled by the times of batch size 256 [13]. We set $\beta_{base} = 0.4$ for ImageNet-100 and ImageNet-1K.

**Evaluation:** We evaluate the representations of the pre-trained model with the linear evaluation protocol, which freezes the encoder parameters and trains a linear classifier on top of the pre-trained model. For the small and medium datasets, we follow the setting in MoCo v2 [8] and train a linear classifier for 100 epochs with an initial learning rate of 30, no weight decay, and a momentum of 0.9. The learning rate will be multiplied by 0.1 at the 60 and 80 epochs. For the large datasets, we follow the evaluation setting in Mean Shift [22], which only requires 40 epochs and a batch size of 256. The linear classifier is trained with SGD and an initial learning rate of 0.01, weight decay of $10^{-4}$ and a momentum of 0.9. The learning rate
Table 1: Analysis of noise impacts of aggressive augmentations. We run methods on small and medium datasets for 200 epochs, and on ImageNet-100 for 100 epochs. The mean and standard deviation are computed over three trails.

| Method | Aug. | $\beta$       | CIFAR-10 | CIFAR-100 | STL-10 | Tiny ImageNet | ImageNet-100 |
|--------|------|--------------|----------|-----------|--------|----------------|--------------|
| BYOL   | AA   | –            | 90.3±0.1 | 64.7±0.3  | 91.6±0.1| 49.7±0.4      | 80.9         |
| BYOL   | AW   | –            | 90.7±0.1 | 66.0±0.4  | 90.7±0.3| 51.4±0.2      | 81.2         |
| MSR    | MA   | Fixed        | 91.5±0.2 | 67.2±0.1  | 93.0±0.1| 53.6±0.3      | 83.2         |
| MSR    | MA   | Decay        | 92.2±0.1 | 68.1±0.0  | 93.0±0.1| 54.4±0.1      | 83.5         |

Table 2: Performance comparison with linear classification on small and medium datasets for 200 and 800 epochs. We adopt a ResNet-18 as backbone for all experiments. The mean and standard deviation are computed over three trials.

| Method | CIFAR-10 | CIFAR-100 | STL-10 | Tiny ImageNet | ImageNet-100 |
|--------|----------|-----------|--------|----------------|--------------|
| SimCLR | 88.5±0.1 | 91.3      | 60.7±0.6| 64.4           | 87.9±0.4     | 91.1         | 46.6±0.1 | 49.1 |
| MoCo v2| 86.9±0.2 | 90.8      | 60.5±0.3| 65.0           | 88.3±0.4     | 91.2         | 47.6±0.2 | 50.7 |
| SimSiam| 87.6±0.2 | 91.6      | 56.2±1.2| 62.3           | 85.7±0.3     | 89.7         | 41.0±0.3 | 43.9 |
| BYOL   | 90.3±0.1 | 92.5      | 64.7±0.3| 69.5           | 91.6±0.1     | 93.6         | 49.7±0.4 | 53.4 |
| MSR (Ours) | **92.4±0.1** | **93.9** | **68.9±0.3** | **71.3** | **93.3±0.2** | **94.3** | **54.9±0.2** | **56.7** |

will be multiplied by 0.1 at 15, 30 and 40 epochs.

4.2 Preliminary Analysis

In this subsection, we investigate the influence of noise from aggressive augmentations on five datasets. We compare the linear performance of BYOL with two aggressive augmentations (AA), and with one aggressive and one weak augmentation (AW). Table 1 presents that BYOL with AW can largely improve the performance on CIFAR-100 and Tiny ImageNet, and mildly improve the performance on CIFAR-10 and ImageNet-100, but in STL, the network suffers from the weak augmentation. This inconsistent results verify our claim that aggressive augmentations have different degree of detrimental effects on different datasets. For those with more number of classes and small size images, it will have more negative impacts. By contrast, using weak augmentation may result in suboptimal results for datasets with large images and fewer classes.

Then, we compare BYOL with our proposed method MSR. In the third row in Table 1, we report the results of MSR with multi-stage augmentation (MA) and fixed $\beta$. MSR has improved linear classification across across five datasets, suggesting that aggressive augmentations can be leveraged while balancing negative effects. The results in the fourth row continue to improve by reducing $\beta$ during the training process, which indicates that noise impacts vary at different stages of the training process and will become more apparent at the end. Notably, we set $\beta_{base}$ as a default number of 0.5 in preliminary experiments, which means the weights of aggressive augmented instances and weak augmented are equal. Compared with Table 2 and 3, we can see the performance can be further improved with a turned $\beta_{base}$.

4.3 Linear Classification

Small and medium datasets. We first verify the effectiveness of our method on small and medium datasets, with short training time, 200 epochs and long training time, 800 epochs. We also run three trails for short running time to evaluate stability of the proposed method. Table 2 illustrates that the proposed method significantly improve the performance across the four datasets on short training time experiments, demonstrating that MSR can accelerate convergence and the small standard deviation also shows that the proposed method has good stability. For the long training time experiments, outstanding results show MSR can continue to improve the final performance.
Table 4: Performance comparison with linear classification on ImageNet-1K. All methods use a standard ResNet-50 as backbone without multi-crop strategy.

| Method            | Neg. pairs | Batch Size | Epochs | Top-1 Linear |
|-------------------|------------|------------|--------|--------------|
| Supervised        |            | 256        | 100    | 76.2         |
| InstDis [49]      | ✓          | 256        | 200    | 56.5         |
| PIRL [32]         | ✓          | 256        | 200    | 63.6         |
| SimCLR [6]        | ✓          | 4096       | 1000   | 69.3         |
| MoCo v2 [8]       | ✓          | 256        | 200    | 67.5         |
| JCL [4]           | ✓          | 256        | 200    | 68.7         |
| ReSSL [57]        | ✓          | 256        | 200    | 69.6         |
| InfoMin Aug. [42] | ✓          | 256        | 200    | 70.1         |
| W-MSE 4 [11]      |            | 256        | 400    | 72.6         |
| SimSiam [7]       |            | 256        | 200    | 70.0         |
| SwAV [7]          |            | 4096       | 200    | 69.1         |
| BYOL [7]          |            | 4096       | 100    | 66.5         |
| BYOL [7]          |            | 4096       | 200    | 70.6         |
| BYOL [14]         |            | 4096       | 300    | 72.6         |
| MSR (Ours)        |            | 2048       | 100    | 71.4         |
| MSR (Ours)        |            | 2048       | 200    | 73.1         |

Table 5: Transfer learning on downstream tasks: object detection, instance segmentation and keypoint detection. All models pretrained on ImageNet-1K for 200 epochs and fine-tuned on MS COCO with 1 × schedule. Object detection and instance segmentation results are from [42] and [46] and keypoint detection results are from [46]. Results with * uses multi-crop strategy.

| Method         | Object detection | Instance segmentation | Keypoint detection |
|----------------|------------------|-----------------------|--------------------|
|                | AP$^{bb}$   | AP$^{bb}_{50}$ | AP$^{bb}_{75}$ | AP$^{mk}$ | AP$^{mk}_{50}$ | AP$^{mk}_{75}$ | AP$^{mp}$ | AP$^{mp}_{50}$ | AP$^{mp}_{75}$ |
| Random         | 32.8       | 35.3         | 35.9         | 35.1      | 35.9         | 35.1         | 63.5      | 63.5         | 63.5         |
| Supervised     | 39.7       | 43.3         | 35.9         | 35.1      | 35.9         | 35.1         | 63.5      | 63.5         | 63.5         |
| MoCo [18]      | 39.4       | 42.9         | 35.1         | 35.1      | 35.9         | 35.1         | 63.6      | 63.6         | 63.6         |
| MoCo v2 [5]    | 40.1       | 44.1         | 35.3         | 35.3      | 35.9         | 35.3         | 66.0      | 66.0         | 66.0         |
| InfoMin Aug.   | 41.9       | 44.6         | 36.7         | 36.7      | 39.4         | 36.7         | 72.3      | 72.3         | 72.3         |
| JCL [4]        | 35.6       | 38.3         | 39.4         | 39.4      | 39.4         | 39.4         | 72.3      | 72.3         | 72.3         |
| SwAV* [5]      | 36.3       | 38.9         | 36.6         | 36.6      | 38.2         | 36.6         | 72.3      | 72.3         | 72.3         |
| UOTA* [46]     | 36.7       | 39.4         | 36.6         | 36.6      | 39.4         | 36.6         | 72.3      | 72.3         | 72.3         |
| MSR (Ours)     | 41.1       | 45.1         | 37.3         | 37.3      | 38.6         | 37.3         | 72.3      | 72.3         | 72.3         |

Large datasets. We evaluate the performance of the proposed method on the large datasets, ImageNet-100 and ImageNet-1K. We reproduce all baselines on ImageNet-100 with batch size 256. The results on ImageNet-100 and ImageNet-1K are shown in Table 3 and Table 4 respectively. We can see that MSR outperforms the state-of-the-art methods on ImageNet-100 with a relatively large margin across 100 and 200 epochs. For results on ImageNet-1K, MSR consistently surpasses baselines, e.g., the performance of MSR for 100 epochs has already surpassed BYOL training for 200 epochs. MSR achieves a new state-of-the-art result for 200 epochs, exhibiting a 2.5% improvement over BYOL. Overall, empirical results on linear evaluation verify that MSR can accelerate the convergence rate and improve the generalization on various settings.

Table 3: Performance comparison with linear classification on ImageNet-100. All methods adopt ResNet-50 as backbone.

| Method     | Batch size | 100 ep | 200 ep |
|------------|------------|--------|--------|
| SimCLR     | 256        | 79.1   | 82.4   |
| MoCo v2    | 256        | 80.9   | 83.9   |
| SimSiam    | 256        | 79.7   | 82.6   |
| BYOL       | 256        | 80.9   | 83.6   |
| MSR (Ours) | 256        | 83.7   | 85.5   |

Large datasets. We evaluate the performance of the proposed method on the large datasets, ImageNet-100 and ImageNet-1K. We reproduce all baselines on ImageNet-100 with batch size 256. The results on ImageNet-100 and ImageNet-1K are shown in Table 3 and Table 4 respectively. We can see that MSR outperforms the state-of-the-art methods on ImageNet-100 with a relatively large margin across 100 and 200 epochs. For results on ImageNet-1K, MSR consistently surpasses baselines, e.g., the performance of MSR for 100 epochs has already surpassed BYOL training for 200 epochs. MSR achieves a new state-of-the-art result for 200 epochs, exhibiting a 2.5% improvement over BYOL. Overall, empirical results on linear evaluation verify that MSR can accelerate the convergence rate and improve the generalization on various settings.
Table 6: **Transfer learning on downstream tasks**: object detection, and instance segmentation. All models pretrained on ImageNet-1K for 200 epochs and fine-tuned on MS COCO with $2 \times$ schedule. Baseline results are from [42].

| Method         | Object detection | Instance segmentation |
|----------------|------------------|------------------------|
|                | $AP_{bb}$ | $AP_{50}^{bb}$ | $AP_{75}^{bb}$ | $AP_{bb}^{mk}$ | $AP_{50}^{mk}$ | $AP_{75}^{mk}$ |
|----------------|-----------|------------------|----------------|----------------|----------------|----------------|
| Random         | 38.4      | 57.5             | 42.0           | 34.7           | 54.8           | 37.2           |
| Supervised     | 41.6      | 61.7             | 45.3           | 37.6           | 58.7           | 40.4           |
| InstDis [49]   | 41.3      | 61.0             | 45.3           | 37.3           | 58.3           | 39.9           |
| PIRL [32]      | 41.2      | 61.2             | 45.2           | 37.4           | 58.5           | 40.3           |
| MoCo [18]      | 41.7      | 61.4             | 45.7           | 37.5           | 58.6           | 40.5           |
| MoCo v2 [8]    | 41.7      | 61.6             | 45.6           | 37.6           | 58.7           | 40.5           |
| InfoMin Aug. [42] | 42.5      | 62.7             | 46.8           | 38.4           | 59.7           | **41.4**       |
| MSR (Ours)     | **42.7**  | **62.9**         | **47.1**       | **38.5**       | **60.0**       | **41.4**       |

4.4 Transfer Learning

We further verify the quality of representation learned by MSR on more downstream tasks. For object detection and instance segmentation, we follow [42], and adopt Mask R-CNN [17] with FPN [27] to fine-tune our pretrained ResNet-50 model on COCO train2017 with $1 \times$ schedule and $2 \times$ schedule, and evaluate performance on COCO val2017. Similar to object detection, we change Mask R-CNN to a keypoint version to conduct keypoint detection experiments with $1 \times$ schedule. For more experimental details, please check the supplementary material.

Table 5 and Table 6 report the results of object detection, instance segmentation and keypoint detection. We can observe that MSR outperforms all baselines on object detection and instance segmentation tasks, especially, showing superior over the strong baseline InfoMin Aug. [42]. For the keypoint detection task, MSR also has comparable performance with UOTA, less than $0.3\%$. Note that UOTA employs multi-crop strategy with 8 views ($2 \times 224 + 6 \times 96$), which means although UOTA and MSR both train for 200 epochs, UOTA receives much more examples than MSR. Strong performance on downstream tasks demonstrates that MSR can improve the general quality of learned representation.

4.5 Training time comparison

We compare the running time between our method and reproduced BYOL. We conduct experiments on CIFAR-100 and STL-10 for 800 epochs with a single Nvidia V100, ImageNet-100 for 200 epochs with $4 \times$ Nvidia V100, respectively. For ImageNet-100, we use Pytorch Automatic Mixed Precision package to speed up the training process and save GPU memory. Note that because we do not have the enough GPUs to run a standard BYOL with a batch size of 4096 on ImageNet, we use ImageNet-100 instead of ImageNet-1K, which has similar processing efficiency but ten times data.

Although our method uses double instances in the loss function 5, each instance in MSR only passes into the network one time. Therefore, the number of forward and backward keeps the same with BYOL. In addition, thanks to the efficient multi-stage augmentation, where we generate double instances using the nearly same resources. The main burden training time part of our proposed method may come from two more vector multiplication in our loss function 5. From Table 7, we can see that our method is as efficient as BYOL, and the differences between the two methods are less than $9\%$ across three datasets.

Table 7: Training time comparison with BYOL on three datasets

| Method      | CIFAR-100 | STL-10 | ImageNet-100 |
|-------------|-----------|--------|--------------|
| BYOL        | 11.3h     | 77.6h  | 9.5h         |
| MSR         | 11.5h     | 79.6h  | 10.4h        |
In this section, we investigate the sensitivity of the hyper-parameter $\beta_{\text{base}}$ on three datasets. The linear classification results are shown in Figure 3. First of all, we can observe that MSR is not very sensitive to the value of $\beta_{\text{base}}$. MSR with $\beta_{\text{base}} = 0.3$ achieves the highest accuracy on CIFAR-100, and the best results on STL-10 and ImageNet-100 occur at $\beta_{\text{base}} = 0.4$. The performance with aggressive and weak augmented instances on the target network is higher than that with only weak augmented instances ($\beta_{\text{base}} = 0$), which suggests that only employing weak augmented samples on the target network may lead to suboptimal performance.

Furthermore, the value of $\beta_{\text{base}}$ on medium and large datasets is higher than that on small datasets, which indicates that small datasets require higher weights to weak augmented samples to against noise impacts from aggressive augmented samples. This is consistent with our empirical finds that small datasets have higher probabilities of generating noise than medium and large datasets when employing the same strategy of aggressive augmentations.

5 Conclusion

In this paper, we first empirically demonstrate that two positive instances generated by the aggressive augmentations can cause the semantic shift issue, which introduces noisy positive pairs and degrades the quality of learned representation. To alleviate this issue, we propose a novel method Making Self-supervised learning Robust (MSR) to properly utilize aggressive augmentations and neutralize the semantic shift problem. Experimental results show that our proposed method achieves state-of-the-art results with the linear evaluation on various datasets and consistently improves the generalization on a series of downstream tasks.

The main limitation of this paper is that although we know there is noise from aggressive augmentations, we are still unknown the specific conditions under which noise occurs and how much networks suffer from it. We leave it as the future research direction.
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A Implementation Details

A.1 Object detection and instance segmentation

Following the common settings used in [18, 42], we employ the Mask R-CNN [17] with FPN [27] based on Detectron2 [48]. We fine-tune the pre-trained model on COCO train2017 and evaluate it on COCO val2017 [28] with $8 \times$ Nvidia V100. For the $1 \times$ schedule experiment, the learning rate is initialized as $0.03$. For the $2 \times$ schedule experiment, we set the initial learning rate as $0.02$.

A.2 Keypoint detection

Following [46], we adopt a keypoint version Mask R-CNN [17] with FPN [27] based on Detectron2 [48]. We fine-tune the pre-trained model on COCO train2017 with $1 \times$ schedule and evaluate it on COCO val2017 [28]. We conduct experiments with $8 \times$ Nvidia V100, and the initial learning rate is set as $0.05$.

B Additional experiments

Table 8: Performance comparison with linear classification without the fixing learning rate trick on three datasets for 200 epochs. The mean and standard deviation are computed over three trails.

| Method          | CIFAR-100 | STL-10 | ImageNet-100 |
|-----------------|-----------|--------|--------------|
| SimSiam         | 56.2±1.2  | 85.7±0.3 | 82.6         |
| SimSiam + MSR   | 63.8±0.4  | 89.9±0.5 | 84.0         |

To evaluate the adaptability, we build our proposed MSR on an additional self-supervised framework, SimSiam [7], termed SimSiam + MSR. Specifically, we change the same similarity function from mean square error to negative cosine similarity. We adopt the same settings for all the hype-parameters mentioned in Section 4.1 and conduct a series of experiments on CIFAR-100 [23], STL-10 [10], and ImageNet-100 [41] for 200 epochs.

As illustrated in Table 8, we observe that the proposed MSR achieves better transfer performance than SimSiam on three datasets. For instance, MSR significantly raise the accuracy of linear probing from 56.2% to 63.8% (+7.6%) on the CIFAR-100 dataset. Therefore, our proposed method does not rely on the momentum network, demonstrating the adaptability of MSR.