Transport of hyperpolarized samples in dissolution-DNP experiments
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Dissolution dynamic nuclear polarization (D-DNP) experiments rely on the transfer of a sample between two high-field magnets. During this transfer, samples might experience passage through regions where the stray fields of the magnets are very weak, can approach zero, and even change their sign. This can lead to unexpected spectral features in spin systems that undergo transitions from weak- to strong-coupling regimes and vice versa, much like in field cycling nuclear magnetic resonance experiments. We herein demonstrate that the spectral features observed in D-DNP experiments can be rationalized, provided the time-dependence of the spin Hamiltonian upon field cycling is sufficiently adiabatic. Under such conditions, a passage through a weak static field can lead to the emergence of a long-lived state (LLS) based on an imbalance between the populations of singlet and triplet states in pairs of nuclei that are strongly coupled during the passage through low field. The LLS entails the appearance of anti-phase multiplet components upon transfer to a high-field magnet for observation of NMR signals.

I. Introduction

Dissolution dynamic nuclear polarization (D-DNP) is a method to enhance signal amplitudes in solution-state nuclear magnetic resonance (NMR) experiments. Spectacular signal enhancements above four orders of magnitude can be attained, rendering novel polarization agents, such as stable paramagnetic molecules, useful for enhancing signal amplitudes in solution-State nuclear magnetic resonance (NMR) experiments. The D-DNP method is based on spin hyperpolarization of a sample at temperatures close to 1 K by employing slightly off-resonance microwave saturation of the Electron Paramagnetic Resonance (EPR) spectra of paramagnetic polarization agents, such as stable paramagnetic molecules, radical mixtures, UV-induced radical centers or paramagnetic microporous matrices. Once hyperpolarization has been achieved, i.e. once most nuclear spins have been aligned parallel to (or against) the direction of the static magnetic field, the sample can be rapidly dissolved by a burst of heated solvent and the solution is subsequently propelled towards an NMR spectrometer for detection. Alternatively, the sample can be shuttled to the NMR spectrometer as a solid pellet and dissolved near or in the spectrometer. In both cases, regardless whether one transfers a solid or a liquid, it is advantageous to maintain a non-vanishing guiding magnetic field during the transfer to prevent losses of polarization during the transfer.

Typically, when combining D-DNP with the transfer of a liquid sample, both the polarization field and the detection field are strong (on the order of several Tesla), but during the transport between the two strong fields the sample passes through a region of a weak magnetic field, in the milli-Tesla range. This can lead to substantial losses of polarization because (i) relaxation times are often shorter at low fields and (ii) the spins can lose their orientation when passing through a close-to-zero-field zone. The magnetic field might even change its direction when the magnets are actively compensated ("ultra-shielded") by coils of opposite polarity to the main coils, so that the sample may be exposed to a vanishing field during their ejection or injection. One should keep in mind that spins may be depolarized when the variation of the field is non-adiabatic, i.e. when the spins do not follow the field’s direction. To overcome such problems, the sample can be transported through a “magnetic tunnel” that bridges the gap between the DNP and NMR magnets. Experiments clearly demonstrated that such a tunnel with an internal magnetic field $B_{\text{trans}}$ of
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approximately 0.9 T dramatically increases the performance of D-DNP experiments, particularly for hyperpolarized protons. Indeed, the signal enhancement $\varepsilon$ can be increased by a factor of 2 $< \varepsilon < 20$ compared to experiments performed without magnetic tunnel. In addition, it was noted in some cases that the use of a magnetic tunnel to sustain $B_{\text{trans}}$ during the transfer may lead to a change in the appearance of the multiplets after D-DNP. Specifically, in systems with two or more coupled spins, the multiplet components may change in sign when comparing experiments with $B_{\text{trans}} > 0.9$ T and with $B_{\text{trans}} < 1$ mT. Such effects were more pronounced for weakly coupled spin pairs, i.e., the results obtained with and without magnetic tunnel can be dramatically different, whereas, for strongly coupled spin pairs, varying $B_{\text{trans}}$ does not significantly affect the appearance of the NMR lines. As usual, the notion of a “weakly coupled spin pair” stands for two interacting spins with a coupling strength $J$ that is much smaller than the difference $\Delta \nu$ between their chemical shifts due to the Zeeman interactions with the external magnetic field; otherwise, the spins are considered to be “strongly coupled”.

In earlier work, the above-mentioned effects have not been explained since attention was focused on the total signal enhancement. Here we provide an explanation for the dependence of the appearance of the detected multiplets on $B_{\text{trans}}$. We argue that these effects can be traced back to proton polarizations in coupled two-spin systems that can reach almost $P(\chi H) = 100\%$, resulting in the formation of a “population imbalance” between the triplet and singlet states, known as Triplet–Singlet Imbalance (TSI) after rapid transfer to solution state conditions. Generally, the amplitudes of the components of the multiplets reflect the polarization. In principle, this allows one to determine the absolute spin polarization by spin polarimetry magnetic resonance. It is well documented that a TSI can constitute a long-lived state (LLS), i.e., it can have a lifetime $T_{\text{LLS}}$ that is longer than the relaxation time $T_1$ of the individual participating spins. To fulfill the inequality $T_{\text{LLS}} > T_1$, it is required that (i) the spins are strongly coupled and (ii) intra-pair dipolar couplings constitute the dominant relaxation mechanism. Similar effects are expected for relaxation driven by other mechanisms when the spins experience fluctuating local fields that are correlated with each other. Indeed, dipolar relaxation within a two-spin system cannot drive singlet–triplet transitions, which can only be induced by other mechanisms such as dipolar couplings to a third spin or anisotropic chemical shifts. However, these mechanisms are often less efficient and therefore do not significantly curtail the lifetime of the TSI. For protons, the $T_{\text{LLS}}/T_1$ ratio can be as high as 45 and $T_{\text{LLS}}$ can be as long as 4 minutes; for nuclei such as $^{13}$C or $^{15}$N in suitably designed molecules, extremely long $T_{\text{LLS}}$ values can be achieved, reaching 1 hour. Although the TSI lifetime is reduced by the presence of paramagnetic agents (significant radical concentrations are common in D-DNP experiments) $T_{\text{LLS}}$ can still be longer than $T_1$, since the local fields due to paramagnetic agents experienced by the two spins are partly correlated.

Here we argue that for a weakly coupled two-spin system that passes through a low-field area during sample transport, where the spins enter a strong coupling regime (meaning $J_{\text{HH}} > \Delta \nu$), the longitudinal Zeeman spin polarization relaxes efficiently whereas the TSI persists. In other words, if the condition $T_1 < t_{\text{trans}} < T_{\text{LLS}}$ is fulfilled ($t_{\text{trans}}$ being the time the spins spend in the field $B_{\text{trans}}$), the multiplets feature patterns with positive and negative contributions that result from a TSI being transferred from low- to high-field conditions. By using a magnetic tunnel and maintaining a magnetic field $B_{\text{trans}} \approx 0.9$ T during $t_{\text{trans}}$ one can avoid low-field passages. Hence the resulting multiplets have the usual in-phase appearance, reflecting the net polarization. In this respect, it is important to note that the decay of net polarization is enhanced by passages through regions with very low or vanishing fields, whereas a TSI is sustained most efficiently in the absence of a field and is therefore likely to survive passages through low-field regions. This effect is exacerbated if the inequality $T_{\text{LLS}} > T_1$ holds.

To validate these arguments, we present D-DNP experiments obtained with $B_{\text{trans}} \approx 0.9$ T and $B_{\text{trans}} < 1$ mT, combined with measurements of $T_1$ and $T_{\text{LLS}}$ relaxation times for weakly and strongly coupled proton spin pairs. We demonstrate that in all cases, the presence or absence of a long-lived TSI explains the appearance of the multiplets in D-DNP experiments. We anticipate that these results may be useful for maximizing signal enhancements and for sustaining spin hyperpolarization.

II. Methods

A. Sample preparation

The structures of the compounds under investigation are shown in Scheme 1. For sample 1, 25 μL of a solution containing 50 mM TEMPOL and 2 M 3-chlorothiophene-2-carboxylic acid (CTC) in phosphate buffer saline (PBS) at pH 10 was mixed 1:1 v/v with glycerol-d8, yielding 50 μL. For sample 2, 25 μL of a solution containing 50 mM TEMPOL and 1 M Ala-Gly in ethanol-d6/D2O (50/50 v/v) at pH 7.4 were mixed 1:1 v/v with glycerol-d8. In the dissolution step, both samples 1 and 2 were diluted 100-fold by D2O. The relaxometry measurements were carried out in thermal equilibrium without D-DNP with the following concentrations: 30 mM CTC, 30 mM Ala-Gly, 20 mM ethylenediaminetetraacetic acid (EDTA) in D2O at pH 12.3 (sample 3), 30 mM CTC, 30 mM Ala-Gly, 20 mM EDTA, 0.5 mM TEMPOL in D2O at pH 12.3 (sample 4). Dissolved oxygen was
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Scheme 1 Structures of 3-chlorothiophene-2-carboxylic acid (CTC, top) and the dipeptide alanine-glycine (Ala-Gly, bottom). The aromatic and geminal protons pairs under investigation are highlighted in orange.
removed from samples 3 and 4 by bubbling with nitrogen gas for 15 minutes. To allow direct comparison with D-DNP experiments, the concentration of TEMPO in sample 4 was the same as in samples 1 and 2 after 100-fold dilution.

B. D-DNP experiments

All D-DNP experiments were performed by vitrifying 50 μL of samples 1 and 2 (see above) in liquid helium. Hyperpolarization was achieved by microwave irradiation at either 187.90 GHz (positive DNP) or 188.38 GHz (negative DNP) in a magnetic field \( B_{DNP} = 6.7 \ T \) at a temperature \( T_{DNP} = 1.2 \ K \). The microwave frequency was modulated at 1 kHz with a saw-tooth function over a bandwidth of 100 MHz. After steady-state hyperpolarization was reached, the samples were dissolved and propelled out of the DNP apparatus by a burst of 5 mL of superheated D₂O (under 1.05 MPa pressure and at a temperature of 453 K). Subsequently, the hyperpolarized solutions were transferred by pressurized helium gas (~0.7 MPa) to the NMR spectrometer for detection. Three different transfer conditions were probed. (i) Transfer through a magnetic tunnel at \( B_{trans} \approx 0.9 \ T \) for \( t_{trans} = 4 \ s \) before injection into an NMR tube waiting in the spectrometer, (ii) transfer through the ambient low field \( B_{trans} < 1 \ mT \) for \( t_{trans} = 4 \ s \) (without passing through of a magnetic tunnel) prior to injection, and (iii) transfer through ambient field during 4 s plus an additional interval \( t_{delay} = 10 \ s \) before injection such that the total transfer time amounted to \( t_{trans} = 14 \ s \), during which the sample was kept in low field \( B_{trans} < 1 \ mT \). Detection after injection was achieved by a train of hard 5° pulses after a delay of ca. 3 s to allow turbulences to settle. All experiments were performed on a Bruker HD II NMR spectrometer operating at \( B_0 = 9.4 \ T \) (400 MHz) equipped with a 10 mm BBO probe set to a temperature of 298 K (sample 1) or on a Bruker HD III NMR spectrometer operating at \( B_0 = 11.7 \ T \) (500 MHz) equipped with a 5 mm TXI cryo-probe set to a temperature of 298 K (sample 2).

All data were processed using home-written scripts in MATLAB. All free induction decays (FIDs) were apodized by a Gaussian window function prior to Fourier transformation and baseline correction.

C. \( T_1 \)-measurements at variable field

\( T_1 \) relaxation times were measured at a high field of 9.4 T using the standard inversion-recovery protocol. We also performed \( T_1 \)-measurements at variable fields as described before.\(^{26}\) All relaxation experiments were done using a 400 MHz NMR spectrometer with a magnetic field \( B_0 \) of 9.4 T. This spectrometer is equipped with a field-cycling device, which allows one to switch the field from \( B_0 \) to any field in the range 10 nT < \( B_{rel} < 9.4 \ T \) in less than 0.4 s. To switch the field, we mechanically move the sample as described in ref. \(^{32}\). A schematic protocol for measuring relaxation times \( T_1 \) at variable fields is shown in Fig. 1a. Here the equilibrium polarization is recovered at \( B = B_0 \) in step 1, in step 2 the field is switched \( B_0 \rightarrow B_{rel} \), in step 3 longitudinal spin relaxation takes place at the field \( B_{rel} \), and after switching \( B_{rel} \rightarrow B_0 \) (step 4) the NMR signal is measured at \( B = B_0 \) in step 5: a non-selective 90° pulse is applied and the FID is detected. As usual, the NMR spectrum is obtained by Fourier transform of the FID.

D. LLS measurements at high field

To generate and observe the LLS of interest, we used the adiabatic-passage spin order conversion (APSOC) method,\(^{33,34}\) where singlet order is generated from the longitudinal thermal spin magnetization by an adiabatically ramped RF-field. To preserve the TSI, a strong RF spin-locking field is used; to convert the singlet order into observable magnetization the RF-field is ramped down adiabatically. Finally, a non-selective 90° pulse is applied, and the FID signal is acquired. By varying the duration \( \tau_{rel} \) of the spin-locking field, we can determine \( T_{LLS} \) by fitting to an exponential decay. The choice of the frequency and peak amplitude of the RF-field and of the optimum switching times were discussed in detail in previous publications.\(^{33-35}\)

E. LLS measurements at variable field

We combined the APSOC method with experiments at variable fields (see Fig. 1b). In a first step (1), the thermal polarization is allowed to recover in a suitable interval, usually ca. 3\( T_1 \). Immediately after generating the singlet order by an adiabatically ramped RF-field (2), we performed a fast field jump from \( B_0 \) to the relaxation field \( B_{rel} \) (3), where we let the spins relax during the time \( \tau_{rel} \) (4). After that, we performed a field jump \( B_{rel} \rightarrow B_0 \) (5), applied an adiabatically decreasing RF-field (6) and detected the NMR signal (7). The signal decay as a function of \( \tau_{rel} \) allowed us to determine \( T_{LLS} \) or \( T_1 \) for each field \( B_{rel} \). The same method has been used in our earlier work\(^{26}\) on field-cycling relaxometry of singlet order. It is worth noting that the adiabatically ramped RF-field was optimized separately for the pairs of protons in CTC and in Ala-Gly to have high yields of the singlet order in each case.
III. Results

A. D-DNP experiments

Six experiments were performed for sample 1 containing CTC. The experiments employed either positive or negative DNP. After dissolution, the samples were transferred to the detection spectrometer either (i) through a magnetic tunnel maintaining a constant magnetic field \( B_{\text{trans}} = 0.9 \) T, or (ii) without magnetic tunnel through the ambient magnetic field, which was determined to vary between \( 0.5 < B_{\text{trans}} < 1.5 \) mT, or (iii) without magnetic tunnel through the same ambient magnetic field, followed by storage in the ambient magnetic field for a delay \( t_{\text{delay}} = 10 \) s, prior to injection into the NMR system.

From the viewpoint of spin dynamics, these experiments show the following behavior of the two protons of CTC (cf. Scheme 1): (i) the magnetic tunnel avoids passages through low-field regimes and provides a continuous quantization field ("guiding" field) for the spins that remain weakly coupled, (ii) without the magnetic tunnel the spins pass through a low-field range where the TSI constitutes an LLS, and (iii) in an additional storage time \( t_{\text{delay}} = 10 \) s at low field, most of the longitudinal Zeeman spin polarization dissipates through \( T_1 \)-relaxation, so that only the long-lived TSI remains. The invariance of this triplet–singlet imbalance under arbitrary rotations renders it immune to relaxation in the absence of a quantization field.

The expected behavior of the hyperpolarized spin order is shown in Fig. 2. The NMR spectrum of CTC comprises two poorly resolved doublets. Depending on the expectation values \( \langle I_{1z} \rangle \) and \( \langle I_{2z} \rangle \) of the longitudinal Zeeman polarizations of the two spins, the two doublets can have the same or opposite phases.

![Diagram of spin order conversion](image)

**Fig. 2** Spin order conversion after relaxation within the triplet manifold at low fields and subsequent adiabatic transport to high fields. Here we assume that the triplet states are overpopulated at low fields, and the singlet state depleted; after sample transport to high fields one of the high-field states is depleted. If \( J(\delta_1 - \delta_2) > 0 \) (i.e. if the coupling and the chemical shift difference have the same sign), this is the \( \alpha \beta \)-state. Simulated NMR spectra (featuring experimentally observed line broadening) for the high and low-field cases are shown for (a) positive DNP and (b) negative DNP.
Here we consider the two cases of positive and negative DNP, corresponding to overpopulated $T_+$ and $T_-$ states of a spin pair, respectively. As a result of the passage through low fields, the populations are redistributed equally among the three triplet states, whereas the TSI remains unchanged. Therefore, the TSI is defined as $P_{\text{TSI}} = \langle p_T \rangle - p_0$ where the average triplet population is $\langle p_T \rangle = \frac{1}{3} \{ p_{T+} + p_{T0} + p_{T-} \}$. Subsequent adiabatic transport to the NMR detection field gives rise to a depleted $|2\beta\rangle$ state and consequently to an $|I_{1z} - I_{2z}\rangle$ spin order, which is independent of the sign of the hyperpolarization. If the sign of either $|\beta\rangle$ or $|\delta_1 - \delta_2\rangle$ is changed, it is the $|\beta\rangle$ state that will be depleted, giving rise to a sign inversion of the polarizations of both spins (as usual, by $\alpha$ and $\beta$ we denote states with the $z$-projections $m = \pm \frac{1}{2}$ and $-\frac{1}{2}$, respectively). Hence, the expectation values of the Zeeman spin polarizations are opposite, i.e. $\langle I_{1z} \rangle = -\langle I_{2z} \rangle$. The spin order is thus described by a term $|I_{1z} - I_{2z}\rangle$ in the spin density operator that does not depend on the sign of DNP, but depends only on the TSI, which is positive in the present case.

The results of six complementary DNP experiments performed for CTC are shown in Fig. 3 and 4. Obviously, case (i), where $B_{\text{trans}} = 0.9$ T, leads to longitudinal Zeeman polarization, with an all positive or all negative multiplet, i.e. $|I_{1z} + I_{2z}\rangle$ spin order is detected, the sign of which depends on the sign of the DNP (cf. Fig. 3a and 4a). Additionally, a slight asymmetry is observed, presumably due to the presence of a weakly populated TSI that survives the transfer through the tunnel. In contrast, in case (ii), where $B_{\text{trans}} < 1$ mT, one observes – in accordance with the expectations outlined in Fig. 2 – a negative low-field (left-hand) component of the multiplet and a positive high-field (right-hand) component of the multiplet, i.e. the $|I_{1z} - I_{2z}\rangle$ spin order is generated. (Note that due to radiation damping as a consequence of large water polarizations, the multiplets are not fully resolved.) This observation holds for both cases of positive and negative DNP (cf. Fig. 3b and 4b), i.e. the $|I_{1z} - I_{2z}\rangle$ spin order does not change its sign depending on the sign of DNP. Note that in case (ii) the TSI leads to signals where the two doublet components have opposite phases with respect to each other. For pure $|I_{1z} - I_{2z}\rangle$ spin order, one should observe

**Fig. 3** Experimental proton spectra (black) and simulations (red) of 3-chlorothiophene-2-carboxylate after positive DNP induced by microwave irradiation at 187.90 GHz, slightly below the center of the EPR response of TEMPOL in a field of 6.7 T. (a) After injection and detection at $B_0 = 9.4$ T using a transfer through a magnetic tunnel ($B_{\text{trans}} = 0.9$ T). (b) After injection and detection at $B_0 = 9.4$ T using a transfer through the ambient field, without magnetic tunnel. (c) After injection and detection at $B_0 = 9.4$ T after transfer without magnetic tunnel and subsequent storage for $t_{\text{delay}} = 10$ s in a field of ca. 1 mT. Simulation parameters were: $^2J = 7$ Hz, $\Delta \delta = 0.47$ ppm and the contribution of $|I_{1z} + I_{2z}\rangle$-order in panel (b) was 7%.

**Fig. 4** Experimental proton spectra (black) and simulations (red) of 3-chlorothiophene-2-carboxylate observed at $B_0 = 9.4$ T after negative DNP, induced by microwave irradiation at 188.38 GHz, slightly above the center of the EPR spectrum of TEMPOL in a field of 6.7 T. (a) After transfer through a magnetic tunnel ($B_{\text{trans}} = 0.9$ T) prior to detection at $B_0 = 9.4$ T. (b) After transfer through the ambient field, without magnetic tunnel prior to detection at $B_0 = 9.4$ T. (c) After transfer without magnetic tunnel and subsequent storage for $t_{\text{delay}} = 10$ s in a magnetic field of ca. 1 mT. Simulation parameters were: $^2J = 5.5$ Hz, $\Delta \delta = 0.47$ ppm and the contribution of $|I_{1z} + I_{2z}\rangle$-order in panel (b) was 30%.
one observes longer life-times of the latter in the absence of a field. As a result, to detection and only TSI-derived polarization is observed due to the longitudinal spin polarization has almost completely relaxed prior (with an additional storage time $t_{\text{delay}} = 10\text{ s}$ at low field, the longitudinal spin polarization has almost completely relaxed prior to detection and only TSI-derived polarization is observed due to the longer life-times of the latter in the absence of a field. As a result, one observes $|\langle I_{1z} \rangle| - |\langle I_{2z} \rangle| \approx 0$ (cf. Fig. 3c and 4c). When changing the microwave irradiation frequency to switch from positive to negative DNP, one observes that the sign of the longitudinal Zeeman magnetization changes in all three cases, but not the sign of the TSI (in accordance with Fig. 2). Hence, the polarization ($\langle I_{1z} \rangle + \langle I_{2z} \rangle$) changes its sign, while the TSI-associated opposite contributions to the polarization ($\langle I_{1z} \rangle - \langle I_{2z} \rangle$) do not. A comparison of experiments with positive and negative DNP thus allows one to probe the role of long-lived TSI in the hyperpolarization process. Note that negative DNP leads to superior $^1\text{H}$ polarization, which results in a better signal-to-noise ratio in Fig. 4a–c as compared to Fig. 3a–c. However, it should be noted that the loss of ($\langle I_{1z} \rangle + \langle I_{2z} \rangle$) order during the heating and dissolution process of the samples also depends critically on the speed of the manual operation of our D-DNP setup, which introduces a source of uncertainty. This might, e.g., explain that the ($\langle I_{1z} \rangle + \langle I_{2z} \rangle$) contribution to the observed signals in Fig. 3b (positive DNP) is smaller than in Fig. 4b (negative DNP).

To compare our results to a case where the protons are strongly coupled even at high field, we investigated the dipeptide Ala-Gly, focusing on the strongly coupled geminal $^1\text{H}$ protons of the Gly residue.

We analyzed two experiments, both with negative DNP, with and without magnetic tunnel, i.e., either with a transfer through a constant field $B_{\text{trans}} = 0.9\text{ T}$, or through the ambient magnetic field $B_{\text{trans}} = 1\text{ mT}$. The results are shown in Fig. 5. As expected, in contrast to CTC, both experiments on Ala-Gly show the same results, since the TSI behaves qualitatively in the same way in fields $B_{\text{trans}} = 0.9\text{ T}$ or 1 mT. The doublets show nearly pure ($\langle I_{1z} \rangle - \langle I_{2z} \rangle$) spin order almost without any evidence of any ($\langle I_{1z} \rangle + \langle I_{2z} \rangle$) order. The up-down patterns reflect the fact that the $J$-coupling between the geminal $^1\text{H}$ protons in Gly is negative.

B. Relaxation measurements

To rationalize the observations in Fig. 3 to 5, we investigated the field dependence of the relaxation times and rates, known as Nuclear Magnetic Relaxation Dispersion (NMRD) curves, of samples 3 and 4, i.e., of solutions of CTC and Ala-Gly, with and without TEMPOL, at thermal equilibrium (without DNP). The results are shown in Fig. 6 and 7, respectively, for fields in the range $1\text{ mT} < B_{\text{rel}} < 9.4\text{ T}$.

CTC features two weakly coupled aromatic protons at high magnetic fields. However, as the $B_{\text{rel}}$ field decreases, the two...
spins pass through the strong coupling regime. The TSI has a lifetime that increases with diminishing field, while $T_1$ decreases. At $B_{rel} \approx 0.3$ T the two relaxation times become similar, since the curves in Fig. 6 and 7 cross. At fields $B_{rel} < 0.3$ T the TSI lifetimes become significantly longer than $T_1$. Thus, $T_{LLS} \approx 3.5T_1$ in the Earth's magnetic field. In other words, the TSI constitutes a long-lived state. This is observed despite the presence of 0.5 mM TEMPOL.

In contrast, the two geminal Gly H$^2$ protons in Ala-Gly show a different behavior. They form a strongly coupled spin pair over the entire accessible field range. Furthermore, $T_{LLS} \gg T_1$ holds independently of the experimental conditions, even in the presence of 0.5 mM TEMPOL.

Hence, we can conclude: the TSI is the longest-lived population distribution, provided that the spin system evolves in a magnetic field $B_{rel} \leq 1$ mT. In both systems under study, an LLS appears at low fields, and remains long-lived even in the presence of 0.5 mM TEMPOL as after dissolution and transfer in the D-DNP experiments.

Comparing the lifetimes with 0.5 mM TEMPOL during sample transfer through a magnetic tunnel that maintains $B_{trans} = 0.9$ T, one finds that $T_{LLS} = 6$ s for CTC and $25$ s for Ala-Gly. It is worth mentioning that $T_{LLS}$ of Ala-Gly is the longest observed time constant in our experiments (even longer than $T_1$ of the proton in HDO). In the case of Gly, $T_{LLS}$ is significantly longer than $T_1$ at all fields, which explains why experiments with and without magnetic tunnel yield comparable results.

Note that the effect of TEMPOL at concentrations used in the D-DNP experiments on the $T_{LLS}$ relaxation times is much weaker for the H$^2$ protons of Glycine in Ala-Gly than for the proton pair in CTC. Comparing the TSI lifetimes in the two systems at magnetic fields $B_{rel} \leq 1$ mT, one finds a long $T_{LLS} = 90$ s for CTC in the absence of TEMPOL, but a short $T_{LLS} = 68$ s for Ala-Gly. In the presence of 0.5 mM TEMPOL on the other hand, $T_{LLS}$ drops to $6$ s for CTC, but only to $15$ s for Ala-Gly.

IV. Discussion

A semi-quantitative explanation for the observed spectra can be proposed when considering that the polarizations undergo adiabatic transitions between low- and high-field regimes. Under these conditions, the explanation for the unusual polarization patterns in the D-DNP experiments is as follows: when the hyperpolarized spin system is kept at a low magnetic field, relaxation within the triplet manifold is efficient, yet the relaxation of the TSI itself is not. Hence, the three triplet states can be assumed to be in thermal equilibrium with respect to each other prior to detection, but the average of their populations $\langle p_T \rangle$ will exceed the population of the singlet state, i.e. the triplet states are overpopulated so that $\langle p_T \rangle > p_0$ and the TSI value is positive, $p_{TSI} = (p_T) - p_0 > 0$. The energies of the states at low fields are shown in Scheme 1. The scheme assumes that the difference in the Larmor frequencies, $\delta\nu_i$ of the two spins is smaller than their mutual coupling $J$. At the same time, we assume that the average NMR Larmor frequency at this field, $\nu_0$, is still much greater than $J$—a common assumption even in fields as low as the Earth’s field, which only breaks down when the sample is immersed in ultralow fields below 1 $\mu$T.37-39 The frequency $\nu_0$ in a magnetic field of a strength $B_0$ is equal to

$$\nu_0 = \frac{\gamma_p B_0}{2\pi}$$  \hspace{1cm} (1)

where $\gamma_p$ is the proton gyromagnetic ratio. The frequency difference can be expressed as

$$\delta\nu = (\delta_1 - \delta_2)\nu_0$$  \hspace{1cm} (2)

where $\delta_i$ is the chemical shift of the $i$-th spin. In the case where $|\delta\nu| \ll |J| \ll \nu_0$, the energies of triplet $T_\pm$ states are the highest and lowest, while the two central states are $T_0$ and $S$ are nearly degenerate. When $J > 0$ the $T_0$ state has a slightly higher energy than the $S$ state.

When the sample is adiabatically transported to high fields, the populations smoothly follow the evolution of the eigenstates.
Hence, since the $T_x$ states are eigenstates of the Hamiltonian at any field, their populations after adiabatic transport remain identical to their low-field ones. For the two central states, we conclude that the highest of these two states acquires the population of the $T_y$ state and becomes overpopulated, while the lowest state becomes depleted. The two eigenstates of interest are the $x\beta$ and $\beta x$ states in high field. Their energies are

$$
e_{x\beta} = -\frac{\delta_1 - \delta_2}{2} \nu_0 - J \frac{1}{4}, \quad e_{\beta x} = \frac{\delta_1 - \delta_2}{2} \nu_0 - J \frac{1}{4}
$$

(3)

For clarity, we assume that $\delta_1 > \delta_2$. Consequently, the $x\beta$ level has a lower energy than the $\beta x$ state and becomes depleted. In this situation, the polarization of spin 1 is negative and polarization of spin 2 is positive. The expectation values of the $z$-magnetizations of spins are

$$
\langle I_{1z} \rangle = \frac{1}{2} (p_{xz} + p_{\beta z} - p_{\beta x} - p_{\beta y}) = \frac{p_S - \langle p_T \rangle}{2} < 0
$$

$$
\langle I_{2z} \rangle = \frac{1}{2} (p_{\beta z} - p_{xz} + p_{\beta y} - p_{\beta x}) = \frac{\langle p_T \rangle - p_S}{2} > 0
$$

(4)

If the sign of $J$ is negative, the signs are reversed.

Hence, after relaxation of Zeeman polarization, but persistence of the TSI at low fields, one should expect that the sample transport to high field would lead to a negative polarization of spin 1 (the one with the larger chemical shift, larger shielding constant, resonating on the high-field side) and positive polarization of spin 2. Hence, the difference in polarizations

$$
\delta I = \langle I_{1z} \rangle - \langle I_{2z} \rangle
$$

(5)

should be negative. When $J$ is negative, the signs of both polarizations are opposite so that $\delta I$ becomes positive. These considerations are consistent with previous observations and an argument by Tayler et al. We would like to emphasize that similar polarization patterns are expected for parahydrogen-induced polarization if the polarization is prepared at low fields (so-called ALTADENA experiments). In this situation, a pair of spins is prepared in the singlet state; subsequently, adiabatic transport of the sample to high field causes $\delta I = \langle I_{1z} \rangle - \langle I_{2z} \rangle \neq 0$. The formation of such opposite polarizations (and, more generally, of unequal intensities of multiplet components) is possible only when DNP is very efficient (close to 100%).

To further confirm our reasoning, we simulated the expected spectra. To this end, we followed the strategy outlined in ref. 43. We started from a density matrix at low field that describes the polarization of a two-spin system before an adiabatic transfer to a higher field in the NMR spectrometer used for detection. We consider two possible low fields $B \approx 0$ and $B = B_{\text{trans}}$. The initial density matrix comprises contributions with different weights of longitudinal Zeeman polarization, $(I_{1z} + I_{2z})$, and of the TSI, $(I_1, I_2)$. Subsequently, one can express the density matrix in the basis of the eigenstates at low field:

$$
|1\rangle = |T_+\rangle, \quad |2\rangle = \cos \theta |x\beta\rangle + \sin \theta |\beta x\rangle, \quad |3\rangle = -\sin \theta |x\beta\rangle + \cos \theta |\beta x\rangle, \quad |4\rangle = |T_-\rangle
$$

(6)

The angle $\theta = \frac{1}{2} \arctan J

\frac{1}{\partial \nu}$ will decrease during the transition from strong to weak coupling, i.e., when increasing the magnetic field. In the next step, we set all coherences to zero, i.e., drop all off-diagonal elements, and treat only the populations of eigenstates. In the last step, we evaluate the populations of high-field states by performing an adiabatic correlation of low-field and high-field states and calculate the resulting NMR spectrum as described previously. Hence, we do not consider explicitly the time dependence of the magnetic field during sample transport. The reason is that the $B(t)$ dependence is not known precisely in the present case and that the two-spin systems under consideration are very simple: in such systems there are no level crossings (or anti-crossings) at intermediate magnetic fields. Generally, level anti-crossings are known to affect the redistribution of polarization in dependence of (among other factors) the speed of passage through anti-crossings; however, in the present case a simpler theoretical consideration is sufficient to explain the experimental observations.

The resulting theoretical spectra (red lines) are superimposed onto the experimental spectra (black lines) in Fig. 3–5. Indeed, we find that the calculated spectra match the experimental observations under the assumptions discussed above. In brief, if the initial spin order is given predominantly by TSI, we observe signals with positive and negative contributions. On the other hand, if we start from the longitudinal Zeeman polarization, $(I_{1z} + I_{2z})$, we observe only positive signals. We assumed that the $J$-coupling between the neighboring aromatic protons in CTC is positive, while the geminal $J$-coupling between the H$_2$ protons in Gly is negative. This leads to a change of the sign of the $(I_{1z} - I_{2z})$ spin order. All observed spectra could be modelled with these simple assumptions, thus corroborating our argumentation.

Together with the relaxation study, these considerations provide an explanation of the multiplet patterns in the D-DNP experiments. In experiments on CTC without any magnetic tunnel, the longitudinal spin order decays, while the TSI remains, giving rise to $(I_{1z} - I_{2z})$ spin order after adiabatic sample transfer to the NMR detection field. In experiments on CTC with a magnetic tunnel, the opposite is observed: the TSI disappears rapidly as the spins are weakly coupled during the transfer at $B = B_{\text{trans}}$, while the longitudinal Zeeman order survives as the tunnel provides enough field intensity. In Ala-Gly, the TSI is long-lived at both $B \approx 0$ and $B = B_{\text{trans}}$ so that the detected spin order is predominantly due to the TSI.

V. Conclusions

In conclusion, we present a rationale for the appearance of unusual multiplet patterns of spectra in D-DNP experiments that depend on the magnetic field during the transfer of the samples from the DNP polarizer to the detection NMR spectrometer. The understanding of the adiabatic transfer between high- and low-field conditions allows one to rationalize NMR data in various D-DNP applications and is a prerequisite for a quantitative analysis of signal intensities.
Indeed, an adiabatic transfer of magnetization from low to high field for NMR detection can explain the observed multiplet patterns. In systems that comprise two spins that pass through a strong coupling regime during the transfer, \( I_{1z} - I_{2z} \) contributions are dominant after transfer to high field. This stems from a long-lived TSI that forms during the low-field passage. In contrast, in systems that do not pass through a strong coupling regime during the transfer, the detected signals can be described by pure \( I_{1z} + I_{2z} \) spin order magnetization. We anticipate that in higher spin systems a more advanced theoretical treatment would be necessary, which would take into account the precise time dependence of the magnetic field during sample transfer and the presence of level anti-crossings. However, for simple two-spin systems, like the ones studied here, a semi-qualitative consideration of the sample transfer process is sufficient.

Our study clearly shows that high polarization levels achieved in D-DNP experiments provide not only strong Zeeman polarization but also a significant TSI after dissolution and transfer. Depending on the conditions of the transfer from the polarizer to the NMR detection field, the TSI may be the dominant origin of the resulting spectra. The long-lived character of the TSI can be used to preserve non-equilibrium spin order, which is an important source of NMR signal enhancement.
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