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Abstract—Real-world autonomous systems operate under uncertainty about both their pose and dynamics. Autonomous control systems must simultaneously perform estimation and control tasks to maintain robustness to changing dynamics or modeling errors. However, information gathering actions often conflict with optimal actions for reaching control objectives, requiring a trade-off between exploration and exploitation. The specific problem setting considered here is for discrete-time nonlinear systems, with process noise, input-constraints, and parameter uncertainty. This article frames this problem as a Bayes-adaptive Markov decision process and solves it online using Monte Carlo tree search with an unscented Kalman filter to account for process noise and parameter uncertainty. This method is compared with certainty equivalent model predictive control and a tree search method that approximates the QMDP solution, providing insight into when information gathering is useful. Discrete time simulations characterize performance over a range of process noise and bounds on unknown parameters. An offline optimization method is used to select the Monte Carlo tree search parameters without hand-tuning. In lieu of recursive feasibility guarantees, a probabilistic bounding heuristic is offered that increases the probability of keeping the state within a desired region.

Index Terms—Bayesian learning, Markov decision processes, Parameter estimation, Uncertain systems, Time-varying systems.

I. INTRODUCTION

PLANNING for tasks such as localization and manipulation requires an accurate model of the system dynamics [1]–[3]. However, the dynamics are often only partially known. For example, order-fulfillment robots move containers with varying loads in warehouses [4], autonomous vehicles encounter changing environments [5]–[7], and nursing robotic systems interact with people [8]. Payload shifts, environment conditions, and human decisions act as time-varying parameters that dramatically alter system dynamics. Even for motion determined by physical laws, there are often unknown parameters, such as friction and inertial properties. In these cases, the robot must estimate the system dynamics from measurements to achieve its goals. This estimation task often conflicts with the original goal task. The robot must balance exploration to gain better understanding of the dynamics and exploitation of its current knowledge to obtain rewards.

There exist many principled approaches to handle the exploration-exploitation trade-off or “dual control” problem [9]. When the state, action, and belief spaces are continuous, the exact solution is generally intractable. Many approximate solutions are used, such as adaptive control, sliding mode control, and stochastic optimal control [10]–[12]. Adaptive controllers typically first perform an estimation task and then perform the control task. This may be suboptimal, as the agent could use the estimation actions to begin the control task. A popular solution is certainty equivalent control, where a robot plans assuming an exact dynamics model [13]. The approach of model predictive control (MPC) is to update the dynamics model after every observation and compute a new plan to a fixed horizon that is optimal for the updated most likely model [13], [14]. Variants of MPC extend to nonlinear systems [15], [16] and account for uncertainty by propagating worst-case outcomes [17]–[19] or using probabilistic constraints [20]. Equations from the unscented transform have been incorporated as MPC constraints in an attempt to improve state estimation [21]–[24]. However, these methods cannot guarantee stability for systems with time-varying parameters following a Gaussian distribution as the possible changes to the system are unbounded and cannot be corrected by an input-constrained control law [21], [24].

Another popular approach is reinforcement learning, where the underlying planning problem is a Markov decision process (MDP) with unknown transition probability distributions [25]. Agents interact with the environment to accrue rewards and may learn the transition probabilities if it helps with the task. If the prior distribution of these transition probabilities is known, the policy that will collect the most reward in expectation is found by solving a Bayes-adaptive MDP [26]. Bayes-adaptive MDPs are typically computationally intractable [25]. However, many approximate solution methods are available, particularly when the problem is recast as a partially observable MDP (POMDP). If the problem has discrete state and action spaces, both offline [27] and online [28] POMDP methods have been adapted to RL, and others [29] can be easily adapted. Several methods for continuous-state problems have also been proposed. For systems where the uncertainty is approximately Gaussian, a value-iteration based method that uses an augmented reward function explicitly penalizing uncertainty has been demonstrated [30]. In a preliminary version of this work, Monte Carlo tree search (MCTS) was used to solve an approximation of the problem with the tree search, implicitly
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balancing the exploration and exploitation that outperformed MPC in some nonlinear system simulations [31]. MCTS has also been extended to handle POMDPs with non-Gaussian noise [32].

The contribution of this research is to applying MCTS to the dual control problem, testing it against a baseline MPC approach, and proposing and demonstrating several approximations and techniques to improve performance. Specifically, we address problems expressed in discrete time with input constraints; time-varying parameters; continuous state, action, and observation spaces; and process noise with a Gaussian distribution truncated to prevent non-physical parameter values. The continuous state and action spaces of the problem are handled using the double progressive widening variant of MCTS [33].

This paper builds upon preliminary work [31] by exploring the performance for various boundaries on parameter values, upgrading from an extended Kalman filter to an unscented Kalman filter, and applying an offline cross-entropy method [34] to determine solver parameters without hand tuning. It also investigates a further approximation, a tree search variant of QMDP (QMDP-TS), which is more computationally efficient, but assumes full observability of the model parameters after the first step. Finally, a sampling-based method for regulating the state to a bounded region with high probability is described and tested.

The paper is organized as follows. Section II gives an introduction to the problems and solution methods considered, Sections III and IV gives detailed descriptions of the problem and approach, and Section V shows simulations comparing MCTS and QMDP-TS with a certainty-equivalent MPC benchmark.

II. BACKGROUND

This section reviews sequential decision making models, approximate solution methods for these models, the cross-entropy algorithm for tuning parameters in the solvers, and gives a brief introduction to the confidence regions used for probabilistic state heuristics.

A. MDPs, POMDPs, Bayes-adaptive MDPs

A Markov decision process is a mathematical framework for sequential decision making in which an agent will move stochastically between states over time. Various rewards are accrued for entering certain states. The agent may affect the trajectory and rewards by taking actions at each time step. An MDP is defined by the tuple \( \langle \mathcal{X}, \mathcal{U}, T, R, \gamma \rangle \), where:

- \( \mathcal{X} \) is the set of states,
- \( \mathcal{U} \) is the set of actions the agent may take,
- \( T(x' \mid x, u) \) is the probability of transitioning to state \( x' \) by taking action \( u \) at state \( x \),
- \( R(x, u) \) is the reward (or cost) of taking action \( u \) at state \( x \), and
- \( \gamma \in [0, 1] \) is the discount factor for future rewards.

The solution to an MDP is a policy, \( \pi(x) : \mathcal{X} \to \mathcal{U} \), which maps each state to an optimal action that will accrue the most rewards in expectation over some planning horizon.

For discounted or finite horizon MDPs, the optimal policy satisfies the Bellman equation [13]. For small, discrete state and action spaces, the unique fixed-point solution of the Bellman equation may be found efficiently with dynamic programming. Approximate dynamic programming may be used for problems with large or continuous state and action spaces [35].

A POMDP is an extension of an MDP where the agent cannot directly observe the true state, but instead receives only stochastic observations which have distributions conditioned on the state [26]. The agent forms a belief state \( b \), which encodes the probability of being in each state \( x \). The agent updates its belief at each step depending on its previous action and observation. Since the agent may hold any combination of beliefs about its location in the state space, the belief space, \( B \), usually has infinite cardinality, making POMDPs computationally intensive to solve [36].

A Bayes-adaptive MDP has transition probabilities that are only partially known. Initially, the decision-making agent only knows a prior distribution of the transition probabilities. As the agent interacts with the environment, it extracts information about the transition probabilities from the history of states and actions it has visited. A Bayes-adaptive MDP becomes a POMDP by augmenting the state with the unknown parameters defining the transition probabilities.

A POMDP is actually an MDP where the state space is the belief space of the original POMDP [37], sometimes called a belief MDP. The transition dynamics of the belief MDP are defined by a Bayesian update of the belief when an action is taken and an observation received. Not all belief MDPs are POMDPs. In a POMDP, the reward for a belief is the expectation of the state reward given that the state is distributed according to that belief [38]. Thus uncertainty itself cannot be explicitly penalized. When the belief update is computationally tractable, approximate dynamic programming techniques designed for MDPs may be applied to POMDPs by using the corresponding belief MDP.

B. Monte Carlo Tree Search and QMDP Tree Search

MCTS is a sampling-based online approach for approximately solving MDPs which can be applied to POMDPs by using the associated belief MDP. MCTS uses a generative model \( G \) to generate a random state and reward \( (x', r) = G(x, u, w) \), where \( w \) is a random noise variable. It performs a forward search through the state space, using \( G \) to draw prospective trajectories and rewards. In MCTS, a tree is created with alternating layers of state nodes and action nodes [39]. A single iteration of MCTS consists of four stages: selection, expansion, rollout, and propagation [40]. By performing many iterations of this process, MCTS estimates the value at each node and chooses the action with the highest value.

QMDP is an offline approximation technique that accounts for one step of uncertainty [41]. This method performs well when the action choice can not reduce the state uncertainty and thus information gathering is not important [26], [32]. The method is modified for online use by following same tree search structure as MCTS, referred to as QMDP-TS. The first
step is solved exactly the same as in MCTS on the belief MDP, but all subsequent steps are treated as fully observable. Rather than computing beliefs for these steps, the mean is taken to be the true state and propagated exactly.

C. Unscented Kalman Filter

In problems with linear Gaussian dynamics and observation functions, perfect Bayesian state estimation can be achieved with the Kalman filter. A Kalman filter is an iterative algorithm that can exactly update Gaussian beliefs over the state given the action taken, the observation received, and the transition and observation models [34]. For systems with nonlinear dynamics, the extended Kalman filter approximates the state distribution with a Gaussian distribution. It propagates the prediction analytically using a linearization of the system dynamics [42]. The true posterior mean and covariance of the transformed Gaussian distribution can accumulate large errors and possibly diverge depending on how well this linearization matches the change in the system. A UKF uses deterministic sampling to approximate the Gaussian distribution with a minimal set of carefully chosen points, achieving a second-order approximation (Taylor series expansion) when the points are propagated through any nonlinearity [43].

Let $x_k$, $u_k$, and $o_k$ be the state, action, and observation at time $t = k$. For a system with nonlinear-Gaussian dynamics, the transition and observation models can be expressed as

$$x_{k+1} = f(x_k, u_k) + w_k$$

$$o_k = h(x_k, u_k) + v_k$$

where $f$ and $h$ are nonlinear functions, and $w$ and $v$ are normally distributed independent random variables for the process and measurement noise, respectively. The Gaussian belief has an estimate for the mean and covariance. The UKF updates the belief at each timestep by taking a sample of sigma-points, approximating new mean and covariance predictions. This gives a new estimate for the state and covariance based on the action taken. The UKF uses tunable parameters controlling the spread of sample points and knowledge of the distribution. Prior work has defined the optimal parameter values for estimating Gaussian distributions [42].

D. Cross-Entropy

The cross-entropy method is an optimization technique that iteratively updates a probability distribution that describes the input values that are likely to be optimal [34]. This probability distribution belongs to a heuristically chosen family of parameterized distributions, for example this work uses the multivariate normal family parameterized by the mean and covariance matrix. The update of the probability distribution is performed in two steps. First, a fixed number of samples are drawn from the distribution and evaluated with respect to the optimization objective. Second, a smaller number of elite samples with the highest objective values are selected and the parameters of the distribution are fit to these samples, usually by maximizing likelihood, yielding the probability distribution for the next generation. This process is continued for a specified number of iterations or until meeting a convergence threshold.

E. Confidence Regions

Confidence regions are multivariate extensions of confidence intervals that can be used to bound the value that a random variable will take with high probability [44], [45]. A confidence region contains the value of a random variable with probability greater than or equal to the confidence level, $1 - \alpha$. The specified statistical significance factor $\alpha$ is selected between 0 and 1, typically less than 0.1. The confidence region will be computed for a jointly normal distribution $N(\mu_d, \Sigma_d)$. The confidence region $\Gamma$ is a $p$-dimensional ellipsoid centered at the mean of the normal distribution

$$\Gamma(\mu_d, \Sigma_d, \alpha) = \{ \mu : (\mu_d - \mu)\Sigma_d^{-1}(\mu_d - \mu) \leq \chi_p^2(\alpha) \} ,$$

where $\chi^2$ is the cumulative distribution function of the chi-squared distribution as a function of $\alpha$ and the degrees of freedom $p$.

Computing the ellipsoid satisfying (3) requires rescaling the eigenvalues of the distribution’s covariance, $[\lambda_1, \ldots, \lambda_p]$. The eigenvalue of the confidence region computed along the $i$th axis is

$$c_i = \lambda_i \chi_{p}(\alpha).$$

The eigenvalues of the distribution’s covariance are replaced by the diagonal matrix $[c_1, \ldots, c_p]$ to form the confidence region ellipsoid.

III. Problem Formulation

Consider a robot trying to control a system with linear-Gaussian dynamics. The transition at step $k$ is described by

$$x_{k+1} = f(x_k, \theta_k, u_k) + w_k$$

where $x_k$ and $u_k$ are the state and action, $\theta_k$ is a vector of the unknown and time-varying parameters of the dynamics, $w_k \sim N(0, \Sigma^w)$ is the process noise, and $f$ is a time-varying function that is linear with respect to $x_k$ and $u_k$, $w_k$.

$$f(x_k, \theta_k, u_k) = A(\theta_k)x_k + B(\theta_k)u_k.$$  

The observation model is described by the linear equation

$$o_k = h(x_k, \theta_k, u_k) + v_k$$

with observation $o_k$, the measurement noise $v_k \sim N(0, \Sigma^o)$, and a time-varying linear function $h$

$$h(x_k, \theta_k, u_k) = C(\theta_k)x_k + D(\theta_k)u_k.$$  

While $f$ and $h$ are physical equations known a priori, the parameters $\theta_k$ are not known beforehand. They can be appended to the state vector to form a state-parameter vector or hyperstate [20].

$$\xi_k = \begin{bmatrix} x_k \\ \theta_k \end{bmatrix}.$$
Thus, the system dynamics for $\xi_k$ may be described by
\[
\xi_{k+1} = \begin{bmatrix} A(\theta_k) & 0 \\ 0 & I \end{bmatrix} \xi_k + \begin{bmatrix} B(\theta_k) \\ 0 \end{bmatrix} u_k + w_k
\]
where $w \sim \mathcal{N}(0, \text{diag}(\Sigma^w, \Sigma^d))$ and $\Sigma^d$ is a parameter drift matrix. We assume the parameter drift is equivalent to the process noise, simplifying the nonlinear function to include additive process noise to the hyperstate
\[
\xi_{k+1} = f(\xi_k, u_k) + w_k.
\]
The observation model is described by
\[
o_k = \begin{bmatrix} C(\theta_k) & 0 \end{bmatrix} \xi_k + D(\theta_k) u_k + v_k.
\]

Using a UKF to describe the belief about the current hyperstate in the state-parameter space forms a belief MDP over all possible UKF states. This belief MDP is described by the tuple $(X, U, T, R)$, where:

- $X$ is the space of all possible beliefs. Since the belief maintained by the UKF is Gaussian, it can be described by the mean and covariance, $b = \mathcal{N}(\tilde{\xi}, \Sigma^\xi)$.
- $U$ is all possible actions that the agent may take.
- $T(b', b, u)$ is a distribution over possible UKF states after a belief update. This distribution depends on the observation model. It is difficult to represent explicitly, so it is implicitly defined by the generative model, $G$.
- $R(x, u)$ is a reward function for a given state and action.

It is constructed as desired for a given control task. In our work, we approximated $R(x, u) = R(\hat{x}, u)$, a linear reward for the estimated mean state and action.

The generative model for the UKF approximated belief MDP is
\[
b_{k+1} = G(b_k, u_k),
\]
with $G$ defined by the UKF update of the estimated mean and covariance with an observation sampled according to (12). The observation is given by the measurement update equations. Solving this belief MDP gives a policy that approximately maximizes the sum of expected rewards over some planning horizon.

**IV. APPROACH**

This section discusses using MCTS, QMDP-TS, and MPC with a UKF to control a system with unknown parameters.

**A. Monte Carlo Tree Search and QMDP-TS**

Our approach uses the upper confidence tree (UCT) [39] with double progressive widening (DPW) [33] extensions of MCTS and QMDP-TS. The tree is built by repeatedly exploring the action node that maximizes an upper confidence estimate
\[
UCB(b, u) = \hat{Q}(b, u) + c \sqrt{\frac{\log N(b)}{N(b, u)}},
\]
where $\hat{Q}(b, u)$ is an estimate of the state-action value function from rollout simulations and tree search, $N(b, u)$ counts the times action $u$ is taken from the hyperstate belief $b$, and $c$ is an exploration constant that balances exploration and exploitation as the tree expands.

DPW defines tree growth for large or continuous state and action spaces. To avoid a shallow search, the number of children of each state-action node $(b, u)$ is limited to
\[
kN(b, u)^\delta,
\]
where $k$ and $\delta$ are parameter constants tuned to control the widening of the tree. With an increase in $N(b, u)$ the number of children also grows, widening the tree. The number of actions explored at each state is controlled in the same way with an additional set of parameters.

Controlling the growth of both the state and action nodes allows the tree to balance the exploration of promising actions and exploitation of the current knowledge of the system. Actions that minimize parameter uncertainty, such as the initial blue action node in Fig. [1] may result in higher rewards for subsequent children nodes. The tree search will steer exploration in these most promising nodes to find the best policy. Thus, exploratory actions are selected when they improve the reward more than exploitive actions such as the initial red action node.

**B. Model Predictive Control**

MPC is a technique for online calculation of a policy [14]. A major factor contributing to its extensive use in control system design is its ability to explicitly meet state and control constraints. For our implementation of MPC, the optimization problem at each step is

maximize $\sum_{k=1}^{H} R(x_k, u_k)$
subject to $x_{k+1} = A(\hat{\theta}) x_k + B(\hat{\theta}) u_k$ \quad $\forall k \in 1 \ldots H - 1$
$|u_k| \leq u_{\max}$ \quad $\forall k \in 1 \ldots H$, 
with the reward function $R$ dependent upon states and control actions taken up to the horizon of $H$ steps. The control effort has maximum bound $u_{\text{max}}$. The reward function is maximized as both the state error and control action are penalized with negative rewards without any additional terminal reward at step $H$. The dynamics matrices are a function of the unknown parameter estimates, $\hat{\theta}$, which are the current best estimates available from the UKF and remain fixed during the optimization. At each step, a series of control actions maximizing this objective function over a fixed horizon from the current state are found, and the first action from this sequence is taken [13].

Since there are no time-varying stochastic nonlinear MPC algorithms that guarantee feasibility for parameters with Gaussian noise, linear MPC was selected for comparison [21], [24]. Linear MPC acts as a baseline to benchmark the performance between the optimal control and reinforcement learning algorithms. The important distinction between the described POMDP methods and MPC is that the POMDP methods reason about learning the parameters in the system. Certainty equivalent MPC assumes values for these parameters, typically the mean of the belief from an estimator such as a UKF.

C. Simultaneous Estimation and Control

This subsection describes the high level loop that controls the system by receiving observations and specifying actions. Any system described by a model in the form of (11) with an approximately Gaussian belief over the hyperstate can use MCTS, QMDP-TS, or MPC as the definition of a policy to choose a suitable control action. At every time step, this policy selects an action based on the belief. The state then evolves over time according to the dynamics and the action specified by the policy, and a new observation is generated. This observation and action are used to update the belief state with the UKF, improving the parameter estimate and providing the belief for the next action. The entire process is shown in Algorithm 1.

Algorithm 1 Simultaneous estimation and control

```
Require: $b_0(x), \xi_0$
1: for $t \in [0,T)$
2: $u_t \leftarrow \text{POLICY}(b_t)$
3: $\xi_{t+1} \leftarrow \text{DYNAMICS}(\xi_t, u_t)$
4: $o_t \leftarrow \text{RECEIVE MEASUREMENTS}(\xi_{t+1})$
5: $b_{t+1} \leftarrow \text{UKF}(b_t, o_t, \xi_t)$
```

D. Probabilistic Bounding Heuristic

MPC is popular in part because of its ability to incorporate feasibility constraints. In particular, for many problems it can guarantee persistent feasibility, that is, that the state will stay in a specified region in all future steps [13]. For a system with time-varying and normally distributed parameters, the possible disturbances to the system are unbounded. Thus, no controller can guarantee feasibility. To approximate feasibility, a heuristic was developed to select appropriate actions at each state node to keep the norm of the next state within a desired bound. The heuristic consists of three steps: computing confidence regions, truncating samples, and checking the norm of the next state by propagating uniformly sampled actions. If this heuristic is followed, the norm of the next state is guaranteed to lie within the desired confidence region $\beta_{\text{des}}$ with probability equal to the confidence level. Similar heuristics that use confidence intervals and regions when estimating partially identified parameters have been studied in the past [46], [47].

The norm of the next state can be written as

$$\|x_{k+1}\| = \|f(x_k, \theta_k, u_k) + w_k\|.$$  (16)

An upper bound for this next state norm is computed by finding the probabilistic worst case given the process noise distribution and hyperstate distribution estimated by the UKF. Since the process noise is additive, it can be separated to create a conservative norm approximation

$$\|x_{k+1}\| \leq \beta(b_k, u_k),$$  (17)

defined as

$$\beta(b, u) = \beta_b(b, u) + \beta_w$$  (18)

$$\beta_b(b, u) = \max_{\xi \in \Gamma(\mu, \Sigma, \alpha)} \|f(\xi, u)\|$$  (19)

$$\beta_w = \max_{w \in \Gamma(\mu, \Sigma, \alpha)} \|w\|,$$  (20)

where $\Gamma(\mu, \Sigma, \alpha)$ is the confidence region ellipsoid defined in [3].

Confidence regions are computed from the given distributions to find the components of the upper bound corresponding to the belief over the hyperstate $\beta_b$ and process noise $\beta_w$. This assumes that the UKF hyperstate belief and process noise are true distributions. Samples within the confidence region are found by uniformly sampling $n_b$ points inside a spheroid of the appropriate dimension. These samples are transformed to uniform samples inside a confidence region $S_c$, following the computation of the approximate confidence region ellipsoid in Section II-E.

Algorithm 2 Probabilistic bounding heuristic

```
Require: $b_0, w, \beta_{\text{des}}, \alpha, n_u, n_b$
1: $\Sigma^w \leftarrow \text{CONFIDENCE REGION}(w, \alpha)$
2: $\Lambda^w \leftarrow \text{EIGENDECOMPOSITION}(\Sigma^w)$
3: $\beta_w \leftarrow \max_{\lambda \in \Lambda^w} \sqrt{|\lambda|}$
4: $\Sigma_c \leftarrow \text{CONFIDENCE REGION}(b_0, \alpha)$
5: $S_c \leftarrow \text{ELLIPSOID SAMPLE}(\Sigma_c, n_b)$
6: $S_b \leftarrow \text{TRUNCATE PARAMETERS}(S_c)$
7: for $i \in [1, \ldots, n_u]$
8: $u_i \leftarrow \text{UNIFORM SAMPLE}(U)$
9: $S_{u_i} \leftarrow \text{PROPAGATE DYNAMICS}(S_b, u_i)$
10: $\beta_b \leftarrow \max_{s \in S_{u_i}} \|s\|$
11: if $\beta_w + \beta_b \leq \beta_{\text{des}}$ break
12: return $u_i$
```

The samples within the confidence region are computed for both the process noise and belief over the hyperstate. $\beta_w$ is simply the square root of the eigenvalue in the confidence region with the largest absolute value. The confidence region samples for the hyperstate belief are checked to ensure they
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mass. This bound truncates the Gaussian distribution over the
lower bound that prevents non-physical values such as negative

\[
\begin{bmatrix}
\mathbf{A} = \mathbf{0}^{3\times3} \\
\mathbf{B} = \begin{bmatrix}
\Delta t \\
0 \\
0
\end{bmatrix}
\end{bmatrix}
\]

Rewriting (21), (22), and (23) in state-space form gives

\[
x_{k+1} = f(x_k, u_k) = Ax_k + B(\theta_k, p_{\theta,k})u_k + w_k,
\]

where

with \( m \) as the mass of \( B \) and \( J \) is \( B \)'s moment of inertia.

The goal for this scenario is to reach a stationary goal at
the origin with an orientation in the positive \( x \)-direction. It
is given a random initial position, orientation, velocity, and
parameters drawn from the initial parameter distribution.
B. Implementation Details

For the evaluation tests, a simulation consists of 50 steps, a step duration of 0.1 seconds, and a total of 100 trials for each simulation condition. The initial parameter distribution in all simulations is a normal distribution with a mean of 1 and variance of 0.5. The magnitude of control inputs is limited to a value of 5.0 which allows a simulation of MPC with no process noise to reach the goal state in less than half of the 50 steps in each simulation, providing enough control effort to possibly reach the goal state under uncertain conditions. Measurement noise was not included to isolate the effects of process noise and the lower bound on unknown parameters.

The reward function is linear with a weighted $L_1$ norm penalty for the position, speed, and control effort

$$R_{L_1}(x_k, u_k) = \begin{bmatrix} R_{pos} & 0 \\ 0 & R_{vel} \end{bmatrix} |x_k| + R_u|u_k|.$$

The values for $R_{pos}$, $R_{vel}$, and $R_u$ are $-2.5$, $-50$, and $-0.3$, respectively.

The MCTS and QMDP-TS implementations use a discount factor of 0.99. In the tree search, the next actions to be explored from a state node are selected by an epsilon greedy strategy. A random action is taken with probability 0.8, otherwise an MPC policy is computed using a state randomly sampled from the belief. This biases the actions to policies that generally perform well when accurate parameter estimates are available. The total number of nodes in the tree search is limited to 3000 for all simulations other than the bounded heuristic simulations which uses 300 total nodes. The bounding heuristic limited the maximum number of actions, $n_u$ to 50. The MCTS with DPW implementation is from the POMDPs.jl package [48]. The optimization in the MPC controller is solved with the Convex.jl package [49].

C. Cross-Entropy for Tuning Solver Parameters

The cross-entropy method is used offline to optimize the hyperparameters for MCTS and QMDP-TS. The hyperparameters are the number of actions sampled at each state node, the number of states sampled at each action node, the depth of the tree, and the exploration constant. The parameters for the DPW search were constrained by fixing $\delta = \frac{1}{10}$ so that only $k$ is free to be optimized to control the number of child states in [15].

The initial parameter distribution is chosen heuristically with a mean of $\mu_{ce} = [20, 20, 10, 20]$ and covariance of $\Sigma_{ce} = \text{diag}(64, 64, 16, 81)$ for the respective hyperparameters. The samples from this distribution are rounded to the closest integer value with a minimum value enforced at 1. For the cross-entropy optimization, the population size is 50, 10 elite samples are used to fit the next distribution, the iteration limit is 25, and the optimization is ended when the maximum eigenvalue drops below 3.

The parameters for all test cases are the cross-entropy results for the condition with process noise variance 0.01. The resulting mean values for the MCTS hyperparameters were $\mu = [22, 5, 12, 27]$. The planning horizon of MPC was selected to match the optimized MCTS depth of 12.

\[ \begin{bmatrix} R_{pos} & 0 \\ 0 & R_{vel} \end{bmatrix} |x_k| + R_u|u_k|. \]

The values for $R_{pos}$, $R_{vel}$, and $R_u$ are $-2.5$, $-50$, and $-0.3$, respectively.

The MCTS and QMDP-TS implementations use a discount factor of 0.99. In the tree search, the next actions to be explored from a state node are selected by an epsilon greedy strategy. A random action is taken with probability 0.8, otherwise an MPC policy is computed using a state randomly sampled from the belief. This biases the actions to policies that generally perform well when accurate parameter estimates are available. The total number of nodes in the tree search is limited to 3000 for all simulations other than the bounded heuristic simulations which uses 300 total nodes. The bounding heuristic limited the maximum number of actions, $n_u$ to 50. The MCTS with DPW implementation is from the POMDPs.jl package [48]. The optimization in the MPC controller is solved with the Convex.jl package [49].

D. Performance

First, single trajectories from the MCTS and MPC solution methods are shown to illustrate the qualitative difference between their behavior before statistical results are presented. A single simulation trajectory from the MCTS simulations is visualized in Fig. 3a and a trajectory from the MPC simulations is shown in Fig. 3b. The MCTS true and estimated state trajectory match well. The MPC state estimate diverges from the true state as the number of steps increases. MCTS keeps the state closer to the origin by gathering information to achieve a better estimate.

Simulation results for a range of process noise levels and a fixed parameter lower bound of 0.0625 are shown in Fig.
This lower bound prevents any of the unknown parameter values from becoming smaller than 0.0625 due to the added process noise. The error bars represent the standard error of the mean. For all methods, total rewards generally decrease as process noise increases. The MPC oracle is an upper bound computed by allowing the agent to fully observe the time-varying parameter values. All methods other than the oracle achieve similar rewards for conditions with little process noise where the uncertainty is small enough that the model estimate does not require exploration to be accurate. MCTS and QMDP-TS outperform MPC by a large margin for higher process noise levels. This indicates that accounting for uncertainty is beneficial in this problem. While MCTS achieves higher rewards than QMDP in higher process noise levels, the difference is often within the standard error of the mean. Thus, accounting for uncertainty beyond one step offers little improvement for an unknown parameter lower bound of 0.0625.

The lower bound of the unknown parameters also has a significant effect on performance. A smaller lower bound allows smaller mass, friction coefficient, and other parameter values. These smaller parameter values may result in a larger change in the state when the same control inputs are applied. As the lower bounds decrease, the total reward of MPC decreases the most, with QMDP-TS rewards decreasing to a lesser degree in Fig. 5. The reward for MCTS remains approximately the same across all conditions. Accounting for additional uncertainty useful information that maintained performance when the unknown parameters had lower possible bounds. The MPC oracle reward remains relatively constant across conditions, indicating that the difficulty of the reaching the goal with full knowledge does not change significantly when the bound changes, and the difference in performance is due to the effects of uncertainty. An additional MPC simulation, cautious MPC, uses an artificially inflated process noise in the UKF to try to better maintain the consistency of the filter in the presence of significant nonlinearity. Cautious MPC improves the total reward in comparison to standard MPC, but matches the decline in performance for lower parameter bounds.

Time-domain plots give intuition about the behavior of the methods. The error in the unknown parameters and rewards are averaged over all simulations and plotted for each time step in Fig. 6. MPC shows inconsistent growth in the unknown parameter error beginning within the first 5 steps of simulation. Cautious MPC has little unknown parameter error until the second half of the simulation when the error increases quickly. This delayed but large error is likely due to the increased process noise, preventing cautious MPC from converging to an accurate estimate. The parameter error for QMDP-TS increases to a smaller error than either MPC method. MCTS achieves the smallest parameter error in all cases with only a significant increase in the last few steps of the simulation. The growth of the parameter error is reflected in worsening rewards accrued over the time steps.

The simulations were analyzed to determine if the performance of any methods are affected by UKF divergence. The divergence criteria is met if any component in the hyperstate error is larger than 5 times the square root of the corresponding eigenvalue of the covariance. The hyperstate error was rotated by the eigenvectors of the covariance vector before the comparison. None of the methods met this criteria, indicating the UKF estimation was not a major factor in the performance.

### E. Probabilistic Bounding Heuristic

Simulation results using MCTS with and without the probabilistic bounding heuristic in Table 1 were tested for a process noise variation of 0.01, unknown parameter lower bound of 0.1, and confidence level of 0.95. The percentages denote the ratio of steps outside the desired bounds to total steps. Since these desired bounds are chosen by the control designer, several different bound levels were compared. The bounding heuristic decreased the percent out of bounds by a factor between 3 and 5. As expected with the conservative confidence region estimates, the state remains within the specified region.
also demonstrated. The new MCTS algorithm addresses the challenge of estimation and control for many real-world systems that are nonlinear, have input constraints, can be modeled with discrete time steps, and have time-varying unknown parameters or any combinations of these attributes.
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Fig. 6: Mean absolute error of the unknown parameters and the rewards at each simulation step averaged over 100 simulations for a process noise variance of 0.01 and unknown parameter lower bound of 0.05.

| Desired State Bounds | 6.0 | 5.0 | 4.0 |
|----------------------|-----|-----|-----|
| MCTS (percent outside bounds) | 2.5% | 6.3% | 27.3% |
| MCTS Heuristic (percent outside bounds) | 0.5% | 2.2% | 11.3% |
| Rewards with Heuristic | −147.0 | −153.3 | −181.6 |

TABLE I: Probabilistic Bounding Performance
