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ABSTRACT

In recent years, the emerging development of Internet of things (IoT) has created new opportunities for IoT service provider, device manufacturer and customer (end user). In agriculture, employing IoT can help reducing manpower as well as standardizing agricultural processes, thus increasing the benefit for customer who does agricultural business. Beside the opportunities, there are also issues while doing maintenance for an agricultural IoT system. One of them is how to automate the process to detect faults of IoT devices in a large deployment area. While previous studies focus on investigating algorithms as well as theoretical model to detect faults for specific IoT devices, automatically expanding of IoT management process for detecting faults of sensor/actuator has not been investigated yet. To achieve this, we should be able to deal with the relationship between IoT device manufacturer, service provider and customer. In this study, we conceptualize the knowledge of IoT devices, management process and fault detection requirement. To realize this model, we introduce a runtime system to expand the IoT management process for detecting sensor/actuator faults which is able to provide the above features. We do several experiments to show the effectiveness and usefulness of the proposed solution.
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Introduction

In the era of Internet of things (IoT), traditional agriculture, which requires a big amount of manpower, has been changing to adapt to the rise of these technologies. By doing so, the modern agriculture can take advantages of IoT devices and services to replace human in certain agricultural activities (Nukala et al., 2016). As a result, the management process of doing agriculture are standardized, manageable and improvable that making the reduce of overall operation cost and increase the quality of agricultural product. One major problem of applying IoT in agricultural management process is that the maintenance of IoT devices is difficult. A reason for that is the process is complex, therefore it is hard to...
find which devices have problems and what problems they have manually. The delay of solving the problems may lead to the delay of agricultural production and certainly losing benefit. Manually making changes to the current process for fault detection requires a lot of efforts (e.g. finding integration points in a process to add activities for fault detection and diagnosis). Moreover, the modified process can have mistaken and not able to be executed.

In order to reduce such problems, we investigate the common faults of IoT devices and their possible solutions. Then we define a model which stores knowledge of the IoT devices, an IoT management process and a fault detection requirement. The knowledge is provided by IoT device manufacturer, customer and IoT service provider. Based on this model, we propose an algorithm which receives the knowledge as inputs to modify the IoT management process. The modified one contains additional activities which supports detecting IoT device faults. We also propose a runtime system to evaluate the proposed algorithm. To this end, this paper has three main contributions:

- A model to store the knowledge of IoT devices, IoT management process and fault detection requirement.
- An algorithm to expand the IoT management process for fault detection.
- Ladybug runtime system for IoT service provider to offer fault detection service.

The rest of this paper is organized as follows: the second section presents motivation for our work. The third section presents common faults of IoT devices and possible solutions. The fourth section introduces the model to store knowledge of IoT devices, IoT management process and fault detection requirement. The fifth section presents an algorithm to modify the IoT management process to detect faults. The sixth section presents the Ladybug runtime system to provide fault detection service. The seventh section presents experiments. The eighth section discusses related work. Finally, we conclude the paper and discuss our future work in the ninth section.

**Motivation and approach**

**Scenario**

To motivate our research problems, we present a scenario in a context of Chinook wheat farming (Campbell & Read, 1968) as follow.

Using data of environmental factors such as light intensity, temperature and soil moisture which are optimized for farming Chinook wheat in a growth chamber, we raise a scenario by defining an IoT management process which can manage these factors as illustrated in Figure 1. The process manages three sensors and three actuators, as shown in Figure 2. The sensors are used to measure the environmental factors, while the actuators are used to make changes to the factors of the farming environment. For example, water sprayer can reduce air temperature, or light bulb can increase light intensity.

This process can be described as follows. At the beginning, the sensors are turned on (i.e. activities $a01$, $a05$ and $a08$) and checked whether their status change to
active or not (i.e. decisions $d_{01}$, $d_{05}$ and $d_{08}$). In case of inactive status, the process is stopped. In case of active status, sensor data are collected (i.e. activities $a_{02}$, $a_{03}$, $a_{06}$ and $a_{09}$) and checked whether their values are out of predefined-ranges or not (i.e. decisions $d_{02}$, $d_{04}$, $d_{06}$ and $d_{09}$). These predefined ranges are best values of the factors for wheat farming. In case the values are not in the predefined-ranges, the actuators are turned on in a specific amount of time to make these factors changing to the values in the predefined-ranges.

**Challenges**

As we can see from the above scenario, the IoT management process, which is a predefined process, does not contain activities for detecting faults of IoT sensors and actuators. There are two methods to add the activities for detecting faults into the predefined process.

The first method can be done by adding the validation activities at the beginning of IoT management process, which is when the system is powered on, and making them to repeat forever after an amount of time until the system is shut down. Although it is easy to modify the predefined process this way, it has several disadvantages. Because of executing these activities intensively, the IoT devices, which have micro-controller-units for low power consumption and small activities execution purposes, consume more energy and shorten their life expectancy.

The second method can be done by adding the validation activities when it is necessary (e.g. when turning on a sensor but its status remains inactive). Although this method can overcome the disadvantages of the first method, it requires significant efforts and time to find appropriate modified positions, as well as define connections between current activities and new added one. Moreover, the modified process is easier to have errors that makes it non-executable.

**Related work**

Many works have been proposed to solve the sensor fault detection and diagnosis problem. There are three main approaches in fault detection including sensor validation, integration fault detection modules into a decision support system (DSS) and process-based fault detection.

*Sensor validation* solves the problem by executing particular diagnosis applications which are developed by their manufacturers or third parties. Balaban et al. (2009)
Figure 2. IoT devices deployment.
proposed solutions to detect common faults of electromechanical actuators. Weimer et al. (2012) introduced a method for detecting faults of actuator in air conditioning. In our study, these applications can be developed as plugins for Ladybug to validate the sensor/actuator when it is necessary.

Integration fault detection modules into DSS solves the problem by collecting human knowledge, historical/online monitoring data and parameters to optimize fault detection by a DSS. Liu, Yang, Lv, and Wang (2013) defined a Statistics Sliding Windows to store sensor data, then regressed each window by Gaussian distribution, and used the regression to detect the fault value. Naidu, Zafiriou, and McAvoy (1990) compared the precision of neural network using back-propagation model and finite integral squared error for sensor failure detection. The result showed that neural network model was better than its competitor with the ability to capture nonlinear characteristics, the possibility for on-line training and speed. Another approach of sensor fault prediction is that discovering causal relationship between physical system using conditional probability analysis and a priori analysis, then using them to figure out failures (Wang, Vo, & Ni, 2015). Different from these approaches, we choose the process-based approach for detecting fault of an IoT agricultural system because the process is manageable, standardized and reusable. Moreover, the process also enables resource management at lower levels and separates the business logic from its execution.

Process-based fault detection solves the problem at service level. The IoT management process integrates activities for fault detection and diagnosis. Our work relates to business process improvement (Jalali & Leake, 2013; Meyer, Ruppen, & Magerkurth, 2013; Zhang, Zhou, & Gao, 2006). These works focus on improving a general business process based on different input criteria and process’ goals. However, these general approaches cannot be applied in agricultural IoT management process for fault detection due to lacking of domain knowledge of particular sensor and actuator and agricultural process. In our study, we make assumption that the domain knowledge is provided by device manufacturer and IoT service provider. To the best of our knowledge, a method using the concept of business process to study the auto modification of agricultural IoT management process has not been done yet.

Common faults of sensor/actuator

According to (Liu et al., 2013; Naidu et al., 1990; Wang et al., 2015) and the experiences from a Japanese robotic company – Hayabusa, we classified common faults of IoT objects (i.e. sensor or actuator) into three types:

- **Hardware failure**: IoT object does not respond to commands. The causes can be supply power is not stable or does not match manufacturer’s requirements, or IC legs are not fully connected, or the object is broken. This error can be detected by putting a voltage metre at the power source of the object to ensure the supply power in accordance with manufacturer’s requirements, then check the pins to find leaking welding legs.
- **Development library failure**: IoT object responds to electrical control, but does not respond to one or more embedded source code commands. The main reason is due to the connection does not follow the manufacturer standard or the I/O data are incorrect. A solution can be developing a new algorithm to retrieve data based on sensor datasheet.
• **Installation failure**: IoT object responds to electrical control, but does not respond to all embedded source code commands. This is caused by incorrect settings in accordance with the manufacturer’s instructions. A solution is to recheck installation instructions, and reset the object to factory setting if necessary.

**Knowledge for fault detection**

By embracing the concept of business management process, the IoT management process has abilities to monitor and control physical or virtual resources when operating IoT devices for cultivating (Meyer et al., 2013).

To be able to enhance farming efficiency, minimize errors, save resources and minimize power consumption. Although there exists process meta model for IoT (Domingos, Martins, Cândido, & Martinho, 2014; Meyer et al., 2013), they are generic meta models. Therefore, the process, which uses these models, becomes difficult for understanding and enhancing automatically in the context of agriculture. We propose a novel process meta model for agricultural IoT management process on top of web service business process execution language (WS-BPEL).¹

Figure 3 presents the model of IoT management process which consists of many IoT activities and decisions which implement extended activity of WS-BPEL. An IoT activity describes a controlling, monitoring or supporting actions for IoT objects, while a decision describes a set of conditions which results a Boolean value either YES or NO. Each activity can have several input and output links from other activities. Similarly, each decision can have several input links, but only one YES output link and one NO output link. These links

![Figure 3. IoT management process model.](image-url)
organize the IoT activities and decisions in sequential and parallel flows. An IoT activity can have several input/output parameters.

In the context of IoT in agriculture, we define seven types of IoT activities as follows:

- **Turn on**: used to turn on a sensor/actuator
- **Turn off**: used to turn off a sensor/actuator
- **Collect**: used to get a monitoring metric of a sensor or a parameter of an actuator
- **Validate**: used to execute a library provided by a manufacturer to validate possible errors of an IoT object class
- **Enrich**: used to find related information about an error code of a sensor/actuator, and who is responsible to handle this error
- **Notify fault**: used to send email about fault to a responsible person
- **Notify exception**: used to send conditions of IoT decision before validation activity and historical sensors/actuators data related to the conditions to manufacturer for further investigation

In order to automate the modification of the IoT management process, it is necessary to have a knowledge base which stores data related to IoT devices and requirements for fault detection. Figure 4 presents our proposed model (KDFault) for these purposes. Each IoT device can have several IoT objects. An object can have a type (i.e. sensor or actuator), a status (i.e. active or inactive), a list of parameters (e.g. a parameter of a light bulb is light intensity strength measured in percentage) and a validation library. This validation library is developed by the manufacturer and should be automatically updated via an IoT platform. By executing a library of an IoT object, we can understand what are possible errors, their causes and solutions. A fault detection requirement includes several fault detection conditions. A fault detection condition indicates which is related object, parameter, operator (i.e. =, <, >, <=, >=) and compared value. Listing 1 shows an example of fault detection requirement. This requirement includes a condition for a light intensity

---

![Figure 4. Knowledge model for fault detection pattern.](image-url)
sensor and a condition for a light bulb. This requirement means that if the value of light intensity sensor is less than 5000 and the status of the light bulb is active, there could be a fault related to the light intensity sensor or the light bulb and an in-depth validation should be taken place.

Algorithm to expand IoT management process

It is challenging to manually improve an IoT management process for farming to detect faults of IoT objects due to time constraint and human error. Algorithm 1 shows pseudo code to support to modify the predefined process by adding IoT activities/decisions and links at right positions automatically. The algorithm receives two inputs including a predefined process (preProcess) and a knowledge base for fault detection (KDFault), and return an expanded process. The algorithm can be divided into three parts:

- Adding IoT activities for validation (lines 2–8): the algorithm adds four activities including IoTActivityValidate, IoTActivityEnrich, IoTActivityNotifyFault and IoTActivityNotifyException, then generating input/output links between them.
- Fault validating after turn on/off IoT object (lines 9–21): the algorithm finds turn on/off activities, then get decisions that check the status of this object. If the status is inactive when executing turn on activity, or the status is active when executing turn off activity, there can be a problem and it is necessary for in-depth validation. To accomplish this, the algorithm adds a NO output link from the decision to the validation activity.
- Fault validating based on the fault detection requirement (lines 22–32): for each requirement, the algorithm creates a new decision which have all conditions in the requirement. This decision is used as signalling for early fault validation. The algorithm adds input/output links from the decision to the validation activity and the collect activities of the objects in the conditions.

Algorithm 1. Algorithm to expand the predefined-process for fault detection.
To offer the fault detection service for farming, we propose the Ladybug runtime system that implements the IoT process management, knowledge base for fault detection and the algorithm to expand the process for fault detection. Figure 5 shows the overall architecture of the Ladybug runtime system which consists of four components:

1. **Editor**: allows to edit the IoT management process, knowledge of IoT device as well as fault detection requirement.
2. **Core engine**: has core services including Orchestrator for managing the interactions between services, IoT process modifier implementing the proposed algorithm, and IoT process scheduler for executing IoT management process.
3. **IoT services**: this component has services provided by IoT activities. Device monitor collects streaming sensor data. IoT device controller controls the operations of actuators. Device validator allows to execute external library from manufacturer for detail error validation. Device enrichment allows to collect information related to the problem. Notification allows to send the message about the problem to a responsible person.
4. **Cloud storage**: this component has two storage services. Metadata database stores IoT management process and knowledge for fault detection. Distributed sensor database stores real-time data from sensors/actuators.

A predefined IoT management process will be uploaded to Ladybug system. Then the Orchestrator calls IoT process modifier to generate an extended management process.
which contains fault detection and diagnosis activities. After that, Orchestrator calls IoT process scheduler to execute the extended process. The execution of the process will check data, detect fault and control actuator automatically following the process flow.

The role of IoT services component is to provide services to collect sensor data; generate controlling actuator commands; validate, enrich and notify fault. Since IoT devices use local IP, Ladybug cannot communicate with them directly and have to wait for them to push sensing data to IoT device monitor and pull control commands from IoT device controller via RESTful web services.

We use two storage services. MySQL\textsuperscript{2} database is used for storing metadata, includes KDFault, IoT management process and fault detection requirement. Cassandra\textsuperscript{3} database is used for storing sensing data. The reason we choose MySQL for metadata because it does not need to modify frequently, small and required stable service. For Cassandra database, because the sensing data come in huge size with a very short time, we need to provide high bandwidth and distributed database to solve this problem.

**Evaluation**

In this section, we evaluate the proposed algorithm in the fifth section and the execution of the IoT management process using the case study in the second section.

**Modification of IoT management process for fault detection**

To evaluate the proposed algorithm, we use two inputs including the predefined IoT management process and the fault detection requirements, as shown in Figure 2 and Table 1, respectively. The output of the algorithm is an IoT management process which is able to detect faults specifying in the requirements.
The algorithm can be executed through three main steps to produce the output as an expanded process, as shown in Figure 6.

In the first step, the algorithm adds four activities into the process including IoTActivityValidate, IoTActivityEnrich, IoTActivityNotifyFault and IoTActivityNotifyException which have id $a_{11}, a_{12}, a_{13}$ and $a_{14}$. Then the algorithm adds input/output links between these activities.

In the second step, the algorithm finds turn on/off activities which are $a_{01}, a_{04}, a_{05}, a_{07}, a_{08}$ and $a_{10}$. Then, the algorithm adds a link from the decisions, which are used to check the status of the objects, to the IoTActivityValidate $a_{11}$.

In the third step, the algorithm uses the fault detection requirement in Table 1 to improve the IoT management process. For the requirement $req_1$, the algorithm gets

| reqId | condId | objectId | parameterKey          | operator  | comparedValue |
|-------|--------|----------|-----------------------|-----------|---------------|
| req1  | cond1  | i01      | light intensity metric | <         | 5000 lux      |
| req1  | cond2  | i02      | light bulb status      | =         | active        |
| req2  | cond3  | i03      | temperature standard deviation | >         | 3             |
| req3  | cond4  | i04      | soil moisture metric   | <         | 25%           |
| req3  | cond5  | i05      | water valve status     | =         | active        |

Figure 6. Expanded IoT management process for fault detection.
conditions in this requirement. These conditions, which involve to two metrics which are light intensity metric and light bulb status, are added into a new decision d11. The metric light bulb status and light intensity metric are collected after executing a04 and a02, respectively. Because these metrics are available after the decision d03 (i.e. both light intensity sensor and light bulb are turned on), the decision d11 is linked to a02 and a11. Similarly, for the requirement req3, the algorithm creates and adds the decision d13 into the process. This decision is linked to a09 and a11. For the requirement req2, the condition involves to the metric temperature standard deviation which is available after turning on the IoT object i03, and has not been collected in the process yet. Therefore, a new activity IoTActivityCollect a15 is added to the process to collect values of this metric after the decision d05. Then, the algorithm creates the decision d12 which has the condition cond3. This decision is linked to a15 and a11.

Execution of IoT management process

We deploy the Ladybug runtime system in Digital Ocean cloud. We create a synthesis data sent by the light intensity sensor, temperature sensor, soil moisture sensor, light bulb and water valve to simulate faults caused by the sensors/actuators. We develop a java app to send the data continuously to Ladybug with a frequency of 3s. We use Ladybug to execute the modified process resulted from the first experiment.

Figure 7(a) presents the monitoring values of two metrics light intensity and light bulb status. The horizontal axis presents time line in second within 9 minutes. The left vertical axis presents the value of light intensity sensor, and the right vertical axis presents the status of light bulb (i.e. 1 and 0 for active and inactive respectively). In the first 3 minutes, we see that the value of light intensity is higher than 17000 lux. We assume that the values of is day time is always true, so the decision d04 goes out at NO output link. At the fourth minute, the light intensity is simulated to decline to around 12000 lux gradually. As a result, the decision d04 goes out at YES output link making the light bulb to turn on. Therefore, the light intensity is kept at around 17000 lux until the sixth minute. From the seventh minute, we simulate the fault of the light intensity sensor which sends incorrect values of light intensity. As a result, the decision d11 goes out at YES output link for validating the sensor using the library provided by its manufacturer. The process detects a fault of light intensity sensor, enriches information of the fault and sends a message to a technician, as shown in Listing 2.

Figure 7. Monitoring sensors/actuators.
Figure 7(b) presents the monitoring values of the metric temperature standard deviation. The horizontal axis presents time line in s within 6 minutes. The left vertical axis presents the value of temperature standard deviation. In the first 3 minutes, we see that the value of temperature standard deviation is less than 0.1. It means that the change of values of temperature is minor and the temperature sensor is working well. At the fourth minute, the value of temperature standard deviation is simulated to increase to more than 0.3 suddenly. It means that the sensor may have some problems because it was sending inconsistency values of temperature within 3s intervals. The process detects a fault of temperature sensor, enriches information of the fault and sends a message to a technician.

Figure 7(c) presents the monitoring values of soil moisture and water valve status. The horizontal axis presents time line in s within 6 minutes. The left vertical axis presents the values of soil moisture sensor, and the right vertical axis presents the status of water valve (i.e. 1 and 0 for active and inactive respectively). In the first 3 minutes, we see that the value of soil moisture is above 65%. At the fourth minute, the values of soil moisture is simulated to decline gradually to less than 25%, which triggers the water valve to turn on. However, the process detects that the values of soil moisture sensor are not increased after turning on water valve. As a result, a fault of water valve is detected, enriched and notified to a technician.

In the experiments, we show that the proposed algorithm can be used to modify the IoT management process automatically for fault detection, and this process is executable using Ladybug.

Conclusions and future work

Automating the modification of the agricultural IoT management process for fault detection can save human resource and minimize human error. Moreover, the proposed solution helps reducing the time of determining sensor errors, controlling actuator automatically, updating faults database and handling exception faults.

Since service provider cannot communicate directly with sensors or actuators, sensor network is required to send sensor data and ask for controlling commands on the service provider frequently. It causes high network traffic for both users and service provider. Conceptually, the components can be deployed in separate virtual machines. We can have multiple instances of IoT Services for balancing loads by a load balancer – HAproxy. Another issue is that actuator waits for controlling command gather from API

Listing 2. A fault detection message of a light intensity sensor.

```json
{
    "error_description": "Sensor does not respond to commands",
    "error_type": "Hardware failure",
    "error_code": "1001",
    "solutions": [
        "Solution 1: Please check whether the link between your sensor and controller is connected or not. If not, please repair it and recheck the sensor status."
    ]
}
```
might cause some problems, for example, timeout, delay or wrong command due to the packet is modified during transmitting. Therefore, the actuator might not respond to the command immediately or respond wrongly. To handle this case, we suggest to use hardware redundancy strategy by integrate an additional sensor to confirm that status and captured data of the main sensor, which is used to capture data in real time, is correct. Moreover, the system requires user to provide their IoT management process, sensor data and their knowledge about suspicious sensor faults cases. These requests may rise security issues about privacy information, and intellectual property.

In future, we will improve the Ladybug system to an agricultural IoT platform. This platform will be integrated with other cloud-based platforms for better resources management and load balancing. Moreover, the proposed algorithm will be extended to deal with the IoT management process containing human activities.

Notes

1. http://docs.oasis-open.org/wsbpel/2.0/OS/wsbpel-v2.0-OS.html.
2. https://www.mysql.com.
3. http://cassandra.apache.org.
4. https://www.digitalocean.com.
5. https://wwwhaproxy.com.
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