FastHuman: Reconstructing High-Quality Clothed Human in Minutes
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Abstract

We propose an approach for optimizing high-quality clothed human body shapes in minutes, using multi-view posed images. While traditional neural rendering methods struggle to disentangle geometry and appearance using only rendering loss, and are computationally intensive, our method uses a mesh-based patch warping technique to ensure multi-view photometric consistency, and sphere harmonics (SH) illumination to refine geometric details efficiently. We employ oriented point clouds’ shape representation and SH shading, which significantly reduces optimization and rendering times compared to implicit methods. Our approach has demonstrated promising results on both synthetic and real-world datasets, making it an effective solution for rapidly generating high-quality human body shapes. Project page with source code is https://l1346792580123.github.io/nccsfs/.

1. Introduction

Human reconstruction is a challenging task due to its high complexity of extreme body poses and sophisticated clothing styles. In general, high-precision laser or photometric stereo \cite{62} is required to reconstruct the human body, which greatly increases the cost and only can be done in a controlled environment. Fig. 1 shows our reconstruction results of an in-the-wild video captured by a phone camera. Our proposed method can reconstruct high-quality human meshes under general lighting environment in a few minutes. By leveraging the power of parametric model \cite{31} and deformation transfer \cite{57} techniques, we are able to generate highly realistic reposed meshes.

With the rapid advancement of neural fields \cite{66}, there has been a surge of research devoted to representing 3D geometry and radiance fields using deep neural networks \cite{8,28,33,34,37,39,42,59,69,72,74}. In these works, 3D geometries are commonly represented using volume density, occupancy, or signed distance functions (SDF). In order to model human avatars, some approaches \cite{6,43,45,60,61} incorporate the estimated human skeleton and neural rendering to model animatable human avatars in an implicit manner. Neural rendering-based methods, while promising, often struggle with reconstructing accurate geometry. This is due to the inherent ambiguity between geometry and appearance, making it challenging to obtain accurate shapes through rendering loss alone. An image can be described by either a plane with complex appearance or a complex geometry with simple appearance. Deep networks can produce smooth surfaces, as the neural network may overfit the color differences between different views. However, shallow networks may lead to local optima due to their poor representation capability. Therefore, it’s important to explicitly add multi-view consistency constraints to ensure accurate shape representation.

The implicit Multi Layer Perceptron (MLP) representation is not straightforward, as it requires forward inference.
to derive geometric information, such as volume density, SDF, etc. It usually takes long time to train these neural rendering-based methods as the whole MLP is updated during each iteration, resulting in slow convergence. Moreover, the rendering process is computational demanding, since the color of each pixel requires a forward network inference. Although some approaches [10,35,47] are proposed to enable real-time rendering, large storage and GPU memory are required as trade off.

To overcome the limitations mentioned above, we introduce a novel coarse-to-fine approach to reconstruct high-quality human meshes from multi-view images. Our approach utilizes an oriented point cloud as shape representation, which allows us to leverage the differentiable Poisson solver [44] for efficient optimization. This ensures that our resulting surfaces are topology-agnostic and watertight, thereby improving the overall quality of the reconstructed mesh. Based on the traditional multi-view stereo approach [11, 53], we warp small patches from the reference frame to source images. We then optimize the shape to ensure local photometric consistency. In addition, we incorporate shape-from-shading (SFS) techniques [73] and estimate the 3rd sphere harmonic (SH) coefficients to represent illumination and jointly refine the shapes and albedos with the shading formulation. As we adopt the simple shading model, the rendering process is sped up substantially compared to the conventional neural rendering methods. In summary, the main contributions of this paper are in the following.

- We present FastHuman, a coarse-to-fine pipeline to reconstruct high-quality clothed human bodies from multi-view images in just a few minutes.
- We propose a mesh-based patch-warping strategy to regularize surface optimization in the first stage. In the second stage, we fix the mesh topology and suggest an effective shading-based objective to refine the geometric details further and recover albedos based on shape from shading framework.
- We show the state-of-the-art 3D reconstruction results with significantly reduced computational time compared to existing methods on both synthetic and real-world datasets.
- By taking advantage of parametric model, deformation transfer and SH illumination, we produce realistic reposing and relighting images.

2. Related Works

2.1. Human Reconstruction

Recovering 3D human body shapes from 2D images or videos has been extensively studied for decades [2, 30, 56, 58, 63]. Existing approaches can be roughly divided into two categories: parametric model-based methods and model-free approaches.

**Parametric Model-based Human Reconstruction** Many research efforts are devoted to building the statistical human body models from 3D scans [3, 18, 31, 40, 67]. In this way, human reconstruction is reduced to the parameter estimation problem, where the shape coefficients and joints transformation are predicted from images [5, 20, 24, 40]. Most of these parametric model-based approaches only produce a naked human body, so the geometries of clothing, hair, and other accessories are typically ignored.

**Model-free Human Reconstruction** Some approaches reconstruct human body without a predefined model. [50, 51] propose to represent the detailed human by a pixel-aligned implicit function, which predicts the occupancy for any locations. The occupancy for the sampled 3D point can be computed on the fly. With the rapid development of neural rendering, human reconstruction can be also viewed as the by-product of image synthesis. [43, 45, 61] dynamically synthesize the human image. These methods use the SMPL [31] parameters as inputs, and the volume rendering is employed to render images. Coarse human mesh can be extracted from the volume density through Marching cube algorithm [32].

2.2. Multi-View 3D Reconstruction

Traditional Multi-View Stereo (MVS) methods estimate the depth maps by matching feature points across different views. Most of them assume that the appearance of a surface point is consistent in all visible views [11, 53]. Depth fusion and Poisson surface reconstruction [22] are required to extract a watertight mesh, whereas the surface details may be smoothed due to depth fusion. Recently, the learning-based MVS methods have received a lot of attentions [16, 68]. DeepMVS [16] follow the traditional pipeline while replace the hand-crafted features to deep features. MVSNNet [68] warps deep features into the reference camera frustum to build a cost volume via differentiable homographies.

The recent trend in neural implicit representation and neural rendering also makes an impact in multi-view 3D reconstruction. IDR [69] employs an MLP to represent scenes through SDF and light field implicitly, where color is only calculated at the surface intersection with a ray. [8, 37, 59, 70] incorporates volume rendering and implicit surface representation to learn the geometry from multi-view images. Although they can produce decent object-level 3D reconstruction, they suffer from reconstructing fine geometric details due to the use of a simple color loss, which cannot resolve the shape-appearance ambiguity. Moreover, using an MLP as shape representation leads to very slow optimization speed. In contrast, we propose in this paper two additional constraints for optimization, and use a lightweight point representation to speed up the opti-
2.3. Shape from Shading

Shape-from-shading (SFS) deals with the recovery of shape from a gradual variation of shading in image, which was first proposed by Horn [14]. SFS is an ill-posed problem due to the ambiguity among lighting, reflectance and shape. There are some numerical solutions for SFS such like variational approach [15, 46] and PDE methods [7].

With the prevalence of consumer-level depth cameras, SFS approaches use the rough depth map as initialization for shape refinement [38, 64, 71, 75]. A series of work [12, 13, 41, 52] also incorporate shape from shading and uncalibrated photometric stereo to upsample the low-resolution depth map from a RGB-D sensor in order to match the corresponding RGB image. We take the inspiration from SFS literatures and apply the shading refinement for the multi-view reconstruction task to further disambiguate shape from appearances, so we can recover fine geometric details.

3. Methods

We firstly introduce the oriented point clouds representation in Section 3.1. Next, we introduce our overall pipeline and the patch-based photometric consistency loss in Section 3.2, and the shape refinement from shading in Section 3.3. Details for our implementation are given in Section 3.4.

3.1. Oriented Point Clouds Shape Representation

A recent work [44] introduces a hybrid shape representation called Shape As Points (SAP), where they introduce an efficient differentiable Poisson solver (DPSR) to bridge oriented point clouds, implicit indicator functions, and meshes altogether. Compared to works using neural implicit-based shape representations [29, 36, 37, 59, 69, 72], SAP allows representing any shapes as light-weight oriented point clouds, and yields the high-quality watertight meshes much more efficiently. Therefore, we leverage the power of SAP’s optimization-based pipeline as the geometric representation for human reconstruction.

SAP leverages the power of DPSR and differentiable marching cubes (DMC) to efficiently generate watertight meshes from oriented point clouds.

\[
\chi = \text{DPSR}(S) \tag{1}
\]

\[
M(V, F) = \text{DMC}(\tanh(\chi)). \tag{2}
\]

\(S\) are the oriented point clouds. \(\chi\) represents an indicator function, where 1 indicates inside the object and 0 outside. \(V\) and \(F\) denote the vertices and faces of the mesh \(M\), respectively. The forward inference of DMC is the generic marching cube algorithm, and the gradients can be effectively approximated by the inverse surface normal [48]. The whole process is fully differentiable, so the loss can be backpropagated to update the oriented point clouds \(S\).

3.2. Multi-view Photometric Consistency

Fig. 2 shows the overview of our proposed coarse-to-fine framework. Given masks of multi-view images, we firstly estimate an initial mesh via visual hull [26]. Next, we sample an oriented point cloud \(S = \{x \in \mathbb{R}^3, n \in \mathbb{R}^3\}\) from the initial mesh as the shape representation. During optimization, we generate a watertight mesh via DPSR and DMC described in previous section.

Given the input mesh \(M(V, F)\) with vertices \(V\) and faces \(F\), a differentiable renderer [25] denoted as \(\zeta\) renders the attributes on vertices to pixels given the camera parameter \(\pi\), which contains intrinsic matrix \(K\) and extrinsic matrix \(T\). The rendered silhouette \(\hat{M}\) can be obtained by interpolating the constant value of \(1\)

\[
\hat{M} = \zeta(V, F, 1; \pi). \tag{3}
\]
Grayscale and depth of source patch also can be obtained by the formula similar to Eq. 7.

\[ H_{r \rightarrow s}(p) \] represents the source patch reprojected from reference patch. \( \mathcal{I} \) is the bilinear interpolation operation. Grayscale and depth of source patch also can be obtained by the formula similar to Eq. 7.

\[ G_r(p) = \mathcal{I}(G_s, H_{r \rightarrow s}(p)) \] (8)

\[ D_r(p) = \mathcal{I}(D_s, H_{r \rightarrow s}(p)) \] (9)

We convert color images \( \{I_r\} \) into grayscale images \( \{G_r\} \), and maximize the normalized cross-correlation (NCC) to ensure multi-view photometric consistency

\[ \text{NCC}(G_r(p), G_s(p)) = \frac{\text{Cov}(G_r(p), G_s(p))}{\sqrt{\text{Var}(G_r(p)) \cdot \text{Var}(G_s(p))}} \] (10)

where Cov is covariance and Var is variance. \( G_r(p) \) and \( G_s(p) \) represent the gray value of reference patch and source patch, respectively. NCC scores are computed between the sampled reference and source patches on all source images.

To avoid corresponding patches from occlusion, we compare the rendered patch depth and the reprojected patch depth, and discard the patches that differ widely. To further guarantee the patches are visible on all source views, we only consider those patches whose NCC scores are above a certain threshold. We impose the multi-view photometric consistency loss on the mesh vertices, and backprop to update the oriented point cloud

\[ \mathcal{L}_{\text{nc}} = \begin{cases} 1 - \text{NCC}(G_r(p), G_s(p)) & \delta > 0 \\ 0 & \text{else} \end{cases} \] (11)

\[ \delta = |(T_s T_r^{-1} K_r^{-1} p - \hat{D}_s(p))| < \delta_d \times (\text{NCC}(G_r(p), G_s(p)) > \delta_{\text{nc}}) \] (12)

where \( \delta_d \) is depth threshold and \( \delta_{\text{nc}} \) is NCC threshold. \( \hat{D}_s(p) \) and \( T_s T_r^{-1} K_r^{-1} p \) represent the interpolated patch depth and the reprojected patch depth, respectively. \( K \) and \( T \) represent intrinsic matrix and extrinsic matrix.

### 3.3. Shape from Shading Refinement

Compared to the initial mesh from visual hull, Multi-view photometric consistency helps to obtain decent geometric details through patch warping. In order to further obtain more fine details on a per-pixel level and recover albedos, we employ SFS refinement discussed as following. In general, the color of human skin and clothes mainly have diffuse reflection, which fits the assumption of shape from shading (SFS) algorithm. Once the mesh is obtained from previous subsection, an SFS refinement is employed to improve the mesh and extract albedos from multi-view images.

We firstly review the image formation model using the SH illumination, and then propose the geometry refinement and albedo extraction method in detail.
Image Formation Model} When objects in a scene are non-emitters and the light source are infinitely distant, the image irradiance equation can be defined as in [19],

\[
B(x, w_o) = \int_\Omega L(w_i) \rho(w_i, w_o) \max(w_i \cdot n_x, 0) dw_i,
\]

where \(B(x, w_o)\) is the reflected radiance. \(x, n, w_i, w_o\) are the spatial location, surface normal, incident light direction and viewing direction, respectively. The domain of integral \(\Omega\) is a semi-sphere centered at \(x\). \(L(w_i)\) is the light intensity from direction \(w_i\). \(\rho(w_i, w_o)\) is the bidirectional reflection distribution function (BRDF) of the surface. With the assumption of Lambertian Surface, the reflection is constant from all directions of views.

We make use of 3rd sphere harmonic (SH) coefficients to represent the general lighting. Due to the orthogonality of the SH basis, Eq. 13 can be derived as below

\[
B(x) = \rho_x \sum_{i=1}^{3^2} l_i Y_i(n_x)
\]

where \(\rho_x\) is the albedo at point \(x\). \(l_i\) is SH coefficients. \(Y_i\) is the SH function determined by the surface normal \(n\).

We estimate the \(l_i\) according to the mesh from subsection by minimizing the difference between the image density and the computed image irradiance

\[
\hat{l} = \arg\min_{l} \sum_x || \sum_{i=1}^{n^2} l_i Y_i(\hat{N}(\pi(x)) - G(\pi(x))) ||^2
\]

\[
\hat{N} = \zeta(V, F, V_n; \pi)
\]

We interpolate the vertex normal \(V_n\) to build the normal map \(N\). For each valid pixel and its corresponding point \(x\), we try to minimize the \(L_2\) norm between the grayscale value and the computed irradiance to obtain the SH coefficients. Since this is an overdetermined problem, we use least squares to estimate SH coefficients.

Once the SH coefficients are estimated, we fix them to refine the coarse mesh and extract albedo. We first extract albedo from captured images, and then refine the albedo and geometry jointly.

\[
\hat{A} = \zeta(V, F, V_{\text{albedo}}; \pi)
\]

\[
\mathcal{L}_{\text{sfs}} = \sum_x |\hat{A}(\pi(x)) - \sum_{i=1}^{n^2} l_i Y_i(\hat{N}(\pi(x)) - I(\pi(x)))|
\]

where \(\hat{A}\) is the interpolated albedo map. \(\cdot\) denotes \(L_1\) norm. In order to prevent overfitting or getting stuck at the local optima, we introduce the regularization terms to penalize the surface deformations and texture consistency

\[
\mathcal{L}_{\text{reg}} = \mathcal{L}_{\text{mesh}} + \mathcal{L}_{\text{albedo}} = |LV| + |LV_{\text{albedo}}|
\]

where \(L\) denotes the Laplacian matrix. \(\mathcal{L}_{\text{reg}}\) forces that the adjacent vertices have similar positions and colors.

### 3.4. Implementation Details

We firstly extract initial mesh via visual hull at a grid resolution of 128×128. Secondly, we uniformly sample 50k oriented points as our shape representation, and the silhouette and NCC loss in Eq. 4, 11 are backpropagated to update the point cloud. For the patch warping loss \(\mathcal{L}_{\text{ncc}}\), we pre-select 4 adjacent images for each reference image as source images. We perform the optimization at the resolution of 512×512 and the degree of gaussian smoothing \(sig = 4\) for 10 epochs. The NCC threshold is \(\delta_{\text{ncc}} = 0.5\), and the depth threshold is \(\delta_d = 0.01\). The patch size is \(11 \times 11\). For ablation studies in the number of oriented points and patch size, please refer to supplementary materials. As done in [44], we resample points and normals every other epoch in order to increase the robustness of the optimization process.

The weights for the loss terms are \(\lambda_{\text{sfs}} = 20\), \(\lambda_{\text{ncc}} = 5\). We use Adam optimizer [23] for optimization, and the learning rate for updating oriented point clouds is \(1e^{-3}\). In SFS refinement stage, mesh is exported from point cloud and the topology is fixed. We firstly optimize vertex albedo for 200 epochs at the learning rate of \(1e^{-2}\). Then, we refine the mesh and albedo simultaneously for another 100 epochs. The learning rate for vertices and albedo are \(1e^{-3}\) and \(5e^{-3}\), respectively. The weights for the loss terms are \(\lambda_{\text{sfs}} = 20\), \(\lambda_{\text{mesh}} = 50\) and \(\lambda_{\text{albedo}} = 1\), respectively.

### 4. Experiments

In this section, we first present the experimental results for reconstructing human body from multi-view images. We compare our proposed method with the current state-of-the-art techniques, and demonstrate that it is also applicable to multi-view videos. We also conduct ablation studies to evaluate the effectiveness of multi-view photometric consistency and shading refinement in our approach.

#### 4.1. Results on Multi-view Images

Since the existing multi-view human datasets do not have ground truth 3D meshes, we render meshes to generate multi-view images for the quantitative comparison. We collect 40 high-resolution photogrammetry scans from RenderPeople [49], and render these meshes using the off-the-shelf software Blender [4]. For each scan, we render 19 images in a circle around the mesh with the resolution of 1024×1024.

We compare our proposed method against recent multi-view human reconstruction [55], multi-view scene reconstruction [8, 34, 59, 69] and colmap [53]. We also compare to NeuS NGP, where we run NeuS with multi-res feature grids from this repo\(^1\) with our data. Since PiFu [50] and

\(^1\)https://github.com/bennyguo/instant-nsr-pl
PIFuHD [51] are proposed for human reconstruction from a single image, they do not consider the camera information. We do not compare with PIFu and PIFuHD. Similar to PIFu, we adopt three reconstruction performance metrics including normal projection error, Chamfer distance and PSNR.

Table 1 shows the quantitative results. Our proposed approach achieves the lowest Chamfer distance and normal projection error. The PSNR results show that our extracted albedo is able to render the photo-realistic images. We employ Marching Cube on the volume density estimated by NeRF to extract mesh and remove the extra surfaces according to masks. The results of Colmap and DiffuStereo are in point clouds form, we employ Screened Poisson surface Reconstruction [21] and remove outliers by masks. Since DiffuStereo has to use DoubleField [54] to generate coarse mesh and normals as input while the implementation of DoubleField is not publicly available. We use the coarse mesh optimized by our proposed multi-view photometric constraints as the input, and fuse the point clouds extracted from all views.

The reconstructed mesh of NeRF is very rough and inaccurate. NeuS renders high-fidelity images. However, it is difficult for rendering loss to handle the ambiguity between appearance and geometry. The reconstructed mesh is different from the ground truth. We use the pre-trained DiffuStereo, whose number of cameras and camera positions are different from the training data. Thus, the results of DiffuStereo are not satisfied. The reason for poor NeuS NGP performance is the sparsity of input views since feature-grid based methods tend to struggle with this level of ambiguity more than MLP-based methods. Fig. 4 shows the reconstruction results of various approaches.

Our proposed method also has great advantages in terms of computational time on both optimization and rendering. The optimization time for IDR, NeRF, NeuralWarp, NeuS, NeuS NGP are 1 hour, 2 hours, 4 hours 5.5 hours, and 8 min respectively. Since these neural rendering methods use deep neural network as implicit shape representation, it takes lots of time to reach convergence. Although DiffuStereo only takes 1 minute for reconstruction after training, DoubleField is needed to generate the coarse mesh as input. Note that DoubleField requires to be pretrained on a large-scale dataset and fine-tuned for 20 minutes. Colmap needs 5 minutes for dense reconstruction, whose reconstruction results are coarse. It takes 5 minutes for our proposed NCC optimization and 1 minute for SFS refinement. Our proposed method has far less computational time on optimization time, which does not require pre-training on large-scale datasets and fine-tuning.

In terms of rendering time, Our approach enables real-time rendering by taking advantage of SH illumination and albedo shading model. Moreover, our reconstructed mesh and texture are compatible with the existing rendering engines such like Blender, Unreal Engine [9], and so on. For the implicit representation-based methods, it takes seconds to render an image, since a forward network inference is required for each valid pixel. Although NeuS NGP can also achieve real-time rendering, it requires much more computations compared to SH shading model. All the experiments about computational time are conducted on the same machine with a single NVIDIA 3090Ti GPU.

### 4.2. Results on Multi-view Videos

We also conduct experiments on real world captured NHR dataset [65]. NHR dataset is collected by a multi-camera dome system with up to 80 cameras arranged on a cylinder. All cameras are synchronized and capture at 25 frames per second. We conduct experiments on three sequences. We use 24 images with a resolution of $1224 \times 1024$ as input. Since there is no ground truth mesh for each frame, we only evaluate the quality of the image synthesis with metric PSNR. We qualitatively compare reconstruction results with IDR [69], NeuS [59] and the point cloud reconstructed using Metashape [1] provided by the dataset. The evaluation metrics are the same as in the previous subsection. For the quantitative and qualitative evaluation of general real-world
objects on DTU [17], please refer to the supp. mat.

Table 2 shows the image synthesis results. It can be seen that we can obtain the photo-realistic images using simple SH illumination and albedos, which greatly accelerate rendering. Fig. 5 shows the reconstruction results. Our proposed method can produce detailed mesh. Similar to the previous subsection, IDR and NeuS tend to produce smooth meshes, hand detail cannot be recovered well. Moreover, the ambiguity of geometry and appearance cannot be handled by rendering loss alone, which results in wrong reconstruction results of shoes.

We can create a realistic human avatar by combining our reconstructed mesh with SMPL human model [31] and deformation transfer [57]. We pre-select control points on the SMPL mesh and identify the closest points on our reconstructed mesh. By manipulating pose parameters, we can animate the registered SMPL mesh. Deformation can be efficiently transferred to our mesh due to the corresponding transformation of the control points. Additionally, we can synthesize relighting images by replacing the estimated SH coefficients. The results are shown in Fig. 6, demonstrating our ability to generate realistic images with arbitrary lighting and poses.

4.3. Ablation Studies

In this section, we conduct ablation studies on the effect of the proposed NCC loss and SFS loss. We adopt visual hull initialization instead of deforming from the sphere for
Figure 6. **Relighting and Reposing Results on Our Reconstructed Meshes.** We show qualitative results of relighting and reposing. We register the SMPLX model on the reconstructed meshes. Hand and face parameters are estimated by [40].

Figure 7. **Qualitative Ablation Study on the Proposed Losses.** We show the results of visual hull initialization, only photometric consistency results, only shape from shading results and overall results, respectively.

Fast convergence. Table 3 shows the quantitative results. As can be noticed, our proposed NCC loss performs better than typical one, since our proposed mesh-based patch warping can obtain accurate 3D position of each pixel. Also, the geometry cannot be recovered correctly with only SFS loss, as visual hull initialization is far from the ground truth. Using only SFS loss will fall into local optima. Once the coarse geometry is optimized by NCC loss, SFS loss can finetune the results to get more accurate results. The qualitative results are shown in Fig. 7. Using only NCC loss, we can obtain the coarse results while some details like tie, hands are not recovered well. SFS loss alone may stuck at local optima. Combining NCC loss and SFS loss, we can get accurate results without losing details.

| Visual hull | Typical NCC | Our NCC | SFS | Normal | Chamfer |
|-------------|-------------|---------|-----|--------|---------|
| ✓           | 0.15        | 0.13    | 0.08| 0.14   | 0.06    |
| ✓           | ✓           | 0.13    | 0.08| 0.14   | 0.06    |
| ✓           | ✓           | ✓       | 0.08| 0.14   | 0.06    |
| ✓           | ✓           | ✓       | ✓   | 0.14   | 0.06    |

Table 3. **Quantitative Ablation Study on the Proposed Loss.** We evaluate the effect of the photometric consistency and shape from shading refinement.

5. **Limitations and Conclusions**

Our proposed patch warping module, like other MVS methods, may face limitations in accurately reconstructing texture-less objects or under complex lighting conditions. Moreover, it’s important to note that our SFS module assumes Lambertian surfaces, which may not be suitable for reflective regions.

In this paper, we introduce FastHuman, an efficient coarse-to-fine approach to reconstruct high-quality human bodies from multi-view images. Our method utilizes a mesh-based patch warping optimization technique that leverages orientation point clouds shape representation and multi-view photometric consistency constraints. As the human body and clothing mostly have diffuse characteristics, we employ an image formation model with SH illumination and propose a shading refinement algorithm to recover surface albedo and fine-scale surface detail. To evaluate our approach, we conducted experiments on both synthetic and real-world datasets. Our promising results demonstrated that our approach can reconstruct high-quality human meshes in just a few minutes.
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