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Abstract—VIS-NIR face recognition remains a challenging task due to the distinction between spectral components of two modalities and insufficient paired training data. Inspired by the CycleGAN, this paper presents a method aiming to translate VIS face images into fake NIR images whose distributions are intended to approximate those of true NIR images, which is achieved by proposing a new facial feature embedded CycleGAN. Firstly, to learn the particular feature of NIR domain while preserving common facial representation between VIS and NIR domains, we employ a general facial feature extractor (FFE) to replace the encoder in the original generator of CycleGAN. For implementing the facial feature extractor, herein the MobileFaceNet is pretrained on a VIS face database, and is able to extract effective features. Secondly, the domain-invariant feature learning is enhanced by considering a new pixel consistency loss. Lastly, we establish a new WHU VIS-NIR database which varies in face rotation and expressions to enrich the training data. Experimental results on the Oulu-CASIA NIR-VIS database and the WHU VIS-NIR database show that the proposed FFE-based CycleGAN (FFE-CycleGAN) outperforms state-of-the-art VIS-NIR face recognition methods and achieves 96.5% accuracy.

Index Terms—Face recognition, VIS-NIR translation, FFE-CycleGAN, MobileFaceNet.

I. INTRODUCTION

The development of deep neural networks and large-scale visible light (VIS) face images yields high accuracy in face recognition under well-controlled lighting condition [1], [2]. However, face recognition in low lighting condition is still a very challenging problem, e.g., the near infrared (NIR) image based face recognition [3]. In recent years, VIS-NIR heterogeneous face recognition has attracted more and more attention from researchers and enterprises due to its practical value in many real-world applications, e.g., security surveillance and E-passport [4], [5].

The main issue in dealing with NIR images is due to the significant distinction between spectral components of VIS and NIR images, as NIR images are insensitive to VIS illumination variations [6]. Furthermore, for supervised learning [7], it is not easy to collect pairwise VIS-NIR face images partially due to individual privacy. Therefore, this motivates us to design an effective network architecture without requiring a large number of pairwise face images for training.

This paper presents a new unpaired VIS-NIR translation method, named facial feature extractor based CycleGAN (FFE-CycleGAN), which can generate NIR face hallucination having similar spectral components as those of true NIR face images. The flowchart of the FFE-CycleGAN is drawn in Figure 1. Our experiments show that the original CycleGAN cannot obtain valid translation results between VIS and NIR face images (see Figure 5 and 6). To address this problem, we propose to use a general face feature extractor (e.g., the MobileFaceNet [2]) to replace the encoder in the generator of CycleGAN [8]. To well preserve the facial feature, we propose a pixel consistency loss to measure similarities between hallucinations and true face images. Another contribution in this paper is to establish a so-called WHU VIS-NIR paired face database, which consists of some extreme facial rotations and expressions to enrich the training data. The proposed FFE-CycleGAN is evaluated on both WHU VIS-NIR database and well-known Oulu-CASIA NIR-VIS facial expression database [9]. Superior performance is achieved compared to the existing state-of-the-art methods [4], [7], [8], [10]–[14].

The remainder of the paper is organized as follows: Section II reviews the related work in the literature. In Section III, we firstly present the proposed network architecture, and then elaborate the proposed pixel consistency loss. Section IV introduces datasets and protocols, and Section V provides
experimental results on two databases for evaluating the FFE-CycleGAN. Finally, Section VI concludes the paper.

II. RELATED WORK

Features extracted respectively from VIS and NIR domains exist a significant gap, although they belong to the same subject. This makes the study of VIS-NIR heterogeneous face recognition necessary in certain specific scenarios [15], e.g., in poor lighting conditions. A family of methods are reported to fill the gap between VIS and NIR data in common latent space, pixel space, feature space, and etc.

- **Common latent space based methods**: One of the commonly used strategies is to find mapping functions between the NIR and VIS domains. The authors in [16] propose a dictionary learning approach, which is based on cross-spectral joint $\ell_0$ minimization to learn a mapping function between VIS and NIR modalities, and then the VIS images are reconstructed in the NIR domain and vice versa.

- **Pixel space based methods**: Methods focusing on pixel space are also called synthesis based methods. This kind of method tries to synthesize or transform face images from NIR domain to VIS domain and vice versa. The authors in [17] propose an analysis-by-synthesis framework, called face analogy, which could transform face images between NIR and VIS. In [10], a method is proposed for synthesizing VIS images from NIR domain by learning mapping between different spectra images to reduce inter-spectral difference.

- **Feature space based methods**: Feature space based methods learn modality-invariant features by a shared NIR-VIS layer or using NIR images to fine-tune the VIS network, e.g., the authors in [18], [19] use NIR images to fine-tune the VIS deep networks and explore different metric learning strategies to reduce discrepancy between different modalities. The work in [20] trains VisNet and NIRNet to couple their output features by using a siamese network. By doing so, they can learn the relationship between cross-modal face images. In [4], one network is proposed to map both NIR and VIS to a compact Euclidean space. This high-layer could simultaneously learn modality-invariant features and modality-variant spectrum information by two orthogonal subspaces. In [21], [22], a generative model is proposed for the process of generating face images in different modalities and an Expectation Maximization (EM) algorithm is designed to iteratively learn the model parameters. Moreover, this generative model is able to infer the mutual components.

- **Pixel and feature based methods**: Recently, there are some methods taking both pixel space and feature space into consideration, aiming at maximizing discriminations among different subjects [7]. It becomes necessary to consider this discrimination especially when the number of subjects increases. To optimize a VIS deep model for cross-spectral face recognition, the method in [15] consists of two core components, i.e., cross-spectral hallucination and low-rank embedding. Benefitting from the capability of fitting data distribution and style transferring [8], [23], the authors in [7] use the work in [8] to produce cross-spectral face hallucination. They also integrate the hallucination network and discriminative feature learning into an end-to-end adversarial network.

Our method is related to the existing works in [7], [8], [23], which perform well in image style transferring and image generation. Inspired by these works, this paper improves the feature generator in the original CycleGAN [8] and proposes an objective function with pixel consistency loss, aiming at generating high-fidelity NIR face images for VIS-NIR face recognition.

III. THE PROPOSED FFE-CYCLEGAN

Generative image modeling has made much progress recently, and its outstanding performance in fitting data distribution, e.g., style transferring [8], [23], has attracted much research attention. Especially, a semisupervised image translation model, i.e., CycleGAN [8], has been designed and it works well in style transferring.

Thanks to the CycleGAN, we can easily train a model with unpaired face images from NIR and VIS spectra. It is a great progress in solving the challenging problem of lacking paired datasets in the style transfer task. Inspired by the CycleGAN model, we initially employ this adversarial model to learn the style features of NIR modality. However, experimental results show that the original CycleGAN performs not well in transferring face attributes. A reasonable explanation is that the feature learning module in the CycleGAN is not specifically designed for face images. In order to generate high-fidelity NIR images, the FFE-CycleGAN model in Figure 1 is proposed to learn face feature effectively in both VIS and NIR modalities. Additionally, a new loss is added to improve qualities of generated images, with the purpose of making the distribution of generated fake images close to the one of real images. In the following two subsections, the proposed network architecture is firstly introduced, and then a new pixel consistency loss function is defined for synthesizing high-quality NIR face images.

A. Network Architecture

The flowchart of the facial feature embedded CycleGAN is shown in Figure 1, and the network architecture is depicted in Figure 2 with detailed analysis of the general face feature extractor (FFE). Note that the generator of the original CycleGAN consists of encoder, translate module, and decoder. The encoder can be seen as a feature extracting module, which encodes an input image into its corresponding feature. The translate module converts the extracted feature from VIS to NIR domain, and the decoder synthesizes a fake NIR image from the NIR feature.

As illustrated in Figure 2, the FFE-CycleGAN model has two mappings $G : I_V \rightarrow I_N$ and $F : I_N \rightarrow I_V$. Specifically, G mapping tries to convert VIS images $I_V$ to NIR images $I_N$, and F mapping converts NIR images $I_N$ back to VIS images $I_V$. The G and F mapping functions include adversarial discriminator $D_V$ and $D_N$, where $D_V$ and $D_N$ aim to
distinguish between real images and generated images. Due to limited paired VIS-NIR images, we pretrain a facial feature extractor on a large number of VIS face images for extracting face feature. Then, the encoder module is replaced by the pretrained facial feature extractor and subsequently conducts fine-tuning on VIS-NIR datasets.

It is worth emphasizing that the capability of the FFE has significant influence on image transferring results. In the following, we have reviewed some typical research works related to the facial feature extraction.

- **FaceNet** [1] directly trains a deep convolution network using triplets of roughly aligned matching/non-matching face patches. It maps face images directly to a compact Euclidean space to measure face similarities. It outperforms a lot of face feature extraction networks, and the recognition accuracy on LFW dataset is 99.63%.

- **DeepID3** [25] rebuilds two architectures from stacked convolution and inception layers proposed in VGG Net and GoogLeNet. They add joint face identification-verification supervisory signals to both intermediate and final feature extraction layers during training phase, and improve face recognition performance. These two architectures achieve 99.53% face verification accuracy on LFW dataset.

- **MobileFaceNet** [2] is an extremely efficient CNN model with size of 4.0 MB, and uses less than 1 million parameters but has comparative performance as some state-of-the-art deep CNN models with size of hundreds of MB. It uses a global depthwise convolution (GDConv) [26] as the global operator instead of average pooling, aiming at learning the importance of different spatial positions after training. Its face verification accuracy on LFW dataset can reach 99.55%.

Considering training complexity and verification accuracy, the MobileFaceNet model [2] is chosen to implement our face feature extractor. To generate NIR face images that keep common latent facial features, this model is pretrained using MS-Celeb-1M dataset [27]. As a result, it can effectively extract facial feature.

Embedding the MobileFaceNet into the generator of CycleGAN is useful to learn face features. Instead of converting the feature extracted from a holistic input image, the translate module only converts the facial feature extracted by the FFE, which efficiently addresses the problem of transferring face style. So we need a face feature extractor which has the ability to extract face feature precisely. However, the number of NIR images is far less than that of VIS images. The huge difference of training sample amount between two modalities is another big challenge for the style transfer task. Under such situation, it is difficult to train the FFE module and the whole generator well at the same time only on a small number of paired VIS-NIR images. Hence, we pre-train the FFE module taking full advantage of easy-to-get VIS images. The pre-trained FFE module can precisely extract face features whatever the images are from VIS domain or NIR domain. Then, we train the FFE-CycleGAN network on paired VIS-NIR dataset to learn the mapping function between two domain. By doing so, we can synthesis more realistic NIR images.

### B. Pixel Consistency Loss

Following the pioneering work in [8], [23], we replace the negative log likelihood objective with a least square loss [28] as same as in [8]. The adversarial losses for the mapping function $G : I_V \rightarrow I_N$ and its discriminator $D_N$ are formulated as follows:

$$
\mathcal{L}_{\text{LSGAN}}(G, D_N, I_V, I_N) = \mathbb{E}_{i_V \sim P(i_V)} [(D_N(i_N) - 1)^2] + \mathbb{E}_{i_V \sim P(i_V)} [(D_N(G(i_V)))^2],
$$

(1)

where $i_V$ and $i_N$ are sample images from VIS domain $I_V$ and NIR domain $I_N$, respectively. $G$ tries to minimize the objective while $D_N$ aims to maximize it. The objective for $F$ mapping is similar to $G$ mapping being expressed as $\mathcal{L}_{\text{LSGAN}}(F, D_V, I_N, I_V)$. The cycle consistency loss (cyc) is formulated as follows:

$$
\mathcal{L}_{\text{cyc}}(G, F) = \mathbb{E}_{i_V \sim P(i_V)} \left[ \|G(F(i_V)) - i_V\|_1 \right] + \mathbb{E}_{i_N \sim P(i_N)} \left[ \|G(F(i_N)) - i_N\|_1 \right]
$$

(2)

As shown in Figure 3, we apply a pixel consistency loss to the generated images, which calculate the L1 distance between the real images and the generated images from the same domain [24]. The pixel consistency loss (pc) is proposed to leverage the benefit of our paired VIS-NIR image database. The face images in this database are approximately paired, but not strictly pix-to-pix paired (see Figure 4). Thus we choose the CycleGAN which has more tolerance for the training data (i.e., does not require paired data) as our basic model, and the generated NIR images are restricted by the proposed pc loss, which is formulated as follows:

$$
\mathcal{L}_{\text{pc}}(G, F) = \mathbb{E}_{i_V \sim P(i_V)} \left[ \|G(i_V) - i_V\|_1 \right] + \mathbb{E}_{i_N \sim P(i_N)} \left[ \|F(i_N) - i_V\|_1 \right].
$$

(3)
Therefore, we have the full objective as below:
\[
L(G, F, D_V, D_N) = L_{LSGAN}(G, D_N, I_V, I_N) + L_{LSGAN}(F, D_V, I_N, I_V) + \lambda L_{cyc}(G, F) + \gamma L_{pc}(G, F),
\]
where the parameters $\lambda$ and $\gamma$ control the relative importance of different terms.

IV. DATASETS AND PROTOCOL

In this section, two databases used for performance evaluation are respectively introduced. Firstly, we collect a paired database called the WHU VIS-NIR paired face database. The videos and images in this database are captured synchronously by a binocular camera (camera model: QR-USB0230X2) in normal indoor illumination. The binocular camera includes an NIR camera and a VIS camera which capture the same facial expression as shown in Figure 4. This database consists of 80 subjects. Each subject has 2 videos and 80 VIS-NIR paired images, i.e., 80 pictures from VIS domain and 80 pictures from NIR domain. The whole dataset is made up of 12720 images and 160 videos. The images in WHU VIS-NIR database vary in facial rotation and face expressions: neutral-frontal, tilt-up, tilt-down, left-rotation, right-rotation, blank and smile. According to the proposed protocol in [14], we try to select as various poses as possible. Finally, we pick out 20 VIS-NIR pairs, i.e., 20 VIS images and 20 NIR images, for each subject as our training and testing data. Therefore there are totally 3200 images, where 2800 images (1400 VIS images and 1400 NIR images) of 70 subjects make up the training set, and the remaining 400 images (200 VIS and 200 NIR images) of 10 subjects belong to the testing set. True accepted rates when false accepted rates equal to 1% and 0.1% respectively (TAR@FAR=1%, TAR@FAR=0.1%), and Rank-1 identification rate are reported as evaluation criteria.

Secondly, the well-known Oulu-CASIA NIR-VIS face expression database [9] is also considered for performance evaluation. This database includes six expressions of 80 subjects. Each expression is simultaneously captured by a NIR camera and a VIS camera in three illuminations. Following the method in [7], we randomly select eight face images in each expression, and only use the normal indoor illumination images. Hence, there are 48 VIS and 48 NIR images from each subject. According to the protocol in [14], the training set and testing set consist of 20 subjects respectively. So there are totally 960 VIS images and 960 NIR probe images in testing phase. Similarly, TAR@FAR=1%, TAR@FAR=0.1%, and Rank-1 identification rate are reported in the experiment section.

V. EXPERIMENTS

A. Experiment Settings

We choose the MobileFaceNet [2] as the feature extraction network, which is pretrained on MS-Celeb-1M [27] using Softmax loss and fine-tuned using Arcface loss [29]. The main building blocks of MobileFaceNet consist of the residual bottlenecks proposed in MobileNetV2 [2]. All the parameter
Fig. 5. Translated images on the WHU VIS-NIR paired face database (From left to right: input VIS images, true NIR images from the same subject, generated fake NIR images by FFE-CycleGAN, and face images by basic CycleGAN model).

Table I

| Method    | Rank-1 | TAR@FAR=1% | TAR@FAR=0.1% |
|-----------|--------|------------|---------------|
| Basic CycleGAN | 96.9   | 72.6       | 59.1          |
| Basic + $L_{pc}$ | 97.7   | 73.9       | 59.8          |
| FFE + $L_{pc}$ | 99.3   | 76.2       | 64.0          |

TABLE I
RESULTS ON WHU VIS-NIR PAIRED FACE DATABASE.

configurations are the same as those in [2]. Both of the two generators in CycleGAN use the pretrained MobileFaceNet as the encoder module. The output feature dimension of the encoder is 128, which is delivered to the translate module as an input. The transfer network uses 6 residual blocks and the decoder keeps the same configuration as the original CycleGAN. The proposed FFE-CycleGAN is trained on the WHU VIS-NIR paired face database. We also fine-tune our model for several epochs by using training set from the Oulu-CASIA NIR-VIS face expression database as introduced in Section IV. To prepare face image samples, we use the MTCNN network in [30] to detect facial landmarks, based on which face images are aligned and cropped to the size of $256 \times 256$. The hyper-parameters $\lambda$ and $\gamma$ in Equ. (4) are set to 1 and 10 during training phase.

B. Results and Analysis

Several translated face images by the proposed FFE-CycleGAN on the WHU VIS-NIR paired face database are shown in Figure 5, where the results of the basic CycleGAN are also presented for comparison. It is seen that the fake NIR images generated by the CycleGAN cannot well learn NIR style feature. CycleGAN seems to simply convert the spectral texture to a VIS image, rather than to consider the variation of face feature, i.e., the shadow of nose and the dark facial outline. Furthermore, the NIR images generated by basic CycleGAN are more artificial, lacking the ray uniformity. The cause of this phenomenon lies in the lack of the proposed constraint $L_{pc}$ for the generated images. More importantly, FFE-CycleGAN transfers the face feature directly, not the whole picture’s feature. Thus, the generated fake NIR images from FFE-CycleGAN look more realistic than images from basic CycleGAN in Figure 5. In contrast, the results of the proposed FFE-CycleGAN in Figure 5 demonstrate that not only the variation of spectral texture can be captured, but also the change from facial features.

Transferring accuracy on the WHU VIS-NIR paired face database is exhibited in Table I in terms of Rank-1, TAR@FAR=1%, and TAR@FAR=0.1%. We calculate Rank-1 identification rate, TAR@FAR=$1\%$, TAR@FAR=$0.1\%$ for a detailed analysis. We test the basic CycleGAN model [8] for a fair comparison. To individually validate the effectiveness of the proposed pixel-consistency loss, we train the basic CycleGAN model with $L_{pc}$ (Basic + $L_{pc}$) and report its results in Table I. As we can see, the proposed $L_{pc}$ boosts the performance of the basic CycleGAN model. In addition, the FFE-CycleGAN combining with loss $L_{pc}$ has a significant contribution to improve NIR face recognition accuracy.

Some of the translated images on Oulu-CASIA NIR-VIS face expression database are shown in Figure 6, as we can see the generated fake NIR images well keep the facial texture, e.g., the periocular texture. Compared to the images transformed by the basic CycleGAN, the generated images by FFE-CycleGAN look more realistic and more smooth. The learned common feature shared by VIS and NIR images is the key factor when we do face matching with calculating the verification accuracy and Rank-1 score. Meanwhile, the feature belonging to NIR images is also learned the same as results in Figure 5, like the shadows around nose and mouth. Compared to results converted by the CycleGAN, our fake NIR images look more stereoscopic and well recover the facial texture. Because the FFE-CycleGAN will not only learn the NIR spectrum, but also the face changes, e.g., the dark and

Fig. 6. Translated images on Oulu-CASIA NIR-VIS face expression database (From left to right: input VIS images, true NIR images from the same subject, generated fake NIR images by FFE-CycleGAN, and basic CycleGAN).
blury outlines caused by the low illumination of NIR, or specific noise distributions of NIR imaging modality.

We also compare the proposed method with some NIR-VIS face recognition methods, including the mapping learning (MPL)\(^1\), kernel couple spectral regression (KCSR)\(^2\), kernel prototype similarity (KPS)\(^3\), regularized discriminative spectral regression (LDSR/KDSR)\(^4\), hierarchical hyperlingual-words local binary pattern (LBP)\(^5\),\(^6\),\(^7\),\(^8\),\(^9\),\(^{10}\),\(^{11}\),\(^{12}\),\(^{13}\),\(^{14}\), invariant deep representation (IDR)\(^7\), and adversarial discriminative feature learning (ADFL)\(^7\).

Quantitative experiment results on the Oulu-CASIA NIR-VIS facial expression database are exhibited in Table II in terms of Rank-1, TAR@FAR=1%, and TAR@FAR=0.1%. The experiment results for the above comparing methods are the same as in [4]. As seen from Table II, in contrast to the basic CycleGAN model, the proposed FFE-CycleGAN model obtains performance gain at about 3.6% in Rank-1 accuracy and 2.4% in TAR@FAR=1%. In particular, the FFE-CycleGAN model obtains significant performance gain at about 12.8% in TAR@FAR=0.1%. It is worth mentioning that when the \(L_{pc}\) is applied, a higher performance gain is achieved. It demonstrates that the \(L_{pc}\) can boost the matching accuracy of VIS-NIR images. Besides, the FFE-CycleGAN slightly improves the Rank-1 score and TAR@FAR=0.1% for about 1.0% and 0.6% compared to the ADFL\(^7\) proposed in 2018 which trains on a bigger dataset. This phenomenon demonstrates that the FFE module plays an important role in translating tasks as analysed in Section III. However, the images generated by our method lose some details during image-to-image transfer, thus it does not further improve the verification rate at high FAR. As a whole, our proposed network is effective for training on a small number of pairwise face images. And the proposed FFE-CycleGAN performs stably during training, and can translate VIS face images into fake NIR images whose distributions are close to those of true NIR images.

### VI. Conclusion

This paper proposes a new VIS-NIR translation method by embedding a facial feature extraction network into the original CycleGAN, which ensures effective feature extraction and keeps style translation consistence. The proposed FFE-CycleGAN conducts two strategies through i) combining the MobileFaceNet model with CycleGAN model; and ii) adding a new pixel consistency loss. The experiments validate the correctness and effectiveness of our proposed method for translating a VIS face image into a NIR, which has similar distribution with that of the true NIR image. Consequently, we can match a VIS face image to a NIR image belonging to the same subject by generating a fake NIR image first, and then matching the fake NIR image to the NIR image, which can solve many practical problems under poor lighting conditions. Although the MobileFaceNet is used for extracting face feature, it is feasible to use other facial feature models mentioned in Section III. And if there is any bigger paired dataset, welcome to further boost the performance of our network. In future, we will focus on how to further improve translated image qualities, such as higher fidelity and more accurate invariant deep representation between two modalities.
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