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Multicopper oxidases (MCOs), such as laccases and bilirubin oxidases, are catalysts of wide interest in a range of biotechnological applications, especially bioremediation and energy transduction. Many of these processes take place in the presence of dissolved species, particularly halides, at concentrations high enough to inhibit the catalytic activity of MCOs. Despite this, MCO inhibition is rarely considered the focus of reviews on these enzymes. This review critically analyses the scientific literature on modes of MCO inhibition and current hypotheses on the structural origins of inhibition. The article provides a comprehensive overview of what is known from the different techniques applied to the study of MCO inhibition. These techniques include solution-based enzymatic assays, electrochemical methodologies, various spectroscopic approaches, X-ray crystallography and computational analyses. This review highlights gaps in the literature, identifies nine challenges to accurately benchmarking MCO inhibition and gives recommendations to address these challenges and to interpret published data on the subject.

1. Introduction

Multicopper oxidases (MCOs) are a broad family of oxidoreductases that effectively harness the strong oxidizing power of O₂ for the catalytic oxidation of a broad range of substrates including monomeric phenolic compounds and polyphenols (including lignin), diamines and metal ions. This reaction is made possible by the arrangement of the four Cu cofactors, characteristic of all MCOs, into two spatially separated but electronically connected active sites. A single-copper site near the protein surface extracts electrons from the soluble organic substrate or metal ion and supplies them to a buried three-copper cluster where O₂ binds and is reduced to water.

The MCO family includes ascorbate oxidases (AO), laccases, bilirubin oxidases (BOD), bacterial endospore coat proteins such as CotA, and various metal oxidases, such as ceruloplasmin, Fet3p ferroxidases, the copper efflux protein CueO and the manganese oxidase CumA. MCOs are widely distributed in nature and can be found in all kingdoms of life.

The many desirable properties of multicopper oxidases, such as their broad substrate range, their strong oxidizing power (i.e., high reduction potential) and, in the case of BODs and bacterial MCOs, their near-neutral pH optimum and halide tolerance, make them suitable candidates for a variety of industrial applications. These primarily include bioremediation (29% of publications); bioelectrocatalytic devices, such as biofuel cells and biosensors (22%); the processing of textiles (20%), and pulp and paper processing (11%).

Applied research into MCOs has been driven mainly by their applications in bioremediation of industrial waste streams including polychlorinated biphenyls (PCBs), phenolic compounds, and industrial dyes. However, these complex mixtures are rich in chemical species, particularly halides, that can inhibit MCO biocatalysis. Enzyme inhibition is known to be challenge in bioremediation, textile processing and in bioelectrocatalytic systems, which together represent 71% of the industrial applications of MCOs.

In this review, we distinguish between compounds that bind specifically to MCOs and result in a reversible or
irreversible loss of catalytic activity (herein labelled as “inhibitors”, in line with international standards)\(^{24,25}\) and compounds that bind non-specifically to many classes of protein (if not all) and lead to enzyme inactivation (e.g., denaturants, chelating agents, reducing agents, chaotropic agents). We use “irreversible inhibitors” for those that act specifically on a particular protein class. Enzyme inactivation can be both reversible and irreversible. For example, a reducing/oxidizing agent may block a redox-active protein in an oxidation state such that it is not able to turn over the substrate readily, but catalytic activity may be regained upon electrochemical re-oxidation of the enzyme.

The most commonly studied MCO inhibitors are halides and pseudohalides (e.g., azide and cyanide),\(^{26–31}\) but the activity of MCOs is also affected by metal ions (e.g., Ca\(^{2+}\), Mn\(^{2+}\), Fe\(^{2+/3+}\), Co\(^{2+}\), Cu\(^{1+/2+}\), Ag\(^{+}\), Zn\(^{2+}\), Hg\(^{2+}\), Al\(^{3+}\) and As\(^{3+/5+}\)),\(^{32–40}\) reactive oxygen species (ROS) such as O\(_2\)\(_{2}\) and H\(_2\)O\(_2\),\(^{41}\) reducing agents (e.g., l-cysteine, dithiothreitol, 2-mercaptoethanol),\(^{36,42–44}\) chelating agents (e.g., EDTA),\(^{36,41,44,45}\) chaotropic agents (e.g., SDS and urea),\(^{32,36,41,45,46}\) and others (e.g., short alcohols, ionic liquids and polymer end groups).\(^{41,47–50}\) Misleadingly, these enzyme inactivators are routinely surveyed alongside the more specific inhibitors of MCO activity,\(^{32,36,37,41,44–46,51}\) This review focuses on reversible MCO inhibitors, and does not examine loss of catalytic activity resulting from protein unfolding or loss of Cu cofactors.
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Inhibitors may bind near either active site (i.e. either the electron-donor or oxygen binding sites), or may allosterically regulate enzyme function. The possibility of multiple inhibitor-binding sites makes it challenging to derive mechanistic information about the site and mode of inhibition using a single technique. The variety of methods and conditions used to study inhibition in MCOs has led to a wealth of data, but some of the results contradict each other, and values for the strength of binding differ by orders of magnitude in some cases (section 3.4).

Since Solomon’s influential review of multicopper oxidases and oxygenases in 1996,1 there have been numerous review articles that cover MCOs.5,52–58 The dozens of reviews that were published from 2017 to the present include both general summaries13,59,60 and more focused reviews that cover wastewater and soil remediation (including dye and pharmaceutical degradation);38,39,41,61 pulp, paper, lignin and wood processing (including lignin valorization);67,68,76–80 chemical synthesis;80–84 polymer synthesis (including lignin formation);79,85–89 enzyme-catalyzed fuel cells, (a.k.a., “biofuel cells”);90–95 aspects of invertebrate and mammalian metabolism;96–99 biosensors;100–102 slat degradation;103 scaling up enzyme production;73,104,105 and catalytic mechanism.106 Some of these cover inhibition only as a brief discussion,41,80,94 Baldrian’s review published in 2006 included a then-comprehensive list substrates and inhibitors,56 but this list has yet to be updated. Apart from these examples, there is not a single published review that focuses solely on MCO inhibition, despite the ca. 1400 research articles describing some form of MCO inhibition.

This review aims to address this gap in the study of MCO inhibition by presenting a critical, holistic examination of the techniques used to study inhibition, quantitatively and qualitatively, to determine the sites and strengths of inhibitor binding; and to provide some best-practice recommendations. In the following section, this review will describe the classification and structure of MCOs, along with a list of MCO-specific considerations, providing the reader with the tools to understand the challenges of studying MCO inhibition. Sections 3–7 then cover and critique the methods used to investigate inhibition in MCOs, before section 8 presents our proposals for benchmarking in this field.

2. Background

2.1. Multicopper oxidases

2.1.1. MCO classification. MCOs from different classes and organisms differ widely in the mode and tolerance levels to inhibitors, suggesting a structural component to MCO inhibition based on sequence variations between phylogenetically distinct MCOs. MCOs are frequently classified according to the reversible reduction potential of their T1 copper center ($E_{\text{rev}}^{\text{T1}}$, sections 2.1.2.1 and 4.2), which itself depends on the organization of the amino acids around the T1 copper ligand,109–111 as well as on their phylogenetic ancestry (itself based on sequence homology).

Laccases are the largest MCO group, and have been identified in a range of organisms, including plants, fungi, insects, lichen and sponges; and can oxidize a structurally diverse set of aromatic substrates.1,4,5,8–10,112,113 The biological roles, and hence expression patterns, of laccase isoforms are often overlapping in their native organisms, making it difficult to isolate single isoforms from the native organism for detailed study.114 Laccases are also classified according to their color. Typically, laccases are blue (due to the ligand-to-metal charge transfer (LMCT) at the T1 site, see section 2.1.2), but “white” and “yellow” laccases have also been described.5,51,115–120 These atypical laccases have the same function and are structurally very similar to blue laccases (they are often isoenzymes of blue laccases), but differ in their spectroscopic properties (section 2.1.2).115,116,121–124

BODs are a sub-group of MCOs characterized by their ability to catalyze the oxidation of bilirubin to biliverdin, and have been found in bacteria and fungi.125 MCOs are not systematically tested for BOD activity, so it is likely that many laccases can also act as BODs.94 Although they share much of the same structural and spectroscopic characteristics with laccases, BODs differ from laccases in their biophysical properties. BODs typically have higher thermostability, pH optima nearer to neutral, and higher chloride tolerance than laccases.46,94,125–133

Bacterial MCOs can be categorized into two groups based on their functionality: metallo-oxidases, which oxidize cytotoxic metals ions, such as Cu(i), Fe(II) and Mn(II), and laccase-like bacterial MCOs.134–137 Laccase-like bacterial MCOs can be mostly found in two bacterial genera: Bacillus (Cota-like) and Streptomyces (two-domain or “small” laccases). Cota-like bacterial MCOs have a wider substrate range than metallo-oxidases and also display characteristics of BODs, including high chloride tolerance.138,139

2.1.2. MCO structure

2.1.2.1. Co-factor organization. Although there is little sequence homology between different classes of MCO,4,140 the arrangement and coordination geometry of their four copper co-factors is highly conserved,1 and underpins their mechanism of catalysis.

The Cu atoms are described as various “types” by the UV-vis and EPR properties.1 One type 1 (T1) Cu is responsible for the enzymes’ blue color and oxidizing the electron-donor substrates. A ligand-to-metal charge transfer (LMCT) between the Cys-S and the T1 copper results in an intense absorption (5000 M$^{-1}$ cm$^{-1}$) band at $\sim$600 nm.1,19 In addition to the cysteine, the T1 copper is coordinated by two or three additional residues: two highly conserved histidine residues, and in some cases, an axial methionine (Fig. 1). MCOs with axial methionine residues typically have a low redox potential ($E_{\text{rev}}^{\text{T1}} < 0.46$ V vs. NHE),141 while in MCOs with medium ($E_{\text{rev}}^{\text{T1}} = 0.46–0.71$ V vs. NHE) or high redox potential ($E_{\text{rev}}^{\text{T1}} = 0.73–0.79$ V vs. NHE), such as “blue” laccases, the methionine is replaced by a non-coordinating leucine or phenylalanine.13 The three other Cu ions, two type 3 (T3) and one type 2 (T2),
are arranged to form a trinuclear cluster (TNC) (Fig. 1) and catalyze the reduction of one O₂ to two H₂O (Section S2†).

The TNC receives electrons from the T1 Cu (through the highly conserved His–Cys–His tripeptide, cyan residues in Fig. 1B) and has an open coordination site allowing it to make bridged intermediates necessary for the oxygen reduction reaction (ORR).142

Despite having the functional characteristics of “blue” laccases (i.e., they are able to oxidize characteristic laccase substrates), “white” and “yellow” laccases lack the absorption band 600 nm.9 “Yellow” laccases have the same copper content as “blue” laccases, but form an adduct with an electron-donor radical substrate, which distorts the structure of the T1 site such that the LMCT is perturbed or even eliminated.124 “White” laccases, on the other hand, do not have the same copper content as “blue” laccases. Instead, they are generally characterized by their metal heterogeneity.116,123 For example, manganese replaces the T1 Cu in “white” laccase from Trametes hirsuta.123

2.1.2.2. MCO surface and channels. Compared to the copper coordination sites in MCOs, there has been relatively little focus on how the surface chemistry or quaternary structure influences steady-state kinetics and inhibition. The surface residues near the T1 Cu can vary considerably depending on the MCO due to differences in substrate specificity. The binding pocket for electron-donor substrates in a BOD from Myrothecium verrucaria, for example, is particularly hydrophilic and has a medium reduction potential ($E^{\text{red}}_{\text{T1}} = 0.66$ V vs. SHE), which is unusual for an MCO containing an axial methionine ligand (section 2.1.2.1).144,145 Akter et al. identified a covalent bond between a surface tryptophan and one of the histidine residues coordinating the T1 Cu, and proposed that it raises the redox potential of the T1 site to match that of the bilirubin substrate.146 In a “yellow” laccase from Sclerotinia sclerotiorum, Mot et al. identified a surface tyrosine residue at the T1 site, which forms a reversible adduct with the electron-donor substrate.124

The surface residues near the T1 site also influence the dipole moment of MCOs. Lojou et al. found that BODs from M. verrucaria and Bacillus pumilus with opposing dipole moments were attracted to oppositely charged electrode surfaces, such that the MCO with greater negative charge around the T1 site was attracted to positively charged functional groups on the electrode surface, and vice versa.147 This discovery suggests that control over orientation can block inhibition sites, and not only help unravel the structural origins and modes of inhibition (Section S1†) but also convey tolerance to inhibitors in biotechnological applications such as enzyme-catalyzed fuel cells.148

A methionine-rich helix found near the T1 site is a characteristic feature of MCOs with cuprous oxidase activity (such as CueO from E. coli) and is the binding site of a fifth copper ion.134,149–154 This additional Cu is labile and
essential for cuprous oxidation. Deletion of the methionine-rich region in CueO reduces cuprous oxidase activity by 90% compared to the wild-type, but also significantly enhances these enzymes’ activity towards organic electron-donor substrates. Thus, the hypothesized role of the methionine-rich region is to obstruct the T1 site and restrict substrate specificity to cuprous ions.

Channels allow the O$_2$ substrate access to the TNC and the H$_2$O product to exit the protein. In most MCOs for which the structure has been determined, there are two channels, one that is narrow and runs from the surface of the protein to the T2 Cu and another broader channel that starts at one of the T3 Cu ions and ends at the surface (Fig. 2). Some research groups assign the former of the two channels as the water exit channel and the latter the O$_2$ entrance route. However, evidence for this proposal is sparse because it is experimentally difficult to determine O$_2$ diffusion routes in protein matrices. Nevertheless, molecular dynamics simulations and molecular probes such as xenon have shown that hydrophobic residues in the channel leading up to the T3 Cu ions make O$_2$ diffusion by this route thermodynamically favorable.

Inhibitors that compete with O$_2$ are thought to gain access to the TNC by permeation through these channels. Thus, enzymes with narrower, more negatively charged channels are likely to have greater tolerance to anion inhibition. Xu suggested that plant laccases have increased sensitivity to (pseudo)halide inhibition because their solvent channels relatively wide, but there is no crystal structure of a plant laccase to validate this hypothesis. In contrast, bacterial MCOs have increased tolerance against small anion inhibitors, a characteristic attributed to the negative residues at the channel opening that may electrostatically repel anionic inhibitors. Mutations made in the second coordination sphere of the T1 site in a high redox potential laccase were found to confer higher tolerance to Cl$^-$ inhibition, indicating that residues that are distant from the TNC (but possibly found within the solvent channels) can have a role in tolerance against anion inhibition.

2.2. A priori considerations for MCO inhibition

2.2.1. Inhibition kinetics. The structural origins of inhibition in MCOs need to be understood so that an
appropriate enzyme can be selected or engineered for a particular biotechnological application. The classical method by which enzyme inhibition is studied is by measuring reaction rate against various concentrations of substrate and inhibitor. These relationships are compared to predictions from reaction schemes and associated mathematical models. The general site of inhibitor binding may then be able to be inferred from the matching inhibition model. A primer on enzyme inhibition kinetics is given in Section S1 (ESI†).

Linear data representations such as Lineweaver–Burk and Dixon plots are frequently used for to calculate an enzyme’s kinetic parameters, mode of inhibition and inhibitor dissociation constants. Non-linear fits, algorithms that minimize residuals or driving force for reduction. Electron-donor substrates of MCO kinetics differ in their reductive driving force, and typically used for solution-based spectrophotometric assays in equilibrium with air at atmospheric pressure contains 0.28 mM O2 at 25 °C. The time for the MCO catalysis depending on the source of and driving force provided by enzymes not only because of their binding affinity but also because of their effective reduction potentials.

However, MCO catalysis is more complex than the simplified Michaelis–Menten foundation described Section S1. First, for MCOs in solution, there are three substrates: an electron donor, protons, and the terminal electron acceptor, O2. (For electrochemically driven MCO O2 reduction, discussed in section 4.1, the electrode on which the MCO is immobilized supplies the electrons.) Consequently, interpreting steady-state solution-based analyses requires deconvoluting the effects of substrate and product diffusion, differing binding strengths of multiple reactants and products, and the presence of at least two sites for competitive inhibitor binding. For O2 reduction, the values of kcat and KM for MCOs also depend on the electrochemical driving force for reduction. Electron-donor substrates typically used for solution-based spectrophotometric assays of MCO kinetics differ in their reductive driving force, and this driving force may change with pH. So, electron-donor substrates will produce different kinetic parameters for the same enzymes not only because of their binding affinity but also because of their effective reduction potentials.

Second, MCOs can enter at least one “resting” state (the RO intermediate in Fig. S1†). This state is a form of an MCO that requires more reductive driving force for it to carry out O2 reduction compared to enzyme in the main catalytic cycle. Steady-state catalysis can take tens of seconds to reach depending on the source of and driving force provided by reducing equivalents, the type of MCO, the solution pH and the presence of inhibitors. The time for the MCO catalysis to reach steady state is comparable to the time for a typical solution-based spectrophotometric assay, which can lead to apparent reaction rates that are lower than their steady-state values.

Third, O2 is poorly soluble in water. The Henry’s law constant for O2 in pure water is 13 μmol m⁻³ Pa⁻¹ and it has a temperature coefficient (ΔsolnH/R) of −1500 K⁻¹. So, water in equilibrium with air at atmospheric pressure contains 0.28 mM O2 at 25 °C and 0.40 mM at 4 °C. Many MCOs of industrial relevance (that is, kcat ≫ 1 s⁻¹) have KM values for O2 close to these concentrations, so the rate of O2 reduction is limited to about half its maximum. As a result, O2 is almost never in large excess for MCOs with high KM values. The rate of O2 reduction cannot therefore be factored out in the determination of the parameters related to donor oxidation unless the limiting rate for O2 reduction is extrapolated from the rate of reaction at several [O2] values and in an excess of electron-donor substrate.

Fourth, inhibition strength determined by spectroscopic (section 3.1) or electrochemical (section 4.3) techniques is frequently reported as an IC50 value, that is, the concentration of inhibitor required to achieve 50% inhibition. Eqn (1) presents a common way in which relative inhibition is calculated.

\[
\%\text{inhibition} = \frac{v(O_2) - v(O_2 + inh)}{v(O_2) - v(N_2)} \times 100\%
\] (1)

where \(v(O_2)\) is the reaction rate in the presence of oxygen at a specified concentration, \(v(N_2)\) is the rate in the absence of oxygen (e.g., under pure nitrogen), and \(v(O_2 + inh)\) is the rate in the presence of oxygen and inhibitor.

The IC50 value for an inhibitor–enzyme combination can be a useful and easily determined metric for a single enzyme’s performance under a fixed set of conditions, but it cannot be used to compare the strength of inhibitor binding between MCOs or even different measurement conditions for the same MCO. The value of IC50 depends not only on the strength of inhibitor binding (Ki), but also on the substrate concentration relative to KM (which varies with pH and temperature) and the mechanism of enzyme inhibition. For example, the apparent IC50 values – even with the same combination of MCO, pH, inhibitor and electron donor – will differ if the O2 comes from air or pure O2 because the enzyme’s uninhibited catalytic rate will be below \(v_{\text{max}}\).

An apparent IC50 value is always larger than the true value because \([O_2]\) is never infinite (Section S1). The mathematical relationships between \(K_i\) and either the true or apparent IC50 are given in Table S2 (ESI†). Values of \(K_{M,O_2}\) varies with MCO, pH and driving force for reduction, so IC50 values are biased estimates of variations in inhibitor binding strength compared to \(K_i\).

2.2.2. Effect of pH on MCOs and “hydroxide inhibition”. Most fungal MCOs have optimal catalytic activity in acidic media, but some groups of MCOs, particularly BODs and bacterial MCOs, remain active in neutral and slightly alkaline solutions. Fungal laccases lose catalytic activity at higher pH values in solution-based assays, which has led some researchers to hypothesize that OH⁻ ions would bind to the T2 copper, interfering with the intramolecular electron transfer between the different copper sites. The hydroxide inhibition hypothesis has not yet been entirely rejected, but a more compelling explanation for the effect of pH on activity has been proposed based on spectroscopic and voltammetric evidence of the consistent features in MCO-catalyzed O2 reduction.
There are two steps in the $O_2$ reduction reaction of MCOs that require protons to be donated by acidic amino acids near the TNC (e.g., D116 and E498 in Fig. S1, ESI†).1,2,182 These steps become rate-limiting at higher pH values.1,144 Cracknell and Blanford developed a mathematical model that captures these differences in MCO pH optima.174,179 The $O_2/H_2O$ reduction potential ($E^{\text{rev}}_{O_2/H_2O}$) decreases by about 59 mV pH$^{-1}$ unit, while $E^{\text{rev}}_{\text{TNC}}$ varies by only $\leq 0.1$ V over 8 pH units.144,179,183 For high-potential MCOs, the $E^{\text{rev}}_{O_2/H_2O}$ potential equals $E^{\text{rev}}_{\text{TNC}}$ at pH 7–8, introducing an energetically “uphill” electron-transfer step between the donor and $O_2$ and/or the TNC. Low-potential MCOs, in contrast, would still have some inhibitory effect between the different MCOs and attributed these discrepancies to variations in the size of the channels leading up to the TNC (section 2.1.2.2).

Consistent with Xu’s hypothesis, the $IC_{50}$ or $K_i$ values reported for the smaller narrower anionic (pseudo)halide inhibitors ($N_3^-$, $CN^-$, $F^-$) are manifold more potent than the larger ions ($Cl^-$, $Br^-$, $I^-$). For example, Holmberg et al. reported $K_i$ for $F^-$ inhibition of two isoforms of a Pycnoporus sanguineus MCO (72.4 μM and 18.4 μM for the LAC1 and LAC2 isoforms, respectively, Table S3†) were an order of magnitude lower than the $K_i$ for $Cl^-$ inhibition (64.7 mM for LAC1 and LAC2, respectively, see Table S4†).1,187 However, there is a large amount of variations between MCOs for the same inhibitor (as illustrated in each of the tables).

Two factors that Xu did not take into account are the electron-donor used and the pH of the assay solution,1,163 though both of these variables affect $IC_{50}$ or $K_i$ values.29,184,188,189 For example, the $IC_{50}$ for $Cl^-$ binding to the enzyme–substrate complex of a T. versicolor laccase was calculated to be 18 times higher at pH 3 than pH 6 (Table S4†).1,188 Similarly, Garzillo et al. showed a clear electron-donor effect for $Cl^-$ inhibition of a T. trogii laccase;190 they reported an $IC_{50}$ of 5 mM for 2,6-dimethylphenol (2,6-DMP) and 70 mM for ABTS. They observed no difference in $IC_{50}$ for $F^-$ under analogous conditions. The authors considered size effects when comparing $F^-$ and $Cl^-$, but their data suggest that the $Cl^-$ may bind near the T1 Cu rather than the TNC; the larger dianion ABTS may displace $Cl^-$ and produce an weaker enzyme–substrate–inhibitor complex ($K_i$ (ABTS) = 52 mM; $K_i$ (2,6-DMP) = 17 mM).

Comparisons between reports are further complicated by the use of different terms to quantify inhibition, because $IC_{50}$ and $K_i$ values are not directly comparable (section 2.2.1). Furthermore, variations in the conditions used to quantify MCO inhibition have therefore resulted in widely varying $IC_{50}$ or $K_i$ values, making cross-species studies challenging.

### 3. Solution-based techniques

#### 3.1. Steady-state kinetics

Solution-based assays are routinely used to screen the oxidation activity of an MCO against a range of electron-donor substrates.1,163,179,185,186 The prevalence of the technique stems from its ease of implementation and the very low enzyme concentrations required to get reliable data. Measurements are typically carried out spectrophotometrically by monitoring changes in UV-vis absorption of an electron-donor substrate such as 2,2’-azino-bis(3-ethylbenzothiazoline-6-sulphonic acid) (ABTS) or a redox-coupled indicator dye. Alternatively, oxygen consumption can be measured using a dissolved $O_2$ sensor such as Clark electrode.

Most of the data describing the sensitivity of an MCO to an inhibitor in quantitative terms (i.e., $IC_{50}$ or $K_i$) has been acquired by means of solution-based assays. The results of 18 studies reporting quantitative values for MCO inhibition are given in tables in the ESI†.

To date, the most extensive work to study the inhibition kinetics of MCOs using solution-based assays has been reported by Xu.1,163 In this seminal study, Xu evaluated the inhibitory effect of fluoride, chloride and bromide on ABTS oxidation in six different MCOs: two high-potential laccases, two low-potential laccases, and a BOD, all of fungal origin, and a plant laccase (low redox potential). Xu suggested that the extent of inhibition depended on the size of the anion, with the smallest anions gaining better access to the TNC (order of potency was $F^->Cl^->Br^-$). Xu also observed different potencies (as quantified by a $K_i$) for the same inhibitor between the different MCOs and attributed these discrepancies to variations in the size of the channels leading up to the TNC (section 2.1.2.2).

Some researchers studying inhibition in terms of relative activity have described an activation phenomenon whereby an inhibitor enhances MCO activity,1,14,45,46,165,192–194,198,199 exemplified with KBr in Fig. 3B and NaCl in Fig. 3C. Chloride
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activation is a characteristic that has been increasingly observed in newly discovered MCOs isolated from extremophiles and marine organisms, but its mechanistic origin remains poorly understood. For example, Fang et al. found a laccase in a marine metagenomic library and expressed it heterologously in E. coli. They determined the $K_M$ and $v_{\text{max}}$ for laccase-catalyzed syringaldazine (SGZ) oxidation with up to 500 mM Cl$^-$ (i.e., concentrations that would inhibit most MCOs) and found that the reaction rate increased with concentrations of Cl$^-$ up to 80 mM. Additionally, this chloride-induced enhancement in the catalytic activity of MCOs appears to depend on pH, reaching optimal efficiency at neutral to slightly alkaline pH. Solomon et al. recently reported that Cl$^-$ binds preferentially to the partially reduced TNC of a human ceruloplasmin under physiological NaCl concentrations and pH. They also noted a 10-fold increase in the reaction rate for o-dianisidine oxidation in the presence of 100 mM NaCl (at pH 7), confirming that Cl$^-$ can enhance the catalytic activity of ceruloplasmin under certain conditions.

Similarly to Cl$^-$ activation, Durand et al. have also observed urea-induced activation of bilirubin oxidation from Magnaporthe oryzae. Urea is a chaotropic agent that can irreversibly inactivate enzymes, but it was used at sub-denaturing concentration (<2 M). The specificity and mode of action of urea against MCOs requires further study.

In addition to these examples, there have been reports of substrate activation for both “yellow” laccases and methionine-rich bacterial MCOs (the latter described in section 4.4). Mot et al. identified a biphasic behavior in the Michaelis–Menten saturation curve of the S. sclerotium “yellow” laccase and associated a “high-affinity phase” (characterized by a lower $K_M$) with the formation of an adduct with the electron-donor substrate, 2,3-dimethoxy-5-methyl-p-benzoquinone (Q$_2$H$_2$). This biphasic behavior was also observed for the enzyme adducts with ABTS, TMB and guaiacol. All the adducts had the same $K_M$ in the high-affinity phase for the Q$_2$H$_2$ substrate as the bare yellow laccase. The authors therefore suggested that adduct formation with an electron-donor substrate enhances the catalytic properties of the “yellow” laccase.

### 3.3. Oxygen consumption assays
An alternative to measuring rate by spectrophotometric quantification of changes to electron-donor substrates or their oxidized products is to monitor O$_2$ depletion. The technique is most advantageous when studying inhibitors that may bind to the TNC and compete with O$_2$ binding. Despite this use, examples of this type of assay are rare.

For laccase from Toxicodendron vernicifluum (formerly Rhus vernicifera) at pH 6, the reductant-dependent $K_i$ of F$^-$ (3.1 mM) was similar to that of the reductant independent $K_i$ (5.1 mM), implying that F$^-$ is likely to be affecting both substrate oxidation and O$_2$ reduction. This agrees with Xu’s conclusion that the mode of F$^-$ inhibition is mixed (as found using an ABTS substrate at pH 5, Table S3†). At higher pH values, however, the $K_i$ of the O$_2$ reduction step is about an order of magnitude smaller than the reductant-dependent step, which suggests that at neutral to slightly basic pH, F$^-$ is predominantly inhibiting O$_2$ reduction. This effect of pH is consistent with later quantum mechanical models of halide binding in the TNC (section 7).

### 3.4. Critique
Solution-based methods are the preferred technique used to study MCO inhibition because they are quantitative, do not require complicated apparatus and can be easily executed in a high-throughput format.

Most studies describing MCO inhibition in solution report a mixed mode of inhibition. This mode was generally assigned by analyzing the graphical characteristics of linear inhibition plots (Section S3†). The type of line plots used to analyze the data could account for some of the inconsistencies found in the inhibition type assigned for a particular inhibitor (fourth column in Tables S3–S5†). For example, analysis using the Lineweaver-Burk method suggested different modes of F$^-$ and Cl$^-$ inhibition in high-
potential laccases compared to Hanes–Woolf plots. Linear transformations based on reciprocal rates or concentrations can introduce large errors because extrapolation is frequently necessary in order to determine the kinetic and inhibition parameters. These limitations have a disproportionate effect on efforts to determine the type of inhibition, because non-competitive inhibition is only discernable from the mixed (unbalanced) case by having its lines intercept on the x-axis.

Some analyses employed the deprecated term “non-competitive”, and suggested that this inhibition mode was assigned need to be critically reanalyzed to determine the relative strengths of the competitive (specific) and non-competitive (catalytic) components. Interpreting inhibition results based on solution-based assays requires considerations beyond those listed in section 2.2.

The reaction products of certain typical MCO substrates, such as the ABTS and 2,6-DMP, have been found to react with sulfhydryl organic compounds (e.g., dithiothreitol (DTT), thioglycolic acid and cysteine), and can form complexes with copper, and therefore are believed to be MCO inhibitors. Indeed, Johannes and Majcherczyk demonstrated that the ABTS cation radical product and the diquinone oxidation product of 2,6-DMP can be reduced by these sulfhydryl compounds resulting in an underestimation of the potential of the T1 Cu also has a pH dependence to its reversible potential, so the relative driving force for electron transfer from the substrate to the T1 Cu varies with pH. Thus, the obtained for a specific enzyme/inhibitor combination using solution-based assays is only valid for that particular electron-donor substrate and within the conditions of the experiment.

| Electron donor | E° (mV vs. SHE) | pH | Buffer | Ref.  |
|----------------|-----------------|----|--------|------|
| ABTS           | 669             | 4.0| 0.05 M sodium citrate | 216  |
|                | 690             | 4.7| 0.03 M sodium acetate, 0.1 M LiClO4 in 4% (v/v) CH3CN/H2O | 217  |
|                | 681             | 5.0| Britton–Robinson buffer | 218  |
|                | 700             | 5.3| 8 mM sodium 2-(N-morpholino)ethanesulfonate (MES) | 186  |
|                | 682             | 9.0| 0.1 M potassium carbonate | 219  |
| Syringaldazine  | 600             | 4.0| 0.1 M sodium phosphate | 220  |
|                | 511             | 5.0| Britton–Robinson buffer | 218  |
|                | 630             | 5.3| 8 mM sodium 2-(N-morpholino)ethanesulfonate (MES) | 186  |
|                | 410             | 7.0| 0.1 M sodium phosphate | 220  |
|                | 396             | 7.1| NMe4BF4/NMe4OH in 50% (v/v) methanol/water | 221  |
|                | 320             | 9.0| 0.1 M sodium phosphate | 220  |
| Catechol       | 670             | 2.0| 0.1 M hydrochloric acid (unbuffered) | 222  |
|                | 570             | 4.0| 0.1 M sodium citrate | 222  |
|                | 608             | 5.0| Britton–Robinson buffer | 218  |
|                | 395             | 7.0| 0.1 M sodium phosphate | 222  |
| Caffeic acid   | 701             | 2.0| 50 mM citric acid, 50 mM potassium phosphate | 223  |
|                | 475             | 5.5| 50 mM citric acid, 50 mM potassium phosphate | 223  |
|                | 380             | 7.4| 50 mM citric acid, 50 mM potassium phosphate | 223  |
| Fe(CN)6 3-/4-  | 414             | 4.75| 0.1 M sodium acetate | 224  |
|                | 419             | 5.0| Britton–Robinson buffer | 218  |
|                | 426             | 7.8| 0.1 M sodium/potassium phosphate | 224  |
|                | 415             | 10.0| 0.1 M sodium borate | 224  |
| 2,6-DMP        | 688             | 5.6| 0.5 M sodium acetate in 50% (v/v) 2-propanol/H2O | 225  |
4. Electrochemical techniques

4.1. General remarks

Electrochemistry is a powerful tool to probe the kinetics of redox-active proteins. In contrast to chemical redox reactions, where the driving force for electron transfer is determined by the electron donor-acceptor pair, the driving force for electron transfer between an electrode and a redox center can be controlled by the electrode potential (i.e., the applied voltage at the working electrode). In the case of studies using immobilized enzymes, known as protein film electrochemistry (PFE), mass-transport effects can be factored out by rotating the electrode.

Detailed introductions to electrochemistry are available in recent primers, but the points most relevant to understanding electrochemically driven catalysis of enzymes (i.e., bioelectrocatalysis) can be succinctly summarized: (i) electronic current is directly proportional to enzyme turnover; (ii) the thermodynamic driving force for electron transfer is directly proportional to the difference in the reduction potential between an electron donor and acceptor; (iii) to a first approximation, the rate of electron transfer from an electrode increases exponentially with potential difference; and (iv) the IUPAC convention for electrochemical reactions is that more negative potentials equate to more driving force and (iv) the IUPAC convention for electrochemical reactions is that more negative potentials equate to more driving force for reductions, and electronic current that drives reduction reactions (cathodic current) has a negative value.

Two electrochemical techniques are principally used to study MCOs: chronoamperometry and cyclic voltammetry (CV). Chronoamperometry is used to visualize the time-dependent response of the catalytic current to changes in the experimental conditions, such as variations in substrate concentration, inhibitor concentration, temperature and pH. CV can be used to measure the current response of immobilized enzymes to a scanning potential applied to the electrode. The shape of the CV (sigmoidal in the simplest case) can be indicative of electron transfer events taking place at the enzyme-electrode interface. The potential at which the rate of change in current with potential is highest has been designated \( E_{\text{cat}} \).

Aspects of the inhibition mechanism can be deduced from scan hysteresis between the reductive and oxidative traces and shifts in \( E_{\text{cat}} \) in the presence of an enzyme inhibitor (section 4.4).

4.2. Non-turnover electrochemical measurements

Non-turnover electrochemical measurements are those that measure spectroscopic signals as a function of electrochemical potential in the absence of catalysis. These are run anaerobically in the presence of electron-transfer mediators. An optically transparent thin film electrode can be used to control the system’s reduction potential. Alternatively, soluble electron donors or acceptors titrated in and the resultant reduction potential is measured. At the reversible potential \( E^{\text{rev}} \) the copper ion has an equal probability of being in the +1 or +2 state. Values for the reversible potential of the T1 and T2 Cu ions \( (E^{\text{rev}}_{\text{T1}} \text{ and } E^{\text{rev}}_{\text{T2}}) \) have been determined using UV-vis spectroscopy (section 5). Electrochemistry allows MCOs to be classified by \( E^{\text{rev}} \) (section 2.1.1). The values of \( E^{\text{rev}}_{\text{T1}} \) and \( E_{\text{cat}} \) often coincide, consistent with the hypothesis that the reduction T1 Cu controls what happens before TNC reduction, so \( E_{\text{cat}} \) is frequently used as a proxy for \( E^{\text{rev}} \).

Examples of spectroelectrochemical measurements of MCOs in the presence of inhibitors are rare. The electrochemical non-turnover signals from three fungal and one tree laccase that were immobilized in an anion-exchange polymer. The authors hypothesized that \( N_3^- \) bound to the TNC based on the disappearance of a signal they associated with the T2 Cu in two Trametes laccases.

FTIR spectroelectrochemistry was used to study F and Cl binding sites in laccase from T. hirsuta and a BOD from Magnaporthe oryzae, using \( N_3^- \) as an infrared probe. Using this technique, the interaction between the inhibitors and copper co-factor can be measured at a specified potential and fixed inhibitor concentrations. The authors concluded that \( N_3^- \) bound only to the oxidized TNC and F competed with \( N_3^- \) for binding at the TNC (Fig. 4A). The shape of the \( N_3^- \) absorption did not change with Cl binding, suggesting that Cl was not a competitive inhibitor of O2 binding under the reported measurement conditions.

4.3. Chronoamperometric measurements

Chronoamperometry can be used to determine inhibitor sensitivity of an MCO by quantifying how an increase in inhibitor concentration affects electrocatalytic current. The electrocatalytic current of MCOs is not only sensitive to variations in experimental conditions such as pH and substrate concentration, but also responds rapidly to these changes, so-called “instant dialysis.”

Chronoamperometry is commonly used to evaluate the resistance of an MCO-modified cathode to common halide inhibitors. For example, by injecting increasing concentrations of NaCl or NaF into the electrochemical cell over time, both Beneyton et al. and Vaz-Dominguez et al. were able to demonstrate that their MCO-modified electrodes were highly resistant to Cl inhibition, but not to F inhibition (Fig. 5A and B). The authors of both studies suggested that Cl was competitively binding to the T1 site in the two MCOs studied, because it appears to be only affecting mediated electron transfer (when ABTS is present, Fig. 5C).

Conversely, the authors hypothesized that F is likely to be binding to the TNC because the presence of this inhibitor seems to completely impede the biocatalytic activity of the enzymes.

Milton et al. found similar results for Cl and F inhibition of a laccase and a BOD by chronoamperometry, as well as demonstrating inhibition by \( H_2O_2 \). In this case, \( H_2O_2 \) was found to reversibly inhibit laccase based on the recovery of activity on addition of the peroxide-degrading enzyme catalase. Catalase can be used to generate supersaturated O2.
in solution, so some of the apparent recovery could be a result of temporarily elevated \( \text{O}_2 \) concentration. Also, they concluded that \( \text{H}_2\text{O}_2 \) irreversibly inhibited the BOD, but their results could also be explained by the lower stability of the enzyme on their electrode. Based on the increase in catalytic current after mediator addition, the authors hypothesized that the mode of inhibition was likely to be non-competitive with respect to the T1 site, but acknowledged that further evidence is required.

MCOs impregnated within a polymer hydrogel incorporating redox mediators (and thus electronically “wired”) generally display better resistance to halide inhibition than systems in which the enzyme is immobilized on an electrode. These hydrogels have therefore been investigated as a means to confer \( \text{Cl}^- \) resistance for environments which have high \( \text{Cl}^- \) concentrations, such as fuel cells operating in blood. The authors of these studies often attribute this observation to the complexation between the moieties of the redox polymer and the T1 site, shielding this site from halide binding and subsequent inhibition of electron transfer. This conclusion is consistent with the hypothesis that \( \text{Cl}^- \) not acting on the TNC, but the observed current could also be explained by the mediators allowing direct transfer of electrons to the TNC, bypassing the T1 Cu.

4.4. Cyclic voltammetry measurements

MCO inhibitors can affect the shape of CV traces in a number of ways, which can indicate the binding location of the inhibitor. Fig. 6 illustrates how the presence of \( \text{Cl}^- \) shifts \( E_{\text{cat}} \) to more negative potentials (i.e., a higher driving force is required for \( \text{O}_2 \) reduction when inhibitor is present) for a BOD from \( \text{B. pumilus} \) and a laccase from \( \text{T. versicolor} \). This effect diminishes when the MCO is driven by lower, more reducing potentials where the enzyme is more active, so that
the oxidative CV trace appears close to the position of the uninhibited enzyme. de Poulpiquet et al. concluded that reductive potentials drove the enzyme to overcome Cl$^-$ inhibition, which is why the biocatalytic current recovers on the oxidative sweep of the CV. They also associated Cl$^-$ inhibition with the formation of a catalytically inactive “alternative resting” (AR) state (Section S2†), which when exposed to reducing potentials (or an equally reducing chemical agent) regain their activity.175,250 The CV trace of the AR state is characterized by crossover features as well as a shift in the $E_{\text{cat}}$ from the first to the second scan, and has been observed by others reporting Cl$^-$ inhibition of BODs.176,184,251

The forward and reverse traces can loop or cross over each other, as they appear on the 12 mM Cl$^-$ trace in Fig. 6B at around 0.5 V. This hysteresis between the reductive and oxidative scans has been proposed to be the result of an inhibitor binding near the T1 site, which creates an electrostatic barrier to interfacial electron transfer to the T1 Cu. Thus, more reducing potentials are required in order to surmount this barrier and initiate catalysis.30,146,184,230

Mano et al. have also demonstrated that the effect of chloride inhibition is less pronounced at high pH (Fig. 7) and argue that this effect could be due to the deprotonation of residues in the vicinity of the TNC and the T1 sites (section 2.2). It was therefore hypothesized that these same residues in their anionic (deprotonated) form block anionic inhibitors from accessing the TNC at high pH.184,252 Cosnier et al. have hypothesized that a histidine found in the proximity of the T1 site is involved in proton-coupled electron transfer, and thus, in its deprotonated form, might also have a protective effect against Cl$^-$ inhibition of the T1 site above pH 6.184,253,254

Hitaishi et al. used CV measurements to deconvolute the electron relay events of a Thermus thermophilus MCO with Cu$^+$-activated cuprous oxidase activity. Contrary to what was found with CueO, cuprous oxidase activity of the MCO was
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unaffected by the deletion of the methionine-rich domain, so the Cu\(^{+}\) binding site remains unknown.\(^{40}\)

4.5. Critique

PFE measurements solve the problem of having two active sites, both of which may interact with an inhibitor (section 2.2.1). Thus, PFE is very well suited at determining the effects of inhibition on the \(O_2\)-reduction (rather than electron-donor–oxidation) part of the catalytic reaction. However, quantitative measurement of \(k_{\text{cat}}\) (i.e., the specific turnover frequency) is challenging because it is difficult to quantify the electroactive enzyme concentration on the surface of the electrode.\(^{174,255,256}\)

Further complications arise from protein desorption from the electrode surface or by irreversible inactivation of the enzyme.\(^{257,258}\) This behavior was often called “film loss,” but this term implies a purely desorptive process and should be avoided. The resulting decrease in current magnitude must be accounted for with control experiments and replicates. In chronoamperometry experiments, current loss can be modelled as an exponential decay that is independent from catalysis.\(^{257,259}\)

The measurements described in section 4.3 appear to provide quantitative information about the capacity of a biocathode to tolerate halide inhibition, but these interpretations are relatively simplistic given the complex catalytic cycle of MCOs. For example, the fact that “wired” biocathodes have better resistance to \(Cl^-\) inhibition does not necessarily signify that this particular inhibitor is binding at the T1 site.\(^{30,249}\) The evidence from these experiments does indeed suggest that \(Cl^-\) does not inhibit electron transfer to the “wired” MCO, but this does not imply that this is the only binding site for chloride, nor would it be the case for soluble enzyme. Another possibility is that “wired” MCOs have greater tolerance to \(Cl^-\) inhibition because the redox polymer blocks chloride from diffusing into the redox enzyme layer, and thus the local concentration of \(Cl^-\) is lower than in the bulk solution.

The shift in the \(E_{\text{cat}}\) on a cyclic voltammogram in the presence of weaker inhibitors like \(Cl^-\) has been attributed to inhibitor binding near the T1 Cu, affecting the rate of electron transfer from the electrode to the T1 Cu (section 4.3).\(^{29,30,148,184,210,238,239}\) Stronger inhibitors such as \(F^-\) greatly decrease the current amplitude of a CV without causing a shift in \(E_{\text{cat}}\), so it often assumed that this inhibitor is competitively binding to the TNC.\(^{30,238,239}\) However, if the former hypothesis is correct, then the lack of shift in \(E_{\text{cat}}\) can only be attributed to the inhibitor binding somewhere besides the T1 site rather than necessarily specifically binding to the TNC.

As outlined in section 2.2.1, MCO catalysis is more complex than the basic Michaelis–Menten equation because of the role of oxidation state of the MCO, that is, each enzyme molecule needs to be reduced by four electrons before it can reduce \(O_2\). The rate of electron transfer depends on applied potential, so a more complete kinetic scheme would include both a potential-dependent rate constant for copper reduction\(^{144}\) and reversible inhibition equilibria.

5. Spectroscopy

5.1. Spectroscopic evidence for inhibitor binding locations in MCOs

A number of spectroscopic methods have been used to study the inhibition in MCOs, including nuclear magnetic resonance (NMR) spectroscopy; electron paramagnetic resonance (EPR) spectroscopy including multifrequency, pulsed EPR (e.g., electron-nuclear double resonance (ENDOR)); UV-vis absorption spectroscopy; circular dichroism (CD) and magnetic circular dichroism (MCD) spectroscopy; and vibrational spectroscopies, particularly Raman spectroscopy and Fourier-transform infrared (FTIR) spectroscopy.\(^{26,236,260–263}\)

Research to understand the mechanism of \(O_2\) reduction by MCOs has most often used forms of the enzyme that are catalytically inactive, either by removing/substituting of one or more of the copper co-factors, using inhibitor concentrations much higher than stated or apparent \(K_i\), or using frozen enzyme solutions.\(^{182}\) MCO specimens are prepared in this way either to stop the enzyme at a point in its catalytic cycle so it can be probed spectroscopically or because of the physical limitations of the technique.

The archetypical study using catalytically inactive laccase comes from Cole et al.\(^{236}\) In this study, CD/MCD, continuous-wave EPR, UV-vis absorption and magnetic susceptibility measurements were used to investigate \(F^-\) and \(N_3^-\) binding to a plant laccase from *Toxicodendron vernicifluum* in which the T1 Cu was replaced by a mercury(II) ion (termed T1Hg). They concluded from EPR analysis that a single \(F^-\) ion binds equatorially to the T2 Cu in a 50% glycerol solution. This contrasts with earlier work in aqueous solution showing two \(F^-\) ions sequentially bind to the T2 Cu.\(^{264}\) UV-vis absorption spectra showed that both the T2 and T3 sites are perturbed by \(F^-\) binding.\(^{236}\) Later work assigned the \(F^-\) to a \(\mu_3\) coordination, connected to all three copper ions in the TNC, based on pulsed EPR measurements and DFT models.\(^{263}\) For \(N_3^-\), they deduced that two \(N_3^-\) groups were bound based on EPR and (magnetic) circular dichroism. They assigned a first \(N_3^-\) binding between the T2 Cu and one of the T3 Cu ions. Higher concentrations of \(N_3^-\) led to a second \(N_3^-\) ion binding between the T2 Cu and the other T3 Cu (Fig. 4B). Their conclusions were consistent with earlier work from Morpurgo et al. and Winkler et al., both of whom studied the UV-vis and EPR spectra of \(F^-\) inhibition of a tree laccase with a full complement of copper ions.\(^{265,266}\) Their model was also consistent with the spectroelectrochemical \(N_3^-\) displacement study described in section 4.2, depicted in Fig. 4A.

Santagostini et al. looked at inhibition involving the T1 Cu site using zucchini AO and fluorophenols that act as competitive inhibitors for ascorbate binding.\(^{262}\) Their enzyme
was inactivated by replacing the T2 Cu with Zn leaving the T1 Cu available for EPR and visible absorption analyses. They used paramagnetic relaxation of the $^{19}$F nucleus to get information about the Cu−F distances and, combined with computational docking studies, EPR and CD, concluded that the site of inhibition was near the T1 Cu rather than the TNC.

Other inhibitors have been less well characterized spectroscopically. The addition of 20 eq. of $^{13}$CN to tree laccase produced a hyperfine spectrum consistent with two pseudoaldehydes and two histidine residues binding at the T2 Cu.267 Morpurgo and co-workers assigned binding constants for CNS$^−$ and CNO$^−$ to tree laccase, but the spectroscopic method they used for this determination was not clear.268

### 5.2. Critique

The spectroscopic techniques covered in this section show where inhibitors can bind, but the results may not be applicable to MCOs actively turning over substrate rather than in a “resting state”. MCOs are known to form “resting states” (Section S2?) that are outside the normal catalytic cycle and have a different arrangement of copper ions in the TNC.175,176,269 so conclusions based on MCOs that were not frozen or studied quickly after active catalysis may not reflect inhibitor locations during catalysis. Thus, spectroscopic measurements of inhibition of MCOs under electrochemical control need to be more prevalent. The Vincent group have used infrared spectrometry in unmediated systems to study the catalytic mechanisms in hydrogen-cycling metalloenzymes,270,271 and other metalloproteins.272,273 Their methods could be readily applied to the study of MCO inhibition because MCOs generally remain active toward O$_2$ reduction on immobilization (section 4).

### 6. X-ray crystallography

#### 6.1. Crystallographic structures of MCO–inhibitor complexes

Protein crystallography gives a three-dimensional, near-atomic-resolution snapshot of an enzyme, on its own or bound to substrates or inhibitors.274 X-ray crystallography of MCOs has driven structure–function studies since the first MCO structure was solved in the early 1990s, that of zucchini AO275 and the first laccase structures a decade later.276,277

Not only can the crystal structures directly show a binding site for an inhibitor (and thus suggest a mechanism for inhibition), the structures are used as the basis for computational models of inhibition (section 7). Associated temperature factors (a.k.a. B factors) indicate more positional uncertainty in the atomic coordinates and thus regions where the structure is more flexible, an important consideration for molecular dynamics (MD) simulations (section 7.2).

Table 2 lists the MCO structures that include inhibiting species in the Protein Data Bank (PDB) to date.278 The location assigned to charged inhibitors (N$_3^−$, F$^−$, Cl$^−$) in crystal structures depends on both the MCO type and the particular inhibitor. For example, Cl$^−$ ions have been resolved near the T1 Cu in CotA from *B. subtilis* (Fig. 8A), between the T3 Cu pair in CueO from *E. coli* (Fig. 8B), replacing the hydroxide at the T2 Cu apex of the TNC in a laccase from *M. albomyces* (Fig. 8C). In the case of *Aspergillus niger* McoG and *Lentinus tigrinus* laccase, the Cl$^−$ ion was found on the surface of the protein (Fig. 8D and E).153,279-281 The Cl$^−$ appears most consistently at the TNC apex in fungal laccases, with the exception of the *L. tigrinus* laccase. In the limited number of MCO structures incorporating F$^−$, the halide also occupied this apical site.282

Like Cl$^−$, the position of N$_3^−$ is MCO-dependent. In CotA from *B. subtilis* and zucchini AO, one N$_3^−$ species is resolved between the T3 Cu pair (Fig. 9A and B). A second N$_3^−$ appears near the TNC in the latter case. In SLACs for *Streptomyces* spp., N$_3^−$ ions are assigned to many locations.

### Table 2  MCO crystal structures with known and suspected inhibiting species assigned. No PDB code exists for the ceruloplasmin–azide structure. 2DL = two-domain laccase (trimer)

| PDB code | MCO (source organism) | Inhibitor | Location |
|----------|-----------------------|-----------|----------|
| 5o4q     | 2DL (S. griseoflavus) | N$_3^−$   | Surface near T1 Cu |
| 4nj4, 4nb7 | 2DL (S. lividans) | N$_3^−$   | Surface near T1 Cu (1 per subunit) |
| 1w6w     | CotA (B. subtilis)   | N$_3^−$   | Between T3 Cu pair |
| 1asq     | AO (Cucurbita pepo) | N$_3^−$   | Between T3 Cu pair |
| 2lhl     | Ceruloplasmin (Homo sapiens) | N$_3^−$   | Between T3 Cu pair |
| 5lww     | Laccase (Strecherinus murashkinskyi) | N$_3^−$   | Between T3 Cu pair |
| 4q89     | CotA (B. subtilis)   | Cl$^−$   | Surface × 2 |
| 2wkn     | 2DL (metagenome)    | Cl$^−$   | Surface |
| 2lhl, 5lhl | 2DL (S. griseoflavus) | Cl$^−$   | Surface × 2 |
| 4n8u     | 2DL (S. viridochromogenes) | Cl$^−$   | Surface × 6 |
| 1gw0 & others | Laccase (M. albomyces) | Cl$^−$   | T2 Cu apex (2 sites) |
| 4gb      | 2DL (S. lividans) | Cl$^−$   | T2 Cu apex (TNC apex) |
| 4qib     | CotA (B. subtilis)   | Cl$^−$   | T2 Cu apex (TNC apex) |
| 2q6      | Laccase (Lentinus tigrinus) | Cl$^−$   | T2 Cu apex (TNC apex) |
including one ordered near to the surface by the T1 Cu (Fig. 9C). Zaitsev et al. assigned the position of $N_3^-$ in human ceruloplasmin to one of the T3 Cu ions, similar to the binding in zucchini AO. Unlike AO, ceruloplasmin does not appear to bind a second $N_3^-$ based on soaking studies. Structures in which $Cl^-$ and $N_3^-$ are observed on the protein surface may still contribute to inhibition, because they may influence substrate transport through channels to the TNC or have a coulombic effect on electron transfer to the T1 Cu.

Hakulinen et al. used Xe to infer the position of transient $O_2$-transport sites in a laccase from *Melanocarpus albomyces*. Similarly, there are numerous MCO structures incorporating electron-donor substrates (or mimics of them), including 2,6-DMP in *M. albomyces* laccase, sinapic acid and ABTS in CotA; and phenol, xylidine and methyl benzoate in laccases from *Trametes* species. These enzyme–substrate complexes can be used to understand the interactions that might lead to competitive binding interactions in the same way that they previously have been suggested as a route to engineering substrate scope in laccases.

There have been studies on X-ray induced $O_2$ reduction in MCOs from *M. albomyces*, *Stecherinum murashkinskyi* and *Saccharopolyspora grandis*. At different pH conditions, Yamasaki et al. investigated the effect of $O_2$ on the enzyme activity in a laccase from *M. albomyces*. The X-ray induced $O_2$ reduction in MCOs was also examined by Fukuda et al. in a laccase from *M. albomyces*. They observed that the $O_2$ reduction in MCOs was enhanced in the presence of acceptors, and that the enzyme activity was inhibited by $Cl^-$ and $Br^-$. This suggests that the enzyme activity is sensitive to the environment around the active site.
Radiolysis of water provides both reducing equivalents and protons for O₂ reduction. X-ray crystallography was used to create atomic-resolution snapshots of how ordered Cl⁻ or F⁻ ions at the T2 apex of the TNC (Fig. 10) affected X-ray-induced O₂ reduction in S. murashkinskyi laccase.

6.2. Critique

The main limitation of X-ray crystallographic studies is that the structure is a static snapshot that is not necessarily representative of the active form in solution. This is especially relevant to structures based on crystals soaked in inhibitors, such as for azide soaked into an MCO crystal for hours or days. X-radiation also induces water splitting and reduces metals. Therefore, the structure of an MCO changes as its being probed by X-rays. Ash et al. presented a route to studying metallocprotein crystals in a defined oxidation state by coupling them to an electrode through redox mediators. This technique, demonstrated with a [NiFe] hydrogenase and coupled to infrared spectroscopic measurements could address the limitations of oxidation state and catalytic form, and could be applied to the study of MCOs.

X-ray structures present ensemble-average data that only reflect the positions of atoms that are in the same place in (nearly) every unit cell. For example, a non-competitive inhibitor that does not bind to a specific point on the protein with high regularity will not appear in the diffraction pattern. The position of light atoms like hydrogen must be inferred from the rest of the structure and ordered water appears only as oxygen atoms. Atoms with similar atomic number (e.g., –OH versus F⁻ near the TNC or aspartic acid versus asparagine in a protein backbone) must be differentiated by bond length (if the crystallographic resolution is sufficient), knowledge of the protein sequence or information from independent analyses, therefore there is some subjectivity in devising models.

7. Computational modelling and simulation

7.1. Application to MCO inhibition

Computational studies of MCOs have mainly been applied to analyzing the oxygen-reduction reaction in the absence of inhibitors. Fewer papers consider inhibition in MCOs. Kepp reported how the TNC’s reorganization energy (RE, the summed energies required to distort the reduced state to the oxidized geometry and vice versa) obtained from DFT could explain the mechanism of halide and OH⁻ binding and inhibition in two MCOs, a BOD from M. verrucaria and CotA from Bacillus sp. His results suggested that the inhibitors bound to the T2 Cu increase the RE of the second reduction of the resting state (Section S2 †) and reduce the reduction potentials, providing a possible mechanism for inhibition. The RE obtained is larger with F⁻ (203 kJ mol⁻¹/48.5 kcal mol⁻¹) or Cl⁻ (154 kJ mol⁻¹/36.8 kcal mol⁻¹) bound to the T2 site than for an uninhibited catalytic intermediate with OH⁻.
bound (112 kJ mol$^{-1}$/26.8 kcal mol$^{-1}$). This is consistent with studies on other MCOs. Reduction leads to the release of Cl$^-$ from the T2 Cu (Fig. 11), suggesting a mechanism for thermal or reductive activation of laccases by dissociation of inhibiting halides or OH$^-$ from the T2 site.

DFT has been applied to the understanding the mechanism of Cl$^-$ activation of O$_2$ reduction in ceruloplasmin (section 3.2). The calculations showed Cl$^-$ bridging between the T2 Cu and one T3 Cu (Fig. 12) and changing the ligand geometry around the T2 Cu, consistent with the authors’ EPR measurements. The position of the Cl$^-$ in this human protein contrasts with the position of halides in fungal MCOs determined by X-ray crystallography (section 6.1). Despite the Cl$^-$ seemingly blocking O$_2$ access to the TNC in ceruloplasmin, the authors attributed the Cl$^-$ activation to an increased intramolecular electron transfer rate between the T1 Cu and the TNC.

Martins et al. used a combined docking and DFT approach to model inhibition of laccase from *T. versicolor* with a pesticide FMT known to inhibit its activity by binding to a weak acid near the T1 Cu. Santagostini *et al.*, whose $^{19}$F NMR measurements was described in section 5.1, used docking and QM/MM to conclude that F$^-$ competitively binds at the surface near the T1 Cu of ascorbate oxidase instead of TNC as reported in other papers. Molecular docking calculations were also used to explain the inhibitory effect of the tree-derived antifungal compound medicarpin on *T. versicolor* laccase. Medicarpin was predicted to block both the solvent channel in the laccase preventing the rapid access of O$_2$ to the TNC and bind in near the T1 Cu which then blocks the access of oligolignol molecules.

### 7.2. Critique

For molecular docking, the flexibility of the target binding sites (i.e., “induced fit”) is frequently overlooked and treats both protein and inhibitor molecules as rigid structures. MD simulations, which include this necessary flexibility, are still
8. Conclusions and recommendations for benchmarking

MCO inhibition has been studied for decades and reported in hundreds of papers. For \( F^- \) and \( N_3^- \), there is general consensus (based mostly spectroscopic and crystallographic evidence, sections 5 and 6) that both inhibitors bind at the TNC and compete with the O_2 substrate. This consensus has been so long-standing that there has been relatively little investigation on the possibility of these inhibitors binding at multiple locations. The handful of solution-based assays showing a mixed mode of inhibition for \( F^- \) and \( N_3^- \) (Tables S3 and S5) serve as an indication that further investigation is required. Moreover, as explained in section 4.5, the electrochemical evidence for \( F^- \) inhibition only suggests that \( F^- \) does not bind to the T1 site (because it does not affect electron transfer at the enzyme–electrode interface). Therefore, the possibility of these strong inhibitors binding at a location other than the T1 or TNC sites (allosteric inhibition) cannot be ruled out.

How MCOs are inhibited by \( Cl^- \), on the other hand, has always been contentious. Only now are some general patterns emerging, most notably the close link between pH and \( Cl^- \) inhibition: in bacterial and fungal MCOs \( Cl^- \) inhibition is more potent at lower pH values. The lack of a high-resolution crystallographic structure of any tree laccase hinders efforts to understand the structural origins of its anomalously high sensitivity to \( Cl^- \). The surprising observation of \( Cl^- \) activation (and hints of nitrate activation) in some MCOs requires further systematic investigation to robustly quantify and identify the origin as well as to determine if this behavior is also exhibited by higher-potential MCOs.

Inhibition of O_2 reduction in MCOs can arise not only from direct interaction with the TNC but also through the blocking of the substrate relays and channels (i.e., binding-site accessibility), and alterations of the relative driving forces (e.g., \( E_{rev} \) for the copper cofactors and electron donors).

| Challenge | Recommendations |
|-----------|-----------------|
| 1. MCOs have two active sites that can be inhibited by different mechanisms | a. Use techniques that study one active site only such as PFE, or spectroscopic studies on enzymes where one of the active sites has been disabled<br>b. Use more than one concentration of O_2 (e.g., inert atmosphere, air and pure O_2 at atmospheric pressure) as well as more than one electron-donor substrates<br>c. Specify the substrate being analyzed when reporting \( K_M \) and \( K_i \) data (e.g., \( K_{M,O_2}, K_{i,O_2} \))<br>d. Specify/report the reduction potential of any electron-donor substrate and \( E_{rev} \)<br>e. Control and report measurement temperatures<br>f. Compare solution-based assays using multiple batches/lots of electron-donor substrates |
| 2. pH and temperature affect the strength of inhibition | a. Study inhibition effects at two or more pH values<br>b. Study inhibition effects at two or more temperatures<br>c. Study inhibition effects at two or more temperatures |
| 3. Native organisms may express many different MCO isoforms that have different tolerance to inhibition | a. Purify crude enzyme samples<br>b. Recombinantly express single MCO isoforms<br>c. Consider post-translational modification (e.g. glycosylation) when selecting heterologous host<br>d. Use potential-controlled spectroscopic analyses<br>e. Use potential-controlled spectroscopic analyses<br>f. Use potential-controlled spectroscopic analyses<br>g. Analyze reagents, particularly ABTS\(^{1,2,3}\), for impurities |
| 4. MCOs have at least one “resting” state | a. Activate the MCO before running catalytic assays in which the MCO is in solution or consider activation when interpreting the substrate conversion data from the first ca. 30 s of turnover<br>b. Activate the MCO before running PFE-based catalytic assays using chronoamperometry or repeated CV scans until a consistent current response is observed<br>c. Use potential-controlled spectroscopic analyses<br>d. Use potential-controlled spectroscopic analyses<br>e. Use potential-controlled spectroscopic analyses<br>f. Use potential-controlled spectroscopic analyses<br>g. Use potential-controlled spectroscopic analyses<br|h. Use potential-controlled spectroscopic analyses<br>i. Use potential-controlled spectroscopic analyses |
| 5. Impure electron-donor reagents can affect apparent mode of inhibition | a. Re-determine catalytic parameters on samples that have been dialyzed into inhibitor-free buffers<br>b. Determine effect of inhibitor on MCO structure (e.g., using circular dichroism)<br>c. Measure the metal content of MCO before and after exposure to an inhibitor (e.g., using EPR, EDXRF\(^{1,2,3}\) and/or chemical titration)<br>d. Apply and report statistical tests for goodness of fit and overfitting<br>e. Compare solution-based assays using multiple batches/lots of electron-donor substrates<br>f. Compare solution-based assays using multiple batches/lots of electron-donor substrates<br>g. Compare solution-based assays using multiple batches/lots of electron-donor substrates<br|h. Compare solution-based assays using multiple batches/lots of electron-donor substrates<br>i. Compare solution-based assays using multiple batches/lots of electron-donor substrates<br>j. Compare solution-based assays using multiple batches/lots of electron-donor substrates<br>k. Compare solution-based assays using multiple batches/lots of electron-donor substrates<br>l. Compare solution-based assays using multiple batches/lots of electron-donor substrates<br|m. Compare solution-based assays using multiple batches/lots of electron-donor substrates<br>n. Compare solution-based assays using multiple batches/lots of electron-donor substrates<br>o. Compare solution-based assays using multiple batches/lots of electron-donor substrates<br>p. Compare solution-based assays using multiple batches/lots of electron-donor substrates<br>q. Compare solution-based assays using multiple batches/lots of electron-donor substrates<br|r. Compare solution-based assays using multiple batches/lots of electron-donor substrates<br>s. Compare solution-based assays using multiple batches/lots of electron-donor substrates<br>t. Compare solution-based assays using multiple batches/lots of electron-donor substrates<br>u. Compare solution-based assays using multiple batches/lots of electron-donor substrates<br>v. Compare solution-based assays using multiple batches/lots of electron-donor substrates<br>u. Compare solution-based assays using multiple batches/lots of electron-donor substrates<br>v. Compare solution-based assays using multiple batches/lots of electron-donor substrates<br>w. Compare solution-based assays using multiple batches/lots of electron-donor substrates<br>x. Compare solution-based assays using multiple batches/lots of electron-donor substrates<br>y. Compare solution-based assays using multiple batches/lots of electron-donor substrates<br>z. Compare solution-based assays using multiple batches/lots of electron-donor substrates<br| 6. Inhibitors can irreversibly bind and/or alter an MCO’s structure | a. Use dynamic and flexible for computational models of inhibition<br>b. Verify results from PFE using assays in which the MCO is not immobilized on an electrode

Table 3. Recommendations for benchmarking MCO inhibition
Inhibition of O2 reduction in MCOs (section 4), but implicitly against anionic inhibitors. Immobilized enzymes all contribute to increased tolerance incorporating redox mediators), and control of orientation in MCO surface, encapsulation (especially in polymers the lone, T1 copper. Finally, engineering the electrode or the surfaces closest to the TNC (section 2.1.2.2) or the surfaces closest to the enzyme in solution. Electroactive coverage of the enzyme assumes that the immobilized enzyme behaves comparably to enzyme in solution. Electroactive coverage of the enzyme layer changes between measurements and may change with inhibitor addition, so specific enzyme activity values need to be treated with caution. Analytical PFE inhibition studies should include both CV and chronoamperometry measurements, use controlled-atmosphere electrochemical cells and rotating electrodes. Related potential-controlled spectroscopic measurements need to be more widely employed (section 5.2).

A change in experimental practice is essential to resolve the inconsistent and contradictory results, contribute results that can be used as benchmarks by the wider MCO research community, allow this community to deduce the overarching trends, and engineer these biocatalysts for industrial use.
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