Are You Comfortable Now: Deep Learning the Temporal Variation in Thermal Comfort in Winters
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Abstract— Indoor thermal comfort in smart buildings has a significant impact on the health and performance of occupants. Consequently, machine learning (ML) is increasingly used to solve challenges related to indoor thermal comfort. Temporal variability of thermal comfort perception is an important problem that regulates occupant well-being and energy consumption. However, in most ML-based thermal comfort studies, temporal aspects such as the time of day, circadian rhythm, and outdoor temperature are not considered. This work addresses these problems. It investigates the impact of circadian rhythm and outdoor temperature on the prediction accuracy and classification performance of ML models. The data is gathered through month-long field experiments carried out in 14 classrooms of 5 schools, involving 512 primary school students. Four thermal comfort metrics are considered as the outputs of Deep Neural Networks and Support Vector Machine models for the dataset. The effect of temporal variability on school children’s comfort is shown through a “time of day” analysis. Temporal variability in prediction accuracy is demonstrated (up to 80%). Furthermore, we show that outdoor temperature (varying over time) positively impacts the prediction performance of thermal comfort models by up to 30%. The importance of spatio-temporal context is demonstrated by contrasting micro-level (location specific) and macro-level (6 locations across a city) performance. The most important finding of this work is that a definitive improvement in prediction accuracy is shown with an increase in the time of day and sky illuminance, for multiple thermal comfort metrics.
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I. INTRODUCTION

Smart cities are envisioned as a complex mesh of cyber-physical systems that enable an intelligent and sustainable urban environment. Smart buildings and indoor spaces are the most essential components of this vision, as humans spend 90% of a typical day in buildings and indoor spaces. Consequently, indoor environmental quality (IEQ), especially thermal comfort (TC), is vital for the occupants of a smart building. Indoor thermal comfort affects our physical health, emotional well-being, and productivity [1].

Machine Learning (ML) is increasingly being applied to model and predict the perceived thermal comfort of occupants. Compared to ML-based prediction models, the conventional techniques for TC estimation viz., Fanger’s Predicted Mean Vote (PMV-PPD) model [2] and the adaptive model (ATC) [3], fail to offer high accuracy and generalization across spatio-temporal contexts [4], [5]. This is due to the fact that TC perception is unique to an individual and highly subjective. ML algorithms can solve complex TC classification problems by learning multi-dimensional non-linear mappings between several environmental parameters and predict subjective preferences with high accuracy.

The sustainable smart city paradigm also has a comfort vs. sustainability trade-off that ML-based TC prediction can solve. Over 95% of people in developing countries live in naturally ventilated (NV) buildings [6]. Thus, a combination of IoT sensors and ML-based TC prediction is an effective solution for a sustainable yet smart indoor living [7].

A. Motivation and Research Problems

Despite the recent focus on applications of ML, the problem of temporal variability in TC prediction is yet unexplored. In fact, the guidelines prescribed under the international TC standards, viz. ASHRAE 55 [8] and EN 15251, assume TC perception to be constant throughout the day [8]. This can be attributed to decades-old TC studies conducted in controlled environments that found little impact of time of day on occupants’ thermal preference [9], [10].

In sharp contrast, new research has shown a strong relationship between human TC perception and time of day [11], [12]. Two crucial time-specific factors are highlighted. The first is the temporal variation in sky illuminance and light radiation that affects our circadian rhythm and, in turn, our perception of thermal comfort [12], [13]. Second, the outdoor temperature at any given instant [14]. Moreover, the importance of temporal variability in TC perception is shown to optimize energy use and is also desirable for occupant health [15]. The new body of work on the impact of temporal variability is primarily empirical, and insightful conclusions are drawn through data analysis and statistical analysis [12], [14]. However, the impact of temporal variability on the predictive modeling of subjective TC perception is yet lacking [4], [5]. Demonstrating the impact of temporal variation on TC prediction can motivate fine-tuning of the standards that will improve energy efficiency and occupant well-being in a smart built environment. In addition, given the spatial variability in TC perception and prediction in NV buildings, spatio-temporal analysis is also necessary [7].
This work seeks to fill these gaps by demonstrating the impact of the temporal variation on TC prediction of occupants. In particular, it addresses three pertinent questions: (a) How time-specific should a TC prediction model be? (b) What is the impact of temporal variation in outdoor temperature on the performance of the TC prediction? (c) How significant is spatial variability (e.g., a specific building vs. a group of buildings) compared to temporal variability?

From the perspective of energy conservation and sustainability, these questions are highly relevant for NV buildings. First, the occupants of NV buildings are more vulnerable to temporal variability, as an HVAC unit does not thermally regulate the indoor spaces. Second, understanding temporal variability in TC perception further optimizes energy use [16].

When it comes to occupants, children in NV buildings are the most vulnerable due to their low metabolic rates, limited cognitive abilities, and lack of thermal adaptability [17]. Thus, students in NV classrooms are highly susceptible to the external environment that changes with time during the day. However, TC prediction studies for students in general and primary students in specific, are extremely rare [4], [5].

Therefore, this work considers an extremely challenging context that includes NV buildings and young primary school students through real-world field experiments.

B. Contributions

This work aims to solve the research problems concerning the temporal variability of TC perception and the consequent impact on the performance of TC prediction. Data is gathered from month-long field experiments conducted in 14 NV classrooms of 5 schools, involving 512 primary school students. ML models are created using Deep Neural Network (DNN) and Support Vector Machine (SVM) algorithms. The major contributions are described below:

1) Three new features (Time of day, outdoor temperature, and satisfaction with clothing) and a new TC Metric (Thermal Satisfaction Level) are added to the baseline primary student dataset [7], [18].
2) Data Analysis: Time-specific exploratory data distribution analysis is performed to demonstrate the variation across six half-hour time slots.
3) Temporal Variability Analysis: The performance of DNN and SVM multi-class classification models for 4 TC metrics is evaluated through a new “time of day” feature.
4) Relevance of Outdoor Temperature: DNN and SVM based prediction models are implemented for baseline primary student dataset and an upgraded dataset that has Outdoor Temperature as a new feature.
5) Spatio-Temporal Analysis: A comparative analysis of the impact of sky illuminance and outdoor temperature is performed for a specific location (single school) and at the city scale (all 6 schools).
6) Insights and Validation: Unique inferences are drawn and results are validated through analysis of CIE Sky model illuminance data [19].

II. LITERATURE REVIEW AND RELEVANT ASPECTS

Thermal comfort of an individual is highly subjective and has multiple dimensions, such as sensation, preference, level of comfort, and level of satisfaction, etc. These dimensions are quantified through TC metrics such as the Thermal Satisfaction Vote (TSV), Thermal Preference Vote (TPV), Thermal Comfort Vote (TCV), Thermal Satisfaction Level (TSL), etc. ML algorithms use the TC metrics viz., TSV, TPV, and TCV, as outputs (labels), to accurately predict thermal comfort of the occupants [4], [5]. Any variability in TC perception of occupants will cause variation in TC metrics, which in turn is likely to influence the performance of TC prediction models.

Thus, temporal variability in the performance of an ML-based TC prediction model needs to be studied. Surprisingly, a majority of older TC studies conducted between 1960-1990, have concluded that the time of day is insignificant [2], [9], [10], [20]. However, some studies also presented results to the contrary. For example, noticeable impact of time of day on ambient temperature preferences was also reported when contrasting morning with afternoon [21].

State-of-the-art: In the past 5 years, significant new evidence has been brought to light that demonstrates that perception of thermal comfort is dynamic and undergoes temporal variation [11], [12]. A recent study on human physiology demonstrated that the Basal Metabolic Rate (BMR), i.e., the human resting metabolic rate, varies with the circadian rhythm of the human body [22]. However, BMR is only one of the variables that varies in a day. In an exhaustive review of temporal variation studies in indoor thermal comfort, Vellei et al. focused on thermoregulatory behaviors and their impact on circadian rhythms [13].

The most concrete evidence of temporal variation is presented in [12] through statistical analysis of SCATs (Smart Controls and Thermal Comfort) and ASHRAE-I databases [23]. The study demonstrates the difference in thermal preference at different times and hypothesizes that it is caused by human circadian rhythm. Similarly, time of day and light exposure is shown to affect human TC perception [24]. For example, the TSV and TPV may differ significantly at different times during a day [14]. Furthermore, “time of day” may impact the occupants emotional response, that affects their thermal response [25]. Understanding the temporal variability in TC perception can help optimize energy efficiency of buildings while ensuring occupant comfort [16]. Equally importantly, due to the thermoregulatory and physiological implications of time-varying thermal comfort perception, it is also highly desirable for occupant health [15].

Several recent studies have highlighted the absence of a “time of day” variable in most TC studies and strongly recommends its inclusion [12]–[14], [24]. This holds even more true for ML-based TC prediction, where an important feature like “time of day” can significantly enhance prediction performance. The two most important aspects that have emerged from recent findings are discussed ahead, along with the open problems.
Temporal Variation and Circadian Clock: The human circadian clock is regulated and synchronized by light exposure from solar radiation and illuminance [13], [26]. Therefore, light exposure directly impacts occupant TC perception and determines the preferred ambient temperature [24]. The external photic input primarily depends on two factors, viz., the intensity of solar radiation and the percentage and opacity of cloud cover. The resulting diffused radiation is the light exposure that regulates biological circadian rhythm, and in turn, occupant thermal comfort perception and health. Diffused radiation is highly temporal and varies as the day progresses. Apart from the time of day, it is also dependent on weather and seasons. Further, in NV buildings, the impact of external light exposure is heightened because doors and/or windows, etc., are usually opened to facilitate cross ventilation. Thus temporal variability due to light exposure is a greater concern in NV buildings as compared to HVAC buildings that may block out all external light exposure (by using blinds or curtains) and rely entirely on artificial indoor lighting.

Temporal Variation and Outdoor Temperature: The second most important feature with respect to temporal variation is the outdoor temperature. The importance of outdoor temperature in estimating thermal sensation and comfort is highlighted along with daylight in [24]. Further, outdoor temperature is one of the temporal factors affecting the feature relationship between TSV and PMV, learned through linear regression [12]. Likewise, variation in outdoor temperature during a day affects the thermal perception of students in a classroom in [14].

Open Problems: The primary unaddressed challenge in temporal variability analysis is to demonstrate how the ability of conventional (e.g., SVM) and advanced ML algorithms (e.g., DNN) to predict occupant TC varies with time. This can be done by considering a “time of day” feature in the model. For example, does the ML model performance improve with greater light exposures? Further, the impact of outdoor temperature on time-specific predictive modeling needs to be demonstrated. A spatio-temporal analysis will also help understand localized impact of time of day and outdoor temperature on TC prediction. The predictive modeling and analysis presented in the sections ahead extend the existing knowledge base by offering crucial insights to these important questions.

III. FIELD EXPERIMENTS AND DATA GATHERING

The field experiments were conducted in 5 schools of Dehradun city, India, in January, the coldest month of the year. The city is located in the foothills of the Himalayas, and enjoys a composite climate [27].

The experiments were conducted in 14 NV classrooms to investigate the thermal comfort perceptions and preferences of 512 unique primary school students. The 5 schools that participated in the study are, St. Thomas School, Grace Academy, Cambrian Hall, Kendriya Vidhyalaya, and Jaswant Model School. In this work, numbers 1 to 5 are randomly assigned to each school to ensure anonymity and confidentiality. The students belonged to grades 3 to 5, and their ages ranged from 6 to 13 years. A total of 2039 samples were collected from field experiments that lasted 28 days.

A detailed description of the questionnaire and field-experiment methodology is available in [7], [18], [28]. The new discussion and data analytics presented in the next subsections is specific to temporal variation.

A. Field Experiments and Data Gathering

Subjective assessment responses of “right here right now” were collected from students to explore their thermal perceptions in classrooms. Figure 1a shows students completing the...
questionnaire survey during the experiments. The question-
naire was designed with illustrations and simple vocabulary, 
and was explained in detail before every experiment. Sub-
jective rating TC scales like TSV, TPV, TCV and TSL were 
simplified for students’ better understanding, as illustrated in 
Figure 1b. The clothing values were calculated by adding 
their individual clo values collected from the questionnaire. 
Personal information included age, grade, and gender.

### Table I: Statistical Details of Field Experiment Time Slots

| Timing          | Time Slot | School | Grades | Age (Avg.) | Clo Values | Samples |
|-----------------|-----------|--------|--------|------------|------------|---------|
| 09:00-09:30AM   | 1         | 2,3,4  | 3,4    | 8.8        | 1.43       | 647     |
| 09:30-10:00AM   | 2         | 1,2,3,4| 3,4,5  | 9.9        | 1.39       | 647     |
| 10:00-10:30AM   | 3         | 1,3,4,5| 3,4,5  | 9.5        | 1.35       | 415     |
| 10:30-11:00AM   | 4         | 1,4,5  | 3,4,5  | 9.6        | 1.36       | 185     |
| 11:00-11:30AM   | 5         | 1,4    | 4,5    | 10.1       | 1.24       | 104     |
| 11:30-12:00PM   | 6         | 1      | 5      | 10.3       | 1.24       | 40      |

**Timing Specific Methodology:** Objective physical measurements were performed simultaneously while students filled in the questionnaire. Two IoT sensors were used, viz., TandD TR72wf-S (measures the indoor temperature and relative humidity) and TandD TR72wf-S (measures the outdoor temperature). The technical specifications of the sensors are provided in Figure 2.

The experiments were conducted on consecutive days (4-5 days/school) during school hours, usually targeting the earlier hours when it was coldest and sky illuminance was low. The study considered 6 time slots, each of half-hour duration, from 9:00 AM to 12:00 PM, represented as Slot$_i$, where $i \in \{1 \ldots 6\}$. The strategy ensured a progression from (a) low to maximum outdoor temperatures and (b) low to maximum light exposure, on a winter day, serving the objectives of this study. The statistical details for each time slot are summarized in Table I.

**Updated Feature Set and TC Metrics (Labels):** The original dataset collected from the field experiments contained 13 features and 7 subjective labels (TC metrics) [7], [18]. These include the objective input variables such as maximum and minimum daily temperatures, indoor temperature and relative humidity, clothing values, metabolic rates, etc., and psycho-social features like age, gender, and grade.

This work considers 3 new features as compared to our original primary student dataset [7], [18], [28]. The new features are (i) Running mean outdoor temperature for the duration of the experiments collected through TandD TR-52i (Figure 2), (ii) A categorical Time of Day feature (“Start time”), that marks the start-time of each experiment and student response, and (iii) A subjective feature to capture students’ satisfaction with clothes (wearing excess, satisfied and wearing less). Likewise, Thermal Satisfaction Level (TSL) responses are gathered from students and is a new TC Metric (label) used in the comfort prediction modeling in this work. TSL is rarely used in the estimation and prediction of thermal comfort. We believe that TSL is particularly useful for students who have limited cognition and can express “satisfaction” more easily than “preference” or “comfort.”

**B. Exploratory Data Analysis**

The subjective responses of students, presented in Figure 3(a), shows that the proportion of students feeling “Cold” (TSV=-2), reduces as the day progresses, i.e., $i$ in Slot$_i$ increases. Although this can be attributed in part to ambient indoor temperatures, it is noteworthy that median indoor temperature hovers around 15°C for all time slots, which can be observed in Figure 4. Secondly, the median outdoor

---

Please note that The proposed analysis could not be performed on the standard ASHRAE-II [29] dataset, as both (a) timing data and (b) sufficient data for children are not available.
temperature increases till TimeSlot4, and then decreases. A corresponding increase in students feeling “Cool” (TSV=-1) can be noticed in TimeSlot4 and TimeSlot5. Thus, similar to the findings in [14], outdoor temperature seems to be affecting thermal sensation of students. Its impact on TSV prediction performance remains to be seen.

The cumulative distribution of preference responses is illustrated in Figure 3(b). The percentage of students who prefer a warmer classroom (TPV=+1 or 2) should ideally reduce in later time slots. However, this percentage is higher in TimeSlot1, than in TimeSlot2 and TimeSlot3. This cannot be explained by the average indoor temperature which constantly increases from 14.00ºC in TimeSlot1 to 16.90ºC in TimeSlot3. It can also not be explained on the basis of the outdoor temperature, which increases from 13.84ºC in TimeSlot1 to 16.62ºC in TimeSlot2. Variation in light exposure could be a possible reason for this unexpected variation in TC perception. In the analysis of the sky illumination and impact of circadian rhythm presented ahead, concrete evidence for this argument will be presented.

Thus, prima facie, both light exposure or circadian rhythms and variation in outdoor temperature seem to have an impact on subjective TC perceptions of children. Further, the complexity of predicting thermal comfort of children in a naturally ventilated building becomes apparent by observing the distributions of TSV, TPV, and TCV in Figure 3. The thermal sensation and thermal preference responses of children do not conform to their assessment of their thermal comfort level. Most of the students indicate that the classroom environment is comfortable. However, their TSV and TPV responses indicate a sense of discomfort and need for change. This presence of illogical votes in the data can be attributed to the limited cognition of children. This problem can severely impact accuracy as data bias confuses the classifier [7]. Unfortunately, due to the limited number of ML-based prediction works focused on children, little emphasis has been given to this problem. Thus, selecting the ideal time for thermal comfort surveys and measurements is challenging.

Our study addresses this problem by considering a wider range of time-slots with varying outdoor and indoor temperatures. This applies especially to primary school students, given the additional challenges that their subjective responses present to the task of ML based predictive modeling.

IV. System Implementation of Prediction Models

To assess the impact of temporal variability, Deep Neural Network (DNN) and Support Vector Machine (SVM) based multi-class classification models are implemented for the four subjective TC metrics, viz., TSV (sensation), TPV (preference), TSL (satisfaction), and TCV (Comfort). The system design is illustrated in Figure 5. Experiments are performed for the following test-scenarios.

Objectives: (i) Temporal Variability and Circadian Rhythms: Investigate the variation in the classification performance of DNN and SVM models for (a) All time slots and (b) Each specific time slot. Here, DNN & SVM models were trained on the entire dataset, and then tested on samples from all time slots, and individual time slots, respectively. (ii) Temporal Variability and Outdoor Temperature: Investigate the impact of outdoor temperature by comparing prediction model performance with and without the new feature of running mean outdoor temperature introduced in this work. (iii) Spatio-Temporal Variability: Investigate the micro-space specific (i.e., single school) temporal variability for the first two test-scenarios, and compare it with city-scale (i.e., all 5 schools) TC prediction performance.

Problem Formulation: Let the primary student dataset be defined by \( D : \{ (x_i, y_i) \}_{i=1}^{N} \). \( S \) is number of samples, \( C \) is number of TC Metric classes. Further, \( x_i \in \mathbb{R}^d \) represents the feature (input) vector, and \( y_i \in \{0,1\}^C \) represents the label (output) vector for \( i^{th} \) point.

The SVM and DNN formulations, technical specifications, and evaluation strategies are as follows.

Support Vector Machines (SVM):
The SVM model tries to solve the following optimization problem for the TC Metrics in the primary student dataset as a binary classification:

\[
\min_{w,b} \frac{1}{2} w^T w + C \sum_{i=1}^{N} \zeta_i
\]

s.t. \( y_i(w^T \phi(x_i) + b) \geq 1 - \zeta_i, \forall i \zeta_i \geq 0, \forall i \)

where, \( y_i \) is +1 if the label is assigned to \( i^{th} \) instance and -1 otherwise. Here \( w \in \mathbb{R}^d \) denotes the weight-vector and the bias is denoted by \( b \). Eq. 1 is solved using the libsvm algorithm [30]. Further, the hyperparameter \( C \) is set through cross-validation. \( C \) controls the L2 regularization term, which avoids overfitting, and thus enhances the SVM classifier’s generalization ability on the samples not seen by the model. TC prediction may require a non-linear fit. Thus, the kernel function \( \phi \) learns non-linear class-boundaries through the dot product of two vectors (\( u, v \)) in arbitrarily large spaces (\( \phi(u)^T \phi(v) \)) without explicitly projecting the vectors into high dimensional space (\( \phi(u) \) or \( \phi(v) \)). Experiments are run for four kernels viz., Linear, Radial Bias Function, and Polynomial kernels order 2 and order 3. Most importantly, prediction of the four TC Metrics requires a multi-class classifier. Thus the binary SVM classifier in Eq. 1 is transformed to a multi-class classifier through the “One vs. Rest” strategy.
Neural Networks (NN): Neural networks jointly learn a sequence of non-linear transformation as well as the classifier. In particular, the aim is to solve the following problem:

$$\min_{\{w_j, b_j\}_{j=1}^C} \frac{\alpha}{2} \sum_{j=1}^C w_j^T w_j + \sum_{i=1}^N \sum_{j=1}^C -y_{ij} \log(\hat{y}_{ij})$$  \hspace{1cm} (2)$$

where, $\Phi$ denotes the parameters of function $\phi$, $\alpha$ is the hyper-parameter to control regularization, and $\hat{y}_{ij} = \frac{1}{\sum_{c=1}^C e^{\phi(x)_c}}$ is the prediction probability of class $j$ for $i$th instance. Moreover, $\phi$ is a non-linear transformation learned via a sequence of linear transformations followed by a non-linearity. The Adam optimizer [31] was used to solve 2. We experimented with various configurations with $\{5, 10, 15, 20, 25, 50\}$ neurons, up to 2 hidden layers (in addition to input and output layers), and \{ReLU, Sigmoid, Tanh\} non-linearities. Since 13 or 14 features are considered, Overfitting was avoided by not using a large number of neurons and very deep neural architectures.

It is noteworthy that the primary student data has an inherent class imbalance in all TC Metrics (Figure 3). To address this challenge, a weighted classification strategy is considered such that $\beta_+ = \frac{N}{\sum_{i=1}^N 1(y_i=-1)}$ and $\beta_- = \frac{N}{\sum_{i=1}^N 1(y_i=1)}$ are the weights assigned to the positive and negative classes, respectively.

Evaluation Methodology: For train-test validation, stratified sampling was employed with 5 splits, to preserve the class distribution. Further, multiple train-test ratios were considered in experiments. Performance of all DNN and SVM models is evaluated on four parameters viz., Accuracy, F1-score, Precision, and Recall. The results are averaged over the stratified splits. Although all 4 parameters are important, due to paucity of space, results with respect to maximum average Accuracy are presented. Likewise, when similar trends are observed for both SVM and DNN models, only one is presented. Classification performance is evaluated through confusion matrices, for the best performing model configuration.

V. RESULTS AND ANALYSIS

The results of the experiments for the three objectives outlined above are presented next.

Impact of Light Exposure on Model Performance: The CIE Sky illuminance models [19], shown in Figure 6(a), show the hourly diffused solar radiation for the city of Dehradun, for 4 days (out of 28 days) during which experiments were conducted. Typically, after sun-rise, the light exposure increases as the day progresses, peaks around noon, and then reduces gradually. However, due to factors such as cloud cover intensity and opacity, fog, rain, etc., light exposure fluctuates. It can be observed that the intensity of solar radiation and illuminance distribution of sky fluctuates during a day and does not follow a steady rise and decline pattern. This high temporal variability in light exposure clearly impacts TC prediction model performance.

Considering all the time slots, the model Accuracy results in Figure 6(b), show an interesting trend. For all four TC metrics, the model performance generally improves as time of day or light exposure increases. There are certainly some expected fluctuations based on the discussion above. For example, TimeSlot1, has the best performance. Nevertheless, there is a definitive impact of time of day and circadian rhythms on the prediction performance of subjective TC perceptions.

Temporal Specificity of TC Prediction Models: The multi-class classification performance of TCV (comfort level) shown in Figure 7, is the best indicator of time specificity of TC prediction performance, as it demonstrates a high temporal variation. It’s evident that mislabeling of class values reduces drastically from TimeSlot2 to TimeSlot5; i.e., as the time of day increases. Consequently, the model performance improves significantly, with respect to Accuracy and F1-scores, by as much as 100% and 83%, respectively. Further, the temporal specificity can be observed in both majority and minority classes, which implies that taking “time of day” into consideration may help address the challenge of class imbalance. Thus, classification performance seems to be highly temporal, depending upon the photic input and outdoor thermal environment that students experience.

Although, the model for All Time Slots (Figure 7(a)) does not perform very well for TCV, it demonstrates average performance for other TC Metrics as shown in Figure 8(a). Thus, train-once-test-any-time strategy may be sufficient for
some TC metrics, especially TSV, but metrics such as TCV may need a time-specific models.

Impact of Outdoor Temperature: Adding the new outdoor temperature feature to the DNN and SVM models trained on the baseline primary student dataset [7], [18] significantly improves the TC prediction performance for all time slots combined. This is evident from Figure 8(a) and is true for all four TC metrics considered.

However, for individual time slot scenario, i.e., trained on all data and tested on individual time slot data, the results vary in each time slot. On the whole, Figure 8(b) shows that inclusion of outdoor temperature improves the prediction performance for all metrics except TCV. The most prominent gains are in TSV and TPV. Surprisingly, TCV model performance drops when outdoor temperature is included. We have earlier learned that primary students find it extremely difficult to judge their “comfort levels”, leading to a high number of ‘illogical votes’ [7], [18], [28]. Consequently, TCV prediction models for children perform far worse than those for adults [7]. Here, a probable explanation is that among all time slots, TimeSlot3 (Figure 3(c)) has the lowest fraction of students who are slightly comfortable (6%) and the highest percentage of very comfortable students (39%). Looking at the corresponding TPV values (Figure 3(b)), close to 45% students want the classroom to be “warmer” or “much warmer.” Thus, adding outdoor temperature and the time of day features, seems to be confusing the classifier.

Spatio-temporal Variation in TC Prediction: School1 is considered for location specific temporal variability analysis, as it is the best site in our study with respect to number of unique students (103), duration of experiments/classroom (5 days on avg.), and temporal span (5 time slots), contributing to 25% of data samples. With respect to the time of day and light exposure, spatial context seems to have some impact, which is visible in Figure 6(c). Ignoring TimeSlot6, which has only 40 samples, the prediction model Accuracy gradually increases as the time approaches noon. However, this is not true for TSV (sensation), where TimeSlot6 shows highest prediction Accuracy. This is an extremely important finding, as the natural illumination the classrooms of School1 was excellent in the morning slots owing to the orientation with respect to sun and an unobstructed layout. Further, the average outdoor temperature for the days of the experiments was higher (16.04°C) than all other schools (13.09°C, 14.4°C, 13.6°C, and 14.9°C).

Finally, let us consider the localized temporal variation in outdoor temperature, and its impact on TC prediction. The results are presented in Figure 8(c). The trends are similar for both DNN and SVM, indicating no overfitting in the former. Neural network models perform better overall. For most TC metrics, there is a gain in F1-scores with the inclusion of the running mean outdoor temperature as a feature. However, the increase is subdued as compared to the macro scenario in Figure 8(a). Thus, when considering TC prediction models at the micro level, i.e., for specific buildings, the spatial variability must also be taken into account along with temporal variability.

The important inferences from the above discussion are presented in the next section along with the future direction of this work.
VI. CONCLUSIONS AND FUTURE WORK

This work tried to answer three important research problems concerning the impact of temporal variability on thermal comfort prediction. There were several new findings, the most insightful among which are:

1. With increase in time of day, thermal comfort prediction performance generally improves.

2. Temporal variation in outdoor temperature has a significant positive impact on TC prediction, overall. However, at specific time of the day, the temporal context determines the magnitude of this impact.

3. Train-once-test-anytime models are possible at the macro level (e.g., a group of schools or residential buildings) for some thermal comfort metrics (e.g., thermal sensation).

4. For precise micro-level (e.g., specific building or indoor space) prediction capabilities, features governing spatio-temporal variability must be included in the model.

5. Limited cognition and comprehension abilities of children introduce complexities in TCV (comfort) and TPV (preference) prediction.

We intend to extend this work by predicting the comfort temperature with high accuracy in different temporal contexts. Further, we aim to test the generalization ability of the ML prediction models, across hours, days, and seasons. For contexts with limited samples such as TimeSlotP, solutions such as transfer learning will be explored.
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