Using Virtual Reality to Assess Landscape: A Comparative Study Between On-Site Survey and Virtual Reality of Aesthetic Preference and Landscape Cognition
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Abstract: In recent years, research on landscape perception has been generally overoptimistic about the use of virtual reality (VR); however, few have questioned the validity of VR. It is necessary to examine whether on-site stimulation can be substituted by VR. The purpose of this study was to assess the degree of agreement between on-site survey and VR for landscape perception. The sample included 11 representative landscapes from Tsuchiura city and Tsukuba city, Japan. On-site survey data was collected for 17 items related to aesthetic preference and landscape cognition. The same scenes were produced by VR and same survey data as on-site was collected. The agreement of both the overall mean of all landscapes and the ratings of all individuals in each landscape confirmed the high level of concordance of most cognitive attributes between the two stimuli. The findings support immersive VR as a reliable tool for assessing landscape cognition.
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1. Introduction

Public perceptions are related to and based on environmental attributes [1]. Therefore, it is essential to understand people’s landscape perceptions and aesthetic preferences to effectively design and set planning standards. These sensory experiences were previously only possible through real-life interactions. Traditional and mainstream environmental experiences require people to visit the site in person, which is expensive and time-consuming, and thus hinders the variety of landscape types that can be studied [2]. Since the 1970s, scholars have studied the representation validity of different visual materials to simulate landscapes, in order to find a simpler, cheaper, safer, and more transparent landscape evaluation method than on-site assessment. A prevalent though unstated assumption is that the more closely experimental conditions represent the “real-life” experience, the more accurately results reflect the response in “real life” to the environment studied [3]. As technology continues to advance, stimulating media have been expanding, from photographs, computer bitmaps and videos to virtual reality (VR) [4–11].

Lanier first used the term VR in 1989 and described it as a computer-simulated environment with, and within, which people interact [12]. Nowadays, VR has three types of systems: virtual environments presented on a flat screen, room-based systems such as cave automatic virtual environments (CAVEs), and head-mounted displays (HMD) [13,14]. In recent years, VR technology has been widely used by researchers, consumers, and enterprises, because many companies have introduced lightweight and affordable HMD devices. Compared with photos or photography, the visual information in VR
matches up with the experience of the real world, where the visual scene updates with head movement. Therefore, most of the research works based on VR simulating the real environment are optimistic about its representation validity. VR is widely used in spatial cognition research, such as on the security of enclosed park spaces and the influence of virtual nature environments on mental actions [15–17]. At the same time, due to its high controllability and repeatability, VR can provide an even more in-depth experience than on-site observation. Recently, evaluation research projects, including on the coral reefs in Australia’s Great Barrier Reef, high-speed roads, metro journeys, and wind farm exposure, have been conducted through immersive VR [18–21].

Validity refers to the degree that something is as it purports to be [22]. Existing research on the ecological validity of VR has mainly focused on the fields of neurology, clinical psychology, and computer science, involving perception, path-finding, and self-cognition [23–26]. The conclusions of these studies indicate that VR is not only a useful tool for neuropsychology; the experience it produces is also an important research object. Research on the validity of VR in landscape evaluation is minimal. Lim et al. compared photos and 3D-modeled VR images and obtained a strong affirmation of the validity of VR images [27]. However, this research projected VR through the screen, and the perspectives of photos and VR images are basically the same, which may induce respondents to give similar scores. Riva et al. created three virtual parks with the same structure and objects but different atmospheres and compared the emotional differences of respondents in an immersive experience [12]. The study confirmed the interaction between “feeling in the field” and emotion in a VR environment. Neither of the above studies compared the stimuli of VR and on-site environments. Usoh et al. pointed out that the conclusions obtained when respondents experience the same type of environmental stimulus are questionable in cross-environmental experience comparisons, such as immersive VR compared to real, or desktop display compared to immersive VR [28]. Additionally, some scholars have also noted limitations and disadvantages of VR, e.g., the resolution of the display and the accuracy of body contact [13,29]. Therefore, a comparison between on-site observation and VR observation is necessary.

Choosing a suitable landscape representation method is also necessary. Landscape can be studied as a social structure or as an aesthetic object [30]. Sevenant and Antrop [2,31] and Filova et al. [32] pointed out that the main factors affecting the landscape representation are: rating variables, landscape types, sociodemographic characteristics, and the angle of view of the representation. The research paradigm of landscape perception mainly comes from the field of environmental psychology. Early studies aimed to determine the beauty of the overall landscape. In recent years, numerous studies have tried to explore more conceptual cognitive attributes to represent the landscape [33–36]. Van der Jagt et al. reevaluated and confirmed the effectiveness of the preference matrix as a standard of landscape aesthetics evaluation [37]. Filova et al. found that in all the interviewee characteristics tests, only the gender and the residence of the respondents are important [32]. Similar conclusions have been confirmed by other studies [38–40]. Sevenant and Antrop’s study discussed different horizontal perspectives by changing the width of the photos (normal and panoramic photos) and concluded that panoramic photos have advantages over normal photos [2]. Compared with a photo representing a specific view at a specific site, although VR can better reproduce the overall landscape, the observation range that observers prefer is unknown, and limited headset resolution is also a challenge.

To our best knowledge, few experiments have been carried out to compare the on-site survey data of landscape cognition with data stimulated by VR to check the representation validity of VR. To examine the potential of VR for substituting or complementing filed surveys and on-site landscape assessment, this research tried to answer the question whether the aesthetic preference and cognitive ratings of the on-site and VR stimuli are consistent. We compared landscape perception evaluation between on-site and VR stimuli, involving the overall landscape “beauty” score and the ratings of the 16 cognitive attribute variables. Both the concordance of mean variables for all vistas and the concordance of individuals for each vista were calculated, which, on the one hand, considers the impact of landscape types, and, on the other hand, excludes the impact of ecological fallacy caused
by aggregated data. The findings are compared with earlier studies that investigated the validity of photographic stimuli.

2. Materials and Methods

2.1. Questionnaire

The questionnaire assesses cognitive items and aesthetic preferences. The first part was overall scoring of the scenery’s beauty (between 0 and 10). The second part consisted of 16 cognitive attributes to describe a more detailed perception using a 6-point Likert scale. Respondents needed to answer questions such as “To what extent do you consider the landscape is homogeneous?” The 16 cognitive attributes were: “vast,” “coherent,” “human-influenced,” “well-maintained,” “quiet,” “attractive plants,” “unspoiled,” “inviting to visit,” “of historical importance,” “valuable for conservation,” “homogeneous,” “bearing many functions,” “accessible,” and “typical.” This questionnaire was mainly derived from the research of Sevenant and Antrop [2,31] and also covered the classic theories of landscape perception [33,35]. In addition, respondents voluntarily filled in personal information, including nationality, age, and gender. The questionnaire was available in Chinese, Japanese, and English to meet the needs of tourists of different nationalities.

2.2. On-Site Survey Data Collection

The on-site stimulation included 11 landscape observation points, which were non-randomly selected during the field trip in November 2018. The observation points were located in Tsuchiura city and Tsukuba city (see Figure 1), covering typical landscape types in the Kanto area of Japan, such as lakeside, mountain, farmland, urban center, urban community, historical ruins, and religious place. Table 1 illustrates the landscape features of the 11 vistas, including natural features including land cover and hydrology, as well as cultural features. The panoramic photos of the 11 vistas can be found in Appendix A Figure A1.

Figure 1. The location of study area. (a) Location of Kanto area in Japan; (b) Location of study area in Ibaraki, Kanto area; (c) Location of 11 vistas of the on-site survey in Tsuchiura City and Tsukuba City.
Table 1. Landscape features of the 11 vistas.

| No.   | Description                        | Landcover            | Hydrology  | Cultural Features                     |
|-------|------------------------------------|----------------------|------------|---------------------------------------|
| Vista 1 | Kasumigaura lake park              | Park and waters      | Lake       | Recreation structures                 |
| Vista 2 | Tsuchiura farmland                 | Farm land and bushland| Paddy      | Farming                               |
| Vista 3 | Mastushiro community park          | Park and structures  | Pond       | Recreation structures                 |
| Vista 4 | Matsushiro multi-unit apartments   | Structures           | None       | Multi-storey and recreation structures|
| Vista 5 | Tsukuba center plaza               | Structures           | Channel    | Commercial buildings and recreation structures |
| Vista 6 | Tsukuba station square             | Structures           | None       | Infrastructures and commercial buildings |
| Vista 7 | Tsukuba center park                | Park, water and forest| Pond       | Monument                              |
| Vista 8 | Hirasawa-Kanga ruins               | Meadow and structures| None       | Ancient houses                        |
| Vista 9 | Tsukuba shrine                     | Structures and forest| None       | Religious structures                  |
| Vista 10 | Tsukuba mountain path              | Forest               | None       | None                                  |
| Vista 11 | Tsukuba mountain bird view         | Structures and farmland| None       | Infrastructures and farming           |

The on-site survey was conducted on 2 November 2018, a sunny day with few clouds and high visibility. Respondents stood at the designated position, observed the on-site landscape encompassing 360 degrees (without the designated observation angle), and filled in the questionnaire on site. The observation order of the on-site survey was from vistas 1 to 11 in turn. During the questionnaire, the respondents were not allowed to communicate with each other to ensure the independence of observation.

2.3. VR Data Collection

During the on-site survey, we collected data for VR stimulation. A tripod was placed at the observation point to fix the spherical camera (GoPro Fusion, GoPro, Inc., San Mateo, California, U.S.A.) at a height of 165 cm, matching the height of the average person’s eye-level. The camera with two 18-megapixel lenses recorded a 360° panoramic video. For each observation point, we filmed three 1-minute 360° videos (5.6 K 30 fps). Then, the high-res spherical content was stitched and rendered by GoPro Fusion Studio (GoPro, Inc., San Mateo, California, U.S.A.) into panoramic videos.

From December 2018 to January 2019, we conducted VR stimulation experiments in the laboratory. The HMD Oculus Go (Facebook Technologies, LLC, Irvine, California, U.S.A.), which was equipped with a 5.5-inch 2560 x 1440 resolution display, provided the immersive VR experience by tracking head motion to update the visual display. During the VR experience, respondents were asked to sit on a swivel chair in an open space and could rotate their body and head safely and freely. In order to eliminate the order effect, while wearing the headset, the respondents watched the panoramic videos in a random order stored on the device and answered the questionnaire verbally. The questionnaire was consistent with the on-site survey.

2.4. Respondents

Thirty-seven respondents (23 females and 14 males) aged 20–42 (M = 24.9, SD = 4.1) from Chiba University, who were recruited through posters, participated voluntarily in the study. Participants were students majoring in landscape architecture. They were assigned randomly to the on-site or VR experiment. Sixteen people participated in the on-site investigation, and 21 people participated in the VR stimulation experiment.
2.5. Statistical Analysis

This study used two datasets (see Figure 2). Dataset 1 was the 17 variables (“beauty” score and 16 cognitive items) of all vistas, which were means rating scores for \( N = 11 \) vistas (data matrix = \( 17 \times 11 \) cells). Dataset 2 was the variables per vista, which were rating scores of individuals (\( N = 37 \)) per vista (data matrix = \( 17 \times 11 \times 37 \) cells).

Our study used a common repeatability experiment and comparative analysis to observe whether two different techniques that measure the same variable produce basically the same results, in order to evaluate the concordance of the two techniques. Therefore, Student’s t-test, as a usual method for numerical variables, was used to test the null hypothesis that the true mean difference is zero [41].

The open-source statistics software JASP (JASP Team, version 0.11. 1, University of Amsterdam, Amsterdam, The Netherlands) was used to measure the agreement and relationship between the on-site survey and VR. Cronbach’s alpha was used to measure the reliability of the dataset. To calculate the agreement between the two stimuli, paired samples t-tests and Spearman correlations were used for dataset 1, and independent samples t-tests and percent agreements were used for dataset 2.

Figure 2. Comparison of two stimuli using two kinds of dataset.
3. Results

3.1. Reliability Analysis and Descriptive Statistics

The value of “beauty” scores was used to calculate the reliability for both stimuli because it has the largest standard deviation of all the variables. We supposed that respondents had similar scoring patterns, and the reliability of the “beauty” score can be extrapolated to other variables. Cronbach’s alpha was used to measure the intercorrelations, which should be greater than 0.7 to ensure reliability. To calculate the reliability, we considered the respondents as the variables and the landscapes as the cases. For the observation on-site and through VR, Cronbach’s alpha values were 0.837 and 0.708, respectively. The data for the two stimuli were reliable, which was the premise for further analysis. Table 2 provides the means and standard deviation of the “beauty” score variables per vista.

|         | On-Site | VR   |
|---------|---------|------|
| Vista 1 | 8.3     | 7.8  |
| Vista 2 | 5.8     | 6.1  |
| Vista 3 | 6.4     | 7.0  |
| Vista 4 | 4.9     | 5.4  |
| Vista 5 | 6.2     | 6.6  |
| Vista 6 | 6.4     | 5.2  |
| Vista 7 | 7.9     | 7.1  |
| Vista 8 | 8.9     | 7.9  |
| Vista 9 | 8.3     | 7.4  |
| Vista 10| 6.6     | 7.7  |
| Vista 11| 8.6     | 7.8  |

As Figure 3 shows, the mean “beauty” scores reflect the concentration trend of aesthetic preference. Six vistas have higher average scores for on-site stimuli, and the others increase in the VR environment. The trend of mean “beauty” score for on-site and VR were similar.

Figure 3. Means “beauty” score per vista.

No matter what kind of stimulation, the three landscapes that obtained the highest average “beauty” score were vistas 1, 8, and 11, which all were natural landscapes. The three most “un-beautiful” landscapes according to on-site stimulation were vistas 2, 4, and 5, while for VR stimuli they were vistas 2, 4 and 6, which were all artificial landscapes. The standard deviation for all vistas indicated that the differences in aesthetic preference for VR stimuli (SD = 1.0) were smaller than those for on-site stimuli (SD = 1.3).
3.2. Aesthetic Preference

3.2.1. Agreement of Mean “Beauty” Scores for All Vistas

We used the paired sample t-test to estimate the effect size and test the null hypothesis that the average “beauty” scores of all vistas for the two stimuli are equal. The mean “beauty” scores for on-site stimuli were not significantly different from VR stimuli. \( t(10) = 0.82, p > 0.05, d = 0.25 \). The results showed agreement between the overall mean “beauty” scores of on-site and VR stimuli.

3.2.2. Agreement of “Beauty” Scores of Individuals per Vista

The independent samples t-test was used to check the significance of the difference between the two stimuli for “beauty” scores of individuals per vista, and the effect size was measured by Cohen’s d, which indicated that the d values of the small, medium, and large effect quantities correspond to 0.20, 0.50, and 0.80, respectively [42]. The results are shown in Table 3.

| Beauty Score | t    | p    | Cohen’s d |
|--------------|------|------|-----------|
| Vista 1      | 0.98 | 0.33 | 0.33      |
| Vista 2      | −0.67| 0.51 | −0.22     |
| Vista 3      | −1.04| 0.31 | −0.34     |
| Vista 4      | −1.00| 0.32 | −0.33     |
| Vista 5      | −0.88| 0.39 | −0.29     |
| Vista 6      | 2.29 | 0.03 | * 0.76    |
| Vista 7      | 1.49 | 0.14 | 0.50      |
| Vista 8      | 1.88 | 0.07 | 0.62      |
| Vista 9      | 2.13 | 0.04 | * 0.71    |
| Vista 10     | −1.79| 0.08 | −0.59     |
| Vista 11     | 2.33 | 0.03 | * 0.77    |

Note. Student’s t-test. df = 35; * \( p < 0.05 \); The significant p-values are highlighted in bold.

For vistas 1, 2, 3, 4, 5, 7, 8, and 10, there was no significant difference between the two stimuli \( (p > 0.05) \). For vistas 6, 9, and 11, the on-site stimuli achieved higher “beauty” scores than the VR stimuli, showing significant difference \( (p < 0.05) \). The values of Cohen’s d for these three vistas all were higher than 0.5 but lower than 0.8, indicating a moderate effect size. To sum up, 72.7% of the vista “beauty” scores showed agreement between on-site and VR, and the rest of the vistas had a medium difference between the two stimuli. Hence, combining the results of Section 3.2.1 and 3.2.2, VR can be used to assess landscape aesthetic preferences.

3.3. Cognitive Attributes

3.3.1. Agreement of Mean Cognitive Ratings for All Vistas

Figure 4 shows the comparison of the overall cognitive rating variable means for the 11 vistas. Similar to the mean “beauty” scores of all the vistas, the trend of both stimuli was similar. The population mean of the difference between paired data was calculated by paired samples t-test. As Table 4 shows, the mean variables of the cognitive items, except “unspoiled” and “homogeneous,” showed no difference between the two stimuli.
Figure 4. Overall cognitive rating variable means for the 11 vistas.

The “unspoiled” rating of on-site stimuli (M = 3.7, SD = 0.9) was significantly larger than that of VR stimuli (M = 3.1, SD = 0.8), t (10) = 6.315, p < 0.05, d = 1.904. Meanwhile, the “homogeneous” rating of the on-site stimuli (M = 3.7, SD = 0.4) was significantly less than that of VR stimuli (M = 4.2, SD = 0.5, t (10) = −3.55, p < 0.05, d = −1.07). The results indicated that respondents felt that the landscape stimulated on-site was more unspoiled and diverse than that stimulated by VR.

Table 4. Paired samples t-test for cognitive item means of all vistas.

| Item                        | t   | p    | Cohen’s d |
|-----------------------------|-----|------|-----------|
| Varied                      | 0.89| 0.40 | 0.27      |
| Vast                        | 0.36| 0.73 | 0.11      |
| Coherent                    | −1.07| 0.31| −0.32     |
| Human-influenced            | 1.89| 0.09 | 0.57      |
| Well-maintained             | 0.33| 0.75 | 0.10      |
| Quiet and silent            | 1.50| 0.17 | 0.45      |
| Attractive vegetation       | 0.59| 0.57 | 0.18      |
| Unspoiled                   | 6.32| 0.00 | *** 1.90  |
| Familiar                    | −0.97| 0.36| −0.29     |
| Inviting to visit           | 1.55| 0.15 | 0.47      |
| Of historical importance    | 0.99| 0.34 | 0.30      |
| Valuable for conservation   | 1.71| 0.12 | 0.52      |
| Homogenous                  | −3.55| 0.01| −1.07     |
| Bearing a lot of functions  | 2.15| 0.06 | 0.65      |
| Accessible                  | −1.30| 0.23| −0.39     |
| Typical                     | 0.73| 0.49 | 0.22      |

Note. Student’s t-test. df = 35; * p < 0.05, ** p < 0.005, *** p < 0.000.

We used violin plots with box plots to show the entire distribution of the cognitive ratings for “unspoiled” and “homogeneous” (see Figure 5). The box plot elements show the median “unspoiled” cognition for on-site stimuli is higher than that for VR. The shape of the distribution indicates “unspoiled” ratings of VR are concentrated around the median, while “unspoiled” ratings of on-site have two peaks. Although the median “homogeneous” cognition for both stimuli are the same, the data distribution of both shows multiple peaks, which indicates the respondents may have several patterns of views on “homogeneous.”
3.3.2. Agreement of Cognitive Ratings of Individuals per Vista

An independent samples t-test was used to measure the difference caused by the stimulus per vista. As Table 5 shows, the cognitive ratings of “human-influenced,” “attractive vegetation,” “valuable for conservation,” “accessible,” and “typical” had no difference between the two stimuli in all the vistas. The differences between the two stimuli for the ratings of “varied,” “vast,” “coherent,” “well-maintained,” “unspoiled,” “familiar,” “inviting to visit,” “of historical importance,” and “bearing a lot of functions” were also very small and consistent in most vistas. The cognitive variables with the greatest divergence were “quiet and silent” and “homogeneous”; both significantly different in nearly half of the vistas (n = 5). In summary, the levels of agreement were high (≥80%) for 75.0% of the cognitive items and moderate (≥60% and <80%) for 12.5% of the cognitive items. Cognitive items with low agreement (<60%) included the ratings of “quiet and silent” and “homogeneous.” Combining this with the results of Section 3.3.1, we can say that VR can be used to assess the cognition of “varied,” “vast,” “coherent,” “human-influenced,” “well-maintained,” “attractive vegetation,” “familiar,” “inviting to visit,” “of historical importance,” “valuable for conservation,” “bearing a lot of function,” “accessible,” and “typical” landscapes.

Table 5. Overview of the p-value of the independent samples T-Test for cognitive items per vista.

| Items                  | Vista | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   | 9   | 10  | 11  |
|------------------------|-------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Varied                 |       | 0.36| 0.83| 0.20| 0.31| 0.13| 0.03| 0.01| 0.88 | 0.23 | 0.44 | 0.28 |
| Vast                   |       | 0.96| 0.04 | 0.99| 0.82| 0.68| 0.03| 0.88| 0.64 | 0.35 | 0.50 | 0.77 |
| Coherent               |       | 0.54| 0.00 | 0.23 | 0.04| 0.84| 0.82| 0.66| 0.75 | 0.71 | 0.33 | 0.78 |
| Human-influenced       |       | 0.60| 0.57 | 0.13| 0.16| 0.88| 0.49| 0.10| 0.29 | 0.98 | 0.81 | 0.95 |
| Well-maintained        |       | 0.12| 0.08 | 0.18| 0.05| 0.72| 0.35| 0.61| 0.02 | 0.56 | 0.61 | 0.48 |
| Quiet and silent       |       | 0.00| 0.00 | 0.60| 0.96| 0.68 | 0.67| 0.62| 0.02 | 0.02 | 0.03 | 0.09 |
| Attractive vegetation  |       | 0.46| 0.21 | 0.68| 0.13| 1.00| 0.59| 0.55| 0.26 | 0.08 | 0.93 | 0.74 |
| Unspoiled              |       | 0.01| 0.08 | 0.15| 0.27| 0.77| 0.19| 0.38| 0.53 | 0.53 | 0.15 | 0.20 |
| Familiar               |       | 0.02| 0.34 | 0.86| 0.32| 0.44 | 0.00| 0.06| 0.17 | 0.59 | 0.70 | 0.81 |
| Inviting to visit      |       | 0.82| 0.99 | 0.71| 0.04| 0.46| 0.00| 0.05| 0.05 | 0.52 | 0.47 | 0.47 |
| Of historical importance|      | 0.26| 0.21 | 0.42| 0.22| 0.15| 0.03| 0.01| 0.22 | 0.47 | 0.08 | 0.39 |
| Valuable for conservation|   | 0.83| 0.63 | 0.49 | 0.45| 0.40| 0.00| 0.05 | 0.98 | 0.94 | 0.43 | 0.69 |
| Homogenous             |       | 0.86| 0.01 | 0.00 | 0.01| 0.74| 0.00| 0.00| 0.95 | 0.96 | 0.07 | 0.94 |
| Bearing a lot of functions |     | 0.54| 0.15 | 0.10| 0.33| 0.04| 0.38| 0.03| 0.60 | 0.65 | 0.82 | 0.03 |
| Accessible             |       | 0.94| 0.82 | 0.90| 0.06 | 0.40 | 0.17| 0.59| 0.70 | 0.81 | 0.85 | 0.76 |
| Typical                |       | 0.96 | 0.21 | 0.48 | 0.06| 0.25| 0.50| 0.31 | 0.07 | 0.11 | 0.38 | 0.16 |

Note. Student’s t-test. df = 35; a If Levene’s test is significant (p < 0.05) while Shapiro–Wilk’s test is significant (p < 0.05), suggesting the data sets are not normally distributed with unequal variances, conduct a Mann–Whitney U test instead; The significant p-values are highlighted in bold.
It is worth noting that the results in Section 3.3.1 did not show a significant difference for the population means of “quiet” ratings between the two stimuli. Meanwhile, the population means of “unspoiled” ratings significantly differed between the two stimuli; however, for individuals per vista, only that of vista 1 was significantly different. This indicated a potential ecological fallacy problem for “quiet” ratings that used aggregate data to conclude the individuals’ ratings. Yet, contrary to the cognition of “quiet,” the cognition of “unspoiled” may be overgeneralized by the small sample size.

The number of significantly different cognitive variables per vista range between one and six (M = 3.5). The two stimuli showed excellent agreement on vista 3 (community park), vista 5 (center plaza), vista 9 (shrine), vista 10 (mountain path), and vista 11 (mountain bird view), with only one cognitive attribute being different. There were two vistas, vista 6 (station square) and vista 7 (center park), where the number of cognitive variables with a significant difference was more than 25.0% of the total (N > 4). Vista 6 and vista 7 represented a hard urbanization landscape and a soft parkland landscape, respectively. Compared with other vistas, they did not have special landscape elements to infer that the representational ability of VR failed for a specific landscape feature type. In summary, the levels of agreement were high (≥80%) for 72.7% of the vistas and moderate (≥60% and <80%) for the rest of the vistas, indicating that the representation validity of VR would not change much for different landscape types.

4. Discussion

4.1. Overview of Findings

In this study, the on-site survey is considered the gold-standard method. It is expected that observations made by VR stimuli will replace the gold-standard method because VR will be faster, cheaper, and more effective [41]. Before explaining the results, we must mention some limitations of our research. Opportunity samples, i.e., landscapes and respondents, were used in the study. The observation points were chosen based on a pre-survey in order to cover a diversity of landscape types. We also worked with students majoring in landscape as respondents, and the two stimuli types correspond to two independent respondent groups. Due to the limited materials of the on-site survey, the assignment to groups was not random, and the gender and the residence of respondents did not accord with the natural distribution. The use of opportunity samples may affect the validity of representation. However, the calculation of reliability within the group of respondents has produced satisfactory results. Therefore, some possible changes caused by the respondents’ background are excluded, enabling us to concentrate on the induced validity of stimulus and landscape types.

From intuitive descriptive statistics, the total mean “beauty” score of the on-site stimulation was slightly higher than that in the VR environment. However, the differences in aesthetic preferences for the VR observation were smaller than those of the on-site observation, indicating that people may have a more uniform aesthetic preference under VR stimulus.

We calculated the difference between the population mean variables of all vistas and found that “beauty” scores and most cognitive items showed no difference between the two stimuli in general. For the specific landscapes, the “beauty” scores of 72.7% of the vistas observed through VR were in concordance with those observed on-site. The percent agreement of the cognitive items was high for 75.0% and moderate for 12.5%. Additionally, the representation validity of VR will not change much for different landscape types. The above conclusions verify that immersive VR is a reliable tool to replace on-site investigations for landscape perception assessment.

Meanwhile, we found the ratings of “homogeneous” significantly differed between the two stimuli in both the population means for all vistas and individual ratings per vista, indicating that the validity of VR for representing “homogeneous” is doubtful. People may find the landscape more homogeneous when observing it through VR.
4.2. Ecological Fallacy and Systematic Effect

Several previous studies used the Spearman correlation coefficient (or Pearson correlation coefficient) to evaluate the agreement between the two methods (e.g., [2,22,43,44]). The high correlation between the two sets of data was as expected. However, a high correlation does not mean a high level of agreement. For example, the study of Sevenant and Antrop [2] found that on-site observation always obtained higher ratings than photo observation, although the correlation between the pairs of stimuli was significant, which means that photo observation has a significant systematic effect. Therefore, it cannot be proved that the two stimuli are concordant by the Spearman correlation coefficient.

In addition to systematic effects, inappropriate inferences also come from the loss or concealment of detailed information caused by aggregated data, which is called an ecological fallacy [45]. An ecological fallacy is not a statistical fallacy, which refers to a confusion between group average and total average. Statistically, when a correlation is evaluated at the group level, it tends to be greater than when it is evaluated at the individual level [46]. Palmer and Hoffman [22] indicated that there is an ecological fallacy in numerous research works on photo-based landscape preference; therefore, we should not only analyze the representation validity of VR in all landscape types but also measure whether it changes for different landscape types.

The paired t-test for all vistas suggested the population mean ratings of “unspoiled” were significantly different, which, however, differed in only one of the 12 vistas for individuals’ ratings per vista. On the contrary, the ratings of “quiet and silent” of individuals differed between the two stimuli in five vistas, although this difference was not reflected in the comparison of the average scores. We tried to explore the reasons for this result.

Spearman correlation coefficients were used to detect the mean variables of “unspoiled” for all vistas, \( r = 0.94, p < 0.000 \). We investigated whether a line of equality, represented by the 45-degree line passing through the origin in Figure 6, was conformed to by the paired data, which would indicate the sameness of the two scales. The rating scores of the two stimuli for “unspoiled” are highly correlated; however, there is no agreement between the data pairs, which means that there is an obvious systematic effect (bias) for the observer’s perception of the “unspoiled” landscape, i.e., the observer under VR stimulation always gives a lower “unspoiled” score than that give under on-site stimulation (Figure 6).

![Figure 6](image)

**Figure 6.** Diagram showing the association of cognitive ratings between the results of on-site stimuli and those of VR stimuli. (a) Cognitive ratings of “unspoiled”; (b) Cognitive ratings of “quiet”.

The cognitive rating of “quiet” is another situation with a poor correlation (\( r = 0.61 \)); however, evidence of a systematic effect (bias) is lacking and, on average, there is agreement between the two stimuli methods. This indicates that cognition of “quiet and silent” through VR stimuli will change with the type of landscape. Therefore, it would be an ecological fallacy if we were to draw inferences about the cognition of “quiet” for each vista that were deduced from inferences about all vistas. Vistas 1, 2, 8, 9, and 10, which are lake park, agricultural land, historical site, shrine, and mountain path,
respectively, differ in the cognition of “quiet” between the VR and on-site stimuli. These landscapes are usually considered quiet environments but get lower quiet ratings through VR than on-site. Instead, for some noisy environments, such as vista 5 (center plaza) and vista 6 (station square), VR and on-site measurement reached highly unanimous results. This suggests that the perceptions of quietness among independent respondents are considerably different in some landscapes, especially the quiet landscape. This is most likely due to the sound recorded by the camera, which cannot effectively represent the sound of the actual scene, because the wind, close footsteps, or meaningless noises are amplified by the headset. Thus, although statistical analysis for all of the vistas supports immersive VR as a reliable tool to replace on-site investigations, this result should be applied with caution, because the general landscape is not represented by each panorama but rather only specific views at specific sites, which is in line with that mentioned in previous research [2,22,47,48].

4.3. Comparing with the Validity of Using Photographs

Because the “descriptive terms” used in this study were almost the same as those used in Sevenant and Antrop’s study [2], it is possible to compare our results to the representation validity they found between on-site, normal photos, and panoramic photos. Table 6 shows the Spearman correlations of the population mean ratings between pairs of stimuli.

Table 6. Spearman correlations of the population mean ratings between pairs of stimuli.

| Rating Variable            | On-Site & Panorama Photo | On-Site & Normal Photo | On-Site & VR |
|----------------------------|--------------------------|------------------------|--------------|
| Beauty                     | 0.84 ***                 | 0.77 **                | 0.87 ***     |
| Varied                     | 0.55                     | 0.41                   | 0.63 *       |
| Vast                       | 0.90 ***                 | 0.87 ***               | 0.95 ***     |
| Coherent                   | 0.91 ***                 | 0.63 *                 | 0.50         |
| Well-maintained            | 0.71 ***                 | 0.85 ***               | 0.65 *       |
| Quiet and silent           | 0.71 **                  | 0.70 *                 | 0.58         |
| Attractive vegetation      | 0.72 **                  | 0.81 ***               | 0.79 **      |
| Unspoiled                  | 0.92 ***                 | 0.85 ***               | 0.93 ***     |
| Familiar                   | 0.62 *                   | 0.36                   | 0.73 *       |
| Inviting to visit          | 0.87 ***                 | 0.69 *                 | 0.86 ***     |
| Of historical importance   | 0.59 *                   | 0.28                   | 0.80 **      |
| Valuable for conservation  | 0.85 ***                 | 0.74 **                | 0.95 ***     |
| Bearing a lot of functions | 0.75 **                  | 0.57                   | 0.76 **      |
| Accessible                 | 0.56                     | 0.63 *                 | 0.88 ***     |
| Human-influenced           | 0.77 **                  | 0.84 ***               | 0.93 ***     |
| Homogenous                 | 0.77 **                  | 0.72 **                | 0.61 *       |

Note. * p < 0.05, ** p < 0.005, *** p < 0.000. Data of Spearman correlation coefficients between on-site, panoramic photos and normal photos are referenced from Sevenant and Antrop [2].

As we expected, the correlations of VR and on-site (M = 0.77) are equal to or higher than the two photo stimuli (M = 0.75 for panorama, M = 0.67 for normal photo) in aesthetic preference and most cognitive attributes. Previous studies have obtained the correlation coefficients between photos and on-site landscape: the average of 0.8, the minimum of 0.7 and the preferred of 0.9 [22,49]. There were seven cognitive attributes that reached the preferred correlation coefficient in the VR group (from high to low, these were “vast,” “valuable for conservation,” “human-influenced,” “unspoiled,” “accessible,” “beauty,” and “inviting to visit”), four in the panorama group (“unspoiled,” “coherent,” “vast,” and “inviting to visit”), and only one in the normal photo group (“vast”).

However, there are also some items that caught our attention. We found that VR is not as effective in the recognition of “quiet” as normal photos or panoramic photos. The reason was discussed in Section 4.2, i.e., the distortion of the soundscape of the VR environment. In addition to
“quiet”, the correlation of “coherent” is also lower than that of the two photographic stimuli, which is counterintuitive. VR provides a borderless visual environment; thus, we supposed respondents could observe the continuity of the landscape better. The low correlations of “coherent” may be because we did not limit the perspective of observation, and all vistas were scored based on the intuitions of the respondents on the holistic landscape. The results in Table 5 show that vistas 2 and 4 had the largest difference. The representation validity of “coherent” for other vistas is good. Vista 2 was shot in a paddy filed surrounded by bushland and road for “coherent” rating, M = 3.8 on-site, M = 4.9 on VR; vista 4 was taken in a children’s playground surrounded by high-rise group apartments, for “coherent” rating, M = 3.1 on site, M = 3.7 on VR. VR received a higher average “coherent” rating in both vistas. It shows that observers may notice the borders of landscape patterns more easily in the field than in VR. In any case, previous measurements in this study show that VR can effectively represent the “coherent” cognition of landscapes.

Sevenant and Antrop [2] also focused on the ecological fallacy and excluded it by performing Repeated Measures ANOVA. They finally found that the validity of “vast,” “varied,” “familiar,” and “of historical importance” were very low for both panoramic and normal photos. Our findings indicate that the four cognitions do not differ between VR and on-site in most vistas. Especially for the “vast” variable, the validity of VR is obvious due to its ability to capture vastness that goes far beyond static photos.

5. Conclusions

The role of VR technology in cognitive research, such as spatial assessment, has attracted increasing attention. However, it is not only the knowledge of the environment, but also the perceptual participation of the public to promote ecologically conscious behavior. Little is known about the agreement of on-site observation and VR stimulus in terms of public perception. This study measured the feasibility, regarding preference and cognition, of using VR to assess landscapes. In summary, our results support that immersive VR is a reliable tool that can be used in place of on-site observation for cognitive assessment of landscapes. However, this result should be applied with caution, especially for the cognition of “homogeneous,” “quiet,” and “unspoiled.” People may find the landscape more homogeneous and spoiled when observing it through VR. Additionally, people may not accurately determine how noisy the scene is because the on-site sound is not accurately reproduced.

These results are important, because VR technology is rapidly developing. VR has made the relationship between human behavior and its impact on the environment less abstract. We are likely to witness a revolution in human interaction with VR technology and the environment within the next decade. VR provides the advantage of reducing costs and contributes to the sustainability of practices such as quality monitoring and landscape assessment. In addition, our results also support the validity of studies that analyze spatial cognition through immersive VR, providing more potential for fields such as environmental psychology, landscape therapy, open space development and public participant.

Further research needs to find more empirical evidence to evaluate generalizability. Landscape preference is directly related to human nature as a multi-sensory creature. Although assessment may mainly be based on the visual aspects of the environment, other aspects (such as touch, sound and smell) also contribute to landscape perception. Hence, in addition to capturing the visual characteristics of the landscape, more attention should be paid to the other aspects of environment when using VR.
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Appendix A

Figure A1. Panoramic photos of 11 vistas.
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