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Abstract—Internet of Things (IoT) systems usually produce massive amounts of data, while the number of devices connected to the internet might reach billions by now. Sending all this data over the internet will overload the cloud and consume bandwidth. Fog Computing's (FC) promising technology can solve the issue of computing and networking bottlenecks in large-scale IoT applications. This technology complements cloud computing by providing processing power and storage to the edge of the network. However, it still suffers from performance and security issues. Thus, machine learning (ML) attracts attention for enabling FC to settle its issues. Lately, utilizing ML has been a growing trend to improve FC applications, like resource management, security, lessen latency, and power usage. Also, intelligent FC was studied to address industry 4.0, bioinformatics, blockchain, and vehicular communication system issues. Due to the ML vital role in the FC paradigm, this work will shed light on recent studies that utilized ML in an FC environment. Background knowledge about ML and FC was also presented. This paper categorized the surveyed studies into three groups according to the aim of ML implementation. These studies were thoroughly reviewed and compared using sum-up tables. The results showed that not all studies used the same performance metric except those worked on security issues. In conclusion, the proposed ML models' simulations are not sufficient due to the heterogeneous nature of the FC paradigm.
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1 Introduction

Today, the world has seen a growth in mobile devices and computers' everyday usage by individuals and organizations [1]. Applications and sensors of electronic devices are used to produce data, usually a massive amount of it. As a result, many companies must take responsibility for routinely maintaining vast volumes of data [2]. Companies currently need a dynamic information management architecture because of the transition to cloud computing and the benefits of this shift, such as scalability, availability, and pay-as-you-use features [3]. Cloud computing has made many services available that include platform, software, and infrastructure as services heading
toward anything can be presented as service [4], [5]. Still, it is not always feasible to transfer big data generated by sensors to the cloud for processing and storage [6], [7].

Moreover, several IoT applications require faster processing, only present-day cloud incapable of meeting such applications' latency requirement [8]. The problem is approached through the use of FC, which involves harnessing the computing power of devices close to a user to help with the storage and processing of data [9]. FC's different goals include efficiency improvements, data size reduction required to be transmitted to the cloud for data processing, analysis, and storage [10], [11]. The leading cause for this is often performance, but security and compliance can be other reasons [12]. Recently the AI algorithms have been applied to IoT data analysis [13]–[15]. End-user devices at the lowest layer of the network carry many unwanted features, such as insufficient memory, an inadequate low communication bandwidth, low processing power, and heterogeneous hardware that differ from the cloud infrastructure [16]. Computing technologies have advanced in various areas throughout the last decade, such as AI, GPU computing, cloud computing, and various hardware enhancements [17]. ML is the most widely implemented AI algorithm in various fields. Researchers have used ML to overcome networking problems in several earlier studies, including network routing, security, traffic engineering, and resource allocation [18]–[23].

ML plays a significant role in creating a smart/intelligent environment where autonomous management and operation are concerned [24], [25]. The significance of ML is extended to IoT, as without it, IoT will not be possible in terms of performing functional, monitoring, or preprocessing tasks [26], [27]. Moreover, meeting the IoT's diverse QoS demands remains a formidable issue due to the IoT devices' resource-limited nature[28]. Thus, describing ML concerning fog, cloud, and edge computing for IoT deployment is critical [29]. The ability to analyze data on network devices such as routers and switches is easy to implement using current technologies like Cisco's IOS XR [30]. Usually, works conducted on ML involved actuators, sensors, and low-level fog nodes. However, at a higher level, fog nodes can handle frameworks like Weka [31] and Scikit-learn to implement many AI applications. ML is used to execute, optimize, assign, or monitor functional tasks such as clustering, routing, duty-cycle management, data aggregation, and medium access control [32]. It is not easy to manage the relevant processes in the fog nodes because they are dynamic, complex, and heterogeneous.

Moreover, FC services should be enhanced by improving their diversity and transmission efficiency. ML has been used in the development of FC systems. Thus, nodes can benefit from ML in many aspects. For instance, deep analytics can be applied by including ML in FC [33]. Intelligent fog applications are being developed because ML can deliver reliable AI. These algorithms extract valuable information and details from captured data. This paper aims to give a brief epitome about the related topics and investigate current trends in the research field via literature review, which will enrich the body of knowledge with a summary of recent work in the field. Section two of this paper will give background knowledge about FC and ML from the perspective of FC. The reviewing methodology will be explained in section three. The related work section follows, where the most recent studies about the topic will be reviewed.
Section four will compare, summarize and discuss these studies. Finally, the last section will conclude section four's findings and give general remarks about them.

2 Theory and Background Knowledge

The following subsections will introduce the concept of FC in terms of architecture and software features. Then it will briefly introduce ML from the viewpoint of FC.

2.1 Fog Computing (FC) network architecture

FC complements the operations of cloud computing to reinforce the Quality of Service (QoS) and Quality of Experience (QoE) of the End-Users (EU) [34]. The FC architecture is versatile; the number of layers between the EU and the cloud provider can vary between a single layer or any hierarchical layers of fog nodes [35], [36]. Figure 1 illustrates the layers of the FC paradigm. The architecture's main aim is to allow for the EU's requests to be served by the cloud or pass it to the closest available fog nodes within the EU's vicinity. The most important entities of this architecture are the fog nodes. The functions of these nodes are communication, computation, and storage.

Fig. 1. FC Network Architecture
Moreover, fog nodes can be deployed in several locations with various functions and can have multiple forms [37]. The first fog layer from bottom to top (Figure 1) can include wireless access points (APs), routers, or IoT gateways. The IoT devices are usually one or two hops away from the nodes in that layer. A small number of hops allows services to be delivered with a couple of tens of milliseconds latency [38]. Moreover, this first layer usually provides single-purpose services at a small-scale, commonly relying on containerization technology. Any fog node in this layer can form a cluster with adjacent fog nodes or with the upper layer to cater to the EU request that requires substantial computational power. The second fog layer can give coverage to a large area as it can include fog nodes in the first layer. The second layer nodes are connected via a broadband connection, usual fiber to the cloud, and the first layer's nodes. The second layer's nodes typically have more power than those of the layer before it [39]. The second layer nodes can have faster CPUs with several cores, devoted Graphics Processing Units (GPUs), and bigger storage capacity. Hence, these nodes can provide quicker support to the first layer by scaling up computing capability. Due to the architecture's versatility, intelligence can be deployed and implemented anywhere in the cloud layer, the fog layers, or even at the EU devices at the network's edge.

2.2 FC software features

The paradigm of FC should be adaptable to support movability, scalability, and high availability for vast IoT devices. The paradigm utilizes advanced software technologies such as containers, virtual mechanics (VMs), and cluster orchestration to provide users' services and applications [40], [41]. There are significant differences between VMs and containers. However, they are both defined by isolated environments that run services requested by users.

A container is lightweight virtualized technology that packages a piece of software into isolated containers with everything it requires to run, including the code, runtime, system tools, system libraries, and settings [42]. As described above, containerization enables the service to be packed into an isolated software environment, which it can be fetched to run at different network locations. Many open-source and commercial containerization technologies are available, like Docker, LinuX Container, OpenVZ, Rocket, and LXD [43]. A container image can be fetched from a container registry by the fog node to directly serve requests without preconfiguring nodes or forcing users to rely on the cloud [44]. The container images can be quickly deployed cross platforms because it contains all software needed for running the software code.

Virtual Machine (VM) technology packages the services and applications with the full operating system as a VM image. Many prototypes for FC systems and academia in the mobile edge computing (MEC), like Cloudlet [45] and MAUI [46], used VM-based models to execute their systems. VMs are much larger and require more resources if compared to the containers [47]. Thence, a host machine (fog node) can hold far fewer VMs than containers. Moreover, during the fetching and initializing stage, a VM can require more storage, memory, and CPU than a container [48]. Finally, with fast deployment, resilient computing capacity, and fast migration, containers are favored over VMs in FC.
Applications like speech recognition and computer vision are process and storage demanding ones, so it might require to be distributed between a group of fog nodes to accomplish the rigorous latency requirements and high network availability. Thus, fog cluster management must manage adjacent fog nodes, usually of similar capabilities, to form clusters of nodes [49]. A cluster is composed logically of several containers that cooperate to split a task and process it in parallel [50]. To manage the fog cluster, a management mechanism will perform a critical role. Open-source and commercial orchestration frameworks such as Docker Swarm [43], Kubernetes [51], and Amazon ECS [52] are used by many academic works to implement the FC paradigm. A cluster manager is an assigned fog node in these frameworks to handle all the other nodes' operations, events, communications, orchestration, and load balancing [53]. The clustering feature allows flexibility in scaling up and down fog services [54]. This scaling happens when the computational need to pass the currently available resources. Thus, the manager orchestrates joining new fog nodes to the cluster. As it serves to deploy closer to the users, intelligence in FC is undoubtedly a massive beneficiary of container and cluster orchestration technologies [55]. For example, pre-trained ML models can be packed in containers and deployed in fog nodes close to the users for processing data in real-time monitoring application such as e-healthcare system. The clustering of fog nodes can assist parallel processing for big data, keeping the flexible computing close to data sources to reduce overhead communication.

### 2.3 Machine Learning (ML) in FC

Adding intelligence capabilities to fog and IoT is done to provide services and applications or optimize system operations and improve network performance. FC is about moving some of the cloud's computing power towards the network's edge, where usually IoT devices and human users lay in the paradigm. Thus, two approaches are there to adopt intelligence in FC.

The first one is device-driven intelligence, as the IoT devices and the fog layers are getting smarter by adding sensing, more computing power, storage, and communications abilities [56]. Devices with such capabilities include local servers and access points, IoT gateways, and nodes for portable data aggregation carried by a human user. Researches aimed to enhance these devices' intelligence features, such as adding smart data processing and networking services to an e-health gateway [57] or gateway that can perform ML [58]. Also, monitoring wireless channel parameters via a neural network model can achieve efficient coverage and connectivity [59]. The edge devices with these abilities can provide excellent granularity in collecting data and thus enable the network to be context-conscious, make decisions and manage local resources.

The second approach is human-driven intelligence. The role of human users is essential, who shaped the design of the IoT landscape. Usually, data sources in the IoT networks are humans. Thus, their behavioral patterns play an essential role in training the network to be smarter. Many academic works are consecrated on serving human needs, such as e-butler to manage home appliances [60] and cognitive IoT-based smart home to improve living quality [61]. The vision here is to have a system that leverages human-related contexts while serving people and learning how to implement network-specific tasks, including resource scheduling efficiently and being
power consumption aware [62]. In this sense, human-driven intelligence maps human domain information into network domain decision-making that will benefit the network. Hence, the device and human-driven intelligence can be considered a possible solution while developing an FC system that meets the IoT application's QoS.

3 Methodology

This section describes the process followed to search, retrieve, and review the topic-related literature. This work used fog computing and machine learning as keywords to search for journal articles and conference proceedings on the Google Scholar search engine. The search filter was set to show studies published after 2017. The initial selection was based on reading the abstract and keywords provided by the corresponding websites. Then the most recent and related studies were retrieved. The second selection process was done after reading the main contributions and conclusion sections of the studies. Here, only the studies with the primary aim of implementing machine learning methods in fog computing environments were selected. The 19 final selected studies' literature was digested then reviewed by identifying the problems, objectives, methods, and results. According to how ML was implemented in the FC environment, the extracted information was presented in the next section as three subsections. Finally, the reviewed studies' work was discussed and compared through sum-up tables in section 7, while the conclusions were presented in the last section.

4 Related Work

This section will review the most recent and related academic works and compare them through tables in the next section. The reviewed studies are divided into three subsections. The first one will review the work that contributed to enhancing FC as technology, while the work focused on security and privacy preservation will be reviewed in the second one. Lastly, the studies that used ML-enabled FC as a solution for an application will be reviewed in the last subsection.

4.1 ML as paradigm enhancement

The subsequent studies used ML algorithms to enhance the FC paradigm's performance. A sum-up of this subsection can be found in Tables 1 and 2. Responding to how each fog device contributes to ML training and inference, Tu et al.[63] developed a method to optimize the distribution of processing through a network of fog devices. Multi-layer perceptron (MLP) and convolutional neural networks (CNN) were trained for image recognition with the MNIST data set to validate the algorithms. Six Raspberry Pis were used as nodes, and AWS DynamoDB acted as a cloud server to simulate network delays and calculate resource availability. Three Pis collect data and send it using Bluetooth to the other Pis, that act as gateways. The gateway nodes receive the data and either update local gradients or upload it to the cloud. The suggested algorithm almost halved overhead computation and equaled the centralized model's accuracy.
Tang et al.[64] addressed the lack of mobility support in FC networks with users of varied application quality requirements. Thus, they proposed algorithms for container migration and mobility support architecture in a three-layered FC architecture. The container migration manager is deployed in the fog layer as a container. The manager set the migration strategy based on users' GPS signal, communication delay, power consumption, and the container resource requirements. The cloud was used for load balancing and data replication. The migration problem is modeled as Markov Decision Process (MDP) spaces reduced by Q-learning algorithm. Moreover, a deep neural network training strategy made a fast decision. The training and testing were done using real-world data collected from tracking a taxi driver's GPS position. The baselines were the median absolute deviation algorithm, interquartile range regression algorithm, static threshold algorithm, and two versions of the Q-learning algorithm. The results showed that the proposed algorithm outperformed the other algorithms in terms of delay, power usage, and migration costs by 2.9 %, 48.5 %, and 58.4 %.

According to La et al.[65] latency and energy consumption issues in time-critical IoT applications can be solved by adding intelligent features to the FC layer. Hence, an FC optimization scheme that is device and human-driven for energy consumption and latency is proposed and presented as two case studies. The first one is based on adjusting the body sensor network's sampling rate to reduce energy usage and use high resolution when an urgent activity is detected. Here, an ML model was trained offline on a remote server to extract features and detect human activities then it was deployed as a container on the fog node. The authors tested three ML models (SVM, decision tree, and Gaussian Naive Bayes (GNB)). However, according to their past work [66], the selected model was the decision tree model because it gave higher accuracy than the others. The training and testing data-sets were taken from the data of accelerometer sensors attached to real human subjects. The performance test was carried out using OpenMote-CC2538 platforms running Contiki-OS with built-in sensors as the edge nodes and border-router, while a Raspberry-Pi 3 acted as the Fog node. The comparison baseline was the system without adaptability and intelligence. The proposed system showed high energy usage during the urgent-high state. Still, the authors stated that their system outperformed the baseline system and reduced the delay by ten times in the high and medium urgent states.

The second case study of this work simulated EU off-loading under dense fog deployment. Here, the ML model is trained to off-load the EU tasks for local processing or any of the fog nodes. The off-loading decision is based on an objective function that trades off between latency and energy consumption. The function was solved using Semi-Definite Relaxation (SDR) algorithm. This algorithm was compared with the local processing method, random assignment method, all-to-cloud method, and exhaustive search method. According to the results, the SDR algorithm achieved near-optimum efficiency and outperformed the other algorithms except for the exhaustive search method, which had slightly better results. Moreover, the power usage was reduced by increasing the number of active CPUs. However, as the number of fog nodes folds, the output benefit decreases slightly.

Patman et al.[67] indicated that there is a lack of FC testbeds that help to predict the network quality parameters. Hence, they presented a testbed to evaluate the accuracy of different ML models and the usefulness of deploying big data analytic at the network’s edge. The testbed was based on GENI infrastructure to deploy image pro-
cessing services on SDN-operated hardware, while MDBMS was used for user requests' management. The authors performed two sets of experiments to test the accuracy and reaction time for the chosen ML models. The first one used a client-server topology to estimate the end-to-end delay of transmitting and rendering a set of 100 images on different system profiles and networking conditions. The selected ML models are Kernel-Ridge Regression, Support Vector Regression, Gaussian Process Regression, Random Forest Regression (RFR), and Multi-Layer Perceptron (MLP). The second experiment resolute the processing and transmission delay accuracy in each function's image processing pipeline. TensorFlow and OpenCV libraries were used for the image processing, while the K-fold cross-validation process evaluated the predictive models. The results showed that the RFR model was best used for predicting end-to-end delay and marginally better than MLP for predicting link usage.

Li et al.[68] considered managing VM allocation for the cloud and the fog as a solution for users trying to off-load their applications to local fog nodes only. This work formulated the VM allocation problem as a semi-Markov decision problem (SMDP). Two allocation methods based on SMDP were proposed; a model-based planning method and a model-free reinforcement learning (RL) method. The methods' objective was to create a VM allocation strategy to optimize revenue from a service system perspective. To promote their training, the SMDP degraded into a continuous-time Markov decision-making process (CTMDP). The Cloud-FC framework was simulated in MATLAB, and both methods' outputs are then compared with a greedy method and relative value iteration (RVI) algorithm under different parameters. The results showed that the RL algorithm's output would converge to a level close to that of the RVI algorithm and the model-based planning method within a short timeframe and surpass the greedy method.

Lavassani et al.[69] explored the advantages of FC by proposing a new distributed ML model that simulates the sensors' data stream in the fog instead of transmitting raw values to the cloud. The model's modified parameters at the sensor are transmitted to the FC system in long time intervals to conserve energy. The considered network architecture is composed of a cloud, a fog, and a lower WSN layer. Here, the sensor devices calculate the linear regression model parameters from the raw values and send them to the fog. Hence, new data are sent only in case of detecting changes and upgrading the model. An approximation of the original data stream is simulated in the fog layer using the modified model parameters. The state changing is based on the difference between the new trend's mean square error and an adequate error threshold.

The sensor devices used Contiki OS's multi-threading module to send the model and updates wirelessly to a gateway node connected to an FC system to push the information to the cloud. The fog layer was created using Raspberry Pi hardware, running the Raspbian OS. However, the cloud layer was implemented as standard desktop computer hardware with Ubuntu OS and ThingsBoard to store data and display sensor values. Mean Square Error (MSE) for the simulated data stream at the fog node and the original data stream was calculated to define the model-performance. Moreover, the considered baseline was a moving average model. According to the results, the model parameter approximations managed to recreate the original data stream with reasonable accuracy. Thus, the number of packets sent over the wireless link was reduced by 98%, with marginal accuracy loss. Moreover, the fog devices achieved 290 sensor model updates per second with an average end-to-end delay of 180ms.
4.2 ML for security and privacy preservation

The studies in this subsection are centered around the security enhancement of FC or the network in general. Also, some authors worked on preserving the privacy of user's data. The summary of these studies is presented in Tables 3 and 4. Alrashdi et al.[70] pointed out that the traditional intrusion detection systems (IDS) are not designed for limited resources IoT devices. They stated two main security issues; detecting zero-day attacks in IoT protocols and detecting Cyberattacks coming from the IoT networks. They added that network-based IDS (NIDS) consume storage for attacks' signatures and cannot detect new attacks in future network traffic. Also, host-based IDS (HIDS), such as anti-viruses, is not suitable for limited resources IoT devices. Thence, they proposed detecting threats in IoT systems using Random Forest ML algorithm deployed in the fog layer. The system design is based on a master security fog node that can monitor the network data, detect intrusions, and send alerts to the cloud. The UNSW-NB15 data set of Cyberattacks is used to train the RF model. The implementation and the training were done using Python. The result of the classification accuracy was 99.34%, while the false-positive rate was 0.02%. However, the confusion matrix showed that the precision is only 0.79% for attack detection, and recall is 0.97%.

Rathore et al.[71] also worked on a method to detect Cyberattacks for IoT. They discussed that a centralized attack detection system does not work for IoT scenarios due to scalability, distribution, resource limitations, and latency characteristics. Moreover, most current solutions rely on supervised ML algorithms that require a considerable amount of labeled data for training. Also, the available data sets (like KDDCup99) are outdated and lead to less accurate results. Hence, the authors presented an attack detection framework that relies on the FC paradigm and uses an ELM-based semi-supervised Fuzzy C-means (ESFCM) method. The fog node senses the TCP/IP layers while connected to the IoT devices through a base station. SFCM and ELM were used to train the model with labeled data to label unlabeled data set. KDDTest-21 and KDDTest+ data-sets are used in this work. The evaluation base lines were centralized-method and other supervised algorithms (SVM, KNN, Logistic Regression, Random Forest, and Bayesian Network). According to the results, the framework achieved less detection time for both data-sets than the centralized framework and outperformed the other traditional classifiers.

Yang et al.[72] tried to resolve privacy issues raised by data aggregation in IoT systems. They discussed those solutions based on encryption technologies, like homomorphic encryption, usually cause large computational overhead on the cloud. Also, such encryption techniques are not designed to work on IoT devices with limited resources. Thus, the authors proposed a privacy preservation scheme for multi-functional data aggregation methods (such as additive and non-additive aggregation). The scheme deploys a trained ML model in the fog layer to predicate the aggregation query results, sent later by the fog to the cloud. In terms of privacy, the sensor IoT partitions the original data and report it separately to different fog nodes. The suggested system model has three entities; IoT sensors, Fog nodes, Fog centers, and the cloud. Here, the aggregation functions (min, max, medium, σ-percentile, average, and summation) are sent by the cloud to the fog center, which generates the proper queries for each sensor. After gathering all the sensors' reported data by the fog nodes, a train-
ing data set is generated to train a simple linear regression algorithm. The regression model is then used to predict the query set sent by the fog center, which can store the sensors' data to answer the fog centers' aggregation queries. The authors logically proved that generating the training data set satisfies the differential privacy concept, which is achieved by adding Laplace noise to the entire training set. The ML-based Laplace differential privacy method (MLDP) was simulated and trained with two real-world data sets; Mobile Heath data set (MHEALTH) and Reference Energy Disaggregation Data Set (REDD). The mean absolute error (MAE) was calculated to evaluate the proposed model's accuracy and compared it with the traditional Laplace differential privacy method (LapDP). Results revealed that the performance of LapDP with a small enough query set is better than MLDP. However, MLDP outdid LapDP as the scale of the query set increased.

Huang et al.[73] tackled the issue of unauthorized access to sensitive data in the FC paradigm by presenting a novel Physical Unclonable Function (PUF)-based authentication scheme with a feedback loop to resist the ML attacks. The proposed scheme used an ML tool to extract a highly reliable PUF mathematical model during registration. Thus, unlike storing a large number of challenge-response pairs (CRPs), the server just needs to store the extraction model to save storage space. Adding a PUF feedback loop will make it harder for the opponent to create a useful ML attack model by introducing more noise into the CRPs. The PUF is based on a linear-feedback shift register (LFSR), and the loopback is an on-chip one-time programmable (OTP) eFuse. Without the eFuse, the scheme will become a traditional strong PUF. In this scheme, the genuine model is extracted and stored on a trusted server. Then the eFuse is burned after deployment to allow a feedback loop. The authors used the Xilinx Spartan-7 FPGA board to evaluate the proposed scheme. The control signals are produced by a PC connected through a serial port to the FPGA board. The eFuse is mimicked with a tri-state gate. MATLAB is used to process the data collected by a digital storage oscilloscope. Moreover, a temperature chamber is used to provide the changeable temperature. SVM and reliability-based ES-CMA ML attacks are also conducted on the proposed scheme. The results showed that the scheme could withstand 22X and 26X better than the basic PUF.

According to An et al.[74], fog nodes/MEC hosts are vulnerable to Cyberattacks due to their limited resources. Thus, they suggested a new lightweight IDS called Sample Selected Extreme Learning Machine (SS-ELM). In this scheme, the training data sets are stored in the cloud, and only samples of them are sent to the nodes for training the intrusion detection classifiers. Comparison baselines were backpropagation (BP) neural network algorithm, SVM, traditional ELM, and core vector machine ELM. In the MATLAB simulation, the KDDCup99 data set was used, and the cloud server was simulated on a PC running Windows 7. The SS-ELM showed high accuracy though slightly longer training time than the standard ELM. Also, as the training set's size increases, SS-ELM achieved the highest detection accuracy than ELM and SVM.

Abeshu et al.[75] argued that classical ML-based attack detection mechanisms have low accuracy and less scalability for Cyberattack detection. Moreover, classical mechanisms have no automated features, low detection rate, and cannot detect small mutants of existing attacks and zero-day attacks. Hence, they proposed deep learning-based IDS that multi-fold the process among the worker IDSs and the master IDS.
The worker fog node locally detects malicious events, while the master node is responsible for updating parameters using gradient descent. A modified version of the KDDCup99 data set called NSL-KDD was used for training and testing. Two Python libraries, Keras and Theano, are combined with the Apache Spark framework to implement the system. Stacked Autoencoders (SAE) was trained to extract the hidden features without labels as a mean for the self-taught network. Then, end features were obtained by applying the features from the last step to the test data for SoftMax classification. The proposed IDS was evaluated against SoftMax without pre-training as a shallow learning model. The results revealed that the SAE model is superior to the shallow model in accuracy and detecting rate. The model's true-positive value was over 0.99, and the false-positive value for normal/attack classes was less than 1%.

4.3 ML as an application

The subsequent studies used ML with FC to solve a problem and produce an application. Tables 5 and 6 hold a summary of this subsection. Xu et al. [76] stated that processing a large amount of data in real-time for defect inspection on multiple assembly lines is challenging for industrial pipeline production. Hence, they proposed an intelligent and effective product inspection system that uses Lie Group ML. The system is designed as three modules (FC, server computing, and back-end interactive communication modules). The Lie Group classifier model was trained and tested with images of a mobile circuit board. The images were manually marked with 12 different categories of defects. The trained ML model is deployed to local fog nodes that receive images from camera sensors suspended over the assembly lines. The classification results are stored on the cloud server. The experiments were carried out as simulations in MATLAB. Receiver Operating Characteristic (ROC) curve was used to evaluate the system's performance, which is compared to the contour detection method, pixel-based method, and K-means algorithm. Also, efficiency runs for many products on the assembly line resolved the fog processing time and delay. Comparing to sending images directly to the cloud for defect detection, the system enhanced running performance by 53%. Moreover, it reduced the delay by 42%, while the accuracy increased by 28% compared to the other classification methods.

The main focus of Taneja et al. [77] work was on the health problem called lame in dairy cattle. According to the authors, this health problem is usually tackled by human visual inspection, which is not always accurate neither scalable. Besides, current automated solutions involve a managed environment in which the cows are walking on a particular track. Thus, they designed and implemented a fog-enabled IoT solution that utilizes ML and data analytic techniques for real-time cattle monitoring to detect lame early. The system relied on a long-range radio-based pedometer that attaches to the cow's leg. A receiver then sends the data to a local PC that acts like a Fog node. The application and management services are hosted on the IBM Watson IoT platform. The received data are stored on the node's database before processing. The node also extracts behavioral activities (step count, lying time, and swaps between lying down and standing up) to form a daily time series sum-up. For lame detection, mean analysis was used to investigate when lame animals start to deviate from the entire herd's mean. Here data from 146 cows were used in a six months trial. During this trial, the agricultural science student and the farmer reported 26 animals as lame cows. Be-
cause not all animals act in the same way, the Mean Absolute Deviation (MAD) between the cow activities and the herd mean was calculated for all activities over 14 days. The MAD set a threshold for assigning the animals into three clusters (Active, Normal, and Dormant). For lame early detection, the authors experimented with different ML classification algorithms (SVM, Random Forest, Decision Trees, and KNN). KNN was selected because it gave the right balance between early detection and accuracy. The detection process is implemented in the cloud, which sends an alert to the farmer if lame was detected. The system detected lameness with 87% accuracy three days before visual detection. Also, it decreased the amount of data transmitted to the cloud by 84%.

Blockchain applications require colossal computing power to solve the proof-of-work (PoW) puzzle. Thus, Luong et al.[78] argued that fog service providers should be incentivized to sell fog resources while ensuring QoS to the users. They designed a deep learning-based optimal auction for fog resource allocation to mine data in the blockchain network. A Feed-Forward neural (FFN) network was used to solve the assignment's optimization problem, while a second one for the payment's optimization problem. The first FFN used the sigmoid activation function in the hidden layer, and the output layer used the SoftMax function to produce the winners of the auction. The second FFN used the rectifier activation function in the output layer because the payments are non-negative. The Augmented Lagrangian method was also used for the loss function with weighted constraints in objective unsupervised learning. The deep learning was implemented using TensorFlow and deployed in the cloud after being trained by data sets to find weights that minimize the loss function. The data sets for both FFNs include 5000 applicant rating profiles of the miners. The Adam optimizer is used in training to achieve fast and smooth convergence. The benchmark was the greedy algorithm, where the winners with the highest bids are selected to improve the revenue. The comparison was in terms of incentive compatibility (IC) and individual rationality (IR) violations versus several iterations for the Lagrange multiplier values. The proposed auction achieved rapid convergence to a higher revenue value compared to the greedy method.

Figuring out which vehicles are connected to which fog nodes is considered by Memon et al.[79]. They stated that the solution to this issue relies on how computation and data spread through the nodes. Also, the optimal fog node at a given time and location would vary due to load fluctuation. Thus, the authors presented fog and cost prediction models trained in the cloud and then deployed them to the vehicles. After deployment, the system is continuously trained by sensing and transmitting fog association and its corresponding cost at a given location and time to the cloud. The fog prediction model is based on a three-layered FFN. The cost prediction model utilized a dual-stacked Recurrent Neural Network (RNN) with Long Short-Term Memory (LSTM) cells. GPS traces given by Shanghai Jiao Tong University were used to construct data sets for training and testing the ML models. A vehicular fog simulator was built using JAMScript to add fog access and cost information to vehicles moving according to the traces. The system was simulated in Python as a request routing system. For building the models, Keras API, Scikit-learn and TensorFlow were used. The two FFNs were benchmarked against KNN, SVR with RBF Kernel, and RNN with LSTM cells. The system allowed the vehicle to predict fog node handover points and low coverage areas accurately. The cost prediction model predicts a fog node's per-
formance at a given location and learns both geographic and temporal trends in the data. Still, it had the second-highest mean absolute error of 0.0518 after SVR with RBF Kernel.

Chen et al. [80] discussed that intelligent transportation systems have strict delay requirements for safety-related applications, especially in a dense traffic environment. Thus, they introduced the concept of Perception Reaction Time (PRT), a metric that reflects the combination of the packet transfer delay, off-loading task delay, and computation latency. A novel fog resource scheduling and allocation schemes were also designed based on a deep reinforcement learning algorithm. The resource allocation process is modeled as MDP solved to reduce the PRT metric. Moreover, they introduced the Information-Centric Network (ICN) concept. This concept enables the network to cache the various applications’ contents in their respective vehicles and combine the packages with the same contents to minimize the delay. In the ICN-based vehicular fog framework, two scenarios were considered. The first one when a vehicular-fog is formed by vehicles in close approximate with the same speed. The second scenario is when the vehicular fog near an RSU can access the MEC server for extra computer resources. Vehicles in the same vehicular fog off-load to each other and share resources. For safety-related applications, the optimization problem was solved to minimized the PRT. For non-safety ones, only the time-constraint was set to be satisfied. Deep reinforcement learning was compared with the Q-learning algorithm and the Adaptive Learning-based Task Offloading Algorithm (ALTO). The simulation showed that the algorithm converged faster than the Q-learning algorithm and behaved differently on the safety-related and non-safety-related applications.

Merelli et al. [81] stated that portable RNA/DNA sequencing systems, like Oxford Nanopore MinION, stream a large amount of data that can potentially be tricky to handle. The authors developed an FC framework to support a network of MinION devices operating in the field. Different System-on-Chip Low-Power Devices (SoCs) platforms were tested for real-time data processing before the results were obtained on a cloud-based analysis platform. These platforms (see Table 3) were integrated circuits designed for mobile and embedded applications, consisting of low-power multi-core processors coupled with a GPU and multiple I/O ports. The MinION devices' throughput is usually in Gbps. The raw data is sent to Metrichor, a cloud-based software provided by Oxford Nanopore that uses Hidden Markov Models (HMMs). Thus, the authors deployed a counterpart open-source software called DeepNano on the SoCs platforms. Also, MiniKraken was used to classify and quantify bacteria within the samples. MiniKraken is open-source software for the allocation of taxonomic labels to metagenomic DNA sequences. The operations are performed locally on the SoCs (Fog nodes) to identify the genomic sequences and bacteria classification. Ubuntu operating system was used for all platforms, and Python and the Theano library were deployed to train the neural networks. The SoC platforms' performance was evaluated by using four data-sets from the work of another author. The eight-core processor XeonD performed better than the other platforms in terms of processed bases per second. N3700 presented the best result in terms of power usage, while the eight-core processors (XeonD and Avoton) were the most power-hungry when dealing with MiniKraken then with DeepNano.

O'Donovan et al. [82] argued that classic cloud computing is naturally at odds with Industry 4.0 decentralized decision-making and reliable real-time control. Although
cloud and service-based computing can support distributed engineering scenarios, intelligence and processing are usually centralized. This centralization means that distributed clients rely on consistent and resilient connections. This research introduces an industrial Cyber-physical architecture based on the FC framework. It integrates ready-made PMML-encoded ML models in factory operations. Once the cloud received contact from the fog node at the factory, the request is authenticated using the 128-bit Global Unique Identifier (GUID) of the node. A cloud database of registered devices is used to scan the GUID to classify the node's engineering programs and then return the appropriate PMML models to be deployed or synchronized. The system execution time and the number of failed communications were captured by a test machine hosting the JMeter open-source program for load monitoring. The OpenScoring engine was mounted behind the interfaces to manage JMeter queries and ran the PMML-encoded model using the presented data. The PMML model was derived from an existing SVM model, which forecasts defective heating operations within industrial air handling units. The fog interface achieved lower execution times than the cloud interface, with latency calculated at 92.9%, 99.4%, 67.7% and 91.0% for 50, 100, 250, 500 connections, respectively. No failed communication registered by the fog interface at the stress test, but the cloud interface recorded 6.6% more failures for 500 connections.

5 Comparison and Discussion

In this section, the reviewed studies' choices and results will be compared through the comparison tables below. Then, it will be discussed with general remarks about the noticeable trends. Each of the subsections in section 4 has two tables in this part of the paper, where some cells marked with a dash cause the information not mentioned or used by the corresponding study. The entries of tables 1, 3, and 5 are the authors' problems and methods to solve them, besides the baselines and results. Tables 2, 4, and 6 include the data set, hardware, and software used for evaluation and simulation in each study.

| Ref. | Details |
|------|---------|
| [63] | Problem: Decentralizing ML. |
|      | Method: MLP and CNN algorithms. |
|      | Baseline: Centralized model |
|      | Results: Highest accuracy and lowest cost. |
| [64] | Problem: Container migration and mobility support. |
|      | Method: Q-learning algorithm to reduce the MDP spaces. |
|      | Baseline: Median absolute deviation algorithm, Interquartile range regression algorithm, Static threshold algorithm, and two versions of the Q-learning algorithm. |
|      | Results: Reduced the delay by 2.9%, power consumption by 48.5%, and migration cost by 58.4%. |
| [65] | Problem: Latency and energy consumption issues in time-critical IoT applications. |
|      | Method: SVM, decision tree, GNB, and SDR algorithms. |
|      | Baseline: Without intelligence and adaptability approach/local processing method, random assignment method, all to cloud method, and exhaustive search method. |
|      | Results: SDR-based algorithm outperformed the other schemes. |
Problem
Lack of FC testbeds that help to predict the network quality parameters.
Method
Kernel-Ridge Regression, Support Vector Regression, Gaussian Process Regression, RFR, and MLP algorithms.
Baseline
The same techniques.
Results
The RFR model was the best for predicting end-to-end delay and marginally better than MLP for predicting link usage.

Problem
VM allocation for the cloud and the fog to optimize revenue.
Method
Solving the SMDP by a model-based planning method and a model-free reinforcement learning method.
Baseline
A greedy method and relative value iteration (RVI) algorithm.
Results
As the request rate increase, the RL performed better than other algorithms.

Problem
Simulating the data stream in the fog instead of sending raw data to the cloud.
Method
A probability graph network model describes a succession of sequential multi-linear streams.
Baseline
A moving average model.
Results
98% decrease in the number of sent packets, 97% accuracy of stream simulation with 180ms end-to-end delay.

Table 2. Hardware and Software used by the Studies in Subsection 4.1

| Ref. | Data | Edge node | Fog node | Cloud | Simulator |
|------|------|-----------|----------|-------|-----------|
| [63] | MNIST data set. | Raspberry Pi | Raspberry Pi | AWS DynamoDB | - |
| [64] | GPS position of a taxi driver. | VMs (Ubuntu 14.04 LTS) | VMs (Ubuntu 14.04 LTS with Docker 1.9 and CRIU 2.2) | - | - |
| [65] | Accelerometer sensors attached to real human subjects. | OpenMote-CC2538 platforms running Contiki-OS with built-in sensors. | Raspberry-Pi 3 | - | - |
| [67] | 100 images used ranged between 135KB and 3.4MB | OpenFlow-enabled switches configured with an Ethernet bridge and connected to an SDN-controller. | GENI infrastructure | - | - |
| [68] | The data obtained by Monte Carlo method under specific parameters. | - | - | - | MATLAB |
| [69] | Sensor’s raw data | TelosB sensor motes. | Raspberry Pi | A desktop computer (Ubuntu OS and ThingsBoard) | MATLAB for processing results |

In terms of the studies aimed at enhancing FC (Table 1), the ML models were trained on the cloud or offline then deployed on the fog nodes. Yet, Tu et al.[63] considered distributing the ML among the fog and cloud. Ref. [64] and Ref. [68] formulated optimization problems such as off-loading, scheduling, and resource allocation as a Markov Decision Problem and solved by an ML model. Usually, formulating a multi-objectives optimization problem with MDP is complex, time-consuming, and
might give undesired behaviors. Also, the location of fog nodes or distance from the end-user is not considered, while distance could affect latency calculations and network service migration. From Table 1, the comparison's baselines were ML algorithms at the same level or less complex than the proposed ones. Still, La et al. [65] introduced an intelligent scheme to optimize energy consumption and reduce latency but compared it with non-intelligent ones. Even though SDN technology is popular with implementing and deploying FC, only Patman et al. [67] considered using SDN-operated hardware (Table 2). All the work in this group used supervised ML algorithms and relied on hardware to implement their systems rather than simulation. An exciting work by Lavassani et al. [69] proposed a scheme to simulate the IoT node's data stream at the fog layer rather than sending it directly to the cloud. The data simulation allowed for a significant reduction in the number of data sent across the network.

Table 3. Studies Focused on ML for Security and Privacy Preservation (Subsection 4.2)

| Ref. | Problem | Method | Baseline | Results |
|------|---------|--------|----------|---------|
| [70] | Detecting zero-day attacks in IoT protocols and detect cyberattacks coming from the IoT networks in a smart city. | Random Forest ML algorithm with Extra Trees classifier to reduce the data set's features. | - | Classification accuracy was 99.34%, and the false-positive rate was 0.02% |
| [71] | Centralized IDS do not work for IoT scenarios because of scalability, distribution, resource limitations, and latency characteristics. | ELM-based semi-supervised Fuzzy C-means method. | Centralized method, SVM, KNN, Logistic Regression, Random Forest, and Bayesian Network. | Detection time of 11ms and an accuracy rate of 86.53%. |
| [72] | Privacy issues raised by data aggregation in IoT systems. | ML-based Laplace differential privacy method (MLDP) | - | LapDP with a small enough query set is better than MLDP. However, MLDP outdid LapDP as the scale of the query set increased. |
| [73] | Unauthorized access to sensitive data in the FC paradigm. | A PUF-based authentication scheme with a feedback loop to resist ML attacks. | Basic PUF, SVM, and reliability-based ES-CMA machine learning attacks | 22X and 26X are more potent than the baseline. |
| [74] | Fog nodes/MEC hosts are vulnerable to cyberattacks due to their resources being limited. | A new lightweight IDS called Sample Selected Extreme Learning Machine. | Back Propagation (BP) neural network algorithm, SVM, traditional ELM, and core vector machine ELM | Accuracy of 99.07% and training time of 4.52s |
| [75] | Classical ML-based attack detection methods have low accuracy and less scalability for cyberattack detection in vastly distributed nodes such as IoT. | IDS based on deep learning (Stacked Autoencoders (SAE)). | SoftMax classification as a shallow learning model. | Accuracy of 99.2%, detection rate of 99.27%, and the false alarm rate of 0.85% |
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The authors tackled FC security issues (Table 3), produced accurate and lightweight IDS. However, they only trained their ML models for detection and did not implement or simulate their network models. The KDD data set was the most used among these studies (Table 4). Still, Alrashdi et al. [70] pointed out that the KDDCup99 data set is outdated and cannot give high detection accuracy. That is why they used the UNSW-NB15 data set. Also, both Ref. [70] and Ref. [75] aimed at detecting zero-day attacks by reducing the false-positive rate. However, a zero-day is defined as taking advantage of unknown software vulnerability. So supervised learning algorithms might not be the answer to this issue. All the studies in this group used supervised learning algorithms except Rathore et al. [71] who used the ESFCM method. Still, they compared their results to only traditional supervised learning algorithms except Rathore et al. [71] who used the ESFCM method.

Still, due to the hardware nature of the scheme, a physical attack is unpreventable. In terms of privacy-preserving, Yang et al. [72] used an ML algorithm to implement multi-functional data aggregation instead of encryption technology, which lead to computational overhead. The original data is divided and sent to separate fog nodes assigned with the same privacy budget to preserve differential privacy.
### Table 5. Studies Focused on ML as an Application (Subsection 4.3)

| Ref. | Problem                                                                 | Method                                                                 | Baseline                                                                 | Results                                                                 |
|------|-------------------------------------------------------------------------|------------------------------------------------------------------------|-------------------------------------------------------------------------|-------------------------------------------------------------------------|
| [76] | Processing a large amount of data in real-time for defect inspection on multiple assembly lines is challenging. | Product inspection system based on Lie Group ML through image processing. | Contour detection method, pixel-based method, K-means algorithm, and all to the cloud model. | 27.86% accuracy increase, 52.57% improvement in running performance, and 42.13% delay reduction. |
| [77] | The health problem called lame in dairy cattle.                          | Mean Absolute Deviation (MAD) for clustering animals’ activities and ML classification algorithms (SVM, Random Forest, Decision Trees, and KNN) for lame early detection. | Traditional cloud-based method.                                         | Overall accuracy of 87%, three days before visual detection, and 84% decrease in the amount of data transmitted to the cloud. |
| [78] | In a blockchain application, the fog service provider should sell fog resources while ensuring QoS to the users. | Two Feed-Forward neural networks for solving assignment and payment optimization problems. | Greedy algorithm.                                                       | The proposed auction achieved rapid convergence to a higher revenue value compared to the greedy method. |
| [79] | Handover optimization for the Internet of Vehicles                       | A fog prediction model based on three-layer FFN and a cost prediction model utilizing dual-stacked RNN with LSTM cells | KNN, SVR with RBF Kernel, and RNN with LSTM cells.                       | The fog predictor model achieved an accuracy of 99.92%, and the cost predictor model achieved a mean absolute error of 0.0518. |
| [80] | Strict delay requirements for safety-related applications in a dense vehicular traffic environment. | Fog resource scheduling and allocation schemes based on a deep reinforcement learning algorithm. | The Q-Learning algorithm and the ALTO algorithm.                       | 70% reduction in the RPT metric.                                          |
| [81] | Portable RNA/DNA sequencing systems stream a large amount of data that is difficult to handle locally. | DeepNano describes the probability distribution and MiniKraken for classifying and quantifying bacteria within samples deployed on SoCs platforms. | The used SoCs (Intel Avoton C2750, Intel XeonD 1540, Intel Pentium J4205, Intel Pentium N3700, and Intel Pentium N3710). | Avoton SoC platform presents the best scalability, but the XeonD SoC platform has the highest performance in most cases. |
| [82] | Industry 4.0 decentralized decision-making and reliable real-time control challenges in cloud computing. | Cyber-physical architecture based on FC, which can integrate ready-made PMML-encoded SVM models in factory operations. | Cloud-based model.                                                     | The fog interface performed on average 87.75% lower than the cloud interface in terms of maximum latency. |
Table 6. Hardware and Software used by the Studies in Subsection 4.3

| Ref. | Data Description | Edge node | Fog node | Cloud | Simulator |
|------|------------------|-----------|----------|-------|-----------|
| [76] | Mobile circuit board images manually marked with 12 different defects. | Video sensor with network access adapter | PC running Windows 7 | - | - |
| [77] | Pedometer sensor data from 146 cows taken during a six months trial | A long-range radio-based pedometer that attaches to the cow’s front leg | PC in the farm that also acts as an IoT gateway | IBM Watson IoT platform | - |
| [78] | Five thousand applicant rating profiles of the miners. | - | - | - | Python |
| [79] | GPS traces from Shanghai Jiao Tong University. | - | - | - | A vehicular fog simulator built using JAMScript and Python for implementing the neural networks |
| [80] | Simulated | - | - | - | - |
| [81] | Four data-sets from the work of other researchers. | Intel Avoton C2750, Intel XeonD 1540, Intel Pentium J4205, Intel Pentium N3700 and Intel Pentium N3710. All SoCs are running Ubuntu OS. | AWS IoT platform | Python for training the neural networks | - |
| [82] | Ready SVM models | Temperature sensors of industrial air handling units. | AHU9-PLC with python ingestion engine and Cylon BMS | AWS IoT platform | A PC hosting (JMeter) for load monitoring |

The last group of reviewed studies (Table 5) used ML algorithms in FC environment to solve problems in the intelligent industry [76], [82], vehicular communication system [79], [80], health and bioinformatics [77], [81], and blockchain technology [78]. Some of them used neural networks and deep learning to tackle optimization problems [78]–[80], while others did the same but to address classification and data analysis tasks [81]. Some researchers opt for statistical models and traditional ML algorithms to solve their problems [77]. Even though most of the work listed in Table 6 used sensors to produce data sets or ready-made ones, some authors were concerned about the lack of training samples [76], [77], [81]. O’Donovan et al.[82] showed how time-sensitive applications in Industry 4.0 could utilize deploying ML models on the fog nodes to enhance performance and reduce relying on the cloud. Among all the studies, there was a trend of using cloud platforms such as AWT IoT platform and IBM Watson IoT platform to manage and provide storage and advanced analysis for their models or systems. Moreover, Python and MATLAB were the most used for evaluation and simulation. In terms of the results, it is hard to compare the figures in the tables above cause the authors used different performance metrics that fit their cases and compared their model to various baseline ones. Still, it is possible to compare the results in Table 3 because most of the authors used the confusion matrix and ROC curve to measure the IDS’s accuracy.
6 Conclusion

This paper examined ML’s role in the FC area. The selected studies were limited by searching through the Google Scholar engine to focus the search. The second limitation of this work is the initial selection of the studies based on the abstract and keywords provided by the corresponding websites. Machine learning has tremendous potential to become the primary technology in many domains. Thus, it can function as a powerful analytic tool for FC. This work presented the ML’s involvement in three prospects of FC: paradigm enhancer, security and privacy-preserving, and application solution. The reviewed studies exhibit outstanding intelligent solutions based on the FC environment. However, the lack of testbeds and the heterogeneous characteristics of FC made it harder to evaluate these solutions in the real world. According to the tables in section 4, the most common ML methods are statistical or supervised learning algorithms. Future works should include unsupervised learning ML algorithms in an SDN-enabled FC environment. Also, hardware implementation of the IDS instead of relying only on simulation. Finally, the reviewed studies addressed numerous challenges and open issues and verified the flexibility and efficiency of executing ML in the FC environment.
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