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Abstract

It is assumed that multimodal machine translation systems are better than text-only systems at translating phrases that have a direct correspondence in the image. This assumption has been challenged in experiments demonstrating that state-of-the-art multimodal systems perform equally well in the presence of randomly selected images, but, more recently, it has been shown that masking entities from the source language sentence during training can help to overcome this problem. In this paper, we conduct experiments with both visual and textual adversaries in order to understand the role of incorrect textual inputs to such systems. Our results show that when the source language sentence contains mistakes, multimodal translation systems do not leverage the additional visual signal to produce the correct translation. We also find that the degradation of translation performance caused by textual adversaries is significantly higher than by visual adversaries.

1 Introduction

There has been a surge of interest in tackling machine translation problems using additional information, such as an image or video context. It has been claimed that systems trained on a combination of visual and textual inputs produce better translations than systems trained using only textual inputs (Specia et al., 2016; Elliott et al., 2017). However, these claims have been the subject of debate in the literature: Elliott (2018) argued that the additional visual input is not necessarily used by demonstrating that the performance of a system did not change when it was evaluated with randomly selected images, and Grönnroos et al. (2018) observed that their models were insensitive to being evaluated with an “averaged” visual vector, as opposed to the expected visual vector. More recently, Caglayan et al. (2019) presented experiments in which the colour and entity tokens (e.g. blue or woman) were masked during the training of a multimodal translation model. They found that training the model under these conditions resulted in the system relying on the visual modality to recover the masked words during evaluation. Although, their results show that the visual modality can be used to recover the masked tokens in the source sentences, it is not clear if these systems will perform similarly when there is a mismatch between the textual and visual concepts.

In this paper, we explore the effect of textual adversaries in multimodal machine translation. We construct hard negative textual adversaries, which contradict the original meaning, in order to explore the robustness of systems to textual adversaries. The textual adversaries are based on minimal manipulations to the sentences, for example:

(1) a. Two people walking on the beach.
   b. *Two people walking on the grass.

The adversarial sentence (1b) still retains most aspects of the original sentence but it depicts a completely unrelated scene. In our experiments, we study how significantly these types of textual perturbations affect the performance of multimodal translation systems. If a system is sufficiently modelling the visual modality, we expect it to ignore this type of perturbation, and to produce the correct translation by leveraging the visual input.

The main contribution of this paper is an evaluation of multimodal translation systems in the presence of adversarial textual data. This evaluation is based on four types of textual adversaries described in Section 2. We evaluate the effect of these adversaries on three state-of-the-art systems, and we also probe the visual awareness of these models by exposing them to randomly selected images. Our results show that although these systems are not greatly affected by the visual advers-
Figure 1: Examples of adversarial textual samples that we use to attack the multimodal translation models. The underlined text denotes the words or phrases that are perturbed to create the adversarial example.

| Type  | Original                  | Adversarial                  |
|-------|---------------------------|------------------------------|
| Num   | Two people walking on the beach. | Four people walking on the beach. |
| Noun  | Two people walking on the beach. | Two people walking on the grass. |
| NP    | Two people walking on the beach. | The beach walking on two people. |
| Prep  | Two people walking on the beach. | Two people walking through the beach. |

We define visual term as a word or phrase that can be expected to be clearly illustrated in an image. In our experiments, we evaluate the performance of multimodal translation systems by modifying a visual term in a sentence to create a textual adversary. We create four types of adversarial samples following the methodology introduced in Young et al. (2014); Hodosh and Hockenmaier (2016); Shi et al. (2018). The adversaries are constructed from syntactic analyses of the sentences using POS tagging, chunking, and dependency parses from the SpaCy toolkit (Honnibal and Johnson, 2015). Figure 1 presents an overview and examples of each type of adversary.

Replace Numeral (Num): Our simplest adversary is to replace the numeral in a sentence with a different quantity. We detect the tokens in a sentence that represent numbers (based on their part-of-speech tags) and replace them with alternative numerals. In addition, we treat the indefinite articles “a” and “an” as the numeral “one” because they are typically used as numerals in image captions. Furthermore, subsequent noun phrase chunks are either singularized or pluralized accordingly. We expect that this will have a small effect on translation quality unless the adversary introduces a serious inconsistency with the image.

Replace Noun Head (Noun): We extract the list of all concrete noun heads (Zwicky, 1985) from the COCO dataset (Chen et al., 2015) and swap them with the noun heads in our data. We compute concreteness following Turney et al. (2011) and only consider words with concreteness measure $\theta > 0.6$. We use WordNet (Miller, 1998) heuristic hypernymy rules to replace noun heads with terms that are semantically different.

Switch Noun Phrases (NP): For each sentence, the position of the extracted noun phrases are switched. In the example in Figure 1, we refer to two people and the beach respectively as the partitive first noun phrase ($NP_1$) and second noun phrase ($NP_2$). The position of $NP_1$ and $NP_2$ are switched. As a result, the new sentence depicts a different scene. Such examples allow us to evaluate whether the models can identify important changes in word-order.

Replace Preposition (Prep): Finally, we detect the prepositions used in a sentence and randomly replace them with different prepositions. The translation system should be least sensitive to this type of adversary because it typically results in the smallest change in the meaning of the sentence, as compared to switching the noun phrases.

3 Experiments

We use settings similar to that of Elliott (2018) in order to make the evaluation of textual adversaries comparable to that of visual adversaries. Each system in this analysis is trained on the 29,000 English-German-image triplets in the translation data in the Multi30K dataset (Elliott et al., 2016). The analysis is performed on the Multi30K Test
Table 1: The differences in Corpus-level Meteor scores for the English–German Multi30K Test 2017 data for the different adversaries compared to the systems evaluated on the Original text and images. Visual: evaluation on the correct text but adversarial images. Textual: evaluation on the four different textual adversaries and the correct images. Text-only: performance of a text-only translation model with adversarial sentences.

|                | Original | Visual | Num  | Noun | NP  | Prep |
|----------------|----------|--------|------|------|-----|------|
| decinit        | 51.5     | +0.4   | -14.0| -11.1| -11.0| -5.7 |
| trgmul         | 52.1     | +0.2   | -14.8| -11.2| -11.2| -5.8 |
| hierattn       | 48.2     | -2.0   | -13.2| -9.4 | -11.2| -5.4 |
| Text-only      | 51.5     | –      | -14.6| -10.4| -10.5| -6.3 |

3.1 Results

In Table 1 we present the corpus-level Meteor scores for the text-only and multimodal systems when evaluated on the original data and the difference in performance when evaluating these models using the different adversaries. For visual adversaries, we confirm previously reported results of no substantial performance losses for the translations generated by the trgmul and decinit systems with visual features from unrelated images (Elliott, 2018). The hierattn model, however, is affected by the incongruent images, resulting in a 2.0 Meteor point drop in performance, indicating that the attention-based model is sensitive to the relevance of the visual input. In the case of the textual adversaries, all models suffer a significant drop in Meteor score for all types of adversary, with numerical replacements producing the largest differences. (This was a surprising result but we believe it is partially due to unseen numerals, e.g. “Seventeen” being mapped to the UNK token.) The hierattn model is least affected by noun and numeral replacements, and all three models are similarly affected by the noun phrase shuffle and prepositional swap adversaries. The text-only translation model is similarly affected by the textual adversaries, with the exception of the prepositional swap adversary, which has a more marked affect on performance than in the multimodal models.

In addition to the standard evaluation measures, we estimate the lexical diversity of the translations by calculating the type-to-token ratio (Templin, 1957, TTR) of the system outputs when evaluated with the congruent or incongruent visual inputs.3

3TTR has previously been used to estimate the quality of machine translation system outputs (Bentivogli et al., 2016).
In our experiments, the multimodal systems were trained on the congruent image-sentence pairs so any difference in lexical diversity is likely to be due to the visual component of the respective models. However, the results in Table 2 indicate that there is no meaningful difference in TTR when the models are evaluated with the congruent or incongruent visual inputs.

### 3.2 Discussion

Given substantial decreases in Meteor score of the translations, we conducted an analysis to estimate the well-formedness of the adversarial sentences. To this end, we measure the perplexity of the perturbed sentences in each textual adversarial category using the pre-trained GPT-2 language model (Radford et al., 2018) and further average them to compute 95% confidence intervals for each category. From Table 3, we observe that the boundaries of the intervals are not over-lapping, indicating statistically significant differences in distribution between the adversarial categories and the original sample.

#### Qualitative Analysis

Figure 2 shows examples of translations under textual adversarial conditions for the hierattn system. We also show the output of the same system given the original text data. In these examples, we see that the system produces incorrect translations with respect to either the sentence or the image. In Num, pluralizing “A” to “Two” causes the model to generate an unknown word³ “Japan” instead of “Halloween”. The translation model is likely to have good representations of “A” and “two” because these words occur frequently in the training data, but it fails to distinguish between singulars and plurals, resulting in an incorrect translation. In Prep, swapping “in” for “up” causes the model to make an incorrect lexical choice “fische” (“fish”) instead of “waterfall”, which is incorrect, given the image. This example shows that a small lexical error can have a catastrophic effect on the output. This may be because the semantics of spatial relations are not diverse enough in Multi30K. In NOUN, replacing “man” with “city” causes the model to generate an output containing the mistranslated unit “Stadt” (“city”), although a man is clearly visible in the image. This implies that addition visual signals is not always helpful in the obvious situations where we wish to translate direct visual terms. In NP, we see that the systems fail to fully capture the information contained in the image, resulting in under-translation. However, unlike the output in the adversarial condition, which did not translate the important visual concept “people”, the model with the original sentence translates “People” into “Menschen”. An inspection of the training data shows that there are sentences that describe ‘people fishing”, therefore the model may be exploiting the distribution in the training data.

Overall, this analysis shows that the visual modality does not help the system to recover the correct translation, given textual adversaries.

### 4 Conclusion

In this paper, we study the potential contribution of each modality for the task of multimodal machine translation. We evaluated the performance of three multimodal translations system with adversarial source language sentences that share some aspects of the correct caption. Our evaluation offers new insights on the limitations of these systems. The results indicate that the systems are primarily performing text-based translations, which is supported by the observation that the visual adversaries do not harm the systems as much as their textual counterparts. However, the textual adversaries sometimes resulted in ungrammatical sentences, which may be addressed by adopt-

---

³We use the error taxonomy from Vilar et al. (2006).

4The higher perplexities for the adversarial samples were, in part, due to incorrect grammatical conjugations.
Figure 2: Examples of translations produced by the hieratt multilingual translation system. **Baseline**: the system output given the **Original** image-caption pair. **NUM / NOUN / NP / PREP**: The adversarial caption with the underlined replacement. **NMT**: the output of a text-only translation system, given the adversarial input. **MMT**: the output of the hieratt system, given the adversarial input.
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