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Abstract. We consider two applications of the strata of differentials of the second kind (all residues
equal to zero) with fixed multiplicities of zeros and poles:

Positivity: In genus \( g = 0 \) we show any associated divisorial projection to \( \overline{M}_{0,n} \) is \( F \)-nef and
hence conjectured to be nef. We compute the class for all genus when the divisorial projection
forgets only simple zeros and show in these cases the genus \( g = 0 \) projections are indeed nef.

Hurwitz spaces: We show the Hurwitz spaces of degree \( d, \) genus \( g \) covers of \( \mathbb{P}^1 \) with pure branch-
ing (one ramified point over the branch point) at all but possibly one branch point are irreducible
if there are at least \( 3g + d - 1 \) simple branch points or \( d - 3 \) simple branch points when \( g = 0. \)

1. Introduction

The moduli space of abelian differentials \( \mathcal{H}(\kappa) \) consists of pairs \((C, \omega)\) where \( \omega \) is a holomorphic
or meromorphic differential on a smooth genus \( g \) curve \( C \) and the multiplicity of the zeros and
poles of \( \omega \) is fixed of type \( \kappa \), an integer partition of \( 2g - 2 \). We define the stratum of zero residue
abelian differentials with signature \( \kappa = (k_1, \ldots, k_m) \) as

\[
\mathcal{H}_Z(\kappa) := \{ [C, \omega] \in \mathcal{H}(\kappa) \mid \text{res}_p(\omega) = 0 \text{ for all } p \text{ non-simple poles of } \omega \}.
\]

Further, as our interest is in how these strata inform the birational geometry of \( \overline{M}_{g,n} \), we define the
stratum of zero residue canonical divisors with signature \( \kappa = (k_1, \ldots, k_m) \) as

\[
\mathcal{Z}(\kappa) := \{ [C, p_1, \ldots, p_m] \in \mathcal{M}_{g,m} \mid k_1 p_1 + \ldots + k_m p_m \sim (\omega) \sim K_C \text{ and res}_{p_i}(\omega) = 0 \text{ for } k_i \leq -2 \}.
\]

Integrating a holomorphic \( \omega \) or differential of the first kind by the periods of \( C \) gives a cohomology class in \( H^{1,0}(C) \) of the Hodge filtration of \( H^1(C) \). Similarly, a meromorphic \( \omega \) or differential of the third kind gives a class in \( H^1(\mathcal{U}) \) where \( \mathcal{U} \) is the curve \( C \) punctured at the poles of \( \omega \). In the space between lie the differentials of the second kind which are meromorphic differentials with zero
residues at every pole, hence specifying a class in \( H^1(C) \). The differentials of this kind that specify
the zero class are exact differentials. Differential of the second kind arise naturally in many areas
of algebraic geometry, for example, as sections of the dualising sheaf on cuspidal curves and hence
from many constructions in projective geometry. In local charts via the Veech zippered rectangle
construction (see Section 2.1) zero residue conditions are cut out by real linear equations in period
coordinates. In the holomorphic case, loci with this property are known as affine invariant sub-
manifolds and hold great dynamical importance [Mc][EMa][EMM][El][MMW]. Further, restricting
within the strata of differentials of the second kind via linear equations in period coordinates to the
differentials \([C, \omega]\) such that \( \int_\alpha \omega = 0 \) for all absolute periods \( \alpha \in H_1(C) \), we obtain exact differentials,
that is, differentials that arise as the result of pulling back \( dz \) on the projective line under a
finite cover. Hence the strata of differentials of the second kind form an intermediary between
the modern study of the strata of abelian differentials and the more classical questions arising from the
study of Hurwitz spaces.

Date: October 17, 2019.
The strata of canonical divisors and projections of these strata under morphisms forgetting marked points has provided many extremal and interesting cycles in $\mathcal{M}_{g,n}$ for $g \geq 1$. Specifying a signature does not impose a condition on the position of points on a rational curve, though there is evidence that placing further conditions on the residues at poles provides interesting cycles in $\mathcal{M}_{0,n}$. For example, many of the known extremal rays of the effective cone of $\mathcal{M}_{0,n}$ arise in this way. The Keel Vermiere divisor \cite{Vem} for $n = 6$, some of the Hypertree divisors \cite{CTel} (generalising the construction to $n \geq 7$, conjectured to give a complete description of the effective cone) and the divisors of Opie \cite{O} (which disproved the conjecture) for $n \geq 7$ can be viewed as a residue condition on a fixed signature in this way.

A major open question on the birational geometry of $\mathcal{M}_{g,n}$ is the F-conjecture.

The F-conjecture. The effective cone of curves in $\mathcal{M}_{g,n}$ is generated by F-curves. Where an F-curve is defined as an irreducible component of the 1-dimensional locus of stable curves containing at least $3g + n - 4$ nodes in $\mathcal{M}_{g,n}$. Dually, the conjecture can be stated as: F-nef divisors are nef, where a divisor is F-nef if it has non-negative intersection with all F-curves. Gibney, Keel and Morrison \cite{GKM} showed that the higher genus case follows from the $g = 0$ case where the conjecture remains open for $n \geq 8$. In the first application considered in this paper we investigate the positivity properties of the strata of zero residue differentials in general genus with a view to the F-conjecture in genus $g = 0$.

Consider the Hurwitz space of type $\eta$ for

$$ \eta := [\eta_1, \ldots, \eta_s] $$

an unordered set of integer partitions of $d$, that is, the space of all degree $d$ covers with a branch profile given by $\eta$ above the $s$ branch points,

$$ \text{Hur}(\eta) := \{ f : C \longrightarrow \mathbb{P}^1 \mid \text{The ramification of } f \text{ is of type } \eta \}. $$

We further define $\eta_i$ to be a pure partition if it contains only one entry not equal to one. If $\eta$ has exactly one\footnote{Named in honour of Faber and Fulton} non-pure branch point, say $\eta_1$, then pulling back a differential on $\mathbb{P}^1$ with a unique double pole at the branch point associated to $\eta_1$ we obtain a differential of the second kind $\omega$ on $C$ with poles at the points in the special fibre and zeros at the non-trivially ramified points away from the special fibre. Further, for any absolute cycle $\gamma \in H^1(C)$ we have $\int_C \omega = 0$.

In the second application considered in this paper we use this identification to produce results on the irreducibility of certain Hurwitz spaces. Though this identification relates to exact differentials, a subvariety of the strata of differentials of the second kind, we include this application as the hard earned technical results in the strategy are all inducted from the genus $g = 0$ case where exact differentials and differentials of the second kind coincide.

1.1. Compactification. The question of how a condition on the residues of a meromorphic differential degenerates to stable nodal curves is answered in Section\footnote{With a little more care we actually deal with at most one non-pure branch point.} Through the use of flat geometry and the techniques of \cite{BCGGM1} we provide the following theorem.

Theorem 1.1. (Zero Residue Global Residue Condition) A twisted canonical divisor of type $\kappa$ is the limit of twisted canonical divisors on smooth curves with zero residues at specified poles (denoted zeroed poles) if there exists a twisted differential $\{\eta_j\}$ on $C$ such that

(a) If $q$ is a node of $C$ and $q \in C_i \cap C_j$ such that $\text{ord}_q(D_i) = \text{ord}_q(D_j) = -1$ then $\text{res}_q(\eta_i) + \text{res}_q(\eta_j) = 0$;

(b) the residues in each $\eta_j$ are zero at the specified zeroed poles; and
(c) there exists a full order on the dual graph $\Gamma$, written as a level graph $\Gamma$, agreeing with the order of $\sim$ and $>$, such that for any level $L$ and any connected component $Y$ of $\Gamma > L$ that does not contain a prescribed non-zeroed pole we have
\[
\sum_{\text{level}(q) = L, \quad q \in C_i \subset Y} \res_q(\eta_i) = 0
\]

1.2. Divisor class computation. The above theorem gives a full compactification $\overline{\mathcal{Z}}(\kappa)$ of the strata $\mathcal{Z}(\kappa)$. In general, this compactification is not smooth. Pushing forward $\overline{\mathcal{Z}}(\kappa)$ under the map forgetting marked points we obtain the divisor $Z^\kappa_n$ in $\overline{\mathcal{M}}_{g,n}$ for $\kappa = (k_1, \ldots, k_r)$ with $\sum k_i = 2g - 2$

\[ Z^\kappa_n = \{ [C, p_1, \ldots, p_n] \in \mathcal{M}_{g,n} \mid [C, p_1, \ldots, p_r] \in \mathcal{M}_{g,r} \text{ with } \sum k_i p_i \sim (\omega) \sim K_C, \quad \res_{p_i}(\omega) = 0 \text{ for } k_i \leq -2 \}, \]

where $r = n + g + m - 2$ or $n + g + m - 1$ for signature $\kappa$ with no simple poles or at least two simple poles respectively.\(^3\) We use this notation to denote both the divisor and the class of the divisor in $\text{Pic}(\overline{\mathcal{M}}_{g,n}) \otimes \mathbb{Q}$. In Section 5.3 we compute in all cases where the forgotten points are simple zeros.

| Classes of effective divisors in $\overline{\mathcal{M}}_{g,n}$ from zero residue strata of abelian differentials |
|--------------------------------------------------|
| $g \text{ and } n$ | Signature $\kappa$ | Reference |
| $g \geq 0, n \geq 3$ | $\kappa = (d_1, \ldots, d_n, 1^{g+m-2})$ for $d_i \neq -1$ and $d_i \leq -2$ for $m \geq 2$ entries and $\sum d_i = g - m$ | Theorem 5.3 |
| $g \geq 0, n \geq k + 2$ | $\kappa = (d_1, \ldots, d_n, 1^{g+m-2})$ for $d_i = -1$ for $k \geq 2$ entries and $d_i \leq -2$ for $m \geq 1$ entries and $\sum d_i = g - m - 1$ | Theorem 5.4 |

For example, the class of the divisor $[Z^3_{-2,-2,4,1}]$ in $\overline{\mathcal{M}}_{2,3}$ is given by the formula in Theorem 5.3 as

\[-\lambda + \psi_1 + \psi_2 + 10\psi_3 - \delta_{1,2} - 3(\delta_{1,2} + \delta_{2,1} + \delta_{0,1,2,3}) - 6(\delta_{0,2,3} + \delta_{0,1,3} + \delta_{1,2,3}) . \]

In the genus $g = 0$ case the classes of Theorem 5.3 correspond to classes of divisors introduced by Fedorchuk [Fed] which leads to a new geometric description of these divisors in terms of Hurwitz spaces that we present as Corollary 7.3.

1.3. Positivity. The positivity properties of the divisor classes are due to a number of results relating to the restriction of strata of differentials of the second kind to the boundary of the moduli space. Restricting to stable curves of compact type and strata of differentials of the second kind we obtain the following result.

**Theorem 1.2.** Fix $\kappa$ such that $|\kappa| = n$ and $-1 \notin \kappa$. A stable pointed curve of compact type $[X, p_1, \ldots, p_n] \in \overline{\mathcal{M}}_{g,n}$ with irreducible components $\{X_i\}$ is contained in the closure $\overline{\mathcal{Z}}(\kappa)$ if and only if there exists an associated twisted differential $(X, \{\eta_{X_i}\})$ of type $\kappa$ such that each $\eta_{X_i}$ is of the second kind.

Restricting to the genus $g = 0$ case where all curves are of compact type, we obtain the following result regarding restriction to boundary strata.

---

\(^3\)This divisor is the pushforward of $\overline{\mathcal{Z}}(\kappa)$ under the forgetful map that forgets all but the first $n$ marked points.

\(^4\)Our class expressions are given modulo the labelling of the unmarked points. See Definition 5.1 for an explicit description.
Lemma 1.3. For $\bar{Z}(\kappa)$ of the second kind in $g = 0$ and $B$ a boundary stratum of any dimension, $\text{codim}_B(\bar{Z}(\kappa) \cap B) = \text{poles}(\kappa) - 1$

or the intersection is empty.

Considering a divisor $Z^n_\kappa$ of the second kind in $\text{Pic}_\mathbb{Q}(\mathcal{M}_{0,n})$ we apply this lemma to the intersection of the preimage of any $F$-curve under the forgetful morphism and $\bar{Z}(\kappa)$ to show that $Z^n_\kappa$ cannot contain any $F$-curve and hence necessarily has non-negative intersection will all such curves.

Theorem 1.4. Every irreducible component of the divisor $Z^n_\kappa$ of the second kind in $\text{Pic}_\mathbb{Q}(\mathcal{M}_{0,n})$ is $F$-nef.

Though ampleness is due to an abundance of sections, namely, enough sections to separate points and tangent vectors, the above theorem is the result of our explicit knowledge of the zero locus of just one section of the line bundles associated with each $Z^n_\kappa$. In the cases considered in Theorem 5.3, as discussed, our classes correspond to divisor classes considered by Fedorchuk [Fed] and shown to be nef. However, we include a proof of this fact from our perspective as it is instructive of a possible strategy to prove the remaining open cases. Setting $p = \text{poles}(\kappa)$ we obtain the following.

Theorem 1.5. Every divisor $Z^n_\kappa$ of the second kind in $\text{Pic}_\mathbb{Q}(\mathcal{M}_{0,n})$ for $\kappa = (d_1, \ldots, d_n, 1^{p-2})$ is nef.

1.4 Irreducibility of certain Hurwitz spaces. The question of the irreducibility of Hurwitz spaces can be viewed as a purely group theoretic question of the orbits of the conjugacy classes of the monodromy representations for covers $f : C \to \mathbb{P}^1$ under the action of the relevant subgroup of the braid group. From this perspective Clebsch [Cl] considered degree $d$ covers of $\mathbb{P}^1$ where $\eta$ contained only simple branching and showed using purely group theoretic methods that all conjugacy classes of monodromy representations of this type are equivalent under the action of the braid group that moves the branch points. Hence these spaces are irreducible. More recently, Graber, Harris and Starr used similar methods to extend this result to degree $d$ simply ramified covers of genus $g \geq 1$

target curves.

Kluitmann [Klu] and Natanzon [N] used similar methods to show that the Hurwitz spaces with arbitrary genus source curve, genus $g = 0$ target curve and simple branching at all but one branch point are connected. Liu and Osserman [LO] considered only the cases where the source curve has genus $g = 0$ and used limit linear series to show the irreducibility of Hurwitz spaces with genus $g = 0$ source and target curves and pure ramification. We obtain the following result.

Theorem 1.6. $\text{Hur}(\eta)$ is irreducible if $\eta = [\eta_1, \ldots, \eta_s]$ specifying the ramification profile contains at most one $\eta_i$ that is not pure and at least $3g + (d - 1)$ simple transpositions.

Our method relies on flat geometry and as such, we define the strata of exact abelian differentials with signature $\kappa = (k_1, \ldots, k_n)$ as

$$\mathcal{H}(\kappa) := \{[C, \omega] \in \mathcal{H}(\kappa) | \int_\gamma \omega = 0 \text{ for any closed path } \gamma \in C \setminus \{\text{poles of } \omega\}\},$$

and the stratum of exact canonical divisors with signature $\kappa = (k_1, \ldots, k_n)$ as

$$\mathcal{X}(\kappa) := \{[C, q_1, \ldots, q_n] \in \mathcal{M}_{g,n} | k_1q_1 + \ldots + k_nq_n \sim (\omega) \sim K_C \text{ and } [C, \omega] \in \mathcal{H}(\kappa)\}.$$ 

Observe that $\mathcal{X}(\kappa)$ provides a finite cover of $\mathbb{P}\mathcal{H}(\kappa)$ due to the labelling of the zeros and poles. Further, if

$$\kappa = (-p_1, \ldots, -p_s, a_1, \ldots, a_m)$$

The strategy is well-known and applies to any subset of $F$-nef divisors that are boundary effective and closed under boundary restriction. For a time it was considered a possible strategy to prove the $F$-conjecture until Pixton [P] produced an example in $n = 12$ of a nef divisor that is not boundary effective.
for $p_i ≥ 2$ and $a_i ≥ 1$ and define
\[ η^i_p = [(p_1 - 1)\cdots(p_s - 1), (a_1 + 1), \ldots, (a_m + 1)] \]
then there exists a dominant morphism
\[ \mathcal{X}(κ) \rightarrow \text{Hur}(η^i_p) \]
obtained by integrating the differential $ω$ to obtain the cover of the projective line. This morphism factors through the action of the group permuting the markings appropriately for any $a_i = a_j$ and any $p_i = p_j$.

To prove Theorem 1.8 we proceed by induction on $η^i_p$ via induction on the degree of $\text{Hur}(η^i_p)$. The base case for the induction is provided by Clebsch [Cl] when $d = g + 1$ and necessarily all ramification is simple. Let $κ = (-p_1, \ldots, -p_s, a_1, \ldots, a_n, 1^{3g+s-1})$ with $p_i ≥ 2$ and $a_i ≥ 1$. The degree of the covers obtained in $\text{Hur}(η^i_p)$ is given by
\[ d = \sum_{i=1}^{n}(p_i - 1). \]

Consider
\[ φ : \mathcal{X}(κ)/S_{3g+s-1} \rightarrow \mathcal{M}_{g,s+n} \]
that forgets all but the first $s + n$ points where $S_{3g+s-1}$ permutes the markings on the final $3g+s-1$ points. Lemma 7.5 shows this morphism is dominant while Lemma 7.6 shows that exactly one connected component of $\mathcal{X}(κ)/S_{3g+s-1}$ is dominant under $φ$. Hence if $\mathcal{X}(κ)/S_{3g+s-1}$ is not irreducible there must be a connected component with positive dimensional fibres under $φ$.

Consider a point $[C, p_1, \ldots, p_{s+n}] ∈ \mathcal{M}_{g,s+n}$ with one dimensional fibre under $φ$. The forgotten points move on $C$ and hence as $C$ is one dimensional and irreducible, in the closure $\overline{\mathcal{X}(κ)/S_{3g+s-1}}$ for some simple zero must collide with each $p_1, \ldots, p_s$, the marked poles. By the degeneration of differentials of the second kind, this places $[C, p_1, \ldots, p_{s+n}]$ inside the intersection of the image of $s$ different strata of lower degree assumed to be irreducible by the induction hypothesis. Lemma 7.8 shows this intersection is of codimension at least two, necessitating fibres of dimension at least two contradicting the irreducibility of these lower degree strata and providing the inductive step.

The following is an example of an application of Theorem 1.6.

**Example 1.7.** Consider the monodromy group
\[ M = \{(12)(34), (456), (12), (13), (13), (14), (14), (35), (45), (56)\} \]
that gives a connected degree $d = 5$ cover of the projective line by a genus $g = 1$ curve. Theorem 1.6 implies the associated Hurwitz space is irreducible.

Replacing the base case with the result of Liu and Osserman [LO] we obtain a sharpening of this result in the genus $g = 0$ case.

**Theorem 1.8.** $\text{Hur}(η)$ with source curve of genus $g = 0$ is irreducible if $η = (η_1, \ldots, η_n)$ specifying the ramification profile contains at most one $η_i$ that is not pure and at least $d - 3$ simple transpositions.

The following is an example of the application of this theorem.

**Example 1.9.** Consider the monodromy group
\[ M = \{(12)(34), (135), (132), (34), (45)\} \]
that gives a connected degree $d = 5$ cover of the projective line by a genus $g = 0$ curve. Theorem 1.8 implies the associated Hurwitz space is irreducible.
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2. Preliminaries

2.1. Local charts for the strata of meromorphic differentials. Any holomorphic flat surface with no vertical saddle connections can be obtained by the Veech or zippered rectangle construction [V]. Boissy [Bo] showed how this generalises to the meromorphic case by the infinite zippered rectangle construction and provided a set of charts for $\mathcal{H}(\kappa)$ in the meromorphic case. In this section we provide a brief summary of the construction of these charts and an example.

First we construct the basic domains that will be glued to obtain the charts. Let $\zeta = (v_1, \ldots, v_n) \in \mathbb{C}^n$ with $\text{Re}(v_i) > 0$. Consider the following broken line $L$ in $\mathbb{C}$:

- the half-line $\mathbb{R}^-$
- the concatenation of the $n$ vectors $v_i$ in order from the origin
- the horizontal half-line from the end of the above concatenation to the right.

We consider the subset $D^+(v_1, \ldots, v_n)$ (or $D^-(v_1, \ldots, v_n)$) as the set of complex numbers above (or below respectively) the broken line $L$. Similarly, if $n \geq 1$ we define $C^+(v_1, \ldots, v_n)$ (or $C^-(v_1, \ldots, v_n)$) as the set of complex numbers above (or below respectively) the concatenation of the $n$ vectors $v_i$ in order from the origin. The boundary of $C^+(v_1, \ldots, v_n)$ or $C^-(v_1, \ldots, v_n)$ will consist of two infinite vertical half-lines. Identifying the two half-lines we obtain an infinite half-cylinder with polygonal boundary. Figure 1 gives an example of how domains of this type can be glued together to obtain a flat surface in $\mathcal{H}(2,1,-1,-2)$.

![Figure 1: Basic domains and gluing data of a flat surface in $\mathcal{H}(2,1,-1,-2)$](image)

Creating a set of charts for meromorphic stratum $\mathcal{H}(\kappa)$ is simply a matter of giving a set of domains and gluing data. For any $\zeta = (v_1, \ldots, v_n) \in \mathbb{C}^n$ with $\text{Re}(v_i) > 0$ consider the following combinatorial data:

- a collection $n^+$ of integers $0 = n_0^+ \leq n_1^+ \leq \ldots \leq n_d^+ < \ldots < n_{d+s^+}^+ = n$
- a collection $n^-$ of integers $0 = n_0^- \leq n_1^- \leq \ldots \leq n_d^- < \ldots < n_{d+s^-}^- = n$
• a pair of permutations $\pi_t, \pi_b \in S_n$

• a collection $d$ of integers $0 = d_0 < d_1 < d_2 < \ldots < d_r = d$.

For $i \in \{0, \ldots, d - 1\}$ define basic domains $D_i^+(v_{\pi_t(n_i^+ + 1)}, \ldots, v_{\pi_t(n_i^+ + 1)})$ and $D_i^+(v_{\pi_b(n_i^+ + 1)}, \ldots, v_{\pi_b(n_i^+ + 1)})$.

For $i \in \{d, \ldots, d + s^* - 1\}$ define basic domains $C_i^+(v_{\pi_t(n_i^+ + 1)}, \ldots, v_{\pi_t(n_i^+ + 1)})$ and for $i \in \{d, \ldots, d + s^* - 1\}$ define basic domains $C_i^+(v_{\pi_b(n_i^+ + 1)}, \ldots, v_{\pi_b(n_i^+ + 1)})$.

Now glue these domains as follows:

• each vector corresponding to a $v_i$ in a +domain is glued to the corresponding vector in a −domain
• for each $C_i^+$ and $C_i^−$ the two vertical lines are glued
• each left line of a domain $D_i^+$ is glued to the left line of the domain $D_i^−$
• for each $i \in \{1, \ldots, d\} \setminus \{d_1, \ldots, d_r\}$ the right line of domain $D_i^−$ is glued to the right line of $D_i^+_{i+1}$

Considering only the combinatorial data that gives a connected surface, we obtain a flat surface with $s = s^+ + s^−$ simple poles and $r$ non-simple poles of order $d_i + 1$ for $i = 1, \ldots, r$. The type of conical singularities, or the order of the zeros, will be determined by the combinatorial data. For example, the flat surface given in Figure 1 can be given as the vector $(v_1, v_2, v_3, v_4)$ and combinatorial data $d = 1, s^+ = 1, s^− = 0, n^+ = (2, 4), n^− = (4), \pi_t = (4, 2, 1, 3), \pi_b = (1, 2, 3, 4)$ and $d = (0, 1)$.

The parameter $\zeta$ is uniquely defined and the saddle connections form a basis of the relative homology $H_1(S, \Sigma, Z)$ where $\Sigma$ is the set of conical singularities or zeros of the differential. Hence $n = 2g + |r| - 2$. Boissy [Bo, Proposition 3.7] showed that analogous to the holomorphic case, any meromorphic translation surface with no vertical saddle connection is obtained by the infinite zippered rectangle construction. But on any meromorphic flat surface the set of saddle connections is at most countable. Hence it is always possible to rotate a flat surface so that there are no vertical saddle connections. Hence up to possible rotation, the infinite zippered rectangle construction provides a set of local charts for meromorphic stratum $H(\kappa)$.

2.2. Divisor theory on $\overline{\mathcal{M}}_{g,n}$. The first Chern class $\lambda$, of the Hodge bundle on $\overline{\mathcal{M}}_{g,n}$ and the first Chern class $\psi_i$, of the cotangent bundle on $\overline{\mathcal{M}}_{g,n}$ associated with the $i$th marked point for $1 \leq i \leq n$ give extensions of the classes that generate Pic$_Q(\overline{\mathcal{M}}_{g,n})$.

The boundary $\partial\overline{\mathcal{M}}_{g,n} = \overline{\mathcal{M}}_{g,n} - \mathcal{M}_{g,n}$ of the compactification is codimension one. Let $\Delta_0$ be the locus of curves in $\overline{\mathcal{M}}_{g,n}$ with a nonseparating node and $\Delta_i:S$ for $0 \leq i \leq g$, $S \subset \{1, \ldots, n\}$ be the locus of curves with a separating node that separates the curve such that one of the components has genus $i$ and contains precisely the marked points in $S$. Hence we require $|S| \geq 2$ for $i = 0$ and $|S| \leq n - 2$ for $i = g$ and observe that $\Delta_i:S = \Delta_{g-i}:S$. The boundary divisors are irreducible and we denote the class of $\Delta_i:S$ in Pic$_Q(\overline{\mathcal{M}}_{g,n})$ by $\delta_i:S$. See [AC] [HM] for more information.

For $g \geq 3$, these divisors freely generate Pic$_Q(\overline{\mathcal{M}}_{g,n})$.

For $g = 2$, the classes $\lambda$, $\delta_0$ and $\delta_1$ generate Pic$_Q(\overline{\mathcal{M}}_2)$ with the relation

$$\lambda = \frac{1}{10}\delta_0 + \frac{1}{5}\delta_1.$$  

Further, $\lambda, \delta_0, \psi_i$ and $\delta_i:S$ generate Pic$_Q(\overline{\mathcal{M}}_{2,n})$ with this relation pulled back under the morphism $\varphi: \overline{\mathcal{M}}_{2,n} \rightarrow \overline{\mathcal{M}}_2$ that forgets the $n$ marked points.

For $g = 1$ there are two further relations in Pic$_Q(\overline{\mathcal{M}}_{1,n})$

$$\lambda = \frac{1}{12}\delta_0 = \psi_i - \sum_{i \in S} \delta_{0:S}$$

for $1 \leq i \leq n$.  
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For $g = 0$ the relations in $\text{Pic}_Q(\overline{M}_{1,n})$ are

$$\psi_i + \psi_j = \sum_{i \in S, j \not\in S} \delta_{0,S}$$

for any $i \neq j$.

2.3. Maps between moduli spaces. Maps between moduli spaces are a useful tool in the computation of divisor classes. For a fixed general $[X, q, q_1] \in \mathcal{M}_{h,2}$ consider the map

$$\pi_h: \mathcal{M}_{g,n} \to \mathcal{M}_{g+h,n}$$

that glues points $p_1$ and $q$ to form a node. The pullback of the generators of $\text{Pic}_Q(\mathcal{M}_{g+h,n})$ are presented in [AC] and

$$\pi_h^* \lambda = \lambda, \quad \pi_h^* \delta_0 = \delta_0, \quad \pi_h^* \delta_{h \{1\}} = -\psi_1$$

and

$$\pi_h^* \psi_i = \begin{cases} 0 & \text{for } i = 1 \\ \psi_i & \text{for } i = 2, \ldots, n \end{cases}$$

and for $1 \in S$

$$\pi_h^* \delta_{i:S} = \begin{cases} 0 & \text{for } i < h \\ -\psi_1 & \text{for } i = h, S = \{1\} \\ \delta_{i-h:S} & \text{otherwise.} \end{cases}$$

3. Zero residue strata of differentials

3.1. Residue conditions. Consider a chart as described in §2.1 for $\mathcal{H}(\kappa)$ with

$$\kappa = (k_1, \ldots, k_m, -p_1, \ldots, -p_r, (-1)^s),$$

given by $\mathbf{n}^+, \mathbf{n}^-, \pi_t, \pi_b, s^+, s^-$ and $\mathbf{d}$ where $d_0 = 0$ and $d_i = \sum_{j=1}^i (p_j - 1)$ for $i \geq 1$. The residue at the pole $-p_i$ is given by

$$\frac{1}{2\pi i} \sum_{j \in n_i^+, i+1} (v_{\pi_t(j)} - v_{\pi_b(j)}),$$

where in such equations the saddle connections $v_i$ refers to the length of the saddle connection under the flat metric. This formula is obtained by integrating the differential around an anti-clockwise closed loop enclosing the pole of interest. Hence the residue at a simple pole in a basic domains $C^+(v_1, \ldots, v_m)$ or $C^-(v_1, \ldots, v_m)$ are given by $(1/2\pi i)(v_1 + \ldots + v_m)$ and $(1/2\pi i)(-v_1 - \ldots - v_m)$ respectively.

For example, from Figure 1 we see that the residue at the pole of order 2 is

$$\frac{1}{2\pi i} (v_4 + v_2 - v_4 - v_2 - v_1) = \frac{1}{2\pi i} (-v_1 - v_3),$$

while the residue at the simple pole is

$$\frac{1}{2\pi i} (v_1 + v_3)$$

and as expected the sum of the residues is zero. Observe that the sum of the residues across all poles on any surface will be zero as each vector appears once in a +domain and once in a −domain.
Definition 3.1. The stratum of zero residue abelian differentials with signature $\kappa$ is defined as

$$\mathcal{H}_Z(\kappa) := \{(C, \omega) \in \mathcal{H}(\kappa) \mid \text{res}_p(\omega) = 0 \text{ for all } p \text{ non-simple poles of } \omega\}.$$ 

Further we define the stratum of zero residue canonical divisors with signature $\kappa$ as

$$\mathcal{Z}(\kappa) := \{(C, p_1, \ldots, p_m) \in \mathcal{M}_{g,m} \mid k_1 p_1 + \ldots + k_m p_m \sim (\omega) \sim K_C \text{ and } \text{res}_p(\omega) = 0 \text{ for } k_i \leq -2\}.$$ 

Example 3.2. Consider $\kappa$ with a single pole. The pole is necessarily non-simple and we have $\mathcal{H}_Z(\kappa) = \mathcal{H}(\kappa)$. 

Example 3.3. Consider $\kappa$ with two or more poles including exactly one simple pole. For any surface in $\mathcal{H}(\kappa)$ the sum of the residues at the non-simple poles must add to the non-zero residue at the simple pole to give zero. Hence $\mathcal{H}_Z(\kappa)$ is empty.

Example 3.4. Consider a genus $g = 0$ surface in $\mathcal{H}(2, -2, -2)$. The resulting differential is given locally by $c(1 - z)^2 z^{-2} dz$ for some constant $c \in \mathbb{C}^\ast$. Hence the residue at 0 and $\infty$ are necessarily non-zero. Alternatively, observe $\dim \mathcal{H}(2, -2, -2) = 1$. Hence any surface appears in a one dimensional chart with $\zeta = v_1 \in \mathbb{C}$ with $\text{Re}(z_1) > 0$. Necessarily $v_1$ must appear in the the basic domains for both poles for the surface to be connected and hence the residues equal $\pm v_1/2\pi i \neq 0$. From one final perspective, on a genus $g = 0$ surface with one conical singularity the length of any saddle connection is obtained by integrating the differential along a closed path. If all residues are zero then the length is necessarily zero providing a contradiction.

For $\kappa = (k_1, \ldots, k_m, -p_1, \ldots, -p_r, (-1)^k)$, with $p_i \geq 2$ and $k_i \geq 1$ the image of the residue map

$$\text{res} : \mathcal{H}(\kappa) \longrightarrow \mathbb{C}^r \times (\mathbb{C}^\ast)^k$$

was completely classified by Gendron and Tahar [GT]. In our case their results provide the following.

Proposition 3.5. $\mathcal{H}_Z(\kappa)$ is empty if and only if

(a) $k = 1$; or
(b) $g = 0, k = 0$ and $k_i \geq \sum_{j=1}^r (p_j - 1)$ for some $i$.

Proposition 3.6. If $\kappa$ does not satisfy (a) and (b) above, then $\mathcal{H}_Z(\kappa)$ is cut out in $\mathcal{H}(\kappa)$ by linear equations in period coordinates with real coefficients and zero constant term and

$$\text{codim}(\mathcal{H}_Z(\kappa)) = \begin{cases} m - 1 & \text{for } k = 0 \\ m & \text{for } k \geq 2. \end{cases}$$

Proof. Any surface in $\mathcal{H}_Z(\kappa)$ lies in a chart of $\mathcal{H}(\kappa)$ described in §2.1. The residue at each pole is given in this chart by a linear equation in period coordinates with coefficients $\pm 1/2\pi i$. If a coordinate appears in a $+$domain and a $-$domain for the same pole it will not appear in a residue equation. Hence the coordinates that appear in the residue equations are the coordinates that connect the surface and any relation in the residues would violate the connectedness of the surface. □

4. Degeneration of zero residue conditions

A pointed curve $[C, p_1, \ldots, p_n] \in \mathcal{M}_{g,n}$ is contained in the stratum of canonical divisors of type $\kappa = (k_1, \ldots, k_n)$ denoted $\mathcal{P}(\kappa)$, if

$$\sum_{i} k_i p_i \sim K_C.$$ 

A stable pointed curve $[C, p_1, \ldots, p_n] \in \overline{\mathcal{M}}_{g,n}$ is contained in the moduli space of twisted canonical divisors of type $\kappa = (k_1, \ldots, k_n)$ defined by Farkas and Pandharipande [FP], denoted $\overline{\mathcal{P}}(\kappa)$, if there exists a collection of (possibly meromorphic) non-zero differentials $\{\eta_j\}$ on the irreducible components $C_j$ of $C$ with $\eta_j \sim D_j \sim K_{C_j}$ such that
(a) The support of $D_j$ contains the set of marked points and the nodes lying in $C_j$, moreover if $p_i \in C_j$ then $\text{ord}_{p_i}(D_j) = k_i$.

(b) If $q$ is a node of $C$ and $q \in C_i \cap C_j$ then $\text{ord}_q(D_i) + \text{ord}_q(D_j) = -2$.

(c) If $q$ is a node of $C$ and $q \in C_i \cap C_j$ such that $\text{ord}_q(D_i) = \text{ord}_q(D_j) = -1$ then for any $q' \in C_i \cap C_j$, we have $\text{ord}_{q'}(D_i) = \text{ord}_{q'}(D_j) = -1$. We write $C_i \sim C_j$.

(d) If $q$ is a node of $C$ and $q \in C_i \cap C_j$ such that $\text{ord}_q(D_i) > \text{ord}_q(D_j)$ then for any $q' \in C_i \cap C_j$, we have $\text{ord}_{q'}(D_i) > \text{ord}_{q'}(D_j)$. We write $C_i > C_j$.

(e) There does not exist a directed loop $C_1 \geq C_2 \geq \ldots \geq C_k \geq C_1$ unless all $\geq$ are $\sim$.

In particular, the last condition implies that if $q$ is a node of $C$ and $q \in C_i \cap C_j$ such that $\text{ord}_q(D_i) = \text{ord}_q(D_j) = -1$ then for any $q' \in C_i \cap C_j$ we have $\text{ord}_{q'}(D_i) = \text{ord}_{q'}(D_j) = -1$. Farkas and Pandharipande showed that in addition to the main component $\overline{\mathcal{P}}(\kappa)$ containing $\mathcal{P}(\kappa)$, this space contained extra components completely contained in the boundary of the moduli space. Bainbridge, Chen, Gendron, Grushevsky and Möller [BCGGM] provided the condition that a twisted canonical divisor lies in the main component. Let $\Gamma$ be the dual graph of $C$. A twisted canonical divisor of type $\kappa$ is the limit of twisted canonical divisors on smooth curves if there exists a twisted differential $\{\eta_j\}$ on $C$ such that

(a) If $q$ is a node of $C$ and $q \in C_i \cap C_j$ such that $\text{ord}_q(D_i) = \text{ord}_q(D_j) = -1$ then $\text{res}_q(\eta_i) + \text{res}_q(\eta_j) = 0$; and

(b) there exists a full order on the dual graph $\Gamma$, written as a level graph $\Gamma$, agreeing with the order of $\sim$ and $>$, such that for any level $L$ and any connected component $Y$ of $\overline{\Gamma}_{>L}$ that does not contain a prescribed pole we have

$$\sum_{\text{level}(q) = L, \ q \in C_i \subset Y} \text{res}_q(\eta_i) = 0$$

Condition (b) is known as the global residue condition.

The question for us is the conditions on the twisted differential such that the the twisted canonical divisor is a limit of smooth canonical divisors with conditions on the residues. We record the result as the following theorem.

**Theorem 1.1. (Zero Residue Global Residue Condition)** A twisted canonical divisor of type $\kappa$ is the limit of twisted canonical divisors on smooth curves with zero residues at specified poles (denoted zeroed poles) if there exists a twisted differential $\{\eta_j\}$ on $C$ such that

(a) If $q$ is a node of $C$ and $q \in C_i \cap C_j$ such that $\text{ord}_q(D_i) = \text{ord}_q(D_j) = -1$ then $\text{res}_q(\eta_i) + \text{res}_q(\eta_j) = 0$;

(b) the residues in each $\eta_j$ are zero at the specified zeroed poles; and

(c) there exists a full order on the dual graph $\Gamma$, written as a level graph $\Gamma$, agreeing with the order of $\sim$ and $>$, such that for any level $L$ and any connected component $Y$ of $\overline{\Gamma}_{>L}$ that does not contain a prescribed non-zeroed pole we have

$$\sum_{\text{level}(q) = L, \ q \in C_i \subset Y} \text{res}_q(\eta_i) = 0$$

**Proof.** Without loss of generality, let $\kappa = (-p_1, \ldots, -p_m, k_{m+1}, \ldots, k_n)$ for $p_i \geq 2$ and $k_i \in \mathbb{Z}$ where the first $m$ entries represent the zeroed poles and the genus of the signature is $g$. For each $i = 1, \ldots, m$ fix a general pointed curve

$$[X_i, q_1^i, \ldots, q_{p_i-1}^i] \in \mathcal{M}_{p_i-1, p_i-1}$$

such that

$$(p_i - 2)q_1^i + q_2^i + \cdots + q_{p_i-1}^i \sim K_{X_i}$$
and the pointed curves for different $i$ are distinct. Consider $(Y, \eta_Y) \in \mathcal{H}(\kappa)$ with a labelling of the poles and zeros such that $[Y, y_1, \ldots, y_n] \in \mathcal{P}(\kappa)$ and $\operatorname{res}_{y_i}(\eta_Y) = 0$ for $i = 1, \ldots, m$.

Now consider the stable nodal pointed curve in $\overline{\mathcal{M}}_{g', n'}$ for

$$
g' = g - m + \sum_{i=1}^{m} p_i \quad n' = n - 3m + \sum_{i=1}^{m} p_i,$$

obtained by gluing $q_i^j$ to $y_i$ for $i = 1, \ldots, m$. The Global Residue Condition \cite{BCGGM1} shows that $\{(\eta_X^i), \eta_Y^i\}$ forms the twisted differential on this curve that places the pointed nodal curve in $\overline{\mathcal{P}}(1^{p_1-2}, \ldots, 1^{p_m-2}, k_{m+1}, \ldots, k_n)$.

Hence fixing the pointed curves $[X_i, q_1^i, \ldots, q_{p_i-1}^i]$ and allowing $[Y, y_1, \ldots, y_n]$ and $\eta_Y$ to degenerate shows the theorem provides necessary conditions for a stable nodal curve to appear in the closure.

To show that these conditions are in fact sufficient, consider a stable pointed curve $[Y, y_1, \ldots, y_n] \in \overline{\mathcal{M}}_{g,n}$ such that there exists a twisted differential $\{\eta_Y^i\}$ and level graph $\Gamma$ with integer levels satisfying the requirements of the theorem. Let $v(y_i)$ be the vertex in $\Gamma$ containing $y_i$ and $l(y_i) \in \mathbb{Z}$ be the level of $v(y_i)$ for $i = 1, \ldots, m$. Let $\Gamma'$ be the level graph with levels in $\frac{1}{2}\mathbb{Z}$ obtained by adding $m$ new vertices to $\Gamma$ where the $i$th new vertex is at level $l(y_i) + 1/2$ attached via an edge to $v(y_i)$.

Gluing in the fixed tails $[X_i, q_1^i, \ldots, q_{p_i-1}^i]$ we obtain the pointed stable curve in the boundary of $\overline{\mathcal{P}}(1^{p_1-2}, \ldots, 1^{p_m-2}, k_{m+1}, \ldots, k_n)$ in $\overline{\mathcal{M}}_{g', n'}$ via the twisted differential $\{\{\eta_Y^i\}, \{\eta_X^i\}\}$ and level graph $\Gamma'$.

Horizontal edges in any level graph can be smoothed. Flat geometrically this corresponds to truncating and gluing two infinite cylinders of the same width.

Next we use the fact that horizontal cuts in the level graph can be smoothed \cite{BCGGM2}. But $\Gamma'$ can then be smoothed to a graph with just $m+1$ edges and two levels. The upper level containing the $m$ degree one vertices $X_i$ each connected by an edge to the lower level $Y$ which must represent some $[Y, y_1, \ldots, y_n] \in \mathcal{P}(\kappa)$ such that the associated differential $\eta_Y$ has $\operatorname{res}_{y_i}(\eta_Y) = 0$ for $i = 1, \ldots, m$. \hfill $\Box$

5. Divisor class computation

In this section we compute the class of divisors in $\overline{\mathcal{M}}_{g,n}$ coming from the strata of zero residue abelian differentials. In \cite{M2} the author used the method of maps between moduli spaces to compute many classes of divisors $D^\alpha_\kappa$ coming from the strata of abelian differentials. The divisor $D^\alpha_\kappa$ in $\overline{\mathcal{M}}_{g,n}$ for $\kappa = (k_1, \ldots, k_m)$ with $\sum k_i = 2g - 2$ is defined as

$$
D^\alpha_\kappa = \left\{ [C, p_1, \ldots, p_n] \in \overline{\mathcal{M}}_{g,n} \mid [C, p_1, \ldots, p_m] \in \overline{\mathcal{M}}_{g,m} \text{ with } \sum k_i p_i \sim K_C \right\},
$$

where $m = n + g - 2$ or $n + g - 1$ for holomorphic and meromorphic signature $\kappa$ respectively. This method of class computation extends to our situation where we utilise maps between moduli spaces and the theory of the degeneration of abelian differentials \cite{BCGGM1} to pullback a known divisor of type $D^\alpha_\kappa$ coming from the strata of meromorphic differentials to obtain classes coming from the strata of zero residue abelian differentials. In \cite{M2} the author presents a detailed exposition of this method. We begin with a definition of the divisors of interest.

**Definition 5.1.** Let $j, k$ be the number of non-simple and simple poles respectively in meromorphic signature $\kappa$. For $j \geq 1$ with $|\kappa| = g - 2 + n + j$ if $k = 0$ and $|\kappa| = g - 1 + n + j$ if $k \geq 0$ write $\kappa$ in the form

$$
\kappa = (d_1, \ldots, d_n, k_1^{\alpha_1}, \ldots, k_m^{\alpha_m})
$$
where \( k_i \neq k_j \) for \( i \neq j \). Then \( Z_n^g \) for \( n \geq 1 \) is the divisor in \( \overline{\mathcal{M}}_{g,n} \) defined by:

\[
Z_n^g := \frac{1}{\alpha_1! \cdots \alpha_m!} \varphi_* \mathcal{Z}(\kappa)
\]

where \( \varphi \) forgets the last \( g - 2 + j \) or \( g - 1 + j \) marked points for \( k = 0 \) or \( k \geq 2 \) respectively.

Before computing classes, we introduce a well-known method of producing expressions for the trivial divisor in genus \( g = 0 \) which will allow us to simplify our class expressions in this case. For any complete graph \( \Gamma \) on \( n \) vertices with edges labels in \( \mathbb{Q} \), define the edge function \( e(i \sim j) \) to return the label of the unique edge between \( i \) and \( j \). Define

\[
e(i) = \sum_{j \neq i} e(i \sim j)
\]

and

\[
e(S) = \sum_{i \in S, j \notin S} e(i \sim j)
\]

for any \( S \subset \{1, \ldots, n\} \). Then any such edge labelled complete graph \( \Gamma \) defines a divisor class in

\[
\text{Pic}_\mathbb{Q}(\overline{\mathcal{M}}_{0,n}).
\]

\[
D(\Gamma) = \sum_{i=1}^{n} e(i) \psi_i - \sum_{i \in S} e(S) \delta_{0,S}
\]

**Lemma 5.2.** \( D(\Gamma) \) is trivial.

**Proof.** Keel [K] gives the relation

\[
\psi_i + \psi_j = \sum_{i \in S, j \notin S} \delta_{0,S}
\]

for any \( i \neq j \). Hence

\[
\sum_{1 \leq i < j \leq n} e(i \sim j) (\psi_i + \psi_j) = \sum_{1 \leq i < j \leq n} e(i \sim j) \sum_{i \in S, j \notin S} \delta_{0,S}
\]

\[
\sum_{i=1}^{n} e(i) \psi_i = \sum_{i \in S} e(S) \delta_{0,S}
\]

\( \square \)

**Theorem 5.3.** Consider \( \mathbf{d} = (d_1, \ldots, d_n) \) with \( -1 \notin \mathbf{d} \) and \( |\mathbf{d}| = m \) such that \( \sum d_i = g - m \) we have for \( g \geq 2 \)

\[
Z_{\mathbf{d},1^g \cdot m}^n = -\lambda + \sum_{j=1}^{n} \left( \frac{d_j + 1}{2} \right) \psi_j - 0 \cdot \delta_0 - \sum_{\text{all \ poles \ } i \in S} \left( \frac{|d_S + |S^-| - i| + 1}{2} \right) \delta_{i,S}.
\]

For \( g = 1 \)

\[
Z_{\mathbf{d},1^1 \cdot m}^n = \left( -1 + \sum_{j=1}^{n} \left( \frac{d_j + 1}{2} \right) \right) \lambda - \sum_{|S| \geq 2} \left( \left( \frac{|d_S + |S^-| + 1}{2} \right) - \sum_{j \in S} \left( \frac{d_j + 1}{2} \right) \right) \delta_{0,S}.
\]

For \( g = 0 \)

\[
Z_{\mathbf{d},1^0 \cdot m}^n = \sum_{j=1}^{n} f(j) \psi_j - \sum_{i \in S} f(S) \delta_{0,S}
\]

where

\[
f(S) = \frac{1}{2} \left| \sum_{i \in S} d_i + |S^-| \right|.
\]

Further, the divisors in \( g = 0 \) are boundary effective.
Proof. Observe that when \( m = 1 \) we have
\[
Z^n_{d, 1^{m-2}} = D^n_{d, 1^{m-1}}
\]
as necessarily the isolated pole must have residue zero. This matches the formula for this class given by Müller [Mü] and Grushevsky and Zakharyev [GZ].

Now assume \( m \geq 2 \), and without loss of generality, assume \( d_1 \leq -2 \). For a fixed general \([X, q, q_1] \in \mathcal{M}_{n, 2}\) consider the map
\[
\pi_h: \mathcal{M}_g, n \to \mathcal{M}_{g+h, n}
\]
that glues points \( p_1 \) and \( q \) to form a node. Setting \( h = -d_1 \), by Theorem 1.1 we have
\[
Z^n_{d, 1^{m-2}} = \pi_h^* Z^n_{1, d_2, \ldots, d_n, 1^{g+h*(n-1)-2}}.
\]
Inductively computing the class from the known base cases of \( m = 1 \) provides the result. For \( g = 0 \) this gives
\[
Z^n_{d, 1^{m-2}} = \sum_{j=1}^{n} \left( \frac{d_j + 1}{2} \right) \psi_j - \sum_{i \in S} \left( d_S + |S^-| \right)_{2} \delta_{0,S}.
\]
To show this expression is in fact boundary effective we appeal to Lemma 5.2. Let
\[
f_i = \begin{cases} 
  d_i + 1 & \text{for } d_i < 0 \\
  d_i & \text{otherwise.} 
\end{cases}
\]
Hence \( \sum f_i = 0 \). Now consider \( \Gamma_1 \) the complete graph on \( n \) vertices with \( e(i \sim j) = -f_if_j \). We have
\[
e(i) = -f_i \left( \sum_{j \neq i} f_j \right) = f_i^2
\]
\[
e(S) = -\left( \sum_{i \in S} f_i \right) \left( \sum_{i \in S} f_i \right) = (d_S + |S^-|)^2.
\]
Hence
\[
D(\Gamma_1) = \sum_{i=1}^{n} f_i^2 \psi_i - \sum_{i \in S} \left( d_S + |S^-| \right) \delta_{0,S}
\]
is trivial and
\[
2Z^n_{d, 1^{m-2}} - D(\Gamma_1) = \sum_{i=1}^{n} |f_i| \psi_i - \sum_{i \in S} \left( \sum_{i \in S} f_i \right) \delta_{0,S}
\]
Now consider \( \Gamma_2 \) the complete graph on \( n \) vertices with
\[
e(i \sim j) = \begin{cases} 
  -f_if_j & \text{if } -f_if_j > 0 \\
  0 & \text{otherwise.} 
\end{cases}
\]
For any \( S \subset \{1, \ldots, n\} \) define \( S^- = \{i \in S | f_i < 0 \} \) and \( S^+ = \{i \in S | f_i \geq 0 \} \). Further, let
\[
\sum_{f_i > 0} f_i = N, \quad f^- = \sum_{i \in S^-} d_i, \quad f^+ = \sum_{i \in S^+} d_i.
\]
We obtain
\[
e(i) = N|f_i|,
\]
\[
e(S) = f^- (N - f^-) + f^+ (N - f^+).
\]
Hence $Z_{d,1}^{m-2}$ is boundary effective if $e(S) \geq |f_S| = |f_S^+ - f_S^-|$ and we are left to show that for any $0 \leq a, b \leq N$ the inequality

$$a(N - b) + b(N - a) \geq N|a - b|$$

holds. Without loss of generality we assume $a \geq b$, then the inequality follows as $bN \geq ab$. \hfill \square

**Theorem 5.4.** Consider $d = (d_1, \ldots, d_n)$ where $-1$ has multiplicity $k \geq 2$ in $d$ and $|d| = m + k$ such that $\sum d_i = g - m - 1$ we have for $g \geq 2$

$$Z_{d,1}^{g+m-1} = -\lambda + \sum_{j=1}^{n} \left( \begin{array}{l} d_j + 1 \\ 2 \end{array} \right) \psi_j - \sum_{-1 \leq i \in \mathcal{G}(S)} \left( \left| d_S + |S^-| \right| + 1 \right) \delta_{i:S} - \sum_{i=1}^{g} \sum_{-1 \leq i \in \mathcal{G}(S)} \left( d_S + |S.ns| - i + 1 \right) \delta_{i:S}$$

where $S.ns = \{ i \in S | d_i \leq -2 \}$ (the non-simple poles in $S$).

For $g = 1$ this gives

$$Z_{d,1}^{m} = \left( -1 + \sum_{j=1}^{n} \left( \begin{array}{l} d_j + 1 \\ 2 \end{array} \right) \right) \lambda - \sum_{-1 \leq i \in \mathcal{G}(S)} \left( \left| d_S + |S^-| \right| + 1 \right) \delta_{0:S} - \sum_{j \in S} \left( d_j + 1 \right) \delta_{0:S} - \sum_{-1 \leq i \in \mathcal{G}(S)} \left( d_S + |S.ns| + k - 1 \right) \delta_{0:S} - \sum_{j \in S} \left( d_j + 1 \right) \delta_{0:S}.$$  

For $g = 0$ this gives

$$Z_d = \sum_{d_j \leq -2} |d_j + 1| \psi_j - \sum_{d_S + |S^-| < 0} |d_S + |S^-|| \delta_{0:S}$$

where $S.ns = \{ i \in S | d_i \leq -2 \}$ (the non-simple poles in $S$) and $S^s = \{ i \in S | d_i = -1 \}$ (the simple poles in $S$).

**Proof.** Again, observe that when $m = 0$ we have

$$Z_{d,0}^{g+m-1} = D_{d,0}^{g+m-1}$$

and the formula matches the class given by Müller [Mü] and Grushevsky and Zakharov [GZ].

Now assume $m \geq 1$, and without loss of generality, assume $d_1 \leq -2$. For a fixed general $[X, q, q_1] \in \mathcal{M}_{h,2}$ consider the map

$$\pi_h: \mathcal{M}_{g,n} \rightarrow \mathcal{M}_{g+h,n}$$

$$[C, p_1, \ldots, p_n] \rightarrow [C \cup_{p_i = q} X, q_1, p_2, \ldots, p_n].$$

that glues points $p_1$ and $q$ to form a node. Setting $h = -d_1$, by Theorem 1.1 we have

$$Z_{d,1}^{g+m-1} = Z_{1,d_2,\ldots,d_n,1,g+h(m-1)-1}.$$  

Inductively computing the class from the known base cases of $m = 0$ provides the result.

For $g = 0$ this process gives

$$Z_d = \sum_{j=1}^{n} \left( \begin{array}{l} d_j + 1 \\ 2 \end{array} \right) \psi_j - \sum_{|S^-| = 0} \left( d_S + |S.ns| + 1 \right) \delta_{0:S} - \sum_{1 \leq i \in S, |S^-| \neq 0, k} \left( d_S + |S.ns| + 1 \right) \delta_{0:S}$$

where $S.ns = \{ i \in S | d_i \leq -2 \}$ (the non-simple poles in $S$) and $S^s = \{ i \in S | d_i = -1 \}$ (the simple poles in $S$).

To simplify this expression we appeal to Lemma 5.2. Let

$$f_i = \begin{cases} d_i + 1 & \text{for } d_i \leq -2 \\ d_i & \text{otherwise.} \end{cases}$$
Hence $\sum f_i = -1$. Now consider $\Gamma$ the complete graph on $n$ vertices with $e(i \sim j) = -f_if_j$. We have

$$e(i) = -f_i \left( \sum_{j \neq i} f_j \right) = f_i(f_i + 1)$$

$$e(S) = -\left( \sum_{i \in S} f_i \right) \left( \sum_{i \notin S} f_i \right) = (d_S + |S^{ns}|)(d_S + |S^{ns}| + 1)$$

Hence

$$Z_\kappa = \sum_{d_j \leq -2} -(d_j + 1)\psi_j - \sum_{d_S + |S^{-}| < 0} -(d_S + |S^{-}|)\delta_{0\kappa}.$$

$$\square$$

6. **Positivity**

We restrict to the case of differentials of the second kind, that is, differentials where all residues are zero. The strata of canonical divisors of the second kind are $Z(\kappa)$ for $-1 \notin \kappa$.

**Theorem 1.2.** Fix $\kappa$ such that $|\kappa| = n$ and $-1 \notin \kappa$. A stable pointed curve of compact type $[X,p_1,\ldots,p_n] \in \overline{M}_{g,n}$ with irreducible components $\{X_i\}$ is contained in the closure $\overline{Z}(\kappa)$ if and only if there exists an associated twisted differential $(X,\{\eta_{X_i}\})$ of type $\kappa$ such that each $\eta_{X_i}$ is of the second kind.

**Proof.** Fix $[X,p_1,\ldots,p_n] \in \overline{Z}(\kappa)$. Consider any twisted differential $(X,\{\eta_{X_i}\})$ and level graph $\Gamma$ that shows $[X,p_1,\ldots,p_n]$ to be smoothable. By Theorem 1.1, the residues at the $p_i$ in the associated $\eta_i$ are zero. Hence the remaining residues at the nodes in every $\eta_i$ sum to zero.

Every isolated vertex in the level graph gives the condition that the associated residue is equal to zero. Ascending to an isolated vertex sets the residue to zero by Theorem 1.1. Descending to an isolated vertex indicates a pole in a differential $\eta_{X_i}$ in which all other residues have been set to zero. Hence the remaining zero must be zero. Further, an isolated horizontal node is not possible as it would indicate an isolated simple pole in a differential $\eta_{X_i}$ in which all other residues have been set to zero. Hence we remove any isolated vertex from a level graph and set the corresponding residue to zero.

Observe $\Gamma$ and any graph obtained from $\Gamma$ by successively removing isolated vertices is a tree graph. However, any tree graph has degree $2(v - 1)$ where $v$ is the number of vertices in the graph and hence must contain a vertex of degree one.

Boundary strata are defined as the closure of the locus of curves of a fixed topological type in $\overline{M}_{g,n}$. Boundary strata are irreducible with codimension given by the number of nodes appearing in the topological type of the general curve. Restricting to genus $g = 0$ we obtain the following theorem.

**Lemma 1.3.** For $\overline{Z}(\kappa)$ of the second kind in $g = 0$ and $B$ a boundary stratum of any dimension,

$$\text{codim}_B(\overline{Z}(\kappa) \cap B) = \text{poles}(\kappa) - 1$$

or the intersection is empty.

**Proof.** If $B$ has codimension $c$ in $\overline{M}_{0,n}$ then we have introduced $c$ nodes and the generic pointed curve in this boundary strata has $c+1$ components. Hence Theorem 1.2 implies the set of differentials $\{\eta_{X_i}\}$ with signatures $\{\kappa_i\}$ have cumulatively $c$ more poles than $\kappa$. Hence

$$\text{codim}_B(\overline{Z}(\kappa) \cap B) = \sum_{i=1}^{c+1} (\text{poles}(\kappa_i) - 1) = \sum_{i=1}^{c+1} \text{poles}(\kappa_i) - (c + 1) = \text{poles}(\kappa) - 1.$$
or the intersection is empty.

Boundary strata of dimension one are known as $F$-curves. It is conjectured that a divisor $D$ with non-negative intersection with all $F$-curves (such $D$ are said to be $F$-nef) implies non-negative intersection with all effective curves. Known as the $\phi$-conjecture, this remains open for $\overline{\mathcal{M}}_{g,n}$ with $g+n \geq 8$. Gibney, Keel and Morrison [GKM] showed that the case $\overline{\mathcal{M}}_{0,g+n}$ implies $\overline{\mathcal{M}}_{g,n}$. Restricting the strata of differentials of the second kind to genus $g = 0$ we obtain.

**Theorem 1.4.** Every irreducible component of the divisor $Z^n_\kappa$ of the second kind in $\text{Pic}_Q(\overline{\mathcal{M}}_{0,n})$ is $F$-nef.

**Proof.** Fix an $F$-curve $B$ (an irreducible component of the locus in $\overline{\mathcal{M}}_{0,n}$ with at least $n - 4$ nodes) and consider the preimage under $\varphi : \overline{\mathcal{M}}_{0,n+p(\text{p-2})} \rightarrow \overline{\mathcal{M}}_{0,n}$ that forgets the last $p - 2$ points where $p = \text{poles}(\kappa)$. Each irreducible component $\overline{B}_i$ for $i = 1, \ldots, (n - 3)p - 2$ is a boundary strata of $\overline{\mathcal{M}}_{0,n+p(\text{p-2})}$ of dimension $p - 1$.

Lemma 1.3 implies $\text{dim(}\overline{\mathcal{Z}}(\kappa) \cap \overline{B}_i\text{)} = 0$. Hence as $Z^n_\kappa = \overline{\varphi_*\mathcal{Z}(\kappa)}$, the irreducible curve $B$ is not contained in $Z^n_\kappa$ which implies $B \cdot Z^n_\kappa \geq 0$. \hfill $\square$

This theorem covers a large class of divisors. In the cases that we have computed the class of the divisors, as discussed, the classes correspond to classes shown by Fedorchuk [Fed] to be nef. However we include the inductive argument that the divisors are nef as it may be instructive for the remaining open cases where the classes are unknown. Setting $p = \text{poles}(\kappa)$ we obtain the following.

**Theorem 1.5.** Every divisor $Z^n_\kappa$ of the second kind in $\text{Pic}_Q(\overline{\mathcal{M}}_{0,n})$ for $\kappa = (d_1, \ldots, d_n, 1^{p-2})$ is nef.

**Proof.** Fix a boundary divisor $\delta_{0,S}$. Consider the restriction of $Z^n_\kappa$ to $\delta_{0,S}$. Recall $Z^n_\kappa$ is the cycle

$$\varphi : \overline{\mathcal{M}}_{0,n+p(\text{p-2})} \rightarrow \overline{\mathcal{M}}_{0,n}$$

forgets the last $p - 2$ points. The preimage of $\delta_{0,S}$ under $\varphi$ has $2^{p-2}$ irreducible components given by $\delta_{0,S,T}$ for $T \subset \{n + 1, \ldots, n + (p - 2)\}$.

We have

$$\delta_{0,S,T} \cong \overline{\mathcal{M}}_{0,s+t+1} \times \overline{\mathcal{M}}_{0,n+p-(s+t+1)}$$

where $|S| = s$ and $|T| = t$ and we let $\pi_1$ and $\pi_2$ be the projections to the first and second components respectively. Then

$$\delta_{0,S,T} \cap \overline{\mathcal{Z}(\kappa)} = \overline{\mathcal{Z}(\kappa')} \times \overline{\mathcal{Z}(\kappa'')},$$

for

$$\kappa' = (n_{S,t}, d(S), 1^t)$$

$$\kappa'' = (-2 - n_{S,t}, d(S^c), 1^{p-2-i})$$

where $d(S)$ is the truncation of the vector $d = (d_1, \ldots, d_n)$ to include only indices from $S$ and $n_{S,t} = -2 - t - \sum_{i \in S} d_i$.

By Theorem 3.5 this intersection is empty for $n_{S,t} \geq 0$. Now by symmetry we need only consider $n_{S,t} \geq -1$. In this case $\overline{\mathcal{Z}(\kappa, d(S), 1^t, n_{S,t})}$ has codimension $s^- - 1$ where $s^-$ = \{ $i \in S | d_i < 0$ \} while $\overline{\mathcal{Z}(\kappa', d(S^c), 1^{p-2-i}, -2 - n_{S,t})}$ has codimension $p - s^- - 1$. Hence

$$\varphi_*[\delta_{0,S,T} \cap \overline{\mathcal{Z}(\kappa)}] = 0$$

due to each irreducible component dropping dimension when $t + s^- - 1 = 0$ or $s^- = 2$. Hence

$$Z^n_{\kappa_1} |_{\delta_{0,S}} = \pi_1^* Z^n_{\kappa_1} + \pi_2^* Z^n_{\kappa''}.$$
for 
\[
\kappa' = \left(n_{S,s^* - 2}, d(S), 1^{s^* - 2}\right) \\
\kappa'' = \left(-n_{S,s^* - 1} - 2, d(S^c), 1^{s^* - 1}\right).
\]

We now proceed by induction. The theorem is true by Theorem 1.4 for \( n \leq 7 \) as the \( F \)-conjecture has been proven in this range. Assume true for all \( \mathcal{M}_{0,n} \) for \( n \leq k \). Then for any irreducible effective curve \( B \) contained in the boundary of \( \mathcal{M}_{0,k+1} \) we have
\[
B \cdot Z_{k}^{k+1} \geq 0
\]
for \( \kappa = (d_1, \ldots, d_{k+1}, 1^{p-2}) \) by Equation (1) and the assumption for \( n \leq k \). Hence we are left to consider irreducible effective curves \( B \) in \( \mathcal{M}_{0,k+1} \) intersecting the interior \( \mathcal{M}_{0,k+1} \). Such \( B \) have non-negative intersection with every boundary divisor and hence
\[
B \cdot Z_{k}^{k+1} \geq 0
\]
by Theorem 5.3 as \( Z_{k}^{k+1} \) is boundary effective. \( \square \)

7. Irreducibility of Certain Hurwitz Spaces

Consider a degree \( d \) branched cover \( f : X \rightarrow Y \cong \mathbb{P}^1 \), branched over \( y_1, \ldots, y_s \). Choose a point \( y \in Y \) outside of this branch locus and label the preimages of \( y \) under \( f \) as \( 1, \ldots, d \). The monodromy representation of the cover \( f \) is the group homomorphism
\[
\varphi_f : \pi_1(Y \setminus \{y_1, \ldots, y_s\}, y) \rightarrow S_d
\]
where \( \sigma_\gamma \) specifies how the lift of \( \gamma \) to \( X \setminus \{f^{-1}(y_i)\}_{i=1}^{s} \) permutes the labelled preimages of \( y \). The monodromy representation \( \varphi_f \) is well-defined up to conjugation (the choice of labelling the sheets).

Conversely, a group homomorphism
\[
\varphi : \pi_1(Y \setminus \{y_1, \ldots, y_s\}, y) \rightarrow S_d
\]
recovers the cover \( f : X \rightarrow Y \) by the Riemann existence theorem. To restrict to connected degree \( d \) covers, we assume that in addition the image of the monodromy representation acts transitively on \( \{1, \ldots, d\} \).

Consider a basis \( \{\gamma_1, \ldots, \gamma_s\} \) for \( \pi_1(Y \setminus \{y_1, \ldots, y_s\}, y) \) consisting of closed loops \( \gamma_i \) enclosing only the puncture \( y_i \) where \( y_1, \ldots, y_s \) are in general position. Let
\[
\eta = [\eta_1, \ldots, \eta_s]
\]
be an unordered set of partitions of the integer \( d \). The number of conjugacy classes of monodromy representations of \( \varphi \) with \( \varphi(\gamma_i) \) of cycle type \( \eta_i \) is known as the Hurwitz number of \( \eta \), denoted \( H_2(\eta) \), gives the number of distinct covers \( f : X \rightarrow Y \cong \mathbb{P}^1 \) with fixed branch points with ramification profile \( \eta \).

We define the Hurwitz space of type \( \eta \) as the space of all covers with a specified branch profile.
\[
\operatorname{Hur}(\eta) := \{ f : C \rightarrow \mathbb{P}^1 \mid \text{The ramification of } f \text{ is of type } \eta \}
\]
The Hurwitz number \( H_2(\eta) \) provides an upper bound for the number of connected components of \( \operatorname{Hur}(\eta) \), however, covers with the same branch points giving different conjugacy classes of monodromy representations can be connected by paths in \( \operatorname{Hur}(\eta) \) obtained by moving the branch points. In this way, the question of the irreducibility of Hurwitz spaces can be viewed as a purely group theoretic question. For example, from this perspective Hurwitz observed that a group theoretic result of Clebsch [Cl] shows all conjugacy classes of monodromy representations of degree \( d \) covers...
of \( \mathbb{P}^1 \) where \( \eta \) contains only simple transpositions are equivalent under the action of the braid group that moves the branch points. Hence these spaces are irreducible.

Further, as the map \( \text{Hur}(\eta) \rightarrow \mathcal{M}_g \) forgetting everything but the source curve is dominant in these cases for \( d \geq g + 1 \), Klein [KL] noted that this provided a proof that \( \mathcal{M}_g \) is irreducible.

Klutmann [Klu] and Natanzon [N] used similar methods to show that the Hurwitz spaces with arbitrary genus source curve and simple branching at all but one branch point are connected. Liu and Osserman [LO] used limit linear series to show the irreducibility of Hurwitz spaces with genus \( g = 0 \) source curve and pure ramification (the preimage of each branch point contains a unique ramified point, i.e. each partition \( \eta_i \) contains a unique value not equal to one). We extend these results and consider cases where ramification is pure at all but one branch point and the source curve is of arbitrary genus. Our method relies on the identification of these type of Hurwitz spaces with subvarieties of the strata of meromorphic differentials.

We define the \textit{stratum of exact abelian differentials with signature} \( \kappa = (k_1, \ldots, k_m) \) as

\[
\mathcal{H}_X(\kappa) := \{ [C, \omega] \in \mathcal{H}(\kappa) \mid \int_\gamma \omega = 0 \text{ for any closed path } \gamma \text{ in } C \},
\]

and the \textit{stratum of exact canonical divisors with signature} \( \kappa = (k_1, \ldots, k_m) \) as

\[
\mathcal{X}(\kappa) := \{ [C, p_1, \ldots, p_m] \in \mathcal{M}_{g,m} \mid k_1p_1 + \ldots + k_mp_m \sim (\omega) \sim K_C \text{ and } [C, \omega] \in \mathcal{H}_X(\kappa) \}.
\]

Again, \( \mathcal{X}(\kappa) \) provides a finite cover of \( \mathbb{P}\mathcal{H}_X(\kappa) \) due to the labelling of the zeros and poles. First we observe the following identification.

**Lemma 7.1.** If \( \kappa = (p_1, \ldots, p_s, a_1, \ldots, a_n) \) with \( p_i \geq 2, a_i \geq 1 \) and \textit{either at least two} \( p_i \geq 3 \) \textit{or some} \( p_j \geq 3 \) \textit{with} \( p_j \neq a_i + 2 \) \textit{for any} \( i \), then

\[
\mathbb{P}\mathcal{H}_X(\kappa) \cong \text{Hur}(\eta_\kappa)
\]

where

\[
\eta_\kappa = ((p_1 - 1) \cdots (p_s - 1), (a_1 + 1), \ldots, (a_n + 1)).
\]

**Proof.** Given a cover \( f : C \rightarrow \mathbb{P}^1 \) of the specified type, the differential on \( C \) is obtained by pulling back a differential on \( \mathbb{P}^1 \) with a unique double pole at the first branch point. Given \([C, \omega] \in \mathcal{H}_X(\kappa)\), the map \( f \) is obtained by integration. \( \square \)

**Remark 7.2.** Observe that the extra requirements on the \( p_i \) are so that the special fibre can be identified globally. In general, if some \( p_i \geq 3 \), then there is a finite cover

\[
\mathbb{P}\mathcal{H}_X(\kappa) \rightarrow \text{Hur}(\eta_\kappa)
\]

due to the possible choice in where to place the double pole on the target curve before pulling back. Further, this identification is always valid locally and hence the degree of \( f \) places a restriction on the maximum order of ramification possible. This restriction shows \( \mathcal{X}(\kappa) \) and \( \mathcal{H}_X(\kappa) \) are empty if any

\[
a_i \geq \sum_{i=1}^s (p_i - 1).
\]

In genus \( g = 0 \) where \( \mathcal{H}_X(\kappa) = \mathcal{H}_Z(\kappa) \) this is commonly referred to as the ”inconvenient vertex” theorem named for the ideas of the flat geometric proof [GT].

In genus \( g = 0 \) where \( \mathcal{H}_X(\kappa) = \mathcal{H}_Z(\kappa) \) this identification and the class given in Theorem 5.3 allows us to give a new geometric description of the divisors from certain symmetric functions investigated by Fedorchuk [Fed].
Corollary 7.3. Let \( f = (f_1, \ldots, f_n) \) for \( f_i \in \mathbb{Z} \) and \( \sum_{i=1}^{n} f_i = 0 \). Let \( D_f \) be the closure of the locus of pointed rational curves \( [X, p_1, \ldots, p_n] \in M_{0,n} \) such that there exists a map \( f : X \to \mathbb{P}^1 \) with ramification order \( f_i \) at \( p_i \) if \( f_i > 0 \) and one fibre consisting of the \( p_i \) such that \( f_i < 0 \) where the ramification at such \( p_i \) is \( |f_i| - 1 \). Then the class of \( D_f \) is

\[
[D_f] = \sum_{i=1}^{n} f(i)\psi_i - \sum_{i \in S} f(S)\delta_{0,S}
\]

in \( \text{Pic}_Q(M_{0,n}) \), where \( f \) is the symmetric function

\[
f(S) := \frac{1}{2} \left| \sum_{i \in S} f_i \right|
\]

for \( S \subset \{1, \ldots, n\} \).

Zariski asked if Hurwitz spaces of genus \( g \), degree \( d \) covers of \( \mathbb{P}^1 \) with specified branching over at least \( 3g \) points were dominant over \( M_g \). This does not hold in general. Liu and Osserman [LO] asked an altered question about purely ramified Hurwitz spaces that we phrase in our notation.

Question 7.4. Fix \( \kappa = (a_1, \ldots, a_n, -p, -2^{d-(p-1)}, 1^{3g}) \) with \( p \geq 3 \) and \( a_i \geq 1 \) and let

\[
\phi : \mathcal{X}(\kappa) \to M_{g,n+1}
\]

be the morphism forgetting all but the first \( n+1 \) points. Is \( \phi \) dominant on every component of \( \mathcal{X}(\kappa) \)?

Liu and Osserman used limit linear series to show that a positive answer to this question in all cases implied the irreducibility of Hurwitz spaces with arbitrary genus \( g \) source curve and pure ramification if there were at least \( 3g \) simple branch points. We take no position on this question, but related questions arise as we investigate the case with pure branching at all but one branch point.

Lemma 7.5. Let \( \kappa = (-p_1, \ldots, -p_s, a_1, \ldots, a_n, 1^{3g+s-1}) \) with \( p_i \geq 2 \) and \( a_i \geq 1 \), then

\[
\phi : \mathcal{X}(\kappa) \to M_{g,s+n}
\]

that forgets all but the first \( s+n \) points is dominant.

Proof. We proceed by induction. Consider the genus \( g = 0 \) case where

\[
\kappa = (-p_1, \ldots, -p_s, a_1, \ldots, a_n, 1^{s-1}).
\]

Let

\[
\phi' : \overline{M}_{0,2s+n-1} \to \overline{M}_{0,s+n+1}
\]

be the morphism forgetting the final \( s-2 \) points. We know \( \phi_\kappa(\mathcal{X}) \) is codimension one in \( \overline{M}_{0,s+n+1} \) as the restriction to the boundary of strata in higher genus discussed in Section 5. If \( \mathcal{X}(\kappa) \) is contracted by \( \phi \) then the divisor \( D^s+n+1 \) must be contracted by

\[
\pi : \overline{M}_{0,s+n+1} \to \overline{M}_{0,s+n}
\]

that forgets the final point. But Theorem 5.3 gives the class of this divisor. Consider the curve \( B \) in \( \overline{M}_{0,s+n+1} \) constructed by fixing the first \( s+n \) points in general position on a rational curve and allowing the final point to move freely on the curve. We have (see for example [HMo])

\[
B \cdot \psi_i = \begin{cases} 
  n + s - 2 & \text{for } i = s + n + 1 \\
  1 & \text{for } i \neq s + n + 1 
\end{cases}
\]

\[
B \cdot \delta_{j,s+n+1} = 1
\]
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with all other intersections equal to zero. As $B$ is equal to a general fibre of $\pi$, any divisor that is contracted by $\pi$ must have zero intersection with $B$. But

$$B \cdot [D^s_{g+n+1}] = 2s - 2$$

by the class formula in Theorem 5.3. Hence $\phi$ is dominant in genus $g = 0$.

Now assume the result holds in genus $g - 1$. In particular, assume the morphism

$$\phi'' : \mathcal{X}(-p_1, \ldots, -p_s, a_1, \ldots, a_n, 1^{3(g-1)+s}) \to \mathcal{M}_{g-1,s+n+1}$$

forgetting the last $3(g-1) + s - 1$ points is dominant. Consider the locus

$$W := \mathcal{X}(-p_1, \ldots, -p_s, a_1, \ldots, a_n) \cup \mathcal{X}(-3, 1^3)$$

obtained by gluing the $(n+s+1)$th point in the first stratum to the first point in the second stratum. The theory of admissible covers shows this loci is contained in $\mathcal{X}(\kappa)$. However $\mathcal{X}(-3, 1^3)$ is simply the locus of elliptic curves with the four two torsion points marked. Hence

$$\mathcal{X}(-3, 1^3) \to \mathcal{M}_{1,1}$$

is dominant and hence $W$ dominates $\delta_{1,r}$ the locus of stable curves with an unmarked elliptic tail. Hence if $\phi''$ is dominant then $\phi$ is dominant and induction provides the result. \qed

**Lemma 7.6.** Let $\kappa = (-p_1, \ldots, -p_s, a_1, \ldots, a_n, 1^{3g+s-1})$ with $p_i \geq 2$ and $a_i \geq 1$, then exactly one component of $\mathcal{X}(\kappa)/S^s_{3g+s-1}$ where $S^s_{3g+s-1}$ permutes the markings on the final $3g + s - 1$ points is dominant under

$$\phi : \mathcal{X}(\kappa)/S^s_{3g+s-1} \to \mathcal{M}_{g,s+n}$$

that forgets all but the first $s + n$ points and $\phi$ has generic degree one.

**Proof.** Consider two dominant components. Their images are both open dense in $\mathcal{M}_{g,s+n}$ and hence intersect on an open dense. Then for every $[C, q_1, \ldots, q_{n+s}] \in \mathcal{M}_{g,s+n}$ in this open dense there exist differentials $\omega_1$ and $\omega_2$ with common poles of order $p_i$ at $q_i$ for $i = 1, \ldots, s$ and common zeros of order $a_i$ at $q_{s+i}$ for $i = 1, \ldots, n$. But then $a\omega_1 + \beta\omega_2$ for $[\alpha : \beta] \in \mathbb{P}^1$ provides a one dimensional fibre of differentials above each point in an open dense of $\mathcal{M}_{g,s+n}$ contradicting the dimension of $\mathcal{X}(\kappa)$ \qed

At this point we introduce some technical results that will be required in our later proofs of irreducibility.

**Lemma 7.7.** Let

$$d = (-p_1, \ldots, -p_s, a_1, \ldots, a_m)$$

for $\sum_{i=1}^s p_i - \sum_{i=1}^m a_i = s - 1$ and $n = s + m \geq 5$, $s, m \geq 2$, $p_i \geq 2$ and $a_i \geq 1$ and

$$d^i = \begin{cases} (-p_1, \ldots, -p_i + 1, \ldots, -p_s, a_1, \ldots, a_m) & \text{for } p_i \geq 3 \\ (-p_1, \ldots, -p_i - 1, \ldots, -p_s, a_1, \ldots, a_m) & \text{for } p_i = 2 \end{cases}$$

for $i = 1, \ldots, s$. The classes of divisors $Z^n_d$ as specified in Theorem 5.3 are not all proportional.

**Proof.** Let

$$\Theta : \overline{\mathcal{M}}_{0,n-1} \cong \overline{\mathcal{M}}_{0,\{r\} \cup \{1, \ldots, n\} \setminus \{i, j\}} \to \overline{\mathcal{M}}_{0,n}$$

be the boundary map that associates to any $\{r\} \cup \{1, \ldots, n\} \setminus \{i, j\}$-pointed stable curve, the $n$-pointed stable curve obtained by gluing an $\{i, j, s\}$-pointed rational tail by identifying the point $r$ with $s$. Geometrically or by the pullback formula in section 2.3 and the divisor class given in Theorem 5.3 we observe

$$\Theta^*[D^n_d] = \overline{\Theta}^*[D^n_{d^i / 20}] = [D^n_{d^i}] \neq 0$$
for $1 \leq i \leq j \leq s$ where
\[
\mathcal{D}^{i,j} = \left( -p_i - p_j + 2, -p_1, \ldots, -\tilde{p}_i, \ldots, -\tilde{p}_j, \ldots, -p_s, a_1, \ldots, a_m \right).
\]

Hence if two such divisors are proportional, they are equal.

Next consider the test curve $B_i$ in $\overline{\mathcal{M}}_{0,n}$ constructed by fixing the first $n - 1$ points in general position on a rational curve and allowing the final point to move freely on the curve. We have
\[
B_i \cdot \psi_j = \begin{cases} 
    n - 3 & \text{for } i = j \\
    1 & \text{for } i \neq j
\end{cases} \quad B_i \cdot \delta_{i,j} = 1
\]
with all other intersections equal to zero. Then by the formula given for the class of $[D^n_{d}]$ we obtain
\[
2B_i \cdot [D^n_{d}] = \begin{cases} 
    0 & \text{for } p_j = 2 \text{ and } i = j \\
    (m - 2)(p_i - 1) + \sum_{i=1}^{s} a_i - \sum_{j=1}^{s} |a_k - p_i + 1| & \text{for } p_j \geq 2 \text{ and } i \neq j \\
    (m - 2)(p_i - 2) + \sum_{i=1}^{s} a_i - \sum_{j=1}^{s} |a_k - p_i + 2| & \text{for } p_j \geq 3 \text{ and } i = j.
\end{cases}
\]
Hence
\[
2B_i \cdot \left( [D^n_{d}] - [D^n_{d}] \right) = 2 - m + \sum_{j=1}^{s} (|a_k - p_j| - |a_k - p_i + 2|)
\]
for $1 \leq i < j \leq s$. This intersection is equal to zero if and only if $p_i \geq a_k + 2$ for all but one $k$. Further this must hold for all choices of $i, j$. Without loss of generality we let $a_1 + 1 \geq p_i$ for all $i$ and $a_k \leq p_i - 2$ for all $i$ and $2 \leq k \leq m$.

Finally, consider the curve $B_{(p,q)}$ obtained by fixing $n - 2$ general points on a rational curve $X$ labelled as $\{1, \ldots, n\} \setminus \{i, s + 1\}$ and gluing an $\{i, s + 1, r\}$-pointed rational curve by identifying $r$ with a point that moves freely in $X$. Observe
\[
B_{(p,q)} \cdot \psi_j = \begin{cases} 
    1 & \text{for } j \neq p, q \\
    0 & \text{for } j = i, s + 1
\end{cases} \quad B_i \cdot \delta_{k(i,s+1)} = n - 4, \quad B_i \cdot \delta_{k(i,s+1)} = 1 \text{ for } j \neq i, s + 1.
\]
Hence for $i = 1, \ldots, s$
\[
2B_{(i,s+1)} \cdot [D^n_{d}] = (n - 4)(p_i - a_1 - 1) + \sum_{k=1}^{s} (p_k - 1) - \sum_{k=1}^{s} |a_1 - p_i - p_k + 3| - \sum_{k=2}^{s} (a_1 - p_i + 2)
\]
and for $i, j = 1, \ldots, s$ and $i \neq j$
\[
2B_{(i,s+1)} \cdot [D^n_{d}] = (n - 4)(p_i - a_1 - 1) + \sum_{k=1}^{s} (p_k - 1) - |a_1 - p_j - p_i + 3| - \sum_{k=1}^{s} |a_1 - p_i - p_k + 2| - \sum_{k=2}^{s} (a_1 - p_i + 1).
\]
Hence
\[
2B_{(i,s+1)} \cdot \left( [D^n_{d}] - [D^n_{d}] \right) = 6 - 2m - s + \sum_{k=1}^{s} (|a_1 - p_i - p_k + 2| - |a_1 - p_i - p_k + 3|)
\]
But this expression has a maximum of $4 - 2m$ which equals zero if and only if $m = 2$. Hence $s \geq 3$ and $p_i + p_j \geq a_1 + 3$ for all $i, j$.

Finally, for $i, k = 1, \ldots, s$ and $i \neq k$
\[
2B_{(i,k)} \cdot [D^n_{d}] = (4 - n - s)(p_i + p_k - 3) + 2(a_1 + a_2)
\]
and for $j \neq i, k$
\[
2B_{(i,k)} \cdot [D^n_{d}] = (4 - n - s)(p_i + p_k - 2) + 2(a_1 + a_2).
\]
But then
\[
2B_{(i,k)} \cdot \left( [D^n_{d}] - [D^n_{d}] \right) = n + s - 4 > 0
\]
providing the contradiction. \qed
Lemma 7.8. Let 

\[ \kappa = (-p_1, \ldots, -p_s, a_1, \ldots, a_m, 1^{3g+s-1}) \]

for \( \sum_{i=1}^{s} p_i - \sum_{i=1}^{m} a_i = g + s - 1 \) and \( n = s + m, \ s \geq 2, \ p_i \geq 2 \) and \( a_i \geq 1 \) and

\[ \kappa^i = \begin{cases} 
(-p_1, \ldots, -p_i + 1, \ldots, -p_s, a_1, \ldots, a_m, 1^{3g+s-2}) & \text{for } p_i \geq 3 \\
(-p_1, \ldots, -p_i - 1, 0, -p_i + 1, \ldots, -p_s, a_1, \ldots, a_m, 1^{3g+s-3}) & \text{for } p_i = 2
\end{cases} \]

for \( i = 1, \ldots, s \). Let

\[ \phi : \mathcal{X}(\kappa_i) \to \mathcal{M}_{g,s+m} \]

be the morphism forgetting all but the first \( s + m \) points. Then \( \phi_* \mathcal{X}(\kappa_i) \) is a divisor for all \( i \) and the classes \([\phi_* \mathcal{X}(\kappa_i)]\) are not all proportional for \( i = 1, \ldots, s \).

**Proof.** We proceed by induction. The result holds for genus \( g = 0 \) by Lemma 7.7. Assume the result holds in genus \( g - 1 \). For ease of notation we let

\[ \kappa^i_{g-1} = \begin{cases} 
(-p_1, \ldots, -p_i + 1, \ldots, -p_s, a_1, \ldots, a_m, 1^{3(g-1)+s-1}) & \text{for } p_i \geq 3 \\
(-p_1, \ldots, -p_i - 1, 0, -p_i + 1, \ldots, -p_s, a_1, \ldots, a_m, 1^{3(g-1)+s-2}) & \text{for } p_i = 2
\end{cases} \]

for \( i = 1, \ldots, s \). Consider the locus

\[ W := \mathcal{X}(\kappa^i_{g-1}) \cup \mathcal{X}(-3,1^3) \]

obtained by gluing the \((m + s + 1)\)th point in the first stratum to the first point in the second stratum. The theory of admissible covers shows this loci is contained \( \mathcal{X}(\kappa^i) \). However \( \mathcal{X}(-3,1^3) \) is simply the locus of elliptic curves with the four two torsion points marked. Hence

\[ \mathcal{X}(-3,1^3) \to \mathcal{M}_{1,1} \]

is dominant and hence by the induction hypothesis, the image of \( W \) has codimension two and is completely contained in the boundary. This implies \( \phi_* \mathcal{X}(\kappa_i) \) is a divisor for all \( i \).

Consider the gluing morphism

\[ \pi : \mathcal{M}_{g-1,s+m+1} \to \mathcal{M}_{g,s+m} \]

that glues a fixed general one-pointed elliptic curve to the \((s + m + 1)\)th point. We observe that

\[ \pi^* [\phi_* \mathcal{X}(\kappa^i)] = [\phi_* \mathcal{X}(\kappa^i_{g-1})] \]

where

\[ \phi^i : \mathcal{X}(\kappa^i_{g-1}) \to \mathcal{M}_{g-1,s+m+1} \]

is the morphism forgetting all but the first \( s + m + 1 \) points. Hence if the result holds in genus \( g - 1 \), it holds in genus \( g \). \( \square \)

**Theorem 1.6.** Hur(\( \eta \)) is irreducible if \( \eta = [\eta_1, \ldots, \eta_s] \) specifying the ramification profile contains at most one \( \eta_i \) that is not pure and at least \( 3g + (d - 1) \) simple transpositions.

**Proof.** Without loss of generality let

\[ \kappa = (-p_1, \ldots, -p_s, a_1, \ldots, a_m, 1^{3g+(d-1)}) \]

be a signature associated to \( \eta \). (This signature is not unique due to the ordering and also if all but one \( p_i = 2 \), the choice of special fibre.) Then

\[ \mathcal{X}(\kappa)/S_{3g+(s-1)} \to \text{Hur}(\eta) \]

where \( S_{3g+(s-1)} \) permutes the markings on the final \( 3g + (s - 1) \) points is a morphism and showing \( \mathcal{X}(\kappa)/S_{3g+(s-1)} \) is irreducible implies the result.

We proceed by induction on \( d \), the degree of the covers in \text{Hur}(\( \eta \)). The base case is when \( d = g+1 \), where all ramification is necessarily simple and the result holds by Clebsch [Cl].
Consider
\[ \phi : \overline{X}(\kappa)/S_{3g+(s-1)} \longrightarrow \overline{M}_{g,d+m} \]
that forgets all but the first \( d+m \) marked points. Lemma 6.5 implies \( \phi \) is dominant and Lemma 7.6 implies that there is exactly one component that is dominant under \( \phi \). Hence if there is another component it must have positive dimensional fibres under \( \phi \).

Fix a point \( [C,p_1,\ldots,p_{d+m}] \in \mathcal{M}_{g,d+m} \) that has a positive dimensional fibre. Hence one of the forgotten simple zeros moves freely in \( C \) in the fibre and in the closure \( \overline{X}(\kappa) \) collides with each \( p_i \).

Define
\[ \kappa^i = \begin{cases} (-p_1,\ldots,-p_{i-1},a_1,\ldots,a_m,1^{3g+d-2}) & \text{for } p_i \geq 3 \\ (-p_1,\ldots,-p_{i-1},0,-p_{i+1},\ldots,-p_s,a_1,\ldots,a_m,1^{3g+d-3}) & \text{for } p_i = 2 \end{cases} \]
for \( i = 1,\ldots,s \). By the degeneration of differentials of the second kind we observe that
\[ [C,p_1,\ldots,p_{d+m}] \in \phi'_s \overline{X}(\kappa^i) \]
for \( i = 1,\ldots,s \), where
\[ \phi' : \overline{X}(\kappa') \longrightarrow \overline{M}_{g,d+m} \]
forgets the last \( 3g+(s-2) \) marked points if \( p_i \geq 3 \) or \( 3g-(s-3) \) points if \( p_i = 2 \) for \( i = 1,\ldots,s \).

By the inductive hypothesis \( \phi'_s \overline{X}(\kappa^i) \) are irreducible and by Lemma 7.8 the classes \([\phi'_s \overline{X}(\kappa^i)]\) are not all proportional and hence the supports are not all equal and the intersection is of codimension at least two.

Hence the fibre of \( \pi \) above \([C,p_1,\ldots,p_{d+m}]\) must have dimension at least two contradicting the inductive hypothesis that \( \overline{X}(\kappa^i) \) are irreducible.

\[ \square \]

**Example 1.7.** Consider the monodromy group
\[ M = \{(12)(34), (456), (12), (13), (13), (14), (14), (35), (45), (56)\} \]
that gives a connected degree \( d = 5 \) cover of the projective line by a genus \( g = 1 \) curve. Theorem 1.6 implies the associated Hurwitz space is irreducible.

In the case that the source curve has genus \( g = 0 \) this result can be sharpened using the results of Liu and Osserman [LO].

**Theorem 1.8.** Hur(\( \eta \)) with source curve of genus \( g = 0 \) is irreducible if \( \eta = (\eta_1,\ldots,\eta_n) \) specifying the ramification profile contains at most one \( \eta_i \) that is not pure and at least \( d-3 \) simple transpositions.

**Proof.** Without loss of generality let
\[ \kappa = (-p_1,\ldots,-p_s,a_1,\ldots,a_m,1^{d-3}) \]
be a signature associated to \( \eta \). (This signature is not unique due to the ordering and also if all but one \( p_i = 2 \), the choice of special fibre.) Then again,
\[ \mathcal{X}(\kappa)/S_{s-1} \longrightarrow \text{Hur}(\eta) \]
where \( S_{s-1} \) permutes the markings on the final \( s-1 \) points is a morphism and showing \( \mathcal{X}(\kappa)/S_{s-1} \) is irreducible implies the result.

We proceed by induction on \( d \). The base case is when \( d = 3 \), where all ramification is necessarily pure and the result holds by Liu and Osserman [LO]. Further, Liu and Osserman’s result covers the pure ramification cases which in our notation are the cases where \( s = d-1 \) so we restrict to the case \( s \leq d-2 \).

Consider
\[ \phi : \overline{X}(\kappa)/S_{s-1} \longrightarrow \overline{M}_{g,d+m} \]
that forgets all but the first \(d + m\) marked points. Lemma \hyperref[lem:5]{7.5} implies \(\phi\) is dominant and Lemma \hyperref[lem:6]{7.6} implies that there is exactly one component that is dominant under \(\phi\). Hence if there is another component it must have positive dimensional fibres under \(\phi\).

Fix a point \([C, p_1, \ldots, p_{d+m}] \in \mathcal{M}_{0, d+m}\) that has a positive dimensional fibre. Hence one of the forgotten simple zeros moves freely in \(C\) in the fibre and in the closure \(\overline{\mathcal{X}}(\kappa)\) collides with each \(p_i\).

Define
\[
\kappa^i = \begin{cases} 
(-p_1, \ldots, -p_i + 1, \ldots, -p_s, a_1, \ldots, a_m, 1^{d-4}) & \text{for } p_i \geq 3 \\
(-p_1, \ldots, -p_{i-1}, 0, -p_{i+1}, \ldots, -p_s, a_1, \ldots, a_m, 1^{d-5}) & \text{for } p_i = 2
\end{cases}
\]
for \(i = 1, \ldots, s\). By the degeneration of differentials of the second kind we observe that
\[
[C, p_1, \ldots, p_{d+m}] \in \phi^*_i \overline{\mathcal{X}}(\kappa^i)
\]
for \(i = 1, \ldots, s\), where
\[
\phi^i : \overline{\mathcal{X}}(\kappa^i) \longrightarrow \mathcal{M}_{g, d+m}
\]
forgets the last \(s - 2\) marked points if \(p_i \geq 3\) or \(s - 3\) points if \(p_i = 2\) for \(i = 1, \ldots, s\).

By the inductive hypothesis \(\phi^i_*, \overline{\mathcal{X}}(\kappa^i)\) are irreducible for \(p_i \geq 3\). Though in this case we have introduced a subtlety in that the inductive hypothesis does not necessarily cover \(\phi^i_*, \overline{\mathcal{X}}(\kappa^i)\) for \(p_i = 2\). However, Lemma \hyperref[lem:5]{7.8} shows the classes \([\phi^i_*, \overline{\mathcal{X}}(\kappa^i)]\) are not all proportional and hence the supports are not all equal and if the intersection has codimension one, we must have that the support of \(\phi^i_*, \overline{\mathcal{X}}(\kappa^i)\) for each \(p_i \geq 3\) forms the same irreducible connected component of the support of \(\phi^i_*, \overline{\mathcal{X}}(\kappa^i)\) for any \(p_i = 2\).

Next consider the test curve \(B_i\) in \(\mathcal{M}_{0,n}\) introduced in the proof of Lemma \hyperref[lem:5]{7.5} constructed by fixing the first \(n - 1\) points in general position on a rational curve and allowing the final point to move freely on the curve. We have
\[
B_i \cdot \psi_j = \begin{cases} 
n - 3 & \text{for } i = j \\
n - 1 & \text{for } i \neq j\end{cases} \quad B_i \cdot \delta_{i,j} = 1
\]
with all other intersections equal to zero. Irreducible curves with class equal to \([B_i]\) cover an open dense of \(\mathcal{M}_{0,n}\) and hence this curve is a moving curve, that is, \([B_i] \cdot [D] \geq 0\) for all effective divisors \(D\). Observe that if \(p_i = 2\) then
\[
B_i \cdot [D^\kappa]^j = \begin{cases} 
0 & \text{for } i = j \\
m - 1 > 0 & \text{for } i \neq j \text{ and } p_j \geq 3.
\end{cases}
\]
Hence \(\phi^i_*, \overline{\mathcal{X}}(\kappa^i)\) for each \(p_j \geq 3\) cannot form a component of \(\phi^i_*, \overline{\mathcal{X}}(\kappa^i)\) for each \(p_i = 2\) and the intersection is of codimension at least two.

Hence the fibre of \(\pi\) above \([C, p_1, \ldots, p_{d+m}]\) must have dimension at least two contradicting the inductive hypothesis that \(\overline{\mathcal{X}}(\kappa^i)\) for \(p_i \geq 3\) are irreducible. \(\square\)

**Example 1.9.** Consider the monodromy group
\[
M = \{(12)(34), (135), (132), (34), (45)\}
\]
that gives a connected degree \(d = 5\) cover of the projective line by a genus \(g = 0\) curve. Theorem \hyperref[thm:8]{1.8} implies the associated Hurwitz space is irreducible.
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