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Abstract—Egocentric action anticipation consists in predicting the future actions a camera wearer will likely perform based on past video observations. While in a real-world system it is fundamental to produce such predictions before the action begins, past works have not generally paid attention to model runtime during evaluation. Indeed, current evaluation schemes assume that predictions can be made offline, and hence that computational resources are not limited. In this paper, we propose a “streaming” evaluation protocol which explicitly considers model runtime for performance assessment, assuming that predictions will be available only after the current video segment is processed, which depends on the processing time of a method. Following the proposed evaluation scheme, we benchmark different state-of-the-art approaches for egocentric action anticipation on two popular datasets. Our analysis shows that models with a smaller runtime tend to outperform heavier models in the considered streaming scenario, thus changing the rankings observed in standard offline evaluations. Based on this observation, we propose a lightweight action anticipation model consisting in a simple feed-forward 3D CNN, which we propose to optimize using knowledge distillation techniques and a custom loss. The results show that the proposed approach outperforms prior art in the streaming scenario, also in combination with other lightweight models.

1. INTRODUCTION

Egocentric action anticipation, which consists in predicting a plausible future action before it is performed from egocentric video, has recently attracted a lot of attention [1], [2], [3], [4], [5], [6], [7], [8], [9]. To make sure that action anticipation is practically useful, the predictions about the future should be available before the action is initiated by the user. Nevertheless, previous works have not considered the computational time required to process the input video, assuming a negligible runtime [2], [4], [7], [5], [8], [9], [6]. We argue that this assumption can lead to unfair and overly optimistic evaluations and propose that egocentric action anticipation should be evaluated considering a “streaming” scenario. In these settings, the anticipation algorithm processes video segments as they become available and outputs predictions after the computational time required by the anticipation model is elapsed. Figure 1 reports different schemes to evaluate egocentric action anticipation. In the scheme, an action anticipation model is used to predict the label of a future action (in green). The model has been designed to anticipate actions beginning in \( \tau_a \) seconds (target anticipation time) observing a video segment of \( \tau_r \) seconds (observation time). Current approaches implicitly assume that the model runtime \( \tau_r \) is negligible \( (\tau_r = 0) \) and so the prediction for a given video segment will be available right after it is passed to the model (Figure 1(a)). However, in a realistic case in which the model runtime is larger than zero \( (\tau_r > 0) \), predictions about future actions will be available at a later timestamp, which makes the effective anticipation time \( (\hat{\tau}_a) \) smaller than the target one \( (\tau_a) \) (Figure 1(b)). Since different methods are likely characterized by different runtimes, they will also have different effective anticipation times \( \hat{\tau}_a \), which can make comparisons under the classic scheme limited. To evaluate methods more uniformly, the temporal bounds of the observed video can be adjusted at test time to make the effective anticipation time equal to or larger than the target one: \( \hat{\tau}_a \geq \tau_a \). As illustrated in Figure 1(c), this can be obtained by shifting the observed video backwards by \( \tau_r \) seconds, hence sampling input observed videos in advance.

In this paper, we propose a new evaluation scheme which allows to assess the performance of existing egocentric action anticipation approaches in a streaming scenario by recomputing the timestamps at which input video segments are sampled at test time depending on the target anticipation time, the method’s estimated runtime, and the length of the video observation. Since in this scenario smaller runtimes are more effective, we propose a lightweight egocentric action anticipation model based on simple feed-forward 3D CNNs. While feed-forward 3D CNNs are fast, we note that their performance tends to be limited as compared to full-fledged models involving different components and multi-modal observations. We hence propose to optimize the performance of such models by using a future-to-past knowledge distillation approach which allows to transfer the knowledge from an action recognition model to the target anticipation network.

Fig. 1. Different schemes to evaluate egocentric action anticipation methods. See text for discussion.
Experiments on two popular datasets, EPIC-KITCHENS-55 and EGTEA Gaze+, show that 1) the proposed evaluation scheme induces a different ranking over state-of-the-art methods with respect to non-streaming evaluation schemes, which suggests that current evaluation protocols could be biased and incomplete, 2) the proposed lightweight method based on 3D CNNs achieves state-of-the-art results in the streaming scenario, which advocates for the viability of knowledge distillation to make learning more data-effective for streaming action anticipation, 3) lightweight approaches tend to outperform more sophisticated methods requiring different modalities and complex feature extractors in the streaming scenario, which suggests that more attention should be paid to runtime optimization when tackling anticipation tasks.

II. RELATED WORK

a) Efficient, Online and Streaming Vision: Works in image and video understanding generally assumed that computation can be performed offline [10], [11], [12], [13], [14], [15], [16], [17], [18], [14], [4], [7], [5]. Hence, little attention has been paid by these methods to model runtime. Another line of research has devoted its attention to the development of computationally efficient models for image recognition [19], [20], [21], object detection [22], [23], [24] and action recognition [25]. These works have usually been evaluated considering standard evaluation schemes, as well as reporting model runtime or number of FLoating Operations Per Second (FLOPS). Previous works have also tackled the problem of online video processing, studying online action detection [26], early action recognition [27], [28], action anticipation [2], [29], [4] and next active object prediction [30]. These tasks require the developed algorithm to make predictions before a video event is completely or even partially observed. However, they generally do not evaluate models according to runtime, hence assuming computational resources not to be finite. Some works have recently considered a “streaming” scenario in which algorithms should be evaluated considering the time in which the predictions are available depending on model runtime [31], [32].

We build on works on efficient computer vision [25], [20], online video processing [26] and streaming perception [32]. However, differently from these works, we study the streaming scenario within the task of egocentric action anticipation, in which the timeliness of predictions is fundamental to ensure their practical utility. To this aim, we propose an evaluation scheme which explicitly takes into account model runtime and the streaming nature of video, allowing to compare algorithms in a more homogeneous and practical way.

b) Egocentric Action Anticipation: Different works have tackled this task [4], [7], [3], [5]. Previous approaches have considered baselines designed for action recognition [2], defined custom losses [33], modeled the evolution of scene attributes and action over time [34], disentangled the tasks of encoding and anticipation [4], aggregated features over time [7], predicted motor attention [5], leveraged contact representations [3], mimicked intuitive and analytical thinking [9], and predicted future representations [8]. While these approaches have been designed to maximize performance when predicting the future, they have never been evaluated in a streaming scenario. In fact model runtime has not been reported or even mentioned in past works.

We benchmark some representatives of these methods and show experimentally that their performance is limited in the streaming scenario. We contribute a novel streaming evaluation scheme which can be used to assess performance considering a more realistic and practical scenario and propose a lightweight model for egocentric action anticipation which can be used in resource-constrained settings.

c) Knowledge Distillation: Knowledge distillation techniques aim to transfer the knowledge from a large and expensive neural network (the teacher) to a small and lightweight network (the student). Initial approaches used the logits of the teacher model as a supervisory signal for the student [35]. These methods aimed to minimize the divergence between the probability distributions predicted by the student and the teacher for a given input example, with the goal of providing a richer learning objective as compared to deterministic ground truth labels. Other approaches used the activations of the intermediate layers of the teacher to guide the optimization of the student [36], [37], whereas some methods modeled the relationships between the outputs of different layers of the network to provide guidance to the student on how to process the input example [38], [39].

We use knowledge distillation to optimize the performance of a lightweight action anticipation model and achieve competitive results in the streaming scenario. Differently from the aforementioned works, we do not transfer knowledge from a complex model to a simple one. Instead, we use an action recognition model looking at a future action as the teacher, and a lightweight model looking at a past video snippet as the student. This distillation approach is referred to in this paper as “future-to-past”. We propose a loss which facilitates knowledge transfer using the teacher to instruct the student on which spatiotemporal features are more discriminative for action anticipation.

d) Knowledge Distillation for Future Prediction: Few previous works used knowledge distillation to improve action anticipation. Some works used knowledge distillation implicitly by encouraging the model to predict representations of future frames, which were later used to make the predictions [40], [29], [8]. Other works have explicitly considered distillation approaches to transfer knowledge from a fixed teacher with label smoothing [1] or from an action recognition model [41], [42]. Other works applied knowledge techniques to early action prediction [43].

Similarly to these works, we study methods to transfer knowledge from an action recognition model to the target anticipation network. However, differently from previous works, our main objective is to assist the optimization of a lightweight and computationally efficient model.
III. STREAMING EVALUATION SCHEME

Let $V$ be the input video, and let $V_{t_s:t_e}$ denote a video clip starting at timestamp $t_s$ and ending at timestamp $t_e$. Let $\phi$ be the model designed to process videos of length $\tau_o$ (observation time) and anticipate actions happening after $\tau_o$ seconds (anticipation time). At a given timestamp $t$, the algorithm processes the most recent video segment $V_{t-\tau_o:t}$. Let $\tau_r$ be the time required by the model to process a video segment and output a prediction (model runtime). The prediction $\phi(V_{t-\tau_o:t})$ will be available at timestamp $t + \tau_r$. We hence denote it as $\hat{y}_{t+\tau_r} = \phi(V_{t-\tau_o:t})$. Similarly, we denote a prediction available at time $t$ as $\hat{y}_t = \phi(V_{t-\tau_o:t-\tau_r:t-\tau_r})$. This notation makes it explicit that, in the presence of a large runtime $\tau_r$, the input video segment should be sampled ahead of time to preserve a correct anticipation time. We assume that resources are limited and only a single GPU process is allowed at a time, which is a realistic scenario when algorithms are deployed to a wearable device. Note that, in this case, the runtime will not be negligible ($\tau_r > 0$), and hence the model will not be able to make predictions at every single frame of the video. Specifically, predictions will be available only at selected timestamps $t_o + k \cdot \tau_r, k \in \mathbb{N}^+$. This happens because the model first needs to wait for $\tau_o$ seconds to fill the video buffer, then it has to wait for the runtime $\tau_r$ to make the next prediction. As a consequence, there will be a difference between the ideal video segment in offline settings and the one actually sampled when processing the video in streaming mode. Figure 2(a) illustrates an example of the video sampling introduced by the proposed streaming action anticipation scenario and the related difference between ideal and real observed video segments.

For consistency with past benchmarks and to use the labels available in current action anticipation datasets, we evaluate anticipation methods only at specific timestamps sampled $\tau_a$ seconds before the beginning of each action. In particular, let $A_i = (s_i, c_i, y_i)$ be the $i$th labeled action of a test video $V$, where $s_i$ denotes the action start timestamp, $c_i$ denotes the action end timestamp, and $y_i$ denotes the action label. The action $A_i$ will be associated to the most recent prediction made $\tau_a$ seconds before the beginning of the action, at timestamp $s_i - \tau_a$. It is worth noting that a prediction might not be available exactly at the required timestamp (see Figure 2(a)), so we will consider the most recent timestamp at which a prediction is available, which is given by the following formula:

$$t_i^* = \left\lfloor \frac{s_i - \tau_a - \tau_o}{\tau_r} \right\rfloor \cdot \tau_r + \tau_o - \tau_r. \tag{1}$$

Figure 2(b) reports a scheme of the formula. The term $\left\lfloor \frac{s_i - \tau_a - \tau_o}{\tau_r} \right\rfloor \cdot \tau_r$ computes the number of time slots of length $\tau_r$ completely included in the segment of length $s_i - \tau_a - \tau_o$ ((i) in Figure 2(b)). Subtracting $\tau_o$ is necessary because the first video segment will be processed only after $\tau_o$ seconds. The product $\left\lfloor \frac{s_i - \tau_a - \tau_o}{\tau_r} \right\rfloor \cdot \tau_r$ ((ii) in Figure 2(b)) quantizes the timestamp. The term $\tau_o$ adds the observation time which had been previously subtracted ((iii) in Figure 2(b)) and the term $-\tau_r$ subtracts the runtime needed to obtain the prediction ((iv) in Figure 2(b)). We will hence associate the following prediction to action $A_i$: $\hat{y}_{t_i^*} = \phi(V_{t_i^*-\tau_o:t_i^*})$.

IV. METHOD

Based on the observation that model runtime influences performance in the considered streaming evaluation scheme, we propose a lightweight egocentric action anticipation approach based on simple feed-forward 3D CNNS. Differently from full-fledged anticipation models involving multi-modal feature extraction and sequence processing [4], [7], [29], feed-forward 3D CNNS are simple and fast, but also harder to optimize for action anticipation. To tackle this issue, we propose a training scheme based on knowledge distillation which we show to greatly improve performance of feed-forward 3D CNNS.

a) Proposed Training Scheme: Figure 3 illustrates the proposed training procedure, which operates over both labeled and unlabeled examples. Given a video $V$ and a timestamp $t$, we form a training example considering a pair of videos including a past observation $V_{t-\tau_o:t-\tau_r:t-\tau_r}$, a future observation $V_{t:t+\tau_r}$, and a label $y_t$ denoting the class of the action included in the future observation $V_{t:t+\tau_r}$. Depending on the sampled timestamp $t$, the future video segment might not be associated to any action, in which case we will say that the example is unlabeled and denote its label with $y_t = \mathbb{O}$. As a teacher, we use a 3D CNN $\phi^T$ pre-trained to perform action recognition from input videos of resolution $C \times F \times H \times W$, where $C$ is the number of channels ($C = 3$ for RGB videos), $F$ is the number of frames, $H$ and $W$ are the video frame height and width respectively. The teacher $\phi^T = \beta^T \circ \gamma^T$ is composed of a backbone $\beta^T$ which extracts spatio-temporal representations of resolution $C_r \times F_r \times H_r \times W_r$, as well as a classifier $\gamma^T$ which predicts a probability distribution over classes. The student model $\phi^S = \beta^S \circ \gamma^S$ has the same structure as the teacher $\phi^T$ and it is initialized with the same
weights. We train the model by feeding past observations to the student and future observations to the teacher. At each training iteration, we extract the internal representation of the past segment \(r_t^p\) = \(\beta^S(V_{t-\tau a, t-\tau o})\), the representation of the paired future segment \(r_t^f\) = \(\beta^T(V_{t+\tau o, t+\tau a})\), and the predicted future action label \(\hat{y}_t = \gamma^T(r_t^f)\).

We hence train the student to both classify the past observation correctly and extract representations coherent with the ones of the future segment using the following loss:

\[
\mathcal{L} = \lambda_d \mathcal{L}_d(r_t^p, r_t^f) + \|y_t \neq \emptyset\| \lambda_c \mathcal{L}_c(y_t, \hat{y}_t),
\]

(2)

where \(\mathcal{L}_d\) is a distillation loss used to encourage the representations of the past and future segments to be coherent, \(\mathcal{L}_c\) is a classification loss which aims to reduce the classification error of the student (e.g., cross entropy loss), \(\lambda_d\) and \(\lambda_c\) are hyper-parameters used to regulate the contributions of the two losses, and the Iverson bracket term \([y_t \neq \emptyset]\) is used to avoid computing the classification loss when the example is unlabeled.

b) Proposed Knowledge Distillation Loss: Unlike classic knowledge distillation, in our training protocol, the teacher and student models process different but related inputs (i.e., the past and future video segments). Let \(r_t^p(i)\) and \(r_t^f(i)\) be the \(C_i\)-dimensional temporal locations of the \(r_t^p\) and \(r_t^f\) tensors. One way to enforce knowledge distillation would be to maximize the similarity between corresponding representations \(r_t^p(i)\) and \(r_t^f(i)\) directly, e.g., using the Mean Squared Error (MSE) loss. However, since the inputs of the two networks are different, we expect their representations to be spatio-temporally misaligned. To mitigate this misalignment, we propose to maximize similarity between all \((r_t^p(i), r_t^f(j))\) pairs \(\forall i, j \in 1, \ldots, F_r \cdot H_r \cdot W_r\). Practically, we define a future-to-past similarity matrix \(M\) as follows:

\[
M_{ij} = \frac{r_t^p(i) \cdot r_t^f(j)}{|r_t^p(i)||r_t^f(j)|}. \tag{3}
\]

Note that the general term of the matrix \(M_{ij}\) is the cosine similarity between the two representations \(r_t^p(i)\) and \(r_t^f(j)\). We hence maximize the values of \(M\) by minimizing the following loss:

\[
\mathcal{L}_d(r_t^p, r_t^f) = \min \left\{ \frac{1}{(F_r H_r W_r)^2} \sum_{j=1}^{F_r H_r W_r} M_{ij} \right\}^{-1}. \tag{4}
\]

The main rationale behind this training objective is to encourage the student network to pay attention to spatio-temporal locations in the past observation which contain semantic content important for action recognition in the future, even if these are not spatio-temporally aligned. For example, if the future action is "take plate", the student network should learn to extract "plate" features from the past segment even if the features occur at different spatio-temporal regions. Figure 4 illustrates the proposed loss.

V. EXPERIMENTAL SETTINGS

We perform experiments on two datasets: EPIC-KITCHENS-55 [2] and EGTEA Gaze+ [44]. EPIC-KITCHENS-55 [2] is composed of 432 videos acquired by 32 subjects and labeled with 39,595 action segments with a taxonomy of 125 verbs and 352 nouns. We split the public dataset following [4] to obtain training set of 232 videos and 23,493 action segments, and a validation set of 40 videos and 4,979 segments. We report results on the validation set. We consider all unique \((verb, noun)\) pairs appearing in the public set to obtain 2,513 distinct action classes. EGTEA Gaze+ [44] includes 86 videos acquired by 28 different subjects, labeled with 10,325 action segments including 19 verbs, 51 nouns and 106 action classes. We randomly split...
the dataset into a training set containing 65 videos and a test set containing 21 videos. We report results on the test set.  

We benchmark different egocentric action anticipation approaches using both a classic offline evaluation scheme and the proposed streaming protocol described in Section III. We choose different approaches spanning from full-fledged but computationally expensive methods to the lightweight baselines:

- **Full-fledged methods**: We consider the Rolling-Unrolling LSTMs (RULSTM) proposed in [4], and an Encoder-Decoder (ED) architecture based on [29]. These approaches make use of LSTMs and consider different input modalities including representations extracted from RGB frames, optical flow, and object-based features. Due to the multi-modal data extraction and processing, these approaches are accurate but computationally expensive.

- **Action recognition baselines**: We consider methods achieving state-of-the-art results in action recognition. Specifically, we include different 3D feed-forward CNNs of varying computational complexity: a computationally expensive I3D [17] network processing clips of resolution $3 \times 64 \times 224 \times 224$, the more efficient SlowFast [18] network based of ResNet50 with inputs of resolution $3 \times 32 \times 224 \times 224$, the computationally optimized X3D-XS architecture [25] processing inputs of size $3 \times 4 \times 160 \times 160$, and the lightweight R(2+1)D [45] CNN based on ResNet18 and processing videos of resolution $3 \times 16 \times 64 \times 64$.

- **Lightweight baselines**: We also include two baselines designed to be very lightweight, but likely to be less accurate. In particular, we consider Temporal Segment Networks (TSN) [46] and a simple LSTM [47] which takes as input representations of the RGB frames obtained using a BNInception 2D CNN pre-trained for action recognition.

See the supplementary material for implementation details.

VI. RESULTS

A. Proposed Streaming Benchmark

Table I and Table II report the performances of the proposed methods on the considered datasets using Mean Top-5 Recall [33]. Results are reported using both a classic offline evaluation protocol (columns 4–6) and the proposed streaming evaluation scheme (columns 7–9). Column 2 of Table I also reports the runtime in milliseconds (R.TIME) whereas column 3 reports the framerate if frames per second (FPS). Verb, noun and action (ACT.) performance is reported using Mean Top-5 Recall%. Best results per column are reported in bold, whereas second-best results are underlined.

a) **EPIC-KITCHENS-55**: The results reported in Table I highlight how methods with large runtimes are more optimized for performance and tend to outperform competitors in the offline to streaming evaluation scenario. For example, ED is surpassed by RULSTM, which is also based on LSTMs but makes use of object-based features, which have a significant impact on runtime (ED has a runtime of 100.56ms, whereas RULSTM has a runtime of 724.98ms). Likewise, I3D outperforms SlowFast and X3D-XS probably due to the larger input size, at the cost of a larger runtime (275.26ms of I3D vs 173.73ms of SlowFast and 142.5ms of X3D X5). R(2+1)D is the lightest method among the considered 3D CNNs, with a framerate of 24.15fps, but achieves limited performance (8.10 offline action performance). In general, methods based on simple 3D CNNs tend to perform worse than highly optimized methods such as RULSTM. Notably, the proposed approach based on knowledge distillation improves the offline action performance of the R(2+1)D baseline by +4.73 (12.83 of DIST-R(2+1)D vs 8.10 of R(2+1)D-M).

It can be noted that runtime significantly affects performance when the streaming evaluation scenario is considered. Indeed, by comparing columns 6 and 9, it is clear that, while the performances of all methods decrease when passing from offline to streaming evaluation (compare columns 6 and 9), methods characterized by smaller runtimes are characterized by a smaller performance gap. For example, RULSTM has an offline action performance of 14.81, which is reduced to 11.40 in the streaming scenario (~3.41), whereas TSN, which is the fastest approach, has an offline action performance of 10.28 which is very comparable to the performance of 10.25 achieved in the streaming scenario (only ~0.03). Interestingly, the performance of the lightweight LSTM approach (runtime of 25.96ms) is barely affected when passing from an offline to an online evaluation scheme (12.35 offline action performance vs 12.18 streaming action performance).

The last row of Table I reports the performance of a method obtained by combining the LSTM with the proposed model based on knowledge distillation. Results point out that the obtained LSTM+DIST-R(2+1)D achieves good results at a small computational cost. Indeed, LSTM+DIST+R(2+1)D achieves a similar streaming action performance of 13.55, which significantly outperform other approaches such as RULSTM in the streaming scenario while running much faster with a runtime of 67.37ms and a framerate of 14.84fps.

It is worth noting that the offline and streaming evaluation standard offline evaluation scenario.
of the observed and future segments are the same, the example is discarded. 3) All - we consider all possible video clips, both labeled and unlabeled. These settings can be considered only when knowledge distillation techniques are employed.

Table III reports the results. It can be noted that just adding knowledge distillation techniques while keeping the amount of training data fixed always allows to improve performance. This suggests that knowledge distillation has a guiding effect which improves generalization. For instance, training the model with knowledge distillation relying only on supervised data allows to obtain a +2.45 in action performance when compared to training without knowledge distillation (10.55 vs 8.10). Simply augmenting the number of training examples has a similar regularizing effect. Indeed, training the model with the augmented data allows to obtain an action score of 10.66, which is larger by +2.46 with respect to the 8.10 obtained considering only supervised data. Combining both approaches allows to boost performance by +4.73 with respect to the base model (12.83 using all data and knowledge distillation vs 8.10 using only supervised data and no knowledge distillation). These results highlight how knowledge distillation has the effect of making training more data-efficient, allowing to increase the number of training examples and better exploit the available data.

VII. CONCLUSION

We presented a novel evaluation protocol for egocentric action anticipation which explicitly considers a streaming scenario in which the timeliness of predictions is crucial. We benchmarked different anticipation approach and shown that classic offline evaluations are limited when algorithms need to be deployed on real hardware. Noting that a small runtime is crucial for streaming anticipation, we proposed a method based on a lightweight 3D CNN and optimized with knowledge distillation techniques which achieved state-of-the-art performance on two datasets. We believe that the proposed investigation can be useful in practical scenarios in which the evaluated models need to be deployed on real hardware.
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