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SUMMARY

Neuroendocrine prostate cancer (NEPC) is a lethal subtype of prostate cancer, with a 10% five-year survival rate. However, little is known about its origin and the mechanisms governing its emergence. Our study characterized ADPC and NEPC in prostate tumors from 7 patients using scRNA-seq. First, we identified two NEPC gene expression signatures representing different phases of trans-differentiation. New marker genes we identified may be used for clinical diagnosis. Second, integrative analyses combining expression and subclonal architecture revealed different paths by which NEPC diverges from the original ADPC, either directly from treatment-naive tumor cells or from specific intermediate states of treatment-resistance. Third, we inferred a hierarchical transcription factor (TF) network underlying the progression, which involves constitutive regulation by ASCL1, FOXA2, and selective regulation by NKX2-2, POU3F2, and SOX2. Together, these results defined the complex expression profiles and advanced our understanding of the genetic and transcriptomic mechanisms leading to NEPC differentiation.

INTRODUCTION

As neuroendocrine prostate cancer (NEPC) was first described more than four decades ago (Wenk et al., 1977), the disease has been estimated to cause approximately 25% of the nearly 34,000 cases of lethal prostate cancer each year in the United States owing to its rapid tumor growth, high vascularity, and early metastatic dissemination (Jemal et al., 2011). A fundamental problem is the inability to diagnose NEPC correctly. The Prostate Cancer Foundation proposed a diagnosis guideline for NEPC in 2013, which is being used in parallel with the guideline updated in 2016 by WHO (Epstein et al., 2014; Priemer et al., 2016). Both guidelines recommend a diagnosis based on pathologists' expertise which can be quite variable and not quantitative. Meanwhile, the sensitivity of existing biomarkers, CHGA, SYP, and NCAM1, is barely satisfactory, varying from 41.5% to 84.0% (Zhang et al., 2020). The advent of next-generation sequencing (NGS) makes a comprehensive depiction of the molecular characteristics of NEPC possible. Beltran et al. (2016) proposed a molecular classifier with integrated genomic, transcriptomic, and epigenetic features to improve the diagnosis of NEPCs. This was followed by an independent, larger cohort study (Aggarwal et al., 2018), in which a novel NE signature was developed based on transcriptomic clustering. However, the current gene panels from these studies showed poor consistency, challenging the translational values of these genes as biomarkers. A possible reason for the inconsistency is the variable prevalence of NE-marker positive cells, from ADPC with focal NE differentiation (NED), ADPC with diffused NED, to pure small cell carcinoma (smCC, or high-grade NE) (Fine, 2018). It was reported that 50–60% of NEPC presents an overlapping expression pattern with ADPC (Conteduca et al., 2019; Di Sant’Agnese, 1992), making it challenging to use bulk sequencing techniques to accurately decompose the transcriptome of NEPC from that of ADPC. Furthermore, the trans-differentiation process of NEPC is highly dynamic (Yamada and Beltran, 2021) and difficult to capture by bulk sequencing.

Besides its elusive molecular features, whether NEPC arises from the pre-existing normal NE cells (primary tumor model) or transdifferentiated ADPC (lineage-plasticity model) is also an issue of debate (Rickman et al., 2017). The latter theory hypothesizes that the ADPC differentiates to acquire androgen receptor (AR)-independent phenotypes, e.g., becoming NE cells. About 10–40% of castration-resistant ADPC...
Pioneer TFs, such as ASCL1 (Fraser et al., 2019), FOXA2 (Park et al., 2017), and POU3F2 (Bishop et al., 2017) activating the NED program (Adams et al., 2019). Its clinical importance requires future illumination.

Overexpression and RB1 loss together could drive NEPC development (Brady et al., 2021). As N-Myc overexpression and PTEN loss are sufficient to induce NE (Lee et al., 2016). The N-Myc overexpression and RB1 loss together could drive NEPC development (Brady et al., 2021). As RB1 and TP53 alterations were found in many but not all NEPCs, some disputed them being indispensable in generating an NE phenotype (Lin et al., 2014). FOXA1 has recently been recognized as most frequently mutated in prostate cancer (Li et al., 2020). FOXA1 mutation at arginine 219 was enriched in NEPC and capable of activating the NED program (Adams et al., 2019). Its clinical importance requires future illumination.

In this study, we identified 19,605 malignant cells from samples of seven patients. Using Consensus Non-Negative Matrix Factorization (cNMF) clustering, we identified two distinct signatures of NEPC, representing the early and late transition programs, respectively. The genomic analysis confirmed the trans-differentiation of NEPC from AD origin in six patients. Notably, we found that NE could be derived from AD cells of different pathological stages, and the process is orchestrated by lineage-specific TFs, such as ASCL1 (common TF), NKX2-2 (NE1-specific), and POU3F2 (NE2-specific).

The molecular mechanism behind acquiring an NE phenotype, however, is still incompletely understood. Current studies suggest that genomic alterations, abnormal activation of specific transcription factors (TFs), and epigenomic dysregulation all play important roles in the NED process. RB1 loss, TP53 loss/mutation, and PTEN loss have been recognized as recurrent molecular events in NEPC (Beltran et al., 2016). Their combined effects in facilitating NED were confirmed by recent studies. For example, the lineage plasticity of ADPC was induced by the loss of RB1 and PTEN, and boosted by the loss of the TP53 gene to acquire NE features (Ku et al., 2017), based on which Park et al. further demonstrated that additional overexpression of c-Myc could lead to high-grade smCC in mouse models (Park et al., 2018). Lee et al. found N-Myc overexpression and PTEN loss are sufficient to induce NE (Lee et al., 2016). The N-Myc overexpression and RB1 loss together could drive NEPC development (Brady et al., 2021). As RB1 and TP53 alterations were found in many but not all NEPCs, some disputed them being indispensable in generating an NE phenotype (Lin et al., 2014). FOXA1 has recently been recognized as most frequently mutated in prostate cancer (Li et al., 2020). FOXA1 mutation at arginine 219 was enriched in NEPC and capable of activating the NED program (Adams et al., 2019). Its clinical importance requires future illumination.

In this study, we identified 19,605 malignant cells from samples of seven patients. Using Consensus Non-Negative Matrix Factorization (cNMF) clustering, we identified two distinct signatures of NEPC, representing the early and late transition programs, respectively. The genomic analysis confirmed the trans-differentiation of NEPC from AD origin in six patients. Notably, we found that NE could be derived from AD cells of different pathological stages, and the process is orchestrated by lineage-specific TFs, such as ASCL1 (common TF), NKX2-2 (NE1-specific), and POU3F2 (NE2-specific).

RESULTS

scRNA-seq and cell typing of non-malignant and prostate tumors

Prostate cancer is a disease of high intra-tumor heterogeneity. To investigate the distinct cell populations and their transcriptomic programs within prostate tumors, we performed scRNA-seq on two hormone-sensitive prostate cancer (HSPC) and two CRPC samples. We also downloaded scRNA-seq data of three CRPC samples from GEO (GSE137829) (Table S1). Five (P2, P4, P5, P6, P7) out of these seven samples came from prostate cancer tissues, and the remaining two (P1, P3) came from metastatic lymph nodes (Figure 1A). Following surgery, tumor samples were rapidly preprocessed for single-cell RNA sequencing by the Drop-seq or 10x Genomics platforms. After stringent filtering, 36,036 high-quality cells with a median of 6,397 mapped reads and 2,064 mapped genes were kept for cell-type annotation and further analysis (Table S2). We first hypothesized that the VIM+/EPCAM-clusters (n = 16,233) (Figure S1) are primarily normal mesenchymal cells and assigned cell types using canonical markers (Figures S2A–S2D). Secondly, using 15,465 normal matrix cells as the normal diploid reference, we inferred copy number variations (CNV) of the EPCAM+/VIM-cells (n = 20,209) and predicted 19,605 malignant cells with non-diploid genomic regions and 604 normal epithelial cells lacking such manifestations. Cell type assignments of each sample were summarized in Figures 1A and Table S3. The putative malignant cells scored much higher than normal cells in tumor gene expression using gene panels from both TCGA and CGPEA prostate cancer cohorts (Cancer Genome Atlas Research, 2015; Li et al., 2020) (Wilcoxon test, p < 0.0001) (Figures 1B and Table S4). For P1, P3, and P6, we used parallel WES data from tumor and paired blood samples to identify somatic single-nucleotide alterations (SNAs) and short insertions/deletions (InDels). 91.9% of cells with somatic mutations detected were in the malignant cell populations (Figures 1A and Table S5, hypergeometric test,
validate the observed expression patterns of ENO2. Analysis identified 109 genes upregulated in NE1 and 164 upregulated in NE2 (adjusted p value < 0.05, log level of 2008), consistent with the GO annotation of NE1. In contrast, NE2 cells expressed low to the undetectable levels of NE1, and GEP3, which represents NE2, were activated in different clusters (Figure 2B). We termed them NE1 and NE2. The NE1 module consisted of GEPs from P3, P5, P6, and P7, while the NE2 module consisted of GEPs from P1, P2, P3, and P5 (Figure 2A). Genes over-represented in NE1 module (n = 32) and NE2 module (n = 60) were summarized in Table S7. Based on the activities of NE module-related GEPs, we defined NE cells in P1, P2, P3, P5, P6, and P7 (Figure 2F). To confirm the specificity of the NE-associated genes, we applied our NE1 and NE2 module to an external dataset from published data (GSE137829) (also see Figure S1, S2, Tables S1, S2, and S3, and SD). Interestingly, two related but distinct modules were enriched with NE-related GO terms (Figure 2B); thus, we termed them NE1 and NE2. The NE1 module consisted of GEPs from P3, P5, P6, and P7, while the NE2 module consisted of GEPs from P1, P2, P3, and P5 (Figure 2A). Genes over-represented in NE1 module (n = 32) and NE2 module (n = 60) were summarized in Table S7. Based on the activities of NE module-related GEPs, we defined NE cells in P1, P2, P3, P5, P6, and P7 (Figure 2F). To confirm the specificity of the NE-associated genes, we applied our NE1 and NE2 module to an external dataset which included 15 CRPC-NEPCs and 34 CRPC-ADPCs, all confirmed by pathologists (Beltran et al., 2016). An NE module was also generated by combining NE1 and NE2 modules using the same approach for validation purpose (Figure S3A). GO enrichment analysis of over-represented genes in each module revealed its biological relevance, including conventional, ”housekeeping” modules such as cell cycle, RNA/protein synthesis, and cell stress, as well as less-understood immune-related, interferon-related, and extracellular matrix-related modules (Table S6). Interestingly, two related but distinct modules were enriched with NE-related GO terms (Figure S2E). We used the cNMF method (Kotliar et al., 2019) to decompose mixed expression profiles of single cells into a linear combination of biologically interpretable gene expression programs (GEPs). 71 GEPs were deconvolved from seven samples (Figure 2A and Table S6). Despite the apparent inter-patient heterogeneity of malignant phenotypes, correlation clustering illustrated cross-sample similarity between GEPs, which further clustered into nine consensus modules. Gene ontology (GO) enrichment analysis of over-represented genes in each module revealed its biological relevance, including conventional, ”housekeeping” modules such as cell cycle, RNA/protein synthesis, and cell stress, as well as less-understood immune-related, interferon-related, and extracellular matrix-related modules (Table S6). Interestingly, two related but distinct modules were enriched with NE-related GO terms (Figure 2B); thus, we termed them NE1 and NE2. The NE1 module consisted of GEPs from P3, P5, P6, and P7, while the NE2 module consisted of GEPs from P1, P2, P3, and P5 (Figure 2A). Genes over-represented in NE1 module (n = 32) and NE2 module (n = 60) were summarized in Table S7. Based on the activities of NE module-related GEPs, we defined NE cells in P1, P2, P3, P5, P6, and P7 (Figure 2F). To confirm the specificity of the NE-associated genes, we applied our NE1 and NE2 module to an external dataset which included 15 CRPC-NEPCs and 34 CRPC-ADPCs, all confirmed by pathologists (Beltran et al., 2016). An NE module was also generated by combining NE1 and NE2 modules using the same approach for validation purpose (Figure S3A). GO enrichment analysis of over-represented genes in each module revealed its biological relevance, including conventional, “housekeeping” modules such as cell cycle, RNA/protein synthesis, and cell stress, as well as less-understood immune-related, interferon-related, and extracellular matrix-related modules (Table S6). Interestingly, two related but distinct modules were enriched with NE-related GO terms (Figure 2B); thus, we termed them NE1 and NE2. The NE1 module consisted of GEPs from P3, P5, P6, and P7, while the NE2 module consisted of GEPs from P1, P2, P3, and P5 (Figure 2A). Genes over-represented in NE1 module (n = 32) and NE2 module (n = 60) were summarized in Table S7. Based on the activities of NE module-related GEPs, we defined NE cells in P1, P2, P3, P5, P6, and P7 (Figure 2F). To confirm the specificity of the NE-associated genes, we applied our NE1 and NE2 module to an external dataset which included 15 CRPC-NEPCs and 34 CRPC-ADPCs, all confirmed by pathologists (Beltran et al., 2016). An NE module was also generated by combining NE1 and NE2 modules using the same approach for validation purpose (Figure S3A). GO enrichment analysis of over-represented genes in each module revealed its biological relevance, including conventional, “housekeeping” modules such as cell cycle, RNA/protein synthesis, and cell stress, as well as less-understood immune-related, interferon-related, and extracellular matrix-related modules (Table S6). We noticed two cases, P3 and P5, which contained GEPs in both NE1 and NE2 (Figure 2A). We then focus on these two samples to further explore the relationship between NE1 and NE2. In P3, GEP7, which represents NE1, and GEP3, which represents NE2, were active in different clusters (Figure 2C). Differential expression analysis identified 109 genes upregulated in NE1 and 164 upregulated in NE2 (adjusted p value < 0.05, |log 2-fold change | ≥ 1), as illustrated in the volcano plot (Figures 2D and S4). Among those DE-Gs, NE1 expressed a high level of ASCL1, which is a TF known to initiate the NEPC trans-differentiation (Vias et al., 2008), consistent with the GO annotation of NE1. In contrast, NE2 cells expressed low to the undetectable level of ASCL1, and instead expressed high level of secretory protein genes including CHGA, CHGB, and ENO2, representing the functional status of terminally differentiated NEPC (Figures 2D and Table S8). To validate the observed expression patterns of ASCL1 and CHGB in single-cell data, we performed in situ immunofluorescence (IF) co-staining in P3 (Figure S5) and found expression of ASCL1 and CHGB were mutually exclusive at the individual cell level, whereas the expression of HOXBT13, a prostate-specific marker, was ubiquitous. In P5, NE cells had three independent GEPs expressed (P5_GEP9, P5_GEP5, P5_GEP14). These NE cells were annotated as NE1, NE2-1, NE2-2 based on the association we made between GEPs and NE modules (Figure 2A), that is, P5_GEP9 belongs to the NE1 module, and P5_GEP5 and P5_GEP14 belong to NE2 module; we then used the differential activation of P5_GEP5 and P5_GEP14 (Figure 3A) to annotate NE2-1 and NE2-2, respectively. This order is associated with the antagonistic changes in the expression levels of CHGB and ASCL1, further corroborating our findings in P3 (Figures 3A and 2D); thus, it is likely that single-cell RNA-seq might have captured cells representing the transitions across the main stages.
Figure 2. cNMF algorithm reveals distinct expression signatures

(A) Pairwise correlation clustering of intra-tumoral GEPs. 71 GEPs were derived by cNMF from seven tumors and formed ten consensus modules, whose biological significance was predicted by GO analysis (top). GEPs in two NE modules were annotated (right) (also see Table S6).
(B) GO analysis of genes over-represented in NE1 and NE2, respectively (hypergeometric distribution test adjusted by FDR < 5%) (also see Figure S3, Table S7).
(C) UMAP plot of malignant cells from P3. Cells are colored by their NE subtype (right) and the min-max normalized activity score of the corresponding GEPs (left, middle).
(D) Volcano plot of the differentially expressed genes (DE-Gs) between NE1 and NE2 cells of P3 (Wilcoxon rank-sum test adjusted by FDR < 5%). Blue, upregulated in NE1; Red, upregulated in NE2; gray, \(| \log 2 \text{-fold change} < 1 \) or adjusted P-value > 0.05. Expression of marker genes of note, ASCL1 and CHGB, for NE1 and NE2, respectively, were shown in the UMAP plot. TPM, edtranscript per million (normalized value). (also see Figure S4, Table S8).

of NEPC trans-differentiation. Indeed, splicing directions inferred from previously published velocity analysis of the same sample supported the hypothesis of NE1–NE2 transition (Dong et al., 2020) (Figure 3A). Pseudo-time trajectory analysis using Monocle2 further extracted the state-specific signatures of NEPC (Cao et al., 2019) (Figure 3B). Cells transitioning from NE-1 to NE2-1 overexpressed ASCL1. In the transition process associated with NE2-1, genes such as IGFBP1, TREM1, CGA, and KLK12 were also upregulated. The NE2-2 program represented the final state of NED, when CHGA, CHGB, and TFF1 were highly expressed (Figure 3B). CHGA has been used as a biomarker for pathological diagnosis but only exhibited a sensitivity of 57.4% in a recent study (Epstein et al., 2014; Zhang et al., 2020). The low sensitivity is likely owing to CHGA’s sparse expression at the early stage of NED when ASCL1 is overexpressed. The dynamic nature of the trans-differentiation process highlights the need to identify marker genes that capture the changing expression landscape at different stages of NEPC, which will provide critical knowledge for clinical diagnosis.

The genetic origin of neuroendocrine prostate cancer

Somatic alterations of specific genes, including TP53 and RB1, have been recognized as NED-related, underscoring the importance of genetic drivers in NED. Both large-scale CNV inference by inferCNV from scRNA-seq data and CNV calling by GATK from bulk WES-seq confirmed inter-sample heterogeneity at the genetic level as well as frequently observed alterations in prostate cancer, such as 8q gain and 13q loss (Figures S6A and S6B). Based on inferCNV results, RB1 deletion was found in all samples except for P5 (not detected), whereas only one patient (P4) had a clonal TP53 deletion (Figure S6C). In addition, only a single synonymous G > A mutation at chr17: 7,676,071 in P6 was identified (Table S5). The result may support the viewpoint that the alteration of RB1 and TP53, although contributing to higher aggressiveness of NEPC, is not mandatorily required by NED (Rickman et al., 2017).

Having determined the overall CNV landscape of the tumor cell population, we set out to investigate genetic differences between NEPC and ADPC and whether they contribute to NED. In P5, large-scale CNV segments were found consistent across cells (Figure 3C), suggesting shared CNV events between NE and AD cells in this patient, and supporting the lineage-plasticity model. In P3, in addition to the main clone featuring chr2 gain, there was a subclone featuring an additional 12q gain and 15q loss. This subclone contained almost all NE1 cells and a subpopulation of AD cells (Figures 4A and 4B). In contrast, other AD cells and almost all NE2 cells existed outside the subclone (Figures 4A and 4B). Taken together, we concluded the NE2 shared the same origin with the clonal adenocarcinoma characterized by 2p, 7p, 11q, 19q gain, and 6p, 13p loss. The clonal AD continued to acquire gain of 12q and loss of 15q, and this subclone further differentiated into subclonal AD and NE1 (Figure 4D), suggesting that the NEs in the same patient could be derived independently from ADs of different stages.

P1 presented with low PSA (the alias of KLK3 in clinical practice) (8.63 ng/ul) and enlargement of inguinal lymph nodes with whole-body bone metastasis. The patient was diagnosed with treatment-naïve prostate cancer by needle biopsy. Pathological evaluation revealed no positive neuroendocrine markers, with high Gleason scores (4 + 5) (Table S1). However, scRNA-seq data of this patient discovered a cluster of NE2 cells that expressed ASCL1 and CHGB (Figure 5A). The low count of NE2 cells explained the false-negative result from the pathological test. This result further underscored the spatial heterogeneity of prostate cancer and the limitation of needle biopsy-based pathology. Genetic variation analysis revealed that the NE cells and the clonal AD cells shared the same origin. However, we also recovered a subclone of AD cells harboring a gain of 3q (Figure 5B). Although all AD cells expressed AR, as expected, the KLK3 gene expression was in
**Figure 3. NE trans-differentiation in P5**

(A) The min-max normalized activity score of one NE1 GEP and two NE2 GEPs were colored. UMAP Plots were arranged in the assumed chronological order of differentiation. Expression of marker genes of note, ASCL1 and CHGB, for NE1 and NE2, respectively, were shown. In the right panel, the arrows denote the transition direction inferred from velocity analysis by Dong et al. (2020). TPM, transcript per million (normalized value).

(B) Dynamic expression along the trajectory identified 100 genes that vary significantly over trans-differentiation pseudo-time (likelihood ratio test of nested models adjusted by FDR <5%). Cells were arranged in column by pseudo-time series. Hierarchical clustering of these genes at row via Ward D2’s method recovered three nonredundant groups that covary over the trajectory. Cluster analysis indicated large shifts in gene expression occurred as NE progenitor progressed toward maturation. TPM, transcript per million (scaled value).

(C) inferCNV heatmap with hierarchical clustering of P5. The oncogenes or tumor suppressor genes in Cancer Gene Census were depicted in CNV regions. The top panel indicates a lack of CNV events in reference cells. The bottom panel is the malignant cells. Different types of NE cells were annotated on the sidebar (also see Figure S6).
perfect correlation with the gain of chromosome 3q (Figures 5B and 5C). This newly evolved AD subclone explained the low level but positive test of PSA screen in the clinic. Taken together, we constructed a tumor evolution model for P1. The tumor was initiated by MYC amplification and RB1 losses, which produced the clonal ADs and NEs. Following the gain of 3q, a subclone started expressing PSA (Figure 5D). In this patient, we found NE could derive from KLK3 negative and treatment naive adenocarcinoma cells.

We also analyzed other samples with identified NE cells (Figure S7). Consistent with P1, P3, and P5, NE cells in P2 and P6 also had AD counterparts that shared the same clonality.
**Figure 5. Clonal evolution of P1**

(A) UMAP plot of malignant cells from P1. The relative expression of NE2 GEP was colored. Expression of marker genes of note, ASCL1 and CHGB, for NE1 and NE2, respectively, were shown in the UMAP plot. TPM, transcript per million (normalized value).

(B) inferCNV heatmap with hierarchical clustering of P1. The oncogenes or tumor suppressor genes in Cancer Gene Census were depicted in CNV regions. The top panel indicates a lack of CNV events in reference cells. The bottom panel is the malignant cells. NE types, chr3 amplification, and KLK3 expression levels were annotated on the sidebar (also see Figure S6). TPM, transcript per million (normalized value).

(C) Cells were colored by chr3 amplification status (left) and expression levels of KLK3 (middle) and AR (right) in the UMAP embedding.

(D) Evolution model of P1 extrapolated from inferCNV results.

**Epigenetic-driven clonal evolution**

The cases we examined so far suggest that these very heterogeneous ADs with different genetic alterations could evolve to obtain a similar NE molecular phenotype. We, therefore, hypothesized that there exist epigenetic drivers for this transformation. Thus, we applied pySCENIC to identify the underlying gene co-expression network using the scRNA-seq data. This analysis discovered coherent activities of different TFs involved in the NE program, which represent potential drivers of the epigenetic programming during NED and are decoupled from genetic alternations. They included NE1-specific NKX2-2, NE2-specific POU3F2, and SOX2, as well as ASCL1 and FOXA2, which are common between NE1 and NE2 cells (Figure 6A). One of the common TFs for NE, ARX, was the subject of investigation by several studies for its role in pancreatic neuroendocrine tumors (pNET). ARX is associated with non-functional pNET recurrence (Cejas et al., 2019) and normal development of endocrine cells (Friedman-Mazursky et al., 2016). Another common TF for NE, PBX1, is highly expressed in neural progenitor cells of pigs (Schwartz et al., 2005) and mouse embryos (Roberts et al., 1995), but its function remained understudied in humans. Our results so far recapitulated previous findings. For example, the NE2-specific POU3F2 upregulates the expression of NE2-specific SOX2 (Bishop et al., 2017). Similarly, in an ex vivo study, ASCL1 was shown to upregulate the expression of SOX2 (Sinha et al., 2018). Taken together, our study revealed two axes of the evolution of NEPC from ADPC. On one axis, genetic events define the clonal evolution of ADPC as the tumors develop from HSPC to CRPC; on the other axis, a hierarchy of TFs, or epigenetic drivers, defines the trans-differentiation of ADPC to NEPC. Importantly, our data suggest that the epigenetic reprogramming of ADPC to NEPC can happen at multiple stages along ADPC’s own evolutionary trajectory, partially disentangling the complex and heterogeneous relationship in NEPC (Figure 6B).

**DISCUSSION**

The single-cell sequencing technology empowers us to define the heterogeneous subpopulations of neuroendocrine cancer cells mixed with ADPC. In this study, we isolated NE cells from ADPC samples in two independent cohorts and found two related but distinct programs (NE1 and NE2) which might take part in different phases of NE trans-differentiation. NE1 included 32 genes, in which ASCL1, NKX2-2, and PROX1 are known to play critical roles in cell differentiation and cell fate determination. NE2 included 60 genes, such as CHGA, CPE, SCG3, and SYT13. We observed the co-existence of NE1 and NE2 GEPs in both cohorts. Several candidate genes that we identified in this study, including SEC11C, PROX1, SCG3, and PEG10, have been investigated previously in NEPC studies (Aggarwal et al., 2018; Beltran et al., 2016). It is worth noting that, possibly owing to the mixture of NEPC and ADPC, two landmark studies that defined NEPC gene signatures only had a single gene (DNMT1) in common (Aggarwal et al., 2018; Beltran et al., 2016). Akamatsu et al. described the gene expression dynamics associated with the trans-differentiation from ADPC to NEPC using a patient-derived xenograft model and reported the upregulation of PEG10, CHGA, NKX2-2, ASCL1 at the NEPC stage (Akamatsu et al., 2015). This study also reported high expression of ASCL1 at the early stage of NEPC and the apparent loss of expression of ASCL1 in the late stage of NEPC. These results are consistent with our findings. However, contrary to our study, Akamatsu et al. reported consistent expression of CHGA regardless of the stages of NEPC. Dong et al. identified three different NE modules (Dong et al., 2020), but did not further elucidate the relationship among them. Their velocity analysis revealed the process of ADPC differentiating toward NEPC. By re-analyzing Dong et al. data and our data, we discovered NE gene modules representing different stages of NEPC, thus providing a more meaningful array of candidate genes for both mechanistic studies and biomarkers for diagnosis.

In our study, P7 was found to have high NEUROD1 and MYC levels and low ASCL1 levels (Figure 6A). First shown in small cell lung cancer, the mutual exclusiveness of NEUROD1 and ASCL1 has been revealed by bulk RNA-seq analysis on multiple tissue origins (Cejas et al., 2020; Poirier et al., 2013). It was indicated that NEUROD1, instead of acting as an initiator itself, is more likely to function together with MYC after initial NE oncogenesis, to which ASCL1 is more essential (Rudin et al., 2019). A recent study discovered...
the co-existence of NEUROD1 and ASCL1 in NEPC and proposed a similar model in which ASCL1 clones originated from AD cells and subsequently by subclonal evolution evolved to the NEUROD1 state (Cejas et al., 2020).

**Figure 6. TF regulation of NEPC**

(A) Heatmap showed three types of TF (Common, NE1 specific, and NE2 specific) predicted by pySCENIC. The black block represents turn “on” status while the white block represents turn “off” status.

(B) The summarized model of transcriptional regulation and genetic evolution of NEPCs in this study.
Furthermore, by inferring CNV alterations, we identified distinct subpopulations of NEPC and ADPC and their evolutionary relationship. We confirmed that the origin of NEPC is ADPC in six out of seven patients. Our study is the first to report that NEPC could be derived from different stages of ADPC with different background genomic events. Recent investigations, including those utilizing genomic engineering models, have focused on the importance of the double deletion of TP53 and RB1 in the development of NEPC. However, only one patient in our cohort had both a clonal TP53 and an RB1 deletion (Figure S6, Table S5). Previous reports also found that NEPC existed in HSPC samples, but the significance of NEPC in HSPC remains controversial (Aprikian et al., 1994; Casella et al., 1998; Krijnen et al., 1997). Our study confirmed that ADPC in HSPC could, indeed, transdifferentiate into NEPC. Notably, the transcription/epigenetic mechanism of this transition shares a strong commonality with the transition in patients with CRPC. These findings could expand the scope of the investigation into NEPC evolution.

Our study also joins an effort to investigate the TFs network governing NEPC trans-differentiation. We identified program-specific TFs and common TFs in NE1 and NE2. ASCL1 and FOXA2, which have been identified as crucial regulators in NED (Fraser et al., 2019; Park et al., 2017), appeared to dominate early lineage switch. More interestingly, the ASCL1 expression decreases in the late stage, while the downstream target gene network is consistently activated. These early lineage determining factors are often called pioneer factors as they could remodel the chromatin to a more permissive state that allows subsequent TF bindings. The time-dependent expression of NKX2-2, SOX2, and POU3F2 may determine the diverse NEPC phenotypes within the prostate tumors. Incidentally, Sato et al. reported that the cooperation of SOX2 and POU3F2 drives neural lineage in lung squamous cell carcinoma (Sato et al., 2019).

Our study has several limitations. Validating the genetic changes and TF modules remains a challenge, especially in heterogeneous primary patient samples. The CNV inferred by scRNA-seq may have low sensitivity and specificity. The results were validated by parallel bulk-WES-based CNV analysis on three samples and were in concordance. Nevertheless, there is evident disagreement in results in the MHC region (chr6:29,677,984-33,485,635); that is, the deletion reported by inferCNV was not sufficiently supported by the WES data. However, the MHC locus has high gene density; thus, genes in this region violate the “random distribution assumption” that the inferCNV algorithm makes. Further investigation found generally low expression of MHC genes in malignant cells (data not shown), which has been reported as a mechanism of immune evasion (Cornel et al., 2020). Thus, the inferCNV prediction of MHC deletion is likely a false positive.

Another limitation is the sample size. A gold standard in cancer genomics studies is to establish recurrence. Every patient is different, and every tumor is different. They always harbor complex differences in both genomic and epigenomic backgrounds. Owing to this complexity, the power of our current study is likely low. Our key interpretations await replication in much larger patient cohorts.

In conclusion, in this study, we have used scRNA-seq profiling to establish a transcriptomic map of NEPC trans-differentiation. We identified two NE programs with related but distinct gene expression patterns and TF networks. The dynamics of NE gene expression and NEPC’s relationship with ADPC provide instrumental knowledge in designing more informed diagnosis strategies in clinical practice. Future studies should focus on replicating these results in larger cohorts and on testing mechanistic hypotheses based on them.

Limitations of the study
In this research, the discovery of two distinct transcriptional profiles of NEPC was based on small sample size. Although external validation has been made on independent cohorts, the results may not be a comprehensive presentation of all NEPC phenotypes. The clonal evolution analysis at a single-cell resolution based mainly on CNV profiles inferred from RNA-seq data. Although parallel bulk WES-seq was applied for validation, experiments like fluorescence in situ hybridization (FISH) and parallel single-cell whole-genome sequencing (scWGS-seq) are optimal for evidence at the cell level. Besides, the NE1-and NE2-specific TFs were identified through computational approaches, and further validation through biology experiments on NEPC disease models, including cell lines, organoids, and animals, are indispensable.
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# STAR★METHODS

## KEY RESOURCES TABLE

| REAGENT or RESOURCE | SOURCE | IDENTIFIER |
|---------------------|--------|------------|
| **Antibodies**      |        |            |
| Rabbit monoclonal to Achaete-scute homolog 1 | Abcam | Cat#ab211327 |
| Rabbit monoclonal to Chromogranin A | Abcam | Cat#ab68271; RRID:AB_11154750 |
| Rabbit monoclonal to HOXB13 | Abcam | Cat#ab201682 |
| **Biological samples** |        |            |
| Human prostate cancer tissues | Changhai Hospital | N/A |
| **Critical commercial assays** |        |            |
| GEXSCOPETM Single-Cell RNA Library Kit | Singleron Biotechnologies | N/A |
| Chromium Next GEM Single Cell 3' Kit v3.1 | 10X Genomics | PN-1000269 |
| **Deposited data** |        |            |
| P1 | This paper; Genome Sequence Archive for Human (GSA-Human) | GSA-Human: HRA002145 |
| P2 | This paper; GSA-Human | GSA-Human: HRA002145 |
| P3 | This paper; GSA-Human | GSA-Human: HRA002145 |
| P4 | GEO | GEO: GSE137829 |
| P5 | GEO | GEO: GSE137829 |
| P6 | This paper; GSA-Human | GSA-Human: HRA002145 |
| P7 | GEO | GEO: GSE137829 |
| TCGA cohort | GDC Data Portal | GDC: TCGA-PRAD |
| CPGEA cohort | GSA-Human | GSA-Human: HRA000099 |
| Beltran et al. cohort | cBioPortal | cBioPortal: Neuroendocrine Prostate Cancer (Multi-Institute, Nat Med, 2016) |
| **source code** |        |            |
| source code | Code Ocean | Code Ocean: 4157786 |
| **Software and algorithms** |        |            |
| Cellranger | 10X Genomics | v5.0.0 |
| Drop-seq tools | github.com/broadinstitute/Drop-seq | v2.3.0 |
| R | cran.r-project.org | v4.1.1 |
| Seurat | cran.r-project.org | v4.0.5 |
| CellMixS | bioconductor.org | v1.10.0 |
| ClusterProfiler | bioconductor.org | v4.2.2 |
| cNMF | github.com/dylkot/cNMF | v1.1 |
| inferCNV | github.com/broadinstitute/inferCNV | v1.3.3 |
| VarTrix | github.com/10XGenomics/vartrix | v1.1.19 |
| Monocle | bioconductor.org | v2.16.0 |
| pySCENIC | github.com/aertslab/pySCENIC | v0.10.3 |
| Fastp | Miniconda3 | v0.23.0 |
| bwa-mem | Miniconda3 | v0.17.12 |
| Limma | bioconductor.org | v3.50.1 |
| Genome Analysis Toolkit (GATK) | gatk.broadinstitute.org | v4.2.0.0 |
| GSVA | bioconductor.org | v1.42.0 |
| ggplot2 | cran.r-project.org | v3.3.5 |
| Tidyverse | cran.r-project.org | v1.3.1 |
| Corrplot | cran.r-project.org | v0.92 |
RESOURCE AVAILABILITY

Lead contact
Further information and requests should be directed to the lead contact, Jing Li (jing@smmu.edu.cn).

Materials availability
This study did not generate new unique reagents.

Data and code availability
- Single-cell RNA-seq data have been deposited at GSA-Human and are publicly available as of the date of publication. Accession numbers are listed in the key resources table. This paper analyzes existing, publicly available data. These accession numbers for the datasets are listed in the key resources table.
- All original code has been deposited at Code Ocean and is publicly available as of the date of publication. The capsule number is listed in the key resources table.
- Any additional information required to reanalyze the data reported in this paper is available from the lead contact upon request.

EXPERIMENTAL MODEL AND SUBJECT DETAILS

Human subjects
P1 is a 66-year-old male diagnosed as HSPC before sampling, the clincal TNM (cTNM) stage is cT3bN1M1b with the PSA level of 8.63 ng/ml; P2 is a 65-year-old male diagnosed as HSPC before sampling, the cTNM stage is cT1cNxMx with the PSA level of 6.39 ng/ml; P3 is a 73-year-old male diagnosed as CRPC before sampling, the cTNM stage is cT3bN1M0 with the PSA level of 71.64 ng/ml; P6 is a 43-year-old male diagnosed as CRPC before sampling, the cTNM stage is cT3bN1M1b with the PSA level of 147.71 ng/ml. Detailed patient information could be found in Table S1. Informed consents were obtained from all subjects and the experiments with human subjects were approved by Changhai Hospital (CHEC2019-012).

METHOD DETAILS

Experimental design
Prostate cancer tissues were sampled from patients whose MRI-scan had a manifestation of prostate cancer disproportionate with the PSA level. The fresh biopsies were stored in GEXSCOPE™ Tissue Preservation Solution (Singleron Biotechnologies) at 4°C and shipped to the processing lab within 48 hours for single-cell RNA sequencing. Subsequent pathological test confirmed a partial or complete neuroendocrine phenotype. Informed consents were obtained from all subjects. The experiments with human material were approved by Changhai Hospital (CHEC2019-012). Sample information of patients was summarized in Table S1.

Single cell RNA library construction and sequencing
Single-cell suspensions with 1 x 10^5 cells/mL in concentration in PBS (HyClone) were prepared. The P3 library was constructed according to Singleron GEXSCOPETM protocol by GEXSCOPETM Single-Cell RNA Library Kit (Singleron Biotechnologies) (B et al., 2019). Libraries of other samples were constructed by Chromium Next GEM Single Cell 3’ Kit v3.1 (10X Genomics). Individual libraries were diluted to 4nM and pooled for sequencing. Pools were sequenced on Illumina HiSeq XTen with 150 bp paired-end reads to obtain a sequencing depth of approximately 6.5K reads/cell and a 70–80% saturation level.

Generation of the raw count matrix
The pair-end sequencing data of libraries constructed by both Dropseq and 10X genomic technique consisted of cell barcode, unique molecular identifier (UMI) barcode in Read 1 and the 3’ end of the transcript in Read 2. Thus the same logic was applied to generate the raw count matrix. The adaptors and poly A tails were trimmed and the reads were mapped against GRCh38 (release 98) and annotated with the genome annotation file (GENCODE V32). Reads with identical cell barcode and UMI were collapsed. Besides, the raw count matrix of P4, P5, and P7 were downloaded from GEO database with the accession number GSE137829 (Dong et al., 2020).
Quality control

We used the Seurat package to read in single-cell counting matrices. Basic cell quality control includes 1. Library Complexity: The number of non-zero expressed genes (features) in each cell; 2. Library Size: The number of unique transcripts (counts) in each cell; 3. Mitochondrial Percentage: The percentage of transcripts aligned to the mitochondrial genome (MT percent) in each cell. Cells with low library complexity and/or library size could fail in the subsequent annotation analysis. A generally high mitochondria percentage indicates active metabolic activities, but an unusual proportion of mitochondrial genes suggests cell stress or death. Therefore, cells with features <500, or counts <1000, or MT percent >20% are excluded from downstream analysis as disqualified cells.

Single-cell data analysis

We used the *Seurat* package for the fundamental single-cell data analysis. The SCTransform function was applied to normalize the single-cell expression value against sequencing depth. The resulting residuals were used to determine the high variable genes (HVGs, n = 3000). The residuals of HVGs were z-scaled to give each HVG the same weight. We selected the top 50 principal components (RunPCA) for non-supervised clustering and visualization. To perform non-supervised clustering, we built the shared nearest neighbor (SNN) graph (FindNeighbours) for the module optimization algorithm (Louvain algorithm) to decide the sub-clusters (FindClusters). The *resolution* parameter, which determines the number of sub-clusters, was adjusted in a semi-supervised way to achieve a common-sense between the subcluster and the cell marker-defined population. We used the uniform manifold approximation and projection (UMAP) technique with default parameters for visualization (RunUMAP).

In the scene of gene expression visualization (FeaturePlot), differential expression analysis (FindMarkers), and gene-set score calculation (AddModuleScore), we opted for the traditional log-normalized values (NormalizeData) rather than residuals as suggested by the Seurat developer.

Cell type annotation

EPCAM is abounded in normal epithelial cells and significantly elevates in tumors (van der Gun et al., 2010). In comparison, VIM is widely used to identify mesenchymal cells and epithelial-mesenchymal transition (EMT) state (Mendez et al., 2010). In the first-pass analysis, sub-clusters were assigned epithelial- or mesenchymal-like by their EPCAM and VIM expression. Considering the epithelial origin of prostate cancer, we assumed mesenchymal-like cells were likely benign cells and further refined their identity in the second-pass analysis. Cells from lymph nodes or in situ lesions are integrated respectively using the CCA integration method in Seurat V3 to remove nested batch effect and to discover rare populations better. The removal of batch effect was evaluated through visualization and the CellMixS method (Lütge et al., 2021). For each cluster, cell types were determined by: 1. observing the expression intensity of curated cell type marker genes (Table S3); 2. Using Seurat FindAllMarkers module with default parameters (adjusted P-value < 0.05, and log2 fold change >0.25, and minimal expression proportion difference >0.25) to identify cluster-specific highly expressed genes. Unknown cells were those without highly expressed markers. Ambiguous cells were those mesenchymal-like cells in the first-pass analysis which formed an EPCAM-enriched cluster in the second-pass; 3. Seurat FindMarkers help discern subtle differences between clusters of the same lineage.

Clonality analysis

Copy number variation (CNV) profile of single cells was detected by *inferCNV* software (https://github.com/broadinstitute/inferCNV) in each patient. We set “cutoff = 0.1” for 3’ library. Normal cell types with at least 15 cells were selected as reference, by which multiple baselines were established to minimize false positive CNV signals. The CNV profiles of epithelial-like cells in the first pass and ambiguous cells in the second pass were queried.

In order to determine the copy state of each chromosome arm. HMM based CNV prediction method implemented in inferCNV was applied. For each cell, a chromosomal arm was considered gain or loss if more than 40% of genes located on this arm have corresponding gain or loss. The percentage of cells harboring copy number altered arm in each sample were then calculated and visualized.
WES and mutation calling

When preparing single-cell libraries for P1, P3, and P6 samples, we kept some tumor tissues and sent them together with the paired whole blood samples for WES sequencing. The whole exon DNA library of P1 was captured using Agilent Human All Exon V6. DNA libraries of P3 and P6 were captured using IDT xGen Exome Research Panel v2. A panel of normal (PON) built on blood samples (n = 20) was also available for P3 and P6. The sequencing library was prepared using the TruSeq Nano DNA HT Sample Prep Kit (Illumina). After quality check using an Agilent Bio-analyzer 2100 and quantified via real-time PCR, the library was sequenced by Illumina Novaseq.

Step by step, raw sequenced reads were quality controlled using fastp (v0.20.1)(Chen et al., 2018), aligned using bwa-mem (v0.17.12)(Li and Durbin, 2009), processed by picard tools (built-in GTAK4) for duplicates marking and base quality score recalibration. The detection of SNVs and InDels followed the GTAK4 best practice using GATK toolkit (v4.2.0.0)(DePristo et al., 2011). The parameter “–f-score-beta” in the “Filter-MutectCalls” command was set at 0.8. Only those sites that passed all filters were kept for VarTrix (https://github.com/10XGenomics/vartrix) to validate the assignment of malignancy in the single-cell data.

WES CNV calling

The WES calling followed the GATK4 best practice pipeline (https://gatk.broadinstitute.org/) using GATK toolkit (v4.2.0.0)(DePristo et al., 2011). Read counts were denoised against paired blood normal sample in P1, and against PON in P3 and P6 with GC-bias also corrected simultaneously. The denoised copy ratios were further grouped into segments, where both read counts ratios and germline heterogeneous allelic frequencies information were considered. Sex chromosomes were dropped from the analysis. The parameter “–number-of-changepoints-penalty-factor” in the “ModelSegments” command was tuned to 5 for smooth segmentation. Segments with a mean log2 copy ratio value lower than 0.9 or higher than 1.1 were called as “deletion” or “amplification” respectively.

Putative adenocarcinoma (AD) score of TCGA and CPGEA

The RNA-seq raw count matrix and sample metadata were retrieved from the Chinese Prostate Cancer Genome and Epigenome Atlas (CPGEA) data portal (http://bigd.big.ac.cn/gsa-human/) with the accession number PRJCA001124 (Li et al., 2020) (134 tumors vs. 134 normals). The RNA-seq raw count matrix and sample metadata of The Cancer Genome Atlas (TCGA)-PRAD project were retrieved from the DGC data portal (https://portal.gdc.cancer.gov/) (498 tumors vs. 52 normals). RNA expression data were FPKM normalized, and log2 transformed. To summarize the ADPC signature gene-set, differential expression analysis was carried out between prostate cancer and benign tissue in each cohort using the limma package (Ritchie et al., 2015). Genes highly expressed in tumor tissue with a log2 fold change >1 and an adjusted P-value < 0.05 were obtained for ADPC signature (Table S4). We thus defined 248 genes in the CPGEA gene-set and 199 in the TCGA gene-set to calculate the malignant scores using AddModuleScore in the Seurat package.

cNMF analysis

Various functional programs, which consist of a group of functionally related genes, help sustain cells’ diverse phenotypes. A single cell would have programs defining its specific cell identity and function, and other programs as “housekeeping” activities. The sequenced single-cell transcriptome is a mixture of various programs with different expression intensities. cNMF algorithm accords with the non-negative nature of the single-cell count matrix. It decomposes the high-dimensional cell (N) \times (M) matrix into the product of two non-negative low-dimensional matrices, N \times k and k \times M (K is an integer that represents the number of programs). The k \times M matrix represents the gene expression programs (GEPs), which describes genes’ contribution to each GEP. The N \times k matrix represents the program usages, which describes cells’ usage of each GEP.

cNMF iterates the factorization steps 100 times to summarize the best solution for M and N under each k. We selected the optimal value of k ranging from 5 to 15 for each sample by considering the trade-off between Silhouette stability score and Frobenius reconstruction error. 13 GEPs in P1, 12 in P2, 7 in P3, 8 in P4, 14 in P5, 8 in P6, and 9 in P7 was determined. We selected the top 100 genes to represent the GEP. The gene-set score of each GEP was calculated across all malignant cells in each sample. Correlation clustering of the cross-sample GEP scores was performed using “1 - Pearson correlation coefficients” as the distance metric and “ward D2” linkage. After hierarchical clustering, we identified appropriate cutoffs to obtain
consensus modules by cutting the clustering tree. The target number of modules was set to 15. Genes from all GEPs in the same module were aggregated and frequencies of their occurrence in samples were calculated. Genes that appeared in at least two samples in a consensus module were considered over-represented and used for GO enrichment analysis. The GO analysis was based on the clusterProfiler R package. We set “minGSSize = 3”, and “adjusted p value cutoff = 0.1”. The results of GO enrichment analysis were then used to annotate the modules.

External validation

An external bulk RNA expression dataset (Beltran et al., 2016) was obtained from cBioPortal (cbioportal.org). The study included 15 CRPC-NEPCs and 34 CRPC-ADPCs, all confirmed by pathologists. We also generated a consensus NE module by combining NE1 and NE2 modules using the same approach (cNMF method). Single-sample gene set enrichment analysis (ssGSEA) score was calculated by GSVA R package on NE1, NE2, and combined NE modules.

Pseudo-time trajectory analysis

Pseudo-time trajectory analysis was carried out on the P5 sample using Monocle 2. The size factors and dispersions were estimated, and low-quality cells were filtered using the parameter “min_expr = 0.1”. We chose the top 100 genes of each GEP of the NE1 and NE2 modules, and generalized them as an input marker genes list for Monocle 2 to infer the trans-differentiation process in a semi-supervised manner. The “DDRTree” method implemented was applied for dimensionality reduction. Differential expression analysis among different NE types was performed, and the top 100 pseudo-time-dependent genes (q value <0.01) were displayed for visualization.

Single-cell regulatory network inference

We used pySCENIC 0.10.3 (Van de Sande et al., 2020) to answer the activation of what transcription factor (TF) regulates the genes that determine the phenotype of each single cell. The primary network between putative TFs (Lambert et al., 2018) and their potential target genes were inferred from the raw count matrix of each sample based on the positive co-expression relationship (pyscenic grn, seed = 1). Then the primary network was pruned to keep only the direct target genes that had corresponding binding motif for the regulator TF (pyscenic ctx). The TF and its direct target formed a regulon. The activity of regulons was calculated and binarized using pyscenic aucell.

To answer what TF is essential in different phases of the NE trans-differentiation. We defined TFs as common, NE1-specific, or NE2-specific. For each NE subcluster in each sample, if a regulon is positive in over 25% of cells, the TF was then considered “positive” in that subcluster. Since there were nine NE subclusters, including four NE1 clusters, and five NE2 clusters, we applied an arbitrary cutoff where a TF was considered “common” if it is positive in more than five out of nine NE subclusters, “NE1-specific” if it is positive in more than two out of four NE1 clusters, and “NE2-specific” if it is positive in more than three out of five NE2 subclusters.

QUANTIFICATION AND STATISTICAL ANALYSIS

The statistical test method can be found in the figure legends. In Figures 1B, 2D, S4A, and S4B, Wilcoxon rank sum test was performed; In Figure 2B, hypergeometric distribution test was performed; In Figure 3B, likelihood ratio test of nested models. The significance level was defined as p < 0.05, and was adjusted by FDR <5% when multiple comparisons exist. R (version 4.1.1) was utilized for data processing and visualization.