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ABSTRACT. In this paper, we obtain respectively some new linear bases of free unitary (modified) weighted differential algebras and free nonunitary (modified) Rota-Baxter algebras, in terms of the method of Gröbner-Shirshov bases.
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1. Introduction

The free object is the most significant object in a category. The free (modified) weighted differential algebra and the free (modified) Rota-Baxter algebra have been constructed before. The aim of the present paper is to establish two new monomial orders on bracketed words and then to obtain some new linear bases of free unitary weighted (modified) differential algebras and free nonunitary (modified) Rota-Baxter algebras on sets, using the method of Gröbner-Shirshov bases.
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Throughout this paper, let \( k \) denote a unitary commutative ring of characteristic zero, which will be the base ring of all modules, algebras, tensor products, as well as linear maps. Unless otherwise stated, all algebras are associative and noncommutative, and by an algebra we mean a unitary algebra.

1.1. **Gröbner-Shirshov bases.** The theories of Gröbner-Shirshov bases and Gröbner bases were invented independently by Shirshov for anti-commutative and nonassociative algebras in 1962 [43], by Hironaka [32] (1964) and Buchberger [12] (1965) for polynomial algebras. Later Bokut, Chen and Guo et al. studied the Gröbner-Shirshov bases for associative algebras with multiple operators [6, 28] and constructed a lot of free objects as applications. See [5] and references therein for more details.

1.2. **(Modified) weighted differential algebras.** The differential algebra, introduced by Ritt [38], is an algebraic approach to differential equations replacing analytic notions like differential quotient by Leibniz rule. Later due to the work of Kolchin and many other mathematicians, the differential algebra has broad applications in mathematics and physics, such as algebraic group [33], category [36], Galois theory [44], operad [21], Poisson Hopf algebra [29] and representation theory [42].

The notion of a differential algebra of weight \( \lambda \) was first invented by Guo and Keigher [22], defined to be an algebra equipped with a linear operator \( D \) satisfying \( D(1) = 0 \) and the weighted Leibniz rule

\[
D(xy) = D(x)y + xD(y) + \lambda D(x)D(y),
\]

which generalizes simultaneously the concept of the classical differential algebra and difference algebra [7]. Applying the same method as for free differential algebras (of weight 0), free differential algebras of weight \( \lambda \) on sets were constructed in both the commutative case and the noncommutative case [22], taking the monomial \( D(xy) \) as the role of leading monomial. In the present paper, we reconstruct free differential algebras of weight \( \lambda \) on sets by choosing other monomials as leading monomial, via the method of Gröbner-Shirshov bases.

A Rota-Baxter operator (see below) gives a modified Rota-Baxter operator (see below) through a linear transformation [7]. More precisely, from a Rota-Baxter operator \( P \) of weight \( \lambda \), we obtain a modified Rota-Baxter operator \( Q \) of weight \( -\lambda^2 \) by a linear transformation: \( Q := -2P - \lambda \text{id} \). Motivated by this, the concept of weighted modified differential algebra was introduced in [29], by taking a linear transformation of a differential operator \( d \). Namely, starting from a differential operator \( d \), the operator \( D := d - \lambda \text{id} \) is a modified differential operator of weight \( \lambda \) satisfying

\[
D(xy) = D(x)y + xD(y) + \lambda xy.
\]

The modified differential operator of weight \( \lambda \) is a kind of differential type operator, and the corresponding free object was constructed in [28], taking the monomial \( D(xy) \) as the leading monomial again. Parallel to the differential case, we reconstruct free weighted modified differential algebras by taking other monomials as leading monomial in this paper.

1.3. **(Modified) Rota-Baxter algebras.** The concept of a Rota-Baxter algebra was originated from Baxter’s probability study to understand Spitzer’s identity in fluctuation theory [3]. In that paper, Baxter was led to a linear operator \( P \) on an algebra of functions satisfying the Rota-Baxter identity

\[
P(x)P(y) = P(P(x)y + xP(y) + \lambda xy).
\]
This was further developed by Rota [10] and Cartier [13], concerning the relationship with combinatorics. After a period of relatively little activity, Rota-Baxter algebra has enjoyed a resurgence in the new century. Now it has remarkable applications in mathematics and physics [1, 4, 7, 18, 26, 37]. In particular, it was found crucial applications in the Connes-Kreimer’s algebraic approach to renormalization of quantum field theory [14, 15].

The construction of free Rota-Baxter algebras can be divided into the commutative case and the noncommutative case. For the commutative case, Rota [10] and Cartier [13] gave explicit constructions of the free commutative nonunitary Rota-Baxter algebra of weight -1 on a set. Later these constructions were generalized by Guo and Keigher [23]. There Guo and Keigher generalized the classical shuffle product to the mixable shuffle product and constructed the free commutative unitary Rota-Baxter algebra of any weight \( \lambda \) on an algebra, containing the free Rota-Baxter algebra of Rota or Cartier as a sub-Rota-Baxter algebra.

For the noncommutative case, free noncommutative Rota-Baxter algebras of arbitrary weight \( \lambda \) were constructed in both the category of unitary Rota-Baxter algebras and that of nonunit Rota-Baxter algebras [18, 19, 25], utilizing some combinatorial objects such as bracketed words and planar rooted trees, with the later being related rooted trees of Connes-Kreimer [14] and planar binary trees of Loday-Ronco [35]. In addition, Bokut et al. [6] established the Composition-Diamond lemma for nonunitary algebras with multiple linear operators and obtained a Gröbner-Shirshov basis of the free nonunitary Rota-Baxter algebra. More generally, Guo et al. studied the Rota-Baxter type algebra and constructed the free object uniformly in that category [47].

In all of the above constructions, the monomial \( P(x)P(y) \) in the Rota-Baxter identity is treated as the role of leading monomial. A natural question is that can we choose other monomials in the Rota-Baxter identity as the leading monomial to construct free Rota-Baxter algebras. This is carried out affirmatively in the present paper via the method of Gröbner-Shirshov bases, focusing on the noncommutative nonunitary case.

In the 1980s, Semonov-Tian-Shansky [41] found that, under suitable conditions, \( r \) is a solution of the classical Yang-Baxter equation if and only if the corresponding operator \( P \) is a Rota-Baxter operator of weight zero

\[
[P(x), P(y)] = P[P(x), y] + P[x, P(y)]
\]

on a Lie algebra. As a modified form of the operator form of the classical Yang-Baxter equation, he also initiated in that paper the modified classical Yang-Baxter equation

\[
[P(x), P(y)] = P[P(x), y] + P[x, P(y)] - [x, y],
\]

which has connections with generalized Lax pairs and affine geometry on Lie groups [3, 11, 34]. As the associative version, the modified associative Yang-Baxter equation

\[
P(x)P(y) = P(P(x)y) + P(xP(y)) - xy.
\]

has been applied to the study of extended \( \Theta \)-operators, associative Yang-Baxter equations, infinitesimal bialgebras and dendriform algebras [47]. Quite recently, Guo et al. [47] constructed the free modified Rota-Baxter algebra via bracketed words, taking \( P(x)P(y) \) as the role of leading monomial. In this paper, we also reconstructed the free nonunitary modified Rota-Baxter algebra, in terms of the method of Gröbner-Shirshov bases by choosing other monomials as leading monomial.

1.4. Structure of the paper. In Section 2, we review the construction of the free operated algebra on a set and some basic notations of the theory of Gröbner-Shirshov bases. In particular, the cornerstone Composition-Diamond lemma is recalled (Lemmas 2.9 and 2.10), which will be
Finally we define the monoid $M$. Since $M$ induces a monoid embedding $M$ has been obtained. Then we define $k$ (Theorem 4), utilizing the monomial orders in the last section. After explaining why we narrow ourself to linear bases of the free nonunitary (modified) Rota-Baxter algebra were constructed in Section 4, utilizing the monomial orders in the last section. After explaining why we narrow ourself to the nonunitary case, we obtain two new linear bases of the free nonunitary Rota-Baxter algebra (Theorem 4.2 and Theorem 4.6). Similarly, these can be done for the free nonunitary modified Rota-Baxter algebra (Theorem 4.6 and Theorem 4.7).

2. Free operated algebras and Gröbner-Shirshov bases

In this section, we review the construction of free operated algebras and some required terminologies of the theory of Gröbner-Shirshov bases.

2.1 Free operated algebras. Let us start with the concept of operated algebras.

Definition 2.1. [3, 25] An operated monoid (resp. operated algebra) is a monoid (resp. algebra) $U$ together with a map (resp. linear map) $P_U : U 	o U$.

Let $X$ be a set. Denote by $M(X)$ the free monoid on $X$ with the identity $1$. We will construct the free operated monoid $M(X)$ on $X$. The construction proceeds via the stages $M_n(X)$ recursively defined as follows. The initial stage is $M_0(X) := M(X)$ and $M_1(X) := M(X \cup \{M_0(X)\})$, where $[M_0(X)] := \{u \mid u \in M_0(X)\}$ is a disjoint copy of $M_0(X)$. The inclusion $X \hookrightarrow X \cup \{M_0(X)\}$ induces a monomorphism $i_0 : M_0(X) = M(X) \hookrightarrow M_1(X) = M(X \cup \{M_0(X)\})$
of monoids through which we identify $M_0(X)$ with its image in $M_1(X)$.

For $n \geq 2$, assume inductively that $M_{n-1}(X)$ has been defined and the embedding $i_{n-2,n-1} : M_{n-2}(X) \hookrightarrow M_{n-1}(X)$ has been obtained. Then we define $M_n(X) := M(X \cup \{M_{n-1}(X)\})$.

Since $M_{n-1}(X) = M(X \cup \{M_{n-2}(X)\})$ is a free monoid, the injection $[M_{n-2}(X)] \hookrightarrow [M_{n-1}(X)]$ induces a monoid embedding $M_{n-1}(X) = M(X \cup \{M_{n-2}(X)\}) \hookrightarrow M_n(X) = M(X \cup \{M_{n-1}(X)\})$.

Finally we define the monoid $M(X) := \bigcup_{n \geq 0} M_n(X)$, whose elements are called bracketed words or bracketed monomials on $X$. The identity of $M(X)$ is $1$.

Let $kM(X)$ be the free module spanned by $M(X)$. The multiplication on $M(X)$ extends by linearity to turn the module $kM(X)$ into an algebra. Furthermore, we extend the operator $[\ ] :
Lemma 2.4. Let \( i_X : X \to \mathcal{M}(X) \) and \( j_X : \mathcal{M}(X) \to k\mathcal{M}(X) \) be the natural embeddings. Then, with the notations above,

(a) the triple \((\mathcal{M}(X), P, i_X)\) is the free operated monoid on \( X \); and

(b) the triple \((k\mathcal{M}(X), P, j_X \circ i_X)\) is the free operated algebra on \( X \).

2.2. Gröbner-Shirshov bases. In this subsection, we provide some backgrounds on Gröbner-Shirshov bases [1, 22, 23].

Definition 2.3. Let \( \star \) be a symbol not in \( X \) and \( X^* = X \cup \{ \star \} \).

(a) By a \( \star \)-bracketed word on \( X \), we mean any bracketed word in \( \mathcal{M}(X^*) \) with exactly one occurrence of \( \star \), counting multiplicities. The set of all \( \star \)-bracketed words on \( X \) is denoted by \( \mathcal{M}^*(X) \).

(b) For \( q \in \mathcal{M}^*(X) \) and \( u \in \mathcal{M}(X) \), we define \( q|_u := q|_{\star \rightarrow u} \) to be the bracketed word on \( X \) obtained by replacing the symbol \( \star \) in \( q \) by \( u \).

(c) For \( q \in \mathcal{M}^*(X) \) and \( s = \sum_i c_i u_i \in k\mathcal{M}(X) \), where \( c_i \in k \) and \( u_i \in \mathcal{M}(X) \), we define

\[
q|_s := \sum_i c_i q|_{u_i}.
\]

Operated ideals in \( k\mathcal{M}(X) \) can be characterized by \( \star \)-bracketed words.

Lemma 2.4. (Lemma 3.2]) Let \( S \subseteq k\mathcal{M}(X) \). Then the operated ideal generated by \( S \) is

\[
\text{Id}(S) = \left\{ \sum_i c_i q_i |_{s_i} | c_i \in k, q_i \in \mathcal{M}^*(X), s_i \in S \right\}.
\]

A monomial order is a well-order compatible with all operations, and the definition of Gröbner-Shirshov bases is based on a fixed monomial order.

Definition 2.5. A monomial order on \( \mathcal{M}(X) \) is a well-order \( \leq \) on \( \mathcal{M}(X) \) such that

(1) \( u < v \Leftrightarrow q|_u < q|_v \), for \( u, v \in \mathcal{M}(X) \) and \( q \in \mathcal{M}^*(X) \).

Since \( \leq \) is a well-order, it follows from Eq. (1) that \( 1 \leq u \) and \( u < [u] \) for all \( u \in \mathcal{M}(X) \).

Definition 2.6. Let \( s \in k\mathcal{M}(X) \) and \( \leq \) a linear order on \( \mathcal{M}(X) \).

(a) Let \( s \not\in k \). The leading monomial of \( s \), denoted by \( \overline{s} \), is the largest monomial appearing in \( s \). The leading coefficient of \( s \), denoted by \( c_s \), is the coefficient of \( \overline{s} \) in \( s \).

(b) If \( s \in k \), we define the leading monomial of \( s \) to be 1 and the leading coefficient of \( s \) to be \( c_s = s \).

(c) The element \( s \) is called monic with respect to \( \leq \) if \( s \not\in k \) and \( c_s = 1 \). A subset \( S \subseteq k\mathcal{M}(X) \) is called monic with respect to \( \leq \) if every \( s \in S \) is monic with respect to \( \leq \).

The following are the main concepts of Gröbner-Shirshov bases based on \( k\mathcal{M}(X) \). A nonunit element \( w \) of \( \mathcal{M}(X) \) can be uniquely expressed in the form

\[
w = w_1 w_2 \cdots w_k
\]

for some \( k \) and some \( w_i \in X \cup [\mathcal{M}(X)] \), \( 1 \leq i \leq k \). In this case, we call \( w_i \) prime and \( k \) the breadth of \( w \), denoted by \( |w| := k \). We also define \( |1| = 0 \) for convenience.
Lemma 2.9. Let \( \leq \) be a monomial order on \( \mathfrak{M}(X) \) and \( f, g \in \mathfrak{k}\mathfrak{M}(X) \) monic.

(a) If there are \( u, v, w \in \mathfrak{M}(X) \) such that \( w = \overline{f}u = \overline{v}g \) with \( \max\{|\overline{f}|, |g|\} < |w| < |\overline{f}| + |g| \), we call
\[
(f, g)_{w} := (f, g)^{\overline{w}} := fu - vg
\]
the intersection composition of \( f \) and \( g \) with respect to \( w \).

(b) If there are \( w \in \mathfrak{M}(X) \) and \( q \in \mathfrak{M}^{*}(X) \) such that \( w = \overline{f} = q|_{\overline{g}} \), we call
\[
(f, g)_{w} := (f, g)^{\overline{w}} := f - q|_{g}
\]
the including composition of \( f \) and \( g \) with respect to \( w \).

Definition 2.8. Let \( \leq \) be a monomial order on \( \mathfrak{M}(X) \) and \( S \subseteq \mathfrak{k}\mathfrak{M}(X) \) monic.

(a) An element \( f \in \mathfrak{k}\mathfrak{M}(X) \) is called trivial modulo \( (S, w) \) with \( w \in \mathfrak{M}(X) \) if
\[
f = \sum_{i} c_{i}q_{i}|_{s_{i}} \quad \text{with} \quad q_{i}|_{s_{i}} < w, \quad \text{where} \quad c_{i} \in \mathfrak{k}, q_{i} \in \mathfrak{M}^{*}(X), s_{i} \in S,
\]
denoted by \( f \equiv 0 \mod (S, w) \). We write \( f \equiv g \mod (S, w) \) if \( f - g \equiv 0 \mod (S, w) \).

(b) We call \( S \) a Gröbner-Shirshov basis in \( \mathfrak{k}\mathfrak{M}(X) \) with respect to \( \leq \) if, for all pairs \( f, g \in S \),
every intersection composition of the form \( (f, g)^{\overline{w}} \) is trivial modulo \( (S, w) \), and every
including composition of the form \( (f, g)^{\overline{w}} \) is trivial modulo \( (S, w) \).

The Composition-Diamond lemma is the cornerstone of the theory of Gröbner-Shirshov bases.

Lemma 2.9. (Composition-Diamond lemma) Let \( \leq \) be a monomial order on \( \mathfrak{M}(X) \) and \( S \subseteq \mathfrak{k}\mathfrak{M}(X) \) monic with respect to \( \leq \). Then the following conditions are equivalent.

(a) \( S \) is a Gröbner-Shirshov basis in \( \mathfrak{k}\mathfrak{M}(X) \).

(b) For every nonzero \( f \in \text{Id}(S) \), \( \overline{f} = q|_{\overline{g}} \) for some \( q \in \mathfrak{M}^{*}(X) \) and some \( s \in S \).

(c) For every nonzero \( f \in \text{Id}(S) \), \( f \) can be expressed in triangular form
\[
f = c_{1}q_{1}|_{s_{1}} + c_{2}q_{2}|_{s_{2}} + \cdots + c_{n}q_{n}|_{s_{n}},
\]
where \( 0 \neq c_{i} \in \mathfrak{k}, s_{i} \in S, q_{i} \in \mathfrak{M}^{*}(X) \) for \( 1 \leq i \leq n \), and \( q_{1}|_{\overline{g}} > q_{2}|_{\overline{g}} > \cdots > q_{n}|_{\overline{g}} \).

(d) \( \eta(\text{Irr}(S)) \) is a \( \mathfrak{k} \)-basis of \( \mathfrak{k}\mathfrak{M}(X)/\text{Id}(S) \), where \( \eta : \mathfrak{k}\mathfrak{M}(X) \to \mathfrak{k}\mathfrak{M}(X)/\text{Id}(S) \) is the canonical homomorphism of modules and
\[
\text{Irr}(S) = \mathfrak{M}(X) \setminus \{q|_{\overline{g}} | s \in S, q \in \mathfrak{M}^{*}(X)\}.
\]

More precisely as modules,
\[
\mathfrak{k}\mathfrak{M}(X) = \mathfrak{k}\text{Irr}(S) \oplus \text{Id}(S).
\]

The following is the nonunitary version of the above lemma. The key point is in place of the
free monoid in the construction of \( \mathfrak{M}(X) \) by the free semigroup to obtain \( \mathfrak{E}(X) \). See\[3\] for more details.

Lemma 2.10. (Composition-Diamond lemma) Let \( \leq \) be a monomial order on \( \mathfrak{E}(X) \) and \( S \subseteq \mathfrak{k}\mathfrak{E}(X) \) monic with respect to \( \leq \). Then the following conditions are equivalent.

(a) \( S \) is a Gröbner-Shirshov basis in \( \mathfrak{k}\mathfrak{E}(X) \).
For every nonzero $f \in \text{Id}(S)$, $f = q|_{\mathcal{F}}$ for some $q \in \mathfrak{L}(X)$ and some $s \in S$.

(c) For every nonzero $f \in \text{Id}(S)$, $f$ can be expressed in triangular form

$$f = c_1q_1|_{s_1} + c_2q_2|_{s_2} + \cdots + c_nq_n|_{s_n},$$

where $0 \neq c_i \in \kappa$, $s_i \in S$, $q_i \in \mathfrak{L}(X)$ for $1 \leq i \leq n$, and

$$q_1|_{\mathcal{F}} > q_2|_{\mathcal{F}} > \cdots > q_n|_{\mathcal{F}}.$$

(d) $\eta(\text{Irr}(S))$ is a $\kappa$-basis of $\kappa \mathfrak{L}(X)/\text{Id}(S)$, where $\eta : \kappa \mathfrak{L}(X) \to \kappa \mathfrak{L}(X)/\text{Id}(S)$ is the canonical homomorphism of modules and

$$\text{Irr}(S) = \mathfrak{L}(X) \setminus \{ q|_{\mathcal{F}} | s \in S, q \in \mathfrak{L}(X) \}.$$ More precisely as modules,

$$\kappa \mathfrak{L}(X) = \kappa \text{Irr}(S) \oplus \text{Id}(S).$$

3. New bases of free weighted (modified) differential algebras

In this section, we obtain some new linear bases of free weighted differential algebras and free weighted modified differential algebras, in terms of the method of Gröbner-Shirshov bases.

3.1. Two monomial orders on $\mathfrak{M}(X)$. We are going to build two new monomial orders on top of $\mathfrak{M}(X)$, which are motivated from the path-lexicographical order on planar rooted trees [53]. Let us first give an example to expose our idea. Denote $X^* = X \sqcup \{ [1] \}$.

Example 3.1. Let $w = [x[y]z][1] \in \mathfrak{M}(X)$ with $x, y, z \in X$. From left to right, $w$ has four letters $x, y, z, [1] \in X^*$. We would like to define $\text{Path}_w(x) := \mu P \mu x$ for the first letter $x$, $\text{Path}_w(y) := \mu P \mu Py$ for the second letter $y$, $\text{Path}_w(z) := \mu P \mu \mu z$ for the third letter $z$ and $\text{Path}_w([1]) := \mu P$ for the fourth letter $[1]$. Here $P$ and $\mu$ stand for the operator $[\ ]$ and the multiplication, respectively. Finally, define

$$\text{Path}_1(w) := (\text{Path}_w(x), \text{Path}_w(y), \text{Path}_w(z), \text{Path}_w([1])) = (\mu P \mu x, \mu P \mu Py, \mu P \mu z, \mu P)$$

and

$$\text{Path}_2(w) := (\text{Path}_w([1]), \text{Path}_w(z), \text{Path}_w(y), \text{Path}_w(x)) = (\mu P, \mu P \mu z, \mu P \mu Py, \mu P \mu x).$$

Formally, let $X$ be a set of letters and $X^* = X \sqcup \{ [1] \}$. Define $\deg_X.(1) := 0$. For $w \in \mathfrak{M}(X) \setminus \{ 1 \}$, denote by $\deg_X.(w)$ the total number of all occurrences of all letters $x \in X^*$ in $w$. For example,

$$\deg_X.(\{ [1] \}) = 1, \deg_X.(x) = 1, \deg_X.(xx) = 2 \text{ and } \deg_X.(x[1]) = 2.$$

Let $P$ and $\mu$ be two symbols not in $X^*$, representing the operator $[\ ]$ and the multiplication, respectively. Let $w \in \mathfrak{M}(X)$. Recall $|w|$ is the breadth of $w$ and $\text{dep}(w) := \min \{ n | w \in \mathfrak{M}_n(X) \}$ is the depth of $w$. Assume that $x_1, \ldots, x_k$ are all letters in $X^*$ appearing in $w$, from left to right. Notice that $x_i$ and $x_j$ may be equal for different $i$ and $j$. For each $x_i$ with $1 \leq i \leq k$, we define $\text{Path}_w(x_i) \in M(X \sqcup \{ P, \mu \})$ inductively on $\text{dep}(w) \geq 0$. For the initial step of $\text{dep}(w) = 0$, if $w = 1$, then define $\text{Path}_w(x_i) := 1$; if $w \neq 1$, then $x_i \in X$ and define

$$\text{Path}_w(x_i) := \begin{cases} x_i \in M(X \sqcup \{ P, \mu \}), & \text{if } |w| = 1; \\ \mu x_i \in M(X \sqcup \{ P, \mu \}), & \text{if } |w| \geq 2. \end{cases}$$
For \( \text{dep}(w) \geq 1 \), we reduce to the induction on breadth \( |w| \geq 1 \). If \( w = [1] \), then \( x_i = [1] \) and define \( \text{Path}_w(x_i) := P \). Suppose \( w \neq [1] \). If \( |w| = 1 \), then \( w = [w'] \) for some \( w' \in \mathfrak{M}(X) \setminus \{1\} \) and define
\[
\text{Path}_w(x_i) := P \text{Path}_w(x_i) \in M(X \sqcup \{P, \mu\}),
\]
where \( \text{Path}_w(x_i) \) is defined by the induction hypothesis on depth. If \( |w| \geq 2 \), then \( w = w_1 \cdots w_n \) for some prime elements \( w_1, \ldots, w_n \) and \( x_i \) appears in some \( w_j \). Define
\[
\text{Path}_w(x_i) := \mu \text{Path}_w(x_i),
\]
where \( \text{Path}_w(x_i) \) is defined by the induction hypothesis on breadth. Finally, we define
\[
\begin{align*}
\text{Path}_i(w) := & \left( \text{Path}_w(x_1), \text{Path}_w(x_2), \ldots, \text{Path}_w(x_k) \right) \in (M(X \sqcup \{P, \mu\}))^k, \\
\text{Path}_i(w) := & \left( \text{Path}_w(x_k), \text{Path}_w(x_{k-1}), \ldots, \text{Path}_w(x_1) \right) \in (M(X \sqcup \{P, \mu\}))^k.
\end{align*}
\]
In particular, we have
\[
\begin{align*}
\text{Path}_i(1) &= \text{Path}_i(1) = 1, \\
\text{Path}_i([1]) &= \text{Path}_i([1]) = P = P1 = P \text{Path}_i(1), \\
\text{Path}_i([1][1]) &= (\mu P, \mu P) = \text{Path}_i([1][1]).
\end{align*}
\]
We give an example for better understanding.

**Example 3.2.** Let \( u = [x|y]|1 \in \mathfrak{M}(X) \) and \( v = [xy]z \) with \( x, y, z \in X \). Then
\[
\begin{align*}
\text{Path}_i(u) &= \left( \text{Path}_u(x), \text{Path}_u(y), \text{Path}_u([1]) \right) = (\mu P\mu x, \mu P\mu y, \mu P), \\
\text{Path}_i(u) &= \left( \text{Path}_u([1]), \text{Path}_u(y), \text{Path}_u(x) \right) = (\mu P, \mu P\mu y, \mu P\mu x), \\
\text{Path}_i(v) &= \left( \text{Path}_v(x), \text{Path}_v(y), \text{Path}_v(z) \right) = (\mu P\mu x, \mu P\mu y, \mu z), \\
\text{Path}_i(v) &= \left( \text{Path}_v(z), \text{Path}_v(y), \text{Path}_v(x) \right) = (\mu z, \mu P\mu y, \mu P\mu x).
\end{align*}
\]

\[\square\]

Let \((X, \leq)\) be a well-ordered set. Recall the degree lexicographical order \( \leq_{\text{deglex}} \) on \( M(X) \) is, for any \( u = u_1 \cdots u_k, v = v_1 \cdots v_\ell \in M(X) \setminus \{1\} \), where \( u_1, \ldots, u_k, v_1, \ldots, v_\ell \in X \),
\[
u \leq_{\text{deglex}} v \iff \begin{cases} |u| < |v|, \\
\text{or } |u| = |v| (= k) \text{ and } (u_1, \ldots, u_k) \leq (v_1, \ldots, v_\ell) \text{ lexicographically}.\end{cases}
\]

Here we use the convention that \( 1 \leq u \) for all \( u \in M(X) \). It is well-known that the degree lexicographical order \( \leq_{\text{deglex}} \) on \( M(X) \) is a well-order \([2]\). Assume \( x < P < \mu \) for all \( x \in X \). Then \( X \cup \{P, \mu\} \) is a well-ordered set, and we have a degree lexicographical order \( \leq_{\text{deglex}} \) on \( M(X \cup \{P, \mu\}) \). Let \( u, v \in \mathfrak{M}(X) \). Define
\[
\begin{align*}
u & \leq_{\text{PL}_x} v \iff (\deg_{X^\mu}(u), \text{Path}_i(u)) \leq (\deg_{X^\mu}(v), \text{Path}_i(v)) \text{ lexicographically}, \\
u & \leq_{\text{PL}_y} v \iff (\deg_{X^\mu}(u), \text{Path}_i(u)) \leq (\deg_{X^\mu}(v), \text{Path}_i(v)) \text{ lexicographically}.
\end{align*}
\]

Here \( \text{Path}_x(x_i) \) and \( \text{Path}_y(y_j) \) in \( M(X \cup \{P, \mu\}) \) are compared by \( \leq_{\text{deglex}} \). Let us expose an example.

**Example 3.3.** Let \( u = [x|y], v = [x]y \) and \( w = [x|y] \) with \( x, y \in X \). Then
\[
\begin{align*}
\text{Path}_i(u) &= (\mu P x, \mu y), \\
\text{Path}_i(u) &= (\mu y, \mu P x),
\end{align*}
\]
With the above setting, the orders

\[ \text{Lemma 3.6.} \]

\[ \leq \]

and so

\[ \text{Lemma 3.5.} \]

by \( \mu > P \), we have \( u >_{PL} w >_{PL} v \). Similarly, \( v >_{PL}, w >_{PL} u \). \( \square \)

**Remark 3.4.** In the above constructions of \( \leq_{PL} \) and \( \leq_{PL} \), the assumption \( \mu > P > x \) for all \( x \in X \) is to insure the required leading monomials used for the case of weighted (modified) differential algebras in Section 3 and the case of (modified) Rota-Baxter algebras in Section 4. By the above construction process, the two orders \( \leq_{PL} \) and \( \leq_{PL} \) are indeed well-orders. To prove this, the following result is needed. Let \( \leq_{Y} \) be a well-order on \( Y \) for \( 1 \leq i \leq k \) and \( k \geq 1 \). Recall that the lexicographical order \( \leq_{clex} \) on the cartesian product \( X \times Y \) is defined recursively by

\[ (x_1, x_2, \ldots, x_k) \leq_{clex} (y_1, y_2, \ldots, y_k) \]

\[ \equiv \]

\[ x_1 <_{Y} y_1, \]

or \( x_1 = y_1 \) and \( (x_2, \ldots, x_k) \leq_{clex} (y_2, \ldots, y_k) \),

where \( (x_2, \ldots, x_k) \leq_{clex} (y_2, \ldots, y_k) \) is defined by the induction hypothesis, with the convention that \( \leq_{clex} \) is the trivial relation when \( k = 1 \).

**Lemma 3.5.** Let \( \leq_{Y} \) be a well-order on \( Y \) for \( 1 \leq i \leq k \) and \( k \geq 1 \). Then the lexicographical order \( \leq_{clex} \) is a well-order on the cartesian product \( X \times Y \times \cdots \times Y_k \).

As a preparation, we expose the following result.

**Lemma 3.6.** With the above setting, the orders \( \leq_{PL} \) and \( \leq_{PL} \) defined in Eqs. (1) and (3) are well-orders on \( \mathfrak{M}(X) \).

**Proof.** We only consider the case of \( \leq_{PL} \), as the case of \( \leq_{PL} \) is similar. Since \( \leq_{PL} \) is a linear order on \( \mathfrak{M}(X) \) by Eq. (3), it suffices to verify that \( \leq_{PL} \) satisfies the descending chain condition.

Let

\[ u_1 \geq_{PL} u_2 \geq_{PL} \cdots \]

be a given descending chain in \( \mathfrak{M}(X) \). Note that \( \deg_X(u_i) \in \mathbb{Z}_{\geq 0} \) for \( i \geq 1 \) and \( \mathbb{Z}_{\geq 0} \) equipped with the usual order is a well-ordered set. There is an \( m \geq 1 \) such that

\[ k := \deg_X(u_m) = \deg_X(u_{m+1}) = \cdots. \]

Then \( \text{Path}(u_i) \subset (M(X \cup \{P, \mu\}))^k \) for \( i \geq m \). Since the \( (M(X \cup \{P, \mu\}), \leq_{clex}) \) is a well-ordered set, the \( (M(X \cup \{P, \mu\}))^k \) is also a well-ordered set by Lemma 3.5. Thus there is an \( n \geq m \) such that

\[ \text{Path}(u_n) = \text{Path}(u_{n+1}) = \cdots, \]

and so

\[ u_n =_{PL} u_{n+1} =_{PL} \cdots. \]

This completes the proof. \( \square \)

Further we are going to show that \( \leq_{PL} \) and \( \leq_{PL} \) are monomial orders. A well-order \( \leq \) on \( \mathfrak{M}(X) \) is called **bracket compatible** (resp. **left (multiplication) compatible**, resp. **right (multiplication) compatible**) if \( u \leq v \) implies \( [u] \leq [v] \), (resp. \( uw \leq vw \), resp. \( uw \leq vw \), for all \( w \in \mathfrak{M}(X) \)).
Lemma 3.7. [47] A well-order \( \leq \) is a monomial order if and only if it is bracket compatible, left compatible and right compatible.

Now we are ready for the main result on orders in this section.

Theorem 3.8. With the above setting, the orders \( \leq_{Pl_l} \) and \( \leq_{Pl_r} \) given in Eqs. (3) and (5) are monomial orders on \( \mathcal{M}(X) \).

Proof. By Lemmas 3.6 and 3.7, we are left to show that \( \leq_{Pl_l} \) and \( \leq_{Pl_r} \) are bracket compatible, left compatible and right compatible. For this we only consider the case of \( \leq_{Pl_l} \), as the case of \( \leq_{Pl_r} \) is similar. Let \( u \preceq_{Pl_l} v \) with \( u, v \in \mathcal{M}(X) \) and \( w \in \mathcal{M}(X) \).

(Bracket compatible) By the definition of \( \leq_{Pl_l} \), we have

\[
(\deg_{X^*}(u), Path_i(u)) \leq (\deg_{X^*}(v), Path_i(v)) \text{ lexicographically.}
\]

Further we have

\[
(\deg_{X^*}([u]), Path_i([u])) = \begin{cases} 
(\deg_{X^*}([u]) + 1, P Path_i(u)) = (1, P), & \text{if } u = 1; \\
(\deg_{X^*}(u), P Path_i(u)), & \text{if } u \neq 1.
\end{cases}
\]

and

\[
(\deg_{X^*}([v]), Path_i([v])) = \begin{cases} 
(\deg_{X^*}([v]) + 1, P Path_i(u)) = (1, P), & \text{if } u = 1; \\
(\deg_{X^*}(v), P Path_i(u)), & \text{if } v \neq 1.
\end{cases}
\]

By the assumption \( u \preceq_{Pl_l} v \), we have the following three cases to consider.

Case 1. If \( u = v = 1 \), then \([u] = [v] = [1]\) and the result holds.

Case 2. If \( u = 1 \) and \( v \neq 1 \), then \( \deg_{X^*}([v]) = \deg_{X^*}(v) \geq 1 \) and so

\[
(\deg_{X^*}([u]), Path_i([u])) = (1, P) < (\deg_{X^*}([v]), Path_i([v])) \text{ lexicographically.}
\]

Thus \([u] \preceq_{Pl_l} [v]\).

Case 3. If \( u \neq 1 \) and \( v \neq 1 \), then by Eq. (5),

\[
(\deg_{X^*}([u]), Path_i([u])) = (\deg_{X^*}(u), P Path_i(u)) \leq (\deg_{X^*}([v]), Path_i([v])) \text{ lexicographically,}
\]

and so \([u] \preceq_{Pl_l} [v]\).

(Left compatible) By Eq. (3), we have

\[
(\deg_{X^*}(wu), Path_i(wu)) = (\deg_{X^*}(w) + \deg_{X^*}(u), \mu Path_i(w), \mu Path_i(u)) \\
\leq (\deg_{X^*}(w) + \deg_{X^*}(v), \mu Path_i(w), \mu Path_i(v)) = (\deg_{X^*}(vw), Path_i(vw)) \text{ lexicographically,}
\]

so \(wu \preceq_{Pl_l} vw\).

(Right compatible) It follows from Eq. (4) that

\[
(\deg_{X^*}(uw), Path_i(uw)) = (\deg_{X^*}(u) + \deg_{X^*}(w), \mu Path_i(u), \mu Path_i(w)) \\
\leq (\deg_{X^*}(v) + \deg_{X^*}(w), \mu Path_i(v), \mu Path_i(w)) = (\deg_{X^*}(vw), Path_i(vw)) \text{ lexicographically,}
\]

Thus \(uw \preceq_{Pl_l} vw\). This completes the proof. \( \square \)
3.2. **New bases of free weighted differential algebras.** The following is the concept of a weighted differential algebra, which is a generalization of the classical differential algebra and difference algebra.

**Definition 3.9.** [22] Let $\lambda \in \mathbf{k}$ be a fixed element. A **differential algebra of weight** $\lambda$ is an algebra $A$ together with a linear operator $D: A \rightarrow A$ such that $D(1) = 0$ and

$$D(xy) = D(x)y + xD(y) + \lambda D(x)D(y), \quad \text{for } x, y \in A.$$ 

Now we arrive at our first main result in this section, concerning the case of weight zero.

**Theorem 3.10.** Let $(X, \leq)$ be a well-ordered set and $\leq_{PL_1}$ the monomial order on $\mathcal{M}(X)$ defined in Eq. (4).

(a) The set

$$S_{\text{diff}, 1} := \{[x]y - [xy] + x[y] | x, y \in \mathcal{M}(X)\}$$

is a Gröbner-Shirshov basis in $\mathbf{k}\mathcal{M}(X)$.

(b) The set

$$\text{Irr}(S_{\text{diff}, 1}) := \{[x]y - [xy] + x[y] | x, y \in \mathcal{M}(X), q \in \mathcal{M}^*(X)\}$$

is a $\mathbf{k}$-basis of the free differential algebra $\mathbf{k}\mathcal{M}(X)/\text{Id}(S_{\text{diff}, 1})$ of weight zero.

**Proof:** [23] Note that we can replace $S_{\text{diff}, 1}$ by the following set

$$S_{\text{diff}, 1} = \{[x]y - [xy] + x[y], [1] | x, y \in \mathcal{M}(X) \setminus \{1\}\}.$$ 

Since compositions involving $[1]$ are trivial, it suffices to consider compositions not involving $[1]$. Denote by

$$f(x, y) = [x]y - [xy] + x[y] \in S_{\text{diff}, 1}, \quad \text{where } x, y \in \mathcal{M}(X) \setminus \{1\}.$$ 

By the definition of $\leq_{PL_1}$, we have the leading monomial

$$\overline{f(x, y)} = [x]y.$$ 

The ambiguities of all possible intersection compositions are

$$w_1 = [x]y, \quad \text{where } x, y, z \in \mathcal{M}(X) \setminus \{1\},$$

and the ambiguities of all possible including compositions are

$$w_2 = [q[x]y], z \quad \text{and} \quad w_3 = [x]q[y], z \quad \text{where } x, y, z \in \mathcal{M}(X) \setminus \{1\} \text{ and } q \in \mathcal{M}^*(X).$$

For the ambiguity $w_1$, it is from an intersection composition

$$\left(f(x, [y]), f(y, z)\right)_{w_1},$$

which is trivial by

$$\left(f(x, [y]), f(y, z)\right)_{w_1} = ([x]y - [x[y] + x[y]])z - [x][y]z - [y]z + [y]z - [x]z + [y]z - [x]z - [y]z + [x]z.$$
Further the ambiguity $w_2$ is from an including composition

\[
\left( f(q_{|x|y}, z), f(x, y) \right)_{w_2}.
\]

Its triviality follows from

\[
\left( f(q_{|x|y}, z), f(x, y) \right)_{w_2} = \left( [q_{|x|y}]z - [q_{|x|y}]z + q_{|x|y}]z \right) - \left( [q_{|x|y} - [x]q_{|y|z} + q_{|y|z}]z \right)
\]

\[= - [q_{|x|y}]z + q_{|x|y}]z + [q_{|x|y}]z
\]

\[= - [q_{|x|y} - [x]q_{|y|z} + q_{|y|z}]z - [q_{|x|y}]z + q_{|x|y}]z.
\]

Finally the triviality of the composition from the ambiguity $w_3$ can be shown as

\[
\left( f(x, q_{|y|z}), f(y, z) \right)_{w_3} = \left( [x]q_{|y|z} - [x]q_{|y|z} \right) - \left( [x]q_{|y|z} - [x]q_{|y|z} \right)
\]

\[= - [x]q_{|y|z} + x[q_{|y|z}] + [x]q_{|y|z} - [x]q_{|y|z}
\]

\[= - [x]q_{|y|z} - [x]q_{|y|z} + x[q_{|y|z}] - [x]q_{|y|z} + x[q_{|y|z}]
\]

\[\equiv 0 \mod (S_{\text{diff}_{0}}, w_3).
\]

Thus $S_{\text{diff}_{0}}$ is a Gröbner-Shirshov basis in $k\mathcal{M}(X)$.

It follows from Lemma 2.9 and Item 3. It

Replacing the monomial $\leq_{PL}$ utilized in Theorem 3.10 by $\leq_{PL}$, we have the following result.

**Theorem 3.11.** Let $(X, \leq)$ be a well-ordered set and $\leq_{PL}$ the monomial order on $\mathcal{M}(X)$ defined in Eq. (3).

(a) The set

\[S_{\text{diff}_{0}} := \{x[y] - [x]y + [x]y \mid x, y \in \mathcal{M}(X)\}
\]

is a Gröbner-Shirshov basis in $k\mathcal{M}(X)$.

(b) The set

\[\text{Irr}(S_{\text{diff}_{0}}) := \{\mathcal{M}(X) \setminus \{q_{|x|y}\} \mid x, y \in \mathcal{M}(X), q \in \mathcal{M}^*(X)\}\]

is a $k$-basis of the free differential algebra $k\mathcal{M}(X)/\text{Id}(S_{\text{diff}_{0}})$ of weight zero.

**Proof.** It is similar to the proof of Theorem 3.10. □

Next we move to the case of differential algebra of nonzero weight.

**Remark 3.12.** If $\lambda \neq 0$, the term-rewriting system

\{$[x]y \rightarrow [x]y - [x]y - \lambda[x][y] \mid x, y \in \mathcal{M}(X)$ or $[x]y \rightarrow [x]y - [x]y - \lambda[x][y] \mid x, y \in \mathcal{M}(X)$\}

on $k\mathcal{M}(X)$ is not terminating, since $[x][y]$ on the right hand side can be rewritten again.

Remark 3.12 sheds a light on taking $[x][y]$ as the leading monomial, which can be realized by the monomial order $\leq_{PL}$ or $\leq_{PL_{0}}$.

**Theorem 3.13.** Let $\lambda$ be a fixed invertible element in $k$. Let $X$ be a well-ordered set and $\leq_{PL}$ or $\leq_{PL}$ the monomial order on $\mathcal{M}(X)$ given in Eqs. (2) and (5).
The set
\[ S_{\text{diff}_i} = \{ [x]y - \frac{1}{\lambda} [xy] + \frac{1}{\lambda} [x]y + \frac{1}{\lambda} x[y] , \{ 1 \} \mid x, y \in \mathcal{W}(X) \} \]

is a Gröbner-Shirshov basis in \( k\mathcal{W}(X) \).

(b) The set
\[ \text{Irr}(S_{\text{diff}_i}) := \{ \mathcal{W}(X) \setminus \{ q[1]\}, q[1] \mid x, y \in \mathcal{W}(X) \setminus \{ 1 \}, q \in \mathcal{W}^*(X) \} \]

is a \( k \)-basis of the free differential algebra \( k\mathcal{W}(X)/\text{Id}(S_{\text{diff}_i}) \) of weight \( \lambda \).

Proof. Notice that the composition involving \([1]\) are trivial. It suffices to consider compositions not involving \([1]\). Denote by
\[ f(x, y) = [x]y - \frac{1}{\lambda} [xy] + \frac{1}{\lambda} [x]y + \frac{1}{\lambda} x[y] \in S_{\text{diff}_i}. \]

For both \( \leq_{PL} \) and \( \leq_{PL^*} \), we have the leading monomial
\[ \overline{f(x, y)} = [x]y. \]

The ambiguities of all possible intersection compositions are
\[ w_1 = [x]y[z], \text{ where } x, y, z \in \mathcal{W}(X) \setminus \{ 1 \}, \]

and the ambiguities of all possible including compositions are
\[ w_2 = [q[1]]y[z] \text{ and } w_3 = [x][q[1]]z, \text{ where } x, y, z \in \mathcal{W}(X) \setminus \{ 1 \} \text{ and } q \in \mathcal{W}^*(X). \]

The ambiguity \( w_1 \) is from an intersection composition
\[ (f(x, y), f(y, z))_{w_1}, \]

whose triviality follows from
\[
\begin{align*}
(f(x, y), f(y, z))_{w_1}
&= ([x]y - \frac{1}{\lambda} [xy] + \frac{1}{\lambda} [x]y + \frac{1}{\lambda} x[y])z - [x]([y]z) - \frac{1}{\lambda} [y]z + \frac{1}{\lambda} x[y]z + \frac{1}{\lambda} y[z]
\equiv \frac{1}{\lambda} \left(- [xy]z + x[y]z + [x]yz - [x]y[z] \right) \\
&\equiv \frac{1}{\lambda} \left(- [xyz] + \frac{1}{\lambda} [xy]z + \frac{1}{\lambda} x[y]z + \frac{1}{\lambda} y[z] - \frac{1}{\lambda} x[y]z - \frac{1}{\lambda} xy[z] \\
&+ \frac{1}{\lambda} [xyz] - \frac{1}{\lambda} [x]yz - \frac{1}{\lambda} [x]y[z] - \frac{1}{\lambda} [xy]z + \frac{1}{\lambda} x[y]z + \frac{1}{\lambda} x[y]z \right) \\
&\equiv 0 \mod (S_{\text{diff}_i}, w_1).
\end{align*}
\]

The ambiguity \( w_2 \) is from an including composition
\[ (f(q[1], z), f(x, y))_{w_2}, \]

which is trivial by
\[
\begin{align*}
(f(q[1], z), f(x, y))_{w_2}
&= ([q[1]]y[z] - \frac{1}{\lambda} [q[1]y]z + \frac{1}{\lambda} [q[1]]yz + \frac{1}{\lambda} q[1]y[z]) - ([q[1]]y[z] - \frac{1}{\lambda} [q[1]y]z + \frac{1}{\lambda} [q[1]]yz + \frac{1}{\lambda} q[1]y[z]) \\
&\equiv 0 \mod \mathcal{W}(X) .
\end{align*}
\]
Notice that Eq. (28) we can replace the and

\[ k \]

Theorem 3.16.

\[ \text{Definition 3.14.} \]

\[ \lfloor \]

We next prove that the set in Eq. (39) is an algebra

\[ D\]

is an algebra together with a linear operator

\[ A \rightarrow A \]

for \( x, y \in A \).

Remark 3.15. (a) It follows from Eq. (3) that \( D(1) = -\lambda \).

(b) The set

\[ \{ [x]y - [x]y - [x]y - \lambda xy \mid x, y \in \mathcal{M}(X) \} \]

is a Gröbner-Shirshov basis in \( \mathbf{k}\mathcal{M}(X) \) [28, Lemma 5.3] with respect to the leading monomial \([xy]\).

We next prove that the set in Eq. (7) with respect to the leading monomial \([x]y\) or \([y]x\) is also a Gröbner-Shirshov basis in \( \mathbf{k}\mathcal{M}(X) \).

Theorem 3.16. Let \( (X, \preceq) \) be a well-ordered set and \( \preceq_{PL} \) the monomial order on \( \mathcal{M}(X) \) defined in Eq. (2).

(a) The set

\[ S_{\text{mdiff}} := \{ [x]y - [xy] + [x]y + \lambda xy \mid x, y \in \mathcal{M}(X) \} \]

is a Gröbner-Shirshov basis in \( \mathbf{k}\mathcal{M}(X) \).

(b) The set

\[ \text{Irr}(S_{\text{mdiff}}) := \{ \mathcal{M}(X) \setminus \{q[x]y \mid x, y \in \mathcal{M}(X), q \in \mathcal{M}^*(X)\} \} \]

is a \( \mathbf{k} \)-basis of the free modified differential algebra \( \mathbf{k}\mathcal{M}(X)/\text{Id}(S_{\text{mdiff}}) \) of weight \( \lambda \).

Proof. [a] We can replace the \( S_{\text{mdiff}} \) by

\[ S_{\text{mdiff}} = \{ [x]y - [xy] + [x]y + \lambda xy, [1] + \lambda \mid x, y \in \mathcal{M}(X) \setminus \{1\} \}. \]

Denote by

\[ f(x, y) = [x]y - [xy] + [x]y + \lambda xy \in S_{\text{mdiff}}, \text{ where } x, y \in \mathcal{M}(X) \setminus \{1\}. \]
We have the leading monomial $f(x, y) = [x]y$. The ambiguities of all possible intersection compositions are

$$w_1 = [x][y]z,$$

where $x, y, z \in \mathfrak{M}(X) \setminus \{1\}$, and the ambiguities of all possible including compositions are

$$w_2 = [q]_x[y]z, w_3 = [x]q_{[y]z}, w_4 = [q]_{[1]y}x \quad \text{and} \quad w_5 = [x]q_{[1]y},$$

where $x, y, z \in \mathfrak{M}(X) \setminus \{1\}$ and $q \in \mathfrak{M}^*(X)$. For the ambiguity $w_1$, the corresponding intersection composition is trivial by

$$\left(f(x, [y]z), f(y, z)\right)_{w_1} = \left(\lambda_{[x]y}y, \lambda_{[y]z}z\right) = \left(\lambda_{[x]y}y + \lambda_{[y]z}z - [x](y)z - [y]z + y[z] + \lambda yz\right) = - [x](y)z + \lambda_{[x]y}y + [x][y]z - [x]y[z] - \lambda yz \equiv - [x][y]z + \lambda_{[x]y}y + [x][y]z - [x]y[z] - \lambda yz + \lambda_{[x]y}y z + \lambda x[y]z + \lambda x[y]z - \lambda x[y]z \equiv - [x][y]z + \lambda_{[x]y}y + [x][y]z - [x]y[z] - \lambda yz - [x][y]z + [x][y]z + \lambda x[y]z + \lambda x[y]z - \lambda x[y]z \equiv - [x][y]z + \lambda_{[x]y}y + [x][y]z - [x][y]z + [x][y]z + \lambda x[y]z + \lambda x[y]z - \lambda x[y]z \equiv (\lambda(x)yz - x[y]z + x[y]z) = \lambda(x)yz - x[y]z + x[y]z - x[y]z + x[y]z - x[y]z + x[y]z - x[y]z - \lambda x[y]z \equiv 0 \mod (S_{\text{mdiff}}, w_1).

The ambiguity $w_2$ is from the including composition

$$\left(f(q)_{[x]y}, z, f(x, y)\right)_{w_2} = (f(q)_{[x]y}, z, f(x, y))_{w_2}.$$

Its triviality follows from

$$\left(f(q)_{[x]y}, z, f(x, y)\right)_{w_2} = \left(\lambda q_{[x]y}z - q_{[x]y}z + q_{[x]y}z + \lambda q_{[x]y}z - (\lambda q_{[x]y}z - q_{[x]y}z + q_{[x]y}z + \lambda q_{[x]y}z)\right) = \left(-q_{[x]y}z + q_{[x]y}z + q_{[x]y}z + \lambda q_{[x]y}z - \lambda q_{[x]y}z\right) \equiv - q_{[x]y}z + q_{[x]y}z + \lambda q_{[x]y}z - \lambda q_{[x]y}z \equiv \lambda(q_{[x]y}z - q_{[x]y}z + q_{[x]y}z - q_{[x]y}z) \equiv \lambda(\lambda q_{[x]y}z) \equiv 0 \mod (S_{\text{mdiff}}, w_2)

For the ambiguity $w_3$, its composition is trivial by

$$\left(f(x, q)_{[y]z}, f(y, z)\right)_{w_3} = \left(\lambda q_{[y]z} - q_{[y]z} + \lambda q_{[y]z} + xq_{[y]z} - (\lambda q_{[y]z} - q_{[y]z} + \lambda q_{[y]z})\right) \equiv 0 \mod (S_{\text{mdiff}}, w_2).$$
\[ - [xq]|_{y|z} + x[q]|_{y|z} + \lambda xq|_{y|z} + [x]q|_{y|z} - [x]q|_{y|z} - [x]q|_{y|z} \\
\equiv - [xq]|_{y|z} - [x]q|_{y|z} + [xq]|_{y|z} + \lambda xq|_{y|z} - [x]q|_{y|z} \\
\equiv \lambda ([xq]|_{y|z} - [x]q|_{y|z} + x[q]|_{y|z} - x[q]|_{y|z} - [x]q|_{y|z}) \\
\equiv 0 \mod (S_{\text{mdiff}}, w_3) \]

The composition of the ambiguity \( w_4 \) is trivial by

\[
\left( f(q)|_{x}, [1] + \lambda \right) \\
= ([q]|_{x}q|_{1} - [q]|_{1}q) + q|x|_{1} + \lambda q|_{1}x - [q]|_{1}x \\
= - [q]|_{1}x - q|x|_{1} + \lambda q|_{1}x + q|x|_{1}x + \lambda q|x|_{1} \\
\equiv 0 \mod (S_{\text{mdiff}}, w_4). \]

Finally, the triviality of the composition from the ambiguity \( w_5 \) is from

\[
\left( f(x, q)|_{1}, [1] + \lambda \right) \\
= ([x]q|_{1} - [xq]|_{1}) + x[q]|_{1} + \lambda xq|_{1} - [x]q|_{1} \\
= - [xq]|_{1} + x[q]|_{1} + \lambda xq|_{1} - [x]q|_{1} \\
\equiv [xq]|_{1} - x[q]|_{1} + \lambda xq|_{1} - [xq]|_{1} + x[q]|_{1} + \lambda xq|_{1} \\
\equiv 0 \mod (S_{\text{mdiff}}, w_5). \]

Thus \( S_{\text{mdiff}} \) is a Gröbner-Shirshov basis in \( k \mathfrak{W}(X) \).

(b) It follows from Lemma 2.9 and Item 3.16. \( \square \)

Replacing the monomial \( \preceq_{\text{Pl}, l} \) utilized in Theorem 3.14 by \( \preceq_{\text{Pl}, r} \), we have

**Theorem 3.17.** Let \( X \) be a well-ordered set and \( \preceq_{\text{Pl}, r} \) the monomial order on \( \mathfrak{W}(X) \) defined in Eq. (3).

(a) The set

\[ S_{\text{mdiff}} := \left\{ xy - [xy] + [x]y + \lambda xy \mid x, y \in \mathfrak{W}(X) \right\} \]

is a Gröbner-Shirshov basis in \( k \mathfrak{W}(X) \).

(b) The set

\[ \text{Irr}(S_{\text{mdiff}}) := \left\{ \mathfrak{W}(X) \setminus \left\{ q|x|y \mid x, y \in \mathfrak{W}(X), q \in \mathfrak{W}^*(X) \right\} \right\} \]

is a \( k \)-basis of the free modified differential algebra \( k \mathfrak{W}(X)/\text{Id}(S_{\text{mdiff}}) \) of weight \( \lambda \).

**Proof.** It is similar to the proof of Theorem 3.16. \( \square \)

4. **NEW BASES OF FREE (MODIFIED) ROTA-BAXTER ALGEBRAS**

In this section, we construct respectively some new linear bases of free nonunitary Rota-Baxter algebras and free nonunitary modified Rota-Baxter algebras, using the method of Gröbner-Shirshov bases.
4.1. **New bases of free nonunitary Rota-Baxter algebras.** We are going to give the first new linear basis of the free nonunitary Rota-Baxter algebra.

**Definition 4.1.** [3, 23] Let $\lambda \in k$ be a fixed element. A **Rota-Baxter algebra of weight** $\lambda$ is a pair $(A, P)$ consisting of an algebra $A$ and a linear operator $P : A \rightarrow A$ such that

$$P(x)P(y) = P(P(x)y + xP(y)) + \lambda P(xy), \quad \text{for } x, y \in A.$$

Now we make clear the reason of restriction to the nonunitary case. If we employ the monomial order $\leq_{\text{db}}$ in [7], then the leading monomial of the Rota-Baxter identity is $[[x]|y]$ and the set

$$\{ [[x]|y] - [x]|y| - [x]|y] - \lambda |xy| \mid x, y \in \mathbb{W}(X) \}$$

is a Gröbner-Shirshov basis in $k\mathbb{W}(X)$ [7]. If we utilize the monomial order $\leq_{\text{PL}_i}$ (resp. $\leq_{\text{PL}_r}$), then the leading monomial of the Rota-Baxter identity is $[[x]|y]$ (resp. $[x]|y]$) for $x, y \in \mathbb{W}(X) \setminus \{1\}$. Indeed, we have

\[
\deg_{X^r}([x]|y]) = \deg_{X^r}([x]|y]) = \deg_{X^r}([x]|y]) = \deg_{X^r}([x]|y]) = \deg_{X^r}(x) + \deg_{X^r}(y),
\]

\[
\text{Path}_i([x]|y]) = (P \mu P \text{Path}_i(x), P \mu \text{Path}_i(y)) \text{ and } \text{Path}_i([x]|y]) = (P \mu \text{Path}_i(y), P \mu P \text{Path}_i(x)),
\]

\[
\text{Path}_i([x]|y]) = (P \mu \text{Path}_i(x), P \mu P \text{Path}_i(y)) \text{ and } \text{Path}_i([x]|y]) = (P \mu P \text{Path}_i(y), P \mu \text{Path}_i(x)),
\]

\[
\text{Path}_i([x]|y]) = (P \mu \text{Path}_i(x), P \mu P \text{Path}_i(y)) \text{ and } \text{Path}_i([x]|y]) = (P \mu P \text{Path}_i(y), P \mu \text{Path}_i(x)).
\]

By Eqs. (7) and (9),

$$[[x]|y] >_{\text{PL}_i} [x]|y] >_{\text{PL}_i} [x]|y] >_{\text{PL}_i} [x]|y]$$

and

$$[x]|y] >_{\text{PL}_i} [x]|y] >_{\text{PL}_i} [x]|y] >_{\text{PL}_i} [x]|y].$$

However the set

$$\{ [[x]|y] + [x]|y] - [x]|y] - \lambda |xy| \mid x, y \in \mathbb{W}(X) \}$$

is not a Gröbner-Shirshov basis in $k\mathbb{W}(X)$ with respect to $\leq_{\text{PL}_i}$ or $\leq_{\text{PL}_r}$, explained as follows. Without loss of generality, we consider the monomial order $\leq_{\text{PL}_i}$. The leading monomial of

$$[x]|1] - [x]|1] - [x]|1] - \lambda |x], \quad \text{where } x \in \mathbb{W}(X) \setminus \{1\},$$

is $[x]|1]$, and the leading monomial of $[1]|1] - 2[1]|1] - \lambda |1] is $[1]|1].$ For the ambiguity $[x]|1]$, the corresponding intersection composition is

$$\big([x]|1] - [x]|1] - [x]|1] - \lambda |x], [1]|1] - 2[1]|1] - \lambda |1]\big)_{[x]|1]1}$$

$$= \big([x]|1] - [x]|1] - [x]|1] - \lambda |x]\big)_{[1]|1]1} - 2[1]|1] - \lambda |1]\big) \equiv - \big([x]|1] + [x]|1] + [x]|1] + [x]|1] + [[x]|1] + \lambda |[x]|1] + [[x]|1] + \lambda |[x]|1] + [x]|1] + [x]|1] + [[x]|1] + \lambda |[x]|1] + [[x]|1] + \lambda |[x]|1] + [[x]|1] + \lambda |[x]|1]$$

$$\equiv - \big(2[1]|1] + \lambda |x]|1] + [x]|1] + [x]|1] + \lambda |x]|1] + [x]|1] + [x]|1] + [x]|1] + [x]|1] + [x]|1] + [x]|1] + [x]|1] + [x]|1] + [[x]|1] + \lambda |[x]|1] + [[x]|1] + \lambda |[x]|1]$$

$$\equiv - \big(2[1]|1] + \lambda |x]|1] + [x]|1] + [x]|1] + \lambda |x]|1] + [x]|1] + [x]|1] + [x]|1] + [x]|1] + [x]|1] + [x]|1] + [x]|1] + [x]|1] + [x]|1] + [[x]|1] + \lambda |[x]|1] + [[x]|1] + \lambda |[x]|1]$$

$$\equiv - \big(2[1]|1] + \lambda |x]|1] + [x]|1] + [x]|1] + \lambda |x]|1] + [x]|1] + [x]|1] + [x]|1] + [x]|1] + [x]|1] + [x]|1] + [x]|1] + [x]|1] + [x]|1] + [[x]|1] + \lambda |[x]|1] + [[x]|1] + \lambda |[x]|1]$$

$$\equiv - \big(2[1]|1] + \lambda |x]|1] + [x]|1] + [x]|1] + \lambda |x]|1] + [x]|1] + [x]|1] + [x]|1] + [x]|1] + [x]|1] + [x]|1] + [x]|1] + [x]|1] + [x]|1] + [[x]|1] + \lambda |[x]|1] + [[x]|1] + \lambda |[x]|1]$$
\[ + A[[x]] + [[x]] + A[[x]] + 2[x][1] \]
\[ \equiv -2([x][1] + A[[x]1] + [[x][1]] + [[x]] + A[[x]] + 2[x][1]). \]

which is not trivial.

Roughly speaking, \( \xi(X) \) is the subset of \( \mathcal{Y}(X) \) not involving \( 1 \). For example, \( 1, [1, x][1] \not\in \xi(X) \) with \( x \in X \). Notice that the restriction of the monomial orders \( \preceq_{PL} \) and \( \preceq_{PL} \) to \( \xi(X) \) are still monomial orders.

**Theorem 4.2.** Let \( (X, \preceq) \) be a well-ordered set and \( \preceq_{PL} \) the monomial order on \( \xi(X) \).

(a) The set
\[ S_{rbl} := \{ [[x]y] + [x]y] + A[[x]y] - [x]y | x, y \in \xi(X) \} \]
is a Gröbner-Shirshov basis in \( k \xi(X) \).

(b) The set
\[ \text{Irr}(S_{rbl}) := \{ \xi(X) \setminus \{ q [[x]y] | x, y \in \xi(X), q \in \xi^*(X) \} \} \]
is a \( k \)-basis of the free nonunitary Rota-Baxter algebra \( k \xi(X)/\text{Id}(S_{rbl}) \) on \( X \).

**Proof:** Denote
\[ f(x, y) = [[x]y] + [x]y] + A[[x]y] - [x]y \in S_{rbl}, \text{ where } x, y \in \xi(X). \]

By Eq. (2), we have the leading monomial
\[ \overline{f(x, y)} = [[x]y]. \]

Since \( |f(x, y)| = 1 \), there are no intersection compositions. The ambiguities of all including possible compositions are
\[ w_1 = [[q[[x]y]z] \text{ and } w_2 = [[x]q[[y]z]], \]
where \( x, y, z \in \xi(X) \) and \( q \in \xi^*(X) \).

For the ambiguity \( w_1 \), it is from the including composition
\[ (f(q[[x]y], z), f(x, y))_{w_1}, \]
and its triviality follows from
\[ (f(q[[x]y], z), f(x, y))_{w_1} = \]
\[ = ([q[[x]y]]z + [q[[x]y]|z] + A[q[[x]y]z] - [q[[x]y]|z]) - ([q[[x]y]]z + [q[[x]y]|z] + A[q[[x]y]z] - [q[[x]y]|z]) \]
\[ = [q[[x]y]]z + A[q[[x]y]z] - [q[[x]y]|z] - [[q[[x]y]|z] + [[q[[x]y]]z] \]
\[ \equiv 0 \mod (S_{rbl}, w_1). \]

Further the ambiguity \( w_2 \) is from the including composition
\[ (f(x, q[[y]z]), f(y, z))_{w_2}, \]
whose triviality follows from
\[
\left( f(x, q_{[L_y]L_z}), f(y, z) \right)_{w_2}
\]
\[
= \left( [x]q_{[L_y]L_z} + [x]q_{[L_y]L_z} + \lambda \cdot [x]q_{[L_y]L_z} - [x]q_{[L_y]L_z} \right)
\]
\[
- \left( [x]q_{[L_y]L_z} + [x]q_{[L_y]L_z} + \lambda \cdot [x]q_{[L_y]L_z} - [x]q_{[L_y]L_z} \right)
\]
\[
= [x]q_{[L_y]L_z} + \lambda \cdot [x]q_{[L_y]L_z} - [x]q_{[L_y]L_z} - [x]q_{[L_y]L_z} + [x]q_{[L_y]L_z} + [x]q_{[L_y]L_z}
\]
\[
\equiv [x]q_{[L_y]L_z} + \lambda \cdot [x]q_{[L_y]L_z} - [x]q_{[L_y]L_z} + [x]q_{[L_y]L_z} + [x]q_{[L_y]L_z} - [x]q_{[L_y]L_z} + [x]q_{[L_y]L_z}
\]
\[
\equiv 0 \mod (S_{rbl}, w_2).
\]

Thus $S_{rbl}$ is a Gröbner-Shirshov basis in $k \Xi(X)$.

(b) It follows from Lemma 2.10 and Item [a]. \qed

**Remark 4.3.** Deotsenko [14] gave an operad version of Theorem 4.2 [b], employing the path-lexicographical order [17].

Now we turn into the second new linear basis of the free nonunitary Rota-Baxter algebra.

**Theorem 4.4.** Let $(X, \leq)$ be a well-ordered set and $\leq_{PL}$ the monomial order on $\Xi(X)$.

(a) The set
\[
S_{rbr} := \left\{ [x]y + [x]y + \lambda \cdot [x]y - [x]y \mid x, y \in \Xi(X) \right\}
\]

is a Gröbner-Shirshov basis in $k \Xi(X)$.

(b) The set
\[
\mathrm{Irr}(S_{rbr}) := \left\{ \Xi(X) \setminus \{ q_{[x]y} \mid x, y \in \Xi(X), q \in \Xi^*(X) \} \right\}
\]

is a $k$-basis of the free nonunitary Rota-Baxter algebra $k \Xi(X)/\mathrm{Id}(S_{rbr})$ on $X$.

**Proof.** It is analogous to the proof of Theorem 4.2. \qed

4.2. **New bases of free nonunitary modified Rota-Baxter algebras.** Let us agree to begin with the concept of modified Rota-Baxter algebras.

**Definition 4.5.** [13, 8] Let $\lambda \in k$ be a fixed constant. A **modified Rota-Baxter algebra of weight** $\lambda$ is an algebra $A$ together with a linear operator $P : A \to A$ such that
\[
P(x)P(y) = P(P(x)y + xP(y)) + \lambda xy, \quad \text{for } x, y \in A.
\]

Using the two monomial orders defined in Eqs. (4) and (3), we can obtain two new linear bases of the free nonunitary modified Rota-Baxter algebra.

**Theorem 4.6.** Let $(X, \leq)$ be a well-ordered set and $\leq_{PL}$ the monomial order on $\Xi(X)$.

(a) The set
\[
S_{mbh} := \left\{ [x]y + [x]y + \lambda xy - [x]y \mid x, y \in \Xi(X) \right\}
\]

is a Gröbner-Shirshov basis in $k \Xi(X)$.

(b) The set
\[
\mathrm{Irr}(S_{mbh}) := \left\{ \Xi(X) \setminus \{ q_{[x]y} \mid x, y \in \Xi(X), q \in \Xi^*(X) \} \right\}
\]

is a $k$-basis of the free nonunitary modified Rota-Baxter algebra $k \Xi(X)/\mathrm{Id}(S_{mbh})$ on $X$. 
We set $f(x, y) = [x]_y [y] + [x]_y [y] + \lambda x y - [x]_y [y] \in S_{\text{mbi}}$.

In analogy to the proof of Theorem 4.2, we have

$$
\overline{f}(x, y) = [x]_y [y].
$$

There are no ambiguities of intersection compositions by $|\overline{f}(x, y)| = 1$. The ambiguities of all possible compositions are

$$
w_1 = [\|q|_{\|x\|, y}] z] \text{ and } w_2 = \overline{[x]} [y]_{\|y\|}.z
$$

where $x, y, z \in \mathcal{S}(X)$ and $q \in \mathcal{S}^*(X)$. The ambiguity $w_1$ is from the including composition

$$
(f(q|_{\|x\|, y}), f(x, y))_{w_1},
$$

whose triviality follows from

$$
\left(f(q|_{\|x\|, y}, z), f(x, y)\right)_{w_1}
= \left([\|q|_{\|x\|, y}] z] + [\|q|_{\|x\|, y}] z] + \lambda q|_{\|x\|, y} z - [\|q|_{\|x\|, y}] z]\right)
- \left([\|q|_{\|x\|, y}] z] + [\|q|_{\|x\|, y}] z] + [\|q|_{\|x\|, y}] z] - [\|q|_{\|x\|, y}] z]\right)
= [\|q|_{\|x\|, y}] z] + \lambda q|_{\|x\|, y} z - [\|q|_{\|x\|, y}] z] - [\|q|_{\|x\|, y}] z] + [\|q|_{\|x\|, y}] z] + [\|q|_{\|x\|, y}] z]
\equiv [\|q|_{\|x\|, y}] z] - \lambda q|_{\|x\|, y} z + [\|q|_{\|x\|, y}] z] + [\|q|_{\|x\|, y}] z] - [\|q|_{\|x\|, y}] z]
\equiv 0 \mod (S_{\text{mbi}}, w_1).
$$

The ambiguity $w_2$ is from the including composition

$$
(f(x, q|_{\|y\|, z}), f(y, z))_{w_2},
$$

which is trivial by

$$
\left(f(x, q|_{\|y\|, z}), f(y, z)\right)_{w_2}
= \left([\|x\| q|_{\|y\|, z}] + [\|x\| q|_{\|y\|, z}] \lambda x q|_{\|y\|, z} - [\|x\| q|_{\|y\|, z}]\right)
- \left([\|x\| q|_{\|y\|, z}] \lambda x q|_{\|y\|, z} - [\|x\| q|_{\|y\|, z}] - [\|x\| q|_{\|y\|, z}] + [\|x\| q|_{\|y\|, z}]\right)
= [\|x\| q|_{\|y\|, z}] + \lambda x q|_{\|y\|, z} - [\|x\| q|_{\|y\|, z}] - [\|x\| q|_{\|y\|, z}] + [\|x\| q|_{\|y\|, z}] + [\|x\| q|_{\|y\|, z}]
\equiv [\|x\| q|_{\|y\|, z}] + \lambda x q|_{\|y\|, z} - [\|x\| q|_{\|y\|, z}] + [\|x\| q|_{\|y\|, z}]
\equiv 0 \mod (S_{\text{mbi}}, w_2).
$$

Thus $S_{\text{mbi}}$ is a Gröbner-Shirshov basis in $k\mathcal{S}(X)$.

It follows from Lemma 2.1(a) and Item [1].

Theorem 4.7. Let $(X, \leq)$ be a well-ordered set and $\leq_{PL}$ the monomial order on $\mathcal{S}(X)$.
(a) The set
\[ S_{\text{mrbr}} := \{ \lfloor x \lfloor y \rfloor \rfloor + \lfloor \lfloor x \rfloor y \rfloor + \lambda xy - \lfloor x \rfloor y \mid x, y \in \mathcal{E}(X) \} \]

is a Gröbner-Shirshov basis in \( k\mathcal{E}(X) \).

(b) The set
\[ \text{Irr}(S_{\text{mrbr}}) := \{ \mathcal{E}(X) \setminus \lfloor \lfloor x \lfloor y \rfloor \rfloor \mid x, y \in \mathcal{E}(X), \lambda \in \mathbb{R} \} \]

is a \( k \)-basis of the free nonunitary modified Rota-Baxter algebra \( k\mathcal{E}(X)/\text{Id}(S_{\text{mrbr}}) \) on \( X \).

**Proof.** In analogy to the proof of Theorem 4.6, the result holds. \( \square \)
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