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ABSTRACT To understand and manipulate a complex system, it is necessary to apply the separation of concerns and produce separate models, called viewpoints models. These models represent views on the system that correspond to distinct business domains. They are generally heterogeneous, i.e. conform to different meta-models. The management of the system’s global model (a complete view of the system) requires the identification of the existing correspondences among the viewpoints models. However, in practice these correspondences are either incompletely identified or not sufficiently formalized to be maintained when models evolve. This restricts their use and does not allow their full exploitation for managing the global model. To fix this issue, we propose AHM (Alignment of Heterogeneous Models), an approach to organize the source models as a network of models through a virtual global model called M1C (Model of correspondences between models) that conforms to a Meta-Model of Correspondences (MMC). AHM proposes also a process, allowing for both the creation of the global model, and its consistency control. Partial automation of this process is done through a refining mechanism supported by a semantics expression described in a Domain Specific Language (DSL). The application of AHM is illustrated by the example of a conference management system. A prototype of a tool called Heterogeneous Matching and Consistency management Suite (HMCS) has been developed to support this approach.
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1. Introduction

The development of complex software systems is usually based on a varied set of languages, tools and environments that are generally used separately by different modeling practitioners (designers) working on different aspects of the system (Yang et al. 2004; France & Rumpe 2007; Mernik et al. 2005). In addition, these modeling experts can be located in distant geographical areas, as it is the case in distributed collaborative development in big software companies.

Several approaches have been developed to face complex systems modeling. One of the most efficient and widely used in industry consists in elaborating separate models that correspond to different points of view (Hilliard 2001), (Koning & van Vliet 2006), (Boulanger et al. 2010). This general approach - called multi-modeling (Boronat et al. 2009) - is widely used in software engineering and allows designers to focus on different parts of the system in isolation.

Among problems that typically arise in this multi-modeling situation, we can mention the fact that different terminologies and terms are used to represent the same concept or that the same term can be used to express different concepts. This issue, typically known as heterogeneity problem is a common problem widely shared by the community of complex software systems (Yousafzai et al. 2016), (Mosterman & Zander 2016).
GEMOC provides a classification of the different levels of heterogeneity in software engineering in (Baudry et al. 2012). Authors propose a three-level classification: heterogeneity of systems (such as subsystems orchestration), heterogeneity of execution platforms (this is the case for example with simulation engines), and finally heterogeneity in modeling which deals with coordination of domain specific models. The latter is at the heart of the work handled by GEMOC. The first solution that comes in mind is to compose those different points of view into one single representation.

Globally, composition approaches proposed in the literature (Drey et al. 2009), (Kolovos et al. 2006a), (Zito et al. 2006) rely on the elaboration of one global model and have three major drawbacks related to models heterogeneity. The first one concerns the structure of the meta-model associated to the composed model; indeed, there is no consensus on how it should be constructed: from the union of all elements coming from source models or from their intersection, or from another combination? The second issue concerns the semantics used to represent an element of a composed model given that the source models may use different semantics. Finally, a global model obtained by composition may be huge in case of complex system and therefore really difficult to maintain.

In this context, megamodels have emerged as one means to cope with the problem of managing a multitude of development models and relations. In MDE, a megamodel is considered as a model that contains models and relations between these models or between elements of these models (Vogel et al. 2010). We have been working for years on the composition issue by providing a view-based methodology and a UML profile called VUML (Nassar 2003). This profile proposes the concept of multiview class to represent different points of view on a given concept. VUML has been used to represent the output of exogenous transformations taking UML models as input (in particular class diagrams (Anwar et al. 2010), or state-charts (Ober et al. 2008)). However, when facing complex systems, this approach turns out to be too restrictive and not scalable since views must be transformed into UML before applying the profile. The complexity of this model-to-model transformations depends on the degree of heterogeneity of the points of view. Furthermore, the transformations must be re-executed even for the slightest change on source models.

We are considering points of view in which heterogeneous models are described in different domain specific languages by designers with different skill areas. So we are addressing alternative modeling languages than UML. We propose an approach called AHM (Alignment of Heterogeneous Models), supported by a methodology ((El Hamlaoui et al. 2013)) and a tool ((El Hamlaoui, Ebersold, Anwar, et al. 2014)) that aims at (i) aligning heterogeneous models (in a megamodel), (ii) managing consistency when models evolve at design time, or after ((El Hamlaoui, Bennani, Nassar, et al. 2018), (El Hamlaoui, Ebersold, Coulette, et al. 2014)). Instead of building a single global model, our proposition consists in organizing the different source models as a network of models that provides a global view on the system through correspondences. This will improve the global consistency of the system and ease its consistency management when evolutions occur.

This paper is a synthesis of AHM. We will first present the key elements of this approach. After that we will tackle the following points: the matching process, the meta-model of correspondences, the construction of models of correspondences (which can be considered as mega-models according to (Bézivin et al. 2004), (Salay et al. 2016) since they contain references to model elements and links between them), the refinement of correspondences from the meta-model level to the model level, the consistency management process, and the tool support. We will also detail the formalization of AHM by providing a DSL, Semantics Expression DSL, dedicated to the expression of the correspondences` semantics. This semantics will be useful for the construction of the correspondence model but also for the checking and management of the system consistency. AHM has been successfully applied to different case studies and application domains (El Hamlaoui, Bennani, Ebersold, et al. 2018). It will be illustrated all along this paper by the example of a Conference Management System.

The rest of this paper is organized as follows. Section 2 introduces a conference management system case study that was chosen to illustrate AHM through out this paper. Section 3 presents the matching approach and its first steps. It highlights how the core of the approach, the meta-model of correspondences, is enriched by semantic annotations. Section 4 shows how models are matched through a model of correspondences. It deals with correspondences at model level and how they can be established from correspondences established at meta-model level, through the refinement mechanism. The tool support and the application of the approach are described in Section 5. Section 6 presents the evaluation of the tool. Section 7 investigates the related works and Section 8 presents a discussion on the weak points of AHM. Conclusion and some perspectives are presented in section 9. Finally, Appendix A presents the implementation of different methods used to express the correspondences` semantics in the CMS system.

2. Running example to illustrate AHM: Conference Management System

Production and reviewing of documents are widely used in various contexts such as project management, software development, conference management, etc. We place ourselves in the context of this last application domain to illustrate our approach.

A Conference Management System is a system designed to automate the main functions needed to manage a scientific conference, namely: call for papers, paper submission, paper assignment for evaluation, notification of the final decision, registration, etc. Even if it is not a large complex system, CMS has been chosen because it is firstly well known to researchers; and secondly and most importantly, because it involves different designers which are working with different points of view. We consider that there are three business domains in the CMS (Figure 1), covering various aspects of modeling. Each business domain is described by a dedicated model that conforms to a given meta-model.
Viewpoints models are manipulated by designers with specific roles:

- Software Architects: responsible for the conference management design, they create a model – called Software Design model – expressed through a specific software design meta-model,
- Database Administrators: responsible for storing data, they create a model – called Persistence model – expressed through a persistence meta-model,
- Process Engineers: responsible for describing the management process of CMS, they create a model – called Business Process model – expressed through a business process meta-model.

Besides these designers, an expert on the three viewpoints has to be involved to conduct the AHM approach. In the next sections, we present as an example the three models and an extract of their respective meta-models.

### 2.1. Software Design viewpoint model

In Figure 2, we show a software design meta-model that contains entities and stereotyped entities. Entities are connected either to an association or to a generalization. They may also have attributes and operations.

Figure 3 shows an overview of the software design model. It consists of four types of users (organizer, attendant, author and reviewer) and their personal information. The conference to manage is described through the entity Conference. It contains general information about the conference; such as research area, submission deadline, notification date, conference venue, etc. An entity called paper is also presented in this model. A paper, which can be written by several authors and evaluated by several reviewers, is characterized by several data including: title, abstract, keywords, body, an assigned identifier once the article is submitted, etc.

### 2.2. Persistence viewpoint model

The meta-model of Figure 4 represents the core elements of a relational database and the relationships among them. A schema includes tables and views of the system. Both of them contain columns that can be specified as primary or foreign keys. Figure 5 shows the persistence model of the CMS. The Table AuthorTable stores information about every author such as its identifier, its affiliation, etc. ArticleReviewsTable contains data concerning the evaluation of an article. For example, the columns review and decision are used respectively for remarks and acceptance/rejection notifications. In the same table, a primary key column type is used to uniquely enumerate the various evaluations. Foreign keys columns type, reviewerId and articleId, are used to identify respectively the reviewer and the article.

### 2.3. Business Process viewpoint model

CMS can also be modeled in the business process point of view. Various actors must follow a well-established process, to ensure the good management of a conference. The process engineer uses a business process model conforming to a simplified BPMN (OMG 2013) meta-model. This latter presented in Figure 6 comprises the following concepts: lane, pool, task, etc. Figure 7 presents an instance of the business process meta-model of Figure 6.

Currently, the CMS process involves one designer, namely
the reviewer (others will be added later). When the deadline of article submissions is reached, reviewers indicate, via the CMS, the papers they wish to review. Afterwards, they declare potential conflicts of interest. The described process model (Figure 7) put the emphasis on the evaluation procedure. Once the review date is reached, reviewers first choose papers among those they previously selected. Then, they may either assess the paper or subcontract it to a third person. The result of the review is subsequently entered with any comments.

3. Matching approach description

The AHM approach consists in analyzing source models (and their respective meta-models) to identify correspondences that exist among them. We only consider external correspondences among the different viewpoints models. Internal correspondences (links between elements of the same model) are not in the scope of our research study. Identified correspondences are then stored into a model of correspondences (M1C) that conforms to a meta-model of correspondences (MMC). We discuss below the elaboration of M1C as well as the proposed iterative matching process.

3.1. Meta-Model of Correspondences

MMC is presented in Figure 8. The CorrespondenceModel is composed of a set of correspondences. A correspondence can
either link elements of meta-models - in such case we speak about High level Correspondences (HLCs) - or elements of models - in this case, they are Low Level Correspondences (LLCs). The Correspondence meta-class has at least two ends (RefElement), that are elements from different (meta-)models (RefModel), and a Relationship.

**Relationship** is an abstract generalization of DIR (Domain Independent Relationship) and DSR (Domain Specific Relationship) meta-classes. The specialization of the first one allows for representing generic relationships that may exist in different domains. However, these relationships may be insufficient for a given domain. In this case, it is possible to represent specific relationships by a specialization of the DSR meta-class. The abstract meta-class **Level** is associated to a relationship to describe whether it represents a High Level Relationship (HLR) or a Low Level Relationship (LLR) or both. HLR are relationships that are used in HLCs, correspondences at meta-model level, whereas LLR are relationships that are used in LLCs, correspondences at model level. Any relationship used in an HLC will also be used in an LLC as specified by the OCL rule number 2 (on Figure 8), the opposite case is not always correct.

The bidirectional attribute of a relationship specifies whether this latter is bidirectional or not. If the relationship is bidirectional, the concerned (meta-)elements are all source ones and there is no target (meta-)element, as specified by the OCL rule number 1.

### 3.2. Matching process

The model of correspondences cannot be constructed in a monolithic manner. It follows a process, that we call matching process. Figure 9 shows an iteration of the proposed process. It aims at describing the steps required to perform the matching of heterogeneous source models, to obtain a model of correspondences. The process involves one actor (the integrator expert) and a support tool for assisting the expert and performing the automated phases.

The process takes as input the various models and their respective meta-models and also the meta-model of correspondences. Firstly, a check is performed (Step 1) to inspect and ensure that the MMC contains all needed relationships to set up correspondences for the given application domain. If the integrator expert considers that the proposed relationships are not sufficient, the DSR meta-class of MMC is specialized (Step 2). In the case of CMS, we added the following three types of relationships: Require, Contribution and Play. The first one gives the required input of a task. The second one identifies the operations that contribute to the success of a task. The third one highlights the role, for example, of the participants of a conference in the business process.

Activities 1 and 2 are mainly manual, depending on the experts' knowledge of the domain. In the second activity he or she defines missing DSRs and implements them through the tool support. We consider that this two phases are the starting point of AHM process. In the next sections, we will focus on the following steps.

Once all relationships are well identified, they are defined throughout the Step 3. The third activity of this process aims at enriching the MMC with a Semantic Expression (SE) for each relationship. This SE describes the semantics of the relationship and makes it possible - if implemented - notably to check whether the relationship fits among the elements it connects. The implementation of this activity will be detailed in section 3.3.

Once all the work on the MMC is done, the core of the matching operation can be launched. It begins, in the fourth activity (Step 4), by identifying correspondences between meta-elements so as to produce a model of correspondences called M2C. M2C (Model of correspondences between meta-models) stores High Level Correspondences (HLC) that contain meta-elements linked by High Level Relationships (HLR) (section 3.4).

HLCs are then refined (Step 5) in order to produce Low Level Correspondences (LLC) that are stored in M1C (Model of correspondences between models). LLCs link model elements through Low Level Relationships (LLR). HLCs are established only once and LLCs, which can be numerous and are to be defined for each new system, are produced semi-automatically by the developed support tool. This will be detailed in section 4. Note that if an M2C already exist for the studied system, it will be used at the beginning of the matching process as a reference model of correspondences.
3.3. Semantic Expression DSL (SED) - Step 3

In the third activity of the process (Figure 9 (3)), the integrator expert has to specify the semantics of each relationship. This specification consists in enriching the MMC with expressions, presented as UML annotations, to assist and facilitate the matching. For this purpose, a model conforming to a proposed semantic expression DSL (Figure 10) must be created. It starts with a run-through the MMC to retrieve automatically the list of relationships (sub-classes of DIR and DSR). Thereafter, for each relationship a semantic expression is defined. This latter is composed of the source element(s) type and/or the target element(s) type. Giving an example, the similarity relationship, as it is not a directed one (bidirectional = true), will have source elements only. The condition allows for defining an action that contains the body to be executed in a language such as OCL (OMG 2014), Java (Gosling 2000), Alloy (Jackson 2002), B (Lano 1996), etc. The format attribute specifies whether the body of the condition is based on model elements (MBF: Model Based Format - see section 4.2.2) or on ontology's ones (OBF: Ontology Based Format).

In this paper we do not address OBF since exploiting the body of a condition whose format is OBF, implies to switch from the technological space of models to the technological space of ontologies. Transformation from Ontology field to Model field (that we have done for some relationships like similarity), is still a work in progress.

The condition also defines two operations for retrieving the source and the target elements of a correspondence. If the semantic expression cannot be described in a formal language, the expert has the ability to use a structured natural language.

Figure 11 shows the semantic expression model for CMS. For example, the Similarity relationship (top left of the figure) is used in a correspondence involving two elements (recovered by the importSourceElts() operation) with indifferent types (Any, Any). It is described by an expression in Java. The condition explicitly states, using the sameAs function, that the connected elements are similar. The Dependency relationship is expressed in natural language since we cannot describe the action with a language. Require is an example of DSR that it is used to link an element of Task type with an undefined type (Any).

The model of semantic expression (SE model), is then woven with MMC using aspects (Filman et al. 2004). Here, it consists in grafting the different expressions on MMC as annotations as shown on Figure 12. We can notice that three sub-meta-classes of DSR have been added to MMC to express CMS specificities.

The advantage of using the SED DSL is primarily to have a structured common definition of each relationship. Secondly, it helps build the M2C in an assisted manner using information on the connected elements types (sourceEltType, targetEltType). Thirdly, by exploiting the actions, it helps filter out the correspondences in the refinement step to keep only those correspondences that match the semantics of the relationship.

3.4. Defining correspondences at meta-model level - Step 4

According to AHM process (Figure 9), in this fourth step correspondences at the meta-model level (HLC: High Level Correspondence) are created. As explained in section 3.2 above, HLCs are defined only once during the modeling cycle. The identification of a correspondence begins with the selection of

1 importSourceElts() gets the value of the property name of source elements.
the relationship and continues with its assisted creation, based on the annotations previously added to the MMC. More precisely, through information on the element types, previously filled in the annotations, it is possible to apply a filter on all meta-elements by showing only the candidate meta-elements to be linked. This task is supervised by the expert integrator.

For example, after the expert has chosen to add the `Contribution` relationship, the meta-elements to link are automatically selected, based on the annotations. In this case, the `Operation` meta-element on one side and the `Task` meta-element on the other side are linked.

Figure 13 shows examples of HLCs for CMS. For instance, a...
correspondence encompasses a link between the meta-element Task on one side and the meta-element Operation on the other side through a Contribution relationship, since an operation can potentially contribute to the achievement of a task. A Similarity is established between the meta-elements Table and Entity and also between the meta-elements Property and Column on one side and Column and DataObject on the other side.

4. Refining High Level Correspondences - Step 5

HLCs make it possible to anticipate the complexity of matching by first establishing correspondences between meta-elements. Subsequently, the accuracy of certain meta-model-level details can be managed at model level. Correspondences between model elements, LLCs, are obtained by refinement of HLCs.
4.1. Refining

In software and system engineering, refining is a classical way to reuse artifacts (Wolf 1994), (Wooldridge 1997), (Medvidovic & Taylor 2000). It can be seen as a way of crossing different levels of abstraction with the purpose of adding details when passing from a given level to a more concrete one. According to (Wagelaar 2005), even though refining is a key concept in MDA, it is loosely defined, and open to misinterpretation. The refining notion has also been defined in UML (OMG 2011) as a stereotype for "Abstraction" - a directed relation from an element to another one stating that the first (concrete) depends on the second (abstract).

In this approach, we define a Refining relationship as an endogenous transformation of a model to another one. The input model is M2C (Model of correspondences between meta-models, containing HLCs), while the output one is M1C (Model of correspondences between models, containing LLCs). So, HLCs of M2C are projected from meta-model level onto model level to generate the LLCs of M1C. Refining is thus represented by a relationship, denoted \( \text{Rf} \), defined as follows:

\[
\text{Ci} \xrightarrow{\text{Rf}} \text{Cj}, \quad (\text{Ci} \text{ and } \text{Cj} \text{ being two correspondences respectively at model and meta-model level}),
\]

if and only if Ci connects elements that are instances of meta-elements connected by Cj.

That means that Ci is more accurate than Cj (as it relates instances of the meta-elements being used in Cj) with the possibility of upgrading Ci by adding details to precise and restrict the correspondence.

Figure 14 summarizes the basic concepts of AHM: M2C contains HLCs which are correspondences between meta-elements belonging to different meta-models. By refining this latter, M1C is built respecting its conformance to MMC and contains LLCs, that are the correspondences connecting elements belonging to different models.

We propose two types of refining: refining by propagation and refining by extension. The first one consists in linking the model elements with the respective relationships defined between their meta-elements. The second one consists in specifying more precisely the relationship at the model level, by adding some constraints for example.

4.2. Refining by propagation (From HLC to LLC)

Refining proceeds in two steps to produce the M1C. Primarily, a reproduction operation is initiated on M2C, then a selection operation is performed. In other words, the propagation is a composition of two functions:

\[
\text{M1C} = \text{Propagation} (\text{M2C}) = \text{Selection} \circ \text{Reproduction} (\text{M2C})
\]

4.2.1. Reproduction

The Reproduction is a homomorphism - a structural preservation from one algebraic structure to another one - between correspondences in M2C and M1C. Its role is to duplicate all correspondences defined at the meta-model level into the model one. Therefore, there are as many potential LLCs for a given HLC as the Cartesian product of instances of meta-elements involved in this HLC.

According to Figure 14, we are in front of a “problem” where we deal with four categories of models: M1, MM1, M2, and MM2. These models entertain only inter-categories relationships: “InstanceOf” between elements from M1 and elements from MM1 and between elements from M2 and elements from MM2.
MM2 and “correspondence” between elements of MM1 and those of MM2. Thus, we are in front of a problem that can, in a natural way, be modelled in the form of a graph. The existence of models of different natures and the relationships that exist exclusively between heterogeneous elements from different categories pleads for the use of multipartite graphs (Jenkinson et al. 2012).

We aim at finding links between the elements of M1 and those of M2 (i.e. correspondences at the model level). These looked-for correspondences are “the missing and valid” links between the elements which are already bound in an indirect way via M1-MM1, MM1-MM2 and M2-MM2. Thus, they are links between elements for which there is already at least a path of length 3 in the multipartite graph.

So, we formalize the Reproduction operation by using a multipartite graph. Graphs are mathematical structures that provide natural means for complex-data representation. They capture the structure and thus help to model a wide range of complex real-life data in various domains. For this, we firstly define a graph as a set of Nodes N and a set of Edges E, \((N, E)\).

Secondly, to embody the above definition, the set of nodes N and the set of edges E, are obtained as follows:

- Given \(\text{MM}_i\) a meta-model, \(\text{Mi}\) a model, \(\text{NMM}_i\) and \(\text{NM}_i\) the respectively sets of elements of \(\text{MM}_i\) and \(\text{Mi}\):
  - "isInstanceOf" is a directed relationship that links a source element of a model to the target element of a meta-model,
    \(\text{isInstanceOf} : {\text{NM}_i} \rightarrow {\text{NMM}_i}, e \mapsto e_m\)
  - "instantiate", is a directed relationship that links the source element of a meta-model to the target element of a model,
    \(\text{instantiate} : {\text{NMM}_i} \rightarrow {\text{NM}_i}, e_m \mapsto e\)

- Given
  - \(\text{SN} = {\text{NMM}_1} \cup {\text{NMM}_2} \cup {\text{NM}_1} \cup {\text{NM}_2}\)
    \[\text{where } {\text{NMM}_1}, {\text{NMM}_2}, {\text{NM}_1}, {\text{NM}_2}\text{ are respectively sets of elements of } {\text{MM}_1}, {\text{MM}_2}, {\text{M}_1}\text{ and } {\text{M}_2},\]
  - \((n_1,n_2) \in SN \times SN\),
  - \(\mathcal{R}\) the set of types of relationships.

- \(E\) is defined by the set of couples \((n_1, n_2)\) such as: \((n_1, n_2) \in E\) if
  - \((n_1,n_2) \in {\text{NMM}_1} \times {\text{NMM}_2}\) and \(n_1 R n_2\), with \(R \in \mathcal{R}\),
  - Or \((n_1,n_2) \in {\text{NM}_1} \times {\text{NMM}_1}\) and \(n_1 \text{"isInstanceOf"} n_2\),
  - Or \((n_1,n_2) \in {\text{NMM}_2} \times {\text{NM}_2}\) and \(n_2 \text{"instantiate"} n_1\).

Since the set of nodes is partitioned into four subsets \(({\text{MM}_1}, \text{MM}_2, \text{M}_1, \text{M}_2\)) and as there are no edges between elements of the same subset, this definition confirms that it is a multipartite graph.

Figure 15 shows some HLRs (\(\text{play}, \text{contribution}\)) established among the meta-elements \(\text{StereotypedEntity}, \text{Pool}, \text{Operation}, \text{and Task}\). To simplify the detection of these paths and to make sure that the only possible paths of length 3 are the ones we look for between elements of \(\text{M}_1\) and those of \(\text{M}_2\), we direct the graph ending with a directed multipartite graph.

Reproduction consists firstly in producing automatically the adjacency matrix for each relationship. It includes the meta-elements and their respective elements. The existence of \(\text{instanceof}, \text{instantiate}\) or inter-model links between (meta-)elements is materialized by the value 1 in the matrix. Intra-model links are not represented, as they are not exploited in the Refining. For \(\text{contribution}\) relationship, the adjacency matrix is the following Matrix \(\text{M}^{2}_\text{C}_{\text{contribution}}\):

\[
\begin{bmatrix}
o & r & c & t & e \\
or & 0 & 0 & 0 & 1 & 0 \\
c & 1 & 0 & 0 & 0 & 0 \\
t & 0 & 0 & 0 & 0 & 1 \\
e & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\]

Where we write : \(o\) for \(\text{Operation}\), \(r\) for \(\text{reviewPaper()}\):\(\text{Operation}\), \(c\) for \(\text{createCom()}\):\(\text{Operation}\), \(t\) for \(\text{Task}\) and \(e\) for \(\text{EnterComment:Task}\).

According to previous matrix, the element \(\text{EnterComment:Task}\) is connected to \(\text{Task}\) by an \(\text{instantiate}\) link (value 1 in their respective row column intersection). This is also the case for the elements \(\text{reviewPaper()}\):\(\text{Operation}\) and \(\text{createCom()}\):\(\text{Operation}\) with \(\text{Operation}\). Subsequently, the problem of defining the \(\text{Reproduction}\) function boils down to finding the path of length 3, from a model element (e.g. \(\text{reviewPaper()}\):\(\text{Operation}\)) to another model element (e.g. \(\text{EnterComment:Task}\)) passing through the meta-model level (e.g. \(\text{Operation}\) and \(\text{Task}\) by the \(\text{contribution}\) relationship) (see Figure 15). Thereafter, by cubing the matrix \(\text{M}_2\), we obtain the correspondences that may occur among elements according to the correspondences established between their meta-elements. We can see in \(\text{M}_2^3\) that \(\text{reviewPaper()}\):\(\text{Operation}\) and

Figure 15 Simple abstract example of HLCs
createCom():Operation are linked to createCom():Operation by using contribution.

\[
\begin{pmatrix}
o & r & c & t & e \\
o & 0 & 0 & 0 & 0 \\
r & 0 & 0 & 0 & 1 \\
c & 0 & 0 & 0 & 1 \\
t & 0 & 0 & 0 & 0 \\
e & 0 & 0 & 0 & 0 \\
\end{pmatrix}
\]

Matrix\(M2C^3_{\text{contribution}}\)

By merging the matrix cube of each HLC (\(M2C^3_{\text{contribution}}\) and \(M2C^3_{\text{play}}\)), we obtain the correspondence Matrix representing the M1C.

\[
\begin{pmatrix}
se & rse & o & r & c & p & rp & t & e \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}
\]

(Where we use \(se\) for StereotypedEntity, \(rse\) for Reviewer:StereotypedEntity, \(p\) for Pool and \(rp\) for Reviewer:Pool).

The reproduction is also transitive. If we take in addition a third meta-model MM3 (or many), the question of transitivity is essential. If we admit that a model element can be connected to only one meta-element and that there is transitivity at the meta-model level (for 3 meta-elements ME1, ME2, ME3 belonging to three different meta-models) then, if ME1 is linked to ME2 according to a relation R and ME2 is linked with ME3 with R then ME1 is linked to ME3 with also the same relation R. To summarize, the reproduction is deterministic and transitive as it consists of the generation of correspondences between elements whose type participates in a HLC.

Figure 16 Example of reproduction of a HLC with Similarity relationship in CMS

However, even if the contextual information helps avoid the creation of correspondences between elements of types that do not match (e.g., an Operation and a Property) it does not guarantee that all generated correspondences are semantically correct. Figure 16 shows the nine correspondences obtained by reproduction from an HLC. The unnumbered correspondences are semantically wrong (e.g. Similarity between organization and submissionDate). It is so necessary to operate a selection in the set of correspondences that are generated by reproduction. The following section will discuss this selection function.

4.2.2. Selection This operation consists in filtering out semantically wrong correspondences produced by the reproduction operation in order to keep only those that are valid. We formalize the Selection \(S\) operation as follows:

\[
S: \mathcal{P}(Em) \times Em \rightarrow \mathcal{P}(Em)
\]

\[
A'=\{elem \in A | SE(e) \simeq SE(elem)\}
\]

A Semantic Expression (SE) is associated with each relationship. Considering relationships with an informal expression (in natural language), it is the expert’s role to decide whether to keep or not the correspondence depending on the expression associated to the relationships. On the contrary, the condition body of relationships with a formal expression, has to be executed. The condition body execution requires a language interpreter of the code in which it is written (a Java Virtual Machine (JVM) in our case). We discuss in the following the formal expression of the condition, depending on whether it is described in a model-based or ontology-based format (value of format in the Semantic Expression model - Figure 10). In case relationship’s semantics are expressed in an ontology-based format, a transformation to the model-based format is required.

According to MMC presented in Figure 12, the semantic expression associated to the Generalization and Aggregation relationships are based on models elements (their format value is equal to MBF). Their semantic expression is based respectively on isParentOf and isPartOf methods (cf. Appendix A). These method implementations are based on the generic thesaurus WordNet (Patil & Atique 2013) via its Java API called JAWS.

The following step aims at executing the actions associated with each expression. The relationships Similarity and Play have in their conditions body, a method called SameAS. This function, described in Appendix A.1, retrieves data from a domain ontology using an API called OWL. If there is no domain ontology for the studied domain or if the desired elements are not represented in it, we use a generic thesaurus. Like in MBF format, we chose to use the Java Wordnet API: WS4J (Shima 2013). The similarity computation is performed using a measure based on the information content described by Lin (D. Lin 1998). According to (Gomaa & Fahmy 2013), it is one of the most used techniques. The implementation of other measures are available in (Meoli 2018) depending on the need for example :HSO (Hirst & St-Onge 1998), LCH (Leacock & Chodorow 1998), LESH (Banerjee & Pedersen 2002), etc.

If no result is found, the SameAS method uses an implementation of the levenshteinDistance method, which measures the effort to transform a string into another one. This method is
The life cycles of the elements (components) depend on when necessary, the description of an LLC with required functionalities to accurately specify the relationship used in a correspondence. Indeed, LLCs created by propagation may not totally meet the expert’s needs. He or she may have to make choices about some actions to perform (Cariou et al. 2009), to preserve the desired properties or to add information about some correspondences.


to assist the expert and put in practice our approach, we have developed HMCS (Heterogeneous Matching and Consistency management Suite). It is a suite of plugins that gives stakeholders two core features. The first one concerns the matching of heterogeneous models. The second one addresses the management of inconsistencies when models evolve. This part is not addressed in this paper. For more information about it, please refer to (El Hamlaoui, Ebersold, Coulette, et al. 2014).

In this section we illustrate the semi-automatic creation of M1C that contains the correspondences between the 3 models of CMS. The architecture of HMCS (Figure 19) is based on a set of modules (AMT, RT, etc.) developed using the following Frameworks: EMF, KOMMA, GMF, Xtext, JET, EMFCollab, TwoUse and CDO.

The Matching Tool (MT) is provided as an Eclipse plugin. As shown in Figure 20, it includes four modules represented by gears, namely: AMT (Assisted Matching Tool), RT (Refining Tool), M2T (Model To Text) and T2M (Text To Model). AMT takes as input the meta-models of the application domain as well as MMC. To be suitable for different uses, AMT module produces as output a correspondence model in textual (sample.m2cT) or graphical (sample.m2cG) form depending on the expert’s needs. It must be noted that the two representations are synchronized, meaning that the expert may start by exploiting the graphical representation and continue on the same model of correspondences with the textual representation and vice versa. This is achieved through the M2T and T2M modules. The first module serializes sample.m2cG, through JET technology, in order to produce sample.m2cT. The second module aims at recovering the graphical model by parsing the textual implementation. The implementation of T2M has been done in Java, based on model management libraries. RT takes M2C as input as well as models conform to the previously used meta-models in order to produce the M1C.

5.2. Application to the CMS

Before starting the creation of the correspondence model, MMC may have to be specialized in order to add some relationships specific to the CMS domain. Within this context, the Contribution relationship for example is one of the relationships that have been added to MMC’s kernel through the Extend MMC action (Figure 21). As presented in framed parts of the graphical editor on Figure 22, to create the M2C model, the expert chooses the meta-models and their meta-elements that describe the business domains (1).
Once a meta-model is selected (persistence.ecore and software_design.ecore in Figure 22), the list of its meta-elements (instances of Ecore EClass) is loaded. The expert distinguishes source meta-elements (2) from target meta-elements (3) according to the meaning of the relationship that links them and which is specified in (4). When all elements are identified, a correspondence can be created via the Apply button. The involved meta-elements and their meta-models respect the expression \( \text{P} = \text{Meta-element} \in \text{Meta-model} \) while the correspondence
display respects the expression: "Relationship (P(_P)*,P(_P)*)" (5).

Figure 23 shows an example of the M2C in the textual editor.

Once all the HLCs are created, the expert can click on the save button in the file menu, which leads to the creation of the correspondence model M2C presented in Figure 24 (two representations: one tabular and the other detailed). Once M2C is built, it goes through a process of refinement (Figure 25) to generate the Low Level Correspondences: firstly, the Reproduction operation (1) generates the cartesian product of the whole HLCs (as described in section 4.2.1), then the operation of Selection (2) permits to keep the correspondences that satisfy the semantics of their relationship's type only. It is possible to get information about the type (meta-element) of each model element, to know the model to which it belongs as well as the meta-model to which this latter conforms to. The expert can save the resulting M1C model if the results of the refinement operation are satisfying, otherwise he or she can start the extension operation (as described in section 4.3).

6. Evaluation

To evaluate HMCS tool, the expert establishes a golden model, i.e., a model of correspondences manually obtained after analyzing the source models, the expert stores in this model LLCs deemed important to have a global and consistent view on the models. After that, a comparison between this golden model and LLCs automatically produced by the tool was performed. In this comparison, we analyzed the number of true positives (TP), true negatives (TN), false positives (FP) and false negatives (FN) using precision, recall, f-measure and coverage metrics. Table 1 shows the evaluation in terms of these metrics for the CMS system whereas Table 2 summarizes the results of this evaluation for another case study concerning an Emergency department (El Hamlaoui et al. 2016). (Notice that the evaluation is restricted to relationships that have several occurrences in M1C). The golden model of CMS system contains 27 LLCs: 16 using a similarity relationship, 4 using an aggregation relationship and 7 using a Contribution relationship while the model of correspondences produced by the tool for this system contains 14 LLCs using the similarity relationship (12 of these LLCs are true positives), 6 LLCs using the aggregation relationship (3 of them are TP) and 10 LLCs using the contribution relationship (7 are TP).

The precision metric is the ratio of correctly found correspondences (TP) over the total number of returned correspondences (TP + FP).

The recall presents the ratio of correctly found correspondences (TP) over the number of correspondences in the golden model (TP + FN).

The f-measure is the harmonic mean of precision and recall.

The coverage rate is the number of M1C elements involved in a relationship divided by the total number of elements involved in the M1C.

Table 1 Metric evaluation for the CMS case study

| Relationship | Precision | Recall | F-measure | Coverage |
|--------------|-----------|--------|-----------|----------|
| Similarity   | 0.86      | 0.75   | 0.8       | 0.52     |
| Aggregation  | 0.5       | 0.75   | 0.6       | 0.19     |
| Contribution | 0.7       | 1      | 0.82      | 0.16     |

Table 2 Metric evaluation for the ED case study

| Relationship | Precision | Recall | F-measure | Coverage |
|--------------|-----------|--------|-----------|----------|
| Similarity   | 0.5       | 0.42   | 0.46      | 0.37     |
| Generalization | 1        | 0.5    | 0.67      | 0.21     |
| Induction    | 0.5       | 0.33   | 0.4       | 0.32     |
| Deduction    | 0         | 0      | 0         | 0.10     |

The gap in precision and recall values between the two case studies for the similarity relationship shows that the performances of HMCS tool matching depends on the data dictionaries used in the relationships’ semantics. Precision and recall of the similarity relationship are impacted by the structure of the

---

2 ED system has a similar complexity as the CMS. Its models have an average size of 45 concepts. It has 7 approved HLCs: the reproduction of these latter at the model level produces approximately 6200 LLCs and the semantic filtering has kept around 30 LLCs.
Figure 22 Graphical editor for M2C creation

Figure 23 Textual editor for M2C creation

Align heterogeneous models of a complex system
EER model fields which are compound words. In fact, terminological choices and syntactic construction of models’ elements may impact the matching. Similarly, operations from the organizational model are written as verbal sentences, therefore it may be difficult to find this structure in a reference ontology. This explains the low rate of precision and recall of the induction.
relationship.

Hence, we intend to integrate a pre-processing phase to manage compound names and sentences structure to mitigate the impact of syntactical constructs on the performance of the tool during the matching.

7. Related work

Several research works related to models matching have been discussed in the literature. In (Pfeiffer & Waśowski 2015) and (Cicchetti et al. 2019), authors propose two feature models describing concepts required when dealing with multi-view and intermodel consistency. In this section, we use three characteristics from these feature models to evaluate the related works: input artefacts, proposed relationships and produced correspondences. Input artefacts can be characterized according to (1) their number (two or more) and (2) their heterogeneity. Proposed relationships can be either fixed, free or else domain specific. They are fixed when only a set of relationships is allowed (e.g., similarity, equivalence) and they are domain specific when they are associated to an application domain. Produced correspondences can be characterized according to (1) their arity (binary vs n-airy with n≥3) and (2) the possibility to keep them permanently.

In AMW ((Del Fabro et al. 2005), (Del Fabro & Valduriez 2007)), the authors describe a language that allows using M2M transformations for model comparison. These transformations produce a model of correspondences in the form of a weaving model. However, AMW can be used only when source and target model are very similar and requires that developers add extensions to the meta-model to define relationships, even for the obvious ones (e.g. similarity). Moreover according to (Kolovos 2009) used transformations are generally verbose since M2M languages do not provide customized constructs for model comparison. To optimize the representation of a composed model, the authors of the same team propose a model virtualization technique (VirtualEMF) (Clasen et al. 2011). Such technique may be useful for implementing models tracing and impacts calculation in case of source models evolution. As an extension to AMW, AtlanMod Matching Language (Garcés et al. 2009) proposes a DSL to express matching heuristics defined as transformation rules. It allows combining these heuristics as chains of model transformations in order to produce a weaving model. However, heuristics concern only similarity relationships. Always based on AMW, (Jouault et al. 2010) proposes a framework for model matching. It establishes both links among models and their respective elements by combining the components AMW and AM3 of the AMMA toolkit (AtlanMod Model Management Architecture). This approach considers only two input models simultaneously and produced correspondences do not have precise semantics so it is not easy neither to detect them nor to verify their correctness by the end of the matching. The correspondences are stored into a model of correspondences that may be seen as a megamodel in the sense of (Bézivin et al. 2004) whose elements are source models’ elements and links between elements represent relationships between the models.

EMFCompare (Brun & Pierantonio 2008) calculates the correspondences on the basis of the similarity relationship. The matching engine is based on heuristics and elements are compared using several metrics including: similarity of name, content type and relationship. The values returned vary from 0 to 1, which will be pooled together to obtain overall similarity values. In the same context, DSMDiff (Y. Lin et al. 2007), extension of the work described in (Xing & Stroulia 2005) that uses name and structural similarities to identify the correspondences between UML models, adopted the same calculation techniques but in a larger context (i.e. different DSLs are supported thanks to GME (Generic Modelling Environment)). Both approaches use only similarity and do not exploit other relationships.

The AgreementMaker system (Cruz et al. 2009) is an extensible framework for matching real world schemas and ontologies, the matching process is divided into two main modules. Firstly, similarity computation in which each concept of the source ontology is compared with all the concepts of the target ontology. Secondly, mappings selection in which the matrix is scanned to select only the best mappings according to a given threshold and to the cardinality of the correspondences. This approach suits ontologies matching whereas it requires a transformation from the technological space of models to the one of ontologies in the case of model matching. In addition, it is not possible to express relationships other than similarity and equivalence.

In (Iovino et al. 2012), the authors propose a metamegamodel for managing the co-evolution of modeling artifacts. The GMM4EVO meta-model which stands for Global Model Management for managing co-EVOLUTION offers the possibility to specify relationships between models (and meta-models) and to navigate among them. By combining model weaving and megamodelling, the authors provide a generic infrastructure for managing the coevolution of modeling artifacts and for developing new adaptation techniques that can build on the provided infrastructure. Openflexo (Guychard et al. 2013; Golra et al. 2016) federates heterogeneous models into the same conceptual space through a virtual view that captures relationships and constraints. So far, there is no dedicated language to specify these relationships, so they are almost established manually by an expert, which may be tedious and error-prone. In (Dolques et al. 2011), authors propose a semi-automatic matching approach for discovering links between source and target models. They suppose that the target model results from a transformation of the source model. So, they extend the Anchor-Prompt approach to discover the pairs of elements for which there is a strong assumption of matching. In (Saada et al. 2014), the researchers propose a model matching approach, which adapts the NSGA-II algorithm (Deb et al. 2002) to explore the space of matching possibilities between the source and target model elements: the source model is fragmented using the minimal cardinalities of its meta-model and some defined OCL constraints. Then, for each fragment in the source model, the list of candidate corresponding fragments in the target model is searched. This approach uses the lexical tool TreeTagger (Schmid 1999), (Schmid 2013) to solve the problem of vocabulary between models. In (Atkinson et al. 2013), the authors present the foundations for the construction of a global view called SUM (Single Underlying Model). SUM is responsible for storing all known information...
about the system with minimal redundancy, while the views are responsible for editing chosen projections of this information. The approach is similar to ours as it presents three ontological levels O0, O1 and O2. O0 defines types of relation (similar to MMC). O1 and O2 contain respectively High Level Correspondences (similar to M2C) and Low Level Correspondences (similar to M1C). However, so far, the authors present only the foundation for realizing the SUM. There is no explanation neither on how to create the relationships nor on the semantics assigned to them. Also, there is no clarification on how the correspondences in O1 and O2 are established. Authors of (Vanherpen et al. 2016) propose an ontological framework to define interrelationships between different viewpoints of a cyber-physical system (CPS). They introduce the notion of ontological properties (i.e. the domain properties considered critical in the translation of requirements to view-specific properties). Due to overlap in requirements, some ontological properties will be shared and/or will influence each other such that the related view-specific properties will be shared or influenced as well. Therefore, the proposed framework links the ontological properties and defines a satisfactory function for each of them. This function takes into consideration the view-specific properties that affect the ontological property. This approach relies on stakeholders’ efforts to first define the ontological properties and then to associate a satisfactory function to them. EMF Views (Bruneliere et al. 2015) allows for the building of a view on a set of interrelated heterogeneous models using various types of link. However, this view is read-only. The authors use NeoEMF (Daniel et al. 2017) and Connected Data Objects (CDO) to provide lazy loading techniques and access and load model elements efficiently. They also use different persistence frameworks to allow for benefiting from different persistence capabilities (e.g graph, relational) (Bruneliere et al. 2018).

Table 3 summarizes the comparison of the presented approaches. In general, the studied matching approaches have shortcomings at two steps of the matching process: before and after the creation of the model of correspondences. Regarding the first step, we can notice the lack of balance between the ability to express correspondences and their reusability. Existing approaches are based mainly on only one of these criteria since reusability comes at the price of less expressiveness and vice versa. Moreover, the presented approaches may be divided in two categories: those that consider only direct mapping (fixed relationships i.e similarity and equivalence between models) and those that seek sound and precise dependencies among models. Work in the context of this second perspective is still undergone. Our approach perfectly meets this need. In fact, it offers a generic and extensible semi-automatic solution for model matching. On the other hand, the studied related approaches manage only binary correspondences and therefore cannot establish complex n-ary ones relating a model element to any set of elements belonging to other models. Concerning the second step, we can note that some approaches do not keep the correspondences permanently, which means the matching have to be performed each time. This may be time consuming especially for n-ary correspondences. Also, approaches based on model transformations produce a model of correspondences between each pair of input models; so, for n input models, \( \binom{n}{2} \) models of correspondences must be created, which leads to a large number of separate models without any connection between them and makes their management very difficult and almost impossible to automate. In our approach, we produce a unique model of correspondences relating input models.

Note that in this literature review, we dealt with two-level approaches, i.e., approaches that only manage two meta-levels at a time (metamodels and models) while AHM in fact can be applied in multilevel scenarios when it is allowed to work with models at any number of meta-levels simultaneously (Lara et al. 2014; Carvalho & Almeida 2018). Thus, the matching could be advantageous for this type of systems, and the HLCs defined in a meta-level can be propagated to the instances of several meta-levels below (instead of just the ones at the next level).

8. Discussion

With respect to the proposition described in the previous sections, there are some issues to be discussed.

An important issue, common to all multi-modeling approaches, concerns the definition of relationships’ semantics used in the correspondences. In our approach, this is performed by the (integrator) expert by using the semantic expression DSL we proposed: SED. It allows for the expression of the meaning of each relationship as well as it serves as a filter during the selection phase of the refining by propagation. However, some semantic expressions are specified in a semi-formal language. One could argue that a semi-formal expression may limit the automation of our matching process. It is true but it can be seen as an option offered to the integrator expert. This latter may first describe a semantic expression in a semi-formal language and then refine it in a more formal language. This (optional) progressive way of describing the semantics of relationships makes our approach flexible and conform to real projects modeling.

Another complementary issue is scalability. How may the number of correspondences increase when the system gets bigger? Is it manageable with our approach? The HLC correspondences are defined at the meta-model level by the integrator expert. Even if a tool assists the expert, the task is mainly manual. The maximum number of correspondences is given by the cartesian product of the sets of meta-elements of all meta-models, multiplied by the number of types of relationships. It may be large but if the separation of concerns is well done, the number of inter-models relationships should be not so big. It is still manageable by an expert since this task is performed once for a given application domain. Actually, in real case studies we led, we noticed that most of HLC are binary and few of them are meaningful compared to the theoretical maximum. Concerning the LLC correspondences established at the model level, their number may be much higher since models of a complex system may be big. Furthermore, this task must be done for each new system to model in a given application domain. To make this task scalable and reduce the expert’s work, we have proposed to automate several sub-tasks. Thus, the generation of a first set of LLC is produced via a propagation function composed of reproduction and selection sub-functions. The reproduction
Table 3 Summary comparison of matching approaches

| Approach            | Artefacts | Relationships | Correspondences |
|---------------------|-----------|---------------|-----------------|
|                     | >2        | Free          | Specific        | binary | n-ary | persistent |
| AMW                 | -         | +             | ~               | +      | +      | +          |
| VirtualEMF          | +         | +             | ~               | +      | -      | +          |
| AgreementMaker      | -         | +             | -               | +      | +      | +          |
| GMM4EVO             | +         | +             | ~               | +      | +      | +          |
| Openflexo           | +         | +             | +               | +      | -      | -          |
| EMF Views           | +         | +             | -               | -      | +      | -          |
| Dolques (Dolques et al. 2011) | -         | +             | -               | +      | -      | -          |
| Saada (Saada et al. 2014) | -         | +             | -               | -      | +      | -          |
| Atkinson (Atkinson et al. 2013) | +         | ~             | +               | +      | +      | -          |
| Vanherpen (Vanherpen et al. 2016) | +         | +             | +               | +      | +      | -          |
| AHM                 | +         | +             | -               | +      | +      | +          |

sub-function is completely automated whereas the selection sub-function is semi-automated. In this latter case, it is up to the expert to take the right decisions such as keeping or removing a correspondence.

More generally we assume in our approach that semi-automatic tasks are performed by an expert having a global understanding of the various models and hence of the underlying business domains. This assumption makes the process dependent on the domain’s expert and therefore relatively centralized. For instance, the expert is in charge of checking whether the MMC contains all needed relationships for a new studied domain. Throughout the HMCS tool, he or she is responsible for adding appropriate semantics, defining correspondences between meta-elements and removing some invalid correspondences generated at model level. These tasks may be tedious and difficult to perform by a single person. A more realistic approach in the context of complex systems would be to consider that the expert might ask models’ designers to clarify the scope or meaning of an element and to help deciding whether to keep or not a correspondence, particularly when the semantics is expressed in natural language. In other words we can affirm that non automatable tasks of the matching process are intrinsically collaborative ones. For example, a given correspondence should be identified by the expert and model designers concerned by model elements involved in the correspondence; removing an LLC may require a decision (including a vote) taken by several stakeholders. In this purpose, we have conducted a work to support collaboration, especially collective decision making, in the matching process (Bennani et al. 2018).

9. Conclusion and perspectives

Our main research topic addresses the matching of interrelated heterogeneous models in the context of complex system development. Thereby, we are interested in establishing correspondences between heterogeneous models described through different DSLs used in a given application domain. In this paper, we first have proposed an heterogeneous matching process that relies on a correspondences meta-model (MMC) providing several advantages listed below:

- Commonality: MMC provides "generic" concepts, common to all application domains. It defines the most conventional relationships. Examples giving similarity, present in the majority of studied approaches, and the relationships that all UML users are familiar with,
- Variability: MMC can be extended depending on the peculiarities of the studied domain in order to support specific relationships. This is accomplished through specialization of the DSR meta-class,
- Flexibility: Thanks to flexibility at the conceptual level, MMC can relate several models (through their model elements) and express n-ary cardinality for each possible correspondence,
- Lightweight: Two models of correspondences are instantiated from MMC. M1C at model level and M2C at metamodel level. Both M1C and M2C are built in a virtual manner (as introduced in (Clasen et al. 2011)) as they only contain elements accessible through references.

Secondly, we have described the refining mechanism used to
produce the needed model of correspondences.

Finally, to minimize the integrator expert’s work, we show how AHM provides the possibility to describe relationships semantics through a specific language (SED).

The model of correspondences can be used for different purposes. Firstly, it allows for having a global view on the system (Figure 1). Each stakeholder has not only a view on his own model but also a light view on the other models through the model of correspondences. This model uses the virtualization mechanism for accessing the elements used in the various cor-
respondences. Secondly, it can be used for interoperability allowing different stakeholders to exchange information and exploit them especially since it reinforces the semantics associated to the system via the dedicated DSL. Thirdly, through the model of correspondences, that we can consider as a PIM (Platform Independent Model) and by using the M2M and M2T Frameworks, it is possible to generate code (depending on the associated PDM (Platform Dependent Model)), for instance, database schema of the system, whole domain application code in Java, etc. Last, one of the important features of the model of correspondences, presented in (El Hamlaoui, Ebersold, Coulette, et al. 2014), is to facilitate the management of models consistency when one or several models evolve.

To tackle issues mentioned in the discussion section and enhance AHM, several works are in progress. Firstly, we are working on the improvement of the refining formalization to represent the global matrix bypassing the fusion of each HLC matrices. For this, we are exploiting the use of edge-colored multigraphs (Águeda et al. 2011), to take into account the fact that a couple of nodes (elements) can be connected with several edges (relationships) of different natures. Secondly, to facilitate the choice in case of large quantity of correspondences, we are also planning to add a measure (to be built) indicating the probability of keeping a correspondence.

Besides, the model of correspondences can be used to manage model consistency (synchronization) when source models evolve. Changes in one or several source models are automatically detected and a semi-automated process is performed to update the related correspondence model (M1C), calculate impacts of changes in the other models, and take decisions about effective changes to do. We are exploring this track whose principles are described in (El Hamlaoui, Ebersold, Coulette, et al. 2014).

Another track of improvement is to lead more experiments on real industrial projects. We have already applied our approach on significant case studies but it would worth going further. The idea is to get more feedbacks based on experiments conducted using evaluation metrics. This work will be conducted with users having skills in system modeling, once the alpha tests of our tool performed and its collaborative version finalized.
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Appendices

A. Semantic expressions

In the following sections, we present the proposed implementation of the different methods used for the CMS system.

A.1. sameAs

Listing 1 code of sameAs method

```java
public boolean sameAs(String element) {
    OWLOntologyManager manager = OWLManager.createOWLOntologyManager();
    // load the ontology to be impolated
    OWLOntology kb = manager.loadOntologyFromOntologyDocument(new StringDocumentSource(f));
    if (kb != null) {
        for (OWLAxiom ax : kb.getAxioms()) {
            if (ax.getSignature() != null) {
                if (e.getTerm().equals(this))
                    e.getTerm().equals(element)
                if (e.getTerm().equals(this))
                    e.getTerm().equals(element)
            }
        }
    }
    if (state) return true;
}
```

A.2. isParentOf

Listing 2 code of isParent method

```java
public boolean isParentOf(String element) {
    WordNetDatabase database = WordNetDatabase.getFileInstance();
    ArrayList<String> hyponyms = new ArrayList<String>();
    NounSet nounS = (NounSet)
    if (hyponyms.contains(element)) return true;
    return false;
}
```

A.3. isPartOf

Listing 3 code of isPartOf method

```java
public boolean isPartOf(String element) {
    WordNetDatabase database = WordNetDatabase.getFileInstance();
    ArrayList<String> hyponyms = new ArrayList<String>();
    NounSet nounS = (NounSet)
    if (hyponyms.contains(element)) return true;
    return false;
}
```

A.4. contain

Listing 4 code of contain method

```java
public boolean contain(String sentence) {
    if (sentence.length() > 0) {
        for (int i = 0; i < sentence.length(); i++)
            if (this.contains(sentence.substring(i, i + 1))) return true;
        return false;
    }
    return false;
}
```
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