Sensor Data Fusion for a Mobile Robot Using Neural Networks
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Abstract: Mobile robots must be capable to obtain an accurate map of their surroundings to move within it. To detect different materials that might be undetectable to one sensor but not others it is necessary to construct at least a two-sensor fusion scheme. With this, it is possible to generate a 2D occupancy map in which glass obstacles are identified. An artificial neural network is used to fuse data from a tri-sensor (RealSense Stereo camera, 2D 360° LiDAR, and Ultrasonic Sensors) setup capable of detecting glass and other materials typically found in indoor environments that may or may not be visible to traditional 2D LiDAR sensors, hence the expression improved LiDAR. A preprocessing scheme is implemented to filter all the outliers, project a 3D pointcloud to a 2D plane and adjust distance data. With a Neural Network as a data fusion algorithm, we integrate all the information into a single, more accurate distance-to-obstacle reading to finally generate a 2D Occupancy Grid Map (OGM) that considers all sensors information. The Robotis Turtlebot3 Waffle Pi robot is used as the experimental platform to conduct experiments given the different fusion strategies. Test results show that with such a fusion algorithm, it is possible to detect glass and other obstacles with an estimated root-mean-square error (RMSE) of 3 cm with multiple fusion strategies.
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1. Introduction

Sensor data fusion is a crucial task to process information from a multiple sensor set up in a mobile robot [1]. Multiple distance measurement devices with different sensing technologies (2D Laser Imaging Detection and Ranging (LiDAR), Stereo Camera, and Ultrasonic Sensors) in the same robotic platform allow the detection of a wider range of obstacle types. However, this approach requires a computationally expensive (for a mobile robot central processing unit (CPU)) data fusion algorithm to merge the distance readings from all sensors into a single reliable and accurate distance to obstacle measurement.

Sensor data fusion for mobile applications is varied, but in most cases, the approach used will be the determining factor regarding the outcome quality of the system. It is also the most differentiating factor between fusion strategies [2]. Outcome quality can be determined by comparing real-time capability, RMSE of the data output, physical implementation, and reproducibility of the experimental platform. Fusion strategies can be based on: probabilistic approach such as Factor graphs [3], extended Kalman Filters [4], Bayesian methods [5], and Particle Filters [6] or it can be based on artificial intelligence such as Neural Networks (NN) [7] or Fuzzy Logic [8,9]. Some of the most common approaches are Kalman Filters and NN with a wide range of implementation configurations [10–12]. Extended Kalman Filters [13] were used by Dobrev, Gulden, and Vossiek to improve an indoor positioning system using multi-modal sensor fusion for service robots’ applications.
This implementation requires a fixed in placed sensor infrastructure and laser scanner measurement errors were up to 30 cm in the presence of glass doors. Jing et al. [14] implemented a multi-sensor data fusion method for fault diagnosis of a planetary gearbox. They fused vibration, acoustic, electric current, instantaneous angular speed signals and were able to learn the features at different fusion levels using Deep Convolutional Neural Networks (DCNN), Back Propagation Neural Networks (BPNN), and a support vector machine decision-making algorithm. While this comprehensive report shows better results for DCNN, BPNN is not far behind in the data fusion level. A data fusion contest [15] for processing High-Resolution LiDAR and RGB data of outdoor aerial photography involving water, trees, cars, and boats shows that the complement of RGB and LiDAR with Deep Neural Networks (DNN) was the best approach. Hua et al. [16] used a Laser Range Finder (LRF) and a digital camera as data generators for an Artificial Neural Network (ANN) with a standard backpropagation algorithm that outputs the speed and steers values for the navigation of an intelligent wheelchair. Their results are consistent with the previous state of the art related work. The main cause for measurement error in mobile navigation and localization is the inability to detect certain obstacles due to the physical nature of the obstacle. Mancini et al. [17] implemented an embedded multisensory system for a safe point-to-point navigation system where a LiDAR and dual sonars were tested at detecting obstacles. Their experiments show that by using an estimation of threat algorithm, they can detect more obstacles with the fusion strategy than the individual sensor’s output. Buonocore et al. [6] used three sensing technologies: a vision sensor, an infrared sensor, and a sonar sensor, which were fused using an extended Kalman Filter on the occupancy grid maps generated. Li et al. [18] used a fiducial feature extraction to fuse a 3D occupancy map out of a 2D LiDAR and a camera data streams. The authors of [19] propose an approach for autonomous navigation of mobile robots in faulty situations where the main objective is to extend the fault tolerance strategy to simultaneous localization and mapping in presence of sensor or software faults in the data fusion process. The proposed approach is based on the extended Kalman filter for simultaneous localization and mapping when an absolute localization sensor is available, and the experiments are performed employing an omnidrive mobile robot, equipped with embedded sensors, namely: wheel encoders, gyroscope, two laser rangefinders, and an external sensor for the absolute position (indoor global positioning system). The obtained results demonstrate the effectiveness of the proposed approach where it was found that its fault tolerance performance is based essentially on the selected residuals and the values of the fault detection thresholds to be used for fault detection and isolation. Sasiadek and Hartana [20] present the data fusion system for mobile robot navigation, where the odometry and sonar signals are fused using Extended Kalman Filter (EKF) and Adaptive Fuzzy Logic System (AFLS). The AFLS was used to adapt the gain and therefore prevent the Kalman filter divergence. The fused signal is more accurate than any of the original signals considered separately. The enhanced, more accurate signal is used to guide and navigate the robot. The authors of [21] propose a holonomic mobile platform to detect and follow targets, moving on the ground, in an indoor environment. Using multi-sensor data flow, the control algorithm can localize the target object by its shape and follow it. The robot will maintain the desired orientation and distance while following the target. Additionally, the mobile platform has also a fully manual control mode option and is able to recognize human gesture commands. Finally, a novel approach presented by Tibebu et al. [22] uses the variation of range measurements between neighboring pointclouds using a two-step filter.

In this article, a 2D LiDAR system was developed with the improved capability to detect glass and other obstacles in a 3D environment by fusing data between three main sensing technologies in a mobile robot platform. We seek to increase the number of obstacle materials that the mobile robot can detect with the same mapping run without adding infrastructure to the working environment. Thus, decreasing the error in navigation and localization of the robot. Our sensor setup can detect a wide range of surfaces at different heights such as glass, concrete, wood, aluminum among others regardless of
the interior lighting condition. The first step in the data fusion consists of preprocessing the raw sensor signals to avoid extreme outliers in the dataset. This issue is particularly common with the ultrasonic sensors, for which a Kalman Filter was implemented [4,23]. The data generated from the LiDAR and the stereo camera are preprocessed to discard the distance measurements outside of the FoV (Field of View) of the stereo camera. Secondly, a homogeneous transformation matrix is computed using the ROS infrastructure to make sure the obstacles appear in the same direction to all sensors. The third step consists of generating the data to train the neural network. Fourth, the neural network with an ADAM Optimizer as training algorithm [24], and a Rectified Linear Unit (ReLu) activation function which is reported in [25,26] to have good behavior on non-linear data. The weights of the trained NN are saved as a .h5 file with the main structure of the network so that it can be imported and used in real time processing. Three field experiments were conducted to verify the RMSE of the distance measurements with the presence of glass, and other obstacles and compare a LiDAR-Camera-Sonar (LCS) fusion strategy with a LiDAR-Sonar (LS) fusion strategy and a sole LiDAR strategy. Results show that for both fusion strategies the RMSE is between two and three cm while the individual LiDAR readily available and most common approach for SLAM presents an RMSE of over two meters.

The rest of the paper is composed of the materials and methods with the main concepts in Section 2 and the experimental setup in Section 3. The results are in Section 4 and conclusions in Section 5.

2. Materials and Methods

Data fusion strategies can be classified according to different criteria such as architecture, input-output structure, type of data to fuse, among others. In this case, we have a centralized architecture with a redundant approach and distance data as input and output. Given the varied nature of the working principles for the sensors that function as the input data source, different processing methods were required to start the data fusion process.

2.1. Ultrasonic Sensor

The ultrasonic sensor or sonar is one of the most common inexpensive types of sensors for mobile robots. Its principle of operation relies on the speed of the sound wave. This type of sensor suffers from high dispersion values between measurements. A preprocessing stage with both a median and a Kalman filter are applied to the ultrasonic sensor measurements. The median filter removes sudden spikes in measurement values without upsetting the Kalman Filter stabilization stage [27]. Abundant Kalman Filter implementations for sensing devices are presented by [4,27,28] which present a reference guide as to the numeric constant variables required to initialize the filter. However, these values need to be manually adjusted to achieve the desired behavior of the filter. The data acquisition strategy and workflow are presented in Figure 1. From Figure 1 we can conclude that a total of 15 measurements are taken before applying the median filter or the Kalman Filter, thus improving measurement accuracy.

Since the ultrasonic sensor does not have angular resolution, that is, only one measurement regardless of the position of the obstacle within the range cone. The same distance measurement is applied to all the angular positions of the range cone for that specific sensor. Kalman Filter

The discrete Kalman Filter algorithm used can perform the recursive estimation of the state of the dynamic behavior of a system even when the model of the dynamic system is not well known [27]. So, the algorithm formulation is designed to work in time intervals. The algorithm itself has two stages: prediction (Equations (1) and (2)) and correction (Equations (3)–(5)). In the prediction stage \( \hat{\mathbf{x}}_k^{(-)} \) is a priori state estimated for the posteriori state \( \hat{\mathbf{x}}_k \) and \( P_k^{(-)} \) is the covariance matrix a priori of the error estimation. \( Q \) is
the process covariance matrix. In all the Kalman Filter equations, the symbol (−) refers to “a priori” state.

\[
\dot{x}_k(−) = F\dot{x}_{k-1} + Bu_{k-1} \quad (1)
\]

\[
P_k(−) = FP_{k-1}F^T + Q \quad (2)
\]

\[
K_k = P_k(−)H^T (HP_k(−)H^T + R)^{-1} \quad (3)
\]

\[
\hat{x}_k = \hat{x}_k(−) + K_k(z_k - H\hat{x}_k(−)) \quad (4)
\]

\[
P_k = P_k(−)(I - K_kH) \quad (5)
\]
In Table 1 the numerical constants in the Kalman filter algorithm are employed along with the fine-tuned Q and R constants. Numerical values from Table 1 are substituted in Equations (1)–(5) and both stages are executed continuously to generate the estimated value of the measurement. Variable \( \hat{x}_k^{(-)} \) and \( P_k^{(-)} \) are declared initially with an arbitrary value to function as the initial value of the state estimation. With each update run, these variables acquire a more accurate state estimation.

Table 1. Kalman Filter variables and initial values.

| Variable Name       | Representation | Initial Value |
|---------------------|----------------|---------------|
| State vector        | \( x_k \in \mathbb{R}^n \) | -             |
| Feedback            | \( u_k \in \mathbb{R}^l \) | -             |
| Measurement         | \( z_k \in \mathbb{R}^m \) | -             |
| Constant Matrix State | \( F \in \mathbb{R}^{nxn} \) | [1]           |
| Feedback            | \( R \in \mathbb{R}^{nsl} \) | [0]           |
| Measurement         | \( H \in \mathbb{R}^{mxn} \) | [1]           |
| Noise covariance of matrix | Q | 0.1           |
| Covariance measurement. | R | 0.4           |
| A priori state estimation | \( \hat{x}_k^{(-)} \) | [1]           |
| Covariance matrix a priori | \( P_k^{(-)} \) | [1]           |

2.2. Stereo Camera

Stereo or 3D Cameras operate using the same principle as the human eye. In which, there are two individual lenses separated by a known distance. Depth information is found by calculating disparities between the images from the two visual points.

The stereo camera provides its data in pointcloud or sparse data format. To correctly interpret the relevant information of the image, a conversion between sparse to dense data format is in place. So, the XYZ coordinates need to be extracted using ROS numpy infrastructure. In this way, each detected pixel in the image has a numerical distance coordinate assigned to it. From the XYZ points, we perform a 3D to 2D simple orthographic parallel projection, where we only use the coordinates that represent an obstacle to the robot (From the ground to 1 cm above the LiDAR. By doing this, we discard not useful information and reduce the number of points to transform to a fraction of the original value.

A simple parallel orthographic projection onto the plane \( z \) can be defined as:

\[
P = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{bmatrix}
\]

For each point \( v = (V_x, V_y, V_z) \) we project from the 3D space, the transformed point \( Pv \) in a 2D space is:

\[
Pv = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{bmatrix} \begin{bmatrix} v_x \\ v_y \\ v_z \end{bmatrix} = \begin{bmatrix} \tilde{v}_x \\ \tilde{v}_y \\ 0 \end{bmatrix} \quad \exists \ 3 \text{ cm} \geq v_z \geq -8 \text{ cm}
\]

A visual representation of point projections in different planes can be analyzed in Figure 2.

2.3. LiDAR

The LiDAR technology also relies on the time of travel approach to detect the distance to the nearest obstacle. Moreover, since the emitting source is a beam of light, the sensor is very accurate at detecting the direction of the obstacle if the material of the obstacle does not refract the light beam. Additional adjustments are in place to the LiDAR data stream. Instead of measuring all 360° in a 2D configuration, only points facing in the same direction
as the camera and sonar will be considered for the fusion strategy. The remainder of the points are directly passed on to complete the construction of the OGM without being fused.

2.3. LiDAR

Figure 2. 3D to 2D parallel orthographic projection.

2.4. Homogeneous Transformation Matrices

Since all the sensors from Sections 2.1–2.3 transmit the data w.r.t their respective coordinate frames, a network of homogeneous transformation matrices needs to be computed to the “base_link” (Principal) frame of the Turtlebot3. The rotation and translation transformations numerical values were obtained with manual measurements of the sensor placement in the robot. These are accessed in the ROS ecosystem to ensure all sensors are measuring w.r.t the LiDAR reference frame.

As with almost any robot with more than 1 degree of freedom, homogeneous transformation matrices can be used to represent a point w.r.t another reference frame. In our case, allowing the data from all the different sensors to be numerically represented w.r.t the LiDAR reference frame, even though they are all physically placed in different positions. These calculations are possible by following the Special Euclidean Group SE in Equation (8), states:

\[
T = \begin{bmatrix} R & p \\ 0 & 1 \end{bmatrix} = \begin{bmatrix} r_{11} & r_{12} & r_{13} & p_1 \\ r_{21} & r_{22} & r_{23} & p_2 \\ r_{31} & r_{32} & r_{33} & p_3 \\ 0 & 0 & 0 & 1 \end{bmatrix} \quad \exists R \in SO(3), \, \mathbb{R}^3
\]

where the \( R \) matrix represents the rotation between two different frames and the \( p \) vector represents the direction of the translation between the two different frames. Together they form the homogeneous transformation matrix. The rotation matrix changes depending on the axis around which the rotation takes place.

\[
R_x(\alpha) = \begin{bmatrix} 1 & 0 & 0 \\ 0 & \cos \alpha & -\sin \alpha \\ 0 & \sin \alpha & \cos \alpha \end{bmatrix}
\]

\[
R_y(\beta) = \begin{bmatrix} \cos \beta & 0 & \sin \beta \\ 0 & 1 & 0 \\ -\sin \beta & 0 & \cos \beta \end{bmatrix}
\]

\[
R_z(\gamma) = \begin{bmatrix} \cos \gamma & -\sin \gamma & 0 \\ \sin \gamma & \cos \gamma & 0 \\ 0 & 0 & 1 \end{bmatrix}
\]

Note, how the Euler angles change depending on the axis around which the rotation takes place in Equations (9)–(11).
The Turtlebot3 robot has a base_link reference frame which serves as a reference frame for all the sensors attached to the robot. So, later within the ROS infrastructure, a homogeneous transformation matrix between sensors can be automatically calculated by the tf2_ros node of type static_transform_publisher. Find the homogeneous transformation matrices with respect to the base_link in Equations (9)–(11) where all displacements are in meters and all rotations are in radians.

\[
T_{\text{baselink}\_\text{rightSonar}} = \begin{bmatrix}
0.9855847 & 0.1691824 & 0 & 0.085 \\
-0.1691824 & 0.9855847 & 0 & -0.08 \\
0 & 0 & 1 & 0.102 \\
0 & 0 & 0 & 1
\end{bmatrix}
\]

(12)

\[
T_{\text{baselink}\_\text{leftSonar}} = \begin{bmatrix}
0.9855847 & -0.1691824 & 0 & 0.085 \\
0.1691824 & 0.9855847 & 0 & 0.08 \\
0 & 0 & 1 & 0.102 \\
0 & 0 & 0 & 1
\end{bmatrix}
\]

(13)

\[
T_{\text{baselink}\_\text{D435RealSense}} = \begin{bmatrix}
0 & -1 & 0 & 0.06 \\
0 & 0 & -1 & 0.015 \\
1 & 0 & 0 & 0.12 \\
0 & 0 & 0 & 1
\end{bmatrix}
\]

(14)

Since the LiDAR sensor is already attached to the robot in the factory specified position, and the transformation information is embedded in the turtlebot3 libraries, its transformation matrix will be omitted.

2.5. Data Fusion

The data fusion most accepted definition is the Joint Directors Laboratory, which states that data fusion is a “multi-level process dealing with the association, correlation, combination of data and information from single and multiple sources to achieve refined position, identify estimates and complete and timely assessments of situations, threats and their significance” [1]. From this general definition, we can conclude that data fusion is a combination of data from single or multiple sources to obtain financially less expensive, higher quality, and more relevant information [2]. Even though a multiple sensors setup may indicate a higher cost compared to a single sensor setup, a 3D LiDAR can cost more than two times the combined cost of a 2D LiDAR, a digital camera, and an ultrasonic sensor altogether. Also, each sensor works using a specific working principle to detect certain materials in each environment. LiDARs are known to have difficulties locating glass and other surfaces in general where the light beam of the LiDAR refracts and does not return to the light emitter. This issue is corrected by adding ultrasonic sensors which can detect glass and refractive surfaces. However, the sonar does not have the angular resolution nor a good enough FoV to detect other obstacles that may be closer to the robot. So, we intend to exploit the best features of a specific sensor and use them to compensate for the drawbacks of the other sensor.

The methods and techniques employed to fuse data are diverse, so to organize them, it is possible to review them using the criteria shown in Table 2. The method used depends on the type of data to be fused and the computational capacity of the hardware where the fusion algorithms run, so it depends on the application.

Given the relationship between the input data sources, the type of fusion that best applies is redundant, since we want to measure the same variable (distance) using multiple sensors which will generate multiple datasets. We use raw data as input in our fusion approach since the first type of data to enter our model will not have any pre-processing done to it, other than the sensor drivers and plugins that convert the physical variable (Light or Sound) onto an electrical pulse. The output “fused” data can be considered a signal, although they are of the same units and data type as the input.
Table 2. Main Data fusion methods and techniques classification.

| No. Criteria | Detail                          | Topology                      |
|--------------|---------------------------------|-------------------------------|
| 1.           | Relation between the input data sources. | Complementary. Redundant. Cooperative. |
| 2.           | Type of employed data           | Raw measurements. Signals. Characteristics or decisions. |
| 3.           | Architecture type               | Centralized. Decentralized. Distributed. |

With a centralized data fusion architecture, the data for each sensor are preprocessed. Later, we align the information (Perform the homogeneous transformations) of the pose of each sensor with respect to the LiDAR. In the association section, we arrange the data and make it compatible with the neural network algorithm. Finally, in the estimation section, the NN estimates the real distance to the obstacle given the distance data for each sensor in the fusion working area.

2.6. Deep Feed forward Neural Networks

A DFFNN is a type of ANN that provides a powerful solution when trying to create an approximate model of a dataset capable of predicting an output given several inputs. Although a similar approximation can be made with a linear regression system, there are several constraints that the data needs to comply with to have a small RMSE [29]. The ANN can solve complex problems in various fields such as solving function approximations and generation of meaningful patterns [30].

In Figure 3 we have the basic structure of a Deep Feed Forward neural network with three input neurons, multiple hidden layers with multiple neurons, and a single output layer. The number of internal neurons on the hidden layer does not have to be of the same dimension as the input layer. The more complicated to analyze or diverse the dataset is, the more neurons are required in the hidden layers. Sometimes, multiple hidden layers with several dozen neurons are necessary to accurately represent a dataset [31].

Figure 3. Basic structure of the DFFNN used where each input corresponds to the distance data of each sensor per degree.
A Deep Feed Forward neural network is used since the complexity of the problem requires multiple inputs neurons and multiple hidden layers with many neurons per layer. This type of network was revitalized and used extensively from the 90’s onward, due to multiple breakthroughs in the training procedures and algorithms used to update the internal weights of each neuron.

Since ANNs are based on the biological structure of neurons in the brain, computations can be parallelized by adding hidden layers and being able to comprehend multiple complex structures. Each neuron represents a computational node, which activates when the input is strong enough and crosses a defined threshold [31]. The mathematical expression that handles the activation of the neuron is called the Activation Function. There are multiple activation functions widely used for linear and non-linear datasets. The type of function to use is highly dependent on the data structure of the specific application since the mathematical behavior of the function is different in each case scenario. ReLu activation function in Equation (15). If the input is positive, the output will be the input. If the input is negative, the output will be zero.

\[ g(x) = \begin{cases} 0, & x < 0 \\ x, & x \geq 0 \end{cases} \] (15)

The output generated by each neuron is calculated as the weighted sum of the weights of each input link. This value is calculated by:

\[ f(x) = w_0 \sum_{i=1}^{n} w_i x_i \] (16)

Then, each node will apply a ReLu activation function to the input \( f(x) \).

The estimation section of the data fusion strategy is conducted using an ANN algorithm with one input per sensor, multiple hidden layers, and an output neuron with the “determined distance” to each direction as shown in Figure 4. The NN was trained using an ADAM optimization algorithm and the activation function of choice for each layer is ReLu. The performance of the NN is measured using the RMSE value.

![Figure 4. Working principle of the DFFNN at a neuron level.](image)

2.6.1. Gradient Stochastic Descent Optimizer

The weight value of each link in the neural network dictates how well trained the network really is. In fact, by training the network, we adjust the weights so that they reflect the expected output more accurately by giving a lower score to the less significant values and a higher score to the more relevant ones.

The Adam optimizer is a newly developed algorithm for first-order gradient-based optimization of stochastic objective functions. It is based on adaptive estimates of lower order moments [32]. The goal of Adam is to find a set of parameters that minimize mean squared error, so it works with sparse gradients and naturally performs a form of step size annealing, see Figure 5. Chang [31] experiments with the effects of using different...
optimizers on a neural network and concludes that the Adam optimizer is simple to implement, is computationally efficient, and has small memory requirements so it works well in practice and has advantages over other stochastic optimization methods [24].

Figure 5. ADAM optimization algorithm workflow.

2.6.2. Neural Network Configuration

Since ANNs are based on the biological structure of neurons in the brain, computations can be paralleled by adding hidden layers and being able to comprehend multiple complex structures. Each neuron represents a computational node, which activates when the input is strong enough and crosses a defined threshold. There are multiple activation functions widely used for linear and non-linear datasets. The type of function to use is highly dependent on the data structure of the specific application since the mathematical behavior of the function is different in each case scenario.

Given the sparse nature of the data, a decay step was implemented to adjust the learning rate as the training through each epoch progressed. The input layer and all the hidden ones of the network are implemented using the \texttt{kernel\_initializer \texttt{he\_uniform}} as it presents solid results at preventing layer activation outputs from exploding or vanishing during a forward pass through the network. Also, a matrix of BIAS filled with zeros was implemented at each layer. The shuffle parameter was turned on to stop the network from memorizing and encourage it to learn. The batch size was set to 32 initially but had to be dropped as part of the tuning step.

A small validation step was implemented when generating the NN model. This allows testing for different tuning parameters without having to run time-sensitive data through the network.
2.7. Occupancy Grid Map
An OGM as its name implies is a map that shows the obstacles and the empty space of a given environment. It is particularly useful in robotics, where it serves as a guideline for robots to perform navigation tasks. Usually, the white area around the robot represents empty space. Black and green dots represent an occupied grid (obstacle), and light gray represents unknown space.
Typically, OGM is constructed using Simultaneous Localization and Mapping in conjunction with one of several grid mapping techniques. Some of these techniques have been implemented in ROS as standalone packages such as Hector SLAM and Gmapping. Given the good results reported by Grisetti, Stachniss, and Burgard [33] and how well-known this method is among the community, we use Gmapping to generate our OGM.

3. Experimental Setup
3.1. Hardware
The main experimental setup consists of the Turtlebot3 Waffle Pi by Robotis® running Ubuntu Server 20.04.1 on a Raspberry Pi 4 8 Gb and a Toshiba Satellite L845 Laptop running Ubuntu 20.04 Desktop. The LiDAR used is a Robotis LDS-01 2D 360° which uses an LDS2USB module as a data adapter to easily connect the LiDAR to the raspberry. The ultrasonic sensors are HC-SR04, connected to a voltage divider so that the 5V at which the sensor operates does not damage the 3.3 V tolerant pins on the raspberry. The stereo camera is connected to the raspberry via a USB-C to USB 3.0 interface. Given the power consumption nature of the devices involved, a fully charged 1800 mAh LiPo battery is enough for ~20 min of usage. The stereo camera and ultrasonic sensors were added to the Turtlebot3 in strategic positions so that each sensor has an unobstructed FoV as shown in Figure 6. Occupying the central position on top of the robot is the LiDAR. The ultrasonic sensors are in the front right and left corners of the robot. Lastly, the RealSense camera with the aluminum enclosure is placed in the middle front section of the robot.

![Sensor’s physical placement on Turtlebot 3 Waffle Pi.](image)

Figure 6. Sensor’s physical placement on Turtlebot 3 Waffle Pi.

The connections between the LiDAR and the Raspberry are via a USB2LDS adaptor. The camera is connected directly to one of the USB 3.0 connectors in the raspberry. The ultrasonic sensors are connected to the raspberry via the GPIO pins, via a voltage divider since the raspberry is not 5 V tolerant on the GPIO pins and the ultrasonic sensor is. The basic circuitry can be easily analyzed from Figure 7. As for the rest of the electrical setup of the robot, it can be found on the official Turtlebot3 by Robotis® website.
Mountings designed specifically for this sensor. The sensor mount is screwed to the chassis of the robot.

3.2. Proving Ground

The experiments take place in an indoor environment with significant amounts of glass panels and objects present underneath the FoV of the LiDAR, also shown in Figures 8 and 9. Since the speed of sound changes with temperature, the room temperature is measured and taken into consideration when calculating the distance from the Time of Travel of the sound wave. The ultrasonic sensor used has an FoV of $30^\circ \pm 6^\circ$, so a second sensor will be installed to cover the second half of the surface area the first ultrasonic sensor does not cover. The Stereo Depth Camera has a theoretical limited horizontal FoV of $87^\circ \pm 3^\circ$, so all sensors will be limited to measure the same surface area as the camera.

The camera resolution was changed from $1920 \times 1080$ to $680 \times 460$ to decrease the size of the resulting image and improve the processing time.

**Figure 7.** Sensor’s electrical connections schematic to the Raspberry Pi.

The stereo camera is mechanically attached to the robot via a 0.25 in by 0.75 in bolt which screws to the bottom of the robot frame. The ultrasonic sensors are placed in acrylic mountings designed specifically for this sensor. The sensor mount is screwed to the chassis of the robot.
Figure 8. Sensors’ reference frames with obstacle in proving ground.

Figure 9. Sole 2D LiDAR beam does not detect shorter obstacles underneath it.
3.3. Software

ROS is used as the main software development tool for this project. It works as its name implies, a Robotic Operating System framework. Includes libraries and tools for sensory data acquisition, actuators control, and adds the possibility to run python or C++ based algorithms to enhance a robot’s performance. Figure 10 is generated using rosgraph a narrowed node topology diagram of our contribution to existing node infrastructure.

The /camera/depth/color/points topic provides raw depth-colored information from the Stereo Camera. /full_data_scan stores unprocessed laserscan data type from the LiDAR. /tf_static and /tf calculate the homogeneous transformation matrices between each sensor and the physical body of the robot. /L_sonar_dist and /R_sonar_dist have the left and right Kalman filtered sonar distance measurement respectively. /Neural Network_Exec is the node in charge of receiving all the sensors output, formatting the distance points from the camera, and feed them all through the neural network. The output distance is published in the original /scan topic used by most OGM generator algorithms.

Most lightweight algorithms such as the sensor data acquisition programs run on the robot. Meanwhile, the OGM generators and the image processing unit which are graphic intensive tasks run on the remote PC or laptop.

3.3.1. Remote Server (Raspberry Pi 4)

The ubuntu server 20.04 for the Raspberry is installed in a 32 Gb SD card as an image from the official raspberry website. ROS Noetic and its packages are downloaded and installed following the instructions from the ROS Wiki. The ROS packages to interpret the data from the LiDAR and to control the motors of the robots are downloaded as a standalone package from the Robotis website. Lastly, the drivers and instruction packages for the stereo camera were installed using the manual CMAKE method (compatible with ARM architecture of the raspberry) and a ROS Wrapper to interact with the rest of the ROS framework. While this last approach is somewhat experimental, it proved to work for our setup. The algorithm developed to interact with the sonars and obtain the median and the
Kalman Filter used to preprocess the distance measurements also ran from the Raspberry and was coded in python 3.8.

The communication between the Turtlebot and Remote PC is conducted via SSH (Secure Shell) using an available wi-fi connection via static IP addresses on both ends. To wirelessly control the robot movements, there are two main options—using the Bluetooth controller included with the robot or use the teleop command from the main PC.

3.3.2. Main Processing Unit (Toshiba Satellite L845 Laptop)

Similarly, to the remote server, Ubuntu 20.04 Desktop and ROS Noetic were installed to the laptop’s SSD to control the robot and have access to the robot’s sensory data without overloading the processing capacity of the raspberry. Python 3.8 was made default and ATOM served as a lightweight solution to code most of the algorithms. Libre Office was also installed to analyze live data and debugging.

3.4. Training and Running the Network

To implement the ANN, Keras, and TensorFlow libraries were used along with their sequential model which is a wrapper for creating models of a neural network with highly efficient algorithms. We tested the performance of our neural network with the RMSE score, it allowed us to determine how well-trained the NN is. The units of the error are the same as those of the variable is testing.

Initially, to train the network, distance data is sampled in batches of approximately 60 measurements (1 distance measurement per LiDAR degree). The size of the batch is determined automatically by the horizontal size of the image. This is to prevent results with missing information from the camera. There are two types of batches: True Distance and Detected Distance, these can be further analyzed in Table 3.

Table 3. ANN training dataset example.

| Angular Position of Distance Measurement | True Distance (Using Opaque Masking Tape) | Detected Distance (Not Using Opaque Electric Tape) |
|----------------------------------------|------------------------------------------|---------------------------------------------------|
|                                        | LiDAR | LiDAR | Sonar | Camera |
| 65°                                    | 20 cm | 200 cm | 22 cm | 190 cm |
| 66°                                    | 23 cm | 190 cm | 22 cm | 180 cm |
| 67°                                    | 25 cm | 24 cm | 22 cm | 21 cm |
| 68°                                    | 30 cm | 31 cm | 22 cm | 23 cm |
| ...                                    | ...   | ...   | ...   | ...   |
| 117°                                   | 39 cm | 38 cm | 40 cm | 38 cm |
| 118°                                   | 40 cm | 39 cm | 40 cm | 40 cm |
| 119°                                   | 41 cm | 120 cm| 40 cm | 42 cm |
| 120°                                   | 43 cm | 170 cm| 40 cm | 43 cm |

The True Distance batch is the actual true distance from the robot to the obstacles and Detected Distance is the perceived distance of each sensor. Since the Sonars do not have an angular resolution, the single distance measurement they obtain is used for all the angular positions within their range.

Please note from Table 3 how certain Detected LiDAR Distances are much bigger than the True Distance (See LiDAR detected distance for position 65°, 66°, 119°, 120°), this indicates the possible presence of glass in those positions. Meanwhile, since the sonars do not have an angular resolution, they obtain the closest distance to any obstacle within its angular range, hence all the values are the same for its region (See Detected Sonar Distance for positions 65° through 68° and positions 117° through 120°). Finally, whilst the Camera also does not detect glass (See Detected Camera Distance for positions 65° and 66°), it can detect out-of-view obstacles of the LiDAR that are not glass (See Camera detected distance for position 119° and 120°) Each of these case scenarios are present in roughly one-third of the cases, respectively.
When taking measurements for both batches, the robot needs to remain still while the opaque tape is placed and removed. So, by driving the robot to specific indoor locations and sampling distance data of both batches, the data is obtained and preprocessed to diminish the loss value error of the NN output. The training dataset was obtained in a different physical location than the testing dataset.

Secondly, the formatted data is saved to a .csv file, from which it is taken by a standalone algorithm that creates the network, feeds the training data to the network, and generates a model with the weights of the network. In this stage, we fine-tune the network parameters to obtain the best result possible. In Figure 11 a diagram of these steps better presents each of the training stages.

To implement the prediction stage of the NN, shown in Figure 12, as a functional part of the fusion algorithm, we launch the sensor data acquisition programs (in the Turtlebot3) which feeds its data via a wireless connection (Secure Shell) to a second program (running in a laptop) which filters it and makes it ready to be fed into the neural network as a Laserscan message for each sensor. Next, we import the model of the network and feed these sensor data to it. The last step is to publish the model output into the ROS ecosystem with a Laserscan message type, which will substitute the non-fused Laserscan.

Once in the prediction stage, the Raspberry processor heats up, diminishing the frequency with which the OGM is updated. The slowest frequency achieved was 0.2 Hz.

In Tables 4 and 5, a resume of the NN optimization Algorithm and NN tuning parameters and structure is shown. The Inputs, Outputs, Hidden layers, and Neuron per Hidden layers determine the basic structure of the NN. This internal structure is initially defined using educated guesses and later tuned based on following empirical methods. The Optimizer is the algorithm used to adjust the weights of each neuron. The activation function determines the state of the neuron, based on its numerical output. The number of Epochs indicates the number of times a complete dataset (with size Batch Size) moves across all layers of the network (forward and backwards). The loss function refers to the

---

**Figure 11.** The neural network training stage.
numerical value we seek to optimize (in this case it is minimized). The loss value number provides an indication of how well-trained the model is. The \textit{kernel}\_\textit{initializer} indicates the statistical distribution that the initial weights of neurons should follow. Finally, the \textit{BIAS}\_\textit{initializer} sets the initial numerical values of the weights each neuron should have.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure12.png}
\caption{The neural network prediction working principle in which the data is obtained, fed to the NN, the distance output is generated and published into the ROS ecosystem for other services to use.}
\end{figure}

\begin{table}[h]
\centering
\caption{Adam Configuration Parameters.}
\begin{tabular}{llll}
\hline
\textbf{ADAM Parameter} & \textbf{Description} & \textbf{Value} & \\
\hline
$\alpha$ & Step size & $-0.008$ & $-0.0015$ \\
$\beta_1$ & Exponential decay rate for 1st moment estimate & $\frac{2}{\text{epochs}} = 0.013$ & $\frac{2}{\text{epochs}} = 0.057$ \\
$\beta_2$ & Exponential decay rate for 2nd moment estimate & $\frac{2}{\text{epochs}} = 0.013$ & $\frac{2}{\text{epochs}} = 0.057$ \\
$f(\theta)$ & Stochastic objective function with parameters $\theta$ & \text{MSE} & \\
$\theta_0$ & Initial parameter vector & \text{Zeros} & \\
$m_0$ & Initialize 1st moment vector & \text{Zeros} & \\
$v_0$ & Initialize 2nd moment vector & \text{Zeros} & \\
t & Initialize timestep & 0 & \\
\hline
\end{tabular}
\end{table}
Table 5. Tuning parameters of the NN.

| AN Parameter                  | LiDAR-Sonar-Camera | LiDAR-Sonar |
|-------------------------------|--------------------|-------------|
| Inputs                        | 3                  | 2           |
| Outputs                       | 1                  | 1           |
| Hidden Layers                 | 50                 | 6           |
| Neuron per Hidden Layer       | 80                 | 60          |
| Optimizer                     | Adam               | Adam        |
| Activation Function           | ReLu               | ReLu        |
| Epochs                        | 150                | 35          |
| Loss function                 | MSE                | MSE         |
| Metric of Loss function       | mse                | mse         |
| Batch size                    | 4                  | 2           |
| kernel_initializer            | he_uniform         | he_uniform  |
| BIAS_initializer              | zeros              | zeros       |

Given the fact that we present two fusion strategies, multi-column tables are in place. These numerical values were fine-tuned using arbitrary methods, as there is no proper way of selecting them. There are plenty of tutorials online where default starting parameters can be found and adjusted individually for better results. These work as intended for our case scenario; however, they will probably have to be changed if the training dataset is changed as well. Some of the values are extremely sensitive to changes especially the ones that affect the training algorithm (ADAM optimizer). Notice how the NN that fuses data from three sensors is more complex than the NN that fuses data from two sensors.

4. Results

Three testing scenarios are presented to examine the performance of the data fusion algorithms with different types of variables.

The ground truth map was obtained using the data of the LiDAR having all obstacles taped with black non-reflective electrical tape. Objects that are not tall enough to be detected by the LiDAR were temporally substituted by others that have the same shape yet are tall enough to be detected by the LiDAR. After each ground truth map is created, all electrical tape was removed to conduct the experiments without tape in the testing scenarios. In Table 6 there is a legend explaining the color combination used in the OGM's.

Table 6. OGM color legend combination.

| Color | Legend               |
|-------|----------------------|
| Green | Live sensory data    |
| Blue  | Glass panels         |
| Black | Known obstacles      |
| White | Empty area           |
| Gray  | Unknown area         |

4.1. Scenario 1

First, we can analyze the results for the LiDAR-Sonar fusion strategy, starting with the OGM generated from just the LiDAR data. In Figure 13a we have the ground truth map, which is the reference map we can compare the rest of the results to. In Figure 13b we have just the LiDAR unable to detect the glass panels. Notice how the glass section appears transparent to the LiDAR resulting in an extremely inaccurate map.

Figure 14b is the map generated using LiDAR-Sonar fusion data exclusively. In Figure 14a we have the ground truth. Notice how even though it can detect glass, the FoV is not large enough (See Figure 15) to detect a small obstacle placed directly in front of the robot.
Figure 13. Occupancy grid maps showing the: (a) Ground truth (reference map); (b) LiDAR generated map.

Figure 14. Occupancy grid maps showing the: (a) Ground truth (reference map); (b) LiDAR-Sonar fusion generated map.
Notice in Figure 15 the colored dots around the robot representing the original LiDAR Laserscan message, while the white dots represent the improved LiDAR after the LiDAR-Sonar fusion strategy.

In Figure 16b we have the occupancy grid maps generated by full sensors fusion scheme (LiDAR-Camera-Sonar). Also notice how the glass section from the LiDAR map is better represented in the data fusion scheme along with the smaller objects.

Figure 15. Sonar scanning region for LiDAR-Sonar fusion.

Figure 16. Occupancy grid maps showing the: (a) Ground truth (reference map); (b) LiDAR-Camera-Sonar fusion generated map.
The fusion FoV for the LiDAR-Camera-Sonar approach can be seen in Figure 17. Note how the 3D image of the camera at ground level provides the definitive space at which the fusion takes place. White dots indicate a fused Laserscan message, and the colored dots indicate the pre-fusion LiDAR Laserscan.

Figure 17. All sensors scanning region for LiDAR-Sonar-Camera fusion.

4.2. Scenario 2

In the second scenario, a combination of materials is tested. The main one is the aluminum base of the breakfast table chairs and the wooden panels. The base of the chairs has a conical base with a polished aluminum texture to it. Since the base of the chairs are a lot wider than the tube it supports them, the OGM generated by just the LiDAR is not accurate enough. In Figure 18 we have a picture of the real scenario for a better understanding of the physical layout.

Figure 18. Point of interest of scenario 2.
Note how in Figure 19 the LiDAR alone cannot detect the full area of the breakfast table chair base. Meanwhile, in the Figure 20 the Lidar-Sonar fusion strategy shows this approach can effectively detect the obstacles, but it is not very accurate with the rounded sections of the obstacle.

Figure 19. Occupancy grid maps showing the: (a) Ground truth (reference map); (b) LiDAR generated map.

Figure 20. Occupancy grid maps showing the: (a) Ground truth (reference map); (b) LiDAR-Sonar fusion generated map.
In Figure 21, the distance reading prior to the fusion strategy in colored dots vs. post fusion in white.

![Distance readings pre and post fusion for LiDAR-Sonar fusion.](image)

**Figure 21.** Distance readings pre and post fusion for LiDAR-Sonar fusion.

Finally, the LiDAR-Camera-Sonar approach in Figure 22 has the most accurate representation of the obstacles. Also, in Figure 23 the laserpoints before and after fusing the data provide a clearer representation of the overall improvement in obstacle localization.

![Occupancy grid maps showing the: (a) Ground truth (reference map); (b) LiDAR-Camera-Sonar fusion generated map.](image)

**Figure 22.** Occupancy grid maps showing the: (a) Ground truth (reference map); (b) LiDAR-Camara-Sonar fusion generated map.
Figure 23. All sensors scanning region for LiDAR-Sonar-Camera fusion.

4.3. Scenario 3

In the third and last scenario a combination of meshes are compared to show the effectiveness of the method used to detect the obstacles. In Figures 24 and 25 we present the four different obstacles to detect. In the left side of the image a mesh window curtain. In the center we have an insect mesh trap door, and to the right of the image we have an unobstructed view of an outdoor environment through transparent glass. Please notice all the painted aluminum partitions.

Figure 24. Different Materials tested in scenario 3.
Figure 25. Point of interest of scenario 3.

Figure 26 shows the LiDAR inability to detect the glass panel and other obstacles with opposing lighting conditions, while Figures 27–29, present the OGM generated with the LiDAR-Sonar fusion scheme while detecting different types of obstacles. Figure 27 shows the performance while testing for glass, in Figure 28 we test for bug mesh and Figure 29 for curtain mesh.

Figure 26. Occupancy grid maps showing the: (a) Ground truth (reference map); (b) LiDAR generated map.
Figure 27. Occupancy grid maps showing the: (a) Ground truth (reference map); (b) LiDAR-Sonar fusion generated map with glass panel.

Figure 28. Occupancy grid maps showing the: (a) Ground truth (reference map); (b) LiDAR-Sonar fusion generated map with insect door mesh in front of the glass.
Figure 29. Occupancy grid maps showing the: (a) Ground truth (reference map); (b) LiDAR-Sonar fusion generated map with dense curtain mesh in front of the glass.

In Figure 30, we have the before and after fusion Laserscan readings with the mesh curtain as the main obstacle.

Figure 30. Pre and post fusion readings for LiDAR-Sonar fusion using curtain mesh as main obstacle.
Now we present the results of the LiDAR-Sonar-Camera fusion strategy for the same obstacle setup starting with glass obstacle in Figure 31, insect mesh in Figure 32 and curtain mesh in Figure 33.

![Occupancy Grid Map](image)

**Figure 31.** Occupancy grid maps showing the: (a) Ground truth (reference map); (b) LiDAR-Camera-Sonar fusion generated map with glass as main obstacle.

In Figure 34 we have the distance readings before and after applying the fusion strategy. The RMSE score is the error measure selected to mathematically represent the accuracy of the maps w.r.t the ground truth map. In Table 7 the RMSE value of the LiDAR explains the lackluster performance in the occupancy grid map of the LiDAR at detecting glass. Also, the averaged RMSE for the fusion strategies is between two and three centimeters in error as seen in Table 7.

**Table 7.** RMSE between fusion strategies and LiDAR vs. Ground Truth.

| Data            | LiDAR-Sonar | LiDAR-Sonar-Camera |
|-----------------|-------------|-------------------|
| Train Dataset   | 0.03289 m   | 0.026143 m        |
| Test Dataset    | 0.03567 m   | 0.029696 m        |
| LiDAR Dataset   | 2.12175 m   | 2.121759 m        |

The training loss and the validation loss graphs in terms of loss per epoch show a decreasing tendency at roughly the same level. This indicates a balanced learning procedure shown in Figure 35.

Next, the ground truth (True Distance) versus the Fused distance in Figure 36 indicates the neural networks are properly trained, with a minimum error between the input and output. Notice the increased amount of training points in the LiDAR-Camera-Sonar network compared to the smaller and simpler LiDAR-Sonar network.
Now we present the results of the LiDAR-Sonar-Camera fusion strategy for the same obstacle setup starting with glass obstacle in Figure 31, insect mesh in Figure 32 and curtain mesh in Figure 33.

**Figure 31.** Occupancy grid maps showing the: (a) Ground truth (reference map); (b) LiDAR-Camera-Sonar fusion generated map with glass as main obstacle.

**Figure 32.** Occupancy grid maps showing the: (a) Ground truth (reference map); (b) LiDAR-Camera-Sonar fusion generated map with insect/bug mesh as main obstacle.

**Figure 33.** Occupancy grid maps showing the: (a) Ground truth (reference map); (b) LiDAR-Camera-Sonar fusion generated map with mesh curtain as main obstacle.

In Figure 34 we have the distance readings before and after applying the fusion strategy. The RMSE score is the error measure selected to mathematically represent the accuracy of the maps w.r.t the ground truth map. In Table 7 the RMSE value of the LiDAR explains the lackluster performance in the occupancy grid map of the LiDAR at detecting glass. Also, the averaged RMSE for the fusion strategies is between two and three centimeters in error as seen in Table 7.
Figure 33. Occupancy grid maps showing the: (a) Ground truth (reference map); (b) LiDAR-Camera-Sonar fusion generated map with mesh curtain as main obstacle.

In Figure 34 we have the distance readings before and after applying the fusion strategy. The RMSE score is the error measure selected to mathematically represent the accuracy of the maps w.r.t the ground truth map. In Table 7 the RMSE value of the LiDAR explains the lackluster performance in the occupancy grid map of the LiDAR at detecting glass. Also, the averaged RMSE for the fusion strategies is between two and three centimeters in error as seen in Table 7.

Figure 34. Pre and post fusion readings for LiDAR-Sonar-Camera fusion using bug mesh as main obstacle.

Table 7. RMSE between fusion strategies and LiDAR vs. Ground Truth.

| Data            | LiDAR-Sonar | LiDAR-Sonar-Camera |
|-----------------|-------------|-------------------|
| Train Dataset   | 0.03289 m   | 0.026143 m        |
| Test Dataset    | 0.03567 m   | 0.029696 m        |

The training loss and the validation loss graphs in terms of loss per epoch show a decreasing tendency at roughly the same level. This indicates a balanced learning procedure shown in Figure 35.

Figure 35. Model Validation Loss Function: (a) LiDAR-Sonar fusion; (b) LiDAR-Sonar-Camera fusion.

Figure 36a,b may look similar however each one has a different response to the input data. In the case of the LiDAR-Sonar (Figure 36a) the fused distance output in red is less accurate. Meanwhile, Figure 36b has a more accurate representation of the obstacles.

In Figure 37a,b by randomizing the order at which the distance to the obstacle for the training stage is imported, it shows that both networks are learning and not memorizing during the training phase.
In Figure 37a,b by randomizing the order at which the distance to the glasses is imported, we see that both networks are learning and not memorizing. The validation of neural network with randomized data for: (a) LiDAR-Sonar model; (b) LiDAR-Sonar-Camera model.

5. Conclusions

LiDARs are widely used in the field of mobile robotics due to their high accuracy, fast data acquisition, and ease of use in a mobile environment. However, 2D units lack the ability to detect obstacles outside their single plane FoV. Furthermore, due to the sensing strategy implemented, they are not able to detect glass surfaces reliably. A mobile robot data fusion approach was implemented to use the best features of multiple sensing technologies in a triple sensor setup. By using the capability of ultrasonic sensors to detect glass, the ability to detect obstacles outside their single plane FoV, and the spatial resolution of the LiDAR we improved the LiDAR capability to detect glass and additional objects outside the FoV of a regular 2D LiDAR.

Two fusion algorithms were tested: LiDAR-Sonar and LiDAR-Camera-Sonar and compared with state-of-the-art LiDAR generated Occupancy Grid Maps. The RMSE values for the data fusion algorithms are consistent with the quality of the occupancy grid maps generated. The NN performed better at detecting glass than the LiDAR with both algorithms. The results between both data fusion strategies show that while the camera is not...
that relevant at detecting glass it is able to accurately detect 3D obstacles underneath the FoV of the LiDAR. This very last feature represents an improvement over the Sonar-Lidar sensor setup. While some authors have successfully dealt with such a problem, we present an alternate solution that is usually used to tackle a different kind of problem, where way more powerful hardware is required. In this case, the solution was implemented in a piece of mobile robotic hardware not capable of carrying around a laptop.

Lastly, future work includes exploring the effect of different lighting conditions, sound levels, and wind velocity in an outdoor environment. Moreover, additional testing of different data fusion methods to have as a baseline model in more complex testing scenarios can prove to be helpful. Also, it could be interesting to test the same setup with hardware processing improvements for a smoother operation, especially in the LiDAR-Camera-Sonar strategy. This final suggestion can have a great impact, as we suspect it will significantly increase the processing ability of the robot when detecting obstacles at longer distances.

Author Contributions: Conceptualization, A.J.B.-C., A.G.-E. and J.A.E.C.; methodology, A.J.B.-C., A.G.-E. and J.A.E.C.; software, A.J.B.-C. and J.A.E.C.; validation, A.J.B.-C., A.G.-E., J.A.E.C., E.C.-U. and S.R.C.-R.; formal analysis, A.J.B.-C. and A.G.-E.; investigation, A.J.B.-C.; resources, J.A.E.C.; data curation, A.J.B.-C.; writing—original draft preparation, A.J.B.-C.; writing—review and editing, A.J.B.-C., A.G.-E., J.A.E.C., E.C.-U. and S.R.C.-R.; visualization, A.J.B.-C.; supervision, A.G.-E., J.A.E.C.; project administration, A.J.B.-C., A.G.-E.; funding acquisition, J.A.E.C. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Acknowledgments: Authors would like to acknowledge the support of Tecnológico de Monterrey, and the financial support from CONACyT for the MSc studies of the first author.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Data Fusion Lexicon “The Data Fusion Subpanel of the Joint Directors of Laboratories, Technical Panel for C3 v1”. 1991. Available online: https://apps.dtic.mil/sti/pdfs/ADA529661.pdf (accessed on 23 March 2020).
2. Castanedo, F. A Review of Data Fusion Techniques. Sci. World J. 2013, 2013, 704504. [CrossRef] [PubMed]
3. Xu, J.; Yang, G.; Sun, Y.; Picek, S. A Multi-Sensor Information Fusion Method Based on Factor Graph for Integrated Navigation System. IEEE Access 2021, 9, 12044–12054. [CrossRef]
4. Kubelka, V.; Reinstein, M.; Svoboda, T. Improving multimodal data fusion for mobile robots by trajectory smoothing. Robot. Auton. Syst. 2016, 84, 88–96. [CrossRef]
5. Wu, J.K.; Wong, Y.F. Bayesian approach for data fusion in sensor networks. In Proceedings of the 2006 9th International Conference on Information Fusion, Florence, Italy, 10–13 July 2006; Volume 1. Available online: https://www.proceedings.com/content/001/001016webtoc.pdf (accessed on 20 February 2020). [CrossRef]
6. Buonocore, L.; Almeida, A.D.; Neto, C.L.N. A sensor data fusion algorithm for indoor slam using a low-cost mobile robot. Adapt. Mob. Robot. 2012, 2012, 762–769.
7. Wei, P.; Cagle, L.; Reza, T.; Ball, J.; Gafford, J. LiDAR and Camera Detection Fusion in a Real-Time Industrial Multi-Sensor Collision Avoidance System. Electronics 2018, 7, 84. [CrossRef]
8. Yi, Z.; Yuan, L. Application of fuzzy neural networks in data fusion for mobile robot wall-following. In Proceedings of the 2008 7th World Congress on Intelligent Control and Automation, Chongqing, China, 25–27 June 2008; pp. 6575–6579.
9. Parasuraman, S. Sensor Fusion for Mobile Robot Navigation: Fuzzy Associative Memory. Procedia Eng. 2012, 41, 251–256. [CrossRef]
10. Asvadi, A.; Garrote, L.; Premebida, C.; Peixoto, P.; Nunes, U.J. Multimodal vehicle detection: Fusing 3D-LIDAR and color camera data. Pattern Recognit. Lett. 2018, 115, 20–29. Available online: https://www.researchgate.net/publication/320089205_Multimodal_vehicle_detection_Fusing_3D_LIDAR_and_color_camera_data (accessed on 20 February 2020). [CrossRef]
11. VPopov, L.; Ahmed, S.A.; Topalov, A.V.; Shakev, N.G. Development of Mobile Robot Target Recognition and Following Behaviour Using Deep Convolutional Neural Network and 2D Range Data. IFAC-PapersOnLine 2018, 51, 210–215. Available online: https://www.researchgate.net/publication/329148363_Development_of_Mobile_Robot_Target_Recognition_and_Following_Behaviour_Using_Deep_Convolutional_Neural_Network_and_2D_Range_Data (accessed on 20 February 2020). [CrossRef]
12. Lv, M.; Xu, W.; Chen, T. A hybrid deep convolutional and recurrent neural network for complex activity recognition using multimodal sensors. *Neurocomputing* 2019, 362, 33–40. Available online: https://www.researchgate.net/publication/334538447_A_Hybrid_Deep_Convolutional_and_Recurrent_Neural_Network_for_Complex_Activity_Recognition_Using_Multimodal_Sensors (accessed on 13 October 2019). [CrossRef]

13. Dobrev, Y.; Gulden, P.; Vossiek, M. An Indoor Positioning System Based on Wireless Range and Angle Measurements Assisted by Multi-Modal Sensor Fusion for Service Robot Applications. *IEEE Access* 2018, 6, 69036–69052. [CrossRef]

14. Jing, L.; Wang, T.; Zhao, M.; Wang, F. An adaptive multi-sensor data fusion method based on deep convolutional neural networks for fault diagnosis of planetary gearbox. *Sensors* 2017, 17, 414. [CrossRef]

15. Campos-Taberner, M. Processing of Extremely High-Resolution LiDAR and RGB Data: Outcome of the 2015 IEEE GRSS Data Fusion Contest-Part A: 2-D Contest. *IEEE J. Sel. Top. Appl. Earth Obs. Remote Sens.* 2016, 9, 5547–5559. [CrossRef]

16. Hua, B.; Hossain, D.; Capi, G.; Jindai, M.; Yoshida, I. Human-like Artificial Intelligent Wheelchair Robot Navigated by Multi-Sensor Models in Indoor Environments and Error Analysis. *Procedia Comput. Sci.* 2017, 105, 14–19. [CrossRef]

17. Mancini, A.; Frontoni, E.; Zingaretti, P. Embedded Multisensor System for Safe Point-to-Point Navigation of Impaired Users. In *Proceedings of the IEEE Transactions on Intelligent Transportation Systems*; IEEE: Piscataway, NJ, USA, 2015; Volume 16, pp. 3543–3555. Available online: https://www.researchgate.net/publication/283473016_Embedded_Multisensor_System_for_Safe_Point-to-Point_Navigation_of_Impaired_Users (accessed on 12 October 2020). [CrossRef]

18. Li, J.; He, X.; Li, J. 2D LiDAR and camera fusion in 3D modeling of indoor environment. In Proceedings of the IEEE National Aerospace Electronics Conference, NAECON, Dayton, OH, USA, 15–19 June 2015; pp. 379–383. Available online: https://www.researchgate.net/publication/304012423_2D_LiDAR_and_Camera_Fusion_in_3D_Modeling_of_Indoor_Environment (accessed on 21 November 2019). [CrossRef]

19. Kellalib, B.; Achour, N.; Coelen, V.; Nemra, A. Towards simultaneous localization and mapping tolerant to sensors and software faults: Application to omnidirectional mobile robot. *Proc. Inst. Mech. Eng. Part I J. Syst. Control Eng.* 2021, 235, 269–288. [CrossRef]

20. Sasiadek, J.Z.; Hartana, P. Odometry and Sonar Data Fusion for Mobile Robot Navigation. *IFAC Proc. Vol.* 2020, 33, 411–416. [CrossRef]

21. Popov, V.L.; Shakev, N.G.; Topalov, A.V.; Ahmed, S.A. Detection and Following of Moving Target by an Indoor Mobile Robot using Multi-sensor Information. *IFAC-PapersOnLine* 2021, 54, 357–362. [CrossRef]

22. Tibebu, H.; Roche, J.; de Silva, V.; Kondoz, A. Lidar-based glass detection for improved occupancy grid mapping. *Sensors* 2021, 21, 2263. [CrossRef]

23. Wang, X.; Liu, W.; Deng, Z. Robust weighted fusion Kalman estimators for multi-model multisensor systems with uncertainty-multiplicative and linearly correlated additive white noises. *Signal Processing* 2017, 137, 339–355. [CrossRef]

24. Kingma, D.P.; Ba, J.L. Adam: A method for stochastic optimization. In *Proceedings of the 3rd International Conference on Learning Representations, ICLR 2015-Conference Track Proceedings*, San Diego, CA, USA, 7–9 May 2015; pp. 1–15. Available online: https://www.researchgate.net/publication/269935079_Adam_A_Method_for_Stochastic_Optimization (accessed on 19 April 2021).

25. Xu, N. Dual-Stream Recurrent Neural Network for Video Captioning. *IEEE Trans. Circuits Syst. Video Technol.* 2018, 29, 2482–2493. [CrossRef]

26. Uddin, M.Z.; Hassan, M.M.; Alsanad, A.; Savaglio, C. A body sensor data fusion and deep recurrent neural network-based behavior recognition approach for robust healthcare. *Inf. Fusion* 2020, 55, 105–115. [CrossRef]

27. Tahtawi, A.R.A. Kalman Filter Algorithm Design for HC-SR04 Ultrasonic Sensor Data Acquisition System. *IJITEE* 2018, 2, 2–6. Available online: https://www.researchgate.net/publication/330540064_Kalman_Filter_Algorithm_Design_for_HC-SR04_Ultrasonic_Sensor_Data_Acquisition_System (accessed on 5 April 2021). [CrossRef]

28. Bischoff, O.; Wang, X.; Heidmann, N.; Laur, R.; Paul, S. Implementation of an ultrasonic distance measuring system with kalman filtering in wireless sensor networks for transport logistics. *Procedia Eng.* 2010, 5, 196–199. [CrossRef]

29. Yadav, R.K. PSO-GA based hybrid with Adam Optimization for ANN with application in Medical Diagnosis. *Cognt. Syst. Res.* 2020, 64, 191–199. [CrossRef]

30. Kumar, R.; Aggarwal, J.S.R.K. Comparison of regression and artificial neural network models for estimation of global solar radiations. *Renew. Sustain. Energy Rev.* 2015, 52, 1294–1299. [CrossRef]

31. Chang, Z.; Zhang, Y.; Chen, W. Electricity price prediction based on hybrid model of adam optimizer LSTM neural network and wavelet transform. *Energy* 2019, 187, 115804. [CrossRef]

32. Hassanipour, S.; Ghaem, H.; Arab-Zozani, M. Comparison of artificial neural networks and logistic regression models for prediction of outcomes in trauma patients. *Injury* 2019, 50, 244–250. [CrossRef]

33. Grisetti, G.; Stachniss, C.; Burgard, W. Improved techniques for grid mapping with Rao-Blackwellized particle filters. *IEEE Trans. Robot.* 2007, 23, 34–46. [CrossRef]