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ABSTRACT

The most promising near-term observable of the cosmic dark age prior to widespread reionization ($z \sim 15$–200) is the sky-averaged $\lambda 21$ cm background arising from hydrogen in the intergalactic medium. Though an individual antenna could in principle detect the line signature, data analysis must separate foregrounds that are orders of magnitude brighter than the $\lambda 21$ cm background (but that are anticipated to vary monotonically and gradually with frequency, e.g., they are considered “spectra lly smooth”). Using more physically motivated models for foregrounds than in previous studies, we show that the intrinsic spectral smoothness of the foregrounds is likely not a concern, and that data analysis for an ideal antenna should be able to detect the $\lambda 21$ cm signal after subtracting a fifth-order polynomial in $\log \nu$. However, we find that the foreground signal is corrupted by the angular and frequency-dependent response of a real antenna. The frequency dependence complicates modeling of foregrounds commonly based on the assumption of spectral smoothness. Our calculations focus on the Large-aperture Experiment to detect the Dark Age, which combines both radiometric and interferometric measurements. We show that statistical uncertainty remaining after fitting antenna gain patterns to interferometric measurements is not anticipated to compromise extraction of the $\lambda 21$ cm signal for a range of cosmological models after fitting a seventh-order polynomial to radiometric data. Our results generalize to most efforts to measure the sky-averaged spectrum.
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1. INTRODUCTION

The predicted transition from the cosmological dark age ($z \gtrsim 30$) to the epoch of reionization (EoR; $z \lesssim 15$) was marked by the appearance of the first generation of stars, supernovae, and black holes. These objects initiated a reheating and reionization of the intergalactic medium (IGM; e.g., Madau et al. 1997). The $\lambda 21$ cm transition of hydrogen is potentially sensitive to these processes even at $z \gtrsim 15$, redshifts that likely cannot be probed with other known observables. Most theoretical studies have focused on the origin of (and detection prospects for) angular fluctuations in $\lambda 21$ cm brightness (Madau et al. 1997; Zaldarriaga et al. 2004; McQuinn et al. 2006; Furlanetto et al. 2006; Morales & Wyithe 2010). However, the sky-averaged spectrum of $\lambda 21$ cm brightness encodes independent information (Shaver et al. 1999; Gnedin & Shaver 2004; Sethi 2005; Furlanetto 2006; Pritchard & Loeb 2010; Mirocha et al. 2013).

In fact, the instrumentation required to detect the sky-averaged signal differs markedly from that needed to detect spatial fluctuations in the $\lambda 21$ cm signal. The latter requires an interferometer with thousands of square meters of collecting area to have adequate sensitivity, whereas a single dipole could have sufficient sensitivity to detect the sky-averaged spectrum. In either case, the principle challenge arises from foreground emission that is at least four orders of magnitude brighter than both the anticipated angular fluctuations (i.e., Bernardi et al. 2009, 2010; Ghosh et al. 2012; Pober et al. 2013; Paciga et al. 2013) and the sky-averaged signal (i.e., de Oliveira-Costa et al. 2008; Rogers & Bowman 2008). Previous works have relied on the anticipated spectral smoothness of the foregrounds in frequency to separate them from the less-smooth $21$ cm signal. The $21$ cm signal should vary over kHz scales in pencil-beam observations, and the sky-averaged $21$ cm signal is predicted to show variations over scales of $\sim 10$ MHz. However, it is thought that the foregrounds follow an approximate power law, with deviations on scales much larger than 10 MHz (a contention investigated here).

Recently, measurements of the sky-averaged signal from the EoR and earlier epochs have received renewed attention owing to limits placed on reionization models by the Experiment to Detect the Global EoR Signature (Bowman & Rogers 2010). This has inspired several theoretical investigations of the constraining potential and optimal survey/analysis strategies for measurements (Pritchard & Loeb 2010; Harker et al. 2012; Morandi & Barkana 2012; Liu et al. 2011; Switzer & Liu 2014), as well as new detection efforts. The Shaped Antenna measurement of the background RAdio Spectrum (Patra et al. 2012) project targets the EoR whereas the Large-aperture Experiment to detect the Dark Age (LEDA; Greenhill & Bernardi 2012; Taylor et al. 2012), the LOFAR Cosmic Dawn Search (Vedantham et al. 2014), and SCI–H1 (Voytek et al. 2014) target the transition era between the dark age and EoR ($z \sim 20$). Finally, the Dark Age Radio Explorer (Burns et al. 2011) space mission concept is intended to enable study of the sky-averaged $\lambda 21$ cm signal from the EoR up to $z \sim 30$.

This paper focuses on the detection of the sky-averaged $\lambda 21$ cm signal from the neutral IGM at the close of the dark age and beginning of the EoR. This epoch is forecast to appear as an absorption trough much greater in magnitude than the
emission feature associated with the EoR in current theoretical models (Furlanetto 2006; Pritchard & Loeb 2010). The trough morphology is determined by (1) the onset, the strength, and the evolution of coupling to the Lya background from the first generations of stars and (2) the heating by X-rays from byproducts of stellar evolution such as supernovae and black holes (i.e., Furlanetto 2006; Fialkov et al. 2014; Mirocha 2014). Other processes such as dark matter annihilation (Valdes et al. 2007, 2010, 2013; Valdes & Ferrara 2008) or more exotic mechanisms (e.g., Mack & Wesley 2008) may also affect the amount of 21 cm absorption.

We study the effect of antenna response on the apparent frequency spectrum of foreground emission. Vedantham et al. (2014) were the first to include the effect of a broadband antenna gain pattern and showed that in the case of LOFAR dipoles, angular and spectral response has a considerable effect. We expand on the results of this initial investigation in several ways: (1) we develop a more physical understanding of how the spectrum and angular distribution of the foregrounds impact sky-averaged measurements in a realistic instrument (where the foreground structure couples to the angular and spectral response of the antenna). (2) After finding that the instrumental response is the limiting factor for sky-averaged spectra, we explore the benefits of calibrating the antenna gain pattern through interferometric measurements. (3) Previous studies did not quantify how well the foregrounds must be modeled to be able to detect the HI signal. We forecast the model complexity needed to yield an unbiased detection.

In outline, Section 2 first describes our simulations of the instrument and foreground sky and then investigates how well different foreground models can be subtracted as a smooth polynomial both for ideal instruments and for when a realistic antenna pattern is assumed. Section 3 shows how calibration of the dipole gain pattern used to detect the global signal through an interferometric array helps the foreground modeling and subtraction. First-order forecasts of effectiveness for LEDA at constraining the cosmological signal are presented in Section 4, with conclusions thereafter.

2. ANTENNA RESPONSE AND SKY BRIGHTNESS

At time $t$ and in pointing direction $\hat{n}$, an individual antenna provides a measurement of the beam–averaged sky brightness temperature,

$$T(t, v, \hat{n}) = T_{N}(t, v) + \left( \int_{\Omega} A_{\hat{n}}(v, \hat{n}') \, d\hat{n}' \right)^{-1} \times \left[ \int_{\Omega} T_{\text{sky}}(t, v, \hat{n}') A_{\hat{n}}(v, \hat{n}') \, d\hat{n}' \right] g(t, v),$$

where $v$ is frequency, $T_{\text{sky}}$ is the direction dependent sky brightness temperature, $A_{\hat{n}}(v, \hat{n}')$ is the antenna gain pattern in the direction $\hat{n}'$, and $g$ represents the overall receiver gain. The noise due to the receiving system, $T_{N}$, is dominated by the sky noise at frequencies corresponding to the 21 cm signal from $z \sim 20$ and is, therefore, affected by the antenna field of view. Many of the ensuing calculations will investigate how well the foregrounds can be modeled for a noiseless, ideal receiving system. However, the impact of noise can easily be understood as it will enter as a constant rms term that does not significantly decrease with increasing polynomial fitting order (see Section 2.3).

Ignoring environmental effects (e.g., variable soil moisture), the antenna gain pattern is time-independent, and the observed sky spectrum after time integration $\Delta t$ is

$$T(v, \hat{n}) = \int_{t \rightarrow t+\Delta t} T(t, v, \hat{n}) \, dt.$$  

We can decompose $T$ into components from foregrounds and 21 cm radiation

$$T(t, v, \hat{n}) = T_{f}(t, v, \hat{n}) + T_{\text{HI}}(v),$$

separating terms with different dependencies on time, frequency, and position.

The present work seeks to test whether the 21 cm signal can be distinguished from the foreground signal, and up to what order in the foreground brightness model, where log $T_{f}$ is expressed as a polynomial in log $v$ such that

$$\log \hat{T}_{f}(v) = \sum_{n=0}^{m} c_{n}(\log v)^{n}.$$  

The hat symbol denotes a modeled quantity. This polynomial form is a common foreground parameterization (Pritchard & Loeb 2010; Bowman & Rogers 2010; Harker et al. 2012), motivated by the power-law-like distribution of the non-thermal cosmic ray electrons that dominate the emission at frequencies $\mathcal{O}$(100) MHz, via the synchrotron process, and the apparently power-law spectra of most sky structures that contribute to foreground emission. Liu et al. (2011) and Vedantham et al. (2014) discuss using a principal component approach to describe foregrounds. In practice, this is complicated because the foregrounds and 21 cm signals are superposed (Vedantham et al. 2014), and when a single antenna is used, separation reliant on the angular variation of the foreground signal as advocated in Liu et al. (2011) is not possible. We do not attempt to address whether there is a better basis to subtract foregrounds here, but we note that two other simple choices of model $\hat{T}_{f}(v)$, sinusoids and polynomials that are normal in $v$, do not yield residuals dominated by the cosmological signal after subtraction for any model order.

In the log $v$ space, subtraction is not a linear operation, so (formally) different components of $\langle T(v) \rangle$ (i.e., foreground and the 21 cm signal) cannot be separated readily. However, because the 21 cm signal is much smaller than the foreground contribution, one can Taylor expand log $T$

$$\log T \approx \log T_{f} + T_{\text{HI}}/T_{f}.$$  

Therefore, one can separately consider how subtraction fares on the two components of $T(v)$.

In what follows, we use the rms of the residual spectrum, as a function of polynomial order, as a metric for the effectiveness of foreground subtraction, i.e.,

$$\text{rms}_{\text{res}} = \sqrt{\langle (T(v) - \hat{T}(v))^{2} \rangle},$$

where $\langle \ldots \rangle$ indicates an average over frequency. In selected cases we also plot the actual residuals as a function of order to show their behavior across the frequency band.

2.1. Antenna Gain Pattern Models

In order to simulate the effect of nonuniform instrument response on the sky spectrum, we test two models for the antenna
gain pattern, \( A(v, \vec{n}) \). The first is that of a simple short dipole over a ground plane (Kraus 1950):

\[
A_d(v, \theta, \phi) = 2 \sin(2\pi h \cos \theta) \sqrt{1 - (\sin \theta \sin \phi)^2},
\]

where \( \theta \) and \( \phi \) are the zenith and azimuth angles, respectively, and \( h \) is the dipole height above the ground plane, expressed in wavelength. Variation with frequency, mediated entirely via \( h \), is slow. The second model is that for the broadband inverted-V dipole used in LEDA and provided by the Long Wavelength Array (LWA; Taylor et al. 2012; Ellingson et al. 2013). This may be parameterized as follows:

\[
A_{\text{LWA}}(v, \theta, \phi) = \sqrt{[p_E(v, \theta) \cos \phi]^2 + [p_H(v, \theta) \sin \phi]^2},
\]

where \( E \) and \( H \) represent the two orthogonal polarization axes for a single dipole and

\[
p_i(v, \theta) = \left[ 1 - \left( \frac{\theta}{\pi/2} \right)^{a_i(v)} \right] (\cos \theta)^{\beta_i(v)} + \gamma_i(v) \left( \frac{\theta}{\pi/2} \right) (\cos \theta)^{\delta_i(v)},
\]

with \( i = E, H \) (Ellingson 2010). Estimates of the exponents were obtained using a semi-analytic propagation model. Following Dowell (2011), we approximate the vector \( a_i(v) \equiv [\alpha_i(v), \beta_i(v), \gamma_i(v), \delta_i(v)] \) for each plane using a polynomial in frequency,

\[
a_{i,j}(v) = \sum_{n=0}^{m} a_{i,j}^{(n)} \left( \frac{v}{v_0} \right)^n,
\]

where \( j \) enumerates the vector element (\( \alpha, \beta, \gamma, \delta \)), finding suitable fits over 40–88 MHz (the approximate LEDA passband) in both planes for \( m = 3 \) (Figure 1). As in Ellingson (2010), \([\gamma_H(v), \delta_H(v)]\) is fixed at zero.

2.2. Sky Models

We consider models where the spatial structure of the foregrounds is crudely captured, but the properties of the foregrounds (and hence their frequency dependence) are physically modeled. In the process, we assess the impact that the most pessimistic assumptions about the foreground frequency spectrum have on the detection of the \( \lambda 21 \) cm spectrum.

2.2.1. Diffuse Emission

Galactic synchrotron emission is believed to be the dominant foreground below 100 MHz (e.g., Di Matteo et al. 2002; Santos et al. 2005; McQuinn et al. 2006), so we begin by modeling this component. A more general model that includes the small contribution from extragalactic sources follows. For measurement of fluctuations in the \( \lambda 21 \) cm signal, foreground removal for an idealized experiment is almost lossless even for a mono-energetic population of synchrotron electrons (Petrovic & Oh 2011), ignoring the effect of mixing angular and spectral modes introduced by the instrument (Datta et al. 2010; Vedantham et al. 2012; Trott et al. 2012; Morales et al. 2012; Parsons et al. 2012; Thyagarajan et al. 2013). This result suggests that even the most pathological synchrotron foreground imaginable does not necessarily impede detection of the \( \lambda 21 \) cm fluctuations signal. We investigate here whether the same holds for the sky-averaged signal.

The spectrum of power emitted by a single electron via the synchrotron process is (e.g., Rybicki & Lightman 1979)

\[
P(v) \propto \frac{v}{v_e} \int_{v/v_e}^{\infty} K_3(\xi) d\xi,
\]

where \( K \) is a modified Bessel function of the second kind, \( v_e \propto E^2 B_\perp \), \( E \) is the energy of the electron, and \( B_\perp \) is the perpendicular component of the magnetic field. The mapping between the peak of \( P(v) \) and electron energy is

\[
E \approx \left( \frac{v}{50 \text{ MHz}} \right)^{1/2} \left( \frac{B_\perp}{10 \mu \text{G}} \right)^{-1/2} \text{ GeV},
\]

where 10 \( \mu \)G is characteristic of the Galactic magnetic field. The three red dotted curves in the top panel of Figure 1 show the brightness temperature of the synchrotron spectrum from a mono-energetic electron population with energy of 0.5, 1 or 2 GeV and 2 GeV and \( B_\perp = 10 \mu \text{G} \), normalized to 5000 K at 60 MHz. The 1 GeV case has peak frequency at \( v_p = 50 \text{ GHz} \), and the other cases fall a factor of four above and below this \( v_p \). Even the synchrotron emission from a mono-energetic electron population presents a smoother spectrum (and with fewer inflection points) than models of the \( \lambda 21 \) cm signal (bottom panel of Figure 2).

In reality, the sky-averaged Galactic synchrotron spectrum arises from the summation of \( P(v) \) over a broad distribution of electron energies. We explore a minimal model for the Galactic electron population to assess how readily the sky-averaged \( \lambda 21 \) cm signal can be extracted in a case that approximately represents cosmic ray electrons. In particular, we solve the diffusion equation for a disk with a cosmic ray source profile of \( \exp(-0.5[r/8 \text{ kpc}]^2) \delta_D(z) \) where \( r \) is Galactocentric radius and
After Atoyan et al. (1995). The three cooling terms in the bracket from right to left stem from losses owing to ionization, Coulomb collisions, and synchrotron emission plus inverse Compton. Here \( n_{\text{H}} \) and \( n_e \) are the number densities of hydrogen atoms and electrons, respectively, in units of \( \text{cm}^{-3} \) (set to unity in our calculations), \( \gamma = E/\gamma m_e c^2 \), and the last factor on the RHS assumes \( B_{\perp} = 10 \mu \text{G} \) and the radiation energy density is dominated by the cosmic microwave background. This model is similar to what is used in diffusion models such as GALPROP,\(^6\) which is able to match many of the observed properties of Galactic cosmic rays. We integrate the resulting electron energy distribution from this calculation over the synchrotron kernel, \( P(\nu) \), to generate the model sky spectrum. Collisonal and ionization cooling start to become relevant at energies \(<1 \text{ GeV} \). Interestingly, below 1 GeV—electrons that are important for the low frequency radio emission—collisional/ionization cooling starts to become relevant as opposed to inverse Compton and synchrotron cooling at higher energies. This produces a break in the cosmic-ray electron energy spectrum, characterized by a transition from \( dN/dE \sim E^{-\beta-1} \) to \( E^{-\beta+1} \) once ionization losses become important, where \( \beta \approx 2.2 \) is the injection index of accelerated electrons. This break is in agreement with more sophisticated Galactic diffusion models (e.g., Strong et al. 2007).\(^7\) The diffusion model results in a synchrotron spectral index of \( \sim -2.7 \) over 100–200 MHz, changing by only a percent between 30 and 120 MHz (Figure 2, top panel, black curve), and in rough agreement with the measurement of Rogers & Bowman (2008). As this model incorporates a minimal amount of physics, it is likely to be smoother than the true Galactic synchrotron spectrum (although, we have assumed only one value for \( B_{\perp} \) and for the densities in Equation (13), and dispersion in these values will also act to smooth the spectrum further).

We find that a higher-order polynomial in \( \log \nu \) is required to represent the synchrotron spectrum than has been considered in previous studies such as Pritchard & Loeb (2010) and Harker et al. (2012). Figure 3 shows the residuals after subtracting different order polynomials in \( \log \nu \) over 30–120 MHz (comparable to the LEDA passband) for our different models for the

\[^{6}\text{http://galprop.stanford.edu/}\]

\[^{7}\text{There are two other effects that we do not model but that could also impart additional structure in the radio. There is some evidence for an intrinsic break at \( \sim 10 \text{ GeV} \) in the injected spectrum from supernovae (Strong et al. 2000). In addition, re-acceleration of cosmic rays off waves in the interstellar medium may start to become important at \( E \lesssim 1 \text{ GeV} \) (Strong et al. 2007).}\]
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synchrotron spectrum. The top panel shows the contrived case of a 6-function electron distribution with \( E = 1 \) GeV, which represents the most pessimistic case possible as not only it is mono-energetic but the break in the synchrotron spectrum occurs in the middle of the band for this energy. This pathological case requires a sixth-order polynomial for the residuals to be less than the anticipated amplitude of the \( \lambda 21 \) cm signal, \( \sim 100 \) mK (Figure 2). The bottom panel shows the sky spectrum in the more realistic diffusion model for the distribution of Galactic cosmic ray electrons. In this case, at least a fourth-order polynomial is required to reduce residuals below 100 mK. We have also investigated fitting over a broader band, 30–200 MHz and find that an additional order is required to yield similarly small residuals. We note that at higher frequencies (i.e., the EoR), it is possible that a somewhat lower order polynomial may be used owing to reduced sky brightness; on the other hand, higher orders may be demanded by the smaller magnitude of the signal.

2.2.2. Point Source Emission

Extragalactic point sources constitute \( \sim 10\% \) of sky brightness temperature (i.e., Di Matteo et al. 2002; Jackson 2005; Jelic et al. 2008). Let us assume that the intensity and spectral index of the point sources is uncorrelated and that the distribution of spectral indices is a Gaussian with width \( \sigma_{\alpha} \) at reference frequency \( v_0 \). Then, the result of convolving the background with a Gaussian distribution of spectral indexes with width \( \sigma_{\alpha} \) is

\[
T = T_0 \left( \frac{v}{v_0} \right)^{\frac{2 + \sigma_{\alpha}^2 \log(v/v_0) / 2}{2}}, \quad (14)
\]

where \( T_0 \) is the average brightness temperature at \( v_0 \) and we assumed \( \sigma_{\alpha} \approx 0.3 \) (i.e., Mauch et al. 2003). Thus, at least for this simple case, a second-order polynomial in \( \log v \) is sufficient to remove the foregrounds, but any deviations from a Gaussian spectral index distribution (or power-law functional forms) will impart higher order terms. For example, a skewness (defined as the third moment of the distribution in \( \alpha / \sigma_{\alpha} \)) adds third- and fifth-order terms (with the latter suppressed by an additional \( \sigma_{\alpha}^2 \)). Kurtosis (defined as one higher moment) adds fourth- and sixth-order terms. For a \( \sim 10\% \) contribution to sky temperature, skewness at \( 10^3 \) would require fitting these extra terms to reduce residuals by \( \mathcal{O}(10^5) \) over a band with \( \Delta v \sim v_0 \). Since a skewness at this level is almost inevitable, removing point sources with different spectral indices also requires fitting at a similar order to what the earlier diffusion model suggests is necessary in order to remove Galactic synchrotron emission.

2.3. Angular Structure

Coupling between angular and frequency structure in antenna gain patterns and foreground emission may be anticipated to exacerbate residuals unless models include high-order polynomial terms. We investigated this problem here by adopting two reference maps of foreground emission: the all-sky 408 MHz map (Haslam et al. 1982) and a 150 MHz all-sky map from the de Oliveira-Costa et al. (2008) model. We derived a direction-dependent spectral index from the ratio of 150 and 408 MHz temperatures and extrapolated the 150 MHz map below 100 MHz (e.g., Figure 4). We will refer to this foreground model as our “foreground simulations.” Albeit smoother in frequency, our model accounts for angular variations in the sky spectrum that were not accounted for in the all-sky principle component analysis of de Oliveira-Costa et al. (2008).

Figure 4. Foreground simulated map at 40 MHz. The gray area is below the horizon at LST = 7 hr for +34\(^\circ\) latitude.

We simulate observations using an antenna at +34\(^\circ\) latitude (which corresponds to the LEDA prototyping site at the LWA in New Mexico. The results are substantially similar to those for the +37\(^\circ\) latitude LWA site in the California Owens Valley at which the full LEDA system has been deployed). We model how the sky brightness distribution multiplied by the gain pattern varies as a function of local sidereal time for 7–10 hr. The Galactic Center is below the horizon during this interval. We created four noiseless sky realizations evaluated on the hour (Figure 4), constructed products with gain pattern models over 1 MHz bins, integrated in angle and averaged in time. These mock observations account for the coupling between angular and frequency structure in the foreground sky and antenna gain patterns. We note that actual observations would use higher time cadence and frequency resolution so as to enable excision of radio frequency interference and calibration of gain fluctuations in the signal path prior to averaging.

Next we subtracted fitted polynomials as described by Equations (4) and (5). Residuals as functions of frequency and polynomial order are shown in Figure 5. For order \( n = 2 \) and the foreground simulations without multiplication of a dipole response, the rms residual is \( \sim 1 \) mK. This reflects the smoothness of the intrinsic sky model to such a degree that the sky averaged \( \lambda 21 \) cm signal would be readily detectable.

Incorporation of a short dipole gain pattern coupled to the sky raises rms residuals above 1 mK for \( n < 5 \). For an LWA dipole, the same is true for \( n < 7 \). We conclude that the frequency structure in observed residual spectra is more sensitive to the detailed angle and frequency dependence of antenna gain pattern than that in the extant sky model. This persists for foreground simulations that include the minimal cosmic-ray electron diffusion model (Section 2.2.1), for which variation with frequency is more complex but the effect is homogeneous across the sky—residuals are \( >1 \) mK for \( n < 3 \).

In order to test for robustness, we considered a foreground model in which Gaussian fluctuations are added to the spectral indices derived in Section 2.3 pixel by pixel and convolved with a 7\(^\circ\) FWHM Gaussian kernel in order to preserve angular coherence. We derived foreground models and residual spectra for a 0.5 rms in spectral index, on a 7\(^\circ\) scale (Figure 6). This can be considered a worst case since spectral index measurements with similar resolution at \( \sim 1 \) GHz have peak-to-peak variations of 0.1 (Reich & Reich 1988). We observe that the primary impact on the rms of the residual spectrum is to increase the required polynomial order for an antenna with uniform response. Otherwise the impact of the antenna gain pattern dominates and so the foreground model that accounts for varying spectral indices will not be used in later sections.
interferometric visibilities (i.e., Thompson et al. 2001): λ/d much larger than is complicated by instrument insensitivity to angular structure dipole observing for 10 and 100 hr.

Figure 5. (Top): spectrum of residuals for the sky model described in Section 2.3 and the gain pattern of an LWA dipole. Polynomials in log ν for a fourth-, fifth-, and sixth-order (solid, dashed, and dot-dashed lines respectively) are subtracted from the foreground model, averaged in angle and time. (Bottom): rms over 40–88 MHz after polynomial subtraction for four cases: the foreground simulation alone (i.e., no multiplication by a dipole gain pattern, triple dot–dashed line); the minimal cosmic ray electron diffusion model (Section 2.2), which interestingly yields more frequency structure though it carries no intrinsic angular structure (dot-dashed line); foreground simulation multiplied by the short dipole gain pattern (dashed line); and the same multiplied by the LWA dipole pattern (solid line). The horizontal lines are the rms noise for four single dipoles observing for 10 and 100 hr.

3. AID FROM AN INTERFEROMETRIC ARRAY

Extraction of the λ21 cm signal from spectra requires establishing a high-order polynomial representation of the product of the antenna response and sky brightness (Section 2.3). Conceptually, this may be used to model the foreground signal in order to perform a joint fit with the cosmological signal. Independent knowledge of Tf(ν, ħ) and A(ν, ħ) may be gained from interferometric visibilities (i.e., Thompson et al. 2001):

\[ V_{ij}(u, v, ν) = \int I(ν, ℓ, m)A(ν, ℓ, m)e^{-2\pi(u(ν)∪v)m}dℓdm, \]

where (i, j) represents an antenna pair and (u, v) the separation in units of wavelength, ν is the observing frequency, I is the specific intensity of the sky, and (ℓ, m) are the coordinates on the plane tangent to the sky in the observing direction.

In practice, reconstructing I(ν, ℓ, m) by inverting this relation is complicated by instrument insensitivity to angular structure much larger than λ/d_min, where d_min is the typical minimum separation between antennas. This poses a problem for wavelengths ≥3 m because the majority of the foreground signal arises on angular scales corresponding to d/λ ∼ 1, i.e., on very large scales on the sky. Inclusion of autocorrelated power in the

Figure 6. Same as the bottom panel of Figure 5 except that normally distributed variation in the spectral index on 7° scales with a 0.5 rms has been added to the foreground simulation. It is notable that with accounting for the LWA gain pattern, there is little difference between residuals with and without dispersion in spectral index (Figure 5).

We focus here on measurement of the antenna gain pattern using interferometric measurements. Simulations carried out in Section 2.3 indicated that for intensities comparable to the predicted λ21 cm signal, details of the gain pattern impose frequency structure in the observed spectrum more so than the spectrum of foreground brightness itself. Therefore, we assume in what follows the availability of a foreground template.

Mitchell et al. (2008) describe an algorithm for gain pattern determination in interferometric observations where visibilities are phased to the positions of calibrators, apparent intensities are measured, and a parameterized antenna gain pattern is fit. The technique is suitable where the number of sources greatly exceeds the number of gain pattern parameters to be estimated. Where sensitivity limits the number of calibrators visible instantaneously, measurements for any given object may be made multiple times as it traverses the gain pattern (e.g., Bernardi et al. 2013).

We consider application to a model LWA station comprising 256 dual polarization antennas distributed in an area ∼100 m across (5 m minimum spacing) plus five dual polarization “outrigger” antennas offset ∼350 m from the array center. Baselines between core and outrigger antennas resolve diffuse Galactic emission and enable isolation of point sources for calibration purposes. We adopt the 74 MHz Very Large Array Sky Survey (Cohen et al. 2007; Helmboldt et al. 2008) as a point source reference catalog that guides execution of the Mitchell et al. (2008) algorithm.

Under these assumptions, we can study how well LEDA will be able to constrain the antenna gain pattern by using interferometric measurements. The fractional uncertainty, σ_p, on each parameter describing A(ν, ℓ, m) is the inverse of the

8 The model array is intended to be generic, borrowing elements of the two LWA sites used in the LEDA effort. The NM site has a 110 × 100 m core and five outriggers offset by 213–459 m from the center. The Owens Valley site has a 212 m core and as many outriggers offset in a concentric arc of 265 m radius.
signal-to-noise ratio (S/N) per parameter S/Np:

$$\sigma_p = \frac{1}{S/N_p} = \frac{1}{S/N_s \sqrt{N_{\text{chan}} N_{\text{pd}}}}.$$  (15)

where S/Ns is the S/N per source, Nchan is the number of independent frequency channels, Npd is the number of detectable sources, Npd is the number of parameters describing A(ν, ℓ, m) (24 for LWA; Dowell 2011), and Np is the number of antennas for which the gain patterns are dissimilar one to the other. The present analysis adopts Np = 2 representing one gain pattern for the geographically isolated outriggers and one mean gain pattern for the closely packed, mutually coupled core antennas.

The number of detectable sources can be estimated by integrating the 150 MHz differential source counts (Hales et al. 1988):

$$N_s(S_0) = \int_{S_0}^{\infty} \int_{\nu/2}^{\nu} dN d\Omega dS d\hat{\Omega} = \int_{S_0}^{\infty} \int_{\Omega} \frac{4000}{\sqrt{\nu}} \left(\frac{S}{Jy}\right)^{-2.52} dS d\hat{\Omega},$$  (16)

where the angular integral is over the peak of the antenna gain pattern. The ∼3 dB points are separated by ∼90° across the band. In general, the limit S0 above which sources are detectable is set by either the array sensitivity or the confusion level. Recent observations at 150–200 MHz band have estimated classical confusion noise to be ∼200 mJy for ∼16° resolution (Williams et al. 2012; Bernardi et al. 2013). The confusion level $\sigma_c^{\text{LEDA}}$ expected for LEDA may be obtained by scaling:

$$\sigma_c^{\text{LEDA}} = 0.2 \left(\frac{\nu}{150 \text{ MHz}}\right)^{\bar{a}} \left(\frac{\theta_{\text{LEDA}}}{16'}\right)^2,$$  (17)

where $\theta_{\text{LEDA}}$ is the point spread function expressed in arcmin, and $\bar{a} \sim -0.7$ is the spectral index. At $\nu = 60 \text{ MHz}$, $\sigma_c^{\text{LEDA}} \sim 20 \text{ Jy beam}^{-1}$ for a baseline of 350 m.

The radiometer equation specifies the thermal noise,

$$\sigma_c^{\text{LEDA}} = \frac{\text{SEFD}}{\sqrt{N_s(N_s-1)^2\Delta\nu\Delta t}},$$  (18)

where the system equivalent flux density (SEFD) for an LWA antenna is 2 MJy in the middle of the observing band and at mid-range zenith angles (Ellingson 2011), $\Delta\nu$ is the bandwidth, $\Delta t$ the integration time and $N_s = 256$ is the number of correlated antennas (per polarization). For $\Delta\nu = 1 \text{ MHz}$ and $\Delta t = 1 \text{ minute}$, $\sigma_c^{\text{LEDA}} \sim 1.4 \text{ Jy beam}^{-1}$, which indicates that the data are confusion limited. If $\sigma_c = 5 \times \sigma_c^{\text{LEDA}}$, then Equation (16) gives $N_s \sim 130$ sources over a 90° field of view. For $N_{\text{chan}} = 2$, $N_{\text{pd}} = 24$, $N_s = 48$, and $S/N_s = 5$, we obtain $\sigma_p = 1.3\%$.

We simulated the impact on foreground modeling of uncertainties $\sigma_c = 1\%, 3\%, 5\%, 8\%$, and $10\%$. We carried out 100 Monte Carlo realizations where each of the parameters $a_i(\nu) \equiv [\alpha_i(\nu), \beta_i(\nu), \gamma_i(\nu), \delta_i(\nu)]$ that describe the beam frequency dependence was perturbed by adding an uncertainty drawn from a Gaussian distribution of zero mean and $\sigma_c$ standard deviation. A set of parameters $a_i(\nu)$ was generated for each polynomial order independently in order to assess the impact of uncertainties on different scales of beam frequency dependence. Each simulated spectrum was then fitted by using a seventh-order polynomial in log $\nu$ and the residual spectra were averaged together.

The beam simulation was repeated by simultaneously varying the $a_i$ parameters in order to investigate the impact of their covariance. We found equivalent results for both cases and, therefore, we presented only result for the latter. Figure 7 displays one realization of the beam simulations (see Figure 2).

We found that increasing the error magnitude leads to higher rms residuals assuming that the polynomial order of the fitting function is not changed, i.e., mimicking incomplete knowledge of the gain pattern (Figure 8). For errors <5% the residual rms remains at the few mK level and well below the anticipated ∼100 mK signal. From this we infer that, in principle, the LEDA gain pattern could be constrained with sufficient accuracy so as not to motivate adoption of a higher order representation than what is already required (Figures 5 and 6).

4. Fisher Analysis

Thus far, we have shown that the residuals after subtracting a low-order polynomial in log $\nu$ are less than the physical $\lambda 21$ cm signal amplitude, which suggests that the signal is detectable. However, foreground subtraction may also remove signal and we have not formally shown that the anticipated $\lambda 21$ cm signal is detectable after fitting out $a_i$, e.g., seventh-order polynomial. We again specialize this section to the case of LEDA. To estimate
Figure 9. λ21 cm line profiles corresponding to the models listed in Table 1: the solid line corresponds to model A, the triple dot-dashed line to model B, and the dashed line to model C.

how precisely LEDA can constrain the H\(_{\text{i}}\) absorption trough, we use the Fisher matrix formalism (i.e., Tegmark 1997; Eisenstein et al. 1999), which provides analytic formula for errors in the limit of a Gaussian likelihood function. This formalism requires a model for the foregrounds, signal, and noise. We adopt the foreground model developed in Section 2.3:

\[
T_f(\nu) = e^{\sum_{n=0}^{N} c_n (\log \nu)^n},
\]

(19)

where the \(c_n\) coefficients are the best fit derived by the foreground simulations and we use \(N = 7–8\). For the λ21 cm signal, we adopt a Gaussian:

\[
T_{\text{H}_1}(\nu) = A_{\text{H}_1} e^{-\frac{(\nu - \nu_{\text{H}_1})^2}{2\sigma_{\text{H}_1}^2}},
\]

(20)

where \(A_{\text{H}_1}\), \(\nu_{\text{H}_1}\), and \(\sigma_{\text{H}_1}\) are the peak amplitude, peak frequency, and width of the H\(_{\text{i}}\) signal, respectively. We use three Gaussian profiles (Table 1 and Figure 9) to model the H\(_{\text{i}}\) line and to coarsely sample the range of the theoretical predictions (Pritchard & Loeb 2008, 2010). These Gaussian models differ somewhat from the approach taken in Pritchard & Loeb (2010) and Harker et al. (2012), which modeled the cosmological λ21 cm signal by its turning points, i.e., where the derivative of the signal with respect to the frequency is zero. This approach is simply not possible for LEDA as only one turning point tends to fall within the LEDA observing band. For the same reason, the

Table 1

| Model Label | \(A_{\text{H}_1}\) (mK) | \(\nu_{\text{H}_1}\) (MHz) | \(\sigma_{\text{H}_1}\) (MHz) |
|-------------|------------------|-----------------|-----------------|
| A           | -100             | 67              | 5               |
| B           | -100             | 67              | 7               |
| C           | -10              | 67              | 5               |

Figure 10. 68% (gray) and 95% (black) confidence regions for the H\(_{\text{i}}\) models A (top row), B (second row), and C (third row), assuming the fiducial seventh-order polynomial model for the foregrounds. All the models are detected with high confidence.
models investigated here span a narrower range of frequencies than is shown in Figure 1.

The Fisher matrix is defined as

$$F_{ij} = \frac{1}{2} \text{Tr} \left[ C^{-1} C, C^{-1} C, \mu^T_j + \mu^T_i \right],$$

where $C$ is the covariance matrix between the frequency channels, $\mu \equiv T_{\text{sky}}(v) = T_f(v) + T_{\text{HI}}(v)$, and commas represent derivatives with respect to parameter $i$. Assuming the signal is measured in $N_{\text{chan}}$ uncorrelated frequency channels, the covariance matrix takes the following form:

$$C_{n,m} = \delta_{n,m} \sigma_n^2 = \delta_{n,m} \frac{T_{\text{sky}}^2(v_n)}{\Delta \nu \Delta t},$$

and the Fisher matrix becomes (Pritchard & Loeb 2010):

$$F_{ij} = \sum_{n=1}^{N_{\text{chan}}} \left[ 2 + \frac{\Delta \nu \Delta t}{T_{\text{sky}}^2(v_n)} \right] \frac{dT_{\text{sky}}(v_n) \, dT_{\text{sky}}(v_n)}{dp_i \, dp_j},$$

where $p \equiv (c_0, \ldots, c_N, A_{\text{HI}}, v_{\text{HI}}, \sigma_{\text{HI}})$ and we have assumed $\Delta \nu = 1 \text{ MHz}$, $N_{\text{chan}} = 48$, and $\Delta t = 400 \text{ hr}$. As LEDA has deployed four antennas at each site for the global signal measurement, this is equivalent to an integration time of 100 hr per antenna.

Figure 10 shows our Fisher estimates for the errors on the three parameters, assuming the foregrounds are fitted with $N = 7$. The Fisher estimate for the standard deviation on parameter $i$ is $\sqrt{F_{ii}^{-1}}$. We find that in this case all the parameters in models A, B, and C can be detected at 95% confidence level. The trough position, $v_{\text{HI}}$, is the best constrained parameter of the three. The HI amplitude is the parameter which is least constrained, with a percent error of ~40% for model B.

The uncertainties on the width are larger for wider Gaussians, as expected. Figure 11 instead shows the case with $N = 8$. In this case, only model A is detected at 95% confidence level, which stresses the importance of reducing the order required to fit the polynomial. We now discuss what value of $N$ to choose.

The residuals in the foreground model that remain after fitting at $N$th order bias the inference of the $\lambda 21$ cm signal model parameters. When this bias is larger than the statistical error, it is significant and means that a higher-order polynomial is required. In the Fisher Matrix formalism, one can estimate the bias on a parameter in units of the variance on the parameter $[F^{-1}]_{ii}$:

$$b_i = \frac{1}{[F^{-1}]_{ii}} \sum_{j=1}^{N_{\text{par}}} F_{ij}^{-1} \sum_{n=1}^{N_{\text{chan}}} \frac{\Delta \nu \Delta t}{T_{\text{sky}}^2(v_n)} \frac{dT_{\text{sky}}(v_n)}{d\lambda_j} R(v_n),$$

where $N_{\text{par}}$ is the number of parameters to be estimated, $\lambda_j$ is the $j$th parameter, and $R$ is the residual temperature, which we compute from the difference between our full model for the signal with our best fit using Equation (19). This formula is most appropriate when the bias is comparable or smaller than the error, but it can be used to provide a sense for when this condition should hold.
Figure 12. Bias in the H\textsubscript{i} parameters in units of the standard deviation for our mock observation in model A. It is plotted as a function of the polynomial order used to model the foregrounds. The solid, dashed and dot-dashed lines show, respectively, the bias in the amplitude ($A_{\text{H}i}$), the centroid ($\nu_{\text{H}i}$), and the Gaussian width ($\sigma_{\text{H}i}$) of the $\lambda\text{21 cm}$ absorption trough. Note that this function should not be strictly monotonically decreasing for one foreground realization.

Figure 12 plots the absolute value of the bias of the three parameters in model A and as a function of polynomial order. Again, this needs to be approximately less than unity to consider the parameter estimate unbiased. We find that $|b_i|$ is a strong, decreasing function of the polynomial order used to fit the foregrounds. The bias in the model parameters is several times larger than the variance for $N = 7$ and smaller than the variance for $N = 8$, justifying our previous choices for $N$.

5. CONCLUSIONS

This paper investigated the impact on global $\lambda\text{21 cm}$ signal measurements of spectral structure that is either intrinsic to the foregrounds or induced by the antenna response. We focused on the measurement of the H\textsubscript{i} signal from the dark age, focusing on the LEDA instrument, but our results generalize to other sky-averaged $\lambda\text{21 cm}$ experiments. We carried out realistic simulated observations, including a variety of physically motivated $\lambda\text{21 cm}$ signals, foreground models, and antenna gain patterns.

First, we considered more physical models for the spectral structure of the foregrounds than done previously. Prior studies had primarily parameterized the foregrounds with a low-order polynomial in $\log T_B - \log \nu$. We found that the intrinsic spectral shape of optically thin synchrotron emission—the dominant foreground—likely can be removed with a $\sim$fourth-order polynomial to $<10$ mK, as is required to isolate the signal. Even in the most pathological case imaginable of a mono-energetic population of synchrotron electrons, we found that the foregrounds could be subtracted with a $\sim$sixth-order polynomial. We argued that including the additional emission from point sources, free–free emission, and self-absorption requires a modest increase in polynomial order over that required in the optically thin synchrotron case.

The primary result of this paper concerns the coupling between the antenna response to the foregrounds. We found that the coupling between the foregrounds and the (inevitable) spatially and spectrally dependent antenna gain pattern generates spectral structure that requires additional orders to subtract the foregrounds. For LEDA, this induced structure can still be adequately fit with a seventh-order polynomial in $\log \nu$ and a large variety of H\textsubscript{i} models can still be measured. We found, however, that the subtraction of a seventh-order polynomial can still leave a non-negligible bias in the estimate of the H\textsubscript{i} parameters. The inclusion of an eighth-order polynomial in the foreground modeling may preclude the detection of the faintest H\textsubscript{i} models but leads to an unbiased estimate of the parameters. As LEDA observes in the 40–90 MHz band, our conclusions are limited to $\lambda\text{21 cm}$ absorption lines narrower than this band. We would expect worse constraints for wider $\lambda\text{21 cm}$ models.

In general, our results suggest that the commonplace approach of assuming all frequency structure can be removed with a low-order (i.e., third) function is too optimistic. The combination of interferometric array and single dipole observations can in principle enable the measurement of the antenna parameters and mitigate antenna gain pattern uncertainties as a source of spectral structure. We simulated the impact of statistical errors on the antenna gain pattern and found that interferometric measurements should constrain sufficiently the antenna gain pattern so as not to compromise the measurement of the cosmological signal.

This study ignored two effects: (1) the additional frequency structure generated at the stage of signal acquisition that is independent of the antenna gain pattern (i.e., signal reflection due to cable mismatch) and (2) ionospheric refraction and atmospheric absorption. Accounting for the structure in frequency of the sky-averaged signal resulting from the former effect requires a more complete model of the instrument (i.e., Bowman et al. 2008; Rogers & Bowman 2012) that will be the focus of future work. Regarding the latter, the ionosphere can have a twofold effect. First, it can affect the measurement of the antenna primary beam (i.e., Tasse et al. 2013). As the ionosphere is expected to vary on time, frequency and spatial scales that are very different than the antenna beam, the problem can effectively be decoupled and ionospheric effects corrected by providing a list of point sources that can be used to measure ionospheric offsets (Mitchell et al. 2008). Second, chromatic effects (owing to refraction in the upper atmosphere) might induce curvature in the spectrum of the global sky signal (Vedantham et al. 2014), and compromise the logarithmic–space foreground removal method (although not necessarily for the seventh- and eighth-order polynomials in $\log \nu$ considered here). However, Vedantham et al. (2014) also showed that ionospheric effects can be understood with simple physical principles, which suggests that they can be modeled prior to fitting out the foregrounds and, therefore, do not seem to represent a major obstacle for the measurement of the global sky signal. This seems also to be confirmed by Voytek et al. (2014) who achieve an average $\sim$500 mK residual spectra in the 60–90 MHz band after foreground subtraction without including any ionospheric modeling.
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