Ghost from constraints: a generalization of Ostrogradsky theorem
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Abstract. Ostrogradsky theorem states that Hamiltonian is unbounded when Euler-Lagrange equations are higher than second-order differential equations under the nondegeneracy assumption. Since higher-order nondegenerate Lagrangian can be always recast into an equivalent system with at most first-order derivatives by introducing auxiliary variables and constraints, it is conceivable that the link between ghost and higher derivatives may be reinterpreted as a link between ghost and constraints and/or auxiliary variables. We find that the latter point of view actually provides more general perspective than the former, by exploring the un/boundedness of the Hamiltonian for general theories containing auxiliary variables, for which Euler-Lagrange equations can be essentially second order or lower than that. For Lagrangians including auxiliary variables nonlinearly, we derive the degeneracy condition to evade the Ostrogradsky ghost that can apply even if auxiliary variables can be solved only locally. For theories with constraints with Lagrange multipliers, we establish criteria for inclusion of nonholonomic (velocity-dependent) constraints leading to the absence of local minimum of Hamiltonian. Our criteria include the Ostrogradsky theorem as a special case, and can detect not only ghost associated with higher-order derivatives, but also ghost coming from lower-order derivatives in system with constraints. We discuss how to evade such a ghost. We also provide various specific examples to highlight application and limitation of our general arguments.
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Constraints are ubiquitous in physics. This is because in general Lagrangians involve not only dynamical variables but also nondynamical ones, whose derivatives do not appear in the Lagrangian. The Euler-Lagrange equations for such variables yield constraint equations, which contain nondynamical and dynamical variables, and/or their derivatives. If they can be solved for nondynamical variables, one can eliminate them by substituting their solutions back into the Lagrangian. If they restrict evolution of dynamical variables, they reduce the number of degrees of freedom in phase space. One might think that constraints are not essential since they can be eliminated by substituting solutions of the constraints to Lagrangian, with the help of a gauge fixing condition if a constraint is first class, and then an equivalent system without constraints may be obtained in principle. Nevertheless, in many systems constraints cannot be solved explicitly. Furthermore, to manifest a symmetry of a system, nondynamical variables and constraints, say the lapse and the Hamiltonian constraint in theories of gravity, play important roles. Also, when a theory contains some dynamical degrees of freedom that are sufficiently massive and hence can be approximated as being nondynamical, the theory can be regarded as an effective field theory (EFT) with nondynamical degrees freedom below some cutoff energy scale. In such a case, the EFT
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action with the nondynamical ones would provide more hints of the original theory than the one after integrating them out. Therefore, it would be advantageous to retain constraints in a defining action of a theory, and any universal understanding of constraints must be helpful for a deep understanding of physics.

The present study is particularly motivated by the recent progress of theories of modified gravity. Counting number of degrees of freedom is crucial in modified gravity, where extra degrees of freedom are introduced to General Relativity so that they are responsible for primordial inflation or late-time accelerated expansion of the Universe and/or serve as a framework for testing gravity in the strong field regime such as the vicinity of black holes [1–4]. To construct sensible theories, one needs to tame the additional degrees of freedom so that they do not cause instabilities such as ghost instability. In fact, the constraints play two important roles to eliminate the Ostrogradsky ghosts associated with higher-derivative theories: rewriting a higher-derivative theory to an equivalent lower-derivative theory allows us a systematic study, and imposing appropriate constraints remove ghost degrees of freedom, allowing a construction of ghost-free theory. Since the second role is more directly related to the elimination the ghost degrees of freedom, one may think that the first role is not essential. However, the first role actually tells us a close interplay between ghosts and constraints.

To revisit the first role, let us begin with the Ostrogradsky’s theorem [5, 6]. The Ostrogradsky’s theorem states as follows:

**Theorem 1 (Ostrogradsky theorem)** Let a Lagrangian involves \( n \)-th order finite time derivatives of variables. If \( n \geq 2 \) and the Lagrangian is nondegenerate with respect to the highest-order derivatives, the Hamiltonian of this system linearly depends on a canonical momentum.

The linear dependency of the canonical momentum implies the following local and global pathological properties: the Hamiltonian has no local minimum and the Hamiltonian is unbounded from below. Furthermore, it was shown recently that the unbounded Hamiltonian outlasts even after quantization [7–9]. If the assumption of the Ostrogradsky theorem is satisfied, the Euler-Lagrange equations form a system of \( 2n \)-th order differential equations. While the Ostrogradsky theorem focuses only on the ghost degrees of freedom associated with the highest-order derivatives in the Euler-Lagrange equations, in general non-highest but higher-order derivatives also lead to an unbounded Hamiltonian [10]. Therefore, in general, higher-derivative Lagrangian having higher-order system of Euler-Lagrange equations suffers from unbounded Hamiltonian. This is considered to be the reason why the laws of physics are described by second-order differential equations rather than higher-order ones. However, one can always rewrite a higher-derivative Lagrangian \( L = L(\phi, \dot{\phi}, \ddot{\phi}, \cdots) \) as an equivalent Lagrangian \( L_{eq} = L(q^I, \dot{q}^I) + \lambda^a C_a(q^I, \dot{q}^I) \) up to first-order time derivatives by introducing Lagrange multipliers \( \lambda^a \) and constraints \( C_a = q^a - \dot{q}^{a-1} \). In this case, un/boundedness of Hamiltonian is determined by the form of \( L(q^I, \dot{q}^I) \) and \( C_a \). The higher-derivative nature of the original Lagrangian is encoded into \( C_a \) in the equivalent lower-order Lagrangian. Then, a natural question arises: does the Ostrogradsky instability exist only for this particular \( C_a \)? If this is not the case, a Lagrangian with auxiliary variables and constraints that cannot be recast to higher-order system could also suffer from the unbounded Hamiltonian, for which the Euler-Lagrange equations form a second- or lower-order system of differential equations. Then, the ghost would be associated with auxiliary variables and/or constraints rather than higher-order derivatives. Therefore, considering Lagrangian with auxiliary variables and constraints would provide a more general perspective than the Ostrogradsky theorem.
On the other hand, as mentioned above, the second role has been focused as the essence of the elimination of the Ostrogradsky ghosts. Chen et al. [11] investigated nondegenerate higher-derivative Lagrangian with constraints, and concluded that the Ostrogradsky instability can only be removed by the addition of constraints if the original theory’s phase space is reduced. Together with the first role of the constraints, Ostrogradsky ghosts in arbitrary higher-derivative theories can be systematically eliminated by imposing an appropriate set of constraints [12–15]. This procedure was applied to a construction of degenerate higher-order scalar-tensor (DHOST) theories [12, 16], where the degeneracy conditions are imposed to guarantee the existence of the constraints to eliminate the Ostrogradsky ghosts. These results are reasonable since ghost degrees of freedom in phase space are removed by a certain set of constraints. However, from more general point of view, it is not clear whether adding constraints is always a good thing. In principle, constraints would eliminate healthy degrees of freedom rather than ghosts, or would not reduce phase space dimension. It is not clear what happens for these cases. One interesting example is a class of scalar-tensor theories generated by non-invertible metric transformation, known as mimetic gravity [17] (see also [18–20]), which has a rich phenomenology for cosmology and astrophysics (for a recent review, see [21]). The instability issue of this class of theories has been studied extensively [22–25]. It is also known that the action of this class can be rewritten in the form with non-holonomic constraint. Nevertheless, the interplay between the constraint and the instability has not been clarified yet.

To address these questions, in this paper we consider general Lagrangian with auxiliary variables and constraints. We find that the Ostrogradsky instability, which has been regarded to originate from the higher-derivative nature of the Lagrangian, is more generally related to constraints that do not reduce the phase space dimension. Indeed, we find various examples that exhibit the same type of unbounded Hamiltonian due to terms linear in canonical variables. The main theorem we prove in the present paper is as follows:

**Theorem 2** Let a Lagrangian

\[ L = L_0(\dot{q}^I, q^I) + \lambda^a C_a(\dot{q}^I, q^I) \]

be equipped with constraints

\[ C_a = 0 \]

via the Lagrange multipliers \( \lambda^a \), where the dimensions of \( q^I \) and \( \lambda^a \) are \( n \) and \( m \) (\( n \geq m \)), respectively. The Hamiltonian has neither local minimum nor maximum if the following three conditions are satisfied: 1. The Lagrangian is nondegenerate with respect to \( \dot{q}^I \). 2. The constraints do not reduce the phase space dimension of \( q^I \). 3. Either a) the system does not allow a solution \( \dot{q}^I = 0 = \frac{\partial L}{\partial q^I} \) under \( C_a = 0 \), or b) at least one of the constraints has \( q^I \) dependency at the solutions \( \dot{q}^I = 0 = \frac{\partial L}{\partial q^I} \) under \( C_a = 0 \).

The condition 3 consists of two cases, 3-a and 3-b. The condition 3-a deals with the case that a particle cannot stop due to a constraint and then the Hamiltonian does not admit a stationary point. Although the Hamiltonian does not have local minimum nor maximum, this case is not pathological on the same footing with the Ostrogradsky ghosts. On the other hand, the Ostrogradsky-like system is found when the condition 3-b holds. As we will show in section 5.2, the condition 3-b accompanying the conditions 1 and 2 conclude that all of stationary points of the Hamiltonian are saddle points, i.e. there is a mode that yields a lower energy state than any stationary point. Therefore, the system does not admit a (meta)stable state and there exists a ghostly degree of freedom. Since the systems discussed in Theorem 2 include not only systems that are equivalent to higher derivative systems but also others, it is reasonable to view Theorem 2 as a generalization of the Ostrogradsky theorem.\(^1\) The

\(^1\)Note that the consequences of Theorem 1 and Theorem 2 are slightly different. Strictly speaking, the Ostrogradsky theorem concludes that the Hamiltonian is linear in a canonical momentum and then not bounded from above and below while the Theorem 2 still allows a bounded Hamiltonian whose infimum is located on the boundary in phase space. We will discuss this point in section 6.5.
violation of, at least, one of the conditions 1–3 is necessary (but not sufficient) condition to
find a local minimum of the Hamiltonian. We will show various examples with a pathological
Hamiltonian attributed to adding constraints and those with a healthy Hamiltonian due to
violation of the conditions.

The above consideration suggests a rich structure of systems with nondynamical vari-
ables and/or constraints. The purpose of the present paper is to establish a deeper under-
standing of these systems, which shall be highlighted in section 2.1 by a suggestive example.
In particular, we prove Theorem 2 as a generalization of Theorem 1 known as the Ostro-
gradsky theorem. To this end, we shall classify theories with nondynamical variables and/or
constraints, for each of which we address general arguments as well as specific examples. The
classification and the structure of the rest of the paper is summarized in table 1. In section 3,
we review the derivation of the degeneracy condition to eliminate the Ostrogradsky ghosts
from general Lagrangian involving higher-order derivatives without auxiliary variables. In
sections 4 and 5, we investigate Lagrangian with auxiliary variables and present specific ex-
amples. First, in section 4, we consider the case where constraint equations for auxiliary
variables are solvable for the auxiliary variables, and derive degeneracy condition to evade
the Ostrogradsky ghosts. Second, in section 5, we address the case where auxiliary variables
are Lagrange multipliers and prove Theorem 2. We shall also consider a way out from the
Theorem 2 in section 5.3 by introducing solvable auxiliary variable. In section 6 various
concrete examples with Lagrange multipliers are studied. Section 7 is devoted to conclusion.

2 Overview and notation
In section 2.1, as an overview of the present paper, we provide a pedagogical example on the
interplay between various Lagrangians that are linked by virtue of nondynamical variables
and constraints (see figure 1 for a summary). We shall revisit this example in section 6.3. In
section 2.2, we summarize our notation which we use throughout the present paper.

2.1 Interplay between Lagrangians
Let us consider a system of two free particles:

\[ L_1 = \frac{1}{2} \dot{Q}^2 + \frac{1}{2} \dot{\phi}^2, \]

which is clearly free from any instability. However, when a nonholonomic (velocity-
derpendent) constraint \( Q - \dot{\phi} = 0 \) is added to the system, the Lagrangian,

\[ L_{\text{Ghost}} = \frac{1}{2} \dot{Q}^2 + \frac{1}{2} \dot{\phi}^2 + \lambda(Q - \dot{\phi}), \]

is not.
is equivalent to a higher-derivative Lagrangian

\[ L_{\text{Ostrogradsky}} = \frac{1}{2} \dot{\phi}^2 + \frac{1}{2} \phi^2 \]  

(2.3)

since the constraint can be solved as \( Q = \dot{\phi} \). From Theorem 1, the Lagrangian (2.3) suffers from the Ostrogradsky ghost. Hence, the “constrained” Lagrangian (2.2) also suffers from the Ostrogradsky ghost. Note that the phase space dimension of both (2.1) and (2.2) is four; the nonholonomic constraint \( Q - \dot{\phi} = 0 \) does not eliminate the degree of freedom of either \( Q \) or \( \phi \). Furthermore, the constraint \( Q - \dot{\phi} = 0 \) has the \( Q \) dependency. Therefore, Theorem 2 also concludes the system (2.2) exhibits a pathological Hamiltonian.

Although for this theory both of Theorem 1 and Theorem 2 works for (2.3) and (2.2), respectively, Theorem 2 can apply to a wider class of theories than Theorem 1. Actually, a pathological Hamiltonian can show up even if a Lagrangian cannot be rewritten as a higher-derivative theory. For such a case, we can still exploit Theorem 2 while Theorem 1 does not apply. We shall provide specific examples for such a case in sections 5.2, 5.4 and 6.1. Hence, Theorem 2 provides us a more general and robust point of view to unveil the origin of ghost as nonholonomic constraints that do not reduce the phase space dimension, rather than Theorem 1 interpreting the origin of ghost as the nondegeneracy of the Lagrangian with respect to the highest-order derivatives.

We then consider

\[ L_2 = \frac{1}{2} \dot{\phi}^2 + \frac{1}{2} \phi^2 - \frac{1}{4} \xi^2, \]  

(4.4)

which has three variables but only has two dynamical degrees of freedom since \( \xi \) is nondynamical. The Lagrangian (4.4) would be one of the simplest degenerate Lagrangian in the

---

**Figure 1.** Interplay between various Lagrangians with or without ghost linked by virtue of non-dynamical variables \( \xi \) and \( \lambda \) as well as constraints, which provides us several different perspectives. \( L_{\text{Ostrogradsky}} \) and \( L_{\text{Ghost}} \) suffer from an unbounded Hamiltonian due to a term linear in canonical momentum, which can be cured either promoting it to degenerate Lagrangian or introducing solvable auxiliary variable. \( L_{\text{Degenerate}}, L_{\text{Healthy}}, \) as well as \( L_3 \) are equivalent healthy theories via an invertible transformation or plugging a solution of the constraint. For \( L_1 \rightarrow L_{\text{Ghost}}, \) adding a constraint introduces a ghost degree of freedom, suggesting that adding constraint is not always a good thing. See sections 2.1 and 6.3 for more details.
sense that $\xi$ does not have a kinetic term. Similarly to the previous example, we add a nonholonomic constraint and consider a new Lagrangian

$$L_{\text{Healthy}} = \frac{1}{2} \dot{Q}^2 + \frac{1}{2} \dot{\phi}^2 - \frac{1}{4} \xi^2 + \lambda (Q - \dot{\phi} + \xi),$$

(2.5)

which can be also obtained by introducing nondynamical variable $\xi$ to the Lagrangian (2.2), which suffers from the ghost. Contrary to (2.2), the Lagrangian (2.5) is free from the Ostrogradsky ghost: the ghost is exorcised by inclusion of the nondynamical variable $\xi$, namely the violation of the condition 1. Indeed, the constraint can be solved as $Q = \dot{\phi} - \xi$ and then Lagrangian becomes a degenerate higher-order theory

$$L_{\text{Degenerate}} = \frac{1}{2} (\dot{\phi} - \dot{\xi})^2 + \frac{1}{2} \dot{\phi}^2 - \frac{1}{4} \xi^2.$$  

(2.6)

A more straightforward way to see the ghost-freeness is solving the constraint as $\xi = \dot{\phi} - Q$. Substituting it, we obtain the Lagrangian

$$L_3 = \frac{1}{4} \dot{Q}^2 + \frac{1}{2} \dot{\phi}^2 + \frac{1}{2} \dot{\phi}Q - \frac{1}{4} Q^2,$$

(2.7)

which is clearly free from the Ostrogradsky instability. Two Lagrangians (2.6) and (2.7) are related via $Q = \dot{\phi} - \xi$, which can be regarded as the invertible transformation.

Although one can easily see the relations between three apparently different Lagrangians, $L_{\text{Healthy}}$, $L_{\text{Degenerate}}$, and $L_3$ in this simple example, it is not straightforward to either solve constraints explicitly or take an invertible transformation, in general. Even if the system is equivalent, attention has to be paid to the choice of variables. In the context of modified gravity, the choice of variables may have a certain physical meaning such as the Einstein frame metric and the Jordan frame metric where the former one is the metric of which kinetic term is the Einstein-Hilbert action whereas the latter one is the metric which the matter fields couple to. Furthermore, the change of variables has been used to find new theories of modified gravity [26, 27]. Of course, theories related through a change of variables, or more generally an invertible transformation, share the same dynamics [28]. However, one can regard them as different theories by a choice of theory or frame that matter couples to; for instance, although two Lagrangians $L_{\text{Degenerate}}$ and $L_3$ are equivalent, two theories become different if one puts another variable depending on whether it couples to $\xi$ or $Q$. The previous studies focused on the relation between $L_{\text{Degenerate}}$ and $L_3$. In the present paper, on the other hand, we shall focus on the relation between $L_{\text{Healthy}}$ and others and discuss general properties of Lagrangian with auxiliary variables.

### 2.2 Notation

Throughout the present paper, we use the following notation. Our Lagrangian $L$ depends on three kinds of time-dependent variables, $q^I, \lambda^a, \xi^i$. The variables $q^I$ denote dynamical variables, whose first-order derivatives are included in the Lagrangian, whereas $\lambda^a$ and $\xi^i$ denote nondynamical variables, whose derivatives do not appear in the Lagrangian and dynamics are determined by $q^I$. The variables $\lambda^a$ are Lagrange multipliers, appearing in the Lagrangian only linearly. On the other hand, the variables $\xi^i$ are solvable nondynamical variables by the use of their equations of motion, i.e. the Lagrangian is nonlinear in $\xi^i$. Unless otherwise
specified, the indices run as follows:

\begin{align}
I, J, K, \cdots &\in (1, 2, \cdots, n), \\
a, b, c, \cdots &\in (1, 2, \cdots, m), \\
i, j, k, \cdots &\in (1, 2, \cdots, \ell),
\end{align}

with \( m \leq n + \ell \). Therefore, the general Lagrangian discussed in this paper is given by

\begin{equation}
L = L_0(\dot{q}^I, q^I, \xi^i) + \lambda^a C_a(\dot{q}^I, q^I, \xi^i).
\end{equation}

We shall investigate subclasses of this model in order (see table 1). We also use the following notations to express the derivatives of the Lagrangian with respect to the variables:

\begin{align}
L_I &= \frac{\partial L}{\partial \dot{q}^I}, \\
L_i &= \frac{\partial L}{\partial \xi^i}, \\
L_a &= \frac{\partial L}{\partial \lambda^a}, \\
L_{IJ} &= \frac{\partial^2 L}{\partial \dot{q}^I \partial \dot{q}^J},
\end{align}

and so on. Since the Lagrangian is supposed to be nonlinear in \( \xi^i \), we assume

\begin{equation}
\det(L_{ij}) \neq 0.
\end{equation}

Also, \( L^{IJ} \) and \( L^{ij} \) denote the inverse matrices of \( L_{IJ} \) and \( L_{ij} \), respectively. When either \( n, m \) or \( \ell \) (i.e. the number of \( q^I, \lambda^a, \xi^i \)) is 1, we simply omit the index of the corresponding variable. The derivatives of the Lagrangian are then denoted by, e.g.

\begin{equation}
L_{\dot{q}} = \frac{\partial L}{\partial \dot{q}} , \quad L_{\xi} = \frac{\partial L}{\partial \xi}.
\end{equation}

The conjugate pairs are denoted by

\begin{equation}
(q^I, p_I), \quad (\xi^i, \varpi_i), \quad (\lambda^a, \pi_a).
\end{equation}

Namely, \( p_I = \frac{\partial L}{\partial \dot{q}^I} \) and so on. By definition, we always have the primary constraints

\begin{equation}
\varpi_i \approx 0, \quad \pi_a \approx 0.
\end{equation}

Throughout the present paper, we assume the Lagrangian is not degenerate in terms of \( q^I \), i.e.

\begin{equation}
\det(L_{IJ}) \neq 0.
\end{equation}

Hence, there are no additional primary constraints and the total Hamiltonian of (2.11) is given by

\begin{equation}
H_{\text{tot}} = \dot{q}^I p_I - L + \zeta^a \pi_a + \zeta^i \varpi_i
\end{equation}

where \( \zeta^a \) and \( \zeta^i \) are the Lagrange multipliers to implement the primary constraints (2.16). In the Hamiltonian, \( \dot{q}^I \) are understood as the solutions of the equations

\begin{equation}
p_I = L_I(\dot{q}^J, q^J, \lambda^a, \xi^i).
\end{equation}

Hence, \( \dot{q}^I \) are generally functions of \( q^J, p_J, \lambda^a \) and \( \xi^i \).

While the Lagrangian (2.11) contains at most first-order derivatives, it implicitly includes higher-derivative theories by virtue of the Lagrange multipliers. To make this point
clearer, we shall use $\phi_0$ to explicitly denote a higher-derivative variable. Let us consider a higher-derivative Lagrangian with at most $N + 1$-th order derivatives

$$L = L(\phi_0^{(N+1)}, \phi_0^{(N)}, \cdots, \dot{\phi}_0, \phi_0).$$

(2.20)

This Lagrangian is equivalent to

$$L_{eq1} = L(\dot{\phi}_a, \dot{\phi}_0, \phi_0) + \sum_{a=1}^{N} \lambda^a (\phi_a - \dot{\phi}_{a-1}),$$

(2.21)

or

$$L_{eq2} = L(\dot{\phi}_{2a}, \phi_{2a}, \dot{\phi}_0, \phi_0) + \sum_{a=1}^{[(N+1)/2]} \lambda^{2a} (\phi_{2a} - \ddot{\phi}_{2(a-1)})$$

$$= L(\dot{\phi}_{2a}, \phi_{2a}, \dot{\phi}_0, \phi_0) + \sum_{a=1}^{[(N+1)/2]} (\lambda^{2a} \phi_{2a} + \dot{\lambda}^{2a} \dot{\phi}_{2(a-1)}),$$

(2.22)

by the use of the auxiliary variables $\phi_a$ and the Lagrange multipliers $\lambda^a$. The subscripts represent the order of the derivative when the constraints are solved: $\phi_0$ is the original variable itself whereas $\phi_1 = \dot{\phi}_0, \phi_2 = \ddot{\phi}_0$ and so on. While both of $L_{eq1}$ and $L_{eq2}$ describe the same theory and belong to the general form (2.11), they fall into different classes, since $L_{eq1}$ contains a multiplier but $L_{eq2}$ does not. Note that when the higher derivative Lagrangian does not contain an odd number of derivatives, the second form (2.22) contains an auxiliary variable; for instance, the equivalent form to the Lagrangian with at most second order derivatives is

$$L_{eq2} = L(\dot{\phi}_2, \dot{\phi}_0, \phi_0) + \lambda (\phi_2 - \ddot{\phi}_0)$$

$$= L(\dot{\phi}_2, \dot{\phi}_0, \phi_0) + \lambda \phi_2 + \dot{\lambda} \dot{\phi}_0,$$

(2.23)

in which $\phi_2$ is an auxiliary variable. We shall deal with various types of Lagrangians, which are summarized in table 1. $L_{eq1}$ and $L_{eq2}$ are classified into the fourth and second class in table 1, respectively. The equivalent action of the form $L_{eq1}$ is particularly useful to discuss a generic Lagrangian with at most $N + 1$-th order derivatives. On the other hand, the second equivalent action (2.22) is useful to see the existence of the ghost in the Lagrangian formalism since the kinetic matrix of (2.22) is clearly not positive definite, but the second form will be used only for the Lagrangian with at most second order derivatives in section 3.

3 Degenerate theory without auxiliary variable

In this section, following [13], we briefly review how to eliminate the Ostrogradsky ghosts in general higher-order theory without auxiliary variable by imposing degeneracy condition. We consider a general higher-order Lagrangian

$$L = L(\dddot{\phi}_0, \dot{\phi}_0, \phi_0, \dot{q}, q),$$

(3.1)

for $\phi_0 = \phi_0(t)$ and $q = q(t)$. Note that in principle all the variables can be dynamical, and none of them are a priori auxiliary variables. In principle this system has three degrees of freedom, one of which is associated with an Ostrogradsky ghost. By imposing a certain
condition, known as the degeneracy condition, we can eliminate the unwanted ghost degree of freedom.

We shall use an equivalent form (2.22) by the use of the additional variables \( \phi_2 \) and \( \lambda \). The (non)existence of the Ostrogradsky ghost in the other equivalent form (2.21) will be discussed in section 6.2. For derivatives of the Lagrangian, we use the similar notation as (2.14). For the following, we assume that \( L_{\phi_2\phi_2} \neq 0 \) and \( L_{\dot{q}\dot{q}} \neq 0 \). If the first assumption \( L_{\phi_2\phi_2} \neq 0 \) is not satisfied, by integration by parts, the Lagrangian is equivalent to the one involving at most first-order derivatives. Needless to say, since (2.22) is obtained by replacing \( \dot{\phi}_0 \) with \( \phi_2 \), the condition \( L_{\phi_2\phi_2} \neq 0 \) means \( \frac{\partial^2}{\partial q^2} L(\dot{\phi}_0, \phi_0, \dot{q}, q) \neq 0 \). The second condition \( L_{\dot{q}\dot{q}} \neq 0 \) guarantees that \( q \) is a dynamical degree of freedom.

While in [13] (and in (2.21)) we replaced \( \dot{\phi}_0 \) by another variable, in (2.22) we replaced \( \dot{\phi}_0 \) instead. In (2.21), the variable \( \lambda \) is a nondynamical variable but \( \phi_1 \) is dynamical. On the other hand, in (2.22) the variable \( \lambda \) is dynamical while the variable \( \phi_2 \) is a nondynamical variable. The Euler-Lagrange equation for \( \phi_2 \) is given by

\[
L_{\phi_2} + \lambda = 0. \tag{3.2}
\]

From the implicit function theorem, under the assumption \( L_{\phi_2\phi_2} \neq 0 \), we can solve (3.2) as \( \phi_2 = \phi_{\text{sol}}(\dot{\phi}_0, \phi_0, \dot{q}, q, \lambda) \). Below we erase \( \phi_2 \) and consider the Lagrangian

\[
L_{\text{er}} = L(\phi_{\text{sol}}(\dot{\phi}_0, \phi_0, \dot{q}, q, \lambda), \dot{\phi}_0, \phi_0, \dot{q}, q) + \lambda \phi_{\text{sol}}(\dot{\phi}_0, \phi_0, \dot{q}, q, \lambda) + \lambda \dot{\phi}_0. \tag{3.3}
\]

Substituting \( \phi_2 = \phi_{\text{sol}} \) into (3.2) and taking derivatives, we obtain the following formulae

\[
\frac{\partial \phi_{\text{sol}}}{\partial q} = -\frac{L_{\phi_2\phi_2}}{L_{\phi_2\phi_2}}|_{\phi_2=\phi_{\text{sol}}}, \quad \frac{\partial \phi_{\text{sol}}}{\partial \dot{q}} = -\frac{L_{\phi_2\dot{q}}}{L_{\phi_2\phi_2}}|_{\phi_2=\phi_{\text{sol}}}, \quad \frac{\partial \phi_{\text{sol}}}{\partial \phi_0} = -\frac{L_{\phi_2\phi_0}}{L_{\phi_2\phi_2}}|_{\phi_2=\phi_{\text{sol}}}, \tag{3.4}
\]

\[
\frac{\partial \phi_2}{\partial q} = \frac{1}{L_{\phi_2\phi_2}}|_{\phi_2=\phi_{\text{sol}}}. \tag{3.5}
\]

From the Lagrangian (3.3), the canonical momenta are given by

\[
\pi = \dot{\phi}_0, \tag{3.7}
\]

\[
p_{\phi} = \lambda + L_{\phi_0}|_{\phi_2=\phi_{\text{sol}}}, \tag{3.8}
\]

\[
p = L_{\dot{q}}|_{\phi_2=\phi_{\text{sol}}}, \tag{3.9}
\]

where \( p_{\phi} \) is the conjugate of \( \phi_0 \) and we used (3.2). Clearly, \( \lambda \) and \( \dot{\phi}_0 \) can be always solved in terms of canonical variables. If \( \dot{q} \) is also solvable, the corresponding Hamiltonian is

\[
H = \pi p_{\phi} + \dot{q} p - \lambda \phi_{\text{sol}}(\dot{\phi}_0, \phi_0, \dot{q}, q, \lambda) - L|_{\phi_2=\phi_{\text{sol}}}(\dot{\phi}_0, \phi_0, \dot{q}, q, \lambda). \tag{3.10}
\]

where it is understood that \( \phi_0 = \pi \) and \( \dot{q} = \dot{q}(p, \pi, \phi_0, q, \lambda) \). In particular, \( \dot{\phi}_0 \) and \( \dot{q} \) are independent of \( p_{\phi} \). Hence, \( p_{\phi} \) appears only in the first term and the Hamiltonian is linear in \( p_{\phi} \). As a result, the Hamiltonian is unbounded from below, which manifests the existence of the Ostrogradsky ghost.
To obtain a ghost-free theory, one needs to assume that $\dot{q}$ is not solvable, i.e.

$$\frac{\partial}{\partial \dot{q}} (L_{\dot{q}|\phi^2=\phi_{\text{sol}}}) = 0.$$  \hfill (3.11)

This requirement is equivalent to impose

$$[L_{\ddot{q}q} L_{\phi^2} - L_{\phi^2 \dot{q}}]_{\phi^2=\phi_{\text{sol}}} = 0.$$  \hfill (3.12)

From the assumptions $L_{\ddot{q}q} \neq 0$ and $L_{\phi^2 \dot{q}} \neq 0$, $L_{\phi^2 q} \neq 0$ is necessary to satisfy the condition (3.12).

The condition (3.12) is nothing but the degeneracy condition \[13\],

$$L_{\ddot{\phi} \phi^2} L_{\phi^2} - L_{\phi^2 \ddot{\phi}} = 0,$$  \hfill (3.13)

of the Hessian

$$A \equiv \begin{pmatrix} L_{\ddot{\phi} \dot{\phi}} & L_{\ddot{\phi} \phi^2} \\ L_{\dot{\phi} \dot{q}} & L_{\ddot{q}q} \end{pmatrix}.$$  \hfill (3.14)

Under this condition, (3.9) turns to be a primary constraint on $p$. It can be easily confirmed that the preservation of the primary constraint through time evolution yields a secondary constraint which is linear in $p_\phi$ with a coefficient $\frac{\partial}{\partial \phi^2} (L_{\dot{q}|\phi^2=\phi_{\text{sol}}}) = L_{\dot{q} \phi^2} \frac{\partial \phi^2}{\partial \phi^2} \bigg|_{\phi^2=\phi_{\text{sol}}} \neq 0$ due to $L_{\dot{q} \phi^2} \neq 0$ and (3.6). Therefore, the secondary constraint fixes $p_\phi$ in terms of other canonical variables and then the on-shell Hamiltonian is no longer linear in canonical variables.

Thus, the degeneracy condition guarantees the existence of constraint, and it indeed removes the Ostrogradsky ghost. Note that the degeneracy condition or the existence of additional constraint itself is still not sufficient. One needs to check that the additional constraint indeed eliminates linear momentum term from the on-shell Hamiltonian. While we considered the simplest case, a set of degeneracy conditions can be derived for Lagrangian with multiple variables with second-order derivatives \[13\], and even for Lagrangian with arbitrary higher-order derivatives \[14, 15\], under which the absence of the Ostrogradsky ghosts can be confirmed.

### 4 Degenerate theory with solvable auxiliary variables

Generalizing the argument in section 3, let us proceed to consider the following Lagrangian with $\xi^i$:

$$L = L(\ddot{\phi}_0, \dot{\phi}_0, \phi_0, \dot{q}, q, \xi^i).$$  \hfill (4.1)

In contrast to (3.1), $\xi^i$ are a priori auxiliary variables. The Euler-Lagrange equations for $\xi^i$ are given by

$$L_i = 0.$$  \hfill (4.2)

Under the assumption $\det(L_{ij}) \neq 0$, from the implicit function theorem, all variables $\xi^i$ can be algebraically solved in terms of $\ddot{\phi}_0, \dot{\phi}_0, \phi_0, \dot{q}, q$. Again, this system has in principle three degrees of freedom, and one of them is the Ostrogradsky ghost, which we can eliminate by imposing degeneracy condition as we shall see below.
4.1 Degeneracy condition

In this section, we derive degeneracy condition for the theory (4.1) under the assumption \( \det(L_{ij}) \neq 0 \), with which we can solve (4.2) for all \( \xi^i \). We shall address the case with \( L_{ij} = 0 \), which means \( \xi^i \) are Lagrange multipliers (and we shall denote them \( \lambda^a \)), in section 5. A caveat here is that even if \( \det(L_{ij}) \neq 0 \), there is an exceptional case where the auxiliary variable can be Lagrange multiplier by a redefinition of the auxiliary variable. A simple example is

\[
L = f_1(\dot{\phi}_0, \dot{\phi}_0, \phi_0, \dot{q}, q) + \xi^2 f_2(\dot{\phi}_0, \dot{\phi}_0, \phi_0, \dot{q}, q),
\]

where the equation of motion of \( \xi \) admits two qualitatively different solutions

\[
\xi = 0 \quad \text{or} \quad f_2 = 0.
\]

If one chooses the first branch \( \xi = 0 \), the constraint \( L_\xi = 0 \) is the equation to fix \( \xi \). On the other hand, for the second branch \( f_2 = 0 \), the constraint \( L_\xi = 0 \) no longer determines \( \xi \). Instead, \( L_\xi = 0 \) (\( f_2 = 0 \)) is a nonholonomic constraint on \( \phi_0, q \). In this example, the property of the constraint \( L_\xi = 0 \) depends on the branch of the solution and the resultant systems are completely different. In this section, we choose the branch satisfying \( \det(L_{ij}) \neq 0 \) so that one can solve the constraint equation (4.2) for \( \xi \), where \( \neq \) means that the equality does not hold after taking into account all the constraints and their branches. In the above example, among the two branches (4.4) we choose the first branch \( \xi = 0 \), where \( \xi \) is determined by the constraint equation.

We denote \( \xi^i_{\text{sol}} = \xi^i_{\text{sol}}(\dot{\phi}_0, \dot{\phi}_0, \phi_0, \dot{q}, q) \) as the solutions of (4.2). Plugging the solution to (4.1), the Lagrangian is formally given by

\[
\tilde{L}(\dot{\phi}_0, \dot{\phi}_0, \phi_0, \dot{q}, q) = L|_{\xi^i = \xi^i_{\text{sol}}}. \tag{4.5}
\]

The degeneracy condition of \( \tilde{L} \) can be obtained by computing the determinant of the Hessian of the Lagrangian \( \tilde{L} \). A difficulty here is that it is generally hard (or may be impossible globally) to obtain the explicit solutions \( \xi^i = \xi^i_{\text{sol}} \). However, one can obtain the degeneracy condition without obtaining the explicit solutions. In parallel to (3.4)–(3.6), plugging \( \xi^i = \xi^i_{\text{sol}} \) into (4.2) and taking derivatives, we can write down derivatives of \( \xi^i_{\text{sol}} \) in terms of derivatives of the original Lagrangian as

\[
\frac{\partial \xi^i_{\text{sol}}}{\partial \dot{q}} = -L_{\dot{q}j}L^{ij}|_{\xi^i = \xi^i_{\text{sol}}}, \quad \frac{\partial \xi^i_{\text{sol}}}{\partial \phi_0} = -L_{\phi_0j}L^{ij}|_{\xi^i = \xi^i_{\text{sol}}}, \tag{4.6}
\]

where \( L^{ij} \) is the inverse matrix of \( L_{ij} \). The Hessian of the Lagrangian \( \tilde{L} \) is then given by

\[
A \equiv \begin{pmatrix}
\tilde{L}_{\dot{\phi}_0\dot{\phi}_0} & \tilde{L}_{\dot{\phi}_0\dot{q}} \\
\tilde{L}_{\phi_0\dot{q}} & \tilde{L}_{\dot{q}\dot{q}}
\end{pmatrix}
= \begin{pmatrix}
a & b \\
b & k
\end{pmatrix}
|_{\xi^i = \xi^i_{\text{sol}}}, \tag{4.7}
\]

where using (4.2) and (4.6) the elements are given by

\[
a = L_{\dot{\phi}_0\dot{\phi}_0} - L_{\phi_0\dot{\phi}_0}L^{ij}L_{\dot{\phi}_0\dot{j}}, \tag{4.8}
\]

\[
b = L_{\dot{\phi}_0\dot{q}} - L_{\phi_0\dot{q}}L^{ij}L_{\dot{q}\dot{j}}, \tag{4.9}
\]

\[
k = L_{\dot{q}\dot{q}} - L_{\dot{q}i}L^{ij}L_{\dot{q}\dot{j}}. \tag{4.10}
\]
The degeneracy condition is given by

\[ [ak - b^2] \xi^i = \xi^i_{\text{sol}} = 0. \]  

(4.11)

Taking into account the constraint equation (4.2) instead of \( \xi^i = \xi^i_{\text{sol}} \), the degeneracy condition (4.11) can be equivalently written as a useful form

\[ ak - b^2 = f^i L_i. \]  

(4.12)

Here, \( f^i \) is a set of regular functions under \( \xi^i = \xi^i_{\text{sol}} \). Note that one does not need to explicitly solve \( \xi^i = \xi^i_{\text{sol}} \) to check the degeneracy condition (4.12). To show the degeneracy of the system, one only needs to check the equality of the left-hand side of (4.12) to a linear combination of the constraints \( L_i \), i.e. to show the existence of the functions \( f^i \) that is regular on the constraint hypersurface.\(^2\)

### 4.2 Examples

As an application of the degeneracy condition (4.12), let us see several examples. As a consistency check, we begin with the simplest example

\[ L = \frac{\dot{\phi}^2}{2} - \xi q + L_0(\ddot{\phi}, \dot{\phi}, \phi, q, \dot{q}). \]  

(4.13)

Clearly, \( \xi \) does not affect the degeneracy of the theory nor the dynamics of other variables, and \( \xi = q \) from the Euler-Lagrange equation. As expected, in this case, (4.12) is reduced to the standard degeneracy condition (3.13). More generally, the degeneracy condition (4.12) is the same as the standard one (3.13) if the auxiliary variables couple with neither \( \ddot{\phi} \) nor \( \dot{q} \), i.e. if the Lagrangian takes the following form:

\[ L = L_0(\ddot{\phi}, \dot{\phi}, \phi, q, \dot{q}). \]  

(4.14)

Next example is

\[ L = \frac{\ddot{\phi}^2}{2} + \dot{q}^2 / 2 + \frac{\xi^2}{2} - \xi \ddot{\phi} + L_0(\ddot{\phi}, \dot{\phi}, \phi, q), \]  

(4.15)

which is similar to the toy model presented in [11]. We can check the degeneracy of the Lagrangian (4.15) in several ways. Since the Euler-Lagrange equation for \( \xi \) is given by \( \xi = \ddot{\phi} \), plugging it back into the Lagrangian we obtain \( \tilde{L} = \dot{q}^2 / 2 + L_0(\ddot{\phi}, \dot{\phi}, \phi, q), \) which is clearly free from ghost. Another way is to redefine the auxiliary variable as \( \Xi = \xi - \ddot{\phi} \). One then obtains the trivially ghost-free Lagrangian \( L = \dot{q}^2 / 2 + \Xi^2 / 2 + L_0(\ddot{\phi}, \dot{\phi}, \phi, q) \). We can also apply the known degeneracy condition for multiple variables [13] by rewriting \( -\xi \ddot{\phi} \) to \( \xi \ddot{\phi} \) by integration by parts and regarding the Lagrangian as \( L = L(\ddot{\phi}, \dot{\phi}, \phi, q, \ddot{q}, \xi) \). Finally we can easily check that the Lagrangian (4.15) satisfies the degeneracy condition (4.12).

Another example is

\[ L = f_1(\xi) \ddot{\phi} + f_2(\xi) \dot{q} + L_0(\ddot{\phi}, \dot{\phi}, \phi, q, \xi). \]  

(4.16)

\(^2\)If the solutions of the constraints have several branches, i.e. the case that several constraint hypersurfaces exist in the phase space, one should choose one constraint hypersurface to evaluate the regularity of \( f_i \). There can be the case that one branch satisfies (4.12) but another does not, e.g. \( L = \ddot{\phi}^2 + \xi^2 - \xi \ddot{\phi} + \xi^2 \). In this example, \( f = \frac{\ddot{\phi} + \xi}{\xi(\ddot{\phi} - \dot{\phi})} \) is singular on the branch \( \xi = 0 (\ddot{\phi} \neq 0) \) but is regular on the correct branch \( \xi - \ddot{\phi} = 0. \)
with the assumption $L_{0qq} \neq 0$, which is a generalization of the toy model of [29]. This example is clearly free from the Ostrogradsky ghost because the Lagrangian can be rewritten as the form $L = L(\phi_0, \phi_0, q, \xi, \xi)$ when performing integration by parts. One can then eliminate $q$ by the use of its Euler-Lagrange equation as far as $L_{0qq} \neq 0$ and obtain the Lagrangian in terms of two dynamical variables $\phi_0, \xi$ without higher derivatives.\footnote{In the case $L_{0qq} = 0$, the variable $q$ turns to be a Lagrange multiplier after the integration by parts. The system with Lagrange multipliers will be discussed in the next section.} However, if we regard $\xi$ as an auxiliary variable, in general its Euler-Lagrange equation $L_{\xi} = 0$ may not be explicitly solved. Nevertheless, the degeneracy condition (4.12) allows us to check the degeneracy without solving and substituting $\xi$.

As the final example, let us consider

$$L = \ddot{\phi}_0^3 + (1 + 3\xi + 3\dot{q})\dot{\phi}_0^2 + [\xi + 3\xi^2 + 3(1 + 2\xi)\dot{q} + 3\dot{q}^2]\dot{\phi}_0$$

$$+ \dot{q}^3 + (2c + 3\xi)\dot{q}^2 + (2\xi + 3\xi^2)\dot{q} + \xi^3 + L_0(\dot{\phi}_0, \phi_0, q),$$

(4.17)

where $c$ is a constant and $L_{0qq} \neq 0$. A priori, it might not be so straightforward to derive the Ostrogradsky ghost-free condition without using (4.12). On the other hand, by the use of (4.12), one can easily obtain the degeneracy condition

$$ak - b^2 = \frac{2(c - 1)}{3(\xi + \dot{q} + \phi_0)} = 0.$$  

(4.18)

Therefore, the Lagrangian (4.17) is free from the Ostrogradsky ghost if $c = 1$. Indeed, (4.17) with $c = 1$ can be reduced to the form of (4.16) by redefining the auxiliary variable. The Lagrangian (4.17) can be rewritten as

$$L = (\ddot{\phi}_0 + \dot{q} + \xi)^3 + 2\dot{q}(\ddot{\phi}_0 + c\dot{q} + \xi) + \ddot{\phi}_0(\ddot{\phi}_0 + c\dot{q} + \xi) + L_0(\dot{\phi}_0, \phi_0, q)$$

(4.19)

Therefore, for $c = 1$, we can further rewrite it as

$$L = \Xi^3 + 2\dot{q}\Xi + \ddot{\phi}_0\Xi + L_0(\dot{\phi}_0, \phi_0, q),$$

(4.20)

where we have redefined the auxiliary variable $\Xi \equiv \ddot{\phi}_0 + \dot{q} + \xi$. In parallel to (4.16), we can perform integration by parts to remove $\dot{q}, \ddot{\phi}_0$ from the Lagrangian and can eliminate $q$ by using its equation of motion; then, we conclude the Lagrangian no longer has a higher derivative nor auxiliary variable.

Let us summarize general lessons from these examples. For simple models there are several ways to check the degeneracy in general. While some of them could be more straightforward than checking the degeneracy condition (4.12), they are case-by-case basis whereas the latter always applies and hence provides a systematic check. Previously known ghost-free examples can be also understood by the degeneracy condition (4.12) from a unified point of view. Furthermore, the degeneracy condition (4.12) is a powerful tool especially to investigate more involved Lagrangians, and helps to extract a case free from the Ostrogradsky ghost.

### 5 Theories with Lagrange multipliers

In this section, we shall consider theories with Lagrange multipliers $\lambda^a$ as well as solvable auxiliary variables $\xi^i$ we considered in section 4. The inclusion of the Lagrange multipliers

$$L = L(\phi_0, \phi_0, q, \xi, \xi)$$

when performing integration by parts. One can then eliminate $q$ by the use of its Euler-Lagrange equation as far as $L_{0qq} \neq 0$ and obtain the Lagrangian in terms of two dynamical variables $\phi_0, \xi$ without higher derivatives. However, if we regard $\xi$ as an auxiliary variable, in general its Euler-Lagrange equation $L_{\xi} = 0$ may not be explicitly solved. Nevertheless, the degeneracy condition (4.12) allows us to check the degeneracy without solving and substituting $\xi$.

As the final example, let us consider

$$L = \ddot{\phi}_0^3 + (1 + 3\xi + 3\dot{q})\dot{\phi}_0^2 + [\xi + 3\xi^2 + 3(1 + 2\xi)\dot{q} + 3\dot{q}^2]\dot{\phi}_0$$

$$+ \dot{q}^3 + (2c + 3\xi)\dot{q}^2 + (2\xi + 3\xi^2)\dot{q} + \xi^3 + L_0(\dot{\phi}_0, \phi_0, q),$$

(4.17)

where $c$ is a constant and $L_{0qq} \neq 0$. A priori, it might not be so straightforward to derive the Ostrogradsky ghost-free condition without using (4.12). On the other hand, by the use of (4.12), one can easily obtain the degeneracy condition

$$ak - b^2 = \frac{2(c - 1)}{3(\xi + \dot{q} + \phi_0)} = 0.$$  

(4.18)

Therefore, the Lagrangian (4.17) is free from the Ostrogradsky ghost if $c = 1$. Indeed, (4.17) with $c = 1$ can be reduced to the form of (4.16) by redefining the auxiliary variable. The Lagrangian (4.17) can be rewritten as

$$L = (\ddot{\phi}_0 + \dot{q} + \xi)^3 + 2\dot{q}(\ddot{\phi}_0 + c\dot{q} + \xi) + \ddot{\phi}_0(\ddot{\phi}_0 + c\dot{q} + \xi) + L_0(\dot{\phi}_0, \phi_0, q)$$

(4.19)

Therefore, for $c = 1$, we can further rewrite it as

$$L = \Xi^3 + 2\dot{q}\Xi + \ddot{\phi}_0\Xi + L_0(\dot{\phi}_0, \phi_0, q),$$

(4.20)

where we have redefined the auxiliary variable $\Xi \equiv \ddot{\phi}_0 + \dot{q} + \xi$. In parallel to (4.16), we can perform integration by parts to remove $\dot{q}, \ddot{\phi}_0$ from the Lagrangian and can eliminate $q$ by using its equation of motion; then, we conclude the Lagrangian no longer has a higher derivative nor auxiliary variable.

Let us summarize general lessons from these examples. For simple models there are several ways to check the degeneracy in general. While some of them could be more straightforward than checking the degeneracy condition (4.12), they are case-by-case basis whereas the latter always applies and hence provides a systematic check. Previously known ghost-free examples can be also understood by the degeneracy condition (4.12) from a unified point of view. Furthermore, the degeneracy condition (4.12) is a powerful tool especially to investigate more involved Lagrangians, and helps to extract a case free from the Ostrogradsky ghost.

5 Theories with Lagrange multipliers

In this section, we shall consider theories with Lagrange multipliers $\lambda^a$ as well as solvable auxiliary variables $\xi^i$ we considered in section 4. The inclusion of the Lagrange multipliers
and the constraints implemented by \( \lambda^a \) enables us to discuss various systems in a unified way: higher-derivative Lagrangian can be reduced to a Lagrangian with at most first-order derivatives (see eqs. (2.21) and (2.22)), and a system with a first class constraint can be reduced a system with a couple of second class constraints by introducing a gauge fixing condition as a constraint. We therefore do not consider either systems with higher derivatives or with first class constraints in this section. Note that in general the Hamiltonian is not necessarily linear in \( \lambda^a \) even when the Lagrangian is linear in the Lagrange multipliers, and vice versa. In the present case, we assume that the Lagrangian is linear in \( \lambda^a \) and nonlinear in \( \xi^i \), but it is not necessarily the case for the Hamiltonian.

Below we shall address three types of Lagrangians, which are summarized in table 1. We consider system with holonomic constraints in section 5.1 and system with nonholonomic constraints in section 5.2, in which we find that the Ostrogradsky-like ghost degrees of freedom show up due to the existence of constraints. As mentioned above, an example of nonholonomic system (2.21) is related to a higher-derivative system, and hence one can interpret the ghosts in this system as a consequence of either higher derivatives or nonholonomic constraints. However, as we shall see below, there exist pathological nonholonomic systems which are no longer equivalent to higher derivative ones. In this case, the Ostrogradsky theorem does not apply. Therefore, ghosts associated with nonholonomic constraints are a generalization of the Ostrogradsky ghosts. We argue how to eliminate these ghosts by employing \( \xi^i \) in section 5.3, and provide a ghost-free criterion. In section 5.4, we briefly discuss more involved systems than the systems studied in sections 5.1–5.3.

5.1 Holonomic constraints

Before discussing a system with nonholonomic constraints including derivatives, let us consider an elementary system:

\[
L = L_0(\dot{q}^I, q^I) + \lambda^a C_a(q^I) \tag{5.1}
\]

which has the \( m \) holonomic constraints

\[
C_a(q^I) = 0, \tag{5.2}
\]

between variables \( q^I \) but not their derivatives. Here we assume that the constraints are linearly independent.

Basically, if one can globally solve the set of holonomic constraints (5.2) for \( m \) components of the variables \( q^I \) in terms of others, one can substitute them back into the Lagrangian (5.1) and obtain a Lagrangian without constraints. It manifests that the phase space dimension is reduced by the holonomic constraints. Below, to highlight the difference from the system with nonholonomic constraints which we shall consider in section 5.2, we consider more general process, which also applies to the case where the holonomic constraints are solvable only locally.

The total Hamiltonian corresponding to (5.1) is

\[
H_{\text{tot}} = \dot{q}^I p_I - L_0(\dot{q}^I, q^I) - \lambda^a C_a(q^I) + \xi^a \pi_a, \tag{5.3}
\]

where \( q^I = q^I(q^J, p_J) \) are understood as the solutions of the equations

\[
p_I = L_0(q^I, q^J). \tag{5.4}
\]

It is worth emphasizing that the Hamiltonian is linear in \( \lambda^a \), i.e. \( \lambda^a \) are also the Lagrange multipliers even in the Hamiltonian language. As we will see in section 5.2, this is not the case when the constraints \( C_a = 0 \) are nonholonomic.
The consistency conditions of the primary constraints $\pi_a \approx 0$ lead to secondary constraints
\[ C_a(q^I) \approx 0. \] (5.5)
The consistency of conditions for $C_a \approx 0$ give
\[ D_a \equiv \{ C_a, H_{tot} \} = \frac{\partial C_a}{\partial q} \dot{q}^I(p_I, q^I) \approx 0. \] (5.6)
Further, the consistency conditions for $D_a \approx 0$ yield
\[ E_a \equiv \{ D_a, H_{tot} \} \approx 0, \] which determine $\lambda^a$ in terms of $q^I, p_I$ if
\[ \det \{ C_a, D_b \} \neq 0. \] If $\det \{ C_a, D_b \} \approx 0$, some of $\lambda^a$ are not determined by $E_a \approx 0$. Since we have considered a system without first class constraints, all Lagrange multipliers $\zeta^a$ must be determined. However, the consistency conditions of $E_a \approx 0$ do not fix all $\zeta^a$; instead, some of linear combinations of $E_a \approx 0$ must be the constraints on the variables $(\lambda^a, q^I, p_I)$. We should continue to check the consistency conditions of these constraints until all $\zeta^a$ are fixed. In this case, the number of the constraints is larger than $2m$ and then the phase space dimension is smaller than $2(n - m)$.

### 5.2 Nonholonomic constraints
Let us proceed to consider the Lagrangian with nonholonomic constraints
\[ L = L_0(\dot{q}^I, q^I) + \lambda^a C_a(\dot{q}^I, q^I), \] (5.7)
under the nondegeneracy condition $\det (L_I J) \neq 0$. An important nature of the nonholonomic constraints is that in general the constraints $C_a = 0$ do not reduce the phase space dimension of $(q^I, p_I)$, which is precisely the origin of the Ostrogradsky-like ghosts as we shall show below.

Under the nondegeneracy condition, the total Hamiltonian is
\[ H_{tot} = \dot{q}^I p_I - L_0(\dot{q}^I, q^I) - \lambda^a C_a(\dot{q}^I, q^I) + \zeta^a \pi_a, \] (5.8)
where $\dot{q}^I$ are given by solutions of algebraic equations
\[ p_I = L_{0I}(\dot{q}^J, q^I) + \lambda^a C_{aJ}(\dot{q}^J, q^I). \] (5.9)
Hence, the functions $\dot{q}^I$ are now functions of not only $(q^I, p_I)$ but also $\lambda^a$. From (5.9), we obtain
\[ \frac{\partial \dot{q}^I}{\partial \lambda^a} = -L^{IJ} C_{aJ}. \] (5.10)
As a result, the total Hamiltonian (5.8) is generally nonlinear in $\lambda^a$, which is a crucial difference from the holonomic system we addressed in section 5.1 (see (5.3)). This difference can be captured by a matrix
\[ M_{ab} \equiv \frac{\partial^2 H_{tot}}{\partial \lambda^a \partial \lambda^b} = -\frac{\partial C_a}{\partial \lambda^b} = C_{aI} L^{IJ} C_{bJ}, \] (5.11)
where we used (5.9) and (5.10). For the holonomic system, $M_{ab}$ vanishes identically. In contrast, the nonholonomic system allows nonvanishing $M_{ab}$. To extract the essence of the nonholonomic system, we assume the full nondegeneracy,

$$\det(M_{ab}) \neq 0.$$  \hspace{1cm} (5.12)

To satisfy the condition (5.12), it is necessary that $\text{rank } C_a = m$ under $C_a = 0$, i.e. the nonholonomic constraints $C_a \approx 0$ are linearly independent with respect to $\dot{q}^I$. If some of $C_a \approx 0$ are linearly dependent with respect to $\dot{q}^I$, one can eliminate $\dot{q}^I$ from such constraints, which implies that they are actually holonomic constraints. Requiring (5.12), we focus on the case where all $C_a \approx 0$ are essentially nonholonomic constraints.

For later convenience, without loss of generality, we suppose that $C_aI$ satisfies a condition $\det C \neq 0$ under $C_a = 0$ with a $n \times n$ matrix $C$ defined as

$$C \equiv \begin{pmatrix} C_aI \\ 0_{n-m,m} \end{pmatrix},$$  \hspace{1cm} (5.13)

where $0_{i,j}$ and $1_i$ denote the $i \times j$ zero matrices and the $i \times i$ identity matrices, respectively. Let us explain this condition more explicitly. As mentioned above, $\text{rank } C_aI = m$ under $C_a = 0$ is the necessary condition to satisfy our assumption (5.12). Simple examples of such $C_aI$ are

$$\begin{pmatrix} 1_m \\ 0_{m,n-m} \end{pmatrix}, \begin{pmatrix} 0_{m,n-m} \\ 1_m \end{pmatrix}.$$  \hspace{1cm} (5.14)

The former satisfies the condition $\det C \neq 0$ but the latter is not. Of course, the two matrices are equivalent under relabelling of the column index $a$. Hence, even if $C_aI$ takes the latter form, we can relabel $a$ and make $C_aI$ to satisfy the condition $\det C \neq 0$. More generally, so long as $\text{rank } C_aI = m$, we can always relabel $a$ and $I$ for $C_aI$ by redefinition of the basis so that $\det C \neq 0$ is satisfied.

With the above assumptions, let us proceed to the Hamiltonian analysis. The consistency condition of the primary constraints $\pi_a \approx 0$, \hspace{1cm} (5.15)

yield the secondary constraints

$$C_a(\dot{q}^I, q^I) \approx 0,$$  \hspace{1cm} (5.16)

where we recall that $\dot{q}^I$ are functions of $(q^I, p_J, \lambda^a)$. Due to the assumption $\det(M_{ab}) = -\det \frac{\partial C_a}{\partial \lambda^a} \neq 0$, from the implicit function theorem, the secondary constraints $C_a \approx 0$ can be solved for $\lambda^a$ and fix them in terms of $(q^I, p_I)$,

$$\lambda^a \approx F^a(q^I, p_I).$$  \hspace{1cm} (5.17)

Requiring the time preservation of the secondary constraints $C_a \approx 0$ yields the tertiary constraints $D_a \equiv \{C_a, H_{\text{tot}}\} \approx 0$, which fix the Lagrange multipliers $\zeta^a$ due to the $\lambda^a$ dependence of $\dot{q}^I$, and hence there are no further constraints. Therefore, in contrast to the previous case with holonomic constraints, in the present case we have only $2m$ constraints on $(q^I, p_J, \lambda^a, \pi_a)$: $\pi_a \approx 0, C_a \approx 0$ fix $(\lambda^a, \pi_a)$, and all $(q^I, p_I)$ remain unconstrained. The phase space dimension is thus $2n$. The assumption $\det(M_{ab}) \neq 0$ is the condition that the constraints $C_a \approx 0$ do not reduce the phase space dimension of the dynamical variables $q^I$.

We then discuss the non/existence of the local extremum of the on-shell Hamiltonian

$$H_{\text{on-shell}}(q^I, p_I) \equiv \dot{q}_\lambda^I F p_I - L_0(\dot{q}_\lambda^I F, q^I)$$  \hspace{1cm} (5.18)
by following the second partial derivative test where \( \dot{q}^I_{\lambda=F} \) are now functions of only \((q^I, p_I)\) because we have substituted the solution (5.17). The on-shell Hamiltonian is a function of the independent variables \((q^I, p_I)\).

First, we identify the stationary points, at which the first derivative vanishes:

\[
\frac{\partial H_{\text{on-shell}}}{\partial q^I} = \frac{\partial H_{\text{on-shell}}}{\partial p_I} = 0. \tag{5.19}
\]

Second, we check the eigenvalue of Hessian matrix at the stationary points. In the present case, the \(2n \times 2n\) Hessian matrix of the on-shell Hamiltonian is given by

\[
H = \begin{pmatrix} H_{11} & H_{12} \\ H_{12}^T & H_{22} \end{pmatrix} \tag{5.20}
\]

where \(n \times n\) sub-matrices are defined by

\[
(H_{11})_{IJ} \equiv \frac{\partial^2 H_{\text{on-shell}}}{\partial p_I \partial p_J}, \tag{5.21}
\]

\[
(H_{12})_{IJ} \equiv \frac{\partial^2 H_{\text{on-shell}}}{\partial p_I \partial q_J}, \tag{5.22}
\]

\[
(H_{22})_{IJ} \equiv \frac{\partial^2 H_{\text{on-shell}}}{\partial q_I \partial q_J}. \tag{5.23}
\]

If the Hessian matrix is positive or negative definite at a stationary point, i.e. all the eigenvalues are positive or negative, then the stationary point is a local minimum or maximum, respectively. On the other hand, if the Hessian is indefinite at a stationary point, i.e. it has both positive and negative eigenvalues, the stationary point is a saddle point. Otherwise, the second derivative test is inconclusive. For instance, if the Hessian is semi-definite including vanishing eigenvalues at a stationary point, it can be a local extremum or saddle point.

Hence, the absence of local extremum can be proved if there is no stationary point or if the Hessian \(H\) is an indefinite matrix at any stationary points, i.e. all stationary points are saddle points.

Let us first compute the first derivative of the on-shell Hamiltonian (5.18). Since \(C_a = 0\) is identically satisfied when we substitute \(\lambda^a = F^a\), taking derivatives with respect to \(p_I\) and \(q^I\) yields identities

\[
C\dot{\lambda}^a = F \frac{\partial \dot{q}^I_{\lambda=F}}{\partial p_I} = 0, \tag{5.24}
\]

\[
\frac{\partial C_a}{\partial q^I} \bigg|_{\lambda=F} + C\dot{\lambda}^a = F \frac{\partial \dot{q}^I_{\lambda=F}}{\partial q^I} = 0. \tag{5.25}
\]

We then have

\[
\frac{\partial H_{\text{on-shell}}}{\partial p_I} = [p_I - L_0]_{\lambda=F} \frac{\partial \dot{q}^I_{\lambda=F}}{\partial p_I} + \dot{q}^I_{\lambda=F}
\]

\[
= F\dot{q}^I_{\lambda=F} + \dot{q}^I_{\lambda=F}
\]

\[
= \dot{q}^I_{\lambda=F}. \tag{5.26}
\]
where we used (5.9) and (5.24). Likewise, using (5.9) and (5.25) we obtain
\[
\frac{\partial H_{\text{on-shell}}}{\partial q^I} = \left[ p_J - L_{0,J} \right]_{\lambda=F} \frac{\partial \dot{q}^J_{\lambda=F}}{\partial q^I} - \frac{\partial L_0}{\partial q^I} \bigg|_{\lambda=F}
\]
\[
= F^a C^{\lambda=F}_{a,J} \frac{\partial \dot{q}^J_{\lambda=F}}{\partial q^I} - \frac{\partial L_0}{\partial q^I} \bigg|_{\lambda=F}
\]
\[
= -F^a \frac{\partial C_{a}}{\partial q^I} \bigg|_{\lambda=F} - \frac{\partial L_0}{\partial q^I} \bigg|_{\lambda=F}
\]
\[
= - \frac{\partial L}{\partial q^I} \bigg|_{\lambda=F}.
\]
(5.27)

Then, the stationary condition (5.19) reads
\[
\dot{q}^I_{\lambda=F} = \frac{\partial L}{\partial q^I} \bigg|_{\lambda=F} = 0.
\]
(5.28)

Therefore, if \( \dot{q}^I = \frac{\partial L}{\partial q^I} = 0 \) under \( C_a = 0 \) cannot be a solution of the system, the on-shell Hamiltonian has no stationary point and then no local extremum. A simple example is a constraint \( \dot{q} - c = 0 \) with a nonzero constant \( c \), which does not allow \( \dot{q} \approx 0 \). In this case, regardless of the shape of the potential, \( q \) cannot stop and should continue to move with nonzero velocity, developing an instability. Another example is a constraint \( \dot{q} = 0 \) with a linear potential, for which \( \frac{\partial L}{\partial q} \approx 0 \) is not allowed. Again, the requirements on the dynamics of \( q \) from the constraint and the potential are incompatible. We remark that the instabilities in these examples are not equivalent to the pathological instability originated from higher derivatives.

Next, let us assume that the Hamiltonian has a stationary point, and analyze the signature of the Hessian \( H \). For each stationary point, we can multiply \( \pm 1 \) to redefine \( H \) so that it is not negative definite. Therefore, we can assume that \( H \) is either positive semi-definite or indefinite at stationary points without loss of generality. The upper-left component (5.21) of the Hessian can be written as
\[
(H_{11})^{IJ} = \frac{\partial \dot{q}^I_{\lambda=F}}{\partial p_J},
\]
(5.29)

which from (5.24) has \( m \) zero eigenvalues associated with the kernel \( C^{\lambda=F}_{a,I} \). In general, the signature of a symmetric matrix is unchanged under the transformation
\[
H \rightarrow H' = P^T HP,
\]
(5.30)

where \( P \) is a nondegenerate matrix. In the present case, we choose \( P \) as
\[
P = \begin{pmatrix} C_{\lambda=F} & 0_{n,n} \\ 0_{n,n} & 1_n \end{pmatrix},
\]
(5.31)

where \( C_{\lambda=F} \) is the \( n \times n \) nondegenerate matrix defined in (5.13) with (5.17). Using (5.24) and (5.25), we obtain the form
\[
H' = \begin{pmatrix} 0_{m,m} & 0_{m,n-m} & -C_q \\ 0_{n-m,m} & \ddots & \vdots \\ -C_q^T & \ddots & \ddots \end{pmatrix},
\]
(5.32)
where
\[
(C_q)_{aI} \equiv -C_{aI}^\lambda = F \frac{\partial^2 H_{\text{on-shell}}}{\partial p_I \partial q^\lambda} = \left. \frac{\partial C_a}{\partial q^I} \right|_{\lambda = F},
\] (5.33)
and the dotted components \(\cdots\) in \(H'\) are the same as the corresponding components of \(H\), which we shall show are irrelevant to the following calculations.

In general, if a symmetric matrix is positive semi-definite, all principal minors of the symmetric matrix are non-negative (see e.g. ref. [30] section 7.6 Positive Definite Matrices, page 566). The contraposition of this theorem tells us: if there exists a negative principal minor for a symmetric matrix, the matrix is not positive semi-definite. Recalling that in the present case we have assumed that the Hessian is positive semi-definite or indefinite at the stationary points, we can conclude that the Hessian \(H\) is indefinite if there exists a negative principal minor. We can show that there exists a negative principal minor if the condition
\[
C_q \neq 0,
\] (5.34)
is satisfied as follows. Under the condition (5.34), there exists a nonzero \(a_i - I_j\) component of \(C_q\), denoted by \((C_q)_{a_i, I_j}\). The matrix \(H'\) clearly has the following negative principal minor of order two,
\[
\begin{vmatrix}
0 & -(C_q)_{a_i, I_j} \\
-(C_q)_{a_i, I_j} & (H_{22})_{I_j, I_j}
\end{vmatrix} < 0,
\] (5.35)
regardless of the value \((H_{22})_{I_j, I_j}\), which is the \(I_j-I_j\) component of \(H_{22}\). If (5.34) is satisfied at all the stationary point, we conclude that the Hessian \(H\) is indefinite and then the on-shell Hamiltonian only has a saddle point at a stationary point. The existence of the negative eigenvalue implies that there exists a ghostly degree of freedom. Therefore, the final criterion is the condition (5.34) at any stationary points.

In summary, the absence of local extremum of the on-shell Hamiltonian (5.18) for the Lagrangian (5.7) with the nonholonomic constraints is proved if the following conditions are satisfied:

1. \(\det(L_{IJ}) \neq 0\): the system is nondegenerate with respect to all variables included in \(L_0\).
2. \(\det(M_{ab}) \neq 0\): the nonholonomic constraints do not reduce the phase space dimension of the all variables included in \(L_0\).
3. Either of the following two cases:
   a. \(\dot{q}^I \approx 0 \approx \frac{\partial L}{\partial q^I}\) is not allowed: then, \(H_{\text{on-shell}}\) does not have stationary points.
   b. \(C_q \neq 0\) at any stationary points: then, \(H_{\text{on-shell}}\) has saddle points only and no local extremum.

For a given Lagrangian with nonholonomic constraints, the conditions 1 and 2 are straightforwardly checked by computing \(\det(L_{IJ})\) and \(\det(M_{ab})\). As we considered simple examples below (5.28), the condition 3-a captures the instabilities in theories which are not related to a higher-derivative theory. This case is qualitatively different from the pathological Ostrogradsky ghost. On the other hand, theories satisfying the condition 3-b (and the conditions 1

\[\text{Note that there is a possibility that the Hamiltonian takes a finite value at the boundary of the domain of } (q^I, p_I) \text{ and then the Hamiltonian is bounded. We will revisit this point in section 6.5.}\]
and 2) possess ghostly degree of freedom. One may think that the condition 3-b would suggest that the pathological theories are equivalent to higher derivative systems at least locally. However, it is not always the case. For example, if a constraint takes a form $\delta q^1 + \delta q^2 \simeq 0$ around a stationary point, one can solve the constraint as $\delta q^2 \simeq -\delta q^1$ and then conclude the system is locally equivalent to a higher derivative system. On the other hand, a system with a constraint $\delta q^1 + \delta q^2 \simeq 0$ is not a higher derivative one even locally. Rather, this is a lower derivative system but it shares the same pathology as the Ostrogradsky system (see (6.8) with $b_0 = 0$ below). For more general case, the conditions 3-a and 3-b can be checked at least numerically since the stationary points of the on-shell Hamiltonian satisfy $\dot{q}^I = 0$ under which the equations of motion and the constraints are algebraically solved, and one can check if there exists any inconsistency.

This set of conditions applies to the general Lagrangian (5.7) with nonholonomic constraints, which includes higher-derivative theories as a subclass. Hence, it is a natural generalization of the Ostrogradsky theorem. Indeed, we shall see in section 6.2 that for higher-derivatives theories only the condition 1 is relevant, which is precisely related to the nondegeneracy assumption of the Ostrogradsky theorem, and the conditions 2 and 3-b are automatically satisfied. In this case, the on-shell Hamiltonian (5.18) exhibits the linear dependence on canonical momenta. However, in general it is not always linear in canonical momenta since $\dot{q}^I_{y-F}$ are functions of $(q^I, p^I)$. Even for such more general cases, the conditions 1–3 are robust. If they are satisfied, the Hamiltonian of the system does not admit a local extremum. In particular, when the condition 3-b is satisfied, we have proved that the Hessian admits a negative eigenvalue at the stationary point implying the existence of a ghostly degree of freedom. In addition to the simple examples considered below (5.28), we shall see several examples in sections 5.4 and 6.1, for which the Ostrogradsky theorem does not apply but our criteria can detect the pathology of the Hamiltonian.

5.3 Ghost-free Lagrangian with nonholonomic constraints

We then discuss how to evade the Ostrogradsky-like ghost found in section 5.2. First, to violate the conditions 1–3, one may consider a possibility to convert the nonholonomic constraints of the Lagrangian (5.7) into holonomic constraints, by introducing nondynamical variables $\xi^i$. Let us consider

$$L = L_0(\dot{q}^I, q^I, \xi^i) + \lambda^a C_a(\dot{q}^I, q^I, \xi^i).$$

(5.36)

If

$$\text{rank}(C_{ai}) = m,$$

(5.37)

the constraints $C_a = 0$ can be solved for $m$ components of $\xi^i$ in terms of $\dot{q}^I, q^I$. The constraints $C_a = 0$ can be now essentially interpreted as holonomic constraints to remove $m$ of $\xi^i$ from the phase space.\(^5\)

Strictly speaking, however, $C_a$ depend on derivatives $\dot{q}^I$ so one may wonder if $C_a = 0$ are really interpreted as holonomic constraints without derivatives. We can confirm it is indeed the case by a change of the variables which we shall demonstrate below. Let us denote $\xi^a$ as the solvable $m$ components of $\xi^i$, and $\xi^{i'}$ as the remaining $\ell - m$ nondynamical variables. The constraints $C_a = 0$ have been supposed to be solved as

$$\xi^a = \xi_{\text{sol}}^a(\dot{q}^I, q^I, \xi^{i'}),$$

(5.38)

\(^5\)Precisely, $\xi^i$ are nondynamical and thus $\xi^i$ can be removed by solving their Euler-Lagrange equations (see, however, the discussions in sections 5.4 and 6.3).
where $\xi_{a}^{\text{sol}}$ are functions of $\dot{q}^{I}$, $q^{I}$, $\xi^{i}$. After a redefinition of the Lagrange multipliers, the Lagrangian may be transformed into the form

$$L = L_{0}(\dot{q}^{I}, q^{I}, \xi^{i}) + \lambda_{a} \left[ \xi^{a} - \xi_{a}^{\text{sol}}(\dot{q}^{I}, q^{I}, \xi^{i}) \right].$$

(5.39)

We then introduce new variables $\Xi^{a}$ via

$$\Xi^{a} = \xi^{a} - \xi_{a}^{\text{sol}}(\dot{q}^{I}, q^{I}, \xi^{i}).$$

(5.40)

As a result, the Lagrangian becomes

$$L = L_{0}(\dot{q}^{I}, q^{I}, \xi^{i}, \Xi^{a}) + \lambda_{a} \Xi^{a},$$

(5.41)

which is clearly a system with the holonomic constraints $\Xi^{a} = 0$. Following the prescription of section 5.1, we can erase $\Xi^{a}$ and obtain an equivalent Lagrangian

$$L = L_{0}(\dot{q}^{I}, q^{I}, \xi^{i}).$$

(5.42)

Hence, with the condition (5.37), we can remove the constraints which the original Lagrangian (5.36) has.

However, (5.37) is a sufficient condition to remove the constraints $C_{a} = 0$ but not a sufficient condition to obtain a healthy Hamiltonian. We still need to check if the Lagrangian (5.42) leads to a healthy Hamiltonian or not. Actually, the Lagrangian (5.42) can be linear in $\xi^{i}$ even if the original Lagrangian (5.36) is nonlinear in $\xi^{i}$. For instance, consider a system

$$L = \frac{1}{2}(\dot{q})^{2} + \frac{1}{2}(\xi^{1} + \xi^{2})^{2} + (\xi^{1} + \xi^{2})\xi^{2} + \lambda(\xi^{1} + \xi^{2} - q - \dot{q}).$$

(5.43)

For this system, $m = 1$ and $C_{i} = (1, 1)^{T}$, whose rank is 1 and hence this model satisfies (5.37). Nevertheless, solving the constraint $\xi^{1} + \xi^{2} + q + \dot{q} = 0$ for $\xi^{1}$ and substituting it, one obtains

$$L' = \frac{1}{2}(\dot{q})^{2} + \frac{1}{2}(\dot{q} + q)^{2} + (\dot{q} + q)\xi^{2},$$

(5.44)

where $\xi^{2}$ turns to be a Lagrange multiplier and then has the Ostrogradsky-like ghost from Theorem 2.

An improved condition to find a ghost-free theory is to require that the set $(\xi^{i}, \lambda^{a})$ can be interpreted as a set of solvable variables. In this case, $\lambda^{a}$ quit the role of the Lagrange multipliers and they are actually solvable auxiliary variables even if the Lagrangian linearly depends on them. Considering their Euler-Lagrange equations, the solvability condition is given by

$$\det D \neq 0,$$

(5.45)

where

$$D \equiv \begin{pmatrix} L_{ij} & C_{ai} \\ C_{ai}^{T} & 0_{m} \end{pmatrix}.\quad (5.46)$$

It is straightforward to check that (5.43) does not satisfy the condition (5.45). For general case, if the condition (5.45) is satisfied, after substituting the solutions of the Euler-Lagrange equations for $(\xi^{i}, \lambda^{a})$, the Lagrangian $L' = L|_{\xi^{i} = \xi_{a}^{\text{sol}}, \lambda^{a} = \lambda_{a}^{\text{sol}}}$ is a function of $q^{I}$ and $\dot{q}^{I}$ only. Unless some of $q^{I}$ are turned out to be auxiliary variables, ghosts associated with higher derivatives or constraints are absent. One can then proceed to the standard process such as checking the sign of the kinetic term, i.e. whether $L'_{I,J}$ is positive definite.
5.4 On general Lagrangian

Since the systems discussed in sections 5.1–5.3 are ideal cases, we briefly discuss involved systems in this subsection. In sections 4.1 and 5.3 we have discussed the ambiguity associated with a redefinition of Lagrange multipliers (see the arguments on (4.3) and (5.39)). For systems with nonholonomic constraints, one can make use of this ambiguity to reformulate a degenerate Lagrangian to a nondegenerate Lagrangian, for the latter of which we can apply the conditions 1–3. This technique also allows us to apply the conditions 1–3 to a wider class of theories than the Ostrogradsky theorem.

The simplest toy model would be

\[ L_{\text{toy}} = \lambda (\dot{q} - q). \] (5.47)

This Lagrangian is clearly free from higher derivative and degenerate as \( L_{\dot{qq}} = 0 \). Hence, both the assumption of the Ostrogradsky theorem and the condition 1 are not satisfied. Nevertheless, one can directly see that the corresponding Hamiltonian is unbounded. There are two primary constraints

\[ \pi \approx 0, \quad p - \lambda \approx 0, \] (5.48)

and no secondary constraints. The Hamiltonian on the constraint hypersurface is unbounded

\[ H_{\text{on-shell}} = pq. \] (5.49)

On the other hand, one can redefine the Lagrange multiplier \( \lambda = \Lambda + \frac{1}{2} \dot{q} \) so that the Lagrangian becomes

\[ L_{\text{toy}} = \frac{1}{2} \dot{q}^2 - \frac{1}{2} \dot{q} q + \Lambda (\dot{q} - q) \]
\[ = \frac{1}{2} \dot{q}^2 + \Lambda (\dot{q} - q) + \text{total derivative}, \] (5.50)

which is nondegenerate as \( L_{\dot{qq}} \neq 0 \). In this form, the Lagrangian satisfies the conditions 1–3, and hence we can conclude that the Hamiltonian is pathological. We can also directly check the Hamiltonian for the Lagrangian (5.50). There is only one primary constraint

\[ \Pi \approx 0, \] (5.51)

and its consistency condition yields the secondary constraint

\[ \dot{q} - q \approx P - \Lambda - q \approx 0, \] (5.52)

where the canonical momentum of \( \Lambda \) and \( q \) are respectively denoted as \( \Pi \) and \( P = \frac{\partial L_{\text{toy}}}{\partial \dot{q}} = \dot{q} + \Lambda \). The on-shell Hamiltonian is

\[ H_{\text{on-shell}} = Pq - \frac{1}{2} \dot{q}^2, \] (5.53)

which linearly depends on \( P \) and has no local extremum. The Hamiltonian (5.53) indeed coincides with (5.49) because the momenta \( p \) and \( P \) are related by \( P \approx p + \frac{1}{2} q \).

Another involved system is a Lagrangian with both holonomic and nonholonomic constraints which can be interpreted as the violation of the condition 2. In this case, it would be better to solve the holonomic constraints first and then apply the conditions 1–3. While in general the holonomic constraints may not be explicitly solved, one can solve the holonomic constraints at least locally and thus compute \( L_{IJ}, M_{ab}, C_q \) by the use of the implicit function theorem, in principle (see the computations in section 4). One can then check the conditions 1–3 at the stationary points at which the equations of motion and the constraints are algebraically solved.
6 Concrete examples

In this section we provide concrete examples for the application of the general arguments developed in section 5. In section 6.1 we present a simple example to consider the cases considered in sections 5.1, 5.2 and 5.3 and highlight the pathology of the Hamiltonian. In the concrete example, we also find that the Hamiltonian is linear in the momentum and thus it exactly shows the same pathological behavior as the Ostrogradsky system even though the model cannot be rewritten to a higher-derivative theory. In section 6.2 we consider higher-derivative model, for which our criteria reduce to the Ostrogradsky theorem. In section 6.3 we revisit the healthy example in section 2.1 from the point of view of (non)holonomic system and the ghost-free criterion (5.45), and discuss the interplay between the violation of condition 1 or 2. We address the violation of the condition 3 in section 6.4. We finally argue a possibility to obtain a bounded Hamiltonian from a Hamiltonian without a local minimum by restricting the domain of the variables in section 6.5.

6.1 Ostrogradsky-like instability from nonholonomic constraints

To show an explicit example of the result of sections 5.1–5.3, we study a toy model

\[ L = \frac{a_1}{2} \dot{q}^2 - \frac{a_2}{2} q^2 - \frac{a_3}{2} \dot{\xi}^2 + \lambda (b_0 + b_1 \dot{q} + b_2 q + b_3 \dot{\xi}). \]  

(6.1)

with \( a_1 \neq 0 \). The canonical momenta for \( q, \lambda, \xi \) are

\[ p = a_1 \dot{q} + b_2 \lambda, \quad \pi = 0, \quad \varpi = 0, \]  

(6.2)

the last two of which are primary constraints. The total Hamiltonian is then given by

\[ H_{\text{tot}} = \frac{1}{2a_1} p^2 + \frac{a_2}{2} q^2 + \frac{a_3}{2} \dot{\xi}^2 - \lambda \left( b_0 + \frac{b_1}{a_1} p + b_2 q + b_3 \xi \right) + \frac{b_2^2}{2a_1} \lambda^2 + \zeta_\lambda \pi + \zeta_\xi \varpi. \]  

(6.3)

Requiring the time preservation of the primary constraints \( \pi \approx 0 \) and \( \varpi \approx 0 \), we obtain secondary constraints

\[ b_0 + \frac{b_1}{a_1} p + b_2 q + b_3 \xi - \frac{b_2^2}{a_1} \lambda \approx 0, \quad a_3 \xi - b_3 \lambda \approx 0. \]  

(6.4)

Requiring the time preservation of the secondary constraints, we obtain

\[ b_3 \zeta_\xi - \frac{b_2}{a_1} \zeta_\lambda \approx \cdots, \quad a_3 \zeta_\xi - b_3 \zeta_\lambda \approx 0. \]  

(6.5)

Hence, if

\[ b_3 + \frac{a_3 b_1^2}{a_1} \neq 0, \]  

(6.6)

is satisfied, the consistency conditions (6.5) fix the Lagrange multipliers \( \zeta_\lambda, \zeta_\xi \) and thus no further constraint is obtained. In this case we end up with four constraints and hence the system has 1 DOF.

Considering several special cases of the toy model (6.1) serve as pedagogical examples of application of the general argument in sections 5.1, 5.2 and 5.3. First, let us consider the case \( a_3 = b_3 = 0, \) i.e.

\[ L = \frac{a_1}{2} \dot{q}^2 - \frac{a_2}{2} q^2 + \lambda (b_0 + b_1 \dot{q} + b_2 q). \]  

(6.7)
In this case the Lagrangian no longer depends on $\xi$. The variable of the system is $q$ only in addition to the Lagrange multiplier $\lambda$. This case falls into the class we investigated in section 5.2. As we clarified in section 5.2, the Ostrogradsky-like ghost exists when the conditions 1, 2, and 3 are satisfied. In the present case, the condition 1: $a_1 \neq 0$ is satisfied by the assumption. Furthermore, let us assume that the condition 2: $b_1 \neq 0$ is satisfied for a while. Imposing $b_1 \neq 0$, the system does not have tertiary constraint as (6.6) is satisfied. Thus, so far we assumed $a_3 = b_3 = 0$, $a_1 \neq 0$ and $b_1 \neq 0$. The on-shell total Hamiltonian is then given by

$$H_{\text{on-shell}} = \frac{a_2}{2} q^2 - \frac{a_1}{2b_1^2} (b_0 + b_2 q)^2 - \frac{b_0 + b_2 q}{b_1} p,$$

(6.8)

which is unbounded due to the last term linear in $p$, if $b_0 \neq 0$ or $b_2 \neq 0$. Precisely, the condition 3 consists of these two cases, namely, 3-a: $b_0 \neq 0$, $b_1 \neq 0$ and $b_2 = 0$, or 3-b: $b_2 \neq 0$. Both cases 3-a and 3-b share the unbounded Hamiltonian due to the linear momentum term despite the fact that the Lagrangian (6.7) is not equivalent to a higher-derivative theory. While the Ostrogradsky theorem does not apply to this system, the conditions 1–3 serve as a more powerful tool to detect the pathology of the Hamiltonian. The violation of at least one of the conditions 1, 2, or 3 is a necessary condition to evade the Ostrogradsky-like instability. First, when the condition 2 does not hold, i.e. $b_1 = 0$, the constraint is no longer nonholonomic and then the Ostrogradsky-like ghost does not exist. This case falls into the case discussed in section 5.1. We also note that for $b_1 = 0$ the system possesses a tertiary constraint.

Second, the violation of the condition 3 means $b_0 = b_2 = 0$. We then obtain a bounded Hamiltonian. Note that the case $b_0 = b_2 = 0$ (with $b_1, a_2 \neq 0$ and $a_3 = b_3 = 0$) is nothing but the first-order formalism of the Lagrangian $L = \frac{1}{2\sigma^2} \lambda^2$ as we shall see below. In this case the Lagrangian (6.1) reads

$$L = \frac{a_1}{2} \dot{q}^2 - \frac{a_2}{2} \dot{q}^2 + b_1 \dot{q}. (6.10)$$

By redefining the Lagrange multiplier

$$\lambda \rightarrow \frac{1}{b_1} \lambda - \frac{a_1}{2b_1^2} \dot{q};$$

(6.11)

we can absorb the kinetic term and obtain

$$L = \lambda \dot{q} - \frac{a_2}{2} \dot{q}^2.$$

(6.12)
The Euler-Lagrange equations for this Lagrangian are two first-order equations:

\[ \dot{q} = 0, \]  
\[ \dot{\lambda} + a_2 q = 0. \]  

On the other hand, by taking integration by parts, the Lagrangian (6.12) becomes

\[ L = -\dot{\lambda} q - \frac{a_2}{2} q^2, \]  
for which we can eliminate \( q \) by the use of its equation of motion. We then obtain

\[ L = \frac{1}{2a_2} \dot{\lambda}^2, \]  
of which the Euler-Lagrange equation is one second-order equation:

\[ \ddot{\lambda} = 0, \]  
which is consistent with the system of the two first-order equations above. Indeed, taking a time derivative of (6.14) and using (6.13), one can recover (6.17).

Third, we consider the case \( a_3 \neq 0 \), which falls into the case we studied in section 5.3. In this case, the Lagrangian is degenerate in terms of the variables \( q \) and \( \xi \); that is, the violation of the condition 1. Following the prescription given in section 5.3, we need to additionally require \( b_3 \neq 0 \) to remove the Ostrogradsky-like instability since the nonholonomic constraint has to be solved in terms of the nondynamical variable. Indeed, in this case the general argument below (6.5) applies, and the on-shell Hamiltonian is then given by

\[ H_{\text{on-shell}} = \frac{1}{2a_1} p^2 + \frac{a_2}{2} q^2 + \frac{1}{2} \left( \frac{b_2}{a_3} - \frac{b_1}{a_1} \right)^{-1} \left( b_0 + \frac{b_1}{a_1} p + b_2 q \right)^2, \]  
which can be bounded from below as far as \( b_3 \neq 0 \). It should be contrasted with the unbounded Hamiltonian (6.8) which we obtained under the assumption \( b_3 = 0 \).

It would be worthwhile stressing that the Hamiltonian (6.18) can be bounded from below even if \( a_1 < 0 \). Let us consider a ghost Lagrangian with a wrong sign of the kinetic term

\[ L_0 = -\frac{1}{2} q^2 - \frac{1}{2} \dot{q}^2 \]  
and try to remove the ghost instability by adding a constraint via the Lagrange multiplier without reducing the degree of freedom of \( q \). One way is imposing the constraint \( \dot{q} = 0 \), but this constraint only admits a constant \( q \). Another way is introducing a nondynamical variable \( \xi \) and imposing a constraint such as \( b_1 \dot{q} + b_2 q + b_3 \xi = 0 \) as discussed above. Thus, the ghost can be cured by adding a constraint to the system; however, it also requires a nondynamical variable in the second case. As discussed in section 2.1, the second way is similar to construct a degenerate higher-order theory.

### 6.2 Higher-derivative theories

Let us study a higher-derivative Lagrangian with \( N + 1 \)-th order derivatives of a variable \( \phi_0(t) \):

\[ L = L(\phi_0^{(N+1)}, \phi_0^{(N)}, \cdots, \phi_0, \phi_0), \]  

which is a system of the two first-order equations above. Indeed, taking a time derivative of (6.14) and using (6.13), one can recover (6.17).
of which an equivalent Lagrangian is

\[ L_{eq} = L(\dot{\phi}_a, \dot{\phi}_0, \phi_0) + \lambda^a C_a, \quad a = 1, 2, \cdots, N, \]  

(6.21)

with auxiliary variables \( \phi_a \), Lagrange multipliers \( \lambda^a \), and nonholonomic constraints

\[ C_a = \phi_a - \dot{\phi}_{a-1}. \]

(6.22)

In the equivalent form (6.21), the constraints are linear in the first-order derivative of all variables \( \phi_a, \phi_0 \) except the highest one \( \phi_N \). Therefore, for any Lagrangian, the Hessian

\[ L_{IJ} = \frac{\partial^2 L}{\partial \dot{\phi}_I \partial \dot{\phi}_J}, \quad I, J = 0, 1, 2, \cdots, N, \]

(6.23)

can be nondegenerate by redefining the Lagrange multipliers along the same line as the toy model (5.47) if

\[ L_{NN} \neq 0. \]

(6.24)

For instance, as for the Lagrangian

\[ L = \frac{1}{2} \ddot{\phi}_0^2, \]

(6.25)

the equivalent Lagrangian is

\[ L_{eq} = \frac{1}{2} \ddot{\phi}_1^2 + \lambda^1 (\phi_1 - \dot{\phi}_0), \]

(6.26)

which is a degenerate Lagrangian in terms of \( \phi_1, \phi_0 \). However, we can transform it to a nondegenerate Lagrangian

\[ L_{eq} = \frac{1}{2} \ddot{\phi}_1^2 + \frac{1}{2} \ddot{\phi}_0^2 - \frac{1}{2} \phi_1^2 + \lambda^1 (\phi_1 - \dot{\phi}_0), \]

(6.27)

by redefining the Lagrange multiplier as

\[ \lambda^1 \rightarrow \lambda^1 - \frac{1}{2} (\phi_1 + \dot{\phi}_0). \]

(6.28)

The nondegeneracy condition (6.24) corresponds to the criterion 1 for the existence of the Ostrogradsky-like instability found in section 5.2. We can see that when (6.24) is satisfied, other criteria 2 and 3 are automatically satisfied. The Lagrange multipliers can be redefined such that the Hessian is given by

\[ L_{IJ} = \text{diag}[1, 1, \cdots, 1, L_{NN}]. \]

(6.29)

From (5.11) and (5.33) we then have

\[ M_{ab} = \delta_{ab}, \quad \frac{\partial C_a}{\partial \phi_I} = \delta_{aI}, \]

(6.30)

that is,

\[ \det(M_{ab}) \neq 0, \quad C_q \neq 0. \]

(6.31)

Thus, our criteria by means of the language of the nonholonomic constraints reduce to the Ostrogradsky’s theorem: a higher-derivative Lagrangian which is nondegenerate with respect to the highest-order derivatives leads to an unbounded Hamiltonian.
To conclude the existence of the Ostrogradsky ghost, only the nondegeneracy with respect to the highest derivative is important. However, the degeneracy with respect to the highest derivative term is the necessary condition but not a sufficient condition to evade the Ostrogradsky ghost [10]. In the equivalent Lagrangian (6.21), the degeneracy with respect to the highest derivative concludes \( \phi_N \) is a nondynamical variable. Therefore, the constraint
\[
\phi_N - \dot{\phi}_{N-1} = 0
\]  
(6.32)
can be solved to fix \( \phi_N = \dot{\phi}_{N-1} \) without introducing a higher derivative term of \( \phi_{N-1} \). However, we still have \( N-1 \) nonholonomic constraints and then can conclude that the Hamiltonian is still unbounded. To remove all nonholonomic constraints, we require \( N \) degeneracy conditions.

When there is only one variable \( \phi_0 \) in the original Lagrangian, it is almost trivial that the degeneracy of the highest derivative term is not a sufficient condition. For example, let us consider a Lagrangian with at most third derivative:
\[
L = \frac{c_3}{2} \dddot{\phi}_0^2 + \frac{c_2}{2} \ddot{\phi}_0^2 + \frac{c_1}{2} \dot{\phi}_0^2 + \lambda_1 (\phi_1 - \dot{\phi}_0) + \lambda_2 (\phi_2 - \dot{\phi}_1),
\]  
(6.33)
which is a special case of the one considered in [14]. The degeneracy of the highest derivative term means \( c_3 = 0 \). Even so, there is the second derivative term in the Lagrangian which leads to the Ostrogradsky ghost. We thus need to impose \( c_2 = 0 \) to remove the Ostrogradsky ghost. By using the Lagrange multipliers, the equivalent Lagrangian is
\[
L_{eq} = \frac{c_3}{2} \dddot{\phi}_2^2 + \frac{c_2}{2} \ddot{\phi}_1^2 + \frac{c_1}{2} \dot{\phi}_0^2 + \lambda_1 (\phi_1 - \dot{\phi}_0) + \lambda_2 (\phi_2 - \dot{\phi}_1).
\]  
(6.34)
The condition \( c_3 = 0 \) leads to that \( \phi_2 \) is a nondynamical variable. After removing \( \phi_2 \) via solving the constraint \( \dddot{\phi}_2 - \ddot{\phi}_1 = 0 \), the condition \( c_2 = 0 \) corresponds to the condition that \( \phi_1 \) is nondynamical. Note that \( \phi_1 \) is never nondynamical unless the constraint \( \phi_2 - \dot{\phi}_1 = 0 \) is solved. Therefore, the degeneracy conditions must be imposed sequentially: we have to first impose the degeneracy condition of the highest derivative part. After solving the nonholonomic constraint associated with the highest derivative in terms of the nondynamical variable, we then impose the degeneracy condition of the next highest derivative term. This procedure must be continued until all nonholonomic constraints are solved in terms of nondynamical variables.

Therefore, a concrete procedure to derive all degeneracy conditions is straightforward but complicated in multi-variable higher-derivative system. This procedure was established in a series of works [10, 13–15]. It has been shown that Ostrogradsky ghost of a Lagrangian with \( N+1 \)-th order derivative of \( \phi_0 \) and with at most first order derivatives of \( q^I \) can be removed by imposing \( N \) degeneracy conditions. We thus do not discuss it in the present paper.

6.3 Violation of the condition 1 or 2
Let us revisit the Ostrogradsky ghost-free system (2.5)
\[
L_{\text{Healthy}} = L_0 + \lambda C,
\]
\[
L_0 = \frac{Q^2}{2} + \frac{\dot{Q}^2}{2} - \frac{\xi^2}{4},
\]
\[
C = Q - \dot{\phi} + \xi,
\]  
(6.35)
As explained in section 2.1, the degenerate higher-order theory is obtained by solving the constraint \( Q - \dot{\phi} + \xi = 0 \) in terms of \( Q \). In this subsection, on the other hand, we shall keep
treating \((Q, \phi, \xi)\) as independent variables and discuss why the ghost is exorcised by means of the language of the (non)holonomic constraint.

The variables \(Q, \phi\) are dynamical variables while \(\xi\) is a solvable nondynamical variable and \(\lambda\) is a Lagrange multiplier, respectively. However, one can regard the set \((\xi, \lambda)\) as solvable nondynamical variables since the matrix

\[
D = \begin{pmatrix}
\frac{\partial^2 L}{\partial \xi^2} & \frac{\partial C}{\partial \xi} \\
\frac{\partial C}{\partial \xi} & 0
\end{pmatrix} = \begin{pmatrix}
-\frac{1}{2} & 1 \\
1 & 0
\end{pmatrix},
\]

(6.36)

has the nonvanishing determinant, \(\det D = -1\), which satisfies the ghost-free criterion (5.45). Hence, the nondynamical variables \((\xi, \lambda)\) are determined by the set of their Euler-Lagrange equations. Therefore, Theorem 2 for systems with nonholonomic constraints cannot be applied to the system (6.35) and then it is free from the Ostrogradsky-like ghost.

In the first place, however, it is not clear which variables are nondynamical for a given \(L_0\). The existence of a nondynamical variable is governed by the (non)degeneracy condition. If we first interpret all variables \(q^I = (Q, \phi, \xi)\) in \(L_0\) as dynamical variables, the unconstrained Lagrangian \(L_0\) is regarded as a degenerate Lagrangian. It can be thus understood as that the violation of the condition 1, i.e. the degeneracy, inhibits the appearance of the ghost in the Lagrangian (6.35). This picture would be similar to the picture of the degenerate higher-order theory.

The system can be also seen as that the condition 2 is violated while the condition 1 holds when we change the variables. We define new Lagrange multiplier \(\Lambda\) by

\[
\lambda = \Lambda + \dot{\xi},
\]

(6.37)

and obtain

\[
L_{\text{Healthy}} = L_0' + \Lambda C,
\]

\[
L_0' = \frac{\dot{Q}^2}{2} + \frac{\dot{\phi}^2}{2} - \frac{\xi^2}{4} + \dot{\xi}(Q - \phi + \xi).
\]

(6.38)

Due to the kinetic mixing \(\dot{\xi} \dot{\phi}\) the unconstrained part \(L_0'\) is no longer degenerate. Indeed, the kinetic matrix for \((Q, \phi, \xi)\) and its inverse are given by

\[
L_{IJ} = \begin{pmatrix}
1 & 0 & 0 \\
0 & 1 & -1 \\
0 & -1 & 0
\end{pmatrix}, \quad L^{IJ} = \begin{pmatrix}
1 & 0 & 0 \\
0 & 0 & -1 \\
0 & -1 & -1
\end{pmatrix}.
\]

(6.39)

Thus, the condition 1 holds for (6.38). However, the condition 2 is now violated:

\[
M \equiv C_I L^{IJ} C_J = \frac{\partial C}{\partial \phi} L^{22} \frac{\partial C}{\partial \phi} = 0.
\]

(6.40)

The violation of the condition 2 becomes manifest if we further introduce a variable \(\Xi\) via

\[
\xi = \Xi + \dot{\phi}.
\]

(6.41)

The Lagrangian is then

\[
L_{\text{Healthy}} = \frac{\dot{Q}^2}{2} + \frac{\dot{\phi}^2}{2} - \frac{(\Xi + \dot{\phi})^2}{4} - (\Xi + \dot{\phi})(\dot{Q} + \dot{\Xi}) + \Lambda(Q + \Xi),
\]

(6.42)
where we have performed the integration by parts to eliminate the second derivative of \( \phi \). Now, the constraint \( Q + \Xi \approx 0 \) is just a holonomic constraint in terms of the variables \((Q, \phi, \Xi)\). Note that the kinetic matrix of (6.42) (or (6.38)) has positive and negative eigenvalues. Hence, there would exist a ghost degree of freedom if there were no constraint. However, this ghost degree of freedom is eliminated by the holonomic constraint \( Q + \Xi = 0 \). Therefore, in the Lagrangian (6.42) (or (6.38)) it can be understood as that the ghost is exorcised as a result of a reduction of the phase space dimension by adding a constraint.

At least in this example, there is no essential difference between the violation of the condition 1 and that of the condition 2 since the difference is just in appearance. The point is that the Lagrangian 

\[
L_{\text{Healthy}} = L_0(q^I, \dot{q}^I) + \lambda C(q^I, \dot{q}^I) \quad \text{with} \quad q^I = (Q, \phi, \xi)
\]

only has two dynamical degree of freedom on shell. The ghost is evaded by the reduction of the phase space dimension.

### 6.4 Violation of the condition 3

We shall consider two examples, without or with ghost, that violate the condition 3. The first toy model here is

\[
L = \frac{1}{2} (\dot{q}^1)^2 + \frac{1}{2} (\dot{q}^2)^2 - V(q^1, q^2) + \lambda [f_1(q^1, q^2) \dot{q}^1 + f_2(q^1, q^2) \dot{q}^2],
\]

for which the canonical momenta and the total Hamiltonian are

\[
p_1 = q^1 + \lambda f_1, \quad p_2 = q^2 + \lambda f_2, \quad \pi = 0,
\]

\[
H_{\text{tot}} = \frac{1}{2} p_1^2 - p_1 \lambda f_1 + \frac{1}{2} \lambda^2 f_1^2 + \frac{1}{2} p_2^2 - p_2 \lambda f_2 + \frac{1}{2} \lambda^2 f_2^2 + V + \zeta \lambda \pi.
\]

As far as \( f_1^2 + f_2^2 \neq 0 \), there are only the primary and the secondary constraints,

\[
\pi \approx 0, \quad \lambda \approx \frac{p_1 f_1 + p_2 f_2}{f_1^2 + f_2^2},
\]

and then the phase space dimension is four. Namely, the nonholonomic constraint does not reduce the phase space dimension of \((q^I, p_I)\). However, our theorem does not apply to this system because the condition 3 is violated: the stationary point \( \dot{q}^1 = \dot{q}^2 = 0 \) is allowed since it is not in contradiction with the constraint, and also \( C_q \) vanishes at the stationary point. Indeed, the on-shell Hamiltonian is given by

\[
H_{\text{on-shell}} = \frac{(p_1 f_2 - p_2 f_1)^2}{2(f_1^2 + f_2^2)} + V,
\]

which is bounded from below as far as the potential is bounded. The on-shell Hamiltonian has a minimum on the hypersurface \( p_1 f_2 - p_2 f_1 = 0 \) which corresponds to \( \dot{q}^1 = \dot{q}^2 = 0 \) under \( f_1, f_2 \neq 0 \).

Next example is the Lagrangian,

\[
L = \frac{1}{2} (\dot{q}^1)^2 + \frac{1}{2} (\dot{q}^2)^2 - V(q^1, q^2) + \lambda [q^2 - (q^1)^2]
\]

where the potential \( V \) is supposed to have a local minimum at \( q^1 = 0 \). The condition 3 is violated since there exists a stationary solution \( \dot{q}^2 = 0 \) at \( q^1 = 0 \), and also \( C_q \) vanishes there. Does the on-shell Hamiltonian has a local minimum there? The canonical momenta are

\[
p_1 = q^1, \quad p_2 = q^2 + \lambda,
\]
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and all constraints are
\[ \pi \approx 0, \quad p_2 - \lambda - (q^1)^2 \approx 0. \] (6.50)

The on-shell Hamiltonian is then
\[ H_{\text{on-shell}} = \frac{1}{2}p_1^2 + V + p_2(q^1)^2 - \frac{1}{2}(q^1)^4. \] (6.51)

Hence, the point \( q^1 = p_2 = 0 \) (\( \iff q^2 = q^1 = 0 \)) is not a local maximum but just a saddle point. The Hamiltonian is unbounded from below due to the linear dependency of \( p_2 \) (the last term is not essential for the boundedness of the Hamiltonian when the potential increases faster than \( \frac{1}{2}(q^1)^4 \)).

Therefore, in general, if the condition 3 is violated, there is a possibility to have a healthy Hamiltonian; however, an additional analysis is required to conclude whether the stationary point is indeed a local minimum or just a saddle point. The stationary point is a local minimum if the Hessian is positive definite but the stationary point can be either a local minimum or a saddle point if the Hessian is positive semi-definite. The additional analysis is beyond the scope of the present paper.

6.5 On a bounded Hamiltonian without local minimum

As we stressed, strictly speaking, our theorem clarifies the absence of local minimum of the Hamiltonian except the boundary of the domain of the phase space \((q^1, p_1)\), but it does not necessarily mean that the Hamiltonian is unbounded since the Hamiltonian is still allowed to take a finite value at the boundary. This happens if the Hamiltonian takes a form like the hyperbolic tangent or if the domain of the variables is compact. Indeed, the authors of [25] (see also [31]) argued that in the context of mimetic gravity a positive definite energy may be realized by restricting the field domain even if the Hamiltonian is linear in a canonical variable. Let us study concrete examples of such systems here.

The simplest example of a bounded Hamiltonian without local minimum would be a Hamiltonian of the harmonic oscillator after a canonical transformation (see e.g. [32] section 9.3 The Harmonic Oscillator, page 377). The standard form of the Hamiltonian of the harmonic oscillator is
\[ H = \frac{1}{2}p^2 + \omega^2 q^2. \]

By means of a generating function \( W = -\frac{1}{2\omega}p^2 \tan Q \) the Hamiltonian is transformed into \( H = \omega P \) where \((q, p)\) and \((Q, P)\) are related by
\[ q = -\frac{\partial W}{\partial p} = \frac{p}{\omega} \tan Q, \quad P = -\frac{\partial W}{\partial Q} = \frac{p^2}{2\omega \cos^2 Q}. \] (6.52)

It is clear in this form that \( Q \) is cyclic and hence the conjugate momentum \( P \) remains a positive constant corresponding to the energy of the system. Although \( H \) linearly depends on the canonical momentum \( P \), the Hamiltonian is bounded from below because \( P \) is positive definite. Note however that the canonical transformation is singular at \( P = 0 \) and then the domain of \( P \) is \( P > 0 \) in which \( H \) has no stationary point. One should use \((q, p)\) instead of \((Q, P)\) to analyze the physical properties of the point \( P = 0 \) properly. Needless to say, in this example, the point \( P = 0 \) (zero energy) is not physically allowed at the quantum level due to the zero point energy of the harmonic oscillator and thus the domain \( P > 0 \) is sufficient. Nonetheless, without the knowledge of the equivalence between the Hamiltonian \( H = \omega P \) with \( P > 0 \) and that of the harmonic oscillator, one may wonder why the domain \( P \leq 0 \) is removed and what happens at the boundary \( P = 0 \).

In our analysis, we have concluded that the Hamiltonian of a nonholonomic system has no local minimum except the boundary of the domain. If the Hamiltonian is finite at
the boundary and the system is well-defined there, the boundary should not be a physical
singularity and then there would be a canonical transformation to cover the boundary after
which the Hamiltonian may have a minimum inside the domain (the transformation from
\((Q, P)\) to \((q, p)\) in the above example). If this is the case, after the Legendre transformation,
the resultant Lagrangian must not have a nonholonomic constraint; that is, the nonholonomic
constraint is converted into a holonomic one via a canonical transformation. If this is possible,
this would be a generalization of a way out from a pathological Hamiltonian discussed in
section 5.3.

As an example we reconsider the Lagrangian
\[
L = \frac{1}{2}(\dot{Q}^2 - \omega^2) + \Lambda(\dot{Q} - \omega),
\]
where \(\omega\) is a positive constant. This Lagrangian is a class of (6.1) (except the constant term
\(-\omega^2/2\)) where we use a different notation than (6.1) in order to directly see the analogy to
the harmonic oscillator. As shown, the Hamiltonian of this system does not admit a local
minimum. For our purpose, it is useful to redefine the Lagrange multiplier \(\Lambda\) to
\[
\Lambda \rightarrow \Lambda - \frac{\dot{Q} + \omega}{2}
\]
in order to write the Lagrangian as
\[
L = \Lambda(\dot{Q} - \omega). \tag{6.54}
\]
In the form (6.54), there are a couple of primary constraints, and the corresponding Hamiltonian is
\[
H_{\text{tot}} = \omega P + \zeta^1 \Pi + \zeta^2 (P - \Lambda), \tag{6.55}
\]
where \(\zeta^1, \zeta^2\) are Lagrange multipliers and \(P, \Pi\) are the canonical momenta of \(Q, \Lambda\), respectively. The on-shell Hamiltonian has no local minimum in the domain \(-\infty < P < \infty\).
However, the on-shell Hamiltonian takes the same form as the harmonic oscillator suggesting
no pathology when \(P > 0\).\(^7\) Hence, let us suppose \(P > 0\) which implies \(\Lambda > 0\) in terms of the
configuration space variables due to the constraint \(P - \Lambda \approx 0\). To analyze the point \(P = 0\),
we take the canonical transformation \((Q, \Lambda, P, \Pi) \rightarrow (q, \lambda, p, \pi)\) via the generating function
\[
W' = \frac{1}{2\omega} p^2 \tan Q + \Lambda \pi, \tag{6.56}
\]
which yield
\[
q = \frac{\partial W'}{\partial p} = \frac{p}{\omega} \tan Q, \quad P = \frac{\partial W'}{\partial Q} = \frac{p^2}{2\omega \cos^2 Q}, \quad \lambda = \frac{\partial W'}{\partial \pi} = \Lambda, \quad \Pi = \frac{\partial W'}{\partial \Lambda} = \pi. \tag{6.57}
\]
After the canonical transformation, the total Hamiltonian is given by
\[
H_{\text{tot}} = \frac{1}{2} p^2 + \frac{\omega^2}{2} q^2 + \zeta^1 \pi + \zeta^2 \left(\frac{1}{2\omega} p^2 + \frac{\omega}{2} q^2 - \lambda\right), \tag{6.58}
\]
We can take the Legendre transformation to obtain the corresponding Lagrangian. By using
the Hamilton equation
\[
\dot{q} = p \left(1 + \frac{\zeta^2}{\omega}\right), \quad \dot{\lambda} = \zeta^1, \tag{6.59}
\]
\(^7\)The consistency conditions of the constraints fix the Lagrange multipliers as \(\zeta^1 = \zeta^2 = 0\), which can be
substituted into the total Hamiltonian. The Hamiltonian of the harmonic oscillator is then obtained. However,
we shall retain \(\zeta^1\) and \(\zeta^2\) to see the conversion of a nonholonomic constraint into a holonomic one.
we obtain

\[ L = \dot{q} p + \lambda \pi - H_{\text{tot}} = \frac{\omega}{2(\zeta^2 + \omega)} q^2 - \frac{1}{2} \omega (\zeta^2 + \omega) q^2 + \lambda \zeta^2. \] (6.60)

Clearly, the constraint equation implemented by the Lagrange multiplier \( \lambda \) is holonomic. Substituting the solution \( \zeta^2 = 0 \) into the Lagrangian, we finally obtain the Lagrangian of the harmonic oscillator

\[ L = \frac{1}{2} q^2 - \frac{\omega^2}{2} q^2. \] (6.61)

This implies that the system (6.54) with \( \Lambda > 0 \) is equivalent to the harmonic oscillator with a non-zero energy and the “boundary” \( \Lambda = 0 \) is naturally interpreted as the zero energy state of the harmonic oscillator. Again, at the quantum level, the physical states require \( P > 0 \) (\( \Lambda > 0 \)) due to the zero-point energy. Therefore, the ad hoc assumption \( P > 0 \) may be justified by the equivalence to the harmonic oscillator.

Therefore, while the Lagrangian (6.54) with \(-\infty < \Lambda < \infty \) is pathological, the same Lagrangian with the restricted domain \( 0 < \Lambda < \infty \) has no pathology. At the quantum level the singularity of the canonical transformation, \( \Lambda = 0 \), is not physically allowed which would guarantee the equivalence between (6.54) with \( \Lambda > 0 \) and (6.61). Although this example is so simple, we may expect that the same trick can be applied to another unbounded Hamiltonian in order to obtain a healthy system (see e.g. the argument of [25]). We leave the general analysis for a future study.

7 Conclusion

Constraints have been playing a central role to exorcise the Ostrogradsky ghosts associated with higher derivatives. In this paper, however, we have clarified that adding constraints to a system is not always a good thing, and can summon ghost degrees of freedom as highlighted in section 2 by a simple example. Such ghosts may or may not be associated with higher derivatives, and hence our result includes the Ostrogradsky theorem as a special case.

In general, constraints show up when a Lagrangian contains nondynamical variables, whose derivatives do not appear in Lagrangian. Nondynamical variables are qualitatively different, depending on whether they appear in Lagrangian nonlinearly or linearly. For the former case, one can in principle write down the nondynamical variables in terms of other variables by solving their Euler-Lagrange equations. On the other hand, the latter case corresponds to the constraints implemented by Lagrange multipliers, which we found has a rich structure from the point of view of un/boundedness of the Hamiltonian.

We focused on theories with solvable auxiliary variables in section 4, and derived degeneracy condition (4.12) to evade the Ostrogradsky ghost. The advantage of the degeneracy condition (4.12) is that one can check it without substituting solutions of auxiliary variables explicitly. It allows us a wide range of models for application since in general the Euler-Lagrange equations for the auxiliary variables may be solved only locally.

In section 5, we have investigated systems having constraints with Lagrange multipliers. This case further divided into two cases depending on whether the constraints are holonomic (velocity-independent) or nonholonomic (velocity-dependent). Linearly independent set of holonomic constraints on dynamical variables always reduces the phase space dimension of dynamical variables, whereas in general nonholonomic constraints do not. We have clarified that adding nonholonomic constraints that does not reduce the phase space dimension in general leads to a pathological Hamiltonian due to the indefiniteness of the Hessian. This occurs even if the original Lagrangian before adding the constraints is healthy, and/or if the resultant Lagrangian is not equivalent to higher-derivative one.
More precisely, we have established a set of sufficient conditions for the absence of local extremum of Hamiltonian as the conditions 1–3 given in section 5.2, as a generalization of the Ostrogradsky theorem. Their physical meaning is reasonable as the condition 1: nondegeneracy, the condition 2: nonholonomic constraints not reducing the phase space dimension, the condition 3-a: no stationary points, and the condition 3-b: all stationary points are saddle points. For higher-derivative theories, only the condition 1 is relevant, which is precisely related to the nondegeneracy assumption of the Ostrogradsky theorem, and the conditions 2 and 3-b are automatically satisfied. However, there are various ways to satisfy these conditions even if the model is not associated with higher-derivative theories. We have considered such examples in sections 5.2, 5.4 and 6.1. Thus, our theorem is a natural generalization of the Ostrogradsky theorem.

The violation of either of the condition 1–3 is necessary to evade the absence of local extremum of Hamiltonian but not always sufficient. In sections 5.3, 5.4, 6, we provided various examples to highlight the application and limitation of our theorem.

In particular, in section 5.3 we have clarified that a possible way out from the pathological Hamiltonian is to convert nonholonomic constraints to holonomic ones, or more generally, Lagrange multipliers to solvable auxiliary variables, by introducing auxiliary variables. Such a process is possible if the Lagrangian has at least the same number of the auxiliary variables as the number of the nonholonomic constraints and satisfies the ghost-free criterion (5.45). We can then solve the constraints for the auxiliary variables and erase them by substituting the solutions, following the prescription in section 5.1. This process embeds the interplay between degenerate higher-order theory and lower-order theory with auxiliary variables related through an invertible transformation, which has been focused in the context of construction of higher-derivative theories of modified gravity, into a broader context.

In section 6.5 we also argue another way out from the pathological Hamiltonian by the following trick. Let us consider a Hamiltonian without local minimum, say (6.55). We first restrict the domain of the canonical variables to bound the Hamiltonian, and then take a canonical transformation to guarantee the positive definiteness. The Hamiltonian admits a local minimum at the point that was originally the boundary of the restricted domain. Since the transformation is singular at the boundary of the restricted domain, one may worry about the equivalence between two systems. However, as for the example (6.55), the transformed theory is the harmonic oscillator and thus the singular point is not physically allowed by the zero-point energy at the quantum level. Hence, two systems are equivalent in the physical domain and the ad hoc assumption, the restriction of the domain, is justified. This argument on the bounded Hamiltonian with a restricted domain should be related to the instability issue of the mimetic gravity in which theory the kinetic term of a scalar field is imposed to be constant by the mimetic constraint. The constraint of (6.53), \( \dot{Q} - \omega = 0 \), could be regarded as a toy model of the mimetic constraint. It must be interesting to explore whether the same trick can be justified in the mimetic gravity and in more generic theories with unbounded Hamiltonian (see [25] for the discussion on the metric gravity where they study the replacement \( \Lambda \rightarrow e^\Lambda \) instead of the canonical transformation).

In summary, our approach provides a unified way to detect and eliminate the Ostrogradsky ghost. In the previous works, the origin of the pathology was regarded to be associated with higher derivatives. However, we have clarified that it is more generally attributed to nonholonomic constraints that do not reduce the phase space dimension. Such ghosts can be evaded by introducing auxiliary variables in a proper way, or restricting the domain of the canonical variables.
A subtle point is the freedom of redefinition of Lagrange multipliers. As discussed in sections 5.4 and 6.3, the conditions are not invariant under an invertible transformation of the variables \((q^I, \xi^i, \lambda^a)\). It may be possible to improve our conditions in a covariant manner. Also, throughout the present paper, we restricted ourselves to analytical mechanics of interacting point particles. It would be intriguing to generalize our arguments to field theory. In particular, auxiliary variables play an essential role non only in theories of mimetic gravity and but also in the metric-affine (Palatini) formalism of higher derivative scalar-tensor theories [33–35]. Generalization of our result to theories of gravity must be helpful to extract the essential properties of auxiliary variables in such theories and then to extend and/or constrain theories of modified gravity. We leave these issues for a future work.
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