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ABSTRACT
The HI 21cm absorption line is masked by bright foregrounds and systematic distortions that arise due to the chromaticity of the antenna used to make the observation coupling to the spectral inhomogeneity of these foregrounds. We demonstrate that these distortions are sufficient to conceal the 21cm signal when the antenna is not perfectly achromatic and that simple corrections assuming a constant spatial distribution of foreground power are insufficient to overcome them. We then propose a new physics-motivated method of modelling the foregrounds of 21cm experiments in order to fit the chromatic distortions as part of the foregrounds. This is done by generating a simulated sky model across the observing band by dividing the sky into $N$ regions and scaling a base map assuming a distinct uniform spectral index in each region. The resulting sky map can then be convolved with a model of the antenna beam to give a model of foregrounds and chromaticity parameterised by the spectral indices of the $N$ regions. We demonstrate that fitting this model for varying $N$ using a Bayesian nested sampling algorithm and comparing the results using the evidence allows the 21cm signal to be reliably detected in data of a relatively smooth conical log spiral antenna. We also test a much more chromatic conical sinuous antenna and find this model will not produce a reliable signal detection, but in a manner that is easily distinguishable from a true detection.
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1 INTRODUCTION
The details of the development of the universe between the epoch of recombination and the formation of modern structure are not well understood. This is because this intermediate period of the cosmic dark ages, cosmic dawn and epoch of reionisation is very difficult to detect directly. External observations, such as the lack of hydrogen continuum absorption in high redshift galaxies (e.g Schneider et al. 1991; Franx et al. 1997) and the size of 10 degree scale anisotropies in the CMB (e.g Knox et al. 1998) have constrained the cosmic dawn and epoch of reionisation to a redshift range of $\sim 5 - 50$. However, no confirmed, direct detection has yet been made.

One of the most promising mechanisms by which this period may be probed is through use of the hyperfine absorption of neutral hydrogen at 21cm. Neutral hydrogen gas in the universe will absorb from, (or emit into), the radio background at 21cm in its rest frame, producing a change in temperature relative to the background that varies with redshift and observing direction. There are two main approaches currently being taken to attempt a detection of this hydrogen 21cm signal. The first is with interferometric instruments like the upcoming SKA (Dewdney et al. 2009), as well as HERA (DeBoer et al. 2017), PAPER (Parsons et al. 2010), MWA (Lonsdale et al. 2009) and LOFAR (van Haarlem et al. 2013). These experiments are designed to detect the full spatially varying power spectrum of the 21cm signal.

Alternatively, there are experiments designed to detect the spatially averaged “monopole” 21cm signal. These “global” 21cm experiments include EDGES (Bowman et al. 2008), SARAS (Patra et al. 2013; Singh et al. 2018), PRIZM (Philip et al. 2019), SCI-HI (Voytek et al. 2014), LEDA (Price et al. 2018), DAPPER (https://www.colorado.edu/ness/dark-ages-polarimeter-pathfinder-dapper), MIST (http://www.physics.mcgill.ca/mist/) and BIGHORNs (Sokolowski et al. 2015). The techniques discussed in this paper are being designed for use in the experiment REACH1 (de Lera Acedo 2019). However, they are applicable to any global 21cm experiment.

The first detection of a global 21cm was reported recently by EDGES. Bowman et al. (2018) claimed a detection of an absorption
trough centred at 78MHz. The identified signal is particularly notable for its depth, which is around 0.5K. This is much deeper than is permitted by current cosmological and astrophysical models (Cohen et al. 2017, 2020). There are two main ways this can be explained. One is that the hydrogen gas cools more than in standard cosmological models due to interactions with dark matter (e.g. Muñoz & Loeb 2018; Berlin et al. 2018; Barkana et al. 2018; Barkana 2018; Slattery & Wu 2018; Liu et al. 2019). The other is that there is enhanced radio background beyond the CMB (e.g. Bowman et al. 2018; Ewall-Wice et al. 2018, 2020; Feng & Holder 2018; Fialkov & Barkana 2019; Mirocha & Furlanetto 2019). Both of these cases enhance the difference between the radio background temperature and the hydrogen gas temperature, which enables a deeper signal, as will be explained in Section 1.1.1.

However, examination of the publicly available, processed EDGES data\(^2\), such as that performed in Hills et al. (2018), has indicated that there may be unaccounted for systematic errors in the data that could distort or mask the signal. Recently, Sims & Pober (2019) showed that the presence of a damped sinusoidal systematic is strongly preferred in the EDGES data. Bevins et al. (2020) and Singh & Subrahmanyan (2019) have also demonstrated the possibility of residual systematics in the data. These systematics could have a wide range of sources, including residual beam effects, which are investigated further in this paper and in, for example, Tauscher et al. (2020a), or ionosondic distortion, as discussed in Shen et al. (2021).

### 1.1 Background

#### 1.1.1 Hydrogen 21cm Cosmology

The change in temperature relative to the background radiation produced by hydrogen 21cm absorption varies with redshift, \( z \), as

\[
\delta T(\nu) = 23(1 + \delta) x_H(z) \left( \frac{T_S - T_Y}{T_S} \right) \left( \frac{\Omega_b h^2}{0.02} \right) \times \left[ \frac{0.15}{\Omega_m h^2} \left( \frac{1 + z}{10} \right) \right]^{1/2} \text{mK}, \tag{1}
\]

where \( T_S \) and \( T_Y \) are the hydrogen spin temperature and radio background brightness temperature respectively, \( 1 + \delta \) is the local baryon overdensity, \( x_H(z) \) is the neutral fraction of hydrogen and \( \Omega_m h^2 \) and \( \Omega_b h^2 \) are the total matter and baryon densities respectively (Zaldarriaga et al. 2004).

The Wouthuysen-Field effect (Wouthuysen 1952; Field 1958) will drive \( T_S \) towards \( T_K \), the kinetic temperature of the HI gas, in the presence of Lyman-alpha photons produced by stars during cosmic dawn. As \( T_K \) is below the background temperature \( T_Y \), this results in an absorption relative to the background. X-ray heating then decreases the absorption intensity and may push the 21cm line into emission, before reionisation takes \( x_H \) to zero and eliminates the signal (Furlanetto 2016). This process should produce a detectable absorption trough that encodes information about the cosmic dawn and epoch of reionisation. Some examples of this absorption trough, for a range of different astrophysical parameters as specified in Table 1, are shown in Figure 1. For the remainder of this work, we will approximate these absorption troughs using a Gaussian for simplicity. More detailed physical modelling of more realistic signals will be considered in future work.

\(^2\) [https://loco.lab.asu.edu/edges/edges-data-release/](https://loco.lab.asu.edu/edges/edges-data-release/)

![Figure 1. Five examples of possible global 21cm absorption troughs, generated using the ‘21cmGEM’ simulation tool (Cohen et al. 2020), using the astrophysical parameters given in Table 1.](image)

| Signal | \( f_c \) | \( V_c \) km s\(^{-1} \) | \( f_s \) | \( \tau \) | \( \alpha \) | \( \nu_{\text{min}} \) keV | \( R_{\text{mfp}} \) Mpc |
|-------|--------|----------------|--------|----|-----|-------|---------|
| 1     | 0.02   | 16.5           | 1      | 0.06 | 1   | 0.2   | 30      |
| 2     | 0.3    | 71.4           | 0.01   | 0.76 | 1.2 | 2.7   | 12      |
| 3     | 0.02   | 50.2           | 2.5    | 0.07 | 1.1 | 0.7   | 27      |
| 4     | 0.32   | 21.9           | 9.4    | 0.057 | 1.3 | 1.6   | 32      |
| 5     | 0.48   | 69.9           | 8.7    | 0.063 | 1.1 | 2.1   | 20      |

One of the primary difficulties in detecting this signal is the presence of extremely bright foregrounds in the relevant frequency band. The 21cm absorption trough is expected to have a depth of the order of ~ 0.1K. However, the radio foregrounds present at these frequencies can exceed this by more than four orders of magnitude, making the signal very hard to distinguish.

In much of the existing work on global 21cm experiments, the foregrounds are distinguished from the 21cm signal based on spectral differences. As the foregrounds are predominantly synchrotron and free-free radiation (Shaver et al. 1999), they will be spectrally smooth. Conversely, the 21cm signal is expected to be much less smooth. Therefore, the two components should be distinguishable by fitting a smooth function for the foregrounds, which will model the foregrounds but not the 21cm signal. Polynomial or log-polynomial functions can fulfil this purpose.

However, this is impeded by the effects of the chromaticity of the antenna used. Variations in the beam directivity pattern with frequency couple the spatial structure of power across the sky into the frequency domain. This results in non-smooth “chromatic distortion” arising in the foregrounds. These distortions, as will be demonstrated in Section 2.2, are degenerate with the 21cm signal, and so result in false or inaccurate signal detections, or prevent the signal from being identified at all (Tauscher et al. 2020a). In this work, we will investigate the effects of systematic chro-
manticity distortions and discuss a method by which they can be modelled directly in a physically interpretable sense.

1.1.2 Bayesian Inference

Bayesian inference is a statistical model fitting technique, in which a model $M$, parameterised by $\theta_M$, is fit to a set of data, $D$, by updating previous knowledge of the parameters, known as the prior, based on information from the data and any knowledge of the physical system. This is done by invoking Bayes’ theorem, which states

$$P(\theta_M|D, M) = \frac{P(D|\theta_M M) P(\theta_M|M)}{P(D|M)}.$$ (2)

This can be written more succinctly as

$$P = \frac{L \pi}{Z},$$ (3)

where $\pi$ describes the prior probability distribution of the parameters and $P$ describes the posterior distribution. $L$ is the likelihood, which describes the probability of observing the data given a particular model and set of parameters for that model. $Z$ is the Bayesian evidence. This can be defined as the probability of observing the data given a particular model, marginalised over all possible parameter values that model could take,

$$Z = \int P(D|\theta_M, M) P(\theta_M|M) d\theta_M = \int L \pi d\theta_M.$$ (4)

Bayesian inference is useful for two main tasks: estimating the parameter values for a given model that give the best agreement to the data (parameter estimation) and evaluating how well a given model can describe the data overall (model comparison). Parameter estimation follows Equation (2) to calculate the parameter’s posterior distribution from the known prior distribution and likelihood. Many algorithms have been developed for this purpose, predominantly using Markov Chain Monte-Carlo (MCMC) methods, such as the relatively simple Metropolis-Hastings (e.g. Chib & Greenberg (1995)) or the more sophisticated emcee v3 (Foreman-Mackey et al. 2013).

When performing parameter estimation directly, the evidence $Z$ can simply be considered a normalisation constant for the posterior distribution and is not calculated in most MCMC methods. However, in order to perform model comparison, the evidence becomes critical. The probability of a particular model given the data can be derived from the evidence by applying Bayes’ theorem again

$$P(M|D) = \frac{P(D|M) P(M)}{P(D)} = \frac{Z P(M)}{P(D)}.$$ (5)

$P(D)$ is a normalisation factor independent of the model. Therefore, the relative probabilities of two different models describing the data is simply given by the ratio of the two evidences, weighted by the model priors $P(M)$. Models will typically be assigned uniform model priors, as de-
chromaticity can introduce the foregrounds. In Section 2.3, we demonstrate the extent to which a simple chromaticity correction, such as that implemented in the EDGES result, cannot compensate for this effect.

2.1 Sky Simulation

In order to realistically model the chromatic distortion that can occur in a global 21cm experiment, the sky simulations were designed to have the following features,

(i) a realistic spatial power distribution
(ii) a realistic pattern of spatial variation of spectral indices

Ideally, the simulation would also model the second order effect of spatial variation of spectral index curvature. However, as data at low frequencies is limited, it is very difficult to adequately model this. Therefore, investigation of this effect will be left for future work.

A map of spectral index variation across the sky was derived by calculating the spectral index required to map every pixel of an instance of the 2008 Global Sky Model (GSM) (de Oliveira-Costa et al. 2008) at 408MHz, $T_{408}(\theta, \phi)$, onto the corresponding pixel of an instance of the GSM at 230MHz, $T_{230}(\theta, \phi)$, according to

$$\beta(\theta, \phi) = \frac{\log \frac{T_{408}(\theta, \phi) - T_{\text{CMB}}}{T_{230}(\theta, \phi)} - \log \frac{T_{408}(\theta, \phi) - T_{\text{CMB}}}{T_{230}(\theta, \phi)}} {\log \left( \frac{T_{230}(\theta, \phi)}{T_{408}(\theta, \phi)} \right)}. \quad (6)$$

A GSM instance at 230MHz was used to avoid using sky data in this calculation that may already be contaminated by the 21cm signal. Figure 2 shows the resulting spectral index map. This spectral index map was then used to generate a sky model according to

$$T_{\text{sky}}(\theta, \phi, \nu) = (T_{408}(\theta, \phi) - T_{\text{CMB}}) \left( \frac{\nu}{408} \right)^{-\beta(\theta, \phi)} + T_{\text{CMB}}. \quad (7)$$

For the purposes of this analysis, it is not required that this simulated sky be exactly accurate to the true sky. The simulation only needs to approximate the type of structures that would be seen on the true sky in order to determine their effects on the foreground data.

Throughout this analysis, we will consider the chromatic distortions produced by a conical log spiral antenna (Dyson 1965), of the form shown in Figure 3, which has a beam pattern as indicated in Figure 4. This antenna was considered to simplify the results presented here. A simple dipole antenna may seem like a better choice. However, dipoles have a relatively narrow frequency band in which they are smooth, and then undergo beam splitting at higher frequencies. This variation in the degree of chromaticity across the band introduces an additional layer of complication to this problem, as the ability to fit a signal will vary with the centre frequency of the signal, relative to a log spiral antenna, which has an approximately uniform degree of chromaticity across the entire band. The details of this effect and the implications of the method presented here on choosing an antenna design for a global 21cm experiment will be considered in a later paper.

2.2 Chromatic Residuals to Smooth Foreground Fits

For a given Coordinated Universal Time (UTC), location and antenna pattern, a set of simulated data can be generated according to

$$T_{\text{data}}(\nu) = \frac{1}{4\pi} \int_0^{4\pi} D(\theta, \phi, \nu) \int_{t_{\text{start}}}^{t_{\text{end}}} T_{\text{sky}}(\theta, \phi, \nu, t) \, dt \, d\Omega + \hat{\sigma} \quad (8)$$

where $T_{\text{sky}}(\theta, \phi, \nu, t)$ is as defined in Equation (7), rotated for time and observing location, and $D(\theta, \phi, \nu)$ describes the antenna’s directivity pattern. It is assumed here that the antenna has a perfect ground plane such that no power is received by the antenna from the Earth. $\hat{\sigma}$ is uncorrelated Gaussian noise, which is used here for simplicity.

In the case of a completely uniform spectral index, $\beta(\theta, \phi) = \beta$, and a perfectly achromatic antenna, $D(\theta, \phi, \nu) = D(\theta, \phi)$, Equation (8) reduces to

$$T_{\text{data}}(\nu) = A \left( \frac{\nu}{408} \right)^{-\beta} + T_{\text{CMB}}. \quad (9)$$

$$A = \frac{1}{4\pi} \int_0^{4\pi} D(\theta, \phi) \int_{t_{\text{start}}}^{t_{\text{end}}} (T_{408}(\theta, \phi, t) - T_{\text{CMB}}) \, dt \, d\Omega. \quad (10)$$

Therefore, in this case, the data should be a perfect power law and fit well by a smooth function.

We characterise the chromatic distortion that arises due to beam chromaticity and non-uniform spectral index by fitting a smooth “foreground” function to data generated by Equation (8) and finding the residual. We use log polynomial functions of 5th order,

$$\log (T_{\text{model}}(\nu)) = \sum_{i=0}^4 a_i \log \left( \frac{\nu}{\nu_0} \right)^i, \quad (11)$$

with $\nu_0 = 140$MHz.

This model is then fit to the data in a Bayesian sense with a likelihood function of

$$\log L = \sum_i -\frac{1}{2} \log \left( 2\pi \sigma_n^2 \right) - \frac{1}{2} \left( \frac{T_{\text{data}}(\nu_i) - T_{\text{model}}(\nu_i)}{\sigma_n} \right)^2. \quad (12)$$

This assumes a simple model of uncorrelated Gaussian noise across the entire frequency band, which is the case for the simulated data being used here. The polynomial coefficients parameters $a_i$ were given very wide uniform priors of $[-10K, 10K]$ and the Gaussian noise parameter $\sigma_n$ was given a logarithmically uniform prior of $[10^{-4}K, 10^4K]$. 

Figure 2. Map of spectral index variation across the sky in galactic coordinates. This map was generated by pixel-wise tracing between an instance of the 2008 Global Sky Model (de Oliveira-Costa et al. 2008) at 408MHz and an instance at 230MHz, according to Equation (6).
The settings of PolyChord used in this fit, as defined in Section 1.1.2, are specified in Table 2. These are the default settings and were used for all model fits in this paper unless otherwise stated.

The chromatic distortion will prevent the detection of the 21cm signal if the distortions both have similar spectral structure to the 21cm signal and are similar or greater in magnitude. Figure 5 shows examples of the chromatic distortion for a logarithmic spiral antenna observing in the 50-200MHz band.

In order to demonstrate the effect of integration time and overhead structure on these chromatic distortions, four cases are considered. Two cases use simulated observations beginning at 2019-10-01 00:00:00 UTC, when the galactic disc is predominantly below or very close to the horizon for most of the night, for an antenna based at the Karoo radio reserve. For the rest of this analysis, these cases will be referred to as ‘galaxy down’ The other two use simulated observations beginning at 2019-07-01 00:00:00 UTC, when
the galactic disc is predominantly above the horizon for most of the night. These will henceforth be referred to as ‘galaxy up’. Figure 6 shows the overhead structure in each case. For both observing times, 1 hour and 6 hours of integration are considered, with observations ending at 01:00:00 UTC and 06:00:00 UTC respectively. These correspond to local sidereal times (LSTs) of 2-3h and 2-8h for the cases where the galaxy is down, and 20-21h and 20-2h, for the cases where the galaxy is up.

If an observation is integrated over the same range of LST over multiple nights, the coupling of the chromatic antenna to the foreground power will be the same on each night. Therefore, the chromatic structure will be identical to that of a single night of observation. This assumes there is no change in the antenna’s directivity over time. As we are only considering chromatic structure here, and other effects that would benefit from longer integration, such as noise reduction, RFI flagging and ionospheric distortion, are not included, only 1 night of observation is needed to reach the limit if not properly corrected for. The observations when the galaxy is down do show much smaller chromatic distortion than when the galaxy is up, as can be seen to reduce the magnitude of the residuals, especially in the case of the foreground power. One possibility for a simple correction would be to assume an unchanged power distribution with frequency, or equivalently a uniform spectral index, across the observation band based on a known all-sky map, and correct for the distortions that such a model would imply.

An example of this type of chromaticity correction is used for the EDGES data in, for example, Mozdzen et al. (2017) and Mozdzen et al. (2019). In these analyses, a chromatic correction factor is calculated for each LST of the data from a base all-sky map and a simulated antenna beam that is assumed to be known exactly. The correction is of the form

\[
B_{\text{factor}}(\nu, t) = \frac{\int_0^{4\pi} T_{\text{sky-model}}(\theta, \phi, \nu_{\text{reference}}, t) D(\theta, \phi, \nu) d\Omega}{\int_0^{4\pi} T_{\text{sky-model}}(\theta, \phi, \nu_{\text{reference}}, t) D(\theta, \phi, \nu_{\text{reference}}) d\Omega},
\]

where

\[
T_{\text{sky-model}}(\theta, \phi, \nu_{\text{reference}}, t) = [T_{\text{base}}(\theta, \phi, t) - T_{\text{CMB}}] \nu_{\text{reference}}^{2.5} \nu_{\text{base}}. \tag{14}
\]

Here, \(T_{\text{base}}(\theta, \phi, t)\) is a base all-sky map at a frequency \(\nu_{\text{base}}\), such as the Haslam map at 408MHz (Remazeilles et al. 2015), rotated to the appropriate time, \(t\), and \(\nu_{\text{reference}}\) is a reference frequency within the observed band.

The observed data at each LST can then be divided by its corresponding \(B_{\text{factor}}(\nu)\) to attempt to correct for chromatic distortions as in Equation (15). This correction makes the assumption that the power distribution of the sky across the entire band is well approximated by that of the base map, and that the sky power scales with a uniform spectral index of 2.5.

\[
T_{\text{corr}}(\nu) = \frac{\int_{t_{\text{start}}}^{t_{\text{end}}} T_{\text{data}}(\nu, t) - T_{\text{CMB}}}{B_{\text{factor}}(\nu, t)} + T_{\text{CMB}}, \tag{15}
\]

We test this simple correction model on our simulated data for a log spiral antenna. The correction was performed in five minute intervals for the duration of the 1 or 6 hour observing times.

We used \(T_{230}(\theta, \phi)\), which was defined in Equation (6) as \(T_{\text{base}}(\theta, \phi)\), for a base map that is near to but not in the observed band. As it was used in the generation of the simulated data, \(T_{230}(\theta, \phi)\) is an accurate sky map at 230MHz for this simulation. \(\nu_{\text{reference}}\) was taken to be in the centre of the observing band, at 125MHz.

The residuals after performing this correction on the simulated data sets described in Section 2.1 and Section 2.2 and fitting a 5th order log polynomial to the results are also shown in Figure 5. In comparison to the uncorrected residuals, performing the correction can be seen to reduce the magnitude of the residuals, especially in the case where the galactic plane was overhead. Furthermore, the evidences recorded in Table 3 show the corrected models to be strongly favoured over the uncorrected models in all cases. However, for the log spiral antenna tested here, this correction is still insufficient to reduce the residuals to a level at which a 21cm signal of amplitude \(\sim 0.1-0.2K\) could be detected. It can also be seen that
Figure 5. Residuals after subtraction of the best fit 5th order log polynomial from simulated sky data are shown in red. 'Galaxy Down' refers to simulated observations on 2019-10-01, when the galactic plane is below the horizon. 'Galaxy Up' refers to observations on 2019-07-01, with the galactic plane above the horizon. All observations begin at 00:00:00 and are integrated over the specified duration. Residuals after subtraction of the best fit 5th order log polynomial from simulated sky data that has been corrected for chromatic distortion as described in Equation (15) are shown in blue. In all cases, the residuals greatly exceed the expected amplitude of the 21cm signal, even after the correction has been applied.

increasing the integration time gives less reduction in the residuals of this corrected data, when compared to the uncorrected case.

If the simulated data sets were generated by scaling $T_{230}(\theta, \phi)$ by a uniform 2.5 spectral index, as in Equation (14), this correction would exactly remove the chromatic distortions in this test case. Therefore, the failure of this simple model to remove the distortions to a significant degree must arise from the varying spectral index used, which breaks the assumptions used in the simple correction. Sims & Pober (2019) performed a thorough analysis of the uncorrected-for chromatic distortions, in the case where the beam pattern is not accurately known. However, an unknown foreground will compound these effects in a non-trivial manner.

3 FOREGROUND MODELLING TO INCLUDE CHROMATICITY

The results of Section 2 demonstrate that chromatic distortions will mask the 21cm signal in a global experiment. This is observed even in the ideal conditions of a reasonably smooth antenna when the galaxy is below the horizon. Furthermore, a simple chromaticity correction that does not account for the coupling of spectral index variation to the antenna chromaticity is found to be insufficient to fully correct for this distortion.

This demonstrates that, due to variation in $\beta$, the effect of chromatic distortion is highly dependent on the precise form of the foregrounds observed by the antenna. Therefore, in order to properly correct for the distortion, a foreground model in which the chromatic distortions are derived alongside the foreground parameters is needed.

We propose a model here which includes these distortions as...
part of the foreground by constructing a parameterised foreground out of parameterised sky maps and antenna patterns. An approximate all-sky map is generated for each observing frequency from a set of parameters. Similarly, an antenna directivity pattern is generated from parameters, and the two are convolved according to Equation (8) to produce a parameterised model that describes both the foregrounds and the chromatic distortion of the antenna. This model can then be fit to the data in a Bayesian sense, deriving the physically motivated parameters of the sky and antenna directly from the data and fitting the chromatic distortion as part of the foreground model.

In the following analysis, we assume the antenna pattern is known exactly and investigate the effects of physical modelling of the foregrounds alone. An analysis of the effects of an analogous parameterised antenna pattern will follow in a subsequent paper.

### 3.1 The Spectral Index Model

The parameterised sky model used in this process requires both a sufficiently accurate spatial power distribution and sufficiently accurate model of the spectral index variation, if it is to accurately model chromatic distortions.

The known spatial power distribution is only required at a single frequency in or near the observed band, as if a sufficiently accurate model of spatially dependent spectral index is used, the power distributions at all other observed frequencies can be derived. For the following analysis, we have used the 230MHz instance of the 2008 GSM. However, using the 2015 reprocessed Haslam map (Remazeilles et al. 2015) at 408MHz as the base map instead was found to produce very little difference in the results.

In order to model the spectral index distribution in a manner sufficiently approximate as to be parameterisable, while still maintaining sufficient accuracy, we used a process of coarse-grain dividing the spectral index map into $N$ regions, within which $\beta$ is similar. These regions were derived from the spectral index map shown in Figure 2 by dividing the total range of spectral indices into $N$ equal width sections, then defining each sky region as the area of the sky with spectral indices within each section. Figure 7 shows the sky divisions that result when split into 3 and 6 regions.

An all-sky model at every observing frequency can then be calculated by assuming a distinct but uniform $\beta$ within each region and scaling the base map by power laws according to the resulting approximate $\beta$ map.

This model enables control over the complexity of the sky model and thus its potential to be accurate to the true sky. The assumption that $\beta$ is uniform within each region becomes more accurate as $N$ increases, since each region covers a smaller area on the sky, with less potential for $\beta$ to vary. Taking $N \to \infty$, the model effectively assigns a unique spectral index to every pixel. However, an increase in $N$ requires a proportional increase in the number of parameters used.

### 3.2 Conversion to a Parameterised Foreground Model Function

With the sky divided into regions in this fashion, an all-sky model at each observing frequency can then be derived by propagating the base map in each region by a fixed spectral index. This results in a
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potentially be improved further by including correlations between these $A_i$ parameters. This extension to the model is not included here for simplicity, as the data in the test case considered here is generated from the same base map as is used in the data, so any $A_i$ parameters would be 1 by definition. However, when applying this method to real data, the analysis can be repeated using this addition, and similar models accounting for the uncertainty in the base map.

The Bayesian evidence can then be used to determine which, if any, characterisations of base map uncertainty are favoured by the data.

This method could also potentially be enhanced further by considering multiple data sets taken at different observing times simultaneously. This would entail calculating a separate set of $K_i(v)$ chromatic functions for each relevant observation time period, resulting in separate $T_{\text{model}}(v)$s for each. These can then be fit simultaneously to their corresponding data by using a log likelihood that is a sum of the log likelihood given in Equation (21), using the same foreground and 21cm signal parameters in each model.

Doing so would, in theory, provide additional information by which the foreground and signal parameters could be constrained more reliably. This effect of reduction in posterior error as more data times are considered is demonstrated in Tauscher et al. (2020a) and Tauscher et al. (2020b). However, in this paper, we only consider the simpler case of using a single time-integrated data set and model, to demonstrate the technique.

Overall, this results in an $N$ parameter foreground model that contains information about both the variation in spectral index and the distortions due to chromaticity.

4 RESULTS

In this section, we will discuss the outcomes of applying the proposed foreground modelling process to simulated data sets. In Section 4.1, we will demonstrate the results of applying this model in the case of a log spiral antenna. In Section 4.2, we will discuss the use of the Bayesian evidence to select the model complexity. In Section 4.3, we will discuss the limitations of this model when applied to a more complex antenna.

4.1 Application of Model to a Log Spiral Antenna

This model was fit to the simulated data described in Section 2 for a log spiral antenna. A simulated Gaussian global 21cm signal was added to this data,

$$T_{21}(v) = -A \exp\left(-\frac{(v-v_c)^2}{2\sigma^2}\right),$$

with amplitude $A = 0.155$K, centre frequency $v_c = 85$MHz and width $\sigma = 15$MHz.

The physically motivated foreground model was fit to this data jointly with a Gaussian signal model, using the likelihood

$$\log \mathcal{L} = \sum_i -\frac{1}{2} \log\left(2\pi\sigma_n^2\right) - \frac{1}{2} \frac{\left(T_{\text{data}}(v_i) - (T_{\text{model}}(v_i) + T_{21}(v_i))\right)^2}{\sigma_n^2}. \quad (21)$$

In practice, the 21cm signal is more complicated than the Gaussian used here and would require a more detailed physically
motivated model. However, we use a Gaussian here for simplicity to demonstrate the foreground modelling process.

The values of $\beta_i$ all have uniform priors over the range [2.45844, 3.4556], which is the full range of spectral indices in the map in Equation (6). The parameters of the signal model $T_21(\nu)$ had uniform priors of [50MHz, 200MHz] for $\nu_0$, [10MHz, 20MHz] for $\sigma$ and [0K, 0.25K] for $A_i$. $\sigma_n$ had a logarithmically uniform prior of $[10^{-4}K, 10^{-1}K]$.

This parameter space is quite complicated and highly multimodal, especially at higher $N_i$. Therefore, care must be taken when performing this fit in order to ensure the results are accurate. This was achieved by first running the fit with a high number of live points, in order to ensure that the optimal mode was found and thus the posteriors are accurate. The settings of PolyChord used in these initial runs are given in Table 2, except with $\text{nlive} = n\text{Dims} * 500$. Once this is done, a second ‘enhancement’ fit is performed on the same data, identical to the first in every respect except that it uses $\text{nlive} = n\text{Dims} * 50$ and takes the priors of $\beta_i$ as uniform in the range $[\mu_i - 5\sigma_i, \mu_i + 5\sigma_i]$, where $\mu_i$ and $\sigma_i$ are the weighted means and standard deviations of the posteriors of the $\beta_i$ parameters of the initial run. If $\mu_i$ and $\sigma_i$ are such that this range exceeds that of the initial run, the prior limits of the initial run are used instead. This refocusing on the highest likelihood posterior peak helps ensure that the evidences are accurate, once the difference in prior is corrected for via a volume factor, by recalculating the evidence without having to search a highly multimodal parameter space. The details of these corrections will be discussed in a future work.

Figure 9 shows the results of performing this fit on the same data sets described in Section 2, for the log spiral antenna, with $N = 9$. The residuals after foreground subtraction are reduced by 2-3 orders of magnitude compared to those using a log polynomial foreground shown in Figure 5. The chromatic distortions are thus fit sufficiently accurately by the improved model to enable a 21cm signal to be correctly identified. This is demonstrated by the strong agreement between the best fit 21cm model (blue) with the true signal (green). For both the case with the galaxy above the horizon and the case with it below, a longer integration time enables the signal to be modelled more accurately, as could be expected. However, at low integration times, the case with the galaxy above the horizon produces a more accurate fit, with much lower residuals, despite the fact that chromatic distortion is larger in this case compared to when the galaxy is down. This is likely due to the fact that the slightly larger chromatic structures here are less degenerate with the signal, enabling them to be more easily distinguished. However, for longer integration times, the two cases become almost entirely equivalent, showing a robustness of this technique to the time at which the observation takes place.

The improved quality of the model fitting compared to the previous methods discussed can be quantified using the Bayesian evidence. Table 3 details the evidences of the fits of all 4 data sets with a $5^{th}$ order log polynomial, $5^{th}$ order log polynomial after a uniform $\beta$ chromatic correction and with the physically motivated model for $N = 9$.

The evidences shown in Table 3 show that the fits using the physically motivated foreground are overwhelmingly the most probable model for all 4 data sets. This demonstrates this physically motivated foreground as a successful means of correcting for antenna chromaticity in these simulated data sets, with the correction being sufficiently accurate to enable a 21cm signal to be identified.

Bayesian evidence also provides a means of determining the confidence with which a signal is detected. The evidence quantifies the probability of a model given the data, marginalised over all parameter values. Therefore, the ratio of the evidences of a joint fit of the signal and foreground model and a fit of the foreground alone will quantify the relative probability of the signal’s presence. A significant increase in the evidence when a signal model is included shows a significant statistical preference for the signal being present.

Figure 8. Chromatic functions of a log spiral antenna when $N = 9$, as defined in Equation (19). The top plots show the true absolute chromaticity functions. The bottom plots show the same functions shifted to be centred on zero and rescaled to show their variation.
Figure 9. Results from fitting simulated observations with a log spiral antenna using the more detailed foreground model with $N = 9$. Each plot fits the same simulated data set as the corresponding plot in Figure 5. The red region shows the residual after subtraction of the foreground model from the data, equivalent to the red region of Figure 5. The blue region shows the fitted 21cm signal and the green line shows the true 21cm signal that was added to the simulated data. Close agreement between all 3 curves indicates a well modelled foreground with few systematic residuals remaining and an accurately identified 21cm signal.

Table 3. Table of evidences of fits of all 3 models used to all 4 data sets for the log spiral antenna. The physically motivated models were fit to data with a Gaussian 21cm model added in at a centre frequency of 85MHz. The physically motivated model used $N = 9$.

| Integration Time | Galaxy Position | Model Type                          | $\log Z$          |
|------------------|----------------|-------------------------------------|-------------------|
|                  |                | Polynomial                          | Polynomial with Correction | Physically Motivated with Signal | Physically Motivated without Signal |
| 1 Hour           | Down           | $-483.0 \pm 0.5$                    | $-383.5 \pm 0.5$   | $236.7 \pm 0.3$ | $217.6 \pm 0.3$ |
| 6 Hours          | Down           | $-453.2 \pm 0.5$                    | $-326.1 \pm 0.6$   | $286.5 \pm 0.3$ | $238.8 \pm 0.3$ |
| 1 Hour           | Up             | $-869.8 \pm 0.5$                    | $-425.0 \pm 0.6$   | $272.1 \pm 0.3$ | $258.8 \pm 0.3$ |
| 6 Hours          | Up             | $-571.4 \pm 0.5$                    | $-389.2 \pm 0.6$   | $276.2 \pm 0.3$ | $241.1 \pm 0.3$ |
Fits of the physically motivated foreground alone, taking $N = 9$ and using the same priors as before, were performed. The evidences are recorded in Table 3. In all cases, the log evidence with a signal present is greater than the log evidence without a signal, with the minimum difference being 13.3 for the data integrated over 1 hour with the galaxy up. A difference of 13.3 in log $Z$ corresponds to betting odds of $\sim 600,000 : 1$ in favour of the higher evidence model. Therefore, all 4 cases strongly statistically favour the presence of a signal.

### 4.2 Selecting Model Complexity

The analysis performed in Section 4.1 assumed a foreground model of $N = 9$. However, the decision about what value $N$ needs to have, and so how complex the foreground model needs to be, can be derived directly from the data using the Bayesian evidence.

The Bayesian evidence gives a quantification of how likely a given model is based on how well it is able to fit the data. However, it will, by definition, implement Occam’s Razor, down-weighting models that have more parameters unless they produce a significant improvement in the fit. Therefore, the value of $N$ required to fit a given data set can be derived by fitting models of a range of values of $N$. The model with the highest evidence is then the simplest model capable of producing the best fit to the data.

This was done for the four data sets. Figure 10 shows the change in evidence as $N$ increases from 5 to 13. From the Occam’s Razor effect intrinsic to Bayesian evidences, it can be expected that the value of log $Z$ should rise rapidly from very low values at low $N$, up to a peak, then begin to slowly drop off with little improvement in the quality of the model. This is seen in Figure 10. There are, however, some fluctuations on this pattern of rising to a peak due to the different numbers of regions divide up structures on the sky and how this interacts with the antenna. $N = 13$ was chosen as the cut-off point at which all fits had either peaked or plateaued to where there is no manifest difference between the results of successive $N$ fits beneath the fluctuations.

Statistically significant detection of the signal is maintained for all $N$ above the respective peaks, shown by the high difference in evidence between the models including a signal and those without. It can also be observed that longer integration times perform better than shorter ones, with the signal being detected with a higher degree of confidence and requiring fewer parameters before the evidence levels out. Furthermore, at low integration times, the case with the galaxy above the horizon performs better than the case with the galaxy down, but for higher integration times, there is much less distinction. This is consistent with previous comments.

Figure 10 also quantifies the accuracy of the fit signal for each $N$. This is done using a dimensionless Figure of Merit that quantifies the difference between the fit signal and the true signal inserted into the simulated data. This is defined as

$$\text{FoM} = \frac{A_{\text{amp}}}{\sqrt{N_{\nu} \sum \left( T_{\text{true}}(v) - T_{\text{fit}}(v, \bar{\theta}) \right)^2}}$$  \hspace{1cm} (22)$$

where $A_{\text{amp}}$ is the amplitude of the true signal, 0.155K in this case, $N_{\nu}$ is the number of frequency data points, $T_{\text{true}}(v)$ is the true Gaussian signal inserted into the simulated data and $T_{\text{fit}}(v, \bar{\theta})$ is the weighted mean fitted signal, where $\bar{\theta}$ refers to the weighted mean of the signal parameters.

The importance of using the Bayesian evidence to inform the choice of model complexity in this manner can be demonstrated by considering the results shown in Figure 11, which show the residuals and signal models found when too few regions are used, $N = 5$ in this case. Although the residuals are reduced by $\sim 2$ orders of magnitude relative to those of a smooth polynomial fit, they are still large enough to mask the 21cm signal. If instead, the Bayesian evidence is used to inform the model, the results in Figure 12 are found, with the 21cm signal being recovered well in all 4 data sets.

### 4.3 Limitations of Approach

In Section 4.1 and Section 4.2, we demonstrated that the proposed foreground modelling technique will correct for significant chromatic distortions produced by antenna chromaticity. Provided the model is allowed to be sufficiently detailed, as described by the Bayesian evidence, this enables the 21cm signal to be isolated for the log spiral antenna considered here. However, this technique cannot necessarily correct for any distortions produced by any arbitrarily complex antenna.

One of the other antenna designs we considered was a conical sinusuous antenna (Buck & Filipovic 2008), shown in Figure 3 and Figure 4. This has a much more complicated chromatic pattern that the log spiral. The beam patterns shown in Figure 4 can give a measure of the chromaticity of the two antennae. The log spiral antenna can be seen to have approximately constant directivity in any given direction over the entire frequency band. There is some oscillation in directivity around the central value of each pixel, with the amplitude of oscillation dropping off away from zenith, together with the magnitude of the oscillation centre. Furthermore, all directions have oscillations in directivity that are approximately in phase. The conical sinusuous antenna, however, has a much more complex pattern. The variations in pixel directivity can be more than twice as large as those of the log spiral and have less correlation between the variations of adjacent pixels.

To characterise the effects of this increased chromaticity, the tests performed in Section 4.1 and Section 4.2 on the log spiral antenna were performed for the conical sinusuous antenna. Fitting a simulated data set generated with this antenna with a 5th order log polynomial produces the residuals shown in Figure 13. These residuals are of similar magnitude to those of the log spiral antenna. Likewise, the results of a polynomial foreground fit after performing the uniform $\beta$ chromaticity correction described in Section 2.3 are also shown. These also demonstrate a reduction of the residuals, but not enough to allow the 21cm signal to be identified, as was seen in the log spiral.

The chromaticity functions for the conical sinusuous antenna for $N = 9$ are shown in Figure 14. The functions have fluctuations of much greater magnitude than the log spiral antenna. They are also much less regular across the band, as compared to the near sinusoidal chromaticity functions of the log spiral.

The conical sinusuous simulated data sets, with Gaussian 21cm signals added, were also fit using the physically motivated foreground model for various values of $N$. Figure 15 summarises the evidences of these fits for models of the foreground and a Gaussian signal, and for the foreground alone. The same effect as was observed for the log spiral antenna can be seen here, with the evidence rapidly dropping off at lower $N$, as the complexity of the foreground model becomes insufficient to fit the structure present, and reaching a peak at higher $N$.

It can be seen from Figure 15, that the fits using this conical sinusuous antenna have lower $\Delta \log Z$, and so less confidence in the signal detections at the peak evidence values, than fits using the log spiral antenna. This is indicative that the larger chromatic distortions
Figure 10. Results of fitting the physically motivated foreground model to simulated data for a log spiral antenna as the complexity of the foreground model varies. In each plot, the upper section shows the absolute $\log Z$ of a joint fit of the foreground model and a signal model (solid line) and a fit of the foreground model alone (dashed line). A zoomed in view of the highest evidence region is also shown in each case. The lower section shows the difference between the two evidences (blue), together with the Figure of Merit of the signal fit, as defined in Equation (22) (red). The dashed red line shows an approximate FoM threshold for what could be considered a good fit, which is set at 3, above which the rms difference between the true signal and the model is less than $\frac{1}{3}$ of the signal amplitude. A higher $\Delta \log Z$ indicates a higher degree of confidence in the signal detection, and a higher Figure of Merit indicates a more accurately identified 21cm signal.

of the conical sinuous antenna are more degenerate with the 21cm signal and harder to distinguish. This is demonstrated by Figure 16, which shows the residuals and signal models for the highest evidence $N$ fits using the conical sinuous antenna, which were 13, 9, 11 and 13 for 1 hour integration with the galaxy down, 6 hours integration with the galaxy down, 1 hour integration with the galaxy up and 6 hours integration with the galaxy up, respectively. The low confidences of these detections demonstrate that if the antenna being used is too strongly chromatic, this physically motivated foreground model may be insufficient to allow the 21cm signal to be isolated.

Another effect that can be seen in the results of testing this physically motivated foreground fitting using a highly chromatic conical sinuous antenna, is that there are some results with a high $\log Z$, at or near the evidence peak, that show a fit with a high $\Delta \log Z$ confidence in the signal found, but a low Figure of Merit. This was not observed with the log spiral antenna. This corresponds to a systematic error in which a false, incorrect signal is being confidently detected in the data. For example, this can be seen in the case of $N = 11$, for 6 hours of integration with the galaxy down. The corresponding residuals are given in Figure 17.

This demonstrates the possibility of highly chromatic antennae producing a false confident detection of the 21cm signal when a highly chromatic antenna is used. However, such systematic errors can be identified when using this foreground modelling method. This is done by considering model fits at many different $N$ values. In the case of the log spiral antenna, the 21cm signal models found by model fits using successive $N$ values around the highest evidence $N$ are in agreement with each other. Each fit detects the same signal. However, in the case of the conical sinuous, the signal found can be observed to change with successive $N$ values, as can be seen in
Figure 11. Results from fitting the same data sets as were used in Figure 9, but using a foreground model with \( N = 5 \). Much larger residuals of the foreground model are seen, relative to the \( N = 9 \) case in Figure 9, which mask the 21cm signal.

5 CONCLUSIONS

The ability to detect the HI 21cm signal from beneath the galactic and extra-galactic foregrounds is heavily dependent on the ability to accurately model systematic distortions in the data. A significant proportion of these systematics arise from the coupling of a chromatic antenna with the complicated, highly non-uniform spatial distribution of foreground power across the sky.
We have demonstrated that, for an antenna that is not perfectly achromatic, such as a log spiral antenna, the chromatic distortions are several orders of magnitude greater than the expected 21 cm signal amplitude. This excess of distortion would make identifying the 21 cm signal in the data with a simple, smooth foreground model nearly impossible. This was found to be true even with the galaxy below the horizon and with increasing integration time. We also found that applying a simple chromatic correction that assumes an unchanging temperature distribution on the sky with changing frequency, apart from a uniform scaling by a power law, was unable to overcome the distortions for this antenna. The change in foreground spatial distribution from a non-uniform spectral index was sufficient to inhibit the correction. However, very little data exists about the spectral index distribution at low frequencies, meaning this effect cannot be accounted for via a chromaticity correction factor calculated from previously known data.

We proposed a new foreground model designed to use physical simulations of the foregrounds and antenna pattern in the model fitting itself, in order to fit the chromatic distortions as part of the foreground. This foreground model works by dividing the sky into predefined regions in which the spectral index is expected to be similar. A foreground function is then produced by scaling a base all-sky map to each observing frequency by assuming each region has a uniform spectral index and curvature, and convolving the result with a model of the beam. The spectral indices and curvatures of each region can then be fitted for, using the data.

This model is also designed to have adjustable complexity. By increasing the number of regions the sky is divided into, the model becomes more detailed and able to more closely match the true sky, at the cost of more parameters. By fitting this model in a Bayesian sense using a nested sampling algorithm, the Bayesian evidence can be used to identify how complex the model needs to be directly from the data.

We tested how this new foreground model performed on simulated data of a log spiral antenna. This was found to be a great improvement on the results of a simple chromatic correction or no correction at all. The new model was able to model the chromatic distortions of the log spiral antenna to sufficiently high accuracy as
to enable a simulated Gaussian 21cm signal at 85MHz to be confidently and accurately detected in the data. For real data, a more detailed physical model of the 21cm signal would be necessary, but the Gaussian was adequate here to demonstrate whether a detection would be possible.

Overall, these results demonstrate that the proposed model is capable of correcting for a significant amount of chromatic distortion in global 21cm data. The model enabled the detection of a 21cm signal in data simulated using an antenna that was sufficiently strongly chromatic that assuming smooth foregrounds or making a simple chromaticity correction was inadequate.

This detection is also achieved even when the model for chromatic distortion is averaged over the entire period of observation. If the model was instead fit to the data at many different LSTs simultaneously, thus exploiting a greater amount of information present in the chromatic structure, the performance of this method would, in theory, improve further. This will be explored in future work.

However, the proposed model was not found to be able to correct for any arbitrarily chromatic antenna distortions. Repeating the tests on a much more strongly chromatic conical sinusoid antenna found that it did not perform as well. Although the physically motivated model gave a much better fit to the data than a smooth polynomial foreground model, it was found to be insufficient to allow a 21cm signal at 85MHz to be confidently detected. This is possibly due to the structures possible in the foreground model being too strongly degenerate with the 21cm signal. This means that it could not detect the signal to a high degree of confidence, even as the model was made highly complex. This means that simulated observations and analysis using this technique can be used to determine if an antenna is too strongly chromatic to allow detection of the 21cm signal, and so can be used to guide the antenna design of a global 21cm experiment. This process will be demonstrated in a subsequent work.

In general, however, the proposed foreground model was found to enable the detection of a 21cm signal with moderately chromatic antennas such as a log spiral, even when that antenna is too strongly chromatic to allow a detection of the global 21cm signal when using conventional data analysis techniques.
Figure 14. Chromaticity functions for a conical sinuous antenna when \( N = 9 \). Layout is the same as in Figure 8.
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**Figure 17.** Plot of the results of fitting simulated data with 6 hours of integration and the galaxy down for a conical sinuous antenna, using a foreground model with $N = 11$.

**Figure 18.** Plot of the results of fitting simulated data with 6 hours of integration and the galaxy down for a conical sinuous antenna, using a foreground model with $N = 10$. 