Probabilistic graphical models provide a powerful tool to describe complex statistical structure, with many real-world applications in science and engineering from controlling robotic arms to understanding neuronal computations. A major challenge for these graphical models is that inferences such as marginalization are intractable for general graphs. These inferences are often approximated by a distributed message-passing algorithm such as Belief Propagation, which does not always perform well on graphs with cycles, nor can it always be easily specified for complex continuous probability distributions. Such difficulties arise frequently in expressive graphical models that include intractable higher-order interactions. In this paper we construct iterative message-passing algorithms using Graph Neural Networks defined on factor graphs to achieve fast approximate inference on graphical models that involve many-variable interactions. Experimental results on several families of graphical models demonstrate the out-of-distribution generalization capability of our method to different sized graphs, and indicate the domain in which our method gains advantage over Belief Propagation.

1 Introduction

To draw conclusions about individual variables of interest in a task, one builds structured probabilistic graphical models to describe statistical relations among all variables and marginalizes out all other unobserved variables. Such exact inference computations are infeasible in general, due to exponential complexity in practice when the latent space is large. Often the latent space to be marginalized is decomposable due to conditional independencies between variables, allowing us to represent the full distribution as a probabilistic graphical model (PGM) \cite{1}. This may allow us to perform difficult global calculations using simpler integrations on subsets of variables. Such approaches are used by message-passing algorithms like Belief Propagation (BP) \cite{2} and Expectation Propagation (EP) \cite{3}, widely used approaches to computing or approximating marginal probabilities using distributed computation. BP is guaranteed to yield exact results if the graph has a tree structure. However, on general graphs with loops, which are likely to be better descriptors of real data, BP can give approximate posteriors or even fail to converge.

Graphical models with pairwise interactions like Hopfield network \cite{4} and Boltzmann machine \cite{5} have provided us with intriguing models for memory and learning, and has developed to layered neural networks which are widely used nowadays. However, sometimes basic pairwise interaction models do not suffice to explain real data patterns like neuronal avalanches \cite{6}, retinal activity patterns when exposing to natural stimuli \cite{7}, and simultaneous silence of cultured hippocampal neurons \cite{8}. Taking one step further, structured third-order interactions have been proposed for general probabilistic models \cite{9}, and have been used to model conditional correlation structure in movies \cite{10}. Including higher-order interactions increases model flexibility, but the number of possible interactions grows combinatorially with the interaction order. This makes exact inference problems intractable with limited computational resources and numbers of data points. Thus prior knowledge like locality or sparsity of interactions must be used, resulting in a
structured factor graph. Higher-order factor graph may have more loops compared to a pairwise graph with as many interactions. Local message-passing algorithms like BP suffer in the presence of loops and are thus likely to perform worse on many real-world graphical models. Even when applied to higher-order trees, message updates for BP usually don’t have closed-form solutions, so running BP on these graphs becomes impractical.

To mitigate these drawbacks of BP and to provide an alternative on loopy graphs even without analytical update formulas, in this work we present a method to learn a recursive message-passing algorithm for fast approximate inference. Our method applies to a large family of higher-order graphical models with a wide range of graph structures and parameter values including very loopy ones. In the spirit of BP, we use a Graph Neural Network (GNN) \cite{11, 12} to perform message-passing on factor graphs. We train this network to compute sufficient statistics of all univariate marginal distributions simultaneously for each instance sampled from a parametrized family of PGMs.

To study the performance of our method, we perform experiments on two artificial datasets where we can calculate ground truth, and compare performance to BP: Gaussian Graphical Models (GGM) and a small binary spin-glass system with third-order interactions. GGMs only have pairwise interactions, but the ground truth marginals can easily be computed without message-passing for very large graphs. The graph size is kept under 15 for the binary spin-glass dataset for exact calculation of marginal probabilities by enumeration \cite{13}. In addition, we construct a dataset of continuous PGMs with pairwise and third-order interactions. Since closed-form marginals do not exist for this interesting model class, we train our model to predict univariate statistics calculated by Markov Chain Monte Carlo (MCMC) sampling.

Our experiments show that the learnt algorithm has better performance than BP on an in-distribution test dataset, even when excluding those graphs on which BP dynamics don’t converge. We also show that our model generalizes reliably out of distribution to probabilistic graphical models of different sizes than the training set. By looking at the error distribution for two graph metrics—average shortest path length and cluster coefficient—we find that our method outperforms BP particularly well on graphs with small average shortest path length and large cluster coefficients, which are the properties of many real-world graphs \cite{14}. This suggests there is potential for using our model as an approximation inference method on real-world PGMs with higher-order interactions.

2 Related Work

Previous work has explored learning to pass messages that calculate marginal probabilities in graphical models. Some examined fast and approximate calculation of Belief Propagation or Expectation Propagation updates when analytical integration is not feasible for computing on the level of single factor \cite{15, 16, 17}. Others created message-passing algorithms for inference in probabilistic graphical models, trying to learn an algorithm that is more accurate than Belief Propagation when the underlying graph is loopy \cite{13}. The most related work to ours uses stacked bi-directional GNNs on factor graphs to perform maximum \textit{a posteriori} estimation on binary graphical models \cite{18}. One major difference is that we use a recurrent network instead of a feedforward one, so our method uses far fewer parameters and scales to larger graphs without adding new layers. Another difference is that we incorporate an attentional mechanism \cite{19} to increase model flexibility. Another related study puts a factor graph NN layer within a recurrent algorithm to calculate marginal probabilities in binary graphical models, applying them to low density parity check codes and Ising models \cite{20}. Instead of using a GNN to learn a novel message-passing algorithm from scratch, the authors build their algorithm on top of Belief Propagation and let GNN serve as an error-correction module for loopy BP.

Traditional Graph Neural Networks are defined on regular graphs with nodes and edges, and thus best work with models with only pairwise interactions. On the other hand, factor graphs or hypergraphs, which represent higher-order interactions directly, are usually preferred for message-passing algorithms like BP. Factor graphs \cite{21} use two types of nodes: variable nodes (circles) for each variable, and factor nodes (squares) for each subset of directly interacting variables; edges connect factors to their constituent variables. Some work has been done to extend GNNs to such higher-order graphs \cite{22, 23}, including studies aiming to solve graph isomorphism tasks \cite{24}, and others applying GNNs to data living on simplicial complexes \cite{25}.

3 Methods

3.1 Probabilistic Graphical Models and Factor Graphs

Probabilistic graphical models describe the conditional dependence structure among random variables using graphs. We describe higher-order interactions using a factor graph \cite{21}, which expresses the joint probability density as a product of local factors, $p(\mathbf{x}) \propto \prod f_i(x_i)$, each involving only a subset of variables $x_i$. Exact inference in tree graphs can be performed by iteratively marginalizing out the leaves of the tree and propagating this information along the graph. This
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A PGM is then represented by sets of factor nodes, variable nodes, edges, and all natural parameters,
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The process of marginalization converts the natural parameters to expectation parameters \[35, 1\].

The updated representation at time/layer \(t\) + 1 can be described by:

\[
    h_{i}^{t+1} = \mathcal{U} \left( h_{i}^{t}, \bigcup_{j \in N(i) \setminus \{j\}} \mathcal{M}(h_{j}^{t}, h_{i}^{t}, e_{ij}) \right)
\]

where every message \(\mathcal{M}(h_{j}^{t}, h_{i}^{t}, e_{ij})\) from neighbour \(j\) to node \(i\) along edge \(ij\) is first calculated using a common trainable nonlinear function \(\mathcal{M}\), then messages from all neighbours are aggregated together by a permutation-invariant function \(\bigcup\) (e.g. summation), before being used to update each target node through another trainable function \(\mathcal{U}\). We recommend [27] for a review of methods and application of GNNs.

### 3.2 Graph Neural Networks

Graph Neural Networks (GNN) are artificial neural networks implementing a message-passing operation on a graph [11]. A GNN updates each node’s representation based on aggregated messages from its neighbours. Each node \(i\) represents information as a vector \(h_{i}^{(t)}\) that evolves over time (or layer) \(t\), and edges are assigned a vector weight \(e_{ij}\).

In order to implement a message-passing algorithm on factor graphs, we first define a Graph Neural Network on bipartite graphs, unlike a typical GNN that treats all nodes equally [28][29][12]. We thus define two distinct node types for variables and factors, represented by hidden vectors \(h_{v,i}^{(t)}\) and \(h_{f,i}^{(t)}\), with corresponding message and update functions for each. We also augment our GNN functions with a few extra operations. We reasoned that it would be beneficial if our network could identify loops and re-weight incoming messages accordingly, since Belief Propagation [2][30] applied to loopy graphs exhibits errors traced back to the assumption of independent neighbors. To this end we use the attention mechanism [19] when aggregating message functions and we update hidden node representations using Gated Recurrent Unit (GRU) [31] with LayerNorm [32] to embue nodes with a long-term memory. In summary, our iterative algorithm is an RNN, with the activation layer being a bi-directional graph neural network with self-attention, as described mathematically below.

Our target inferences are over graphical models within the exponential family [33][34], a broad class of probability distributions widely used in statistical analysis. The density of such a distribution can be parameterized by a vector of natural parameters \(\eta\):

\[
p(x) = \frac{1}{Z(\eta)} \exp(\eta^{\top} T(x))
\]

where \(T(x)\) is the vector of sufficient statistics and \(Z(\eta)\) is a normalization constant. Combined with the factorization of the joint density, each individual factor can also be parametrized with its own vector of natural parameters \(\eta_{f}\):

\[
p(x) = \frac{1}{Z(\eta)} \prod_{i} \exp(\eta_{f,i}^{\top} T_{i}(x_{i}))
\]

A PGM is then represented by sets of factor nodes, variable nodes, edges, and all natural parameters, \(\{\mathcal{F}, \mathcal{V}, \mathcal{E}, H\}\). The process of marginalization converts the natural parameters to expectation parameters [35][14].

We use a MultiLayer Perceptron (MLP) to initialize the hidden states for factor nodes based on the natural parameters of the target graphical model. Separate MLPs are used for different types of factors, e.g., pairwise factors and third-order factors. The hidden states for variable nodes are initialized as a zero vector.

\[
h_{v,i}^{(0)} = \text{Encoder1}(\eta_{f})
\]

\[
h_{v,i}^{(0)} = \mathbf{0}
\]

After initialization, we then update each node’s hidden representation recurrently for \(N\) time steps. In each step, a bi-directional Graph Attention Network (GAT) [19] layer is used to calculate messages and they are aggregated as the activation for a GRU unit to compute the hidden state for the next step. Separate multi-head GAT networks are used for two types of messages: from variable node to factor node, and from factor node to variable node. Likewise, we use different trainable weights for different factor types since they may behave differently. For the factor node updates,
we take a similar approach as in [36] and transform the aggregated incoming message from neighboring variables by a factor-specific feature matrix $F_i \in \mathbb{R}^{H \times H}$ as a constant input, which is mapped from its natural parameter $\eta_i$ by a shared MLP for each type of factors.

$$F_i = \text{Encoder}_2(\eta_i) \quad (6)$$

The following equations show one-step message-passing for factor nodes. The updates for variable nodes are similar except for that there is no variable node feature, so eq. (10) is replaced by $a_i^{(t+1)} = m_i^{(t+1)}$. eqs. (7) and (8) reflect only one attention head. For multi-head attention, we simply duplicate $M_{f \rightarrow v}$ and $W_{f \rightarrow v}$ modules and the multi-head weighted summation in eq. (9) is averaged over all heads. In our experiments, we use 5 attention heads for smoother learning.

- raw message from variable $j$ to factor $i$: $m_{f \rightarrow v, ij}^{(t+1)} = M_{f \rightarrow v}(h_{f, i}^{(t)}, h_{v, j}^{(t)}) \quad (7)$
- attention weight from variable $j$ to factor $i$: $\alpha_{f \rightarrow v, ij}^{(t+1)} = \frac{W_{f \rightarrow v}(h_{f, i}^{(t)}, h_{v, j}^{(t)})}{\sum_{k \in N(i)} W_{f \rightarrow v}(h_{f, i}^{(t)}, h_{v, k}^{(t)})} \quad (8)$
- weighted summary message from variable $j$ to factor $i$: $m_i^{(t+1)} = \sum_{k \in N(i)} \alpha_{f \rightarrow v, ik}^{(t+1)} m_{f \rightarrow v, ik}^{(t+1)} \quad (9)$
- incorporate local factor features: $a_i^{(t+1)} = F_i m_i^{(t+1)} \quad (10)$
- update hidden state of factor $i$: $h_{f, i}^{(t+1)} = \text{GRU}_f(a_i^{(t+1)}, h_{f, i}^{(t)}) \quad (11)$

We would like our model to learn an iterative algorithm that converges to the target. So instead of choosing the number of time steps $N$ to be fixed, which we found often yielded RNN dynamics that passed through the target output without stopping, we randomly sample a readout time $N$ from a range, so the network cannot rely on any particular readout time. At that point we use a decoder MLP to read out expectation parameters of the univariate marginal distributions for each variable:

$$y_j = \text{Decoder}(h_{v, j}^{(N)}) \quad (12)$$

### 3.4 Datasets

There are two practical use cases for applying our methods to improve on BP. First is to improve inference accuracy on loopy graphs where BP starts to perform poorly, and second is to make fast but approximate inferences on PGMs for which algorithms like BP or even Expectation Propagation [3] become infeasible to run.

For tractability, most probabilistic models are based on pairwise interactions. But pairwise models would require many nonlinear auxiliary hidden variables to capture real-world data complexity such as multiplicative lighting, perspective transforms, triple synapses, or especially gating. In contrast, higher-order interactions could capture some of these interactions directly. Gating is a crucial, common operation in machine learning, as seen in LSTMs [37], GRUs [31], and attention networks. Third-order multiplicative interactions can be effectively viewed as soft gating operations thus provide more modeling power while remaining interpretable. Thus here we choose continuous graphical models with third-order interactions as a distribution family of high interest. Such distributions fall into the latter category of application where traditional models are infeasible but our GNNs could apply. Firstly, as a proof of concept, we construct two datasets of PGMs with known ground truth marginal distributions and closed-form BP update formulas so that we can compare the performance of our model with Belief Propagation. Second, we build a dataset of continuous PGMs with third-order interactions to test our model on this more complicated and interesting class of PGMs.

#### 3.4.1 Gaussian Graphical Model

As a toy example, we generate a dataset of random Gaussian Graphical Models (GGM). Since both marginalization and BP have closed-form solutions on GGMs, it becomes a convenient test for comparing our method with BP, and to test the generalization performance of our method to much larger out-of-distribution graphs.

We use the random graph generator algorithm WS-flex proposed in [38] to generate diverse graph structures parametrized by average shortest path length and cluster coefficient. To generate a random graph, we first sample the average degree $k$ and rewiring probability $p$ parameters for the WS-flex algorithm from a uniform distribution over $[2, n-1]$ and $[0, 1]$ where $n$ is the number of variables, and then construct a random graph using these parameters. Each GGM has a precision matrix with non-zero entries randomly sampled by the WS-flex algorithm and eigenvalues uniformly drawn from $[0,1,10,0]$. In order to achieve certain connectivity matrix with desired eigenvalues, we start from a positive-definite diagonal matrix, apply a random orthogonal rotation to make it dense, and then iteratively apply
We implement our models by running an MCMC algorithm, the No-U-Turn Sampler (NUTS) \cite{1}, using the Stan \cite{2, 3} software for a large number of steps as an approximate ground truth. Our readout targets are summary statistics computed from those generated samples. For each random structure generated, we run 8 MCMC chains with 10000 warmup steps and 10000 sampling steps each for a random set of parameter values and keep drawing new parameters until the potential scale reduction factor (PSRF) \cite{4} falls below 1.2, indicating convergence has been reached for the MCMC chains. Here we choose the first four central moments as our targets since the Jensen-Shannon divergence between the empirical sample distribution and corresponding moment-matched maximum-entropy distribution does not decrease substantially when including more moments. fig. 1 shows random examples of sampled univariate marginals, the corresponding singleton potential coefficients \( b_{i,p} \) and 3-way coupling coefficients \( J_{ijk} \) are uniformly sampled from a standard Gaussian distribution and the inverse temperature, \( \beta \), is chosen to be 0.5.

\[ p(x) \propto \exp \left[ -\beta \left( \sum_{p=1}^{3} \sum_{i \in V} b_{i,p} x_i^p + \sum_{(ij) \in N(F_2)} K_{ij} x_i x_j + \sum_{(ijk) \in N(F_3)} J_{ijk} x_i x_j x_k + \alpha \| x \|^4 \right) \right] \]  

\( \mathcal{N}(F) \) is the set of neighbor variable indices for each factor. We generate these random factor graphs using a generalization of the WS-flex generator, parameterized by average variable node degree \( k_3 \) and rewiring probability \( p \). Details of the algorithm could be found in the supplementary material. The singleton potential coefficients \( b_{i,p} \) and 3-way coupling coefficients \( J_{ijk} \) are chosen to be \( \frac{5}{6} \), \( \frac{5}{6} \), and \( \frac{5}{6} \). An isotropic 4th-order base measure is added to ensure the joint density is normalizable:

\[ p(s) \propto \exp \left( \beta \left( \sum_{p=1}^{3} \sum_{i \in V} b_{i,p} s_i^p + \sum_{(ijk) \in N(F)} J_{ijk} s_i s_j s_k \right) \right) \]  

3.4.3 Continuous third-order factor graph

We are interested in continuous graphical models with third-order interactions, and we propose to use our method as an approximate inference algorithm for this model class. We construct a dataset of random continuous PGMs with third-order interactions and evaluate the accuracy of our message-passing algorithm against an expensive sampling approach. For each inference problem, a factor graph is randomly constructed such that 3-factors are generated using the aforementioned WS-flex variant, and 2-factors are generated using the regular WS-flex algorithm. Each graph structure is parametrized by three numbers: the average outdegree of variable nodes to 2-factor nodes \( k_2 \), the average outdegree of variable nodes to 3-factor nodes \( k_3 \), and the rewiring probability \( p \). \( k_2 \) is uniformly sampled from \([2, n-1]\), \( k_3 \) is uniformly sampled from \([2, (n-1)(n-2)/6]\), and \( p \) is uniformly sampled from \([0, 1]\). An isotropic 4th-order base measure is added to ensure the joint density is normalizable:

\[ p(x) \propto \exp \left[ -\beta \left( \sum_{p=1}^{3} \sum_{i \in V} b_{i,p} x_i^p + \sum_{(ij) \in N(F_2)} K_{ij} x_i x_j + \sum_{(ijk) \in N(F_3)} J_{ijk} x_i x_j x_k + \alpha \| x \|^4 \right) \right] \]  

We run an MCMC algorithm, the No-U-Turn Sampler (NUTS) \cite{5}, using the Stan \cite{6, 7} software for a large number of steps as an approximate ground truth. Our readout targets are summary statistics computed from those generated samples. For each random structure generated, we run 8 MCMC chains with 10000 warmup steps and 10000 sampling steps each for a random set of parameter values and keep drawing new parameters until the potential scale reduction factor (PSRF) \cite{8} falls below 1.2, indicating convergence has been reached for the MCMC chains. Here we choose the first four central moments as our targets since the Jensen-Shannon divergence between the empirical sample distribution and corresponding moment-matched maximum-entropy distribution does not decrease substantially when including more moments. fig. 1 shows random examples of sampled univariate marginals, and their maximum entropy counterparts by matching the first four central moments.

3.5 Training

We implement our model in PyTorch \cite{9} and PyTorch Geometric \cite{10} and perform all experiments on internal clusters equipped with NVIDIA GTX 1080Ti and Titan RTX GPUs. We randomly split each dataset into a training and a validation set of ratio 4:1. The testing sets are constructed separately for different graph sizes. In every experiment, we use the ADAM \cite{11} optimizer with batch size 100 and initial learning rate 0.001. We multiply the learning rate by \( \frac{1}{\text{PSRF}} \).
Figure 1: Example univariate marginal distributions from the continuous 3rd-order dataset. Shaded blue curves represent empirical marginal distributions from samples. Shaded orange curves are empirical single-variate distributions by only considering singleton potentials. Green dots represent the maximum entropy fit of the sample marginal distributions by matching first four central moments.

A factor of 0.2 if there is no improvement in 20 epochs, and perform early-stopping if there is no improvement in 40 epochs. We choose the dimension of hidden states for both variable and factor nodes $h_v, h_f$ to be 64, and 5 attention heads are used for all experiments. For the encoder and decoder MLPs, we insert a BatchNorm layer after the input layer and each hidden layer. We use mean-squared error (MSE) as loss on single-variate marginal precision values for the Gaussian dataset and on the first four central moments calculated from MCMC samples for the continuous third-order factor graph dataset respectively. As of the the binary spin-glass dataset, we use binary cross entropy as loss.

4 Experiments and Results

All GNNs are trained on graphs with size 10 solely, but are tested on graphs of various sizes. We uniformly draw the number of recurrent steps $N$ from $[30, 50]$. $N$ is set as 30 during testing. We repeat all experiments 10 times from different random seeds and report the mean and standard error on a held-out test set in table 1. Additionally, for each dataset, we pick the GNN with the lowest validation error among 10 run, and then compare their in-sample and out-of-sample error against BP in the space of graph metrics. As a baseline to show how strong the interactions are in each dataset, we also train a separate GNN (singleton GNN) that tries to predict the same target, but only sees singleton factors in the graphical model. Singleton GNN would have lower performance on graphs whose marginal distributions are strongly affected by multivariate interactions. Results of BP, full GNN, and singleton GNN are shown in fig. 2. Each point along with its error bar represents the bootstrapped mean and 95% confidence interval of the mean calculated from 100 resampling of the corresponding test set. Some error bars may be too small to see.

4.1 Gaussian Graphical Models

4.1.1 Loopy Graphs

In this experiment we tested the performance of our model on Gaussian Graphical Models with zero mean, random precision matrices, and various structures generated as described in section 3.4.1. For a single GGM, the inverse variance of each variable’s marginal Gaussian distribution is used as target for supervised learning. 10000 random graphs with 10 variables are generated as a training dataset. Additionally, we generate various testing datasets with 10 to 50 variables, each consisting of 2000 random graphs. fig. 2(b), shows that our model trained on a dataset of GGMs with 10 variables has average KL divergence 6-fold smaller than Belief Propagation on a in-sample test set. When generalizing to larger graphs, our model still has smaller error than BP on graphs up to 30 variables. Other metrics, including $R^2$ score and MSE (the training objective), are also shown in fig. 2(a)(c). Since BP doesn’t always converge on loopy graphs, all metrics are calculated on the subset of test graphs with convergent BP dynamics, which compose 73.2% to 71.2% of test set as graph size varies from 10 to 50. BP is considered non-convergent if the absolute error of beliefs between two adjacent BP updates still exceeds $10^{-5}$ after 1000 cycles.

It is well known that Belief Propagation becomes non-exact on loopy graphs. Here we empirically investigate how BP and GNN performance depends on the graph structure by examining graph metrics. We choose two independent structural features that quantify the loopiness of a graph: average shortest path length and cluster coefficient [14]. The former quantifies the average loop length between any two nodes, and the latter describes the small-world property of a graph. Graphs in the test set are binned into 10 equal bins according the the graph metric, and for each bin we report the bootstrapped mean and its 95% CI for BP and GNN performance metrics (fig. 2(d-g)). Many real-world graphs have a small average path length and a large cluster coefficient [14], and this is the region where our model outperforms BP.
Figure 2: Performance on Gaussian, third-order spin, and third-order continuous datasets. Each row shows results of one dataset. In the first three columns, we compare the generalization performance of GNN and BP to larger graphs. All GNNs are trained on graphs with size 10. We also consider an additional 10-layer stacked GNN for the Gaussian dataset as a comparison. Three metrics—$R^2$, KL divergence, and MSE—are shown for the Gaussian and spin datasets. KL divergence is not available for the third-order continuous dataset thus omitted. Column 4 and 5 show how error of different methods depends on graph structures. We plot error against the average shortest path length in column 4, and against cluster coefficient in column 5. For each dataset, we show the in-sample results in the first row and generalization results on larger graphs in the second row.

BP can be viewed as an algorithm that finds local minima of the Bethe free energy by iteratively update messages until convergence [47]. Similarly, we also define our algorithm to be recursive. However, as comparison, we also constructed a feedforward model with 10 Factor-GNN layers stacked together. Figure 2(a-g) and Table 1 shows that although the feedforward model has almost 10 times more parameters, the performance is worse than the recurrent one.

4.1.2 Tree Graphs

BP is exact on tree graphs, so we also trained a model with a dataset of 10,000 Gaussian tree graphs with size 10 using the eigenvalue distribution in section 3.4.1. A random tree structure is constructed by converting from a random Prüfer sequence [48], which is sampled uniformly from the symmetry group $S_{n-2}$ where $n$ is the number of nodes in the tree. BP is exact on trees with zero error, but our model also achieves excellent generalization performance with an in-distribution $R^2$ score $0.9995 \pm 0.0001$ and out-of-sample $R^2$ score $0.9996 \pm 0.0002$ even when generalizing to graphs with size 50.

4.2 Spin systems with third-order interactions

For the binary spin systems with only third-order interactions and no pairwise interactions, we train our model on a dataset of size 10 and test on graphs with sizes from 6 to 15. We didn’t test on larger graphs because it becomes impractical to enumerate all spin configurations in order to compute exact marginal probabilities. For binary graphical models, unlike in 4.1, non-convergent BP dynamics won’t diverge, but may oscillate. Thus we take the beliefs from the last cycle if the dynamics does not converge in 1000 cycles. There is no qualitative difference when evaluating model performance using the whole test dataset or just BP-convergent ones, so we report the metrics on BP-convergent
In this paper we show that GNN is an alternative to traditional message-passing algorithms like Belief Propagation as an approximate inference engine on graphical models. It outperforms BP on some loopy graphs, and offers a practical way to perform fast inference for continuous non-Gaussian graphical models like those in 4.3. In contrast, previous data-driven methods [49, 15, 17] were proposed to approximate the EP message passing for a single factor type, thus approximate marginal distributions. However, instead of approximating the EP message-passing for a specific type of factors within the EP framework, we learn a new message-passing algorithm end-to-end that works with many factor types and doesn’t share EP’s limitations. This approach is more applicable to loopy graphs where BP and EP struggle.

For this experiment we constructed a continuous graphical model with third-order interactions and train our model to predict the first four central moments of every univariate marginal distribution (see Section 3.4.3). Since BP or EP is not feasible for this dataset, we only compare our model with the singleton GNN as our baseline. A model trained on graphs with 10 variables achieves an in-sample $R^2$ score of 0.911 ± 0.005, while the baseline model without interactions has an $R^2$ of only 0.654 ± 0.001. We test the generalization performance of our model with a dataset of graphs of size 20. For the MCMC algorithm to produce convergent chains, we shrink the interaction strengths by a factor of 2 but keep the singleton parameter distribution unchanged so that both input and output values fall in the training ranges. On a test set of 1000 graphs, the full model has an $R^2$ score of 0.582 ± 0.021, while the baseline model has an $R^2$ score of 0.495 ± 0.000. Qualitatively similar to the Gaussian and spin dataset, model performance drops when generalizing to larger graphs (fig. 2(o-p)), and our model has larger error on loopy graphs (fig. 2(q-t)) since these are hard ones.

### 5 Discussion

In this paper we show that GNN is an alternative to traditional message-passing algorithms like Belief Propagation as an approximate inference engine on graphical models. It outperforms BP on some loopy graphs, and offers a practical way to perform fast inference for continuous non-Gaussian graphical models like those in 4.3. In contrast, previous data-driven methods [49, 15, 17] were proposed to approximate the EP message passing for a single factor type, thus still shares the weakness of EP on loopy graphs.

Although our method achieves promising results and does generalize to graphs of different sizes, it naturally performs better within its training distribution. However, almost no performance drop on Gaussian tree graphs when generalizing to 5x larger graphs (section 4.1.2) and promising generalization results on loopy graphs (section 4.1.1) suggest the potential usage of our methods for inference on large graphs by training on smaller ones. Compared to a 10-layer stacked GNN [2], our method achieves better performance with substantially fewer parameters. However, in our experiment we just simply stack the Factor-GNN layers with out any further tricks like skip connection, pooling layer, etc., as in [18]. Despite that, learning a recursive message-passing algorithm has advantages over a feedforward one when generalizing to larger graphs: the number of layers must scale with graph size for a feedforward network in order to distribute information throughout the graph, whereas a recurrent algorithm could run until convergence regardless of the graph size.

### Table 1: Experiment results on 4 PGM datasets

| metric | method | dataset          | GGM-tree         | GGM-all          | 3rd-order binary | 3rd-order continuous |
|--------|--------|------------------|------------------|------------------|------------------|----------------------|
| KL     | BP     | 0                | 0.0065           | 0.0269           | N/A              |
|        | GNN    | 0.0013 ± 0.0004  | **0.0051 ± 0.0008** | **0.0152 ± 0.0005** | N/A              |
|        | Singleton | N/A           | 0.0460 ± 0.0001  | 0.0528 ± 0.0000  | N/A              |
| MSE    | BP     | 0                | 0.1416           | 0.0094           | N/A              |
|        | GNN    | 0.0044 ± 0.0013  | **0.0705 ± 0.0128** | **0.0057 ± 0.0002** | 0.0498 ± 0.0009  |
|        | Singleton | NA           | 0.9027 ± 0.0006  | 0.0215 ± 0.0000  | 0.1930 ± 0.0000  |
| $R^2$  | BP     | 1                | 0.9719           | 0.8290           | N/A              |
|        | GNN    | 0.9995 ± 0.0001  | **0.9876 ± 0.0023** | **0.9311 ± 0.0014** | 0.9107 ± 0.0017  |
|        | Singleton | N/A           | 0.8329 ± 0.0000  | 0.7352 ± 0.0000  | 0.6543 ± 0.0001  |

Within the range of testing graphs, our model consistently outperforms BP on average(fig. 2(h-j)). In the space of graph structures parametrized by average shortest path length and cluster coefficient, our model performs better than BP in regions with smaller average shortest path length and larger cluster coefficient, which agrees with the result of section 4.1(fig. 2(k-n)).
A limitation of our method is that a separate GNN needs to be learnt from scratch whenever encountering a new parametric family of graphical models. One exciting but speculative possibility is to extend this framework such that whenever a new type of factor is encountered, the model only trains a dedicated new encoder/decoder, and reuses a shared core message-passing module, perhaps implementing a more universal inference engine akin to a shared language model [50]. This can be useful when data is limited, since the difficult message-passing core could be learnt from multiple rich datasets. The general form of Belief Propagation takes this universal form, and have some multifactor extensions like Generalized BP [51]. We hypothesize that Factor Graph Neural Networks could potentially extend this universality while compensating for the challenges of inference in a loopy world.

Creation of smarter artificial intelligence would have major impacts on human life, through communication, industry, infrastructure, robotics, and many more aspects of life. Our work aims to refine the theoretical foundations for intelligence. Thoughtless or naive application of these scientific advances could lead to unanticipated consequences and increase social inequality.
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Supplementary Materials

S.7 Random factor graph generator for 3-factors

We use the WS-flex\cite{WS-flex} variant algorithm to generate a random factor graph with only 3-factors. This includes two stages: generating a ring-like factor graph, and rewiring. In the first stage, given average variable node degree $k$ and number of variable nodes $n$, the number of factors is $f = \lfloor nk/3 \rfloor$. On average there are $\lfloor f/n \rfloor$ 3-factors centered at each variable node. The other two legs of these factors are connected to the closest neighbors of the center variable, while keeping the factor unique. For example, three 3-factors centered at variable 5 may be connected to variables $(4, 5, 6), (4, 5, 7)$ and $(3, 5, 6)$ respectively. The remaining $(f \mod n)$ 3-factors are then formed by randomly picking the center variable and choose the closest two neighbours, while avoiding redundant factors. After this ring is created, in a second stage we may rewire each factor with probability $p$ by randomly picking three new neighbours without duplication.

S.8 Additional figures: testing performance on graphs with various sizes

In the paper we show how GNN and BP perform with respect to two graph metrics: average shortest path length and cluster coefficient. Here we provide these two figures on testing sets with more sizes for the Gaussian dataset and the binary dataset.

Figure S1: Gaussian dataset: dependence of KL divergence between true marginal distribution and model prediction on average shortest path length and cluster coefficient. We compare Belief Propagation (blue), recurrent Factor-GNN with GRU (orange), and 10-layer stacked Factor-GNN (green) respectively. The recurrent GNN and stacked GNN are trained on the same graphical models dataset with 10 variables. Each pair of panels shows the testing performance on a dataset with graphs of fixed size ranging from 10 to 50.
Figure S2: **Binary dataset:** dependence of KL divergence between true marginal distribution and model prediction on average shortest path length and cluster coefficient, plotted as in Supplemental Figure S1. Each pair of panels shows the testing performance on new graphical models with fixed numbers of variables ranging from 6 to 14.