Faster R-CNN with Inception V2 for Fingertip Detection in Homogenous Background Image
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Abstract. Fingertip Detection is a versatile research field in computer vision, since it has multiple purpose such as natural user interface, robotic, 3D simulation etc. It is a challenging research field in computer vision. There are some hand segmentation methods, pre-processing phase, was conducted to provide area of fingertip detection in image. However, in this research, fingertip detection can be done by directly find the fingertip itself. This approach cut off pre-processing phase by using Faster R-CNN method and inception V2 architecture directly to find the fingertip in image. With a homogenous background as a simple input image, this approach showed a good accuracy in its performance. It has 90% and 91% accuracy in way to detect fingertip for both male and female hand datasets. More over, exchanging male and female model toward to male and female dataset gave 94% and 92% accuracy that showed the different pattern between both.

1. Introduction

Fingertip detection is part of computer vision field that can be utilized for multiple purpose. One of them is used in Natural User Interface (NUI) system. This system can be operated by some natural movements such as eye, head or hand and even fingertip. Others, fingertip detection can be combined with 3D or robotic system which can be used as 3D visual/simulation or hand robot respectively.

Fingertip detection can be done by several methods, such as by Geometric Structure, Geometric feature, Depth Information, etc. The first method was used some geometric structure like convex hull [1] or gradient information [2]. Those method are aimed to find the line that tend to be a curved. In [1] is used a preprocessing method like edge detection. Second method on the other hand is aimed to find certain feature, such as circle [3], curvature points [4], or even basic feature like color [3]. The last method much modern, it utilized the depth information [5] [6]. Depth information can be obtained by such tool like Kinect [1] or using stochastics method as time series information from each pixel [7].

As a trend method in artificial intelligence or machine learning, deep learning significantly spread out in many researches. It has better accuracy on their duty. First, common method is convolution neural network (CNN). It works like a neural network but utilize such feature to make a deep learn. CNN was improved by [8], they use such module as a wider layer called Inception. The module reduced CNN computational time.

More over CNN was modified or improved instead to gain better performance, Recurrent CNN was introduced. R-CNN than is modified to be fast R-CNN and faster R-CNN. The last method was
introduced by [9] it used Region Proposal Network (RPN) to reduce computational time and make a good accuracy as their predecessor method. Faster R-CNN than spread out in many researches in object detection, they are [10] detect book, [11] detect pedestrian, etc.

From the previous research, there is an area of research remains that is directly using deep learning method to detect the fingertip than use some method or device to segment hand region. By using the better performance of Inception V2 in CNN and recognition ability of Faster R-CNN, this research conduct both methods to detect each of fingertip in one hand image.

2. Faster R-CNN

Faster R-CNN introduced the Region Proposal Network (RPN) in their architecture. It means that it handles slow search selective algorithm with fast neural network. RPN is placed after last convolution layer of CNN. Proposal from RPN are fed to ROI pooling layer followed by Classifier and Bbox Regressor. [9] The architecture of Faster R-CNN is showed by figure 1.

![Figure 1. Faster R-CNN architecture.](image1)

RPN maps out the last layer of CNN (sliding window) to a lower dimension (256-d) into feature map, showed by figure 2. It generates multiple possible region based on $k$ fixed-ratio anchor box for each sliding window [9]. The RPN architecture is showed in figure 2. The given region proposal consists of object score and $4k$ coordinates (showed by equation (1-8)) representing the bounding box region. The object score represents the soft-max probability and it is determined whether the box pass or not as region proposal. The decision is influenced by certain threshold. For $4k$ coordinates is denoted by the box center ($x, y$), width ($w$) and height ($h$). The variables $x, x_a$ and $x_a^*$ (and the other) are for predicted box, anchor box, and ground truth respectively.

\[
\begin{align*}
\mathbf{t}_x &= \frac{x-x_a}{w_a} \\
\mathbf{t}_x^* &= \frac{x^*-x_a}{w_a} \\
\mathbf{t}_y &= \frac{y-y_a}{h_a} \\
\mathbf{t}_y^* &= \frac{y^*-y_a}{h_a} \\
\mathbf{t}_w &= \log \left( \frac{w}{w_a} \right) \\
\mathbf{t}_w^* &= \log \left( \frac{w^*}{w_a} \right)
\end{align*}
\]
\[ t_h = \log \left( \frac{h}{h_a} \right) \quad (7) \]
\[ t_h^* = \log \left( \frac{h^*}{h_a} \right) \quad (8) \]

The learning of region proposal used (9) equation as a Loss Function that add both of Classification Loss \( L_{cls} \) and Regression Loss \( L_{reg} \). It is used predicted probability \( p_i \) and 4\( k \) coordinates \( t_i \) for each \( i \)-anchor in mini batch. On the other side, \( p_i^* \) and \( t_i^* \) are the ground-truth label and ground-truth box respectively. The two terms are normalized with \( N_{cls}, N_{reg} \) and with a balancing weight \( \lambda \) [9].

\[ L\left(\{p_i\},\{t_i\}\right) = \frac{1}{N_{cls}} \sum_i L_{cls}(p_i, p_i^*) + \lambda \frac{1}{N_{reg}} \sum_i p_i * L_{reg}(t_i, t_i^*) \quad (9) \]

![Diagram of Inception V2](image)

(a) Module A.  
(b) Module B.  
(c) Module C.

**Figure 3.** Module Inception V2

3. **Inception V2**

Inception V2 was a module that designed to reduce the complexity of convolution network. This module makes convolution network going to be wider than deeper. Inception V2 has three different type modules said A, B, C. They are showed by figure 3. The fist module (A), showed by Figure 3.a, replaced 5x5 convolution to be 3x3 convolution. This follow the principle said spatial aggregation can be done over lower dimensional embedding without much or any loss in representational power. By conducted the 3x3 convolution, convolution performance was boosted [8].

By factorized convolutions filter size \( n \times n \) into \( l \times n \) and \( n \times l \) convolutions, [8] found their method 33\% cheaper than the single 3x3 convolution. This was showed by Figure 3.b as module B. Moreover, the filter was expanded that followed the principle of higher dimensional representations are easier to process locally within a network. The expanded module was showed by figure 3.c.

4. **Experiment and Result**

This research used public hand dataset. The hand dataset was taken from IT Department Mutah University as Webcam Hand Images Database (WEHI). There is 40 hand dataset sample was randomly taken and group by two kind data (Training and Testing). Here, training hand dataset was showed by Figure 4 and 5 in the first row. On the other hand, number of test data are 10 for each men and women.

This research has four models from given hand image dataset. First model used 10 hand image datasets consist of 5 hand images for male and female. Both female and male image was used simultaneously in this model. With the same process, second model used 20 hand image datasets where
the dataset consists of 10 hand images for female and male. The performance of models is showed in Table 1 and 2 respectively.

**Figure 4. Female Hand Dataset**

**Figure 5. Male Hand Dataset.**

**Table 1. Fingertip Detection using 10 Train Hand Dataset (Model 1) Performance**

| Hand Image | Detected Fingertips | Undetected Fingertips | Processing Time (Second) |
|------------|---------------------|-----------------------|-------------------------|
| Image 1 (F) | 4                   | 1                     | 12                      |
| Image 2 (F) | 5                   | 0                     | 09                      |
| Image 3 (F) | 5                   | 0                     | 10                      |
| Image 4 (F) | 2                   | 3                     | 16                      |
| Image 5 (F) | 4                   | 1                     | 10                      |
| Image 6 (F) | 4                   | 1                     | 14                      |
| Image 7 (F) | 5                   | 0                     | 11                      |
| Image 8 (F) | 5                   | 0                     | 14                      |
| Image 9 (F) | 5                   | 0                     | 10                      |
| Image 10 (F)| 5                   | 0                     | 10                      |
| Image 11 (M)| 5                   | 0                     | 18                      |
| Image 12 (M)| 5                   | 0                     | 13                      |
| Image 13 (M)| 3                   | 2                     | 16                      |
| Image 14 (M)| 5                   | 0                     | 14                      |
| Image 15 (M)| 4                   | 1                     | 17                      |
| Image 16 (M)| 5                   | 0                     | 16                      |
| Image 17 (M)| 4                   | 1                     | 14                      |
| Image 18 (M)| 5                   | 0                     | 15                      |
| Image 19 (M)| 5                   | 0                     | 20                      |
| Image 20 (M)| 5                   | 0                     | 14                      |

**Table 2. Fingertip Detection using 20 Train Hand Dataset (Model 2) Performance**

| Hand Image | Detected Fingertips | Undetected Fingertips | Processing Time (Second) |
|------------|---------------------|-----------------------|-------------------------|
| Image 1 (F) | 5                   | 0                     | 11                      |
| Image 2 (F) | 5                   | 0                     | 09                      |
| Image 3 (F) | 5                   | 0                     | 09                      |
| Image 4 (F) | 1                   | 4                     | 08                      |
| Image 5 (F) | 4                   | 1                     | 09                      |
| Image 6 (F) | 4                   | 1                     | 09                      |
| Image 7 (F) | 5                   | 0                     | 08                      |
| Image 8 (F) | 5                   | 0                     | 09                      |
| Image 9 (F) | 5                   | 0                     | 08                      |
| Image 10 (F)| 5                   | 0                     | 08                      |
| Image 11 (M)| 5                   | 0                     | 08                      |
| Image 12 (M)| 5                   | 0                     | 09                      |
| Image 13 (M)| 4                   | 1                     | 08                      |
| Image 14 (M)| 5                   | 0                     | 08                      |
| Image 15 (M)| 4                   | 1                     | 08                      |
| Image 16 (M)| 5                   | 0                     | 09                      |
| Image 17 (M)| 4                   | 1                     | 08                      |
| Image 18 (M)| 5                   | 0                     | 09                      |
| Image 19 (M)| 5                   | 0                     | 08                      |
| Image 20 (M)| 5                   | 0                     | 08                      |

*F: Female and M: Male

The classification loss function is showed by figure 8 and 9 for each train data sample group, which is 10 and 20 hand datasets respectively. All Loss function was stable below 0.05. The train step
performance shows good result for fingertip detection. The result of fingertip detection was showed by figure 6,7.

For next two model, this research tries to find out the different of hand effect for male or female hand, as shows in figure 8. The third model used only female hand dataset, 10 images. Then, by the given female model, male hand dataset is detected. The result of using third model (female fingertip detection model) to male hand dataset showed in Table 3. The rest, female hand dataset was detected by male fingertip detection model showed in Table 4.

Table 3. Female Fingertip Detection (Model 3) Performance toward Male Hand Image

| Male Hand Image | Correct Fingertips | Incorrect Fingertips | Processing Time (Second) |
|-----------------|--------------------|----------------------|--------------------------|
| Image 1         | 5                  | 0                    | 11                       |
| Image 2         | 5                  | 0                    | 8                        |
| Image 3         | 4                  | 1                    | 9                        |
| Image 4         | 5                  | 0                    | 9                        |
| Image 5         | 4                  | 1                    | 10                       |
| Image 6         | 5                  | 0                    | 9                        |
| Image 7         | 4                  | 1                    | 10                       |
| Image 8         | 5                  | 0                    | 9                        |
| Image 9         | 5                  | 0                    | 10                       |
| Image 10        | 5                  | 0                    | 10                       |

Table 4. Male Fingertip Detection (Model 4) Performance toward Male Hand Image

| Female Hand Image | Detected Fingertips | Undetected Fingertips | Processing Time (Second) |
|-------------------|---------------------|-----------------------|--------------------------|
| Image 1           | 5                   | 0                     | 10                       |
| Image 2           | 5                   | 0                     | 10                       |
| Image 3           | 5                   | 0                     | 10                       |
| Image 4           | 3                   | 2                     | 10                       |
| Image 5           | 4                   | 1                     | 10                       |
| Image 6           | 4                   | 1                     | 10                       |
| Image 7           | 5                   | 0                     | 09                       |
| Image 8           | 5                   | 0                     | 09                       |
| Image 9           | 5                   | 0                     | 09                       |
| Image 10          | 5                   | 0                     | 10                       |

In summary, given four models showed each of their accuracy in Table 5. The first two model showed that even the dataset is added, the accuracy is not increasing significantly. However, processing time is reduced. From the first two model performance give information that after added some hand dataset the model can figure out more specific rule/threshold. With the more specific rule the time process was reduced.

For the rest model, Table 5 show that there is a different pattern in male and female hand dataset. It showed by the different processing time and even the accuracy. Overall, each of model has good accuracy, all more than equal to 90%.

Figure 8. Fingertip Detection: (a) all correctness, (b) 4 correctness, (c) 3 correctness, (d) 2 correctness, (e) 1 correctness
Table 5. Summary of Model Performance

| Model   | Acc. | Processing Time (Average) |
|---------|------|---------------------------|
| Model 1 | 90 % | 14 s                      |
| Model 2 | 91 % | 9 s                       |
| Model 3 | 94 % | 9 s                       |
| Model 4 | 92 % | 10 s                      |

5. Conclusion

The utility of inception V2 as a module in CNN shows almost perfect results. The classification by using faster R-CNN model for fingertip detection produce accuracy rates 90%, 91%, 94% and 92% from different training phase. Faster R-CNN are potentially able to be a good method in detecting and tracking fingertips.
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