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Abstract

Uncertainty in numerical weather forecasts arising from an imperfect knowledge of the initial condition of
the atmospheric system and the discrete modeling of physical processes is addressed with ensemble prediction
systems. The breeding method allows the creation of initial condition perturbations in a simple and computa-
tionally inexpensive way. This technique uses the full nonlinear dynamics of the system to identify fast-growing
modes in the analysis fields, obtained from the difference between control and perturbed runs rescaled at regular
time intervals. This procedure is more suitable for the high-resolution ensemble forecasts required to reproduce
small-scale high-impact weather events, as the complete nonlinear model is employed to generate the perturba-
tions. The underdispersion commonly observed in ensemble forecasts emphasizes the need to develop methods
that increase ensemble spread and diversity at no cost to forecast skill. In this sense, we investigate the benefits
of different breeding techniques in terms of ensemble diversity and forecast skill for a mesoscale ensemble over
the Western Mediterranean region. In addition, we propose a new method, Bred Vectors Tailored Ensemble
Perturbations, designed to control the scale of the perturbations and indirectly the ensemble spread. The combina-
tion of this method with orthogonal bred vectors shows significant improvements in terms of ensemble diversity
and forecast skill with respect to the current arithmetic methods.

Keywords    bred vector; ensemble prediction system; mesoscale

Citation     Hermoso, A., V. Homar, S. J. Greybush, and D. J. Stensrud, 2020: Tailored ensemble prediction systems:
Application of seamless scale bred vectors. J. Meteor. Soc. Japan, 98, 1029–1050, doi:10.2151/jmsj.2020-053.

1. Introduction

High-impact weather events, including large hail, strong winds, tornadoes, or intense precipitation
causing flash floods, are responsible for high socioeconomic impacts. According to the Emergency Events
Database (EM-DAT) (http://www.emdat.be/), the eco-
nomic cost of flash floods in countries surrounding the
Mediterranean Sea is estimated to be 85 billion Euros
since 1900 (Gaume et al. 2018). The Mediterranean
region is frequently affected by these phenomena
(e.g., Gaume et al. 2009; Llasat et al. 2013), and the
conceptual model describing their genesis and evolu-
tion is well documented in the literature (Michaelides
et al. 2018, and references therein). Various studies
highlight the role of the sea as a source of latent heat, which contributes to the increase in energy of
baroclinic and convective systems (e.g., Romero et al.
1998). These events are more frequent in autumn
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when the warm sea surface temperature favors the development of convection. The interaction with the orography of the coastal regions favors the organization of mesoscale flows (Homar et al. 2002) and also acts as a triggering mechanism. Adequate numerical weather forecasts of severe weather events are essential to produce warnings that help to prevent personal and material losses. However, due to the small-scale processes involved in the genesis and evolution of the systems responsible for the severe phenomena, forecasting the socially relevant aspects of these phenomena, such as the location, intensity, and timing, is extremely challenging. In addition, many systems which affect the Mediterranean coast lands originate over the sea, which increases the forecasting challenge due to the higher analysis errors owing to the reduced number of available observations over maritime bodies (e.g., Carrió and Homar 2016).

Numerical weather forecasts are inherently uncertain due to an imperfect knowledge of the state of the atmosphere and also to the presence of deficiencies in numerical models to represent some key physical processes. Because of the chaotic nature of the atmospheric system, two similar numerical states eventually evolve into significantly different solutions, and thus, ever-present errors in the initial condition eventually generate a worthless forecast (Lorenz 1963). As a consequence, the state of the system must be modeled with a mathematical formalism that naturally accounts for uncertainty, which is quantified by means of probabilistic information. The probability density function (PDF), a multidimensional function defined over the phase space, which represents all the possible states of the system is used to characterize the uncertainty of the system.

The temporal evolution of the PDF of a dynamical system is described by the Liouville equation (Ehrendorfer 1994) or by the Fokker-Planck equation, which includes stochastic terms to account for model error (Hasselmann 1976). Nevertheless, the lack of an analytical solution for the governing equations and the high dimensionality of the system are critical impediments for real applications of these equations (Hermoso et al. 2020). Therefore, only an ensemble of discrete samples of the PDF can be considered; thus, choosing an adequate strategy to sample initial conditions and model error is a key question for any ensemble forecasting system.

Efficient sampling methods are those based on the dynamics of the system to estimate the fast growing modes. An example is the singular vectors method used at the European Centre for Medium-Range Weather Forecasts (ECMWF) (Molteni et al. 1996) and the Japan Meteorological Agency (Yamaguchi et al. 2009a, b), which computes the perturbations with the largest linear energy growth during an optimization interval, by means of the tangent linear model. They are shown to be adequate to represent uncertainties at synoptic scale (Buizza et al. 2005).

Another strategy is the breeding method, which is based on dynamics and has been used operationally at NCEP (Toth and Kalnay 1993). It estimates the fastest-growing modes in the forecast from the largest-growing modes in the recent past. Indeed, this technique is designed to capture the fastest-growing errors during an assimilation cycle (Toth and Kalnay 1997).

Concerning model error, the multimodel approach samples model uncertainty by combining forecasts from different operational models. Conversely, multiphysics and multiparameter methods are based on the idea that the main source of error is the parameterization of subgrid-scale processes, and thus, different ensemble members have different combinations of physics schemes or different values of specific parameters within the same scheme (e.g., Stensrud et al. 2000; Du et al. 2015). Beyond these techniques, stochastic physics, such as, stochastically perturbed parameterization technique or stochastic kinetic energy backscatter scheme (Berner et al. 2009), aim at sampling sub-grid scale mechanisms. The former, introduced by Buizza et al. (1999), perturbs the physical parameterization tendencies of the state variables by means of stochastic terms. The latter represents uncertainties arising from interactions with unresolved scales by stochastically perturbing the parameterized upscale component available as a kinetic energy source. The ensemble generation strategy most widely used in operational centers consists of a combination of initial condition perturbations with multiphysics or stochastic parameterizations to account for model error (Buizza et al. 2018).

Despite the enormous increase in computational power over the last decades, the numerical forecast of crucial features of high-impact phenomena, such as location, timing, and intensity requires convection-allowing resolutions that cannot be operationally run for a global domain. In that case, in addition to the sources of errors arising from the initial fields and model inaccuracies, high-resolution limited area configurations must also account for the errors originating at the boundaries of the domain. This introduces another source of uncertainty that must be considered (Warner et al. 1997; Nutter et al. 2004; Saslo and...
Various authors highlight the importance of adequately sampling boundary condition uncertainties in mesoscale ensemble prediction systems. For instance, Saito et al. (2012) demonstrate that including boundary condition perturbations in both the breeding or assimilation cycles and the forecast improves both ensemble spread and skill.

Furthermore, a long-lasting weakness of high-resolution ensemble forecasts is their underdispersion (i.e., forecast spread lower than forecast errors). Zhu et al. (2012) and Clark et al. (2011) show examples of this problem for mesoscale ensembles. The insufficient initial spread inherited from the global model is not overcome by the mesoscale ensemble. For extreme events, which are by definition outliers of the climate distribution, underdispersion is highly critical as the value of the ensemble forecast strongly relies on its ability to depict scenarios involving the risk for a population in order to take adequate protective measures.

A simple solution to correct the underdispersion arising from an insufficient initial spread consists in inflating the initial perturbations (Zhu et al. 2013). However, the increase in ensemble spread produced by the inflation may cause an increase in forecast errors due to artificially high initial perturbations. In addition, a spin-up period is required to generate structures at the scales resolved by the high-resolution model when initial conditions are downscaled from a coarser resolution model. Therefore, it is more suitable to construct initial perturbations that consistently represent the errors present in the scales of interest for short-range mesoscale forecasts without the requirement of introducing unnatural perturbation amplitudes.

Among the different techniques to generate initial condition perturbations, the breeding method is best suited for the mesoscale, where nonlinearities can produce faster and higher error growth and propagation (Hohenegger and Schär 2007), as the full nonlinear model is used to generate the perturbations. In addition, this methodology is simple to implement, and its computational cost is low. Another documented advantage of bred vectors (BV) with respect to other ensemble generation strategies, such as singular vectors, is the reduced sensitivity to the norm used to define the growth and rescaling of BVs (Corazza et al. 2003). Nevertheless, BVs are prone to collapse into a low-dimensional space, and consequently ensembles based on BVs are frequently underdispersive (e.g., Bowler 2006; Palmer 2018). Different approaches have been proposed to tackle this challenge, such as the orthogonalization of BVs (Annan 2004; Keller et al. 2010); the introduction of random noise of a small amplitude to “keep BVs young”, the idea introduced by Kalnay (2008) and applied by Greybush et al. (2013), or the stochastically perturbed BVs proposed by Giggins and Gottwald (2019). In an operational context, the ensemble transform (ET) and ensemble transform with rescaling (ETR) have been used at NCEP (Wei et al. 2008). ET is an extension of the BV methodology, as ensemble perturbations for the next cycle are obtained from a transformation of previous cycle forecast perturbations. ETR introduces a regional rescaling process after applying ET.

An additional drawback of the standard breeding method is the limitation of the perturbation scales. Toth and Kalnay (1993) revealed that the scale of BVs is strongly constrained by the rescaling period. This poses a challenging problem when creating targeted perturbations at specific scales of interest, such as the convective scale. Short-range ensemble forecasts must account for fast growing errors which saturate at short lead times, as well as errors with a lower growth rate which saturate at subsequent lead times within the forecast range. Therefore, perturbations to both meso-γ and meso-α scales must be introduced to consider growing errors related to active convective systems, which have a high growth rate during the first hours of forecast, and errors associated with larger-scale systems, such as fronts or squall lines, with error saturation times close to short-range forecast lead time (i.e., 24–36 hours).

The most appropriate way to represent uncertainties at the mesoscale and convective scale remains an open question. The purpose of this work is to investigate new ensemble generation strategies, focusing on initial condition perturbations based on BVs, which allow increasing the ensemble diversity and spread of the standard breeding method in order to improve mesoscale ensemble forecasts of high-impact weather events over the Western Mediterranean. In addition, a technique drawn from the breeding method is designed to overcome the challenge of including initial condition perturbations across the full range of scales of interest for short-range forecasts.

The rest of the paper is structured as follows: The traditional arithmetic bred vector (ABV) methodology and different modifications are described in Section 2. In Section 3, the configurations of the model and the different ensemble experiments are explained in detail. Results are presented in Section 4, and the final section provides a summary and main conclusions.
2. Methodology

The theoretical concepts and tools applied and developed in this study are described in this section. The traditional arithmetic breeding rescaling is described, together with the modifications of the technique proposed in the literature to correct some of the deficiencies of the original method, such as logarithmic bred vectors (LBV) and orthogonal bred vectors (OBV). In addition, a new method is proposed to introduce a seamless scale representation in ensemble perturbations. The metrics used to quantify ensemble diversity and spread also are presented.

2.1 Breeding method

The traditional arithmetic breeding method designed by Toth and Kalnay (1993) consists of the following steps: A random perturbation is added to the analysis and the nonlinear forecast model is integrated for both the perturbed and the unperturbed initial conditions for a short time period. The bred vector (BV) is obtained as the difference between these two forecasts rescaled with some norm:

$$ BV = \frac{x_p - x_c}{\alpha}, $$

(1)

where $\alpha$ is a coefficient that depends on the norm selected. Traditional rescaling norms are arithmetic (e.g., rms amplitude), such as the following example:

$$ \alpha : \sqrt{\frac{1}{N} \sum_{i=1}^{N} (T_p - T_c)^2} = \text{constant}. $$

(2)

In this case, the coefficient $\alpha$ is chosen such that the root mean square difference (RMSD) of the temperature at some vertical level of interest is set to a constant value.

This rescaled perturbation, which is called ABV, is added to the next analysis, and the procedure is repeated. This rescaling criterion favors fast-growing modes, as other modes are damped by the repeated rescaling. BVs are a nonlinear extension of Lyapunov vectors, but they use finite perturbation amplitudes and are generated over a finite time interval (Kalnay et al. 2002). Given a dynamical system, the Lyapunov exponents can be used to characterize its behavior. When one or more Lyapunov exponents are positive, the system is chaotic, as the neighboring trajectories diverge. For predictability applications, we are interested in local properties. Accordingly, the leading local Lyapunov vector (LLV) can be defined as the vector toward which any random perturbation introduced a long time earlier will converge (Kalnay 2003). When multiple BVs are considered, the subspace of perturbations of the largest growth is sampled, and they do not converge to a single LLV due to nonlinear interactions and different regional characteristics (Toth and Kalnay 1997). At mesoscale, due to a highly nonlinear evolution of perturbations, small differences in the initial random perturbations have the potential to produce greater differences among BVs than at the synoptic scale.

An advantage of BVs is that they are finite fluctuations (Primo et al. 2005) as long as they are obtained from the difference between perturbed and unperturbed model integrations and thus result in a perturbation balanced with the dynamics of the model. However, the implications of this aspect in realistic atmospheric applications with an initial state provided by an analysis are not straightforward since the analysis produced by a data assimilation system is not a model state.

2.2 Logarithmic bred vectors

An additional breeding technique, LBVs, was proposed by Primo et al. (2008) in order to improve the diversity of BVs and ensemble spread. This technique differs from the traditional breeding technique through the use of a rescaling norm based on a geometrical mean:

$$ \alpha : \left[\prod_{i=1}^{N} |T_p - T_c|^{1/N} \right] = \text{constant}. $$

(3)

This rescaling is more coherent with the average exponential growth of perturbations and thus prevents the full perturbation to be dominated by the most localized modes. This is achieved as the weight of highly localized modes is modulated in with the geometrical mean, with respect to the arithmetic rescaling. Primo et al. (2008) and Pazó et al. (2011) show that LBVs perform better in terms of ensemble diversity for low-complexity toy models.

2.3 Orthogonal bred vectors

An alternative methodology proposed in the literature (e.g., Annan 2004; Keller et al. 2010) to increase bred vector diversity in toy or global models is orthogonalization. This technique is initialized analogously to arithmetic and logarithmic bred vectors. A random perturbation is added to the analysis and after a short integration, the difference between the control and the perturbed forecast is rescaled to a constant arithmetic norm. However, before the initialization of the next
cycle, the set of bred vectors is orthogonalized. The procedure consists of the following steps. First, a state vector perturbation is normalized per variable and level. Then, a perturbation matrix whose columns are the perturbation vector for each bred is constructed and is orthogonalized using a QR decomposition (e.g., Golub and VanLoan 1996). The original perturbation matrix is decomposed into an orthogonal matrix \( Q \) and an upper triangular matrix \( R \). The different resulting orthogonal perturbation vectors are rescaled back to their original amplitude, depending on the variable and model level. Then, the arithmetic rescaling is applied before adding the perturbation to the next analysis, and the process is then repeated. OBVs are the perturbations obtained before applying the orthogonalization for the next integration period, and thus, they are also finite fluctuations since they are obtained as a combination of model integrations.

2.4 Bred vectors tailored ensemble perturbations

The formalism introduced by Primo et al. (2008) allows the characterization of the spatiotemporal evolution of any finite perturbation with two parameters, \( \log \rho \) and \( \omega^2 \), defined as follows:

\[
\log \rho = \log \left( \prod_{i=1}^{N} |\delta x_i|^{1/N} \right),
\]

\[
\omega^2 = \frac{1}{N} \sum_{i=1}^{N} (\log \delta x_i - \log \rho)^2,
\]

where \( N \) is the total number of grid points considered, which are those grid points \( i \) where the perturbation \( \delta x_i \) is greater than 0. \( \log \rho \) represents the geometric mean of the perturbations and is related with its temporal growth, whereas \( \omega^2 \) represents the variance and is related to the spatial growth (Primo et al. 2005). The value of \( \log \rho \) is a measure of the amplitude of the perturbations. High \( \log \rho \) implies large mean perturbation amplitudes. By definition, LBVs have a fixed \( \log \rho \) value. Conversely, \( \omega^2 \) measures the scale of perturbations. High values of this parameter indicate generally small scale perturbations, whereas low values imply large scale perturbations.

The range of spatial scales represented by BV perturbations is limited and difficult to control due to the lack of tuning parameters in the generation technique, which have an influence on the bred scales. Indeed, \( \omega^2 \) of BVs is linked to its rescaling cycle frequency (Kalnay 2003), which, in turn, is commonly determined by operational cycle constraints. This arises from the fact that small scale perturbations grow fast but saturate at short times, whereas large-scale perturbations have a lower growth rate but saturate at later times.

The amplitude of a perturbation (i.e., \( \log \rho \)) can be modified by simply multiplying by the appropriate scalar. Conversely, the scale of a perturbation (\( \omega^2 \) in this context) can also be modified using a power transformation as follows:

\[
\beta = \frac{\omega}{\omega^*},
\]

\[
\delta x^* = \beta^{\omega^2},
\]

where \( \omega \) represents the original scale and \( \omega^* \) the new controllable scale of the perturbation. This \( \beta \)-transformation derives mathematically from the definition of \( \omega^2 \):

\[
\omega^2 = \left( \frac{\omega}{\beta} \right)^2 = \frac{1}{N\beta^2} \sum_{i=1}^{N} (\log \delta x_i - \log \rho)^2
\]

\[
= \frac{1}{N} \sum_{i=1}^{N} \left( \log \delta x_i^{1/\beta} - \log \rho \right)^2,
\]

\[
= \frac{1}{\beta} \log \rho = \frac{1}{\beta} \log \left( \prod_{i=1}^{N} |\delta x_i|^{1/\beta} \right)
\]

\[
= \log \left( \prod_{i=1}^{N} |\delta x_i|^{1/\beta} \right)^{1/N}.
\]

Hence, the rescaling of \( \omega \) is obtained through an exponential transformation of the perturbation. This approach allows one to introduce initial condition perturbations that cover the full range of scales of interest in a, e.g., short-range mesoscale ensemble forecast. In addition, the scale of the resulting perturbations is unlinked from the scale imposed by the breeding rescaling cycle. For instance, errors with large growth rate but small saturation time compared with the breeding rescaling time, which are associated with convective scale, can be sampled with this transformation. The two-dimensional power spectrum of two illustrative examples of perturbations (with \( \omega^2 \approx 1 \) and \( \omega^2 = 2.5 \)) clearly reveals the effect of the rescaling (Fig. 1). For high values of \( \omega^2 \), larger power spectrum amplitudes are found for a wider range of wavenumbers, including smaller scale perturbations. Therefore, this exponential transformation allows to sample uncertainties over an extensive array of scales.

Using this transformation, we propose a new method to generate initial condition perturbations based on BVs: the Bred Vectors Tailored Ensemble Perturbations (BVTEP) method. Mesoscale and local EPS may
benefit from highly localized IC perturbations generated from regular operational 6 h or 12 h cycles. We apply this method to BVs as modes of high growth, with the hypothesis that the growing properties are not considerably damaged when applying the $\omega^2$ tailored modification, so that the benefits of growing modes and spatial diversity of scales to build initial condition perturbations are combined in order to improve ensemble spread and skill.

With this method, we also explore perturbations constructed by combining multiple BVs and scales:

$$P_i = \sum_j \gamma_j \delta x_j^{\beta_j},$$

(8)

where $\gamma_j$ represents the weight given to each rescaled BV. In general, each perturbation is the result of the sum of different BVs ($\delta x$) rescaled at the selected $\omega$ with the corresponding $\beta_j$ and weighted by $\gamma_j$, which, in general, can be 0. Besides the advantages of sampling a wider range of scales, this technique also enables one to increase ensemble size at no bred generation cost because multiple rescaled BVs - with multiple $\omega$ - can be generated from a single bred vector. Hence, ensembles with larger sizes can be constructed with the proposed technique at low computational cost.

2.5 Ensemble dimension

Given the crucial impact of ensemble spread for the forecast of extreme events, we adopt the ensemble dimension (Bretherton et al. 1999; Patil et al. 2001) as a measure of the degree of diversity of a set of perturbations. This quantity is computed from the perturbations covariance matrix $C$, which is a $k \times k$ matrix for an ensemble of $k$ members:

$$C_{ij} = \frac{\langle b^{(i)}(x) b^{(j)'}(x) \rangle}{L \|b^{(i)}\|_2 \|b^{(j)'}\|_2},$$

(9)

where $\langle b^{(i)}(x) b^{(j)'}(x) \rangle = \sum b^{(i)}(x) b^{(j)'}(x)$, $b$ is the bred vector.
perturbation, \( L \) is the total number of grid points, and \( \| \cdot \|_2 \) denotes the 2-norm (i.e., RMSD). The ensemble dimension can be computed from the covariance matrix eigenvalues \( \mu_i \):

\[
D = \frac{\sum_{i=1}^{k} \sqrt{\mu_i}}{\sum_{i=1}^{k} \mu_i}.
\]  

(10)

\( D \) is a real value between 1, i.e., all perturbations are linear-dependent, and \( k \), i.e., all perturbations are orthogonal. An advantage of ensemble dimension over other measures of ensemble spread is that it truly quantifies the degree of diversity of the ensemble and is not affected by perturbation inflation. In other words, modifying the amplitude of the perturbations has no influence on ensemble dimension.

3. Experiment configuration

The performance of ABV, LBV and OBV presented in the previous section is analyzed by generating a set of BVs of each kind for a 3-month test period (1 September – 30 November 2014). The model used to conduct all the experiments is the WRF-ARW v3.9.1.1 (Skamarock et al. 2008). A domain with 30 vertical levels with a top pressure of 50 hPa is used for the generation of BVs. Physical parameterizations are the same for all simulations and include WRF Single-Moment 6-class scheme for microphysics (Hong and Lim 2006), RRTM scheme for longwave radiation (Mlawer et al. 1997), Dudhia scheme for shortwave radiation (Dudhia 1989), Eta similarity for surface layer (Janjic 1994), Noah Land Surface Model (Tewari et al. 2004), Mellor-Yamada-Janjic scheme for PBL (Janjic 1994), and Kain-Fritsch (Kain 2004) for cumulus. ECMWF analyses are used to provide initial and boundary conditions. The breeding rescaling period is set to 6 h, which corresponds to the time period between two available analyses.

3.1 Bred vectors in the parent domain

In order to consider uncertainty from the boundary conditions, a parent domain (Fig. 2a) with a horizontal resolution of 40 km is defined. Breeding cycles are initiated on 15 August 2014 at 00 UTC by randomly perturbing the model state variables (potential temperature perturbation, \( u \) and \( v \) wind components, and specific humidity) of the ECMWF analysis. The perturbation is applied at all vertical levels, except for the lowest and top levels, to avoid numerical instability issues. The breeding cycle is started several days before 1 September 2014, the beginning of the test period, to allow for a sufficient spin-up period. The model is integrated using both perturbed and unperturbed analysis for a time interval of 6 h, with boundary conditions provided by the six hourly ECMWF operational analyses. Boundary conditions are kept equal for the control and all perturbed runs. The parent domain has been defined large enough to prevent the use of a single external boundary condition from affecting BVs in the inner experimental domain. At rescaling times, the amplitude of the perturbation is measured with the norms described in Section 2, RMSD for ABV and \( \log \rho \) for LBV of the potential
temperature at a model level close to 850 hPa (Eqs. 2, 4). The perturbation is rescaled to a RMSD of 1 K or a log $\rho$ of -1.1. This choice in log $\rho$ is based on the values of log $\rho$ obtained with the arithmetic rescaling, so that the value of log $\rho$ of the logarithmic rescaling is equivalent to the mean log $\rho$ of the ABVs. The rescaling factor obtained is applied to all state variables and vertical levels. The resulting perturbation is added to the next ECMWF analysis, and the process is repeated. In order to avoid deviations from the actual meteorological field, re-centering on ECMWF analysis is performed every 6 h breeding cycle. Every 6 h control run is adapted to the ECMWF analysis valid on that time, and the rescaled perturbation needed to produce BVs is added to this field, thus avoiding high divergence of the forecasted and real meteorological fields.

Fig. 3. Potential temperature at model level 8 (nearly 850 hPa) for the 5 ABVs (left column), 5 LBVs (central column), and 5 OBVs (right column). Example taken on 7 November 2014 at 00UTC.
3.2 Bred vectors in the inner domain

The inner domain (Fig. 2b) has a horizontal resolution of 5 km. BVs are produced using the same configuration and re-centering of the initial condition of the parent domain with some changes: boundary conditions for control and perturbed runs in the inner domain are obtained from control and perturbed runs in the external domain; random perturbations are introduced 5 days later, on 20 August 2014 at 00 UTC, in order to have balanced fields at the boundary conditions; and LBVs are rescaled with a log ρ of -0.75, which corresponds to the mean log ρ of the ABVs at the inner domain. An illustrative example of ABV and LBV is presented in Fig. 3 (left and central columns). Regarding OBV, the orthogonalization process is only applied in the inner domain, and the ABVs in the parent domain are used to produce boundary conditions for these runs. An illustrative example of OBVs obtained is presented in Fig. 3 (right column).

3.3 Illustrative examples of ensemble forecasts

The different BVs (arithmetic, logarithmic and orthogonal) are obtained for the 3-month test period to construct initial condition perturbations. The same model configuration described for the BV generation is used for the forecast runs. Ensembles of all experiments have 11 members consisting of 5 twin perturbations (i.e. positive and negative) and a control forecast. For each experiment, two 36-h forecasts are run each day of the test period starting at 00 and 12 UTC. Boundary conditions for the inner domain are generated with a similar method used in the breeding generation. The set of boundary conditions generated with this procedure is used for all the experiments.

In order to test various generation strategies, a collection of five experiments is designed: A control experiment CNTL, whose initial perturbations are constructed by adding and subtracting each of the five ABVs, an analogous experiment based on LBVs, LOG, and three different configurations using the BVTEP method (Table 1). BVTEP NOCOMB uses perturbations constructed from the five available ABVs, one for each perturbation, rescaled to different values of ω chosen randomly from the generalized normal distribution presented in Fig. 4. This distribution resembles the uniform distribution but avoids discontinuities in the probabilities (Nadarajah 2005). Experiment BVTEP COMB combines multiple ABVs with different scales to generate each perturbation. Five values of ω are chosen randomly as described above and applied to each of the five ABVs. Then, the number of modified BVs used to construct each perturbation is chosen randomly, so that the perturbation may be constructed from a single ABV, or it may consist of a combination of the five ABVs with five different localizations with weights chosen randomly and applied so that the greatest factor is associated with the most localized term (i.e., highest ω). Experiment ORT uses one OBV to generate each perturbation and the potential of the BVTEP technique together with the orthogonalization of bred vectors is explored with the experiment ORT+BVTEP NOCOMB, with ORT

### Table 1

| Experiment     | Bred type         | No. of bred vectors for each pert. | Color        |
|----------------|-------------------|------------------------------------|--------------|
| CNTL           | Arithmetic        | 1                                  | Dark blue    |
| LOG            | Logarithmic       | 1                                  | Green        |
| BVTEP NOCOMB   | Arithmetic rescaled | 1                                | Red          |
| BVTEP COMB     | Arithmetic rescaled | 1–5                              | Light blue   |
| ORT            | Orthogonal        | 1                                  | Orange       |
| ORT+BVTEP NOCOMB | Orthogonal rescaled | 1                                | Magenta      |

Fig. 4. Generalized normal distribution with shape parameter $p = 10$, mean $\mu = 1.5$ and scale $\sigma = 0.5$. 

BVTEP NOCOMB uses perturbations constructed from the five available ABVs, one for each perturbation, rescaled to different values of $\omega$ chosen randomly from the generalized normal distribution presented in Fig. 4. This distribution resembles the uniform distribution but avoids discontinuities in the probabilities (Nadarajah 2005). Experiment BVTEP COMB combines multiple ABVs with different scales to generate each perturbation. Five values of $\omega$ are chosen randomly as described above and applied to each of the five ABVs. Then, the number of modified BVs used to construct each perturbation is chosen randomly, so that the perturbation may be constructed from a single ABV, or it may consist of a combination of the five ABVs with five different localizations with weights chosen randomly and applied so that the greatest factor is associated with the most localized term (i.e., highest $\omega$). Experiment ORT uses one OBV to generate each perturbation and the potential of the BVTEP technique together with the orthogonalization of bred vectors is explored with the experiment ORT+BVTEP NOCOMB, with ORT
perturbations rescaled with different values of $\omega$, identically to BVTEP NOCOMB.

The RMSD of potential temperature perturbation at model level 8 (close to 850 hPa) is the norm used to set up initial perturbations in CNTL, which is set to a constant value of 0.5 K. In order to allow for a fair comparison between CNTL and other experiments, the perturbation amplitude is adjusted to achieve an initial ensemble spread, measured as the root square of the mean variance, similar to the CNTL ensemble for different fields and model levels. When the BVTEP method is applied, perturbation amplitudes of all model levels and variables are set to a common log $\rho$ through a rescaling coefficient $\alpha'$, analogous to the bred orthogonalization process. The original $\omega$ is computed using the full state vector, the $\beta$ factor in Eq. (6) is computed and applied to the state vector, and then $\alpha'$ is used to rescale back the perturbations to their original magnitude. An upper bound is set for the perturbation amplitude to avoid exceeding the expected analysis error maxima, which may generate spurious imbalances between fields. Nevertheless, the influence of this adjustment in the results is negligible, as a large proportion of the perturbation is confined within the typical analysis error range.

3.4 Ensemble verification

The skill of the ensemble forecasts in the experiments is tested by means of different verification scores, such as the Rank Histogram (Anderson 1996; Talagrand et al. 1997) or the Continuous Rank Probability Score (CRPS) (Matheson and Winkler 1976; Haersbach 2000). Wind speeds at 850 hPa and 10 m, temperature at 850 hPa and 2 m, and 3-h precipitation accumulations are used in the verification as representative fields of relevant and challenging predictors at the mesoscale. Wind speed and temperature are verified against ECMWF analyses in order to cover the entire domain, while 3-h precipitation accumulations are verified against operational synoptic surface stations. We use station precipitation data from the HymEX database (http://mistrals.sedoo.fr/HyMeX/) due to the high frequency of measurements despite the limited geographical extent of the available data, mainly across France and Spain.

In order to focus on the experiments’ ability to predict active rainfall events and avoid the artificial and excessive influence of double-zero hits in the verification, we consider only cases with either at least one ensemble member or the observation is above 0.2 mm. Uncertainty of CRPS is estimated by generating 95% confidence intervals using the bootstrapping technique with 1000 resampling with replacements.

3.5 Case study: 7 November 2014 medicane

In order to better understand the spatial characteristics of the initial perturbations and the skill of each proposed experiment, we focus the analysis onto a single forecast with special relevance along the entire 3-month test period. The performance of CNTL and ORT+BVTEP NOCOMB ensembles is analyzed for a Mediterranean severe weather event. The event is a so-called Mediterranean hurricane or medicane, which are Mediterranean cyclones with tropical structure, including a free cloud eye (Emanuel 2005) but smaller in size than their tropical analogs. These cyclones cause intense winds and precipitation (e.g., Fita et al. 2007) which may severely affect coastal regions.

On 7 November 2014 an intense tropical-like cyclone formed over southern Sicily and impacted the islands of Pantelleria, Lampedusa, and Malta. Wind gusts of 42.7 m s$^{-1}$ and a minimum surface pressure of 985 hPa were registered in Malta during the event. A detailed physical and predictability analysis of this event can be found in the study by Carrió et al. (2017).

4. Results

4.1 Comparison of arithmetic, logarithmic, and orthogonal bred vectors

One of the main potential challenges when implementing the breeding technique is to avoid the collapse of the different BVs. For the ABVs and LBVs, the only source of diversity between different cycles in the inner domain is the initial random perturbation together with the differences in the boundary conditions that arise from the diversity of BVs in the parent domain, which in turn is only influenced by the initial random perturbations. For the OBVs, the orthogonalization at each rescaling period helps to prevent the collapse.

The degree of diversity between perturbations is quantified by means of RMSD between pairs of perturbations and with the ensemble dimension. The RMSD between perturbations does not converge to 0 for both ABV and LBV (Figs. 5a, b). Therefore, ABVs and LBVs generated with the above-described configuration do not collapse, as small differences can produce more diverse BVs after several rescaling periods, which is a typical characteristic of chaotic
Fig. 5. a), b), and c): Evolution of the RMSD between pairs of ABVs, LBVs and OBVs respectively, for the period September-November 2014. d) Ensemble dimension and e) 6-h growth rate for ABVs, LBVs, and OBVs over the test period.
systems. An interesting property of LBVs is that although their diversity is lower at the beginning of the period, they attain similar or even larger differences than ABVs by the middle of the test period. Indeed, perturbation growth is larger for LBVs during the first part of the test period. Regarding OBVs, the difference among all perturbations is also higher than in the case of ABVs or LBVs (see also values in Fig. 5c). In addition, their diversity is higher, which renders an ensemble dimension close to the maximum of 5 (Fig. 5d), so this methodology allows the creation of perturbations which sample a larger volume in the phase space. However, the dimension is lower than 5 because the BVs used in this analysis are taken from the model output, but before the next orthogonalization. The evolution of ensemble dimension is not constant throughout the test period, as it depends on the characteristics of the flow, which yields periods with more dominant instabilities characterized by lower dimension. An adequate measure to characterize instabilities is the growth rate $GR$, which we compute as the logarithm between the bred vector amplitude at the end of each 6-h interval before the rescaling, measured as the RMSD between the perturbed and the control runs, and the initial amplitude:

$$GR = \log\left(\frac{\text{RMSD}_{6h}}{\text{RMSD}_0}\right).$$  \hspace{0.5cm} (11)

Growth rates (Fig. 5e) fluctuate along the test period showing periods of higher instabilities with intense growth rates and other periods of low or negative growth rates. LBVs have the largest growth rates, which is consistent with the greater increase ensemble dimension. Conversely, OBVs present low growth rates, which may be due to the presence of decaying modes in the orthogonalised perturbations. For this reason, OBVs are used before the orthogonalisation when they retain a substantial part of the diversity and only the growing modes are present.

Another important aspect of the evolution of BVs is the range of scales displayed by the perturbations, which is quantified by $\omega^2$ (Eq. 5). The range of $\omega^2$ does not present any remarkable differences between ABVs, LBVs and OBVs (Fig. 6), but there are differences in the values of $\log \rho$ imposed by the rescaling procedure as LBVs are forced to have a prescribed $\log \rho$, whereas for ABVs this is not a fixed quantity. When $\log \rho$ is not fixed, perturbations with higher values of $\omega^2$ (i.e., more localized) are associated with lower values of $\log \rho$ and vice versa, which is consistent with the definitions of these quantities. Indeed, more localized perturbations are characterized by higher maxima and lower values elsewhere. Conversely, low localized perturbations render lower amplitude variability, yielding a higher mean perturbation amplitude (i.e., higher $\log \rho$).

4.2 Ensemble dimension

The spread generated in each experiment is assessed by means of ensemble dimension (Eq. 10). In order to analyze the evolution of the ensemble diversity with forecast time for each experiment, we compute the average over the test period of the ensemble dimension for each forecast lead time. Uncertainty of the mean ensemble dimension over the test period is estimated through the standard error of the mean. The maximum dimension at initial time is 5, as twin (i.e., anti-correlated) perturbations do not increase ensemble dimension. However, the evolution of these initial conditions under the nonlinear model dynamics weakens anti-correlation, rendering a substantial increase in ensemble dimension during the first forecast hours. No significant differences in ensemble dimension are observed between CNTL and LOG experiments beyond the 6-h lead time. However, BVTEP ensembles show interesting results. Ensemble dimension is significantly larger for the BVTEP NOCOMB experiment during the first 24 h, proving that increasing the range of scales represented in the initial perturbations has a positive effect on ensemble forecast diversity. However, the BVTEP COMB experiment yields an average ensemble dimension slightly lower than CNTL (Fig. 7). This reveals that the combination of multiple BVs in a perturbation, despite the scale being...
modified, reduces the overall ensemble initial diversity. The difference between perturbations obtained applying Eq. (8) when all available BVs are considered is the assignment of each value of $\omega$ to each bred. If all BVs are similar, the application of Eq. (8) would result in an ensemble with low initial diversity. In order to avoid this problem, the number of BVs considered to generate each perturbation is chosen randomly, but for some days of the test period, the initial ensemble dimension is still considerably lower than CNTL (Fig. 8). Therefore, the linear combination of tailored BVs per se does not contribute to the increase in ensemble dimension. The orthogonalization of BVs has a great impact on ensemble dimension, rendering a significantly higher ensemble dimension with respect to control for all lead times considered. The combination of OBV with the BVTEP method shows the best performance with an initial dimension and growth rate higher than the rest of the experiments. The introduction of multiple scales also results in an increase in ensemble dimension with respect to the original OBVs (not shown). Since boundary conditions are the same for all experiments, the differences between experiments approach ensemble dimension of the given lateral boundary perturbations with lead time. However, ORT+BVTEP NOCOMB still has considerably larger ensemble dimension than any other experiment after 24-h lead time.

4.3 Ensemble verification

The spread of an ensemble should represent the spread of the real underlying distribution. A Talagrand diagram or Rank Histogram can be constructed to test this property. Rank histograms for 850 hPa wind speed show underdispersive ensembles for all experiments (Fig. 9). However, experiments show different spreads, indicating the ability of each ensemble generation strategy to effectively introduce higher diversity in the forecast. BVTEP NOCOMB has a positive impact on the reduction of the number of outliers with respect to control, especially for short lead times when the influence of initial conditions is higher than the effects of boundary conditions, which are the same for all configurations. In this case, the introduction of multiple scales of interest into the initial perturbations through the exponential rescaling of the ABVs allows to sample a broader range of possible scenarios outperforming traditional ABVs. A considerable improvement is obtained using OBVs, and the combination of orthogonal bred vectors with the modification of the localization of perturbations provides the best results with a fairly flat histogram for a 6-h lead time and with a considerable improvement for longer lead times. Hence, the greater diversity obtained with OBV combined the positive impact of including multiple scales produces a more adequate sampling of the initial condition uncertainty. LOG and BVTEP COMB show similar rank histogram to CNTL, which is in agreement with the ensemble dimension results. Indeed, experiments with higher dimension (i.e., diversity) yield flatter rank histograms. Therefore, the rescaling used in the bred vector generation has no
significant impact on mesoscale ensemble forecasts under realistic conditions, which is coherent with other studies (e.g., Corazza et al. 2003). Regarding precipitation, rank histograms also show an improvement in terms of lower frequencies of outliers for BVTEP NOCOMB, ORT, and ORT+BVTEP NOCOMB. However, for 3-h precipitation accumulations, differences among experiments are lower than for 850 hPa wind speed (Fig. 10).

An additional verification score, the CRPS, which is designed to measure the distance between the truth PDF and the forecasted one, is computed and analyzed for all experiments. In particular, CRPS for 850-hPa and 10-m wind speed (Figs. 11a, b) shows that the BVTEP NOCOMB and especially ORT and ORT+BVTEP NOCOMB method improve upon the CNTL ensemble (i.e., lower CRPS), particularly for short lead times, being ORT+BVTEP NOCOMB the method which yields the best performance, whereas LOG and BVTEP COMB perform similarly to CNTL. The decomposition of CRPS into its different components reveals that the improvement in CRPS is related to an improvement in reliability, as resolution is very similar across experiments. Similar behavior is obtained for temperature (Figs. 11c, d), although the differences between experiments are lower. Given the large amount of available observations due to the use of analysis to perform the verification, confidence intervals are narrow, making small differences significant. Regarding 3-h precipitation accumulations against rain-gauge observations, ORT+BVTEP NOCOMB performs the best (Figs. 11e, f), especially for longer lead times, although the differences between experiments are not significant. The reason for this unexpected behavior is allegedly attributed to the spin-up time after a cold start of each 36-h forecast. The spin-

---

**Fig. 9.** Rank histogram for 850-hPa wind speed at lead times: a) 6 h, b) 12 h, c) 18 h and d) 24 h.
up after a cold start is particularly important for precipitation fields. In addition, the bias score (Fig. 12) reveals a lower overprediction (Bias > 1) of 18- and 24-h forecasts for low thresholds, but a higher underprediction (Bias < 1) for high thresholds. The greater number of low precipitation observations, which present a lower bias for longer lead times, could explain the behavior of CRPS, although the differences of CRPS with lead time are not significant. As for the wind speed and temperature, improvements in CRPS originate from better reliability.

4.4 Case study

In order to better understand the impact of each perturbation generation strategy on ensemble skill, we focus our attention on a remarkable episode that occurred during the experimental test period. The different bred vectors produced in the cycles before the formation of the 7 November medicane illustrate characteristics of each method investigated. By design, it is expected that BVs highlight areas with strong instabilities, and thus, perturbations should focus on the medicane formation region. Indeed, ABVs and OBVs show perturbations concentrated near Sicily on 7 November at 00 UTC, whereas 12 h earlier, they are more scattered over the domain (Fig. 13). Despite the greater diversity of OBVs over the full domain, BVs of the cycle corresponding to 6 November at 12 UTC highlight regions in the vicinity of Sicily, whereas the maximums for ABVs are located near Corsica and Sardinia, as well as over the Adriatic. Therefore, in addition to producing larger spread, OBVs also emphasize better regions of high uncertainty than ABVs.

Medicanes are a paradigmatic example of a high-impact phenomenon with low predictability. In order to assess the ability of CNTL and ORT+BVTEP

Fig. 10. As in Fig. 9 for the 3-h accumulated precipitation.
Fig. 11. CRPS and Reliability component of the CRPS as a function of lead time for the different experiments for a), b) 850-hPa (solid) and 10-m (dashed) wind speed; c), d) 850 hPa (solid) and 2 m (dashed) temperature; and e), f) 3-h accumulated precipitation. Error bars in panels e) and f) represent the 95% confidence interval obtained from 1000 bootstrap samples. Error bars for wind and temperature are omitted because they are too narrow to be appreciated.
NOCOMB to predict the event, the probability of sea level pressure below 990 hPa on 7 November at 12 UTC is computed for forecasts started 12h earlier. This time corresponds to the moment of maximum intensification of the medicane in analyses. The ORT+BVTEP NOCOMB experiment shows higher probabilities of low pressure and the region of low pressures is closer to the actual medicane than for the CNTL ensemble (Fig. 14).

In addition, the predicted medicane trajectories are inspected and compared with the observed cyclone track. The differences between CNTL and ORT+BVTEP NOCOMB are small (Fig. 15). Both ensembles have members close to the observed track during the first hours of simulation, passing through Malta. Nevertheless, none of the members is able to reproduce the final northward evolution of the medicane along the east coast of Sicily. The inclusion of model error in the ensembles and the use of a higher resolution in simulations could potentially improve the forecast for this extreme event. In addition, a domain centered over the region where the medicane formed would allow to emphasize the effect of initial condition perturbations from the effect of boundary conditions.

5. Conclusions

In this study, we explore the potential of bred vectors to contribute to the advancement of the prediction of mesoscale phenomena that produce high social impact. A fundamental challenge for mesoscale ensemble generation methods is the production of sufficient spread to adequately sample infrequent and extreme events in the distribution of predicted scenarios. We test the ability of arithmetic, logarithmic and orthogonal breeding techniques to generate improved mesoscale ensemble initial condition perturbations, and eventually better forecasts. Logarithmic bred vectors are rescaled using a geometrical mean norm instead of the original arithmetic norm. The use of orthogonalization processes improves upon the former, as collinearity among bred cycles is removed by design. Building upon this, we propose a method to generate ensemble initial condition perturbations containing a controllable range of spatial scales. These tailored perturbations allow the ensemble designer to target specific spatial scales of interest without modifying the bred rescaling period, typically forced by operational constraints.

By means of experimental ensembles run over a 3 month period with 2 forecasts per day and 36 h forecasts with 11 members, we benchmark each considered method with special attention on the ensemble diversity and skill. The ensemble diversity produced by each perturbation generation method is first tested with the so-called ensemble dimension, which quantifies the number of linearly independent members in the ensemble. In other words, this quantity measures the dimension of the subspace sampled by the perturbations. A first comparison between arithmetic and logarithmic experiments indicates that no significant differences are observed between them in terms of diversity. Despite the demonstrated differences between these two norms previously found in the literature for toy models, using LBVs does not have an impact with respect to the original ABVs in realistic mesoscale ensemble configurations. The fact that, conversely to toy models, realistic mesoscale ensembles run over limited area domains introduces the requirement for boundary conditions, and the system becomes non-autonomous. Thus, the need for boundary conditions in real models cancels the benefits of logarithmic rescaling reported for toy models. However, when orthogonalization is used, the diversity of the perturbations is significantly increased.

From the various flavors of BVs generated, multiple ensemble building strategies are tested. The original
Fig. 13. $u$-wind component of BVs at model level 5 (close to 925 hPa) for two ABVs (a, b and e, f) and two OBVs (c, d and g, h) bred vectors valid on 6 November 2014 at 12 UTC (a–d) and 7 November 2014 at 00 UTC (e–h). BV values represented are normalized to the 99.99 percentile.
The arithmetic method by Toth and Kalnay (1993) is labeled as control. The method of tailored perturbations clearly enhances ensemble diversity and skill when only the localization (spatial scale) of a BV is altered, but it is not the case when multiple BVs are combined into a single perturbation (i.e., in an ensemble member). Therefore, the results demonstrate that introducing (i.e., sampling) a wider range of scales in the initial condition perturbations than merely those dynamically generated by the breeding cycle improves ensemble diversity and skill. Contrary to the initial hypothesis, the linear combination of multiple modified perturbations damages the initial dimension and also ensemble forecast dimension at later lead times. The results confirm that the mesoscale generation method that produces the best diversity and verification results combines OBVs with tailored perturbations to generate initial perturbations that sample a wide range of spatial scales. Indeed, the key to its success is that the initially higher dimension of OBVs is enhanced with the tailored method, and the subsequent forecast also has considerably higher dimension than the other tested experiments for lead times up to 36 h. Additionally, this experiment exhibits the best forecast skill from the perspective of different verification scores. It is noteworthy that the results for ensemble dimension and the various verification scores are similar, so that the skill is improved when the ensemble dimension

Fig. 14. Probability of sea level pressure below 990 hPa for a) CNTL and b) ORT+BVTEP NOCOMB ensembles (shaded) valid on 7 November 2014 at 12 UTC (T+12 h). Solid lines depict the sea level pressure analysis field.

Fig. 15. Medicane tracks for CNTL ensemble members (blue lines on the left panel) and ORT+BVTEP NOCOMB (magenta lines on the right panel) from 7 November at 12 UTC to 8 November at 06 UTC. Black line represents the observed track.
(i.e., the diversity) is higher.

Despite the significant improvements obtained from the new proposed method, all ensembles show some degree of underdispersion. This can partially be attributable to the particular configuration of the boundary conditions used (same boundary data for all experiments) and also to the presence of additional sources of error, such as model error, which is not sampled in these experiments.

The analysis of an extreme event occurred during the test period, the 7 November 2014 medicane, illustrates the characteristics of each ensemble initial condition generation method tested. ABVs and OBVs highlight the areas of intense instabilities prior to the formation of the medicane, as it is expected by the design of the breeding methodology. The performance of ensembles initiated from arithmetic, and orthogonal tailored bred vectors shows only minor differences among them in cyclone track, although the ORT+BVTEP NOCOMB experiment shows improvements in minimum pressure location for the time of maximum intensification.

The potential of the new ensemble generation method consisting of the combination of OBVs with a tailored method to generate perturbations to initialize mesoscale ensemble prediction systems has been investigated and confirmed. These solid and promising results open the door to more ambitious tests, including the sampling of model error by means of multiphysics or stochastic parameterization setups, as well as larger ensemble sizes and higher spatial resolutions that allow the improvement the forecasts of severe weather phenomena in the short-range.
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