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Abstract. We study regularity criteria for the $d$-dimensional incompressible Navier-Stokes equations. We prove in this paper that if $u \in L^\infty_t L^d_x((0,T) \times \mathbb{R}^d)$ is a Leray-Hopf weak solution, then $u$ is smooth and unique in $(0,T) \times \mathbb{R}^d$. This generalizes a result by Escauriza, Seregin and Šverák [5]. Additionally, we show that if $T = \infty$ then $u$ goes to zero as $t$ goes to infinity.

1. Introduction

In this paper we consider the incompressible Navier-Stokes equations in $d$ spatial dimensions with unit viscosity and zero external force:

$$
\partial_t u + u \cdot \nabla u - \Delta u + \nabla p = 0, \quad \text{div } u = 0 \quad (1.1)
$$

for $x \in \mathbb{R}^d$ and $t \geq 0$ with the initial condition

$$
u(0,x) = a(x), \quad x \in \mathbb{R}^d. \quad (1.2)
$$

Here $u$ is the velocity and $p$ is the pressure.

For sufficiently regular data $a$, the local strong solvability of such problems is well known (see, for example, [13], [9], [33] and [14]). The solution is unique and locally smooth in both spatial and time variables. On the other hand, the global in time strong solvability is an outstanding open problem for $d \geq 3$.

Another important type of solutions are called Leray-Hopf weak solutions (see Section 2.1 for the notation and definition). In the pioneering works of Leray [20] and Hopf [12], it is shown that for any divergence-free vector field $a \in L^2$, there exists at least one Leray-Hopf weak solution of the Cauchy problem (1.1)-(1.2) on $(0,\infty) \times \mathbb{R}^d$. Although the problems of uniqueness and regularity of Leray-Hopf weak solutions are...
still open, since the seminal work of Leray there is an extensive literature on conditional results under various criteria. The most well-known condition is so-called Ladyzhenskaya-Prodi-Serrin condition, that is for some $T > 0$

$$u \in L^r_t L^q_x(\mathbb{R}^{d+1}_T),$$

where the pair $(r, q)$ satisfies

$$\frac{2}{r} + \frac{d}{q} \leq 1, \quad q \in (d, \infty].$$

Under the condition (1.3), the uniqueness of Leray-Hopf weak solutions was proved by Prodi [22] and Serrin [28], and the smoothness was obtained by Ladyzhenskaya [15]. For further results, we refer the reader to [8], [30], [31] and recent [2], and references therein. The borderline case $(r, q) = (\infty, d)$ is much more subtle since the result cannot be proved by usual methods using the local smallness of certain norms of $u$ which are invariant under the natural scaling

$$u(t, x) \rightarrow \lambda u(\lambda^2 t, \lambda x), \quad p(t, x) \rightarrow \lambda^2 p(\lambda^2 t, \lambda x).$$

(1.4)

For $d = 3$, this case was studied recently by Escauriaza, Seregin and Šverák in a remarkable paper [5]. The main result of [5] is the following theorem.

**Theorem 1.1** (Escauriaza, Seregin and Šverák). Let $d = 3$. Suppose that $u$ is a Leray-Hopf weak solution of the Cauchy problem (1.1)-(1.2) in $(0, T) \times \mathbb{R}^3$ and $u$ satisfies the condition (1.3) with $(r, q) = (\infty, 3)$. Then $u \in L^4_5((0, T) \times \mathbb{R}^3)$, and hence it is smooth and unique in $(0, T) \times \mathbb{R}^3$.

Before we give a description of Theorem 1.1 we shall recall another important concept, the partial regularity of weak solutions. The study of partial regularity of the Navier-Stokes equations was originated by Scheffer in a series of papers [23, 24, 25]. In three space dimensions, he established various partial regularity results for weak solutions satisfying the so-called local energy inequality. For $d = 3$, the notion of *suitable weak solutions* was introduced in a celebrated paper [1] by Caffarelli, Kohn and Nirenberg. They called a pair $(u, p)$ a suitable weak solution if $u$ has finite energy norm, $p$ belongs to the Lebesgue space $L^{5/4}$, $u$ and $p$ are weak solutions to the Navier-Stokes equations and satisfy a local energy inequality. It is proved that, for any suitable weak solution $(u, p)$, there is an open subset in which the velocity field $u$ is Hölder continuous, and the complement of it has zero 1-D Hausdorff measure. In [21], with zero external force, Lin gave a more direct and sketched proof of Caffarelli, Kohn and Nirenberg’s result. A detailed
treatment was then later given by Ladyzhenskaya and Seregin in [18]. For other results in this direction, we refer the reader to [31], [11], [3] and references therein.

The proofs in [5] are highly nontrivial and rely on certain regularity criteria in the light of [1], [21] and [18]. That is, roughly speaking, if some scaling invariant quantities are small then the solution is locally regular. Another main ingredient of the proof is a backward uniqueness theorem of heat equations with bounded coefficients of lower order terms in the half space (see also [3]). Under an additional assumption on the pressure, there are some extensions of Theorem 1.1 to the half space case and the bounded domain case; we refer the reader to [26] and [19] for some results in this direction. Another interesting open problem is the extension to the higher dimensional Navier-Stokes equations. It seems to us that the argument in [5] breaks down in several places when $d \geq 4$. In particular, the regularity criterion, Theorem 2.2 [5], is unknown for the higher dimensional Navier-Stokes equations.

We now state the main results of the article.

**Theorem 1.2.** Let $d \geq 3$, $K > 0$ and $T \in (0, \infty)$. Suppose that $u$ is a Leray-Hopf weak solution of the Cauchy problem (1.1)-(1.2) in $(0, T) \times \mathbb{R}^d$ and $u$ satisfies the condition

$$u \in L^t_t L^d_d((0, T) \times \mathbb{R}^d), \quad \|u\|_{L^\infty_t L^d_d((0, T) \times \mathbb{R}^d)} \leq K.$$  

Then $u \in L^d_{d+2}((0, T) \times \mathbb{R}^d)$, and hence it is smooth and unique in $(0, T) \times \mathbb{R}^d$.

**Theorem 1.3.** Let $d \geq 3$ and $K > 0$. Suppose that $u$ is a Leray-Hopf weak solution of the Cauchy problem (1.1)-(1.2) in $(0, \infty) \times \mathbb{R}^d$ and $u$ satisfies the condition

$$u \in L^t_t L^d_d((0, \infty) \times \mathbb{R}^d), \quad \|u\|_{L^\infty_t L^d_d((0, \infty) \times \mathbb{R}^d)} \leq K.$$  

Then $u$ is smooth and unique in $(0, \infty) \times \mathbb{R}^d$. Moreover, we have

$$\lim_{t \to \infty} \|u(t, \cdot)\|_{L^\infty} = 0.$$  

We give a brief description of our argument. As in [5] we prove by contradiction and blow up the solution near a singular point at the first blow-up time to obtain a sequence of solutions $\{u_k\}$. The limiting function $u_\infty$ of this sequence is a suitable weak solution of the Navier-Stokes equations. Note that the solutions $u_k$ are smooth before the first blow-up time. As we mentioned before, we are not able to establish a regularity criterion similar to Theorem 2.2 [5], which says if certain scaling invariant quantities are small then the solution is locally Hölder continuous. Instead we use a modified one. Roughly speaking,
we show that if the solutions are smooth, the \( L_\infty^t L_\infty^d \) norm is bounded and some scaling invariant quantities are small, then we have a priori \( L_\infty \) bound for the solutions on a much smaller ball. Here the point is the a priori \( L_\infty \) bound only depends on the \( L_\infty^t L_\infty^d \) norm and the dimension. This regularity criterion together with the \( L_p \)-convergence of \( u_k \) yields the local boundedness of \( u_\infty \) outside a large cylinder. The local boundedness implies the local smoothness of \( u_\infty \). Then we use the backward uniqueness proved \([5]\) to see that \( u_\infty \) is equivalent to zero outside a large cylinder, which further implies that \( u_\infty \equiv 0 \) by using the spatial analyticity of strong solutions and the weak-strong uniqueness of the Navier-Stokes equations. This means the sequence \( u_k \) converges to zero in \( L_p \) on any compact set. Going back to the original solution \( u \) we see that the modified regularity criterion applies, which gives a contradiction and proves Theorem 1.2. To prove Theorem 1.3, we notice that \( u \) is in \( L_4^t ((0, \infty) \times \mathbb{R}^d) \), which implies the smallness of its \( L_4 \) norm in \((T, \infty) \times \mathbb{R}^d \) for large \( T \). Then we use the modified regularity criterion again and the scaling \((1.4)\). We remark that a decay result similar to that of Theorem 1.3 was obtained in \([7]\) by using a completely different method.

The remaining part of the article is organized as follows. We give a few definitions and prove several preliminary results in the next section. In Section 3, we prove a key estimate (Proposition 3.1) about the scaling invariant quantities and construct a sequence of solutions by blowing up the solution at a singular point. Section 4 is devoted to the proof of a local boundedness estimate (Theorem 4.1). We finish the proof of Theorem 1.2 and 1.3 in Section 5.

2. Preliminaries

We make a few preparations in this section. We use the notation in \([18]\). Let \( \omega \) be a domain in some finite-dimensional space. Denote \( L_p(\omega; \mathbb{R}^n) \) and \( W^k_p(\omega; \mathbb{R}^n) \) to be the usual Lebesgue and Sobolev spaces of functions from \( \omega \) into \( \mathbb{R}^n \). Denote the norm of the spaces \( L_p(\omega; \mathbb{R}^n) \) and \( W^k_p(\omega; \mathbb{R}^n) \) by \( \| \cdot \|_{L_p(\omega)} \) and \( \| \cdot \|_{W^k_p(\omega)} \) respectively. As usual, for any measurable function \( u = u(x,t) \) and any \( p, q \in [1, +\infty] \), we define

\[
\| u(x,t) \|_{L^p_t L^q_x} := \| u(x,t) \|_{L^p_t L^q_x},
\]

For summable functions \( p, u = (u_i) \) and \( \tau = (\tau_{ij}) \), we use the following differential operators

\[
\partial_t u = u_t = \frac{\partial u}{\partial t}, \quad u_{i,j} = \frac{\partial u}{\partial x_i}, \quad \nabla p = (p_i), \quad \nabla u = (u_{i,j}), \quad \text{div} u = u_{i,i}, \quad \text{div} \tau = (\tau_{ij}), \quad \Delta u = \text{div} \nabla u,
\]
which are understood in the sense of distributions. We use the notation of spheres, balls and parabolic cylinders,

\[ S(x_0, r) = \{ x \in \mathbb{R}^4 \mid |x - x_0| = r \}, \quad S(r) = S(0, r), \quad S = S(1); \]

\[ B(x_0, r) = \{ x \in \mathbb{R}^4 \mid |x - x_0| < r \}, \quad B(r) = B(0, r), \quad B = B(1); \]

\[ Q(z_0, r) = B(x_0, r) \times (t_0 - r^2, t_0), \quad Q(r) = Q(0, r), \quad Q = Q(1). \]

Also we denote mean values of summable functions as follows

\[ [u]_{x_0, r}(t) = \frac{1}{|B(r)|} \int_{B(x_0, r)} u(x, t) \, dx, \]

\[ (u)_{z_0, r} = \frac{1}{|Q(r)|} \int_{Q(z_0, r)} u \, dz. \]

We recall the following well-known interpolation inequality.

**Lemma 2.1.** For any functions \( u \in W^1_2(\mathbb{R}^d) \) and any \( q \in [2, 2d/(d-2)] \) and \( r > 0 \),

\[
\int_{B_r} |u|^q \, dx \leq N(q) \left[ \left( \int_{B_r} |\nabla u|^2 \, dx \right)^{d(q/4-1)/2} \left( \int_{B_r} |u|^2 \, dx \right)^{q/2-d(q/4-1/2)} + r^{-d(q-2)/2} \left( \int_{B_r} |u|^2 \, dx \right)^{q/2} \right].
\]

\[
(2.1)
\]

### 2.1. Leray-Hopf weak solutions.

We denote \( \dot{C}_0^\infty \) the space of all divergence-free infinitely differentiable vector fields with compact support in \( \mathbb{R}^d \). Let \( \dot{J} \) and \( \dot{J}_2^1 \) be the closure of \( \dot{C}_0^\infty \) in the spaces \( L_2 \) and \( W^1_2 \), respectively. For any \( T \in (0, \infty) \), denote

\[ \mathbb{R}^{d+1}_T = (0, T) \times \mathbb{R}^d. \]

By a Leray-Hopf weak solution of (1.1)-(1.2) in \( \mathbb{R}^{d+1}_T \), we mean a vector field \( u \) such that:

i) \( u \in L_\infty(0, T; \dot{J}) \cap L_2(0, T; \dot{J}_2^1); \)

ii) the function \( t \to \int_{\mathbb{R}^d} u(t, x) \cdot w(x) \, dx \) is continuous on \([0, T]\) for any \( w \in L_2; \)

iii) the equation (1.1) holds weakly in the sense that for any \( w \in \dot{C}_0^\infty(\mathbb{R}^{d+1}_T), \)

\[
\int_{\mathbb{R}^{d+1}_T} (-u \cdot \partial_t w - u \otimes u : \nabla w + \nabla u : \nabla w) \, dx \, dt = 0; \quad (2.2)
\]

iv) The energy inequality:

\[
\frac{1}{2} \int_{\mathbb{R}^d} |u(t, x)|^2 \, dx + \int_{\mathbb{R}^d_t} |\nabla u|^2 \, dx \, ds \leq \frac{1}{2} \int_{\mathbb{R}^d} |a(x)|^2 \, dx
\]
holds for any \( t \in [0, T] \), and we have
\[
\| u(t, \cdot) - a(\cdot) \|_{L^2} \to 0 \quad \text{as} \quad t \to 0.
\]

It is well known that for any \( a \in \dot{J} \), there exists at least one Leray-Hopf weak solution of the Cauchy problem (1.1)-(1.2) on \((0, \infty) \times \mathbb{R}^d\) (see [20] and [12]).

2.2. Suitable weak solutions. The definition of suitable weak solutions was introduced in [1] (see also [21] and [18]). Let \( \omega \) be an open set in \( \mathbb{R}^d \). By a suitable weak solution of the Navier-Stokes equations on the set \((0, T) \times \omega \), we mean a pair \((u, p)\) such that
\[
\begin{align*}
&i) \quad u \in L^\infty(0, T; \dot{J}) \cap L^2(0, T; \dot{J}^1) \quad \text{and} \quad p \in L^{d/2}((0, T) \times \omega); \\
&ii) \quad u \text{ and } p \text{ satisfy equation (1.1) in the sense of distributions (2.2).} \\
&iii) \quad \text{For any } t \in (0, T) \text{ and for any nonnegative function } \psi \in C_0^\infty(\mathbb{R}^d) \text{ vanishing in a neighborhood of the parabolic boundary } \{t = 0\} \times \omega \cup [0, T] \times \partial \omega, \text{ we have the local energy inequality}
\end{align*}
\]
\[
\text{ess sup}_{0 < s \leq t} \int_\omega |u(s, x)|^2\psi(s, x)\,dx + 2 \int_{(0, t) \times \omega} |\nabla u|^2\psi\,dx\,ds \\
\leq \int_{(0, t) \times \omega} \{ |u|^2(\psi_t + \Delta \psi) + (|u|^2 + 2p)u \cdot \nabla \psi \}\,dx\,ds. \quad (2.3)
\]

2.3. Scaling invariant quantities. The following notation will be used throughout the article:
\[
A(r) = A(r, z_0) = \text{ess sup}_{t_0 - r^2 \leq t \leq t_0} \frac{1}{r^{d-2}} \int_{B(x_0, r)} |u(x, t)|^2\,dx,
\]
\[
E(r) = E(r, z_0) = \frac{1}{r^{d-2}} \int_{Q(z_0, r)} |\nabla u|^2\,dz,
\]
\[
C(r) = C(r, z_0) = \frac{1}{r^{d-4/(d+1)}} \int_{Q(z_0, r)} |u|^{2(d+3)/(d+1)}\,dz,
\]
\[
D(r) = D(r, z_0) = \frac{1}{r^{d-4/(d+1)}} \int_{Q(z_0, r)} |p|^{(d+3)/(d+1)}\,dz.
\]

We notice that these quantities are all invariant under the natural scaling (1.4).

We shall use the following two lemmas involving these quantities.

**Lemma 2.2.** Let \( \rho > 0, \varepsilon > 0 \) be constants and \((u, p)\) a pair of suitable weak solution of (1.1). Suppose \( Q(z_0, \rho) \subset \mathbb{R}^d_{t+1} \) and
\[
C(\rho) + D(\rho) \leq \varepsilon^{2(d+3)/(d+1)}.
\]
Then under the condition \([1.5]\), we have
\[
A(\rho/2) + E(\rho/2) \leq N\varepsilon^2.
\]

**Proof.** By a scaling argument, we may assume without loss of generality that \(\rho = 1\). In the energy inequality \([2.3]\), we put \(t = t_0\) and choose a suitable smooth cut-off function \(\psi\) such that
\[
\psi \equiv 0 \text{ in } \mathbb{R}^{d+1}_{t_0} \setminus Q(z_0, 1), \quad 0 \leq \psi \leq 1 \text{ in } \mathbb{R}^{d+1}_T,
\]
\[
\psi \equiv 1 \text{ in } Q(z_0, 1/2), \quad |\nabla \psi| < N, \quad |\partial_t \psi| + |\nabla^2 \psi| < N \text{ in } \mathbb{R}^{d+1}_{t_0}.
\]
By using \([2.3]\), we get
\[
A(1/2) + 2E(1/2) \leq N \int_{Q(z_0, 1)} |u|^2 \, dz + N \int_{Q(z_0, 1)} (|u|^2 + 2|p|)|u| \, dz.
\]
Due to Hölder’s inequality, one can obtain
\[
\int_{Q(z_0, 1)} |u|^2 \, dz \leq N(C(1))^{(d+1)/(d+3)} \leq N\varepsilon^2,
\]
and
\[
\int_{Q(z_0, 1)} (|u|^2 + 2|p|)|u| \, dz
\leq N \left( \int_{Q(z_0, 1)} |u|^{\frac{d+3}{d+1}} \, dz \right)^\frac{d+1}{d+3} \left( \int_{Q(z_0, 1)} |u|^{\frac{2(d+3)}{d+1}} + |p|^{\frac{d+3}{d+1}} \, dz \right)^\frac{d+3}{d+1}
\leq N \left( \int_{Q(z_0, 1)} |u|^d \, dz \right)^\frac{1}{d} \left( C(1) + D(1) \right)^{(d+1)/(d+3)}
\leq N\varepsilon^2,
\]
where in the last inequality we used \([1.5]\). The conclusion of Lemma \([2.2]\) follows immediately. \(\square\)

**Lemma 2.3.** Suppose \(\gamma \in (0, 1/2], \rho > 0\) are constants and \(Q(z_0, \rho) \in \mathbb{R}^{d+1}_T\). Then we have
\[
D(\gamma\rho) \leq N[\gamma^{-d+4/(d+1)}C(\rho) + \gamma^{4/(d+1)}D(\rho)]. \quad (2.4)
\]

**Proof.** Let \(\eta(x)\) be a smooth function on \(\mathbb{R}^d\) supported in the unit ball \(B(1), 0 \leq \eta \leq 1\) and \(\eta \equiv 1\) on \(\bar{B}(2/3)\). It is known that for a.e. \(t \in (t_0 - \rho^2, t_0)\), in the sense of distribution one has
\[
\Delta p = D_{ij}(u_i u_j). \quad (2.5)
\]
For these \(t\), we consider the decomposition
\[
p = p_{x_0,\rho} + h_{x_0,\rho} \quad \text{in } B(x_0, \rho),
\]
where \( p_{x_0, \rho} \) is the Newtonian potential of
\[
D_{ij}(u_i u_j) \eta((x - x_0)/\rho).
\]
Then \( h_{x_0, \rho} \) is harmonic in \( B(x_0, 2\rho/3) \).

Denote \( r = \gamma \rho \). By using the Calderón-Zygmund estimate, one has
\[
\int_{Q(z_0, r)} |p_{x_0, \rho}(x, t)|^{(d+3)/(d+1)} \, dz 
\leq \int_{Q(z_0, \rho)} |p_{x_0, \rho}(x, t)|^{(d+3)/(d+1)} \, dz
\leq \int_{Q(z_0, \rho)} |u|^{2(d+3)/(d+1)} \, dz. \tag{2.6}
\]

Since \( h_{x_0, \rho} \) is harmonic in \( B(x_0, 2\rho/3) \), any Sobolev norm of \( h_{x_0, \rho} \) in a smaller ball can be estimated by any of its \( L_p \) norm in \( B(x_0, 2\rho/3) \). Thus, one obtains
\[
\int_{B(x_0, r)} |h_{x_0, \rho}|^{(d+3)/(d+1)} \, dx
\leq N r^d \sup_{B(x_0, r)} |h_{x_0, \rho}|^{(d+3)/(d+1)} \, dx
\leq N r^d \rho^{-d} \int_{B(x_0, \rho)} |h_{x_0, \rho}|^{(d+3)/(d+1)} \, dx. \tag{2.7}
\]

Integrating (2.7) in \( t \in (t_0 - r^2, t_0) \), we obtain
\[
\int_{Q(z_0, r)} |h_{x_0, \rho}|^{(d+3)/(d+1)} \, dz
\leq N r^d \rho^{-d} \int_{Q(z_0, \rho)} |h_{x_0, \rho}|^{(d+3)/(d+1)} \, dz
\leq N r^d \rho^{-d} \int_{Q(z_0, \rho)} |p|^{(d+3)/(d+1)} + |p_{x_0, \rho}|^{(d+3)/(d+1)} \, dz
\leq N r^d \rho^{-d} \int_{Q(z_0, \rho)} |p|^{(d+3)/(d+1)} \, dz + N \int_{Q(z_0, \rho)} |u|^{2(d+3)/(d+1)} \, dz, \tag{2.8}
\]
where we used (2.6) in the last inequality. By combining (2.6) and (2.8) we reach (2.4). The lemma is proved. \( \square \)

2.4. Strong solutions and spatial analyticity. We recall the following local strong solvability of (1.1)-(1.2) (see, for example, [13], [9], [33] and [14]), and the spatial analyticity of strong solutions (see, for example, [10] and [4]).
Proposition 2.4. For any divergence-free initial data $a \in L^p(\mathbb{R}^d), p \geq d$, the Cauchy problem (1.1)-(1.2) has a unique strong solution $u \in C([0, \delta); L^p(\mathbb{R}^d))$ for some $\delta > 0$. Moreover, $u$ is infinitely differentiable and spatial analytic for $t \in (0, \delta)$.

3. A blowup procedure

We begin this section by proving the following key estimate, which shows if the quantities $C$ and $D$ are sufficiently small in a cylinder, then they must be also small in any sub-cylinder.

Proposition 3.1. Let $(u, p)$ be a pair of suitable weak solution of (1.1). Suppose that $Q(z_0, \rho) \subset \mathbb{R}^{d+1}_T$ and the condition (1.3) holds. Then for any $\varepsilon_0 > 0$ there exists an $\varepsilon^* > 0$ depending only on $\varepsilon_0$ and $d$ such that if

$$C(\rho, z_0) + D(\rho, z_0) \leq \varepsilon^*,$$

then we have

$$C(r, z_1) + D(r, z_1) \leq \varepsilon_0$$

for any $z_1 \in Q(z_0, \rho/2)$ and $r \in (0, \rho/2)$.

Proposition 3.1 follows immediately from the next lemma by using a covering argument and an iteration.

Lemma 3.2. Let $(u, p)$ be a pair of suitable weak solution of (1.1). Suppose that $Q(z_0, \rho) \subset \mathbb{R}^{d+1}_T$ and the condition (1.3) holds. Then there exist universal constants $\varepsilon^* > 0$ and $\gamma \in (0, 1/4]$ such that for any $\varepsilon \in (0, \varepsilon^*]$ if

$$C(\rho, z_0) + D(\rho, z_0) \leq \varepsilon,$$

then we have

$$C(\gamma \rho, z_0) + D(\gamma \rho, z_0) \leq \varepsilon.$$

Proof. As before, one may assume $\rho = 1$. We prove by contradiction. Let $\gamma \in (0, 1/4]$ be a constant to be specified later. Suppose there exist a decreasing sequence $\{\varepsilon_k\}$ converging to 0, and a sequence of pairs of suitable weak solutions $(u_k, p_k)$ such that

$$C(1, z_0, u_k, p_k) + D(1, z_0, u_k, p_k) \leq \varepsilon_k^{2(d+3)/(d+1)},$$  \hspace{1cm} (3.1)

$$C(\gamma, z_0, u_k, p_k) + D(\gamma, z_0, u_k, p_k) > \varepsilon_k^{2(d+3)/(d+1)}. \hspace{1cm} (3.2)$$

By Lemma 2.2, one also has

$$A(1/2, z_0, u_k, p_k) + B(1/2, z_0, u_k, p_k) \leq N\varepsilon_k^2, \hspace{1cm} (3.3)$$

where the constant $N$ is independent of $k$. 

We define \((v_k, q_k) = \left(\frac{u_k}{\varepsilon_k}, \frac{q_k}{\varepsilon_k}\right)\). Then \((v_k, q_k)\) is a suitable weak solution of
\[
\partial_t v_k + \varepsilon_k v_k \cdot \nabla v_k - \Delta v_k + \nabla q_k = 0, \quad \text{div } v_k = 0. \tag{3.4}
\]
From (3.1), (3.2) and (3.3), we get
\[
C(1, z_0, v_k, q_k) + D(1, z_0, v_k, q_k) \leq 1, \tag{3.5}
\]
\[
C(\gamma, z_0, v_k, q_k) + D(\gamma, z_0, v_k, q_k) > 1, \tag{3.6}
\]
\[
A(1/2, z_0, v_k, q_k) + B(1/2, z_0, v_k, q_k) \leq N. \tag{3.7}
\]
By using (3.7), applying the interpolation inequality (2.1) with \(q = 2(d + 2)/d\) and integrating in \(t\), we bound \(|v_k| L^{2(d+2)}/(d+1)(Q(z_0,1/2))\) by \(N\).

Due to the coercive estimate for the Stokes system (see, for instance, [29]) with a suitable cut-off function, we reach
\[
\int_{Q(z_0,1/3)} \left( |v_k|^{2(d+2)/d} + |\partial_t v_k|^{2(d+2)/d} + |D^2 v_k|^{2(d+2)/d} + |\nabla q_k|^{2(d+2)/d} \right) \, dz \leq N,
\]
where the constant \(N\) is independent of \(k\). Thanks the compact embedding theorem and (3.5), there exist
\[
v \in L^{2(d+3)/(d+1)}(Q(z_0,1/3)), \quad q \in L^{2(d+3)/(d+1)}(Q(z_0,1/3)),
\]
and a subsequence, which is still denoted by \((v_k, q_k)\) such that
\[
v_k \to v \quad \text{in } L^{2(d+3)/(d+1)}(Q(z_0,1/3)), \quad q_k \to q \quad \text{in } L^{2(d+3)/(d+1)}(Q(z_0,1/3)). \tag{3.8}
\]
This together with (3.4) implies
\[
\partial_t v - \Delta v + \nabla q = 0, \quad \text{div } v = 0. \tag{3.9}
\]
Moreover,
\[
\|v\|_{L^{2(d+3)/(d+1)}(Q(z_0,1/3))} + \|q\|_{L^{2(d+3)/(d+1)}(Q(z_0,1/3))} \leq N.
\]
By the classical estimate of the Stokes system, one has
\[
\sup_{Q(z_0,1/4)} |v| \leq N,
\]
which gives
\[
C(\gamma, z_0, v, q) \leq N\gamma^{4/(d+1)}.
\]
This contradicts (3.6) and (3.8), if we choose \(\gamma\) sufficiently small. The lemma is proved. \(\square\)
Lemma 3.3. Under the assumptions of Theorem 1.2, we have

$$
\|u(t, \cdot)\|_{L_d(\mathbb{R}^d)} \leq N, \quad (3.10)
$$

for each $t \in [0, T]$, and

$$
u \in L_4(\mathbb{R}^{d+1}_T), \quad \partial_t u, D^2 u, \nabla p \in L_{4/3}(\delta T \times \mathbb{R}^d), \quad (3.11)
$$

for any $\delta \in (0, T)$. Moreover, $(u, p)$ is a pair of suitable weak solution of (1.1) in $\mathbb{R}^{d+1}$.

Proof. The first assertion is due to (1.5) and the weak continuity of Leray-Hopf weak solutions. By using Lemma 2.1 with $q$ we get

$$
R > 0
$$

for any $\delta \in (0, T)$.

Finally, due to the pressure equation (2.5) and the Calderón-Zygmund estimate, $p \in L_{\infty, \frac{d}{2}}(\mathbb{R}^{d+1})$. Therefore, it is clear that $(u, p)$ is a suitable weak solution. The lemma is proved. □

Remark 3.4. From (3.11), one can infer that $u \in C((0, T]; L_{4/3}(B_R))$ for any $R > 0$. This combined with (3.10) and the Hölder's inequality, we get $u \in C((0, T]; L_p(B_R))$ for any $p \in [1, d)$.

Because of the local strong solvability and the weak-strong uniqueness (see, for instance, [32]), we know that $u$ is regular for $t \in (0, T_0)$ for some $T_0 \in (0, T]$. Suppose $T_0$ is the first blowup time of $u$, and $Z_0 = (T_0, X_0)$ is a singular point. Take a decreasing sequence $\{\lambda_k\}$ converging to 0. We rescale the pair $(u, p)$ at time $T_0$ and define

$$
u_k(t, x) = \lambda_k u(T_0 + \lambda_k^2 t, X_0 + \lambda_k x),
$$

$$p_k(t, x) = \lambda_k^2 p(T_0 + \lambda_k^2 t, X_0 + \lambda_k x).
$$

Then for each $k = 1, 2, \cdots$, $(u_k, p_k)$ is a suitable weak solution of (1.1) and $u_k$ is smooth for $t \in (-\lambda_k^{-2}T_0, 0)$.

We finish this section by constructing a limiting solution.

Proposition 3.5. i) There is a subsequence of $\{(u_k, p_k)\}$, which is still denoted by $\{(u_k, p_k)\}$, such that

$$
u_k \to u_\infty \text{ in } C([t_0 - 1, t_0]; L_{q_1}(B(x_0, 1))), \quad (3.12)
$$

$$p_k \to p_\infty \text{ in } L_t^{q_1}L_{d/2}^{x/2}(Q(z_0, 1)). \quad (3.13)
$$

for any $z_0 \in (-\infty, 0] \times \mathbb{R}^d$, $q_1 \in [1, d)$ and $q_2 \in [1, \infty)$. 

ii) Furthermore, \((u_\infty, p_\infty)\) is a suitable weak solution of (1.1) in \((-\infty, 0) \times \mathbb{R}^d\), and
\[
  u_\infty \in L^q_{q_2} L^p_{d}(-T_1, 0) \times \mathbb{R}^d, \quad p_\infty \in L^q_{q_2} L^p_{d/2}((-T_1, 0) \times \mathbb{R}^d).
\]
for any \(T_1 > 0\) and \(q_2 \in [1, \infty)\).

Proof. First we fix a uniform bound of the \(L^q_{q_2} L^p_{d}((-T_1, 0) \times \mathbb{R}^d)\), and accordingly a uniform bound of their \(L^q_{q_2} L^p_{d/2}(Q(z_0, 1))\) norms, there is a subsequence, which is still denoted by \(\{p_k\}\), such that (3.13) holds. Similarly,
\[
  \|u_k\|_{L^q_{q_2} L^p_{d}(Q(z_0, 3))} \leq \|u_k\|_{L^q_{q_2} L^p_{d/2}((t_0 - 1, t_0) \times \mathbb{R}^d)} \leq N, \quad (3.14)
\]
where \(N\) is independent of \(k\). By Lemma 2.2, we have
\[
  A(2, z_0, u_k, p_k) + B(2, z_0, u_k, p_k) \leq N.
\]
Now following the proof of Lemma 3.3, we deduce
\[
  u_k \in L^q_{4}(Q(z_0, 3/2)), \quad \partial_t u_k, D^2 u_k, \nabla p_k \in L^{4/3}_{4/3}(Q(z_0, 3/2))
\]
with uniform norms. Therefore, we can find a subsequence still denoted by \(\{u_k\}\) such that
\[
  u_k \to u_\infty \text{ in } C([t_0 - 1, t_0]; L^{4/3}_{4/3}(B(x_0, 1))).
\]
This together with (3.14) gives (3.12) by using the Hölder’s inequality. To finish the proof of Part i), it suffices to use a Cauchy diagonal argument. Part ii) then follows from Part i) and (3.14). \(\square\)

4. Schoen’s trick

The objective of this section is to establish the following regularity criterion.

**Theorem 4.1.** Suppose \(u\) is a regular solution of (1.1) in \(Q(z_0, \rho_1)\). Then for any \(K > 0\) there exists an \(\varepsilon_1 = \varepsilon_1(d, K) > 0\) such that following is true. If any \(z_1 \in Q(z_0, \rho_1/2), \rho \in (0, \rho_1/2)\) we have
\[
  C(\rho, z_1) \leq \varepsilon_1, \quad \|p\|_{L^q_{q_2} L^p_{d/2}(Q(z_1, \rho))} \leq K \quad (4.1)
\]
then
\[
  \sup_{Q(z_0, \rho_1/4)} |u(z)| < N(\rho_1, d).
\]

**Proof.** We prove the theorem by using the Schoen’s trick. Let \(\delta \in (0, \rho_1^2/4)\) be a number and denote
\[
  d(z) = (t_0 + \rho_1^2/4 - t)^{1/2}, \quad M_\delta = \max_{Q(z_0, \rho_1/2)\cap\{t \leq t_0 - \delta\}} d(z)|u(z)|.
\]
If for all $\delta \in (0, \rho_1^2/4)$ we have $M_\delta \leq 2$, then there’s nothing to prove. Otherwise, suppose for some $\delta$ and $z_1 \in Q(z_0, \rho_1/2) \cap \{t \leq t_0 - \delta\}$,

$$M := M_\delta = |u(z_1)|d(z_1) > 2.$$ 

Let $r_1 = d(z_1)/M < d(z_1)/2$. We make the scaling as follows:

$$\bar{u}(y, s) = r_1 u(r_1^2 s + t_1, r_1 y + x_1),$$
$$\bar{p}(y, s) = r_1 p(r_1^2 s + t_1, r_1 y + x_1).$$

The pair $(\bar{u}, \bar{p})$ satisfies (1.1) in $Q(0, 1)$ and $\bar{u}$ is smooth. Obviously,

$$\sup_{Q(0, 1)} |\bar{u}| \leq 2,$$
$$|\bar{u}(0, 0)| = 1. \quad (4.2)$$

By the scaling-invariant property of the quantity $C$, in what follows we view it as the object associated to $(\bar{u}, \bar{p})$ at the origin. For any $\rho \in (0, 1]$, from (4.1) we have

$$C(\rho) \leq \varepsilon_1, \quad \|\bar{p}\|_{L^\infty L^d_d(Q(1))} \leq K. \quad (4.3)$$

We decompose $\bar{p}$ as in the proof of Lemma [2.3]

$$\bar{p} = \bar{p}_{0, 1} + \bar{h}_{0, 1}. \quad (4.4)$$

Because of (4.2), we have

$$\int_{Q(0, 1)} |\bar{p}_{0, 1}|^{4(d+2)} \, dz \leq N. \quad (4.5)$$

Since $\bar{h}_{0, 1}(t, \cdot)$ is harmonic in $B(2/3)$ for a.e. $t \in (-1, 0)$, it holds that

$$\int_{Q(0, 1/2)} |\bar{h}_{0, 1}|^{4(d+2)} \, dz$$
$$\leq N \int_{-1/4}^{0} \sup_{B(1/2)} |\bar{h}_{0, 1}(t, \cdot)|^{4(d+2)} \, dt.$$ 
$$\leq N \int_{-1/4}^{0} \left( \int_{B(2/3)} |\bar{h}_{0, 1}|^{d/2} \, dx \right)^{8(d+2)/d} \, dt$$
$$\leq N \int_{Q(0, 1)} |\bar{p}_{0, 1}|^{4(d+2)} \, dz + \sup_{t \in (0, 1)} \left( \int_{B(0, 1)} |\bar{p}(t, \cdot)|^{d/2} \, dx \right)^{8(d+2)/d}$$
$$\leq N, \quad (4.6)$$

where in the last inequality we used (4.4) and (4.5). Thus, we deduce from (4.3) and (4.6) that

$$\int_{Q(0, 1/2)} |\bar{p}|^{4(d+2)} \, dz \leq N. \quad (4.7)$$
Now we note that \((\bar{u}, \bar{p})\) satisfies the equation
\[
\partial_t \bar{u} - \Delta \bar{u} = \text{div}(\bar{u} \otimes \bar{u}) - \nabla \bar{p}
\]
in \(Q(0, 1)\). Owing to (4.2), (4.7) and the classical Sobolev space theory of parabolic equations, we have
\[
\bar{u} \in W^{1,1/2}_{4(d+2)}(Q(0, 1/3)), \quad \|\bar{u}\|_{W^{1,1/2}_{4(d+2)}(Q(0, 1/3))} \leq N.
\]
By the Sobolev embedding theorem (see [16]), we obtain
\[
\bar{u} \in C^{1/4}(Q(0, 1/4)), \quad \|\bar{u}\|_{C^{1/4}(Q(0, 1/4))} \leq N,
\]
where \(N\) is a universal constant depending only on \(d\) and \(K\). Therefore, we can find \(\delta_1 < 1/5\) independent of \(\varepsilon_1\) such that
\[
|\bar{u}(x,t)| \geq 1/2 \quad \text{in} \quad Q(0, \delta_1).
\]
(4.8)
Now we choose \(\varepsilon_1\) small enough which makes (4.8) and (4.3) a contradiction. The theorem is proved. \(\Box\)

5. Proof of Theorem 1.2 and 1.3

We finish the proof of Theorem 1.2 in this section. Let \(u_k, p_k, u_\infty\) and \(p_\infty\) be the functions constructed in Section 3. First we verify that the assumptions of Theorem 4.1 hold for \((u_k, p_k)\) when \(k\) is sufficiently large and the parabolic cylinder is far away from the origin.

Lemma 5.1. For any \(\varepsilon_2 > 0\) and \(T_1 \geq 1\), we can find \(R \geq 1\) such that, for any \(z_0 \in (-T_1 - 1, 0) \times (\mathbb{R}^d \setminus B_{R+1})\),
\[
\limsup_{k \to \infty} C(1, z_0, u_k, p_\infty) \leq \varepsilon_2.
\]
(5.1)
Proof. Due to Proposition 3.5 ii), we can find \(R\) large such that
\[
\int_{(-T_1-2,0) \times (\mathbb{R}^d \setminus B_R)} |u_\infty|^d \, dz
\]
is sufficiently small. This together with Proposition 3.5 i) proves the lemma. \(\Box\)

Lemma 5.2. For any \(\varepsilon_3 > 0\) and \(T_1 \geq 1\), we can find \(R \geq 1\) and \(\rho_3 \in (0, 1/2]\) such that, for any \(\rho \in (0, \rho_3]\) and \(z_0 \in (-T_1 - 1, 0) \times (\mathbb{R}^d \setminus B_{R+2})\),
\[
\limsup_{k \to \infty} (C(\rho, z_0, u_k, p_k) + D(\rho, z_0, u_k, p_k)) \leq \varepsilon_3.
\]
(5.2)
Proof. The lemma is a consequence of Lemma 5.1, 2.3 and Proposition 3.1. Indeed, since \(D(1, z_0, u_k, p_k)\) has a uniform bound, for any \(\varepsilon > 0\),
we can choose $\gamma$ small in (2.4), then $\varepsilon_2$ small in (5.1) and $R$ large such that
\[
\limsup_{k \to \infty} (C(\gamma, z_0, u_k, p_k) + D(\gamma, z_0, u_k, p_k)) \leq \varepsilon
\]
holds for any $z_0 \in (-T_1 - 1, 0] \times (\mathbb{R}^d \setminus B_{R+1})$. Now it suffices to choose $\varepsilon$ small depending on $\varepsilon_3$ and apply Proposition 3.1. We finish the proof by setting $\rho_3 = \gamma/2$. 

Next we show that $u_\infty$ is identically equal to zero.

**Proposition 5.3.** Under the assumptions of Theorem 1.2, let $(u_\infty, p_\infty)$ be the suitable weak solution constructed in Section 3. Then,
\[
 u_\infty(t, \cdot) \equiv 0 \quad \forall t \in (-\infty, 0).
\]

**Proof.** Let $\varepsilon_1$ be the constant in Theorem 4.1. Let $T_1 \geq 1$ be a number. Owing to lemma 5.2, we can find $R \geq 1$ and $\rho_3 \in (0, 1/2]$ such that, for any $\rho \in (0, \rho_3]$ and $z_0 \in (-T_1 - 1, 0] \times (\mathbb{R}^d \setminus B_{R+2})$ estimate (5.2) holds with $\varepsilon_1/2$ in place of $\varepsilon_3$. Moreover, we recall that for each $K$
\[
 \|p_k\|_{L_\infty L_{d/2}((-\infty,0) \times \mathbb{R}^d)} \leq N(d)K.
\]
Thus Theorem 4.1 yields that
\[
 \limsup_{k \to \infty} \sup_{Q(z_0,\rho_3/4)} |u_k(z_0)| \leq N(d, \rho_3)
\]
for any $z_0 \in [-T_1 - 1, 0) \times (\mathbb{R}^d \setminus B_{R+2})$. Now by Proposition 3.5 we obtain
\[
 |u_\infty(z)| \leq N(d, \rho_3)
\]
for a.e. $z \in [-T_1 - 1, 0) \times (\mathbb{R}^d \setminus B_{R+2})$. Upon using the regularity results for linear Stokes systems, one can estimate higher derivatives
\[
 |D^j u_\infty(z)| \leq N(d, j, \rho_3) \quad (5.3)
\]
for any $j \geq 1$ and a.e. $z \in [-T_1, 0) \times (\mathbb{R}^d \setminus B_{R+3})$.

We now claim that $u_\infty(0, \cdot) \equiv 0$ by adapting the argument in the proof of Theorem 1.4 [5]. For any $x_0 \in \mathbb{R}^d$, by using (3.12),
\[
 \int_{B(x_0,1)} |u_\infty(x,0)| \, dx 
\]
\[
 \leq \int_{B(x_0,1)} |u_k(x,0) - u_\infty(x,0)| \, dx + \int_{B(x_0,1)} |u_k(x,0)| \, dx 
\]
\[
 \leq \|u_k - u\|_{C([-1,1]; L_1(B(x_0,1)))} + N(d) \left( \int_{B(x_0,1)} |u_k(x,0)|^d \, dx \right)^{1/d} 
\]
\[
 = \|u_k - u\|_{C([-1,1]; L_1(B(x_0,1)))} + N(d) \left( \int_{B(\lambda_k x_0, \lambda_k)} |u(y,0)|^d \, dy \right)^{1/d}.
\]
The right-hand side of the above inequality goes to zero as $k \to \infty$, which proves the claim.

Because of (5.3), the vorticity $\omega = \text{curl} \ u_\infty$ satisfies the differential inequality

$$|\partial_t \omega - \Delta \omega| \leq N(|\omega| + |\nabla \omega|)$$

on $(-T_1, 0] \times (\mathbb{R}^d \setminus B_{R+3})$. Thanks to the backward uniqueness theorem proved in [5] (see also [6]), we reach

$$\omega(z) = 0 \quad \text{on} \quad (-T_1, 0] \times (\mathbb{R}^d \setminus B_{R+3}). \quad (5.4)$$

Now we fix a $t_0 \in (-T_1, 0)$. Take a increasing sequence $\{t_k\} \subset (-T_1, 0)$ converging to $t_0$. For each $k$, we consider equation (1.1) with initial data $u_\infty(t, \cdot)$. By Proposition 2.4 one can locally find a strong solution $v_k \in C([t_k, t_k + \delta_k); L^d(\mathbb{R}^d))$, for some small $\delta_k$, and $v_k(t, \cdot)$ is spatial analytic for $t \in (t_k, t_k + \delta_k)$. By the weak-strong uniqueness, $v_k \equiv u_\infty$ for $t \in [t_k, t_k + \delta_k)$. Therefore, $\omega(t, \cdot)$ is also spatial analytic for $t \in (t_k, t_k + \delta_k)$. Because of (5.4), we get

$$\omega(z) = 0 \quad \text{on} \quad (t_k, t_k + \delta_k) \times \mathbb{R}^d,$$

which implies that $u_\infty \equiv 0$ in the same region. In particular, there exists a sequence $\{s_k\}$ converging to $t_0$ such that

$$t_k < s_k \leq t_0, \quad u_\infty(s_k, \cdot) \equiv 0.$$

This together with the weak continuity of $u_\infty$ yields that $u_\infty(t_0, \cdot) \equiv 0$. Since $t_0 \in (-T_1, 0)$ is arbitrary and $T_1 \geq 1$ is also arbitrary, we complete the proof of the theorem. \qed

We are ready to prove Theorem 1.2.

**Proof of Theorem 1.2.** We prove the theorem in three steps.

**Step 1.** First we show that $u$ is regular for $t \in (0, T]$. Thanks to Proposition 3.5 and 5.3

$$u_k \to 0 \quad \text{in} \quad C([-3, 0]; L^2_{d/(d+1)}(B(3))).$$

Also recall that $D(1, z_0, u_k, p_k)$ has a uniform bound. Following the proof of Lemma 5.2 we have: for any $\varepsilon_4 > 0$, there is a $\rho_4 \in (0, 1/2]$ and a positive integer $k_0$ such that, for any $\rho \in (0, \rho_4]$ and $z_0 \in (-2, 0] \times B(2)$,

$$C(\rho, z_0, u_{k_0}, p_{k_0}) + D(\rho, z_0, u_{k_0}, p_{k_0}) \leq \varepsilon_4.$$

We choose $\varepsilon_4$ sufficiently small and apply Theorem 1.1 to get

$$\sup_{(-1,0) \times B(1)} |u_{k_0}| < \infty,$$
which implies that
\[ \sup_{Q(Z_0, \lambda k_0)} |u| < \infty. \]
This contradicts the assumption that \((T_0, X_0)\) is a blowup point. Therefore, \(u\) is regular for \(t \in (0, T]\).

**Step 2.** We bound the sup norm of \(u\) in this step. Fix a \(\delta \in (0, T)\). Since
\[ \|u\|_{L^\infty L^2((0,T) \times \mathbb{R}^d)} \leq N, \quad \|p\|_{L^\infty L^{d/2}((0,T) \times \mathbb{R}^d)} \leq N, \]
by the same reasoning as at the beginning of the proof of Proposition 5.3, we see that there exists a large \(R \geq 1\) such that
\[ \sup_{[\delta,T) \times (\mathbb{R}^d \setminus B(R))} |u| \leq N. \tag{5.5} \]
Next we estimate the sup norm of \(u\) in \([\delta, T) \times B(R)\). Fix a \(z_0 = (t_0, x_0)\) in \([\delta, T] \times \bar{B}(R)\). In the construction of \(u_k\), we replace \((T_0, X_0)\) by \((t_0, x_0)\). By the same reasoning as in the first step, for some \(\varepsilon = \varepsilon(T_0, X_0) > 0\), we have
\[ \sup_{Q(z_0, \varepsilon)} |u| < \infty. \]
By the compactness of \([\delta, T] \times \bar{B}(R)\), it holds that
\[ \sup_{[\delta, T) \times \bar{B}(R)} |u| \leq N. \]
This together with (5.5) yields
\[ \sup_{[\delta, T) \times \mathbb{R}^d} |u| \leq N. \]

**Step 3.** Finally we prove the uniqueness. Owing to the local strong solvability of (1.1), we have \(u \in L_{d+2}((\mathbb{R}^d)^{T_1})\) for some \(T_1 \in (0, T)\). On the other hand, for \(t \in [T_1, T]\) the solution is uniformly bounded and belongs to \(L^t L^2_T((T_1, T) \times \mathbb{R}^d)\), thus \(u \in L_{d+2}((\mathbb{R}^d)^{T_T})\). The uniqueness then follows. \(\square\)

Now we give

**Proof of Theorem 1.3.** Thanks to Theorem 1.2, it remains to prove (1.7). Let \(\lambda > 0\) be a constant to be specified later. We define
\[ u_\lambda(t, x) = \lambda u(\lambda^2 t, \lambda x), \]
\[ p_\lambda(t, x) = \lambda^2 p(\lambda^2 t, \lambda x). \]
Then \((u_\lambda, p_\lambda)\) is also a Leray-Hopf weak solution of (1.1) in \((0, \infty) \times \mathbb{R}^d\), and \(u_\lambda\) satisfies (1.6) with the same constant \(K\) due to the scaling invariant property.
By the proof of Lemma 3.3, we have \( u_\lambda \in L^4((0, \infty) \times \mathbb{R}^d) \). Thus for any \( \varepsilon > 0 \), there is a \( T > 0 \) such that \( \| u_\lambda \|_{L^4((T, \infty) \times \mathbb{R}^d)} \leq \varepsilon \). Let \( \varepsilon_1 \) be the constant in Theorem 4.1. Upon using Lemma 2.3 and Proposition 3.1, we can find a large \( T = T_\lambda \) such that
\[
C(\rho, z_0, u_\lambda, p_\lambda) + D(\rho, z_0, u_\lambda, p_\lambda) \leq \varepsilon_1,
\]
for any \( \rho \in (0, 1/2] \) and \( z_0 \in [T, \infty) \times \mathbb{R}^d \). Owning to Theorem 4.1, we conclude
\[
\sup_{Q(z_0, 1/4)} |u_\lambda(z)| < N,
\]
where \( N = N(d, K) \) is independent of \( \lambda \). Therefore,
\[
\sup_{t \geq \lambda^2 T, x \in \mathbb{R}^d} |u(t, x)| < N/\lambda.
\]
Sending \( \lambda \to \infty \) yields the desired result. The theorem is proved. \( \square \)
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