SOME APPLICATIONS OF ABELIANIZATION IN GROMOV-WITTEN THEORY
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Abstract. Let $G$ be a complex reductive group and let $X$ and $E$ be two linear representations of $G$. Let $Y$ be a complete intersection in $X$ equal to the zero locus of a $G$-equivariant section of the trivial bundle $E \times X \rightarrow X$. We explain some general techniques for using quasimap formulas to compute useful $I$-functions of $Y//G$. We work several explicit examples, including a rigorous derivation of the conjectural quantum period in [OP18].
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1. Introduction

A major challenge in computing the genus-zero Gromov-Witten theory of a Deligne-Mumford stack $X$ is computing invariants with several insertions in the twisted sectors of $X$. Familiar techniques used to study Gromov-Witten theory of schemes cannot access all of these invariants: for example, the divisor equation only applies to untwisted divisor classes [Tse10]. As of this writing, the genus-zero Gromov-Witten invariants of $X$ are only well understood when $X$ is a toric stack [Coa+15] or an iterated root stack [TY23]. Theorems in [CCK15a, GW] applying to more general targets only compute invariants with at most one twisted insertion.

This paper provides a new technique for computing genus-zero invariants of $X$ with multiple twisted insertions when $X$ is a GIT quotient of an affine scheme. Our approach is to adapt the extended stacky fans used in [Coa+15] and [TY23] to a construction that applies to any GIT quotient of affine space, a construction we call an extended GIT presentation of $X$. Indeed, our treatment of extended presentations may be of independent interest. We demonstrate our Gromov-Witten technique in several examples, most notably recovering a conjectural formula of Oneto–Petracci for the quantum period of an orbifold del Pezzo surface.

1.1. Summary of Results. Let $X$ be a representation of a connected complex reductive group $G$ and let $\theta$ be a character of $G$ such that the stacky GIT quotient

$$X//_\theta G := [X^s_\theta(G)/G]$$
is a nonempty Deligne-Mumford stack. We set $\mathcal{X} = X/\!/G$. Let $T \subset G$ be a maximal torus and let $W$ be the associated Weyl group. We further assume that every $g \in G$ acting with nonempty fixed locus in $X^*_G(G)$ is semi-simple and has connected centralizer (see Section 2.2.2).

1.1.1. A general theorem. The vector space $H^\ast_{\text{CR}}(\mathcal{X}; \mathbb{Q})$ is is equal to the singular cohomology of a disconnected space (the inertia stack) with open and closed subspaces called sectors, which are indexed by certain conjugacy classes in $G$. We define the Weyl-invariant sectors to be those sectors whose associated conjugacy class contains a Weyl-invariant element of $T$. Our main theorem provides a formula for a series containing the invariants of $\mathcal{X}$ with arbitrarily many insertions equal to fundamental classes of Weyl-invariant sectors.

To state it, recall the $J$-function $J = J(t, Q, z)$ of $\mathcal{X}$ introduced by Tseng in $\text{[Tse10]}$ (following Givental $\text{[Giv01]}$ in the scheme case). The parameter $Q$ lives in the Novikov ring $\Lambda_X$ and $z$ is a formal variable. The parameter $t = \sum_{k \geq 0} t_k z^k$ lives in $H^\ast_{\text{CR}}(\mathcal{X}; \mathbb{Q})[z]$ (although one often uses that the restriction $J(t_0, Q, z)$ determines all of $J$—see e.g. the introduction of $\text{[Coa+19]}$). The following theorem computes a specialization of $J(t, Q, z)$ and is stated more precisely later as Theorem 4.6.2.

**Theorem 1.1.1 (Theorem 4.6.2).** Let $\gamma_1, \ldots, \gamma_n$ be the fundamental classes of the Weyl-invariant sectors of $\mathcal{X}$. Then there is a $\mathbb{Q}$-algebra $\Lambda$ (Definition 4.6.1) with a maximal ideal $q$, a homomorphism $\iota : \Lambda_X \to \Lambda$, and a series

$$\mu \in \Lambda[\iota_i, z] \otimes_\mathbb{Q} H^\ast_{\text{CR}}(\mathcal{X}; \mathbb{Q})$$

satisfying

$$\partial \mu / \partial t_i \equiv \gamma_i \mod q,$$

such that the corresponding specialization $J(\mu, \iota(Q), z)$ has an explicit formula. Moreover, the homomorphism $\iota$ is very often injective (see Remark 2.2.2).

We make two remarks about the above statement. The first is that because of the derivational condition on $\mu$, the specialization $J(\mu, \iota(Q), z)$ in Theorem 1.1.1 contains all the Gromov-Witten invariants of $\mathcal{X}$ with one arbitrary insertion and the remaining insertions equal to $\gamma_i$’s. In sufficiently nice settings, one can extract these invariants from $J(\mu, \iota(Q), z)$ (we do this for example in Theorem 1.1.3). The second is that even though Theorem 1.1.1 only applies to $G$-representations $X$, the precise statement in Theorem 4.6.2 can profitably be used to study Gromov-Witten invariants of $Y/\!/G$ for certain $Y$ that are complete intersections in $X$.

**Remark 1.1.2.** We have stated Theorem 1.1.1 in a way that highlights its implications for Gromov-Witten theory. However, the precise formulation in Theorem 4.6.2 uses the quasimap theory of $\text{[CCK15a]}$. In particular, the specialization $J(\mu, \iota(Q), z)$ is quasimap $I$-function arising from a specific presentation of $\mathcal{X}$ as a GIT quotient. This $I$-function is known to be a specialization of the $J$-function by the mirror theorem of Yang Zhou $\text{[Zho22a]}$, and its explicit formula mentioned in the theorem can already be found in $\text{[Web21]}$ (recalled in Theorem 2.3.2 below). The content of Theorem 4.6.2 is that there exists a GIT presentation of $\mathcal{X}$ such that the associated series $\mu$ has the desired derivative property. We discuss our construction of the correct GIT presentation further in Section 4.1.1.

1.1.2. Applications of the theorem. Using Theorem 1.1.1 (and its implications for complete intersections) we compute restrictions of $J(t, Q, z)$ for several examples previously not known in the literature, including a weighted Grassmannian (Section 5.3), a weighted flag space (Section 5.3), and the total space of a bundle on a weighted Grassmannian (Section 5.5). Perhaps of most interest, we recover the conjectural formula for a restriction of the quantum period of the orbifold del Pezzo surface $X_{1,7/3}$ given in $\text{[OP18]}$ Sec 6.2. In fact, by extending the GIT presentation, we are able to compute the full quantum period.

**Theorem 1.1.3 (Section 5.3).** The full quantum period of $X_{1,7/3}$ is equal to

$$e^{-t(x+5)} \sum_{\beta \in \mathbb{Z}_{\geq 0}} A_\beta \left(1 + \frac{\beta_1 - \beta_2}{2} (-3B\beta_1 + 3B\beta_2 - 2B\beta_1 + \beta_2 + \beta_3 + 2B\beta_1 + \beta_2 + \beta_3)\right)$$
where $A_\beta$ is the hypergeometric series in $t$ and $x$ defined in Section 5.6.5 and $B_t = \sum_{k=1}^{\ell} 1/k$.

The regularization of the quantum period in Theorem 1.1.3 is conjecturally equal to the classical period of the Laurent polynomial mirror to $X_{1,7/3}$. Using Theorem 1.1.3 we check this equality holds for the first few terms.

1.1.3. Extended GIT presentations. To prove Theorems 1.1.1 and 1.1.3 we use the technique of extended GIT presentations, which we believe to be of independent interest. This technique leverages the fact that a Deligne-Mumford stack $\mathcal{X}$ may have many presentations as a GIT quotient $X/\theta G$, and presentations using higher dimensional $X$ and $G$ can be used to explicitly construct line bundles on $\mathcal{X}$. The key observation for this paper is that the quasimap $I$-functions mentioned in Remark 1.1.2 depend on the GIT triple $(X, G, \theta)$ and not just on $X/\theta G$.

The nonuniqueness of GIT presentations leads to the question, given one description of $\mathcal{X}$ as a GIT quotient $X/\theta G$, how can one systematically construct other GIT presentations of $\mathcal{X}$? Jiang answered this question for abelian $G$ with his construction of extended stacky fans in [Jia08]. For nonabelian $G$, we present a recipe for constructing triples $(X \times \mathbb{A}^1, G \times \mathbb{G}_m, \theta)$ whose associated GIT quotients are isomorphic to $X/\theta G$. The input to the construction is a 1-parameter subgroup of $GL(X)$ commuting with the image of $G$, and a precise result can be found in Proposition 5.6.3.

1.2. Scope of our methods. It is interesting to ask, what is the scope of Theorem 1.1.1? For example, how much of $H^*_C(R)(X/\theta G; \mathbb{Q})$ is supported on Weyl-invariant sectors?

This is a soft question, but we answer with two examples. The first is a stack with non-abelian isotropy, namely $BS_3$. In this case, our methods recover Gromov-Witten invariants with insertions coming from the identity and the 2-cycle sectors, and we prove that this is all we can do (see Section 5.2). Hence our methods recover less of the Gromov-Witten theory of this target than other techniques in the literature (e.g. [JK02, Prop 3.1], [TT21]).

Second, our weighted Grassmannian example shows that even if a stack has abelian isotropy groups, in general only a portion of its Chen-Ruan cohomology is supported on Weyl-invariant sectors (Remark 5.3.1).

1.3. Summary of the paper. In Section 2 we recall the precise definition of the series $J^X(t, Q, z)$ that we will use in this paper. This differs slightly from other definitions in the literature, particularly in the case when $\mathcal{X}$ is noncompact (we do not need a torus action to make our definition). The approaches are compared in Appendix A.2. In the remainder of Section 2 we introduce the series $I^{X,G,\theta}(q, z)$ and recall the relevant formulas for this series from [Web21].

In Sections 3 we introduce our notions of GIT and CI-GIT presentations. Section 4 contains vanishing conditions for summands of $I^{X,G,\theta}(q, z)$, and some related results that facilitate the computation of the mirror map $\mu$. We then apply these results and the extension technique of Section 3 to prove Theorem 1.1.1. Finally, Section 5 contains explicit examples. The appendix compares various approaches to $I$ and $J$-functions, including a comparison of $J$-functions of noncompact targets defined using Borel-Moore homology versus torus localization.

1.4. Notation and conventions.

- We work over $\mathbb{C}$.
- A group notated $G$ or $T$ is written multiplicatively with identity 1.
- If $E \to X$ is a vector bundle on a scheme or algebraic stack $X$ and $s: X \to E$ is a section, then $Z(s)$ is the zero locus of $s$.
- If $X$ is a scheme, we will use $\text{Pic}^G(X)$ to denote the $G$-equivariant Picard group of $X$. Note that $\text{Pic}^G(X) \simeq \text{Pic}(\mathbb{I}(X/G))$.
- If $\theta$ is a character of a group $G$ and $\lambda$ is a 1-parameter subgroup of $G$ then $(\theta, \lambda)$ is the integer such that $\theta \circ \lambda$ is equal to $t \mapsto t^{(\theta, \lambda)}$. 
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2. **Background**

2.1. **GIT quotient stacks and their inertia.** Let $G$ be a connected complex algebraic group acting on an affine variety $X$ and let $\chi(G)$ denote the character group of $G$. Choose $\theta \in \chi(G)$ a character of $G$. Let $X^*(G)$ (resp. $X^{ss}(G)$) denote the loci of stable (resp. semi-stable) points of $X$ with respect to $G$ and $\theta$, defined as in [Kin94] Def 2.1 (note that we omit $\theta$ from the notation). Let $X^{ss}(G) = X \backslash X^*(G)$ be the locus of unstable points.

We define the stacky GIT quotient

$$X//_G := [X^{ss}(G)/G].$$

We will omit the character $\theta$ when there is no risk of confusion. Moreover, for any subscheme $Y \subset X$ and subgroup $H \subset G$, we define

$$Y//_GH := [X^{ss}(G) \cap Y/H] \quad \text{Stab}_H(Y) := \{ g \in H \mid Y^g = \emptyset \}.$$

Observe that $\text{Stab}_H Y$ is a union of $H$-conjugacy classes. In general, if $Z$ is any variety with a $G$-action and $\xi \in \chi(G)$ is a character, we denote the induced line bundle on $[Z/G]$ by $L_\xi$.

If $\mathcal{X}$ is any Deligne-Mumford stack, its inertia stack is $\mathcal{I}(\mathcal{X}) := \mathcal{X} \times_{\Delta, \mathcal{X} \times \mathcal{X}, \Delta} \mathcal{X}$, where $\Delta : \mathcal{X} \to \mathcal{X} \times \mathcal{X}$ is the diagonal morphism. The stack $\mathcal{I}(X//G)$ is a disjoint union of open and closed substacks $\mathcal{I}(X//G)_\theta$ indexed by conjugacy classes $(\theta)$ in $\text{Stab}_G(X^*(G))$. The substacks $\mathcal{I}(X//G)_\theta$ are called the sectors of $\mathcal{I}(X//G)$, and the sector indexed by the identity element of $G$ is called the untwisted sector. We use $1 \in H^\bullet(\mathcal{I}(X//G); \mathbb{Q})$ to denote (the Poincaré dual of) its fundamental class. The remaining sectors (not indexed by the identity) are called the twisted sectors. If $T \subset G$ is a maximal torus, then the Weyl group $W$ of $T$ acts on $\mathcal{I}(X//T)$, and this action sends $\mathcal{I}(X//T)_\theta$ to $\mathcal{I}(X//T)_{w\cdot \theta}$.

**Example 2.1.1.** Let $X$ be a vector space and suppose $G = T$ is abelian. Let $\xi_1, \ldots, \xi_n$ be the weights of $X$. We have

$$\mathcal{I}(X//T)_\theta = [(X^g \cap X^{ss}(T))/T]$$

where $X^g$ is the subspace fixed by $g$; i.e., $X^g$ is the subspace of $X$ spanned by eigenvectors for the weights $\xi_i$ where $\xi_i(g) = 1$.

2.2. **Gromov-Witten invariants and the mirror map.** In this section we define the series $J_{X//G}(t(z), Q, z)$ and $J_{X,G,\theta}(q, z)$ (nonequivariantly, and for noncompact $X//G$). The key feature of the quasimap theory defined in [CCK15a] is that these series are defined in similar ways, using closely related moduli spaces, and the precise difference can be computed by a wall crossing formula. We will not explain this theory here, but the resulting relationship between $I$ and $J$ is recalled in [Zho22] below.

2.2.1. **$J$-functions.** Let $G$ be a connected complex algebraic group acting on an affine variety $X$ and let $\theta \in \chi(G)$. For the rest of this paper we assume $X^*(G) = X^{ss}(G)$ and this locus is smooth and nonempty. Then the stack $\mathcal{X} := X//G$ is a smooth Deligne-Mumford stack with a coarse moduli space $\mathcal{X}$ that is projective over the affine scheme $X//_0 G := \text{Spec}(\Gamma(X, O_X)^G)$. When $\mathcal{X}$ is proper, the $J$-function of $\mathcal{X}$ is defined in [Tse10]. Our $J$-function is a generalization of Tseng’s following a recipe of Zhou [Zho22].

We fix notation and conventions. The Chen-Ruan cohomology of $\mathcal{X}$ is $H^*_{CR}(\mathcal{X}; \mathbb{Q})$. A stable map to $\mathcal{X}$ is a twisted curve $\mathcal{C}$ and morphism $f : \mathcal{C} \to \mathcal{X}$, together with sections of the marked points of $\mathcal{C}$, such that $f$ is stable in the sense of [AGV03] Sec 4.3. If $f : \mathcal{C} \to \mathcal{X}$ is a stable map, its class is the element $B \in H^2(\mathcal{X}; \mathbb{Q}) := H^2(\mathcal{X}; \mathbb{Q})$ equal to the image of the
induced map of coarse spaces. The moduli stack of stable maps to \( \mathcal{X} \) of class \( B \) and genus-0 source curve is \( \overline{\mathcal{M}}_{0,n}(X, B) \) (see [AGV08, Sec 6.1.3]). We will write \( \overline{\mathcal{M}} := \overline{\mathcal{M}}_{0,n}(X, B) \) when there is no risk of confusion, and we will use \( ev_i : \overline{\mathcal{M}} \to \mathcal{I}(\mathcal{X}) \) for the evaluation maps.

Let \( \text{Eff}(\mathcal{X}) \subset H_2(\mathcal{X}; \mathbb{Q}) \) be the monoid generated by classes of stable maps to \( \mathcal{X} \). If \( B \in \text{Eff}(\mathcal{X}) \) and \( \mathcal{L} \in \text{Pic}(\mathcal{X}) \) we define \( B(\mathcal{L}) \in \mathbb{Q} \) to be the following natural pairing: if \( n \) is an integer such that \( \mathcal{L}^n \) descends to a line bundle \( \mathcal{L}' \) on \( \mathcal{X} \), then \( B(\mathcal{L}) = (1/n) \deg (\mathcal{L}') \). Let \( e \in \mathbb{Z} \) have the property that \( eB(\mathcal{L}_0) \in \mathbb{Z} \) for all \( B \in \text{Eff}(\mathcal{X}) \) (this exists by [AGV08, Prop 2.1.1], using [Web21, Lem 2.1.2] in place of properness of \( \mathcal{X} \)). Define a valuation \( \nu : \mathbb{Q}[\text{Eff}(\mathcal{X})] \to \mathbb{Z} \) by

\[
\nu \left( \sum_{B \in \text{Eff}(\mathcal{X})} a_B Q^B \right) := \min_{a_B \neq 0} eB(\mathcal{L}_0).
\]

The **Novikov ring** \( \Lambda_X \) is the completion of the group ring \( \mathbb{Q}[\text{Eff}(\mathcal{X})] \) with respect to the ideals \( F^1 \supset F^2 > \ldots \) where \( F^i = \{ \alpha \in \mathbb{Q}[\text{Eff}(\mathcal{X})] \mid \nu(\alpha) \geq i \} \). Also define the ring of convergent Laurent series

\[
\Lambda_X[z, z^{-1}] := \left\{ \sum_{n \in \mathbb{Z}} r_n z^n \mid r_n \in \Lambda, \ \nu(r_n) \to \infty \text{ as } |n| \to \infty \right\}.
\]

(see [Coo+09, Sec 3]). We write an element of \( \Lambda_X \) as an infinite \( \mathbb{Q} \)-linear combination of variables \( Q^B \) where \( B \in \text{Eff}(\mathcal{X}) \). Hence, elements of \( \Lambda_X[z, z^{-1}] \) are formal power series in \( z, z^{-1} \) with coefficients in \( \Lambda_X \), such that the coefficient of \( Q^B \) is in \( \Lambda[z, z^{-1}] \).

The discussion of (co)homology for proper Deligne-Mumford stacks in [AGV08, Sec 2.2] can be extended to noncompact stacks using Borel-Moore homology. In particular, we define the Borel-Moore homology \( H^\text{BM}_\bullet(\mathcal{X}; \mathbb{Q}) \) to be the Borel-Moore homology of the coarse space \( \overline{\mathcal{X}} \). We use two properties of Borel-Moore homology: it is covariant for proper morphisms, and when \( \mathcal{X} \) is smooth there is a Poincaré duality isomorphism

\[
H^i(\mathcal{X}; \mathbb{Q}) \cong H^\text{BM}_{2 \dim(\mathcal{X}) - i}(\mathcal{X}; \mathbb{Q})
\]

(for a proof of duality, see e.g. [HTT08, Sec 8.2]). We lift this duality to \( \mathcal{X} \) as in [AGV08, Sec 2.2].

The \( J \)-function is defined as follows. For any set of formal variables \( \{ t_i \}_{i=1}^N \), and for any \( t(z) \in H^\text{cr}_\bullet(\mathcal{X}; \mathbb{Q}) \otimes \Lambda_X[t_i, z] \) we set

\[
J^X(t(z), Q, z) = 1 + \frac{t(-z)}{z} + \sum_{n \geq 0} \frac{Q^n}{n!} \text{inv}^* ev_1 \left[ \left( \frac{1}{z(z - \psi_1)} \cup \bigcup_{i=2}^{n+1} \prod_{i=1}^{n+1} ev_2^*(t(\psi_i)) \right) \cap |\overline{\mathcal{M}}|^w \right]
\]

where \( \text{inv} : \mathcal{I}(\mathcal{X}) \to \mathcal{I}(\mathcal{X}) \) is the involution and \( |\overline{\mathcal{M}}|^w \) is the **weighted** virtual class defined in [AGV02, Sec 4.6] (see also [Tse11, Sec 2.5.1]). The stack \( \overline{\mathcal{M}} \) is proper over \( X/\mathbb{G}_m \), as is \( \mathcal{I}(\mathcal{X}) \), and hence the evaluation morphisms are proper. We interpret (2) by applying the cycle map to \( |\overline{\mathcal{M}}|^w \) so that it is an element of \( H^\text{BM}_\bullet(\overline{\mathcal{M}}; \mathbb{Q}) \), capping with the class shown to obtain another element of Borel-Moore homology, applying the proper pushforward \( ev_1^* \), and finally applying Poincare duality on \( \mathcal{I}(\mathcal{X}) \) to obtain an element of \( H^\bullet(\mathcal{I}(\mathcal{X}); \mathbb{Q}) \), to which we can apply \( \text{inv}^* \).

**Remark 2.2.1.** Our series (2) differs from the series \( J^X(t(z), Q, z) \) used in [Zho22b] by a locally constant factor and in the choice of virtual class. Our series differs from the one in [Tse10, Def 3.1.2] by a sign, a factor of \( z \), and our handling of noncompact \( \mathcal{X} \). These differences are explained in detail in Appendix A.

Observe that \( J^X(t(z), Q, z) \) is an element of \( H^\text{cr}_\bullet(\mathcal{X}; \mathbb{Q}) \otimes \Lambda_X[t_i] \{z, z^{-1}\} \), and it depends only on the stack \( \mathcal{X} \) and its polarization \( \mathcal{L}_0 \) (the choice of \( \mathcal{L}_0 \) affects the Novikov ring).
2.2.2. Quasimap I-functions. Let $X$, $G$, and $\theta$ be as in Section 2.2.1 and assume that $X$ has at worst l.c.i. singularities. We further assume that every $g \in G$ acting with nonempty fixed locus in $X^{ss}_G$ is semi-simple and has connected centerizer—this is so we can apply the results of [Web21]; see [Web21, Sec 1.1.1]. The I-function $I^{X,G,\theta}(q,z)$ depends on the triple $(X,G,\theta)$, not just on $\mathcal{X} = X//G$, so we call $(X,G,\theta)$ a quasimap target.

We fix notation and conventions. A $k$-pointed, genus-$g$ quasimap to $(X,G,\theta)$ is a representable morphism $q : C \to [X//G]$ where $C$ is a twisted curve with genus $g$ and $k$ markings, such that $q^{-1}(\{X^{ss}/G\})$ is zero-dimensional and disjoint from nodes and markings. The class of $q$ is the homomorphism $\beta : \text{Pic}([X//G]) \to \mathbb{Q}$ given by $\beta(L) = \deg_C(L)$. We denote by $\text{Eff}(X,G,\theta) \in \text{Hom}(\text{Pic}^G(X), \mathbb{Q})$ the monoid generated by classes of $k$-pointed, genus-$g$ quasimaps. The Novikov ring $\Lambda_{X,G,\theta}$ is the completion of $\mathbb{Q}[\text{Eff}(X,G,\theta)]$ defined in analogy with $\Lambda_X$, replacing $\mathbb{Q}[\text{Eff}(\mathcal{X})]$ with $\mathbb{Q}[\text{Eff}(X,G,\theta)]$. We write an element of $\Lambda_{X,G,\theta}$ as an infinite $\mathbb{Q}$-linear combination of variables $q^\beta$ for $\beta \in \text{Hom}(\text{Pic}^G(X), \mathbb{Q})$.

The I-function is a series
\begin{equation}
I^{X,G,\theta}(q,z) = 1 + \sum_{\beta \in \text{Eff}(X,G,\theta)} q^\beta I^{X,G,\theta}_\beta(z) \in H^*_{\text{CR}}(\mathcal{X}; \mathbb{Q}) \otimes \Lambda_{X,G,\theta}\{z, z^{-1}\}.
\end{equation}

We define the coefficients $I^{X,G,\theta}_\beta(z) \in H^*_{\text{CR}}(\mathcal{X}; \mathbb{Q}) \otimes \mathbb{Q}[z, z^{-1}]$ as in [Web21, Def 3.4.4]. (This is the definition in [CCK15b], modulo some minor conventions). We give an explicit formula for $I^{X,G,\theta}_\beta(z)$ in Theorem 2.2.3 below; when $G$ is a torus it is the expected hypergeometric series.

Remark 2.2.2. Our series $I^{X,G,\theta}(q,z)$ differs from the one defined in [Zho22b, Def 1.10.1] by a locally constant factor. This is discussed in Appendix A.

2.2.3. The mirror theorem. Let $X$, $G$, and $\theta$ be as in Section 2.2.1 and assume that $X$ has at worst l.c.i. singularities. Set $\mathcal{X} = X//G$. There is a monoid homomorphism $\iota : \text{Eff}(\mathcal{X}) \to \text{Eff}(X,G,\theta)$ induced by the composition
\begin{equation}
H^2_{\text{alb}}(\mathcal{X}; \mathbb{Q}) \xrightarrow{i_1} \text{Hom}(\text{Pic}(\mathcal{X}), \mathbb{Q}) \xrightarrow{i_2} \text{Hom}(\text{Pic}([X//G]), \mathbb{Q}),
\end{equation}
where $H^2_{\text{alb}}(\mathcal{X}; \mathbb{Q})$ is the subspace of $H^2(\mathcal{X}; \mathbb{Q})$ spanned by classes of algebraic curves. The homomorphism $\iota$ induces a ring homomorphism $\Lambda_{\mathcal{X}} \to \Lambda_{X,G,\theta}$, hence it makes sense to compare the I-function and the $J$-function of $\mathcal{X}$ under $\iota$.

To state this comparison, we define the mirror map $\mu(z) \in H^*_{\text{CR}}(\mathcal{X}; \mathbb{Q})[z]$ as
\begin{equation}
\mu(q,z) := [zI(q,z) - z]_+
\end{equation}
where $[.]_+$ is the truncation to nonnegative powers of $z$. The elegant mirror theorem of [Zho22b, Thm 1.12.2] states
\begin{equation}
J^X(\mu(q, -z), \iota(Q), z) = I^{X,G,\theta}(q, z).
\end{equation}

Remark 2.2.3. As noted in Remarks 2.2.1 and 2.2.2 our definitions of the series $J^X$ and $I^{X,G,\theta}$ are different from those used in [Zho22b]. In Section A.1 we derive [3] from [Zho22b, Thm 1.12.2].

Remark 2.2.4. To use [3] to study $J^X(\iota, Q, z)$, one would like $\iota$ to be injective. The morphism $\iota_1$ is injective if $X//G$ is a vector bundle over a stack $\mathcal{B}$ with projective coarse moduli. To see this, suppose $C_1$ and $C_2$ are numerically equivalent cycles on $X//G$. Then their pushforwards on $\mathcal{B}$ are also numerically equivalent. Since $\mathcal{B}$ has projective coarse moduli, by [Kol21, Prop 14] the images of $[C_1]$ and $[C_2]$ in $H_2(\mathcal{B}; \mathbb{Q})$ are equal. But pushforward defines an isomorphism $H_2(X//G; \mathbb{Q}) \to H_2(\mathcal{B}; \mathbb{Q})$, so $[C_1] = [C_2]$ in $H_2(X//G; \mathbb{Q})$.

\footnote{Later, in Section 2.3 we will define a quasimap (with no adjectives). This paper will primarily use quasimaps, rather than $k$-pointed genus-$g$ quasimaps.}
The morphism \( \iota_2 \) is injective if \( \text{Pic}([X/G]) \to \text{Pic}(\mathcal{X}) \) is surjective. Since \( \text{Pic}([X/G]) = \text{Pic}^G(X) \) and \( \text{Pic}(\mathcal{X}) = \text{Pic}^G(X^{ss}(G)) \), the question is about extending \( G \)-equivariant line bundles from \( X^{ss}(G) \) to \( X \). A sufficient condition is

\[
X \text{ is locally factorial and } X \setminus X^{ss}(G) \text{ has codimension at least } 2
\]

(one may extend first the line bundle and then the \( G \)-equivariant data by Hartog’s). This condition is not necessary: see Remark 3.1.5.

2.3. \( \iota \)-function formula. Let \( X, G, \) and \( \theta \) be as in Section 2.2.1 and assume moreover that \( X \) has at worst l.c.i. singularities.

Let \( \mathbb{A}^2_{u,v} := \text{Spec}(\mathbb{C}[u,v]) \). For \( a \) a positive integer, let \( \mathbb{P}^1_{a,1} \) be the weighted projective space given by \( \mathbb{A}^2_{u,v} \setminus \{0\} \) modulo \( \mathbb{G}_m \), where \( \mathbb{G}_m \) acts with weights \((a,1)\) (note that \( v = 0 \) is the unique stacky point). A \emph{quasimap} to \((X,G,\theta)\) is a representable morphism \( q: \mathbb{P}^1_{a,1} \to [X/G] \) such that the substack \( q^{-1}([X^{ss}/G]) \) is disjoint from the stacky point \( v = 0 \) in \( \mathbb{P}^1_{a,1} \).

Remark 2.3.1. Every quasimap determines a 1-pointed genus-0 quasimap (as defined in Section 2.2.2), and the class \( \beta \) of a quasimap is an element of \( \text{Eff}(X,G,\theta) \).

Let \( T \subset G \) be a maximal torus. Note that \( \theta \) restricts to a character of \( T \), which we also denote \( \theta \). Finally, let \( E \) be a \( G \)-representation and let \( s \) be a \( G \)-equivariant section of the vector bundle \( E \times X \to X \) with \( Y \subset X \) the zero locus of \( s \). We allow the situation \( E = \text{Spec}(\mathbb{C}) \), in which case \( Y = X \).

2.3.1. Geometry. We have the following commuting diagrams relating \( Y // G \) and \( X // T \) (resp. \([Y//G] \) and \([X//T] \)):

\[
\begin{align*}
Y // G T & \longrightarrow X // G T \overset{j}{\longrightarrow} X // T \\
Y // G & \overset{i}{\longrightarrow} X // G \\
\end{align*}
\]

In the left diagram, \( j \) is an open immersion, \( i \) is a closed immersion, the square is fibered, and \( \varphi \) is flat (in fact, a \( G/T \) fiber bundle). An analogous diagram holds for the inertia stacks of these spaces. The right diagram induces the following commuting square.

\[
\begin{align*}
\text{Hom}(\text{Pic}^T(X), \mathbb{Q}) & \overset{r_{X//G}^T}{\longrightarrow} \text{Hom}(\text{Pic}^G(X), \mathbb{Q}) \\
\text{Hom}(\text{Pic}^T(Y), \mathbb{Q}) & \overset{r_{Y//G}^T}{\longrightarrow} \text{Hom}(\text{Pic}^G(Y), \mathbb{Q})
\end{align*}
\]

2.3.2. Notation. Observe that \( \text{Pic}^T(X) \) contains the character group \( \chi(T) \) via the assignment \( \xi \mapsto L_\xi \). Let \( \tilde{\beta} \in \text{Hom}(\text{Pic}^T(X), \mathbb{Q}) \). For notational ease, we will write \( \tilde{\beta}(\xi) \) for \( \tilde{\beta}(L_\xi) \). There is a group homomorphism \( \text{Hom}(\text{Pic}^T(X), \mathbb{Q}) \to T \) sending \( \tilde{\beta} \) to \( g_{\tilde{\beta}} \), where \( g_{\tilde{\beta}} \) is defined by the property that for \( \xi \in \chi(T) \),

\[
(6) \quad \xi(g_{\tilde{\beta}}) = e^{2\pi i \tilde{\beta}(\xi)}.
\]

Let \( \xi_1, \ldots, \xi_r \) (resp. \( \epsilon_1, \ldots, \epsilon_r \)) denote the weights of \( X \) (resp. \( E \)) with respect to \( T \). For \( \tilde{\beta} \in \text{Hom}(\chi(T), \mathbb{Q}) \) we call \( \tilde{\beta} \) \emph{I-negative} if the set

\[
\{ \epsilon \in \{\xi_j\}_{j=1}^r \mid \tilde{\beta}(\epsilon) \in \mathbb{Z}_{<0} \}
\]

is empty. We define \( X^{\tilde{\beta}} \) to be the subspace

\[
(7) \quad X^{\tilde{\beta}} = \{ (x_1, \ldots, x_n) \in X \mid x_i = 0 \text{ for all } i \text{ such that } \tilde{\beta}(\xi_i) \not\in \mathbb{Z}_{\geq 0} \}.
\]

Observe that \( X^{\tilde{\beta}} \) is contained in the fixed locus of \( g_{\tilde{\beta}}^{-1} \), so we can use (6) and Example 2.1.1 to define substacks

\[
\begin{align*}
F^0_{\beta}(X // T) := X^{\tilde{\beta}} // G T \subset \mathcal{I}(X // G T)_{g_{\tilde{\beta}}^{-1}} \\
F^0_{\beta}(Y // T) := (Y \cap X^{\tilde{\beta}}) // G T \subset \mathcal{I}(Y // G T)_{g_{\tilde{\beta}}^{-1}}.
\end{align*}
\]
For $\xi \in \chi(T)$ and $\tilde{\beta} \in \text{Hom}(\chi(T), \mathbb{Q})$ we define operational Chow classes on $Y \sslash G T$ by

$$\begin{align*}
C^0(\tilde{\beta}, \xi) &= \begin{cases} 
\prod_{(\xi, k < 0), k - \tilde{\beta}(\xi) \in \mathbb{Z}} (c_1(\mathcal{L}_\xi) + kz) \\
[ \prod_{0 < k \leq \tilde{\beta}(\xi), k - \tilde{\beta}(\xi) \in \mathbb{Z}} (c_1(\mathcal{L}_\xi) + kz) ]^{-1}
\end{cases} \tilde{\beta}(\xi) \leq 0 \quad \tilde{\beta}(\xi) > 0.
\end{align*}$$

\begin{align*}
C(\tilde{\beta}, \xi) &= \begin{cases} 
\left( c_1(\mathcal{L}_\xi) C^0(\tilde{\beta}, \xi) \quad \tilde{\beta}(\xi) \in \mathbb{Z}_{< 0} \\
C^0(\tilde{\beta}, \xi) \quad \text{else.}
\end{cases}
\end{align*}

2.3.3. Formula. We now restrict to the situation where $X = \mathbb{A}^n$ for some $n$. If $E$ has rank $r$, then a section $s$ of the bundle $E \times X \to X$ determines (after a choice of basis) a sequence of $r$ elements of $\Gamma(X, \mathcal{O}_X)$. We say $s$ is regular if this sequence is regular. Our $I$-function formula requires the following assumptions.

1. $G$ is connected.
2. $X_0^\alpha(G) = X_0^\alpha(T)$ and $X_0^\alpha(T) = X_0^\alpha(T)$, and these are both nonempty.
3. If $g \in \text{Stab}_G(X_0^\alpha(G))$ then $g$ is semi-simple (meaning it is contained in a maximal torus), and the centralizer $Z_G(g)$ is connected.
4. The section $s$ is regular and $X^\alpha(G) \cap Y$ is smooth.

Observe that if $G$ is abelian, then $G = T$ (by assumption (1)) and condition (3) is automatically satisfied.

**Theorem 2.3.2** (Formula for GIT $I$-functions [Web21]). Let $X = \mathbb{C}^n, G, \theta, E, s$, and $Y$ be as above, and assume that these satisfy assumptions (1)-(4). Let $\xi_1, \ldots, \xi_n$ (resp. $\epsilon_1, \ldots, \epsilon_r$) denote the weights of $X$ (resp. $E$) with respect to $T$, and let $\rho_1, \ldots, \rho_m$ be the roots of $G$. If $\tilde{\beta} \in \text{Hom}(\chi(G), \mathbb{Q})$ then there are $I_{\tilde{\beta}}(z)$ such that

$$\sum_{\delta \to \tilde{\beta}} \varphi^* I_{\tilde{\beta}}^G(\xi, g^\delta)(z) = \sum_{\tilde{\beta} \to \beta} I_{\tilde{\beta}}(z) \quad \text{where} \quad I_{\tilde{\beta}}(z) \in H^* (\mathcal{I}(Y \sslash G T)_{g^{-1}}; \mathbb{Q}) \otimes \mathbb{Q}[z, z^{-1}]$$

where the first sum is over $\delta \in (r_{X, G})^{-1}(\tilde{\beta})$ and the second sum is over $\tilde{\beta} \in (r_{X, T})^{-1}(\beta)$. We have a formula for $I_{\tilde{\beta}}(z)$ in the following cases:

- If $\mathcal{I}(Y \sslash G T)_{g^{-1}}$ is empty then $I_{\tilde{\beta}}(z) = 0$. More generally, the series $I_{\tilde{\beta}}(z)$ is supported on $F^0_{\tilde{\beta}}(Y \sslash G T) \subset \mathcal{I}(Y \sslash G T)_{g^{-1}}$.
- If $\tilde{\beta} \in \text{Hom}(\chi(T), \mathbb{Q})$ is $I$-nonnegative, we have

$$I_{\tilde{\beta}}(z) = \left( \prod_{i=1}^m C(\tilde{\beta}, \rho_i)^{-1} \right) \left( \prod_{j=1}^r C(\tilde{\beta}, \epsilon_j)^{-1} \right) \left( \prod_{\ell=1}^n C(\tilde{\beta}, \xi_\ell) \right) 1_{g^{-1}}$$

where $1_{g^{-1}}$ is the fundamental class of the sector $\mathcal{I}(Y \sslash G T)_{g^{-1}}$.
- If the inclusion $F^0_{\tilde{\beta}}(Y \sslash G T) \hookrightarrow F^0_{\tilde{\beta}}(X \sslash G T)$ is l.c.i. of codimension $\# \{ \epsilon_j \mid \tilde{\beta}(\epsilon_j) \in \mathbb{Z}_{\geq 0} \}$, then (4) holds after replacing $C(\tilde{\beta}, \epsilon_j)^{-1}$ by $C^0(\tilde{\beta}, \epsilon_j)^{-1}$, replacing $C(\tilde{\beta}, \xi_\ell)^{-1}$ by $C^0(\tilde{\beta}, \xi_\ell)^{-1}$, and replacing $1_{g^{-1}}$ by $[F^0_{\tilde{\beta}}(Y \sslash G T)]$.

We note that if $E$ has rank zero then the $I$-nonnegativity condition is always satisfied.

The formulas in Theorem 2.3.2 are still not completely explicit in the sense that many of the coefficients $I_{\tilde{\beta}}^G(\xi, g^\delta)(z)$ (or the summands $I_{\tilde{\beta}}(z)$) will vanish for reasons not apparent from these formulas. We will return to this problem in Section 4.
3. GIT presentations

As explained in [Jia08], a toric Deligne-Mumford stack may be described non-uniquely by an extended stacky fan. The mirror theorem for toric stacks in [Coa+15] gives a formula for an $I$-function determined by the extended stacky fan, rather than the underlying stack. The extra data provided by a larger stacky fan can give more information about the Gromov-Witten invariants of the underlying stack (see [Coa+19]). Under mild assumptions there is a bijection between extended stacky fans and GIT quotients $X/\mathcal{G}$ (see [CLJ18], Sec 4.2). Under this correspondence, extending the stacky fan corresponds to changing the GIT data (see [Coa+19], Rem 9). We now expand this story to include $X/\mathcal{G}$ for nonabelian $G$.

Definition 3.0.1. A GIT presentation is a tuple $(X,G,\theta)$ where $X$ is equal to $\mathbb{A}_n^m$ for some $n$, $G$ is a connected complex reductive algebraic group acting linearly on $X$, and $\theta$ is a character of $G$, such that the assumptions (1)–(3) in Section 2.3.3 are satisfied for some choice of maximal torus. If $X$ is a separated and finite type Deligne-Mumford stack, we say $(X,G,\theta)$ is a GIT presentation for $X$ if it is a GIT presentation and $X \simeq X/\mathcal{G}$.

The definition of a GIT presentation $(X,G,\theta)$ for $X$ is chosen so that Theorem 2.3.2 yields a formula for the small quasimap $I$-function of $X = X/\mathcal{G}$.

Remark 3.0.2. If $(X,G,\theta)$ is a GIT presentation, then the assumptions (1)–(3) in Section 2.3.3 are in fact satisfied for every choice of maximal torus $T \subset G$. To justify this one must check that if $T,T' \subset G$ are two maximal tori then $X^s(T) = X^s(T')$ implies $X^s(T') = X^s(T)$. This is a straightforward computation using the numerical criterion in [Kin94], Prop 2.5 and the fact that $T = gT'g^{-1}$ for some $g \in G$.

3.1. Extended GIT presentations. Suppose $(X,G,\theta)$ is a GIT presentation for $X = X/\mathcal{G}$. The following is a way to build other GIT presentations of $X$.

Proposition 3.1.1. Let $(X,G,\theta)$ be a GIT presentation for $X/\mathcal{G}$ and let $\nu$ be a 1-parameter subgroup of $GL(X)$ that commutes with the image of $G$ in $GL(X)$. Assume moreover that there is an integer $r \geq 1$ and a 1-parameter subgroup $\nu' : \mathbb{G}_m \to G$ such that

\[
\lim_{t \to 0} \nu'(t^s) \nu(t^{-rs}) \cdot x \text{ exists}
\]

for every $x \in X$ and $s \geq 0$. Then there is a GIT presentation $(X \times \mathbb{A}_1, G \times \mathbb{G}_m, \vartheta)$ of $X/\mathcal{G}$, where $G \times \mathbb{G}_m$ acts on $X \times \mathbb{A}_1$ by

\[
(g, \gamma) \cdot (x,y) = (g\nu(\gamma)x, \gamma y).
\]

for $(g,\gamma) \in G \times \mathbb{G}_m$ and $(x,y) \in X \times \mathbb{A}_1$, and $\vartheta$ is equal to the character

\[
\vartheta_N(g,\gamma) = \theta(g) \gamma^N.
\]

for any $N > \langle \theta, \nu' \rangle / r$.

Remark 3.1.2. Since $G$ is reductive, $X$ can be written as a direct sum of irreducible representations $X_1, \ldots, X_k$. Requiring $\nu(t)$ to commute with the image of $G$ in $GL(X)$ is equivalent to requiring each $X_i$ to be contained in a weight space of $\nu$.

The proof of Proposition 3.1.1 consists of two easy lemmas.

Lemma 3.1.3. Let $X = \mathbb{A}_n^m$ and let $G$ be an algebraic group with a representation $\rho : G \to GL(X)$. Let $\nu : \mathbb{G}_m \to GL(X)$ be a 1-parameter subgroup that commutes with $\rho(G) \subset GL(X)$. Let $G \times \mathbb{G}_m$ act on $X \times \mathbb{A}_1$ as in (11). There is a morphism $j : [X/G] \to [(X \times \mathbb{A}_1)/(G \times \mathbb{G}_m)]$ with a retraction, such that if $U \subset X$ is any $G$-invariant subscheme, $j$ restricts to an isomorphism of $[U/G]$ and $[(U \times \mathbb{C}^*)/(G \times \mathbb{G}_m)]$.

Proof. Recall from e.g. [Rom05], Prop 2.6, Thm 4.1] the prestack $[X/G]^{pre}$: the objects over a scheme $S$ are $X(S)$ and an arrow from $x \in X(S)$ to $y \in X(S)$ is an element $g \in G(S)$ such that $g \cdot x = y$. The map $j$ is induced by the map of prestacks $[X/G]^{pre} \to [(X \times \mathbb{A}_1)/(G \times \mathbb{G}_m)]^{pre}$ given by

\[
(x;g) \mapsto (x,1;g,1), \quad (x;g) \in X \times G,
\]
and its retraction $p$ is induced by the map of prestacks $[(X \times \mathbb{A}^1)/(G \times \mathbb{G}_m)]^{pre} \to [X/G]^{pre}$ given by
\[(x, y; g, \gamma) \mapsto (\nu(y)^{-1}x, g) \quad (x, y; g, \gamma) \in (X \times \mathbb{C}^*) \times (G \times \mathbb{G}_m).
\]
One checks that $p \circ j$ is the identity, that $j$ factors through $[(X \times \mathbb{C}^*)/(G \times \mathbb{G}_m)]^{pre}$, and that after restricting the codomain accordingly $j$ is essentially surjective and fully faithful on every groupoid fiber.

For $N \in \mathbb{Z}$, define a character
\[\vartheta_N : G \times \mathbb{G}_m \to \mathbb{G}_m \quad \vartheta_N(g, \gamma) = \theta(g)\gamma^N.
\]

**Lemma 3.1.4.** Let $(X, G, \theta)$ be a GIT presentation and let $\nu$ be as in Lemma 3.1.3. Assume there is moreover an integer $r \geq 1$ and a 1-parameter subgroup $\nu'$ of $G$ satisfying
\[\langle \theta, r \lambda \rangle < 0\]
for every $x \in X$ and $s \geq 0$. Choose an integer $N$ such that $N > \langle \theta, \nu' \rangle / r$.

1. There are equalities
\[(X \times \mathbb{A}^1)_{\vartheta_N}^s (G \times \mathbb{G}_m) = (X \times \mathbb{A}^1)_{\vartheta_N}^s (G \times \mathbb{G}_m) = X_{\nu_N}^s (G) \times \mathbb{C}^*.
\]

2. The natural map $\text{Stab}_{G}(X_{\nu_N}^s) \to \text{Stab}_{G \times \mathbb{G}_m}((X \times \mathbb{A}^1)_{\vartheta_N}^s)$ given by $g \mapsto (g, 1)$ is a bijection.

**Proof.** We use the numerical criterion of [Kin94, Prop 2.5]. To prove (1), we first show $(X \times \mathbb{A}^1)_{\vartheta_N}^s \subset X_{\nu_N}^s \times \mathbb{C}^*$. Let $(x, y) \in (X \times \mathbb{A}^1)_{\vartheta_N}^s$. If $x$ is not in $X_{\nu_N}^s$, then there is a 1-parameter subgroup $\lambda : \mathbb{G}_m \to G$ such that $\lim_{t \to 0} \lambda(t) \cdot x$ exists but $\langle \theta, \lambda \rangle < 0$. The composition $\mathbb{G}_m \overset{\vartheta_N}{\to} G \to G \times \mathbb{G}_m$ is a 1-parameter subgroup of $G \times \mathbb{G}_m$, where the second arrow is $g \mapsto (g, 1)$, and this subgroup witnesses the unstability of $(x, y)$ for any $y \in \mathbb{C}$. Similarly, if $y = 0$, then $t \mapsto (\nu'(t), t^{-r})$ defines a 1-parameter subgroup of $G \times \mathbb{G}_m$ witnessing the unstability of $(x, y)$ for any $x \in X$.

Next we show $X_{\nu_N}^s \times \mathbb{C}^* \subset (X \times \mathbb{A}^1)_{\vartheta_N}^s$. An arbitrary 1-parameter subgroup of $G \times \mathbb{G}_m$ has the form $(\lambda(t), t^s)$. If $\lim_{t \to 0} \lambda(t) \cdot x = \lim_{t \to 0} \nu(t\nu(t^s)) \cdot x$ exists then $s \geq 0$ and $\lim_{t \to 0} \lambda(t)\nu(t^s)x$ exists. This means that $\lim_{t \to 0} \lambda(t)\nu(t^s)x$ exists. Since $\lim_{t \to 0} \nu(t^s)\nu(t^{-rs})x' = \lim_{t \to 0} \lambda(t)\nu(t^{-rs})x$ for every $x'$, we assert that
\[\lim_{t \to 0} \nu(t^s)\nu(t^{-rs})\lambda(t)\nu(t^s)x = \lim_{t \to 0} \lambda(t)\nu(t^{-rs})x.
\]
This can be proved using the triangle inequality and the fact that the 1-parameter subgroup $\nu'(t^{rs})\nu(t^{-rs})$ of $GL(X)$ can be written as diagonal matrices $\text{diag}(t^{a_1}, \ldots, t^{a_n})$ in some basis for $X$, for some integers $a_i \geq 0$, so when $|t| < 1$ the functions $X \to X$ defined by $\nu'(t^{rs})\nu(t^{-rs})$ are contractions. But $x \in X_{\nu_N}^s$ and $\lambda(t)\nu(t^s)$ is a 1-parameter subgroup of $G$, so we must have
\[\langle \theta, r \lambda + s\nu' \rangle = r\langle \theta, \lambda \rangle + s\langle \theta, \nu' \rangle \geq 0.
\]
Since $\langle \theta, \nu' \rangle < rN$ and $s \geq 0$ this implies
\[r\langle \theta, \lambda \rangle + rsN \geq 0 \tag{14}
\]
or equivalently, since $r \geq 1$,
\[\langle \theta, (\lambda(t), t^s) \rangle = \langle \theta, \lambda \rangle + sN \geq 0 \tag{15}
\]
If equality holds in (15), then equality also holds in (14), which implies that both $r\langle \theta, \lambda \rangle + s\langle \theta, \nu' \rangle$ and $s$ are zero. Since $x \in X_{\nu_N}^s = X_{\nu_N}^s$, this implies $\lambda(t)\nu(t^s)$ acts trivially on $X$, but since $s = 0$ we have $\lambda(t)\nu(t^s) = \lambda(t)$. So $\lambda(t)$ also acts trivially on $X$. Since $s = 0$ we have that $\lambda(t)$ acts trivially on $X \times \mathbb{A}^1$. Assertion (2) is immediate using part (1).

**Proof of Proposition 3.1.7.** We let $G \times \mathbb{G}_m$ act on $X \times \mathbb{A}^1$ as in (11) and we let $\vartheta = \vartheta_N$ as defined in Lemma 3.1.3. By Lemma 3.1.4 we know that $(X \times \mathbb{A}^1, G \times \mathbb{G}_m, \vartheta_N)$ satisfies assumptions (1)–(3) of Section 2.3.3 and combined with Lemma 3.1.3 we get an isomorphism
\[X \overset{\vartheta}{\to} G = (X \times \mathbb{A}^1) \overset{\vartheta_N}{\to} G \times \mathbb{G}_m.
\]
Remark 3.1.5. Let \((X,G,\theta)\) be a GIT presentation and let \(\nu : \mathbb{G}_m \to GL(X)\) satisfy the assumptions of Proposition 3.1.1. Then the natural identification of character groups
\[
\chi(G \times \mathbb{G}_m) \simeq \chi(G) \times \chi(\mathbb{G}_m)
\]
leads to an isomorphism of abelian groups
\[
\text{Hom}(\text{Pic}([X/G]), \mathbb{Q}) \oplus \mathbb{Q} \simeq \text{Hom}(\text{Pic}([(X \times \mathbb{A}^1)/(G \times \mathbb{G}_m)]), \mathbb{Q}).
\]
In particular, \(\text{Hom}(\text{Pic}([X/G]), \mathbb{Q})\) embeds into the right hand side, and the embedding is induced by the pullback morphism of Picard groups associated to the stack morphism
\[
[X/G] \to [(X \times \mathbb{A}^1)/(G \times \mathbb{G}_m)].
\]

3.2. CI-GIT presentations. Many Deligne-Mumford stacks \(\mathcal{X}\) can be realized as complete intersections in stacks of the form \(X/\!/_G\) where \((X,G,\theta)\) is a GIT presentation. The quasimap \(I\)-functions of such stacks can be computed using Theorem 2.3.2. This motivates the following definition.

Definition 3.2.1. A complete intersection GIT presentation (or CI-GIT presentation) is a tuple \((X,G,\theta, E, s)\), where
- \((X,G,\theta)\) is a GIT presentation,
- \(E\) is a \(G\)-representation, and
- \(s\) is a \(G\)-equivariant section of \(E \times X \to X\) such that \(s\) is regular and \(X^\ast(G) \cap Z(s)\) is smooth.

If \(\mathcal{X}\) is a separated and finite type Deligne-Mumford stack, we say \((X,G,\theta, E, s)\) a CI-GIT presentation for \(\mathcal{X}\) if it is a CI-GIT presentation and \(\mathcal{X} \simeq Z(s)/\!/_G\).

Suppose \((X,G,\theta, E, s)\) is a CI-GIT presentation for \(\mathcal{X} = Z(s)/\!/_G\). We present a strategy for finding other CI-GIT presentations of \(\mathcal{X}\).

The first step is to find \(\nu : \mathbb{G}_m \to GL(X)\) satisfying the hypotheses of Proposition 3.1.1. Then that proposition gives us a GIT presentation \((X \times \mathbb{A}^1, G \times \mathbb{G}_m, \theta)\) for \(X/\!/_G\). If the \(G\)-action on \(X\) is given by \(\rho : G \to GL(E)\) and if \(\mu : \mathbb{G}_m \to GL(E)\) is a 1-parameter subgroup commuting with the image of \(\rho\) (see Remark 3.1.2), let \(E(\mu)\) be the \(G \times \mathbb{G}_m\)-representation with the same underlying vector space \(E\) and homomorphism
\[
G \times \mathbb{G}_m \to GL(E) \quad (g, \gamma) \mapsto \rho(g)\mu(\gamma).
\]

Lemma 3.2.2. Let \(\mu : \mathbb{G}_m \to GL(E)\) be a homomorphism commuting with the image of \(\rho\) such that the morphism
\[
\tilde{s} : X \times \mathbb{C}^\ast \to E \quad \tilde{s}(x,y) = \mu(y)s(\nu(y)^{-1}x)
\]
extends to all of \(X \times \mathbb{A}^1\). Then \(\tilde{s}\) induces a \(G \times \mathbb{G}_m\)-equivariant section of \(E(\mu) \times X \to X\) such that \(Z(\tilde{s})/\!/_G(G \times \mathbb{G}_m) = Z(s)/\!/_G\) and \(Z(\tilde{s}) \cap (X \times \mathbb{A}^1)^\ast\) is smooth. If \(\tilde{s}\) is regular, then \((X,G,\theta, E(\mu), \tilde{s})\) is a CI-GIT representation of \(Z/\!/_G\).

Proof. One checks using the definitions in (11) and (17) that \(\tilde{s}\) is \(G \times \mathbb{G}_m\)-equivariant. Next, the isomorphism (11) induces an isomorphism \(Z(s)/\!/_G \simeq Z(\tilde{s})/\!/_G\). This implies moreover that \(Z(\tilde{s}) \cap (X \times \mathbb{A}^1)^\ast\) is a \(G \times \mathbb{G}_m\)-torsor over \(Z(s)/\!/_G\). Since \(Z(s)/\!/_G\) is known to be smooth, so is \(Z(\tilde{s}) \cap (X \times \mathbb{A}^1)^\ast\).

Example 3.2.3. One way to be in the situation of Lemma 3.2.2 is as follows. If the vector space \(E\) has dimension \(m\), then \(s\) is given by functions \(s_1(x), \ldots, s_m(x) \in \Gamma(X, O_X)\). Since \(X\) is \(\mathbb{A}^n\), each \(s_i(x)\) is a complex polynomial in \(n\) variables, so for \(r \in \mathbb{Z}\) sufficiently large the rational functions
\[
\check{s}_i := y^r s_i(\nu(y)^{-1}x) \quad i = 1, \ldots, m
\]
are regular on all of \(X \times \mathbb{A}^1\). If we set \(\mu(\gamma) = \gamma^r\), then one checks that \(\check{s}_i\) are \(G \times \mathbb{G}_m\)-equivariant maps \(X \times \mathbb{A}^1 \to E(\mu)\). Note that the \(\check{s}_i\) may not define a regular sequence.
Example 3.2.4. To get a regular \( \tilde{s} \), it can be necessary to take subgroups \( \mu \) other than powers of the diagonal subgroup. For example, let \( X = \mathbb{A}^3 \) with coordinates \( x_0, \ldots, x_3 \) and let \( G = \mathbb{G}_m \) act with weights \((1,1,1,3)\). If \( \theta \) is the first power of the identity character then \( X/G = \mathbb{P}(1,1,1,3) \). Let \( E \) be the three-dimensional representation of \( G \) with weights \((1,1,3)\) and let \( s \) be given by the regular sequence \((x_1, x_2, x_3)\).

Choose \( \nu : \mathbb{G}_m \to GL(4) \) to be the subgroup given by \( \nu(C) = (1,1,1,\gamma) \). If we restrict ourselves to subgroups \( \mu \) of the form \( \mu(C) = \nu^r \) as in Example 3.2.3 then for \( r \in \mathbb{Z} \), the section \( s \) of \( 13 \) is given by \((y^r x_1, y^r x_2, y^{r-1} x_3)\). For this sequence to be defined everywhere we must take \( r \geq 1 \), but no value of \( r \) produces a regular sequence. Instead, one creates an extended CI-GIT presentation for \( Z(s)/G \) by setting \( \mu(C) = (1,1,\gamma) \), and then \( \tilde{s} \) is given by the same regular sequence \((x_1, x_2, x_3)\).

The next lemma can be used in some applications to find a regular \( \tilde{s} \). It can also sometimes be used to find a CI-GIT presentation for \( \mathcal{X} \) when \( \mathcal{X} \) is only known to be a smooth substack of \( \mathbb{A}^n/G \) (a priori not given by a regular sequence).

Lemma 3.2.5. Let \( X = \mathbb{A}^n \) let \( V \subset \Gamma(X, \mathcal{O}_X) \) be a finite-dimensional vector subspace with basis \( \{s_i\}_{i=1}^m \). If the codimension of every component of \( Z(s_1, \ldots, s_m) \) is at least \( k \), the set of regular sequences of length \( k \) form a dense subset of \( V^k \).

Proof. For each \( i = 1, \ldots, k \), set

\[
S_i = \{(v_1, \ldots, v_k) \in V^k \mid (v_1, \ldots, v_i) \text{ is regular}\}.
\]

Clearly \( S_1 = (V \setminus \{0\}) \times V^{k-1} \). For \( i > 1 \) we will show that \( S_i \) is a dense subset of \( S_{i-1} \).

Let \( U \subset S_{i-1} \) be open and let \( \mu = (v_1, \ldots, v_k) \in U \), so in particular \((v_1, \ldots, v_{i-1})\) is regular. We claim that there is an open subset \( V' \subset V \) such that for \( v \in V' \), the sequence \((v_1, \ldots, v_{i-1}, v)\) is regular. Granting this, since \( V' \) is dense in \( V \), the intersection \( U \cap (v_1 \times \cdots \times v_{i-1} \times V' \times V^{k-i}) \) is not empty and the lemma statement follows.

Now we prove the claim. The complement of \( V' \) is the set of \( v \in V \) such that \( v \) is in an associated prime of the ideal \((v_1, \ldots, v_{i-1}) \subset \Gamma(X, \mathcal{O}_X)\). Since each associated prime is a vector subspace of \( \Gamma(X, \mathcal{O}_X) \), it is in particular a closed subset, and we see that the complement of \( V' \) is closed. (This uses the fact that there are only finitely many associated primes.) To see that \( V' \) is nonempty, suppose for contradiction that every \( v \in V \) is contained in some associated prime of \((v_1, \ldots, v_{i-1})\). Since \( V \) is not a union of proper subspaces, we have \( V \subset p \) for some associated prime \( p \). Since \( \Gamma(X, \mathcal{O}_X) \) is Cohen-Macaulay and \((v_1, \ldots, v_{i-1})\) is regular, the height of \( p \) is equal to \( i - 1 \). Now \( p \) defines a point of \( X \) that is contained in the base locus of \( V \) but has codimension \( i - 1 < k \), a contradiction.

4. Conditions for \( I_\beta \) to vanish

Suppose we have a GIT presentation \((X, G, \theta)\) with \( T \subset G \) a maximal torus. Then \( I^{X,G,\theta}(g, z) = \sum_\beta q^\beta I^{X,G,\theta}_\beta(z) \) (see \( 23 \)), where a formula for \( \varphi^* I^{X,G,\theta}(z) \) was given in Theorem 2.3.2 and the sum is over all \( \beta \in \text{Hom}(\chi(G), \mathbb{Q}) \). In this section we give conditions on \( \beta \) that force \( I^{X,G,\theta}_\beta \) to vanish.

For example, if \((X, G, \theta)\) is any quasimap target (where \( X \) is not necessarily a vector space), it is immediate from the definition of \( I^{X,G,\theta}_\beta \) in \( [\text{Web}21] \) Def 3.4.4 that \( I^{X,G,\theta}_\beta = 0 \) if \( \beta \) is not equal to the class of any quasimap to \((X, G, \theta)\). Hence, we say \( \beta \in \text{Hom}(\operatorname{Pic}^G(X), \mathbb{Q}) \) is \( I^{X,G,\theta}_\beta \)-effective if it is the class of some quasimap to \((X, G, \theta)\). We denote the set of \( I^{X,G,\theta}_\beta \)-effective classes by \( \mathbb{E}^{\geq 0}(X, G, \theta) \). Our strongest vanishing condition in this section is just a formula for \( \mathbb{E}^{\geq 0}(X, G, \theta) \) when \((X, G, \theta)\) is a GIT presentation (Lemma 4.3.2). We also provide a version for CI-GIT presentations (Lemma 4.4.1).

Remark 4.0.1. Consider a CI-GIT presentation \((X, G, \theta, E, s)\). If \( \delta \in \text{Hom}(\chi(G), \mathbb{Q}) \) is not \( I^{X,G,\theta}_\delta \)-effective, no \( \beta \in (\nu Y^{G,\delta}_X)^{-1}(\delta) \) can be \( I^{Y,G,\theta}_\beta \)-effective. Hence if \( \delta \in \text{Hom}(\chi(G), \mathbb{Q}) \) is not \( I^{X,G,\theta}_\delta \)-effective then the left hand side of \( 13 \) is zero.
4.1. Setup: \(G\)-effective anticones. Let \((X = \mathbb{C}^n, G, \theta)\) be a GIT presentation. Choose \(T \subset G\) a maximal torus, and assume \((X, T, \theta)\) is also a GIT presentation. Let \(\xi_1, \ldots, \xi_n\) denote the weights of the action on \(X\) and let \(x_1, \ldots, x_n\) be coordinates on \(X\) that are dual to a corresponding weight basis for \(X\); i.e., for \((x_1, \ldots, x_n) \in X\) we have

\[
t \cdot (x_1, \ldots, x_n) = (\xi_1(t)x_1, \ldots, \xi_n(t)x_n).
\]

Recall from [CIJ18, Sec 4.1] that an anticone for \((X, T, \theta)\) is a subset \(A \subset \{1, \ldots, n\}\) such that

\[
\theta = \sum_{i \in A} a_i \xi_i \quad \text{for some } a_i \in \mathbb{R}_{>0}.
\]

To each anticone there is an associated open subset

\[
U_A = \{(x_i)_{i=1}^n \in X \mid x_j \neq 0 \text{ for } j \in A\}
\]

and \(\bigcup U_A = X^{ss}(T)\). The condition \(X^s(T) = X^{ss}(T)\) implies that if \(A\) is an anticone, then \(\{\xi_i\}_{i \in A}\) spans \(\chi(T) \otimes \mathbb{R}\) (see for example [CIJ18, Sec 4.1]). We also define a locally closed subset

\[
V_A = \{(x_i)_{i=1}^n \in U_A \mid x_i = 0 \text{ for } i \notin A\}.
\]

**Definition 4.1.1.** We say an anticone \(A\) is \(G\)-effective if \(V_A \cap X^{ss}(G) \neq \emptyset\).

**Lemma 4.1.2.** Let \(A, B\) be subsets of \(\{1, \ldots, n\}\) with \(A \subset B\). If \(A\) is an anticone, so is \(B\). If \(A\) is \(G\)-effective, so is \(B\).

**Proof.** If \(A\) is an anticone, the assertion that \(B\) is an anticone follows from the fact that \(\{\xi_i\}_{i \in A}\) spans \(\chi(T) \otimes \mathbb{R}\).

Now suppose \(A\) is \(G\)-effective. This means \(V_A \cap X^{ss}(G)\) is not empty. Since

\[
V_A \cap X^{ss}(G) \subset \{x_i = 0 \mid i \notin A\} \cap X^{ss}(G) \subset \{x_i = 0 \mid i \notin B\} \cap X^{ss}(G),
\]

the rightmost set is a nonempty open subset of the subspace \(\{x_i = 0 \mid i \notin B\}\). But \(V_B\) is also a nonempty open subset of \(\{x_i = 0 \mid i \notin B\}\), so

\[
V_B \cap \{x_i = 0 \mid i \notin B\} \cap X^{ss}(G) = V_B \cap X^{ss}(G)
\]

is not empty. \(\square\)

**Remark 4.1.3.** Assume we have a GIT presentation \((X, G, \theta)\) and additional data \(\nu: \mathbb{C}^* \to G, N \in \mathbb{Z}\) satisfying the assumptions of Lemma 4.1.2. Let \(T \subset G\) be a maximal torus and let \(\{A_j\}_{j \in J}\) be the set of \(G\)-effective anticones for \((X, T, \theta)\). Then the \(G\)-effective anticones for \((X \times \mathbb{A}^1, T \times \mathbb{G}_m, \theta_N)\) are \(A_j \cup \{n + 1\}\). This is immediate from the definition and Lemma 4.1.2.
4.2. The inertia condition. The vanishing condition in this section shrinks the index set in \( [3] \) without making that set too complicated (at least in many examples). It is comparable to the index set used for the toric \( I \)-function computations in \( [CIJ18] \). To state it, for \( \tilde{\beta} \in \text{Hom}(\chi(T), \mathbb{Q}) \) set
\[
S_{\tilde{\beta}} := \{ i \in \{1, \ldots, n\} \mid \tilde{\beta}(\xi_i) \in \mathbb{Z} \}.
\]
and define a subset
\[
\mathbb{K} := \{ r_{X,G}^{X,T}(\tilde{\beta}) \mid S_{\tilde{\beta}} \text{ is a } G\text{-effective anticone} \}.
\]

**Proposition 4.2.1.** Assume \((X, G, \theta)\) is a GIT-presentation with \( T \subset G \) a maximal torus. Then in \((3)\) one may sum over \( \beta \in \mathbb{K} \). That is, if \( \beta \notin \mathbb{K} \) then \( I_{\beta} = 0 \).

The idea behind Proposition 4.2.1 is that elements of \( \mathbb{K} \) correspond to elements of \( T \) with nontrivial fixed locus on \( X^G \) (see Lemma 4.2.3), so if \( \beta \notin \mathbb{K} \) then the corresponding component of the inertia stack \( \mathcal{I}(X \parallel G) \) is empty.

**Remark 4.2.2.** If \( G = T \) is a torus, then under the natural identification
\[
\text{Hom}(G_m, T) \otimes \mathbb{Q} \simeq \text{Hom}(\chi(T), \mathbb{Q}),
\]
our set \( \mathbb{K} \) agrees with the one defined in \( [CIJ18] \), Sec 4.6.

**Lemma 4.2.3.** Let \( \tilde{\beta} \in \text{Hom}(\chi(T), \mathbb{Q}) \). The following are equivalent:

1. \( g_{\tilde{\beta}} \) fixes some element of \( X^G \).
2. \( S_{\tilde{\beta}} \) contains a \( G\)-effective anticone.
3. \( S_{\tilde{\beta}} \) is a \( G\)-effective anticone.

**Proof.** Items (2) and (3) are equivalent by Lemma 4.1.2. For the remaining directions, observe that the fixed locus of \( g_{\tilde{\beta}} \) is the subspace \( \{ x_i = 0 \mid i \notin S_{\tilde{\beta}} \} \). We will denote this subspace by \( X^{g_{\tilde{\beta}}} \).

If (3) holds, then \( V_{S_{\tilde{\beta}}} \cap X^{ss}(G) \neq \emptyset \), but \( V_{S_{\tilde{\beta}}} \subset X^{g_{\tilde{\beta}}} \), so (1) holds.

Assume (1) holds, so there is some
\[
x := (x_1, \ldots, x_n) \in X^{g_{\tilde{\beta}}} \cap X^{ss}(G).
\]
Since \( X^{ss}(G) \subset X^{ss}(T) \subset \bigcup U_A \) this implies that there exists an anticone \( A \) such that \( x \in X^{g_{\tilde{\beta}}} \cap U_A \). Since \( x_i = 0 \) for \( i \notin S_{\tilde{\beta}} \) and \( x_i \neq 0 \) for \( i \in A \), we have \( A \subset S_{\tilde{\beta}} \). Without loss of generality we may assume \( A = S_{\tilde{\beta}} \).

It remains to show that \( S_{\tilde{\beta}} \) is \( G\)-effective, i.e. \( V_{S_{\tilde{\beta}}} \cap X^{ss}(G) \neq \emptyset \). Because of \((19)\) we know \( X^{g_{\tilde{\beta}}} \cap X^{ss}(G) \) is a nonempty open subset of \( X^{g_{\tilde{\beta}}} \). Since \( V_{S_{\tilde{\beta}}} \) is also a nonempty open subset of \( X^{g_{\tilde{\beta}}} \), we have that the intersection
\[
V_{S_{\tilde{\beta}}} \cap X^{g_{\tilde{\beta}}} \cap X^{ss}(G) = V_{S_{\tilde{\beta}}} \cap X^{ss}(G)
\]
is nonempty. \( \square \)

**Proof of Proposition 4.2.1.** This proposition follows immediately from Theorem 2.3.2 and Lemma 4.2.3. Indeed, if \( \beta \notin K \), then for each \( \tilde{\beta} \in (r_{X,G}^{X,T})^{-1}(\beta) \) we have \( \mathcal{I}(X \parallel G)_{g_{\tilde{\beta}}} = 0 \). Hence \( \mathcal{I}(X \parallel G)_{g_{\tilde{\beta}}}^{-1} \) is also empty, and the quantity \( I_{\tilde{\beta}}(z) \) in \((8)\) is zero by Theorem 2.3.2. \( \square \)

4.3. The \( I \)-effective condition. The vanishing condition in this section is the best possible, at this level of generality, and it can significantly complicate the index set in \([3]\).

To state it, for \( \tilde{\beta} \in \text{Hom}(\chi(T), \mathbb{Q}) \) set
\[
S_{\tilde{\beta}}^{\geq 0} := \{ i \in \{1, \ldots, n\} \mid \tilde{\beta}(\xi_i) \in \mathbb{Z}_{\geq 0} \}
\]
and define a subset \( \mathbb{K}^{\geq 0} \subset \text{Hom}(\chi(G), \mathbb{Q}) \) by
\[
\mathbb{K}^{\geq 0} := \{ r_{X,G}^{X,T}(\tilde{\beta}) \mid S_{\tilde{\beta}}^{\geq 0} \text{ is a } G\text{-effective anticone} \}.
\]
Proposition 4.3.1. Assume \((X,G,\theta)\) is a GIT-presentation with \(T \subset G\) a maximal torus. Then the set \((20)\) is precisely the set \(K_0^G(X,G,\theta)\) of \(I\)-effective classes. In particular, in \(\mathfrak{m}\) one may sum over \(\beta \in K_0^G\).

This proposition is an immediate corollary of the next lemma. To read the lemma, recall from Section 2.3 that for us a quasimap to \((X,G,\theta)\) is a representable morphism \(q : \mathbb{P}^1_{a,1} \to [X/G]\) such that the point \(v = 0\) maps to \(X/G\). Such a morphism is determined by a principal \(G\)-bundle on \(\mathbb{P}^1_{a,1}\) and an equivariant morphism from the principal bundle to \(X\), or equivalently a vector bundle (associated to the principal \(G\)-bundle) and a section. Moreover, any vector bundle on \(\mathbb{P}^1_{a,1}\) can be written explicitly as a direct sum of line bundles \(\mathcal{O}_{\mathbb{P}^1_{a,1}}(d)\), where \(\mathcal{O}_{\mathbb{P}^1_{a,1}}(d)\) is the line bundle with total space equal to the quotient stack \([\mathbb{A}^1/G_m]\) defined by the action

\[t \cdot (u,v,z) = (t^a u, tv, t^d z) \quad \text{for} \quad t \in \mathbb{G}_m, (u,v,z) \in \mathbb{A}^3\]

and the projection to \(\mathbb{P}^1_{a,1}\) is given by projection to the \(u,v\) coordinates.

There is a \(\mathbb{G}_m\) action on \(\mathbb{P}^1_{a,1}\) given by

\[(21) \quad \lambda \cdot (u,v) = (\lambda^a u, v),\]

and this induces an action on quasimaps. We say that a quasimap \(q\) is \(\mathbb{G}_m,\lambda\)-fixed if it is invariant under the \(\mathbb{G}_m\) action in \((21)\).

Lemma 4.3.2. Let \(\tilde{\beta} \in \text{Hom}(\chi(T), \mathbb{Q})\). The following are equivalent.

1. There exists a \(\mathbb{G}_m,\lambda\)-fixed quasimap to \((X,G,\theta)\) with a unique basepoint at \(u = 0\) whose associated vector bundle is isomorphic to \(\oplus \mathcal{O}_{\mathbb{P}^1_{a,1}}(a\tilde{\beta}(\xi_i))\)

2. There exists a quasimap to \((X,G,\theta)\) whose associated vector bundle is isomorphic to \(\oplus \mathcal{O}_{\mathbb{P}^1_{a,1}}(a\tilde{\beta}(\xi_i))\)

3. The set \(S^0_\tilde{\beta}\) contains a \(G\)-effective anticone.

4. The set \(S^0_\tilde{\beta}\) is a \(G\)-effective anticone.

The image under \(r^X_{X,G}\) of classes satisfying these four equivalent conditions is the set of \(I^{X,G,\theta}\)-effective classes.

Before beginning the proof, we provide some background. A global section of \(\oplus \mathcal{O}_{\mathbb{P}^1_{a,1}}(a\tilde{\beta}(\xi_i))\) is a vector of polynomials \((p_i(u,v))_{i = 1}^n\), where \(p_i(u,v)\) is a homogeneous polynomial of degree \(a\tilde{\beta}(\xi_i)\), where \(u\) has weight \(a\) and \(v\) has weight 1. Recall the subspace \(X^\tilde{\beta} \subset X\) from \((7)\). Finally, recall (e.g. from [CCK15], Sec 5.3) that a \(\mathbb{G}_m,\lambda\)-fixed quasimap to \((X,T,\theta)\) of class \(\tilde{\beta}\) with a unique basepoint at \(u = 0\) is uniquely determined by the image of \(v = 0\), which will be a point of \(X^\tilde{\beta} \cap X^{ss}(T)\); conversely, given \(x \in X^\tilde{\beta} \cap X^{ss}(T)\), the associated \(\mathbb{G}_m,\lambda\)-fixed quasimap has section given by

\[(22) \quad (x_1 u^{a\tilde{\beta}(\xi_1)}, \ldots, x_n u^{a\tilde{\beta}(\xi_n)}).

Proof of Lemma 4.3.2. It is clear that (1) implies (2). Also, (3) and (4) are equivalent by Lemma 4.3.1.

For (2) implies (3) suppose we have a quasimap to \((X,G,\theta)\) whose associated vector bundle is isomorphic to \(\oplus \mathcal{O}_{\mathbb{P}^1_{a,1}}(a\tilde{\beta}(\xi_i))\) and let \(\sigma\) be the section of this bundle defined by the quasimap. Because every principal \(G\)-bundle on \(\mathbb{P}^1_{a,1}\) is induced from some principal \(T\)-bundle, the morphism \(q\) lifts to a morphism \(\mathbb{P}^1_{a,1} \to [X/T]\) given by the same vector bundle and section. Write \(\sigma = (p_i(u,v))_{i = 1}^n\), where \(p_i(u,v)\) is a homogeneous polynomial of degree \(a\tilde{\beta}(\xi_i)\) when \(u\) has weight \(a\) and \(v\) has weight 1. Set

\[p := (p_1(1,0), \ldots, p_n(1,0)) \in X.

Since \(v = 0\) is an orbifold point of \(\mathbb{P}^1_{a,1}\), it is not a basepoint of the original quasimap \(q\), so we have \(p \in X^{ss}(G) \subset X^{ss}(T)\). Moreover, we claim that \(p \in X^\tilde{\beta}\). This is because if \(\tilde{\beta}(\xi_i) < 0\) then there are no homogeneous polynomials of degree \(a\tilde{\beta}(\xi_i)\), so \(p_i(u,v)\) is already 0; on the
other hand, if \( \tilde{\beta}(\xi) \notin \mathbb{Z} \) then a polynomial of degree \( a\tilde{\beta}(\xi) \) cannot have any pure-\( u \) term, so \( p_i(1,0) = 0 \). In sum, we have found \( p \in X^\beta \cap X^{ss}(T) \). Thus there is an anticone \( A \) such that \( p \in U_A \); from the definitions of \( X^\beta \) and \( U_A \) we conclude \( A \subset S^0_\beta \). Define

\[
A' := \{ i \in \{1, \ldots, n \} \mid p_i(1,0) \neq 0 \}.
\]

In other words, \( A' \) is chosen so that \( p \in V_{A'} \). We have \( A \subset A' \subset S^0_\beta \), so by Lemma 4.1.2 we have that \( A' \) is an anticone contained in \( S^0_\beta \). Since \( p \in V_{A'} \cap X^{ss}(G) \) this anticone is \( G \)-effective.

For (4) implies (1), assume \( S^0_\beta \) is \( G \)-effective. Then \( S^0_\beta \) is an anticone and there is a point \( x \in V_{S^0_\beta} \cap X^{ss}(G) \). But there is a containment \( V_{S^0_\beta} \subset X^\beta \), so we have \( x \in X^\beta \cap X^{ss}(T) \) and by the discussion preceding this proof we get a \( \mathbb{G}_{m,\mathbb{A}} \)-fixed quasimap to \( (X,T,\theta) \) that is given by the vector bundle \( \oplus O_{\mathbb{P}_{1,n}}(a\tilde{\beta}(\xi_i)) \) and section (22). Since \( x \in X^{ss}(G) \) this data in fact defines a quasimap to \( [X/G] \).

The final assertion of the Lemma follows from condition (2) and the definition of \( I \)-effective classes.

\[ \square \]

A \( G \)-effective anticone \( A \) is **minimal** if whenever \( B \) is a \( G \)-effective anticone with \( B \subset A \), we have \( B = A \). To compute the \( I \)-effective classes in practice, one first computes the minimal \( G \)-effective anticones (this requires computation of \( X^\beta_{ss}(G) \)). For each \( G \)-effective anticone \( A \) we get a set

\[
C_A := \{ \tilde{\beta} \in \text{Hom}(\chi(T), \mathbb{Q}) \mid \tilde{\beta}(\xi_i) \in \mathbb{Z}_{\geq 0} \text{ for each } i \in A \}.
\]

The set of \( I \)-effective classes is equal to the union of the images of the sets \( C_A \) under the natural map \( \text{Hom}(\chi(T), \mathbb{Q}) \to \text{Hom}(\chi(G), \mathbb{Q}) \).

**Remark 4.3.3.** A word of caution is warranted about the above computation. Observe that each \( C_A \) generates a cone in \( \text{Hom}(\chi(T), \mathbb{R}) \). It is possible to have two anticones \( B, A \) such that the cone generated by \( C_B \) is contained in the cone generated by \( C_A \), but \( C_B \) is not contained in \( C_A \); the set \( C_B \) could allow larger denominators than those allowed in \( C_A \). This happens in Section 5.2.2.

### 4.4. CI-GIT presentations.

Let \( (X,G,\theta,E,s) \) be a CI-GIT presentation and let \( Y = Z(s) \). Then in particular \( (X,G,\theta) \) is a GIT presentation, and Lemma 4.3.2 gives equivalent conditions for \( \tilde{\beta} \in \text{Hom}(\chi(T), \mathbb{Q}) \) to map to an \( I^{X,G,\theta} \)-effective class. The next lemma is a refinement for the quasimap target \((Y,G,\theta)\).

**Lemma 4.4.1.** Let \( \tilde{\beta} \in \text{Hom}(\chi(T), \mathbb{Q}) \). The following are equivalent:

1. \( Y_{X,G}(\tilde{\beta}) \) is equal to the image of an \( I^{Y,G,\theta} \)-effective class.
2. \( X^\beta \cap Y^{ss}(G) = X^\beta \cap X^{ss}(G) \cap Y \) is not empty.

In particular, the image of \( \mathbb{K}^{\geq 0}(Y,G,\theta) \) in \( \text{Hom}(\chi(G), \mathbb{Q}) \) is equal to the image of the \( \tilde{\beta} \) such that either of these conditions holds.

**Proof.** Assume (1). Then we have a quasimap \( q : \mathbb{P}_{1,n} \to [Y/G] \subset [X/G] \) with associated vector bundle \( \oplus O_{\mathbb{P}_{1,n}}(a\tilde{\beta}(\xi)) \). We apply the proof of Lemma 4.3.2 specifically the argument for 2 \( \implies \) 3, to produce \( p \in X^{ss}(G) \cap Y \cap X^\beta \).

Assume (2). Let \( x \in X^\beta \cap Y^{ss}(G) \subset X^\beta \cap X^{ss}(T) \). We apply the proof of Lemma 4.3.2 specifically the argument for 4 \( \implies \) 1, to get a map to \((X,T,\theta)\) with associated vector bundle \( \oplus O_{\mathbb{P}_{1,n}}(a\tilde{\beta}(\xi)) \) and section (22). Since \( x \in Y^{ss}(G) \) this data defines a quasimap to \((Y,G,\theta)\).

\[ \square \]
4.5. Asymptotics of the $I$-function. Let $(X, G, \theta, E, s)$ be a CI-GIT presentation and set $Y = Z(s)$. By [CCK15], Thm 3.9(2), the $I$-function $I^{Y, G, \theta}(q, z)$ is homogeneous of degree 0 when we set $\deg(z) = 1$, $\deg(q^\delta) = \beta(\det(T_{Y/G}))$, and $\deg(\alpha) = k + \text{age}_{Y/G}(g)$ for $\alpha \in H^0(I(Y/G); \mathbb{Q})$ (the quantity age$_{Y/G}(g) \in \mathbb{Q}_{\geq 0}$ is defined in [CCK15a, Sec 2.5.1]).

Hence, bounding the degree of $q^\delta$ for $\delta \in \mathbb{K}^{\geq 0}(Y, G, \theta)$ has implications for the asymptotics of $I^{Y, G, \theta}(q, z)$ with respect to $z$—for example, if $\deg(q^\delta) \geq 1$ for nontrivial $\delta \in \mathbb{K}^{\geq 0}(Y, G, \theta)$ then $I^{Y, G, \theta}(q, z) = 1 + o(z^{-1})$. To bound the degree of $q^\delta$ we use the following lemma.

**Lemma 4.5.1.** Let $(X, G, \theta, E, s)$ be a CI-GIT presentation with $Y = Z(s)$ and let $T \subset G$ be a maximal torus. Let $\xi_1, \ldots, \xi_n$ (resp. $\epsilon_1, \ldots, \epsilon_r$) be the weights of $X$ (resp. $E$) with respect to $T$, and define $\xi := \sum_{i=1}^n \xi_i$ and $\epsilon := \sum_{i=1}^r \epsilon_i$. Let $B$ be the set of $\tilde{\beta} \in \text{Hom}(\chi(T), \mathbb{Q})$ satisfying the equivalent conditions of Lemma 4.4.1. Then,

1. For any $\delta \in \mathbb{K}^{\geq 0}(Y, G, \theta)$ and any $\tilde{\beta} \in B$ satisfying $r_{X,G}^{Y,G}(\delta) = r_{X,G}^{Y,T}(\tilde{\beta})$, we have $\deg(q^\delta) = \tilde{\beta}(\xi - \epsilon)$.
2. We have $\min_{\delta \in \mathbb{K}^{\geq 0}(Y, G, \theta)} \delta(\det(T_{Y/G})) = \min_{\beta \in B} \tilde{\beta}(\xi - \epsilon)$.

**Remark 4.5.2.** When $E = 0$, i.e. we are dealing with a GIT presentation $(X, G, \theta)$, the set $B$ in Lemma 4.5.1 is equal to $\bigcup C_4$, the set of all $\tilde{\beta}$ such that $S^{\geq 0}$ is a $G$-effective anticone.

**Proof of Lemma 4.5.1.** If $\delta$ is $I^{Y, G, \theta}$-effective then there is a quasimap $q : \mathbb{P}_{a,1}^1 \to [Y/G]$ of class $\delta$. Let $\beta$ be the class of the composition $q' : \mathbb{P}_{a,1}^1 \xrightarrow{q} [Y/G] \to [X/G]$. Since every principal $G$-bundle on $\mathbb{P}_{a,1}^1$ comes from a principal $T$-bundle, this lifts to a quasimap $q'' : \mathbb{P}_{a,1}^1 \to [Y/T] \subset [X/T]$; let $\tilde{\beta}$ denote the class of $q''$. By Lemma 4.3.2 we see that $S^{\geq 0}_{\tilde{\beta}}$ is a $G$-effective anticone for $(X, G, \theta)$, and $Y^{*\ast}(G) \cap X_{\tilde{\beta}}$ is not empty so $\tilde{\beta} \in B$. Since $s$ is regular, we can identify $E_Y|_{Y/G}$ with the normal bundle of $Y/G$ in $X/G$ and so there is an exact sequence

$$0 \to T_{Y/G} \to T_{X/G}|_{Y/G} \to E_Y|_{Y/G} \to 0$$

and it follows that

$$\delta(\det(T_{Y/G})) = \delta(\det(T_{X/G}|_{Y/G})) - \delta(\det(E_Y|_{Y/G})) = \beta(\det(T_{X/G})) - \beta(\det(E_Y|_{Y/G})).$$

Similarly, there is a generalized Euler sequence (see [CCK15], p. 811) on $X/G$ as follows:

$$0 \to X^*(G) \times_G \mathfrak{g} \to X^*(G) \times_G X \to \varphi^* T_{X/G} \to 0.$$

Here $\mathfrak{g}$ is the Lie algebra with its adjoint $G$-action, and if $F$ is a $G$-representation we define $X^*(G) \times_G F := [X^*(G) \times F/G]$, where $G$ acts diagonally on $X^*(G) \times F$. Since the weights of $\mathfrak{g}$ come in $+/-$ pairs, it follows that

$$\beta(\det(T_{X/G})) = \beta(\det(X^*(G) \times_G X)).$$

By definition, the right hand side of (25) is equal to

$$\text{deg}(q^\delta) = \beta(\xi - \epsilon).$$

Likewise $\beta(\det(E_Y|_{Y/G})) = \tilde{\beta}(\xi - \epsilon)$.

Conversely, if $\tilde{\beta} \in B$ then there is a quasimap $q$ to $(Y, G, \theta)$ that lifts to a quasimap to $(X, T, \theta)$ of degree $\beta$. If $\delta$ is the degree of $q$, the same computation as before shows that $\delta(\det(T_{Y/G})) = \tilde{\beta}(\xi - \epsilon)$. \hfill $\square$
4.6. Extending by a Weyl-invariant sector. In this section we prove Theorem 4.6.1 stated more precisely as Theorem 4.6.4 below. In order to make this more careful statement, we introduce the following definitions.

Let \( E \subset \text{Hom}(\chi(G), \mathbb{Q}) \cong \mathbb{Q}^{\text{rank}(G)} \) be a finitely generated monoid. Recall that the groupification of \( E \) is the subgroup \( E^{gp} \subset \text{Hom}(\chi(G), \mathbb{Q}) \) of elements that can be written as \( \alpha - \beta \) for some \( \alpha, \beta \in E \). The saturation of \( E \) is the submonoid \( E^{sat} \subset \text{Hom}(\chi(G), \mathbb{Q}) \) of elements \( \beta \in E^{gp} \) with the property that \( n\beta \in E \) for some \( n \in \mathbb{N} \). Let \( \mathbb{Q}[E] \) denote the monoid algebra with elements \( q^\alpha \) for \( \alpha \in E \). If \( \nu : \mathbb{Q}[E] \to \mathbb{Z} \) is a valuation, then \( \nu \) has a natural extension to \( \mathbb{Q}[E^{gp}] \) and hence to \( \mathbb{Q}[E^{sat}] \) by defining

\[
(26) \quad \nu(q^{\alpha-\beta}) := \nu(q^\alpha) - \nu(q^\beta) \quad \text{for} \quad \alpha, \beta \in E.
\]

**Definition 4.6.1.** Let \((X, G, \theta)\) be a GIT presentation and let

\[
\text{I-Eff}(X, G, \theta) \subset \text{Hom}(\text{Pic}^G(X), \mathbb{Q})
\]

be the saturation of the monoid generated by \( I^{X,T,\theta}-\text{effective classes} \), where \( T \subset G \) is a maximal torus and we view the \( I^{X,T,\theta}-\text{effective classes} \) as a subset of \( \text{Hom}(\text{Pic}^G(X), \mathbb{Q}) \) via the morphism \( r_{X,G}^{X,T} \). The I-effective Novikov ring \( \Lambda_{X,G,\theta}^{\text{I-Eff}} \) is the completion of \( \mathbb{Q}[\text{I-Eff}(X, G, \theta)] \) with respect to the induced valuation \( [26] \).

**Remark 4.6.2.** One can show that the definition of \( \text{I-Eff}(X, G, \theta) \) is independent of the choice of maximal torus \( T \).

Observe that the I-effective Novikov ring \( \Lambda_{X,G,\theta}^{\text{I-Eff}} \) and the Novikov ring \( \Lambda_{X,G,\theta} \) share a common subring, namely the completion of the monoid algebra generated by I-effective classes.

**Example 4.6.3.** If \( X = \mathbb{A}^2 \) and \( G = \mathbb{G}_m \) acts with weights \((1,1,1,2,3)\), and if \( \theta \) is the identity character, then the monoid generated by I-effective classes is the subset \[
\{0, 1/3, 1/2, 4/6, 5/6\} \cup \{1 + n/6 \mid n \in \mathbb{Z}_{\geq 0}\}
\]
of \( \mathbb{Q} \). The monoid \( \text{I-Eff}(X, G, \theta) \) is equal to \((1/6)\mathbb{Z}_{\geq 0}\).

**Theorem 4.6.4.** Let \((X, G, \theta)\) be a GIT presentation and let \( T \subset G \) be a maximal torus with Weyl group \( W \). If \( g \in T \) is a Weyl-invariant element such that \( I(X \parallel G)(g) \) is nonempty, then there is an extended GIT presentation \((X', G', \theta')\) for \( X \parallel G \) and an isomorphism

\[
(27) \quad \Lambda_{X,G,\theta}^{\text{I-Eff}}[t] \cong \Lambda_{X',G',\theta'}^{\text{I-Eff}}
\]

such that

\[
\mu' = \mu + t \mathfrak{g} + tO(t, q)
\]

where \( \mu \) (resp. \( \mu' \)) is the mirror map associated to \((X, G, \theta)\) (resp. \((X', G', \theta')\)) and \( q \) is in the I-effective Novikov ring \( \Lambda_{X,G,\theta}^{\text{I-Eff}} \).

**Remark 4.6.5.** The Novikov ring used in [Con+13] differs slightly from the ring \( \Lambda_X \) used in this paper: in particular, it is already saturated in the sense of Definition 4.6.1. Hence one does not see a larger Novikov ring introduced in [Con+13, Def 28].

**Proof of Theorem 4.6.4.** We present the proof in three steps (leaving some technical lemmas for the end).

**Construction of the extended presentation.** Let \( B_g = \{ \tilde{\beta} \in \text{Hom}(\chi(T), \mathbb{Q}) \mid g\tilde{\beta} = g^{-1}\} \). Recall that \( W \) acts on \( \text{Hom}(\chi(T), \mathbb{Q}) \). Choose some Weyl-invariant \( \tilde{\beta} \in B_g \) (the class \( \tilde{\beta} \) need not be I-effective). Fix a weight basis for \( X \) with corresponding (not necessarily distinct) \( T \)-weights \( \xi_1, \ldots, \xi_n \), and choose the basis elements so that each is contained in an irreducible \( G \)-subrepresentation of \( X \). For \( \alpha \in \mathbb{Q} \), define \( [\alpha] \) to be the smallest integer \( n \) such that \( n \geq \alpha \). In the coordinates determined by the weight basis, we define

\[
\nu(t) := (t^{-[\tilde{\beta}(\xi_1)]}, \ldots, t^{-[\tilde{\beta}(\xi_n)]}).
\]
We show that $\nu(t)$ satisfies the hypotheses of Proposition \textcolor{red}{3.1.1}. The first step is to show that if $X' \subset X$ is an irreducible $G$-representation, then $X'$ is contained in a weight space of $\nu(t)$ (Remark \textcolor{red}{3.1.2}). It is enough to show that the numbers $\tilde{\beta}(\xi_i)$ are the same for each weight $\xi_i$ of $X'$. Consider the 1-parameter subgroup $\tau_\beta : \mathbb{G}_m \to G$ defined by
\[
\zeta(\tau_\beta(t)) = t^{a\tilde{\beta}(\zeta)} \quad \text{for each} \quad \zeta \in \chi(T),
\]
where $a \in \mathbb{Z}_{>0}$ is minimal such that $a\tilde{\beta}(\zeta) \in \mathbb{Z}$ for every $\zeta \in \chi(T)$ (see \textcolor{red}{CCK15a}, Lem 4.6). It is enough to show that $X'$ is contained in a weight space of $\tau_\beta$. But $\tau_\beta$ is Weyl-invariant, since $\tilde{\beta}$ is, so this follows from Lemma \textcolor{red}{4.6.6} below. The other step is to demonstrate the existence of $r$ and $\nu'$. We set $\nu' := \tau_\beta$ and $r = a$. We desire
\[
-\alpha s \tilde{\beta}(\xi_i) + \alpha s [\tilde{\beta}(\xi_i)] \geq 0
\]
for all $s \geq 0$, but this is immediate from the definition of the ceiling function. Hence $\nu(t)$ satisfies the hypotheses of Proposition \textcolor{red}{3.1.1}.

By Proposition \textcolor{red}{3.1.1} we have an extended GIT presentation $(X \times \mathbb{A}^1, G \times \mathbb{G}_m, \theta)$ where $\theta(g, \gamma) = \theta(g)\gamma^N$ for some (or any) sufficiently large $N$. In \textcolor{red}{28}, we will impose an additional lower bound on $N$ (besides the one arising from Proposition \textcolor{red}{3.1.1}).

**Isomorphism of Novikov rings.** Let $\xi_1, \ldots, \xi_{n+1}$ be the weights of $X' := X \times \mathbb{A}^1$ with respect to $T' := T \times \mathbb{G}_m$, and note that $\xi_{n+1}(t, s) = s$ for $(t, s) \in T \times \mathbb{G}_m$. Let $\tilde{\beta} \in \text{Hom}(\chi(T \times \mathbb{G}_m), \mathbb{Q})$ be the direct sum of $\tilde{\beta}$ and the morphism sending the identity character of $\mathbb{G}_m$ to 1. Let $\beta = r_{X,G,T}(\tilde{\beta})$, let $G' := G \times \mathbb{G}_m$, and recall the identification
\[
\text{Hom}((\text{Pic}^{G'}(X'), \mathbb{Q})) = \text{Hom}((\text{Pic}^G(X), \mathbb{Q})) \oplus \mathbb{Q}
\]
from \textcolor{red}{16}. We define
\[
F : \text{I-Eff}(X, G, \theta) \times \mathbb{Z}_{>0} \to \text{Hom}((\text{Pic}^G(X), \mathbb{Q})) \oplus \mathbb{Q}
\]
\[
(\delta, d) \mapsto (\delta + d\beta, d).
\]
In a moment, we will show that the image of $F$ is precisely $\text{I-Eff}(X', G', \theta')$. Granting this, to show the isomorphism \textcolor{red}{27}, we also need to compare two valuations on $\mathbb{Q}[\text{I-Eff}(X, G, \theta)][[t]]$. These are the valuations
\[
\nu(q^d t^d) = e\delta(\theta) + d \quad \quad \nu'(q^d t^d) = e((\delta + d\beta)(\theta) + dN)
\]
where $e$ is the smallest integer satisfying $e\delta(\theta) \in \mathbb{Z}$ for all $I^{X,G,\theta}$-effective $\delta$ (see Section \textcolor{red}{2.2.1}). To show that $\nu$ and $\nu'$ produce isomorphic completions it is enough to show that for each $n \geq 0$ there exists $m \geq 0$ such that $\nu(q^d t^d) \geq m$ implies $\nu'(q^d t^d) \geq n$, and similarly with the roles of $\nu$ and $\nu'$ reversed. One can check that this holds as long as
\[
(28) \quad e\beta(\theta) + eN - 1 \geq 0
\]
which we can always ensure by choosing $N$ large enough. Indeed, granting this, we find that
\[
\nu(q^d t^d) \geq m \quad \text{implies} \quad \nu'(q^d t^d) \geq m.
\]
Conversely, if $n \geq 0$ is given, the assumption
\[
\nu'(q^d t^d) \geq (e\beta(\theta) + eN)n
\]
implies
\[
(e\beta(\theta) + eN)^{-1}e\delta(\theta) + d \geq n.
\]
Since $\delta(\theta) \geq 0$ for any $I^{X,G,\theta}$-effective class $\delta$ (\textcolor{red}{CCK15a}, Lem 3.2.1)], this together with \textcolor{red}{28} implies $\nu(q^d t^d) \geq n$ as required.

To show that $F$ factors through $\text{I-Eff}(X', G', \theta')$, since saturation is a left adjoint, it is enough to check the image under $F$ of pairs $(\delta, d)$ where $\delta$ is $I^{X,T,\theta}$-effective and $d \in \mathbb{Z}_{\geq 0}$.\[ \Box \]
By Lemma 4.3.2 there is $\tilde{\delta} \in \text{Hom}(\chi(T), \mathbb{Q})$ and an anticone $A$ such that $r^{X,T}_{X,G}(\tilde{\delta}) = \delta$ and $\tilde{\delta}(\xi_i) \in \mathbb{Z}_{\geq 0}$ for all $i \in A$. Then
\begin{equation}
(29) \quad F(\delta, d) = (\delta, 0) + d(\beta, 1)
\end{equation}
is in the (saturation of the) monoid generated by $I^{X,T,G'}$-effective classes. Indeed, $(\delta, 0)$ is $I^{X,T,G'}$-effective by Lemma 4.3.2 and Remark 4.1.3 using the lift $(\delta, 0)$ and the anticone $A \cup \{n + 1\}$ (here $n$ is the dimension of $X$). On the other hand, by Lemma 4.2.3 our assumption that $I(X/G)$ is nonempty implies there is a $(G$-effective) anticone $B$ such that $\tilde{\delta}(\xi_i) \in \mathbb{Z}$ for $i \in B$. It follows that
$$
\tilde{\delta}(\xi_i) = \tilde{\delta}(\xi_i) - [\tilde{\delta}(\xi_i)] = 0
$$
for $i \in B$, so $(\beta, 1)$ is $I^{X,T,G'}$-effective using the lift $(\tilde{\delta}, 1)$ and the anticone $B \cup \{n + 1\}$.

Conversely, since $F$ is injective, to show that the image of $F$ is $I$-$\text{Eff}(X,G)$, it is enough to show that every $I^{X,T,G'}$-effective class is in the image of $F$. So let $(\delta, d) \in \text{Hom}(\text{Pic}^G(X), \mathbb{Q}) \oplus \mathbb{Q}$ correspond to an $I^{X,T,G'}$-effective class. According to Lemma 4.3.2 and Remark 4.1.3 we have that $d \in \mathbb{Z}_{\geq 0}$ and there exists $\tilde{\delta} \in \text{Hom}(\chi(T), \mathbb{Q})$ and an anticone $A$ such that $r^{X,T}_{X,G}(\tilde{\delta}) = \delta$ and
\begin{equation}
(30) \quad \tilde{\delta}(\xi_i) + [\tilde{\delta}(\xi_i)]d \in \mathbb{Z}_{\geq 0}
\end{equation}
for each $i \in A$. We claim that $\delta - d\beta$ is in $I$-$\text{Eff}(X,G)$, so that $(\delta - d\beta, d)$ is an element of the left hand side of (29) mapping to $(\delta, d)$. Indeed, from (30) we have $\tilde{\delta}(\xi_i) \in \mathbb{Z}$ for each $i \in A$ and from the previous paragraph we have $\tilde{\delta}(\xi_i) \in \mathbb{Z}$ for each $i \in B$, so by Lemma 4.6.7 we have that $\delta - d\beta$ is in the groupification of the monoid generated by $I^{X,T,G'}$-effective classes. Moreover we compute
$$
0 \leq \tilde{\delta}(\xi_i) - c[\tilde{\delta}(\xi_i)] \leq \tilde{\delta}(\xi_i) - d\beta(\xi_i) = (\tilde{\delta} - d\beta)(\xi_i)
$$
where the first inequality is in (30). Hence for sufficiently large $n \in \mathbb{Z}_{\geq 0}$ we have $n(\tilde{\delta} - d\beta)(\xi_i) \in \mathbb{Z}_{\geq 0}$ for all $i \in A$. It follows that $\delta - d\beta$ is in $I$-$\text{Eff}(X,G)$ as claimed.

**Computation of the mirror map.** The subgroup $\nu$ was chosen so that $\tilde{\beta}(\xi_n) \in (-1,0]$ for $\ell \leq n$ and $\tilde{\beta}(\xi_{n+1}) = 1$. Hence $C(\tilde{\beta}, \xi_n) = 1$ for $\ell \leq n$ and $C(\tilde{\beta}, \xi_n) = z^{-1}$ (after restriction to $X/G$). Moreover, Weyl-invariance of $\tilde{\beta}$ tells us that for any root $\rho_i$ of $G$ and $w \in W$, we have $\tilde{\beta}(w\rho_i) = \tilde{\beta}(\rho_i)$, taking $w$ to be the reflection sending $\rho_i$ to $-\rho_i$ we see that $\tilde{\beta}(\rho_i) = 0$, so if $\rho'_i$ is the root of $G'$ corresponding to $\rho_i$, then $C(\tilde{\beta}', \rho'_i) = 1$. From Theorem 2.3.2 one sees that the $q^{\beta}$-coefficient of $\varphi^*1^{X,G',\beta}_{X,G}$ is $z^{-1}1_{G'}$. Since $\tilde{\beta}$ was Weyl-invariant, it is the unique class mapping to $\beta$ (Lemma 4.6.8), and this is also the coefficient of $t = q^{\beta}$.

On the other hand, if $(\delta, 0) \in I$-$\text{Eff}(X,G')$ corresponds to an actual $I^{X,G'}$-effective class, then one can use Lemma 4.3.2 to show that $\delta$ is $I^{X,G}$-effective. In this case Theorem 2.3.2 shows that the coefficient of $q^{\beta,0}$ in $I^{X,G',\beta}$ is equal to the coefficient of $q^{\beta}$ in $I^{X,G}$.

**Lemma 4.6.6.** Let $X'$ be an irreducible $G$-representation, $T \subset G$ a maximal torus, and $\tau : G_m \rightarrow T$ a Weyl-invariant homomorphism. Then there is an integer $b \in \mathbb{Z}$ such that for every $x \in X$ we have $\tau(t) \cdot x = t^b x$.

**Proof.** The natural inclusion of the center of $G$ to the Weyl-invariant part of $T$ is an isomorphism on identity components. Hence every $W$-invariant 1-parameter subgroup is central. Suppose the subspace of $X$ of weight $b$ with respect to $\tau$ is nonempty. We claim this weight space is in fact a $G$-subrepresentation of $X$: for $x \in X$ of weight $b$, we have
$$
\tau(t) \cdot gx = g\tau(t)x = gt^bx = t^b(gx)
$$
using centrality of $\tau$. Since $X$ is irreducible, this weight space is all of $X$. □
Lemma 4.6.7. Let \((X,G,\theta)\) be a GIT presentation. The groupification of the monoid generated by \(I^{X,T,\theta}\)-effective classes in \(\text{Hom}(\chi(G),\mathbb{Q})\) is the set of integer linear combinations of elements of the form \(r_{X,G}^{X,T}(\tilde{\beta})\) such that \(S_{\tilde{\beta}}\) contains an anticone.

Proof. The forward containment is clear from Lemma 4.3.2 so we only need to show that if \(\tilde{\beta} \in \text{Hom}(\chi(T),\mathbb{Q})\) has the property that \(S_{\tilde{\beta}}\) contains an anticone, then \(r_{X,G}^{X,T}(\tilde{\beta})\) is in the groupification of the monoid generated by \(I^{X,T,\theta}\)-effective classes. For such \(\tilde{\beta}\), let \(\mathcal{A}\) be an anticone contained in \(S_{\tilde{\beta}}\) such that the cone generated by \(\mathcal{A}\) is strongly convex. Then there is a hyperplane in \(\chi(T)\mathbb{Q}\) such that all the characters \(\xi_i\) for \(i \in \mathcal{A}\) are on one side of this hyperplane, and hence there is an \(\tilde{\alpha} \in \text{Hom}(\chi(T),\mathbb{Z})\) such that \(\tilde{\alpha}(\xi_i) \in \mathbb{Z}_{\geq 0}\) for all \(i \in \mathcal{A}\). In particular we have that \(r_{X,G}^{X,T}(\tilde{\alpha})\) is \(I^{X,T,\theta}\)-effective by Lemma 4.3.2. But for sufficiently large \(M\) we have \((\tilde{\beta} + M\tilde{\alpha})(\xi_i) \in \mathbb{Z}_{\geq 0}\) for all \(i \in \mathcal{A}\), so

\[
r_{X,G}^{X,T}(\tilde{\beta} + M\tilde{\alpha}) = r_{X,G}^{X,T}(\tilde{\beta}) + Mr_{X,G}^{X,T}(\tilde{\alpha})
\]
is also \(I^{X,T,\theta}\)-effective. It follows that \(r_{X,G}^{X,T}(\tilde{\beta})\) is in the groupification of the monoid generated by \(I^{X,T,\theta}\)-effective classes. \(\square\)

Lemma 4.6.8. Let \((X,G,\theta)\) be a GIT presentation. If \(\tilde{\beta}, \tilde{\alpha} \in \text{Hom}(\chi(T),\mathbb{Q})\) are two Weyl-invariant elements such that

\[
\sum_{\beta}(\tilde{\alpha}(\beta) = 1)
\]
then \(\tilde{\beta} = \tilde{\alpha}\).

Proof. The assumption \((31)\) implies that \(\tilde{\alpha}(\theta) = \tilde{\beta}(\theta)\) for every Weyl-invariant \(\theta \in \chi(T)\). Hence it suffices to show that if \(\tilde{\beta}\) is Weyl-invariant, then it is determined by its value on Weyl-invariant characters. This is true because if \(\theta \in \chi(T)\) is any character, using Weyl invariance of \(\tilde{\beta}\) we have

\[
\tilde{\beta}(\theta) = \frac{1}{|W|} \sum_{w \in W} (w \cdot \tilde{\beta})(\theta) = \frac{1}{|W|} \tilde{\beta} \left( \sum_{w \in W} w^{-1} \cdot \theta \right)
\]
and we note that \(\sum_{w \in W} w^{-1} \cdot \theta\) is Weyl-invariant. \(\square\)

5. Examples

The first two examples in this section are included as illustrations of the theorems in [Web21] and this paper. They are not new results. The remaining examples provide genuinely new computations of \(J\)-functions. In the examples, we use the following notation:

- \(\zeta_r\) is the complex number \(e^{2\pi i/r}\) and \(\mu_r\) is the group of \(r\)th roots of unity
- For \(a_1, \ldots, a_n \in \mathbb{C}\), we write \(\text{diag}(a_1, \ldots, a_n)\) for the \(n \times n\) matrix with the \(a_i\) on the diagonal
- \(1\) is the fundamental class of the untwisted sector of \(\mathcal{I}(X/G)\) (see Section 2)

In each example we will study a GIT presentation \((X,G,\theta)\) (sometimes there will also be a representation \(E\) and section \(s\)). We will use \(T\) to denote the maximal torus, which is sometimes only isomorphic to a subgroup of \(G\). If the presentation is an extended one we will use the notation \((\mathcal{X}, G, \theta)\) and \(T\) for the maximal torus. In each case one can use the numerical criterion of [Kin94, Prop 2.5] to show that \((X,G,\theta)\) is a GIT presentation.

The torus \(T\) will always be identified with a product of groups of diagonal matrices, and we denote the standard basis of projection characters by \(e_1, \ldots, e_{rk(T)}\), and for \(\tilde{\beta} \in \text{Hom}(\chi(T),\mathbb{Q})\) we will write \(\tilde{\beta}_i := \tilde{\beta}(e_i)\) and \(H_i := c_i(L_{e_i}) \in H^\bullet(\mathcal{I}(X/G T); \mathbb{Q})\). In this basis we have \(g_{\tilde{\beta}} = (e^{2\pi i \tilde{\beta}_1}, \ldots, e^{2\pi i \tilde{\beta}_{rk(T)}})\). We will likewise choose a basis for \(\chi(G)\) in each

---

\(^2\)We may arrange for \(\mathcal{A}\) to be strongly convex as follows. Given an anticone \(\mathcal{A}\), by definition \(\theta\) is in the cone generated by \(\mathcal{A}\). Triangulate \(\mathcal{A}\). Since \(X_0^G(T) = X_0^G(T)\) the character \(\theta\) is interior to one of the simplices in the triangulation. This simplex is strongly convex and its rays are the desired anticone.
example and for $\beta \in \text{Hom}(\chi(G), \mathbb{Q})$ we will write $\beta_1, \ldots, \beta_{\text{rk}(\chi(G))}$ for the corresponding coordinates of $\beta$. We use $r$ to denote the morphism
\[ r := r^X_{X,G} \text{Hom}(\chi(T), \mathbb{Q}) \to \text{Hom}(\chi(G), \mathbb{Q}). \]
Via our chosen bases for $\chi(T)$ and $\chi(G)$, we will identify $r$ with a map of $\mathbb{Q}$-vector spaces.

In each example, we will also choose an ordered weight basis for $X$ with respect to $T$. An anticone is then a set \{i_1, \ldots, i_n\} of distinct integers corresponding to indices of elements in this basis, and $C(i_1, \ldots, i_n)$ is the set defined in (23). The set $\mathbb{K}^{\geq 0}(X, G, \theta)$ is then equal to $r(C_A)$ where the union is over all $G$-effective anticones $A$. Finally, we will write $I(q, z)$ for $I^{X,G,\theta}(q, z)$. We know that
\[ \varphi^* I(q, z) = \sum_{\beta \in \mathbb{K}^{\geq 0}(X, G, \theta)} q^\beta \sum_{\beta \to \beta} I_{\beta}(z), \]
where the second sum is over all $\tilde{\beta} \in \bigcup C_A$ mapping to $\beta$, and we will give a formula for $I_{\beta}(z)$.

5.1. Trivial extension. Let $(X, G, \theta)$ be a GIT presentation. We construct an extended presentation so that the I-function has an additional parameter tracking the unit $1 \in H^*_T(X / G; \mathbb{Q})$.

Let $\nu : \mathbb{G}_m \to GL(X)$ be the trivial homomorphism. By Theorem 4.6.4 (with $\tilde{\beta}$ equal to the zero homomorphism), the extension $(X \times \mathbb{A}^1, G \times \mathbb{G}_m, \partial_1)$ is also a GIT presentation for $X / G$. Let $I(q, z)$ denote the I-function for the original presentation and let $\tilde{I}(q, z)$ denote the I-function for the extended presentation. By Proposition 3.1.1 there is an isomorphism
\[ f : X / G \to (X \times \mathbb{A}^1)/(G \times \mathbb{G}_m). \]
Moreover, we have
\[ \text{Hom}(\chi(G \times \mathbb{G}_m), \mathbb{Q}) = \text{Hom}(\chi(G), \mathbb{Q}) \oplus \text{Hom}(\chi(\mathbb{G}_m), \mathbb{Q}) \]
so we write $\tilde{\beta} \in \text{Hom}(\chi(G \times \mathbb{G}_m), \mathbb{Q})$ as $\beta + \alpha$ where $\beta \in \text{Hom}(\chi(G), \mathbb{Q})$, $d \in \mathbb{Q}$, and $\alpha : \chi(\mathbb{G}_m) \to \mathbb{Q}$ sends the identity character to 1. We will show
\[ f^* \tilde{I}(q, z) = e^{\alpha z} I(q, z) \]
after setting $q^\beta = q^\alpha$ and $t_0 = q^\alpha$ on the right hand side.

By Remark 4.1.3 the anticones for the extended presentation are $A \cup \{n + 1\}$ where $A$ is a $G$-effective anticone for $(X, G, \theta)$. One checks that
\[ C_{A \cup \{n + 1\}} = C_A \times \mathbb{Z}_{\geq 0} \]
where $C_A$ was defined in (23). It follows that $\beta + \alpha$ is I-effective if and only if $\beta$ is I-effective and $d \in \mathbb{Z}_{\geq 0}$. Using Theorem 2.3.2 one computes
\[ \varphi^* f^* \tilde{I}(q, z) = f^* \varphi^* \tilde{I}(q, z) = \left( f^* \sum_{d \geq 0} q^{\alpha d} \prod_{k=1}^d \left( c_1(\mathcal{L}_{\xi_{n+1}}) + k z \right) \right) \varphi^* I(q, z) \]
where $\xi_{n+1}$ is the character of $G \times \mathbb{G}_m$ given by projection to $\mathbb{G}_m$, where we also use $f$ to denote the isomorphism $X / T \to (X \times \mathbb{A}^1)/(T \times \mathbb{G}_m)$. The character $\xi_{n+1}$ pulls back to the trivial character of $G$ under the inclusion $G \to G \times \mathbb{G}_m$ used to define $f$, so $f^* \mathcal{L}_{\xi_{n+1}}$ is the trivial bundle and $f^* c_1(\mathcal{L}_{\xi_{n+1}}) = 0$. Setting $t_0 = q^\alpha$ we obtain the desired result.

Remark 5.1.1. The I-function in (33) can also be computed with CCK15a, Theorem 4.2.

5.2. Classifying stack of $S_3$. The following GIT presentation for $BS_3$ was told to us by Yang Zhou.

- $X := \text{Sym}^3(\mathbb{C}^2)$ with ordered basis $(x^3, x^2y, xy^2, y^3)$. We write $p \in X$ as a polynomial $p(x, y)$ and view it as a function on $\mathbb{C}^2$.
- $G := GL(2)/\mu_3$, where $GL(2)$ acts on $X$ by $g \cdot p = p \circ g^{-1}$ and $\mu_3$ is the subgroup $\text{diag}(\zeta_3, \zeta_3) \subset GL(2)$
- $\theta \in \chi(G)$ is induced by the function $GL(2) \to \mathbb{G}_m$ sending $g$ to $\det(g)^{-3}$
We choose $T' \subset G$ to be the image of the diagonal matrices in $GL(2)$. There is an isomorphism $T' \to (\mathbb{C}^*)^2 =: T$ induced by the morphism from diagonal matrices to $T$ given by
\[
(34) \quad \text{diag}(\lambda, \mu) \mapsto (\lambda^{-1} \mu^{-2}, \lambda^{-1} \mu^{-1}).
\]
The weights of $X$ under the action of $T$ (with the ordered basis given above) are given by the columns of the matrix
\[
\begin{pmatrix}
-1 & 0 & 1 & 2 \\
2 & 1 & 0 & -1
\end{pmatrix}.
\]

The character $\theta$ restricts to the character of $T$ given by $(s, t) \mapsto st$. One can check using the numerical criterion of [Kin94, Prop 2.5] that $(\lambda, \mu) = (\tilde{\lambda}, \tilde{\mu})$ is a GIT presentation for $BS_3$, with $X^{ss}(G)$ equal to the locus in $X$ of polynomials with distinct linear factors, and that each element of $\text{Stab}_{G}(X^{ss}(G))$ is conjugate to an element of $T'$ that maps to the set \{(1,1), (\zeta_2, 1), (\zeta_3, \zeta_2^2), (\zeta_3^2, \zeta_3)\} \subset T$.

### 5.2.1. Geometry of inertia orbifolds.
In this section we make the projection $\varphi : \mathcal{I}(X/\!/G) \to \mathcal{I}(X/\!/T)$ completely explicit. For $a_1, a_2 \in \mathbb{Q}$, let $X^{a_1, a_2}$ be the subspace of $X$ fixed by $(e^{2\pi i a_1}, e^{2\pi i a_2}) \in T$. Using [Web21, Sec 2.1], we compute that each sector of $\mathcal{I}(X/\!/G)$ is isomorphic to a sector of $\mathcal{I}(X/\!/T)$, and fixing an isomorphism the map $\varphi$ can be written explicitly as follows:
\[
(35) \quad \begin{array}{cccc}
X/\!/G & X^{0,\hat{1}}/\!/G & X^{\hat{1}, 0}/\!/G & X^{\hat{1}, \hat{1}}/\!/G \\
\downarrow & \downarrow & \downarrow & \downarrow \\
X/\!/T & X^{0,\hat{1}}/\!/T & X^{\hat{1}, 0}/\!/T & X^{\hat{1}, \hat{1}}/\!/T
\end{array}
\]

Here, the top row lists sectors of $\mathcal{I}(X/\!/G)$, the bottom row lists sectors of $\mathcal{I}(X/\!/T)$ (after an isomorphism), and the vertical maps are $\varphi$ (under the chosen isomorphism). If we write
\[
X^{0,\hat{1}} = \{ax^3 + cxy^2\}, \quad X^{\hat{1}, 0} = \{bx^2y + dy^3\}, \quad X^{\hat{1}, \hat{1}} = \{ax^3 + dx^3\},
\]
then the maps $f$ and $g$ are given by $f(bx^2y + dy^3) = dx^3 + bxy^2$ and $g(ax^3 + dx^3) = ax^3 + ay^3$.

Observe that all stacks in the last (resp. penultimate) column of (35) are isomorphic to $BZ_3$ (resp. $BZ_2$). A basis of $H^*\left(\mathcal{I}(X/\!/G); \mathbb{Q}\right)$ is $\{1, 1_{B_{\mu_2}}, 1_{B_{\mu_3}}\}$, where $1_{B_{\mu_2}}$ (resp. $1_{B_{\mu_3}}$) is the fundamental class of the middle sector (resp. rightmost sector) in (35).

### 5.2.2. I-function.
The minimal anticones for $X$ with respect to $T$ are $\{1, 4\}, \{1, 3\}, \{2, 4\}$, and $\{2, 3\}$, and each is $G$-effective. We have
\[
C_{\{2, 3\}} = \left\{ (\tilde{\beta}_1, \tilde{\beta}_2) \in \mathbb{Z}^2 \mid \tilde{\beta}_1 \geq 0, \quad \tilde{\beta}_2 \geq 0 \right\} \quad C_{\{2, 4\}} = \left\{ (\tilde{\beta}_1, \tilde{\beta}_2) \in \mathbb{Z} \times (\mathbb{Z} + \frac{1}{2}) \mid \tilde{\beta}_1 \geq 0, \quad -\tilde{\beta}_1 + 2\tilde{\beta}_2 \geq 0 \right\}
\]
\[
C_{\{1, 4\}} = \left\{ (\tilde{\beta}_1, \tilde{\beta}_2) \in (\mathbb{Z} + \frac{1}{2}) \times \mathbb{Z} \mid 2\beta_1 - \beta_2 \geq 0, \quad -\beta_1 + 2\beta_2 \geq 0 \right\} \quad C_{\{1, 3\}} = \left\{ (\tilde{\beta}_1, \tilde{\beta}_2) \in (\mathbb{Z} + \frac{1}{2}) \times \mathbb{Z} \mid 2\beta_1 - \beta_2 \geq 0, \quad -\beta_1 + 2\beta_2 \geq 0 \right\}
\]

We choose $\theta$ to be our basis for $\chi(G)$, so the map $r$ in (32) is identified with the linear map sending $(\tilde{\beta}_1, \tilde{\beta}_2)$ to $\tilde{\beta}_1 + \tilde{\beta}_2$, and we have
\[
\mathbb{K}^{\geq 0}(X, G, \theta) = (1/2)\mathbb{Z}_{\geq 0} \subset \mathbb{Q}.
\]

Using (34), we see that the roots of $G$ are equal to $\pm(e_1 - e_2)$. We compute
\[
I(\beta, z) = C_1(\beta, e_1 - e_2)^{-1} C(\beta, e_2 - e_1)^{-1}
\]
\[
C(\beta, -e_1 + 2e_2) C(\beta, e_2) C(\beta, e_1) C(\beta, 2e_1 - e_2) 1_{g_{\beta}^{-1}},
\]
where the factors $C(\beta, e_i)$ always appear as denominators since $\beta(e_i) \geq 0$ for every $\beta \in \bigcup C_A$. In Lemma [52, 1] below, we show that
\[
I(q, z) = 1 + \frac{1}{z^1}q^{1/2}1_{B_{\mu_2}} + \frac{3q}{2z^2} (1_{B_{\mu_3}} + 1) + O(z^{-3}).
\]
Let $\mathcal{X} := X \parallel G = BS_3$. Since $H_2(\mathcal{X}; \mathbb{Q}) = 0$, the Novikov ring $\Lambda_{\mathcal{X}}$ is just $\mathbb{Q}$ and the composition \([1]\) is injective. If we write $1 = \iota(Q)$ for the trivial Novikov variable of $\mathcal{X}$, by \([5]\) and \([33]\) we have that
\[
J(t_0 1 + t_1 1_{B_{BS_2}}, 1, z) = e^{t_0/2} I(q, z)_{q^{1/2}}.
\]
This restriction lets us compute the 3-point correlators of $BS_3$ with insertions equal to $1$ and $1_{B_{BS_2}}$. (All the 3-point correlators of $BS_3$ can be obtained by other methods, e.g. \([JK02, \text{Prop 3.1}]\).) Unfortunately, we cannot extend this GIT presentation to recover more invariants: the only homomorphisms $\nu : \mathbb{G}_m \to GL(4)$ satisfying the hypotheses of Lemma \([5.1.3]\) are $\nu(t) = t^k$ for some integer $k$. One checks that none of these extensions gives a more general restriction of the $J$-function than the one in \([58]\).

**Lemma 5.2.1.** The equality \((37)\) holds.

**Proof.** From Lemma \([4,5,1]\) we know that for any $\beta \in \mathbb{K}^\times(X, G, \theta) = (1/2)\mathbb{Z}_{\geq 0}$ and any $\tilde{\beta} \in \bigcup C_A$ mapping to $\beta$,
\[
\deg(q^{\tilde{\beta}}) = 2\tilde{\beta}_1 + 2\tilde{\beta}_2 = 2\beta \geq 1
\]
Since the degrees of $1$, $1_{B_{BS_2}}$, and $1_{M_3}$ are all zero, homogeneity implies $I^X \parallel G = 1 + O(1/z)$ and the coefficient of $z^{-1}$ in $I(q, z)$ is a multiple of $q^{1/2}$. We recall that $I_{\beta}(z) = \sum_{\beta \to \beta} I_{\beta}(z)$ and sum equation \((36)\) over $\tilde{\beta}$ mapping to $\beta = 1/2$, obtaining
\[
\varphi^* I_{1/2}(z) = (H_1 - H_2 + (1/2)z)(2H_1 - H_2 + z)^{-1}(H_1 + (1/2)z)^{-1}1_{(\mathbb{C}, 1)}
\]
\[
+ (H_2 - H_1 + (1/2)z)(2H_2 - H_1 + z)^{-1}(H_2 + (1/2)z)^{-1}1_{(\mathbb{C}, 1)}
\]
Now $H_i = 0$ since the ambient stacks are zero dimensional. So the coefficients of $1_{(\mathbb{C}, 1)}$ and $1_{(1, \mathbb{C})}$ are series in $z$; in fact they are the same series because of the geometry of the situation (see \([55]\)). The series is $1/z$.

Similarly, the coefficient of $z^{-2}$ is a multiple of $q$. From \([56]\), we have
\[
\varphi^* I_1(z) = (H_2 - H_1 + (1/3)z)(-H_1 + 2H_2 + z)^{-1}(H_2 + (2/3)z)^{-1}(H_1 + (1/3)z)^{-1}1_{(\mathbb{C}, 1)}
\]
\[
+ (H_1 - H_2 + (1/3)z)(H_2 + (1/3)z)^{-1}(H_1 + (2/3)z)^{-1}(2H_1 - H_2 + z)^{-1}1_{(\mathbb{C}, 1)}
\]
\[
+ \frac{H_1 - H_2 + z}{H_2 - H_1}(-H_1 + 2H_2)(H_1 + z)^{-1}(2H_1 - H_2 + z)^{-1}(2H_1 - H_2 + 2z)^{-1}1_{(1, 1)}
\]
\[
+ \frac{H_2 - H_1 + z}{H_1 - H_2}(2H_1 - H_2)(-H_1 + 2H_2 + z)^{-1}(-H_1 + 2H_2 + 2z)^{-1}(2H_2 + z)^{-1}1_{(1, 1)}
\]
The first two summands are the pullback of a multiple $c$ of $1_{B_{BS_1}}$, and this can be computed as in the previous paragraph. One obtains $c = 3/(2z^2)$. For the second two summands, note that $I(X \parallel T)_{(1, 1)}$ is 2-dimensional, so a priori the classes $H_i$ are not zero here. The denominators in \((39)\) only make sense when we consider the sum of the last two terms together, and the division must be computed by finding an anti-invariant numerator divisible by $H_1 - H_2$. There is a unique way to do this: see \([Web18, \text{Lem 5.4.1}]\). Indeed, the coefficient of $z^{-2}$ in the last two terms of \((39)\) is equal to
\[
\frac{z}{H_2 - H_1}(1/z) 1_{(1, 1)} - \frac{z}{H_2 - H_1}(1/z) 1_{(1, 1)}
\]
which simplifies to $3/(2z^2)1_{(1, 1)}$. \(\square\)

### 5.3. Weighted Grassmannian

Weighted Grassmannians were introduced in \([CR02]\). Donagi and Sharpe \([DS08]\) give the following GIT data for a certain weighted Grassmannian $wGr(2, 5)$:

- $X := \mathbb{A}^{10}$ is the space of $2 \times 5$ matrices $M$ over $\mathbb{C}$
- $G := GL(2)$, where $\Lambda \in GL(2)$ acts on $X$ by
  
  $\Lambda \cdot M = \Lambda M \text{diag}(1, 1, 1, \det(\Lambda), \det(\Lambda))$
• \( \theta \in \chi(G) \) is the determinant character

We choose \( T \subset G \) to be the subgroup of diagonal matrices. The weights of \( X \) under the action of \( T \) are

\[
\begin{pmatrix}
1 & 1 & m_{13} & m_{14} & m_{15} & m_{21} & m_{22} & m_{23} & m_{24} & m_{25} \\
0 & 0 & 0 & 1 & 1 & 1 & 1 & 2 & 2 & 2
\end{pmatrix}
\]

where \((m_{ij})_{1 \leq i \leq 2, 1 \leq j \leq 5}\) are coordinates on an element of \( X = M_{2 \times 5} \). The set \( X^{ss}(G) \) is equal to the set of full rank matrices, and each element of \( \text{Stab}_G(X^{ss}_G) \) is conjugate to an element of \( \{(1, 1), (1, \zeta_2), (\zeta_2, 1), (\zeta_1, \zeta_3), (\zeta_3, \zeta_3^2)\} \subset T \).

**Remark 5.3.1.** The elements \((1, \zeta_2)\) and \((\zeta_2, 1)\) of \( \text{Stab}_G(X^{ss}_G) \) are not Weyl-invariant. This demonstrates that stacks with abelian isotropy groups may have Chen-Ruan cohomology that is not all supported on Weyl-invariant sectors.

**5.3.1. I-function.** The minimal anticones for \( X \) with respect to \( T \) are \( \{(i, 5 + j)\} \) where \( i, j \in \{1, \ldots, 5\} \), and of these the \( G \)-effective ones are precisely those with \( i \neq j \). We have

| \( A \) | \( C_A \) |
|---|---|
| \( i, j \in \{1, 2, 3\} \) | \( \{ \hat{\beta} \in \mathbb{Z}^2 \mid \hat{\beta}_1 \geq 0, \hat{\beta}_2 \geq 0 \} \) |
| \( j \in \{4, 5\} \) | \( i \in \{1, 2, 3\} \) |

\[
\begin{align*}
I_{\hat{\beta}}(z) = & C(\hat{\beta}, e_1 - e_2)^{-1} C(\hat{\beta}, e_2 - e_1)^{-1} \\
& C(\hat{\beta}, e_1)^3 C(\hat{\beta}, e_2)^3 C(\hat{\beta}, 2e_1 + e_2)^2 C(\hat{\beta}, e_1 + 2e_2) 1_{\hat{\beta}^{-1}},
\end{align*}
\]

where the factors \( C(\hat{\beta}, 2e_i + e_j) \) always appear as denominators. One checks using Lemma 4.5.1 that \( \deg(q^{\hat{\beta}}) \geq 3 \) so the mirror map \( \mu(q, z) \) is zero. Then (10) shows that \( J(0, i(Q), z) = I(q, z) \). Observe that \( i \) is injective by Remark 2.2.3.

Finally, we can get a “bigger” slice of the Lagrangian cone as follows. The \((\mathbb{G}_m)^2\)-action on \( X \) given by scaling the columns of \( M \) descends to an action on \( X/G \), and the induced action on the coarse moduli space of \( X/G \) has isolated fixed points and isolated 1-dimensional orbits. Hence we may apply [CCK15] Thm 4.2]. Using \( t_0 \) and \( t_1 \) as formal variables, we obtain that \( \varphi^* J(t_01 + t_1 c_1(L_0)1, q, z) \) is equal to

\[
1 + \sum_{\hat{\beta} \in \mathbb{R}^X(X,G,\theta) \setminus \{0\}} q^{\hat{\beta}} \exp \left( \frac{1}{z} (t_01 + t_1 (H_1 + H_2)1 + \beta z) \right) \sum_{\beta \to \hat{\beta}} I_{\beta}(z).
\]

**5.3.2. Extension.** We use Proposition 3.1.1 to create a GIT presentation for \( X/G \) that “sees” the twisted sector indexed by \( (\zeta_3, \zeta_3) \in T \). The resulting \( I \)-function has a complicated mirror map, so we will not write the formula, but we will use the computations in this section to work out the complete intersection example in Section 5.6.

By Theorem 4.6.4 (with \( \hat{\beta} = (-1/3, -1/3) \)), if we define \( \nu : \mathbb{G}_m \to GL(X) \) by

\[
\nu(\gamma) \cdot M = M \text{diag}(1, 1, 1, \gamma, \gamma) \quad M \in X, \gamma \in \mathbb{G}_m.
\]
we get an extended presentation \((X, G, \vartheta_3)\) where the action of \(G := G \times \mathbb{G}_m\) on \(X := X \times \mathbb{A}^1\) is induced by

\[
(\Lambda, \gamma) \cdot (M, y) = (\Lambda M \text{diag}(1, 1, 1, \det(\Lambda)\gamma, \det(\Lambda)\gamma), \gamma y)
\]

for \((\Lambda, \gamma) \in GL(2) \times \mathbb{G}_m\) and \((M, y) \in X \times \mathbb{A}^1\). We choose \(T := T \times \mathbb{G}_m\) for our maximal torus. The weights of \(X\) under the action of \(T\) are the columns of the matrix

\[
\begin{pmatrix}
m_{11} & m_{12} & m_{13} & m_{14} & m_{15} & m_{21} & m_{22} & m_{23} & m_{24} & m_{25} & y \\
1 & 1 & 1 & 2 & 2 & 0 & 0 & 1 & 1 & 0 \\
0 & 0 & 0 & 1 & 1 & 1 & 1 & 2 & 2 & 0 \\
0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 1
\end{pmatrix}
\]

5.3.3. I-function. The minimal anticones for \(X\) with respect to \(T\) are \(\{i, 5+j, 11\}\) where \(i, j \in \{1, \ldots, 5\}\), and of these the \(G\)-effective ones are precisely those with \(i \neq j\).

| \(A\) | \(C_A\) | \(A\) | \(C_A\) |
|---|---|---|---|
| \(i, j \in \{1, 2, 3\}\) | \(\left\{ \begin{array}{l}
\beta \in \mathbb{Z}^3 \\
\beta_1 + \beta_2 + \beta_3 \geq 0
\end{array} \right\} \) | \(i \in \{1, 2, 3\}\) | \(\left\{ \begin{array}{l}
\beta \in \mathbb{Z}^3 + (0, 0, 0)\mathbb{Z} \\
\beta_1 + \beta_2 + \beta_3 \geq 0
\end{array} \right\} \) |
| | | \(j \in \{4, 5\}\) | |
| \(i \in \{4, 5\}\) | \(\left\{ \begin{array}{l}
\beta \in \mathbb{Z}^3 + (1, 1, 0)\mathbb{Z} \\
\beta_1 + \beta_2 + \beta_3 \geq 0
\end{array} \right\} \) | \(\beta \in \mathbb{Z}^3 + (0, 0, 0)\mathbb{Z} \) | |
| \(j \in \{1, 2, 3\}\) | \(\left\{ \begin{array}{l}
2\beta_1 + \beta_2 + \beta_3 \geq 0
\end{array} \right\} \) | |
| \(i, j \in \{4, 5\}\) | |

The lattice \(\chi(G)\) has a basis consisting of the characters induced by \(\theta \in \chi(G)\) and the identity in \(\chi(\mathbb{G}_m)\). The map \(r\) in (32) is then identified with the linear map \(\mathbb{Q}^3 \to \mathbb{Q}^2\) sending \((\hat{\beta}_1, \hat{\beta}_2, \hat{\beta}_3)\) to \((\hat{\beta}_1 + \hat{\beta}_2, \hat{\beta}_3)\), and we have

\[
\mathbb{K}^{\geq 0}(X, G, \theta) = \left\{ (\beta_1, \beta_2) \in \left(\frac{1}{7}\mathbb{Z} \times \mathbb{Z} \right) \cup \left(\frac{1}{3}\mathbb{Z} \times \mathbb{Z} \right) \mid \beta_2 \geq 0, 3\beta + 2\beta_2 \geq 0 \right\} \subset \mathbb{Q}^2.
\]

By homogeneity, the I-function for \((X, G, \vartheta_3)\) will have unwieldy asymptotics: for every integer \(k\), the class \(\hat{\beta}_k = (-k, -k, 3k)\) is in \(C_{\{4,10,11\}}\), but if \(\beta_k = r(\hat{\beta}_k)\) then

\[
\deg(q^{\beta_k}) = -9k - 9k + 15k = -3k.
\]

Hence the I-function may contain arbitrarily high powers of \(z\).

5.4. Weighted Flag Space. Weighted homogeneous spaces were introduced in [CR02]; they include the weighted Grassmannian of Section 5.3 and also weighted flag spaces. In this section we compute the I-function of a weighted version of the variety of complete flags in \(\mathbb{C}^3\). It has the following GIT data:

- \(X := \mathbb{A}^8\) is viewed as the space of pairs \((M, N)\) where \(M\) is a \(1 \times 2\) matrix and \(N\) is a \(2 \times 3\) matrix
- \(G := (\mathbb{G}_m \times SL(2) \times \mathbb{G}_m) / \mu_2\), where \((\rho, \Lambda, \mu) \in \mathbb{G}_m \times SL(2) \times \mathbb{G}_m\) acts on \(X\) by
  \[
  (\rho, \Lambda, \mu) \cdot (M, N) = (\rho M \Lambda^{-1}, \Lambda N \text{diag}(\mu, \mu^3))
  \]
  and \(\mu_2\) is the subgroup \((\zeta_2, \text{diag}(\zeta_2, \zeta_2, \zeta_2)) \subset \mathbb{G}_m \times SL(2) \times \mathbb{G}_m\)
- \(\theta\) is induced by the function \(\mathbb{G}_m \times SL(2) \times \mathbb{G}_m \to \mathbb{G}_m\) sending \((\rho, \Lambda, \mu)\) to \(\rho \mu^5\).

We choose \(T' \subset G\) to be the quotient of the subgroup \((\rho, \text{diag}(\lambda, \lambda^{-1}), \mu) \subset \mathbb{G}_m \times SL(2) \times \mathbb{G}_m\). We prefer to use a different basis for \(T'\): there is an isomorphism

\[
T' \to \mathbb{G}_m^3 := T, \quad (\rho, \text{diag}(\lambda, \lambda^{-1}), \mu) \to (\rho \lambda, \mu \lambda, \mu \lambda^{-1})
\]
Let \( M = (m_1, m_2) \) and \( N = (n_{ij})_{1 \leq i \leq 2, 1 \leq j \leq 3} \) be coordinates on \( X \). The weight matrix for the \( T \) action on \( X \) is

\[
\begin{pmatrix}
m_1 & m_2 & n_{11} & n_{12} & n_{13} & n_{21} & n_{22} & n_{23} \\
1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
-1 & 0 & 1 & 2 & 0 & 1 & 1 & 2 \\
1 & 0 & 0 & 1 & 1 & 2 & 2 & 2
\end{pmatrix}
\]

The character \( \theta \) restricts to the character of \( T \) given by \((r, s, t) \to rs^2t^3\). The locus \( X^{ss}(G) \) is equal to the set of pairs \((M, N)\) where both \( M \) and \( N \) have full rank. Each element of \( \text{Stab}_G(X^{ss}(G)) \) is conjugate to an element of \( T' \) that maps to the set \((1, 1, 1), (1, \zeta_3, \zeta_3), (1, \zeta_2^3, \zeta_3), (1, 1, \zeta_2), (1, \zeta_2, 1), (\zeta_2, 1, \zeta_2), (\zeta_2, \zeta_2, 1) \) \( \subset T \).

5.4.1. Extension. By Theorem 4.6.3 (with \( \tilde{\beta} = (0, -1/3, -1/3) \)), if we define \( \nu : \mathbb{G}_m \to GL(X) \) by

\[
\nu(\gamma) \cdot (M, N) = (M, N \text{diag}(1, \gamma, \gamma)) \quad (M, N) \in X, \, \gamma \in \mathbb{G}_m,
\]

we get an extended presentation \((X, G, \theta_\beta)\) where the action of \( G := G \times \mathbb{G}_m \) on \( X := X \times \mathbb{A}^1 \) is induced by

\[
(\rho, \Lambda, \mu, \gamma) \cdot (M, N, y) = (\rho M \Lambda^{-1}, \Lambda N \text{diag}(\mu, \gamma \mu^3, \gamma \mu^3), \gamma y).
\]

for \((\rho, \Lambda, \mu, \gamma) \in \mathbb{G}_m \times SL(2) \times \mathbb{G}_m \times \mathbb{G}_m \) and \((M, N, y) \in X \times \mathbb{A}^1 \).

The maximal torus \( T' \times \mathbb{G}_m \subset G \times \mathbb{G}_m = G \) is now isomorphic to \( T := \mathbb{G}_m^4 \) via \( \mathbb{Z}^2 \) on the first three factors and the identity map on the last factor. The weights of \( X \) under the action of \( T \) are

\[
\begin{pmatrix}
m_1 & m_2 & n_{11} & n_{12} & n_{13} & n_{21} & n_{22} & n_{23} & y \\
1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-1 & 0 & 1 & 2 & 0 & 1 & 1 & 0 \\
1 & 0 & 0 & 1 & 1 & 2 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 0 & 1 & 1
\end{pmatrix}
\]

5.4.2. I-function. The minimal anticones for \( X \) with respect to \( T \) are \( \{i, j + 2, k + 5, 9\} \) where \( i = 1 \) or \( 2 \) and \( j, k \in \{1, 2, 3\} \), and of these the \( G \)-effective ones are those with \( j \neq k \).

We compute

| \( \mathcal{A} \) | \( C_A \) | \( \mathcal{A} \) | \( C_A \) |
|-----------------|-----------------|-----------------|-----------------|
| \( \{1, 3, 7, 9\} \) | \( \tilde{\beta} \in \mathbb{Z}^4 + (\frac{1}{2}, 0, 0, 0)\mathbb{Z} \) \( \tilde{\beta}_1 - \tilde{\beta}_2 + \tilde{\beta}_3 \geq 0 \) \( \tilde{\beta}_1 - \tilde{\beta}_2 + \tilde{\beta}_3 \geq 0 \) \( \tilde{\beta}_1, \tilde{\beta}_2 \geq 0 \) \( \tilde{\beta}_1, \tilde{\beta}_2 \geq 0 \) |
| \( \{1, 3, 8, 9\} \) | \( \tilde{\beta}_2 + 2\tilde{\beta}_3 + \tilde{\beta}_4 \geq 0 \) \( \tilde{\beta}_2, \tilde{\beta}_4 \geq 0 \) \( \{2, 3, 7, 9\} \) | \( \tilde{\beta} \in \mathbb{Z}^4 + (0, 0, 0, 0)\mathbb{Z} \) \( \tilde{\beta}_1, \tilde{\beta}_2 \geq 0 \) \( \tilde{\beta}_2 + 2\tilde{\beta}_3 + \tilde{\beta}_4 \geq 0 \) \( \tilde{\beta}_4 \geq 0 \) |
| \( \{1, 4, 6, 9\} \) | \( \tilde{\beta} \in \mathbb{Z}^4 + (\frac{1}{2}, \frac{1}{2}, 0, 0)\mathbb{Z} \) \( \tilde{\beta}_1 - \tilde{\beta}_2 + \tilde{\beta}_3 \geq 0 \) \( \tilde{\beta}_2, \tilde{\beta}_3 \geq 0 \) \( \{2, 4, 6, 9\} \) | \( \{2, 4, 6, 9\} \) \( 2\tilde{\beta}_2 + \tilde{\beta}_3 + \tilde{\beta}_4 \geq 0 \) \( \tilde{\beta}_1, \tilde{\beta}_3 \geq 0 \) \( \tilde{\beta}_4 \geq 0 \) |
| \( \{1, 5, 6, 9\} \) | \( \tilde{\beta}_3, \tilde{\beta}_4 \geq 0 \) \( \{2, 5, 6, 9\} \) | \( \{2, 5, 6, 9\} \) \( \{2, 5, 6, 9\} \) \( \{2, 5, 6, 9\} \) \( \{2, 5, 6, 9\} \) |
| \( \{1, 4, 7, 9\} \) | \( \tilde{\beta} \in \mathbb{Z}^4 + (0, 0, 0, 0)\mathbb{Z} \) \( \tilde{\beta}_1 - \tilde{\beta}_2 + \tilde{\beta}_3 \geq 0 \) \( \{2, 4, 7, 9\} \) | \( \{2, 4, 7, 9\} \) \( \{2, 4, 7, 9\} \) \( \{2, 4, 7, 9\} \) \( \{2, 4, 7, 9\} \) |
| \( \{1, 4, 8, 9\} \) | \( \{2, 4, 8, 9\} \) | \( \{2, 4, 8, 9\} \) \( \{2, 4, 8, 9\} \) \( \{2, 4, 8, 9\} \) | \( \{2, 4, 8, 9\} \) \( \{2, 4, 8, 9\} \) \( \{2, 4, 8, 9\} \) |
| \( \{1, 5, 7, 9\} \) | \( \{2, 5, 7, 9\} \) | \( \{2, 5, 7, 9\} \) \( \{2, 5, 7, 9\} \) \( \{2, 5, 7, 9\} \) | \( \{2, 5, 7, 9\} \) \( \{2, 5, 7, 9\} \) \( \{2, 5, 7, 9\} \) |
| \( \{1, 5, 8, 9\} \) | \( \{2, 5, 8, 9\} \) | \( \{2, 5, 8, 9\} \) \( \{2, 5, 8, 9\} \) \( \{2, 5, 8, 9\} \) | \( \{2, 5, 8, 9\} \) \( \{2, 5, 8, 9\} \) \( \{2, 5, 8, 9\} \) |
The lattice $\chi(G)$ is the sublattice of $\chi(G_m \times SL(2) \times G_m)$ consisting of characters that have $\mu_4$ in their kernel. A basis for $\chi(G)$ is given by the characters $(\rho, \Lambda, \mu) \mapsto \rho \mu$ and $(\rho, \Lambda, \mu) \mapsto \mu^2$, which restrict to the characters $e_1 + e_2$ and $e_2 + e_3$ of $T$, respectively. A basis for $\chi(G)$ consists of the characters induced by these two and the projection character $G \times G_m \to G_m$. With these bases the map $r$ is identified with the map $\mathbb{Q}^4 \to \mathbb{Q}^3$ sending $(\beta_1, \ldots, \beta_4)$ to $(\beta_1 + \beta_2, \beta_2 + \beta_3, \beta_4)$, and we have $\mathbb{K}^{2,0}(X, G, \theta) = r(C_{\mathcal{A}})$.

The roots of $G_m \times SL(2) \times G_m$ are given by the characters $G_m \times \text{diag}(\lambda, \lambda^{-1}) \times G_m \mapsto \lambda^\pm 2$, and hence the roots of $G$ with respect to $T$ (also the roots of $G$ with respect to $T$) are equal to $\pm(e_2 - e_3)$. We have

\[(43) \quad I_\beta(z) = C(\beta, e_2 - e_3)^{-1} C(\beta, e_2 - e_2)^{-1} C(\beta, e_1) C(\tilde{\beta}, e_1 - e_2 + e_3) C(\tilde{\beta}, e_2) C(\tilde{\beta}, e_3) C(\tilde{\beta}, 2e_2 + e_3)^2 C(\tilde{\beta}, e_2 + 2e_3)^2 1_{\beta^{-1}} \]

Define the element $1_{1/3} \in H^*(\mathcal{I}(X/G); \mathbb{Q})$ to be the fundamental class of the sector corresponding to $(1, \zeta_3, \zeta_3) \in T$. By arguments similar to those used in Lemma 5.2.1

\[(44) \quad I(q, z) = 1 + \frac{1}{z} q_1^{-1/3} q_2^{2/3} q_3^{1/3} + O(z^{-2}). \]

The morphism $\iota$ of Novikov variables is injective, since the arrows

\[H^a_{\text{alt}}(X; \mathbb{Q}) \to \text{Hom}(\text{Pic}(X/G), \mathbb{Q}) \to \text{Hom}(\text{Pic}([X/G]), \mathbb{Q}) \to \text{Hom}(\text{Pic}([X/G]), \mathbb{Q}).\]

are all injective by Remark 2.2.4 and Corollary 3.1.5. We will write $(q_1, q_2) = \iota(Q)$.

If $\mu(q_1, q_2, q_3) = q_1^{-1/3} q_2^{2/3} q_3^{1/3}$ then

\[J^{X/G}(q_1^{-1/3} q_2^{2/3} q_3^{1/3}, (q_1, q_2), z) = I(q, z). \]

Setting $q_3 = q_1^{1/3} q_2^{2/3} x$ gives a restriction of the $J$-function that can be used to compute invariants with insertions in the sector corresponding to $(1, \zeta_3, \zeta_3) \in T'$.

5.5. **Bundle on a weighted Grassmannian.** We compute the $I$-function of a noncompact target: the total space of a tautological subbundle on a weighted Grassmannian. A GIT presentation for our target consists of the following data.

- $X := \mathbb{A}^{12}$ is viewed as the space of pairs $(M, N)$ where $M$ is a $2 \times 5$ matrix and $N$ is a $1 \times 2$ matrix over $\mathbb{C}$.
- $G := GL(2)$, where $\Lambda \in GL(2)$ acts on $X$ by
  \[\Lambda \cdot (M, N) = (\Lambda M \text{diag}(1, 1, 1, \det(\Lambda), \det(\Lambda))), \det(\Lambda)^{-1} N \Lambda^{-1}). \]
- $\theta \in \chi(G)$ is the determinant character

We choose $T \subset G$ to be the diagonal matrices. The weight matrix for the $T$-action on $X$ is given by

\[
\begin{pmatrix}
  m_{11} & m_{12} & m_{13} & m_{14} & m_{15} & m_{21} & m_{22} & m_{23} & m_{24} & m_{25} & n_1 & n_2 \\
  1 & 1 & 1 & 2 & 2 & 0 & 0 & 0 & 1 & 1 & -1 & -2 \\
  0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 2 & 2 & -2 & -1
\end{pmatrix}
\]

where $(m_{ij})$ are coordinates on an element of the $2 \times 5$ matrix $M$, and $N = (n_1, n_2)$. The set $X^{ss}(G)$ is equal to the locus of pairs $(M, N)$ where $M$ has full rank, so the projection $(M, N) \to M$ realizes $X/G$ as the total space of a rank-2 vector bundle on the weighted Grassmannian of Section 5.C. In particular $\text{Stab}_G(X^{ss}_G)$ is the same as for that example.
5.5.1. \textit{I-function.} The sets $C_A$ are the same as those computed in Section \[5.3.1\] for the weighted Grassmannian. We have that

$$K^\geq 0(X, G, \theta) = (1/2) \mathbb{Z}_{\geq 0} \cup (1/3) \mathbb{Z}_{\geq 0} \subset \mathbb{Q}^2,$$

and

$$\mathcal{I}_\beta(z) = C(\beta, e_1 - e_2)^{-1} C(\bar{\beta}, e_2 - e_1)^{-1} C(\beta, e_1)^3 C(\bar{\beta}, e_2)^3$$

for $\beta, e_1 + e_2$ and $e_1 + 2e_2$ (resp. $-e_1 - 2e_2$ and $-e_2 - 2e_1$) will always appear as denominators (resp. numerators). One checks using Lemma \[4.5.1\] that $\deg(q^\beta) \geq 2$ for $I$-effective $\beta$, so the mirror map $\mu(q, z)$ is 0. The map $\iota$ is injective by Remark \[2.2.3\]

5.5.2. \textit{Extension.} By Theorem \[4.6.4\] (with $\bar{\beta} = (-1/3, -1/3)$), if we define $\nu : \mathbb{G}_m \to GL(X)$ to be the 1-parameter subgroup given by the action

$$\gamma \cdot (M, N) = (M \text{diag}(1, 1, 1, \gamma), \gamma^{-1}N),$$

we get an extended presentation $(X \times \mathbb{A}^1, G \times \mathbb{G}_m, \vartheta_3)$ where the action of $G \times \mathbb{G}_m$ on $X \times \mathbb{A}^1$ is induced by

$$(\Lambda, \gamma) \cdot (M, N, y) = (\Lambda \text{diag}(1, 1, 1, \gamma), \det(\Lambda)\gamma, \det(\Lambda)\gamma), \det(\Lambda)^{-1}N \text{diag}(1, 1, 1, \gamma)^{-1},$$

for $(\Lambda, \mu, \gamma) \in SL(2) \times \mathbb{G}_m \times \mathbb{G}_m$ and $(\vartheta(\Lambda, y) = X \times \mathbb{A}^1$. The $I$-effective classes for $(X \times \mathbb{A}^1, G \times \mathbb{G}_m, \vartheta_3)$ are the same as for the extended presentation in Section \[5.3.2\]. As in that example, the $I$-function has unwindly asymptotics so we omit an explicit formula. However, $\iota$ is injective by Remark \[2.2.4\] and Remark \[3.1.3\]

5.6. \textit{Complete intersection in a weighted Grassmannian.} In this section we compute the full quantum period of the orbifold del Pezzo surface $X_{1,7/3}$ studied in \[OP18, Sec 6.2\]. We define (extended) CI-GIT data as follows:

- $X := X \times \mathbb{A}^1, G := GL(2) \times \mathbb{G}_m^3$, and $\vartheta_3$ are the extended GIT data in Section \[5.3.2\] (we will also use the maximal torus $T = T \times \mathbb{G}_m$ and the basis for $\chi(G)$ introduced there)
- $E := L^{\oplus 4}$ where $L$ is the 1-dimensional representation of $G$ induced by $(\Lambda, \gamma) \mapsto \det(\Lambda)^2 \gamma$ for $(\Lambda, \gamma) \in GL(2) \times \mathbb{G}_m$
- $s$ is defined in Lemma \[5.6.1\] below.

We will denote $Y := Z(s)$ and $Y := Y \cap (X \times \{1\})$. It follows from Lemma \[3.1.3\] that $Y / G \simeq Y / G$, and according to \[CH17\], this stack is isomorphic to $X_{1,7/3}$.

We now show that $(X, G, \vartheta_3, E, s)$ is a CI-GIT presentation for $Y / G \simeq Y / G$; the proof is essentially Bertini’s theorem. If $G'$ is equal to $G$ or $G$, $X'$ is equal to $X$ or $X$, and $E'$ is any $G'$-representation, write $E_{X'}$ for the $G$-equivariant vector bundle $E' \times X' \to X'$ and $\Gamma^{G'}(X', E_{X'})$ for its equivariant global sections. Recall the coordinates $((m_{ij}))$ on $X$ and let $\Delta_{ij} := m_{ij} m_{2j} - m_{ij} m_{2i}$. Observe that $L$ has weight $(2, 2, 1)$ with respect to $T$. Hence $\Gamma^{G}(X, L_X)$ is spanned by the set

$$S = \left\{ \frac{y}{14}, \frac{y}{15}, \frac{y}{13}, \frac{y}{23}, \frac{y}{14}, \frac{y}{13} \right\}.$$

\textbf{Lemma 5.6.1.} \textit{There is a dense subset $U \subset \Gamma^G(X, E_X)$ such that if $s \in U$ then $s$ is a regular section and $Z(s) \cap X^{ss}(G)$ is smooth and connected with no $\mu_2$-stabilizers.}

\textbf{Proof.} Let $Z(S)$ denote the common vanishing locus of all elements of $S$. A computation shows that $Z(S) \cap X^{ss}(G)$ is equal to the locus where the first three columns of $M = (m_{ij})$ are zero and $\Delta_{45}(M) \neq 0$ (and $y \neq 0$). This is precisely the locus of points with $\mu_2$ isotropy and it has codimension 6 in $X^{ss}(G)$. Let $V := \Gamma^G(X, L_X) \subset \Gamma(X, \vartheta_X)$ and note that $V$ is equal to the span of $S$.

Consider the variety

$$\mathcal{X} = \{(x, s) \in X^{ss} \times V^{\oplus 4} \mid s(x) = 0\}$$
2.3.2 gives an explicit formula for $I^\varepsilon \mathcal{X}$ (dimensional) locus with $U_F$ negative, and hence the substack $X$ fiber we know that the set of $s \in S$ system this requires us to check that $I^5.6.1$. 

(45) \[ Z(s) \cap (D \cap Z(S)^c) \]

has the expected dimension $8 - 4 = 4$, or it is empty. Since $Z(S)$ has $\mu_3$ isotropy, we can replace $D \cap Z(S)^c$ with $D$ in (45). Finally, $G = GL(2) \times \mathbb{G}_m$ has dimension 5 and the orbits of semistable points also have dimension 5, so for $s \in U_3$ the locus (45) must be empty.

We have constructed an open subset $U_1 \cap U_2 \cap U_3$ of $\mathbb{V}^{\oplus 4}$ where fibers of $p$ are smooth irreducible and have no $\mu_2$-stabilizers. To finish the proof apply Lemma 5.6.1 (note that this requires us to check that $Z(S)$ has codimension at least 4 as a subset of $X$). 

5.6.1. I-effective classes. Define sets $C_A \subset \text{Hom}(\chi(T), \mathbb{Q})$ as in Section 5.3.3. We will show that $\hat{\beta}$ maps to an $I^{Y,G,\delta_3}$-effective class if and only if $\hat{\beta} \in C_{4,9,11}$. Hence the image of the $I^{Y,G,\delta_3}$-effective classes in $\text{Hom}(\chi(G), \mathbb{Q}) \simeq \mathbb{Q}^2$ is

(46) \[ \left\{ (\beta_1, \beta_2) \in \left( \frac{1}{3} \mathbb{Z} \times \mathbb{Z} \right) \mid \beta_2 \geq 0, 3\beta_1 + 2\beta_2 \geq 0 \right\} \]

We use Lemma 4.4.1 which says that a class $\hat{\beta}$ maps to an $I^{Y,G,\delta_3}$-effective class if and only if $X^\beta \cap Y^{ss}(G)$ is not empty.

If $\hat{\beta} \in C_{4,9,11}$, then $X^\beta$ contains the locus where the first three columns of $M = (m_{ij})$ are zero. This is precisely the base locus of the linear system $S$, of which $s$ is a member (see the proof of Lemma 5.6.1). So if $\hat{\beta} \in C_{4,9,11}$ then $X^\beta \cap Y^{ss}(G)$ is not empty. On the other hand suppose $\hat{\beta} \notin C_{4,9,11}$. If $\hat{\beta} \in C_A$ has integral coordinates then $\hat{\beta} \in C_{4,9,11}$, so we may assume $\hat{\beta}_1 + \hat{\beta}_2 = 1/2$. In this case $X^\beta$ is equal to a set of points with $\mu_2$ isotropy. By Lemma 5.6.1 $Y^{ss}(G) = Y \cap X^{ss}(G)$ does not contain any points with $\mu_2$ stabilizer, so $X^\beta \cap Y^{ss}(G)$ is empty in this case.

5.6.2. I-function. A class $\hat{\beta} \in C_{4,9,11}$ fails to be $I$-nonnegative if and only if

(47) \[ 2\hat{\beta}_1 + 2\hat{\beta}_2 + \hat{\beta}_3 \in \mathbb{Z}_{<0} \]

In this case, the inequalities defining $C$ imply that both $\hat{\beta}_1$ and $\hat{\beta}_2$ are integral and strictly negative, and hence the substack $F^0_{\hat{\beta}}(X/T)$ of the untwisted sector is equal to the (zero-dimensional) locus with $\mu_3$-isotropy. This locus is contained in the base locus of the linear system $S$ of which $s$ is a member, and hence we have $F^0_{\hat{\beta}}(Y/T) = F^0_{\hat{\beta}}(X/T)$. Moreover if (47) holds then the number of weights $\epsilon_i$ of $E$ such that $\epsilon_i(\hat{\beta}) \in \mathbb{Z}_{\geq 0}$ is zero, so Theorem 2.3.2 gives an explicit formula for $I_{\hat{\beta}}(z)$. 

The map $p$ is equal to a restriction of the composition $X^{ss} \times \mathbb{V}^{\oplus 4} \to X/G \times \mathbb{V}^{\oplus 4} \to \mathbb{V}^{\oplus 4}$ to a closed subvariety of $X^{ss} \times \mathbb{V}^{\oplus 4}$; since the first map is a $G$-torsor and the second map is proper, the map $p$ is closed. Let $\Sigma \subset \mathcal{X}$ denote the singular locus of $p$. Since $p$ is closed we know that the set of $s \in \mathbb{V}^{\oplus 4}$ where $\Sigma_s \cap Z(S) \neq \emptyset$ is closed; in fact it has positive codimension, so that there is an open subset $U_2' \subset \mathbb{V}^{\oplus 4}$ where $\mathcal{X}_s$ is smooth along $Z(S)$. To show that some $s$ has $\Sigma_s \cap Z(S) = \emptyset$ we use $s = (\Delta_{14}, \Delta_{24}, \Delta_{34}, \Delta_{15}) \subset \mathbb{V}^{\oplus 4}$. One can check directly that the Jacobian matrix of $s$ has full rank when $m_{14} = m_{25} = 1$ and all other coordinates are zero. Finally, by [FOV99, Thm 3.4.8] we can in fact choose $s \in U_2'$ so that $\Sigma_s$ is empty. Since $p$ is closed we get an open subset $U_2 \subset \mathbb{V}^{\oplus 4}$ where fibers of $p$ are smooth.

Let $D \subset X$ be the locus of points with $\mu_2$ isotropy; it has dimension 8. Let $Z(S)^c$ be the complement of $Z(S) \subset X^{ss}(G)$. By [FOV99, 1.5.4(1)] and [Stacks, Tag 05F7], there is an open subset $U_3 \subset \mathbb{V}^{\oplus 4}$ such that if $s \in U_3$, then $Z(s) \cap (D \cap Z(S)^c)$

(45) \[ (\beta_1, \beta_2) \in \left( \frac{1}{3} \mathbb{Z} \times \mathbb{Z} \right) \]

This is smooth along $s$. If $\beta_2 \notin C_{4,9,11}$, then $X^\beta$ contains the locus where the first three columns of $M = (m_{ij})$ are zero. This is precisely the base locus of the linear system $S$, of which $s$ is a member (see the proof of Lemma 5.6.1). So if $\beta \in C_{4,9,11}$ then $X^\beta \cap Y^{ss}(G)$ is not empty. On the other hand suppose $\beta \notin C_{4,9,11}$. If $\beta \in C_A$ has integral coordinates then $\beta \in C_{4,9,11}$, so we may assume $\beta_1 + \beta_2 = 1/2$. In this case $X^\beta$ is equal to a set of points with $\mu_2$ isotropy. By Lemma 5.6.1 $Y^{ss}(G) = Y \cap X^{ss}(G)$ does not contain any points with $\mu_2$ stabilizer, so $X^\beta \cap Y^{ss}(G)$ is empty in this case.

5.6.2. I-function. A class $\beta \in C_{4,9,11}$ fails to be $I$-nonnegative if and only if

(47) \[ 2\beta_1 + 2\beta_2 + \beta_3 \in \mathbb{Z}_{<0} \]

In this case, the inequalities defining $C$ imply that both $\beta_1$ and $\beta_2$ are integral and strictly negative, and hence the substack $F^0_{\beta}(X/T)$ of the untwisted sector is equal to the (zero-dimensional) locus with $\mu_3$-isotropy. This locus is contained in the base locus of the linear system $S$ of which $s$ is a member, and hence we have $F^0_{\beta}(Y/T) = F^0_{\beta}(X/T)$. Moreover if (47) holds then the number of weights $\epsilon_i$ of $E$ such that $\epsilon_i(\beta) \in \mathbb{Z}_{\geq 0}$ is zero, so Theorem 2.3.2 gives an explicit formula for $I_{\beta}(z)$.
Let $C := C_{4,9,11}$, $R := \mathcal{X}^{\mathcal{G}}_{X,G}$, and $\varphi : Y / G \to T$ be the roots $\rho_1, \rho_2$ of $G$ with respect to $T$. Since $\tilde{\beta}(\rho_i) \in \mathbb{Z}$ for $\tilde{\beta} \in C$, we may make the replacement

$$\prod_{i=1}^{k} C(\tilde{\beta}, \rho_i)^{-1} = (-1)^{\tilde{\beta}(\rho)} \frac{c_1(L_\rho) + \tilde{\beta}(\rho)z}{c_1(L_\rho)}$$

in our $I$-function formulas. We obtain

$$\varphi^* I(r(q), z) = \sum_{\tilde{\beta} \in C} q_1^{\tilde{\beta}_1+\tilde{\beta}_2} q_2^{\tilde{\beta}_3} I_{\tilde{\beta}}(z)$$

where if $\tilde{\beta}$ is $I$-nonnegative (i.e. $2\tilde{\beta}_1 + 2\tilde{\beta}_2 + \tilde{\beta}_3 \not\in \mathbb{Z}_{<0}$), we have

$$I_{\tilde{\beta}}(z) = \frac{1}{\beta_3! \tilde{\beta}_3!} \frac{(-1)^{\tilde{\beta}_1} \rho_1^H - \rho_2^H + (\tilde{\beta}_1 - \tilde{\beta}_2)z}{H_1 - H_2} \frac{C(\tilde{\beta}, \rho_1^e) \rho_1^C + C(\tilde{\beta}, \rho_1^e + \rho_2^e) \rho_1^2 C(\tilde{\beta}, \rho_1^2 + \rho_2^e) \rho_1 - 4 \rho_1^{-1}}{1}$$

If $\tilde{\beta}$ is not $I$-nonnegative (i.e. $2\tilde{\beta}_1 + 2\tilde{\beta}_2 + \tilde{\beta}_3 \in \mathbb{Z}_{<0}$) we have

$$I_{\tilde{\beta}}(z) = \frac{1}{\beta_3! \tilde{\beta}_3!} \frac{(-1)^{\tilde{\beta}_1} \rho_1^H - \rho_2^H + (\tilde{\beta}_1 - \tilde{\beta}_2)z}{H_1 - H_2} \frac{C(\tilde{\beta}, \rho_1^e) \rho_1^C + C(\tilde{\beta}, \rho_1^e + \rho_2^e) \rho_1^2 C(\tilde{\beta}, \rho_1^2 + \rho_2^e) \rho_1 - 4 \rho_1^{-1}}{1}$$

where $[B_{\mu_3}]$ is the fundamental class of the locus in the untwisted sector of $Y / G$ with $\mu_3$ isotropy (note that this locus is isomorphic to $B_{\mu_3}$). In both formulas, the factors with $e_1 + 2e_2$ and $e_1 + 2e_2$ will always appear as denominators.

Let $1_{1/3} \in H^*(\mathcal{I}(Y / G); \mathbb{Q})$ be the fundamental class of the sector corresponding to $(\zeta_1, \zeta_3) \in T'$. In Lemma 5.6.2 below, we show that

$$I(r(q), z) = 1 + z^{-1} (8q_1 + q_2) 1_{1/3} + z^{-1} (q_1^{-2/3} + q_2^1) 1_{1/3} + O(z^{-2})$$

It is clear from the definition of $\mu$ that its formation commutes with the restriction $r$. Hence, if we define

$$\mu(q_1, q_2) = (8q_1 + q_2) 1 + (q_1^{-2/3} + q_2^1) 1_{1/3}$$

by applying $r$ to both sides of (51) we have that

$$J(\mu(q_1, q_2), r \circ \iota(Q), z) = I(r(q), z).$$

**Lemma 5.6.2.** The equality (51) holds.

**Proof.** The set $C$ is additively generated over $\mathbb{Z}_{\geq 0}$ by $\frac{1}{3}(2, -1, 0), \frac{1}{3}(-1, 2, 0),$ and $\frac{1}{3}(-1, -1, 3)$. To bound $\deg(q^\delta)$ in the $I$-function of $(X, G, \varphi, q, s)$ we use Lemma 4.5.1 since $\xi - \epsilon = (1, 1, 1)$ we see that $\delta(q^\delta) \geq 1/3$ for nontrivial $\delta$. This implies that $I(r(q), z) = 1 + O(z^{-1})$.

Define $\deg(q^\delta) := \deg(q^\delta)$, using Lemma 4.5.1 to see that this is well-defined. By the homogeneity of $I^Y_G(q, z)$ discussed in Section 4.5, a term of $I(r(q), z)$ with $z^{-1}$ must also contain $q^2$ and $\alpha \in H^k(\mathcal{T}(Y / G); q_{\beta}^{-1})$ satisfying $\deg(q^2) + k + \deg(q_{\beta}^{-1}) = 1$. We compute the ages of the elements of $T' \times \mathbb{G}_m$ that represent conjugacy classes in $\text{Stab}_G(Y^{	imes 2}(G))$ (see [OP18, Example 3.7]):

$$\text{age}_{Y / G}(1, 1, 1) = 0 \quad \text{age}_{Y / G}(\zeta_3, 1) = 2/3 \quad \text{age}_{Y / G}(\zeta_3^2, 1) = 4/3.$$  

Hence, the only possibilities are $\deg(q^2) = 1, g_{\beta}^{-1} = (1, 1, 1),$ and $k = 0$; or $\deg(q^2) = 1/3, g_{\beta}^{-1} = (1, 1, 1),$ and $k = 0$.

The classes $\tilde{\beta} \in C$ mapping to $\beta$ satisfying $\deg(q^2) = 1$ are

$$\begin{align*}
(1, 0, 0) & \quad (0, 1, 0) & \quad (0, 0, 1) & \quad (1, -1, 1) & \quad (-1, 1, 1) \\
(2, -1, 0) & \quad (-1, 2, 0) & \quad (-1, -1, 3) & \quad (-1, 0, 2) & \quad (0, -1, 2).
\end{align*}$$
Of these, only the class \((-1, -1, 3)\) is not \(I\)-nonnegative. We see from \((50)\) that the summand \(I_3(z)\) is equal to the cup product of some cohomology class with \([B\mu_3]_1\) in the untwisted sector, which has dimension 2. Hence the codimension \(k\) of the result is not zero, and this term does not contribute to the \(z^{-1}\) term.

Of the remaining classes, one can check from \((49)\) that if \(\tilde{\beta}\) has any negative coordinate, then every summand \(I_3(z)\) has degree at least 1 in the \(H_i\). This happens because if \(\tilde{\beta}(\xi_i)\) is negative, then \(I_3(z)\) has a factor of \(c_1(L_{\xi_i})\). Hence these summands also do not contribute to the \(z^{-1}\) term.

By direct computation as Lemma 5.6.2, we find that the coefficient of \(z^{-1} q^{r(0,0,1)} = z^{-1} q_2\) in \((53)\) is 1 and the coefficient of \(z^{-1} q^{r(1,0,0)} = z^{-1} q_1\) is 8 times 1.

The classes \(\tilde{\beta} \in C\) satisfying \(\text{deg}(q^{r(\tilde{\beta})}) = 1/3\) are

\[ (-1/3, -1/3, 1) \quad (2/3, -1/3, 0) \quad (-1/3, 2/3, 0). \]

These classes are all \(I\)-nonnegative. Direct computation shows that the coefficient of \(z^{-1} q^{r(-1/3,-1/3,1)} = z^{-1} q_2\) is 1 and the coefficient of \(z^{-1} q^{r(2/3,-1/3,0)} = z^{-1} q_1^{1/3}\) is 31/3.

5.6.3. Quantum period. We compute the quantum period of \(Y/\!/G\), following the definition in \([Akh+16]\). The quantum period for \(Y/\!/G\) is

\[ G(x, t) := [J(\gamma(t, x), t^{-K_{Y/G}}, 1)]_1 \quad \text{where} \quad \gamma(t, x) := t^{1/3} x 1_{1/3}. \]

Here, \([\cdot]_1\) denotes the coefficient of the class \(1\), and by writing \(t^{-K_{Y/G}}\) as an argument we mean that the Novikov variable \(Q^B\) is replaced by \(t^{B(-K_{Y/G})}\), where \(-K_{Y/G}\) is the anti-canonical bundle on \(Y/\!/G\).

To compute \(G(x, t)\), we set \(q_1 = t = q_2 = t(x-3)\) in \((53)\). If we write \(I(q_1, q_2, z) := I(t(x-3), z)\) then the right side of \((53)\) becomes \(I(t(x-3), z)\). On the left side, we compute

\[ \mu(t, t(x-3)) = t(x+5)1 + t^{1/3}x 1_{1/3} = t(x+5)1 + \gamma(t, x). \]

To compute the restriction of \(r \circ \iota(Q)\), note that if \(r \circ \iota(Q) = q_1^{\beta_1} q_2^{\beta_2}\) then \(\beta_2 = 0\), since the inclusion \(X/\!/G \to [X/\!/G]\) is induced by the group homomorphism \(G \to G = G \times \mathbb{C}_m\) given by the identity homomorphism in the first factor and the trivial homomorphism in the second factor. So the restriction of \(r \circ \iota(Q^B)\) is equal to \(t^{\beta_2} = t^{\tilde{\beta}_2}\), where \(r \circ \iota(B)\) is the image of \((\tilde{\beta}_1, \tilde{\beta}_2) \in \mathbb{Q}^2 \cong \text{Hom}(\chi(T^r), \mathbb{Q})\). On the other hand we have that \(B(-K_{Y/G}) = \iota(B)(-K_{Y/G})\), and by \((24)\) and \((25)\) this equals \(\tilde{\beta}_1 + \tilde{\beta}_2\). So the restriction of \(r \circ \iota(Q)\) is precisely \(t^{-K_{Y/G}}\). We have shown that setting set \(q_1 = t\) and \(q_2 = t(x-3)\) and \(z = 1\) in \((53)\) yields the equation

\[ [J(t(x+5)1 + \gamma(t, x), t^{-K_{Y/G}}, 1)]_1 = [I(t(x-3), 1)]_1 \]

and hence by the string equation

\[ G(x, t) = e^{-t(x+5)} [I(t(x-3), 1)]_1. \]

We use \((49)\) and \((53)\) to get an explicit formula for \(G(x, t)\). From \((50)\) we see that only \(I\)-nonnegative classes contribute to the coefficient of \(1\). From the formula for \(g_{\tilde{\beta}}\), an \(I\)-nonnegative class contributes to the coefficient of \(1\) only if \(\tilde{\beta} \in C\) and \(\tilde{\beta}_1, \tilde{\beta}_2 \in \mathbb{Z}_{\geq 0}\) (see the proof of Lemma 5.6.2). Let

\[ A_{\tilde{\beta}}(q_1, q_2, z) := \frac{q_1^{\tilde{\beta}_1 + \tilde{\beta}_2} q_2^{\tilde{\beta}_3} (-1)^{\tilde{\beta}_1 - \tilde{\beta}_2} (2\tilde{\beta}_1 + 2\tilde{\beta}_2 + \tilde{\beta}_3) \tilde{t}^4}{\tilde{\beta}_3! \tilde{\beta}_1! \tilde{\beta}_2! (2\tilde{\beta}_1 + \tilde{\beta}_2 + \tilde{\beta}_3)!}, \]

where \(\tilde{t}^4 z^{\tilde{\beta}_1 + \tilde{\beta}_2 + \tilde{\beta}_3} \).

We need to consider the cases where \(\tilde{\beta}_1\) and \(\tilde{\beta}_2\) are both nonnegative. In this case, we have

\[ A_{\tilde{\beta}}(q_1, q_2, z) = \frac{q_1^{\tilde{\beta}_1 + \tilde{\beta}_2} q_2^{\tilde{\beta}_3} (-1)^{\tilde{\beta}_1 - \tilde{\beta}_2} (2\tilde{\beta}_1 + 2\tilde{\beta}_2 + \tilde{\beta}_3)}{(2\tilde{\beta}_1 + \tilde{\beta}_2 + \tilde{\beta}_3)!}. \]
Then by (19), we have that the \((\tilde{\beta}_1, \tilde{\beta}_2, \tilde{\beta}_3)\)-summand of (18) is equal to
\[
A_\beta \left( 1 + \left( \frac{\tilde{\beta}_1 - \tilde{\beta}_2}{H_1 - H_2} \right) \right) \left( - \sum_{k=1}^{\tilde{\beta}_1} \frac{3H_1}{kz} + \sum_{k=1}^{\tilde{\beta}_2} \frac{3H_2}{kz} - \sum_{k=1}^{2\tilde{\beta}_1 + \tilde{\beta}_2 + \tilde{\beta}_3} \frac{2(2H_1 + H_2)}{kz} \right) - \sum_{k=1}^{\tilde{\beta}_1 + 2\tilde{\beta}_2 + \tilde{\beta}_3} \frac{2(H_1 + 2H_2)}{kz} + \sum_{k=1}^{\tilde{\beta}_1 + 2\tilde{\beta}_2 + \tilde{\beta}_3} \frac{4(2H_1 + 2H_2)}{kz} + O(H_i)
\]
Define
\[
B_\ell := \sum_{k=1}^{\ell} 1 / k.
\]
When we add the \((\tilde{\beta}_1, \tilde{\beta}_2, \tilde{\beta}_3)\) and \((\tilde{\beta}_2, \tilde{\beta}_1, \tilde{\beta}_3)\) summands of (18) and set \(q_1 = t, q_2 = t(x - 3)\) and \(z = 1\), we get
\[
A_\beta(t, t(x - 3), 1) \left( 2 + (\tilde{\beta}_1 - \tilde{\beta}_2)(-3B_{\tilde{\beta}_1} + 3B_{\tilde{\beta}_2} - 2B_{2\tilde{\beta}_1 + \tilde{\beta}_2 + \tilde{\beta}_3} + 2B_{\tilde{\beta}_1 + 2\tilde{\beta}_2 + \tilde{\beta}_3}) \right) + O(H_i).
\]
Therefore, \(G(x, t)\) is equal to
\[
e^{-t(x+5)} \sum_{\beta_i \in \mathbb{Z}_{\geq 0}} A_\beta(t, t(x-3), 1) \left( 1 + \frac{\tilde{\beta}_1 - \tilde{\beta}_2}{2}(-3B_{\tilde{\beta}_1} + 3B_{\tilde{\beta}_2} - 2B_{2\tilde{\beta}_1 + \tilde{\beta}_2 + \tilde{\beta}_3} + 2B_{\tilde{\beta}_1 + 2\tilde{\beta}_2 + \tilde{\beta}_3}) \right).
\]
Observe that if we set \(x = 3\), we recover the specialization at the end of [OP18, Section 6.2].

The regularization of \(G(x, t)\) is conjecturally equal to the classical period of the Laurent polynomial
\[
ay + \frac{x}{y^2}(1 + y)^3 + \frac{1}{x}y^2(1 + y)^4 + \frac{7}{y} + \frac{2}{y^2}
\]
(see [Akh+16, Conj. B] and [OP18]). As computed by the Fanosearch code package written by Coates and Kasprzyk [Pet21], the first four terms of said regularization are
\[
1 + (14x + 70)t^2 + (6x^2 + 210x + 966)t^3 + (546x^2 + 6888x + 22470)t^4 + \ldots
\]
and one can check that these terms agree with the first four terms of the classical period.

**Appendix A. Comparing \(J\) and \(I\) Functions**

**A.1. A proof of (5).** In this section we prove that (5) holds with the definitions of \(J^X\) and \(I^{X,G,\theta}\) given in this paper. Let \(r\) be the locally constant function on \(\mathcal{I}(X)\) that is equal to the order of the generic stabilizer on that component.

Let \(\tilde{J}^X\), \(\tilde{I}^{X,G,\theta}\), and \(\tilde{\mu}\) denote the analogous objects in [Zho22b]. By definition, we have
\[
\tilde{J}^X(t(z), Q, z) = 1 + \frac{t(-z)}{z}
\]
\[
+ \sum_{B \in \text{Eff}(X)} \frac{Q^B}{n!} \text{inv}^* r^2 ev_1 \left[ \frac{1}{z(z - \psi_1)} \cup \prod_{i=2}^{n+1} \text{ev}_i^* (t(\psi_i)) \right] \cap [\mathcal{M}]^{\text{vir}}.
\]
On the other hand, by [Web21, Rmk 3.4.5] we have
\[
r I^{X,G,\theta}(q, z) = \tilde{I}^{X,G,\theta}(q, z) \quad r \mu(q, z) = \tilde{\mu}(q, z).
\]
By [Zho22b, Thm 1.12.2] we have
\[
\tilde{J}^X(\tilde{\mu}(q, -z), \iota(Q), z) = \tilde{I}^{X,G,\theta}(q, z).
\]
Multiplying both sides by \(r^{-1}\) and making the substitution \(\tilde{\mu}(q, z) = r \mu(q, z)\) we obtain
\[
r^{-1} \tilde{J}^X(r \mu(q, -z), \iota(Q), z) = I^{X,G,\theta}(q, z).
\]
It is straightforward to check that \(r^{-1} \tilde{J}^X(rt(z), Q, z) = J^X(t(z), Q, z)\).
A.2. Gromov-Witten invariants of noncompact GIT quotients. Throughout this section we work with an algebraic torus $T$, letting $R_T = H^*_T(\text{Spec}(\mathbb{C}); \mathbb{Q})$ and letting $S_T$ be the field of fractions of $R_T$.

A.2.1. Integration on noncompact stacks via virtual localization. The following technique is used in [Liu13] to define Gromov-Witten invariants of noncompact targets. Let $\mathcal{X}$ be a Deligne-Mumford stack equipped with a $T$-action and a $T$-equivariant perfect obstruction theory, such that the fixed locus $\mathcal{X}^T$ is proper and the virtual localization formula of [GP99] holds$^3$. In this situation, for $\gamma \in H^*_T(\mathcal{X}; \mathbb{Q})$ one defines

$$\int_{\mathcal{X}}^T \gamma := \sum_j p_{j*} \frac{i_j^* \gamma \cap [F_j]^\text{vir}}{e(N_{F_j})} \in S_T,$$

where $i_j : F_j \to \mathcal{X}$ are the inclusions of the connected components of the fixed locus, $p_j$ is the projection $F_j \to \text{Spec}(\mathbb{C})$, and all classes and morphisms on the right hand side of (54) are to be interpreted $T$-equivariantly. In (54) the pushforward happens in (equivariant) Borel-Moore homology, and then we apply Poincaré duality to get an element of $S_T$.

Example A.2.1. If $\mathcal{X}$ is smooth (and not necessarily compact), then it has a natural $T$-equivariant perfect obstruction theory whose induced virtual class is Poincaré dual to 1. The components of the fixed locus $F_j$ are also smooth, and (54) becomes

$$\int_{\mathcal{X}}^T \gamma := \sum_j p_{j*} \frac{i_j^* \gamma}{e(N_{F_j})} \in S_T.$$

We will use the following lemma later.

Lemma A.2.2. Let $\mathcal{X}$ and $\mathcal{Y}$ be Deligne-Mumford stacks equipped with $T$-actions such that $\mathcal{X}^T$ and $\mathcal{Y}^T$ are proper. Assume that $\mathcal{Y}$ is smooth and that $\mathcal{X}$ has a $T$-equivariant perfect obstruction theory such that virtual localization holds. If $f : \mathcal{X} \to \mathcal{Y}$ is a proper morphism, then

$$\int_{\mathcal{X}}^T \gamma = \int_{\mathcal{Y}}^T f_*(\gamma \cap [X]^\text{vir})$$

where $f_*$ and $[X]^\text{vir}$ are defined equivariantly.

Proof. Let $F_j$ (resp. $G_{\ell}$) be the components of $\mathcal{X}^T$ (resp. $\mathcal{Y}^T$). For each $j$ there exists an $\ell(j)$ and a commuting diagram

$$\begin{array}{ccc}
F_j & \xrightarrow{f_j} & G_{\ell(j)} \\
\downarrow{j} & & \downarrow{i_{\ell(j)}} \\
\mathcal{X} & \xrightarrow{f} & \mathcal{Y}
\end{array}$$

By the virtual localization theorem for $\mathcal{X}$ and the projection formula [Ive86, p. IX.3.7], we have an equality

$$f_*(\gamma \cap [X]^\text{vir}) = f_* \left[ \sum_j i_{j*} \frac{(i_j^* \gamma \cap [F_j]^\text{vir})}{e(N_{F_j})} \right]$$

in $H^*_{\text{BM}, T}(\mathcal{Y}; \mathbb{Q}) \otimes_{R_T} S_T$. Since $\mathcal{Y}$ is smooth, by Poincaré duality we may view this as an equality in $H^*_{\text{BM}}(\mathcal{Y}; \mathbb{Q}) \otimes_{R_T} S_T$. Hence we can apply the localization formula on $\mathcal{Y}$ to the left hand side. After commuting the pushforwards on the right hand side, we obtain

$$\sum_{\ell} i_{\ell*} \frac{(f_*(\gamma \cap [X]^\text{vir})) \cap [G_{\ell}]^\text{vir}}{e(N_{G_{\ell}})} = \sum_j i_{\ell(j)*} f_* \frac{(i_j^* \gamma \cap [F_j]^\text{vir})}{e(N_{F_j})}.$$ 

Now pushing forward both sides to $\text{Spec}(\mathbb{C})$ yields the result. \qed

$^3$By [CKL13, Thm 3.5], the virtual localization formula holds if the virtual normal bundle to $\mathcal{Y}^T$ has a global resolution by a 2-term complex of locally free sheaves.
A.2.2. Gromov-Witten theory of noncompact targets via localization. Recall that \( T \) is an algebraic torus. Let \( X \) be a smooth Deligne-Mumford stack (not necessarily arising from an affine GIT quotient) equipped with a \( T \)-action such that the fixed locus \( X^T \) is proper. Following [Coa+15, Sec 2], we define a \( T \)-equivariant \( J \)-function in this situation via localization. Note that the \( J \)-function defined here differs from the one in [Coa+15, Sec 2] by a sign and a factor of \( z \).

We define a pairing on \( H^\bullet_{CR,T}(X; \mathbb{Q}) \) by the rule
\[
(\alpha, \beta) = \int_X \alpha \cup \text{inv}^* \beta.
\]
The equivariant Novikov ring \( \Lambda^T_X \) is the completion of \( S_T[\text{Eff}(X)] \) with respect to the same valuation as before. For \( \gamma_i \in H^\bullet_{CR,T}(X; \mathbb{Q}) \) we define
\[
\langle \gamma_1 \psi^{k_1}, \ldots, \gamma_n \psi^{k_n} \rangle_{X,T}^{\mathcal{M}} = \int_{\mathcal{M}} ev^*_{1}(\gamma_1) \psi^{k_1} \cup \ldots \cup ev^*_{n}(\gamma_n) \psi^{k_n}
\]
where \( \mathcal{M} := \mathcal{M}_{0,n}(X,B) \) is the moduli space of stable maps to \( X \), equipped with the weighted \( T \)-equivariant virtual cycle.

Let \( \{ \phi_\alpha \} \) be a basis for \( H^\bullet_{CR,T}(X; \mathbb{Q}) \) and let \( \{ \phi^\alpha \} \) be a dual basis with respect to the pairing given above. Now for any set of formal variables \( \{ t_i \}_{i=1}^N \) and for any \( t(z) \in H^\bullet_{CR,T}(X; \mathbb{Q}) \otimes_R \Lambda^T_X[t_i][z, z^{-1}] \) we define
\[
J^X_{\text{loc}}(t(z), Q, z) = 1 + \frac{t(-z)}{z} + \sum_{n \geq 0} \sum_{B \in \text{Eff}(X)} \frac{Q^B}{n!} \phi^\alpha \left\langle \frac{\phi_\alpha}{z(z-\psi_1)}, t(\psi_2), \ldots, t(\psi_{n+1}) \right\rangle_{0,n+1,B}^{X,T}
\]
where the correlator in \( J^X_{\text{loc}} \) is defined as in [Coa+15, Sec 2.2]—it is a sum of the invariants in [55]. Observe that \( J^X_{\text{loc}}(t(z), Q, z) \) is an element of \( H^\bullet_{CR,T}(X; \mathbb{Q}) \otimes_R \Lambda^T_X[t_i][z, z^{-1}] \).

A.2.3. Comparison of the two approaches. Let \( X, G, \) and \( \theta \) be as in Section A.2.2 and let \( X := X//G \). Suppose moreover that \( T \) acts on \( X \) with a compact fixed locus.

Proposition A.2.3. For any \( t(z) \), the non-equivariant limit of \( J^X_{\text{loc}}(t(z), Q, B) \) exists and is equal to \( J^X(t(z), Q, B) \).

Proof. We first observe that the definition of \( J^X \) can be extended to the \( T \)-equivariant setting by using \( t(z) \) and \( \Lambda^T_X \) as defined in Section A.2.2 and by replacing the pullbacks and pushforwards in \( \mathcal{M} \) with their equivariant counterparts. We note these series by \( J^{X,T}(t(z), Q, z) \). We claim
\[
J^{X,T}(t(z), Q, z) = J^X_{\text{loc}}(t(z), Q, z).
\]
This can be checked by computing the pairing of each side with \( \phi_\alpha \). To compute the pairing on the left hand side we apply the projection formula [Ive86, p. IX.3.7] for \( ev_{1,*} \) and use Lemma A.2.2 for the proper morphism \( ev_{1,*} \). Since the nonequivariant limit of the left hand side is equal to \( J^X(t(z), Q, z) \) by construction, the proposition follows. \( \Box \)
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