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Abstract

We determine normal forms of the multiplication of four-dimensional anti-commutative algebras over a field $\mathbb{K}$ of characteristic zero having an analogous family of flags of subalgebras as the four-dimensional non-Lie binary Lie algebras, and hence can be considered as the closest relatives of binary Lie algebras. These algebras are extensions of $\mathbb{K}$ by the 3-dimensional nilpotent Lie algebra and at the same time extensions of a two-dimensional Lie algebra by a two-dimensional abelian algebra. We describe their groups of automorphisms as extensions of a subgroup of the group of automorphisms of the three-dimensional nilpotent Lie algebra by $\mathbb{K}$.

1 Introduction

The classification of tensors and the determination of their normal form is an old problem in mathematics (cf. Chapter 10 in [18]). Torsion tensors are defined in differential geometry as bilinear antisymmetric vector-valued maps on the tangent space of a manifold, the four-dimensional space-time manifolds with torsion tensor fields have important applications in the Einstein-Cartan theory of unified field theory ([4], [20]). In our next study, we consider such tensors over four-dimensional vector spaces interpreting them as anti-commutative multiplications, defining a kind of generalized Lie algebras. We find the normal forms of these multiplications and classify the algebras defined by these operations as well as their automorphism groups.

Various generalizations of Lie algebras occur naturally in many contexts in modern mathematics and physics. Malcev algebras were introduced by A. Malcev in 1955 [19] as tangent algebras of local analytic Moufang loops. In the same paper, the binary Lie algebra is defined as an anti-commutative algebra such that any subalgebra generated by two elements is a Lie algebra, hence these algebras are the tangent algebras of local analytic diassociative loops ([17]). Identities of the variety of binary Lie algebras were described by Gainov [8]. Note that every Lie algebra is a Malcev algebra and every Malcev algebra is a binary Lie algebra.
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The systematic study of Malcev and binary Lie algebras began with the work of A. A. Sagle [21]. Classifications, extensions and degenerations of binary Lie algebras, Malcev algebras have been studied by many authors [1], [2], [6], [7], [9], [10], [11], [13], [15], [16]. One of the most natural and simple generalizations of binary Lie and Malcev algebras is the anti-commutative algebra defined by an anti-symmetric bilinear operation on a vector space over a field. Several articles have recently appeared on the classification problems of such low-dimensional algebras (called also zeropotent algebras), with special attention to the nilpotent case (cf. [12] and [5], [14], [22]). Our paper is devoted to the study of a solvable class of 4-dimensional anti-commutative algebras. The definition of the studied class of solvable anti-commutative algebras is suggested by the structure of 4-dimensional binary Lie algebras. Binary Lie algebras of dimension \( \leq 4 \) over a field \( K \) of characteristic different from 2 have been described and the non-Lie binary Lie algebras of minimal dimension 4 have been determined by [9]. The case of characteristic 2 of \( K \) is treated in [16]. These algebras are extensions of \( K \) by the 3-dimensional nilpotent Lie algebra and at the same time extensions of a two-dimensional Lie algebra by a two-dimensional abelian algebra. A family of flags of subalgebras defined by algebraic properties can be associated to these binary Lie algebras. Our purpose is to classify a class of 4-dimensional anti-commutative algebras having an analogous family of flags of subalgebras and hence can be considered as the closest relatives of binary Lie algebras. We call these algebras \( BL_4 \)-algebras. A general method of investigation of isomorphism classes of algebras is to consider the orbits of the action of the general linear group via change of basis, the orbits under this action correspond to isomorphism classes (cf. [3]). Instead of considering the general linear group we limit our attention to the subgroup consisting of linear maps preserving the given associated families of flags of these algebras. We summarize the basic concepts on binary Lie and Malcev algebras and on the automorphism group of the 3-dimensional nilpotent Lie algebra in \( \S 2 \). The associated family of flags and the bases adapted to these flags, called distinguished bases, and the group of weak isomorphisms, preserving the associated family of flags, are introduced in \( \S 3 \). We find a matrix equation describing weak isomorphisms which are isomorphisms in \( \S 4 \). We use this matrix equation for the determination of normal forms of \( BL_4 \)-algebras in \( \S 5 \), which means that we select on each orbit elements of simple shape of the corresponding multiplication relations. \( \S 6 \) is devoted to the study of the isomorphism problems of \( BL_4 \)-algebras with multiplication of normal form. In \( \S 7 \) we give the classification of \( BL_4 \)-algebras using their multiplication of normal form. We introduce in \( \S 8 \) non-isomorphic groups which are candidates for groups of automorphisms of \( BL_4 \)-algebras and investigate their properties. In \( \S 9 \) we use the matrix equation describing weak isomorphisms which are isomorphisms for the classification of groups of automorphisms of \( BL_4 \)-algebras.

2 Preliminaries

We consider a (nonassociative) anti-commutative algebra \( g \) over a field \( K \) of characteristic zero. The multiplication of the elements \( x, y \in g \) will be denoted by \( x \cdot y \). The multiplication symbol will be omitted whenever it does not cause confusion, the multiplication symbol \( \cdot \) considered less binding than the juxtaposition, i.e. \( x y \cdot u \) is a short form of \( (x \cdot y) \cdot u \). The group of automorphisms of \( g \) is denoted by \( \text{Aut}(g) \), the algebra of linear maps of \( g \) by
End(\mathfrak{g}). The left and the right multiplication maps \(L_x, R_x : \mathfrak{g} \to \mathfrak{g}\) are defined by \(L_x(t) = xt, R_x(t) = tx, x, t \in \mathfrak{g}\). The maps \(L_x, R_x\) of \(\mathfrak{g}\) differ only by sign, left and right ideals coincide, etc. The Jacobian \(\mathcal{J} : \mathfrak{g} \times \mathfrak{g} \times \mathfrak{g} \to \mathfrak{g}\) is the map \(\mathcal{J}(x, y, z) = xy \cdot z + zx \cdot y + yz \cdot x, x, y, z \in \mathfrak{g}\). The commutator algebra \(\mathfrak{g}' = \mathfrak{g} \cdot \mathfrak{g}\) is an ideal, the second commutator algebra \(\mathfrak{g}'' = \mathfrak{g}' \cdot \mathfrak{g}'\) is a subalgebra in \(\mathfrak{g}\). Clearly, \(\mathfrak{g}\) is a Lie algebra if and only if \(\mathcal{J}(\mathfrak{g}) = \{0\}\). An algebra \(\mathfrak{g}\) is a binary Lie algebra if the identity
\[
\mathcal{J}(x, y, xy) = (y \cdot xy) x + (xy \cdot x)y = 0
\]
holds for all \(x, y \in \mathfrak{g}\). An algebra \(\mathfrak{g}\) is a Malcev algebra if for any \(x, y, z \in \mathfrak{g}\) the identity
\[
xy \cdot xz = (xy \cdot z)x + (yz \cdot x)x + (zx \cdot x)y
\]
is satisfied. An algebra \(\mathfrak{g}\) is called decomposable if \(\mathfrak{g}\) is the direct sum of subalgebras.

An extension \(\mathfrak{e}\) of an algebra \(\mathfrak{b}\) by an algebra \(\mathfrak{a}\) is a short exact sequence
\[
0 \to \mathfrak{a} \xrightarrow{\iota} \mathfrak{e} \xrightarrow{\pi} \mathfrak{b} \to 0,
\]
of algebras, where \(\iota(\mathfrak{a})\) is an ideal of \(\mathfrak{e}\) and \(\pi\) induces an isomorphism of the factor algebra \(\mathfrak{e}/\iota(\mathfrak{a})\) to \(\mathfrak{b}\). An extension \(\mathfrak{e}\) is a semidirect sum of \(\mathfrak{b}\) and \(\mathfrak{a}\) if there exists a subalgebra \(\mathfrak{a}\) of \(\mathfrak{e}\) such that \(\pi(\mathfrak{b})\) is isomorphic to \(\mathfrak{b}\).

Similarly, an extension \(\mathcal{C}\) of a group \(\mathcal{B}\) by a group \(\mathcal{A}\) is a short exact sequence
\[
1 \to \mathcal{A} \xrightarrow{i} \mathcal{C} \xrightarrow{\pi} \mathcal{B} \to 1,
\]
where \(i(\mathcal{A})\) is a normal subgroup of \(\mathcal{C}\) and \(\pi : \mathcal{C} \to \mathcal{B}\) induces an isomorphism \(\mathcal{C}/i(\mathcal{A}) \to \mathcal{B}\), furthermore \(\mathcal{C}\) is a semidirect product of \(\mathcal{B}\) and \(\mathcal{A}\) if there is a subgroup \(\hat{\mathcal{B}}\) of \(\mathcal{C}\) such that \(\pi(\hat{\mathcal{B}})\) is isomorphic to \(\mathcal{B}\).

Let two bases \(\mathcal{E} = \{e_0, e_1, \ldots, e_{n-1}\}, \hat{\mathcal{E}} = \{\hat{e}_0, \hat{e}_1, \ldots, \hat{e}_{n-1}\}\) be given in the algebra \(\mathfrak{g}\). The vector space \(\mathbb{K}^n\) can be endowed with algebra structures \(\mathbb{K}^n(\mathcal{E})\) and \(\mathbb{K}^n(\hat{\mathcal{E}})\), so that the linear coordinate maps \(\phi_{\mathcal{E}} : \mathfrak{g} \to \mathbb{K}^n\) and \(\hat{\phi}_{\hat{\mathcal{E}}} : \mathfrak{g} \to \mathbb{K}^n\) become isomorphisms of algebras. The composition \(\phi_{\mathcal{E}} \circ \hat{\phi}_{\hat{\mathcal{E}}}^{-1} : \mathbb{K}^n(\mathcal{E}) \to \mathbb{K}^n(\hat{\mathcal{E}})\) is an isomorphism between algebras corresponding to the change of the bases \(\mathcal{E}\) and \(\hat{\mathcal{E}}\).

**Theorem** (Gainov) The minimal dimension of non-Lie binary Lie algebras is 4, they are given on \(\mathbb{K}^4\) up to isomorphism by the mutually non-isomorphic anti-commutative algebras with non-vanishing multiplications
\[
e_1e_2 = e_3, \quad e_0e_3 = e_3,
\]
\[
e_1e_2 = e_3, \quad e_0e_3 = e_1, \quad e_0e_2 = e_2, \quad e_0e_3 = \mu e_3, \quad \mu \in \mathbb{K}.
\]
The algebra belonging to the parameter \(\mu \in \mathbb{K}\) is a Lie algebra for \(\mu = 2\), a non-Lie Malcev algebra for \(\mu = -1\), and non-Malcev binary Lie algebra if \(\mu \notin \{-1, 2\}\).

In the following we will classify the four-dimensional anti-commutative algebras having the same ideal structure as these binary Lie algebras (2).
3-dimensional non-abelian nilpotent Lie algebra

Denote $n$ the 3-dimensional non-abelian nilpotent Lie algebra on $\mathbb{K}^3$, the ideal $n'$ has dimension one. The group $\text{Aut}(n)$ of automorphisms of $n$ preserves the commutator $n'$, hence $\text{Aut}(n)$ is represented by the group of matrices

$$
\begin{bmatrix}
p^1 & q^1 & 0 \\
p^2 & q^2 & 0 \\
p^3 & q^3 & p^1q^2 - p^2q^1
\end{bmatrix}, \quad (p^1q^2 - p^2q^1) \neq 0,
$$

with respect to a basis $\{e_1, e_2, e_3\}$ satisfying $e_1e_2 = e_3$. Using decomposition of matrices $(3)$ for the blocks $\begin{bmatrix} p^1 & q^1 \\ p^2 & q^2 \end{bmatrix}$, $a^t = \begin{bmatrix} p^3 \\ q^3 \end{bmatrix}$, $|A| = p^1q^2 - p^2q^1$, the multiplication can be expressed as

$$
\begin{bmatrix} A & 0 \\ a^t & |A| \end{bmatrix} \begin{bmatrix} B & 0 \\ b^t & |B| \end{bmatrix} = \begin{bmatrix} AB & 0 \\ a^tB + |A|b^t & |AB| \end{bmatrix}.
$$

Denote $\mathbb{K}^*$ the multiplicative group of $\mathbb{K}$ and consider the bijective map

$$
\Delta : \mathbb{K}^* \times SL(2, \mathbb{K}) \times \mathbb{K}^2 \to \text{Aut}(n), \quad (\xi, X, x^t) \mapsto \begin{bmatrix} \xi X & 0 \\ \xi x^t & \xi \end{bmatrix}
$$

and its inverse

$$
\Delta^{-1} : \text{Aut}(n) \to \mathbb{K}^* \times SL(2, \mathbb{K}) \times \mathbb{K}^2, \quad \begin{bmatrix} A & 0 \\ a^t & |A| \end{bmatrix} \mapsto (|A|, Aa^t |A|).
$$

We introduce on $\mathbb{K}^* \times SL(2, \mathbb{K}) \times \mathbb{K}^2$ the multiplication

$$(\xi, X, x^t) \cdot (\eta, Y, y^t) = (\xi\eta, XY, x^ty^t),$$

then $\mathbb{K}^* \times SL(2, \mathbb{K}) \times \mathbb{K}^2$ becomes a group isomorphic to $\text{Aut}(n)$. It follows

**Lemma 2.1.** The group $\text{Aut}(n)$ is the direct product $\mathbb{K}^* \times SL(2, \mathbb{K}) \times \mathbb{K}^2$ of $\mathbb{K}^*$ with the special affine group $SA(2, \mathbb{K})$ isomorphic to the semidirect product $SA(2, \mathbb{K}) \cong SL(2, \mathbb{K}) \rtimes \mathbb{K}^2$.

### 3 Weakly isomorphic algebras, $\mathcal{B}L_4$-algebras

We consider the following class of anti-commutative algebras:

**Definition 3.1.** A 4-dimensional anti-commutative algebra $c$ is called $\mathcal{B}L_4$-algebra if

(i) $c$ is non-decomposable and has an ideal $p$ isomorphic to $n$ satisfying $c' = p$ or $c' = p'$,

(ii) $c$ contains a 2-dimensional Lie subalgebra $a$ with multiplication $e_0e_1 = x_1^t e_1, x_1 \in \mathbb{K}$ with respect to a basis $\{e_0, e_1\}$ of $a$, and a 2-dimensional abelian ideal $b$ such that $c$ is the semidirect sum of $a$ and $b$ and $p' \subset b \subset p$.

**Lemma 3.1.** The ideal $p$ and the subspace $p'$ are preserved by all automorphisms of $c$. 
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Proof. \( c' \) is clearly a characteristic ideal. If \( c' = p \) then \( p \) and \( p' \) are preserved by automorphisms. If \( c' = p' \) then \( p \) is contained in the subalgebra \( \hat{p} = \{ x \in c; xy = 0 \text{ for any } y \in p' \} \). In the case \( \hat{p} = c \) the non-decomposable algebra \( c \) would be a direct sum of \( p \) with a one-dimensional subalgebra, which is a contradiction. Hence \( p = \hat{p} \) and the assertion is proved. \( \square \)

**Definition 3.2.** A sequence of subspaces \( p' \subset b \subset p \subset c \) is called adapted flag of a \( BL_4 \)-algebra if \( a \) is a subalgebra, \( b \) is an ideal of \( c \), satisfying the condition (ii) in Definition 5.1.

A basis \( \{e_0, e_1, e_2, e_3\} \) of \( c \) is called distinguished if for an adapted flag \( p' \subset b \subset p \subset c \) one has

\[
e_3 \in p', \quad e_2 \in b \setminus p', \quad e_1 \in p \setminus b, \quad e_0 \in c \setminus p.
\]

**Lemma 3.2.** A basis \( \{e_0, e_1, e_2, e_3\} \) of the anti-commutative \( BL_4 \)-algebra \( c \) is a distinguished basis if and only if

(a) \( \{e_1, e_2, e_3\} \) is a basis of the non-abelian nilpotent ideal \( p \) such that \( e_3 \in p' \),

(b) the matrix of the left multiplication map \( L_0 = L_{e_0} \in \text{End}(p) \) with respect to the basis \( \{e_0, e_1, e_2, e_3\} \) has the form

\[
L_0 = \begin{bmatrix}
x_1^1 & 0 & 0 & 0 \\
0 & x_2^2 & x_3^2 & 0 \\
0 & x_2^3 & x_3^3 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix} \neq \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}.
\]  

Proof. The form \( (1) \) of the matrix \( L_0 \) means that

\[
e_{01} = x_1^1 e_1, \quad x_1^1 \in K \quad \text{and} \quad L_0(K e_2 + K e_3) \subseteq (K e_2 + K e_3).
\]

Since \( e_1 e_2 \in K e_2 \) and \( e_1 e_3 = 0 \), the subspace \( K e_2 \) is an abelian ideal. Consequently, the conditions (a) and (b) imply that \( \{e_0, e_1, e_2, e_3\} \) is a distinguished basis. The converse statement is clear. \( \square \)

**Definition 3.3.** A linear map \( \alpha : c \to c^* \) between \( \mathcal{B}L_4 \)-algebras is called a weak isomorphism if \( \alpha \) maps distinguished bases of \( c \) to distinguished bases of \( c^* \). If there is a weak isomorphism \( \alpha : c \to c^* \) then the \( \mathcal{B}L_4 \)-algebras \( c \) and \( c^* \) are called weakly isomorphic.

It follows immediately from the definition:

**Lemma 3.3.** (i) For any distinguished bases \( \{e_0, e_1, e_2, e_3\} \) of \( c \) and \( \{\hat{e}_0, \hat{e}_1, \hat{e}_2, \hat{e}_3\} \) of \( c^* \) there is a unique weak isomorphism \( \alpha : c \to c^* \) with \( \alpha(e_i) = \hat{e}_i, \ i = 0, 1, 2, 3 \).

(ii) A linear map \( \alpha : c \to c^* \) is a weak isomorphism if and only if its matrix \( M_\alpha \) with respect to the given bases has the form

\[
M_\alpha = \begin{bmatrix}
u_0^0 & 0 & 0 & 0 \\
u_1^1 & p_1^1 & q_1^1 & 0 \\
u_2^2 & p_2^2 & q_2^2 & 0 \\
u_3^3 & p_3^3 & q_3^3 & r_3^3
\end{bmatrix}, \quad |M_\alpha| = u_0^0 (p_1^1 q_2^2 - p_2^2 q_1^1) r_3^3 \neq 0, \ u_0^0, r_3^3, u_i^i, p_i^i, q_i^i \in K, i = 1, 2, 3.
\]

**Lemma 3.4.** The group \( \text{Aut}^w(c) \) of weak automorphisms of an \( \mathcal{B}L_4 \)-algebra \( c \) acts simply transitively on the set of distinguished bases of \( c \). The automorphism group \( \text{Aut}(c) \) of \( c \) is a subgroup of \( \text{Aut}^w(c) \).
4 Orbits of multiplications

Let $\mathbb{K}^4$ be the 4-dimensional vector space over the field $\mathbb{K}$ and $E = \{e_0, e_1, e_2, e_3\}$ its canonical basis. A $\mathcal{BL}_4$-algebra on $\mathbb{K}^4$ with distinguished basis $E$ is determined by the multiplication of the basis vectors, i.e. by the system of structure constants $c_{ij}^k$ in the equations $e_i e_j = \sum_k c_{ij}^k e_k$. These constants have to fulfill the equations

$$c_{ij}^k = -c_{ji}^k, \quad c_{i2}^3 = \xi^3, \quad c_{0j}^k = -c_{j0}^k = x_j^k, \quad j, k = 1, 2, 3,$$

with $\{x_j^k\} = \begin{bmatrix} x_1^1 & 0 & 0 \\ 0 & x_2^2 & x_3^2 \\ 0 & x_2^3 & x_3^3 \end{bmatrix}$, and the constants other than these are zero. Conversely, for any triple $\{x_1^1, \xi^3, X\}, x_1^1, \xi^3 \in \mathbb{K}$, $X = \begin{bmatrix} x_1^2 \\ x_2^2 \\ x_3^2 \\ x_3^3 \end{bmatrix} \in \text{End}(\mathbb{K}^2)$, the system of structure constants satisfying $c_{ij}^k = -c_{ji}^k, \ c_{01}^1 = x_1^1, \ c_{12}^3 = \xi^3, \ c_{0j}^k = -c_{j0}^k = x_j^k, \ j, k = 2, 3$, determines an anti-commutative algebra, which will be denoted by $c(x_1^1, \xi^3, X)$.

**Lemma 4.1.** An anti-commutative algebra $c(x_1^1, \xi^3, X), x_1^1, \xi^3 \in \mathbb{K}$, $X \in \text{End}(\mathbb{K}^2)$ is a $\mathcal{BL}_4$-algebra if and only if one of the following conditions is satisfied:

1. $x_1^1 \neq 0$ and the first row of $X$ is non-vanishing,
2. $x_1^1 = 0$, the first row of $X$ is vanishing and the second row of $X$ is non-vanishing.

**Proof.** If $x_1^1 \neq 0$ and the first row of $X$ is vanishing, then $p' \subseteq c' \subseteq p$ and hence $c(x_1^1, \xi^3, X)$ is not a $\mathcal{BL}_4$-algebra. If $x_1^1 \neq 0$ and the first row of $X$ is non-vanishing, then $L_{e_0} p + p' = p$, hence $c' = p$. For $x_1^1 = 0$ one has $c' \subseteq p$, consequently $c(x_1^1, \xi^3, X)$ is a $\mathcal{BL}_4$-algebra if and only if $c' = p'$, or equivalently, first row of $X$ is vanishing. \[]

Clearly, the set of distinguished bases and the group $\text{Aut}^w(E)$ of weak-automorphisms of a $\mathcal{BL}_4$-algebra is independent of the parameters $\{x_1^1, \xi^3, X\}$, it is related only to the sequence of subspaces $c \supset p \supset b \supset p'$.

Let $\{c_{ij}^k(X)\}$ be the system of structure constants of $\mathcal{BL}_4(X)$ and denote $\gamma(E)$ the set of systems of structure constants of multiplications of $\mathcal{BL}_4$-algebras $\mathcal{BL}_4(X) \in \mathcal{BL}_4(E)$. The group $\text{Aut}^w(E)$ acts on $\gamma(E)$ by

$$\gamma_X(x, y) \to M_x^{-1} \gamma_X(M_a x, M_a y), \quad M_a \in \text{Aut}^w(E), \quad x, y \in \mathbb{K}^4,$$

where $\gamma_X$ denotes the multiplication on $\mathbb{K}^4$ determined by the system $\{c_{ij}^k(X)\}$ of structure constants.

**Lemma 4.2.** Consider the set $\Gamma$ of all possible $\mathcal{BL}_4$-algebra multiplications $\gamma$ on $\mathbb{K}^4$ having the canonical basis $E = \{e_0, e_1, e_2, e_3\}$ as a distinguished basis. The orbits of the action $[\Gamma]$ of the group $\text{Aut}^w(E)$ on $\Gamma$ correspond to isomorphism classes of 4-dimensional $\mathcal{BL}_4$-algebras.

**Proof.** Let $\{e_0, e_1, e_2, e_3\}$ and $\{\hat{e}_0, \hat{e}_1, \hat{e}_2, \hat{e}_3\}$ be distinguished bases of the isomorphic $\mathcal{BL}_4$-algebras $c$ and $c'$, respectively. We identify $c'$ with $c$ with an isomorphism $c' \rightarrow c$. Since an isomorphism preserves the subspaces $p, p'$, the identification yields that $\{\hat{e}_0, \hat{e}_1, \hat{e}_2, \hat{e}_3\}$ is also a distinguished basis of $c$. It follows that the linear map $\alpha$ defined by $\alpha(e_i) = \hat{e}_i, \ i = 0, 1, 2, 3$ is an isomorphism between the multiplications with respect to the bases $\{e_0, e_1, e_2, e_3\}$ and $\{\hat{e}_0, \hat{e}_1, \hat{e}_2, \hat{e}_3\}$, respectively. \[]
The weak isomorphism 

\[ \text{if and only if} \]

\[ a_j^j c_{kl} = c_{pq} a_k^q, \quad i, j, k, l, p, q = 0, 1, 2, 3. \]  

(7)

Since \( a_j^j = u^0 \delta_j^j \), \( c_{00} = c_{00} = c_{00} = 0 \), \( a_0^0 = u^0 \), \( i, j, k, l = 0, 1, 2, 3 \) the equations (7) give only the relations

\[ a_j^j c_{312} = \delta_3^3 r^3 \tilde{c}_3 = c_{pq}^p a_q^q = \delta_3^3 \xi^3 (p^1 q^2 - p^2 q^1) \]

\[ a_j^j c_{012} = c_{pq} u^p a_q^q - c_{0j} u^0 a_q^q + c_{0j} u^j a_j^q, \]

where \( i, j, h, l = 1, 2, 3, p, q = 0, 1, 2, 3 \). The second equations of (8) do not contain the parameter \( \tilde{c}_3 \), hence we can get \( \tilde{c}_3 = 1 \) with the replacement \( r^3 = \xi^3 (p^1 q^2 - p^2 q^1) \). The matrix \( M_\alpha = \begin{bmatrix} 0 & 1 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & \xi^3(p^1 q^2 - p^2 q^1) & 0 \\ 0 & 0 & 0 & \xi^3(p^1 q^2 - p^2 q^1) \end{bmatrix} \) gives an isomorphism requested in the assertion.

This lemma shows that for the investigation of isomorphism classes of \( BL_4 \)-algebras it is sufficient to restrict our consideration to algebras \( c(x_1, X), \xi^3 = 1, x_1 \in K, X \in \text{End}(K^2) \). We will use the notation \( c(x_1, X) = c(x_1, 1, X) \). We obtain that the matrix \( M_\alpha \) of a weak isomorphism \( \alpha : c \rightarrow c^* \) preserving the equation \( e_1 e_2 = e_3 \) has the form

\[ M_\alpha = \begin{bmatrix} u^0 & 0 & 0 & 0 \\ u^1 & p^1 & q^1 & 0 \\ u^2 & p^2 & q^2 & 0 \\ u^3 & p^3 & q^3 & p^1 q^2 - p^2 q^1 \end{bmatrix}, \quad p^1 q^2 - p^2 q^1 \neq 0, \quad 0 \neq u^0, u^i, p^i, q^i \in K, \quad i = 1, 2, 3. \]  

(9)

**Theorem 4.4.** Let \( \{e_0, e_1, e_2, e_3\} \) and \( \{\tilde{e}_0, \tilde{e}_1, \tilde{e}_2, \tilde{e}_3\} \) be distinguished bases of the \( BL_4 \)-algebras \( c(x_1, X) \) and \( \tilde{c}(\tilde{x}_1, \tilde{X}) \), respectively, satisfying

\[ e_0 e_j = x_j^k e_k, \quad \tilde{e}_0 \tilde{e}_j = \tilde{x}_j^k \tilde{e}_k, \quad j, k = 2, 3. \]

The weak isomorphism \( \alpha : e_i \rightarrow \tilde{e}_i, \quad i = 0, 1, 2, 3 \), determined by the matrix (9) is an isomorphism if and only if

\[ \begin{bmatrix} p^1 \tilde{x}_1^1 & q^1 \tilde{x}_2^3 & q^1 \tilde{x}_3^2 \\ p^2 \tilde{x}_1^3 & q^2 \tilde{x}_2^3 & q^2 \tilde{x}_3^1 \\ p^3 \tilde{x}_1^1 & q^3 \tilde{x}_2^3 & (p^1 q^2 - p^2 q^1) \tilde{x}_2^3 & q^3 \tilde{x}_3^2 & (p^1 q^2 - p^2 q^1) \tilde{x}_3^3 \\ p^3 \tilde{x}_1^1 & q^3 \tilde{x}_2^3 & (p^1 q^2 - p^2 q^1) \tilde{x}_2^3 & q^3 \tilde{x}_3^2 & (p^1 q^2 - p^2 q^1) \tilde{x}_3^3 \end{bmatrix} = \]

\[ \begin{bmatrix} u^0 p^1 x_1^1 & u^0 q^1 x_1^1 \\ u^0 x_1^2 p^1 & u^0 x_1^2 q^1 \\ u^0 x_2^2 p^1 & u^0 x_2^2 q^1 \\ u^0 x_3^2 p^1 & u^0 x_3^2 q^1 \end{bmatrix}. \]  

(10)
Proof. According to [3] the structure constants \( \{ c^i_{jk} \} \) and \( \{ d^i_{jk} \} \) determine isomorphic BL\(_4\)-algebras if and only if there is a matrix \( M_\alpha = \{ a^i_j \} \) of the form [5] satisfying

\[
r^3 = p^1 q^2 - p^2 q^1
\]

and

\[
a^i_j c^j_{kl} = a^i_j \hat{x}^l_i = c^i_{pq} u^p a^q_i = c^i_{0j} u^0 a^j_i + c^i_{jh} u^j a^h_i = x^j_i u^0 a^j_i + \delta^i_j (u^1 a^1_i - u^2 a^2_i),
\]

where \( i, j, h, l = 1, 2, 3 \), \( p, q = 0, 1, 2, 3 \). Equivalently, we have

\[
a^i_j \hat{x}^l_i = x^j_i u^0 a^j_i + \delta^i_j (u^1 a^1_i - u^2 a^2_i), \quad i, j, l = 1, 2, 3. \tag{11}
\]

Using the matrix blocks \( \{ a^i_j \}, \{ x^i_j \}, \{ \hat{x}^i_j \}, i, j, l = 1, 2, 3 \), of the form

\[
\begin{pmatrix}
p^1 & q^1 & 0 \\
p^2 & q^2 & 0 \\
p^3 & q^3 & p^1 q^2 - p^2 q^1
\end{pmatrix}, \quad
\begin{pmatrix}
x^1_1 & 0 & 0 \\
x^2_1 & x^2_1 & 0 \\
x^3_1 & x^3_1 & 0
\end{pmatrix}, \quad
\begin{pmatrix}
\hat{x}^1_1 & 0 & 0 \\
\hat{x}^2_1 & \hat{x}^2_1 & 0 \\
\hat{x}^3_1 & \hat{x}^3_1 & 0
\end{pmatrix}
\]

we obtain the assertion from the equations (11).

Corollary 4.5. The BL\(_4\)-algebras \( \mathfrak{c}(x^1, X) \) and \( \mathfrak{c}(\hat{x}^1, \hat{X}) \) are isomorphic if and only if there is a weak isomorphism with matrix [9] satisfying the equation (10).

5 Normal forms

In this section we prove that for any BL\(_4\)-algebra the left translation \( L_{e_0} \) can be reduced to a normal form by an isomorphism.

Definition 5.1. We say that

1. a weak isomorphism between BL\(_4\)-algebras determined by the matrix [9] is
   
   (a) direct if \( p^1 q^2 \neq 0 \) and \( p^2 = q^1 = 0 \),
   
   (b) opposite if \( p^2 q^1 \neq 0 \) and \( p^1 = q^2 = 0 \),

2. the BL\(_4\)-algebras \( \mathfrak{c}(x^1, X) \) and \( \mathfrak{c}(\hat{x}^1, \hat{X}) \) are directly (oppositely) isomorphic if the equation (10) is satisfied by a direct (opposite) weak isomorphism.

Proposition 5.1. Any BL\(_4\)-algebra \( \mathfrak{c} \) with \( L_{e_0} = \begin{pmatrix} x^1_1 & 0 & 0 \\ 0 & x^2_2 & 0 \\ 0 & x^3_3 & x^3_3 \end{pmatrix} \) is directly isomorphic to the BL\(_4\)-algebra \( \mathfrak{c} \) with

\[
L_{e_0} = \begin{pmatrix} 1 & 0 & 0 \\ 0 & \frac{x^2_2}{x^1_1} & 0 \\ 0 & 0 & \frac{x^3_3}{x^2_2} \end{pmatrix}, \quad \text{if } x^1_1 \neq 0 \quad \text{or} \quad L_{e_0} = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad \text{if } x^1_1 = x^2_2 = 0.
\]
Proof. Assume \( p^2 = p^3 = q^1 = q^3 = u^2 = 0 \). Then we get from (10) the matrix equation
\[
\begin{bmatrix}
p^1\hat{x}_1 & 0 & 0 \\
0 & q^2\hat{x}_2 & 0 \\
0 & 0 & p^1q^2\hat{x}_3^3
\end{bmatrix}
\begin{bmatrix}
u^0p^1\hat{x}_1^1 & 0 & 0 \\
0 & u^0x^2_2q^2 & 0 \\
0 & 0 & u^0x^3_3q^2 + u^1q^2
\end{bmatrix}
= \begin{bmatrix}
u^0u^0\hat{x}_2^2 & 0 & 0 \\
0 & u^0x^2_2q^2 & 0 \\
0 & 0 & u^0x^3_3q^2 + u^1q^2
\end{bmatrix}.
\]

If \( x_1^1 = 0 \) then we have \( c' = p' \), hence \( x_2^2 = 0, x_3^3 \neq 0 \). With the matrices
\[
\text{if } x_1^1 = 0, \quad M_\alpha = \begin{bmatrix}
\frac{1}{x^1_1} & 0 & 0 & 0 \\
-x^1_1 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}
\]
\[
\text{and if } x_1^1 \neq 0, \quad M_\alpha = \begin{bmatrix}
\frac{1}{x^1_1} & 0 & 0 & 0 \\
-x^1_1 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix},
\]
we obtain \( \hat{x}_1^1 = \hat{x}_2^2 = 0, \hat{x}_3^3 = 1 \), respectively, \( \hat{x}_1^1 = 1, \hat{x}_2^2 = \frac{x^2_2 + x^3_3}{x^1_1}, \hat{x}_3^3 = \frac{x^3_3}{x^1_1} \). Thus the assertion is proved.

Proposition 5.2. Any \( BL_4 \)-algebra \( c \) with \( L_{e_0} = \begin{bmatrix}
x^1_1 & 0 & 0 \\
0 & x^2_2 & x^3_3 \\
0 & x^2_2 & x^3_3
\end{bmatrix}, \ x_1^1x_3^3 \neq 0 \), is directly isomorphic to the \( BL_4 \)-algebra \( \hat{c} \) determined by \( L_{e_0} = \begin{bmatrix}
1 & 0 & 0 \\
0 & \frac{x^1_1x^3_3}{x^1_1} & 1 \\
0 & 0 & 0
\end{bmatrix} \).

Proof. We assume \( \hat{x}_1^1 = 1, \hat{x}_2^2 = \frac{x^2_2 + x^3_3}{x^1_1}, \hat{x}_3^3 = 1 \). Hence the replacement of the matrix
\[
M_\alpha = \begin{bmatrix}
\frac{1}{x^1_1} & 0 & 0 & 0 \\
x^1_1x^3_3 - x^3_3 & x^1_1 & 0 & 0 \\
0 & 0 & x^3_3 & 0 \\
0 & 0 & x^3_3 & x^1_1
\end{bmatrix}
\]
into the equation (10) yields the assertion.

6 Isomorphisms

Proposition 6.1. The \( BL_4 \)-algebras with \( L_{e_0} = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & x^2_2 & 0 & 0 \\
0 & 0 & x^3_3 & 0 \\
0 & 0 & 0 & \hat{x}^3_3
\end{bmatrix} \) and \( L_{e_0} = \begin{bmatrix}
1 & 0 & 0 \\
0 & \hat{x}^2_2 & 0 \\
0 & 0 & \hat{x}^3_3
\end{bmatrix} \) are isomorphic if and only if they are:
(a) directly isomorphic and \( \hat{x}_2^2 = x^2_2, \hat{x}_3^3 = x^3_3 \),
(b) oppositely isomorphic and \( \hat{x}_2^2 = \frac{1}{x^2_2}, \hat{x}_3^3 = \frac{x^3_3}{x^2_2} \).
Proof. The matrix equation
\[
\begin{bmatrix}
    p^1 & q^1 x_2^3 \\
    p^2 & q^2 x_2^3 \\
    p^3 & q^3 x_2^3
\end{bmatrix}
= 
\begin{bmatrix}
    u^0 p^1 & u^0 q^1 & 0 \\
    u^0 x_2^3 p^2 & u^0 x_2^3 q^2 & 0 \\
    u^0 x_2^3 p^3 + u^1 p^2 - u^2 p^1 & u^0 x_2^3 q^3 + u^1 q^2 - u^2 q^1 & u^0 x_2^3 (p^1 q^2 - p^2 q^1)
\end{bmatrix}
\]
gives the equations
\[
(u^0 - 1)p^1 = 0, \quad (u^0 x_2^3 - 1)p^2 = 0, \quad (\hat{x}_2^2 - u^0)q^1 = 0, \quad (\hat{x}_2^3 - u^0 x_2^3)q^2 = 0, \quad u^0 x_3^3 - \hat{x}_3^3 = 0
\]
\[
(u^0 x_2^3 - 1)p^3 + u^1 p^2 - u^2 p^1 = 0, \quad (u^0 x_3^3 - \hat{x}_3^3)q^3 + u^1 q^2 - u^2 q^1 = 0.
\]
If \(p^1 q^2 \neq 0\), we get with the matrix \(M_a = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & p^1 & 0 & 0 \\ 0 & 0 & q^2 & 0 \\ 0 & 0 & 0 & p^1 q^2 \end{bmatrix}\) a direct isomorphism giving
\[
\hat{x}_2^2 = x_2^2, \quad \hat{x}_3^3 = x_3^3.
\]
If \(p^1 q^2 = 0\), then \(p^2 q^1 \neq 0\) and the matrix \(M_a = \begin{bmatrix} \frac{1}{x_2^2} & 0 & 0 & 0 \\ 0 & 0 & q^1 & 0 \\ 0 & p^2 & 0 & 0 \\ 0 & 0 & 0 & -p^2 q^1 \end{bmatrix}\) determines an opposite isomorphism between the algebras with \(L_{e_0} = \begin{bmatrix} 1 & 0 \\ 0 & x_2^3 \\ 0 & 0 & x_3^3 \end{bmatrix}\) and \(L_{e_0} = \begin{bmatrix} 1 & 0 \\ 0 & \frac{1}{x_2^2} \\ 0 & 0 & x_3^3 \end{bmatrix}\). Hence the assertion is true.

**Proposition 6.2.** The \(BL_4\)-algebras with \(L_{e_0} = \begin{bmatrix} 1 & 0 \\ 0 & x_2^3 \\ 0 & 0 \end{bmatrix}\) and \(L_{e_0} = \begin{bmatrix} 1 & 0 \\ 0 & x_2^3 \\ 0 & 0 \end{bmatrix}\) are isomorphic if and only if they are directly isomorphic and \(\hat{x}_2^2 = x_2^2\).

Proof. Considering the matrix equation
\[
\begin{bmatrix}
    p^1 & q^1 x_2^3 \\
    p^2 & q^2 x_2^3 \\
    p^3 & q^3 x_2^3
\end{bmatrix}
= 
\begin{bmatrix}
    u^0 p^1 & u^0 q^1 & 0 \\
    u^0 (x_2^3 p^2 + p_3) & u^0 (x_2^3 q^2 + q_3) & u^0 (p^1 q^2 - p^2 q^1) \\
    u^1 p^3 - u^2 p^1 & u^1 q^3 - u^2 q^1 & 0
\end{bmatrix}
\]
we obtain \(q^1 = q^3 = 0\). Hence one has \(p^1 q^2 \neq 0\). Then \(u^0 = 1\) and \(\hat{x}_2^2 = x_2^2\), proving the assertion.
7 Classification

We will denote the $BL_4$-algebras defined by the non-vanishing multiplication relations with respect to the canonical basis $\{e_0, e_1, e_2, e_3\}$ of $\mathbb{K}^4$ as follows:

\begin{align*}
a_0 : & \quad e_1 e_2 = e_3, e_0 e_3 = e_3, \\
a_1 : & \quad e_1 e_2 = e_3, e_0 e_1 = e_1, e_0 e_2 = -e_2, \\
b(\lambda) : & \quad e_1 e_2 = e_3, e_0 e_1 = e_1, e_0 e_2 = \lambda e_2, e_0 e_3 = e_2, \\
c(\lambda) : & \quad e_1 e_2 = e_3, e_0 e_1 = e_1, e_0 e_2 = e_2, e_0 e_3 = \lambda e_3, \\
d(\lambda, \mu) : & \quad e_1 e_2 = e_3, e_0 e_1 = e_1, e_0 e_2 = \mu e_2, e_0 e_3 = \lambda e_3, \mu \neq 1, \lambda^2 + (\mu + 1)^2 \neq 0, 
\end{align*}

where $\lambda, \mu \in \mathbb{K}$. If we omit the conditions $\mu \neq 1, \lambda^2 + (\mu + 1)^2 \neq 0$, we can write $a_1 = d(0, -1)$ and $c(\lambda) = d(\lambda, 1)$.

Summarizing our previous considerations we have

**Proposition 7.1.** The direct isomorphism classes of $BL_4$-algebras over a field $\mathbb{K}$ are bijectively represented by the algebras (12).

There are opposite isomorphisms between some directly non-isomorphic algebras $d(\lambda, \mu)$. Taking into account Proposition 6.1 (b) we get the following classification:

**Theorem 7.2.** The isomorphism classes of $BL_4$-algebras over $\mathbb{K}$ are represented bijectively by the algebras $a_0, a_1, b(\lambda), c(\lambda), d(\lambda, \mu)$, and by the pairs

\[ \{d(\lambda, \mu), d\left(\frac{\lambda}{\mu}, \frac{1}{\mu}\right)\} \quad \lambda, \mu \in \mathbb{K}, \mu \neq 1, \lambda^2 + (\mu + 1)^2 \neq 0, \]

of opposite isomorphic algebras.

**Proposition 7.3.** The algebras $a_0, a_1, b(\lambda), c(\lambda), d(\lambda, \mu)$ have the following properties:

\begin{itemize}
  \item $a_0$: non-Malcev binary Lie algebra,
  \item $a_1$: Lie algebra,
  \item $b(\lambda)$: non-binary Lie algebra,
  \item $c(\lambda)$: Lie algebra, if $\lambda = 2$,
    non-Lie Malcev algebra, if $\lambda = -1$,
    non-Malcev binary Lie algebra, if $\lambda \neq \{-1, 2\}$
  \item $d(\lambda, \mu)$, $d\left(\frac{\lambda}{\mu}, \frac{1}{\mu}\right)$: pair of Lie algebras, if $\lambda = \mu + 1$,
    pair of non-binary Lie algebras, if $\lambda \neq \mu + 1$.
\end{itemize}

**Proof.** The assertion with respect to $a_0$ and $c(\lambda)$ are contained in Gainov’s theorem (cf. (2)). Putting $x = e_0, y = e_1 + e_3$ into the identity $[x, y] = 0$ we get

\[ (e_1 + e_3) \cdot e_0 (e_1 + e_3) e_0 + (e_0 (e_1 + e_3) e_0) (e_1 + e_3) = -e_2 + \lambda e_3 \neq 0, \]

which means that the algebras $b(\lambda)$ are not binary Lie. For an algebra $d(\lambda, \mu)$ an easy computation shows that $J(d(\lambda, \mu)) = \mathbb{K}(\lambda - \mu - 1)e_3$, hence it is a Lie algebra if and only if $\lambda = \mu + 1$. Otherwise the algebra is not binary Lie, since all 4-dimensional binary Lie algebras are among $a_0$ and $c(\lambda)$. \qed
8 Groups which are candidates for automorphism groups

In the following we consider block matrices of the form

\[
A = \begin{bmatrix} A & 0 \\ \alpha & a' \end{bmatrix}, \quad A \in \text{GL}(2, \mathbb{K}), \ a \in \mathbb{K}^2,
\]

\[
\phi(A, a) = \begin{bmatrix} 1 & 0 & 0 \\ \alpha & a' |A| \end{bmatrix}, \quad A \in \text{GL}(2, \mathbb{K}), \ a \in \mathbb{K}^2, \ \alpha \in \mathbb{K}, \ \phi : \text{GL}(2, \mathbb{K}) \times \mathbb{K}^2 \to \mathbb{K}^2,
\]

where the $3 \times 3$ matrix $A$ determines an automorphism of the ideal $p$ isomorphic to $n$ of the algebra $\epsilon$. According to the multiplication

\[
\begin{bmatrix} 1 & 0 & 0 \\ \phi(A, a) & A & 0 \\ \alpha & a' |A| \end{bmatrix} \cdot \begin{bmatrix} 1 & 0 & 0 \\ \phi(B, b) & B & 0 \\ \beta & b' |B| \end{bmatrix} = \begin{bmatrix} 1 & 0 & 0 \\ \phi(A, a) + A\phi(B, b) & AB & 0 \\ \alpha + a'\phi(B, b) + |A|\beta & a'B + |A|b' |AB| \end{bmatrix},
\]

the set

\[
\left\{ \begin{bmatrix} 1 & 0 & 0 \\ \phi(A, a) & A & 0 \\ \alpha & a' |A| \end{bmatrix}, \quad A \in \text{GL}(2, \mathbb{K}), \ a \in \mathbb{K}^2, \ \alpha \in \mathbb{K}, \ \phi : \text{GL}(2, \mathbb{K}) \times \mathbb{K}^2 \to \mathbb{K}^2 \right\}
\]

is a group, if and only if the map $\phi : \text{GL}(2, \mathbb{K}) \times \mathbb{K}^2 \to \mathbb{K}^2$ satisfies the functional equation

\[
\phi(A, a) + A\phi(B, b) = \phi(AB, (a'B + |A|b')').
\]

If $\phi$ fulfills (13) then the obtained group is denoted by $G_\phi(\mathbb{K}, \text{Aut}(n))$. Hence we have

**Lemma 8.1.** The group $G_\phi(\mathbb{K}, \text{Aut}(n))$ is isomorphic to the group extension of $\text{Aut}(n)$ by the normal subgroup $\mathbb{K}$ defined on $\text{Aut}(n) \times \mathbb{K}$ by the multiplication

\[
(A, \alpha) \cdot (B, \beta) = (AB, \alpha + a'\phi(B, b) + |A|\beta).
\]

Note that the group extension given by (14) is a semidirect product if and only if $a'\phi(B, b)$ is identically zero.

In the following we will identify the matrix group $G_{\tau \phi}(\mathbb{K}, \text{Aut}(n))$ with the corresponding group extension. Assume that the map $\phi$ satisfies (13), then for any $0 \neq \tau \in \mathbb{K}$ also the map $\phi_\tau := \tau \phi$ satisfies (13). Comparing the multiplication

\[
(A, \alpha) \cdot (B, \beta) = (AB, \alpha + a'\phi_\tau(B, b) + |A|\beta) = (AB, \alpha + \tau a'\phi(B, b) + |A|\beta)
\]

of the group $G_{\tau \phi}(\mathbb{K}, \text{Aut}(n))$ with the multiplication (14) we obtain

**Lemma 8.2.** The map $\Psi : G_\phi(\mathbb{K}, \text{Aut}(n)) \to G_{\tau \phi}(\mathbb{K}, \text{Aut}(n))$ defined by $\Psi : (A, \alpha) \mapsto (A, \tau \alpha)$ is an isomorphism.
We notice that in matrix notation for the groups $G_\phi(\mathbb{K}, \text{Aut}(n))$ and $G_{\tau \phi}(\mathbb{K}, \text{Aut}(n))$ the isomorphism $\Psi$ has the form

$$
\begin{bmatrix}
1 & 0 & 0 \\
\phi(A, a) & A & 0 \\
\alpha & a^t & |A|
\end{bmatrix} \mapsto 
\begin{bmatrix}
1 & 0 & 0 \\
\tau \phi(A, a) & A & 0 \\
\tau \alpha & a^t & |A|
\end{bmatrix}.
$$

Assume that the $2 \times 2$-matrix $A$, the vectors $a, 0$, and the map $\phi : \text{GL}(2, \mathbb{K}) \times \mathbb{K}^2 \rightarrow \mathbb{K}^2$ are given by

$$
A = \begin{bmatrix} p^1 & q^1 \\ p^2 & q^2 \end{bmatrix}, \quad a = \begin{bmatrix} p^3 \\ q^3 \end{bmatrix}, \quad 0 = \begin{bmatrix} 0 \\ 0 \end{bmatrix}, \quad \phi(A, a) = \begin{bmatrix} p^3 q^2 - p^4 q^3 \\ p^4 q^2 - p^3 q^3 \\ p^3 q^1 - p^4 q^2 \\ p^4 q^1 - p^3 q^2 \end{bmatrix}, \quad p^i, q^i \in \mathbb{K}, \quad i = 1, 2, 3.
$$

(15)

**Proposition 8.3.** The sets

- $\Gamma = \left\{ \begin{bmatrix} 1 & 0^t & 0 \\ \phi(A, a) & A & 0 \\ u & a^t & |A| \end{bmatrix} ; u \in \mathbb{K}, \ A \in \text{GL}(2, \mathbb{K}), \ a \in \mathbb{K}^2 \right\}$,
- $\Gamma_0 = \left\{ \begin{bmatrix} 1 & 0^t & 0 \\ 0 & A & 0 \\ u & a^t & |A| \end{bmatrix} ; u \in \mathbb{K}, \ A \in \text{GL}(2, \mathbb{K}), \ a \in \mathbb{K}^2 \right\}$,
- $\Gamma_\Delta = \left\{ \begin{bmatrix} 1 & 0^t & 0 \\ 0 & A & 0 \\ u & 0^t & |A| \end{bmatrix} \in \Gamma; \text{ with } A = \begin{bmatrix} 1 \\ 0^t \\ 0 \end{bmatrix} \subseteq \Gamma, \right\}$
- $\Gamma^{(+)} = \left\{ \begin{bmatrix} 1 & 0^t & 0 \\ \phi(A, a) & A & 0 \\ u & a^t & |A| \end{bmatrix} \in \Gamma; \text{ with } A = \begin{bmatrix} p^1 \\ 0 \\ 0 \end{bmatrix} \subseteq \Gamma, \right\}$
- $\Gamma^{(-)} = \left\{ \begin{bmatrix} 1 & 0^t & 0 \\ \Theta \phi(A, a) & A & 0 \\ u & a^t & |A| \end{bmatrix} ; \text{ with } A = \begin{bmatrix} p^1 \\ 0 \\ 0 \end{bmatrix} \text{ and } \Theta = \begin{bmatrix} -1 & 0 \\ 0 & 1 \end{bmatrix} \right\}$

are pairwise non-isomorphic groups, which are group extensions of a subgroup of

$$
\text{Aut}(n) = \left\{ \begin{bmatrix} A & 0 \\ a^t & |A| \end{bmatrix} ; A \in \text{GL}(2, \mathbb{K}), \ a \in \mathbb{K}^2 \right\}
$$

by the normal subgroup $\{u \in \mathbb{K}\}$, particularly, $\Gamma_0$ and $\Gamma_\Delta$ are semidirect products.

**Proof.** An easy computation shows that the maps $\phi : \text{GL}(2, \mathbb{K}) \times \mathbb{K}^2 \rightarrow \mathbb{K}^2$ and $\Theta \phi$, defined on the subset of $\text{GL}(2, \mathbb{K}) \times \mathbb{K}^2$ determined by $p^2 = q^1 = 0$, satisfy the functional equation (13), hence $\Gamma, \Gamma_0, \Gamma_\Delta, \Gamma^{(+)}, \Gamma^{(-)}$ are groups. The elements of the groups $\Gamma$ and $\Gamma_0$ depend on 7 parameters, the elements of $\Gamma_\Delta$ on 3 parameters and of $\Gamma^{(+)}$, $\Gamma^{(-)}$ on 5 parameters. According to Lemma 8.1 all the groups $\Gamma, \Gamma_0, \Gamma_\Delta, \Gamma^{(+)}, \Gamma^{(-)}$ are group extensions of a subgroup of $\text{Aut}(n)$ by the normal subgroup $\{u \in \mathbb{K}\}$, particularly, $\Gamma_0$ and $\Gamma_\Delta$ are semidirect products.
The groups $\Gamma^{(+)}$, $\Gamma^{(-)}$ are solvable groups. Let $E$ be the $2 \times 2$ identity matrix. The kernels

$$T^{(+)} = \left\{ \begin{bmatrix} 1 & 0^t \\ \phi(E, a) & E \\ u & a^t \\ \end{bmatrix} \right\} \quad \text{and} \quad T^{(-)} = \left\{ \begin{bmatrix} 1 & 0^t \\ \Theta\phi(E, a) & E \\ u & a^t \\ \end{bmatrix} \right\},$$

respectively, of the homomorphism onto the subgroup $U = \left\{ \begin{bmatrix} 1 & 0^t \\ 0 & A \\ 0 & 0^t \end{bmatrix} \right\}$ of diagonal matrices are normal unipotent homomorphisms. We obtain the semidirect products $\Gamma^{(+)} = T^{(+)} \ltimes U$ and $\Gamma^{(-)} = T^{(-)} \ltimes U$, since any element can be written in the form $ut = t \cdot t^{-1}ut$, $u \in U$, $t \in T^{(+)}$ or $t \in T^{(-)}$, respectively, where the kernel subgroup is acting on $U$ by conjugation $u \mapsto t^{-1}ut$. Applying Lemma \text{8.1} to the kernel subgroups, we obtain that the groups $T^{(+)}$ and $T^{(-)}$ are isomorphic to the group extensions of $\mathbb{K}^2$ by the normal subgroup $\mathbb{K}$ having the multiplication

$$(a, u) \cdot (b, v) = (a + b, u + v + a^t\phi(E, b)), \quad (a, u) \cdot (b, v) = (a + b, u + v + a^t\Theta\phi(E, b)),$$

respectively. If $a^t = [p^3, q^3]$, $b^t = [p^3, q^3]$ we get using (15) that

$$a^t\phi(E, b) = [p^3, q^3] \begin{bmatrix} -q^3 \\ p^3 \\ \end{bmatrix} = q^3p^3 - p^3q^3, \quad a^t\Theta\phi(E, b) = [p^3, q^3] \begin{bmatrix} q^3 \\ p^3 \\ \end{bmatrix} = q^3p^3 + p^3q^3.$$

It follows that the subgroup $T^{(+)}$ is non-commutative, but the subgroup $T^{(-)}$ is commutative. Hence the groups $\Gamma^{(+)}$ and $\Gamma^{(-)}$ are non-isomorphic.

\section{Classification of groups of automorphisms}

\textbf{Proposition 9.1.} The group of automorphisms of the algebra $a_0$ as well as of the algebras $c(\lambda)$, $1 \neq \lambda \in \mathbb{K}$, is the group $\text{Aut}(a_0) = \text{Aut}(c(\lambda)) = \Gamma$.

Moreover, the group of automorphisms of the algebra $c(1)$ is the group $\text{Aut}(c(1)) = \Gamma_0$.

\textit{Proof.} In case of the algebra $a_0$ from the matrix equation

$$\begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & p^1q^2 - p^2q^1 \\ \end{bmatrix} = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ u^0p^3 + u^1p^2 - u^2p^1 & u^0q^3 + u^1q^2 - u^2q^1 & u^0(p^1q^2 - p^2q^1) \\ \end{bmatrix},$$

it follows that $u^0 = 1$ because of $p^1q^2 - p^2q^1 \neq 0$. Hence we obtain that $p^3 = u^2p^1 - u^1p^2$ and $q^3 = u^2q^1 - u^1q^2$ and equivalently we get $u^1 = \frac{p^1q^2 - q^3p^1}{p^3q^2 - p^2q^1}$, $u^2 = \frac{p^2q^1 - q^3p^2}{p^3q^2 - p^2q^1}$. This proves the assertion for the algebra $a_0$.

The algebra $c(\lambda)$, $\lambda \in \mathbb{K}$, arises from the algebra $\mathfrak{d}(\lambda, \mu)$ with $\mu = 1$. Since $p^1q^2 - p^2q^1 \neq 0$
from the matrix equation

\[
\begin{bmatrix}
p^1 & q^1 & 0 \\
p^2 & q^2 & 0 \\
p^3 & q^3 & (p^1q^2 - p^2q^1)\lambda
\end{bmatrix} = \\
\begin{bmatrix}
u^0p^1 & u^0q^1 & 0 \\
u^0p^2 & u^0q^2 & 0 \\
u^0p^3 + u^1p^2 - u^2p^1 & u^0\lambda q^3 + u^1q^2 - u^2q^1 & u^0\lambda(p^1q^2 - p^2q^1)
\end{bmatrix}
\]

it follows that \( u^0 = 1 \). Furthermore, we obtain \( p^3(\lambda - 1) = u^2p^1 - u^1p^2, \quad q^3(\lambda - 1) = u^2q^1 - u^1q^2 \) and equivalently \( u^1 = \frac{p^3q^1 - p^1q^3}{p^1q^2 - p^2q^1}(\lambda - 1) \) and \( u^2 = \frac{p^3q^2 - p^2q^3}{p^1q^2 - p^2q^1}(\lambda - 1) \). Therefore we receive

\[
\text{Aut}(c(\lambda)) = \left\{ \begin{bmatrix} 1 & 0^t & 0 \\ \phi(A, a)(\lambda - 1) & A & 0 \\ u^3 & a^t & |A| \end{bmatrix} \middle| u^3 \in \mathbb{K}, A \in \text{GL}(2, \mathbb{K}), a \in \mathbb{K}^2 \right\}.
\]

(16)

Applying Lemma \ref{8.2} with \( \tau = (\lambda - 1)^{-1} \) to the group of automorphisms given by (16) we obtain the assertion for the algebras \( c(\lambda), \quad 1 \neq \lambda \in \mathbb{K} \). Putting \( \lambda = 1 \) in (16) we have the assertion for the automorphism group of the algebra \( c(1) \).

**Proposition 9.2.** Let be \( B(p^2, q^2) = \begin{bmatrix} 1 & 0 \\ p^2 & q^2 \end{bmatrix} \). The group \( \text{Aut}(b(\lambda)) \) of automorphisms of the algebras \( b(\lambda), \quad \lambda \in \mathbb{K}, \) is the group \( \text{Aut}(b(\lambda)) = \Gamma_\Delta \).

**Proof.** From the matrix equation

\[
\begin{bmatrix}
p^1 & q^1 & \lambda & q^1 \\
p^2 & q^2 & \lambda & q^2 \\
p^3 & q^3 & \lambda & q^3
\end{bmatrix} = \\
\begin{bmatrix}
u^0p^1 & u^0q^1 & 0 \\
u^0p^2 & u^0q^2 & 0 \\
u^0p^3 + u^1p^2 - u^2p^1 & u^0\lambda q^3 + u^1q^2 - u^2q^1 & u^0\lambda(p^1q^2 - p^2q^1)
\end{bmatrix}
\]

it follows that \( q^1 = q^3 = 0 \) and hence \( p^1q^2 \neq 0 \) and \( u^0 = 1 \). Since \( q^2 = p^1q^2 \) and \( q^2 \neq 0 \) we have \( p^1 = 1 \) and \( u^1 = 0 \). Furthermore we obtain \( p^3 = p^2(1 - \lambda) \) and \( u^2 = -p^3 = p^2(\lambda - 1) \). The group \( \text{Aut}(b(\lambda)) \) of automorphisms of the algebras \( b(\lambda) \) consists of matrices

\[
\begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
p^2(\lambda - 1) & p^2 & q^2 & 0 \\
u^3 & p^2(1 - \lambda) & 0 & q^2
\end{bmatrix}, \quad u^3, \quad p^2, \quad q^2 \in \mathbb{K}.
\]

(17)

with multiplication

\[
\begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
p^2(\lambda - 1) & p^2 & q^2 & 0 \\
u^3 & p^2(1 - \lambda) & 0 & q^2
\end{bmatrix} \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
r^2(\lambda - 1) & r^2 & s^2 & 0 \\
v^3 & r^2(1 - \lambda) & 0 & s^2
\end{bmatrix} = \\
\begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
(p^2 + q^2r^2)(\lambda - 1) & p^2 + q^2r^2 & q^2s^2 & 0 \\
u^3 + q^2v^3 & (p^2 + q^2r^2)(1 - \lambda) & 0 & q^2s^2
\end{bmatrix}.
\]
Since
\[
\begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
p^2 & q^2 & 0 & 0 \\
u^3 & 0 & 0 & q^2
\end{bmatrix}
\begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
r^2 & s^2 & 0 & 0 \\
u^3 & 0 & 0 & s^2
\end{bmatrix}
= \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
p^2 & q^2 & r^2 & q^2s^2 & 0 \\
u^3 + q^2v^3 & 0 & 0 & q^2s^2
\end{bmatrix},
\]
we see that the map
\[
\begin{bmatrix}
1 & 0 & 0 & 0 \\
p^2(\lambda - 1) & p^2 & q^2 & 0 \\
u^3 & p^2(1 - \lambda) & 0 & q^2
\end{bmatrix}
\mapsto
\begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
p^2 & q^2 & r^2 & q^2s^2 & 0 \\
u^3 + q^2v^3 & 0 & 0 & q^2s^2
\end{bmatrix}
\]
is an isomorphism between (17) and $\Gamma_\Delta$, proving the assertion. \qed

Let us denote
\[
D = \begin{bmatrix} p^1 & 0 \\ 0 & q^2 \end{bmatrix}, \quad a = \begin{bmatrix} p^2 \\ q^3 \end{bmatrix}, \quad N = \begin{bmatrix} \alpha & 0 \\ 0 & \beta \end{bmatrix}, \quad \phi(D, a) = \begin{bmatrix} -q^3 \\ \frac{q^2}{p^2} \end{bmatrix},
\]
\[
\Gamma(\alpha, \beta) = \left\{ \begin{bmatrix} 1 & 0 & 0 \\ N\phi(D, a) & D & 0 \\ u^3 & a^t & |D| \end{bmatrix} : u^3, p^1, q^2, p^3, q^3 \in \mathbb{K} \right\}, \quad \alpha, \beta \in \mathbb{K}.
\]

**Proposition 9.3.** Assume $\mu \neq 1$. The groups $\text{Aut}(\mathfrak{d}(\lambda, \mu))$ of automorphisms of the algebras $\mathfrak{d}(\lambda, \mu),$

(A) contain a subgroup isomorphic to
\[
\Gamma(\pm 1, 1) = \begin{cases} \Gamma(1, 1) & \text{if } \mu - 2\lambda + 1 \neq 0, \\ \Gamma(-1, 1) & \text{if } \mu - 2\lambda + 1 = 0. \end{cases}
\]

(B) If $\lambda^2 + (\mu + 1)^2 \neq 0$ then $\text{Aut}(\mathfrak{d}(\lambda, \mu)) \cong \Gamma(\pm 1, 1)$.

**Proof.** The first and second rows and the third column of the matrix equation
\[
\begin{bmatrix}
p^1 & q^2 \mu & 0 \\
p^2 & q^2 \mu & 0 \\
p^3 & q^3 \mu & (p^1q^2 - p^2q^1) \lambda
\end{bmatrix} = \\
\begin{bmatrix}
u^0 p^1 & u^0 q^1 & 0 \\
u^0 \mu p^2 & u^0 \mu q^2 & 0 \\
u^0 \lambda p^3 + u^1 p^2 - u^2 p^1 & u^0 \lambda q^3 + u^1 q^2 - u^2 q^1 & u^0 \lambda(p^1q^2 - p^2q^1)
\end{bmatrix}
\]
give the equations
\[
p^1(u^0 - 1) = 0, \quad q^1(u^0 - \mu) = 0, \quad p^2(u^0 \mu - 1) = 0, \quad q^2 \mu(u^0 - 1) = 0, \quad \lambda(u^0 - 1) = 0. \quad (19)
\]
Assume that \( u^0 = 1 \). Since \( \mu \neq 1 \), we get from (19) that \( p^2 = q^1 = 0 \). The third row of (18) gives \( p^3(\lambda - 1) = u^2 p^1 \) and \( q^3(\mu - \lambda) = u^1 q^2 \), hence

\[
 u^1 = -\frac{q^3}{q^2}(\lambda - \mu), \quad u^2 = \frac{p^3}{p^1}(\lambda - 1).
\] (20)

Consequently, the solutions of the equation (18) satisfying \( u^0 = 1 \) determine the subgroup

\[
 \Gamma(\lambda - \mu, \lambda - 1) \subseteq \text{Aut}(\mathfrak{d}(\lambda, \mu)).
\] (21)

**Lemma 9.4.** The subgroup \( \Gamma(\lambda - \mu, \lambda - 1) \subseteq \text{Aut}(\mathfrak{d}(\lambda, \mu)) \) is isomorphic to

(a) \( \Gamma(-1, 1) \), if \( \mu - 2\lambda + 1 = 0 \),

(b) \( \Gamma(1, 1) \), if \( \mu - 2\lambda + 1 \neq 0 \).

**Proof.** If \( \mu - 2\lambda + 1 = 0 \), then \( \Gamma(\lambda - \mu, \lambda - 1) = \Gamma(-\lambda - 1, \lambda - 1) \). Lemma 8.2 implies

\[
\Gamma(-1, 1) \cong \Gamma(-\lambda - 1, \lambda - 1) \subseteq \text{Aut}(\mathfrak{d}(\lambda, \mu)),
\] proving assertion (a).

Assume \( \mu - 2\lambda + 1 \neq 0 \). The group \( \Gamma(\lambda - \mu, \lambda - 1) \) is a solvable algebraic group for any \( \lambda - \mu, \lambda - 1 \in \mathbb{K} \). The map

\[
\begin{bmatrix}
1 & 0 & 0 & 0 \\
-q^3(\lambda - \mu) & p^1 & 0 & 0 \\
p^3(\lambda - 1) & 0 & q^2 & 0 \\
u^3 & p^3 & q^3 & p^1 q^2
\end{bmatrix}
\rightarrow
\begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & p^1 & 0 & 0 \\
0 & 0 & q^2 & 0 \\
0 & 0 & 0 & p^1 q^2
\end{bmatrix}
\] gives a homomorphism \( \Gamma(\lambda - \mu, \lambda - 1) \rightarrow T \), where \( T \) is the \( \mathbb{K} \)-torus consisting of diagonal matrices. The kernel \( U(\lambda - \mu, \lambda - 1) = \left\{ \begin{bmatrix}
1 & 0 & 0 & 0 \\
-q^3(\lambda - \mu) & p^1 & 0 & 0 \\
p^3(\lambda - 1) & 0 & 1 & 0 \\
u^3 & p^3 & q^3 & 1
\end{bmatrix}, \right. \), \( u^3, p^3, q^3 \in \mathbb{K} \) of this homomorphism is a normal unipotent subgroup. The group \( \Gamma(\lambda - \mu, \lambda - 1) \) is a semidirect product \( T \ltimes U(\lambda - \mu, \lambda - 1) \), since any element can be written into the form \( ut = t \cdot t^{-1}ut \), \( u \in U(\lambda - \mu, \lambda - 1), \ t \in T \), where \( T \) is acting on \( U(\lambda - \mu, \lambda - 1) \) by conjugation. The Baker–Campbell–Hausdorff formula defines a group \( \mathcal{G}(u(\lambda - \mu, \lambda - 1)) \) on the nilpotent Lie algebra

\[
u(\lambda - \mu, \lambda - 1) = \left\{ \begin{bmatrix}
0 & 0 & 0 \\
y(\lambda - \mu) & 0 & 0 \\
x(\lambda - 1) & 0 & 0 \\
z & x & y & 0
\end{bmatrix}, \right. \ x, y, z \in \mathbb{K} \}
\] of \( U(\lambda - \mu, \lambda - 1) \), hence the group \( \mathcal{G}(u(\lambda - \mu, \lambda - 1)) \) is isomorphic to \( U(\lambda - \mu, \lambda - 1) \). Considering the action of \( T \) on \( \mathcal{G}(u(\lambda - \mu, \lambda - 1)) \) by conjugation induced by the action of
$T$ on $U(\lambda - \mu, \lambda - 1)$ we get, that the group $\Gamma(\lambda - \mu, \lambda - 1)$ is isomorphic to the semidirect product $T \ltimes \mathcal{G}(u(\lambda - \mu, \lambda - 1))$. The Lie bracket operation on $u(\lambda - \mu, \lambda - 1)$ is given by

$$
\left[
\begin{array}{cccc}
0 & 0 & 0 & 0 \\
-y_1(\lambda - \mu) & 0 & 0 & 0 \\
x_1(\lambda - 1) & x_1 & y_1 & 0 \\
z_1 & x_2(\lambda - 1) & x_2 & y_2 & 0
\end{array}
\right]
= 
\left[
\begin{array}{cccc}
0 & 0 & 0 & 0 \\
-y_2(\lambda - \mu) & 0 & 0 & 0 \\
x_2(\lambda - 1) & x_2 & y_2 & 0 \\
z_2 & 0 & 0 & 0
\end{array}
\right]
$$

hence the map

$$
\begin{bmatrix}
0 \\
y_1(\lambda - \mu) \\
x(\lambda - 1) \\
z
\end{bmatrix} 
\mapsto 
\begin{bmatrix}
0 \\
\frac{y^2 - 2\lambda + 1}{2} \\
\frac{y^2 - 2\lambda + 1}{x} \\
\frac{y^2 - 2\lambda + 1}{z}
\end{bmatrix}
$$

determines a Lie algebra isomorphism $u(\lambda - \mu, \lambda - 1) \rightarrow u(-\frac{y^2 - 2\lambda + 1}{2}, -\frac{y^2 - 2\lambda + 1}{2})$. Consequently, we get the group isomorphism $T \ltimes \mathcal{G}(u(\lambda - \mu, \lambda - 1)) \rightarrow T \ltimes \mathcal{G}(u(-\frac{y^2 - 2\lambda + 1}{2}, -\frac{y^2 - 2\lambda + 1}{2}))$. Using the isomorphisms

$$
\Gamma(\lambda - \mu, \lambda - 1) \cong T \ltimes U(\lambda - \mu, \lambda - 1) \cong T \ltimes \mathcal{G}(u(\lambda - \mu, \lambda - 1)),
$$

and applying Lemma $8.2$ we obtain

$$
\Gamma(\lambda - \mu, \lambda - 1) \cong \Gamma(-\frac{\mu - 2\lambda + 1}{2}, -\frac{\mu - 2\lambda + 1}{2}) \cong \Gamma(1, 1).
$$

Hence $\Gamma(1, 1) \cong \Gamma(\lambda - \mu, \lambda - 1) \subseteq \text{Aut}(\mathfrak{d}(\lambda, \mu))$, and we get the assertion (b). \hfill \square

By relation (21) we obtain from Lemma $9.4$ the assertion of Proposition $9.3$ (A).

Assume $u^0 \neq 1$. From (19) follow $p^1 = 0$, $p^2q^1 \neq 0$ and $u^0 - \mu = u^0\mu - 1 = \lambda = 0$. Since $\mu \neq 1$ we get $(\lambda, \mu) = (0, -1)$. Hence if $(\lambda, \mu) \neq (0, -1)$ then necessarily $u^0 = 1$ and we have the isomorphism $\Gamma(\lambda - \mu, \lambda - 1) \cong \text{Aut}(\mathfrak{d}(\lambda, \mu))$, proving Proposition $9.3$ (B). \hfill \square

Consider the case $(\lambda, \mu) = (0, -1)$ we investigate the group $\text{Aut}(\mathfrak{a}_1) = \text{Aut}(\mathfrak{d}(0, -1))$ of automorphisms of the Lie algebra $\mathfrak{a}_1$.

**Proposition 9.5.** The group $\text{Aut}(\mathfrak{a}_1)$ is isomorphic to the group

$$
\text{Aut}(\mathfrak{a}_1) = \Gamma(-1, 1) \cup (\Gamma(-1, 1) \cdot \sigma),
$$

where $\sigma$ is the involution $\sigma = 
\begin{bmatrix}
-1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & -1
\end{bmatrix}
\in \text{Aut}(\mathfrak{a}_1)$. 
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Proof. Since \((\lambda, \mu) = (0, -1)\) we get \(\Gamma(1, -1) \subseteq \text{Aut}(a_1)\) from the relation \((21)\). Additionally, if \(u^0 \neq 1\) then the equations \((19)\) imply \(p^1 = 0, p^2 q^1 \neq 0, u^0 = \mu, \mu = -1, q^2 = 0\) and the third row of equation \((18)\) and the equations \((20)\) give the solutions

\[
\begin{align*}
u^1 &= \frac{p^3}{p^2}, \quad \nu^2 = \frac{q^3}{q^1} \quad \text{and} \quad \nu^1 = -\frac{q^3}{q^2}, \quad \nu^2 = -\frac{p^3}{p^1}.
\end{align*}
\]

Hence the group of automorphisms is the union \(\text{Aut}(a_1) = \Gamma(1, -1) \cup \Lambda\) of the group \(\Gamma(1, -1)\) and the set

\[
\Lambda = \left\{ \begin{bmatrix} -1 & 0 & 0 & 0 \\ \frac{p^3}{p^2} & 0 & q^1 & 0 \\ \frac{q^3}{q^1} & p^2 & 0 & 0 \\ u^3 & p^2, q^1, p^3, q^3 & 0 \end{bmatrix}, \ u^3, p^2, q^1, p^3, q^3 \in \mathbb{K} \right\}.
\]

Denote \(A^{(1)}, B^{(1)}, X^{(1)}\) diagonal \(2 \times 2\)-matrices and \(A^{(-1)}, B^{(-1)}, X^{(-1)}\) antidiagonal matrices of the form \(\begin{bmatrix} 0 & q^1 \\ p^2 & 0 \end{bmatrix}\), \(p^2, q^1 \in \mathbb{K}\). If \(X\) is a matrix of the form \(\begin{bmatrix} p^1 & 0 \\ 0 & q^1 \end{bmatrix}\) or \(\begin{bmatrix} 0 & q^1 \\ p^2 & 0 \end{bmatrix}\) and \(x = \begin{bmatrix} p^3 \\ q^3 \end{bmatrix}\) then define the map \((X^{(\epsilon)}, x) \mapsto \phi(X^{(\epsilon)}, x), \ \epsilon = \pm 1, \) by

\[
\phi(X^{(1)}, x) = - \begin{bmatrix} q^3 \\ p^3 \end{bmatrix}, \quad \text{and} \quad \phi(X^{(2)}, x) = \begin{bmatrix} p^3 \\ q^3 \end{bmatrix}.
\]

The map \((23)\) plays an important role in the determination of the group \((\Gamma(1, -1) \cup \Lambda)\) consisting of matrices \(\begin{bmatrix} \phi(X^{(\epsilon)}, x) & X^{(\epsilon)} \\ u & x^t |X^{(\epsilon)}| \end{bmatrix}\) with \(\epsilon = \pm 1\). In the following we will denote this group by \((\Gamma(1, -1) \cup \Lambda)\). The multiplication of \((\Gamma(1, -1) \cup \Lambda)\) has the form

\[
\begin{align*}
\begin{bmatrix} \epsilon & 0_t \\ u & a^t |A^{(\epsilon)}| \end{bmatrix} & \begin{bmatrix} \delta & 0_t \\ v & b^t |B^{(\delta)}| \end{bmatrix} = \\
= \begin{bmatrix} \phi(a^{(\epsilon)}, a)\delta + A^{(\epsilon)}|B^{(\delta)}| \\ u\delta + A^{(\epsilon)}|v^t + a^t|B^{(\delta)}| \\ a^t B^{(\delta)} + |A^{(\epsilon)}|b^t \end{bmatrix} \begin{bmatrix} 0_t \\ \delta \end{bmatrix}.
\end{align*}
\]

Hence the map \(\begin{bmatrix} \epsilon & 0_t \\ u & x^t |X^{(\epsilon)}| \end{bmatrix} \mapsto \begin{bmatrix} X^{(\epsilon)} \\ X^{(\epsilon)} \\ x^t |X^{(\epsilon)}| \\ u \end{bmatrix}\) is an isomorphism of the group \((\Gamma(1, -1) \cup \Lambda)\) to the group extension defined by the multiplication

\[
\begin{bmatrix} A^{(\epsilon)} & u \delta + A^{(\epsilon)}|v^t + a^t|B^{(\delta)}| \\ a^t |A^{(\epsilon)}| \end{bmatrix} \begin{bmatrix} B^{(\delta)} \\ 0 \end{bmatrix} = \begin{bmatrix} A^{(\epsilon)} B^{(\delta)} \delta \\ a^t B^{(\delta)} \end{bmatrix},
\]

where \(A^{(\epsilon)} = \begin{bmatrix} A^{(\epsilon)} & 0 \\ a^t |A^{(\epsilon)}| \end{bmatrix}\), \(B^{(\delta)} = \begin{bmatrix} B^{(\delta)} & 0 \\ b^t |B^{(\delta)}| \end{bmatrix}\). Now, we can extend the assertion of Lemma \((22)\) to the present situation.
Lemma 9.6. We change the map \( \phi \), defined by (23), to \( \lambda \phi \), for any \( 0 \neq \lambda \in \mathbb{K} \) and denote the corresponding matrix group by \( (\Gamma(1, -1) \cup \Lambda)^{\lambda \phi} \). The map \( (\Gamma(1, -1) \cup \Lambda)^{\phi} \rightarrow (\Gamma(1, -1) \cup \Lambda)^{\lambda \phi} \) defined by
\[
\begin{pmatrix}
\epsilon & 0' & 0 \\
X^{(e)}(x) & X^{(e)} & 0 \\
\mathfrak{u} & x' & |X^{(e)}|
\end{pmatrix}
\rightarrow
\begin{pmatrix}
\epsilon & 0' & 0 \\
\lambda \phi(X^{(e)}(x)) & X^{(e)} & 0 \\
\lambda \mathfrak{u} & x' & |X^{(e)}|
\end{pmatrix}
\], with \( \epsilon = \pm 1 \), is a group isomorphism.

Proof. The assertion follows from the shape (24) or (25) of the multiplication.

We return to the proof of the Proposition. Let \( \sigma = \begin{pmatrix}
-1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & -1
\end{pmatrix} \) be an involutive element of \( \Lambda \). Since
\[
\begin{pmatrix}
-1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & -1
\end{pmatrix}
\begin{pmatrix}
1 & 0 & 0 & 0 \\
-q^3 & p^1 & 0 & 0 \\
-p^3 & 0 & q^2 & 0 \\
u^3 & p^3 & q^3 & p^1 q^2
\end{pmatrix}
= \begin{pmatrix}
1 & 0 & 0 & 0 \\
-q^3 & p^1 & 0 & 0 \\
-p^3 & 0 & q^2 & 0 \\
u^3 & p^3 & q^3 & p^1 q^2
\end{pmatrix}
\]
\( \Gamma(1, -1) \) is a normal subgroup of index two of \( (\Gamma(1, -1) \cup \Lambda)^{\phi} \). Moreover, the equation
\[
\begin{pmatrix}
1 & 0 & 0 & 0 \\
-q^3 & p^1 & 0 & 0 \\
-p^3 & 0 & q^2 & 0 \\
u^3 & p^3 & q^3 & p^1 q^2
\end{pmatrix}
\begin{pmatrix}
-1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & -1
\end{pmatrix}
= \begin{pmatrix}
-1 & 0 & 0 & 0 \\
-q^3 & p^1 & 0 & 0 \\
-p^3 & 0 & q^2 & 0 \\
u^3 & p^3 & q^3 & p^1 q^2
\end{pmatrix}
\]
shows that \( \Lambda \) is the coset \( \Gamma(1, -1) \cdot \sigma \) of \( (\Gamma(1, -1) \cup \Lambda)^{\phi} \), hence
\[
\text{Aut}(\mathfrak{a}_1) = \Gamma(1, -1) \cup \Lambda = \Gamma(1, -1) \cup (\Gamma(1, -1) \cdot \sigma).
\]
Now, we apply the isomorphism described in Lemma 9.6 to the equation (20) for \( \lambda = -1 \). Since this isomorphism preserves the involution \( \sigma \), we obtain the equation (22), proving the assertion.

Now we summarize the results of Section 9 about the group of automorphisms of the anti-commutative algebras given in Proposition 7.3.

Proposition 9.7. The automorphism groups of the algebras \( \mathfrak{a}_0, \mathfrak{a}_1, \mathfrak{b}(\lambda), \mathfrak{c}(\lambda), \mathfrak{d}(\lambda, \mu) \) are isomorphic to the groups:

\[
\mathfrak{a}_0 : \ \Gamma,
\mathfrak{a}_1 : \ \Gamma(-1, 1) \cup (\Gamma(-1, 1) \cdot \sigma),
\mathfrak{b}(\lambda) : \ \Gamma_{\Delta},
\mathfrak{c}(\lambda) : \ \Gamma, \quad \text{if} \ \lambda \neq 1,
\Gamma_0, \quad \text{if} \ \lambda = 1,
\mathfrak{d}(\lambda, \mu) : \ \Gamma(1, 1), \quad \text{if} \ \mu - 2\lambda + 1 \neq 0,
\Gamma(-1, 1), \quad \text{if} \ \mu - 2\lambda + 1 = 0.
\]
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