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ABSTRACT

Processing-in-memory (PIM), an increasingly studied neuromorphic hardware, promises orders of energy and throughput improvements for deep learning inference. Leveraging the massively parallel and efficient analog computing inside memories, PIM circumvents the bottlenecks of data movements in conventional digital hardware. However, an extra quantization step (i.e. PIM quantization), typically with limited resolution due to hardware constraints, is required to convert the analog computing results into digital domain. Meanwhile, non-ideal effects extensively exist in PIM quantization because of the imperfect analog-to-digital interface, which further compromises the inference accuracy. Due to hardware limitations, PIM systems decompose the bulky matrix multiplication into smaller subsets, making the computing flow fundamentally different from the conventionally quantized models. In this paper, we propose a method for training quantized networks to incorporate PIM quantization, which is ubiquitous to all PIM systems. Specifically, we propose a PIM quantization aware training (PIM-QAT) algorithm, and introduce rescaling techniques during backward and forward propagation by analyzing the training dynamics to facilitate training convergence. We also propose two techniques, namely batch normalization (BN) calibration and adjusted precision training, to suppress the adverse effects of non-ideal linearity and stochastic thermal noise involved in real PIM chips. Our method is validated on three mainstream PIM decomposition schemes, and physically on a prototype chip. Comparing with directly deploying conventionally trained quantized model on PIM systems, which does not take into account this extra quantization step and thus fails, our method provides significant improvement. It also achieves comparable inference accuracy on PIM systems as that of conventionally quantized models on digital hardware, across CIFAR10 and CIFAR100 datasets using various network depths for the most popular network topology.

1 INTRODUCTION

Recent progress of deep learning has witnessed great success in a wide range of applications at the cost of enormous computations and energy budget. To alleviate the resource constraints and enable deep learning inference on pervasive mobile and edge devices, extensive research has been conducted on algorithm optimizations for conventional digital hardware (e.g. GPU, CPU), with the goals of compressing models and reducing the number of operations (Choi et al., 2018; Jin et al., 2019, 2020; Liu et al., 2020; Ye et al., 2018; Zhang et al., 2018; Zhou et al., 2016; Sun et al., 2020; Mishra et al., 2017). On the other hand, hardware innovations for deep learning focus on building dedicated devices with optimized dataflow and reusing to minimize data movement (Chen et al., 2016, 2014; Du et al., 2015; Jouppi et al., 2017), which is the well known energy and latency bottleneck in deep learning and many other data-centric computations (Horowitz, 2014).

Processing in-memory (PIM), inspired by neuromorphic engineering, attracts increasing attention as a potential hardware solution to data movement bottlenecks (Ambrogio et al., 2018; Ielmini and Wong, 2018; Jia et al., 2020; Prezioso et al., 2015; Xue et al., 2020; Yao et al., 2020; Zhang et al., 2017). By performing computations directly inside the weight storage memories, PIM promises
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Figure 1: Comparison between conventional digital systems (left) and the processing-in-memory (PIM) systems (middle), and their quantization effect (right). Unlike conventional digital systems where quantization is only applied once on both inputs and weights for efficient integer convolution, processing-in-memory (PIM) systems require an **extra quantization** due to **limited resolution** of the analog-to-digital interface. As shown in the right, unlike conventional digital quantization that is flexible to quantize in sub-range with an arbitrarily small LSB via scaling and clipping, PIM quantization in state-of-the-art PIM systems (Rekhi et al., 2019; Biswas and Chandrakasan, 2019; Jia et al., 2021b; Lee et al., 2021b, a) typically performs direct bit-truncating (i.e. discarding the LSBs and keeping the MSBs), mainly because accurate scaling operations in analog domain will lead to unaffordable energy and area overhead that is potentially even larger than the whole PIM system (Lee et al., 2021a). This direct bit-truncating introduces significant information loss (Rekhi et al., 2019) and severely deteriorates the accuracy performance of model running on it. PIM quantization is thus drastically different and more challenging than the digital counterparts. Note the input to PIM quantization can have a much smaller range than 32-bit integers and here we use “INT32” to denote the most general case.

significantly reduced data traffic between the memory and computing units. The merits of PIM over conventional digital hardware are three folds. First, the data movement energy and latency can be alleviated. Second, massively parallel computing, like multiply-and-accumulate (MAC), in memory arrays greatly amortize total energy and area. Third, the computation in memory is essentially in analog, which is known to be more efficient than in digital for low-precision computation. As an example, a recent PIM demonstration (Yao et al., 2020) achieves 110 × higher energy efficiency and 30 × better compute density than TESLA V100 GPU. Meanwhile, PIM systems can be built upon various types of integrated memory technologies, from static random-access memory (SRAM) that scales well with Moore’s law, to emerging non-volatile memories that stores an analog weight in tiny unit, e.g., resistive random-access memory (ReRAM) (Prezioso et al., 2015; Xue et al., 2020; Yao et al., 2020) and phase change memory (PCM) (Ambrogio et al., 2018; Joshi et al., 2020).

Despite the forthcoming efficiency and throughput gains, PIM systems require an extra quantization step to digitize the analog MAC results because the high-precision scaling multiplication is more efficient in digital domain (see Fig. 1). However, such extra quantization typically has limited resolution (typically 5-8 bit) due to the hardware constraints and thus leads to significant inference accuracy loss. Moreover, as shown in the right of Fig. 1, conventional digital quantization is more flexible to quantize in a very small sub-range of the whole output by scaling, clipping and rescaling before bit-truncating, which effectively achieves an arbitrarily small LSB. On the contrary, PIM quantization involved in modern PIM systems (Rekhi et al., 2019; Biswas and Chandrakasan, 2019; Jia et al., 2021b; Lee et al., 2021b, a) typically only supports direct bit-truncating, mainly because accurate scaling operations in analog domain will lead to unaffordable energy and area overhead that is potentially even larger than the whole PIM system (Lee et al., 2021a). This direct bit-truncating introduces significant information loss (Rekhi et al., 2019), which makes PIM quantization drastically different and more challenging than the digital counterparts. Furthermore, the inevitable **non-idealities** in the PIM quantization, including the imperfect linearity and random thermal noise of the analog-to-digital converters (ADCs), aggravate the side-effect of the low-resolution quantization and turn the conventionally quantized model into random guess, as shown in Fig. 2. Limited by the
memory array size and analog computing precision, as well as to reduce the input range for less quantization errors, PIM systems compute MACs in a \( k \)-bit-serial fashion (\( 1 \leq k \leq \text{input/weight bit-width} \)) and decompose the channels into multiple subsets. The partial sums of PIM output are then re-combined via digital shift-and-adds or accumulation (see Fig. 1). As the computing flow is fundamentally different from conventional models, a new method specialized for PIM systems, taking the decomposition, quantization, as well as recombination into account, is highly desired.

In this paper, we systematically analyze the discrepancies between PIM and conventional digital hardware, and propose PIM quantization aware training (PIM-QAT) for deep neural networks. Note that in this work we focus on the extra quantization step involved in all types of PIM systems, as mentioned above, and only consider imperfect linearity and stochastic thermal noise. More sophisticated cases of hard-to-model non-linearities caused by inaccurate storage of weights or other effects like data retention issues are out of scope of this work, as they are less general but specific to some types of PIM systems, such as ReRAM. Our method is ideally suitable for the SRAM PIM, where only non-idealities coming from ADCs play a role. However, the problem of PIM quantization is general enough and ubiquitous to all other types of PIM systems, which share the same computing flow as ours, despite their different memory technologies and hardware topologies, including PCM and ReRAM PIMs. Therefore, our method is general and will greatly benefit models running on these systems. We summarize our contributions as the following:

- We propose PIM-QAT based on a basic assumption of generalized straight-through estimator (GSTE). GSTE is a generalization of the famous straight-through estimator (STE) (Bengio et al., 2013), which has been adopted in conventional quantization (Zhou et al., 2016).
- We study the training dynamics unique to the PIM-QAT, and propose scaling techniques for both forward and backward propagation during training to tackle convergence problems.
- We leverage Batch Normalization (BN) calibration to close the gap between idealized training and real-case inference on real PIM systems with fabrication and run-time variations.
- We further propose an adjusted precision training algorithm and study the potential relations between training precision and the effective number of bits (ENOB) of the actual physical PIM system for inference.
- We test the proposed method on three major PIM decomposition schemes (native, bit serial, differential) that cover the majority of PIM hardware designs. We extensively evaluate the method on a silicon prototype of SRAM PIM with realistic non-idealities. A micrograph of the prototype chip is shown in Fig. 2.

2 Background and Related Work

Processing In-Memory Hardware Low-precision PIM quantization is ubiquitous in state-of-the-art PIM systems. Depending on different accuracy targets and model sizes, the quantization resolution ranges from 1-bit (Yin et al., 2020) to 8-bit (Jia et al., 2021a), and most of them introduce large quantization errors. The possible levels of the analog MAC results can be up to \( 67.5 \times \) larger than the quantization levels (Lee et al., 2021b). On the other hand, different PIM systems adopt different decomposition strategies. The maximum number of elements (\( N \)) in one analog MAC is an important parameter because a larger \( N \) brings more energy savings, but also extends the levels of analog MACs (which is proportional to \( N \)). In reality, \( N \) is selected from 9 (Yoon et al., 2021) to 2304 (Valavi et al., 2019), making the effect of channel-wise decomposition unique in different PIM systems. Meanwhile, weights are stored in different formats as digital memories (e.g. SRAM) only store 1-bit data in each cell while analog memories (e.g. ReRAM) have multi-state storage, and inputs are decomposed depending on the resolution of digital-to-analog converters (DACs). As a result, different memory topologies lead to different PIM decomposition schemes and quantization errors. Our proposed method unifies all the design choices above and tackles the quantization challenges under various hardware settings.

Despite the potential accuracy loss, PIM is a promising approach for deep learning applications due to its high energy efficiency. Table 1 summarizes the efficiency of V100 GPU (Mujtaba, 2017), TPU (Jouppi et al., 2017), ReRAM PIM (Yao et al., 2020), and our SRAM PIM prototype, which represents “peak” energy efficiency at 100% utilization of the hardware. Training techniques specific for PIM systems is thus an urgent demand.
Figure 2: Imperfect MAC in a processing in-memory (PIM) system and our proposed solution (workflow). Compared to conventional digital systems, the extra low-resolution quantization step in PIM systems introduces significant information loss, making models trained with conventional quantization techniques fail. The two non-idealities of this extra quantization, namely imperfect linearity (which we simply denote as non-linearity) and stochastic thermal noise, further aggravate the errors of PIM-quantization. On the contrary, our method takes into account the ideal PIM quantization during training, and applies BN calibration and adjusted precision training algorithm to alleviate the impact of the two non-ideal effects. Note that non-idealities are not directly modeled during training because PIM quantization in different chips exhibits different linearity and noise behaviors due to inter-die variations. Therefore, training with limited non-ideal samples may lead to biased results. Our techniques reduce the accuracy gap and improve the robustness for real PIM systems.

Table 1: Energy efficiency of different hardware.

| Hardware         | V100 GPU | TPU | ReRAM PIM | SRAM (Ours) |
|------------------|---------|-----|-----------|-------------|
| Efficiency (TOPS/W) | 0.1     | 2.3 | 11        | 49.6        |

Analog Computing/PIM Aware Quantization Several prior studies (Rekhi et al., 2019; He et al., 2019; Joshi et al., 2020; Long et al., 2020) improve inference accuracy by incorporating PIM non-idealities or quantization effects into training. He et al. (He et al., 2019) and Joshi et al. (Joshi et al., 2020) develop a noise-injection approach to tolerate the data storage errors (e.g., conductance drift, inaccurate data programming, IR drop, etc.) that exist in multi-state non-volatile memories. However, both studies fail to model the PIM quantization in a practical way, where they either ignore the quantization step during inference (Joshi et al., 2020) or assume a power-hungry analog scaling operation (He et al., 2019). Q-PIM (Long et al., 2020) simplifies the model quantization without the need of retraining, yet ignores all analog non-idealities but only supports digital PIM platforms that have limited applications. On the other hand, Rekhi et al. (Rekhi et al., 2019) propose a more general analog/mixed signal (AMS) error model, where PIM quantization together with its non-idealities are summarized into an additive noise determined by the effective number of bits (ENOB) of the whole system. Such a high-level abstraction is broadly applicable to different PIM decomposition schemes without considering the detailed implementations, but it also renders sub-optimal results. As shown in Table 2, it is unclear how to estimate ENOB for complex PIM decomposition schemes such as bit serial and differential. Meanwhile, different ENOBs require individually trained models, and the underlying assumption of having a sufficiently large $N$ for central limit theorem does not hold for many practical PIM systems. In this paper, we attempt to solve this discrepancy by incorporating a more interpretable and white-box model for any given PIM hardware in the training procedure.
Table 2: Comparison of training methods for neural networks applied on processing-in-memory (PIM) systems.

|               | Native | Bit Serial | Differential |
|---------------|--------|------------|--------------|
| Baseline      | ✗      | ✗          | ✗            |
| AMS           | ✓      | ✗          | ✗            |
| Ours          | ✓      | ✓          | ✓            |

3 PIM QUANTIZATION AWARE TRAINING

In this section, we first describe a generic model of the extra quantization involved in typical PIM systems, and introduce our basic assumption - generalized straight-through estimator (GSTE). Based on these, we propose our PIM-QAT method (Fig. 2), including two scaling techniques to stabilize training dynamics, BN calibration to adapt to fabrication variations of PIM hardware, and an adjusted precision training approach to account for stochastic thermal noise and imperfect linearity together with its chip-to-chip variations.

3.1 PROBLEM DEFINITION

Multiply-and-accumulate (MAC) is the basic operation involved in typical neural networks, including convolution, recurrent, fully-connect, as well as attention layers. Compared to software implementation with a digital system, where the inner product of weight $W_i$ and $x_i$ is given by $y = \sum_{i=1}^{N} W_i x_i$, the output of inner product implemented on a generic PIM system can be formulated as

$$\tilde{y}_{\text{PIM}} = Q(\text{NL}(\sum_{i=1}^{N} \tilde{Q}_i \tilde{q}_i); b_{\text{PIM}}) + \varepsilon$$

Here, $\tilde{Q}_i \in [-1, 1]$ and $\tilde{q}_i \in [0, 1]$ are quantized weights and activations, with $b_w$ and $b_a$ bits, respectively. $Q$ and $\text{NL}$ denote quantization and imperfect linearity, and $\varepsilon$ is the stochastic thermal noise introduced by the system. $b_{\text{PIM}}$ is the precision for PIM quantization $Q$. Eqn. (1) represents one MAC operation in PIM system (see Analog Computing in Fig. 1), and is generic to different PIM decomposition schemes including native, bit serial, as well as differential schemes (see Sec. 4, also see Appendix A.1). Note that the variations of $\tilde{Q}_i$ and $\tilde{q}_i$ are not considered here as those non-idealities are only general in analog memories (e.g., ReRAM) but have minor effects in digital memories (e.g., SRAM). We leave this feature as a future investigation.

3.2 GENERALIZED STRAIGHT-THROUGH ESTIMATOR

In order to take the full advantage of and adapt the neural network to PIM systems, we need to make training aware of $Q$. For this purpose, we first investigate the conventional quantization-aware training targeting digital accelerators. Generally, in order to back-propagate through a quantized neural network, where the non-differentiable function $\text{round}(\cdot)$ is extensively used, the typical practice is to adopt the straight-through estimator (Bengio et al., 2013) as proposed in (Zhou et al., 2016), where for a real input $r_i \in [0, 1]$, the derivative of quantized output with respect to the input is given by

$$\frac{\partial}{\partial r_i} \left( \frac{1}{2^k - 1} \text{round}(2^k - 1 r_i) \right) = 1$$

Here, $k$ is the number of bits for quantization.

To evaluate the effect of $Q$ involved in PIM systems for both forward and backward propagation, we first generalize the STE result in equation (2) to a stronger yet more flexible assumption, which we name as generalized straight-through estimator (GSTE) and is summarized in Assumption 1.

**Assumption 1 (Generalized STE)** The differential of the round function is given by

$$d \text{round}(x) = \xi \cdot dx$$

where $\xi$ is a scaling factor assigned empirically.
For conventional quantization with digital accelerator, we have

\[ y_{\text{PIM}} = Q \left( \sum_{i=1}^{N} \tilde{Q}_i \tilde{q}_i \cdot b_{\text{PIM}} \right) \]  

(4a)

\[ d\tilde{y}_{\text{PIM}} = \xi \cdot d \left( \sum_{i=1}^{N} \tilde{Q}_i \tilde{q}_i \right) \]  

(4b)

respectively, where \( N \) is the total number of MACs of the inner product and \( b_{\text{PIM}} \) is PIM bit-width. For conventional quantization with digital accelerator, we have \( b_{\text{PIM}} = +\infty \) and the forward propagation is reduced to the typical case of \( \tilde{y} = \sum_{i=1}^{N} \tilde{Q}_i \tilde{q}_i \).

Theorem 1 demonstrates that quantization introduced by PIM systems only alters the forward propagation and impacts the calculated values of outputs, but does not change the way of taking derivative over inputs and weights. Additionally, it enables awareness of such quantization during gradient calculation, which is critical for optimization of neural networks targeting PIM systems.

### 3.3 Rescaling

With Theorem 1, we are ready to incorporate PIM quantization during training. However, this does not guarantee good performance, which also relies on a stable training determined by training dynamics [He et al., 2015; Poole et al., 2016; Schoenholz et al., 2016; Yang and Schoenholz, 2017]. In a well-trained model, gradients from different layers should be on the same order to guarantee backward information propagation, in order to avoid gradient exploding/vanishing problems (Bengio et al., 1994; Hochreiter, 1991; Hochreiter et al., 2001; Pascanu et al., 2013). As shown in Appendix A3, PIM quantization has a scale-enlarging effect, especially for low bit-width. To understand the impact of this effect, we first introduce the following theorem.

**Theorem 2 (Training Dynamics)** For a neural network composed of repeated blocks, where each block is a sequential of a fully-connected layer, some nonlinear effect (for example, the PIM quantization operation), an extra scaling, a batch normalization layer, and the nonlinear activation \( \varphi(\cdot) \), as defined as following

\[ x_i^{(l+1)} = \varphi(y_i^{(l)}) \]  

(5a)

\[ y_i^{(l)} = \gamma_i^{(l)} \frac{z_i^{(l)}}{\sigma_i^{(l)}} + \beta_i^{(l)} \]  

(5b)

\[ z_i^{(l)} = \eta_i^{(l)} z_i^{(l-1)} \]  

(5c)

\[ z_i^{(l)} = f(W^{(l)}_{ij}, x_j^{(l)}) \sim \rho_i^{(l)} \sum_{j=1}^{n_{(l)}} W_{ij}^{(l)} x_j^{(l)} \]  

(5d)

where \( x^{(l)} \) is the input to the \( l \)-th block, \( W^{(l)} \) is the weight matrix of the fully-connected layer, \( \eta_i^{(l)} \) is the number of input neurons, \( f \) represents the nonlinear effect, \( \eta_i^{(l)} \) is introduced to demonstrate the effect of the nonlinearity on the scale of output standard deviation, \( \eta_i^{(l)} \) is an extra scaling factor.
introduced and explained in the following, and $\gamma^{(l)}$, $\beta^{(l)}$, $\sigma^{(l)}$, $\mu^{(l)}$ are parameters and running statistics of the batch norm layer. If the differential of the nonlinear effect $f$ is given by

$$d\tilde{z}_i^{(l)} = \xi^{(l)} \cdot d \left( \sum_{j=1}^{n^{(l)}} W_{ij}^{(l)} x_j^{(l)} \right)$$

(6)

where $\xi^{(l)}$ is the scaling factor for backward propagation inside the $l$-th layer, then for zeroth order approximation (mean-field assumption), the activation gradient variance ratio between two adjacent layers is given by

$$\text{VAR}\left[ \partial L / \partial x^{(l)} \right] / \text{VAR}\left[ \partial L / \partial x^{(l+1)} \right] \approx \left( \frac{\xi^{(l)}}{\rho^{(l)}} \right)^2 \frac{n^{(l+1)}}{n^{(l)}}$$

(7)

Theorem 2 indicates that the scale ratio between activation gradients from two adjacent layers depends on the scaling factors introduced during forward and backward for the nonlinear effect.

Based on the results in (7), we can find that if we do not introduce extra scaling factor as in (6) but follow the conventional practice of STE (in other words, $\xi^{(l)} = 1$ for all $l$), the scale-enlarging effect may cause gradient exploding/vanishing problem. Proper intialization as proposed in He et al. (2015) is not effective in this case. Experiment demonstrates that for some PIM decomposition scheme (such as bit serial and differential) and sufficiently low bit-width (such as 7-bit), the training does not converge.

To overcome this problem, we propose to scale the gradient according to (6), and determine the necessary scale by also calculating the standard deviation of the result from software quantization. Specifically, the scaling factor in (6) is given by

$$\xi = \sqrt{\frac{\text{VAR}[y_{\text{PIM}}]}{\text{VAR}[y]}}$$

(8)

where $y_{\text{PIM}}$ is the result with PIM system and $y$ is that with conventional software. Note that this only introduces extra computation during training as the scale factor is only necessary for backward to stabilize training, and will not impact the inference procedure. Experiment demonstrates that this backward scaling solves the problem for cases those otherwise do not give reasonable results.

Besides scaling for backward, we find that scaling during forward with predefined constant factor helps training, especially for low bit-widths, such as those lower than 5-bit. Even for higher precision, introducing extra scaling can still be beneficial. However, as shown in equation (7), the ratio does not depend on this factor, as it should be absorbed into the running variance of the following batch normalization layers. We guess this is related to numerical stability for computation, but the underlying mechanism is still unclear to us and we leave it as a future work. However, we list the scaling factor that we find best for practice in the Appendix.

### 3.4 BN Calibration

In the above we discuss about PIM systems with ideal quantization, where the PIM quantization is perfectly linear without stochastic thermal noise. For real systems, there are two non-ideal effects. First, the circuit non-idealities in the analog-to-digital conversion will degrade the quantization linearity. Second, random fluctuations in the circuit will add thermal noise on the quantized output. Moreover, the imperfectness accompanying the linear mapping varies from chip to chip, and there lacks a unified model to describe such variation accurately. On the other hand, direct training with injected noise can either deteriorate the training progress (for example, if the noise injected is too large), or the noise energy can be different for different real systems. Consequently, it is almost impossible to directly consider these effects during training, especially in backward propagation.

Experiments demonstrate that the non-idealities have the potential to change the BN statistics (see Appendix A4, and following Yu and Huang (2019), we propose to use a small portion of training data and calibrate BN running statistics before evaluation. For both BN calibration and final inference, we apply exactly the same real-case non-idealities. We find this can significantly improve the performance, especially when the non-ideal effect is strong (e.g., more imperfect linearity or larger injected noise). Note that Joshi et al. (2020) exploits calibrating batch normalization statistics
for the purpose of accuracy retention involved in PCM systems, which is a different problem from ours. In Appendix [A7] we present more experiments, where we find that BN calibration is able to reduce the impact of gain and offset in PIM quantization and thus alleviates hardware calibration efforts.

3.5 Adjusted Precision Training

Besides BN calibration, we study the possibility of employing different precisions for training and inference. The reasoning behind is that the non-idealities only affect the least significant bits during the involved quantization mapping, which effectively reduces the number of distinguishable output levels from the PIM system. To quantify this reduction, ADC designs typically use a metric called the effective number of bit-width (ENOB) and it can be adopted here. As an example, Fig. [3] shows that the standard deviation of MAC computing errors in a 7-bit PIM system will be equal to that of ideal lower bit PIM systems, when random noise is added. Note that this adjusted precision training method considers both noise injection and imperfect linearity. Depending on quantization bit-widths, noise levels, imperfect linearity forms, the optimal training precision varies but is expected to be always smaller than the ideal PIM resolution.

4 Experiments

Table 3: Effect of PIM quantization on accuracy of neural networks (ResNet20 for CIFAR10) trained with different methods for native scheme ($N = 9$). Baseline refers to model trained with conventional quantization method (Jin et al., 2020). AMS refers to model trained with the method in (Rekhi et al., 2019).

| $b_{\text{PIM}}$ | Method | Acc. | $b_{\text{PIM}}$ | Method | Acc. |
|------------------|--------|------|------------------|--------|------|
| 3                | Baseline | 8.3  | 6                | Baseline | 89.2 |
|                  | AMS | 73.3 |                  | AMS | 90.3 |
|                  | Ours | 81.7 |                  | Ours | 90.9 |
| 4                | Baseline | 27.2 |                  | Baseline | 91.0 |
|                  | AMS | 85.0 |                  | AMS | 90.7 |
|                  | Ours | 87.7 |                  | Ours | 91.0 |
| 5                | Baseline | 80.5 | +∞               | Baseline | 91.6 |
|                  | AMS | 89.0 |                  | Ours | 90.7 |

Native Scheme. We first investigate the possibility of directly applying the conventional quantized model on PIM system, which serves as the baseline for our comparison. To this end, we take the native scheme as an example, and fix the number of multiplications for each processing to 9, namely we use a unit channel of 1 to split the input channels. We experiment on CIFAR10 with ResNet20, and the results are summarized in Table 3. Our method significantly outperforms baseline, especially for ultra-low bit-widths. As shown in Table 3, the AMS method in (Rekhi et al., 2019) is supposed to work for the native scheme. It indeed improves over the baseline but shows inferior performance than ours. These results demonstrate that PIM quantization has non-negligible impacts on the final accuracy, and it is necessary to take this quantization into account during training for optimal inference accuracy on PIM systems.
Table 4: Accuracy with the 7-bit real chip (with the real chip curve from Figure A1 and noise level of 0.35) of bit-serial PIM system for different datasets and models. Note that PIM systems are hundreds times more efficient than software system.

| Dataset  | Model   | Method N Acc. | Model   | Method N Acc. | Model   | Method N Acc. |
|----------|---------|---------------|---------|---------------|---------|---------------|
| CIFAR10  | ResNet20| Software - 91.6 | Baseline 72 13.9 | ResNet44 | Ours 72 89.7 | Baseline 72 10.5 |
|          |         |               | 144 10.9 |               | 144 89.1 | 144 10.0 |
|          | ResNet32| Software - 92.5 | Baseline 72 10.0 | ResNet56 | Ours 72 90.6 | Baseline 72 10.0 |
|          |         |               | 144 10.1 |               | 144 89.3 | 144 10.0 |

| CIFAR100 | ResNet20| Software - 67.0 | Baseline 72 1.8 | ResNet56 | Ours 72 62.6 | Baseline 72 1.0 |
|          |         |               | 144 1.3 |               | 144 61.8 | 144 1.1 |
|          |         |               |               |               |               |               |

† The architecture is the same as in (Jia et al., 2020). Larger N indicates higher efficiency but more information loss during quantization.

Real Chip Results. We experiment on CIFAR10 and CIFAR100, with several ResNet models as well as one modified VGGNet11 following (Jia et al., 2020). We also use different numbers of unit channels, namely 8 and 16, to split the input channels, corresponding to number of computing units of 72 and 144, respectively. As shown in Table 4, our method provides significantly better results than the baseline. Specifically, prediction in the baseline models is barely better than random guess, meaning the non-idealities from the real chip corrupt the behavior of neural networks trained in this way. In contrast, our method gives comparable results as those on digital system (the software results), meaning the trained models are robust to real-case non-idealities. Moreover, VGGNet shows less accuracy loss than ResNet because the more redundant model has better tolerance over the real-chip non-idealities. It is widely-used for PIM platforms with high-accuracy requirements (Jia et al., 2021b; Lee et al., 2021b). Note that using smaller N typically leads to better performance, especially for CIFAR100, at the cost of reduced throughput and energy efficiency.

Other PIM Decomposition Schemes. We further verify our method on three other common PIM decomposition schemes, including native, differential and bit serial (see Appendix A1). We experiment on ideal PIM with different inference resolutions and noise levels. As shown in Figure 5, we compare our method with the baseline using BN calibration on ResNet20 with CIFAR10 dataset. It is clear that for all schemes with different resolution and noise levels, our method is consistently superior, especially for high noise level and for differential and bit-serial schemes, both of which are more practical and complex than the native one. This justifies that our proposed method is applicable to a wide range of PIM implementations.

![Figure 4: The desirable training resolutions (TR) for different inference resolutions (IR) and noise levels, with bit-serial scheme (ResNet20 on CIFAR10).](image)

Adjusted Precision Training. Here we provide some ablation studies on adjusted precision training. We use an ideal PIM system with bit serial scheme as the example. For different inference resolutions and noise levels, the best accuracy with the optimal training resolution is illustrated in Fig. 4 where the accuracy is directly listed and different colors denote different training precision adjustments. We find that for low noise level, it is optimal to train the model with the same resolution
as that for inference, and for larger noise, it is better to use a smaller one due to reduced ENOB. Moreover, we find that the noise level threshold of adjusting the training resolution depends on the absolute value of inference resolution, and higher inference resolution tends to be more sensitive to noise and requires precision adjustment for a lower noise level threshold. There is clear correlation between the precision reduction and ENOB, but they are not exactly the same. This should be related to the varying sensitivity of inference on each MAC operation. More in-depth analysis of the relationship between ENOB and training setting is beyond the scope of this work and left for future study.

Our analysis and experiments demonstrate that naively deploying neural network quantized with conventional method on PIM systems is problematic and ineffective, and PIM quantization has non-negligible impact on final performance. Incorporating it into training is critical and will improve the accuracy to a large extent. It also inspires and provides a desirable starting point for future research to incorporate hardware-specific behaviors into algorithm co-design for energy-efficient analog computing systems. Such efforts will bridge the gap between hardware and software developments to achieve unprecedented energy efficiency, while maintaining a competitive neural network performance.

5 Conclusion

In this paper, we systematically study the problem of training a neural network for application on the processing in-memory (PIM) system, which is a promising candidate for next-generation hardware for deep learning, and we provide a method for the extra quantization step unique to PIM systems but ubiquitous to all different types of PIM implementations. Specifically, we formulate the problem and analyze the forward and backward propagation to enable PIM quantization-aware training. We study the training dynamics of our method, and propose rescaling techniques for both forward and backward propagations, to avoid gradient exploding/vanishing issues. We also study the discrepancy between training and inference, where more realistic non-ideal effects, such as imperfect linearity and stochastic thermal noise, are involved but difficult to incorporate during backward propagation. To this end, we propose to leverage BN calibration technique and invent adjusted precision training. Finally, we present experimental results to demonstrate potential relationship between training and inference bit-widths, together with noise level and effective number of bits for the PIM system for inference.
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A1 Proof of Theorems

Here we present detailed proofs for Theorem 1 and 2. We first formulate the quantization procedure of PIM systems with several popular schemes, then derive the results of Theorem 1. After that, we analyze the training dynamics of a generic neural networks to prove Theorem 2.

A1.1 PIM Quantization-Aware Training

To prove Theorem 1, we first present the quantization procedure of PIM systems with native, differential and bit serial schemes. The output of a linear layer is given by

\[ \tilde{y} = \sum_{i=1}^{N} \tilde{Q}_i \tilde{q}_i \]

where \( \tilde{Q}_i \in [-1, 1] \) is quantized weight of \( b_w \) bits and \( \tilde{q}_i \in [0, 1] \) is quantized input of \( b_a \) bits, respectively.

For PIM systems, due to the limited resolution of digital-to-analog converter (which is \( m \) bits) for the inputs, the inputs are first decomposed into sub-arrays of \( m \) bits. In other words, we have

\[ \tilde{q}_i = \sum_{k=0}^{b_a/m-1} \tilde{q}_{i,k}^{(m)} \Delta^k \]

\[ \tilde{q}_{i,k}^{(m)} = \frac{1}{2^{b_a} - 1} \tilde{q}_{i,k} \]

\[ \Delta = 2^m \]

with \( \tilde{q}_{i,k}^{(m)} \in \{0, 1, \ldots, \Delta - 1\} \).

**Native Scheme** For PIM system with native scheme, the output is given by

\[ \tilde{y}_{PIM} = Q \left( \sum_{i=1}^{N} \tilde{Q}_i \tilde{q}_i ; b_{PIM} \right) \]

\[ = \sum_{k=0}^{b_a/m-1} \Delta^k \cdot \frac{N(\Delta - 1)}{(2^{b_{PIM}} - 1)(2^{b_a} - 1)} \cdot \text{round} \left( \frac{(2^{b_{PIM}} - 1)(2^{b_a} - 1)}{N(\Delta - 1)} \sum_{i=1}^{N} \tilde{Q}_i \cdot \tilde{q}_{i,k}^{(m)} \right) \]

With the GSTE assumption, we can derive its differential as

\[ \text{d}\tilde{y}_{PIM} = \sum_{k=0}^{b_a/m-1} \Delta^k \cdot \frac{N(\Delta - 1)}{(2^{b_{PIM}} - 1)(2^{b_a} - 1)} \cdot \text{d} \left[ \text{round} \left( \frac{(2^{b_{PIM}} - 1)(2^{b_a} - 1)}{N(\Delta - 1)} \sum_{i=1}^{N} \tilde{Q}_i \cdot \tilde{q}_{i,k}^{(m)} \right) \right] \]

\[ = \sum_{k=0}^{b_a/m-1} \Delta^k \cdot \frac{N(\Delta - 1)}{(2^{b_{PIM}} - 1)(2^{b_a} - 1)} \cdot \xi \cdot \text{d} \left( \frac{(2^{b_{PIM}} - 1)(2^{b_a} - 1)}{N(\Delta - 1)} \sum_{i=1}^{N} \tilde{Q}_i \cdot \tilde{q}_{i,k}^{(m)} \right) \]

\[ = \xi \cdot \text{d} \left( \sum_{i=1}^{N} \tilde{Q}_i \cdot \sum_{k=0}^{b_a/m-1} \tilde{q}_{i,k}^{(m)} \Delta^k \right) \]

\[ = \xi \cdot \text{d} \left( \sum_{i=1}^{N} \tilde{Q}_i \tilde{q}_i \right) \]
**Differential Scheme** For PIM system with differential scheme, the weight is first decomposed into positive and negative parts, as

$$
\tilde{Q}_i = \tilde{Q}_i^+ + \tilde{Q}_i^-
$$

(A5)

where all elements in $\tilde{Q}_i^+$ are positive and those in $\tilde{Q}_i^-$ are negative. Its differential is given by

$$
d\tilde{Q}_i = d\tilde{Q}_i^+ + d\tilde{Q}_i^-
$$

(A6)

The output is the combination of these two parts as

$$
\bar{y}_{PIM} = Q \left( \sum_{i=1}^{N} \tilde{Q}_i \tilde{q}_i; \eta_{PIM} \right)
$$

(A7a)

$$
= \frac{b_u}{m-1} \sum_{k=0}^{\Delta k} \frac{N(\Delta - 1)}{(2^{2b_{PIM}} - 1)(2^{b_u} - 1)}
$$

$$
\cdot \left[ \text{round} \left( \frac{(2^{2b_{PIM}} - 1)(2^{b_u} - 1)}{N(\Delta - 1)} \sum_{i=1}^{N} \tilde{Q}_i^+ \tilde{q}_{i,k} \right) 
- \text{round} \left( \frac{(2^{2b_{PIM}} - 1)(2^{b_u} - 1)}{N(\Delta - 1)} \sum_{i=1}^{N} (-\tilde{Q}_i^-) \tilde{q}_{i,k} \right) \right]
$$

(A7b)

Taking differential on both sides gives

$$
d\bar{y}_{PIM} = d \sum_{k=0}^{b_u/m-1} \Delta k \cdot \frac{N(\Delta - 1)}{(2^{2b_{PIM}} - 1)(2^{b_u} - 1)}
$$

$$
\cdot \left[ \text{round} \left( \frac{(2^{2b_{PIM}} - 1)(2^{b_u} - 1)}{N(\Delta - 1)} \sum_{i=1}^{N} \tilde{Q}_i^+ \tilde{q}_{i,k} \right) 
- \text{round} \left( \frac{(2^{2b_{PIM}} - 1)(2^{b_u} - 1)}{N(\Delta - 1)} \sum_{i=1}^{N} (-\tilde{Q}_i^-) \tilde{q}_{i,k} \right) \right]
$$

(A8a)

$$
= \frac{b_u}{m-1} \sum_{k=0}^{\Delta k} \frac{N(\Delta - 1)}{(2^{2b_{PIM}} - 1)(2^{b_u} - 1)}
$$

$$
\cdot \left\{ \text{d} \left[ \text{round} \left( \frac{(2^{2b_{PIM}} - 1)(2^{b_u} - 1)}{N(\Delta - 1)} \sum_{i=1}^{N} \tilde{Q}_i^+ \tilde{q}_{i,k} \right) 
- \text{d} \left[ \text{round} \left( \frac{(2^{2b_{PIM}} - 1)(2^{b_u} - 1)}{N(\Delta - 1)} \sum_{i=1}^{N} (-\tilde{Q}_i^-) \tilde{q}_{i,k} \right) \right] \right\}
$$

(A8b)

$$
= \frac{b_u}{m-1} \sum_{k=0}^{\Delta k} \frac{N(\Delta - 1)}{(2^{2b_{PIM}} - 1)(2^{b_u} - 1)}
$$

$$
\cdot \left[ \xi \cdot \text{d} \left( \frac{(2^{2b_{PIM}} - 1)(2^{b_u} - 1)}{N(\Delta - 1)} \sum_{i=1}^{N} \tilde{Q}_i^+ \tilde{q}_{i,k} \right) 
- \xi \cdot \text{d} \left( \frac{(2^{2b_{PIM}} - 1)(2^{b_u} - 1)}{N(\Delta - 1)} \sum_{i=1}^{N} (-\tilde{Q}_i^-) \tilde{q}_{i,k} \right) \right]
$$

(A8c)

$$
= \xi \cdot \text{d} \left( \sum_{i=1}^{N} \tilde{Q}_i^+ \sum_{k=0}^{b_u/m-1} \tilde{q}_{i,k} \Delta k \right)
$$

$$
+ \xi \cdot \text{d} \left( \sum_{i=1}^{N} \tilde{Q}_i^- \sum_{k=0}^{b_u/m-1} (-\tilde{q}_{i,k}) \Delta k \right)
$$

(A8d)
\[\xi \cdot d \left( \sum_{i=1}^{N} \tilde{Q}^+_i \tilde{q}_i \right) + \xi \cdot d \left( \sum_{i=1}^{N} \tilde{Q}^-_i \tilde{q}_i \right) = A8e\]

\[\xi \cdot d \left( \sum_{i=1}^{N} (\tilde{Q}^+_i + \tilde{Q}^-_i) \tilde{q}_i \right) = A8f\]

\[\xi \cdot d \left( \sum_{i=1}^{N} \tilde{Q}_i \tilde{q}_i \right) = A8g\]

**Bit Serial Scheme**  For PIM system with bit serial scheme, the weight is first decomposed into bits as

\[\tilde{Q}_i = \sum_{k=0}^{b_w-1} (-1)^{\delta_{k,b_w-1}} \tilde{Q}_{i,k} 2^k\]  

(A9)

where

\[\tilde{Q}_{i,k} = \frac{1}{2^{b_w-1} - 1} Q_{i,k}\]  

(A10)

and \(Q_{i,k} \in \{0, 1\}\). The output is obtained for each bits separately and then summed over as

\[
\bar{y}_{\text{PIM}} = \mathbf{Q} \left( \sum_{i=1}^{N} \tilde{Q}_i \tilde{q}_i; b_{\text{PIM}} \right) = A11a
\]

\[
= \sum_{k=0}^{b_w-1} \sum_{l=0}^{b_a/m-1} \frac{N(\Delta - 1)}{(2^{b_{\text{PIM}} - 1})(2^{b_w-1} - 1)(2^{b_a} - 1)} \cdot \text{round} \left( \frac{(2^{b_{\text{PIM}} - 1})(2^{b_w-1} - 1)(2^{b_a} - 1)}{N(\Delta - 1)} \right) \cdot \sum_{i=1}^{N} \tilde{Q}_{i,k} \tilde{q}_{i,l}^{(m)} \right) = A11b
\]

The differential can thus be determined as

\[
d\bar{y}_{\text{PIM}} = d \sum_{k=0}^{b_w-1} \sum_{l=0}^{b_a/m-1} (-1)^{\delta_{k,b_w-1}} 2^k \Delta^l \cdot \frac{N(\Delta - 1)}{(2^{b_{\text{PIM}} - 1})(2^{b_w-1} - 1)(2^{b_a} - 1)} \cdot \text{round} \left( \frac{(2^{b_{\text{PIM}} - 1})(2^{b_w-1} - 1)(2^{b_a} - 1)}{N(\Delta - 1)} \right) \cdot \sum_{i=1}^{N} \tilde{Q}_{i,k} \tilde{q}_{i,l}^{(m)} \right) = A12a
\]

\[
= \sum_{k=0}^{b_w-1} \sum_{l=0}^{b_a/m-1} (-1)^{\delta_{k,b_w-1}} 2^k \Delta^l \cdot \frac{N(\Delta - 1)}{(2^{b_{\text{PIM}} - 1})(2^{b_w-1} - 1)(2^{b_a} - 1)} \cdot d \left[ \text{round} \left( \frac{(2^{b_{\text{PIM}} - 1})(2^{b_w-1} - 1)(2^{b_a} - 1)}{N(\Delta - 1)} \right) \cdot \sum_{i=1}^{N} \tilde{Q}_{i,k} \tilde{q}_{i,l}^{(m)} \right] = A12b
\]
\[
\sum_{k=0}^{b_u-1} \sum_{l=0}^{b_u/m-1} (-1)^{\delta_{k,b_u-1}} 2^k \Delta^l \cdot N(\Delta - 1) \\
\cdot \left(2^{b_{PIM} - 1} - 1\right) \left(2^{b_w-1} - 1\right) \left(2^{b_a-1} - 1\right) \\
\cdot \xi \cdot d \left(\frac{2^{b_{PIM} - 1} - 1\left(2^{b_w-1} - 1\right) \left(2^{b_a-1} - 1\right)}{N(\Delta - 1)} \right) \\
\cdot \sum_{i=1}^{N} \tilde{Q}_{i,k} q_{i,l}^{(m)} \right)
\]

(A12c)

\[
= \xi \cdot d \left(\sum_{i=1}^{N} b_u - 1 \sum_{k=0}^{b_u/m-1} (-1)^{\delta_{k,b_u-1}} 2^k \Delta^l \right) \\
\cdot \sum_{i=0}^{b_u/m-1} \tilde{Q}_{i,l} q_{i,l}^{(m)} \Delta^l \right)
\]

(A12d)

\[
= \xi \cdot d \left(\sum_{i=1}^{N} \tilde{Q}_{i} q_{i} \right)
\]

(A12e)

With (A4d), (A8g) and (A12e), we prove Theorem 1.

A1.2 TRAINING DYNAMICS

Here we analyze the training dynamics to prove Theorem 2. Our analysis is similar to that presented in [Jin et al., 2019], which is zeroth order approximation and is based on mean field theory, where different quantities are assumed to be independent (although some of them have some dependence, especially the gradients, as described following Axiom 3.2 in [Yang and Schoenholz, 2017]).

We want to analyze the training dynamics of a generic neural network with repeated blocks composed of linear layer, some nonlinear effect, forward scaling, batch normalization, and output activation function, as

\[
x_{i}^{(l+1)} = \varphi\left(y_{i}^{(l)}\right)
\]

(13a)

\[
y_{i}^{(l)} = \gamma_{i}^{(l)} \frac{z_{i}^{(l)} - \mu_{i}^{(l)}}{\sigma_{i}^{(l)}} + \beta_{i}^{(l)}
\]

(13b)

\[
z_{i}^{(l)} = \eta^{(l)} z_{i}^{(l)}
\]

(13c)

\[
\tilde{z}_{i}^{(l)} = f(W_{ij}^{(l)}, x_{j}^{(l)})
\]

(13d)

\[
\sim \rho_{i}^{(l)} \sum_{j=1}^{n_{i}} W_{ij}^{(l)} x_{j}^{(l)}
\]

(13e)

\[
d\tilde{z}_{i}^{(l)} = \xi^{(l)} \cdot d \left(\sum_{j=1}^{n_{i}} W_{ij}^{(l)} x_{j}^{(l)}\right)
\]

(13f)

where \(\rho_{i}^{(l)}\) denotes modification on the output variance by the nonlinear effect and \(\xi^{(l)}\) is the scaling factor introduced during backward propagation. From this we can derive the following statistics

\[
\text{VAR}[y_{i}^{(l)}] \approx (\gamma_{i}^{(l)})^2
\]

(A14a)

\[
\mathbb{E}[x_{i}^{(l)}] = \mathbb{E}[\varphi(y_{i}^{(l)})] \approx \mathbb{E}[\varphi'(y_{i}^{(l)})^2] \text{VAR}[y_{i}^{(l)}]
\]

(A14b)

\[
\approx \mathbb{E}[\varphi'(y_{i}^{(l)})^2] (\gamma_{i}^{(l)})^2
\]

(A14c)

\[
(\sigma_{i}^{(l)})^2 = \text{VAR}[z_{i}^{(l)}]
\]

(A14d)
We first estimate the gradient of the batch normalization layer as following

\[
\frac{\partial \mu_i^{(l)}}{\partial z_i^{(l)}} = \frac{1}{m_B} \quad \text{(A15a)}
\]

\[
\frac{\partial \sigma_i^{(l)}}{\partial z_i^{(l)}} = \frac{1}{m_B} \frac{z_i^{(l)} - \mu_i^{(l)}}{\sigma_i^{(l)}} \quad \text{(A15b)}
\]

\[
\frac{\partial \gamma_i^{(l)}}{\partial z_i^{(l)}} = \gamma_i^{(l)} \left[ \frac{1}{\sigma_i^{(l)}} - \frac{1}{\sigma_i^{(l)}} \frac{\partial \mu_i^{(l)}}{\partial z_i^{(l)}} \right] + \frac{(z_i^{(l)} - \mu_i^{(l)})}{\sigma_i^{(l)}} \frac{1}{\sigma_i^{(l)}} \frac{\partial \sigma_i^{(l)}}{\partial z_i^{(l)}} \quad \text{(A15c)}
\]

\[
= \gamma_i^{(l)} \left[ \frac{1}{\sigma_i^{(l)}} - \frac{1}{\sigma_i^{(l)}} \frac{1}{m_B} \right] - \frac{1}{\sigma_i^{(l)}} \frac{1}{m_B} \left( \frac{z_i^{(l)} - \mu_i^{(l)}}{\sigma_i^{(l)}} \right)^2 \quad \text{(A15d)}
\]

\[
\approx \frac{\gamma_i^{(l)}}{\sigma_i^{(l)}} \quad (m_B >> 1) \quad \text{(A15e)}
\]

where we have assumed that the batch size is large enough, which is typically satisfied in practice.

The gradients of loss \( \mathcal{L} \) with respect to the input can be easily calculated, which is

\[
\frac{\partial \mathcal{L}}{\partial x_j^{(l)}} = \xi^{(l)} \sum_{i=1}^{n^{(l+1)}} W_{ij}^{(l)} \frac{\gamma_i^{(l)}}{\sigma_i^{(l)}} \phi' (y_i^{(l)}) \frac{\partial \mu_i^{(l)}}{\partial x_j^{(l+1)}} \quad \text{(A16)}
\]

from which we can derive the variance of the gradient, based on mean field assumption, as

\[
\text{VAR}[\frac{\partial \mathcal{L}}{\partial x_j^{(l)}}] = n^{(l+1)} (\xi^{(l)})^2 (\eta^{(l)})^2 \left( \frac{\gamma_i^{(l)}}{\sigma_i^{(l)}} \right)^2 \cdot \text{VAR}[W_{ij}^{(l)}] \cdot \text{E}[\phi'(y_i^{(l)})^2] \cdot \text{VAR}[\frac{\partial \mu_i^{(l)}}{\partial x_j^{(l+1)}}] \cdot \text{VAR}[\frac{\partial \mu_i^{(l)}}{\partial x_j^{(l+1)}}] \quad \text{(A17a)}
\]

Substituting (A14), we have

\[
\text{VAR}[\frac{\partial \mathcal{L}}{\partial x_j^{(l)}}] = n^{(l+1)} (\xi^{(l)})^2 (\eta^{(l)})^2 \cdot \frac{(\gamma_i^{(l)})^2}{\sigma_i^{(l)}^2} \cdot \text{VAR}[W_{ij}^{(l)}] \cdot \text{E}[\phi'(y_i^{(l)})^2] \cdot \text{VAR}[\frac{\partial \mu_i^{(l)}}{\partial x_j^{(l+1)}}] \cdot \text{VAR}[\frac{\partial \mu_i^{(l)}}{\partial x_j^{(l+1)}}] \quad \text{(A18a)}
\]

Ignoring spatial dependence of all statistics, we have

\[
\frac{\text{VAR}[\frac{\partial \mathcal{L}}{\partial x_j^{(l)}}]}{\text{VAR}[\frac{\partial \mathcal{L}}{\partial x_j^{(l+1)}}]} \approx \left( \frac{\xi^{(l)}}{\eta^{(l)}} \right)^2 \cdot \frac{n^{(l+1)}}{n^{(l)}} \quad \text{(A19)}
\]
A2 EXPERIMENT SETTINGS

A2.1 GENERAL EXPERIMENT SETTINGS

Our method is evaluated using several ResNet models on CIFAR. Weights and inputs are quantized to 4-bit, and \( b_{PIM} \) varies from 3 to 10. The first convolution layer and the final fully-connection layer for classification are implemented on digital system, namely \( b_{PIM} = +\infty \) for these two layers. To accurately evaluate the inference accuracy on actual hardware with variations, non-linearity, and noise, we evaluate the proposed method using physical models of a state-of-the-art SRAM PIM chip prototype. Each PIM SRAM macro in the chip computes 32 analog MACs (\( N < 144 \), \( b_{PIM} = 7 \)) in parallel. The measured 32 transfer functions, shown in Fig. A1, capture all the nonlinearity and mismatch of the physical chip. Random noise in computation, which follows Gaussian distribution and is solely characterized by root-mean-square (RMS) error (Gray et al., 2009; Razavi, 2016; Sansen, 2007; Pelgrom, 2013; Maloberti, 2007), is measured to be 0.35 LSB. Due to the small size of the prototype chip, running through all images in test dataset is infeasible in time, so we build a hardware calibrated physical model to quickly, accurately and flexibly simulate the inference accuracy of real hardware, which is a widely adopted common practice in custom hardware research because of the inhibiting costs of building a full-scale chip for large DNNs (Yue et al., 2020; Su et al., 2020; Si et al., 2020; Jia et al., 2020; Jiang et al., 2019). We have experimentally confirmed the identical MAC and inference results of the model and a real physical chip. It is also worth noting that the non-idealities presented in this SRAM PIM chip is representative of that of various types of PIM hardware.

To verify the effectiveness of our method, we experiment on ResNet20, ResNet32, ResNet44 and ResNet56 on CIFAR10 and ResNet20 on CIFAR100. Following previous practice (Jin et al., 2020), weights and inputs of convolution and fully-connected layers are quantized to 4-bit \( (b_w = b_a = 4) \), including the first and last layers, except that inputs to the first layer are kept at 8 bit, and we do not apply normalization on these images. Batch normalization layers and bias in the final fully-connected layers are full-precision. The quantization resolution for PIM system \( (b_{PIM}) \) varies from 3 to 10. The first convolution layer and the final fully-connection layer for classification are implemented on digital system, namely \( b_{PIM} = +\infty \) for these two layers. For CIFAR10 and CIFAR100, the \( 1 \times 1 \) convolution layers for residual connection require much less computations and thus are also implemented on digital system. For differential and bit serial scheme, inputs are first split along the channel dimension into sub-tensors, each with a unit channel of 16, corresponding to \( N = 144 \) for \( 3 \times 3 \) convolution, and processed separately before summing the final PIM outputs. For native scheme, we instead use a unit channel of 1 and thus \( N = 9 \) to match the experiment setting in Rekhi et al. (2019) which use \( N = 8 \). For real-curve results, since we totally have 32 curves (ADC components), each for 8 outputs with \( b_w = b_a = 4 \) bits, the output channels are split with unit output channel of 8.

The input image is randomly cropped to \( 32 \times 32 \) and randomly flipped horizontally during training and directly applied without augmentation for inference. All models are trained from scratch with 200 epochs and multi-step learning rate scheduler, where the initial learning rate is 0.1 and reduced by 10 times at the 100-th and 150-th epochs. We use SGD optimizer with Nesterov momentum of weight 0.9 and weight decay is set to 0.0001. Batch size is 128 for all experiments. We apply constant rescaling on all layers, including the convolution layers, in contrast to only the last fully-connected layers
Figure A2: Impact of PIM quantization on the output scale measured by standard deviation. \( \rho \) is defined as in (5d).

suggested in (Jin et al., 2019), despite batch normalization is applied in the model. All experiments are finished on one GeForce GTX 1080 GPU with 12GB memory.

Weights are quantized with a modified DoReFa scheme, without mapping between intervals of \([-1, 1]\) and \([0, 1]\). Specifically, the quantized weights are given as

\[
Q_i = \frac{1}{2^{b_w-1} - 1} s \cdot \text{round}\left(\left(2^{b_w-1} - 1\right) \cdot \frac{\tanh(W_i)}{\max_k |\tanh(W_k)|}\right)
\]

where \( n_{\text{out}} \) denotes the number of output neurons of the linear layer. For native scheme, since the output can also be negative, we also adopt such quantization function.

\[ s = \frac{1}{\sqrt{\text{VAR}[Q_i]}} \]

A2.2 ERROR ANALYSIS EXPERIMENT SETTINGS

Computing Error Analysis (Fig. 3) For this example, we first obtain the MAC results via uniform random sampling on the output space, and apply PIM quantization together with noise injection. By comparing the ideal output with the noisy quantized output for different noise levels, we can obtain the errors, from which we estimate the standard deviation of them, for each value of noise levels. These standard deviations are then normalized by that for the noiseless quantization.

A3 SCALE-ENLARGING EFFECT OF PIM QUANTIZATION

Here we show the scale-enlarging effect of PIM quantization. Specifically, we study an idealized noiseless system to examine the effect of \( Q \) on the standard deviation of outputs. As an example, we experiment on a toy example of convolution with bit serial scheme, and calculate standard deviation ratio between the outputs with and without PIM quantization. For this purpose, we set the number of input channels to 16 and that of output channels to 32. The kernel size is given by \( 3 \times 3 \), and both inputs and weights are quantized to 4 bit. We experiment on a random batch of 100 data, each distributed uniformly on \([0, 1]\) before quantized. Weights are randomly sampled with normal distribution under Kaiming initialization condition (He et al., 2015), and quantized with the previously mentioned modified DoReFa scheme (Zhou et al., 2016), given by (A20a). We experiment on an ideal
Figure A3: Impact of nonlinearity and noise non-idealities on the running statistics. Note this is one sampling results.

Table A1: Scaling factor for forward rescaling for different PIM resolution $b_{\text{PIM}}$ and different PIM decomposition schemes.

| $b_{\text{PIM}}$ | Native | Differential | Bit Serial |
|------------------|--------|--------------|------------|
| 3                | 100    | 1000         | 100        |
| 4                | 20     | 1000         | 30         |
| 5                | 1      | 1000         | 30         |
| 6                | 1      | 1000         | 30         |
| 7                | 1      | 1000         | 1.03       |

bit-serial PIM system, and calculate standard deviation ratio between the output of PIM system and that from conventional quantization with digital accelerator. We plot this ratio against PIM bit-width ($b_{\text{PIM}}$), and obtain such curves for different numbers of input channels. As illustrated in Figure A2, we find that the difference between the two scenarios is not significant for high precision, which is as expected. However, for mediate precision such as $5 \sim 7$ bits, they start to become different, and for ultra-low bit-widths, such as $3 \sim 4$ bits, the discrepancy can be as large as $2 \sim 4$.

A4 IMPACT OF NON-IDEALITIES ON BN STATISTICS

In this section, we study the impact of non-ideal effects on BN statistics. We experiment with a toy example of one layer convolution implemented on ideal or real PIM systems, and calculate the running statistics of output for different noise levels. For this purpose, we use the same toy experiment setting as in A3, and set the unit output channel for real-curve inference to 8. The results are illustrated in Figure A3. We find that output statistics can change by as much as $30\%$, which might have significant impact on the model’s final output, especially if its behavior is sensitive to these values.

A5 SCALING FACTORS FOR FORWARD RESCALING

Here we list the rescaling factors for forward propagation, as shown in Table A1. We find that it depends on PIM resolution $b_{\text{PIM}}$ and PIM decomposition scheme. Moreover, it can even be different for different software package versions. As mentioned in the text, the underlying reason is still unclear to us.
A6 Ablation Study

Here we provide more in-depth ablation study for our methods, including of PIM quantization-aware training, the rescaling techniques, and batch normalization calibration.

A6.1 PIM-QAT and Rescaling

We first study the effectiveness of PIM-QAT together with the rescaling techniques. To this end, we compare the baseline with that trained with PIM-QAT, without using BN calibration or adjusted bit training. The two rescaling techniques for forward and backward propagation are applied, and we use noiseless ideal PIM system, without using any real chip curve. Table 2 compares the results of bit serial scheme for several different $b_{\text{PIM}}$’s, which are also plotted in Figure A4. It can be seen that for low $b_{\text{PIM}}$, our method is significantly better than the baseline. Specifically, for $b_{\text{PIM}} < 9$, our method gives better results, and for ultra-low bit-width, such as 3 bit, where baseline models are not different from random guess, our method can still get a reasonable top-1 accuracy of 61.8%. We also find that for sufficient high $b_{\text{PIM}}$ (larger than 8), baseline can be better. This is also reasonable as the noiseless PIM with such high precision will almost introduce no precision loss.

Table A2: Accuracy of ResNet20 on CIFAR10 with idealized bit-serial PIM-quantization, where noise or real chip curve are not involved. For our results, we use rescaling techniques for both forward and backward propagation, as described in the text.

| $b_{\text{PIM}}$ | Method | Acc. | $b_{\text{PIM}}$ | Method | Acc. |
|----------------|--------|------|----------------|--------|------|
| 3 | Baseline | 10.0 | 7 | Baseline | 85.8 |
| | Our | 61.8 | | Our | 90.8 |
| 4 | Baseline | 10.2 | 8 | Baseline | 90.3 |
| | Our | 77.2 | | Our | 90.8 |
| 5 | Baseline | 11.0 | 9 | Baseline | 91.2 |
| | Our | 86.5 | | Our | 90.8 |
| 6 | Baseline | 41.1 | 10 | Baseline | 91.6 |
| | Our | 89.5 | | Our | 90.8 |

Figure A4: Comparing our method of PIM-quantization-aware training with baseline on idealized noiseless bit-serial PIM systems with different resolutions.
Table A3: Ablation study of forward and backward rescaling techniques for bit-serial PIM systems with different resolutions. The accuracy results are based on ResNet20 on CIFAR10.

| $b_{\text{PIM}}$ | Rescaling | Acc. |
|------------------|------------|------|
|                  | Forward    | Backward |
| 3                | N          | N      | 10.0 |
|                  | N          | Y      | 17.1 |
|                  | Y          | Y      | 61.8 |
| 4                | N          | N      | 61.0 |
|                  | N          | Y      | 76.7 |
|                  | Y          | Y      | 77.2 |
| 5                | N          | N      | 10.3 |
|                  | N          | Y      | 17.5 |
|                  | Y          | Y      | 86.5 |
| 6                | N          | N      | 10.3 |
|                  | N          | Y      | 89.1 |
|                  | Y          | Y      | 89.5 |
| 7                | N          | N      | 88.8 |
|                  | N          | Y      | 91.0 |
|                  | Y          | Y      | 90.8 |

A6.2 Rescaling

We then study the rescaling techniques we propose for both forward and backward propagations. As listed in Table A3 and shown in Fig. A5, for bit serial scheme, if the $b_{\text{PIM}}$ is lower than 6, training without forward or backward propagation will all make the training unstable. These experiments demonstrate that both rescaling techniques we propose are necessary and beneficial for stabilized training dynamics of the neural network. Experiments on native and differential schemes give similar results.

![Learning Curves of ResNet20 on CIFAR10](image)

Figure A5: Learning curve comparison with ResNet20 on CIFAR10 for bit-serial PIM system.

A6.3 BN Calibration

Besides training techniques discussed above, the discrepancy between training with idealized quantization and inference with real-case non-idealities, including non-linearity and noise, are dealt with BN calibration. To verify its effectiveness, we compare the results using the BN calibration or not for both baseline and our method, and illustrate the results for 7 bit ideal and real PIM in Figure A6. We find that BN calibration significantly improves the results for all cases, especially for those with real PIM system. More interestingly, it also improves the baseline results, yet the performance is still...
unsatisfactory and significantly worse than ours. These experiments demonstrate that the change of
BN running statistics caused by nonlinearity and noise effects of real PIM systems has strong impact
on the predictive capability of the neural network, and this can be alleviated to a large extent with a
simple yet effective software solution, without extra training efforts.

### A7 More Study of BN Calibration

Figure A7: Generated idealized 7bit curves with gain and offset variations, where $N = 72$ for (a)
and $N = 144$ for (b). Gains and offsets are both sampled with normal random distributions, where $N_{\text{offset}} \sim (0, 2.04)$ and $N_{\text{gain}} \sim (1, 0.024)$. The standard deviations for them are determined based
on real-chip testing results.

Table A4: Accuracy of ResNet20 and ResNet56 on CIFAR10 with idealized bit-serial PIM-
quantization with gain and offset variations, where noise or real chip curve are not involved.

| Depth | $N$ | Gain & Offset Variation | BN Calib. | Acc. |
|-------|-----|------------------------|-----------|------|
| 20    |     |                        |           |      |
|       | N   | -                      | 91.2      |
| 72    | Y   | N                      | 10.0      |
|       | Y   | Y                      | 90.7      |
|       | N   | -                      | 90.8      |
| 144   | Y   | N                      | 10.0      |
|       | Y   | Y                      | 90.6      |
|       | N   | -                      | 92.2      |
| 72    | Y   | N                      | 10.0      |
|       | Y   | Y                      | 91.7      |
|       | N   | -                      | 90.3      |
| 56    |     |                        |           |      |
| 144   | Y   | N                      | 10.1      |
|       | Y   | Y                      | 89.7      |
Here we present more study of the effectiveness of BN calibration, and demonstrate that it is also beneficial for hardware calibrating. Specifically, we use several PIM quantization transfer curves with variation in gain and offset, as illustrated in Fig. [A7]. The gain and offset variation is extracted from a real chip before hardware calibration. As shown in Table [A4], directly applying these curves on a pretrained model leads to random guess results, while BN calibration is able to repair the model and recover the result to reasonable final accuracy.