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Abstract. Over the last decades, images have become an important source of information in many domains, thus their high quality has become necessary to acquire better information. One of the important issues that arise is image denoising, which means recovering a signal from inaccurately and/or partially measured samples. This interpretation is highly correlated to the compressive sensing theory, which is a revolutionary technology and implies that if a signal is sparse then the original signal can be obtained from a few measured values, which are much less, than the ones suggested by other used theories like Shannon’s sampling theories. A strong factor in Compressive Sensing (CS) theory to achieve the sparsest solution and the noise removal from the corrupted image is the selection of the basis dictionary. In this paper, Discrete Cosine Transform (DCT) and moment transform (Tchebichef, Krawtchouk) are compared in order to achieve image denoising of Gaussian additive white noise based on compressive sensing and sparse approximation theory. The experimental results revealed that the basis dictionaries constructed by the moment transform perform competitively to the traditional DCT. The latter transform shows a higher PSNR of 30.82 dB and the same 0.91 SSIM value as the Tchebichef transform. Moreover, from the sparsity point of view, Krawtchouk moments provide approximately 20-30% more sparse results than DCT.
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1 Introduction

Compressive Sensing is an important contribution for the reason that it overthrows the traditional sampling theory of Shannon and Nyquist where in order to reconstruct a signal without error the sampling rate should be at least twice the signal’s maximum frequency component. Compressive sensing as introduced by Donoho et al. [1], Candes et al. [2] gave the potential to reconstruct a full signal even if it is sparse. With these results over the past decades has been done a significant effort in the development of techniques in many domains around CS and sparse representation theory because it affects many domains from the perspective of storage to the recovery of corrupted information despite the structure of the signal. With the introduction of this theory many image processing and computer vision problems are affected not only in the compression but to denoising or inpainting of images. Besides CS-based denoising or inpainting, there is a variety of research work that has been done in image watermarking [3], image hiding [4].

In general CS and sparse representation theory makes two conjectures: that any natural image can be sparse in a basis or a dictionary, constructed by Fourier, wavelet,
DCT, or any other transforms, where only a few transform coefficients are significant and the rest are zero or negligible, and that the measurement basis is incoherent with the basis, which the image is sparse [5].

In image denoising, the techniques can be divided into two groups: spatial-domain and transform-domain methods. In the former category are included methods based on the Perona-Malik equation, which brings good noise reduction and edges preservation [6], or the bilateral filter technique, which acquires the original image with noise reduction [7]. The transform-domain denoising methods include some modern algorithms arising from CS and sparse representation theory where the sparsity of the signal is exploited through some transform. For example, Strack et al.[8] proposed a new geometric multiscale transform Curvelet and in comparison with wavelet, it achieved better results in image denoising.

There is a huge variety of implementations that have been proposed around the above theory, from the different transformations in the basis dictionary to the creations of new algorithms that are applied to several data structures for different domains. In this paper, the moment transform is proposed in CS and sparse representation theory for the description of images in a denoising task, in comparison with classic transformation Discrete Cosine Transform (DCT). More specifically, two different moment families are used the Tchebichef and Krawtchouk moments. The former moment family is known for its noise invariance and later one for its capabilities to describe a signal locally.

The main contribution of this paper is the proposal for the first time, the moment transform in the denoising problem based on CS and sparse representation theory, towards advantaging from the noise tolerance and local description of the examined moment families. From the experimental results, it is proven that moment transform brings more sparse results and thus more compressible than DCT according to the increase of noise level, although brings similar reconstruction quality.

The rest of this paper is organized as follows: Section 2 presents the theory of transform-based compressive sensing. Section 3 describes the moment transform, with emphasis on the Tchebichef and Krawtchouk moments used in this work, along with the proposed methodology. The proposed moment-based compressive sensing methodology is described in Section 4 and experimental results are discussed in Section 5. Finally, Section 6 concludes this work.

2 Transform-based Compressive Sensing

The sampling technique in CS theory gives the potential to sample a signal at rates proportional to the amount of information in the signal by exploiting the sparsity properties of signals. Considering that a signal e.g. an image or can have a sparse representation when expressed w.r.t. some basis or a dictionary \( \Psi \in \mathbb{R}^{n \times m} \). This dictionary shows a complete structure where \( n = m \), or an overcomplete structure where \( n < m \). Then a signal \( x \) can be represented as a linear combination of basis \( \Psi \) atoms, with \( a \in \mathbb{R}^{n \times m} \) being the projection coefficients of signal \( x \) in \( \Psi \) domain, expressed in as:

\[
x = \Psi a,
\]
then the compressed signal $y$ is derived as follows:

$$y = \Phi x = \Phi \Psi a = Da. \quad (2)$$

If the processed signal is contaminated with noise or it is corrupted with irrelevant content (2) can be expressed as:

$$y = Da + z. \quad (3)$$

In (3) $z$ represents noise measurements of any type and $D$ is the sensing matrix. The meaning of compression is that signal $y$ will be smaller than the original signal $x$. Thus the task is to recover $x$ based on $y$, $D$, and $\Psi$. The sensing matrix $D$ guarantees the signal sparsity or the separation between noise and signal content and must satisfy the Restricted Isometry Property (RIP) for any $k$-sparse signal $x$ as proposed by [9] and expressed as:

$$(1 - \delta)||a||^2 \leq ||Da||^2 \leq (1 + \delta)||a||^2, \quad (4)$$

where $\delta \in (0, 1)$ is the Restricted Isometry Constant (RIC).

The above theory highlights the importance of the transformation selection that will describe the image in a more sparse form. The intrinsic properties of the signals may not be suitably interpreted by all transformations, which makes sparsity not feasible. The transformation selection as the basis dictionary of the signal for different tasks is a topic that still concerns the research community. Ansari et al. [10] implemented a comparison between various transformations e.g. Wavelet, Curvelet, and Contourlet for denoising remote-sensed images contaminated with Gaussian noise. They concluded that Curvelet denoising preserves better the sharpness of the boundaries. Starck et al. [11] proposed Undecimated Wavelet Transform (UWT) where it is proven that overcomes the disadvantage of the discrete wavelet transform regarding its shift invariance property. Wang et al. [12] proposed Shearlet Transform (ST) in CS theory, which is a directional multiresolution transformation, providing higher PSNR in different sampling ratios than the Wavelet Transform (WT). The shifting of the input signal causes small changes to the transform coefficients, which results in a bad representation of edges and borders. Dragotti et al. [13] introduced Directionlets, which is a transformation that provides an efficient interpretation for the nonlinear approximation of images and compared to the WT provides better PSNR with similar complexity.

### 3 Moment Transform

Image moments are the coefficients of the Moment Transform (MT) that has achieved a significant contribution around signal processing in a variety of domains [14]. Their advantage arises from the robustness in describing an image with fewer coefficients than the actual size of the image, which is a characteristic that matches the CS and sparse representation theory. Among several moment types, the orthogonal moments include orthogonal polynomials as kernel functions, owing desirable properties
in both continuous and discrete coordinate spaces [15]. Due to the orthogonality property, image moments provide a more compact representation of an image and robustness to noise.

The first orthogonal moments were expressed in continuous space and it was Zernike, Pseudo-Zernike, Fourier-Mellin, Legendre and are used in many applications for feature description as Kadir et al. [16]. The disadvantage of continuous orthogonal moments is the approximation errors that arise for the reason of the coordinate normalization and space granulation procedures. To overcome this disadvantage discrete orthogonal moments have proposed where defined inside the discrete coordinate system of the image, with the Tchebichef [17], Krawtchouk [18], and dual Hahn [19] moments being the most representative discrete moment families. As a transformation image moments have been proposed in many applications from pattern recognition [20] and adversarial computer vision [21] to the interpretation of EEG signals for seizure classification [22] where the proposed method is proven the robustness of the moment transform in the presence of noise.

Tchebichef moments are robust to high noise levels and object description in comparison with other image orthogonal moments. The Tchebichef Moments (TMs) for an image with $N \times N$ pixels size are defined as:

$$T_{nm} = \frac{1}{\tilde{\rho}(n,N)} \tilde{\tau}_{n}(x) \tilde{\tau}_{m}(y) f(x, y). \quad (5)$$

In (5) the first term $\tilde{\rho}(n,K)$ corresponds to the normalized norm of the Tchebichef polynomials and the term $\tilde{\tau}_{n}(x)$ is the normalized Tchebichef polynomials defined as:

$$\tilde{\tau}_{n}(x) = \tau_{n}(i)/\beta(n,N), \quad (6)$$

with

$$\tau_{n}(i) = (1 - N)_{n} \frac{3 \Gamma_{2}(-n, -x, 1 + n; 1, 1 - N; 1)}{n ! \sum_{k=0}^{n} (-1)^{n-k} \binom{n-1-k}{n-k} \binom{n+k}{k}}, \quad (7)$$

and $\beta(n,N)$ is usually equal to $N^n$.

Krawtchouk moments [18] are another family of discrete orthogonal moments, characterized by their high local representation capabilities. The locality characteristic of Krawtchouk moments is controlled by the parameters $p_1$, $p_2$ and express the spread of the coefficient calculation in an image. The Krawtchouk moments (KMs) of order $n$ and repetition $m$ for a $N \times N$ pixels are computed with the following formula:

$$K_{nm} = \sum_{x=0}^{N-1} \sum_{y=0}^{N-1} \tilde{K}_{n}(x; p_1, N - 1) \tilde{K}_{m}(y; p_2, N - 1) f(x, y), \quad (8)$$

where $\tilde{K}_{m}$ are the weighted Krawtchouk polynomials defined in [18].

4 Compressive Sensing based on Moment Transform

As discussed above, image moments are robust to noise presence and describe the content of an image in a compact way. Based on the theory, there are two alternative
strategies for denoising: one is by compression, which is achieved through the transformation where in this occasion is the moment transform and the second is the optimal sparse representation of the signal through the transformation. The computed basis dictionary for Tchebichef and Krawtchouk moments, which are examined in this study can be expressed as:

$$\Phi_{nm} = [Poly_n]^T Poly_m,$$  \hspace{1cm} (9)

where $Poly_n$ and $Poly_m$ are the $n^{th}$ and $m^{th}$ order orthogonal polynomials of any moment family, respectively. According to (9) the basis dictionary of a specific moment family is extracted in order to be used in sparse coding or reconstruction algorithm to recover an image.

Next, the reconstruction process takes place through a sparse recovery algorithm from the family of greedy algorithms, which are faster than convex algorithms. These algorithms rely on an iterative approximation of the image coefficients, by obtaining an improved estimation of sparse representation of the image at each iteration that attempts to account for the mismatch to the measured data. The algorithm that is used in this work is the Orthogonal Matching Pursuit (OMP) [23], which is an improvement of the matching pursuit algorithm. It computes the inner product of the residue and the measurement matrix and then selects the index of the maximum correlation column, extracts this column in each iteration and adds it to the selected set of atoms. Then an orthogonal projection is performed over the subspace of previously selected atoms, which provides a new approximation vector used to update the residual. Since in the measurement matrix the columns are orthogonal there will be no column selected twice.

As presented in (2) there is an attempt to select the fewer columns of $D$ that participate in $y$. With OMP as a reconstruction algorithm, there are two steps that need to be fulfilled according to:

$$\lambda_t = arg \max_{j=1,2,...,N} |(r_{t-1}, \Psi_j)|,$$  \hspace{1cm} (10)

where $\lambda_t$ is the index that solves the above optimization problem, which consists of the terms $r$ and $\Psi$ which are the residual and the transformation basis, respectively. Next, a least squares problem is solved to obtain a new image estimation:

$$x_t = arg \min_x \|D_t x - y\|_2^2.$$  \hspace{1cm} (11)

Then a new approximation of data and the new residual are calculated:

$$a_t = D_t x_t, \hspace{1cm} r_t = y - a_t.$$  \hspace{1cm} (12)

The above are calculated for a number of iterations and terminates when a stopping criterion is met.

\section{Experiments}

In this paper, the denoising of five benchmark images Lena, Barbara, Baboon, Pirate, and Peppers, contaminated with Gaussian additive noise, using sparse coding with
OMP algorithm is applied, and Tchebichef, Krawtchouk, and DCT basis dictionaries are examined. The experiments are implemented in Python with the usage of Scikit-learn library and executed in a Ryzen 3700 CPU with 16GB RAM. Figures 1-3, depict the basis dictionaries for each transformation.

Fig. 1. Tchebichef basis dictionary
Fig. 2. Krawtchouk basis dictionary
Fig. 3. DCT basis dictionary

Next, the input images are described in overlapped patches of 12x12 pixels size in all image dimensions, in order to achieve a redundant structure between image information and noise presence. The selection of this patch dimension is calculated by the square root of image dimensions, which are 144x144. Such patches are presented as 144-dimensional vectors of gray-scale values. The DC value and the mean of the gray-scale values were subtracted from each vector as a preprocessing step. The result is a linear dependency between the components of the observed data and therefore the dimension of the data was reduced by one. The denoising results for each benchmark image and different noise ratios are presented in the following Table 1-5 and Fig. 4-8. It is worth noting that the PSNR (in dB) and SSIM indices are used to evaluate the quality of the denoised images. First the mathematical expression of PSNR is:
\[ \text{PSNR} = 10 \log_{10} \frac{N^2}{\sum_{i=0}^{N-1} \sum_{j=0}^{N-1} (x_{ij}^{(p)} - x_{ij}^{(0)})^2}. \] 

(13)

In (13) \( N \) is the maximum value of the pixel and the denominator is the reconstruction Mean Squared Error. The definition of SSIM is presented as:

\[ \text{SSIM}(x, y) = \frac{(2\mu_x \mu_y + c_1)(2\sigma_{xy} + c_2)}{(\mu_x^2 + \mu_y^2 + c_1)(\sigma_x^2 + \sigma_y^2 + c_2)}. \] 

(14)

In (14) \( x \) and \( y \) are the two images and \( \mu_x \) with \( \mu_y \) are the average of each image, \( \sigma_x^2 \) with \( \sigma_y^2 \) is the variance of each image, \( \sigma_{xy} \) is the covariance of the two images and finally \( c_1 \) and \( c_2 \) are two variables in order to stabilize the operation in the occasion that the denominator is weak.

Table 1. TMs, KMs, DCT denoising performance in Peppers.

| Noise Ratio | PSNR-TMs | PSNR-KMs | PSNR-DCT | SSIM-TMs | SSIM-KMs | SSIM-DCT |
|-------------|----------|----------|----------|----------|----------|----------|
| 0.1         | 27.27    | 27.02    | 26.92    | 0.91     | 0.88     | 0.91     |
| 0.2         | 24.35    | 25.36    | 23.96    | 0.78     | 0.79     | 0.78     |
| 0.3         | 22.32    | 23.54    | 21.81    | 0.67     | 0.69     | 0.66     |
| 0.4         | 20.16    | 21.48    | 19.64    | 0.57     | 0.58     | 0.56     |
| 0.5         | 18.21    | 19.52    | 17.98    | 0.48     | 0.49     | 0.47     |

Fig. 4. Selected coefficients on the left and SSIM on the right for TMs, KMs and DCT in Peppers.

Table 2. TMs, KMs, DCT denoising performance in Barbara.

| Noise Ratio | PSNR-TMs | PSNR-KMs | PSNR-DCT | SSIM-TMs | SSIM-KMs | SSIM-DCT |
|-------------|----------|----------|----------|----------|----------|----------|
| 0.1         | 27.69    | 26.51    | 27.96    | 0.88     | 0.85     | 0.88     |
| 0.2         | 26.19    | 25.47    | 26.36    | 0.81     | 0.79     | 0.81     |
| 0.3         | 24.26    | 23.82    | 24.29    | 0.72     | 0.71     | 0.72     |
| 0.4         | 21.68    | 21.84    | 21.71    | 0.61     | 0.62     | 0.62     |
| 0.5         | 20.38    | 20.13    | 19.86    | 0.54     | 0.53     | 0.53     |
Fig. 5. Selected coefficients on the left and SSIM on the right for TMs, KMs and DCT in Barbara.

Table 3. TMs, KMs, DCT denoising performance in Lena.

| Noise Ratio | PSNR- TMs | PSNR- KMs | PSNR-DCT | SSIM- TMs | SSIM- KMs | SSIM-DCT |
|-------------|-----------|-----------|----------|-----------|-----------|----------|
| 0.1         | 30.47     | 29.84     | 30.82    | 0.91      | 0.89      | 0.91     |
| 0.2         | 28.04     | 27.38     | 28.08    | 0.81      | 0.79      | 0.79     |
| 0.3         | 25.22     | 24.87     | 25.07    | 0.68      | 0.67      | 0.66     |
| 0.4         | 22.88     | 22.93     | 22.89    | 0.57      | 0.58      | 0.57     |
| 0.5         | 20.75     | 20.99     | 20.74    | 0.48      | 0.49      | 0.48     |

Fig. 6. Selected coefficients on the left and SSIM on the right for TMs, KMs and DCT in Lena.

Table 4. TMs, KMs, DCT denoising performance in Baboon.

| Noise Ratio | PSNR- TMs | PSNR- KMs | PSNR-DCT | SSIM- TMs | SSIM- KMs | SSIM-DCT |
|-------------|-----------|-----------|----------|-----------|-----------|----------|
| 0.1         | 24.89     | 24.23     | 24.84    | 0.79      | 0.76      | 0.79     |
| 0.2         | 24.03     | 23.47     | 23.96    | 0.73      | 0.71      | 0.73     |
| 0.3         | 22.74     | 22.42     | 22.63    | 0.65      | 0.65      | 0.65     |
| 0.4         | 21.33     | 21.55     | 21.21    | 0.57      | 0.56      | 0.57     |
| 0.5         | 19.98     | 19.89     | 19.88    | 0.51      | 0.49      | 0.51     |
Fig. 7. Selected coefficients on the left and SSIM on the right for TMs, KMs and DCT in Baboon.

Table 5. TMs, KMs, DCT denoising performance in Pirate.

| Noise ratio | PSNR-TMs | PSNR- KMs | PSNR-DCT | SSIM-TMs | SSIM- KMs | SSIM-DCT |
|-------------|----------|-----------|----------|----------|-----------|----------|
| 0.1         | 27.01    | 26.16     | 27.04    | 0.85     | 0.82      | 0.85     |
| 0.2         | 25.66    | 25.21     | 25.68    | 0.77     | 0.76      | 0.77     |
| 0.3         | 23.87    | 23.72     | 23.18    | 0.69     | 0.68      | 0.68     |
| 0.4         | 21.98    | 22.03     | 21.81    | 0.58     | 0.59      | 0.58     |
| 0.5         | 20.07    | 20.25     | 19.83    | 0.48     | 0.51      | 0.49     |

Fig. 8. Selected coefficients on the left and SSIM on the right for TMs, KMs and DCT in Pirate.

From the above results, it is concluded that moment transform in comparison with DCT is bringing more sparse results and almost equal PSNR and SSIM metrics. TMs and DCT perform almost equal for both PSNR and SSIM, in the case of Peppers, Baboon, and Pirate images, but TMs achieve more sparse results than DCT. Next in Barbara and Lena DCT achieves the highest PSNR in low noise ratios with small differences with TMs, where it takes the leading place for higher noise ratio than DCT, a conclusion that is confirmed in all cases. Same as previous in the last two cases TMs achieve more sparse results than DCT. Finally, an important notice is that TMs are more robust than DCT as the noise level increases.

Krawtchouk moments and DCT achieve the sparsest solutions in all cases. KMs are not achieved high scores in PSNR and SSIM like DCT in low noise ratio but we can
come to the conclusion that same with TMs for higher noise ratios KMs are bringing almost equal metrics with DCT and even better in some cases. Finally, it is important to mention that according to all figures, image moments in comparison with DCT are bringing better metrics for higher noise ratios and the sparsest solutions in all levels of noise for all benchmark images. In the following Fig. 9-13, the denoised images for the case of 20% noise ratio for all benchmark images are presented.

**Fig. 9. Peppers:** From left to right noisy image, DCT, TMs, and KMS denoised images.

**Fig. 10. Barbara:** From left to right noisy image, DCT, TMs, and KMS denoised images.

**Fig. 11. Lena:** From left to right noisy image, DCT, TMs, and KMS denoised images.

**Fig. 12. Baboon:** From left to right noisy image, DCT, TMs, and KMS denoised images.
Fig. 13. Pirate: From left to right noisy image, DCT, TMs, and KMS denoised images.

6 Conclusions

The previous study proved that moment transform based on Tchebichef and Krawtchouk families are bringing more sparse solutions than DCT with almost equal metrics. As a result, image moments are suitable for Compressive Sensing and sparse representation theory in denoising applications from the point of strong and convenient feature invariances. Based on the above conclusion the interest arises on what other problems of this theory can moment transform be applied from dictionary learning to other domains. Another conclusion is that other types of image moments could be applied like fractional or quaternion moments recently proposed in the literature.
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