Abstract

It is crucial to choose actions from an appropriate distribution while learning a sequential decision-making process in which a set of actions is expected given the states and previous reward. Yet, if there are more than two latent variables and every two variables have a covariance value, learning a known prior from data becomes challenging. Because when the data are big and diverse, many posterior estimate methods experience posterior collapse. In this paper, we propose the $\beta$-Multivariational Autoencoder ($\beta$MVAE) to learn a Multivariate Gaussian prior from video frames for use as part of a single object-tracking in form of a decision-making process. We present a novel formulation for object motion in videos with a set of dependent parameters to address a single object-tracking task. The true values of the motion parameters are obtained through data analysis on the training set. The parameters population is then assumed to have a Multivariate Gaussian distribution. The $\beta$MVAE is developed to learn this entangled prior $p = N(\mu, \Sigma)$ directly from frame patches where the output is the object masks of the frame patches. We devise a bottleneck to estimate the posterior’s parameters, i.e. $\mu', \Sigma'$. Via a new reparameterization trick, we learn the likelihood $p(\hat{x}|z)$ as the object mask of the input. Furthermore, we alter the neural network of $\beta$MVAE with the U-Net architecture and name the new network $\beta$Multivariational U-Net ($\beta$MVUnet). Our networks are trained from scratch via over 85k video frames for 24 ($\beta$MVUnet) and 78 ($\beta$MVAE) million steps. We show that $\beta$MVUnet enhances both posterior estimation and segmentation functioning over the test set. Our code and the trained networks are publicly released.
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1 Introduction

Building a successful pipeline for a machine learning method is highly dependent on the data representation. Consequently, designing a precise feature extraction technique has an impact on the method’s performance. As a popular trend, training a distributed, invariant, and dis-entanglement representation has led researchers to develop AI models involving a set of independent variables [1]. Representation learning is aimed to facilitate the feature extraction [1], while providing such a distributed independent setting for real-world problems is not always the case [2]. For instance, learning to predict the continuous control parameters in dynamic models has been built on a Multivariate Gaussian Distribution (MGD) where the covariance matrix is diagonal [3]. However, authors in [4] challenged the independence assumption of these models by using an autoregressive dynamic model for policy evaluation and optimization. Deep neural networks are capable of predicting posteriors in three forms including Variational Auto-Encoders (VAEs) [5], [6], deep Auto-Regressive (AR) methods [7], and deep generative networks with Normalizing Flows (NF) [8], [9]. These likelihood-based generative models are aimed to use an encoder to learn a posterior distribution, when a decoder is expected to re-generate input data. In AR models and methods with NFs, a set of inevitable transformations is applied to map a simple distribution into a complex one. The sequential inherent of these methods slow
The general idea of our tracking method contains an encoder to place the variables into an appropriate multivariate Gaussian space where $\phi$ is the preprocessor to crop the video frames appropriately. This paper focuses on developing and training the encoder with the bottleneck. Once we have learned the action space, i.e. latent space, we use these multivariational inferences to form the MDP states and estimate the tracking parameters based on them.

Following an investigation to develop an object tracker via Reinforcement Learning techniques (RL) [14], we reach a gap between the RL algorithms and our object tracking modelling. In RL-based trackers [15] [16] [17], the tracking task is primarily formulated by a Markov Decision Process (MDP) in which states are video frames usually used to predict the MDP’s actions, i.e. tracking parameters. However, estimating the actions directly from the video frames is not a sensible idea. Because the tracking parameters always have a different distribution from the video patches. Therefore, we proposed $\beta$MVAE to learn the tracking parameters distribution from the video patches. As indicated in Figure 1, we will develop our tracking method such that the continuous parameters are sampled from a posterior with a non-diagonal covariance matrix estimated by the raw pixels. The two essential steps of this work contain learning to estimate the posterior from pixels and the object mask prediction by the decoder.

In our method, we first formulate the object’s motion across video frames by a geometrical transformation to calculate the next object bounding box from the current one. Then, we propose the $\beta$-Multi-Variational AutoEncoder ($\beta$MVAE) to learn the representation of the moving object segmentation where the bottleneck obeys an explicit prior, i.e. an MGD with a full covariance matrix. Our desired latent space has five variables $V = \{v_1, v_2, v_3, v_4, v_5\}$, and these correlated parameters should be chosen to address the object tracking task. This entangled space contains two scale parameters, one rotation parameter, and two translation parameters relating to the object’s motion across frames, respectively. This prior $p = N(\mu, \Sigma)$ is obtained after analysing the training set’s data using our proposed tracking modelling. Following that, we assume an MGD over the true values of the parameters, where $\mu$ is the 5-element mean vector corresponding to the latent variables $V$ and $\Sigma$ is its $5 \times 5$ covariance matrix. Given this prior, we created $\beta$MVAE to predict the posterior from video frames by the encoder while the segmentation map is estimated by the decoder. Our contributions are summarised as follows:

1. We formulate a novel dynamic to model the single object’s motion across video frames.
2. The $\beta$Multi-Variational Auto-Encoder ($\beta$MVAE) is developed to learn a multivariate Gaussian distribution with full covariance matrix from raw pixels in addition to the object mask of the frame patches.
3. A novel trick is introduced for the bottleneck reparameterization to map a set of the prior samples to the posterior’s parameters to add the randomness in the proposed structure.

4. The bottleneck is directly trained by computing Kullback–Leibler (KL) divergence between the prior and the estimated posterior instead of learning the expectation of the lower bound.

5. We change the neural network architecture of auto-encoder to a U-Net in our proposed method. The outcomes of posterior estimation and segmentation mask creation is enhanced by the new architecture.

In the following sections, we review the background of posterior estimation methods, and motion modelling in videos in Section 2. Next, we present our problem statement containing the motion modelling, bottleneck structure, reparameterization trick and the training procedure in Section 3. The proposed method is described in Section 4. Finally, the experimental results demonstrate the efficiency of our method in Section 5.

2 Related Works

2.1 Variational autoencoders

The VAE models [18], [19] strive to predict the conditional densities of the latent variable(s). The essential notion behind these models is to assume a target prior, and then, to estimate the closest approximation to the target likelihood. Considering independent latent variables, the disentanglement representation methods are developed to predict mean-field family of densities where the target distribution is explainable with fully factorized densities [20]. However, hierarchies between variables are also considered in some cases such as [21], [22], and [23] where the latent variables are discrete. Discrete Variational Auto-Encoders (DVAE++) [22] is also proposed for a mixture of two overlapping distributions with a new variational bound to train Boltzmann machine priors. DVAE++ is developed to learn the priors for discrete variables with a continuous relaxation hierarchy. Another attempt for posterior approximation is Undirected Graphical Models (UGM) [23] to learn the undirected approximate posteriors with Markov Chain Monte Carlo updates. With UGM, a latent space of discrete variables is trained with the restricted Boltzmann machine parameters. As an example, the UGM is also trained on a multivariate Gaussian distribution where the mean vector is \( \mu = [1, 1] \) and the covariance matrix is \( \Sigma = \begin{bmatrix} 1 & 0.9 \\ 0.9 & 1.1 \end{bmatrix} \) for two discrete variables. Although the UGM is tested using a multivariate distribution, its approach is completely different from \( \beta \)MVAE. It has been examined only on two discrete variables where the covariance of the data is positive. Hierarchical Variational Models (HVM) [21] expanded the idea of VAE for mean-field posteriors to hierarchical posteriors. In mean-field families, the latent variables are independent from each other, while in hierarchical models, the target prior presents an arbitrary structure for the dependencies of the latent variables. The HVM contains two components including the variational likelihood representing the dependencies and the prior as the target posterior. In contrast, our method is trained for learning an MGD where the mean vector and covariance matrix are obtained after data analysis for our vision task. The \( \beta \)MVAE works for continuous latent variables with the arbitrary covariances. Furthermore, we succeeded in achieving the results with calculating the KL divergence instead of the expectation of the lower bound for network optimization.

Locatello et al. [24] discussed that learning meaningful features via VAEs requires supervision to some extent. Following this claim, the DIVA method [11] employed supervision in terms of domain and class labels. In \( \beta \)MVAE, we use supervision including class labels, segmentation mask and the prior during the training.
2.2 Normalizing flows

Normalizing Flows (NFs) [25, 26] are proposed to convert a sample of a simple distribution to a sample of a complex distribution over a set of invertible transformations. Because in deep learning algorithms, the invertibility is essential to compute the back propagation. The Planar, and Radial flows [26] are introduced for posterior estimation and evaluated in a group of 2D densities. Similar to other methods, these approaches are trained and tested on image dataset such as MNIST and CIFAR-10 which are easier data to deal with than video datasets. Using bijective transformation, the real-valued non-volume preserving (RealNVP) [25] is proposed to predict the posterior. The RealNVP is tested over images datasets with resolutions $32 \times 32$ and $64 \times 64$ which is simpler cases in compared to our dataset, i.e. video sequences with frame patches $256 \times 256$. Moreover, all of these methods mainly focused on one to two variables with fully factorized distributions. The inverse Autoregressive Flow (IAF) [27] is suggested to predict the variational Inference for high dimensional latent space by considering even variable dependencies via an autoregressive approach. In experiments, the proposed scenario of IAF is evaluated in a simplified case of a MGD using simple datasets such as MNIST and CIFAR-10.

2.3 Motion modelling in videos

Several scenarios are proposed in the literature to model single moving object in video frames. Some methods follow Kalman filters theory [28] developed based on physical laws related to the target’s motion in order to predict the location of the moving target in the next frame in a video. Some other methods employed optical flow [29, 30, 31, 32] to find the moving objects. The optical flow methods are established on the assumption of the brightness constancy constraint which states that the brightness of key points in two adjacent frames is the same. Other methods model the object’s motion with sequential decision making [16] which describes the object’s motion in two frames with discrete parameters [16], [33], [34], or continuous parameters [35], [15], and in some cases both types [36], [37]. The continuous parameters provide smoother steps for the object’s motion modelling and because of this fact, our proposed method is developed to train an encoder for a sequential decision-making method with continuous parameters describing the object’s motion in video frames.

2.4 Saliency detection

Segmenting the foreground object from the background is extensively studied by classical approaches [38] to neural network based models [39, 40, 41]. Saliency detection is also proposed for videos [42] by taking temporal information into account rather than visual image cues. Although our method does not rely on temporal information in forming the segmentation maps, the saliency maps are generated for each input by processing spatial features.

3 Preliminaries

Given input data $x$, conventional $\beta$VAE [43] is aimed to train an encoder $q_\phi(z|x)$ for the variational inference(s) $z$ approximation which lies in the latent space and a decoder $p_\theta(x|z)$ to estimate the likelihood of input data $x$ from $z$. To encourage the network to learn a better representation, the coefficient $\beta$ multiplies the $D_{KL}$ term in the loss function as follows:

$$L_{\beta\text{VAE}} = -E_{q_\phi(z|x)} \left[ \log p_\theta(x|z) \right] + \beta D_{KL}(q_\phi(z|x)||p(z))$$  (1)
Figure 2: Overview of our proposed method, in which video frames are encoded into a sample set of the posterior, while the decoder is expected to estimate the object binary mask using the multivariational inferences.

Since our network is expected to learn the segmentation mask $\hat{x}$, the likelihood is rewritten as $p_\theta(\hat{x}|z)$. Moreover, the reconstruction loss is named construction loss in our setting. It compares the estimated segmentation mask $\hat{x}$ with the true annotation $gt$ of the frame patch. The loss function of $\beta$MVAE is calculated as follows:

$$L_{\beta\text{MVAE}} = L_{\text{cons}}(\hat{x}, gt) + \beta L_{KL}$$

where $L_{KL} = D_{KL}(q_\phi(z|x)||p(z))$ is directly computed by creating two MGDs for the estimated posterior and the prior. Also, the $L_{\text{cons}}$ is defined as:

$$L_{\text{cons}}(\hat{x}, gt) = L_{\text{ce}}(\hat{x}, gt) + L_{\text{J}}(\hat{x}, gt)$$

where $x'$ is the decoder's output, $gt$ is the annotation, $L_{\text{ce}}(\hat{x}, gt)$ is the cross entropy loss and $L_{\text{J}}(\hat{x}', gt) = 1 - J(\hat{x}', gt)$ is the Jaccard index loss. For cross entropy, we first calculate the weight of each class in the frame patch and then, compute the multi-class cross entropy. Also, the Jaccard index loss is added to boost the segmentation ability of the network.

### 4 Proposed Method

We propose a novel formulation to model the object’s motion across frames in videos. According to our formulation, the single moving object is transformed geometrically at each time step in the frame plane. By performing a data analysis, we obtained true values for each parameter in our motion model over the training set. Then, we assigned a MGD to our data population of the motion parameters. The $\beta$MVAE is developed to learn this MGD as the latent space, while the decoder is able to construct the segmentation mask, see Figure 2.

In this section, we first describe our motion model for the single moving object in videos. Next, we explain the bottleneck structure and posterior’s estimation per input batch. Then, we introduce a new reparameterization trick to strengthen the encoder so as to predict the posterior.
Figure 3: Let us consider two successive frames $rbboxs$. One can see that the $rbbox$ at time step $t+1$ is the transformed $rbbox$ at time step $t$, (a) (top) frame patch at time step $t$, and (bottom) frame patch at time step $t+1$, (b) (top) binary mask with $rbbox$ at time step $t$, (bottom) binary mask with $rbbox$ at time step $t+1$. On right, two $rbboxs$ are shown in the frame as the foregrounds.

Subsequently, we explain the training procedure details and finally, the $\beta$MVUnet is proposed to assist our method in learning the segmentation masks.

4.1 Single moving object model in video sequence

In our method, the mask is used to compute the rotated bounding box ($rbbox$) in each time step. Then, we employ the ($rbbox$s) to describe the moving object characteristics in the frame as $rbbox = ([x,y],[w,h],\alpha)$ representing the center position, size and angle of the $rbbox$.

The underlying assumption of our method is that any motion of $rbboxs$ between two successive frames is decipherable by three geometric transformations: translation, counterclockwise rotation, and scale. Figure 3 illustrates this idea for two consecutive frames. The object’s position in the next frame $[x',y']$ can be calculated by transforming the current position $[x,y]$ as:

$$
\begin{bmatrix}
  x' \\
  y' \\
  1
\end{bmatrix} = G_t \times 
\begin{bmatrix}
  x \\
  y \\
  1
\end{bmatrix}
$$

(4)

where $G_t$ is:

$$
G_t = 
\begin{bmatrix}
  \Delta s_x \times \cos\theta & -\Delta s_y \times \sin\theta & \Delta x \\
  \Delta s_x \times \sin\theta & \Delta s_y \times \cos\theta & \Delta y \\
  0 & 0 & 1
\end{bmatrix}
$$

(5)

The key idea of our tracking system is predicting $G_t$ at time step $t$ by processing the video frames. According to Equation 5, we need to predict five motion parameters $[\Delta s_x, \Delta s_y, \theta, \Delta x, \Delta y]$ to predict the $G_t$ at each time step $t$. The translation parameters are normalized regarding the frame dimensions as $\Delta x = t_x/w_I$ and $\Delta y = t_y/h_I$ where $w_I, h_I, t_x$ and $t_y$ are respectively the width of the frame, height of the frame, and raw translation values in $x$ axis, and $y$ axis. Furthermore, for every two successive frames, there is one unique $G_t$ to transform the $rbbox$ from the current step to the next one. The proof of $G_t$ uniqueness is available in the Appendix.
Figure 4: The parameters of the posterior, $\mu'$ and $\Sigma'$, computed by two fully-connected layers following the encoder’s output. The mean vector and co-variance matrix are calculated by assigning every 50 neurons to one variable. The reparameterization trick adds random samples of prior to the bottleneck. If the bottleneck $z$ is cropped in the axis of the batch size $B$ (the dashed line), a sample set is created containing $B$ groups of variational inferences, each one containing 50 rows of 5-element samples representing the encoder’s posterior.

4.2 Bottleneck structure and distribution

For each batch of the frame patches, the $\beta$MVAE’s encoder infers two sets of outputs, one to generate the mean vector $\mu'$ and the other for the covariance matrix $\Sigma'$ estimation. These outputs are derived from two fully connected layers following the encoder’s output. In the bottleneck, we aim to learn a sample of data representing the covariance matrix and the mean vector, depicted in Figure 4. The fully connected layer $\mu'$ is divided into five parts of 10 neurons, as it is illustrated in Figure 4. For a data batch of the size of $(B \times 256 \times 256 \times 3)$, the mean vector is constructed by obtaining the average of five parts of $\mu'$. Unlike the mean vector, the covariance matrix is not estimated element by element due to the difficulty of holding a covariance matrix properties, i.e. forming a symmetric and semi-definite matrix. Therefore, a data population is employed to reproduce the covariance matrix of the input data. The fully-connected layer $\Sigma'$ is partitioned into five parts of 10 neurons, as in the first step of the mean vector generation. Next, the norm of each part is computed in the axis of the batch, which results in five vectors of length $1 \times 10$. Subsequently, we estimated the covariance matrix of these five samples. In this way, the consequent covariance matrix is a symmetric and semi-definite matrix. As illustrated in Figure 4, the bottleneck $z$ contains $B$ sets of variational inferences of size $5 \times 10$ where $B$ is the batch size, 5 represents the number of variables in the prior, and 10 is the number of samples to create the posterior which is close to the prior in terms of KL divergence.
Table 1: Lower Bound (LB) and Upper Bound (UB) of the latent distributions. These numbers are rounded floating points.

| variables | $N(\mu, \sigma)$  | LB($\mu - \sigma$) | UB($\mu + \sigma$) |
|-----------|--------------------|---------------------|---------------------|
| $v_1$     | $N(1.06, 0.52)$    | 0.55                | 1.59                |
| $v_2$     | $N(1.06, 0.54)$    | 0.53                | 1.61                |
| $v_3$     | $N(0, 0.43)$       | -0.43               | 0.43                |
| $v_4$     | $N(0.07, 0.34)$    | -0.27               | 0.41                |
| $v_5$     | $N(0.08, 0.74)$    | -0.66               | 0.82                |

4.3 Reparameterization trick

In traditional VAEs, the decoder is expected to sample from the true posterior $z \sim p(z|x)$. The reparameterization trick is applied to maintain the VAEs stochastically. In other words, it adds randomness in the VAEs by first sampling from a noise distribution $\epsilon \sim N(0, 1)$. After that, the VAEs reparameterize this sample using the estimated posterior $q(z|x) = N(\mu, \sigma)$ by $z = \mu + \sigma \epsilon$. In our proposed method, we suggest a similar technique to reparameterize the random prior samples using the estimated posterior $N(\mu', \Sigma')$. In this way, the randomness comes from the prior that the bottleneck is expected to learn. Then, we linearly transform the random samples into the data distribution. To ease this process, we assumed that the prior contains five independent normal distributions, as shown in Table 1, which indicates the priors of the latent variables. The covariance between variables are left for the networks to learn from the KL divergence term in the loss function. For each distribution, the upper and lower bounds are computed as $\mu + \sigma$ and $\mu - \sigma$. As described in Subsection 4.2, the parameters of the posterior is calculated as the mean vector $\mu'$ and the covariance matrix $\Sigma'$. Using the diagonal elements of $\Sigma'$, the variable’s variances $\sigma'_i$s are computed in this step. Then, we obtain the coefficients of the linear transformation to map the prior samples $p$ to the encoder’s posterior characteristics.

$z_i = a_i \epsilon_i + b_i$ (6)

where $z_i$ is forming the $i$-th part of our latent set of samples $z$. Given a sample from the prior $\epsilon \sim N(\mu, \Sigma)$ of size $B \times 50$, we first divide it into five parts of 10 neurons. Then, for part $i$, the transformation in Equation 6 is applied to force the random samples to have the encoder’s posterior characteristics.

4.4 Training procedure

Drawing a random batch $x_{\text{batch}}$ from the training set $x_{\text{train}}$, the training procedure of the $\beta$MVAE, Algorithm 1, is started by feeding $x_{\text{batch}}$ to the encoder $q(z|x)$. Next, the mean and covariance of the posterior are calculated as $\mu'$ and $\Sigma'$ by two fully connected layers. The posterior of $\beta$MVAE is estimated as $q = N(\mu', \Sigma')$. Here, the KL divergence loss is computed as $L_{\text{KL}} = D_{KL}(p || q)$ between the prior and the predicted posterior. Next, the multivariate
Algorithm 1: Training βMVAE for estimating the posterior and binary object mask

Data:
q(z|x): encoder network
p(ẑ|z): decoder network
X_{train}: training dataset
FC1: mean layer µ′
FC2: covariance layer Σ′
p = N(µ, Σ): prior

Result:
z: multivariational inferences
ẑ_{batch}: segmentation mask

while not converged do
X_{batch} ← sample a batch from X_{train}
ε ← sample from the prior N(µ, Σ)
µ′ ← FC1(q(z|X_{batch}))
Σ′ ← FC2(q(z|X_{batch}))
σ_i ← i^{th} element of the diagonal of Σ'
σ_i ← from Table 1
for i = 1,...,5 do
a_i ← σ_i^2
b_i ← µ′_i − µ_i × σ_i
ε_i ← select i^{th} part of ε
z_i ← a_iε_i + b_i, Eq. 6
end
q ← compute the posterior N(µ′, Σ′)
L_{kl} ← D_\text{KL}(p||q)
ẑ_{batch} ← p(ẑ_{batch}|z)
evaluate L_{\text{cons}}, Eq. 3
Update networks by L_{βMVAE} (Eq. 2)
end

inferences z are created using our new reparametrization trick and fed to the decoder to predict the segmentation map of the frame patch. The network’s parameters are updated after one feed-forward pass using the loss function. The backbone of βMVAE for the encoder and the decoder is ResNet18 [44], while the mean and covariance values are computed by two fully connected layers. We employ Leaky ReLU as the activation function in all layers of βMVAE’s encoder and decoder. The training set is prepared and preprocessed using the YouTube-VOS dataset [45] as explained in detail in Appendix.

Our dataset consists of 3471 video sequences split into 80% and 20% as the training and validation sets. In total, we trained our network with 68131 frames as the training set and 17028 frames as the validation set. The learning is performed with a single GPU RTX 3090 for 920 epochs in 24 days, while the validation is performed every 20 epochs. The batch size is fixed at 32. The optimization was conducted via RAdam [46] scheduled according to the cyclical learning rate policy [47] between 5e^{-5} and 1e^{-4}. The coefficient β in Equation 2 is set to β = 5 similar to the βVAE [43] experiment for 3D chairs. Choosing β > 1 helps the network to learn the posterior more efficiently [43]. During the training, the KL divergence term fluctuated, especially when
Table 2: $\beta$MVAE and $\beta$MVUnet network characteristics. The outc is the output layer that maps encoder results into 66 classes. The ResNet18† is the ResNet18 architecture plus one extra convolutional layer. Linear refers to the fully connected layer without activation function which means linear mapping.

| Network  | Name   | Type    | Parameters |
|----------|--------|---------|------------|
| $\beta$MVAE | encoder | ResNet18 | 11.2 M |
|          | decoder | ResNet18 | 8.6 M |
|          | outc    | OutConv | 5.8 K |
|          | $\mu'$  | Linear  | 128 K |
|          | $\Sigma'$ | Linear | 128 K |
| $\beta$MVUnet | encoder | ResNet18† | 286.84 M |
|          | decoder | ResNet18† | 28.05 M |
|          | outc    | OutConv | 4.4 K |
|          | $\mu'$  | Linear  | 256 K |
|          | $\Sigma'$ | Linear | 256 K |

the construction loss $L_{cons}$ began to decrease. Further details concerning the training phase are discussed in the appendix.

4.5 $\beta$Multi-Variational U-Net

Now that our method is primarily developed via an auto-encoder network, we apply this approach in another neural network architecture. Since predicting a segmentation mask directly from multivariational inferences is a complicated task for the decoder, we connect the corresponding layers of the encoder to the decoder to build a U-Net. The structure of U-Net is widely employed for the segmentation task in previous works [48], [49], [50]. Moreover, a new convolutional layer is connected to the encoder and the decoder to increase the trainable parameters. The higher number of the trainable parameters facilitates the complex tasks learning for the network. After applying these modifications, the encoder and the decoder each have four main convolutional layers. We named this new network $\beta$MultiVariational UNet ($\beta$MVUnet) trained the same way as $\beta$MVAE, Equation 2, following the algorithm steps of Algorithm 1. Moreover, the other settings, such as learning rate scheduler, batch size and $\beta$ are unchanged. Table 2 presents characteristics of the $\beta$MVAE and $\beta$MVUnet networks. The $\beta$MVUnet has 277M trainable parameters overall compared to the number of trainable parameters, 20M, for $\beta$MVAE. Although the network parameters and sizes are increased in the new neural network, the obtained segmentation masks appear to be closer to the annotated ground-truth (see Figure 5). Further information and assessments are discussed in Section 5 and Appendix.

5 Results

5.1 Posterior and log-likelihood evaluation

Dataset & Metrics. The DAVIS16 [51] is used to assess the networks for posterior and likelihood estimation as the test set. It contains 50 video sequences with pixel-annotated masks. The
Figure 5: The qualitative effect of the skipping connections and one extra convolution layer on the performance. a) frame, b) annotation, c) βMVAE, d) βMVUnet.

Table 3: The Mahalanobis distance (\(D_{Mah}\)), Negative Log-Likelihood (\(NLL\)) and Mean Square Error (\(MSE\)) obtained over our training set, validation set (sequences of YouTubeVOS dataset), and test set (DAVIS16 [51]) to assess the encoder and decoder performance in estimating the posterior and likelihood.

| Method    | Data          | \(D_{Mah}\) | NLL    | MSE    |
|-----------|---------------|--------------|--------|--------|
| βMVAE     | training set  | 0.10         | 4.21   | 0.71   |
|           | validation set| 0.05         | 5.32   | 0.64   |
|           | test set      | 0.06         | -      | 0.65   |
| βMVUnet   | training set  | \(1.05 \times e^{-6}\) | 1.98   | 0.30   |
|           | validation set| \(1.22 \times e^{-6}\) | 2.71   | 0.30   |
|           | test set      | \(0.47 \times e^{-6}\) | -      | 0.24   |

Mahalanobis distance, which computes the probability distribution distances, is used as a metric to compute the closeness of the prior and the posterior as follows:

\[
D_{Mah} = (\mu - \mu') \times \left( \frac{\Sigma + \Sigma'}{2} \right)^{-1} \times (\mu - \mu')
\]

where \(N(\mu, \Sigma)\) and \(N(\mu', \Sigma')\) are the prior and the posterior, respectively. The Negative Log-Likelihood (\(NLL\)) and Mean Square Error (\(MSE\)) evaluate the estimated masks by the networks.

**Evaluation.** As shown in Table 3, we calculated the Mahalanobis distance across the training, validation, and test sets. The computed distances show the ability of our networks to mimic the prior using different datasets. The \(NLL\) and \(MSE\) scores, on the other hand, evaluate network generalisation and overall error in segmentation masks. The \(NLL\), as explained by the authors of VQ-VAE2 [52], is also a criterion for validating the overfitting problem in training. Because learning object segmentation for a large dataset is a difficult task, the difference in \(NLLs\) between the training and validation sets, which is approximately 0.7, is a reasonable value. The realisation that our encoder and decoder did not overfit for the βMVUnet method is reflected in
the fact that the MSEs for both training and validation sets were the same.

In addition to the larger MSE, we obtained a greater distance between the prior and the posterior for $\beta$MVAE. This result is also realistic because the architectural difference influences the outcomes. In terms of size and parameters, the $\beta$MVUnet is larger. It is also aided by the skipped connections. These characteristics improve network performance. Similarly, the NLL of the $\beta$MVUnet is lower than that of the $\beta$MAVE. The presence of NLLs in the training and validation sets indicates that the encoder and decoder are not overfitted for $\beta$MAVE. We conducted an experiment to add the Planar, Radial [26], and RealNVP flows [25] at the bottleneck of our networks and learn the fully factorised version of our prior in order to compare our networks with the literature in terms of posterior estimation task. However, we encountered posterior collapse [10] over our training data. The massive data handled in our approach, we believe, is the underlying cause of these methods failing. The IAF method [27] was also investigated and found to have the same problem, namely posterior collapse.

5.2 Video object segmentation

**Dataset & Metrics.** We assessed the performance of our proposed networks in segmentation task using DAVIS16 dataset. Following the DAVIS16 protocol, the region similarity (Jaccard index $J$) and contour similarity $F$ are employed as the metrics.

**Evaluation.** As is explained earlier, our method applies a preprocessing step on the frames to create frame patches and feed them to the networks. Subsequently, we have to resize and replace the output of the network in a zero mask to obtain the binary object mask. Another aspect of our segmentation performance concerns the role of the stochastic feature of the bottleneck. By tiling one single image in batch size 32, we formed an appropriate size of the input for our networks. Subsequently, we have 32 different binary masks which are not exactly the same due to random sampling in the bottleneck. In Figure 6, several resulting masks for one single frame patch are shown according to their layer number $N$ in the batch. The best mask is the one which has the greatest region similarity with the annotation among the 32 estimated maps. For the $\beta$MVUnet network, the computed maps are more alike than for $\beta$MVAE. This demonstrates the impact of skipping connections from the encoder layers to the decoder that diminish the stochastic role of the bottleneck in the $\beta$MVUnet decoder’s outcome.

Figure 7 exemplifies several masks generated by our networks in comparison to the annotations added to the training, validation and test set. For some classes such as people, the
Figure 7: Video segmentation for several frames of training (YouTube-VOS), validation (YouTube-VOS), and test (DAVIS16) sets. a) input frame, b) annotation, c) $\beta$MVAE result, d) $\beta$MVUnet output.

Segmentation maps of the $\beta$MVUnet represent more accurate masks (e.g. first column in the training, validation and test sets, eighth column in the training and validation set). For large objects, the $\beta$MVAE functions better such as for vehicles (e.g. second column in the test set). Broadly, we can state that $\beta$MVUnet constitutes binary masks with more precise boundaries than $\beta$MVAE. This observation is confirmed with the computed metrics, as indicated in Table 4. The contour similarity $\mathcal{F}$ over DAVIS16 is 0.43 for $\beta$MVUnet, while this metric is 0.18 for $\beta$MVAE network. This emphasizes that the $\beta$MVUnet elaborates the binary masks with fastidious boundaries in comparison to the $\beta$MVAE network. Moreover, our networks is trained to learn two different tasks simultaneously. Therefore, the segmentation performance of our method
Table 4: Object segmentation performance on the DAVIS16 dataset [51] in terms of region similarity $J$ and contour similarity $F$. The ResNet18$^\dagger$ is the ResNet18 architecture plus the one extra convolutional layer and OF is Optical Flow.

| Methods         | Backbone  | OF | $J \& F$ | $J \uparrow$ | $F \uparrow$ |
|-----------------|-----------|----|----------|--------------|--------------|
| SegFlow [31]    | ResNet101 | ✓  | 67       | 67.4         | 66.7         |
| SAGE [32]       | -         | ✓  | 40.4     | 42.6         | 38.3         |
| $\beta$MVAE     | ResNet18  | ×  | 28.3     | 38.4         | 18.3         |
| $\beta$MVUnet   | ResNet18$^\dagger$ | × | 41.6     | 40.4         | 42.9         |

is fair to evaluate with similar methods trained for multi-tasks, without using temporal information, without using memory, and processed in one single scale. The SAGE [32] method satisfies the last three conditions, while it does not develop based on deep neural networks. Based solely on a single frame patch, we constructed the segmentation masks from the neural network with a quality almost equal to that of the SAGE [32] method (see Table 4). For the methods only trained for the video object segmentation, e.g. by SegFlow [31], higher numbers are reported for $F$ and $J$. This method employed a two-branches network, including ResNet101 which is a larger network than ours (ResNet18). Also, SegFlow used the optical flows to perform video object segmentation.

We also illustrate our network’s performance across frame to visualize the time consistency in object mask estimation, see Figure 8. For four video sequences of the Davis16 dataset, the binary mask estimated by $\beta$MVUnet is indicated. Despite the cluttered background, different human poses (such as dancing in second sequence, walking in the third sequence, and rollerblading in the last sequence) the moving object is detected. The video frames are selected from diverse object categories including human, animal, and objects.

5.3 Saliency detection

Dataset & Metric. The SED2 [53] and ECSSD [54] datasets are employed for saliency detection assessments in terms of MAE and F-measure metrics. These datasets contain 100 images in SED2 and 1000 images in ECSSD and their corresponding annotations. The images of SED2 contain two salient objects to assess the ability of object recognition where the salient object is not unique in the images and not localized at the center. The ECSSD feature is the cluttered backgrounds. We computed the Mean Square Error (MSE) and F-measure. For F-measure, the coefficient is 0.3, similar to what is suggested in the literature.

Evaluation. Delivering the probabilistic map per class instead of the segmentation map, we compute the saliency maps. Since our networks process patches of a size of $256 \times 256$, the image dimension is reduced to obtain the results. Then, the output is resized in the real size of the image. This results in blurry boundaries and some cases, details are lost. Similar to the previous experiment, we obtain the best mask per input but instead of the mask, the probabilistic map corresponding to the best mask is reported as the output.

In Figure 9, we show the saliency map generated by $\beta$MVAE and $\beta$MVUnet for saliency detection datasets. Although we trained our network with object-centred images, $\beta$MVUnet detects both objects of SED2. From animals to unknown objects, $\beta$MVUnet segments the salient object in different backgrounds (columns 2 and 4 in Figure 9). Table 5 compares the saliency detection ability of our method with that of several other methods. The 3Graph [55] processed
Figure 8: Several sequences of DAVIS16 dataset to indicate the binary mask for successive time steps (Left to right). a) frame, b) annotation, c) βMVUnet.

spatial features of the images to create three graphs based on the contrast values of the pixels. We obtain better scores compared to 3Graphs. However, for the other method DeepSal [39], both metrics are better. The DeepSal [39] employed the pre-trained VGG16 network to perform multi-task learning including the saliency detection task. DeepSal also has a refinement branch
Table 5: Saliency detection results over the ECSSD dataset in terms of Mean Absolute Error (MAE) and F-Measure (FM). The ResNet18† is the ResNet18 architecture plus one extra convolutional layer.

| Methods            | Backbone | MAE ↓ | FM ↑ |
|--------------------|----------|-------|------|
| 3Graphs [55]       | -        | 0.20  | 0.42 |
| DeepSal [39]       | VGG16    | 0.16  | 0.75 |
| βMVAE(ours)        | ResNet18 | 0.20  | 0.39 |
| βMVUnet(ours)      | ResNet18†| 0.19  | 0.50 |

containing a regularized regression that works on a superpixel graph of the image. Specially trained for the task, greater size for the network and refinement branch are the main reasons for the DeepSal to outperform our networks.

Figure 9: The visualized probabilistic maps as saliency maps for SED2 and ECSSD datasets. a)Input Image, b)Annotation, c)βMVAE map, d)β MVUnet map.
6 Conclusion and Future works

Entangled representation is the task of learning the relations between the variables. It is an essential task in computer vision to model asymmetric systems and notions of real-world problems. We proposed an asymmetric idea to model a single object’s motion across video frames. Data analysis on our motion parameters represented a multivariate Gaussian distribution over parameters. We formulated βMVAE to learn this distribution plus the segmentation mask of the moving object. We demonstrated that our proposed method properly learns the KL divergence of the estimated posterior and the prior. The decoder of βMVAE estimates the binary mask of the object in the input frame. The latent variables in our setting correspond to a set of tracking parameters derived from our scenario of motion modelling in the video frames. These variables are dependent on each other and describe the single object’s motion. Their relation is formulated as a multi-variate Gaussian distribution by a mean vector and a covariance matrix.

Our proposed βMVAE succeeded in learning the non-diagonal full covariance matrix in addition to the segmentation features of the moving object. We also improved the results using a UNet structure trained using our approach. The second network, βMVUnet surpassed the βMVAE in both posterior estimation and segmentation mask creation.

We aim to extend our work into a single object tracking method. We are going to include a specific network to the current βMVUnet to predict the motion parameters of the moving object in the video frames. As we plan to learn the tracking task with the soft actor-critic algorithm, we proposed βMVAE to introduce into our approach of learning an MGD from a mean vector and covariance matrix. Predicting the covariance matrix is vital to precisely mapping video patches into the latent space where each dimension is related to one parameter of the tracking system. The relation of every two variables is deciphered with the covariance values. The next step of our research is to modify the SAC algorithm to learn the tracking task while the action set (tracking parameters) is selected from our target latent space.

7 Acknowledgements

The National Sciences and Engineering Research Council of Canada (NSERC) provided funding for this research through a Discovery Grant (RGPIN-2016-05876). Also, the authors would like to thank the Fonds de Recherche du Québec, Nature et Technologie (FRQNT) for financial support under grant RS4-265455 - REPARTI.

The authors appreciate the discussion and critical comments of Setareh Rezaee. We would additionally like to thank Annette Schwerdtfeger for proofreading the paper.

References

[1] Y. Bengio, A. Courville, P. Vincent, Representation Learning: A Review and New Perspectives, IEEE Transactions on Pattern Analysis and Machine Intelligence 35 (8) (2013) 1798–1828.

[2] D. Raposo, A. Santoro, D. Barrett, R. Pascanu, T. Lillicrap, P. Battaglia, Discovering objects and their relations from entangled scene representations, arXiv:1702.05068 (Feb. 2017).

[3] M. Janner, J. Fu, M. Zhang, S. Levine, When to Trust Your Model: Model-Based Policy Optimization, in: Advances in Neural Information Processing Systems, Vol. 32, Curran Associates, Inc., 2019.
[4] M. R. Zhang, T. Paine, O. Nachum, C. Paduraru, G. Tucker, Z. Wang, M. Norouzi, Autoregressive Dynamics Models for Offline Policy Evaluation and Optimization, in: International Conference on Learning Representations (ICLR 2021), 2022.

[5] D. P. Kingma, M. Welling, Auto-Encoding Variational Bayes, arXiv:1312.6114 (May 2014).

[6] D. J. Rezende, S. Mohamed, D. Wierstra, Stochastic Backpropagation and Approximate Inference in Deep Generative Models, in: Proceedings of the 31st International Conference on Machine Learning, PMLR, 2014, pp. 1278–1286.

[7] K. Gregor, I. Danihelka, A. Mnih, C. Blundell, D. Wierstra, Deep AutoRegressive Networks, arXiv:1310.8499 (May 2014).

[8] D. P. Kingma, T. Salimans, R. Jozefowicz, X. Chen, I. Sutskever, M. Welling, Improved Variational Inference with Inverse Autoregressive Flow, in: D. Lee, M. Sugiyama, U. Luxburg, I. Guyon, R. Garnett (Eds.), Advances in Neural Information Processing Systems, Vol. 29, 2016.

[9] J. M. Tomczak, M. Welling, Improving Variational Auto-Encoders using Householder Flow, arXiv:1611.09630 [cs, stat] ArXiv: 1611.09630 (Jan. 2017).

[10] J. Lucas, G. Tucker, R. Grosse, M. Norouzi, Understanding Posterior Collapse in Generative Latent Variable Models, in: ICLR 2019 Workshop on Deep Generative Models for Highly Structured Data, 2019.

[11] M. Ilse, J. M. Tomczak, C. Louizos, M. Welling, DIVA: Domain Invariant Variational Autoencoders, in: Proceedings of the Third Conference on Medical Imaging with Deep Learning, PMLR, 2020, pp. 322–348.

[12] Z.-S. Liu, W.-C. Siu, L.-W. Wang, Variational AutoEncoder for Reference based Image Super-Resolution, in: 2021 IEEE/CVF Conference on Computer Vision and Pattern Recognition Workshops (CVPRW), IEEE, Nashville, TN, USA, 2021, pp. 516–525.

[13] S. Yan, J. S. Smith, W. Lu, B. Zhang, Abnormal Event Detection From Videos Using a Two-Stream Recurrent Variational Autoencoder, IEEE Transactions on Cognitive and Developmental Systems 12 (1) (2020) 30–42.

[14] R. S. Sutton, A. G. Barto, Reinforcement Learning, second edition: An Introduction, MIT Press, 2018.

[15] M. Dunnhofer, N. Martinel, G. L. Foresti, C. Micheloni, Visual Tracking by Means of Deep Reinforcement Learning and an Expert Demonstrator, in: 2019 IEEE/CVF International Conference on Computer Vision Workshop (ICCVW), IEEE, Seoul, Korea (South), 2019, pp. 2290–2299.

[16] S. Yun, J. Choi, Y. Yoo, K. Yun, J. Y. Choi, Action-Decision Networks for Visual Tracking With Deep Reinforcement Learning, in: The IEEE Conference on Computer Vision and Pattern Recognition (CVPR), 2017, pp. 2711–2720.

[17] J. Choi, J. Kwon, K. M. Lee, Real-time visual tracking by deep reinforced decision making, Computer Vision and Image Understanding 171 (2018) 10–19.

[18] W. Joo, W. Lee, S. Park, I.-C. Moon, Dirichlet Variational Autoencoder, Pattern Recognition 107 (2020) 107514.
[19] A. Nazábal, P. M. Olmos, Z. Ghahramani, I. Valera, Handling incomplete heterogeneous data using VAEs, Pattern Recognition 107 (2020) 107501.

[20] D. M. Blei, A. Kucukelbir, J. D. McAuliffe, Variational Inference: A Review for Statisticians, Journal of the American Statistical Association 112 (518) (2017) 859–877.

[21] R. Ranganath, D. Tran, D. Blei, Hierarchical Variational Models, in: Proceedings of The 33rd International Conference on Machine Learning, 2016, pp. 324–333.

[22] A. Vahdat, W. Macready, Z. Bian, A. Khoshaman, E. Andriyash, DVAE++: Discrete Variational Autoencoders with Overlapping Transformations, in: Proceedings of the 35th International Conference on Machine Learning, 2018, pp. PMLR 80:5035–5044.

[23] A. Vahdat, E. Andriyash, William Macready, Undirected Graphical Models as Approximate Posteriors, in: Proceedings of the 37th International Conference on Machine Learning, 2020, pp. PMLR 119:9680–9689.

[24] F. Locatello, S. Bauer, M. Lucic, G. Rätsch, S. Gelly, B. Schölkopf, O. Bachem, Challenging Common Assumptions in the Unsupervised Learning of Disentangled Representations, in: Proceedings of the 36th International Conference on Machine Learning, 2019, pp. 4114–4124.

[25] L. Dinh, J. Sohl-Dickstein, S. Bengio, Density estimation using Real NVP (Feb. 2017).

[26] D. Rezende, S. Mohamed, Variational Inference with Normalizing Flows, in: Proceedings of the 32nd International Conference on Machine Learning, PMLR, 2015, pp. 1530–1538, iSSN: 1938-7228.

[27] D. P. Kingma, T. Salimans, R. Jozefowicz, X. Chen, I. Sutskever, M. Welling, Improving Variational Inference with Inverse Autoregressive Flow, arXiv:1606.04934 [cs, stat] (Jan. 2017).

[28] T. Ljouad, A. Amine, M. Rziza, A hybrid mobile object tracker based on the modified Cuckoo Search algorithm and the Kalman Filter, Pattern Recognition 47 (11) (2014) 3597–3613.

[29] Y. Yang, A. Loquercio, D. Scaramuzza, S. Soatto, Unsupervised Moving Object Detection via Contextual Information Separation, in: Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, 2019, pp. 879–888.

[30] Y. J. Koh, C.-S. Kim, Primary Object Segmentation in Videos Based on Region Augmentation and Reduction, in: 2017 IEEE Conference on Computer Vision and Pattern Recognition (CVPR), 2017, pp. 7417–7425, iSSN: 1063-6919.

[31] J. Cheng, Y.-H. Tsai, S. Wang, M.-H. Yang, SegFlow: Joint Learning for Video Object Segmentation and Optical Flow, 2017, pp. 686–695.

[32] W. Wang, J. Shen, F. Porikli, Saliency-aware geodesic video object segmentation, in: 2015 IEEE Conference on Computer Vision and Pattern Recognition (CVPR), 2015, pp. 3395–3402, iSSN: 1063-6919.

[33] C. Huang, S. Lucey, D. Ramanan, Learning Policies for Adaptive Tracking With Deep Feature Cascades, in: Proceedings of the IEEE International Conference on Computer Vision (ICCV), 2017, pp. 105–114.
[34] B. Zhong, B. Bai, J. Li, Y. Zhang, Y. Fu, Hierarchical Tracking by Reinforcement Learning-Based Searching and Coarse-to-Fine Verifying, IEEE Transactions on Image Processing 28 (5) (2019) 2331–2341.

[35] B. Chen, D. Wang, P. Li, S. Wang, H. Lu, Real-Time ‘Actor-Critic’ Tracking, in: The European Conference on Computer Vision (ECCV), 2018, pp. 328–345.

[36] L. Ren, X. Yuan, J. Lu, M. Yang, J. Zhou, Deep Reinforcement Learning with Iterative Shift for Visual Tracking, in: The European Conference on Computer Vision (ECCV), 2018, pp. 684–700.

[37] X. Liu, Q. Xu, T. C. Yan, Y. Mu, L. Zhu, S. Yan, Revisiting Jump-Diffusion Process for Visual Tracking: A Reinforcement Learning Approach, IEEE Transactions on Circuits and Systems for Video Technology (2018) 1–1.

[38] F. Nouri, K. Kazemi, H. Danyali, Salient object detection via global contrast graph, in: Signal Processing and Intelligent Systems Conference (SPIS), 2015, pp. 159–163.

[39] X. Li, L. Zhao, L. Wei, M.-H. Yang, F. Wu, Y. Zhuang, H. Ling, J. Wang, DeepSaliency: Multi-Task Deep Neural Network Model for Salient Object Detection, IEEE Transactions on Image Processing 25 (8) (2016) 3919–3930, conference Name: IEEE Transactions on Image Processing.

[40] Q. Chen, K. Fu, Z. Liu, G. Chen, H. Du, B. Qiu, L. Shao, EF-Net: A novel enhancement and fusion network for RGB-D saliency detection, Pattern Recognition 112 (2021) 107740.

[41] J.-J. Liu, Q. Hou, M.-M. Cheng, J. Feng, J. Jiang, A Simple Pooling-Based Design for Real-Time Salient Object Detection, in: Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, 2019, pp. 3917–3926.

[42] Y. Fang, C. Zhang, X. Min, H. Huang, Y. Yi, G. Zhai, C.-W. Lin, DevsNet: Deep Video Saliency Network using Short-term and Long-term Cues, Pattern Recognition 103 (2020) 107294.

[43] I. Higgins, L. Matthey, A. Pal, C. Burgess, X. Glorot, M. Botvinick, S. Mohamed, A. C. Lerchner, beta-VAE: Learning Basic Visual Concepts with a Constrained Variational Framework, in: International Conference on Learning Representations, 2016.

[44] K. He, X. Zhang, S. Ren, J. Sun, Deep Residual Learning for Image Recognition, in: Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 2016, pp. 770–778.

[45] N. Xu, L. Yang, Y. Fan, J. Yang, D. Yue, Y. Liang, B. Price, S. Cohen, T. Huang, YouTube-VOS: Sequence-to-Sequence Video Object Segmentation, in: Proceedings of the European conference on computer vision (ECCV), 2018, pp. 585–601.

[46] L. Liu, H. Jiang, P. He, W. Chen, X. Liu, J. Gao, J. Han, On the Variance of the Adaptive Learning Rate and Beyond, arXiv:1908.03265 [cs, stat] (Oct. 2021).

[47] L. N. Smith, Cyclical Learning Rates for Training Neural Networks, in: 2017 IEEE Winter Conference on Applications of Computer Vision (WACV), 2017, pp. 464–472.

[48] B. Baheti, S. Innani, S. Gajre, S. Talbar, Eff-UNet: A Novel Architecture for Semantic Segmentation in Unstructured Environment, 2020, pp. 358–359.
[49] X. Li, H. Chen, X. Qi, Q. Dou, C.-W. Fu, P.-A. Heng, H-DenseUNet: Hybrid Densely Connected UNet for Liver and Tumor Segmentation From CT Volumes, IEEE Transactions on Medical Imaging 37 (12) (2018) 2663–2674, Advances in Neural Information Processing Systems.

[50] Y. Weng, T. Zhou, Y. Li, X. Qiu, NAS-Unet: Neural Architecture Search for Medical Image Segmentation, IEEE Access 7 (2019) 44247–44257.

[51] F. Perazzi, J. Pont-Tuset, B. McWilliams, L. Van Gool, M. Gross, A. Sorkine-Hornung, A Benchmark Dataset and Evaluation Methodology for Video Object Segmentation, in: Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 2016, pp. 724–732.

[52] A. Razavi, A. van den Oord, O. Vinyals, Generating Diverse High-Fidelity Images with VQ-VAE-2, in: Advances in Neural Information Processing Systems, Vol. 32, Curran Associates, Inc., 2019.

[53] F. Ge, S. Wang, T. Liu, Image-Segmentation Evaluation From the Perspective of Salient Object Extraction, in: 2006 IEEE Computer Society Conference on Computer Vision and Pattern Recognition (CVPR’06), Vol. 1, 2006, pp. 1146–1153, iSSN: 1063-6919.

[54] J. Shi, Q. Yan, L. Xu, J. Jia, Hierarchical Image Saliency Detection on Extended CSSD, IEEE Transactions on Pattern Analysis and Machine Intelligence 38 (4) (2016) 717–729.

[55] F. Nouri, K. Kazemi, H. Danyali, Salient object detection using local, global and high contrast graphs, Signal, Image and Video Processing 12 (4) (2018) 659–667.
1 Uniqueness of $G_t$ in our motion model

It is essential to verify if it is feasible to calculate $G_t$ for every two successive frames and whether it is a unique transformation in each time step $t$ or not.

Let us assume the current and next rbbox as:

$rbbox_t = ([x, y], [s_x, s_y], \alpha)$ \hspace{1cm} (8)

$rbbox_{t+1} = ([x', y'], [s'_x, s'_y], \alpha')$ \hspace{1cm} (9)

Following equations are used to calculate the scale in $x$ axis, scale in $y$ axis, rotation, translation in $x$ axis, and the translation in $y$ axis.

$$\Delta s_x = \frac{s'_x}{s_x}$$ \hspace{1cm} (10)

$$\Delta s_y = \frac{s'_y}{s_y}$$ \hspace{1cm} (11)

$$\theta = \alpha' - \alpha$$ \hspace{1cm} (12)

$$t_x = x' - x \times \Delta s_x \times \cos \theta + y \times \Delta s_y \times \sin \theta$$ \hspace{1cm} (13)

$$t_y = y' - y \times \Delta s_x \times \sin \theta - y \times \Delta s_y \times \cos \theta$$ \hspace{1cm} (14)

Therefore, there is one unique $G_t$ for every two desirable rbboxs. To normalize the translation parameters, we divided the translations parameters by the image dimensions as follows

$$\Delta x = \frac{t_x}{w_I}, \Delta y = \frac{t_y}{h_I}$$ \hspace{1cm} (15)

where $w_I$ and $h_I$ refer to the image’s width and height. Also, we considered the $\sin \theta$ for the rotation parameter to scale the numbers.
2 Data Preparation

Pixel-wise annotation, the large size of the training set, various objects, and diverse motion patterns make YouTube-VOS [45] one of the largest existing datasets in computer vision. This dataset contains 4453 YouTube video clips annotated pixel-wise for 94 object categories and 78 diverse objects and motions. The training set consists of 3471 video sequences, and the validation set includes 507 video sequences. We used the YouTube-VOS dataset to train our method due to its privileges, including an extensive dataset and diverse video sequences. It is necessary to customize the YouTube-VOS dataset for object tracking since our primary goal was to develop a tracking system. Therefore, a pre-processing step is performed to construct our training and validation data from the training set of the YouTube-VOS dataset.

2.1 Pre-processing

The single object tracking task needs video sequences containing a single moving object while YouTube-VOS is annotated based on multi-object masks. In the primary step, we extracted binary masks out of multi-object masks. Also, we did not consider occlusion in data preparation which means we removed the sequences where the moving object is fully-occluded in at least one frame. Therefore, if one video sequence contains three objects and all of these objects are always present in the frames during the sequence, we generated three video sequences, each related to one object, as shown in Figure 10.

Furthermore, we eliminated the cases where the object’s size is greater that 70% of the image’s dimensions. In other words, our dataset contains the videos of a moving object in the frame $w_I \times h_I$ where the object’s dimensions $[w, h]$ satisfied these inequalities $w < 0.7 \times w_I$ and $h < 0.7 \times h_I$. In the end, we created 3105 video sequences with pixel annotations. This data is divided randomly into 2484 sequences for training and 621 sequences for validation purposes.

2.2 Data analysis

The training data is composed of video frames preprocessed to be object centered in the size of $256 \times 256 \times 3$ and referred to as frame patches. The ground truth is the cropped mask from the corresponding frame’s mask while the object’s mask is centered. Using the annotated masks, we calculated the true parameters of $G_t$ for every two successive frames by using Equations 10 to 14.

We assumed an MGD over true values of the parameters while the mean vector and covariance matrix are obtained as:

![Figure 10: Data Preparation Process: The first row shows the video frames, the second row, presents the YouTube-VOS annotation, third and fourth rows demonstrate our binary annotation to create a single object tracking dataset.](image)
\[ \mu = \begin{bmatrix} 1.0651, 1.0679, 0.00, 0.0718, 0.083 \end{bmatrix} \]

\[ \Sigma = \begin{bmatrix}
0.265 & -0.094 & -0.014 & -0.023 & 0.124 \\
-0.094 & 0.332 & 0.011 & 0.056 & -0.054 \\
-0.014 & 0.011 & 0.183 & 0.073 & -0.21 \\
-0.023 & 0.056 & 0.073 & 0.107 & -0.029 \\
0.124 & -0.054 & -0.21 & -0.029 & 0.564 
\end{bmatrix} \]  

where the elements of \( \mu \) and \( \Sigma \) correspond to our variables \( V = \{v_1, v_2, v_3, v_4, v_5\} \), respectively. These variables are in particular the variations of scale in \( x \) and \( y \) axis, \( \Delta s_x \) and \( \Delta s_y \), rotation \( \theta \), and the variations of translation in \( x \) and \( y \) axis, \( \Delta x \) and \( \Delta y \).
3 Training Curves

Figure 11 illustrates the loss function curves during the training for the $\beta$MVAE network. The KL divergence and total loss terms are alike due to the $\beta$ coefficient which boosts the $\mathcal{L}_{kl}$ effect on the total loss. One intriguing observation involves the construction loss that begins to drop when the KL divergence has almost converged. The fluctuation of KL loss is handled conveniently in $\beta$MVUNet curves, Figure 12, due to its structure, the number of parameters, and model size. Thereafter, the total loss of $\beta$MVUnet also converged smoothly. The $\beta$MVAE was trained during 24 days, while it has been reduced into 12 days for $\beta$MVUnet.

The learning procedure is also observable from the training curves. The skipping connections, higher parameters and the net architecture of $\beta$MVUnet handled the KL divergence fluctuation. As indicated in Figure 12, the last curve is KL divergence which has picks at the beginning of the training, and the loss is flattening very smoothly after that. However, the KL divergence is rising and falling during the training phase in the rightmost curve of Figure 11. It is hardly flattened at the end of the training. In Figure 12, the KL divergence and construction curves are learning almost simultaneously, while the construction loss never is flattened as the $\beta$MVUNet curve. The construction loss is resonated with the KL divergence. When the KL divergence is flattened almost near the end, the construction loss is decreasing to some extent. This trade-off between the KL divergence and construction loss is important because the learning of each loss depends on the other. Thus, handling the fluctuation of KL divergence not only benefits the networks in posterior estimation, it correspondingly impact the object segmentation performance.

Figure 11: The loss curves in the training phase of $\beta$MVAE. Left to right: total loss, construction loss, and KL divergence loss.

Figure 12: The loss curves in the training phase of $\beta$MVUnet. Left to right: total loss, construction loss, and KL divergence loss.