Flow Simulations Including Iron Nanoparticle Nucleation, Growth and Evaporation for Floating Catalyst CNT Production
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Abstract: We use a computational fluid dynamics model coupled with a particle dynamics model to simulate how catalyst nanoparticles nucleate, grow and evaporate over the length of a floating catalyst reactor. We focus on the influence of the flowrate in the reactor and the ferrocene mass fraction on the production of the catalyst nanoparticles. In the downstream region of the reactor, where the majority of CNT growth occurs, we find that, as either the flowrate or the ferrocene mass fraction increases, the particle mass fraction profile changes, with the mass fraction peak shifting away from the centreline. This displacement away from the centreline of the mass fraction peak may explain why the CNTs form a hollow, sock-like, aerogel at the downstream end of the reactor.

Keywords: carbon nanotubes; computational fluid dynamics; floating catalyst; chemical vapour deposition; CNT synthesis; catalytic synthesis; particle modelling

1. Introduction

In the floating catalyst chemical vapour deposition (FC-CVD) process, pioneered by Li et al. [1], carbon nanotubes (CNTs) are continuously produced in a heated reactor. The working fluid in the reactor contains a carrier gas (typically hydrogen) mixed with a carbon source (typically methane), an iron source (typically ferrocene) and a sulphur source (typically thiophene). Hydrogen is the dominant species accounting for the majority of the total mass of the mixed fluid in the reactor. Ferrocene and thiophene account for 0.5% and 3% of the total fluid mass, respectively. Methane accounts for approximately 20% of the total mass, if present. The fluid is heated in the reactor to a peak temperature that can vary from 1150 to 1300 °C. The iron source decomposes into iron vapour, which forms iron nanoparticles. The iron particles form the catalyst surface on which carbon nanotubes grow, promoted by the sulphur.

We wish to improve this process in order to enhance the CNT material properties and increase the CNT yield. A study by Weller et al. [2] concludes that nanoparticle catalyst selectivity is an important next step to improve the CNT material properties. It is known that varying the flowrate of the reactor has a significant effect on the finished CNT product, affecting both product quality and yield, as shown by Motta et al. [3] and Kaniyoor et al. [4]. A recent study by Bulmer et al. [5] explored the significance of multiple experimental factors (such as flow rate, precursor concentrations and reactor temperature) and found that varying the flowrate had the most significant impact on the quality of the produced CNTs and their specific conductivity. Reguero et al. [6] found that the diameter of the catalyst nanoparticle has an impact of the type of carbon nanotube formed, with larger particles forming predominantly multi-walled nanotubes and smaller particles forming predominantly single-walled nanotubes.
To understand how the inputs to the FC-CVD process affect the formation of the carbon nanotubes, we model the nucleation, growth and evaporation of the iron catalyst nanoparticles. In practice, the catalyst nanoparticles also contain carbon, and contain sulphur on the surface. However, for our model, we only model the iron content of the catalyst nanoparticles. In previous studies, Kuwana et al. [7] and Conroy et al. [8] used a simple model of ferrocene decomposing directly into 1-atom iron particles to calculate the catalyst particle diameter in their reactor. Kuwana et al. [7] looked at how the reactor wall temperature affected the catalyst particle diameter. Their work was for a similar FC-CVD process but using much lower peak temperatures, from 600 to 800 °C. Conroy et al. [8] modelled the decomposition of ferrocene in their FC-CVD reactor for different flowrates. They calculated the number of nucleated catalyst particles formed and the catalyst particle volume fraction (summed volume of all catalyst particles per unit of reactor volume). We extend the simplistic nucleation mechanism used by those studies by including the intermediate iron vapour, where ferrocene first decomposes into iron vapour, and then this iron vapour nucleates into an iron catalyst particle. Using this more realistic nucleation mechanism also allows us to model the condensation and evaporation of the catalyst particles and to better capture the catalyst particle diameter evolution as the catalyst particles are convected through the hot zone.

2. Results and Discussion

We use our model (detailed in Section 3) to investigate the effect of flowrate, temperature and ferrocene mass fraction of the working fluid on the production of catalyst nanoparticles. We perform three sets of simulations. In each set, only one input parameter is varied. In the first set, we vary the flowrate of the working fluid from 0.5 to 2.0 l min$^{-1}$ with a peak temperature of 1250 °C and 0.5 mass% ferrocene mass fraction (see Methods and [9]). For the second set, we keep the flowrate at 1.0 l min$^{-1}$ and vary the peak temperature from 1150 to 1300 °C, also with a ferrocene mass fraction of 0.5 mass%. For the third set, we keep the flowrate fixed at 1.0 l min$^{-1}$ and the peak temperature fixed at 1250 °C, while we vary the ferrocene mass fraction from 0.5 to 2.0 mass%.

For each simulation, we generate the base flow velocity ($u$, in m s$^{-1}$), temperature ($T$, in K) and density ($\rho$, in kg m$^{-3}$), as well as the iron vapour mass fraction ($g$, in kg of iron vapour per kg of working fluid), iron particle mass fraction ($Y$, in kg of iron particle mass per kg of working fluid) and iron particle number density ($M$, in number of iron particles per kg of working fluid). We also calculate the particle diameter ($d_p$, in nm) from $Y$ and $M$.

2.1. Model Comparison

We compare our numerical results with the experimental results from Hoecker et al. [9]. In their study, Hoecker et al. measured the particle mass concentration as a function of distance from the reactor inlet, with the reactor peak temperature at the same values we simulate (1150 °C to 1300 °C) and a flowrate of 0.51 min$^{-1}$, using an alumina reactor tube (700 mm long, inner diameter 40 mm and outer diameter 50 mm). Figure 1 shows our numerical results (solid lines) compared with the experimental results (red dots) for different peak temperatures. For 1250 °C peak temperature, our model results match the experimental results well. The 1300 °C case also matches the experimental results well, with a slight overprediction of the peak mass fraction. The lower temperature cases, 1150 and 1200 °C, are only qualitatively correct. There may be more factors significantly contributing to the production of catalyst nanoparticles and CNTs that are not yet captured in the model, such as the reactor tube composition, which is known to have a significant effect on the CNT production process [10]. Additionally, while it is known that the presence of sulphur is critical to the FC-CVD process, it is not yet clear whether this affects the particle nucleation and growth or the CNT formation.
Figure 1. Model data (blue line) compared to experimental measurements by [9] (red circles). The model and experiments use a flowrate of 0.5 l min\(^{-1}\) and ferrocene mass fraction of 0.5 mass%: (a) a peak temperature of 1150 °C; (b) a peak temperature of 1200 °C; (c) a peak temperature of 1250 °C; and (d) a peak temperature of 1300 °C.

2.2. Overall Results

In all our simulations, the ferrocene decomposes and releases iron vapour about 200 mm downstream from the reactor inlet. Figure 2 shows how this distance varies with flowrate and peak temperature. Figure 3a plots the resulting rapid increase of the saturation ratio to very high orders of magnitude as iron vapour is released by the ferrocene decomposition. The extremely high saturation ratio \(S = \frac{g}{g_s}\) of the order of \(10^{15}\), where \(g\) is the mass of iron vapour and \(g_s\) is the saturation mass of iron vapour in the carrier gas) drives rapid nucleation and particle growth. Figure 3b shows the difference between the mass fraction of iron vapour and the saturation amount. The difference peaks at 200 mm, after which there is enough particle surface area for condensation to dominate further iron release from the decomposition of ferrocene.

The peak in the particle mass fraction appears at a distance of 250 mm from the reactor inlet, increasing slightly for higher flowrates. The particle nucleation and growth appears first close to the wall, where the convection velocity is lower, and therefore the residence time is higher. The increased residence time gives particles a longer time to grow before they enter the hot zone, situated from 300 to 400 mm downstream from the inlet. In the hot zone, the high temperature increases the saturation pressure of the carrier gas, and the particles start to evaporate. Some of the evaporated iron vapour condenses on the reactor walls, decreasing the overall mass of iron in the reactor. Lower flowrates lead to a longer residence time in the hot zone and therefore to more iron vapour condensing on the reactor wall. The condensed iron on the reactor wall may build up over time, but there will not be a significant amount of CNTs grown from the depositions on the wall of the reactor. Figure 4 plots the particle mass fraction and particle number within the reactor. At 0.5 l min\(^{-1}\), particle mass is rapidly lost to the wall once the flow enters the hot zone at 300 mm, as particles begin to evaporate and the
the iron vapour deposits on the reactor wall. Beyond 400 mm, the temperature drops, the particles stop evaporating and the particle mass fraction stabilises. The particles continue to grow slightly as the flow cools and iron vapour condenses onto the particles. At these conditions, roughly 400 mm to 500 mm downstream of the inlet, the carbon nanotubes grow, align, bundle and form an aerogel. The residence time in this region varies from 4 s to 1 s for flowrate from 0.5 to 2.0 l min\(^{-1}\), which is enough time for CNTs to grow on the catalyst particles.

**Figure 2.** Plot of the simulation of the decomposition of ferrocene as a function of distance from the inlet, normalised by the ferrocene mass fraction at the inlet. Each line corresponds to different flowrates.

**Figure 3.** Plots of the (a) iron vapour saturation ratio \( S = \frac{g}{g^*} \) and (b) iron vapour oversaturation \( \Delta g = g - g^* \), as a function of distance from the reactor inlet, for different flowrates.

**Figure 4.** Plots of (a) normalised particle mass fraction and (b) normalised particle number density, for different inlet flowrates, at a peak temperature of 1250 °C and a ferrocene mass fraction of 0.5 mass%. Nucleation starts at about 200 mm from the inlet, and the main evaporation zone is between 300 and 400 mm.
Figure 5a,b shows the radial profile of particle mass fraction and how it varies as a function of the input parameters. The dashed green line shows the common reference case of 1 l min$^{-1}$, 1250 °C and 0.5 mass% ferrocene. At low flowrates (0.5 l min$^{-1}$) or low ferrocene mass fractions (0.25 mass%) most of the particle mass is found very close the the centreline. Additionally, at low flowrates the iron particles have a longer residence time in the hot zone and more iron vapour is able to evaporate and diffuse to the wall. Therefore, only the particles that are furthest from the wall survive the hot zone, and the particle mass is concentrated on the centreline. At low ferrocene mass fraction there is less particle mass, so a shorter residence time in the hot zone is required for the same evaporation effect, therefore the mass is also concentrated at the centreline for low ferrocene mass fractions, even at normal flowrates (1 l min$^{-1}$). At higher flowrates and higher ferrocene mass fractions, the peak particle mass is found at a distance away from the centreline. The distance of the peak from the centreline increases with increasing flowrates and increasing ferrocene mass fraction. As the particles closer to the wall evaporate first in the hot zone, reducing the residence time leads to reduced mass loss from the particles close to the wall, and therefore the particle mass fraction peak shifts towards the wall. The same effect is seen as ferrocene mass fraction increases. As particles have larger mass, it takes a longer time for them to evaporate and therefore more particles close to the wall survive the hot zone, moving the mass fraction peak towards the wall.

Figure 5c,d shows the axial profile of the radially-averaged particle mass fraction and how it varies as a function of the input parameters. Increased ferrocene mass fractions uniformly increases the particle mass fraction profile, while increasing flowrate reduces the mass particle fraction before the hot zone and increases it after the hot zone. This suggests that at higher flowrates the particle nucleation and growth is stretched out over a longer region, therefore leading to a lower peak.

The effect of the process parameters on the particle diameter is similar to that on the particle mass fraction. Figure 6a,b plots the radial profiles of particle diameter, at 500 mm from the reactor inlet. At low flowrates (0.5 l min$^{-1}$) or low ferrocene mass fractions (0.25 mass%), the peak of the particle diameter is located at the centreline. As flowrate and ferrocene mass fraction increase, however, the peak of the particle diameter moves away from the centreline. Increasing the flowrate significantly increases the particle diameter. This is because higher flowrates reduce the time the iron vapour spends in conditions favourable to nucleation, so fewer particles are formed. Instead, the iron vapour condenses on the existing particles, increasing the particle diameter. Increasing the flowrate also reduces the time spent in the hot evaporation zone, therefore reducing the mass evaporated from the particles and subsequently lost to the wall, and leaving larger particles. Increasing the ferrocene mass fraction also increases catalyst particle diameter, because there is more iron mass in the system to form particles, and therefore the particles coagulate more quickly, to larger sizes, during their residence in the reactor.

Figure 6c,d shows the axial profile of the radially-averaged particle diameter. The particle diameter peaks at 250 mm just at the start of the hot zone, decreases during the hot zone until 400 mm at which point it starts growing again. After 400 mm, the particle growth is mainly due to coagulation, as particle mass fraction is constant. Increasing the flowrate has only a small effect on the particle diameter as flowrate is increased from 0.5 to 1.0 l min$^{-1}$. At higher flowrates (1.5 and 2.0 l min$^{-1}$), the particle diameter is much larger despite the reduced time for particles to coagulate. This happens because fewer particles nucleate and therefore the released iron vapour condenses onto fewer particles, making the average particle larger. Larger average catalyst particle diameter may be more likely to grow multi-walled CNTs, but the link between catalyst particle diameter and CNT diameter for sulphur coated particles is not yet clear. Increasing the ferrocene mass fraction instead reduces the particle diameter peak before the hot zone, again because fewer particles are nucleated and instead the existing particles grow due to condensation. The particle diameter after the hot zone increases with increasing ferrocene mass fraction, as more mass remains in the reactor after the hot zone and therefore particles can grow larger. More ferrocene also produces more particles through nucleation, therefore there is more rapid size growth due to coagulation after the hot zone.
Figure 7a,b plots the total particle surface area (sum of the surface area of all the particles in the reactor, per kg of carrier gas) as a function of radius, at 500 mm from the reactor inlet. At low flowrates or low ferrocene mass fractions (0.51 min⁻¹ and 0.25 mass%, respectively), the total surface area is concentrated around the centreline. At higher flowrates or higher ferrocene mass fractions, the radial profile forms a plateau instead of a distinct peak away from the centreline. Figure 7c,d plots the radially-averaged total particle surface area over the reactor length. Increasing ferrocene mass fractions increases the total surface area in the reactor, both at the peak before the hot zone, and in the CNT growth region after the hot zone. Increasing the flowrate reduces the total surface area before the hot zone and increases it slightly after the hot zone. At very high flowrates (2 l min⁻¹), the total surface area after the hot zone is lower than for the other cases. This is because fewer particles are formed, and therefore the total surface area is lower, despite the particle mass fraction being higher.

Figure 5. Plots of the normalised particle mass fraction: (a,b) the radial profile of the particle mass fraction, 500 mm downstream from the inlet; (c,d) the axial profile of the particle mass fraction, averaged over the reactor radius; (a,c) the variations with flow rate (at 1250 °C peak temperature and 0.5 mass% ferrocene mass fraction); and (b,d) the variations with input iron mass (at 1 l min⁻¹ and 1250 °C peak temperature).
**Figure 6.** Average particle diameter in the reactor: (a,b) the radial particle diameter profile, 500 mm downstream from the inlet; (c,d) the axial profile, averaged over the reactor radius; (a,c) the variations with flowrate (at 1250°C peak temperature and 0.5 mass% ferrocene); and (b,d) the variations with input iron mass (at 1 l min⁻¹ and 1250°C peak temperature).

**Figure 7.** Total particle surface area in the reactor, assuming a monodisperse size distribution: (a,b) the radial profile, 500 mm downstream from the inlet; (c,d) the axial profile, averaged over the reactor radius; (a,c) the variations with flowrate (at 1250°C peak temperature and 0.5 mass% ferrocene mass fraction); and (b,d) the variations with input iron mass (at 1 l min⁻¹ and 1250°C peak temperature).
2.3. The Tendency of the Aerogel to Form a Sock

As reported by many different sources [1,3,8,9], the CNTs aggregate into a hollow and flexible tube (a sock) towards the end of the reactor. Hou et al. [11] found that increased iron mass is correlated with increased CNT production rate. Except for at low flowrates or low ferrocene mass fractions, the iron particle peaks are found a distance away from the centreline. This phenomenon is similar to that reported in [12–14]. In their experiments, Segré and Silberberg used significantly larger particles of a diameter from 0.32 to 1.71 mm, while in the reactor we expect particle sizes to remain below 100 nm. They found that the particle number profile form peaks close to the wall, while we find the effect most pronounced in the particle mass fraction and not noticeable in the particle number profile. The reported position of the peak is at 0.6 of the radius from the centreline, which matches well with the position of the peak that we find in our simulations. The fluid velocity is lower closer to the wall, which increases the residence time. Higher residence times means particles grow larger due to more condensation and coagulation occurring. However, particles also diffuse and if the particles collide with the wall they stick and the mass is lost from the flow. Close to the wall the diffusion dominates and the particle mass fraction is very low. Slightly further away from the wall, the residence time is still high, particles grow larger and more mass condenses onto the particles. At the centreline there is still significant particle mass, but because the residence time is lower the particle mass fraction is also lower. Therefore, the particle mass fraction peaks are found a distance away from the centreline, and this distance varies with the reactor flowrate.

Hoecker et al. [15] found that there is a critical particle mass concentration required for the production of spinnable CNTs of 110 mg m$^{-3}$ to 160 mg m$^{-3}$. Figure 8 shows the dimensional mass concentration estimated using the model. Figure 8a shows the radially-averaged mass concentration evolution over the length of the reactor, while Figure 8b shows the radial profile of mass concentration at 500 mm downstream from the reactor inlet. For all flowrates, the radial averaged values are below the minimum mass concentration, however, for the higher flowrates (1.5 and 2.0 l min$^{-1}$), the mass concentration peak is very close to the minimum mass concentration of 110 mg m$^{-3}$. As the iron particle mass peaks are found a distance away from the centreline, CNTs are more likely to be produced in these regions. At the centreline, the mass concentration is around 80 mg m$^{-3}$, significantly below the minimum particle mass concentration, therefore no CNTs are produced there.

![Figure 8](image.png)

**Figure 8.** Plots of the dimensional catalyst particle mass concentration: (a) over the length of the reactor; and (b) as a radial slice 500 mm downstream of the reactor. Each line corresponds to a different flowrate.

As most CNTs are produced in an annulus, the resulting aerogel is hollow as observed in experiments. Figure 9 plots the radial location of the peaks of the particle mass fraction and particle diameter as a function of flowrate, along experimental results from Conroy et al. [8]. The shift of the peak of the particle mass fraction towards the wall as flowrate increases agrees qualitatively with the
experimental observations. As our model does not include the dynamics of the aerogel itself, or the effect of its winding speed, we do not expect the results to match quantitatively.

![Graph showing the radial location of peak values of particle mass fraction and particle diameter as a function of flowrate.](image)

**Figure 9.** Radial location of the peak values of particle mass fraction and particle diameter as a function of flowrate, at a peak temperature of 1250 °C and ferrocene mass fraction of 0.5 mass%. The experimentally measured aerogel diameter from Conroy et al. [8] are included. The aerogel measurements are for a reactor with a larger diameter and a process that uses a different ferrocene mass fraction.

3. Methods

Our model of the FC-CVD process has three components: the fluid motion, the precursor decomposition and the particle production. The fluid motion is independent of the precursor decomposition and the particle formation. The precursor decomposition depends on the fluid motion, but is independent of the particle formation, while the particle formation depends on both the fluid motion and the precursor decomposition.

Figure 10 shows a diagram of our model geometry. We base the geometry, properties and boundary conditions on the reactor used by Hoecker et al. [9]. The reactor has an inner diameter of 40 mm and a length of 700 mm. A clam-shell furnace is used to heat the reactor to a peak temperature of 1100 °C to 1300 °C, which occurs at the midpoint of the reactor. The working fluid enters with uniform velocity using a flow diffuser and quickly reaches a parabolic velocity profile. For simplicity, we model the inlet flow as parabolic. Figure 11 shows the fluid temperature and the wall temperature profile in the reactor. The wall temperature profile is based on wall measurements of the physical reactor by Hoecker et al. [9]. Typical process conditions are a peak temperature of 1250 °C, a fluid flow rate of 0.51 min⁻¹, a ferrocene mass fraction of 0.5 mass% and a thiophene mass fraction of 3.0 mass% [9,15].

![Diagram of the reactor](image)

**Figure 10.** Diagram of the reactor, not to scale. Working fluid enters on the left and is heated up as it flows downstream. The temperature peaks at the middle of the reactor at 350 mm.
3.1. The Fluid Kinetics and Dynamics

Equations for mass, momentum and energy are modelled using a Low Mach Number expansion of the Navier–Stokes equations. This choice of fluid model allows us to capture the variations of density of the gas in the reactor as the temperature changes over the length of the reactor, without having to also capture acoustic waves. This formulation also allows for the gas composition to affect the fluid density.

The working fluid is predominantly hydrogen, $\text{H}_2$, mixed with methane, $\text{CH}_4$, with small additions of ferrocene, $\text{Fe(C}_5\text{H}_5)_2$, and thiophene, $\text{C}_4\text{H}_4\text{S}$ [9]. Given that the additions are small, we model the fluid as pure hydrogen gas, obeying:

\begin{align*}
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{u}) &= 0 & \text{Mass conservation} \\
\rho \frac{\partial \mathbf{u}}{\partial t} + \rho (\mathbf{u} \cdot \nabla) \mathbf{u} &= -\nabla p + \nabla \cdot \tau + \rho \mathbf{g} & \text{Momentum conservation} \\
c_p \rho \frac{\partial \theta}{\partial t} + c_p \rho (\mathbf{u} \cdot \nabla) \theta &= \nabla \cdot (\rho k \nabla \theta) & \text{Energy conservation} \\
\rho \theta &= \rho_{th} / R & \text{Equation of state} \\
\nabla p_{th} &= 0 & \text{Uniform thermodynamic pressure}
\end{align*}

where $\rho$ is the fluid density, $\mathbf{u}$ is the fluid velocity, $p$ is the fluid kinematic pressure, $\tau$ is the fluid shear stress tensor, $\mathbf{g}$ is the acceleration due to gravity, $\theta$ is the fluid temperature (in an absolute scale), $c_p$ is the fluid specific heat capacity, $k$ is the fluid heat conductivity, $\rho_{th}$ is the fluid thermodynamic pressure ($\rho_{th} \gg p$) and $R$ is the fluid’s gas constant. We solve these equations with boundary conditions,

\begin{align*}
\mathbf{u} &= \mathbf{u}_0, \theta = \theta_0 & \text{at the inlet,} \\
\mathbf{u} &= 0, \theta = \theta_w & \text{at the reactor wall,}
\end{align*}

\begin{align*}
\end{align*}

to obtain the density, $\rho$, velocity, $\mathbf{u}$, and temperature, $\theta$, fields in the reactor. We choose the boundary conditions ($\mathbf{u}_0$, $\theta_0$ and $\theta_w$) to match the experimental conditions.

The experimental results are for a horizontal reactor, but the process also works with a vertical reactor [4]. We choose to model a horizontal reactor and impose axisymmetry on our solution. This assumption reduces the computational cost, but means we have to ignore the effect of gravity. It is possible to include the effects of gravity for a horizontal reactor using our methods, but a 3D solution is required, which increases the computational cost. Hou et al. [16] showed that the inclusion of gravity...
terms affect the inlet and outlet of their reactor, causing convection vortices. Our model is unable to capture this phenomenon, however we expect the upstream vortex to not extend into the hot zone. Therefore, the inclusion of gravity would not significantly affect the decomposition of the precursor and the subsequent nucleation of the catalyst nanoparticles. Similarly, we do not expect the outlet vortex to extend as far back as the hot zone, and therefore we do not expect the inclusion of gravity in our model to significantly affect the particle mass fraction or average size at our location of interest, 500 mm downstream of the inlet. Therefore, the axisymmetric assumption is justifiable for this paper.

3.2. The Ferrocene Decomposition

With the calculated fluid velocity, we model the advection of ferrocene through the temperature field. As ferrocene heats up, it decomposes and releases iron vapour, which form the catalyst nanoparticles. We assume that the ferrocene concentration in the reactor is sufficiently low that the temperature change due to decomposition can be neglected, and therefore we assume that the decomposition does not affect the fluid motion. Following Kuwana and Saito [17], we assume that ferrocene decomposes with a single step process that can be adequately captured as an Arrhenius rate,

\[
\rho \frac{\partial \phi}{\partial t} + \rho (u \cdot \nabla) \phi = \nabla \cdot (\rho D \nabla \phi) - \rho \dot{\omega} ,
\]

\[
\dot{\omega} = \phi A \exp \left(-\frac{E_a}{R_g \theta}\right),
\]

where \(u\), \(\theta\) and \(\rho\) are defined as above, \(\phi\) is the ferrocene mass fraction, \(D\) is the ferrocene diffusivity, \(R_g\) is the universal gas constant, \(A\) is the rate constant and \(E_a\) is the activation energy. Kuwana and Saito [17] used a ferrocene decomposition activation energy \((E_a)\) of 209 kJ and a decomposition rate \((A)\) of \(1 \times 10^{14} \text{s}^{-1}\), adopted from Lewis and Smith [18]. These values do not account for the hydrogen-rich environment in which the precursor decomposes and overestimate the decomposition rate in the reactor. To model the decomposition-inhibiting effect of hydrogen, we base an alternative decomposition rate on experimental data of the decomposition of thiophene in the reactor [9]. A best fit to the thiophene decomposition data gives an activation energy of 88 kJ and a decomposition rate of \(3 \times 10^3 \text{s}^{-1}\). Table 1 presents the decomposition rates and activation energies for the different chemicals.

| Chemical          | \(A \text{ [s}^{-1}\) | \(E_a \text{ [kJ]}\) | Reference                  |
|-------------------|------------------------|----------------------|----------------------------|
| Ferrocene-like    | \(1 \times 10^{14}\)  | 209                  | Kuwana and Saito [17]      |
| Thiophene-like    | \(3 \times 10^3\)     | 88                   | Inferred from Hoecker et al. [9] |

It has been shown [19] that the presence of sulphur is critical to the FC-CVD process. To simplify the modelling, we assume the iron source decomposes at the same rate as the sulphur source. This simplification can also be justified by assuming that the presence of sulphur is required for the iron nanoparticles to begin nucleating. Figure 12a demonstrates the effect that using the ferrocene or the thiophene decomposition rate has on the particle mass fraction in the reactor. With the thiophene-based decomposition rate, our model nucleation rate agrees well with the experimental measurements from Hoecker et al. [9]. Figure 12b shows the fraction of undecomposed ferrocene and thiophene as a function of distance from the reactor inlet. The thiophene starts decomposing about 50 mm further downstream than the ferrocene and has reached full decomposition over 100 mm further downstream than the ferrocene. This means particles form much later, as seen in the experimental results.
3.3. The Particle Formation

Finally, we model the creation and growth of the iron catalyst nanoparticles. We extend the monodisperse models used by Kuwana and Saito [17] and Conroy et al. [8], and also model the mass of (particle) material as a vapour, as well as the number of particles and total mass of condensed material. The three components are the mass of material as a vapour $g$, the mass of material in condensed (particle) phase $Y$ and the number density of particles $N$, obeying:

\[
\frac{\partial g}{\partial t} + \rho \left( \mathbf{u} \cdot \nabla \right) g = \nabla \cdot (\rho D_g \nabla g) + \rho f_g + \rho \omega \tag{10}
\]

\[
\frac{\partial Y}{\partial t} + \rho \left( \mathbf{u} \cdot \nabla \right) Y = \nabla \cdot (\rho D_p \nabla Y) + \rho f_Y \tag{11}
\]

\[
\frac{\partial N}{\partial t} + \rho \left( \mathbf{u} \cdot \nabla \right) N = \nabla \cdot (\rho D_p \nabla N) + \rho f_N \tag{12}
\]

where $\mathbf{u}, \rho, \theta$ are defined above, $\omega$ is the iron vapour source from the decomposition of ferrocene, as defined above and $f_g, f_Y, f_N$ are the particle model source terms, defined as:

\[
f_g \equiv -k^* J - E, \tag{13}
\]

\[
f_Y \equiv k^* J + E, \tag{14}
\]

\[
f_N \equiv J - C, \tag{15}
\]

where $J$ is the rate of new particle formation, using the self-consistent kinetic model by Girshick and Chiu [20]; $k^*$ is the initial mass of a newly formed particle; $E$ is the net mass transfer rate from vapour to condensed state due to evaporation and condensation; and $C$ is the coagulation rate of particles. All these terms further depend on temperature, particle size, particle number and vapour saturation. The fully expanded terms are given in Appendix A. We assume all particle–particle collisions result in coagulation, and that no particles are destroyed due to evaporation.

3.4. Normalising the Particle Equations

We normalise the governing equations by the number of ferrocene atoms per kg of carrier gas. For our comparison case [9], the ferrocene mass fraction is 0.5 mass%, which gives a normalisation constant of $1.62 \times 10^{22}$ atoms per kg. We call this value $\phi_0$. Using this normalisation process, $g = 1$ means all the mass is vapourous and $Y = 1$ means all the mass is condensed. If $g + Y$ is less than 1, then missing mass has been lost to the walls. The scaled $N$ variable gives the number of particles as a fraction of the number of ferrocene atoms at the inlet, or mol of particles per mol of input ferrocene atoms.
3.5. Iron Vapour and Particle Diffusivity

For the iron vapour, we assume the diffusivity, \(D_g\), is of the same order as the diffusivity of ferrocene, which is about \(1 \times 10^{-5} \text{m}^2\text{s}^{-1}\). For the particles, we assume the diffusivity, \(D_p\), can be modelled as a function of temperature and particle drag \(f\) [21], obeying:

\[
D_p = \frac{k_B T}{f}.
\]  

(16)

The particle drag factor, \(f\), depends on particle diameter. The catalyst nanoparticles in the reactor are all smaller than 100 nm in diameter. This much smaller than the free mean path of the hydrogen carrier gas, which is of the order of 1000 nm. In this kinetic regime, the particle drag factor, \(f\), is modelled by:

\[
f = \frac{2}{3} d_p^2 \rho \left( \frac{2\pi RT}{M} \right)^{\frac{1}{2}} \left[ 1 + \frac{\pi \alpha}{8} \right],
\]

\[(17)\]

\[
\alpha = 0.9.
\]

(18)

In the hot zone of the reactor, particles evaporate, reducing the particle diameter, \(d_p\). As \(d_p\) approaches zero, \(D_p\) will grow to infinity and we will experience numerical problems. To avoid these numerical problems we instead impose an a-priori diffusivity that varies between a high-diffusivity value (upstream of the hot zone, where the particles are nucleating) and a low-diffusivity value (downstream of the hot zone, where the particles have grown large) over the reactor length. We model the change from a high-diffusivity regime in the initial nucleation zone to a low-diffusivity regime downstream of the nucleation region with an analytical function. This approach keeps the numerical solution stable in regions of rapid particle diameter change:

\[
D_p = \psi D_{\text{high}} + (1 - \psi) D_{\text{low}},
\]

\[(19)\]

\[
\psi = \frac{1}{1 + \exp \left( \frac{z - z_0}{0.01 L} \right)}.
\]

(20)

where \(z\) is the distance from the reactor inlet, \(z_0\) is the position at which diffusivity changes and \(L\) is the length of the reactor. The value for \(z_0\) is increased with flow rate to better match the theoretical diffusivity calculated from the particle diameter. We choose values for \(D_{\text{high}}, D_{\text{low}}\) and \(z_0\) that approximate the theoretical values of \(D_p\), without making our simulations numerically unstable. The value of \(D_{\text{high}}\) is \(4 \times 10^{-5} \text{m}^2\text{s}^{-1}\) and \(D_{\text{low}}\) is \(4 \times 10^{-7} \text{m}^2\text{s}^{-1}\). The value of \(D_p\) also varies with the temperature in the reactor. The effect of the temperature on the diffusivity of the particles is very small compared to the effect of the particle diameter. Figure 13 plots the difference between this analytical approximation of \(D_p\) and the theoretical value calculated from the particle diameter. From the reactor inlet to about 175 mm, the analytical function matches the theoretical diffusivity well. After this point, the analytical function underpredicts the diffusivity before the hot zone and overpredicts the diffusivity after the hot zone. However, after 250 mm downstream from the inlet, both the analytical and the theoretical diffusivity falls below \(1 \times 10^{-6} \text{m}^2\text{s}^{-1}\), at which point the effect of diffusivity is negligible compared to the effect on convection on the particles.
Figure 13. Comparison of the theoretical, diameter based, particle diffusivity (blue), and the analytically approximated particle diffusivity with a function (orange). Both lines are for a flowrate of 0.51 min\(^{-1}\), temperature of 1250°C and ferrocene mass fraction of 0.5 mass%.

3.6. Solving the Equations

We solve our partial-differential equations using FEniCS, a finite-elements partial differential equation solver package [22]. The computational grid is generated using Gmsh [23].

4. Conclusions

In this study, we develop a model capable of simulating the nucleation, growth and evaporation of catalyst nanoparticles in a reactor for the production of carbon nanotubes. We looked at three different measurements of the particles: (a) particle mass fraction; (b) average particle diameter; and (c) total particle surface area. We found that varying the flowrate or the ferrocene mass fraction entering the reactor has the most significant effect on the measurements in two different regions: the region before the hot zone (150 mm to 300 mm) and the region after the hot zone (400 mm to 700 mm). As the flowrate through the reactor increases, the particle mass fraction found in the region after the hot zone increases, while the particle mass fraction in the region before the hot zone decreases. With increasing ferrocene mass fractions, the particle mass fraction increases over both zones. For the particle diameter, increasing flowrate from 0.5 to 1.01 min\(^{-1}\) increases the diameter only in the region after the hot zone, while increasing the flowrate further from 1.0 to 2.01 min\(^{-1}\) increases the particle diameter in both regions. The total particle surface area sees a decrease in the region before the hot zone as flowrate increases, while the value in the region after the hot zone is does not change strongly with flowrates above 0.51 min\(^{-1}\). As ferrocene mass fraction increases, the total surface area increases in both zones.

At low flowrate or low ferrocene mass fraction, the particle mass fraction is concentrated at the centreline of the reactor. The profile of particle diameter is also highest at the centreline for those conditions. As flowrate in the reactor increases, the peaks of the particle mass fraction and the particle diameter move away from the centreline. The same effect occurs for increasing ferrocene mass fraction. This displacement away from the centreline of the mass fraction peak explains why the CNTs form a hollow sock-like aerogel at the downstream end of the reactor.

With further experimental data, our model can be made more predictive. The model can also be extended to model the growth of the CNTs. A further study could also investigate the effects of gravity. Further numerical studies on different reactor geometries will also help to explore what process parameters are critical for the production of the nanoparticles that produce CNTs and determine if different geometries and inlet conditions can reduce the loss of material to the reactor walls. The effects of sulphur on the nucleation process could also be explored by including an additional modelling term. This would help us understand what role the sulphur could have on the nucleation of the nanoparticles and why sulphur is so critical in the FC-CVD process.
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Appendix A

The particle model uses the self-consistent nucleation equation developed by Girshick and Chiu [20] and particle collision equations from Friedlander [21]. The source terms for the particle model obey,

\[ f_g = -k^* J - E , \]  
\[ f_Y = k^* J + E , \]  
\[ f_N = J - C , \]

where \( J \) is the rate of new particle formation, \( k^* \) is the initial mass of a newly formed particle, \( E \) is the net mass transfer rate from vapour to condensed state due to evaporation and condensation and \( C \) is the coagulation rate of particles.

For the rate of new particle formation \( J \) per unit mass of carrier gas,

\[ J = \rho n_{s}^{2} S \left( \frac{2 \sigma v_{1}}{\pi \rho_p^{2}} \right)^{\frac{1}{2}} \exp \left( \Theta - \frac{4 \Theta^3}{27 \Theta \ln S} \right) , \]

\[ \Theta = \frac{\sigma s_{1}}{k_B T} , \]

where \( \rho \) is the density of the working fluid; \( n_{s} \) is the saturation number of iron atoms per unit volume; \( \sigma \) is the surface tension of a nucleated iron particle; \( v_{1}, m_{1} \) and \( s_{1} \) are the volume, mass and surface area, respectively, of a one-atom iron particle; \( \rho_p \) is the density of the particle material; \( k_B \) is the Kelvin–Boltzmann constant; and \( T \) is the temperature of the working fluid in Kelvin. \( \Theta \) is the nondimensionalised surface tension of a particle.

The initial mass of a newly formed particle \( k^* \) obeys,

\[ k^* = m_1 g^* , \]

\[ g^* = \left( \frac{2 \Theta}{3 \ln S} \right)^{3} , \]

where \( g^* \) is the number of atoms in a newly formed particles, and the other terms are defined above.
The net mass transfer rate, $E$, depends on the collision rate between a particle and an iron vapour atom, obeying,

$$ E \equiv \beta_{1,p}(S - K)n_vM , $$  

(A8)

$$ K = \exp\left(\frac{4\sigma m_1}{k_B T d_p}\right) , $$  

(A9)

\[ \beta_{1,p} = \left(\frac{3}{4\pi}\right)^{\frac{1}{2}} \left(\frac{6k_BT}{\rho_p}\right)^{\frac{1}{2}} \left(\frac{1}{v_{1}^{-1}} + \frac{1}{v_{p}^{-1}}\right)^{\frac{1}{2}} \left(\frac{1}{v_{1}^{-1}} + \frac{1}{v_{p}^{-1}}\right)^{\frac{1}{2}}, \]  

(A10)

$$ v_p = \frac{Y}{\rho_p M}, $$  

(A11)

$$ d_p = \left(\frac{6v_p}{\pi}\right)^{\frac{1}{3}}, $$  

(A12)

where $\beta_{1,p}$ is the collision rate, per unit of volume, between a iron particle of volume $v_{p}$ and an iron vapour atom; $K$ is the Kelvin effect constant, increasing the saturation amount of vapour around a curved surface; and $d_p$ is the particle diameter; and the other terms are defined above.

The coagulation rate depends on a collision between two particles. We assume the particles are monodisperse, therefore all particles at a particular point and time have the same volume $v_{p}$, and the coagulation rate obeys,

$$ C \equiv \frac{1}{2} \beta_{p,p}M^2, $$  

(A13)

$$ \beta_{p,p} = \sqrt{\frac{32}{3\pi}} \left(\frac{3}{4\pi}\right)^{\frac{1}{2}} \left(\frac{6k_BT}{\rho_p}\right)^{\frac{1}{2}} \left(\frac{1}{v_p}\right)^{\frac{1}{6}}, $$  

(A14)

where all the terms are defined above.
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