Dynamical phase transitions in Hegselmann-Krause model of opinion dynamics and consensus
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Abstract. The dynamics of the model of agents with limited confidence introduced by Hegselmann and Krause exhibits multiple well-separated regimes characterised by the number of distinct clusters in the stationary state. We present indications that there are genuine dynamical phase transitions between these regimes. The main indicator is the divergence of the average evolution time required to reach the stationary state. The slowdown close to the transition is connected with the emergence of the groups of mediator agents which are very small but have decisive role in the process of social convergence. More detailed study shows that the histogram of the evolution times is composed of several peaks. These peaks are unambiguously interpreted as corresponding to mediator groups consisting of one, two, three etc. agents. Detailed study reveals that each transition possesses also an internal fine structure.
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1 Introduction

Formation of consensus is one of the most studied topics in the field of sociophysics. It was the subject of the early paper by Callen and Shapero \cite{callen1941} (which was originally intended as a contribution to the Moscow seminar banned by the Communist authorities \cite{melnik1991}). The early attempts to apply the ideas of synergetics to social phenomena were driven by similar ideas \cite{callen1944}. Consensus was in the centre of the papers of Galam \cite{galam1995,galam1996}, who revived the term “sociophysics” and made it known to general audience \cite{galam2009}. For recent reviews, see e. g. \cite{galam2003}.

The consensus models can be divided into two well-defined groups. The models of the first type assume that the agents can choose among a small number of discrete opinions. The simplest case is the binary choice, studied in the voter \cite{galam1995}, Galam \cite{galam1996,galam1997}, Sznajd \cite{sznajd2006,sznajd2007,sznajd2008,sznajd2009} and majority-rule models \cite{davis2010,davis2011}

The second type of models acknowledges that the opinion of the agents may stretch on a continuous line (or a space of any dimensionality and structure). The opinions evolve in time by attraction, i. e. the agents shift their position in the opinion space towards areas where other agents are already concentrated. Assuming that this dynamics is linear, DeGroot \cite{degroot1974} introduced the model of opinion convergence in which the opinions in the next time step are linear combinations of the original opinions. The conditions required for reaching consensus were clarified in stabilization theorems \cite{degroot1974,degroot1996}. Essentially, the statement is that if the agents form a network of interactions which is a single connected cluster, the system always reaches full consensus. The only case in which different opinions survive in the stationary state is the trivial one, when the agents split into several clusters with no communication whatsoever. This is certainly an exaggerated view of the society as we know it.

The fundamental ingredient missing in the model of DeGroot was the limited (or bounded) confidence. It is based on a rather trivial observation that people who differ too much in their opinions are unable to force the partner shift her opinion and unwilling to make themselves a tiniest step towards the opponent. The opinions are frozen, if they are incompatible. Within discrete-opinion models this idea was excellently implemented in the Axelrod model \cite{axelrod1997,axelrod1997a,axelrod1997b,axelrod1997c,axelrod1997d,axelrod1997e,axelrod1997f,axelrod1997g,axelrod1997h,axelrod1997i,axelrod1997j,axelrod1997k,axelrod1997l,axelrod1997m,axelrod1997n,axelrod1997o,axelrod1997p,axelrod1997q,axelrod1997r,axelrod1997s,axelrod1997t,axelrod1997u,axelrod1997v,axelrod1997w,axelrod1997x,axelrod1997y,axelrod1997z,axelrod1997aa,axelrod1997ab,axelrod1997ac,axelrod1997ad,axelrod1997ae,axelrod1997af,axelrod1997ag,axelrod1997ah,axelrod1997ai,axelrod1997aj,axelrod1997ak,axelrod1997al,axelrod1997am,axelrod1997an,axelrod1997ao,axelrod1997ap,axelrod1997aq,axelrod1997ar,axelrod1997as,axelrod1997at,axelrod1997au,axelrod1997av,axelrod1997aw,axelrod1997ax,axelrod1997ay,axelrod1997az,axelrod1997ba,axelrod1997bb,axelrod1997bc,axelrod1997bd,axelrod1997be,axelrod1997bf,axelrod1997bg,axelrod1997bh,axelrod1997bi,axelrod1997bj,axelrod1997bk,axelrod1997bl,axelrod1997bm,axelrod1997bn,axelrod1997bo,axelrod1997bp,axelrod1997bq,axelrod1997br,axelrod1997bs,axelrod1997bt,axelrod1997bu,axelrod1997bv,axelrod1997bw,axelrod1997bx,axelrod1997by,axelrod1997bz,axelrod1997ca,axelrod1997cb,axelrod1997cc,axelrod1997cd,axelrod1997ce,axelrod1997cf,axelrod1997cg,axelrod1997ch,axelrod1997ci,axelrod1997cj,axelrod1997ck,axelrod1997cl,axelrod1997cm,axelrod1997cn,axelrod1997co,axelrod1997cp,axelrod1997cq,axelrod1997cr,axelrod1997cs,axelrod1997ct,axelrod1997cu,axelrod1997cv,axelrod1997cw,axelrod1997cx,axelrod1997cy,axelrod1997cz,axelrod1997da,axelrod1997db,axelrod1997dc,axelrod1997dd,axelrod1997de,axelrod1997df,axelrod1997dg,axelrod1997dh,axelrod1997di,axelrod1997dj,axelrod1997dk,axelrod1997dl,axelrod1997dm,axelrod1997dn,axelrod1997do,axelrod1997dp,axelrod1997dq,axelrod1997dr,axelrod1997ds,axelrod1997dt,axelrod1997du,axelrod1997dv,axelrod1997dw,axelrod1997dx,axelrod1997dy,axelrod1997dz,axelrod1997ea,axelrod1997eb,axelrod1997ec,axelrod1997ed,axelrod1997ee,axelrod1997ef,axelrod1997eg,axelrod1997eh,axelrod1997ei,axelrod1997ej,axelrod1997ek,axelrod1997el,axelrod1997em,axelrod1997en,axelrod1997eo,axelrod1997ep,axelrod1997eq,axelrod1997er,axelrod1997es,axelrod1997et,axelrod1997eu,axelrod1997ev,axelrod1997ew,axelrod1997ex,axelrod1997ey,axelrod1997ez} and Deffuant et al. \cite{deffuant2000}. Contrary to the parallel and linear dynamics of DeGroot, the dynamics in Deffuant et al. model is stochastic. In each step, a pair of agents is chosen at random and their opinions are shifted towards each other, on condition that they do not differ more than the confidence threshold $\varepsilon$. This model was investigated very thoroughly \cite{deffuant2000,benjamin2002,michel2003,benjamin2004,benjamin2005} both by simulations of finite systems and by numerical solution of the partial integro-differential equation corre-
sensus appears around the critical value \( \varepsilon \), numerically, it was found that the transition to full consensus occurs at \( \varepsilon = 0.1 \) (upper panel) and \( \varepsilon = 0.25 \) (middle and lower panel). The evolution is stopped as soon as the clusters stop changing.
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**Fig. 1.** Examples of the evolution of opinions of \( N = 20 \) agents. The confidence threshold is \( \varepsilon = 0.1 \) (upper panel) and \( \varepsilon = 0.25 \) (middle and lower panel). The evolution is stopped as soon as the clusters stop changing.

The confidence threshold is \( \varepsilon \). The number of clusters, \( c \), is found to be close to the original DeGroot model, which is more close to the original DeGroot model. The HK model was investigated both by simulations and by solution of corresponding partial integro-differential equation [52,53]. Numerically, it was found that the transition to full consensus appears around the critical value \( \varepsilon_c \) [57]. A smart way of discretization the integro-differential equation, called interactive Markov chain [62,63,64], provides two conflicting results for the consensus transition. For odd number of discretization intervals, the answer is \( \varepsilon_c \approx 0.19 \) [52,62], while for even number of intervals one gets \( \varepsilon_c \approx 0.22 \) [60,62]. Later, we shall mention arguments indicating that the correct discretization is with odd number of intervals. The advantage of the approach using interactive Markov chains is that it enables proving stabilization theorems on the HK dynamics [67,68,69].

Various modifications of Deffuant et al. and HK models were investigated. For example, a model which interpolates between Deffuant et al. and HK was introduced [70]. Heterogeneous confidence thresholds [59,71], influence of extremists [51,72] and presence of a “true truth” [61,73] were studied. Introduction of multi-dimensional opinion space [39,60,63,74] is also a natural generalization. Interestingly, introduction of noise into the dynamics alters the behaviour profoundly [75]. This might be interpreted so that HK and Deffuant et al. models follow a strictly zero-temperature dynamics, which is unstable with respect to noise.

The aim of this paper is to investigate in detail the transitions from full consensus to state with two groups, to state with three, four etc. groups. Especially, we show in detail the phenomenon of critical slowdown, already hinted in [59,63,70] and show how it is related to the presence of mediators, introduced on an intuitive level in [69].

### 2 Phases in the Hegselmann-Krause model

#### 2.1 Definitions

Let us first recall the definition of the HK model. The system consists of \( N \) agents. The opinion of agent \( i \) at time \( t \) is a number \( x_i(t) \in (0, 1) \). Thus, the state of the system is described by the \( N \)-component vector \( x(t) \). The evolution of the state vector in discrete time \( t = 0, 1, 2 \ldots \) is deterministic and seemingly linear

\[
x_i(t+1) = \sum_{j=1}^{N} M_{ij} [x(t)] x_j(t)
\] (1)
confidence threshold, then \( \varepsilon \) the principle of bounded confidence. If the actual state \( x \)
number of agents is \( N \), but the mixing matrix \( M \) is not constant, but depends on the actual state \( x \). The dependence \( M[x] \) is dictated by the principle of bounded confidence. If \( \varepsilon \in (0, 1) \) is the confidence threshold, then
\[
M_{ij}[x] = \begin{cases} 
0 & \text{for } |x_i - x_j| > \varepsilon \\
\frac{1}{N_{ij}} & \text{for } |x_i - x_j| \leq \varepsilon
\end{cases}
\]
where the normalization factor \( N_{ij} \) is the number of agents not farther than \( \varepsilon \) from agent \( i \), \( N_{ij} = |\{ j : |x_i - x_j| \leq \varepsilon \}|. \) As the initial condition, we choose set of independent random values \( x_i(0) \), uniformly distributed in the interval \((0, 1)\).

The dynamics \((1), (2)\) has infinite number of absorbing states. They can be classified according to the number of non-communicating clusters. The state with \( \nu \) clusters is characterised by numbers \( f_1 < f_2 < \ldots < f_\nu \) such that \( f_i + 1 = f_i > \varepsilon \) and \( \forall i \exists j : x_i = x_j \). The smallest \( t \) for which \( x(t) \) is an absorbing state will be called consensus time and denoted \( \tau \).

As the initial condition is random, the time \( \tau \) to reach an absorbing state as well as the number \( \nu \) of clusters in that state are also random variables. We shall be mainly interested in the mean values \( \langle \tau \rangle \) and \( \langle \nu \rangle \), averaged over initial conditions.

### 2.2 Which absorbing state?

The number of clusters in the absorbing state depends mainly on the confidence threshold \( \varepsilon \), but also on the initial condition. We show in Fig. 1 three typical examples. For large enough \( \varepsilon \) the evolution ends in a state with single cluster, while for smaller \( \varepsilon \) the resulting \( \nu \) differs according to the configuration of opinions at the beginning. If we average the final number of clusters, we observe a decreasing function of \( \varepsilon \), as shown in Fig. 2. A more detailed look (see the inset in Fig. 2) shows that for increasing number of agents, well-defined plateaus develop at integer values of \( \nu \), separated by steps which become sharper for increasing \( N \) and we may conjecture that discontinuities emerge for \( N \to \infty \) at critical values \( \varepsilon = \varepsilon_{c1}, \varepsilon_{c2}, \) etc. From Fig. 2 we can estimate the first two of them as \( \varepsilon_{c1} \approx 0.2, \varepsilon_{c2} \approx 0.14 \).

### 2.3 Critical slowing down

The critical values \( \varepsilon_{ck} \) mark dynamical phase transitions from regime with \( k \) clusters in absorbing state to \( k+1 \) clusters. It is very questionable if the notions of first-order versus continuous phase transitions can be transferred from equilibrium to non-equilibrium transitions. However, we can study certain features, which are distinctive in equilibrium, also in non-equilibrium case. One of them is the slowdown of the dynamics close to the critical point. This is a signature of continuous transition. In HK model, we can measure the average time to reach an absorbing state as a function of \( \varepsilon \), and indeed, we observe peaks located at the transition regions, as seen in Fig. 4. The height of the

**Fig. 3.** Dependence of the average time to reach an absorbing state on the confidence threshold. The number of agents is \( N = 5000 \) (solid line), \( 2000 \) (dashed line), \( 1000 \) (triangle), \( 500 \) (+), and \( 200 \) (×). The arrows with circled numbers indicate the values of \( \varepsilon \) used in Figs. 6, 7, and 8.

**Fig. 4.** Detail of the dependence of the average number of clusters on the confidence threshold. The number of agents is \( N = 5000 \) (O), \( 2000 \) (□), \( 1000 \) (triangle), \( 500 \) (+), and \( 200 \) (×).

**Fig. 5.** Detail of the dependence of the average time to reach an absorbing state on the confidence threshold. The number of agents is \( N = 5000 \) (○), \( 2000 \) (□), \( 1000 \) (triangle), \( 500 \) (+), and \( 200 \) (×). The arrows with circled numbers indicate the values of \( \varepsilon \) used in Figs. 6 and 7.
peaks increases with the number of agents, which suggests diverging time at the transition points. The overall picture emerging from these results seems to be the following. In HK model in the limit $N \to \infty$, we have a sequence of phases characterised by one, two, three, etc. clusters in the absorbing state which is the result of the dynamics. The phase transitions occur at confidence thresholds $\varepsilon_{c1}$, $\varepsilon_{c2}$ etc, where the average number of clusters jumps discontinuously between two integer values, and where the average consensus time diverges. Having this in mind, we can consider the phase transitions second-order. In the following sections we shall see that the phase transitions in HK model are even more subtle than that.

3 How the absorbing state is reached

From now on, we shall concentrate on the first of the sequence of transitions, where the full consensus ends. We show in Figs 4 and 5 details of the $\varepsilon$-dependence of average number of clusters and average time to reach an absorbing state, respectively.

We can see in Fig. 4 that increasing $N$ results in decrease of $\langle \nu \rangle$ in the transition region. (We shall defer the sociological perspective of this phenomenon to the Conclusion.) The transition becomes steeper, but the inflexion point is shifted leftwards. Similarly, in Fig. 5 we observe that the peak not only grows when number of agents increases, but shifts quite markedly to lower values of $\varepsilon$. The values of $\varepsilon_{c1}$ inferred from the finite-$N$ results must be considered as upper bounds to the true critical value valid in the thermodynamic limit.

We can gain further insight into the divergence of consensus time at the transition, if we plot the histogram of times to reach an absorbing state for values of $\varepsilon$ close to the maximum of the peak in $\langle \tau \rangle$. We show the results for $N = 2000$ at $\varepsilon = 0.218$ and for $N = 5000$ at $\varepsilon = 2.05$, in Figs 6 and 7 respectively. The characteristic feature of the histograms is a sequence of peaks. The height of the peaks is nearly the same, especially for larger $N$. For comparison, we plot in Fig. 8 the histogram of consensus times for $\varepsilon = 1$, far from any major peak in $\langle \tau \rangle$. There are barely visible traces of peaks, but as the system size increases, the histogram becomes flat, contrary to the transition region, where the peaks in the histogram become more pronounced. Therefore, the peaks in the histogram are tightly related to the divergence of consensus time at the transition.

As a next step, we must ask what is the origin of the peaks. The emergence of the peaks implies that there are certain typical lengths of the evolution from the initial condition to the absorbing state. We naturally expect
that the typical lengths correspond to typical structural features of the evolution. To see that, we show in Fig. 9 spatio-temporal diagrams of the evolution of the system for five principal peaks in the histogram. The consensus times are indicated by letters A to E in Fig. 6 and the corresponding panels in Fig. 8 are denoted by the same letters. We can see immediately a common feature of all these five samples. After a very short transient period, three clusters are formed, one of them close to the exact middle and two of them on the wings. The latter are slowly attracted to the central cluster, until their distance falls below $\varepsilon$. Then, all three collapse into a single cluster and an absorbing state with full consensus is reached.

Neglecting the very short transient, the consensus time is given by the time needed to attract the wing clusters to the distance $\varepsilon$. We assume that the middle cluster contains $N_{\text{med}}$ “mediator” agents and is located at $x(0) = 1/2$, while the other groups are equal in size $N_+ = N_- = (N - N_{\text{med}})/2$ and are located initially at $x_{\pm}(0) = 1/2 \pm \Delta x$. The middle cluster does not move and the wing clusters evolve according to the difference equation

$$x_{\pm}(t+1) - x_{\pm}(t) = -\frac{N_{\text{med}}}{N_{\pm} + N_{\text{med}}}(x_{\pm} - \frac{1}{2}).$$

(3)

For $N_{\text{med}}/N \ll 1$ the dynamics is very slow and we can replace the difference in (3) by derivative. Hence, the consensus time is estimated as

$$\tau = \frac{N}{2N_{\text{med}}} \ln \frac{2 \Delta x}{\varepsilon}.$$ 

(4)

Since the initial condition must be $\Delta x < \varepsilon$, otherwise the clusters would never coalesce, and $N_{\text{med}} \geq 1$, we get a strict upper bound to the consensus time, provided the mechanism of three clusters is in force

$$\tau \leq N \ln \sqrt{2}.$$ 

(5)

Indeed, we can see that the histograms in Figs. 6 and 7 obey the bound (5).

The width of the peaks in the histogram is due to the fluctuations in the initial positions of the wing clusters. The peaks differ only in the number of mediators. Indeed, the evolution patterns A to E in Fig. 9 are observed for number of mediators $1, 2, \ldots, 5$. Comparing that with Fig. 6 where the peaks are denoted by corresponding letters A to E, we clearly see that the peak at longest consensus times is indicated by the mediator cluster is located at $x_{\text{med}}(0) = 1$ and the second has $N_{\text{med}} = 2$ etc. This fact suggests, that the peaks for $N_{\text{med}} = 2, 3, \ldots$ can be obtained by replication the peak at $N_{\text{med}} = 1$. Denoting $P_1(\tau)$ the latter peak only, we approximate the full distribution of consensus times by

$$P(\tau) \simeq P_{\text{replicated}}(\tau) = \sum_{k=1}^{k_{\text{max}}} k P_1(k \tau).$$

(6)

This approximation assumes that all sizes of the mediator group up to $N_{\text{med}} = k_{\text{max}}$ have the same probability and neglect the influence of the initial short transient. Therefore, it is reasonably accurate for a few highest peaks, but fails at short $\tau$, as it is confirmed in Fig. 8.

Let us also note that the mechanism of mediators located in the middle explains why, in the numerical solution of the partial differential equation for HK model, the discretization into even number of equally-sized intervals is wrong. Indeed, in this case the mediator cluster is located just at the border of two intervals, however fine the discretization is, and this induces numerical artifacts into the results.

4 Fine structure of the transitions

We already noted that the dependence of $\langle \nu \rangle$ on $\varepsilon$ is not like the dependence of average magnetization on temperature, as seen in simulations of finite-size Ising model. The transition region is not only squeezed into more narrow region, but is also shifted to lower $\varepsilon$. The same is observed also in $\langle \tau \rangle$. When the system size grows, the peaks do not simply grow and get thinner, but are also shifted to lower $\varepsilon$, consistently with the behaviour of $\langle \nu \rangle$. Let us look at this shifting of peaks in more detail.

To this end, we performed simulations of fairly large systems (up to $N = 2 \cdot 10^5$) in the range of $\varepsilon$ which covers the transition from the full consensus phase ($\langle \nu \rangle = 1$) to the phase with two clusters ($\langle \nu \rangle = 2$). The picture which emerges, is demonstrated in Figs. 10 and 11. It is somewhat surprising that the peaks in $\langle \tau \rangle$ only apparently move. Closer look at Fig. 10 reveals that a peak at certain value of $\varepsilon$ remains at the same position when $N$ grows,
Fig. 10. Fine structure of the average time to reach an absorbing state, at the transition from full consensus to phase with two clusters. The system size is $N = 2 \cdot 10^5 (\Diamond), 10^5 (\square), 5 \cdot 10^4 (\triangle), 2 \cdot 10^4 (\circ), 10^4 (\times)$.

but a new peak starts growing at somewhat smaller $\varepsilon$. When this second peak reaches some height, it saturates and another peak is born and grows at even smaller $\varepsilon$. In this way, older peaks do not depend on $N$ any more, but rather are overgrown by new ones. To our knowledge, this effect has no analogs in equilibrium phase transitions and is entirely related to dynamical nature of the transition in HK model.

Fig. 11. Fine structure of the average number of clusters in absorbing state, at the transition from full consensus to phase with two clusters. The system size is $N = 2 \cdot 10^5 (\Diamond), 10^5 (\square), 5 \cdot 10^4 (\triangle), 2 \cdot 10^4 (\circ), 10^4 (\times)$.

Similar fine structure of the transition region is observed on the dependence of average number of clusters on $\varepsilon$. In the transition region, it drops from $2$ to $\langle \nu \rangle = 1$.

The behaviour in the transition region is dominated by the slow evolution of three-cluster system, as described above. The existence of full consensus depends on emergence of the mediator group. In other words, the average number of clusters is related to the probability $P_{\text{med}}(\varepsilon;0)$ that the mediator group is empty, as $\langle \nu \rangle = 1 + P_{\text{med}}(\varepsilon;0)$, as long as more than two clusters in the absorbing state occur with negligible probability. We suppose that for given $\varepsilon$ and very large $N$ the fraction of agents in the mediator group approaches a limit $\mu(\varepsilon) = \lim_{N \to \infty} N_{\text{med}}/N$. As the full consensus is only possible if $\mu(\varepsilon) > 0$, we may consider $\mu(\varepsilon)$ as order parameter of the non-equilibrium phase transition in HK model. The location $\varepsilon_{c1}$ of the transition is determined by $\mu(\varepsilon_{c1}) = 0$.

We also assume that a “master” probability distribution exists $F(\rho,n)$, independent of $\varepsilon$ and $N$, so that the probability distribution for $N_{\text{med}}$ is

$$P_{\text{med}}(\varepsilon;N_{\text{med}}) = F(\mu(\varepsilon)N;N_{\text{med}}).$$

(7)

The parameter $\rho$ stands for the average size of the mediator group, so $\rho = \sum_{n=1}^{\infty} n F(\rho,n)$. We do not have direct access to the distribution $F(\rho,n)$ in simulations. In absence of any other information we may hypothesise that the distribution might be Poissonian, $F(\rho,n) = e^{-\rho} \rho^n/n!$. According to (7) and assuming that $\Delta \varepsilon$ is proportional to $\varepsilon$, we have the estimate

$$\langle \tau \rangle \propto \sum_{N_{\text{med}}=1}^{N_{\text{med,max}}} N \frac{F(\mu(\varepsilon)N;N_{\text{med}})}{N_{\text{med}}}.$$  

(8)

The upper bound $N_{\text{med,max}}$ for the size of the mediator cluster can be safely extended to infinity. For fixed $\varepsilon$ (and therefore fixed $\mu(\varepsilon)$) and $N \to \infty$ the average consensus time approaches a limit which is proportional to $\langle \tau \rangle \propto 1/\mu(\varepsilon)$. On the other hand, for $N$ fixed and variable $\varepsilon$, the dependence of $\langle \tau \rangle$ according to (8) develops a maximum as a function of $\mu$. The location of the maximum shifts when $N$ grows as $\mu_{\text{max}} \propto 1/N$. This way, the location of the peak in $\langle \tau \rangle$ approaches $\varepsilon_{c1}$ as $N \to \infty$.

If the fraction $\mu$ of agents in the mediator cluster was a monotonous function of $\varepsilon$, with $\mu = 0$ at the critical point $\varepsilon = \varepsilon_{c1}$, we would see a peak in $\langle \tau \rangle$ growing and shifting gradually to lower values of $\varepsilon$, up to its asymptotic position at the critical point. Then, also $\langle \nu \rangle = 1 + F(\mu(\varepsilon)N;0)$ would be a monotonously decreasing function of $\varepsilon$. However, we can see violation of this monotonicity in Fig 11. Therefore, $\mu$ is not a monotonous function of $\varepsilon$, which explains both the non-monotonicity of $\langle \nu \rangle$ and the fact that
multiple peaks appear in $(\tau)$, instead of observing smooth shift and growth of a single peak. The non-monotonicity imposes a deformation on the otherwise smooth growth and shift of the peak in $(\tau)$. This deformation results in apparent emergence of new peaks next to the older ones. In fact, as long as the approximation $\lim_{N \to \infty} (\tau) \propto 1/\mu(\epsilon)$ is justified, the non-monotonicity in $\mu(\epsilon)$ is directly visible in non-monotonicity, i.e. multiple-peak structure, of $(\tau)$, close to the critical point.

However, the key ingredient of the whole phenomenon of fine structure of the transition, which is the non-monotonicity of $\mu(\epsilon)$ remains unexplained. Clearly, it relies on the processes happening within the relatively short transient period. The three-cluster structure, i.e. two wings plus mediators, is formed in this period and and the distribution of the number of mediators is established, which we assumed, for simplicity, to have the form $F(\mu(\epsilon) N; N_{\text{med}})$, but actually can be more complex.

5 Conclusions

We investigated in detail phase structure of the Hegselmann-Krause model of consensus formation. The only parameters of the model are confidence threshold and number of agents. The dynamics is deterministic, but the initial condition is random. We found that, depending on the value of the confidence threshold, well-defined phases exist, characterised by the number of non-communicating clusters in the absorbing state. This number is one in full consensus phase, while it is two, three, etc. in phases lacking full consensus among all agents, but exhibiting consensus within the clusters. The phases are separated by dynamical phase transitions, characterised by divergence of the time needed to reach the absorbing state, reminiscent of critical slowing down known from second order equilibrium phase transitions.

The mechanism which leads to the divergence of characteristic time at the phase transition is related to the emergence of a group of mediators, i.e. a small cluster in the middle of the opinions, which is able to attract the two clusters on the left and right wings from the mediators. The mediator cluster can be arbitrarily small, but non-empty. One single mediator is able to attract arbitrarily large wing clusters, if they are located initially within the confidence threshold. The attraction is the slower the larger the wing clusters are, but typically close to the transition the wing clusters contain all the agents, while the fraction contained in the mediator cluster is tiny. Hence the divergence of the time needed to reach the absorbing state, when the system size grows. This mechanism is reflected also in the histogram of times to reach consensus, which exhibits a characteristic series of peaks. Each of the peaks corresponds to a specific number of agents in the mediator group, which is one for the farthest peak, two for the next one, etc.

The most surprising feature of the dynamical phase transition in HK model is its fine structure. In the transition region, the average time to reach absorbing state, as a function of the confidence threshold, exhibits not just a growing peak when system size grows. The peak is also shifted towards lower values, in a complex manner. Apparently, the peak grows with system size until saturation, and then a new peak starts growing at a lower value of the confidence threshold. Thus, a series of peaks, overgrowing each other, emerges. We assume that the positions of the peaks tend to a limit which is the location of the phase transition in the infinite-size limit.

If we interpret the results obtained in terms of the (hypothetical) average fraction of agents in the mediator cluster, we come to conclusion that this quantity must be a non-monotonomous function of the confidence threshold in the transition region. If it were monotonous, the peak in the average time to reach absorbing state would continuously shift towards lower values when system size grows. But non-monotonicity of the average size of the mediator cluster imposes a deformation on this shift, which looks like new peaks were born next to older ones. However, we must admit that the non-monotonicity of the average fraction of agents in the mediator cluster remains unexplained.

Finally, let us make one sociological observation. In the transition region from full consensus phase, the average number of clusters in the absorbing state reflects the probability to reach consensus. When the system size grows, with confidence threshold fixed, the probability of consensus increases. More agents are more likely to reach consensus at the end. It is easy to understand this phenomenon in terms of the mediators. In a larger system of agents the probability to get non-empty mediator group is larger. Because this tiny mediator group is vital for consensus, it is easier to reach consensus in larger society. It is a challenge to experimental sociologists to test this prediction in reality.

This work was carried out within the project AV0Z10100520 of the Academy of Sciences of the Czech Republic and was supported by the MSM of the Czech Republic, grant no. OC09078 and by the Research Program CTS MSM 0021620845.
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