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Nowadays, RPA robots are increasingly used in daily office tasks such as finance and human resources. They play an increasingly important role in realizing office automation, which can improve work efficiency and reduce labor costs. In order to improve the efficiency of budget management and save human resources, this paper conducts related research based on the multiview recognition technology of network communication integration, combined with RPA in artificial intelligence technology. In the method part, this article introduces the mode of network communication integration and the principles that should be followed, as well as the related processes of RPA. In the algorithm, this paper introduces an integrated algorithm based on ELM. In the experimental part, this article predicts the performance of each model, compares identification functions with different signal-to-voice signals, and compares timing functions on different signal-to-voice signals, periodic transmission mode indicators, recognition rates of different kernel functions, and comparison of average recognition rates and multiview recognition rate comprehensive analysis of these multiple aspects. Under the same conditions, the recognition rate of some angles is lower than other angles; 0 degrees, 18 degrees, 126 degrees, and 180 degrees are slightly lower than other angles, which will affect the average recognition rate of the entire recognition. But for multiview gait features, considering the influence of each angle on the recognition rate, the characteristics of each angle are merged together, so that the recognition rate is significantly higher than the average recognition rate of 11 angles. It can be seen that multiview recognition based on network communication integration does have obvious effects on RPA and artificial intelligence in budget management and can improve the efficiency of budget management. The multiperspective recognition technology designed in this study can realize modernization and digitization in budget management.

1. Introduction

Now, the world economy has entered the era of knowledge economy, and budget has gradually developed into comprehensive budget management with the continuous evolution of enterprise needs. In order to gain a foothold in the increasingly fierce competitive environment and achieve good development, the company started to give more importance to corporate governance. As a modern management method, comprehensive budget management is being used by more and more companies, and more and more companies have benefited. Compared with western developed countries, my country’s comprehensive budget management started late. As some central enterprises and state-owned enterprises have achieved good economic benefits through comprehensive budget management, comprehensive budget management is being accepted by more and more enterprises. Network communication integration is to integrate various separated equipment, functions, and information into interrelated, unified, and coordinated systems through
a structured integrated distribution line system and computer network technology, so as to fully share resources.

Artificial neural networks, support vector machines, and other artificial intelligence technologies (AI) overcome the limitations of traditional models and are driven by data to fully present the nonlinear dynamic system of time series data. The universal realization of artificial intelligence technology in the field of time series analysis has proved its good performance and universal performance in the research of time series analysis problems. A large number of theoretical and empirical studies have also fully proved the authenticity and effectiveness of integrated thinking. However, the research on ensemble forecasting models is mainly focused on linear ensemble technology, and the improvement of forecasting performance is very limited.

Based on the multiperspective recognition of network communication integration, many scholars at home and abroad have conducted related research on the operation of RPA and artificial intelligence in budget management. Ivanov et al. demonstrate the impact of shared knowledge of the environment in the navigation problem of the robot group by realizing data transmission within the group and provide examples of data acquisition, distance-based resolution, and speed control methods. The scholars proposed a dynamic network formation method based on the leader replacement system. The results of the study show that sharing common information among robots in a group can significantly reduce the length of individual trajectories. The scholars have studied the related content of robots but lack comparison with other methods [1]. Murtaza et al. propose a new multiview human action recognition method using the low-dimensional motion information of the action. Before feature extraction, a preprocessing step is performed to remove noise from the contour, which is caused by imperfect but true segmentation. The results of multiview experiments using this data set provide 95.4% high accuracy using leave-one-sequence cross-validation technology. The scholars have conducted research on action recognition, but there is no clear improvement method [2]. Willcocks et al. presented a series of dilemmas faced by senior managers, thinking about the potential applications of robotic process automation in human resource functions and global business service operations. The teaching case needs to discuss the business case of RPA and cognitive automation; the case will tell us everything of the survey, how to effectively implement it in the HR and GBS environment, and whether to use RPA tactically or strategically. The authors studied the latest technology of RPA but did not make a prospect for its application field [3]. Hwang et al. introduced a robotic process automation to simple repetitive task automation and started its research and development in various fields and proposed a middleware system called MIORPA to control open source RPA robots. The proposed middleware system provides a job scheduling algorithm for assigning tasks to multiple RPA robots in multiple middleware environments. The scholars also studied RPA technology but did not design specific experiments for demonstration [4]. Hassabis et al. believe that a better understanding of biological brains can play a vital role in building intelligent machines and investigate the historical interaction among AI and other methods inspired by neural computing research in humans and other animals, current progress. Finally, the scholars highlighted common themes that may be crucial to advancing future research in these two fields. The scholars discussed the related content of artificial intelligence but did not combine data to improve credibility [5]. Thrall et al. proposed that AI surveillance programs can help radiologists prioritize work lists by identifying suspicious or positive cases for early review. AI programs can be used to extract “radiological” information from images that cannot be recognized by visual inspection, which can add diagnostic and prognostic value from the collection of image data. The scholars’ research on AI-related procedures needs to be combined with other technologies to demonstrate [6]. Piszczek believes that changes in the environment, widespread criticism, and negative views on the operation of local self-government, coupled with a crisis of confidence in their representatives, forced management institutions to take certain actions aimed at increasing efficiency. The aim of this scientific work was to introduce the task-based budget and budget development rules currently being carried out in Poland as a modern method of budget management. The scholar lacks a review of the mechanism of budget management [7].

This paper discusses the research methods of RPA and artificial intelligence in budget management based on the multiview recognition of network communication integration. In the method part, this article introduces the mode of network communication integration and the principles that should be followed, as well as the related processes of RPA. In fact, in this case, the performance of this model is determined by the performance of the signal-to-sound system; the signal-to-noise system is determined when the performance is based on the ELMint algorithm. In the experimental part, this article predicts the performance of each model, comparison of recognition performance under different signal-to-noise ratios, comparison of time performance under different signal-to-noise ratios, periodic transmission mode indicators, recognition rates of different kernel functions, and comparison of average recognition rates and multiview recognition rate comprehensive analysis of these multiple aspects. The novelty of this article is based on the use of the latest RPA in artificial intelligence, that is, robotic process automation technology, combined with multiview recognition in network communication integration, to improve the efficiency of budget management in the enterprise.

2. RPA and Artificial Intelligence in Budget Management Based on Multiperspective Recognition of Network Communication Integration Methods

2.1. Network Communication Integration. Network communication system refers to a low-cost communication system between platforms that exchange information in multiple formats such as text, image, audio, and video on the basis
of the Internet platform and traditional communication platform and realize technical exchanges through multiple platforms and multiple terminals, and built-in high-performance communication system [8, 9]. In practical applications, a multiclassifier ensemble can significantly improve the generalization ability of the entire system, although a multiclassifier ensemble is not perfect in theory. Designing a good integrated system is an arduous task, which is generally divided into two steps. First, design the method of base classifier generation; second, design the method of base classifier combination. Experiments have proved that in order to obtain a more ideal classification effect in an integrated system, the base classifier in the integration process generally needs to meet two characteristics: the first is diversity, and the second is accuracy [10]. If the base classifiers in the integrated system are indistinguishable, then the integration is meaningless. Network communication is to connect all isolated devices through the network and realize the communication between people, people and computers, and computers and computers through information exchange. The basic telecommunication network includes various transmission networks, such as optical cable, microwave communication, satellite communication, and access network; the telecommunication support network includes various networks or systems supporting the telecommunication network.

Communication service network includes various communication network service nodes and networks composed of service nodes, such as telephone switching network, intelligent network, data network, and multimedia network; basic telecommunication network includes various transmission networks, such as optical cable communication, mobile communication, microwave communication, satellite communication, and access network; telecommunication support network includes various networks or systems supporting telecommunication network.
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being monitored often does not know that their gait is closed, and it is impossible to move in the direction we expect. Walking is initially a process of change. In the process of walking, the angle of view will change and rotate, so the angle of view is a difficult factor to control. Initially, multicore learning was proposed to control the basic matrix search and achieve optimization, but then, more and more applications are implemented in multiview data [15, 16]. Since multicore learning uses different kernel matrices, each kernel matrix can correspond to one projection data, and the final synthetic kernel (which can be linear or nonlinear) can effectively improve performance. Subspace learning is aimed at learning from multiple angles to obtain a common latent space. The size of the investigated hidden space was smaller than all spatial dimensions in the multiprojection data. Therefore, studying spatial planning is a very effective method to overcome the curse of dimensions. Given a subdomain, the subsequent sorting and grouping tasks will be very simple. In order to overcome the challenges of viewing angle, occlusion, and the efficiency of recognizing single-view targets, multiview target recognition has attracted more and more attention. Generally speaking, the foreground of the samples in the training set is sparse and obvious. However, in practical applications, the sample perspective is not limited to the different perspectives defined by the training set. The problem is always different to solve, and it is very difficult. The simplest method is to use multiple models of a single target at the same time and finally rely on certain arbitration rules to determine the output result. However, adjusting the model parameters to adapt the single-view target model to a wider range of perspective changes usually causes the model to be cautious, leading to more false detections and recognition alarms [17]. Figure 1 shows the image effect of multiview recognition.

2.3. RPA. Automated process robots are also called RPAs and use automated process management software built into computers. This type of robot implements predefined script flow logic, runs commercial software, and automatically performs office tasks on a computer [18, 19]. RPA takes the robot as the virtual labor force, interacts with the existing user system, and completes the expected tasks according to the preset program. From the current technical practice, the existing RPA is only applicable to processes with high repeatability, logical determination, and relatively low stability requirements. RPA promotes the development of economic intelligence. The audit of financial statements and account books, accounting books, and electronic forms is an important link in preparing financial reports and effectively ensuring the quality of accounting information and has gradually become one of the important links in the quality of accounting information. The introduction of RPA will provide new impetus to optimize the account control process based on the general financial service model. As a robot software automation technology based on the concept of artificial intelligence, RPA is mainly based on computer scripting language and user interface implementation, and it automates processes involving multiple manual operations by repeating routine tasks. The characteristics of this technology are as follows: first, the RPA operation rules are clear, the digital activity guidelines and related process inputs are specific, and the rules are rigorous (good operation quality); the second is that RPA can simulate manual activities, interact with users, and manually integrate a large number of daily key functions. Run repeatedly. Third, RPA can provide powerful management and control capabilities. All steps of the process can be analyzed in real time (offline) and will not significantly affect the company's initial IT infrastructure and financial processes [20]. Shown in Figure 2 is the mode of robot process automation.

Process automation can enhance work roles and responsibilities and eliminate numbing responsibilities, which means that the team can improve job satisfaction, improve employee loyalty, and make them feel valuable, so as to reduce employee turnover. In the RPA process, the process programmer enters detailed instructions into the machine and issues it to the machine controller. Inspectors assign tasks to machines and monitor their activities. The machines perform tasks and interact with a large number of commercial applications. After the work is completed, business users will look at the project to identify anomalies and difficult situations. RPA resides on the existing applications of the organization. It can be used to automate routine tasks with repetitive and heavy workloads without interruption and without significant impact on the organization's traditional IT infrastructure. It can be used in any system without affecting the normal operation of each system. And it is available 24 hours a day, with powerful management, control, and supervision capabilities [21, 22]. And the process can be tracked in detail and in real time, which can make up for the inefficiency caused by the merged department. There are many repetitive and consistent links in the delayed verification process and in the audit process. Embedding RPA technology can greatly improve the efficiency of the entire audit process. At present, the application of RPA technology has become more and more mature. The application of this technology allows employees in enterprises to configure calculator software or “robot” to capture existing applications, process transactions, manipulate data, drive reaction and interaction, and communicate with other information systems. Any large amount of repetitive work performed by large-scale manpower can now be performed by the RPA software robot, saving manpower, money, and time.
Shown in Figure 3 is the work content of the robot during processing.

2.4. Artificial Intelligence. With the advent of the Internet big data era and the rapid development of computer hardware technology, artificial intelligence (AI) has become an active research subject area with many practical applications and has made breakthroughs in technology and is currently developing vigorously. In particular, artificial intelligence is widely used in many fields such as face and object image recognition, voice data, stock fund trend prediction, medical image data diagnosis, traffic image object recognition, and many other fields [23].

Intelligent simulation is an important task of artificial intelligence. The way artificial intelligence is realized is similar to the thinking process of the human brain. People obtain information about external conditions through the five senses, namely, vision, hearing, smell, taste, touch, etc., and form meaningful decision-making elements through the further processing of the brain. Then, through analysis
and reasoning and other processes, further decisions are made. The related technologies mainly include the recognition of the retina and iris, the recognition of fingerprints and palmprints, face recognition, and automatic proof of theorems, game and logical reasoning, information induction and processing, and so on. In addition to the application of artificial intelligence in sensory simulation, a more important application is to simulate the thinking and analysis process of the human brain, that is, the application of game and logical reasoning, the induction and processing of information, etc. [24, 25].

The most prominent neighborhood in the development of artificial intelligence technology is the research on image target recognition [26]. The accurate realization of target recognition mainly depends on the continuous improvement of the neural network structure by convolutional neural network researchers. This technology can effectively use the Internet’s big data foundation and implement parallel distributed image processing training on computer hardware. The limitation of the traditional neural network method for image data processing is that it generally adopts the method of using the CPU to calculate on the computer hardware [27, 28].

2.5. Budget Management. Under the leadership of the general manager, the budget department is mainly responsible for organizing project bidding and preparing project budget. From the perspective of the original meaning of budget management, it is to help managers achieve their goals effectively, because at this level, budget management has important behavioral meanings. The most typical behavior in budget management is budget slack [29]. There are relatively many studies on budget slack in western scholars, many of which are carried out from the aspects of human nature, budget incentives, appraisal systems, and budget technology methods. The comprehensive budget management system includes four aspects of budget preparation, execution, supervision, and evaluation. The source and foundation of the system is budget preparation. And it will be better to take actions just towards the public and society [30, 31]. It can be said that budgeting as the basis is of great significance in the budget management of administrative institutions and should not be underestimated. However, judging from the audit results of all levels of government by the audit department, there are still some deep-seated problems in the budget preparation work of each unit, such as incomplete budget preparation content, unreasonable budget preparation methods, and low performance in the use of fiscal funds. The supervision mechanism is not perfect, etc. Through the analysis, the main reasons are that the selection of budgeting methods is not scientific enough, the establishment of budget indicators is not specific enough, and the unit lacks a set of scientific and effective budgeting system [32, 33].

The budget system management business mainly includes eight subfunctions: budget index management, dimension management, mapping management, budget model management, budget form management, budget formula management, budget control strategy management, and version management. They jointly complete the formulation of budget model control strategies. Figure 4 shows the flow chart of the use of budget management [34]. From the perspective of budget managers, Figure 4 involves eight aspects: budget report management, formula management, and control strategy management.

2.6. Integration Algorithm Based on ELM. When initializing the weights, the “leave one method” is used instead of the “unified initialization method,” and the actual output and the leave one error are used to calculate the leave one

**Figure 4:** Budget reflects management use case diagram.
method output, and the drop one is calculated by the last error which is also dropped [35]. The leave-one-out error calculation method is

\[ x_{x-x} = n_x - m_x a_{x-x} = n_x - \bar{n}_{x-x}. \]  

(1)

Among them, \( x \) is a variable. In the training phase, the training data can be trained individually or in groups. In this model, the model parameters are determined by continuous data. Suppose a set of data \( M \):

\[ M_i = \{(m_x, s_x)\}_{x=j_1}^{j_2}. \]  

(2)

When we are going to make the result of formula (3), minimizing the variance becomes

\[ s_{\text{min}} = 2 \left\| \begin{bmatrix} L_0 \\ L_1 \end{bmatrix} \alpha - \begin{bmatrix} K_0 \\ K_1 \end{bmatrix} \right\|. \]  

(3)

Among them,

\[ L_1 = \begin{bmatrix} F(c_1, a_1, m_{j_2+1}) & \cdots & F(c_j, a_j, m_{j_2+1}) \\ \vdots & \ddots & \vdots \\ F(c_1, a_1, m_{j_2+1}) & \cdots & F(c_j, a_j, m_{j_2+1}) \end{bmatrix}, \]

\[ S = \begin{bmatrix} s_{j_2+1} \\ \vdots \\ s_{j_2+1} \end{bmatrix}. \]  

(4)

Considering the sum of two sets of data \( M_1 \) and \( M_2 \), and we can not see the meaning of the index of \( D \), the output weight \( \alpha \) becomes

\[ \alpha^{(1)} = D_1^{-1} \begin{bmatrix} L_0 \\ L_1 \end{bmatrix}^S \begin{bmatrix} S_0 \\ S_1 \end{bmatrix}. \]  

(5)

Here,

\[ D_1 = \begin{bmatrix} L_0 \\ L_1 \end{bmatrix}^S \begin{bmatrix} L_0 \\ L_1 \end{bmatrix}. \]  

(6)

In sequential learning, it can be expressed as a function of and not a function of the data set, written as follows.

**Table 1: Model performance of each time series forecasting model.**

| Evaluation index           | NMSE  | Rank | \( S \) | Rank |
|----------------------------|-------|------|---------|------|
| ARMA-TMKR                  | 3.2178| 6    | 45%     | 5    |
| D-KPNN                     | 1.0234| 2    | 46%     | 4    |
| LMD-SVM                    | 1.5276| 5    | 52%     | 3    |
| Simple average ensemble forecast | 1.2483| 4    | 54%     | 2    |
| KPNN                       | 1.1347| 3    | 52%     | 3    |
| SVM                        | 0.7472| 1    | 64%     | 1    |

Figure 5: Radiation source recognition rate of a double-layer common automatic encoder.

In sequential learning, \( \alpha^{(1)} \) can be expressed as a function of \( \alpha^{(0)} \), \( D_1 \) and \( L_1 \) are not functions of data set \( M_1 \), and \( D_1 \) is written as

\[ D_1 = \begin{bmatrix} L_0^S \\ L_1^S \end{bmatrix} \begin{bmatrix} L_0 \\ L_1 \end{bmatrix} = D_0 + L_1^S L_1. \]  

(7)

At the same time,

\[ \begin{bmatrix} L_0 \\ L_1 \end{bmatrix}^S \begin{bmatrix} L_0 \\ L_1 \end{bmatrix} = L_0^S S_0 + D_1 \alpha^{(0)} - L_1^S L_1 \alpha^{(0)} + L_1^S S_1. \]  

(8)

Combine the above formula to get

\[ \alpha^{(0)} = D_1^{-1} \begin{bmatrix} L_0^S \\ L_1^S \end{bmatrix} \begin{bmatrix} L_0 \\ L_1 \end{bmatrix} = \alpha^{(0)} + D_1^{-1} L_1^S \left( S_1 - L_1 \alpha^{(0)} \right). \]  

(9)

Here, define \( D_1 \) as

\[ D_1 = D_0 + L_1^S L_1. \]  

(10)

When \( d + 1 \) sets of data are trained, there are

\[ D_{d+1}^{-1} = \left( D_d + H_{d+1}^S H_{d+1} \right)^{-1}. \]  

(11)

Suppose that \( Q_{d+1} = D_{d+1}^{-1} \), but we found that the number is not enough for us to use, and then, the updated formula of \( \alpha^{(d+1)} \) is

\[ Q_{d+1} = Q_d - Q_d L_{d+1}^S \left( T + L_{d+1} Q_d L_{d+1}^{-1} L_{d+1}^S \right)^{-1} L_{d+1} Q_d, \]

\[ \alpha^{(d+1)} = \alpha^{(d)} + Q_{d+1} L_{d+1}^S \left( S_{d+1} - L_{d+1} \alpha^{(d)} \right). \]  

(12)
The output of neural network integration is $g(y)\left(m_x\right)$, $y = 1, \cdots, Q$, which can be obtained through integration:

$$g(m_x) = \frac{1}{Q} \sum_{y=1}^{Q} g(y)(m_x).$$ (13)

Among this, $g(m_x)$ represents the output of the input sample $m_x$ on the entire system.

3. RPA and Artificial Intelligence in Budget Management Based on Multiperspective Recognition Based on Network Communication Integration Experiments and Result

3.1. Sources of Experimental Data. IXMAS data collection is a collection of human body movement data with multiple view views. This data set contains thirteen groups of daily actions, which were repeated three times by eleven volunteers. When this data set was recorded, it was recorded by five cameras and provided in the form of pictures. The resolution of each picture was $390 \times 291$.

3.2. Predictive Performance of Each Model. From the perspective of two evaluation indicators, the standardized mean square error NMSE and the direction change statistic $S$, Table 1 shows the specific performance of series forecasting models and lists the ranking of each model on the two indicators. As can be seen from Table 1, there are three separate prediction models, namely, ARMA-TMKR model, D-KPNN model, and LMD-SVM model, and three integrated prediction models, namely, simple average integrated model, KPNN integrated prediction model, and SVM integrated prediction model. For classification, the SVM model ranks first and ARMA-TMKR ranks last. The prediction performance of the SVM integrated prediction model is the best among the six models, not only is NMSE the smallest, but $S$ is the largest.

Figure 5 shows the overall recognition rate of the dual-layer autoencoder when the learning rate is 1 under the condition of 0 dB signal-to-noise ratio. The goal is to compare performance with automatic tiering.

3.3. Comparison of Recognition Performance under Different Signal-to-Noise Ratios. Time performance is evaluated in terms of time consumption, while recognition performance is evaluated in terms of recognition effect. Figure 6 shows the radiator recognition rate of the convolutional neural network and the noise reduction autoencoder under the conditions of -5 dB and 5 dB signal-to-noise ratio. It can be seen from the figure that when the signal-to-noise ratio is low, the denoising autoencoder has a better recognition rate than the convolutional neural network; and the figure also shows that under the condition of a high signal-to-noise ratio, the convolutional neural network is also very good, even better than the noise reduction autoencoder, and of course, the noise reduction autoencoder is not bad at all. However, in a more complex electromagnetic environment, such as the incomplete acquisition of the radiation source information or the lack of information, the noise reduction automatic encoder will have more advantages [36].

3.4. Comparison of Time Performance under Different Signal-to-Noise Ratios. Figures 7(a) and 7(b) are the time-consuming training of the two neural networks under the conditions of -5 dB and 5 dB signal-to-noise ratio, respectively. CNN is a feedforward neural network, which usually includes data input layer, convolution calculation layer, relu activation layer, pooling layer, and full connection layer. It is a neural network in which convolution operation replaces traditional matrix multiplication operation. The comparison shows that the training of denoising autoencoders in low...
signal-to-noise ratio conditions takes more time, but it is twice as efficient as convolutional neural networks. This causes that the networks go to work with a wrong direction and situation.

### 3.5. Periodic Transmission Mode Indicators

For example, Table 2 shows the index parameters of the periodic transmission mode under different network capacities. The maximum values of the four index parameters are when the network capacities of 1, 5, 10, 20, 50, and 100 are extracted. In the periodic transmission mode, when the network is working at high speed, no matter how large the network capacity is, the channel utilization rate tends to be consistent, maintaining around 21%.

The results clearly show the relationship between the number of integrated classifiers and the test accuracy, as shown in Figure 8. As the number of integrated classifiers increases, the accuracy of the test will increase. But it will increase to a certain extent. When the number of classifiers reaches 4, the test accuracy will not be greatly improved. Some may be slightly reduced.

### 3.6. Recognition Rate of Different Kernel Functions

It can be seen from Table 3 that under the same experimental conditions, the recognition rate of the Gaussian kernel function is slightly higher than that of the other two methods. Gaussian kernel function, linear, and polynomial are all functions involved in support vector machine. Therefore, in the subsequent experiments, each group of experiments uses the Gaussian kernel function.

### 3.7. Comparison of Average Recognition Rate and Multiview Recognition Rate

It can be seen from Figure 9 that under the same conditions, the recognition rate of some angles is lower

![Figure 7: Time performance under two kinds of neural networks.](image)

![Figure 8: The relationship between the number of integrated classifiers and test accuracy.](image)

![Figure 9: Comparison of average recognition rate and multiview recognition rate.](image)
than that of other angles. 0 degrees, 18 degrees, 126 degrees, and 180 degrees are all slightly lower than other angles, which will affect the average recognition rate. But for multi-view gait features, considering the influence of each angle on the recognition rate, the characteristics of each angle are merged together, so that the recognition rate is significantly higher than the average recognition rate of 11 angles.

As shown in Figure 10, the recognition rate of each classification method under multiple perspectives is compared. Motion action instance described by using action features from multiple perspectives. Usually, multiple camera devices can be used. To obtain action features from multiple perspectives, this paper uses Harris 3D detectors to obtain spatiotemporal interest points of action features in action videos in the KTH database.

Table 4 and Figure 11 show the comparison of different MSR Action3D action recognition methods. These six methods include the traditional methods and the algorithms used in this paper, of which 6 are the algorithms in this paper. The sixth algorithm is based on the average classification results under the three data sets and can achieve better classification results in different classification data.

4. Discussion

Compared with the multiview spatial position information fusion method that directly uses spatial affine transformation for multiview target association, this method calculates
the probability of the target appearing in different positions under each view, so as to achieve more flexible multiview association, which is beneficial to further avoid missed inspection under single viewing angle, so the recall rate can be further improved. Like the multiview spatial location information fusion method, this method cannot solve the mutual interference of occluded targets, so the target detection accuracy is low. The method proposed in this paper avoids the dependence of the first two methods on spatial location information and directly uses the visual features of the target area for multiview association, so that it knows the combination of multi-image works and imagination, so this method can further improve the recall rate; secondly, this method the multiview target matching is transformed into the maximum posterior probability problem based on the structural constraints of the human body block area, and the multiview target matching result is obtained through the optimal solution, so it can effectively solve the detection difficulty caused by the multitarget occlusion.

Using RPA budgeting can simplify manual accounting procedures, save manpower and material resources, and reduce the cost of accounting information. It provides quality assurance for accounting work and improves management efficiency. In terms of the settlement process, RPA-based payment applications can help the payment team to dynamically and real-time control the accounts payable funds, which is convenient and safe, improves the efficiency of fund payment, and reduces costs and risks. Analyze the repayment of mutual fund debt. Due to the regularity and high repetition rate of data reporting, based on this, the implementation of RPA will be able to complete the data reporting task in the feedback report. When exporting data, RPA will prepare a unique identifier for reference data and accounting data according to predefined rules. After completing the audit of the financial sharing center account, create the latest data items. The RPA completes the update data in the corresponding data elements in sequence according to the unique data element ID of the data element, thereby completing the completion of the feedback reference data.

5. Conclusion

If we want to better balance the relationship between efficiency and cost reduction, we can either directly replace human beings with automation or continuously optimize the structure of human resources. Automation is often our first choice, even if a robot is valuable. Automation technology continues to change, and RPA is just popular in this era, so RPA has become the focus of financial executives. Robotic process automation is a very important emerging technology in artificial intelligence theory. For this technology, two causal mechanisms are implemented: prelink and postlink. By improving RPA, decision-making requirements can be included in business management. Change the user interface and perform visual interactive simulation. Therefore, management can see how the model works and how it interacts with decision-making and management. Or research interactive employees can also use their knowledge to make judgments and try different strategies. This is very useful for controlling selection and defining business processes during the interaction with the model. Based on the multiperspective recognition of network communication integration, this paper studies the operation of RPA in artificial intelligence in budget management, predicting performance from various models, comparing recognition performance under different signal-to-noise ratios, and comparing time performance under
different signal-to-noise ratios, and periodic transmission. A certain analysis has been made on the pattern indicators, the recognition rate of different kernel functions, and the comparison of the average recognition rate and the multiview recognition rate. The detection speed of the work is much worse than other aspects; it makes different identities, such as 0 degrees, 18 degrees, 126 degrees, and 180 degrees which are slightly lower than other angles, which will affect the average recognition rate of the entire recognition. But for the multiview gait feature, the influence of each angle on the recognition rate is comprehensively considered, and the characteristics of each angle are merged together. The shortcoming of this article is that this article does not have a practical identification scheme for the design of machine process automation, that is, it does not design the input and output research of the physical model for identification. It is hoped that with the in-depth research on the network communication integration technology, these problems can be gradually improved.
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