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Abstract—In High Efficiency Video Coding (HEVC), excellent rate-distortion (RD) performance is achieved in part by having a flexible quadtree coding unit (CU) partition and a large number of intra-prediction modes. Such an excellent RD performance is achieved at the expense of much higher computational complexity. In this paper, we propose a learned fast HEVC intra coding (LFHI) framework taking into account the comprehensive factors of fast intra coding to reach an improved configurable tradeoff between coding performance and computational complexity. First, we design a low-complex shallow asymmetric-kernel CNN (AK-CNN) to efficiently extract the local directional texture features of each block for both fast CU partition and fast intra-mode decision. Second, we introduce the concept of the minimum number of RDO candidates (MNRC) into fast mode decision, which utilizes AK-CNN to predict the minimum number of best candidates for RDO calculation to further reduce the computation of intra-mode selection. Third, an evolution optimized threshold decision (EOTD) scheme is designed to achieve configurable complexity-efficiency tradeoffs. Finally, we propose an interpolation-based prediction scheme that allows for our framework to be generalized to all quantization parameters (QPs) without the need for training the network on each QP. The experimental results demonstrate that the LFHI framework has a high degree of parallelism and achieves a much better complexity-efficiency tradeoff, achieving up to 75.2% intra-mode encoding complexity reduction with negligible rate-distortion performance degradation, superior to the existing fast intra-coding schemes.

Index Terms—High Efficiency Video Coding (HEVC), fast intra coding, convolutional neural network (CNN).

I. INTRODUCTION

The latest video coding standard, High Efficiency Video Coding (HEVC) [1], developed by the Joint Collaborative Team on Video Coding (JCT-VC) in 2012, improves the coding performance significantly. Compared with the previous video coding standard, H.264/AVC [2], HEVC saves about 50% bits with the same perceptual video quality using several elaborate methods. Specifically, for intra coding [3], the coding unit (CU) is recursively divided into a quadtree-based structure from the largest CU 64×64 to the smallest CU 8×8. In addition, up to 35 intra-prediction modes for the prediction unit (PU) are allowed. These two techniques are beneficial to the coding performance, with the expense of an enormous complexity increase, which makes it intractable for some real-time applications. Therefore, there is a need for complexity reduction of HEVC intra coding.

The past few years have witnessed many fast algorithms for HEVC intra coding, which can be classified into two main categories: fast CU size decision and fast intra-mode decision. For CU size decision, due to the flexibility of CU size in HEVC, the recursive process of the quad-tree CU partition will bring tremendous complexity. Many approaches try to predict the CU partition pattern in advance; thus, the brute-force recursive RD optimization (RDO) search can be avoided. Some heuristic methods [4]–[12] exploit the intermediate characteristics of current CU and the spatial correlations with the neighboring CUs to early determine the coding tree unit (CTU) partition result. Specifically, the approaches in [9]–[12] extract texture features of CU to determine the CU size. The Hadamard (HAD) cost and RD cost are utilized in [4]–[6] to execute early CU split and early CU termination. Kim et al. [8] proposed splitting a CU based on the number of high-frequency key points. Recently, several machine learning approaches [13]–[23] have been proposed for fast CTU partition. In [17], [18], decision trees are trained for early termination decisions. Zhang et al. [13] proposed a CU depth decision method based on support vector machine (SVM). Bayesian decision rules are utilized in [14], [19] to decide the CU size. Since 2016, CNN has been studied for CTU partition due to its ability to automatically extract features for CTU structure determination. Liu et al. [20] proposed a VLSI friendly algorithm with a shallow CNN structure for CTU partition, and Xu et al. [23] developed a deep CNN-based approach to predict the CU partition. Kuanar et al. [15] proposed using a CNN to detect textures and object shapes in CUs and then classify the spatial patterns into four classes for CU depth prediction.

As for the intra-mode decision, it leads to much higher complexity if each intra-mode performs an RDO calculation. The current HEVC encoder has already adopted a three-step algorithm to expedite the process of intra-mode decision [24]. In the first step, rough mode decision (RMD) is used to select several candidate modes with the least Hadamard transform-based costs (HAD costs). Second, the most probable modes (MPMs) are added to the candidate list. Finally, all the modes in the candidate list go through RDO, which requires higher complexity, to find the best mode. In the past few years, many approaches [12], [15], [25]–[34] have been proposed for fast intra-mode decisions to further reduce the complexity. Specifically, texture and edge information was extracted in [26] and [28] to predict the possible best intra-prediction mode. Hu et al. [14] applied a fast intra-mode decision algorithm based on the outliers with entropy coding refinement. For the mode searching procedure, a progressive rough mode searching technique was proposed in [29]. Similarly, Liao et al. [30] adjusted the order of MPM and RMD and then used the depth of current PU to choose the most probable modes. Jaballah et al. [32] proposed clustering the set of intra modes into groups and selectively choosing the candidates for RDO calculations. Laude et al. [35] used CNN models to directly predict the optimal mode to avoid extra RDO calculations.
proposed a gradient-based fast algorithm, calculating the average gradients in the vertical direction and horizontal direction for every PU, to reduce the number of candidate modes. Ryu et al. [34] adopted the random forest algorithm to estimate the possible intra-prediction modes. Most of these methods tend to discover the relationship between the mode and the content attributes and then heuristically detect special content statistical features (such as homogeneous blocks or vertical texture blocks) to simplify the RMD or RDO procedures.

In general, the aforementioned methods have made good explorations on fast intra coding from different specific perspectives and have achieved good performance improvements. However, there are still many comprehensive factors of fast intra coding to be considered, such as the efficiency of feature extraction, the validity of the best candidate list, the tradeoff between complexity and coding performance, the impact of different quantizations, and parallelism for easy hardware implementation.

Therefore, with comprehensive consideration of the above factors, we propose a learned fast HEVC intra coding (LFHI) framework in this paper. A special low-complex asymmetric-kernel CNN (AK-CNN) is designed to efficiently extract near-horizontal and near-vertical textures, which are important patterns for intra-coding mode prediction. For fast CU/PU size decision, our AK-CNN can perform the decisions of early split and early termination. For fast intra-mode decision, we introduce the concept of minimum number of RDO candidates (MNRC) and use the AK-CNN to predict the number of valid best RDO candidates for every PU adaptively. To provide the configurable trade-offs between the complexity reduction and coding performance, we adopt the confidence threshold scheme and then use the evolutionary algorithm to explore the optimal combination of the threshold values. We also propose a novel interpolation-based prediction scheme for LFHI framework to achieve its generalization capability to variant quantization cases. Finally, it is important to note that neighboring reconstructed pixels are not required for the LFHI framework, which guarantees LFHI’s parallelism for friendly hardware implementation. Our experimental results demonstrate that the LFHI framework has a high degree of parallelism and better complexity-efficiency tradeoff and can reduce the encoding time of HEVC by 75.2%, with a negligible 2.09% Bjøntegaard delta bit-rate (BD-BR) increase, over the JCT-VC test sequences. The performance significantly outperforms other state-of-the-art approaches. In brief, the main contributions of this paper are summarized as follows:

- We design a novel AK-CNN structure for effective texture feature extraction, which can be used for both fast CU/PU size decision and intra-mode decision.
- We propose a solution for fast intra-mode decision from a new perspective. A significant attribute of every PU: MNRC is introduced. Based on the prediction of MNRC, we can remove the redundant RDO candidates in a safer manner.
- We propose an evolution optimized threshold decision (EOTD) scheme to explore the optimal configurable complexity-efficiency tradeoffs for HEVC intra coding.
- With the proposed interpolation-based prediction scheme, our framework is generalized to all quantization parameters (QPs) superbly.

The remainder of this paper is organized as follows. Section II introduces the overview of HEVC intra-coding scheme. In Section III, we introduce the proposed LFHI framework. The detailed schemes for fast CU/PU size decisions and fast intra-mode decisions are described in Section IV and Section V, respectively. We present the experimental results and analysis in Section VI and then conclude the paper in Section VII. We will release the code and dataset later online at [http://staff.ustc.edu.cn/~chenzhibo/resources.html](http://staff.ustc.edu.cn/~chenzhibo/resources.html) for public research usage.

II. OVERVIEW OF HEVC INTRA CODING

In HEVC intra coding, the CU sizes can be 64 × 64, 32 × 32, 16 × 16 and 8 × 8, which correspond to depths 0–3. For the smallest CU 8 × 8, two different PU sizes (8 × 8 and 4 × 4) are possible. The PU size 4 × 4 indicates that there are four PUs of equal size in that CU. In this paper, the PU 4 × 4 is viewed as depth 4. For every PU, up to 35 intra-prediction modes, including planar, DC and 33 angular modes, are allowed. Fig. 1 shows the prediction directions associated with the angular modes. It requires extremely high computational complexity to execute the RDO calculation for all modes.

![Fig. 1: Angular intra-prediction modes. H and V indicate the horizontal and vertical directionalities, respectively.](http://staff.ustc.edu.cn/~chenzhibo/resources.html)

The flowchart of the encoder of HEVC reference software HM 16.9 [36] is shown in Fig. 2. As we can see, the encoder already adopts a three-step intra-mode decision fast algorithm. In the first step, RMD, a low-complexity procedure, is designed to construct a candidate list for RDO based on the Hadamard transform-based cost ($J_{HAD}$), which is calculated by

$$J_{HAD} = SATD + \lambda \cdot R_{mode}$$  \hspace{1cm} (1)

where $SATD$ represents the sum of absolute transformed difference. $\lambda$ is the Lagrangian multiplier decided by the QP,
and $R_{\text{mode}}$ is the number of bits to encode the information of intra-prediction mode. After the above calculations, three best modes with the least $J_{RADO}$ are selected for PUs with the sizes 64×64, 32×32 and 16×16, while eight optimal modes are chosen for PUs with the sizes 8×8 and 4×4. In the second step, the three modes generated from the modes of neighboring PUs, i.e., the MPMs, are added to the candidate list. In the last step, all the modes in the list go through RDO to find the best intra-prediction mode based on the RD-cost ($J_{RDO}$), which is computed by

$$J_{RDO} = SSE + \lambda \cdot R_{\text{total}}$$

(2)

where $SSE$ denotes the sum of the squared errors and $R_{\text{total}}$ is the number of total bits used to encode the CU.

If the depth of current CU does not reach the largest depth, the depth is increased by 1, and four sub-CUs continue to perform the above process. For the smallest CU, two different PU sizes (8×8 and 4×4) are tested.

This three-step algorithm reduces a large number of intra coding calculations in the HEVC encoder. However, as we mentioned in the introduction section, there is still large space for further improvement.

### III. Proposed Framework

Fig. 3 shows the flowchart of our proposed LFHI framework for fast intra coding, which aims at reducing the computational complexity in CU/PU size decision and intra-mode decision while maintaining the RD performance. Unlike other approaches that make use of the reconstructed pixels or some intermediate variables such as RD-cost, our framework only uses the pixels in the current CU; thus, it can be implemented as preprocessing before encoding. As a consequence, our scheme has a high degree of parallelism.

For fast CU/PU size decision (Block A in Fig. 3), we employ AK-CNNs as classifiers in four depths. The classifiers output the splitting decision. The CU/PU is split unless the decision is nonsplitting or it reaches the maximal depth.

As for the fast intra-mode decision (Block B in Fig. 3), for PU in every depth, the AK-CNNs decide the number of best candidate modes for RDO calculation adaptively, which enables the RMD to select a flexible number of modes.

After above preprocessing operations, the encoder ensures the final CU/PU size and intra-mode RDO modes according to this information. The details for fast CU/PU size decision and fast intra-mode decision are described in the following sections.

### IV. Fast CU/PU-Size Decision

#### A. Four-Level Classifier

In HEVC intra coding, the best CU/PU size is decided by searching all the CU/PU partition pattern with RDO calculation, which means that every CU/PU is encoded for several times, resulting in redundancy and enormous computational complexity. If we can construct a classifier that can determine the CU/PU size in advance, large encoding computational complexity can be reduced.

#### B. AK-CNN Structure

Some previous approaches attempted traditional machine learning tools (such as SVM) to implement such classifiers. Several manual features, such as texture strength and local variance, are extracted. However, since the results are heavily dependent on the design of the features, these methods introduce limitations and lack generalization in certain specific situations. Recently, CNNs have achieved dominant performance in many vision tasks, such as classification and segmentation.
In this paper, we propose a special AK-CNN as the classifier to take full advantage of the breadth of neural networks. Taking the luminance of current CU as input, the AK-CNN outputs a splitting decision. Since we need four classifiers to decide the CU/PU size, we build four CNNs to implement the above classifiers at each level of the selected QP. Due to the low complexity requirement, a relatively shallow and light architecture is adopted in this paper.

For this particular task, we design a novel asymmetric-kernel structure. As shown in Fig. 3 to reflect the statistical prevalence of angles and the effectiveness of signal prediction processing, the modes are intentionally designed to provide denser coverage of near-vertical and near-horizontal angles [1]. As a result, the textures of near-vertical and near-horizontal are more important for the intra prediction, which is also significant for the partition result. Therefore, it is necessary and meaningful for the CNN to pay more attention to such texture patterns. To this end, our neural network extends the first convolutional layer to three different branches. The first branch is the traditional convolutional layer, with normal square kernels, while the remaining two branches have convolutional kernels of asymmetric shape that target at detecting near-vertical or near-horizontal textures. This structure could enable the neural network to detect the texture features more effectively and efficiently. All three branches output equal-sized feature maps. Then, we concatenate them in depth and put them into two convolutional layers with small kernels to learn the correlation between these features. The combination of these features could help the CNN better understand the content characteristics. Next, the extracted features flow through three fully connected layers to get the final prediction. In our neural network, the activation function of all convolutional layers and hidden fully connected layers is leaky rectified linear unit (LeakyReLU) with $\alpha = 0.25$, while the output layer is activated with Softmax function. Fig. 4 presents the details of AK-CNN for block $64 \times 64$, and the information about other AK-CNNs is given in Table I.

| TABLE I: Proposed AK-CNN structure |
|-----------------------------------|
| **AK-CNN Configuration**          |
| **A**                             |
| **B**                             |
| **conv** 7x3 -4                    | **conv** 5x5 -8                    |
| stride:2                           | stride:2                           |
| **conv** 3x7 -4                    | **conv** 3x7 -4                    |
| stride:2                           | stride:2                           |
| **conv** 5x1 -4                    | **conv** 3x3 -8                    |
| stride:1                           | stride:1                           |
| **conv** 3x3 -2                    | **concatenate**                     |
| stride:2                           |                                        |
| **conv** 3x3 -32                   | **conv** 3x3 -32                   |
| stride:2                           | stride:2                           |
| **FC1**: 96                        | **FC1**: 96                        |
| **FC2**: 16                        | **FC2**: 16                        |
| **FC3**: 2                         | **FC3**: 2                         |

Network A is for block $32 \times 32$, while network B is for $16 \times 16$ and $8 \times 8$.

Based on the AK-CNN, redundant RDO calculations are avoided, which could lead to a large computational complexity reduction.

### C. Evolution Optimized Threshold Decision

For any classifier, it could not be absolutely accurate under all circumstances, and a false prediction will result in coding performance degradation. Therefore, we adopt a confidence threshold scheme to ameliorate this issue. For AK-CNN, the output Softmax value of the chosen action (splitting or nonsplitting) can be considered as the confidence for this classification trial. In general, the larger the value, the more confident the classifier is. Therefore, via setting the threshold of Softmax value, we can decrease the false prediction rate in the subsets with large Softmax values, which we define as the...
Fig. 4: Structure of AK-CNN. Taking the luminance of the current CU as input, the AK-CNN will output the splitting decision. Closer attention will be paid to the near-horizontal and near-vertical textures.

Fig. 5: Relationship between threshold and accuracy/ratio in depth 3 in our validation set.

The value setting of threshold is important, since a large threshold leads to high prediction accuracy (small coding performance degradation), while the computational complexity reduction rate is small, considering that many blocks tend to be checked. By setting the different thresholds, we can achieve a scalable complexity reduction scheme. However, how to achieve the best RD-complexity curve remains questionable. As we need to set four thresholds for each depth, it is actually a multiple-variable optimization problem. The complexity reduction rate depends on the ratio of fast decision, and the RD performance is dependent on the prediction accuracy, both of which rely on the thresholds. Therefore, we can assume the complexity reduction rate $C$ and RD performance degradation $R$ satisfy the following:

\[
C = f_1(th_1, th_2, th_3, th_4) \\
R = f_2(th_1, th_2, th_3, th_4)
\]  

where $th_i$ denotes the threshold value at depth $i$. Our goal is to achieve higher complexity reduction rate $C$ and lower performance degradation $R$. To reach this target, we need to find a group of combinations of the threshold values. Each combination of thresholds $th$ in this group should satisfy the following expression for all other $th'$:

\[
C(th) > C(th') \quad \text{if} \quad R(th) \geq R(th').
\]  

Such $th$ point is called a Pareto optimal point [37]. Any improvement in a Pareto optimal point in one objective has to result in deterioration in the other objective [38].

The aforementioned joint optimization of the complexity reduction rate and RD performance by adjusting four threshold values is a really challenging task. To solve such a problem, we introduce the evolutionary algorithm (EA), which is naturally good at dealing with noncontinuous and nonconvex optimization problems. Specifically, we adopt the multi-objective evolutionary algorithm based on decomposition (MOEA/D [39]). It decomposes an optimization problem into several scalar subproblems, which could save the computation and be used to deal with disparately scaled objectives.

In this paper, multiple chromosomes, representing distinct threshold values, are evolved simultaneously subject to complexity reduction rate $C$ and RD performance degradation $R$ as two adversarial objectives, which are the two evaluation metrics of this task.

During the iterations of evolutionary algorithm, we set the range of threshold values to satisfy the following condition to obtain a solid result based on accuracy $acc$:

\[
80\% \leq acc(th_i) \leq 98\% \quad \text{for} \quad 0 \leq i \leq 3.
\]  

The initial population of our evolutionary algorithm is generated from uniform sampling, which denotes several combinations of threshold values. Then, we allocate them with weight vectors $\lambda_j$ to set up $N_{sub}$ subproblems. In the crossover phase, we adopt the differential evolution operator to generate new individuals. We also perform point mutation to modify the newly generated individuals. After that, the complexity
reduction rate $C$ and RD performance degradation $R$ are calculated as the evaluation indicator of each individual. If the individual among $m_z$ points is not a dominated variable, then we update both the object and output. Tchebycheff aggregation function $[38]$ is used as the scalar optimization function $g^{te}$. Algorithm 1 shows the details of the whole iterations of EOTD.

**Algorithm 1** Evolution-based Approach for Threshold Values

**Input:**
- $f(x)$: multi-objective functions;
- $SC$: stopping criterion;
- $V$: validation set;
- $g^{te}$: scalar optimization function.

**Output:** Pareto set of threshold values.

1. **Step 1 Initialization:**
   1. Initialize the population $x$, compute $f(x)$ in $V$, and obtain the reference point $z$.

2. **Step 2 Update:**
   1. **Step 2.1 Reproduction and mutation:**
      1. Using the differential evolution operator to generate a new combination of threshold values $x'$, and then, apply point mutation on it.
   2. **Step 2.2 Update of $z$:**
      1. if $f_j(x') < z_j$, then set $z_j = f_j(x')$.
   3. **Step 2.3 Update of neighborhood solutions:**
      1. for each neighborhood index $j$
         1. if $g^{te}(x|\lambda_j, z) \leq g^{te}(x_j|\lambda_j, z)$,
            1. then set $x_j = x$ and $f(x_j) = f(x)$.
   4. **Step 3 Stopping condition:**
      1. If $SC$ is satisfied or the boundary is reached, then stop and output $x$. Otherwise, go to Step 2.

**D. Variant QP Adaption**

Due to the requirement of variant QP settings in the video encoding configuration, our fast algorithm also needs to adapt to the variant QPs. Previous CNN-based approaches (such as [23]) always take the QP as an input of the neural network and use one model to adapt to all QPs. However, this leads to two main problems:

1. **Large complexity:** using one CNN to learn the relationship between the partition patterns and the blocks for all QPs precisely needs a higher number of parameters in the network (high learning ability), which brings high complexity in every single classification trial.

2. **Low precision:** it is difficult for such a single model to learn the partition patterns for every QP precisely. Instead, the model tends to predict the common results among different QPs. Therefore, the prediction precision declines, resulting in large coding performance degradation. Furthermore, most of the existing methods only use the training data of QPs in common settings, like $\{22,27,32,37\}$, as input. As a consequence, for the data not in this set (e.g., QP = 25), the CNN cannot predict it well.

In this paper, we introduce a novel scheme to employ four light CNNs to cover the variant QP range, instead of one large model. The basic idea is to use the models of the two nearest QPs to cooperatively predict the partition patterns for the chosen QP. First, we train four light AK-CNNs at the anchor QPs, i.e., QPs in $\{22,27,32,37\}$. For these QPs, the AK-CNNs output the partition result precisely with low computational complexity. Then, we use these four AK-CNNs to generalize to other QPs based on the relationship between the splitting rates among different QPs. We denote the splitting rate of QP $q$ in depth $i$ as $p_{i}^q$, which indicates the possibility of a block in depth $i$ to be further split. It is calculated as follows:

$$p_i^q = \frac{\sum_{k=i+1}^{4} S_k}{\sum_{k=1}^{4} S_k} \text{ when } QP = q$$  \hspace{1cm} (6)

where $S_k$ is the sum of pixel numbers of all blocks in depth $k$. The splitting rate in our validation set is shown in Fig. 6, from which we can observe that the splitting rate of every QP can be a linear combination of the splitting rates of the two nearest QPs.

Furthermore, the prediction probability vector (Softmax value) yielded from the AK-CNNs can also be considered as a special form of splitting rate for a specific block. Therefore, we can obtain the prediction probability vectors for other QPs by combining the vectors of the anchor QPs. The combination coefficients can be calculated from the equation set of the splitting rate:

$$\begin{align*}
p_i^q &= \alpha_i^q \cdot p_i^m + b_i^q \cdot p_i^n \\
\alpha_i^q + b_i^n &= 1
\end{align*}$$  \hspace{1cm} (7)

where $m$ and $n$ are the two nearest QPs of $q$. By solving this equation set, we can obtain the combination coefficients $\alpha_i^q$ and $b_i^q$ for QP $q$ in depth $i$:

$$\begin{align*}
\alpha_i^q &= \frac{(p_i^m - p_i^n)}{(p_i^m - p_i^n)} \\
b_i^q &= \frac{(p_i^n - p_i^m)}{(p_i^m - p_i^n)}
\end{align*}$$  \hspace{1cm} (8)
Such coefficients are stored as prior information for further usage. We can obtain the prediction vectors $y_q^q$ of QP $q$ by interpolation as follows:

$$y_q^q = a_q^q \cdot y_m^m + b_q^q \cdot y_n^n. \quad (9)$$

V. FAST INTRA-MODE DECISION

A. Minimum Number of RDO Candidates

For every PU, although the three-step fast intra-mode decision scheme reduces the number of modes for RDO, there is still room for further improvement. The final number of candidate modes (3 for PUs from $64 \times 64$ to $16 \times 16$ and 8 for $8 \times 8$ and $4 \times 4$) guarantees coding performance since all these candidate modes need to go through RDO calculation to get the best mode. However, it is unreasonable to indiscriminately perform the same RDO calculation procedure on all PUs in one depth, which results in many redundant computations. In this paper, we define the position (rank) of the best mode in the candidate list generated from the RMD procedure as the minimum number of RDO candidates (MNRC), which can be considered as a flexible threshold to maintain the RD performance. To investigate the characteristics of MNRC, we obtain its distribution from sequence BQMall, which is shown in Fig. 7. It clearly illustrates that there are still lots of redundancies (for MNRC $< 3$) based on the existing three-step scheme.

![Fig. 7: The MNRC distribution of PUs in depth 0~2 for sequence BQMall in class C when QP=32.](image)

If the MNRC of every PU can be obtained in advance, then we can adaptively set the number of RDO candidate modes for the PU (according to the MNRC); thus, the encoding complexity can be reduced without degrading the RD performance. Thus, the question becomes how to get the MNRC accurately. Fig. 8 gives an example of MNRC corresponding to PUs. We can observe that the complex blocks (difficult for intra prediction) tend to have larger MNRCs, while simple and flat blocks have smaller MNRCs. Therefore, in this paper, we can assume that the MNRC is strongly related to the content of the block. Thus, it is possible and reasonable to predict the MNRC from the block content itself in advance.

| Class 1 | 64x64 | 32x32 | 16x16 | 8x8 | 4x4 |
|---------|-------|-------|-------|-----|-----|
| Class 2 | 1     | 1     | 1     | 2   | 2   |
| Class 3 | 2     | 2     | 2     | 5   | 5   |
| Class 4 | 3     | 3     | 3     | 8   | 8   |

TABLE II: Designed number of candidate modes for RDO in three categories

B. Expectation Regression Model

Now, we need to model the relationship between MNRC and the block itself. Similar to the above fast CU/PU size decision, we also employ CNN as the predictor.

For the construction of the model, the intuitive thought is to treat it as a traditional Softmax-based classification problem or to use a single output-node network to regress the MNRC value. However, these methods make the training extremely difficult and lack the ability of fine-grained refinement. Instead, we propose an expectation regression model to solve this problem.

First, we simplify the alternative actions to 3 in all depths by classifying the 8 RDO candidate modes for PUs $8 \times 8$ and $4 \times 4$ into 3 categories, as reported in Table II, which is aimed at alleviating the training difficulty. Then, CNNs are employed to regress the expectation vector of these three actions in different situations, which can be deemed as a special case of fitting the action-value function (i.e., Q-function [40]) in reinforcement learning. During the test phase, we choose the action with the maximal expectation value. The transformation from the MNRC label to the expectation value is reported in Table III for the following reasons:

1) For the correct action, complexity reduction and coding performance achieve the optimal as we expect, so the expectation value is set to 1.
2) If the chosen action is lower than the ground-truth MNRC gear, then it is detrimental to the RD performance since the number of modes to go through RDO calculation is not enough, which should be avoided, so we set the expectation value to 0 in this situation.
3) For the last case, i.e., the chosen action is higher than the ground-truth MNRC gear, there is no RD performance degradation but some extra complexity, so we set the value to $p$ or $q$, depending on the distance between the chosen action and the ground truth.

By adjusting the parameters of $p$ and $q$, we can obtain models achieving different tradeoffs between complexity reduction and coding performance. Low coding performance degradation can be achieved with relatively low complexity reduction rate, while more complexity can be reduced at the expense of relatively worse coding performance. To validate its effectiveness, we train 2 types of CNNs for fast intra-mode decision, including a conservative setting and an aggressive
Fig. 8: A specific case of MNRC. The complex block is likely to be difficult for intra prediction; thus, the MNRC tends to be larger.

TABLE III: Expectation values according to the MNRC label and corresponding prediction action

| Class  | Pred 1 | Pred 2 | Pred 3 |
|--------|--------|--------|--------|
| Class 1| 1      | p      | q      |
| Class 2| 0      | 1      | p      |
| Class 3| 0      | 0      | 1      |

0 < q < p < 1

VI. EXPERIMENTAL RESULTS AND ANALYSIS

In this section, we describe the details of our experiments. Part A describes the dataset we established. In parts B and C, we present the configuration of our experiments and the training details of our CNN models. The results and analysis of fast CU/PU size decision and fast intra-mode decision are detailed in part D and part E, respectively. Then, we reveal the result of our overall framework in part F. Next, we analyze the effectiveness of the proposed structure in part G. Finally, the complexity analysis of our framework is shown in part H.

A. Extended HEVC Intra Coding (EHIC) Dataset

As CNN is employed as the classifier in our work, a large amount of training data is required. Although a CU partition dataset CPH [23] already exists, it does not provide the label for PU partition and intra-mode decision. Thus, we build a complete dataset for extended HEVC intra coding, namely, the EHIC dataset, including fast CU/PU size decision and intra-mode decision. Both high-definition and low-definition raw images are collected from the Uncompressed Color Image Database (UCID) [41], Raw Images Dataset (RAISE) [42] and DIVerse 2K Resolution Image Dataset (DIV2K) [43], corresponding to the resolution range of the JCT-VC standard test set [44]. These images are randomly divided into a training set (90%) and validation set (10%). Then, all the images are encoded by the HEVC reference software HM 16.9, while four QPs in \{22, 27, 32, 37\} are applied for encoding. During encoding, we collect the ranking position of the final intra-prediction mode in the candidate list generated from the RMD procedure for every PU as the MNRC label. After encoding, we collect labels indicating the splitting or nonsplitting operations of all CUs for the training of size decision. Next, the CU/PUs cropped from the images are combined with the corresponding labels as the samples of our dataset.

In addition, the RD-cost of each block is also collected during encoding, which can be used for further optimization of the training process for fast CU/PU size decision. Generally, the coding performance degradation due to misclassification of different blocks is also different. Therefore, it is not reasonable to consider the splitting decision as an indiscriminate classification problem. We define the coding performance loss
Here, $J_{\text{before}}$ and $J_{\text{after}}$ are the RD-cost values of the block before and after splitting processing, respectively. Based on such evaluating indicator, we introduce a new format of loss function to optimize the training for fast CU/PU size decision. Similar to focal loss \cite{Lin2017FocalLO}, the loss function of block with small $Loss_{RD}$ is allocated with a small weight $w$. The optimized training loss function is designed as follows:

$$
Loss_{RD} = \left\{ \begin{array}{ll}
J_{\text{before}} - J_{\text{after}} & \text{if } Loss_{RD} < th_{RD} \\
0 & \text{otherwise}
\end{array} \right.
$$

where $th_{RD}$ is the preset threshold to modify the loss for RD performance, and $y_i^*$ and $y_i$ are the ground-truth labels and the prediction outputs, respectively.

As a consequence, AK-CNNs will pay more attention to the blocks with large $Loss_{RD}$. The intuition of this design is that the fast decision for the blocks with small $Loss_{RD}$ is of little importance, both splitting or nonsplitting will not result in too much coding performance degradation. This method can bring a better performance.

### B. Configuration of Experiments

In our experiments, all the schemes are implemented into the HEVC reference software HM 16.9, including both the fast CU/PU size decision and fast mode decision. In HM 16.9, the all-intra main configuration is used with the default configuration file \texttt{encoder_intra_main.cfg} \cite{HEVC}, and fourQP values in \{22,27,32,37\} are chosen to compress the frames. Our experiments are tested on 18 video sequences of the JCT-VC standard test set.

In our experiments, the coding performance is measured by the Bjøntegaard delta bit-rate (BD-BR) \cite{Bjontegaard2001AStudy} compared with the original HM 16.9, and the encoding time-saving rate $\Delta T$ is calculated as

$$
\Delta T = \frac{T_{HM} - T_{test}}{T_{HM}}
$$

\text{where } T_{test} \text{ is the encoding time of the proposed method in the test mode and } T_{HM} \text{ is the encoding time of the anchor of HM 16.9.}

All experiments are conducted on a computer with an Intel (R) Core (TM) i7-7700K CPU and 16 GB RAM. An NVIDIA GeForce GTX 1080Ti GPU was used to accelerate the training process, but it was disabled when testing the
HEVC complexity reduction. The TensorFlow [47] platform is used for our CNN models.

C. CNN Training Details

Here, we present the details of the CNN training. All the CNN models of our work are trained from the training set of EHIC dataset, while the hyper-parameters are fine-tuned on the validation set. The convolutional layers and fully connected layers are all initialized from Gaussian distributions. For training these models, we use the Adam optimizer [48] with an initial learning rate of $5 \times 10^{-3}$ for 150 epochs. The learning rate is divided by a factor of 10 every 50 epochs. Dropout [49] is added after all hidden fully connected layers to avoid overfitting, and the drop ratio is set to 0.5. The batch size is 64 for the models of large CU/PU (depth = 0, 1) and 256 for the models of small CU/PU (depth = 2, 3, 4).

D. Performance Evaluation of CU/PU size decision

Scalable complexity reduction. First, we validate the scalable complexity reduction ability of our approach. As we use the confidence thresholds in four depths, different tradeoffs between RD performance and complexity reduction are achieved. Then, we obtain the best combinations of the threshold values (Pareto optimal points) from the evolutionary algorithm. According to the different combinations of thresholds, we enable our framework with fine-grained scalability in complexity reduction. Fig. 9 shows the results of RD performance degradation and the complexity reduction, which are averaged at four QPs in \{22,27,32,37\} over the 18 JCT-VC test sequences. From Fig. 9 we can observe that the tradeoff between the RD performance and complexity reduction is well kept: we can achieve almost perfect RD performance maintenance with low complexity reduction or reduce a large percentage of encoding complexity with a relatively larger BD-BR increase. This scalability enhances the usability of our approach, and based on this, we can achieve different levels of coding complexity reduction according to different requirements of RD performance degradation.

| TABLE V: Ratio of fast skip in every depth for three modes |
|-----------------|-----------|-----------|-----------|
|                 | RD Check  | Early Term| Early Split|
| Class A         | Depth 0   | 17.2%     | 0.0%       | 82.8%     |
|                 | Depth 1   | 55.2%     | 3.1%       | 41.7%     |
|                 | Depth 2   | 76.4%     | 13.2%      | 10.4%     |
|                 | Depth 3   | 69.1%     | 29.0%      | 1.9%      |
| Class B         | Depth 0   | 46.8%     | 0.2%       | 53.0%     |
|                 | Depth 1   | 61.6%     | 8.8%       | 29.6%     |
|                 | Depth 2   | 70.9%     | 16.3%      | 12.8%     |
|                 | Depth 3   | 75.1%     | 22.4%      | 2.5%      |
| LR Class C      | Depth 0   | 17.0%     | 0.0%       | 83.0%     |
|                 | Depth 1   | 29.3%     | 1.4%       | 69.3%     |
|                 | Depth 2   | 60.0%     | 8.1%       | 31.9%     |
|                 | Depth 3   | 73.8%     | 19.6%      | 6.6%      |
| Class D         | Depth 0   | 11.8%     | 0.0%       | 88.2%     |
|                 | Depth 1   | 27.7%     | 0.8%       | 71.5%     |
|                 | Depth 2   | 52.7%     | 6.2%       | 41.1%     |
|                 | Depth 3   | 71.3%     | 17.0%      | 11.7%     |
| Class E         | Depth 0   | 42.5%     | 0.6%       | 56.9%     |
|                 | Depth 1   | 54.2%     | 12.4%      | 33.4%     |
|                 | Depth 2   | 63.5%     | 25.0%      | 11.5%     |
|                 | Depth 3   | 63.4%     | 33.3%      | 3.3%      |

Early Termination is abbreviated as Early Term in this table.

Evaluation in terms of complexity reduction. Then, we evaluate the performance of our learned fast size decision
as over 80% of $64 \times 64$ average. Most of the fast skips are distributed at depth 0, which is called the optimal tradeoff (OT) mode. Then, we compare them with three state-of-the-art results \cite{13, 20, 23}, as reported in Table \ref{table:5}. In the LR mode, the fast algorithm is executed only if the AK-CNNs are exceedingly confident with the decisions, so it reduces the encoding complexity merely by 45.9%, which is still better than \cite{13} ($\Delta T = 42.0\%$). As for the OT and HR modes, the ratio of fast decision is much higher. Therefore, these two schemes reduce the encoding complexity by 71.7% and 77.1%, respectively. These performances significantly outperform \cite{20} ($\Delta T = 60.1\%$) and \cite{23} ($\Delta T = 61.8\%$), especially the HR mode, saving an additional 17.0% and 15.3% of the encoding time. Since our approach implements the complete fast CTU partition operation, including fast PU size decision, it can achieve lower complexity of HEVC intra coding than others.

Here, we also analyze where and how our approach reduces the encoding complexity. We count and then calculate the ratio of blocks on which we implement fast skip (including early split and early termination) and RD check in four depths for the above three modes during encoding, as reported in Table \ref{table:5}. In the LR mode, since our algorithm is very conservative, only 48.1% RD checks are omitted on average. Most of the fast skips are distributed at depth 0, as over 80% of $64 \times 64$ CUs are early split safely except for class B and class E. For the sequences in these two classes, there are plenty of flat background areas, so the possibility of large CU size is quite high. As a result, RD checks are needed for such blocks (although the definition of sequences in class A is high, there are very few smooth large blocks). As for the aggressive HR mode, almost all the RD checks are skipped, with only some for the small $8 \times 8$ CUs remaining due to its difficulty of prediction. Consequently, the HR mode can reduce the encoding complexity dramatically. To achieve the balance, the OT mode skips plenty of the RD checks at the high level (for large CU sizes), while it implements some necessary RD checks for small blocks. Thus, it can greatly reduce the complexity, without incurring too much RD performance degradation. Obviously, our algorithm can intelligently execute the check or skip actions according to the characteristics of the content.

**Evaluation on RD performance.** Next, we compare the RD performance with other three approaches in terms of BD-BR. From Table \ref{table:5}, we can observe that our approach of LR mode incurs a mere 0.09% BD-BR increase, almost the same as the anchor of HM 16.9, much better than \cite{13} (0.53% increase). For the OT mode, the BD-BR increase is on average 1.86%, which significantly outperforms \cite{20} (2.54% increase) and \cite{23} (2.25% increase). This promising result owes to the high accuracies of the AK-CNNs and the confidence threshold control. As for the HR mode, the BD-BR increase reaches 3.10%. Due to the requirement of high complexity reduction, many nonconfident decisions are made to accelerate the encoding; thus, the RD performance degradation is relatively high.

**Generalization capability at different QPs.** In addition to four QPs evaluated above (QP = 22, 27, 32, 37), we further test our approach for reducing complexity of intra-mode HEVC at other QPs in \{22, 37\}. To verify the generalization capability of our approach, we use the proposed interpolation-based approach. Fig. \ref{fig:10} illustrates the bit-rate difference, PSNR loss and encoding time reduction of our approach at different QPs. Note that the results are averaged over the 18 JCT-VC test video sequences. In this figure, the hexagon marks denote the test results at four anchor QPs, whereas the circle marks represent the test results at 12 interpolated QPs. We can see that the performance of the interpolated QPs is very stable. The three curves maintain superb monotonicity and minuscule fluctuate. It is difficult to distinguish the interpolated QPs. This performance is much better than the work that uses one large CNN targeting all QPs, such as \cite{23}. As for the time of feed-forward of CNNs, although we have to run the CNN twice for the interpolated QPs, our work still performs well in terms of complexity reduction due to the low complexity of our extremely light network structure (the inference time accounts for less than 1% of the total encoding time of the anchor of
TABLE VI: Results for the JCT-VC test set of fast intra-mode decision and overall performance

| Class | Sequence          | TCSVT-17 [13] | TIP-18 [34] | LFMD* | LFMD | LFHI |
|-------|-------------------|---------------|-------------|-------|------|------|
|       | BD-BR (%)         | ∆T (%)        | BD-BR (%)   | ∆T   | BD-BR (%) | ∆T | BD-BR (%) | ∆T |
| A     | PeopleOnStreet    | 0.29          | 16.5        | 0.50  | 19.3 | 0.38 | 25.1 | 0.19 | 20.9 | 2.35 | 75.5 |
|       | Traffic           | 0.15          | 17.6        | 0.50  | 16.5 | 0.37 | 24.6 | 0.19 | 21.2 | 2.20 | 76.8 |
|       | Class A Average   | 0.22          | 17.1        | 0.50  | 17.9 | 0.38 | 24.9 | 0.19 | 21.1 | 2.28 | 76.2 |
| B     | BasketballDrive   | 0.12          | 16.3        | 0.50  | 17.3 | 0.36 | 25.8 | 0.16 | 22.9 | 2.78 | 79.0 |
|       | BQTerrace         | 0.15          | 17.4        | 0.40  | 16.8 | 0.17 | 26.7 | 0.08 | 21.7 | 2.08 | 73.3 |
|       | Cactus            | 0.13          | 12.3        | 0.50  | 18.5 | 0.32 | 25.1 | 0.16 | 21.2 | 2.14 | 75.7 |
|       | Kimono            | -0.01         | 15.6        | 0.10  | 19.8 | 0.21 | 26.4 | 0.12 | 23.2 | 1.67 | 84.5 |
|       | ParkScene         | 0.09          | 12.7        | 0.30  | 18.3 | 0.25 | 24.1 | 0.13 | 20.4 | 1.70 | 75.9 |
|       | Class B Average   | 0.10          | 14.9        | 0.36  | 18.1 | 0.26 | 25.7 | 0.14 | 21.9 | 2.07 | 77.7 |
| C     | BasketballPass    | 0.36          | 11.0        | 0.50  | 16.1 | 0.32 | 25.6 | 0.16 | 22.9 | 3.18 | 71.6 |
|       | BQMall            | 0.23          | 17.5        | 0.60  | 16.3 | 0.44 | 25.8 | 0.22 | 23.4 | 1.99 | 74.8 |
|       | PartyScene        | 0.23          | 12.3        | 0.80  | 18.3 | 0.42 | 24.3 | 0.20 | 20.6 | 1.07 | 68.5 |
|       | RaceHorses        | 0.10          | 15.0        | 0.40  | 18.0 | 0.26 | 24.0 | 0.12 | 21.3 | 2.16 | 73.0 |
|       | Class C Average   | 0.23          | 14.0        | 0.58  | 16.9 | 0.36 | 24.9 | 0.18 | 22.1 | 2.10 | 72.0 |
| D     | BasketballPass    | 0.36          | 18.7        | 0.60  | 15.2 | 0.46 | 24.8 | 0.23 | 21.3 | 1.90 | 74.7 |
|       | BlowingBubbles    | 0.21          | 13.7        | 0.70  | 19.5 | 0.41 | 22.4 | 0.19 | 22.4 | 1.17 | 66.6 |
|       | BQSquare          | 0.52          | 12.6        | 0.80  | 18.9 | 0.45 | 23.5 | 0.21 | 20.5 | 1.20 | 69.4 |
|       | RaceHorese        | 0.37          | 13.7        | 0.60  | 18.5 | 0.41 | 22.4 | 0.19 | 19.7 | 1.69 | 71.1 |
|       | Class D Average   | 0.37          | 14.7        | 0.68  | 18.0 | 0.43 | 23.3 | 0.21 | 20.1 | 1.49 | 70.5 |
| E     | FourPeople        | 0.11          | 22.6        | 0.50  | 17.1 | 0.43 | 27.1 | 0.21 | 25.2 | 2.65 | 78.2 |
|       | Johnny            | 0.28          | 21.6        | 0.50  | 17.5 | 0.46 | 26.5 | 0.26 | 25.1 | 3.05 | 83.0 |
|       | KristenAndSara    | 0.17          | 23.5        | 0.50  | 17.4 | 0.44 | 25.8 | 0.25 | 24.7 | 2.58 | 81.6 |
|       | Class E Average   | 0.19          | 22.6        | 0.50  | 17.3 | 0.44 | 26.5 | 0.24 | 25.0 | 2.76 | 80.9 |
|       | Average           | 0.21          | 16.1        | 0.52  | 17.7 | 0.36 | 25.0 | 0.18 | 22.0 | 2.09 | 75.2 |

LFMD* indicates our aggressive scheme, while LFMD is for the conservative scheme. LFHI is our overall framework, which is the assembled system of LFSD and LFMD.

HM 16.9). Obviously, our special interpolation-based design can better satisfy the requirements of different QPs, which is more effective.

Furthermore, we provide the RD curves of our approach and the anchor of HM 16.9 for two JCT-VC sequences, including the high-definition sequence, PeopleOnStreet in Class A, and the low-definition sequence, BQMall in Class D. Fig. 11 shows a comparison of the different curves. From this figure, we can observe that the difference of RD performance between the anchor of HM 16.9 and our approach is very small for all bit-rate points. It shows that our approach can adapt to the different bit-rate points admirably, for both high-definition and low-definition sequences.

**E. Performance Evaluation of Mode Decision**

**Evaluation on RDO rounds.** First, we examine the number of modes for RDO in our approach. As we train the AK-CNNs for fast intra-mode decision in two types of settings, we apply both the conservative and aggressive schemes to two JCT-VC test sequences, Traffic in Class A and RaceHorses in Class D, and then compare it with the original HM 16.9. The average number of candidate modes for RDO (MPMs are not included) is shown in Fig. 12. We can find that the final number of RDO modes is curtailed for a large percent, which leads to a significant reduction in complexity.

![Fig. 11: RD curve comparison. (a) PeopleOnStreet in Class A. (b) BQMall in Class D.](image-url)
for RDO for a larger percent, so the encoding time saving rate is higher, which reaches 25.0%. This performance exceeds that of the other two methods significantly, as 8.9% and 7.3% encoding time is additionally saved.

Note that our approaches can reduce the complexity more than the other two methods. This is because the heuristic approaches \([13]\) and \([34]\) only consider some situations, such as homogeneous, vertical texture and horizontal texture blocks. On the contrary, our data-driven approach can classify blocks more comprehensively, reducing more modes for RDO. Therefore, our approach can improve the efficiency of HEVC intra coding.

**Evaluation on RD performance.** Then, we use the RD performance to evaluate our approach, in terms of BD-BR. Table VI tabulates the BD-BR results, with the original HM 16.9 as the anchor. Our conservative scheme incurs a BD-BR increase of 0.18%, better than \([34]\) (0.52% increase) and \([13]\) (0.21% increase), which is owing to the high precision of the MNRC mechanism and AK-CNN predictors. For our aggressive scheme, it reduces more candidates for RDO; thus, the BD-BR increase reaches 0.36%.

More importantly, we calculate the standard deviations of the BD-BR increases of the four approaches. We can observe that both our conservative scheme (\(std = 0.05\%\)) and aggressive scheme (\(std = 0.09\%\)) have less fluctuations than \([34]\) (\(std = 0.16\%\)) and \([13]\) (\(std = 0.13\%\)) among 18 test sequences, which indicates that our CNN-based approach has better generalization capability than those two heuristic methods.

It is also very interesting to see how our algorithm can preserve the coding performance with so many RDO candidate modes removed. Here, we record the final chosen modes in all depths with three settings: 1. original HM with the default configuration, 2. brute-force full search without the HM fast intra-mode algorithm, and 3. proposed method with the conservative scheme. Taking the full search result as reference, we report the similarities of other two experimental results in Table VII.

From this table, we can see that the similarities of both original HM and our method are not very high, especially for small blocks. The main reason we believe is that different reconstructed pixels are used as reference, which is a very important factor for intra prediction. In other word, for one block, the optimal intra-mode can be different with different reconstructed pixels. Consequently, directly comparing the final chosen modes may not be an effective method.

Here, we use cover rate to measure the prediction effectiveness, which is defined as the ratio of PUs for which the RDO rounds are not smaller than the MNRC. This value can reveal the ability of finding the optimal mode as effective as the original HM under different reconstructed pixels. The cover rates of these two sequences are reported in Table VIII. We can see that the cover rate of our scheme is rather high, which guarantees RD performance.

**F. Performance Evaluation of the Overall Approach**

We assemble the fast CU/PU size decision (OT mode) and the fast mode decision (conservative scheme) to obtain an overall system since these two modes achieve balanced trade-off between complexity reduction and RD performance. Then, we implement this system on the 18 JCT-VC test sequences.

---

**TABLE VII: Similarity of chosen modes with the full search scheme**

| Depth | HM vs FS | Ours vs FS |
|-------|----------|------------|
|       | Traffic  | RacHor     | Traffic  | RacHor     |
| 0     | 64.5%    | 69.5%      | 59.6%    | 63.5%      |
| 1     | 50.5%    | 46.4%      | 48.6%    | 44.5%      |
| 2     | 47.6%    | 46.5%      | 46.7%    | 44.8%      |
| 3     | 43.9%    | 44.4%      | 43.6%    | 43.6%      |
| 4     | 39.9%    | 38.5%      | 39.5%    | 37.7%      |

RaceHorses is abbreviated as RacHor, while FS is for full search.
fewer floating-point operations than the common CNN models (32-bit). This result shows that our models perform much better than previous models.

1.28 \times 10^9\) floating-point operations) by at least four orders of magnitude.

For fast CU/PU size decision part, early termination mechanism is adopted, which means that if current CU/PU is not split, the inference of CNNs for the sub-CU/PU will be skipped. For the fast mode decision part, the CNN inference is only performed for the depth decided by the size decision part. As a result, a large proportion of the computational complexity of the CNNs can be reduced. The inference ratio is defined as the percentage of blocks on which we need to implement prediction. Here, we provide the inference ratio of our CNN models in all depths for two sequences, the high-definition sequence (BasketballDrive in Class B) and the low-definition sequence (RaceHorses in Class D), in Table X.

Table VI reports the BD-BR and time saving rate of the proposed overall system. For the RD performance, the overall system incurs 2.09% extra BD-BR, which is negligible but still better than [20] and [23]. The time saving rate reaches 75.2%, which allows for the encoder to accelerate at a 4 \times speed.

G. Analysis for Asymmetric Kernel

Previous researches such as [50] explore convolutional kernels of different shapes for better recognition. In this paper, we design the special asymmetric kernel targeting at the near-vertical and near-horizontal textures, which is essential for intra coding. To demonstrate the effectiveness, we replace the asymmetric kernels with the normal square kernels (e.g., 5 \times 9 to 7 \times 7). Using the same training strategy, we obtain a group of CNN models as reference. Then, we compare the performance in our validation set for fast size decision. Table IX reports the result, which is averaged over four QPs.

From Table IX, we can observe that the asymmetric kernel helps get better prediction precision than the normal square kernel. With the diversified features from the multibranch of asymmetric kernels and square kernels, AK-CNN models are able to better recognize the characteristics of current block. As a consequence, the prediction performance is improved.

H. Model Complexity Analysis

**Computational complexity.** Employing CNNs in our algorithm will introduce an additional computational complexity. Actually, our CNN models for both tasks consume less than 1% of the encoding time required by the anchor of HM 16.9, and this has been taken into consideration of encoding time reduction.

Here, we give a detailed analysis about the additional computational complexity of our CNN models via counting the number of floating-point operations, including additions and multiplications. We calculate and obtain that the number of floating-point operations of our CNN models ranges from 1.28 \times 10^4 (depth = 4) to 6.35 \times 10^5 (depth = 0) in single precision (32-bit). This result shows that our models perform much fewer floating-point operations than the common CNN models such as AlexNet [51] (\sim 3 \times 10^9 floating-point operations) or VGG-16 [52] (\sim 4 \times 10^{10} floating-point operations) by at least four orders of magnitude.

More importantly, since our CNN models only make use of the pixels in current CU/PU, without the need for any intermediate features during encoding, the prediction inference can be highly parallelized. The CPU test platform of our experiments, an Intel (R) Core (TM) i7-7700K CPU, supports 5.75 \times 10^{11} single-precision floating-point operations per second [53], which exceeds the computation of our CNN models by a large margin. Thus, we are able to set a large batch size for the input blocks. Based on the highly efficient deep learning framework TensorFlow, such a calculation can be accelerated with the generalized matrix multiplication (GEMM) [54]. As a result, the inference time of our CNN models is greatly reduced, making it less than 1% of the encoding time of the anchor of HM 16.9. Compared with the large percentage of encoding time reduction, our approach introduces very little time overhead in alleviating the complexity of HEVC intra coding.

In addition, with the specified hardware support, such as GPUs or field programmable gate arrays (FPGAs), the inference time of our CNN models can be further reduced drastically. When running on our GPU platform for testing, the inference can be further accelerated hundreds of times. With increasingly many terminals equipped with such hardware, we believe that our CNN-based approach can be really competitive in the future.

**Space complexity.** The space complexity is also very important. Thus, we need to use the shallow and thin CNNs. Actually, the neural network structure in our work is really light. For fast CU/PU size decision, the number of parameters of the AK-CNNs ranges from 4.33 \times 10^4 to 4.40 \times 10^5, which is much fewer than AlexNet (6.10 \times 10^7) and VGG-16.
(1.38 × 10^8). Table XI presents a comparison of our AK-CNNs and a similar work [21] in terms of the number of parameters.

| Ours | [21] |
|------|------|
| Depth 0 | 43,986 | 1,384,464 |
| Depth 1 | 43,602 | 1,160,208 |
| Depth 2 | 43,346 | 1,104,144 |
| Depth 3 | 43,346 | None |

VII. CONCLUSIONS

In this paper, we propose a LFHI framework to reduce the complexity of HEVC intra coding while maintaining the RD performance. A novel network structure with multibranch asymmetric convolutional kernels (i.e., AK-CNN) is proposed to better extract texture features from blocks without too much complexity. Then, we introduce the MNRC as a new concept into the fast intra-mode decision; thus, the candidates for RDO can be reduced. The EOTD scheme is used to achieve configurable complexity-efficiency tradeoffs to meet different needs. In addition, we design an interpolation-based prediction method to deal with the problem of variant QPs. To meet the need of training data, we establish the EHIC dataset, with which offline training can be efficient. Compared with the original HM 16.9, our approach reduces the encoding time by 75.2% with a negligible 2.09% BD-BR increase over the JCT-VC standard test sequences.

In future work, we will consider extending our scheme to H.266/VVC for further optimization. The partition pattern in VVC is much more complicated than HEVC, so directly applying the separate prediction scheme is not very suitable, a problem for which we will attempt to find an appropriate solution.
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