A Clustering Framework to Reveal the Structural Effect Mechanisms of Natural and Social Factors on PM$_{2.5}$ Concentrations in China
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Abstract: Understanding the mechanisms of various factors that affect PM$_{2.5}$ can assist in the development of scientific measures to improve air quality. Nevertheless, existing research has concentrated on exploring local effect mechanisms, while structural effect mechanisms at regional or national scales have scarcely been analysed. Consequently, this study presents an analytical framework for elucidating the structural effect mechanisms of associated factors on PM$_{2.5}$. Geographically and temporally weighted regression was used to explore the local effect mechanisms. This was followed by spatial clustering analysis to reveal these mechanisms by detecting their aggregation pattern. In the analysis, datasets for annual mean PM$_{2.5}$ and socio-economic factors in China from 1999 to 2016 were employed. Urban population, gross industrial output, and sulphur dioxide emissions were identified as factors affecting changes in PM$_{2.5}$ concentrations. These three factors had both negative and positive effects, while the gross industrial output had the largest coefficient variation degree. Three geographically related factors exhibited different impacts on PM$_{2.5}$ concentrations in most of mainland China. These factors were the urban population roughly west of the Heihe-Tengchong line, gross industrial output primarily in southwestern China, and sulphur dioxide emissions primarily in southern China.
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1. Introduction

Access to clean air is a fundamental human right. However, many air pollution events have occurred globally in the past several decades and have had a serious impact on human physical and mental health [1–4]. According to a report by the World Health Organisation [5], air pollution has resulted in more than two million premature deaths each year since the beginning of the 21st century, especially in developing countries. Given this unprecedented situation, the United Nations 2030 agenda for sustainable development (published in 2015) clearly stated that countries should substantially reduce the number of illnesses and deaths from air pollution by 2030 [6]. This directive presents an unprecedented challenge for China and other countries with poor air quality.

To improve air quality, the mechanisms of factors associated with the air quality or pollutant concentrations must first be identified. Recent research has analysed the effect mechanisms of factors associated with PM$_{2.5}$ concentrations. With consideration of both
theory and methods, existing models for detecting effect mechanisms can be roughly divided into two categories: multivariate receptor models and statistical analysis models [7]. Multivariate receptor models, such as chemical mass balance [8] and positive matrix factorisation [9], are used to decompose PM$_{2.5}$ in terms of meteorology, physics, and chemistry. Then, the components and their sources can be identified. These models can simply and clearly reveal the source apportionment of PM$_{2.5}$ [10]. Nevertheless, they represent micro-scale analyses based on a natural science and ignore macro-scale socioeconomic factors.

In contrast, statistical analysis models are employed to describe the relationship between PM$_{2.5}$ concentrations and natural and/or socio-economic factors by means of random functions. These models can be further divided into two categories: statistical regression models and machine learning models. Both models can be applied to predict unknown PM$_{2.5}$ concentrations at given locations. However, machine learning models generally learn nonlinear relationships from data. Owing to an unknown mechanism or “black box” process, the parameters in machine learning models lack interpretability, causing the model to lack an inferential capability. In comparison, statistical regression models, such as land use regression (LUR) and geographically weighted regression (GWR), reveal the effects of factors associated with PM$_{2.5}$ by representing an explicit relationship between them [11–14]. Various studies based on these models have been conducted. The varying results significantly depended on the research area and time period. Especially in China, these differences are mainly manifested in two aspects.

First, the dominant factors affecting PM$_{2.5}$ concentrations may differ over space and time. For example, using the LUR model, Liu et al. [12] found that location factors, such as longitude and distance to the coast, were the most important factors in Shanghai, whereas traffic conditions were the most important in the Nanchang urban area [13]. When using GWR regression to analyse air quality with a $1 \text{ km} \times 1 \text{ km}$ grid across China from 2001 to 2010, Lin et al. [14] confirmed that the two main driving forces affecting PM$_{2.5}$ concentrations were local economic growth and urban expansion.

Second, the same factor may have different effects on PM$_{2.5}$ concentrations over space and time. For instance, in a study of the impact of the urbanisation level on urban air quality, Han et al. [15] found that significant positive correlations existed between urban populations and PM$_{2.5}$ concentrations. Similarly, through a study of 343 Chinese cities from 1998 to 2012, Luo et al. [16] confirmed that there was a very strong positive correlation between all socioeconomic factors and PM$_{2.5}$ concentrations. Wang and Fang [17] recognised that PM$_{2.5}$ concentrations showed a positive relationship with urbanisation rates, but a negative relationship with per capita gross domestic product (GDP) and the building industry in the Bohai Rim Urban Agglomeration, China. A 2014 empirical study of 190 Chinese cities undertaken by Zhou et al. [18] indicated that economic growth had a highly negative effect on PM$_{2.5}$ concentrations.

The above differences in factors and effects can be considered as spatiotemporal variations of the effects of factors associated with PM$_{2.5}$ concentrations. They are also referred to as spatiotemporal heterogeneity or non-stationary data in geographic information science when the statistical characteristics of univariate data or the relationships between multivariable changes over space and time are referenced [19]. According to differences in analysis units, spatiotemporal heterogeneity can be divided into local heterogeneity and structural/stratified heterogeneity [20]. Local heterogeneity emphasises spatiotemporal variations at the individual level, such as the effect mechanisms of factors associated with PM$_{2.5}$ concentration changes over a single city or other geographical analytical units. These are defined as local effect mechanisms. Because nearby cities or geographical analytical units often have similar geographical conditions and pollutant characteristics, local effect mechanisms are usually similar between cities or units, such that there are spatial aggregation structures among local effect mechanisms. Therefore, the structural heterogeneity of effect mechanisms indicates that some cities or multiple units with similar local
effect mechanisms can form a group. Accordingly, similar mechanisms are deemed structural effect mechanisms in related studies.

Regional pollution characteristics in China suggest that joint control of air pollution is more effective in improving air quality. Obtaining structural effect mechanisms can, therefore, provide important decision-making information for such efforts. However, most studies based on statistical analysis models focused on local heterogeneity and have not discussed the structural heterogeneity of the effect mechanisms. Therefore, this study aimed to uncover the structural effects of factors associated with PM$_{2.5}$ concentrations in China using spatiotemporal analysis.

2. Materials and Methods

2.1. Data

A total of 334 Chinese cities were selected as the basic analytical units (including county-level and prefectural-level cities, as well as municipalities) along with multisource datasets corresponding to these cities (Table 1).

Table 1. Multisource datasets used in this study.

| Category                          | Year       | Spatial Scale | Source                                      |
|-----------------------------------|------------|---------------|---------------------------------------------|
| Global Annual PM$_{2.5}$ Grid     | 1999–2016  | 10 km         | http://sedac.ciesin.columbia.edu/           |
| Night-time Satellite              | 1999–2016  | 1 km          | https://earthdata.nasa.gov/                 |
| Urban Population                  | 1999–2016  | 334 cites (China) | http://www.stats.gov.cn/                    |
| Gross Domestic Product            | 1999–2016  | 334 cites (China) | http://www.stats.gov.cn/                    |
| Gross Industrial Output           | 1999–2016  | 334 cites (China) | http://www.stats.gov.cn/                    |
| Urban Electricity Consumption     | 1999–2016  | 334 cites (China) | http://www.stats.gov.cn/                    |
| Sulphur dioxide emission          | 1999–2016  | 334 cites (China) | http://www.stats.gov.cn/                    |

Large-scale ground PM$_{2.5}$ monitoring in China was initiated in 2012. Global annual PM$_{2.5}$ grid data were selected to extract PM$_{2.5}$ concentrations in Chinese cities. This dataset was produced using the total columnal aerosol optical depth (AOD) obtained from a combination of moderate resolution imaging spectroradiometer, moderate resolution imaging spectroradiometer, sea-viewing wide-field-of-view sensor AOD satellite instruments, and coincident aerosol vertical profiles [21]. These data provide a series of three-year running average PM$_{2.5}$ concentrations with extensive coverage (from 70°N to 55°S), a long temporal range (from 1999 to 2016), and high resolution (~10 km). They have been widely used at regional and national scales. An alternative satellite-retrieved PM$_{2.5}$ dataset was acquired from Dalhousie University products from 1999 to 2017 [22]. To accurately obtain PM$_{2.5}$ concentrations in Chinese cities, DMSP/OLS (1999–2012) and NPP/VIIRS (2013–2016) night-time satellite datasets were collected to extract data of urban built-up areas (Figure 1). The statistical values of the PM$_{2.5}$ grids within the urban built-up areas were regarded as the PM$_{2.5}$ concentrations for each city.

The variable selection in this research was mainly based on previous studies and depended on whether complete data collection was possible. The socioeconomic data consisted of the urban population, GDP, gross industrial output, urban electricity consumption, and sulphur dioxide emissions (SO$_2$), all of which were based on cities as statistical units and could be directly used for analysis without data conversion. The spatial distribution of all variable values in 1999 is shown in Figure 2.
2.2. Methods

The local effect (the relationship between PM$_{2.5}$ and associated factors in each city) was obtained using spatiotemporally varying regression models whose parameters changed over space. Based on the first law of geography claiming that ‘everything is related to everything else, but near things are more related to each other’ [23], it was assumed that the local effect mechanisms between nearby cities were more similar and grew more different with increased distance between cities. Therefore, the whole study area could be divided into several sub-areas with similar relationships between PM$_{2.5}$ and the associated factors. Similar relationships in each sub-area were defined as structural effect mechanisms. Detecting these was essentially consistent with spatial clustering analysis, which aims to partition a dataset into several clusters according to spatial proximity and attribute similarity. Consequently, this approach was applied to detect structural effect mechanisms by analysing the aggregation pattern of local effect mechanisms.
The analytical process used in this study consisted of two steps (Figure 3). First, geographically and temporally weighted regression (GTWR) was used to identify the local effect mechanisms of natural and socio-economic factors on PM$_{2.5}$ concentrations [24]. Comparison models, such as GWR and ordinary least squares regression (OLS), were employed to evaluate the effectiveness of the regression results of the GTWR model. Second, a spatial clustering method, the regionalisation with dynamically constrained agglomerative clustering and partitioning algorithm (REDCAP), was used to determine the structural effect mechanisms of different associated factors on PM$_{2.5}$ concentrations [25]. Different types of clustering validity evaluation indices were then applied to determine the optimal clustering results.

Figure 3. Main analytical process used in this study.

2.2.1. Identifying Local Effect Mechanisms Using the GTWR Model

Spatial heterogeneity means that the relationships between the input variables and output variables are not constant in the given area, and a global model cannot reveal the spatial variation in the relationships among the spatial data [26]. GWR is one of the most widely used localised models for dealing with spatial heterogeneity [27]. It enables exploration of local effect mechanisms and testing of variation significance, thereby fostering research attention on the atmospheric environment [11]. Despite the success of GWR in addressing spatial variations, it remains a challenge when temporal heterogeneity is present in dynamic geographical data. For dynamic geographical data, the relationships among different variables may not only change over space but also vary at different timestamps, namely the existence of spatial and temporal heterogeneity. Hence, the GTWR model aims to build a series of local models whose parameters vary across space–time locations to handle issues involving both spatial and temporal heterogeneity [24].

Assuming an observation sample is labelled $i$ ($i = 1, 2, ..., n$), where $n$ is the number of observations, the GTWR model can be mathematically described as:

$$PM_{2.5}(u_i, v_i, t_i) = \beta_0(u_i, v_i, t_i) + \sum_k \beta_k(u_i, v_i, t_i)X_{ik} + \epsilon(u_i, v_i, t_i),$$

where $(u_i, v_i, t_i)$ denotes the location of the observation sample $i$ in space $(u_i, v_i)$ at time $t_i$, $PM_{2.5}(u_i, v_i, t_i)$ and $X_{ik}$ are the PM$_{2.5}$ concentration value and relevant factor values ($k$ is the total number of relevant factors), respectively, $\beta_0(u_i, v_i, t_i)$ denotes the intercept term, $\beta_k(u_i, v_i, t_i)$ represents the slope parameter of the $k^{th}$ factors, which describe the relationship between the $k^{th}$ factors and PM$_{2.5}$, and $\epsilon(u_i, v_i, t_i)$ is the error term. The model allows the parameters to vary across space and time and can, thus, capture the local effect of these dimensions.

For calibration, the GTWR model assumes that observation data close to sample $i$ have a greater influence on the estimation of the parameters $\beta(u_i, v_i, t_i)$ than observation data located further away. Therefore, the estimation of the parameters $\beta_k(u_i, v_i, t_i)$ is expressed as:
\begin{equation}
\hat{\beta}(u_i, v_i, t_i) = [X^T W(u_i, v_i, t_i) X]^{-1} X^T W(u_i, v_i, t_i) Y,
\end{equation}

where the weight matrix $W(u_i, v_i, t_i)$ is equal to $\text{diag}(w_{i,1}, w_{i,2}, ..., w_{i,n})$, and the weight parameter $w_{i,j}$ ($j = 1, 2, ..., n$) represents the contribution of observation sample $j$ to the estimation of parameters $\beta(u_i, v_i, t_i)$. The estimation of the weight parameter $w_{i,j}$ depends on the spatiotemporal distance function between observation samples $j$ and $i$. In general, a Gaussian decay-based function is used to determine the weight value:

\begin{equation}
w_{i,j} = \exp \left( \frac{(d_{ij}^ST)^2}{(h_{ST})^2} \right),
\end{equation}

where $d_{ij}^ST$ denotes the spatiotemporal distance between observation samples $j$ and $i$, and $h_{ST}$ is the spatiotemporal bandwidth parameter that is employed to produce a decay of influence with respect to distance. Considering the different scale effects of space and time, an ellipsoidal coordinate system is applied to measure the spatiotemporal distance $d_{ij}$. Two types of parameters should be determined in the GTWR model: one is the regression coefficient parameter; the other is the spatiotemporal bandwidth parameter. The regression coefficients can be directly obtained using Equation (2). However, the weight matrix in that equation is dependent on the spatiotemporal bandwidth parameter shown in Equation (3). It should, thus, be determined first. Therefore, the regression coefficients are different under different spatiotemporal bandwidth parameters. The optimal parameters and the corresponding regression coefficients can be determined by evaluating the Akaike information criterion (AIC) or cross-validation function value under different spatiotemporal bandwidth parameters [27,28]. All the work done in this study used the ArcGIS 10.2 platform with the GTWR_Beta package [24].

### 2.2.2. Detecting Structural Effect Mechanisms Using the REDCAP Algorithm

Although a variety of spatial clustering algorithms have been developed to detect aggregation patterns, a hierarchical method known as REDCAP was adopted in this study. It guarantees spatial proximity and attribute similarity within clusters or areas [25,29]. The REDCAP algorithm consists of two steps: a hierarchical clustering strategy, which generates a spatially contiguous tree, and average linkage, which defines the similarity of two clusters. The spatially contiguous tree is then partitioned into several subtrees by optimising an objective function, such as the sum of squared differences (SSD), which is defined as:

\begin{equation}
\text{SSD} = \sum_{k=1}^{l} \sum_{p=1}^{m_k} \sum_{q=1}^{n} (\hat{\beta}(u_p, v_p, t_q) - \bar{\beta}(k, t_q))^2,
\end{equation}

where $l$ is the number of clusters, $m_k$ denotes the number of data objects (cities in this study) in cluster $k$, $n$ represents the number of variables considered (time length in this study), $\hat{\beta}_{pq}$ represents a variable value (estimated value of the regression parameters for the $p$th city in cluster $k$ at time), and $\bar{\beta}(k, t_q)$ represents the mean value of the regression parameter in cluster $k$ at time $t_q$.

Figure 4 shows the clustering process for a simulation dataset using the REDCAP method. In Figure 4a, the shade of each point (here regarded as a city) represents the effect value of a certain factor (such as urban population) on PM2.5 concentrations. The dotted lines are the edges of the Delaunay triangulation network, which is generated based on the spatial locations of all points (cities). Each edge is linked to an attribution value to describe the similar degrees between the effect values of these two points (cities). The minimum spanning tree (the spatially contiguous tree) shown in Figure 4b can be constructed based on the connected network. Next, the tree is partitioned into several subtrees. First, the tree is partitioned by removing edge (4, 5) to create two structural regions/clusters, as shown in Figure 4c, based on the SSD measurement. Next, the best cut (9, 10) is found in
the remaining edges to further create three structural regions/clusters (Figure 4d), and the above steps are repeated to generate more structural regions/clusters.

![Figure 4. Illustration of the regionalisation with dynamically constrained agglomerative clustering and partitioning (REDCAP) algorithm clustering process.](image)

- **a.** each point represents the effect value of a certain factor on PM$_{2.5}$ concentrations;
- **b.** the minimum spanning tree can be constructed based on the connected network;
- **c.** tree is partitioned by removing edge (4,5) to create two structural regions/clusters;
- **d.** the best cut (9,10) is found in the remaining edges to further create three structural regions/clusters and the above steps are repeated to generate more structural regions/clusters.

Use of the REDCAP algorithm enables the partitioning results with different numbers of clusters or regions to be obtained. Clustering evaluation is a key task to determine whether a high-quality clustering result is obtained. Existing clustering evaluation indices can be divided into two categories: external evaluation and internal evaluation [30–32]. The first category is statistically complex and requires prior knowledge of the clustering results, whereas the second category does not. The best clustering result is always obtained by comparing the results of different algorithms or different clustering parameters. In this research, we had no prior knowledge of the PM$_{2.5}$ data. Two representative internal evaluation indices, Silhouette (Sil) and Davies–Bouldin (DB) indices, were selected to identify the validity of the partitioning result [33,34]. A better clustering result generally corresponds to a larger Sil value or a smaller DB value. The change curves of the Sil and DB indices thus enable the optimal partition result to be obtained.

3. Results

3.1. Identification of Local Effect Mechanisms of Associated Factors on PM$_{2.5}$ Concentrations

The GTWR model was first applied to reveal the spatiotemporal variation of the relationships between PM$_{2.5}$ and other variables. To evaluate the effectiveness of the results, four accuracy evaluation indices were used to analyse the performance of the GTWR, OLS, and GWR models. The AIC value of the GTWR model (45179) was smaller than those of the OLS (53321) and GWR (50341) models (Table 2). The $R^2$ and $R^2_{adj}$ values of the GTWR model were larger than those of the OLS and GWR models. Out-of-sample validation was used to further evaluate the model performance (80% random samples for modelling and the remaining 20% for validation/prediction analysis). The GTWR prediction results had the smallest root mean square error (RMSE) value (12.47), followed by GWR (18.75) and OLS (25.81). All index values indicated that the GTWR model outperformed the OLS and GWR models when describing spatiotemporal variations in PM$_{2.5}$ concentrations and other variables. Using the variance inflation factor to detect the amount of multi-collinearity and a t-test to determine the statistical significance of a regression coefficient, three variables were identified as being the most closely associated with changes in PM$_{2.5}$ concentrations in the study area: urban population (unit: 1 million), gross industrial output (unit: ¥ 10 billion), and sulphur dioxide emissions (unit: 10,000 t).

### Table 2. Accuracy evaluation results for different models.

| Index | GTWR | OLS  | GWR  |
|-------|------|------|------|
| AICc  | 45,179 | 53,321 | 50,341 |
The spatial distributions of the regression coefficients for the different variables in 2004, 2010, and 2016 (Figures 5–7) showed that they had an obvious spatial aggregation structure; for example, the estimated coefficient values at nearby locations tended to be closer. It is worth noting that, to clearly show the spatial distribution of the regression coefficients in Figures 5 to 7, the estimated values of these regression coefficients for all cities were labelled for the whole administrative region. The minimum values of the regression coefficients of these three variables were negative (−0.76, −0.59, and −0.26; Table 3), whereas the maximum values (9.1, 2.41, and 1.32) were positive. This finding shows that all variables had both negative and positive effects on PM$_{2.5}$ concentrations.

According to the mean values of the regression coefficients, when the population, gross industrial output, and sulphur dioxide emissions increased by 1 million, ¥ 10 billion, and 10,000 t, respectively, the PM$_{2.5}$ concentration increased by approximately 1.54, 0.05, and 0.09 ug/m$^3$ on average, respectively. These three associated factors always exhibited positive effects on PM$_{2.5}$ concentrations. Additionally, the coefficient of variance (CV), which was used to measure the degree of dispersion of variables with different units, was calculated by the ratio of the standard deviation (Std.) to the mean value. Gross industrial output had the largest coefficient variation, followed by sulphur dioxide emission and urban population.

Table 3. Descriptive statistics of regression coefficients for different variables.

| Variable                        | Descriptive Statistics of Regression Coefficients |
|---------------------------------|--------------------------------------------------|
|                                 | Min     | Max     | Mean   | Std.   | CV   |
| Urban population (1 million)    | −0.76   | 9.10    | 1.54   | 1.72   | 1.12 |
| Gross industrial output (¥ 10 billion) | −0.59   | 2.41    | 0.05   | 0.28   | 5.60 |
| Sulphur dioxide emission (10,000 t) | −0.26   | 1.32    | 0.09   | 0.24   | 2.67 |

Figure 5. Spatial distribution of the regression coefficient for the population in 2004, 2010, and 2016.

Figure 6. Spatial distribution of the regression coefficient for the gross industrial output in 2004, 2010, and 2016.
3.2. Identification of the Structural Effect Mechanisms of Associated Factors on PM$_{2.5}$ Concentrations

The regression coefficients exhibited obvious spatial aggregation. Therefore, the REDCAP algorithm was used to quantitatively identify the aggregation structure for each one. Based on the similarity of regression coefficients of the population, all cities were divided into 2 to 10 clusters. The Sil and DB indices were then applied to determine the optimal clustering results. Although neither polyline (Figure 8a,b) had extrema values (a maximum Sil value and a minimum DB value) in the intervals, it is reasonable that the boundary point, corresponding to a relatively large Sil value and a relatively small DB value [35], was identified as the optimal parameters of the clustering structures. The cluster number should be two when the Sil value is relatively large and the DB value is relatively small. The spatial distribution of the obtained two clusters is shown in Figure 9, and the corresponding statistical result is shown in Figure 8c.

Cluster I mainly included most prefecture-level cities in northwestern China, while the remaining areas composed Cluster II. The mean coefficient values in Cluster I were approximately 5 μg/(m$^3$·million) before 2008 and gradually decreased to 3 μg/(m$^3$·million) in 2016. However, in Cluster II, these values were 1 μg/(m$^3$·million) during the entire study period. These results indicated that population had a greater impact on PM$_{2.5}$ concentrations in Cluster I than in Cluster II. These clusters were roughly divided by the Heihe-Tengchong line, an imaginary boundary dividing China diagonally into two parts: the area east of the line contained 43% of the country’s land and 94% of the total population, while the area west of the line contained 57% of the land but only 6% of the population. PM$_{2.5}$ had lower values west of this line (i.e., Cluster I), where the main sources were sand and dust, and higher values east of this line (i.e., most of Cluster II), where the main sources were emissions from human activity [36]. Because of the high level of PM$_{2.5}$ caused by human activity in Cluster I, PM$_{2.5}$ change may be less sensitive to changes in population than in Cluster II. Therefore, the regression coefficients in Cluster II were lower than those in Cluster I. In addition, 2006 was the first year of the 11th Five-Year Plan of China, in which building a resource-saving and environment-friendly society was first added. The implementation of effective measures for controlling pollutants meant that PM$_{2.5}$ in most cities showed a decreasing trend from 2006 onward. Consequently, the relatively high coefficient of Cluster I meant that the regression coefficient was impacted severely and exhibited a decreasing trend.
Cluster validity was evaluated based on the regression coefficient series of the gross industrial output (Figure 10a,b). When the cluster number was equal to 2, the Sil and DB indices corresponded to the largest and smallest values, respectively. Therefore, the study area was divided into two sub-areas based on the regression coefficients of the population. Cluster I mainly included cities in Sichuan Province, Guizhou Province, and Chongqing Municipality (Figure 11). The coefficient values first decreased and then stabilised after 2006. In contrast, the temporal variation in the coefficient values of gross industrial output in Cluster II was lower than in Cluster I, and the average values from 1999 to 2016 fluctuated around $0 \mu g/(m^2\cdot¥ 10$ billion). Before 2006, the coefficient values in Cluster I were higher than those in Cluster II; thereafter, both values were equal. According to statistical data on industrialisation levels in China, southwestern China lagged behind other areas before 2000.

Owing to development in western China since 2000, industrial development in southwestern China has achieved remarkable progress. Meanwhile, implementing the ‘new industrialisation’ strategic plan in China has caused a series of severe problems in this region, including ecological environment destruction caused by rapid industrial development. This issue has received greater attention since 2000 [37,38]. It is possible that the optimisation of the industrial structure and the improvement of industrialisation quality will lead to a gradual reduction in the impact of the change in gross industrial output on air pollution in southwestern China. Since 2005, the overall impact in the southwest...
was close to those of other cities in China, resulting in the equal regression coefficients shown in Figure 10.

![Figure 10. Clustering of gross industrial output regression coefficients.](image)

The cluster validity evaluation of the sulphur dioxide emission regression coefficient (Figure 12) showed that when the cluster number was set as 2, the Sil and DB indices corresponded to the largest and smallest values, respectively. Hence, it was reasonable to divide the study area into two clusters: Cluster I was mainly located in southern China, including Guangdong Province and parts of Fujian and Hubei Provinces, with other areas belonging to Cluster II (Figure 13). Both clusters had similar coefficient value change curve morphologies: values first remained steady and then increased gradually after 2006. However, the degree of increase in Cluster II was larger than that in Cluster I. Strong observational evidence has indicated that aerosols in southern China are mainly composed of sulphate derived from chemical reactions between sulphur dioxide and other substances [39]. After 2006, Cluster I experienced a decreasing trend in the time series of sulphur dioxide emission, suggesting that the change in sulphur dioxide emission had a greater influence on PM$_{2.5}$ concentrations in southern China than in the other areas.

![Figure 11. Spatial distribution of different clusters of gross industrial output.](image)
4. Conclusions

This study analysed spatiotemporal variations in the effect mechanisms of associated factors on PM$_{2.5}$ in China from 1999 to 2016. The effect mechanisms were divided into two categories: local (analysing spatiotemporal variations in each region at the individual unit/city level) and structural (extracting aggregation patterns of multiple units from the group level). The GTWR model was used to explore the local effect mechanism by modelling the relationships between PM$_{2.5}$ concentrations and associated factors. Three variables—urban population, gross industrial output, and sulphur dioxide emissions—were identified as being the most closely associated with changes in PM$_{2.5}$ concentrations. All variables had both negative and positive effects on PM$_{2.5}$ concentrations, while gross industrial output and urban population had the largest and smallest degrees of coefficient variation, respectively. The REDCAP algorithm was used to detect the structural effect mechanism by dividing the study area into several quasi-homogeneous sub-areas based on similarities in the change curves of the regression coefficients. Two clusters (or spatial sub-areas) were identified for these three variables.

Regarding the spatiotemporal variation of the effect mechanisms of socio-economic factors, previous studies have shown that PM$_{2.5}$ pollution is greater in more populated cities on account of daily living and production activities. Their correlation to polluting gas emissions and higher population levels always lead to greater energy consumption and increased emissions [36]. However, the relationships between population and gas emissions are not constant over space and time. For example, vehicle emissions were re-
Sustainability, 2021, 13, 1428

Regarding as one of the major sources of PM$_{2.5}$ pollution in China [41]. Owing to the spatio-temporal difference of consumption levels and habits, the same population increase may cause an increase in different vehicle usage, which leads to the different change of PM$_{2.5}$ concentrations in different geographical areas and time periods.

Similarly, the use of fossil fuels increases with the industrial development in a region [42], which inevitably increases the emission of atmospheric pollutants. Nevertheless, the structure of industry changes across different cities and times; hence, the same increases of gross industrial output may result in a different change of PM$_{2.5}$ in different areas and times. Anthropogenic emission of sulphur dioxide plays a critical role in the process of secondary fine particulate matter formation [43]. The secondary pollution depends on the related factors, such as weather and other geographical factors. The spatiotemporal heterogeneity of these factors will cause sulphur dioxide emissions to have different geographical effects on PM$_{2.5}$. In addition, Figures 8c, 10c, and 12c show that 2006 was the approximate turning point for the effect mechanisms of socioeconomic impacts on PM$_{2.5}$ in many areas. Socioeconomic impacts are always related to national and local policies. The year 2006 was the first of the 11th Five-Year Plan of China, in which building a resource-saving and environment-friendly society was first added. A series of pollution control measures have since been implemented to change the effect mechanisms of socioeconomic factors on PM$_{2.5}$ from 2006 onward.

Despite the contributions of this study, it has some limitations that need future consideration. First, although the GTWR model was effective at modelling the local effect mechanism, it could not describe the possible nonlinear relationships between PM$_{2.5}$ concentrations and the associated factors. Therefore, a method for simultaneously modelling linearity and spatiotemporal patterns must be studied. Second, this study concentrated on describing spatiotemporal variations of the effect mechanisms and only briefly discussed the possible reasons. Quantitatively exploring the political functions of the effect mechanisms should be a subject for further research.
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