Identifying LISA verification binaries among the Galactic population of double white dwarfs
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ABSTRACT

Double white dwarfs (DWDs) will be the most numerous gravitational-wave (GW) sources for the Laser Interferometer Space Antenna (LISA). Most of the Galactic DWDs will be unresolved and will superpose to form a confusion noise foreground, the dominant LISA noise source around \(0.5\text{--}3\) mHz. A small fraction of these sources will stand out from the background and be individually detectable. Uniquely among GW sources, a handful of these binaries will be known in advance from electromagnetic (EM) observations and will be guaranteed sources of detectable GWs in the LISA band; these are known as verification binaries (VBs). High-cadence photometric surveys are continuously discovering new VB systems, and their number will continue to grow ahead of the launch of LISA. We analyse, in a fully Bayesian framework, all the currently known VB candidates with the latest design requirements for the LISA mission and find that 25 of the considered sources can be detected within a 4 yr observation time. We explore what can be expected from GW observations, both alone and in combination with EM observations, and estimate the VB’s time to detection in the early months of LISA operations. We also show how VBs can be analysed in the case where their GW signals compete with many other unknown binary signals (both resolved and unresolved) from a realistic Galactic population of DWDs.
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1 INTRODUCTION

The Laser Interferometer Space Antenna (LISA) is a gravitational-wave (GW) observatory currently under development for science operations in the 2030s (Amaro-Seoane et al. 2017). The LISA design is optimised for sensitivity to GWs in the mHz range and the instrument will provide the first look at the GW sky in the frequency band \(0.1\text{--}500\) mHz.

From the first inception of a mission concept aimed at the mHz GW spectrum (Danzmann et al. 1993), it was realised that the Galactic population of short-period (\(\lesssim 1\) h) ultra-compact binaries (UCBs) – white dwarfs, neutron stars, and stellar-mass black holes – represented a copious reservoir of detectable GW sources (Lipunov et al. 1987; Hils et al. 1990). It is now clear that at LISA’s requirement sensitivity (Babak et al. 2021) the instrument will be able to individually resolve tens of thousands of these UCBs (Amaro-Seoane et al. 2023). Galactic double white dwarfs (DWDs), both detached and interacting, will constitute the overwhelming majority of detected UCBs (Nelemans et al. 2004; Nissanke et al. 2012; Korol et al. 2017, 2022; Kremer et al. 2017; Lamberts et al. 2019; Breivik et al. 2020; Li et al. 2020). LISA will also be sensitive enough to observe several tens to hundreds of DWDs harboured in Milky Way satellite galaxies (Korol et al. 2018, 2020; Roebber et al. 2020). UCBs with neutron stars and/or stellar-mass black holes are also expected to be detected, although in much smaller numbers (Hils et al. 1990; Nelemans et al. 2001; Lamberts et al. 2018; Andrews et al. 2020; Lau et al. 2020; Wagg et al. 2022).

Since the population of short-period UCBs is so abundant, the systems that LISA can resolve will just be the ‘tip of the iceberg’. The incoherent superposition of GWs from the remaining unresolved sources in this population will produce a stochastic foreground signal, known as a confusion noise (Hils et al. 1990; Ruiter et al. 2010; Farmer & Phinney 2003; Georgoudsi et al. 2022). This confusion noise will actually dominate over LISA’s instrumental noise in the frequency region \(0.5\text{--}3\) mHz.

Uniquely among GW sources, DWDs are also bright and persistent sources of electromagnetic (EM) radiation (however, we note that the identification of EM emission from massive black hole binaries might also be expected by the time LISA flies; Xin & Haiman 2021). This means that in some cases they can be detected and studied before the launch of LISA. In the early 1990s, a few UCBs were already known to be guaranteed GW sources for LISA (see, for example, Danzmann et al. 1993; Bender et al. 1998, and references therein). Known UCBs whose radiation will be detectable by future GW missions such as LISA are called verification binaries (VBs) (this idea goes back to, e.g., Phinney et al. 2001). VBs offer a guaranteed detection of GWs.
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Figure 1. Top: The characteristic strain, \( h_c \), of all 43 VB candidates considered in this study (and the double pulsar). This is compared to the \( LISA \) instrumental noise \( \sqrt{f S_{\text{inst}}} \) and to the total noise including the foreground confusion \( \sqrt{f (S_{\text{inst}} + S_{\text{conf}})} \) for a mission duration of \( T_{\text{obs}} = 4 \) yr. The ratio \( h_c / \sqrt{f (S_{\text{inst}} + S_{\text{conf}})} \) gives the SNR of the source. Here, we use an SNR calculated in the low-frequency limit, averaged over \( LISA \) orbital modulations and polarisation angle; further details can be found in Appendix A. Error bars indicate the full range of possible \( h_c \) given the measurement uncertainties in VB component masses, distances, inclinations, and frequencies (these sources of uncertainty being in decreasing order of significance). Also shown are the first few harmonics of the double pulsar PSR J0737-3039 that is on an eccentric orbit with a period of \( 2.45 \text{ h} \); although it is close, this is not expected to be detectable with \( LISA \) (see Section 2.2).

Bottom: Time to detection for the 25 VBs that satisfy \( \text{SNR}_{4 \text{yr}} \geq 6 \) (i.e., the 25 sources that are detectable within a 4 yr mission). Markers and error bars show the median and 50% error bars on the detection time, including both the astrophysical uncertainty and the \( LISA \) orbital uncertainty as described in Section 2.3. Sources are shown in order of increasing frequency from left to right. Sources that will not be detectable in the first year of \( LISA \) science operations are indicated with arrows, and their approximate detection time is shown. We emphasise that no VB sources with frequencies \( f_0 < 1 \text{ mHz} \) are expected to be detectable within the first year of \( LISA \) operations.

within the first few weeks of the \( LISA \) mission and will be useful for testing the \( LISA \) instrument and maximising its scientific output. They also offer a new opportunity to study the astrophysics of compact binaries using both their GW and EM emission (e.g. Marsh 2011).

The list of known VBs has grown over the years (Stroeer & Vecchio 2006; Kupfer et al. 2018; Kupfer et al. 2023). New and interesting systems are continuously being discovered by surveys such as the Extremely Low Mass Survey (Brown et al. 2010; Brown et al. 2020a), ATLAS (Tonry et al. 2018), OmegaWhite (Macfarlane et al. 2015), Gaia (Prusti et al. 2016) and the Zwicky Transient Facility (ZTF; Bellm et al. 2019; Graham et al. 2019). Their number will increase further with new surveys such as SDSS-V (Kollmeier et al. 2017), BlackGEM (Bloemen et al. 2015), the Gravitational-wave Optical Transient Observer (Steeghs 2017), and the Vera Rubin Observatory (Ivezić et al. 2019). It is reasonable to expect that the number of known VBs may reach \( O(10^3) \) by the time \( LISA \) flies (e.g. Korol et al. 2017).

An early study of how well \( LISA \) could measure VB properties was performed by Stroeer & Vecchio (2006), who identified approximately eight VBs above a signal-to-noise ratio (SNR) detection threshold of five and that are therefore expected to be resolvable. Later, Kupfer et al. (2018) used updated EM observations to identify
16 VBs above a similar SNR threshold. Both of these studies used a Fisher matrix formalism to estimate the measurement uncertainties, and both studies used a simplified model for the LISA response to GWs involving just two noise-orthogonal channels.

This work represents an update to these previous studies on VBs, making use of the most recent version of the detectable Galactic binaries table from Kupfer et al. (2021, 2023). We also use a realistic model for the LISA response to GWs, incorporating all three time-delay interferometry (TDI) output channels and an instrumental noise curve associated with the latest design requirements for the LISA mission (Babak et al. 2021). Details of all 43 VB candidates considered in this study are summarised in Table 1, and the top panel of Fig. 1 illustrates the characteristic strain of this set of VBs alongside the chosen LISA noise curve. Note that we refer to the full set of binaries considered as “VB candidates”, since not all of them will be detectable in LISA. Those sources that satisfy the detection criteria are then known as VBs.

The scope of the study presented here is quite broad, and to help guide the reader we present a summary of the key sections below:

• Section 2, “Updated VB parameter estimation study,” contains an updated parameter estimation study on how well the VB properties can be measured from GW observations alone. In this section each VB is considered in isolation and the instrumental noise properties are assumed to be known perfectly. We also study how the SNR for each VB accumulates over time, with a particular focus on the early months of the LISA mission so we can estimate the time to detection of the loudest VBs.

• Section 3, “EM – GW synergies”, investigates the effect of incorporating EM priors in the GW analysis to address how the accuracy of the measurements can be improved (this complements Johnson et al. 2021, who considered the influence that LISA measurements will have on the analysis of EM observations).

• Section 4, “Accounting for unknown noise levels”, reperforms the VB parameter estimation study, but now treats the noise in each LISA TDI channel as an unknown parameter to be inferred from the data simultaneously with the VB properties. This shows that the results in Section 2 are robust to the addition of uncertain levels of instrumental or confusion noise.

• Section 5, “Accounting for source confusion”, performs an analysis of a single typical VB while including all other DWD signals from a realistic Galaxy realisation (predicted from population synthesis). This includes modelling above-threshold (but EM-dark) sources nearby in frequency to the VB, while simultaneously accounting for the below-threshold sources (which constitute the confusion foreground) via a variable noise level.

### 2 UPDATED VERIFICATION BINARY PARAMETER ESTIMATION STUDY

Table 1 summarises the properties of the currently known candidate VBs split into four sub categories: detached DWDs, accreting DWDs (also known as AM CVns), hot subdwarfs with a white dwarf companion (sdBs), and ultra-compact X-ray binaries (UCXBs). The orbital periods of these binaries are typically well determined from the source variability via photometry or spectroscopy. Component masses are harder to measure because of the intrinsic faintness and the compact configuration (e.g., see Jiménez-Esteban et al. 2018; Rebassa-Mansergas et al. 2019). It is especially difficult for AM CVn type sources because only the accretion disc and, more exceptionally, the accretor are visible in the spectra. Typically, both component masses can be estimated for eclipsing systems. Distance is yet another parameter difficult to derive from EM observations. For many VBs, distance could be derived thanks to the arrival of the Gaia data, which was considered in Kupfer et al. (2018). Here we use up-to-date distance estimates derived in Kupfer et al. (2023) based on the latest Gaia data release 3. We note, however, that the highest frequency binary (HMCnc) – expected to be the ‘loudest’ LISA source among currently known Galactic binaries – in the sample is lacking parallax measurement; as a consequence, its distance remains highly uncertain. As in Kupfer et al. (2023), for HMCnc we consider a range of possible distances between 5 and 10 kpc, which comprises various estimates in the literature. Finally, we note that the inclination is a degenerate parameter that can generally only be well constrained for eclipsing or nearly eclipsing systems.

#### 2.1 GW parameter estimation

We use the up-to-date candidate VB properties in Table 1 and a Bayesian inference pipeline to study the measurement of the VB source properties from their GW signals alone. We emphasise that we do not use any prior EM-derived knowledge on the GW parameters in the analyses in this section; a study of the improvement obtained with a combined multimessenger analysis is left to Section 3.

Bayesian parameter estimation was performed using the BALROG code (Roebber et al. 2020; Buscicchio et al. 2021; Klein et al. 2022). BALROG simulates the LISA mission, including DWD waveform generation and the LISA response with mock noise, and has the capability to perform parameter estimation. Unlike ground-based detectors, the LISA data can be processed to produce three output channels (conventionally named A, E, and T) containing independent noise. With the additional assumptions of stationarity and Gaussianity, the noise in each channel can be characterised by the power spectral density (PSD) and we write the likelihood as a product over the three independent channels as

\[
P(d|h) \propto \prod_{\alpha} \exp \left( -\frac{1}{2} (d - h)(d - h)_\alpha \right), \tag{1}\]

where \(h\) and \(d\) are the frequency-domain representations of the signal model and observed data respectively in the three TDI channels: \(\alpha = A, E, \) and \(T\). The inner product in each channel is defined as

\[
\langle a|b\rangle_\alpha = 2 \sum_k \frac{a_k b_k^* + a_k^* b_k}{S_\alpha(f_k)} \delta f, \tag{2}\]

where \(S_\alpha(f_k)\) is the PSD in channel \(\alpha\). All quantities are in the frequency domain and the subscript \(k\) indexes the frequency components in their discrete Fourier transforms. The frequency resolution is \(\delta f = 1/T_{\text{obs}}\).

The optimal SNR over an observation time \(T_{\text{obs}}\) is defined as a sum over all three TDI channels

\[
\text{SNR}_{T_{\text{obs}}} = \left( \sum_{\alpha} \langle h|h\rangle_\alpha \right)^{1/2}, \tag{3}\]

and is used to determine whether a particular VB can be detected. The SNR increases with mission duration \(T_{\text{obs}}\), but not in the usual \(\propto \sqrt{T_{\text{obs}}}\) manner. The rate at which the SNR accumulates is complicated by the Galactic confusion noise (see Appendix A) that decreases over time as it becomes possible to individually resolve more of the UCB sources in the Galaxy. This means the effective noise PSD decreases for longer mission durations, thereby raising the SNR. This
the value used in Kupfer et al. (2018), although see the discussion in Section 5 of that paper. Inclinations are only in the range $0^\circ-90^\circ$ due to the inability of EM observations to distinguish between an inclination of $x$ degrees and $(180 - x)$ degrees. GW observations from LISA will resolve this degeneracy and find the true inclination of each system in the range $0^\circ-180^\circ$. (Note that when injecting VBs we choose to inject with the inclination given in the table.) Eclipsing systems are denoted with $\ast$.

| Type | Source | $i$ / deg | $b$ / deg | $P$ / s | $m_1 / M_\odot$ | $m_2 / M_\odot$ | $D$ / pc | $i$ / deg | Refs. |
|------|--------|-----------|-----------|--------|----------------|----------------|--------|-----------|-------|
| AMCVn | HMc0nc | -120.4378 | -4.7040 | 321.5291290(10) | 0.55 | 0.27 | [5000 - 10000] | 38 | 1, 2, 3 |
|       | V407 Vul | -65.0093 | -46.8733 | 569.39623(13) | [0.80 ± 0.10] | [0.177 ± 0.071] | 2090 ± 680 | [60] | 2 |
|       | EScet | 24.6080 | -20.3339 | 620.21125(30) | [0.80 ± 0.10] | [0.161 ± 0.064] | 1780 ± 230 | [60] | 4 |
|       | SDSSJ1351 | -151.6161 | 4.4721 | 939.0 ± 7.2 | [0.80 ± 0.10] | [0.100 ± 0.040] | 1530 ± 760 | [60] | 5 |
| AMCVn | 170.3818 | 37.4426 | 1028.73220(30) | 0.680 ± 0.060 | 0.125 ± 0.012 | 302.0 ± 3.0 | 43.2 ± 0.2 | 6 |
| SDSSJ1908 | -61.7867 | 61.4542 | 1085.1080(10) | [0.80 ± 0.10] | [0.085 ± 0.034] | 977 ± 32 | 15.0 ± 5.0 | 7, 8 |
| HLPi | -124.9155 | 4.9599 | 1102.72050(50) | 0.65 ± 0.15 | 0.07 ± 0.20 | 280.0 ± 3.0 | 30.0 ± 4.0 | 9, 10 |
| PTF1919 | -51.0016 | 69.0921 | 1374.3547(20) | [0.80 ± 0.10] | [0.066 ± 0.026] | 1360 ± 470 | [60] | 11 |
| CX1751 | -91.9424 | -6.2528 | 1374.00(60) | [0.80 ± 0.10] | [0.064 ± 0.026] | 1130 ± 260 | [60] | 12 |
| CRBoo | 147.7309 | 17.8971 | 1471.306(50) | 0.89 ± 0.21 | 0.07 ± 0.22 | 351.0 ± 5.0 | 30 | 10, 13 |
| V803Cen | -143.8365 | -30.3168 | 1596.4 ± 1.2 | 0.97 ± 0.20 | 0.084 ± 0.025 | 287.0 ± 5.0 | 13.5 ± 1.5 | 10, 14 |
| KLDr | -25.8709 | 78.3217 | 1501.806(30) | 0.76 | 0.057 | 930 ± 91 | [60] | 15 |
| PTF0719 | 104.3844 | 26.5213 | 1606.6 ± 1.2 | [0.80 ± 0.10] | [0.053 ± 0.021] | 840 ± 200 | [60] | 16 |
| CPei | 42.1289 | -26.4276 | 1740.84(4) | [0.80 ± 0.10] | [0.049 ± 0.020] | 750 ± 200 | [60] | 17 |
| ZTFJ1905 | -66.2000 | 53.6764 | 1032.16441(62) | [0.80 ± 0.10] | [0.090 ± 0.035] | 700 ± 600 | 70 ± 20 | 18 |

**Table 1.** Source properties measured from EM observations for the set of known VBs (accessed on 2022 September 2) from Kupfer et al. (2021) (see also Kupfer et al. 2023). Masses, distances, and inclinations with no available uncertainty information are quoted to two significant figures, and values stated in square brackets represent indirect estimates based on theoretical arguments (Kupfer et al. 2018). We note that HMcnc has an essentially unconstrained distance, and in the parameter estimation study in Section 2 below we adopt the median (7500 pc) of the stated range as our fiducial value; we note that this differs from the value used in Kupfer et al. (2018), although see the discussion in Section 5 of that paper. Inclinations are only in the range 0–90 deg due to the inability of EM observations to distinguish between an inclination of $x$ degrees and $(180 - x)$ degrees. GW observations from LISA will resolve this degeneracy and find the true inclination of each system in the range 0–180 deg. (Note that when injecting VBs we choose to inject with the inclination given in the table.) Eclipsing systems are denoted with $\ast$.

[1] Strohmayer (2005), [2] Barros et al. (2007), [3] Roelofs et al. (2010), [4] Espaillat et al. (2005), [5] Green et al. (2018), [6] Skillman et al. (1999), [7] Fontaine et al. (2011), [8] Kupfer et al. (2015), [9] Patterson et al. (2002), [10] Roelofs et al. (2007b), [11] Levitan et al. (2014), [12] Wevers et al. (2016), [13] Provencal et al. (1997), [14] Roelofs et al. (2007a), [15] Wood et al. (2002), [16] Levitan et al. (2013), [17] Howell et al. (1991), [18] Burdge et al. (2020a), [19] Brown et al. (2011), [20] Hermes et al. (2012), [21] Brown et al. (2016), [22] Kilic et al. (2014), [23] Kilic et al. (2016b), [24] Brown et al. (2010), [25] Burdge et al. (2020b), [26] Brown et al. (2020b), [27] Kilic et al. (2017), [28] Kilic et al. (2021), [29] Chandra et al. (2021), [30] Brown et al. (2017), [31] Kosakowski et al. (2021), [32] Kilic et al. (2011a), [33] Moran et al. (1997), [34] Geier et al. (2013), [35] Pelisoli et al. (2021), [36] Chen et al. (2020)
effect is most pronounced for sources with intermediate frequencies around ~2 mHz where the confusion is the dominant source of noise. The rate at which the SNR accumulates is further complicated by the orbital motion of the LISA constellation around the Sun. The quadrupolar antenna pattern of LISA introduces oscillations in its sensitivity to GWs from a particular sky direction at a frequency of 2 yr\(^{-1}\). These effects can be seen in Fig. 2 where the cumulative SNR of each candidate VB is plotted over a 10 yr mission duration. This is consistent with previous work on the SNR evolution over time (Kupfer et al. 2018; Seoane et al. 2022), which also shows an SNR scaling that differs from a simple square root dependence. The rate at which the SNR accumulates in the first few months of the LISA mission is investigated in more detail in Section 2.3.

The parameter estimation results from the GW-only analysis are summarised in Table 2. LISA SNR\(_{\text{obs}}\) values are reported for mission durations of \(T_{\text{obs}} = 1, 4, \) and 10 yr for all 43 candidate VBS. Although parameter estimation analyses were performed for all three mission durations, results in the table are quoted for the LISA nominal mission duration of 4 yr (Amaro-Seoane et al. 2017). We find that UCB sources below a threshold SNR of \(\leq 6\) generally cannot be detected.
or characterised by LISA (the posteriors are typically broad, with no clear peaks and with an amplitude consistent with zero). Throughout this paper, we adopt a value of \( SNR = 6 \) as a fiducial threshold required for detection. Parameter estimation results are only shown in Table 2 for the 25 resolvable sources with \( SNR_{10\text{yr}} > 6 \).

Each VB was injected into a zero-noise realisation and analysed individually. The analysis was performed using the likelihood function in Eq. (1) with the noise PSD being the sum of the instrumental noise (as described in the latest LISA Science Requirement Document Babak et al. 2021) and the astrophysical confusion noise from the unresolved Galactic binaries (modelled using Eq. A2 from Babak et al. 2017).

Each VB is described by eight parameters: a GW strain amplitude \( \mathcal{A} \), a GW frequency \( f_0 \) (equal to twice the binary orbital frequency, \( f_0 = 2/P \)), a time derivative of GW frequency \( f \), an inclination angle \( i \), an ecliptic latitude and longitude \( (b, l) \), and the initial phase \( \phi_0 \) and polarisation angle \( \psi \). The injected values, where possible, are derived from the median EM-observed values in Table 1.

The GW strain amplitude is given by (Blanchet 2014)

\[
\mathcal{A} = \frac{2(GM_e)^{5/3}(\pi f_0)^{2/3}}{Dc^4},
\]

where \( M_e = (m_1m_2)^{3/5}/(m_1 + m_2)^{1/5} \) is the chirp mass, and \( D \) is the distance to the source. For the injection, the frequency derivative was assumed to be driven by GW emission and has the quadrupole-formula-derived value of

\[
f = \frac{96}{5} \left( \frac{GM_e}{c^3} \right)^{5/3} \frac{\pi^8}{f_0^{11/3}}.
\]

This constraint was not used in the recovery where \( f \) was treated as a free parameter, allowing us to potentially measure the effects of tides or mass transfer on the evolution of the binary. No constraints on the initial phase and polarisation are obtained from the EM observations; the injected values for these parameters were drawn randomly from the priors.

A blind search was performed for each VB. We emphasise that this analysis is deliberately not taking into account what is already known about the VBs from EM observations. The analysis used the following flat priors: \( \mathcal{A} \in [0, 10/\mathcal{A}_0] \), 
\( f_0 \in [f_0 - 3/T_{\text{obs}}, f_0 + 3/T_{\text{obs}}] \), 
\( f \in [-10^{-15}, 10^{-15}] \) s\(^{-2}\), 
\( \cos(i) \in [-1, 1] \), 
\( \sin(h) \in [-1, 1] \), 
\( l \in [0, 2\pi] \), 
\( \phi_0 \in [0, 2\pi] \), 
\( \psi \in [0, \pi] \).

The modular design of the Balrog code allows it to be called with a wide range of stochastic samplers. In this paper, the Nes-sai (Williams et al. 2021) implementation of the nested sampling algorithm (Skilling 2006) was used to sample the posterior distribution. The runs in this section were performed with 2000 live points and required an average of 967, 2575, and 8026 CPU seconds for the 1, 4, and 10 yr analyses respectively.

We find that, with GW measurements only, we can generally measure the (above-threshold) VB amplitudes to the 1% level, the GW frequency to a subfrequency bin width precision (one part in \( \sim 10^5 \)), and for sources with \( f_0 \gtrsim 2 \) mHz we can constrain the frequency derivative away from zero.

Fig. 3 shows the recovered sky positions of the 25 VBs with \( SNR_{10\text{yr}} > 6 \). For each VB, the 90% credible GW-recovered sky position is shown along with the injected value (which comes from the EM observations). The GW-derived sky position is consistent with the much more precise EM-derived sky position in all cases. Table 2 also reports the 90% credible GW-recovered sky area \( \Omega_{90} \) for these sources.

### 2.2 The double pulsar PSR J0737-3039

The term “verification binary” is used for any LISA source that can be observed electromagnetically in advance. These are mostly DWDs but, in principle, can include other compact objects. An example that is tantalisingly close to being within the sensitivity reach of LISA is the double pulsar PSR J0737-3039 (Burgay et al. 2003; Lyne et al. 2004). The binary is mildly eccentric, \( e = 0.088 \), so it radiates GWs at multiple frequency harmonics \( f_{\text{GW}} = n/\pi = n x 0.113 \) mHz, where \( P = 2.45 \) h is the orbital period (see the top panel of Fig. 1). The orbital parameters of this source are known with exquisite accuracy (Kramer et al. 2021) and the expected SNRs in the first few harmonics (\( n = 1 \) to 6) are 0.01, 1.33, 0.70, 0.20, 0.04, and 0.01 after \( T_{\text{obs}} = 10 \) yr of LISA observations. The total SNR across all harmonics is 1.52. This is too quiet for LISA to detect and therefore this is not expected to be a verification source.
2.3 Verification binaries in the early months of LISA operations

VBs will be key in helping to establish the early performance of the instrument in comparison to pre-launch predictions. This will be particularly important during the first few months of science operations. In turn, this may well play a role in determining the timing and content of the first LISA data releases.

To help guide expectations for which and how many VBs might be detectable in the early months of LISA science operations, in the top panel of Fig. 4 we show the SNR evolution over the first year of the mission for an illustrative selection of loud VBs. The total number of VB sources that exceed the SNR > 6 detection threshold as a function of mission duration is plotted in the bottom panel.

For the SNR calculations, the GW signals are computed with astrophysical parameters derived from Table 1. Two sources of uncertainty are accounted for in these SNR calculations: astrophysical and orbital. The astrophysical uncertainties arise from the errors on the parameters obtained from EM observations. The orbital uncertainty reflects the fact that we do not yet know the exact positions of the LISA spacecraft at the start of science operations. Over multi-year observations, the size of the orbital uncertainty decreases as the motion of the LISA constellation averages over a complete orbit; however, for observation times shorter than a year this is an important extra source of uncertainty.

Fig. 4 accounts for both sources of uncertainty using a Monte Carlo average. The SNR was computed as a function of $T_{\text{obs}}$ for a set of 1000 parameter draws (astrophysical and orbital position) for each VB. The astrophysical parameters were drawn either from a Gaussian distribution (for parameters where both the mean and standard deviation are available in Table 1) or from a uniform distribution in cases where parameters are unconstrained (to be conservative, for sources with inclination given as [60] we draw inclination samples uniformly in the range $0-\pi$). The initial orbital position of LISA is described by two angles (see, for example, the appendix of Cornish & Rubbo 2003): one describing the phase of the centre of the con-
The analysis in the previous section deliberately did not use any prior EM-derived knowledge of the VB parameters. This information can be included in the prior of the GW analysis where it may help to confidently detect a VB close to the SNR threshold or improve the parameter estimation accuracy of a louder VB. This section explores the influence of prior knowledge of the frequency ($f_0$), inclination ($\iota$), and sky location ($l$, $b$). The choice of these parameters was motivated by the availability of EM measurements and on expectations from previous (Fisher-matrix) studies (Shah et al. 2012, 2013). The analysis was originally performed on a set of simulations where $f_0$, $\iota$, $l$, and $b$ were separately fixed to the respective EM-measured value. We then analysed the simulations where combinations of these variables were fixed. In order to have clearer results, only the most informative constraints are presented in this section. We illustrate our results with two example VBs: SDSSJ0651 that is nearly edge-on (\( \iota \approx 87^{\circ} \); this gives rise to approximately linearly polarised GWs), and SDSSJ1908 which is nearly face-on (\( \iota \approx 15^{\circ} \); this gives rise to approximately circularly polarised GWs).

For a specific mission duration, five different types of analysis were considered: (1) a blind search (using the uninformative priors from Section 2) and four searches with various parameters fixed to their EM-measured values. These are: (2) frequency fixed, (3) inclination fixed, (4) sky position fixed, and (5) sky position and inclination fixed. Search (4) can be described as a ‘directed’ or ‘targeted’ search.

The effect of a particular prior choice is illustrated by considering its effect on the one-dimensional marginalised posterior on the amplitude, $A$. We use the ratio of the mean, $\mu$, and the standard deviation, $\sigma$, of this amplitude posterior as a proxy for how confidently a VB source can be detected. At low SNR, the amplitude is consistent with zero and resembles a truncated distribution; this has a ratio $\mu/\sigma \approx 1$, meaning that the VB cannot be detected. At high SNR, the amplitude posterior is peaked away from zero and has a ratio $\mu/\sigma \gg 1$, meaning that the VB can be detected. Empirically, we identify a threshold value of $\mu/\sigma > 2.5$ as being the minimum value necessary to detect a VB source (this corresponds roughly to an SNR of 6).

From a Bayesian perspective, the reduction in time to detection with improved prior knowledge is expected and can be explained in terms of the Bayes’ factor and Occam’s razor. Fixing a model parameter to its true value reduces the size of the remaining parameter space, increasing the Bayesian evidence for the signal hypothesis by reducing its associated Occam penalty. The evidence for the null hypothesis is unaffected, so the Bayes’ factor (equal to the ratio of the evidences) increases, making detection easier.

After the source is detected, the two panels of Fig. 5 show different behaviour. For the edge-on source, prior knowledge from EM observations does not significantly affect the amplitude measurement. However, for face-on sources prior knowledge of the inclination angle $\iota$ does lead to a dramatic improvement in the amplitude measurement; this improves further for longer observations. For SDSSJ1908, after $T_{\text{obs}} = 2$ yr, prior knowledge of $\iota$ leads to an improvement in the amplitude measurement by a factor of 2.4. Similar results were obtained for all the other VBs that were analysed.

From the above discussion, it is clear that prior EM-derived knowledge of the inclination angle is particularly important. The reason for
this can be traced back to the fact that two-dimensional posteriors on $\mathcal{A}$ and $\iota$ typically show a strong degeneracy; this is particularly true for nearly face-on or face-off sources. Therefore, fixing the inclination to its true value helps to improve the measurement of the amplitude. The amplitude in turn is related to the component masses and the distance to the source (see Eq. (4)). This is consistent with what was found by Shah et al. (2012) using Fisher matrices.

It should also be noted that the GW measurements can also be used to improve the EM measurements of the inclination angle. Even in cases where the inclination is known from EM observations (see Table 1), it is typically not known in which direction on the sky the VB is orbiting (i.e. an EM-measured inclination of $\iota = 1^\circ$ could correspond to a nearly face-on source seen orbiting in a counterclockwise direction or to a nearly face-off source with $\iota = 179^\circ$ seen orbiting clockwise). GW measurements will break this degeneracy (see results in Table 2). This is consistent with what was found by Littenberg & Cornish (2019) in the specific case of ZTF J1539+5027.

Knowledge of the inclination helps most for face-on systems. However, it is harder to measure $\iota$ for such systems because they are not eclipsing. If the inclination is not known but the VB source is known not to be eclipsing, this implies that the binary is not close to edge-on and therefore places a weak constraint on the inclination. To investigate the usefulness of such a constraint we conducted a post-analysis on all VBs with $\iota = [60^\circ]$ in Table 1. Posterior samples with $85^\circ < \iota < 95^\circ$ were removed, mimicking the effect of a prior that excludes this range of $\iota$ that would give rise to eclipses. Unfortunately, the resulting posteriors showed a negligible improvement.

### 4 ACCOUNTING FOR UNKNOWN NOISE LEVELS

The VB analyses described above all used the standard form of the likelihood, Eq. (1). This assumes that the noise in each independent data time series is additive, stationary, and Gaussian. The statistical properties of this type of noise can be described in terms of the PSD, $S_\alpha(f)$. The standard GW likelihood also assumes that this noise PSD is known exactly beforehand. In reality, the instrumental noise sources will not be understood perfectly and it will also be necessary to account for the presence of the Galactic foreground as an additional uncertain noise source in the analysis. In this section we describe how this can be done as part of a fully Bayesian analysis of VB sources by relaxing the assumption of a known noise PSD.

Hereafter, instead of Eq. (1), we use a modified GW likelihood:

$$
P(d|h) = \exp \left[ -\frac{1}{2} \int_{\alpha} \frac{|d_\alpha(f_k) - h_\alpha(f_k)|^2}{S_\alpha(f_k)\delta f} \right],
$$

where $\alpha$ labels the TDI channel. When the noise is treated as an unknown in the analysis it is necessary to include the denominator of Eq. (6) (see, e.g., Littenberg 2011).

A fixed, reference PSD $S_\alpha(f)$ is used in Eq. (6) [although we use the same symbol, we stress that the meaning of $S_\alpha(f)$ here is different from that in Eq. (2)]. This can be chosen to be our best a priori estimate for the $LISA$ noise; this was taken to be the same PSD that was used in Section 2.1, including the estimate of the confusion noise. This is fixed throughout the analysis. However, this reference noise PSD is multiplied by a factor $1 + \delta_\alpha$. The three new parameters $\delta_\alpha$ describe variations in the noise level relative to the a priori PSD estimate. These parameters can account for both instrumental and Galactic foreground noise sources. VBs are extremely narrow band sources with GW signal power present only in a few frequency bins; therefore, we choose to use a single parameter in each TDI channel to describe variations in the noise level only (the shape of the PSD is kept fixed). Flat priors were used on the $\delta_\alpha$ parameters with sufficiently broad ranges that the posteriors are unaffected by prior boundaries.

In Section 5 this likelihood is used to analyse multiple signals simultaneously. First, however, the VB sources were reanalysed individually with this likelihood to ensure they can still be individually detected and characterised in the presence of unknown noise levels. The VBs were injected into simulated $LISA$ noise generated from the PSDs shown in Fig. 6 (see also the solid black curve in the top panel of Fig. 1).

Our ability to constrain the PSD $\delta_\alpha$ parameters depends on how much data are analysed. The sums and products over $k$ in Eq. (6) are taken over a small frequency range centred on the GW frequency of the VB. Because $\delta_\alpha$ describes the noise level across the whole band, the more frequency bins that are included the better the resulting measurement of $\delta_\alpha$. In order to ensure a fair comparison between $\delta_\alpha$ posteriors from different analyses the number of frequency bins was fixed to 438 in all cases. This value was chosen to be as small as possible while still comfortably containing all the signal power for
Figure 6. Representative constraints on the noise curve in channels A, E, and T, with mission durations of 1, 4, and 10 yr plotted in blue, orange, and green respectively. Error bars show 90% confidence intervals. Also plotted for comparison is the LISA noise PSD used for the injection. At low frequencies the GW signal in the T channel is highly suppressed.

5 ACCOUNTING FOR SOURCE CONFUSION

Thus far, the VBs have been treated in isolation. This neglects the rest of the GP of UCBs that LISA will face, both individually resolved and unresolved. (However, the effects of the unresolved sources are partly accounted for in the model for the Galactic confusion noise.) In this section, we adopt a fiducial mock Galaxy catalogue to directly determine the impact of the rest of the UCBs in the Galaxy on our ability to measure VB parameters.

Here we consider the GP of detached DWDs only, as they are expected to be at least an order of magnitude more numerous than the other types of stellar remnant binaries in LISA’s frequency band (Amaro-Seoane et al. 2023). Specifically, we use a mock DWD catalogue from Wilhelm et al. (2020) assembled by combining the DWD binary population synthesis model of Toonen et al. (2012) with a snapshot of GALAKOS, a high-resolution N-body simulation of a stellar disc and bulge/bar with structural parameters that reproduce the currently observed properties of our Galaxy (D’Onghia & L. Aguerr 2020). Representative of a Milky Way-like Galaxy with a total stellar mass of $5 \times 10^{10} M_\odot$, the catalogue contains $\sim 1.4 \times 10^7$ DWDs emitting in the LISA frequency band. Based on an SNR criterion, Wilhelm et al. (2020) showed that $\sim 2.2 \times 10^4$ DWDs could be detected within 4 yr of the mission, while the rest would contribute to the Galactic confusion foreground signal.

5.1 Population analysis

First, we attempt to quantify how ‘confused’ each VB source is. This is designed to be a measure of both how many other UCBs are close in frequency to the VBs, and how loud these sources are. A source...
from the GP is classified as ‘close’ if its frequency $f_{\text{GP}}^{\text{GP}}$ (accounting for Doppler broadening) crosses into any of the 10 frequency bins (for a 4 yr mission) centred on the VB initial frequency $f_0$; i.e. if
\begin{equation}
\left| f_{\text{GP}}^{\text{GP}} - f_0 \right| < 5\delta f + \frac{v}{c} f_0,
\end{equation}
where $v/c \approx 10^{-4}$ is the orbital velocity of LISA around the Sun. The actual Doppler broadening will depend on the ecliptic latitude of the source; Eq. (7) uses the maximum value. This can be thought of as counting sources from the GP which have power in the 10 closest frequency bins to the VB.

For each VB, members of the GP within the permitted frequency range were counted and their SNRs computed. Note that these SNRs are computed in the same manner as those in Table 2, with respect to the fixed instrumental plus confusion noise curve. Then, the highest SNR among the sources in the GP was identified and compared to the SNR of the VB. This information is summarised in Fig. 7.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure7.png}
\caption{The number of DWDs in a simulated GP (Wilhelm et al. 2020) within 10 frequency bins ($T_{\text{obs}} = 4$ yr) of each VB, after accounting for Doppler broadening (see Eq. 7). These sources will need to be accounted for in a realistic analysis of the VB. Marker fill colour indicates the SNR$_{\text{GP}}$ of the loudest member of the GP within the frequency range, while the marker edge colour indicates the SNR$_{\text{VB}}$ of the VB. We consider a VB to be more ‘confused’ (i.e. likely to be harder to separate from the rest of the population) if it has more, or louder, DWD sources nearby in frequency. VBs with a circular marker satisfy SNR$_{\text{VB}} > \text{SNR}_{\text{GP}}^{\text{max}}$, while those with a cross satisfy SNR$_{\text{VB}} \leq \text{SNR}_{\text{GP}}^{\text{max}}$. The VB V803Cen is highlighted; this is analysed further in Section 5.2.}
\end{figure}

\subsection*{5.2 VB inference with a realistic confusion foreground}

In this section we take as an example VB the binary V803Cen, and place it in the simulated GP described above. V803Cen has 65 DWDs from the GP nearby in frequency (assessed using the criteria in Eq. 7), two of which have SNR$_{\text{GP}} > 6$ (the next loudest has an SNR of 5.01). Therefore, it might be expected that we would need to model these two additional sources to perform reliable inference on the VB.

To demonstrate this, a 4 yr LISA data instance was generated including an instrumental noise realisation, the VB V803Cen, plus 229 other DWDs from the (mock) Galaxy. This number includes the 65 sources closest in frequency to the VB, plus the additional sources (in the ~100 frequency bins outside the initial frequency range) to ensure we lose no power at the edge of our frequency band used in the analysis.

Using this data instance, we then perform an unknown-noise parameter estimation (using Eq. 6) of the VB while simultaneously modelling $N$ extra sources. The cases $N = \{0, 1, 2, 3\}$ were explored, and in all cases the VB inference is “targeted” (that is, with fixed sky location) while the other DWDs are searched for over the full sky. The total number of unknown parameters in the analysis is therefore $3 + 6 + (8 \times N)$. All other priors are the same as those described in Section 2.1, with the exception of $f_0$ which was set to be within the range given by Eq. (7). To deal with the label-switching problem, which arises when multiple sources described by the same model are included in the analysis, we follow the approach in Buscicchio et al. (2019) and order sources by their frequency. All analyses were performed with 4000 live points, and took $\sim 1$, 30, 200 and 500 CPU hours for the $N = 0, 1, 2$, and 3 runs, respectively.

The results are summarised in Fig. 8. In the top right panel of the figure we show the log-Bayes’ factors, $\log_{10} B_{\text{VB}}^N$, comparing the model evidences for different values of $N$ (normalised to the $N = 0$ analysis, i.e. the VB-only analysis). This peaks at $N = 2$ extra sources, consistent with the expectation that only DWDs above a threshold SNR of $\sim 6$ can be detected. However, the $N = 3$ analysis also has comparable support to the $N = 2$ case (it is disfavoured by $\log_{10} B_{\text{VB}}^2 = 1.2$); we speculate that this is related to the presence of another marginally subthreshold source.

The corner plot in the top half of the figure, with the coloured histograms, shows posteriors on the amplitude, inclination, and frequency for each of the modelled sources in the $N = 2$ analysis. Note that, because of the narrow frequency posteriors, the frequency panels have been split to zoom-in on the posterior for each source. The true (injected) values for each source are shown with the dotted lines. We see posteriors consistent with the injected values for the VB, indicating that we have successfully accounted for the unknown noise and confusion sources. However, only one of the GP sources has posteriors consistent with the injected values. The bias seen in the recovery of GP 1 is a result of our imperfect signal model; the inference on this source is confused by the presence of many other sources (some of which are just below the SNR threshold of 6, and so have not been completely captured by our noise model). Comparing the results to those in Section 2, we see comparable errors in the frequency, amplitude and inclination ($\Delta f/\delta f \sim 0.08$, or one part in $2 \times 10^6$, $\Delta A/A \sim 0.15$, $\Delta \iota \sim 13^\circ$).

To the left of the corner plot are the posteriors on the unknown noise parameters for each TDI channel, $\delta_{\chi}$, as described in Section 4. These represent a modification to the instrumental noise curve (no an-
Figure 8. Top: Corner plot showing posteriors for V803Cen and two (nearby in frequency) sources from the GP with SNR_{4yr} > 6, and posteriors on the noise level in each TDI channel with respect to the (design) instrumental noise curve (parameterised through \(\delta_\alpha\)). A directed search for the VB was performed (shown in red), and blind searches with no prior information for the two Galactic binaries were performed (shown in blue and green). Bottom: The skymap of the VB V803Cen (red star) and its associated above-threshold Galactic binaries (blue and green markers), among its sub-threshold Galactic binaries (black markers) and the remainder of the mock Galaxy realisation (heatmap). Contours show the recovered sky position (90% credible region) at \(T_{\text{obs}} = 4\,\text{yr}\) for the two above-threshold Galactic binaries.
alytical description of the confusion noise is present in this analysis). In the A and E channels, we measure the power from the confusion noise to be \( \sim 5 \pm 1 \) times greater than the instrumental noise only. The dashed line plotted on each of the histograms indicates an expected value for \( \delta_\alpha \), from a periodogram-type calculation. To do this, we generate a new data instance with an instrumental noise realisation and a population of confusion sources (in the same way the data we analysed were created), but we exclude the three modelled sources from the data. In other words, we subtract perfectly the sources we model from the data. With this new data instance, which represents our noise \( n^\alpha(f) \), we can calculate the PSD \( S_\alpha \) via

\[
S_\alpha = \frac{2}{T_{\text{obs}}} \left( |n^\alpha(f)|^2 \right). \tag{8}
\]

This approximates the PSD as being constant over the frequency range of the data; as our analysis data are narrow (\( \sim 150 \) frequency bins, with \( T_{\text{obs}} = 4 \) yr), this is a reasonable approximation. Finally, to obtain the predicted \( \delta_\alpha \), we compare this measured PSD to the instrumental noise curve at the VB frequency \( f_0 \). Our posteriors are broadly consistent with the prediction, but our measurement tends to lower values. One reason for this is that we cannot perfectly model the above threshold sources in our Bayesian analysis. As seen in the other panels of Fig. 8, confusion between the GP sources leads to biases in the posteriors. As we may be “absorbing” power from other (just below threshold) GP sources into our model, this causes an underestimate of the noise. The loudest below-threshold sources may also break the assumption of a constant (in time and frequency) PSD in the application of Eq. (8).

Finally, the bottom panel of the figure shows a skymap with the locations of the VB V803Cen (a targeted sky search, red star), the other two DWDs we model (for which the 90\% credible regions are shown with green and blue contours), and the other 227 subthreshold sources from the GP that were included in the data. The heatmap indicates the density of all \( \sim 1.4 \times 10^7 \) sources in the (mock) Galaxy. We see sky recovery consistent with the injected values.

6 DISCUSSION AND CONCLUSIONS

Unique among GW sources, a small number of Galactic UCBs are known in advance of the operation of a GW observatory as guaranteed sources. Extending previous studies of VBs, e.g. Kupfer et al. (2018), we have considered the most recent list (and relevant parameter errors) of VBs maintained by the LISA Consortium and available at Kupfer et al. (2021) (see also Kupfer et al. 2023), and carried out the work within a Bayesian framework using the three independent TDI channels A, E, and T and the instrument performance according the current science requirements.

We have shown that LISA will detect 25 currently known systems over its nominal mission lifetime with SNR in the range \( \sim 6–100 \). We have also quantified the expected accuracy with which the system parameters will be measured by computing their marginalised posterior probability distributions, and shown that LISA will provide astrophysically non-trivial measurements for quantities such as orbital inclination and the evolution of the orbital period. We have also quantified the extent to which prior knowledge of the source parameters affects the integration time required to detect a VB, therefore providing an early “verification” of LISA’s performance.

Consistent with previous studies, we have derived these baseline results under the assumption that the noise affecting the measurements is known and that within the frequency band covered by a VB signal no other GW source is present. Both assumptions are clearly wrong, and one may wonder how reliable these results, as well as all of those present in the literature, actually are. We have therefore generalised our analysis in the two key directions that remove these oversimplifications.

First, we have relaxed the assumption that the noise, both coming from the instrument and from the unresolved foreground of Galactic and extragalactic UCBs, is known in advance. By including the noise level (parameterised by a single parameter in each TDI channel) as one of the parameters that need to be fitted in the analysis, we have shown that there is minimal effect on the accuracy with which the VB parameters can be measured. As a by-product of this analysis, we have demonstrated that the overall PSD in each of the three channels can be measured to \( \sim 8\% \), but we stress that this measurement is dependant on the number of frequency bins included in the analysis.

Secondly, we have accounted for the fact that the signal from VBs will overlap with those from many other UCBs in the Galaxy. By considering a state-of-the-art synthetic population of Galactic binaries, we have analysed a small (\( \approx 1000 \) Hz) frequency band fitting concurrently for a VB, an unknown number of other DWDs, and the noise level in the three TDI channels. We have shown that the baseline results presented in Table 2 are robust.

The actual analysis of the LISA data to identify VBs will need to include additional refinements that we have not considered here. In particular, we have assumed that the noise contribution is Gaussian and stationary throughout the observing time, which we know is not true. For example, the (dominant, in the band of interest for this work) confusion noise level changes during the year due to the LISA motion. We have assumed there are no data gaps (which surely will occur), and we have not considered either transients of instrumental or astrophysical nature (e.g. radiation from a loud massive black hole binary) in the frequency band.
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APPENDIX A: NOISE CURVES AND CHARACTERISTIC STRAIN

This appendix gives details of the LISA instrumental and confusion noise sources. This appendix also gives useful equations for predicting the SNR of DWD sources computed in a low-frequency approximation. These equations were used to produce the results in the top panel of Fig. 1. We stress that elsewhere in the paper all SNRs were computed using the full LISA TDI outputs described in the main text, without making a low-frequency approximation.

In the top panel of Fig. 1, the instrumental noise curve is plotted as $S_{\text{inst}}(f) = \sqrt{S_{\text{Snr}}(f)}$, with $S_{\text{Snr}}(f)$ being the low-frequency approximation of the PSD in line with the latest SciRD document (Babak et al. 2021):

$$S_{\text{Snr}}(f) = (4S_{\text{disp}}(f) + S_{\text{opt}}(f)) \left(1 + 0.6 \left(\frac{2\pi f 2.5 \times 10^6}{c}\right)^2\right), \quad (A1)$$

with $S_{\text{disp}}(f)$ being the displacement noise and $S_{\text{opt}}(f)$ being the optical noise.

The total noise curve is plotted as $s(f) = \sqrt{S_n(f)}$, where $S_n(f) = S_{\text{inst}}(f) + S_{\text{conf}}(f)$, and the expression for the confusion noise PSD $S_{\text{conf}}(f)$ is obtained from Babak et al. (2017):

$$S_{\text{conf}}(f) = A_{\text{gal}} \left(\frac{f}{1 \text{ Hz}}\right)^{-7/3} \exp\left(-\frac{f}{s_1}\right)^{\alpha} \right]$$

$$\times \left[1 + \tanh\left(\frac{f - f_0}{s_2}\right)\right], \quad (A2)$$

where the parameters $A_{\text{gal}}, \alpha, s_1, f_0$, and $s_2$ fitted for different values of the observation time (Babak, private communication) and then interpolated as a function of $T_{\text{obs}}$. Note that an updated confusion noise curve can be found in Karnesis et al. (2021).

The binaries considered here are nearly monochromatic, and emit at low frequencies with respect to the instrumental transfer frequency $f^* \approx c/2\pi L \approx 19$ mHz, where $L$ is the length of the LISA laser arms. Therefore, for the sensitivity estimates used in the top panel of Fig. 1, the signal is modelled in the low-frequency approximation (Cutler 1998). The combined signal is equivalent to two independent detectors, with

$$h_{\text{I,II}}(t) = \frac{\sqrt{3}}{2} \left[F^I_{\text{I,II}}(t) h_+(t) + F^\times_{\text{I,II}}(t) h_\times(t) \right], \quad (A3)$$

$$h_+(t) = -\mathcal{A}(1 + \cos^2 \dot{\theta}) \cos[2\pi f_0(t - \dot{k} \cdot \bar{P}) + \phi_0], \quad (A4)$$

$$h_\times(t) = 2\mathcal{A} \cos \epsilon \sin[2\pi f_0(t - \dot{k} \cdot \bar{P}) + \phi_0], \quad (A5)$$

where $F^I_{\text{I,II}}(t)$ are the detector antenna pattern functions and $c \bar{P}$ is the position of LISA’s barycentre. The parameter $f_0$ is the GW frequency of the signal, $\phi_0$ is its initial phase, $\epsilon$ is its inclination, $\dot{k}$ is the wave propagation vector, and $\mathcal{A}$ is the GW strain amplitude given by Eq. (4). The combined squares SNR $\rho^2$ for this signal is

$$\rho^2 = 4 \int_0^\infty \frac{[\tilde{h}^I(f)]^2 + [\tilde{h}_{\text{II}}(f)]^2}{S_n(f)} df. \quad (A6)$$

We can model the antenna pattern functions in the following way (Cutler 1998):

$$F^I_{\text{I,II}}(t) = \frac{1}{2} \left[1 + \cos^2 \dot{\theta}\right] \cos 2\phi \cos 2\psi - \cos \dot{\theta} \sin 2\phi \sin 2\psi, \quad (A7)$$

$$F^\times_{\text{I,II}}(t) = \frac{1}{2} \left[1 + \cos^2 \dot{\theta}\right] \sin 2\phi \sin 2\psi + \cos \dot{\theta} \sin 2\phi \cos 2\psi, \quad (A8)$$

$$F^I_{\times_{\text{I,II}}}(t) = \frac{1}{2} \left[1 + \cos^2 \dot{\theta}\right] \sin 2\phi \cos 2\psi + \cos \dot{\theta} \cos 2\phi \sin 2\psi, \quad (A9)$$

$$F^\times_{\times_{\text{I,II}}}(t) = \frac{1}{2} \left[1 + \cos^2 \dot{\theta}\right] \sin 2\phi \sin 2\psi - \cos \dot{\theta} \cos 2\phi \cos 2\psi, \quad (A10)$$

where $\dot{\theta}$ and $\dot{\phi}$ are the spherical angles of the source position in a frame rotating together with LISA’s arms, and $\psi$ is a polarisation angle. We can find $\dot{\theta}$ and $\dot{\phi}$ as:

$$\cos \dot{\theta} = \tilde{N} \cdot \tilde{z}, \quad (A11)$$

$$\tan \dot{\phi} = \frac{\tilde{N} \cdot \tilde{y}}{\tilde{N} \cdot \tilde{x}}, \quad (A12)$$

where $\tilde{N}$ is a unit vector pointing towards the source, and $\tilde{x}, \tilde{y}, \tilde{z}$ form a triad defining the detector frame, given in an inertial frame tied to the ecliptic by

$$
\tilde{x} = \frac{1}{4} (3 - \cos 2\omega t), \quad -\frac{1}{4} \sin 2\omega t, \quad \frac{\sqrt{3}}{2} \cos \omega t \right), \quad (A13)
$$

$$
\tilde{y} = -\frac{1}{4} \sin 2\omega t, \quad \frac{1}{4} (3 + \cos 2\omega t), \quad \frac{\sqrt{3}}{2} \sin \omega t \right), \quad (A15)
$$

$$
\tilde{z} = -\frac{\sqrt{3}}{2} \cos \omega t, \quad -\frac{\sqrt{3}}{2} \sin \omega t, \quad \frac{1}{2} \right), \quad (A16)
$$

where $b$ and $l$ are respectively the ecliptic latitude and longitude of the source, and $\omega = 2\pi/\gamma$ is the orbital angular frequency of the LISA constellation around the Sun.

In order to compute the Fourier transform of the signal, we can take advantage of the fact that the GW frequency $f_0$ is well separated from the frequency of the modulation from LISA’s motion and compute it in a time interval $1/f_0 \ll \Delta T \ll 2\pi/\gamma$. We can write

$$\tilde{h}_{\text{I,II}}(f) = \sum_{n=0}^{T_{\text{obs}}/\Delta T - 1} \tilde{h}_{\text{I,II}}(f, n), \quad (A17)$$

$$\tilde{h}_{\text{I,II}}(f, n) = \frac{\sqrt{3}}{2} B^I_{\text{I,II}}(n\Delta T) e^{-2\pi i f t} dt \quad (A18)$$

$$\tilde{h}_{\text{I,II}}(f, n) = \frac{\sqrt{3}}{2} B^\times_{\text{I,II}}(n\Delta T) e^{-2\pi i f t} dt \quad (A19)$$

$$B^I_{\text{I,II}}(n\Delta T) = F^I_{\text{I,II}}(n\Delta T) e^{-2\pi i f_0 t} \tilde{k} \cdot \bar{P}(t), \quad (A20)$$

$$B^\times_{\text{I,II}}(n\Delta T) = F^\times_{\text{I,II}}(n\Delta T) e^{-2\pi i f_0 t} \tilde{k} \cdot \bar{P}(t), \quad (A21)$$

$$g(t) = \frac{\sin[\pi(f - f_0)t]}{\pi(f - f_0)} e^{-\pi(f - f_0)t + \phi_0} \quad (A22)$$

Note that since the square SNR in Eq. (A6) is obtained by integrating
over positive frequencies and since this Fourier transform has narrow support, we can neglect the second line in $g(t)$.

Since the pre-factor varies slowly, if the observation window comprises an integer number of years, we can average the pre-factor in this result and obtain the approximation

$$
\langle \hat{h}_{1,11}(f) \rangle_t^2 \approx \frac{3I_{1,11}}{16} \frac{\sin^2 \pi (f - f_0)T_{\text{obs}}}{\pi^2 (f - f_0)^2},
$$

(A23)

$$
I_{1,11} = \int_0^{T_{\text{obs}}} \left( A_x^2 F_{x+}^{1,11}(t)^2 + A_x^2 F_{x-}^{1,11}(t)^2 + 2 A_x A_y F_{x+}^{1,11}(t) F_{x-}^{1,11}(t) \sin[4\pi f_0 \hat{k} \cdot \mathbf{P}(t)] \right) dt,
$$

(A24)

where we assumed that the pre-factor in $\hat{h}_{1,11}(f)$ is a constant equal to its root modulus square average, and simplified the factors of $g(t)$ by taking advantage of the fact that it is then a telescoping sum. We can further average over the polarisation angle $\psi$ to get

$$
\langle \rho^2 \rangle_{t,\psi} = 4 \int_0^\infty \frac{\langle |\hat{h}_1(f)|^2 + |\hat{h}_{11}(f)|^2 \rangle_{t,\psi}}{S_n(f)} df.
$$

(A25)

The support of $g(T_{\text{obs}})$ as a function of frequency is of the order of a few $\Delta f = 1/T_{\text{obs}}$. Assuming that the noise PSD $S_n(f)$ is constant inside a window of a width of a few $\Delta f$ around $f_0$, we can compute:

$$
\langle \rho^2 \rangle_{t,\psi} \approx \frac{3A^2 T_{\text{obs}}}{1280 S_n(f_0)} \left( 443 - 78 \sin^2 b - 37 \sin^4 b \right) 
\times (1 + 6 \cos^2 t + \cos^4 t).
$$

(A26)

We can similarly compute the SNR averaged over ecliptic latitude and/or inclination. We find

$$
\langle \rho^2 \rangle_{t,\psi,b} \approx \frac{3A^2 T_{\text{obs}}}{1280 S_n(f_0)} \left( 443 - 78 \sin^2 b - 37 \sin^4 b \right) 
\times (1 + 6 \cos^2 t + \cos^4 t),
$$

(A27)

$$
\langle \rho^2 \rangle_{t,\psi,b} \approx \frac{3A^2 T_{\text{obs}}}{1280 S_n(f_0)} \left( 443 - 78 \sin^2 b - 37 \sin^4 b \right) 
\times (1 + 6 \cos^2 t + \cos^4 t),
$$

(A28)

$$
\langle \rho^2 \rangle_{t,\psi,b} \approx \frac{24A^2 T_{\text{obs}}}{25 S_n(f_0)}
$$

(A29)

In order to represent the SNR of each VB as a ratio $h_c/s_n$, the characteristic strain is evaluated with the following formula:

$$
h_c = \sqrt{\mathcal{A} \left( \frac{3f_0 T_{\text{obs}}}{4096} (443 - 78 \sin^2 b - 37 \sin^4 b) (1 + 6 \cos^2 t + \cos^4 t) \right)^{1/2},}
$$

(A30)

where $T_{\text{obs}} = 4$ yr and $[f_0, b, t]$ are the EM measurements of frequency, ecliptic latitude and inclination of the VB respectively (see Table 1). The error bars in the top panel of Fig. 1 on each $h_c$ are the result of the evaluation of the minimum and maximum characteristic strain, obtained by replacing $[f_{\text{min}}, D_{\text{Lmax}}$, $m_{1\text{min}}, m_{2\text{min}}, f(t)_{\text{max}}]$ and $[f_{\text{max}}, D_{\text{Lmax}}, m_{1\text{max}}, m_{2\text{max}}, f(t)_{\text{min}}]$ respectively into Eq. (A30). $f(t)$ refers to the expression $f(t) = 1 + 6 \cos^2 t + \cos^4 t$. The minimum and maximum values of each parameter are reported in Table 1.
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