STATISTICAL MECHANICS OF THE WAVE MAPS EQUATION IN DIMENSION 1 + 1

ZDZISŁAW BRZEŹNIAK AND JACEK JENDREJ

Abstract. We study wave maps with values in $S^d$, defined on the future light cone $\{|x| \leq t\} \subset \mathbb{R}^{1+1}$, with prescribed data at the boundary $\{|x| = t\}$. Based on the work of Keel and Tao, we prove that the problem is well-posed for locally absolutely continuous boundary data. We design a discrete version of the problem and prove that for every absolutely continuous boundary data, the sequence of solutions of the discretised problem converges to the corresponding continuous wave map as the mesh size tends to 0.

Next, we consider the boundary data given by the $S^d$-valued Brownian motion. We prove that the sequence of solutions of the discretised problems has an accumulation point for the topology of locally uniform convergence. We argue that the resulting random field can be interpreted as the wave-map evolution corresponding to the initial data given by the Gibbs distribution.

1. Introduction

1.1. Setting of the problem. We say that a smooth map $\psi : \mathbb{R}^{1+1} \supset \Pi \to S^d \subset \mathbb{R}^{d+1}$ is a wave map on an open subset of space-time $\Pi$ if there exists a function $\mu : \Pi \to \mathbb{R}$ such that

$$\partial_t^2 \psi(t, x) - \partial_x^2 \psi(t, x) = \mu(t, x) \psi(t, x), \quad \text{for all } (t, x) \in \Pi. \quad (1.1)$$

This equation is obtained as the Euler-Lagrange equation for the action functional

$$\mathcal{L}(\psi, \partial_t \psi) := \iint \left( \frac{1}{2} |\partial_t \psi|^2 - \frac{1}{2} |\partial_x \psi|^2 \right) \, dx \, dt$$

under the constraints $\psi(t, x) \in S^d$. Since the Lagrangian has exactly the same form as in the case of the usual wave equation, (1.1) is a natural analog of the linear wave equation in the nonlinear, geometric setting. For a discussion of the initial value problem for (1.1), in particular a proof of global well-posedness for initial data of finite energy, we refer to [20, Chapter 7].

Our goal is to study the solutions of (1.1) in the context of Statistical Mechanics. Recall that to a Hamiltonian system in a phase space of finite dimension

$$\dot{q} = \partial_p H, \quad \dot{p} = -\partial_q H, \quad (q, p) \in \mathcal{M},$$
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one associates the Gibbs distribution at temperature $T = 1/(k_B\beta)$, which is a probability distribution on $\mathcal{M}$ whose density is

$$\rho_T(q, p) := \frac{1}{Z_T} \exp(-\beta H(q, p)),$$

where $k_B$ is the Boltzmann constant and $Z_T := \int \exp(-\beta H(q, p)) \, dq \, dp$ is the normalising constant. It is the probability distribution of the position and momentum in the canonical ensemble, modelling a system of a large number of non-interacting particles, in contact with a heat reservoir at temperature $T$.

By analogy, we can consider the infinite-dimensional Hamiltonian system (1.1). Proceeding in a non-rigorous way, the Hamiltonian is given by

$$H(\psi, \partial_t \psi) = \partial_t \psi \frac{\partial L}{\partial(\partial_t \psi)} - L = \int_{-\infty}^{\infty} \left( \frac{1}{2} |\partial_t \psi|^2 + \frac{1}{2} |\partial_x \psi|^2 \right) dx.$$

Hence, keeping in mind that $\psi$ has values in $S^d$, the Gibbs distribution should be proportional to

$$(\psi, \partial_t \psi) \mapsto \exp \left( -\beta \int_{-\infty}^{\infty} \left( \frac{1}{2} |\partial_t \psi|^2 + \frac{1}{2} |\partial_x \psi|^2 \right) dx \right)$$

$$= \exp \left( -\beta \int_{-\infty}^{\infty} \frac{1}{2} |\partial_t \psi|^2 dx \right) \exp \left( -\beta \int_{-\infty}^{\infty} \frac{1}{2} |\partial_x \psi|^2 dx \right).$$

Thus, $\psi$ is a sphere-valued Brownian motion, and $\partial_t \psi$ is a white noise along $\psi$, meaning that at each $x$, $\partial_t \psi(x)$ is a normally distributed vector in the plane tangent to $S^d$ at $\psi(x)$, and $\partial_t \psi(x)$ is independent of $\partial_t \psi(y)$ whenever $x \neq y$.

The questions which arise are:

- Can one rigorously define the Gibbs distribution?
- Is it possible to solve (1.1) for initial data given by the Gibbs distribution?

1.2. **Main results.** Our main goal is to contribute to the second question above. We avoid dealing with the first question by adopting the perspective of McKean [23], which is to construct a random field $\mathbb{R}^{1+1} \rightarrow S^d$, whose marginal distributions at any fixed time correspond to the Gibbs distribution, and which is a solution of the equation in a sense to be made precise. We rigorously construct such a random field, and then non-rigorously argue that the marginal distributions are as expected.

McKean’s approach can be contrasted with Bourgain’s “individual trajectory” approach of constructing a deterministic evolution for all initial data in a set of full measure, see the comparison of the two viewpoints in [23, Section 1].

It is convenient to introduce the null coordinates $(u, v) = (t + x, t - x)$. If we set $\phi(u, v) := \psi(t, x)$, then equation (1.1) reads

$$\partial_u \partial_v \phi(u, v) = \lambda(u, v) \phi(u, v), \quad \text{for all } (u, v) \in \Sigma,$$

with $\Sigma$ being the image of $\Pi$ under the change of coordinates and $\lambda(u, v) := \frac{1}{4} \mu(t, x)$. Applying $\partial_u \partial_v$ to both sides of the relation $\phi \cdot \phi = 1$, we have $\partial_u \partial_v \phi \cdot \phi = -\partial_u \phi \cdot \partial_v \phi$, thus (1.3) can be rewritten as

$$\partial_u \partial_v \phi(u, v) = -\left( \partial_u \phi(u, v) \cdot \partial_v \phi(u, v) \right) \phi(u, v).$$
We are interested in the characteristic Cauchy problem

\[ \begin{aligned}
&\partial_{t}\partial_{u}\phi(u,v) = - (\partial_{u}\phi(u,v) \cdot \partial_{v}\phi(u,v))\phi(u,v), \quad \text{for all } (u,v) \in (0, \infty)^{2}; \\
&\phi(u,0) = \phi_{+}(u), \quad \phi(0,v) = \phi_{-}(v), \quad \text{for all } u, v \in [0, \infty),
\end{aligned} \tag{1.5} \]

where the boundary data \( \phi_{\pm} \) (which will always be assumed to be continuous) satisfy \( \phi_{-}(0) = \phi_{+}(0) \). The characteristic Cauchy problem can be formulated in the same way in any rectangle \([u_{1}, u_{2}] \times [v_{1}, v_{2}] \subset \mathbb{R}^{2} \).

It is not difficult to guess, see Section 4.4, that the boundary data corresponding to the initial data having the Gibbs distribution, should be given by two independent Brownian motions starting from the same, randomly chosen point on \( \mathbb{S}^{d} \). Thus, let us temporarily forget about the Gibbs distribution and ask about the possibility of solving (1.5) for \( \phi_{+} \) and \( \phi_{-} \) being two independent Brownian motions with \( \phi_{+}(0) = \phi_{-}(0) \) chosen uniformly on \( \mathbb{S}^{d} \).

At the level of regularity \( C^{1/2-} \), it is unclear how to specify the notion of solution of (1.5). Our approach is to define a solution of (1.5) as any locally uniform limit of a sequence of solutions of certain regularisations of (1.5). These regularised problems are in fact given by a specific numerical scheme for solving (1.5), with the mesh size converging to 0. We call \( \Phi_{N}(\phi_{+}, \phi_{-}) \) the solution of the regularised problem with mesh size \( 2^{-N} \), and boundary data \( \phi_{+} \) and \( \phi_{-} \), see Definition 3.5. The main result of Section 4 can be stated as follows, see Theorem 4.11 for a rigorous formulation.

**Theorem 1.** Let \( \phi_{+} \) and \( \phi_{-} \) be independent Brownian motions with \( \phi_{+}(0) = \phi_{-}(0) \) chosen uniformly on \( \mathbb{S}^{d} \). There exists a sequence \( N_{k} \rightarrow \infty \) such that \( \Phi_{N_{k}}(\phi_{+}, \phi_{-}) \) converges in distribution to a continuous random field \( \phi: [0, \infty)^{2} \rightarrow \mathbb{S}^{d} \). This random field \( \phi \) is invariant by time-like translations of the space-time and has the same modulus of continuity as the Brownian motion.

We also provide a non-rigorous argument that the marginal distribution for fixed time is the Gibbs distribution, see Section 4.4.

The purpose of Section 3 is to justify our notion of solution of (1.5). By the work of Keel and Tao [15], the problem (1.5) is well-posed for absolutely continuous data. We prove that in this case, our notion of solution coincides with the one obtained from [15].

**Theorem 2.** If \( \phi_{+}, \phi_{-}: [0, \infty) \rightarrow \mathbb{S}^{d} \) are locally absolutely continuous with \( \phi_{+}(0) = \phi_{-}(0) \), then the sequence \( \Phi_{N}(\phi_{+}, \phi_{-}) \) converges locally uniformly to the solution of (1.5).

Sections 3 and 4 are logically independent, since the Brownian motion is not absolutely continuous. In Section 3 we hope to convince the reader that our notion of solution is reasonable, but the obtained results are not directly used in Section 4.

1.3. Related works. The study of Gibbs measures for infinite dimensional Hamiltonian systems was initiated by Lebowitz, Rose and Speer [19] in the context of nonlinear Schrödinger equations. Bourgain [1] consider the question of almost sure (with respect to the Gibbs measure) global well-posedness for the nonlinear Schrödinger equation on the circle, introducing the idea that the invariance of the Gibbs measures can play a similar role as a conservation law in a proof of global well-posedness. McKea
Vaninsky [24], and Zhidkov [30] constructed the Gibbs measures and proved their invariance for certain nonlinear wave equations.

In the recent years, extensive literature was devoted to the use of probabilistic techniques, most often combined with modern Fourier Analysis, in the study of the questions of local well-posedness for rough initial data, as well as global well-posedness for supercritical equations. Among the notable contributions, we mention the breakthrough results of Burq and Tzvetkov [7, 8] on supercritical wave equations, the recent theory of random tensors of Deng, Nahmod and Yue [12], global well-posedness results for energy-critical equations by Bringmann [2], Kenig and Mendelson [16], Krieger, Lührmann and Staffilani [18]. Other important advances include [13, 17, 20, 9], and we would like to refer the reader to these works for a fuller bibliography.

Recently, Bringmann, Lührmann and Staffilani [3] gave a rigorous definition of the Gibbs distribution for (1.1) and proved local existence of solutions with probability one (in fact, in the more general setting of any compact target manifold instead of \(\mathbb{S}^d\)). For the convenience of the reader, we state here Theorem 1.3 from [3] (we refer to the original paper for the precise meaning of all the objects playing a role in the statement).

**Theorem** (Bringmann, Lührmann and Staffilani, 2021). Fix \(s < \frac{1}{2}\). Let \(B : \mathbb{R} \to \mathcal{M}\) be the Brownian path, let \(V : \mathbb{R} \to T\mathcal{M}\) be the white noise along \(B\), and let \((B^\epsilon)_{\epsilon > 0}\) and \((V^\epsilon)_{\epsilon > 0}\) be their smooth approximations. Then, for all \(\tau > 0\) and \(R \geq 1\), there exists an event \(\mathcal{E}(\tau, R)\) such that the following two properties hold:

(i) ("High"-probability) We have that

\[
\mathbb{P}(\mathcal{E}(\tau, R)) \geq 1 - CR\exp(-c\tau^{-c}),
\]

where \(C = C(\mathcal{M})\) and \(c > 0\) are constants.

(ii) (local well-posedness) On the event \(\mathcal{E}(\tau, R)\), the smooth global solutions \(\psi^\epsilon\) of (1.1) with initial data \((B^\epsilon, V^\epsilon)\) converge in \((C^0_t C^s_x \cap C^1_t C^{s-1}_x)([-\tau, \tau] \times [-R, R] \to \mathcal{M})\).

The result above has at least two major advantages with respect to our Theorem 1. First, it provides uniqueness, whereas in Theorem 1 it is a priori possible to obtain distinct limit fields \(\phi\) for various sequences \(N_k\). Second, only the initial data is regularised, but not the equation, hence the notion of solution used in [3] is less controversial than ours. On the other hand, the advantage of Theorem 1 is to provide globally defined solutions.

In the same paper it was proved, see [3, Theorem 1.2], that \(C^{\frac{1}{2}+}\) is the threshold regularity for deterministic local well-posedness of (1.1), thus any positive results at the level of regularity of the Brownian motion have to exploit randomness in an essential way. It is known since the work [7] cited above, that randomisation of the initial data can allow to obtain results on local well-posedness at a lower regularity than what is achievable in the deterministic setting.

Finally, we mention that in the field of stochastic PDEs, the source of randomness is most often given by a random forcing term, as opposed to random initial conditions considered here. Papers on the stochastic wave maps equation driven by spatially regular Wiener process include [4, 5].
1.4. Organisation of the paper. In Section 2 we build the local well-posedness theory for (1.5) in the case of locally absolutely continuous boundary data. Even if our arguments are more-less straightforward adaptations of [15, Section 9] to the setting of the characteristic Cauchy problem, we decided to present complete proofs, since they serve as a model for the analogous results in the case of the discrete wave maps equation, which is done in Section 3. The idea to study the characteristic Cauchy problem comes from the mathematical theory of General Relativity, see [11]. In a similar context as in the present paper, it appears in the work of McKean [22].

At the beginning of Section 3 we introduce the (deterministic) discrete wave maps equation. By analogy with the continuous case, we develop a well-posedness theory, including the crucial “long time perturbation”, see Lemma 3.13 which quantifies how approximate solutions differ from exact ones. Theorem 2 is then proved as follows. We let $\phi$ be a (continuous) wave map defined on some rectangle of the $(u, v)$-plane. We fix a mesh size (the same for both variables) and evaluate $\phi$ at the mesh points. We check that the resulting matrix is an approximate solution of the discrete wave maps equation, and conclude by invoking the long time perturbation for the discrete equation.

Section 4 is devoted to proving Theorem 2. An evaluation of the boundary data at the mesh points yields a Markov chain with the transition densities given by the heat kernel. We then observe that the symmetry property of the heat kernel leads to the invariance of the distribution of the boundary data by the discrete wave maps evolution, see Lemma 4.7.

Already in the early works on the topic, some kind of discretisation of the space variable was used in order to construct approximations of a given Hamiltonian PDE by a sequence of Hamiltonian ODEs. For instance, Zhidkov [29] employed a discretisation in the physical space, whereas in [1], a cut-off in the Fourier space was imposed. In these works, the invariance of the Gibbs measures for the approximating ODEs is crucially used. Our Lemma 4.7 plays an analogous role. We believe that, in the context of the study of Gibbs distributions, it is our original contribution to use a space-time discretisation in order to exploit the null structure of the wave maps equation.

By an argument based on Lévy’s proof of his Modulus of Continuity Theorem, see [21, Section 1.6], the invariance property mentioned above allows us to obtain bounds on the modulus of continuity of the discrete wave maps when the mesh size converges to 0. The final step of our proof relies on the Prokhorov Theorem, an idea going back, in a similar context, to McKean [23], and Burq, Thomann and Tzvetkov [6].

1.5. Notation. The set of integers is denoted by $\mathbb{Z}$, the set of non-negative integers by $\mathbb{N}$ and the set of positive integers by $\mathbb{N}^*$. For intervals $[u_1, u_2], [v_1, v_2] \subset [0, \infty)$, we denote by $C([u_1, u_2]) = C([u_1, u_2]; \mathbb{R}^{d+1})$ and by $C([u_1, u_2] \times [v_1, v_2]) = C([u_1, u_2] \times [v_1, v_2]; \mathbb{R}^{d+1})$ the spaces of continuous functions with the sup norm. We denote by $X([u_1, u_2]) \subset C([u_1, u_2])$ and by $X([u_1, u_2] \times [v_1, v_2]) \subset C([u_1, u_2] \times [v_1, v_2])$ the sets of $\mathbb{S}^d$-valued functions. These are closed sets.

We denote by $C([0, \infty)) = C([0, \infty); \mathbb{R}^{d+1})$ and by $C([0, \infty)^2) = C([0, \infty)^2; \mathbb{R}^{d+1})$ the spaces of continuous functions with the topology of uniform convergence on compact sets. These are separable Fréchet spaces. We denote by $X([0, \infty)) \subset C([0, \infty))$ and by $X([0, \infty)^2) \subset C([0, \infty)^2)$ the sets of $\mathbb{S}^d$-valued functions. These are closed sets.
If \( N \in \mathbb{N} \) and \( (Y(0), Y(1), \ldots, Y(N)) \) is a sequence with values in a vector space, we denote by \( EY \) the sequence \((Y(1), Y(2), \ldots, Y(N))\) and by \( \delta Y \) the sequence \((Y(1) - Y(0), Y(2) - Y(1), \ldots, Y(N) - Y(N - 1))\). We use the same notation for infinite sequences. If \( (Y(k,n))_{k,n} \) is a double sequence, we set \( E_k Y(k,n) := Y(k + 1, n), E_n Y(k,n) := Y(k, n + 1), \delta_k Y(k,n) := Y(k + 1, n) - Y(k,n) \) and \( \delta_n Y(k,n) := Y(k, n + 1) - Y(k,n) \), thus for instance \( \delta_k \delta_n Y(k,n) = Y(k + 1, n + 1) - Y(k + 1, n) - Y(k, n + 1) + Y(k,n) \).

For \( N_1, N_2 \in \{-\infty\} \cup \mathbb{Z} \cup \{\infty\} \), we set \([N_1, N_2] := \{n \in \mathbb{Z} : N_1 \leq n \leq N_2\}\). The norms \( \ell^1 \) and \( \ell^\infty \) of sequences (finite or infinite, single or multiple) are defined as usual.

For \( x \in \mathbb{R} \), the unique integer \( n \) such that \( n \leq x < n + 1 \) is denoted by \( \lfloor x \rfloor \), and the fractional part \( x - n \in [0,1) \) is denoted by \( \{x\} \). A number \( x \in \mathbb{R} \) is called dyadic if there exist \( k \in \mathbb{Z} \) and \( N \in \mathbb{N} \) such that \( x = \frac{k}{2^N} \).

2. Well-posedness for absolutely continuous boundary data

2.1. Notion of a solution. Let \( u_0, v_0 > 0 \). For two continuous functions \( \phi_+ : [0, u_0] \to \mathbb{R}^{d+1} \) and \( \phi_- : [0, v_0] \to \mathbb{R}^{d+1} \) such that \( \phi_+(0) = \phi_-(0) \), and an \( L^1 \) function \( f : [0, u_0] \times [0, v_0] \to \mathbb{R}^{d+1} \), the unique solution of the boundary value problem

\[
\partial_u \partial_v \phi(u,v) = f(u,v), \quad \phi(u,0) = \phi_+(u), \quad \phi(0,v) = \phi_-(v)
\]

is given for all \((u,v) \in [0, u_0] \times [0, v_0]\) by

\[
\phi(u,v) := \phi_+(u) + \phi_-(v) - \phi_+(0) - \int_0^u \int_0^v f(w,z) \, dz \, dw.
\]

Motivated by this formula, we have the following notion of solution of (1.5).

**Definition 2.1.** Let \( u_0, v_0 > 0 \). We say that a function \( \phi : [0, u_0] \times [0, v_0] \to S^d \) is a solution of the problem (1.5) if \( \partial_u \phi \) and \( \partial_v \phi \) exist almost everywhere, \( \partial_u \phi \cdot \partial_v \phi \in L^1([0, u_0] \times [0, v_0]) \) and for all \((u,v) \in [0, u_0] \times [0, v_0]\)

\[
\phi(u,v) := \phi_+(u) + \phi_-(v) - \phi_+(0) - \int_0^u \int_0^v [(\partial_u \phi \cdot \partial_v \phi) \phi](w,z) \, dz \, dw.
\]

**Remark 2.2.** Note that the definition above implies that a wave map \( \phi \) for continuous boundary data \( \phi_\pm \) is continuous. It also follows from Lemmas \( \text{A.1} \) and \( \text{A.2} \) that if \( \phi \) is a wave map according to the definition above, then \( \partial_u \phi, \partial_v \phi \) and \( \partial_u \partial_v \phi \) exist almost everywhere, and (1.4) is satisfied almost everywhere.

It is clear that if \( \phi : [0, u_0] \times [0, v_0] \to S^d \) is a wave map with boundary data \( \phi_+ \) and \( \phi_- \), and \( \hat{\phi} \) \( \in \{0, u_0\} \times [0, v_0] \), then \( \phi|_{[0,\hat{u}_0] \times [0,\hat{v}_0]} \) is a wave map with boundary data \( \phi_+|_{[0,\hat{u}_0]} \) and \( \phi_-|_{[0,\hat{v}_0]} \). Conversely, one can glue together wave maps as follows.

**Proposition 2.3.** Let \( u_0, v_0 > 0, \phi_+ \in X([0, u_0]), \phi_- \in X([0, v_0]) \) and \( \phi : [0, u_0] \times [0, v_0] \to S^d \). Assume that \( \tilde{u}_0 \in (0, u_0), \phi|_{[0,\tilde{u}_0] \times [0, v_0]} \) is a wave map with boundary data \( \phi_+|_{[0,\tilde{u}_0]} \) and \( \phi_- \), and that \( \tilde{\phi} : [0, u_0 - \tilde{u}_0] \times [0, v_0] \to S^d \) defined by

\[
\tilde{\phi}(u,v) := \phi(\tilde{u}_0 + u,v)
\]

is a wave map with boundary data \( u \mapsto \phi_+(\tilde{u}_0 + u) \) and \( v \mapsto \phi(\tilde{u}_0, v) \). Then \( \phi \) is a wave map with boundary data \( \phi_\pm \).
An analogous result holds if we exchange the roles of $u$ and $v$.

**Proof.** By assumption, $\partial_u \phi \cdot \partial_v \phi \in L^1([\tilde{u}_0, u_0] \times [0, v_0])$ and $\partial_u \phi \cdot \partial_v \phi \in L^1([u_0, \tilde{u}_0] \times [0, v_0])$, thus $\partial_u \phi \cdot \partial_v \phi \in L^1([0, u_0] \times [0, v_0])$. Let $u \geq \tilde{u}_0$. By assumption,

$$\phi(u, v) = \phi_+(u) + \phi(\tilde{u}_0, v) - \phi_+(\tilde{u}_0) - \int_{\tilde{u}_0}^{u} \int_{0}^{v} [(\partial_u \phi \cdot \partial_v \phi)](w, z) \, dz \, dw,$$

$$\phi(\tilde{u}_0, v) = \phi_+(\tilde{u}_0) + \phi_-(v) - \phi_+(0) - \int_{0}^{\tilde{u}_0} \int_{0}^{v} [(\partial_u \phi \cdot \partial_v \phi)](w, z) \, dz \, dw.$$

Replacing $\phi(\tilde{u}_0, v)$ in the first line by the right hand side of the second line, we obtain (2.2). \qed

### 2.2. Local and global well-posedness.

We now explain how to adapt [13, Section 9] to solve the characteristic Cauchy problem. Let $u_0, v_0 > 0$. For any $\phi_+ : [0, u_0] \to \mathbb{R}^{d+1}$ and $\phi_- : [0, v_0] \to \mathbb{R}^{d+1}$ such that $\phi'_+ \in L^1([0, u_0])$, $\phi'_- \in L^1([0, v_0])$ and $\phi_+(0) = \phi_-(0)$, and $f : [0, u_0] \times [0, v_0] \to \mathbb{R}^{d+1}$, $f \in L^1([0, u_0] \times [0, v_0])$, we set

$$\Psi(\phi_+, \phi_-, f) := -(\partial_u \phi \cdot \partial_v \phi),$$

where $\phi = \phi(\phi_+, \phi_-, f)$ is defined by (2.1). The partial derivatives of $\phi$ can be interpreted in the sense of distributions, but also, by Lemma A.1, in the classical sense almost everywhere.

Note that for almost all $(u, v) \in [0, u_0] \times [0, v_0]$

$$\Psi(\phi_+, \phi_-, 0))(u, v) = -(\phi'_+(u) \cdot \phi'_-(v))(\phi_+(u) + \phi_-(v) - \phi_+(0)). \tag{2.3}$$

**Lemma 2.4.** There exists $C > 0$ such that the following holds. If $u_0, v_0 > 0$, $\phi_+, \phi^\sharp_+ : [0, u_0] \to \mathbb{R}^{d+1}$, $\phi_-, \phi^\sharp_- : [0, v_0] \to \mathbb{R}^{d+1}$ and $f, f^\sharp : [0, u_0] \times [0, v_0] \to \mathbb{R}^{d+1}$ are such that

$$\phi_+(0) = \phi_-(0), \quad |\phi'_+(0)| \leq 2, \quad |\phi^\sharp_+(0)| \leq 2$$

and

$$\max (\|\phi'_+\|_{L^1}, \|\phi'_-\|_{L^1}, \|f\|_{L^1}, \|(\phi^\sharp_+)'\|_{L^1}, \|(\phi^\sharp_-)'\|_{L^1}, \|f^\sharp\|_{L^1}) \leq 1,$$

then

$$\|\Psi(\phi^\sharp_+, \phi^\sharp_-, f^\sharp) - \Psi(\phi_+, \phi_-, f)\|_{L^1} \leq C((\|\phi'_+\|_{L^1} + \|f\|_{L^1}) (\|\phi^\sharp_+\|_{L^1} + \|\phi^\sharp_-\|_{L^1} + \|f^\sharp\|_{L^1}),$$

$$\|\phi'_+(u) \cdot \phi'_-(v)\|_{L^1} + \|f^\sharp\|_{L^1}) +$$

$$\|\phi^\sharp_+(u) \cdot \phi^\sharp_-(v)\|_{L^1} + \|f^\sharp\|_{L^1}) +$$

$$\|\phi'_+(u) \cdot \phi'_-(v)\|_{L^1} + \|f^\sharp\|_{L^1}) +$$

$$\|\phi^\sharp_+(u) \cdot \phi^\sharp_-(v)\|_{L^1} + \|f^\sharp\|_{L^1}) \times$$

$$\times (|\phi^\sharp_+(0)| - \phi_+(0)) + \|(\phi^\sharp_+)' - \phi^\sharp_+\|_{L^1} + \|(\phi^\sharp_-)' - \phi^\sharp_-\|_{L^1} + \|f^\sharp - f\|_{L^1})). \tag{2.5}$$

**Proof.** For $\phi_\pm$ and $f$ as above, we define $g_+ = g_+(\phi_+, f)$ and $g_- = g_-(\phi_+, f)$ by

$$g_+(u, v) := \partial_u \phi(u, v) = \phi'_+(u) + \int_{0}^{u} f(u, z) \, dz, \tag{2.7}$$

$$g_-(u, v) := \partial_v \phi(u, v) = \phi'_-(v) + \int_{0}^{u} f(w, v) \, dw. \tag{2.8}$$
Observe that
\[ \sup_{0 \leq u \leq u_0} \int_0^{u_0} |g_+(u, v)| \, dv \leq \int_0^{u_0} |\phi'_+(u)| \, du + \int_0^{u_0} \int_0^{u_0} |f(u, v)| \, dv \, du, \]
thus \( g_+ \in \mathcal{L}(\dot{W}^{1,1} \oplus L^1; L^1_u L^\infty_v) \). We also have
\[ \int_0^{u_0} \sup_{0 \leq u \leq u_0} |g_-(u, v)| \, dv \leq \int_0^{u_0} |\phi'_-(v)| \, dv + \int_0^{u_0} |f(u, v)| \, dv \, du, \]
thus \( g_- \in \mathcal{L}(\dot{W}^{1,1} \oplus L^1; L^1_u L^\infty_v) \). Formula (2.1) yields
\[ \sup_{0 \leq u \leq u_0} \sup_{0 \leq v \leq v_0} |\phi(u, v)| \leq |\phi_+(0)| + \int_0^{u_0} |\phi'_+(u)| \, du \\
+ \int_0^{v_0} |\phi'_-(v)| \, dv + \int_0^{u_0} \int_0^{v_0} |f(u, v)| \, dv \, du \leq 5, \]
where the last inequality follows from (2.4) and (2.5). Similarly,
\[ \|\phi^\# - \phi\|_{L^\infty} \leq |\phi^\#(0) - \phi_+(0)| + \|(\phi^\#)^' - \phi'_+\|_{L^1} + \|(\phi^\#)^' - \phi'_-\|_{L^1} + \|f^\# - f\|_{L^1}. \]

For all \( \phi \in L^\infty_{u,v}, \; g_+ \in L^\infty_v L^1_u \) and \( g_- \in L^1_u L^\infty_v \), set \( \tilde{\Psi}(\phi, g_+, g_-) := -(g_+ \cdot g_-)\phi \). Since \( \tilde{\Psi} : L^\infty_{u,v} \times L^\infty_v L^1_u \times L^1_v L^\infty_u \to L^1_{u,v} \) is a continuous trilinear functional, we have
\[ \|\tilde{\Psi}(\phi^\#, g^\#_+, g^\#_-) - \tilde{\Psi}(\phi, g_+, g_-)\|_{L^1_{u,v}} \lesssim \|\phi\|_{L^\infty_{u,v}} \|g_+\|_{L^\infty_v L^1_u} \|g_-\|_{L^1_u L^\infty_v} \\
+ \|\phi\|_{L^\infty_{u,v}} \|g^\#_+ - g_+\|_{L^\infty_v L^1_u} \|g^\#_-\|_{L^1_u L^\infty_v} \\
+ \|\phi^\# - \phi\|_{L^\infty_{u,v}} \|g^\#_+\|_{L^\infty_v L^1_u} \|g^\#_-\|_{L^1_u L^\infty_v}, \]
and (2.6) follows from the fact that
\[ \Psi(\phi_+, \phi_-, f) = \tilde{\Psi}(\phi, g_+, f, g_+(\phi_+, f), g_-(\phi_-, f)). \]

\[ \square \]

\textbf{Theorem 2.5.} If \( u_0, v_0 > 0 \) and \( \phi_+ \in X([0, u_0]), \; \phi_- \in X([0, v_0]) \) are such that \( \phi'_+ \in L^1([0, u_0]), \; \phi'_- \in L^1([0, v_0]) \) and \( \phi_+(0) = \phi_-(0) \), then there exists a unique wave map \( \phi = \Phi(\phi_+, \phi_-) \) with boundary data \( \phi_\pm \).

If \( \phi^{(n)}_\pm \) is a sequence of boundary data such that \( \phi^{(n)}_+(0) = \phi^{(n)}_-(0) \) and
\[ \lim_{n \to \infty} \max(\|\phi^{(n)}_+(0) - \phi_+(0)\|, \|(\phi^{(n)}_+)' - \phi'_+\|_{L^1}, \|(\phi^{(n)}_-)' - \phi'_-\|_{L^1}) = 0, \]
and \( \phi^{(n)}_\pm \) are the corresponding wave maps, then
\[ \lim_{n \to \infty} \|\partial_u \partial_v(\phi^{(n)} - \phi)\|_{L^1} = 0. \]
Moreover, the following “pointwise conservation laws” hold:
\[ \int_0^{u_0} |\partial_u \phi(u, v_0)| \, du = \int_0^{v_0} |\phi'_+(u)| \, du, \]
\[ \int_0^{v_0} |\partial_v \phi(u_0, v)| \, dv = \int_0^{u_0} |\phi'_-(v)| \, dv. \]

We first prove that the result holds for small boundary data.
Lemma 2.6. There exists $\eta_0 > 0$ such that the conclusions of Theorem 2.5 hold if
\[ \|\phi\|_{L^1} \leq \eta_0 \] and \[ \|\phi'\|_{L^1} \leq \eta_0. \]

Proof. Step 1: Existence. By Lemma 2.4, if we take $R > 0$ sufficiently large and $\eta_0 > 0$ sufficiently small, then the map $f \mapsto \Psi(\phi_+, \phi_-, f)$ sends a ball $B(0, 2\eta_0 R^2)$ in the space $L^1([0, u_0] \times [0, v_0])$ to the ball $B(0, R\eta_0^2)$ in the same space, and is a strict contraction on $B(0, 2\eta_0 R^2)$. Let $f$ be the unique element of $B(0, 2\eta_0 R^2)$ such that $f = \Psi(\phi_+, \phi_-, f)$. By the definition of a wave map, $\phi = \phi(\phi_+, \phi_-, f)$ given by (2.1) is a wave map with boundary data $\phi \pm$. The continuity with respect to the boundary data follows from (2.6).

Step 2: Uniqueness. Let $\tilde{\phi}$ be a wave map with boundary data $\phi \pm$ and set $\tilde{f} \in -((\partial_u \tilde{\phi} \cdot \partial_v \tilde{\phi}) \tilde{\phi}) \in L^1([0, u_0] \times [0, v_0])$, so that $\tilde{f} = \Psi(\phi_+, \phi_-, \tilde{f})$. It suffices to prove that $\|\tilde{f}\|_{L^1} \leq 2R\eta_0^2$, since Step 1 will then yield $\tilde{f} = f$.

To this end, suppose by contradiction that $\|\tilde{f}\|_{L^1} > 2R\eta_0^2$ and let $v_1 \in (0, v_0)$ be such that $\|\tilde{f}\|_{L^1(v \leq v_1)} = 2R\eta_0^2$. Since $\tilde{f}|_{v \leq v_1} = \Psi(\phi_+, \phi_-|_{v \leq v_1}, \tilde{f}|_{v \leq v_1})$, the argument in Step 1 yields $\|\tilde{f}|_{v \leq v_1}\|_{L^1} \leq R\eta_0^2$, contradicting the definition of $v_1$.

Step 3: Image of the map. We now prove that if $f$ is the fixed point, then $\phi = \phi(\phi_+, \phi_-, f)$ takes values in $S^d$. Since $\|f\|_{L^1} \lesssim \eta_0^2$, the proof of Lemma 2.4 yields
\[ \|\partial_u \phi \cdot \partial_v \phi\|_{L^1} = \|g_+ \cdot g_-\|_{L^1} \lesssim \eta_0^2. \]

Applying Lemma 2.8 below with $f := -(\partial_u \phi \cdot \partial_v \phi)\phi$, we have
\[ 1 - |\phi(u, v)|^2 = -2 \int_0^u \int_0^v (\partial_u \phi(w, z) \cdot \partial_v \phi(w, z))(1 - |\phi(w, z)|^2) \, dz \, dw, \]
in particular
\[ \|1 - |\phi|^2\|_{L^\infty} \lesssim \eta_0^2 \|1 - |\phi|^2\|_{L^\infty}, \]

implying $|\phi(u, v)| = 1$ for all $(u, v)$ if $\eta_0$ is sufficiently small.

Step 4: Pointwise conservation laws. As in the preceding steps, let $f := -(\partial_u \phi \cdot \partial_v \phi)\phi \in L^1([0, u_0] \times [0, v_0])$. Let $B$ be given by Lemma A.4 and let $v_1 \in (0, v_0) \setminus B$; so that for all $u \in [0, u_0]$, $g(u) := \partial_u \phi(u, v_1)$ exists and is given by (2.8). By the Fubini’s Theorem, upon enlarging $B$ by a set of measure 0, we can also assume that $\partial_u \phi(u, v_1)$ exists for almost all $u \in [0, u_0]$.

We know by Step 2 that $|\phi(u, v_1)| = 1$ for all $u \in [0, u_0]$, so the Product Rule yields
\[ 0 = \frac{1}{2} \partial_v|\phi(u, v_1)|^2 = \phi(u, v_1) \cdot g(u), \quad \text{for all } u \in [0, u_0]. \]

Hence we also have $f(u, v_1) \cdot g(u) = -(\partial_u \phi(u, v_1) \cdot \partial_v \phi(u, v_1))(\phi(u, v_1) \cdot g(u)) = 0$ for almost all $u \in [0, u_0]$. By Lemma A.4 with $f(u, v_1)$ instead of $f(u)$, we obtain
\[ |\phi'_-(v_1) + \int_0^{v_1} f(w, v_1) \, dw| = |g(u_0)| = |\phi'_-(v_1)|. \]

This is true for almost all $v_1$, hence
\[ \int_0^{v_0} |\phi'_-(v) + \int_0^w f(w, v) \, dw| \, dv = \int_0^{v_0} |\phi'_-(v)| \, dv, \]
which is \((2.10)\), and \((2.9)\) is proved analogously.

\section*{Remark 2.7} One can check that if the boundary data \(\phi_+, \phi_-\) are smooth, then the map \(\phi\) constructed in Step 1 above is smooth as well. In this case, it is straightforward to check that \(\phi\) has values in \(S^d\) and that the pointwise conservation laws hold. Approximating general boundary data by a sequence of smooth maps and using continuous dependence on the boundary data, one would obtain an alternative proof of Step 3 and Step 4.

\section*{Lemma 2.8} Let \(u_0, v_0 > 0\), \(\phi_+ \in X([0, u_0]), \phi_- \in X([0, v_0]), f \in L^1([0, u_0] \times [0, v_0])\) and let \(\phi : [0, u_0] \times [0, v_0] \to \mathbb{R}^{d+1}\) be given by the formula \((2.1)\). Then for all \((u, v) \in [0, u_0] \times [0, v_0]\)

\begin{equation}
(2.11) \quad 1 - |\phi(u, v)|^2 = -2 \int_0^u \int_0^v (\partial_u \phi(w, z) \cdot \partial_v \phi(w, z) + \phi(w, z) \cdot f(w, z)) \, dz \, dw.
\end{equation}

\section*{Proof} By the proof of Lemma 2.4, both sides of \((2.11)\) are continuous functions of \((\phi_+, \phi_-, f) \in \dot{W}^{1,1} \times \dot{W}^{1,1} \times L^1\), hence we can assume that \(\phi_+, \phi_-, f\) are smooth, so that \(\phi\) is smooth as well. We then obtain

\[\partial_u \partial_v (1 - |\phi(u, v)|^2) = -2 \partial_u \phi(u, v) \cdot \partial_v \phi(u, v) - 2 \phi(u, v) \cdot \partial_u \partial_v \phi(u, v)\]

\[= -2(\partial_u \phi(u, v) \cdot \partial_v \phi(u, v) + \phi(u, v) \cdot f(u, v)).\]

We also have \(1 - |\phi(u, 0)|^2 = 0\) for all \(u \in [0, u_0]\) and \(1 - |\phi(0, v)|^2 = 0\) for all \(v \in [0, v_0]\). Hence, by uniqueness, \((2.1)\) applied with \(1 - |\phi|^2\) instead of \(\phi\), yields \((2.11)\).

\section*{Proof of Theorem 2.3} Let \(\eta_0\) be given by Lemma 2.6. Let \(0 = u_1 < u_2 < \ldots < u_m = u_0\) and \(0 = v_1 < v_2 < \ldots < v_n = v_0\) be such that

\[\int_{u_j}^{u_{j+1}} |\phi_+(u)| \, du < \eta_0, \quad \text{for all } j \in \{1, \ldots, m - 1\},\]

\[\int_{v_k}^{v_{k+1}} |\phi_-(v)| \, dv < \eta_0, \quad \text{for all } k \in \{1, \ldots, n - 1\}.
\]

By induction with respect to \(i := j + k\), we define \(\phi\) as the solution given by Lemma 2.6 for boundary data given for \((u, v) \in [u_j, u_{j+1}] \times \{v_k\} \cup \{u_j\} \times [v_k, v_{k+1}]\). By \((2.9)\) and \((2.10)\), we have

\[\max \left( \int_{u_j}^{u_{j+1}} |\partial_u \phi(u_{k+1}, u)| \, du, \int_{v_k}^{v_{k+1}} |\partial_v \phi(u_{j+1}, v)| \, dv \right) < \eta_0,
\]

so the smallness of the boundary data is preserved at each step of the induction.

\section*{3. Discrete wave maps}

\subsection*{3.1. Definition of the numerical scheme} We first introduce some notation. For \(P, Q \in \mathbb{R}^{d+1}\), we denote \(|P|\) the Euclidean norm of \(P\) and \(P \cdot Q\) the Euclidean inner product. Given \(Q \in \mathbb{R}^{d+1} \setminus \{0\}\), we denote

\[\mathcal{R}_Q : \mathbb{R}^{d+1} \to \mathbb{R}^{d+1}, \quad \mathcal{R}_Q P := 2|Q|^{-2}(Q \cdot P)Q - P,
\]
the reflection with respect to the line spanned by $Q$. If $Q = 0$, we set
\[ \mathcal{R}_0 : \mathbb{R}^{d+1} \to \mathbb{R}^{d+1}, \quad \mathcal{R}_0 P := -P. \]

Note that
\[ \mathcal{R}_{P+Q} P = Q, \quad \mathcal{R}_{P+Q} Q = P, \quad \text{for all } P, Q \in \mathbb{S}^d. \]

Observe also that the map
\[ (\mathbb{S}^d)^3 \ni (P, Q, S) \mapsto \mathcal{R}_{P+Q} S \in \mathbb{S}^d \]
is Borel measurable, by considering separately the cases $P + Q \neq 0$ and $P + Q = 0$.

**Remark 3.1.** The definition of $\mathcal{R}_0$ is somewhat arbitrary, and other choices would be possible, including leaving $\mathcal{R}_0$ undefined. We made a choice which seemed convenient to us.

We can now introduce a discrete wave maps equation, which will directly lead to a numerical scheme for solving the characteristic Cauchy problem.

**Definition 3.2.** Let $M, N \in \mathbb{N} \cup \{\infty\}$. We say that $Y : [0, M] \times [0, N] \to \mathbb{S}^d$ is a discrete wave map with boundary data $Y_+ : [0, M] \to \mathbb{S}^d$ and $Y_- : [0, N] \to \mathbb{S}^d$ if
\[ Y(m, 0) = Y_+(m), \quad Y(0, n) = Y_-(n), \quad \text{for all } m, n, \]
\[ Y(m+1, n+1) = \mathcal{R}_{Y(m,n)+Y(m+1,n+1)} Y(m, n), \quad \text{for all } m, n. \]

**Lemma 3.3.** If $Y_+ : [0, M] \to \mathbb{S}^d$ and $Y_- : [0, N] \to \mathbb{S}^d$ satisfy $Y_-(0) = Y_+(0)$, then there exists a unique discrete wave map with boundary data $Y_\pm$. For any $(m, n) \in [0, M] \times [0, N]$, the map
\[ (Y_+|_{[0,m]}, Y_-|_{[0,n]} ) \mapsto Y(m, n) \]
is Borel-measurable.

**Proof.** By induction with respect to $k \in \mathbb{N}$, conditions (3.2) and (3.3) uniquely determine $Y(m, n)$ for all $(m, n)$ such that $m + n \leq k$.

Measurability follows from the fact that a composition of Borel measurable maps is Borel measurable. \( \square \)

For a given discrete field $Y : [0, M] \times [0, N] \to \mathbb{S}^d$ (respectively $Y : \mathbb{N}^2 \to \mathbb{S}^d$), we define its extension $\tilde{Y} : [0, M] \times [0, N] \to \mathbb{R}^{d+1}$ (respectively $\tilde{Y} : [0, \infty)^2 \to \mathbb{R}^{d+1}$) by the formula
\[ \tilde{Y}(u, v) := Y([u], [v]) + \{u\}\delta_k Y([u], [v]) + \{v\}\delta_n Y([u], [v]) + \{u\}\{v\}\delta_k\delta_n Y([u], [v]) \]
\[ = (1 - \{u\})(1 - \{v\}) Y([u], [v]) + \{u\}(1 - \{v\}) Y([u] + 1, [v]) \]
\[ + (1 - \{u\})\{v\} Y([u] + 1, [v] + 1) + \{u\}\{v\} Y([u] + 1, [v] + 1), \]
so that $\tilde{Y}$ agrees with $Y$ at integer points, and on each elementary square, it is affine separately in each variable. In particular, $\tilde{Y} \in C([0, M] \times [0, N])$. If $u = M$, then
Remark 3.6. \( Y(\{u\} + 1, v) \) and \( Y(\{u\} + 1, \{v\} + 1) \) are not defined, but these terms are multiplied by \{u\} = 0, so the formula still makes sense (a similar remark applies to the case \( v = N \)). Note that the image of \( \tilde{Y} \) is a subset of \( \mathbb{R}^{d+1} \), but in general not a subset of \( \mathbb{S}^d \).

Lemma 3.4. If \( Y : [0, M] \times [0, N] \to \mathbb{S}^d \) and \( \tilde{Y} : [0, M] \times [0, N] \to \mathbb{R}^{d+1} \) is its extension defined above, then

\[
\frac{\partial_n \tilde{Y}}{L^\infty} \leq \frac{\| \delta_m Y \|_{L^\infty}}{\ell_\infty}, \quad \frac{\partial_v \tilde{Y}}{L^\infty} \leq \frac{\| \delta_n Y \|_{L^\infty}}{\ell_\infty}.
\]

Moreover, for all \( r \geq 2\sqrt{2} \)

\[
\sup_{|(u^s - u, v^s - v)| \leq r} |\tilde{Y}(u^s, v^s) - \tilde{Y}(u, v)| \leq \sup_{|m^2 - m| + |n^2 - n| \leq 2r} |Y(m^s, n^s) - Y(m, n)|.
\]

Proof. Let \( m_0 \in [0, M - 1] \), \( v_0 \in [0, N] \), and let \( s \in [0, 1] \) and \( n_0 \in [0, N - 1] \) be such that \( v_0 = (1 - t)n_0 + t(n_0 + 1) \). Then \( \tilde{Y}(m_0, v_0) = (1 - s)Y(m_0, n_0) + sY(m_0, n_0 + 1) \) and \( \tilde{Y}(m_0 + 1, v_0) = (1 - s)Y(m_0 + 1, n_0) + sY(m_0 + 1, n_0 + 1) \), thus

\[
|\tilde{Y}(m_0 + 1, v_0) - \tilde{Y}(m_0, v_0)| \leq \| \delta_m Y \|_{L^\infty}.
\]

Since the function \([0, M] \ni u \mapsto \tilde{Y}(u, v_0)\) is affine on every interval \([m_0, m_0 + 1]\), we obtain the first bound in (3.5). The second bound in (3.5) is analogous.

Let \( r \geq 2\sqrt{2} \), \((u, v), (u^s, v^s) \in [0, M] \times [0, N]\) and \((|u^s - u, v^s - v|) \leq r\). Let \((m_j, n_j)_{j=1}^4\) be the vertices of an elementary square containing \((u, v)\), and \((m_j^s, n_j^s)_{j=1}^4\) the vertices of an elementary square containing \((u^s, v^s)\). Since \( \tilde{Y}(u, v) \) belongs to the convex hull of \((Y(m_j, n_j))_{j=1}^4\), and \( \tilde{Y}(u^s, v^s) \) belongs to the convex hull of \((Y(m_j^s, n_j^s))_{j=1}^4\), there exist \((m, n) = (m_j, n_j)\) and \((m^s, n^s) = (m_j^s, n_j^s)\) such that

\[
|Y(u^s, v^s) - Y(u, v)| \leq |Y(m^s, n^s) - Y(m, n)|.
\]

Since

\[
|m^s - m| + |n^s - n| \leq |u^s - u| + 2 + |v^s - v| + 2 \leq r\sqrt{2} + 4 \leq 2r,
\]

the bound (3.6) follows.

For any boundary data \( \phi \in X((0, \infty)) \), we can now define a sequence of numerical approximations of the corresponding wave map (whose existence is, for the moment, neither assumed nor claimed). For \( N \in \mathbb{N} \), the \( N \)-th approximation is given by the numerical scheme with the mesh size \( 2^{-N} \).

Definition 3.5. Given \( \phi \in X((0, \infty)) \), let \( Y : \mathbb{N}^2 \to \mathbb{S}^d \) be the unique discrete wave map with the boundary data \( Y_+(n) := \phi(2^{-N}n) \), and let \( \tilde{Y} \) be its extension (3.3). We define \( \phi_N = \Phi_N(\phi_-, \phi_+) \in C([0, \infty)^2) \) by the formula

\[
\phi_N(u, v) := \tilde{Y}(2^N u, 2^N v).
\]

Remark 3.6. Note that for every \( N \) the map \( \Phi_N : X([0, \infty)) \times X([0, \infty)) \to C([0, \infty)^2) \) is Borel.
3.2. Convergence for absolutely continuous boundary data.

**Theorem 3.7.** If \( \phi_+, \phi_- \in L^1_{\text{loc}}([0, \infty)) \), \( \phi_+(0) = \phi_-(0) \) and \( \phi \) is the solution of (1.5) given by Theorem 2.3, then

\[
\lim_{N \to \infty} \Phi_N(\phi_+, \phi_-) = \phi \quad \text{in} \ C([0, \infty)^2).
\]

In order to prove this theorem, we develop a well-posedness theory for the characteristic Cauchy problem for discrete wave maps equation with a forcing term. Our approach is to adapt to the discrete setting the arguments from [31], and especially [15, Section 9].

**Definition 3.8.** Let \( M, N \in \mathbb{N} \cup \{ \infty \} \). We say that \( Y : [0, M] \times [0, N] \to S^d \) is a discrete wave map with boundary data \( Y_+ : [0, M] \to S^d \), \( Y_- : [0, N] \to S^d \) and external forcing \( F_e : [0, M - 1] \times [0, N - 1] \to \mathbb{R}^{d+1} \) if

\[
Y(n, 0) = Y_+(n), \quad Y(0, n) = Y_-(n), \quad \text{for all } n,
\]

\[
Y(m + 1, n + 1) = R_{Y(m,n),Y(m,n+1)}Y(m,n) + F_e(m,n), \quad \text{for all } m, n.
\]

The existence and the uniqueness of solutions for given boundary data and forcing are clear, but we are interested here in sharp estimates on the sensitivity of the solution to changing the boundary data or the external forcing. First, we rewrite the discrete wave maps equation so as to exhibit the linear and the nonlinear parts.

**Lemma 3.9.** If \( P, Q, S \in S^d \) and \( P + Q \neq 0 \), then

\[
R_{P + Q}S = P + Q - S - 2[(S - P) \cdot (S - Q)]I(P + Q),
\]

where \( I(P + Q) := |P + Q|^{-2}(P + Q) \) is the inversion in the unit sphere.

**Proof.** By the definition of \( R \), we have

\[
R_{P + Q}S = 2 \frac{(P + Q) \cdot S}{|P + Q|^2} (P + Q) - S
\]

\[
= [2(P + Q) \cdot S - |P + Q|^2]I(P + Q) + P + Q - S.
\]

Hence it suffices to observe that

\[
2(P + Q) \cdot S - |P + Q|^2 = -2(S - P) \cdot (S - Q),
\]

since \( P, Q, S \in S^d \). \qed

**Lemma 3.10.** Let \( M, N \in \mathbb{N} \). If \( Y, Y^2 \in \ell^\infty([0, M] \times [0, N]) \) are such that

\[
\min(|Y(m,n)|, |Y^2(m,n)|) \geq \frac{1}{2}, \quad \text{for all } (m, n) \in [0, M] \times [0, N]
\]

and

\[
\max(\|\delta_m Y\|_{\ell^\infty}, \|\delta_n Y\|_{\ell^\infty}, \|\delta_m Y^2\|_{\ell^\infty}, \|\delta_n Y^2\|_{\ell^\infty}) \leq \frac{\sqrt{2}}{4},
\]

then

\[
\|I((E_m Y + E_n Y)/2)\|_{\ell^\infty} \leq 2\sqrt{2},
\]

\[
\|I((E_m Y^2 + E_n Y^2)/2) - I((E_m Y + E_n Y)/2)\|_{\ell^\infty} \leq 8\|Y^2 - Y\|_{\ell^\infty}.
\]
By the triangle inequality, \(|Y| \leq \sqrt{2}\), and \(|P| \geq \sqrt{2}\), which implies

\[ |\mathcal{I}(P)| = |P|^{-1} \leq 2\sqrt{2}. \]

Observe that the triangle with vertices 0, \(\mathcal{I}(P)\) and \(\mathcal{I}(P^2)\) is similar to the triangle with vertices 0, \(P^2\) and \(P\), which implies

\[ \frac{2|\mathcal{I}(P^2) - \mathcal{I}(P)|}{|P^2 - P|} = \frac{2|\mathcal{I}(P^2)|}{|P|} \leq 8. \]

By the triangle inequality, \(|P^2 - P| \leq 8\|Y^2 - Y\|_{\ell_\infty}\), hence \(|\mathcal{I}(P^2) - \mathcal{I}(P)| \leq 8\|Y^2 - Y\|_{\ell_\infty}\). \(\square\)

Let \(M, N \in \mathbb{N}^*\), \(Y_+: [0, M] \to \mathbb{R}^{d+1}\), \(Y_- : [0, N] \to \mathbb{R}^{d+1}\) and \(F : [0, M - 1] \times [0, N - 1] \to \mathbb{R}^{d+1}\). Then the unique solution \(Y: [0, M] \times [0, N] \to \mathbb{R}^{d+1}\) of the problem

\[ Y(m, 0) = Y_+(m), \quad \text{for all } m, \]
\[ Y(0, n) = Y_-(n), \quad \text{for all } n, \]
\[ \delta_m \delta_n Y(m, n) = F(m, n), \quad \text{for all } m, n \]
is given by the formula

\[ Y(m, n) = Y_+(m) + Y_-(n) - Y_+(0) + \sum_{j=0}^{m-1} \sum_{k=0}^{n-1} F(j, k), \quad \text{for all } m, n. \]

Note that

\[ \delta_m Y(m, n) = \delta Y_+(m) + \sum_{k=0}^{n-1} F(m, k), \]
\[ \delta_n Y(m, n) = \delta Y_-(n) + \sum_{j=0}^{m-1} F(j, n), \]

which are discrete analogs of \((2.7)\) and \((2.8)\).

Given \(M, N \in \mathbb{N}^*\), \(Y_+ \in \ell^1([0, M])\) and \(Y_- \in \ell^1([0, N])\) such that \(Y_+(0) = Y_-(0)\), and \(F \in \ell^1([0, M - 1] \times [0, N - 1])\), we set

\[ \Psi(Y_+, Y_-, F) := -\delta_m Y \cdot \delta_n Y T((E_m Y + E_n Y)/2), \]

where \(Y = Y(Y_+, Y_-, F)\) is given by \((3.10)\) and \(E\) is the shift operator defined in Section 1.5.

**Lemma 3.11.** There exists \(C > 0\) such that the following holds. Let \(M, N \in \mathbb{N}^*\) and let \(\Psi\) be the mapping defined above. Let \(Y_+, Y_+^2 : [0, M] \to \mathbb{R}^{d+1}\), \(Y_-, Y_-^2 : [0, N] \to \mathbb{R}^{d+1}\) and \(F, F^2 : [0, M - 1] \times [0, N - 1] \to \mathbb{R}^{d+1}\) be such that

\[ Y_+(0) = Y_-(0), \quad \frac{7}{8} \leq |Y_+(0)| \leq \frac{9}{8}, \quad Y_+^2(0) = Y_-^2(0), \quad \frac{7}{8} \leq |Y_+^2(0)| \leq \frac{9}{8} \]
and
\begin{equation}
(3.11) \quad \max \left( \| \delta Y^+ \|_{\ell^1}, \| \delta Y^- \|_{\ell^1}, \| F \|_{\ell^1}, \| \delta Y^+_{Z} \|_{\ell^1}, \| \delta Y^+_{F} \|_{\ell^1}, \| F^z \|_{\ell^1} \right) \leq \frac{1}{8}.
\end{equation}

Then
\[ \| \Psi(Y_+^z, Y_-, F) \|_{\ell^1} \leq C(\| \delta Y^+ \|_{\ell^1} + \| F \|_{\ell^1})(\| \delta Y^- \|_{\ell^1} + \| F \|_{\ell^1}) \]

and
\[ \| \Psi(Y_+^z, Y_-, F) - \Psi(Y_+^z, Y_-, F) \|_{\ell^1} \lesssim \]
\[ C(\| \delta Y^+ \|_{\ell^1} + \| F \|_{\ell^1})(\| \delta Y^+_{Z} - \delta Y^- \|_{\ell^1} + \| F^z - F \|_{\ell^1}) + \]
\[ + (\| \delta Y^+_{Z} \|_{\ell^1} + \| F^z \|_{\ell^1})(\| \delta Y^+_{F} - \delta Y^+ \|_{\ell^1} + \| F^z - F \|_{\ell^1}) + \]
\[ + (\| \delta Y^+_{Z} \|_{\ell^1} + \| F^z \|_{\ell^1})(\| \delta Y^- \|_{\ell^1} + \| F^z \|_{\ell^1}) \times \]
\[ \times (\| Y^z_+(0) - Y_+(0) \| + \| \delta Y^+_{Z} - \delta Y^- \|_{\ell^1} + \| \delta Y^+_{F} - \delta Y^+ \|_{\ell^1} + \| F^z - F \|_{\ell^1}) \). \]

**Proof.** For $Y_\pm$ and $F$ as above, we define $G_+ = G_+(Y_+, F)$, $G_- = G_-(Y_-, F)$ and $Z = Z(Y_+, Y_-, F)$ as follows. For all $(m, n) \in [0, M-1] \times [0, N-1]$, we set
\begin{align*}
G_+(m, n) & := \delta_m Y(m, n) = \delta Y^+ (m) + \sum_{k=0}^{n-1} F(m, k), \\
G_-(m, n) & := \delta_n Y(m, n) = \delta Y^- (m) + \sum_{j=0}^{m-1} F(j, n), \\
Z(m, n) & := Z((E_m Y(m, n) + E_n Y(m, n))/2).
\end{align*}

The mappings $(Y_+, F) \mapsto G_+(Y_+, F)$ and $(Y_-, F) \mapsto G_-(Y_-, F)$ are linear and
\[
\max_{0 \leq n \leq N} \sum_{m=0}^{M-1} |G_+(m, n)| \leq \sum_{m=0}^{M-1} |\delta Y^+ (m)| + \sum_{m=0}^{M-1} \sum_{n=0}^{N-1} |F(m, n)|, \\
\sum_{n=0}^{N-1} \max_{0 \leq m \leq M} |G_-(m, n)| \leq \sum_{n=0}^{N-1} |\delta Y^- (n)| + \sum_{m=0}^{M-1} \sum_{n=0}^{N-1} |F(m, n)|.
\]

Observe that the formulas for $\delta_m Y$ and $\delta_n Y$ recalled above also yield, using \((3.11)\),
\[
\max(\| \delta_m Y \|_{\ell^\infty}, \| \delta_n Y \|_{\ell^\infty}) \leq \frac{1}{8} + \frac{1}{8} = \frac{1}{4}.
\]

By the formula \((3.10)\), for all $(m, n) \in [0, M] \times [0, N]$, we have
\[
|Y(m, n)| \geq |Y_+^z(0)| - \| \delta Y^+ \|_{\ell^1} - \| \delta Y^- \|_{\ell^1} - \| F \|_{\ell^1} \geq \frac{7}{8} - 3 \times \frac{1}{8} = \frac{1}{2},
\]
and similarly $|Y^z(m, n)| \geq \frac{1}{2}$. Hence, from Lemma \((3.10)\) we deduce that $\|Z\|_{\ell^\infty} \leq 2 \sqrt{2}$ and
\[
\|Z^z - Z\|_{\ell^\infty} \leq 8\|Y^z - Y\|_{\ell^\infty} \leq \]
\[ \leq 8\left(\|Y^z_+(0) - Y_+(0)\| + \| \delta Y^z_+ - \delta Y^+ \|_{\ell^1} + \| \delta Y^z_- - \delta Y^- \|_{\ell^1} + \| F^z - F \|_{\ell^1} \right), \]
where the last inequality follows from \((3.10)\).
For all $Z \in \ell^\infty_m$, $G_+ \in \ell^\infty_1$ and $G_- \in \ell^1_\infty$, the domain in each case being $[0, M-1] \times [0, N-1]$, set $	ilde{\Psi}(Z, G_+, G_-) := -(G_+ \cdot G_-) Z$. Since $\tilde{\Psi} : \ell^\infty_m \times \ell^1_1 \times \ell^\infty_1 \to \ell^1_\infty$ is a continuous trilinear functional, we have

$$
\|\tilde{\Psi}(Z, G_+, G_-)\|_{\ell^1_\infty} \lesssim \|Z\|_{\ell^\infty_m} \|G_+\|_{\ell^\infty_1} \|G_-\|_{\ell^1_\infty}
$$

and

$$
\|\tilde{\Psi}(Z^\sharp, G^\sharp_+, G^\sharp_-) - \tilde{\Psi}(Z, G_+, G_-)\|_{\ell^1_\infty} \lesssim \|Z\|_{\ell^\infty_m} \|G_+\|_{\ell^\infty_1} \|G_-\|_{\ell^1_\infty} + \|Z\|_{\ell^\infty_m} \|G^\sharp_+ - G_+\|_{\ell^\infty_1} \|G^\sharp_-\|_{\ell^1_\infty} + \|Z^\sharp - Z\|_{\ell^\infty_m} \|G^\sharp_+\|_{\ell^\infty_1} \|G^\sharp_-\|_{\ell^1_\infty},
$$

hence (2.30) follows from the fact that

$$
\Psi(Y_+, Y_-, F) = \tilde{\Psi}(Z(Y_+, Y_-, F), G_+(Y_+, F), G_-(Y_-, F)).
$$

\[\square\]

**Lemma 3.12** (Short time perturbation). There exist $\eta_0, C > 0$ such that the following holds. Let $M, N \in \mathbb{N}$, let $Y : [0, M] \times [0, N] \to \mathbb{S}^d$ be a discrete wave map with boundary data $Y_+, Y_-$, and $Y^\sharp : [0, M] \times [0, N] \to \mathbb{S}^d$ a discrete wave map with boundary data $Y_+, Y_-$ and external forcing $F^\sharp$, such that

$$
\max(\|\delta Y_+\|_{\ell^1}, \|\delta Y_-\|_{\ell^1}, \|\delta Y_+^\sharp\|_{\ell^1}, \|\delta Y_-^\sharp\|_{\ell^1}, \|F^\sharp\|_{\ell^1}) \leq \eta_0.
$$

Then

$$
\|\delta_m \delta_n (Y^\sharp - Y)\|_{\ell^1} \leq 2(\|Y_+^\sharp(0) - Y_+(0)\| + \|Y_+^\sharp - Y_+\| + \|Y_-^\sharp - Y_-\| + \|F^\sharp\|).
$$

**Proof.** By Lemma 3.11 if $\eta_0$ is small enough, then the mapping $F \mapsto \Psi(Y_+, Y_-, F)$ is a strict contraction on the ball of center 0 and radius $2\eta_0$ in the space $\ell^1([0, M-1] \times [0, N-1])$, thus it has a unique fixed point $F$. Then $\delta_m \delta_n Y = F$.

Similarly, the mapping $F^\sharp \mapsto \Psi(Y_+^\sharp, Y_-^\sharp, F^\sharp) + F^\sharp$ has a unique fixed point $F^\sharp$ in the same ball, and we see that $\delta_m \delta_n Y^\sharp = F^\sharp$.

By Lemma 3.11

$$
\|F^\sharp - F\|_{\ell^1} \leq \|\Psi(Y_+^\sharp, Y_-^\sharp, F^\sharp) - \Psi(Y_+, Y_-, F)\|_{\ell^1} + \|F^\sharp\|_{\ell^1}
$$

$$
\leq \|Y_+^\sharp - Y_+\|_{\ell^1} + \|Y_-^\sharp - Y_-\|_{\ell^1} + \frac{1}{2} \|F^\sharp - F\|_{\ell^1} + \|F^\sharp\|_{\ell^1}
$$

if $\eta_0$ is taken small enough. \[\square\]

**Lemma 3.13** (Long time perturbation). Let $\eta_0 > 0$ be given by Lemma 3.12. For any $A, B > 0$ there exist $C$ and $\epsilon_0$ such that the following holds. Let $M, N \in \mathbb{N}$, $0 \leq \epsilon \leq \epsilon_0$. Let $Y : [0, M] \times [0, N] \to \mathbb{S}^d$ be a discrete wave map with boundary data $Y_+, Y_-$, and $Y^\sharp : [0, M] \times [0, N] \to \mathbb{S}^d$ a discrete wave map with boundary data $Y^\sharp_+, Y^\sharp_-$ and external...
forcing $F_\epsilon$, such that

\[(3.12)\quad \max(\|\delta Y_+\|_{\ell\infty}, \|\delta Y_-\|_{\ell\infty}, \|\delta Y^z_+\|_{\ell\infty}, \|\delta Y^z_-\|_{\ell\infty}) \leq \frac{\eta_0}{8}, \]

\[(3.13)\quad \max(\|\delta Y_+\|_{\ell}, \|\delta Y^z_+\|_{\ell}) \leq A, \]

\[(3.14)\quad \max(\|\delta Y_-\|_{\ell}, \|\delta Y^z_-\|_{\ell}) \leq B, \]

\[(3.15)\quad \|\delta(Y^z_+ - Y_-)\|_{\ell} + \|\delta(Y^z_- - Y_+)\|_{\ell} + \|F_\epsilon\|_{\ell} \leq \epsilon. \]

Then

\[(3.16)\quad \max \left(\|\delta_m \delta_n(Y^z - Y)\|_{\ell^1_{m,n}}, \|\delta_n(Y^z - Y)\|_{\ell^\infty_{n}}, \|Y^z - Y\|_{\ell^\infty_{m,n}}\right) \leq C\epsilon. \]

**Proof.** It suffices to estimate $\|\delta_m \delta_n(Y^z - Y)\|_{\ell^1_{m,n}}$, the bounds on the remaining quantities being obtained by summation with respect to one or both indices, using the formula (3.10).

**Step 1.** We first prove the lemma under the additional assumption that $A \leq \frac{1}{2}\eta_0$. We proceed by induction with respect to the integer part of $4B\eta_0^{-1}$. If $B \leq \eta_0$, then the conclusion follows from Lemma (3.12) so it remains to verify the induction step.

Assume $B > \eta_0$. Let $\tilde{B} := B - \frac{1}{4}\eta_0 > \frac{3}{4}\eta_0$. By the induction hypothesis, there exists $\tilde{C}$ such that if (3.14) holds with $B$ replaced by $\tilde{B}$, then (3.16) holds with $\tilde{C}$ instead of $C$. We can thus assume that $\|\delta Y_+\|_{\ell} > \tilde{B}$ or $\|\delta Y^z_-\|_{\ell} > \tilde{B}$.

Let for example $\|\delta Y_+\|_{\ell} > \tilde{B} > \frac{3}{4}\eta_0$ and let $n_0$ be the smallest index such that

\[(3.17)\quad \sum_{n=n_0}^{N-1} |Y_-(n+1) - Y_-(n)| \leq \frac{3}{4}\eta_0. \]

We then have $n_0 > 0$ and, since (3.12) yields $|Y_-(n_0) - Y_-(n_0 - 1)| \leq \frac{1}{4}\eta_0$, we see that

\[(3.18)\quad \sum_{n=n_0}^{N-1} |Y_-(n+1) - Y_-(n)| \in \left[\frac{1}{4}\eta_0, \frac{3}{4}\eta_0\right]. \]

Otherwise, (3.17) would hold with $n_0$ replaced by $n_0 - 1$, contradicting the definition of $n_0$.

If we take $\epsilon_0 \leq \frac{1}{4}\eta_0$, then (3.18) and (3.15) imply

\[
\sum_{n=n_0}^{N-1} |Y^z_-(n+1) - Y^z_-(n)| \in \left[\frac{1}{4}\eta_0, \eta_0\right],
\]

thus

\[
\max \left(\sum_{n=0}^{n_0-1} |Y_-(n+1) - Y_-(n)|, \sum_{n=0}^{n_0-1} |Y^z_-(n+1) - Y^z_-(n)|\right) < \tilde{B}.
\]

By the induction hypothesis, we obtain

\[(3.19)\quad \max(\|\delta_m \delta_n(Y^z |_{n\leq n_0} - Y |_{n\leq n_0})\|_{\ell^1}, \|\delta(Y^z(\cdot, n_0) - Y(\cdot, n_0))\|_{\ell^1}) \leq \tilde{C}\epsilon. \]
Since $Y$ is a discrete wave map, we also have
\[ \| \delta Y(\cdot, n_0) \|_{\ell^1} = \| \delta Y_+ \|_{\ell^1} \leq A \leq \frac{1}{2} \eta_0. \]

If we take $\epsilon_0 \leq (2 \tilde{C})^{-1} \eta_0$, then (3.19) gives
\[ \| \delta Y^\sharp(\cdot, n_0) \|_{\ell^1} \leq \eta_0. \]

Applying Lemma 3.12 in the rectangle $[0, M] \times [n_0, N]$ finishes the induction step.

**Step 2.** We prove the general case, proceeding by induction with respect to the integer part of $8A\eta_0^{-1}$. If $A \leq \frac{1}{2} \eta_0$, then the conclusion follows from Step 1, so it remains to verify the induction step.

Assume $A > \frac{1}{2} \eta_0$. Let $\tilde{A} := A - \frac{1}{8} \eta_0 > \frac{3}{8} \eta_0$. By the induction hypothesis, there exists $\tilde{C}$ such that if (3.13) holds with $A$ replaced by $\tilde{A}$, then (3.16) holds with $\tilde{C}$ instead of $C$. We can thus assume that $\| \delta Y_+ \|_{\ell^1} > \tilde{A}$ or $\| \delta Y^\sharp_+ \|_{\ell^1} > \tilde{A}$.

Let for example $\| \delta Y_+ \|_{\ell^1} > \tilde{A} > \frac{3}{8} \eta_0$ and let $m_0$ be the smallest index such that
\[ (3.20) \sum_{m=m_0}^{M-1} |Y_+(m+1) - Y_+(m)| \leq \frac{3}{8} \eta_0. \]

We then have $m_0 > 0$ and, since (3.12) yields $|Y_+(m_0) - Y_+(m_0 - 1)| \leq \frac{1}{8} \eta_0$, we see that
\[ (3.21) \sum_{m=m_0}^{M-1} |Y_+(m+1) - Y_+(m)| \in \left( \frac{1}{4} \eta_0, \frac{3}{8} \eta_0 \right]. \]

Otherwise, (3.20) would hold with $m_0$ replaced by $m_0 - 1$, contradicting the definition of $m_0$.

If we take $\epsilon_0 \leq \frac{1}{8} \eta_0$, then (3.21) and (3.15) imply
\[ \sum_{m=m_0}^{M-1} |Y^\sharp_+(m+1) - Y^\sharp_+(m)| \in \left( \frac{1}{8} \eta_0, \frac{1}{2} \eta_0 \right], \]
thus
\[ \max \left( \sum_{m=0}^{m_0-1} |Y_+(m+1) - Y_+(m)|, \sum_{m=0}^{m_0-1} |Y^\sharp_+(m+1) - Y^\sharp_+(m)| \right) < \tilde{A}. \]

By the induction hypothesis, we obtain
\[ \| \delta_m \delta_n (Y^\sharp |_{m \leq m_0} - Y |_{m \leq m_0}) \|_{\ell^1} \leq \tilde{C} \epsilon. \]

By Step 1, we also have $\| \delta_m \delta_n (Y^\sharp |_{m \geq m_0} - Y |_{m \geq m_0}) \|_{\ell^1} \leq \epsilon$, and we obtain the induction step by summing the two bounds. \qed

**Remark 3.14.** We stress that, in Lemma 3.12, $\eta_0$ and $C$ are independent of $M$ and $N$. Similarly, in Lemma 3.13, $C$ and $\epsilon_0$ only depend on $A$ and $B$, but not on $M$ and $N$.

In the next lemma, we compare a solution of the wave maps equation with small boundary data with its discrete approximation.
Lemma 3.15. There exist $\eta_0, C > 0$ such that the following holds. Let $w > 0$ and $\phi : [0, w] \times [0, w] \to \mathbb{S}^d$ be a wave map with boundary data $\phi_+ = \phi(\cdot, 0) : [0, w] \to \mathbb{S}^d$ and $\phi_- = \phi(0, \cdot) : [0, w] \to \mathbb{S}^d$ such that

$$\max(\|\phi_+^\prime\|_{L^1}, \|\phi_-^\prime\|_{L^1}) \leq \eta_0.$$ 

Then

$$\left| \phi(w, w) - \mathcal{R}_{\phi(w, 0) + \phi(0, w)}(0, 0) \right| \leq C \left( \|\phi_+^\prime\|_{L^1} \left\| \phi_-^\prime - \frac{1}{w}(\phi_- - \phi_-(0)) \right\|_{L^1} + \|\phi_-^\prime\|_{L^1} \left\| \phi_+^\prime - \frac{1}{w}(\phi_+ - \phi_+(0)) \right\|_{L^1} + (\|\phi_+^\prime\|_{L^1} + \|\phi_-^\prime\|_{L^1})\|\phi_+^\prime\|_{L^1}\|\phi_-^\prime\|_{L^1} \right).$$

Proof. By considering $(u, v) \mapsto \phi(u/w, v/w)$ instead of $\phi$, without loss of generality we can assume $w = 1$.

Let $f := - (\partial_u \phi \cdot \partial_v \phi) \phi$, so that

$$f = \Psi(\phi_+, \phi_-, f), \quad \|f\|_{L^1} \lesssim \|\phi_+^\prime\|_{L^1}\|\phi_-^\prime\|_{L^1}.$$ 

We have

$$(3.22) \quad \phi(1, 1) = \phi_+(1) + \phi_-(1) - \phi_+(0) + \int_0^1 \int_0^1 f(u, v) \, dv \, du.$$ 

Lemma 2.4 yields

$$(3.23) \quad \|f - \Psi(\phi_+, \phi_-, 0)\|_{L^1} = \|\Psi(\phi_+, \phi_-, f) - \Psi(\phi_+, \phi_-, 0)\|_{L^1} \lesssim (\|\phi_+^\prime\|_{L^1} + \|\phi_-^\prime\|_{L^1} + \|f\|_{L^1})\|f\|_{L^1}.$$ 

Let $\tilde{\phi}_+(u) := (1 - u)\phi_+(0) + u\phi_+(1)$ be the affine function which agrees with $\phi_+$ at $u \in \{0, 1\}$, and similarly $\tilde{\phi}_-(v) := (1 - v)\phi_-(0) + v\phi_-(1)$. Again by Lemma 2.4 we have

$$\|\Psi(\phi_+, \phi_-, 0) - \Psi(\tilde{\phi}_+, \tilde{\phi}_-, 0)\|_{L^1} \lesssim \|\phi_+^\prime\|_{L^1}\|\phi_-^\prime - (\phi_- - \phi_-(0))\|_{L^1} + |\phi_-(1) - \phi_-(0)|\|\phi_+^\prime - (\phi_+ - \phi_+(0))\|_{L^1}$$

$$+ \|\phi_+(1) - \phi_+(0)\| \times |\phi_-(1) - \phi_-(0)| \times$$

$$\times (\|\phi_+^\prime - (\phi_+(1) - \phi_+(0))\|_{L^1} + \|\phi_-^\prime - (\phi_- - \phi_-(0))\|_{L^1}).$$

If $\|\phi_+^\prime\|_{L^1} \leq 1$ and $\|\phi_-^\prime\|_{L^1} \leq 1$, then the term given by the 4th and 5th line above can be absorbed into the 2nd and 3rd line, and we get

$$(3.24) \quad \|\Psi(\phi_+, \phi_-, 0) - \Psi(\tilde{\phi}_+, \tilde{\phi}_-, 0)\|_{L^1} \lesssim \|\phi_+^\prime\|_{L^1}\|\phi_-^\prime - (\phi_- - \phi_-(0))\|_{L^1}$$

$$+ \|\phi_-^\prime\|_{L^1}\|\phi_+^\prime - (\phi_+ - \phi_+(0))\|_{L^1}.$$
The function $\Psi(\tilde{\phi}_+, \tilde{\phi}_-, 0)$ is given by (2.3). Since $\tilde{\phi}_+$ and $\tilde{\phi}_-$ are affine functions, we obtain

$$\int_0^1 \int_0^1 \Psi(\tilde{\phi}_+, \tilde{\phi}_-, 0) \, dv \, du = -\left((\phi_+(1) - \phi_+(0)) \cdot (\phi_-(1) - \phi_-(0)) \left((\phi_+(1) + \phi_-(1))/2\right)\right).$$

(3.25)

Note that $\phi_-(0) = \phi_+(0) \in S^d$ and $|((\phi_+(1) + \phi_-(1))/2 - \phi_+(0)| \leq \frac{1}{2}|(\phi_+(1) - \phi_+(0)| + |\phi_-(1) - \phi_-(0)|$, so elementary geometry gives

$$\left|z(\frac{\phi_+(1) + \phi_-(1)}{2} - \frac{\phi_+(1) + \phi_-(1)}{2}\right| \lesssim |\phi_+(1) - \phi_+(0)| + |\phi_-(1) - \phi_-(0)|.$$

Hence, (3.25) and Lemma 3.9 yield

$$\mathcal{R}_{\phi(1,0)+\phi(0,1)}(0,0) - \left((\phi_+(1) + \phi_-(1) - \phi_+(0) + \int_0^1 \int_0^1 \Psi(\tilde{\phi}_+, \tilde{\phi}_-, 0) \, dv \, du\right) \lesssim \left((\phi_+(1) - \phi_+(0)) + |\phi_-(1) - \phi_-(0)|\right) \times |\phi_+(1) - \phi_+(0)| \times |\phi_-(1) - \phi_-(0)|$$

$$\lesssim (\|\phi_+\|_L^1 + \|\phi_-\|_L^1)\|\phi_+\|_L^1\|\phi_-\|_L^1.$$

and (3.22) implies

$$|\phi(1,1) - \mathcal{R}_{\phi(1,0)+\phi(0,1)}(0,0)| \lesssim \|f - \Psi(\tilde{\phi}_+, \tilde{\phi}_-, 0)\|_L^1$$

$$+ (\|\phi_+\|_L^1 + \|\phi_-\|_L^1)\|\phi_+\|_L^1\|\phi_-\|_L^1.$$

From (3.23) and (3.24), we obtain the required bound on the first term of the right hand side above. \qed

**Proof of Theorem 5.7** Let $L, N \in \mathbb{N}$. For $0 \leq m, n \leq 2L^2$, let $Z_+(m) := \phi_+\left(\frac{m}{2N}\right)$, $Z_-(n) := \phi_-\left(\frac{n}{2N}\right)$, $Z(m, n) := \phi\left(\frac{m}{2N}, \frac{n}{2N}\right)$. By Definition 3.8 $Z : [0, 2L^2]^2 \to S^d$ is a discrete wave map with external forcing $F_e$ given by

$$F_e(m, n) := Z(m + 1, n + 1) - \mathcal{R}_{Z(m+1,n)+Z(m,n)}Z(m, n).$$

Our aim is to prove (3.27) below.

Let $\eta_0$ be the number given by Lemma 3.15. Since $\phi_+ \in L^1([0, L])$, there exists $N_0$ such that

$$\max_{m \in [0, 2L^2 + N - 1]} \int_{\frac{m}{2N}}^{\frac{m+1}{2N}} |\phi_+(u)| \, du \leq \eta_0, \quad \text{for all } N \geq N_0.$$

By (2.9), we thus obtain

$$\max_{n \in [0, 2L^2 + N - 1]} \max_{m \in [0, 2L^2 + N - 1]} \int_{\frac{m}{2N}}^{\frac{m+1}{2N}} \left|\partial_u \phi\left(u, \frac{n}{2N}\right)\right| \, du \leq \eta_0, \quad \text{for all } N \geq N_0.$$

Similarly,

$$\max_{m \in [0, 2L^2 + N - 1]} \max_{n \in [0, 2L^2 + N - 1]} \int_{\frac{n}{2N}}^{\frac{n+1}{2N}} \left|\partial_v \phi\left(\frac{m}{2N}, v\right)\right| \, dv \leq \eta_0, \quad \text{for all } N \geq N_0.$$
By Lemma 3.13 for all \(N \geq N_0\) and \((m, n) \in [0, 2^{L+N} - 1]\) we have

\[
|F_e(m, n)| \lesssim \int_{m/2^N}^{m+1/2^N} \left| \partial_u \phi \left( u, \frac{n}{2^N} \right) \right| du \times
\]

\[
	imes \int_{m/2^N}^{m+1/2^N} \left| \partial_v \phi \left( \frac{m}{2^N}, v \right) - 2^N \left( \phi \left( \frac{m}{2^N}, \frac{n+1}{2^N} \right) - \phi \left( \frac{m}{2^N}, \frac{n}{2^N} \right) \right) \right| dv
\]

\[
+ \int_{m/2^N}^{m+1/2^N} \left| \partial_v \phi \left( \frac{m}{2^N}, v \right) \right| dv \times
\]

\[
\left( \int_{m/2^N}^{m+1/2^N} \left| \partial_u \phi \left( u, \frac{n}{2^N} \right) \right| du + \int_{m/2^N}^{m+1/2^N} \left| \partial_v \phi \left( \frac{m}{2^N}, v \right) \right| dv \right) \times
\]

\[
\int_{m/2^N}^{m+1/2^N} \left| \partial_v \phi \left( \frac{m}{2^N}, v \right) \right| dv.
\]

(3.26)

By Lemma \(A.5\) for all \(u \in [0, 2^L]\) we have

\[
\lim_{N \to \infty} \sum_{n=0}^{2^{L+N}-1} \int_{m/2^N}^{m+1/2^N} \left| \partial_v \phi(u, v) - 2^N \left( \phi \left( u, \frac{n+1}{2^N} \right) - \phi \left( u, \frac{n}{2^N} \right) \right) \right| dv = \lim_{N \to \infty} \left\| T_{L+N} \left( \partial_v \phi(u, \cdot) \right) \right\|_{L^1} = 0,
\]

where \(T_{L+N}\) is defined by \(A.2\).

By Definition 2.1 the mapping \(u \mapsto \partial_v \phi(u, \cdot)\) is continuous from \([0, 2^L]\) to \(L^1([0, 2^L])\), hence uniformly continuous, so \(\left\| T_{L+N} \right\|_{X(L^1)} \leq 2\) implies

\[
\lim_{N \to \infty} \sup_{0 \leq u \leq 2^L} \sum_{n=0}^{2^{L+N}-1} \int_{m/2^N}^{m+1/2^N} \left| \partial_v \phi(u, v) - 2^N \left( \phi \left( u, \frac{n+1}{2^N} \right) - \phi \left( u, \frac{n}{2^N} \right) \right) \right| dv = 0.
\]

In particular

\[
\lim_{N \to \infty} \max_{m \in [0, 2^{L+N}-1]} \sum_{n=0}^{2^{L+N}-1} \int_{m/2^N}^{m+1/2^N} \left| \partial_v \phi \left( \frac{m}{2^N}, v \right) - 2^N \left( \phi \left( \frac{m}{2^N}, \frac{n+1}{2^N} \right) - \phi \left( \frac{m}{2^N}, \frac{n}{2^N} \right) \right) \right| dv = 0.
\]

Using (2.9), for all \(N\) we also have

\[
\sum_{m=0}^{2^{L+N}-1} \max_{n \in [0, 2^{L+N}-1]} \int_{m/2^N}^{m+1/2^N} \left| \partial_u \phi \left( u, \frac{n}{2^N} \right) \right| du = \sum_{m=0}^{2^{L+N}-1} \int_{m/2^N}^{m+1/2^N} \left| \phi'_{+}(u) \right| du = \left\| \phi'_{+} \right\|_{L^1}.
\]
By summing first with respect to \( n \), and then with respect to \( m \), we thus obtain that the sum in \( m \) and \( n \) of the term given by the 1st and 2nd line in (3.26) tends to 0 as \( N \to \infty \). The term given by the 3rd and 4th line is treated similarly.

Consider now the 5th and 6th line. For all \( N \) we have

\[
\sum_{m,n} \left( \int_{\frac{m}{2^N}}^{\frac{m+1}{2^N}} |\partial_u \phi(u, \frac{n}{2^N})| \, du \times \int_{\frac{m}{2^N}}^{\frac{m+1}{2^N}} |\partial_v \phi\left(\frac{m}{2^N}, v\right)| \, dv \right) = \|\phi'_+\|_{L^1} \|\phi'_-\|_{L^1}.
\]

Using (2.9) and (2.10), we also have

\[
\lim_{N \to \infty} \max_{m,n} \int_{\frac{m}{2^N}}^{\frac{m+1}{2^N}} |\partial_u \phi(u, \frac{n}{2^N})| \, du = \lim_{N \to \infty} \max_{m} \int_{\frac{m}{2^N}}^{\frac{m+1}{2^N}} |\phi'_+(u)| \, du = 0
\]

and

\[
\lim_{N \to \infty} \max_{m,n} \int_{\frac{n}{2^N}}^{\frac{n+1}{2^N}} |\partial_v \phi\left(\frac{m}{2^N}, v\right)| \, dv = \lim_{N \to \infty} \max_{n} \int_{\frac{n}{2^N}}^{\frac{n+1}{2^N}} |\phi'_-(v)| \, dv = 0.
\]

We thus conclude that

\[
(3.27) \quad \lim_{N \to \infty} \|F_e\|_{\ell^1} = 0.
\]

By Lemma 3.13, \( \lim_{N \to \infty} \|Z - Y\|_{\ell^\infty} = 0 \), and the uniform continuity of \( \phi \) on bounded sets yields (3.7). \( \square \)

4. Wave maps with random boundary data

4.1. Notion of solution for random boundary data. In Section 2, we presented well-posedness results in the case of absolutely continuous boundary data. Our goal in the present section is to consider a continuous random field as boundary data and study the corresponding random field of solutions of the characteristic Cauchy problem.

**Definition 4.1.** Let \( \phi_-, \phi_+ : \Omega \to X([0, \infty)) \) be such that \( \phi_-^\omega(0) = \phi_+^\omega(0) \) with probability one. We say that a random field \( \phi : \Omega' \to X([0, \infty]^2) \) is a solution of (1.5) if there exists an increasing sequence \( N_k \) such that

\[
\Phi_{N_k}(\phi_+, \phi_-) \to \phi \quad \text{in distribution on } X([0, \infty]^2).
\]

Note that solutions are defined here only as *probability laws* on \( X([0, \infty]^2) \), which is highlighted above by the fact that \( \phi \) is defined on the sample space \( \Omega' \), distinct from \( \Omega \). This is in contrast with the “individual trajectory” approach, which would aim at defining the solution as a random field \( \bar{\phi} : \Omega \to X([0, \infty]^2) \) such that, for almost all \( \omega \in \Omega \), \( \bar{\phi}(\omega) \) be a solution of (1.5) with the boundary data \( (\phi_+^\omega, \phi_-^\omega) \) in some deterministic sense which would have to be specified.

Since the individual trajectory approach is more natural from the PDE viewpoint, it is relevant to compare it with the seemingly more artificial Definition 4.1. As a consequence of Theorem 3.7, we find that for absolutely continuous data the result is the same. Recall that \( \Phi \) is the solution map obtained in Theorem 2.5.
Corollary 4.2. Let $\phi_-, \phi_+ : \Omega \rightarrow X([0, \infty))$ be such that $\phi_- (0) = \phi_+ (0)$ with probability one and $\phi'_-, \phi'_+ \in L^1_{\text{loc}}([0, \infty))$ with probability one. Then $\omega \mapsto \tilde{\phi}(\omega) := \Phi(\phi'_+ (\omega), \phi'_-(\omega))$ is a solution of (4.1) in the sense of Definition 4.1, and any other solution $\phi : \Omega' \rightarrow X([0, \infty)^2)$ has the same distribution as $\tilde{\phi}$.

Proof. Let $\phi$ be a solution and $N_k$ the corresponding increasing sequence such that (4.1) holds. By Theorem 3.7, we have $\Phi_{N_k}(\phi'_+(\omega), \phi'_-(\omega)) \rightarrow \tilde{\phi}(\omega)$ in $X([0, \infty)^2)$ with probability 1, in particular in distribution. Uniqueness of the limit implies that $\phi$ and $\tilde{\phi}$ have the same distribution.

The advantage of Definition 4.1 is that it is meaningful even if the boundary data are not absolutely continuous. In the next section we focus on the case where the boundary data are given by the standard Brownian motion.

4.2. Discrete wave maps with Markov chain as boundary data. The standard heat kernel on $S^d$ is denoted

$$p : (0, \infty) \times S^d \times S^d \rightarrow (0, \infty).$$

We adopt the convention that $f(t, y) = p(t, x_0, y)$ solves $\partial_t f = \frac{1}{2} \Delta_y f$, where $\Delta$ is the Laplace-Beltrami operator on the sphere. From the uniqueness of the heat kernel, we deduce that for any linear isometry $U : \mathbb{R}^{d+1} \rightarrow \mathbb{R}^{d+1}$ we have

$$p(t, Ux, Uy) = p(t, x, y), \quad \text{for all } (t, x, y) \in (0, \infty) \times S^d. \quad (4.2)$$

We will use Gaussian bounds on the heat kernel. Such estimates were first obtained by Varadhan [28], but for our purposes the statement of Cheng, Li and Yau [10] is more convenient.

Lemma 4.3. There exists $C$ such that for all $A \geq \sqrt{6d}$, $x \in S^d$ and $t \in (0, \frac{1}{8}]$

$$\int_{|x-y| \geq A\sqrt{-t \log t}} p(t, x, y) \, dy \leq Ct^{-\frac{d}{2}}.$$

Proof. By symmetry, it suffices to check the inequality for one fixed $x \in S^d$. By [10] Theorem 3], for all $\beta > 1$ and $T > 0$ there exists $C$ such that for all $R \geq 0$ and $t \in (0, T]$,

$$\int_{S^d \setminus B(x, R)} p(t, x, y)^2 \, dy \leq Ct^{-\frac{d}{2}} \exp \left( -\frac{R^2}{2\beta t} \right),$$

where $B(x, R)$ is the geodesic ball of center $x$ and radius $R$. Setting $\beta := \frac{3}{2}$, $T := \frac{1}{8}$ and $R := A\sqrt{-t \log t}$, and using the fact that the Euclidean distance in $\mathbb{R}^{d+1}$ is smaller than the geodesic distance on $S^d$, we obtain

$$\int_{|x-y| \geq A\sqrt{-t \log t}} p(t, x, y)^2 \, dy \leq Ct^{-\frac{d}{2}} - \frac{d}{4} \leq Ct^{-\frac{d}{2}}, \quad \text{for all } A \geq \sqrt{6d}, t \in \left(0, \frac{1}{8}\right].$$

An application of the Cauchy-Schwarz inequality finishes the proof. \hfill \Box
Definition 4.4. Let \( N \in \mathbb{N} \) and \( t > 0 \). We say that a random sequence \( X : \Omega \times [0, N] \rightarrow S^d \) is a heat Markov chain with parameter \( t \) if its probability density is given by

\[
|S^d|^{-1} \prod_{n=0}^{N-1} p(t, X(n), X(n+1)).
\]

Remark 4.5. In particular, for all \( n \) the probability density of \( X(n) \) is \( |S^d|^{-1} \), thus we assume the Markov chain starts from a point on the sphere chosen randomly with the uniform distribution.

Lemma 4.6. For all \( t > 0 \) and \( P, Q, S \in S^d \) there is the equality

\[
p(t, P, \mathcal{R}_{P+Q}S)p(t, \mathcal{R}_{P+Q}S, Q) = p(t, P, S)p(t, S, Q).
\]

Proof. Consider the isometry \( U := \mathcal{R}_{P+Q} \). By (3.1), we have \( UP = Q \) and \( UQ = P \), so (1.2) yields \( p(t, P, US) = p(t, Q, S) = p(t, S, Q) \) and \( p(t, US, Q) = p(t, S, P) = p(t, P, S) \).

The key observation is the following lemma, expressing the fact that Markov chains with transition probabilities given by the heat kernel are preserved by the discrete wave maps equation.

Lemma 4.7. Let \( M, N \in \mathbb{N} \), \( t > 0 \), and let \( Y_+ : \Omega \times [0, M] \rightarrow S^d \), \( Y_- : \Omega \times [0, N] \rightarrow S^d \) be random sequences such that \( Y_+(0) = Y_-(0) \) with probability 1, and

\[
(Y_-(N), Y_-(N-1), \ldots, Y_-(1), Y_-(0) = Y_+(0),
\]

\[
Y_+(1), \ldots, Y_+(M-1), Y_+(M)) \in (S^d)^{M+N+1}
\]

is a heat Markov chain with parameter \( t \). Let \( Y : \Omega \times [0, M] \times [0, N] \rightarrow S^d \) be the solution of the discrete wave maps equation with boundary data \( Y_\pm \).

If \( (m_j, n_j)_{j=0}^{M+N} \) is a sequence such that \( (m_0, n_0) = (0, N) \), \( (m_{M+N}, n_{M+N}) = (M, 0) \), and for every \( j \) either \( (m_{j+1}, n_{j+1}) = (m_j + 1, n_j) \), or \( (m_{j+1}, n_{j+1}) = (m_j, n_j - 1) \), then the random sequence \( Y(m_j, n_j)_{j=0}^{M+N} \) is a heat Markov chain with parameter \( t \).

Remark 4.8. Graphically, \( (m_j, n_j)_{j=0}^{M+N} \) is a sequence of coordinates starting at the upper left corner, ending at the lower right corner, and going down or right at each step. Such a path is (space or light)-like, so the independence of the jumps is expected because of the finite speed of propagation.

Proof of Lemma 4.7. We argue by induction with respect to \( \sum_{j=0}^{M+N} (m_j + n_j) \). This sum is minimal for the sequence of indices going down to the bottom and then right all the way to the corner, that is

\[
(m_j, n_j)_{j=0}^{M+N} = ((0, N), (0, N-1), \ldots, (0, 1), (0, 0), (1, 0), \ldots, (M-1, 0), (M, 0)),
\]

which corresponds to the boundary data and thus is indeed a heat Markov chain, by assumption.

Let \( (m_j, n_j)_{j=0}^{M+N} \) be some other sequence. Then there exists \( k \in \{1, \ldots, M+N-1\} \) such that

\[
(m_k, n_k) = (m_{k-1} + 1, n_{k-1}) = (m_{k+1}, n_{k+1} + 1),
\]
in other words a place in the sequence where it moves right and then down (if such \( k \) did not exist, then the sequence would have to correspond to \( N \) moves down followed by \( M \) moves to the right, which is the sequence corresponding to the boundary data).

We let \((m'_j, n'_j)_{j=0}^{M+N}\) be the sequence defined by \((m'_j, n'_j) = (m_j, n_j)\) if \( j \neq k \) and 
\[
(m'_k, n'_k) = (m_k - 1, n_k - 1) = (m_{k-1}, n_{k+1}).
\]
We thus have
\[
Y(m'_j, n'_j) = Y(m_j, n_j), \quad \text{for all } j \neq k
\]
and
\[
Y(m_k, n_k) = \mathcal{R}_Y(m_{k-1}, n_{k-1}) Y(m_k - 1, n_k - 1) = \mathcal{R}_Y(m_{k-1}, n_{k-1}) Y(m_{k+1}, n_{k+1}) Y(m_k', n_k').
\]

By the induction hypothesis, the random sequence \((Y(m'_j, n'_j))_{j=0}^{M+N}\) is a heat Markov chain. By Lemma 4.6 the same is true for the sequence \((Y(m_j, n_j))_{j=0}^{M+N}\). \(\square\)

**Corollary 4.9.** Let \( M, N, Y_+, Y_- \) and \( Y \) be as in Lemma 4.7. Let \((m_0, n_0) \in \{0, M\} \times \{0, N\}\) and \((m_j, n_j) \in \{0, M - m_0\} \times \{0, N - n_0\}\) for \( j \in \{1, 2, \ldots, J\}\). Then the random vectors \((Y(m_j, n_j))_{j=1}^J\) and \((Y(m_0 + m_j, n_0 + n_j))_{j=1}^J\) have the same distribution.

**Proof.** Let \( \tilde{m} := \max\{m_j : 1 \leq j \leq J\} \) and \( \tilde{n} := \max\{n_j : 1 \leq j \leq J\} \). By Lemma 3.3 there exists a Borel map \( \mathcal{Y} : (\mathbb{S}^d)^{m_0+1} \times (\mathbb{S}^d)^{n_0+1} \to (\mathbb{S}^d)^J \) such that
\[
(Y(m_j, n_j))_{j=1}^J = \mathcal{Y}(Y_+[\tilde{m}], Y_-[\tilde{n}])
\]
and
\[
(Y(m_0 + m_j, n_0 + n_j))_{j=1}^J = \mathcal{Y}(Y(m_0 + \cdot, n_0)[\tilde{m}], Y(m_0, n_0 + \cdot)[\tilde{n}]).
\]
From Lemma 4.7 we infer that \((Y_+[\tilde{m}], Y_-[\tilde{n}])\) and \((Y(m_0 + \cdot, n_0)[\tilde{m}], Y(m_0, n_0 + \cdot)[\tilde{n}])\) have the same distribution, hence \((Y(m_j, n_j))_{j=1}^J\) and \((Y(m_0 + m_j, n_0 + n_j))_{j=1}^J\) have the same distribution as well. \(\square\)

We are ready to estimate the modulus of continuity for discrete wave maps with heat Markov chains as boundary data.

**Lemma 4.10.** There exists \( C = C(d) \) such that for all \( L \in \mathbb{N} \) and \( N \in \{1, 2, \ldots\} \) the following is true. Let \( Y_+, Y_- : \Omega \times [0, 2^{N+L}] \to \mathbb{S}^d \) be such that \( Y_+(0) = Y_-(0) \) with probability 1 and the random sequence
\[
(Y_-(2^{N+L}), \ldots, Y_+(0) = Y_+(0), \ldots, Y_+(2^{N+L}))
\]
is a heat Markov chain with parameter \( 2^{-N} \), and let \( Y : \Omega \times [0, 2^{N+L}]^2 \to \mathbb{S}^d \) be the discrete wave map corresponding to the boundary data \( Y_\pm \). Then for all \( A \geq 0 \)
\[
\mathbb{P}\left( \max_{0 \leq m, n, m', n' \leq 2^{N+L}} \frac{|Y(m', n') - Y(m, n)|}{h(2^{-N}(|m' - m| + |n' - n|))} \geq 32A \right) \cup \left\{ \|\delta_m Y\|_{\ell^\infty} \geq 8Ah(2^{-N}) \right\} \cup \left\{ \|\delta_n Y\|_{\ell^\infty} \geq 8Ah(2^{-N}) \right\} \leq C4^{L-A^2/8},
\]
where
\[
h(2^{-N}(|m' - m| + |n' - n|)) = \frac{2^{-N}(|m' - m| + |n' - n|)}{2^{N+L}}.
\]
where $h(\rho) := \sqrt{-\rho \log \rho}$ for all $\rho \in (0, e^{-1}]$, $h(\rho) := e^{-\frac{1}{2}}$ for all $\rho \geq e^{-1}$.

Proof. We can assume $A > \max(\sqrt{6d}, \sqrt{32})$ (for smaller $A$ the bound is evident if $C$ is large enough). If $|m^2 - m| \geq 2^{N-3}$ or $|n^2 - n| \geq 2^{N-3}$, then

$$\frac{|Y(m^2, n^2) - Y(m, n)|}{h(2^{-N}(|m^2 - m| + |n^2 - n|))} \leq \frac{2}{h(2^{-N}2^{N-3})} = \frac{2}{\sqrt{\frac{1}{8} \log 8}} \leq 8 < 32A,$$

so such $m, n, m^2, n^2$ can be ignored for the purpose of proving \([1.3]\).

For $0 \leq M \leq N - 3$, set

$$a_M := \mathbb{P}\left( \sup_{0 \leq j < 2^{N-M-L}} \sup_{0 \leq k < 2^{N-M+L}} \frac{|Y((j + 1)2^M, k2^M) - Y(j2^M, k2^M)|}{h(2^{M-N})} \geq A \right),$$

$$b_M := \mathbb{P}\left( \sup_{0 \leq j < 2^{N-M-L}} \sup_{0 \leq k < 2^{N-M+L}} \frac{|Y(j2^M, (k + 1)2^M) - Y(j2^M, k2^M)|}{h(2^{M-N})} \geq A \right).$$

We claim that

\begin{equation}
(4.4) \quad \max(M a_M, M b_M) \leq C 2^{2(N-M-L)+1} 2^{(M-N)A^2/8}.
\end{equation}

We do the computation for $a_M$, the one for $b_M$ being analogous.

Fix $0 \leq j < 2^{N-M+L}$ and $0 \leq k < 2^{N-M+L}$. By Lemma [1.7] $(x, y) = (Y(j2^M, k2^M), Y((j+1)2^M, k2^M))$ has density $|S^d|^{-1} p(2^{M-N}, x, y)$. Letting $t = 2^{M-N}$, we get by Lemma [1.3]

$$\mathbb{P}\left( \frac{|Y((j + 1)2^M, k2^M) - Y(j2^M, k2^M)|}{h(2^{M-N})} \geq A \right) = \int_{|y-x| \geq Ah(t)} p(t, x, y) \, dy \leq Ct^2 = C 2^{(M-N)A^2/8}.$$ 

Estimating the probability of the union by the sum of probabilities for all possible $j$ and $k$, we obtain \([1.4]\).

Let $X_A$ be the event that there exist $M \in \{0, 1, \ldots, N - 3\}$ and a pair $(j, k)$ such that

$$\frac{|Y((j + 1)2^M, k2^M) - Y(j2^M, k2^M)|}{h(2^{M-N})} \geq A \quad \text{or} \quad \frac{|Y(j2^M, (k + 1)2^M) - Y(j2^M, k2^M)|}{h(2^{M-N})} \geq A.$$

Taking the sum in $M$ in \([1.4]\), we obtain

$$\mathbb{P}(X_A) \leq 2C \sum_{M=0}^{N-3} 2^{2(N-M-L)+1} 2^{(M-N)A^2/8} = 4^{L+1} C \sum_{M=0}^{N-3} 2^{(M-N)(A^2/8-2)} \leq 4^{L+1} C \sum_{t \geq 3} 2^{-t(A^2/8-2)} \leq 4^{L+1} C 4^{-A^2/8+2} \sum_{t \geq 1} 2^{-2t},$$

where the last inequality follows from $A^2/8 \geq 4$.

Taking $M = 0$ in the definition of the event $X_A$, we see that the fact that $X_A$ does not occur implies

$$\|\delta_n Y\|_{\ell^\infty} \leq Ah(2^{-N}) < 8Ah(2^{-N}), \quad \|\delta_n Y\|_{\ell^\infty} < 8Ah(2^{-N}).$$
It remains to show that if $X_A$ does not occur, then
\begin{equation}
\frac{|Y(m^z, n^z) - Y(m, n)|}{h(2^{-N}(|m^z - m| + |n^z - n|))} < 32A
\end{equation}
for all $0 \leq m, n, m^z, n^z \leq 2^{N+L}$ such that $0 < \max(|m^z - m|, |n^z - n|) < 2^{N-3}$. Fix any such $m, n, m^z, n^z$ and let $M_0$ be the unique integer such that $2^{M_0} \leq \max(|m^z - m|, |n^z - n|) < 2^{M_0+1}$. Note that $0 \leq M_0 < N - 3$. We claim that there exists $j_0 \in [0, 2^{N+L-M_0}]$ such that
\begin{equation}
\max(|m - j_0 2^{M_0}|, |m^z - j_0 2^{M_0}|) < 2^{M_0+1}.
\end{equation}
Without loss of generality, assume $m \geq m^z$ and let $j_0$ be the integer part of $m 2^{-M_0}$. Then it is clear that $j_0 2^{M_0} \leq m < j_0 2^{M_0} + 2^{M_0}$, and $j_0 2^{M_0} + 2^{M_0} > m \geq m^z > m - 2^{M_0+1} \geq j_0 2^{M_0} - 2^{M_0+1}$. Analogously, let $k_0 \in [0, 2^{N+L-M_0}]$ be such that
\begin{equation}
\max(|n - k_0 2^{M_0}|, |n^z - k_0 2^{M_0}|) < 2^{M_0+1}.
\end{equation}
We estimate $|Y(m, n) - Y(j_0 2^{M_0}, k_0 2^{M_0})|$ as follows. We define recursively a sequence $j_1, \ldots, j_{M_0}, j_{M_0+1}$ such that for all $l \geq 1$
\begin{equation}
|j_l - j_{l-1}| < 2^{M_0-l+1},
\end{equation}
where $j_l \in \{2j_{l-1} - 2, 2j_{l-1}, 2j_{l-1} + 2\}$. Note that (4.6) shows that (4.7) holds for $l = 0$. Once $j_0, \ldots, j_{l-1}$ are constructed, we see from (4.7) that there exists $t_{l-1} \in \{-1, 0, 1\}$ such that $|m - (j_{l-1} + t_{l-1}) 2^{M_0-l}| < 2^{M_0-l}$, and it suffices to set $j_l := 2(j_{l-1} + t_{l-1})$.

Analogously, we define $k_1, \ldots, k_{M_0}, k_{M_0+1}$ such that for all $l \geq 1$
\begin{equation}
|k_l - k_{l-1}| < 2^{M_0-l+1},
\end{equation}
where $k_l \in \{2k_{l-1} - 2, 2k_{l-1}, 2k_{l-1} + 2\}$.

Since $X_A$ does not occur, for every $l \in \{0, \ldots, M_0\}$ we have
\begin{align*}
|Y(j_l 2^{M_0-l}, k_l 2^{M_0-l}) - Y(j_{l+1} 2^{M_0-l-1}, k_{l+1} 2^{M_0-l})| &= |Y(j_l 2^{M_0-l}, k_l 2^{M_0-l}) - Y((j_l + t_l) 2^{M_0-l}, k_l 2^{M_0-l})| < Ah(2^{M_0-l-N}).
\end{align*}
Similarly,
\begin{align*}
|Y(j_{l+1} 2^{M_0-l-1}, k_{l+1} 2^{M_0-l}) - Y(j_{l+1} 2^{M_0-l-1}, k_{l+1} 2^{M_0-l-1})| < Ah(2^{M_0-l-N}),
\end{align*}
and hence
\begin{align*}
|Y(j_l 2^{M_0-l}, k_l 2^{M_0-l}) - Y(j_{l+1} 2^{M_0-l-1}, k_{l+1} 2^{M_0-l-1})| < 2Ah(2^{M_0-l-N}).
\end{align*}
Taking the sum in $l$, we obtain
\begin{equation}
|Y(m, n) - Y(j_0 2^{M_0}, k_0 2^{M_0})| \leq 2A \sum_{l=0}^{M_0} h(2^{M_0-l-N}) \leq 2A \sum_{l=0}^{\infty} h(2^{-l} \rho),
\end{equation}
where $\rho := 2^{M_0-N} \in (0, 1/16]$. We claim that
\begin{equation}
\sum_{l=0}^{\infty} h(2^{-l} \rho) < 8h(\rho), \quad \text{for all } 0 < \rho \leq 1/16.
\end{equation}
Indeed,
\[ \sum_{l=0}^{\infty} \sqrt{2^{-l}(\log \rho + l \log 2)} < \sqrt{-\rho \log \rho} \sum_{l=0}^{\infty} 2^{-\frac{l}{2}} + \sqrt{\rho \log 2} \sum_{l=1}^{\infty} \sqrt{l2^{-l}}. \]

We have \( \sum_{l=0}^{\infty} 2^{-\frac{l}{2}} = 2 + \sqrt{2} \), \( \sqrt{\rho \log 2} \leq \frac{1}{2} h(\rho) \) and
\[ \sum_{l=1}^{\infty} \sqrt{l2^{-l}} \leq \left( \sum_{l=1}^{\infty} l2^{-\frac{l}{2}} \right)^{\frac{1}{2}} \left( \sum_{l=1}^{\infty} 2^{-\frac{l}{2}} \right)^{\frac{1}{2}} = (1 + \sqrt{2}) \sqrt{2 + \sqrt{2}}, \]
and elementary arithmetics leads to (4.9).

From (4.8) and (4.9), we have \( |Y(m, n) - Y(j_0 2^{M_0}, k_0 2^{M_0})| < 16Ah(\rho) \). Analogously, \( |Y(m^2, n^2) - Y(j_0 2^{M_0}, k_0 2^{M_0})| < 16Ah(\rho) \). Since \( 2^{-N}(|m^2 - m| + |n^2 - n|) \geq \rho \), we obtain (4.5).

Let \( x_0 \in S^d \) and let \( B(x_0) : \Omega \times [0, \infty) \to S^d \) be the standard Brownian motion starting from \( x_0 \). Then
\[ \mathbb{P}(B(x_0)(t) \in A) = \int_A p(t, x_0, y) \, dy, \quad \text{for all } t > 0 \text{ and } A \in \mathcal{B}(S^d), \]
see [14], Section 4.1.

Our boundary data will be a pair of Brownian motions \( \psi_+, \psi_- : \Omega \to X([0, \infty)) \), starting from the same point of \( S^d \), chosen randomly with uniform distribution. They can be obtained by letting \( \psi_0 : \Omega \to X(\mathbb{R}) \) be the standard Brownian motion starting from a uniformly chosen random point, and setting \( \psi_+(u) := \psi_0(u) \) and \( \psi_-(v) := \psi_0(-v) \) for all \( u, v \geq 0 \).

### 4.3. Existence of wave maps with Brownian motion as boundary data.

**Theorem 4.11.** Let \( \phi_+, \phi_- : \Omega \to X([0, \infty)) \) be independent standard Brownian motions starting from the same uniformly chosen point on \( S^d \). There exists a solution \( \phi : \Omega' \to X([0, \infty)^2) \) of (1.5) in the sense of Definition 4.1. It has the following properties:

1) for all \( (u_0, v_0) \in [0, \infty)^2 \), the random field \( \xi : \Omega' \to X([0, \infty)^2) \) defined by \( \xi^{(\omega)}(u, v) := \phi^{(\omega)}(u_0 + u, v_0 + v) \) has the same distribution as \( \phi \),

2) for all \( \bar{L} > 0 \),

\[ \sup_{0 \leq u, v, u', v' \leq \bar{L} \atop (u, v) \neq (u', v')} \frac{|\phi(u, v) - \phi(u, v)|}{h(|(u^2 - u, v^2 - v)|)} < \infty, \quad \text{with probability } 1. \]

**Remark 4.12.** The property [1] expresses the invariance of the field under time-like translations. This is not surprising, since the constructed random field is closely related to the Gibbs measure for the wave maps equation, see Section 4.3 below.

**Remark 4.13.** Even though equation (1.5) is invariant by Lorentz transformations, the field \( \phi \) is not. This fact is not surprising if we recall the physical motivation provided in Section 1.1 which was based on non-relativistic thermodynamics. It could
Remark 4.14. A natural open problem is to prove or disprove the uniqueness of the probability distribution of a random field solving (1.5) in the sense of Definition 4.1 (or according to some more restrictive notion of solution).

Remark 4.15. Applying the Lévy Modulus of Continuity Theorem to the boundary data \((\phi_+, \phi_-)\), we deduce that the estimate (4.10) is optimal, in the sense that it would fail if \(h\) was replaced by a function \(\tilde{h}\) such that \(h(\rho) \ll h(\rho)\) as \(\rho \to 0^+\). In order to only prove the existence of a solution \(\phi\), it would be sufficient to consider, in Lemma 4.10 above, \(h(\rho) := \rho^\alpha\) for any \(\alpha < \frac{1}{2}\).

The rest of this section is devoted to a proof of Theorem 4.11. Our strategy is to show that the sequence of random variables \(\Phi_N(\phi_+, \phi_-) : \Omega \to C([0, \infty)^2)\) is tight. We have the following pre-compactness criterion in \(C([0, \infty)^2)\).

**Lemma 4.16.** Let \(\rho : [0, \infty) \to [0, \infty)\) be a continuous function such that \(\rho(0) = 0\). For any sequence \((A_L)_L \geq 0\) the set of \(\psi \in C([0, \infty)^2)\) such that

\[
\sup_{0 \leq u, v < \infty} |\psi(u, v)| \leq 1
\]

and

\[
\sup_{0 \leq u, v, u', v' \leq 2L \atop (u, v) \neq (u', v')} \frac{|\psi(u^\sharp, v^\sharp) - \psi(u, v)|}{\rho(|u^\sharp - u| + |v^\sharp - v|)} \leq A_L, \quad \text{for all } L \in \mathbb{N},
\]

is compact in \(C([0, \infty)^2)\).

**Proof.** Since the space \(C([0, \infty)^2)\) is metrizable, we can use the sequential definition of compactness, and it suffices to apply the Arzela-Ascoli Theorem. \(\square\)

**Proof of Theorem 4.11**

**Step 1.** For all \(N \in \mathbb{N}\), let \(\Phi_N := \Phi_N(\phi_+, \phi_-) : \Omega \times [0, \infty)^2 \to \mathbb{R}^{d+1}\). We claim that for all \(L \in \mathbb{N}, N \in \{4, 5, \ldots\}\) and \(A > 0\) we have

\[
\mathbb{P}\left( \left\{ \sup_{0 \leq u, v, u', v' \leq 2L \atop (u, v) \neq (u', v')} \frac{|\phi_N(u^\sharp, v^\sharp) - \phi_N(u, v)|}{h(|u^\sharp - u| + |v^\sharp - v|)} \geq 64A \right\} \right) \leq C 4^{L-A^2/8}.
\]

Let \(Y(m, n) := \phi_N(2^{-N}m, 2^{-N}n)\) for all \(0 \leq m, n \leq 2^{L+N}\) and let \(\tilde{Y} : [0, 2^{2L+N}]^2 \to \mathbb{R}^{d+1}\) be its extension, so that \(\phi_N(u, v) = \tilde{Y}(2^{N}u, 2^{N}v)\) for all \(0 \leq u, v \leq 2^L\). It suffices to prove that the event whose probability is taken in (4.11) is contained in the event defined in (4.13). Assume that this last event does not hold.

By rescaling \(u\) and \(v\), we have

\[
\sup_{0 \leq u, v, u', v' \leq 2L \atop (u, v) \neq (u', v')} \frac{|\phi_N(u^\sharp, v^\sharp) - \phi_N(u, v)|}{h(|u^\sharp - u| + |v^\sharp - v|)} = \sup_{0 \leq u, v, u', v' \leq 2^{L+N} \atop (u, v) \neq (u', v')} \frac{|\tilde{Y}(u^\sharp, v^\sharp) - \tilde{Y}(u, v)|}{h(2^{-N}(|u^\sharp - u| + |v^\sharp - v|))}.
\]

Let \(0 \leq u, v, u^\sharp, v^\sharp \leq 2^{L+N}\) such that \((u, v) \neq (u^\sharp, v^\sharp)\) and let \(r := |(u^\sharp - u, v^\sharp - v)|\). If \(r \geq 2\sqrt{2}\), then (3.6) yields existence of \(m, n, m^\sharp, n^\sharp\) such that \(|m^\sharp - m| + |n^\sharp - n| \leq 2r\)
and \(|\tilde{Y}(u^2, v^2) - \tilde{Y}(u, v)| \leq |Y(m^2, n^2) - Y(m, n)|\). Since the event in (4.3) does not hold, we have

\[ |Y(m^2, n^2) - Y(m, n)| < 32Ah(2r2^{-N}) \leq 64Ah(2^{-N}r), \]

where in the last step we use the inequality \(h(2\rho) \leq 2h(\rho)\) for all \(\rho > 0\).

Let now \(0 < r \leq 2\sqrt{2}\). Since the event in (4.3) does not hold, (3.5) yields

\[ |\tilde{Y}(u^2, v^2) - \tilde{Y}(u, v)| \leq \|\partial_u \tilde{Y}\|_{L^\infty}|u^2 - u| + \|\partial_v \tilde{Y}\|_{L^\infty}|v^2 - v| \]

\[ < 8Ah(2^{-N})(|u^2 - u| + |v^2 - v|) = 8\sqrt{2}Ah(2^{-N}). \]

The function \(\rho \mapsto \rho^{-1}h(\rho)\) is decreasing, hence

\[ 2^{Nr}h(2^{-N}r) \geq 2^{N(2\sqrt{2}^{-1})h(2^{-N}+\sqrt{2})} = 2^{N-r} \sqrt{(N - \frac{3}{2}) \log 2} \]

\[ = 2^{-\frac{3}{2}} \sqrt{1 - \frac{3}{2N}} 2^N \sqrt{N \log 2} \geq \frac{1}{4} 2^{N}h(2^{-N}), \]

and we obtain

\[ |\tilde{Y}(u^2, v^2) - \tilde{Y}(u, v)| \leq 32\sqrt{2}Ah(2^{-N}r) < 64Ah(2^{-N}r). \]

**Step 2.** By Lemma 4.16 Step 1 and the Prokhorov Theorem, there exists an increasing sequence \((N_k)_k\) and a random field \(\phi : \Omega' \to C([0, \infty)^2)\) such that \(\phi_{N_k} \to \phi\) in distribution. For any dyadic \(u\) and \(v\), we have \(\phi_{N_k}(u, v) \in S^d\) for all \(k\) large enough, hence \(\phi(u, v) \in S^d\) with probability 1. Since \(\phi\) is continuous with probability 1, we deduce that \(\phi : \Omega' \to X([0, \infty)^2)\). Thus, \(\phi\) is a solution in the sense of Definition 4.1 (of course, the formulation of the latter is designed precisely in order to make this step trivial). We verify that \(\phi\) has all the desired properties.

Since the Borel \(\sigma\)-algebra of \(C([0, \infty)^2)\) is generated by the cylindrical sets, see for example [27, Section I.1.2], property 1 will follow if we can prove that for all \(J \in \mathbb{N}\) and \((u_j, v_j)_{j=0}^J\), the random sequences

\[ (\phi(u_0 + u_j, v_0 + v_j))_{j=1}^J, \quad (\phi(u_j, v_j))_{j=1}^J \]

have the same laws. If all \(u_j\) and \(v_j\) are dyadic, then the claim follows from Corollary 4.9.

In the general case, let \((u_{jl})_{l}\) and \((v_{jl})_{l}\) be sequences of dyadic numbers such that \(\lim_{l \to \infty} u_{jl} = u_j\) and \(\lim_{l \to \infty} v_{jl} = v_j\) for all \(j \in [1, J]\). Since \(\phi\) is continuous with probability 1 hence in distribution,

\[ \lim_{l \to \infty} \phi(u_{0l} + u_{jl}, v_{0l} + v_{jl}) = \phi(u_0 + u_j, v_0 + v_j), \]

\[ \lim_{l \to \infty} \phi(u_{jl}, v_{jl}) = \phi(u_j, v_j), \]

and we already know that the laws of the sequences on the left are the same for every \(l\).

Finally, we check (4.11). By Step 1, for all \(L \in \mathbb{N}\), \(A \geq 0\) and \(k\) we have

\[ \mathbb{P}\left( \sup_{0 \leq u, v, u^2, v^2 \leq L} \frac{|\phi_{N_k}(u^2, v^2) - \phi_{N_k}(u, v)|}{h(|(u^2 - u, v^2 - v)|)} \geq 64A \right) \leq C4^{L-A^2/8}. \]
Passing to the limit in distribution, we obtain
\[
\mathbb{P}\left(\sup_{0 \leq u,v,u',v' \leq 2L \atop (u,v) \neq (u',v')} \frac{|\phi(u^2, v^2) - \phi(u,v)|}{h\left(||u^2 - u, v^2 - v||\right)} \geq 64A\right) \leq C4^{-L^2/8}.
\]
\[\qed\]

4.4. **Link with the Gibbs distribution.** We finish this section by indicating the relationship between the random field constructed in Theorem 4.11, and the Gibbs distribution associated with the equation, given by (1.2). As we mentioned in the Introduction, our argument is voluntarily non-rigorous.

Let \((u_1, v_1), (u_2, v_2) \in (0, \infty)^2\) with \(u_1 < u_2\) and \(v_1 > v_2\). Letting \((u_1^{(N)}, v_1^{(N)})\) and \((u_2^{(N)}, v_2^{(N)})\) be sequences of pairs of dyadic numbers with denominator \(2^N\), converging to \((u_1, v_1)\) and \((u_2, v_2)\) respectively, we have

\[
\begin{align*}
\partial_u \phi(u_1, v_1) &\simeq 2^N \left( \phi_N(u_1^{(N)}, v_1^{(N)}) - \phi_N\left(u_1^{(N)} - \frac{1}{2^N}, v_1^{(N)}\right)\right), \\
\partial_v \phi(u_1, v_1) &\simeq 2^N \left( \phi_N(u_1^{(N)}, v_1^{(N)}) - \phi_N\left(u_1^{(N)}, v_1^{(N)} - \frac{1}{2^N}\right)\right), \\
\partial_u \phi(u_2, v_2) &\simeq 2^N \left( \phi_N(u_2^{(N)}, v_2^{(N)}) - \phi_N\left(u_2^{(N)} - \frac{1}{2^N}, v_2^{(N)}\right)\right), \\
\partial_v \phi(u_2, v_2) &\simeq 2^N \left( \phi_N(u_2^{(N)}, v_2^{(N)}) - \phi_N\left(u_2^{(N)}, v_2^{(N)} - \frac{1}{2^N}\right)\right).
\end{align*}
\]

By Lemma 4.7, the right hand sides are pairwise independent and approach standard Gaussians on the planes tangent to \(S^d\) at \(\phi(u_1, v_1)\) and \(\phi(u_2, v_2)\).

We return to the variables \((t, x)\) by setting \(\psi(t, x) := \phi(t + x, t - x)\). Since

\[
\begin{align*}
\partial_t \psi(t, x) &= \partial_u \psi(t + x, t - x) + \partial_v \phi(t + x, t - x), \\
\partial_x \psi(t, x) &= \partial_u \psi(t + x, t - x) - \partial_v \phi(t + x, t - x),
\end{align*}
\]

we infer that \(\partial_t \psi(t, x)\) and \(\partial_x \psi(t, x)\) are independent Gaussians with variance 2 on the plane tangent to \(S^d\) at \(\psi(t, x)\). Moreover, if \((t_1, x_1)\) and \((t_2, x_2)\) are such that \(0 < t_1 + x_1 < t_2 + x_2\) and \(t_1 - x_1 > t_2 - x_2 \geq 0\), then \(\partial_t \psi(t_1, x_1), \partial_x \psi(t_1, x_1), \partial_t \psi(t_2, x_2)\) and \(\partial_x \psi(t_2, x_2)\) are pairwise independent. In particular, this is true for fixed \(t_1 = t_2 = T\) and \(-T < x_1 < x_2 < T\).

Hence, we obtain that, for fixed \(T > 0\),

\[-T, T) \ni x \mapsto \partial_t \psi(T, x), \quad (-T, T) \ni x \mapsto \partial_x \psi(T, x)\]

are independent white noises, which corresponds to the probability density given by (1.2).

**Appendix A. Results from Lebesgue Theory**

**Lemma A.1.** Let \(u_0, v_0 > 0\), \(f \in L^1([0, u_0] \times [0, v_0])\) and let \(\phi\) be defined by

\[
\phi(u, v) := \int_0^u \int_0^v f(w, z) \, dz \, dw.
\]
Then there exists a set $A$ of measure 0 such that $\partial_u \phi(u,v)$ exists for all $(u,v) \in ([0,u_0] \setminus A) \times [0,v_0]$ and

$$\partial_u \phi(u,v) = \int_0^v f(u,z) \, dz,$$

and a set $B$ of measure 0 such that $\partial_v \phi(u,v)$ exists for all $(u,v) \in [0,u_0] \times ([0,v_0] \setminus B)$ and

$$\partial_v \phi(u,v) = \int_0^u f(w,v) \, dw.$$

**Proof.** We give a proof of existence of $A$. Existence of $B$ is obtained analogously.

By the Fubini’s Theorem, there exists a set $A_0$ of measure 0 such that $f(u,\cdot) \in L^1([0,v_0])$ for all $u \in [0,u_0] \setminus A_0$, so that for all $(u,v) \in ([0,u_0] \setminus A_0) \times [0,v_0]$ we can define

$$\psi(u,v) := \int_0^v f(u,z) \, dz.$$

For all $n \in \mathbb{N}^*$, let

$$A_n := \left\{ u \in (0,u_0) \setminus A_0 : \limsup_{h \to 0} \sup_{v \in [0,v_0]} \left| \frac{\phi(u+h,v) - \phi(u,v)}{h} - \psi(u,v) \right| \geq \frac{1}{n} \right\}.$$

We claim that $A_n$ is of measure 0. In order to prove this, let $f_m$ be a sequence of smooth functions on $[0,u_0] \times [0,v_0]$ such that for $g_m := f - f_m$ we have $\lim_{m \to \infty} \|g_m\|_{L^1} = 0$, and set

$$\phi_m(u,v) := \int_0^u \int_0^v f_m(w,z) \, dw \, dz,$$

$$\psi_m(u,v) := \int_0^v f_m(u,z) \, dz.$$

For all $u \in (0,u_0)$ we have

$$\limsup_{h \to 0} \sup_{v \in [0,v_0]} \left| \frac{\phi_m(u+h,v) - \phi_m(u,v)}{h} - \psi_m(u,v) \right| = 0,$$

thus for all $u \in A_n$ we obtain

$$\sup_{0 < |h| < \min(u,u_0-u)} \sup_{v \in [0,v_0]} \left| \frac{\phi(u+h,v) - \phi(u,v)}{h} - \frac{\phi_m(u+h,v) - \phi_m(u,v)}{h} + \psi_m(u,v) \right| \geq \frac{1}{n}.$$

Now observe that for all $(h,v)$ as above we have

$$\left| \frac{\phi(u+h,v) - \phi(u,v)}{h} - \frac{\phi_m(u+h,v) - \phi_m(u,v)}{h} \right| = \frac{1}{h} \left| \int_u^{u+h} \int_0^v g_m(w,z) \, dz \, dw \right| \geq \frac{1}{h} \left| \int_u^{u+h} G_m(z) \, dz \right|,$$
where
\[ G_m(u) := \int_0^{v_0} |g_m(u, z)| \, dz, \quad \|G_m\|_{L^1_u} = \|g_m\|_{L^1_{u,v}}. \]

By the weak \( L^1 \) bound of the Hardy-Littlewood maximal function, see for example [25, Chapter 2.3], we have \( |A_n| \leq \frac{\|g_m\|_{L^1}}{m} \). Letting \( m \to \infty \), we obtain \( |A_n| = 0 \).

It now suffices to set \( A := A_0 \cup A_1 \cup A_2 \cup \ldots \)

**Lemma A.2.** Let \( u_0, v_0 > 0 \), \( f \in L^1([0, u_0] \times [0, v_0]) \) and let \( g_+ \) be defined by
\[ g_+(u, v) := \int_0^v f(u, z) \, dz \]

whenever the last expression is defined. Then there exists a set \( C \subset [0, u_0] \times [0, v_0] \) of measure 0 such that for all \( (u, v) \in [0, u_0] \times [0, v_0] \setminus C \), \( \partial_v g_+(u, v) \) exists and
\[ \partial_v g_+(u, v) = f(u, v). \]

**Proof.** Let \( A_0 \) be defined as in the previous proof, so that for all \( u \in [0, u_0] \setminus A_0 \), the function \( g_+(u, \cdot) \) is well-defined and continuous. We define
\[
C := \left( [0, u_0] \times \{v_0, v_0\} \right) \cup A_0 \times [0, v_0] \cup \\
\cup \left\{ (u, v) \in ([0, u_0] \setminus A_0) \times (0, v_0) : \limsup_{h \to 0} \left| \frac{g_+(u, v + h) - g_+(u, v)}{h} - f(u, v) \right| > 0 \right\}. 
\]

Then \( C \) is a measurable set and, by the Lebesgue Differentiation Theorem, for all \( u \in [0, u_0] \setminus A_0 \) the set \( C_u := \{v \in (0, v_0) : (u, v) \in C\} \) is of measure 0. By Fubini’s Theorem, the set \( C \) is of measure 0. \( \square \)

**Remark A.3.** One can get an analogous result by interchanging the roles of \( u \) and \( v \).

**Lemma A.4.** Let \( u_0 > 0 \), \( f \in L^1([0, u_0]; \mathbb{R}^{d+1}) \), \( g_0 \in \mathbb{R}^{d+1} \) and for all \( u \in [0, u_0] \)
\[ g(u) = g_0 + \int_0^u f(w) \, dw. \]

Assume that \( g(u) \cdot f(u) = 0 \) for almost all \( u \in [0, u_0] \). Then
\[(A.1) \quad |g(u_0)| = |g_0|. \]

**Proof.** By the Lebesgue Differentiation Theorem, \( g'(u) = f(u) \) for almost all \( u \in [0, u_0] \). Thus, for almost all \( u \in [0, u_0] \) we have
\[ \frac{d}{du} |g(u)|^2 = 2g(u) \cdot g'(u) = 2g(u) \cdot f(u) = 0. \]

Since \( |g|^2 \) is absolutely continuous (as a product of two absolutely continuous functions), we obtain \((A.1)\). \( \square \)

**Lemma A.5.** Let \( x_0 > 0 \). For \( N \in \mathbb{N}^* \), let \( T_N : L^1([0, x_0]) \to L^1([0, x_0]) \) be given by
\[(A.2) \quad (T_N f)(x) := f(x) - \frac{2^N}{x_0} \int_{x_0}^{\frac{(n+1)x_0}{2^N}} f(t) \, dt, \]
for all \( f \in L^1([0, x_0]) \), \( n \in [0, 2^N - 1] \) and \( x \in \left[ \frac{nx_0}{2^N}, \frac{(n+1)x_0}{2^N} \right) \). Then \( \|T_N\|_{L^1(L^1)} \leq 2 \) for all \( N \) and \( \lim_{N \to \infty} \|T_N f\|_{L^1} = 0 \) for all \( f \in L^1([0, x_0]) \).

**Proof.** It is clear that \( T_N \) is a linear operator and \( \|T_N\|_{L^1(L^1)} \leq 2 \). Thus, it suffices to prove that \( T_N f \to 0 \) in \( L^1([0, x_0]) \) for all smooth \( f \), which is immediate. \( \square \)
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