Global pseudodifferential operators of infinite order in classes of ultradifferentiable functions

Vicente Asensio· David Jornet

Received: 6 February 2019 / Accepted: 28 June 2019 / Published online: 4 July 2019
© The Royal Academy of Sciences, Madrid 2019

Abstract
We develop a theory of pseudodifferential operators of infinite order for the global classes $S_\omega$ of ultradifferentiable functions in the sense of Björck, following the previous ideas given by Prangoski for ultradifferentiable classes in the sense of Komatsu. We study the composition and the transpose of such operators with symbolic calculus and provide several examples.
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1 Introduction

The local theory of pseudodifferential operators grew out of the study of singular integral operators, and developed after 1965 with the systematic studies of Kohn-Nirenberg [14], Hörmander [13], and others. Since then, several authors have studied pseudodifferential operators of finite or infinite order in Gevrey classes in the local sense; we mention, for instance, [12,21]. We refer to Rodino [19] for an excellent introduction to this topic, and the references therein.

Gevrey classes are spaces of (non-quasianalytic) ultradifferentiable functions in between real analytic and $C^\infty$ functions. The study of several problems in general classes of ultradifferentiable functions has received much attention in the last 60 years. Here, we will work with ultradifferentiable functions as defined by Braun, Meise and Taylor [5], which define the classes in terms of the growth of the derivatives of the functions, or in terms of the growth of their Fourier transforms (see, for example, Komatsu [15] and Björck [2], or [5], for two different points of view to define spaces of ultradifferentiable functions and ultradistributions; and [4] for a comparison between the classes defined in [5,15]).
In [10], a full theory of pseudodifferential operators in the local sense is developed for
ultradifferentiable classes of Beurling type as in [5], and it is proved that the corresponding
operators are $\omega$-pseudo-local, and the product of two operators is given in terms of a suitable
symbolic calculus. In [9,11] the same authors construct a parametrix for such operators and
study the action of the wave front set on them (see also [1] for a different point of view). On
the other hand, very recently, Prangoski [18] studies pseudodifferential operators of global
type and infinite order for ultradifferentiable classes of Beurling and Roumieu type in the
sense of Komatsu, and later, in [8], a parametrix is constructed for such operators. See [17,18]
and the references therein for more examples of pseudodifferential operators in global classes
(e.g., in Gelfand-Shilov classes).

Our aim is to study pseudodifferential operators of global type and infinite order in classes
of ultradifferentiable functions of Beurling type as introduced in [5]. Hence, the right setting
is the class $S_\omega$ as introduced by Björck [2]. We follow the lines of Prangoski [18] and
Shubin [20], but from the point of view of [10], in such a way that our proofs simplify the
ones of [18]. Moreover, we clarify the role of some kind of entire functions [6,16] that become
crucial throughout the text.

The paper is organized as follows. First, in Sect. 2, we introduce our setting, we give
some useful results about the class $S_\omega$ and we recall from [6,16] the existence of some
kind of $\omega$-ultradifferential operators very useful in the next sections. In Sect. 3 we introduce
our symbol (amplitude) classes and define the corresponding pseudodifferential operators.
We give in Proposition 3.11 a characterization in terms of the kernel of an $\omega$-regularizing
(pseudodifferential) operator, which are very important in the construction of parametrices
of hypoelliptic operators. We see in Example 3.13 that many operators are pseudodifferential
operators according to our definition. In particular, we show that our classes of symbols are
different from the ones of [18]. In Sect. 4 we develop the symbolic calculus and we state some
previous results needed to compose two pseudodifferential operators. In Sect. 5, we study
the composition of two of our operators. To this aim, we analyse carefully the behaviour of
the kernel of a pseudodifferential operator outside the diagonal in Theorem 5.2. This result
is an improvement of [17, Theorem 6.3.3] and [18, Proposition 5]. The results that we obtain
let the study of parametrices for hypoelliptic differential operators in this setting.

2 Preliminaries

We begin with some notation on multi-indices. Throughout the text we will denote by $\alpha =
(\alpha_1, \ldots, \alpha_d) \in \mathbb{N}^d_0$ a multi-index of dimension $d$. We denote the length of $\alpha$
by

$$|\alpha| = \alpha_1 + \cdots + \alpha_d.$$  

For two multi-indices $\alpha$ and $\beta$ we write $\beta \leq \alpha$ for $\beta_j \leq \alpha_j$, when $j = 1, \ldots, d$. Moreover,$\alpha! = \alpha_1! \cdots \alpha_d!$ and if $\beta \leq \alpha$, then

$$\binom{\alpha}{\beta} := \binom{\alpha_1}{\beta_1} \cdots \binom{\alpha_d}{\beta_d} = \frac{\alpha!}{\beta!(\alpha - \beta)!}.$$  

We also write

$$\partial^\alpha = \left( \frac{\partial}{\partial x_1} \right)^{\alpha_1} \cdots \left( \frac{\partial}{\partial x_d} \right)^{\alpha_d}.$$  
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and using the notation \( D_{x_j} = -i \frac{\partial}{\partial x_j} \), \( j = 1, \ldots, d \), where \( i \) is the imaginary unit, we set
\[
D^\alpha = D^{\alpha_1}_{x_1} \cdots D^{\alpha_d}_{x_d}.
\]

For \( x = (x_1, \ldots, x_d) \in \mathbb{R}^d \), let
\[
x^\alpha = x^{\alpha_1}_1 \cdots x^\alpha_d.
\]

We denote \( \langle x \rangle = (1 + |x|^2)^{1/2} \) for every \( x \in \mathbb{R}^d \), where \( |x| \) is the Euclidean norm of \( x \). Our setting requires weight functions as defined by Braun, Meise and Taylor [5].

**Definition 2.1** A non-quasianalytic weight function \( \omega : [0, +\infty[ \to [0, +\infty] \) is a continuous and increasing function which satisfies:
\[
(\alpha) \exists L \geq 1 \text{ s.t. } \omega(2t) \leq L(\omega(t) + 1), \ \forall t \geq 0,
\]
\[
(\beta) \int_1^{+\infty} \frac{\omega(t)}{t^2} \, dt < +\infty,
\]
\[
(\gamma) \log(t) = o(\omega(t)) \text{ as } t \to \infty,
\]
\[
(\delta) \varphi : t \mapsto \omega(e^t) \text{ is convex.}
\]

Throughout the text, if necessary, we will denote \( \varphi \) by \( \varphi_{\omega} \) in some cases.

**Example 2.2** The following functions are, after a change in some interval \([0, M] \), examples of weight functions:

(i) \( \omega(t) = t^d \) for \( 0 < d < 1 \).

(ii) \( \omega(t) = (\log(1 + t))^s \), \( s > 1 \).

(iii) \( \omega(t) = t^d(\log(e + t))^s \), \( 0 < d < 1 \), \( s \neq 0 \).

By definition, we extend the weight function in a radial way to \( \mathbb{C}^d \), i.e.
\[
\omega(\xi) = \omega(|\xi|), \ \xi = (\xi_1, \ldots, \xi_d) \in \mathbb{C}^d.
\]

We observe that there exists \( L' > 0 \) depending on the constant \( L > 0 \) of Definition 2.1 (\( \alpha \)) and the dimension \( d \) such that for any \( x = (x_1, \ldots, x_d) \in \mathbb{C}^d \):
\[
\omega(x) \leq L' \omega(|x|_\infty) + L' \leq L' \omega(x) + L',
\]
where \( |x|_\infty := \max(|x_1|, \ldots, |x_d|) \). Moreover, as in [5, Lemma 1.2], if \( x, y \in \mathbb{C}^d \), then
\[
\omega(x + y) \leq L(\omega(x) + \omega(y) + 1). \tag{2.2}
\]

We will assume without loss of generality that \( \omega|_{[0,1]} \equiv 0 \), which gives some useful properties (see [3]). For instance, we have
\[
\omega((x)) = \omega(\sqrt{1 + |x^2|}) \leq \omega(1 + |x|) \leq L(\omega(x) + 1). \tag{2.3}
\]

We consider now property (\( \delta \)) of Definition 2.1 and define:

**Definition 2.3** The Young conjugate \( \varphi^* : [0, \infty[ \to [0, \infty[ \) of \( \varphi \) is given by
\[
\varphi^*(t) := \sup_{s \geq 0} \{ st - \varphi(s) \}.
\]

Since \( \omega|_{[0,1]} \equiv 0 \), we have \( \varphi^*(0) = 0 \). Moreover, \( \varphi^* \) is convex, the function \( \varphi^*(t)/t \) is increasing and \( \varphi^{**} = \varphi \).

It is not difficult to prove the next two results; see, for instance, [10, Lemma 1.4, Remark 1.7].
Lemma 2.4 For each \( n, k \in \mathbb{N} \) and \( t \geq 1 \), we have
\[
 t^k \leq e^{n\phi^*(\frac{t}{n})}e^{n\omega(t)},
\]
(2.4)
\[
 \inf_{j \in \mathbb{N}_0} t^{-j} e^{k\phi^*(\frac{j}{k})} \leq e^{-k\omega(t)+\log(t)}.
\]
(2.5)

Proposition 2.5 If a weight function \( \omega \) satisfies \( \omega(t) = o(t^a) \) as \( t \to +\infty \) for some constant \( 0 < a \leq 1 \), for every \( B > 0 \) and \( \lambda > 0 \), there exists a constant \( C > 0 \) such that
\[
 B^n n! \leq Ce^{\lambda \phi^*(\frac{n}{\lambda})}, \quad n \in \mathbb{N}_0.
\]

It is an exercise to see that:

Lemma 2.6 For every \((x, y) \in \mathbb{R}^2\) we have
\[
 (x - y) \leq \sqrt{2}((x, y)).
\]

From the convexity of \( \phi^* \) and the fact that \( \phi^*(0) = 0 \) we have (see, for instance, [10, Lemma 1.3])

Lemma 2.7 (1) Let \( L > 0 \) be such that \( \omega(et) \leq L(\omega(t) + 1) \) (this is possible from Definition 2.1(\( \alpha \))). We have
\[
 \lambda Ln\phi^*(\frac{y}{\lambda L^n}) + ny \leq \lambda \phi^*(\frac{y}{\lambda}) + \lambda \sum_{j=1}^{n} L^j,
\]
(2.6)
for every \( y \geq 0, \lambda > 0 \) and \( n \in \mathbb{N} \).

(2) For all \( s, t, \lambda > 0 \), we have
\[
 2\lambda \phi^*(\frac{s + t}{2\lambda}) \leq \lambda \phi^*(\frac{s}{\lambda}) + \lambda \phi^*(\frac{t}{\lambda}).
\]

The following lemma is taken from [10, Lemma 1.5 (2)]:

Lemma 2.8 If \( \frac{k}{N}\phi^*(\frac{N}{k}) \leq \log(t) \leq \frac{k}{N+1}\phi^*(\frac{N+1}{k}) \), then
\[
 t^{-N} e^{2k\phi^*(\frac{k}{N})} \leq e^{-k\omega(t)+\log(t)}.
\]

It is not difficult to see the following

Lemma 2.9 Let \( 0 < a \leq 1 \) be a constant and let \( \omega \) and \( \sigma \) be weight functions. Then:

(1) If \( \omega(t^\frac{1}{a}) = o(\sigma(t)) \) as \( t \to \infty \), for all \( \lambda, \mu > 0 \) there exists \( C := C_{\lambda, \mu} > 0 \) such that
\[
 \lambda \phi^*_\sigma\left(\frac{j}{\lambda}\right) \leq C + \mu \phi^*_\omega\left(\frac{j}{\mu}\right), \quad j \in \mathbb{N}_0.
\]

(2) If \( \omega(t^\frac{1}{a}) = O(\sigma(t)) \) as \( t \to \infty \), there is \( C > 0 \) such that for each \( \lambda > 0 \),
\[
 \lambda \phi^*_\sigma\left(\frac{j}{\lambda}\right) \leq C + a \lambda C \phi^*_\omega\left(\frac{j}{\lambda C}\right), \quad j \in \mathbb{N}_0.
\]
We consider also the Fourier transform of \( u \in L^1(\mathbb{R}^d) \) denoted by
\[
\mathcal{F}(u)(\xi) = \hat{u}(\xi) := \int_{\mathbb{R}^d} u(x) e^{-i(x, \xi)} \, dx, \quad \xi \in \mathbb{R}^d,
\]
with standard extensions to more general spaces of functions and distributions. We will work in the global spaces of ultradifferentiable functions and ultradistributions as defined by Björk [2]:

**Definition 2.10** For a weight \( \omega \) as in Definition 2.1 we define \( S_\omega(\mathbb{R}^d) \) as the set of all \( u \in L^1(\mathbb{R}^d) \) such that \( u \) and its Fourier transform \( \hat{u} \) belong to \( C^\infty(\mathbb{R}^d) \) and

(i) for each \( \lambda > 0 \) and \( \alpha \in \mathbb{N}_0^d \),
\[
\sup_{x \in \mathbb{R}^d} e^{\lambda \omega(x)} |D^\alpha u(x)| < +\infty,
\]

(ii) for each \( \lambda > 0 \) and \( \alpha \in \mathbb{N}_0^d \),
\[
\sup_{\xi \in \mathbb{R}^d} e^{\lambda \omega(\xi)} |D^\alpha \hat{u}(\xi)| < +\infty.
\]

As usual, the corresponding dual space is denoted by \( S_\omega'(\mathbb{R}^d) \) and is the set of all the linear and continuous functionals \( u : S_\omega(\mathbb{R}^d) \to \mathbb{C} \). We say that an element of \( S_\omega'(\mathbb{R}^d) \) is an \( \omega \)-temperate ultradistribution.

Now, we give a useful characterization of \( S_\omega(\mathbb{R}^d) \). See [3] for an exhaustive characterization of the space \( S_\omega(\mathbb{R}^d) \) in terms of seminorms.

**Lemma 2.11** If \( f \in S(\mathbb{R}^d) \), then \( f \in S_\omega(\mathbb{R}^d) \) if and only if for every \( \lambda, \mu > 0 \) there is \( D_{\lambda, \mu} > 0 \) such that for all \( \alpha \in \mathbb{N}_0^d \) and \( x \in \mathbb{R}^d \), we have
\[
|D^\alpha f(x)| \leq D_{\lambda, \mu} e^{\lambda \omega(x)} e^{-\mu \omega(x)}, \tag{2.7}
\]

**Proof** If \( f \in S_\omega(\mathbb{R}^d) \), by [3, Theorem 4.8] we have that for all \( \lambda, \mu > 0 \) there exists \( C_{\lambda, \mu} > 0 \) such that
\[
\sup_{x \in \mathbb{R}^d} |x^\beta D^\alpha f(x)| \leq C_{\lambda, \mu} e^{\lambda \omega(x)} e^{\mu \omega(x)}, \quad \alpha, \beta \in \mathbb{N}_0^d. \tag{2.8}
\]

We fix \( \beta = (\beta_1, \ldots, \beta_d) \in \mathbb{N}_0^d \) and \( x = (x_1, \ldots, x_d) \in \mathbb{R}^d \). Assume w.l.o.g. that \( |x_1| = |x|_\infty \geq 1 \). We have
\[
|x^\beta D^\alpha f(x)| = |x_1|^{\beta_1} \cdots |x_d|^{\beta_d} |D^\alpha f(x)| \leq |x_1|^{\beta_1 + \cdots + \beta_d} |D^\alpha f(x)| = |x^{\tilde{\beta}} D^\alpha f(x)|,
\]
where \( \tilde{\beta} = (\beta_1 + \cdots + \beta_d, 0, \ldots, 0) \in \mathbb{N}_0^d \) and, obviously, \( |\tilde{\beta}| = |\beta| \). We apply our hypothesis (2.8) to \( \alpha \) and \( \tilde{\beta} \) to obtain
\[
|x_1|^{\beta_1 + \cdots + \beta_d} |D^\alpha f(x)| = |x^{\tilde{\beta}} D^\alpha f(x)| \leq C_{\lambda, \mu} e^{\lambda \omega(x)} e^{\mu (L' + 1) \omega(x)} \tag{2.9}
\]
for a positive constant \( C_{\lambda, \mu} \) where \( L' > 0 \) is the constant of (2.1). Now, we put \( j := \beta_1 + \cdots + \beta_d = |\beta| \in \mathbb{N}_0 \) in formula (2.9) to obtain, by (2.5) and (2.1),
\[
|D^\alpha f(x)| \leq C_{\lambda, \mu} e^{\lambda \omega(x)} \left( \inf_{j \in \mathbb{N}_0} |x_1|^{-j} e^{(\mu L') \omega(x)} \frac{|x|}{\mu L' + 1} \right)
\leq C_{\lambda, \mu} e^{\lambda \omega(x)} e^{-\mu (L' + 1) \omega(x)} + \log |x_1|
\leq C_{\lambda, \mu}' e^{\lambda \omega(x)} e^{-\mu L' \omega(x)} \leq e^{\mu L' C_{\lambda, \mu}' e^{\lambda \omega(x)} e^{-\mu \omega(x)}}, \tag{2.10}
\]
for some new constant \( C_{\lambda, \mu}' > 0 \).
Conversely, by (2.4), for $|x| \geq 1$ and any $\mu > 0$, we have $|x^\beta| \leq |x| |\beta| \leq e^{\mu \phi^* (\frac{|x|}{\mu})} e^{\mu \omega(x)}$. Thus, by our hypothesis (2.7), for each $\alpha, \beta \in \mathbb{N}_0^d$ and $x \in \mathbb{R}^d$, we get

$$|x^\beta D^\alpha f(x)| \leq |x| |\beta| |D^\alpha f(x)| \leq D_{\lambda, \mu} e^{\lambda \phi^* (\frac{|x|}{\lambda})} e^{\mu \phi^* (\frac{|x|}{\mu})},$$

which concludes the proof. \hfill $\square$

**Remark 2.12** For $\lambda > 0$, we denote for $f \in S_\omega(\mathbb{R}^d)$,

$$|f|_\lambda := \sup_{\alpha \in \mathbb{N}_0^d} \sup_{x \in \mathbb{R}^d} |D^\alpha f(x)| e^{-\lambda \phi^* (\frac{|x|}{\lambda})} e^{\lambda \omega(x)},$$

which is a seminorm. Observe that for any $x \in \mathbb{R}^d$, $\lambda > 0$ and $\alpha \in \mathbb{N}_0^d$, we have

$$|D^\alpha f(x)| = |D^\alpha f(x)| e^{-\lambda \phi^* (\frac{|x|}{\lambda})} e^{\lambda \omega(x)} \leq |f|_\lambda e^{\lambda \phi^* (\frac{|x|}{\lambda})} e^{-\lambda \omega(x)}.$$

By Lemma 2.11, $\{\cdot, |.|_\lambda\}_{\lambda>0}$ is a fundamental system of seminorms in the class $S_\omega(\mathbb{R}^d)$.

We write $P(\xi, r)$ for the polydisc of center $\xi = (\xi_1, \ldots, \xi_d) \in \mathbb{C}^d$ and polyradius $r = (r_1, \ldots, r_d)$, where each $r_j$ is positive, $j = 1, \ldots, d$. That is,

$$P(\xi, r) = D(\xi_1, r_1) \times \cdots \times D(\xi_d, r_d) = \{\xi = (\xi_1, \ldots, \xi_d) \in \mathbb{C}^d : |\xi_j - \xi_j| < r_j, \ 1 \leq j \leq d\}.$$ 

And, also,

$$\partial P(\xi, r) := \{z \in \mathbb{C}^d : |z_j - \xi_j| = r_j, \ j = 1, \ldots, d\}.$$

Let us recall the following results on several complex variables.

**Theorem 2.13** (Cauchy’s integral formula for the derivatives). Let $\Omega \subset \mathbb{C}^d$ be an open set, $a \in \Omega$ and $r = (r_1, \ldots, r_d) \in \mathbb{R}^d$, $r_j > 0$ for every $j = 1, \ldots, d$ so that $P(a, r) \subset \Omega$. Let $f : \Omega \to \mathbb{C}$ be continuous and partially holomorphic. Then for all $\alpha \in \mathbb{N}_0^d$ and all $z \in P(a, r)$:

$$D^\alpha f(z) = \frac{\alpha!}{(2\pi i)^d} \int_{\partial P(a, r)} \frac{f(\xi)}{(\xi - z)^{\alpha+1}} d\xi.$$

**Proposition 2.14** (Cauchy’s inequalities). Under the assumptions of Theorem 2.13, for every multi-index $\beta \in \mathbb{N}_0^d$, the following formula holds:

$$|D^\beta f(a)| \leq \sup_{\xi \in \partial P(a, r)} \{|f(\xi)| \frac{\beta!}{r^\beta}.$$

Now, we need to introduce the following space of functions (see [5,10]). Let $\omega$ be a weight function. For an open set $\Omega \subset \mathbb{R}^d$, we define the space of ultradifferentiable functions of Beurling type in $\Omega$ as

$$\mathcal{E}(\omega)(\Omega) := \{f \in C^\infty(\Omega) : |f|_{K, \lambda} < \infty \text{ for every } \lambda > 0, \text{ and every } K \subset \Omega \text{ compact}\},$$

where

$$|f|_{K, \lambda} := \sup_{\alpha \in \mathbb{N}_0^d} \sup_{x \in K} |D^\alpha f(x)| e^{-\lambda \phi^* (\frac{|x|}{\lambda})}.$$
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We endow such space with the Fréchet topology given by the sequence of seminorms $|f|_{K_n,n}$, where $(K_n)_n$ is any compact exhaustion of $\Omega$ and $n \in \mathbb{N}$. The strong dual of $\mathcal{E}_r(\Omega)$ is the space of compactly supported ultradistributions of Beurling type and is denoted by $\mathcal{E}_r^*(\Omega)$.

The space of ultradifferentiable functions of Beurling type with compact support in $\Omega$ is denoted by $\mathcal{D}_r(\Omega)$, and it is the space of those functions $f \in \mathcal{E}_r(\Omega)$ such that its support, denoted by $\text{supp} f$, is compact in $\Omega$. Its corresponding dual space is denoted by $\mathcal{D}_r^*(\Omega)$ and it is called the space of ultradistributions of Beurling type in $\Omega$.

We also need the notion of $(\omega)$-ultradifferential operator with constant coefficients, which plays an important role in structure theorems for ultradistributions [6,15]. Let $G$ be an entire function in $\mathbb{C}^d$ with $|\log |G|| = O(\omega)$. For $\varphi \in \mathcal{E}_r(\mathbb{R}^d)$, the map $T_G : \mathcal{E}_r(\mathbb{R}^d) \rightarrow \mathbb{C}$ given by

$$T_G(\varphi) := \sum_{\alpha \in \mathbb{N}_0^d} \frac{D^\alpha G(0)}{\alpha!} D^\alpha \varphi(0)$$

defines an ultradistribution $T_G \in \mathcal{E}_r^*(\mathbb{R}^d)$ with support equal to $\{0\}$. The convolution operator $G(D) : \mathcal{D}_r^*(\mathbb{R}^d) \rightarrow \mathcal{D}_r^*(\mathbb{R}^d)$ defined by $G(D)(\mu) = T_G * \mu$ is said to be an ultradifferential operator of $(\omega)$-class.

The following result is due to Langenbruch [16, Corollary 1.4]. It shows the existence of entire functions with prescribed exponential growth (cf. [6, Theorem 7]).

**Theorem 2.15** Let $\omega : [0, \infty[ \rightarrow [0, \infty[ \rightarrow [0, \infty[ \rightarrow [0, \infty[ \rightarrow \mathbb{C}$ be a continuous and increasing function satisfying the conditions $(\alpha),(\gamma)$ and $(\delta)$ of Definition 2.1. Then there exist an even function $f \in \mathcal{H}(\mathbb{C})$ and $C_1, C_2, C_3 > 0$ such that

1) $|\log |f(\cdot)|| \leq \omega(z) + C_1, \quad z \in \mathbb{C}$;

2) $|\log |f(\cdot)|| \geq C_2 \omega(z), \quad \text{for } z \in U := \{ z \in \mathbb{C} : |\text{Im } z| \leq C_3(|\text{Re } z| + 1) \}$.

From this result we deduce the analogous statement for several variables.

**Theorem 2.16** Let $\omega$ satisfy the hypotheses of Theorem 2.15. Then there are a function $G \in \mathcal{H}(\mathbb{C}^d)$ and some constants $C_1, C_2, C_3, C_4 > 0$ such that

1) $|\log |G(z)|| \leq \omega(z) + C_1, \quad z \in \mathbb{C}^d$;

2) $|\log |G(z)|| \geq C_2 \omega(z) - C_4, \quad \text{for } z \in \tilde{U} := \{ z \in \mathbb{C}^d : |\text{Im } z| \leq C_3(|\text{Re } z| + 1) \}$.

**Proof** By Theorem 2.15, there exist an even function $f \in \mathcal{H}(\mathbb{C})$ and strictly positive constants $C_1, C_2, C_3$ such that

$$|\log |f(\cdot)|| \leq \omega(z) + C_1, \quad z \in \mathbb{C};$$

$$|\log |f(\cdot)|| \geq C_2 \omega(z), \quad \text{for } z \in U := \{ z \in \mathbb{C} : |\text{Im } z| \leq C_3(|\text{Re } z| + 1) \}. \quad (2.11)$$

Since $f$ is even,

$$f(z) = \sum_{n=0}^{\infty} a_n z^{2n}$$

for some $(a_n)_{n=0}^{\infty} \subseteq \mathbb{C}$. We observe that $|\log |f(0)|| \geq 0$ by formula $(2.12)$, and then, $a_0$ is not zero. Now, for a fixed $z = (z_1, \ldots, z_d) \in \mathbb{C}^d \setminus \{0\}$, we set $w = \sqrt{z_1^2 + \cdots + z_d^2}$ (here we consider a square root for which $w$ is well defined) and define

$$G(z) = \sum_{n=0}^{\infty} a_n (z_1^2 + \cdots + z_d^2)^n = f(w).$$
$G$ is well defined and entire, according to the properties of $f$. Observe that, since $w = \sqrt{z_1^2 + \cdots + z_d^2} \in \mathbb{C}$, we have, by (2.11),

$$\log |G(z)| = \log |f(w)| \leq \omega(w) + C_1.$$ 

This proves condition $i'$, since

$$\omega(w) = \omega(|w|) \leq \omega(\sqrt{|z_1^2 + \cdots + z_d^2|}) = \omega(z).$$

On the other hand, to prove $ii')$, first we observe that for a small enough $0 < \varepsilon < 1$, $|\text{Im}(z)| < \varepsilon |\text{Re}(z)|$ implies that $w \in U$. Therefore, by (2.12), we deduce

$$\log |G(z)| = \log |f(w)| \geq C_2 \omega(\sqrt{z_1^2 + \cdots + z_d^2}) = C_2 \omega(\sqrt{|z_1^2 + \cdots + z_d^2|}),$$

(2.13) if $|\text{Im}(z)| < \varepsilon |\text{Re}(z)|$. Now, from Definition 2.1($\omega$) and by the continuity of $G$, it is easy to see that there are constants $C_2, C_3, C_4 > 0$ such that

$$\log |G(z)| \geq C_2 \omega(z) - C_4,$$

(2.14) for $|\text{Im}(z)| \leq C_3(|\text{Re}(z)| + 1)$.

**Proposition 2.17** Let $G \in \mathcal{H}(\mathbb{C}^d)$ be the function obtained in Theorem 2.16. Then the function $q(\xi) := \frac{1}{G(\xi)}$, $\xi \in \mathbb{R}^d$, satisfies

$$|D^\beta q(\xi)| \leq C |\beta|! R^{-|\beta|} e^{-K \omega(\xi)},$$

(2.15) for some constants $C, K, R > 0$ and every multi-index $\beta \in \mathbb{N}_0^d$ and every $\xi \in \mathbb{R}^d$.

**Proof** First, we observe that if we take the polyradius $r = (R, \ldots, R) \in \mathbb{R}_+^d$, with $R \leq \frac{1}{\sqrt{d}} C_3$ then the polydisc $P(\xi, r)$ satisfies

$$P(\xi, r) \subseteq \widetilde{U} := \{z \in \mathbb{C}^d : |\text{Im}(z)| \leq C_3(|\text{Re}(z)| + 1)\},$$

where $\widetilde{U}$ and $C_3 > 0$ are taken from Theorem 2.16 $ii')$.

Now, we fix a multi-index $\beta \in \mathbb{N}_0^d$. By taking $\widetilde{C} = \exp\{C_4\}$, where $C_4 > 0$ comes from Theorem 2.16, and Cauchy’s inequalities, we have

$$|D^\beta q(\xi)| \leq \frac{\beta!}{r^{|\beta|}} \sup_{\xi \in \partial P(\xi, r)} |q(\xi)| \leq \frac{\widetilde{C} \beta!}{r^{|\beta|}} \sup_{\xi \in \partial P(\xi, r)} e^{-C_2 \omega(\xi)}.$$ 

Now, since the weight $\omega$ is increasing and satisfies ($\omega$), it is not difficult to see that

$$-C_2 \omega(\xi) \leq -K \omega(\xi) + A,$$

where $K, A > 0$ only depend on $C_2, C_3$, the weight $\omega$ and the dimension $d$. Moreover, $r^{|\beta|} = R^{|\beta|}$, so we obtain (2.15) for $\xi \in \mathbb{R}^d$, which finishes the proof.

In what follows, we will consider a suitable power of the function of Proposition 2.17. The following result can be proved in the same way.

**Corollary 2.18** For $n \in \mathbb{N}$, let $G^n$ denote the $n$-th power of the entire function $G$ of Proposition 2.17. Then $q^n = G^{-n}$ satisfies

$$|D^\beta q^n(\xi)| \leq C^n |\beta|! R^{-|\beta|} e^{-n K \omega(\xi)},$$

(2.16) for the same constants $C, K, R > 0$ from Proposition 2.17 and for every $\beta \in \mathbb{N}_0^d$ and $\xi \in \mathbb{R}^d$. 

\(\square\) Springer
Moreover, we see that there is a constant $C > 0$ such that
\[
|D^\alpha G(0)| \leq \alpha! e^{C_{p^*}|\alpha| (\pi^d / 1)},
\] (2.17)
for all $\alpha \in \mathbb{N}_0^d$. To prove this, we fix $r = (R, \ldots, R) \in \mathbb{R}_+^d$ with $R > 0$ and $\alpha \in \mathbb{N}_0^d$. By Cauchy's integral formula we obtain
\[
D^\alpha G(0) = \frac{\alpha!}{(2\pi i)^d} \int_{\partial P(0, r)} G(\xi) \frac{d\xi}{\xi^{\alpha+(1,...,1)}}.
\]
Hence,
\[
|D^\alpha G(0)| \leq \frac{\alpha!}{(2\pi)^d} \frac{R^d}{R^{|\alpha|+d}} \max_{\xi \in \partial P(0, r)} |G(\xi)| \leq \frac{\alpha!}{R^{|\alpha|}} e^{o(R)} + C_1,
\]
where $C_1 > 0$ comes from $i'$ of Theorem 2.16. Besides, we have
\[
\inf_{R > 0} \left\{ R^{-|\alpha|} e^{o(R)} \right\} = \left( \sup_{R > 0} \left\{ R^{|\alpha|} e^{-o(R)} \right\} \right)^{-1} \leq \left( \sup_{s > 0} \left\{ e^{s|\alpha|} e^{-\varphi(s)} \right\} \right)^{-1} = e^{\varphi^*(|\alpha|)}.
\]
This implies
\[
|D^\alpha G(0)| \leq \alpha! e^{C_{1}-\varphi^*(|\alpha|)}.
\]

Then, we can take $C := \max\{C_1, 1\}$ to obtain (2.17).

Since $G$ is entire, we can write $G(z) = \sum_{\alpha \in \mathbb{N}_0^d} a_{\alpha} z^\alpha$, $z \in \mathbb{C}^d$, for some sequence $(a_{\alpha})_{\alpha \in \mathbb{N}_0^d} \subseteq \mathbb{C}$. Hence, we also have
\[
|a_{\alpha}| \leq e^{C} e^{-C_{\varphi^*}(|\alpha| / \pi^d)}, \quad \alpha \in \mathbb{N}_0^d.
\] (2.18)
If $n \in \mathbb{N}$ and we consider the $n$-th power of $G$, $G^n$, we also have $G^n(z) = \sum_{\alpha \in \mathbb{N}_0^d} b_{\alpha} z^\alpha$, $z \in \mathbb{C}^d$, for some sequence $(b_{\alpha})_{\alpha \in \mathbb{N}_0^d} \subseteq \mathbb{C}$; proceeding as before we can see that
\[
|b_{\alpha}| \leq e^{nC} e^{-nC_{\varphi^*}(|\alpha| / \pi^d)}, \quad \alpha \in \mathbb{N}_0^d.
\] (2.19)

### 3 Pseudodifferential operators

Following Prangoski [18] and Shubin [20] we state our definition of global symbol and global amplitude. In what follows, $m \in \mathbb{R}$ and $0 < \rho \leq 1$.

**Definition 3.1** A symbol in $G^m_{\rho, \omega}$ is a function $p(x, \xi) \in C^\infty(\mathbb{R}^{2d})$ such that for all $n \in \mathbb{N}$, there exists $C_n > 0$ with
\[
\left| D^{\alpha}_x D^{\beta}_\xi p(x, \xi) \right| \leq C_n \frac{1}{(x, \xi)^{\rho|\alpha+\beta|}} e^{n\rho \varphi^*(|\alpha+\beta| / \pi^d)} e^{m\omega(x)} e^{m\omega(\xi)},
\]
for all $(x, \xi) \in \mathbb{R}^{2d}$ and $(\alpha, \beta) \in \mathbb{N}_0^d$.

**Definition 3.2** An amplitude in $G^{\infty}_{\rho, \omega}$ is a function $a(x, y, \xi) \in C^\infty(\mathbb{R}^{3d})$ such that for all $n \in \mathbb{N}$ there exists $C_n > 0$ with
\[
\left| D^{\alpha}_x D^{\beta}_y D^{\gamma}_\xi a(x, y, \xi) \right| \leq C_n \frac{(x - y)^{\rho|\alpha+\beta+\gamma|}}{(x, y, \xi)^{\rho|\alpha+\beta+\gamma|}} e^{n\rho \varphi^*(|\alpha+\beta+\gamma| / \pi^d)} e^{m\omega(x)+\omega(y)+\omega(\xi))},
\]
for all \((x, y, \xi) \in \mathbb{R}^d\) and \((\alpha, \beta, \gamma) \in \mathbb{N}_0^d\).

We define the pseudodifferential operators for amplitudes as in Definition 3.2 using oscillatory integrals. Let \(\chi \in \mathcal{S}_\omega(\mathbb{R}^{2d})\) be such that \(\chi(0, 0) = 1\). We consider for \(f \in \mathcal{S}_\omega(\mathbb{R}^d)\) the double integral

\[
A_{\delta, \chi}(f)(x) := \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} e^{i(x-y)\xi} a(x, y, \xi) \chi(\delta x, \delta \xi) f(y) dy d\xi.
\]

We will see that \(A_{\delta, \chi}(f)\) converges for every \(f \in \mathcal{S}_\omega(\mathbb{R}^d)\) when \(\delta \to 0\), defining a linear and continuous operator \(A : \mathcal{S}_\omega(\mathbb{R}^d) \to \mathcal{S}_\omega(\mathbb{R}^d)\) given by the iterated integral

\[
A(f) = \int_{\mathbb{R}^d} \left( \int_{\mathbb{R}^d} e^{i(x-y)\xi} a(x, y, \xi) f(y) dy \right) d\xi, \quad f \in \mathcal{S}_\omega(\mathbb{R}^d).
\]

**Proposition 3.3** Let \(\chi \in \mathcal{S}_\omega(\mathbb{R}^{2d})\). Then, for any function \(f \in \mathcal{S}_\omega(\mathbb{R}^d)\), the sequence \((A_{\frac{1}{n}, \chi}(f))_{n \in \mathbb{N}}\) as in (3.1) is a Cauchy sequence in \(\mathcal{S}_\omega(\mathbb{R}^d)\).

**Proof** We consider the family of seminorms of Remark 2.12. We show that, for any \(f \in \mathcal{S}_\omega(\mathbb{R}^d)\) and \(\lambda > 0\),

\[
|A_{\frac{1}{k}, \chi}(f) - A_{\frac{1}{l}, \chi}(f)|_\lambda
\]

goes to zero when \(l, k\) tend to infinity.

To this aim, we fix \(\beta \in \mathbb{N}^d_0\) and \(x \in \mathbb{R}^d\), and calculate

\[
D^\beta_x \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} e^{i(x-y)\xi} a(x, y, \xi) \left( \chi(\frac{1}{k} x, \frac{1}{k} \xi) - \chi(\frac{1}{l} x, \frac{1}{l} \xi) \right) f(y) dy d\xi
\]

\[
= \sum_{\beta_1 + \beta_2 + \beta_3 = \beta} \frac{\beta!}{\beta_1! \beta_2! \beta_3!} \int_{\mathbb{R}^{2d}} e^{i(x-y)\xi} \xi^\beta_1 D_x^{\beta_2} a(x, y, \xi) D^\beta_3_x \left( \chi(\frac{1}{k} x, \frac{1}{k} \xi) - \chi(\frac{1}{l} x, \frac{1}{l} \xi) \right) f(y) dy d\xi.
\]

(3.2)

For the ultradifferential operator \(G(D)\) and its corresponding symbol \(G(\xi)\) given in Theorem 2.16, the following formula holds for each \(n \in \mathbb{N}\):

\[
e^{i(x-y)\xi} = \frac{1}{G^n(y-x)} G^n(-D_x) \left( \frac{1}{G^n(\xi)} G^n(-D_y) e^{i(x-y)\xi} \right).
\]

(3.3)

Now, we use the notation of (2.19) and formula (3.3), and integrate by parts to obtain the following expression for the integrand of (3.2):
By (2.19), there is a constant λ > 0 such that

\[ G^n(D_x) \left( \frac{1}{G^n(y - x)} \right) \left( \frac{1}{G^n(D_y)} \right) \left( \frac{1}{G^n(y - x)} \right) \]

\[ \times D^\beta_\lambda \left( \chi \left( \frac{1}{k} x, \frac{1}{k} \xi \right) - \chi \left( \frac{1}{l} x, \frac{1}{l} \xi \right) \right) f(y) \]

= \[ e^{i(x - y)\xi} \sum_{\beta_1, \beta_2, \beta_3, \beta_4} \left( \frac{1}{G^n(\xi)} \right) \left( \frac{1}{G^n(y - x)} \right) \left( \frac{1}{G^n(D_y)} \right) \left( \frac{1}{G^n(y - x)} \right) \left( \frac{1}{G^n(D_x)} \right) \]

\[ \times \prod_{\tau \in \mathbb{N}_0} \sin \left( \frac{\pi}{2} \langle \xi \rangle \right) \left( e^{i(x - y)\xi} \right) \left( \frac{1}{G^n(\xi)} \right) \left( \frac{1}{G^n(y - x)} \right) \left( \frac{1}{G^n(D_y)} \right) \left( \frac{1}{G^n(y - x)} \right) \left( \frac{1}{G^n(D_x)} \right) \]

\[ \times \sum_{\tau \in \mathbb{N}_0} \sum_{\tau + \tau' + \tau'' = \tau, \tau \leq \beta_1} \frac{b_{\tau} b_{\tau'}}{\tau_1! \tau_2! \tau_3!} (\beta_1 - 1)! \]

\[ \times D^\beta_\lambda D^\beta_\lambda D^\beta_\lambda a(x, y, \xi) D^\beta_\lambda D^\beta_\lambda \left( \chi \left( \frac{1}{k} x, \frac{1}{k} \xi \right) \right) f(y) \]

= \[ e^{i(x - y)\xi} \sum_{\beta_1, \beta_2, \beta_3, \beta_4} \left( \frac{1}{G^n(\xi)} \right) \left( \frac{1}{G^n(y - x)} \right) \left( \frac{1}{G^n(D_y)} \right) \left( \frac{1}{G^n(y - x)} \right) \left( \frac{1}{G^n(D_x)} \right) \]

\[ \times \prod_{\tau \in \mathbb{N}_0} \sin \left( \frac{\pi}{2} \langle \xi \rangle \right) \left( e^{i(x - y)\xi} \right) \left( \frac{1}{G^n(\xi)} \right) \left( \frac{1}{G^n(y - x)} \right) \left( \frac{1}{G^n(D_y)} \right) \left( \frac{1}{G^n(y - x)} \right) \left( \frac{1}{G^n(D_x)} \right) \]

\[ \times \sum_{\tau \in \mathbb{N}_0} \sum_{\tau + \tau' + \tau'' = \tau, \tau \leq \beta_1} \frac{b_{\tau} b_{\tau'}}{\tau_1! \tau_2! \tau_3!} (\beta_1 - 1)! \]

\[ \times D^\beta_\lambda D^\beta_\lambda D^\beta_\lambda a(x, y, \xi) D^\beta_\lambda D^\beta_\lambda \left( \chi \left( \frac{1}{k} x, \frac{1}{k} \xi \right) \right) f(y) \].

Hence, \( D^\beta_\lambda \left( A_{\frac{\tau}{k}, \chi} - A_{\frac{\tau}{l}, \chi} \right) (f) \) is equal to

\[ \sum_{\tau \in \mathbb{N}_0} \sum_{\tau + \tau' + \tau'' = \tau, \tau \leq \beta_1} \frac{e!}{\tau_1! \tau_2! \tau_3!} (\beta_1 - 1)! \]

\[ \times \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} e^{i(x - y)\xi} \left( \frac{1}{G^n(\xi)} \right) \left( e^{i(x - y)\xi} \right) \left( \frac{1}{G^n(y - x)} \right) \left( \frac{1}{G^n(D_y)} \right) \left( \frac{1}{G^n(y - x)} \right) \left( \frac{1}{G^n(D_x)} \right) \]

\[ \times \sum_{\tau \in \mathbb{N}_0} \sum_{\tau + \tau' + \tau'' = \tau, \tau \leq \beta_1} \frac{b_{\tau} b_{\tau'}}{\tau_1! \tau_2! \tau_3!} (\beta_1 - 1)! \]

\[ \times D^\beta_\lambda D^\beta_\lambda D^\beta_\lambda a(x, y, \xi) D^\beta_\lambda D^\beta_\lambda \left( \chi \left( \frac{1}{k} x, \frac{1}{k} \xi \right) \right) f(y) dy d\xi. \]

Now, we fix \( \lambda > 0 \) and take \( s \geq \lambda \) and \( n \in \mathbb{N} \) to be determined. Since \( f \in S_\omega(\mathbb{R}^d) \), for the constant \( L > 0 \) of Lemma 2.7 (1) we have

\[ |D^\beta_\lambda f(y)| \leq E_s e^{-sL^3\omega(y)} e^{-sL^3\omega(y)}. \]

Moreover, by the definition of amplitude and according to Lemma 2.6 and formula (2.6), we have that there is a constant \( E_s > 0 \) depending on \( s \) such that

\[ |D^\beta_\lambda D^\beta_\lambda D^\beta_\lambda a(x, y, \xi)| \leq E_s \left( \frac{|x - y|}{(x, \xi)} \right)^{\beta_1 + \beta_2 + \beta_3 + \beta_4} \]

\[ \leq E_s \sqrt{2^{\beta_1 + \beta_2 + \beta_3 + \beta_4}} \left( \frac{|x|}{(x, \xi)} \right)^{\beta_1 + \beta_2 + \beta_3 + \beta_4} \]

\[ \leq E_s \sqrt{2^{\beta_1 + \beta_2 + \beta_3 + \beta_4}} \left( \frac{|x|}{(x, \xi)} \right)^{\beta_1 + \beta_2 + \beta_3 + \beta_4}. \]

By (2.4) and (2.3), we also obtain

\[ |\xi|^{\beta_1 - \tau_1} \leq C_1 e^{L^3\omega(\xi)} |\xi|^{\beta_1 - \tau_1} \leq C_1 e^{L^3\omega(\xi)} |\xi|^{\beta_1 - \tau_1}. \]

By (2.19), there is \( C_1 > 0 \) that depends only on \( G \) such that

\[ |b_\tau| \leq e^{nC_1 e^{L^3\omega(y)}}, \quad |b_\tau| \leq e^{nC_1 e^{L^3\omega(y)}}. \]
and, by Corollary 2.18 and Proposition 2.5, there are constants $C_2, C_3, C_4 > 0$ which depend only on $G$ such that

\[
\left| \frac{1}{G^n(\xi)} \right| \leq C_4^n e^{-nC_2\omega(\xi)}, \quad \text{and}
\]

\[
\left| D_{x}^{\epsilon_1} \frac{1}{G^n(y-x)} \right| \leq C_4^n e^{\epsilon_1!C_3^{-|\epsilon_1|}} e^{-nC_2\omega(y-x)} \leq C_4^n C_3 e^{sL^3\varphi^*(\frac{|\epsilon_1|}{s\epsilon})} e^{-nC_2\omega(y-x)},
\]

where $C_s > 0$ depends on $C_3$ and $s$. Finally, since $\omega(x) \leq L\omega(y-x) + L\omega(y) + L$, and (again by Proposition 2.5),

\[
\frac{\beta_1!}{(\beta_1 - \tau_1)!} \leq 2^{\beta_1}\beta_1! \leq 2^{\beta_1}C'_s e^{sL^3\varphi^*(\frac{|\epsilon_1|}{s\epsilon})},
\]

for some constant $C'_s > 0$ depending on $s$, we get

\[
\left| D_{x}^{\beta}( (A_{T,x} - A_{T,y}) (f) ) \right| (x) \leq \sum_{\epsilon, \tau \in \mathbb{N}_0^d} e^{2nC_1 e^{-nC_1\varphi^*(\frac{|\epsilon_1|}{n\epsilon})}} e^{-nC_1\varphi^*(\frac{|\tau_1|}{n\epsilon})} \times \\
\times \sum_{\epsilon_1 + \epsilon_2 = \epsilon, \tau_1 + \tau_2 = \tau, \tau_1 \leq \beta_1} \epsilon_1! \epsilon_2! \tau_1! \tau_2! \tau_1! \tau_2! \tau_3! \beta_1! \beta_2! \beta_3! 2^{\beta_1}\beta_1! C'_s \times \\
\times e^{sL^3\varphi^*(\frac{|\epsilon_1|}{s\epsilon})} \int \left| D_{x}^{\epsilon_1} D_{\xi}^{\epsilon_2} \left( \chi(\frac{1}{k}x, \frac{1}{k}\xi) - \chi(\frac{1}{l}x, \frac{1}{l}\xi) \right) \right| \times \\
\times \left[ \int C_4 e^{-nC_2\omega(\xi)} e^{\lambda L^3\varphi^*(\frac{|\beta_1|}{s\epsilon})} e^{\lambda L^4} e^{\lambda L^5\omega(\xi)} C_4 e^{sL^3\varphi^*(\frac{|\epsilon_1|}{s\epsilon})} e^{-nC_2\omega(y-x)} E_4 e^{4L^4x} E_4 e^{4L^5\varphi^*(\frac{|\epsilon_1|}{s\epsilon})} e^{-sL^3\omega(y)} dy \right] d\xi.
\]

We set

\[
n \geq \max \left\{ \frac{1}{C_2} (1 + \lambda L^4 + m), \frac{1}{C_2} (m + \lambda)L \right\}.
\]

The first one is stated in order to get

\[
e^{(m+\lambda L^4-nC_2)\omega(\xi)} \leq e^{-\omega(\xi)},
\]

and the other one to obtain

\[
e^{(mL-nC_2)\omega(y-x)} \leq e^{-\lambda L\omega(y-x)}.
\]

Moreover, we put

\[
s \geq \max \left\{ \frac{1}{L^3} (1 + \lambda L + m + mL), nC_1 \right\}.
\]

In this case, by the first inequality we obtain

\[
e^{(m+2ML-sL^3)\omega(y)} \leq e^{-\omega(y)} e^{-\lambda L\omega(y)}.
\]
According to \( \omega(x) \leq L \omega(y - x) + L \omega(y) + L \), we get
\[
e^{-\lambda L \omega(y - x)} e^{-\lambda L \omega(y)} \leq e^{\lambda L} e^{-\lambda \omega(x)}.
\]

By the mean value theorem, there exists \( c \) in the line segment between \((\frac{1}{k}x, \frac{1}{k}\xi)\) and \((\frac{1}{l}x, \frac{1}{l}\xi)\) such that
\[
|D_{\xi}^{\beta} D_{x}^{\gamma}(\chi(\frac{1}{k}x, \frac{1}{k}\xi) - \chi(\frac{1}{l}x, \frac{1}{l}\xi))| = \left| \nabla D_{\xi}^{\beta} D_{x}^{\gamma}(c) \right| \frac{1}{k} - \frac{1}{l} \left| (x, \xi) \right|
\]
\[
\leq D'_{\lambda, s} \lambda^{s \varphi}(\frac{1}{k}) + 2s L^{3} \lambda^{s \varphi}(\frac{|\beta| + \frac{3}{2sL^{3}}}{2sL^{3}}) \left| \frac{1}{k} - \frac{1}{l} \right| \left| (x, \xi) \right|,
\]
for some constant \( D'_{\lambda, s} > 0 \). Now, by Lemma 2.7, since \( s \geq \lambda \), we have
\[
2 \left| \frac{\beta_{1}}{e^{sL^{3}}} \right| e^{sL^{3} \varphi\left(\frac{|\beta_{1}|}{e^{sL^{3}}}\right)} e^{sL^{3} \varphi\left(\frac{|\beta_{2}| + \frac{3}{2sL^{3}}}{e^{sL^{3}}}\right)} \leq e^{sL^{3}} e^{sL^{3} \varphi\left(\frac{|\beta|}{e^{sL^{3}}}\right)} e^{sL^{3} \varphi\left(\frac{3}{2sL^{3}}\right)}.
\]
Since the selection of \( n \) and \( s \) depends on \( \lambda \), we get this new estimate, for a constant \( C'_{\lambda} > 0 \):
\[
|D_{\xi}^{\beta}\left((A_{\frac{1}{k}, \lambda} - A_{\frac{1}{l}, \lambda})(f)\right)(x)|
\]
\[
\leq C'_{\lambda} \left| \frac{1}{k} - \frac{1}{l} \right| \sum_{\epsilon, \tau \in \mathbb{N}_{0}^{d}} e^{-nC_{1} \varphi\left(\frac{|\epsilon|}{\tau!}\right)} e^{-nC_{1} \varphi\left(\frac{|\tau|}{\tau!}\right)}
\]
\[
\times \sum_{\epsilon_{1} + \epsilon_{2} + \epsilon_{3} = \epsilon, \tau_{1} + \tau_{2} + \tau_{3} = \tau, \tau_{1} \leq \beta_{1}, \tau_{2} \leq \beta_{2}, \tau_{3} \leq \beta_{3}} e^{e^{sL^{3}} \varphi\left(\frac{|\beta_{1}|}{e^{sL^{3}}}\right)} e^{sL^{3} \varphi\left(\frac{|\beta_{2}| + \frac{3}{2sL^{3}}}{e^{sL^{3}}}\right)} \left| x \right| e^{-\lambda \omega(x)} \left( \int e^{-\omega(y)} dy \right) \left( \int \left| \xi \right| e^{-\lambda \omega(\xi)} d\xi \right).
\]
(3.4)

Again by Lemma 2.7, using multinomial coefficients, we obtain
\[
\sum_{\epsilon_{1} + \epsilon_{2} + \epsilon_{3} = \epsilon, \tau_{1} + \tau_{2} + \tau_{3} = \tau, \tau_{1} \leq \beta_{1}, \beta_{2} + \beta_{3} = \beta} e^{e^{sL^{3}} \varphi\left(\frac{|\beta_{1}|}{e^{sL^{3}}}\right)} e^{sL^{3} \varphi\left(\frac{|\beta_{2}| + \frac{3}{2sL^{3}}}{e^{sL^{3}}}\right)} \left| x \right| e^{-\lambda \omega(x)} \left( \int e^{-\omega(y)} dy \right) \left( \int \left| \xi \right| e^{-\lambda \omega(\xi)} d\xi \right).
\]
Now, we see that the series in (3.4) converge. We treat the sum in \( \epsilon \). Since \( s \geq nC_{1} \), we have, for each \( \epsilon \in \mathbb{N}_{0}^{d} \), by (2.6),
\[
e^{-nC_{1} \varphi\left(\frac{|\epsilon|}{\tau!}\right)} e^{sL \varphi\left(\frac{|\epsilon|}{\tau!}\right)} = \left( \frac{1}{e} \right)^{|\epsilon|} e^{-nC_{1} \varphi\left(\frac{|\epsilon|}{\tau!}\right)} e^{sL \varphi\left(\frac{|\epsilon|}{\tau!}\right)}
\]
\[
\leq e^{sL} \left( \frac{1}{e} \right)^{|\epsilon|} e^{-nC_{1} \varphi\left(\frac{|\epsilon|}{\tau!}\right)} e^{s \varphi\left(\frac{|\epsilon|}{\tau!}\right)} \leq e^{sL} \left( \frac{1}{e} \right)^{|\epsilon|}.
\]
(3.5)

By formula [17, (0.3.16)], we have
\[
\# \{ \epsilon \in \mathbb{N}_{0}^{d} : |\epsilon| = j \} = \binom{j + d - 1}{d - 1}.
\]
Then, we deduce
\[
\sum_{\epsilon \in \mathbb{N}_0} \left( \frac{1}{e} \right)^{|\epsilon|} = \sum_{j=0}^{\infty} \sum_{|\epsilon| = j} \left( \frac{1}{e} \right)^j = \sum_{j=0}^{\infty} \left( \frac{1}{e} \right)^j \left( j + d - 1 \right)
\leq 2^{d-1} \sum_{j=0}^{\infty} \left( \frac{2}{e} \right)^j < +\infty.
\] (3.6)

The convergence of the series in \( \tau \) follows in the same way.

Finally, we get
\[
|D^\beta_x((A^1_{1, \chi} - A^1_{\tau, \chi})(f))(x)| \leq C_\lambda \left| \frac{1}{k} - \frac{1}{l} \right| \left( \sum_{j=0}^{\infty} \left( \frac{2}{e} \right)^j \right)^2 e^{\lambda \phi^*(|\beta|)}
\times |x| e^{-\lambda \omega(x)} \left( \int e^{-\omega(y)} dy \right) \left( \int |\xi| e^{-\omega(\xi)} d\xi \right),
\] (3.7)

for some constant \( C_\lambda > 0 \) depending on \( \lambda \).

From (3.7) we conclude that
\[
\left| (A^1_{1, \chi} - A^1_{\tau, \chi})(f) \right|_\lambda \rightarrow 0, \text{ as } k, l \rightarrow +\infty,
\]
for each \( \lambda > 0 \) and, hence, \( \{A^1_{1, \chi}(f)\}_{n \in \mathbb{N}} \) is a Cauchy sequence in \( S_\omega(\mathbb{R}^d) \).

\[\square\]

**Lemma 3.4** Given an amplitude \( a(x, y, \xi) \in GA^m_{p, \omega} \) and \( f \in S_\omega(\mathbb{R}^d) \), for each \( \lambda > 0 \) there is \( C_\lambda > 0 \) such that for all \( x, \xi \in \mathbb{R}^d \), we have
\[
\left| \int_{\mathbb{R}^d} e^{i(x-y)\xi} a(x, y, \xi) f(y) dy \right| \leq C_\lambda e^{-\lambda \omega(\xi)} e^{m\omega(x)}.
\]

**Proof** We follow the ideas of the proof of Proposition 3.3 and use a suitable integration by parts in the integral
\[
\int_{\mathbb{R}^d} e^{i(x-y)\xi} a(x, y, \xi) f(y) dy.
\] (3.8)

Here, we consider the formula
\[
e^{i(x-y)\xi} = \frac{1}{G(\xi)} G(-D_y) e^{i(x-y)\xi},
\]
which is also true for a suitable power of \( G(D) \), say \( G^n(D) \), with \( n \in \mathbb{N} \) to be determined. Integration by parts yields that the integrand in (3.8) is equal to
\[
e^{i(x-y)\xi} \frac{1}{G^n(\xi)} G^n(D_y) \left( a(x, y, \xi) f(y) \right)
= e^{i(x-y)\xi} \frac{1}{G^n(\xi)} \sum_{\tau \in \mathbb{N}_0^d} b_\tau \sum_{\tau_1 + \tau_2 = \tau} \tau_1! \tau_2! D_y^{\tau_1} a(x, y, \xi) D_{\xi}^{\tau_2} f(y).
\]
Now, proceeding in a similar way to that of Proposition 3.3 we get the conclusion. \( \square \)

Applying the definition of amplitude we show the following
Lemma 3.5 Given an amplitude \( a(x, y, \xi) \in G^m_{\rho, \omega} \) and \( \chi \in \mathcal{S}_\omega(\mathbb{R}^{2d}) \), we denote
\[
K(x, y) := \int_{\mathbb{R}^d} e^{i(x-y)\xi} a(x, y, \xi) \chi(x, \xi) d\xi.
\]
We have
a) \( K(x, y) \in \mathcal{S}_\omega(\mathbb{R}^{2d}) \).
b) The linear operator \( T : \mathcal{S}_\omega(\mathbb{R}^d) \to \mathcal{S}_\omega(\mathbb{R}^d) \) given by \( T(f)(x) = \int K(x, y) f(y) dy \) is continuous.

Remark 3.6 If the function \( \chi \in \mathcal{S}_\omega(\mathbb{R}^d) \) only depends on \( \xi \), we do not obtain a) \( K \in \mathcal{S}_\omega(\mathbb{R}^{2d}) \) in the lemma above, but this weaker condition: For every \( \lambda > 0 \) there is \( C_\lambda > 0 \) such that for every \( \alpha, \beta \in \mathbb{N}_0^d \) and every \( x, y \in \mathbb{R}^d \), the function \( K \in C^\infty(\mathbb{R}^{2d}) \) and satisfies
\[
|D_\alpha^x D_\beta^y K(x, y)| \leq C_\lambda e^{\lambda|\alpha| + \mu|\beta|} e^{n\omega(y)}.
\]
However, this is also sufficient to have that the integral operator \( T(f)(x) = \int K(x, y) f(y) dy \) is continuous.

Proof of Lemma 3.5 a) We fix \( \alpha, \beta \in \mathbb{N}_0^d \) and calculate
\[
D_\alpha^x D_\beta^y K(x, y) = \sum_{\alpha_1 + \alpha_2 + \alpha_3 = \alpha, \beta_1 + \beta_2 = \beta} \frac{\alpha!}{\alpha_1! \alpha_2! \alpha_3!} \frac{\beta!}{\beta_1! \beta_2!} (-1)^{\beta_1}
\times \int e^{i(x-y)\xi} \xi^{\alpha_1 + \beta_1} D_\alpha^2 D_\beta^2 a(x, y, \xi) D_\beta^3 \chi(x, \xi) d\xi.
\]
As in Proposition 3.3, we perform a suitable integration by parts with the formula
\[
e^{i(x-y)\xi} = \frac{1}{G^n(y-x)} G^n(-D_\xi) e^{i(x-y)\xi},
\]
for some power \( n \in \mathbb{N} \), to be determined, of the ultradifferential operator given in Theorem 2.16. From now on, the proof follows the lines of that of Proposition 3.3.
b) First, we observe that for \( f \in \mathcal{S}_\omega(\mathbb{R}^d) \), since \( \psi^*(0) = 0 \), we have, for any \( \mu > 0 \),
\[
\sup_{y \in \mathbb{R}^d} |f(y)| \leq \sup_{y \in \mathbb{R}^d} |f(y)| e^{\mu \omega(y)} \leq \sup_{\beta \in \mathbb{N}_0^d} \sup_{y \in \mathbb{R}^d} |f^{(\beta)}(y)| e^{-\mu \psi^*(\frac{|\beta|}{m})} e^{\mu \omega(y)} = |f|_{\mu},
\]
being \( |\cdot|_{\mu} \) the seminorm defined in Remark 2.12. Now, to prove that the operator \( T \) is continuous, we differentiate under the integral sign the function \( T(f)(x) \) to obtain that for all \( \lambda > 0 \), there exists \( C_\lambda > 0 \) such that
\[
|D_\alpha^x T(f)(x)| \leq \int |D_\alpha^x K(x, y)||f(y)| dy
\]
\[
\leq C_\lambda e^{\lambda|\alpha|} e^{-\lambda \omega(x)} \int e^{-\lambda \omega(y)} |f(y)| dy \leq C_\lambda e^{\lambda|\alpha|} e^{-\lambda \omega(x)} \int e^{-\lambda \omega(y)} |f|_{\mu} \int e^{-\lambda \omega(y)} dy,
\]
for any \( \mu > 0 \), which gives the conclusion.

\[\square\]

Theorem 3.7 The operator \( A : \mathcal{S}_\omega(\mathbb{R}^d) \to \mathcal{S}_\omega(\mathbb{R}^d) \) given by the iterated integral
\[
A(f)(x) := \int_{\mathbb{R}^d} \left( \int_{\mathbb{R}^d} e^{i(x-y)\xi} a(x, y, \xi) f(y) dy \right) d\xi
\]
is well defined, linear and continuous.
Proof As in (3.1), we fix $\chi \in \mathcal{S}_0(\mathbb{R}^{2d})$ such that $\chi(0,0) = 1$. Since $\mathcal{S}_0(\mathbb{R}^d)$ is a Fréchet space, for every $f \in \mathcal{S}_0(\mathbb{R}^d)$ the sequence $\{A_{1/n} \chi (f)\}_{n \in \mathbb{N}}$ converges in $\mathcal{S}_0(\mathbb{R}^d)$ by Proposition 3.3. Moreover, the operator $A_{1/n} : \mathcal{S}_0(\mathbb{R}^d) \to \mathcal{S}_0(\mathbb{R}^d)$ is linear and, by Lemma 3.5, well defined and continuous for every $n \in \mathbb{N}$. We denote by $A_\chi$ the operator given by the limit:

$$A_\chi (f) := \lim_{n \to \infty} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} e^{i(x-y)\xi} a(x, y, \xi) f(y) \chi \left( \frac{1}{n} (x, \xi) \right) dy d\xi, \quad f \in \mathcal{S}_0(\mathbb{R}^d).$$

This operator is well defined and linear from $\mathcal{S}_0(\mathbb{R}^d)$ to $\mathcal{S}_0(\mathbb{R}^d)$ by Proposition 3.3. Moreover, it is continuous by Banach-Steinhaus theorem.

Now, we prove formula (3.9) and, hence, that $I_\chi$ does not depend on the selection of $\chi \in \mathcal{S}_0(\mathbb{R}^d)$ with $\chi(0,0) = 1$. By Lemma 3.4 we have, for all $n \in \mathbb{N}$,

$$\left| \int e^{i(x-y)\xi} a(x, y, \xi) f(y) \chi \left( \frac{1}{n} x, \frac{1}{n} \xi \right) dy \right| = \left| \chi \left( \frac{1}{n} x, \frac{1}{n} \xi \right) \right| \int e^{i(x-y)\xi} a(x, y, \xi) f(y) dy \leq C_\chi e^{-\lambda_0(\xi)} e^{m_0(x)} \left( \sup_{\eta \in \mathbb{R}^{2d}} |\chi(\eta)| \right),$$

which is integrable in $\xi$. Moreover,

$$\int e^{i(x-y)\xi} a(x, y, \xi) f(y) \chi \left( \frac{1}{n} x, \frac{1}{n} \xi \right) dy \to \int e^{i(x-y)\xi} a(x, y, \xi) f(y) dy$$

pointwise on $x, \xi \in \mathbb{R}^d$ when $n$ goes to infinity. An application of Lebesgue theorem gives the conclusion. \hfill \Box

Definition 3.8 The operator $A$ given in Theorem 3.7 is called global $\omega$-pseudodifferential operator associated to the amplitude $a(x, y, \xi)$.

Remark 3.9 In the hypothesis of Proposition 3.3 we can also use a function $\chi \in \mathcal{S}_0(\mathbb{R}^d)$ which only depends on the variable $\xi$. In the same manner, Theorem 3.7 is also true if we consider $\chi \in \mathcal{S}_0(\mathbb{R}^d)$ depending only on $\xi$ that satisfies $\chi(0) = 1$. The proofs of both results follow in the same way.

The use of amplitudes permits to extend the operator to the space of ultradistributions in an easy way by duality, as we can see in the next result. We omit its proof since is similar to the one of [10, Theorem 2.5].

Proposition 3.10 The pseudodifferential operator $A : \mathcal{S}_0(\mathbb{R}^d) \to \mathcal{S}_0(\mathbb{R}^d)$ extends to a linear and continuous operator $\tilde{A} : \mathcal{S}'_0(\mathbb{R}^d) \to \mathcal{S}_0(\mathbb{R}^d)$.

As in [10, Theorem 2.5], we observe that for any pseudodifferential operator $A : \mathcal{S}_0(\mathbb{R}^d) \to \mathcal{S}_0(\mathbb{R}^d)$ with amplitude $a(x, y, \xi)$, we have that the transpose operator when restricted to $\mathcal{S}_0(\mathbb{R}^d)$, $A^t|_{\mathcal{S}_0(\mathbb{R}^d)} : \mathcal{S}_0(\mathbb{R}^d) \to \mathcal{S}_0(\mathbb{R}^d)$, is a pseudodifferential operator with amplitude $a(y, x, -\xi)$.

The proof of the next result is standard.

Proposition 3.11 Let $T : \mathcal{S}_0(\mathbb{R}^d) \to \mathcal{S}_0(\mathbb{R}^d)$ be a pseudodifferential operator. The following assertions are equivalent:

(1) $T$ has a linear and continuous extension $\overline{T} : \mathcal{S}'_0(\mathbb{R}^d) \to \mathcal{S}_0(\mathbb{R}^d)$;

(2) There exists $K(x, y) \in \mathcal{S}_0(\mathbb{R}^{2d})$ such that

$$(T\varphi)(x) = \int K(x, y)\varphi(y) dy, \quad \varphi \in \mathcal{S}_0(\mathbb{R}^d).$$
Definition 3.12. A pseudodifferential operator $T : S_{\omega}^{m}(\mathbb{R}^d) \to S_{\omega}^{m}(\mathbb{R}^d)$ that satisfies (1) or (2) of Proposition 3.11 is called $\omega$-regularizing.

Example 3.13. (a) As in [10, Example 2.11], particular cases of weight functions give known definitions of symbol classes and pseudodifferential operators. For instance, in the limit case, that we do not consider here, of $\omega(t) = \log(1 + t)$, we have $S_{\omega}^{m}(\mathbb{R}^d) = S^{m}(\mathbb{R}^d)$. In this case, with a similar argument to the one of [10, Example 2.11 (1)], by (2.3), we obtain that $a \in GA_{\rho}^{m,\omega}$ if and only if for all $\alpha, \beta, \gamma \in \mathbb{N}_0^d$ there is $C > 0$ such that

$$|D_x^\alpha D_y^\beta D_\xi^\gamma a(x, y, \xi)| \leq C \langle x - y \rangle^{\rho|\alpha + \beta + \gamma|} \langle (x, y, \xi) \rangle^{m - \rho|\alpha + \beta + \gamma|},$$

for all $x, y, \xi \in \mathbb{R}^d$. This characterization gives precisely [20, Definition 23.3] for $m' = 0$.

In the same way, using [10, Example 2.11 (2)], if $\omega(t) = t^d$ for $0 < d < 1$ is a Gevrey weight function then $a \in GA_{\rho}^{m,\omega}$ if and only if for every $\lambda > 0$ there is $C > 0$ such that

$$|D_x^\alpha D_y^\beta D_\xi^\gamma a(x, y, \xi)| \leq C \frac{- |x \cdot y|^{\rho|\alpha + \beta + \gamma|}}{(x, y, \xi)^{\rho|\alpha + \beta + \gamma|}} \lambda^{|\alpha + \beta + \gamma|} \epsilon^m((x, y, \xi))^d,$$

for all $(x, y, \xi) \in \mathbb{R}^{3d}$ and $(\alpha, \beta, \gamma) \in \mathbb{N}_0^d$. This definition of amplitude could be compared with [7, Definition 2.1], which is the corresponding definition for the Roumieu case.

Finally, it is worth to mention also that in the case when the weight function satisfies [4, Corollary 16 (3)], the classes of ultradifferentiable functions defined by weights (as in [5]) and the ones defined by sequences (as in [15]) coincide. In this situation, the definition given by Prangoski for the Beurling case in [18, Definition 1] is expected to be the same as our Definition 3.2. But, if the weight sequence $(M_p)_p$ satisfies only condition (M2) of Komatsu, as is assumed by Prangoski [18], our classes of amplitudes could differ in general from the ones given by Prangoski (see [4, Example 17]). Hence, we are treating, even only in the Beurling setting, different cases.

(b) Let $\sigma$ be a weight function and let $\omega$ be another weight function satisfying $\omega(t) = O(\sigma(t))$ as $t \to \infty$, where $0 < \rho \leq 1$. If $a(x, \xi) \in S_{\sigma}(\mathbb{R}^{2d})$, then $a(x, \xi) \in \bigcap_{m \in \mathbb{R}} GS_{\rho,\omega}^{m,\omega}$. It is enough to prove it for $m < 0$. Indeed, for every $\lambda, m' > 0$, there exists $C_{\lambda, m'} > 0$ such that

$$|D_x^\alpha D_\xi^\gamma a(x, \xi)| \leq C_{\lambda, m'} e^{-(\lambda + m') \sigma((x, \xi))} e^{-(\lambda - m') \sigma((x, \xi))},$$

for each $(x, \xi) \in \mathbb{R}^{2d}$ and $(\alpha, \beta) \in \mathbb{N}_0^{2d}$ (in the last inequality we use that $x \mapsto \varphi^*(x)/x$ is increasing). By assumption and Lemma 2.9 (2), there is $C > 0$ such that for all $\lambda > 0$ and $j \in \mathbb{N}_0$,

$$\lambda \varphi_0^\sigma \left( \frac{j}{\lambda} \right) \leq \lambda + \lambda C \frac{\rho}{1 + \rho} \varphi_0^\sigma \left( \frac{j}{\lambda C} \right).$$

By (2.4), we have

$$e^{\lambda \varphi_0^\sigma \left( \frac{j}{\lambda} \right)} e^{-(\lambda + m') \sigma((x, \xi))} \leq e^{\lambda(1 + \rho) \varphi_0^\sigma \left( \frac{j}{\lambda} \right)} e^{-\lambda \rho \varphi_0^\sigma \left( \frac{j}{\lambda} \right)} e^{-\lambda \sigma((x, \xi))} e^{-m' \sigma((x, \xi))} \leq e^{\lambda(1 + \rho) \varphi_0^\sigma \left( \frac{j}{\lambda} \right)} \sigma((x, \xi)) \leq \rho |\alpha + | \beta| e^{-m' \sigma((x, \xi))}.$$
On the other hand, it is easy to see also that \( \bigcap_{m \in \mathbb{R}} GS^m_{\rho, \omega} \subseteq S_\omega(\mathbb{R}^{2d}) \). So, we have

\[
S_\sigma(\mathbb{R}^{2d}) \subseteq \bigcap_{m \in \mathbb{R}} GS^m_{\rho, \omega} \subseteq S_\omega(\mathbb{R}^{2d}),
\]

for every pair of weights \( \omega \) and \( \sigma \) that satisfies the relation at the beginning of this example.

We observe that for weights of the type \( \omega(t) = \log^s(1 + t) \), with \( s \geq 1 \) (remember that here we do not consider the limit case \( s = 1 \)), we have \( \omega(t^{(1+\rho)/\rho}) = O(\omega(t)) \) as \( t \to \infty \) and, hence, in this particular case, we obtain

\[
S_\omega(\mathbb{R}^{2d}) = \bigcap_{m \in \mathbb{R}} GS^m_{\rho, \omega}.
\]

(c) We consider the differential operator \( P(x, D) = \sum_{|\gamma| \leq m} a_\gamma(x) D^\gamma \), where \( a_\gamma \in S_\sigma(\mathbb{R}^d) \) and \( \sigma(t) = o(t) \) as \( t \) tends to infinity. If \( \omega \) is another weight function such that \( \omega(t^{(1+\rho)/\rho}) = O(\sigma(t)) \) as \( t \) tends to infinity, by (b) it is easy to see that the corresponding symbol \( p(x, \xi) = (2\pi)^{-d} \sum_{|\gamma| \leq m} a_\gamma(x)\xi^\gamma \in GS^m_{\rho, \omega} \) is of finite order, i.e., we have polynomial growth in all the variables instead of exponential growth.

On the other hand, a linear partial differential operator with polynomial coefficients defines a global symbol of finite order in \( GS^m_{\rho, \omega} \) provided \( \omega(t^{1/\rho}) = o(t) \) as \( t \) tends to infinity.

(d) Following [10, Example 2.11 (5)], we can consider ultradifferential operators with variable coefficients and infinite order \( G(x, D) := \sum_{\alpha \in \mathbb{N}_0^d} a_\alpha(x) D^\alpha \) with \( a_\alpha \in C^\infty(\mathbb{R}^d) \) satisfying the following condition: there exists \( m \in \mathbb{N}_0 \) such that for all \( \lambda > 0 \), there is \( C_\lambda > 0 \) with

\[
|D^\beta a_\alpha(x)| \leq C_\lambda e^{\lambda r\varphi^*(\frac{|x|}{\lambda})} e^{-m \rho \varphi^*(\frac{|x|}{m})} e^{-m \varphi^*(\frac{|x|}{m})} e^{m \varphi(x)},
\]

for each \( \alpha, \beta \in \mathbb{N}_0^d \) and \( x \in \mathbb{R}^d \).

It is not difficult to show that its corresponding symbol \( p(x, \xi) := (2\pi)^{-d} \sum_{\alpha} a_\alpha(x)\xi^\alpha \) is a global symbol in \( GS^k_{\rho, \omega} \) for some \( k \geq m \).

In particular, by (2.18), the ultradifferential operators \( G(D) \) with constant coefficients defined in Section 2 are pseudodifferential operators with symbol \( G \in GS^k_{\rho, \omega} \) for some \( k > 0 \).

### 4 Symbolic calculus

In order to compose two pseudodifferential operators, we need to develop a symbolic calculus in this setting. We follow the lines of [10].

**Definition 4.1** We define \( FGS^m_{\rho, \omega} \) to be the set of all formal sums \( \sum_{j \in \mathbb{N}_0} a_j(x, \xi) \) such that \( a_j(x, \xi) \in C^\infty(\mathbb{R}^{2d}) \) and there is \( R \geq 1 \) such that for every \( n > 0 \), there exists \( D_n > 0 \) with

\[
|D^\alpha_x D^\beta_\xi a_j(x, \xi)| \leq D_n \left( \frac{1}{\langle (x, \xi) \rangle} \right)^{\rho(\langle \alpha + \beta \rangle + j)} e^{n \rho \varphi^*(\frac{|\alpha + \beta + j|}{n})} e^{m \varphi(x)} e^{m \varphi(\xi)}, \tag{4.1}
\]

for each \( j \in \mathbb{N}_0, (\alpha, \beta) \in \mathbb{N}_0^{2d} \) and \( \log \left( \frac{\langle (x, \xi) \rangle}{R} \right) \geq n \varphi^*(\frac{j}{n}) \).

We can assume that \( a_0(x, \xi) \) satisfies formula (4.1) when \( \log \left( \frac{\langle (x, \xi) \rangle}{R} \right) \geq 0 \), i.e., when \( \langle (x, \xi) \rangle \geq R \).
Let \( a \) be a symbol in \( \text{GS}^{m,\omega}_\rho \) and set \( a_0 := a \) and \( a_j = 0 \) for \( j \neq 0 \). Then, we can regard \( a \) as the formal sum \( \sum a_j \).

**Definition 4.2** Two formal sums \( \sum a_j \) and \( \sum b_j \) in \( \text{FGS}^{m,\omega}_\rho \) are said to be equivalent, which is denoted by \( \sum a_j \sim \sum b_j \), if there is \( R \geq 1 \) such that for each natural number \( n \), there exist \( D_n > 0 \), \( N_n \in \mathbb{N} \) with

\[
\left| D^\alpha_x D^\beta_\xi \sum_{j < N} (a_j - b_j) \right| \leq D_n \left( \frac{1}{\langle (x, \xi) \rangle} \right)^{\rho \left( |\alpha + \beta| + N \right)} e^{n \rho \varphi^* \left( \frac{\langle (\alpha + \beta) + N \rangle}{n} \right)} e^{m \omega(x) e^{m \omega(\xi)}} ,
\]

for every \( N \geq N_n \), \((\alpha, \beta) \in \mathbb{N}_0^{2d} \) and \( \log \left( \frac{(x, \xi)}{R} \right) \geq \frac{n}{N} \varphi^* \left( \frac{N}{n} \right) \).

We understand that a symbol \( a \in \text{GS}^{m,\omega}_\rho \) regarded as a formal sum satisfies \( a \sim 0 \) when \( \left| D^\alpha_x D^\beta_\xi a(x, \xi) \right| \) is estimated by the right-hand side of (4.2) for every \( N \geq N_n \), \((\alpha, \beta) \in \mathbb{N}_0^{2d} \) and \( \log \left( \frac{(x, \xi)}{R} \right) \geq \frac{n}{N} \varphi^* \left( \frac{N}{n} \right) \). The following proposition gives a sufficient condition for a pseudodifferential operator to be \( \omega \)-regularizing in terms of formal sums (see Definition 3.12):

**Proposition 4.3** If \( A \) is a pseudodifferential operator defined by a symbol \( a(x, \xi) \) which is equivalent to zero, then \( A \) is an \( \omega \)-regularizing operator.

**Proof** It is enough to show that \( a \in \mathcal{S}_\omega(\mathbb{R}^d) \), because [17, Proposition 1.2.1] states that operators with symbols in \( \mathcal{S}_\omega(\mathbb{R}^d) \) correspond to kernels in \( \mathcal{S}_\omega(\mathbb{R}^{2d}) \) and, by Proposition 3.11, those operators are \( \omega \)-regularizing. Since \( a \sim 0 \), there is \( R > 1 \) such that for every \( n > 0 \), there exist \( C_n > 0 \), \( N_n \in \mathbb{N} \) with

\[
\left| D^\alpha_x D^\beta_\xi a(x, \xi) \right| \leq C_n \left( \frac{1}{\langle (x, \xi) \rangle} \right)^{\rho \left( |\alpha + \beta| + N \right)} e^{8n \rho \varphi^* \left( \frac{\langle (\alpha + \beta) + N \rangle}{8n} \right)} e^{m \omega(x) e^{m \omega(\xi)}} ,
\]

for all \( N \geq N_n \), \( \log \left( \frac{\langle (x, \xi) \rangle}{R} \right) \geq \frac{8n}{N} \varphi^* \left( \frac{N}{8n} \right) \), \((\alpha, \beta) \in \mathbb{N}_0^{2d} \). We take \( 0 < \varepsilon < 1 \) and \( l \in \mathbb{N} \) so that \( \omega \left( \frac{\langle (x, \xi) \rangle}{R} \right) \geq \varepsilon \omega(t) - \frac{\varepsilon}{l} R \) and \( \log \left( \frac{\langle (x, \xi) \rangle}{R} \right) \leq l \omega(x) + l \omega(\xi) \). Observe that there exists \( N \geq N_n \) depending on \( x, \xi \) and \( R \) such that

\[
\frac{8n}{N} \varphi^* \left( \frac{N}{8n} \right) \leq \frac{2n}{N} \varphi^* \left( \frac{N}{2n} \right) \leq \log \left( \frac{\langle (x, \xi) \rangle}{R} \right) \leq \frac{2n}{N + 1} \varphi^* \left( \frac{N + 1}{2n} \right) .
\]

Now, by Lemma 2.8,

\[
\left[ \left( \frac{\langle (x, \xi) \rangle}{R} \right)^{\rho} e^{4n \varphi^* \left( \frac{N}{2n} \right)} \right]^{\rho} \leq e^{-2n \rho \omega \left( \frac{\langle (x, \xi) \rangle}{R} \right)} e^{\log \left( \frac{\langle (x, \xi) \rangle}{R} \right)} \leq e^{-2n \rho \omega \left( \frac{\langle (x, \xi) \rangle}{R} \right) + \frac{2n}{R} + l \omega(x) + l \omega(\xi)} \leq e^{-n \rho \omega(x) - n \rho \omega(\xi) + \frac{2n}{R} + l \omega(x) + l \omega(\xi)} .
\]

Therefore we obtain, since \( R \) and \( \langle (x, \xi) \rangle \) are greater than or equal to 1, by the convexity of \( \varphi^* \),

\[
\left| D^\alpha_x D^\beta_\xi a(x, \xi) \right| \leq C_{8n} \left( \frac{\langle (x, \xi) \rangle}{R} \right)^{-\rho |\alpha + \beta|} R^{-\rho N} \left( \frac{\langle (x, \xi) \rangle}{R} \right)^{-\rho N} e^{4n \rho \varphi^* \left( \frac{N}{2n} \right)} x e^{4n \rho \varphi^* \left( \frac{\langle (\alpha + \beta) + N \rangle}{4n} \right)} e^{m \omega(x) e^{m \omega(\xi)}} \leq C_{8n} e^{\frac{2n}{R}} e^{4n \varphi^* \left( \frac{\langle (\alpha + \beta) + N \rangle}{4n} \right)} e^{(m + \rho l - n \rho \varepsilon) \omega(x)} e^{(m + \rho l - n \rho \varepsilon) \omega(\xi)} .
\]

Now, it suffices to select \( n \) large enough.
We can also obtain the opposite of Proposition 4.3 for weight functions of the type \( \omega(t) = \log^s(1+t) \) for \( s \geq 1 \). Despite we do not consider in this paper \( s = 1 \), the same argument in this case works, too. We need the following lemma, which holds for any weight function \( \omega \).

**Lemma 4.4** Suppose that \( a \in \bigcap_{m \in \mathbb{R}} \text{GS}^{m, \omega}_{\rho} \). Then \( a \sim 0 \) in \( \text{FGS}^{m, \omega}_{\rho} \) for all \( m \in \mathbb{R} \).

**Proof** First, we observe that there is \( C > 0 \), which only depends on \( \omega \), such that

\[
\omega((x, \xi)) \leq C + C\omega(x) + C\omega(\xi),
\]

for all \( x, \xi \in \mathbb{R}^d \).

Now, we fix \( m \in \mathbb{R} \). By assumption, for all \( n \in \mathbb{N} \) there is \( E_n > 0 \) (which also depends on \( m \)) such that

\[
\left| D^\alpha_x D_\xi^\beta a(x, \xi) \right| \leq E_n e^{n\rho(\omega(x) + \omega(\xi))} e^{-nC\omega(x) + \omega(\xi)} e^m(\omega(x) + \omega(\xi)),
\]

for all \( x, \xi \in \mathbb{R}^d, \alpha, \beta \in \mathbb{N}_0^d \) and \( N, \beta \in \mathbb{N} \). By (4.3), we have

\[
-nC\omega(x) - nC\omega(\xi) \leq -n\omega((x, \xi)) + nC \leq -n\rho\omega((x, \xi)) + nC.
\]

Moreover, by (2.4),

\[
((x, \xi))^N e^{-n\omega((x, \xi))} \leq e^{n\rho\omega(x, \xi)}.
\]

Therefore, we obtain that for each \( n \in \mathbb{N} \) there is \( C_n > 0 \) such that

\[
\left| D^\alpha_x D_\xi^\beta a(x, \xi) \right| \leq C_n \frac{e^{n\rho\omega(x, \xi)}}{(x, \xi)^\rho(\alpha + \beta) + \rho N},
\]

for all \( x, \xi \in \mathbb{R}^d, \alpha, \beta \in \mathbb{N}_0^d \) and \( N \in \mathbb{N} \). Since the argument does not depend on \( m \in \mathbb{R} \), we have \( a \sim 0 \) in \( \text{FGS}^{m, \omega}_{\rho} \) for each \( m \in \mathbb{R} \).

**Proposition 4.5** Let \( \omega(t) = \log^s(1+t) \), for \( s \geq 1 \). If \( A \) is an \( \omega \)-regularizing operator with symbol \( a \), we have \( a \sim 0 \) in \( \text{FGS}^{m, \omega}_{\rho} \) for all \( m \in \mathbb{R} \).

**Proof** Since \( A \) is \( \omega \)-regularizing, the symbol \( a \in S_\omega(\mathbb{R}^{2d}) \) by Proposition 3.11 and [17, Proposition 1.2.1]. By the argument given in Example 3.13 (b) for weights \( \omega(t) = \log^s(1+t) \), for \( s \geq 1 \), we obtain \( a \in \bigcap_{m \in \mathbb{R}} \text{GS}^{m, \omega}_{\rho} \). Hence, Lemma 4.4 gives the conclusion.
Let \((j_n)\) be an increasing sequence of natural numbers such that \(j_n/n \to \infty\) as \(n\) tends to infinity. For each \(j_n \leq j < j_{n+1}\), we set

\[
\Psi_{j_n}(x, \xi) := 1 - \Phi\left(\frac{(x, \xi)}{A_{j_n}}\right), \quad A_{n,j} = Re\frac{\psi_n(\frac{z}{k})}{\sqrt{10}},
\]

where \(R \geq 1\) is the constant which appears in Definition 4.1. It is clear that \(A_{n,j} \leq A_{n,j}\). We observe that \((x, \xi) \in \text{supp} \Psi_{j_n}\) implies \(|(x, \xi)| > 2\) and so

\[
\langle (x, \xi) \rangle > 2A_{n,j}. \tag{4.5}
\]

Since \(\Phi \in D_\sigma(\mathbb{R}^{2d})\), for each \(k \in \mathbb{N}\) there is a constant \(C_k > 0\) such that \(|D^\alpha_xD^\beta_\xi \Phi(x, \xi)| \leq C_k e^{k\rho \varphi^*(\frac{|\alpha+\beta|}{k})}\). Now, by Lemma 2.9(2), for all \(k \in \mathbb{N}\) there is \(C_k > 0\) with

\[
|D^\alpha_xD^\beta_\xi \Psi_{j_n}(x, \xi)| = |D^\alpha_xD^\beta_\xi \Phi\left(\frac{(x, \xi)}{A_{n,j}}\right)|A^{-|\alpha+\beta|}_{n,j} \leq C_k e^{k\rho \varphi^*(\frac{|\alpha+\beta|}{k})}A^{-|\alpha+\beta|}_{n,j}, \tag{4.6}
\]

for each \((\alpha, \beta) \in \mathbb{N}_0^{2d}\) and all \(k \in \mathbb{N}\). If additionally we assume that \((x, \xi)\) is in the support of any derivative of \(\Psi_{j_n}(x, \xi)\), we have \(2 \leq |(x, \xi)| \leq 3\). This implies

\[
2A_{n,j} \leq \langle (x, \xi) \rangle \leq \sqrt{10}A_{n,j}. \tag{4.7}
\]

We obtain, from (4.6), that for all \(k \in \mathbb{N}\),

\[
|D^\alpha_xD^\beta_\xi \Psi_{j_n}(x, \xi)| \leq C_k\left(\sqrt{\langle (x, \xi) \rangle}\right)^{\rho|\alpha+\beta|} e^{k\rho \varphi^*(\frac{|\alpha+\beta|}{k})}. \tag{4.8}
\]

Hence \(\Psi_{j_n} \in \text{GS}^0_{\rho,\omega}\) (here, we apply Lemma 2.7 (1) to get rid of the constant \((\sqrt{10})^{\rho|\alpha+\beta|}\). The proof of the next results follow the lines of the one of [10, Theorem 3.7]:

**Theorem 4.6** Let \(\sum a_j\) be a formal sum in \(\text{FGS}^m_{\rho,\omega}\). Then there exists a global symbol \(a \in \text{GS}^m_{\rho,\omega}\) such that \(a \sim \sum a_j\).

**Proof** We consider the functions \(\Psi_{j,n}\) defined in (4.4). Since \(\Psi_{j,n} \neq 0\) implies that formula (4.5) holds, we also have

\[
\langle (x, \xi) \rangle^{\rho j} e^{n \rho \varphi^*(\frac{n}{j})} < (2R)^{-\rho j}. \tag{4.9}
\]

If we suppose that \((x, \xi)\) belongs to the support of any derivative of \(\Psi_{j,n}\), then formula (4.7) is satisfied. In particular, we have

\[
\log\left(\frac{\langle (x, \xi) \rangle}{\sqrt{10}R}\right) \leq \frac{n}{j} \varphi^*(\frac{j}{n}).
\]

It is not difficult to see that, by formula (4.9),

\[
|D^\alpha_xD^\beta_\xi (a_j(x, \xi) \Psi_{j,n}(x, \xi))| \leq D_n(x, \xi)^{-\rho(|\alpha+\beta|+j)} e^{2n \rho \varphi^*(\frac{|\alpha+\beta|+j}{2n})} e^{m\omega(x)} e^{m\omega(\xi)} \leq D_n(x, \xi)^{-\rho|\alpha+\beta|} e^{n \rho \varphi^*(\frac{|\alpha+\beta|}{n})} e^{m\omega(x)} e^{m\omega(\xi)} (2R)^{-\rho j}, \tag{4.10}
\]

for some constant \(D_n > 0\), for all \(j \in \mathbb{N}_0\), \((\alpha, \beta) \in \mathbb{N}_0^{2d}\) and \(\log\left(\frac{\langle (x, \xi) \rangle}{2R}\right) \geq \frac{n}{j} \varphi^*(\frac{j}{n})\). This shows that \(a_j(x, \xi) \Psi_{j,n}(x, \xi)\) is a global symbol, since \(\log\left(\frac{\langle (x, \xi) \rangle}{2R}\right) \leq \frac{n}{j} \varphi^*(\frac{j}{n})\) implies that \(\Psi_{j,n}(x, \xi) = 0\), by (4.5).
We observe that \( \sum_{j=1}^{\infty} (2R)^{-\rho j} \) is convergent, because \( R \geq 1 \). Let \((j_n)_n \) be the sequence which defines the functions \( \Psi_{j,n} \). By induction, we can take the elements of \((j_n)_n\) so that \( j_1 := 1, j_n < j_{n+1}, \frac{j_n}{n} \to \infty \) and

\[
D_{n+1} \sum_{j=j_{n+1}}^{\infty} \frac{1}{(2R)^{\rho j}} \leq \frac{D_n}{2} \sum_{j=j_n}^{j_{n+1}-1} \frac{1}{(2R)^{\rho j}}.
\]

Then it is easy to check that

\[
\overline{D}_n := D_n \sum_{j=j_n}^{j_{n+1}-1} \frac{1}{(2R)^{\rho j}}
\]

satisfies that \( \overline{D}_{n+1} \leq \frac{\overline{D}_n}{2} \).

On the other hand, it is not difficult to see that

\[
a(x, \xi) = a_0(x, \xi) + \sum_{n=1}^{\infty} \sum_{j=j_n}^{j_{n+1}-1} \Psi_{j,n}(x, \xi) a_j(x, \xi)
\]

is a global symbol in \( \text{GS}^{m, \omega}_{\rho, \omega} \).

Now, we claim that \( a \sim \sum a_j \). Assume \( \log \left( \frac{\langle (x, \xi) \rangle}{\sqrt{10R}} \right) \geq \frac{n}{N} \psi^\ast (\frac{N}{n}) \). We consider only the case \( N \geq n j_n \) (which is coherent with Definition 4.2). For all \( j \in \mathbb{N} \) there is \( k \in \mathbb{N} \) with \( j_k \leq j < j_{k+1} \). If \( k < n \), we have \( j \leq j_n (\leq N) \) and therefore

\[
\log \left( \frac{\langle (x, \xi) \rangle}{\sqrt{10R}} \right) \geq \frac{n}{N} \psi^\ast (\frac{N}{n}) \geq \frac{1}{j_n} \psi^\ast (j_n) \geq \frac{k}{j} \psi^\ast (\frac{j}{k}).
\]

In this case \( \Psi_{j,k} \equiv 1 \). If \( k \geq n \) and \( N > j \) we have

\[
\log \left( \frac{\langle (x, \xi) \rangle}{\sqrt{10R}} \right) \geq \frac{n}{N} \psi^\ast (\frac{N}{n}) \geq \frac{k}{j} \psi^\ast (\frac{j}{k}),
\]

and also \( \Psi_{j,k} \equiv 1 \). Hence, we only have to analyse the case when \( j \geq N \) and \( k \geq n \).

So, we are looking for an estimate for \( |D^\alpha_x D^\beta_\xi (\Psi_{j,k} (x, \xi) a_j (x, \xi))| \) with \( j \geq N \) and \( k \geq n \). We assume that \( \log \left( \frac{\langle (x, \xi) \rangle}{\sqrt{2R}} \right) \geq \frac{k}{j} \psi^\ast (\frac{j}{k}) \) (since, otherwise, \( \Psi_{j,k} = 0 \)). Now, we have, by the convexity of \( \psi^\ast \) and Leibniz's rule,

\[
|D^\alpha_x D^\beta_\xi (\Psi_{j,k} (x, \xi) a_j (x, \xi))| \\
\leq D_k \langle (x, \xi) \rangle^{\rho (|\alpha| + |\beta| + N)} e^{k \rho \psi^\ast (\frac{|\alpha| + |\beta| + N}{k})} \langle (x, \xi) \rangle^{\rho (j - N)} e^{k \rho \psi^\ast (\frac{j - N}{k})} e^{m_\omega (x)} e^{m_\omega (\xi)}.
\]

(4.11)

We obtain

\[
\left( \langle (x, \xi) \rangle^{-(j - N)} e^{k \rho \psi^\ast (\frac{j - N}{k})} \right) \leq (2R)^{-(j - N)},
\]

and thus, for its \( \rho \)-power also. Therefore, for \( k \geq n, j \geq N \) and the constants \((D_k)_{k \geq n}\) as in (4.10) we have

\[
|D^\alpha_x D^\beta_\xi (\Psi_{j,k} (x, \xi) a_j (x, \xi))| \\
\leq D_k \langle (x, \xi) \rangle^{\rho (|\alpha| + |\beta| + N)} e^{k \rho \psi^\ast (\frac{|\alpha| + |\beta| + N}{k})} (2R)^{-(j - N)} e^{m_\omega (x)} e^{m_\omega (\xi)}.
\]

(4.12)
Since $k \geq n$ and $j \geq N$, we get
\[
\left| D_x^\alpha D_\xi^\beta \left( a - \sum_{j < N} a_j \right) \right| \leq \sum_{k \geq n} \sum_{j = j_k, j \geq N} |D_x^\alpha D_\xi^\beta (\Psi_{jk} a_j)|. \tag{4.13}
\]

Now, $k \geq n$ also implies $k \rho \varphi^*(\frac{[\alpha + \beta]+N}{k}) \leq n \rho \varphi^*(\frac{[\alpha + \beta]+N}{n})$. Therefore, using (4.12), we can estimate (4.13) by
\[
(2R)^{\rho N} ((x, \xi))^{-\rho([\alpha + \beta]+N)} e^{m_\omega(x)} e^{m_\omega(\xi)} \sum_{k \geq n} \sum_{j = j_k, j \geq N} (2R)^{-\rho j} \sum_{j = j_k, j \geq N} (2R)^{\rho N} ((x, \xi))^{-\rho([\alpha + \beta]+N)} e^{n \rho \varphi^*(\frac{[\alpha + \beta]+N}{n})} e^{m_\omega(x)} e^{m_\omega(\xi)} \sum_{k \geq n} D_k,
\]
where $\sum_{k \geq n} D_k$ is a constant depending on $n$, which finishes the proof.

From now on, we assume that $\frac{\alpha}{n} \varphi^*(\frac{j}{n}) \geq n$ for every $j \geq j_n$. For every $n \in \mathbb{N}$, we define, for $j_n \leq j < j_{n+1}$,
\[
\varphi_j := \Psi_{j,n}, \quad \varphi_0 = 1. \tag{4.14}
\]

A simple computation gives $A_{n,j} \leq A_{n,j+1}$. Since $\varphi_j, \varphi_{j+1} \in D_{(\sigma)}(\mathbb{R}^{2d})$, we observe that the difference $\varphi_j - \varphi_{j+1}$ belongs to $D_{(\sigma)}(\mathbb{R}^{2d})$. Therefore, by (4.8), $\varphi_j - \varphi_{j+1} \in G_{\rho,\omega}^0$.

**Lemma 4.7** Let $a(x, y, \xi)$ be an amplitude in $G_{\rho,\omega}^{m,\omega}$, and let $A$ be the corresponding pseudodifferential operator. For each $u \in S_\omega(\mathbb{R}^d)$,
\[
A(u) = \sum_{j = 0}^{\infty} A_j(u)
\]
in the topology of $S_\omega(\mathbb{R}^d)$, where $A_j, j \geq 0$, is the pseudodifferential operator given by the amplitude $(\varphi_j - \varphi_{j+1})(x, \xi)a(x, y, \xi)$.

**Proof** For $j_n \leq j < j_{n+1}$, it is not difficult to see that $(\varphi_j - \varphi_{j+1})(x, \xi)a(x, y, \xi) \in G_{\rho,\omega}^{m,\omega}$. We have, for $u \in S_\omega(\mathbb{R}^d)$,
\[
\sum_{j = 0}^{\infty} A_j(u) = \lim_{N \to \infty} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} e^{i(x-y)\xi} (1 - \varphi_{N+1}(x, \xi))a(x, y, \xi)u(y)dyd\xi.
\]

Now, we observe that, for each $(x, \xi) \in \mathbb{R}^{2d}$,
\[
(1 - \varphi_{N+1})(x, \xi) = \Phi \left( \frac{(x, \xi)}{A_{N,N+1}} \right),
\]
where $\Phi \in D_{(\sigma)}(\mathbb{R}^{2d}) \subset S_\omega(\mathbb{R}^{2d})$ is like in formula (4.4). Hence, $\Phi(0, 0) = 1$. Moreover, $A_{n,N+1} \to \infty$ as $N \to \infty$. Therefore, proceeding as in the proof of Theorem 3.7 we have
\[
A(u)(x) = \lim_{N \to \infty} \int \left( \int (1 - \varphi_{N+1})(x, \xi) e^{i(x-y)\xi} a(x, y, \xi)u(y)dy \right) d\xi,
\]
and the result follows. \(\square\)
Below, we denote sometimes $S_\omega(\mathbb{R}^d)$ by $S_\omega$.

**Proposition 4.8** Let $\sum_{j=0}^{\infty} p_j(x, \xi)$ be a formal sum in $\operatorname{FGS}_{\rho, \omega}^m$ and $(C_n)_n$ be the corresponding sequence which appears in (4.1). Let $(j_n)_n$ be a sequence as in Theorem 4.6 which also satisfies that $\frac{n\log n}{\lambda} \geq \max\{n, \log C_n\}$ for $j \geq j_n, n \in \mathbb{N}$. We set

$$p(x, \xi) := \sum_{j=0}^{\infty} \varphi_j(x, \xi) p_j(x, \xi),$$

which is a symbol, where $\varphi_j$ is the function in (4.14). Then, its corresponding pseudodifferential operator $P(x, D)$ is the limit in $L(S_\omega, S'_\omega)$ of the sequence of operators

$$S_N : S_\omega(\mathbb{R}^d) \to S_\omega(\mathbb{R}^d), \quad N \in \mathbb{N},$$

where each $S_N$ is a pseudodifferential operator with symbol

$$\sum_{j=0}^{N} (\varphi_j - \varphi_{j+1})(x, \xi) \left( \sum_{l=0}^{j} p_l(x, \xi) \right), \quad N \in \mathbb{N}.$$

**Proof** By Theorem 4.6, the function $p(x, \xi)$ is a symbol. Moreover, for each $j \in \mathbb{N}_0$, one can show that

$$(\varphi_j - \varphi_{j+1})(x, \xi) \left( \sum_{l=0}^{j} p_l(x, \xi) \right) = \sum_{l=0}^{j} (\varphi_j - \varphi_{j+1})(x, \xi) p_l(x, \xi)$$

is also a global symbol in $\operatorname{FGS}_{\rho, \omega}^m$. Hence, the function

$$\sum_{j=0}^{N} (\varphi_j - \varphi_{j+1})(x, \xi) \left( \sum_{l=0}^{j} p_l(x, \xi) \right) = \sum_{j=0}^{N} \varphi_j(x, \xi) p_j(x, \xi) - \varphi_{N+1}(x, \xi) \sum_{l=0}^{N} p_l(x, \xi)$$

is a global symbol in $\operatorname{FGS}_{\rho, \omega}^m$ since it is a finite sum of global symbols.

Now, we prove that $S_N \to P$ in $L(S_\omega, S'_\omega)$ as $N \to +\infty$. Since $S_\omega$ is a Fréchet-Montel space, it is enough to show that, for any $f, u \in S_\omega$,

$$\langle (S_N - P) f, u \rangle \to 0 \quad \text{as} \quad N \to +\infty.$$

The operators $P$ and $S_N$, $N = 1, 2, \ldots$, act continuously from $S_\omega$ into itself. So, we have $(S_N - P) f \in S_\omega$ and

$$\langle (S_N - P) f, u \rangle = \int (S_N - P) f(x) u(x) dx$$

$$= \int \left( \int e^{i \xi \xi} \left( \sum_{j=0}^{N} \varphi_j(x, \xi) p_j(x, \xi) - \varphi_{N+1}(x, \xi) \sum_{l=0}^{N} p_l(x, \xi) - p(x, \xi) \right) \hat{f}(\xi) d\xi \right) u(x) dx$$

for each $f, u \in S_\omega$. We will see that for each $f, u \in S_\omega$:

- a) $\int \left( \int e^{i \xi \xi} \left( \sum_{j=N+1}^{\infty} \varphi_j(x, \xi) p_j(x, \xi) \right) \hat{f}(\xi) d\xi \right) u(x) dx \to 0$, and
- b) $\int \left( \int e^{i \xi \xi} \left( \varphi_{N+1}(x, \xi) \sum_{l=0}^{N} p_l(x, \xi) \right) \hat{f}(\xi) d\xi \right) u(x) dx \to 0$
when $N \to \infty$.

First, since $f, u \in S_\omega$, there exists a constant $D > 0$ depending on $m$ and $L$ (the constant of (2.2)) such that (Definition 2.10)

$$|\hat{f}(\xi)| \leq De^{-(m+L+1)\omega(\xi)},$$
$$|u(x)| \leq De^{-(m+L+1)\omega(x)}.$$  

Now, when $\varphi_j(x, \xi) \neq 0$ and $j_n \leq j < j_{n+1}$, we have $\log \left( \frac{(x, \xi)}{2R} \right) \geq \frac{n}{J} \varphi^* \left( \frac{j}{n} \right)$, and for the selected sequence $(C_n)_n$, we obtain the estimate

$$|p_j(x, \xi)| \leq C_ne^{\omega(x)} \omega(\xi) \langle (x, \xi) \rangle^{-\rho_j} e^{n \varphi^* \left( \frac{j}{n} \right)} \leq C_ne^{\omega(x)} \omega(\xi) \langle 2R \rangle^{-\rho_j}.$$  

Hence (since $|\varphi_j(x, \xi)| \leq 2$), we have

$$|u(x)\varphi_j(x, \xi) p_j(x, \xi) \hat{f}(\xi)| \leq 2D^2C_n \langle 2R \rangle^{-\rho_j} e^{-(L+1)(\omega(x)+\omega(\xi))}.$$  

Moreover, we observe that $\omega(x, \xi) \leq L\omega(x) + L\omega(\xi) + L$ (by (2.2)), and since $\log(t) = o(\omega(t))$ for $t \to \infty$, for $(x, \xi) \in \text{supp} \varphi_j$, we can assume (for $j$ big enough)

$$e^{-L} e^{-L\omega(x)} e^{-L\omega(\xi)} \leq e^{-\omega(x, \xi)} \leq \frac{1}{2Re^\frac{n}{J} \varphi^* \left( \frac{j}{n} \right)}.$$  

By these estimates, and taking into account that $\log C_n \leq \frac{n}{J} \varphi^* \left( \frac{j}{n} \right)$ for $n \in \mathbb{N}$ and $j_n \leq j < j_{n+1}$, we get for $j_i \leq N + 1 < j_{i+1}$,

$$\sum_{j=J+1}^{\infty} |u(x)\varphi_j(x, \xi) p_j(x, \xi) \hat{f}(\xi)| \leq 2D^2 e^L \sum_{n=J}^{\infty} \sum_{j=J_n}^{J_{n+1}-1} C_n \langle 2R \rangle^{\rho_j} e^{\frac{n}{J} \varphi^* \left( \frac{j}{n} \right)},$$  

which proves a) since the integral $\int \int e^{-\omega(x, \xi)} \hat{f}(\xi) dx d\xi$ is convergent.

To see b), given $N$ we take $n$ with $j_n \leq N + 1 < j_{n+1}$ and observe that $\varphi_{N+1}(x, \xi) \neq 0$ implies $\log \left( \frac{(x, \xi)}{2R} \right) \geq \frac{n}{N+1} \varphi^* \left( \frac{N+1}{n} \right)$. As before, $|\varphi_j(x, \xi)| \leq 2$ and (for $N$ big enough)

$$e^{-\omega(x, \xi)} \leq \frac{1}{2Re^\frac{n}{N+1} \varphi^* \left( \frac{N+1}{n} \right)},$$  

so we obtain

$$|u(x)\varphi_{N+1}(x, \xi) \left( \sum_{j=0}^{N} p_j(x, \xi) \right) \hat{f}(\xi)| \leq 2D^2 C_n e^L e^{-\omega(x, \xi)} e^{-\frac{n}{N+1} \varphi^* \left( \frac{N+1}{n} \right)} \sum_{j=0}^{N} \frac{1}{\langle 2R \rangle^{\rho_j}} \leq C e^{-\omega(x, \xi)} e^{-\frac{n}{N+1} \varphi^* \left( \frac{N+1}{n} \right)},$$  

where $C := 2D^2 C_n e^L \sum_{j=0}^{\infty} \frac{1}{\langle 2R \rangle^{\rho_j}}$. This concludes the proof, since $j_n \leq N + 1 < j_{n+1}$ implies

$$\frac{n}{N+1} \varphi^* \left( \frac{N+1}{n} \right) \geq n.$$  

4.1 Properties of formal sums

The following results are easy to check:

**Example 4.9** Let \( a(x, y, \xi) \) be an amplitude in \( \mathcal{G}A_{m,\omega}^\rho \) and let \( p_j(x, \xi) := \sum_{|\alpha|=j} \frac{1}{\alpha!} \partial_\xi^\alpha a(x, y, \xi) \). Then \( p_j(x, \xi) \) is a formal sum in \( \mathcal{G}S_{2^m,\omega}^\rho \).

**Proposition 4.10** Let \( \sum p_j \in \mathcal{G}S_{m,\omega}^\rho \) be a formal sum. Then, the sequence \( (q_j) \) given by \( q_j(x, \xi) := \sum_{|\alpha|+h=j} \frac{1}{\alpha!} \partial_\xi^\alpha D_x^\alpha \left( p_h(x, -\xi) \right) \) is a formal sum for each \( j \in \mathbb{N} \).

**Definition 4.11** For \( \sum p_j \in \mathcal{G}S_{m,\omega}^\rho \), we define \((\sum p_j)^t\) as the formal sum \( \sum q_j \), where 

\[
q_j(x, \xi) := \sum_{|\alpha|+h=j} \frac{1}{\alpha!} \partial_\xi^\alpha D_x^\alpha \left( p_h(x, -\xi) \right).
\]

In particular, if \( p(x, \xi) \) is a symbol, \( p^t(x, \xi) \) denotes the formal sum \( \sum q_j \) defined by 

\[
q_j(x, \xi) := \sum_{|\alpha|=j} \frac{1}{\alpha!} \partial_\xi^\alpha D_x^\alpha \left( p(x, -\xi) \right).
\]

**Proposition 4.12** Let \( \sum p_j \in \mathcal{G}S_{m,\omega}^{m_1,\omega} \) and \( \sum q_j \in \mathcal{G}S_{m,\omega}^{m_2,\omega} \) be two formal sums. The sequence \( (r_j) \), defined by 

\[
r_j(x, \xi) := \sum_{|\alpha|+k+h=j} \frac{1}{\alpha!} \partial_\xi^\alpha D_x^\alpha D_y^\alpha \left( p_h(x, -\xi) \right) D_y^\nu q_k(x, \xi)
\]

is a formal sum in \( \mathcal{G}S_{m_1+m_2,\omega}^\rho \).

**Definition 4.13** For \( \sum p_j \in \mathcal{G}S_{m,\omega}^{m_1,\omega} \) and \( \sum q_j \in \mathcal{G}S_{m,\omega}^{m_2,\omega} \), we define \((\sum p_j) \circ (\sum q_j) = \sum r_j \), where

\[
r_j(x, \xi) := \sum_{|\alpha|+h+k=j} \frac{1}{\alpha!} \partial_\xi^\alpha D_x^\alpha D_y^\nu p_h(x, -\xi) D_y^\nu q_k(x, \xi).
\]

**Proposition 4.14** If \( \sum p_j \sim \sum p_j' \) and \( \sum q_j \sim \sum q_j' \), then \((\sum p_j) \circ (\sum q_j) \sim (\sum p_j') \circ (\sum q_j') \).

5 Composition of operators and the transpose operator

First, we study the kernel of a pseudodifferential operator and we show that it behaves like a \( S_{\alpha,\beta} \)-function outside of an arbitrary strip around the diagonal, similarly to the local case; see \([10,17]\).

5.1 The behaviour of the kernel of a pseudodifferential operator outside the diagonal

For any \( r > 0 \), we denote 

\[
\Delta_r := \left\{ (x, y) \in \mathbb{R}^d : |x - y| < r \right\}.
\]

**Lemma 5.1** Given \( r > 0 \), there exists \( \chi \in \mathcal{E}_{(\omega)}(\mathbb{R}^d) \) such that \( 0 \leq \chi \leq 1 \), \( \chi(x, y) = 1 \) if \( (x, y) \in \mathbb{R}^d \setminus \Delta_r \) and \( \chi(x, y) = 0 \) if \( (x, y) \in \Delta_r \), which satisfies that for every \( \lambda > 0 \) there exists \( C_\lambda > 0 \) with

\[
|D_x^\alpha D_y^\beta \chi(x, y)| \leq C_\lambda e^{\lambda|\alpha + \beta|/2}, \quad \alpha, \beta \in \mathbb{N}_0^d, \ x, y \in \mathbb{R}^d.
\]
Proof Let \( \varphi \in \mathcal{E}_0(\mathbb{R}^d) \) such that \( \varphi(\xi) = 0 \) if \( |\xi| < 1 \), \( \varphi(\xi) = 1 \) if \( |\xi| \geq r \), and \( 0 \leq \varphi \leq 1 \). The desired function is \( \chi(x, y) = \varphi(x - y) \).

The next result is crucial for the proof of Theorem 5.4. We observe that it is stronger than the ones given in [17, Theorem 6.3.3] and [18, Proposition 5].

**Theorem 5.2** Given \( r > 0 \) and an amplitude \( a(x, y, \xi) \in \mathcal{G} \mathcal{A}_\rho(\omega) \), we have that the formal kernel

\[
K(x, y) := \int_{\mathbb{R}^d} e^{i(x-y)\xi} a(x, y, \xi) d\xi
\]
satisfies:

1. \( K(x, y) \in C^\infty(\mathbb{R}^{2d} \setminus \Delta_r) \),
2. For every \( \lambda > 0 \) there exists \( C_\lambda > 0 \) (which depends on \( r > 0 \)) such that for all \( (x, y) \in \mathbb{R}^{2d} \setminus \Delta_r \), \( \alpha, \beta \in \mathbb{N}_0^d \), we have

\[
|D_x^\alpha D_y^\beta K(x, y)| \leq C_\lambda e^{\lambda \varphi}(\omega)(x) e^{-\lambda \varphi}(\omega)(y).
\]

**Proof** Let \( \sigma \) be a weight function as in Lemma 2.9(2) with \( a = \rho \). We consider \( \Psi \in \mathcal{D}(\sigma)(\mathbb{R}^{2d}) \) such that \( \Psi(x, \xi) = 1 \) if \( (x, \xi) \leq 2 \) and \( \Psi(x, \xi) = 0 \) if \( (x, \xi) \geq 3 \). We write

\[
K_n(x, y) = \int_{\mathbb{R}^d} e^{i(x-y)\xi} a(x, y, \xi) \Psi(\frac{x}{2^n}, \frac{\xi}{2^n}) d\xi.
\]

We denote by \( A_n \) the operator associated to the kernel \( K_n \). By Theorem 3.7, it is easy to see that \( K_n \to K \) in \( S'_\omega(\mathbb{R}^{2d}) \).

Given \( (x, y) \in \mathbb{R}^{2d} \setminus \Delta_r \), there is \( c_0 > 0 \) independent of \( (x, y) \notin \Delta_r \) such that \( |x - y|_\infty \geq c_0 \). We can assume that for a given point \( (x, y) \notin \Delta_r \), \( |x - y|_\infty = |x_l - y_l| \) for some \( 1 \leq l \leq d \). We will proceed similarly to the proof of [10, Theorem 2.17], but here we need to apply a further integration by parts. We have

\[
D_x^\alpha D_y^\gamma \left( K_n(x, y) - K_{n+1}(x, y) \right) = \sum_{\alpha_1 + \alpha_2 + \alpha_3 = \alpha, \mu \leq \gamma} \frac{\alpha!}{\alpha_1! \alpha_2! \alpha_3!} (\gamma)_{\mu} (-1)^{|\mu|} \times \int_{\mathbb{R}^d} e^{i(x-y)\xi} \xi^{\alpha_1+\mu} D_x^{\alpha_2} D_y^{\gamma-\mu} a(x, y, \xi) D_x^{\alpha_3} \left( \Psi(\frac{x}{2^n}, \frac{\xi}{2^n}) - \Psi(\frac{x}{2^{n+1}}, \frac{\xi}{2^{n+1}}) \right) d\xi.
\]

We fix \( \lambda \in \mathbb{N} \) and take \( k > \lambda \) to determine later. We integrate by parts \( N \) times, \( N \in \mathbb{N} \), to get

\[
D_x^\alpha D_y^\gamma \left( K_n(x, y) - K_{n+1}(x, y) \right) = \sum_{\alpha_1 + \alpha_2 + \alpha_3 = \alpha, \mu \leq \gamma} \frac{\alpha!}{\alpha_1! \alpha_2! \alpha_3!} (\gamma)_{\mu} (-1)^{N+|\mu|} \times \int_{\mathbb{R}^d} e^{i(x-y)\xi} D^N_{\xi_l} \left[ \xi^{\alpha_1+\mu} D_x^{\alpha_2} D_y^{\gamma-\mu} a(x, y, \xi) D_x^{\alpha_3} \left( \Psi(\frac{x}{2^n}, \frac{\xi}{2^n}) - \Psi(\frac{x}{2^{n+1}}, \frac{\xi}{2^{n+1}}) \right) \right] d\xi
\]

\[
= \sum_{\alpha_1 + \alpha_2 + \alpha_3 = \alpha, \mu \leq \gamma} \sum_{\substack{N_1 + N_2 + N_3 = N; \ N_1 \leq (\alpha_1)_l + \mu_l; \ N_2 \geq (\alpha_2)_l; \ N_3 \geq (\alpha_3)_l}} \frac{\alpha!}{\alpha_1! \alpha_2! \alpha_3!} (\gamma)_{\mu} (-1)^{N+|\mu|} N! \times \left( \frac{(\alpha_1)_l + \mu_l - N_1! N_2! N_3!}{((\alpha_1)_l + \mu_l - N_1)!} \right) \times \int_{\mathbb{R}^d} e^{i(x-y)\xi} \xi^{\alpha_1+\mu-N_1} D_x^{\alpha_2} D_y^{\gamma-\mu} D^N_{\xi_l} a(x, y, \xi) D_x^{\alpha_3} D^N_{\xi_l} \left( \Psi(\frac{x}{2^n}, \frac{\xi}{2^n}) - \Psi(\frac{x}{2^{n+1}}, \frac{\xi}{2^{n+1}}) \right) d\xi.
\]

(5.1)
Now, we integrate by parts again using an ultradifferential operator $G(D)$ as in the proof of Proposition 3.3. For a suitable power $G(D)^s$ of $G(D)$, $s \in \mathbb{N}$ depending on $\lambda$ to be determined, we use the formula

$$e^{i(x-y)\xi} = \frac{1}{G^s(y-x)} G_s^s (-D_\xi) e^{i(x-y)\xi}$$

to obtain

$$D_x^{\alpha}(D_y^{\nu}(K_n(x,y) - K_{n+1}(x,y)) = \sum_{\alpha_1, \alpha_2, \alpha_3, \gamma} \frac{\alpha!}{\alpha_1! \alpha_2! \alpha_3!} \left( \frac{\gamma}{\mu} \right) (-1)^{N+|\mu|} \frac{|\mu|}{|x_1 - y_1|^N}$$

$$\times \sum_{\delta \in N_0^1} \frac{b_\delta}{N_{1+N_2+N_3=0}^{N_1} N_2! N_3!} \frac{N!}{\delta_{1+\delta_2+\delta_3=0} \delta_{1+2+3=0} \delta_{1+2+3=0}} \frac{\delta!}{(\alpha_1 + \mu - N_1 e_1)!}$$

$$\times \left( \frac{(\alpha_1)_1 + \mu_1}{(\alpha_1)_1 + \mu_1 - N_1} \right) ! G^s(y-x) \int e^{i(x-y)\xi} \xi^{\alpha_1 + \mu - N_1 e_1 - \delta_1} D_x^{\gamma} D_y^{\nu} D_\xi^{N_2 e_2 + \delta_2} a(x,y,\xi)$$

$$\times D_x^{\alpha_3} D_\xi^{N_3 e_3 + \delta_3} \left( \Psi \left( \frac{(x,\xi)}{2^n} \right) - \Psi \left( \frac{(x,\xi) + e^{2\pi i \rho N_1}}{2^n+1} \right) \right) d_\xi. \quad (5.2)$$

We know by the properties of $G^s(D)$ (formulas (2.19) and (2.16)) that there exist $D, C_1, C_2 > 0$ depending on $G$ such that

$$|b_\delta| \leq e^{-D} e^{-s D} e^{s D} \leq C_1 e^{-D} e^{-C_2 \delta}.$$ 

Here we set $A^2 = \frac{1}{c_0^2} + d$ and $\tilde{p} \in \mathbb{N}$ so that $\max \{ \sqrt{2}A, 6 \} \leq e^{\tilde{p} \rho}$. By the definition of amplitude, there exists a constant $C_k > 0$ such that

$$|D_x^{\alpha_2} D_y^{\nu} D_\xi^{N_2 e_2 + \delta_2} a(x,y,\xi)|$$

$$\leq C_k \left( \frac{(x,y)}{((x,y) + N_1)} \right) \rho((\alpha_2 + \gamma + \mu + 2|N_2) \leq e^{4k \rho L^2 e^{2p+3} \rho} (\frac{\rho + \gamma + \mu + 2|N_2}{4k^2 L^2 e^{2p+3}}) e^{m_\omega(x) e^{m_\omega(y)} e^{m_\omega(\xi)}}.$$

Now, we observe that the support of $\Psi \left( \frac{x}{2^n}, \frac{\xi}{2^n} \right) - \Psi \left( \frac{x}{2^n+1}, \frac{\xi}{2^n+1} \right)$ is in the set $B_n := \{(x,\xi) \in \mathbb{R}^{2d} : 2^n \leq (x,\xi) \leq 3 \cdot 2^{n+1} \}$. Hence, we have, for $k \in \mathbb{N}$ depending on $\lambda$, $s$ to be chosen later, and for the selection of $\tilde{p}$ (Lemma 2.7 (1)),

$$\left| D_x^{\alpha_3} D_\xi^{N_3 e_3 + \delta_3} \left( \Psi \left( \frac{(x,\xi)}{2^n} \right) - \Psi \left( \frac{(x,\xi)}{2^n+1} \right) \right) \right|$$

$$\leq 2D_k e^{4k \rho L^2 e^{2p+3} \rho} (\frac{\rho + \gamma + \mu + 2|N_2}{4k^2 L^2 e^{2p+3}}) (\frac{1}{2^n}) e^{(\omega_3 + \delta_3) + N_3}$$

$$\leq 2D_k e^{4k \rho L^2 e^{2p+3} \rho} (\frac{\rho + \gamma + \mu + 2|N_2}{4k^2 L^2 e^{2p+3}}) \frac{1}{((x,\xi))} \rho^{N_3}.$$

On the other hand, we also have according to (2.4) (observe that $|\alpha_1 + \mu - N_1 - |\delta_1| \geq 0$ by (5.2)),

$$|\xi^{\alpha_1 + \mu - N_1 e_1 - \delta_1}| \leq |\xi|^{|\alpha_1 + \mu - N_1 - |\delta_1||$$

$$\leq ((x,\xi)) |\alpha_1 + \mu - N_1 - |\delta_1| | \leq e^{\lambda L^4 e^{2p+3} \rho} (\frac{\rho + \gamma + \mu + 2|N_2}{4k^2 L^2 e^{2p+3}}) ((x,\xi)) \rho^{N_3}.$$
Moreover, since $|x_i - y_i| \geq c_0$, we get

$$(x - y)^2 \leq 1 + d|x_i - y_i|^2 \leq \frac{|x_i - y_i|^2}{c_0^2} + d|x_i - y_i|^2 = A^2|x_i - y_i|^2,$$

with $A$ defined previously. Thus $(x - y) \leq A|x_i - y_i|$. Therefore, by Lemma 2.6, we obtain (remember that $\mu \leq \gamma$ from (5.2))

$$\left(\frac{\langle x - y \rangle}{\langle (x, y, \xi) \rangle}\right)^{\rho|\alpha_2 + \gamma - \mu + \delta_2| + N_2} \frac{1}{|x_i - y_i|^{N_2}} \leq \sqrt{2}^{\alpha_2 + \gamma - \mu + \delta_2} \left(\frac{\langle x - y \rangle}{\langle (x, y, \xi) \rangle}\right)^{\rho N_2} \frac{1}{|x_i - y_i|^{N}} \leq (\sqrt{2} A)^{\alpha_2 + \gamma - \mu + \delta_2 + N} \frac{1}{\langle (x, \xi) \rangle^{\rho N_2}}.$$

We also have, by Proposition 2.5 and Lemma 2.9,

$$\frac{(\alpha_1 + \mu - N_1 e_i)!}{(\alpha_1 + \mu - N_1 e_i - \delta_1)!} \left(\frac{(\alpha_1)_{1} + \mu_i!}{((\alpha_1)_1 + \mu_i - N_1)!}\right) \leq 2^{\alpha_1 + \mu_i - N_1} 2^{(\alpha_1)_1 + \mu_i - N_1 + \delta_1} N_1!
\leq 4^{\alpha_1 + \mu_i} E_k e^{k_2 L^2 \psi^* \left(\frac{|x|}{k L}\right)} e^{2k_2 L^2 \psi^* \left(\frac{|x|}{k L}\right)}
\leq 4^{\alpha_1 + \mu_i} E_k e^{k_2 L^2 \psi^* \left(\frac{|x|}{k L}\right)} e^{2k_2 L^2 \psi^* \left(\frac{|x|}{k L}\right)}.$$

Proceeding as in previous proofs we obtain, for some constant $C_{\lambda, k, s} > 0$ depending on $\lambda$, $k$ and $s$, and $(x, \xi) \in B_n$,

$$\left|D_x^\rho D_y^\rho \left(K_n(x, y) - K_{n+1}(x, y)\right)\right|
\leq C'_{\lambda, k, s} 2^{\alpha_1 + \mu_i} \left(\sum_{\delta \in \mathbb{N}^d_0} e^{-s \rho^a \left(\frac{|x|}{k L}\right)} e^{k_2 L^2 \psi^* \left(\frac{|x|}{k L}\right)} \right) e^{-s \rho^a (y - x)}
\times \int e^{\lambda^2 \omega((x, \xi))} \left(\frac{|x|}{k L}\right) e^{-s \rho^a (y - x)} e^{2k_2 L^2 \psi^* \left(\frac{|x|}{k L}\right)} e^{\rho^a (y - x)} d\xi. \quad (5.3)$$

Since the inequality (5.3) holds for every $N \in \mathbb{N}$, we can take the infimum in $N$ to obtain, by formula (2.5), for some constant $C > 0$,

$$\inf_{N \in \mathbb{N}_0} \langle (x, \xi) \rangle^{-\rho N} e^{2k \rho^a \left(\frac{N}{2}\right)} = \left(\inf_{N \in \mathbb{N}_0} \langle (x, \xi) \rangle^{-N} e^{2k \rho^a \left(\frac{N}{2}\right)}\right)^\rho
\leq e^{-2k \rho \omega((x, \xi)) + \rho \log((x, \xi))}
\leq C e^{-\rho (2k - 1) \omega((x, \xi))}
\leq C e^{-\rho (k - 1) \omega((x, \xi))}.\quad (5.3)$$

If we take $s > 0$ big enough and $k \geq s D$, the series in (5.3) is convergent (proceeding as in (3.5) and (3.6)) and, hence we can deduce that for each $\lambda > 0$ there is some constant $C_{\lambda} > 0$ such that

$$\left|D_x^\rho D_y^\rho \left(K_n(x, y) - K_{n+1}(x, y)\right)\right| \leq C_{\lambda} e^{\lambda^a \omega((x, \xi))} e^{-\lambda \omega((x, y))} e^{-\rho \omega(2^n)},$$

for every $(x, y) \notin \Delta_r$.

Let $\chi$ be as in Lemma 5.1. It is clear that $\{\chi \cdot K_n\}$ is a Cauchy sequence in $S_\omega(\mathbb{R}^{2d})$. Since $S_\omega(\mathbb{R}^{2d})$ is complete, there exists $T \in S_\omega(\mathbb{R}^{2d})$ such that $\chi \cdot K_n \rightarrow T$ in $S_\omega(\mathbb{R}^{2d})$. On the
other hand, we have seen that \( K_n \to K \) in \( S'_(\mathbb{R}^d) \). Hence, \( \chi K_n \to \chi K \) in \( S'_(\mathbb{R}^d) \) when \( n \to \infty \). This shows that \( \chi K = T \) in \( S'_(\mathbb{R}^d) \). Since \( K = T \) in \( \mathbb{R}^d \setminus \Delta_r \), we have

\[
|D_x^\alpha D_y^\beta K(x, y)| = |D_x^\alpha D_y^\beta T(x, y)| \leq C_\lambda e^{\frac{\omega(x)}{2}} e^{-\lambda \omega(x)} e^{\frac{\omega(y)}{2}} e^{-\lambda \omega(y)},
\]

for \((x, y) \in \mathbb{R}^d \setminus \Delta_r \), which completes the proof. \( \square \)

We observe that the constant \( C_\lambda \) at the end of the proof of the last result becomes larger when \( r > 0 \) becomes smaller.

### 5.2 Composition of pseudodifferential operators and the transpose operator

Now, for simplicity, in what follows we denote \( S_\omega \) for \( S_\omega(\mathbb{R}^d) \). The following lemma is taken from [10, Lemma 3.11].

**Lemma 5.3** Let \( m, n, j \in \mathbb{N} \) and \( t > 0 \) such that \( m \geq n \) and \( \frac{t}{e} e^{\frac{m \varphi^*(\frac{t}{n})}{2}} \leq t \leq e^{\frac{m \varphi^*(\frac{t}{n})}{2}} \). We have

\[
t^{j+1} \geq e^{m \varphi^*(\frac{t}{n})} e^{2m \varphi^*(\frac{t}{2n})} e^{-j}.
\]

In particular,

\[
e^{m \varphi^*(\frac{t}{n})} \geq e^{3m \varphi^*(\frac{t}{2n})},
\]

for \( j \) large enough.

**Theorem 5.4** Let \( a(x, y, \xi) \) be an amplitude in \( GA^m_\rho,\omega \) with associated pseudodifferential operator \( A \). Then there exist a pseudodifferential operator \( P(x, D) \) given by a symbol \( p(x, \xi) \) in \( GS^m_\rho,\omega \) and an \( \omega \)-regularizing operator \( \tilde{R} \) such that \( Au = P(x, D)u + \tilde{R}u \), for each \( u \in S_\omega \) and, moreover,

\[
p(x, \xi) \sim \sum_{j=0}^{\infty} p_j(x, \xi) = \sum_{j=0}^{\infty} \sum_{|\alpha|=j} \frac{1}{\alpha!} D^{\alpha}_x D^{\alpha}_\xi a(x, y, \xi) \big|_{y=x}.
\]

**Proof** First of all we consider \( \chi(x, y) \) from Lemma 5.1. We then decompose \( a(x, y, \xi) \) as

\[
a(x, y, \xi) = \chi(x, y)a(x, y, \xi) + (1 - \chi(x, y))a(x, y, \xi).
\]

On the one hand, it follows from Theorem 5.2 and Proposition 3.11 that \( \chi(x, y)a(x, y, \xi) \in GA^m_\rho,\omega \) defines an \( \omega \)-regularizing operator. Then we can suppose that the support of the amplitude is in \( \Delta_k \times \mathbb{R}^d \) for some \( k > 0 \).

We have \( \sum_{j} p_j \in FG S^m_\rho,\omega \), by Example 4.9. Let \( (j_n)_n \) be as in the proof of Theorem 4.6 with \( \frac{n \varphi^*(\frac{t}{n})}{2} \geq \max \{ n \log(C_2n), \log(D_n) \} \), where \( C_n \) and \( D_n \) are the constants, depending on \( n \in \mathbb{N} \), which appear in Definition 3.2 (of amplitude) and the definition of formal sum for \( \sum_{j=0}^{\infty} p_j(x, \xi) \). We take

\[
p(x, \xi) = \sum_{j=0}^{\infty} \varphi_j(x, \xi) p_j(x, \xi),
\]

where \( \varphi_j \) is defined in (4.14). We denote \( P := P(x, D) \). By Theorem 4.6, \( p \sim \sum_{j} p_j \).

By Lemma 4.7, we have \( A = \sum_{N=0}^{\infty} A_N \), where \( A_N \) is the pseudodifferential operator with amplitude \( a(x, y, \xi)(\varphi_N - \varphi_{N+1})(x, \xi) \). Moreover, by Proposition 4.8, \( P = \sum_{N=0}^{\infty} A_N \).
lim_{N \to \infty} S_N \text{ in } L(S_\omega, S'_\omega), \text{ where } S_N \text{ is the pseudodifferential operator with symbol }
\sum_{j=0}^{N} (\varphi_j - \varphi_{j+1})(x, \xi) \left( \sum_{l=0}^{j} p_l(x, \xi) \right).

That is, for \( u \in S_\omega, \) we have

\[
Au(x) = \sum_{N=0}^{\infty} A_N u(x) = \sum_{N=0}^{\infty} \int e^{i(x-y)\xi} \left( (\varphi_N - \varphi_{N+1})(x, \xi) a(x, y, \xi) \right) u(y) dy d\xi,
\]

and

\[
P u(x) = \lim_{N \to \infty} \int e^{i(x-y)\xi} \left( \sum_{j=0}^{N} (\varphi_j - \varphi_{j+1})(x, \xi) \left( \sum_{l=0}^{j} p_l(x, \xi) \right) \right) u(y) dy d\xi.
\]

Thus, we can write \( A - P \) as the series \( \sum_{N=0}^{\infty} P_N, \) where \( P_N \) is the pseudodifferential operator associated to

\[
\tilde{a}_N(x, y, \xi) = (\varphi_N - \varphi_{N+1})(x, \xi) \left( a(x, y, \xi) - \sum_{j=0}^{N} p_j(x, \xi) \right),
\]

which is an amplitude. Our purpose is to show that the formal kernel

\[
K(x, y) := \sum_{N=0}^{\infty} \int e^{i(x-y)\xi} \tilde{a}_N(x, y, \xi) d\xi
\]

belongs to \( S_\omega(\mathbb{R}^{2d}). \) We denote \( K_j(x, y) = \int e^{i(x-y)\xi} \tilde{a}_j(x, y, \xi) d\xi. \)

As in [10, Theorem 3.13], we can write the kernel \( K \) as the limit when \( N \to \infty \) of

\[
\sum_{j=1}^{N} K_j = \sum_{j=1}^{N} I_j + \sum_{j=1}^{N} Q_j - W_N,
\]

where

\[
I_j(x, y) = \sum_{|\alpha|=j} \sum_{0 \neq \beta \leq \alpha} \frac{1}{\beta!(\alpha - \beta)!} \int e^{i(x-y)\xi} D^\beta_x \varphi_j(x, \xi) D^{\alpha-\beta}_x a(x, x, \xi) d\xi
\]

\[
Q_j(x, y) = \sum_{|\alpha|=j+1} \sum_{0 \neq \beta \leq \alpha} \frac{1}{\beta!(\alpha - \beta)!} \int e^{i(x-y)\xi} D^\beta_x \varphi_j(x, \xi) - \varphi_{j+1}(x, \xi) D^{\alpha-\beta}_x \omega_a(x, y, \xi) d\xi
\]

\[
\omega_a(x, y, \xi) = (j + 1) \int_0^1 \partial_y^\alpha a(x, x + t(y - x), \xi)(1-t)^j dt
\]

\[
W_N(x, y) = \sum_{|\alpha|=1} \sum_{0 \neq \beta \leq \alpha} \frac{1}{\beta!(\alpha - \beta)!} \int e^{i(x-y)\xi} D^\beta_x \varphi_{N+1}(x, \xi) D^{\alpha-\beta}_x a(x, x, \xi) d\xi.
\]

We will not give a detailed proof of all the steps below, unless it was necessary.

*First step.* We see that \( \sum_{j=1}^{N} I_j \) belongs to \( S_\omega(\mathbb{R}^{2d}). \) To this, we consider \( \gamma, \epsilon \in \mathbb{N}_0^d. \) We begin by differentiating \( I_j: \)

\[
D^\gamma_x D^\epsilon_y I_j(x, y) = \sum_{|\alpha|=j} \sum_{0 \neq \beta \leq \alpha} \frac{1}{\beta!(\alpha - \beta)!} \sum_{\gamma_1+\gamma_2+\gamma_3=\gamma} \frac{\gamma_1!}{\gamma_1!\gamma_2!\gamma_3!} \times \int (-1)^{\epsilon x + \gamma y} e^{i(x-y)\xi} D^{\gamma_2}_x D^{\gamma_3}_y \varphi_j(x, \xi) D^{\alpha-\beta}_x a(x, x, \xi) d\xi.
\]
Here we use integration by parts with the formula

$$e^{i(x-y)\xi} = \frac{1}{G(y-x)}G(-D_\xi)e^{i(x-y)\xi}, \quad (5.4)$$

for a suitable power $G^s(D)$ of $G(D)$, being $G(\xi)$ the function that appears in Theorem 2.16, to obtain

$$\int \xi^{\epsilon+\gamma_1}e^{i(x-y)\xi}D_x^{\gamma_2}D_\xi^\beta \varphi_j(x,\xi)D_x^{\gamma_3}D_\xi^\alpha a(x, x, \xi)d\xi$$

$$= \int e^{i(x-y)\xi} \frac{1}{G^s(y-x)}G^s(D_\xi)\{\xi^{\epsilon+\gamma_1}D_x^{\gamma_2}D_\xi^\beta \varphi_j(x, \xi)D_x^{\gamma_3}D_\xi^\alpha a(x, x, \xi)\}d\xi$$

$$= \int e^{i(x-y)\xi} \frac{1}{G^s(y-x)} \sum_{\tau \in \mathbb{N}_0^d} b_\tau \sum_{\tau_1+\tau_2+\tau_3=\tau \atop \tau_1 \leq \epsilon+\gamma_1} \frac{\tau!}{\tau_1!\tau_2!\tau_3!} (\epsilon+\gamma_1)! \sum_{\gamma_1+\gamma_2+\gamma_3=\gamma \atop \gamma_1, \gamma_2, \gamma_3 \in \mathbb{N}_0^d} \gamma_1!\gamma_2!\gamma_3! (\epsilon+\gamma_1-\tau_1)!$$

$$\times D_x^{\gamma_2}D_\xi^{\beta+\tau_2} \varphi_j(x, \xi)D_x^{\gamma_3}D_\xi^\alpha a(x, x, \xi)d\xi.$$  

Therefore

$$D_y^\gamma D_y^\epsilon I_j(x, y)$$

$$= \sum_{|\alpha|=j+1} \sum_{0 \neq \beta \leq \alpha} \frac{1}{\beta!(\alpha-\beta)!} (-1)^\epsilon \sum_{\tau \in \mathbb{N}_0^d} b_\tau \sum_{\gamma_1+\gamma_2+\gamma_3=\gamma \atop \gamma_1, \gamma_2, \gamma_3 \in \mathbb{N}_0^d} \gamma_1!\gamma_2!\gamma_3! (\epsilon+\gamma_1-\tau_1)!$$

$$\times \int e^{i(x-y)\xi} \xi^{\epsilon+\gamma_1-\tau_1} D_x^{\gamma_2}D_\xi^{\beta+\tau_2} \varphi_j(x, \xi)D_x^{\gamma_3}D_\xi^\alpha a(x, x, \xi)d\xi.$$

Now, proceeding as in [10, Theorem 3.13] (using Lemma 5.3), it follows that $\sum_{j=1}^\infty I_j \in S_0(\mathbb{R}^{2d}).$

Second step. Now, let us prove that $\sum_{j=1}^\infty Q_j$ belongs to $S_0(\mathbb{R}^{2d}).$ We proceed as before, and we first calculate, for $\gamma, \epsilon \in \mathbb{N}_0^d,$ the derivatives of $Q_j$: 

$$D_y^\gamma D_y^\epsilon Q_j(x, y)$$

$$= \sum_{|\alpha|=j+1} \sum_{0 \neq \beta \leq \alpha} \frac{1}{\beta!(\alpha-\beta)!} (\epsilon_1 + \epsilon_2)^\gamma \sum_{\gamma_1+\gamma_2+\gamma_3=\gamma \atop \gamma_1, \gamma_2, \gamma_3 \in \mathbb{N}_0^d} \gamma_1!\gamma_2!\gamma_3! (\epsilon_1+\epsilon_2)!$$

$$\times \int e^{i(x-y)\xi} \xi^{\gamma_1+\epsilon_1} D_x^{\gamma_2}D_\xi^{\beta} \varphi_j(x, \xi) - \varphi_{j+1}(x, \xi))D_x^{\gamma_3}D_\xi^\alpha \omega_\alpha(x, y, \xi)d\xi.$$  

We use again the integration by parts given by formula (5.4) with $G^s(D)$ for a suitable power of $G(D)$ in the integral above to obtain, in the integrand,

$$e^{i(x-y)\xi} \frac{1}{G^s(y-x)}G^s(D_\xi)\{\xi^{\gamma_1+\epsilon_1} D_x^{\gamma_2}D_\xi^{\beta} (\varphi_j(x, \xi) - \varphi_{j+1}(x, \xi)) D_x^{\gamma_3}D_\xi^\alpha \omega_\alpha(x, y, \xi)\}$$

$$= e^{i(x-y)\xi} \frac{1}{G^s(y-x)} \sum_{\epsilon_1+\epsilon_2=\epsilon \atop \tau_1+\tau_2+\tau_3=\tau} b_\tau \frac{\tau!}{\tau_1!\tau_2!\tau_3!} (\gamma_1+\epsilon_1)!$$

$$\times \int D_x^{\gamma_2}D_\xi^{\beta+\tau_2} (\varphi_j(x, \xi) - \varphi_{j+1}(x, \xi)) D_x^{\gamma_3}D_\xi^\alpha \omega_\alpha(x, y, \xi).$$
So, we have
\[
D_x^\gamma D_y^\delta Q_j(x, y) = \sum_{|\alpha|=j+1} \sum_{\beta \leq \alpha} \frac{1}{\beta!(\alpha - \beta)!} \sum_{\tau \in \mathbb{N}_0^d} \beta \tau \\
\times \sum_{\gamma_1 + \gamma_2 + \gamma_3 = \gamma} \frac{(-1)^{\gamma_1 + \gamma_2 + \gamma_3}}{\gamma_1! \gamma_2! \gamma_3!} \frac{\epsilon!}{\epsilon_1! \epsilon_2!} \frac{\tau!}{\tau_1! \tau_2! \tau_3!} \\
\times \frac{(\gamma_1 + \epsilon_1)!}{(\gamma_1 + \epsilon_1 - \tau_1)!} \frac{1}{G^S(y - x)} \int \frac{e^{i(x-y)\xi}}{\gamma_1 + \epsilon_1 - \tau_1} \\
\times D_x^{\gamma_2} D_y^{\gamma_3} (\varphi_j(x, \xi) - \varphi_{j+1}(x, \xi)) D_x^{\gamma_1} D_y^{\gamma_2} D_z^{\alpha - \beta + \tau_1} \omega_\alpha(x, y, \xi) d\xi.
\]

Now, fix $\lambda > 0$ and take $n \geq \frac{\lambda}{p}$. To estimate the derivatives of $\omega_\alpha(x, y, \xi)$, we denote by $p$ a positive number such that $1 + k < e^p$, where $k$ is the constant for the subscript of $\Delta_k$. For this $n$, we define $\bar{n} := 16(2nL^{3+q} + 2\frac{m}{p}L^q + 1)L^p$ where $L > 0$ is the constant in Lemma 2.7 (1), $R > 0$ is the constant in Definition 4.1 and $q \in \mathbb{N}$ is such that $2^q \geq 3R$. Then, there is $C_n > 0$ such that
\[
|D_x^{\gamma_2} D_y^{\gamma_3} D_z^{\alpha - \beta + \tau_1} \omega_\alpha(x, y, \xi)| \\
\leq (j + 1) \int_0^1 |1 - t^j|^{i|t|\epsilon_2} |D_x^{\gamma_2} D_y^{\gamma_3} D_z^{\alpha - \beta + \tau_1} a(x, x + t(y - x), \xi)| dt \\
\leq C_n e^{\bar{n}p \epsilon \rho^*(\frac{2|\alpha - \beta + \gamma_2 + \epsilon_2 + \tau_1|}{\lambda})} e^{m_\omega(x) e^{m_\omega(\xi)}} (j + 1) \\
\times \frac{1}{|t(x - y)|^{\epsilon_2}} \int_0^1 \frac{dt}{(x + t(y - x), \xi)} dt.
\]

Since $|x - y| < k$, we have $t(x - y) \leq \sqrt{1 + k^2} < 1 + k < e^p$. Also, $\langle x, x + t(y - x), \xi \rangle \geq \langle x, \xi \rangle$. With this, we argue as in the first step to see that $\sum_{j=1}^\infty Q_j$ belongs to $S_\omega(\mathbb{R}^{2d})$ for $R \geq 1$ big enough.

Third step. Let $T_N : S_\omega \rightarrow S_\omega$ be the operator with kernel $W_N$. Since $A - P = \sum_{N=0}^\infty P_N$ converges in $L(S_\omega, S_\omega)$, it follows that $(T_N)$ converges to an operator $T : S_\omega \rightarrow S_\omega$ in $L(S_\omega, S_\omega)$. In fact, we have seen that $\sum_{j=1}^N I_j + \sum_{j=1}^N Q_j$ converges in $S_\omega(\mathbb{R}^{2d})$ as $N \rightarrow +\infty$, hence in $S_\omega'$. Then, by the kernel's theorem, $\sum_{j=1}^N I_j + \sum_{j=1}^N Q_j$ is the kernel of an operator that converges in $L(S_\omega, S_\omega')$ as $N \rightarrow +\infty$.

We want to show $T = 0$ in $L(S_\omega, S_\omega')$. To this aim, we fix $N \in \mathbb{N}$, $j_n \leq N + 1 < j_{n+1}$ and we set $a_N := Re \frac{n}{n+1} \varphi^{(\frac{n+1}{2})}$. We assume $2a_N \leq \langle (x, \xi) \rangle \leq 3a_N$ since otherwise $D_x^\beta \varphi_{N+1}(x, \xi)$ vanishes for all $\beta \neq 0$. For $f \in S_\omega$, we have
\[
(T_N u, f) = \int T_N u(x) f(x) dx = \int \left( \int W_N(x, y) u(y) dy \right) f(x) dx \\
= \int \left( \int \sum_{|\alpha|=1}^N \sum_{0 \neq \beta \leq \alpha} \frac{1}{\beta!(\alpha - \beta)!} \\
\times \left( \int e^{i(x-y)\xi} D_x^{\gamma_2} \varphi_{N+1}(x, \xi) D_x^{\alpha - \beta} \partial^\alpha a(x, x, \xi) d\xi \right) u(y) dy \right) f(x) dx \\
= \sum_{|\alpha|=1}^N \sum_{0 \neq \beta \leq \alpha} \frac{1}{\beta!(\alpha - \beta)!} \int \left( \int e^{i\xi} D_x^{\gamma_2} \varphi_{N+1}(x, \xi) D_x^{\alpha - \beta} \partial^\alpha a(x, x) \mu(\xi) d\xi \right) f(x) dx.
\]
By definition of amplitude and $\varphi_j$, for all $n \in \mathbb{N}$ there are $C_n, D_n > 0$ with

$$\left| D_\xi^\beta \varphi_{N+1}(x, \xi) \right| \leq D_n \langle (x, \xi) \rangle^{-\rho|\beta|} e^{n \rho \varphi^* \left( \frac{|\beta|}{m} \right)}$$

$$\left| D_\xi^{\alpha-\beta} D_\\gamma^\alpha a(x, x, \xi) \right| \leq C_{2n} \langle (x, \xi) \rangle^{-\rho|2\alpha-\beta|} e^{2n \rho \varphi^* \left( \frac{|2\alpha-\beta|}{2m} \right)} e^{m \omega(x)} e^{m \omega(\xi)}.$$  

Since $u$ and $f$ belong to $S_\omega$, by Definition 2.10, there exist $C_1, C_2 > 0$ (that only depend on $m$) such that

$$|\hat{u}(\xi)| \leq C_1 e^{-(m+1)\omega(\xi)} \quad \text{and} \quad |f(x)| \leq C_2 e^{-(2m+1)\omega(x)}.$$  

We observe that, by the convexity of $\varphi^*$, $e^{n \rho \varphi^* \left( \frac{|\beta|}{m} \right)} e^{2n \rho \varphi^* \left( \frac{|2\alpha-\beta|}{2m} \right)} \leq e^{2n \rho \varphi^* \left( \frac{|\alpha|}{m} \right)}$. On the other hand, since $\varphi^*(x)/x$ is increasing,

$$\langle (x, \xi) \rangle^{-\rho|\alpha|} \leq (2R)^{-\rho|\alpha|} e^{-\rho|\alpha|} \frac{n+1}{n+1} \leq (2R)^{-\rho|\alpha|} e^{-\rho \varphi^* \left( \frac{|\alpha|}{m} \right)}.$$  

These estimates give

$$\left| \langle T_N u, f \rangle \right| \leq \sum_{|\alpha|=1}^N \sum_{0 \neq \beta \leq \alpha} \frac{1}{\beta! |\alpha-\beta|} \int_{\langle (x, \xi) \rangle \geq 2aN} C_{2n} D_n C_1 C_2 e^{2n \rho \varphi^* \left( \frac{|\alpha|}{m} \right)} (2R)^{-2\rho|\alpha|}$$

$$\times e^{-2n \rho \varphi^* \left( \frac{|\alpha|}{m} \right)} e^{m \omega(x)} e^{m \omega(\xi)} e^{-(m+1)\omega(x)} e^{-(m+1)\omega(\xi)} d\xi d\eta$$

$$\leq \sum_{|\alpha|=1}^N \sum_{0 \neq \beta \leq \alpha} \frac{(2R)^{-2\rho|\alpha|} E_n}{\beta! |\alpha-\beta|} \left( \int_{R^d \times [\{ |x| \geq 2aN \}] \times R^d} e^{-\omega(x) - \omega(\xi)} dx d\xi \right).$$  

(5.5)

Here, $E_n = C_1 C_2 C_{2n} D_n$. Now, we consider in (5.5) only the integral on $\mathbb{R}^d \times \{ |\xi| \geq 2aN \}$. The argument for the addend with the integral on $\{ |x| \geq 2aN \} \times \mathbb{R}^d$ is analogous. By property (γ) of the weight function, $\int e^{-\omega(x)} dx$ converges and, moreover, for $N$ big enough, for some constant $C > 0$, we also have

$$\int_{|\xi| \geq 2aN} e^{-\omega(\xi)} d\xi \leq \frac{C}{(2aN)^3}.$$  

So, we obtain the estimate

$$CC_1 C_2 \left( \int e^{-\omega(x)} dx \right) \sum_{|\alpha|=1}^N \sum_{0 \neq \beta \leq \alpha} \frac{1}{\beta! |\alpha-\beta|} \frac{1}{(2R)^{\rho|\alpha|}} \frac{C_{2n} D_n}{a_N \gamma}.$$  

Finally, by the selection of $(j_n)$, we have $e^{-n \varphi^* \left( \frac{1}{n} \right)} \leq e^{-n}$ for $j \geq j_n$. This finishes the proof, since $\frac{1}{a_N} \frac{C_{2n}}{a_N} \frac{D_n}{a_N} \leq e^{-n}$ and

$$\sum_{|\alpha|=1}^N \sum_{0 \neq \beta \leq \alpha} \frac{1}{\beta! |\alpha-\beta|} \frac{1}{(2R)^{\rho|\alpha|}} \leq \sum_{k=1}^N \left( \frac{d}{(2R)^\rho} \right)^k$$

converges when $N \to +\infty$ provided $R \geq 1$ be large enough. \hfill \Box

We want to prove that our class of pseudodifferential operators is closed when composing operators and also when we take transpose operators.
Proposition 5.5 Let $P(x, D)$ be the pseudodifferential operator associated to $p(x, \xi) \in \mathcal{GS}_\rho^{m, \omega}$. Then the transpose operator, restricted to $S_\omega$, can be decomposed as $P(x, D)^t = Q(x, D) + \tilde{R}$, where $\tilde{R}$ is an $\omega$-regularizing operator and $Q(x, D)$ is the operator defined by $q(x, \xi) \sim p'(x, \xi)$.

Proof The transpose operator $P(x, D)^t$ is the pseudodifferential operator associated to the amplitude $p(y, -\xi)$. So, the result follows from Theorem 5.4. □

The following result is straightforward, so we omit its proof [21].

Lemma 5.6 Let $p(x, \xi), q(x, \xi)$ be symbols in $\mathcal{GS}_\rho^{m, \omega}$. If $b(x, \xi)$ is a symbol in $\mathcal{GS}_\rho^{m, \omega}$ such that $b(x, \xi) \sim q'(x, -\xi)$ and $r(x, \xi) \in \mathcal{GS}_\rho^{2m, \omega}$ is equivalent to $\sum_j \sum_{|\alpha|=j} \frac{1}{\alpha!}a_\alpha D_y^\alpha (p(x, \xi)b(y, \xi)) |_{y=x}$, then $r(x, \xi) \sim p(x, \xi) \circ q(x, \xi)$.

Theorem 5.7 Let $p(x, \xi), q(x, \xi)$ be symbols in $\mathcal{GS}_\rho^{m_1, \omega}, \mathcal{GS}_\rho^{m_2, \omega}$ respectively, and let $P, Q : S_\omega \rightarrow S_\omega$ be the corresponding pseudodifferential operators. Then, the composition $P \circ Q : S_\omega \rightarrow S_\omega$ coincides, modulo an $\omega$-regularizing operator, with the pseudodifferential operator associated to $(2\pi)^d (p(x, \xi) \circ q(x, \xi))$.

Proof We already know that $Q^t$ is given by the amplitude $q(y, -\xi)$. Then, $Q^t = Q' + T'$, where $T'$ is $\omega$-regularizing, and $Q'$ is defined by a symbol $q'$ that is equivalent to $q$. Since the class of the $\omega$-regularizing operators is closed by taking transposes, and by the fact that $(Q')^t = Q$, we observe $Q = Q_1 + T_1$, where $T_1$ is $\omega$-regularizing, and $Q_1$ is the operator associated to $b(y, \xi) := q'(y, -\xi) \sim q'(y, -\xi)$. Moreover, $P \circ T_1$ is an $\omega$-regularizing operator.

We consider the composition $P \circ Q_1 : S_\omega \rightarrow S_\omega$ given by

$$P(Q_1 f)(x) = \int p(x, \xi) \widehat{Q_1 f} (\xi) e^{ix\xi} d\xi.$$  

It is easy to see that $Q_1 f(x) = \widehat{T_1}(-x)$, where $I(\xi) := \int b(y, \xi) f(y) e^{-iy\xi} dy$. Thus, $\widehat{Q_1 f} (\xi) = (2\pi)^d I(\xi)$, and hence $P \circ Q_1$ is a pseudodifferential operator associated to $(2\pi)^d p(x, \xi)b(y, \xi)$. Theorem 5.4 and Lemma 5.6 give the conclusion. □
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