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Chapter 1
Introduction

Obstacle avoidance for aerial robots is a non-trivial task. Most aerial robots can stop and even hover in-flight and have the maneuverability to avoid obstacles. However, due to the underactuation of the aerial robot system and based on the current position and orientation with respect to the obstacle(s), the robot cannot necessarily avoid the obstacle easily. Therefore, both the underactuation as well as the relative orientation of the robot have to be accounted for. There are two types of obstacles: known and unknown obstacles. Known obstacles are obstacles whose position is known prior to the start of the mission, that is when the aerial robot starts its flight. Those include the limits of the flight space, such as walls, trees, or other fixed objects. These kind of obstacles can be safely avoided using state-of-the-art path-planning algorithms [LaiEtAl16, JiEtAl17]. Unknown obstacles are not known prior to mission start, these obstacles occur randomly. Common examples are humans, other robots, or other moving objects. Nevertheless, even fixed objects can be unknown prior to mission start, if for example the flight space is not completely mapped. Therefore, an algorithm is needed which can adapt to the environment in real-time and guarantee obstacle avoidance while keeping the aerial robot stable.

The following work is divided into multiple chapters. Chapter 2 gives a brief overview of the currently developed technologies regarding aerial robots and obstacle avoidance. In chapter 3, the development and design of the aerial robot is discussed. The chapter also explains the used soft- and hardware necessary for the flight of the aerial robot. This also includes external systems like the motion capture system, see subsection 3.2.2. The controls for the aerial robot are discussed in chapter 4. First, the general control scheme for aerial robots is shown, followed by a simple PID-like controller and an optimal control approach for obstacle avoidance. Finally, the Model Predictive Control (MPC) approach is highlighted. The aforementioned controllers are validated in chapter 5 to prove the ability for obstacle avoidance. This chapter also contains the flight tests
conducted at the flight space of the University of California, Berkeley. Lastly, chapter 6 summarizes the work of this thesis as well as the contributions and gives an outlook on the next steps for this project.

1.1 Problem Statement

Consider the above described scenario of an aerial robot flying through an unknown and unmapped area. While the aerial robot would know its current state, due to available sensor data, and possibly the final state, it may have incomplete knowledge of the possible distribution of static and dynamic obstacles at every time step. Therefore, it might not be able to directly fly from one point in space to any other on the shortest path. Depending on the environment the robot could encounter everything from trees, wall, humans or other aerial robots. In order to keep the aerial robot and its surroundings safe at all time, a collision is to be avoided at all costs.

Assume that the aerial robot is already equipped with a technology which enables obstacle detection, for example an RGB(D)-camera or a different sensor, providing depth information. Additionally, an obstacle avoidance algorithm is needed to safely reach the robot’s destination without colliding with the detected obstacles. Detecting obstacles only when they are already close will lead to a fast changing environment for the controller to navigate in. To react to the changes in the environment and safely navigate through it, the controller has to be able to take the obstacles into account. In general, such a controller has been developed and exclusively been used in simulations [WuEtAl16b]. This controller only takes the current position, velocity, and acceleration of the aerial robot and the obstacle(s) into account. It cannot predict the next time-step and optimize the robots trajectory over a longer time period. Such a prediction could potentially increase the controller’s performance as the robot, given a known path for the obstacles, would not need to react to obstacles coming close but not crossing paths. Such scenarios are not uncommon in highly dense environments or in cases of multi-agent flights.

The scenario considered in this thesis is a flight through an unknown area, which might be inaccessible to humans, for example in dangerous rescue missions. The aerial robot can no longer rely on other systems, it has to operate fully autonomous. Especially a secondary ground station which can compute the control outputs is not available. Thus, a platform has to be developed which can handle the necessary computations for obstacle avoidance on-board and in real-time.
1.2 Mathematical Preliminaries

Throughout this work, some mathematical preliminaries are required. The first is the hat map, used to transform a cross product operation into a matrix multiplication. For that, let $\hat{\hat{\cdot}}: \mathbb{R}^3 \to \mathfrak{so}(3)$ be defined as the hat map and its inverse $\check{\cdot}: \mathfrak{so}(3) \to \mathbb{R}^3$ as the vee map [MurrayEtAl94, Hall15] such that:

\begin{align*}
\hat{\hat{x}} y &= x \times y, \quad \forall \ x, y \in \mathbb{R}^3 \quad (1.1) \\
\check{\hat{x}} &= x, \quad \forall \ \hat{x} \in \text{SO}(3). \quad (1.2)
\end{align*}

Furthermore, throughout this thesis, whenever Euler angles are used, it shall be noted, that those are in fact the commonly used $z$-$y$-$x$-Euler-angles, also known as the roll-pitch-yaw-angles.
Chapter 2

State of the Art

Over the last years, aerial robots have become an attractive platform for robotics and control research [LeeEtAl10a, LeeEtAl10b, MellingerEtAl11, HehnEtAl11, CaiEtAl14]. Especially the coordinated use of aerial robots has gained popularity. Using swarms of aerial robots [KushleyevEtAl13] enables for example surveillance of large areas [HrabarEtAl10, AcevedoEtAl13] and transportation of heavy payloads with small scale robots [SreenathEtAl13a, SreenathEtAl13b] including grabbing payloads in-flight [ThomasEtAl14]. Aerial robots have also found application in the civil sector, supporting or leading search and rescue missions [TomicEtAl12, Murphy12, GhamryEtAl17].

However, for aerial robots to work fully autonomously, they need to be equipped with obstacle detection and avoidance algorithms [KoyasuEtAl02, KoyasuEtAl03, BeardEtAl03]. The obstacle detection algorithms are often offloaded to a ground station [CarloniEtAl13], limiting the range of the aerial robot such that the robot is always able to communicate with the ground station. But efforts have been made for intercommunication of swarms to overcome the problem of the limited-range [BeardEtAl03, PalatEtAl05]. Nevertheless, to maneuver fully autonomously, independent from other aerial robots or a ground station, aerial robots have to detect obstacles and react accordingly using only on-board hardware and software. Thus, obstacle avoidance is a very important research area, especially for swarms in which the robots can also interfere with each other, both on ground [BorrmannEtAl15] and air-bound [AlejoEtAl09, MoriEtAl13].

To solve the problem of obstacle avoidance, path-planning is often applied [Hrabar08, PepyEtAl06, ShenEtAl15, JiEtAl17, ZhangEtAl18]. The path-planning algorithm calculates an optimal path to reach a certain state while avoiding all obstacles. The resulting path, often referred to as reference trajectory is then send to a controller. In the case of an aerial robot, this is most likely a position controller. The position controller in turn will calculate a desired thrust vector
to minimize the error between the current and reference position. Nevertheless, a simple position controller is not constrained by an obstacle avoidance algorithm. Thus, there is no guarantee, it will follow the reference trajectory close enough to avoid the obstacle. Augmenting the position controller with an obstacle avoidance constraint will guarantee avoidance. The next step in the control chain is often an attitude controller, minimizing the attitude error. Its input is the desired thrust vector outputted by the position controller. Most aerial robots have two degrees of underactuation, see [WuEtAl16a] and section 3.2. Therefore, their potential to avoid obstacles depends on their relative orientation to the obstacle [WuEtAl16a, WuEtAl16b]. Thus, obstacle avoidance algorithms are applied to the attitude controller. The drawback is, that the attitude controller cannot influence the position of the aerial robot, as it has no knowledge about where the aerial robot is in space compared to the reference trajectory. The topic of obstacle avoidance on the position and attitude level and its impact on the controller design are further discussed in subsection 4.4.2.

Due to the weight limitation of aerial robots, flight time is always a problem. To maximize the flight time [TagliaabueEtAl19] optimal control [WuEtAl16a, WuEtAl16b] is often used instead of ordinary control [LeeEtAl10b]. Optimal control can optimize flight by reduction unnecessary movements. It can also impose constraints, guaranteeing exponential stability and safety. Yet, optimal control poses higher strain on the hardware than ordinary control laws. To guarantee safety, a new set of constraint function was recently developed [AmesEtAl14b, AmesEtAl19]. Based on exponentially stable Control Lyapunov Functions (CLF) [GhandhariEtAl01, AmesEtAl14a] this new controller guarantees safety at all times and uses a barrier function [TeeEtAl09b, TeeEtAl09a] as a safety constraint. The resulting controller is referred to as a Control Barrier Function (CBF). It will optimize the control output at each time step, trying to achieve exponential stability while never violating the safety constraint defined by the barrier function.

In general, obstacle avoidance controllers do not predict future positions of the aerial robot and the obstacle. Thus, one-step optimizers may not follow the optimal path around obstacles. A possible solution is Receding Horizon Control (RHC), often referred to as Model Predictive Control (MPC) [KwonEtAl05, GrimmEtAl05, ShenEtAl15]. These controllers optimize over a receding time horizon to calculate the optimal set of control outputs up until a horizon. It has been proven to work with aerial robots [MuellerEtAl13, BanguraEtAl114] and also with safety-guaranteeing-constraints [WuEtAl118]. Currently, there is no controller combining the safety guarantee described in [AmesEtAl14b, WuEtAl16a, WuEtAl16b, AmesEtAl19] with the idea of MPC.

Parallel to the rapid development of control algorithms, in the last years, numerous software-platforms for aerial robot research have been developed. Most
notably are **Crazyflie** [GiernackiEtAl17], **ARDUPILOT** [ArduPilot09], **PX4** [MeierEtAl15], and **ROSFLIGHT** [ROSflight19], all of which are open-source and designed for research, thus allowing heavy customization. **Crazyflie** has been developed for small-scale aerial robots, especially useful for swarms. The software is designed to be run on the corresponding hardware, a tiny 9 g aerial robot. In comparison, **ARDUPILOT**, **PX4**, as well as **ROSFLIGHT** all have been developed independent from a specific hardware. While there exist a custom flight controller for **PX4**, called **Pixhawk** [pixhawk18], the software can easily be ported onto different hardware. With the rising popularity of **ROS** [QuigleyEtAl09], an open-source robotics framework, **ROSFLIGHT** has been developed for easy integration of flight control into an existing **ROS** installation. Contrary to that, **ARDUPILOT** and **PX4** both use an intermediate protocol, called **MAVLINK**, to communicate with **ROS** and allow for the integration of flight controllers into **ROS**.

To deploy the developed control algorithm, different scales of aerial robots are available with a maximum take-off mass of $<10$ g up to around 25 kg [CaiEtAl14, GiernackiEtAl17]. A commonly used platform for aerial robots in research is the “**DJI Flamewheel**” series [DJI12], designed for a maximum take-off mass of around 1 kg to 5 kg. The Flamewheel platform provides a light-weight structure for the aerial robot with multiple mounting point for different accessory, like a flight controller, battery, and a gimbal equipped with a camera.
Chapter 3

Test Platform Development

This chapter discusses the ideas behind the development and design of the aerial robot used in this work. While the number of commercially available aerial robots increased, so did the supply [CaiEtAl14], most aerial robots are trimmed for flight time and use only light weight control schemes with no on-board obstacle avoidance. In addition, most commercially available aerial robots are closed-source, regarding the hard- and software. Still, to incorporate obstacle avoidance, an aerial robot with access to its software and potentially hardware is needed. The following chapter discusses the design and development of an aerial robot, which is open-source and equipped with the necessary hard- and software for obstacle detection and avoidance.

3.1 Requirements

As mentioned above, the aerial robot has to be customizable in terms of hard- and software. To detect obstacles, the aerial robot needs to be equipped with a device, which is able to detect obstacles, like an RGBD-camera. In addition to the RGB color channels, a RGBD-camera also provides a channel with depth information for each pixel. But the aerial robot also has to have a device which can handle the information streams. This additional channel can be used for the obstacle detection as well as the pose information of the robot. Also, the device has to be able to calculate the control laws. Lastly, the device has to determine the control laws for obstacle avoidance and execute the control commands using the available actuators.

Aerial robots have to be designed around a low mass with high thrust. The higher the thrust to mass ratio is, the better the aerial robots flight performance will be. With a ratio of approximately 1, the aerial robot can barely hover at
a constant height. But with a ratio of 2 and even higher, it can accelerate and decelerate quickly, allowing for quick turns to avoid obstacles. For that reason, the aforementioned device has to be as light as possible. Increasing the size to add a stronger actuation system, is, in theory, a valid option. But as the available flight space is limited to $3 \times 5 \times 6$ m ($x \times y \times z$), increasing the size of the aerial robot will significantly decrease its relative size compared to the flight space. Therefore, the size of the aerial robot shall not exceed one-tenth of the size in each direction. Otherwise, the maneuverability of the robot will be negatively influenced.

### 3.2 Hardware

A reliable and robust platform is needed for testing the proposed control strategy in chapter 4. A commonly used platform for aerial robots is the quadrotor, also known as quadrocopter, named after its four rotors, generating the thrust and moments. Of the six degrees of freedom in $\text{SE}(3)$, the quadrotor can only directly manipulate the three rotations in $\text{SO}(3)$ and only one translation in $\mathbb{R}^3$, that is the translation along the thrust axis, commonly defined as the $z$-axis. To manipulate the translations along the $x$- and $y$-axis, the robot has to rotate. Therefore, the system has two degrees of underactuation. Nevertheless, the problem of underactuation holds true for other multirotors, such as hexa- and octorotors, as the thrust can still be only applied in one direction. The resulting implications will be discussed in section 4.2.

The quadrotor is built around the commonly used “DJI Flamewheel F330” [DJI12] frame. The frame offers multiple mounting points for additional hardware, such as flight-controllers, batteries, and cameras. With its beam length of 330 mm it is big enough to carry enough additional hardware without negatively impacting the required flight space to operate. Bigger frames limit the quadrotor’s maneuverability. In contrast, a smaller frame reduces the available mount space for additional hardware.

The quadrotor is actuated by four Emax MT 2208 II [Emax18] motors with $8 \times 4.5$ propellers with matching ESCs (Electronic Speed Controller). This configuration creates a maximum thrust of $f_{\text{max}} = 28.51$ N and maximum moments of $\tau_{x,\text{max}} = 1.66$ N m, $\tau_{y,\text{max}} = 1.66$ N m, and $\tau_{z,\text{max}} = 0.215$ N m. For the definition of $f$ and $\tau$ see section 4.1 and Figure 4.1. Using a 3S LiPo battery, this setup can achieve a flight time of approximately 10 min.

Additional hardware is required to calculate the control commands and to send them to the ESCs. Most flight controllers, like the Pixhawk [pixhawk18], are only able to do this for simple control laws in real-time. Calculating more advanced
control laws requires computationally more powerful hardware. For that reason, a NVIDIA Jetson TX2 [NVIDIA19] is used. With its six CPU cores, 256 CUDA GPU cores, and 8 GB RAM, it can handle optimal control. It can also run ROS [QuigleyEtAl09] to e.g. combine multiple sensor readings. Nonetheless, the Jetson TX2 cannot communicate with the ESCs. This is done through the Aerocore 2 [Gumstix18] running PX4 [GiernackiEtAl17], an open-source software for flight control of aerial robots, see subsection 3.3.2. In short, the Aerocore 2 receives the desired control outputs calculated by the Jetson TX2 and translates it to ESC readable signals, which control the motors. More on the exact data-and workflow can be found in section 3.3.

### 3.2.1 Camera

The quadrotor is equipped with a stereovision camera, which can be used for obstacle detection and pose estimation of the quadrotor. The latter feature can be especially useful if the quadrotor was to be flown in open areas where no exact positioning service is available.

For the development of this platform, three different cameras were available, each with distinct features and their consequently advantages and disadvantages. The three cameras are the “ZED Mini” [Stereolabs19] by Stereolabs, the “D435i” [Intel18] as well as the “T265” [Intel19], which are both by Intel. The features of which are listed in Table 3.1.

| Feature                  | ZED Mini          | Intel D435i       | Intel T265         |
|--------------------------|-------------------|-------------------|-------------------|
| Resolution               | from 672 × 376 to 2 208 × 1 242 | 1 920 × 1 080 | 848 × 800         |
| Framerate                | up to 100 fps at 672 × 376 | 30 fps            | 30 fps            |
| Field of View (diag.)    | 110°              | (95 ± 3)°         | (163 ± 5)°        |
|                          |                   |                    | hemispherical     |
| Depth technique          | passive           | active             | none              |
| Depth resolution         | same as RGB       | up to 1 280 × 720 at 90 fps | – |
| Depth range              | 12 m              | 10 m               | –                 |
| Pose information         | ✔                 | ✗                  | ✔                 |
| Accelerometer            | up to 800 Hz      | 250 Hz             | 62 Hz             |
| Gyroscope                | up to 800 Hz      | 400 Hz             | 200 Hz            |
| Computation              | offloaded         | on-device          | on-device         |

Table 3.1: Features of different RGB(D)-cameras.
As listed in the table, the ZED Mini offers acceptable pose estimation and an IMU, but it is offloading all computations to a CUDA device resulting in the necessity of a high performance NVIDIA GPU. While the Jetson TX2 is equipped with 256 CUDA cores, even on the lowest possible resolution, the depth map and the pose estimation are only available in less than 10 fps, which is insufficient for proper pose estimation and especially velocity estimation. Therefore, this camera is not a valid option. The Intel cameras on the other hand do all their calculations on-board, running independently from the Jetson TX2. This design allows for higher frame rates for both image and pose data. While the T265 delivers high accuracy pose estimation with a supposed drift of < 1 %, only the D435i natively delivers a depth image. As all flight tests were conducted in a secured flight space, equipped with a motion capturing setup, pose information could be obtained using said setup. Therefore, the D435i was chosen as the primary camera for the quadrotor platform.

3.2.2 Motion-Capture

Motion-capture is a technique used in the industry [MoeslundEtAl01, PullenEtAl02] and research [YamaneEtAl09, ThomasEtAl13, ThomasEtAl14] to capture highly accurate pose information of objects in SE(3). To do so, the setup uses multiple cameras to track reflective markers mounted on an object. As the positions of the markers on the object are known, the position and orientation of the object can be calculated based on the marker’s position in $\mathbb{R}^3$. Such a setup is exemplary shown in Figure 3.1. Using its cameras, the system can calculate the current position and orientation of any marker array. The markers are attached to the quadrotor in between the arms. Adding a filter provides additional velocity information. To incorporate the data into the quadrotor system, a VRPN (Virtual Reality Peripheral Network) publishes the pose data via ROS [BovbelEtAl19]. From here, every other system running ROS can subscribe to the data and for example log it or process the received pose signals.

3.3 Software

The quadrotor platform consists of multiple devices with different interfaces, which have to be accounted for. While most software runs in ROS on the Jetson TX2 the interface to the Aerocore 2 is managed via MAVLINK. This interface is fully handled by MAVROS and PX4, see subsection 3.3.2. Nevertheless, some changes had to be made to pass the calculated control outputs from the Jetson TX2 through to the ESCs. Figure 3.2 provides a basic overview over the systems involved. As the only external system, the motion capture system publishes
the data to Ros from where all other Ros-nodes can subscribe and read the messages. Same holds true for the camera system. Ros provides the interface for the camera to publish the data. Likewise, the controller and MAVROS read and write from and to the ROS message system. On the Aerocore 2, PX4 receives the control outputs and sends to the mixing module. The mixing module calculates the rotation speed of the motors based on the control outputs and communicates with the ESCs, which again control the motors.

3.3.1 Ros

The Robot Operating System (Ros) has been developed as an open source framework for distributed robotic systems [QuigleyEtAl09]. It is mainly written in C++ and PYTHON but is also supported by MATLAB. Ros provides thread scheduling, package management and message distribution. In ROS, executables are called nodes, which, based on the interconnection between the nodes, form a graph representing the architecture of the robotic system. The messaging system in ROS
provides each node with a publish/subscribe-system and a service-call-system. The former allows nodes to broadcast predefined messages into a certain topic, a named bus. This topic can then be subscribed to by other nodes. It also allows for multiple nodes to broadcast and to subscribe, an omnidirectional message exchange. Ros-service on the other hand, is a unidirectional peer-to-peer connection between two nodes. Here, a node can call the service of another node to request a message instead of waiting for the other node to publish it. Another difference is, that using a service, the information in the message can be adapted to the request of the requesting node, a kind of customized message compared to the public messages using a Ros-topic.

Ros is able to run on distributed systems with different hardware. A Ros-master handles the communication between the nodes and acts as a central point of contact for nodes to initially connect to. All nodes can be run in multiple instances and on multiple devices in parallel. This allows for a modular software design, for example with a node reading sensor values on multiple robots in a swarm. Moreover, nodes can quickly be exchanged with other nodes, or a new version of the same node, possibly even in operation. Using Ros has the benefit that new controllers can easily be included, as they only have to call the corresponding services and subscribe to the necessary topics to gather the input data and publish the control output.

### 3.3.2 PX4

Of the in chapter 2 mentioned available software packages, only PX4 is available pre-build for the Aerocore 2, it is used as the operation system. With its support for multiple aerial robots, such as quad-, hexa-, octorotors, helicopters, and even wheeled robots, as well as different hardware platforms, it is well supported by a huge community.

PX4 does not support $f$-$\tau$-control via the companion devices (Jetson TX2). By default, it only allows higher level control, such as path-planning, on the compan-
ion device, because the delay cannot be verified to be low enough for the system to be stable. But as the Jetson TX2 and the Aerocore 2 share a high speed connection, it is possible to send $f_c$ and $\tau_c$ not only at a sufficient frequency and a low enough delay for the control to be stable. The proof of concept can be found in subsection 5.2.1. Therefore, a modified version of [MeierEtAl18] is used.

To send the normalized $f_c$ and $\tau_c$ from the Jetson TX2 to the Aerocore 2, a new MAVLINK-plugin had to be written. The plugin receives $f_c$ and $\tau_c$ from ROS via MAVROS, converts it to data readable by the MAVLINK-protocol, sends it via the MAVLINK-bridge to the Aerocore 2, converts it back to a message readable by PX4 and distributes it inside of PX4.

The values are read by the attitude control module inside of PX4, overwriting the control inputs from the default controller [D’AndreaEtAl13]. As the default controller is still running in the background, it can be used as a fallback in case the connection between the Jetson TX2 and the Aerocore 2 drops out. The final control input is then passed to the mixer module. This module uses a matrix similar to the matrix described in [MellingerEtAl11] to calculate the individual PWM values for each motor.

### 3.3.3 Cvxgen

Often, an ordinary controller is not sufficient to guarantee stability and obstacle avoidance. One possible solution is using an optimal controller, as derived in section 4.3. Using optimal control relies on solving an optimization problem. The optimization problems for the CLF-CBF-QP, see section 4.3, and the MPCBF, see section 4.4, can be classified as convex [BoydEtAl10]. Those can be solved faster and more efficient due to having one global optimum rather then multiple local optima. These problems can, for example, be solved using linearly constrained quadratic program [Hildreth57, NocedalEtAl06], an efficient way of solving convex problems. Most solvers are written to be ambiguous, leading to slower overall solve times. However, to run an optimization in real time, the solver itself has to be faster than the loop time of the controller. For that reason, CVXGEN [MattingleyEtAl12] was chosen. It is a solver designed for these types quadratic programs, designed to run as fast as possible, even on embedded systems. In comparison to traditional solvers, CVXGEN runs faster, due to running custom C-code. According to [MattingleyEtAl12], the solver created by CVXGEN reduces the solving time by 10 000 compared to ordinary solvers, such as CVX.
Suppose the following linearly constrained quadratic program:

\[
\begin{align*}
    x^* &= \underset{x}{\text{minimize}} \frac{1}{2} x^T Q x + f^T x, \\
    \text{subj. to } Ax &\leq b, \\
    A_{eq} x &= b_{eq},
\end{align*}
\]

where \( x \in \mathbb{R}^n \) is the optimization variable, \( x^* \in \mathbb{R}^n \) is the optimal solution, \( Q \in \mathbb{S}^n_+ \) is a symmetric weight matrix, often referred to as the quadratic penalty, \( f \in \mathbb{R}^n \) is the linear cost or bias term, \( A \in \mathbb{R}^{m \times n} \) and \( b \in \mathbb{R}^m \) are the matrix and vector, respectively, used to represent the \( m \) inequality constraint, and \( A_{eq} \in \mathbb{R}^{m_{eq} \times n} \) and \( b_{eq} \in \mathbb{R}^{m_{eq}} \) are the matrix and vector, respectively, used to represent the \( m_{eq} \) equality constraint. To create a highly efficient solver for the linear quadratic program, the following code would be used:

dimensions
n = 10 # states of x
m = 5 # num. of ineq constraints
meq = 3 # num. of eq constraints
end

parameters
Q (n, n) # quadratic penalty (positive semi definite)
f (n) # linear cost term
A (m, n)
b (m)
Aeq (meq, n)
beq (meq)
end

variables
x (n)
end

minimize
quad(x, Q) + f^T x
subject to
A*x <= b
Aeq*x == beq
end

Furthermore, CVXGEN can also create solvers for MPC, see section 4.4, natively [MattingleyEtAl11]. While linear Model Predictive Control problems can be
converted to a quadratic program [BuijsEtAl02], the problem can also be written down directly in CVXGEN. For that, mostly the minimization-block is changed with an alternative minimization function:

\[
\begin{align*}
\text{minimize} & \quad \sum_{t=0..T} (\text{quad}(x[t], Q) + \text{quad}(u[t], R)) + \text{quad}(x[T+1], Q_{\text{final}}) \\
\text{subject to} & \quad x[t+1] = A \cdot x[t] + B \cdot u[t], \ t=0..T \quad \# \text{dynamics constraints.}
\end{align*}
\]

Due to the similarity of both codes, the definition of the corresponding dimensions, parameters, and variables has been omitted.

Since the generated code is written in C, CVXGEN is highly portable, especially considering its use case for embedded systems. Furthermore, C can be easily incorporated into C++-code, which is natively supported by ROS. Therefore, CVXGEN can be used in combination with ROS, making it a very good candidate for systems running ROS.

### 3.3.4 Controller

The control laws with the necessary in- and outputs are written in C++ running as ROS-nodes. Thus, each task is handled by a specific node. The fundamental tasks are the input and output from the virtual controller space. An input-node gathers all different inputs and provides a ROS service for each, such that other nodes always fetch the most recent data. The corresponding inputs are the IMU and gyroscopic readings from either the camera or the Aerocore 2, the position, orientation, and velocity from the motion capture system, via the VRPN. Also, all sensor data is filtered using a second order low pass filter to reduce the noise in the system. Depending on the used camera, the pose can also be acquired from the camera, or, as long as an IMU and gyro is present, via a Kalman filter. Thus, the full pose information, \(x, \dot{x}, \ddot{x}, \varphi, \dot{\varphi}\), is gathered. Furthermore, the orientation is provided in terms of a rotation matrix and the quaternion representation. As the input node handles the decision which IMU, gyro, and position data is used, the logic does not have to be implemented inside the controller nodes. Yet, the camera’s video stream is not subscribed to by the input node, it is, if necessary, directly subscribed to by each node. The output node works exactly the other way around. It gathers the control output from the currently active controller via a ROS service and publishes it to the ROS topic. MAVROS then gathers the data and further processes it. There also exists a trajectory planning node, which provides the controllers with the reference trajectory, for example a fixed setpoint or a circular trajectory similar to the one used in section 5.1.
The general framework of the controller is a service call to obtain the pose, a service call for the trajectory, and a service call to pass the control output to the output node. In the case of the CLF-CBF-QP, see section 4.3, or the MPCBF, see section 4.4, Cvxgen is used to solve the optimal control problem. Finally, as for each controller, see chapter 4, there exists a separate node, it can be easily switched among them. Since all controllers are running at all times, even an in-flight replacement is possible.

3.4 Final Design

The final quadrotor can be seen in Figure 3.3, both as a rendering and a picture. While the motors had to be raised to make space for the Aerocore 2 and Jetson TX2, in theory this should only improve the aerodynamics. The total mass of the quadrotor comes out to around 980 g. With the maximum total thrust of $f_{\text{max}} = 28.51$ N, this results in a maximum positive acceleration of $a_{\text{max}} \approx 29.1 \text{ m s}^{-2} > 2g$. Accounting for the 1g of earth’s gravitational acceleration, this still leaves the quadrotor with over 1g possible acceleration to perform maneuvers. This is often seen as the lower limit for the maximum acceleration for aerial robots. A maximum acceleration lower than 2g would reduce its agility. In total, the platform is equipped with eight motion capturing markers, four on the beams between the arms, two on top of the Jetson TX2, and two by using the nuts on two opposite motors. This placement ensures that there are always at least three markers visible from the viewpoint of the cameras.

![Figure 3.3: Final design of the platform.](image)

A remote control has been added to the design, such that an operator can arm, start, fly, land, and disarm the platform if needed. Otherwise, the Jetson TX2’s
on-board software takes care of it. Still, the remote has another very important function. In case of an emergency or malfunctioning of the software, the motors can be stopped immediately using a “kill switch”. A telemetry system is added for monitoring the status of the PX4 system, for example the battery level and flight mode, either flying manual using the remote or fully autonomously. Another computer running ROS is used to monitor and log the general behavior of the platform, including the pose, velocity, and control in- and outputs.

Lastly, the software running on the Jetson TX2 can be found online [Lange19]. As well as the modified version of PX4 which is used on the Aerocore 2 [LangeEtAl19].
Chapter 4

Control

In this chapter, the control of an aerial robot is discussed. First, the robot’s dynamics are described in section 4.1. A simplified, yet sufficient model is introduced. Next, in section 4.2, the general control scheme of an aerial robot is reviewed. Here, the Euler angle controller will be introduced, a simple, PD-like controller based on the dynamics of the aerial robot. Afterwards, section 4.3 examines Control Lyapunov Functions (CLF) as well as Control Barrier Functions (CBF) and its application to Optimal Control. Lastly, section 4.4 introduces the Model Predictive Control and how it is adapted to the problem of obstacle avoidance on an aerial robot. Finally, the newly developed controller, the Model Predictive Control Barrier Function (MPCBF), will be presented.

4.1 Dynamics of an Aerial Robot

Plausible control actions require a reasonable model of the system’s underlying dynamics. There are different models for a quadrotor. While some models, such as those discussed in [PoundsEtAl06, MellingerEtAl11], include each motor with its own thrust, torque, and the resulting forces, said models can be too computationally expensive. To calculate the dynamics in real time, which is required for the Model Predictive Controller in section 4.4, a simple model is better suited as it is computationally cheaper. With this simplification, the dynamics of a quadrotor are the same as for any other (simplified) aerial robot. Such simplified dynamics of an aerial robot are given by [WuEtAl16b, LeeEtAl10a] with its
necessary quantities indicated in Figure 4.1:

\[ m \ddot{x} = f R e_3 - m \cdot g e_3^{(Q)}, \]
\[ \dot{R} = R \dot{\phi}, \]
\[ J \ddot{\phi} = \tau - \dot{\phi} \times J \dot{\phi}, \]

where \( x \in \mathbb{R}^3 \) denotes the position of the robot’s center of mass, \( f (= \sum_{i=1}^4 f_i) \in \mathbb{R} \) the total scalar thrust in Newton, \( R \in \text{SO}(3) \) the rotation matrix from the inertial frame \( \mathcal{I} \) to the robot’s frame \( Q \). Furthermore, \( e_1, e_2, e_3 \in \mathbb{R}^3 \) are the first, second, and third unit vector respectively. Moreover, \( m, g \in \mathbb{R} \) are the robot’s mass and the local gravitational acceleration, respectively, \( \phi \in \mathbb{R}^3 \) is the vector of Euler angles in the body frame \( Q \). Since only very small angles are considered, the angular velocities turn out to be \( \phi \) Likewise, \( \tau \in \mathbb{R}^3 \) is the moment vector also in the body frame \( Q \), not to be confused with the torques of the single motors, and \( J \in \mathbb{R}^{3 \times 3} \) denotes the moment of inertia of the robot.

Figure 4.1: Simplified dynamic model of an aerial robot.
4.2 General Control Scheme of a Quadrotor

As mentioned in chapter 3, the quadrotor is underactuated. However, most control laws assume a fully actuated system with the virtual dynamics

\[ v = \dot{x} , \]  
\[ m\dot{v} = f , \]

such that the virtual thrust \( f \in \mathbb{R}^3 \) can be fully controlled. That way, it is easier to design a controller for the robot’s dynamics. Based on that idea, most controllers first calculate the control on the virtual dynamics in \( \mathbb{R}^3 \), Equations 4.4 and 4.5, and after that on the fully actuated dynamics in \( \text{SO}(3) \), Equations 4.2 and 4.3. This splits the controller into two parts, a position controller and an attitude controller. A further advantage of this technique is that, as the attitude dynamics are faster than the position dynamics, both can be run at different updates rates. Therefore, the latter do not have to run at such a high frequency, reducing the strain on the computing device. In general, the position controller is run at as low as approximately 10 Hz, while the attitude controller is most often run at around 250 Hz to 500 Hz for standard applications. This concept is visualized in Figure 4.2. It follows, that the attitude controller could stabilize the aerial robot without input from the position controller. While the position offset would be non-zero, possibly even increasing, the robot’s attitude would remain stable. The attitude controllers output, \( f_c, \tau_c \), are the command values for the actuation system of the quadrotor. In most cases those have to be translated to PWM values, based on the matrix described in [MellingerEtAl11].

![Figure 4.2: General control scheme of an aerial robot.](image)

4.2.1 Position Control

As mentioned above, the position control is one of the two parts of the general control scheme of an aerial robot. Its task is to minimize the position error while ignoring the attitude dynamics. Based on that idea, the aerial robot is often seen as a point mass in \( \mathbb{R}^3 \). Therefore, the control inputs are the robot’s position \( \mathbf{x} \), velocity \( \dot{\mathbf{x}} \), and acceleration \( \ddot{\mathbf{x}} \), as well as the corresponding desired values \( \mathbf{x}_{\text{des}} \), \( \dot{\mathbf{x}}_{\text{des}} \), \( \ddot{\mathbf{x}}_{\text{des}} \).
The control output is, in accordance to Equations 4.4 and 4.5, the desired virtual thrust $f_{\text{des}}$.

The simplest position control would be an Euler Angle controller, based on [LeeEtAl10a], which is similar to a PD-controller:

$$f_{\text{des}} = k \odot (x_{\text{des}} - x) + k_v \odot (\dot{x}_{\text{des}} - \dot{x}) + m\ddot{x}_{\text{des}} + m \cdot g e_3,$$  

where $k, k_v \in \mathbb{R}^3$ are the gains for the position and velocity error, respectively, and $\odot : \mathbb{R}^{n \times m} \rightarrow \mathbb{R}^{n \times m}$ denotes the Hadamard product defined as

$$(A \odot B)_{ij} = (A)_{ij}(B)_{ij}, \quad \forall \ A, B \in \mathbb{R}^{n \times m}.$$  

But is augmented by the feed-forward terms $m\ddot{x}_{\text{des}}$ and $m \cdot g e_3$, adding the desired acceleration and compensating for the robot’s mass. More advanced position controllers will be discussed in sections 4.3 and 4.4.

### 4.2.2 Attitude Control

Compared to the position control of an aerial robot, the attitude control is crucial for its stability. Without a stable attitude control, the aerial robot will not stay stable as a global system. The proof is as follows: assuming an aerial robot, whose position is tracking a reference without error but with an unstable or even non-existing attitude controller. This would reduce the free dynamics from $\mathbb{SE}(3)$ to $\mathbb{SO}(3)$. Now assuming the aerial robot could apply its thrust in any direction it desires, it could apply said thrust to always be positive along $e_3$ and counteract any small disturbances in $\mathbb{R}^3$. Nonetheless, the thrust can only be applied along the aerial robot’s positive $z$-axis. Even neglecting the $\mathbb{R}^3$ dynamics, as soon as the aerial robot’s positive $z$-axis has a positive part along $-e_3$, it cannot counteract the gravitational pull, it would even accelerate towards the ground due to the thrust pointing downwards.

The inputs of the attitude control, as shown in Figure 4.2, are the desired thrust $f_{\text{des}} \in \mathbb{R}^3$ from the position control, as well as $\varphi, \dot{\varphi}, \varphi_{\text{des}}, \dot{\varphi}_{\text{des}} \in \mathbb{R}^3$ denoting the robot’s current Euler angles and rotation rates as well as their reference counterpart. From that, the attitude controller computes the command values, the scalar $f_c \in \mathbb{R}$ and the torque vector $\tau_c \in \mathbb{R}^3$. For example, the proposed Euler Angle position controller has its attitude PID counterpart with:

$$\varphi_{\text{des}} = \frac{1}{m \cdot g} \begin{bmatrix} \sin \varphi_3 & -\cos \varphi_3 & 0 \\ -\cos \varphi_3 & \sin \varphi_3 & 0 \\ 0 & 0 & 0 \end{bmatrix} f_c,$$  

$$f_c = f_{\text{des}}^T R e_3,$$  

$$\tau_c = k_p \odot (\varphi_{\text{des}} - \varphi) + k_1 \odot \int_0^T (\varphi_{\text{des}} - \varphi) dt + k_D \odot (\dot{\varphi}_{\text{des}} - \dot{\varphi}).$$
Here, $k_p, k_i, k_d \in \mathbb{R}^3$ are the corresponding PID gains.

This control scheme is sufficient for correcting small angular errors. Controlling huge angular errors, closer to 180°, requires the application of more sophisticated control strategies [WuEtAl16a, Mueller18]. Most of them differ from the way they compute the angular error. For example [Mueller18] discusses multiple different ways, which promise good recovery behavior for high angular errors. From the proposed algorithms, the following has been adapted, it is the same as used by [WuEtAl16a]:

$$e_R = \frac{1}{2}(R_c^TR - R^TR_c)$$

(4.11)

where $R_c \in SO(3)$ is derived from the direction of $f_{des}$ and the desired rotation $R_{des} \in SO(3)$ [WuEtAl16a].

### 4.3 Control Lyapunov Functions and Optimal Control

Suppose a given nonlinear system

$$\dot{x} = f(x) + g(x)u, \quad x(t_0) = x_0,$$

(4.12)

with an equilibrium point at the origin, and $x \in \mathbb{R}^n$, $u \in \mathbb{R}^m$. Then, a positive definite, continuously differentiable function $V(x)$, $V: \mathbb{R}^n \to \mathbb{R}$ is called a Control Lyapunov Function (CLF) [AmesEtAl14b, WuEtAl16b] if and only if

$$c_1 \|x\|^2 \leq V(x) \leq c_2 \|x\|^2$$

(4.13)

and

$$\dot{V}(x, u) = \inf_{u \in \mathbb{R}^m} (\mathcal{L}_fV + \mathcal{L}_gVu + c_3V) \leq 0,$$

(4.14)

with $c_1, c_2, c_3 > 0$ and $\mathcal{L}_fV, \mathcal{L}_gV$ denoting the Lie derivatives of $V$, defined as $\mathcal{L}_fV = \frac{\partial V}{\partial x}f$ and $\mathcal{L}_gV = \frac{\partial V}{\partial x}g$ [Hall15, RöbenackEtAl14]. Any Lyapunov candidate $V$ is exponentially stable, therefore guaranteeing stability for all $x \in \mathbb{R}^n$.

Given the aforementioned properties, Control Lyapunov Functions are often used to guarantee stability and are especially useful for aerial robots. Since the attitude dynamics have to be stabilized for all $t \geq 0$ to guarantee general stability of the robot.

Determining a CLF, which satisfies the above conditions, is nontrivial. Moreover, different functions for the position and attitude control have to be defined. Based on [WuEtAl16a] two novice CLF candidates are proposed. In contrast to
[WuEtAl16a] the candidates have improved tuning capabilities. For the position and attitude control the CLF candidates are

\[ V_x = \frac{1}{2} k_x e_x^T e_x + \frac{1}{2} m e_v^T e_v + \varepsilon_x e_x^T e_v, \] (4.15)

and

\[ V_R = \frac{1}{2 \min \lambda(J)} e_{\dot{\phi}}^T K_J J e_{\dot{\phi}} + \frac{1}{2} e_R^T C_R e_R + (E_R e_R)^T e_{\dot{\phi}}, \] (4.16)

respectively. Here, the individual errors are defined as \( e_x = x - x_{\text{des}}, \) \( e_v = \dot{x} - \dot{x}_{\text{des}}, \) \( e_R \) as in Equation 4.11, and \( e_{\dot{\phi}} = \dot{\phi} - R^T R \dot{\phi}_{\text{des}}. \) Furthermore, \( \varepsilon_x, k_J \in \mathbb{R} \) and \( K_J, C_R, E_R \in \mathbb{R}^{3 \times 3} \) are the tuning parameters.

### 4.3.1 Control Barrier Functions

Control Lyapunov Functions are not sufficient for obstacle avoidance, because they cannot incorporate obstacles into the candidate function. Assuming a free (non-)linear system of the form

\[ \dot{x} = f(x), \] (4.17)

with \( x \in \mathbb{R}^n. \) Furthermore, assuming a set \( \mathcal{C} \subset \mathbb{R}^n \) with the following properties:

\[ \mathcal{C} = \{ x \in \mathbb{R}^n : h(x) \geq 0 \}, \] (4.18)

\[ \delta \mathcal{C} = \{ x \in \mathbb{R}^n : h(x) = 0 \}, \] (4.19)

\[ \text{Int}(\mathcal{C}) = \{ x \in \mathbb{R}^n : h(x) > 0 \}, \] (4.20)

where \( \delta \mathcal{C} \) and \( \text{Int}(\mathcal{C}) \) are the boundary and the interior of the set \( \mathcal{C}, \) respectively, and given a continuously differentiable function \( h: \mathbb{R}^n \to \mathbb{R}. \) Now the function \( B: \mathcal{C} \subset \mathbb{R}^n \to \mathbb{R} \) is a barrier function [AmesEtAl14a, AmesEtAl19] if and only if there exist locally Lipschitz class \( K \) functions \( \alpha_1, \alpha_2, \alpha_3 \) [Khalil02], such that the following conditions hold true for all \( x \in \text{Int}(\mathcal{C}): \)

\[ \inf_{x \in \text{Int}(\mathcal{C})} B(x) \geq 0, \] (4.21)

\[ \lim_{x \to \delta \mathcal{C}} B(x) = \infty, \] (4.22)

\[ \frac{1}{\alpha_1(h(x))} \leq B(x) \leq \frac{1}{\alpha_2(h(x))}, \] (4.23)

\[ \dot{B}(x) \leq \alpha_3(h(x)). \] (4.24)

A function \( \alpha: [0, a) \to [0, \infty) \) is a Lipschitz class \( K \) function, if and only if \( \alpha \) is strictly increasing and \( \alpha(0) = 0. \) Using \( \alpha_1(z) = \alpha_2(z) = z \) and \( \alpha_3(z) = \gamma z \) will
lead to the limiting case of
\[ B(x) = \frac{1}{h(x)}, \quad \text{(4.25)} \]
\[ \dot{B}(x) = -\frac{\dot{h}(x)}{h^2(x)}. \quad \text{(4.26)} \]
Now, imposing
\[ \dot{B}(x) \leq \frac{\gamma}{B(x)}, \quad \forall \ t > 0 \quad \text{(4.27)} \]
will guarantee a forward invariance of \( x \in C \) if \( x_0 \in C \).

Imposing such conditions for free systems is a nontrivial task. Thus, assuming the following control system:
\[ \dot{x} = f(x) + g(x)u \quad \text{(4.28)} \]
with \( x \in \mathbb{R}^n \), \( x_0 \in C \) and \( u \in U \subset \mathbb{R}^m \). Now, modifying Equations 4.23 and 4.24 will lead to the new definition of \( B \). Which is, \( B: C \to \mathbb{R} \) is a Control Barrier Function (CBF), if and only if there exist locally Lipschitz class \( \mathcal{K} \) functions \( \alpha_1, \alpha_2 \), with \( \gamma > 0 \), such that, for all \( x \in \text{Int}(C) \),
\[ \frac{1}{\alpha_1(\|x\|_{\delta C})} \leq B(x) \leq \frac{1}{\alpha_2(\|x\|_{\delta C})}, \quad \text{(4.29)} \]
\[ \inf_{u \in U} \left( \mathcal{L}_f B(x) + \mathcal{L}_g B(x)u - \frac{\gamma}{B(x)} \right) \leq 0. \quad \text{(4.30)} \]
Finally, it can be proven [WuEtAl16a], that any Lipschitz continuous controller
\[ \left\{ u(x,t) \in U : \mathcal{L}_f B(x(t)) + \mathcal{L}_g B(x(t))u(x,t) - \frac{\gamma}{B(x(t))} \leq 0 \right\}, \quad \forall \ t > 0 \quad \text{(4.31)} \]
will result in \( C \) being forward invariant as long as there is a feasible controller for all \( t > 0 \). In other words, enforcing the condition in Equation 4.30, will guarantee forward invariance, and therefore safety, as \( x(t) \) will stay inside the set \( C \) for all \( t > 0 \), given the initial condition of \( x(0) \in C \).

The safety concern to be guaranteed is, that the aerial robot stays outside of the obstacle at all time. Here, the obstacles are represented by spheres. Any obstacle that does not resemble a sphere can be represented by a finite number of smaller spheres. A greater number of spheres will result in a more precise approximation of the non-spherical object. However, a greater number of spheres will cause an increased complexity and computational effort. The aerial robot itself is represented by a single sphere. Now, the distance between the center of
two spheres is \( \| \mathbf{x}_{\text{Sphere1}} - \mathbf{x}_{\text{Sphere2}} \|_2 \). This distance has to be greater than the radii of the spheres, otherwise, they overlap. Therefore,

\[
\| \mathbf{x} - \mathbf{x}_{i,o} \|_2 \geq \tilde{r}_i,
\]

\[
\Leftrightarrow \| \mathbf{x} - \mathbf{x}_{i,o} \|^2_2 \geq \tilde{r}_i^2,
\]

\[
\Leftrightarrow (\mathbf{x} - \mathbf{x}_{i,o})^T (\mathbf{x} - \mathbf{x}_{i,o}) \geq \tilde{r}_i^2,
\]

is the equivalent constraint. Here \( \mathbf{x} \in \mathbb{R}^3 \) is the robots position, \( \mathbf{x}_{i,o} \in \mathbb{R}^3 \) is the position of the \( i \)-th obstacle, more precisely sphere, and \( \tilde{r} = r + r_{i,o} + r_{\text{safety}} \in \mathbb{R}_+ \) is the augmented distance between the centers with \( r \) as the radius of the sphere around the robot, \( r_{i,o} \) the radius of the sphere around the \( i \)-th obstacle, and \( r_{\text{safety}} \) an additional safety distance.

From that, [WuEtAl16a] derive the constraint function \( h_i : \text{TSE}(3) \to \mathbb{R} \) for the Control Barrier Function as

\[
\hat{h} := \gamma \alpha(g_i) + \dot{g}_i,
\]

\[
= \gamma \alpha \left( (\mathbf{x} - \mathbf{x}_{i,o})^T (\mathbf{x} - \mathbf{x}_{i,o}) \right) + 2(\dot{\mathbf{x}} - \dot{\mathbf{x}}_{i,o})^T (\mathbf{x} - \mathbf{x}_{i,o}) - \beta b - \sigma'(s_i) \dot{s}_i,
\]

where

\[
s_i = (\mathbf{x} - \mathbf{x}_{i,o}) \mathbf{R}_e^3,
\]

\[
\dot{s}_i = (\dot{\mathbf{x}} - \dot{\mathbf{x}}_{i,o}) \mathbf{R}_e^3 + (\mathbf{x}_{i,o} - \mathbf{x}) \mathbf{R} (\dot{\varphi} \times \mathbf{e}_3),
\]

and \( \sigma : \mathbb{R} \to \mathbb{R} \) is a smooth scalar function satisfying the following conditions

\[
\sigma'(s_i) < 0,
\]

\[
|\sigma(s_i)| < \sigma(0) < (\beta - 1)b, \quad \forall \ s_i \in \mathbb{R},
\]

\[
2s - \sigma'(s_i) > 0, \quad \forall \ s_i \in (-\sqrt{\beta b}, 0).
\]

### 4.3.2 Optimal Control and Quadratic Programming

Enforcing Equation 4.14 on both Equations 4.15 and 4.16, for all \( \mathbf{u}(t), t > 0 \) will guarantee said stability and safety. The constraint can be enforced using a quadratic program (QP) [NocedalEtAl06]. This control scheme is also often referred to as optimal control, as it calculates the optimal input by minimizing the cost function, while enforcing all constraints. Based on the previous calculations, the two quadratic programs can be obtained as

\[
\mathbf{f}_{\text{des}}^* = \arg \min_{\mathbf{f} \in \mathbb{R}^3} \frac{1}{2} \mathbf{f}^T Q_x \mathbf{f} + C_x^T \mathbf{f},
\]

\[
\text{subj. to} \quad \dot{V}_x(\mathbf{f}) + \eta_x V_x \leq 0
\]
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and

\[
[f_c^*, \tau_c^*] = \arg \min_{f_c, \delta \in \mathbb{R}, \tau_c \in \mathbb{R}^3} \frac{1}{2} q_{R,1} (f_c - f_{des})^2 + \frac{1}{2} \tau_c^T Q_R \tau_c + \frac{1}{2} q_{R,5} \delta^2,
\]

subj. to

\[
\dot{V}_R(\tau_c) + \eta_R V_R \leq \delta, \quad (4.45)
\]

\[
\dot{B}_j(f_c, \tau_c) \leq \gamma_j B_j, \quad j \in I_s(t). \quad (4.46)
\]

The slack variable \(\delta\) is introduced, such that the CLF constraint is softened and the controller can violate it in favor of the Control Barrier Function, thus the aerial robot’s states stay inside \(B_t\). Moreover, \(Q_x = \text{diag}(q_{x,1}, q_{x,2}, q_{x,3}) \in \mathbb{R}^{3 \times 3}\) with \(q_{x,1}, q_{x,2}, q_{x,3} > 0\) and \(Q_R = \text{diag}(q_{R,2}, q_{R,3}, q_{R,3}) \in \mathbb{R}^{3 \times 3}\) and \(Q_R = \text{diag}(q_{R,1}, Q_{R,2}, q_{R,3}) \in \mathbb{R}^{3 \times 3}\) with \(q_{R,1}, \ldots, q_{R,5} > 0\) are the tuning parameters for the quadratic problem. Furthermore, \(\eta_x, \eta_R, \gamma_j \in \mathbb{R}\) are the gain parameters for the constraints, where \(I_s(t)\) denotes the time-varying set of indices, each corresponding to one sphere in particular.

4.4 Model Predictive Control

Model Predictive Control [KwonEtAl05] is based on the idea to generate an optimal set of inputs based on a dynamical model and its predicted evolution based on said inputs. While both CLF-CBF-QP and MPC rely on the dynamical system, only the Model Predictive Controller uses the model to predict all following states and optimizing all following inputs. Therefore, it can consider the long-term development of the dynamical model’s states, which is advantageous for more effective obstacle avoidance. Now if instead of an infinite time horizon, the time horizon is limited, the states will only be propagated until said horizon is reached.

4.4.1 General Notation and Derivation of the Problem Description

Given a dynamical system

\[
\dot{x}(t) = f(x(t)) + g(x(t))u(t), \quad (4.47)
\]

and its discretization

\[
x(t + T_s) = f_d(x(t)) + g_d(x(t))u(t), \quad (4.48)
\]
where $T_s$ is the sampling time. Thus, $t + T_s \propto k + 1$, and Equation 4.48 can now be written as

$$x_{k+1} = f_d(x_k) + g_d(x_k)u_k.$$  \hspace{1cm} (4.49)

Here, it is important to distinguish between the measured and predicted states and outputs of the system. The general notation for the predicted state $x_{k+1}$, predicted at time $t$, is $x_{k+1|t}$, based on the measured input state $x_t = x_{t|t}$ and the dynamical model from Equation 4.49. Likewise, $u_{k|t}$ is the control input at time $k$ predicted at time $t$.

A cost function is applied to the optimization, evaluating the controller’s performance based on the current and predicted states and outputs. In general, the cost function is defined as

$$J_0^* \rightarrow \infty(x_0) = \min_{u_0, \ldots, u_\infty} \sum_{k=0}^{\infty} h(x_{k|0}, u_{k|0}),$$  \hspace{1cm} (4.50)

where $J_0^* \rightarrow \infty(x_0)$ is the cost function. Given an infinite time horizon, it is evaluated from $t = 0$ to $t \rightarrow \infty$. Furthermore, $u_0, \ldots, u_\infty$ are the control inputs at each time step, and $h(x_k, u_k)$ in the stage cost for all $k \geq 0$. Therefore, the optimization problem is defined as:

$$J_0^* \rightarrow \infty(x_0) = \min_{u_0|t, \ldots, u_{t+N}|t} \sum_{k=t}^{t+N} h(x_{k|t}, u_{k|t}) + h(f(x_{t+N+1|t})),$$  \hspace{1cm} (4.56)

where $X \subseteq \mathbb{R}^{n_x}$ and $U \subseteq \mathbb{R}^{n_u}$ are the sets of possible states and inputs for a system with $n_x$ states and $n_u$ inputs.

Solving this optimization problem up to $t = \infty$ is only possible in very specific cases and mostly not by numerical operations. Therefore, a limited time horizon $N$, which equals a limited number of time steps for the optimization, is introduced.

With this approach, the optimizer solves the MPC problem for $t, \ldots, t + N$, applies the first control input $u_{t|t}$, and starts over, now for $t + T_s, \ldots, t + N + T_s$. Hence, the new cost function is defined as

$$J_{t\rightarrow t+N}^*(x_t) = \min_{u_{t|t}, \ldots, u_{t+N|t}} \sum_{k=t}^{t+N} h(x_{k|t}, u_{k|t}) + h(f(x_{t+N+1|t})),$$  \hspace{1cm} (4.56)
leading to the Model Predictive Controller as

\[
J^*_t \to t+N(x_t) = \min_{u_{t|t}, \ldots, u_{t+N|t}} \sum_{k=t}^{t+N} h(x_{k|t}, u_{k|t}) + h_f(x_{t+N+1|t}),
\]

subject to \(x_{k+1|t} = f_d(x_{k|t}) + g_d(x_{k|t})u_{k|t}, \quad \forall \ k = \{t, \ldots, t+N\}\),

\[
x_t = x_{t|t},
\]

\[
x_{k|t} \in X, \quad \forall \ k = \{t, \ldots, t+N\},
\]

\[
u_{k|t} \in U, \quad \forall \ k = \{t, \ldots, t+N\},
\]

\[
x_{t+N+1|t} \in X_f.
\]

Here, \(h_f(x_{t+N+1|t})\) is the terminal cost and \(X_f\) the terminal set.

Based on this standard design, the stage cost has to be defined, as well as all constraints needed to adapt the controller to the given problem of obstacle avoidance.

### 4.4.2 Model Predictive Control for Aerial Robots with Obstacle Avoidance

Similar to optimal control, Model Predictive Control is used to calculate the optimal (next) control input, to minimize the overall error between the states and the global reference trajectory, while enforcing all given constraints. While optimal control only takes into account the next step, MPC optimizes over a (finite) time horizon. Optimal control is identical to MPC, if the prediction- and control-horizon are determined for only one time-step. The usefulness of MPC arrives from the fact that it is using an underlying dynamical model of the system to predict the state of the next time step. Based on this information, it can calculate the next control input and therefore the system movement one step further. But even with the best dynamical model, there will always be a model mismatch between the dynamical model of the controller and the real world system. More importantly, the further the controller propagates the states, the bigger the error gets. However, for each iteration of the controller, a new state sequence will be calculated. Using the new real state information at each start, the error always starts at zero. Using this technique, the controller could predict the complete movement of the system until \(t \to \infty\).

This controller is especially useful for obstacle avoidance, as it also takes into account the obstacle’s movement. Thus, the MPC can find the optimal trajectory to avoid the obstacles even more efficient than one step solvers. To do so, the MPC only takes the \(\mathbb{R}^3\) dynamics into account. Using the full \(SE(3)\) dynamics would just hinder the avoidance performance for the following reasons. First, the size of the optimization problem is proportional to the number on the states
and outputs of the system as well as the prediction horizon. Including the $\text{SO}(3)$ dynamics would double the number of states and therefore quadrupling the size of the optimization matrix, without taking into account the change in control inputs. This could potentially also quadruple the solving time. Second, the necessary sampling time would have to increase by a factor of 50. While the positional control loop can generally be run at around $f_{\text{pos}} = 10 \text{ Hz}$, the attitude control loop has to be run with at least $f_{\text{att}} = 250 \text{ Hz}$, better yet, $f_{\text{att}} = 500 \text{ Hz}$. Keeping the prediction horizon the same with regards to the number of steps would therefore reduce the prediction time by a factor of 50. Long term prediction for obstacle avoidance would not be possible. A possible solution could be to create a lookup table for different combinations of states offline [WangEtAl10]. Nevertheless, with the huge combinatorial space especially for continuous states and the varying set of Control Barrier Function constraints, this might not be feasible.

For obstacle avoidance, a constraint will be introduced in subsection 4.4.4, to enforce that the distance between the aerial robot and the obstacles is greater than a safety distance. To enforce this constraint, Control Barrier Functions have been proven to be an excellent choice. Combining an MPC approach with CBFs to enforce a custom constraint is a novel approach. Previous work [WillsEtAl04, WillsEtAl05] only used general barrier functions, which lack the advantages of Control Barrier Functions such as their Lyapunov-like properties, see subsection 4.3.1.

### 4.4.3 Cost Function and Stage Cost

For MPCs with limited prediction horizon, the stage cost is often split into a stage cost for $k = t, \ldots, t + N$ as well as a final stage cost for $k = t + N + 1$. The latter results from the last evolution of the dynamical system, given $x_{t+N|t}$ and $u_{t+N|t}$. The stage cost function $h(x_{k|t}, u_{k|t})$ is thus defined as

$$h(x_{k|t}, u_{k|t}) = q(x_{k|t}, u_{k|t}) + p(x_{t+N+1|t}), \quad \forall \quad k = \{t, \ldots, t + N\}, \quad (4.63)$$

where $q(x_{k|t}, u_{k|t})$ is the new stage cost function and $p(x_{t+N+1|t})$ the final stage cost function. Both are often defined as

$$q(x_{k|t}, u_{k|t}) = x_{k|t}^T Q x_{k|t} + u_{k|t}^T R u_{k|t}, \quad \forall \quad k = \{t, \ldots, t + N\}, \quad (4.64)$$
$$p(x_{t+N+1|t}) = x_{t+N+1|t}^T Q_{\text{final}} x_{t+N+1|t} \quad (4.65)$$

where $Q, Q_{\text{final}} \in \mathbb{S}_{+}^{n_x \times n_x}$, $R \in \mathbb{S}_{+}^{n_u \times n_u}$ are all positive semi-definite matrices, denoting the stage cost, final stage cost, and input cost respectively.

The overall goal of the aerial robot is not to thrive towards all states equaling zero but to track its desired trajectory. All that while keeping the inputs as low
as possible. Thus, \( q(x_k|t, u_k|t) \) is augmented to be

\[
q(x_k|t, u_k|t) = (x_k|t - x_{\text{ref},k})^T Q (x_k|t - x_{\text{ref},k}) + u_k^T R u_k|t, \quad \forall \quad k = \{t, \ldots, t+N\}. \tag{4.66}
\]

Here, \( x_{\text{ref},k} \) is the reference state vector at time \( t = k \).

Therefore, the full cost function is

\[
J^*_{t\rightarrow t+N}(x_t) = \min_{u_t|t, \ldots, u_{t+N}|t} \sum_{k=t}^{t+N} (x_k|t - x_{\text{ref},k})^T Q (x_k|t - x_{\text{ref},k}) + u_k^T R u_k|t
\]

\[
+ x_{t+N+1}|t Q_{\text{final}} x_{t+N+1}|t, \tag{4.67}
\]

### 4.4.4 Constraints

In the following, the constraints of the Model Predictive Controller are listed and discussed, as well as derived where necessary.

#### Dynamical Model

The discrete dynamical model for the Model Predictive Control is based on the model defined in Equation 4.1. However, \( f \Re e_3 \) is replaced by the desired thrust \( f_{\text{des}} \), as this is the output of the position control and thus input of the attitude control. It can therefore be written as:

\[
m \ddot{x} = f_{\text{des}} - m \cdot g e_3. \quad (4.68)
\]

Furthermore, the model can also be written as a state-space model as:

\[
\begin{align*}
\dot{x} & = A(\bar{x}) \bar{x} + B(\bar{x}) u, \\
\Rightarrow \begin{bmatrix} \dot{\bar{x}} \\ \dot{x} \end{bmatrix} & = \begin{bmatrix} I_3 & 0_{3 \times 3} \\ 0_{3 \times 3} & 0_{3 \times 3} \end{bmatrix} \begin{bmatrix} \bar{x} \\ x \end{bmatrix} + \begin{bmatrix} 0_{3 \times 3} & 0_{3 \times 1} \\ \frac{1}{m} I_3 & -g e_3 \end{bmatrix} \begin{bmatrix} f_{\text{des}} \\ 1 \end{bmatrix}, \tag{4.69}
\end{align*}
\]

where \( A \in \mathbb{R}^{n_x \times n_x} \) is the state matrix with the state vector \( \bar{x} \in \mathbb{R}^{n_x} \) and \( B \in \mathbb{R}^{n_x \times n_u} \) is the input matrix with the input vector \( u \in \mathbb{R}^{n_u} \). Furthermore, \( I_n \in \mathbb{R}^{n \times n} \) is the \( n \)-dimensional identity matrix and \( 0_{n \times m} \in \mathbb{R}^{n \times m} \) is the zero matrix of size \( n \times m \). Here it is assumed, that the output vector is fully measurably and equals the state vector. This assumption is valid, as the states are the position and velocity of the aerial robot, which are fully measurable, for example using the setup described in subsection 3.2.2.

To discretize the continuous state space model, exact discretization via zero-order hold is used. The result is

\[
x_{k+1}|t = \Phi(x_k|t, T_s) x_k|t + \Gamma(x_k|t, T_s) u_k|t, \tag{4.71}
\]
where

\[
\Phi(x_{k|t}, T_s) = e^{AT_s} \in \mathbb{R}^{n_x \times n_x}, \quad (4.72)
\]

\[
\Gamma(x_{k|t}, T_s) = \int_0^{T_s} e^{A(t-T_s)}Bdt \in \mathbb{R}^{n_x \times n_u} \quad (4.73)
\]

are the discrete state matrix and input matrix respectively.

Summarizing, the dynamics constraint is defined as

\[
x_{k+1|t} = \Phi(x_{k|t}, T_s)x_{k|t} + \Gamma(x_{k|t}, T_s)u_{k|t}, \quad \forall \ k = \{t, \ldots, t+N\}. \quad (4.74)
\]

Given Equation 4.70 and a constant sampling time \( T_s \), the equation can be simplified as

\[
x_{k+1|t} = \Phi x_{k|t} + \Gamma u_{k|t}, \quad \forall \ k = \{t, \ldots, t+N\}. \quad (4.75)
\]

With a sampling time of \( T_s = 0.1 \text{s} \), the discrete state space model would equal

\[
x_{k+1|t} = \begin{bmatrix} I_3 & 0.1I_3 \\ 0_{3 \times 3} & I_3 \end{bmatrix} x_{k|t} + \begin{bmatrix} \frac{g}{100}I_3 & -\frac{g}{200}e_3 \\ \frac{g}{100}I_3 & -\frac{2}{10}e_3 \end{bmatrix} u_{k|t}. \quad (4.76)
\]

**Input Constraints**

In theory, the output of the position controller, and thus the input of the attitude controller do not have to be bounded. However, for the Model Predictive Controller to predict a feasible trajectory, it has to be aware of the physical limit of the aerial robot’s actuation system. Therefore, it shall hold true, that

\[
\|u_{k|t}\|_2 \leq f_{\text{max}}, \quad \forall \ k = \{t, \ldots, t+N\}; \quad (4.77)
\]

\[
\iff u_{k|t}^Tu_{k|t} \leq f_{\text{max}}^2, \quad \forall \ k = \{t, \ldots, t+N\}. \quad (4.78)
\]

Now the physical system proposes another limitation that should be considered via another constraint. The real system cannot reverse its thrust, in other words

\[
f_c \geq 0. \quad (4.79)
\]

Now obviously the dynamics predicted by the Model Predictive Controller are in \( \mathbb{R}^3 \), thus, no attitude information is available. Hence, the direction of thrust could be positive with \(-z\). Nonetheless, a “flipped” aerial robot is not stable, also, the desired rotations \( \varphi_{\text{des}}^{(1)} \) and \( \varphi_{\text{des}}^{(2)} \) are almost always close to 0, where \( \varphi_{\text{des}}^{(3)} \) has no effect on the direction of thrust. Combining the given information, it shall also be imposed, that

\[
u_{(3)k|t} \geq 0, \quad \forall \ k = \{t, \ldots, t+N\}. \quad (4.80)
\]
Optimizing the inputs for the full prediction horizon \( N \) is not only computational expensive but also often unnecessary. Ever so often, it is sufficient to only calculate the inputs for the first part of the prediction horizon, and holding the last calculated input until the end of the prediction horizon. This introduces the control horizon \( 0 < N_c \leq N \). Therefore, the input constraints can be written as:

\[
\begin{align*}
\mathbf{u}_{k|t}^T \mathbf{u}_{k|t} &\leq f_{\text{max}}^2, & \forall \ k \in \{ t, \ldots, t + N_c \}, & (4.81) \\
\mathbf{u}_{k|t}^{(3)} &\geq 0, & \forall \ k \in \{ t, \ldots, t + N_c \}, & (4.82) \\
\mathbf{u}_{k|t} = \mathbf{u}_{t+N_c|t} & \forall \ k \in \{ t + N_c, \ldots, t + N \}. & (4.83)
\end{align*}
\]

To further simplify and linearize the constraint from Equation 4.81, it can be assumed, that each component of \( \mathbf{u}_{k|t} \) is smaller than \( f_{\text{max}} \). It will be later shown, that for most cases, \( \mathbf{u}_{k|t}^{(1)} \) and \( \mathbf{u}_{k|t}^{(2)} \) will actually stay within approximately \(-10\) N and 10 N. The linearized variant of Equation 4.81 would be:

\[
\begin{align*}
|\mathbf{u}_{k|t}^{(1)}| &\leq f_{\text{max}}, & \forall \ k \in \{ t, \ldots, t + N_c \}, & (4.84) \\
|\mathbf{u}_{k|t}^{(2)}| &\leq f_{\text{max}}, & \forall \ k \in \{ t, \ldots, t + N_c \}, & (4.85) \\
0 &\leq |\mathbf{u}_{k|t}^{(3)}| &\leq f_{\text{max}}, & \forall \ k \in \{ t, \ldots, t + N_c \}. & (4.86)
\end{align*}
\]

Lastly, it is obvious from Equation 4.70, that \( \mathbf{u}_{k|t}^{(4)} \) has to be enforced to be 1 at all times, as it is representing the constant gravitational pull along \( e_3 \). Thus,

\[
\mathbf{u}_{k|t}^{(4)} = 1, & \forall \ k \in \{ t, \ldots, t + N_c \}. & (4.87)
\]

**Input’s Rate of Change and Slew Rate**

The actuation system of the aerial robot is not only limited by its maximum thrust but also by the maximum change of thrust. While the time constant of the motor is smaller than the sampling frequency of the Model Predictive Controller, it is still advisable to limit the rate of change. For one, high fluctuations in the thrust will drain the battery faster, due to current peaks. And for another, high fluctuations could also potentially introduce instabilities due to unmodeled effects.

The rate of change can be limited by potentially two ways. Either by a constraint, or by introducing another term in the cost function. Using a constraint will guarantee a maximum rate of change, however, it still allows for fluctuations inside those limits. Otherwise, adding a term to the cost function to minimize the change, will keep it as low as possible, while still allowing high rates of change in cases where necessary. Therefore, the latter was chosen.

The term, which will be added to the cost function is:

\[
\sum_{k=t}^{t+N-1} (\mathbf{u}_{k|t} - \mathbf{u}_{k+1|t})^T \mathbf{R}_\Delta (\mathbf{u}_{k|t} - \mathbf{u}_{k+1|t}), & (4.88)
\]


where $R_\Delta \in \mathbb{S}^{n_u \times n_u}_+$ is the corresponding positive semi-definite weight matrix. By incorporating Equation 4.83, this is equivalent to:

$$
\sum_{k=t}^{t+N-1} (u_{k|t} - u_{k+1|t})^T R_\Delta (u_{k|t} - u_{k+1|t}).
$$

(4.89)

**Exponential Stability**

To ensure exponential stability, the Control Lyapunov Function from Equation 4.15 can be modified. Also introducing the slack parameter $\delta_k$ to allow the violation of the stability constraint in favor of the obstacle avoidance constraint. Thus,

$$
\dot{V}_x(x_{k+1|t}, u_{k|t}) + \eta_x V_x(x_{k+1|t}) \leq \delta_k, \quad \forall \ k \in \{t, \ldots, t+N\},
$$

(4.90)

which is equivalent to

$$
\mathcal{L}_f V_x(x_{k+1|t}) + \mathcal{L}_g V_x(x_{k+1|t}) u_{k|t} + \eta_x V_x(x_{k+1|t}) \leq \delta_k, \quad \forall \ k \in \{t, \ldots, t+N\}.
$$

(4.91)

Now given that the variable $\delta_k$ itself shall be as small as possible, thus reducing the deviation from the stability constraint, $\delta_k$ has to be added to the cost function using the term

$$
\sum_{k=t}^{t+N} q \delta_k^2,
$$

(4.92)

where the influence of $\delta_k$ on the optimization can be controlled via the tuning parameter $q$.

Ensuring exponential stability only for the next time step, as done by the CBF-CLF-QP [WuEtAl16a], is enough to ensure globally exponential stability. Nevertheless, by ensuring exponential stability for all predicted $x_{t+1 \rightarrow t+N+1|t}$, the prediction will be closer to the globally stable trajectory.

**Safe Set and Control Barrier Functions**

In subsection 4.3.1, the basics of Control Barrier Functions were derived, and a Control Barrier Function for an aerial robot in $\text{SE}(3)$ was introduced. Contrary to the introduced CBF, the now proposed CBF does not take the orientation of the robot with respect to the obstacle into account. Thus, the Control Barrier Function also applies for a position control in $\mathbb{R}^3$ not only for a system in $\text{SE}(3)$.

From Equation 4.33, a new barrier function can be constructed as

$$
g_{k|t,i}(x_{k+1|t}) = \|x_{k+1|t} - x_{k+1|t,o,i}\|_2^2 - \hat{r}_i^2 \geq 0.
$$

(4.93)
The resulting safety region

\[ B_{k[t,i]} = \{ x_{k+1|t} : g_{k[t,i]}(x_{k+1|t}) \geq 0 \} \subseteq \mathcal{X} \]  

is the safety region with respect to one sphere,

\[ B_k[t] = \bigcap_{i=1}^{n_o} B_{k[t,i]} \subseteq \mathcal{X} \]  

the intersection for all \( n_o \) spheres, therefore the full safety region to be considered.

The only problem with \( g_{k[t,i]}(x_{k+1|t}) \) is, that this is a function of the configuration space, not the state space, and also does not have a relative degree of 1 [WuEtAl16a]. Consequently, let \( h_{k[t,i]} : \text{TSE}(3) \rightarrow \mathbb{R} \) be

\[
h_{k[t,i]}(x_{k+1|t}) := \gamma g_{k[t,i]}(x_{k+1|t}) + \dot{g}_{k[t,i]}(x_{k+1|t}) \]

\[= \gamma (x_{k+1|t} - x_{k+1|t,o,i})^T (x_{k+1|t} - x_{k+1|t,o,i}) - \gamma \dot{r}_i^2 \]

\[+ 2(\dot{x}_{k+1|t} - \dot{x}_{k+1|t,o,i})^T (x_{k+1|t} - x_{k+1|t,o,i}) - 2\dot{r}_i \dot{r}_i, \]  

and the corresponding time derivative

\[
\dot{h}_{k[t,i]}(x_{k+1|t}) = 2\gamma (\dot{x}_{k+1|t} - \dot{x}_{k+1|t,o,i})^T (x_{k+1|t} - x_{k+1|t,o,i}) - 2\gamma \ddot{r}_i \dot{r}_i \]

\[+ 2 \left( (\dot{x}_{k+1|t} - \dot{x}_{k+1|t,o,i})^T (\dot{x}_{k+1|t} - \dot{x}_{k+1|t,o,i}) \right. \]

\[+ (\dot{x}_{k+1|t} - \dot{x}_{k+1|t,o,i})^T (x_{k+1|t,o,i} - x_{k+1|t,o,i}) \]

\[\left. - 2\gamma (\ddot{r}_i \dot{r}_i + \dot{r}_i \ddot{r}_i) \right). \]  

Thus,

\[
B_{k[t,i]}(x_{k+1|t}) = \frac{1}{h_{k[t,i]}(x_{k+1|t})}, \quad \forall \ i \in I(t) \]  

are all Control Barrier Functions, with \( h_i(x,t) \) as defined in Equation 4.97, and \( I(t) \) as the time-varying set of indices of all spheres. Moreover, with the new definition of \( B_i \) and Equations 4.25 and 4.26, the condition in Equation 4.27, is rewritten as

\[
\dot{B}_{k[t,i]}(x_{k+1|t}, u_{k|t}) \leq \frac{\gamma_i}{B_{k[t,i]}(x_{k+1|t})}, \]  

\[ \Leftrightarrow \mathcal{L}_f B_{k[t,i]}(x_{k+1|t}) + \mathcal{L}_g B_{k[t,i]}(x_{k+1|t}) u_{k|t} \leq \frac{\gamma_i}{B_{k[t,i]}(x_{k+1|t})}, \]  

\[ \Leftrightarrow \dot{h}_{k[t,i]}(x_{k+1|t}) + \gamma h_{k[t,i]}^3(x_{k+1|t}) \geq 0. \]  

This condition will be used to enforce obstacle avoidance, thus safety, on the aerial robot.
Box Constraints
The box constraints force the states to stay inside a virtual box. Depending on
the flight space, it may be advisable to remove or alter box constraints so that
the states of the dynamical system stay inside the flight space. Therefore,

\[ x_{kl|t} \in \mathcal{F} \quad \forall \quad k \in \{t, \ldots, t+N\}, \quad (4.103) \]
\[ \iff x_{\min} \leq x_{kl|t} \leq x_{\max}, \quad \forall \quad k \in \{t, \ldots, t+N\}, \quad (4.104) \]

where \( \mathcal{F} \subseteq \mathcal{X} \) is a safe set defined by the box limits. Given the dimensions of the
flight space of the University of California, Berkeley, Equation 4.104 is equivalent
to:

\[ -2 \text{ m} \leq x_{(1)kl|t} \leq 1 \text{ m}, \quad \forall \quad k \in \{t, \ldots, t+N\}, \quad (4.105) \]
\[ -2.5 \text{ m} \leq x_{(2)kl|t} \leq 2.5 \text{ m}, \quad \forall \quad k \in \{t, \ldots, t+N\}, \quad (4.106) \]
\[ 0 \text{ m} \leq x_{(3)kl|t} \leq 6 \text{ m}, \quad \forall \quad k \in \{t, \ldots, t+N\}. \quad (4.107) \]

4.4.5 A novel Model Predictive Control Barrier Function

From combining the cost functions from Equations 4.67, 4.89 and 4.92, with the
constraints from Equations 4.75, 4.81, 4.82, 4.83, 4.87, 4.90 and 4.100, and the
optional constraint from Equation 4.104, the full novel proposed Model Predictive
Control Barrier Function (MPCBF) derives as:

\[
J_{t \rightarrow t+N}^* (x_t) = \min_{u_{t+1|t}^{N+1}, \ldots, u_{t+N|t}} \sum_{k=t}^{t+N} (x_{k|t} - x_{ref,k})^\top Q (x_{k|t} - x_{ref,k}) + u_{k|t}^\top R u_{k|t} + q \delta_k^2 \\
+ x_{t+N+1|t}^\top Q_{final} x_{t+N+1|t} \\
+ \sum_{k=t}^{t+N-1} (u_{k|t} - u_{k+1|t})^\top R_{\Delta} (u_{k|t} - u_{k+1|t}),
\]

subject to:

\[
x_{k+1|t} = \Phi x_{k|t} + \Gamma u_{k|t}, \quad (4.109)
\]

\[
x_t = x_{t|t}, \quad (4.110)
\]

\[
u_{k|t}^{(3)} u_{k|t} \leq f_{max}, \quad (4.111)
\]

\[
u_{k|t}^{(3)} \geq 0, \quad (4.112)
\]

\[
u_{k|t}^{(4)} = 1, \quad (4.113)
\]

\[
u_{t+N_c+1 \rightarrow t+N|t} = u_{t+N_c|t}, \quad (4.114)
\]

\[
\dot{V}_x (x_{k+1|t}, u_{k|t}) + \eta_x V_x (x_{k+1|t}) \leq \delta_k, \quad (4.115)
\]

\[
\dot{B}_{k|t} (x_{k+1|t}, u_{k|t}) \leq \frac{\gamma_i}{B_{k|t} (x_{k+1|t})}, \quad (4.116)
\]

\[
x_{min} \leq x_{k|t} \leq x_{max}, \quad (4.117)
\]

\[
\forall \ k = \{t, \ldots, t + N\}, \quad (4.118)
\]

\[
\forall \ k_c = \{t, \ldots, t + N_c\}, \quad (4.119)
\]

\[
\forall \ i \in I(t). \quad (4.120)
\]
Chapter 5

Validation

This chapter contains the validation of the proposed controllers, as well as their comparison. First, the controller are validated on simulation data. Based on the robot’s responses in simulation, combined with the corresponding control inputs, first clues can be gathered about the real life performance of each controller. This part will be discussed in section 5.1.

Second, the controllers will be evaluated on the real aerial robot, designed in chapter 3. The CLF-CBF-QP is not be tested on the real robot for reasons explained in section 5.2.

5.1 Simulations

Testing Euler Angle controller, CLF-CBF-QP and MPCBF in simulation is the first step for the validation of their performance. Obviously, the Euler Angle controller is not able to avoid obstacles in any way. It is the first controller implemented on the aerial robot. Therefore, it shall also be validated in the simulation for stability to compare the results with the real experiment data. This could potentially give clues on whether or not the dynamical model is approximating the real world well enough or if it is oversimplified. Also, as it is used as the attitude controller for the MPCBF, validating its stability is necessary to validate the stability of the MPCBF. Therefore, the controllers to be validated are the primitive Euler Angle controller, the optimized CLF-CBF-QP, as well as the MPCBF.
5.1 Simulations

Simulation Parameter

The used simulation parameters, such as sampling times, weights, and others, are listed in Table 5.1.

Table 5.1: Parameters for the simulation.

| Quadrotor | | Frame F330 (330 mm in diagonal) |
|-----------|----------------|----------------------------------|
| $m$       | 1.02 kg        | Rotors $8 \times 4.5$ (8 in diameter) |
| $J$       | $\text{diag}(5, 5, 9.8) \cdot 10^{-3}$ kg m² | |
| $f_{\text{max}}$ | 28.51 N | $f_{\text{pos}}$ 10 Hz |
| $\tau_{\text{max}}$ | [1.66, 1.66, 0.21] N m | $f_{\text{att}}$ 500 Hz |

| Euler Angle (EA) | | $k_p$ | [0.28, 0.28, 0.17] T |
|-----------------|----------------|------|----------------|
| $k$ | [4, 4, 4] T | $k_i$ | [0, 0, 0] T |
| $k_v$ | [3, 3, 3] T | $k_d$ | [0.07, 0.08, 0.02] T |

| Position-QP (CLF) | | $Q_x$ | diag(5, 5, 25) |
|--------------------|----------------|-------|----------------|
| $k_x$ | 8 | $c_x$ | $0_{3\times1}$ |
| $\varepsilon_x$ | 2 | $\eta_x$ | 2.5 |

| Attitude-QP (CBF) | | $Q_R$ | diag(25, 10, 10, 10, 250) |
|-------------------|----------------|-------|----------------|
| $K_J$ | diag(1, 1, 0.1) | $c_R$ | $0_{5\times1}$ |
| $E_R$ | $4 \cdot I_3$ | $\eta_R$ | 150 |
| $C_R$ | diag(30, 30, 3) | $\gamma_i$ | 5 |

| Model Predictive Control Barrier Function (MPCBF) | | $Q$ | diag(5, 5, 2.5, 1, 1, 0.5) |
|-------------------------------------------------|----------------|-------|----------------|
| $T_s$ | 0.1 s | $Q_{\text{final}}$ | diag(5, 5, 2.5, 1, 1, 0.5) |
| $T$ | 2.5 s | $R$ | diag(2, 2, 0.1, 1, 10⁻¹²) |
| $T_c$ | 0.5 s | $R_\Delta$ | diag(0.2, 0.2, 0.01, 1, 10⁻¹³) |
| $N$ | 25 | $q$ | 250 |
| $N_c$ | 5 | | |

Trajectory

Compared to a step input, either with a constant position $x$, velocity $\dot{x}$ or acceleration $\ddot{x}$, a circular trajectory is far more demanding on the controller. Especially the position controller as it has to constantly adapt to a changing setpoint. The
A counterclockwise circular trajectory is defined as
\[
x_{\text{ref}} = r_c \begin{bmatrix} \cos \frac{2\pi t}{T} \\ \sin \frac{2\pi t}{T} \\ 0 \end{bmatrix} + x_c, \quad (5.1)
\]
\[
\frac{dx_{\text{ref}}}{dt} = \frac{2\pi r_c}{T} \begin{bmatrix} -\sin \frac{2\pi t}{T} \\ \cos \frac{2\pi t}{T} \\ 0 \end{bmatrix} + \frac{dx_c}{dt}, \quad (5.2)
\]
\[
\frac{d^2x_{\text{ref}}}{dt^2} = \frac{4\pi^2 r_c}{T^2} \begin{bmatrix} -\cos \frac{2\pi t}{T} \\ -\sin \frac{2\pi t}{T} \\ 0 \end{bmatrix} + \frac{d^2x_c}{dt^2}, \quad (5.3)
\]
\[
\frac{d^3x_{\text{ref}}}{dt^3} = \frac{8\pi^3 r_c}{T^3} \begin{bmatrix} \sin \frac{2\pi t}{T} \\ -\cos \frac{2\pi t}{T} \\ 0 \end{bmatrix} + \frac{d^3x_c}{dt^3}, \quad (5.4)
\]
\[
\frac{d^4x_{\text{ref}}}{dt^4} = \frac{16\pi^4 r_c}{T^4} \begin{bmatrix} \cos \frac{2\pi t}{T} \\ \sin \frac{2\pi t}{T} \\ 0 \end{bmatrix} + \frac{d^4x_c}{dt^4}, \quad (5.5)
\]

where \( r_c > 0 \) denotes the (constant) radius of the circle, \( t > 0 \) the current time since start, \( T > 0 \) the period, \( x_c \in \mathbb{R}^3 \) the center of circle, and the derivatives \( \frac{d^3x}{dt^3} \) and \( \frac{d^4x}{dt^4} \) the jerk and snap respectively. Using the third and fourth time-derivative, it is possible to generate a differential flat trajectory. For differential flat trajectories, the system’s states and inputs are a function of the flat outputs and a finite number of their time derivatives. Here, the flat outputs are given by \( x = [x, y, z]^T \). Based on the flat outputs, it can be guaranteed, that the resulting trajectory is smooth and that the underactuated aerial robot can follow this flat trajectory [MellingerEtAl11, SreenathEtAl13b].

### 5.1.1 Stability

Here, the stability of the different controllers is be investigated. Especially, as the proposed MPCBF is a pure position controller and lacks its attitude counterpart. Due to the cascaded nature of the control architecture, any stable attitude controller suits the MPCBF. As the MPCBF is avoiding obstacles on a higher level then the CLF-CBF-QP, there are no special requirements for the attitude controller. Therefore, it shall be determined, whether the simple proposed Euler-Angle attitude controller is suitable for the MPCBF, making it a MPCBF-EA. Otherwise, the orientation Lyapunov function can be used to create an attitude CLF controller, thus a MPCBF-CLF. Here, it is interesting to note, that the Control Barrier Function is now inside the position controller, and not the attitude controller, as opposed to the CLF-CBF-QP. The advantages will be clear, once the performance of the MPCBF and the CLF-CBF-QP will be compared.
Attitude Controller

First, the behavior of the Euler Angle controller and the CLF-CBF-QP are compared for high initial attitude disturbances, ignoring the translatory motion of the system. The results from an initial disturbance of \( \varphi_0 = [-179^\circ, 0^\circ, 179^\circ]^T \) are depicted in 5.1. The values were chosen to be as close as possible to the maximum disturbance of \( \varphi_0 = [180^\circ, 0^\circ, 180^\circ]^T \), while not creating a gimbal lock problem, where the definition of the Euler Angle may break down, rendering it impossible for the controllers to even calculate the correct orientation. Contrary to [WuEtAl16a] and [Mueller18], the error decays way faster using the Euler Angle controller. In [WuEtAl16a], it is proven, that the CLF-CBF-QP is stable even for high angular errors. However, they do not mention the time needed for the error to decay completely. In this case, the CLF-CBF-QP needs roughly 30 s to settle.

![Euler Angle](a) Euler Angle
![CLF-CBF-QP](b) CLF-CBF-QP

Figure 5.1: Performance of the Euler-Angle controller compared to the CLF-CBF-QP for high attitude errors.

In Figure 5.2b a very high fluctuation for the control outputs using the CLF-CBF-QP is visible. This results from the fact, that the controller is designed to optimize the flight time, hence reducing the energy consumption of the motors. As the energy consumption is proportional to the integral of torques squared over the whole time and each motor, minimizing the integral maximizes the flight
time. The real world motors are not able to follow that trajectory. First, the time constant of the motors is higher than the sampling time of the attitude controller. Second, this “bang-bang” like behavior of the controller requires the thrust and moments to be applied precisely when computed. Due to inevitable delays in the real system, the control outputs are always applied a little too late, roughly 10 ms to 50 ms. For that reason, the CLF-CBF-QP is not stable in real world behaving systems. A possible augmentation would be adding the time derivative of the control output to the optimization problem, like done by MPCBF.

In comparison, the control output of the Euler Angle controller is rather smooth. The high frequency fluctuations arise from discrete behavior of the position control. In between the update rate of $f_{\text{des}}$, $\tau$ is smooth, but for every update of $f_{\text{des}}$ a discontinuity in $\tau$ occurs.

![Comparison of the control outputs from the Euler-Angle controller and the CLF-CBF-QP](image)

Figure 5.2: Comparison of the control outputs from the Euler-Angle controller and the CLF-CBF-QP for high attitude errors.
For smaller input disturbances with \( \varphi_0 = [30^\circ, 30^\circ, 30^\circ]^T \), both controllers behave similarly, as depicted in Figure 5.3. Both the Euler Angle controller and the CLF-CBF-QP can stabilize the robot within approximately 5 s resulting in roughly the same performance. Here, the settling times for the Euler Angle controller are 1.8 s, 5.3 s, and 1.7 s for \( \varphi_x \), \( \varphi_y \), and \( \varphi_z \), respectively. For the CLF-CBF-QP, the settling times are 2.9 s, 5.8 s, and 1.6 s. Nevertheless, the control output of the CLF-CBF-QP is similar to Figure 5.2b as it again has the same “bang-bang” like behavior.

To compare the expected energy usage of each controller, the integral over the square of all individual thrusts is used. The reason being, that the thrust is directly proportional to the the squared rotation speed of each motor, \( \omega_i^2 \), and the rotation speed itself is proportional to the electrical current, given a fixed electrical voltage across the motor. Thus, the electrical power, which is current times voltage, integrated over the flight time, yields the total energy usage for each individual rotor. Therefore,

\[
E^* \propto \sum_{i=1}^{4} \int_0^{t_{\text{end}}} f_i^2(t) \, dt,
\]  

(5.6)
where the $E^*$ is the total expected energy usage over the duration of flight. Given a discrete sampling time of the controller, this equals

$$E^* \propto \frac{1}{f_{\text{att}}} \sum_{i=1}^{4} \sum_{t=0}^{t_{\text{end}}} f_i^2(t).$$  \hspace{1cm} (5.7)

The thrust at each motor is a combination of the total thrust and all three moments. Here, the thrust is equally spread across all four motors and the moments either increase or decrease the thrust, depending on the motor. For example, for motor 3, the front left motor, all moments contribute positive towards the thrust. Roughly speaking, the three moments are scaled by the maximum possible moments to $-1$ to $1$, added together, limited, added to the scaled thrust ($0$ to $1$), and then limited to $0$ to $1$. The result is the scaled thrust at each motor, which then gets converted back by $P_x$ to a PWM signal for the ESCs. The reason being, that for a maximum moment, say along the yaw axis, the motors 3, front left, and 4, back right, would have to spin up to the maximum speed, and motors 1 and 2, front right and back left respectively, would need to almost stop spinning. However, this would obviously also introduce a thrust of $50\%$ of the maximum thrust. Thus, if the thrust is only $30\%$ of the maximum thrust, the maximum achievable yaw moment is only $60\%$ of the maximum possible yaw moment. So the total moment is limited to $-\min(f_{i,s}, |1 - f_{i,s}|)$ to $\min(f_{i,s}, |1 - f_{i,s}|)$, where $f_{i,s}$ is the scaled thrust of the $i$-th motor. Using the results from Figure 5.3, the total expected energies are proportional to $7651.2$ and $9460.6$ for the Euler Angle controller and the CLF-CBF-QP, respectively. While, based on the numbers themselves, there is no possibility to predict the total maximum flight time, their relation shows, that the expected maximum flight time for the Euler Angle controller actually is almost $25\%$ longer. Part of the reason may be the aggressive behavior of the controller, and weighing attitude errors higher than control inputs. With further tuning it might be possible to increase the expected flight time. Still, the aggressive control outputs are hard to follow for the motor and possible effects from high frequency changes are completely disregarded. Those could potentially further decrease the performance of the motors or the flight time. It is also to be noted, that at full throttle, each motor draws approximately $170$ W. Compared to that, the power draw of $5$ W to $10$ W for the rest of the hardware, mainly the Jetson TX2, is neglectable.

Due to the superior behavior of the Euler Angle controller, it is chosen as the primary attitude controller for the MPCBF, making it a MPCBF-EA. A reason to use a attitude CLF controller with the MPCBF would be to guarantee exponential stability for the attitude. However, the proposed Lyapunov function would introduce the non desirable “bang-bang” like behavior of the control output. While the Euler Angle controller does not guarantee exponentially stability by design, it can stabilize the robot as good as the attitude CLF.
Position Controller

The position controller is not as critical to the global stability as the attitude controller. As previously mentioned, a faulty or non-existing position controller will not hinder the attitude controller from stabilizing the robot. But it does greatly impact the reference tracking ability of the robot. Hence, a good position controller is needed to minimize the deviation from the reference trajectory. In the case of the MPCBF, the position controller is also responsible for the obstacle avoidance.

The three position controllers, MPCBF, CLF-CBF-QP, and Euler-Angle, were tasked to follow a circular reference trajectory, see section 5.1. With a radius of \( r_c = 1.5 \text{ m} \) and a period of as low as \( T = 4 \text{ s} \), the average speed was up to approximately \( 2.4 \frac{\text{m}}{\text{s}} \). The results for \( T = 8 \text{ s} \) and \( T = 4 \text{ s} \) are shown in Figure 5.4a and Figure 5.4b, respectively. To compare the average deviation, the mean error \( e_{\text{mean}} \) is used. For \( T = 8 \text{ s} \), all three controllers where able to follow the reference trajectory smoothly with a mean error of \( e_{\text{mean, MPCBF}} = 0.255 \text{ m} \), \( e_{\text{mean, CLF–CBF–QP}} = 0.330 \text{ m} \), and \( e_{\text{mean, EA}} = 0.393 \text{ m} \). But by halving the period to \( T = 4 \text{ s} \), the tracking problem is significant harder for all three controllers. The mean errors are now \( e_{\text{mean, MPCBF}} = 0.597 \text{ m} \), \( e_{\text{mean, CLF–CBF–QP}} = 1.118 \text{ m} \), and \( e_{\text{mean, EA}} = 1.190 \text{ m} \). In the case for the CLF-CBF-QP more than three times as high. Due to the model predictions in the MPCBF it can handle these situations better compared to the CLF-CBF-QP. Based on the results, it can be concluded, that at least for slow flights all three controllers can track a reference trajectory with the MPCBF following it the closest.

5.1.2 Obstacle Avoidance

Since the goal is to design a controller for obstacle avoidance, the two proposed controllers, namely the MPCBF(-EA) and the CLF-CBF-QP, have to be tested in simulations with obstacles. Avoiding a single very far away obstacle with a low relative speed is a fairly easy task for both. In this case, the controller has enough time to adapt and prepare for the encounter. The hard problems for both controllers are environments with either very fast moving, suddenly appearing, or many obstacles. In the first two cases, the controller has to react fast to drastic changes, in the latter case, it has to factor in multiple obstacles, which can significantly decrease the safe set \( B_k \). Assuming that both controllers are able to avoid obstacles, the first comparison will be of an obstacle flying close by, but not colliding with the robot as long as it stays at its reference position.
Secondly, an obstacle will be shot with a high relative velocity onto the robot, thus evaluating the reaction time. In the first two tests, it is expected, that the MPCBF will perform better, but at least as good as the CLF-CBF-QP. The reason is, that due to the ability to predict its own position and that of the obstacle, it can form a more sophisticated decision, whether or not and in what direction to avoid the obstacle. Lastly, both controllers will participate in a flight through a highly cluttered environment. For all tests, the position, velocity, and acceleration of all obstacles is assumed to be known at all times.

Close-by obstacles

In the following, the behavior of both controllers shall be investigated, with obstacles flying close to the robot, but not in the direct way of it. According to Table 5.1, the robot’s frame has a length of 330 mm and the rotor’s diameter is 8 in, or roughly 200 mm. Therefore, a sphere around the robot would have a radius of \( r = 265 \text{ mm} \), ignoring slight offsets and conversion errors, without any safety measures. A sphere with a radius of \( r_o = 1 \text{ m} \) could therefore come as close as 1.265 m measuring the distance from both centers. Given some small margin of errors, for a sphere whose center is as close as 1.28 m, even if the obstacle sphere is going at high speeds, for example at least 2 m/s, the controller does not have to move the robot in \( \mathbb{R}^3 \). Nevertheless, determining if the obstacle is too close to the
obstacle and therefore the aerial robot has to be moved, can be a potentially hard problem. As a result, the behavior in such a case shall be investigated. Based on the previous assumptions, the obstacle’s position is given as

\[ \mathbf{x}_o(t) = \begin{bmatrix} 1.28 \text{ m} \\ 0 \text{ m} \\ -5 \text{ m} \end{bmatrix} + \begin{bmatrix} 0 \text{ m/s} \\ 0 \text{ m/s} \\ 2 \text{ m/s} \end{bmatrix} t, \quad t > 0 \text{ s}. \] (5.9)

The resulting behavior of both the MPCBF and the CLF-CBF-QP is depicted in Figure 5.5. As a first result, both avoid the obstacle without problem. However, while the MPCBF moves ever so slightly, the CLF-CBF-QP tries to avoid the obstacle by moving further from the reference setpoint. Again, to compare the controller’s performance, the mean error, see Equation 5.8, is used. In an ideal situation, the mean error would be zero for both controllers as they start exactly on the reference setpoint and the obstacle misses the aerial robot, even if only by a few cm. Yet, the mean errors are \( e_{\text{mean,MPBCBF}} = 0.09 \text{ m} \) and \( e_{\text{mean,CLF-CBF-QP}} = 2.96 \text{ m} \) for the MPCBF and the CLF-CBF-QP respectively. It is clearly observable, that the MPCBF does in fact not move by much around the reference trajectory. Only a little bit to the back, presumably to create some artificial, not explicitly defined safety margin. The CLF-CBF-QP however, flies up a lot as it tries to increase
the distance between the aerial robot and the obstacle. Due to the constraints involved, it not only tries to maximize the distance but also minimize the relative velocity between the obstacle and the aerial robot. It would have been more effective to move back along $x$ to increase the distance instead of moving up along $z$. Furthermore, due to the high error along $z$ the CLF-CBF-QP has a hard time decreasing the error along $z$ again and stabilizing the aerial robot.

**High-Speed and -Performance Obstacle Avoidance**

One possible scenario is a relative motion between the aerial robot and an obstacle that would inevitably lead to a collision, if not counteracted on. This does also include two aerial robots flying towards each other without intercommunication or where one is not equipped with any obstacle avoidance technology. Validating and evaluating the performance of the controllers in such a scenario can help to better understand the limits of the controller. Suppose the aerial robot is not flying close to its physical limits, then there is no significant difference to whether the aerial robot moves towards a static obstacle or an obstacles moves towards the aerial robot, which again is tracking a fixed reference point. Therefore, the factors which do have an impact on the performance are the relative speed, the initial distance, and the radius of the obstacle. Here, the first two factors roughly translate to one, which is the time the controller has to act on the approaching obstacle. As one possible avoidance strategy would be to always give full thrust, if state constraints allow for a movement in the $z$ coordinate of the body frame. It comes down to the time the controller has to clear the space the obstacle will occupy once it reaches the current position of the aerial robot.

The first simulation will be conducted with the aerial robot at its desired position, the origin, and an obstacle with $x_o(0) = [4 \text{ m}, 0 \text{ m}, 0 \text{ m}]^T$, $\dot{x}_o(0) = [-2 \frac{\text{ m}}{\text{s}}, 0 \frac{\text{ m}}{\text{s}}, 0 \frac{\text{ m}}{\text{s}}]^T$, and $r_o = 0.5 \text{ m}$. The relative speed is fairly low and the controller had 2 s until predicted collision. In this scenario, both controllers can avoid the obstacle as seen in Figure 5.6. Looking at the predicted movement of the MPCBF, marked in blue, clearly shows its anticipation to move down in order to avoid the incoming obstacle. It also shows, that after the avoidance maneuver, the MPCBF flies back towards the reference trajectory. Moreover, comparing the three states, in Figures 5.6a, 5.6b and 5.6c, shows that the aerial robot follows the predicted trajectory at $t = 1 \text{ s}$ closely. However, the MPCBF acts sooner onto the approaching obstacle. This does not mean that this is the better behavior in any case, it very much depends on the objective of safety versus reference tracking. Between $t = 0 \text{ s}$ and $t = 2 \text{ s}$, the mean error of the MPCBF is in fact higher than the CLF-CBF-QP’s, $e_{\text{mean,MPCBF}} = 1.25 \text{ m}$ compared to $e_{\text{mean,CBF}} = 0.48 \text{ m}$. Nevertheless, for higher speeds the behavior of the CLF-CBF-QP might not the optimal behavior. From an optimization standpoint, the CLF-CBF-QP clearly
does a better job of minimizing the position error, but from a safety standpoint, the MPCBF’s behavior might still be favored. Especially for higher speeds.

This advantage for the CLF-CBF-QP quickly turns into a disadvantage for higher velocities, see Figure 5.7. For the second simulation, with an obstacle at $x_o(0) = [5 \text{ m}, 0 \text{ m}, 0 \text{ m}]^T$, $\dot{x}_o(0) = [-5 \frac{\text{m}}{\text{s}}, 0 \frac{\text{m}}{\text{s}}, 0 \frac{\text{m}}{\text{s}}]^T$, and $r_o = 0.75 \text{ m}$, the CLF-CBF-QP is no longer able to avoid the obstacle, see Figure 5.7. Here, a bigger obstacle was deliberately chosen to increase the difficulty for the controllers. Likewise, an even higher speed or shorter initial distance could have been chosen. Now [WuEtAl16a] proves that, given a feasible solution, $C$ is always forward invariant and therefore, the aerial robot’s state will always stay within $B_k|t$. Thus, the CLF-CBF-QP would avoid the obstacle. Nevertheless, this is based on the assumption that there always is a feasible solution to the optimization problem. This assumption does not hold true for example if the controller acts too slowly and already collided with the obstacle and is thus inside the virtual sphere. The constraints can also turn infeasible if the obstacle is too close or too fast and there is no control input that would allow for a successful avoiding maneuver. In such a case, there are two main options to handle the situation. Either calculate no new control outputs, keeping the last ones or setting all to zero, or removing the infeasible constraint. The last one would allow for a potential collision with the obstacle but would still allow the flight to continue. Thus, the latter option was chosen. A third and rather trivial solution would be to abort the simulation and thus the flight. Regardless, this is not possible in a real experiment.

As already mentioned, the CLF-CBF-QP is not able to avoid the obstacle in the second scenario. Clearly, this is not due to the physical limits but rather to the fact that the controller acts too late on the approaching obstacle. What seemed to be a disadvantage of the MPCBF for slower velocities turned into the reason the MPCBF is able to avoid the obstacle. The problem is, that the CLF-CBF-QP does not take the relative speed into account enough and weights the distance higher. Thus it reacts later, which, consequently, leads to a collision.

The MPCBF correctly predicts the further movement of the aerial robot at $t = 0.5 \text{s}$, see Figure 5.7a. Nevertheless, the predicted overshoot of 0.5 m to 0.75 m is considerably high. It is, however, drastically reduced at $t = 1 \text{s}$, see Figure 5.7c. This clearly depicts, that, while $N_c < N$, the predicted trajectory will still converge towards the reference trajectory as time goes on. It also shows, that the MPCBF can predict the optimal trajectory from early on, which is an obvious advantage compared to the CLF-CBF-QP. Nevertheless, in the real flight tests, see section 5.2, there will be a model mismatch and thus the predicted trajectory will not necessarily align with the real trajectory.

Based on the simulations alone, the MPCBF could avoid the same obstacle even if it was moving towards the aerial robot with $30 \frac{\text{m}}{\text{s}}$. Any faster and even the
MPCBF would collide due to the physical limits of the aerial robot. If the aerial robot was moving towards a stationary obstacle, the maximum speed at which the MPCBF could avoid the obstacle is roughly $50 \text{ m/s}$. Both cases with the assumption, that the controller has 2.5 s, the prediction horizon, to react. At those speeds other unmodeled effects like the drag force have a significant impact on the performance. Moreover, it is not discussed how the aerial robot would even reach speeds this high. Those results are purely based on the underlying simulation, which are built on the assumption of slow speeds. To make any valid statement on such high speeds, a different model would have to be implemented into the simulation.
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Figure 5.6: Different screenshots of the MPCBF (left) and the CLF-CBF-QP (right) at different times, with $\mathbf{x}_0(0) = [4 \text{ m}, 0 \text{ m}, 0 \text{ m}]^\top$, $\dot{\mathbf{x}}_0(0) = [-2 \pi, 0 \pi, 0 \pi]^\top$. The black $\times$ marks the desired position, blue the predicted path and red the previous path.
Figure 5.7: Different screenshots of the MPCBF (left) and the CLF-CBF-QP (right) at different times, with $\mathbf{x}_o(0) = [5 \text{ m}, 0 \text{ m}, 0 \text{ m}]^T$, $\dot{\mathbf{x}}_o(0) = [-5 \frac{\text{m}}{\text{s}}, 0 \frac{\text{m}}{\text{s}}, 0 \frac{\text{m}}{\text{s}}]^T$. The black $\times$ marks the desired position and red the previous path.
Highly Cluttered Environments

The last test for performance comparison is a flight through a highly cluttered environment. Such scenarios could be found in a forest, but also in a classic indoors environment, with highly cluttered obstacles. Those would then need multiple spheres to be approximately correctly. Each obstacle adds one constraint to the optimization problem, therefore, reducing $B_{k|t}$. Consequently, the number of possible control outputs shrinks. Here, it is vital for the controller not to maneuver itself into a situation, where there exists no feasible solution to the optimization problem. Doing so would most likely result in a crash and potentially loss of the robot. Nevertheless, the CLF-CBF-QP was again affected by infeasible solutions in flight. While those were also removed to continue the flight, it often results in violation of $B_{k|t}$, thus, a virtual collision with a sphere. It is possible, that the CLF-CBF-QP loses control due to infeasible constraints. Recovering from such situations is often a hard problem which results in recovery maneuvers creating huge errors.

The simulations were done with 40 static obstacles randomly positioned inside a box of $x = -4$ m to 4 m, $y = -4$ m to 4 m, $z = -2$ m to 2 m, see Figure 5.8. Here, obstacles which intersect with the desired trajectory are shown in red, all others in a light shade of green. Only three obstacles intersect with the trajectory, a circle with radius $r_c = 1.5$ m, but a few more are in the direct flight space of the aerial robot flying along the circle. The obstacles around and within the circle increase the difficulty for the controller to avoid the obstacles which are in its direct way, without moving too far from the desired trajectory. Furthermore, the box constraint was set to the box around the obstacles.

Running the simulation for 60 s, which equals five full orbits at $T = 12$ s, the MPCBF converged to a stable trajectory after one successful orbit Figure 5.9. The CLF-CBF-QP however, does not converge, with the orange parts of the plot denoting the parts of the trajectory where the aerial robot would have collided with the obstacle. If anything, the trajectory seems to be unstable from time to time. For example at $t = 12$ s to 24 s and $t = 38$ s to 54 s. Note that this is roughly the same time interval with respect to $T$, still, in both cases the trajectory is different and the third orbit is rather stable and close to the desired trajectory.

Looking at a top view in Figure 5.10 of both trajectories fortifies this discrepancy even more. The MPCBF’s trajectory is always close to the circle, the CLF-CBF-QP however drifts away multiple meters. There is still no pattern that could predict how the CLF-CBF-QP would behave on the next orbit. The reason behind this behavior has to do with infeasible solutions. As mentioned before, whenever there occurred an infeasible solution, or more precisely an infeasible constraint, this constraint was removed and the optimizer was run again. Now
this is clearly not a desired scenario in real flights, nevertheless it allows the simulation to continue and to observe the recovering behavior of the CLF-CBF-QP. Evidently, recovering from a situation in which the CLF-CBF-QP does collide with an obstacle, appears to not be an easy task for the CLF-CBF-QP. Looking at Figure 5.9, where a collision can be observed at approximately $t = 40s$, the recovery maneuver brings the aerial robot down to almost $z = -50m$. As the behavior of the controller for a situation where $x \notin C$ is not defined, reaching the border of $C$ or even crossing it, will leave the controller in an unstable situation. This is, what can be observed throughout this chapter whenever the aerial robot is inevitably colliding or has already collided with an obstacle using the CLF-CBF-QP.

The total mean error, Equation 5.8 for the MPCBF adds up to $e_{\text{mean,MPBCB}} = 1.33m$, compared to the total mean error for the CLF-CBF-QP of $e_{\text{mean,CFB}} = 12.23m$, which is greater than $e_{\text{mean,MPBCB}}$ by a factor of 9.22. Comparing the first 12s, the first orbit, reduces the difference to a factor of 3.66, with $e_{\text{mean,MPBCB}} = 1.34m$ and $e_{\text{mean,CFB}} = 4.92m$. Similar for the third round, $t = [24s, 36s]$, the difference is $e_{\text{mean,MPBCB}} = 1.32m$ compared to $e_{\text{mean,CFB}} = 2.76m$, a factor of 2.08. From that, it is clear that if the CLF-CBF-QP does find a feasible solution, it is not that far off compared to the MPCBF. However, the problem is that it does not always find a feasible solution. As discussed, this can have multiple
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Figure 5.9: Position of the aerial robot for a circular trajectory in a highly cluttered environment, collisions are marked in orange.

Figure 5.10: Top view of the aerial robot’s trajectory.

roots. Mostly, that it is already too close to an obstacle or that the relative velocity is too high, thus an avoidance maneuver is no longer possible.
Looking at screenshots from the flight at different times for the controllers reveals the differences between the controllers. In general, the MPCBF does follow the reference trajectory closely, which is clearly visible by the predicted trajectory in Figure 5.11c, where the predicted trajectory is shown in blue. Moreover, the screenshot from \( t = 1.3 \) s, see Figure 5.12a, shows the superior behavior of the MPCBF as it can predict its trajectory around the obstacle and therefore act on it earlier, compared to the CLF-CBF-QP. It also shows, that while the MPCBF avoids the obstacle, its predicted trajectory converges towards the reference trajectory as soon as it passes the obstacle. Nevertheless, at certain positions and times, it is trapped, see Figure 5.11b. With a longer prediction horizon, the controller would realize, that being trapped and hovering at a certain spot is by far not the optimal trajectory. However, for that brief moment with a limited prediction horizon it seems to be the trajectory which minimizes the distance to \( x_{t,\text{ref}} \) and also the control outputs.

The CLF-CBF-QP on the other hand clearly violates its objective at \( t = 2.4 \) s, see Figure 5.12a, and \( t = 19.8 \) s, see Figure 5.12c. At these time steps, the aerial robot clearly collides, or did so, with the surrounding obstacles. However it only does so, because the infeasible constraints where removed. As those constraints belong to the obstacles the aerial robot collided with, a violation of the objective is the only possibility to regain a feasible solution. At \( t = 11 \) s, see Figure 5.12b, it is visible, that the controller does a better job flying around the obstacles compared to the MPCBF, see Figure 5.11b. But only shortly after that at \( t = 19.8 \) s, the CLF-CBF-QP appears to lose control over the aerial robot, as it has to compensate for a huge disturbance of unknown cause.

Summarizing, the MPCBF is able to find a local optimal solution that is closer to the global optimum and is, in general, more reliably avoid the obstacles in its path. Nevertheless, this could already have been conjectured, as the MPCBF optimizes over a longer time horizon, namely more than the one step which is CLF-CBF-QP’s time horizon. Regardless, [WuEtAl16a] proofed that the CLF-CBF-QP does indeed promise to stay within \( \mathcal{B}_{k|t} \). The problem arising here, is that it is fairly simple to create situations that do not allow for a feasible solution of the optimization problem and therefore forward invariance of \( \mathcal{C} \). Being able to always find a feasible solution was the premise, [WuEtAl16a] built their proof upon. Finally, the shown situations, while not taken from real experiments, in fact represent real world scenarios and are not specifically constructed to disprove [WuEtAl16a].
Figure 5.11: Different screenshots of the MPCBF.
Figure 5.12: Different screenshots of the CLF-CBF-QP.
5.2 Flight Tests

The flight tests were conducted in Prof. Mark Mueller’s flight space at the University of California, Berkeley. As mentioned in chapter 3, the dimensions of the flight space are approximately $3 \text{ m} \times 5 \text{ m} \times 6 \text{ m}$ ($x \times y \times z$). To first validate the overall performance of the aerial robot, the Euler Angle controller is used. The results of the robot’s hovering are discussed in subsection 5.2.1. Tests using the CLF-CBF-QP were conducted as well. However, the aerial robot was not stable and would crash after a maximum of around 5 s in-flight. The high fluctuations of the control output made it impossible for the motor to follow the reference signal. Furthermore, the MPCBF’s behavior in both simple tracking missions, as well as for obstacle avoidance, are both discussed in subsection 5.2.2. The same gains were used as in the simulation, see Table 5.1.

5.2.1 Euler Angle Control

The first experiment was conducted to validate the system itself and the Euler Angle controller. A constant setpoint of $x_{\text{ref}} = [0 \text{ m}, 0 \text{ m}, 1.25 \text{ m}]^T$ was commanded to the position controller and a zero Euler Angle setpoint for the attitude controller. Starting at $x_0 = [0.34 \text{ m}, -1.54 \text{ m}, 0.45 \text{ m}]^T$, the controller is able to stabilize the system but with a constant error. This is expected, as the controller lacks I-gains. Nevertheless, the results shown in Figure 5.13 clearly validate that the designed and built system is capable of flying and the Euler Angle position and attitude controller is able to stabilize the system. While the $x$- and $y$-positions have a constant error, the $z$-position starts off at exactly the reference position, but soon loses height. This is due to the way the PWM signal is calculated. There exists a precise mapping from thrust to PWM signal, which is depended on the battery level. The corresponding errors for $t = 10 \text{ s}$ to $250 \text{ s}$ are $e_{\text{mean,EA}} = 0.284 \text{ m}$ with the mean error for each coordinate being $e_{\text{mean,EA}}^{(x)} = 0.173 \text{ m}$, $e_{\text{mean,EA}}^{(y)} = 0.106 \text{ m}$, $e_{\text{mean,EA}}^{(z)} = 0.176 \text{ m}$. If the voltage of the battery is too low, it cannot provide the necessary power, thus, through slip, the rotor speed is slower than anticipated. Nevertheless, the mapping was only created for a specific battery level, thus, for all other lower levels, the error is non-zero. To fix this problem, there are three possible solutions. First, create a mapping for each voltage level of the battery. Second, add an active feedback from the motor with an additional control loop. Lastly, an integrative term in the position controller can also fix the problem.
5.2.2 MPCBF

Given the validated platform, the MPCBF is tested for its general stability and reference tracking, as well as for its obstacle avoidance behavior. Similar to the experiments with the Euler Angle controller, the MPCBF is first tested with a constant setpoint $x_{\text{ref}} = [0 \text{ m}, -1 \text{ m}, 1.5 \text{ m}]^T$. The results are shown in Figure 5.14. Again, there is a constant drop in $z$ which correlates to the battery voltage and therefore the remaining charge. Although all experiments were started with a fully charged battery, the charge was quickly dropping due to the high power consumption of the motors, a general problem for aerial robots. Overall, the mean error for $t = 20 \text{s}$ to $380 \text{s}$ is $e_{\text{mean,MPBF}} = 0.109 \text{ m}$ with the mean error for each coordinate being $e_{\text{mean,MPBF}}^{(x)} = 0.055 \text{ m}$, $e_{\text{mean,MPBF}}^{(y)} = 0.040 \text{ m}$, $e_{\text{mean,MPBF}}^{(z)} = 0.070 \text{ m}$. Comparing the experiments from Figure 5.13 and Figure 5.14, it follows, that the MPCBF in fact performs better than the Euler-Angle. The mean error for all three axis are less than half of that from the EA. Therefore, the predictive controller’s performance is superior over the EA-controller’s performance. Furthermore, Figure 5.14 shows, that the MPCBF can cope with the disturbances in the real system. It does not react too aggressively which could lead to instabilities, and still fast enough to reduce the disturbances and bring the system back closer to the reference value. The global exponential stability of the CLF-constraint, see Equation 4.90, cannot be verified from the results. Judging from the results, the problem seems to be the inevitably occurring dis-
turbances, which hinder the global stability. Still, the CLF-constraint contributes to the overall stability and the lower mean error compared to the Euler-Angle controller.

The right hand side of Figure 5.14 also shows the prediction at two different time steps. The first is when the aerial robot is armed and starts its flight, at around $t = 19.5\, \text{s}$, and the other one is one second later, at $t = 20.5\, \text{s}$, around halfway before settling. Focusing only on the $x$ and $y$ plots, there is a mismatch between the predicted trajectory and the real trajectory. The mismatch is most likely due to a model-mismatch, but an insufficient tuning could also contribute. Especially, as the second prediction for $x$ is already fairly close to the real trajectory. For $y$, the second prediction is close to the desired behavior, however, the trajectory shows a slight disturbance which happens at around $t = 21\, \text{s}$. For $z$, both predictions are in fact not far off compared to the real trajectory, as both clearly converge towards the reference trajectory. In general, it seems like with the first prediction, the MPCBF tries to resist the change in position, because of

Figure 5.14: Experimental result for the MPCBF given a constant reference set-point without any obstacles.
the high weight on $\dot{x}$. However, for smaller weights on the velocity, the dampening of the MPCBF is not sufficient to stabilize the aerial robot. For later stages of the experiment, the predicted trajectory closely resembled a low-pass behavior towards the reference trajectory. With the ever increasing error along $z$, the desired thrust also increased. While the MPCBF was able to further reduce the error compared to the Euler-Angle, it still was not able to fully compensate for the battery drainage. Again, the observed mean error along the $z$-axis is $e_{\text{mean,MPCBF}}^{(z)} = 0.070$ m for the MPCBF compared $e_{\text{mean,EA}}^{(z)} = 0.176$ m for the EA. But as the MPCBF has no integrative behavior and no model for the battery drainage, it cannot compensate for the real thrust being lower than the desired thrust.

For the second experiment, a circular trajectory was commanded with $r_c = 1$ m and $T = 30$ s, the experiment was run up until around $t = 160$ s at which the aerial robot was disarmed and safely fell into the safety net. The center of the circle was set to $x_c = [0 \text{ m}, 0 \text{ m}, 1 \text{ m}]^T$ and changed at $t = 85$ s to $x_c^{(z)} = 1.5$ m. Moreover, a fixed virtual obstacle was added at $x_{\text{obs}} = [0.87 \text{ m}, 0.5 \text{ m}, x_c^{(z)}]^T$, with $r_{\text{obs}} = 0.25$ m. Thus, the obstacle would always stay at the same height as the aerial robot is supposed to be. Not only did the MPCBF achieve close reference tracking, but it also avoided the obstacle every time.

In Figure 5.15 it is clearly visible, that the MPCBF deviates from the reference trajectory to avoid the obstacle. It can also be seen that there are always three plummets in the $x$ and $y$ plot, where the aerial robot deviates from its previous trajectory but quickly recovers. The general appearance of those is similar for each avoidance maneuver which allows the conclusion, that those plummets are systematic. As it turns out, with the average speed along the trajectory, the time needed to pass the diameter of the obstacle is roughly 2.4 s and the time to fly exactly along the obstacle is 7.7 s. Thus, the MPCBF cannot predict the complete trajectory around it in the beginning. The short prediction horizon is most likely the reason for the plummets.

To further visualize the result, the trajectory of the robot is plotted in 3D in 5.16. Here, only the time range of $t = [24.5 \text{ s}, 144.5 \text{ s}]$ is shown, when the aerial robot flew four full rotations. The two spherical obstacles are in fact the same obstacle at different times in the experiment and therefore different heights to match the reference height of the aerial robot. For the most part, the aerial robot follows the trajectory closely, however, while safely avoiding the obstacle, there is a huge deviation from the trajectory. The average of the maximum distance between the aerial robot and the obstacle for each maneuver is 1.2 m. With $r_{qr} = 0.265$ m, $r_{\text{safety}} = 0$ m, and $r_{\text{obs}} = 0.25$ m, this is approximately 0.69 m too far off. The deviation can again be influenced with more precise tuning of the CBF constraint’s parameter $\gamma$, see Equation 4.100.
5.2 Flight Tests

The third experiment was performed with a faster circular trajectory with $T = 15$ s and $r_c = 1$ m, $x_c = [0$ m, 0 m, 2 m]$^T$, still counterclockwise. This time, the obstacle follows the exact same circular trajectory but instead of going counterclockwise, it moves clockwise around $x_c$. Thus, both the aerial robot and the obstacle meet twice for each full circumvolution. Moreover, the obstacle’s radius was reduced to $r_{obs} = 0.125$ m. By doing so, the prediction horizon can predict a trajectory, which avoids the obstacle, as the time it would take the aerial robot to fly around it is closer to the prediction horizon. Before, with $T = 30$ s and $r_{obs} = 0.25$ m, the shortest path around the obstacle is 1.62 m long, with an average speed of 0.21 m/s, this would roughly take 7.7 s. Now, the shortest path around the obstacle is reduced to 1.23 m and with an increased average speed of 0.42 m/s the time it takes to fly around the obstacle is now 2.93 s. Thus, it should be easier for the MPCBF to find a collision-free trajectory.

The resulting trajectory is shown in Figure 5.17. Again, the two instances along the circle where the aerial robot has to avoid the obstacle are clearly visible. Interesting enough, the avoidance maneuver on the right hand side of the plot shows, that the aerial robot has to fly backwards quite a bit. Whereas the maneuver on the left hand side appears to be smoother. For this maneuver, the MPCBF avoids the obstacle safely at each fly-by. For the other encounter, namely
on the right hand side, it does not. Each encounter results in a collision, which is shown for different time steps in Figure 5.18. What happens is, that the MPCBF
controls the aerial robot in such a way, that it at first collides with the obstacle, from which it then recovers, resulting in the backwards flight. Therefore, the controller has to again avoid the obstacle, which it safely does on the second try. In Figure 5.18a for $t = 66$ s, the MPCBF predicts a trajectory, that deviates ever so slightly to the right to avoid the obstacle. But only $0.5$ s later, in Figure 5.18b, the aerial robot collides with the obstacle. It appears as if the MPCBF misjudged the obstacle’s relative velocity and is not deviating enough. As it collides with the obstacle, the MPCBF will still try to increase its distance to the obstacle and thus accelerate away from the obstacle as fast as possible, leading to the observed backwards motion of the aerial robot. Since the obstacle is not a real physical object, the collision is purely virtual, hence, the MPCBF can continue its flight. In Figure 5.18c, yet another $0.5$ s later, it appears as if the aerial robot recovered from the collision and is now predicting a trajectory that would guide it safely around the obstacle. While it does avoid the obstacle, judging from the sequential three plots, Figures 5.18d, 5.18e and 5.18f, it is visible, that the MPCBF rapidly changes its predicted trajectory and, therefore, far off from the closed-loop trajectory. The pattern is repeated for all five encounters of the aerial robot with the obstacle. Here, the predicted trajectory in Figure 5.18d for $t = 67.5$ s appears to steer the aerial robot even further backward to avoid the obstacle.

At this point, it is not clear, as to why the avoidance algorithm fails, especially in such a repetitive way. Oddly, the initial condition for both the left hand side and right hand side encounter are similar, just rotated by $180^\circ$. The only direct asymmetry in the MPCBF and its constraints is the box constraint, but as the reference trajectory fully lies inside the box and the controller can always deviate towards the center, it cannot be the cause of the problem. It could be, however, that the control horizon $N_c$ is too small, but again, in the experiments before and for the other encounter, the MPCBF works fine. While the predicted trajectory is optimized over $2.5$ s, the control output is only optimized over $0.5$ s after which the last control output is held for the rest of the prediction. This way, the computational requirements can be drastically reduced. With a longer control horizon, it is potentially easier for the MPCBF to optimize the flight path, especially around an obstacle. But an increased control horizon increases the solving time and with a larger number of obstacles, even CVXGEN does not run fast enough. Yet another reason might be the choice of $\gamma_i$. The higher $\gamma_i$ is, the more aggressive the CBF constraint is. Nevertheless, even with a very small but positive $\gamma_i$, the CBF constraint should always force the controller to avoid the obstacle. And as $\gamma_i$ is constant for the flight, it does not explain the asymmetric behavior. Independent of the cause of the problem, the MPCBF should not collide with the obstacle due to the strong CBF constraint. But again, as before in the simulations, the constraint appears to cause infeasibility in special circumstances resulting in the violation of the assumption for the forward invariance of $\mathcal{C}$. As
described, the CBF only guarantees safety, as long as $C$ is forward invariant, which is equal to the optimizer finding a solution to the optimization problem at all times.

Another discrepancy is, that the constant error between the flight path and the reference trajectory is greater compared to the previous experiment. A similar behavior has been observed in Figure 5.4, where a reduction of the time period lead to an increase in the constant error. Nevertheless, the cause for the rising error for the current situation is suboptimal tuning. Due to the smaller radius and time period, the average velocity increases and thus the acceleration, which in turn results in higher necessary forces to keep the aerial robot on track. As the MPCBF optimizes both, the error and the control output, the weights on the error would have to be increased and the weights on the control outputs decreased. However, the new set of parameters might result in worse reference tracking for other missions.
Figure 5.18: Exemplaric avoidance maneuver with the MPCBF.
Chapter 6

Summary

This chapter summarizes the work in this thesis. It points out what has been achieved but also the problems which have not been solved. First, the work in this thesis is summed up. Secondly, the contributions of this thesis are highlighted and lastly, an outlook is given.

6.1 Conclusion

In this work, an aerial robot platform for obstacle avoidance has been developed, with computationally expensive controllers in mind. The platform was built around a Jetson TX2, providing enough computational power for optimal control strategies. The most important contribution, however, is the proposed MPCBF controller. It combines the obstacle avoidance algorithm of a CBF with the ability to predict ones future states from a MPC. Both the platform itself and the MPCBF have been tested extensively. The results proof that the MPCBF is able to avoid obstacles while tracking a reference trajectory, all while running in real-time on the platform.

In the following, the conclusions for the different topics of this thesis as well as solved and unsolved problems are summarized. Whenever applicable, a possible solution is presented. This can be the starting point of future work.

Software The controllers in this thesis are written in C++ for ROS. Due to the modularity of both C++ and ROS, the controllers can be easily adapted to other systems. Conversely, other controllers, written for ROS, can also easily be adapted for the aerial robot platform. To solve the optimization problem, CVXGEN was used. CVXGEN proved to be faster than general solvers and solves the problem
in real time. However, it relies on a generated C-code for each problem definition and the capabilities of CVXGEN to generate said code are limited, as it is purely able to solve linear convex problems. Also, a longer prediction horizon might not be possible, if the code generation does not succeed. A longer prediction horizon increases the problem size, as the CVXGEN code can only be generated through their web portal and the maximum time allowed for code generation is 10 min, with an increasing problem size, the time needed rises above the servers limitations. Another problem is, that the maximum number of obstacles to be taken into account has to be defined beforehand. Still, the code can be generated for more obstacles than are present. A possible solution to regain flexibility might be to revert back to a general solver. As these can be slow compared to CVXGEN, it cannot be guaranteed, that general solvers can solve the problem fast enough. Nevertheless, the GPU on the Jetson TX2 could be used to solve the optimization problem. Due to their architecture, GPUs are faster at solving matrix operations compared to CPUs, opening up the possibility to even more computationally demanding optimization problems to be solved on the Jetson TX2’s GPU.

**Hardware** To test the proposed MPCBF, the aerial robot platform was designed. It is equipped with a Jetson TX2 for flight control and to provide computation power, an Aerocore 2 as the interconnection between the Jetson TX2 and the ESCs, as well as a camera which could be used for pose information and obstacle detection. The platform is designed around the DJI Flamewheel F330 frame to provide multiple mounting points for all the equipment. All this makes the platform future proof and easy to expand at a later time. While not the first of its kind, the platform provides high computational power in a light-weight design.

The current design of the aerial robot is only equipped with one camera. Therefore, obstacle detection will vary depending on the orientation of the aerial robot. Not all obstacles can be detected at all times and as only the detected obstacles can be avoided, safety might not be guaranteed if the aerial robot is not moving in the direction of the camera or obstacles are moving towards the aerial robot while not in the camera’s field-of-view. To eliminate this problem, multiple approaches can be chosen. The aerial robot could, for example, turn around its yaw axis at a constant speed to capture its surroundings. Using a tracking algorithm for the detected obstacles, it might be able to predict their position up until they are back inside the camera’s field-of-view. This will, however, reduce the degrees of freedom of the aerial robot, which therefore also imposes a new constraint on the controller. Another solution might be to use multiple cameras. If the sum of the horizontal field-of-view is greater than 360°, the aerial robot can detect obstacles in every direction in its x-y-plane. The disadvantage would be a higher mass, increased power consumption, and, possibly, a higher strain on the Jetson TX2,
depending on the used camera. However, smaller camera designs are available, which are lighter and require significantly less space and power.

One other problem is the dependency of the thrust from the battery charge. While the physical relationship cannot be altered, the future version of the aerial robot platform shall have a mechanism or algorithm to compensate for the lower thrust. Still, for controllers with integrative behavior this is not necessary, but neither the CLF-CBF-QP nor the MPCBF have an integrative behavior.

As of right now, the aerial robot is not completely autonomous. While all control signal are computed on-board, the pose estimation still relies on the motion-capture system. Some early tests promised sufficient pose estimation using the Intel D435i or T265, however, the pose data from the motion capture is more precise and reliable. Also, the camera’s depth information has not been used for obstacle detection. But even with these restrictions, the proof of concept and proof of work are achieved.

**CLF-CBF-QP** It has been shown, that the CLF-CBF-QP produces outputs which cannot be followed by the real system. To use the CLF-CBF-QP in a real flight, it has to be modified, to smoothen its outputs. A new and improved Control Lyapunov Function candidate shall include the previous control output and minimize the difference between the previous and the current control output. Using this method, the MPCBF is able to smoothen its control output. The CLF-CBF-QP is not reliable for demanding obstacle avoidance due to the limited prediction horizon of one time-step. Here, the MPCBF can outperform the CLF-CBF-QP due to its longer, yet finite, optimization horizon.

**MPCBF** Throughout this thesis, a new controller, the Model Predictive Control Barrier Function, has been derived. This novel controller combines the forward-invariant safety of Control-Barrier-Functions with the idea of Model Predictive Control, namely to optimize over a finite time horizon instead of optimizing only for the next time step. The resulting trajectory is in general closer to the reference trajectory and the avoidance maneuver results in smaller deviations, compared to the CLF-CBF-QP. The outstanding capabilities of the MPCBF have been proven both in simulation and in real flight tests.

Not only did the MPCBF outperform the CLF-CBF-QP in the simulations, the CLF-CBF-QP is not even able to control the aerial robot platform in real flight tests, whereas the MPCBF is. In some scenarios, the performance of the MPCBF can still be improved, for example for trajectory tracking with higher velocities and accelerations, as in Figures 5.4 and 5.16. Adapting the weights of the optimization problem is the most obvious approach. A more sophisticated solution
might be an adaptive-MPCBF where the weights would change depending on the current state of the aerial robot, but other solutions might exist.

The MPCBF did not always perform as well in the flight tests as it appeared in the simulations. In one of the experiments, the MPCBF consistently violated the CBF constraint, always in the same situation with the same repetitive outcome. As already mentioned, the problem might be a too short control horizon compared to the prediction horizon. While the MPCBF performed well in the simulations with a control horizon of 0.5 s compared to the prediction horizon of 2.5 s, the MPCBF could benefit from a longer control horizon in the experiments.

Possible ways forward for the controller include tests with multiple obstacles, as well as the implementation of the on-board camera for both pose estimation and obstacle detection. Another interesting topic would be, to modify the CBF constraint to achieve different goals, one could be to follow an object, at a fixed distance through an environment while avoiding all other obstacles.

While the MPCBF meets the requirements for an obstacle avoidance-driven controller for safety-critical aerial robots, there is still potential to further improve the controller and its obstacle avoidance capabilities.

6.2 Contributions

This thesis proposes the Model Predictive Control Barrier Function (MPCBF), a new controller designed to achieve reliable reference tracking, while avoiding all obstacles. The MPCBF combines the ideas of MPC with the strict safety constraints of a CBF. We derived the concept of a CBF and proved that it will guarantee safety for all time, thus avoiding all obstacles. Enforcing the CBF constraint for all times, we can guarantee, that the states of the aerial robot will stay inside a safe set. Since we are using an MPC, we predict a certain number of future states, for which we also enforce the CBF constraint. Therefore, we can find the optimal obstacle avoiding trajectory for all predicted states. Furthermore, we augmented the controller with different constraints, for example a CLF constraint to ensure exponential stability.

Optimal control is computationally more expensive than ordinary control laws. As the commonly available flight controllers are not powerful enough to solve the optimization problem in real time, we developed an aerial robot platform for optimal controllers. The new aerial robot is using a Jetson TX2 for increased computational power, as well as to provide the interface for additional equipment, such as a camera. The platform, while not necessary the first of its kind, is equipped with high computational power in a light-weight design. The integrated camera can be used for both obstacle detection and pose estimation for future
work. We also used ROS, MAVLINK with MAVROS, and PX4 for the on-board intercommunication as well as the communication with an optional purely monitoring ground station. The developed system is fully autonomous in terms of control, it does not rely on another system to solve the optimization problem and calculate the control outputs.

To validate the MPCBF and compare it to another obstacle avoidance controller, namely the CLF-CBF-QP, we used multiple simulations. In the simulated scenarios, we observed that the MPCBF performs well above the capabilities of the CLF-CBF-QP. In the event, that the CLF-CBF-QP was infeasible, the MPCBF was not and could still avoid the obstacles. Judging by the predicted trajectories of the MPCBF, we concluded, that its advantages arises from its ability to optimize over a longer time period compared to the CLF-CBF-QP. As we applied the CBF constraint at all time steps, the MPCBF can choose a trajectory, results in future feasible state. The CLF-CBF-QP is incapable of doing so, as it only optimizes for the next time step. Thus, it sometimes reaches states with infeasible solutions. This is a clear benefit of the MPCBF.

In a series of experiments, we first proved the general flight capabilities of the aerial robot platform and the MPCBF. Afterwards, we used a single static obstacle to observe the MPCBF’s behavior for obstacle avoidance. Using a circular trajectory, we ensured, that the aerial robot will cross paths with the obstacle multiple times. With this setup, we were able to confirm the avoidance performance of the MPCBF. We were able to prove, that the MPCBF safely avoids stationary obstacles. The final step was a relative motion between the aerial robot and the obstacle. In this scenario, however, the MPCBF did not always avoid the obstacle. We showed, there exists a repeating pattern of certain situations, in which the MPCBF collided with the obstacle. Afterwards, it would fly backwards, away from the obstacle it slightly touched, and successfully avoided it on the second try.

Summarizing the experiments, we showed that the MPCBF is well capable of obstacle avoidance, even if there are still some problems with the tuning for certain situations. We can conclude from the experiments and simulations, that the MPCBF should be able to safely navigate through denser environments, as long as the optimization problem can be solved in real-time. Therefore, the MPCBF meets our requirements for an obstacle avoidance-driven controller for safety-critical aerial robots. A proof of concept and proof of work are both achieved.
6.3 Outlook

As mentioned above, the MPCBF can fail to avoid obstacles reliably. This problem has to be further investigated. Afterwards, the MPCBF can be tested with multiple obstacles at once, static as well as dynamic obstacles. Parallel to that, the weights of the MPCBF have to be refined via further tuning. Since it appears that different weights are required for different flight situations, an Adaptive-MPCBF is a promising augmentation to adapt the MPCBF to different environments and situations. To overcome the constant loss of height, either an integrative term can be added to the MPCBF or a secondary control loop, which, based on the battery’s voltage and feedback from the ESC, compensates for the decreasing real thrust.

Lastly, to achieve a completely autonomous flight of the aerial robot, the camera system has to be adapted to provide reliable pose and depth information. To receive additional global position information, a GPS module can be included in the design. Which is straightforward, since the Aerocore 2 already has the necessary connections and PX4 is able to stream the resulting position to the Jetson TX2. Moreover, a solution to the limited field-of-view of only one camera has to be developed. If all of the above is achieved, the aerial robot can navigate itself fully autonomously through an outdoor environment.
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