Deep learning framework for sensor array precision and accuracy enhancement: Supplementary Information
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ABSTRACT

In the upcoming years, artificial intelligence (AI) is going to transform the practice of medicine in most of its specialties. Deep learning can help achieve better and earlier problem detection, while reducing errors on diagnosis. By feeding a deep neural network (DNN) with the data from a low-cost and low-accuracy sensor array, we demonstrate that it becomes possible to significantly improve the measurements' precision and accuracy. The data collection is done with an array composed of 32 temperature sensors, including 16 analog and 16 digital sensors. All sensors have accuracies between 0.5-2.0°C. 800 vectors are extracted, covering a range from 30 to 45°C. In order to improve the temperature readings, we use machine learning to perform a linear regression analysis through a DNN. In an attempt to minimize the model's complexity in order to eventually run inferences locally, the network with the best results involves only three layers using the hyperbolic tangent activation function and the Adam Stochastic Gradient Descent (SGD) optimizer. The model is trained with a randomly-selected dataset using 640 vectors (80% of the data) and tested with 160 vectors (20%). Using the mean squared error as a loss function between the data and the model's prediction, we achieve a loss of only \(1.47 \times 10^{-4}\) on the training set and \(1.22 \times 10^{-4}\) on the test set. As such, we believe this appealing approach offers a new pathway towards significantly better datasets using readily-available ultra low-cost sensors.
Materials

Sensors
The DS18B20 IC-based sensor communicates over a 1-Wire bus, which implies it only needs one data line for communication with the microprocessor. Its operating range is between -55°C and 125°C. Its accuracy varies between 0.5-2.0°C, the best obtained for temperatures in a -10 to 85°C range. The NXRT15WF104FA1B040 sensor is a NTC thermistor with a 100kΩ resistance at 25°C. Its operating range is between -40°C and 125°C. Its precision varies but stays around 2.0°C in this range.

Methods

Data set
The training set was randomly selected but manually verified to make sure the whole temperature range was covered. Below is the distribution for our training set.
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**Figure S1.** Random distribution of practice vectors composing our training set, with a mean of 40 vectors per °C, as targeted.
Neural Network

As mentioned in the paper, we tried different parameters for our model in order to get an optimized version. It was clear that the hyperbolic tangent activation function for both layers worked the best. As for the number of epochs, as depicted by Figure 5 in text, the loss is already stable after 100 epochs. Therefore, adding epochs only results in overfitting after approximately 320 epochs. For 600 epochs, we get a $3.47 \times 10^{-2}$ loss on the test set, which is roughly a factor two hundred ($200 \times$) larger than our best MSE result. The step in figure below shows the overfitting.
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**Figure S2.** (a) MSE loss function on logarithmic scale of our model (b) MSE loss function on logarithmic scale of our model for 600 epochs

Furthermore, we tried adding an extra hidden layer to our model to study the effect. Adding a 12-neuron layer resulted in a $2.27 \times 10^{-4}$ loss for the test set, which is roughly twice larger than our best MSE result.
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**Figure S3.** (a) MSE loss function on logarithmic scale of our model (b) MSE loss function on logarithmic scale of our model with extra hidden layer

In order to optimize the hyperparameters of the model, we used Python’s Scikit-Learn module to perform a five-cross validation grid search. We tested learning rate, number of epochs, activation functions, model optimizer and number of neurons in hidden layer. All the optimal choices are in bold in Table S1 below and were chosen as the parameters’ values for our model.
Table S1. Hyperparameters tuning and options for our deep learning model. Best selection is in bold, according to lowest MSE.

Results

For the paper, we trained the model with both types of sensors jointly. Here are the prediction results for the same model, but trained only with the digital readings (yellow) and the analog readings (blue). Their respective prediction are also on the graph.
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