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Abstract. Let \( F(X, Y) = \sum_{i=0}^{r} a_i X^{r_i} Y^{r-r_i} \in \mathbb{Z}[X, Y] \) be a form of degree \( r = r_s \geq 3 \), irreducible over \( \mathbb{Q} \) and having at most \( s + 1 \) non-zero coefficients. Mueller and Schmidt showed that the number of solutions of the Thue inequality

\[ |F(X, Y)| \leq h \]

is \( \ll s^2 h^{2/r} (1 + \log h^{1/r}) \). They conjectured that \( s^2 \) may be replaced by \( s \). Let

\[ \Psi = \max_{0 \leq i \leq s} \max \left( \frac{1}{r_i - r_w}, \frac{1}{r_{w+1} - r_i} \right) \]

Then we show that \( s^2 \) may be replaced by \( \max(s \log^3 s, se^\Psi) \). We also show that if \( |a_0| = |a_s| \) and \( |a_i| \leq |a_0| \) for \( 1 \leq i \leq s - 1 \), then \( s^2 \) may be replaced by \( s \log^{3/2} s \). In particular, this is true if \( a_i \in \{-1, 1\} \).
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1. Introduction

Let \( F(X, Y) \) be a form of degree \( r \geq 3 \) with integer coefficients, irreducible over \( \mathbb{Q} \) and having at most \( s + 1 \) non-zero coefficients. Write

\[ F(X, Y) = \sum_{i=0}^{s} a_i X^{r_i} Y^{r-r_i} \]  (1)

with \( 0 = r_0 < r_1 < \cdots < r_s = r \). Let \( \Delta, H \) and \( M \) denote the discriminant, height and Mahler height of \( F(X, 1) \) respectively. For \( h \geq 1 \), consider the Thue inequality

\[ |F(X, Y)| \leq h. \]  (2)

Let \( N_F(h) \) denote the number of integer solutions \((x, y)\) of (2). Schmidt [12] proved that
\[ N_F(h) \ll \sqrt[r]{s} h^{2/r} (1 + \log h^{1/r}). \] (3)

His result depended on the analysis of location of roots of \( F(X, 1) \). Bombieri modified a conjecture of Siegel on the inequality (2) as

\[ N_F(h) \leq C(s, h), \]

where \( C(s, h) \) depends only on \( s \) and \( h \) (see [11, p. 208]). This was shown to be true in the case \( s = 1 \) by Hyyrö [7], Evertse [3] and Mueller [9]. The case \( s \geq 2 \) was considered by Mueller and Schmidt in [10] and [11]. They proved that

\[ N_F(h) \ll s^2 C_1(r, h), \] (4)

where \( C_1(r, h) = h^{2/r} (1 + \log h^{1/r}) \). In all the estimates for \( N_F(h) \), the factor \( h^{2/r} \) in \( C_1(r, h) \) is unavoidable. The logarithmic factor in \( C_1(r, h) \) was improved by Thunder [13, 14] when \( h \) is large. We refer to [4] and [6] for more results on Thue equations and Thue inequalities. It was conjectured in [11] that it may be possible to replace the factor \( s^2 \) in (4) by \( s \). In Theorem 1.1 below, we show that when the non-zero terms of \( F \) are sufficiently far apart, then \( s^2 \) can be improved. In Theorem 1.5, we improve (4) for forms with restricted coefficients.

**Theorem 1.1.** Let \( F(X, Y) \) be given by (1). Put

\[
\Psi = \max_{0 \leq i \leq s} \max_{w=0}^{i-1} \left( \sum_{w=i+1}^{s} \frac{1}{r_i - r_w} \right) \sum_{w=0}^{i-1} \frac{1}{r_i - r_w} \tag{5}
\]

and

\[
\Phi = \max(\Psi, 3 \log \log s). \]

Then we have

\[ N_F(h) \ll s e^\Phi C_1(r, h). \] (6)

In (5), an empty sum is taken to be equal to zero.

**Remark 1.2.** Suppose \( r \leq 4s e^{2\Phi} \). Then (3) implies (6). Thus, for proving Theorem 1.1, we may assume that

\[ r > 4s e^{2\Phi}. \] (7)

Further, we may take \( s \gg 1 \), as otherwise inequality (4) is sufficient.

Throughout the paper, \( c_1, c_2, \ldots \) denote positive absolute constants. We shall illustrate Theorem 1.1 with some examples below.
**Remark 1.3.** Since $|r_i - r_w| \geq |i - w|$, for all $i, w \in \{0, \ldots, s\}$, it follows that

$$\Psi \leq \max_{0 \leq i \leq s} \max_{0 \leq i \leq s} \left( \sum_{n=1}^{i} \frac{1}{n}, \sum_{n=1}^{s-i} \frac{1}{n} \right) \leq \log s + c_1,$$

(see [1, p. 55]). Thus we get (4).

**Remark 1.4.** We give some instances when $s^2$ in (4) can be improved.

(i) Suppose that there is a $c_2 > 1$ such that $|r_i - r_w| \geq c_2|i - w|$ for all $i, w \in \{0, \ldots, s\}$. Then

$$\Psi \leq \frac{1}{c_2} \log s + c_3.$$ 

Hence

$$N_F(h) \ll s^{1 + \frac{1}{c_2}} C_1(r, h).$$

(ii) Suppose $|r_i - r_w| \geq \frac{1}{3}|i - w| \log |i - w|$ for all $i, w \in \{0, \ldots, s\}$ with $i \neq w$. Then

$$\Psi \leq 1 + \max_{0 \leq i \leq s} \max_{0 \leq i \leq s} \left( \sum_{n=2}^{i} \frac{3}{n \log n}, \sum_{n=2}^{s-i} \frac{3}{n \log n} \right) \leq 3 \log \log s + c_4,$$

(see [1, p. 70]).

In a different direction, we impose restrictions on the coefficients of $F$ and improve (4).

**Theorem 1.5.** Suppose that the coefficients of $F(X, Y)$ satisfy

$$\left| \frac{a_0}{a_i} \right|^{1/r} \leq \left| \frac{a_0}{a_i} \right|^{1/r},$$

for $i = 1, \ldots, s - 1$. (8)

If $r \geq s \log^3 s$, then

$$N_F(h) \ll s(\log s) h^{2/r}.$$ 

**Remark 1.6.** If $r < s \log^3 s$, then by (3) we have

$$N_F(h) \ll s \log^{3/2} s C_1(r, h).$$

As an immediate consequence of Theorem 1.5 and Remark 1.6, we get

**COROLLARY 1.7**

Suppose that $|a_0| = |a_s| = H$, where $H$ is the height of $F$. Then

$$N_F(h) \ll s \log^{3/2} s C_1(r, h).$$

In particular, the above estimate is valid if the coefficients $a_i$ assume only the values $\pm 1$. 
We shall derive Theorem 1.1 as a consequence of the following result.

**PROPOSITION 1.8**

Let $F(X, Y)$ be given by (1). Then

$$N_F(h) \ll s \left( \frac{\log s}{\Phi} + e^{\Phi + c_5 (\log^3 s) e^{-\Phi}} \right) C_1(r, h).$$

In the proofs of the above results, we follow the method of Mueller and Schmidt with necessary modifications.

**2. Preliminaries**

Let $X_1$ and $X_2$ be positive numbers. Divide the solutions $(x, y)$ of (2) into three sets according as

- $\max(|x|, |y|) > X_1$; $\max(|x|, |y|) \leq X_1$
- $\min(|x|, |y|) \geq X_2$; $\min(|x|, |y|) < X_2$.

Denote the number of *primitive* solutions, i.e. solutions $(x, y)$ with $\gcd(x, y) = 1$, in these sets by $P_{\text{lar}}(X_1)$, $P_{\text{med}}(X_1, X_2)$ and $P_{\text{sma}}(X_2)$ respectively. If $X_2 > X_1$, put $P_{\text{med}}(X_1, X_2) = 0$. Choose numbers $a, b$ with $0 < a < b < 1$. Define

$$t = \sqrt{\frac{2}{r + a^2}}, \quad \lambda = 2/((1 - b)t),$$

$$\delta = \frac{(r + b^2)t^2 - 2}{r - 1}, \quad A = \frac{1}{a^2} \left( \log M + \frac{r}{2} \right).$$

Further, we put

$$B_1 = \frac{2^r r^{r/2} M^r h}{\sqrt{|\Delta|}},$$

$$Y_E = (2B \sqrt{|\Delta|})^{1/(r-\lambda)} (4e^A)^{\lambda/(r-\lambda)},$$

$$Y_G = (2B_1)^{\frac{1}{r-\lambda}} + \frac{1}{r^2} \quad \text{and} \quad Y_W = R_1^{1/(r-\lambda)} Y_E$$

where

$$R_1 = e^{800 \log^3 r}.$$ 

Since $|\Delta| \leq r^r M^{2r-2}$ ([8, Theorem 1]), we have $B_1 > 1$. It was shown by Bombieri and Schmidt [2] that $P_{\text{lar}}(Y_E) \ll r$. Further, Győry [5] showed that $P_{\text{lar}}(Y_G) \leq 25r$. (In fact, he proved that $P_{\text{lar}}(Y_G) \leq 5r$ if $r$ is sufficiently large.) Since $Y_G$ is much smaller than $Y_E$, the latter result is better than the former. Further, Schmidt [12] showed that
while Mueller and Schmidt obtained that

\[ P_{\text{tar}}(Y_W) \ll s. \quad (10) \]

In the following lemma, we estimate the cardinality of a set whose elements satisfy certain gap conditions.

**Lemma 2.1.** Let \( n \geq 2 \) and let \( U = \{u_1, \ldots, u_n\} \) be a set together with a map \( T : U \to \mathbb{R}^* \) such that

\[ A_1 \leq T(u_1) \leq T(u_2) \leq \cdots \leq T(u_n) \]

and

\[ T(u_i) \geq \beta T(u_{i-1})^\gamma \quad \text{for} \ 2 \leq i \leq n, \quad (11) \]

where \( \beta > 0, \gamma \geq 2 \). Let

\[ \kappa = \begin{cases} 2 & \text{if} \ \beta > 1, \\ 1 & \text{if} \ \beta \leq 1. \end{cases} \]

Suppose that \( T(u_n) \leq B_1 \) and \( A_1 \beta^{1/(\kappa(\gamma-1))} > 1 \). Then

\[ n \leq 1 + \frac{1}{\log \gamma} \log \left( \frac{\log B_1}{\log A_1 + (\log \beta)/(\kappa(\gamma-1))} \right). \quad (12) \]

**Proof.** From (11), by induction, we get

\[ T(u_n) \geq \beta^{1+\gamma+\cdots+\gamma^{n-2}} T(u_1)^{\gamma^{n-1}} \]

\[ \geq \left( \beta^{1/(\kappa(\gamma-1))} T(u_1) \right)^{\gamma^{n-1}}. \quad (13) \]

Since \( T(u_n) \leq B_1 \), (13) implies that

\[ 1 < \left( \beta^{1/(\kappa(\gamma-1))} T(u_1) \right)^{\gamma^{n-1}} \leq B_1. \]

Taking logarithm and using \( T(u_1) \geq A_1 \), we find

\[ \gamma^{n-1} \leq \frac{\log B_1}{\log A_1 + (\log \beta)/(\kappa(\gamma-1))}. \]

Since \( \gamma \geq 2, n \geq 2 \), the right-hand side of the above inequality is \( >1 \). Taking logarithm once again, we get (12).

Let \( S \) be any finite set of complex numbers and let \( \xi \) be a real number. Define the distance of \( \xi \) from \( S \), denoted by \( d(S, \xi) \), as

\[ d(S, \xi) = \min_{\eta \in S} |\xi - \eta|. \]
Thus if \( \xi \in S \), then \( d(S, \xi) = 0 \). In the ensuing discussions, we specialize \( S \) as the set of roots \( \alpha_1, \ldots, \alpha_r \) of

\[
f(Z) = F(Z, 1).
\]

These discussions are valid if we replace \( S \) by \( S^* \), which is the set of roots \( \beta_1, \ldots, \beta_r \) of \( F(1, Z) \). Note that \( \{\beta_1, \ldots, \beta_r\} = \{\alpha_1^{-1}, \ldots, \alpha_r^{-1}\} \) and \( F(1, Z) \) has the same discriminant, height and Mahler height as \( F(Z, 1) \). In [11], the following result was shown.

**Lemma 2.2** [11, Lemma 7]. There is a set \( S_1 \subseteq S \) with \( |S_1| \leq 6s + 4 \) such that for any real \( \xi \), we have

\[
d(S_1, \xi) \leq R_1 d(S, \xi)
\]

where \( R_1 = e^{800 \log^3 r} \).

In §§ 3, 4 and 5, we improve the mechanism for dealing with medium solutions developed by Mueller and Schmidt.

### 3. Archimedean Newton polygon and large derivatives

Let \( F \) be as in (1). The Archimedean Newton polygon of \( f(z) = F(z, 1) \) is the lower boundary of the convex hull of the points

\[
P_i = (r_i, -\log |a_i|), \ i = 0, \ldots, s.
\]

We label the vertices of the Newton polygon as

\[
P_0 = P_{i(0)}, P_{i(1)}, \ldots, P_{i(\ell)} = P_s,
\]

where \( 0 = i(0) < i(1) < \cdots < i(\ell) = s \). For \( k = 1, \ldots, \ell \), define \( \sigma(i(k)) \) as the slope of the line segment \( P_{i(k-1)}, P_{i(k)} \). For \( k = 0, \ldots, \ell - 1 \), define \( \sigma^+(i(k)) \) as the slope of the line segment \( P_{i(k)}, P_{i(k+1)} \). Let \( \alpha \) be a root of \( f \). We define \( K(\alpha), k(\alpha) \) as follows. If \( \sigma^{+}(i(\ell - 1)) = \sigma(s) < \log |\alpha| + \Psi + \log 3 \), then put \( K(\alpha) = \ell \). If not, then define \( K(\alpha) \) as the least integer \( K \) in \( 0 \leq K \leq \ell - 1 \) with \( \sigma^+(i(K)) \geq \log |\alpha| + \Psi + \log 3 \). If \( \sigma(i(1)) = \sigma^+(0) > \log |\alpha| - \Psi - \log 3 \), then put \( k(\alpha) = 0 \). Otherwise, define \( k(\alpha) \) as the largest integer \( k \) in \( 1 \leq k \leq \ell \) with \( \sigma(i(k)) \leq \log |\alpha| - \Psi - \log 3 \). Clearly, \( k(\alpha) \leq K(\alpha) \). In [11], \( k(\alpha) \) and \( K(\alpha) \) are defined with \( \Psi \) replaced by \( \log s \). As in [11, equation (6.3)], we have

\[
k(\alpha) < K(\alpha)
\]

for every root \( \alpha \) of \( f \).

**Lemma 3.1.** The coefficients of \( F \) satisfy condition (8) if and only if the Newton polygon of \( F \) is a straight line joining \( (0, -\log |a_0|) \) and \( (r, -\log |a_s|) \). Further, in this case the height \( H \) of \( F \) is either \( |a_0| \) or \( |a_s| \).

**Proof.** The Newton polygon is a straight line if and only if the slope of the line joining \( (0, -\log |a_0|) \) and \( (r, -\log |a_s|) \) does not exceed the slope of the line joining \( (0, -\log |a_0|) \) and \( (r_i, -\log |a_i|) \) for \( i = 1, \ldots, s - 1 \), i.e. for every \( i \) with \( 1 \leq i \leq s - 1 \), we have

\[
\frac{-\log |a_i| + \log |a_0|}{r} \leq \frac{-\log |a_i| + \log |a_0|}{r_i}
\]
or
\[
\frac{a_0^{1/r}}{a_s^{1/r_i}} \leq \frac{|a_0|^{1/r_i}}{|a_i|^{1/r_i}}
\]
which is condition (8). This proves the first assertion. Condition (8) means that for \( i = 1, \ldots, s - 1 \), we have
\[
|a_s||a_0|^{r_i - 1} \geq |a_i|^{r_i}.
\]
If \(|a_0| \leq |a_s|\), then the above inequality implies that
\[
|a_s|^{r_i} \geq |a_i|^{r_i} \quad \text{for} \quad i = 1, \ldots, s - 1.
\]
Thus
\[
|a_s| \geq |a_i| \quad \text{for} \quad i = 0, \ldots, s - 1.
\]
Hence \( H = |a_s| \). Similarly, if \(|a_s| \leq |a_0|\), then we get
\[
|a_0|^{r_i} \geq |a_i|^{r_i} \quad \text{for} \quad i = 1, \ldots, s - 1.
\]
Thus \( H = |a_0| \). This proves the second assertion. □

Remark 3.2. By Lemma 3.1, when the coefficients of \( F \) satisfy (8), we have \( \ell = 1 \). Since \( k(\alpha) < K(\alpha) \), we find in this case
\[
k(\alpha) = 0 \quad \text{and} \quad K(\alpha) = 1
\]
for any \( \alpha \in S \).

As a consequence of Lemma 3.1, we get the following result which is a special case of Lemma 1(i) of [11].

Lemma 3.3. Suppose that the coefficients of \( F \) satisfy (8). Then for every root \( \alpha \) of \( f \), we have
\[
\frac{1}{2} e^\sigma < |\alpha| < 2e^\sigma,
\]
where \( \sigma \) denotes the slope of the line joining \((0, -\log |a_0|)\) and \((r, -\log |a_s|)\).

Proof. By Lemma 3.1, the coefficients of \( F \) satisfy (8) if and only if
\[
\sigma \leq \frac{-\log |a_i| + \log |a_0|}{r_i} \quad \text{for} \quad i = 1, \ldots, s - 1.
\]
This implies that
\[
|a_s|e^{\sigma r} = |a_0| \geq |a_i|e^{\sigma r_i} \quad \text{for} \quad i = 0, \ldots, s - 1.
\]
When $z = e^\sigma w$ with $|w| \geq 2$, we have
\[
|f(z)| = |a_se^{\sigma r}w^r + a_{s-1}e^{\sigma r}w^{r-1} + \cdots + a_0| \\
\geq |a_se^{\sigma r}||w^r| - |a_{s-1}e^{\sigma r}||w^{r-1}| - \cdots - |a_0| \\
\geq |a_se^{\sigma r}|(|w^r| - |w^{r-1}| - \cdots - 1) > 0.
\]
Therefore if $\alpha$ is a root of $f$, then
\[
|\alpha| < 2e^\sigma.
\]
Now consider the reciprocal polynomial $\hat{f}$ of $f$, i.e.
\[
\hat{f}(z) = z^r f(1/z).
\]
The Newton polygon of $\hat{f}$ is the single line with slope $-\sigma$. Hence every root $\hat{\alpha}$ of $\hat{f}$ satisfies
\[
|\hat{\alpha}| < 2e^{-\sigma}.
\]
Since the roots of $\hat{f}$ are the reciprocals of the roots of $f$, we obtain
\[
|\alpha| > \frac{1}{2} e^\sigma
\]
for every root $\alpha$ of $f$. This completes the proof of the lemma. \hfill \Box

We shall now use the Newton polygon to prove that for each root $\alpha$ of $f$, there exists $u$ with $1 \leq u \leq r$ such that $|f^{(a)}(\alpha)|$ is large. This will enable us to obtain good rational approximations to $\alpha$ from the solutions of (2) (see Lemma 4.1). We introduce some notation. Let $e$, $h$ be two non-negative integers. Let $(e)_h$ be given by
\[
(e)_h = \begin{cases} 
0 & \text{if } e = 0, \\
1 & \text{if } h = 0, \\
e(e-1) \cdots (e-h+1) & \text{otherwise}.
\end{cases}
\]
For a positive integer $t$, define
\[
\Delta_t^-(e) = \begin{pmatrix} (e)_0 \\
\vdots \\
(e)_t \end{pmatrix}.
\]
Further, for $0 \leq u \leq t$, let
\[
\Delta_{t,u}^-(e) = \begin{pmatrix} (e)_0 \\
\vdots \\
(e)_{u-1} \\
(e)_u \\
\vdots \\
(e)_{t} \end{pmatrix}.
\]
If \( \{a_1, \ldots, a_{t+1}\} \) is a set of positive integers, then

\[
\det \left( \Delta_i^- (a_1), \ldots, \Delta_i^- (a_{t+1}) \right) = \prod_{1 \leq i < j \leq t+1} (a_j - a_i). \tag{14}
\]

Let \( \{b_1, \ldots, b_t\} \) be any set of positive integers. Put

\[
E_{(t)}^u = E_{(t)}^u (b_1, \ldots, b_t) = (-1)^{t+u} \det \left( \Delta_{i,u}^- (b_1), \ldots, \Delta_{i,u}^- (b_t) \right).
\]

Then for any positive integer \( e \), we have

\[
\sum_{u=0}^{t} (e) E_{(t)}^u (b_1, \ldots, b_t) = \det \left( \Delta_i^- (b_1), \ldots, \Delta_i^- (b_t), \Delta_i^- (e) \right).
\]

We denote \( \det \left( \Delta_i^- (b_1), \ldots, \Delta_i^- (b_t), \Delta_i^- (e) \right) \) by \( D(b_1, \ldots, b_t, e) \). Note that \( D(b_1, \ldots, b_t, e) = 0 \) whenever \( e = b_i \) for any \( i \) with \( 1 \leq i \leq t \).

**Lemma 3.4.** Let \( P(z) = p_1 z^{e_1} + \cdots + p_m z^{e_m} \), \( e_1 < \cdots < e_m \), be a polynomial and let \( \{b_1, \ldots, b_t\} \) be any set of positive integers. Then

\[
\sum_{u=0}^{t} E_{(t)}^u z^u P^{(u)}(z) = \sum_{i=1}^{m} p_i z^{e_i} D(b_1, \ldots, b_t, e_i),
\]

where \( E_{(t)}^u = E_{(t)}^u (b_1, \ldots, b_t) \).

**Proof.** Observe that for \( 0 \leq u \leq t \), we have

\[
z^u P^{(u)}(z) = (e_1)_u p_1 z^{e_1} + \cdots + (e_m)_u p_m z^{e_m}.
\]

Then

\[
\sum_{u=0}^{t} E_{(t)}^u z^u P^{(u)}(z) = p_1 z^{e_1} \sum_{u=0}^{t} (e_1)_u E_{(t)}^u + \cdots + p_m z^{e_m} \sum_{u=0}^{t} (e_m)_u E_{(t)}^u
\]

\[
= p_1 z^{e_1} D(b_1, \ldots, b_t, e_1) + \cdots + p_m z^{e_m} D(b_1, \ldots, b_t, e_m).
\]

This proves the lemma. \( \square \)

**COROLLARY 3.5**

Let \( \alpha \) be a root of \( f(z) \). Then

\[
\sum_{u=1}^{i(K)} E_{u}^{(i(K))} \alpha^u f^{(u)}(\alpha) = a_i(K) D_{i(K)}^{(1)} \alpha^{r_i(K)} + \sum_{j > i(K)} a_j D_{j}^{(1)} \alpha^{r_j}, \tag{15}
\]

where \( K = K(\alpha), E_{u}^{(i(K))} = E_{u}^{(i(K))} (r_0, \ldots, r_{i(K)-1}), D_{j}^{(1)} = D(r_0, \ldots, r_{i(K)-1}, r_j) \) and the sum with \( j > i(K) \) is taken as zero if \( K = \ell \). Also

\[
\sum_{u=1}^{s-i(k)} E_{u}^{(s-i(k))} \alpha^u f^{(u)}(\alpha) = a_i(k) D_{i(k)}^{(2)} \alpha^{r_i(k)} + \sum_{j < i(k)} a_j D_{j}^{(2)} \alpha^{r_j}, \tag{16}
\]
where \( k = k(\alpha) \), \( E_u^{(s-i(k))} = E_u^{(s-i(k))}(r_{i(k)+1}, \ldots, r_s) \), \( D_j^{(2)} = D(r_{i(k)+1}, \ldots, r_s, r_j) \) and the sum with \( j < i(k) \) is taken as zero if \( k = 0 \).

**Proof.** In Lemma 3.4, take \( P(z) = f(z) \) with \( (e_1, \ldots, e_m) = (r_0, \ldots, r_s) \) and \( (p_1, \ldots, p_m) = (a_0, \ldots, a_s) \). Now (15) follows from the lemma by taking \( z = \alpha, t = i(K), b_1, \ldots, b_t = (r_0, \ldots, r_{i(K)-1}) \) and using the fact that \( D(r_0, \ldots, r_{i(K)-1}, r_j) = 0 \) for \( j < i(K) \). Similarly, we obtain (16) by taking \( z = \alpha, t = s - i(k), b_1, \ldots, b_t = (r_{i(k)+1}, \ldots, r_s) \) and using the fact that \( D(r_{i(k)+1}, \ldots, r_s, r_j) = 0 \) for \( j > i(k) \). \( \square \)

Note that the sums on the left-hand sides of (15) and (16) are non-empty since \( 0 \leq i(k) < i(K) \leq s \).

**Lemma 3.6.** Let \((x, y)\) be a solution of (2) with \( y \neq 0 \). Let \( \alpha \) be a root of \( f \). Then

(i) There exists \( u \) with \( 1 \leq u \leq i(K) \) such that

\[
|f^{(u)}(\alpha)| \geq \frac{1}{4s} (2s^2r)^{1-s} |a_i(K)||\alpha|^{r_i(K)-u}.
\]

(ii) There exists \( v \) with \( 1 \leq v \leq s - i(k) \) such that

\[
|f^{(v)}(\alpha)| \geq \frac{1}{4s} (2s^2r)^{1-s} |a_i(k)||\alpha|^{r_i(k)-v}.
\]

**Proof.** Suppose that \( K < \ell \). Let \( j > i(K) \). Put

\[
W_j^{(1)} = \left| \frac{a_j D_j^{(1)} \alpha^{r_j}}{a_i(K) D_i^{(1)}(K) \alpha^{r_i(K)}} \right|.
\]

By (15), we have

\[
\sum_{u=1}^{i(K)} E_u^{i(K)}(K) \alpha^u f^{(u)}(\alpha) = a_i(K) D_i^{(1)}(K) \alpha^{r_i(K)} \left( 1 + \sum_{j > i(K)} \frac{a_j D_j^{(1)} \alpha^{r_j}}{a_i(K) D_i^{(1)}(K) \alpha^{r_i(K)}} \right). \tag{17}
\]

From the definition of \( D_j^{(1)} \) and (14), we obtain

\[
\left| \frac{D_j^{(1)}}{D_i^{(1)(K)}} \right| = \prod_{w < i(K)} \left( \frac{r_j - r_w}{r_i(K) - r_w} \right) = \prod_{w < i(K)} \left( 1 + \left( \frac{r_j - r_i(K)}{r_i(K) - r_w} \right) \right).
\]

This implies

\[
\log \left| \frac{D_j^{(1)}}{D_i^{(1)(K)}} \right| \leq (r_j - r_i(K)) \sum_{w < i(K)} \frac{1}{r_i(K) - r_w} \leq (r_j - r_i(K)) \Psi.
\]
Then
\[
\log W_j^{(1)} \leq (r_j - r_{i(K)}) \left( \log |\alpha| + \Psi \right) + \log |a_j| - \log |a_{i(K)}| \\
= (r_j - r_{i(K)}) \left( \log |\alpha| + \Psi - \sigma(j, i(K)) \right),
\]
where \(\sigma(j, i(K))\) denotes the slope of the line segment joining \(P_{i(K)}\) and \(P_j\). From the convexity of the Newton polygon and the definition of \(K = K(\alpha)\), we get
\[
\sigma(j, i(K)) \geq \sigma^+(i(K)) \geq \log |\alpha| + \Psi + 3.
\]
Hence
\[
\log W_j^{(1)} \leq -(r_j - r_{i(K)}) \log 3,
\]
implying that
\[
W_j^{(1)} \leq 3^{-(r_j - r_{i(K)})}.
\]
Thus
\[
\sum_{j > i(K)} W_j^{(1)} \leq 3^{-1} + 3^{-2} + \cdots = \frac{1}{2}.
\]
Using this in (17), we obtain
\[
\left| \sum_{u=1}^{i(K)} E_{i(K)}^{(u)}(\alpha)^u f^{(u)}(\alpha) \right| \geq \frac{1}{2} |a_{i(K)} D_{i(K)}^{(1)} a^{r_{i(K)}}|.
\]
(18)

It is easy to see that the above inequality holds also for \(K = \ell\) since then the right hand side of (17) reduces to \(|a_{\ell} D_{\ell}^{(1)} a^\ell|\). Suppose that \(k > 0\). As above, it can be shown that for \(j < i(k)\),
\[
\log \left| \frac{D_j^{(2)}}{D_{i(k)}^{(2)}} \right| \leq (r_{i(k)} - r_j) \Psi
\]
and hence
\[
\left| \sum_{u=1}^{s-i(k)} E_u^{(s-i(k))} a^u f^{(u)}(\alpha) \right| \geq \frac{1}{2} |a_{i(k)} D_{i(k)}^{(2)} a^{r_{i(k)}}|.
\]
(19)

This inequality is also true for \(k = 0\). From [11, equations (6.12) and (6.13)] it follows that
\[
|E_u^{(i(K))}| \leq 2^s (s^2 r)^{s-1} |D_{i(K)}^{(1)}| \quad \text{for } 1 \leq u \leq i(K)
\]
(20)
and
\[ |E_u^{(s-i(k))}| \leq 2^s (s^2 r)^{s-1} |D_{i(k)}^{(2)}| \quad \text{for } 1 \leq u \leq s-i(k). \quad (21) \]

Substituting (20) in (18), we find that
\[ |f^{(u)}(\alpha)| \geq \frac{1}{4s} (2s^2 r)^{1-s} |a_{i(K)}| |\alpha|^{r_{i(K)}-u} \]
for some \( u \) with \( 1 \leq u \leq i(K) \). In a similar manner, (19) and (21) yield the second part of the lemma. \[\square\]

4. Good rational approximations

The results in this section correspond to [11, Section 14], with minor changes. We include the details for the convenience of the reader. Throughout this section, assume that \((x, y)\) is a solution of (2) with \( y \neq 0 \) and that \( \alpha \) is a root of \( f \) with
\[ d(S, x/y) = \left| \alpha - \frac{x}{y} \right|. \]

Let \( q \) be the smallest integer with
\[ |a_q| = H = \max_{0 \leq j \leq s} |a_j|. \]

Note that \((q, -\log |a_q|)\) is a vertex of the Newton polygon of \( f \). The following lemma from [11] gives a rational approximation to \( \alpha \) in terms of the derivatives of \( f \).

**Lemma 4.1** [11, Lemma 10]. If \( f^{(u)}(\alpha) \neq 0 \) for some \( u \) in \( 1 \leq u \leq r \), then
\[ d(S, x/y) \leq \frac{r}{2} \left( \frac{2^r h}{|f^{(u)}(\alpha) y^r|} \right)^{1/u}. \]

The following two results are a consequence of the above lemma.

**Lemma 4.2.** If \( q < i(K) \), where \( K = K(\alpha) \), then
\[ d(S, x/y) \leq \frac{1}{H^{(1/u)-(1/r)}} \left( \frac{(r s)^{2^s} (6^s \Psi h)^r}{|y|^r} \right)^{1/u}, \quad (22) \]

where \( u \) is chosen according to Lemma 3.6(i).

**Proof.** Combining Lemmas 3.6(i) and 4.1, we obtain
\[ \left| \alpha - \frac{x}{y} \right| \leq \left( \frac{2^r (r s)^{2^s} h}{|a_{i(K)}| |\alpha|^{r_{i(K)}-u} |y|^r} \right)^{1/u}. \quad (23) \]
Denote $|a_{i(K)}||\alpha|^{r_i(K)−u}$ by $\Delta(\alpha, u)$. Thus

$$\log \Delta(\alpha, u) = (r_i(K) − u) \log |\alpha| + \log |a_{i(K)}|.$$

From the definition of $K(\alpha)$ it follows that

$$\log |\alpha| \geq \sigma(i(K)) - \Psi - \log 3.$$

Since $q < i(K)$, we have $\sigma(i(K)) \geq \sigma(q, i(K))$ as the Newton polygon is convex. Thus

$$\log \Delta(\alpha, u) \geq (r_i(K) − u)(\sigma(i(K)) − \Psi − \log 3) + \log |a_{i(K)}|$$

$$\geq (r_i(K) − u)\sigma(q, i(K)) + \log |a_{i(K)}| - r \log(3e^\Psi)$$

$$= (r_q − u)\sigma(q, i(K)) + \log |a_q| - r \log(3e^\Psi).$$

Since $P_q$ is one of the lowest vertices of the Newton polygon and $q < i(K)$, the slope $\sigma(q, i(K))$ is non-negative. Therefore if $r_q \geq u$, we have

$$\log \Delta(\alpha, u) \geq \log |a_q| - r \log(3e^\Psi) = \log H - r \log(3e^\Psi).$$

If $r_q < u$, we have $\sigma(q, i(K)) \leq \sigma(q, s)$. Hence

$$\log \Delta(\alpha, u) \geq (r_q − u)\sigma(q, s) + \log |a_q| - r \log(3e^\Psi)$$

$$= \left(1 - \frac{u - r_q}{r - r_q}\right) \log |a_q| + \frac{u - r_q}{r - r_q} \log |a_s| - r \log(3e^\Psi)$$

$$\geq \left(1 - \frac{u - r_q}{r - r_q}\right) \log |a_q| - r \log(3e^\Psi)$$

$$\geq \left(1 - \frac{u}{r}\right) \log H - r \log(3e^\Psi).$$

Using this estimate in (23), we obtain the assertion of the lemma. □

**Lemma 4.3.** If $x \neq 0$, $|y| \geq 2(rs)^{2s/r}h^{1/r}$ and $i(k) < q$, where $k = k(\alpha)$, then

$$d \left( S^*, \frac{y}{x} \right) \leq \frac{1}{H^{1/v} − (1/r)} \left( \frac{(rs)^{2s}(12e^\Psi)^r h}{|x|^r} \right)^{1/v},$$

(24)

where $v$ is chosen according to Lemma 3.6(ii) and $S^* = \{\alpha^{-1} | \alpha \in S\}$. 
Proof. Combining Lemmas 3.6(ii) and 4.1, we obtain
\[
\left| \alpha - \frac{x}{y} \right| \leq \left( \frac{2^r (rs)^{2s} h}{|a_{i(k)}||\alpha|^{r(i(k)) - v}} \right)^{1/v} |x|^{r/v}.
\]

Denote $|a_{i(k)}||\alpha|^{r(i(k)) - v}$ by $\Delta^*(\alpha, v)$. Then
\[
\log(|\alpha|^v \Delta^*(\alpha, v)) = r_{i(k)} \log |\alpha| + \log |a_{i(k)}|.
\]

If $k = 0$, we have $r_{i(0)} = 0$ and hence $\log(|\alpha|^v \Delta^*(\alpha, v)) \geq 0$. Now suppose that $k > 0$. From the definition of $k(\alpha)$, it follows that
\[
\log |\alpha| \geq \sigma(i(k)) + \Psi + \log 3.
\]

This implies that
\[
\log(|\alpha|^v \Delta^*(\alpha, v)) \geq r_{i(k)} \sigma(i(k)) + \log |a_{i(k)}| \geq r_{i(k)} \sigma(0, i(k)) + \log |a_{i(k)}| = \log |a_0| \geq 0.
\]

Therefore
\[
\left| \alpha - \frac{x}{y} \right| \leq |\alpha| \left( \frac{2^r (rs)^{2s} h}{|y|^r} \right)^{1/v} \leq |\alpha|
\]
by the assumption on $y$. Hence
\[
|x| \leq |2\alpha y|.
\]

Using this we obtain
\[
\left| \alpha^{-1} - \frac{y}{x} \right| = \left| \frac{y}{x\alpha} \right| \left| \alpha - \frac{x}{y} \right| \leq \left( \frac{2^r (rs)^{2s} h}{|a_{i(k)}||\alpha|^{r(i(k))}} \right)^{1/v} \frac{1}{|x||y|^{(r/v)-1}} \leq \left( \frac{4^r (rs)^{2s} h}{\Gamma(\alpha, v)|x|^r} \right)^{1/v},
\]
where $\Gamma(\alpha, v) = |a_{i(k)}||\alpha|^{-(r-r_{i(k)}-v)}$. Note that $r - r_{i(k)} - v \geq 0$. It is enough to show that
\[
\Gamma(\alpha, v) \geq (3e^\Psi)^{-r} H^{1-(v/r)}.
\]

Since $i(k) < q$, we have $\sigma(i(k), q) \geq \sigma^+(i(k)) - \log |\alpha| - \Psi - \log 3$. Thus
\[
\log \Gamma(\alpha, v) \geq (r - r_{i(k)} - v)(-\sigma^+(i(k)) - \log(3e^\Psi)) + \log |a_{i(k)}| \geq -(r - r_{i(k)} - v)\sigma(i(k), q) + \log |a_{i(k)}| - r \log(3e^\Psi) = -(r - r_q - v)\sigma(i(k), q) + \log |a_q| - r \log(3e^\Psi).
\]
When $v \leq r - r_q$, we have
\[
\log \Gamma(\alpha, v) \geq \log |a_q| - r \log(3e^{\Psi}) = \log H - r \log(3e^{\Psi})
\]
as $\sigma(i(k), q) \leq 0$. When $v > r - r_q$, we get
\[
\log \Gamma(\alpha, v) \geq -(r - r_q - v)\sigma(0, q) + \log |a_q| - r \log(3e^{\Psi}) \\
= (r - r_q - v)((\log |a_q| - \log |a_0|)/r_q) \\
+ \log |a_q| - r \log(3e^{\Psi}) \\
\geq ((r - v)/r_q) \log |a_q| - r \log(3e^{\Psi}) \\
\geq (1 - (v/r)) \log H - r \log(3e^{\Psi}).
\]
This proves the claim and hence the assertion of the lemma.

We combine Lemmas 4.2, 4.3 and 2.2 to get the following result, which is analogous to [11, Lemma 17].

\textbf{Lemma 4.4.} There is a set $S_1$ of roots of $F(x, 1)$ and a set $S_1^*$ of roots of $F(1, y)$, both with cardinalities $\leq 6s + 4$, such that any solution $(x, y)$ of (2) with
\[
\min(|x|, |y|) \geq 12e^{\Psi}(rs)^{2s/r}h^{1/r}
\]
either has
\[
\left|\alpha - \frac{x}{y}\right| \leq \frac{R_1}{H_1^{1-1/r}} \left(\frac{(rs)^{2s}(12e^{\Psi}y)^r h}{|y|^r}\right)^{1/s} \tag{25}
\]
for some $\alpha \in S_1$ or has
\[
\left|\alpha^* - \frac{y}{x}\right| \leq \frac{R_1}{H_1^{1-1/r}} \left(\frac{(rs)^{2s}(12e^{\Psi}y)^r h}{|x|^r}\right)^{1/s} \tag{26}
\]
for some $\alpha^* \in S_1^*$. Here $R_1 = e^{800\log^3 r}$.
\textbf{Proof.} Since $\min(|x|, |y|) \geq 12e^{\Psi}(rs)^{2s/r}h^{1/r}$, Lemmas 4.2 and 4.3 imply that there is either a root $\alpha$ of $F(Z, 1)$ with (22) or a root $\alpha^{-1}$ of $F(1, Z)$ with (24). Further, the right-hand sides of these inequalities increase with $u$ and $v$ respectively. Therefore we may replace $u, v$ with $s$. This, together with Lemma 2.2, gives the assertion of the lemma.

5. Estimation of medium solutions

Let $Y_W$ be as given in (9). In this section, we shall estimate $P_{med}(Y_W, Z)$ for suitably chosen $Z$. 

Lemma 5.1. Let $F(X, Y)$ be given by (1) and $R_1 = 800 \log^3 r$. Further let (7) hold.

(i) Let

$$Y_S = ((12e^\Psi)^r R_1^{2s} h)^{\frac{1}{r-2s}}.$$  

Then

$$P_{med}(Y_W, Y_S) \ll \frac{s}{\Phi}(\log s + \log(1 + \log h^{1/r})).$$

(ii) Suppose that the coefficients of $F(X, Y)$ satisfy (8) and that $r \geq 4s$. Let

$$Y'_S = (8^r R_1^s (s^2 r)^{3s} h)^{\frac{1}{r-2s}}.$$  

Then

$$P_{med}(Y_W, Y'_S) \ll s(\log s + \log(1 + \log h^{1/r})).$$

Proof.

(i) By Lemma 4.4, it is enough to estimate the number of primitive pairs $(x, y)$ satisfying (25) for some $\alpha \in S_1$ or (26) for some $\alpha^* \in S_1^*$ with

$$Y_S \leq y \leq Y_W.$$  

We consider the case when (25) is satisfied. The other case is similar. Let $\alpha \in S_1$ and let

$$U = \{(x_1, y_1), \ldots, (x_{\nu}, y_{\nu})\}$$

be the set of all solutions of (25) with $\gcd(x_i, y_i) = 1$ and

$$Y_S \leq y_1 \leq \cdots \leq y_{\nu} \leq Y_W.$$  

Suppose that $\nu \geq 2$. Then

$$\frac{1}{y_i y_{i+1}} \leq \frac{|x_i - x_{i+1}|}{y_i y_{i+1}} \leq |\alpha - \frac{x_i}{y_i}| + |\alpha - \frac{x_{i+1}}{y_{i+1}}| \leq \frac{K_1}{2y_i^{r/s}} + \frac{K_1}{2y_{i+1}^{r/s}} \leq \frac{K_1}{y_i^{r/s}},$$

where

$$K_1 = 2R_1 (rs)^2 (12e^\Psi)^{r/s} h^{1/s} H^{(1/r) - (1/s)}.$$  

Thus we have

$$y_{i+1} \geq K_1^{-1} y_i^{(r/s) - 1}.$$  

In Lemma 2.1(i), take $T((x_i, y_i)) = y_i$, $\beta = \frac{1}{K_1}$, $\gamma = \frac{r-s}{s}$, $A_1 = Y_S$ and $B_1 = Y_W$. Note that $\gamma = (r/s) - 1 > 4e^{2\Phi} - 1 \geq e^\Phi \geq 2$. Further, since $R_1 \geq 4(rs)^4$, we have

$$\frac{Y_S}{K_1^{1/(s-1)}} \geq \frac{R_1^{\frac{s}{s-2s}} H^{\frac{r-s}{2(r-2s)}}}{(rs)^{\frac{r-s}{2r-2s}} 2^{\frac{r-s}{2s}}} \geq R_1^{\frac{s}{2(r-2s)}} H^{\frac{r-s}{2(r-2s)}}.$$
Using the inequality \( M \leq (r + 1)H \) ([8, eq. (6)]), we get

\[
\log Y_W \ll \sqrt{r} + \log H + \log h^{1/r}.
\]

Now we apply Lemma 2.1(i) to obtain

\[
v \ll 1 + \frac{1}{\log \gamma} \log \left( \frac{2r(r - 2s)\left(\sqrt{r} + \log H + \log h^{1/r}\right)}{(r - s)\log H + rs\log R_1} \right)
\]

\[
\ll \frac{\log r + \log \left(1 + \log h^{1/r}\right)}{\log \gamma}.
\]

If \( r \ll s^3 \), we get

\[
v \ll \frac{\log s + \log(1 + \log h^{1/r})}{\Phi}.
\]

If \( r \gg s^3 \), then \( \gamma \gg r^{2/3} \), which implies that

\[
v \ll 1 + \frac{\log(1 + \log h^{1/r})}{\log r} \ll \frac{\log s + \log(1 + \log h^{1/r})}{\Phi}
\]

as \( \Phi \ll \log s \) (see Remark 1.3). Since this is true for each \( \alpha \in S_1 \), we obtain the assertion of part (i) of the lemma.

(ii) By Remark 3.2 and Lemmas 4.1, 3.6 and 2.2, there is a set \( S_1 \subseteq S \) with \( |S_1| \ll s \), such that for some \( \alpha \in S_1 \),

\[
d \left( S_1, \frac{x}{y} \right) = \left| \alpha - \frac{x}{y} \right| \leq \frac{rR_1}{2} \left( \frac{s(r s^2)^{s-1} 2r + s + 1 h}{|y|^r |a_s|^r |\alpha|^{r-u}} \right)^{1/u}.
\]

(27)

By Lemma 3.3, it follows that every root \( \alpha \) of \( f \) satisfies

\[\frac{1}{2} e^\sigma < |\alpha| < 2 e^\sigma,\]

where \( \sigma \) is the slope of the line joining \((0, -\log |a_0|)\) and \((r, -\log |a_s|)\). This implies that

\[
\log |\alpha| > \sigma - \log 2 = \frac{-\log |a_s| + \log |a_0|}{r} - \log 2.
\]

Therefore

\[
|a_s| |\alpha|^{r-u} \geq \frac{|a_s|^{u/r} |a_0|^{(r-u)/r}}{2^{r-u}}.
\]

By (27) and \( |y| \geq Y'_S \), we get that

\[
d \left( S_1, \frac{x}{y} \right) \leq \frac{rR_1}{2} \left( \frac{s(r s^2)^{s-1} 2r h}{|y|^r |a_s|^r |a_0|^{(r-u)/r}} \right)^{1/s}.
\]
As the height of $F$ is either $|a_0|$ or $|a_s|$, we obtain that

$$\left| \alpha - \frac{x}{y} \right| \leq \frac{rR_1}{2H^{1/r}} \left( \frac{s(rs)^{2r-1}2^{3r}h}{|y|^r} \right)^{1/s}. \quad (28)$$

Let $U = \{(x_1, y_1), \ldots, (x_\nu, y_\nu)\}$ be the set of all the solutions of (28) with $\gcd(x_i, y_i) = 1$ and

$$Y'_S \leq y_1 \leq \ldots \leq y_\nu \leq Y_W.$$

Put

$$K_2 = \frac{R_1 8^{r/s}(sh)^{1/s}(rs)^2}{H^{1/r}}.$$

Suppose that $\nu \geq 2$. As in the proof of (i), we get from (28) that

$$y_{i+1} \geq K_2^{-1} y_i^{(r/s) - 1}.$$

In Lemma 2.1(i), take $T((x_i, y_i)) = y_i$, $\beta = \frac{1}{K_2}$, $\gamma = \frac{r-s}{s}$, $A_1 = Y'_S$ and $B_1 = Y_W$. Note that

$$Y'_S \geq K_2^{\frac{1}{2(r-2s)}} H^{\frac{s}{2(s-2s)}} (rs^3)^{\frac{s}{r-2s}}$$

and $\gamma \geq 2$.

Thus by Lemma 2.1(i), we obtain

$$\nu \ll 1 + \frac{1}{\log \gamma} \log \left( \frac{2r(r-2s)(\sqrt{r} + \log H + \log h^{1/r})}{s \log H + 2rs \log (rs^3)} \right) \ll \frac{\log r + \log(1 + \log h^{1/r})}{\log \gamma}.$$

Now we argue as in the proof of (i) to get the assertion. \qed

6. Estimation of small solutions

To estimate the number of small solutions, we use the following lemma from [11].

Lemma 6.1 [11, Lemma 18]. Let $F(X, Y)$ be given by (1) and let $r \geq 4s$. Then for any $X_2 \geq 1$, we have

$$P_{sma}(X_2) \ll (rs^2)^{2s/r}h^{2/r} + sX_2.$$

Lemma 6.2. Let $F(X, Y)$ be given by (1). Take $Y_S$ and $Y'_S$ as in Lemma 5.1. Then

(i) $$P_{sma}(Y_S) \ll e^{c\gamma(\log s)e^{-2\Phi}} h^{\frac{r}{2}} + s e^{\Phi + cs(\log^3 s)} e^{-\Phi} h^{-\frac{1}{r-2s}}.$$
\[ P_{sma}(Y'_S) \ll sh^{2/r} \text{ whenever } r \geq s \log^3 s. \]

**Proof.** (i) follows from (7) and Lemma 6.1 with \( X_2 \) as \( Y_S \). Similarly, (ii) follows by taking \( X_2 \) as \( Y'_S \) in Lemma 6.1 and using \( r \geq s \log^3 s \). \( \square \)

### 7. Proofs of Proposition 1.8 and Theorems 1.1, 1.5

**Proof of Proposition 1.8.** Suppose that \( r \geq 4s \). Let \( P(h) \) denote the number of primitive solutions of (2). Then

\[ P(h) = P_{\text{tar}}(Y_W) + P_{\text{med}}(Y_W, Y_S) + P_{\text{sma}}(Y_S). \]

The upper bounds for the three quantities on the right-hand side are obtained from (10), Lemma 5.1(i) and Lemma 6.2(i). This together with \( \Phi \ll \log s \) (see Remark 1.3) yields

\[ P(h) \ll \rho h^{2/r}, \]

where

\[ \rho = \frac{s \log s}{\Phi} + s e^{-2\Phi} + s e^{\Phi + c_8 (\log s) e^{-\Phi}}. \]

Using a partial summation argument, it was shown in [11, p. 212] that

\[ N_F(h) \ll P(h) + h^{1/r} r^{-1} \sum_{n=1}^{h-1} P(n)n^{1-(1/r)}. \]

Substituting our estimate for \( P(h) \), we obtain that

\[ N_F(h) \ll \rho h^{2/r}. \]

When \( r < 4s \), we use (3) to obtain

\[ N_F(h) \ll s C_1(r, h). \]

This proves the proposition. \( \square \)

**Proof of Theorem 1.1.** Observe that \( \Phi \geq 3 \log \log s \). Thus from Proposition 1.8, we get

\[ N_F(h) \ll s (\log s + e^{\Phi}) C_1(r, h) \ll s e^{\Phi} C_1(r, h). \]

\( \square \)

**Proof of Theorem 1.5.** We have

\[ P(h) = P_{\text{tar}}(Y_W) + P_{\text{med}}(Y_W, Y'_S) + P_{\text{sma}}(Y'_S). \]

We use the respective upper bounds for the three quantities on the right hand side from (10), Lemma 5.1(ii) and Lemma 6.2(ii) and proceed as in the proof of Proposition 1.8 to give the assertion. \( \square \)
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