Peer victimization is a significant problem for school age youth (National Academies of Sciences, Engineering & Medicine [NASEM]). Nationally representative surveys estimate that 20%–54% of adolescents are involved in verbal or physical forms of peer victimization (NASEM, 2016; Wang et al., 2009). These rates are concerning given that involvement in peer victimization is associated with a range of short and long-term adjustment difficulties, including anxiety, depression, peer rejection, suicidality, delinquency, substance use, limited academic success, and incarceration (e.g., McDougall & Vaillancourt, 2015; NASEM, 2016).

There are multiple ways to be involved in peer victimization, and different roles in these experiences are associated with different individual characteristics and patterns of adjustment (see Schwartz et al., 2001 for a review). Prior work has typically identified four peer victimization subgroups: aggressors, victims, aggressive-victims, and uninvolved. However, findings related to sex and racial-ethnic differences in subgroup membership have been mixed. Using data collected in September of 2002 and 2003, this study conducted confirmatory latent class analysis of a racially-ethnically diverse sample of 5415 sixth graders (49% boys; 50.6% Black; 20.9% Hispanic) representing two cohorts from 37 schools in four U.S. communities to replicate the four subgroups and evaluate measurement invariance of latent class indicators across cohort, sex, race-ethnicity, and study site. Results replicated the four-class solution and illustrated that sociodemographic differences in subgroup membership were less evident after accounting for differential item functioning.
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appropriate interventions to meet their specific needs. Furthermore, capturing a program's effectiveness to change individual subgroup membership might better represent program impact beyond effects on specific aggressive behavior or victimization experiences. The purpose of this study was to use a large, racially-ethnically diverse, multi-site sample of early adolescents to (a) replicate the four subgroups identified in prior work, (b) conduct an in-depth evaluation of measurement invariance of the aggression and victimization indicators used to determine subgroup membership across key demographic characteristics—namely cohort, sex, race-ethnicity, and study site—which have demonstrated inconsistent relations with subgroup membership in prior work suggesting the possibility of differential item functioning (DIF), and (c) examine whether and how these subgroups differ on these demographic characteristics.

Developmental considerations in the study of peer victimization

Early adolescence reflects a particularly important developmental period in which to study peer victimization as risk for involvement peaks during this time (Cook et al., 2010; Nylund, Bellmore, et al., 2007). The increase in peer victimization during this period may, in part, be due to the increased emphasis on relationships with peers and the disruption in peer groups that coincides with the transition to larger, less structured middle schools (Nansel et al., 2003; Seidman & French, 2004). During this transition, youth engage in a range of strategies in an effort to establish their position in the broader social network; more skilled youth may use both prosocial and aggressive strategies to achieve social standing (e.g., Hawley, 2014) while less skilled youth may rely primarily on aggressive tactics or submit to being bullied by peers in an effort to gain social acceptance (Brown et al., 2008).

Typologies of peer victimization involvement

The vast majority of studies on peer victimization, whether using theoretically informed cut-scores or empirically derived classifications, have identified three subgroups of youth involved in peer victimization—non-victimized aggressors, non-aggressive victims, and aggressive-victims—along with a fourth, uninvolved subgroup (e.g., Bettencourt & Farrell, 2013; Lovegrove et al., 2012; Schwartz et al., 2001; cf. Bettencourt et al., 2017; Giang & Graham, 2008). Non-victimized aggressors, characterized by high levels or rates of physical and non-physical aggression and low levels or rates of peer victimization, are considered to be physically strong and intimidating, maintain high levels of popularity among peers, have more positive attitudes toward engaging in aggression, and exhibit a range of externalizing behavior problems (e.g., Bradshaw et al., 2013; Lovegrove et al., 2012). In comparison, non-aggressive victims, characterized by low levels or rates of physical and non-physical aggression and high levels or rates of peer victimization, are typically shy, unpopular, submissive, withdrawn, and experience internalizing behavior problems (e.g., Giang & Graham, 2008; Hess & Atkins, 1998). The third subgroup, aggressive-victims are characterized by high levels or rates of physical and non-physical aggression and peer victimization and tend to be the most maladjusted (Giang & Graham, 2008; Schwartz et al., 2001). They experience greater peer rejection, are more anxious and depressed than non-victimized aggressors, but also exhibit greater emotion dysregulation and engage in more delinquent behaviors than non-aggressive victims (Giang & Graham, 2008; Schwartz et al., 2001). Moreover, all three subgroups experience significant difficulties in school (e.g., Bradshaw et al., 2013; Lovegrove et al., 2012).

Antecedents and correlates of peer victimization involvement

Sex

Most studies examining heterogeneity in involvement in peer victimization have examined sex as a predictor of subgroup membership. The prevailing finding has been that boys are more likely than girls to be members of one of the three involved subgroups (i.e., non-victimized aggressors, non-aggressive victims, and aggressive-victims; e.g., Lovegrove et al., 2012; Schwartz et al., 2001). However, several studies have found no sex differences in subgroup membership or that boys are less likely to be members of the aggressive-victim subgroup (Bettencourt & Farrell, 2013; Bettencourt et al., 2013; Hess & Atkins, 1998). Studies that have yielded disparate findings from the larger research base are based on student samples primarily drawn from predominantly Black, urban communities. Their findings are in line with other work finding no sex differences in rates of overt aggression for Black girls and boys from urban areas (Bradshaw et al., 2010; Miller-Johnson et al., 2005). Such inconsistencies suggest the need to further examine sex differences to identify potential sources of these differing results, including possible interactions with race-ethnicity and geographic area.

Race-ethnicity

There is also growing evidence of racial-ethnic differences in peer victimization subgroup membership (e.g., Bettencourt & Farrell, 2013; Goldweber et al., 2013; Lovegrove et al., 2012; Schuster et al., 2012; Wang et al., 2009). However, the pattern of these differences varies...
across studies and subgroups. Some studies have found that Black youth are more likely than White youth to be involved in peer victimization (e.g., Bettencourt & Farrell, 2013; Goldweber et al., 2013; Lovegrove et al., 2012; Schuster et al., 2012), but findings diverge in terms of children's subgroup membership with some finding Black youth are more likely to be aggressive-victims and non-aggressive-victims compared with White and Hispanic youth (e.g., Goldweber et al., 2013) and others finding Black youth are less likely to be non-aggressive-victims and aggressive-victims compared to other ethnic groups (e.g., Bettencourt & Farrell, 2013; Lovegrove et al., 2012). Some studies have found no ethnic differences in peer victimization subgroup membership between Hispanic and White students (e.g., Lovegrove et al., 2012), and others find that Hispanic youth are more likely to perpetrate peer victimization than White youth (e.g., Wang et al., 2009).

Geographic area

One limitation of much of the work on peer victimization to date has been a focus on samples from a single geographic area (e.g., Bettencourt & Farrell, 2013; Giang & Graham, 2008). Although some studies have employed large, nationally representative samples to examine patterns of involvement in peer victimization (e.g., Lovegrove et al., 2012; Wang et al., 2009), very little research has specifically examined whether or how patterns of involvement in peer victimization differ across geographic areas despite access to information on peer victimization involvement across such areas (e.g., cities, states, rural vs. urban areas). Goldweber et al. (2013) conducted one of the few studies to specifically examine associations between geographic area (in this study they focused on urbanicity) and patterns of involvement in peer victimization. They found that youth living in urban areas were more likely to be aggressive-victims or non-aggressive victims and less likely to be uninvolved in peer victimization compared with youth residing in non-urban areas. However, more research is needed to broaden our understanding of geographic variation in patterns of peer victimization involvement as such findings could inform intervention adaptations as well as city, state, and federal anti-bullying policies (NASEM, 2016).

Sources of incongruencies

There are several potential factors that could singularly or collectively explain these disparate findings. For one, there is variability across studies with respect to target population, sampling frame, and sample size (e.g., there are clear differences in the ethnic composition of the samples). Limited diversity could preclude certain evaluations of racial-ethnic differences and could result in underpowering comparisons that are possible within a study. Another source of the discrepancies could be differences in simultaneous consideration of sociodemographic predictors of class membership. For instance, Schuster et al. (2012) found that once other demographic factors were accounted for, racial-ethnic differences in aggression and victimization were significantly attenuated. Finally, and most relevant to this paper, are differences in the ways peer victimization involvement is measured and modeled.

Measurement challenges in classifying peer victimization involvement

Inconsistent findings could stem from differences across studies with respect to the set of items intended to measure peer victimization involvement, the scale or informant of those items, and the specification of the analytic measurement model treating those items as manifest indicators of underlying subgroup membership. For example, studies using only latent class indicators of overt aggression and victimization (e.g., Bettencourt & Farrell, 2013) have identified slightly different peer victimization subgroups than studies using only latent class indicators of victimization (e.g., Nylund, Bellmore, et al., 2007) or those using peer- or teacher-reports (i.e., Bettencourt et al., 2017; Giang & Graham, 2008) rather than self-reports of aggression and victimization as indicators.

Studies using latent class analysis (LCA) or latent profile analysis for characterizing subgroups of peer victimization involvement have approached the measurement model of the latent subgroups in an exploratory way without a priori specification of the number or nature of latent subgroups. This “reinventing the wheel” occurs despite the clear consonance across studies with regard to the four subgroups when measured in a similar fashion (e.g., Bettencourt & Farrell, 2013; Lovegrove et al., 2012). This exclusively exploratory approach introduces the possibility that idiosyncrasies of the study target population as well as random sampling variability for a given study could become codified in the resultant latent subgroups, invalidating comparisons across studies of results of latent class regressions, which examine how covariates influence the probability of latent class membership. Furthermore, very limited attention has been paid to the possibility that the latent class indicators (a.k.a., observed measures or manifest variables) may not function in the same ways across all participants, at all times, in all places. In fact, in most cases, there is an implicit and ubiquitous assumption that the latent class indicators function exactly the same way for all persons in all contexts (cf. Kim et al., 2010). This assumption is often referred to as the condition of measurement invariance.
Measurement invariance and DIF

Measurement invariance exists when all individuals in the same subgroup have the same expected responses on latent class indicators, regardless of their values on a given predictor of class membership even when the probability of class membership differs as a function of that predictor (Masyn, 2017). To understand the ways in which the assumption of measurement invariance could become untenable in some study populations, consider an item such as “hit or bit a peer.” We intuitively understand that hitting or biting a peer at age 4 is not as indicative of externalizing problem behaviors as it would be at age 14. This means that the item functions differently as a measure of peer victimization for different developmental periods. In this case, we would refer to age as a source of DIF for that item and we would say there was measurement non-invariance due to age.

Having construct-irrelevant sources of variability in item responses is not unexpected—it is the “noise” in the observed measures we account for through non-zero measurement error for each indicator, built into most every analytic measurement model. DIF becomes a problem when the source of DIF for an item is also a predictor of interest for the underlying latent variable, in this case, latent classes of peer victimization. For example, if we included age as a predictor of peer victimization subgroup membership and we did not account for age as a source of DIF for “hit or bit peer” in our measurement model, we might incorrectly infer that the prevalence of aggressive subtypes is significantly higher among 4-year-olds than 14-year-olds and that the proportion of 4-year-olds in the uninvolved subgroup of peer victimization is quite low.

Modeling measurement non-invariance

Analytically, there are a variety of approaches for relaxing the measurement invariance assumption and evaluating construct predictors and correlates as potential sources of DIF in the latent variable modeling world. There is a vast literature on testing for DIF in the item response theory framework for educational testing. In the structural equation modeling framework (more closely aligned with LCA) there is also a long history of methodology for exploring evidence of measurement non-invariance. Although a newer approach, moderated nonlinear factor analysis (Bauer, 2017) has gained traction, particularly in the area of integrated data analysis, the two most commonly used approaches for latent variable factor analysis (FA) are multiple-group FA and multiple-indicator-multiple-causes (MIMIC) modeling.

Multiple-group FA requires that the potential sources of DIF are all categorical such that participants can be grouped according to their observed categories. The observed groupings are then analyzed simultaneously using a multiple-group measurement model that allows the model parameters related to item functioning to be different across the group. This is a flexible approach with regard to which features of the measurement model can be varied across the observed groupings. However, it requires a sufficient sample size in each of the observed subgroups and does not allow for non-categorical sources of DIF.

MIMIC modeling for DIF

Multiple-indicator-multiple-causes modeling, on the other hand, is more accommodating to different types of variables as potential sources of DIF. With the MIMIC modeling approach, the effects of exogenous variables (“multiple causes”) on the latent variable and directly on the latent variable indicators (“multiple indicators”) are modeled simultaneously. Figure 1 provides path diagram representations of DIF specifications in a MIMIC model.

Figure 1a represents the unconditional measurement model for a latent class variable, c, with multiple observed indicators, u_i. In Figure 1b, an exogenous variable, x, is included as a predictor of the latent class variable, as represented by the directed path from x to c. In this model, x is not a source of DIF; all individuals in the same latent class have the same expected response in all the u's, regardless of their values on x, (i.e., there is full measurement invariance for c with respect to x). The x variable does, however, influence the probability of latent class membership; this model is often referred to as a latent class regression model since the latent class variable is regressed on the exogenous variable, x. In Figure 1c, x is a source of uniform DIF, as represented by the dashed directed path from x to u_i; individuals in the same latent class but with different values of x will have different expected responses on u_i (i.e., there is measurement non-invariance for c with respect to x). That is, the item u_i functions differently as an indicator of latent class membership according to values of x. In our previous example, the variable, x, would be age and u_i would be the item “hit or bit a peer.” With uniform DIF, 4- and 14-year-olds in an uninvolved subgroup of peer victimization would have different probabilities of endorsing u_i. If the DIF is uniform, then the difference in item endorsement rates between 4- and 14-year-olds in the uninvolved subgroup would be the same as the difference in item endorsement rates between 4- and 14-year-olds in a non-victimized aggressor subgroup. In Figure 1d, x is a source of nonuniform DIF, as represented by the double-dashed directed path from x to the directed path from c to u_i. As compared to the model represented in Figure 1c, the sign and magnitude of DIF (measurement non-invariance) due to x could be different in each latent class. For example, the difference in item endorsement rates between 4- and 14-year-olds in the uninvolved
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FIGURE 1 Latent class analysis path diagrams of: (a) unconditional latent class measurement model; (b) MIMIC model with measurement invariance; (c) MIMIC model with uniform DIF; and (d) MIMIC model with nonuniform DIF. DIF, differential item functioning; MIMIC, multiple-indicator-multiple-causes

subgroup could be larger than the difference in item endorsement rates between 4- and 14-year-olds in a non-victimized aggressor subgroup.

Present study

The present study is both exploratory and confirmatory; it was not a pre-registered report and due to its cross-sectional nature, there are no directional hypotheses. However, several of the hypotheses are supported by prior work. The purpose of the present study was threefold. Prior research using LCA to examine the structure of self-reported aggression and peer victimization in early adolescence has consistently identified four latent subgroups of youth who vary in reported involvement in overt aggression and victimization (e.g., Bettencourt & Farrell, 2013). The first goal of the present study was to replicate previous findings using a large, more diverse, multi-site sample of early adolescents. As in Bettencourt and Farrell (2013), the present study used self-reports on seven items drawn from the Problem Behavior Frequency Scale (PBFS; Farrell et al., 2016) as indicators of latent subgroup membership. Using confirmatory latent class analysis (CLCA; Schmiege et al., 2017), we hypothesized that our data would be consistent with a similar 4-class model with the following subgroups: (1) low rates of involvement as aggressors or victims (i.e., uninvolved); (2) high rates of involvement as aggressors and victims (i.e., aggressive-victims); (3) high rates of involvement as aggressors but low rates of involvement as victims (i.e., non-victimized aggressors); and (4) low rates of involvement as aggressors and high rates of involvement as victims (i.e., non-aggressive victims).

Guided by previous research revealing mixed findings related to sex and racial-ethnic differences among subgroups of youth involved in peer victimization (e.g., Bettencourt & Farrell, 2013; Lovegrove et al., 2012; Schuster et al., 2012), the second goal was to take advantage of the size and diversity of this multi-site sample to explore measurement invariance of the latent class indicators across cohort, sex, race-ethnicity, and study site. Such an in-depth evaluation of measurement invariance as it relates to these predictors of latent subgroups involved in peer victimization has not previously been conducted, thus our analyses were systematic but exploratory. We were interested in investigating sex, race-ethnicity, cohort, and study site as potential sources of DIF for the latent class indicators for peer victimization involvement. Our third goal was to evaluate the associations of those demographic variables with latent class membership after accounting for any measurement non-invariance uncovered in the DIF analysis. We hypothesized that some demographic differences in latent class membership prevalence would still be identified, but that the magnitude would likely be reduced once the measurement invariance assumption was relaxed in the latent class regression model. Because this in-depth evaluation of measurement invariance in LCA is novel, this hypothesis was also exploratory.

METHOD

Setting and participants

Participants were students attending 37 schools within four communities in North Carolina (NC), Virginia (VA), Georgia (GA), and Illinois (IL) who completed
measures as part of the Multisite Violence Prevention Project (MVPP). The eight schools in Richmond, VA and the eight schools in Durham, NC were middle schools in urban, public school systems. In GA, the nine schools represented all middle schools from six school districts. The 12 schools in Chicago, IL were all elementary/middle schools that were selected if they had at least 75% of their students living within school district boundaries and had enrolled more than 1100 students. All participating schools included a high percentage of students who were eligible for the federal free or reduced-price lunch program (i.e., 42%–96% across sites). Details regarding school recruitment and community characteristics are reported elsewhere (see Henry et al., 2004). The original intervention study used a cluster-randomized design where equal numbers of schools within each study site were randomly assigned to four conditions: universal intervention, selective intervention, combined intervention (universal and selective), and no intervention control (see MVPP, 2008, 2009, for details). Because the current study utilized pre-intervention measures, data from students from schools across all conditions were used.

Participants were recruited in September of 2002 and 2003 from a random sample of approximately 100 students from the sixth-grade rosters of each school or from all sixth graders in three IL schools that had <100 sixth graders. Students in self-contained special education classrooms were not eligible to participate. Of 7364 eligible students, active parental consent and student assent were obtained from 5625 students at the beginning of the study, resulting in a recruitment rate of 76%. Due to missing data on all seven items measuring aggression and peer victimization, 210 students were excluded from this study resulting in a final sample of 5415 students. No students were excluded due to missing demographics. Relatively equal proportions of participants came from each study site except IL, which had slightly more participants (30.8% compared to 21%–24% at other study sites). Forty-nine percent of the sample were boys, 50.6% self-identified as Black, 20.9% as Hispanic, 18.9% as non-Hispanic White, and 9.1% as from another racial-ethnic group. See Appendix S1 for sample demographics by site. There were significant racial-ethnic differences across study sites.

Procedures

Students completed measures and demographic information at schools in groups of 10–20 using a computer-aided personal interview, with follow-up of absent students as needed. At three study sites, students received a $5 gift card for completing measures. The present study used data from the first wave collected in the fall of the sixth-grade school year prior to initiating the intervention. All procedures were approved by the Institutional Review Boards at the four participating universities and the Centers for Disease Control and Prevention.

Measures

Latent class indicators

Latent class indicators for peer victimization consisted of seven items drawn from the physical aggression, non-physical aggression, and overt victimization scales of the PBFS (Farrell et al., 2016). These included two physical aggression items (i.e., “Hit or slapped someone,” “Shoved or pushed someone”), two non-physical aggression items (i.e., “Teased someone to make them angry,” “Picked on someone”), and three items representing overt victimization (i.e., “Been hit by another kid,” “Been pushed or shoved by another kid,” “Been yelled at or called mean names by another kid.”). Students rated how frequently each item happened in the past 30 days using the following 6-point scale: 1 = never, 2 = 1–2 times, 3 = 3–5 times, 4 = 6–9 times, 5 = 10–19 times, and 6 = 20 or more times. A prior psychometric evaluation of the PBFS found evidence of good construct validity based on significant associations between the physical aggression, non-physical aggression, and overt victimization subscales and other relevant constructs (e.g., drug use, approval of aggression; Farrell et al., 2016). These seven items were selected because they were consistent with PBFS items previously used to construct aggressor/victim subgroups (Bettencourt & Farrell, 2013; Bettencourt et al., 2013). We opted to dichotomize these items for the present study under the assumption that any involvement in peer victimization in the prior month as opposed to the degree of involvement can have negative consequences and is grounds for preventive intervention (NASEM, 2016). This decision was further guided by data sparseness and small cell-sizes across categories (on average, 76% [range: 71%–80%] endorsed either category 1 or 2; on average, 8% [range: 6%–12%] endorsed categories 4 or higher) as well as doubts regarding the reliability of responses delineating non-zero frequencies. The empirical reality of the items in this sample was that the bulk of the information regarding population heterogeneity in peer victimization involvement to be captured by the latent classes was contained between the category 1 responses versus the category 2–6 responses. Furthermore, prior work by Bettencourt et al., (2013) revealed that dichotomizing these ordinal items into 0 (i.e., never engaging in the behavior in the past 30 days) and 1 (i.e., any engagement in the behavior in the past 30 days) reduced the number of parameters estimated in the model and resulted in a very similar but more interpretable latent class solution.

Latent class predictors

The sites all used a binary measure of sex that was drawn from school records with values of 1 for boys and 0 for girls. The two cohorts were defined by calendar year of data collection with values 1 for the 2002 cohort and 0
for the 2003 cohort. For race, students were asked “How do you describe yourself?” and selected from six options: White, Black or African American, American Indian or Alaska Native, Asian Indian, Other Asian, and Some other race. For ethnicity, students were asked “Are you Hispanic or Latino?” and selected from five response options: No, not Hispanic or Latino; yes, Puerto Rican; Yes, Mexican, Mexican American, Chicano; yes, Cuban; Yes, other Hispanic or Latino. These items were combined into one race-ethnicity variable with eight categories: White Non-Hispanic, Black Non-Hispanic, American Indian or Alaskan Native, Asian Indian, Other Asian, Hispanic, Other Race, and Multiracial. Youth selecting both Hispanic and another category were considered Multiracial. For this study, three dummy variables were created—Hispanic, Non-Hispanic White, Other Race—with Black as the reference group. For site, three dummy variables were created—Illinois, North Carolina, and Virginia—with Georgia as the reference site.

Analytic plan

First, CLCA (see Schmiege et al., 2017, e.g., Mplus input syntax) was conducted. Similar to confirmatory FA, CLCA uses results from prior empirical work and theory to create a confirmatory latent class measurement model by specifying not only the number of latent classes (analogous to the number of factors) but also constraints on the class-specific measurement parameters (analogous to the pattern of factor loadings). A set of alternative models for consideration and comparison to the hypoth-

ded model are also specified a priori. As previously de-
scribed, extant literature suggested a 4-class model with classes distinguished by individual involvement as either aggressors or victims, both aggressors and victims, or neither (e.g., Bettencourt & Farrell, 2013). This model had boundary constraints placed on item thresholds corresponding to the following class-specific item en-
dorsement probabilities: (1) all seven-item endorsement probabilities above .85; (2) all seven-item endorsement probabilities below −.85; (3) asymmetric involvement with item endorsements above .85 for aggression items and below −.85 for victimization items; and (4) asymmetric involvement with item endorsements below −.85 for aggression items and above .85 for victimization items. As alternative models, we considered unconstrained 3-, 4-, and 5-class models as well as a 5-class model with four classes constrained as in the primary model and one additional unconstrained class, and a 3-class model with constraints to match three of the four classes with the largest proportions of students in the primary model (see Table 2).

Fit statistics for all models under consideration were examined to determine the best fitting model. The Bayesian information criterion (BIC) was used to assess model relative fit (Nylund, Asparouhov, et al., 2007). In addition, properly nested candidate models (e.g., models in which the same parameters are estimated but one model has an additional parameter constraint) were compared using the scaled difference chi-square test statistic computed with the model log likelihood values and scaling correction factors produced for robust maximum likelihood estimation in Mplus (Satorra & Bentler, 2010). Data were missing for <1% of the sample for each latent class indicator, and 99.6% of the sample had complete data on all latent class indicators. Therefore, missing data on class indicators were handled through full information maximum likelihood estimation under the missing-at-random assumption. Clustering within school was accounted for in all CLCA models using sandwich estimators to calculate robust standard errors. All analyses were performed in Mplus, Version 8.1.6 (Muthén & Muthén, 1998–2017).

After the final unconditional latent class model was selected, measurement invariance was evaluated following the steps prescribed in Masyn (2017). The reader is referred to the appendix of Masyn (2017) for detailed Mplus syntax for executing each step of this process. To briefly summarize, sex, race-ethnicity, study site, and cohort were initially analyzed separately as potential sources of DIF. This evaluation began with an omnibus test comparing a null model with complete invariance for all items with respect to the covariate to a model with class-specific (i.e., nonuniform) DIF on every item with regard to the covariate. If the omnibus test was rejected (i.e., there was evidence of DIF for at least one item), an item-by-item sequence of testing proceeded (with a Type I error rate adjustment for multiple testing) until we arrived at a model with some DIF that was not statistically significantly worse fitting than the full DIF model (will all items non-invariant). During the it-
erative process, items were first evaluated for evidence of nonuniform DIF (wherein the direct effects from the covariate to the item were class-specific). Then the items were evaluated for the more constrained uniform DIF (wherein DIF operated the same for an item across la-
tent classes). For all models, the effects of the covari-
ate on latent class membership were freely estimated. Following separate investigations for each source of DIF, a similarly iterative testing process was done using all covariates simultaneously. This process began with a model that included all previously identified DIF effects. Constraints by item and covariate were evalu-
ated to see if any DIF effects found in separate analyses could be eliminated without a significant decrement in model fit once the other sources of DIF were included. As a final step, covariate interaction DIF effects were tested. All model comparisons were done using the scaled likelihood ratio chi-square test of nested mod-
els estimated with robust maximum likelihood. For co-
variates represented by multiple dummy variables (e.g., race-ethnicity) corresponding coefficients were tested simultaneously.
Once all statistically significant sources of DIF were identified, the practical and substantive impact of DIF was evaluated. We calculated and plotted the model-estimated item probabilities for different levels of the covariates to make a subjective but substantively and empirically informed determination of the comparability of the classes in structure and meaning. In other words, we evaluated whether allowing for the statistically necessary measurement non-invariance in the latent class indicators resulted in full or partial construct non-invariance meaning that the substantive meaning of one or more of the latent classes differs across covariate values to a degree such that a one-to-one latent class prevalence comparison across individuals with different covariate values would not be valid. For additional evaluations of latent class comparability for different covariate values in the presence of DIF, we also compared estimates of latent class homogeneity and separation (Masyn, 2013) for the most disparate sets of covariate values. If we determined the latent classes were still comparable, we then evaluated the associations between key covariates (cohort, sex, race-ethnicity, study site) and latent class membership based on the latent class regression results using the final MIMIC model with DIF effects included. We did not use a stepwise approach (e.g., 3-step) to obtain the latent class regression results as such an approach was unnecessary because this approach ignores the direct covariate effects on the latent class indicators, which can yield biased estimates (Kim et al., 2016; Masyn, 2017).

RESULTS

The unconditional confirmatory latent class measurement model

See Appendix S1 for descriptive statistics for the sample and the seven items used as latent class indicators. CLCA (Schmiege et al., 2017) was conducted to evaluate whether the data were consistent with the hypothesized 4-class model based on prior research (e.g., Bettencourt & Farrell, 2013) as compared to seven alternative models (see Table 1). The primary confirmatory model converged with replicated maximum log likelihood values across multiple sets of random start values (BIC = 43,542). However, for the two asymmetric involvement classes, the estimated values for multiple thresholds in each of the two classes were fixed at the corresponding boundary condition (i.e., −.85 and .85). Thus, we re-specified the primary confirmatory model, retaining the boundary conditions for the two symmetric involvement classes but replacing the boundary conditions for the asymmetric involvement classes to inequality constraints. Specifically, one asymmetric class was constrained, via item threshold inequalities, to have higher item endorsement probabilities for the aggression items and lower endorsement probabilities for the victimization items relative to the other asymmetric class. We also considered one additional confirmatory 4-class model with no boundary or inequality constraints placed but rather equality constraints such that item endorsement probabilities for the aggression items were constrained to be equal across one symmetric and one asymmetric class and the item endorsement probabilities for the victimization items were constrained to be equal across the two remaining classes (see Table 1).

The 4-class model with the combined inequality and boundary constraints on the item thresholds fit statistically significantly better than the other constrained 4-class models. Most notably, the 4-class model with combined inequality and boundary constraints yielded an identical solution to the unconstrained 4-class model, indicating the data were fully consistent with that constrained model given a 4-class structure. The unconstrained 3-class model fit statistically significantly better than the other 3-class model. Similarly, the unconstrained 5-class model fit better than the other 5-class model. The BIC was lowest for the unconstrained 5-class model; however, the difference in BIC values for the 5-class compared to the 4-class model was notably smaller than the difference between the 4-class and 3-class. Furthermore, the 5-class model yielded a similar class pattern to the 4-class model but with the asymmetric class with higher endorsements on the aggression items split between two classes distinguished only by differences in endorsement rates of “pushed.” Therefore, we selected the unconstrained 4-class model as the final measurement model. Because the solution for the unconstrained 4-class model was identical to the 4-class model with combined boundary and inequality constraints, we proceeded with the unconstrained model as translating the boundary and inequality constraints to the conditional MIMIC model with direct effects of the covariates on the latent class indicators would not be feasible without specific hypotheses about the sign and magnitude of DIF effects.

Figure 2 presents the model-estimated item response probabilities based on the unconstrained 4-class CLCA. Examination of item endorsement patterns revealed a uninvolved (18.5%) class marked by a low probability of reporting engagement in aggression or being the target of overt victimization in the past month; a non-victimized aggressive (23.9%) class characterized by a high probability of reporting engagement in physical and non-physical aggression, and a low probability of being the target of overt victimization; a predominantly victimized (19.3%) class distinguished by a lower probability of reporting engagement in aggression, and a high probability of being the target of overt victimization; and an aggressive-victims (38.3%) class marked by a high probability of reporting engagement in both forms of aggression and being the target of overt victimization.
| Covariates | Non-victimized aggressor | Predominantly victimized | Aggressive-victim | Uninvolved |
|------------|-------------------------|--------------------------|------------------|------------|
| **4 class, unconstrained (BIC = 43,443)** | | | | |
| Shoved or pushed | <=-0.85 | >0.85 | <=-0.85 | >0.85 |
| Hit or slapped | <=-0.85 | >0.85 | <=-0.85 | >0.85 |
| Teased | <=-0.85 | >0.85 | <=-0.85 | >0.85 |
| Picked on | <=-0.85 | >0.85 | <=-0.85 | >0.85 |
| Been hit | >0.85 | <=-0.85 | <=-0.85 | >0.85 |
| Been pushed/shoved | >0.85 | <=-0.85 | <=-0.85 | >0.85 |
| **4 class, boundary constraints on item thresholds (BIC = 43,542)** | | | | |
| Shoved or pushed | >PV | <AG | <=-0.85 | >0.85 |
| Hit or slapped | >PV | <AG | <=-0.85 | >0.85 |
| Teased | >PV | <AG | <=-0.85 | >0.85 |
| Picked on | >PV | <AG | <=-0.85 | >0.85 |
| Been hit | <PV | >AG | <=-0.85 | >0.85 |
| Been pushed/shoved | <PV | >AG | <=-0.85 | >0.85 |
| **4 class, boundary constraints and inequality constraints (BIC = 43,443)** | | | | |
| Shoved or pushed | -2.0 | 2.0 | -2.0 | 2.0 |
| Hit or slapped | -2.0 | 2.0 | -2.0 | 2.0 |
| Teased | -2.0 | 2.0 | -2.0 | 2.0 |
| Picked on | -2.0 | 2.0 | -2.0 | 2.0 |
| Been hit | 2.0 | -2.0 | -2.0 | 2.0 |
| Been pushed/shoved | 2.0 | -2.0 | -2.0 | 2.0 |
| Been called names | 2.0 | -2.0 | -2.0 | 2.0 |
| **4 class, threshold equality constraints (BIC = 43,571)** | | | | |
| Shoved or pushed | -1.29 | 0.42 | -3.03 | |
| Hit or slapped | -0.29 | 1.31 | -1.70 | |
| Teased | -0.84 | 1.31 | -1.22 | |
| Picked on | -1.34 | 0.76 | -2.07 | |
| Been hit | 1.10 | -0.98 | -2.37 | |
| Been pushed/shoved | 0.84 | -1.71 | -3.10 | |
| Been called names | 0.34 | -1.22 | -2.07 | |
| **3 class, unconstrained (BIC = 44,170)** | | | | |
| Shoved or pushed | -1.29 | 0.42 | -3.03 | |
| Hit or slapped | -0.29 | 1.31 | -1.70 | |
| Teased | -0.84 | 1.31 | -1.22 | |
| Picked on | -1.34 | 0.76 | -2.07 | |
| Been hit | 1.10 | -0.98 | -2.37 | |
| Been pushed/shoved | 0.84 | -1.71 | -3.10 | |
| Been called names | 0.34 | -1.22 | -2.07 | |
| **5 class, unconstrained (BIC = 43,405)** | | | | |
| Shoved or pushed | <0.85 | >=-0.85 | <0.85 | >=-0.85 |
| Hit or slapped | <0.85 | >=-0.85 | <0.85 | >=-0.85 |
| Teased | NC | NC | <0.85 | >=-0.85 |
| Picked on | NC | NC | <0.85 | >=-0.85 |
| Been hit | NC | NC | <0.85 | >=-0.85 |
| Been pushed/shoved | NC | NC | <0.85 | >=-0.85 |
| Been called names | >=-0.85 | <0.85 | <0.85 | >=-0.85 |

Abbreviations: AG, non-victimized aggressor; BIC, Bayesian information criterion; NC, no constraint; PV, predominantly victimized.
Testing sex, cohort, race-ethnicity, and study site as separate sources of DIF

Next, we conducted separate DIF analyses for each of the four covariates (see Appendix S1 for full model comparison tables). There was no evidence of cohort as a source of DIF ($\chi^2 = 34.61, df = 28, p = .18$). For sex, we found evidence of uniform and nonuniform DIF for all items but been hit. For race-ethnicity, we found evidence of uniform or nonuniform DIF on five of seven items, excluding teased and been called names. For study site, we found evidence of DIF for all items but pushed and teased.

Testing sex, cohort, race-ethnicity, and study site as combined sources of DIF

Once all covariates were included in the model, the item been pushed no longer exhibited DIF for any of the covariates. There was no statistically significant evidence of interaction effects between the covariates directly on the items or class membership so only main effects are included in the final model. Table 2 summarizes the DIF results for the final MIMIC model (with all four covariates included as predictors of class membership). Two tables of parameter estimates for the final model can be found in Appendix S1 (see Tables A6 and A7). Looking at the columns of Table 2, sex is a source of DIF for all four aggression items and one victimization item (been called names). Race-ethnicity is a source of DIF for three aggression items (pushed, hit/slapped, and picked on) and one victimization item (been hit). Study site is a source of DIF for two aggression items (hit and picked on) and two victimization items (been hit and been called names).

Sources of DIF for the victimization items

Looking at the rows of Table 2, there is evidence of more DIF (i.e., more sources of DIF and larger magnitudes of DIF effects) for the four aggression items than the three victimization items. As previously noted, we found no statistically significant evidence of DIF for been pushed. Sex and study site were sources of uniform DIF for been called names, with girls having higher odds of reporting having been yelled at or called mean names by another kid in the past 30 days compared to boys belonging to the same latent class (Est. OR = 1.62). Students at the IL study site were more likely to endorse been called names than students at the other study sites belonging to the same latent class, with the largest difference found in comparison to students at the GA study site (Est. OR = 1.62). Race-ethnicity and study site were both sources of nonuniform DIF for been hit. The largest racial-ethnic difference in item functioning was found for Black students compared to Non-Hispanic White students, with Black students in
the predominantly victimized class having higher odds of reporting having been hit by another kid compared to Non-Hispanic White students (Est. OR = 3.52). The largest site difference was found for students at the NC site compared to the GA site, with students at the NC site in the non-victimized aggressor class having higher odds of reporting having been hit than students at the GA study site (Est. OR = 8.31).

Sources of DIF for the aggression items

For the four aggression items, teased had only one source of (uniform) DIF: sex. Boys had an estimated 1.62 times the odds of reporting having teased someone in the past 30 days. There was evidence of uniform DIF for pushed with regard to sex and race-ethnicity. Specifically, boys had 2.06 times the odds of reporting having pushed or shoved someone in the past 30 days compared to girls in the same class (regardless of which class). Non-Hispanic White students had lower odds of reporting having pushed or shoved someone in the past 30 days compared to others in the same class, with the largest difference found in comparison to Black students (Est. OR = 0.38).

Sex, race-ethnicity, and site were all sources of DIF for hit or slapped and picked on. Boys were more likely to report having hit or slapped someone compared to other students belonging to the same latent class; the largest difference was found between non-Hispanic White students and Black students belonging to the non-victimized aggressive class (Est. OR = 3.54). Students at the IL study site were more likely to report having hit or slapped someone compared to others in the same latent class (Est. OR = 2.03). There was evidence of nonuniform DIF for picked on with regard to sex, race-ethnicity, and site. Boys were less likely to report having picked on someone in the past 30 days compared to girls in the same latent class with the exception of the primarily victimized class in which boys were more likely to report having picked on someone (Est. OR = 1.80). In general, Hispanic students were less likely to report having picked on someone; the largest difference was found between Hispanic and Black students in the non-involved class (Est. OR = 0.22). In general, students at the IL study site were less likely to report having picked on someone compared to other students in the same latent class with the largest difference found between IL and NC students (Est. OR = 0.10).

Evaluating the magnitude of DIF effects

Figure 3 displays the model-estimated item response probabilities adjusted for sex, race-ethnicity, and study site. To fully evaluate the magnitude of the combined

| Item          | Variable            | Sex       | Race-ethnicity | Study site |
|---------------|---------------------|-----------|----------------|------------|
| Pushed        | Uniform DIF         | Uniform DIF | ns             | Uniform DIF |
|               | 2.06                | 2.62      | ns             | ns         |
| Hit or slapped| Uniform DIF         | Nonuniform DIF | Uniform DIF |
|               | 1.44                | 1.73–3.54 | 2.03           | ns         |
| Teased        | Uniform DIF         | ns        | ns             | ns         |
|               | 1.62                |           |                |            |
| Picked on     | Nonuniform DIF      | Nonuniform DIF | Nonuniform DIF |
|               | 1.12–1.80           | 2.46–4.56 | 2.43–10.02     |            |
| Been hit      | ns                  | Nonuniform DIF | Nonuniform DIF |
|               |                     | 2.64–3.52 | 1.72–8.31      |            |
| Been pushed   | ns                  | ns        | ns             | ns         |
| Been called names | Uniform DIF     |             |                |            |
|               | 1.62                |           |                |            |

Note: Based on model with all covariates including cohort as predictors of latent class membership and potential sources of DIF. Cohort was not found to be a statistically significant source of DIF and does not have DIF effects to be included in the table. Uniform DIF indicates DIF effects are the same within each latent class. Nonuniform DIF indicates DIF effects are different for each latent class. Reported values represent maximum odds ratios calculated as the exponentiated largest absolute difference in item log odds within class between any two categories for each covariate. For nonuniform DIF, the range of maximum odd ratios across the four classes is given.

Abbreviation: ns, not statistically significant.
DIF effects, we selected two demographic subgroups for which the amount of DIF across the items and classes was the largest or nearly the largest: Black boys in GA and non-Hispanic White girls in IL. It is clear from Figure 3 that the combined DIF effects are generally smaller for the victimization items compared to the aggression items for all classes. There was not sufficient evidence of DIF for been pushed. The DIF effects for the two subgroups on been hit and been called names appear to be operating in a compensatory manner. This is indicated by the crossing lines, meaning that the DIF effects on the two items could partially cancel each other out, lessening the bias in the prediction of class membership. For these two subgroups, the DIF impact is largest for picked on and pushed. Although the relative relations of the classes to one another are similar for the two subgroups, the DIF effects result in a somewhat higher degree of heterogeneity within non-victimized aggressive and predominantly victimized classes with respect to the picked on and pushed items. Overall, the degree of class homogeneity, as indicated by class-specific endorsement probabilities (Masyn, 2013), is of a comparable magnitude for all items across all classes for the two demographic subgroups, with the exceptions noted above. Overall, the degree of pairwise class separation, as indicated by odds ratios of item endorsement across each possible pair of classes (Masyn, 2013), is of a comparable magnitude for all items across all pairwise latent class comparisons, with the few exceptions expected from the difference in class homogeneity. Thus, although we believe the DIF does not change substantive meaning of the classes or compromise the overall construct validity of the latent class variables, the sensitivity and specificity of, say, picked on, as an indicator of latent class membership does differ across individuals with different covariate values (e.g., Black boys in GA vs. non-Hispanic White girls in IL) due to non-negligible measurement non-invariance.

FIGURE 3 Model-estimated item response probability plots based on 4-class multiple-indicator-multiple-causes latent class analysis with sex, race-ethnicity, site, and cohort as predictors of class membership and with sex, race-ethnicity, and site as sources of DIF. Item responses that make up latent classes are listed along the x-axis. Values shown on the y-axis indicate the estimated probability of endorsing a particular item for participants within each latent class. Lines without markers indicate classes estimated at the mean of all covariates; markers indicate classes estimated for (i) Black boys in Georgia and (ii) White girls in Illinois to illustrate the magnitude of measurement non-invariance from the combined DIF effects of sex, race-ethnicity, and site. DIF, differential item functioning.
Latent class regression accounting for DIF

Given our assessment that the substantive meaning of the latent classes remains intact, even in the presence of DIF, we proceeded to evaluate the relations between our four covariates and latent class membership, parameterized as a multinomial logistic regression of class membership on the full set of covariates in the MIMIC model inclusive of the identified DIF effects. The overall association of each covariate with latent class membership (controlling for all other covariates and DIF effects) was tested using a robust likelihood ratio chi-square difference test of nested models. The null model for each test was one in which all parameters in the multinomial logistic regression corresponding to the select covariate were fixed at zero while the alternative model allowed those same parameters to be freely estimated. The alternative model was the same for all four tests of association. None of the covariates were found to be individually statistically significantly associated with latent class membership (sex: $\chi^2 = 6.34$, df = 3, $p = .10$; cohort: $\chi^2 = 6.94$, df = 3, $p = .07$; race-ethnicity: $\chi^2 = 15.69$, df = 9, $p = .07$; site: $\chi^2 = 15.10$, df = 9, $p = .09$); however, collectively there was some evidence of an overall association between latent class membership and the set of covariates ($\chi^2 = 44.48$, df = 24, $p = .007$).

To better understand the role of DIF in evaluating predictors of class membership, we compared latent class regression results from our final model, allowing all previously found DIF effects, to a latent class regression model with no DIF effects. The top row of Figure 4 displays the model-estimated probabilities of class membership in each of the four classes for boys and girls (controlling for cohort, race-ethnicity, and study site) based on the model accounting for DIF (left panel) and ignoring DIF (right panel). Ignoring DIF can lead to attenuation, inflation, or even inversion of the estimated covariate effects on latent class membership. For example, comparing membership in the aggressive-victims class versus the non-involved class, boys had an estimated 2.34 times the odds of membership in the aggressive-victims class compared to girls based on the no-DIF model but that sex effect was 19% smaller in the model allowing for DIF (Est. OR = 1.88). Conversely, when comparing membership in the primarily victimized class to the non-victimized-aggressive class, boys were negligibly more likely than girls to belong to the primarily victimized class based on the no-DIF model (Est. OR = 1.29) but that sex effect was 86% larger in the model allowing for DIF (Est. OR = 2.39).

The bottom row of Figure 4 displays the model-estimated class probabilities for Black, Hispanic, and White students (controlling for cohort, sex, and study site). Similar to the estimated sex effects, the bias presented in the estimated associations when ignoring DIF can go in different directions. For example, the odds ratio comparing membership in the aggressive-victims class versus the uninvolved class for Black students to non-Hispanic White students is 38% smaller in the model accounting for DIF (DIF: Est. OR = 1.79; no DIF: Est. OR = 2.90).

DISCUSSION

Peer victimization is a major public health concern (NASEM, 2016) and an increasing number of researchers are interested in exploring the heterogeneity seen in peer victimization within a latent variable framework. Previous research exploring the heterogeneity in these experiences has identified four latent subgroups: uninvolved, aggressive-victims, non-victimized aggressors, and predominantly victimized. The goal of this paper was to use CLCA to replicate these four latent subgroups within a large geographically and racially diverse sample. Then, steps were taken to explore measurement invariance of the latent class indicators across cohort, sex, race-ethnicity, and study site to illuminate whether inconsistent findings in the previous literature could be solely attributed to model misspecification and measurement non-invariance rather than true associations between sex, race-ethnicity, and location with latent subgroup membership.

Confirmatory latent class analysis provided confirmation of the four subgroups of youth involved in peer victimization which have been identified in previous theoretical and empirical studies (NASEM, 2016; Schwartz et al., 2001). Measurement invariance testing of cohort, sex, race-ethnicity, and study site indicated evidence of DIF. Ignoring these DIF effects impacts the estimated predictive relation with the latent class variable. The resultant biases can lead to attenuation, inflation, or inversion of effects on class membership. This kind of discrepancy is key as research exploring the heterogeneity in aggression and peer victimization is used to inform prevention and intervention efforts.

These results identify an important gap in the literature, in which a majority of studies modeling heterogeneity in aggression and peer victimization (e.g., Bettencourt & Farrell, 2013; Giang & Graham, 2008; Nylund, Bellmore, et al., 2007) and other complex school-based behaviors, fail to adequately explore and account for measurement non-invariance (or DIF). By ignoring potential measurement issues, study results must be interpreted with caution. Although potentially time-consuming, adequately exploring and controlling for DIF, as done in this study, can reduce bias in the associations of primary interest, (i.e., correlates of latent class membership).

Use of CLCA is relatively novel. To date, only a handful of studies have utilized CLCA methodology in general (e.g., Chen et al., 2020; Finch & Bronk, 2011; Schmiege et al., 2017), and the present study is the first to apply this methodology to the study of latent classes of youth involved in peer victimization. With an increasing
number of existing studies utilizing mixture modeling, it is critical that the field turn toward more confirmatory, out-of-sample replication and validation of latent class measurement, utilizing the extant literature to inform the number and composition of latent classes specified in the CLCA.

**Implications of study findings for measurement development and revisions**

With greater emphasis on public mental health, researchers, practitioners, and policy makers are thinking more about how best to measure, address, and prevent aggression and
peer victimization. We have shown that not accounting for DIF can distort estimated associations between covariates and latent classes. However, the implications of DIF results are something to be contemplated directly. Results of measurement invariance analysis could inform revisions to existing items or creation of new items. In the case of the dichotomized aggression and victimization items, we can think of item functioning in terms of sensitivity and specificity as indicators of latent class membership. For example, picked on someone was the item that exhibited the greatest amount of DIF. In terms of study site, this item is much more sensitive for indicating membership in one of the two latent subgroups characterized by high rates of aggression (aggressive-victims, non-victimized aggressors) for students in GA compared to IL: class-specific item probabilities of .92 and .82 compared to .83 and .63. That is, there was an estimated 82% of students belonging to the non-victimized-aggressor class in GA who endorsed picked on while only 63% belonging to this same class in IL endorsed the item.

The picked on item has a similarly wide range of specificity for indicating membership in one of the two latent subgroups characterized by low rates of aggression (e.g., there was an estimated 22% of students belonging to the uninvolved class in GA who endorsed picked on while only 4% of IL student in that same class endorsed the item). We could further interrogate what it is about the wording or interpretation of this item that results in variable levels of sensitivity and specificity. Perhaps is it the lack of specificity or clarity in what it means to have picked on someone; but why would that cause DIF with respect to study site? We could even design a study in which we randomized different versions of this item to ascertain whether revising item wording to increase specificity (e.g., picked on someone by calling them names) might result in less DIF. Similar reflection could be undertaken for the other items exhibiting DIF.

Youth who are involved in peer victimization across childhood and adolescence often experience myriad long-term negative outcomes including low academic and financial achievement, internalizing and externalizing behavior problems, and incarceration (McDouggall & Vaillancourt, 2015; NASEM, 2016). By accounting for measurement issues related to sex, race-ethnicity, and study site, we are able to appropriately model complex behaviors to give a clearer perspective on what peer victimization subgroups look like to better inform treatment and prevention. Past research has indicated potential sex differences in peer victimization subgroups, particularly among predominantly White or mixed-race samples (e.g., Lovegrove et al., 2012; Schwartz et al., 2001). However, there have been discrepant findings in predominantly Black samples.

**Limitations**

The findings presented here offer a key step forward in peer victimization research, but this study is not without limitations. First, there is some concern that self-report measures of aggression and peer victimization may be biased. Previous research has suggested that peers may be better reporters of others’ aggressive behaviors (NASEM, 2016). Although peer nominations may be a gold standard, they do require extensive time and funding, are heavily influenced by the social context, and increase in complexity with the broadening of social networks as children move into adolescence. Moreover, latent subgroup findings from studies using other informants (peers, teachers) have identified slightly different subgroups (Bettencourt et al., 2017; Giang & Graham, 2008) than the four subgroups commonly identified in prior research. Self-report measures also have important advantages over teacher or independent observer reports as some peer victimization events, particularly in adolescence, may be too brief to observe or intentionally occur in low traffic areas outside of view from adults, and the presence of adults may actually reduce the chance that such incidents will occur (Pelligreni, 2001). Thus, future research should consider the role of DIF in peer and teacher-reported measures of aggression and peer victimization. Second, by using a MIMIC modeling framework to evaluate DIF, we assumed configural invariance (i.e., there were the same number of latent subgroups across different levels of the covariates examined in this study and that the general class-specific patterns of item endorsement were consistent across covariate values) in all DIF analyses. Such an assumption is common in measurement invariance work in the context of FA (Jorgensen et al., 2017; Sass, 2011) and is in line with a robust literature supporting the existence of four subgroups of youth involved in peer victimization (e.g., Bettencourt et al., 2013; Schwartz et al., 2001). However, future work should consider evaluating the configurality of latent invariance of latent subgroups of youth involved in peer victimization across observed subgroups using a multiple-group LCA approach, if sample size allows.

Third, there are a number of previous studies suggesting a change in peer victimization involvement across development (e.g., Bettencourt et al., 2013; Ettetal & Ladd, 2017). However, the present study was cross-sectional and therefore we were unable to examine how DIF might impact these measures over time. Relatedly, this study focused intentionally on early adolescence, a period when peer victimization involvement peaks (Nansel et al., 2003). However, aggression and victimization as constructs and the measurement of these constructs can look different during different developmental periods (Casper et al., 2015). In light of these issues, it is recommended that future research consider the role of DIF in the measurement of aggression and victimization during different development periods as well as in the context of longitudinal studies within a single developmental period. Fourth, although we did explore the impact of study site in relation to measurement invariance, we did not explore other possible sources of DIF at the school
level (e.g., norms supporting aggression, racial-ethnic diversity of the school) or other contextual sources of DIF (e.g., family factors). It is important to acknowledge that the complexity of the current analytic approach provides both an opportunity to consider these additional contextual sources of DIF and a challenge to researchers working with small samples or who may lack the statistical expertise to implement this approach.

Fifth, the majority of schools in the present study were specifically selected for having low resources, high rates of violence, and being located in significantly disadvantaged environments. This is consistent with the fact that 81% of youth in this study were members of one of the involved subgroups, which is notably higher than other studies (e.g., Bettencourt & Farrell, 2013; Lovegrove et al., 2012). Finally, these data were collected nearly 20 years ago. Although verbal and physical aggression and victimization remain relevant problems, this study excludes relational forms of aggression and victimization which tend to be more common in girls and measures of aggression and victimization occurring in the electronic context, both of which are significant problems in the present historical context (NASEM, 2016). Given these unique contexts, our findings may not generalize to other populations not exposed to such contextual risk factors or to those experiencing other forms and contexts for peer victimization not captured in this study. However, the measurement issues identified in this study remain relevant regardless of the age of the data.

**Strengths and conclusions**

The number of strengths of this study, however, far outweigh the weaknesses. First and foremost, the MVPP sample consists of a large diverse multi-site sample. The inclusion of large proportions of different race-ethnicities as well as semi-rural and urban environments is incredibly unique and an asset to research on aggression and victimization. Although this diversity of race-ethnicities and study sites is a strength, it is also important to acknowledge that race-ethnicity is confounded with study site in the present study. Therefore, we took care to explore the impact of each of these variables on class indicators and class membership while controlling for the other to isolate the unique effects. Second, the relatively large sample with detailed aggression and victimization questions is essential for the complex modeling involved with measurement invariance.

In conclusion, the findings offer a strong step forward and a template for future studies on aggression and victimization, with an emphasis on probing and accounting for DIF in relation to key demographic variables. Exploration of DIF in peer victimization research is not common, but as the findings from this study suggest there may be crucial findings missed or misinterpreted without it. As the field moves forward, incorporation of DIF into peer victimization models will be necessary to reduce bias in results. Furthermore, with advances in latent variable modeling, the field has the tools and knowledge to incorporate key model testing within analytic protocols.
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