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This paper studies the consistency and statistical inference of simulated Ising models in the high dimensional background. Our estimators are based on the Markov chain Monte Carlo maximum likelihood estimation (MCMC-MLE) method penalized by the Elastic-net. Under mild conditions that ensure a specific convergence rate of MCMC method, the $\ell_1$ consistency of Elastic-net-penalized MCMC-MLE is proved. We further propose a decorrelated score test based on the decorrelated score function and prove the asymptotic normality of the score function without the influence of many nuisance parameters under the assumption that accelerates the convergence of the MCMC method. The one-step estimator for a single parameter of interest is purposed by linearizing the decorrelated score function to solve its root, as well as its normality and confidence interval for the true value, therefore, be established. Finally, we use different algorithms to control the false discovery rate (FDR) via traditional p-values and novel e-values.

1. Introduction.

1.1. Backgrounds. The (probabilistic) graphical model consists of a collection of probability distributions that factorize according to the structure of an underlying graph \cite{52}. The graphical model captures the complex dependencies among random variables and build large-scale multivariate statistical models, which has been used in many research areas such as hierarchical Bayesian models \cite{27}, contingency table analysis \cite{20,53} in categorical data analysis \cite{1,23,37}, constraint satisfaction \cite{16,15}, language and speech processing \cite{11,31}, image processing \cite{17,24,28} and spatial statistics more generally \cite{8}.

In our work, we focus on the undirected graphical models, where the probability distribution factorizes according to the function defined on the cliques of the graph. The undirected graphical models have a variety of applications, including statistical physics \cite{32}, natural language processing \cite{38}, image analysis \cite{54} and spatial statistics \cite{43}. Specifically, we pay attention to the undirected graphical models which can be described as exponential families, a broad class of probability distributions elaborately studied in many statistical literature \cite{4,21,13}. The properties of the exponential families provide some connections between the inference methods and the convex analysis \cite{12,29}. There are many well-known examples that are undirected graphical models viewed as exponential families, such as Ising model \cite{32,5}, Gaussian MRF \cite{46} and latent Dirichlet allocation \cite{11}.
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Due to the importance of the graphical models, the problem of structure learning and parameter estimation has been the most important part of the study of the graphical models [52, 10, 33, 39, 30]. The main obstacle in learning the structure of the graphical models is the intractable normalizing constant. When a graphical model has \( m \) vertices and each variable attached to a vertex takes values in a discrete state space consisting of \( r \) different elements, the normalizing constant becomes a summation of \( m^r \) different terms, which is computationally infeasible. There have been many methods proposed to overcome this obstacle. One widely applied method named pseudo-likelihood approach [8] is replacing the likelihood containing the normalizing constant by the product of conditionals, which do not contain the normalizing constant. This idea has been widely used in many works studying the model selection properties of high-dimensional Ising model [55, 33, 30]. Unfortunately, this method only performs well when the pseudo-likelihood serves as a good approximation to the likelihood, which means the structure of the graph is simple. Another well-known way to overcome the intractable normalizing constant involves the Markov chain Monte Carlo (MCMC) method [26, 44], where the normalizing constant is approximated by a path integral of a Markov chain. The computational cost of MCMC method is independent of the complexity of the estimated graph, which means we only need sufficiently large samplings to approximate the normalizing constant.

In this paper, we focus on the Markov chain Monte Carlo maximum likelihood estimation (MCMC-MLE)[25] for the undirected graphical models in an exponential form, where the normalizing constant in the original likelihood is replaced by the approximation of sampling technique using MCMC method.

1.2. The High Dimensional Background. In the high dimensional background, when the number of parameters \( p \) is larger than the number of independent samples \( n \), the maximum likelihood estimation is an ill-posed problem. To handle this, a typical way is to apply the Lasso method [47], where the parameters remain close to the extreme of the likelihood and not too significant. The properties of Lasso-penalized estimators have been thoroughly studied in much literature based on linear models or generalized linear models [9, 14, 49], and more complex statistical models [3, 14, 30, 42, 55].

Lasso method can filter out some parameters, which means some parameters can be 0. However, the ridge regression can find the estimators where the parameters can not be estimated to 0. If we combine the Lasso method and the ridge regression, it yields the Elastic-net estimation [61], which is adopted in this paper. This method inherits the multicollinearity characteristic of the independent variables processed by ridge regression. In many numerical results, the Elastic-net performs better than the Lasso method [61] by showing a group effect. Specifically, the Lasso method can only choose one variable in a set of highly correlated variables, while the Elastic-net can choose more than one.

On the other hand, there is another critical problem that is selecting the most influential factors since scientists want to know which predictors have non-zero influence and which ones do not. For each covariate, we hope to determine whether it is important or not at the same time, i.e. this is a multiple testing issue. When the dimensionality is relatively low, we can use the family-wise error rate (FWER) as a solution. For high-dimensional data sets, for example, among millions of genes, scientists want to study which of them are related to a specific disease. In this case, the family-wise criterion would be somewhat conservative. In contrast, the false discovery rate (FDR) proposed by [6] is a criterion more suitable for the large-scale multiple hypothesis testing problem. After doing some penalized estimation for regressions, FDR control methods can typically be applied via p-value thresholds, such as BH procedure ([6]). BH procedure was proved to be able to control FDR in independent or positive dependent cases, see [6, 7]. It is worthy to note that FDR control is based on regular
estimators which are asymptotic normally distributed. Fortunately, in the high dimensional setting, debiased estimators make the estimator as regular, see \cite{58, 35, 48, 45, 57}. These methods begin from the regularized estimator, use different techniques to construct the debiased estimator, and then draw statistical inferences on the asymptotic normality nature of it.

Except the FDR control, there is another novel tool dealing with multiple testing, i.e. \textit{e-value} purposed by \cite{51}. It has been shown that e-value often are more mathematically convenient than p-values and lead to simpler results, such as they are easier to combine. E-values have attracted extensive attention and been used since it was purposed, see \cite{18, 50} for instance. As a consequence, it is so valuable to study many statistical testing under e-value framework.

1.3. Motivation and Contribution. In \cite{56}, the generalized Lasso-type convex penalty (GLCP), which includes Lasso penalty, Elastic-net estimation and other convex penalties, was considered and an upper bound for the symmetric Bregman divergence between the true parameters and the estimated parameters was provided. Based on this result, we obtain the oracle inequality for MCMC-MLE under Elastic-net penalty and prove the $\ell_1$ consistency of the estimation after we introduce the compatibility factor, which is closely related to the compatibility condition \cite{49} or the restricted eigenvalue condition \cite{9}. We notice to obtain the $\ell_1$ consistency, we need further assume $\sqrt{\log(p)/m} = o(1)$ besides the conventional assumption $\sqrt{\log(p)/n} = o(1)$ without introducing Monte Carlo method.

Although a lot of effort has been put in developing the statistical inferential theory of the high dimensional statistical models, to the best of our knowledge, how to construct statistics for the test hypothesis of graphic models is still an open problem. The main challenge is the existence of high dimensional nuisance parameters, making the existing partial-likelihood-based inference infeasible.

In this paper, to overcome the high dimensional nuisance parameters, we construct a decorrelated score function by projecting the score function of the parameter of interest to the space generated by the nuisance parameters, which immediately implies a decorrelated score test statistic. In the high dimensional background, the classical profile partial score function for the low dimensional setting does not yield a tractable limiting distribution due to the existence of a large number of nuisance parameters. However, the new constructed decorrelated score function is asymptotically normal even in high dimensions, overcoming the problem by handling the effect of nuisance parameters. Based on the decorrelated score function, we propose an asymptotically unbiased one-step estimator inspired by Newton’s method for solving an equation. We prove the asymptotic normality of the one-step estimator and construct the confidence interval. And based on the one-step estimator, we also purpose algorithms to control the FDR under either p-value framework and e-value framework. We notice that our work agrees with the existing work for high dimensional inferential statistics where a stronger assumption $\frac{\log(p)}{\sqrt{n}} = o(1)$ is needed. We emphasize to get the desired asymptotic normality when the Monte Carlo method is introduced, we need to accelerate the convergence of Monte Carlo method and assume $\frac{m}{n} \asymp \log(p)$, which is a remarkable difference from existing work.

1.4. Outline. The paper is outlined as follows. In Section 2, we provide preliminaries on the graphical models, the MCMC-MLE method, the Elastic-net-penalized estimation in the high dimensional background and the concentration inequality for Markov chain. In Section 3, we obtain the oracle inequality and show the $\ell_1$ consistency of the Elastic-net-penalized MCMC-MLE. In Section 4, we construct the decorrelated score function and the corresponding test statistic and show the asymptotic normality. In Section 5, we propose an asymptotically unbiased one-step estimator, based on which we construct an confidence interval for a
single parameter of interest. Finally, we will purpose two different FDR controlling procedures via both p-values and e-values in section 6.

2. Preliminaries. For the simplicity of the following statement and proof, we need some notations. For a series of random variables \( X_n \) and a series of constants \( a_n \), we let \( X_n = a_n p(a_n) \) mean \( \frac{X_n}{a_n} \) converges to zero in probability as \( n \) approaches infinity and let \( X_n = O_p(a_n) \) mean the set of random variables \( \{ \frac{X_n}{a_n} \} \) is stochastically bounded. For two series of constants \( a_n \) and \( b_n \), we write \( a_n \leq b_n \) when there exists a constant \( c > 0 \) such that \( a_n \leq cb_n \). We define \( a_n \geq b_n \) in the same way. And we write \( a_n \asymp b_n \) when \( a_n \asymp b_n \) and \( a_n \asymp b_n \).

Let \( d \) mean convergence in distribution.

2.1. The Graphical Models as Exponential Families. A graph \( G = (V, E) \) is composed by a set of vertices \( V = \{1, 2, \cdots, m\} \) and a set of edges \( E \subset V \times V \). Each edge consists of a pair of different vertices \( s, t \in E \) and may either be directed or undirected. To define a probability distribution associated with the graph, we attach each vertex \( s \in V \) with a random variable \( X_s \) taking values in the state space \( \mathcal{X}_s \). In our work, we focus on the finite discrete state space \( \mathcal{X}_s = \{1, 2, \cdots, r\} \) and denote the Cartesian product of the state spaces \( \mathcal{X}_s (s \in V) \) where the random vector \( X = (X_s, s \in V) \) takes values by \( \prod_{s \in V} \mathcal{X}_s \). We use the lowercase letter \( x_s \) to denote the particular element in \( \mathcal{X}_s \). And \( x = (x_1, \cdots, x_m) \) means a particular value in the space \( \prod_{s \in V} \mathcal{X}_s \). For a subset \( A \) of the vertex set \( V \), define \( X_A := (X_s, s \in A) \) to be the sub-vector of the random vector and \( x_A := (x_s, s \in A) \) to be a particular element of the random sub-vector.

In our work, we focus on the undirected graphical models, where the probability distribution factorizes according to the function defined on the cliques of the graph. A clique \( C \) means a fully connected subset of the vertex set where \( (s, t) \in E \) for each \( s, t \in C \). For each clique \( C \), we define a compatibility function \( \psi_C : \prod_{s \in V} \mathcal{X}_s \rightarrow \mathbb{R}_+ \). Let \( C \) denote a set of cliques of the graph and the undirected graphical model, also known as the Markov random field (MRF), can be written as

\[
p(x) := \frac{1}{Z} \prod_{C \in C} \psi_C(x_C), \quad \text{where} \quad Z := \sum_{x \in \prod_{s \in V} \mathcal{X}_s} \prod_{C \in C} \psi_C(x_C).
\]

\( Z \) is a constant chosen to normalize the distribution.

We in this paper pay our attention to the undirected graphical models in exponential form. Specifically, the probability mass function of \( (\mathcal{X}_s, s \in V) \) is

\[
p(x|\theta) := \frac{1}{C(\theta)} e^{\theta^T \varphi(x)} \frac{1}{C(\theta)} \sum_{\theta = (\theta_1, \cdots, \theta_p)^T} \theta^T \varphi(x), \quad \text{where} \quad C(\theta) := \sum_{x \in \prod_{s \in V} \mathcal{X}_s} e^{\theta^T \varphi(x)}.
\]

\( \theta = (\theta_1, \cdots, \theta_p)^T \) is the unknown parameters of interest. For simplicity, we replace \( \prod_{s \in V} \mathcal{X}_s \) by \( \mathcal{X} \). According to the property of exponential families, we can use \( \nabla \log C(\theta) \) and \( \nabla^2 \log C(\theta) \) to represent the expectation and covariance of random vector \( \varphi(X) \)

\[
E_\theta(\varphi(X)) = \nabla \log(C(\theta)) \quad \text{and} \quad \text{Cov}_\theta(\varphi(X)) := E_\theta(\varphi(X) - E_\theta(\varphi(X))) \otimes 2 = \nabla^2 \log(C(\theta)),
\]

where for a column vector \( r \), \( r \otimes 2 = rr^T \). We denote \( \text{Cov}_\theta(\varphi(X)) \) by \( \Sigma(\theta) \) in the following.
2.2. Markov Chain Monte Carlo Maximum Likelihood Estimation. Suppose \( x_1, \ldots, x_n \) are independent and identically distributed random variables according to the same probability distribution \( p(x|\theta^*) \), where \( \theta^* \) is the true parameter we need to learn from the observed values \( x_1, \ldots, x_n \). We construct the negative log-likelihood function

\[
\mathcal{L}_n(\theta; x_1, \ldots, x_n) = -\frac{1}{n} \sum_{i=1}^{n} \log(p(x_i|\theta)) = -\frac{1}{n} \sum_{i=1}^{n} \theta^T \varphi(x_i) + \log(C(\theta)).
\]

Computing \( C(\theta) \) directly is computationally infeasible and instead we use the MCMC method to approximate it. Suppose \( Y_1, \ldots, Y_m \) is a Markov chain whose stationary distribution on the product space \( \mathcal{X} \) is \( h(y) \). Using the ergodic property of the Markov chain, we can approximate \( C(\theta) \) by a path integral

\[
C(\theta) = \mathbb{E}_{Y \sim h(y)} \frac{e^{\theta^T \varphi(y)}}{h(y)} \approx \frac{1}{m} \sum_{i=1}^{m} e^{\theta^T \varphi(Y_i)}.
\]

Thus we use the expectation in (3) to replace the \( C(\theta) \) in (2) and obtain the new negative log-likelihood function, which we denote by \( \mathcal{L}_n^m \)

\[
\mathcal{L}_n^m(\theta; x_1, \ldots, x_n) = -\frac{1}{n} \sum_{i=1}^{n} \theta^T \varphi(x_i) + \log \left( \frac{1}{m} \sum_{i=1}^{m} \frac{e^{\theta^T \varphi(Y_i)}}{h(Y_i)} \right).
\]

In the low dimensional setting, the Markov chain Monte Carlo maximum likelihood estimation \( \hat{\theta}_n^m \) is the parameter which minimizes the surrogate negative log-likelihood function \( \mathcal{L}_n^m(\theta) \)

\[
\hat{\theta}_n^m = \arg\min_{\theta} \mathcal{L}_n^m(\theta).
\]

In many cases, we use the MCMC-MLE to construct the confidence intervals and the hypothesis test statistics.

2.3. The Elastic-net Penalty in the High Dimensional Background. In the high dimensional cases where the number of parameters is larger than the number of samplings (\( p \gg n \)), the minimum of \( \mathcal{L}_n^m \) is not unique, thus the direct MCMC-MLE is ill-posed. To overcome this problem, we add an extra penalty to the likelihood function. In this article, we use the Elastic-net penalty, which inherits the advantages of both the Lasso method and the ridge regression. And the Elastic-net-penalized MCMC-MLE can be written as

\[
\hat{\theta}_n^m(\lambda_1, \lambda_2) = \arg\min_{\theta} \mathcal{L}_n^m(\theta) + \lambda_1 \|\theta\|_1 + \lambda_2 \|\theta\|_2^2,
\]

where \( \lambda_1, \lambda_2 \) are two tuning parameters, and \( \|\theta\|_1 := \sum_{i=1}^{p} \|\theta_i\| \) and \( \|\theta\|_2 := (\sum_{i=1}^{p} \theta_i^2)^{\frac{1}{2}} \) are \( \ell_1 \)-norm and \( \ell_2 \)-norm of vector \( \theta \) respectively. In the following, we replace \( \hat{\theta}_n^m(\lambda_1, \lambda_2) \) by \( \hat{\theta}_n^m \).

To study the Elastic-net penalty, we consider the generalized Lasso-type convex penalty (GLCP) added to the likelihood function

\[
\hat{\theta}(\lambda_1, \lambda_2) = \arg\min_{\theta} \mathcal{L}(\theta) + \lambda_1 \|\theta\| + \lambda_2 g(\theta),
\]

where \( g(\theta) \) is a nonnegative convex function with \( g(0) = 0 \). It obviously contains the situation for the Elastic-net penalty when we set \( g(\theta) = \|\theta\|_2^2 \). To measure the distance between two vectors, we define the symmetric Bregman divergence

\[
D_\theta^\phi(\hat{\theta}, \theta) := (\hat{\theta} - \theta)^T (\nabla \mathcal{L}(\hat{\theta}) - \nabla \mathcal{L}(\theta) + \lambda_2 (\nabla g(\hat{\theta}) - \nabla g(\theta))).
\]
If $g(\theta) = 0$, we denote the symmetric Bregman divergence by $D^s(\hat{\theta}, \theta) := (\hat{\theta} - \theta)^T(\nabla \mathcal{L}(\hat{\theta}) - \nabla \mathcal{L}(\theta))$, which is a symmetric extension of Kullback-Leibler divergence. Because $g(\theta)$ is a nonnegative convex function, we have $D^s(\hat{\theta}, \theta) \geq D^s(\hat{\theta}, \theta)$. Readers can refer to [40, 56, 60] for more discussion and applications about the symmetric Bregman divergence.

For convenience, we need more notations. Let $z^* := \|\nabla \mathcal{L}(\theta^*) + \lambda_2 \nabla g(\theta^*)\|_\infty$, where $\theta^*$ is the true parameter and $\|\theta\|_\infty := \max_{1 \leq i \leq p} |\theta_i|$ is the $\ell_\infty$-norm of the vector $\theta$, and $\hat{\theta} = \hat{\theta} - \theta^*$, the distance between the likelihood estimation and the true parameter. For the true parameter, let $S_1 = \{i : \theta^*_i \neq 0, 1 \leq i \leq q\}$ be the nonzero coordinates of $\theta^*$ and $T^c$ be the completion of $T$. Let $s := |S_1|$ be the number of nonzero coordinates in $\theta^*$. In [56], it provided an upper bound for the symmetric Bregman divergence using $z^*$ and $\hat{\theta}$:

**Lemma 2.1.** For GLCP maximum likelihood estimation, we have

$$D^s(\hat{\theta}, \theta^*) \leq (\lambda_1 + z^*)\|\hat{\theta}_T\|_1 - (\lambda_1 - z^*)\|\hat{\theta}_{T^c}\|_1.$$

### 2.4. The Concentration Inequality for Markov Chain

Concentration inequalities can derive the explicit non-asymptotic error bound for a summation of a series of random variables, which has become the fundamental tool in theories of high dimensional statistical inference. Concentration inequalities show how closely a summation of random variables distributes around its expectation. For example, it is well-known that concentration inequalities of sub-Gaussian distribution are used to derive oracle inequality of linear models in [9] and to perform testing for high dimensional regression models in [41].

In the case of MCMC-MLE, we use the average of a trajectory of a Markov chain to approximate the normalizing constant $C(\theta)$. Thus we need a concentration inequality of Markov chain to describe how the average distributes around $C(\theta)$. Before we introduce the desired inequality, we need more preparation. As what we construct in the MCMC method, we consider a Markov chain $\{Y_i, i \geq 1\}$ on the state space $\mathcal{X}$ with the transition kernel $P(y, x)$, the initial distribution $q(y)$ and the stationary distribution $h(y)$. We assume the Markov chain is irreducible and aperiodic, which is satisfied in the implementation of MCMC method. Therefore, the Markov chain has an unique stationary distribution and is ergodic from any initial distribution. We define two crucial quantities

$$M_1 := E_{Y \sim h}\left(\frac{p(Y|\theta^*)}{h(Y)}\right)^2 = \frac{1}{C^2(\theta^*)} E_{Y \sim h}\left(\frac{e^{(\theta^*)^T \phi(Y)}}{h(Y)}\right)^2 \quad \text{and} \quad M_2 := \max_{y \in \mathcal{X}} \frac{p(y|\theta^*)}{h(y)},$$

where $M_1$ and $M_2$ describe the difference between the stationary distribution $h(y)$ and the true distribution $p(y|\theta^*)$.

For the stationary distribution $h(y)$, let $L^2(h)$ denote the Hilbert space with inner product $(f, g) = \sum_{y \in \mathcal{X}} f(y) g(y) h(y)$. Define a linear operator $P$ related to the transition kernel $P(y, x)$ by

$$(P f)(y) := \sum_{x \in \mathcal{X}} f(x) P(y, x).$$

We define the Markov chain has a spectral gap $1 - \kappa$ when

$$\kappa = \sup\{|\rho| : \rho \in \text{Spec}(P)\},$$

where $\text{Spec}(P)$ denotes the spectrum of linear operator $P$. Define

$$\beta_1 := \frac{1 + \kappa}{1 - \kappa} \quad \text{and} \quad \beta_2 := \begin{cases} 1, & \text{if } \kappa = 0 \\ \frac{\kappa}{1 - \kappa}, & \text{if } \kappa \in (0, 1) \end{cases}.$$
which describe how fast the average of a trajectory convergences to the expectation. Now we can state the concentration inequality for Markov chains, which we will frequently use in the proof of this article.

**Lemma 2.2 (Theorem 1 in [36]).** Let \( Y_1, \cdots, Y_m \) be a stationary Markov chain with invariant distribution \( h(y) \) and non-zero absolute spectral gap \( 1 - \kappa > 0 \). Suppose \( g_i : X \rightarrow [-M, +M] \) is a sequence of functions with \( E_{Y \sim h} g_i(Y) = 0 \). Let \( \sigma^2 = \frac{1}{m} \sum_{i=1}^{m} E_{Y \sim h} g_i^2(Y) \). Then for any \( t > 0 \), we have

\[
P \left( \frac{1}{m} \sum_{i=1}^{m} g_i(Y_i) \geq t \right) \leq \exp \left( - \frac{mt^2}{2(\beta_1 \sigma^2 + \beta_2 Mt)} \right),
\]

where \( \beta_1 \) and \( \beta_2 \) are defined in (6).

2.5. More Notations. For the simplicity when we analysis the likelihood \( L_n^m \), let

\[
w_i(\theta) := \frac{e^{\theta^T \varphi(Y_i)}}{h(Y_i)} \quad \text{and} \quad \bar{\varphi}(\theta) := \frac{\sum_{i=1}^{m} w_i(\theta) \varphi(Y_i)}{\sum_{i=1}^{m} w_i(\theta)}.
\]

Then the gradient \( \nabla L_n^m \) and the Hessian \( \nabla^2 L_n^m \) can be reformulated to

\[
\nabla L_n^m(\theta) = -\frac{1}{n} \sum_{i=1}^{n} \varphi(X_i) + \frac{\sum_{i=1}^{m} w_i(\theta) \varphi(Y_i)}{\sum_{i=1}^{m} w_i(\theta)} = -\frac{1}{n} \sum_{i=1}^{n} \varphi(X_i) + \bar{\varphi}(\theta)
\]

and

\[
\nabla^2 L_n^m(\theta) = \frac{\sum_{i=1}^{m} w_i(\theta) \varphi(Y_i) \varphi(Y_i)}{\sum_{i=1}^{m} w_i(\theta)} - \left( \frac{\sum_{i=1}^{m} w_i(\theta) \varphi(Y_i)}{\sum_{i=1}^{m} w_i(\theta)} \right)^2 \frac{\sum_{i=1}^{m} w_i(\theta) (\varphi(Y_i) - \bar{\varphi}(\theta))^2}{\sum_{i=1}^{m} w_i(\theta)}.
\]

From (8), we can see \( \nabla^2 L_n^m(\theta) \) is convex.

To deal with hypotheses testing for elements in \( \theta^* \), we need notations to represent the partitions of vectors \( \theta, \nabla L_n^m \) and matrix \( \nabla^2 L_n^m \). Let \( \theta = (\alpha, \beta^T) \), where \( \alpha \) is the first scalar of \( \theta \). We define

\[
\nabla L_n^m = (\nabla_\alpha L_n^m, (\nabla_\beta L_n^m)^T)^T \quad \text{and} \quad \nabla^2 L_n^m = \left( \nabla^2_{\alpha \alpha} L_n^m, \nabla^2_{\alpha \beta} L_n^m, \nabla^2_{\beta \beta} L_n^m \right)^T.
\]

Let \( H^* := \text{Cov}_\theta^*(\varphi(X)) \) and

\[
H^* = \left( H_{\alpha \alpha}^*, H_{\alpha \beta}^*, H_{\beta \beta}^* \right).
\]

3. \( \ell_1 \) Consistency via Compatibility Factor. In this section, we state the oracle inequality and show the \( \ell_1 \) consistency of the MCMC-MLE penalized by Elastic-net under some regularity conditions.

Define the cone set

\[
C(\zeta, T) := \{ \theta : \|\theta^*\|_1 \leq \zeta \|\theta_T\|_1 \}.
\]
If there exists a constant $\zeta > 1$ such that $z^* \leq \frac{\zeta - 1}{\zeta + 1} \lambda_1$. Therefore, $\lambda_1 - z^* \geq \frac{2}{\zeta + 1} \lambda_1$ and $\lambda_1 + z^* \leq \frac{2\zeta}{\zeta + 1} \lambda_1$. We have

$$
\frac{2}{\zeta + 1} \lambda_1 \|\hat{\theta}_T\|_1 \leq D^*_g(\hat{\theta}, \theta^*) + \frac{2}{\zeta + 1} \lambda_1 \|\hat{\theta}_T\|_1 \leq \frac{2\zeta}{\zeta + 1} \lambda_1 \|\hat{\theta}\|_1,
$$

which means $\hat{\theta}$ belongs to the cone $C(\zeta, T)$ on the event $\Omega_1 := \{z^* \leq \frac{\zeta - 1}{\zeta + 1} \lambda_1\}$.

Another very important value for the deriving of $\ell_1$ consistency is the compatibility factor, which is defined as

$$
F(\zeta, T, \Sigma) := \inf_{0 \neq \theta \in C(\zeta, T)} \frac{s(\theta^T \Sigma \theta)}{\|\theta\|_1^2},
$$

where $\Sigma$ is a $p \times p$ nonnegative-definite matrix.

To show the desired consistency, we need some regularity conditions:

**Assumption 1.** $\varphi$ is bounded: $\|\varphi\|_\infty \leq K$ for some $K > 0$. In particular, we can deduce the $\ell_\infty$-norm of covariance matrix $H^*$ is bounded: $\|H^*\|_\infty \leq C_{uni}$ for a constant $C_{uni} > 0$.

**Assumption 2.** $F(\zeta, T, H^*)$ have an uniform positive lower bound: $F(\zeta, T, H^*) \geq C_{\min}$ for some $C_{\min} > 0$.

**Assumption 3.** The $\ell_\infty$-norm of $\theta^*$ is bounded: $\|\theta^*\|_\infty \leq B$ for some $B > 0$.

For simplicity, we define

$$
F(\zeta, T) := F(\zeta, T, \nabla^2 L_n^m(\theta^*)) \quad \text{and} \quad F(\zeta, T) := F(\zeta, T, H^*).
$$

Now we present an important lemma which controls $||\hat{\theta} - \theta^*||$ by $F(\zeta, T)$.

**Lemma 3.1 (Appendix A.1).** Suppose Assumption 1 is satisfied. Define the event $\mathcal{P} = \{(\zeta + 1) s \lambda_1 \leq \frac{1}{2F(\zeta, T)}\}$. On the event $\mathcal{P} \cap \Omega_1$, we have

$$
||\hat{\theta} - \theta^*|| \leq \frac{c(\zeta + 1) s \lambda_1}{2F(\zeta, T)}.
$$

Before we provide the main theorem about consistency, we need to prove two concentration inequalities of $\nabla L_n^m(\theta^*)$ and $\nabla^2 L_n^m(\theta^*)$, which show $\nabla L_n^m(\theta^*)$ and $\nabla^2 L_n^m(\theta^*)$ respectively concentrate around 0 and $H^*$.

**Lemma 3.2 (Appendix A.2).** Under the Assumption 1, we have

$$
P(\|\nabla L_n^m(\theta^*)\|_\infty \leq t) \geq 1 - 2pe^{-\frac{m^2t^2}{2n}} - 2pe^{-\frac{m^2t^2}{4(n_1 M_1 + n_2 M_2)}} - e^{-\frac{m^2t^2}{4(n_1 M_1 + n_2 M_2)}}.
$$

**Lemma 3.3 (Appendix A.3).** Under the Assumption 1, we have

$$
P(\|\nabla^2 L_n^m(\theta^*) - H^*\|_\infty \leq t) \geq 1 - 2e^{-\frac{m^2t^2}{4(n_1 M_1 + n_2 M_2)}} - 2p^2e^{-\frac{m^2t^2}{16K^2(8K\beta_1^2 M_1 + 1)M_2}} - 2pe^{-\frac{m^2t^2}{64K^2(8K\beta_1^2 M_1 + 1)M_2}}.
$$

**Remark 3.1.** From the above two lemma, we can see $\|\nabla L_n^m(\theta^*)\|_\infty$ and $\|\nabla^2 L_n^m(\theta^*) - H^*\|_\infty$ are stochastically bounded,

$$
\|\nabla L_n^m(\theta^*)\|_\infty = O_p\left(\frac{\log(p)}{n} + \sqrt{\frac{\log(p)}{n}} \right) \quad \text{and} \quad \|\nabla^2 L_n^m(\theta^*) - H^*\|_\infty = O_p\left(\frac{\log(p)}{m}\right).
$$
Another tricky obstacle is the right hand of (12) contains a random variable \( F(\zeta, T) \). We want to use the deterministic \( F(\zeta, T) \) to approximate the stochastic \( F(\zeta, T) \), and thus we have the following lemma.

**Lemma 3.4** (Appendix A.4). With \( F(\zeta, T) \) and \( F(\zeta, T) \) defined in (11), we have
\[
F(\zeta, T) \geq F(\zeta, T) - s(\zeta + 1)^2 \| \nabla^2 \mathcal{L}_m - H^* \|_\infty.
\]

Now we state the main result of this section.

**Theorem 3.1** (Appendix A.5). Assume the Assumptions 1, 2 and 3 are satisfied. Assume there exists a constant \( \zeta > 1 \) such that \( \frac{\zeta - 1}{\zeta + 1} \lambda_1 - 2\lambda_2 B > 0 \) and \( \frac{(\zeta + 1)s\lambda_1}{2(\zeta + 1)^2} \leq \frac{1}{4K} \). Define \( \tau_1 := \frac{\zeta - 1}{\zeta + 1} \lambda_1 - 2\lambda_2 B \) and \( \tau_2 := \frac{C_{\min}}{2s(\zeta + 1)^2} \). Then we have
\[
\| \hat{\theta} - \theta^* \|_1 \leq \frac{e(\zeta + 1)s\lambda_1}{C_{\min}},
\]
with probability at least
\[
1 - \delta_1 - \delta_2,
\]
where we define
\[
\delta_1 = 2pe^{-\frac{m\tau_1^2}{8K\tau_2}} + 2pe^{-\frac{m\tau_1^2}{16K(8K\beta \lambda_1 M_1 + \tau_1\beta_2 M_2)}} + e^{-\frac{4(2(\zeta + 1)^2\beta_1 M_1 + \beta_2 M_2)^2}{2(\zeta + 1)^2}} \quad \text{and}
\]
\[
\delta_2 = 2e^{-\frac{m\tau_1^2}{4(2(\zeta + 1)^2\beta_1 M_1 + \beta_2 M_2)}} + 2pe^{-\frac{m\tau_1^2}{16K^2(8K\beta \lambda_1 M_1 + \tau_2\beta_2 M_2)}} + 2pe^{-\frac{m\tau_1^2}{64K^3(8K\beta \lambda_1 M_1 + \tau_2\beta_2 M_2)}}.
\]

Notice when we choose \( \lambda_1 = \frac{1}{4B(\zeta + 1)} \lambda_1 \), we have \( \tau_1 = \frac{\zeta - 1}{2(\zeta + 1)} \lambda_1 \). Fix a constant \( r_1 > 1 \) and set
\[
\lambda_1 > \frac{4K(\zeta + 1)}{\zeta - 1} \sqrt{\frac{2r_1 \log(p)}{n}},
\]
we have \( e^{\frac{m\tau_1^2}{8K\tau_2}} > e^{r_1} \), from which we have \( 2pe^{-\frac{m\tau_1^2}{8K\tau_2}} \to 0 \). And when we choose
\[
\frac{32K(\zeta + 1)}{\zeta - 1} \sqrt{\frac{\beta_1 M_1 r_1 \log(p)}{m}} < \lambda_1 < \frac{16K(\zeta + 1)}{\zeta - 1} \beta_2 M_2
\]
we have \( 8K\beta \lambda_1 M_1 > \tau_1\beta_2 M_2 \) and therefore,
\[
e^{-\frac{m\tau_1^2}{16K(8K\beta \lambda_1 M_1 + \tau_1\beta_2 M_2)}} > e^{-\frac{m\tau_1^2}{256K^2\beta \lambda_1 M_1}} > e^{-\frac{m\tau_1^2}{64K^3(8K\beta \lambda_1 M_1 + \tau_2\beta_2 M_2)}} \to 0.
\]

Therefore other components of \( \delta_1 \) and \( \delta_2 \) converge to 0. Noticing \( \| \hat{\theta} - \theta^* \|_1 \leq s\lambda_1 \) from the Theorem 3.1, we need \( \lambda_1 = o(1) \) to get the \( \ell_1 \) consistency, which means \( \sqrt{\frac{\log(p)}{n}} = o(1) \) and \( \sqrt{\frac{\log(p)}{m}} = o(1) \) according to (14) and (15). And under the condition \( \sqrt{\frac{\log(p)}{m}} = o(1) \), (16) is automatically satisfied, from which we have \( \delta_1, \delta_2 \to 0 \). From which we have the following important corollary on the \( \ell_1 \) consistency of the penalized MCMC-MLE.
Assume the Assumptions 1, 2 and 3 are satisfied. Then $\|\hat{\theta} - \theta^*\|_1$ is stochastically bounded with respect to $s(\sqrt{\log(p) n} + \sqrt{\log(p) m})$,

$$
\|\hat{\theta} - \theta^*\|_1 = O_p\left(s\left(\sqrt{\log(p) n} + \sqrt{\log(p) m}\right)\right),
$$

moreover we have the asymptotic consistency $\|\hat{\theta} - \theta^*\|_1 = o_p(1)$.

Remark 3.2. From the Corollary 3.1 and our assumption $\lambda_1 \sim \lambda_2 = o(1)$, we can see $\|\hat{\theta}\|_1 = o_p(1)$. We notice besides the conventional assumption $\sqrt{\log(p) n} = o(1)$ and the sparsity of $\theta^*$ for the consistency of high dimensional estimators, we need to further assume $\sqrt{\log(p) m} = o(1)$ to ensure a necessary convergence rate of MCMC method to obtain the consistency when Monte Carlo method is introduced.

4. Decorrelated Score Test. In this section, we propose a decorrelated score test for the testing of hypothesis $H_0 : \alpha^* = \alpha_0$ versus $H_1 : \alpha^* \neq \alpha_0$, which can be seen as the analogue of the conventional score test in the low dimensional background. The direct extension of profile partial score test is infeasible because the limiting distribution is intractable because of the large number of nuisance parameters. To overcome the difficulty, we propose a decorrelated method to eliminate the influence of nuisance parameters inspired by a projection method.

To test the hypothesis $H_0 : \alpha^* = \alpha_0$, we first estimate the true nuisance parameters $\beta$ by $\hat{\beta}$ using the Elastic-net-penalized MCMC-MLE defined in (4). Next, we use the combination of partial score function $\nabla_\beta L_n(\theta^*)$ to approximate $\nabla_\alpha L_n(\theta^*)$ in the sense of expectation

$$
w^* = \arg\min_{w \in \mathbb{R}^{p-1}} E(\nabla_\alpha L_n(\theta^*) - w^T \nabla_\beta L_n(\theta^*))^2
$$

$$
= (H^*_{\beta\beta})^{-1} H^*_{\alpha\beta},
$$

where $w^T \nabla_\beta L_n(\theta^*)$ can be viewed as the projection of $\nabla_\alpha L_n(\theta^*)$ onto the linear space spanned by the elements of $\nabla_\beta L_n(\theta^*)$. In the high dimensional background, the direct computation of $w^*$ by the sample version is ill posed, thus we use a lasso-type estimator $\hat{w}$ defined below to estimate $w^*$

$$
\hat{w} = \arg\min_{w \in \mathbb{R}^{p-1}} \frac{1}{2} w^T \nabla^2_{\beta\beta} L_n(\hat{\theta}) w - w^T \nabla^2_{\alpha\beta} L_n(\hat{\theta}) w + \lambda^* \|w\|_1,
$$

where $\lambda^*$ is a tuning parameter. Then we propose a decorrelated score function

$$
\hat{U}(\alpha, \hat{\beta}) := \nabla_\alpha L_n^m(\alpha, \hat{\beta}) - \hat{w}^T \nabla_\beta L_n^m(\alpha, \hat{\beta}).
$$

To derive the limiting distribution of the decorrelated score function under the null hypothesis $\alpha^* = \alpha_0$, we need the following assumptions.

Assumption 4. The eigenvalues of covariance matrix $H^*$ are bounded from both sides: $\lambda_{\min} \leq \lambda_{\min}(H^*) \leq \lambda_{\max}(H^*) \leq \lambda_{\max}$ for some $0 < \lambda_{\min} < \lambda_{\max}$.

Assumption 5. The $\ell_\infty$-norm of $w^*$ is bounded: $\|w^*\|_\infty \leq D$ for some $D > 0$.

To derive the asymptotic property of the decorrelated score function, we need some crucial lemmas. The Lemma 4.1 shows the asymptotic normality of $\nabla L_n^m$. 
LEMMA 4.1 (Appendix B.1). Assume $\frac{n}{m} \asymp \log(p)$. Assume the Assumptions 1 and 4 are satisfied. Then for vector $v \in \mathbb{R}^p$ with $\|v\|_0 = s' = O(1)$, we have

$$\frac{\sqrt{n}v^T \nabla L_n^m(\theta^*)}{\sqrt{v^T H^* v}} \xrightarrow{d} N(0, 1).$$

REMARK 4.1. We notice from the Lemma 4.1, to ensure the asymptotic normality of $\nabla L_n^m(\theta^*)$, we need to further assume $\frac{n}{m} \asymp \log(p)$, which means we need more samples to accelerate the convergence of MCMC method.

Another lemma below shows the consistency of the estimator $\hat{w}$, which is essential in the later proof.

LEMMA 4.2 (Appendix B.2). Assume the Assumptions 1, 2, 3, 4 and 5 are satisfied. Suppose $\lambda_1 \asymp (\sqrt{\frac{\log(p)}{m}} + \sqrt{\frac{\log(p)}{m}})$, $\lambda_1 \asymp \lambda_2 \asymp \lambda' = o(1)$ and $s = s' = O(1)$. We have

$$\|\hat{w} - w^*\|_1 = O_p\left((s + s')(\sqrt{\frac{\log(p)}{n}} + \sqrt{\frac{\log(p)}{m}})\right),$$

where $s' := \|w^*\|_0$.

Notice the sparsity of $w^*$ and true parameter $\theta^*$ is necessary for the asymptotic normality of $\nabla L_n^m(\theta^*)$ and the consistency of $\hat{w}$. Besides, we need $\lambda' \asymp \lambda_1$ to ensure the consistency of $\hat{w}$.

Now we state the main result of this section, which shows the asymptotic normality of the decorrelated score function $\hat{U}(\alpha, \hat{\beta})$ under the null hypothesis.

THEOREM 4.1 (Appendix B.4). Assume the Assumptions 1, 2, 3, 4 and 5 are satisfied. Suppose $\lambda_1 \asymp (\sqrt{\frac{\log(p)}{n}} + \sqrt{\frac{\log(p)}{m}})$, $\lambda_1 \asymp \lambda_2 \asymp \lambda' = o(1)$ and $s = s' = O(1)$. For the relations among $m$, $n$ and $p$, we further assume $(\sqrt{\frac{\log(p)}{n}} + \sqrt{\frac{\log(p)}{m}}) = o(1)$ and $\frac{m}{n} \asymp \log(p)$. Then under the null hypothesis $\alpha^* = \alpha_0$, the decorrelated score test $\hat{U}(\alpha, \hat{\beta})$ defined in (17) satisfies

$$\sqrt{n}\hat{U}(\alpha_0, \hat{\beta}) \xrightarrow{d} N(0, H^*_{\alpha|\beta}),$$

where the variance $H^*_{\alpha|\beta}$ of the limiting distribution is defined by

$$H^*_{\alpha|\beta} := H_{\alpha\alpha} - w^*H^*_{\alpha|\beta} = H_{\alpha\alpha} - (H_{\alpha\beta}^*)^T H_{\beta\beta}^{-1} H_{\alpha\beta}^*.$$

REMARK 4.2. From the Theorem 4.1, we notice to achieve the asymptotic normality of the decorrelated score function, we should further assume $(\sqrt{\frac{\log(p)}{n}} + \sqrt{\frac{\log(p)}{m}}) = o(1)$, which is stronger than the assumption $(\sqrt{\frac{\log(p)}{n}} + \sqrt{\frac{\log(p)}{m}}) = o(1)$ needed for the consistency of $\|\hat{\theta}\|_1$. And the stronger assumption here is consistent with the existing work for the proportional hazards model [22] and more general statistical models [41].

We estimate the variance of the limiting normal distribution by $\hat{H}_{\alpha|\beta}$ defined below

$$\hat{H}_{\alpha|\beta} := \nabla^2_{\alpha\alpha} L_n^m(\hat{\theta}) - \hat{w}^T \nabla^2_{\alpha\beta} L_n^m(\hat{\theta}).$$

Next lemma shows the consistency of $\hat{H}_{\alpha|\beta}$. 
LEMMA 4.3 (Appendix B.5). Assume the Assumptions 1, 2, 3, 4 and 5 are satisfied. Suppose \( \lambda_1 \asymp (\sqrt{\frac{\log(p)}{n}} + \sqrt{\frac{\log(p)}{m}}) \), \( \lambda_1 \asymp \lambda_2 \asymp \lambda' = o(1) \) and \( s = s' = O(1) \). We have
\[
|\hat{H}_{\alpha|\beta} - H^*_{\alpha|\beta}| = O_p \left( (s + s') \left( \sqrt{\frac{\log(p)}{n}} + \sqrt{\frac{\log(p)}{m}} \right) \right).
\]

Therefore, we define the decorrelated score test statistic by
\[
\hat{S}_n := \sqrt{n \hat{H}_{\alpha|\beta}} \hat{U}(\alpha_0, \hat{\beta}).
\]

Because of the Theorem 4.1 and the Lemma 4.3, we can see the limiting distribution of \( \hat{S}_n \) is standard normal distribution
\[
\hat{S}_n \xrightarrow{d} N(0, 1).
\]

Thus given a significance level \( \eta \in (0, 1) \), the decorrelated score test \( \psi(\eta) \) is defined by
\[
\psi(\eta) = \begin{cases} 
0 & \text{if } |\hat{S}_n| \leq \Psi^{-1}(1 - \frac{\eta}{2}), \\
1 & \text{others,}
\end{cases}
\]

where \( \Psi^{-1} \) is the inverse of the cumulative distribution function of the standard normal distribution \( \Psi \) and \( \Psi^{-1}(1 - \frac{\eta}{2}) \) is also the \( (1 - \frac{\eta}{2}) \)th quantile of the standard normal distribution. According to the construction of \( \psi(\eta) \), we should reject the null hypothesis \( \alpha^* = \alpha_0 \) if and only if \( \psi(\eta) = 1 \) and the type I error of the decorrelated score test \( \psi(\eta) \) asymptotically converges to \( \eta \).

5. Confidence Interval via One-step Estimator. In this section, we propose a confidence interval for the true parameter \( \alpha^* \), overcoming the shortcoming that the decorrelated score function in last section does not directly imply a confidence interval for \( \alpha^* \).

The key idea to derive a confidence interval for \( \alpha^* \) is based on the decorrelated score function \( \tilde{U}(\alpha, \tilde{\beta}) \). From the Theorem 4.1, the root of the equation \( \tilde{U}(\alpha, \tilde{\beta}) = 0 \) serves as a good approximation to \( \alpha^* \). However, direct computation to solve the equation is computationally infeasible. An alternative way we apply here is to linearize \( \tilde{U}(\alpha, \tilde{\beta}) \) at the penalized estimator \( \hat{\alpha} \) and use the following one-step estimator \( \tilde{\alpha} \)

\[
\tilde{\alpha} := \hat{\alpha} - \left( \frac{\partial \tilde{U}(\hat{\alpha}, \tilde{\beta})}{\partial \alpha} \right)^{-1} \tilde{U}(\hat{\alpha}, \tilde{\beta}),
\]

where \( \tilde{\theta} = (\hat{\alpha}, \hat{\beta}^T)^T \) is the Elastic-net-penalized MCMC-MLE in (4) and \( \tilde{U}(\alpha, \tilde{\beta}) \) is the decorrelated score test defined in (17). Notice the construction of \( \tilde{\alpha} \) is similar to the one step iteration at the initial point \( \alpha = \hat{\alpha} \) using Newton’s method to solve the equation \( \tilde{U}(\alpha, \tilde{\beta}) = 0 \).

For the asymptotic normality of \( \tilde{\alpha} \), we have the following theorem.

THEOREM 5.1 (Appendix C). Assume the Assumptions 1, 2, 3, 4 and 5 are satisfied. Suppose \( \lambda_1 \asymp (\sqrt{\frac{\log(p)}{n}} + \sqrt{\frac{\log(p)}{m}}) \), \( \lambda_1 \asymp \lambda_2 \asymp \lambda' = o(1) \) and \( s = s' = O(1) \). For the relations among \( m, n \) and \( p \), we further assume \( (\frac{\log(p)}{n} + \frac{\log(p)}{m}) = o(1) \) and \( \frac{m}{n} \asymp \log(p) \). Then the decorrelated one-step estimator \( \tilde{\alpha} \) defined in (18) is asymptotic normality satisfying
\[
\sqrt{n}(\tilde{\alpha} - \alpha^*) \xrightarrow{d} N(0, H_{\alpha|\beta}^{-1}).
\]
From the Theorem 5.1 and the Lemma 4.3, we have

\[
\sqrt{n\hat{H}_{\alpha|\beta}}(\tilde{\alpha} - \alpha^*) \overset{d}{\to} N(0, 1),
\]

from which we can easily construct a 100(1 - \eta)\% confidence interval for \alpha^*

\[
\left[ \tilde{\alpha} - \Psi^{-1}(1 - \frac{\eta}{2}) \sqrt{n\hat{H}_{\alpha|\beta}} , \tilde{\alpha} + \Psi^{-1}(1 - \frac{\eta}{2}) \sqrt{n\hat{H}_{\alpha|\beta}} \right].
\]

6. False Discovery Rate Control via both p-values and e-values.

In this section, we propose a false discovery rate (FDR) control procedure with both p-values and e-values, which controls the FDR via slightly different ways. The p-value FDR control provides the classic results, which can be compared with the existent results, while FDR via e-values is able to control the FDR at level \epsilon under any unknown dependence between e-values.

6.1. General Setting for FDR Control. For \(k \in \mathcal{P} := \{1, 2, \cdots, p\}\), let the \(k\)-th hypothesis be \(H_k : \theta_k = \theta_k^*\), where \(\theta_k\) is the \(k\)-th scalar of the parameter \(\theta = (\theta_1, \cdots, \theta_p)^T\) in the model and \(\theta_k^*\) is the parameter of interest. Notice \(\theta_k^*\) may not be the true parameter of the model. Let \(\mathcal{N} \subset \mathcal{P}\) be the set of unknown true null hypotheses.

A FDR control procedure \(\mathcal{G}\) accepts or rejects each hypothesis \(H_k\) based on the observation \(e_k\). Define the set \(\mathcal{D} \subseteq \mathcal{P}\) to be the hypotheses rejected by the procedure \(\mathcal{G}\), which is called discoveries by the literature. Thus the set \(\mathcal{N} \cap \mathcal{D}\) contains the true null hypotheses rejected by the procedure \(\mathcal{G}\), which is called false discoveries. Define the false discovery proportion (FDP) to be the ratio of the number of false discoveries to discoveries \(\text{FDP}_\mathcal{G} = |\mathcal{N} \cap \mathcal{D}|/|\mathcal{D}|\), which is a crucial value reflecting the performance of FDR control procedure. Since the FDP\(_\mathcal{G}\) is a random variable, the expectation of FDP\(_\mathcal{G}\) under the distribution generating the data is called the false discovery rate (FDR) of the procedure \(\mathcal{G}\)

\[
\text{FDR}_\mathcal{G} = E(\text{FDP}_\mathcal{G}) = E\left[ \frac{|\mathcal{N} \cap \mathcal{D}|}{|\mathcal{D}|} \right].
\]

Designing an appropriate procedure to control the FDR is a central task in multiple hypothesis testing. We will provide two different FDR procedures based on traditional p-values and the novel e-values.

6.2. FDR Control via classic p-values. It is worthy to bear in mind that for classic p-values, the correlation between them makes we cannot simply summarize them to construct the statistics, extra technique to tackle the correlation are required.

Fortunately, in spirit of [19], we can use data-splitting and mirror statistic to control it. The mirror statistic is defined as follows

\[
M_j = \text{sgn} \left( T_j^{(1)} T_j^{(2)} \right) f(|T_j^{(1)}|, |T_j^{(2)}|),
\]

where \(f(u, v)\) is a non-negative, symmetric, and monotonically increasing in \(u\) and \(v\), and \(T_j^{(\ell)}\) is the normalized estimates for \(\theta_j\) in \((\ell)\)-th part of the whole data. Here we use

\[
T_j^{(\ell)} = \hat{\theta}_j \sqrt{n\hat{H}_{j|-j}/2}
\]

in which \(\hat{\theta}_j\) is the one-step estimator for \(\theta_j\) in Section 5. Then we can apply the following algorithm similar to [19] and then asymptotically control the FDR.
Algorithm 1 FDR control via single data split

1: For each \( j \), calculate the mirror statistic \( M_j \).
2: Given a designated level \( q \in (0, 1) \), the cutoff is
   \[
   \tau_q = \inf \left\{ t > 0 : \frac{\# \{ j : M_j < -t \}}{\# \{ j : M_j > t \}} \leq q \right\}.
   \]
3: Set \( \hat{S} = \{ j : M_j > \tau_q \} \).

We require the following extra assumptions to theoretically justify our method to control FDR.

**Assumption 6.** \( \{ j \in S_0 \} \) are exchangeable, that is for population version \( X \), we have \( X_j \overset{d}{=} X_k \) and \( X_j | X_{-j} \overset{d}{=} X_k | X_{-k} \).

**Assumption 7.** The number of null signal \( p_0 = |S_0| = |\{ 1 \leq j \leq p : \theta_j^* = 0 \}| \) satisfies
\[
p_0 = O\left( \sqrt{n \log p} \right).
\]

**Assumption 8.** The sparsity \( v^* \) on \( \Theta = H^{* \perp} \) satisfies
\[
v^* = \max_{j=1, \cdots, p} \left| \{ 1 \leq k \leq p, \Theta_{jk} \neq 0 \} \right| = o\left( \sqrt{\frac{n}{\log p}} \right).
\]

In contrast to the setting in previous sections, here we require stronger sparsity on the true coefficient vector \( \theta^* \) (\( p_0 \gg \log p \) and \( p_0 \geq \sqrt{n} / \log p \)) as well as extra conditions on the precision \( \Theta \). Assumption 6 can let the elastic net estimator enjoys a fast convergence rate, see [9], and Assumption 7 also appears in [34], [48], and [19], which is natural and gives a stronger structure for \( H^* \).

**Lemma 6.1 (Appendix D.1).** Suppose the condition is the same as that in Theorem 5.1, then for the elastic-net estimator \( \hat{\theta} \) in Section 2.3, if Assumption 6 and Assumption 7 holds, then we have
\[
\text{cov}(\hat{\theta}_j, \hat{\theta}_k) = O(n^{-1}), \quad j, k \in S_0.
\]

**Theorem 6.1 (Appendix D.2).** Assume the condition is the same as that in Theorem 5.1. Furthermore, we also suppose \( \hat{H}_{|j|} \) is uniformly integrable for any \( j \in S_0 \). Then if Assumption 6, 7, and 8 also holds, we have
\[
\limsup_{n,p \to \infty} \text{FDR}_G := \limsup_{n,p \to \infty} \text{E} \left[ \frac{\# \{ j : j \in S_0, j \in \hat{S}_{\tau_q} \}}{\# \{ j \in \hat{S}_{\tau_q} \}} \right] \leq q.
\]

Algorithm 1, i.e. single data split, can theoretically achieve a good performance. However, single data split may have some disadvantages, like potential power loss or non-stability, see [19]. We can apply the following multiple data splits similar to that in [19]. Denote
\[
I_j = \text{E} \left[ \frac{\mathbb{I}(j \in \hat{S})}{|\hat{S}|} \right], \quad \hat{I}_j = \frac{1}{m} \sum_{k=1}^{m} \frac{\mathbb{I}(j \in \hat{S}^{(k)})}{|\hat{S}^{(k)}|},
\]
where \( \hat{S}^{(k)} \) represents the selected features in \( k \)-th data split by using Algorithm 1. We call \( I_j \) as the inclusion rate, and assume \( I_j = 0 \) if \( |\hat{S}| = 0 \).
Algorithm 2 FDR control via multiple data split

1: Sort $I_j$ by $0 \leq I_{(1)} \leq I_{(2)} \leq \cdots \leq I_{(p)}$.
2: Find the largest $\ell$ such that $I_{(1)} + \cdots + I_{(\ell)} \leq q$.
3: Select the features $\hat{S}_{\text{mul}} = \{ j : I_j > I_{(\ell)} \}$.

Theorem 6.2 (Appendix D.3). Suppose the condition is the same as that in Theorem 6.1, then the $\hat{S}_{\text{mul}}$ selected by Algorithm 2 satisfies

$$\limsup_{n,p \to \infty} \text{FDP}_G := \limsup_{n,p \to \infty} \frac{\# \{ j : j \in S_0, j \in \hat{S}_{\text{mul}} \}}{\# \{ j : j \in \hat{S}_{\text{mul}} \}} \leq q.$$  

Theorem 6.2 guarantees Algorithm 2 can also control the FDR efficiently. Furthermore, since

$$\text{var} \left( \frac{\mathbb{1}(j \in \hat{S})}{|\hat{S}|} \right) \geq \text{var} \left( \mathbb{E} \left[ \frac{\mathbb{1}(j \in \hat{S})}{|\hat{S}|} \right] \bigg| \text{data} \right),$$

multiple data split is essentially a Rao-Blackwell improvement of single data split under our algorithms.

6.3. E-BH Procedure and Theoretical Guarantee. In this subsection, we will provide a procedure controlling the FDR based on the e-BH procedure in [50, 51] and then analyze the asymptotic performance of the procedure we propose. As said in the Introduction, e-values share additivity regardless of correlation between covariates. This property will allow our FDR controlling procedure via e-values to be much easier and more direct than the FDR procedure via p-values.

For $k \in \mathcal{P}$, let $\theta_{-k}$ be the parameter $\theta$ excluding the $k$-th component $\theta_k$

$$\theta_{-k} := (\theta_1, \cdots, \theta_{k-1}, \theta_{k+1}, \cdots, \theta_p)^T.$$  

The FDR control procedure is given as follows.

Algorithm 3 FDR control via e-values

1: For each $k \in \mathcal{P}$, compute the e-values $e_k$ corresponding to each hypothesis $H_k$ by

$$e_k = \sqrt{\frac{\pi}{2}} \cdot \sqrt{n H_{\theta_k | \theta_{-k}}} |\hat{\theta}_k - \theta_k^*|.$$  

2: For each $k \in \mathcal{P}$, let $e_{(k)}$ be the $k$-th order statistics of $e_1, \cdots, e_p$ from the largest to the smallest.

3: Define $k^*$ to be

$$k^* := \max \left\{ k \in \mathcal{K} : \frac{ke_{(k)}}{p} \geq \frac{1}{\epsilon} \bigg\{ \max \{ \emptyset \} = 0 \right\},$$

reject the largest $k^*$ e-values (hypotheses).

When the hypothesis $H_k$ is true, by (19) we see

$$\sqrt{\frac{2}{\pi}} e_k \overset{d}{\to} N(0,1),$$

which means we are more likely to reject the hypothesis when $e_k$ is large. The coefficient $\sqrt{\pi/2}$ in Step 2 in the algorithm above is used to normalize the expectation value of e-values, which we will see more clearly in the following proof.
When analyze the asymptotic performance of the FDR control procedure, we take e-values as random variables and denote

\[ E_k = \sqrt{\frac{\pi}{2}} \cdot \sqrt{n \tilde{H}_{\theta_k|\theta_k}} |\hat{\theta}_k - \theta_k^*| . \]

To obtain an appropriate theoretical guarantee for the procedure above, we need an assumption on the limiting behavior of e-values \( E_k \).

**ASSUMPTION 9.** Let \( \theta^* \) be the parameter which generates the data and \( E_k \) be the random variables of e-values in (20). For any sequence of subsets \( S_n \subseteq \mathcal{P} \), the average of the expectation values of \( E_k \) over the subset \( S_n \) has limit superior less than 1, which means

\[
\limsup_{n,p \to \infty} \frac{1}{|S_n|} \sum_{k \in S_n} E(E_k) \leq 1.
\]

**REMARK 6.1.** Notice in the Assumption 9, \( S_n \) and \( \mathcal{P} \) both depend on different \( n \). The rationality of the Assumption 9 comes from the following observation. By (19), we have

\[
\lim_{n \to \infty} E(E_k) = \sqrt{\frac{\pi}{2}} \lim_{n \to \infty} E \left( \sqrt{n \tilde{H}_{\theta_k|\theta_k}} |\hat{\theta}_k - \theta_k^*| \right) = \sqrt{\frac{\pi}{2}} \cdot E|Z| = 1. \quad (Z \sim N(0,1))
\]

Thus we assume the average of \( E(E_k) \) over any subset of \( \mathcal{P} \) has limit superior when \( n \) tends to infinity.

Under the assumption above, we have the following theorem controlling the FDR of the procedure in the asymptotic sense.

**THEOREM 6.3 (Appendix D.4).** Under the Assumptions 1 to 9, let \( \mathcal{G} \) be the FDR control procedure given in the above algorithm. Then for any \( \epsilon \in (0, 1) \), the FDR has limit superior at most \( \epsilon \)

\[
\limsup_{n,p \to \infty} \text{FDR}_\mathcal{G} \leq \epsilon.
\]
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APPENDIX A: PROOFS OF THEOREM AND LEMMAS IN SECTION 3

A.1. Proof of Lemma 3.1. Define $\theta^\dagger = \frac{\hat{\theta}}{\|\hat{\theta}\|_1}$, we notice $\theta^\dagger \in \mathcal{C}(\zeta, T)$ and $\|\theta^\dagger\|_1 = 1$.

Define the function

$$g(t) := (\theta^\dagger)^T (\nabla L^m_n(\theta^* + t\theta^\dagger) - \nabla L^m_n(\theta^*))$$

which is nondecreasing because $\nabla^2 L^m_n$ is convex.

For $t \in (0, \|\hat{\theta}\|_1)$, according to Lemma 2.1 and (9), we have

$$g(t) \leq g(\|\hat{\theta}\|_1) = (\theta^\dagger)^T (\nabla L^m_n(\theta^* + \|\hat{\theta}\|_1\theta^\dagger) - \nabla L^m_n(\theta^*))$$

$$= \|\hat{\theta}\|_1^(-1) (\hat{\theta} - \theta^*)^T (\nabla L^m_n(\hat{\theta}) - \nabla L^m_n(\theta^*))$$

$$= \|\hat{\theta}\|_1^(-1) D^g(\hat{\theta}, \theta^*) \leq \|\hat{\theta}\|_1^(-1) D^d(\hat{\theta}, \theta^*)$$

$$\leq \|\hat{\theta}\|_1^(-1) \left\{ \frac{2\zeta}{1 + \zeta} |\sqrt{1 + \zeta}| \right\}$$

Let $\tilde{t}$ be the maximal value which satisfies

$$g(t) \leq \frac{2\zeta}{1 + \zeta} |\sqrt{1 + \zeta}|$$

Notice

$$w_i(\theta^* + t\theta^\dagger) = \frac{e^{(\theta^* + t\theta^\dagger)^T \varphi(Y_i)}}{h(Y_i)} = e^{t(\theta^\dagger)^T \varphi(Y_i)} w_i(\theta^*)$$

According to (7), we have

$$\nabla L^m_n(\theta^* + t\theta^\dagger) - \nabla L^m_n(\theta^*) = \frac{\sum_{i=1}^m w_i(\theta^* + t\theta^\dagger) \varphi(Y_i)}{\sum_{i=1}^m w_i(\theta^* + t\theta^\dagger)} - \frac{\sum_{i=1}^m w_i(\theta^*) \varphi(Y_i)}{\sum_{i=1}^m w_i(\theta^*)}$$

$$= \sum_{i=1}^m \frac{e^{(\theta^\dagger)^T \varphi(Y_i)} w_i(\theta^*) \varphi(Y_i)}{\sum_{i=1}^m e^{(\theta^\dagger)^T \varphi(Y_i)} w_i(\theta^*)} - \sum_{i=1}^m \frac{w_i(\theta^*) \varphi(Y_i)}{\sum_{i=1}^m w_i(\theta^*)}$$

Let $a_i := t(\theta^\dagger)^T (\varphi(Y_i) - \varphi^\dagger(Y_i))$ and $w_i = w_i(\theta^*)$, we have

$$t\theta^\dagger (\nabla L^m_n(\theta^* + t\theta^\dagger) - \nabla L^m_n(\theta^*)) = \frac{\sum_{i=1}^m w_i(\theta^*) e^{t(\theta^\dagger)^T \varphi(Y_i)} t(\theta^\dagger)^T \varphi(Y_i)}{\sum_{i=1}^m w_i(\theta^*) e^{t(\theta^\dagger)^T \varphi(Y_i)}} - \frac{\sum_{i=1}^m w_i(\theta^*) (a_i + t(\theta^\dagger)^T \varphi^\dagger(\theta^*))}{\sum_{i=1}^m w_i}$$

$$= \frac{\sum_{i=1}^m w_i e^{a_i} (a_i + t(\theta^\dagger)^T \varphi^\dagger(\theta^*))}{\sum_{i=1}^m w_i} - \frac{\sum_{i=1}^m w_i a_i}{\sum_{i=1}^m w_i}$$

$$= \sum_{i=1}^m w_i e^{a_i} a_i - \sum_{i=1}^m w_i a_i$$

$$= \sum_{1 \leq i,j \leq m} w_i w_j a_i e^{a_i} - \sum_{1 \leq i,j \leq m} w_i w_j e^{a_i}$$
\[
\sum_{1 \leq i, j \leq m} w_i w_j (a_i - a_j)(e^{a_i} - e^{a_j}) = 2 \sum_{1 \leq i, j \leq m} w_i w_j (a_i - a_j)^2
\]

Notice \(|a_i| \leq t\|\theta^\dagger\|_1\|\varphi(Y_i) - \varphi(\theta^*)\|_\infty \leq 2Kt\) and
\[
\sum_{1 \leq i, j \leq m} w_i w_j (a_i - a_j)^2 = 2 \sum_{1 \leq i \leq m} w_i \sum_{1 \leq j \leq m} w_j a_j^2
\]
due to \(\sum_{1 \leq i \leq m} w_i a_i = 0\). Using the inequality
\[
\frac{e^y - e^x}{y - x} \geq e^{-(|y|\|x|)},
\]
we have
\[
\sum_{1 \leq i, j \leq m} w_i w_j (a_i - a_j)(e^{a_i} - e^{a_j}) \geq e^{-4Kt} \sum_{1 \leq i, j \leq m} w_i w_j (a_i - a_j)^2 \\
= e^{-4Kt} \sum_{1 \leq i \leq m} w_i \sum_{1 \leq j \leq m} w_j a_j^2 \\
= e^{-4Kt} \sum_{1 \leq i \leq m} w_i a_i^2 = e^{-4Kt} t^2 (\theta^\dagger)^T \nabla^2 L^m_n(\theta^*) \theta^\dagger,
\]
where the last step is from the reformulation of \(L^m_n(\theta^*)\) in (8). Therefore, we have
\[
t\theta^\dagger (\nabla L^m_n(\theta^* + t\theta^\dagger) - \nabla L^m_n(\theta^*)) \geq e^{-4Kt} t^2 (\theta^\dagger)^T \nabla^2 L^m_n(\theta^*) \theta^\dagger.
\]

According to the definition of \(\hat{F}(\zeta, T)\) and (21), we have
\[
t e^{-4Kt} \hat{F}(\zeta, T) \|\theta^\dagger\|_1^2 \leq t e^{-4Kt} s(\theta^\dagger)^T \nabla^2 L^m_n(\theta^*) \theta^\dagger \\
\leq s\theta^\dagger (\nabla L^m_n(\theta^* + t\theta^\dagger) - \nabla L^m_n(\theta^*)) \\
\leq \frac{2\zeta}{\zeta + 1} s\lambda_1 \|\theta^\dagger\|_1 - \frac{2}{\zeta + 1} s\lambda_1 \|\theta^\dagger\|_1 \\
\leq \frac{\zeta + 1}{2} s\lambda_1 \|\theta^\dagger\|_1^2,
\]
which means
\[
t e^{-4Kt} \leq \frac{(\zeta + 1)s\lambda_1}{2F(\zeta, T)} \quad \text{for} \quad t \in (0, \hat{t}).
\]

Consider the function \(y(t) = t e^{-4Kt}\), \(y(t)\) gets its unique maximum \(y_{\max} = \frac{1}{4K} e\) at \(t_{\max} = \frac{1}{4K}\).
On the event
\[ P \cap \Omega_1 = \left\{ \frac{(\zeta + 1)s\lambda_1}{2F(\zeta, T)} \leq \frac{1}{4Ke} \right\} \cap \Omega_1, \]
we have \( \|\hat{\theta}\|_1 \leq \tilde{t} \leq \frac{1}{4K} \), by which we have \( e^{-1} \leq e^{-4K\tilde{t}} \), and therefore
\[ \|\hat{\theta}\|_1 e^{-1} \leq \tilde{t} e^{-4K\tilde{t}} \leq \frac{(\zeta + 1)s\lambda_1}{2F(\zeta, T)}. \]
\[ \square \]

A.2. Proof of Lemma 3.2. Notice
\[
\nabla L_{n,j}^m(\theta^*) = -\frac{1}{n} \sum_{i=1}^n \varphi_j(Y_i) + \frac{\sum_{i=1}^m w_i(\theta^*)\varphi_j(Y_i)}{\sum_{i=1}^m w_i(\theta^*)}
\]
\[ = -\frac{1}{n} \sum_{i=1}^n (\varphi_j(Y_i) - E_{\theta^*}\varphi_j(X)) + \frac{\sum_{i=1}^m w_i(\theta^*) (\varphi_j(Y_i) - E_{\theta^*}\varphi_j(X))}{\sum_{i=1}^m w_i(\theta^*)}. \]

Define
\[ A_j = \left\{ \left| \frac{1}{n} \sum_{i=1}^n \varphi_j(X_i) - E_{\theta^*}\varphi_j(X) \right| \geq \frac{t}{2} \right\}, \quad B_j = \left\{ \left| \frac{\sum_{i=1}^m w_i(\theta^*) (\varphi_j(Y_i) - E_{\theta^*}\varphi_j(X))}{\sum_{i=1}^m w_i(\theta^*)} \right| \geq \frac{t}{2} \right\}, \]
\[ C_j = \left\{ \left| \frac{1}{m} \sum_{i=1}^m w_i(\theta^*) (\varphi_j(Y_i) - E_{\theta^*}\varphi_j(X)) \right| \geq \frac{t}{4} C(\theta^*) \right\} \quad \text{and} \quad D = \left\{ \frac{1}{m} \sum_{i=1}^m w_i(\theta^*) \leq \frac{1}{2} C(\theta^*) \right\}. \]

For different events, we have the following relations
\[ (i) \{\| \nabla L_{n,j}^m(\theta^*) \|_\infty \leq t \} = \bigcap_{1 \leq j \leq p} \{ | \nabla L_{n,j}^m(\theta^*) | \leq t \}, \]
\[ (ii) \{ | \nabla L_{n,j}^m(\theta^*) | \geq t \} \subseteq A_j \cup B_j \quad \text{due to the decomposition of } \nabla L_{n,j}^m(\theta^*), \]
\[ (iii) \quad B_j \setminus D \subseteq C_j \rightarrow B_j \subseteq C_j \cup D, \]
from which we have
\[ \bigcup_{1 \leq j \leq p} \{ | \nabla L_{n,j}^m(\theta^*) | \|_\infty \geq t \} \subseteq \bigcup_{1 \leq j \leq p} A_j \cup C_j \cup D. \]

According to the Hoeffding inequality [Corollary 2.1 in [59]] and \( |\varphi_j(Y_i)| \leq K \), we have
\[ P(A_j) \leq 2 \exp \left( -\frac{2 \left( \frac{nt}{2} \right)^2}{\sum_{i=1}^m (2K)^2} \right) = 2e^{-\frac{nt^2}{4K^2}}. \]
\[ \text{(22)} \]

Let
\[ g(Y) = \frac{e^{(\theta^*)^T \varphi(Y)} (\varphi_j(Y) - E_{\theta^*}\varphi_j(X))}{h(Y)}. \]
Because
\[ E_{Y \sim h} g(Y) = \sum_{y \in \mathcal{X}} e^{(\theta^*)^T \varphi(y)} \varphi_j(y) - C(\theta^*) E_{\theta^*} \varphi_j(X) = 0, \]
use Lemma 2.2 and let \( g_i(Y) = g(Y) \). Notice \( \|g\|_{\infty} \leq 2KM_2C(\theta^*) \) and
\[ E_{Y \sim h} g^2(Y) \leq 4K^2 E_{Y \sim h} \left( \frac{e^{(\theta^*)^T \varphi(Y)}}{h(Y)} \right)^2 = (2KC(\theta^*))^2 M_1, \]
because
\[ |\varphi_j(Y) - E_{\theta^*} \varphi_j(X)| \leq |\varphi_j(Y)| + E_{\theta^*} |\varphi_j(X)| \leq 2K. \]
Apply Lemma 2.2 and let \( M = 2KM_2C(\theta^*) \). Noticing \( \sigma^2 \leq (2KC(\theta^*))^2 M_1 \), we have
\[ P(C_j) \leq 2 \exp \left( -\frac{m(\frac{4}{3}C(\theta^*))^2}{2(\beta_1(2KC(\theta^*))^2 M_1 + \beta_22KC(\theta^*)M_2\frac{4}{3}C(\theta^*))} \right) \]
\[ = 2 \exp \left( -\frac{ml^2}{16K(8K\beta_1 M_1 + t\beta_2 M_2)} \right), \]
Now, define a new \( g(Y) \)
\[ g(Y) = \frac{e^{(\theta^*)^T \varphi(Y)}}{h(Y)} - C(\theta^*), \]
noticing \( E_{Y \sim h} g(Y) = 0 \) and \( \|g\|_{\infty} \leq M_2C(\theta^*) \).
Notice
\[ E_{Y \sim h} g^2(Y) \leq E_{Y \sim h} \left( \frac{e^{(\theta^*)^T \varphi(Y)}}{h(Y)} \right)^2 = C^2(\theta^*)M_1 \]
Again using Lemma 2.2, let \( g_i(Y) = g(Y) \) and \( M = C(\theta^*)M_2 \). Noticing \( \sigma^2 \leq C^2(\theta^*)M_1 \), we have
\[ P(D) \leq \exp \left( -\frac{m(C(\theta^*)^2}{2(2\beta_1 C^2(\theta^*)M_1 + \beta_2 C(\theta^*)M_2 C(\theta^*)^2)} \right) \]
\[ = \exp \left( -\frac{m}{4(2\beta_1 M_1 + \beta_2 M_2)} \right). \]
With (22), (23) and (24), we conclude
\[ P(\|\nabla L_n^m(\theta^*)\|_{\infty} \leq t) = 1 - P(\|\nabla L_n^m(\theta^*)\|_{\infty} \geq t) \]
\[ \geq 1 - 2pe^{-\frac{ml^2}{8K^2} - \frac{ml^2}{16K(8K\beta_1 M_1 + t\beta_2 M_2)} + \frac{ml^2}{4(2\beta_1 M_1 + \beta_2 M_2)}}. \]
\[ \square \]

**A.3. Proof of Lemma 3.3.** According to the reformulation of \( \nabla^2 L_n^m(\theta^*) \) in (8) and the definition of \( H^* = \text{Cov}_{\theta^*} \varphi(X) \) in (1), we have
\[ \nabla L_n^m(\theta^*) - H^* = \left( \sum_{i=1}^{m} w_i(\theta) \varphi(Y_i)^2 \right) - \left( \sum_{i=1}^{m} w_i(\theta) \varphi(X)^2 \right) \]
\[ =: F + E. \]
Notice

\[ F_{kl} = \frac{1}{m} \sum_{i=1}^{m} w_i(\theta) (\varphi_k(Y_i)\varphi_l(Y_i) - E_{\theta^*} \varphi_k(X)\varphi_l(X)) \quad (1 \leq k, l \leq m) \]

Define the events

\[ A_{kl} := \left\{ |F_{kl}| \geq \frac{t}{2} \right\}, \quad B_{kl} := \left\{ \left| \frac{1}{m} \sum_{i=1}^{m} w_i(\theta) (\varphi_k(Y_i)\varphi_l(Y_i) - E_{\theta^*} \varphi_k(X)\varphi_l(X)) \right| \geq \frac{t}{4} C(\theta^*) \right\}, \]  

and \[ D := \left\{ \frac{1}{m} \sum_{i=1}^{m} w_i(\theta^*) \leq \frac{1}{2} C(\theta^*) \right\}. \]

We have the following relations for the events defined above \( A_{kl} \setminus D \subseteq B_{kl} \rightarrow \ A_{kl} \subseteq B_{kl} \cup D. \)

Let

\[ g(Y) = \frac{e^{(\theta^*)^T \varphi(Y)} (\varphi_k(Y)\varphi_l(Y) - E_{\theta^*} \varphi_k(X)\varphi_l(X))}{h(Y)}. \]

Notice

\[ E_{Y \sim h} g(Y) = \sum_{y \in \mathcal{Y}} e^{(\theta^*)^T \varphi(y)} \varphi_k(y)\varphi_l(y) - C(\theta^*) E_{\theta^*} \varphi_k(X)\varphi_l(X) = 0, \]

\[ \|g\|_{\infty} \leq 2K^2 C(\theta^*) M_2 \quad \text{and} \]

\[ E_{Y \sim h} g^2(Y) \leq 4K^4 E_{Y \sim h} \left( \frac{e^{(\theta^*)^T \varphi(Y)}}{h(Y)} \right)^2 = (2K^2 C(\theta^*))^2 M_1, \]

where the last inequality is because

\[ |\varphi_k(Y)\varphi_l(Y) - E_{\theta^*} \varphi_k(X)\varphi_l(X)| \leq |\varphi_k(Y)| \cdot |\varphi_l(Y)| + E_{\theta^*} |\varphi_k(Y)| \cdot |\varphi_l(Y)| \leq 2K^2. \]

Applying Lemma 2.2, let \( g_l(Y) = g(Y) \) and \( M = 2K^2 C(\theta^*) M_2. \) Noticing \( \sigma^2 \leq (2K^2 C(\theta^*))^2 M_1, \) we have

\[ P(B_{kl}) \leq 2 \exp \left( -\frac{m(\frac{1}{4} C(\theta^*))^2}{2(\beta_1(2K^2 C(\theta^*))^2 M_1 + \beta_2 2K^2 C(\theta^*) M_2 (\frac{1}{4} C(\theta^*)^2))} \right) \]

\[ = 2 \exp \left( -\frac{ml^2}{16K^2(8K^2 \beta_1 M_1 + t\beta_2 M_2)} \right). \]

Thus for \( P(\|F\|_{\infty} \geq \frac{t}{2}) \), we have

\[ P \left( \|F\|_{\infty} \geq \frac{t}{2} \right) = P \left( \bigcup_{1 \leq k,l \leq r} B_{kl} \cup D \right) \leq 2p^2 e^{- \frac{ml^2}{16K^2(8K^2 \beta_1 M_1 + t\beta_2 M_2)}} + e^{- \frac{ml^2}{4(2\beta_1 M_1 + \beta_2 M_2)}}, \]

where we use the upper bound for \( P(D) \) in the proof of Lemma 3.2 in the last step.
Now we turn to bound \( \|E\|_\infty \), we have
\[
E_{kl} = \left( \sum_{i=1}^{m} w_i(\theta^*) \phi_k(Y_i) \right) \left( \sum_{i=1}^{m} w_i(\theta^*) \phi_l(Y_i) \right) - E_{\theta^*} \phi_k(X) \cdot E_{\theta^*} \phi_l(X)
\]
\[
= \left( \sum_{i=1}^{m} w_i(\theta^*) \phi_k(Y_i) \right) \left( \sum_{i=1}^{m} w_i(\theta^*) \phi_l(Y_i) \right) + \left( \sum_{i=1}^{m} w_i(\theta^*) \phi_l(Y_i) \right) \left( \sum_{i=1}^{m} w_i(\theta^*) \right) - E_{\theta^*} \phi_l(X) E_{\theta^*} \phi_k(X).
\]

Therefore,
\[
|E_{kl}| \leq K \left| \sum_{i=1}^{m} w_i(\theta^*) \phi_k(Y_i) - E_{\theta^*} \phi_k(X) \right| + K \left| \sum_{i=1}^{m} w_i(\theta^*) \phi_l(Y_i) - E_{\theta^*} \phi_l(X) \right| + 2K \left| \sum_{i=1}^{m} w_i(\theta^*) \phi_l(Y_i) - E_{\theta^*} \phi_l(X) \right| \left( \sum_{i=1}^{m} w_i(\theta^*) \right) - E_{\theta^*} \phi_l(X)
\]
\[
\leq 2K \left| \sum_{i=1}^{m} w_i(\theta^*) \phi_l(Y_i) \right| \left( \sum_{i=1}^{m} w_i(\theta^*) \right) - E_{\theta^*} \phi_l(X) \right|_\infty.
\]

Using the proof of Lemma 3.2, we find the upper bound for \( P(\|E\|_\infty \geq \frac{t}{2}) \),
\[
P(\|E\|_\infty \geq \frac{t}{2}) \leq P \left( \left| \sum_{i=1}^{m} w_i(\theta^*) \phi(Y_i) \right| \left( \sum_{i=1}^{m} w_i(\theta^*) \right) - E_{\theta^*} \phi(X) \right| \geq \frac{t}{4K} \right)
\]
\[
\leq 2pe^{-\frac{m^2}{4K^2(8K_\beta^2_1 M_1 + 8K_\beta^2_2 M_2)}} + e^{-\frac{t}{4(2K_1 M_1 + \beta_2 M_2)}}.
\]

Using (25) and (26), we conclude
\[
P(\|\nabla \mathcal{L}_m(\theta^*) - H^*\|_\infty \leq t) \geq 1 - 2pe^{-\frac{m^2}{16K^2(8K_\beta^2_1 M_1 + 8K_\beta^2_2 M_2)}} - e^{-\frac{m}{4(2K_1 M_1 + \beta_2 M_2)}}
\]
\[
- 2pe^{-\frac{m^2}{4K^2(8K_\beta^2_1 M_1 + 8K_\beta^2_2 M_2)}} - e^{-\frac{m}{4(2K_1 M_1 + \beta_2 M_2)}} - 2pe^{-\frac{m^2}{4K^2(8K_\beta^2_1 M_1 + 8K_\beta^2_2 M_2)}} - 2pe^{-\frac{m^2}{4K^2(8K_\beta^2_1 M_1 + 8K_\beta^2_2 M_2)}}.
\]

\[\square\]

**A.4. Proof of Lemma 3.4.** Let \( \bar{b}, b \in \mathcal{C}(\zeta, T) \) be the vectors of cone set respectively satisfying
\[
\bar{F}(\zeta, T) = \frac{s(\bar{b}^T \nabla^2 \mathcal{L}_m(\theta^*) \bar{b})}{\|\bar{b}^T\|^2} \quad \text{and} \quad F(\zeta, T) = \frac{s(b^T H^* b)}{\|b^T\|^2},
\]
By the definition of $F(\zeta, T)$ we have

$$F(\zeta, T) = \frac{s(b^T H^* b)}{\|b_T\|_1^2} \leq \frac{s(b^T H^* b)}{\|b_T\|_1^2},$$

and therefore

$$F(\zeta, T) - \tilde{F}(\zeta, T) = \frac{s(b^T H^* b)}{\|b_T\|_1^2} - \frac{s(b^T \nabla^2 \mathcal{L}^m_n(\theta^*) b)}{\|b_T\|_1^2} \leq \frac{s(b^T H^* b)}{\|b_T\|_1^2} - \frac{s(b^T \nabla^2 \mathcal{L}^m_n(\theta^*) b)}{\|b_T\|_1^2} \leq \frac{s(b^T (H^* - \nabla^2 \mathcal{L}^m_n(\theta^*)) b)}{\|b_T\|_1^2},$$

where we use the fact $a^T A a \leq \|A\|_\infty \|a\|_1^2$ and $\|\tilde{b}\|_1 = \|b_T\|_1 + \|b_{T^c}\|_1 \leq (\zeta + 1) \|\tilde{b}\|_1$. □

### A.5. Proof of Theorem 3.1

Define the event

$$\Omega_2 := \left\{ s(\zeta + 1)^2 \|\nabla^2 \mathcal{L}^m_n - H^*\|_\infty \leq \frac{C_{\min}}{2} \right\} \quad \text{and} \quad \Omega_3 := \left\{ \frac{(\zeta + 1)s\lambda_1}{C_{\min}} \leq \frac{1}{4Ke} \right\}.$$

Notice on the event $\Omega_2$, we have

$$\tilde{F}(\zeta, T) \geq F(\zeta, T) - s(\zeta + 1)^2 \|\nabla^2 \mathcal{L}^m_n - H^*\|_\infty \geq C_{\min} - \frac{C_{\min}}{2} = \frac{C_{\min}}{2}.$$

On the event $\Omega_2 \cap \Omega_3$, we have

$$\frac{(\zeta + 1)s\lambda_1}{2\tilde{F}(\zeta, T)} \leq \frac{(\zeta + 1)s\lambda_1}{C_{\min}} \leq \frac{1}{4Ke}.$$

Therefore, according to Lemma 3.1, on the event $\Omega_1 \cap \Omega_2 \cap \Omega_3$, we have

$$\|\tilde{\theta}\|_1 \leq \frac{e(\zeta + 1)s\lambda_1}{2\tilde{F}(\zeta, T)} \leq \frac{e(\zeta + 1)s\lambda_1}{C_{\min}}.$$

Because we assume $\frac{(\zeta + 1)s\lambda_1}{C_{\min}} \leq \frac{1}{4Ke}$, we have $P(\Omega_3) = 1$. Thus

$$P \left( \|\tilde{\theta}\|_1 \leq \frac{e(\zeta + 1)s\lambda_1}{C_{\min}} \right) \geq P(\Omega_1 \cap \Omega_2 \cap \Omega_3) = P(\Omega_1 \cap \Omega_2) \geq 1 - P(\Omega_1^c) - P(\Omega_2^c).$$

Next, we show $\Omega_1$ occurs in a high probability. With the Assumption 3, $z^* \leq \|\nabla \mathcal{L}(\theta^*)\|_\infty + 2\lambda_2 B$. Noticing we let $\tau_1 = \frac{\zeta - 1}{\zeta + 1}\lambda_1 - 2\lambda_2 B$, by Lemma 3.2 we have

$$P(\Omega_1^c) = P \left( \left\{ z^* \geq \frac{\zeta - 1}{\zeta + 1}\lambda_1 \right\} \right) \leq P \left( \|\nabla \mathcal{L}(\theta^*)\|_\infty \geq \frac{\zeta - 1}{\zeta + 1}\lambda_1 - 2\lambda_2 B \right) \leq 2pe^{-\frac{\zeta^2}{8K^2}} + 2pe^{-\frac{\zeta^2}{16K^2(\beta K^3\lambda_1 + \tau_1/\beta_2 M_2^2 + \tau_2 M_2^2) + e^{-\frac{4(\beta K^3\lambda_1 + \tau_1/\beta_2 M_2^2 + \tau_2 M_2^2)}}} =: \delta_1.$$\)

Finally, we show $\Omega_2$ occurs in a high probability. Because we define $\tau_2 = \frac{C_{\min}}{2s(\zeta + 1)}$, by Lemma 3.3 we have

$$P(\Omega_2^c) = P(s(\zeta + 1)^2 \|\nabla^2 \mathcal{L}^m_n - H^*\|_\infty \geq \frac{C_{\min}}{2}) = P(\|\nabla^2 \mathcal{L}^m_n - H^*\|_\infty \geq \tau_2) \leq 2e^{-\frac{m^2}{16sK^2(\beta K^3\lambda_1 + \tau_1/\beta_2 M_2^2) + e^{-\frac{4(\beta K^3\lambda_1 + \tau_1/\beta_2 M_2^2) + e^{-\frac{4(\beta K^3\lambda_1 + \tau_1/\beta_2 M_2^2)}}}} =: \delta_2.$$
from which we have
\[ P \left( \| \hat{\theta} \|_1 \leq \frac{e(\zeta + 1)s\lambda_1}{C_{\text{min}}} \right) \geq 1 - P(\Omega_1^c) - P(\Omega_2^c) \geq 1 - \delta_1 - \delta_2 \]
and complete the proof. \qed

APPENDIX B: PROOFS OF THEOREM AND LEMMAS IN SECTION 4

B.1. Proof of Lemma 4.1. Notice
\[ \text{Var} \left( \frac{1}{n} \sum_{i=1}^{n} \mathbf{v}^T \varphi(X_i) \right) = \frac{1}{n} \text{Var}(\mathbf{v}^T \varphi(X)) = \frac{1}{n} \mathbf{v}^T H^* \mathbf{v}. \]
According to the reformulation of \( \nabla \mathcal{L}_p^m(\theta^*) \) in (7), we have
\[
\frac{\sqrt{n} \mathbf{v}^T \nabla \mathcal{L}_p^m(\theta^*)}{\sqrt{\mathbf{v}^T H^* \mathbf{v}}} = -\frac{1}{n} \sum_{i=1}^{n} \mathbf{v}^T (\varphi(X_i) - E_{\theta^*} \varphi(X)) \frac{\sqrt{\text{Var}(\frac{1}{n} \sum_{i=1}^{n} \mathbf{v}^T \varphi(X_i))}}{\sqrt{n} \sum_{i=1}^{n} \mathbf{w}_i(\theta)} + \frac{\sqrt{\mathbf{v}^T H^* \mathbf{v}}}{\sum_{i=1}^{m} \mathbf{w}_i(\theta)}
\]
\[ =: A + B. \]
Using the central limit theorem, we have
\[ A \xrightarrow{d} N(0, 1). \]
If we can show \( B = O_p(1) \), we can get the desired result using Slutsky’s theorem.

Next, we prove \( B = O_p(1) \). Using the fact \( \| \mathbf{v} \|_1 \leq \sqrt{s} \| \mathbf{v} \|_2 \), we have
\[ |B| \leq \frac{\sqrt{n} \sqrt{s}}{\sqrt{\lambda_{\text{min}}}} \left\| \frac{\sum_{i=1}^{m} \mathbf{w}_i(\theta)(\varphi(X_i) - E_{\theta^*} \varphi(X))}{\sum_{i=1}^{m} \mathbf{w}_i(\theta)} \right\|_{\infty} \]
According to the proof Lemma 3.2, we have
\[ P \left( \left\| \frac{\sum_{i=1}^{m} \mathbf{w}_i(\theta)(\varphi(X_i) - E_{\theta^*} \varphi(X))}{\sum_{i=1}^{m} \mathbf{w}_i(\theta)} \right\|_{\infty} \geq t \right) \leq 2pe^{-\frac{t^2}{8Kn(4K\beta_1 M_1 + \beta_2 M_2)}} + e^{-\frac{m}{4(2\beta_1 M_1 + \beta_2 M_2)}} \]
Therefore,
\[ P(|B| \geq \epsilon) \leq P \left( \left\| \frac{\sum_{i=1}^{m} \mathbf{w}_i(\theta)(\varphi(X_i) - E_{\theta^*} \varphi(X))}{\sum_{i=1}^{m} \mathbf{w}_i(\theta)} \right\|_{\infty} \geq \frac{\epsilon \sqrt{\lambda_{\text{min}}}}{\sqrt{n} \sqrt{s}} \right) \]
\[ \leq 2p \exp \left( -\frac{\lambda_{\text{min}} \epsilon^2 m}{8Ks'n(4K\beta_1 M_1 + \beta_2 M_2)} \right) + \exp \left( -\frac{m}{4(2\beta_1 M_1 + \beta_2 M_2)} \right) \]
\[ = 2pI_1 + I_2. \]
With the assumption \( s' = O(1) \), if there exists a constant \( r_3 > 1 \) such that
\[ \frac{\lambda_{\text{min}} \epsilon^2 m}{8Ks'n(4K\beta_1 M_1 + \beta_2 M_2)} > r_3 \log(p) \]
for sufficient large $n$, then we have for sufficient large $n$, $2pI_1 \leq 2p^{1-r_3} \longrightarrow 0$ and thus $B = o_p(1)$. \hfill \Box

**B.2. Proof of Lemma 4.2.** Define $M(w) := \frac{1}{2}w^T\nabla^2_{\beta\beta}L_n^m(\hat{\theta})w - w^T\nabla^2_{\alpha\alpha}L_n^m(\hat{\theta}) + \lambda'\|w\|_1$ and $\hat{\Delta} := \tilde{w} - w^*$. Notice $\tilde{w}$ minimizes $M(w)$, and thus $M(\tilde{w}) \leq M(w^*)$, from which we have

$$\frac{1}{2}\hat{\Delta}^T\nabla^2_{\beta\beta}L_n^m(\hat{\theta})\hat{\Delta} \leq \hat{\Delta}^T\nabla^2_{\beta\beta}L_n^m(\hat{\theta}) - \hat{\Delta}^T\nabla^2_{\alpha\alpha}L_n^m(\hat{\theta})w^* + \lambda'\|w^*\|_1 - \lambda'\|\tilde{w}\|_1$$

$$= \hat{\Delta}^T(\nabla^2_{\beta\beta}L_n^m(\theta^*) - \nabla^2_{\beta\beta}L_n^m(\theta^*)w^*) + \lambda'\|w^*\|_1 - \lambda'\|\tilde{w}\|_1 +$$

$$+ \hat{\Delta}^T(\nabla^2_{\alpha\alpha}L_n^m(\hat{\theta}) - \nabla^2_{\alpha\alpha}L_n^m(\theta^*)) - \hat{\Delta}^T(\nabla^2_{\beta\beta}L_n^m(\hat{\theta}) - \nabla^2_{\beta\beta}L_n^m(\theta^*))w^*$$

$$= I_1 + I_2 + I_3 - I_4,$$

where we define

$I_1 := \hat{\Delta}^T(\nabla^2_{\beta\beta}L_n^m(\theta^*) - \nabla^2_{\beta\beta}L_n^m(\theta^*)w^*)$, \quad $I_2 := \lambda'\|w^*\|_1 - \lambda'\|\tilde{w}\|_1$,

$I_3 := \hat{\Delta}^T(\nabla^2_{\alpha\alpha}L_n^m(\hat{\theta}) - \nabla^2_{\alpha\alpha}L_n^m(\theta^*))$ and $I_4 := \hat{\Delta}^T(\nabla^2_{\beta\beta}L_n^m(\hat{\theta}) - \nabla^2_{\beta\beta}L_n^m(\theta^*))w^*$.

For $I_1$, we have

$$|I_1| \leq \|\hat{\Delta}\|_1 \cdot \|\nabla^2_{\beta\beta}L_n^m(\theta^*) - \nabla^2_{\beta\beta}L_n^m(\theta^*)w^*\|_\infty$$

$$= \|\hat{\Delta}\|_1 \cdot \|\nabla^2_{\beta\beta}L_n^m(\theta^*) - \nabla^2_{\beta\beta}L_n^m(\theta^*)w^*\|_\infty$$

$$\leq \|\hat{\Delta}\|_1 \cdot \|\nabla^2_{\beta\beta}L_n^m(\theta^*) - \nabla^2_{\beta\beta}L_n^m(\theta^*)w^*\|_\infty + s'B\|\nabla^2_{\beta\beta}L_n^m(\theta^*) - \nabla^2_{\beta\beta}L_n^m(\theta^*)w^*\|_\infty$$

$$\leq C\|\hat{\Delta}\|_1 \cdot \|\nabla^2_{\beta\beta}L_n^m(\theta^*) - \nabla^2_{\beta\beta}L_n^m(\theta^*)w^*\|_\infty + s'B\|\nabla^2_{\beta\beta}L_n^m(\theta^*) - \nabla^2_{\beta\beta}L_n^m(\theta^*)w^*\|_\infty$$

(27)

$$\lesssim \sqrt{\frac{\log(p)}{n}} + \sqrt{\frac{\log(p)}{m}} \|\hat{\Delta}\|_1,$$

where in the last step we use the Remark 3.1.

For $I_2$, let $S$ be the support of $w^*$. We have

$$|I_2| = \lambda'\|w^*\|_1 - \lambda'\|\tilde{w}\|_1$$

$$= \lambda'\|w^*\|_1 - \lambda'\|\tilde{w}\|_1 - \lambda'\|\tilde{w}^c\|_1$$

$$\leq \lambda'\|\tilde{w}^c\|_1 - \lambda'\|\tilde{w}^c\|_1$$

(28)

where we use the fact $\|w^*\|_1 - \|\tilde{w}\|_1 \leq \|\tilde{w}^c\|_1$ and $\tilde{w}^c = \tilde{w}^c$. Now we focus on $I_3$, note that the same treatment can be applied to $I_4$. According to the reformulation of $\nabla^2_{\alpha\beta}L_n^m(\hat{\theta})$ in (8), we rewrite $\nabla^2_{\alpha\beta}L_n^m(\hat{\theta})$ to

$$\nabla^2_{\alpha\beta}L_n^m(\hat{\theta}) = \frac{\sum_{i=1}^m w_i(\hat{\theta})(\varphi_\alpha(Y_i) - \varphi_\alpha)(\varphi_\beta(Y_i) - \varphi_\beta)}{\sum_{i=1}^m w_i(\hat{\theta})},$$

where we use the partition $\varphi(Y_i) = (\varphi_\alpha(Y_i), \varphi_\beta(Y_i)^T)^T$ and $\tilde{\varphi} = (\varphi_\alpha, \varphi_\beta)^T$. Notice

$$w_i(\hat{\theta}) = \frac{e^{\tilde{\theta}^T\varphi(Y_i)}e^{\tilde{\theta}^T\varphi(Y_i)}}{h(Y_i)} = e^{\tilde{\theta}^T\varphi(Y_i)}w_i(\theta^*).$$

For simplicity, we define

$$g_i := \tilde{\theta}^T(\varphi(Y_i) - \varphi), \quad w_i := w_i(\theta^*), \quad b_i := \varphi_\alpha(Y_i) - \varphi_\alpha \quad \text{and} \quad h_i := \hat{\Delta}^T(\varphi_\beta(Y_i) - \varphi_\beta).$$
Therefore, we reformulate $\hat{\Delta} T \nabla^2_{\alpha \beta} \mathcal{L}^m_n(\hat{\theta})$ and $\hat{\Delta} T \nabla^2_{\alpha \beta} \mathcal{L}^m_n(\theta^*)$ respectively to

$$\hat{\Delta} T \nabla^2_{\alpha \beta} \mathcal{L}^m_n(\hat{\theta}) = \frac{\sum_{i=1}^{m} w_i b_i h_i e^{g_i}}{\sum_{i=1}^{m} w_i e^{g_i}} \quad \text{and} \quad \hat{\Delta} T \nabla^2_{\alpha \beta} \mathcal{L}^m_n(\theta^*) = \frac{\sum_{i=1}^{m} w_i b_i h_i}{\sum_{i=1}^{m} w_i}.$$ 

Thus for $I_3$, we have

$$|I_3| \leq \left| \sum_{i=1}^{m} w_i b_i h_i (e^{g_i} - 1) \right| + \left( \sum_{i=1}^{m} w_i b_i h_i e^{g_i} \right) \left( \frac{\sum_{i=1}^{m} 1}{\sum_{i=1}^{m} w_i} - \frac{1}{\sum_{i=1}^{m} w_i} \right) =: I_{31} + I_{32}.$$ 

For $I_{31}$, by Cauchy’s inequality we have

$$|I_{31}| \leq 2K \left| \frac{\sum_{i=1}^{m} w_i h_i (e^{g_i} - 1)}{\sum_{i=1}^{m} w_i} \right| \leq 2K \frac{\sqrt{\sum_{i=1}^{m} w_i h_i^2}}{\sqrt{\sum_{i=1}^{m} w_i}} \cdot \frac{\sqrt{\sum_{i=1}^{m} w_i (e^{g_i} - 1)^2}}{\sqrt{\sum_{i=1}^{m} w_i}},$$

where in the last step, we use the fact that $e^{g_i} - 1 \approx g_i$ when $g_i = o(1)$. Notice

$$\frac{\sum_{i=1}^{m} w_i g_i^2}{\sum_{i=1}^{m} w_i} = \bar{\theta}^T \nabla^2 \mathcal{L}^m_n(\theta^*) \bar{\theta} \leq \bar{\theta}^T \nabla^2 \mathcal{L}^m_n(\theta^*) H^* \bar{\theta} + |\bar{\theta}^T (\nabla^2 \mathcal{L}^m_n(\theta^*) - H^*) \bar{\theta}| \leq \lambda_{\max} \|\bar{\theta}\|_2^2 + \|\nabla^2 \mathcal{L}^m_n(\theta^*) - H^*\|_{\infty} \cdot \|\bar{\theta}\|_2 \lesssim \|\bar{\theta}\|_1^2.$$ 

By Corollary 3.1 and the fact that

$$\frac{\sum_{i=1}^{m} w_i h_i^2}{\sum_{i=1}^{m} w_i} = \hat{\Delta} T \nabla^2_{\alpha \beta} \mathcal{L}^m_n(\theta^*) \hat{\Delta},$$

we have an upper bound for $I_{31}$,

$$|I_{31}| \lesssim s \left( \sqrt{\frac{\log(p)}{n}} + \sqrt{\frac{\log(p)}{m}} \right) \sqrt{\hat{\Delta} T \nabla^2_{\alpha \beta} \mathcal{L}^m_n(\theta^*) \hat{\Delta}}.$$  

For $I_{32}$, we have

$$I_{32} = \left| \frac{\sum_{i=1}^{m} w_i b_i h_i e^{g_i}}{\sum_{i=1}^{m} w_i e^{g_i}} \right| \left| \frac{\sum_{i=1}^{m} w_i (e^{g_i} - 1)}{\sum_{i=1}^{m} w_i} \right| \lesssim \frac{\sum_{i=1}^{m} w_i h_i^2}{\sum_{i=1}^{m} w_i} \cdot \frac{\sum_{i=1}^{m} w_i g_i^2}{\sum_{i=1}^{m} w_i},$$

where

$$\sum_{i=1}^{m} w_i h_i^2 \leq \lambda_{\max} \|\bar{\theta}\|_2^2 \quad \text{and} \quad \sum_{i=1}^{m} w_i g_i^2 \leq \lambda_{\max} \|\bar{\theta}\|_2^2.$$
where we use the fact $e^{g_i} - 1 \asymp g_i$ and $e^{g_i} \asymp 1$ when $g_i = o(1)$. With the same argument for $I_{31}$, we have

\begin{align}
|I_{32}| & \lesssim s \left( \sqrt{\frac{\log(p)}{n}} + \sqrt{\frac{\log(p)}{m}} \right) \sqrt{\Delta^T \nabla^2_{\beta \beta} L^m_n(\hat{\theta}^*) \tilde{\Delta}}.
\end{align}

Therefore, according to (29) and (30), we have

\begin{align}
|I_3| & \lesssim s \left( \sqrt{\frac{\log(p)}{n}} + \sqrt{\frac{\log(p)}{m}} \right) \sqrt{\Delta^T \nabla^2_{\beta \beta} L^m_n(\theta^*) \tilde{\Delta}}.
\end{align}

According to (27), (28) and (31), with the same proof of Lemma 1 in [22], we get the desired conclusion. \hfill \square

B.3. A Technical Lemma.

**Lemma B.1.** Assume the Assumptions 1, 2, 3, 4 and 5 are satisfied. Suppose $\lambda_1 \asymp (\sqrt{\frac{\log(p)}{n}} + \sqrt{\frac{\log(p)}{m}})$, $\lambda_1 \asymp \lambda_2 \asymp \lambda' = o(1)$ and $s = s' = O(1)$. We have

\begin{align}
\|\nabla^2_{\alpha, \beta} L^m_n(\hat{\theta}) - w^T \nabla^2_{\beta, \beta} L^m_n(\hat{\theta})\|_\infty &= O_p \left( s(\sqrt{\frac{\log(p)}{n}} + \sqrt{\frac{\log(p)}{m}}) \right) \quad \text{and}
\end{align}

\begin{align}
\|\nabla^2_{\alpha, \beta} L^m_n(\theta) - (\hat{w})^T \nabla^2_{\beta, \beta} L^m_n(\hat{\theta})\|_\infty &= O_p \left( (s + s')\left( \sqrt{\frac{\log(p)}{n}} + \sqrt{\frac{\log(p)}{m}} \right) \right).
\end{align}

**Proof.** We only prove the first claim, since the same treatment can be applied to prove the second claim after we notice

\begin{align}
\|\nabla^2_{\alpha, \beta} L^m_n(\hat{\theta}) - (\hat{w})^T \nabla^2_{\beta, \beta} L^m_n(\hat{\theta})\|_\infty &\leq \|\nabla^2_{\alpha, \beta} L^m_n(\hat{\theta}) - w^T \nabla^2_{\beta, \beta} L^m_n(\hat{\theta})\|_\infty + \|w - w^*\|_1 \|\nabla^2_{\beta, \beta} L^m_n(\hat{\theta})\|_\infty.
\end{align}

Using the fact $H^*_\alpha = w^T H^*_\beta$ and by the triangle inequality, we have

\begin{align}
\|\nabla^2_{\alpha, \beta} L^m_n(\hat{\theta}) - w^T \nabla^2_{\beta, \beta} L^m_n(\hat{\theta})\|_\infty &\leq \|\nabla^2_{\alpha, \beta} L^m_n(\hat{\theta}) - w^T \nabla^2_{\beta, \beta} L^m_n(\hat{\theta})\|_\infty + \|\nabla^2_{\alpha, \beta} L^m_n(\theta^*) - H^*_\alpha\|_\infty + \|w^T(\nabla^2_{\beta, \beta} L^m_n(\theta^*) - H^*_\alpha)\|_\infty + \|w^T(\nabla^2_{\beta, \beta} L^m_n(\theta^*) - H^*_\beta)\|_\infty
\end{align}

\begin{align}
&=: J_1 + J_2 + J_3 + J_4.
\end{align}

Notice $\|\nabla^2_{\alpha, \beta} L^m_n(\theta^*) - H^*_\alpha\|_\infty \leq \|\nabla^2 L^m_n(\theta^*) - H^*\|_\infty$ and $s = O(1)$. By the Remark 3.1, we have

\begin{align}
J_2 &= O_p \left( s\left( \sqrt{\frac{\log(p)}{n}} + \sqrt{\frac{\log(p)}{m}} \right) \right).
\end{align}

Because $\|w^*\|_\infty \leq D$ and $\|w^*\|_0 = s' = O(1)$, we have

\begin{align}
\|w^T(\nabla^2_{\beta, \beta} L^m_n(\theta^*) - H^*_\beta)\|_\infty &\leq s' D \|\nabla^2 L^m_n(\theta^*) - H^*\|_\infty \lesssim \|\nabla^2 L^m_n(\theta^*) - H^*\|_\infty.
\end{align}

By the Remark 3.1 and $s = O(1)$, we have

\begin{align}
J_4 &= O_p \left( s\left( \sqrt{\frac{\log(p)}{n}} + \sqrt{\frac{\log(p)}{m}} \right) \right).
\end{align}
Now we prove
\[ J_1 = O_p \left( s \left( \sqrt{\frac{\log(p)}{n}} + \sqrt{\frac{\log(p)}{m}} \right) \right). \]

Let \( \nabla^2_{\alpha \beta,j} L_n^m(\hat{\theta}) \) and \( \varphi_{\beta,j}(Y_i) \) respectively denote the \( j \)-th element of the vector \( \nabla^2_{\alpha \beta} L_n^m(\hat{\theta}) \) and \( \varphi_{\beta}(Y_i) \). Notice
\[
\nabla^2_{\alpha \beta,j} L_n^m(\hat{\theta}) = \frac{\sum_{i=1}^{m} w_i(\hat{\theta})(\varphi_{\alpha}(Y_i) - \bar{\varphi}_{\alpha})(\varphi_{\beta,j}(Y_i) - \bar{\varphi}_{\beta,j})}{\sum_{i=1}^{m} w_i(\hat{\theta})} = \frac{\sum_{i=1}^{m} w_i e^{g_i} a_i b_{ij}}{\sum_{i=1}^{m} w_i e^{g_i}},
\]
and
\[
\nabla^2_{\alpha \beta,j} L_n^m(\theta^*) = \frac{\sum_{i=1}^{m} w_i(\theta^*)(\varphi_{\alpha}(Y_i) - \bar{\varphi}_{\alpha})(\varphi_{\beta,j}(Y_i) - \bar{\varphi}_{\beta,j})}{\sum_{i=1}^{m} w_i(\theta^*)} = \frac{\sum_{i=1}^{m} w_i a_i b_{ij}}{\sum_{i=1}^{m} w_i},
\]
where we define \( a_i := \varphi_{\alpha}(Y_i) - \bar{\varphi}_{\alpha}, \ b_{ij} := \varphi_{\beta,j}(Y_i) - \bar{\varphi}_{\beta,j}, \ w_i := w_i(\theta^*) \) and \( g_i := \bar{\theta}^T \varphi(Y_i) \), and use the fact \( w_i(\hat{\theta}) = e^{\bar{\theta}^T \varphi(Y_i)} w_i(\theta^*) \).

Therefore, we have
\[
|\nabla^2_{\alpha \beta,j} L_n^m(\hat{\theta}) - \nabla^2_{\alpha \beta,j} L_n^m(\theta^*)| = \left| \frac{\sum_{i=1}^{m} w_i e^{g_i} a_i b_{ij}}{\sum_{i=1}^{m} w_i e^{g_i}} - \frac{\sum_{i=1}^{m} w_i a_i b_{ij}}{\sum_{i=1}^{m} w_i} \right| \leq \frac{\sum_{i=1}^{m} w_i (e^{g_i} - 1) a_i b_{ij}}{\sum_{i=1}^{m} w_i e^{g_i}} + \left| \frac{\sum_{i=1}^{m} w_i a_i b_{ij}}{\sum_{i=1}^{m} w_i} \right| \left| \frac{1}{\sum_{i=1}^{m} w_i e^{g_i}} - \frac{1}{\sum_{i=1}^{m} w_i} \right| \frac{\sum_{i=1}^{m} w_i e^{g_i}}{\sum_{i=1}^{m} w_i e^{g_i}} =: J_{11} + J_{12}.
\]

Notice \( |a_i| \leq 2K, |b_{ij}| \leq 2K \) and \( |g_i| \leq K \| \bar{\theta} \|_1 \). Using the fact \( e^{g_i} - 1 \approx g_i \) and \( e^{g_i} \approx 1 \) when \( g_i = o(1) \), we have
\[ J_{11} \lesssim \| \bar{\theta} \|_1 \quad \text{and} \quad J_{12} \lesssim \| \bar{\theta} \|_1 \]

By the Corollary 3.1, we have \( J_1 = O_p \left( s \left( \sqrt{\frac{\log(p)}{n}} + \sqrt{\frac{\log(p)}{m}} \right) \right) \).

For the term \( J_3 \), using the same method for \( J_1 \), we have \( J_3 = O_p \left( s \left( \sqrt{\frac{\log(p)}{n}} + \sqrt{\frac{\log(p)}{m}} \right) \right) \), thus we get the first claim.
B.4. Proof of the Theorem 4.1. We begin the proof by decomposing the \( \hat{U}(\alpha, \beta) \) into several terms

\[
\hat{U}(\alpha, \beta) = \nabla_\alpha \mathcal{L}_n^m(\alpha, \beta) - \hat{w}^T \nabla_\beta \mathcal{L}_n^m(\alpha, \beta)
\]

\[
= \nabla_\alpha \mathcal{L}_n^m(\alpha, \beta) + (\nabla_{\alpha \beta} \mathcal{L}_n^m(\alpha, \beta_1)) - \hat{w}^T \nabla_\beta \mathcal{L}_n^m(\alpha, \beta_1) - \hat{w}^T \nabla_{\beta \beta} \mathcal{L}_n^m(\alpha, \beta_2)(\hat{\beta} - \beta^*)
\]

\[
= \left[ \nabla_\alpha \mathcal{L}_n^m(\alpha, \beta) - \hat{w}^* \nabla_\beta \mathcal{L}_n^m(\alpha, \beta^*) \right] + \left[ (\hat{\beta} - \beta^*)^T (\nabla_{\alpha \beta} \mathcal{L}_n^m(\alpha, \beta_1) - \nabla_{\beta \beta} \mathcal{L}_n^m(\alpha, \beta_2)w^*) \right] + \left[ (w^* - \hat{w})^T \nabla_{\beta \beta} \mathcal{L}_n^m(\alpha, \beta_2)(\hat{\beta} - \beta^*) \right]
\]

\[
= E_1 + E_2 + E_3 + E_4,
\]

where by using Taylor’s expansion \( \beta_1 = u_1(\hat{\beta} - \beta^*) + \beta^* \) and \( \beta_2 = u_2(\hat{\beta} - \beta^*) + \beta^* \) for \( u_1, u_2 \in [0,1] \).

For the term \( E_1 \), let \( v := (1, -w^T) \) and notice \( v^T H^* v = H_{\alpha \beta}^* \). By the Lemma 4.1, we have

\[
\sqrt{n}E_1 \xrightarrow{d} N(0, H_{\alpha \beta}^*).
\]

According to our assumption about the relations among \( m, n \) and \( p \), we have

\[
\sqrt{n}(\sqrt{\frac{\log(p)}{n}} + \sqrt{\frac{\log(p)}{m}}) = \sqrt{\log(p)} + \sqrt{\frac{n \log(p)}{m}} \lesssim \sqrt{\log(p)},
\]

where we use the assumption \( \frac{n}{m} \asymp \log(p) \).

For the term \( E_2 \), by the Lemma 4.2 and the Remark 3.1, we have

\[
\sqrt{n}|E_2| \leq \sqrt{n} \| w^* - \hat{w} \|_1 \| \nabla_\beta \mathcal{L}_n^m(\alpha, \beta^*) \|_\infty
\]

\[
= O_p \left( (s + s') \sqrt{n} \left( \sqrt{\frac{\log(p)}{n}} + \sqrt{\frac{\log(p)}{m}} \right)^2 \right),
\]

where we use the fact that if \( X_n = O_p(a_n) \) and \( Y_n = O_p(b_n) \), then \( c_nX_nY_n = O_p(c_n a_n b_n) \) in the last step. According to (32), notice

\[
(s + s') \sqrt{n} \left( \sqrt{\frac{\log(p)}{n}} + \sqrt{\frac{\log(p)}{m}} \right)^2 \lesssim \frac{\log(p)}{\sqrt{n}} + \frac{\log(p)}{\sqrt{m}}.
\]

Therefore, we bound \( E_2 \) by

\[
\sqrt{n}|E_2| = O_p \left( \frac{\log(p)}{\sqrt{n}} + \frac{\log(p)}{\sqrt{m}} \right) \xrightarrow{\sqrt{n}} |E_2| = o_p(1),
\]

where we use our assumption \( \frac{\log(p)}{\sqrt{n}} + \frac{\log(p)}{\sqrt{m}} = o(1) \).

For the term \( E_3 \), notice

\[
|E_3| \leq \| \hat{\beta} - \beta^* \|_1 \| \nabla_{\alpha \beta} \mathcal{L}_n^m(\alpha, \beta_1) - \nabla_{\beta \beta} \mathcal{L}_n^m(\alpha, \beta_2)w^* \|_\infty.
\]

Use the same method in the proof of the technical Lemma B.1, we have

\[
\| \nabla_{\alpha \beta} \mathcal{L}_n^m(\alpha, \beta_1) - \nabla_{\beta \beta} \mathcal{L}_n^m(\alpha, \beta_2)w^* \|_\infty = O_p \left( \left( \sqrt{\frac{\log(p)}{n}} + \sqrt{\frac{\log(p)}{m}} \right) \right).
\]
By the Corollary 3.1, we have $\sqrt{n}|E_3| = O_p \left( \sqrt{n}s^2 \left( \sqrt{\frac{\log(p)}{n}} + \sqrt{\frac{\log(p)}{m}} \right)^2 \right)$. Use the same treatment for $E_2$, we can show

\begin{equation}
\sqrt{n}|E_3| = o_p(1).
\end{equation}

For the term $E_4$, notice

$$\| \nabla_{\beta_\beta}^2 L^m_n (\alpha_0, \beta_2) \|_\infty \leq \| H_{\beta_\beta}^* \|_\infty + \| \nabla_{\beta_\beta}^2 L^m_n (\alpha_0, \beta_2) - H_{\beta_\beta}^* \|_\infty \leq C_{uni} + \| \nabla_{\beta_\beta}^2 L^m_n (\alpha_0, \beta_2) - H_{\beta_\beta}^* \|_\infty \leq C_{uni} + \| \nabla_{\beta_\beta}^2 L^m_n (\alpha_0, \beta_2) - \nabla_{\beta_\beta}^2 L^m_n (\theta^*) \|_\infty + \| \nabla_{\beta_\beta}^2 L^m_n (\theta^*) - H_{\beta_\beta}^* \|_\infty = O_p(1),$$

where we use the same the treatment to the term $J_1$ in the proof of Lemma B.1 and show

$$\| \nabla_{\beta_\beta}^2 L^m_n (\alpha_0, \beta_2) - \nabla_{\beta_\beta}^2 L^m_n (\theta^*) \|_\infty \leq \| \hat{\beta} - \beta^* \|_1 = o_p(1),$$

and by the same treatment of the term $J_2$ in the proof of Lemma B.1, we show

$$\| \nabla_{\beta_\beta}^2 L^m_n (\theta^*) - H_{\beta_\beta}^* \|_\infty = O_p \left( s\left( \sqrt{\frac{\log(p)}{n}} + \sqrt{\frac{\log(p)}{m}} \right) \right) = o_p(1).$$

Thus we have $|E_4| \leq \| \nabla_{\beta_\beta}^2 L^m_n (\alpha_0, \beta_2) \|_\infty \| w^* - \hat{\omega} \|_1 \| \hat{\beta} - \beta^* \|_1$ and

$$\sqrt{n}|E_4| \leq \sqrt{n}\| \nabla_{\beta_\beta}^2 L^m_n (\alpha_0, \beta_2) \|_\infty \| w^* - \hat{\omega} \|_1 \| \hat{\beta} - \beta^* \|_1 \leq \sqrt{n}\| w^* - \hat{\omega} \|_1 \| \hat{\beta} - \beta^* \|_1 = o_p(1),$$

where in the last step we use the same treatment to the term $E_2$.

Combine (33), (34), (35) and the fact $\sqrt{n}E_1 \xrightarrow{d} N(0, H_{\alpha|\beta}^*)$ we proved before, we get the desired asymptotic normality for the score test

$$\sqrt{n}U (\alpha, \hat{\beta}) \xrightarrow{d} N(0, H_{\alpha|\beta}^*).$$

\[\square\]

**B.5. Proof of Lemma 4.3.** According to the definition of $\hat{H}_{\alpha|\beta}$ and $H_{\alpha|\beta}^*$, we have

$$|\hat{H}_{\alpha|\beta} - H_{\alpha|\beta}^*| \leq |\nabla_{\alpha \alpha}^2 L^m_n (\hat{\theta}) - H_{\alpha|\beta}^*| + |(\hat{\omega} - w^*)^T H_{\alpha|\beta}^*| + |\hat{\omega}^T (\nabla_{\alpha \alpha}^2 L^m_n (\hat{\theta}) - H_{\alpha|\beta}^*)|$$

$$=: F_1 + F_2 + F_3.$$

For $F_1$, we have

$$F_1 \leq |\nabla_{\alpha \alpha}^2 L^m_n (\hat{\theta}) - \nabla_{\alpha \alpha}^2 L^m_n (\theta^*)| + |\nabla_{\alpha \alpha}^2 L^m_n (\theta^*) - H_{\alpha|\beta}^*| =: F_{11} + F_{12}.$$

Using the same treatment for the term $J_1$ in the proof of Lemma B.1, we have $F_{11} \leq \| \hat{\theta} \|_1$, and thus $F_{11} = O_p \left( s\left( \sqrt{\frac{\log(p)}{n}} + \sqrt{\frac{\log(p)}{m}} \right) \right)$. By the Remark 3.1, we have $F_{12} = O_p \left( s\left( \sqrt{\frac{\log(p)}{n}} + \sqrt{\frac{\log(p)}{m}} \right) \right)$. Therefore, $F_1 = O_p \left( s\left( \sqrt{\frac{\log(p)}{n}} + \sqrt{\frac{\log(p)}{m}} \right) \right)$.

For $F_2$, notice under the Assumption 4, $\| H^* \|_\infty \leq C_{uni}$, and thus $F_2 \leq \| \hat{\omega} - w^* \|_1 \| H^* \|_\infty$. Then by the Lemma 4.2, we have $F_2 = O_p \left( (s + s') \left( \sqrt{\frac{\log(p)}{n}} + \sqrt{\frac{\log(p)}{m}} \right) \right)$.
At last, for $F_3$, notice $\| \hat{w} \|_1 \leq \| \hat{w} - w^* \|_1 + \| w^* \|_1$, $\| w^* \|_1 \leq s'D$ and $\| \hat{w} - w^* \|_1 = o_p(1)$ according to the Lemma 4.2. We have

$$F_3 \leq \| \hat{w} \|_1 \| \nabla^2_{\alpha\beta} L_n^m(\hat{\theta}) - H^*_{\alpha\beta} \|_\infty \leq \| \nabla^2_{\alpha\beta} L_n^m(\hat{\theta}) - \nabla^2_{\alpha\beta} L_n^m(\theta^*) \|_\infty + \| \nabla^2_{\alpha\beta} L_n^m(\theta^*) - H^*_{\alpha\beta} \|_\infty.$$

By the Remark 3.1, we have $\| \nabla^2_{\alpha\beta} L_n^m(\theta^*) - H^*_{\alpha\beta} \|_\infty = O_p\left(s\left(\sqrt{\frac{\log(p)}{n}} + \sqrt{\frac{\log(p)}{m}}\right)\right)$.

By the same argument for the treatment of $J_1$ in the proof of Lemma B.1, we have $\| \nabla^2_{\alpha\beta} L_n^m(\hat{\theta}) - \nabla^2_{\alpha\beta} L_n^m(\theta^*) \|_\infty = O_p\left(s\left(\sqrt{\frac{\log(p)}{n}} + \sqrt{\frac{\log(p)}{m}}\right)\right)$, and therefore, we have $E_3 = O_p\left(s\left(\sqrt{\frac{\log(p)}{n}} + \sqrt{\frac{\log(p)}{m}}\right)\right)$. Combine the results for $E_1$, $E_2$ and $E_3$, we get the desired conclusion.

**APPENDIX C: PROOF OF THE THEOREM 5.1**

According to the definition of $\hat{\alpha}$ in (18), we have

$$\tilde{\alpha} - \alpha^* = \alpha - \alpha^* - H^{-1}_{\alpha|\beta} \hat{U}(\alpha, \hat{\beta}) + \hat{U}(\alpha, \hat{\beta}) \left(H^{-1}_{\alpha|\beta} - \left(\frac{\partial \hat{U}(\alpha, \hat{\beta})}{\partial \alpha}\right)^{-1}\right)$$

$$= \alpha - \alpha^* - H^{-1}_{\alpha|\beta} \left(\hat{U}(\alpha^*, \hat{\beta}) + (\alpha - \alpha^*) \frac{\partial \hat{U}(\alpha, \hat{\beta})}{\partial \alpha}\right) + \hat{U}(\alpha, \hat{\beta}) \left(H^{-1}_{\alpha|\beta} - \left(\frac{\partial \hat{U}(\alpha, \hat{\beta})}{\partial \alpha}\right)^{-1}\right)$$

$$= -H^{-1}_{\alpha|\beta} \hat{U}(\alpha^*, \hat{\beta}) + (\alpha - \alpha^*)H^{-1}_{\alpha|\beta} \left(H^{-1}_{\alpha|\beta} - \left(\frac{\partial \hat{U}(\alpha, \hat{\beta})}{\partial \alpha}\right)^{-1}\right) + \hat{U}(\alpha^*, \hat{\beta}) \left(H^{-1}_{\alpha|\beta} - \left(\frac{\partial \hat{U}(\alpha, \hat{\beta})}{\partial \alpha}\right)^{-1}\right)$$

$$= E_1 + E_2 + E_3 + E_4,$$

where $\tilde{\alpha} = u(\hat{\alpha} - \alpha^*) + \alpha^*$ for $u \in [0, 1]$.

For the term $E_1$, by the Theorem 4.1 we have $\sqrt{n}E_1 \overset{d}{\to} N(0, H^{-1}_{\alpha|\beta})$.

Notice $\frac{\partial \hat{U}(\alpha, \hat{\beta})}{\partial \alpha} = \hat{H}_{\alpha|\beta}$, then by the Lemma 4.3, we have

$$H^*_{\alpha|\beta} = \frac{\partial \hat{U}(\alpha, \hat{\beta})}{\partial \alpha} = O_p\left(s + s'\right)\left(\sqrt{\frac{\log(p)}{n}} + \sqrt{\frac{\log(p)}{m}}\right)$$

and thus,

$$H^{-1}_{\alpha|\beta} - \left(\frac{\partial \hat{U}(\alpha, \hat{\beta})}{\partial \alpha}\right)^{-1} = O_p\left(s + s'\right)\left(\sqrt{\frac{\log(p)}{n}} + \sqrt{\frac{\log(p)}{m}}\right).$$

Under the assumption $\left(\sqrt{\frac{\log(p)}{n}} + \sqrt{\frac{\log(p)}{m}}\right) = o(1)$, we have

$$H^{-1}_{\alpha|\beta} - \left(\frac{\partial \hat{U}(\alpha, \hat{\beta})}{\partial \alpha}\right)^{-1} = o_p(1).$$
For the term \( E_3 \), notice \( \sqrt{n} \hat{U}(\alpha^*, \beta) \xrightarrow{d} N(0, H_{\alpha^\beta}^*) \), then we have \( \sqrt{n}E_3 = o_p(1) \) because of \((38)\) and the Slutsky’s theorem.

For the term \( E_2 \), notice

\[
|E_2| \lesssim |\hat{\alpha} - \alpha^*| \left| H_{\alpha^\beta}^{* -1} - \left( \frac{\partial \hat{U}(\hat{\alpha}, \hat{\beta})}{\partial \alpha} \right)^{-1} \right| \| \hat{\theta} - \theta^* \|_1 \leq O_p \left( s + s' \left( \sqrt{\frac{\log(p)}{n}} + \sqrt{\frac{\log(p)}{m}} \right)^2 \right),
\]

where we use the Corollary 3.1 and \((36)\) in the last step. Under the assumptions \( \frac{m}{n} \propto \log(p) \) and \( \left( \frac{\log(p)}{\sqrt{n}} + \frac{\log(p)}{\sqrt{m}} \right) = o(1) \), using \((32)\) we have

\[
\sqrt{n} \left( \sqrt{\frac{\log(p)}{n}} + \sqrt{\frac{\log(p)}{m}} \right)^2 = o(1),
\]

from which we have

\[
\sqrt{n}|E_2| = o_p(1).
\]

For the term \( E_4 \), with the same proof of the Lemma 4.3, we have \( \frac{\partial \hat{U}^\alpha, \hat{\beta}}{\partial \alpha} = O(1) \) after we notice

\[
\frac{\partial \hat{U}^\alpha, \hat{\beta}}{\partial \alpha} - \hat{H}_{\alpha^\beta} = O_p((1 - u)(\hat{\alpha} - \alpha^*)) = o_p(1) \quad \text{and} \quad \hat{H}_{\alpha^\beta} = O_p(1).
\]

By \((37)\) we have

\[
|E_4| \lesssim |\hat{\alpha} - \alpha^*| \left| H_{\alpha^\beta}^{* -1} - \left( \frac{\partial \hat{U}(\hat{\alpha}, \hat{\beta})}{\partial \alpha} \right)^{-1} \right| \| \hat{\theta} - \theta^* \|_1 \leq O_p \left( s + s' \left( \sqrt{\frac{\log(p)}{n}} + \sqrt{\frac{\log(p)}{m}} \right)^2 \right).
\]

We have \( \sqrt{n}|E_4| = o_p(1) \) by the same treatment for \( E_2 \).

Combine the result \( \sqrt{n}E_1 \xrightarrow{d} N(0, H_{\alpha^\beta}^{* -1}) \) and \( \sqrt{n}|E_i| = o_p(1) \) \( (i = 2, 3, 4) \), we get the Theorem 5.1.

\[
\square
\]

APPENDIX D: PROOFS OF THEOREM AND LEMMAS IN SECTION 6

**D.1. Proof of the Lemma 6.1.** By Cauchy-Schwartz inequality, it suffices to show that \( \text{var}(\hat{\theta})_j = O(n^{-1}) \) for any \( j \in S_0 \). Let the event \( \mathcal{A} \) be

\[
\mathcal{A} := \left\{ \| \hat{\theta} - \theta^* \|_1 \leq e(\zeta + 1)s\lambda_1/C_{\min} \right\}.
\]

Then since \( \theta^*_j = 0 \) and note that the exchangeable property in Assumption 6, we have

\[
E \left| E[\hat{\theta}_j | \mathcal{A}] \right| \leq E[|\hat{\theta}_j - \theta^*_j| | \mathcal{A}] = \frac{1}{p_0} E[|\hat{\theta}_{S_0} - \theta_{S_0}|_1 | \mathcal{A}] \leq \frac{1}{p_0} E[|\hat{\theta} - \theta|_1 | \mathcal{A}] \leq \frac{e(\zeta + 1)s\lambda_1}{p_0 C_{\min}},
\]

Similarly,
\[
\var(\hat{\theta}_j | \mathcal{A}) \leq E[\hat{\theta}_j^2 | \mathcal{A}] = E[(\hat{\theta}_j - \theta_j^*)^2 | \mathcal{A}]
\]
\[
\leq \frac{1}{p_0} E[\|\hat{\theta} - \theta^*\|_2^2 | \mathcal{A}] \leq \frac{1}{p_0} E[\|\hat{\theta} - \theta^*\|_2^2 | \mathcal{A}] \leq \frac{e^2(\zeta + 1)^2s^2\lambda_1}{p_0C_{\min}^2} \mathbb{I}_{\mathcal{A}}.
\]
By Theorem 3.1, \( P(\mathcal{A}) \rightarrow 1 \). Hence, by Assumption 7
\[
\var(\hat{\theta}_j) = E[\var(\hat{\theta}_j | \mathcal{A})] + \var[E(\hat{\theta}_j | \mathcal{A})]
\]
\[
\leq \frac{e(\zeta + 1)s\lambda_1}{p_0C_{\min}} P(\mathcal{A}) + \frac{e^2(\zeta + 1)^2s^2\lambda_1^2}{p_0C_{\min}^2} P(\mathcal{A})(1 - P(\mathcal{A}))
\]
\[
= O(s\lambda_1/p_0) = O\left(\frac{1}{p_0} \sqrt{\frac{\log p}{n}} + \sqrt{\frac{\log p}{n \log p}}\right) = O\left(\frac{1}{\sqrt{n \log p}} \frac{\log p}{n}\right) = O(n^{-1}),
\]
where we use the fact that \( s = O(1) \) and \( m/n \sim \log p \). \( \square \)

**D.2. Proof of the Theorem 6.1.** Since \( M_j \) is naturally symmetric about 0 for any \( j \in S_0 \), from Proposition 1 in [19], we only need to verify that there exists some constants \( C > 0 \) and \( \alpha \in (0, 2) \) such that
\[
\var\left(\sum_{j \in S_0} \mathbb{I}(M_j > t)\right) \leq Cp_0^\alpha, \quad \forall \ t \in \mathbb{R}.
\]

It is suffices to show
\[
\sup_{t \in \mathbb{R}} \var\left(\frac{1}{p_0} \sum_{j \in S_0} \mathbb{I}(M_j > t)\right) \rightarrow 0.
\]

Denote the correlated set as \( \mathcal{C} := \{(j, k) : j, k \in S_0, \Theta_{j,k} \neq 0\} \) and the uncorrelated set as \( \mathcal{C}^c := \{(j, k) : j, k \in S_0, \Theta_{j,k} = 0\} \), then
\[
\var\left(\frac{1}{p_0} \sum_{j \in S_0} \mathbb{I}(M_j > t)\right) = \frac{1}{p_0^2} \sum_{(j,k) \in \mathcal{C}} \cov(\mathbb{I}(M_j > t), \mathbb{I}(M_k > t))
\]
\[
+ \frac{1}{p_0^2} \sum_{(j,k) \in \mathcal{C}^c} \cov(\mathbb{I}(M_j > t), \mathbb{I}(M_k > t))
\]
\[
\leq \frac{\lvert \mathcal{C} \rvert}{p_0^2} + \max_{(j,k) \in \mathcal{C}^c} \left| P(M_j > t)P(M_k > t) - H^2(t) \right|
\]
\[
+ \frac{1}{p_0^2} \sum_{j,k \in \mathcal{C}^c} \left| P(M_j > t, M_k > t) - H^2(t) \right|.
\]

where \( H(t) = P(\sgn(Z_1Z_2)f(Z_1, Z_2) > t) \) with \( Z_1 \) and \( Z_2 \) are independent standard normal distribution. First, by Assumption 8,
\[
\frac{\lvert \mathcal{C} \rvert}{p_0^2} \leq \frac{v^* p_0}{p_0^2} = o\left(\frac{\sqrt{n}}{p_0 \log p}\right) = \frac{1}{\log^{3/2} p} \rightarrow 0.
\]
From Theorem 5.1, for whole-data based statistic $T_j$, denote $	ilde{T}_j := \hat{\theta}_j \sqrt{nH^*_j-i}$

$$\sup_{t \in \mathbb{R}} |P(T_j \leq t) - \Phi(t)| \leq \sup_{t \in \mathbb{R}} |P(T_j \leq t) - P(\tilde{T}_j \leq t)| + \sup_{t \in \mathbb{R}} |P(\tilde{T}_j \leq t) - \Phi(t)|$$

$$= \sup_{t \in \mathbb{R}} E[P(T_j \leq t | \tilde{H}_{j-i}, \tilde{H}_{j-ij}) - P(\tilde{T}_j \leq t | \tilde{H}_{j-i}, \tilde{H}_{j-ij})] + o(1)$$

$$= \sup_{t \in \mathbb{R}} E \left| \int_{t}^{H^*_j-i/\tilde{H}_{j-ij}} \phi(x) \, dx \right| + o(1)$$

$$\leq \sup_{t \in \mathbb{R}} E \left| t \left( \sqrt{\frac{H^*_j-i}{\tilde{H}_{j-ij}}} - 1 \right) \right| + o(1)$$

$$= \lim_{n \to \infty} \sup_{t \in [-n, n]} |t| E \left( \sqrt{\frac{H^*_j-i}{\tilde{H}_{j-ij}}} - 1 \right) + o(1) = 0,$$

where the last step is by the uniform integrability of $\tilde{H}_{j-i}$. By Lemma A.5 in [19], we have $\sup_{t \in \mathbb{R}, j \in \mathbb{R}} |P(M_j > t) - H(t)| \to 0$, which implies

$$\sup_{t \in \mathbb{R}, (j,k) \in \mathcal{E}^*} |P(M_j > t)P(M_k > t) - H^2(t)| \to 0.$$

For the last term in (41), we have the following decomposition

$$P(M_j > t, M_k > t) = P \left( T_j^{(2)} > I_t(T_j^{(1)}), T_k^{(2)} > I_t(T_k^{(1)}), T_j^{(1)} > 0, T_k^{(1)} > 0 \right)$$

$$+ P \left( T_j^{(2)} > I_t(T_j^{(1)}), T_k^{(1)} < -I_t(T_j^{(1)}), T_j^{(1)} > 0, T_k^{(1)} < 0 \right)$$

$$+ P \left( T_j^{(2)} < -I_t(T_j^{(1)}), T_k^{(2)} > I_t(T_k^{(1)}), T_j^{(1)} < 0, T_k^{(1)} > 0 \right)$$

$$+ P \left( T_j^{(2)} < -I_t(T_k^{(1)}), T_j^{(2)} < -I_t(T_k^{(1)}), T_j^{(1)} < 0, T_k^{(1)} < 0 \right)$$

$$:= D_1 + D_2 + D_3 + D_4$$

where $I_t = \inf\{u \geq 0 : f(u, v) > t\}$. For $D_1$,

$$D_1 = E \left[ P(T_j^{(2)} > I_t(x), T_j^{(2)} > I_t(y)) \mid T_j^{(1)} = x, T_k^{(1)} = y \right]$$

$$= E \left[ P(\tilde{T}_j^{(2)} > I_t(x), \tilde{T}_k^{(2)} > I_t(y)) \mid T_j^{(1)} = x, T_k^{(1)} = y \right] + o(1)$$

$$\leq E \left[ Q(I_t(x))Q(I_t(y)) \mid T_j^{(1)} = x, T_k^{(1)} = y \right] + c_1 |\text{cov}(\tilde{T}_j^{(2)}, \tilde{T}_k^{(2)})| + o(1)$$

where $Q(t) = 1 - \Phi(t)$, $c_1$ is some positive number, and the last "≤" follows from Mehler’s identity and Lemma 1 in [2]. Indeed, for the zero mean bivariate normal distribution function $\Phi_\rho(t_1, t_2)$ with covariance matrix $\begin{bmatrix} 1 & \rho \\ \rho & 1 \end{bmatrix}$, Mehler’s identity guarantees that

$$\Phi_\rho(t_1, t_2) = \Phi(t_1)\Phi(t_2) + \sum_{n=1}^{\infty} \frac{\rho^n}{n!} \phi^{(n-1)}(t_1)\phi^{(n-1)}(t_2)$$

$$= \Phi(t_1)\Phi(t_2) + \rho\phi(t_1)\phi(t_2) + \sum_{n=2}^{\infty} \frac{\rho^n}{n!} \phi^{(n-1)}(t_1)\phi^{(n-1)}(t_2)$$

$$\leq \Phi(t_1)\Phi(t_2) + \rho\phi(t_1)\phi(t_2) + c_2\rho \leq \Phi(t_1)\Phi(t_2) + (1/(2\pi)) + c_2\rho.$$
where the first "$\leq"$ is due to
\[ \sum_{n=2}^{\infty} \frac{\sup_{t \in \mathbb{R}} \phi(n^{-1})}{n!} < \infty, \]
by Lemma 1 in [2]. In the next step, we will prove that for any \((j, k) \in \mathcal{E}_c\), \(\text{cov}(\tilde{\theta}_j, \tilde{\theta}_k) = O(n^{-1})\), which implies \(\text{cov}(\tilde{T}_j^{(2)}, \tilde{T}_k^{(2)}) = O\left(\sqrt{H_{j|j-1}^* H_{k|k-1}^*}\right)\) in turn.

By the definition of one-step estimator (41)
\[
\text{cov}(\tilde{\theta}_j, \tilde{\theta}_k) = \text{cov}\left(\theta - \left(\nabla_j \hat{U}(\theta_j, \hat{\theta}_j)\right)^{-1}\hat{U}(\hat{\theta}), \theta - \left(\nabla_k \hat{U}(\theta_k, \hat{\theta}_k)\right)^{-1}\hat{U}(\hat{\theta})\right)
= (\text{var}(\hat{\theta}))_{jk} - \text{cov}\left(\nabla_j \hat{U}(\theta_j, \hat{\theta}_j)\right)^{-1}\hat{U}(\hat{\theta}) - \text{cov}\left(\nabla_k \hat{U}(\theta_k, \hat{\theta}_k)\right)^{-1}\hat{U}(\hat{\theta}) + \text{cov}\left(\nabla_j \hat{U}(\theta_j, \hat{\theta}_j)\right)^{-1}\hat{U}(\hat{\theta}), \nabla_k \hat{U}(\theta_k, \hat{\theta}_k)\right)^{-1}\hat{U}(\hat{\theta})\).
\]
The \(U\) function above is not equal for each term, but it does not matter. The first term is \(O(n^{-1})\) by Lemma 6.1. Due to Cauchy-Schwartz inequality, it is sufficient to show the last term above is \(O(n^{-1})\). Indeed, note that
\[
\hat{U}(\hat{\theta}) = \hat{U}(\theta_j^*, \hat{\theta}_j) + \sqrt{\sum_j \hat{U}(\hat{\theta}_j, \hat{\theta}_j)(\theta_j - \theta_j^*)},
\]
where \(\hat{\theta}_j\) lies between \(\theta_j\) and \(\hat{\theta}_j\). By the proof of Theorem 5.1, we know that
\[
\nabla_j \hat{U}(\hat{\theta}_j, \hat{\theta}_j) = H_{j|j-1}^* + o_p(1),
\]
and
\[
\nabla_j \hat{U}(\theta_j^*, \hat{\theta}_j) = \nabla_j \hat{U}(\hat{\theta}_j, \hat{\theta}_j) + O_p(|\theta_j^* - \theta_j^*|) = H_{j|j-1}^* + o_p(1).
\]
Since Assumption 4 confirms that \(H_{j|j-1}^*\) must be in an interval away from zero point. By the continuity of \(\nabla_j \hat{U}(\cdot, \hat{\theta}_j)\), we know that
\[
\nabla_j \hat{U}(v, \hat{\theta}_j) \in [c_2, c_3]
\]
for \(v = \theta^*_j, \hat{\theta}_j\), and \(\hat{\theta}_j\), in which \(c_2\) and \(c_3\) are some positive number independent with \(n, m,\) and \(p\). Hence,
\[
\text{cov}\left(\nabla_j \hat{U}(\theta_j^*, \hat{\theta}_j)\right)^{-1}\hat{U}(\hat{\theta}), \nabla_k \hat{U}(\theta_k^*, \hat{\theta}_k)\right)^{-1}\hat{U}(\hat{\theta})\right) \leq c_2^{-2} \text{cov}(\hat{U}(\theta_j^*, \hat{\theta}_j), \hat{U}(\theta_k^*, \hat{\theta}_k)) = c_2^{-2} \text{cov}(\hat{U}(\theta_j^*, \hat{\theta}_j) + \nabla_j \hat{U}(\theta_j^*, \hat{\theta}_j)(\theta_j - \theta_j^*), \hat{U}(\theta_k^*, \hat{\theta}_k)) + \nabla_k \hat{U}(\theta_k^*, \hat{\theta}_k)(\theta_k - \theta_k^*))
\leq \text{cov}(\hat{U}(\theta_j^*, \hat{\theta}_j), \hat{U}(\theta_k^*, \hat{\theta}_k)) + \text{cov}(\hat{U}(\theta_j^*, \hat{\theta}_j)) + \text{cov}(\hat{U}(\theta_k^*, \hat{\theta}_k)).
\]
For the first term above, a slight generalization of Theorem 4.1 guarantees it should be \(n^{-1} \sqrt{H_{j|j-1}^* H_{k|k-1}^*}\): Cauchy-Schwartz inequality that \(\text{cov}(\xi_1, \xi_2) \leq \sqrt{\text{var}(\xi_1) \text{var}(\xi_2)}\) for any random variables \(\xi_1\) and \(\xi_2\), together with Lemma 6.1 gives the second term above is also \(O(n^{-1})\); The third term above is naturally \(O(n^{-1})\) by Cauchy-Schwartz inequality again. As a result, for \(D_1\), we have
\[
D_1 \leq E \left[Q(I(x))Q(I(y)) \mid T_j^{(1)} = x, T_k^{(1)} = y\right] + c_4 \sqrt{H_{j|j-1}^* H_{k|k-1}^*} + o(1),
\]
where \(c_4\) is some positive number free of \(n, m, p\). Similarly, we can upper bound \(D_2, D_3, D_4,\) and combine them together to get an upper bound on \(P(M_i > t, M_j > t)\) specified as below
\[
P(\text{sgn}(Z_j^{(2)}T_j^{(1)}) f(Z_j^{(2)}T_j^{(1)} > t, \text{sgn}(Z_k^{(2)}T_k^{(1)}) f(Z_k^{(2)}T_k^{(1)} > t) + c_5 \sqrt{H_{j|j-1}^* H_{k|k-1}^*} + o(1).
\]
with some positive $c_5$, in which $Z^{(2)}_j$ and $Z^{(2)}_k$ are two independent random variables following the standard normal distribution. By conditioning on the signs of $Z^{(2)}_j$ and $Z^{(2)}_k$ and decomposing the above display as previous, it can be shown

$$P(M_j > t, M_k > t) \leq H^2(t) + c_6 \sqrt{H^*_j H^*_k} + o(1)$$

with $c_6 > 0$. Similarly, we can establish the corresponding lower bound. Therefore,

$$\frac{1}{p_0} \sum_{j,k \in \mathcal{S}_1} |P(M_j > t, M_k > t) - H^2(t)| \leq \frac{c_6}{p_0} \sum_{j,k \in \mathcal{S}_0} \sqrt{H^*_j H^*_k} + o(1)$$

$$\leq \frac{c_6}{p_0} p_0 \lambda_{\max}(H^*) + o(1) \to 0$$

uniformly on $t \in \mathbb{R}$ by Assumption 6. Then (39) is valid, we complete the proof. \hfill \Box

D.3. Proof of the Theorem 6.2. From Theorem 6.1, we know procedure faithfulness holds, i.e.

$$\limsup_{n,p \to \infty} \sum_{j \in \mathcal{S}_0} I_j \leq q.$$ 

Therefore, $\limsup_{n,p \to \infty} \max_{k \in \mathcal{S}_1} I_k \geq 1 - q$, which implies

$$\limsup_{n,p \to \infty} \max_{k \in \mathcal{S}_1} I_k \geq \frac{1 - q}{s}.$$ 

And for any $\alpha \in (0, 1)$, note that $p_0 \to \infty$, we have $(1 - q)/s > \alpha/p_0$. Then

$$\limsup_{n,p \to \infty} \frac{1}{s} \sum_{k \in \mathcal{S}_1} \mathbb{I}(I_k \leq \frac{\alpha}{p_0}) \leq \limsup_{n,p \to \infty} \frac{1}{s} \mathbb{I}(\max_{k \in \mathcal{S}_1} I_k \leq \frac{\alpha}{p_0}) \leq \limsup_{n,p \to \infty} \frac{1}{s} \mathbb{I}(\max_{k \in \mathcal{S}_1} I_k < \frac{1 - q}{s}) = 0.$$ 

So rank faithfulness holds. Finally, since for any $j \in \mathcal{S}_0$, $M_j$ has the same limit distribution, then

$$j \in \mathcal{S} \iff M_j > \tau_q$$

shares with the same law by Assumption 6, the null exchangeability are also satisfied. By Proposition 2 in [19], we obtain this theorem. \hfill \Box

D.4. Proof of the Theorem 6.3. Let $\mathcal{N}_1(t)$ be the number of true null hypotheses with e-values larger than or equal to $t$ and $\mathcal{N}_2(t)$ be the number of all hypotheses with e-values larger than or equal to $t$. Define

$$t_e := \inf \left\{ t \geq 0 : \frac{\mathcal{N}_2(t) t}{p} \geq \frac{1}{e} \right\}.$$ 

Notice

$$\frac{k e_{(k)}}{p} = \frac{N_2(e_{(k)}) e_{(k)}}{p},$$
therefore in Step 2 of the algorithm, we actually reject all hypotheses with e-values larger than or equal to \( t_\epsilon \), from which the FDR can be written as

\[
\text{FDR}_G = E \left( \frac{N_1(t_\epsilon)}{N_2(t_\epsilon)} \right) = \frac{\epsilon}{p} \cdot E(t_\epsilon N_1(t_\epsilon)),
\]

where we use \( N_2(t_\epsilon) = \frac{p}{ct_\epsilon} \) in the last step.

Notice \( N_1(t_\epsilon) \) can be written to

\[
N_1(t_\epsilon) = \sum_{k \in \mathcal{N}} 1(E_k \geq t_\epsilon).
\]

Therefore we have

\[
E(t_\epsilon N_1(t_\epsilon)) = \sum_{k \in \mathcal{N}} E(t_\epsilon 1(E_k \geq t_\epsilon)) \leq \sum_{k \in \mathcal{N}} E(E_k),
\]

where the last step is because \( t_\epsilon 1(E_k \geq t_\epsilon) \leq E_k \) (a.s.).

Thus we bound the FDR by

\[
\text{FDR}_G \leq \epsilon \cdot \frac{|\mathcal{N}|}{p} \cdot \frac{1}{|\mathcal{N}|} \sum_{k \in \mathcal{N}} E(E_k) \leq \epsilon \cdot \frac{1}{|\mathcal{N}|} \sum_{k \in \mathcal{N}} E(E_k).
\]

Taking limit superior on both side of (42), by the Assumption 9, we have

\[
\lim_{n \to \infty} \text{FDR}_G \leq \epsilon \lim_{n \to \infty} \frac{1}{|\mathcal{N}|} \sum_{k \in \mathcal{N}} E(E_k) \leq \epsilon.
\]

\[\square\]