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Abstract: The Einstein vacuum equations in the formulation developed by Newman, Penrose [NP] and Friedrich [Fr] are expressed in terms of a Lie superbracket. Differential identities are derived from the super Jacobi identity. This perspective clarifies the covariance properties of the equations. The equations are intended as a tool for the analytic study of vacuum spacetimes.

1. Introduction

In this paper, we discuss a formalism that is suited to the analysis of solutions to the Einstein vacuum equations. In this formalism, the vacuum equations

• become a quasilinear, first order system of partial differential equations, that
• are quadratically nonlinear, and
• through gauge-fixing, can be brought into symmetric hyperbolic form.

Newman and Penrose [NP] introduced the basic unknown fields of this formalism (frame, connection, Weyl curvature) and the corresponding Einstein vacuum equations. Their equations are not independent, but satisfy general differential identities, that were derived by Friedrich [Fr].

Friedrich [Fr] showed, by choosing an appropriate gauge, that the vacuum equations contain a symmetric hyperbolic subsystem that determines the evolution of all unknown fields. To show that the remaining equations, called constraints, are also fulfilled, he used the general differential identities.

In this paper, the vacuum equations as formulated by Newman and Penrose are expressed in terms of a Lie superbracket, see (5.1) and (5.2). The general differential identities, see (5.6b), are derived from the associated super Jacobi identity. We take special care to exhibit the covariance properties of the equations.

We used a forerunner of the present formalism to analyze strongly focused gravitational waves, see Appendix B of [RT]. The point of the refined presentation of this paper is the derivation of the equations in Section 8 from an invariant point of view. They are intended to be used as a tool in the analysis of other problems in classical general relativity.

Important remark: We expect that there is a close relationship between the notion of a Cartan connection, see [Sh], and the formalism of this paper, which is not made here.
This relationship ought to be clarified. However, we have not pursued this relationship, since the equations of Section 2 can be derived without it.

2. A Lie Superalgebra Identity

We recall the definition of a real Lie superalgebra:

**Definition 2.1.** A (non-associative) \(\mathbb{Z}_2\)-graded real algebra \((L = L_0 \oplus L_1, [[\cdot, \cdot]])\), with even parts \(L_0\) and odd parts \(L_1\), satisfying for all \(x_1 \in L_{k_1}, x_2 \in L_{k_2}, x_3 \in L_{k_3}\)

- \([[x_1, x_2]] = L_\ell\) with \(\ell = k_1 + k_2\) (mod 2)
- \([[x_1, x_2]] = (-1)^{k_1k_2}[[x_2, x_1]]\)
- \((-1)^{k_1k_2}[[x_1, [x_2, x_3]]] + (-1)^{k_2k_1}[[x_2, [x_3, x_1]]] + (-1)^{k_3k_2}[[x_3, [x_1, x_2]]] = 0\)

is called a real Lie superalgebra. In this context, \([[\cdot, \cdot]]\) is the Lie superbracket, \(\{\cdot, \cdot\}\) is super skew-symmetry, and \([[\cdot, \cdot]]\) is the super Jacobi identity.

Let \((L = L_0 \oplus L_1, [[\cdot, \cdot]])\) be a Lie superalgebra as above. Set \(A_0 = L_0 \times L_1\) and \(A_1 = L_1 \times L_0\), that is \(A_\ell = L_\ell \times L_{\ell + 1}\) for all \(\ell \in \mathbb{Z}_2\).

**Definition 2.2.** For \(\ell \in \mathbb{Z}_2\), let

\[D^{(\ell)} : A_1 \times A_\ell \to A_{\ell + 1}\]

where

\[D^{(\ell)}_x y = z = (z_1, z_2) \in A_{\ell + 1}\]

with

\[\begin{align*}
z_1 &= y_2 - \epsilon_\ell [x_1, y_1] \\
z_2 &= \epsilon_\ell [x_1, y_2] + \epsilon_\ell [y_1, x_2]
\end{align*}\]

Equation (2.1) is consistent, because \(x_1 \in L_1, x_2 \in L_0, y_1 \in L_\ell, y_2 \in L_{\ell + 1}\) imply \(z_1 \in L_{\ell + 1}, z_2 \in L_\ell\), as required.

**Convention 2.1.** From now on, we will drop the superscripts \((0), (1)\) on the operator \(D\), with the understanding that "the arguments determine the superscript".

**Proposition 2.1.** \(D_x D_x x = 0\) for all \(x \in A_1\)

**Proof.** Let \(y = D_x x\) and \(z = D_x y\). We have to show that \(z = 0\). We have

\[\begin{align*}
y_1 &= x_2 - \frac{1}{2}[[x_1, x_1]] \\
y_2 &= [[x_1, x_2]]
\end{align*}\]

and therefore

\[\begin{align*}
z_1 &= y_2 - [[x_1, y_1]] = \frac{1}{2}[[x_1, [x_1, x_1]]] \\
z_2 &= [[x_1, y_2]] + [y_1, x_2] = [[x_1, [x_1, x_2]]] - \frac{1}{2}[[x_1, x_1], x_2] + [[x_2, x_2]]
\end{align*}\]

Recalling that \(x_1 \in L_1\) and \(x_2 \in L_0\), the super skew symmetry \(\{\cdot, \cdot\}\) and the super Jacobi identity \([[\cdot, \cdot]]\) imply \([[x_1, [x_1, x_1]]] = 0\), \([[x_2, x_2]] = 0\) and \([[[[x_1, x_1], x_2] + [[x_2, x_1]], x_2]] = 2[[x_1, [x_1, x_2]]]]\). For example,

\[\begin{align*}
0 &= [[x_1, [x_1, x_2]]] + [[x_2, [x_1, x_1]]] - [[x_1, [x_2, x_1]]] \\
&= [[x_1, [x_1, x_2]]] - [[[x_2, x_1], x_2]] + [[[x_1, x_1], x_2]]
\end{align*}\]

Therefore, \(z = 0\). \(\square\)
Remark 2.1. In Section 5 the abstract equation $D_x x = 0$ for the unknown “field” $x \in A_1$ will be interpreted as “Einstein vacuum equations”. There are too many equations. The system is apparently overdetermined. The remedy is the identity of Proposition 2.1 that holds for all $x \in A_1$.

3. Diamonds

Convention 3.1. In this paper, all manifolds are real, smooth and finite dimensional. For any fiber bundle $\pi : E \to B$, the fiber over $p \in B$ is denoted by $E_p = \pi^{-1}(\{p\})$. For any section $X \in \Gamma(E)$ the map $X : B \to E$ is given by $p \mapsto X_p \in E_p$. For any vector bundle $\pi : E \to B$ we denote by $E^*, \text{Sym}^2 E, \mathcal{S} E$, the dual bundle, the subbundle of symmetric elements of $E \otimes E$, and the sphere bundle associated with $E$. That is, for $p \in B$, we have $(\mathcal{S} E)_p = (E_p \setminus \{0\})/\mathbb{R}_+$. Finally, $\text{End}(E) = E^* \otimes E$ is the endomorphism bundle associated with $E$.

Convention 3.2. For a bundle $\pi : E \to B$ we denote by $T(E)$ the algebraic direct sum of all tensor products of $E$ and $E^*$.

For the rest of this paper, fix

- a 4-dimensional manifold $M$,
- a real vector bundle $\pi_V : V \to M$ with 4 dimensional fibers,
- a section $\mathfrak{H} \in \Gamma(\mathcal{S} \text{Sym}^2 V^*)$ with signature $(-, +, +, +)$.

In other words, $\mathfrak{H}$ defines a conformal Lorentzian inner product on each fiber of $V$.

Definition 3.1. For every integer $k \geq 0$, let $\mathcal{P}^k$ be the set of all maps $\diamond$,

$$\diamond : \Gamma(T(V)) \to \Gamma(\wedge^k V^* \otimes T(V))$$

(3.1)

so that for all $u, v \in \Gamma(T(V))$, all representatives $h \in \Gamma(\text{Sym}^2 V^*)$ of the conformal Lorentzian inner product $\mathfrak{H} \in \Gamma(\mathcal{S} \text{Sym}^2 V^*)$, and all $Y \in \Gamma(V^{\otimes k})$, we require, with Convention 3.3 below:

(a) $\diamond$ is linear over $\mathbb{R}$,
(b) $\diamond_Y$ maps $C^\infty(M) \to C^\infty(M)$ and $\Gamma(V) \to \Gamma(V)$ and $\Gamma(V^*) \to \Gamma(V^*)$,
(c) $\diamond_Y (u \otimes v) = (\diamond_Y u) \otimes v + u \otimes (\diamond_Y v)$,
(d) $\diamond I = 0$ if $I \in \Gamma(\text{End}(V))$ is the identity on the fibers of $V$,
(e) $\diamond h = \mu \otimes h$ for some $\mu \in \Gamma(\wedge^k V^*)$.

The vertical subspace $\mathcal{P}^k_v \subset \mathcal{P}^k$ is the set of all $\diamond \in \mathcal{P}^k$ such that $\diamond f = 0$ for all $f \in C^\infty(M)$.

Convention 3.3. For each $Y \in \Gamma(V^{\otimes k})$ and $u \in \Gamma(T(V))$ set

$$\diamond_Y u = i_Y (\diamond u) \in \Gamma(T(V))$$

Here $i_Y$ is interior multiplication by $Y$ acting on the first $k$ factors of $\diamond u$.

Remark 3.1. Observe that $\diamond_Y$ acts on the ring $C^\infty(M)$ as a derivation, by (C).

Remark 3.2. Every element of $\mathcal{P}^k$ can be written as a finite sum of “pure” elements $\theta \otimes \diamond$, where $\theta \in \Gamma(\wedge^k V^*)$ and $\diamond \in \mathcal{P}^0$. The Leibniz rule (c) for $\theta \otimes \diamond$ reads

$$(\theta \otimes \diamond)(u \otimes v) = \theta \otimes (\diamond u) \otimes v + \theta \otimes u \otimes (\diamond v)$$
Remark 3.3. Let $\mathcal{I}$ be an index set, $|\mathcal{I}| = 4$. Let $F(a)$, $a \in \mathcal{I}$, be local sections of $V$ that are a frame for fibers of $V$. Let $\lambda^{(a)}$, $a \in \mathcal{I}$, be the dual frame. For every $\Diamond \in \mathcal{P}^k$ and $Y \in \Gamma(V^{\otimes k})$, property (3) in Definition 3.1 implies

$$0 = \Diamond Y I = \Diamond Y (\lambda^{(a)} \otimes F(a)) = (\Diamond Y \lambda^{(a)}) \otimes F(a) + \lambda^{(a)} \otimes (\Diamond Y F(a))$$

Consequently, $(\Diamond Y \lambda^{(a)})(F(b)) = -\lambda^{(a)}(\Diamond Y F(b))$ for all $a, b \in \mathcal{I}$. Now, the Leibniz rule (c) implies

$$(\Diamond Y \xi)(Z) = \Diamond Y(\xi(Z)) - \xi(\Diamond Y Z)$$

for all $\xi \in \Gamma(V^*)$ and $Z \in \Gamma(V)$.

Definition 3.2. Let $m, k_1, \ldots, k_\ell \geq 0$ be integers, and $k = k_1 + \ldots + k_\ell$. The multi ($k_1, \ldots, k_\ell$) wedge product operator shifted by $m$ is the linear map

$$\wedge^{(m)}_{k_1, \ldots, k_\ell} : \Gamma\left(\wedge^m V^* \otimes (\wedge^{k_1} V^*) \otimes \cdots \otimes (\wedge^{k_\ell} V^*) \otimes T(V)\right) \to \Gamma\left(\wedge^m V^* \otimes (\wedge^{k_1} V^*) \otimes \cdots \otimes (\wedge^{k_\ell} V^*) \otimes T(V)\right)$$

determined by $\xi \otimes \nu_1 \otimes \cdots \otimes \nu_\ell \otimes u \mapsto \xi \otimes (\nu_1 \wedge \cdots \wedge \nu_\ell) \otimes u$. Set $\wedge^{(0)}_{k_1, \ldots, k_\ell} = \wedge_{k_1, \ldots, k_\ell}$.

Remark 3.4. We have

$$\wedge_{k_1, k_2+k_3}^{(k_1)} \wedge_{k_2, k_3}^{k_1} = \wedge_{k_1, k_2, k_3}$$

$$\Diamond \wedge_{k_2, k_3} = \wedge_{k_1}$$

for any $\Diamond \in \mathcal{P}^k$.

Proposition 3.1. For all $\Diamond \in \mathcal{P}^k$, $\mathcal{Y} \in \mathcal{P}^\ell$, set

$$[\Diamond, \mathcal{Y}] = \wedge_{k, \ell} \Diamond \mathcal{Y} - (-1)^{k\ell} \wedge_{\ell, k} \mathcal{Y} \Diamond$$

Then $[\Diamond, \mathcal{Y}] \in \mathcal{P}^{k+\ell}$ and moreover, $(\mathcal{P}_0 \oplus \mathcal{P}_1, [\cdot, \cdot])$ is a Lie superalgebra, with $\mathcal{P}_0 = \bigoplus_{k \geq 0 \text{ even}} \mathcal{P}^k$ and $\mathcal{P}_1 = \bigoplus_{k \geq 0 \text{ odd}} \mathcal{P}^k$.

Proof. To see that $[\Diamond, \mathcal{Y}] \in \mathcal{P}^{k+\ell}$, consider first the special case when $k = \ell = 0$. In this case $[\Diamond, \mathcal{Y}] = \Diamond \mathcal{Y} - \mathcal{Y} \Diamond$. Properties (a), (b), (d) in Definition 3.1 hold. The Leibniz rule (c) holds:

$$[\Diamond, \mathcal{Y}](u \otimes v) = \Diamond (\mathcal{Y} (u \otimes v)) + \mathcal{Y} (\Diamond u \otimes v) - \mathcal{Y} (\Diamond u \otimes v) - \Diamond (\mathcal{Y} (u \otimes v))$$

$$= \Diamond (\mathcal{Y} u \otimes v) + \mathcal{Y} (\Diamond u \otimes v) + (\mathcal{Y} u \otimes \mathcal{Y} v) + u \otimes (\mathcal{Y} \Diamond v)$$

$$- (\mathcal{Y} \Diamond u) \otimes v - (\mathcal{Y} u \otimes \mathcal{Y} v) + u \otimes (\mathcal{Y} \Diamond v)$$

For property (e), note that there are $\mu, \mathcal{Y} \in \mathcal{C}^\infty(M)$ such that $\Diamond \mathcal{Y} = \mu \mathcal{Y}$ and $\mathcal{Y} \Diamond = \mathcal{Y} \mu$. Therefore, (e) holds. For general $k, \ell$, (a), (b) and (d) still hold. For the Leibniz rule (c), observe that both sides of (3.3) are bilinear over $\mathbb{R}$ in $\Diamond$ and $\mathcal{Y}$. It therefore suffices
to consider the case when \( \Diamond = \theta \otimes \Diamond_0 \) and \( \Box = \emptyset \otimes \Box_0 \), where \( \Diamond_0, \Box_0 \in \mathcal{P}^0 \) and \( \theta \in \Gamma(\Lambda^k V^*) \) and \( \emptyset \in \Gamma(\Lambda^\ell V^*) \). In this case,

\[
[\Diamond, \Box] = \wedge_{\ell, k} \Diamond_0 (\theta \otimes \Diamond_0) - (-1)^{k\ell} \wedge_{\ell, k} \Box_0 (\theta \otimes \Diamond_0)
= (\theta \wedge \Diamond) \otimes \Diamond_0 + (\theta \wedge (\Diamond_0 \theta)) \otimes \Box_0 - ((\Diamond_0 \theta) \wedge \emptyset) \otimes \Diamond_0 \tag{3.4}
\]

Each term separately satisfies the Leibniz rule (the first one by the special case \( k = \ell = 0 \)), and (c) holds. Property (e) also follows from (3.4).

To see that \( [\cdot, \cdot] : \mathcal{P}^k \times \mathcal{P}^k \rightarrow \mathcal{P}^{k+\ell} \) is a Lie superbracket, observe that

\[
[\Diamond, \Box] = \wedge_{\ell, k} \Diamond_0 \Box - (-1)^{k\ell} \wedge_{\ell, k} \Box_0 \Diamond
= (-1)^{1+k\ell} (\wedge_{\ell, k} \Diamond_0 \Box - (-1)^{k\ell} \wedge_{\ell, k} \Box_0 \Diamond)
= (-1)^{1+k\ell}[\Diamond, \Box]
\]

Let \( \Diamond_1 \in \mathcal{P}^{k_1}, \Diamond_2 \in \mathcal{P}^{k_2}, \Diamond_3 \in \mathcal{P}^{k_3} \). Then

\[
[\Diamond_1, [\Diamond_2, \Diamond_3]] = \wedge_{k_1, k_2, k_3} \Diamond_1 \wedge_{k_1, k_2, k_3} \Diamond_2 \Diamond_3 - (-1)^{k_2 k_3} \wedge_{k_1, k_2, k_3} \Diamond_1 \wedge_{k_1, k_2, k_3} \Diamond_2 \Diamond_3
\]

By Remark 3.5,

\[
(-1)^{k_1 k_3} [\Diamond_1, [\Diamond_2, \Diamond_3]] = (-1)^{k_1 k_3} \wedge_{k_1, k_2, k_3} \Diamond_1 \wedge_{k_1, k_2, k_3} \Diamond_2 \Diamond_3 - (-1)^{k_1 k_2} \wedge_{k_1, k_2, k_3} \Diamond_1 \wedge_{k_1, k_2, k_3} \Diamond_2 \Diamond_3
\]

Adding,

\[
(-1)^{k_1 k_3} [\Diamond_1, [\Diamond_2, \Diamond_3]] + (-1)^{k_2 k_3} [\Diamond_2, [\Diamond_3, \Diamond_1]] + (-1)^{k_2 k_3} [\Diamond_3, [\Diamond_1, \Diamond_2]] = 0
\]

\( \Box \)

Convention 3.4. The symbol \( \mathcal{J} \) denotes a finite index set. The set \( \mathcal{J} \) and its length \( |\mathcal{J}| \) may change from occurrence to occurrence. Boldface small Latin indices \( a, b, \ldots \) take values in \( \mathcal{J} \). Boldface capital Latin indices are multiindices, that is, elements of \( \mathcal{J}^k \) for some \( k \geq 0 \). The length of a multiindex \( \mathbf{A} = (a_1, \ldots, a_k) \) will be denoted \( |\mathbf{A}| = k \). We write \( X_{\mathbf{A}} = X_{a_1} \otimes \cdots \otimes X_{a_k} \) for various types of objects \( X \).

Definition 3.3. Let \( \mathcal{J} \) be an index set and let \( \mathbf{A}, \mathbf{B}_1, \ldots, \mathbf{B}_\ell \) be \( \mathcal{J} \)-multiindices such that \( |\mathbf{A}| = |\mathbf{B}_1| + \cdots + |\mathbf{B}_\ell| = k \). Let \( \mathbf{A} = (a_1, \ldots, a_k) \) and let \( \mathbf{B}_1|\cdots||\mathbf{B}_\ell = (b_1, \ldots, b_k) \) be the concatenation of \( \mathbf{B}_1 \) through \( \mathbf{B}_\ell \). Set

\[
\mathbf{A}_{\mathbf{A}}^{\mathbf{B}_1 \cdots \mathbf{B}_\ell} = \frac{1}{|\mathbf{B}_1|! \cdots |\mathbf{B}_\ell|!} \sum_{\pi \in S_k} \text{sgn}(\pi) \delta_{a_{\pi(1)}}^b_1 \cdots \delta_{a_{\pi(k)}}^b_k \tag{3.5}
\]

The index set \( \mathcal{J} \) is implicit in (3.5) and will be specified every time it is used.

Remark 3.5. \( \mathbf{A}_{\mathbf{BC}} \mathbf{DE} = \mathbf{A}_{\mathbf{D}} \mathbf{E} \) where \( |\mathbf{A}| = |\mathbf{B}| + |\mathbf{C}| = |\mathbf{D}| + |\mathbf{E}| + |\mathbf{C}|. \)
Remark 3.6. Let \( \hat{\phi} \in \mathcal{P}^k, Y \in \Gamma(V^\otimes k) \) and \( z \in \Gamma(T(V)) \). Then
\[
[z \otimes, \hat{\phi}_Y] = -(\hat{\phi}_Y z) \otimes
\] (3.6)
as operators acting on \( \Gamma(T(V)) \), and \([ \cdot, \cdot \] is the commutator of operators.

Remark 3.7. Equation (3.6) is equivalent to
\[
i_{Y_A} [\hat{\phi}, \hat{\phi}] = A^B C \left( i_{Y_B} \otimes Y_C \hat{\phi} - i_{Y_C} \otimes Y_B \hat{\phi} \right)
\] (3.7a)
\[
= A^B C \left( \hat{\phi}_Y \hat{\phi}_{Y_C} - \hat{\phi}_{Y_C} \hat{\phi}_Y \right) - A^B C \left( \hat{\phi}_{(Y_B Y_C) \otimes Y_E} \right) + A^B C \left( \hat{\phi}_{Y_C Y_B} \otimes Y_D \right)
\] (3.7b)

Here \( Y_1, \ldots, Y_{k+\ell} \) are any sections of \( V \). Moreover, \( \mathcal{J} = \{1, \ldots, k + \ell\} \) and \( A = \{1, \ldots, k + \ell\} \), see Convention 3.4. The \( \mathcal{J} \)-multiindices have length \(|A| = k + \ell, |B| = k, |C| = \ell\). Also, \( i \) is interior multiplication as in Convention 3.3.

To check (3.7b), use (3.6) with \( Y = Y_B \) and \( z = Y_C \) and apply it to \( \hat{\phi}_u \). Then,
\[
Y_C \otimes (\hat{\phi}_Y u) - \hat{\phi}_Y (Y_C \otimes \hat{\phi}_u) = - (\hat{\phi}_Y Y_C) \otimes \hat{\phi}_u
\]

Both sides are sections of \( \Gamma(V^{\otimes \ell} \otimes \wedge^\ell V^* \otimes T(V)) \). Contracting the first \( \ell \) with the second \( \ell \) factors, we obtain (since diamonds commute with contractions)
\[
i_{Y_C} (\hat{\phi}_Y u) - \hat{\phi}_Y (i_{Y_C} \hat{\phi}_u) = - i_{Y_B Y_C} (\hat{\phi}_u)
\]

This is equivalent to (since \( i_{Y_C} i_{Y_B} = i_{Y_B \otimes Y_C} \))
\[
i_{Y_B \otimes Y_C} (\hat{\phi} u) = \hat{\phi}_Y (\hat{\phi}_{Y_C} u) - (\hat{\phi}_{Y_B Y_C} u)
\] (3.8)

With Remark 3.7, we obtain the following corollary of Proposition 3.1.

Corollary 3.1. For all \( \hat{\phi} \in \mathcal{P}^1 \) and \( Y_1, Y_2 \in \Gamma(V) \),
\[
\frac{1}{2} [\hat{\phi}, \hat{\phi}]_{Y_1 Y_2} = \left( i_{Y_1 \otimes Y_2} - i_{Y_2 \otimes Y_1} \right) \hat{\phi}
\]
\[
= \hat{\phi}_{Y_1 Y_2} - \hat{\phi}_{Y_2 Y_1} - \hat{\phi}_{Y_1} Y_2 - \hat{\phi}_{Y_2} Y_1
\]

Definition 3.4. \( g(V, \mathcal{S}) \) is the subbundle of \( \text{End}(V) \) whose fiber at \( p \in M \) is all \( A \in \text{End}(V)_p \) for which there is a \( \lambda \in \mathbb{R} \) so that
\[
h_p (AV_1, Y_2) + h_p (Y_1, AV_2) = \lambda h_p (Y_1, Y_2)
\] (3.9)
for all \( Y_1, Y_2 \in V_p \). Here \( h_p \in (\text{Sym}^2 V^*)_p \) is a representative for \( 
\mathcal{S}_p \). For each \( k \geq 0 \), set
\[
\mathcal{R}^k = \Gamma(\lambda^k V^* \otimes g(V, \mathcal{S}))
\]

Remark 3.8. The definition of the vector bundle \( g(V, \mathcal{S}) \) does not depend on the choice of a representative \( h \). The fibers of \( g(V, \mathcal{S}) \) have dimension 7. Each fiber is a Lie algebra isomorphic to the Lie algebra of the group \( \mathbb{R}_+ \times O(1, 3) \), the direct product of the multiplicative group of positive real numbers with the Lorentz group.
Proposition 3.2. For all \( \hat{\xi} \in \mathcal{P}_1 \) and \( Y \in \Gamma(V^\otimes k) \) and \( Z \in \Gamma(V) \) set
\[
\beta(\hat{\xi})_Y Z = \hat{\xi} Y Z \in \Gamma(V)
\]
Then \( \beta(\hat{\xi})_Y \in \Gamma(g(V, \mathfrak{g})) \subset \Gamma(\text{End}(V)) \) and \( \beta(\hat{\xi}) \in \mathcal{R}^k \). The map
\[
\beta : \mathcal{P}_1 \to \mathcal{R}^k
\]
\[
\hat{\xi} \mapsto \beta(\hat{\xi})
\]
is a bijection.

Proof. First, \( \beta(\hat{\xi}) \in \Gamma(\wedge^k V^* \otimes \text{End}(V)) \) because \( \beta(\hat{\xi})_Y Z \) is linear over \( C^\infty(M) \) in both \( Y \) and \( Z \), by the assumption that \( \hat{\xi} \in \mathcal{P}_1 \). We have to show that \( \beta(\hat{\xi}) \in \mathcal{R}^k \). Let \( \mathfrak{h} \) be a representative of \( \mathfrak{g} \). Then
\[
0 = \hat{\xi} Y (\mathfrak{h}(Z_1, Z_2)) = (\hat{\xi} Y \mathfrak{h})(Z_1, Z_2) + \mathfrak{h}(\hat{\xi} Y Z_1, Z_2) + \mathfrak{h}(Z_1, \hat{\xi} Y Z_2)
\]
\[
= \mu(Y) \mathfrak{h}(Z_1, Z_2) + \mathfrak{h}(\beta(\hat{\xi})_Y Z_1, Z_2) + \mathfrak{h}(Z_1, \beta(\hat{\xi})_Y Z_2)
\]
for all \( Z_1, Z_2 \in \Gamma(V) \), and \( \mu \) as in (d) of Definition 3.1. Hence, \( \beta(\hat{\xi}) \in \mathcal{R}^k \). Also,

- \( \beta \) is injective. In fact, \( \beta(\hat{\xi}) = 0 \) implies that \( \hat{\xi} \) annihilates functions, sections of \( V \) and, by equation (3.2), sections of \( V^* \). By (a), (c) in Definition 3.1 we have \( \hat{\xi} = 0 \).
- \( \beta \) is surjective. Given \( \mathcal{Y} \in \mathcal{R}^k \), set
\[
\hat{\xi}_Y f = 0 \quad \hat{\xi}_Y Z = Y_Z \quad (\hat{\xi}_Y \xi)(Z) = -\xi(Y_Z)
\]
for all \( f \in C^\infty(M) \), \( Z \in \Gamma(V) \), \( \xi \in \Gamma(V^*) \) and all \( Y \in \Gamma(V^\otimes k) \). Together with (a),(c) in Definition 3.1, they uniquely determine \( \hat{\xi}_Y u \) for all \( u \in \Gamma(\mathcal{T}(V)) \), and (b), (d), (e) in Definition 3.1 are automatic. \( \hat{\xi} \in \mathcal{P}_1 \) satisfies \( \beta(\hat{\xi}) = \mathcal{Y} \).

\( \square \)

4. From Diamonds of degree one to Lorentzian Geometry

In this section, we characterize the elements of \( \mathcal{P}_1 \) that correspond to Lorentzian geometries. Conversely, we show that every Lorentzian manifold (locally) arises from an element of \( \mathcal{P}_1 \). The Einstein vacuum equations are reinterpreted as conditions on elements of \( \mathcal{P}_1 \), to motivate their reformulation in Section 5. This section is outside the overall technical development of this paper. Its purpose is to connect the present formalism with traditional approaches.

Proposition 4.1. For all \( \hat{\xi} \in \mathcal{P}_1 \) there is a unique vector bundle homomorphism
\[
\mathcal{E}^\hat{\xi} : V \to TM \quad \text{or, equivalently,} \quad \mathcal{E}^\hat{\xi} \in \Gamma(V^* \otimes TM) \quad \text{(4.1)}
\]
such that \( (\mathcal{E}^\hat{\xi}(Y))(f) = \hat{\xi}_Y(f) \) for all \( Y \in \Gamma(V) \) and \( f \in C^\infty(M) \).

Proof. The operator \( \hat{\xi}_Y \) acts as a derivation on \( C^\infty(M) \) and is linear over \( C^\infty(M) \) in \( Y \), by Definition 3.1. \( \square \)
Proposition 4.2. Let $\nabla : \Gamma(T(TM)) \to \Gamma(T^*M \otimes T(TM))$ and $\nabla_X^0 u = \mathcal{E} \left( \nabla^{-1} \mathcal{E} \left( X \right) \right)$ for all $X \in \Gamma(T(TM))$ and $u \in \Gamma(T(TM))$. Then $\nabla^0$ is a connection on the tensor bundle $T(TM)$ such that for all $X \in \Gamma(T(TM))$,

- $\nabla^0$ is linear over $\mathbb{R}$
- $\nabla_X^0 f = X(f)$ for all $f \in C^\infty(M)$
- $\nabla_X^0$ maps $C^\infty(M)$ to $C^\infty(M)$. $\Gamma(T(TM)) \to \Gamma(T(TM))$ and $\Gamma(T^*M) \to \Gamma(T^*M)$
- $\nabla_X^0 (u \otimes v) = (\nabla_X^0 u) \otimes v + u \otimes (\nabla_X^0 v)$ for all $u, v \in \Gamma(T(TM))$
- $\nabla^0 1 = 0$ where $1 \in \Gamma(\text{End}(TM))$ is the identity.

Proof. By direct verification. □

Lemma 4.1. Let $\nabla = \nabla^0$, $\mathcal{E} = \mathcal{E}^0$. For all $X_i, i = 1, 2, v \in \Gamma(T(TM))$ and corresponding $Y_i = \mathcal{E}^{-1}(X_i) \in \Gamma(V), i = 1, 2, z = \mathcal{E}^{-1}(v) \in \Gamma(T(V))$:

(a) $\langle \nabla_{X_1} \nabla_{X_2} - \nabla_{X_2} \nabla_{X_1} - \nabla_{[X_1, X_2]}X_1 \rangle v = \frac{1}{2} \mathcal{E} \left( \nabla \left[ X_1, X_2 \right] \right)$
(b) $\left[ \nabla \left[ X_1, X_2 \right] \right] = 0$ if and only if $\nabla$ is torsion-free

Let $\mathfrak{h}$ be a representative for $\mathfrak{h}$ and let $\nabla \mathfrak{h} = \mu \otimes \mathfrak{h}$ as in (e) of Definition 3.1. Let $\mathcal{E} = \mathcal{E}(\mu) \in \Gamma(T^*M)$. For all $X_i, Y_i$ as above, $i = 1, 2,$ and all $f \in C^\infty(M)$:

(c) $\nabla_{X_1} \mathcal{E}(e^f \mathfrak{h}) = e^f \left( df + \nu \right)(X_1) \mathcal{E}(\mathfrak{h})$
(d) $d\nu(X_1, X_2) \mathfrak{h} - \nu \left( \nabla_{X_1} X_2 - \nabla_{X_2} X_1 - [X_1, X_2] \right) \mathfrak{h} = \frac{1}{2} \left[ \nabla \left[ X_1, X_2 \right] \right] \mathfrak{h} + \frac{1}{2} \mathcal{E} \left( \nabla \left[ X_1, X_2 \right] \right)$

Proof. We verify (a) through (d):

(a) The left hand side is equal to $\mathcal{E} \left( \nabla \left[ X_1, X_2 \right] \right)$, by the definition of $\nabla = \nabla^0$, see Proposition 4.2. Now use Corollary 3.1.
(b) Let $v \in C^\infty(M)$ in (a). Then $z = v$. We obtain $-\nabla_{T(X_1, X_2)} v = \frac{1}{2} \mathcal{E} \left( \nabla \left[ X_1, X_2 \right] \right)$.
(c) $\nabla_{X_1} \left( e^f \mathfrak{h} \right) = e^f \left( df(X_1) \mathfrak{h} + e^f \nabla_{X_1}(\mathcal{E}(\mathfrak{h})) \right)$
(d) Let $z = \mathfrak{h}$ in (a). Then $v = \mathcal{E}(\mathfrak{h})$. Rewrite the result using (c) with $f = 0$.

This concludes the proof. □
Remark 4.1. Let $\pi : E \to B$ be a vector bundle. For every $S \in \Gamma(\text{End}(E))$ we denote by $\text{tr}(S) \in C^\infty(B)$ its trace as a linear map.

Proposition 4.3. Let $M$ be simply connected. Let $\dot{\omega} \in \mathcal{P}^1$ and suppose

(a) $\dot{\omega}$ is non-degenerate
(b) $\frac{1}{2} [\dot{\omega}, \dot{\omega}] \in \mathcal{P}_2^2$
(c) $\text{tr}(T_{Y_1 \otimes Y_2}) = 0$ for all $Y_1, Y_2 \in \Gamma(V)$, where

$$T = \beta(\frac{1}{2} [\dot{\omega}, \dot{\omega}]) \in \mathcal{R}^2$$

Fix any representative $\dot{\omega}'$ for $\dot{\omega}$ and let $\dot{\omega}' = \mu \otimes \dot{\omega}'$ as in (c) of Definition 7.7.

Part 1: The 1-form $\nu = \mathcal{E}^\dot{\omega}(\mu) \in \Gamma(T^*M)$ is exact, $\nu = -df$ with $f \in C^\infty(M)$.

Part 2: Let $\dot{\omega}$ be a representative of $\dot{\omega}$. Then $\nabla^\dot{\omega}$ is the Levi-Civita connection for the Lorentzian metric $\mathcal{E}^\dot{\omega}(\dot{\omega}) \in \Gamma(\text{Sym}^2 T^*M)$ if and only if $\dot{\omega} = e^f + C \dot{\omega}'$ for some $C \in \mathbb{R}$.

Part 3: The associated Riemann curvature $R^\dot{\omega}$ is given by

$$R^\dot{\omega}(X_1, X_2)X_3 = \mathcal{E}^\dot{\omega}(\nabla^\dot{\omega})X_3 \in \Gamma(TM)$$

for all $X_1 \in \Gamma(TM)$ and $Y_i = (\mathcal{E}^\dot{\omega})^{-1}(X_i) \in \Gamma(V), i = 1, 2, 3$.

Remark 4.1. Part 2 of Proposition 4.3 implies that: There is a representative $\dot{\omega}$ of $\dot{\omega}$, unique up to an overall constant multiplicative factor, such that $\nabla^\dot{\omega}$ is the Levi-Civita connection for $\mathcal{E}^\dot{\omega}(\dot{\omega})$. In particular, the assignment $\dot{\omega} \mapsto \mathcal{E}^\dot{\omega}(\dot{\omega})$ is canonical (independent of the choice of $\dot{\omega}'$), modulo an overall constant multiplicative factor.

Proof. We use Lemma 4.1 with the understanding that the representative for $\dot{\omega}$ in Lemma 4.1 is $\dot{\omega}'$. Then $\nu$ in Lemma 4.1 coincides with $\nu$ in Proposition 4.3.

Part 1: (b) implies that $\nabla^\dot{\omega}$ is torsion-free by Lemma 4.1(b). Then $d\nu(X_1, X_2)\dot{\omega}' = \frac{1}{2} [\dot{\omega}, \dot{\omega}]Y_1 \otimes Y_2 \dot{\omega}'$ by Lemma 4.1(d). Contracting with $(\dot{\omega}')^{-1}$ gives $4 d\nu(X_1, X_2) = \frac{1}{2} i(\dot{\omega}')^{-1} ([\dot{\omega}, \dot{\omega}]Y_1 \otimes Y_2 \dot{\omega}')$ where $i$ denotes interior multiplication. That is, both factors of $([\dot{\omega}, \dot{\omega}]Y_1 \otimes Y_2 \dot{\omega}') \in \Gamma(\text{Sym}^2 V^*)$ are contracted with $(\dot{\omega}')^{-1} \in \Gamma(\text{Sym}^2 V)$. Let $L$, $F_{(a)}$ and $\lambda^{(a)}$, $a \in I$, be as in Remark 4.3. Let $h_{ab}$ be the components of $\dot{\omega}'$, that is, $\dot{\omega}' = h_{ab} \lambda^{(a)} \otimes \lambda^{(b)}$ and $\dot{\omega}' = h^{ab} F_{(a)} \otimes F_{(b)}$, where $(h^{ab})$ is the inverse of $(h_{ab})$. By direct calculation,

$$\frac{1}{2} i(\dot{\omega}')^{-1} ([\dot{\omega}, \dot{\omega}]Y_1 \otimes Y_2 \dot{\omega}') = ([\dot{\omega}, \dot{\omega}]Y_1 \otimes Y_2 \lambda^{(a)})(F_{(a)}) = -\lambda^{(a)}([\dot{\omega}, \dot{\omega}]Y_1 \otimes Y_2 F_{(a)})$$

$$= -2 \text{tr}(\nabla^\dot{\omega} Y_1 \otimes Y_2)$$

For the last equality, bear in mind that $\frac{1}{2} [\dot{\omega}, \dot{\omega}]$ and $\nabla^\dot{\omega}$ coincide in their actions on sections of $V$. It follows from the last identity that $d\nu(X_1, X_2) = -\frac{1}{2} \text{tr}(\nabla^\dot{\omega} Y_1 \otimes Y_2)$, which vanishes for all $X_1, X_2 \in \Gamma(TM)$ by (c). Therefore, $d\nu = 0$. Since $M$ is simply connected, there is, by the Poincare Lemma, an $f \in C^\infty(M)$ with $df = -\nu$.

Part 2: $\nabla^\dot{\omega}$ is torsion-free. $\nabla^\dot{\omega}$ is compatible with the Lorentzian metric $\mathcal{E}(e^F \dot{\omega}')$ if and only if $F = f + C$ for some $C \in \mathbb{R}$, see Lemma 4.1(c).

Part 3: Use Lemma 4.1(a) with $v = X_3$ and recall that $\nabla^\dot{\omega}$ is torsion-free. □

Remark 4.2. To connect the Lie superalgebra identity $[\dot{\omega}, [\dot{\omega}, \dot{\omega}]] = 0$ with the classical algebraic and differential Bianchi identities for $R^\dot{\omega}$, we derive an identity. First of all, suppose that $\dot{\omega} \in \mathcal{P}^1$ and $\dot{\omega}' \in \mathcal{P}_2^2$. Then $\nabla = \beta(\dot{\omega}) \in \mathcal{R}^2$ is defined. Let $\mathcal{J} = \{1, 2, 3\}$. 
For all \( Y_i \in \Gamma(V) \), \( i \in \mathcal{J} \), and \( Z \in \Gamma(V) \), we have for any \( \mathcal{J} \)-multiindex \( C \) with \(|C| = 2\),
\[
i_{Y_b \otimes Y_C \otimes Z} (\Omega Y) = i_{Y_b \otimes Y_C} (\Omega \phi Z) - i_{Y_C \otimes Y_b} (\phi \Omega Z) - \Omega_{Y_C Y_b} Z
\]
Multiply by \( A_A^{bc} \), where \( A = (1, 2, 3) \), sum and obtain, by equation (3.7a),
\[
A_A^{bc} i_{Y_b \otimes Y_C \otimes Z} (\Omega Y) = [\Omega, \phi]_{Y_A} Z - A_A^{bc} \Omega_{Y_C Y_b} Z
\]
In the special case when \([\Omega, \phi] \in \mathcal{P}^2\) and when \( \phi = \frac{1}{2}[\Omega, \phi] \), the first term on right hand side vanishes by the Lie superalgebra identity \([\Omega, [\phi, \phi]] = 0\). The left hand side is linear over \( C^\infty(M) \) in \( Z \), and so must be the right hand side. If \( \phi \) is non-degenerate, the last observation implies the "algebraic Bianchi identity"
\[
A_A^{bc} \Omega_{Y_C Y_b} = 0
\]
where \( \Omega = \beta(\frac{1}{2}[\phi, \phi]) \). Consequently, we also have the "differential Bianchi identity"
\[
A_A^{bc} i_{Y_b \otimes Y_C \otimes Z} (\Omega Y) = 0
\]
Finally, if \( \phi \) satisfies all the assumptions of Proposition 4.3, then we obtain the traditional Bianchi identities for the associated Riemann curvature \( R^\phi \).

**Proposition 4.4.** Let \( M \) be simply connected, and assume we are given

(a) a vector bundle isomorphism \( \xi : V \rightarrow TM \)
(b) a representative \( \mathfrak{h} \) for \( \mathfrak{f} \)

Let \( \mathfrak{h}' = \mathfrak{h} \) in Proposition 4.3. Then, there is a unique \( \Omega \in \mathcal{P}^1 \) which satisfies the assumptions of Proposition 4.3 such that \( \mathcal{E}^\phi = \xi \) and such that \( \mu = 0 \) in Proposition 4.3.

**Remark 4.3.** Observe that (a) and (b) induce the Lorentzian metric \( \xi(\mathfrak{h}) \) on \( M \). Conversely, every Lorentzian metric arises locally from such a construction.

**Proof.** We use Lemma 4.1 with the understanding that the representative for \( \mathfrak{f} \) in Lemma 4.1 is \( \mathfrak{h} \). Then \( \nu \) in Lemma 4.1 coincides with \( \nu \) in Proposition 4.3.

We first prove existence. The canonical extension of \( \xi \) from \( V \) to \( \Gamma(V) \) is also denoted by \( \xi : \Gamma(V) \rightarrow \Gamma(TM) \) (just as in Definition 4.1). Let \( \nabla \) be the Levi-Civita connection associated with \( \xi(\mathfrak{h}) \in \Gamma(\text{Sym}^2 T^* M) \), a metric with signature \((-+, +, +, +)\). For all \( Y \in \Gamma(V) \) and \( u \in \Gamma(\Gamma(V)) \), set \( \gamma_{Y \cdot u} = \xi^{-1}(\nabla_{\xi(Y)} \xi(u)) \in \Gamma(\Gamma(V)) \). By direct inspection, \( \gamma \in \mathcal{P}^1 \) (see Definition 3.1). Then \( \mathcal{E} = \mathcal{E}^\phi \) and \( \nabla = \nabla^\phi \). In particular, \( \phi \) is non-degenerate. Lemma 4.1(b) implies that \( [\Omega, \mathfrak{h}] \in \mathcal{P}^1 \), because \( \nabla^\phi = \nabla \) is torsion-free. Lemma 4.1(c) implies \( \nu = 0 \) because \( \nabla^\phi = \nabla \) is compatible with the metric \( \xi(\mathfrak{h}) \). Now Lemma 4.1(d) implies \( \frac{1}{2} [\Omega, \mathfrak{h}]_{Y_1 \otimes Y_2} = 0 \) for all \( Y_1, Y_2 \). This implies \( \text{tr}(\Gamma_{Y_1 \otimes Y_2}) = 0 \), where \( \Gamma = \beta(\frac{1}{2} [\Omega, \mathfrak{h}]) \). This concludes the existence proof. To prove uniqueness, assume there are two such \( \Omega \in \mathcal{P}^1 \). Then their \( \mathcal{E}^\phi = \xi \) coincide, and their \( \nabla^\phi \) coincide, because they are the Levi-Civita connection for the same metric \( \xi(\mathfrak{h}) \) by Proposition 4.3. Then the two \( \Omega \)'s must be the same. \( \Box \)

**Proposition 4.5.** Let \( M \) be simply connected. Let \( \Omega \in \mathcal{P}^1 \) be non-degenerate. The following are equivalent:

1. \( \Omega \) is the curvature of a Lorentzian metric \( \xi(\mathfrak{h}) \) on \( M \).
2. \( \Omega \) is torsion-free.
3. \( \Omega \) satisfies all the assumptions of Proposition 4.3.
4. \( \Omega \) is the curvature of a Lorentzian metric \( \xi(\mathfrak{h}) \) on \( M \).

**Proof.** We use Lemma 4.1 with the understanding that the representative for \( \mathfrak{f} \) in Lemma 4.1 is \( \mathfrak{h} \). Then \( \nu \) in Lemma 4.1 coincides with \( \nu \) in Proposition 4.3.

We first prove existence. The canonical extension of \( \xi \) from \( V \) to \( \Gamma(V) \) is also denoted by \( \xi : \Gamma(V) \rightarrow \Gamma(TM) \) (just as in Definition 4.1). Let \( \nabla \) be the Levi-Civita connection associated with \( \xi(\mathfrak{h}) \in \Gamma(\text{Sym}^2 T^* M) \), a metric with signature \((-+, +, +, +)\). For all \( Y \in \Gamma(V) \) and \( u \in \Gamma(\Gamma(V)) \), set \( \gamma_{Y \cdot u} = \xi^{-1}(\nabla_{\xi(Y)} \xi(u)) \in \Gamma(\Gamma(V)) \). By direct inspection, \( \gamma \in \mathcal{P}^1 \) (see Definition 3.1). Then \( \mathcal{E} = \mathcal{E}^\phi \) and \( \nabla = \nabla^\phi \). In particular, \( \phi \) is non-degenerate. Lemma 4.1(b) implies that \( [\Omega, \mathfrak{h}] \in \mathcal{P}^1 \), because \( \nabla^\phi = \nabla \) is torsion-free. Lemma 4.1(c) implies \( \nu = 0 \) because \( \nabla^\phi = \nabla \) is compatible with the metric \( \xi(\mathfrak{h}) \). Now Lemma 4.1(d) implies \( \frac{1}{2} [\Omega, \mathfrak{h}]_{Y_1 \otimes Y_2} = 0 \) for all \( Y_1, Y_2 \). This implies \( \text{tr}(\Gamma_{Y_1 \otimes Y_2}) = 0 \), where \( \Gamma = \beta(\frac{1}{2} [\Omega, \mathfrak{h}]) \). This concludes the existence proof. To prove uniqueness, assume there are two such \( \Omega \in \mathcal{P}^1 \). Then their \( \mathcal{E}^\phi = \xi \) coincide, and their \( \nabla^\phi \) coincide, because they are the Levi-Civita connection for the same metric \( \xi(\mathfrak{h}) \) by Proposition 4.3. Then the two \( \Omega \)'s must be the same. \( \Box \)
(a) ◯ satisfies the assumptions of Proposition 4.3 and the associated Lorentzian manifold is Ricci-flat
(b) \( \frac{1}{2}[[\partial, \partial], \partial] \in \mathcal{P}^{2}_{\text{vac}} \)
(c) there is an \( \mathcal{G} \in \mathcal{P}^{2}_{\text{vac}} \) such that \( \mathcal{G} = \frac{1}{2}[[\partial, \partial]] \) and \( [[\partial, \partial]] = 0 \)

See Definition 5.1 below for \( \mathcal{P}^{2}_{\text{vac}} \).

**Proof.** (c) implies (b), and conversely, (b) implies (c) by setting \( \mathcal{G} = \frac{1}{2}[[\partial, \partial]] \) and using the super Jacobi identity to conclude that \( [[\partial, \partial]] = \frac{1}{2}[[\partial, \partial]] \). The equivalence of (a) and (b) follows by comparing for each row of the following table the corresponding condition/assumption in Proposition 4.3 and Definition 5.1:

| Proposition 4.3 | Definition 5.1 with \( \mathcal{G} = \frac{1}{2}[[\partial, \partial]], k = 2 \) |
|------------------|--------------------------------------------------|
| (b) alg. Bianchi identity for \( R^\partial \) and (4.2) | (a) the assumption \( \mathcal{G} \in \mathcal{P}^{2}_{\text{vac}} \) |
| (c) Ricci flatness and (4.2) | (b) |

This concludes the proof. \( \Box \)

## 5. Reformulation of the Einstein vacuum equations

In the next definition, the index set \( J = \{1, \ldots, k+1\} \) and \( A = \{1, \ldots, k+1\} \), and \( B \) is a \( J \)-multiindex of length \( |B| = k \).

**Definition 5.1.** The "vacuum subspace" \( \mathcal{P}^{k}_{\text{vac}} \subset \mathcal{P}^{k}_{\perp} \), \( k = 2, 3, 4 \), is the set of all \( \mathcal{G} \in \mathcal{P}^{k}_{\perp} \) such that the associated \( \mathbb{T} = \beta(\mathcal{G}) \in \mathbb{R}^{k} \) satisfies for all \( Y_i \in \Gamma(V), i \in J \),

(a) \( A^A_{\mathcal{B}^C \Gamma_{Y_h} Y_c} = 0 \)
(b) \( \text{tr}(\mathcal{Y}_{Y_h}) = 0 \) for \( B = (1, \ldots, k) \)
(c.2) for \( k = 2 \): \( C(\mathcal{Y}) = 0 \) where \( C \) is the contraction operator for the index pair \( (2, 4) \)
(c.3) for \( k = 3 \): \( C(\mathcal{Y} \otimes \mathfrak{g}^{-1}) = 0 \) where \( C \) contracts \( (1, 5), (3, 6) \) and \( (4, 7) \)

In (c.2) we regard \( \mathcal{Y} \) as a section of \( (V^*)^{\otimes 3} \otimes V \supset \wedge^2 V^* \otimes \mathfrak{g}(V, \mathcal{G}) \).
In (c.3) we regard \( \mathcal{Y} \otimes \mathfrak{g}^{-1} \) as a section of \( (V^*)^{\otimes 4} \otimes V^{\otimes 3} \supset \wedge^3 V^* \otimes \mathfrak{g}(V, \mathcal{G}) \otimes \text{Sym}^2 V \).
Here, \( \mathfrak{g} \) is any representative of \( \mathfrak{g} \). All contractions are natural pairings of \( V \) with \( V^* \).

See Definition 6.1 and Proposition 6.1 for a discussion of \( \mathcal{P}^{k}_{\text{vac}} \) in index notation.

We now adopt verbatim, from Section 2, the definitions of \( \mathcal{D}, A_0 \) and \( A_1 \), with the understanding that \( L_0 = \mathcal{P}_0 \) and \( L_1 = \mathcal{P}_1 \), see Proposition 4.3. In particular, for all \( \mathcal{E} = (\partial, \mathcal{G}) \in \mathcal{P}^{1} \times \mathcal{P}^{2} \subset A_{1} \) and \( \mathcal{F} = (\partial', \mathcal{G}') \in \mathcal{P}^{2} \times \mathcal{P}^{3} \subset A_{0} \), we have

\[
\mathcal{D}_{\mathcal{E}} \mathcal{E} = \left( \mathcal{G} - \frac{1}{2}[[\partial, \partial]], [[\partial, \partial]] \right) \in \mathcal{P}^{2} \times \mathcal{P}^{3} \subset A_{0} \tag{5.1a}
\]
\[
\mathcal{D}_{\mathcal{F}} \mathcal{F} = \left( \mathcal{G}' - [[\partial, \partial]], [[\partial, \partial]] + [[\partial', \mathcal{G}]] \right) \in \mathcal{P}^{3} \times \mathcal{P}^{4} \subset A_{1} \tag{5.1b}
\]

The Einstein vacuum equations are now reformulated as:

Find \( \mathcal{E} \in \mathcal{P}^{1} \times \mathcal{P}^{2}_{\text{vac}} \) such that \( \mathcal{D}_{\mathcal{E}} \mathcal{E} = 0 \). \( \tag{5.2} \)
Remark 5.1. Proposition 5.3 justifies the expression "reformulation of the Einstein vacuum equations". Notice that, in contrast to Proposition 4.5, we do not require \( \omega \) to be non-degenerate. Degenerate solutions may not be physically interesting in themselves. However, they can be used as a mathematical tool, to construct nearby non-degenerate solutions.

We now derive algebraic and differential identities.

Lemma 5.1. For all \((k, \ell) \in \{(1, 2), (2, 2), (1, 3)\}\), all \(\diamond \in \mathcal{P}^k\) and all \(\emptyset \in \mathcal{P}^\ell_{\text{vac}}\), we have \([\diamond, \emptyset] \in \mathcal{P}^{k+\ell}_{\text{vac}}\).

Proof. In this proof, the index set \( J = \{1, \ldots, k + \ell\}\) and \(A = (1, \ldots, k + \ell)\). First show that \([\diamond, \emptyset] \in \mathcal{P}^{k+\ell}_{\text{vac}}\). Equations (5.7a), (5.8) and Definition 5.1(a) for \(\emptyset \in \mathcal{P}^\ell_{\text{vac}}\) imply

\[ [\diamond, \emptyset]_{\mathcal{A}} u = A_{AB}^{BC} \left( i_{Y_B \otimes Y_C} (\diamond \emptyset u) - \diamond Y_C (\diamond Y_B u) \right) \quad (5.3) \]

We have used that \(T^\emptyset = \beta(\emptyset) \in \mathcal{R}^\ell\) satisfies \(T^\emptyset_{\mathcal{Y}} Z = \emptyset Y Z\) for all \(Y \in \Gamma(V^{\otimes \ell})\) and \(Z \in \Gamma(V)\). The assumption \(\emptyset \in \mathcal{P}^\ell_{\text{vac}}\) implies that \(\emptyset f = 0\) for all \(f \in C^\infty(M)\), and consequently by equation (5.3), \([\diamond, \emptyset] f = 0\) for all \(f \in C^\infty(M)\). Therefore, \([\diamond, \emptyset] \in \mathcal{P}^{k+\ell}_{\text{vac}}\).

We can now define \(T_{\mathcal{Y}}^\emptyset = \beta(\emptyset) \in \mathcal{R}^\ell\) and \(T^{[\diamond, \emptyset]} = \beta([\diamond, \emptyset]) \in \mathcal{R}^{k+\ell}\). Equation (5.3) with \(u = Z \in \Gamma(V)\) is equivalent to

\[ T_{\mathcal{Y}A}^{[\diamond, \emptyset]} Z = A_{AB}^{BC} i_{Y_B \otimes Y_C \otimes Z} (\diamond T^\emptyset) \quad (5.4) \]

Here \(\diamond T^\emptyset\) is a section of \((V^*)^{\otimes (k+\ell+1)} \otimes V \supset \wedge^k V^* \otimes \wedge^\ell V^* \otimes g(V, \emptyset)\). We now check that \([\diamond, \emptyset] \in \mathcal{P}^{k+\ell}_{\text{vac}}\), by showing (a), (b) in Definition 5.1 for \([\diamond, \emptyset]\). When \((k, \ell) = (1, 2)\) we also have to check (c.3).

- The totally antisymmetric part of the right hand side of equation (5.4) with respect to \(Y_{1}, \ldots, Y_{k+\ell}, Z\) vanishes by (a) for \(\emptyset \in \mathcal{P}^\ell_{\text{vac}}\). Therefore, (a) holds for \([\diamond, \emptyset]\).
- \(\diamond Y_A\) commutes with natural contractions (pairings of \(V^\ast\) with \(V\)). Therefore, (b) for \(\emptyset \in \mathcal{P}_{\text{vac}}^\ell\) and equation (5.4) imply (b) for \([\diamond, \emptyset]\).

This concludes the proof when \((k, \ell) \in \{(2, 2), (1, 3)\}\). From here, \((k, \ell) = (1, 2)\).

- We must show (c.3). We must show that \(C(T^{[\diamond, \emptyset]} \otimes h^{-1}) = 0\), where \(C\) contracts the index-pairs \((1, 5), (3, 6), (4, 7)\) (see the explanation at the end of Definition 5.1).

By writing out the sum on the right hand side of (5.4) (there are \(|P(1, 2)| = 3\) terms), we see that it suffices to show that the contractions

\[(3, 5), (2, 6), (4, 7) \text{ or } (2, 5), (1, 6), (4, 7) \text{ or } (1, 5), (3, 6), (4, 7) \quad (5.5)\]

of \((\diamond T^\emptyset) \otimes h^{-1} \in \Gamma((V^*)^{\otimes 4} \otimes V^{\otimes 3})\) all vanish. Recall that there is a \(\mu \in \Gamma(V^\ast)\) such that \(\diamond h = \mu \otimes h\). Consequently, \(\diamond (h^{-1}) = -\mu \otimes (h^{-1})\). By the Leibniz rule,

\[ (\diamond T^\emptyset) \otimes (h^{-1}) = (\diamond + \mu \otimes ) (T^\emptyset \otimes h^{-1}) \]

The contractions listed in (5.5) indeed vanish, because \(\emptyset \in \mathcal{P}^\ell_{\text{vac}}\). In the first set of pairings, the contraction \((3, 5)\) suffices. In the second, \((2, 5)\) suffices. In the third, \((3, 6)\) and \((4, 7)\) together suffice, by (b) and (c.2) for \(\emptyset \in \mathcal{P}^\ell_{\text{vac}}\).
This concludes the proof. □

**Proposition 5.1.** For all \( \bullet \in \mathcal{P}^1 \times \mathcal{P}^2 \) and all \( \bullet' \in \mathcal{P}^2 \times \mathcal{P}^3 \),
\[
\mathcal{D}_{\bullet} \in \mathcal{P}^2 \times \mathcal{P}^3_{\text{vac}} \\
\mathcal{D}_{\bullet} \mathcal{D}_{\bullet'} = 0 \\
\mathcal{D}_{\bullet'} \in \mathcal{P}^3 \times \mathcal{P}^4_{\text{vac}}
\]

**Proof.** Equations (5.6a) and (5.6c) follow from Lemma 5.1, equation (5.6b) follows from Proposition 2.1. □

**Remark 5.2.** Equations (5.6a) and (5.6b) are, respectively, algebraic and differential identities for the left hand side of the equation \( \mathcal{D}_{\bullet} = 0 \).

### 6. Components and Multiindices

In this section, the previous constructions are made concrete by introducing local coordinates and components. For this purpose, fix

- an index set \( \mathcal{I} \) with \( |\mathcal{I}| = 4 \)
- a constant symmetric matrix \( (g_{ab})_{a,b \in \mathcal{I}} \) with signature \( (-,+,+,+) \)
- an open set \( U \subset M \)
- a coordinate diffeomorphism \( \rho : U \rightarrow \mathbb{R}^4, p \mapsto (\rho^\mu(p))_{\mu=1,2,3,4} \)
- sections \( F(a) \) of \( V \) over \( U \), \( a \in \mathcal{I} \), such that \( h(F(a), F(b)) = g_{ab} \)

**Convention 6.1.** We denote by \( (g^{ab})_{a,b \in \mathcal{I}} \) the inverse of \( (g_{ab})_{a,b \in \mathcal{I}} \).

**Convention 6.2.** \( (\lambda^{(a)})_{a \in \mathcal{I}} \) are the sections of \( V^* \) over \( U \) dual to \( (F(a))_{a \in \mathcal{I}} \).

**Convention 6.3.** Standard Cartesian coordinates on \( U \subset \mathbb{R}^4 \) are denoted \( (x^\mu)_{\mu=1,2,3,4} \).

**Convention 6.4.** Small Latin indices take values in the index set \( \mathcal{I} \). Capital Latin indices are multiindices, that is, elements of \( \mathcal{I}^k \) for some \( k \geq 0 \). For example, \( A = (a_1 \ldots a_k) \) where \( a_1, \ldots, a_k \in \mathcal{I} \). The length of a multiindex will be denoted by \( |A| = k \).

**Convention 6.5.** For any multiindex \( A = (a_1 \ldots a_k) \), write \( F(A) = F(a_1) \otimes \cdots \otimes F(a_k) \).

**Definition 6.1.** \( S^k \) is the real vector space of all \( (\sigma, \tau) = (\sigma A^\mu, \tau A^m n) \), where \( A \) is an \( \mathcal{I} \)-multiindex of length \( |A| = k \) and \( m, n \in \mathcal{I} \) and \( \mu = 1, 2, 3, 4 \), such that

(a) \( \sigma, \tau \) are totally antisymmetric in their first \( k \) lower indices,

(b) \( \tau_A^\ell g_{\ell n} + \tau_A^\ell g_{\ell m} = \frac{1}{2} \tau_{A^\ell} g_{mn} \) where \( |A| = k \)

The ”vertical subspace” \( S^k_\perp \) is the set of all \( (\sigma, \tau) \in S^k \) such that

(c) \( \sigma = 0 \)

The ”vacuum subspace” \( S^k_{\text{vac}} \), \( 2 \leq k \leq 4 \), is the set of all \( (\sigma, \tau) \in S^k_\perp \) such that

(d) \( A_A^B \tau_B^n = 0 \) where \( |A| = |B| = k + 1 \)
(e) $\tau_A \frac{\ell}{\gamma} g_{\ell \gamma} + \tau_A \frac{\ell}{\gamma} g_{\ell \gamma} = 0$ where $|A| = k$  
(f.2) for $k = 2$: $\tau_{\gamma \gamma \gamma}^n = 0$  
(f.3) for $k = 3$: $g_{\ell \tau \tau}^m \tau_{\tau \tau \tau}^m = 0$

Remark 6.1. Property (e) in Definition 6.1 implies $\tau_{An}^n = 0$.

Remark 6.2. We have $\dim \mathbb{R} S^k = 11 \binom{k}{2}$ and $\dim \mathbb{R} S^k_\perp = 7 \binom{k}{2}$ and

$$\dim \mathbb{R} S^2_{\text{vac}} = 10 \quad \text{and} \quad \dim \mathbb{R} S^3_{\text{vac}} = 16 \quad \text{and} \quad \dim \mathbb{R} S^4_{\text{vac}} = 6$$

Let $\mathcal{P}^k(U)$ be defined just as in Definition 3.1 with $U$ instead of $M$. Similarly for $\mathcal{P}^k_\perp(U)$ and $\mathcal{P}^k_{\text{vac}}(U)$.

**Proposition 6.1.** Part 1: Let $\hat{\phi} \in \mathcal{P}^k(U)$. Set

$$(\sigma^\phi)_A^\mu \circ \rho = \hat{\phi}_{F(A)} \rho^\mu \quad (6.1a)$$

$$((\tau^\phi)^n_m \circ \rho) F(n) = \hat{\phi}_{F(m)} F(n) \quad (6.1b)$$

Then $(\sigma^\phi, \tau^\phi) \in C^\infty(\mathcal{U}, S^k)$.

Part 2: For all $(\sigma^\phi, \tau^\phi) \in C^\infty(\mathcal{U}, S^k)$ there is a unique $\hat{\phi} \in \mathcal{P}^k(U)$ so that (6.1) hold.

Part 3: $(\sigma^\phi, \tau^\phi) \in C\infty(\mathcal{U}, S^k)$ if and only if $\hat{\phi} \in \mathcal{P}^k(U)$.

Part 4: $(\sigma^\phi, \tau^\phi) \in C\infty(\mathcal{U}, S^k_{\text{vac}})$ if and only if $\hat{\phi} \in \mathcal{P}^k_{\text{vac}}(U)$.

**Remark 6.3.** For all $\hat{\phi} \in \mathcal{P}^k(U)$, equations (6.1) imply that for all $f \in C^\infty(U)$:

$$\hat{\phi}_{F(A)} f = \left( (\sigma^\phi)_A^\mu \circ \rho \left( f \circ \rho^{-1} \right) \right) \circ \rho \quad (6.2a)$$

$$\hat{\phi}_{F(A)} \lambda(m) = -\left( (\tau^\phi)_\ell^m \circ \rho \right) \lambda(n) \quad (6.2b)$$

**Proof (Proposition 6.1).** Recall that $\hat{h} = g_{ab} \lambda^a \otimes \lambda^b$ is a representative for $\hat{h}$ over $U$.

Part 1: Use $\hat{h} = \mu \otimes \tilde{h}$, where $\mu \in \Gamma(\Lambda^k V^*|U)$, substitute $\hat{h} = g_{ab} \lambda^a \otimes \lambda^b$ and use the Leibniz rule to show that $((\tau^\phi)_A^\ell \circ \rho) g_{\ell \gamma} + ((\tau^\phi)_A^\ell \circ \rho) g_{\ell \tau} = -\mu(F(A)) g_{\ell \tau}$.

Multiply with $g^{mn}$, sum and obtain $-\frac{1}{\ell} ((\tau^\phi)_A^\ell \circ \rho) = \mu(F(A))$. This implies (b) in Definition 6.1. Part 2: Equations (6.1b), (6.2a) and (6.2b) together with (6.1) in Definition 5.1 determine $\hat{\phi}$ uniquely. Properties (b), (c), (d) in Definition 5.1 are then automatic. This proves existence. $\hat{\phi}$ is unique, because for every $\hat{\phi} \in \mathcal{P}^k(U)$, the equations (6.1) imply (6.2a), (6.2b). Part 3: $\hat{\phi} \in \mathcal{P}^k_\perp(U)$ iff $\hat{\phi} f = 0$ for all $f \in C^\infty(U)$ iff $\sigma^\phi = 0$, by equation (6.2a). Part 4 follows from Definition 5.1. □

**Proposition 6.2.** Let $\hat{\phi} \in \mathcal{P}^k(U)$, $\check{\phi} \in \mathcal{P}^{\ell}(U)$. The superbracket $[\hat{\phi}, \check{\phi}] \in \mathcal{P}^{k+\ell}(U)$ has the components

$$(\sigma^\phi \check{\phi})_A^\mu = A_A^{BC} \left( (\sigma^\phi)_B \frac{\partial}{\partial x^\sigma} (\check{\phi})_C^\mu - (\sigma^\phi)_C \frac{\partial}{\partial x^\sigma} (\check{\phi})_B^\mu \right)$$

$$- A_A^{BC} \tau_\ell^\mu (\check{\phi})_{\ell C}^\mu + A_A^{BC} \tau_\ell^\mu (\check{\phi})_{\ell C}^\mu$$

and

$$((\tau^\phi \check{\phi})^n_m)_A^\mu = A_A^{BC} \left( (\tau^\phi)_B \frac{\partial}{\partial x^n} (\check{\phi})_{Cm}^\mu - (\tau^\phi)_C \frac{\partial}{\partial x^n} (\check{\phi})_{Bm}^\mu \right)$$

$$+ A_A^{BC} (\tau^\phi)_B \frac{\partial}{\partial x^n} (\check{\phi})_{Cm}^\mu - (\tau^\phi)_C \frac{\partial}{\partial x^n} (\check{\phi})_{Bm}^\mu$$

$$- A_A^{BC} \tau_\ell^\mu (\check{\phi})_{\ell C}^\mu n + A_A^{BC} \tau_\ell^\mu (\check{\phi})_{\ell C}^\mu n$$
The multiindices have length

\[ |A| = k + \ell \quad |B| = k \quad |C| = \ell \quad |D| = k - 1 \quad |E| = \ell - 1 \]

**Proof.** By direct calculation, using (3.7b) and Proposition 6.1 Equation (3.7b) with \( Y = F_{(a)} \) and \( A = (a_1 \ldots a_{k+\ell}) \) implies

\[
\begin{align*}
\left[ \varnothing, \varnothing \right] F_{(a)} u &= A^{BC} \left( \varnothing F_{(a)} (\varnothing F_{(C)} u) - \varnothing F_{(C)} (\varnothing F_{(a)} u) \right) \\
&\quad - A^{BC} \left( \varnothing (\varnothing F_{(a)} F_{(C)}) F_{(E)} u + \varnothing F_{(a)} \varnothing F_{(b)} F_{(D)} u \right) \\
&= A^{BC} \left( \varnothing F_{(a)} (\varnothing F_{(C)} u) - \varnothing F_{(C)} (\varnothing F_{(a)} u) \right) \\
&\quad - A^{BC} \left( (\varnothing \varnothing) (\varnothing F_{(a)} F_{(C)}) (\varnothing F_{(b)} F_{(D)} u) \right) \\
&\quad + A^{BC} \left( (\varnothing \varnothing) (\varnothing F_{(a)} F_{(C)}) (\varnothing F_{(b)} F_{(D)} u) \right)
\end{align*}
\]

To calculate \( \varnothing \varnothing \), set \( u = \varnothing \varnothing \) and use (6.1) and (6.2) repeatedly. To calculate \( \varnothing \varnothing \), set \( u = F_{(m)} \).

Propositions 6.1 and 6.2 enable us to write down all the equations of Section 5 explicitly. See Section 5.

### 7. Covariance

For this section, fix
- \( M, V, \tilde{S} \) just as at the beginning of Section 5
- another such triple \( \tilde{M}, \tilde{V}, \tilde{S} \)
- open subsets \( U \subset M \) and \( \tilde{U} \subset \tilde{M} \)
- a diffeomorphism \( \psi : \tilde{U} \to U \)
- a vector bundle isomorphism \( \phi : \tilde{W} = \pi|_{\tilde{U}} \to W = V|_{U} \) so that \( \phi \circ \psi = \psi \circ \pi_{\tilde{W}} \)

We require that
- for each representative \( \tilde{h} \) of \( \tilde{S} \) over \( \tilde{U} \), \( \phi(\tilde{h}) \in \Gamma(\text{Sym}^2 W^*) \) is a representative for \( S \) over \( U \).

**Convention 7.1.** As always, there is a canonical extension of \( \phi \) to a vector bundle isomorphism \( T(\tilde{W}) \to T(W) \), which we also denote as \( \phi \). For every section \( u \in T(\tilde{W}) \) we denote by \( \phi(u) = \phi \circ u \circ \psi^{-1} \) the corresponding section of \( T(W) \).

Let \( P^k(U) \) and \( P^k(\tilde{U}) \) be defined just as in Definition 3.1.

**Proposition 7.1.** For all \( \varnothing \in P^k(U) \) and all \( \tilde{Y} \in \Gamma(\tilde{W}^{\otimes k}) \) and \( \tilde{u} \in T(\tilde{W}) \), set

\[
\tilde{\varnothing}_{\tilde{Y}} \tilde{u} = \phi^{-1} \left( \varnothing_{Y} u \right)
\]

(7.1)

where \( Y = \phi(\tilde{Y}) \in \Gamma(W^{\otimes k}) \) and \( u = \phi(\tilde{u}) \in \Gamma(T(W)) \). Then \( \tilde{\varnothing} \in P^k(\tilde{U}) \). The map \( P^k(U) \to P^k(\tilde{U}) \), \( \varnothing \mapsto \tilde{\varnothing} = \phi^{-1}(\varnothing) \)

- is a bijection that maps \( P^k_{\text{vac}}(U) \to P^k_{\text{vac}}(\tilde{U}) \) and \( P^k_{\text{vac}}(U) \to P^k_{\text{vac}}(\tilde{U}) \),
Remark 7.1.

Proof. By construction. □

We will now spell out the transformation law \( \Diamond \mapsto \bar{\Diamond} \) (see Proposition 7.1) in components. For this purpose, we fix additional objects, as at the beginning of Section 6:

- \( \mathcal{I} \) and \( (g_{ab}) \)
- \( \rho : \mathcal{U} \to \U \subset \mathbb{R}^4 \) and \( h \) and \( (F_{(a)}) \)
- \( \bar{\rho} : \bar{\mathcal{U}} \to \bar{\U} \subset \mathbb{R}^4 \) and \( (\bar{F}_{(a)}) \)

Define

- \( \chi : \bar{\U} \to \U \) by the following commuting diagram:

\[
\begin{array}{ccc}
\bar{W} & \xrightarrow{\phi} & W \\
\pi_{\bar{W}} & \downarrow & \pi_W \\
\bar{U} & \xrightarrow{\phi} & U \\
\bar{\rho} & \downarrow & \rho \\
\bar{U} & \xrightarrow{\chi} & \U
\end{array}
\]

- \( \Omega : \bar{\U} \to (0, \infty) \) by \( \bar{h} = \phi^{-1}(h) \left( \Omega \circ \bar{\rho} \right)^{-2} \) (7.3)
- a matrix valued map \( (A_{ab})_{a,b \in \mathcal{I}} \) on \( \bar{\U} \) by \( \bar{F}_{(a)} = \phi^{-1}(F_{(b)}) (A_{ab} \circ \bar{\rho}) \) (7.4)
- the components \( J_{\nu}^{\mu} \in C^\infty(\bar{\U}) \) of the inverse of the Jacobian of \( \chi \) by \( J_{\nu}^{\mu} = \left( \frac{\partial}{\partial x^\alpha}(\chi^{-1})^\mu \right) \circ \chi \) or, equivalently, \( \left( \frac{\partial}{\partial \bar{x}^\alpha} \chi^\alpha \right) J_{\nu}^{\mu} = \delta_{\nu}^{\mu} \) (7.5)

Convention 7.2. Standard Cartesian coordinates on \( \U \subset \mathbb{R}^4 \) and \( \bar{\U} \subset \mathbb{R}^4 \) are denoted \( (x^\mu)_{\mu=1,2,3,4} \) and \( (\bar{x}^\mu)_{\mu=1,2,3,4} \) respectively.

Remark 7.1. Equations (7.3), (7.4) and \( b(F_{(a)}, F_{(b)}) = g_{ab}, \bar{b}(\bar{F}_{(a)}, \bar{F}_{(b)}) = \bar{g}_{ab} \) imply \( g_{ab} = g_{k\ell} \left( \frac{1}{\tau^2} A^{k}_a \right) \left( \frac{1}{\tau^2} A^{\ell}_b \right) \) (7.6)

on \( \bar{\U} \). In other words, \( (\frac{1}{\tau^2} A^{a}_b) \) is a Lorentz transformation matrix.

Proposition 7.2. Let \( \Diamond \in \mathcal{P}^k(U) \) and \( \bar{\Diamond} = \phi^{-1}(\Diamond) \in \mathcal{P}^k(\bar{U}) \). Let \( (\sigma, \tau) \) and \( (\bar{\sigma}, \bar{\tau}) \) be the components of \( \Diamond \) and \( \bar{\Diamond} \), respectively, as in Proposition 6.7. (These components are functions on \( \U \) and \( \bar{\U} \).) We have on \( \bar{\U} \)

\[
\begin{align*}
\bar{\sigma}_{A}^{\mu} &= (\sigma_{B}^{\nu} \circ \chi) A^{B}_{A} J_{\nu}^{\mu} \\
\bar{\tau}_{Am} &= \frac{1}{\tau^2} (\tau_{Bk}^{\ell} \circ \chi) A^{B}_{A} A^{k}_{m} \Lambda_{\ell}^{m} + \frac{1}{\tau^2} (\sigma_{B}^{\nu} \circ \chi) A^{B}_{A} J_{\nu}^{\mu} \left( \frac{\partial}{\partial \bar{x}^\alpha} \chi^\alpha \right) \Lambda_{\ell}^{m}
\end{align*}
\]

(7.7a, 7.7b)

Here \( A = (a_1 \ldots a_k) \), \( B = (b_1 \ldots b_k) \), \( A^{B}_{A} = A^{b_1}_{a_1} \cdots A^{b_k}_{a_k} \) and \( \Lambda_{\ell}^{m} = g_{\ell a} A^{a}_{b} g_{b m} \).
Remark 7.2. Set $\varphi = \chi^{-1}$ and $K^\nu_{\mu} = \frac{\partial}{\partial x^\nu} \varphi^\mu$ and $\Theta = \Omega \circ \varphi$ and $\Delta^a_b = \Lambda^a_b \circ \varphi$. Then (7.7) is equivalent to

$$\tilde{\sigma}_A^\mu \circ \tilde{\rho} = \sigma_{B^\nu} \Delta_A^b K^\mu_{\nu}$$

(7.8a)

$$\tilde{\tau}_A^m \circ \varphi = \frac{1}{\tilde{\sigma}^2} \tau_{Bk}^A \Delta^m_A \Delta^l_n + \frac{1}{\tilde{\sigma}^2} \sigma_{B^\nu} \Delta^A_B \left( \frac{\partial}{\partial x^\nu} \Delta^l_m \right) \Delta^l_n$$

(7.8b)

Proof (Proposition 7.2). Calculate

$$\tilde{\sigma}_A^\mu \circ \tilde{\rho} = \tilde{\sigma}_{F(n)}^\mu$$

$$= \left( A^B_A \circ \tilde{\rho} \right) \left( \chi^{-1}(F_{(B)}) \right) \left( (\chi^{-1})^\mu \circ \phi \circ \psi \right)$$

$$= \left( A^B_A \circ \tilde{\rho} \right) \left( \phi_{(B)} F_{(n)} \right) \left( (\chi^{-1})^\mu \circ \phi \circ \psi \right)$$

$$= \left( A^B_A \circ \tilde{\rho} \right) \left( \sigma_{B^\nu} \frac{\partial}{\partial x^\nu} (\chi^{-1})^\mu \right) \circ \phi \circ \psi$$

Compose with $\tilde{\rho}^{-1}$ from the right, and obtain equation (7.7a). To show (7.7b), use

$$\left( \tilde{\tau}_A^m \circ \tilde{\rho} \right) \tilde{F}(n) = \tilde{\sigma}_{F(n)} \tilde{F}(m)$$

(see equation (6.1b)) and calculate

$$\left( \tilde{\tau}_A^m \circ \tilde{\rho} \right) \phi^{-1}(F_{(t)}) \left( A^t_m \circ \tilde{\rho} \right)$$

$$= \left( A^B_A \circ \tilde{\rho} \right) \left( \phi^{-1}(F_{(t)}) \left( A^t_m \circ \tilde{\rho} \right) \right)$$

$$= \left( A^B_A \circ \tilde{\rho} \right) \left( \phi^{-1}(F_{(t)}) \left( A^t_m \circ \tilde{\rho} \right) \right) \left( \phi^{-1}(F_{(t)}) \left( A^t_m \circ \tilde{\rho} \right) \right)$$

$$\left( A^B_A \circ \tilde{\rho} \right) \left( A^t_m \circ \tilde{\rho} \right) \phi^{-1}(F_{(t)})$$

From both sides, factor out $\phi^{-1}(F_{(t)})$, compose with $\tilde{\rho}^{-1}$ from the right, and obtain (7.7b). □

8. Instruction manual

The purpose of this section is to state, in a self-contained and ready-to-use manner, definitions and propositions that express the reformulated Einstein vacuum equations (5.2), in explicit coordinate/index notation on an open subset of $\mathbb{R}^4$.

For this section, fix
a simply connected open subset $\mathcal{U} \subset \mathbb{R}^4$

an index set $\mathcal{I}$ with $|\mathcal{I}| = 4$

a constant symmetric matrix $(g_{ab})_{a,b \in \mathcal{I}}$ with signature $(-, +, +, +)$

The statements of all definitions and propositions in this section are completely self-contained and make no reference to previous sections. The proofs, on the other hand, rely on the previous sections. We consider Definition 3.3, Conventions 6.1, 6.3, 6.4 and Definition 6.1 as being part of this section.

In the next proposition, $A, B, C, D$ are $\mathcal{I}$-multiindices with length

$$|A| = |B| = 2 \quad |C| = 3 \quad |D| = 4$$

**Proposition 8.1.** Part 1: For all $\bullet = ((E, \Gamma), (0, W)) \in C^\infty(\mathcal{U}, S^1 \times S^2_{\text{vac}})$ set

$$T_A^\mu = -A_A^{bc} \left( E_b^\nu \frac{\partial}{\partial x^\nu} E_c^\mu - \Gamma_{bc}^\ell E_\ell^\mu \right) \quad (8.1a)$$

$$U_{Am}^n = W_{Am}^n - A_A^{bc} \left( E_b^\mu \frac{\partial}{\partial x^\mu} \Gamma_{cm}^n + \Gamma_{cm}^\ell \Gamma_{\ell m}^n - \Gamma_{bc}^\ell \Gamma_{\ell m}^n \right) \quad (8.1b)$$

$$V_{Cm}^n = A_C^{bA} \left( E_b^\mu \frac{\partial}{\partial x^\mu} W_{Am}^n + \Gamma_{\ell m}^n W_{Am}^\ell - \Gamma_{bm}^\ell W_{A\ell}^n - 2 \Gamma_A^\ell W_{b\ell m}^n \right) \quad (8.1c)$$

Then $\bullet' = ((T, U), (0, V))$ is in $C^\infty(\mathcal{U}, S^2 \times S^3_{\text{vac}})$. In other words, there is a map

$$C^\infty(\mathcal{U}, S^1 \times S^2_{\text{vac}}) \rightarrow C^\infty(\mathcal{U}, S^2 \times S^3_{\text{vac}}) \quad (8.2)$$

$\bullet \mapsto \bullet'$

which we again write as $\mathcal{D}_\bullet = \bullet'$.

Part 2: For all

$$\bullet = ((E, \Gamma), (0, W)) \in C^\infty(\mathcal{U}, S^1 \times S^2_{\text{vac}})$$

$$\bullet' = ((T, U), (0, V)) \in C^\infty(\mathcal{U}, S^2 \times S^3_{\text{vac}})$$

not necessarily $\bullet' = \mathcal{D}_\bullet$, set

$$\Xi_C^\mu = A_C^{bA} \left( - E_b^\nu \frac{\partial}{\partial x^\nu} T_A^\mu + T_A^\nu \frac{\partial}{\partial x^\nu} E_b^\mu + 2 \Gamma_A^\ell T_{\ell b}^\mu - U_{Ab}^\ell E_\ell^\mu \right) \quad (8.3a)$$

$$\Upsilon_{Cm}^n = V_{Cm}^n - A_C^{bA} \left( E_b^\mu \frac{\partial}{\partial x^\mu} U_{Am}^n - T_A^\mu \frac{\partial}{\partial x^\mu} \Gamma_{bm}^n + U_{Am}^\ell \Gamma_{\ell m}^n \right. \left. - \Gamma_{bm}^\ell U_{A\ell}^n - 2 \Gamma_A^\ell U_{b\ell m}^n + U_{Ab}^\ell \Gamma_{\ell m}^n \right) \quad (8.3b)$$

$$\Omega_{Dm}^n = A_D^{bC} \left( E_b^\mu \frac{\partial}{\partial x^\mu} V_{Cm}^n + V_{Cm}^\ell \Gamma_{\ell m}^n - \Gamma_{bm}^\ell V_{C\ell}^n + 3 U_C^\ell W_{b\ell m}^n \right) \quad (8.3c)$$

+ $A_D^{AB} \left( T_A^\mu \frac{\partial}{\partial x^\mu} W_{Bm}^n + W_{Bm}^\ell U_{A\ell}^n - U_{Am}^\ell W_{B\ell}^n - 2 \Gamma_A^\ell W_{b\ell m}^n \right)$

Then $\bullet'' = ((\Xi, \Upsilon), (0, \Omega))$ is in $C^\infty(\mathcal{U}, S^3 \times S^4_{\text{vac}})$. In other words, there is a map

$$C^\infty(\mathcal{U}, S^1 \times S^2_{\text{vac}}) \times C^\infty(\mathcal{U}, S^2 \times S^3_{\text{vac}}) \rightarrow C^\infty(\mathcal{U}, S^3 \times S^4_{\text{vac}}) \quad (8.4)$$

$$(\bullet, \bullet') \mapsto \bullet''$$

which we again write as $\mathcal{D}_\bullet \mathcal{D}_\bullet = \bullet''$.

Part 3: For all $\bullet \in C^\infty(\mathcal{U}, S^1 \times S^2_{\text{vac}})$,

$$\mathcal{D}_\bullet \mathcal{D}_\bullet \bullet = 0 \quad (8.5)$$
Proof. Warning, in this proof we consciously abuse notation, the symbols \( U \) and \( V \) are both given two meanings.

Let \( K \) be the 4-dimensional real vector space spanned by elements \( (k_a)_{a \in \mathcal{I}} \). We use the previous sections, with the understanding that \( M, V, \hat{S} \) at the beginning of Section 3 and \( U, \rho, h, F_{(a)} \) at the beginning of Section 4 are:

- \( M = \mathcal{U} \subset \mathbb{R}^4 \) with trivial bundle \( V = \mathcal{U} \times K \)
- \( \rho : \mathcal{U} = \mathcal{U} \to \mathcal{U} \) the identity transformation
- \( F_{(a)} : \mathcal{U} \ni x \mapsto (x, k_{(a)}) \in \mathcal{U} \times K \) constant sections
- \( \hat{S} \) is defined by declaring \( h \) to be a representative, where \( h(F_{(a)}, F_{(b)}) = g_{ab} \).

Part 1: We identify \( \hat{\bullet} = ((E, \Gamma), (0, W)) \in C^\infty(\mathcal{U}, S^1 \times S^2_{\text{vac}}) \) with the corresponding \( \bullet \in \mathcal{P}^1 \times \mathcal{P}^2_{\text{vac}} \), in the sense of Proposition 6.1. Let \( \bullet' = D \hat{\bullet} \in \mathcal{P}^2 \times \mathcal{P}^3_{\text{vac}} \) be given by equation (8.1a). By Proposition 5.1 \( \bullet' \in \mathcal{P}^2 \times \mathcal{P}^3_{\text{vac}} \). Identify \( \bullet' \) with the corresponding \( \hat{\bullet}' = ((T, U), (0, V)) \in C^\infty(\mathcal{U}, S^2 \times S^3_{\text{vac}}) \), in the sense of Proposition 6.1. It follows from equation (5.1a) and Proposition 6.2 that \( T, U, V \) are given by equations (8.1).

For the last term in (8.1c), recall that \( 2A_C^{\beta\delta} \Gamma_A^i = A_C^{\beta\gamma} \Gamma_{\gamma\delta}^i \), see Definition 3.3.

Part 2: Analogous to Part 1, using equation (5.1b).

Part 3: This is now a corollary of Proposition 5.1. \( \Box \)

The Einstein vacuum equations are reformulated as:

\[
\text{Find } \hat{\bullet} \in C^\infty(\mathcal{U}, S^1 \times S^2_{\text{vac}}) \text{ such that } D_\bullet \bullet = 0. \tag{8.6}
\]

Remark 8.1. By the proof of Proposition 6.1, the coordinate construction of \( D \) and the abstract construction of \( D \) coincide. Therefore, (5.2) and (8.6) are equivalent.

Proposition 8.2. Suppose \( \hat{\bullet} = ((E, \Gamma), (0, W)) \in C^\infty(\mathcal{U}, S^1 \times S^2_{\text{vac}}) \) satisfies

\[
D_\bullet \bullet = 0
\]

and \( (E_a^\mu) \) is invertible as a matrix at each point of \( \mathcal{U} \), so that the four vector fields \( E_a = E_a^\mu \partial_\mu \), \( a \in \mathcal{I} \), are a frame for each fiber of \( T \mathcal{U} \).

Part 1: \( \nu \in \Gamma(T^* U) \) given by \( \nu(E_a) = -\frac{1}{2} \Gamma_{mn}^a \) is exact, \( \nu = -df \) with \( f \in C^\infty(\mathcal{U}) \).

Part 2: The Lorentzian metric \( g \) on \( U \) given by \( g(E_a, E_b) = \epsilon_{ab} \) has Levi-Civita connection \( \nabla \Gamma_{mn}^a = \Gamma_{am}^b E_n \).

Part 3: The associated Riemann curvature is given by \( R(E_a, E_b)E_m = W_{abm}^n E_n \). In particular, the Ricci-curvature vanishes.

Proof. We adopt the conventions in the proof of Proposition 8.1 up to and including the four bullets. We identify \( \hat{\bullet} = ((E, \Gamma), (0, W)) \) with the corresponding \( \bullet \in \mathcal{P}^1 \times \mathcal{P}^2_{\text{vac}} \), in the sense of Proposition 6.1. Recall Proposition 4.1 and Definition 4.1. Observe that

- \( \hat{\diamond} \in \mathcal{P}^1 \) is non-degenerate, because \( (E_a^\mu) \) is invertible, and \( C^{\hat{\diamond}}(F_{(a)}) = E_a \). In fact, for every \( q \in C^\infty(\mathcal{U}) \) we have \( E_a(q) = E_a^\mu \frac{\partial}{\partial x_\mu} q = \hat{\diamond} F_{(a)} q \).
- (a) in Proposition 4.1 holds, because \( M = \mathcal{U} \) is simply connected, \( \hat{\diamond} \in \mathcal{P}^1 \) is non-degenerate, (c) in Proposition 4.1 holds by \( D_\hat{\bullet} \hat{\bullet} = 0 \), and (c) implies (a).
Let $h'$ in Proposition 4.3 be given by $h'(F(a), F(b)) = g_{ab}$, and let $\phi h' = \mu \otimes h'$. Then the 1-form $\nu \in \Gamma(T^*U)$ in Proposition 4.3 is given by $\nu(E_a) = \mu(F(a)) = -\frac{1}{2} \Gamma_{an}^n$. For the last equality, use $\phi F(a) h' = \mu(F(a) h')$ and equations (6.1) and (6.2).

We apply Parts 1, 2, 3 of Proposition 4.3. $\nu = -df$ with $f \in C^\infty(U)$. $\nabla^\phi$ is the Levi-Civita connection of $g = E^0(\phi h') = e^f E^0(h')$, and $g(E_a, E_b) = e^f g_{ab}$. The connection $\nabla^\phi_\alpha E_m = E^0(\phi F(a) F(m)) = E^0(\Gamma_{am}^n F(m)) = \Gamma_{an}^m E_n$. The Riemann curvature is $R(E_a, E_b) E_m = \frac{1}{2} E^0(\phi F(m) \otimes F(m)) = E^0(F(a) \otimes F(b) F(m)) = E^0(\nu_{ab} n) E_n$. The Ricci-curvature vanishes by $W_{an} = 0$. □

**Proposition 8.3.** Suppose $(E_a)_{a \in I}$ is a frame for each fiber of $TU$ and the Lorentzian metric $g$ given by $g(E_a, E_b) = g_{ab}$ is Ricci-flat. Then $g$ arises from a solution to

$$D\chi = 0$$

as in Proposition 8.2.

**Proof.** We adopt the conventions in the proof of Proposition 8.1, up to and including the four bullets. Define a vector bundle isomorphism $\xi : V \rightarrow TU$ by $\xi(F(a)) = E_a$. Let $h$ be given by $h(F(a), F(b)) = g_{ab}$. It is a representative of $h$. Then $\xi(\phi) (E_a, E_b) = \phi(F(a), F(b)) = g_{ab} = g(E_a, E_b)$, that is, $g = \xi(\phi)$. Let $\phi \in P^1$ be as in Proposition 4.4. Then $\phi$ satisfies the assumptions of Proposition 4.3, $E^0 = \xi$, $\phi h = 0$, and the Lorentzian metric associated with $\phi$ (see Remark 4.1) is $\xi(\phi) = g$, which by assumption is Ricci-flat. By (a) $\Rightarrow$ (c) in Proposition 4.5 (recall that $U$ is simply connected) there is a $\xi(\phi) \in P^2_{vac}$ so that $D_{\phi} \chi = 0$. Identify $\phi \xi(\phi) = 0$. Identify $\phi \in P^1 \times P^2_{vac}$ with the corresponding $\chi = ((\sigma^0, \tau^0), (0, \tau^0)) \in C^\infty(U, S^1 \times S^2_{vac})$, in the sense of Proposition 8.1. Then $(\sigma^0)_a^{\mu} \frac{\partial}{\partial \tau^0} = E^0(F(a)) = \xi(F(a)) = E_a$, that is, $(\sigma^0)_a^{\mu} = E_a^{\mu}$. Moreover, $\nu = 0$ in Proposition 8.2 and we can choose $f = 0$. Then the $g$’s in Proposition 8.2 and 8.3 coincide. □

**Proposition 8.4.** Let $\tilde{U} \subset \mathbb{R}^4$ be open. We use Convention 7.2. Let $(\chi, A)$ be a pair,

- $\chi : \tilde{U} \rightarrow U$ a diffeomorphism,
- $(L^a_b)_{a,b \in I} = \tilde{U} \cap \Omega(U, S^3)$ where $\Omega : \tilde{U} \rightarrow (0, \infty)$ and $(L^a_b)_{a,b \in I}$ is a matrix valued map on $U$ such that $g_{ab} = g_{kl} L^k_a L^l_b$.

and let

- $J_{\chi}^{\mu}$ be given by (7.5).

To each $\phi = (\sigma, \tau) \in C^\infty(U, S^k)$ we associate $\phi = (\sigma, \tilde{\tau}) \in C^\infty(\tilde{U}, S^k)$ by equations (7.7), or, equivalently, (7.8). To each $\chi = (\phi, \tilde{\phi}) \in C^\infty(U, S^k \times S^{k+1})$ we associate $\phi = (\tilde{\phi}, \tilde{\phi}) \in C^\infty(\tilde{U}, S^1 \times S_{vac}^3)$. Then:

Part 1: For all $\phi \in C^\infty(U, S^k)$, $\phi \in C^\infty(U, S^1 \times S_{vac}^3)$ and $\phi' \in C^\infty(U, S^2 \times S_{vac}^3)$:

- (a) $\phi \in C^\infty(U, S^k)$ if and only if $\phi \in C^\infty(\tilde{U}, S^k)$
- (b) $\phi \in C^\infty(U, S^k)$ if and only if $\phi \in C^\infty(\tilde{U}, S^k)$
- (c) $\phi \in C^\infty(\tilde{U}, S^1 \times S_{vac}^3)$ and $D \phi \phi' = \tilde{D} \phi \phi'$
- (d) $\phi \in C^\infty(\tilde{U}, S^2 \times S_{vac}^3)$ and $D \phi \phi' = \tilde{D} \phi \phi'$
Especially, $\diamond$ is a solution to (8.6) on $\tilde{U}$ if and only if $\diamond$ is a solution to (8.6) on $U$.

Part 2: The composition of $(\chi, \Lambda)$ and $(\tilde{\chi}, \tilde{\Lambda})$, where $\tilde{\chi} : \tilde{U} \rightarrow \tilde{U}$ and $\tilde{\Lambda}$ is defined on $\tilde{U}$, is given by $(\chi \circ \tilde{\chi}, (\Lambda \circ \tilde{\chi}) \tilde{\Lambda})$. The inverse to $(\chi, \Lambda)$ is $(\chi^{-1}, \Lambda^{-1} \circ \chi^{-1})$.

**Proof.** We adopt the conventions in the proof of Proposition 8.4, up to and including the four bullets. We make the same conventions for all quantities with tildes. We use Section 7 with the understanding that the diffeomorphism $\psi : \tilde{U} = \tilde{U} \rightarrow U = U$ is given by $\psi = \chi$, and the vector bundle isomorphism $\phi : \tilde{U} \times \tilde{K} \rightarrow \tilde{U} \times K$ maps $(\tilde{x}, \tilde{k}(a))$ to $(\chi(\tilde{x}), k(b)A^b_a(\tilde{x}))$. With these definitions, $\chi$, $\Omega$, $A^a_b$, $J^\mu_\nu$ as defined in Section 7 coincide with $\chi$, $\Omega$, $A^a_b$, $J^\mu_\nu$ in Proposition 8.4. In other words, the diagram (7.2) commutes, and equations (7.3), (7.4), (7.5) hold.

- We verify equation (7.3): For every $\tilde{x} \in \tilde{U}$,
  \[
  (\phi \circ \tilde{F}(a))_{\tilde{x}} = \phi(\tilde{x}, \tilde{k}(a)) = (\chi(\tilde{x}), k(b)A^b_a(\tilde{x})) = (F_b(\phi) \circ \chi) \tilde{\Lambda}^b_a(\tilde{x})
  \]
  That is, $\phi \circ \tilde{F}(a) = (F_b(\phi) \circ \chi) A^b_a$. Compose with $\phi^{-1}$ from the left to obtain (7.4).

- We verify equation (7.4):
  \[
  \phi^{-1}(\mathfrak{h})(\tilde{F}(a), \tilde{F}(b)) = \mathfrak{h}(\phi(\tilde{F}(a)), \phi(\tilde{F}(b))) \circ \chi = (\mathfrak{h}(F_b(\phi), F_a(\phi)) \circ \chi) A^b_a A^a_b = g_{ka} A^b_a A^a_b = \Omega^2 g_{ab} = \Omega^2 \mathfrak{h}(\tilde{F}(a), \tilde{F}(b))
  \]

We identify abstract diamonds and their components, in the sense of Proposition 6.1. With this understanding, the maps

- $C^\infty(U, S^k) \rightarrow C^\infty(\tilde{U}, S^k)$, $\diamond \mapsto \tilde{\diamond}$ in Proposition 8.4
- $P^k(U) \rightarrow P^k(\tilde{U})$, $\diamond \mapsto \phi^{-1}(\diamond)$ in Proposition 7.1

coincide, by Proposition 7.2. Part 1: Now (a), (b) follow from Proposition 6.1 and Proposition 7.1. The first statements in (c) and (d) follow from (a) and (b). The second statements in (c) and (d) follow from Remark 8.1 equations (5.1) and the fact that the map $\diamond \mapsto \tilde{\diamond}$ commutes with the Lie superbracket, see Proposition 7.1. Part 2: Let $\psi$, $\phi$, $\tilde{\psi}$, $\tilde{\phi}$ be the diffeomorphism and vector bundle isomorphism corresponding to the pairs $(\chi, \Lambda)$ and $(\tilde{\chi}, \tilde{\Lambda})$. Then the pair $(\chi \circ \tilde{\chi}, (\Lambda \circ \tilde{\chi}) \tilde{\Lambda})$ corresponds to $\psi \circ \tilde{\psi}$, $\phi \circ \tilde{\phi}$. Now, Part 2 follows from Proposition 7.1. \(\square\)

We conclude this section with a few remarks:

**Remark 8.2.** The (coordinate) first order differential operators $\mathcal{D}$ in Part 1 and Part 2 of Proposition 8.1 are classically defined when $\diamond$ and $\diamond'$ are of class $C^1$. Especially, the left hand side of the Einstein vacuum equation $\mathcal{D}_a \diamond = 0$ is well defined for any $\diamond$ of class $C^1$. By continuity, the differential identity (8.5) holds for every $\diamond$ of class $C^2$.

**Remark 8.3.** It is essential to observe that there is a canonical subformalism of the formalism of this paper, which informally speaking is obtained by putting all the $\mu$ in $\Gamma(V^\ast)$ and $\nu$ in $\Gamma(T^\ast M)$ to zero. More precisely, at the beginning of Section 3 we choose a section $\mathfrak{h}_0 \in \Gamma(\text{Sym}^2 V^\ast)$ with signature $(-, +, +, +)$ instead of a conformal section $\mathfrak{S}$. From this point on, every representative of $\mathfrak{S}$ is replaced by $\mathfrak{h}_0$. Then, in (e) of Definition 3.1 we also require that $\mu = 0$. Definition 3.4 for $g(V, \mathfrak{S})$ is replaced by a Definition of $g(V, \mathfrak{h}_0)$ by putting $\lambda = 0$ in (3.9), giving a vector bundle
with fibers of dimension 6, and the definition of $R^k$ is changed accordingly. In this subformalism, condition (c) in Proposition 4.3 is vacuous. Definition 6.1(b) is replaced by $\tau_{Am} g_{\ell n} + \tau_{An} g_{\ell m} = 0$. (The new condition differs from the old condition by $\tau_{Am} = 0$.) Remark 6.2 is replaced by $\dim_{\mathbb{R}} S^k = 10(\frac{1}{k})$ and $\dim_{\mathbb{R}} S_\perp^k = 6(\frac{1}{k})$, while $\dim_{\mathbb{R}} S^k_{\text{vac}}$ is unchanged. Now $\Omega \equiv 1$ in (7.3). We emphasize the consequences that the subformalism has for Proposition 8.1. In Part 1, we have the new condition $\Gamma_{am} = 0$, and the new conclusion $U_{Am} = 0$. In Part 2, we have the new conditions $\Gamma_{am} = 0$ and $U_{Am} = 0$, and the new conclusion $U_{Cm} = 0$. Finally, Propositions 8.2 and 8.3 as well as all the other propositions hold for the subformalism, with the understanding that in Proposition 8.4, $\Omega \equiv 1$.

Remark 8.4. The discussion of Appendix B to [RT] is a precursor to the formalism of this paper, more precisely to the subformalism elaborated on in Remark 8.3. To compare the two developments, one must be aware that:

- The ordering of the indices may differ.
- Combinatorial factors may differ.
- In contrast to [RT], indices are neither raised nor lowered in this paper.
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