Conservative effects in spin-transfer-driven magnetization dynamics
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It is shown that under appropriate conditions spin-transfer-driven magnetization dynamics in a single-domain nanomagnet is conservative in nature and admits a specific integral of motion, which is reduced to the usual magnetic energy when the spin current goes to zero. The existence of this conservation law is connected to the symmetry properties of the dynamics under simultaneous inversion of magnetisation and time. When one applies an external magnetic field parallel to the spin polarization, the dynamics is transformed from conservative into dissipative. More precisely, it is demonstrated that there exists a state function such that the field induces a monotone relaxation of this function toward its minima or maxima, depending on the field orientation. These results hold in the absence of intrinsic damping effects. When intrinsic damping is included in the description, a competition arises between field-induced and damping-induced relaxations, which leads to the appearance of limit cycles, that is, of magnetization self-oscillations.

The spin-transfer phenomenon and related spintronic applications have been the focus of considerable research in the past two decades. This research has been dominated by experimental and theoretical studies of spin-transfer-induced magnetization switching, as well as spin-transfer-driven magnetization self-oscillations. These studies have all been based on the seed idea that spin transfer manifests itself as a non-conservative torque that competes with intrinsic (thermal) damping. In particular, it has been realized that the mutual compensation of non-conservative effects caused by spin transfer and thermal damping is the physical mechanism for the formation of magnetization self-oscillations.

It is demonstrated in this Letter that in single-domain nanomagnets spin transfer may act as a purely conservative torque when electron spin polarization is directed along the intermediate (i.e., hard in-plane) anisotropy axis. Under these conditions, the following new physical features emerge: the appearance of purely conservative magnetization dynamics with closed precession-type trajectories; the existence of a special integral of motion for this conservative dynamics, which is reduced to the conventional magnetic energy at zero spin current; a very unique global bifurcation in magnetization dynamics occurring at a specific critical value of the injected spin-polarized current; the conversion of the conservative dynamics into monotone relaxation when an in-plane dc magnetic field is applied along the intermediate anisotropy axis; the existence of a Lyapunov function for the nanomagnet. Assume that the $x$, $y$, and $z$ axes are the easy, intermediate, and hard anisotropy axes, respectively. The magnetic anisotropy coefficients are then ordered in the following manner: $D_x < D_y < D_z$. A typical case of interest is the disk-like free layer of a spin-transfer nanopillar device with in-plane anisotropy, for which $D_x < 0$, $D_y \simeq 0$, $D_z \simeq 1$. Under these conditions, it is convenient to shift the zero of energy by the amount $D_y/2$ and rewrite the energy as:

$$g_u(\mathbf{m}) = \frac{1}{2} (D_{yz}m_z^2 - D_{yx}m_x^2) ,$$  \hfill (1)

where $D_{yx} \equiv D_y - D_x > 0$, $D_{zy} \equiv D_z - D_y > 0$, and use has been made of the identity $m_x^2 + m_y^2 + m_z^2 = 1$.

Assume now that the nanomagnet is subjected to a spin-transfer torque of the form $\mathbf{\beta} \times \mathbf{m}$, due to...
a spin current with polarisation parallel to the intermediate axis \( e_y \). The dimensionless parameter \( \beta \) measures the intensity of the spin current. The equation for the magnetization dynamics in the absence of intrinsic (thermal) damping is:

\[
\frac{d\mathbf{m}}{dt} = -\mathbf{m} \times \mathbf{h}_y + \beta \mathbf{m} \times (\mathbf{m} \times \mathbf{e}_y),
\]

(2)

where \( \mathbf{h}_y \equiv -\partial g/\partial \mathbf{m} = D_{yx}m_x \mathbf{e}_x - D_{zy}m_z \mathbf{e}_z \). Equation (2) is also dimensionless, with time measured in units of \( (\gamma M_s)^{-1} \) (\( \gamma \) is the absolute value of the gyromagnetic ratio). The dynamics preserves the magnitude of magnetization and thus takes place on the surface of the unit sphere \( |\mathbf{m}|^2 = 1 \). Of special importance are the two points: \( m_y = \pm 1, m_x = m_z = 0 \), which are critical points of the dynamics for any arbitrary value of the spin current.

The dynamics (2) is characterised by a conservation law. This follows from the fact that Eq. (2) is invariant under the transformation: \( m_y \rightarrow -m_y \), \( t \rightarrow -t \). To explain this, consider first the purely precessional dynamics under zero current: \( d\mathbf{m}/dt = -\mathbf{m} \times \mathbf{h}_y \). The trajectories of this dynamics on the unit sphere \( |\mathbf{m}|^2 = 1 \) are constant-level lines of the anisotropy energy (1). When considered as a function of \( \mathbf{m} \) on the unit sphere, this energy is an even function of \( m_y \). Consequently, its maxima and minima lie on the plane \( m_y = 0 \) and all its constant-level curves intersect the plane \( m_y = 0 \) at least once.

As the spin current \( \beta \) is gradually increased from \( \beta = 0 \), the property of these trajectories on the unit sphere of intersecting the plane \( m_y = 0 \) cannot be immediately destroyed by the current, because of continuity. Consider one of these trajectories, and choose the time origin at the moment when the plane \( m_y = 0 \) is crossed. Then, because of the mentioned \( (m_y, t) \) reversal symmetry, the trajectory will consist of two parts, a forward-in-time and a backward-in-time parts, mirror-symmetric with respect to the plane \( m_y = 0 \). Consequently, if that trajectory crosses the plane \( m_y = 0 \) a second time, it is a closed trajectory. Trajectories with more than two intersections with \( m_y = 0 \) are not possible. If a trajectory is not closed, then, again because of the \( (m_y, t) \) reversal symmetry, it necessarily connects two critical points characterized by opposite values of \( m_y \). These critical points are the points \( (m_x = 0, m_y = \pm 1, m_z = 0) \), which are saddle points of the dynamics if the current is not too large.

Therefore, one arrives at the important conclusion that the phase portrait consists only of closed trajectories or open separatrices connecting saddle points (so-called separatrices trajectories) even under nonzero spin current. These closed trajectories and separatrices can be interpreted as constant-level curves of some conserved quantity \( \tilde{g}_{\beta} \), say \( \tilde{g}_{\beta}(\mathbf{m}; \beta) \). Consequently, there must exist an integrating factor \( f(\mathbf{m}; \beta) \) reducing Eq. (2) to the conservative form:

\[
\frac{d\mathbf{m}}{dt} = \frac{1}{f} \mathbf{m} \times \frac{\partial \tilde{g}_{\beta}}{\partial \mathbf{m}},
\]

(3)

where the conserved quantity is \( \tilde{g}_{\beta}(\mathbf{m}; \beta) = f(\mathbf{m}; \beta) \tilde{g}_{\beta}(\mathbf{m}) \) and \( f(\mathbf{m}; 0) \equiv 1 \), in order to guarantee that the dynamics is reduced to \( d\mathbf{m}/dt = -\mathbf{m} \times \mathbf{h}_y \) when no spin current is injected.

![FIG. 1: Phase portrait of undamped spin-transfer-driven dynamics under zero external field and increasing spin current. Continuous lines: constant-level curves of integral of motion \( \tilde{g}_{\beta} \). Arrows: direction of magnetization change. Dashed lines: invariant trajectories \( u \pm w_Q = 0 \). Black dots: critical points. (a) \( \beta = 0.75 \), \( Q = \sqrt{D_{zy}D_{yx}} \). Parameters: \( D_{yx} = 0.3, D_{zy} = 1, Q = \sqrt{D_{zy}D_{yx}} \).](image)
To derive this integrating factor, consider that \( \tilde{g}_u \), as a conserved quantity, must satisfy the condition: \( d\tilde{g}_u/dt = (\partial\tilde{g}_u/\partial m) \cdot (dm/dt) = 0 \) along magnetization trajectories, that is (see Eq. 2):

\[
\left( h_u - \frac{g_u}{f} \frac{\partial f}{\partial m} \right) \cdot \left[ m \times \left( h_u - \beta m \times e_y \right) \right] = 0 . \tag{4}
\]

This condition is identically satisfied for any \( m \) if the vectors \( h_u - (g_u/f) \partial f/\partial m \) and \( h_u - \beta m \times e_y \) are parallel, that is, if:

\[
\frac{g_u}{f} \frac{\partial f}{\partial m} = \beta m \times e_y . \tag{5}
\]

This equation yields the following differential equation:

\[
\frac{df}{dw} = \frac{\beta}{Q} \frac{2w_Q}{w^2 - w_Q^2} , \quad w = m_z/m_x , \tag{6}
\]

where: \( Q = \sqrt{D_{xy}D_{yx}} \) and \( w_Q = \sqrt{D_{yx}/D_{xy}} \). Indeed, \( m \times e_y = m_z \partial w/\partial m \) and \( g_u(m) = D_{xy}m_z^2 (w^2 - w_Q^2)/2 \) (see Eq. 1). By integrating Eq. 6 under the condition that \( f(w;0) = 1 \), one obtains:

\[
f(w;\beta) = \left| \frac{w - w_Q}{w + w_Q} \right|^{\beta/Q} . \tag{7}
\]

By using Eq. 5, Eq. 2 is transformed into Eq. 3, as anticipated. The phase portrait of the dynamics is straightforwardly obtained by drawing the constant-level lines of \( \tilde{g}_u(m;\beta) \equiv f(w;\beta) g_u(m) \) (Fig. 1). A convenient representation is obtained in terms of cylindrical coordinates \((m_x, \phi)\), whose relation to the cartesian magnetization components \((m_x, m_y, m_z)\) is: \( m_x = \sqrt{1 - m_y^2} \cos \phi, \quad m_y = \sqrt{1 - m_x^2} \sin \phi \).

Figure 1 illustrates the progressive restructuring of the dynamics as the spin current is increased. A remarkable property of this restructuring is the invariance of zero-energy trajectories. According to Eq. 1, constant-level lines on which \( g_u = 0 \) are described by the equations: \( m_z \sqrt{D_{xy} + m_x \sqrt{D_{yx}}} = 0 \). It is easily verified that on these curves \( h_u = \pm Q m \times e_y \). By substituting this expression into Eq. 2 and by taking into account that \( h_u = -\partial g_u/\partial m \), one obtains:

\[
\frac{dm}{d\beta} = \left( 1 + \frac{\beta^2}{Q^2} \right) m \times \frac{dg_u}{dm} . \tag{8}
\]

This expression reveals that if \( g_u = 0 \), then \( dg_u/d\beta = (\partial g_u/\partial m) \cdot (dm/d\beta) = 0 \). In other words, constant-level curves on which \( g_u = 0 \) are always solutions of the dynamics, whatever the value of the spin current \( \beta \). The current only affects the rate at which the constant-level curve is traversed. This rate goes to zero when \( \beta = \pm Q \). When this condition is met, the entire constant-level curve becomes a critical line along which \( dm/d\beta = 0 \). This occurs as a result of a complex bifurcation (see Fig. 1(b)), at which a global transition from closed to open magnetization trajectories occurs.

The dramatic restructuring of the phase portrait at \( \beta = \pm Q \) affects the integral of motion \( \tilde{g}_u \), which is single-valued and continuous everywhere for \( \beta^2 < Q^2 \), while it diverges on the curve \( w + w_Q = 0 \) when \( \beta > Q \) or on the curve \( w - w_Q = 0 \) when \( \beta < -Q \). However, this divergence can be eliminated by taking advantage of the fact that any arbitrary monotone function \( F(\tilde{g}_u) \) can be taken as integral of motion instead of \( \tilde{g}_u \). If one chooses \( F(\tilde{g}_u) = \arctan \tilde{g}_u \), then Eq. 3 is transformed into:

\[
\frac{dm}{dt} = \frac{1 + \tilde{g}_u^2}{f} m \times \frac{\partial}{\partial m} \arctan \tilde{g}_u . \tag{9}
\]

The function \( \arctan \tilde{g}_u \) appears similar to a stream function: it is conserved along magnetization trajectories and exhibits a discontinuous jump of amplitude equal to \( \pi \) across the curve on which \( \tilde{g}_u \) diverges.

When a magnetic field \( h_u e_y \) is applied along the intermediate axis \( e_y \), the energy of the system becomes \( g(m; h_u) = g_u(m) - h_u e_y \cdot m \), and the undamped spin-transfer-driven dynamics is governed, instead of Eq. 3, by the equation:

\[
\frac{dm}{dt} = \frac{1}{f} m \times \frac{\partial g_u}{\partial m} - h_u m \times e_y . \tag{10}
\]

The introduction of the field breaks the \((m_y, t)\) reversal symmetry and thus destroys the property of \( \tilde{g}_u \) of being an integral of motion. However, quite remarkably, it is possible to modify \( \tilde{g}_u \) in order to obtain a state function that acts as a global Lyapunov function \[16, 17\], that is, a function that monotonically increases or decreases under all circumstances during the magnetization process. We shall limit the discussion to the current interval \( \beta^2 < Q^2 \), in which \( \tilde{g}_u \) is a single-valued, well-behaved state function. A different approach, not discussed here, would be necessary to deal with the case when \( \beta^2 > Q^2 \).

The time derivative of \( \tilde{g}_u \) derived from Eq. 10 is:

\[
 \frac{d\tilde{g}_u}{dt} = h_u f \frac{dm_y}{dt} .
\]

The term \( dm_y/dt \) can be computed from Eq. 10. One finds:

\[
\frac{1}{1 - m_y^2} \frac{dm_y}{dt} = - \left( \frac{2Rw}{1 + w^2} + \beta \right) , \tag{11}
\]

where \( w = m_z/m_x \) and \( R = (D_{xy} + D_{yx})/2 \). Equation 11 shows that the sign of \( dm_y/dt \) is fully controlled by the roots of the equation \( w^2 + 2Rw/\beta + 1 = 0 \), namely,

\[
w_{1,2} = - \left( R + \sqrt{R^2 - \beta^2} \right)/\beta .
\]

When \( \beta^2 < Q^2 < R^2 \),
\[ w_1^2 < w_2^2 \text{ and } w_2^2 > w_Q^2. \] Therefore, the curve \( w = w_1 \) lies in the region \( g_a < 0 \) and the curve \( w = w_2 \) in the region \( g_a > 0 \), since \( g_a(m) = D_{xy}m_x^2(w^2 - w_Q^2)/2 \) (see Eq. (11) and Fig. 2).

Consider now the function:

\[
\tilde{g}(m; \beta, h_a) = \tilde{g}_a(m; \beta) - f_0 h_a \cdot m,
\]

\[
f_0 = \begin{cases} f(w_1; \beta) & \text{if } g_a \leq 0, \\ f(w_2; \beta) & \text{if } g_a > 0. \end{cases}
\]

Its time derivative, computed from Eq. (10), is:

\[
\frac{d\tilde{g}}{dt} = h_a(f - f_0) \frac{d m_x}{dt},
\]

at every point in state space at which \( g_a \neq 0 \). By combining this result with Eq. (11), one obtains:

\[
\frac{d\tilde{g}}{dt} = -\beta h_a \frac{1 - m_x^2}{1 + m_y^2} (f - f_0)(w - w_1)(w - w_2). 
\]  

By definition of \( f(w; \beta) \) (Eq. 7) and \( f_0 \) (Eq. 12), \( f - f_0 > 0 \) when \( (w - w_1)(w - w_2) < 0 \) and vice versa (see Fig. 2). Therefore, the function \( \tilde{g}(m; \beta, h_a) \) will be an increasing or decreasing function of time, depending on whether the product \( \beta h_a \) is positive or negative, respectively. In particular, the maxima and minima of \( \tilde{g} \) will represent critical points of the dynamics (Fig. 2). When \( \beta = 0 \) or \( h_a = 0 \), \( \tilde{g} \) is reduced to the corresponding conserved quantity, \( g(m; h_a) \) or \( g_a(m; \beta) \), respectively.

Equation (13) is not valid when \( g_a = 0 \), because \( \tilde{g} \) is discontinuous there as a consequence of the jump in \( f_0 \). However, this discontinuity does not modify the conclusions of our analysis. It is sufficient to complement Eq. (13) with the information about the direction of crossing of the boundary \( g_a = 0 \). This information is readily obtained from the dynamics of the ratio \( w = m_z/m_x \). From Eq. (10) one finds that if \( w \pm w_Q = 0 \), then \( dw/dt = -(1 + w_Q^2)h_a \). Thus, the boundary \( g_a = 0 \) is crossed in the sense of decreasing \( w \) when \( h_a > 0 \) and increasing \( w \) when \( h_a < 0 \).

The existence of the function \( \tilde{g} \) implies that the undamped spin-transfer-driven dynamics under nonzero field is nothing but a field-induced relaxation process toward \( \tilde{g} \) minima or maxima, depending on the sign of the product \( \beta h_a \). The function \( \tilde{g} \) is characterised by a pair of minima in the region \( g_a < 0 \) and a pair of maxima in the region \( g_a > 0 \). Therefore, there will exist two basins of attraction for the field-induced relaxation. These basins exhibit some degree of interlacing, similarly to what one observes in conventional magnetization relaxation due to intrinsic damping [19], the smaller the field \( h_a \), the finer the interlacing. An example, obtained by numerical integration of Eq. (10), is shown in Fig. 3.

The fine basin interlacing makes the field-induced relaxation probabilistic in nature whenever control of initial conditions is imperfect [20, 21]. We stress that intrinsic damping has been neglected in the derivation of these results.

![Figure 2: Constant-level curves of function \( \tilde{g}(m; \beta, h_a) \) for \( \beta^2 < Q^2 \). Dashed lines: curves \( w = w_Q = 0 \) on which \( g_a(m) = 0 \). Black dots: critical points. Shadowed region: region delimited by curves \( w = w_1 \) and \( w = w_2 \), in which \( (f - f_0) > 0 \) and \( (w - w_1)(w - w_2) < 0 \) (the opposite occurs in remaining non-shadowed region). Parameters: \( D_{yx} = 0.3, D_{xy} = 1, \beta = 0.2, h_a = 0.1, w_Q = \sqrt{D_{xy}/D_{yx}} \).](image)

![Figure 3: Basins of attraction of undamped spin-transfer-driven dynamics under nonzero external magnetic field. Parameters: \( D_{yx} = 0.3, D_{xy} = 1, \beta = 0.05, h_a = -0.025 \).](image)
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which the one due to damping is always negative whereas the one due to current and field is approximately equal to the right-hand side of Eq. (13) and has thus the sign of the product $\beta h_x$. Hence, when current and field have opposite sign, their action contributes jointly with intrinsic damping to the stabilization of $\tilde{g}$ minima, whereas when they have identical sign their action competes with that of intrinsic damping.

There exist conditions under which damping-induced and field-induced relaxations balance each other, leading to the appearance of limit cycles, that is, of magnetization self-oscillations. A typical scenario, confirmed by computer simulations, is the formation of a pair of attractive/repulsive limit cycles through a semi-stable limit-cycle bifurcation \cite{17,18}. Depending on the values of field and current, hysteretic transitions may occur between coexisting stationary and self-oscillation regimes, or conditions can be realised in which all critical points are unstable, which means that self-oscillations become the only possible steady-state regime available to the system.
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