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Abstract

Graph Neural Networks (GNNs) are widely applied for graph anomaly detection. As one of the key components for GNN design is to select a tailored spectral filter, we take the first step towards analyzing anomalies via the lens of the graph spectrum. Our crucial observation is the existence of anomalies will lead to the ‘right-shift’ phenomenon, that is, the spectral energy distribution concentrates less on low frequencies and more on high frequencies. This fact motivates us to propose the Beta Wavelet Graph Neural Network (BWGNN). Indeed, BWGNN has spectral and spatial localized band-pass filters to better handle the ‘right-shift’ phenomenon in anomalies. We demonstrate the effectiveness of BWGNN on four large-scale anomaly detection datasets. Our code and data are released at \url{https://github.com/squareRoot3/Rethinking-Anomaly-Detection}.

1. Introduction

An anomaly or an outlier is a data object that deviates significantly from the majority of the objects, as if it was generated by a different mechanism (Han et al., 2011). As a well-established problem, anomaly detection has received much attention due to its vast applicable tasks, e.g., cyber security (Ten et al., 2011), fraud detection (Ngai et al., 2011), health monitoring (Bao et al., 2019), device failure detection (Sipple, 2020), to name a few. As graph data becomes ubiquitous in the Web era, graph information often plays a vital role in identifying fraudulent users or activities, e.g., friendship relations in a social network and transaction records on a financial platform. Consequently, as a crucial research direction, graph-based anomaly detection is necessary to be further explored (Noble & Cook, 2003; Ma et al., 2021).

Nowadays, Graph Neural Networks (GNNs) act as popular approaches for mining structural data, and are naturally applied for the graph anomaly detection task (Bandyopadhyay et al., 2019; Kumar et al., 2018). Unfortunately, the vanilla GNNs are not well-suited for anomaly detection and suffer from the over-smoothing issue (Li et al., 2018; Wu et al., 2019). When GNN aggregates information from the node neighborhoods, it also averages the representations of anomalies and makes them less distinguishable. Thus, by intentionally connecting with large amounts of benign neighborhoods, the anomalous nodes may attenuate their suspiciousness, which results in the poor performance of the plain GNNs.

To remedy the issue, several GNN models have been proposed. We categorize the existing methods into three classes. That is, (1) applying attention mechanisms to correlate different neighbors through various views (Wang et al., 2019a; Cui et al., 2020; Liu et al., 2021a), (2) using the resampling strategy to aggregate neighborhood information selectively (Dou et al., 2020; Liu et al., 2020; 2021b), (3) designing auxiliary losses to enhance the network training power (Ding et al., 2019; Zhao et al., 2020; 2021). All these methods analyze the anomaly detection from the graph spatial domain. There are few works that address this problem from the spectral domain. Nevertheless, choosing a tailored spectral filter is a key component of GNN design, as the spectral filter determines the expressive power of GNN (Balcilar et al., 2020; He et al., 2021).

To fill the above gap, we want to answer the question in this paper—how to choose a tailored spectral filter in GNN for anomaly detection? We take the first step towards analyzing anomalies via the lens of the graph spectrum (i.e., after the graph Fourier transform of node attributes). From Figure 1, we observe that low-frequency energy is gradually transferred to the high-frequency part, when the degree of anomaly becomes larger. We summarize this phenomenon as the ‘right-shift’ of spectral energy distribution, and further prove it on a Gaussian anomaly model in a rigorous manner. We validate the ‘right-shift’ phenomenon in a variety of graphs with synthetic or real-world anomalies. Through our analysis, we justify the necessity of spectral localized band-pass filters in graph anomaly detection.

Based on these findings, we propose Beta Wavelet Graph
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Figure 1. The effect of graph anomalies in the spatial domain (top) and spectral domain (bottom) with different anomaly degrees. The cases (a,c) are related to different standard deviation of anomalies (type (i), $\sigma = 1, 2, 5, 20$) while the cases (b,d) are about different fraction of anomalies (type (ii), $\alpha = 0\%, 1\%, 5\%, 20\%$).

Neural Network (BWGNN) to better tackle the ‘right-shift’ phenomenon of graph anomalies. Although the frequency responses of existing works (Wu et al., 2021; He et al., 2021; Bo et al., 2021) can cover nearly all frequency profiles, these GNNs with adaptive filters cannot guarantee to be band-pass and spectral-localized (Balcilar et al., 2020). In fact, the design of frequency response in those works is not tailored to anomaly detection. Therefore, we invoke Hammond’s graph wavelet theory (Hammond et al., 2011) to develop our new graph neural network architecture. In contrast with the widely used Heat kernels (Donnat et al., 2018; Xu et al., 2019a; Li et al., 2021), the crux of our method is to propose the Beta kernel to address higher frequency anomalies via multiple flexible, spatial/spectral-localized, and band-pass filters.

To further facilitate this line of research, we release two large-scale real-world datasets as new graph anomaly detection benchmarks, including the T-Finance dataset based on a transaction network and the T-Social dataset based on a social network. Together with them, we conduct extensive experiments on four datasets in both supervised and semi-supervised settings. The proposed BWGNN shows superior performance over widely used graph neural networks and state-of-the-art graph anomaly detection methods.

2. Spectral Analysis of Graph Anomaly

To start with, we provide some necessary preliminaries of graph anomaly detection in Section 2.1. In Section 2.2, we give the theoretical insights of the ‘right-shift’ phenomenon and rigorously prove it on a Gaussian anomaly model. Towards that end, we validate our findings on graphs with synthetic anomalies in Section 2.3, and on real-world anomaly detection datasets in Section 2.4.

2.1. Preliminaries

Attributed Graph We define an attributed graph as $G = (\mathcal{V}, \mathcal{E}, X)$, where $\mathcal{V} = \{v_1, v_2, \ldots, v_N\}$ is the set of $N$ nodes, $\mathcal{E} = \{e_{ij}\}$ is the set of edges, and $e_{ij} = (v_i, v_j)$ represents an unweighted edge between nodes $v_i$ and $v_j$. Let $A$ be the corresponding adjacency matrix, $D$ be the degree matrix with $D_{ii} = \sum_j A_{ij}$. Each node $v_i$ has a $d$-dimensional feature vector $X_i \in \mathbb{R}^d$, and the set of all node features is $X = \{X_1, X_2, \ldots, X_N\}$. In some applications, $G$ is a multi-relational graph and multiple edge sets represent different relations between nodes.

Graph-based Anomaly Detection Let $\mathcal{V}_a, \mathcal{V}_n$ be two disjoint subsets of $\mathcal{V}$ (i.e. $\mathcal{V}_a \cap \mathcal{V}_n = \emptyset$), where $\mathcal{V}_a$ represents all the nodes labeled as anomalous and $\mathcal{V}_n$ represents all normal nodes. Graph-based anomaly detection is to classify
unlabeled nodes in \( \mathcal{G} \) into the normal or anomalous categories given the information of the graph structure \( \mathcal{E} \), node features \( X \), and partial node labels \( \{\mathcal{V}_a, \mathcal{V}_n\} \). In this paper, we focus on node anomalies and assume that all edges in \( \mathcal{G} \) are trusted, leaving structural anomalies for future work. Usually, there are far more normal nodes than anomalous nodes \(|\mathcal{V}_a| << |\mathcal{V}_n|\), thus graph-based anomaly detection can be regarded as an imbalanced binary node classification problem. The main difference is that anomaly detection focuses more on the unusual and deviated patterns in the dataset.

### 2.2. Theoretical Results

**Problem Setup** Let the Laplacian matrix \( L \) be defined as \( D - A \) (regular) or as \( I - D^{-1/2}AD^{-1/2} \) (normalized), where \( I \) is an identity matrix. \( L \) is a symmetric matrix with eigenvalues, i.e., \( 0 = \lambda_1 \leq \cdots \leq \lambda_N \), and a corresponding orthonormal basis of eigenvectors \( U = (u_1, u_2, \cdots, u_N) \). Except for two endpoints \( \lambda_1 \) and \( \lambda_N \), we can split other eigenvalues into the low frequencies \( \{\lambda_1, \lambda_2, \cdots, \lambda_k\} \) and high frequencies \( \{\lambda_{k+1}, \lambda_{k+2}, \cdots, \lambda_N\} \) with an arbitrary threshold \( \lambda_k \).

Assume that \( x = (x_1, x_2, \cdots, x_N)^T \in \mathbb{R}^N \) is a signal on \( \mathcal{G} \), and \( \hat{x} = (\hat{x}_1, \hat{x}_2, \cdots, \hat{x}_N)^T = U^T x \) is the graph Fourier transform of \( x \). We denote \( \hat{x}_k^2 \sum_{i=1}^N \hat{x}_i^2 \) as the spectral energy distribution at \( \lambda_k \). We summarize our theoretical and empirical findings as

The existence of anomalies leads to the ‘right-shift’ of spectral energy, which means the spectral energy distribution concentrates less in low frequencies and more in high frequencies.

To further justify the insight, we prove this interesting finding based on a probabilistic anomaly model (Han et al., 2011; Grubbs, 1969). The graph features are assumed to be identically independent drawn from a Gaussian distribution, i.e., \( x \sim N(\mu_{\mathcal{N}}, \sigma^2 I_N) \), where \( \mu_{\mathcal{N}} \) is an all-the-one vector. Here, the coefficient of variation \( \sigma/|\mu| \) can be regarded as the degree of anomalies in \( x \), which is indeed a commonly used metric to describe the dispersion of a distribution (Kendall et al., 1946; Bedeian & Mossholder, 2000). When the fraction of anomalies in \( x \) increases, \( \sigma/|\mu| \) becomes larger and indicates a more considerable degree of anomaly. Alternatively, if the distance between anomalies and the mean vector becomes larger, \( \sigma/|\mu| \) also increases, representing a larger degree of anomalies.

To quantify how the spectral energy distribution changes with respect to the degree of anomalies in \( x \), we introduce a metric — energy ratio as below:

**Definition 1 (Energy Ratio).** For any \( 1 \leq k \leq N - 1 \), we define \( k \)-th low-frequency energy ratio as the accumulated energy distribution in the first \( k \) eigenvalues:

\[
\eta_k(x, L) = \frac{\sum_{i=1}^k \hat{x}_i^2}{\sum_{i=1}^N \hat{x}_i^2}.
\]

A larger \( \eta_k \) indicates that a larger part of the energy boils down to the first \( k \) eigenvalues. In the following proposition, we shed light on how the degree of anomalies in \( x \) will affect \( \eta_k \).

**Proposition 2.** If \(|\mu| \neq 0 \) and \( L = D - A \), the expectation of the inverse of low-frequency energy ratio \( \mathbb{E}[1/\eta_k(x, L)] \) is monotonically increasing with the anomaly degree \( \sigma/|\mu| \).

Proposition 2 indicates that an increased degree of anomaly enforces the spectral energy distribution to concentrate less on the low-frequency eigenvalues. The proof details can be found in Appendix A.

Unfortunately, the calculation of spectral energy ratio requires the eigen-decomposition of the graph Laplacian, which is time-consuming on large-scale graphs. To navigate such pitfalls, we introduce a more computational amenable metric to generally measure the effect of graph anomalies in the spectral domain.

**Definition 3 (High-frequency Area).** Suppose that the low-frequency energy ratio curve \( f(t) \) is defined as \( f(t) = \eta_k(x, L) \) where \( t \in [\lambda_k, \lambda_{k+1}] \) and \( 1 \leq k \leq N - 1 \). The area between \( f(t) \) and \( q(t) = 1 \) is defined as the high-frequency area: \( S_{high} = \int_0^{\lambda_N} 1 - f(t) dt \).

Without the need of eigen-decomposition, \( S_{high} \) can be computed by simple elementary manipulations:

\[
S_{high} = \frac{\sum_{k=1}^N \lambda_k \hat{x}_k^2}{\sum_{k=1}^N \hat{x}_k^2} = \frac{x^T Lx}{x^T x}.
\]

We refer the reader to Appendix B for further details. According to (1), spectral energy on low frequencies contributes less to \( S_{high} \) after multiplying a small eigenvalue. For example, \( S_{high} = 0 \) if the entire spectral energy concentrates on \( \lambda_1 = 0 \), and \( S_{high} \) increases when spectral energy shifts to larger eigenvalues. Therefore, we can use the change of \( S_{high} \) to describe the ‘right-shift’ phenomenon in the whole spectrum.

Furthermore, (1) reveals that the energy distribution of \( x \) in the spectral domain is closely related to the smoothness of \( x \) in the spatial domain — \( x^T Lx \) will be smaller if signal \( x \) has closer values between connected nodes, which also reflects a smaller anomaly degree. In Appendix A, we additionally prove that \( S_{high} \) is monotonically increasing with the anomaly degree \( \sigma/|\mu| \), which matches the result in Proposition 2.
Table 1. Summary of dataset statistics and the comparison of anomaly effect on spectral energy distributions. The number in the parentheses is the lowest value of $\Delta S_{\text{high}}$ on each dataset.

| Dataset         | # Nodes | # Edges          | Anomaly(%) | # Features | Anomaly Effect ($\Delta S_{\text{high}}$) |
|-----------------|---------|------------------|------------|-----------|------------------------------------------|
|                 |         |                  |            |           | Drop-Anomaly                          |
|                 |         |                  |            |           | Drop-Random                            |
| Amazon          | 11,944  | 4,398,392        | 6.87%      | 25        | -0.59% (-4.19%)                        |
|                 |         |                  |            |           | 0.15% (-0.39%)                        |
| YelpChi         | 45,954  | 3,846,979        | 14.53%     | 32        | -1.61% (-15.4%)                       |
|                 |         |                  |            |           | -0.04% (-1.14%)                       |
| T-Finance       | 39,357  | 21,222,543       | 4.58%      | 10        | -0.34% (-0.92%)                       |
|                 |         |                  |            |           | 0.09% (-0.01%)                        |
| T-Social        | 5,781,065 | 73,105,508     | 3.01%      | 10        | -5.36% (-13.2%)                       |
|                 |         |                  |            |           | 0.08% (-0.02%)                        |

Figure 2. Spectral analysis of graph signal $x \sim N(\mu_N, \sigma^2 I_N)$.

2.3. Validation on Synthetic Anomalies

To present our theoretical findings in a more intuitive way, we demonstrate it on different graphs with synthetic anomalies. In Figure 1, we study the effect of anomalies on two types of graph: a Barabási–Albert graph with 500 nodes on Figure 1 (a)-(b) and a Minnesota road graph with 2,642 nodes (Perraudin et al., 2014) in Figure 1 (c)-(d).

We first assume normal and anomalous nodes follow different distributions to better visualize the change of spectral energy under different anomaly degrees. For both graphs, the one-dimensional feature of each normal node is drawn from $N(1, 1)$, while the anomalous one is drawn from $N(1, \sigma^2)$ (i.e., $\sigma > 1$). We analyze two variations of anomalies: (i) the fraction of anomalies is fixed to 5%, and the standard deviation of anomalies changes (i.e., $\sigma = 1, 2, 5, 20$); and (ii) the standard deviation of anomalies is fixed to 5 and the fraction of anomalies changes (i.e., $\alpha = 0\%, 1\%, 5\%, 20\%$).

In the top half of Figure 1, we use blue circles to represent anomalous nodes in the spatial domain. Bigger blue nodes indicate a larger degree of anomaly. In the bottom half of Figure 1, we display the energy distribution of $x$ in the spectral domain with various anomaly degrees. The colored histograms reflect the proportion of spectral energy in different eigenvalue intervals such as $[0, 0.5]$, and the curves represent $f(t)$ in Definition 3.

We take the Barabási–Albert graph as an example. When the fraction of anomalies is 0%, most of the energy (60%) locates in the low frequency region ($\lambda < 0.5$). By contrast, when the anomaly degree becomes larger — increasing $\sigma$ and $\alpha$, the ratio of spectral energy for $\lambda > 0.5$ becomes larger in the histogram. Also, the low-frequency energy ratio curve is almost monotonically decreasing on the interval $\lambda \in [0, 2]$. The observation also holds for the Minnesota road graph.

Moreover, we further assume the features of all nodes are drawn from a single Gaussian distribution which strictly follows Proposition 2. We corroborate our theoretical findings on three cases: (1) the original features $\mu = 1, \sigma = 1$, (2) features with a smaller mean value $\mu = 0.5, \sigma = 1$, and (3) features with a larger variance $\mu = 1, \sigma = 2$. In Figure 2, both increasing the variance and decreasing the mean value lead to the ‘right-shift’ of spectral energy distributions, which is consistent with the result in Proposition 2.

2.4. Validation on Real-world Anomalies

In real-world anomaly detection datasets, the node features may not strictly follow the Gaussian distribution. Nevertheless, we verify the generality of ‘right-shift’ on the real case. We introduce four industry datasets for different anomaly detection scenarios. We choose two widely used datasets in previous works (Liu et al., 2021b; 2020), including the Amazon dataset (McAuley & Leskovec, 2013) for user anomaly detection and the YelpChi dataset (Rayana & Akoglu, 2015) for review anomaly detection. We further construct two large-scale real-world datasets as new graph anomaly detec-
We first study the ‘right-shift’ phenomenon of anomalies in the Amazon dataset. We choose the last feature dimension and visualize the spectral energy in three views: (1) the original graph, (2) the perturbed graph by dropping all anomalies, and (3) the perturbed graph by dropping the same number of random nodes. In Figure 3, compared with the original graph, the spectral energy in the subgraph without anomalies concentrates more in low frequencies (i.e., \( \lambda \in [0, 0.2) \)) and less in high frequencies (i.e., \( \lambda \in [0.8, 1.2) \)). By contrast, dropping random nodes does not have the same effect. The ‘right-shift’ phenomenon in this case indicates that the frequency band around \( \lambda = 1 \) has a strong connection with anomalies.

As the eigen-decomposition operation suffers from the heavy computational burden, especially on the other three large-scale datasets, we quantify the spectral effect by the high-frequency area introduced in Definition 3. We compare the original graph with two perturbed graphs. The relative change is calculated by \( \Delta S_{\text{high}} = (S_{\text{high}} - S_{\text{high}}') / S_{\text{high}} \), in which \( S_{\text{high}} \) and \( S_{\text{high}}' \) denote the high-frequency area of the original graph and that of two perturbed graphs respectively.

We compute \( \Delta S_{\text{high}} \) for each feature dimension and report the mean and lowest values in Table 1. Among all datasets, removing anomalies leads to the decrease of \( S_{\text{high}} \), while dropping nodes randomly has limited effects on \( S_{\text{high}} \). More specifically, on T-Social and Yelpchi, \( S_{\text{high}} \) decreases more than 10\% for the worst-case feature, which is impressive given that anomalies are few.

3. Methodology

The analysis in Section 2 shows that we need to focus on ‘right-shift’ effect when detecting graph anomalies. Unfortunately, most of the current GNNs are low-pass filters (Nt & Maehara, 2019; Wu et al., 2019) or adaptive filters (Defferrard et al., 2016; He et al., 2021; Dong et al., 2021; Levie et al., 2018) that are neither guaranteed to be band-pass nor spectral-localized (Balcilar et al., 2020). Since high-frequency anomalies account for only a small fraction and most spectral energy still concentrates on low frequencies, these adaptive GNNs may degrade to low-pass filters in this task.

To overcome this drawback, we propose our new graph neural network architecture based on Hammond’s graph wavelet theory (Hammond et al., 2011), which is band-pass in nature and can better address the ‘right-shift’ effect inheriting from anomalies. We first introduce the backgrounds of graph wavelet in Section 3.1. Then, we propose our graph Beta wavelet and demonstrate its good properties in Section 3.2. Based on Beta wavelets, we construct the Beta Wavelet Graph Neural Network (BWGNN) in Section 3.3. We discuss the differences between BWGNN and other related graph wavelets in Section 3.4.

3.1. Background: Hammond’s Graph Wavelet

The graph wavelet transform defined in (Hammond et al., 2011) starts with a “mother” wavelet \( \psi \) and employs a group of wavelets as bases, defined as \( \mathcal{W} = \{ \mathcal{W}_\psi, \mathcal{W}_\psi^2, \ldots \} \). Formally, applying \( \mathcal{W}_\psi \) on a graph signal \( x \in \mathbb{R}^N \) can be written as

\[
\mathcal{W}_\psi(x) = U_g(L)U^T x,
\]

where \( g(\cdot) \) is a kernel function in the spectral domain defined on \([0, \lambda_N]\), and \( g_\Lambda(L) = \text{diag}(g_\Lambda(\lambda)) \). Although Equation (2) is similar to the graph spectral convolution derived from Fourier transform, the kernel function \( g_\Lambda \) in Hammond’s graph wavelet transform should satisfy the following additional requirements.

- According to the Parseval theorem, the wavelet transform needs to meet the admissibility condition:

\[
\int_0^{\infty} |g_w|^2 w dw = C_g < \infty,
\]

which means \( g_\cdot \) should satisfy \( g_\cdot(0) = g_\cdot(\infty) = 0 \) and perform like a band-pass filter in the spectral domain.

- The wavelet transform covers different frequency bands via band-pass filters of different scales \( \{g_1, g_2, \ldots\} \).

To avoid the eigen-decomposition of the graph Laplacian \( L \), the kernel function \( g_\cdot \) has to be a polynomial function, i.e.,

\[
U g_\Lambda(L)U^T = g_\Lambda(L)
\]

in most of the literature.

3.2. Beta Wavelet on Graph

Beta distribution often serves as a wavelet basis (De Oliveira & De Araújo, 2015) in computer vision applications (Amar et al., 2005; Jemai et al., 2010; ElAdel et al., 2016), but has not been utilized for mining graph data yet. Here we choose the Beta distribution as the graph kernel function and demonstrate that it meets the requirements of Hammond’s graph wavelet.

The probability density function of Beta distribution admits:

\[
\beta_{p,q}(w) = \begin{cases} 
\frac{1}{B(p+1,q+1)} w^p (1-w)^q & \text{if } w \in [0,1] \\
0 & \text{otherwise}
\end{cases}
\]

where \( p, q \in \mathbb{R}^+ \) and \( B(p+1,q+1) = \Gamma(p+1)\Gamma(q+1) / \Gamma(p+q+1) \) is a constant. As the eigenvalues of the normalized graph Laplacian \( L \) satisfy \( \lambda \in [0, 2] \), we adopt \( \beta_{p,q}(w) = \frac{1}{\lambda} \beta_{p,q}(\frac{w}{\lambda}) \) to cover the complete spectral range of \( L \). We further add
the restrictions $p, q \in \mathbb{N}$ to ensure $\beta^*(p, q)$ is a polynomial, such that fast computation can be conducted. Thus, our Beta wavelet transform $W_{p,q}$ can be written as:

$$W_{p,q} = U_{p,q}(A)U^T = \beta^*_{p,q}(L) = \frac{(\frac{L}{2})^p(I - \frac{L}{2})^q}{2B(p+1,q+1)}.$$  

Let $p + q = C$ be a constant and our Beta wavelet transform $W$ is constructed by a group of $C + 1$ Beta wavelets with the same order:

$$W = (W_{0,C}, W_{1,C-1}, \cdots, W_{C,0}).$$  

(3)

In this equation, $W_{0,C}$ is a low-pass filter and others are band-pass filters of different scales. Besides, when $p > 0$, the kernel function $\beta^*_{p,q}$ satisfies:

$$\int_0^\infty \frac{\beta^*_{p,q}(w)}{w} dw \leq \int_0^2 \frac{dw}{2B(p+1,q+1)} < \infty.$$  

Therefore, the proposed Beta wavelet transform $W$ satisfies both requirements of Hammond’s graph wavelet in Section 2.1.

Figure 4 compares a group of the proposed Beta wavelets ($C = 4$) with the widely-used wavelet with Heat kernels (i.e., $g(\lambda) = e^{-\tau \lambda}$, $\tau \in \{1, 3, 5, 10\}$). The first column shows that Heat kernels are all low-pass filters in the spectral domain, while Beta kernels contain various filter types including low-pass and band-pass.

The right two columns in Figure 4 visualize the effect of graph wavelet transform on a randomly generated kNN graph. The responses with an absolute value less than 0.001 are marked as grey. For different scales, responses of heat wavelets are all positive, while those of Beta wavelets can be positive or negative in different channels. The diversified responses of the Beta graph wavelet transform show that it can capture not only the similarities but also the differences of nodes within a subgraph, thus a better neighborhood flexibility. This property can make the representations of anomalies more distinguishable.

The classic wavelet transform is well-known for its locality in time and frequency domains. As an analogy, we present two propositions about the good locality of Beta graph wavelets in spectral and spatial domains:

**Proposition 4 (Spectral Locality).** Consider $p > 0$, $q > 0$ and $X \sim \beta^*_{p,q}$ where $\beta^*_{p,q}$ is band-pass, the mean and variance of $X$ are:

$$\mu = \mathbb{E}(X) = \frac{2(p + 1)}{p + q + 2},$$  

$$\sigma^2 = \text{Var}(X) = \frac{4(p + 1)(q + 1)}{(p + q + 2)^2(p + q + 3)}.$$  

When $p + q \rightarrow \infty$ satisfies $p = cq$, we have $\sigma \rightarrow 0$ and $\mu = \frac{2c}{c+1}$ can be any number between $(0, 2)$.

Here, we use $p = cq$ to ensure $p$ and $q$ do not deviate dramatically. Proposition 4 can be directly derived from the properties of the Beta distribution. It shows $\beta^*_{p,q}$ can concentrate on any $\mu \in (0, 2)$, which means Beta graph wavelets can be tailored to any specific frequency band for anomaly detection.

**Proposition 5 (Spatial Locality).** Let $v_i, v_j$ be two nodes on $G$, $W_{p,q} \delta_i[j]$ be the effect of a one-hot signal $\delta_i \in \mathbb{R}^N$ on node $v_j$ after the wavelet transform. $W_{p,q} \delta_i$ is localized in $(p + q)$-hops of node $v_i$. When the distance $d_G(v_i, v_j) > p + q$, we have $W_{p,q} \delta_i[j] = 0$.

Invoking Lemma 5.2 in (Hammond et al., 2011), we have $L^T \delta_i[j] = 0$ when $d_G(v_i, v_j) > n$. Because $W_{p,q}$ is just a $C$-order polynomial of $L$, we complete the proof. Proposition 5 shows that the Beta graph wavelet also has a good spatial locality. Propositions 4 and 5 indicate that a larger $C$ can provide a better spectral locality at the expense of a worse spatial locality and vice versa.

### 3.3. Beta Wavelet Graph Neural Network

Based on the introduced Beta graph wavelet, we propose the Beta Wavelet Graph Neural Network (BWGNN) for graph-based anomaly detection.

Different from GNN models (Kipf & Welling, 2017) in which multiple layers are stacked in a cascade fashion, BWGNN uses different wavelet kernels in parallel and then aggregates the corresponding filtering results. Specifically, BWGNN adopts the following propagation process:

$$Z_i = W_iC_{-1}(\text{MLP}(X))$$  

$$H = \text{AGG}([Z_0, Z_1, \cdots, Z_C]),$$  

$W_iC_{-1}$ can be any type of wavelet, including wavelets in the spectral domain (left) and the spatial domain (right).
where MLP(·) denotes a multi-layer perceptron and AGG(·) can be a simple aggregation function such as summation or concatenation. \( \mathcal{W}_{i,C} \) from (3) denotes our wavelet kernels. The aggregated representation \( \mathbf{H} \) is then fed to another MLP with the Sigmoid function to compute the abnormal probability \( p_i \). Weighted cross-entropy loss is used for the training of BWGNN:

\[
\mathcal{L} = \sum_i (\gamma y_i \log(p_i) + (1 - y_i) \log(1 - p_i)),
\]

where \( \gamma \) is the ratio of anomaly labels \( (y_i = 1) \) to normal labels \( (y_i = 0) \).

The complexity of BWGNN is \( O(|\mathcal{E}|) \), as \( \beta^*_{p,q}(L) \) is a polynomial function that can be computed recursively (Defferrard et al., 2016).

3.4. Discussion

We discuss the differences between the proposed BWGNN and other related wavelet GNNs. Heat kernel-based methods (Xu et al., 2019a; Donnat et al., 2018; Li et al., 2021) do not essentially satisfy Hammond’s graph wavelet theory (Hammond et al., 2011) because they are not band-pass. To remedy this issue, BWGNN extends Hammond’s graph wavelet to the learnable GNN framework and, for the first time, utilizes Beta distribution as the kernel function to generate graph wavelets. On another front, (Min et al., 2020; Gama et al., 2019; Min et al., 2021) adopt the idea of diffusion wavelets (Coifman & Maggioni, 2006) to construct graph neural networks. Compared with them, the proposed Beta kernel can better handle higher frequency anomalies via multiple flexible, localized, and band-pass filters.

4. Experiments

4.1. Experimental Setup

Datasets. We conduct experiments on four datasets introduced in Table 1. The YelpChi dataset (Rayana & Akoglu, 2015) aims to find the anomalous reviews which unjustly promote or demote certain products or businesses on Yelp.com. There are three edge types in the graph, including R-U-R (the reviews posted by the same user), R-S-R (the reviews under the same product with the same star rating), and R-T-R (the reviews under the same product posted in the same month). The Amazon dataset (McAuley & Leskovec, 2013) aims to find the anomalous users paid to write fake product reviews under the Musical Instrument category on Amazon.com. There are also three relations: U-P-U (users reviewing at least one same product), U-S-U (users having at least one same star rating within one week), and U-V-U (users with top-5% mutual review similarities).

Furthermore, we release two real-world datasets T-Finance and T-Social. The T-Finance dataset aims to find the anomaly accounts in transaction networks. The nodes are unique anonymized accounts with 10-dimension features related to registration days, logging activities and interaction frequency. The edges in the graph represent two accounts that have transaction records. Human experts annotate nodes as anomalies if they fall into categories like fraud, money laundering and online gambling. The T-Social dataset aims to find the anomaly accounts in social networks. It has the same node annotations and features as T-Finance, while two nodes are connected if they maintain the friend relationship for more than three months. The size of T-Social is 100 times larger than that of YelpChi and Amazon.

Metrics. We choose two widely used metrics to measure the performance of all the methods, namely F1-macro and AUC. F1-macro is the unweighted mean of the F1-score of two classes, which neglects the imbalance ratio between normal and anomaly labels. AUC (Davis & Goadrich, 2006) is the area under the ROC Curve.

Baselines and Implementation Details. We compare BWGNN with three groups of baselines. The first group only considers node features and includes MLP and SVM (Chang & Lin, 2011). The second group is general GNN models, including GCN (Kipf & Welling, 2017), ChebyNet (Defferrard et al., 2016), GAT (Veličković et al., 2017), GIN (Xu et al., 2019b), GraphSAGE (Hamilton et al., 2017), and GWNN (Xu et al., 2019a). The third group is state-of-the-art methods for graph-based anomaly detection, including GraphConsis (Liu et al., 2020), CAREGNN (Dou et al., 2020) and PC-GNN (Liu et al., 2021b). For the detailed baseline description, we refer the reader to Appendix C.

Since the graphs in YelpChi and Amazon are multi-relational, we introduce two ways of dealing with heterogeneity in BWGNN. The first way is to treat all types of edges as the same. The second way is to perform graph propagation (3) for each relation separately and add a maximum pooling after that. We denote the first way as BWGNN (homo) and the second way as BWGNN (hetero).

We train all models except SVM for 100 epochs by Adam optimizer with a learning rate of 0.01, and save the model with the best Macro-F1 in validation. On the YelpChi, Amazon, and T-Finance datasets, the dimension \( h \) for representations and hidden states in all models are set to 64, and the order \( C \) in BWGNN is 2. We use concatenation as the AGG(·) function in BWGNN. The training ratio is 40% in the supervised scenario and 1% in the semi-supervised scenario, while the remaining data are split by 1:2 for validation and test. On the T-Social dataset, \( h \) is set to 64, \( C \) is set to 5, the supervised training ratio is 40%, and the semi-supervised training ratio is 0.01% (with only 17 labeled anomalies). The ratio of validation and test sets is 1:2. We report the average value and standard deviation of 10 runs on YelpChi and Amazon. On T-Finance and T-Social, we report the
Table 2. Experimental results of all compared methods on YelpChi and Amazon with 1% and 40% training ratios.

| Dataset Metric | YelpChi (1%) | YelpChi (40%) | Amazon (1%) | Amazon (40%) |
|----------------|-------------|--------------|-------------|--------------|
|                | F1-macro    | AUC          | F1-macro    | AUC          | F1-macro    | AUC          |
| MLP            | 53.90       | 59.83        | 57.57       | 66.52        | 74.68       | 83.62        |
|                |             |              | 83.49       | 81.62        | 90.71       | 90.51        |
| SVM            | 60.47       | 62.92        | 70.77       | 70.37        | 83.49       | 81.62        |
|                |             |              | 90.71       | 90.51        |             |              |
| GCN            | 52.48       | 54.06        | 54.31       | 56.51        | 67.93       | 82.85        |
| ChebyNet       | 63.13       | 73.48        | 65.72       | 78.19        | 85.74       | 87.60        |
| GAT            | 50.27       | 50.95        | 54.64       | 57.20        | 60.84       | 73.45        |
| GIN            | 57.57       | 64.73        | 62.85       | 74.09        | 68.69       | 78.83        |
| GraphSAGE      | 58.41       | 67.58        | 65.49       | 78.31        | 70.78       | 75.37        |
| GWN            | 59.10       | 67.16        | 65.29       | 75.32        | 87.01       | 85.37        |
|                |             |              |             |              | 91.00       | 93.19        |
| GraphConsis    | 56.79       | 66.41        | 58.70       | 69.83        | 68.59       | 74.11        |
| PC-GNN         | 62.18       | 75.07        | 63.32       | 76.19        | 68.78       | 88.69        |
|                | 59.82       | 75.47        | 63.00       | 79.87        | 79.86       | 90.40        |
|                |             |              |             |              | 89.56       | 95.86        |
| BWGNN (Homo)   | 61.15       | 72.01        | 71.00       | 84.03        | 90.92       | 89.45        |
|                | 67.02       | 76.95        | 76.96       | 90.54        | 83.83       | 86.59        |
| BWGNN (Hetero) | 71.02       | 76.95        | 76.96       | 90.54        | 91.72       | 97.42        |

average value of 5 runs with different random seeds. Please refer to Appendix C for more implementation details.

4.2. Performance Comparison

The results are reported in Table 2 and Table 3 respectively. The standard deviation is in Appendix D. In general, BWGNN achieves the best performance in all datasets except Amazon (1%), where PC-GNN obtains the best AUC score. For two datasets with multi-relation graphs, BWGNN (Hetero) performs better on YelpChi while BWGNN (Homo) is better on Amazon.

GraphConsis, CAREGNN, and PC-GNN are three state-of-the-art methods for graph-based anomaly detection, while BWGNN outperforms them significantly with a much shorter training time. For example, on YelpChi (40%), BWGNN has 13.9% and 10.6% absolutely improvement in F1-Macro and AUC respectively when compared with PC-GNN. The performance improvement is even more significant on T-Social, proving both the superiority and the scalability of BWGNN on large graphs.

Among general GNN models (GCN, ChebyNet, GAT, GIN, GraphSAGE, and GWN), GCN performs worst in most cases. It is consistent with our analysis that the low-pass filter is insufficient in distinguishing anomalies. Conversely, ChebyNet performs better because the learnable Chebyshev kernel in it can act as a band-pass filter.

Even though graph structure is ignored, MLP and SVM can also achieve comparable performance in some datasets. For instance, SVM outperforms many GNN approaches on Amazon. However, the performance is still lower than BWGNN, suggesting that neighborhood information is still important in anomaly detection, but needs to be used properly.

4.3. Sensitivity Analysis

The Order $C$ in BWGNN. The order $C$ is a crucial hyper-parameter in BWGNN, as Beta wavelet is a $C$-order polynomial of $L$ and is localized in $C$-hops of each node according to proposition 5. Figure 5 presents the F1-macro and AUC scores of BWGNN on two datasets when varying $C$ from 1 to 5. On T-Social, higher $C$ leads to better performances, while on T-Finance, there are no significant differences in results for $C \geq 2$. One possible reason is that the graph in T-Social is much more sparse than that in T-Finance according to Table 1. Thus, a larger range of neighborhoods is required for T-Social.

Impact of Anomaly Degree. We evaluate the effect of different anomaly degrees on ChebyNet, CAREGNN and our BWGNN using the T-Finance dataset. We consider two variables in Section 2.2, including the standard deviation $\sigma$ and the fraction $\alpha$ of the anomalies. We keep the mean value...
Table 3. Experimental results and the overall training time (seconds) on the T-Finance and T-Social datasets with different training ratios.

| Dataset | T-Finance (1%) F1-macro | AUC | T-Finance (40%) F1-macro | AUC | Time | T-Social (0.01%) F1-macro | AUC | Time | T-Social (40%) F1-macro | AUC | Time |
|---------|------------------------|-----|--------------------------|-----|------|--------------------------|-----|------|--------------------------|-----|------|
| MLP     | 61.00                  | 82.93 | 70.57                    | 87.15 | 13.32 | 50.03                    | 56.35 | -     | 50.35                    | 56.96 | >1 day |
| SVM     | 67.69                  | 71.47 | 76.23                    | 78.16 | 145.11 | 57.69                    | 50.06 | -     | 59.88                    | 87.35 | 1294  |
| GCN     | 54.11                  | 57.30 | 70.74                    | 64.43 | 23.98 | 49.23                    | 59.04 | -     | 64.77                    | 85.52 | 1711  |
| ChebyNet| 68.20                  | 85.53 | 80.81                    | 88.45 | 26.13 | 52.59                    | 70.02 | -     | 69.01                    | 89.06 | 1596  |
| GIN     | 53.15                  | 52.04 | 53.85                    | 73.00 | 181.62 | 46.25                    | 44.35 | -     | 61.74                    | 79.72 | 2195  |
| GraphSAGE| 58.25               | 68.86 | 65.23                    | 80.02 | 32.39 | 58.32                    | 70.61 | -     | 59.77                    | 70.80 | 2230  |
| GWNN    | 59.03                  | 66.35 | 52.71                    | 67.12 | 35.91 | 57.91                    | 59.69 | -     | 58.72                    | 73.77 | 1992  |
| CAREGNN | 71.73                  | 90.28 | 73.46                    | 91.42 | 264.41 | 52.45                    | 65.29 | -     | 56.55                    | 71.25 | 3495  |
| PC-GNN  | 73.32                  | 90.50 | 77.55                    | 92.16 | 572.41 | 55.82                    | 71.20 | -     | 56.26                    | 71.86 | 9159  |
| BWGNN   | 62.06                  | 90.76 | 63.18                    | 91.23 | 736.55 | 51.14                    | 59.84 | -     | 52.17                    | 68.45 | 13958 |
| GraphConsis | 70.64               | 86.68 | 71.58                    | 86.57 | 27.25 | 50.81                    | 56.14 | -     | 58.72                    | 73.77 | 1992  |
| BWGNN   | 84.89                  | 91.15 | 86.87                    | 94.35 | 31.98 | 75.93                    | 88.06 | -     | 83.98                    | 95.20 | 2707  |

Figure 6. Comparison of performance on T-Finance (1%) with different anomaly degrees controlled by $\sigma$ and $\alpha$.

and scale the $\sigma$ of anomalous node features. To control $\alpha$, we follow the attribute perturbation schema in (Ding et al., 2019). We generate different fractions of anomalies by replacing normal node attributes with anomalous ones.

Figure 6 compares the F1-macro and AUC scores of BWGNN, ChebyNet, and CAREGNN on T-Finance (1%) with different anomaly degrees. When $\sigma$ increases, all three models perform better as the anomalies are more distinguishable. Among them, BWGNN is the fastest-growing method and reaches 99% F1-macro at $\sigma = 4$. When varying $\alpha$, BWGNN consistently outperforms other methods and is robust to different anomaly degrees.

5. Conclusion

This work presents a novel analysis of graph anomalies in the spectral domain. We find that graph anomalies lead to the ‘right-shift’ phenomenon of spectral energy distributions and further rigorously justify the observation on a vanilla probabilistic model. Inspired by this fact, we propose Beta Wavelet Graph Neural network (BWGNN) to better capture anomaly information on graph. BWGNN leverages Beta graph wavelet to generate band-pass filters with good locality in spectral and spatial domains. Empirical results on four datasets show the superiority and scalability of our model.
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A. Proof of Proposition 2

Proof. By the rotation invariance of Gaussian distributions, 
\[ x \sim \mathcal{N}(\mu e_N, \sigma^2 I_N) \Rightarrow \tilde{x} = U^T x \sim \mathcal{N}(\mu U^T e_N, \sigma^2 I_N). \]

As the all-the-one vector is the eigenvector for \( \lambda_1 = 0 \), we have \( \tilde{x}_1 \sim \mathcal{N}(\mu \sqrt{\sigma}, \sigma^2) \) and \( \tilde{x}_i \sim \mathcal{N}(0, \sigma^2), \forall \ i \neq 1 \). For simplicity, we denote \( z_i = \tilde{x}_i^2 \) then \( z_1 \sim \mathcal{N}(\mu \sqrt{\sigma}, 1) \) and \( z_i \sim \mathcal{N}(0, 1), \forall \ i \neq 1 \).

\[
\mathbb{E}_x \left[ \frac{1}{\eta_k(x, L)} \right] - 1 = \mathbb{E} \left[ \frac{\sum_{i=k+1}^N \tilde{x}_i^2}{\sum_{i=1}^k \tilde{x}_i^2} \right] = \mathbb{E} \left[ \sum_{i=k+1}^N z_i^2 \right] = (N-k) \mathbb{E} \left[ \frac{1}{z_1^2 + \sum_{i=2}^k z_i^2} \right].
\]

Notice that \( \sum_{i=2}^k z_i^2 \sim \chi^2(k-1) \) follows the chi-square distribution which is also independent with \( z_1 \). Denote \( w = \sum_{i=2}^k z_i^2 \geq 0 \) and \( \rho = \frac{\mu \sqrt{\sigma}}{\sigma} \), we have
\[
\mathbb{E}_w \left[ \frac{1}{\eta_k(x, L)} \right] - 1 \propto \mathbb{E}_w \left[ \mathbb{E}_{z_1} \left[ \frac{1}{z_1^2 + w} \right] \right] = \mathbb{E}_{w} \left[ \int_{-\infty}^{+\infty} e^{-\frac{1}{2}(t-\rho)^2} \frac{1}{t^2 + w} \ dt \right] \propto \mathbb{E}_{w} \left[ \int_{-\infty}^{+\infty} e^{-\frac{1}{2}(t-\rho)^2} \frac{1}{t^2 + w} \ dt \right].
\]

As \( w \) is nonnegative, we just have to focus on the monotonicity of \( f(\rho) = \int_{-\infty}^{+\infty} e^{-\frac{1}{2}(t-\rho)^2} \frac{1}{t^2 + w} \ dt \) with respect to \( \rho \). Due to Lemma 6, we can conclude that \( f(\rho) \) is log-concave function and the maximum attains at 0. Hence, the expectation of the inverse of low-frequency energy ratio \( \mathbb{E}_x \left[ 1/\eta_k(x, L) \right] \) is monotonically increasing with the anomaly degree \( \frac{\sigma}{\mu} \). \( \square \)

Lemma 6. If \( w \) is nonnegative, \( f(\rho) = \int_{-\infty}^{+\infty} e^{-\frac{1}{2}(t-\rho)^2} \frac{1}{t^2 + w} \ dt \) is a log-concave function and the maximum attains at 0.

Proof. By the following two log-concave preserving rules, it is not hard to get our result.

- The product of log-concave functions is still a log-concave function.
- If \( f : \mathbb{R}^n \times \mathbb{R}^n \rightarrow \mathbb{R} \) is a log-concave function, then \( g(x) = \int f(x, y) \ dy \) is still a log-concave function.

Combining with the fact that the density function of Gaussian distributions is log-concave, it is easy to get \( f(\rho) \) is log-concave. We omitted the details here. The next step is to argue the optimal solution. As \( f(\rho) \) is differentiable, we can interchange the partial and integral here, that is,
\[
\frac{\partial f(\rho)}{\partial \rho} = \int_{-\infty}^{+\infty} e^{-\frac{1}{2}(t-\rho)^2} \frac{1}{t^2 + w} (t-\rho) \ dt.
\]
Then,
\[
\frac{\partial f(\rho)}{\partial \rho}\bigg|_{\rho=0} = \int_0^{\infty} \frac{t}{t^2 + w} e^{-\frac{1}{2}t^2} dt + \int_0^{0} \frac{t}{t^2 + w} e^{-\frac{1}{2}t^2} dt
\]
\[
= \int_0^{\infty} \frac{t}{t^2 + w} e^{-\frac{1}{2}t^2} dt + \int_0^{\infty} \frac{-t}{t^2 + w} e^{-\frac{1}{2}t^2} dt = 0.
\]

\[\Box\]

**B. Proof of Equation (1)**

*Proof.* Note that we have \(\sum_{i=1}^{N} \hat{x}_i^2 = x^T x\) and \(\sum_{i=1}^{N} \lambda_i \hat{x}_i^2 = x^T L x\) according to spectral graph theory (Spielman, 2007). The detailed derivation of Equation (1) is:

\[
S_{\text{high}} = \int_0^{\lambda_N} 1 - f(t) dt = \lambda_N - \sum_{i=1}^{N} (\lambda_i - \lambda_{i-1}) \eta_{i-1} = \sum_{i=1}^{N} \lambda_i (\eta_i - \eta_{i-1}) = \frac{\sum_{i=1}^{N} \lambda_i \hat{x}_i^2}{\sum_{i=1}^{N} \hat{x}_i^2} = \frac{x^T L x}{x^T x}
\]

\[\Box\]

**C. Baselines and Implementation Details**

The first group only considers node features without graph relations:

- **MLP**: a multi-layer perceptron network consisting of two linear layers with activation functions.
- **SVM** (Chang & Lin, 2011): a support vector machine with the Radial Basis Function (RBF) kernel.

The second group is general GNN models for node classification:

- **GCN** (Kipf & Welling, 2017): a graph convolutional network using the first-order approximation of localized spectral filters on graphs.
- **ChebyNet** (Defferrard et al., 2016): a graph convolutional network which restricts convolution kernel to a Chebyshev polynomial.
- **GAT** (Veličković et al., 2017): a graph attention network that employs the attention mechanism for neighbor aggregation.
- **GIN** (Xu et al., 2019b), a GNN model connecting to Weisfeiler-Lehman (WL) graph isomorphism test.
- **GraphSAGE** (Hamilton et al., 2017): a GNN model based on a fixed sample number of the neighbor nodes.
- **GWNN** (Xu et al., 2019a): a graph wavelet neural network using heat kernels to generate wavelet transforms.

The third group is state-of-the-art methods for graph-based anomaly detection:

- **GraphConsis** (Liu et al., 2020): a heterogeneous graph neural network which tackles context, feature and relation inconsistency problem in graph anomaly detection.
- **CAREGNN** (Dou et al., 2020): a camouflage-resistant GNN which enhances the aggregation process with three unique modules against camouflages and reinforcement learning.
- **PC-GNN** (Liu et al., 2021b): a GNN-based imbalanced learning method to solve the class imbalance problem in graph-based fraud detection via resampling.

MLP is implemented by PyTorch (Paszke et al., 2019), and SVM is in Scikit-learn (Pedregosa et al., 2011). For GCN, ChebyNet, GAT, and GraphSAGE, we use the implementation of DGL\(^1\). GWNN is implemented by ourselves since the source code does not support the fast algorithm. For GraphConsis\(^2\), CAREGNN\(^3\), and PC-GNN\(^4\), we use the code provided by the authors. Our model is implemented based on PyTorch and DGL (Wang et al., 2019b). We conduct all the experiments on a high performance computing server running Ubuntu 20.04 with an Intel(R) Xeon(R) Gold 6226R CPU and 64GB memory.

\(^1\)https://github.com/dmlc/dgl  
\(^2\)https://github.com/safe-graph/DGFraud  
\(^3\)https://github.com/YingtongDou/CARE-GNN  
\(^4\)https://github.com/PonderLY/PC-GNN
As the first and second groups of baselines are not specifically designed for anomaly detection, they suffer from class imbalance and produce very few positive predictions. For fair comparisons, in training, we use the weighted cross-entropy Equation (4) in BWGNN. In validation, we search for the best binary classification threshold by adjusting it at 0.05 intervals to achieve the best F1-macro.

### D. Additional Experimental Results

In Table 4, we report the average value and standard deviation of 10 runs on YelpChi and Amazon.

| Dataset        | YelpChi (1%) | YelpChi (40%) | Amazon (1%) | Amazon (40%) |
|----------------|--------------|---------------|-------------|--------------|
|                | F1-macro     | AUC           | F1-macro     | AUC           | F1-macro     | AUC           | F1-macro     | AUC           |
| MLP            | 53.90±0.23   | 59.83±0.40    | 57.57±0.89   | 66.52±1.09   | 74.68±1.25   | 83.62±1.76   | 79.17±1.26   | 89.80±1.04   |
| SVM            | 60.47±0.24   | 62.92±0.92    | 70.77±0.01   | 70.37±0.04   | 83.49±1.39   | 81.62±3.53   | 90.71±0.04   | 90.51±0.07   |
| GCN            | 52.48±0.50   | 54.06±0.72    | 54.31±0.77   | 56.51±1.09   | 67.93±1.42   | 82.85±0.71   | 67.47±0.52   | 83.49±0.47   |
| ChebyNet       | 63.13±0.50   | 73.48±0.74    | 65.72±0.48   | 78.19±0.63   | 85.74±1.67   | 87.60±0.61   | 91.94±0.29   | 94.64±0.53   |
| GAT            | 50.27±2.31   | 50.95±1.39    | 54.64±2.19   | 57.20±0.24   | 60.84±2.47   | 73.45±1.26   | 83.18±2.91   | 89.90±0.95   |
| GIN            | 57.57±1.15   | 64.73±1.73    | 62.85±0.76   | 74.09±1.06   | 68.69±4.12   | 78.83±3.82   | 69.26±2.45   | 80.56±2.99   |
| GraphSAGE      | 58.41±2.12   | 67.58±1.69    | 65.49±1.84   | 78.31±2.14   | 70.78±3.85   | 75.37±2.49   | 74.17±1.37   | 86.95±2.74   |
| GWNN           | 59.10±6.53   | 67.16±11.44   | 65.29±6.67   | 75.32±8.97   | 87.01±1.98   | 85.37±2.32   | 91.00±0.27   | 93.19±2.22   |
| GraphConsis    | 56.79±2.72   | 66.41±3.41    | 58.70±2.00   | 69.83±3.02   | 68.59±3.41   | 74.11±3.53   | 75.12±3.25   | 87.41±3.34   |
| CAREGNN        | 62.18±1.39   | 75.07±3.88    | 63.32±0.94   | 76.19±2.92   | 68.78±1.68   | 88.69±3.58   | 86.39±1.73   | 90.53±1.67   |
| PC-GNN         | 59.82±1.42   | 75.47±0.98    | 63.00±2.30   | 79.87±0.14   | 79.86±5.65   | 90.40±2.05   | 89.56±0.77   | 95.86±0.14   |
| BWGNN (Homo)   | 61.15±0.41   | 72.01±0.48    | 71.00±0.91   | 84.03±0.98   | 90.92±0.78   | 89.45±0.33   | 92.29±0.44   | 98.06±0.45   |
| BWGNN (Hetero) | 67.02±0.50   | 76.95±1.38    | 76.96±0.89   | 90.54±0.49   | 83.83±3.79   | 86.59±2.62   | 91.72±0.84   | 97.42±0.48   |