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1 Introduction

Many theories that extend the standard model (SM) predict additional charged gauge bosons [1–5], often referred to as W′ bosons. In models where the resonance is sufficiently massive, it is common to postulate that the coupling to third generation quarks might be enhanced relative to the second and first generations [6, 7], making a search for the decay W′ → t\bar{b} or \bar{t}b highly appropriate. A particular advantage of this kind of search is that this channel is more easily distinguished from the large continuum of multijet background than
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searches in the decays to light quarks ($W' \rightarrow q\bar{q}$). The search in top and bottom quark (tb) systems complements searches in $W' \rightarrow \ell \nu$ (where $\ell$ denotes a charged lepton and $\nu$ denotes a neutrino) and $W' \rightarrow VV$ (where $V$ denotes an SM W or Z boson) channels. The tb final state also benefits from the fact that its $W'$ mass can be fully determined, whereas in the leptonic mode there is a two-fold ambiguity in its mass.

This paper presents the first search performed for a right-handed $W'$ ($W'_{R}$) decaying to a top and a bottom quark at $\sqrt{s} = 13$ TeV, using data collected by the CMS experiment corresponding to an integrated luminosity of up to 2.6 fb$^{-1}$. In scenarios where a theoretical right-handed neutrino ($\nu_{R}$) is heavier than the $W'_{R}$, the decay $W'_{R} \rightarrow \ell\nu_{R}$ is forbidden and the branching fraction $B(W'_{R} \rightarrow t\bar{b})$ is enhanced. This makes the $W'_{R} \rightarrow t\bar{b}$ decay an important channel in the search for $W'$ bosons. Previous searches in the tb channel have been performed at the Fermilab Tevatron [8–10] and at the CERN LHC by both the CMS [11, 12] and ATLAS [13, 14] Collaborations. The most stringent limits to date on the production of $W'$ bosons with purely right-handed couplings come from the CMS search performed at $\sqrt{s} = 8$ TeV [12]. Relative to this 8 TeV search, the expected production cross section of the $W'_{R}$ boson at $\sqrt{s} = 13$ TeV is enhanced by a factor of approximately 7 (13) for a 2 (3) TeV resonance.

We separately analyze events with and without a lepton in the final state (referred to as leptonic and hadronic analyses), and then combine the results. In both analyses, the invariant mass of the tb system ($M_{tb}$) is used to conduct searches for the $W'_{R}$ boson. The achieved sensitivity after combining the results is better than in each individual channel, thereby providing improved exclusion limits compared to previous results.

In this paper, section 2 contains a description of the CMS detector. Section 3 provides details of the simulated samples and their production, while section 4 discusses the techniques used for object reconstruction and event selection. The methods used for estimation of backgrounds are given in section 5. Section 6 provides information on systematic uncertainties, and section 7 presents results of the individual and combined analyses. A summary is given in section 8.

## 2 The CMS detector

The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diameter, providing a magnetic field of 3.8 T. A silicon pixel and strip tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass and scintillator hadron calorimeter (HCAL), each composed of a barrel and two endcap sections, reside within the solenoid field. Forward calorimeters extend the pseudorapidity ($\eta$) coverage [15] provided by the barrel and endcap detectors. Muons are measured in gas-ionization detectors embedded in the steel flux-return yoke outside the solenoid.

The electron momentum is estimated by combining the energy measurement in the ECAL with the momentum measurement in the tracker. The momentum resolution for electrons with $p_{T} \approx 45$ GeV from $Z \rightarrow e^{+}e^{-}$ decays ranges from 1.7% for electrons without an accompanying shower in the barrel region, to 4.5% for electrons showering in the endcaps [16].
Muons are measured in the range $|\eta| < 2.4$, with detection planes based on drift tubes, cathode strip chambers, and resistive plate chambers. Matching muons to tracks in the silicon tracker yields a relative $p_T$ resolution for muons with $20 < p_T < 100$ GeV of 1.3–2.0% in the barrel and better than 6% in the endcaps. The $p_T$ resolution in the barrel is better than 10% for muons with $p_T$ up to 1 TeV [17].

Events of interest are selected using a two-tiered trigger system [18]. The first level (L1), composed of custom hardware processors, uses information from the calorimeters and muon detectors to select events at a rate of around 100 kHz within a time interval of less than 4 $\mu$s. The second level, known as the high-level trigger (HLT), consists of a farm of processors running a version of the full event reconstruction software optimized for fast processing, and reduces the event rate to less than 1 kHz before data storage.

The particle-flow event algorithm [19–21] reconstructs and identifies each individual particle candidate using an optimized combination of information from the various elements of the CMS detector. The energy of photons is obtained from the ECAL measurement, and corrected for the online suppression of signals close to threshold. The energy of electrons is determined from a combination of the electron momentum at the primary interaction vertex determined by the tracker, the energy of the corresponding ECAL cluster, and the energy sum of all bremsstrahlung photons spatially compatible with originating from the electron track. The energy of muons is obtained from the curvature of the corresponding track. The energy of charged hadrons is determined from a combination of their momentum measured in the tracker and the matching ECAL and HCAL energy deposition, corrected for suppression of small signals and for the response of hadron showers in the calorimeters. Finally, the energy of neutral hadrons is obtained from the corresponding corrected ECAL and HCAL energies.

The missing transverse momentum vector, $\vec{p}_T^{\text{miss}}$, is defined as the projection on the plane perpendicular to the beams of the negative vector sum of the momenta of all reconstructed particles in an event.

A more detailed description of the CMS detector, together with a definition of the coordinate system and the kinematic variables, can be found in ref. [15].

3 Modeling of signal and background

All signal events are generated at leading order (LO) using the CompHEP 4.5.2 [22] package and their cross sections are scaled to next-to-leading order (NLO) with an approximate K-factor of 1.2 [23, 24]. All signal samples are generated with purely right-handed couplings, according to the following model-independent, lowest-order, effective Lagrangian:

$$\mathcal{L} = \frac{V_{f_i f_j}}{2\sqrt{2}} g_W f_i^{\gamma\mu}(1 + \gamma^5) W^\mu f_j + \text{H.C.}, \quad (3.1)$$

where $V_{f_i f_j}$ is the element of the Cabibbo-Kobayashi-Maskawa matrix when $f$ is a quark, and $V_{f_i f_j} = \delta_{ij}$ when $f$ is a lepton, and $g_W$ is the SM weak coupling constant. Since we consider $W'_R$ bosons (with right-handed couplings), there is no interference at production with the SM $W$ boson. The simulation for leptonic decays of the $W'_R$ boson includes decays...
involving a $\tau$ lepton, and no distinction is made in the analysis between an electron or muon directly from the W boson decay and an electron or muon from a subsequent leptonic $\tau$ decay. Signal samples are generated for signal masses between 1 and 3 TeV in 100 GeV steps. The width of the $W'_R$ generated by CompHEP is narrow, and varies with the mass, but is approximately 3% for all masses considered in this analysis. This is smaller than the invariant mass resolution of the detector, and therefore the precise values of the width does not have a significant effect on our results.

For right-handed $W$ bosons, the leptonic decays necessarily produce right-handed neutrinos ($\nu_R$). When the mass of the $\nu_R$ is larger than that of the $W'_R$ boson ($M_{W'_R} < M_{\nu_R}$) then the $W'_R \rightarrow \ell\nu_R$ decays are kinematically forbidden and only $W'_R \rightarrow q\bar{q}'$ decays are allowed (of which $W'_R \rightarrow t\bar{b}$ is a subset). On the other hand, if the $\nu_R$ is lighter than the $W'_R$ boson ($M_{W'_R} > M_{\nu_R}$) then $W'_R \rightarrow \ell\nu_R$ decays are allowed. Consequently, the product of the $W'_R$ cross section and its branching fraction ($W'_R \rightarrow t\bar{b}$) is enhanced for heavy neutrinos by approximately one third. When calculating the distribution in the number of expected signal events, it is always assumed that $M_{W'_R} > M_{\nu_R}$. When displaying upper limits at 95% confidence levels (CL), we consider both scenarios.

The SM processes that contribute significantly to the background in the leptonic analysis are $W$+jets and $t\bar{t}$ events. The background in the hadronic analysis is dominated by multijet and $t\bar{t}$ production. Although it is a much smaller contribution to the total background, both analyses also consider associated production of a top quark and a $W$ boson as background, while the leptonic analysis further considers both $t$- and $s$-channel single top quark, $Z$ or $\gamma^*+jets$, and diboson (WW, WZ and ZZ) production. The hadronic and leptonic analyses employ different methods of background estimation because of differences in the final states. All background predictions from nondominant sources are estimated from simulation.

Simulated samples for $Z/\gamma^*+jets$, $s$, and $t$-channel single top, and $W$+jets are generated at NLO using the MadGraph5_aMC@NLO \cite{Alwall:2014baa} v2.2.2 generator. The $t\bar{t}$ and single top quark in the $tW$ channel samples are generated using the powheg v2 generator \cite{Nason:2004rx,Alioli:2010xd,Nason:2006compat,Alioli:2010xa}, and all other backgrounds are generated at LO using the PYTHIA 8.2 \cite{Sjostrand:2007gs} generator. In all cases, NNPDF 3.0 parton distribution functions (PDFs) are used \cite{Ball:2014uwa}.

Both hadronic and leptonic analyses use the MC simulated $t\bar{t}$ background prediction. In the leptonic analysis, the $t\bar{t}$ simulation is assigned a correction based on the top quark $p_T$, which is known to be improperly modeled \cite{ATL-PHYS-PUB-2015-021}. This correction is not necessary in the hadronic analysis because of differences in the phase space resulting from the specific event selections, and is confirmed in a $t\bar{t}$ enriched control region. The predictions from both analyses are checked in control regions that are independent with respect to the signal region and contain minimal contamination from signal. In both cases, the agreement between the data and prediction from simulation is good.

For the $W$+jets background in the leptonic analysis, the initial prediction is estimated from simulation. The agreement with data is then checked in a control region dominated by $W$+jets events. The same region is also used to extract correction factors for different $W$+jets components, e.g., $W$+light-quark or gluon jets and $W$+charm or bottom quark...
jets. The relative composition of these components in simulation is known to differ [36] from the composition in data, and we apply these correction factors to the predictions.

The multijet background in the hadronic analysis is determined from data in independent control regions. The validity of the estimation procedure is then checked using simulated multijet events.

More details on the background estimation methods can be found in section 5.

All simulated signal and background events are processed through Pythia 8.2 for parton fragmentation and hadronization, where the underlying event tune CUETP8M1 [37] has been used. The simulation of the CMS detector is performed using Geant4 [38]. Also, all simulated event samples include additional overlapping proton-proton interactions in the same or adjacent bunch crossings (pileup) that are weighted such that the distribution in the number of interactions agrees with that expected in data.

4 Event reconstruction and selection

The two analyses employ different selections targeted at their respective signal topologies. Details on specific aspects of the selections are given below.

4.1 Jet reconstruction

Jets are reconstructed offline from the particle-flow candidates, clustered using the anti-$k_T$ algorithm [39, 40] with distance parameters of 0.4 (AK4 jets) and 0.8 (AK8 jets).

The jet momentum is defined by the vectorial sum of all particle-flow candidate momenta in the jet, and is found from simulation to be within 5 to 10% of the true momentum. An offset correction is applied to jet momenta to take into account the contribution from pileup. Jet energy corrections [41] are obtained from simulation, and are confirmed with in situ measurements of the energy balance in dijet and photon+jet events. Additional selection criteria are applied to each event to remove spurious jet-like features originating from isolated noise patterns in certain HCAL regions.

Both the leptonic and hadronic analyses use the charged-hadron subtraction method, which removes from the event any charged hadrons not associated with the leading vertex, defined as the vertex with the highest $p_T^2$ sum. The estimated contribution from pileup to the neutral hadron component of jets is also subtracted, based on the jet area [42].

The leptonic analysis uses AK4 jets because their smaller area makes them less sensitive to pileup, and the hadronic analysis uses AK8 jets whose larger area makes them more suited to the jet substructure-based techniques used to identify highly Lorentz-boosted top quark decays. These techniques are discussed in section 4.1.2.

4.1.1 Identification of b jets

The combined secondary vertex version 2 (CSVv2) algorithm [43, 44], which combines secondary vertex and track based lifetime information in order to identify b jets, is used by both analyses. They use an operating point which has a b jet identification (b tagging) efficiency of 80% and a light-flavor jet misidentification (mistag) probability of 10%. A scale factor is applied as a function of $p_T$ to correct observed differences in performance.
between data and simulation. In the hadronic analysis, an additional uncertainty is used to account for small differences in b tagging which arise from the larger jet-cone size. Details on the systematic uncertainty in b tagging can be found in section 6.

### 4.1.2 Tagging of top quarks

The large Lorentz boost of the top quark from heavy W^0_R boson (M_{W^0_R} \gtrsim 1\,\text{TeV}) decays causes the three jets from hadronic decays to merge into a single large-radius jet with distinct substructure. Variables that are sensitive to characteristics of this substructure can be used to discriminate signal from background. The hadronic analysis uses a top tagging algorithm that is based on three such variables: jet mass, N-subjettiness [45, 46], and subjet b tagging.

The jet mass is calculated after applying the modified mass-drop tagger, also known as the “soft drop” algorithm [47, 48], which reclusters the AK8 jet with the Cambridge-Aachen algorithm [49] and declusters until the following requirement is met:

$$\min(p_{T1}, p_{T2}) > z(\Delta R_{12}/R_0)^\beta,$$

where \(p_{T_i}\) are the magnitude of the transverse momenta of the two subjet candidates, \(\Delta R_{12}\) is the distance \((\Delta R = \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2})\), where \(\phi\) is the azimuthal angle in radians) between candidates, and \(R_0\) is the jet size parameter. For this analysis, we use \(z = 0.1\) and \(\beta = 0\), and require the mass of the soft-drop declustered jet to be between 110 and 210 GeV, i.e. consistent with the top quark mass, \(M_{\text{top}}\). For this operating point, the soft drop algorithm is equivalent to the modified mass-drop tagger [47, 50].

The N-subjettiness algorithm defines a series of \(\tau_N\) variables that describe the consistency between the jet energy and the number of assumed subjets (N):

$$\tau_N = \frac{1}{d} \sum_i p_{T_1} \min(\Delta R_{1,i}, \Delta R_{2,i}, \ldots, \Delta R_{N,i}),$$

where \(\Delta R_{J,i}\) is the distance between the axis of the subjet candidate (J) and a specific constituent particle (i), and \(d\) is the normalization factor,

$$d = \sum_i p_{T_1} R,$$

where \(R\) is the distance parameter used in the jet clustering algorithm. The axes of the subjet candidate used to calculate N-subjettiness are found using the exclusive \(k_T\) algorithm [51], after which an optimization procedure is applied to minimize the N-subjettiness value, calculated using all particle-flow constituents of the AK8 jet. A jet with a low \(\tau_N\) value will have energy deposited close to the axes of the N subjet candidates, which is a characteristic of a jet containing N subjets. A top quark jet is likely to be more consistent with three subjets than two, while a jet from a gluon or light quark will typically be consistent with either two or three subjets. Therefore, the ratio of \(\tau_3\) and \(\tau_2\) is characteristically smaller for top quark jets than for the multijet background. We select jets with \(\tau_3/\tau_2 < 0.61\).
Finally, we apply the CSVv2 b tagging algorithm to the two soft-drop subjets of the candidate jet, and require the maximum b tagging discriminator value ($S_{J\text{b tag}}$) to be at least 0.76. The above selection criteria correspond to the working point of the CMS top quark tagging algorithm defined by a 0.3% top-quark mistagging rate [52], with a corresponding top-quark efficiency of approximately 30%.

Scale factors resulting from small differences in t tagging efficiencies in data and simulation are derived in a pure semileptonic t$\bar{t}$ sample separately for jets with $p_T$ greater or less than 550 GeV. These are applied as corrections to simulated events, and are consistent with unity.

4.2 Identification of electrons and muons

Electron candidates are selected using a multivariate identification technique, specifically, a boosted decision tree. The multivariate discriminant is based on the spatial energy distribution of the shower, the quality of the track, the match between the track and electromagnetic cluster, the fraction of total cluster energy deposited in the HCAL, the amount of energy appearing in the regions surrounding the tracker and calorimeters, and the probability of the electron to have originated from a converted photon. The track associated with a muon candidate is required to have hits in the pixel and muon detectors, good quality, and transverse and longitudinal impact parameters (distance of closest approach) with respect to the leading vertex close to zero.

Both the leptonic and hadronic analyses use the same criteria for muon identification, while the criteria used for electron identification are less restrictive in the hadronic analysis than in the leptonic analysis. The choice of lepton identification and use of a veto ensure that there is no overlap between events in the two analyses, and makes combining their results straightforward.

Scale factors arising from small differences between lepton identification efficiencies in data and simulation are obtained from a data sample of Z$\rightarrow\ell\ell$ events as a function of $|\eta|$. These scale factors are then applied as corrections to simulated events.

In highly boosted semileptonic top quark decays from heavy $W_R$ bosons, the lepton and jet may not be well separated. For this reason, no isolation requirement is applied to the lepton. Instead, a two-dimensional requirement is placed on the $\Delta R$ and $p_T^{\text{rel}}$ for the lepton and the closest jet with $p_T > 25$ GeV and $|\eta| < 2.5$, where the $p_T^{\text{rel}}$ is given by the magnitude of the component of the lepton momentum orthogonal to the jet axis. For electrons (muons), we require that either $\Delta R > 0.4$ or $p_T^{\text{rel}} > 60(50)$ GeV. These requirements help remove the multijet contribution from the background in the leptonic analysis, while maintaining high efficiency for signal events. The four-momenta of identified lepton-candidate particles are subtracted from the four-momentum of the jets that contain them, which helps ensure that jets considered in the leptonic analysis are not contaminated by nearby high-energy leptons.

4.3 Mass reconstruction

The methods of reconstructing $W_R$ boson candidates differ in the two analyses. In the leptonic channel, the $tb$ invariant mass is reconstructed from the charged lepton, $p_T^{\text{miss}}$, and two jets in the event. The $x$- and $y$-components of neutrino $p_T$ are determined from
\( p_T^{\text{miss}} \) and the \( z \)-component is calculated by constraining the invariant mass of the lepton and neutrino to the mass of the W boson. This leads to a quadratic equation in \( p_T^z \). When the two solutions are real numbers, both are used to reconstruct W boson candidates. If both solutions contain imaginary parts, we set \( p_T^z \) to the real part of the solutions, and recompute \( p_T^{\text{miss}} \), which yields a different quadratic ambiguity. In the latter case, we use only the solution with mass closest to 80.4 GeV. Once we have all components of the neutrino momentum, we combine the viable neutrino momentum solutions with the charged lepton momentum to create W boson candidates. We then reconstruct the top quark by combining the four-momenta of each of the W boson candidates with each jet with \( p_T > 25 \) GeV and \( |\eta| < 2.4 \). Whichever jet yields a top quark candidate mass closest to 172.5 GeV is labeled as the “best jet” and is used to reconstruct the top quark candidate. In the case of two W candidates, we use the candidate that yields the top quark mass closest to its nominal value of 172.5 GeV. Finally, we combine the top quark candidate with the highest \( p_T \) jet, that is not the “best jet”, yielding the reconstructed \( W'_R \) candidate.

In the hadronic channel, the \( t\bar{b} \) invariant mass is reconstructed from the two leading AK8 jets in the event.

### 4.4 Analysis selections in the leptonic channel

Candidate events in the leptonic analysis are selected in the HLT with single-lepton triggers that require a \( p_T \) of at least 105 (45) GeV for electrons (muons) and have no isolation requirement. Scale factors to account for differences in efficiency between data and simulation are obtained through the procedure outlined in section 4.2. Events must contain a reconstructed lepton with \( p_T > 180 \) GeV and \( |\eta| < 2.5(2.1) \) in the electron (muon) channel. Events are rejected if they contain more than one identified lepton with \( p_T > 35 \) GeV and \( |\eta| < 2.5(2.1) \) in the electron (muon) channel.

Events are also required to have at least two jets with \( p_T > 30 \) GeV and \( |\eta| < 2.4 \), and the jet with leading \( p_T \) must have \( p_T > 350(450) \) GeV in the electron (muon) channel, where at least one of these jets must be b tagged. Events must have \( \slashed{p}_T^{\text{miss}} > 120(50) \) GeV in the electron (muon) channel. In addition, events in the electron channel must have an opening angle in the transverse plane between the electron and the \( \slashed{p}_T^{\text{miss}} \) vector \( |\Delta\phi(e, \slashed{p}_T^{\text{miss}})| < 2 \) radians. In both channels, the top quark candidate is required to have \( p_T^1 > 250 \) GeV and \( p_T^{1+2} > 350 \) GeV, where \( p_T^{1+2} \) is the \( p_T \) of the vector sum of the two leading \( p_T \) jets. In addition, in the muon channel, the mass of the top quark candidate must satisfy the condition \( 100 < m_t < 250 \) GeV. These requirements all serve to reject events which are not consistent with the decay of a heavy resonance to a top and bottom quark. The selections in both channels are optimized separately, thereby leading to slight differences in certain requirements. Event yields after the selection for the leptonic analysis are shown in table 1.

### 4.5 Analysis selections in the hadronic channel

Candidate events in the hadronic channel are required to satisfy one of two HLT selections. The first demands at least two AK8 jets with \( p_T > 200 \) GeV, one of which must have a trimmed [53] jet mass greater than 30 GeV, and also requires the leading \( p_T \) jet to have \( p_T > 280 \) GeV. In addition, this trigger requires that the event contains at least one b-tagged jet.
The second trigger requires that the scalar $p_T$ sum of reconstructed jets be at least 800 GeV. The efficiency of the combination of these two triggers is measured with data collected using a trigger with a lower scalar $p_T$ sum threshold, and is extracted as a function of the scalar $p_T$ sum of the two jets with leading $p_T$ ($H_T$), which provides a way to account for this effect.

We require events to have at least two jets with $p_T > 350$ GeV, one of which must be identified as a top jet using the t tagging algorithm, and the other must be tagged as a bottom jet. Furthermore, the b jet must have a soft-drop mass less than 70 GeV. Finally, the two jets are required to be separated by $|\Delta \phi| > \pi/2$ radians and to have $|\Delta y| < 1.3$, where $\Delta y$ is the rapidity difference between the two jets.

The event yields after implementing the selections in the hadronic analysis are shown in table 2.
| Signal       |          |
|-------------|----------|
| $M_{W_R'}$ = 1400 GeV | 228      |
| $M_{W_R'}$ = 2000 GeV | 27       |
| $M_{W_R'}$ = 2600 GeV | 4        |

| Background   |          |
|-------------|----------|
| Multijets   | 6134     |
| $t\bar{t}$  | 376      |
| $tW$        | 32       |

| Total background | 6542 ± 102 |
| Data            | 6491      |

Table 2. Number of selected events, and the number of signal and background events expected from simulation in the hadronic analysis. The expectations for signal and background correspond to an integrated luminosity of $2.6 \, {fb}^{-1}$. The quoted uncertainty does not include systematic uncertainties that affect the shape of distributions (a complete description of sources of uncertainty can be found in section 6).

5 Backgrounds

5.1 Backgrounds in the leptonic analysis

5.1.1 Top quark pair production background

The predicted $t\bar{t}$ background is estimated from simulation and checked in two distinct control regions, both of which do not apply the requirements on $p_T^{j_1+j_2}$, $p_T^b$, $m_t$, nor the number of b jets. The first region is defined by relaxing the leading jet $p_T$ and $p_T^{\text{miss}}$ requirements, and requiring events to have at least four jets, two of which are b-tagged, and have $400 < M_{tb} < 750 \text{ GeV}$. The latter requirement ensures that the signal contamination in this region is less than 1%. The second region is defined by requiring events to have two leptons, which must have $p_T > 150(35) \text{ GeV}$ for the leading (subleading) $p_T$ lepton. This requirement ensures that there is no overlap between the signal region and the second control region. In addition, we relax the requirements on the leading jet $p_T$ and $p_T^{\text{miss}}$, and reject events for which the invariant mass of the dilepton system (if they are of the same flavor) is between 70 and 110 GeV, which ensures that the control region does not contain a significant fraction of $Z/\gamma^*+\text{jets}$ events.

In both control regions, we compare simulated distributions and overall yields with data. We observe significantly better agreement between data and simulation when a correction is applied to the top quark $p_T$ spectrum in the $t\bar{t}$ simulation. The correction factor is obtained from measurements of the differential top quark $p_T$ distribution [35]. We apply this correction factor to the $t\bar{t}$ simulation, as a function of the generator-level top quark $p_T$, and use the differences from the distributions without the correction as estimates of the systematic uncertainty in the expected $t\bar{t}$ background.
5.1.2 W+jets background

The prediction for the W+jets background is estimated from simulation. It is then corrected for known discrepancies in the relative fraction of W+jets events with light-flavor jets compared to bottom or charm quark jets. This correction is obtained from data using a modified event selection that does not include the requirements on $p_T^{j_1+j_2}$, $p_T^j$, and $m_t$, and also removes the requirement of a b-tagged jet. This sample is referred to as the pre-tag sample. A subset of these events, in which neither of the two leading $p_T^j$ jets are b tagged, is referred to as the 0-tag sample. The 0-tag sample is dominated by the W+jets background and contains contributions from other background sources, which comprise less than 20% of the total. The difference between data and simulation in the 0-tag sample is used to obtain a first-order scale factor for W+jets light-flavor events, which is applied to the W+jets simulation, and the difference between data and simulation in the pre-tag distribution is used to calculate a first-order scale factor for W+jets heavy-flavor events. This procedure is repeated until following iterations do not cause the scale factors to shift by more than 0.1%. We also check this calculation by analytically solving the system of equations from the iteration, and confirm that the two methods yield identical results.

We require that the total number of predicted events is unaffected by the simultaneous application of the two scale factors. We assign uncertainties to these factors by repeating the procedure with the b tagging scale factors varied within their uncertainties. The procedure is identical to the procedure used in ref. [11].

5.2 Backgrounds in the hadronic analysis

5.2.1 Multijet background

The multijet background is estimated from data, and the method is verified through simulation. The procedure uses the distribution of multijet events that fail the b tagging requirement, weighted by a transfer factor (average b tagging rate) to predict the multijet yield in the signal region.

To estimate the average b tagging rate in multijet events, we define modified t tagging criteria. Specifically, we now select events that contains jets with $\tau_3/\tau_2 > 0.75$, and shift the soft-drop jet mass window to be between 50 and 170 GeV. These requirements ensure that the control region is orthogonal to the signal region and has contributions from both signal and t\bar{t} events that are less than 1%. Using the standard $S.J_{b\text{ tag}}$ requirement in the signal region, we favor a similar parton flavor composition. A control region is then defined by applying the signal selection with the modified t tagging requirements, omitting the b tagging requirement.

We calculate the average b tagging rate as a function of b candidate jet $p_T$ in three $|\eta|$ regions: $|\eta| < 0.50$ (low), $0.50 \leq |\eta| < 1.15$ (transition), $1.15 \leq |\eta| < 2.40$ (high). The denominator contains all events in the control region, while the numerator includes only those that pass the signal region b tagging requirement. The average b tagging rate in each $|\eta|$ range is fitted using a bifurcated polynomial that models the distribution. The
The functional form is

\[
f(p_T) = \begin{cases} 
  c_0 + c_1 p_T + c_2 (p_T - a)^2, & \text{if } p_T < a \\
  c_0 + c_1 p_T + c_3 (p_T - a)^2, & \text{if } p_T \geq a.
\end{cases}
\] (5.1)

The parameters \(c_0\) to \(c_3\) are free coefficients determined in the fit. The value of \(a\) is chosen separately for each \(|\eta|\) region, and is 500, 500, and 550 GeV in the low, transition, and high-\(|\eta|\) regions, respectively.

The uncertainty related to the average b tagging rate is obtained from the full covariance matrix of the fitting algorithm. The functional form is chosen to optimize agreement between sideband and Monte Carlo estimates. We estimate an uncertainty related to the choice of the fit function by comparing the results of the nominal fit with those determined using other functional forms. These other forms include the following: a constant, a second-degree polynomial, a third-degree polynomial, and an exponential function.

We observe that there is a correlation between the b tag rate and the soft-drop mass of the b candidate. To account for this correlation, we extract a correction factor for the multijet background as a function of the soft-drop mass of the b jet candidate. This factor is calculated by taking the ratio of the soft-drop mass distributions for the b tagging pass and b tagging fail samples in the control region of the multijet simulation. The factor is then used as an event weight along with the fit to the average b tagging rate to estimate the multijet background from data. An uncertainty in the factor, equal to half the difference between the factor and unity, is included in the analysis.

We check the closure of this procedure using both multijet simulation and an additional control region in data. The control region is defined by inverting the \(S_J_{b \text{ tag}}\) requirement in the signal region. This provides a much purer multijet sample in data, which is orthogonal to both the signal region and the control region used to estimate the multijet contribution.

The closure test using the prediction from simulation shows a small residual discrepancy in the \(M_{tb}\) distribution, which is used to extract a correction for the multijet prediction. We include an uncertainty in this correction equal to the difference between the correction and unity. After this correction, the corresponding closure test in the data control region shows good agreement between the multijet prediction and observed data.

### 5.2.2 Top quark pair production background

In the hadronic analysis, the \(t\bar{t}\) background prediction is estimated from simulation and checked in a region defined through selections identical to those used in the signal region, except that the b jet soft-drop mass requirement is inverted. This region contains an increased fraction of \(t\bar{t}\) events relative to the signal region (approximately a factor of six), and does not overlap with the signal region or any other control regions used in the analysis. The prediction for the multijet background in this region is estimated from data using the same method as the signal region. The prediction for the \(t\bar{t}\) background is found to be consistent with that observed in the data, and no other correction is required.
6 Systematic uncertainties

Systematic uncertainties fall into two categories: those that affect only the total event yield, and those that affect both the event yield and the $M_{tb}$ distribution. Unless otherwise specified, the uncertainties are common both the leptonic and hadronic analyses.

The uncertainty in the measured integrated luminosity (2.7%) [54] belongs to the first category. The leptonic analysis includes uncertainties on the modeling of the lepton trigger (2-4%). The hadronic analysis includes uncertainties in the AK4 vs. AK8 jet b tagging rates (3%), t tagging efficiency (20%), and in the theoretical $t\bar{t}$ and single top quark cross sections ($\approx$ 5%).

Since the two analyses use the same criteria to identify muons, but different criteria for electrons, the uncertainty in the muon reconstruction and identification (2%) is included in both analyses, while the uncertainty in electron reconstruction and identification (5%) is included only in the leptonic analysis.

Other uncertainties belong to the second category and are detailed below. Unless otherwise specified, the uncertainties are assigned to all samples for which the prediction is estimated from simulation.

The uncertainties due to the choice in the renormalization and factorization scales ($\mu_R$ and $\mu_F$, respectively) are evaluated at the matrix element level using event weights to change the scales up or down relative to the nominal scale by a factor of two, while restricting to $0.5 \leq \mu_R/\mu_F \leq 2$ [55, 56]. The uncertainty from changes in both scales at the parton shower level are evaluated for the $t\bar{t}$ background using samples generated with twice or half the nominal scale.

Uncertainties on the b tagging, jet energy scale, and jet energy resolution are calculated by varying the relevant scale factors within their uncertainties. For the jet energy scale and resolution, nominal factors and uncertainties are obtained for both AK4 and AK8 jets and applied appropriately in the leptonic and hadronic analyses.

A correction is applied to all simulated event samples to provide better matching of the distribution of pileup interactions in data. This procedure uses a minimum bias interaction cross section ($\sigma_{\text{mb}}$) of 69 mb, and uncertainties are calculated by varying the minimum bias cross section by $\pm$5%.

To estimate the uncertainty arising from the choice of the PDF, we use the NNPDF 3.0 PDF set uncertainty defined in ref. [57].

In the leptonic analysis, the uncertainties in the W+jets heavy- and light-flavor factors are included as a variation in the W+jets background, and the $t\bar{t}$ background with an uncorrected top quark $p_T$ spectrum is included as a one-sided systematic uncertainty.

In the hadronic analysis, the uncertainty in the trigger efficiency is taken to be one half of the measured trigger inefficiency, and applied as a function of the scalar $p_T$ sum of the two leading jets. Uncertainties in the multijet background estimation procedure are also applied. These result from choice of functional form in the fit to the average b tagging rate, corrections due to correlations between the average b tagging rate and soft-drop jet mass, and differences obtained from a closure test in simulation.
In the leptonic analysis, the dominant uncertainty sources are from the correction to the \( p_T \) spectrum of the top quark in \( t\bar{t} \) events, and \( \mu_R \) and \( \mu_F \) at the matrix element level. In the hadronic analysis, the dominant uncertainty sources are from the multijet background estimation and \( t \) tagging efficiency. Both analyses are also affected by the subdominant uncertainties related to the choice of PDF and \( b \) tagging. All systematic uncertainties for both analyses are summarized separately in table 3.

7 Results

Comparisons of the \( M_{tb} \) distribution between the predicted background and observed data for both analyses are shown in figures 1 and 2. We observe good agreement between the predicted SM background processes and the observed data, and proceed to set upper limits at 95% CL on the \( W^0_R \) boson production cross section for masses between 1 and 3 TeV. Limits on the cross section of \( W^0_R \) boson production are calculated using a Bayesian method with a flat signal prior, using the \textsc{theta} package \cite{58}. The Bayesian approach uses a binned likelihood to calculate 95% CL upper limits on the product of the signal production cross section and the branching fraction \( \sigma(pp \to W^0_R) B(W^0_R \to tb) \). The computation takes into account all systematic uncertainties given in section 6, as well as statistical uncertainties related to the backgrounds, which are incorporated using the “Barlow-Beeston lite” method \cite{59, 60}. All rate uncertainties are included as nuisance parameters with log-normal priors.

The leptonic analysis separates events into four independent categories according to the lepton type (electron or muon) and the number of \( b \)-tagged jets in the first two leading \( p_T \) jets (1 or 2). This improves the sensitivity of the analysis. In the leptonic analysis, the \( M_{tb} \) distribution is binned to reduce uncertainties from the number of events in each sample. The binning is as follows: 9 bins with widths of 200 GeV from 400 to 2200 GeV, 1 bin of width 400 GeV from 2200 to 2600 GeV, and 1 bin for 2600 GeV and above. In the hadronic analysis, the \( M_{tb} \) distribution is binned using 50 GeV bins from 0 to 2100 GeV, 100 GeV bins from 2100 to 2500 GeV, and 1 bin for 2500 GeV and above.

Results from the two analyses are shown separately in figure 3. The leptonic and hadronic analyses are able to exclude \( W^0_R \) boson masses below 2.4 and 2.0 TeV, respectively. In combining the two analyses, a joint likelihood is used to simultaneously consider all categories. We treat the uncertainties related to jet energy scale and resolution, luminosity, pileup, \( b \) tagging scale factors, and PDF as fully correlated. All other uncertainties are considered to be uncorrelated.

The combined upper limit on \( W^0_R \) boson production cross section at 95% CL is shown in figure 4. The observed and expected 95% CL upper limits are 2.5 and 2.4 TeV, respectively. This represents a significant improvement over the results from the individual analyses.

8 Summary

Searches have been reported for a heavy \( W^0_R \) boson resonance decaying into a top and a bottom quark in data from proton-proton collisions at \( \sqrt{s} = 13 \text{ TeV} \) collected with the CMS detector. Analysis of the leptonic and hadronic channels is based on an integrated
Table 3. Sources of systematic uncertainty affecting the $M_{tb}$ distribution taken into account when setting 95% CL upper limits. The three right-most columns indicate the channels to which the uncertainty applies (noted by ○), and whether it also applies to signals (noted by ✓). When a source applies to both channels, it is treated as fully correlated in the combination. Sources that list the changes as ±1 standard deviation (s.d.) depend on the distribution of the variable given in the parentheses, while those that list the variation as a percent are rate uncertainties.
Figure 1. Reconstructed $M_{tb}$ distributions from the leptonic analysis in the 1 b tag (upper) and 2 b tag (lower) categories, for the electron (left) and muon (right) channels. The “LF” and “HF” notations indicate the light- and heavy-flavor components of the $W^+$-jets contribution, respectively. The simulated $W_R$ signal and background samples are normalized to the integrated luminosity of the analyzed data set. The distributions are shown after the application of all selections. The 68% uncertainty in the background estimate includes all contributions to the predicted background, while the total uncertainty is the combined uncertainty of the background and data.

luminosity of 2.2 and 2.6 fb$^{-1}$, respectively. No evidence is observed for the production of a $W_R$ boson, and upper limits at 95% confidence level on $\sigma(pp \rightarrow W_R) B(W_R \rightarrow tb)$ are determined as a function of the $W'_R$ boson mass. After combining the two analyses, the upper limits at 95% confidence level are compared to the predicted $W'_R$ boson production cross sections. $W_R$ bosons are excluded for masses less than 2.4 TeV if $M_{W'_R} \gg M_{tb}$, and less than 2.6 TeV if $M_{W'_R} < M_{tb}$. These results represents the most stringent limits published in the $tb$ decay channel.
Figure 2. Reconstructed $M_{tb}$ distribution from the hadronic analysis. The simulated $W_R$ signal and backgrounds are normalized to the integrated luminosity of the analyzed data set. The distribution is shown after the application of all selections. The 68% uncertainty in the background estimate includes all contributions to the predicted background, while the total uncertainty is the combined uncertainty of the background and data.

Figure 3. The 95% CL upper limit on the $W_R$ boson production cross section, separately for the leptonic (left) and hadronic (right) analyses. Masses for which the theoretical cross section is above the observed upper limit are excluded at 95% CL.
Figure 4. The 95% CL upper limit on the $W'_R$ boson production cross section for the combined leptonic and hadronic analyses. Masses for which the theoretical cross section is above the observed upper limit are excluded at 95% CL.
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