Modelling of physical systems with a Hopf bifurcation using mechanistic models and machine learning
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Abstract

We propose a new hybrid modelling approach that combines a mechanistic model with a machine-learnt model to predict the limit cycle oscillations of physical systems with a Hopf bifurcation. The mechanistic model is an ordinary differential equation normal-form model capturing the bifurcation structure of the system. A data-driven mapping from this model to the experimental observations is then identified based on experimental data using machine learning techniques. The proposed method is first demonstrated numerically on a Van der Pol oscillator and a three-degree-of-freedom aeroelastic model. It is then applied to model the behaviour of a physical aeroelastic structure exhibiting limit cycle oscillations during wind tunnel tests. The method is shown to be general, data-efficient and to offer good accuracy without any prior knowledge about the system other than its bifurcation structure.
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1 Introduction

Limit-cycle oscillations (LCOs) are periodic responses that can be observed in many systems such as aircraft wings [1], wheels [2], machine tools [3], and living cells [4, 5]. Self-excited systems are a common source of LCOs and are typically modelled using ordinary differential equations (ODEs) where the variation of a parameter beyond a critical value (a bifurcation point) triggers oscillations.

Deriving a low-dimensional mathematical model that quantitatively captures the onset and amplitude of LCOs is usually a very challenging problem as self-excited systems are typically characterised by the interplay of several physical phenomena. Take, for example, the aforementioned fluid-structure and tyre-ground interactions in wings and wheels, respectively.

For self-excited systems with a Hopf bifurcation, the change in parameter leads to a loss of stability of the equilibrium and the birth of a family of LCOs near the bifurcation point. To analyse the periodic responses of such systems and determine the amplitude of the LCOs, it is customary to reduce the dynamics of the original system near the bifurcation point to a low-dimensional centre manifold. The reduced system is topologically equivalent to the full model, i.e. the vector flows are locally qualitatively identical and there exists a smooth invertible coordinate transformation between them [6]. The hybrid modelling methodology proposed here takes advantage of this equivalence. A low-dimensional normal form model is used to capture the phenomenology of the real system, i.e. its bifurcation structure. A data-driven mapping from this model to the full system is then identified using machine learning (ML) and experimentally measured data (here LCOs).

The use of ML models is attractive because they are theoretically able to represent any continuous functions [7]. However, using traditional ML techniques and models presents a number of difficulties. For
instance, a considerable amount of data is often needed to train ML models \cite{8}. Furthermore, even if such data is available and the obtained ML model accurately represents the training data set, ML models can still fail to generalise to unseen conditions \cite{9} or even fail to capture the fundamental physics of the system \cite{10}. The approach proposed in this paper is inspired by the recent development of scientific machine learning (SciML), which aims at making ML models more interpretable, more consistent with the known laws of physics, and less data-hungry by combining them with mechanistic (i.e. physics-based) models. Examples of SciML approaches include Physics-Informed Neural Networks (PINNs) \cite{11} where a neural network is used to solve and discover partial differential equations (PDEs) while respecting the laws of physics through constraints incorporated into the training cost function. In Refs. \cite{12,13} linear ordinary differential equations (ODEs) were successfully discovered from data using probabilistic machine learning and Gaussian process regression. Universal differential equations (UDEs) \cite{14} are differential equation models combining mechanistic differential equations with universal approximators such as neural networks, Chebyshev expansions, or random forests directly introduced into the model equations.

While existing studies have mostly focused on numerical simulations and a quantitative agreement between time-series at particular parameter values, the approach proposed here aims to capture the bifurcation diagram of a physical system, which requires the accurate prediction of the system’s parameter dependence, its long-term behaviour (here LCOs), and to deal with experimental (i.e. noise-corrupted) measurements. In this context, Beregi et al. \cite{15} combined machine-learnable functions with mechanistic models to capture bifurcation diagrams. The approach proposed here differs in that it uses only the knowledge of the bifurcation structure observed in the experiment. The normal form model and its associated bifurcation structure form the mechanistic model that captures the “physics” of the system and underpins the otherwise data-driven model. The hybrid mechanistic/machine-learnt (M/ML) model obtained does not rely on any problem specific variables and is therefore applicable to any system exhibiting the bifurcation structure imposed by the underlying mechanistic model, even without any other physical model available.

Simple parameter sweeps are often enough to reveal such a bifurcation structure, including its supercritical or subcritical nature. The use of a model to capture the type of bifurcation observed in the data is very beneficial as it reduces the amount of data required to train the model and improves the ability of the model to interpolate between data points and even extrapolate outside the range of control parameters used for model training. Moreover, by leveraging the fact that the dynamics of the system evolves on a low-dimensional sub-manifold and using a polar representation, the training of time series requires the time integration of a single one-dimensional ODE, which is computationally much more efficient than other data-driven modelling procedures using numerical integration of the entire model as in \cite{14}. The hybrid M/ML models developed in this paper could be exploited in different ways. For instance, the machine-learnt mapping could be analysed to improve understanding about the physical system and provide new insights into the derivation of more accurate mechanistic models. The proposed models have also the potential to be used as digital twins where the nature of the system is captured qualitatively using the mechanistic part of the model and data is continuously used to refine and evolve the model during the system’s life. Exploring these applications is outside the scope of the paper.

The manuscript is structured as follows. The second section discusses the theoretical background of the proposed modelling approach, and the third section explains the process used to train the data-driven part of the model. In Section 4, the proposed modelling approach is validated numerically on a Van der Pol oscillator and a three-degree-of-freedom aeroelastic model representative of the physical system studied in Section 5. The numerical experiments show that the proposed methodology accurately predicts the phase portrait, bifurcation diagram and time series of the studied systems. Finally, the proposed hybrid modelling approach is successfully validated experimentally in Section 5. The physical system considered is an aerofoil that exhibited LCOs when tested in the wind tunnel. The data exploited in this paper was collected using control-based continuation (CBC) \cite{16–20}. Contrary to conventional parameter sweeps which can only measure stable LCOs, CBC uses feedback control to stabilise, and hence observe unstable LCOs, which can benefit parameter estimation \cite{21,22}. The hybrid M/ML model built with the proposed approach is shown to capture the overall bifurcation structure of the physical system and to reproduce quantitatively the amplitude of both stable and unstable LCOs measured in the experiment.
2 Model structure

Mechanistic model It is assumed that the physical system of interest can be represented by an unknown continuous-time dynamical system \((N, \Phi^t)\), where \( N \subset \mathbb{R}^{n+1} \) with \( n \geq 2 \) is the number of states and \( \Phi^t : \mathbb{R}^+ \times N \to N \) is the evolution of the flow governed by a set of ODEs. The system \((N, \Phi^t)\) is assumed to undergo a Hopf bifurcation at certain parameter \( \mu = \mu_0 \) and the sub-/super-critical nature of the bifurcation is known (or at least identifiable from experimental data). The parameter \( \mu \) is constant over time and taken as one of the dimensions of \( N \).

There exists a 3-dimensional centre manifold \( M^c \) near the Hopf bifurcation point that can be parametrised as a graph \( M^c \) \cite{23}:

\[
M^c_x = \{(x, y) | y = h(x)\},
\]

where \( x \) is the center subspace, \( y \) is the attracting subspace defined at the equilibrium of \((N, \Phi^t_{\text{full}})\), and \( h \) is a nonlinear function. \( M^c \) is an attracting invariant manifold in the state-space of the full dynamical system \((N, \Phi^t_{\text{full}})\). The dynamics of the system on the centre manifold is defined as \((M^c, \Phi^t_{\text{red}})\), where \( \Phi^t_{\text{red}} : \mathbb{R}^+ \times M^c \to M^c \) is the evolution of the flow on the centre manifold \( M^c \). The system \((M^c, \Phi^t_{\text{red}})\) is a reduced order model of \((N, \Phi^t_{\text{full}})\) with \( \dim(M^c) \leq \dim(N) \). The reduced dynamics is usually expressed as \( \dot{x} = f(x) \) where \( f \) is the system’s vector field projected onto the centre manifold parametrised by \( x \). It is also possible to find a smooth, invertible change of coordinates such that the reduced dynamics can be represented using the modified Hopf normal form

\[
\begin{align*}
\dot{u}_1 &= (\mu - \mu_0)u_1 - u_2 \Omega(u_1, u_2, \mu) + a_2 u_1 u_2 (u_1^2 + u_2^2) - u_1 (u_1^2 + u_2^2)^2, \\
\dot{u}_2 &= (\mu - \mu_0)u_2 + u_1 \Omega(u_1, u_2, \mu) + a_2 u_2 (u_1^2 + u_2^2) - u_2 (u_1^2 + u_2^2)^2, \\
\dot{\mu} &= 0,
\end{align*}
\]

which can also be written in polar coordinates as

\[
\begin{align*}
\dot{r} &= (\mu - \mu_0)r + a_2 r^3 - r^5 \\
\dot{\theta} &= \Omega(r, \theta, \mu) \\
\dot{\mu} &= 0
\end{align*}
\]

where \((u_1, u_2, \mu)\), or \((r, \theta, \mu)\), are the coordinates parameterizing the invariant manifold. The sign of the coefficient \( a_2 \) depends on the criticality of the Hopf bifurcation. Fifth-order terms are added to the standard Hopf normal form to introduce a saddle-node bifurcation of periodic orbits and capture the presence of stable LCOs frequently observed in systems with subcritical Hopf bifurcations. For the latter, stable and unstable LCOs coexist for \( \mu \in [\mu_0 - a_2^2/4, \mu_0] \). \( \Omega \) is an a priori unknown function that governs the speed of the oscillations and that reproduces the time evolution of the data (see Section 3). From Eq. (3), it is clear that the oscillation amplitude \( r \) is independent of the oscillation speed. This observation will be exploited in Section 3 to simplify the ML model training by learning the coordinate mapping and the oscillation speed separately.

Eqs. (2) and (3) are not the only way to represent the dynamics of a system with a Hopf bifurcation followed by a saddle node bifurcation. An alternative parameterization of the invariant manifold, using, for instance, \( x \) as in Eq. (1), can be used. This would result in a set of ODEs that is different from Eqs. (2) and (3). However, those different reduced systems are topologically equivalent to each other, i.e. one can be transformed to another by a change of coordinates \cite{6}. The choice to take the well-known normal form as a mechanistic model was made to emphasize the nature of the phenomenon targeted by the model.

Mapping to observations Following the definition of the mechanistic model (2), a data-driven transformation from the model to the observation is defined. Let’s consider the measured observations \( z = [z_1, \ldots, z_m, \mu]^T \in \mathbb{R}^{n+1} \), where \( m \) is the total number of states observed, and the predicted observations \( \hat{z} = [\hat{z}_1, \ldots, \hat{z}_m, \mu]^T \in \mathbb{R}^{n+1} \). A function \( g(u_1, u_2, \mu) = \hat{z} \) can be defined to map the dynamics of the reduced system (2) to the predicted experimental observations \( \hat{z} \) made on the centre manifold \( M^c \). The map \( g \) can be defined as a vector of two functions \( g = [U^T, g_\mu]^T \). The first function, \( U(u_1, u_2, \mu) = [\hat{z}_1, \ldots, \hat{z}_m]^T \),
represents the mapping between \((u_1, u_2, \mu)\) and the observed states. The LCOs in Eq. (2) trace circular trajectories in the plane \((u_1, u_2)\). The objective of the mapping \(U\) is thus to transform these circles into the distorted closed curves observed experimentally (as illustrated in Fig. 1). The second part of the map \(g, g_\mu(u_1, u_2, \mu) = \hat{\mu}\), represents the mapping between the model parameter \(\mu\) and the predicted observed parameter. In the present and common case where the bifurcation parameter is directly measured during the experiment and not re-scaled, the mapping reduces to a simple projection, i.e. \(g_\mu(u_1, u_2, \mu) = \mu\).

3 Model training

3.1 Closed orbit representation

We assume there exist a pair of coordinates for which the measured LCOs form closed curves that can be parameterised in polar coordinates, i.e. the LCOs form curves that do not self-intersect and have a unique angular parameterisation. This assumption is satisfied in the neighbourhood of the Hopf bifurcation point, and it is assumed that it extends to all the measured LCOs. For convenience, this pair of coordinates is labelled \((z_1, z_2)\), while the remaining measured coordinates are \((z_3, ..., z_m)\). The map \(U\) is split accordingly as \(U = [U_{12}^T, U_{3,m}^T]^T\).

The map \(U_{12}\) from the normal form coordinates \((u_1, u_2, \mu)\) to the predicted observations \((\hat{z}_1, \hat{z}_2)\) is first sought. The particular challenge associated with finding this first map \(U_{12}\) is that the correspondence between points \((u_1, u_2)\) in the normal form coordinates and observations \((z_1, z_2)\) is initially unknown. Therefore, it is not possible to obtain \(U_{12}\) by solving a regression problem as input and output data points cannot be paired together. However, once this first map is found, the rest of the map \(U\) addressing the presence of additional states \((\hat{z}_3, ..., \hat{z}_m)\) can be determined easily. This will be discussed later in this section.

Finding the first mapping To train \(U_{12}\), the idea is to compare continuous representation of the predicted and measured LCOs. This approach has the advantage of avoiding any point-wise comparison between data points and model predictions. The training process starts by taking a user-defined number of points along periodic responses in the normal form coordinates. Those points are mapped to the observation space using the current estimate of the mapping \(U_{12}\). Following the coordinate transformation, the closed curves obtained from the transformed trajectories can be directly compared with the measured LCOs. Comparing closed planar curves is a well-established problem in pattern recognition [24, 25], and a popular way to approach this problem is to use a Fourier representation of the curve along the arc-length [26]. However, with such a representation, it is difficult to define a metric between two distinct curves if they do not share at least one point. For this reason, we here consider the simpler approach of directly using a phase-like angle to parameterise the orbit. This assumption is consistent with the normal form model and the closed curves
observed experimentally, that have a much simpler geometry than the one usually investigated in pattern recognition [26]. The polar representation of the planar orbits in terms of amplitude and angle is obtained for measured and predicted curves as

\[
R = \sqrt{z_1^2 + z_2^2}, \quad \theta = \tan^{-1} \frac{z_2}{z_1}, \quad \text{and} \quad \hat{R} = \sqrt{\hat{z}_1^2 + \hat{z}_2^2}, \quad \hat{\theta} = \tan^{-1} \frac{\hat{z}_2}{\hat{z}_1}. \tag{4}
\]

As the polar representations of the LCOs are assumed to be smooth and periodic, they can be represented as a truncated Fourier series

\[
R(\theta) = a_0 + \sum_{k=1}^{n_h} a_k \cos(k\theta) + \sum_{k=1}^{n_h} b_k \sin(k\theta), \quad \text{and} \quad \hat{R}(\hat{\theta}) = \hat{a}_0 + \sum_{k=1}^{n_h} \hat{a}_k \cos(k\hat{\theta}) + \sum_{k=1}^{n_h} \hat{b}_k \sin(k\hat{\theta}), \tag{5}
\]

where the number of Fourier modes, \(n_h\), is assumed to be sufficiently large to have a small approximation error. The shape of the closed curves \(R(\theta)\) and \(\hat{R}(\hat{\theta})\), are thus represented by vectors of coefficients determined by the Fourier projection \(\Phi(\cdot)\) as \(\Phi(R) : C_p([0,2\pi], \mathbb{R}) \to \mathbb{R}^{2n_h+1} = [a_0, \ldots, a_{n_h}, b_1, \ldots, b_{n_h}]^T\) where

\[
a_0 = \frac{1}{2\pi} \int_0^{2\pi} R d\theta, \quad a_n = \frac{1}{\pi} \int_0^{2\pi} R \cos(n\theta) d\theta, \quad b_n = \frac{1}{\pi} \int_0^{2\pi} R \sin(n\theta) d\theta \quad \text{for} \quad n = 1, 2, \ldots, n_h. \tag{6}
\]

Alternatively, the vector of coefficient can be computed in a least-square sense directly using Eq. (5) and the pseudo inverse [27].

Taking a family of LCOs from the branch emerging at the Hopf bifurcation point, the error between model predictions and the data is given by

\[
\Xi_U = \sum_{i=1}^{m_s} ||\Phi(R_i) - \Phi(\hat{R}_i)|| \tag{7}
\]

where \(m_s\) is the number of measured LCOs. This measure of the model error is the cost function that is minimised during the training of the coordinate transformation detailed in Section 3.2.

**Mapping to other coordinates** After obtaining \(U_{12}\), it is possible to use the inverse transformation \(U_{12}^{-1}\) to find the points in the normal form coordinates that are associated with the measured data. Considering those points as inputs, it is then straightforward to train the \(m-2\) remaining maps to the output observations \((z_3, \ldots, z_m)\) using standard input-output regression techniques such as kernel ridge regression [28] or neural networks.

Although not explored here, an alternative approach to predict the remaining measured coordinates would be to consider the pair \((z_1, z_2)\) as so-called ‘master’ coordinates and \((z_3, \ldots, z_m)\) as ‘slave’ coordinates of the system. Once the master coordinates are obtained from the normal form model using \(U_{12}\), a second mapping from the master coordinates to the slave coordinates can be learnt. This second problem is also a regression problem which can be easily solved. This procedure is conceptually similar to the classical centre manifold reduction approach (see Eq. (1)). However, here, the mappings to the master coordinates and between master-slave coordinates are sought based on experimental data. This approach is also completely independent of the bifurcation structure.

More generally, there exist also other approaches to train the overall mapping \(U\). For instance, a common parameterisation for the predicted (model) and observed (data) time series could be enforced. Time cannot be used as the oscillation speed \(\Omega\) is trained separately. It is therefore natural to resort to a geometrical parameterisation of the time series in terms of phase-like angles like the one used for the parametrisation of the closed curves. Following a re-parametrisation of the predicted (measured) responses in terms of this phase angle, a one-to-one correspondence between data points in the normal form and observation coordinates can be assumed, and input-output regression performed to identify the mapping associated with each measured coordinate. While this approach appears straightforward, it was found more difficult to generate model predictions at the particular phase angles observed experimentally. As such, interpolation of the model predictions was necessary, which affected the precision of the overall training procedure.
3.2 Functional form of the map

Neural networks provide a flexible approach to model the mapping $U_{12}$ \cite{7,29}. However, it was found that using a neural network alone often leads to mappings that do not preserve the topology of the LCOs. It is therefore advantageous to use a simpler initial transformation that preserves this topology. This transformation has the additional benefits of reducing the complexity of the neural network and simplifying its training.

The planar mapping $U_{12}(u_1, u_2, \mu) = [\hat{z}_1, \hat{z}_2]^T$ is thus defined as the sum of three separate contributions as

$$U_{12}(u_1, u_2, \mu) = T_L(u_1, u_2, \mu) + T_s + \text{NN}_{\Theta_U}(u_1, u_2, \mu),$$  \hspace{1cm} (8)

where

$$T_L(u_1, u_2, \mu) = \begin{bmatrix} l_{11} & l_{12} & l_{13} \\ l_{21} & l_{22} & l_{23} \\ l_{31} & l_{32} & l_{33} \end{bmatrix} \begin{bmatrix} u_1 \\ u_2 \\ \mu \end{bmatrix}$$

and

$$T_s = \begin{bmatrix} s_1 \\ s_2 \end{bmatrix}.$$  \hspace{1cm} (9)

The linear transformation performed by $T_L(u_1, u_2, \mu) = [\hat{z}_1, \hat{z}_2]^T$ stretches and rotates the closed curves. This transformation includes nine unknown parameters $l_{ij}$ that will be estimated using experimental data. The transformation matrix must be nonsingular. The coordinate transformation $T_s(u_1, u_2, \mu) = [\hat{z}_1, \hat{z}_2]^T$ applies a rigid translation of the trajectories and requires two additional parameters $s_1, s_2$. Finally, $\text{NN}_{\Theta_U}(u_1, u_2, \mu) = [\hat{z}_1, \hat{z}_2]^T$ is a neural network with unknown weight vector $\Theta_U$.

Including $T_L$ and $T_s$ explicitly in $U_{12}$ can be interpreted as introducing additional physics or knowledge into the definition of the coordinate transformation. Indeed, shifting and rescaling coordinates must be performed to transform the orbits from the space of the normal form model to the space of the physical system and this operation is commonly performed in normal form calculations in bifurcation analysis. With this approach, the neural network model, $\text{NN}_{\Theta_U}$, can be viewed as a “small” correction to the initial transformation performed by $T_L + T_s$ (Fig. 2).

3.3 Oscillation speed

The flow velocity on a LCO trajectory is defined by the general expression

$$\Omega(r \cos \theta, r \sin \theta, \mu) = \omega_0 + \text{NN}_{\Theta_U}(r, \mu)^T [1, \cos \theta, \ldots, \cos n_h \theta, \sin \theta, \ldots, \sin n_h \theta]^T,$$  \hspace{1cm} (10)

where the first term, $\omega_0$, represents the fundamental oscillation frequency. The second term provides a periodic correction to this fundamental frequency in order to capture state and parameter dependencies. While this general correction term is particularly useful for capturing systems where multiple timescales occur within the LCO, it can be significantly simplified for systems where only one frequency dominates the response (see Section 4).

Following the training of the coordinate transformation, $\Omega$ is trained by minimising the prediction error between predicted and observed time series. To generate time series from the model, suitable initial conditions
in the normal form coordinates that corresponds to the initial measured data must be obtained. One approach to find the initial conditions \( u^i(t_1) \) would be to solve

\[
[u^i(t_1), \mu_i] - g^{-1}(z^i(t_1), \mu_i) = 0
\]  

(11)

where \( t_1 \) represents the first time instant in the time series. However, model inaccuracies and measurement noise perturbs the initial point, \( u^i(t_1) \), away from the trajectory of the LCO predicted at the parameter value \( \mu_i \). While this is not a significant problem when training stable LCOs; it becomes an issue for unstable LCOs as the numerical integration of the initial value problem will not approach the trajectory of LCOs. The approach followed to solve this issue is to find the initial conditions \( u^i(t_1) \) for which the model prediction \( (\hat{z}^1_i, \hat{z}^2_i) = U_{12}(u^i(t_1), \mu_i) \) has the same phase angle \( \theta \) as the initial conditions of the measured signal. The initial conditions in the normal form coordinates, \( u^i(t_1) \), are thus found by solving

\[
\text{ang} \circ U_{12}(u^i(t_1), \mu_i) - \text{ang} \circ z^i(t_1) = 0,
\]

where \( \text{ang}(x, y) \mapsto \tan^{-1}(y/x) \) measures the phase angle of the vector \( [x, y]^T \). Eq. (12) can be solved using Newton method. Note that the initial conditions in the normal form coordinates cannot be set directly to the phase angle found in the data because the mapping \( U_{12} \) does not necessarily preserve this angle.

Once the initial conditions have been determined, the polar form of the normal form model is considered for the numerical integration. In this case, only the second equation of Eq. (3) needs to be integrated as the LCOs correspond to fixed points of the first equation. Only integrating the second equation has also the advantage of avoiding any numerical instability issues even on the unstable solutions. Indeed, this second equation corresponds to the direction of the velocity vector, i.e. the direction vector of the trivial Floquet multiplier that is equal to unity.

The parameters \( \omega_0 \) and \( \Theta_\Omega \) defining the oscillation speed \( \Omega \) are then determined by minimizing the cost function

\[
\Xi_\Omega = \sum_{i=1}^{m_s} \sum_j \| U_{12}(u^i(t_j), \mu_i) - z_i(t_j) \|,
\]

(13)

3.4 Learning stages

The model training is a three-stage process. The parameters of the linear transformations \( T_L \) and \( T_s \) are found first by minimising \( \Xi_U \). An approximate value of the bifurcation parameter value \( \mu_0 \) is used during that process. After the training of the linear transformation, the LCOs in the normal-form space can be mapped to ellipses that are “close” to the measured trajectories. During the second training step, the parameters of \( \text{NN}_{\Theta_U} \) and more precise values for \( \mu_0 \) and \( a_2 \) are found by further minimising \( \Xi_U \). The linear transformation parameters are kept constant during this process. The third training step is to find the parameters associated with the oscillation speed \( \Omega \), i.e. \( \omega_0 \) and \( \Theta_\Omega \), by minimizing \( \Xi_\Omega \).

Traditional deep learning packages such as PyTorch [30] and Flux.jl [31] can be used to train \( U \) and the other model parameters using optimisation techniques such as stochastic gradient decent method [32, 33]. For \( \Omega \), the package DiffEqFlux.jl [14] which uses stochastic gradient descent methods on the solutions of differential equations [34,35] was used.

4 Numerical demonstration

In this section, the method developed in Sections 2 and 3 is demonstrated numerically on a Van der Pol oscillator and a 3-degree-of-freedom model of an aerofoil undergoing aerelastic oscillations. The synthetic data used for model training is noise-free and was obtained using time integration. Demonstration on real experimental data is carried out in Section 5.
4.1 Van der Pol oscillator

The equations governing the dynamics of the Van der Pol oscillator are

\[
\begin{align*}
\frac{dz_1}{dt} &= z_2, \\
\frac{dz_2}{dt} &= 2\mu z_2 - z_1^2 z_2 - z_1,
\end{align*}
\]  

(14)

where the states \((z_1, z_2)\) and the control parameter \(\mu\) are all assumed to be measured directly. For this example, a supercritical Hopf bifurcation occurs at \(\mu_0 = 0\) and only stable LCOs exist. As such, the parameter \(a_2\) of the mechanistic model (2) is set equal to \(-1\) and the fifth-order terms are removed. Training data is generated for six different parameter values \(\mu = (0.1, 0.28, 0.46, 0.64, 0.82, 0.1)\). At each parameter value, the oscillator response is simulated over 10 seconds using initial conditions on the LCOs (i.e. there are no transient in the data) and a sampling time of 0.02 seconds. This represents 500 samples per time series, and hence 3000 samples for the whole training data set.

Following the procedure outlined in Section 3, the coordinate transformation is trained first by minimizing \(\Xi_U\). The NN used within \(U\) consists of three inputs, two hidden layers each with 32 neurons and hyperbolic tangent activation functions, and two outputs. 300 iterations in ADAM [36] with a learning rate of 0.01 followed by 1000 BFGS [37] iterations with a \(10^{-5}\) learning rate were necessary to estimate the NN parameters \(\Theta_U\). A comparison between the bifurcation diagrams of the real and identified models shows that the hybrid M/ML model accurately captures the system’s topological features (Fig. 3(a)). Phase portraits are shown in Figs. 3(b-1)–(d-1). They further demonstrate that an accurate transformation from the normal-form coordinates to the physical coordinates is achieved for the range of parameter values considered. The parameter value at the bifurcation point was estimated at \(\mu = 0.02\), which is very close to the actual value 0.

Following the training of the coordinate transformation, \(\Omega\) is estimated. The NN\(\Theta_\Omega\) in model Eq. (10) is set to include three inputs, two hidden layers each with 32 neurons and hyperbolic tangent activation functions, and 13 outputs \((n_h = 10)\). The model parameters are estimated by minimizing \(\Xi_\Omega\). The training was performed using 2000 iterations in ADAM with a learning rate of 0.01 followed by 1000 BFGS iterations with a \(10^{-5}\) learning rate were necessary. Figs. 3(b-2)–(d-2) show a very good agreement between the time series of the reference and identified models. As the bifurcation parameter increases, the time scale separation becomes more pronounced and errors become noticeable in the transition between the fast and slow portions of the time series (Fig. 3(d-2)). Similar observations can be made for the other state (not shown for conciseness).

4.2 Aeroelastic model

A 3-DOF aeroelastic system [38] is now considered to demonstrate numerically the proposed method. This model is qualitatively representative of the physical system tested in Section 5. The equations of motion of this system are

\[
M \ddot{x} + D \dot{x} + Kx + N(\alpha) = 0,
\]  

(15)

where

\[
M = \begin{bmatrix}
    m_T + \pi \rho b^2 & m_w x_\alpha b - a \pi \rho b^3 & 0 \\
    m_w x_\alpha b - a \pi \rho b^3 & I_\alpha + \pi (1/8 + a^2) \rho b^4 & 0 \\
    0 & 0 & 1
\end{bmatrix},
\]  

(16a)

\[
D = \begin{bmatrix}
    c_h + 2 \pi \rho b U \dot{c} & (1 + \dot{c}(1 - 2a)) \pi \rho b^2 U & 2\pi U^2 b (c_1 c_2 + c_3 c_4) \\
    -2\pi (a + 1/2) \rho b^2 \dot{\dot{c}} U & c_\alpha + (1/2 - a)(1 - \dot{c}(1 + 2a)) \pi \rho b^3 U & -2\pi \rho b^2 U^2 (a + 1/2) (c_1 c_2 + c_3 c_4) \\
    -1/b & 0 & (c_2 + c_4) U/b
\end{bmatrix},
\]  

(16b)

\[
K = \begin{bmatrix}
    k_h & 2\pi \rho b U^2 \dot{c} & 2\pi U^3 c_2 c_4 (c_1 + c_3) \\
    0 & k_\alpha - 2\pi (1/2 + a) \rho \dot{c} \dot{b} \dot{U} U^2 & -2\pi \rho b U^3 (a + 1/2) c_2 c_4 (c_1 + c_3) \\
    0 & -U/b & c_2 c_4 U^2 /b^2
\end{bmatrix},
\]  

(16c)
\[ \hat{c} = c_0 - c_1 - c_2 \quad \text{and} \quad \mathbf{N}(\alpha) = [0, k_{\alpha 2} \alpha^2 + k_{\alpha 3} \alpha^3, 0]^T. \]

The meaning of the parameters and their values used are given in Table 1. The bifurcation parameter \( \mu \) represents here the wind velocity. \( h \) and \( \alpha \) stand for the heave displacement and the pitch angle, respectively.

This system has a subcritical Hopf bifurcation followed by saddle-node bifurcation of periodic orbits. The training data set includes four LCOs recorded on the stable branch, and four LCOs recorded on the unstable branch.
### Table 1: Descriptions of the parameters of Eq. (15) and their values where applicable. Non-dimensional units are indicated by ‘nd’.

| Parameter | Value | Description |
|-----------|-------|-------------|
| $U$       | 0–25  | Airspeed (m/s) |
| $b$       | 0.15  | Wing semi-chord (m) |
| $a$       | −0.5  | Position of elastic axis relative to the semi-chord (nd) |
| $\rho$   | 1.204 | Air density (kg/m$^3$) |
| $m_w$     | 5.3   | Mass of the wing (kg) |
| $m_T$     | 16.9  | Mass of wing and support (kg) |
| $I_\alpha$ | 0.1726 | Wing moment of inertia about elastic axis (kg m$^2$) |
| $c_{\alpha}$ | 0.5628 | Pitch linear damping coefficient (kg m$^2$/s) |
| $c_h$     | 15.443| Heave linear damping coefficient (kg/s) |
| $k_{\alpha}$ | 54.1162 | Pitch linear stiffness (N/rad) |
| $k_{\alpha^2}$ | 751.6 | Pitch quadratic nonlinear stiffness (N/rad$^2$) |
| $k_{\alpha^3}$ | 5006.7 | Pitch cubic nonlinear stiffness (N/rad$^3$) |
| $k_h$     | 3529.4| Heave linear stiffness (N/m) |
| $x_\alpha$ | 0.234 | Distance between center of gravity and elastic axis (nd) |
| $c_{\alpha,...,4}$ | (1, 0.1650, 0.0455, 0.335, 0.3) | Aeroelastic coefficients |

As further discussed in Section 5, in an experiment, stable and unstable LCOs can be directly measured using control-based continuation [39, 40]. Here, the unstable LCOs were obtained by simulating the model Eq. (15) under proportional-derivative feedback control to reproduce the process followed for the experimental tests in Section 5. Each time series is recorded for one second with a sampling time of 0.001 s.

For this example, NN$U_{\Theta}$ has two inputs, two hidden layers each with 21 neurons and hyperbolic tangent activation functions, and three linear outputs. 400 iterations in ADAM with a learning rate of 0.01 were necessary to estimate the NN parameters $\Theta_U$. Fig. 4(left) shows that the linear transformation allows the coordinate transformation to capture the overall orientation and size of the LCO, and Fig. 4(right) shows that NN$U_{\Theta_U}$ further improves the accuracy of this coordinate transformation, leading to an excellent visual agreement between the LCO of the hybrid M/ML and reference models.

![Figure 4: Comparison between the phase portraits of the aeroelastic model (−) and the hybrid M/ML model (−) for a stable LCO at $\mu = 15.5$ m/s. Coordinate transformation (a) without and (b) with the neural network.](image)

Fig. 5(a) shows there is an excellent agreement between the bifurcation diagrams computed from the reference and hybrid M/ML models. The bifurcation diagram of the trained model was computed by transforming 100 equi-spaced points on the periodic solutions of the normal-form model using $U$. The identified values of the Hopf bifurcation point, $\mu_0$, and the saddle-node bifurcation point, $a_2$, are 18.28 m/s and 3.64,
Figure 5: Comparison between the aeroelastic model (−) and the hybrid M/ML model (−). (a) Bifurcation diagram (●) are stable LCOs and (▲) are unstable LCOs used for model training) (b-1–d-1) Phase portraits and (b-2–d-2) time-series at the locations reported on the bifurcation diagram.

respectively. This is in excellent agreement with the model values $\mu_0 = 18.28 \text{ m/s}$ and $a_2 = 3.65$. The phase portrait of the trained model shows good agreement with the model for both stable and unstable LCOs (Figs. 5(b-1)–(d-1)).

The oscillation speed $\Omega$ is modelled using Eq. (10). For this example, only the constant term in the
Fourier expansion is kept such that \( \Omega(u, \mu) = \omega_0 + \text{NN}_{\omega_0}(u, \mu) \). The neural network consists of three inputs, two hidden layers with 31 neurons each and a hyperbolic tangent activation function, and one linear output. 300 iterations in ADAM with a learning rate of 0.01 followed by 1000 BFGS iterations with a 0.001 learning rate were necessary to train \( \Omega \) by minimizing \( \Xi_\Omega \). Figs. 5(b-2)–(d-2) show that the model captures the overall time series and frequency of the LCO for the range of wind velocities considered.

5 Experimental demonstration on an aeroelastic structure

The method developed in this paper is now demonstrated on a physical aeroelastic system.

5.1 Experimental set-up and data collection

The rig is shown in Figure 6. It comprises a NACA-0015 wing profile rigidly attached to a stainless steel shaft, supported at both ends by rotational bearings mounted on supporting plates that are constrained to move vertically by a linear bearing system. The structure has two mechanical degrees of freedom: one in pitch (rotational motion) and one in heave (vertical motion). In the heave direction, linear springs are connected between the supporting plates and the outer frame. In the pitch direction, torsional springs are connected between the shaft and the supporting plates. Both sets of springs provide approximately linear restoring forces in their respective directions. In the pitch direction there are additional leaf springs connecting the shaft and the supporting plates; these leaf springs provide a hardening nonlinearity, mimicking potential interface effects at the root of the aerofoil. The dimensions of the flutter rig are such that the wing profile fits in the principal section of the University of Bristol’s low-turbulence wind tunnel; the supporting plates and outer frame lie outside it (see Figure Fig. 6(b)). The reader is referred to [39] for further details about the dimensions of the system.

Control-based continuation was exploited to measure the stable and unstable LCOs of the system directly during the wind tunnel tests. The control forces are applied in the heave direction by use of an APS 113 electro-seis long-stroke electrodynamic shaker connected by a flexible stinger to one of the supporting plates. The experiment is instrumented with an Omron ZX1-LD300 laser displacement sensor to measure the heave motion, and an RLS AksIM 18 bit absolute magnetic encoder fitted on the shaft to capture the pitch motion. The wind speed was directly provided by the wind tunnel control system. Real-time control and data acquisition is performed using a Beaglebone Black single-board computer equipped with an analogue IO cape (18 bit ADC and 16 bit DAC) operating at a sample rate of 5kHz [41]. The reader is referred to [39] for further details about the experimental set-up and the CBC method.

![Figure 6: Aeroelastic rig. (a) Schematic. (b) Picture of the rig fitted to the University of Bristol’s low-turbulence wind tunnel.](image-url)
5.2 The hybrid M/ML model

The dynamics of this aeroelastic system is characterised by a subcritical Hopf bifurcation followed by a saddle-node bifurcation of cycles. The mechanistic model used within the hybrid model is therefore the one presented in Eq. (2) and already used in Section 4.2. The training data sets includes four stable LCOs measured at \( \mu = (14.9, 15.6, 16.5, 17.3) \) m/s, and three unstable LCOs measured at \( \mu = (14.9, 15.6, 16.5) \) m/s. Time series includes 6000 time points per LCOs, which represents approximately 12 oscillation periods. To train the oscillation speed, time series were down sampled to 1000 samples to reduce the computational cost of the training.

For the coordinate map \( U_{12} \), a neural network \( NN_{\Theta U} \) with three inputs, two outputs and two hidden layers each with 11 neurons and hyperbolic tangent activation functions was used. A first 1000 iterations with ADAM using a 0.01 learning rate followed by 3000 BFGS iterations with a 0.0001 learning rate were necessary to minimize \( \Xi_U \) and find \( \mu_0, a_2 \) and the network parameters \( \Theta_U \).

Fig. 7 compares the bifurcation diagram of the hybrid M/ML model with the LCOs measured experimentally. A qualitatively good agreement with the data is obtained despite the limited number of LCOs used for model training. The Hopf bifurcation point is estimated at \( \mu_0 = 17.67 \) m/s and the saddle-node bifurcation point at 14.66 m/s. Overall, the trained model accurately predicts the phase portrait of the stable and unstable LCOs, as shown in Fig. 8. In the phase portraits, the line associated with the experimentally measured LCOs appears thicker than the one from model predictions. This is an illusion that comes from the presence of multiple oscillation periods in the recorded data and the unavoidable differences that exist between periods due to the presence of noise in the measurements.

For the identification of \( \Omega \), a similar model to the one used in Section 4.2 is considered. The neural network \( NN_{\Theta \Omega}(u, \mu) \) includes three inputs, a single linear output and two hidden layers with 21 neurons each and hyperbolic tangent activation functions. 500 iterations in ADAM with a learning rate of 0.01 followed by 400 BFGS iterations with a 0.001 learning rate were necessary to minimize \( \Xi_\Omega \). The time series presented in Fig. 9 show that the model captures the frequency of the measured LCOs. The amplitude error visible in the bifurcation diagram is also clearly visible in the time series.

One potential issue with ML model training is overfitting. This is illustrated in Fig. 10 where the model was trained using different initial parameter values and different hyperparameters (number of iterations and learning rate). While the overall model prediction error is small at the data points, the model presents a large variability between them which is symptomatic of overfitting. To reduce overfitting and obtain the results presented in Figures 7 – 9, some hyper-parameters, such as the number of iterations, were manually tuned. Approaches that promote parameter sparsity [42] or a formal optimisation of the hyperparameters [43] were not carried out due to the associated computational costs and the overall lack of data. Note that, the use of physics — here, through the model structure (2) and the use of linear transformations in \( U_{12} \) — can also be viewed as a regularisation techniques that reduces ML model complexity and hence helps in reducing overfitting.

To assess the robustness of the identified model with respect to the training data, the model training was also performed with four different data sets, each with one of the LCO data points removed. This approach is inspired by the leave-one-out cross-validation technique and chosen due to the small number of data points available in the parameter space. Fig. 11 shows the bifurcation diagrams obtained after removing the different data points. The colour of the bifurcation curve matches the colour of the data point that was removed from the training data set. The dashed black bifurcation curve was obtained by including all the data points in the training set. The phase portraits and time series shown in Fig. 11 illustrate the performance of the model at the removed data point. While most bifurcation curves appear similar, removing the stable LCO in blue appears to have a significant influence on the location of the saddle-node bifurcation and more generally on the bifurcation curve in that area. This also affects the quality of the oscillation speed model \( \Omega \), which is unable to capture the LCO oscillation frequency adequately (see Fig. 11(c-2)). Overall this results suggest that sufficient training data near bifurcation points (saddle-node and Hopf) is needed to build a robust model.

Fig. 12 presents the trained mapping \( U_{12} \). Fig. 12(a, b) show the transformation \( U_{12} \) for \( \mu = 15.0 \), and Fig. 12(c, d) show the transformation \( U_{12} \) for \( \mu = 17.5 \) m/s. The blue dotted lines and the red solid lines correspond to the unstable and stable LCOs, respectively. The coordinate transformations are smooth transformation and locally invertible. The visible curvature shows that the transformations are also
Figure 7: Comparison between the bifurcation diagram obtained from the hybrid M/ML model with increased model accuracy (−) and the stable (●) and unstable (▲) LCOs used for model training. Labels (a)-(f) denote the corresponding phase portraits and time series plots in Fig. 8 and Fig. 9, respectively.

Figure 8: Comparison of phase portraits between the measured LCOs (−) and the hybrid M/ML model (−). (a) stable LCO at wind speed 17.3 m/sec, (b) stable LCO at wind speed 16.5 m/sec, (c) stable LCO at wind speed 15.6 m/sec, (d) unstable LCO at wind speed 14.9 m/sec, (e) unstable LCO at wind speed 15.6 m/sec and (f) unstable LCO at wind speed 16.5 m/sec.

nonlinear. As discussed in Section 3.2, the presence of an initial linear coordinate transformation in (8) was
Figure 9: Comparison of heave time series between the measured LCOs (−) and the hybrid M/ML model (−). (a) stable LCO at wind speed 17.3 m/sec, (b) stable LCO at wind speed 16.5 m/sec, (c) stable LCO at wind speed 15.6 m/sec, (d) unstable LCO at wind speed 14.9 m/sec, (e) unstable LCO at wind speed 15.6 m/sec and (f) unstable LCO at wind speed 16.5 m/sec.

Figure 10: Illustration of model overfitting. Bifurcation diagram obtained from the hybrid M/ML model (−), stable (●) and unstable (▲) LCOs used for model training.

essential. A NN alone was unable to produce topologically equivalent closed curves and obtain a locally invertible transformation near the bifurcation point. Models with significant overfitting, such as the one
Figure 11: Effect of excluding one data point from the training data set on the hybrid M/ML model accuracy. (a) Bifurcation diagrams obtained when removing the data point of the same colour. For instance, the blue bifurcation curve is obtained with the model trained with a data set excluding the blue point. (b-1) – (e-1) Prediction of phase portrait at the excluded data point. (b-2) – (e-2) Prediction of time series at the excluded data point.

in Fig. 10, were also found to result in poorly- or even non-invertible transformations.
6 Conclusions

In this paper, we have proposed a new hybrid modelling approach for physical systems with a Hopf bifurcation. At its core, it uses a mechanistic model, in the form of a normal-form-like model, to capture the phenomenology of the physical system. A data-driven, machine-learnt model is then used to map the mechanistic model predictions onto the measured data. Our method was first demonstrated with numerical data collected on a Van der Pol oscillator and an aeroelastic model, and then with experimental data collected on aeroelastic rig during wind tunnel tests. The hybrid mechanistic/machine-learnt models obtained with our method were shown to quantitatively capture the bifurcation diagrams of the different systems as well as their time evolution, even in the presence of multiple time-scales and noise.

The proposed method has several advantages such as being data-driven whilst also being able to work with a limited number of measured states and data. It also requires only the knowledge of the bifurcation structure of the system and is thus applicable to any system with a Hopf bifurcation. Replacing the current mechanistic model by a more detailed model of the physical system could improve the accuracy of the obtained model while also simplifying the training of the mapping. However, this would come at the cost of having a more application-specific modelling methodology. A more systematic approach to handle overfitting during ML model training is also required to make the method more systematically applicable. As the model is derived using LCO data only, the obtained hybrid mechanistic/machine-learnt model reproduces the long-term behaviour of the physical system but is generally unable to accurately capture its transient dynamics. Future work should look at including transient data in the modelling approach. Finally, the principles of the proposed method are extremely general and could therefore be applied to systems with other types of bifurcations by changing the mechanistic model.

The hybrid mechanistic/machine-learnt models obtained with our method can have multiple uses. The machine-learnt part of the model could be exploited to improve understanding about the physical system of interest and provide new insights into the derivation of more accurate mechanistic models. The ability of the proposed models to reproduce the unstable part of the bifurcation diagram has also the potential help analyse stability boundaries and basins of attraction of physical systems, or help in reducing the cost of experimental methods such as CBC. Finally, the hybrid mechanistic/machine-learnt models developed here
establish a rigorous framework to combine known physics with experimental and/or operational data and could therefore be used as digital twins for nonlinear systems.
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