Rewiring of growth-dependent transcription regulation by a point mutation in region 1.1 of the housekeeping σ factor
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ABSTRACT

In bacteria, rapid adaptation to changing environmental conditions depends on the interplay between housekeeping and alternative σ factors, responsible for transcription of specific regulons by RNA polymerase (RNAP). In comparison with alternative σ factors, primary σs contain poorly conserved region 1.1, whose functions in transcription are only partially understood. We found that a single mutation in region 1.1 in Escherichia coli σ⁷⁰ rewires transcription regulation during cell growth resulting in profound phenotypic changes. Despite its destabilizing effect on promoter complexes, this mutation increases the activity of rRNA promoters and also decreases RNAP sensitivity to the major regulator of stringent response DksA. Using total RNA sequencing combined with single-cell analysis of gene expression we showed that changes in region 1.1 disrupt the balance between the "greed" and "fear" strategies thus making the cells more susceptible to environmental threats and antibiotics. Our results reveal an unexpected role of σ region 1.1 in growth-dependent transcription regulation and suggest that changes in this region may facilitate rapid switching of RNAP properties in evolving bacterial populations.

INTRODUCTION

Transcription initiation in bacterial cells is accomplished by the holoenzyme of RNA polymerase (RNAP) consisting of the catalytically active core enzyme and a specificity factor, the σ subunit (1). In addition to the primary σ subunit involved in transcription of housekeeping genes, most bacteria encode alternative σ factors involved in transcription of regulons responsible for adaptation to various growth conditions. All primary σ subunits contain four evolutionary conserved regions, which have distinct functions in transcription initiation (1). Regions σ2 and σ4 recognize the −10 and −35 promoter elements, respectively. A flexible linker formed by region σ3 (subregion σ3.2 or ‘σ finger’) directly interacts with the template promoter strand upstream of the transcription start site and participates in RNA priming and promoter escape by RNAP (2–4). Region σ1 consists of two parts, σ1.1 and σ1.2. Region σ1.2 is highly conserved in primary σ factors and participates in interactions with core RNAP and with the discriminator element in promoters (4–8). Region 1.1 is poorly conserved but contains a large number of negatively charged residues (Figure 1A) (1,9–12).

The functions of region 1.1 in transcription are poorly understood. In free σ subunit, it interacts with the promoter recognition regions 2 and 4, stabilizes an inactive conformation of σ and inhibits DNA binding, while its deletion stimulates interactions of σ⁷⁰ with promoter sequences (13–16). In addition, region 1.1 has been implicated in holoenzyme assembly, promoter complex forma-
Figure 1. Structure of σ region 1.1 and its possible role in transcription. (A) Sequences of region 1.1 in the primary σ subunits from various bacteria (Eco, Escherichia coli; Vch, Vibrio cholerae; Lmn, Listeria monocytogenes; Sau, Staphylococcus aureus; Bsa, Bacillus subtilis; Aae, Aquifex aeolicus; Tma, Thermotoga maritima; Rpr, Rickettsia prowazekii; Tth, Thermus thermophilus). Identical amino acid residues in different σ subunits are shown with dots; gaps are shown with hyphens. Locations of the N-terminal -helical domain and nonstructured linker in region 1.1 are indicated below the alignment with solid and dotted lines, respectively. Positions of previously studied substitutions in region 1.1 in E. coli 70 are indicated. (B and C) Structures of the E. coli 70 RNAP holoenzyme in free form (4LK1) and in complex with the gp2 protein (light blue) of phage T7 (4LLG, (21)). (D) Structure of the open promoter complex of E. coli RNAP with a synthetic bubble promoter (4YLN, (25)). RNAP core enzyme is shown as a semi-transparent surface and 70 regions are colored as follows: 1.1, red; 1.2, orange; NCR (nonconserved region), gray; 2, green; 3, blue; 4, violet; position of the I48S substitution is shown in yellow. Movements of σ region 1.1 are shown with red arrows (in the open promoter complex structure, region 1.1 is not visible but is located outside of the DNA binding cleft). The site of DksA binding in the secondary channel of RNAP is shown with a dotted arrow. Promoter DNA is dark blue; the −10 and −35 elements are indicated.

In this work, we demonstrate that a point mutation in region 1.1 in E. coli σ70, I48S (Figure 1), has profound effects on gene transcription and cell physiology in vivo and significantly changes RNAP activity and its sensitivity to regulatory factors in vitro. Furthermore, the mutation decreases formation of dormant cells in bacterial populations and thus increases their sensitivity to antibiotics. The results suggest that amino acid substitutions in region σ1.1 can modulate RNAP response to transcription regulators and may drive rapid evolution of RNAP properties in bacteria.

MATERIALS AND METHODS

Strains

Strains used in this work were created on the basis of E. coli K12 strain BW25113 using RED-mediated recombination. The cells containing the pKD46 plasmid (27) were induced by 10 mM arabinose for expression of lambda RED genes and transformed with a linear PCR product encoding either
wild-type or I48S α^70 and chloramphenicol acetyltransferase. The 5′-end of the PCR product was complementary to the coding region of rpoD, while the 3′-end was complementary to the non-coding DNA region downstream of the rpoD gene, thus both WT and I48S strains were carrying a chloramphenicol resistance cassette. The pKD46 plasmid was cured by growth at 37°C. The strains were verified by PCR and sequencing.

**Analysis of cell fitness**

For the measurement of growth curves, LB or MOPS minimal medium was inoculated by a single colony of either the wild-type or I48S strains and incubated for 24 h at 37°C. The culture was diluted to OD_{600} = 0.01 (final culture volume of 300 μl) with fresh LB or MOPS minimal medium and grown at 37°C for 12 h in 24-well microtiter plates with constant shaking at 200 rpm. The OD of culture was measured every 40 min. MOPS minimal medium (pH 7.2) was supplemented with glucose (0.2%) in all experiments; 20 amino acids (20 mg/L each) were added when indicated. To examine cell survival in the stationary phase, WT and I48S cells were grown separately in LB medium and kept at 37°C in aerobic conditions for 12 days. Cell titer was measured once a day by serial dilution of the culture in LB medium and agar plating. To analyze cell sensitivity to heat stress, WT and I48S strains were transiently exposed to 45°C, and cell titer was measured by serial dilution of the culture in LB medium and plating aliquots of diluted culture on LB agar. For each strain, the drop in titers was calculated relative to non-stressed cells. To determine the percentage of dormant cells resistant to antibiotics, the wild-type and I48S strains were grown for 48 hours in MOPS minimal medium supplemented with glucose (0.2%) at 37°C followed by simultaneous addition of glucose (0.2%) and ampicillin (50 μg/ml) or ciprofloxacin (10 μg/ml). The cultures were incubated at 37°C and cell titer was measured at various time points.

**De novo protein synthesis**

Cells were grown for 48 h at 37°C in MOPS minimal medium (pH 7.2) supplemented with 0.2% glucose and a mixture of 19 amino acids (20 mg/1 each) without valine. After 48 h of growth, the culture was supplemented with 0.1 μCi of L-[^14C]-valine (Perkin Elmer, USA) and grown for additional 2 h, thus allowing us to measure the intensity of protein synthesis in the stationary phase. Translation activity in the lag phase was measured by simultaneous addition of 0.1% glucose and 0.1 μCi of L-[^14C]-valine followed by 10 min of growth. For estimation of the L-[^14C]-valine incorporation efficiency in the exponential phase, the cells were supplemented with 0.1% of glucose and allowed to regrow for 2 h followed by addition of 0.1 μCi of L-[^14C]-valine and 10 min of incubation at 37°C. Incorporation of the radioactive amino acid was halted by centrifugation and two subsequent washes with PBS. The cell pellet was resuspended in 1 x Laemmli Sample Buffer and incubated at 95°C for 5 min. Cell debris was removed by centrifugation and samples with equal amount of total protein were analysed by SDS-PAGE followed by autoradiography. Coomassie staining was used to control the total protein load.

**Western blotting**

Bacterial cultures were collected at different time points for preparation of total protein samples. The proteins were separated by SDS-PAGE (8%, 45 min, 220 V). Semi-dry transfer was performed for 90 min at 20 V using Amersham Protran 0.45 NC Nitrocellulose. Blocked membrane was incubated with primary monoclonal antibodies (Neoclonie, 2G10 for σ^70 and 8RB for β subunit, 1:1000, 16 h, +4°C, 1% milk PBST). Secondary HRP-conjugated anti-mouse antibodies were used (1:5000, room temperature, 2 h, 1% milk PBST), and the bands were developed using the Luminata crescento substrate (Millipore) in the chemiluminescence mode in ChemiDoc MP (Bio-Rad).

**Flow cytometry analysis**

To determine in vivo protein synthesis efficiency, the cells of the wild-type and I48S strains were transformed by a plasmid encoding the FastFT protein (28) under the control of the T5 promoter. Cells were grown in LB medium at 37°C for 24 hours followed by dilution with fresh LB medium. An aliquot was taken at indicated time points; cells were isolated by centrifugation, washed twice with sterile PBS and analyzed by fluorescence-activated cell sorter FacsAria III (Becton Dickinson and Company). Cells were detected using 488 nm laser side scattering (SSC) at cutoff value 1000. The blue form of the FastFT protein was quantified using 405 nm laser and 450/20 nm filter. The red form of the FastFT protein was quantified using 561 nm laser and 610/10 nm filter.

**Genome sequencing and assembly**

The genomes of BW25113 (the parent strain for the Keio Collection) and JW0836 (Keio ΔrimK) strains were sequenced using Illumina HiSeq2500 technology. Sequencing of NEBNext libraries generated 2,913,362 (JW0836) and 2,611,204 (BW25113) single-end reads (230 nt). Sequencing primers were removed using Cutadapt (29) and low quality read regions were trimmed using Sickle (https://github.com/najoshi/sickle). Illumina reads were assembled using SPAdes 3.7.1 (30). Contigs shorter than 200 bp were discarded.

**Transcriptome analysis**

Cells of the wild-type and I48S strains were grown at 37°C for 24 h followed by dilution with fresh LB medium. Cells were collected in the exponential phase (OD_{600} = 0.6) and in the stationary phase (48 h after dilution of cells with fresh LB). Total RNA was isolated using the TRIzol reagent according to the manufacturer’s instructions (Thermo Scientific). The samples were treated with DNase I (Thermo Scientific) followed by purification using PureLink RNA Mini Kit (Thermo Scientific). RNA integrity for each sample was confirmed by denaturing PAGE. The level of rRNA was estimated by analysis of SYBR™^-stained RNA gels with Fiji (modification of ImageJ) software (31).

mRNA library preparation was performed using the NEBNext® mRNA Library Prep Reagent Set for Illumina® according to the manufacturer’s instructions.
(New England Bio-Labs Inc., Ipswich, MA, USA). The libraries were sequenced using the Illumina HiSeq 2500 platform. At least 4.5 million of 50-bp single end reads were generated for each sample. We used previously assembled E. coli str. K12 substr. MG1655 (assembly GCA_000005845.2) as a reference for reads mapping. We used RSEM v1.3.1 to calculate gene expression levels for each sample and to perform statistical tests for differentially expressed genes.

RT-qPCR

Total RNA was isolated with TRIzol reagent (Invitrogen) according to the manufacturer’s instructions. RNA integrity for each sample was confirmed by denaturing PAGE. One microgram of total RNA was treated with 1U of DNase I (Thermo Fischer Scientific) for one hour at 37°C and the reaction was stopped by addition of EDTA to 5 mM. cDNA was synthesized from total RNA using Maxima First Strand cDNA Synthesis Kit for RT-qPCR with a random hexamer primer (Thermo Fischer Scientific). Briefly, one microgram of DNase I-treated RNA was incubated with or without reverse transcriptase in 10 μl of the reverse transcription buffer for 10 min at 25°C followed by 30 min at 60°C. The samples were heated at 85°C for 5 min to inactivate reverse transcriptase. 2 μl of the 10-fold diluted cDNA or control RNA without reverse transcription were added per 15 μl of the qPCR reaction mixture. Quantitative PCR was performed under following conditions: 95°C for 5 min; 35 cycles at 95°C for 30 s, 54°C for 30 s, and 72°C for 1 min; 72°C for 10 min, then maintained at 4°C. The reactions were performed with SYBR® Green PCR Master Mix (Thermo Fischer Scientific) in the CFX96 Touch™ Real-Time PCR Detection System and analysed by CFX Maestro Software (Bio-Rad). CT values were averaged, and the RNA expression level was calculated by the 2−ΔΔCT method and normalized to the expression level of 16S RNA. The primers were used at the final concentration of 500 nM and their sequences are shown in Supplementary Table S1.

Luciferase assay

Analysis of the in vivo rrnB P1 activity was performed as described in (32). WT or I48S E. coli strains were transformed with plasmid pET28_rrnBP1_luxCDABE encoding the complete luxiferase operon from Photobacterium phosphoreum under the control of the rrnB P1 promoter. The cells from overnight culture were diluted 20 times and grown in nutrient broth with kanamycin (50 μg/ml) and chloramphenicol (20 μg/ml) in 1 l flasks in 75 ml LB at 30°C, 230 rpm. Luminescence measurements were performed after indicated time intervals in 100 μl samples in black plates in the Modulus luminometer (Turner BioSystems, USA). Optical density (OD600) measurements were performed in parallel. Normalized luminescence values were obtained by dividing the raw luminescence data by the OD600 value in each sample.

Protein purification

Escherichia coli core RNAP was expressed from the pVS10 plasmid and purified as described previously (33). Wild-type σ70 containing an N-terminal His6-tag was expressed from the pET28-rpoD vector and purified from inclusion bodies, followed by protein renaturation and Ni-affinity chromatography (3,32). Mutant σ70 containing the I48S substitution was obtained by site-directed mutagenesis and purified in the same way. DksA containing an N-terminal His6-tag was expressed in E. coli BL21(DE3) from the pET28-DksA plasmid (32). All buffer solutions used during DksA purification contained 0.1 mM ZnCl2. After cell lysis, RNAP and associated proteins were removed by Polymin P precipitation (33), proteins from the unbound fraction were precipitated with ammonium sulfate and separated using Ni-NTA-affinity chromatography. DksA was dialyzed against storage buffer, supplemented with glycerol (final buffer composition, 40 mM Tris–HCl, pH 7.9, 55 mM NaCl, 0.55 mM EDTA, 1 mM DTT, 0.1 mM ZnCl2, 50% glycerol) and stored at −70°C.

CD measurements

CD spectra of wild type σ70 and I48S mutant were measured using a Chirascan CD spectrometer (Applied Photophysics, UK). Proteins were purified as described in ‘Protein purification’ section. Experiments were performed at 25°C in a quartz glass cell with a 0.1 mm path length. Spectra (190–260 nm) were recorded with a total of five scans for each sample. The molar ellipticity was calculated based on the concentration verified by Qubit™ Protein Assay Kit (Invitrogen).

In vitro transcription

Supercoiled pTZ19-based plasmid containing the RNA I promoter (108–110 nt full-length RNA) and rrnB P1 promoter followed by the hisT terminator (88 nt full-length RNA) was obtained as described in (32). Linear DNA fragments containing the rrnB P1, T7A1cons or ArpP promoters (Supplementary Figure S5) were obtained by PCR from synthetic oligonucleotides and plasmid templates (3). For measurements of RNAP activity on the plasmid DNA template, core RNAP (50 nM final concentration in most experiments) was mixed with wild-type or I48S σ70 subunits (250 nM in most experiments) in reaction buffer containing 40 mM Tris–HCl, pH 7.9, 10 mM MgCl2 and 150 mM KCl (for experiments in Figure 6C, D) or 40 mM KCl (for other experiments). Supercoiled plasmid (10 nM) was added and the samples were incubated for 5 min at 37°C, followed by the addition of DksA (2 μM), ppGpp (200 μM, TriLink Biotechnologies), or 6S RNA, when indicated. After 5 min, NTP substrates were added at the following final concentrations: 200 μM ATP, CTP, GTP, 10 μM UTP (with α−[32P]-UTP), and 25 μM CPα primer (in most assays except for the ATP KM measurements). Analysis of RNAP activity on the T7A1cons and ArpP templates was performed in a similar way; for ArpP, 25 μM ATP, GTP, ApU and 0.5 μM UTP (with α−[32P]-UTP) was added for 26-mer RNA synthesis; for T7A1cons, 25 μM ATP, CTP, GTP, 0.5 μM UTP (with α−[32P]-UTP) and 10 μg/ml heparin was added for 53 nt run-on RNA synthesis. For analysis of the efficiency of promoter escape on the T7A1cons template, 10 μM ATP, CTP, GTP, 5 μM UTP (with α−[32P]-UTP) and 25 μM Cpa was added. Transcription was performed for 5–10 min at 37°C.
and stopped with an equal volume of solution containing 8 M urea and 20 mM EDTA. RNA products were separated by 15% or 20% urea–PAGE and analyzed by phosphorimaging.

To measure promoter complex stability on rnrB P1, promoter complexes were obtained in transcription buffer containing 40 mM Tris–HCl, pH 7.9, 10 mM MgCl₂ and 40 mM KCl. Heparin (10 µg/ml) or a fork-junction competitor DNA (2 µM) containing the -10 element and a short downstream duplex (upper DNA strand, 5’-TATAATGG GAGCTGTACCGATGCAGG; bottom DNA strand, 5’-CCTGATCCGTAGTGCAAG; the -10 element is underlined) was added for indicated time intervals before NTP addition. In the experiments with the heparin competitor, 200 µM ATP, CTP, GTP and 5 µM UTP (with α-[32P]-UTP) were added together with heparin (10 µg/ml); in the case of the fork-junction competitor, 25 µM Cpa, 200 µM ATP, CTP, GTP and 10 µM UTP were added together with rifapentin (5 µg/ml). The presence of heparin or rifapentin in the nucleotide mixtures was required to prevent transcription re-initiation in control reactions lacking DNA competitors. The data were fitted to a one-exponential equation to determine the observed rate constants (kobs) and half-life times (t1/2 = ln 2/kobs) for dissociation of promoter complexes (32).

To measure apparent affinities of DksA, promoter complexes were incubated with increasing concentrations of DksA (from 10 nM to 30 µM) in the absence or in the presence of ppGpp (200 µM), followed by the addition of NTP substrates, and the data were fitted using the hyperbolic equation: 

\[ A = A_{\text{max}} \times \left(1 - \frac{[\text{DksA}]}{K_{\text{dapp}} + [\text{DksA}]}\right), \]

where \(A_{\text{max}}\) is RNAP activity in the absence of DksA and \(A\) is RNAP activity at a given DksA concentration.

**UV crosslinking**

Ultraviolet light-induced σ-DNA crosslinking was performed as described in (34). Wild-type or I48S σ subunits were incubated at various concentrations with a 5’-labeled ssDNA oligonucleotide containing the -10 promoter element (100 nM; see Figure 6A) in 10 µl of the transcription buffer for 10 min at 37°C. The samples were transferred to 25°C and irradiated for 5 minutes at 254 nm with a 4 W UV lamp (Spectroline) placed on the top of open 1.5 ml tubes. The samples were analysed by 8% denaturing PAGE and phosphorimaging.

**DNA footprinting**

KMnO₄ and Exonuclease III (Exo III) footprinting experiments were performed with linear DNA containing the rnrB P1 promoter (positions -72 to +38); nontemplate or template promoter strands were labeled during PCR with 5’-32P-P-primers. KMnO₄ footprinting was performed as in (35). Promoter complexes (100 nM core RNAP, 500 nM σ70, 20 nM promoter DNA) were obtained in reaction buffer containing 40 mM Tris–HCl pH 7.9, 10 mM MgCl₂ and 40 mM KCl for 15 min at 37°C; DksA (2 µM) was added when indicated. ATP and CTP were added (200 µM) for 1 min, and the samples were treated with 2 mM KMnO₄ for 30 s, followed by the addition of a stop-solution containing 1 M β-mercaptoethanol and 1 M sodium acetate (pH 4.8). DNA was precipitated with three volumes of ethanol, treated with 10% piperidine for 15 min at 95°C, treated with water-free chloroform, ethanol-precipitated, dissolved in urea-containing loading buffer, and analyzed by 15% PAGE.

Exo III footprinting was performed as in (36). Promoter complexes were obtained in the reaction buffer with 50 nM core RNAP, 250 nM σ70 and 10 nM promoter DNA. NTP substrates were added to a subset of reactions (50 µM Cpa, 100 µM CTP, UTP, GTP) to allow synthesis of up to 5 nt long RNA products, 30 seconds before ExoIII addition. The samples were incubated with 5 units of Exo III (New England BioLabs) at 37°C, followed by the addition of a formamide stop-solution, and analyzed by 10% denaturing PAGE. The A+G cleavage marker was obtained by treatment of the promoter DNA fragment with formic acid and piperidine.

**RESULTS**

**ΔrimK strain from the Keio collection harbors a point mutation in the rpoD gene that explains its unusual phenotype**

Ribosomes of all living organisms are subjected to numerous post-transcriptional and post-translational modifications. One of the most unusual modifications of bacterial ribosomal proteins is the post-translational addition of glutamic acid residues to the C-terminal end of ribosomal protein S6 (37). This modification is performed by the RimK L-glutamate ligase. While studying possible cellular functions of this modification, we found that the ΔrimK strain from the Keio collection (38) has multiple phenotype abnormalities related to survival and metabolic activity of bacterial cells. A particular feature of this strain was a decreased titer of dormant cells, which are known to possess extreme resistance to antibiotics thus making this strain especially interesting to research.

Unexpectedly, experiments with complementation of rimK gene expression from a plasmid vector failed to restore the wild-type phenotype, despite the fact that modification of S6 was present in that type of cells. Moreover, P1 transduction of the ΔrimK locus from the Keio strain to the wild-type strain and independent knockout of the rimK gene demonstrated minor influence of rimK on cell fitness (39). Considering the results of these experiments, we proposed that phenotype abnormalities of the Keio ΔrimK strain might be caused by an additional mutation.

Consistent with our assumption, whole genome sequencing of the Keio ΔrimK and wild-type strains revealed that the former possesses a point mutation T143G in the coding region of the rpoD gene that results in a substitution of isoleucine to serine (I48S) in region 1.1 of the RNA polymerase σ70 factor. In order to study the impact of the I48S mutation on bacterial cell fitness we utilized the lambda RED system to construct a BW25113-based strain with the T143G substitution in the rpoD gene as well as a control strain without mutation. As described in the following sections, the I48S strain revealed the same growth abnormalities as the ΔrimK strain from the Keio collection thus confirming that the rpoD mutation is responsible for the unusual phenotype of the original strain.
The I48S mutation results in delayed growth resumption from stationary phase and makes the cells more susceptible to antibiotics

To check whether the mutation might affect $\sigma^{70}$ levels in the cell we performed Western blotting analysis of protein extracts isolated from the wild-type or mutant strains. The analysis revealed no differences in the amounts of $\sigma^{70}$ in these strains at different stages of growth (Supplementary Figure S1). Furthermore, since substitution D61A is known to cause $\sigma^{70}$ thermolability (12), we measured colony forming units (CFU) for the I48S strain after transient exposure to 45°C and found that this number was the same as in the wild-type strain (the drop in cell titer was 353 ± 89-fold and 268 ± 123-fold for WT and I48S strains, respectively). This suggested that the mutation does not affect $\sigma^{70}$ expression and/or stability.

To understand the possible impact of the I48S substitution on bacterial cells fitness, we compared the growth rates of the wild-type and I48S strains. The doubling time in the exponential phase was comparable for the WT and I48S strains (40.8 ± 1.7 min and 46.4 ± 2.1 min in LB medium, 142.6 ± 12.8 min and 176.4 ± 4.8 min in MOPS minimal medium, 125.9 ± 6.1 min and 146.1 ± 5.3 min in minimal medium with 20 amino acids, respectively). However, the I48S strain exhibited a significant delay during transition to the exponential phase. The average lag phase duration for the WT and I48S strains was 56.3 ± 2.7 min and 95.3 ± 1.7 min in LB medium (Figure 2A), 258.4 ± 9.4 min and 321.6 ± 12.1 min in MOPS minimal medium, and 119.8 ± 6.1 min and 211.6 ± 5.7 min in minimal medium with 20 amino acids (Figure 2B).

To check whether the phenotypic difference between the wild-type and mutant cells might be connected to changes in cell appearance, we visualized the cells by fluorescent microscopy combined with simultaneous DNA and membrane labelling by DAPI and FM$	extsuperscript{TM}$ 4-64 fluorophores (Supplementary Figure S2). We found no differences in the cell size or morphology at different growth phases between the WT and I48S cells.

One possible reason for the observed extended lag phase could be a lower titer of cells capable of regrowth after the stationary phase. However, we found that the CFU numbers were similar for the wild-type and I48S strains at different times of incubation at the stationary phase conditions (from 1 to 12 days) suggesting that cell survival and the ability to regrowth is not affected by the mutation (Figure 2C).

Another possible reason for the extended lag phase could be abnormal metabolic adaptation of the mutant strain during growth resumption from stationary phase. One of the strategies contributing to bacterial cells survival is formation of various dormant forms (40), which have reduced metabolism and possess extreme insensitivity to antibiotics (41). Upon transition to conditions favorable for fast growth of bacterial population, they split into actively growing and dormant subpopulations (42). Dormant bacteria are characterized by metabolic quiescence, including inhibition of protein synthesis (43). Sudden exposure to antibiotics devastates actively growing cohorts while preserving dormant forms intact (42).

To test possible effects of the I48S mutation on the formation of dormant cells, we transiently exposed bacterial cultures in the lag phase to ampicillin, which is known to possess bactericidal effect on metabolically active cells so that only dormant cells could survive transient ampicillin treatment. After washing out ampicillin the cells were plated on agar and the titer of survived cells was determined. Unexpectedly, it was found that the titer of dormant cells in the I48S strain was significantly lower than that in the control strain during the first three hours of incubation with ampicillin (Figure 2D). This suggested that a higher proportion of cells in the mutant strain culture immediately activated their metabolism after addition of fresh nutrients to the stationary culture, while ‘awakening’ of the wild-type strain was delayed, thus making it less susceptible to antibiotic treatment. Indeed, prolonged incubation with ampicillin led to a similar drop in cell titer for both strains (Figure 2D). Similar results were obtained after incubation of the wild-type and I48S cells with ciprofloxacin, demonstrating that the mutation makes bacteria more susceptible to antibiotics from different classes (Figure 2E).

The I48S mutation changes the dynamics of protein synthesis during culture growth

To further reveal the effects of the I48S mutation on cell metabolism we used pulse labeling of newly synthesized proteins with L-$\textsuperscript{14C}$-valine, which allows to evaluate total protein synthesis intensity in the cells at a given phase of growth. Although the total protein synthesis efficiency in the exponential phase was comparable for the wild-type and I48S strains, the protein synthesis profile differed dramatically (Figure 2F, left). In the stationary phase wild-type cells efficiently ceased protein synthesis, while the I48S cells retained a much higher level of translation. In this case, the pattern of newly synthesized proteins in the mutant strain was more similar to the wild-type cells than in the exponential phase (Figure 2F, middle). Similarly, a higher level of protein synthesis in the mutant strain was observed during growth resumption from stationary phase (Figure 2F, right). These results suggest that the I48S cells might have a higher level of synthetic activity during regrowth.

To observe the dynamics of gene expression in individual cells in the population of bacteria throughout the growth cycle, we utilized a fluorescent protein timer, FastFT (28). The FastFT protein undergoes the first step of maturation with the half-reaction time of 0.25 h resulting in a protein with blue fluorescence. The next maturation step leads to a red fluorescent protein, with half-reaction time of 7.1 h, thus making it possible to investigate the dynamics of protein biosynthesis in the cell (Figure 3A).

The plasmid with the FastFT protein gene placed under the control of a $\sigma^{70}$-dependent T5 promoter was introduced to the wild-type and I48S strains. Both wild-type and I48S bacterial cultures were incubated for 48 hours to reach the stationary phase; during this period the FastFT protein that was synthesized in the exponential phase had sufficient time to mature to its red form. The stationary phase cultures were analyzed by flow cytometry to determine the ratio of the FastFT blue form continuously synthesized in the sta-
Figure 2. Analysis of the mutant strain fitness. (A) Growth curves (log$_2$ scale) of the wild-type (blue) and I48S strains (carmine) in LB medium. Each point represents six independent replicates. (B) Growth curves (log$_2$ scale) of the wild-type (blue) and I48S strains (carmine) in MOPS minimal medium in the absence and in the presence of 20 amino acid supplements. Each point represents three independent replicates. (C) Survival of the wild-type (blue) and I48S strains (carmine) in the stationary phase. Each point correspond to a cell titer (log$_{10}$ scale) of three independent replicates at indicated time of growth. (D) Ampicillin susceptibility test in MOPS minimal medium. Cells were grown for 48 hours and allowed to regrow by simultaneous addition of glucose (0.2%) and ampicillin (50 μg/ml). Cell titer was measured at the indicated time of growth with ampicillin. Cell titer drop was calculated as (cell titer at $t_n$)/(cell titer at $t_0$). Each point represents three independent replicates. (E) Ciprofloxacin susceptibility test in MOPS minimal medium. Cells were grown for 48 h and allowed to regrow by simultaneous addition of glucose (0.2%) and ciprofloxacin (10 μg/ml). Cell titer was measured at the indicated time of growth with ciprofloxacin. Cell titer drop was calculated as (cell titer at $t_n$)/(cell titer at $t_0$). Each point represents three independent replicates. (F) De novo protein synthesis at the indicated phase of growth in MOPS minimal medium supplemented with 0.2% glucose and a mixture of 19 amino acids with addition of L-[¹⁴C]-valine (see Materials and Methods for details). Each lane represents a protein sample from independent replicate.
Figure 3. Synthesis of the FastFT fluorescent protein timer by the wild-type and I48S cell cultures upon exit from stationary phase. (A) Scheme of the experiment for monitoring the metabolic activity with fluorescent timer protein FastFT. (Left) Changes in the FastFT protein synthesis and maturation throughout the growth curve of bacterial culture. (Right) Subpopulations of cells with various levels of the red and blue forms of FastFT formed during transition from the stationary phase to the exponential phase of growth. (B) Scatter plots for bacteria analyzed by flow cytometry. The x- and y-axes correspond to the blue and red fluorescence intensity, respectively. Percent of cells in the indicated subpopulation in each quadrant is shown. Pseudocolors correspond to cell density. Panel (a) Scatter plot corresponding to the wild-type cells in the stationary phase. Panel (d) Scatter plot corresponding to the I48S cells in the stationary phase. Panels (c, e, g, i, k, m, o) scatter plots corresponding to the wild-type cells after 1, 2, 3, 4, 5, 6 and 7 h post dilution with the fresh LB medium. Panels (d, f, h, j, l, n, p) scatter plots corresponding to the I48S cells after 1, 2, 3, 4, 5, 6 and 7 h post dilution with the fresh LB medium.
Effects of the I48S mutation on the E. coli transcriptome

In order to study the transcriptional effects of the I48S mutation on the whole genome level, WT and I48S cells from exponential and stationary phases were collected at OD$_{600}$ = 0.6 and after 48 h of growth, respectively, with subsequent total RNA isolation. Notably, the intensity of the 16S and 23S rRNA bands in denaturing gel was higher in the mutant strain in the exponential phase of growth, suggesting that the mutant cells have a higher level of rRNA expression or stability (Supplementary Figure S3). RNA samples from three biological replicates for each strain and growth phase were sequenced. RNA-seq analysis revealed that the rRNA level in the I48S strain was 85–87% of total RNA compared to 73–78% of total RNA for the wild-type strain, consistent with the results of the PAGE analysis. Additionally, a differential expression analysis was performed for protein-coding genes. Initial analysis was performed by the ‘Functional annotation’ tool on the David webserver (44) and ‘Analysis’ tool on the STRING database webserver (45). Significantly affected pathways were then identified with the help of KEGG and GO. It was found that the expression levels of 886 and 148 genes were significantly altered in exponential and stationary phases, respectively (|FC| > 1.5; adjusted P value < 0.05) (Figure 4A, Supplement files 1 and 2). The changes in the expression levels of certain genes (randomly selected genes responsible for growth promotion, stress response and metabolic activity) were further verified by RT-qPCR (Supplementary Figure S4). For all analyzed genes (10 for each growth phase), the results were in a good agreement with the RNA-seq analysis.

Differentially expressed genes in the exponential phase are enriched for multiple pathways. The functional categories of upregulated genes in the I48S strain include flagellar assembly (37 genes), bacterial chemotaxis (17 genes), ribosome (40 genes, rRNA and ribosomal proteins), ribosome biogenesis (15 genes, ribosome assembly and maturation factors), translation (14 genes, translation factors and aminoacyl-tRNA synthetases), biosynthesis of amino acids (27 genes) and fatty acid biosynthesis (9 genes), whereas downregulated genes are enriched with transcription regulation (62 genes), stress response (26 genes) and various carbon (18 genes) and lipopolysaccharide (7 genes) metabolism pathways. In order to understand regulatory pathways affected by the I48S mutation, we visualized our RNA-seq data with the help of the ‘Omics Dashboard’ tool on the EcoCyc webserver (46). Transcriptome analysis by ‘Omics Dashboard’ revealed complex dysregulation of the σ factors network (Figure 4B). Consistent with gene enrichment analysis, the activity of the $\sigma^{28}$ regulon, responsible for flagellar biosynthesis, was significantly increased. In contrast, the activity of the $\sigma^{38}$ regulon was decreased, with downregulation of genes responsible for cellular stress response. The apparently increased activity of the $\sigma^{32}$ could be mostly attributed to upregulation of rRNA genes, which are controlled by both $\sigma^{70}$ and $\sigma^{32}$. In summary, sigmuon activity analysis showed a distinct shift of gene expression from stress-related to growth-promoting processes, such as ribosome biosynthesis and locomotion. It should be noted that the observed changes in the expression of genes encoding for master regulators of transcription and σ factors (Figure 4C) make it hard to distinguish between the primary and secondary transcriptional effects of the I48S mutation.

Strikingly, all of the enriched pathways among upregulated differentially expressed genes in the exponential phase in the mutant strain have been described to be regulated by DksA and the stringent response (47). We also noted some similarities in gene expression between the I48S strain and previously studied ΔdksA strains. In particular, promoter activity of genes encoding rRNA (rrnB P1), ribosomal proteins (rrsNp, rpsU P2 and others), flagellar cascade components (flhDp and flhAp1) and fatty acid biosynthesis pathway (fabHp) is also significantly increased in ΔdksA strains, even in the exponential phase of growth (48–51). Microarray study of ΔdksA E. coli strain (52) revealed a strong upregulation of genes involved in flagellar assembly and chemotaxis and downregulation of stress response genes, similarly to I48S. In contrast, DksA is essential for activation of genes responsible for biosynthesis of amino acids, yet this pathway is significantly enriched in the upregulated genes of the I48S strain (53). At the same time, the I48S mutation did not significantly affect the expression of genes involved in the regulation of the stringent response itself, with unchanged levels of relA (encoding for the ppGpp synthase RelA) and slightly upregulated expression of spoT and dksA (Supplement file 1 and 2).

Among the functional categories of upregulated genes in the stationary phase are metabolic pathways (9 genes), while downregulated genes are enriched with transcription regulation (19 genes) and stress response pathways (8 genes). It should be noted that 45% of differentially expressed genes encode putative proteins with unknown function, which may reflect poor understanding of the stationary phase-specific pathways, since most of previous E. coli studies were conducted on cells in the exponential phase of growth. Downregulated genes of particular interest are raiA, rmf and sra. raiA and rmf encode for hibernation factors of ribosome responsible for translation inhibition at the onset of stationary phase (54). Although the function of Sra (also known as the S22 protein) is not fully understood, it was shown to be associated with ribosomes in the stationary phase of growth (55). Finally, we revealed changes in the expression of 6S RNA, which suppresses the activity of the $\sigma^{70}$ RNAP holoenzyme during the stationary phase (56,57), using the RNA-seq data and RT-qPCR. It was found that the expression level of 6S RNA, encoded by the srrS gene, was decreased 1.5–2-fold in the stationary culture of the mutant strain (Supplementary Figure S4C). Similarly, the expression of 6S RNA was higher in wild-type cells than in the mutant in the exponential phase. Downregulation of genes required for translation and transcription repression may partially explain the phenotype of increased protein synthesis rate and, consequently, decreased number of dormant cells in the stationary phase.

Possible effects of the I48S substitution on $\sigma^{70}$ conformation

Previously, deletions in region 1.1 were shown to increase the ability of free $\sigma^{70}$ to interact with DNA, likely because region 1.1 masks the DNA binding sites in re-
Figure 4. Transcriptome analysis of the mutant strain. (A) Pie charts representing a number of downregulated and upregulated genes (Fold-Change $|FC| \geq 1.5$; adjusted PPEE value $< 0.05$) in exponential and stationary phases of the mutant strain culture. Enriched pathways are shown below the corresponding pie chart. (B) Column graph representing percent of downregulated and upregulated genes in the exponential phase corresponding to different $\sigma$ factor regulons. FC in the expression of genes encoding corresponding $\sigma$ factors are shown above columns. (C) Column graph of differentially expressed master regulators of transcription and $\sigma$ factors in the exponential phase.

regions 2 and 4 (13,14,58). To test whether the I48S substitution might affect the DNA binding properties of the $\sigma$ factor, we analyzed the interactions of free $\sigma^{70}$ with a single-stranded oligonucleotide containing the $-10$ promoter motif (TATAAT). Previous studies demonstrated that such interactions can be used to probe the conformational changes in $\sigma^{70}$ required for unmasking of its DNA binding sites (34,58,59). The mutation significantly stimulated UV-induced protein-DNA cross-linking, especially at high $\sigma$ concentrations (Figure 5A). The result suggests that the I48S substitution may affect the conformation of $\sigma^{70}$ resulting in the exposure of its DNA binding regions. Indeed, comparison of circular dichroism (CD) spectra for the WT and I48S $\sigma$ variants reveals small but detectable changes in the CD signal between 195 and 220 nm, suggesting that the mutation induces structural changes in $\sigma^{70}$, although the precise interpretation of these changes is difficult (Figure 5B).

Effects of the I48S substitution on the rRNA promoter activity and its regulation by DksA/ppGpp

To understand the impact of the I48S substitution on the activity of RNAP holoenzyme and its interactions with promoters, we performed a series of in vitro tests with the wild-type and I48S RNAPs. In particular, since the mutation affected rRNA expression and translation regulatory pathways in vivo, we focused on the rrrB P1 promoter that controls the expression of one of the seven rRNA operons in E. coli and is one of the best characterized cellular promoters (Figure 6A) (60,61). The activity of rrrB P1 is exceptionally high during exponential cell growth but is suppressed during the stationary phase. In contrast to most model promoters, the complexes of E. coli RNAP with rrrB P1 are highly unstable, which facilitates promoter escape but makes the promoter highly sensitive to regulatory factors. In particular, the activity of rrrB P1 is inhibited at the stationary phase or during stringent response by the transcription fac-
It was found that the growth defects of the I48S strain were exacerbated in the presence of the ppGpp (32,49,62) and DksA proteins. In the wild-type strain, the activity of the RNA I promoter compared to wild-type RNAP (~1.5-fold difference; Figure 6C and D). DksA (2 μM) slightly decreased the activity of WT RNAP on rrnB P1 but had no significant effect on the I48S mutant at this concentration. ppGpp (200 μM) similarly acted on wild-type RNAP and also decreased the activity of the mutant. When added together, DksA and ppGpp suppressed the activity of both RNAPs ~2.0–2.5-fold. Notably, however, the activity of the mutant RNAP remained higher even in the presence of both factors (~2-fold, Figure 6C and D). Thus, the I48S mutation results in an increased rrnB P1 activity observed in both in vivo and in vitro, both in the absence and in the presence of DksA and ppGpp. In contrast, the activities of both WT and I48S RNAPs were not affected by DksA in the case of the RNA I promoter (Figure 6C) and of two strong bacteriophage-derived promoters, T7A1cons and PpR (Supplementary Figure S5A and S5B), that form stable complexes with RNAP.

To investigate the reasons for the increased resistance of the I48S RNAP to DksA, we compared the activities of the wild-type and mutant RNAPs at different DksA concentrations. It was shown that the I48S mutant required higher concentrations of DksA to achieve the same level of inhibition (IC50 of 920 ± 340 versus 5100 ± 1800 nM for WT and mutant RNAPs, respectively) (Figure 6E, top). Similarly, the mutant RNAP was less efficiently inhibited by DksA when transcription was performed in the presence of ppGpp (IC50 of 650 ± 120 versus 2150±620 nM). At the same time, the maximal levels of inhibition at saturating DksA concentrations were comparable for both RNAPs (Figure 6E), suggesting that the mutation likely decreases DksA affinity to RNAP.

Effects of the I48S substitution on RNAP–promoter interactions in vitro

The enhanced activity of the mutant RNAP on the rrnB P1 promoter, observed in the absence as well as in the presence of DksA and ppGpp, could be explained by several factors, including changes in σ-core interactions, promoter
binding, RNA priming or promoter escape. We therefore tested possible contributions of these factors to the activity of the I48S RNAP in vitro, using supercoiled and linear rRNA P1 templates. Titration experiments revealed similar dependency of the RNAP activity on the concentration of wild-type and I48S σ subunits suggesting that the mutation does not significantly change holoenzyme assembly (Supplementary Figure S5C). During the stationary phase, the RNAP 70 holoenzyme becomes a target for the regulatory 6S RNA that binds within the DNA binding cleft of RNAP and inhibits its interactions with promoters, depending on the promoter complex stability (56, 57). To test whether the I48S substitution could affect RNAP sensitivity to 6S RNA, we measured RNAP activities in vitro at various 6S RNA concentrations. WT and I48S RNAPs were similarly inhibited by 6S RNA on both unstable rRNA P1 and stable RNA I and T7A1 promoters (Supplementary Figure S5D and S5E), suggesting that both RNAP variants have similar sensitivities to 6S RNA.

Ribosomal RNA promoters were shown to be particularly sensitive to changes in the initiating NTP concentrations (67, 68). We found that the activity of the WT and I48S RNAPs similarly depended on the concentration of initiating ATP (Supplementary Figure S5F and G). Interestingly, the apparent K_M values for ATP measured in the reaction of full-length RNA synthesis differed significantly at different reaction conditions, but remained comparable for both RNAP variants. In transcription buffer containing low monovalent salt concentration (40 mM KCl), K_M,app for ATP was in the range of 1–3 μM for supercoiled plasmid DNA, 10–20 μM for linear DNA at 37°C and 100 μM for linear DNA at 22°C (Supplementary Figure S5F and G). In comparison, K_M,app determined in previously published studies on supercoiled DNA templates at higher salt con-
centrations was 10–20 μM at 100–150 mM KCl (32,69,69) and 250–300 μM at 150–170 mM KCl (67,68). Therefore, the composite $K_{M,\text{app}}$ values determined from full-length RNA synthesis greatly depend on the reaction conditions, and the observed differences may reflect changes in the stabilities of RNAP complexes with $rrnB$ P1. At the same time, the I48S substitution does not significantly affect nucleotide binding in the active site of RNAP.

Since DNA melting during transcription initiation is a rapidly reversible step in the case of $rrnB$ P1, changes in the stability of promoter complexes serve as an important regulatory mechanism that controls rRNA synthesis (49,60,62,63). We therefore compared promoter complex half-life times for wild-type and I48S RNAPs by incubating preformed promoter complexes with the polyanion heparin (downstream fork-junction containing a -10-like motif), followed by measurements of residual RNAP activity (Figure 7A and B). To prevent transcription reinitiation in control reactions lacking competitors, NTP substrates were added together with heparin (in experiments with the heparin competitor) or rifapentine (in experiments with fork-junction DNA). Rifapentine blocks RNA extension past three nucleotides so that already formed promoter complexes can rapidly initiate RNA synthesis after rifapentine addition, while the next round of initiation is inhibited. As expected, the activity of the RNA I promoter that forms stable complexes with RNAP remained unchanged in the presence of competitors for both RNAPs during the course of experiments (Figure 7A and B). In contrast, the complexes of the WT RNAP with the $rrnB$ P1 promoter rapidly dissociated in the presence of heparin, with half-life time ($t_{1/2}$) of $\sim 69 \pm 5$ s. The complexes of the mutant RNAP had an even lower stability ($t_{1/2}$ of $30 \pm 4$ s, $\sim 2$-fold decrease relative to the WT RNAP) (Figure 7A and C, left). In the case of the downstream fork-junction competitor, the differences between the wild-type and mutant RNAPs became much more dramatic. The stability of promoter complexes formed by the mutant RNAP was comparable to the reactions with heparin ($59 \pm 14$ s), while the lifetime of promoter complexes of WT RNAP much higher in comparison with heparin-containing reactions ($t_{1/2}$ of $1010 \pm 230$ s) (Figure 7B and C, right). Therefore, the downstream fork-junction DNA competes with the full-length promoter more efficiently in the case of the mutant RNAP, suggesting that the mutation may affect RNAP interactions with the downstream promoter part during transcription initiation. Notably, the activity of the mutant RNAP on $rrnB$ P1 was also decreased in control samples that were not incubated with competitors prior to NTP addition (compare Figure 7AB with Figure 6C), probably because in this case heparin or rifapentine present in the NTP mixture inhibited even the first round of transcription initiation from the unstable $rrnB$ P1 promoter (i.e. a lower fraction of the mutant RNAP formed promoter complexes at the time of NTP addition). Together, these results demonstrate that the I48S substitution does not increase promoter complex stability but rather destabilizes RNAP–promoter interactions.

To test whether the mutation has any effects on RNAP–DNA interactions during transcription initiation, we performed footprinting of RNAP-$rrnB$ P1 promoter complexes. To detect DNA melting in the open promoter complex, the samples were treated with potassium permanganate that modifies unpaired thymine residues in the melted promoter region, using a linear promoter DNA fragment. Previous studies demonstrated that efficient melting of $rrnB$ P1 on linear DNA can only occur in the presence of initiating substrates, which stabilize the complex (62). We therefore added two initiating nucleotides, ATP and CTP, to the reaction mixtures. In agreement with published studies, the wild-type RNAP could melt the –10 element (with unpaired thymines detected at positions –13, –11 and –10 of the template strand), with only faint melting observed at position –3 near the transcription start site (Supplementary Figure S6A and S6B) (62). DksA suppressed DNA melting at all promoter positions. The patterns of thymine modifications for the I48S mutant was comparable to the wild-type RNAP both in the absence and in the presence of DksA (Supplementary Figure S6B).

We next probed the interactions of the WT and I48S RNAPs with downstream promoter DNA by Exo III footprinting. Exo III degrades the 3′-strand starting from the end of double-stranded DNA and can be used to detect the downstream border of RNAP on promoter DNA using a linear promoter fragment labeled at the 5′-end of the non-template strand (Supplementary Figure S6A and S6C). In the absence of NTP substrates, Exo III stops were detected at promoter positions from +15 to +18, for both WT and I48S RNAPs (Supplementary Figure S6C, top). In the presence of initiating NTPs allowing for synthesis of up to 5-mer RNA (CTP, UTP, GTP and a C3P primer), the downstream border detected by Exo III was shifted to position +22 at the initial time point of Exo III treatment and gradually moved back to position +15 after more prolonged incubation with Exo III for both RNAP variants, likely as a result of forward and backward oscillations of the initiating complex during abortive RNA synthesis (Supplementary Figure S6C, bottom). A somewhat weaker Exo III protection at position +22 observed for the I48S RNAP (compare lanes 3–5 and 9–11) may result from the decreased stability of initiating complexes formed by the mutant RNAP. At the same time, these experiments demonstrate that the overall geometry of RNAP–DNA interactions in the promoter complex remain similar for the wild-type and mutant RNAPs.

Changes in the stability of RNAP–promoter complexes may potentially affect the process of promoter escape by RNAP. To detect possible differences in the efficiency of promoter escape between the WT and I48S RNAPs, we measured the ratio of abortive and full-length RNA transcripts synthesized during transcription initiation from a T7A1cons promoter. In contrast to $rrnB$ P1, whose initiating complexes with RNAP are unstable and produce very little amounts of abortive RNAs (70), the initiating complexes formed with T7A1cons are stable and produce large amounts of up to 16-mer abortive RNAs (2,3). The amounts of abortive RNAs synthesized by the mutant RNAP on this promoter were about two-fold lower than in the case of WT RNAP, suggesting that the I48S substitution may increase the rate of promoter escape or decrease the fraction of transcription initiation complexes engaged in abortive RNA synthesis (Figure 7D) (71).
DISCUSSION

α70 is the major transcriptional regulator of E. coli, so it is not surprising that mutations in conserved regions of the α factor, in particular those directly involved in interactions with DNA and core RNAP, can result in strong changes in promoter recognition and gene expression (1, 9). In contrast, the functions of the highly variable region 1.1 in σ70 and other primary αs remain poorly understood. While it was previously shown that mutations in this region can change the stability and conformation of free σ and affect promoter recognition by the RNAP holoenzyme in vitro (12, 17–20, 72), their possible effects on transcription regulation in vivo have never been studied. We demonstrate that even a single amino acid substitution in region 1.1 in σ70 can significantly modulate the activity of RNAP leading to dramatic changes in gene expression and cell adaptation.

Our experiments revealed that the I48S substitution enhances RNAP activity on the rrrB P1 promoter, which controls transcription of one of rRNA operons in E. coli, both in vitro and in vivo. Ribosomal RNA promoters form unstable complexes with RNAP, which makes them susceptible to efficient inhibition by the stringent response factors, DksA and ppGpp (60, 61). Unexpectedly, the mutation further destabilized intrinsically unstable RNAP-rrrB P1 complexes, but without reducing their activity. Similarly, substitutions G52A and D61A in region 1.1 were also shown to decrease promoter complex stability but their effects on rrrB P1 have not been tested (12). In contrast, deletion of region 1.1 was shown to strongly increase the stability of RNAP complexes with several tested promoters (20). Since promoter complexes formed by the I48S RNAP are particularly sensitive to competition with a downstream fork-junction DNA probe, it can be speculated that the mutation disrupts accommodation of the downstream promoter part by RNAP, either allosterically or through direct competition of region 1.1 with DNA (20).

The mutant RNAP also retains a higher level of activity on rrrB P1 in the presence of DksA and has a lower apparent affinity to DksA. This result is surprising because previous studies found a negative correlation between promoter complex stability and its apparent affinity to DksA (63). We propose that the I48S substitution may change the conformation and position of region 1.1 in the RNAP holoenzyme or in the open promoter complex and allosterically modulate DksA binding within the secondary channel of RNAP, thus making it more resistant to the DksA action. In particular, the I48S substitution may prevent DksA-dependent conformational changes in the β′ jaw and β lobe domains of RNAP, which were proposed to interfere with interactions with downstream DNA (63). This might also lead to changes in the conformation of the rim helices bound by the C-terminal domain of DksA at the entry of the secondary channel (63) and reduce its affinity to RNAP.

A recently published study demonstrated that region 1.1 also plays a role in the regulation of transcription initiation
by another secondary channel factor, TraR (73). TraR is a small protein that binds RNAP in a similar way to DksA and mimics the combined action of DksA and ppGpp. It was proposed that TraR binding may destabilize the interaction between region 1.1 and the DNA binding cleft of RNAP, thus facilitating ejection of σ47 during promoter binding. TraR (and by analogy DksA/ppGpp) may therefore lower the kinetic barrier between the closed and open promoter complexes, ultimately resulting in the decreased promoter complex stability. In the case of certain promoters, in which this barrier is rate limiting, this may lead to transcription activation (73). Structural changes in σ region 1.1 caused by the I48S substitution might also affect the kinetics of open complex formation, possibly explaining the observed effects of the I48S substitution on the activity of ρprom P1 and its regulation by DksA/ppGpp.

Destabilization of the RNAP–DNA interactions may in addition enhance promoter search by the mutant RNAP and increase RNAP turnover. It can also be proposed that changes in the promoter complex properties caused by the mutation might affect transcription by stimulating promoter escape by RNAP. Although this step is already highly efficient in the case of ρprom P1 promoter, we demonstrate that the ratio of abortive and productive transcripts is indeed decreased for the I48S RNAP in the case of the T7A1 cons promoter that forms stable complexes with RNAP.

Furthermore, we demonstrated that the I48S substitution likely changes the conformation of free σ47 and enhances its interactions with promoter sequences. Similarly, previously studied deletions (13, 15, 58) and substitutions (including closely located A59G (72)) in region 1.1 were shown to affect σ-DNA interactions. Residue I48, which is located in one of the α helices formed by region 1.1 (Figure 1B), is weakly conserved in primary σ factors but is often replaced with closely related amino acid residues, including leucine and valine (Figure 1A). Therefore, its substitution with a hydrophilic serine in the mutant σ factor may disrupt the native conformation of region 1.1 and its interactions with other regions of σ47. While promoter binding regions in free σ47 are masked by region 1.1, the ability of an isolated σ factor to recognize promoters was revealed for σA and σB in B. subtilis, with possible implications for transcription regulation (74, 75). It remains to be established whether unmasking of the DNA-binding domains of σ47 may also result in more efficient promoter recognition by the mutant RNAP.

Previously, it was proposed that the position and the functional role of σ region 1.1 may be different for different promoter complexes, depending on RNAP interactions with downstream DNA (20). Thus, mutations in this region may have differential effects on promoter activity at the genomic scale. Similarly, transcription factors, such as the gp2 protein of phage T7 (Figure 1C), can exploit interactions with region 1.1 for promoter-specific transcription regulation or RNAP inhibition (21). Indeed, transcriptome analysis revealed complex changes in gene expression in the I48S strain, which were more pronounced in the exponential stage of growth.

The pattern of enriched pathways among upregulated genes in the mutant strain has a distinct similarity with ΔdksA cells, with overlapped sets of differentially expressed genes in their transcriptomes (Figure 4A). The strains also have a similar phenotype of the extended lag phase, indicative of difficulties with adaptation to new environmental conditions (76, 77). Although DksA is usually described as a regulator of stringent response, its expression levels are constant during exponential and stationary phases (78). Furthermore, published data suggest that it may act as a general transcription regulator (79) and help to prevent conflicts between transcription and replication (80) in the exponential phase of growth. For example, DksA was shown to take part in the transcriptional control of the fis gene, which encodes an essential regulator of growth promoting genes. In the absence of DksA, fis expression was significantly increased not only during transition to the stationary phase (since Pfis is subjected to stringent response inhibition similarly to ρprom P1) but even during lag and exponential phases (52, 79).

Similarly, fis is 6-fold upregulated in the I48S cells collected in the exponential phase. Other examples of similarly regulated genes in the ΔdksA and I48S strains in the exponential phase include genes encoding rRNA, ribosomal proteins, flagella components, chemotaxis system, fatty acids biosynthesis pathway and multiple stress-response genes. The observed differential expression of genes controlled by the stringent response in the mutant strain may therefore be at least partially explained by the decreased sensitivity of I48S RNAP to DksA, which may mimic DksA deficiency in ΔdksA strains. At the same time, the amino acid biosynthesis pathway was significantly upregulated in the transcriptome of the I48S strain, although DksA is an activator of this pathway. Moreover, in contrast to the I48S strain the ΔdksA strain is unable to grow in minimal media without a specific set of amino acids (81), indicating that the properties of these two strains are not identical.

These observations highlight complex effects of the I48S mutation on bacterial physiology that may be caused by at least two independent mechanisms: the decreased sensitivity of I48S RNAP to DksA, and changes in the stabilities and activities of promoter complexes independent of the DksA function. As was shown by Galburt (82), the lowering of the kinetic barrier between closed and open complexes can result in activation of transcription for both stable and unstable promoter complexes by, which may be the case for the I48S RNAP (see above). This may result in simultaneous upregulation of multiple differentially regulated biosynthetic genes (rRNA and amino acids biosynthesis), as observed in the transcriptome of the I48S strain. At the same time, the observed changes in the expression of genes coding for alternative σ factors and other major transcription factors (Figure 4B, C) make it hard to distinguish between primary and secondary transcriptional effects of the I48S mutation. Furthermore, although less likely, changes in the expression level of some RNAs may be caused by their altered stability due to secondary effects caused by the I48S mutation.

Transcriptome changes in the mutant strain were less pronounced in the stationary phase than in actively growing cells, which could be explained by several reasons. Although the activity of I48S RNAP on the ρprom P1 promoter was higher compared to WT RNAP even in the presence of both ppGpp and DksA, their joint action resulted in a significantly higher level of inhibition in comparison to DksA
alone. Accordingly, the activity of the rrmB P1 reporter was strongly decreased in the stationary phase of growth even in the I48S cells (Figure 6B). Importantly, the levels of expression of both DksA and RelA/SpoT, responsible for ppGpp synthesis, were comparable for the wild-type and mutant strains during both exponential and stationary growth (<2-fold difference; Supplement file 1 and 2). The intracellular concentration of ppGpp in stressed E. coli cells may be as high as 1–2 mM (83), so it may be speculated that saturating levels of ppGpp in combination with DksA are able to efficiently suppress transcription in the mutant strain. Still, stress-related genes were somewhat enriched among the downregulated genes, including well-known factors responsible for translation inhibition in the stationary phase (RMF, HPF, S22), which correlates with the increased rate of ongoing protein synthesis in stationary cells (Figure 2F).

In addition, the activity of the σE RNAP holoenzyme in the stationary phase is suppressed by the anti-sigma factor Rsd and 6S RNA, which was shown to inhibit wild-type and I48S RNAPs with similar efficiencies (Supplementary Figure S5). However, it should be noted that the levels of 6S RNA were lower in the I48S strain compared to the WT strain in all analyzed phases of growth. These changes might partially explain higher levels of synthetic activity observed for the mutant strain.

Recently, the Palsson group proposed a model of ‘Fear vs. Greed’ tradeoff in transcription regulation (84). The ‘Greed’ modulin is enriched with genes required for bacteria growth, while the ‘Fear’ genes are responsible for stress response and survival (i.e. the RpoS regulon). The I48S cells exhibit a pronounced phenotype of decreased ‘Fear’ described by reduced activity of the RpoS regulon and increased expression of growth promoting genes in the exponential phase. This phenotype is further described by dysregulation of proper resource allocation during regrowth from the stationary phase resulting in a growth delay after dilution of cell culture with fresh medium. Indeed, our FACS data shows that the I48S cells activate their metabolism almost immediately after dilution with fresh medium.

The distinct shift of expression from stress-related to growth-promoting genes in the I48S strain results in a decreased number of dormant cells in the culture thus making it much more sensitive to environmental stress, such as antibiotic treatment. Although one would expect that the extended lag phase of the mutant strain should increase its tolerance to antibiotics (phenotype known as ‘tolerance by lag’ (74)) we have shown the opposite effect. This observation can be explained by the abnormal metabolic activity of the mutant strain, which differs from the generally accepted view of the lag phase metabolism. In the lag phase, metabolism of the wild-type strain is relatively low, while the mutant cells are described by a rapid increase of synthetic activity. This rapid activation results in dysregulation of proper resource allocation, leading to a prolonged lag phase, and makes the cells more susceptible to antibiotic treatment. One of the possible explanations for the observed delay is upregulation of ribosomal genes and translation, thus lowering the resources available for transcription of other genes required for active growth and adaptation to new environmental conditions. Indeed, it was shown (86) that E. coli strains with reduced rRNA synthesis (mutants with deletion of 1–6 out of 7 rrn operons) actually have an increased growth rate and survival under DNA stress conditions caused by incubation with ciprofloxacin or nalidixic acid.

In summary, our results suggest that the I48S mutation may rewire cellular transcription by modulating the strength of RNAP-promoter interactions and changing RNAP sensitivity to the stringent response factors, thus revealing previously unknown functions of σ region 1.1 in transcription regulation and stress adaptation. A distinct dysregulation of σ regulons in the I48S cells suggests that region 1.1 may also be involved in functional competition between the principal and alternative σ factors at different phases of growth. Furthermore, our observations together with published data of other research groups highlight possible functions of DksA in transcription regulation in the exponential phase of growth, independent of the stringent response. Finally, understanding of the complex interplay between σ factors and transcription regulators acting on bacterial RNAP may help to develop new antibacterial compounds disrupting these interactions and making the cells more sensitive to antibiotic action.
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