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Abstract

First geometric calculus alongside its description of equiangular spirals, reflections and rotations is introduced briefly. Then single and double reflections at such a spiral are investigated. It proves suitable to distinguish incidence from the right and left relative to the radial direction. The properties of geometric light propagation inside the equiangular spiral are discussed, as well as escape conditions and characteristics. Finally the dependence of right and left incidence from the source locations are examined, revealing a well defined inner critical curve, which delimits the area of purely right incident propagation. This critical curve is self similar to the original equiangular spiral.

1 Introduction

Deformations of circular discs lead to new promising laser resonators, dramatically improving output and beam quality [4, 2]. In this paper I want to look at the properties of spiral deformations. In order to do this I will partly apply the very well suited geometric calculus as developed by D. Hestenes and G. Sobczyk [3, 4].

1.1 Prerequisites from Geometric Calculus

Since I am interested in discs, I will only use a real two 2-dimensional Euclidean vector space $E_2$ to represent a plane and its real plane geometric algebra $G_2$. Fundamental for the notion vector in geometric calculus is the associative geometric product of vectors $a, b$:

$$ab = a \cdot b + a \wedge b$$
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composed of the conventional scalar inner product \( a \cdot b \) and the outer product \( a \wedge b \). \( a \wedge b \) simply represents the oriented area swept out by \( b \), when displaced parallel along \( a \) as seen in fig. 1. There are two orientations in following the outer contours of this area: \emph{plus} for going first along \( a \) and then \( b \), etc. and \emph{minus} for going first along \( b \) and then \( a \), etc.

Hence, \( a \wedge b = -b \wedge a \). \( a \wedge b \) is also called a bivector or in this case pseudoscalar, because its rank of 2 is maximal in the plane geometric algebra \( \mathcal{G}_2 \) of scalars(1), vectors(2) and bivectors(1).

The product of two vectors is a spinor. With the help of the oriented unit area element, called \( i \in \mathcal{G}_2 \) it can be written in exponential form:

\[
\begin{align*}
ab &= ab \exp(i \Phi) \\
a &= \sqrt{\bar{a}a} = \sqrt{a^2} \\
b &= \sqrt{b^2}
\end{align*}
\]

with \( i^2 = -1 \). This property of \( i \) can easily be shown by choosing an orthonormal basis in \( \mathcal{E}_2 \): \( \{\sigma_1, \sigma_2\} \) with \( \sigma_1^2 = \sigma_2^2 = 1; \sigma_1 \cdot \sigma_2 = 0 \). \( i \) can then be written as \( i = \sigma_1 \sigma_2 = \sigma_1 \wedge \sigma_2 \). Hence \( i^2 = (\sigma_1 \wedge \sigma_2)\sigma_1 \sigma_2 = -(\sigma_2 \wedge \sigma_1)\sigma_1 \sigma_2 = -\sigma_2 \sigma_1 \sigma_1 \sigma_2 = -\sigma_2 \sigma_2 = -1 \).

Given that both \( a \) and \( b \) are unit vectors

\[
ab = \exp(i \Phi) \tag{3}
\]

can be used to describe the rotation of \( a \) into \( b \):

\[
a \exp(i \Phi) = aab = a^2b = b \tag{4}
\]

Further elements of geometric calculus will be introduced as needed throughout this paper.

### 1.2 The Equiangular Spiral

A circle of radius \( x_0 \) centered at the origin as shown in fig. 2 may therefore be described as

\[
x = x_0 \exp(i \Phi); \Phi \in \mathbb{R}. \tag{5}
\]

In order to describe an equiangular spiral one needs to add a scalar multiple of \( \Phi \) in the exponential:

\[
x = x_0 \exp(i \Phi + t\Phi); \quad t = \text{const.} \in \mathbb{R}. \tag{6}
\]

The tangent to the curve \( x(\Phi) \) is defined as the first scalar derivative:

\[
\partial_x x = x_0 \exp((i + t)\Phi)(i + t) = xi + xt \tag{7}
\]

\(^1\)Please compare [3], p. 51 and 55 on the relation of spinors and complex numbers. It is important to note that the bivector \( i \) has algebraic and geometric properties beyond those of the traditional imaginary numbers.

\(^2\)Bold italic lowercase letters indicate vectors and nonbold italic lowercase letters indicate a vector’s length.
The operation of \( i \) on \( x \) in \((7)\) is an anticlockwise rotation by a right angle as shown in fig. 3, since
\[
\exp\left(\frac{i\pi}{2}\right) = \cos\frac{\pi}{2} + isin\frac{\pi}{2} = i
\]
(8)
It immediately follows that
\[
|xi| = x \quad \text{and} \quad |tx| = tx
\]
and therefore
\[
tan\delta = \frac{|tx|}{|xi|} = t \text{ or } \delta = tan^{-1}t \quad (= \arctan t)
\]
(10)
Hence the tangent \( \partial_\Phi x \) has relative to \( x \) the angle
\[
\frac{\pi}{2} + \delta = \frac{\pi}{2} + tan^{-1}t
\]
(11)
The deviation of this angle from the case of a pure circle is \( \delta = tan^{-1}t \) independent of \( \Phi \). That is the reason, why the spiral \((6)\) is called equiangular \(3\).

Let me assume for the rest of this paper, without loss of generality, that \( t > 0 \).\(^4\) Such an equiangular spiral with \( \delta = 0.1(\approx t) \) is shown in fig. 4.

2 Reflections at an Equiangular Spiral

2.1 Single Reflections

In order to describe a reflection at the equiangular spiral we need to know the unit normal \( n \) at any point \( x(\Phi) \). For a circle the unit normal points in the same direction as the radius vector: \( n = \hat{x} \). For an equiangular spiral the tangent vector has the angle \( \frac{\pi}{2} + \delta \) relative to \( \hat{x} \). \( n \) will hence be equal to \( \hat{x} \) rotated clockwise by \( \delta \):
\[
n = \hat{x}\exp(-i\delta)
\]
(12)
Every vector \( y \) incident at a point \( x \) of the equiangular spiral (e.g. representing a light ray to be reflected at \( x \)) can be uniquely decomposed into components parallel and perpendicular relative to \( n \):
\[
y = y_\parallel + y_\perp \quad \text{with}
\]
\[
y_\parallel = y \cdot nn
\]
\[
y_\perp = y - y_\parallel = ynn - y \cdot nn = (yn - y \cdot n)n = y \land nn
\]
(13)
Here I used the convention that indicated inner and outer products should be performed before an adjacent geometric product (comp. \([1]\), p. 7).

\(^3\)Comp. \([2]\), p. 155.

\(^4\) \( t < 0 \) would just mean that I would have to interchange the later defined notions of incidence from the right and from the left. This is trivial. In eq. \(9\) I have already quietly made this assumption for \( t \).
Figure 1: Oriented area $a \wedge b$.

Figure 2: Circle of radius $x_0$.

Figure 3: The tangent vector of the equiangular spiral.
The reflection will then be described by

\[ y' = -nyn = -n(y \cdot nn + y \wedge nn)n \]
\[ = (-y \cdot nn - ny \wedge n)n^2 n^2 = -y + y \]

(14)

In the last step one uses equ. (13) again and the fact that

\[-ny \wedge n = -n \wedge (y \wedge n) - n \cdot (y \wedge n) = (y \wedge n) \cdot n = (y \wedge n)n.\]

This holds true, because in the geometric algebra \( G_2 \) the outer product is associative as well and the outer product of two equal vectors is always zero: \(-n \wedge (y \wedge n) = -n \wedge n \wedge y = 0\) \(^5\). The anticommutativity of the vector \( n \) and the bivector \( y \wedge n \) follows from the general definition of the inner product between vectors \( v \) and bivectors \( B \) (comp. [1], p. 7):

\[ v \cdot B = \frac{1}{2}(vB - Bv) \]  

(15)

With the help of (12) equation (14) can be rewritten as

\[ y' = -\hat{x}exp(-i\delta)y\hat{x}exp(-i\delta) = exp(i\delta)\hat{x}y\hat{x}exp(-i\delta) \]  

(16)

The last equality follows from the fact that in \( G_2 \) as we just saw, vectors and bivectors anticommute, i.e.

\[ \hat{x}i = -i\hat{x} \]  

(17)

and from expanding \( exp(-i\delta) \) in powers of \(-i\delta\). The inner bracket \((-\hat{x}y\hat{x}) = y'\) represents according to eq. (14) a reflection at a circle with radius vector \( x \).

The two spinors attached to the left and to the right can now both be moved to one side, e.g. as

\[ y' = y'exp(-2i\delta) \]  

(18)

\( y' \) is now understood as the composition of the reflection at the circle with radius vector \( x \) and a clockwise rotation by the angle of \( 2\delta \). According to (16) \( y' \) may also be written as

\[ y' = R^{\dagger}(-\delta)y'^{-1}R(-\delta) \text{ with } R(-\delta) = exp(-i\delta) \]  

(19)

Here the \(^\dagger\) operator is the reversion operator, i.e. reversing every geometric product in \( R(-\delta) \). That \( R^{\dagger}(-\delta) = R(\delta) \) can easily be seen from the fact that \( i^{\dagger} = (\sigma_1\sigma_2)^{\dagger} = -\sigma_1\sigma_2 = -i \). Spinors like \( R(-\delta) \) are also called rotors, because they elegantly describe rotations. (19) is the double sided spinorial description of rotations (comp. [3], p. 277 ff.).

The increase in angle by \( 2\delta \) is a clear consequence of the fact, that the tangent of the equiangular spiral is tilted by the constant angle \( \delta \) relative to the tangent of a circle with radius vector \( x \).

---

\(^5\)In this case one could argue alternatively, that in the plane geometric algebra \( G_2 \) no 3-dim. volumes exist and the outer product of 3 vectors therefore always vanishes.
2.2 Two Successive Reflections

The interesting question to ask is what is the angular difference \( \Delta \Phi = \Phi' - \Phi \) between two successive reflections. This will also result in an answer to the nontrivial question of how the incident angle for a second successive reflection \( \Theta'' \) depends on the incident angle of the first \( \Theta \) as shown in fig. 5. (For a circle we would just have \( \Theta = \Theta' = \Theta'' = \Theta''' \) and \( \Delta \Phi = \pi - 2\Theta \)). The treatment of this problem naturally splits in the two cases of the second reflection occurring before \( (\Phi' > \Phi) \) or after \( (\Phi' < \Phi) \) crossing the gap at \( \Phi = 2\pi \), i.e. the line segment between \( x_0 \) and \( x_{2\pi} \). In the following I will distinguish incidence from the right for which the reflected ray leaves the reflecting boundary of the equiangular spiral to the left of the radius vector of the point of reflection, i.e. \( \Theta' = \Theta + 2\delta \in [0, \frac{\pi}{2} + \delta] \), and incidence from the left for which the reflected ray leaves to the right of the radius vector, i.e. \( \Theta' \in [-\frac{\pi}{2} + \delta, 0] \). First, incidence from the right will be treated in detail. It entails the possibility of rays escaping through the gap as will soon be shown. Furthermore incidence from the left can be viewed as the reverse situation of incidence from the right, excluding the possibility of escape.

2.2.1 Reflections Without Crossing the Gap

A unit vector of incidence at angle \( \Theta \) relative to \( \hat{x} \) is given by

\[
\hat{y} = \hat{x} \exp(i\Theta)
\]  

(20)

The reflected vector is according to (19)

\[
\hat{y}' = R^\dagger(-\delta)(-\hat{x}y \hat{x})R(-\delta) = \exp(i\delta)(-\hat{x} \exp(i\Theta) \hat{x}) \exp(-i\delta)
\]

\[
= -\exp(i(\delta + \Theta)) \hat{x} \exp(-i\delta) = \hat{x} \exp(-i(2\delta + \Theta + \pi))
\]

(21)

In the last step I used the operator identity \(-1 = \exp(\pm i\pi)\), i.e. a rotation by \( \pi \).

In order to find the location of the second reflection \( x'(\Phi') \) I construct a straight line \( g \) through \( x \) with direction \( \hat{y}' \). \( x'(\Phi') \) will be its (i.e. the other) point of intersection with the equiangular spiral.

\[
g : y' = x + \lambda \hat{y}' = x_0 \exp(i\Phi) \exp(t(\Phi) + \lambda \hat{x}_0 \exp(i(\Phi - \Theta - 2\delta - \pi))
\]

\[
= x_0 \exp(i\Phi') \exp(t(\Phi'))
\]

(22)

This may be rewritten as

\[
x_0 \exp(i(\Theta + 2\delta)) - \lambda \hat{x}_0 = x_0 \exp(t(\Phi' - \Phi) \exp(i(\Phi' - \Phi + \Theta + 2\delta))
\]

(23)

6With a ray crossing the gap I mean that this ray intersects with the line segment between the origin and \( x_{2\pi} \). The point of intersection may either be between the origin and \( x_0 \) or between \( x_0 \) and \( x_{2\pi} \). In the first case, the ray will continue to be reflected inside the equiangular spiral, whereas in the second case it will escape through the gap. This distinction is made in detail in section 2.2.2.

7Compare also the explanations after eq. [4] and before eq. [8].
Figure 4: The equiangular spiral for $\delta = 0.1$.

Figure 5: Two successive reflections.
Multiplication with $x_o^{-1} = \frac{1}{x_o}$ from the left gives:

$$
\exp(i\Theta') - \frac{\lambda}{x_0} = \exp(t\Delta\Phi)\exp(i(\Delta\Phi + \Theta'))
$$

(24)

where $\Theta' = \Theta + 2\delta$ as we have seen in section 2.1.

Equation (24) has scalar and bivector parts, which must be satisfied separately. The bivector part divided by $i$ reads

$$
\sin\Theta' = \exp(t\Delta\Phi)\sin(\Delta\Phi + \Theta')
$$

(25)

is a transcendental equation for $\Phi' = \Delta\Phi + \Phi$ which may either be solved graphically or numerically with Newton iteration. For the graphical solution it is convenient to multiply (25) with $\exp(t\Theta')$:

$$
f(\Delta\Phi + \Theta') := \exp(t(\Delta\Phi + \Theta'))\sin(\Delta\Phi + \Theta') = \exp(t\Theta')\sin(\Theta') =: f(\Theta')
$$

(26)

$f$ is a simple sinus function with an exponential envelope $\exp(t\Theta')$ depending on the parameter $t = \tan\delta$. (For the circle $t = 0$ and therefore $\exp(t\Theta') \equiv 1$.)

For the circle we have $\Theta' = \Theta''$. Yet for the equiangular spiral the upper right half of fig. 6 clearly shows that $\Theta' \geq \Theta''$, since the envelope $\exp(t\Theta')$ is a monotone increasing function of $\Theta'$. It is however possible to show, that

$$
\Theta < \Theta'' \text{ for } \Theta \in [-2\delta, \pi^2 - \delta].
$$

(27)

Before proving this let me first establish another useful property of the $\Theta''(\Theta)$ dependence:

$$
\frac{\partial \Theta''}{\partial \Theta} > 0 \text{ for } \Theta \in [-2\delta, \pi^2 - \delta].
$$

(28)

which shows that $\Theta''$ is a monotone increasing function of $\Theta$ in $\Theta \in [-2\delta, \pi^2 - \delta]$.

**Proof of Eq. (28)**

Since according to fig. 5 $\Theta'' = \pi - (\Delta\Phi + \Theta')$ we may write eq. (26) as

$$
\tilde{h}(\Theta'') := \exp(t(\pi - \Theta''))\sin\Theta'' = \exp(t(\Theta + 2\delta))\sin(\Theta + 2\delta) =: \tilde{f}(\Theta)
$$

(29)

Therefore

$$
\frac{\partial \Theta''}{\partial \Theta} = \frac{\partial \tilde{f}}{\partial \Theta} \left( \frac{\partial \tilde{h}}{\partial \Theta''} \right)^{-1}
$$

(30)

Differentiation of $\tilde{f}$ and $\tilde{h}$ respectively gives

$$
\frac{\partial \tilde{f}}{\partial \Theta} = \tilde{f}(\Theta)(\tan\delta + \frac{1}{\tan(\Theta + 2\delta)})
$$

$$
\frac{\partial \tilde{h}}{\partial \Theta''} = \tilde{h}(\Theta'')(-\tan\delta + \frac{1}{\tan\Theta''})
$$

(31)
According to (30) and (29) this results in
\[
\frac{\partial \Theta''}{\partial \Theta} = \frac{1 + \frac{1}{\tan(\Theta + 2\delta)\tan \delta}}{-1 + \frac{1}{\tan \Theta\tan \delta}}
\] (32)

The numerator of the rhs. of eq. (32) equals
\[
\frac{1}{\tan(\Theta + \delta) + \tan^2 \delta} > 0 \text{ for } \Theta \in [-2\delta, \frac{\pi}{2} - \delta],
\] (33)
whilst the supremum value of \(\tan \Theta''\) in the nominator of the same equation can be written as
\[
\tan \Theta'' = \tan(\frac{\pi}{2} - \delta) = \frac{1}{\tan \delta}.
\] (34)

Hence \(\tan \Theta''\tan \delta < 1\) and \(-1 + \frac{1}{\tan \Theta\tan \delta} > 0\) for \(\Theta \in [-2\delta, \frac{\pi}{2} - \delta]\) and \(\Theta'' \in [0, \frac{\pi}{2} - \delta]\) respectively. This concludes the proof of eq. (28) since now both the numerator and the nominator of eq. (32) are proven to be positive for \(\Theta \in [-2\delta, \frac{\pi}{2} - \delta]\) and \(\Theta'' \in [0, \frac{\pi}{2} - \delta]\) respectively.

**Proof of Eq. (27): \(\Theta < \Theta''\)**

For the other extreme of \(\Theta = -2\delta\) and \(\Theta' = \Theta + 2\delta = 0\) we have according to eq. (29) and figs. 5 and 6 respectively, \(\Theta'' = 0\), i.e.
\[
\Theta < \Theta'' \text{ for } \Theta = -2\delta
\] (35)

Based on this, the most important step of the proof will be to first show that \(\Theta' \neq \Theta''\) for \(\Theta \in [-2\delta, \frac{\pi}{2} - \delta]\). Because \(\Theta''\) is a continuous differentiable function of \(\Theta\) in this interval, it will then immediately follow from eq. (35) that \(\Theta < \Theta''\) for all \(\Theta \in [-2\delta, \frac{\pi}{2} - \delta]\). That \(\Theta''(\Theta)\) is continuous and differentiable is evident from the analytic expression for \(\frac{\partial \Theta''}{\partial \Theta}\) given in eq. (32), which is well defined for \(\Theta \in [-2\delta, \frac{\pi}{2} - \delta]\).

It now remains to show, that \(\Theta \neq \Theta''\) for \(\Theta \in [-2\delta, \frac{\pi}{2} - \delta]\). I will start out supposing the opposite, i.e. \(\Theta = \Theta''\) for some \(\Theta \in [-2\delta, \frac{\pi}{2} - \delta]\) and show that this leads to contradictions. Supposing that for some \(\Theta \in [-2\delta, \frac{\pi}{2} - \delta]\) I would have \(\Theta = \Theta''\), I can rewrite eq. (29) as
\[
exp(t(\pi - \Theta))\sin \Theta - exp(t(\Theta + 2\delta))\sin(\Theta + 2\delta) = 0
\] (36)

I will examine the validity of (36) first in the intervall \(\Theta \in [-2\delta, 0]\), then at the point \(\Theta = 0\) and finally for \(\Theta \in [0, \frac{\pi}{2} - \delta]\).

First for \(\Theta \in [-2\delta, 0]\) we have \(exp(t(\pi - \Theta))\sin \Theta < 0\) and \(exp(t(\Theta + 2\delta))\sin(\Theta + 2\delta) \geq 0\). Therefore the expression on the lhs. of eq. (36) will be
\[
exp(t(\pi - \Theta))\sin \Theta - exp(t(\Theta + 2\delta))\sin(\Theta + 2\delta) < 0 \text{ for } \Theta \in [-2\delta, 0]
\] (37)

Equation (29) and its diagram fig. 6 show that \(\Theta'' \in [0, \frac{\pi}{2} - \delta]\) for \(\Theta \in [-2\delta, \frac{\pi}{2} - \delta]\).
which is in contradiction to eq. (36). Hence we have

$$\Theta \neq \Theta'' \text{ for } \Theta \in [-2\delta, 0]$$

(38)

Second for $\Theta = 0$ the lhs. of eq. (36) becomes

$$-\exp(2\delta) \sin 2\delta \neq 0 \text{ for } 0 < \delta < \frac{\pi}{2}$$

(39)

in contradiction to eq. (36). Hence I conclude again, that

$$\Theta \neq \Theta'' \text{ for } \Theta = 0$$

(40)

(I am not concerned with $\delta = 0$, i.e. the circle or $\delta = \frac{\pi}{2}$, i.e. a straight half line in the direction of $d_0$, nor with $\delta > \frac{\pi}{2}$, which is equivalent to an equiangular spiral winding clockwise with $\delta' = \pi - \delta$.)

Finally for $\Theta \in \left[0, \frac{\pi}{2} - \delta\right]$ I will calculate the first derivative of the lhs. of eq. (36) with respect to $\Theta$:

$$\frac{\partial}{\partial \Theta} \left( \exp(t(\pi - \Theta)) \sin \Theta - \exp(t(\Theta + 2\delta)) \sin(\Theta + 2\delta) \right)$$

$$= -\exp(t(\pi - \Theta))(t \sin \Theta - \cos \Theta) - \exp(t(\Theta + 2\delta))(t \sin(\Theta + 2\delta) + \cos(\Theta + 2\delta))$$

$$= \frac{\exp((\Theta + 2\delta))}{\cos \delta} \left( \sin \delta \sin(\Theta + 2\delta) + \cos \delta \cos(\Theta + 2\delta) \right)$$

$$= \frac{\cos(\Theta + \delta)}{\cos \delta} \left( \exp(t(\pi - \Theta)) \cos(\Theta + \delta) - \exp(t(\Theta + 2\delta)) \cos(\Theta + \delta) \right)$$

$$> 0 \text{ for } \Theta \in \left[0, \frac{\pi}{2} - \delta\right]$$

(41)

The last inequality holds, because both $\frac{\cos(\Theta + \delta)}{\cos \delta} \exp(t(\Theta + 2\delta)) > 0$ and $(\pi - 2(\Theta + \delta)) > 0$ hold for $\Theta \in \left[0, \frac{\pi}{2} - \delta\right]$. I therefore conclude, that the lhs. of eq. (36) is a strictly monotone increasing function of $\Theta$. This means that it will not vanish for any $\Theta \in \left[0, \frac{\pi}{2} - \delta\right]$ because at the supremum of $\Theta_{sup} = \frac{\pi}{2} - \delta$ of the intervall $]0, \frac{\pi}{2} - \delta[$ the lhs. of eq. (36) (and its first derivative with respect to $\Theta$) is actually zero. The nonvanishing of the lhs. of eq. (36) for $\Theta \in \left[0, \frac{\pi}{2} - \delta\right]$ contradicts eq. (36) and hence the supposition $\Theta = \Theta''$ for any $\Theta \in \left[0, \frac{\pi}{2} - \delta\right]$. I conclude that

$$\Theta \neq \Theta'' \text{ for } \Theta \in \left[0, \frac{\pi}{2} - \delta\right]$$

(42)

Taking eqs. (38), (40) and (42) together it is shown that $\Theta \neq \Theta''$ for $\Theta \in \left[-2\delta, \frac{\pi}{2} - \delta\right]$. This concludes the prove for eq. (27) as argued above.

---

9 See also footnote 4 on page 3
Indeed, eq. (27) holds not only for $\Theta' \in [0, \pi/2 + \delta]$ and reflections which don’t cross the gap radius between the origin and $x_{2\pi}$, but also if the gap radius is crossed by a ray. The left side of fig. 6 will be explained in section 2.2.2. Anticipating this and referring in addition to fig. 7, fig. 6 shows that because of the strictly monotone character of the exponential envelope $\Theta'' > \Theta' = \Theta + 2\delta$ holds. Hence we immediately end up with

$$\Theta'' > \Theta$$

for right incident rays traversing across the gap as well. Therefore eq. (27) holds in full generality for any right incident ray.

The property $\Theta < \Theta''$ physically means that successive reflections of light rays incident from the right bend the paths of these rays closer and closer to the tangential direction of $\partial_H x$, i.e. to the equiangular spiral disc boundary.

After inferring all these properties from eq. (25), a comment on its familiar geometric meaning is in place. Because

$$\sin(\Delta \Phi + \Theta') = \sin(\pi - (\Delta \Phi + \Theta')) = \sin \Theta'' \quad \text{and} \quad \exp(t \Delta \Phi) = \frac{x'}{x}$$

we can rewrite eq. (25) as

$$x' \sin \Theta'' = x \sin \Theta'$$

Looking at the angles in fig. 5, we see that eq. (25) in the form of eq. (44) embodies nothing else but the familiar law of sinuses of the triangle formed by the side vectors $x$ and $x'$.

### 2.2.2 Reflecting Across the Gap

What happens now, if a reflected ray actually crosses the $\Phi = 2\pi$ radius, i.e. the line segment between the origin and $x_{2\pi}$ part of which forms the gap? As may readily be seen from fig. 7, a ray passing the angle $\Phi = 2\pi$ may continue to be reflected inside the equiangular spiral, for angles of incidence from the right of less than a critical angle $\Theta_c$, which remains to be determined. Or it may eventually emanate from the spiral for $\Theta > \Theta_c$.

Eq. (25) holds for this case equally. The only difference is that we now have to deal with a negative $\Delta \Phi = \Phi' - \Phi$, since $\Phi' < \Phi$. In fig. 6, this case is represented by the dashed line extending from $f(\Theta')$ to the left. Where this line intersects $f$ again, somewhere in the interval $\Delta \Phi + \Theta' \in [-\pi, -\pi/2 + \delta]$ we have $f(\Delta \Phi + \Theta')$. The negative length of this horizontal line segment is precisely $\Delta \Phi$. The sum of angles in the triangle formed by the origin, $x(\Phi)$ and $x(\Phi')$ gives

$$\Theta'' + \Theta' + \Delta \Phi = -\pi.$$  

Hence the representation of $\Theta''$, the angle of incidence at $\Phi'$, as drawn in fig. 6.
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Figure 6: Graphical solution for successive reflections of right incident ray.

Figure 7: Successive reflections across the gap.
2.2.3 The Condition of Escape

First for \( 0 < \Theta' < \Theta'_c(\Phi) \) a light ray will continue to go round anticlockwise inside the spiral.

Second for

\[
\Theta'_c(\Phi) < \Theta' < \Theta'_c(\Phi)
\]

(46)
a light ray will leave the spiral straight away (comp. Fig. 8).

And third for \( \Theta' > \Theta'_c(\Phi) \) a ray will experience further reflections between \( x(\Phi) \) and \( x(2\pi) \) along the equiangular spiral boundary until it finally leaves the equiangular spiral without reentering the anticlockwise polygonal motion of the rays of the first case.

\( \Theta'_c(\Phi) \) (second incidence at \( x_0 \)) can be determined from eq. (25) by inserting \( \Phi' = 0 \):

\[
\exp(t(-\Phi + \Theta'_c)) \sin(\Phi + \Theta'_c) = \exp(t\Theta'_c) \sin\Theta'_c.
\]

(47)
Likewise \( \Theta'_c(\Phi) \) (second incidence at \( x(2\pi) \)) can be determined from eq. (25) by inserting \( \Phi' = 2\pi \):

\[
\exp(t(2\pi - \Phi + \Theta'_c)) \sin(2\pi - \Phi + \Theta'_c) = \exp(t\Theta'_c) \sin\Theta'_c.
\]

(48)
Eq. (47) can be used to graphically determine \( \Theta'_c \) with the help of fig. 6: Set \( \Delta\Phi = -\Phi \) for a given \( \Phi \). For \( \Delta\Phi < -\pi \) we fit a (dashed) horizontal line segment of length \( \Delta\Phi \) between \( f(\Theta'_c) \) to the right and \( f(\Delta\Phi + \Theta'_c) \) to the left. The \( \Theta' \), where the segment touches the curve \( f(\Theta') \) is \( \Theta'_c \). (The corresponding critical angle of incidence at \( x(\Phi) \) is \( \Theta'_c - 2\delta \).)

By similarly fitting an (unbroken) horizontal line segment of length \( \Delta\Phi = 2\pi - \Phi > 0 \) between \( f(\Theta') \) to the left and \( f(\Delta\Phi + \Theta') \) to the right in fig. 6 we can determine \( \Theta''_c \) (and \( \Theta''_c \) respectively).

For rays which fulfil the condition of straight escape (46), one can further distinguish, whether they reflect a last time at the outer side of the equiangular spiral or not. This is essential for deciding the asymptotic directions of light rays leaving the gap of the equiangular spiral.

The criterion for this may also be derived from eq. (25). Tangential incidence at the outer side of the equiangular spiral occurs for \( \Theta'_c < \Theta'_t \) with \( \Theta'_t = \frac{\pi}{2} - \delta \). The point of tangential incidence on the outer side at \( \Phi'_t \) can be determined graphically from fig. 6: \( \Delta\Phi'_t = \Phi'_t - \Phi < 0 \) is given by the horizontal distance between the maximum of \( f \) to the left (at \( \Theta''_t = \frac{\pi}{2} - \delta \) and \( f(\Theta') \) to the right. The point on \( f(\Theta') \), where this (dashed) horizontal line ends is \( \Theta''_t \). In case that \( \Theta'_t < \Theta'_c \) the interval \( \Theta'_t < \Theta' < \Theta''_c \) can be subdivided into \( \Theta'_t < \Theta' < \Theta''_c \), for which rays leaving straight will reflect a last time at the outer side of the spiral and \( \Theta''_t < \Theta' < \Theta''_c \), for which rays leave straight without further incidence at the outside.

The latter kind of rays will actually leave the gap under an angle \( \Phi_e \) relative to the direction of \( \hat{x}_0 \) given by

\[
\Phi_e = \Phi - \pi - \Theta'
\]

(49)

10 The \( \Delta\Phi'_t \) corresponds to the \( \Delta\Phi'_t \) as given in fig. 6 and described on page 13
and an abscissa of escape \( x_e \) given by

\[
x_e = x \frac{\sin \Theta'}{\sin \Phi_e}
\]  

(50)

as can be seen from fig. 9. This actually characterizes the asymptotic radiation completely in case that one ignores the reflection of rays at the outside, e.g. because of absorption.

### 2.3 Incidence from the Left

As for incidence from the left, i.e. \( 0 > \Theta' \geq -\frac{\pi}{2} + \delta \), eq. (25) now describes the graph of \( f \) in the lower part of fig. 6 with negative values of the ordinate. This is redrawn in fig. 11.

The angular position of \( x_0 \) relative to \( x \) as illustrated in fig. 10 tells whether a ray will cross the radial position \( \Phi = 2\pi \) of the gap or not. For \( \Theta' < \Theta'_c \) the ray reflected at \( x(\Phi) \) will not cross the gap and the unbroken horizontal line segment extending between \( f(\Theta') \) to the right and \( f(\Theta' + \Delta \Phi) \) to the left applies. For \( \Theta' > \Theta'_c \) the reflected ray will cross the gap and the dashed horizontal line segment extending between \( f(\Theta') \) to the left and \( f(\Theta' + \Delta \Phi) \) to the right applies.

Another way to view rays which are incident from the left is as the reverse of corresponding rays incident from the right. According to fig. 5 this would mean to mutually exchange \( \Phi \) and \( \Phi' \), \( \Theta \) and \( \Theta'' \), and \( \Theta' \) and \( \Theta''' \):

\[
\Phi \leftrightarrow \Phi'; \Theta \leftrightarrow \Theta''; \Theta' \leftrightarrow \Theta''.
\]  

(51)

Applying this to the inequality (27) as well we get

\[
\Theta'' - 2\delta = \Theta'' < \Theta' = \Theta - 2\delta \text{ for } \Theta' \in [0, \frac{\pi}{2} - \delta]
\]  

(52)

or adding \( 2\delta \)

\[
\Theta'' < \Theta \text{ for } \Theta \in [2\delta, \frac{\pi}{2} + \delta]
\]  

(53)

This means that light rays with incidence from the left will be bent closer and closer to the radial direction \( \hat{x} \) as they perform a clockwise polygonal motion through the equiangular spiral. Once \( \Theta'' \) has become smaller than \( 2\delta \) they can be treated as rays with incidence from the right with \( \Theta \in [-2\delta, \frac{\pi}{2} - \delta] \) as described earlier in section 2.2. In particular, as long as a ray remains in the ‘incidence from the left’ state, it will not leave through the gap at \( \Phi = 2\pi \). Only after it evolves into an ‘incidence from the right’ state, it will eventually escape.

### 3 Dependence on the Source Location Inside the Equiangular Spiral

Depending on where the source \( x_s \) of a light ray is situated and in which direction it is emitted, it will at its first point of reflection \( x \) either be incident from
Figure 8: Angular conditions of escape.

Figure 9: Angle and abscissa of escape.

Figure 10: Incidence from the left.
the right or possibly from the left relative to \( \hat{x}(\Phi) \). An illustration of this is given in fig. 12. Fig. 12 shows, that depending on the source location \( x_s \) there are in principle two sectors: for all \( x(\Phi) \) on the equiangular spiral in the region \( \Phi \in [\Phi_+, \Phi_-] \) rays emitted from \( x_s \) will appear to be incident from the right relative to \( \hat{x}(\Phi) \), whilst for all \( x(\Phi) \) on the equiangular spiral with \( \Phi \in [0, \Phi_+] \) or \( \Phi \in [\Phi_-, 2\pi] \) rays emitted from \( x_s \) will appear to be incident from the left relative to \( \hat{x}(\Phi) \). \( \Phi_+ \) and \( \Phi_- \) will both be functions of \( \Phi_s \) and \( x_s \), determined by the condition \( \Theta = -2\delta \).

In the plane geometric algebra \( G_2 \) this may be expressed by

\[
\hat{x}_\pm \hat{r}_\pm = \exp(-2i\delta) \tag{54}
\]

where

\[
r_\pm = x_\pm - x_s, \tag{55}
\]

\[
x_\pm = x_0 \exp((1 + t)\Phi_\pm) \tag{56}
\]

and

\[
x_s = \frac{x_s}{x_0} \exp(i\Phi_s) \tag{57}
\]

Inserting \( \hat{r}_\pm = r_\pm/r_\pm \) and \( \hat{x}_\pm = x_\pm/x_\pm \) into eq. (54) we get:

\[
x^2_\pm - x_\pm x_s = x_\pm \mid x_\pm - x_s \mid \exp(-2i\delta) \tag{57}
\]

divided by \( x_\pm \) this gives

\[
x_\pm - \frac{x_\pm x_s}{x_\pm} = \mid x_\pm - x_s \mid \exp(-2i\delta). \tag{58}
\]

Inserting now (56) results in

\[
x_0 \exp(t\Phi_\pm) - \frac{1}{x_0 \exp(t\Phi_\pm)}x_0 \exp(i\Phi_\pm) \exp(t\Phi_\pm) \frac{x_s}{x_0} \exp(i\Phi_s) = \mid x_\pm - x_s \mid \exp(-2i\delta). \tag{59}
\]

By interchanging \( x_0 \) and \( \exp(i\Phi_\pm) \) and multiplying both sides with \( \exp(2i\delta)/x_0 \) we get

\[
\exp(t\Phi_\pm) \exp(2i\delta) - \frac{x_s}{x_0} \exp(1(\Phi_s - \Phi_\pm + 2\delta)) = \frac{\mid x_\pm - x_s \mid}{x_0} \tag{60}
\]

The bivector part of this equation divided by \( i \) reads

\[
\exp(t\Phi_\pm) \sin2\delta - \frac{x_s}{x_0} \sin(\Phi_s - \Phi_\pm + 2\delta) = 0 \tag{61}
\]

which is equivalent to

\[
\exp(t\Phi_\pm) = \frac{x_s \sin(\Phi_s - \Phi_\pm + 2\delta)}{\sin2\delta} \tag{62}
\]

Equation (62) is a transcendental equation for \( \Phi_+ \) and \( \Phi_- \) depending on three parameters: \( \delta \) the angle between the radial direction \( \hat{x} \) and the outer normal.
Figure 11: Graphical solution for successive reflections of left incident ray.

Figure 12: Sectors of incidence from the right (and left).
\( n, \Phi_s \) and \( x_s \) the polar coordinates of the source \( x_s \). A close look reveals, that eq. (62) just expresses the law of sines in the triangles formed by the side vectors \( x_s \) and \( x_+ \) or \( x_- \) respectively, since the lhs. \( \exp(t\Phi_s) \) is equal to the relative amplitudes \( \frac{x_\pm}{x_0} \). Fig. 13 shows the rhs. of eq. (62) for constant \( x_s \) and varying values of \( \Phi_s \). The points of intersection of the sinusoidal curves with the exponential function \( \exp(t\Phi_s) \) gives the desired two pairs of values \( (x_\pm, \Phi_s) \).

Fig. 14 shows the rhs. of eq. (62) as well, but this time for fixed \( \Phi_s \) and varying \( x_s \). It can be seen that there will be a certain critical value \( x_{cs}, \Phi_{cs} \) where the sinusoidal curves representing the rhs. of eq. (62) just touch the lhs. amplitude function \( \exp(t\Phi) \) only once, hence \( x_+ = x_- = x_{cs} \) and \( \Phi_+ = \Phi_- = \Phi_{cs} \). For \( x_s < x_{cs} \), all the rays emitted from \( x_s \) will be incident from the right at points of the equiangular spiral.

I think therefore that the values of \( x_{cs}(\Phi_s) \) deserve further attention. As it will turn out, an analytical expression for \( x_{cs}(\Phi_s) \) can be derived. I will treat this problem first. In the following I will call the set of points given by \( x_{cs}(\Phi_s) \) simply: \( x_{cs} \).

### 3.1 The Critical Curve of Source Locations \( x_s \)

The condition for \( x_{cs} \) expressed in the above can be mathematically formulated as equation (62) and

\[
\frac{\partial}{\partial \Phi} \exp(t\Phi) \bigg|_{\Phi=\Phi_{cs}} = \frac{x_s}{x_0} \frac{1}{\sin(2\delta)} \frac{\partial}{\partial \Phi} \sin(\Phi_s - \Phi + 2\delta) \bigg|_{\Phi=\Phi_{cs}} \tag{63}
\]

i.e. the lhs. and the rhs. of eq. (62) must be equal as well as their first derivatives with respect to \( \Phi \). \( \Phi_s \) in eq. (63) is the independent variable upon which \( x_s \) depends. The value of \( x_s \) fulfilling eqs. (62) and (63) will be the desired \( x_{cs}(\Phi_s) \).

Performing the differentiation in eq. (63) and dividing the resulting lhs. by \( \exp(t\Phi) \) and the resulting rhs. by the rhs. of (62) we obtain

\[
t = -\frac{1}{\tan(\Phi_s + 2\delta - \Phi_{cs})} \quad \text{or} \quad \frac{-1}{t} = \tan(\Phi_s + 2\delta - \Phi_{cs}) \tag{64}
\]

Using a formula analogous to eq. (34) we get

\[
\frac{-1}{t} = \tan(\Phi_s + \delta - \frac{\pi}{2}) = \tan(\Phi_s + 2\delta - \Phi_{cs}) \tag{65}
\]

Hence

\[
\Phi_{cs} = \Phi_s + \frac{\pi}{2} \pm \pi. \tag{66}
\]

---

\[\text{Please note, that } x_{cs} \text{ and } \Phi_{cs} \text{ each denote only one unique critical value as opposed to the usual } \pm \text{ notation.}\]
Figure 13: $\Phi_+$ and $\Phi_-$ as functions of the polar angle of the source $\Phi_s$ for constant $\frac{x_s}{\delta_0} = 0.7$ and $\delta = 0.1$.

Figure 14: $\Phi_+$ and $\Phi_-$ as functions of the radial location of the source $x_s$ for constant $\Phi_s = 2\, rad$ and $\delta = 0.1$. 
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The proper choice of sign turns out to be (comp. fig. 15)

\[
\Phi_{c\pm} = \Phi_s + \delta + \frac{3}{2}\pi \text{ for } 0 \leq \Phi_s < \frac{\pi}{2} - \delta
\]

and \( \Phi_{c\pm} = \Phi_s + \delta - \frac{\pi}{2} \text{ for } \Phi_s \geq \frac{\pi}{2} - \delta \) \hspace{1cm} (67)

Inserting the result (67) back into eq. (62) we obtain

\[
x_{cs}(\Phi_s) = 2x_0 \sin \delta \exp(t(\Phi_s + \delta + \frac{\pi}{2} \pm \pi)) \hspace{1cm} (68)
\]

where the plus sign is to be used for \( 0 \leq \Phi_s < \frac{\pi}{2} - \delta \) and the minus sign otherwise. Fig 15 shows the critical curve for the source locations \( x_s \) inside the equiangular spiral. That the critical curve itself may again be an equiangular spiral is already suggested by looking at the figure and confirmed by writing

\[
x_{cs} = x_{cs0} \exp((1 + t)\Phi_s) \hspace{1cm} (69)
\]

\[
x_{cs0} = 2 \sin \delta \exp(t\Phi_0) x_0
\]

\[
\Phi_0 = \frac{3}{2}\pi + \delta \text{ for } 0 \leq \Phi_s < \frac{\pi}{2} - \delta
\]

and \( -\frac{\pi}{2} + \delta \) otherwise.

This mere fact lends itself to the interesting conclusion, that if one would "physically" place an equiangular spiral at the location of the critical equiangular spiral (curve) described by eq. (69) inside the original equiangular spiral given by eq. (6), all light rays emitted from the gap of this critical equiangular spiral would naturally be only right side incident rays for points of incidence on the original spiral.

As can be seen from eq. (69) we have \( \lim_{\delta \to 0} x_{cs} = 0 \), since \( \lim_{\delta \to 0} \sin \delta = 0 \). This explains the complete absence of any such critical curve in the case of a circle.

Another observation is, that for the special case of \( x_s = x_{cs} \) eq. (62) can be written as

\[
\frac{x_{cs}}{\sin 2\delta} = \frac{x_0 \exp(t\Phi_{c\pm})}{\sin(\Phi_s - \Phi_{c\pm} + 2\delta)} = \frac{x_{c\pm}}{\sin \Psi} \hspace{1cm} (70)
\]

with

\[
\Psi = \pi - [(\Phi_s - \Phi_{c\pm}) + 2\delta] = 2(\frac{\pi}{2} - \delta) - (\Phi_s - \Phi_{c\pm}). \hspace{1cm} (71)
\]

\(^{12}\) Eq. (69) shows that to say inside is actually only justified for sufficiently small values of \( \delta \). \( \delta \) has a critical value \( \delta_c \) for which part of the critical equiangular spiral will be in congruence \( 0 \leq \Phi < \frac{\pi}{2} - \delta_c \) with the original equiangular spiral. The condition for \( \delta_c \) is that the factor in the second line of eq. (69) equals one: \( 2 \sin \delta_c \exp(\tan \delta_c (\frac{3}{2}\pi + \delta_c)) \equiv 1 \). \( \delta_c \) can be numerically determined to be \( \delta_c = 0.19929481879 \text{ rad} \), which is about 11 degrees. For \( \delta > \delta_c \), the critical equiangular spiral will no longer lay fully inside the original equiangular spiral.

\(^{13}\) It is easy to check that \( x_{cs} \) is continuous at \( \Phi_s = 0 \) \( (2\pi) \).
From fig. 15 we see that $\Phi - \Phi_\pm$, $\Psi$ and $2\delta$ are the three angles of the triangle formed by the origin, $x_{ca}$ and $x_{c\pm}$, where each angle and each point correspond to each other as listed. In the case of $\Phi_s \geq \frac{\pi}{2} - \delta$ we have $\Phi_\pm = \Phi_s + \delta - \frac{\pi}{2}$, hence

$$\Phi_s - \Phi_\pm = \Phi_s - \Phi_s - \delta + \frac{\pi}{2} = \frac{\pi}{2} - \delta$$  \hspace{1cm} (72)

We therefore obtain according to (71):

$$\Psi = \frac{\pi}{2} - \delta = \Phi_s - \Phi_\pm$$  \hspace{1cm} (73)

This shows that the above mentioned triangle is an equilateral triangle with basis length $x_{ca}$ and side lengths $x_{c\pm}$. The same can be shown for $0 \leq \Phi_s < \frac{\pi}{2} - \delta$.

This in turn can serve as a very simple geometric method in order to construct the critical equiangular spiral. For any $x(\Phi)$ taken as $x_{c\pm}(\Phi)$ one rotates the vector $-x$ attached to $x$ clockwise by $2\delta$ and obtains the corresponding

$$x_{ca} = x + (-x)exp(-2i\delta) = x(1 - exp(-2i\delta))$$  \hspace{1cm} (74)

Another interesting property of the critical equiangular spiral follows from eq. (69). $t = \tan \delta$ is the same as in the definition of the original equiangular spiral (6). The critical equiangular spiral is therefore just a shrunk (factor: $2\sin\delta$) and rotated (anticlockwise by $\frac{\pi}{2} - \delta$) version of the original one.

There is in addition even a way to "see" the critical equiangular spiral when placing a light ray source at the origin. Because according to eq. (73) the angle $\Psi$ in fig. 15 is exactly $\frac{\pi}{2} - \delta$. Comparing this with eq. (11) we therefore see that the rays reflected at any point $x(=x_{c\pm})$ of the original equiangular spiral are precisely tangential to the critical equiangular spiral. The set of one time reflected rays, which originated at the origin represents therefore the set of all tangents to the critical equiangular spiral.

Knowing this and comparing fig. 15 with fig. 12 shows that for $x_s(\Phi_s) > x_{ca}(\Phi_s)$ the two straight lines through $x_s$ and $x_+$, and through $x_s$ and $x_-$ in fig. 12 are actually the two tangents of the critical equiangular spiral through $x_s$. This gives a simple geometric construction in order to find the two angular sectors of left- and right incidence for any source $x_s$ with the help of the critical equiangular spiral.

4 Conclusion

In this work, I first introduced the way in which geometric calculus describes an equiangular spiral and reflections of light at it. I then discussed the development of a light path through successive reflections. I made a distinction between incidence from the left and from the right relative to the radius vector. It was then found that right incident vectors continue to be right incident, and follow

\footnote{In other words, the critical equiangular spiral is the \textit{envelope} of the set of once reflected rays (regarded as a family of curves), which originated at the origin.}
anticlockwise polygonal paths bending closer and closer to the boundary until they eventually leave through the gap.

As for left incident light rays, they first follow clockwise polygonal paths, yet bending further and further away from the boundary until they eventually change their state into right incident rays with anticlockwise polygonal paths.

The conditions of escape and the asymptotic characteristics were analyzed in detail as well.

Finally point sources were placed inside the spiral and the occurrence of right- and left incidences, depending on the source location was examined. The very interesting structure of another equiangular spiral, a dilated and rotated concentric version of the original one, was discovered. Rays emitted from any source inside this critical equiangular spiral area were found to be right incident rays at the original equiangular spiral ab initio. The discussion of this critical equiangular spiral was concluded with explaining some of its geometrical and physical properties.

This short treatment of the subject may in itself only be an introduction. Further analysis may still be very fruitful. One may e.g. ask for higher dimensional spirally deformed objects or cavities, like as cones and spheres. Or one may try to impose spiral deformations not only on circles but on other conical sections as well. One may further ask, whether the phenomenon of the self similar second critical equiangular spiral is an artifact of the globally constant $\delta$, or if corresponding structures would exist for $\delta$ being a function of $\Phi$ as well.

The application of numerical techniques may yield a variety of results as well, since in this work I so far have not yet introduced such methods. The transcendental character of the equations will certainly make it necessary for obtaining more quantitative results.

The potential applications of this sort of analysis should be very wide, including the fields of optics, electromagnetic waves in general as well as acoustics.

In optics, it may lead amongst other possible applications, to the development of new types of laser resonators and to logical components for optical computing. New types of telescopes may arise as well from further analyzing image propagation (i.e. ensembles of light rays defining images).

For electromagnetic waves in general, new types of resonators and antennas may result.

As for acoustics, architects might find it interesting to construct spirally shaped buildings, instead of circular ones in order to conduct the sound in certain directions.

---

15 Results on potential laser modes in equiangular spiral cavities will be published in a later paper.

16 Left incident and right incident states may both be selected at will by introducing suitably wound spiral structures.
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Figure 15: Critical curve of source locations.