Quantitative Analysis of the Stochastic Approach to Quantum Tunneling
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Recently there has been increasing interest in alternate methods to compute quantum tunneling in field theory. Of particular interest is a stochastic approach which involves (i) sampling from the free theory Gaussian approximation to the Wigner distribution in order to obtain stochastic initial conditions for the field and momentum conjugate, then (ii) evolving under the classical field equations of motion, which leads to random bubble formation. Previous work showed parametric agreement between the logarithm of the tunneling rate in this stochastic approach and the usual instanton approximation. However, recent work [1] claimed excellent agreement between these methods. Here we show that this approach does not in fact match precisely; the stochastic method tends to overpredict the instanton tunneling rate. To quantify this, we parameterize the standard deviations in the initial stochastic fluctuations by \( \varepsilon \sigma \), where \( \sigma \) is the actual standard deviation of the Gaussian distribution and \( \varepsilon \) is a fudge factor; \( \varepsilon = 1 \) is the physical value. We numerically implement the stochastic approach to obtain the bubble formation rate for a range of potentials in 1+1-dimensions, finding that \( \varepsilon \) always needs to be somewhat smaller than unity to suppress the otherwise much larger stochastic rates towards the instanton rates; for example, in the potential of [1] one needs \( \varepsilon \approx 1/2 \). We find that a mismatch in predictions also occurs when sampling from other Wigner distributions, and in single particle quantum mechanics even when the initial quantum system is prepared in an exact Gaussian state. If the goal is to obtain agreement between the two methods, our results show that the stochastic approach would be useful if a prescription to specify optimal fudge factors for fluctuations can be developed.

I. INTRODUCTION

Quantum tunneling plays a central role in many areas of physics, including diodes, nuclear fusion, etc. In relativistic quantum mechanics of scalar bosons, it can play a central role in determining the stability, or otherwise, of vacua. In particular, in the minimal Standard Model of particle physics, the Higgs potential is only meta-stable, as it turns over at an energy scale of \( \mathcal{O}(10^{11}) \) GeV, depending on the top mass [2][5]. It then goes negative, rendering our electroweak vacuum meta-stable. Its lifetime from quantum tunneling has been estimated to be extremely long, much longer than the current age of the universe, at least at zero temperature. During inflation, the situation can radically change, allowing the tunneling rate to be larger [6][12]. Furthermore, in the context of string theory, there are thought to be an exponentially large number of meta-stable vacua in a multi-dimensional field space.

The computation of quantum tunneling can in principle be done by means of solving the Schrödinger equation directly. In the context of single particle non-relativistic quantum mechanics, this is normally a task that can be completed with fairly minimal computing resources (which we shall return to later in the paper as a testing ground). However, in the context of relativistic quantum mechanics, one must necessarily deal with a large number of degrees of freedom, which are conveniently organized into fields. In this case, the direct solution of the Schrödinger equation for the quantum field theory is notoriously difficult. It is then especially important to have efficient tools to provide approximate results. The most famous and celebrated approximation is to make use of instantons [13][14]. In this method, one performs a Wick rotation on time \( t \to \i t \) to obtain the Euclideanized equations of motion. The leading instanton is the bounce solution exhibiting maximal symmetry, namely \( SO(d+1) \), where \( d \) is the number of spatial dimensions. This instanton method can be very efficient to implement and is usually thought to be an accurate approximation to the true quantum tunneling rate when the theory is in a weakly coupled regime.

However, there are good reasons to develop alternate calculational tools. Perhaps of most interest is in the context of cosmology; in this case one is invariably studying a system with a time dependent background. This immediately spoils the \( SO(d+1) \) symmetry of the Euclidean theory, so such simple instantons do not exist in this standard form. There are many possible settings where the time dependence of the background would be important: during cosmic inflation, during pre-heating after inflation, during late time dark energy, etc. In fact in the case of today’s tunneling rates it is unclear if the static treatment is relevant: if the background is very slowly varying compared to the time-scale for tunneling, and one can therefore ignore the breakdown of time translational symmetry, then the tunneling is so fast our universe would have already tunneled. On the other hand, if the tunneling is sufficiently slow that we have yet to tunnel, then the background evolution matters and the static analysis is not clearly applicable. Furthermore, there are situations in which the instanton solution does not exist, while tunneling is still thought to occur, e.g.,
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see [15]. So there can be many important cosmological situations in which the static instanton based method can be sub-optimal and even inaccurate.

Therefore a much needed tool would be to have a formalism that tracks the dynamics of the tunneling process in real time rather than imaginary time. This method could then track non-trivial background dynamics that is relevant to cosmology and in other dynamical settings. This method suggests to use the real time dynamical classical equations of motion, as opposed to the imaginary time classical equations of motion which are at the heart of the usual instanton method. However, if one uses the classical equations of motion, one wonders: where does quantum mechanics enter? In such an approach, the only place it can enter is in the choice of initial conditions.

To elaborate on this, suppose we consider a scalar field $\phi$ subject to a potential $V(\phi)$, and suppose we expand around the false vacuum $\phi_{f}$ as $V = \frac{1}{2}m_{f}^{2}(\phi - \phi_{f})^{2} + \ldots$. Classically, one must specify initial conditions for the fluctuations $\delta \phi_{i}$ and momentum conjugate $\pi_{i} = \delta \dot{\phi}_{i}$. Since they are to evolve simultaneously in the classical theory, then they need to be drawn from a joint probability distribution $p(\delta \phi_{i}, \pi_{i})$. In the true quantum theory, such a joint distribution does not exist of course; one only has a wave function $\Psi$. So instead one must choose a related distribution. A concrete proposal is to (i) approximate the wave function as the free theory ground state wave function based around the false vacuum with mass $m_{f}$. Since the free theory ground state wave function is Gaussian it possesses a Wigner distribution $W$. Finally, in Section V we conclude in the choice of initial conditions.

By performing an ensemble average, one can show that this often leads to parametric agreement with the logarithm of the tunneling rates in the instanton approximation, and so it is can be potentially quite relevant and useful. We will refer to this as the “stochastic approach to quantum tunneling”. Pioneering work on this includes Refs. [16][17], while a more recent update that makes use of the Wigner formalism was done by some of us in Ref. [18]. Other relevant work includes Refs. [19][31].

It is difficult to make the case for precise quantitative agreement between this stochastic approach and the instanton approximation in Minkowski space (non-trivial backgrounds, including inflation, are not the focus of our present study). However, in the recent work published in PRL, Ref. [1] provided very interesting numerical results that appeared to drastically improve the situation. The authors implemented the stochastic method in 1+1-dimensions, by carrying out detailed numerical simulations in which the field was drawn from a Gaussian distribution, and then evolved classically. They computed the average time for bubble nucleation and deduced a tunneling rate. This was carried out in the context of a particular potential $V(\phi)$, that we will discuss later; see ahead to Eq. (17). They compared this tunneling rate to that obtained from the instanton method, claiming excellent agreement. This agreement was claimed to persist as the parameters in the potential were altered and the criteria for tunneling was adjusted.

In this paper we investigate this method carefully. We perform numerical simulations in 1+1-dimensions for a range of potentials. We also test the proposal in single particle quantum mechanics. We find that the method requires one to assume initial conditions with standard deviations smaller than those which arises from the Gaussian wave function. For the specific potential examined in Ref. [1], we find that one needs to suppress the standard deviations by a factor of $\varepsilon \approx 1/2$. This leads to a factor of 4 change in the tail of the Gaussian distribution’s exponent, which leads to a very large reduction in the tunneling rate down towards the instanton prediction; while the physical value of $\varepsilon = 1$ leads to tunneling that is far more rapid. We show that this problem is not unique to the specific potential chosen, but afflicts general potentials. Moreover, we find that different potentials require their own different values of suppression factors $\varepsilon < 1$ to mimic the instanton results. We also test re-scaling the fluctuations in $\delta \phi_{i}$ and $\pi_{i}$ differently, while still obeying the uncertainty principle, and find that these problems persist. Finally, we test the stochastic approach and its assumption of Gaussian initial conditions by directly comparing to a quantum problem that we numerically solve with this initial condition. Although we cannot efficiently solve this quantum problem in the context of quantum field theory, we can do so in the case of single particle non-relativistic quantum mechanics. By doing so, we find that disagreement persists.

Our paper is organized as follows: In Section II we provide more details of the stochastic method. In Section IIIA we present our numerical results: a periodic potential in [16][17]; a double well potential in [18][19] addressing renormalization issues in [18][19], and other physical states in Section IIIID. In Section IV we study the method in single particle quantum mechanics starting with an exact Gaussian wave function. Finally, in Section V we conclude.

II. STOCHASTIC METHOD

In this work we will be primarily interested in standard two-derivative actions. We will focus on a single scalar field $\phi$, but will later also discuss the case of a single particle in non-relativistic quantum mechanics. The standard two-derivative action in Minkowski space is given by

$$\mathcal{L} = \frac{1}{2} (\partial \phi)^{2} - V(\phi).$$

(1)
Hamiltonian is given in $d$ spatial dimensions by

$$
H_{\text{tree}} = \int d^d x \left[ \frac{1}{2} \pi^2 + \frac{1}{2} (\nabla \delta \varphi)^2 + \frac{1}{2} m_f^2 (\delta \varphi)^2 \right].
$$

This diagonalizes in $k$-space. The ground state wave functional is the Gaussian

$$\Psi_{\text{tree}}(\delta \varphi) \propto \exp \left[ -\frac{1}{2} \int \frac{d^d k}{(2\pi)^d} \omega_k |\delta \varphi_k|^2 \right],$$

where $\omega_k^2 = k^2 + m_f^2$. Since this is a Gaussian wave function, it has a positive definite Wigner distribution

$$W_{\text{tree}}(\delta \varphi, \pi) \propto \exp \left[ -\frac{1}{2} \int \frac{d^d k}{(2\pi)^d} \left( \omega_k |\delta \varphi_k|^2 + \frac{1}{\omega_k} |\pi_k|^2 \right) \right].$$

The 2-point correlation functions for the field and momentum conjugate are

$$\langle \delta \varphi_k^* \delta \varphi_{k'} \rangle_{\text{tree}} = \frac{1}{2\omega_k}(2\pi)^d \delta(k - k'),$$

$$\langle \pi_k^* \pi_{k'} \rangle_{\text{tree}} = \frac{\omega_k}{2}(2\pi)^d \delta(k - k').$$

The stochastic method uses the Wigner distribution as a joint probability distribution to sample $\delta \varphi$ and $\pi$ from simultaneously. This sets the variance in the field and momentum conjugate’s initial conditions. By sampling from the above distribution for each $k$-mode, we obtain a representative field $\varphi$ back in position space.

To define this precisely, let us consider a $1$-dimensional box of spatial size $L$ in which we impose periodic boundary conditions $\varphi(L/2, t) = \varphi(-L/2, t)$. The $k$-modes are then discrete, obeying $k_n = 2\pi n/L$, where $n$ is an integer. The system requires a cut-off on $n$ that we call $n_{\text{cut}}$. By sampling from the wave functional, we obtain the following stochastic initial conditions

$$\delta \varphi_n(x) = \frac{1}{\sqrt{L}} \sum_{n=1}^{n_{\text{cut}}} e^{ik_n x} \phi_n + c.c.,$$

$$\pi_n(x) = \frac{1}{\sqrt{L}} \sum_{n=1}^{n_{\text{cut}}} e^{ik_n x} \pi_n + c.c.,$$

where the factor $1/\sqrt{L}$ is a useful pre-factor when switching from the continuum to the discrete in a box of size $L$. Here the coefficients $(\phi_n, \pi_n)$ are random complex numbers; they have uniformly distributed phase on the domain $[0, 2\pi)$ and magnitude drawn from a Gaussian distribution, with standard deviation given by

$$\Delta \varphi_n = \sqrt{\langle |\phi_n|^2 \rangle} = \varepsilon_{\varphi} \frac{1}{\sqrt{2\omega_n}},$$

$$\Delta \pi_n = \sqrt{\langle |\pi_n|^2 \rangle} = \varepsilon_{\pi} \frac{\sqrt{\omega_n}}{2}.$$
Importantly, we have also included a pair of “fudge factors” \( \varepsilon_\phi, \varepsilon_\pi \) in our expressions for the standard deviations in Eqs. \((11,12)\). The correct value to obtain the actual fluctuations of the free theory of Eqs. \((5,8)\) is
\[
\varepsilon_\phi = \varepsilon_\pi = 1 \quad \text{(physical value).} \tag{13}
\]
If we re-scale the fluctuations in \(\delta \phi_i \) and \(\pi_i \), then the value assigned to the standard deviations can violate the uncertainty principle. One now has
\[
\Delta \phi_k \Delta \pi_k = \frac{\varepsilon_\phi \varepsilon_\pi}{2}, \tag{14}
\]
rather than the usual value of just 1/2 (recall that we are setting \(h = 1\)). If we set \(\varepsilon_\pi = 1/\varepsilon_\phi \) then we are still saturating the uncertainty principle; these correspond to physical states in the Hilbert space and and we will return to them in Section III D.

As we will see, it will be convenient to include the possibility of standard deviations that are suppressed relative to the physical value by these factors \(\varepsilon_\phi, \varepsilon_\pi\). As an example, one of the potentials we will be interested is the upcoming Eq. \((17)\), which was the focus of the paper [1]. In this case we will find that we need to use the fudge factors of
\[
\varepsilon_\phi = \varepsilon_\pi \approx \frac{1}{2} \quad \text{(Optimal value for Eq. \((17)\)),} \tag{15}
\]
in order to obtain reasonable quantitative agreement with the instanton approximation. Such values are violating the uncertainty principle by a factor of 1/4 and cannot be associated with a Wigner distribution. Now it is important to note that a change in the \(\varepsilon\)'s by any \(O(1)\) number, changes the distribution dramatically, as we will see quantitatively in the next Section. If one re-scales the standard deviation by a factor of \(\varepsilon = 1/2\), then one is enhancing the coefficient in the exponent of the Gaussian by a factor of 4 in \(\delta \phi_i \) and \(\pi_i\). Since one is often interested in situations at small coupling, where tunneling is rare, then one is deep in the tail of the Gaussian in order to find a configuration that can organize into a bubble and tunnel. This means that a factor of a few changes in the exponent (in either \(\delta \phi_i \) or \(\pi_i\) can translate into a huge change in the tunneling rate, as we shall see.

In this work we will see that the physical value of \(\varepsilon_\phi = \varepsilon_\pi = 1\) will produce tunneling rates that are much larger than the corresponding rates from the instanton method, and one will indeed need lower values of the \(\varepsilon\)'s. We will explore different potentials and different dimensionality (both \(d = 1\) and \(d = 0\)) to see how \(\varepsilon\) needs to change to force the stochastic method to show better agreement.

In any case, once the initial conditions are specified, then they are evolved under the classical field theory equations of motion
\[
\ddot{\phi} - \nabla^2 \phi + V'(\phi) = 0. \tag{16}
\]
Due to the non-trivial initial conditions, there can occasionally be a sufficient amount of energy accumulated in a region of space for the field to climb over the barrier, allowing a bubble to form and then expand; this effectively mimics the idea of “tunneling”. This simulation can be repeated numerous times for an ensemble average to determine a tunneling rate. Then one can compare to the familiar instanton rate, which in this context is usually thought to accurately describe the quantum tunneling rate in the weak coupling regime. In the next Section we will carry out this numerical procedure in detail.

III. POTENTIALS AND NUMERICAL RESULTS

In this section we will numerically explore several potentials \(V(\phi)\). We will then explore renormalization issues and multiple choices for the initial fluctuations.

A. Periodic Potential

As a starting point, we consider a periodic potential that was the primary focus of Ref. [1], namely
\[
V(\phi) = V_0 \left( - \cos \left( \frac{\phi}{\phi_0} \right) + \frac{\lambda^2}{2} \sin^2 \left( \frac{\phi}{\phi_0} \right) \right). \tag{17}
\]
Here \(V_0, \phi_0, \lambda\) are parameters. Formally, one can scale both \(V_0\) and \(\phi_0\) out of the classical equations of motion, leaving just 1 dimensionless parameter \(\lambda\), which controls the relative heights of vacua. However, in such re-scaled variables, the value of \(\phi_0\) will reappear in the initial conditions, just as it will appear in the quantum problem.

This potential is periodic and so it has an infinite number of false and true vacua. For \(\lambda > 1\) it has meta-stable false vacua. An illustrative plot is given as the middle pink curve in Figure 1. We can focus on the false vacuum at \(\phi_f = \pi \phi_0\) and determine the false mass \(m_f\) by expanding around this point. A convenient aspect of this potential is that one can use \(\cos(\phi/\phi_0)\) as a kind of diagnostic as to whether one is close to the false vacuum or the true vacuum. The value of \(\phi = \phi(x)\) varies from place to place, so it is useful to perform its spatial average \(\langle \cos(\phi/\phi_0) \rangle\). A value near \(-1\) means that the field is close to the false vacuum, while a value close to +1 means that the field is close to the true vacuum.

We drew our initial conditions from the above Gaussian distributions, in accord with the stochastic method, and solved the nonlinear classical field equation of motion. This was done implementing a standard leap-frog integrator in Python as well as in Mathematica. We checked that in our system the total energy changed by a small percentage on the order of (0.1 - 0.01)\%, and the errors in the field evolution were small as well. We have considered two different choices of cutoff in Eq. \((9)\) and Eq. \((10)\). First, we fixed \(k_{\text{cut}}\) to the value \(k_{\text{cut}} = k_* = (2\pi/L) n_* = 1024 \pi/(25 \sqrt{2}) \sqrt{V_0}/\phi_0\) similar to Ref. [1]. However, this cutoff is in general so large that renormalization effects can become relevant. For
The leading approximation for the tunneling rate is

\[ \Gamma_0 = \frac{S_B}{2\pi} \epsilon^{-S_B}, \]

where \( \Gamma_0 \) is a determinant prefactor which depends on the parameters of the potential. It is straightforward to compute these bounce actions in these simple field theories. In this paper, we neglect renormalization effects in the determinant prefactor. However, we will discuss the issue of loop corrections to the mass in Section \( \text{III.C} \).

In the figures we use the approximation \( \Gamma_0 = Nm^2L \), where \( N \) is the number of nearby true minima (so \( N = 2 \) in \( \text{Figure 2} \) and \( N = 1 \) in the upcoming \( \text{Figure 3} \)).

In the figure we have compared the instanton rates to the stochastic method with \( \epsilon = \epsilon_x = \epsilon_\phi \). For the latter, we have included both the \( \epsilon = 1 \) (orange points) and the \( \epsilon = 1/2 \) (blue points) choices for the initial fluctuations. We see that the physical value of \( \epsilon = 1 \) greatly overpredicts the tunneling rate, especially at large \( \phi_0 \), which is the weak coupling regime in which the instanton is usually thought to be the most trustworthy. On the other hand, by suppressing the fluctuations with \( \epsilon = 1/2 \) (or
\( \varepsilon \approx 1/2 \), there is observed to be rather good agreement between the two methods. The values in this latter curve (blue) are seen to be similar to the results in Fig. 2 of [1].

**B. Double Well Potential**

We will also consider the case of a double well potential. In particular, we consider the following quartic potential

\[
V(\phi) = V_0 \left( 1 - \frac{\phi^2}{\phi_0^2} \right)^2 + \lambda \left( 1 - \frac{\phi}{\phi_0} \right),
\]

(21)

where \( \lambda \) is another dimensionless parameter that controls the energy separation between the vacua. An illustrative plot is given as the upper brown curve in Figure [1]. In this case, we followed the spatial average of the field, which is shown in Figure 3 (top panel) for a representative choice of parameters. We then declare that a realization has tunneled once \( \langle \phi/\phi_0 \rangle \) is larger than the location of the maximum of the barrier which separates the false and true minima (the precise choice of threshold does not affect our results).

The tunneling rates from simulations using the stochastic method and the instanton are given in Figure 3 (bottom panel), fixing \( k_{\text{cut}} = k_* \) (again with \( \varepsilon = \varepsilon_\phi = \varepsilon_{\text{inst}} \)). Here we again see that the physical value of \( \varepsilon = 1 \) overpredicts the instanton tunneling. In this case, however, we find that the fudge factor of \( \varepsilon \approx 1/2 \) is not the optimal choice, as it was in the previous periodic potential. We find that for this model with \( \lambda \approx 1.18 \), the fudge factor \( \varepsilon \approx 0.35 \) provides the best fit.

This implies that there is no universal value for \( \varepsilon \), the amount by which one should suppress fluctuations in order to reproduce the instanton tunneling rates.

**C. Renormalization and Lower Cutoffs**

Let us now discuss renormalization effects. The one-loop quantum correction to the mass in 1+1-dimensions in both cases above is given by [32]

\[
m_\text{R}^2 = m_\text{B}^2 + g \frac{1}{24\pi} \log \left( \frac{k_{\text{cut}}^2 + m_\text{B}^2}{m_\text{B}^2} \right),
\]

(22)

where \( m_\text{B}^2 \) is the bare mass computed as \( V''(\phi = \phi_\text{B}) \) for the potentials Eqs. (17), (21) defined at the cutoff \( k_{\text{cut}} \). While \( g \) is a coefficient given by \( g = V_0/\phi_0^2(1 - 4\lambda^2) \) for the potential Eq. (17), and \( g = 24V_0/\phi_0^2 \) for the potential Eq. (21). By imposing that the renormalized mass is not very different from the bare mass \( |m_\text{R}^2 - m_\text{B}^2| < |m_\text{B}^2| \), so that renormalization effects are small, one can find an upper bound on \( k_{\text{cut}} \). The choice \( k_{\text{cut}} = k_\star \), which was considered above to compare with Ref. [1], turns out to be above this upper bound for the values of parameters considered here.

One may then wonder if better agreement between the stochastic approach and the instanton approximation can be obtained for a lower choice of cutoff to reduce any renormalization effects. We have considered this possibility and fixed \( n_{\text{cut}} = 10 \) for the potential of Eq. (17) and \( n_{\text{cut}} = 16 \) for the potential of Eq. (21). For these choices, we have checked that renormalization is negligible and a nucleating bubble is still well resolved. The results are presented in Figure 4 for both the physical choice \( \varepsilon = 1 \) as well as other choices of fudge factors that give rough agreement between the two approaches (again with \( \varepsilon = \varepsilon_{\phi} = \varepsilon_{\text{inst}} \)). Once again, we observe that the physical choice \( \varepsilon = 1 \) leads to an overestimate of the
We have considered this family of options for initial fluctuations in the stochastic method and applied them to the potential of Eq. (17). The results are given in Figure 4. For comparison we still compare to the standard instanton result. (One could modify the quantum theory by altering its initial condition accordingly, but that is not our focus right here.) Once again, we observe that for any choice within this family of physically allowed choices for initial fluctuations, we see a dramatic overprediction of the instanton tunneling rates at large \( \phi_0 \). In particular we see that if \( \varepsilon \) is small, we can no longer suppress the rates towards the instanton values (approximated by the exponent of bounce action in dashed-black curve), because to satisfy the Heisenberg uncertainty principle, the Wigner distribution implies a corresponding large value for \( \pi_i \), causing the field to have so much kinetic energy it easily goes over the hill-top and tunnel quickly. Similarly if \( \varepsilon \) is large, we suppress \( \pi_i \) but enhance \( \delta \phi_i \) so much it readily tunnels. In fact we see that \( \varepsilon = 1 \) is roughly the best choice (see orange data points) among this space of physically allowed initial conditions.

\[ W(\delta \phi, \pi) \propto \exp \left[ -\int \frac{d^d k}{(2\pi)^d} \left( \frac{\omega_k}{\varepsilon} |\delta \phi_k|^2 + \frac{\varepsilon^2}{\omega_k} |\pi_k|^2 \right) \right]. \]  

For general \( \varepsilon \neq 1 \), this no longer corresponds to the Wigner distribution of the free quadratic theory, and so may not seem an especially well motivated initial condition. However, it is a physical state in the Hilbert space, and saturates the uncertainty principle with \( \varepsilon = \varepsilon_\phi = 1/\varepsilon_\pi \) (recall Eq. (14)). This is to be contrasted with the fudge factors used in the previous subsections with \( \varepsilon = \varepsilon_\phi = \varepsilon_\pi \).

IV. INITIAL GAUSSIAN WAVE FUNCTION IN QUANTUM MECHANICS

Having established in the previous section that the stochastic approach does not quantitatively match the instanton results, unless one artificially reduces the amplitude of fluctuations, an important issue is to identify why and to test the stochastic approach directly. Recall that there are 2 aspects to the stochastic method: (i) drawing initial conditions for \( \delta \phi_i \) and \( \pi_i \) from the free theory Gaussian Wigner distribution, and (ii) evolving under the classical equations of motion. In this section, we will test the assumption (i) in a direct way. To do this, we will promote (i) to a fact of the quantum theory, i.e., we set the quantum initial condition to an actual Gaussian wave function. We then solve the Schrödinger equation directly and compare to the stochastic approach.

D. Other Physical Initial States

Finally, one can consider a class of fudge factors which arises from physical states, while being different from the most physically motivated value \( \varepsilon_\phi = \varepsilon_\pi = 1 \). By rescaling the argument of the wave-function in Eq. (5) by a factor of \( 1/\varepsilon^2 \), we obtain the following Wigner distri-
Since solving the Schrödinger equation directly in quantum field theory is so difficult (and is the primary reason to develop alternate approximation schemes in the first place), we turn to single particle non-relativistic quantum mechanics. This provides a useful, albeit limited, testing ground for the method. As a quantum mechanics analogue of the quantum field theory tunneling process, we focus on the escape of a single particle in the following potential

\[ V(x) = \frac{1}{2} m \omega^2 x^2 \left( 1 - \frac{1}{2} \left( \frac{x}{x_0} \right)^2 \right) \left( 1 + \frac{1}{2} \left( \frac{x}{x_0} \right)^2 \right), \tag{24} \]

which is initially located near \( x = 0 \). This is shown in Figure 6 (top panel), shifted up by a constant. Note that this has only one local minimum at \( x = 0 \). The tunneling rate for this potential in quantum mechanics is known to go as \( \Gamma \propto e^{-S_{\text{WKB}}} \), where \( S_{\text{WKB}} \) is the WKB factor.

For a precise comparison between the quantum and stochastic method, we now choose to start the quantum state in the exact Gaussian approximation to the wave function (defined with respect to the quadratic minimum of the potential)

\[ \psi_i(x) = \left( \frac{m \omega}{\pi} \right)^{1/4} \exp \left[ - \frac{1}{2} m \omega x^2 \right]. \tag{25} \]

\(^1\) We chose Eq. (24) instead of a double well potential because in quantum mechanics the position of a single particle initially sitting in one of the wells oscillates in time between the two wells. Therefore, in this case one cannot really talk of particle escape.

\(^1\) We chose Eq. (24) instead of a double well potential because in quantum mechanics the position of a single particle initially sitting in one of the wells oscillates in time between the two wells. Therefore, in this case one cannot really talk of particle escape.

For comparison, we can again perform the stochastic analysis to obtain an approximation to the variance. We do so as follows: First, we create an ensemble of \( 10^4 \) initial conditions for position and momenta chosen from...
Gaussian distributions whose variances are sourced from the quantum variances, so
\[ \sigma_{x,i}^2 = \frac{1}{2m\omega}, \quad \sigma_{p,i}^2 = \frac{m\omega}{2}, \]  
(i.e., \( \varepsilon_x = \varepsilon_p = 1 \)). We then evolve each member of the ensemble using the classical equations of motion and compute the ensemble average \( \langle x^2 \rangle_S(t) \).

The numerical results for the quantum and stochastic values are given in Figure 6 (bottom panel), with \( x_0 = 2.75/\sqrt{m\omega} \). We have chosen a box size of \( L = 3536/\sqrt{m\omega} \) and checked that this is large enough to ensure boundary reflection effects are small for the times plotted in the figure. We see that, while both approaches are somewhat similar for this choice of parameter, there are important differences: the stochastic method (dashed-orange) rises above the quantum result (solid-black), then goes lower than it at late times. This can be understood as follows: at early times, the stochastic method overpredicts the tunneling rate, as we saw in earlier sections. However, at late times, once the quantum particle escapes, it converts all its initial energy into kinetic energy and then moves out rapidly. While for the stochastic method, in most of the ensembles the particle gets trapped, while only occasionally it escapes. So the ensemble average is relatively suppressed at late times. These differences become even more extreme for larger \( x_0 \).

Therefore, in the simplest quantum mechanics example of single particle escape, exact Gaussian initial conditions are not sufficient to bring the stochastic approach into agreement with the true quantum evolution. Thus we attribute the discrepancy in the result to the procedure of classically evolving a quantum state in the stochastic method. It would be very informative to have exact simulations of quantum field theory to compare to the stochastic approach in that important context.

V. CONCLUSIONS

We quantitatively investigated the precision of the stochastic approach to tunneling in quantum field theory, comparing to the results of the standard instanton approximation. When the initial conditions on field fluctuations are drawn from the free quadratic theory Gaussian distributions and the evolution is then studied classically, we observed a significant quantitative disagreement between the two methods, in contrast with the recent claim of excellent agreement in Ref. [1]. It often does, however, have parametric agreement in the logarithm of the tunneling rate, as explained in other works [16,13].

In particular, we find that in quantum field theory in 1+1 dimensions the stochastic method overestimates the tunneling rate as compared to the instanton approximation. We showed that one needs to suppress fluctuations by an appropriate fudge factor \( \varepsilon < 1 \) in order for the methods to be in good agreement. However, this comes at the expense of considering initial states which violate the uncertainty principle and therefore cannot arise from a Wigner distribution associated with a state in the Hilbert space. Also, we found that the optimal value of the fudge factor to mimic the instanton result depends on the shape and parameters of the potential under investigation. Furthermore, we found that for any choice of initial fluctuations that satisfy the uncertainty principle, and can therefore arise from the Wigner distribution of a physical state in the Hilbert space, the tunneling rate always far exceeds the instanton result. If the instanton is indeed accurately describing the quantum theory, then this means the stochastic approach is only parametrically correct in the logarithm of rates.

Note that this is all in contrast to the case in which the relevant modes begin at high occupancy; here the stochastic method of ensemble averaging from an initial positive definite Wigner distribution matches the quantum theory’s predictions, as shown in Ref. [34].

We made a first step towards comparing the predictions of the stochastic approach to the exact underlying quantum theory and testing the assumption of Gaussian initial conditions, by numerically solving the Schrödinger equation for a single particle quantum mechanics escape problem. We found that disagreement occurs both at early and late times.

There are several directions for future work. If the goal is to bring the stochastic approach into alignment with the instanton approximation, then future work would be to develop a theory behind the optimal fudge factor \( \varepsilon \). It may well be that the optimal value should be a function of \( k \), i.e., \( \varepsilon \rightarrow \varepsilon_k \). Furthermore, it would be interesting to understand if better quantitative agreement between these methods can be obtained by considering more than one spatial dimension, or special types of potentials, or in multi-field models. Other work would be to find exact tunneling rates in special quantum field theories, especially in regimes in which the instanton approximation is inaccurate, and then to directly test the predictions of the stochastic approach in such regimes.
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