Cooperative P-Wave Velocity Measurement with Full Waveform Moment Tensor Inversion in Transversely Anisotropic Media
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Abstract: Precise stochastic approaches to quantitatively calculate the source uncertainties offers the opportunity to eliminate the influence of anisotropy on moment tensor inversion. The effects of ignoring anisotropy were tested by using homogeneous Green’s functions. Results indicate the influence of anisotropy and noise on fault plane rotation is very small for a pure shear source whether it is restricted to double couple solution or full moment tensor solution. Green’s functions with different prior rough anisotropy information were tested, indicating that the complex source is more sensitive to velocity models than the pure shear source and the fault plane rotation caused by full moment tensor solution is larger than the pure double couple solution. Collaborative P-wave velocity inversion with active measurements and passive acoustic emission data using the fast-marching method were conducted, and new Green’s functions established based on the tomography results. The resolved fault plane solution rotated only 3.5° when using the new Green’s functions, but the presence of spurious isotropic and compensated linear vector dipole components was not completely eliminated. It is concluded that the cooperative inversion is capable of greatly improving the accuracy of the fault plane solutions and reducing the spurious components in the full moment tensor solution.

Keywords: moment tensor inversion; tomography; full waveform; transversely anisotropic

1. Introduction

Moment tensor inversion is an extremely advantageous tool which links the station observations to source models. The seismic moment tensor describes the event magnitude, the rupture type (e.g., shear, tensile), and the orientations of fractures by a matrix of nine force couples. Great progress has been made in moment tensor interpreting for ruptures at different scales. For example, Materna et al. (2019), Buijze et al. (2019), and Hensch et al. (2019) analyzed earthquake nucleation and the rupture process [1–3]. They successfully identified artificial nuclear explosions from natural earthquakes using moment tensor inversion. This technique is increasingly used for recognizing non-double couple earthquakes [4–7], discriminating volcanic events and hydraulic-fracturing induced earthquakes [8–12]. Besides, moment tensor inversion is applied for illuminating faulting complexities [13–16]. For example, Dublanchet et al. (2015) inferred fault mechanical conditions from the source parameters of a complex microseismic multiplet in Corinth rift, Greece [1–3]. In the past three years, seismic moment tensors have been adopted to analyze spatial and temporal stress variations through stress tensor evaluation [17–20] and to predict ground motions considering focal mechanisms [21–24]. For example, Hardebeck and Okada (2018), obtained temporal stress changes caused by earthquakes employing moment tensor inversion [1–3]. Ma et al. (2019) predicted ground motions induced by mining seismic events with different focal mechanisms [1–3].

Seismic moment tensor solutions are traditionally determined using 1-D, radially symmetric models [25,26]. This works well for global earthquakes with magnitudes larger than 5.5. However, the rock media is heterogeneous, with heterogeneities caused by the
presence of ore bodies, dykes, and huge excavations in mining environments. The 3-D effects become severe and unneglected for moderate and micro-earthquakes with higher frequency waveforms in regional distances [27,28]. Due to the 3-D sensor network and the anisotropic velocity model, the ray paths from the source to the sensors are dramatically complicated. Oversimplified velocity models affect the accuracy of moment tensor inversion in varying degrees [29–31].

Sileny and Vavryčuk (2002) first mentioned that the compensated linear-vector dipole (CLVD) and the isotropic (ISO) components of the full moment tensor (FMT) will be overestimated for pure-shear sources when inverting events with waveforms recorded in anisotropic structures but assuming isotropy [32]. This finding was also confirmed by Hingee et al. (2011) [33]. Their researches claimed that inversions using 1-D Green’s functions cannot retrieve the correct source parameters generated by realistic 3-D model. Grechka (2020) explained that the reason for this phenomenon is the combination of anisotropy and orthorhombic focal regions, responsible for the deviations from double couples (DC) [34]. Menke and Russell (2020) also clarified that the intensities of the ISO and CLVD components are functions of the deviations of the medium isotropy [35]. Since the observations often contain noise, Jechumalová and Bulant (2014) compared the accuracy of moment tensor inversion under the dual influences of anisotropy and noise contamination [36]. They demonstrated that coarse Green’s functions (even 1-D) may be sufficient when a completely high-quality dataset is available, but using exact 3-D Green’s functions enables the use of fewer data or data of lower quality to access reasonable results. To further understand the effect of anisotropy on moment tensor inversion in different scales (earthquakes, microseismic events, and acoustic emissions), Vavryčuk (2018) systematically studied the errors imported when anisotropy is neglected [37].

Generally, there are three ways to reduce the 3-D effects. The most direct way is to invert the tomographic image as accurately as possible, using the 3-D velocity structure model for moment tensor inversion [28,38–40]. The second way is stick to 1-D Green’s functions, but carry out the inversion in frequency domain [41,42]. With the advantage of lower dependency on the alignment of the observed seismograms, this method greatly reduced the impact of poorly modeling velocity structures [25]. The third way is to use stochastic approaches to quantitatively calculate the uncertainties of the full moment tensor (ISO and non-DC components) when using a simplified velocity model, e.g., by perturbing the dataset (e.g., randomly removing a certain partial of the available traces) to derive the probability density distribution of the moment tensors and to infer a likelihood interpretation [43,44].

The above methods have their own advantages and applicable conditions (e.g., only in medium-scale and large-scale scenarios). For the very high frequency and very small-scale acoustic emission data, there is no relevant attempt at present. Considering the inherent characteristics of acoustic emission data, such as the large amount of datasets and the nonnegligible anisotropy of rock mass, we consider combining the above three ways to adapt to the focal mechanism inversion of microseismic/acoustic emission events on a meter scale. This motived us to cooperate velocity tomography with full waveform moment tensor inversion in anisotropic media (transverse isotropy). The 3-D, anisotropic P-wave velocity image is inverted by the quasi-Newton method based on active measurements and passive microseismic observations. The moment tensor results are determined with a full waveform, stochastic boost method.

2. Method

2.1. Moment Tensor Inversion Algorithm

We employed a joint inversion scheme that estimates the moment tensors from a combination of seismic waveforms and waveform attributes. The algorithm explores the full model space and maps model parameter trade-offs through a Bayesian bootstrap-based stochastic optimization [45]. Instead of simulating the sampling distribution of a statistic estimating a parameter, the Bayesian bootstrap simulates the posterior distribution of the
2. Method
2.1. Moment Tensor Inversion Algorithm
We employed a moment tensor inversion algorithm [46]. Multiple objective functions (the misfit between observed and synthetic data) are explored in parallel as individual bootstrap chains. Meanwhile, an individual high-score list is maintained for each bootstrap chain and updated after each iteration when all objective functions are evaluated for a candidate model. Bootstrap chains converging to different areas of the model space represent the uncertainty of the models with respect to errors in the data. From the combination of results from all bootstrap chains’ high-score lists, the current best and mean solutions can be retrieved [47]. Stochastic analysis is widely used for mathematical models of systems and phenomena that appear to vary in a random manner. In areas relevant to this study, successful applications include the reliability assessment of shear wave velocity [48], nonlinear ground response analysis in cities [49], and deep shear wave velocity profiles with estimates of uncertainty in the complex interbedded geology [50].

2.2. Tomography Algorithm
Tomography inversion involves solving the physical relationship between the velocity and anisotropy (E) structure as well as the measured arrival times. Following the fast-marching algorithm, we defined the velocity and anisotropy structures along a regular orthonormal grid with relatively coarse spacing. The horizontal P-wave velocity (Vh) structure is solved using the fast-marching method by tracing rays within a linearly refined grid. The iteration starts with the sensor locations, the prior source locations, the arrival times from surveys and sources, the prior Vh model, and the prior E model. In order to limit the iteration range and increase the calculation speed, the grid refinement factor, the quasi-Newton step size, the maximum number of iterations, and the standard deviations on Vh and E, arrival time picks, source locations, and source origin times need to be set in advance. Figure 1 shows a synthetic example of an anisotropic model inversion. The white cross in Figure 1 shows the position of the event, and the red triangles shows the sensors. The left plot in Figure 1 shows the true model, based on which we generated the synthetic data. The middle plot in Figure 1 shows the inversion at the first quasi-Newton iteration. The right plot shows the tomography results at the 8th iteration step. The white lines indicate the rays from the source to the sensors at the corresponding resolved velocity model. The rays were traced by a refined grid with a factor of 10.

![Figure 1. Synthetic example of an anisotropic model inversion.](image-url)

2.3. Configuration of the VTI Anisotropic Model
Stress and fracture usually generate anisotropies aligned with the compression axis. In practice, the scene of initially rockmass subjected to triaxial compression can be recognized as a VTI (vertically transversely isotropic) geometry, especially on meter scale or smaller scales (e.g., in laboratory experiment). The VTI anisotropic model we assumed is a $4.8 \times 4.8 \times 6.4$ m cuboid with wave velocity increases uniformly from 4.0 m/s at the bottom to 5.0 m/s at the top (Figure 2). The source is located at the center of the bottom layer (depth of 6.4 m) with moment magnitude of $-4.0$. According to the Nyquist’s theory,
the sampling frequency needs to be at least twice of the corner frequency. Since we focus on the events with a dominant frequency below 2500 Hz, the sampling frequency of the seismogram used during moment tensor inversion is 5000 Hz.

![Figure 2. Configuration of the VTI anisotropic model, the source, and the sensor network. The source is located at the center of the bottom layer. The sensors are presented by red triangles. The black curves represent the ray path from the source to the sensor.](image)

In this study, we assumed two source models. Source 1 is a pure shear source with strike of 85.0°, dip of 72.0°, and rake of 76.0°. Source 2 is a complex non-double couple source with ISO, DC, and CLVD of 52.1%, 8.3%, and 39.6% respectively. Their source configurations are listed in Table 1. We arranged a 3-D sensor network around the source, which is divided into five layers in the vertical direction, with an interval of 1.6 m between each layer. There are 8 sensors distributed with equal angular interval on each layer (Figure 2). These sensors are able to passively record acoustic emission signals, allowing active ultrasonic probing at repeated time intervals.

| ISO [%] | DC [%] | CLVD [%] | Strike [°] | Dip [°] | Rake [°] | Type                      |
|--------|--------|----------|------------|--------|---------|--------------------------|
| Source 1 | 0.0    | 100.0    | 0.0        | 85.0   | 72.0    | 76.0         | Pure shear source       |
| Source 2 | 52.1   | 8.3      | 39.6       | 81.1   | 61.5    | 149.8        | Complex non-double couple source |

3. The Influence of Anisotropy on the Inversion of Focal Mechanism

In order to analyze the influence of anisotropy on the inversion of focal mechanism, we conducted two sets of experiments. The first set of experiments was performed without any prior anisotropy information. Homogeneous Green’s functions under increasing noise scales were used in the inversion. In the second set of experiments, we used simplified layered Green’s functions with inaccurate anisotropic prior information. The basic configurations of the Green’s functions used in these two experiments are the same: the sampling rate is 5000 Hz, the receiver delta is 1.6 m, the source delta is 0.1 m, and the distance delta is 0.1 m. The ratio of P-wave velocity to S-wave is 1.769 at same position. The Green’s functions were calculated by reflectivity-type wavenumber integration methods in cylindrical symmetry with receivers at the varying depth.

3.1. Inversion without Prior Anisotropy Information

The waveforms at the sensor positions based on the anisotropic model were generated (Section 2.3). Increasing noise levels with scales $3 \times 10^{-7}$ and $6 \times 10^{-7}$ were added to
the noise free data. Homogeneous Green’s functions with P wave velocity of 4000 m/s, 4250 m/s, 4500 m/s, 4750 m/s, and 5000 m/s were built. The moment tensor inversions were performed in two scenarios, one to limit the solution to double couple and the other to solve the full moment tensor. The frequency band of acausal filter was set to 800–900 Hz. The relative to hypocenter origin time to be searched in the optimization is ±0.0005 s. The centroid location with respect to hypocenter origin is ±0.1 m.

The inversion was performed in the time domain and the results are shown in Figure 3. The inversion was restricted to DC solution and FMT solution separately. The NS0, NS1, and NS2 indicate noise free, noise scale $3 \times 10^{-7}$, and scale $6 \times 10^{-7}$ respectively. The KA1, KA2, and KA3 indicate the Kagan angel of the solution to the real fault planes under corresponding noise levels. The dotted line A and line B in the FMT decomposition indicate the real ratio of the ISO component and the DC component. The black solid lines in the FMT beachballs show the decomposed DC solution. The numbers in the lower right corner of the beachball indicate the inverted moment magnitude.

**Figure 3.** Inversion under homogeneous Green’s function with increasing noise levels for the two sources.

For the pure shear source (Source 1, Figure 3a), it does not seem the case that the greater the noise, the greater the rotation of the resolved fault plane. The influence of the 3D wave velocity anisotropy and noise on fault plane rotation is very small whether it is restricted to DC solution or FMT solution. Relatively speaking, the greater the difference between the velocity of the isotropic model and the actual velocity at the source, the greater
the rotation of the fault plane. For example, the Kagan angle is 2.1° when using isotropic Green’s function with P-wave velocity of 4250 m/s, while it is 7.6° in the model of 5000 m/s. Noise and wave velocity anisotropy both increase the non-DC component. The influence of noise is greater than that of the anisotropy. The largest non-DC component occurs in the 4000 m/s isotropic model with noise scale of $6 \times 10^{-7}$, where the ratio of ISO component is 42% and the ratio of CLVD component is 4%. The pure DC solution is not consistent with the DC component in FMT. No matter the noise or the wave velocity anisotropy, it has no major impact on the inverted magnitude.

It is noticed that for the complex source (Source 2, Figure 3b), noise and anisotropy have varying impacts on the moment tensor solution, not only causing the nodal plane to be rotated, but also causing the ratio of each component to change. It can be seen that the greater the velocity difference between the homogeneous model and the actual structure, the smaller the ISO component resolved. For example, the ISO component reduced by 23% when using isotropic Green’s function with P-wave velocity of 5000 m/s, but increased by 20% when using homogeneous model with 4000 m/s. When the velocity of the used Green’s function differs greatly from the actual value at the source, the noise has a greater impact on the proportion of the non-DC component. For example, the DC component increased by three times when using velocity of 5000 m/s under noise scale of $3 \times 10^{-7}$ and increased by 5 times with velocity of 4750 m/s under noise scale $6 \times 10^{-7}$. The inaccuracy of the velocity model leads to large errors in the solved fault plane, and even leads to a maximum rotation of 81.5°. We noticed that the influence of the isotropic velocity model and noise on the complex seismic source (the Source 2) is significantly greater than that of the pure shear source (the Source 1). Whether it is pure shear source or complex non-double couple source, the fault plane solution from pure DC inversion is more accurate than that from the FMT inversion. For example, the minimum rotation of the DC solution is 2.9° for the Source 2 when noise free data are used, while the corresponding FMT is rotated by 38.7° under the same conditions. We even conclude that in case of inaccurate velocity models, the moment tensor solution results of complex seismic sources are unreliable, especially for high-frequency events on a small scale.

3.2. Inversion with Prior Anisotropy Information

In actual engineering, we more or less know some basic prior anisotropy information (e.g., where the wave velocity is higher or lower) about the area of interest. To this end, we established three layered velocity models after premeditating different prior anisotropy information. The three models (Figure 4) consider five, three, and two isotropic layers, respectively. The velocity of each layer corresponds to the average velocity of the corresponding geometry in the actual model (Figure 2). The velocity for the five layers in Prior Model 1 is 4.2 km/s, 4.4 km/s, 4.6 km/s, 4.8 km/s, and 5.0 km/s, from bottom to top, respectively. The velocity for the three layers in Prior Model 2 is 4.25 km/s, 4.5 km/s, and 4.75 km/s, from bottom to top, respectively. The velocity for the two layers in Prior Model 3 is 4.25 km/s for the bottom and 4.75 km/s for the top. The difference between these three prior models and the actual model increases in turn (Figure 4). The waveform data used in this test were generated by the actual model without adding any noise. The inversion configuration parameters were set the same as that in the Section 3.1. The inversion results are shown in Figure 4. The beachballs in cyan color correspond to Source 1, and the ones in orange color correspond to Source 2. The left beachball shows the pure DC solution, the middle one shows the FMT solution, and the right one shows the DC component decomposed from the FMT solution. The moment magnitude, the fault plane rotation (Kagan angle), and the FMT decomposition (in format (ISO, DC, CLVD)) are listed below the beachballs.
It is obviously noticed that when using the inhomogeneous medium model with prior anisotropy information, the pure DC solution is different from the DC component decomposed from the FMT solution. The fault plane rotation caused by FMT solution is larger than the pure DC solution. For example, the Kagan angle is 11.4° for the DC component form FMT solution when Prior Model 3 is used for the Source 1, but it is only 3.3° for the pure DC solution. When Prior Model 1 is used for the Source 2, the fault plane rotated 33.2° for the FMT solution, but only rotated 8.0° when restricted to pure DC solution. The above results also indicate that the complex source is more sensitive to velocity models than the pure shear source. From the comparison of the three prior models, the increase of the difference from the real model does not necessarily lead to the increase of non-DC components. In other words, the applied probability inversion method can effectively reduce the error that may be caused by the inaccuracy of the velocity model.

Comparing Figures 3 and 4, we can see that the solutions from Green’s functions with prior anisotropy information is much better than that without any prior anisotropy information. For Source 1, the maximum Kagan angle of DC solution is 4.2° (using Prior Model 1), and it is 7.6° when using velocity model without any prior anisotropy information (homogeneous Green’s function with P wave velocity of 5000 m/s). However, even if the prior models are used, the calculated FMT solutions still have an unignorable non-DC component for Source 1. There is not much improvement compared with the inversions when using homogeneous models. However, basically correct FMT solutions were obtained for Source 2 when using Prior Model 1 and Prior Model 2. In comparison between the prior models, generally, the more accurate the velocity model, the more reliable the inversion result. That is why accurate tomography is required.

4. Tomography

The coverage of ray paths for single event is not dense enough to constrain the full 3D velocity structure. On the one hand, we used the active probing function of the sensors to increase paths with definitely source positions. On the other hand, we randomly generated 600 events and calculated the arrival times of each event to the sensors using the fast-marching algorithm. Consequently, we conducted collaborative velocity inversion with active measurements and passive acoustic emission data. Except for the difference of the prior model, all the configurations used in the three anisotropic media inversions are the same. The inversion parameters used for the velocity imaging are listed in Table 2. Essentially, the correlation length provides a smoothness of the velocity structure,
preventing (statistically) heterogeneities over length scales smaller than it. That is, the roughness of the inversion result is controlled by the correlation length. Comprehensive considering the grid spacing (80 mm) and the grid refinement factor (10), the correlation length is selected as 5 mm. The inversion results are shown in Figure 5.

Table 2. Inversion parameters used for the velocity tomography.

| Grid Spacing [mm] | Grid Refinement Factor | Step Size | Correlation Length [mm] | SD * on Location [mm] | SD on \(t_0\) [\(\mu s\)] | SD on Event Picks [\(\mu s\)] | SD on Survey Picks [\(\mu s\)] | SD on \(ln(V_h)\) | SD on \(E\) |
|-------------------|------------------------|-----------|--------------------------|-----------------------|--------------------------|-----------------------------|-----------------------------|----------------|----------------|
| 80                | 10                     | 1.0       | 5                        | 20/20/20              | 0.2                      | 0.01                        | 0.01                        | 0.1             | 0.1            |

* SD is short for standard deviation.

Figure 5. Tomography results with the three prior models. The red curves indicate the rays of active measurements which providing paths with definitely source positions. The black curves represent the ray path from the source to the sensors. The red triangles indicate the sensors.

It can be seen from Figure 5 that the inversion results all match the actual situation. Moreover, the toppper the structure, the greater the velocity. The tomography result of the inversion from Prior Model 1 is the most accurate, and the overall resolved velocities are concentrated with 3.834 km/s to 5.192 km/s. As the prior model becomes rougher, the inversion results become more discrete and the overall error of the inversion result grows. In order to analyze the accuracy of the resolved velocity at each node, we divided the model every 0.64 m in the vertical direction, and then counted the solution distribution by layer. The statistical results are shown in Figure 6. The layer ranges (m) specified for Figure 6 are listed in Table 3 and the standard deviation in different layers are listed in Table 4.

From the distribution of the standard deviation, the closer to the top layer (farther from the source), the more discrete the results when under a specific priority model. From the comparison of the three prior models, the discreteness of Model 3 is greater than that of Model 2, and the results from Model 2 are greater than those of Model 1. It can be noticed from the statistical results that although the inversion results are becoming more and more discrete from Prior Model 1 to Model 3, the average value in each layer of the models is almost the same as the actual value. We can be sure that such tomography results are acceptable.
Figure 6. Statistics of the solution distribution in each layer (every 0.64 m, See Table 3) with the three prior models. The unit for the velocity is km/s.

Table 3. Layer ranges (m) specified for Figure 6. The direction of the z-axis is from bottom to top.

| Layer 0 | Layer 1 | Layer 2 | Layer 3 | Layer 4 | Layer 5 | Layer 6 | Layer 7 | Layer 8 | Layer 9 | Layer 10 |
|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|
| 0–0.64  | 0.64–1.28 | 1.28–1.92 | 1.92–2.56 | 2.56–3.2 | 3.2–3.84 | 3.84–4.48 | 4.48–4.48 | 4.48–5.12 | 5.12–5.76 | 5.76–6.4 |

Table 4. Standard deviation in different layers.

| Prior Model 1 | Layer 0 | Layer 1 | Layer 2 | Layer 3 | Layer 4 | Layer 5 | Layer 6 | Layer 7 | Layer 8 | Layer 9 | Layer 10 |
|---------------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|
| 0.042         | 0.031   | 0.035   | 0.038   | 0.036   | 0.037   | 0.035   | 0.036   | 0.044   | 0.044   | 0.046   |
| Prior Model 2 | 0.047   | 0.041   | 0.043   | 0.058   | 0.053   | 0.054   | 0.056   | 0.055   | 0.053   | 0.055   | 0.048   |
| Prior Model 3 | 0.082   | 0.072   | 0.060   | 0.053   | 0.063   | 0.047   | 0.060   | 0.057   | 0.076   | 0.075   | 0.077   |

5. MT Reinversion Results and Discussion

Based on the velocity imaging results (Figure 5), we used the average velocity of each layer (every 0.64 m in vertical) as the inverted VTI model, and established the new Green’s function (Figure 7). According to the inversion method mentioned in Section 2.1, we recalculated the focal mechanism of the two events (Figure 7). The orientation of the focal mechanism appears to be robustly retrieved. The resolved fault plane solution rotated only 3.5° for the Source 1 and rotated merely 3.4° for the Source 2. This is a huge improvement for Source 2 compared with the result when using homogeneous models (Figure 3) and the result when using inaccurate anisotropy models (Figure 4). We can conclude that, for complex sources, in order to ensure the accuracy of the resolved focal mechanism, the velocity model needs to be as accurate as possible, while pure shear sources (such as fault slips) have relatively low requirements for the velocity models.

Even when the velocity model is relatively accurate, the non-DC component of Source 1 still increased 17.3%. The neglect of anisotropy results in the presence of spurious ISO and CLVD components indeed. However, even if anisotropy is considered, if it is not accurate enough, this effect is inevitable. It is easy to mislead the type of event (e.g., fault slip or collapse of rock due to mining activity). Therefore, it is necessary to comprehensively predict event types before the inversion (e.g., through location analysis).

The fundamental reason for the deviation of the focal mechanism is that the ray paths are sensitive to the velocity model. While the ray paths are straight lines in the homogeneous velocity model, the real ray paths may be curved in heterogeneous structures. Kühn and Vavryčuk (2013) reported that a complicated 3D velocity model with strong
velocity contrasts can distort not only the P-wave polarity pattern, but also the P-wave amplitudes [27]. Consequently, the positions of P-wave arrival and the first onset polarities can be remarkably different due to ray bending. For the simplicity of the anisotropic VTI model (Figure 7), the travel-time difference increases with the take-off angle of the seismic rays. The slightest deviation in the 3D velocity may have a significant impact on the fitting of the full waveforms, especially for the non-shear sources.

![Figure 7](image-url) The new VTI Green’s function, the inversion results of the two sources, and the fitting for the DC solution for the Source 1.

6. Conclusions

Small changes in velocity may lead to remarkable changes in ray paths and inevitably lead to unreliable moment tensor results. Now, with dense seismic arrays and advanced imaging methods, 3D rock velocity imaging has become more accurate. In addition to improving the accuracy of the velocity model, stochastic approaches were adopted to quantitatively calculate the source uncertainties to significantly eliminate the influence of anisotropy on moment tensor inversion.

To clarify the impact of transverse anisotropy on high-frequency events at the scale of meters, we considered an anisotropic medium with 20 levels of anisotropy ranging from 4 to 5 km/s in P waves and carried out three synthetic tests: (1) directly using homogeneous Green’s functions, (2) using Green’s functions with different prior rough anisotropy, and (3) conducting collaborative velocity inversion using the fast-marching method, establishing new Green’s functions based on the tomography results. The main findings including:

1. The influence of anisotropy and noise on fault plane rotation is very small for a pure shear source whether it is restricted to double couple solution or full moment tensor solution. However, it may have varying impacts on the moment tensor solution for the complex source, not only causing the nodal plane to be rotated, but also causing the ratio of each component to change.

2. The velocity model needs to be as accurate as possible to ensure the accuracy of the resolved focal mechanism for complex sources, while pure shear sources have relatively low requirements for the velocity models. When an accurate 3D velocity model cannot be obtained, providing the necessary prior information about the velocity distribution is of great help to the results.

3. The cooperative inversion is capable of greatly improving the accuracy of the fault plane solutions and reducing the spurious components in the full moment tensor solution. This method can continue to be tested and extended at similar meter scales.
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