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Abstract

In this paper, we solve the remaining cases of the boundary Yamabe problem introduced by Escobar\cite{18} in 1992. Indeed, using the bubbles of Brendle-Chen\cite{12}, which are an adaptation to manifolds with boundary of the original ones introduced by Brendle\cite{11} for the study of the Yamabe flow on closed Riemannian manifolds of dimension greater or equal to 6, and the algebraic topological argument of Bahri-Coron\cite{8}, we solve the cases left open after the work of Brendle-Chen\cite{12}. Thus combining our work with the ones of Brendle-Chen\cite{12} and Escobar\cite{18}, we have that the boundary Yamabe problem is a done deal.
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1 Introduction and statement of the results

In 1992 Escobar\cite{18} raised the question of whether every compact \( n \)-dimensional Riemannian manifold with boundary and \( n \geq 3 \) carries a conformal metric with constant scalar curvature in its interior and vanishing mean curvature on its boundary. In the same work he provides a positive answer unless \( n \geq 6 \), the boundary is umbilic, the manifold is not locally conformally flat and its Weyl tensor vanishes identically on the boundary. Recently, building on the work of Brendle\cite{11}, Brendle-Chen\cite{12} have made a very important progress on the cases left open by Escobar\cite{18} by solving many situations and reducing the remaining ones to the positivity of the ADM mass of a certain class of asymptotically flat manifolds. Unfortunately, the latter positivity is not know to hold.

Our main goal in this work is to solve the cases left open by Brendle-Chen\cite{12} and Escobar\cite{18}. Indeed using the bubbles of Brendle-Chen\cite{12} combined with a suitable scheme of the algebraic topological argument of Bahri-Coron\cite{8}, we give a positive answer to the cases of the boundary Yamabe problem remaining after the works Brendle-Chen\cite{12} and Escobar\cite{18}, by showing a result which covers all the cases left open after the latter works. To state clearly our theorem, we first fix some notation. Given \((\overline{M}, g)\) a compact \( n \)-dimensional Riemannian manifold with boundary \( \partial M \), interior \( M \), and \( n \geq 3 \), we denote by \( L_g = -4\frac{n-1}{n-2}\Delta_g + R_g \) the conformal Laplacian of \((\overline{M}, g)\) and \( B_g = \frac{4(n-1)}{n-2} \frac{\partial}{\partial g} + 2(n-1)H_g \) the
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conformal Neumann operator of \((M, g)\), with \(R_g\) denoting the scalar curvature of \((\overline{M}, g)\), \(\Delta_g\) denoting the Laplace-Beltrami operator with respect to \(g\), \(H_g\) is the mean curvature of \(\partial M\) in \((\overline{M}, g)\), \(\frac{\partial}{\partial n}\) is the outer Neumann operator on \(\partial M\) with respect to \(g\). Furthermore, we define the following boundary Yamabe functional

\[
\mathcal{E}_g(u) := \frac{\langle L_g u, u \rangle + \langle B_g u, u \rangle}{\int_M u^\frac{4}{n} \, dV_g}, \quad u \in W_+^{1,2}(\overline{M}),
\]

where \(\langle L_g u, u \rangle := \langle L_g u, u \rangle_{L^2(\overline{M})}\), \(\langle B_g u, u \rangle := \langle B_g u, u \rangle_{L^2(\partial M)}\), \(dV_g\) is the volume form with respect to \(g\), and \(W_+^{1,2}(\overline{M}) := \{ u \in W^{1,2}(\overline{M}) : u > 0 \} \) with \(W^{1,2}(\overline{M})\) denoting the usual Sobolev space of functions which are \(L^2\)-integrable with their first derivatives (for more information, see [4] and [23]). Moreover, we recall that the Yamabe invariant of \((M, \partial M, g)\) is defined as

\[
\mathcal{Y}(M, \partial M, g) := \inf_{u \in W_+^{1,4}(\overline{M})} \mathcal{E}_g(u).
\]

Now, having fixed the needed notation, we are ready to state our theorem which reads as follows.

**Theorem 1.1** Assuming that \((\overline{M}, g)\) is a \(n\)-dimensional compact Riemannian manifold with boundary \(\partial M\) and interior \(M\) such that \(\partial M\) is umbilic in \((\overline{M}, g)\), \(n \geq 6\), and \(\mathcal{Y}(M, \partial M, g) > 0\), then \(\overline{M}\) admits a Riemannian metric conformal to \(g\) with constant scalar curvature in \(M\) and zero mean curvature on \(\partial M\).

Hence as already said, Theorem 1.1 and the works of Brendle-Chen[12] and Escobar[18] imply the following positive answer to the Yamabe problem for manifolds with boundary introduced by Escobar[18].

**Theorem 1.2** Every \(n\)-dimensional compact Riemannian manifold with boundary and \(n \geq 3\) carries a conformal metric with constant scalar curvature in the interior and zero mean curvature on the boundary.

**Remark 1.3** We would like to emphasize the fact that we do not know whether our solution is a minimizer of the Euler-Lagrange functional \(\mathcal{E}_g\) or not.

Under the assumptions of Theorem 1.1, the boundary Yamabe problem is equivalent to finding a smooth and positive solution to the following semilinear elliptic boundary value problem

\[
\begin{cases}
L_g u = u^\frac{n+2}{n-2} & \text{in } M, \\
B_g u = 0 & \text{on } \partial M.
\end{cases}
\]

On the other hand, thanks to the work of Cherrier[14], we have that smooth solutions of (3) can be found by looking at critical points of the boundary Yamabe functional \(\mathcal{E}_g\), and we will pursue such an approach here. Precisely, to prove Theorem 1.1, we use the algebraic topological argument of Bahri-Coron[8]. The latter argument is well known to be related to the notion of critical points at infinity introduced by Bahri[5]. However, to study the critical points at infinity of a conformally invariant geometric variational problem (precisely which are so on model cases after ”blow-ups”), the first issue is to find optimal variational bubbles which are variational bubbles, namely bubbles which reduce the variational analysis of the geometric problem to the one of a functional defined on the space of parameters responsible of the conformal invariance, and which are optimal with respect to the approach one wants to use to handle the variational analysis of the latter reduced functional. The algebraic topological argument or sometimes called the barycenter technique of Bahri-Coron[8] can be implemented with Morse-Conley theory as done by the the second author for the \(Q\)-curvature problem. But, such an approach requires a complete understanding of the critical points at infinity of the variational problem, and hence requires optimal variational bubbles where optimality is with respect to the establishment of a Morse lemma at infinity. On the other hand, the algebraic topological argument of A. Bahri and J. Coron, as they have shown in [8], can be applied without the study of the critical points at infinity and with bubbles which
are not necessarily optimal variational bubbles where optimality is with respect to the derivation of a Morse lemma at infinity, but need variational bubbles which are sharp in a certain sense as observed by Bahri-Brezis[7], and we refer to them as algebraic topological bubbles. On the other hand, in the field of existence of solutions of conformally invariant geometric variational problems and the long time convergence of their associated geometric flows, some type of bubbles have appeared, starting from the work of Aubin[3], to the best of our knowledge (see also the work of Hebey-Vaugon[27]), and we call those compactifying bubbles, because of their purpose of use. In 1984 Schoen[40] proposes some sharp compactifying bubbles to treat the cases left open after the work of Aubin[3]. Recently, in his study of the asymptotic behaviour of the Yamabe flow on closed Riemannian manifolds of dimension greater or equal to 6, Brendle[11] introduced some bubbles with a very interesting geometry, which allows him to reduce the convergence of the Yamabe flow on closed Riemannian manifolds to the positivity of the ADM mass of a certain class of asymptotically flat manifolds. Thus one can speculate that Brendle[11]’s bubbles are optimal compactifying bubbles, where optimal means here best for showing convergence of the Yamabe flow on closed Riemannian manifolds or showing the existence of a minimizer of the Yamabe functional. Furthermore, we observe from the geometry behind Brendle[11]’s bubbles that they solve the same variational problem as optimal variational bubbles to first order, where optimality is with respect to the establishment of a Morse Lemma at infinity. Hence, with the conclusion on the Yamabe flow obtained by Brendle[11], one can even speculate that they are optimal variational bubbles in the sense of Morse theory, an hence are algebraic topological bubbles. In this work, we make the latter heuristic rigorous for the boundary adaptation of the Brendle[11]’s bubbles, namely the ones of Brendle-Chen[12]. Indeed, we first use the bubbles of Brendle-Chen[12] and some estimates of them established in [12], to show that they are sharp enough to bring us to an “entrance door” at infinity sufficiently close to the critical points at infinity of $E_g$, where closeness is measured with respect to the discrepancy in energy from the critical values at infinity and verification of the interaction identity at infinity. Next, we use the latter information to show that they are algebraic topological bubbles by running a suitable scheme of the barycenter technique of A. Bahri and J. Coron for the case under study and deduce Theorem 1.1. Some comments are in order regarding our strategy of proof. Even if our argument for proving Theorem 1.1 is based on an application of the algebraic topological argument of Bahri-Coron[8], it differs at the level of presentation and at the technical level with previous works using such a method. Indeed, our presentation follows more closely the variant of the algebraic topological argument of Bahri-Coron[8] developed by the second author[37] for the supercritical $Q$-curvature problem on closed Riemannian manifolds. Furthermore and more importantly, it differs from the other applications of the barycenter technique of Bahri-Coron[8] in the fact that those works use optimal variational bubbles in the sense of Morse theory which is possible because of being in low dimensions or in special geometry, while here we rely on Brendle-Chen[12]’s bubbles for which we do not know whether they are optimal variational bubbles in the sense of establishing a Morse lemma at infinity and showing that turns out to not be a trivial matter. Hence, at the technical level, we are armed in a weaker way, since the optimal variational bubbles used in previous applications of the algebraic topological argument of Bahri-Coron[8] verify the sharp estimate that they differ from the standard bubbles in uniform topology to order $O\left(\frac{1}{\lambda^n}\right)$ where $\lambda$ is the concentration parameter (see [6], [7], [8], [21], [22], [38]), while for Brendle-Chen[12]’s bubbles, it is known that such a property does not hold as easily seen from the work of Disconzi-Khuri[15].

Remark 1.4 We would like to point out that the method of this paper is used in our forthcoming paper [32] in combination with the Chen[13]’s bubbles to settle the remaining cases of the Riemann mapping problem of Escobar[19]. Furthermore, it is also used in our forthcoming paper [33] in combination with the techniques of Brendle[11], Brendle-Chen[12], and Chen[13] to settle the remaining cases of the problem of existence of conformal metrics with constant scalar curvature and constant mean curvature studied by Araujo[1],[2], Escobar[20] and Han-Li[25],[26].

Remark 1.5 We would like to make a remark about the work of Brendle-Chen[12] and ours. In order to better make our point, we first recall that to the best of the authors knowledge, there are only three
approaches to solve the Yamabe problem on Riemannian manifolds with or without boundary. They are the minimization technique (see [3], [12], [19], [18], [19], [40]), the flow approach (see [10], [11], [39]), and the algebraic topological method ([7], [38]). All these approaches rely on the quantization phenomenon and are linked via the critical points at infinity of the associated variational problem. Furthermore, the first one is based on positivity of mass distribution, while the second one needs on top of that the strong interaction phenomenon. However, like the flow approach, the algebraic topological method needs quantization phenomenon and strong interaction phenomenon, but it requires only boundedness of mass distribution. Thus all these methods are linked to general relativity via ADM mass as shown by Schoen[40], Brendle[10], [11], Ben-Chen-Chtioui-Hammami[9], Brendle-Chen[12], Chen[13], and it is not surprising that Brendle-Chen[12] could not conclude, while here we can. In fact their work indicates highly the possibility to use their bubbles to perform a suitable algebraic topological argument and indeed this is the case as we show in this paper.

Remark 1.6 We would like to point out the fact that, we believe that the Brendle[10]'s bubbles (dimension greater or equal to 6) and Schoen[40]'s bubbles (dimension less or equal than 5 and locally conformally flat case) are optimal variational bubbles, in the sense that they can be used to establish a Morse Lemma at infinity for the Yamabe functional via a singular analysis of the Yamabe flow and using them as parametrization for the shadow flow, as it is being investigated in [35]. Such a Morse Lemma at infinity will shed some light on the Weyl vanishing conjecture and the ADM mass of the class of asymptotically flat manifolds introduced by Brendle[11] and Schoen[40]. In fact, it will imply that the Weyl vanishing conjecture is true along the Yamabe flow and is a fundamental identity at infinity for the critical points at infinity of the Yamabe functional, meaning that the flow is compact in the region violating it. Furthermore, it will imply that the ADM mass of the class of asymptotically flat manifolds introduced by Brendle[11] and Schoen[40] are the coefficients of the one-bubble ends in the concentration parameters of the critical points at infinity of the Yamabe functional. On the other hand, a scheme to find optimal variational bubbles for Yamabe-type functionals is proposed in [35] to settle the Bahri-Brezis conjecture on nonlinear elliptic equations with critical Sobolev growth on closed Riemannian manifolds.

The structure of this paper is as follows. In Section 2, we fix some notation and give some preliminaries, like the set of formal barycenters of $\partial M$ and present some useful topological properties of them. Furthermore, we recall the Brendle-Chen[12]'s bubbles and the fact that they can be used to replace the standard bubbles in the analysis of diverging Palais-Smale (PS) sequences of the Euler-Lagrange functional $E_g$. Moreover, using a result of Brendle[11] and another one of Brendle-Chen[8], we derive two estimates for them which permit to enter in the world of algebraic topological bubbles. In Section 3, we carry the technical preparation needed to show that Brendle-Chen[12]'s bubbles are algebraic topological ones, by using our estimates to map the space of barycenter of $\partial M$ of any order into suitable sublevels of $E_g$ via the Brendle-Chen[12]'s bubbles in such a way that a suitable scheme of the barycenter techniques of A. Bahri and J. Coron is readily applicable. Finally, in Section 4, we define the neighborhood of potential critical points at infinity of $E_g$ and present the latter readily applicable algebraic topological argument to prove Theorem 1.1.
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2 Notation and preliminaries

In this section, we fix some notations and give some preliminaries. First of all, from now until the end of the paper $(\overline{M}, g)$ will be the given underlying compact $n$-dimensional Riemannian manifold with boundary $\partial M$ and interior $M$, $\partial M$ is totally geodesic in $(\overline{M}, g)$, $n \geq 6$, and $\mathcal{V}(\overline{M}, \partial M, g) > 0$. 


In the following, for any Riemannian metric $\tilde{g}$ on $\tilde{M}$, we will use the notation $B^p_\tilde{g}(r)$ to denote the geodesic ball with respect to $\tilde{g}$ of radius $r$ and center $p$. We also denote by $d_{\tilde{g}}(x,y)$ the geodesic distance with respect to $\tilde{g}$ between two points $x$ and $y$ of $\tilde{M}$. $inj_\tilde{g}(M)$ stands for the injectivity radius of $(\tilde{M}, \tilde{g})$, $dV_\tilde{g}$ denotes the Riemannian measure associated to the metric $\tilde{g}$, and $dS_\tilde{g}$ the volume form on $\partial M$ with respect to the metric induced by $\tilde{g}$ on $\partial M$. For simplicity, we use $B_p(r)$ to denote $B^p_\tilde{g}(r)$, namely $B_p(r) = B^p_{\tilde{g}}(r)$. For $a \in \tilde{M}$, we use the notation $\exp_\tilde{g}^a$ to denote the exponential map with respect to $\tilde{g}$ and $a$, and set for simplicity $\exp_a := \exp_\tilde{g}^a$.

$\mathbb{N}$ denotes the set of nonnegative integers, $\mathbb{N}^*$ stands for the set of positive integers, and for $n \in \mathbb{N}^*$, $\mathbb{R}^n$ the standard $n$-dimensional Euclidean space, $\mathbb{R}^n_+$ the open positive half-space of $\mathbb{R}^n$, and $\overline{\mathbb{R}^n_+}$ its closure in $\mathbb{R}^n$. For simplicity, we will use the notation $\mathbb{R}_+ := \mathbb{R}^1_+$, and $\mathbb{R}_+ := \mathbb{R}^1_+$. For $r > 0$, $B_g^n(r)$ denotes the open ball of $\mathbb{R}^n$ of center 0 and radius $r$, $B^g_0(r)$ for its closure in $\mathbb{R}^n$, $B^{\mathbb{R}^n_+}_0(r) := B^g_0(r) \cap \overline{\mathbb{R}^n_+}$, and $\partial B^{\mathbb{R}^n_+}_0(r) := \partial B^g_0(r) \cap \overline{\mathbb{R}^n_+}$. $S^n$ denotes the unit sphere of $\mathbb{R}^{n+1}$, and $S^+_n$ the positive spherical cap, namely $S^+_n := S^n \cap \mathbb{R}^{n+1}_+$. We use $g_\mathbb{R}^n$ to denote the round metric on $S^n$ and $g^{\mathbb{R}^n_+}$ its restriction on $\mathbb{R}^{n}_+$. For $p \in \mathbb{N}^*$, $\overline{\mathbb{R}^n_+}$, $M^p$, and $(\partial M)^p$ denote respectively the cartesian product of $p$ copies of $\overline{\mathbb{R}^n_+}$, $M$, and $\partial M$. For $p \in \mathbb{N}^*$, $F((\partial M)^p)$ denotes the fat diagonal of $(\partial M)^p$, namely $F((\partial M)^p) := \{(A := (a_1, \ldots, a_p) \in (\partial M)^p : \exists j \neq i \ : a_i = a_j\}$. We define $((\partial M)^p)^2 := (\partial M)^2 \setminus \text{Diag}(\partial M)^2$ where $\text{Diag}(\partial M)^2$ is the diagonal of $(\partial M)^2$, namely $\text{Diag}(\partial M)^2 := \{(a, a) : a \in \partial M\}$. For $p \in \mathbb{N}^*$, $\beta_p$ stands for the permutations group of $p$ elements and $\Delta_{p-1}$ the following simplex $\Delta_{p-1} := \{((a_1, \ldots, a_p) : a_i \geq 0, i = 1, \ldots, p, \sum_{i=1}^p a_i = 1\}$.

For $1 \leq p \leq \infty$ and $k \in \mathbb{N}$, $\beta \in [0, 1[\}$, $L^p(M)$ and $L^p(\partial M)$, $W^{k,p}(M)$, $C^k(\overline{M})$, and $C^{k,\beta}(\overline{M})$ stand respectively for the standard $p$-Lebesgue space on $M$ and $\partial M$, $(k,p)$-Sobolev space, $k$-continuously differentiable space and $k$-continuously differential space of Hölder exponent $\beta$, all with respect to $\tilde{g}$ (if the definition needs a metric structure) and for precise definitions and properties, see for example [4] or [23].

For $a \in \overline{M}$, $O_a(1)$ stands for quantities bounded uniformly in $a$. For $\epsilon$ positive and small, and $a \in \tilde{M}$, $O_{a,\epsilon}(1)$ stands for quantities uniformly bounded in $a$ and $\epsilon$. For $\epsilon$ positive and small, $o_{a,\epsilon}(1)$ stands for quantities which tend to 0 as $\epsilon$ tends to 0. For $\lambda$ large and $a \in \tilde{M}$, $O_{a,\lambda}(1)$ stands for quantities uniformly bounded in $a$ and $\lambda$. For $a \in \tilde{M}$, $\epsilon$ and $\delta$ positive and small, and $\lambda$ large, $O_{a,\epsilon,\delta}(1)$ and $O_{a,\lambda}(1)$ stand respectively for quantities which are bounded uniformly in $a$, $\epsilon$, and $\delta$, and in $a$ and $\lambda$. For $a \in \tilde{M}$, $\epsilon$ positive and small, and $\lambda$ large, $o_{a,\epsilon}(1)$ and $o_{a,\lambda}(1)$ stand respectively for quantities which tend to 0 uniformly in $a$ as $\epsilon$ tends to 0, and as $\lambda$ tends to $+\infty$. For $A \in (\partial M)^2$ and $\lambda$ large, $O_{A,\lambda}(1)$ and $o_{A,\lambda}(1)$ stand respectively for quantities which are bounded uniformly in $A$ and $\lambda$, and which tend to 0 uniformly in $A$ as $\lambda$ tends to $+\infty$. For $p \in \mathbb{N}^*$, $A \in (\partial M)^p$, $\alpha \in \Delta_{p-1}$, and $\lambda$ large, $O_{A,\alpha,\lambda}(1)$ and $o_{A,\alpha,\lambda}(1)$ stand respectively for quantities which are uniformly bounded in $p$, $A$, $\alpha$, and $\lambda$, and for quantities which tend to 0 uniformly in $p$, $A$, and $\alpha$ as $\lambda$ tends to $+\infty$. For $x \in \mathbb{R}$, we will use the notation $O(x)$ and $o(x)$ to mean respectively $|x|O(1)$ and $|x|o(1)$ where $O(1)$ and $o(1)$ will be specified in all the contexts where they are used. Large positive constants are usually denoted by $C$ and the value of $C$ is allowed to vary from formula to formula and also within the same line. Similarly, small positive constants are also denoted by $c$ and their values may vary from formula to formula and also within the same line. The symbol $\sum_{i \neq j}$ always means a double sum over the associated index set under the assumption $i \neq j$.

For $X$ a topological space, $H_*(X)$ will denote the singular homology of $X$ with $\mathbb{Z}_p$ coefficients, and $H^*(X)$ for the cohomology. For $Y$ a subspace of $X$, $H_*(X,Y)$ will stand for the relative homology. The symbol $\cap$ will denote the cap product between cohomology and homology. For a map $f : X \to Y$, with $X$ and $Y$ topological spaces, $f^*$ stands for the induced map in homology, and $f^*$ for the induced map in cohomology. For $p \in \mathbb{N}$, we set

$$W_p := \{u \in W^{1,2}_+(\overline{M}) : \mathcal{E}_q(u) \leq (p+1)^2 \mathcal{V}(S^+_n)\}.$$
where

\( \mathcal{Y}(S^n_+) := \mathcal{Y}(S^n_+, \partial S^n_+, g_{S^n_+}). \)

For a Riemannian metric \( \bar{g} \) defined on \( \overline{M} \), we denote by \( G_{\bar{g}} \) the Green’s function of \((L_{\bar{g}}, B_{\bar{g}})\) satisfying the normalization

\[
\lim_{d_{\bar{g}}(a,x) \to 0} (d_{\bar{g}}(a,x))^{n-2} G_{\bar{g}}(a,x) = 1,
\]

and set

\[
G := G_{\bar{g}}.
\]

On the other hand, using the existence of conformal normal coordinates (see [24], [30], and [31]) and recalling that \( \partial M \) is totally geodesic in \((\overline{M}, g)\), we have that for every large positive constant \( M \) and for every \( a \in \overline{M} \), there exists a positive function \( u_a \in C^\infty(\overline{M}) \) such that the metric \( g_a = u_a^{\frac{2}{n-2}} \bar{g} \) verifies

\[
det g_a(x) = 1 + O_{a,x}((d_{g_a}(a,x))^m) \quad \text{for} \quad x \in B_{g_a}^a(\varrho_a),
\]

with \( O_{a,x}(1) \) meaning bounded by a constant independent of \( a \) and \( x \), \( 0 < \varrho_a < \frac{\text{inj}_{g_a}(\overline{M})}{10} \). Moreover, we can take the family \( u_a, g_a, \) and \( \varrho_a \) such that

\[
\text{the maps} \quad a \mapsto u_a, \quad g_a \quad \text{are} \quad C^0 \quad \text{and} \quad \frac{1}{4} \leq \varrho_a \geq \varrho_0 > 0,
\]

for some small positive \( \varrho_0 \) satisfying \( \varrho_0 < \frac{\text{inj}_{g_a}(\overline{M})}{10} \), and

\[
\|u_a\|_{C^2(\overline{M})} = O_a(1), \quad \frac{1}{C} g \leq g_a \leq C g, \quad a \in \overline{M},
\]

\[
u_a(x) = 1 + O_a(d_{g_a}(a,x)) = 1 + O_a(d_{g_a}(a,x)) \quad \text{for} \quad x \in B_{g_a}^a(\varrho_a) \supset B_{g_a}^a(\varrho_a \frac{2}{C}), \quad a \in \overline{M},
\]

\[
u_a(a) = 1, \quad a \in \overline{M} \quad R_{g_a}(a) = 0, \quad a \in M \quad \text{and} \quad H_{g_a} = 0 \quad a \in \partial M,
\]

for some large positive constant \( C \) independent of \( a \), and for the meaning of \( O_a(1) \) in (10), see section 2. For \( a \in \overline{M} \), and \( \epsilon \) positive, we define the standard bubbles as follows

\[
\delta_{a,\epsilon}(x) := \left( \frac{\epsilon}{\epsilon^2 + (d_{g_a}(a,x))^2} \right)^{\frac{n-2}{2}}.
\]

For \( a \in \overline{M} \) and \( 0 < r < \varrho_0 \), we set also

\[
G_a := G_{g_a}, \quad \exp_a^g = \exp_{g_a}^g \quad \text{and} \quad B_a^g(r) := B_{g_a}^g(r).
\]

On the other hand, the conformal invariance properties of the couple conformal Laplacian and conformal Neumann operator implies

\[
\mathcal{E}_g(u) = \mathcal{E}_{g_a}(u_a^{-1}u), \quad \int_M u \frac{\delta}{\delta u}dV_g = \int_M (u_a^{-1}u) \frac{\delta}{\delta u}dV_{g_a} \quad \text{for} \quad u \in W_+^{1,2}(M),
\]

\[
G_g(x,y) = G_a(x,y)u_a(x)u_a(y), \quad (x,y) \in \overline{M^2} \quad \text{and} \quad a \in \overline{M}.
\]

We also define the following quantities

\[
c_0 := 4n(n-1), \quad c_1 := \int_{\mathbb{R}^n_+} \left( \frac{1}{1 + |x|^2} \right)^n dx, \quad \text{and} \quad c_2 := \frac{4n-1}{n} \int_{\mathbb{R}^n_+} \left\| \nabla \left[ \left( \frac{1}{1 + |x|^2} \right) \frac{n-2}{2} \right] \right\|^2 dx.
\]
Furthermore, we set
\[
(15) \quad c_3 := \int_{\mathbb{R}^n_+} \left( \frac{1}{1+|x|^2} \right)^{n+2} \, dx,
\]
and define the following quantity which depends only on \((\mathcal{M}, g)\)
\[
(16) \quad c_g = \frac{c_3}{4c_1} \min_{(\partial M)^2} G,
\]
and for the definition of \(((\partial M)^2)^*\), \(G\) and \(c_3\), see above. We recall that the numbers \(c_i (i = 0, 1, 2)\) and \(\mathcal{Y}(S^n_+)\) verify the following relation
\[
(17) \quad c_2 = c_0 c_1 \quad \text{and} \quad \mathcal{Y}(S^n_+) = \frac{c_2}{c_1}.
\]
Moreover, for \(p \in \mathbb{N}^*\), \(A := (a_1, \ldots, a_p) \in (\mathcal{M})^p\), \(\lambda := (\lambda_1, \cdots, \lambda_p) \in (\mathbb{R}^n_+)^p\), we associate the following quantities (which naturally appear in the analysis of diverging PS sequences of the Euler-Lagrange functional \(\mathcal{E}_g\))
\[
(18) \quad \varepsilon_{i,j} := \varepsilon_{i,j}(A, \lambda) := \frac{c_3}{(\lambda_i + \lambda_j + \lambda_i \lambda_j G(a_1, a_i))^{n+2}}, \quad i, j = 1, \ldots, p, \quad i \neq j.
\]
Now, we are going to present some topological properties of the space of formal barycenter of \(\partial M\) that we will need for our algebraic topological argument for existence. To do that, for \(p \in \mathbb{N}^*\), we recall that the set of formal barycenters of \(\partial M\) of order \(p\) is defined as follows,
\[
(19) \quad B_p(\partial M) := \{ \sum_{i=1}^{p} \alpha_i a_i : \alpha_i \in \partial M, \alpha_i \geq 0, \quad i = 1, \cdots, p, \quad \sum_{i=1}^{p} \alpha_i = 1 \},
\]
and set
\[
(20) \quad B_0(\partial M) = \emptyset.
\]
Furthermore, we have the existence of \(\mathbb{Z}_2\) orientation classes \(w_p \in H_{np-1}(B_p(\partial M), B_{p-1}(\partial M))\) and that the cap product acts as follows
\[
(21) \quad H^l(B_p(\partial M) \setminus B_{p-1}(\partial M)) \times H_k(B_p(\partial M), B_{p-1}(\partial M)) \longrightarrow H_{k-l}(B_p(\partial M), B_{p-1}(\partial M)).
\]
Moreover, there holds
\[
(22) \quad B_p(\partial M) \setminus B_{p-1}(\partial M) \simeq ((\partial M)^p)^* \times_{\sigma_p} \Delta_{p-1}^*,
\]
where
\[
((\partial M)^p)^* := (\partial M)^p \setminus F((\partial M)^p),
\]
and
\[
\Delta_{p-1}^* := \{(\alpha_1, \cdots, \alpha_p) \in \Delta_{p-1} : \alpha_i > 0, \forall i = 1, \cdots, p\}.
\]
On the other hand, since \(\partial M\) is a closed \((n-1)\)-dimensional manifold, then we have
\[
(23) \quad \text{an orientation class } 0 \neq O_{\partial M}^* \in H^{n-1}(\partial M).
\]
Furthermore, there is a natural way to inject \(\partial M\) into \(((\partial M)^p)^* \times_{\sigma_p} \Delta_{p-1}^*\), namely an injection
\[
(24) \quad i : \partial M \longrightarrow ((\partial M)^p)^* \times_{\sigma_p} \Delta_{p-1}^*,
\]
such that
\[
(25) \quad i^*(O_p^*) = O_{\partial M}^* \quad \text{with } 0 \neq O_p^* \in H^{n-1}(((\partial M)^p)^* \times_{\sigma_p} \Delta_{p-1}^*).
\]
Identifying \(O_{\partial M}^*\) and \(O_p^*\) via (25), and using (21) and (22), we have the following well-known formula, see [28].
Lemma 2.1 There holds
\[ H^{n-1}((\partial M)^p)^* \times_{\sigma_p} \Delta_{p-1}^{*} \times H_{np-1}(B_p(\partial M), B_{p-1}(\partial M)) \xrightarrow{\partial} H_{np-n}(B_p(\partial M), B_{p-2}(\partial M)), \]
and
\[ (26) \quad \omega_{p-1} = \partial(O_{\delta M} \prec w_p). \]

Next, we are going to discuss some important properties of the Brendle-Chen[12]'s bubbles. In order to do that, we first recall that, in his study of the longtime behaviour of the Yamabe flow on closed Riemannian manifolds of dimension greater or equal to 6, Brendle[11] has introduced a very interesting family of bubbles to replace the standard bubbles in the analysis of diverging Palais-Smale (PS) sequences of the Yamabe functional and which verify a sharp Yamabe-energy estimate. Later, jointly with S. Chen, in [12], they extend the techniques of Brendle[11] to the case of Riemannian manifolds with boundary and define a family of bubbles centered at boundary points and with similar properties. Indeed, for \( \delta \) small and positive, they define a family of bubbles \( v_{a,\epsilon,\delta} \) (see formula (4.2) in [12]), \( a \in \partial M \) and \( \epsilon \) positive and small such that they can replace the standard bubbles in the analysis of diverging PS sequences of \( E_g \).

Precisely, \( v_{a,\epsilon,\delta} \) is defined as a suitable perturbation of the standard bubbles glued with an appropriate scale of the Green’s function \( G_a \) centered at \( a \) as follows
\[ (27) \quad v_{a,\epsilon,\delta} := \chi(\cdot)(\delta_{a,\epsilon}(\cdot) + w_a,\epsilon(\cdot)) + (1 - \chi(\cdot))\epsilon^{\frac{n-2}{2}} G_a(a, \cdot), \]
and
\[ \frac{\partial v_{a,\epsilon,\delta}}{\partial n_{ga}} = 0 \text{ on } \partial M, \]
where
\[ (28) \quad \chi_{\delta}(x) := \chi\left(\frac{d_g(a, x)}{\delta}\right), \]
and \( \chi \) is a cut-off function defined on \( \mathbb{R}^+ \) satisfying \( \chi \) is non-negative, \( \chi(t) = 1 \) if \( t \leq 1 \) and \( \chi(t) = 0 \) if \( t \geq 2 \), \( \delta_{a,\epsilon} \) is defined as in (11), \( G_a(a, \cdot) \) is defined as in (12), and in normal coordinates around \( a \) with respect to \( g_a \), we have that \( w_{a,\epsilon,\delta} \) satisfies the following pointwise estimate
\[ (29) \quad |\partial^\beta w_{a,\epsilon}(x)| \leq C_n(|\beta|) \frac{\epsilon^{\frac{n-2}{2}}}{(\epsilon^2 + r^2)^{\frac{\beta}{2}}} \text{ with } r = d_{g_a}(a, x) \text{ and } x \in B^n_\delta(g_0), \]
where \( g_0 \) is as in (10) and \( C_n(|\beta|) \) is a large positive constant which depends only on \( n \) and \( |\beta| \). Furthermore, and more importantly, they verify the following energy estimate which is a weak form of Proposition 4.1 in [10], but sufficient for the purpose of this paper.

Lemma 2.2 There exists \( 0 < \delta_0 \leq g_0 \) small such that for every \( 0 < 2\epsilon \leq \delta \leq \delta_0 \) and for every \( a \in \partial M \), there holds
\[ (30) \quad \int_M \left( 4\frac{n-1}{n-2} \left| \nabla_{g_a} v_{a,\epsilon,\delta} \right|^2 + R_{g_a} v_{a,\epsilon,\delta}^2 \right) dV_{g_a} \leq \mathcal{Y}(S^n_\epsilon) \left( \int_M w_{a,\epsilon,\delta}^2 dV_{g_a} \right)^{\frac{n-2}{n}} - \epsilon^{n-2} \mathcal{I}(a, \delta) + O_{a,\epsilon,\delta}(\delta^2 \epsilon^{n-2} + \epsilon^{n} \delta^{-n}), \]
where \( \mathcal{Y}(S^n_\epsilon) \) is defined by (5), \( \mathcal{I}(a, \delta) \) is a flux integral verifying \( \mathcal{I}(a, \delta) = O_{a,\delta}(1) \), and for the meaning of \( O_{a,\delta}(1) \) and \( O_{a,\epsilon,\delta}(1) \), see Section 2.

On the other hand, recalling that the Brendle-Chen[12]'s bubbles are boundary adaptation of the Brendle[11]'s bubbles and using the same argument as the one of Proposition 20 in [11], we have that they verify the following interaction estimates.
Lemma 2.3 There exists a large constant $C_1 > 0$ such that for every $2\epsilon_1 \leq 2\epsilon_2 \leq \delta \leq \delta_0$ and every $a_1, a_2 \in \partial M$, there holds

$$\int_M v_{a_1, \epsilon_1, \delta} \left| -\frac{4}{n-2}\Delta_g v_{a_2, \epsilon_2, \delta} + R_g v_{a_2, \epsilon_2, \delta} - c_0 v_{a_2, \epsilon_2, \delta} \right| dV_{g_{a_2}} \leq \frac{\varphi}{\epsilon_1 \epsilon_2} \int_M \left| -\frac{4}{n-2}\Delta_g v_{a_2, \epsilon_2, \delta} + R_g v_{a_2, \epsilon_2, \delta} - c_0 v_{a_2, \epsilon_2, \delta} \right| dV_{g_{a_2}} \leq$$

$$C_1 \left( \delta^2 + \epsilon_1 \right) \left( \epsilon_2^2 + d_g^2 (a_1, a_2) \right) \frac{\varphi}{\epsilon_1 \epsilon_2},$$

where $c_0$ is defined by (14).

Furthermore, using (27), it is easy to see that the following estimate holds.

Lemma 2.4 Assuming that $0 < \epsilon \leq \delta_0^\frac{1}{2}$ and $a \in \partial M$, then we have

$$\int_M v_{a_2, \epsilon, 2}^\nu dV_{g_a} = \phi_{a, \epsilon} (1),$$

where $\phi_1$ is as in (14), and for the meaning of $\phi_{a, \epsilon} (1)$, see Section 2.

Thus, setting,

$$v_{a}^\lambda := v_{a, \lambda, \left( \frac{1}{\lambda} \right) \frac{\varphi}{\epsilon}}, \quad a \in \partial M, \quad \lambda \geq \frac{2}{\delta_0^\frac{1}{2}}$$

and

$$\varphi_{a, \lambda} := u_{a} v_{a}^\lambda, \quad a \in \partial M, \quad \lambda \geq \frac{2}{\delta_0^\frac{1}{2}},$$

where $\delta_0$ is still given by Lemma 2.2, we have clearly that Lemma 2.2, Lemma 2.3, and Lemma 2.4 combined with (13) imply the following lemmata which will play an important role in our application of the barycenter technique of Bahri-Coron[8].

Lemma 2.5 Assuming that $a \in \partial M$ and $\lambda \geq \frac{2}{\delta_0^\frac{1}{2}}$, then the following estimate holds

$$E_g (\varphi_{a, \lambda}) \leq \mathcal{Y}(S^*_\nu) \left( 1 + O_{a, \lambda} \left( \frac{1}{\lambda^{2n-2}} \right) \right),$$

where $\mathcal{Y}(S^*_\nu)$ is as in (5) and for the meaning of $O_{a, \lambda} (1)$, see Section 2.

Lemma 2.6 There exists a large constant $C_2 > 0$ such that for every $a_1, a_2 \in \partial M$, and for every $\lambda \geq \frac{2}{\delta_0^\frac{1}{2}}$, we have

$$\int_M \varphi_{a_1, \lambda} \left| -\frac{4}{n-2}\Delta_g \varphi_{a_2, \lambda} + R_g \varphi_{a_2, \lambda} - c_0 \varphi_{a_2, \lambda} \right| dV_g \leq C_2 \left[ \left( \frac{1}{\lambda} \right) - \left( \frac{1}{\lambda} \right)^{\frac{2n-2}{2}} \right] \left( 1 + \lambda^2 d_g^2 (a_1, a_2) \right)^{\frac{2-n}{2}},$$

where $c_0$ is as in (14).

Lemma 2.7 Assuming that $a \in \partial M$ and $\lambda \geq \frac{2}{\delta_0^\frac{1}{2}}$, then there holds

$$\int_M \varphi_{a, \lambda} dV_g = \phi_{a, \lambda} (1),$$

where $\phi_1$ is as in (14) and for the meaning of $\phi_{a, \lambda} (1)$, see Section 2.
On the other hand, using (27)-(29), and (33), we have that $v^\lambda_a$ decomposes as follows

\begin{equation}
 v^\lambda_a(\cdot) = \lambda(\cdot) \left( \delta^\lambda_a(\cdot) + w^\lambda_a(\cdot) \right) \frac{G_a(a,\cdot)}{\lambda^{\frac{n}{2}}}
\end{equation}

where

\begin{equation}
 w^\lambda_a := w_{a,\lambda}, \quad \delta^\lambda_a := \delta_{a,\lambda}, \quad \text{and} \quad \lambda = \lambda(\frac{1}{\lambda})^\hat{w},
\end{equation}

and $w^\lambda_a$ satisfies the following pointwise estimate

\begin{equation}
 |\partial^\beta w^\lambda_a(x)| \leq C_n(|\beta|) \frac{\lambda^{\frac{n}{2}+\beta}}{(1 + \lambda^2 x^2)^\frac{n+\beta}{2}} \quad \text{with} \quad r = d_{g_a}(a, x) \quad \text{and} \quad x \in B^a_1(\delta_0),
\end{equation}

Now, for $p \in \mathbb{N}^*$, and $A := (a_1, \ldots, a_p) \in (\partial M)^p$ and $\lambda \geq \frac{2}{\delta_0}$, we associate the following quantities

\begin{equation}
 \epsilon_{i,j} := \epsilon_{i,j}(A, \lambda) := \int_M \frac{\varphi_{a_i,\lambda}}{\varphi_{a_j,\lambda}} \varphi_{a_i,\lambda} dV_g, \quad i, j = 1, \ldots, p, \quad i \neq j.
\end{equation}

Using (34), (38)-(41), we have the following lemma which provides self and interaction estimates, and a relation between $\epsilon_{i,j}(A, \lambda)$ and $\epsilon_{i,j}(A, \hat{\lambda})$ with $\hat{\lambda} := (\lambda, \ldots, \lambda)$, and for the meaning of $\epsilon_{i,j}(A, \hat{\lambda})$ see (18).

**Lemma 2.8** Assuming that $p \in \mathbb{N}^*$, $A := (a_1, \ldots, a_p) \in (\partial M)^p$ and $\lambda \geq \frac{2}{\delta_0}$, then

1) For every $i, j = 1, \ldots, p$ with $i \neq j$, we have

\begin{equation}
 \epsilon_{i,j} \to 0 \iff \epsilon_{i,j} \to 0,
\end{equation}

where $\epsilon_{i,j} := \epsilon_{i,j}(A, \lambda)$ with $\hat{\lambda} := (\lambda, \ldots, \lambda)$ and $\epsilon_{i,j} := \epsilon_{i,j}(A, \lambda)$, and for their definitions see respectively (18) and (41).

ii) There exists $0 < C_3 < \infty$ independent of $p, A$ and $\lambda$ such that the following estimate holds

\begin{equation}
 C_3^{-1} < \frac{\epsilon_{i,j}}{\epsilon_{i,j}} < C_3.
\end{equation}

iii) If $\epsilon_{i,j} \to 0$, then

\begin{equation}
 \epsilon_{i,j} = (1 + o_{\epsilon_{i,j}}(1))\epsilon_{i,j},
\end{equation}

and for the meaning of $o_{\epsilon_{i,j}}(1)$, see Section 2.

2) For every $i = 1, \ldots, p$, there holds

\begin{equation}
 \langle L_g \varphi_{a_i,\lambda}, \varphi_{a_i,\lambda} \rangle + \langle B_g \varphi_{a_i,\lambda}, \varphi_{a_i,\lambda} \rangle = c_0(1 + o_{\varphi_{a_i,\lambda}}(1)) \int_M \frac{\varphi_{a_i,\lambda}}{\varphi_{a_i,\lambda}} dV_g,
\end{equation}

where $c_0$ is given by (14) and for the meaning of $o_{\varphi_{a_i,\lambda}}(1)$, see Section 2.

3) For every $i, j = 1, \ldots, p$ with $i \neq j$, there holds

\begin{equation}
 \langle L_g \varphi_{a_i,\lambda}, \varphi_{a_j,\lambda} \rangle + \langle B_g \varphi_{a_i,\lambda}, \varphi_{a_j,\lambda} \rangle = (1 + o_{A_{i,j},\lambda}(1))c_0\epsilon_{i,j}, \quad \text{and} \quad \epsilon_{j,i} = (1 + o_{A_{i,j},\lambda}(1))\epsilon_{i,j},
\end{equation}

where $A_{i,j} := (a_i, a_j)$ and for the meaning of $o_{A_{i,j},\lambda}(1)$, see Section 2.
Proof. First of all, to simplify notation, for every $i = 1, \ldots, p$ we set

$$
\varphi_i := \varphi_{a_i, \lambda}, \quad v_i := v_{a_i}^\lambda, \quad \delta_i := \delta_{a_i}^\lambda, \quad w_i := w_{a_i}^\lambda, \quad G_i(\cdot) := G_{a_i}(a_i, \cdot),$$

where

$$
B_i := B_{a_i}^\lambda(\delta_0), \quad \exp_i := \exp_{a_i}^\lambda \quad \text{and} \quad u_i := u_{a_i},
$$

and for the meaning of $B_{a_i}^\lambda(\delta_0)$ and $\exp_{a_i}^\lambda$, see Section 2. Next, using (40) and (43), we have that $v_i$ verifies the following pointwise estimate

$$
v_i = (1 + o_{a_i, \lambda}(1)) \left( \chi^\lambda \delta_i + (1 - \chi^\lambda \frac{G_i}{\lambda^{n-2}}) \right).
$$

Moreover, using (6), (11), (39), and (43), we obtain

$$
\chi^\lambda \delta_i = \chi^\lambda \left( \frac{\lambda}{1 + \lambda^2 G_i^{\frac{2}{n-2}}} \right)^{\frac{n-2}{2}} = \chi^\lambda \left( \frac{\lambda}{1 + \lambda^2 G_i^{\frac{2}{n-2}}} \right)^{\frac{n-2}{2}} = (1 + o_{a_i, \lambda}(1)) \chi^\lambda \left( \frac{\lambda}{1 + \lambda^2 G_i^{\frac{2}{n-2}}} \right)^{\frac{n-2}{2}}
$$

where $r$ is as in (29) with $a$ replaced by $a_i$, and

$$
(1 - \chi^\lambda) \left( \frac{\lambda}{1 + \lambda^2 G_i^{\frac{2}{n-2}}} \right)^{\frac{n-2}{2}} = (1 - \chi^\lambda) \left( \frac{G_i}{\lambda^{n-2}} \right) \left( \frac{1}{1 + O_{a_i, \lambda}([\lambda^{\frac{2}{n-2}} - 1]} \right) = (1 + o_{a_i, \lambda}(1)) \left( 1 - \chi^\lambda \right) \frac{G_i}{\lambda^{n-2}}.
$$

Hence, combining (45) and (46), we obtain

$$
v_i = (1 + o_{a_i, \lambda}(1)) \left( \frac{\lambda}{1 + \lambda^2 G_i^{\frac{2}{n-2}}} \right)^{\frac{n-2}{2}}.
$$

Now, using (10), (34), (41), (43), and (47), we derive the following estimate for $\epsilon_{i, j}$ ($i, j = 1, \ldots, p$ and $i \neq j$)

$$
\epsilon_{i, j} = \int_M \frac{v_i}{v_j} \frac{u_j}{u_i} dV_{g_{\lambda}},
$$

$$
= \int_{B_i} \frac{v_i}{v_j} \frac{u_j}{u_i} dV_{g_{\lambda}} + O_{A_{i, j, \lambda}} \left( \frac{1}{\lambda^n} \right)
$$

$$
= (1 + o_{A_{i, j, \lambda}(1)}) u_j(a_i) \int_{B_{\lambda}(0)} \left( \frac{1}{1 + |x|^2} \right)^{\frac{n-2}{2}} \left( \frac{1}{1 + \lambda^2 G_j^{\frac{2}{n-2}}(\exp_j(\xi))} \right)^{\frac{n-2}{2}} dx
$$

$$
+ O_{A_{i, j, \lambda}} \left( \frac{1}{\lambda^n} \right),
$$

where

$$
B_{\lambda}(0) := B_{B_i}^{\lambda_n}(\lambda \delta_0),
$$

and for the meaning of $B_{B_i}^{\lambda_n}(\lambda \delta_0)$, see Section 2. From (48) it follows that

$$
\epsilon_{i, j} \to 0 \iff \lambda^2 G_j^{\frac{2}{n-2}}(a_i) \to +\infty \iff \epsilon_{i, j} \to 0.
$$
Thus, we have that the proof of i) of point 1) is complete. Now, since \( \epsilon_{i,j} \) and \( \varepsilon_{i,j} \) are bounded by definition, then thanks to (50), to prove ii) of point 1), we can assume without loss of generality that

\[
\lambda^2 G_j^{\frac{2}{n}}(a_j) \gg 1.
\]

Thus under the latter assumption, setting

\[
A = B_{0^+}((\gamma \lambda G_j^{\frac{2}{n}}(a_i)))
\]

for \( \gamma > 0 \) small and using Taylor expansion, we obtain that the following estimate holds on \( A \)

\[
\left( \frac{1}{1 + \lambda^2 G_j^{\frac{2}{n}}(a_i)} \right)^{\frac{n-2}{2}} = \left( \frac{1}{1 + \lambda^2 G_j^{\frac{2}{n}}(a_i)} \right)^{\frac{n-2}{2}} \left( \frac{1}{1 + \frac{\lambda \nabla G_j^{\frac{2}{n}}(a_i) x + O(|x|^2)}{1 + \lambda^2 G_j^{\frac{2}{n}}(a_i)}} \right)^{\frac{n-2}{2}} \nabla G_j^{\frac{2}{n}}(a_i) x + O\left( \frac{|x|^2}{(1 + \lambda^2 G_j^{\frac{2}{n}}(a_i))^\frac{2}{2}} \right).
\]

Now, combining (48) and (53), we obtain

\[
\epsilon_{i,j} = (1 + o_{A_{i,j}, \lambda}(1)) \frac{u_j(a_i) c_3}{1 + \lambda^2 G_j^{\frac{2}{n}}(a_i)} + \epsilon_{i,j} + o_{\epsilon_{i,j}}(\epsilon_{i,j})
\]

and

\[
+ \int_{A \cap B^3} \left( \frac{1}{1 + |x|^2} \right)^{\frac{n-2}{2}} \left[ \left( \frac{1}{1 + \lambda^2 G_j^{\frac{2}{n}}(a_i)} \right)^{\frac{n-2}{2}} \exp(\frac{x}{\lambda}) \right] dx.
\]

Next, using (13), (51), and Taylor expansion, we derive that

\[
\frac{u_j(a_i) c_3}{1 + \lambda^2 G_j^{\frac{2}{n}}(a_i)} = c_3 \left( 1 + o_{\epsilon_{i,j}}(1) \right) \frac{G_j(a_i)}{\lambda^{n-2}}
\]

and

\[
= c_3 \left( 1 + o_{\epsilon_{i,j}}(1) \right) \frac{G(a_i, a_j)}{\lambda^{n-2}} = (1 + o_{\epsilon_{i,j}}(1)) \epsilon_{i,j}.
\]

Thus, combining (50), (51), (54), and (55), we obtain

\[
\epsilon_{i,j} = (1 + o_{\epsilon_{i,j}}(1)) \epsilon_{i,j} + I_{A^c},
\]

where

\[
I_{A^c} = \int_{A \cap B^3} \left( \frac{1}{1 + |x|^2} \right)^{\frac{n-2}{2}} \left[ \left( \frac{1}{1 + \lambda^2 G_j^{\frac{2}{n}}(a_i)} \right)^{\frac{n-2}{2}} \exp(\frac{x}{\lambda}) \right] dx.
\]

\[
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\]
and
\[ A^c := \bar{R}^n \setminus A. \]

Hence, to end the proof of ii) of point 1) and to prove iii) of point 1), we are going to show that \( I_{A^c} \) satisfies
\[ I_{A^c} = o_{\varepsilon, j}(\varepsilon_{i,j}). \]

In order to do that, we first decompose \( A^c \) into
\[ B = \{ x \in \bar{R}^n : \gamma \lambda \sqrt{G_j^{2n}}(a_i) \leq |x| \leq \gamma^{-1} \lambda \sqrt{G_j^{2n}}(a_i) \} \]
and
\[ C = \{ x \in \bar{R}^n : |x| > \gamma^{-1} \lambda \sqrt{G_j^{2n}}(a_i) \}, \]
and have
\[ I_{A^c} = I_B + I_C, \]
where
\[ I_B := \int_{B \cap B^\lambda(0)} \left( \frac{1}{1 + |x|^2} \right)^{n+2} \left[ \frac{1}{1 + \lambda^2 G_j^{2-n}} \right] \exp_i(\frac{x}{\lambda}) \, dx \]
and
\[ I_C := \int_{C \cap B^\lambda(0)} \left( \frac{1}{1 + |x|^2} \right)^{n+2} \left[ \frac{1}{1 + \lambda^2 G_j^{2-n}} \right] \exp_i(\frac{x}{\lambda}) \, dx.\]

To prove (58), we are going to estimate separately \( I_B \) and \( I_C \). We start with \( I_B \). Using (59) and (62), we have clearly that \( I_B \) verifies the following estimate
\[ I_B \leq \frac{C \gamma}{\left( 1 + \lambda^2 G_j^{2-n}(a_i) \right)^{\frac{n+2}{2}}} \times \int_{B \cap B^\lambda} \left[ \frac{1}{1 + \lambda^2 G_j^{2-n}} \right] \exp_i(\frac{x}{\lambda}) \, dx, \]
for some large positive constant \( C \gamma \) depending only on \( \gamma \). Thus, rescaling and changing coordinates via \( \exp_j \circ \exp_i^{-1} \) (if necessary), we have that (64) implies
\[ I_B \leq \tilde{C}_j \varepsilon_{i,j} \int |x| \leq \lambda \tilde{C} \exp_i(a_i, a_j) \frac{1}{1 + |x|^2} \left( \frac{1}{1 + \lambda G_j^{2-n}} \right) \frac{n-2}{2} \, dx \leq \tilde{C}_j \varepsilon_{i,j}, \]
for some large positive constant \( \tilde{C}_j, \tilde{C}_\gamma, \) and \( \tilde{C}_\gamma \) which are depending only on \( \gamma \). Finally, we estimate \( I_C \). To do that, we fix \( \gamma > 0 \) sufficiently small and use (50), (51), and (63) to obtain
\[ I_C \leq \frac{C \gamma}{\left( 1 + \lambda^2 G_j^{2-n}(a_i) \right)^{\frac{n+2}{2}}} \int_C \left( \frac{1}{1 + |x|^2} \right)^{\frac{n+2}{2}} \, dx = o_{\varepsilon, j}(\varepsilon_{i,j}), \]
for some large constant $C_\gamma$ depending only on $\gamma$. Hence (65) and (66) implies (58), thereby ending the proof of point 1). On the other hand, we have clearly that point 2) follows from Lemma 2.6, Lemma 2.7 and the fact that $B_g \varphi_{a, \lambda} = 0$. Furthermore, the first equation of point 3) follows from Lemma 2.6, and ii) of point 1), while the second equation follows from the first equation and from the self-adjointness of $(L_g, B_g)$. ■

Now, using (11), (34), (38)-(40), we have the following interaction type estimate.

**Lemma 2.9** Assuming that $p \in \mathbb{N}_*$, $A := (a_1, \cdots, a_p) \in (\partial M)^p$ and $\lambda \geq \frac{2}{\delta_0}$, then for every $i, j = 1, \cdots, p$ with $i \neq j$, there holds

\[
(67) \quad \int_M \varphi_{a, \lambda} \varphi_{a, \lambda}^* dV_g = O_{A, \lambda} \left( \varepsilon_{i,j} \log \varepsilon_{i,j} \right),
\]

where $A_{i,j} = (a_i, a_j)$, $\varepsilon_{i,j} := \varepsilon_{i,j}(A, \lambda)$ with $\lambda := (\lambda, \cdots, \lambda)$, and for the meaning of $O_{A, \lambda}$ for $i, j = 1, \cdots, p$ (for the meaning of $O_{A, \lambda}$, see respectively Section 2 and (18)).

**Proof.** Using (11), (34), (38)-(40) and setting $\varphi_i = \varphi_{a, \lambda}$ and $\exp_i := \exp_{a, \lambda}$ for $i = 1, \cdots, p$ (for the meaning of $\exp_{a, \lambda}$, see Section 2), we have that for every $i = 1, \cdots, p$, the following estimate holds

\[
(68) \quad \varphi_i \leq C \left( \frac{\lambda}{1 + \lambda^2 d_g^2(a_i, \cdot)} \right)^{\frac{\varepsilon_{i,j}}{\lambda^2}},
\]

for some large positive constant independent of $a_i$ and $\lambda$. Hence, using (68), we have for $c$ positive and small that the following estimate holds

\[
(69) \quad \int_M \varphi_{a, \lambda} \varphi_{a, \lambda}^* dV_g \leq C \int_{B_{e}^{\lambda}} \left( \frac{\lambda}{1 + \lambda^2 |x|^2} \right)^{\frac{\varepsilon_{i,j}}{\lambda^2}} \left( \frac{1}{1 + \lambda^2 d_g^2(a_j, \exp_i(x))} \right)^{\frac{\varepsilon_{i,j}}{\lambda^2}} dx
\]

\[
+ C \frac{1}{\lambda^2} \int_{B_{e}^{\lambda}} \left( \frac{\lambda}{1 + \lambda^2 |x|^2} \right)^{\frac{\varepsilon_{i,j}}{\lambda^2}} dx + O_{A, \lambda} \left( \frac{1}{\lambda^2} \right)
\]

for some large positive constant $C$ independent of $A_{i,j}$ and $\lambda$. So, appealing to (69), we infer that

\[
(70) \quad \int_M \varphi_{a, \lambda} \varphi_{a, \lambda}^* dV_g \leq C \int_{B_{e}^{\lambda}} \left( \frac{1}{1 + |x|^2} \right)^{\frac{\varepsilon_{i,j}}{\lambda^2}} \left( \frac{1}{1 + \lambda^2 d_g^2(a_j, \exp_i(x))} \right)^{\frac{\varepsilon_{i,j}}{\lambda^2}} dx + O_{A, \lambda} \left( \frac{\log \lambda}{\lambda^2} \right).
\]

Thus (67) follows from (70) if

\[
(71) \quad d_g(a_i, a_j) \geq 3c.
\]

Hence to complete the proof of the lemma it remains to treat the case $d_g(a_i, a_j) < 3c$. To do that, we set

\[
\mathcal{B} = \{ x \in \mathbb{R}_+ : \frac{1}{2} d_g(a_i, a_j) \leq |x| \leq 2 d_g(a_i, a_j) \},
\]

\[
\frac{1}{2} d_g(a_i, a_j) \leq |x| \leq 2 d_g(a_i, a_j).
\]
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and use (70) combined with the triangle inequality to get for \( c > 0 \) sufficiently small that the following estimate holds

\[
\int_M \varphi_i^{\frac{2n}{n-m}} - \varphi_j^{\frac{2n}{n-m}} dV_g \leq C \int_g \left( \frac{1}{1 + |x|^2} \right)^{\frac{n}{2}} \left( \frac{1}{1 + \lambda^2 d_g^2(\alpha_j, \exp_{\partial M}(\chi_i))} \right)^{\frac{n}{2}} \ dx + O_{A_{i,j}, \lambda}(\varepsilon_{i,j}^{\frac{n}{n-m}} \log \varepsilon_{i,j})
\]

(72)

\[
\leq C \left( \frac{1}{1 + \lambda d_g(\alpha_i, \alpha_j))^2} \right)^{\frac{n}{2}} \int_{\{1 \leq |x| \leq 4d_g(\alpha_i, \alpha_j)\}} \left( \frac{1}{1 + |x|^2} \right)^{\frac{n}{2}} \ dx + O_{A_{i,j}, \lambda}(\varepsilon_{i,j}^{\frac{n}{n-m}} \log \varepsilon_{i,j})
\]

\[
= O_{A_{i,j}, \lambda}(\varepsilon_{i,j}^{\frac{n}{n-m}} \log \varepsilon_{i,j}),
\]

where \( C \) is a large positive constant independent of \( A_{i,j} \) and \( \lambda \), thereby completing the proof of the lemma.

To end this section, we extend the definition of \( \varphi_{a, \lambda} \) to interior concentration points by just using the classical compactification-type bubbles of Schoen[40]. Precisely, for \( a \in M \) and \( 0 < 2\epsilon \leq \delta \leq \delta_0 \), we set

\[
v_{a, \epsilon, \delta}(\cdot) := \chi(\cdot) \delta_{a, \epsilon}(\cdot) + (1 - \chi(\cdot)) \epsilon \frac{2n}{n-m} G_{a}(\cdot),
\]

(73)

where \( \chi \) is as in (28), \( \delta_{a, \epsilon} \) is defined as in (11), \( G_{a}(\cdot) \) is defined as in (12), and for \( \lambda \geq \frac{2}{\delta_0} \), we define

\[
\varphi_{a, \lambda} := u_a v_{a, \lambda, \epsilon}(\cdot),
\]

(74)

where \( u_a \) is as (8) and \( \delta_0 \) is as in Lemma 2.2.

**Remark 2.10** We would like to point out the fact that for bubbles which are centered at interior points, we do not need sharp ones, but just bubbles which can be used to describe diverging PS sequences of \( E_g \). This is due to the fact that our scheme of the algebraic topological argument of Bahri-Coron[8] relies only on bubbles centered at boundary points, see Section 4.

### 3 Mapping \( B_p(\partial M) \) into appropriate sublevels of \( E_g \)

In this section, we map \( B_p(\partial M) \) into some appropriate sublevels of the Euler-Lagrange functional \( E_g \) via the Brendle-Chen[12]'s bubbles. Precisely, we are going to derive sharp energy estimates for convex combination of the bubbles \( \varphi_{a, \lambda} \) given by (34) so that we can confirm in the next section that they are algebraic topological ones by carrying a suitable scheme of the barycenter technique of Bahri-Coron[8].

In order to do that, we first make the following definition. For \( p \in \mathbb{N}^* \), \( \sigma := \sum_{i=1}^{p} \alpha_i \delta_{a_i} \in B_p(\partial M) \) and \( \lambda \geq \frac{2}{\delta_0} \), with \( \delta_0 \) given by Lemma 2.2, we define \( f_p(\lambda) : B_p(\partial M) \rightarrow W^{1,2}(\partial M) \) as follows

\[
f_p(\lambda)(\sigma) := \sum_{i=1}^{p} \alpha_i \varphi_{a_i, \lambda}.
\]

(75)

Now, we start the goal of this section with the following proposition which provides the first step to apply our scheme of the algebraic topological argument of Bahri-Coron[8].

**Proposition 3.1** There exists a large constant \( C_0 > 0 \), \( \nu_0 > 1 \) and \( 0 < \varepsilon_0 \leq \delta_0 \) such that for every \( p \in \mathbb{N}^* \) and every \( 0 < \varepsilon \leq \varepsilon_0 \), there exists \( \lambda_p := \lambda_p(\varepsilon) := \lambda_p(\nu_0, \varepsilon) \geq \frac{2}{\delta_0} \) such that for every \( \lambda \geq \lambda_p \) and for every \( \sigma = \sum_{i=1}^{p} \alpha_i \delta_{a_i} \in B_p(\partial M) \), we have

1) If there exist \( i_0 \neq j_0 \) such that \( \frac{\alpha_{i_0}}{\alpha_{j_0}} > \nu_0 \) or if \( \sum_{i \neq j} \varepsilon_{i,j} > \varepsilon \), then

\[
E_g(f_p(\lambda)(\sigma)) \leq p^{\frac{2n}{n-m}} Y(S^n),
\]
where $\mathcal{Y}(S^n_+)$ is defined by (5) and $\epsilon_{i,j} := \epsilon_{i,j}(A, \lambda)$ with $\lambda := (\lambda, \cdots, \lambda)$ and for the definition of $\epsilon_{i,j}(A, \lambda)$, see (18).

2) If for every $i \neq j$ we have $\frac{\alpha_i}{\alpha_j} \leq \nu_0$ and if $\sum_{i \neq j} \epsilon_{i,j} \leq \epsilon$, then

$$\mathcal{E}_g(f_p(\lambda)(\sigma)) \leq p^\frac{2}{n} \mathcal{Y}(S^n_+) \left(1 + \frac{C_0}{\lambda^{n-2}} - c_g \frac{(p-1)}{\lambda^{n-2}}\right),$$

where $c_g$ is defined by (16).

Proposition 3.1 is derived from the following technical Lemma.

**Lemma 3.2** We have that the following holds:

1) For every $\epsilon$ positive and small and for every $p \in \mathbb{N}^*$, there exists $\lambda_p := \lambda_p(\epsilon) \geq \frac{2}{\delta_\epsilon^2}$ such that for every $\lambda \geq \lambda_p$ and for every $\sigma := \sum_{i=1}^p \alpha_i \delta_{a_i} \in B_p(\partial M)$, we have

$$\sum_{i \neq j} \epsilon_{i,j} > \epsilon$$

implies

$$\mathcal{E}_g(f_p(\lambda)(\sigma)) < p^\frac{2}{n} \mathcal{Y}(S^n_+),$$

where $\epsilon_{i,j} := \epsilon_{i,j}(A, \lambda)$ is defined by (41).

2) For every $\nu > 1$, for every $\epsilon > 0$ and small, and for every $p \in \mathbb{N}^*$, there exists $\lambda_p := \lambda_p(\epsilon, \nu) \geq \frac{2}{\delta_\epsilon^2}$ such that for every $\lambda \geq \lambda_p$ and for every $\sigma := \sum_{i=1}^p \alpha_i \delta_{a_i} \in B_p(\partial M)$, we have

$$\exists i_0 \neq j_0 \text{ such that } \frac{\alpha_{i_0}}{\alpha_{j_0}} > \nu \text{ and } \sum_{i \neq j} \epsilon_{i,j} \leq \epsilon$$

imply

$$\mathcal{E}_g(f_p(\lambda)(\sigma)) < p^\frac{2}{n} \mathcal{Y}(S^n_+).$$

3) There exists $C_0 > 0$, $\nu_0 > 1$, $\lambda_0 \geq \frac{2}{\delta_\epsilon^2}$ and $0 < \epsilon_0 \leq \delta_0$ such that for every $1 < \nu \leq \nu_0$, for every $0 < \epsilon \leq \epsilon_0$, for every $p \in \mathbb{N}^*$, for every $\lambda \geq \lambda_0$, and for every $\sigma := \sum_{i=1}^p \alpha_i \delta_{a_i} \in B_p(\partial M)$, we have

$$\frac{\alpha_i}{\alpha_j} \leq \nu \ \forall i, j, \text{ and } \sum_{i \neq j} \epsilon_{i,j} \leq \epsilon$$

imply

$$\mathcal{E}_g(f_p(\lambda)(\sigma)) \leq p^\frac{2}{n} \mathcal{Y}(S^n_+) \left(1 + \frac{C_0}{\lambda^{n-2}} - c_g \frac{(p-1)}{\lambda^{n-2}}\right).$$

**Proof.** First of all, we set

$$\mathcal{N}_g(u) := \langle L_g u, u \rangle + \langle B_g u, u \rangle, \quad \mathcal{D}_g(u) := \left(\int_M u^{2n/(n-2)} dV_g\right)^{\frac{n-2}{2}}, \quad u \in W^{1,2}_+(\mathcal{M}),$$

and use (1) to have

$$\mathcal{E}_g(u) = \frac{\mathcal{N}_g(u)}{\mathcal{D}_g(u)}, \quad u \in W^{1,2}_+(\mathcal{M}).$$
Furthermore, for \( p \in \mathbb{N}^* \), \( \sigma := \sum_{i=1}^{p} \alpha_i \delta_{a_i} \in B_p(\partial M) \) and \( \lambda \geq \frac{2}{\delta^p} \), we set (as in the proof of Lemma 2.8)

\[
\varphi_i = \varphi_{a_i, \lambda}, \quad i = 1, \ldots, p.
\]

Now, we start with the proof of point 1. To do so, we first use Lemma 2.8, (75), (78), (80), and Hölder’s inequality to estimate \( \mathcal{N}_g(f_p(\lambda)(\sigma)) \) as follows

\[
\mathcal{N}_g(f_p(\lambda)(\sigma)) = c_0(1 + o_{A, \alpha, \lambda}(1)) \int_M \left( \sum_{i=1}^{p} \frac{\alpha_i \varphi_i^{\alpha_i}}{\varphi_j^{\alpha_j}} \right) \left( \sum_{j=1}^{p} \alpha_j \varphi_j \right) dV_g
\]

\[
= c_0(1 + o_{A, \alpha, \lambda}(1)) \int_M \left( \frac{\sum_{i=1}^{p} \alpha_i \varphi_i^{\alpha_i}}{\sum_{j=1}^{p} \alpha_j \varphi_j} \right) \left( \sum_{j=1}^{p} \alpha_j \varphi_j \right)^2 dV_g
\]

\[
\leq c_0(1 + o_{A, \alpha, \lambda}(1)) D_g(u) \left\| \sum_{i=1}^{p} \frac{\alpha_i \varphi_i^{\alpha_i}}{\sum_{j=1}^{p} \alpha_j \varphi_j} \right\|_{L^2},
\]

where \( A := (a_1, \ldots, a_p) \), \( \alpha := (\alpha_1, \ldots, \alpha_p) \) and for the meaning of \( o_{A, \alpha, \lambda}(1) \), see Section 2. Thus, using the convexity of the map \( x \mapsto x^\beta \) with \( \beta > 1 \), we derive that (81) implies

\[
\mathcal{N}_g(f_p(\lambda)(\sigma)) \leq c_0(1 + o_{A, \alpha, \lambda}(1)) D_g(u) \left( \int_M \left( \sum_{i=1}^{p} \frac{\alpha_i \varphi_i^{\alpha_i}}{\sum_{j=1}^{p} \alpha_j \varphi_j} \right)^{\frac{2}{\beta}} \right)^{\frac{\beta}{2}} dV_g
\]

\[
\leq c_0(1 + o_{A, \alpha, \lambda}(1)) D_g(u) \left( \sum_{i=1}^{p} \int_M \frac{\alpha_i \varphi_i^{\alpha_i}}{\sum_{j=1}^{p} \alpha_j \varphi_j} \right)^{\frac{2}{\beta}} dV_g.
\]

Hence, clearly Lemma 2.7, (79) and (82) imply for any pair \( i \neq j \) (\( i, j = 1, \ldots, p \))

\[
\mathcal{E}_g(f_p(\lambda)(\sigma)) \leq c_0(1 + o_{A, \alpha, \lambda}(1)) \left( c_1(p - 1) + \int_M \frac{\alpha_i \varphi_i^{\alpha_i}}{\alpha_i \varphi_i^{\alpha_i} + \alpha_j \varphi_j^{\alpha_j}} \varphi_j^{\alpha_j} dV_g \right)^\frac{2}{\beta}
\]

\[
\leq c_0(1 + o_{A, \alpha, \lambda}(1)) \left( c_1 p - \int_M \frac{\alpha_j \varphi_j^{\alpha_j}}{\alpha_i \varphi_i^{\alpha_i} + \alpha_j \varphi_j^{\alpha_j}} \varphi_j^{\alpha_j} dV_g \right)^\frac{2}{\beta},
\]

and we may assume \( \alpha_i \leq \alpha_j \) by symmetry. Now, we are going to estimate from below the quantity

\[
\int_M \frac{\alpha_j \varphi_j^{\alpha_j}}{\alpha_i \varphi_i^{\alpha_i} + \alpha_j \varphi_j^{\alpha_j}} \varphi_i^{\alpha_i} dV_g.\]

In order to do that, for \( \gamma > 0 \), we set

\[
\mathcal{A}_{i,j} = \{ x \in M : \varphi_i(x) \geq \gamma \left( \frac{\alpha_i}{\alpha_j} \varphi_i(x) + \varphi_j(x) \right) \},
\]

and use (84) to have

\[
\int_M \frac{\alpha_j \varphi_j^{\alpha_j}}{\alpha_i \varphi_i^{\alpha_i} + \alpha_j \varphi_j^{\alpha_j}} \varphi_i^{\alpha_i} dV_g \geq \int_{\mathcal{A}_{i,j}} \frac{\varphi_j^{\alpha_j}}{\varphi_i^{\alpha_i} + \alpha_j \varphi_j^{\alpha_j}} \varphi_i^{\alpha_i} dV_g \geq \gamma \int_{\mathcal{A}_{i,j}} \varphi_i^{\alpha_i} \varphi_j^{\alpha_j} dV_g
\]

\[
= \gamma \left( \int_{\mathcal{A}_{i,j}} \varphi_j^{\alpha_j} dV_g - \int_{\mathcal{A}_{i,j}^c} \varphi_j^{\alpha_j} dV_g \right)
\]

\[
\geq \gamma \left( \int_{\mathcal{A}_{i,j}^c} \varphi_i^{\alpha_i} \varphi_j^{\alpha_j} dV_g - \gamma \int_{\mathcal{A}_{i,j}^c} \left( \frac{\alpha_i}{\alpha_j} \varphi_i + \varphi_j \right)^{\frac{n-2}{2}} \varphi_i \varphi_j dV_g \right),
\]

where \( \mathcal{A}_{i,j}^c := M \setminus \mathcal{A}_{i,j} \). Next, since \( \frac{\alpha_i}{\alpha_j} \leq 1 \), then appealing to (85), we infer that the following estimate holds

\[
\int_M \frac{\alpha_j \varphi_j^{\alpha_j}}{\alpha_i \varphi_i^{\alpha_i} + \alpha_j \varphi_j^{\alpha_j}} \varphi_i^{\alpha_i} dV_g \geq \gamma \left( \int_M \varphi_i^{\alpha_i} \varphi_j^{\alpha_j} dV_g - C \left( \gamma \int_{\mathcal{A}_{i,j}^c} \left( \frac{\alpha_i}{\alpha_j} \varphi_i + \varphi_j \right) \varphi_i \varphi_j dV_g \right) \right),
\]
for some large positive constant $C$ independent of $A$, $\lambda$ and $\gamma$. Thus, ii) of point 1) of Lemma 2.8 and (86) imply that for $\gamma > 0$ sufficiently small, there holds

\[
\int_M \frac{\alpha_j \phi_j}{\alpha_i \phi_i + \alpha_j \phi_j} \phi_i^{2n} dV_g \geq \frac{\gamma}{2} \int_M \phi_i^{n+2} \phi_j dV_g.
\]

Hence, combining (83) and (87), we conclude that for any pair $i \neq j$, the following estimate holds

\[
E_g(f_p(\lambda)(\sigma)) \leq (1 + o_{A,a,\lambda}(1)) \mathcal{V}(S^*_n) \left(p - \frac{\gamma}{2c_1} \int_M \phi_i^{n+2} \phi_j dV_g\right)^{\frac{1}{2n}}.
\]

Clearly (88) implies, that we always have

\[
E_g(f_p(\lambda)(\sigma)) \leq (1 + o_{A,a,\lambda}(1)) p^{\frac{n}{2}} \mathcal{V}(S^*_n)
\]

and in case $\sum_{i \neq j} \epsilon_{i,j} \geq \epsilon$

\[
E_g(f_p(\lambda)(\sigma)) \leq (1 + o_{A,a,\lambda}(1)) p^{\frac{n}{2}} \mathcal{V}(S^*_n) \left(1 - \frac{\gamma \epsilon}{2pc_1}\right)^{\frac{n}{2}}.
\]

thereby ending the proof of point 1). Now, we are going to treat the second case. Hence, we may assume

\[
\sum_{i \neq j} \epsilon_{i,j} \ll 1
\]

and thus according to Lemma 2.8

\[
\epsilon_{i,j} = (1 + o_{\epsilon_{i,j}(1)}) \epsilon_{i,j} \quad \text{and} \quad \lambda \delta_g(a_i, a_j) \gg 1,
\]

and for the meaning of $o_{\epsilon_{i,j}(1)}$, see Section 2. We then use Lemma 2.8, (78), and (92) to have

\[
N_g(f_p(\lambda)(\sigma)) = \sum_{i=1}^p \sum_{j=1}^p \alpha_i \alpha_j \left(\langle L_g \phi_i, \phi_j \rangle + \langle B_g \phi_i, \phi_j \rangle\right)
\]

\[
= \sum_{i=1}^p \alpha_i^2 \left(\langle L_g \phi_i, \phi_i \rangle + \langle B_g \phi_i, \phi_i \rangle\right) + \sum_{i \neq j} \alpha_i \alpha_j \left(\langle L_g \phi_i, \phi_j \rangle + \langle B_g \phi_i, \phi_j \rangle\right)
\]

\[
= \sum_{i=1}^p \alpha_i^2 E_g(\phi_i) D_g(\phi_i) + c_0 (1 + o_{\sum_{i \neq j} \epsilon_{i,j}(1)}) \sum_{i \neq j} \alpha_i \alpha_j \epsilon_{i,j}
\]

and (for the meaning of $o_{\sum_{i \neq j} \epsilon_{i,j}(1)}$, see Section 2)

\[
D_g^{\frac{n+2}{n}}(f_p(\lambda)(\sigma)) = \int_M \left(\sum_{i=1}^p \alpha_i \phi_i\right) \frac{\phi_i^{n+2}}{\alpha_i \phi_i + \alpha_j \phi_j} dV_g = \sum_{i=1}^p \alpha_i \int_M \left(\sum_{j=1, j \neq i}^p \alpha_j \phi_j\right) \frac{\phi_i^{n+2}}{\alpha_i \phi_i + \alpha_j \phi_j} dV_g
\]

\[
= \sum_{i=1}^p \alpha_i \int_M \left(\alpha_i \phi_i + \sum_{j=1, j \neq i}^p \alpha_j \phi_j\right) \frac{\phi_i^{n+2}}{\alpha_i \phi_i + \alpha_j \phi_j} dV_g.
\]

To proceed further, we set $A_i = \{x \in M : \alpha_i \phi_i(x) > \sum_{j=1, j \neq i}^p \alpha_j \phi_j(x)\}$, and use Taylor expansion to obtain

\[
D_g^{\frac{n}{n-2}}(f_p(\lambda)(\sigma)) = \sum_{i=1}^p \alpha_i \int_{A_i} \phi_i^{n+2} dV_g + \frac{n+2}{n} \sum_{i=1}^p \alpha_i \int_{A_i} \phi_i^{n+2} \phi_j dV_g
\]

\[
+ \sum_{i=1}^p \alpha_i \int_{A_i} \left(\sum_{j=1, j \neq i}^p \alpha_j \phi_j\right) \phi_i dV_g + O_{\lambda, A, \lambda} \left(\sum_{i=1}^p \alpha_i \phi_i^{n+2} \phi_j^{n+2} \int_M \phi_i^{n+2} \phi_j^{n+2} dV_g,\right)
\]

18
So, using Lemma 2.9 and (92), we have that (98) implies
\[
(a + b)^{\frac{n}{n-2}} \leq C_n (a^{\frac{n}{n-2}} + b^{\frac{n}{n-2}})
\]
for \(a, b \geq 0\) and \(C_n\) a positive constant depending only on \(n\). Moreover since
\[
(a + b)^{\frac{n+2}{n-2}} \geq a^{\frac{n+2}{n-2}} + b^{\frac{n+2}{n-2}},
\]
then (95) implies
\[
\mathcal{D}_{\frac{n}{n-2}}^n (f_p(\lambda)(\sigma)) = \sum_{i=1}^p \alpha_i^{\frac{2n}{n-2}} \int_M \varphi_i^{\frac{2n}{n-2}} dV_g + \frac{n + 2}{n - 2} \sum_{i \neq j} \alpha_i \alpha_j^{\frac{n+2}{n-2}} \int_M \varphi_i^{\frac{n+2}{n-2}} \varphi_j dV_g
\]
\[
+ O_{A,\lambda} \left( \sum_{i \neq j} \alpha_i^{\frac{n}{n-2}} \alpha_j^{\frac{n}{n-2}} \int_M \varphi_i^{\frac{n}{n-2}} \varphi_j^{\frac{n}{n-2}} dV_g \right)
\]
\[
= \sum_{i=1}^p \alpha_i^{\frac{2n}{n-2}} \int_M \varphi_i^{\frac{2n}{n-2}} dV_g + \frac{2n}{n - 2} \sum_{i \neq j} \alpha_i^{\frac{n+2}{n-2}} \alpha_j^{\frac{n+2}{n-2}} \int_M \varphi_i^{\frac{n+2}{n-2}} \varphi_j dV_g
\]
\[
+ O_{A,\bar{\alpha},\lambda} \left( \sum_{i \neq j} \alpha_i^{\frac{n}{n-2}} \alpha_j^{\frac{n}{n-2}} \int_M \varphi_i^{\frac{n}{n-2}} \varphi_j^{\frac{n}{n-2}} dV_g \right).
\]

So, using Lemma 2.9 and (92), we have that (98) implies
\[
\mathcal{D}_{\frac{n}{n-2}}^n (f_p(\lambda)(\sigma)) = \sum_{i=1}^p \alpha_i^{\frac{2n}{n-2}} \int_M \varphi_i^{\frac{2n}{n-2}} dV_g
\]
\[
+ \frac{2n}{n - 2} \left( 1 + o_{\sum_{i \neq j} \varepsilon_{i,j} (1)} \right) \sum_{i \neq j} \alpha_i^{\frac{n+2}{n-2}} \alpha_j \varepsilon_{i,j} + o_{\sum_{i \neq j} \varepsilon_{i,j}} \left( \sum_{i \neq j} \alpha_i^{\frac{n}{n-2}} \alpha_j^{\frac{n}{n-2}} \varepsilon_{i,j} \right).
\]

Thus, using Young’s inequality and the symmetry of \(\varepsilon_{i,j}\), we infer from (99) that the following estimate holds
\[
\mathcal{D}_{\frac{n}{n-2}}^n (f_p(\lambda)(\sigma)) = \sum_{i=1}^p \alpha_i^{\frac{2n}{n-2}} \int_M \varphi_i^{\frac{2n}{n-2}} dV_g + \frac{2n}{n - 2} \left( 1 + o_{\sum_{i \neq j} \varepsilon_{i,j} (1)} \right) \sum_{i \neq j} \alpha_i^{\frac{n+2}{n-2}} \alpha_j \varepsilon_{i,j}.
\]

Hence, using again Young’s inequality, Taylor expansion, and Lemma 2.7, we have that (100) gives
\[
\mathcal{D}_g (f_p(\lambda)(\sigma)) = \left( \sum_{i=1}^p \alpha_i^{\frac{2n}{n-2}} \int_M \varphi_i^{\frac{2n}{n-2}} dV_g \right)^{\frac{n-2}{n}} \left( 1 + \frac{2n}{n - 2} \left( 1 + o_{\sum_{i \neq j} \varepsilon_{i,j} (1)} \right) \sum_{i \neq j} \alpha_i^{\frac{n+2}{n-2}} \alpha_j \varepsilon_{i,j} \right)^{\frac{n-2}{n}}
\]
\[
= \left( \sum_{i=1}^p \alpha_i^{\frac{2n}{n-2}} \mathcal{D}_{\frac{n}{n-2}}^n (\varphi_i) \right)^{\frac{n-2}{n}} + c_1 \left( 1 + o_{\sum_{i \neq j} \varepsilon_{i,j} (1)} \right) \sum_{i \neq j} \alpha_i^{\frac{n+2}{n-2}} \alpha_j \varepsilon_{i,j}.
\]
Now, combining (93) and (101), and using again Taylor expansion, we obtain

\[
\mathcal{E}_g(f_p(\lambda)(\sigma)) \leq \frac{\sum_{i=1}^p \alpha_i^2 \mathcal{E}_g(\varphi_i) \mathcal{D}_g(\varphi_i) + c_0 \left(1 + o_{\sum_{i \neq j} \varepsilon_{i,j}}(1)\right) \sum_{i \neq j} \alpha_i \alpha_j \varepsilon_{i,j}}{\left(\sum_{i=1}^p \alpha_i^{\frac{n-2}{n}} \mathcal{D}_g^{\frac{n-2}{n}}(\varphi_i)\right) \frac{n-2}{n}} + 2c_1 \frac{\left(1 + o_{\sum_{i \neq j} \varepsilon_{i,j}}(1)\right) \sum_{i \neq j} \alpha_i \alpha_j \varepsilon_{i,j}}{\left(\sum_{i=1}^p \alpha_i^{\frac{n-2}{n}} \mathcal{D}_g^{\frac{n-2}{n}}(\varphi_i)\right) \frac{n-2}{n}} \left(\frac{\sum_{i=1}^p \alpha_i^{\frac{n-2}{n}}}{\sum_{i \neq j} \alpha_i^{\frac{n-2}{n}}}\right) \frac{n-2}{n}.
\]

(102)

Hence, using (17) and rearranging the terms in (102), we get

\[
\mathcal{E}_g(f_p(\lambda)(\sigma)) \leq \max_{i=1,\ldots,p} \mathcal{E}_g(\varphi_i) \frac{\sum_{i=1}^p \alpha_i^2 \mathcal{D}_g(\varphi_i)}{\left(\sum_{i=1}^p \alpha_i^2 \mathcal{D}_g(\varphi_i)\right) \frac{n-2}{n}} + \frac{\left(1 + o_{\sum_{i \neq j} \varepsilon_{i,j}}(1)\right) \mathcal{Y}(S^n_+)}{\left(\sum_{i=1}^p \alpha_i^{\frac{n-2}{n}} \mathcal{D}_g^{\frac{n-2}{n}}(\varphi_i)\right) \frac{n-2}{n}} \left(\sum_{i \neq j} \alpha_i \alpha_j \varepsilon_{i,j}\right) \frac{n-2}{n} \left(\frac{\sum_{i=1}^p \alpha_i^{\frac{n-2}{n}}}{\sum_{i \neq j} \alpha_i^{\frac{n-2}{n}}}\right) \frac{n-2}{n} \left(\frac{\sum_{i=1}^p \alpha_i^2}{\sum_{i \neq j} \alpha_i^2}\right) \frac{n-2}{n} \left(\frac{\sum_{i=1}^p \alpha_i^2}{\sum_{i \neq j} \alpha_i^2}\right) \frac{n-2}{n}.
\]

(103)

This inequality has the following impact. First note, that the function

\[
\Gamma : \{\gamma \in [0,1]^p : \sum_{i=1}^p \gamma_i = 1\} \rightarrow \mathbb{R}^+
\]

\[
\gamma \rightarrow \frac{\sum_{i=1}^p \gamma_i^2}{\left(\sum_{i=1}^p \gamma_i^{\frac{n-2}{n}}\right) \frac{n-2}{n}}
\]

has the strict global maximum

\[
\gamma_{\max} = \left(\frac{1}{p}, \ldots, \frac{1}{p}\right)
\]

with \(\Gamma(\gamma_{\max}) = p^{\frac{2}{p}}\). Thus, using Lemma 2.7, Lemma 2.5, (78), (92), and (103), we infer that for any \(\nu > 0\), for every \(\epsilon > 0\) and small, and for every \(p \in \mathbb{N}^*\), there exists \(\lambda_p := \lambda_p(\nu, \epsilon) \geq \frac{2}{\delta_0}\) such for every \(\lambda \geq \lambda_p\) and for every \(\sigma := \sum_{i=1}^p \alpha_i \delta_{a_i} \in B_p(\partial M)\), there holds

\[
\mathcal{E}_g(f_p(\lambda)(\sigma)) < p^{\frac{2}{p}} \mathcal{Y}(S^n_+),
\]

whenever

\[
\exists i_0 \neq j_0 \text{ such that } \frac{\alpha_{i_0}}{\alpha_{j_0}} > \nu \text{ and } \sum_{i \neq j} \varepsilon_{i,j} \leq \epsilon,
\]

thereby ending the proof of point 2). Now, we are going to treat point 3) and end the proof of the Lemma. Thus, we may assume

\[
\forall i,j \frac{\alpha_i}{\alpha_j} = 1 + \alpha_i^* (1) \text{ and } \sum_{i \neq j} \varepsilon_{i,j} \ll 1,
\]

(108)
where $o^*_p(1)$ is a positive quantity depending only $\mu$ with $\mu$ small and verifying the property that it tends to 0 as $\mu$ tends to 0. So, using (103), (108), and the properties of $\Gamma$ (see (104) and (105)), we infer that the following estimate holds

$$E_g(f_p(\lambda)(\sigma)) \leq \max_{i=1, \ldots, p} E_g(\varphi_i)p^{\hat{\alpha}}$$

(109)

$$- (1 + o\sum_{i\neq j} \varepsilon_{i,j}(1) + o_o(1)) \frac{\mathcal{Y}(S^+_n)}{(\sum_{i=1}^p \alpha_i)} \sum_{i\neq j} \alpha_i \alpha_j \varepsilon_{i,j} \frac{c_1}{c_1}$$

$$= \max_{i=1, \ldots, p} E_g(\varphi_i)p^{\hat{\alpha}} - (1 + o\sum_{i\neq j} \varepsilon_{i,j}(1) + o_o(1)) \mathcal{Y}(S^+_n)p^{\hat{\alpha}} \sum_{i\neq j} \varepsilon_{i,j} \frac{c_1}{c_1}.$$

Now, using Lemma 2.5, (92), (108), and (109), we have that there exists $C_0 > 0$, $\nu_0 > 1$, $\lambda_0 \geq \frac{2}{\nu_0^2}$ and $0 < \varepsilon_0 \leq \delta_0$ such that for every $1 < \nu \leq \nu_0$, for every $0 < \varepsilon \leq \varepsilon_0$, for every $p \in \mathbb{N}^*$, for every $\lambda \geq \lambda_0$, and for every $\sigma := \sum_{i=1}^p \alpha_i \delta_a_i \in B_p(\partial M)$, we have if $\frac{\alpha_i}{\alpha_j} \leq \nu \forall i, j$ and $\sum_{i\neq j} \varepsilon_{i,j} \leq \varepsilon$, then there holds

$$E_g(f_p(\lambda)(\sigma)) \leq p^{\hat{\alpha}} \mathcal{Y}(S^+_n) \left(1 + \frac{C_0}{\lambda^{n-2}} - \frac{1}{2c_1p} \sum_{i\neq j} \varepsilon_{i,j} \right).$$

Thus, recalling that (see (55))

$$\varepsilon_{i,j} = (1 + o_{\varepsilon_{i,j}}(1))c_3 \frac{G(a_i, a_j)}{\lambda^{n-2}},$$

and using again (92), we infer from (110) that up to taking $\varepsilon_0$ smaller, for every $1 < \nu \leq \nu_0$, for every $0 < \varepsilon \leq \varepsilon_0$, for every $p \in \mathbb{N}^*$, for every $\lambda \geq \lambda_0$, and for every $\sigma := \sum_{i=1}^p \alpha_i \delta_a_i \in B_p(\partial M)$, there holds

$$\frac{\alpha_i}{\alpha_j} \leq \nu \forall i, j$$

and $\sum_{i\neq j} \varepsilon_{i,j} \leq \varepsilon$ imply

$$E_g(f_p(\lambda)(\sigma)) \leq p^{\hat{\alpha}} \mathcal{Y}(S^+_n) \left(1 + \frac{C_0}{\lambda^{n-2}} - \frac{c_3}{4c_1p\lambda^{n-2}} \sum_{i\neq j} G(a_i, a_j) \right)$$

(112)

$$\leq p^{\hat{\alpha}} \mathcal{Y}(S^+_n) \left(1 + \frac{C_0}{\lambda^{n-2}} - c_g \frac{(p-1)}{\lambda^{n-2}} \right),$$

thereby ending the proof of point 3), and hence of the Lemma. ■

**Proof of Proposition 3.1**

It follows from Lemma 3.2 by taking $C_0$ and $\nu_0$ to be the ones given by Lemma 3.2, $\varepsilon_0 := \frac{\nu_0}{2}$, and $\lambda_p := \lambda_p(\varepsilon, \nu_0) := \max\{\lambda_p(\frac{\varepsilon_0}{2}), \lambda_p(2\varepsilon, \nu_0), \lambda_0\}$, where $\varepsilon_0$, $\lambda_p(\frac{\varepsilon_0}{2})$, $\lambda_p(2\varepsilon, \nu_0)$, and $\lambda_0$ are as in Lemma 3.2. ■

Now, using Proposition 3.1, we have the following corollary which provides the second and decisive step in our goal of showing that the Brendle-Chen[12]'s bubbles are algebraic topological ones. Indeed, the latter corollary will be used together with Proposition 3.1 in the next section to carry a suitable scheme of the algebraic topological argument of Bahri-Coron[8].

**Corollary 3.3** There exists $p_0 \in \mathbb{N}^*$ large enough such that for every $0 < \varepsilon \leq \varepsilon_0$, and for every for every $\lambda \geq \lambda_{p_0}$ (where $\varepsilon_0$ and $\lambda_{p_0}$ are given by Proposition 3.1), there holds

$$E_g(f_{p_0}(\lambda)(B_{p_0}(\partial M))) \subset W_{p_0-1}.$$

**Proof.** It follows directly from Proposition 3.1 and the definition of $W_{p_0-1}$ (see (4) with $p$ replaced by $p_0 - 1$). ■
4 Algebraic topological argument for existence

In this section, we show that the Brendle-Chen\cite{12}'s bubbles are algebraic topological ones by using directly the latter section to carry a suitable scheme of the barycenter technique of Bahri-Coron\cite{8}. To do so, we first introduce the notion of neighborhood of potential critical points at infinity of the Euler-Lagrange functional $\mathcal{E}_g$. Precisely, for $p \in \mathbb{N}^*$, $0 < \varepsilon \leq \varepsilon_0$ (where $\varepsilon_0$ is given by Proposition 3.1), and $(l, q) \in \mathbb{N}^2$ with $2l + q = p$, we define $V(l, q, \varepsilon)$ the $(l, q, \varepsilon)$-neighborhood of potential critical points at infinity of $\mathcal{E}_g$, namely

\begin{equation}
(113)\end{equation}

\[ V(l, q, \varepsilon) := \{ u \in W^{1,2}_+(\overline{M}) : \exists a_1, \ldots, a_l, a_{l+1}, \ldots, a_{l+q} \in \partial M, \quad a_1, \ldots, a_{l+q} > 0, \quad \lambda_1, \ldots, \lambda_{l+q} \geq \frac{1}{\varepsilon}, \]

\[ \|u - \sum_{i=1}^{l+q} \alpha_i \varphi_{a_i, \lambda_i}\| \leq \varepsilon, \quad \frac{\alpha_i}{\alpha_j} \leq \nu_0 \quad \text{and} \quad \varepsilon_{i,j} \leq \varepsilon, \quad i \neq j = 1, \ldots, l + q \}, \]

where $\|\cdot\|$ denotes the standard $W^{1,2}$-norm, $\epsilon_{i,j}:=\epsilon_{i,j}(A, \lambda)$ with $A := (a_1, \ldots, a_{l+q})$, $\lambda := (\lambda_1, \ldots, \lambda_{l+q})$, $(\epsilon_{i,j}(A, \lambda))$’s are defined by (18), $\varphi_{a_i, \lambda}$ is given by (34) for $i = l + 1, \ldots, l + q$, $\varphi_{a_i, \lambda}$ is given by (73) for $i = 1, \ldots, l$, and $\nu_0$ is given by Lemma 3.1. Using the $(l, q, \varepsilon)$-neighborhoods of potential critical points at infinity of $\mathcal{E}_g$, we define $V(p, \varepsilon)$ the $(p, \varepsilon)$-neighborhood of potential critical points at infinity of $\mathcal{E}_g$ as follows

\begin{equation}
(114)\end{equation}

\[ V(p, \varepsilon) = \cup_{(l, q): 2l + q = p} V(l, q, \varepsilon). \]

Concerning the sets $V(0, p, \varepsilon)$, for every $p \in \mathbb{N}^*$, we have that there exists $0 < \varepsilon_p \leq \varepsilon_0$ (where $\varepsilon_0$ is given by Lemma 3.1) such that for every $0 < \varepsilon \leq \varepsilon_p$, we have that

\begin{equation}
(115)\end{equation}

\[ \forall u \in V(0, p, \varepsilon), \quad \text{the minimization problem} \quad \min_{B_{C_1}^p} \|u - \sum_{i=1}^{p} \alpha_i \varphi_{a_i, \lambda_i}\| \]

has a unique solution, up to permutations, where $B_{C_1}^p$ is defined as follows

\begin{equation}
(116)\end{equation}

\[ B_{C_1}^p := \{(\alpha, A, \lambda) \in \mathbb{R}_+^p \times (\partial M)^p \times (0, +\infty)^p : \lambda_i \geq \frac{1}{\varepsilon}, i = 1, \ldots, p, \]

\[ \frac{\alpha_i}{\alpha_j} \leq \nu_0 \quad \text{and} \quad \varepsilon_{i,j} \leq C_1 \varepsilon, i \neq j = 1, \ldots, p \}, \]

with $C_1 > 1$. Furthermore, we define the selection map $s_p : V(0, p, \varepsilon) \rightarrow (\partial M)^p / \sigma_p$ as follows

\begin{equation}
(117)\end{equation}

\[ s_p(u) := A, \quad u \in V(0, p, \varepsilon), \quad \text{and} \quad A \text{ is given by (115)}, \]

\begin{remark}
We would like to emphasize the fact that we have defined a selection map only on $V(0, p, \varepsilon)$ and not on the whole $V(p, \varepsilon)$. This is due to the fact that, our algebraic topological argument uses only bubbles centered at boundary points and that a continuous extension on $V(p, \varepsilon)$ can also be achieved if the values it takes on $V(p, \varepsilon) \setminus V(0, p, \varepsilon)$ do not matter, which is clearly the case here. However, using the Djadli-Malchiodi\cite{17} barycentric projection map, precisely its boundary adaptation of Ndiaye\cite{36}, one can even achieve a continuous extension with the property of homotopic to identity in the sense of Djadli-Malchiodi\cite{17}.
\end{remark}

Now having introduced the neighborhoods of potential critical points at infinity of the Euler-Lagrange functional $\mathcal{E}_g$, we are ready to present our algebraic topological argument for existence. In order to do that, we start by the following classical deformation Lemma which follows from the same arguments as for its counterparts in classical application of the algebraic topological argument of Bahri-Coron\cite{8}(see for example Proposition 6 in \cite{8} or Lemma 17 in \cite{7}) and the fact that the $\varphi_{a, \lambda}$ can replace the standard bubbles in the analysis of diverging PS sequences of the Euler-Lagrange functional $\mathcal{E}_g$.\end{quote}
Lemma 4.2 Assuming that $E_g$ has no critical points, then for every $p \in \mathbb{N}^*$, up to taking $\varepsilon_p$ smaller (where $\varepsilon_p$ is given by (115)), we have that for every $0 < \varepsilon \leq \varepsilon_p$, there holds $(W_p, W_{p-1})$ retracts by deformation onto $(W_{p-1} \cup A_p, W_{p-1})$ with $V(p, \varepsilon) \subset A_p \subset V(p, \varepsilon)$ where $0 < \varepsilon < \frac{1}{4}$ is a very small positive real number and depends on $\varepsilon$.

Using Proposition 3.1 and Lemma 4.2, we are going to show that if $E_g$ has no critical points, then for $\lambda$ large enough, the map $(f_1(\lambda))_*$ is well defined and not trivial in $H_{n-1}(W_1, W_0)$. Precisely, we show:

Lemma 4.3 Assuming that $E_g$ has no critical points and $0 < \varepsilon \leq \varepsilon_1$ (where $\varepsilon_1$ is given by (115)), then up to taking $\varepsilon_1$ smaller and $\lambda_1$ larger (where $\lambda_1$ is given by Proposition 3.1), we have that for every $\lambda \geq \lambda_1$, there holds

$$f_1(\lambda) : (B_1(\partial M), B_0(\partial M)) \rightarrow (W_1, W_0)$$

is well defined and satisfies

$$(f_1(\lambda))_*(w_1) \neq 0 \text{ in } H_{n-1}(W_1, W_0).$$

Proof. It follows from the selection map $s_1$ given by (117), Proposition 3.1 and the same arguments as in Lemma 26 in [22].

Next, using Lemma 2.1, Proposition 3.1, Lemma 4.2, and the algebraic topological argument of Bahri-Coron[8] in the form developed by the second author[37] for the study of the supercritical $Q$-curvature problem, we are going to show that if for $\lambda$ large the orientation class $w_p$ survives “topologically” the embedding into $(W_p, W_{p-1})$ via $f_p(\lambda)$, then for $\lambda$ large $w_{p+1}$ survives “topologically” the embedding into $(W_{p+1}, W_p)$ via $f_{p+1}(\lambda)$. Precisely, we prove the following proposition:

Proposition 4.4 Assuming that $E_g$ has no critical points and $0 < \varepsilon \leq \varepsilon_{p+1}$ (where $\varepsilon_{p+1}$ is given by (115)), then up to taking $\varepsilon_{p+1}$ smaller, and $\lambda_p$ and $\lambda_{p+1}$ larger (where $\lambda_p$ and $\lambda_{p+1}$ are given by Proposition 3.1), we have that for every $\lambda \geq \max\{\lambda_p, \lambda_{p+1}\}$, there holds

$$f_{p+1}(\lambda) : (B_{p+1}(\partial M), B_p(\partial M)) \rightarrow (W_{p+1}, W_p)$$

and

$$f_p(\lambda) : (B_p(\partial M), B_{p-1}(\partial M)) \rightarrow (W_p, W_{p-1})$$

are well defined and satisfy

$$(f_p(\lambda))_*(w_p) \neq 0 \text{ in } H_{n-1}(W_p, W_{p-1})$$

implies

$$(f_{p+1}(\lambda))_*(w_{p+1}) \neq 0 \text{ in } H_{n(p+1)-1}(W_{p+1}, W_p).$$

Proof. First of all, we let $p \in \mathbb{N}^*$ and $0 < \varepsilon_{p+1}$, where $\varepsilon_{p+1}$ is given by Proposition 3.1. Next, recalling that we have assumed that $E_g$ has no critical points, and using Lemma 4.2, then up to taking $\varepsilon_{p+1}$ smaller, we infer that the following holds

$$(W_{p+1}, W_p) \simeq (W_p \cup A_{p+1}, W_p),$$

with

$$(V_0, p + 1, \varepsilon) \subset V(p + 1, \varepsilon) \subset A_{p+1} \subset V(p + 1, \varepsilon), \begin{array}{c} 0 < 4\bar{\varepsilon} < \varepsilon. \end{array}$$

Now, using Lemma 2.8 and Proposition 3.1, we have that for every $\lambda \geq \max\{\lambda_p, \lambda_{p+1}\}$ (where $\lambda_p$ and $\lambda_{p+1}$ are given by Proposition 3.1), there holds

$$f_{p+1}(\lambda) : (B_{p+1}(\partial M), B_p(\partial M)) \rightarrow (W_{p+1}, W_p),$$

and

$$f_p(\lambda) : (B_p(\partial M), B_{p-1}(\partial M)) \rightarrow (W_p, W_{p-1}),$$
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are well defined and hence have that the first point is proven. Next, using Proposition 3.1, (120), and (121), we have that up to taking \( \lambda_{p+1} \) and \( \lambda_p \) larger (for example larger than \( 4 \max\{\lambda_{p+1}(\varepsilon), \lambda_p(\varepsilon), \lambda_p(2\bar{\varepsilon}), \lambda_p(\frac{\varepsilon}{2}), \frac{1}{T}\} \)), where \( \lambda_p(\varepsilon), \lambda_{p+1}(\varepsilon), \lambda_p(2\bar{\varepsilon}), \) and \( \lambda_p(\frac{\varepsilon}{2}) \) are given by Proposition 3.1 and \( \bar{\varepsilon} \) is given by (119) the following diagram

\[
\begin{align*}
(B_{p+1}(\partial M), \mathcal{O}(B_p(\partial M))) & \xrightarrow{f_{p+1}(\lambda)} (W_{p+1}, W_p) \\
(\mathcal{O}(B_p(\partial M)), B_{p-1}(\partial M)) & \xrightarrow{f_p(\lambda)} (W_p, W_{p-1})
\end{align*}
\]

is well defined and commutes, where

\[
\mathcal{O}(B_p(\partial M)) := \{ \sigma = \sum_{i=1}^{p+1} \alpha_i \delta_{a_i} \in B_{p+1}(\partial M) : \exists i_0 \neq j_0 : \frac{\alpha_{i_0}}{\alpha_{j_0}} > \nu_0 \text{ or } \sum_{i \neq j} \varepsilon_{i,j} > \bar{\varepsilon} \},
\]

with \( \nu_0 \) given by Proposition 3.1. On the other hand, we have

\[
B_{p+1}(\partial M) \setminus \mathcal{O}(B_p(\partial M)) \simeq B_{p+1}(\partial M) \setminus B_p(\partial M),
\]

and

\[
\mathcal{O}(B_p(\partial M)) \simeq B_p(\partial M).
\]

Now, using (22), Lemma 2.1, and (124), we derive

\[
H^{n-1}(B_{p+1}(\partial M) \setminus \mathcal{O}(B_p(\partial M))) \times H_{n(p+1)-1}(B_{p+1}(\partial M), B_p(\partial M)) \xrightarrow{\sim} H_{n(p+1)-n}(B_{p+1}(\partial M), B_p(\partial M)) \xrightarrow{\partial} H_{n(p+1)-n-1}(B_p(\partial M), B_{p-1}(\partial M)).
\]

Furthermore, using (118), we infer that

\[
H^{n-1}(A_{p+1}) \times H_{n(p+1)-1}(W_{p+1}, W_p) \xrightarrow{\sim} H_{n(p+1)-n}(W_{p+1}, W_p) \xrightarrow{\partial} H_{n(p+1)-n-1}(W_p, W_p).
\]

Moreover, passing to homologies in (122) and using (125), we derive that

\[
H_{n(p+1)-1}(B_{p+1}(\partial M), B_p(\partial M)) \xrightarrow{(f_{p+1}(\lambda))_*} H_{n(p+1)-1}(W_{p+1}, W_p),
\]

and

\[
H_{np-1}(B_p(\partial M), B_{p-1}(\partial M)) \xrightarrow{(f_p(\lambda))_*} H_{np-1}(W_p, W_{p-1})
\]

are well defined and the following diagram commutes

\[
\begin{align*}
H_{n(p+1)-n}(B_{p+1}(\partial M), B_p(\partial M)) & \xrightarrow{(f_{p+1}(\lambda))_*} H_{n(p+1)-n}(W_{p+1}, W_p) \\
H_{np-1}(B_p(\partial M), B_{p-1}(\partial M)) & \xrightarrow{(f_p(\lambda))_*} H_{np-1}(W_p, W_{p-1})
\end{align*}
\]

Next, recalling that we have taken \( \lambda_{p+1} \) and \( \lambda_p \) larger than \( 4 \max\{\lambda_{p+1}(\varepsilon), \lambda_p(\varepsilon), \lambda_p(2\bar{\varepsilon}), \lambda_p(\frac{\varepsilon}{2}), \frac{1}{T}\} \), we derive that

\[
f_{p+1}(\lambda)(B_{p+1}(\partial M) \setminus \mathcal{O}(B_p(\partial M))) \subset V(0, p + 1, \bar{\varepsilon}) \subset V(p + 1, \bar{\varepsilon}) \subset A_{p+1} \subset V(p + 1, \varepsilon).
\]
Thus, using (25), (117), (131), and recalling Remark 4.1, we infer that

\[(f_{p+1}(\lambda))^* (s_{p+1}^*(O_{\partial M}^*)) = O_{\partial M}^* \] with \[s_{p+1}^*(O_{\partial M}^*) \neq 0 \text{ in } H^{n-1}(A_{p+1}).\]

On the other hand, using (130), we derive that

\[\partial (f_{p+1}(\lambda)) = (f_{p}(\lambda)) \partial \text{ in } H_{n(p+1) - n}(B_{p+1}(M), B_{p}(\partial M)).\]

Now, combining (22), Lemma 2.1, (124), (126), (127), (128), (132), and (133), we obtain

\[(f_{p}(\lambda))^*(\omega_{p}) = (f_{p}(\lambda))^*(\partial(O_{\partial M}^* \land \omega_{p+1}))\]

\[= (f_{p}(\lambda))^*(\partial(((f_{p+1}(\lambda))^*(s_{p+1}^*(O_{\partial M}^*)) \land \omega_{p+1})))\]

\[= \partial (((f_{p+1}(\lambda))^*(s_{p+1}^*(O_{\partial M}^*)) \land \omega_{p+1}))\]

\[= \partial(s_{p+1}^*(O_{\partial M}^*) \land ((f_{p+1}(\lambda))^*(\omega_{p+1}))),\]

with all the equalities holding in \(H_{np-1}(W_{p}, W_{p-1}).\) Hence, clearly, (134) and the assumption

\[(f_{p}(\lambda))^*(w_{p}) \neq 0 \text{ in } H_{np-1}(W_{p}, W_{p-1})\]

implies

\[(f_{p+1}(\lambda))^*(w_{p+1}) \neq 0 \text{ in } H_{n(p+1) - 1}(W_{p+1}, W_{p}),\]

as desired, thereby completing the proof of Proposition 4.4. \(\blacksquare\)

Now, we are ready to present the proof of Theorem 1.1.

**Proof of Theorem 1.1**

It follows by a contradiction argument from Corollary 3.3, Lemma 4.3 and Proposition 4.4. \(\blacksquare\)
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