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Abstract—Although blockchain, the supporting technology of Bitcoin and various cryptocurrencies, has offered a potentially effective framework for numerous applications, it still suffers from the adverse affects of the impossibility triangle. Performance, security, and decentralization of blockchains normally do not scale simultaneously with the number of participants in the network.

The recent introduction of error correcting codes in sharded blockchain by Li et al. partially settles this trilemma, boosting throughput without compromising security and decentralization. In this paper, we improve the coded sharding scheme in three ways. First, we propose a novel 2-Dimensional Sharding strategy, which inherently supports cross-shard transactions, alleviating the need for complicated inter-shard communication protocols. Second, we employ distributed storage techniques in the propagation of blocks, improving latency under restricted bandwidth. Finally, we incorporate polynomial cryptographic primitives of low degree, which brings coded blockchain techniques into the realm of feasible real-world parameters.

I. INTRODUCTION

Blockchain is an append-only distributed database system with a structure of linked blocks. Data, or transactions, resides in each block on the chain, and the chain is replicated in every participating node. Periodically, a new block is proposed and propagates across the entire network. Each node verifies the transactions in the new block before linking it to the local chain, and a consensus protocol guarantees that the locally stored chains agree with each other. Further, blocks are linked with hash pointers, which ensures the information which resides in early blocks is immutable.

Blockchain’s decentralization and security properties alleviate the need for a centralized trusted party, making it a promising platform for various applications, such as logistics [24], healthcare management [25] and Internet of Things [26]. However, its performance is not ideal for practical use. Formally, the performance of a blockchain system is defined as a combination of throughput and latency. Throughput is measured by the rate in which the system processes and stores data, and latency is characterized by the required time for data to be confirmed. Bitcoin [1] has a throughput of 7 transactions per second, and transactions are confirmed after 10 minutes [14], which is orders of magnitude away from other monetary systems.

The performance of Bitcoin, as an example, is inherently limited by its design. As a distributed system, the security of Bitcoin is guaranteed by the fact that the time interval between blocks is sufficiently greater than the block transmission time [4]. In other words, in order to maintain high security level, only when the majority of nodes have received the previous block shall the new block be proposed.

As a consequence, naïvely increasing block size does boost throughput, but it would take longer for the majority of nodes to receive it, resulting in a higher latency. Likewise, shortening the time interval between blocks improves both latency and throughput but degrades security. Hence, a comprehensive redesign is required, rather than reparameterization, to improve Bitcoin’s performance. Many solutions have been suggested in the literature. Bitcoin-NG [16] decouples the leader election from the generation of blocks, allowing a randomly selected leader to continuously generate and propagate blocks for a given time interval. ByzCoin [18] and Hybrid Consensus [17] replace the individual leader in Bitcoin-NG with a committee of moderate size, and the nodes within it cooperatively verify transactions using Practical Byzantine Fault Tolerance protocol [12]. Ouroboros [19] and Algorand [20] develop leader selection mechanisms based on verifiable random functions, which improve the throughput even further and relax the requirement for computation power of nodes. Although these attempts bring improvements of throughput to some extent, they change the security model adopted in Bitcoin, and degrade the security guarantees and decentralization.

Clearly, in order for the performance of a distributed system to scale with its size, nodes should be responsible for disjoint, rather than identical, sets of tasks. That is, different nodes should verify different transactions in parallel, leading to the novel sharding approach.

Sharding is a technique to horizontally partition a large database into small and easily manageable chunks called shards [15]. In the context of blockchain, the network is sliced into multiple communities of a similar size, each individually processes a disjoint portion of data, e.g., a shard that contains transactions associated with members of a community.

Sharding addresses the performance problem. The constant and relatively small community size makes the use of traditional consensus protocols feasible, as they are designed for distributed systems with limited number of participating nodes. Hence, high throughput and low latency are guaranteed within each community. Also, the throughput scales with the number of nodes, as additional nodes form extra communities process additional transactions.

However, these performance gains come with costs. An adversary should only corrupt a certain portion of nodes in a community, instead of in the entire network, to alter verification results and harm the overall security. In response,
random community rotation is required to make community corruption a moving target for adversaries. Elastico [3] enforces a complete community reassignment in the beginning of every epoch using a random number generated in the previous round. RapidChain [6] and OmniLedger [5] swap out a portion of nodes in the beginning of an epoch.

Sharding creates a distinction between two different types of transactions; a transaction is called intra-shard if the sender and the receiver belong to the same community, and called cross-shard otherwise. In fact, most transactions in sharded-blockchains are cross-shard, and validating them requires additional communication between communities, which is an added complexity, and in return degrades the system performance. OmniLedger [5] employs a “lock/unlock” protocol to ensure atomicity of cross-shard transactions. RapidChain [6] builds an inter-committee routing protocol to allow inter-shard verification of cross-shard transactions.

Li et al. [2] proposed Polyshard to address the security issue in sharded blockchains. Polyshard formulates the verification of all transactions as a computation task to be solved distributively across all nodes. Using the novel Lagrange Coded Computing scheme (LCC) [7], nodes individually compute a polynomial verification function over a coded chain and a coded block. Then, the verification results can be obtained from any sufficiently large set of nodes by decoding the Lagrange code.

LCC guarantees correct computation, as long as the number of adversaries and straggling nodes is below a certain threshold. In other words, the validity of every transaction can be determined even if a certain number of nodes either return wrong results or remain unresponsive. The incorporation of LCC in Polyshard enables the throughput to scale, i.e., additional transactions can be verified by additional nodes, while the computation load assigned to each node remains identical.

However, the system latency is not optimal. Polyshard requires each node to receive a block containing all transactions, whose size scales linearly with the network size, to individually perform coding. Since the transmission time in a blockchain system linearly increases with data size [4], this requirement incurs a significant delay. Further, Polyshard mainly focuses on intra-shard transactions, and does not discuss cross-shard transactions in detail.

Finally, Polyshard focuses on balance-check, i.e., verifying if the sender has enough balance to spend, and do not explicitly incorporate cryptographic operations, e.g., verification of digital signature and computation of hash value. The latter may lead to a high-degree verification function, which by the properties of Lagrange codes decreases the number of supported shards significantly.

To address the degree problem, Polyshard suggests to represent the verification function using an arithmetic circuit. Each layer of the arithmetic circuit consists of low-degree polynomials whose outputs serve as inputs to the polynomials in the next layer. Nodes iteratively apply coded computation to polynomials in each layer and obtain intermediate results, until the verification result computed from the highest layer is obtained. This scheme requires additional rounds of communication between nodes, and leads to longer latency.

A. Our Contributions

In this paper, we inherit the use of coded computation from Polyshard to obtain higher throughput, and comparable levels of decentralization and security guarantees with respect to uncoded (i.e., ordinary) blockchain. On top of these gains, we make the following contributions.

1) We propose 2-Dimensional Sharding, a new technique which partitions the transactions based on their senders and receivers, respectively. This design provides inherent support for cross-shard transactions, alleviating the need for complicated communication mechanisms. This new techniques also enables an improved collateral invalidation rate, i.e., the maximum number of transactions that must be abandoned due to invalidation of a single transaction.

2) Inspired by Product-Matrix MBR code [23], we formulate the propagation of blocks as a node repairing process in a distributed storage system. Our scheme greatly improves latency under restricted bandwidth.

3) We adopt the unspent transaction output (UTXO) model, and formulate the verification process as computing a polynomial function whose degree increases logarithmically with the number of transactions on the chain. In detail, our scheme addresses the degree problem by replacing current cryptographic primitives (i.e, ECDSA, SHA256 and RIPEMD-160) by multivariate cryptography in the generation and verification of a transaction. By contrast, Polyshard suggests to represent cryptographic operations by Boolean functions, which could lead to polynomials of degree as high as the length of their inputs.

Based on these three contributions, we bring coded blockchains closer to feasibility. That is, our scheme achieves low transaction confirmation time along with scalable system throughput, and removes the boundary of shards with inherent support for cross-shard transactions.

The rest of this paper is organized as follows. Section II introduces necessary background. Section III explains the coded verification scheme. Section IV discusses the propagation of transactions in the system. Section V analyzes the latency, security, and the supports for cross-shard transactions. Finally, Section VI suggests directions for future research.

II. BACKGROUND

A. The Unspent Transaction Output (UTXO) Model

In the Unspent Transaction Output (UTXO) model, value resides in transactions, instead of user accounts. A transaction has inputs and outputs. An unspent output of an old transaction serves as an input to a new transaction, incurring a value transfer between the two. The old transaction output is then invalidated, since it has been spent, and new UTXOs are created in the new transaction, serving as containers of value.
In practice, a transaction input is a pointer which references a to-be-redeemed UTXO stored in the blockchain. A transaction output contains the amount of stored value and the intended receiver’s address, which is the hash value of her public key. Besides, the sender attaches his public key and signs the transaction with his secret key.

To verify a transaction, the hash value computed from the public key must match the address in the referenced UTXO. Then, the signature must be valid when checked by the sender’s public key. This two-step verification process guarantees the sender’s possession of the public and secret keys, proves his identity as the receiver of the redeemed UTXO, and protects the integrity of the new transaction.

Although a transaction may have multiple inputs and outputs, we adopt a simplified UTXO model in our scheme for clarity, where a transaction has exactly one input and one output, and transfers one indivisible coin. Note that the words coin and UTXO are used interchangeably throughout this paper.

In particular, we denote a transaction by $\mathbf{x} = (\mathbf{u}, \mathbf{p}, \mathbf{k}, \mathbf{s}) \in \mathbb{F}_q^m$, where $\mathbf{u}$ is used to index an UTXO in the blockchain, $\mathbf{p}$ is the sender’s public key, $\mathbf{a}$ is the receiver’s address, $\mathbf{s}$ is sender’s signature on the aforementioned three vectors, and $\mathbb{F}_q$ is a finite field with $q$ elements.

B. Lagrange Coded Computing

Lagrange Coded Computing [7] (LCC) is a recent development in the field of coded computation. The task of interest is computing a multivariate polynomial $f(X_k)$ of degree $\deg f$ on each of the $K$ datasets $\{X_1, \ldots, X_K\}$. LCC employs the Lagrange polynomial to linearly combine $K$ datasets, generating $N$ distinct coded dataset $\{\tilde{X}_1, \ldots, \tilde{X}_N\}$ with injected computational redundancy. Each worker node evaluates $f$ on one coded dataset, and a master node completes the computation by decoding these evaluations.

LCC achieves the optimal trade-off between resiliency, security and privacy. It tolerates up to $S$ stragglers and $A$ adversarial nodes, defined as working nodes that are unresponsive or return erroneous results, respectively. In addition, with proper incorporation of random keys, it also prevents the exposure of the original datasets to sets of at most $T$ colluding workers, if the following condition holds,

$$(K + T - 1) \deg f + S + 2A + 1 \leq N.$$ 

Finally, we note that Lagrange coding is a linear one, i.e., every $\tilde{X}_i$ is a linear combination of $\{X_j\}_{j=1}^K$. The respective $K \times N$ generator matrix (i.e., the matrix of coefficients) has the MDS property, i.e., every $K \times K$ submatrix of it is invertible.

C. Multivariate Cryptography

Multivariate cryptography is one venue in achieving postquantum security. It is based on the multivariate quadratic polynomial (MQ) problem, which is believed to be hard even for quantum computers. An MQ problem involves a system of $m$ quadratic polynomials $\{p^{(1)}, \ldots, p^{(m)}\}$ in $n$ variables $\{y_1, \ldots, y_n\}$ over some finite field $\mathbb{F}_q$, i.e.,

$p^{(1)}(y_1, \ldots, y_n) = \sum_{0 \leq i,j \leq n} a_{i,j}^{(1)} y_i y_j + \sum_{0 \leq i \leq n} b_i^{(1)} y_i + c^{(1)} $ 

$\vdots$ 

$p^{(m)}(y_1, \ldots, y_n) = \sum_{0 \leq i,j \leq n} a_{i,j}^{(m)} y_i y_j + \sum_{0 \leq i \leq n} b_i^{(m)} y_i + c^{(m)},$

where $a_{i,j}^{(k)}$, $b_i^{(k)}$, and $c^{(k)}$ are elements in $\mathbb{F}_q$ for every $i, j$, and $k$.

Equivalently, for convenience we view the system as one polynomial

$$p(y) = \sum_{0 < i < j < n} a_{i,j} y_i y_j + \sum_{0 < i < n} b_i y_i + c,$$

where $\mathbf{a}, \mathbf{b},$ and $\mathbf{c}$ are vectors in $\mathbb{F}_q^n$. The goal is to find a solution $u = (u_1, \ldots, u_n) \in \mathbb{F}_q^n$ such that $p(u) = (0, \ldots, 0) \in \mathbb{F}_q^n$.

Many MQ-based signature schemes were designed and analyzed, e.g., Unbalanced Oil and Vinegar [8], Rainbow [13], G$\mu$i [10] and more. In general, the public key of an MPKC is the set of coefficients of the quadratic polynomial system. A valid signature $s \in \mathbb{F}_q^n$ on a message $w \in \mathbb{F}_q^n$ is the solution to the quadratic system $p(y) = w$. Verifying the signatures against the message $w$ involves computing $w' = (p_1(s), \ldots, p_m(s))$, and the signature is accepted only when $w' = w$.

In addition to MQ-based signature schemes, hash functions based on multivariate polynomials of low degree have been discussed [22] and analyzed [21]. Also, Applebaum et al. [11] proves that under certain assumptions, there exists collision resistant hash functions which can be expressed as a multivariate polynomial of degree three over $\mathbb{F}_2$, and yet it is unclear if this result extends to the larger fields employed here in. In the remainder of this paper we assume a polynomial hash function over $\mathbb{F}_q$ of a constant degree $d$.

D. Sharding and Coded Sharding

Sharding-based blockchain systems partition the network into communities of constant size, allowing them to process and store disjoint sets of transactions in chain-like structures, namely shards. Therefore, additional nodes help the system to process additional transactions, and scalability of throughput is achieved.

Conventional sharding schemes face two issues. First, mechanisms such as random community reassignment are required for the security level to scale with network size. Second, the support for cross-shard transactions involves complicated communication and coordination protocols between communities. These added mechanisms hinder the improvement of performance.

The idea of coded sharding was first introduced in Polyshard [2] to alleviate the security issue. In Polyshard, users are partitioned into communities. Every community $k$ has an associated shard $Y_k(t) = (Y_{k}(1), \ldots, Y_{k}(t))$ defined as a chain of blocks, and each $Y_{k}(\tau)$ stores verified transactions.
between members in community \( k \) in epoch \( \tau \). We emphasize that a user and a node are distinct entities; the former sends and receives coins, and the latter collects, verifies, and stores transactions.

Polyshard formulates the verification of a new block \( X_k(t) \) against a shard \( Y_k^{(t-1)} \) at epoch \( t \) as computing a multivariate polynomial function,

\[
h_k^{(t)} = f^{(t)}(X_k(t), Y_k^{(t-1)}),
\]

where some of the function outputs affirm \( X_k(t) \), and an indicator variable \( e_k^{(t)} \in \{0, 1\} \) is generated accordingly. The verified block \( Y_k(t) = e_k^{(t)}X_k(t) \) is then appended to the shard \( Y_k^{(t-1)} \), as \( e_k^{(t)} = 1 \) indicates the validity of \( Y_k(t) \).

Polyshard offers a novel separation between node and shard, as the actual verification is performed in a coded fashion, and a node does not verify or store transactions for any specific community. At the beginning of epoch \( t \), \( K \) blocks \( \{X_1(t), X_2(t), \ldots, X_K(t)\} \) are generated, each stores transactions between members of a community. Meanwhile, every node \( i \in [N] \) stores a coded shard \( Y_i^{(t-1)} = \sum_{k=1}^{K} \ell_{i,k}X_k^{(t-1)} \), where \( \ell_i = (\ell_{i,1}, \ldots, \ell_{i,K}) \in \mathbb{F}_q^K \) is the coding vector of node \( i \) generated using a Lagrange polynomial.

Node \( i \) receives and linearly combines \( K \) blocks and produces a coded block \( \tilde{X}_i(t) = \sum_{k=1}^{K} \ell_{i,k}X_k(t) \). It then computes the verification function on coded data,

\[
g_i^{(t)} = f^{(t)}(\tilde{X}_i(t), Y_i^{(t-1)}),
\]

and broadcasts the intermediate result \( g_i^{(t)} \) to all other nodes.

Given sufficiently many intermediate results from honest nodes, and a limited number of erroneous intermediate results from malicious nodes, a node can perform decoding and obtain the actual verification results \( \{h_1^{(t)}, \ldots, h_K^{(t)}\} \). Then, node \( i \) computes and linearly combines the verified blocks to form the verified coded block \( Y_k(t) = \sum_{k=1}^{K} e_k^{(t)}x_{i,k}X_k(t) \) and appends it to the coded shard \( Y_i^{(t-1)} \), which concludes the current epoch.

In general, Polyshard solves the blockchain impossibility triangle. First, additional computations of \( f^{(t)} \) allow the decoding of verification results for more shards, thereby supporting more transactions and scaling the throughput. Second, due to the underlying LCC mechanism, the number of malicious nodes that can be tolerated scales with the total number of nodes. Finally, since nodes perform verification on distinct linear combinations of all blocks, it follows that every node is partially processing every block, and hence decentralization is preserved.

### III. Coded Verification

In this section, we provide a detailed description of our transaction verification scheme. First, we introduce our general settings and assumptions, as well as our 2-Dimensional sharding mechanism. Second, we formulate the verification of a new outgoing strip \( h_k^{(t)} \) (to be defined shortly) against a shard \( V^{(t-1)} \) in epoch \( t \) as computing a polynomial function \( F^{(t)} \). Finally, we demonstrate the incorporation of this verification function \( F^{(t)} \) and Lagrange Coded Computing, showing how verification can be performed in a coded manner.

#### A. Setting

We distinguish between nodes and users. The \( N \) nodes are responsible for collecting, verifying and storing transactions; users create transactions and transfer coins between each other.

We partition users into \( K \) communities, each of a constant size which is independent of the total number of nodes. A shard, or a sub-chain, is an append-only chain-like ledger containing UTXOs redeemable only to the members of an associated community.

Note that users are affiliated with communities, whereas nodes are not. Transactions are proposed and verified periodically during time intervals, called epochs, denoted by a discrete time unit \( t \). In every epoch, every community has a
constant number of active members, each of which proposes one transaction and transfers one coin to another arbitrary user.

We formulate the block containing all transactions in epoch $t$ as a matrix $\mathbf{B}^{(t)}$,

$$
\mathbf{B}^{(t)} = \begin{bmatrix}
  b_{1,1} & b_{1,2} & \ldots & b_{1,K} \\
  b_{2,1} & b_{2,2} & \ldots & b_{2,K} \\
  \vdots & \vdots & \ddots & \vdots \\
  b_{K,1} & b_{K,2} & \ldots & b_{K,K} 
\end{bmatrix},
$$

(1)

where every $b_{k,r} \in \mathbb{F}_q^{\mathbb{F}_q \times R}$ is a tiny block, formed as a concatenation of $Q$ transactions which redeem UTXOs in shard $k$ and create new UTXOs in shard $r$; each transaction $x \in \mathbb{F}_q^{\mathbb{F}_q}$ is a vector of length $R$ over some finite field $\mathbb{F}_q$.

We partition the block $\mathbf{B}^{(t)}$ into outgoing strips and incoming strips, as shown in Fig. 1. An outgoing strip $\mathbf{h}^{(t)}_k = (b_{k,1}, b_{k,2}, \ldots, b_{k,K}) \in (\mathbb{F}_q^{\mathbb{F}_q \times R})^K$ is a vector containing all transactions in epoch $t$ that redeem UTXOs in shard $k$. Similarly, an incoming strip $\mathbf{v}^{(t)}_k = (b_{k,1}, b_{k,2}, \ldots, b_{k,K}) \in (\mathbb{F}_q^{\mathbb{F}_q \times R})^K$ stands for a collection of all transactions in epoch $t$, which create new UTXOs only usable to members of community $k$.

In other words, every transaction in $\mathbf{h}^{(t)}_k$ has a sender in community $k$, and every transaction in $\mathbf{v}^{(t)}_k$ has a receiver in community $k$. Equivalently, one can view an outgoing strip $\mathbf{v}^{(t)}_i$ as the $k$'th row of matrix $\mathbf{B}^{(t)}$, and incoming strip $\mathbf{h}^{(t)}_k$ as the $k$'th column of matrix $\mathbf{B}^{(t)}$, i.e.,

$$
\begin{bmatrix}
  \mathbf{v}^{(t)}_1 \\
  \mathbf{v}^{(t)}_2 \\
  \vdots \\
  \mathbf{v}^{(t)}_K 
\end{bmatrix} \mathbf{B}^{(t)} = \begin{bmatrix}
  \mathbf{h}^{(t)}_1 \\
  \mathbf{h}^{(t)}_2 \\
  \vdots \\
  \mathbf{h}^{(t)}_K
\end{bmatrix}.
$$

Moreover, a shard $\mathbf{V}^{(t)}_k = (\mathbf{v}^{(t)}_k, \ldots, \mathbf{v}^{(t)}_k)$ is a concatenation of incoming strips associated with community $k$, from epoch 1 to epoch $t$.

Note that we assume tiny blocks $b_{k,r}$ to be of equal size. That is, the number of transactions at one epoch from shard $k$ to shard $r$ is identical, for every $(k, r) \in [K]^2$. Moreover, in every epoch, we assume that each community has a constant portion of active members, independent of the number of shards, and every active member initializes exactly once a transaction, which transfers one coin. Thus, the size of a strip is a constant, since it is dependent only on the portion of active members.

B. Polynomial Verification Function

As mentioned in Section II.A, a new transaction is of the form $x^{\text{new}} = (u^{\text{new}}, p^{\text{new}}, s^{\text{new}}, n^{\text{new}})$, where:

1) $u^{\text{new}} \in \mathbb{F}_q^{2^{t(t-1)} \times 2}$ is a lookup matrix used to index the previous transaction, where $2^{t(t-1)}$ is the number of transactions in the shard at epoch $t$, and $R$ is the length of a transaction.

2) $p^{\text{new}} \in \mathbb{F}_q^{\mathbb{F}_q}$ is the sender’s public key, containing all coefficients of an MQ system.

3) $a^{\text{new}} \in \mathbb{F}_q^C$ is the receiver’s address, i.e., the hash value of the receiver’s public key.

4) $s^{\text{new}} \in \mathbb{F}_q^{\mathbb{F}_q}$ is the sender’s signature on $x^{\text{new}} = (u^{\text{new}}, p^{\text{new}}, a^{\text{new}})$

Verifying $x^{\text{new}}$ includes two crucial parts:

1) Fetching the corresponding old transaction $x^{\text{old}} = (u^{\text{old}}, p^{\text{old}}, a^{\text{old}}, s^{\text{old}})$ from which $x^{\text{new}}$ redeems the UTXO, and checking whether the hash value of $p^{\text{new}}$ matches $p^{\text{old}}$.

2) Verifying that $s^{\text{new}}$ is a valid signature on the hash value of $x^{\text{new}}$ by using the public key $p^{\text{new}}$.

The lookup matrix $u^{\text{new}}$ has exactly one 1-entry and one 0-entry in each row. Hence, every transaction in $\mathbf{V}^{(t)}$ can be uniquely indexed by a lookup matrix. The verifier views shard $\mathbf{V}^{(t)}$ as $T^{(t-1)}$-dimensional tensor in $(\mathbb{F}_q^{\mathbb{F}_q})^{2\times2\times\ldots\times2}$, and therefore every transaction can be conveniently expressed as a tensor entry $\mathbf{V}^{(t)}_{i_1, \ldots, i_{T(t-1)}} \in \mathbb{F}_q^{\mathbb{F}_q}$.

To fetch a transaction, one computes a multilinear polynomial,

$$
\sum_{f^{\text{fetch}}(u, \mathbf{V}^{(t)})} \left( \prod_{j=1}^{T^{(t-1)}} u_{i_1, i_2, \ldots, i_{T(t-1)}} \right) \mathbf{V}^{(t)}_{i_1, \ldots, i_{T(t-1)}},
$$

which takes a shard $\mathbf{V}^{(t)}$ and a lookup table $u$ as inputs and yields the transaction $x_a \in \mathbb{F}_q^{\mathbb{F}_q}$ indexed by $u$. Note that the subscript $f^{\text{fetch}}$ is omitted in $f^{\text{fetch}}$ since the shard index is oblivious to the fetch function, i.e., $f^{\text{fetch}}$ can be applied to any shard. Since the fetch function sums up the product of $T^{(t-1)}$ entries of $u$ and one entry of $\mathbf{V}^{(t)}_k$, the degree of $f^{\text{fetch}}$ is $T^{(t-1)} + 1$, which scales logarithmically with the number of transaction in a shard.

Based on Section 2.C, we assume a multivariate polynomial $f^{\text{hash1}} : \mathbb{F}_q^B \rightarrow \mathbb{F}_q^C$ of degree $d$ to serve as our first collision resistant hash function. Having obtained $x^{\text{old}} = f^{\text{hash1}}(u^{\text{new}}, \mathbf{V}^{(t)}_k)$, the verifier then checks whether $f^{\text{hash1}}(p^{\text{new}}) = a^{\text{old}}$ holds. The address check function is expressed as a polynomial,

$$
f^{\text{checkAddr}}(p, a) = f^{\text{hash1}}(p) - a.
$$

Since the degree of $f^{\text{hash1}}$ is $d$, and $a^{\text{new}}$ is the output of polynomial $f^{\text{fetch}}$ with degree $T^{(t-1)} + 1$, it follows that $f^{\text{checkAddr}}$ has a degree of $\max(T^{(t-1)} + 1, d)$. Note that $p^{\text{new}}$ is accepted when $r_1 = f^{\text{checkAddr}}(p^{\text{new}}, a^{\text{old}}) \in \mathbb{F}_q$ is the all-zero vector. This concludes up part 1.

In part 2, the verifier checks the validity of the signature $s^{\text{new}}$. She first computes a hash digest $w = f^{\text{hash2}}(u^{\text{new}}, p^{\text{new}}, a^{\text{new}}) = (w_1, \ldots, w_E) \in \mathbb{F}_q^E$, where $f^{\text{hash2}} : \mathbb{F}_q^A + B + C \rightarrow \mathbb{F}_q^E$ is our second collusion resistant hash function of degree $d$. Later, the verifier checks whether $f^{\text{MQ}}(p^{\text{new}}, s^{\text{new}}) = w$ holds, where,

$$
f^{\text{MQ}}(p, s) = \sum_{0 \leq i, j < n} a_{i,j}s_is_j + \sum_{0 \leq i < n} b_is_i + c,
$$
and \(a, b, c \in \mathbb{F}_q^E\) are vectors stored in \(p_{new}\), serving as coefficients of the MQ problem. Equivalently, the verification of a signature \(s\) in a transaction \(x = (u, p, a, s)\) can be expressed as a polynomial,

\[
    f_{checkSig}(x) = f_{MQ}(p, s) - f_{hash2}(u, p, a),
\]

whose degree is \(d\), since \(\deg f_{MQ} = \deg f_{hash2} = d\). Note that \(s_{new}\) is accepted only when \(r_2 = f_{checkSig}(x_{new}) = 0\). This concludes part 2.

Let \(r\) be the concatenation of \(r_1, r_2\) (the results of part 1 and part 2), which is seen as the result of computing a multivariate polynomial \(f^{(t)}(x, V^{(t)})\) of degree \(\max(T^{(t-1)} + 1, d)\). The transaction \(x\) is accepted if and only if \(r = f^{(t)}(x, V^{(t)}) = 0\).

**Remark 1.** We consider a realistic blockchain systems in which \(T^{(t-1)} \geq d\). Therefore, \(\deg f^{(t)} = T^{(t-1)} + 1\), where \(2T^{(t-1)}\) is the number of transaction in a shard at a epoch \(t\). That is, the degree of \(f^{(t)}\) scales logarithmically with the number of transaction in a shard.

Moreover, since the coins redeemed by transactions in \(h^{(t)}_k = (x_1, \ldots, x_{QK})\) all reside in \(V^{(t)}_k\), we define a multivariate polynomial,

\[
    F^{(t)}(h^{(t)}_k, V^{(t-1)}) = (f^{(t)}(x_1, V^{(t-1)}), \ldots, f^{(t)}(x_{QK}, V^{(t-1)})),
\]

which yields a result matrix \(R^{(t)}_k = \mathbb{F}_q^{(C + E) \times QK}\), whose every row is the result of computing \(f^{(t)}\) on \(V^{(t)}_k\) and one transaction in \(h^{(t)}_k\).

Based on the result matrix, an indicator vector \(e^{(t)}_k = (e^{(t)}_{k,1}, \ldots, e^{(t)}_{k, QK}) \in \{0, 1\}^{QK}\) is generated accordingly. For all \(j \in \{0, 1\}^{QK}\), \(e^{(t)}_{j, k}\) indicates the validity of the respective transaction, i.e., \(e^{(t)}_{j, k} = 1\) when \(r_j = f^{(t)}(x_j, V^{(t)}) = 0\), otherwise \(e^{(t)}_{j, k} = 0\). As shown in Fig. 1, the indicator vectors \(e^{(t)}_1, e^{(t)}_2, \ldots, e^{(t)}_K\) reveal the validity of every transaction in the block \(B^{(t)}\), and are used to filter out the invalid transactions in the incoming strips before they are being appended to the corresponding shards.

### C. Coded Computation

Now that the verification of outgoing strips has been formulated as a low degree polynomial, we turn to describe how it is conducted in a coded fashion. In detail, every shard \(k \in [K]\) is assigned a unique scalar \(\omega_k \in \mathbb{F}_q\), and every node \(i \in [N]\) is assigned a unique coding vector using \(\{\alpha_i\} \in \mathbb{F}_q\). Node \(i\) computes a node-specific coding vector using \(\{\omega_k\}_{k=1}^K\) and \(\alpha_i\),

\[
    l_i = (l_1(\alpha_i), l_2(\alpha_i), \ldots, l_K(\alpha_i)) \in \mathbb{F}_q^K,
\]

where

\[
    l_k(z) = \prod_{j \neq k} \frac{z - \omega_j}{\omega_k - \omega_j}.
\]

A coded outgoing strip for node \(i\) is defined as the linear combination of all outgoing strips,

\[
    \tilde{h}^{(t)}_i = l_i \begin{bmatrix} h^{(t)}_i \\ \vdots \\ h^{(t)}_K \end{bmatrix} = l_i (B^{(t)}),
\]

and for the coded incoming strip,

\[
    \tilde{v}^{(t)}_i = l_i \begin{bmatrix} v^{(t)}_1 \\ \vdots \\ v^{(t)}_K \end{bmatrix} = l_i (B^{(t)})^T.
\]

Equivalently, one can think of \(\tilde{h}^{(t)}_i\) and \(\tilde{v}^{(t)}_i\) as evaluations of Lagrange polynomials \(\psi^{(t)}(z)\) and \(\phi^{(t)}(z)\) at \(\alpha_i\), respectively, where

\[
    \psi^{(t)}(z) = \sum_{k=1}^K h^{(t)}_k \prod_{j \neq k} \frac{z - \omega_j}{\omega_k - \omega_j},
\]

and

\[
    \phi^{(t)}(z) = \sum_{k=1}^K v^{(t)}_k \prod_{j \neq k} \frac{z - \omega_j}{\omega_k - \omega_j}.
\]

Note that both \(\psi^{(t)}\) and \(\phi^{(t)}\) are of degree \(K - 1\), also note that the outgoing strip \(h^{(t)}_k\) equals to \(\psi^{(t)}(\omega_k)\), and the incoming strip \(v^{(t)}_k\) equals to \(\phi^{(t)}(\omega_k)\), for all \(k = 1, 2, \ldots, K\).

Every node stores a coded shard \(\tilde{V}^{(t)}_i\), defined as a node-specific linear combination of all shards,

\[
    \tilde{V}^{(t)}_i = l_i \begin{bmatrix} V^{(t)}_1 \\ \vdots \\ V^{(t)}_K \end{bmatrix} = (\phi^{(t)}(\alpha_i), \ldots, \phi^{(t)}(\alpha_i)),
\]

In the epoch \(t\), node \(i\) receives a coded outgoing strip \(\tilde{h}^{(t)}_i\) and coded incoming strip \(\tilde{v}^{(t)}_i\) designed for it (the detailed scheme is discussed in Section IV). Every node computes the polynomial verification function \(F^{(t)}(h^{(t)}_i, V^{(t)}_i)\) and locally stored \(\tilde{V}^{(t)}_i\), and obtain a coded result matrix,

\[
    \tilde{R}^{(t)}_i = F^{(t)}(\tilde{h}^{(t)}_i, \tilde{V}^{(t)}_i).
\]

The resulting coded indicators can be seen as the evaluation of the following polynomial at \(\alpha_i\),

\[
    \tilde{R}^{(t)}_i = F^{(t)}(\phi^{(t)}(\alpha_i), \phi^{(t)}(\alpha_i), \ldots, \phi^{(t)}(\alpha_i)).
\]

After receiving the result vectors from sufficiently many nodes, or equivalently, sufficiently many distinct evaluations of the function \(F^{(t)}(\psi^{(t)}(z), \phi^{(t-1)}(z), \ldots, \phi^{(1)}(z))\), node \(i\) can obtain the coefficients of \(F^{(t)}\) as a polynomial in \(z\); this is achieved by decoding the Lagrange code.

By evaluating \(F^{(t)}(\omega_1, \omega_2, \ldots, \omega_K)\), node \(i\) obtains the uncoded result matrices \(R^{(t)}_1, R^{(t)}_2, \ldots, R^{(t)}_K\), from which the validity of every transaction in epoch \(t\) can be determined. These verification results will be reflected in the appended incoming strips, described next.
D. Coded Appending

Following the coded verification, nodes append the coded incoming strip to their coded shard, after setting to zero the parts of it which failed the verification process. This is done as follows.

Let $x_{s,k,r}$ be the $s$'th transaction in $h^{(t)}_{k,r}$, where $s \in [Q]$ and $k, r \in [K]$, which is invalid if the corresponding indicator variable $e^{(t)}_{k,r} \in \mathbb{F}_q^{K \times K}$ is zero. Recall that $b^{(t)}_{k,r} \in \mathbb{F}_q^{Q \times K}$ is a tiny block which contains $Q$ transactions which redeem coins in shard $k$ and create coins in shard $r$ at epoch $t$. Therefore, $K$ transactions are abandoned as a result of one transaction being invalid.

In a coded incoming strip, an invalid transaction $x_{s,k,r}$ is linearly combined with other transactions in $\{x_{s,k,1}, \ldots, x_{s,k,K}\}$ from other columns of $B^{(t)}$, forming $\tilde{x}_{s,k,i}$, as the coded ($(k-1)K+s$)'th transaction (i.e., the $s$'th coded transaction in the $k$'th coded tiny block), in the coded incoming strip $v^{(t)}_i$. If a transaction $x_{s,k,r}$ fails verification for some $r \in [K]$, i.e., if the respective $e^{(t)}_{k,(r-1)K+s}$ is zero, then node $i$ replaces $\tilde{x}_{s,k,i}$ with zeros, and appends the resulting coded incoming strip $v^{(t)}_i$ to its locally stored coded shard $v^{(t)}_i$.

**Remark 2.** We define the Collateral Invalidation (CI) rate as the number of transactions that are abandoned due to one invalid transaction, normalized by the total number of transactions processed in one epoch.

In Polyclash, one invalid transaction causes an entire block to be abandoned. Thus, Polyclash has an CI rate of $\frac{1}{Q}$. In our scheme, when a transaction is invalid, we erase one coded transaction in every coded incoming strip, which is equivalent to wipe out $K$ transactions. In total, $QK^2$ transactions are verified in one epoch, resulting in an CI rate of $\frac{1}{QK^2}$, which is $Q$ times smaller (i.e., better) than Polyclash.

IV. CODED PROPAGATION

As discussed in the previous section, node $i$ performs coded verification and coded appending after receiving both coded incoming $h^{(t)}_i$ and coded outgoing strips $v^{(t)}_i$. We call such a node complete, and otherwise, it is incomplete.

In this section, we present a time-efficient protocol in which nodes communicate in order to turn all nodes to complete nodes. We assume that, in every epoch, $K$ honest leader nodes are randomly selected, each of which collects transactions that redeem UTXOs from shard $k$ and forms an outgoing strip $h^{(t)}_k$, for all $k \in [K]$. Without loss of generality, we let the node with index $k$ be the leader of shard $k$. Note that the leader selection mechanism is outside the scope of this paper.

We assume that the communication is synchronous, i.e., happens in rounds (not to be confused with epochs). To account for limited bandwidth in real-world systems, we define the capacity of a node to be the amount of data it can send and receive during one round. The capacity is normalized by the size of a strip, which is constant and independent of the number of nodes or shards.

We split the propagation into three stages. At the first stage, the $K$ leader nodes communicate in order to obtain all coded outgoing strips. At the second stage they communicate to obtain all coded incoming strips. At the third stage, the $K$ leader nodes initiate a completion process for the remaining $N-K$ nodes. In total, $\frac{2(\sqrt{K} - 1)}{D} + \log(D+1) \frac{N}{K} + 1$ rounds are required to deliver all coded strips to every node, where $D$ is the capacity of each node.

A. Stage One

In the first stage, the leader nodes acquire their coded outgoing strips $\{h^{(t)}_k\}_{k=1}^K$ by the following communication protocol, which consists of the preparation phase and the shooting phase.

First, we assign the $K$ leader nodes into $m = \sqrt{K}$ groups, each of size $m$. We let $(x, y)$ to represent the $y$'th node in the $x$'th group, and let $h_{(x,y)}$ be its outgoing strip, for $x, y \in [m]$. In the preparation phase, the outgoing strips $\{h^{(t)}_{(x,1)}, \ldots, h^{(t)}_{(x,m)}\}$ are rotated internally in every group $x \in [m]$, until they are shared by every group member. In detail, in the $n$'th round, node $(x, y)$ sends the outgoing strip $h^{(t)}_{(x,y)}$ to node $(x, y + \delta(n,d))$, and receives the outgoing strip $h^{(t)}_{(x,y) - \delta(n,d)}$ from node $(x, y - \delta(n,d))$, for all $d \in [D]$, where

$$\delta(n,d) = (n-1)D + d.$$ 

Clearly, $\frac{m-1}{d}$ rounds are required for every node $(x, y)$ to obtain outgoing strips $\{h^{(t)}_{(x,1)}, \ldots, h^{(t)}_{(x,m)}\}$.

Then, in the shooting phase, all nodes in the set $\{(1, y), \ldots, (m, y)\}$ linearly combine the strips received in the preparation phase, and forward to each other, for every $y \in [m]$. Formally, in round $n$, node $(x, y)$ sends the packet

$$\sum_{u=1}^m \ell_{(x,y) + \delta(n,d), (x,u)} h^{(t)}_{(x,u)},$$

to node $(x + \delta(n,d), y)$, and receives the packet,

$$\sum_{u=1}^m \ell_{(x,y) - \delta(n,d), (x,u)} h^{(t)}_{(x,u) - \delta(n,d)u},$$

from node $(x - \delta(n,d), y)$, for every $d \in [D]$. Recall that $\ell_{i,k}$ stands for the coding coefficient for strip $h^{(t)}_k$ or $v^{(t)}_k$ of node $i$.

Recall that,

$$\Gamma^{(t)}_{(x,y)} = \sum_{u,v \in [m]} \ell_{(x,y),(u,v)} h^{(t)}_{(u,v)},$$

and therefore, node $(x, y)$ can obtain its coded outgoing strip $\Gamma^{(t)}_{(x,y)}$ by summing up the packets received in the $\frac{m-1}{d}$ rounds of the shooting phase, together with its own packet,

$$\sum_{u=1}^m \ell_{(x,y),(x,u)} h^{(t)}_{(x,u)},$$
Overall, this stage requires \(\frac{2(m-1)}{D}\) rounds, and each leader node receives \(\sqrt{K} - 1\) strips.

B. Stage Two

In the second stage, having obtained the coded outgoing strips, the leader nodes exchange data to acquire their coded incoming strips, and thereby be complete.

Node \(k\) computes and forwards a data drop \(w_k^{(t)}\) to node \(r\), for all \(r \in [K]\) including itself, where

\[
w_k^{(t)} = h_k^{(t)}(l_r)^\top = l_k(B^{(t)})^\top l_r^\top,
\]

with \(B^{(t)}\) as in (1).

Meanwhile, node \(k\) receives \(K\) drops \(w_{1,k}^{(t)}, \ldots, w_{K,k}^{(t)}\), from each leader node. Note that this operation can be finished in one round, as the size of one drop is \(\frac{1}{K}\) of a strip (i.e., the size of one tiny block) and we assume \(D \geq 1\).

Then, node \(k\) aligns the received data drops into a vector,

\[
w_{\text{leaders},k}^{(t)} = (w_{1,k}^{(t)}, \ldots, w_{K,k}^{(t)}) = L_{\text{leaders}}(B^{(t)})^\top (l_k)^\top,
\]

where \(L_{\text{leaders}} \in \mathbb{F}_q^{K \times K}\) is a matrix made of coding vectors from all \(K\) leader nodes, i.e.,

\[
L_{\text{leaders}} = \begin{bmatrix}
1_k \\
l_2 \\
\vdots \\
l_K
\end{bmatrix}.
\]

Node \(k\) then obtains its coded incoming strip \(\tilde{v}_k^{(t)}\) by multiplying (2) from the left by \(L_{\text{leaders}}^{-1}\) (which exists according to the MDS property of the Lagrange matrix, see Section II),

\[
(L_{\text{leaders}})^{-1}w_{\text{leaders},k}^{(t)} = (L_{\text{leaders}})^{-1}L_{\text{leaders}}(B^{(t)})^\top (l_k)^\top
= (B^{(t)})^\top (l_k)^\top
= (l_k(B^{(t)})^\top
= (\tilde{v}_k^{(t)})^\top.
\]

Having obtained the coded incoming and outgoing strips, the \(K\) leader nodes are now complete. This marks the end of stage two, which takes only one round, and each node receives data of size 1 strip.

Remark 3. Inspired by Product-Matrix MBR codes [23], our scheme achieves the minimal bandwidth required to complete a node, i.e., the size of two strips.

In particular, our scheme allows a node to obtain its coded incoming strip by downloading \(KD\) data drops, each computed from a distinct coded outgoing strip. Similarly, a node can obtain its coded outgoing strip by downloading \(KD\) data drops, each computed from a distinct coded incoming strip.

C. Stage Three

In this final stage, we employ the \(K\) complete leader nodes to complete the other \(N - K\) nodes, hereby finalizing our scheme.

As discussed in Remark 3, an incomplete node can contact \(K\) complete nodes, download 2 data drops computed from the incoming and outgoing strips from each one, and complete itself.

We observe that every \(K\) complete nodes together can complete \(KD\) incomplete nodes in two rounds, and recall that the size of a data drop is \(\frac{1}{K}\) of the size of a strip (e.g., for \(D = 1\) a node can forward the equivalent of one strip every round). Also, recall that the capacity \(D\) is the amount of data a node can send and receive in one round, normalized by the size of a strip. Hence, a complete node can forward one data drop to each of the \(KD\) incomplete nodes in one round.

Further, \(K\) complete nodes can guarantee that each of \(KD\) incomplete nodes receive \(K\) different data drops in one round, which are sufficient for each of them to obtain one of its coded strips. Therefore, it requires two rounds to complete \(KD\) nodes, one for the incoming and one for the outgoing strips.

Let \(a_n\) be the number of nodes completed in round \(2n\), and let \(S_n = \sum_{i=0}^{n} a_i\). Since \(K\) leader nodes have been completed in the previous stage, we have \(a_0 = K\). In each two-round pair, we assign \(S_{n-1}\) (for \(n \geq 1\)) completed nodes into groups of size \(K\), and let each group complete a set of \(KD\) nodes, where different sets are disjoint. According to the above, by the end of the second round we have \(a_1 = KD\), and hence \(S_1 = a_0 + a_1 = K + KD\).

It is readily verified that \(K \mid S_n\) is true for all \(n \geq 0\). Hence, at the beginning of round \(2n\), there exists \(\frac{S_{n-1}}{K}\) groups of completed nodes, each of size \(K\), including the group of leader nodes. We obtain the following expression for the number of nodes completed in round \(2n\),

\[
a_n = \frac{S_{n-1}}{K} \cdot KD = S_{n-1}D.
\]

Since \(a_n = S_n - S_{n-1}\), it follows that

\[
S_n - S_{n-1} = S_{n-1}D, \quad \text{and hence} \quad S_n = S_{n-1}(D + 1).
\]

Finally, we deduce the expression for the total number of completed nodes at round \(2n\),

\[
S_n = K(D + 1)^n.
\]

Letting \(S_n = N\), we find that \(n = \log_{(D+1)} \frac{N}{K}\). Therefore, it takes \(2\log_{(D+1)} \frac{N}{K}\) rounds to finish the third stage, and hereby finish the propagation of coded strips.

V. DISCUSSION

In this section, we discuss the key improvements of our scheme.

A. Support for Cross-Shard Transactions

We propose 2-Dimensional sharding, which provides inherent support for cross-shard transactions by partitioning the transactions by sender and receiver. The novelty lies on the fact that we decouple the verification and the appending of transactions, i.e., the outgoing strip is verified, while the incoming strip is appended.

Meanwhile, our scheme allows the verification results to be reflected in the appended transactions. That is, by examining the verification results of outgoing strips, a node can remove
the invalid coded transactions in the coded outgoing strip, before linking it to the locally stored chain.

Finally, compared with Polyshard, our scheme induces a relatively low CI rate of $\frac{1}{Q_0}$, which is $Q$ times better in comparison with Polyshard. That is, the number of valid transaction abandoned due to an invalid transaction is $Q$ times smaller than Polyshard.

B. Security

We discuss the factors that affects the security level in our scheme, as well as countermeasures. We formulated the verification of a new strip against a shard as computing a multivariate polynomial function $F(t)(h_i(t), V(t))$, and incorporate it with Lagrange Coded Computing. The degree of the $F$ is $T(t^{-1}) + 1$ in the elements of $h_i(t)$ and $V(t)$, where $M(t^{-1}) = 2^{T(t^{-1})}$ is the number of transaction in a shard at the beginning of epoch $t$.

By the properties of Lagrange Coded Computing, to guarantee correct computation, it is required that

$$ (\log_2 M(t^{-1}) + 1)(K - 1) + S + 2A + 1 \leq N, \quad (3) $$

where $A$ represents the number of malicious nodes and $S$ is the number of stragglers.

To guarantee security, we must assure a correct verification result for every individual node $i$, even in the extreme case where the entire set of $A$ malicious nodes in the system is included in the $N - S$ nodes from which node $i$ receives intermediate results. Therefore, every node should receive intermediate results from

$$ N - S \geq (\log_2 M(t^{-1}) + 1)(K - 1) + 2A + 1. \quad (4) $$

nodes before performing decoding.

We hereby define $\beta = \frac{A}{N}$ as the ratio of malicious nodes in our system, whose maximum value that can tolerated serves as the measure for security. Also, as it is infeasible for every node to wait for every other node, we require nodes to perform decoding once after receiving intermediates results from a certain portion of all nodes, defined as $\gamma = 1 - \frac{S}{N}$.

By (4), we derive the requirement for $\beta$ and $\gamma$:

$$ \gamma - 2\beta \geq \frac{(\log_2 M(t^{-1}) + 1)(K - 1) + 1}{N}. \quad (5) $$

For large $N, M$ and $K$, the right side of (5) is approximately

$$ \frac{K}{N} \log_2 M(t^{-1}), $$

and hence (5) becomes

$$ 2\beta \leq \gamma - \frac{K}{N} \log_2 M(t^{-1}). \quad (6) $$

To maintain a consistent security level (i.e., to stabilize the upper bound of $\beta$), the right side of (6) should stay constant.

First, as more users join the system, new communities are formed, which leads to an increase of $K$. In this case, the number of nodes $N$ should scale with $K$ to counter the drop of tolerable number of malicious nodes.

Second, $N$ should also scale logarithmically with the number of transactions in one shard, which grows with $t$ since new transactions are added to each shard in every epoch.

To show the applicability of our scheme, we examine the parameters of a real-world blockchain system similar to Ethereum 2.0 [27] with 64 shard, 10000 nodes and assume a billion ($M \approx 2^{30}$) transactions in each shard. In such a system, $\beta$ and $\gamma$ must satisfy

$$ \gamma - 2\beta \geq 0.192. $$

To maximize the number of tolerable malicious nodes, honest nodes should performs decoding after receiving an intermediate result from all other nodes, which results in $\gamma = 1 - \frac{1}{N} \approx 1$. In this case, we have $\beta \leq 0.404$, showing that the system can tolerate up to 4040 malicious nodes. Conversely, by setting $\beta = 0$, the lower bound of $\gamma$ is 0.192, indicating that nodes can perform decoding after receiving 1920 intermediate results in an adversary-free system.

For a practical system to be robust in a network with $\beta = 0.3$, that is, 3000 nodes are malicious, we let $\gamma = 0.792$. That is, every honest node should perform decoding after receiving 7920 intermediate results to guarantee the correctness of verification results.

C. Low Latency in Limited Bandwidth

As discussed in section Section IV, our scheme requires

$$ \frac{2(\sqrt{K} - 1)}{D} + \log(D+1) \frac{N}{K} + 1 $$

rounds to deliver both the coded incoming and coded outgoing strips to every node, where the capacity $D$ measures the amount of data that can be sent by one node in a constant time interval, measured in strips. This result shows that, the latency for a transaction to be verified grows sublinearly with the number of shards $K$. It is worth noting that, this latency gain is achieved without high bandwidth requirement for nodes. In the first and second stage of the propagation, leader nodes cooperatively complete themselves, and each of them downloads amount of data equivalent to $\sqrt{K}$ strips, which scales sublinearly with the number of shards $K$. Later, non-leader nodes are completed in the third stage, and each of them is required to download amount of data equivalent to two strips, which is a constant independent of $K$.

VI. FUTURE RESEARCH DIRECTIONS

Our scheme supports cross-shard transactions and provides fast transaction confirmation (i.e., low latency), high throughput, and addresses the degree problem of the verification polynomials mentioned in Polyshard. Meanwhile, we suggest the following future research directions.

1) Our scheme focuses on the cryptographic verification of transactions, and does not contain a countermeasure for double-spendings. Filling this gap is a significant direction of future researches.

2) We mainly focus on the security in the coded verification phase, and did not address the security problems in
the strip propagation phase, as malicious nodes may undermine the verification result by sending erroneous strips. This problem can be seen as a special case of a decentralized encoding problem, which has recently been studied in [28].

3) Our scheme adopts a simplified UTXO model, in which one transaction transfers one coin from one user to another. Removing this limitation and adopting a more practical UTXO model is also an interesting direction.
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