Approximate solution for the oscillation death state in pulse coupled oscillators
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We study numerically the oscillation death state in the phase oscillator model proposed by Winfree. We found that the phases in this state follow very simple rules, actually, besides intrinsic properties of the oscillators, such as natural frequency and pulse shape, they depend only on the inverse of the degree. Other topological properties such as transitivity or associativity seems to play no role on this state. Furthermore, we found that degree-frequency correlation helps to inhibit oscillation death. Simple analytical approximations corroborate the numerical results.
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I. INTRODUCTION

The mathematical analysis of synchronization phenomena was probably shaped in its modern form from the early works of Winfree [1][2], who analyzing models of coupled limit cycles oscillators discovered that a mutual rhythm could emerge from a population of heterogeneous elements if the coupling strength between oscillators would surpass a critical value. Some years later, inspired by the works of Winfree [3], Kuramoto achieved significant advances in the weak coupling limit, culminating in what is know today as the Kuramoto model [3][6], that is almost synonym of synchronization.

The Kuramoto model is easier to handle mathematically than Winfree’s model, as it’s amenable to a self consistent approach that allows one to obtain analytically the threshold value of the coupling, as well as the behavior of the order parameter for some situations. Probably due to this, the Winfree model was eclipsed and attracted much less attention over the years, even if it includes properties that are closer to realistic situations, specially in biology, such as communication between oscillators taking place trough pulsed interactions and an explicit use of phase response curves [7] in its formulation. It also displays a richer set of patterns, not only incoherence, partial locking and locking, as is seen in the Kuramoto model, but also mixed states and a regime of cessation of oscillation caused by excessively strong coupling, called oscillation death.

Two notable exceptions to this absence of interest are the works of Ariaratnam and Strogatz in 2001, [8], where the phase diagram of one version of the Winfree model was analyzed and of Pazó and Montbrió in 2014 [9], where the validity of the Ott-Antonsen ansatz [10][11] for the Winfree model was demonstrated and used to obtain the time evolution of many important properties.

However, the previous works assumed a global pattern of connections, where each oscillator was equally coupled to all other. In this paper we would like to analyze the behavior of the Winfree model, specially the oscillation death regime, on complex networks, that, as far as we know, is absent in the literature. It’s known that the topology of connections play a fundamental role in the synchronization process [6] and therefore it’s interesting to know how it affects the WM. Remarkably, we find that the oscillation death regime, where the oscillators become motionless, stationed at specific positions, follows very simple rules for a wide set of topologies. In fact, it shows universal properties that does not depend upon the topology of connections. To support our numerical experiments, we develop some analytical approximations, in the spirit of what was done for the Kuramoto model in [12], that follow closely the numerical values observed.

This paper is organized as follows. In section II we will discuss the essential facts about the Winfree model on complex networks. Later, on section III, we will perform our numerical experiments and develop a simple approximation to cover the results found. Section IV treats the special case of degree-frequency correlation.

II. THE WINFREE MODEL ON COMPLEX NETWORKS

The Winfree model on a complex network of $N$ vertices is defined by the set of nonlinear differential equations

$$\dot{\phi}_i = \omega_i + \lambda R(\phi_i) \sum_{j=1}^{N} A_{ij} P_q(\phi_j),$$

(1)

where $\phi_i$ and $\omega_i$, for $i = 1, 2, ..., N$, are the phases and natural frequencies of the oscillators, $\lambda$ is the coupling strength and $A_{ij}$ denotes the adjacency matrix, with entry $A_{ij} = 1$ if vertices $i$ and $j$ are connected and $A_{ij} = 0$ otherwise. The natural frequencies are drawn from a symmetric and unimodal distribution $g(\omega)$ that we choose to be centered at $\omega = 1$ (note that model (1) is not rotationally invariant as is the Kuramoto model, but by a suitable scaling of time we can always set $\langle \omega \rangle = 1$). This restriction is violated only in section IV, where the positive degree-frequency correlation imposed on the natural frequencies may have a skewed distribution.

In the limit of weak coupling and small diversity of natural frequencies, averaging theory can be used to show that the deviations from the mean phase $\varphi(t) = t$ follows the Kuramoto model [9][13].

The phase response curve $R(\phi)$ determines how a oscillator responds to the impulses received from its neighbors and is chosen to be sinusoidal,

$$R(\phi) = -\sin(\phi),$$

(2)

a form that qualitatively approximates many PRC measured in biological settings and is commonly employed [8][9]. The shape of the pulse is determined by the function

$$P_q(\phi) = a_q(1 + \cos(\phi))^q.$$
This function has a maximum at $\varphi = 0$, that is roughly when the oscillator fires, whose width can be controlled by the parameter $q$ such that the larger the $q$, the sharper the pulses and the normalization constant $a_q = 2\pi (q!)^2/(2q)!$ is such that $\int_0^{2\pi} P_q(\varphi) d\varphi = 2\pi$.

III. NUMERICAL EXPERIMENTS

It’s know from [8-12] that for global coupling and for sufficiently large values of $\lambda$, a state of oscillation death emerges. In this case the systems approaches a fixed point where all the oscillations are motionless. We found numerically that on complex networks, the oscillation death state still exists and the phases where the oscillators stay at rest can be very well approximated (for sufficiently large coupling strength $\lambda$) by the relations

$$\varphi_i = \begin{cases} \alpha(q, \lambda) \omega_i/k_i & \text{if } \omega_i > 0 \\ 2\pi - \alpha(q, \lambda) \omega_i/k_i & \text{if } \omega_i < 0, \end{cases}$$

(4)

where $k_i = \sum_{j=1}^N A_{ij}$ is the degree of the vertex $i$, its number of neighbors, and remarkably $\alpha$ is a function that depends only on $q$ and $\lambda$, it does not depend on the topology or other properties of the vertex in question. Even if relations (4) hold for positive and negative values of $\omega_i$, from now on we will only consider positive values, for ease of visualization and for simplicity in the calculations, even if all of our arguments can be trivially extended to this cases.

Figure 1 shows that this scenery is true for different combination of networks and distributions $g(\omega)$, from the Barabasi-Albert network [14], with its power law degree distribution, Erdos-Renyi network [15], possessing a Poissonian degree distribution, random regular networks, where all vertices have the same degree but the connections are random and even to Watts-Strogatz networks [16], that are highly clustered networks.

Up to now, we only found that the phases follows the relations (4), but the precise dependence of the function $\alpha$ on the parameters $q$ and $\lambda$ is still missing. To fill this gap, we can try an approximation inspired in what was done for the Kuramoto model in [12]. Let’s assume that (4) is a fixed point of the system. Plugging it in (1), with the condition $\varphi_i = 0$ and summing with respect to the index $i$, $\alpha$ can be found as the root of the following equation

$$f(\alpha) = \sum_{i=1}^N \omega_i - \lambda \sum_{i=1}^N \sum_{j=1}^N A_{ij} \sin(\alpha \omega_i/k_i) P_q(\alpha \omega_j/k_j).$$

(5)

Even if solving (5) analytically is probably impossible, we can do it approximately. By numerical inspection, see Figure 2, we find that for a large range of $\alpha$ values, starting at $\alpha = 0$, the behavior of the function $f(\alpha)$ is almost perfectly linear. Moreover,
the root we are interested lies precisely in this range. Therefore we can linearize \( f(\alpha) \) at \( \alpha = 0 \), and then find where it crosses the horizontal axis, giving us the value

\[
\alpha(q, \lambda) = \frac{1}{2q a_q \lambda}.
\]  

(6)

In accordance with the numerical experiments performed, the function \( \alpha \) we found depends only on the width of the pulses, trough the parameter \( q \), and on the coupling strength \( \lambda \), such that \( \alpha \) decreases as \( q \) increases. It’s to be noted the goodness of the approximation, as (4) with \( \alpha \) given by (6) is very close to the numerical values (see Figure 1). Approximation (4) improves its ability to model the numerical results with increasing coupling strength. In order to quantify how fast solutions of (1), with appropriated parameters, approach, as a function of the coupling strength, the state of oscillation death described by (4), we introduce the distance function

\[
d(\lambda) = \frac{1}{N} \sum_{i=1}^{N} |\varphi_i - \alpha \omega_i / k_i|
\]

(7)

and apply it for the networks used as example in Figure 1. Our results, depicted in Figure 3, show us that \( d(\lambda) \) first has an almost constant value, that, due to the parameters used, correspond to the incoherent state. From \( \lambda \approx 0.1 \) onwards, oscillators start to die and \( d(\lambda) \) changes its behavior and decays as a power law. Moreover, the decay rate depends much more strongly on the frequencies drawn than on the topology employed, as one can see in Figure 3, where different networks, but with the same frequencies, shows almost the same decay.

IV. THE CASE OF DEGREE-FREQUENCY CORRELATION

Finally, we would like to analyze what happens to oscillation death in the case of degree-frequency correlation, a situation that attracted a lot of attention for the Kuramoto model [17]. In this case, we will take \( \omega_i = bk_i \), with \( b > 0 \). For this particular situation, the phase’s form (4) still hold true, but now \( \alpha \) is a function of \( b \) and \( \lambda \) (actually, all the phases have the same value in this case, \( \varphi_i = ba(b, \lambda)/\lambda \)). The interest in this situation is that equation (5) simplifies tremendously,

\[
f(\alpha) = 2m \left(b - \lambda \sin(b \alpha) P_q(ba)\right),
\]

(8)

where \( m = 1/2 \sum_{i=1}^{N} \sum_{j=1}^{N} A_{ij} \) is the number of edges in the network. The term \( \sin(b \alpha) P_q(ba) \) is oscillatory but has a maximum value that does not depend upon \( b \), as it only plays the role of frequency in (8). In order that (8) has a root, this term must, for some values of \( \alpha \), be larger than \( b/\lambda \). Therefore, by choosing progressively larger values of \( b \), the necessary value of the coupling strength such that (8) has a root, and so produce oscillation death, is pushed to larger and larges values.

FIG. 2. The function \( f(\alpha) \), (5), for an Erdos-Renyi network of \( N = 100 \) vertices, natural frequencies drawn from a normal distribution, \( q = 10 \) and different values of \( \lambda \).
FIG. 3. The distance (7) between the current state (as a function of $\lambda$) to the oscillation death regime described by (4) for the networks used in Figure (1). $q = 10$ and different combinations of networks and distributions $g(\omega)$ were used, as indicated in the legend.

FIG. 4. This figure shows the function $f(\alpha)$ for the case of degree-frequency correlation, equation (8), for $\lambda = 0.1$ and different values of the parameter $b$ (green lines and diamonds for $b = 0.15$ and blue lines and squares for $b = 0.1$). The inset shows the distance function (7) for both cases. In the calculations, $q = 1$.

An example of this is depicted in Figure 4 for an Erdos-Renyi network, where one can see the effect of increasing $b$ in the appearance of oscillation death. Whereas we have that $f(\alpha)$ has a root at parameters $\lambda = 0.1$ and $\beta = 0.1$, and so oscillation death, when we keep $\lambda = 0.1$, but increase $\beta = 0.15$, the function $f(\alpha)$ change its behavior and does not have a root anymore (and therefore, oscillation death). This reflects in the diagram of the distance (7) as a function of $\lambda$, shown in the inset, where $d$ is large for $\lambda = 0.1$ when $b = 0.15$, but already entered the region of decay for $b = 0.1$.

V. CONCLUSIONS

We have analyzed the oscillation death state for the phase model proposed by Winfree [1] and found that the motionless oscillators stay are rest in positions that depends on the ratio of their natural frequency to their degree times a constant that depends only on the coupling strength $\lambda$ and on the parameter $q$ that controls the width of the pulses. Beyond the appealing simplicity of (4), it also shows that two different networks that have the same frequencies and degrees, but are otherwise different (different clustering, associativity or any other property) have that their phases freeze at the same exactly values. Furthermore, in the case of degree-frequency oscillation, we can show that it inhibits the emergence of oscillation death.

We also found that property (4) also holds for more general PRCs, such as $R(\phi) = \sin(\beta) - \sin(\beta + \phi)$, [9], for $0 \leq \beta < \pi/2$, where the only difference is that now equation (6) reads $\alpha = (\lambda \cos(\beta) a q^2)^{-1}$.

The results presented here complement a similar situation (albeit from a different origin) where a ensemble of coupled oscillators goes to a steady state is amplitude death [18]. This situation is generally observed in coupled amplitude (Stuart-Landau) oscillators, where a unstable fixed point becomes stable when the coupling among oscillators is strong enough and if some conditions (such as frequency mismatch) are valid.

Finally, simple relations such as the ones found for the oscillation death state cannot be extended to the synchronization case, inhibiting the use of approximations like the ones studied in [19] and methods like those in [12] for optimizing the network.
either to favor or to inhibit oscillation death. Nevertheless, by sorting with caution the natural frequencies, one can target death states with more or less heterogeneity (with respect to the distribution of the phases).
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