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Abstract

Neural conversation models such as encoder-decoder models are easy to generate bland and generic responses. Some researchers propose to use the conditional variational autoencoder (CVAE) which maximizes the lower bound on the conditional log-likelihood on a continuous latent variable. With different sampled latent variables, the model is expected to generate diverse responses. Although the CVAE-based models have shown tremendous potential, their improvement of generating high-quality responses is still unsatisfactory. In this paper, we introduce a discrete latent variable with an explicit semantic meaning to improve the CVAE on short-text conversation. A major advantage of our model is that we can exploit the semantic distance between the latent variables to maintain good diversity between the sampled latent variables. Accordingly, we propose a two-stage sampling approach to enable efficient diverse variable selection from a large latent space assumed in the short-text conversation task. Experimental results indicate that our model outperforms various kinds of generation models under both automatic and human evaluations and generates more diverse and informative responses.

1 Introduction

Open-domain response generation (Perez-Marin, 2011; Sordoni et al., 2015) for single-round short text conversation (Shang et al., 2015), aims at generating a meaningful and interesting response given a query from human users. Neural generation models are of growing interest in this topic due to their potential to leverage massive conversational datasets on the web. These generation models such as encoder-decoder models (Vinyls and Le, 2015; Shang et al., 2015; Wen et al., 2015), directly build a mapping from the input query to its output response, which treats all query-response pairs uniformly and optimizes the maximum likelihood estimation (MLE). However, when the models converge, they tend to output bland and generic responses (Li et al., 2016a,c; Serban et al., 2016).

Many enhanced encoder-decoder approaches have been proposed to improve the quality of generated responses. They can be broadly classified into two categories (see Section 2 for details): (1) One that does not change the encoder-decoder framework itself. These approaches only change the decoding strategy, such as encouraging diverse tokens to be selected in beam search (Li et al., 2016a,b); or adding more components based on the encoder-decoder framework, such as the Generative Adversarial Network (GAN)-based methods (Xu et al., 2017; Zhang et al., 2018; Li et al., 2017) which add discriminators to perform adversarial training; (2) The second category modifies the encoder-decoder framework directly by incorporating useful information as latent variables in order to generate more specific responses (Yao et al., 2017; Zhou et al., 2017). However, all these enhanced methods still optimize the MLE of the log-likelihood or the complete log-likelihood conditioned on their assumed latent information, and models estimated by the MLE naturally favor to output frequent patterns in training data.

Instead of optimizing the MLE, some researchers propose to use the conditional variational autoencoder (CVAE), which maximizes the lower bound on the conditional data log-likelihood on a continuous latent variable (Zhao et al., 2017; Shen et al., 2017). Open-domain response generation is a one-to-many problem, in which a query can be associated with many valid responses. The CVAE-based models generally assume the latent
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variable follows a multivariate Gaussian distribution with a diagonal covariance matrix, which can capture the latent distribution over all valid responses. With different sampled latent variables, the model is expected to decode diverse responses. Due to the advantage of the CVAE in modeling the response generation process, we focus on improving the performance of the CVAE-based response generation models.

Although the CVAE has achieved impressive results on many generation problems (Yan et al., 2016; Sohn et al., 2015), recent results on response generation show that the CVAE-based generation models still suffer from the low output diversity problem. That is multiple sampled latent variables result in responses with similar semantic meanings. To address this problem, extra guided signals are often used to improve the basic CVAE. Zhao et al. (2017) use dialogue acts to capture the discourse variations in multi-round dialogues as guided knowledge. However, such discourse information can hardly be extracted for short-text conversation.

In our work, we propose a discrete CVAE (DC-VAE), which utilizes a discrete latent variable with an explicit semantic meaning in the CVAE for short-text conversation. Our model mitigates the low output diversity problem in the CVAE by exploiting the semantic distance between the latent variables to maintain good diversity between the sampled latent variables. Accordingly, we propose a two-stage sampling approach to enable efficient selection of diverse variables from a large latent space assumed in the short-text conversation task.

To summarize, this work makes three contributions: (1) We propose a response generation model for short-text conversation based on a DC-VAE, which utilizes a discrete latent variable with an explicit semantic meaning and could generate high-quality responses. (2) A two-stage sampling approach is devised to enable efficient selection of diverse variables from a large latent space assumed in the short-text conversation task. (3) Experimental results show that the proposed DCVAE with the two-stage sampling approach outperforms various kinds of generation models under both automatic and human evaluations, and generates more high-quality responses. All our code and datasets are available at https://ai.tencent.com/ailab/nlp/dialogue.

2 Related Work

In this section, we briefly review recent advancement in encoder-decoder models and CVAE-based models for response generation.

2.1 Encoder-decoder models

Encoder-decoder models for short-text conversation (Vinyals and Le, 2015; Shang et al., 2015) maximize the likelihood of responses given queries. During testing, a decoder sequentially generates a response using search strategies such as beam search. However, these models frequently generate bland and generic responses.

Some early work improves the quality of generated responses by modifying the decoding strategy. For example, Li et al. (2016a) propose to use the maximum mutual information (MMI) to penalize general responses in beam search during testing. Some later studies alter the data distributions according to different sample weighting schemes, encouraging the model to put more emphasis on learning samples with rare words (Nakamura et al., 2018; Liu et al., 2018). As can be seen, these methods focus on either pre-processing the dataset before training or post-processing the results in testing, with no change to encoder-decoder models themselves.

Some other work use encoder-decoder models as the basis and add more components to refine the response generation process. Xu et al. (2017) present a GAN-based model with an approximate embedding layer. Zhang et al. (2018) employ an adversarial learning method to directly optimize the lower bounder of the MMI objective (Li et al., 2016a) in model training. These models employ the encoder-decoder models as the generator and focus on how to design the discriminator and optimize the generator and discriminator jointly. Deep reinforcement learning is also applied to model future reward in chatbot after an encoder-decoder model converges (Li et al., 2016c, 2017). The above methods directly integrate the encoder-decoder models as one of their model modules and still do not actually modify the encoder-decoder models.

Many attentions have turned to incorporate useful information as latent variables in the encoder-decoder framework to improve the quality of generated responses. Yao et al. (2017) consider that a response is generated by a query and a pre-computed cue word jointly. Zhou et al. (2017) uti-
lize a set of latent embeddings to model diverse responding mechanisms. Xing et al. (2017) introduce pre-defined topics from an external corpus to augment the information used in response generation. Gao et al. (2019) propose a model that infers latent words to generate multiple responses. These studies indicate that many factors in conversation are useful to model the variation of a generated response, but it is nontrivial to extract all of them. Also, these methods still optimize the MLE of the complete log-likelihood conditioned on their assumed latent information, and the model optimized with the MLE naturally favors to output frequent patterns in the training data. Note that we apply a similar latent space assumption as used in (Yao et al., 2017; Gao et al., 2019), i.e. the latent variables are words from the vocabulary. However, they use a latent word in a factorized encoder-decoder model, but our model uses it to construct a discrete CVAE and our optimization algorithm is entirely different from theirs.

2.2 The CVAE-based models

A few works indicate that it is worth trying to apply the CVAE to dialogue generation which is originally used in image generation (Yan et al., 2016; Sohn et al., 2015) and optimized with the variational lower bound of the conditional log-likelihood. For task-oriented dialogues, Wen et al. (2017) use the latent variable to model intentions in the framework of neural variational inference. For chit-chat multi-round conversations, Serban et al. (2017) model the generative process with multiple levels of variability based on a hierarchical sequence-to-sequence model with a continuous high-dimensional latent variable. Zhao et al. (2017) make use of the CVAE and the latent variable is used to capture discourse-level variations. Gu et al. (2019) propose to induce the latent variables by transforming context-dependent Gaussian noise. Shen et al. (2017) present a conditional variational framework for generating specific responses based on specific attributes. Yet, it is observed in other tasks such as image captioning (Wang et al., 2017) and question generation (Fan et al., 2018) that the CVAE-based generation models suffer from the low output diversity problem, i.e. multiple sampled variables point to the same generated sequences. In this work, we utilize a discrete latent variable with an interpretable meaning to alleviate this low output diversity problem on short-text conversation.

We find that Zhao et al. (2018) make use of a set of discrete variables that define high-level attributes of a response. Although they interpret meanings of the learned discrete latent variables by clustering data according to certain classes (e.g. dialog acts), such latent variables still have no exact meanings. In our model, we connect each latent variable with a word in the vocabulary, thus each latent variable has an exact semantic meaning. Besides, they focus on multi-turn dialogue generation and presented an unsupervised discrete sentence representation learning method learned from the context while our concentration is primarily on single-turn dialogue generation with no context information.

3 Proposed Models

3.1 DCVAE and Basic Network Modules

Following previous CVAE-based generation models (Zhao et al., 2017), we introduce a latent variable $z$ for each input sequence and our goal is to maximize the lower bound on the conditional data log-likelihood $p(y|x)$, where $x$ is the input query sequence and $y$ is the target response sequence:

$$
\log p(y|x) \geq \mathbb{E}_{z \sim q(z|x,y)}[\log p(y|x,z)] - D_{KL}(q(z|x,y)||p(z|x)).
$$

(1)

Here, $p(z|x)/q(z|x,y)/p(y|x,z)$ is parameterized by the prior/posterior/generation network respectively. $D_{KL}(q(z|x,y)||p(z|x))$ is the Kullback-Leibler (KL) divergence between the posterior and prior distribution. Generally, $z$ is set to follow a Gaussian distribution in both the prior and posterior networks. As mentioned in the related work, directly using the above CVAE formulation causes the low output diversity problem. This observation is also validated in the short-text conversation task in our experiments.

Now, we introduce our basic discrete CVAE formulation to alleviate the low output diversity problem. We change the continuous latent variable $z$ to a discrete latent one with an explicit interpretable meaning, which could actively control the generation of the response. An intuitive way is to connect each latent variable with a word in the vocabulary. With a sampled latent $z$ from the prior (in testing)/posterior network (in training), the generation network will take the query representation together with the word embedding of this latent
variable as the input to decode the response. Here, we assume that a single word is enough to drive the generation network to output diverse responses for short text conversation, in which the response is generally short and compact.

A major advantage of our DCVAE is that for words with far different meanings, their word embeddings (especially that we use a good pre-trained word embedding corpus) generally have a large distance and drive the generation network to decode scattered responses, thus improve the output diversity. In the standard CVAE, z’s assumed in a continuous space may not maintain the semantic distance as in the embedding space and diverse z’s may point to the same semantic meaning, in which case the generation network is hard to train well with such confusing information. Moreover, we can make use of the semantic distance between latent variables to perform better sampling to approximate the objective during optimization, which will be introduced in Section 3.2.

The latent variable z is thus set to follow a categorical distribution with each dimension corresponding to a word in the vocabulary. Therefore the prior and posterior networks should output categorical probability distributions:

\[ p_\theta(z|x) = \text{softmax}(g_\theta(x)), \]  

\[ q_\phi(z|y, x) = \text{softmax}(f_\phi(y, x)), \]

where \( \theta \) and \( \phi \) are parameters of the two networks respectively. The KL distance of these two distributions can be calculated in a closed form solution:

\[ D_{KL}(q(z|y, x) || p(z|x)) = \sum_{z \in Z} q(z|y, x) \log \frac{q(z|y, x)}{p(z|x)}, \]  

where \( Z \) contains all words in the vocabulary. In the following, we present the details of the prior, posterior and generation network.

**Prior network** \( p(z|x) \): It aims at inferring the latent variable \( z \) given the input sequence \( x \). We first obtain an input representation \( h_0^x \) by encoding the input query \( x \) with a bi-directional GRU and then compute \( g_\theta(x) \) in Eq. 2 as follows:

\[ g_\theta(x) = W_2 \cdot \tanh(W_1 h_0^x + b_1) + b_2, \]  

where \( \theta \) contains parameters in both the bidirectional GRU and Eq. 5.

**Posterior network** \( q(z|y, x) \): It infers a latent variable \( z \) given a input query \( x \) and its target response \( y \). We construct both representations for the input and the target sequence by separated bi-directional GRU’s, then add them up to compute \( f_\phi(y, x) \) in Eq. 3 to predict the probability of \( z \):

\[ f_\phi(y, x) = W_4 \cdot \tanh(W_3(h_0^y + h_0^x) + b_3) + b_4, \]  

where \( \phi \) contains parameters in the two encoding functions and Eq. 6. Note that the parameters of
the encoding functions are not shared in the prior and posterior network.

**Generation network** $p(y|x, z)$: We adopt an encoder-decoder model with attention (Luong et al., 2015) used in the decoder. With a sampled latent variable $z$, a typical strategy is to combine its representation, which in this case is the word embedding $e_z$ of $z$, only in the beginning of decoding. However, many previous works observe that the influence of the added information will vanish over time (Yao et al., 2017; Gao et al., 2019). Thus, after obtaining an attentional hidden state at each decoding step, we concatenate the representation $h_o$ of the latent variable and the current hidden state to produce a final output in our generation network.

### 3.2 A Two-Stage Sampling Approach

When the CVAE models are optimized, they tend to converge to a solution with a vanishingly small KL term, thus failing to encode meaningful information in $z$. To address this problem, we follow the idea in (Zhao et al., 2017), which introduces an auxiliary loss that requires the decoder in the generation network to predict the bag-of-words in the response $y$. Specifically, the response $y$ is now represented by two sequences simultaneously: $y_o$ with word order and $y_{bow}$ without order. These two sequences are assumed to be conditionally independent given $z$ and $x$. Then our training objective can be rewritten as:

$$J(\Theta) = \mathbb{E}_{z \sim q(z|y, x)}[\log p(y|x, z)] - D_{KL}(q(z|y, x)||p(z|x)) + \mathbb{E}_{z \sim q(z|y, x)}[\log p(y_{bow}|x, z)]$$

where $p(y_{bow}|x, z)$ is obtained by a multilayer perceptron $h^b = \text{MLP}(x, z)$:

$$p(y_{bow}|x, z) = \prod_{t=1}^{\lvert y \rvert} \frac{\exp(h_{y_t}^b)}{\sum_{y \in V} \exp(h_{y_t}^b)},$$

where $\lvert y \rvert$ is the length of $y$, $y_t$ is the word index of $t$-th word in $y$, and $V$ is the vocabulary size.

During training, we generally approximate $\mathbb{E}_{z \sim q(z|y, x)}[\log p(y|x, z)]$ by sampling $N$ times of $z$ from the distribution $q(z|y, x)$. In our model, the latent space is discrete but generally large since we set it as the vocabulary in the dataset $^1$. The vocabulary consists of words that are similar in syntactic or semantic. Directly sampling $z$ from the categorical distribution in Eq. 3 cannot make use of such word similarity information.

Hence, we propose to modify our model in Section 3.1 to consider the word similarity for sampling multiple accurate and diverse latent $z$’s. When the CV AE models are optimized, they tend to vanish in the beginning of decoding. However, many previous works observe that the influence of the added information will vanish over time (Yao et al., 2017; Gao et al., 2019). Thus, after obtaining an attentional hidden state at each decoding step, we concatenate the representation $h_o$ of the latent variable and the current hidden state to produce a final output in our generation network.

### 3.2 A Two-Stage Sampling Approach

When the CVAE models are optimized, they tend to converge to a solution with a vanishingly small KL term, thus failing to encode meaningful information in $z$. To address this problem, we follow the idea in (Zhao et al., 2017), which introduces an auxiliary loss that requires the decoder in the generation network to predict the bag-of-words in the response $y$. Specifically, the response $y$ is now represented by two sequences simultaneously: $y_o$ with word order and $y_{bow}$ without order. These two sequences are assumed to be conditionally independent given $z$ and $x$. Then our training objective can be rewritten as:

$$J(\Theta) = \mathbb{E}_{z \sim q(z|y, x)}[\log p(y|x, z)] - D_{KL}(q(z|y, x)||p(z|x)) + \mathbb{E}_{z \sim q(z|y, x)}[\log p(y_{bow}|x, z)],$$

where $p(y_{bow}|x, z)$ is obtained by a multilayer perceptron $h^b = \text{MLP}(x, z)$:

$$p(y_{bow}|x, z) = \prod_{t=1}^{\lvert y \rvert} \frac{\exp(h_{y_t}^b)}{\sum_{y \in V} \exp(h_{y_t}^b)},$$

where $\lvert y \rvert$ is the length of $y$, $y_t$ is the word index of $t$-th word in $y$, and $V$ is the vocabulary size.

During training, we generally approximate $\mathbb{E}_{z \sim q(z|y, x)}[\log p(y|x, z)]$ by sampling $N$ times of $z$ from the distribution $q(z|y, x)$. In our model, the latent space is discrete but generally large since we set it as the vocabulary in the dataset $^1$. The vocabulary consists of words that are similar in syntactic or semantic. Directly sampling $z$ from the categorical distribution in Eq. 3 cannot make use of such word similarity information.

Hence, we propose to modify our model in Section 3.1 to consider the word similarity for sampling multiple accurate and diverse latent $z$’s. When the CV AE models are optimized, they tend to vanish in the beginning of decoding. However, many previous works observe that the influence of the added information will vanish over time (Yao et al., 2017; Gao et al., 2019). Thus, after obtaining an attentional hidden state at each decoding step, we concatenate the representation $h_o$ of the latent variable and the current hidden state to produce a final output in our generation network.

1Note that we remove special tokens including UNK (unknown token), BOS (start of sentence) and EOS (end of sentence) in the latent space such that our model will only select meaningful words as the latent variables.

Network pre-training: To speed up the convergence of our model, we pre-extract keywords from...
each query using the TF-IDF method. Then we use these keywords to pre-train the prior and posterior networks. The generation network is not pre-trained because in practice it converges fast in only a few epochs.

4 Experimental Settings

Next, we describe our experimental settings including the dataset, implementation details, all compared methods, and the evaluation metrics.

4.1 Dataset

We conduct our experiments on a short-text conversation benchmark dataset (Shang et al., 2015) which contains about 4 million post-response pairs from the Sina Weibo, a Chinese social platforms. We employ the Jieba Chinese word segmenter to tokenize the queries and responses into sequences of Chinese words. We use a vocabulary of 50,000 words (a mixture of Chinese words and characters), which covers 99.98% of words in the dataset. All other words are replaced with <UNK>.

4.2 Implementation Details

We use single-layer bi-directional GRU for the encoder in the prior/posterior/generation network, and one-layer GRU for the decoder in the generation network. The dimension of all hidden vectors is 1024. The cluster embedding dimension is 620. Except that the word embeddings are initialized by the word embedding corpus (Song et al., 2018), all other parameters are initialized by sampling from a uniform distribution \([-0.1, 0.1]\). The batch size is 128. We use Adam optimizer with a learning rate of 0.0001. For the number of clusters $K$ in our method, we evaluate four different values \((5, 10, 100, 1000)\) using automatic metrics and set $K$ to 10 which tops the four options empirically. It takes about one day for every two epochs of our model on a Tesla P40 GPU, and we train ten epochs in total. During testing, we use beam search with a beam size of 10.

4.3 Compared Methods

In our work, we focus on comparing various methods that model $p(y|x)$ differently. We compare our proposed discrete CVAE (DCVAE) with the two-stage sampling approach to three categories of response generation models:

1. Baselines: **Seq2seq**, the basic encoder-decoder model with soft attention mechanism (Bahdanau et al., 2015) used in decoding and beam search used in testing; **MMI-bidi** (Li et al., 2016a), which uses the MMI to re-rank results from beam search.

2. **CVAE** (Zhao et al., 2017): We adjust the original work which is for multi-round conversation for our single-round setting. For a fair comparison, we utilize the same keywords used in our network pre-training as the knowledge-guided features in this model.

3. Other enhanced encoder-decoder models: **Hierarchical Gated Fusion Unit (HGFU)** (Yao et al., 2017), which incorporates a cue word extracted using pointwise mutual information (PMI) into the decoder to generate meaningful responses; **Mechanism-Aware Neural Machine (MANM)** (Zhou et al., 2017), which introduces latent embeddings to allow for multiple diverse response generation.

Here, we do not compare RL/GAN-based methods because all our compared methods can replace their objectives with the use of reward functions in the RL-based methods or add a discriminator in the GAN-based methods to further improve the overall performance. However, these are not the contribution of our work, which we leave to future work to discuss the usefulness of our model as well as other enhanced generation models combined with the RL/GAN-based methods.

4.4 Evaluation

To evaluate the responses generated by all compared methods, we compute the following automatic metrics on our test set:

1. **BLEU**: BLEU-n measures the average n-gram precision on a set of reference responses. We report BLEU-n with n=1,2,3,4.

2. **Distinct-1 & distinct-2** (Li et al., 2016a): We count the numbers of distinct uni-grams and bi-grams in the generated responses and divide the numbers by the total number of generated uni-grams and bi-grams in the test set. These metrics can be regarded as an automatic metric to evaluate the diversity of the responses.

Three annotators from a commercial annotation company are recruited to conduct our human eval-
5 Experimental Results and Analysis

In the following, we will present results of all compared methods and conduct a case study on such results. Then, we will perform further analysis of our proposed method by varying different settings of the components designed in our model.

5.1 Results on All Compared Methods

Results on automatic metrics are shown on the left-hand side of Table 1. From the results we can see that our proposed DCVAE achieves the best BLEU scores and the second best distinct ratios. The HGFU has the best dist-2 ratio, but its BLEU scores are the worst. These results indicate that the responses generated by the HGFU are less close to the ground true references. Although the automatic evaluation generally indicates the quality of generated responses, it can not accurately evaluate the generated response and the automatic metrics may not be consistent with human perceptions (Liu et al., 2016). Thus, we consider human evaluation results more reliable.

For the human evaluation results on the right-hand side of Table 1, we show the mean and standard deviation of all test results as well as the percentage of acceptable responses (2 or 3 points) and good responses (3 points only). Our proposed DCVAE has the best quality score among all compared methods. Moreover, DCVAE achieves a much higher good ratio, which means it generates more informative and interesting responses. Besides, the HGFU’s acceptable and good ratios are much lower than our model indicating that it may not maintain enough response relevance when encouraging diversity. This is consistent with the results of the automatic evaluation in Table 1. We also notice that the CVAE achieves the worst human annotation score. This validates that the original CVAE for open-domain response generation does not work well and our proposed DCVAE is an effective way to improve the CVAE for better output diversity.

5.2 Case Study

Figure 2 shows four example queries with their responses generated by all compared methods. The Seq2seq baseline tends to generate less informative responses. Though MMI-bidi can select different words to be used, its generated responses are still far from informative. MANM can avoid generating generic responses in most cases, but sometimes its generated response is irrelevant to the query, as shown in the left bottom case. Moreover, the latent responding mechanisms in MANM have no explicit or interpretable meaning. Similar results can be observed from HGFU. If the PMI selects irrelevant cue words, the resulting response may not be relevant. Meanwhile, responses generated by our DCVAE are more informative as well as relevant to input queries.

5.3 Different Sizes of the Latent Space

We vary the size of the latent space (i.e., sampled word space $Z$) used in our proposed DCVAE. Figure 3 shows the automatic and human evaluation results on the latent space setting to the top 10k,
Wow, it’s beautiful, I want to go there. This is where? Where is this? I wonder who he is, too.

I want to sleep too, I need to work tomorrow. I’ve been working hard, take care of your health!

Haha, I like watching you play ball, too. I said now I had time to play ball with him. I have an open media class this afternoon!

What a beautiful house, I love it. I’ve been working hard, take care of your health!

Figure 2: Examples of the generated responses. The sampled latent words (z) are shown in the brackets.

Figure 3: Different sizes of the latent space used in the DCVAE: automatic evaluation (left) and human evaluation (right).
6 Conclusion

In this paper, we have presented a novel response generation model for short-text conversation via a discrete CVAE. We replace the continuous latent variable in the standard CVAE by an interpretable discrete variable, which is set to a word in the vocabulary. The sampled latent word has an explicit semantic meaning, acting as a guide to the generation of informative and diverse responses. We also propose to use a two-stage sampling approach to enable efficient selection of diverse variables from a large latent space, which is very essential for our model. Experimental results show that our model outperforms various kinds of generation models under both automatic and human evaluations.
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