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Abstract—A single unicast index coding problem (SUICP) with symmetric neighboring interference (SNI) has equal number of K messages and K receivers, the kth receiver receives the kth message x_k and having the side-information K_k = (Z_k ∪ x_k)^\kappa, where I_k = \{x_k-U, ..., x_k-2, x_k-1\} \cup \{x_{k+1}, x_{k+2}, ..., x_{k+D}\} is the interference with D messages after and U messages before its desired message. Maleki, Cadambe and Jafar obtained the capacity of this single unicast index coding problem with symmetric neighboring interference (SUICP-SNI) with K tending to infinity and Blasiak, Kleinberg and Lubetzky for the special case of (D = U = 1) with K being finite. In our previous work, we proved the capacity of SUICP-SNI for arbitrary K and D with U = gcd(K, D + 1) − 1. This paper deals with near-optimal linear code construction for SUICP-SNI with arbitrary K, U and D. For SUICP-SNI with arbitrary K, U and D, we define a set of 2-tuples such that for every (a, b) in that set the rate \( R = 1 + \frac{1}{2} \) is achieved by using vector linear index codes over every field. We prove that the set S consists of (a, b) such that the rate of constructed vector linear index codes are at most \( 1 + \frac{1}{2} \) away from a known lower bound on broadcast rate of SUICP-SNI. The three known results on the exact capacity of the SUICP-SNI are recovered as special cases of our results. Also, we give a low complexity decoding procedure for the proposed vector linear index codes for the SUICP-SNI.

I. INTRODUCTION AND BACKGROUND

An index coding problem, comprises a transmitter that has a set of K independent messages, \( X = \{x_0, x_1, ..., x_{K-1}\} \), and a set of M receivers, \( R = \{R_0, R_1, ..., R_{M-1}\} \). Each receiver, \( R_k = (K_k, W_k) \), knows a subset of messages, \( K_k \subseteq X \), called its Known-set or the side-information, and demands to know another subset of messages, \( W_k \subseteq K_k^c \), called its Want-set or Demand-set. The transmitter can take cognizance of the side-information of the receivers and broadcast coded messages, called the index code, over a noiseless channel. The objective is to minimize the number of coded transmissions, called the length of the index code, such that each receiver can decode its demanded message using its side-information and the coded messages.

The problem of index coding with side-information was introduced by Birk and Kol [4]. Ong and Ho [5] classified the binary index coding problem depending on the demands and the side-information possessed by the receivers. An index coding problem is unicast if the demand-sets of the receivers are disjoint and the cardinality of demand-set of every receiver is one. Any unicast index coding problem can be converted into a single unicast index coding problem. A single unicast index coding problem (SUICP) can be described as follows: Let \( \{x_0, x_1, ..., x_{K-1}\} \) be the K messages, \( \{R_0, R_1, ..., R_{K-1}\} \) are K receivers and \( x_k \in \mathcal{A} \) for some alphabet \( \mathcal{A} \) and \( k = 0, 1, ..., K - 1 \). Receiver \( R_k \) wants the message \( x_k \) and knows a subset of messages in \( \{x_0, x_1, ..., x_{K-1}\} \) as side-information.

A solution (includes both linear and nonlinear) of the index coding problem must specify a finite alphabet \( \mathcal{A}_P \) to be used by the transmitter, and an encoding scheme \( \varepsilon : \mathcal{A}^t \rightarrow \mathcal{A}_P \) such that every receiver is able to decode the wanted message from \( \varepsilon(x_0, x_1, ..., x_{K-1}) \) and the known information. The minimum encoding length \( l = \lceil \log_2|\mathcal{A}_P| \rceil \) for messages that are \( t \) bit long (\( |\mathcal{A}| = 2^t \)) is denoted by \( \beta_t(G) \). The broadcast rate of the index coding problem with side-information graph \( G \) is defined [7] as, \( \beta(G) \triangleq \inf_t \frac{\beta_t(G)}{t} \). If \( t = 1 \), it is called scalar broadcast rate. For a given index coding problem, the broadcast rate \( \beta(G) \) is the minimum number of index code symbols required to transmit to satisfy the demands of all the receivers. The capacity \( C(G) \) for the index coding problem is defined as the maximum number of message symbols transmitted per index code symbol such that every receiver gets its wanted message symbols and all the receivers get equal number of wanted message symbols. The broadcast rate and capacity are related as

\[
C(G) = \frac{1}{\beta(G)}.
\]

Instead of one transmitter and K receivers, the SUICP-SNI can also be viewed as K source-receiver pairs with all K sources connected with all K receivers through a common finite capacity channel and all source-receiver pairs connected with either zero of infinite capacity channels. This problem is called multiple unicast index coding problem in [11].

A. Single Unicast Index Coding Problem with symmetric Neighboring Interference

A single unicast index coding problem with symmetric neighboring interference (SUICP-SNI) with equal number of K messages and receivers, is one with each receiver having
a total of \( U + D < K \) interference, corresponding to the \( D \) \((U \leq D)\) messages above and \( U \) messages before its desired message. In this setting, the \( k \)th receiver \( R_k \) demands the message \( x_k \) having the interference
\[
I_k = \{ x_{k-U}, \ldots, x_{k-2}, x_{k-1} \} \cup \{ x_{k+1}, x_{k+2}, \ldots, x_{k+D} \},
\]
the side-information being \( K_k = (I_k \cup x_k)^\circ \).

Maleki et al. [1] found the capacity of SUICP-SNI with \( K \to \infty \) to be
\[
C = \frac{1}{D + 1},
\]
and an upper bound for the capacity of SUICP-SNI for finite \( K \) to be
\[
C \leq \frac{1}{D + 1},
\]
which is same as the broadcast rate of the SUICP-SNI being lower bounded as
\[
\beta \geq D + 1.
\]

Blasiak et al. [2] found the capacity of SUICP-SNI with \( U = D = 1 \) by using linear programming bounds to be
\[
C = \frac{\lfloor K \rfloor}{K}.
\]

In [3], we showed that the capacity of SUICP-SNI for arbitrary \( K \) and \( D \) with \( U = \gcd(K, D+1) - 1 \) is
\[
C = \frac{1}{D + 1}.
\]

In [9], we constructed binary matrices of size \( m \times n \) \((m \geq n)\) such that any \( n \) adjacent rows of the matrix are linearly independent over every field. Calling these matrices as Adjacent Independent Row (AIR) matrices, we gave an optimal scalar linear index code for the single unicast index coding problems with symmetric neighboring consecutive side information (SUICP-SNC)(one-sided) using AIR encoding matrices. In [5], we constructed optimal vector linear index codes for SUICP-SNC (two-sided) In [10], we gave a low-complexity decoding for SUICP-SNC with AIR matrix as encoding matrix. The low complexity decoding method helps to identify a reduced set of side-information for each user with which the decoding can be carried out. By this method every receiver is able to decode its wanted message symbol by simply adding some index code symbols (broadcast symbols).

B. Contributions

In this paper we deal with arbitrary \( K, D \) and \( U \) for SUICP-SNI. The contributions of this paper are summarized below:

- For SUICP-SNI with arbitrary \( K, U \) and \( D \), we define a set \( S \) of 2-tuples such that for every \((a, b) \in S\), the rate \( D + 1 + \frac{a}{b} \) is achievable by using AIR matrices with vector linear index codes over every field.
- We prove that the rates achieved by AIR matrices coincide with the existing results on the exact value of the capacity of SUICP-SNI given in [2],[5] and [6] in the respective settings.
- We prove that the set \( S \) consists of \((a, b)\) such that the rate of constructed vector linear index codes are at most \( K \mod (D+1) \) away from a known lower bound on broadcast rate of SUICP-SNI.
- We give a low complexity decoding for the proposed vector linear index codes for the SUICP-SNI. The low complexity decoding method helps to identify a reduced set of side-information for each user with which the decoding can be carried out. By this method every receiver is able to decode its wanted message symbol by simply adding some index code symbols (broadcast symbols).

For a subset \( I = \{ i_1, i_2, \ldots, i_l \} \subseteq \{ 1, 2, \ldots, K \} \), let \( x_I = \{ x_{i_1}, x_{i_2}, \ldots, x_{i_l} \} \) and \( L_I = \{ L_{i_1}, L_{i_2}, \ldots, L_{i_l} \} \). For vector subspaces \( S_{i_1}, S_{i_2}, \ldots, S_{i_l} \), let \( S_I = \{ S_{i_1}, S_{i_2}, \ldots, S_{i_l} \} \) and \( < S_I >=< S_{i_1}, S_{i_2}, \ldots, S_{i_l} > \) denote the vector subspace spanned by all vectors present in \( S_{i_1}, S_{i_2}, \ldots, S_{i_l} \). For matrices \( S_{i_1}, S_{i_2}, \ldots, S_{i_l} \), let \( S_I = \{ S_{i_1}, S_{i_2}, \ldots, S_{i_l} \} \).

Henceforth, we refer SUICP-SNI with \( K \) messages, \( D \) interfering messages after and \( U \) interfering messages before the desired message as \((K, D, U)\) SUICP-SNI.

The remaining part of this paper is organized as follows. In Section II for \((K, D, U)\) SUICP-SNI, we define a set \( S \) of 2-tuples such that for every \((a, b) \in S\), the rate \( D + 1 + \frac{a}{b} \) is achievable by using AIR matrices with vector linear index codes over every field (Theorem 1). Also we prove that the rates achieved by AIR Matrices coincide with the existing results on the exact value of the capacity of SUICP-SNI given in [2],[5] and [6] in Theorem 2. Moreover, it is shown that the rate \( S \) consists of \((a, b)\) such that the rate of constructed vector linear index codes are at most \( K \mod (D+1) \) away from a known lower bound on broadcast rate of SUICP-SNI.

In Section III we give a low complexity decoding for the proposed vector linear index codes. We conclude the paper in Section IV.

All the subscripts in this paper are to be considered modulo \( K \).

II. VECTOR LINEAR INDEX CODES OF SUICP-SNI: ACHIEVABILITY RESULTS

In this section, we define a set \( S \) consisting of pairs of integers \((a, b)\) and prove that the rate \( D + 1 + \frac{a}{b} \) for every \((a, b) \in S\) is achievable by using an appropriate sized AIR matrix as the encoding matrix.

Definition 1. Consider the SUICP-SNI with \( K \) messages, \( D \) and \( U \) interfering messages after and before the desired message. For this SUICP-SNI, define the set \( S_{K,D,U} \) as
\[
S_{K,D,U} = \{ (a, b) : \gcd(bK, b(D+1)+a) \geq b(U+1) \}
\]
for \( a \in \mathbb{Z}_{\geq 0} \) and \( b \in \mathbb{Z}_{>0} \).
A. AIR matrices

The matrix obtained by Algorithm 1 is called the \((m, n)\) AIR matrix and it is denoted by \(I_{m \times n}\). The general form of the \((m, n)\) AIR matrix is shown in Fig. 1. It consists of several submatrices (rectangular boxes) of different sizes as shown in Fig. 1. The location and sizes of these submatrices and other quantities marked in the figure are used subsequently in Section III to describe the low complexity decoding for \((K, D, U)\) SUICP-SNI by using AIR matrices. The description of the submatrices are as follows: Let \(c\) and \(d\) be two positive integers and \(d\) divides \(c\). The following matrix denoted by \(I_{c \times d}\) is a rectangular matrix.

\[
I_{c \times d} = \begin{bmatrix}
I_d & I_d \\
\vdots & \vdots \\
I_d & I_d
\end{bmatrix}
\]

and \(I_{d \times c}\) is the transpose of \(I_{c \times d}\).

Towards explaining the other quantities shown in the AIR matrix shown in Fig. 1, for a given \(K, D\) and \(U\), let \(\lambda_0 = n, \lambda_0 = m - n\) and

\[
n = \beta_0 \lambda_0 + \lambda_1, \\
\lambda_0 = \beta_1 \lambda_1 + \lambda_2, \\
\lambda_1 = \beta_2 \lambda_2 + \lambda_3, \\
\lambda_2 = \beta_3 \lambda_3 + \lambda_4, \\
\vdots \\
\lambda_{l-1} = \beta_{l-1} \lambda_{l-1} + \lambda_{l}
\]

(9)

where \(\lambda_{l-1} = 0\) for some integer \(l, \lambda_1, \beta_1\) are positive integers and \(\lambda_i < \lambda_{i-1}\) for \(i = 1, 2, \ldots, l\). The number of submatrices in the AIR matrix is \(l + 2\) and the size of each submatrix is shown using \(\lambda_i, \beta_i, i \in [0 : l]\). For \((K, D, U)\) SUICP-SNI and every \((a, b)\) \(\in S_{K,D,U}\), in Theorem 1 we prove that the AIR matrix of size \(\lambda \times \beta\) can be used as an encoding matrix to generate \(b\)-dimensional vector linear index code with rate \(D + 1 + \frac{a}{b}\).

Algorithm 1. Algorithm to construct the AIR matrix \(L\) of size \(m \times n\)

Let \(L = m \times n\) blank unfilled matrix.

Step 1

1.1: Let \(m = qn + r\) for \(r < n\).
1.2: Use \(I_{qn \times n}\) to fill the first \(qn\) rows of the unfilled part of \(L\).
1.3: If \(r = 0\), Go to Step 3.

Step 2

2.1: Let \(n = q'r + r'\) for \(r' < r\).
2.2: Use \(I_{q'r \times r}\) to fill the first \(q'r\) columns of the unfilled part of \(L\).
2.3: If \(r' = 0\), go to Step 3.

2.4: \(m \leftarrow r\) and \(n \leftarrow r'\).
2.5: Go to Step 1.

Step 3 Exit.

end

In an \(m\)-dimensional vector linear index code, \(x_k \in \mathbb{F}_q^m\) for \(k \in [0 : K - 1]\). A \(m\)-dimensional vector linear index code of length \(N\) is represented by an encoding matrix \(L \in \mathbb{F}_q^{Km \times N}\), where the \(j\)th column contains the coefficients used for mixing the \(m\)-dimensional messages \(x_0, x_1, \ldots, x_{K-1}\) to get the \(j\)th index code symbol. Let \(L_0, L_1, \ldots, L_{Km-1}\) be the \(Km\) rows of the encoding matrix \(L\). Let \(\bar{S}_k\) be the \(m \times N\) matrix

\[
\bar{S}_k = \begin{bmatrix}
L_{0k} \\
L_{1k} \\
\vdots \\
L_{Km-1k}
\end{bmatrix}
\]

for \(k \in [0 : K - 1]\). The \(k\)th matrix \(\bar{S}_k \in \mathbb{F}_q^{m \times N}\) contains the coefficients used for mixing the \(m\)-dimensional message \(x_k\) in the \(N\) index code symbols. A codeword of the index code is

\[
y = [c_0 \ c_1 \ \ldots \ c_{N-1}] = xL = \sum_{i=0}^{K-1} x_k \bar{S}_k,
\]

where \(x = [x_{0,1} \ x_{0,2} \ \ldots \ x_{0,m} \ x_{1,1} \ x_{1,2} \ \ldots \ x_{1,m} \ \ldots \ x_{K-1,m}]\).

Lemma 1. Consider a \((K, D, U)\) SUICP-SNI. Let \(L\) be an \(m\)-dimensional vector encoding matrix (not necessarily an AIR matrix) of size \(Km \times N\) for this index coding problem. Let the vector index code be generated by multiplying \(Km\) message symbols \([x_0,1 \ x_0,2 \ \ldots \ x_{0,m} \ x_{1,1} \ x_{1,2} \ \ldots \ x_{1,m} \ \ldots \ x_{K-1,m}\]

with the encoding matrix \(L\). Let \(S_k\) be the row space of \(S_k\) and \(S_k|_i\) be the subspace spanned by the \(m - 1\) rows in \(S_k\) after deleting the row \(L_{km+i}\). The receiver \(R_k\) can decode \(x_{k,1}, x_{k,2}, \ldots, x_{k,m}\) if and only if

\[
L_{km+i} \notin S_k|_i
\]

(10)

for \(k \in [0 : K - 1]\), \(i \in [0 : m-1]\).

Proof. The \(m\)-dimensional vector index codeword \(y\) can be written as

\[
y = x_k \bar{S}_k + x_{k+1} \bar{S}_{k+1} + \ldots + x_{K-1} \bar{S}_{K-1},
\]

or

\[
z = y - x_k \bar{S}_k = x_{k+1} \bar{S}_{k+1} + \ldots + x_{K-1} \bar{S}_{K-1},
\]

(11)

where \(z\) can be computed by \(R_k\) using its side-information \(x_{k,k}\).

Assume that \((10)\) is satisfied for \(k\). This implies that

\[
S_k \cap S_{k-1} \cap \ldots \cap S_{k+m+n} = \phi,
\]

Hence, \(z\) can be expressed as the following linear combination

\[
z = a_k \bar{S}_k + a_{k+1} \bar{S}_{k+1} + a_{k+2} \bar{S}_{k+2} + \ldots + a_{k+n} \bar{S}_{k+n} + a_{k+n+1} \bar{S}_{k+n+1} + \ldots + a_{k+2n} \bar{S}_{k+2n},
\]
where \( a_k \in \mathbb{F}_q^m \) is unique and \( x_k = a_k \). The receiver \( R_k \) decodes all \( m \) message symbols in the message \( x_k \) follows from the fact \( L_{(k-1)m+i} \notin S_{k\setminus i} \).

If, on the contrary, \( S_k \) does not satisfy (10), then \( a_k \) will no longer be unique and consequently \( x_k \) can not be decoded by \( R_k \). This implies that \( L \) is not an index code encoding matrix which contradicts the assumption. This completes the proof. \( \square \)

Corollary 1. Consider a \((K, D, U)\) SUICP-SNI. Let \( L \) be an scalar linear encoding matrix (not necessarily an AIR matrix) of size \( K \times N \) for this index coding problem. The receiver \( R_k \) can decode \( x_k \) if and only if

\[
L_k \notin L_{X_k} >
\]

for \( k \in [0 : K - 1] \).

Lemma 2. Let \( L \) be the AIR matrix of size \( K \times (D + 1) \). The matrix \( L \) can be used as an optimal length encoding matrix for the SUICP-SNI with \( K \) messages, \( D \) interfering messages after and \( U = \gcd(K, D + 1) - 1 \) interfering messages before the desired message.

Proof. Proof is given in Appendix B of [11]. \( \square \)

Lemma 3. In the AIR matrix of size \( m \times n \), every row \( L_k \) is not in the span of \( n - 1 \) rows above and \( \gcd(m, n) - 1 \) rows below \( L_k \) for \( k \in [0 : m - 1] \).

**Proof.** Consider a SUICP-SNI with \( m \) messages, \( n - 1 \) interfering messages after and \( \gcd(m, n) - 1 \) interfering messages before the desired message. From Lemma 2 AIR matrix of size \( m \times n \) can be used as an optimal length encoding matrix for this SUICP-SNI. Let \( L \) be the AIR matrix of size \( m \times n \). From Corollary 1 \( L \) is an scalar linear encoding matrix for SUICP-SNI if and only if

\[
L_k \notin L_{X_k} >
\]

for \( k \in [0 : m - 1] \).

That is, every row \( L_k \) in \( L \) for \( k \in [0 : m - 1] \) is not in the span of \( n \) rows above and \( \gcd(m, n) - 1 \) rows below the \( L_k \). This completes the proof. \( \square \)

**Theorem 1.** Consider a \((K, D, U)\) SUICP-SNI. For this index coding problem, for every \((a, b) \in S_{K,D,U}\), the rate \( D + 1 + \frac{q}{p} \) can be achieved by \( b \)-dimensional vector linear index coding by using the AIR matrix of size \( Kb \times (b(D + 1) + a) \).

**Proof.** In a \( b \)-dimensional vector linear index code, \( x_k \in \mathbb{F}_q^b \)
for $k \in [0 : K - 1]$, the receiver $R_k$ wants the $b$ message symbols $x_{k,1} \ x_{k,2} \ldots x_{k,b}$. Let

$$x = [x_{0,1}x_{0,2} \ldots x_{0,b} \ x_{1,1}x_{1,2} \ldots x_{1,b} \ldots x_{K-1,1}x_{K-1,2} \ldots x_{K-1,b}].$$

Let $L$ be the AIR matrix of size $Kb \times (b(D + 1) + a)$. From Lemma 1, every row $L_k$ in $L$ is not in the span of $b(D + 1) + a - 1$ rows above and $\gcd(Kb, b(D + 1) + a) - 1$ rows below the $L_k$ for each $k \in [0 : Kb - 1]$. According to Lemma 1, the matrix $L$ can be used as a $b$-dimensional encoding matrix for SUICP-SNI with $K$ messages, $D$ and $U$ interfering messages after and before.

The matrix $L$ is mapping $Kb$ message symbols into $(b(D + 1) + a)$ broadcast symbols. The rate achieved by $L$ is equal to the number of broadcast symbols per message symbol and it is given by $\frac{b(D + 1) + a}{Kb} = D + \frac{a}{b}$. This completes the proof.

Remark 1. The AIR encoding matrix $L^{(D + 1) + a}$ is an encoding matrix over every field. Hence, the encoding for $(K, D, U)$ SUICP-SNI given in Theorem 1 is independent of field size.

Example 1. Consider a SUICP-SNI with $K = 13, D = 4, U = 1$. For this case, we have $(1,5) \in S_{13,4,1}$ and corresponding $D + 1 + \frac{a}{b}$ is $5.2$. This rate can be achieved by the AIR matrix of size $65 \times 26$ given below.

$$L_{65 \times 26} = \begin{bmatrix} I_26 \\ I_{26} \\ I_{13} \ I_{13} \end{bmatrix}$$

The index code generated by $L$ is given by

$$c_0 \ c_1 \ldots c_{25} = x_1 \times L_{65 \times 26}$$

where $x_1 \times L_{65 \times 26} = [x_{0,1} \ x_{0,2} \ldots x_{0,5} \ x_{1,1} \ x_{1,2} \ldots x_{1,5} \ldots x_{12,5}]$. The index code is given in Table 1.

Table 1: Vector linear index code for SUICP-SNI given in Example 1

| $a$ | $b$ | $c_0$ | $c_1$ | $c_2$ | $c_3$ | $c_4$ | $c_5$ | $c_6$ | $c_7$ | $c_8$ | $c_9$ | $c_{10}$ | $c_{11}$ | $c_{12}$ | $c_{13}$ | $c_{14}$ | $c_{15}$ | $c_{16}$ | $c_{17}$ | $c_{18}$ | $c_{19}$ | $c_{20}$ | $c_{21}$ | $c_{22}$ | $c_{23}$ | $c_{24}$ | $c_{25}$ |
|-----|-----|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|
| 0   | 0.1 | 10.3 | 20.1 | 20.2 | 10.4 | 20.3 | 20.4 | 20.5 | 20.6 | 20.7 | 20.8 | 20.9 | 20.10 | 20.11 | 20.12 | 20.13 | 20.14 | 20.15 | 20.16 | 20.17 | 20.18 | 20.19 | 20.20 | 20.21 | 20.22 | 20.23 | 20.24 | 20.25 |

Lemma 2. For every $(K, D, U)$ SUICP-SNI there exists $(a, b) \in S$ such that

$$D + 1 + \frac{a}{b} \leq \frac{K}{D + 1}.$$  \hfill (13)

Proof. We have

$$\frac{K}{D + 1} = \left[ \frac{K \mod (D + 1)}{D + 1} \right] + \frac{K \mod (D + 1)}{D + 1} \leq D + 1 + \frac{\alpha}{\gamma},$$ \hfill (14)

where $\alpha = K \mod (D + 1)$ and $\gamma = \left[ \frac{K}{D + 1} \right]$. From (14), we have

$$\alpha = K - \gamma(D + 1)$$  \hfill (15)

and these values of $\alpha$ and $\gamma$ satisfy the equation $\gcd(K, \gamma(D + 1) + a) \geq \gamma(U + 1)$. Hence, $(\alpha, \gamma) \in S$. This completes the proof.

Corollary 2. For SUICP-SNI, the vector linear index codes constructed by AIR matrices are within $\frac{K \mod (D + 1)}{D + 1}$ symbols per message from the lower bound on broadcast rate given in (14).

Theorem 2. There exists $(a, b) \in S_{K,D,U}$ such that the rate $D + 1 + \frac{a}{b}$ coincide with the results on the exact capacity of SUICP-SNI given in (2), (5) and (6) in the respective settings.

Proof. 1) To recover the result corresponding to (2): For a given $U \leq D$, if $K \to \infty$, then $\frac{K \mod (D + 1)}{D + 1} \to 0$. In Lemma 4 we proved that

$$D + 1 + \frac{a}{b} \leq D + 1 + \frac{K \mod (D + 1)}{D + 1},$$

Hence, $D + 1 + \frac{a}{b} \to D + 1$. This completes the proof. 2) To recover the capacity corresponding to (5). Substituting $D = 1$ in (15) completes the proof of this case. 3) To recover (6) as a special case: If we take $a = 0$ and $b = 1$, then we get a setting considered in (6). Hence, the
Example 3. In the following example, we use a reduced set of side-information for each user with which the decoding can be carried out. By this method every receiver is able to decode its wanted message symbol by simply adding some index code symbols (broadcast symbols). The low-complexity decoding is generalized to vector linear index codes of SUICP-SNI in this section.

Consider a \((K, D, U)\) SUICP-SNI. Let \((a,b)\) be an index coding problem, where \(a \leq K\) and \(b \leq D\). We proved that the rate \(D + 1 + \frac{a}{b}\) can be achieved by using the AIR matrix of size \(Kb \times (b(D + 1) + a)\) as encoding matrix. Let

\[
m = Kb \quad \text{and} \quad n = b(D + 1) + a. \tag{16}
\]

The submatrices of an AIR matrix are classified in to the following three types.

- The first submatrix is the \(I_{n \times n}\) matrix at the top of Fig. which is independent of \(\lambda_i, \beta_i, i \in [0 : t]\).
- The second submatrix is the \(I_{m \times n}\) matrix at the top of Fig. which is independent of \(\lambda_i, \beta_i, i \in [0 : t]\).
- The third submatrix is the \(I_{m \times n}\) matrix at the top of Fig. which is independent of \(\lambda_i, \beta_i, i \in [0 : t]\).

For a given SUICP-SNI with parameters \(K, D\) and \(U\), finding the best pair \((a,b)\) is an open problem. However for a given set of values for \(K, D\) and \(U\) we have \(S_{K,D,U} \subseteq S_{K,D,U}\) for \(U_1 < U_2\). This means that all the rates achievable for \((K, D, U_1)\) are achievable for \((K, D, U_2)\) and possibly smaller rates that are not achievable by \((K, D, U_2)\). This is illustrated in the following example.

**Example 3.** For SUICP-SNI with \(K = 71, U \leq D \leq 15\), one possible pair \((a,b)\) and corresponding \(D + 1 + \frac{a}{b}\) are shown in Table III. For these index coding problems, \(D + 1\) is given in the 6th column of Table III gives a lower bound on broadcast rate. The values of \(D + 1\) can be compared with \(D + 1 + \frac{a}{b}\) in Table III. The rate \(D + 1 + \frac{a}{b}\) given in 7th column is achieved by using AIR matrices of size given in the 8th column of Table III. For SUICP-SNI with \(K = 71\), the capacity is known to the special case \(U = D = 1\). For \(U = D = 1\), \(D + 1 + \frac{a}{b} = 2.0285\) coincide with the reciprocal of capacity given in 5.

### Table II

| \(c_{0,1}\) | \(c_{0,2}\) | \(c_{0,3}\) | \(c_{0,4}\) | \(c_{0,5}\) | \(c_{0,6}\) | \(c_{0,7}\) | \(c_{0,8}\) | \(c_{0,9}\) | \(c_{0,10}\) |
|---|---|---|---|---|---|---|---|---|---|
| \(c_{1,1}\) | \(c_{1,2}\) | \(c_{1,3}\) | \(c_{1,4}\) | \(c_{1,5}\) | \(c_{1,6}\) | \(c_{1,7}\) | \(c_{1,8}\) | \(c_{1,9}\) | \(c_{1,10}\) |
| \(c_{2,1}\) | \(c_{2,2}\) | \(c_{2,3}\) | \(c_{2,4}\) | \(c_{2,5}\) | \(c_{2,6}\) | \(c_{2,7}\) | \(c_{2,8}\) | \(c_{2,9}\) | \(c_{2,10}\) |
| \(c_{3,1}\) | \(c_{3,2}\) | \(c_{3,3}\) | \(c_{3,4}\) | \(c_{3,5}\) | \(c_{3,6}\) | \(c_{3,7}\) | \(c_{3,8}\) | \(c_{3,9}\) | \(c_{3,10}\) |
| \(c_{4,1}\) | \(c_{4,2}\) | \(c_{4,3}\) | \(c_{4,4}\) | \(c_{4,5}\) | \(c_{4,6}\) | \(c_{4,7}\) | \(c_{4,8}\) | \(c_{4,9}\) | \(c_{4,10}\) |
| \(c_{5,1}\) | \(c_{5,2}\) | \(c_{5,3}\) | \(c_{5,4}\) | \(c_{5,5}\) | \(c_{5,6}\) | \(c_{5,7}\) | \(c_{5,8}\) | \(c_{5,9}\) | \(c_{5,10}\) |
| \(c_{6,1}\) | \(c_{6,2}\) | \(c_{6,3}\) | \(c_{6,4}\) | \(c_{6,5}\) | \(c_{6,6}\) | \(c_{6,7}\) | \(c_{6,8}\) | \(c_{6,9}\) | \(c_{6,10}\) |
| \(c_{7,1}\) | \(c_{7,2}\) | \(c_{7,3}\) | \(c_{7,4}\) | \(c_{7,5}\) | \(c_{7,6}\) | \(c_{7,7}\) | \(c_{7,8}\) | \(c_{7,9}\) | \(c_{7,10}\) |
| \(c_{8,1}\) | \(c_{8,2}\) | \(c_{8,3}\) | \(c_{8,4}\) | \(c_{8,5}\) | \(c_{8,6}\) | \(c_{8,7}\) | \(c_{8,8}\) | \(c_{8,9}\) | \(c_{8,10}\) |
| \(c_{9,1}\) | \(c_{9,2}\) | \(c_{9,3}\) | \(c_{9,4}\) | \(c_{9,5}\) | \(c_{9,6}\) | \(c_{9,7}\) | \(c_{9,8}\) | \(c_{9,9}\) | \(c_{9,10}\) |
| \(c_{10,1}\) | \(c_{10,2}\) | \(c_{10,3}\) | \(c_{10,4}\) | \(c_{10,5}\) | \(c_{10,6}\) | \(c_{10,7}\) | \(c_{10,8}\) | \(c_{10,9}\) | \(c_{10,10}\) |

This is illustrated in (6) is a special case of vector linear codes considered in this paper.
| $K$ | $D$ | $U$ | $a$ | $b$ | $D + 1$ | $D + 1 + \frac{\lambda}{\beta}$ | AIR matrix size |
|-----|-----|-----|-----|-----|-------|----------------------|----------------|
| 71  | 1   | 1   | 1   | 35  | 2     | 2.0285               | 2485 x 71     |
| 71  | 2   | 1.2 | 2   | 23  | 3     | 3.0869               | 1633 x 71     |
| 71  | 3   | 1   | 2   | 35  | 4     | 4.0571               | 2485 x 142    |
| 71  | 3   | 2.3 | 5   | 17  | 4     | 4.1764               | 1207 x 71     |
| 71  | 4   | 1,2.3,4 | 1,4  | 5,5 | 5     | 5.0714               | 994 x 71      |
| 71  | 5   | 1   | 3   | 35  | 6     | 6.0857               | 2485 x 71     |
| 71  | 5   | 2   | 4   | 23  | 6     | 6.1739               | 1633 x 142    |
| 71  | 5   | 3,4,5 | 5   | 11  | 6     | 6.4545               | 781 x 71      |
| 71  | 6   | 1,2,...,6 | 1,10  | 7   | 7     | 7.1000               | 710 x 71      |
| 71  | 7   | 1   | 4   | 35  | 8     | 8.1142               | 2485 x 284    |
| 71  | 7   | 2.3 | 6   | 17  | 8     | 8.3529               | 1207 x 142    |
| 71  | 7   | 4,5,6,7 | 7   | 8   | 8     | 8.8750               | 568 x 71      |
| 71  | 8   | 1   | 5   | 31  | 9     | 9.1612               | 2201 x 284    |
| 71  | 8   | 2   | 6   | 23  | 9     | 9.2608               | 1633 x 213    |
| 71  | 8   | 3   | 7   | 15  | 9     | 9.4666               | 1063 x 142    |
| 71  | 8   | 4,5,6,7,8 | 1,7  | 9   | 9     | 9.1428               | 497 x 71      |
| 71  | 9   | 1,2,...,9 | 1,7  | 10   | 10    | 10.1428              | 497 x 71      |
| 71  | 10  | 1   | 3   | 32  | 11    | 11.0937              | 2272 x 355    |
| 71  | 10  | 2   | 4   | 19  | 11    | 11.2105              | 1349 x 213    |
| 71  | 10  | 3,4,...,10 | 5   | 6   | 11    | 11.8333              | 426 x 71      |
| 71  | 11  | 1   | 6   | 35  | 12    | 12.1714              | 2485 x 426    |
| 71  | 11  | 2   | 8   | 23  | 12    | 12.3478              | 1633 x 284    |
| 71  | 11  | 3   | 9   | 17  | 12    | 12.5294              | 1207 x 213    |
| 71  | 11  | 4,5 | 10  | 11  | 12    | 12.9090              | 781 x 142     |
| 71  | 11  | 6,7,...,11 | 11  | 5   | 12    | 14.2000              | 355 x 71      |
| 71  | 12  | 1   | 4   | 27  | 13    | 13.1481              | 1917 x 355    |
| 71  | 12  | 2.3 | 5   | 16  | 13    | 13.3125              | 1130 x 213    |
| 71  | 12  | 4,5,...,12 | 6   | 5   | 13    | 14.2000              | 355 x 71      |
| 71  | 13  | 1,2,...,13 | 1   | 5   | 14    | 14.2000              | 355 x 71      |
| 71  | 14  | 1   | 2   | 33  | 15    | 15.0606              | 2343 x 497    |
| 71  | 14  | 2,3,4 | 3   | 14  | 15    | 15.2142              | 994 x 213     |
| 71  | 14  | 5,6 | 7   | 9   | 15    | 15.7777              | 639 x 142     |
| 71  | 14  | 7,8,...,14 | 11  | 4  | 15    | 17.7500              | 284 x 71      |
| 71  | 15  | 1   | 1   | 31  | 16    | 16.0322              | 2201 x 497    |
| 71  | 15  | 2   | 3   | 22  | 16    | 16.1363              | 1562 x 355    |
| 71  | 15  | 3,4 | 5   | 13  | 16    | 16.3846              | 923 x 213     |
| 71  | 15  | 5,6,...,15 | 7   | 4   | 16    | 17.7500              | 284 x 71      |

TABLE III

$D + 1 + \frac{\lambda}{\beta}$ FOR $K = 71$ AND $U \leq D \leq 15$.

- The set of matrices of the form $I_{\lambda_i \times \beta_i \lambda_i}$ for $i = 0, 2, 4, \ldots$ (for all $i$ even) will be referred to as the set of even-submatrices.
- The set of matrices of the form $I_{\beta_i \lambda_i \times \lambda_i}$ for $i = 1, 3, 5, \ldots$ (for all $i$ odd) will be referred to as the set of odd-submatrices.

Note that the odd-submatrices are always "fat" and the even-submatrices are always "tall" including square matrices in both the sets. By the $i$-th submatrix is meant either an odd-submatrix or an even-submatrix for $0 \leq i \leq l$. Also whenever $\beta_0 = 0$, the corresponding submatrix will not exist in the AIR matrix. To prove the main result in the following section the location of both the odd- and even-submatrices within the AIR matrix need to be identified. Towards this end, we define the following intervals. Let $R_0, R_1, R_2, \ldots, R_{\left\lfloor \frac{l}{2} \right\rfloor} + 1$ be the intervals that will identify the rows of the submatrices as given below:

- $R_0 = [0 : m - \lambda_0 - 1]$
- $R_1 = [m - \lambda_0 : m - \lambda_2 - 1]$
- $R_2 = [m - \lambda_2 : m - \lambda_4 - 1]$
- $\vdots$
- $R_i = [m - \lambda_{2(i-1)} : m - \lambda_{2i} - 1]$
- $R_{\left\lfloor \frac{l}{2} \right\rfloor} + 1 = [m - \lambda_{2\left\lfloor \frac{l}{2} \right\rfloor} : m - 1]$.

we have $R_0 \cup R_1 \cup R_2 \cup \ldots \cup R_{\left\lfloor \frac{l}{2} \right\rfloor} + 1 = [0 : m - 1]$.

Let $C_0, C_1, \ldots, C_{\left\lfloor \frac{l}{2} \right\rfloor}$ be the intervals that will identify the columns of the submatrices as given below:

- $C_0 = [0 : \beta_0 \lambda_0 - 1]$ if $\beta_0 \geq 1$, else $C_0 = \phi$
- $C_1 = [n - \lambda_1 : n - \lambda_3 - 1]$
- $C_2 = [n - \lambda_3 : n - \lambda_5 - 1]$
Proof. Let \( L \) be the AIR matrix of size \( m \times n \). In the matrix \( L \), the element \( L(j, k) \) is present in one of the submatrices: \( I_n \) or \( I_{\beta_{2i+1} \times \lambda_{2i+1} \times \lambda_{2i}, j} \) for \( i \in [0 : \lfloor \frac{j}{2} \rfloor - 1] \) or \( I_{\lambda_{2i} \times \beta_{2i}, \lambda_{2i}, j} \) for \( i \in [0 : \lfloor \frac{j}{2} \rfloor] \). Let \((j_R, k_R)\) be the (row-column) indices of \( L(j, k) \) within the submatrix in which \( L(j, k) \) is present. Then, for a given \( L(j, k) \), the indices \( j_R \) and \( k_R \) are as given below.

- If \( L(j, k) \) is present in \( I_n \), then \( j_R = j \) and \( k_R = k \).
- If \( L(j, k) \) is present in \( I_{\lambda_{2i} \times \beta_{2i}, \lambda_{2i}, j} \), then \( j_R = j \mod (n) \) and \( k_R = k \).
- If \( L(j, k) \) is present in \( I_{\beta_{2i+1} \times \lambda_{2i+1}, j} \) for \( i \in [0 : \lfloor \frac{j}{2} \rfloor - 1] \), then \( j_R = j \mod (m - \lambda_{2i}) \) and \( k_R = k \mod (n - \lambda_{2i+1}) \).
- If \( L(j, k) \) is present in \( I_{\lambda_{2i} \times \beta_{2i}, \lambda_{2i}, j} \), for \( i \in [1 : \lfloor \frac{j}{2} \rfloor] \), then \( j_R = j \mod (m - \lambda_{2i}) \) and \( k_R = k \mod (n - \lambda_{2i-1}) \).

In Definition 2 below we define several distances between the 1s present in an AIR matrix. These distances are used to prove the low complexity decoding for SUICP-SNI. Figure 3 is useful to visualize the distances defined.

**Definition 2.** Let \( L \) be the AIR matrix of size \( m \times n \).

(i) For \( k \in [0 : n - 1] \) we have \( L(k, k) = 1 \). Let \( k' \) be the maximum integer such that \( k' > k \) and \( L(k', k) = 1 \). Then \( k' - k \), denoted by \( d_{\text{down}}(k) \), is called the down-distance of \( L(k, k) \).

(ii) Let \( L(j, k) = 1 \) and \( j \geq n \). Let \( j' \) be the maximum integer such that \( j' < j \) and \( L(j', k) = 1 \). Then \( j - j' \), denoted by \( d_{\text{up}}(j, k) \), is called the up-distance of \( L(j, k) \).

(iii) Let \( L(j, k) = 1 \) and \( L(j, k') \in I_{\lambda_{2i} \times \beta_{2i} \times \lambda_{2i}, j} \) for \( i \in [0 : \lfloor \frac{j}{2} \rfloor] \). Let \( k' \) be the minimum integer such that \( k' > k \) and \( L(j, k') = 1 \). Then \( k' - k \), denoted by \( d_{\text{right}}(j, k) \), is called the right-distance of \( L(j, k) \).

(iv) For \( k \in [0 : n - \lambda_{2i} - 1] \), let \( d_{\text{left}}(k, +d_{\text{down}}(k)) = \mu_k \).

Let the number of 1s in the \((k + \mu_k)\)th column of \( L \) below \( L(k + d_{\text{down}}(k), k + \mu_k) \) be \( p_k \) and these are at a distance of \( t_{k, 1}, t_{k, 2}, \ldots, t_{k, p_k} (t_{k, 1} < t_{k, 2} < \ldots < t_{k, p_k}) \) from \( L(k + d_{\text{down}}(k), k + \mu_k) \). Then, \( t_{k, \tau} \) is called the \( \tau \)-th down-distance of \( L(k + d_{\text{down}}(k), k + \mu_k) \), for \( 1 \leq \tau \leq p_k \).

Notice that if \( L(k + d_{\text{down}}(k), k + \mu_k) \in I_{\lambda_{2i} \times \beta_{2i+1} \times \lambda_{2i}} \) in \( L \) for \( i \in [0 : \lfloor \frac{j}{2} \rfloor] \), then \( p_k = 0 \).

**Lemma 5.** Let \( k \in C_i \) for \( i \in [0 : \lfloor \frac{j}{2} \rfloor] \). Let \( k \mod (n - \lambda_{2i-1}) = c \lambda_{2i} + d \) for some positive integers \( c \) and \( d \) \((d < \lambda_{2i})\).

The down distance is given by

\[
d_{\text{down}}(k) = m - n + \lambda_{2i+1} + (\beta_{2i} - 1 - c) \lambda_{2i},
\]

**Proof.** Proof is given in Appendix A. ☐

**Lemma 6.** The up-distance of \( L(j, k) \) is as given below.

- If \( L(j, k) \in I_{\beta_{2i+1} \times \lambda_{2i+1} \times \lambda_{2i}, j} \) for \( i \in [0 : \lfloor \frac{j}{2} \rfloor - 1] \), then \( d_{\text{up}}(j, k) = \lambda_{2i+1} \).
- If \( L(j, k) \in I_{\lambda_{2i+1} \times \beta_{2i}, \lambda_{2i}, j} \) for \( i \in [0 : \lfloor \frac{j}{2} \rfloor] \) and \( k_R = c \lambda_{2i} + d \) for some positive integer \( c, d \) \((d < \lambda_{2i})\), then \( d_{\text{up}}(j, k) = \lambda_{2i+1} - c \lambda_{2i} \).

**Proof.** Proof is available in Appendix C of [10]. ☐

**Lemma 7.** The right-distance of \( L(j, k) \) is as given below.

- If \( k_R \in [0 : (\beta_{2i} - 1) \lambda_{2i} - 1] \), then \( d_{\text{right}}(j, k) = \lambda_{2i+1} \).
- If \( k_R \in [(\beta_{2i} - 1) \lambda_{2i}, \beta_{2i}, \lambda_{2i}, j] \) for \( i \in [0 : \lfloor \frac{j}{2} \rfloor - 1] \), then \( d_{\text{right}}(j, k) \) depends on \( j_R \). If \( j_R = c \lambda_{2i+1} + d \) for some positive integers \( c, d \) \((d < \lambda_{2i+1})\), then \( d_{\text{right}}(j, k) = \lambda_{2i+1} - c \lambda_{2i} \).

**Proof.** Proof is available in Appendix D of [10]. ☐

From Euclid algorithm and (9), we can write

\[
\lambda_t = \gcd(m, n).
\]

From (9), we have

\[
\lambda_0 > \lambda_1 > \ldots > \lambda_{2i} > \ldots > \lambda_t = \gcd(m, n) \quad \text{and} \quad \lambda_{2i-1} - c \lambda_{2i} \geq \lambda_{2i+1} \geq \lambda_t = \gcd(m, n)
\]

for \( i \in [0 : \lfloor \frac{j}{2} \rfloor] \) and \( c \leq \beta_{2i} \).

Define

\[
\tilde{C}_i = \{x + \lambda_0 : \forall x \in C_i \} \quad \text{for} \quad i \in [0 : \lfloor \frac{j}{2} \rfloor]
\]

That is,

\[
\tilde{C}_i = [m - \lambda_{2i-1} : m - \lambda_{2i+1} - 1].
\]

We have \( C_0 \cup C_1 \cup \ldots \cup \tilde{C}_{\lfloor \frac{j}{2} \rfloor} = \{0 : n - 1\} \), hence \( \tilde{C}_0 \cup \tilde{C}_1 \cup \ldots \cup \tilde{C}_{\lfloor \frac{j}{2} \rfloor} = [\lambda_0 : m - 1] \).
It turns out that the interval $\tilde{C}_i$ defined in (20) for $i \in \{0 : \lfloor \frac{t}{b} \rfloor \}$ needs to be partitioned into two as $\tilde{C}_i = \tilde{D}_i \cup \tilde{E}_i$ as given below to prove the main result Theorem 1.

Let

\[
\tilde{D}_i = \{m - \lambda_{2i-1} : m - \lambda_{2i-1} + (\beta_{2i-1}) \lambda_{2i-1} \}
\]

\[
\tilde{E}_i = \{m - \lambda_{2i-1} + (\beta_{2i-1}) \lambda_{2i-1} : m - \lambda_{2i-1} + 1 \},
\]

for $i \in \{0 : \lfloor \frac{t}{b} \rfloor \}$.

A $b$-dimensional vector linear index code of length $n$ generated by an AIR matrix of size $m \times n$ is given by

\[
[c_0 \ c_1 \cdots c_{n-1}] = [x_{0,0} \ x_{0,1} \cdots \ x_{0,b} \ x_{1,1} \cdots \ x_{K-1,b}]L
\]

\[
= \sum_{t=0}^{K-1} \sum_{j=1}^{b} x_{t,j} L_{tb+j-1}.
\]

(22)

For $k \in \{0 : m - 1 \}$, let

\[
k_b = \left\lfloor \frac{k}{b} \right\rfloor \quad \text{and} \quad k_r = (k \mod b) + 1,
\]

i.e., the $k$th row of the matrix $L$ contains the coefficients used for mixing the message symbol $x_{k_b,k_r}$ in $n$ code symbols.

Theorem 3. Let $L$ be the AIR matrix of size $m \times n$. Let $d_{\text{right}}(k + d_{\text{down}}(k), k) = \mu_k$. Also let $t_{k,\tau}$ be the $\tau$th-down distance of $L(k + d_{\text{down}}(k), k + \mu_k)$, where $1 \leq \tau \leq p_k$. Let $\tilde{D}_i$ and $\tilde{E}_i$ be the sets as given in (21). In this SUICP-SNI, receiver $R_t$ wants to decode its $b$ wanted message symbols $x_{t,j}$ for $t \in \{0 : K - 1 \}$ and $j \in \{1 : b\}$. Let $k = bt + j - 1$ and $k' = k - \lambda_0$. Then, the receiver $R_t$ can decode its wanted message symbol $x_{t,j}$ as given below.

(i) If $k \in \{0 : m - n - 1 \}$, then $R_t$ can decode $x_{t,j}$ from the broadcast symbol $c_{k \mod n}$. Receiver $R_t$ can decode $x_{t,j}$ as

\[
x_{t,j} = c_{k \mod n} + \nu_{k \mod n},
\]

where the side-information term $\nu_{k \mod n}$ is the exclusive OR of all message symbols present in $c_{k \mod n}$ excluding $x_{t,j}$.

(ii) If $k \in \tilde{D}_i$ for $i \in \{0 : \lfloor \frac{t}{b} \rfloor \}$, then $R_t$ can decode $x_{t,j}$ by using the two broadcast symbols $c_{k'}, c_{k'+\mu_{k'}}$ and the available side-information. That is

\[
x_{t,j} = c_{k'} + c_{k'+\mu_{k'}} + \nu_{k'} + \nu_{k'+\mu_{k'}},
\]

side-information terms

(24)

where

- $\nu_{k'}$ is the exclusive OR of the set of message symbols present in $c_{k'}$ excluding the message symbols $x_{t,j}$ and $x(k'+d_{\text{down}}(k'))_{r},(k'+d_{\text{down}}(k'))_{r}$,

- $\nu_{k'+\mu_{k'}}$ is the exclusive OR of the set of message symbols present in $c_{k'+\mu_{k'}}$, excluding the message symbol $x(k'+d_{\text{down}}(k'))_{r},(k'+d_{\text{down}}(k'))_{r}$.

(iii) If $k \in \tilde{E}_i$ for $i \in \{0 : \lfloor \frac{t}{b} \rfloor \}$, then $R_t$ can decode $x_{t,j}$ by using the broadcast symbols $c_{k'}, c_{k'+\mu_{k'}}$ and $c_{k'+t_{k',r}}, \ldots, c_{k'+t_{k',r}}$, and the side-information available. That is

\[
x_{t,j} = c_{k'} + c_{k'+\mu_{k'}} + \ldots + \nu_{k'} + \nu_{k'+\mu_{k'}} + c_{k'+t_{k',r}} + \ldots + c_{k'+t_{k',r}} + \nu_{k'} + \nu_{k'+\mu_{k'}} + \nu_{k'+t_{k',r}} + \ldots + \nu_{k'+t_{k',r}},
\]

side-information terms

(25)

where

- $\nu_{k'}$ is the exclusive OR of the set of message symbols present in $c_{k'}$ excluding the message symbols $x_{t,j}$ and $x(k'+d_{\text{down}}(k'))_{r},(k'+d_{\text{down}}(k'))_{r}$,

- $\nu_{k'+\mu_{k'}}$ is the exclusive OR of the set of message symbols present in $c_{k'+\mu_{k'}}$, excluding the message symbol $x(k'+d_{\text{down}}(k'))_{r},(k'+d_{\text{down}}(k'))_{r}$,

- $\nu_{k'+t_{k',r}}$ is the exclusive OR of the set of message symbols present in $c_{k'+t_{k',r}}$, excluding the message symbols $x(k'+d_{\text{down}}(k'))_{r},(k'+d_{\text{down}}(k'))_{r}$, and $x(k'+d_{\text{down}}(k'))_{r},(k'+d_{\text{down}}(k'))_{r}$ for $r \in \{1 : p_k\}$.

Remark 1. In $(K, D, U)$ SUICP-SNI, the broadcast symbols used by receiver $R_t$ to decode its wanted message symbols $x_{t,j}$ for $t \in \{0 : K - 1 \}$ and $j \in \{1 : b\}$ is summarized below. Let $k = bt + j - 1$ and $k' = k - \lambda_0$.

- If $k \in \{0 : \lambda_0 - 1 \}$, then $R_t$ decodes $x_{t,j}$ from $c_{k \mod n}$.
- If $k \in \tilde{D}_i$ for $i \in \{0 : \lfloor \frac{t}{b} \rfloor \}$, then $R_t$ decodes $x_{t,j}$ by using two broadcast symbols $c_{k'}$, $c_{k'+\mu_{k'}}$.
- If $k \in \tilde{E}_i$ for $i \in \{0 : \lfloor \frac{t}{b} \rfloor \}$, then $R_t$ decodes $x_{t,j}$ from $c_{k'}$, $c_{k'+\mu_{k'}}$, and $c_{k'+t_{k',r}}$ for $r \in \{1, 2, \ldots, p_k\}$.
- If $k \in \tilde{D}_i$ for $i \in \{0 : \lfloor \frac{t}{b} \rfloor \}$, then $R_t$ decodes $x_{t,j}$ from $c_{k'}$.

Remark 2. Let $N_k$ be the number of message symbols present in $c_k$ for $k \in \{0 : n - 1 \}$. Let $k = bt + j - 1$ and $k' = k - \lambda_0$. Let the number of side-information used by receiver $R_t$ to decode $x_{t,j}$ be $\gamma_{t,j}$. The value of $\gamma_{t,j}$ is summarized below:

- If $k \in \{0 : \lambda_0 - 1 \}$, then

\[
\gamma_{t,j} = N_k \mod n - 1.
\]

- If $k \in \tilde{D}_i$ for $i \in \{0 : \lfloor \frac{t}{b} \rfloor \}$, then

\[
\gamma_{t,j} = N_k + N_{k'+\mu_{k'}} - 3,
\]

where $k' = k - \lambda_0$.

Proof. Proof is given in Appendix B. \qed
If \( k < E_i \) for \( i \in \left[ \frac{m}{2} \right] - 1 \), then
\[
\gamma_{t,j} = N_{k'} + N_{k' + \mu_{k'}} + \sum_{j=1}^{\mu_{k'}} N_{k' + \mu_{k,j}} - 2p_{k'} - 3.
\]

If \( k \in E_i \) for \( i \in \left[ \frac{m}{2} \right] \), then \( \gamma_{t,j} = N_{k'} - 1 \).

IV. DISCUSSION

In this paper, we gave an achievable rate for \((K, D, U)\) SUICP-SNI with arbitrary \( K, D \) and \( U \) by using AIR matrices. The capacity of \((K, D, U)\) SUICP-SNI is a challenging open problem.

APPENDIX A

Proof of Lemma

Case (i): \( l \) is even and \( k \in C_i \) for \( i \in \left[ \frac{m}{2} \right] \) or \( l \) is odd and \( k \in C_i \) for \( i \in \left[ \frac{m}{2} \right] - 1 \).

In this case, from the definition of down distance, we have
\[
L(k + d_{\text{down}}(k), k) \in I_{l_{k',l_2} \times d_{l_2}}.
\]

If \( k \mod (n - \lambda_{2i-1}) = c\lambda_{2i} + d \) for some positive integers \( c \) and \( d \) \((d < \lambda_{2i})\). From Figure 4 we have
\[
d_{\text{down}}(k) = d_1 + d_2 + d_3,
\]
and
\[
d_1 = n - k,
\]
\[
d_2 = m - n - \lambda_{2i},
\]
\[
d_3 = k - (n - \lambda_{2i-1}) - c\lambda_{2i}.
\]

By using (27) and (28), we have
\[
d_{\text{down}}(k) = d_1 + d_2 + d_3 = n - k + m - n - \lambda_{2i} + k - (n - \lambda_{2i-1}) - c\lambda_{2i} = m - n + \lambda_{2i-1} - (c + 1)\lambda_{2i}.
\]

By replacing \( \lambda_{2i-1} \) with \( \beta_{2i}\lambda_{2i} + \lambda_{2i+1} \) in (29), we get
\[
d_{\text{down}}(k) = m - n + \lambda_{2i} + \lambda_{2i+1} + (\beta_{2i} - 1 - c)\lambda_{2i}.
\]

Case (ii): \( l \) is odd and \( k \in C_i \) for \( i \in \left[ \frac{m}{2} \right] \).

In this case, from the definition of down distance, we have
\[
L(k + d_{\text{down}}(k), k) \in I_{l_{k',l_2} \times \lambda_i}.
\]

From Figure 8 we have
\[
d_{\text{down}}(k) = d_1 + d_2 + d_3,
\]
and
\[
d_1 = n - k,
\]
\[
d_2 = m - n - \beta_{1}\lambda_i,
\]
\[
d_3 = \beta_{1}\lambda_i - d_5.
\]

APPENDIX B

It turns out that the interval \( C_i \) defined in (10) for \( i \in \left[ \frac{m}{2} \right] \) needs to be partitioned into two as \( C_i = D_i \cup \bar{E}_i \) as given below to prove the main result Theorem 3.

Let
\[
D_i = [m - \lambda_{2i-1} : m - \lambda_{2i-1} + (\beta_{2i} - 1)\lambda_{2i} - 1],
\]
\[
\bar{E}_i = [m - \lambda_{2i-1} + (\beta_{2i} - 1)\lambda_{2i} : m - \lambda_{2i+1} - 1],
\]
for \( i \in \left[ \frac{m}{2} \right] \).

Proof of Theorem

A b-dimensional vector linear index code of length \( n \) generated by an AIR matrix of size \( m \times n \) is given by
\[
[x_0, c_1 \ldots c_{n-1}] = [x_{0,1} x_{0,2} \ldots x_{0,b} x_{1,1} \ldots x_{K-1,b}]L = \sum_{t=0}^{K-1} \sum_{j=1}^{b} x_{t,j} L_{t,b+j-1}.
\]

For \( k \in [0 : m - 1] \), let
\[
k_b = \left\lfloor \frac{k}{b} \right\rfloor
\]
and
\[
k_r = (k \mod b) + 1,
\]
i.e., the \( k \)th row of the matrix \( L \) contains the coefficients used for mixing the message symbol \( x_{k_b,k_r} \) in \( n \) code symbols.

Let
\[
k = bt + j - 1.
\]

We prove that for \( t \in [0 : K - 1] \), every receiver \( R_t \) decodes its wanted message \( x_{t,j} \) by using \( [c_0 c_1 \ldots c_{n-1}] \) and its side-information.

Case (i): \( k \in [0 : \lambda_0 - 1] \)

If \( m - n < \left\lfloor \frac{m}{2} \right\rfloor \), the broadcast symbol \( c_k \) is given by
\[
c_k = x_{k+b,k_r} x_{(k+n)_b,(k+n)_r}.
\]

We have \((k+n)_b = (tb + j - 1 + b(D + 1) + a)_b \geq t + D + 1 \). Hence, in \( c_k \), the message symbol \( x_{(k+n)_b,(k+n)_r} \) is in the side-information of receiver \( R_t \). Hence, \( R_t \) can decode its wanted message symbol \( x_{t,j} \) from \( c_k \).

If \( m - n \geq \left\lfloor \frac{m}{2} \right\rfloor \), we show that \( R_t \) can decode \( x_{t,j} \) from \( c_{k \mod n} \). In this case, from (19), we have \( \beta_{0} = 0 \) and \( \lambda_{1} = n \).

If \( k \leq n - 1 (k \mod n = k) \), From Lemma 6 we have
\[
d_{up}(k + n, k) = n = b(D + 1) + a.
\]
This indicates that the $Db$ message symbols $x_{t+g, h}$ for $g \in [1 : D], h \in [1 : b]$ and $b - j$ message symbols $x_{t, h}$ for $h \in [j + 1 : b]$ are not present in $c_k$. From Lemma 5, we have

$$d_{\text{down}}(k) = m - n + \lambda_{2i+1} + (\beta_{2i} - 1 - c)\lambda_{2i} \leq m - \lambda_i = m - \gcd(m, n).$$  \hspace{1cm} (36)

This indicates that the $Ub$ message symbols $x_{t-g, h}$ for $g \in [1 : U], h \in [1 : b]$ and $j - 1$ message symbols $x_{t, h}$ for $h \in [1 : j - 1]$ are not present in $c_k$. Hence, every message symbol in $c_k$ is in the side-information of $R_t$, and $R_t$ can decode $x_{t, j}$.

If $k \in [n : \lambda_0 - 1]$, from Lemma 6, we have

$$d_{\text{up}}(k, k \mod n) = d_{\text{up}}(k + n, k \mod n) = n.$$

This indicates that the $2Db$ message symbols $x_{t \pm g, h}$ for $g \in [1 : D], h \in [1 : b]$ and $b - 1$ message symbols of $x_{t, h}$ for $h \in [1 : b], h \neq j$ are not present in $c_k \mod n$. Hence, $R_t$ can decode $x_{t, j}$ from $c_k \mod n$.

Case (ii): $k \in D_i, i \in [0 : \left[\frac{1}{2}\right]]$.

Let $k' = k - \lambda_0$. In this case, we have $k'_R \in [0 : \left(\beta_{2i} - 1\right)\lambda_{2i} - 1]$ for $i \in [0 : \left[\frac{1}{2}\right]]$. Let $k'_R = c\lambda_{2i} + d$ for some positive integers $c$ and $d < \lambda_{2i}$. From Lemma 7, we have $\mu_{k'_R} = \lambda_{2i}$, from Definition 2, we have $t_{k'_R} = 0$ for $r \in [1 : p_k]$. From Lemma 8, we have

$$d_{\text{down}}(k') = m - n + \lambda_{2i+1} + (\beta_{2i} - 1 - c)\lambda_{2i} = m - n + \lambda_{2i-1} - (c + 1)\lambda_{2i}.$$  \hspace{1cm} (37)

From Lemma 5, we have

$$d_{\text{up}}(k' + d_{\text{down}}(k'), k') = \lambda_{2i-1} - c\lambda_{2i}$$

$$d_{\text{up}}(k' + d_{\text{down}}(k'), k' + \mu_{k'}) = \lambda_{2i-1} - (c + 1)\lambda_{2i}. \hspace{1cm} (38)$$

From (37) and (38),

$$d_{\text{down}}(k') - d_{\text{up}}(k' + d_{\text{down}}(k'), k' + \mu_{k'}) = m - n = \lambda_0. \hspace{1cm} (39)$$

This indicates that $x_{t, j}$ is present in the code symbol $c_{k' + \mu_{k'}}$ and among $(D + 1)b + a - 1$ message symbols after $x_{t, j}$, only $x_{(k' + d_{\text{down}}(k'))_R, (k' + d_{\text{down}}(k'))_R}$ is present in $c_{k' + \mu_{k'}}$. Fig. 6 and 7 illustrate this. From (38),

$$d_{\text{up}}(k' + d_{\text{down}}(k'), k') - d_{\text{up}}(k' + d_{\text{down}}(k'), k' + \mu_{k'}) = \lambda_{2i} \geq \gcd(m, n) \geq b(U + 1). \hspace{1cm} (40)$$

This along with (39) indicates that every message symbol in $c_{k'} + c_{k' + \mu_{k'}}$ is in the side-information of $R_t$, and $R_t$ combines $x_{t, j}$.

Case (iii): $k \in E_i, i \in [0 : \left[\frac{1}{2}\right] - 1]$.

Let $k' = k - \lambda_0$. In this case, we have $k'_R \in [(\beta_{2i} - 1)\lambda_{2i}, \beta_{2i}\lambda_{2i} - 1]$ for $i \in [0 : \left[\frac{1}{2}\right] - 1]$ Let $k'_R = (\beta_{2i} - 1)\lambda_{2i} + c\lambda_{2i+1} + d$ for some positive integers $c, d (d < \lambda_{2i+1})$. We have $k' = n - \lambda_{2i-1} + k'_R$. From Lemma 8, we have

$$d_{\text{down}}(k') = m - n + \lambda_{2i+1}. \hspace{1cm} (41)$$
From (37) and (38) we have
\[
\mu_{k'} = d_{right}(k' + d_{down}(k'), k') = d_{right}(n - \lambda_{2i-1} + k'_{R} + m - n + \lambda_{2i+1}, k') = d_{right}(m - \lambda_{2i} + c\lambda_{2i+1} + d, k') = \lambda_{2i} - c\lambda_{2i+1}.
\]

From Lemma 6 we have
\[
d_{up}(k' + d_{down}(k'), k' + \mu_{k'}) = \lambda_{2i+1}.
\]

From (37) and (38)
\[
d_{down}(k') - d_{up}(k' + d_{down}(k'), k' + \mu_{k'}) = m - n.
\]

This indicates that \(x_{t,j}\) is present in the code symbol \(c_{k'+\mu_{k'}}\) and among \((D+1)b + a - 1\) messages after \(x_{t,j}\), the interfering messages \(x_{(k' + d_{down}(k'))_{r}, (k' + d_{down}(k'))_{r}}\), and \(x_{(k' + t_{k'':p_{k''}} + d_{down}(k'))_{r}, (k' + t_{k'':p_{k''}} + d_{down}(k'))_{r}}\) for \(r \in [1 : p_{k''}]\) are present in \(c_{k'+\mu_{k'}}\). Fig. 8 is useful to understand this.

From Lemma 5 and Definition 2 \(k' + d_{down}(k') + t_{k',p_{k'}}\) is always less than the number of rows in the matrix \(L\). That is, \(k' + t_{k',p_{k'}} + d_{down}(k') < m\). Hence, we have
\[
t_{k',p_{k'}} < m - k' - d_{down}(k') = m - (n - \lambda_{2i-1} + (\beta_{2i} - 1)\lambda_{2i} + c\lambda_{2i+1} + d) - (m - n + \lambda_{2i+1}) = \lambda_{2i} - c\lambda_{2i+1} - d.
\]

From (42) and (45) \(t_{k',p_{k'}} < \mu_{k'} - d \).
From (45), we have
\[ k_R' + t_{k',p_{k'}} < k_R' + \lambda_2 + c \lambda_{2i+1} - d \]
\[ = (\beta_2i - 1) \lambda_2i + c \lambda_{2i+1} + d + \lambda_2i - c \lambda_{2i+1} - d \]
\[ = \beta_2i \lambda_2i. \]

Hence,
\[ k_R' + t_{k',p_{k'}} \in [((\beta_2i - 1) \lambda_2i : \beta_2i \lambda_2i - 1] \]
and
\[ L(k' + t_{k',r} + d_{down}(k' + t_{k',r}), k' + t_{k',r}) \in \mathbf{I}_{\lambda_{2i} \times \lambda_{2i}} \]
for \( r \in [1 : p_{k'}] \).

From Lemma 8 for \( L(k' + t_{k',r} + d_{down}(k' + t_{k',r}), k' + t_{k',r}) \)
for \( r \in [0 : \frac{1}{2}] \),
\[ d_{up}(k' + t_{k',r} + d_{down}(k' + t_{k',r}), k' + t_{k',r}) = \lambda_2i + \lambda_2i + 1. \]

From (43) and (49), we have
\[ d_{up}(k' + t_{k',r} + d_{down}(k' + t_{k',r}), k' + t_{k',r}) - d_{up}(k' + d_{down}(k'), k' + \mu_{k'}) \]
\[ = \lambda_2i \geq \gcd(m, n) \geq b(U + 1). \]

This along with (44) indicates that every message symbol in \( c_{k'} \) is in the side-information of \( R_t \) except \( x(k' + d_{down}(k')) \). Fig. 8 is useful to understand this. We have \( k_R' \in [((\beta_2i - 1) \lambda_2i : \beta_2i \lambda_2i - 1] \),
\[ d_{up}(k' + d_{down}(k'), k') = \lambda_2i + \lambda_2i + 1 \]. From (49), we have
\[ d_{up}(k' + d_{down}(k'), k') - d_{up}(k' + d_{down}(k'), k' + \mu_{k'}) \]
\[ = \lambda_2i \geq \gcd(m, n) \geq b(U + 1). \]

This along with (44) indicates that every message symbol in \( c_{k'} \) is in the side-information of \( R_t \) except \( x(k' + d_{down}(k')) \).

From (44), (50) and (51), the interfering message symbol \( x(k' + t_{k',r} + d_{down}(k')) \) can be canceled by adding the index code symbol \( c_{k'} + t_{k',r} \) for \( r \in [1 : p_{k'}] \) and the interfering message symbol \( x(k' + d_{down}(k')) \) can be canceled by adding the index code symbol \( c_{k'} \).

Hence, receiver \( R_k \) decodes the message symbol \( x_{k} \) by adding the index code symbols \( c_{k'}, c_{k'} + t_{k',r} \) and \( c_{k'} + d_{down}(k') \) for \( r \in [1 : p_{k'}] \).

**Case (iv):** \( k \in [m - \lambda_l : m - 1] = \bar{E}_i \) for \( i = 0 \).

Let \( k' = k - \lambda_0 \). In this case, from Lemma 5 we have
\[ d_{down}(k') = m - n = \lambda_0. \]

This indicates that \( x_{t,j} \) is present in \( c_{k'} \) and the Db message symbols \( x_{t+g,h} \) for \( g \in [1 : D], h \in [1 : b] \) and \( b - j \) message symbols \( x_{t,h} \) for \( h \in [j+1 : b] \) are not present in \( c_{k'} \). From Lemma 7 we have
\[ d_{up}(k) = \lambda_l \geq \gcd(m, n) \geq b(U + 1). \]

This indicates that the Ub message symbols \( x_{t-g,h} \) for \( g \in [1 : U], h \in [1 : b] \) and \( b - j \) message symbols \( x_{t,h} \) for \( h \in [j+1 : b] \) are not present in \( c_{k'} \). Hence, every message symbol in \( c_{k'} \) is in the side-information of \( R_t \) except the message symbol \( x_{t,j} \) and \( R_t \) can decode \( x_{t,j} \). From (20) and (21), case (i), case (ii), case (iii) and case (iv) span \( k \in [0 : m - 1] \). This completes the proof.
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