A CONVERGENT $1/n$-EXPANSION FOR GSE AND GOE
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Abstract. We generalize the results on the asymptotic expansion from Gaussian Unitary Ensembles case to all Gaussian Ensembles. We derive differential equations on densities and their moment generating functions for all Gaussian Ensembles. Also, we calculate explicit expressions for the moment generating functions for all Gaussian Ensembles.

1. Main results

The aim of this paper is to find convergent asymptotic expansion for Gaussian Symplectic and Orthogonal Ensembles analogous to Offer Kopelevitch’s expansion for Gaussian Unitary Ensemble. We prove following theorems:

**Theorem 1.1.** Let $g$ be an entire function of order $\rho_g \leq 2$ and type $\sigma_g$ with $\sigma_g < +\infty$ if $\rho_g = 2$. Then for a GSE random matrix $X_n$ of order $n \geq n_s(\rho_g, \sigma_g)$ and the scaled mean density function $\hat{p}_s(x)$, one has the following convergent expansion:

\[
\int_{\mathbb{R}} g(x) \hat{p}_s(x) dx = \frac{3}{4\pi} \sum_{j=0}^{\infty} \frac{1}{n^j} \int_2^2 \left[ T^j \left( \frac{1}{n} f' - x f \right) \right](t) \sqrt{4 - t^2} dt,
\]

where $T : C^\infty_{\mathcal{b}} \to C^\infty_{\mathcal{b}}$ is a linear operator defined in Section 4 and $f$ is any solution of the differential equation

\[
g(x) = -\frac{4}{n^2} f'''(x) + \left( x^2 - \frac{8n + 2}{n} \right) f'(x).
\]

**Theorem 1.2.** Let $g$ be an entire function of order $\rho_g \leq 2$ and type $\sigma_g$ with $\sigma_g < +\infty$ if $\rho_g = 2$. Then for a GOE random matrix $X_n$ of order $n \geq n_o(\rho_g, \sigma_g)$ and the scaled mean density function $\hat{p}_o(x)$, one has the following convergent expansion:

\[
\int_{\mathbb{R}} g(x) \hat{p}_o(x) dx = \frac{3}{4\pi} \sum_{j=0}^{\infty} \frac{1}{n^j} \int_2^2 \left[ T^j \left( \frac{1}{n} f' - x f \right) \right](t) \sqrt{4 - t^2} dt,
\]

where $T : C^\infty_{\mathcal{b}} \to C^\infty_{\mathcal{b}}$ is a linear operator defined in Section 4 and $f$ is any solution of the differential equation

\[
g(x) = -\frac{4}{n^2} f'''(x) + \left( x^2 - \frac{4n - 2}{n} \right) f'(x).
\]

Also, we find differential equations on densities of Gaussian Symplectic and Orthogonal Ensembles.

**Proposition 1.3.** The density of GSE (2.3) satisfies the differential equation

\[
4\sigma^4 p''_{GSE,n,\sigma^2}(x) + (\sigma^2(8n + 2) - x^2)p_{GSE,n,\sigma^2}(x) - 2xp_{GSE,n,\sigma^2}(x) = -3\sigma^2 p'_{GUE,n,\sigma^2} - 3xp_{GUE,n,\sigma^2}.
\]

**Proposition 1.4.** The density of GSE (2.4) satisfies the differential equation

\[
4\sigma^4 p''_{GOE,n,\sigma^2}(x) + (\sigma^2(4n - 2) - x^2)p'_{GOE,n,\sigma^2}(x) - 2xp_{GOE,n,\sigma^2}(x) = -3\sigma^2 p'_{GUE,n,\sigma^2} - 3xp_{GUE,n,\sigma^2}.
\]
2. Introduction and Preliminaries

Recall the following well-known result on asymptotics for distribution of eigenvalues for random matrices.

Definition 2.1. A Wigner matrix $X_n = (X_{ij})_{i,j=1}^n$ is a random $n \times n$ matrix such that,
(i) $X_n$ is self-adjoint: $X_{ij} = X_{ji}$,
(ii) $X_{ij}$ with $i \leq j$ are independent,
(iii) $X_{ij}$ with $i < j$ are identically distributed with zero mean and variance equal to 1,
(iv) $X_{ii}$ are identically distributed with bounded mean and variance.

Theorem 2.1 (Wigner’s Semicircle Law). Let $X_n$ be a $n \times n$ Wigner matrix. Then scaled empirical spectral distribution of eigenvalues $\lambda_j(X_n)$ converges almost surely (hence also in probability and in expectation) to the Wigner Semicircle distribution:

$$\frac{1}{n} \sum_{j=1}^{n} \delta_{\lambda_j(X_n)/\sqrt{n}} \xrightarrow{n \to \infty} \frac{1}{2\pi} \frac{1}{\sqrt{4 - x^2}} dx.$$ 

In special cases it is possible to compute the distribution of the eigenvalues explicitly, for example, in the case of Gaussian Ensembles.

Definition 2.2. Gaussian Orthogonal Ensemble (GOE), Gaussian Unitary Ensemble (GUE), and Gaussian Symplectic Ensemble (GSE) are ensembles of random matrices satisfying conditions (i) and (ii) of Theorem 2.1 such that for any $i < j$ one has $X_{ij} \sim N(0, 2\sigma^2)_R$ for GOE, $X_{ij} \sim N(0, \sigma^2)_C$ for GUE, $X_{ij} \sim N(0, \sigma^2/2)_H$ for GSE, and $X_{ii} \sim N(0, \sigma^2)_R$ for all three ensembles.

If $\sigma^2 = 1/2$ all these ensembles satisfy Wigner’s Semicircle Law.

Let $p_n$ be mean density for distribution of eigenvalues for one of these ensembles:

$$\frac{1}{n} \mathbb{E} \sum_{j=1}^{n} \mathbb{I}_{[a,b]}(\lambda_j) = \int_{a}^{b} p_n(x) dx,$$

The functions $p_n(x)$ can be calculated explicitly, see [3] and formulas (2.2), (2.3) and (2.4) below.

U. Haagerup and S. Thorbjørnsen [3] derived the explicit expression for the moment generating function (the bilateral Laplace transform) of the GUE density in terms of confluent hypergeometric functions. F. Gotze and A. Tikhomirov [1] used this expression to find the differential equation (3.1) on the GUE density. Using this differential equation U. Haagerup and S. Thorbjørnsen found asymptotic expansion (4.3) as a power series in $1/n$. They did not deal with the convergence of the series. O. Kopelevitch showed that this series is convergent for a certain class of entire functions and that this class is “sharp” in some sense (see remark after Theorem 1 in [4]). M. Ledoux [5] found differential equations on the moment generating functions for all Gaussian Ensembles, and used them to find a recursive formula for the moments of these ensembles.

The aim of this paper is to find convergent asymptotic expansion for GOE and GSE analogous to Kopelevich’s expansion for GUE.

The main steps to do this are the following. In Section 3 we derive differential equations on densities for Gaussian Ensembles. Note that in the GUE case we do not use the explicit calculation of the moment generating function but give a new proof. In Section 4 we use these differential equations to obtain the convergent expansions for GSE and GOE by reduction to Kopelevich’s theorem [4]. In Section 5 we derive differential equations on the moment generating functions of densities for Gaussian Ensembles. These results were obtained by M. Ledoux [5] but we give an alternative proof. In works of U. Haagerup, S. Thorbjørnsen [2] and M. Ledoux [5] a question on explicit expressions of the moment generating functions for matrices from GSE or GOE was posed:

"It would be interesting to know the counterparts of the explicit formulas (0,2) [the moment generating function] for random matrices with real or symplectic Gaussian entries. The real and symplectic counterparts of the [GUE] density are computed in Mehta’s book ... (2.3) and (2.4) ... However, the formulas for these densities are much more complicated than in the complex case.” [2]
In Section 6 we calculate these expressions in terms of confluent hypergeometric functions as was supposed by M. Ledoux [5] and in Section 7 we give their explicit \(1/n\)-expansions.

Recall that the **confluent hypergeometric function** is defined as follows:

\[
\operatorname{1F1}(a, b, x) := \sum_{j=0}^{\infty} \frac{a(a+1)\ldots(a+j-1)x^j}{b(b+1)\ldots(b+j-1)j!}
\]

for \(a, b, x \in \mathbb{C}\) such that \(b \notin \mathbb{Z} \setminus \mathbb{N}\). The function \(\operatorname{1F1}(a, b, x)\) is an entire function of \(x\) (a polynomial in the case \(a \in \mathbb{Z} \setminus \mathbb{N}\)) that satisfies the differential equation

\[
x y'' + (b - x)y' - ay = 0.
\]

The Hermite functions \(\phi_k(x)\) and Hermite polynomials \(H_k(x)\) are defined as follows:

\[
\phi_k(x) := \frac{1}{\sqrt{2^k k! \sqrt{\pi}}} H_k(x) e^{-\frac{x^2}{2}}, \quad H_k(x) := (-1)^k e^{x^2} \left( \frac{d^k}{dx^k} e^{-x^2} \right).
\]

Then the mean density functions for GUE, GSE and GOE are given by the formulas (see [6])

\[
p_{\text{GUE}, n, \sigma^2}(x) = \frac{1}{\sigma \sqrt{2}} \sum_{k=0}^{n-1} \phi_k \left( \frac{x}{\sigma \sqrt{2}} \right)^2,
\]

\[
p_{\text{GSE}, n, \sigma^2}(x) = p_{\text{GUE}, 2n+1, \sigma^2}(x) + \frac{1}{\sigma \sqrt{2}} \tau_{2n+1} \left( \frac{x}{\sigma \sqrt{2}} \right),
\]

\[
p_{\text{GOE}, n, \sigma^2}(x) = p_{\text{GUE}, n, \sigma^2}(x) + \frac{1}{\sigma \sqrt{2}} \left( \tau_n \left( \frac{x}{\sigma \sqrt{2}} \right) + \alpha_n \left( \frac{x}{\sigma \sqrt{2}} \right) \right),
\]

where

\[
\tau_n(x) = \sqrt{\frac{n}{2}} \phi_{n-1}(x) \frac{1}{2} \int_{\mathbb{R}} \text{sign}(x-t) \phi_n(t) dt,
\]

\[
\alpha_n(x) = \begin{cases} 
\phi_{n-1}(x) (\int_{\mathbb{R}} \phi_{n-1}(t) dt)^{-1}, & \text{n is odd,} \\
0, & \text{n is even.}
\end{cases}
\]

### 3. Differential equations on densities

Here we obtain differential equations on densities of Gaussian ensembles. In this section we use the following notation:

\[
p_a(x) = p_{\text{GUE}, n, 1/2}(x) = \sum_{k=0}^{n-1} [\phi_k(x)]^2,
\]

\[
p_s(x) = p_{\text{GSE}, n, 1/2}(x) = p_u(x) + \tau_{2n+1}(x),
\]

\[
p_o(x) = p_{\text{GOE}, n, 1/2}(x) = p_u(x) + \tau_n(x) + \alpha_n(x).
\]

#### 3.1. GUE case

F. Gotze and A. Tikhomirov in [1] derived the following theorem. For completeness, we provide here an alternative proof of their result.

**Theorem 3.1** (F. Gotze, A. Tikhomirov, [1], Lemma 2.1). The density of GUE (2.2) satisfies the differential equation

\[
\sigma^4 p_u'' + (4n\sigma^2 - x^2)p_u' + xp_{GUE, n, \sigma^2}(x) + xp_{GUE, n, \sigma^2}(x) = 0.
\]

**Proof.** By changing of variable \(x \mapsto \sqrt{2}\sigma x\) we reduce the general case to the \(\sigma^2 = 1/2\) case.

One can show that (see [A.3])

\[
p_u' = -\sqrt{2n} \phi_n \phi_{n-1},
\]

and, using identities

\[
\phi_n''(x) = (x^2 - 2n - 1) \phi_n, \quad 2x p_u(x) = \sqrt{2n} \left( (2n - x^2) \phi_n \phi_{n-1} + \phi_n' \phi_{n-1}' \right)
\]

that

\[
p_u''' = -\sqrt{2n} \left( \phi_n'' \phi_{n-1} + 2\phi_n' \phi_{n-1}' + \phi_n \phi_{n-1}'' \right) = -4(2n - x^2) p_u' - 4xp_u.
\]

□
3.2. GSE case.

Lemma 3.2. The function $\tau_n(x)$ defined in (2.3) satisfies the differential equation

$$2\tau_n'' + 2(2n - 1 - x^2)\tau_n' - 4x\tau_n = (12n - 1 - 6x^2)p_n' + 6xp_n.$$  

Proof. Using identities (3.2), (3.3) we get

$$2\tau_n''(x) = \sqrt{2n} \left( \phi_{n-1} \frac{1}{2} \int_{\mathbb{R}} \text{sign}(x-t)\phi_n(t)dt + \phi_{n-1}\phi_n + \phi_{n-1}\phi_n' \right);$$

$$2\tau_n'' + 2(2n - 1 - x^2)\tau_n' = \sqrt{2n} \left( 2\phi_{n-1}\phi_n + \phi_{n-1}\phi_n' + 3\phi_n'\phi_{n-1} \right),$$

and finally (3.3).

Proposition 3.3. The density of GSE (2.3) satisfies the differential equation

$$4\sigma^4 p_{GSE,n,\sigma^2}''(x) + (\sigma^2(8n + 2) - x^2)p_{GSE,n,\sigma^2}(x) - 2xp_{GSE,n,\sigma^2}(x) = -3\sigma^2 p_{GUE,n,\sigma^2}p_{GSE,n,\sigma^2}(x) - 3xp_{GUE,n,\sigma^2}.$$  

Proof. Here $p_n'(x) = p_{GUE,2n+1/2}(x).$

Combine (3.1) and (3.3) for $2n + 1:

$$2p_n'' + 2(4n + 1 - x^2)p_n' - 4xp_n = (2p_n'' + 2(4n + 1 - x^2)p_n' - 4xp_n) + (2p_{n+1}'' + 2(4n + 1 - x^2)p_{n+1}' - 4xp_{n+1}) = (6x^2 - 24n - 14)p_n' - 12xp_n + ((2n + 11 - 6x^2)p_n' + 6xp_n) = -3p_n' - 6xp_n.$$  

Now (3.5) follows by change of variables $x \mapsto x/\sqrt{2}\sigma.$

3.3. GOE case.

Proposition 3.4. The density of GSE (2.3) satisfies the differential equation

$$4\sigma^4 p_{GOE,n,\sigma^2}''(x) + (\sigma^2(4n - 2) - x^2)p_{GOE,n,\sigma^2}(x) - 2xp_{GOE,n,\sigma^2}(x) = -3\sigma^2 p_{GUE,n,\sigma^2}p_{GOE,n,\sigma^2}(x) - 3xp_{GUE,n,\sigma^2}.$$  

Proof. Note that $\alpha_n'' + (2n - 1 - x^2)\alpha_n' - 2\alpha_n = 0$ by the first identity in (6.3). Then

$$2p_o'' + 2(2n - 1 - x^2)p_o' - 4xp_o = (2p_o'' + 2(2n - 1 - x^2)p_o' - 4xp_o) + (2p_n'' + 2(2n - 1 - x^2)p_n' - 4xp_n) = -3p_n' - 6xp_n,$$

and (3.6) follows by change of variables $x \mapsto x/\sqrt{2}\sigma.$

Remark 3.5. The differential equation for GSE case is, exactly, the differential equation for the GOE case of order $2n + 1.$

4. Asymptotic expansion for Gaussian Ensembles.

In this section we obtain asymptotic expansions for GSE and GOE from those for GUE. The latter was found by U. Haagerup and S. Thorbjornsen [3], and its convergence was shown by O. Kopelevitch [4]. Let us recall their results.

Here we will use the following notation:

$$\hat{p}_0(x) = p_{GUE,n,1/2}(x), \quad \hat{p}_s(x) = p_{GSE,n,1/2}(x), \quad \hat{p}_s(x) = p_{GOE,n,1/2}(x).$$  

Proposition 4.1 ([3], Proposition 2.4). For any $C^\infty$-function $g : \mathbb{R} \to \mathbb{C},$ there is a unique $C^\infty$-function $f : \mathbb{R} \to \mathbb{C}$ such that

$$g(x) = \frac{1}{2\pi} \int_2^2 g(t) \sqrt{4 - t^2}dt + (x^2 - 4)f'(x) + 3x f(x),$$

and if $g \in C^\infty,$ then $f \in C^\infty.$
Let $S : C^\infty_b \rightarrow C^\infty_b$ be a linear operator defined by $Sg = f$, where $f$ is the unique solution to (4.1). Also let a linear operator $T : C^\infty_b \rightarrow C^\infty_b$ be defined by $Tg = (Sf)^\omega$.

**Theorem 4.2** ([3], Theorem 3.5). For any function $g \in C^\infty_b$ we have that
\[
\int g(x)\hat{p}_u dx = \frac{1}{2\pi} \int_2^2 g(t) \sqrt{4-t^2} dt + \frac{1}{n^2} \int [Tg](x) \hat{p}_u dx. \tag{4.2}
\]

**Proof.** Multiply (3.1) for $\sigma^2 = 1/n$ by $f \in C^\infty_b$ and integrate over the real line:
\[
\int f(x) \left( \frac{1}{n^2} \hat{p}_u''(x) + (4-x^2) \hat{p}_u'(x) + x \hat{p}_u(x) \right) dx = 0.
\]

Integrating by parts we obtain
\[
\frac{1}{n^2} \int f''(x) \hat{p}_u dx = \int \left( (x^2 - 4)f'(x) + 3xf(x) \right) \hat{p}_u dx,
\]
then, using that $\hat{p}_u$ is a probability measure and (4.1), we have (4.2). \hfill \square

Since $T^k g$ is bounded and $\hat{p}_u$ is a probability measure, we easily get

**Corollary 4.2.1** ([3], Corollary 3.6). For any $k \in \mathbb{N}$ and any function $g \in C^\infty_b$ we have
\[
\int g(x)\hat{p}_u dx = \frac{1}{2\pi} \sum_{j=0}^{k-1} \frac{1}{n^2} \int_2^2 [T^j g](t) \sqrt{4-t^2} dt + O(n^{-2k}). \tag{4.3}
\]

O. Kopelevitch proved [4] that the expansion (4.3) is convergent for certain class of entire functions.

**Theorem 4.3** ([3], Theorem 1). Let $g$ be an entire function of order two and finite type $\sigma_g$. Then for GUE random matrix $X_n$ of order $n \geq n_u(\sigma_g)$, one has the following convergent expansion:
\[
\frac{1}{n} \text{E}\{\text{Tr}(g(X_n))\} = \int g(x)\hat{p}_u dx = \frac{1}{2\pi} \sum_{j=0}^{\infty} \frac{1}{n^{2j}} \int_2^2 [T^j g](t) \sqrt{4-t^2} dt. \tag{4.4}
\]

For an entire function $g$ of order less than 2, the expansion is convergent for any $n \geq 1$.

We will prove similar theorems for GSE and GOE cases. Our results work for the same set of functions, but with additional restrictions on the set of $n$’s even for functions of order less than 2.

**Theorem 4.4.** Let $g$ be an entire function of order $\rho_g \leq 2$ and type $\sigma_g$ with $\sigma_g < +\infty$ if $\rho_g = 2$. Then for GSE random matrix $X_n$ of order $n \geq n_\sigma(\rho_g, \sigma_g)$, one has the following convergent expansion:
\[
\int g(x)\hat{p}_u dx = \frac{3}{4\pi} \sum_{j=0}^{\infty} \frac{1}{n^{2j}} \int_2^2 \left[ T^j \left( \frac{1}{n} f' - xf \right) \right](t) \sqrt{4-t^2} dt, \tag{4.5}
\]
where $f$ is any solution of the differential equation
\[
g(x) = -\frac{4}{n^2} f'''(x) + \left( x^2 - \frac{8n+2}{n} \right) f'(x). \tag{4.6}
\]

**Theorem 4.5.** Let $g$ be an entire function of order $\rho_g \leq 2$ and type $\sigma_g$ with $\sigma_g < +\infty$ if $\rho_g = 2$. Then for GOE random matrix $X_n$ of order $n \geq n_\sigma(\rho_g, \sigma_g)$, one has the following convergent expansion:
\[
\int g(x)\hat{p}_u dx = \frac{3}{4\pi} \sum_{j=0}^{\infty} \frac{1}{n^{2j}} \int_2^2 \left[ T^j \left( \frac{1}{n} f' - xf \right) \right](t) \sqrt{4-t^2} dt, \tag{4.7}
\]
where $f$ is any solution of the differential equation
\[
g(x) = -\frac{4}{n^2} f'''(x) + \left( x^2 - \frac{4n-2}{n} \right) f'(x). \tag{4.8}
\]

We will prove these theorems reducing them to Theorem 4.3 by Kopelevitch.
Proof of Theorem 4.4. Multiply (3.3) for $\sigma^2 = 1/n$ by an entire function $f$ of order $\rho f \leq 2$ and type $\rho f < \infty$ if $\rho g = 2$, and integrate over the real line:

\[(4.9) \int f(x) \left( \frac{4}{n^2} p_n'' + \left( \frac{8n + 2}{n} - x^2 \right) p_n' - 2xp_n \right) dx = -\frac{3}{2} \int f(x) \left( \frac{1}{n} p_n + x^2 \right) p_n dx.\]

As it was shown by J. Heittokangas, R. Korhonen, and J. Rättyä [7], any solution of the differential equation (4.6) with an entire function $g$ of order less or equal to 2 and of a finite type, is also an entire function of order not more than 2 and of a finite type.

Because of the conditions on $f$, if $n$ is large enough, when integrating by parts, the terms outside of the integrals vanish, because the argument in exponents in $p_n(x)$ grows as $n$ grows. So we obtain

\[(4.10) \int \left( -\frac{4}{n^2} f'' + \left( x^2 - \frac{8n + 2}{n} \right) f' \right) \tilde{p}_n dx = \frac{3}{2} \int \left( \frac{1}{n} f' - xf \right) \tilde{p}_n dx.\]

Now, using (4.6), (4.9) and the fact that order and type are invariant under taking derivatives and multiplying by constants and $x^m$, one can see that the function $\frac{1}{n} f' - xf$ satisfies all conditions of Kopelevitch’s theorem. \(\square\)

Proof. Proof of Theorem 4.4 is exactly the same with following formulas instead of (4.9) and (4.10)

\[(4.11) \int f(x) \left( \frac{4}{n^2} p_n'' + \left( \frac{8n + 2}{n} - x^2 \right) p_n' - 2xp_n \right) dx = -\frac{3}{2} \int f(x) \left( \frac{1}{n} p_n + x^2 \right) p_n dx.\]

\[(4.12) \int \left( -\frac{4}{n^2} f'' + \left( x^2 - \frac{8n + 2}{n} \right) f' \right) \tilde{p}_n dx = \frac{3}{2} \int \left( \frac{1}{n} f' - xf \right) \tilde{p}_n dx.\] \(\square\)

5. Differential equations on moment generating functions

Here we derive differential equations on the moment generating functions for Gaussian Ensembles. These results are due to Ledoux [5], but we obtain them by a different technique.

Let us denote the moment generating function (equivalently, the bilateral Laplace transform) as

\[(\mathcal{L} \mu)(s) = \int \exp(sx) \mu(dx).\]

5.1. GUE case.

**Theorem 5.1.** The moment generating function of GUE (2.2) satisfies the differential equation

\[(5.1) \ s(\mathcal{L} p_n)' - (\mathcal{L} p_n)'(s) - s(\sigma^4 s^2 + 4n\sigma^2)(\mathcal{L} p_n)(s) = 0.\]

**Proof.** Multiply (3.1) by $\exp(sx)$ and integrate over the real line:

\[
\int \exp(sx) \left( \sigma^4 p_n''(x) + (4\sigma^2 - x^2)p_n'(x) + xp_n(x) \right) dx = 0.
\]

Integrating by parts we obtain

\[
s \int x^2 \exp(sx) p_n dx = \int x \exp(sx) p_n dx + s(\sigma^4 s^2 + 4n\sigma^2) \int \exp(sx) p_n dx = 0,
\]

\[
s(\mathcal{L} p_n)' - (\mathcal{L} p_n)'(s) - s(\sigma^4 s^2 + 4n\sigma^2)(\mathcal{L} p_n)(s) = 0.\] \(\square\)

5.2. GSE case.

**Theorem 5.2.** The moment generating function of GSE (2.3) satisfies the differential equation

\[(5.2) \ s(\mathcal{L} p_n)'(s) - 3(4\sigma^4 s^2 + \sigma^2 (8n + 2))(\mathcal{L} p_n)(s) = -3(\mathcal{L} p_n)'(s) + 3\sigma^2 s(\mathcal{L} p_n)(s).\]

**Proof.** Multiply (3.3) by $\exp(sx)$ and integrate over the real line:

\[
\int \exp(sx) \left( 4\sigma^4 p_n''(x) + (\sigma^2 (8n + 2) - x^2)p_n'(x) - 2xp_n(x) \right) dx =
\]

\[
= \int \exp(sx) (-3\sigma^2 p_n' - 3xp_n(x)) dx,
\]
then integrate by parts to obtain
\[
s \int x^2 \exp(sx)p_u dx - s(4\sigma^4 s^2 + \sigma^2(8n + 2)) \int \exp(sx)p_u dx = 
\]
\[= 3\sigma^2 s \int \exp(sx)p_u dx - 3 \int x \exp(sx)p_u dx,
\]
\[s(\mathcal{L}p_u)'(s) - s(4\sigma^4 s^2 + \sigma^2(8n + 2))(\mathcal{L}p_u)(s) = -3(\mathcal{L}p_u)'(s) + 3\sigma^2 s(\mathcal{L}p_u)(s) \quad \square
\]

5.3. GUE case.

**Theorem 5.3.** The moment generating function of GUE \([2,3]\) satisfies the differential equation
\[
(\mathcal{L}p_u)'(s) - s(4\sigma^4 s^2 + \sigma^2(4n - 2))(\mathcal{L}p_u)(s) = -3(\mathcal{L}p_u)'(s) + 3\sigma^2 s(\mathcal{L}p_u)(s).
\]

**Proof.** Again, multiply \((5.3)\) by \(\exp(sx)\) and integrate over the real line:
\[
\int \exp(sx)(4\sigma^4 p_u'(x) + (\sigma^2(4n - 2) - x^2)p_u(x) - 2xp_u(x)) \, dx = 
\]
\[= \int \exp(sx)(-3\sigma^2 p_u' - 3xp_u(x)) \, dx,
\]
and integration by parts gives that
\[
s \int x^2 \exp(sx)p_u dx - s(4\sigma^4 s^2 + \sigma^2(4n - 22)) \int \exp(sx)p_u dx = 
\]
\[= 3\sigma^2 s \int \exp(sx)p_u dx - 3 \int x \exp(sx)p_u dx,
\]
\[s(\mathcal{L}p_u)'(s) - s(4\sigma^4 s^2 + \sigma^2(4n - 22))(\mathcal{L}p_u)(s) = -3(\mathcal{L}p_u)'(s) + 3\sigma^2 s(\mathcal{L}p_u)(s). \quad \square
\]

6. The moment generating functions

In this section we calculate explicit expressions of moment generating functions for Gaussian Ensembles. GUE case was done by U. Haagerup and S. Thorbjørnsen in \([2]\) (for reader’s convenience, we reproduce their proof of Theorem \([6.1]\) here). Then we prove Theorem \([6.2]\) and Theorem \([6.3]\) for Symplectic and Orthogonal cases, respectively.

**Theorem 6.1** \([2]\). The moment generating function for a GUE random matrix \(A_n\) of order \(n\) with variance \(\sigma^2\) equals
\[
(\mathcal{L}p_{\text{GUE},n,\sigma^2})(s) = E(\text{Tr}(e^{sA_n})) = n \cdot e^{\frac{\sigma^2 s^2}{2}} F_1 \left(1 - n; 2; -\sigma^2 s^2\right).
\]

**Theorem 6.2.** The moment generating function for a GSE random matrix \(A_n\) of order \(n\) with variance \(\sigma^2\) equals
\[
(\mathcal{L}p_{\text{GSE},n,\sigma^2})(s) = E(\text{Tr}(e^{sA_n})) = -e^{\frac{\sigma^2 s^2}{2}} \sum_{i=0}^{n} \frac{\sigma^2 i 2^n 2^n i!}{(2i)! (n-i)!} F_1 \left(-2(n-2i); 1+2i; -\sigma^2 s^2\right) + 
\]
\[+ n \cdot e^{\frac{\sigma^2 s^2}{2}} F_1 \left(1 - n; 2; -\sigma^2 s^2\right).
\]

**Theorem 6.3.** The moment generating function for a GOE random matrix \(A_n\) of order \(n\) with variance \(\sigma^2\) equals
\[
(\mathcal{L}p_{\text{GOE},n,\sigma^2})(s) = E(\text{Tr}(e^{sA_n})) = \mathcal{L}(p_{\text{GUE},n,\sigma^2}) + \mathbb{I}_{\text{n is odd}} e^{\frac{\sigma^2 s^2}{2}} F_1 \left(\frac{n-1}{2}; \frac{1}{2}; -2\sigma^2 s^2\right) - 
\]
\[- e^{\frac{\sigma^2 s^2}{2}} \sum_{i=0}^{\lceil \frac{n-1}{2} \rceil} \frac{\sigma^2 i 2^n (n-1)!}{(2i)! (n-1-2i)!} F_1 \left(-n-1-2i; 1+2i; -\sigma^2 s^2\right) + 
\]
\[+ \mathbb{I}_{\text{n is even}} \frac{(n-1)!}{2^{\frac{n}{2}} (n-1)!} \left[2^n \frac{(n-1)!}{(\frac{n}{2} + \frac{1}{2})!} F_1 \left(-n-2 \frac{3}{2}; 3-2\sigma^2 s^2\right) e^{\sigma^2 s^2} \sqrt{\sigma} \int_0^\sigma e^{-\frac{t^2}{2}} dt + 
\]
\[+ e^{\frac{\sigma^2 s^2}{2}} \sum_{j=1}^{n-1} \binom{n-1}{j} (-i)^{n-1-j} H_{n-1-j} (i\sigma \sqrt{2}) H_{j-1} \left(-\frac{\sigma s}{\sqrt{2}}\right)\right].
\]
We start with a couple of preparatory calculations.

**Lemma 6.4.** For any \( k, n \in \mathbb{N} \) such that \( 0 \leq k \leq n \),

\[
(6.4) \quad \int_{\mathbb{R}} e^{sx^2-x^2} H_n(x)H_k(x)dx = \frac{\sqrt{\pi n!}2^k}{(n-k)!}e^{-\frac{s^2}{2}} \binom{n}{k} s^{k-1} F_1 \left( -k, n-k+1, -\frac{s^2}{2} \right). 
\]

**Proof.** By the substitution \( y = x^2 - \frac{s^2}{2} \) and properties (A.1), (A.7) of Hermite polynomials we have

\[
\int_{\mathbb{R}} e^{sx^2-x^2} H_n(x)H_k(x)dx = e^{\frac{s^2}{2}} \int_{\mathbb{R}} e^{-sy} H_n \left( y + \frac{s^2}{2} \right) H_k \left( y + \frac{s^2}{2} \right) dy =
\]

\[
= e^{\frac{s^2}{2}} \sum_{i=0}^{\min(k,n)} \left( \binom{k}{i} \binom{n}{i} \right) 2^i! \sqrt{\pi} s^{k+n-2i}. 
\]

Substituting \( i \) by \( k-i \) and using the definition of the confluent hypergeometric function (2.1), we get

\[
e^{\frac{s^2}{2}} \sum_{i=0}^{k} \binom{k}{i} \frac{2^i!}{(n-k)!} s^{k+n-2i} = \frac{\sqrt{\pi n!}2^k}{(n-k)!} e^{\frac{s^2}{2}} s^{k-1} \sum_{i=0}^{k} \frac{k!n!2i!2^k}{(k-i)!i!(n-i)!} = 
\]

\[
= \frac{\sqrt{\pi n!}2^k}{(n-k)!} e^{\frac{s^2}{2}} s^{n-k} \sum_{i=0}^{k} \frac{k(k-1)\ldots(k-i+1)}{(n-k+1)(n-k+2)\ldots(n-k+i)} \left( \frac{s^2}{2} \right)^i = 
\]

\[
= \frac{\sqrt{\pi n!}2^k}{(n-k)!} e^{\frac{s^2}{2}} s^{n-k} F_1 \left( -k, n-k+1, -\frac{s^2}{2} \right). 
\]

**Corollary 6.4.1.** For any \( k, n \in \mathbb{N} \) such that \( 0 \leq k \leq n \),

\[
\int_{\mathbb{R}} e^{sx^2-x^2} H_n(x)H_{n-k}(x)dx = \frac{\sqrt{\pi n!}2^{n-k}}{k!} e^{\frac{s^2}{2}} s^k F_1 \left( -(n-k), 1+k, -\frac{s^2}{2} \right). 
\]

**Lemma 6.5.** For any \( n \in \mathbb{N}, a \in \mathbb{R} \),

\[
(6.5) \quad \int_{a}^{e} e^{-\frac{s^2}{2}} H_n(t)dt = -2 \sum_{i=0}^{\left[ \frac{n+1}{2} \right]} \frac{2^i(n-1)!!}{(n-1-2i)!!} \left( e^{-\frac{s^2}{2}} H_{n-1-2i}(t) \right)_{t=a}^{t=x} + 
\]

\[ + \frac{1}{n} \text{is even} \int_{a}^{x} e^{-\frac{s^2}{2}} dt. 
\]

**Proof.** Property (A.2) of Hermite polynomials and integration by parts yield recursive relation

\[
\int_{a}^{x} e^{-\frac{s^2}{2}} H_n(t)dt = 2 \int_{a}^{x} te^{-\frac{s^2}{2}} H_{n-1}(t)dt - \int_{a}^{x} e^{-\frac{s^2}{2}} H_{n-1}(t)dt =
\]

\[ -2e^{-\frac{s^2}{2}} H_{n-1}(t) \bigg|_{a}^{x} + 2(n-1) \int_{a}^{x} e^{-\frac{s^2}{2}} H_{n-2}(t)dx, 
\]

which implies (6.5).

**Corollary 6.5.1.** For odd \( n \) we have

\[
(6.6) \quad \int_{-\infty}^{x} e^{-\frac{s^2}{2}} H_n(t)dt = -2 \sum_{i=0}^{\left[ \frac{n+1}{2} \right]} \frac{2^i(n-1)!!}{(n-1-2i)!!} e^{-\frac{s^2}{2}} H_{n-1-2i}(x). 
\]

**Corollary 6.5.2.** For even \( n \) because of (A.4) we have

\[
(6.7) \quad \int_{0}^{x} e^{-\frac{s^2}{2}} H_n(t)dt = -2 \sum_{i=0}^{\left[ \frac{n+1}{2} \right]} \frac{2^i(n-1)!!}{(n-1-2i)!!} e^{-\frac{s^2}{2}} H_{n-1-2i}(x) + 2^{n}(n-1)!! \int_{a}^{x} e^{-\frac{s^2}{2}} dt. 
\]

As \( H_n(x) \) is an odd function for odd \( n \), we have:

\[
\frac{1}{2} \int_{\mathbb{R}} \text{sign}(x-t) e^{-\frac{s^2}{2}} H_n(t)dt = \frac{1}{2} \left[ \int_{-\infty}^{x} e^{-\frac{s^2}{2}} H_n(t)dt - \int_{x}^{+\infty} e^{-\frac{s^2}{2}} H_n(t)dt \right] = 
\]

\[
= \frac{1}{2} \left[ \int_{-\infty}^{x} e^{-\frac{s^2}{2}} H_n(t)dt + \int_{-\infty}^{-x} e^{-\frac{s^2}{2}} H_n(t)dt \right] = \int_{-\infty}^{x} e^{-\frac{s^2}{2}} H_n(t)dt. 
\]
Analogously, $H_n(x)$ is an even function for even $n$, thus

$$
\frac{1}{2} \int_{\mathbb{R}} \text{sign}(x-t)e^{-\frac{x^2}{2}} H_n(t)dt = \frac{1}{2} \left[ \int_{-\infty}^{x} e^{-\frac{x^2}{2}} H_n(t)dt - \int_{x}^{+\infty} e^{-\frac{x^2}{2}} H_n(t)dt \right] =
$$

$$
= \frac{1}{2} \left[ \int_{-\infty}^{x} e^{-\frac{x^2}{2}} H_n(t)dt - \int_{-\infty}^{-x} e^{-\frac{x^2}{2}} H_n(t)dt \right] = \int_{0}^{x} e^{-\frac{x^2}{2}} H_n(t)dt.
$$

Therefore, according to (6.6) and (6.7), we have

$$
(6.8) \quad \frac{1}{2} \int_{\mathbb{R}} \text{sign}(x-t)e^{-\frac{x^2}{2}} H_n(t)dt = -2 \sum_{i=0}^{\frac{n-1}{2}} \frac{2^i(n-1)!!}{(n-1-2i)!} e^{-\frac{x^2}{2}} H_{n-1-2i}(x) + \int_{a}^{x} e^{-\frac{x^2}{2}} dt.
$$

Now we can use (6.8) and Corollary 6.4.1 to calculate the next integral that is a part of the formula (2.22) and, therefore, (2.3) and (2.4):

$$
(6.9) \quad \sqrt{n} \int_{\mathbb{R}} e^{sx} \phi_{n-1}(x) \frac{1}{2} \int_{\mathbb{R}} \text{sign}(x-t)e^{-\frac{x^2}{2}} H_n(t)dt dx =
$$

$$
= \frac{1}{\sqrt{\pi} 2^{n}(n-1)!} \int_{\mathbb{R}} e^{sx} e^{-\frac{x^2}{2}} H_{n-1}(x) \frac{1}{2} \int_{\mathbb{R}} \text{sign}(x-t)e^{-\frac{x^2}{2}} H_n(t)dt dx =
$$

$$
= -e^{\frac{s^2}{2}} \sum_{i=0}^{\frac{n-1}{2}} \frac{s^{2i}(n-1)!!}{2^i(2i)!((n-1-2i)!!)} F_1 \left( -(n-1-2i); 1 + 2i; -\frac{s^2}{2} \right) + \int_{a}^{x} e^{-\frac{x^2}{2}} dx.
$$

6.1. GUE case. For reader’s convenience, we reproduce here the proof for the GUE case from [2].

For simplicity of computations, let us take $\sigma^2 = 1/2$. Then the GUE density (2.22) equals

$$
p_{GUE,n,1/2}(x) = \sum_{k=0}^{n-1} \phi_k(x)^2.
$$

Using (A.2) and Corollary 6.4.1 we obtain the Laplace transform of the GUE density:

$$
\int_{\mathbb{R}} e^{sx} \sum_{i=0}^{n-1} \phi_i(x)^2 dx = \frac{\sqrt{2\pi}}{s} \int_{\mathbb{R}} e^{sx} \phi_n(x)\phi_{n-1}(x) dx =
$$

$$
= \frac{1}{2^{n-1}(n-1)!\sqrt{\pi} s} \int_{\mathbb{R}} e^{sx-x^2} H_n(x)H_{n-1}(x) dx = n e^{\frac{s^2}{4}} F_1 \left( 1 - n, 2, -\frac{s^2}{2} \right)
$$

for $s \neq 0$. For $s = 0$ it follows from the orthogonality relations (A.1).

The general case (6.1) is obtained by a change of variables $s \mapsto \sqrt{2\sigma}s$.

6.2. GSE case. Again, let us take $\sigma^2 = 1/2$, so the GSE density (2.3) equals

$$
2p_{GSE,n}(x) = p_{GUE,2n+1}(x) + \sqrt{\frac{2n+1}{2}} \phi_{2n}(x) \frac{1}{2} \int_{\mathbb{R}} \text{sign}(x-t)\phi_{2n+1}(t)dt.
$$

We already know the Laplace transform of the first term. For the second term we use (6.9) with $2n+1$ in place of $n$, so this term equals

$$
- e^{\frac{s^2}{2}} \sum_{i=0}^{n} \frac{s^{2i}(2n)!!}{(2i)!(2n-2i)!!} F_1 \left( -(2n-2i); 1 + 2i; -\frac{s^2}{2} \right) =
$$

$$
= - e^{\frac{s^2}{2}} \sum_{i=0}^{n} \frac{s^{2i}n!}{(2i)!(n-i)!} F_1 \left( -(2n-2i); 1 + 2i; -\frac{s^2}{2} \right),
$$

and (6.2) is proven for $\sigma^2 = 1/2$. As usual, the general case follows by change of variable $s \mapsto \sqrt{2\sigma}s$. 

6.3. GOE case. For $\sigma^2 = 1/2$ the density \((6.11)\) equals

\[
p_{\text{GOE},n,\sigma^2}(x) = 2p_{\text{GSE},-1/2}(x) + \mathbb{1}_n \text{ is odd} \phi_{n-1}(x) \left( \int_{\mathbb{R}} \phi_{n-1}(t)dt \right)^{-1}.
\]

Since $e^{-x^2}H_n(x)$ is an eigenfunction of Fourier transform with the eigenvalue $(-i)^n$, we readily obtain the Laplace transform (that is, integrating with the weight $e^{sx^2}$) of the last term in \((6.10)\) (cf. \((A.5)\))

\[
\frac{\int_{\mathbb{R}} e^{sx^2}\phi_{n-1}(x)dx}{\int_{\mathbb{R}} \phi_{n-1}(t)dt} = \frac{(-i)^n\sqrt{2\pi}\phi_{n-1}(is)}{(-i)^n\sqrt{2\pi}\phi_{n-1}(0)} = e^{\frac{s^2}{2}}F_1 \left( \frac{-n-1}{2} \right; \phi_{n-1}(t)dt).
\]

The Laplace transform of $2p_{\text{GSE},-1/2}$ is obtained by \((6.9)\), and it equals

\[
-e^{\frac{sx^2}{2}}\sum_{i=0}^{\lfloor n/2 \rfloor} \frac{s^{2i}(n-1)!!}{2^{i}(2i)!!(n-1-2i)!!} F_1 \left( \frac{-(n-1-2i); 1+2i; -s^2}{2} \right) + i\mathbb{1}_n \text{ is even} \frac{2\pi}{\sqrt{2\pi}2^n(n-1)!} \int_{\mathbb{R}} e^{sx^2}e^{-x^2/2}H_{n-1}(x) \int_0^x e^{-t^2}dt dx.
\]

Denote

\[
\varphi(x) = \sum_{n=0}^{\infty} \frac{A_n(s)}{n!} x^n, \quad A_n(s) = \int_{\mathbb{R}} e^{sx^2-x^2}H_n(x) \int_0^x e^{-t^2}dt dx.
\]

By recurrence relations \((A.2)\), \((6.4)\) and integration by parts, we get

\[
A_{n+1}(s) = \int_{\mathbb{R}} e^{sx^2-x^2}H_{n+1}(x) \int_0^x e^{-t^2}dt dx = 2 \int_{\mathbb{R}} x e^{sx^2-x^2}H_n(x) \int_0^x e^{-t^2}dt dx + \int_{\mathbb{R}} e^{sx^2-x^2}H_n'(x) \int_0^x e^{-t^2}dt dx = 2sA_n(s) + 2nA_{n-1}(s) + \sqrt{\pi}e^{s^2}n!
\]

hence

\[
\varphi'(x) = (2s + 2x)\varphi(x) + \sqrt{\pi}e^{s^2}e^{sx^2}.
\]

Solving this ordinary differential equation of the first order, we get

\[
\varphi(x) = e^{2sx^2+s^2} \left( C(s) + \sqrt{\pi}e^{s^2} \int_0^x e^{-t^2}dt \right).
\]

Further,

\[
C(s) = \varphi(0) = A_0(s) = \int_{-\infty}^{\infty} e^{sx^2-x^2} \int_0^x e^{-t^2}dt dx = \sqrt{2\pi}e^{s^2} \int_0^x e^{-t^2}dt.
\]

Finally, using the generating function of the Hermite polynomials \((A.6)\), relation \((A.5)\) and general Leibniz rule, we obtain

\[
(6.11) \quad A_{n-1}(s) = \varphi^{(n-1)}(0) = 2s \frac{(n-1)!}{(2s)!} F_1 \left( \frac{-n+2}{2}, \frac{3}{2}; -s^2 \right) e^{\frac{s^2}{2}} \sqrt{2\pi} \int_0^{\frac{s^2}{2}} e^{-\frac{t^2}{2}} dt + \sqrt{\pi}e^{\frac{s^2}{2}} \sum_{j=1}^{n-1} \binom{n-1}{j} (-i)^{n-1-j} H_{n-1-j}(is)H_{j-1} \left( \frac{-s}{2} \right).
\]

Now, collecting all terms, we have proven \((6.3)\) in the case $\sigma^2 = 1/2$. The general case follows by change of variables $s \to \sigma\sqrt{2}s$.

7. Asymptotic expansion of the moment generating functions

We give expansions only for GUE and GSE cases. It is possible to get the expansion for the GOE case, but expressions are too cumbersome to be included.
7.1. GUE case. We can start with (6.1):

\[
\mathcal{L}(p_{\text{GUE}, n, \sigma^2}) = n \cdot e^{\frac{\sigma^2}{n}} F_1 \left( 1 - n; 2; -\frac{s^2}{n} \right)
\]

As it was shown in [4], this expression has the following expansion:

\[
n \cdot e^{\frac{\sigma^2}{n}} F_1 \left( 1 - n; 2; -\frac{s^2}{n} \right) = e^{\frac{\sigma^2}{n}} \sum_{i=0}^{n-1} \frac{n(n-1) \ldots (n-i) s^{2i}}{i! (i+1)!} n^i.
\]

Let us recall the definition of the Stirling numbers of the first kind \([n \atop k]\),

\[
x(x+1) \ldots (x+n+1) = \sum_{k=0}^{n} \left[ \begin{array}{c} n \\ k \end{array} \right] x^{n-k},
\]

\[
x(x-1) \ldots (x-n+1) = \sum_{k=0}^{n} (-1)^k \left[ \begin{array}{c} n \\ k \end{array} \right] x^{n-k}.
\]

Then, changing the order of summation, we have

\[
n \cdot e^{\frac{\sigma^2}{n}} F_1 \left( 1 - n; 2; -\frac{s^2}{n} \right) = e^{\frac{\sigma^2}{n}} \sum_{j=0}^{n} \sum_{i=j}^{n-1} \frac{(-1)^j \left[ \begin{array}{c} i+1 \\ j \end{array} \right] s^{2i}}{i! (i+1)!} \frac{1}{n^j},
\]

where \([i \atop 0] = 0\). So we can multiply the expansion of the exponent and the polynomial to get 1/n-expansion of the Laplace transform of the GUE density.

7.2. GSE case. Let us rewrite (6.2) with \(\sigma^2 = 1/2:\)

\[
\mathcal{L}(p_{\text{GSE}, n}) = \mathcal{L}(p_{\text{GUE}, n}) - e^{\frac{\sigma^2}{n}} \sum_{i=0}^{n} \frac{s^{2i} n!}{n^i (2i)! (n-i)!} F_1 \left( -(2n-2i); 1 + 2i; -\frac{s^2}{n} \right).
\]

The 1/n-expansion of the first term is obtained in the previous subsection. Now let us calculate 1/n-expansion of the second term:

\[
e^{\frac{\sigma^2}{n}} \sum_{i=0}^{n} \frac{s^{2i} n!}{n^i (2i)! (n-i)!} F_1 \left( -(2n-2i); 1 + 2i; -\frac{s^2}{n} \right) = e^{\frac{\sigma^2}{n}} \sum_{i=0}^{n} \sum_{j=0}^{2n-2i} \frac{2i n(n-1) \ldots (n-i+1)(2n-2i) \ldots (2n-2i+j-1)s^{2i+2j}}{(2i+j)! j! n^{i+j}}.
\]

We can write the product as a polynomial on \(n:\)

\[
\prod_{k=0}^{i-1} (n-k) \prod_{k=0}^{j-1} (2n-2i-k) = \sum_{k=0}^{i+j} b_{k}^{(i,j)} n^k = \sum_{k=0}^{i+j} b_{i+j-k}^{(i,j)} n^{i+j-k}.
\]

Then we can write

\[
e^{\frac{\sigma^2}{n}} \sum_{i=0}^{n} \sum_{j=0}^{2n-2i} \frac{2i n(n-1) \ldots (n-i+1)(2n-2i) \ldots (2n-2i+j-1)s^{2i+2j}}{(2i+j)! j! n^{i+j}} = e^{\frac{\sigma^2}{n}} \sum_{i=0}^{n} \sum_{j=0}^{2n-2i} \frac{2i n^i \sum_{k=0}^{i+j} b_{i+j-k}^{(i,j)} n^{i+j-k}s^{2i+2j}}{(2i+j)! j! n^{i+j}}.
\]

Changing the order of summation, we get

\[
e^{\frac{\sigma^2}{n}} \sum_{i=0}^{n} \frac{s^{2i} n!}{n^i (2i)! (n-i)!} F_1 \left( -(2n-2i); 1 + 2i; -\frac{s^2}{n} \right) = e^{\frac{\sigma^2}{n}} \sum_{k=0}^{n} \left( \sum_{i=0}^{n} \sum_{j=0}^{2n-2i} \frac{2i n^i \sum_{k=0}^{i+j} b_{i+j-k}^{(i,j)} n^{i+j-k}s^{2i+2j}}{(2i+j)! j!} \right) \frac{1}{n^k}.
\]
Appendix A. Some properties of Hermite polynomials

As above, Hermite functions $\phi_k(x)$ and Hermite polynomials $H_k(x)$ are defined as
\[ \phi_k(x) := \frac{1}{\sqrt{2^k k! \sqrt{\pi}}} H_k(x)e^{-x^2}, \quad H_k(x) := (-1)^k e^{x^2} \times \left( \frac{dk}{dx} e^{-x^2} \right). \]
The polynomials $H_k$ are orthogonal in $L^2(\mathbb{R}, e^{-x^2} dx)$, while $\phi_k$ are orthonormal in $L^2(\mathbb{R}, dx)$:
\[ \int_{-\infty}^{\infty} H_k(x)H_l(x)e^{-x^2} dx = \begin{cases} \sqrt{\pi} 2^k k!, & k = l, \\ 0, & k \neq l. \end{cases} \]
\[ \int_{-\infty}^{\infty} \phi_k(x)\phi_l(x)dx = \begin{cases} 1, & k = l, \\ 0, & k \neq l. \end{cases} \]

Clearly, $\phi_k(x)$ and $H_k(x)$ are odd functions when $k$ is odd, and even functions when $k$ is even.

Also,
\[ H'_n(x) = 2xH_n(x) - H_{n+1}(x) = 2nH_{n-1}(x), \]
thus
\[ \phi'_n(x) = \sqrt{\frac{n}{2}} \phi_{n-1}(x) - \sqrt{\frac{n+1}{2}} \phi_{n+1}(x) \]
and
\[ \frac{d}{dx} \left( \sum_{i=0}^{n-1} \phi_i(x)^2 \right) = -\sqrt{2n} \phi_n(x)\phi_{n-1}(x). \]

Values of Hermite polynomials at zero are called Hermite numbers:
\[ H_n(0) = \begin{cases} 0, & \text{if } n \text{ is odd} \\ (-1)^{n/2} 2^{n/2}(n-1)!!, & \text{if } n \text{ is even} \end{cases} \]

Hermite polynomials are represented by hypergeometric functions as
\[ H_{2n}(x) = (-1)^n \frac{(2n)!}{n!} {}_1F_1 \left( -n, \frac{1}{2}; x^2 \right), \]
\[ H_{2n+1}(x) = (-1)^n \frac{(2n+1)!}{n!} 2x {}_1F_1 \left( -n, \frac{3}{2}; x^2 \right). \]
The exponential generating function for Hermite polynomials is given by
\[ e^{2xt+t^2} = \sum_{n=0}^{\infty} \frac{H_n(x)}{n!} t^n, \]
hence we immediately have
\[ H_n(x+a) = \sum_{i=0}^{n} \binom{n}{i} H_i(x)(2a)^{n-i}. \]
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