Primary structural dynamics in graphite
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Abstract. The structural dynamics of graphite and graphene are unique, because of the selective coupling between electron and lattice motions and hence the limit on electric and electro-optic properties. Here, we report on the femtosecond probing of graphite films (1–3 nm) using ultrafast electron crystallography in the transmission mode. Two time scales are observed for the dynamics: a 700 fs initial decrease in diffraction intensity due to lattice phonons in optically dark regions of the Brillouin zone, followed by a 12 ps decrease due to phonon thermalization near the $\Gamma$ and $K$ regions. These results indicate the non-equilibrium distortion of the unit cells at early time and the subsequent role of long-wavelength atomic motions in the thermalization process. Theory and experiment are now in agreement regarding the nature of nuclear motions, but the results suggest that potential change plays a role in the lateral dynamics of the lattice.
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1. Introduction

In graphite, graphene and carbon nanotubes, the electron subsystem is strongly coupled to a small subset of optical phonons [1, 2]. The dynamics of these phonons and their interaction with the electron and other lattice modes are of interest not only on a fundamental level, but also because they play an essential role in the electric conduction properties of these carbon-layered materials [3, 4]. In the case of carbon nanotubes, it was shown that strongly coupled optical phonons (SCOP) limit the electric current at high bias voltage due to their incomplete equilibration with the remaining lattice bath [5].

The generation and decay of SCOP have been investigated with time-resolved optical transmission [6–9], THz [1] and photoluminescence spectroscopy [3, 10]. It was concluded that electrons thermalize with SCOP on a 100 fs time scale and that SCOP decay with a time constant of \(\sim 2\) ps. The equilibration time of the initial electron distribution, which is indicative of the total thermalization process for the whole system, was reported to be 7 ps [1]. These studies, which have provided valuable insights, probe the SCOP dynamics through their effect on the electronic subsystem, i.e. the change in the initial electron temperature.

Direct observations of optical phonon dynamics were obtained through optical reflection studies that indicated the coherent nature of SCOP, with a decoherence time of 1–2 ps [11]. Time-resolved Raman spectroscopy [3, 12, 13] has also shown, by the direct probing of the population density of SCOP, that the decay time for the \(\Gamma \rightarrow E_{2g} \) phonon is 2 ps, close in value to the decoherence time. However, optical spectroscopy is sensitive to the center of the Brillouin zone (\(\Gamma\) region), where momentum conservation is fulfilled, thus limiting the information at, e.g., the K region. Moreover, equilibration pathways of the remaining phonon distribution are not known from SCOP decay. A comparison of the decay time of SCOP (1–2 ps) with the equilibration time constant of the electron temperature (7 ps) suggests that other important phonon–phonon relaxation processes are also involved and on different time scales. Theoretically, it was predicted that SCOP have a predominant decay channel not only to mid-frequency phonons, but also to acoustic phonons [14]. Such processes and time scales require a knowledge of structural changes with ultrafast spatiotemporal resolutions.

Here, we report on ultrafast electron crystallography (UEC) of nanoscale (1–3 nm thickness) graphite. The results elucidate the early non-equilibrium evolution of structural change due to optical phonons and the subsequent phonon decay from optically dark regions of the Brillouin zone. We resolve two elementary processes of 700 fs and 12 ps. UEC provides for the direct probing of the dynamics of structures [15] without being governed by optical selection rules. Previous experiments in our laboratory have focused on the electron reflection geometry of UEC, thus limiting it to the out-of-plane movements of atoms in graphite [16].
Figure 1. Diffraction pattern and the radially averaged peaks of graphite. The diffracted intensity at a scattering vector $s$ is obtained by averaging the Debye–Scherer rings in the original diffraction pattern shown on the left. The indicated Bragg peak positions were calculated from a knowledge of the graphite unit cell dimensions.

Here, we use the transmission mode of UEC, which enables the probing of in-plane (lateral) movements of atoms. Transmission electron diffraction in perpendicular and tilted geometries provides for the probing of mechanical drumming of thin films of graphite [17, 18] and, as with x-ray diffraction [19] and absorption [20], direct information on atomic motions near melting can be obtained [21–23].

2. Experimental details

The experiments reported here were performed in Caltech’s UEC instrument, which has already been described in detail elsewhere [15, 24]. Briefly, ultrashort electron pulses are generated using a photoelectron source. The resulting electron packets are collimated and focused onto the sample by a magnetic lens system. The diffracted electrons are detected on a phosphor screen and recorded with a charge-coupled device. Structural dynamics are initiated by an ultrashort laser pulse (100 fs, 800 nm, 45° incidence angle, $p$-polarized, 1.5 mm spot size) and probed at different delay times $\Delta t$ between the excitation laser pulse and the arrival time of the electron pulse at the sample. Typically, the probing pulse contains $\sim$500 electrons. The fluence profile of the laser pulse was determined by scanning a knife edge across the laser beam while recording the residual laser power.

The sample is a graphite thin film with a thickness of 1–3 nm (Graphene Laboratories Inc.) mounted on a 2000-mesh grid. Since the grain size of the graphene single crystals is smaller than the size of the probing electron beam (100–200 $\mu$m), the diffraction pattern in transmission consists of the Debye–Scherer rings (see figure 1), but with some spots reflecting the existence of $\mu$m-sized grains. We note that in previous studies of the ultrafast dynamics of single crystals [16, 25], which employed a reflective diffraction geometry, the specular spot on the zero-order Laue ring was probed, thus investigating the dynamics of the first few nm resulting in diffraction spots and not streaks. This is comparable to the probed sample thickness in this transmission study. In previous studies [25], flatness and cleanness were checked by using scanning electron microscopy (SEM) and low-energy electron diffraction (LEED). It was found
Figure 2. Intensity change in the (110) diffraction peak for ultrashort (left panel) and longer (right panel) delay times. After excitation with an absorbed fluence per layer of 18 (black), 35 (red), 53 (green) and 70 (blue) µJ cm$^{-2}$, the intensity displays a drop with a time constant of 700 fs and an additional slower drop with a time constant of 12 ps, as obtained from the theoretical fits (see text). The relative magnitude of the 700 fs component to the total intensity drop is 45%.

that the probed surface area produced sharp LEED spots, and SEM indicated that no flakes are formed at the surface. Auger elemental analysis only showed a carbon signal, ruling out any substantial contamination of the surface.

To measure diffraction intensities at different delay times $\Delta t$, we radially averaged the ring pattern. The center of the diffraction ring in each pattern was determined by a Hough transform as used in image theory [26]. Each analyzed diffraction pattern was averaged over $10^4$ single-shot frames, and for each delay time 30 patterns were recorded. An example of a radially averaged diffraction pattern is shown in figure 1, with the scattering vector defined as $s = 2k \sin(\theta)$, where $k = 2\pi/\lambda$ is the electron wave vector and $2\theta$ the scattering angle. The expected positions of the Bragg peaks ($hkl$) are well reproduced. Only reflections with small $l$ are observed, since the incident electron beam is perpendicular to the graphene plane. Care was taken to rule out the significance of any beam drift due to transient electric fields [25] (see the supplementary material, available from stacks.iop.org/NJP/13/063030/mmedia). For all the studies reported here, our focus is on diffraction intensity change and not on the position, because the lateral expansion of graphite is much smaller than interlayer expansion.

3. Results and discussion

In figure 2, we display the relative intensity change in the (110) Bragg peak at different delay times and for various absorbed fluences. The dynamics are characterized by two time scales, with one component being on the sub-ps time scale, and the other, slower, one being on a 10 ps time scale. By fitting a bi-exponential function, $I/I_0 = 1 - A[1 - \exp(-k_1\Delta t)] - B[1 - \exp(-k_2\Delta t)]$, to the experimental data points for the highest absorbed fluence per layer, $f = 70 \mu$J cm$^{-2}$ (corresponding to an incident fluence of 9.5 mJ cm$^{-2}$), we obtained the time constants $\tau_1 = 1/k_1 = 700$ fs and $\tau_2 = 1/k_2 = 12$ ps. The relative magnitude of the intensity drop induced by the ultrafast process, $A/(A + B)$, is 0.45. Scaling the fit parameters $A$ and $B$ linearly with the fluence and keeping $k_1$ and $k_2$ constant provides good agreement for the fit with the experimental data for all fluences in the reported range. For delay times up to
Figure 3. The experimentally observed diffraction and intensity change, together with calculated intensity at a longer time, \( \Delta t = 150 \text{ ps} \). The diffraction intensity drop at long delay times (blue crosses) can be well reproduced (without any adjustable parameter) by calculating the temperature rise (red curve) of graphite from the known optical and thermal material constants and using the Debye--Waller relation (blue curve). The nonlinearity shown is due to the temperature dependence of both the Debye--Waller factor and the heat capacity.

\( \Delta t = 800 \text{ ps} \) (not shown), the diffracted intensity remains unchanged, indicating that there is no recovery by cooling, as expected for a thin film specimen and also consistent with the fact that transient electric fields are negligible at these fluences.

The time constant \( \tau_2 \) of the picosecond process correlates with the equilibration time of the phonon distribution reported earlier from studies on the electron temperature [1]; see below. In order to unravel the nature of the femtosecond process, we first show in figure 3 that the intensity decrease at long delay times (\( \Delta t = 150 \text{ ps} \)) is well described by an equilibrium heating model. For this purpose, we consider the temperature increase \( \Delta T \), as given by \( f = \int_{T_0}^{T_0+\Delta T} c_p dT \), where again \( f \) is the absorbed fluence per layer, \( c_p \) is the temperature-dependent heat capacity per unit area and layer of graphite, as taken from [27], and \( T_0 \) is the temperature of the thin film before laser excitation. The absorbed fluence per layer is given by \( f = (c/2)F \cdot R/\alpha \), where \( F \) is the incident fluence and \( c/2 \) is the interlayer distance in graphite. The reflectivity \( R = 0.27 \) and the penetration depth \( \alpha = 33 \text{ nm} \) of the excitation laser are calculated from the complex index of refraction [28]. The final temperatures, \( T_0 + \Delta T \), for the range of utilized fluences are shown in figure 3 and are denoted by a red curve. For the highest fluence we obtained an equilibrium temperature increase of 700 K.

Given the value of \( \Delta T \) we now can calculate the expected decrease in the diffracted intensity \( I(T) \) in agreement with the Debye--Waller effect: \( \log[I(T_0 + \Delta T)/I(T_0)] = 2[W(T_0) - W(T)] \). Because the in-plane Debye temperature (\( \theta_D = 1300 \text{ K} \); [29]) is significantly larger than the highest \( \Delta T \) value, we can express \( W(T) \) as

\[
W(T) = \frac{\langle u^2_l \rangle G^2}{4} = \frac{3 \hbar^2 G^2}{2 m k_B \theta_D} \left[ \frac{1}{4} + \left( \frac{T}{\theta_D} \right)^2 \int_0^{\theta_D/T} s \frac{\exp(s) - 1}{\exp(s) + 1} ds \right],
\]

(1)

where \( m \) is the mass of the carbon atom, \( k_B \) is the Boltzmann constant and \( \langle u^2_l \rangle \) is the lateral atomic mean square displacement. The scattering vector is given by \( G = 5.1 \text{ Å}^{-1} \) for the (110)
Bragg spot. When the equilibrium is reached, e.g. at $\Delta t = 150$ ps, the predicted intensity decrease for different fluences is depicted in figure 3 (blue curve), together with the experimental results (crosses). Considering that no adjustable parameters were used, the agreement is very satisfactory.

Knowing that the structural description, and key parameters used, are valid in the equilibrium regime, we can then apply a generalized expression for $2W$ [30] that is appropriate for the femtosecond dynamics in the non-equilibrium regime:

$$2W = \frac{1}{2} \sum_{g,j} (G \cdot e_{g,j})^2 \langle a_{g,j}^2 \rangle.$$  \hspace{1cm} (2)

Here, the summation is over all phonon branches $j$ and phonon wave vectors $g$. The polarization of the $(g, j)$-phonon is denoted by $e_{g,j}$ and $\langle a_{g,j}^2 \rangle$ is the mean square amplitude for a particular phonon of the lattice. The mean square amplitude of a phonon is connected (in the classical limit) to its average energy per atom, $\langle E_{g,j} \rangle / N$, by

$$\langle a_{g,j}^2 \rangle = \frac{2 \langle E_{g,j} \rangle / N}{m \omega_{g,j}^2},$$  \hspace{1cm} (3)

where $\omega_{g,j}$ is the frequency of the phonon. The fact that the displacement is inversely proportional to the phonon frequency excludes the influence of SCOP on the decrease in diffracted intensity.

The SCOP have frequencies of 300 THz ($\Gamma-E_{2g}$) and 260 THz ($K-A'_1$), and even if we take the whole excitation energy to be stored in the SCOP mode, representing an upper limit, we obtained for $f = 70 \mu$J cm$^{-2}$ (corresponding to $0.12$ eV atom$^{-1}$) a mean-square amplitude of 25 pm$^2$; by symmetry, $(G \cdot e_{g,j})^2$ equals $G^2/2$. From equation (2) this value translates into a maximum SCOP-induced intensity drop of the diffraction peak of only $1.6\%$, contrary to the experimentally observed $\sim 5\%$ of the initial component (see figure 2). Due to their high frequency and correspondingly small mean-square amplitudes, electron diffraction in this configuration is insensitive to map the initial excitation of the SCOP, and the observed 700 fs component cannot be due to their effect on the structure.

A recent theoretical study of the phonon decay pathways in graphite [14] has given a more complete picture to compare with. In this picture, a SCOP decay involves a ‘three-particle’ interaction, a process that leads to two phonons from the original SCOP in agreement with conservation of the total energy and momentum (figure 4). This process leads to well-defined decay paths for the SCOP. As shown in figure 4, both the $\Gamma-E_{2g}$ and the $K-A'_1$ phonons (with 100% and $\sim 50\%$ probability, respectively [14]) decay to other phonons of frequency around 150 THz (green stripe) and with polarization vectors, $e_{g,j}$, predominantly ($\sim 95\%$; [14]) within the graphene plane. The $K-A'_1$ phonons have an additional decay channel with a probability of $\sim 50\%$ to low-frequency, in-plane acoustic phonons having $\omega \sim 20$ THz [14].

We first consider the influence of the mid-frequency phonons on the diffraction intensity. When the excitation energy is transferred to these modes we obtain a 6.4\% intensity decrease, in close agreement with our experimental results of $\sim 5\%$ for the 700 fs process; thus we assign it to the decay mechanism that we depict in figure 4 for the different regions of the Brillouin zone. Considering that the $K-A'_1$ and $\Gamma-E_{2g}$ SCOP are initially equally populated [32], the predicted acoustic decay channel of the $K-A'_1$ phonon would lead to an intensity decrease with a total change of 12\%, which is significantly larger than the observed diffraction intensity change. However, the relative population of the $K-A'_1$ and $\Gamma-E_{2g}$ SCOP is set by the interplay of
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Figure 4. Graphite phonon band structure and equilibration mechanism. Shown here are the two primary processes we observe in the structural dynamics using UEC. The SCOP $\Gamma-E_{2g2}$ and K–$A_{1}'$ (orange circles) decay to mid-frequency phonons with a time constant $\tau$ of 700 fs, which subsequently equilibrate with the remaining lattice with a time constant of 12 ps. The predicted emission of acoustic phonons (blue arrow) is not observed. The dispersion relation is taken from [31] ($\Gamma-H$ distance not to scale).

early inter- and intra-valley electron scattering processes [32] and depends on the amount of excitation. Our results indicate that, at the fluence range employed here, either the population of K–$A_{1}'$ phonons is negligible or the emission of acoustic phonons is less effective than was predicted previously.

The time constant for the population of the mid-frequency phonons (700 fs) reported here is smaller than the previously reported time constant for the decay of the $\Gamma-E_{2g2}$ SCOP ($\sim 2$ ps) [12]. However, the temperature of the specimen has some effect on the rate of relaxation. It was recently shown by time-dependent Raman spectroscopy [13] that the decay time of the $\Gamma-E_{2g2}$ phonon shows a strong temperature dependence that leads to a decay time in the range of 1–1.5 ps for samples that were heated to 600 K. A similar trend can be inferred from the increase in Raman line width in static experiments, where the sample was excited by a high electric current [3], although part of this broadening might be attributed to inhomogeneous excitation [8]. At the fluence used here we therefore expect the decay to be nearly 1 ps, as reported in this paper. An interesting question for future studies is the following: if the initial nuclear motion is nearly confined to in-plane displacements, how can graphite expand along the $c$-axis on the ultrashort time scale (see [16, 21, 25])? The potential energy interaction could drive expansions [33] and even contractions, as reported theoretically [34] and experimentally [16, 21, 25], and the overall dynamics will then be controlled by the relative time scales involved in the nuclear motions and in the potential change of the lattice.

4. Conclusion

In conclusion, using UEC we have shown that the atomic mean-square displacement in nanoscale graphite exhibits a bi-exponential structural dynamics behavior with time constants (700 fs and 12 ps) characteristic of different modes of the lattice and regions in the Brillouin
zone. The observed diffraction intensity change, when compared with the results of a more complete theoretical model of atomic motions, identifies the primary component of structural dynamics: the emission of mid-frequency phonons generated from the decay of strongly coupled, optical phonons to spectroscopically inaccessible, optically dark regions of the Brillouin zone. The slower 12 ps component represents the increased atomic mean-square displacement of a heated lattice, which we examined at different fluences to establish that the equilibrium state is reached. Such studies elucidate the initial local distortion of the unit cells and the non-equilibrium primary dynamics of the structure.
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