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NEW VERIFIABLE SUFFICIENT CONDITIONS FOR METRIC SUBREGULARITY OF CONSTRAINT SYSTEMS WITH APPLICATIONS TO DISJUNCTIVE PROGRAMS

MATÚŠ BENKO*, MICHAL ČERVINKA†,‡, AND TIM HOHEISEL⊥

Abstract. This paper is devoted to the study of the metric subregularity constraint qualification (MSCQ) for optimization problems with nonconvex constraints. We propose a unified theory for several prominent sufficient conditions for MSCQ, which is achieved by means of a new constraint qualification that combines the well-established approach via pseudo- and quasi-normality with the recently developed tools of directional variational analysis. When applied to disjunctive programs this new constraint qualification unifies Robinson’s celebrated result on polyhedral multifunctions and Gfrerer’s second-order sufficient condition for metric subregularity. Finally, we refine our study by defining the new class of ortho-disjunctive programs which comprises prominent problems such as mathematical problems with complementarity, vanishing or switching constraints.

1 Introduction

In recent years there has been an increasing interest in optimization problems with inherently nonconvex structures induced by imposing logical or combinatorial conditions on otherwise smooth or convex data [52]. Particularly prominent examples are mathematical programs with complementarity constraints (MPCCs), mathematical programs with vanishing constraints (MPVCs), mathematical programs with relaxed cardinality constraints (MPrCCs), mathematical programs with relaxed probabilistic constraints (MPrPCs), as well as the recently introduced mathematical programs with switching constraints (MPSCs). For these optimization problems there is a vast array of applications in the natural and social sciences, economics and engineering. Moreover, they are very challenging from both a theoretical and numerical perspective. For the mathematical background and several of these applications we refer the reader to the textbooks [47, 52] for MPCCs as well as to the book [18] on the closely related class of bilevel programs. As for MPVCs we refer to the paper [1] and the thesis [35] and the references therein. For relaxed cardinality constrained problems we point to the papers [11, 12, 13, 16]. For MPrPCs see [2], and for MPSCs see [45, 49].

Thus far, these different types of programs have been studied mainly independently, but using similar techniques to prove analogous results. In this paper, we work in a unified framework for the above problem classes, concentrating on the underlying disjunctive structure. Our starting point is a general mathematical program (GMP) given by

\[
\min_{x \in \mathbb{R}^n} f(x) \quad \text{s.t.} \quad x \in F^{-1}(\Gamma) =: \mathcal{X},
\]

where \( f : \mathbb{R}^n \to \mathbb{R} \) and \( F : \mathbb{R}^n \to \mathbb{R}^d \) are continuously differentiable and \( \Gamma \subset \mathbb{R}^d \) is closed. We will then progressively specify the structure of \( \Gamma \) during the course of our study, starting with no
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assumptions (except closedness) in Section 3. In Section 4 we focus on disjunctive programs in which Γ is the finite union of polyhedra. Disjunctive programs were already successfully employed in [22, 24] and systematically studied in the thesis [5], and most recently in [1]. In Section 5 we introduce the new class of ortho-disjunctive programs. Ortho-disjunctive programs are special disjunctive programs that have another product structure which allows us to address certain issues that cannot be resolved in the more general disjunctive setting. Mathematical programs with complementarity, vanishing and switching constraints are special instances of ortho-disjunctive programs. Our main workhorse throughout, is the recently developed directional approach by Gfrerer and co-authors [23, 24, 25, 26, 27, 6].

The focus of this paper is the study of constraint qualifications (CQs) which play a crucial role in the variational analysis of mathematical programs such as (1), e.g., when dealing with stationarity and optimality conditions, sensitivity analysis or exact penalization. At the center of our attention is the so-called metric subregularity constraint qualification (MSCQ). Known also under other monikers such as error bound property or calmness constraint qualification, MSCQ is, to the best of our knowledge, the weakest known CQ to ensure the full calculus for (limiting) normal cones and error bound property.

Concretely, the basic necessary optimality condition, based on the regular normal cone, for (1) at \( x \in \mathcal{X} = F^{-1}(\Gamma) \) reads

\[
- \nabla f(\bar{x}) \in \bar{N}_X(\bar{x}),
\]

see e.g. [55, Theorem 6.12]. It is very difficult to efficiently use this condition due to the intractability of the implicitly given set \( \mathcal{X} \) and the insufficient calculus of the regular normal cone. Under MSCQ, however, one can work with a more versatile first-order condition, based on the limiting normal cone, namely

\[
- \nabla f(\bar{x}) \in \nabla F(\bar{x})^T N_T(F(\bar{x})),
\]

see [22]. This condition is typically referred to as Mordukhovich (M)-stationarity, see [22], and it is strictly weaker than (2). Apart from M-stationarity, several other stationarity conditions have been studied in the literature, in particular for MPCCs and MPVCs. Except for so-called strong stationarity, however, these standard conditions are even weaker than M-stationarity and thus of limited use from a theoretical perspective, although there is some relevance in an algorithmic setting, see, e.g., [13, 37, 38, 43]. We refer the interested reader to the Gfrerer’s newly developed stationarity concepts of \( \mathcal{Q} \)- and linearized M-stationarity with remarkable properties, see [3, 29].

We point out that for programs with disjunctive constraints, M-stationarity of a local minimizer can be also shown under milder generalized Guignard constraint qualification (GGCQ), what was first observed in [22, Theorem 7].

Apart from the area of optimality conditions, MSCQ turns out to be essential also in the second-order variational analysis and closely related areas of stability and sensitivity. For a brief sample of the numerous very recent works, see, e.g., [7, 8, 27, 28] and the references therein. For more details on metric subregularity and related condition we refer to [21, 31, 32, 46, 53, 57].

The main drawback of MSCQ is the difficulty of efficiently verifying that this property holds. There are two main tools for achieving that: The first approach is to consider the stronger property metric regularity, closely related to other concepts such as the Aubin property, (generalized) Mangasarian-Fromovitz constraint qualification (GMFCQ), no nonzero abnormal multiplier constraint qualification (NNAMCQ). Metric regularity can be efficiently verified in terms of generalized derivatives by the celebrated Mordukhovich criterion, see [55, Theorem 9.40] and the bibliographical annotations therein on the evolution of said result. The second approach corresponds to Robinson’s famous result on polyhedral multifunctions [54, Proposition 1]. Arguably both approaches have their limitations but, most importantly, there are many situations in which both impose excessively strict assumptions, yet metric subregularity is provably satisfied.

Therefore, a lot of attention has been recently given to conditions that lie between metric regularity and metric subregularity. Two of the most prominent strategies are the following. The first type is obtained by the so-called pseudo- and quasi-normality, first introduced for nonlinear programming in [9], and later extended to MPCCs in [14, 58] as well as to general programs of the form (1), see [50]. The second one was established and heavily utilized in recent years by
Gfrerer [23, 24, 26] under the name first/second-order sufficient condition for metric subregularity (FOSCMS/SOSCMS). FOSCMS resembles the Mordukhovich criterion for metric regularity, but is based on directional counterparts of standard generalized derivatives, making it a less restrictive condition. The main advantage of these conditions is that they are point-based which makes it possible to verify them efficiently. Note that these two strategies are, in general, independent and not comparable.

Contributions (with pointers)

The main achievement of the paper is a unification and simplification of existing approaches to sufficient conditions for the metric subregularity constraint qualification for optimization problems with nonconvex constraint structure. More concretely, the contributions of the paper are as follows:

- **New mild CQs for the general program** [1]: By successfully synthesizing the directional approach due to Gfrerer with the notion of pseudo- and quasi-normality, we obtain new constraint qualifications, directional pseudo-/quasi-normality, that imply MSCQ, and that are (by definition) milder than both pseudo-/quasi-normality and FOSCMS. For the implication that directional quasi-normality implies MSCQ, the very foundation of this paper, see Theorem 3.2 (Theorem 3.6). As a byproduct, we recover new and comparably simpler proofs of the known results that pseudo-/quasi-normality as well as FOSCMS imply MSCQ.

- **New interpretation of pseudo-normality for disjunctive programs**: When considering the general program (1) under the assumption that Γ is the finite union of convex polyhedra, we observe that pseudo-normality can be cast in a simpler way which is, in fact, a proper extension of the definition of pseudo-normality that has already been used for NLPs and MPCCs in the literature. This new definition, however, reveals a significant interpretation of pseudo-normality via certain maximality condition, which is neither visible from the general definition for (1) nor from the specially tailored ones for NLPs and MPCCs, respectively. This in turn yields three striking implications. First, the affine constraint mappings satisfy this condition by default, thus recovering the Robinson’s result. Second, considering directional pseudo-normality instead and applying the second-order sufficient conditions for the maximality condition, one obtains Gfrerer’s SOSCMS, unifying the concepts of pseudo-normality on the one hand and directional SOSCMS (and Robinson’s result) on the other. Third, the analysis of the maximality condition is not restricted to second-order conditions and can even be improved by considering higher-order analysis, ultimately yielding new mild point-based sufficient conditions for MSCQ.

  For the maximality condition, see formula (28) of Corollary 4.6. The equivalence between (28) and pseudo-normality is due to Theorem 3.9, taking into account that Assumption 3.8 is fulfilled by Corollary 4.6. On the other hand, in the directional case one needs to employ Theorem 3.17 to show that (28) implies directional pseudo-normality.

  Note also that Corollary 4.6 holds due to Lemma 4.1 and Proposition 4.3. Moreover, for the application of the higher-order conditions as well as neat comparison of various approaches, we refer to Example 4.12. Finally, for the main result, see Theorem 4.11.

- **Quasi-normality and multi-objective optimization**: A similar approach as the one to pseudo-normality can be made to (directional) quasi-normality if one moves from the disjunctive to the even more specialized ortho-disjunctive setting. The corresponding conditions ensuring quasi-normality lead to a surprising connection between quasi-normality and multi-objective optimization, see Corollary 5.4, in particular formula (40). As a result, we obtain second-order point-based conditions ensuring MSCQ that are milder than analogous conditions based on pseudo-normality, see Corollary 3.11 for the standard case and Proposition 3.19 for the directional case. In the standard case, these new conditions turn out to be actually strictly milder, see Example 3.15. In the directional case, however, we were not able to determine whether they are in fact strictly milder than SOSCMS.

- **Ortho-disjunctive programs**: As advertized, we propose a new problem class, namely ortho-disjunctive programs which, in addition to the disjunctive structure, exhibits an underlying product structure, see Section 5.2. The ortho-disjunctive programs enable us to resolve certain
issues regarding quasi-normality that cannot be resolved for general disjunctive programs. For the main result, see Theorem 5.5.

- **PQ-normality**: Finally, in the main Section 3 we actually work with the new notion of (directional) PQ-normality, which we invented as a generalization/unification of pseudo- and quasi-normality. Interestingly, PQ-normality turns out to be a very natural extension, suitable in particular for a class of programs studied in Section 5.1.

### Organization

The rest of the paper is organized as follows. In Section 2 we introduce some preliminary results and notions from variational analysis as well as the main result regarding constraint qualifications. We also briefly discuss exact penalization and the role of MSCQ. Section 3 contains the most fun-

---

**Notation:** Most of the notation used is standard: The closed ball in $\mathbb{R}^n$ with center at $x$ and radius $r$ is denoted by $B_r(x)$ and we use $B := B_1(0)$ for the closed unit ball. The extended real line is given by $\mathbb{R} := \mathbb{R} \cup \{\pm \infty\}$. For $f : \mathbb{R}^n \to \mathbb{R}$ its epigraph is given by $\text{epi} f := \{(x, \alpha) \in \mathbb{R}^n \times \mathbb{R} \mid f(x) \leq \alpha\}$. For a nonempty set $S \subset \mathbb{R}^n$ we define the (Euclidean) distance function $d_S : \mathbb{R}^n \to \mathbb{R}$ through $d_S(x) := \inf_{y \in S} \|x - y\|$. The projection mapping $P_S : \mathbb{R}^n \rightrightarrows S$ associated with $S$ is defined by $P_S(x) := \arg\min_{y \in S} \|x - y\|$. For a mapping $f : \mathbb{R}^n \to \mathbb{R}$ we use $\nabla f(\bar{x})$ to denote the gradient of $f$ at $\bar{x}$ and $\nabla^2 f(\bar{x})$ to denote its Hessian at $\bar{x}$. For a mapping $F : \mathbb{R}^n \to \mathbb{R}^m$ with $m > 1$, however, $\nabla F(\bar{x})$ stands for the Jacobian of $F$ at $\bar{x}$. Moreover, given $\lambda \in \mathbb{R}^m$ the scalarized function $\langle \lambda,F \rangle : \mathbb{R}^n \to \mathbb{R}$ is given by $\langle \lambda,F \rangle(x) = \lambda^T F(x)$. Note that for $u \in \mathbb{R}^n$ we have $\nabla \langle \lambda,F \rangle(x)^T u = \langle \lambda,\nabla F(x)u \rangle$ and we often use the latter notation. For a matrix $A \in \mathbb{R}^{m \times n}$, its range or image is $\text{Im} A := \{Ax \mid x \in \mathbb{R}^n\}$. For some vector $v \in \mathbb{R}^n$ we set $\mathbb{R}_+ v := \{tv \mid t \geq 0\}$ and $\mathbb{R}_- v := \{tv \mid t \leq 0\}$.

### 2 Preliminaries

This section is divided into three parts. First, we introduce some basic notions and principles from variational analysis. The second part is devoted to constraint qualifications for the general mathematical program (1), and the last part shows the importance of metric subregularity (MSCQ) for exact penalization.

#### 2.1 Variational analysis

Given a closed set $C \subset \mathbb{R}^n$ and $z \in C$, the tangent cone to $C$ at $z$ is defined by

$$T_C(z) := \{d \in \mathbb{R}^n \mid \exists \{d_k\} \downarrow d, \{t_k\} \downarrow 0 : z + t_k d_k \in C (k \in \mathbb{N}) \}.$$  

The regular normal cone to $C$ at $z$ is given as the polar cone of the tangent cone, i.e.,

$$\hat{N}_C(z) := \{z^* \in \mathbb{R}^n \mid \langle z^*, d \rangle \leq 0 (d \in T_C(z))\}.$$

The limiting normal cone to $C$ at $z$ is given by

$$N_C(z) := \left\{z^* \in \mathbb{R}^n \mid \exists \{z^*_k\} \rightarrow z^*, \{z_k\} \rightarrow z : z_k \in C, z^*_k \in \hat{N}_C(z_k) (k \in \mathbb{N}) \right\}.$$  

If $z \notin C$ we set $T_C(z) := \hat{N}_C(z) := N_C(z) := \emptyset$. Observe that $\hat{N}_C(z) \subset N_C(z)$ holds. In case $C$ is a convex set, regular and limiting normal cone coincide with the classical normal cone of convex analysis, i.e.,

$$\hat{N}_C(z) = N_C(z) = \{z^* \in \mathbb{R}^n \mid \langle z^*, v - z \rangle \leq 0 (v \in C)\}, \tag{3}$$
and we will use the notation \( N_C(z) \) in this case. Finally, given a direction \( d \in \mathbb{R}^n \), the limiting normal cone to \( C \) at \( z \) in direction \( d \) is defined by
\[
N_C(z;d) := \left\{ z^* \in \mathbb{R}^n \mid \exists \{t_k\} \downarrow 0, \{d_k\} \to d, \{z_k^*\} \to z^* : z_k^* \in \tilde{N}_C(z + t_k d_k) \ (k \in \mathbb{N}) \right\}.
\]
Note that, by definition, we have \( N_C(z;0) = N_C(z) \). Furthermore, observe that \( N_C(z;d) \subset N_C(z) \) for all \( d \in \mathbb{R}^n \) and \( N_C(z;d) = \emptyset \) if \( d \not\in T_C(z) \).

For \( f : \mathbb{R}^n \to \overline{\mathbb{R}} \) and \( x \) such that \( f(x) \) is finite (hence \( (x, f(x)) \in \text{epi } f \)) the sets
\[
\hat{\partial}f(x) := \left\{ \xi \in \mathbb{R}^n \mid (\xi^*, -1) \in \tilde{N}_{\text{epi } f}(x, f(x)) \right\}, \quad \partial f(x) := \left\{ \xi \in \mathbb{R}^n \mid (\xi^*, -1) \in N_{\text{epi } f}(x, f(x)) \right\}
\]
denote the regular and limiting subdifferential of \( f \) at \( x \), respectively. Observe that, in particular, for the indicator function of a set \( C \in \mathbb{R}^n \), given by
\[
\delta_C : x \mapsto \begin{cases} 0 & \text{if } x \in C, \\ +\infty & \text{else,} \end{cases}
\]
we have \( \hat{\partial}\delta_C = N_C \) and \( \partial\delta_C = N_C \). The distance function enjoys a rich subdifferential calculus briefly summarized in the next result.

**Proposition 2.1** (Subdifferentiation of distance function). Let \( S \subset \mathbb{R}^d \) be closed and \( F : \mathbb{R}^n \to \mathbb{R}^d \) continuously differentiable. Then the following hold:

\[
(i) \quad \text{[85] Example 8.53} \quad \partial d_S(y) = \begin{cases} N_S(y) \cap \mathbb{R} & \text{if } y \in S, \\ y - P_{S^c}(y) & \text{if } y \notin S; \end{cases}
\]

(ii) \quad \text{[55] Theorem 10.6} \quad \partial(d_S \circ F)(x) \subset \nabla F(x)^T \partial d_S(F(x)).

We will make use of\( Ekeland’s \) variational principle [20], which we provide for the reader’s convenience in the form given in [55, Proposition 1.43].

**Proposition 2.2** (Ekeland’s variational principle). Let \( f : \mathbb{R}^n \to \overline{\mathbb{R}} \) has closed epigraph \( \text{epi } f \) with \( \inf_{x \in \mathbb{R}^n} f(x) \) finite, and let \( \tilde{x} \) be an \( \varepsilon \)-minimizer of \( f \) for some \( \varepsilon > 0 \), i.e., \( f(\tilde{x}) \leq \inf_{x} f(x) + \varepsilon \).

Then for any \( \delta > 0 \) there exists a point \( \hat{x} \) such that
\[
\|\tilde{x} - \hat{x}\| \leq \varepsilon / \delta, \quad f(\hat{x}) \leq f(\tilde{x}) \quad \text{and} \quad \arg \min \{f + \delta \|\cdot\| - \varepsilon\} = \{\hat{x}\}.
\]

### 2.2 Constraint qualifications

The purpose of this paragraph is to recall several well-established CQs for the general program\( [1] \) and to highlight some basic relations between them. We commence with the CQ that is most important to our study.

**Definition 2.3** (MSCQ). Let \( \tilde{x} \) be feasible for \( [1] \). We say that the metric subregularity constraint qualification (MSCQ) holds at \( \tilde{x} \) if there exists a neighborhood \( U \) of \( \tilde{x} \) and \( \kappa > 0 \) such that
\[
d_M(x) \leq \kappa d_{F}(F(x)) \quad (x \in U).
\]

Note that MSCQ is exactly metric subregularity in the set-valued sense of the feasibility mapping for the constraint system \( \mathcal{X} = F^{-1}(\Gamma) \) which is given by \( M(x) := F(x) - \Gamma \), see e.g. [20]. For the sake of brevity we do not introduce metric subregularity (and many other concepts) for general multifunctions, but instead restrict our definitions to the particular case of constraint systems. We point out that MSCQ is also known under the monikers error bound property or calmness constraint qualification.

As mentioned in Introduction, MSCQ plays a crucial role in optimization and variational analysis. However, MSCQ is hard to verify, which is one of the reasons why more attention has been given to the celebrated notion of metric regularity, see, e.g., the monographs [10, 11, 50, 71, 55]. Metric regularity is more restrictive than its subregular counterpart, but admits a compact characterization via generalized differentiation known as Mordukhovich criterion, see, e.g., [55, Theorem 9.40]. In case of constraint systems, given \( \tilde{x} \) feasible for \( [1] \), metric regularity of \( M(x) := F(x) - \Gamma \) around \( (\tilde{x}, 0) \) holds if and only if there are neighborhoods \( U \) of \( \tilde{x} \) and \( V \) of \( 0 \) and \( \kappa > 0 \) such that
\[
d_{M^{-1}(y)}(x) \leq \kappa d_{M(x)}(y) = \kappa d_{F}(F(x) - y) \quad ((x, y) \in U \times V).
\]
Since \( X = M^{-1}(0) \), one can easily see that metric subregularity corresponds to metric regularity with \( y = 0 \), rendering it milder than metric regularity. It is well known that metric regularity of a multifunction is equivalent to the Aubin property of the inverse multifunction, see e.g. [55, Theorem 9.43]. In addition, as a constraint qualification, metric regularity frequently appears in different forms and under different names such as generalized Mangasarian-Fromovitz constraint qualification (GMFCQ) or No nonzero abnormal multiplier constraint qualification (NNAMCQ).

In the rest of the paper, we will mainly stick to the GMFCQ terminology. We say that GMFCQ of a multifunction is equivalent to the qualification (GMFCQ)

\[ X \]

of the inverse multifunction, see e.g. [55, Theorem 9.43]. In addition, as a constraint qualification, metric regularity frequently appears in different forms and under different names such as generalized Mangasarian-Fromovitz constraint qualification (GMFCQ) or No nonzero abnormal multiplier constraint qualification (NNAMCQ).

In the rest of the paper, we will mainly stick to the GMFCQ terminology. We say that GMFCQ holds at \( x \) for \( (1) \) if there is no nonzero multiplier \( \bar{\lambda} \in N_{\Gamma}(F(x)) \) such that

\[ \nabla F(\bar{x})^T \bar{\lambda} = 0. \quad (4) \]

We point out that GMFCQ at \( x \) for \( (1) \) is exactly the Mordukhovich criterion applied to the feasibility mapping \( M \), hence characterizing its metric regularity. With a slight abuse of terminology we will henceforth sometimes refer to GMFCQ also as the Mordukhovich criterion and/or metric regularity. It is apparent that the Mordukhovich criterion has a very desirable feature to provide an efficient tool for verification of metric regularity. However, there are still plenty of situations when GMFCQ is not fulfilled but MSCQ is. It is therefore an important and worthwhile endeavor to fill the gap between GMFCQ and MSCQ, ideally with verifiable conditions at that. The next definition lists several such conditions. For these purposes consider the following set of constraint qualifications for \( (1) \).

**Definition 2.4 (Constraint qualifications).** Let \( \bar{x} \in X \) be feasible for \( (1) \). We say that

(i) **pseudo-normality** holds at \( \bar{x} \) if there exists no nonzero \( \bar{\lambda} \in N_{\Gamma}(F(\bar{x})) \) such that \( (4) \) holds and that satisfies the following condition: There exists a sequence \( \{(x^k, y^k, \lambda^k) \in \mathbb{R}^n \times \Gamma \times \mathbb{R}^d \} \to (\bar{x}, F(\bar{x}), \bar{\lambda}) \) with

\[ \lambda^k \in \tilde{N}_{\Gamma}(y^k) \quad \text{and} \quad \langle \bar{\lambda}, F(x^k) - y^k \rangle > 0 \quad (k \in \mathbb{N}); \]

(ii) **quasi-normality** holds at \( \bar{x} \) if there exists no nonzero \( \bar{\lambda} \in N_{\Gamma}(F(\bar{x})) \) such that \( (4) \) holds and that satisfies the following condition: There exists a sequence \( \{(x^k, y^k, \lambda^k) \in \mathbb{R}^n \times \Gamma \times \mathbb{R}^d \} \to (\bar{x}, F(\bar{x}), \bar{\lambda}) \) with

\[ \lambda^k \in \tilde{N}_{\Gamma}(y^k) \quad \text{and} \quad \bar{\lambda}_i(F_i(x^k) - y^k_i) > 0 \quad \text{if} \quad \bar{\lambda}_i \neq 0 \quad (k \in \mathbb{N}); \]

(iii) **first-order sufficient condition** for metric subregularity (FOSCMS) holds at \( \bar{x} \) if for every \( 0 \neq u \in \mathbb{R}^n \) with \( \nabla F(\bar{x})u \in T_{\Gamma}(F(\bar{x})) \) one has

\[ \nabla F(\bar{x})^T \lambda = 0, \quad \lambda \in N_{\Gamma}(F(\bar{x})); \nabla F(\bar{x})u \implies \lambda = 0; \]

(iv) **second-order sufficient condition** for metric subregularity (SOSCMS) holds at \( \bar{x} \) if \( F \) is twice differentiable at \( \bar{x} \), \( \Gamma \) is the union of finitely many convex polyhedra, and for every \( 0 \neq u \in \mathbb{R}^n \) with \( \nabla F(\bar{x})u \in T_{\Gamma}(F(\bar{x})) \) one has

\[ \nabla F(\bar{x})^T \lambda = 0, \quad \lambda \in N_{\Gamma}(F(\bar{x})); \nabla F(\bar{x})u, \quad u^T \nabla^2 \langle \lambda, F \rangle(\bar{x})u \geq 0 \implies \lambda = 0. \]

We point out that asking the (nonexisting) multiplier \( \bar{\lambda} \) to be in \( N_{\Gamma}(F(\bar{x})) \) in the definition of pseudo-/quasi-normality is clearly redundant, since

\[ \limsup_{y \rightharpoonup^{\ast} F(\bar{x})} \tilde{N}_{\Gamma}(y) = N_{\Gamma}(F(\bar{x})). \quad (5) \]

Nevertheless, in order to be consistent with the literature and to emphasize the connection to GMFCQ and other CQs, we stick to the original definition. In particular, it is obvious from the definition that GMFCQ implies both pseudo- and hence quasi-normality. The concepts of pseudo- and quasi-normality are well established in the literature. Note that in [55], the condition \( \lambda^k \in \tilde{N}_{\Gamma}(y^k) \) in (i) and (ii) is replaced by \( \lambda^k \in N_{\Gamma}(y^k) \). In order to see that no difference arises, consider the following elementary lemma which follows readily from the definitions of continuity and of the limiting normal cone, respectively.

**Lemma 2.5.** Let \( \Gamma \subset \mathbb{R}^d \) be closed, \( y \in \Gamma, \lambda \in N_{\Gamma}(y) \) and let \( a : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}^q \) be continuous. Then for every \( \epsilon > 0 \) there exist \( \tilde{y} \in \Gamma \) and \( \tilde{\lambda} \in \tilde{N}_{\Gamma}(\tilde{y}) \) such that \( \|a(\tilde{y}, \tilde{\lambda}) - a(y, \lambda)\| < \epsilon. \)
Corollary 2.6. Under assumptions of Definition 2.4 let \( \{(x^k, y^k, \lambda^k) \in \mathbb{R}^n \times \Gamma \times \mathbb{R}^d\} \to (\bar{x}, F(\bar{x}), \bar{\lambda}) \). Then the following hold:

(i) If \( \lambda^k \in N\Gamma(y^k) \) and \( \langle \lambda^k, F(x^k) - y^k \rangle > 0 \) for all \( k \in \mathbb{N} \) then there exists \( \{(\hat{y}^k, \hat{\lambda}^k)\} \to (F(\bar{x}), \bar{\lambda}) \) such that \( \hat{\lambda}^k \in \hat{N}\Gamma(\hat{y}^k) \) and \( \langle \hat{\lambda}^k, F(\hat{x}^k) - \hat{y}^k \rangle > 0 \) for all \( k \in \mathbb{N} \).

(ii) If \( \lambda^k \in N\Gamma(y^k) \) and \( \lambda_i(F_i(x^k) - y^k_i) > 0 \) \( (i : \lambda_i \neq 0) \) for all \( k \in \mathbb{N} \) then there exists \( \{(\hat{y}^k, \hat{\lambda}^k)\} \to (F(\bar{x}), \bar{\lambda}) \) such that \( \hat{\lambda}^k \in \hat{N}\Gamma(\hat{y}^k) \) and \( \lambda_i(F_i(x^k) - \hat{y}^k_i) > 0 \) \( (i : \lambda_i \neq 0) \) for all \( k \in \mathbb{N} \).

Proof. We only prove part (i); part (ii) can be shown analogously: To this end, define the continuous maps

\[ a_k : (y, \lambda) \mapsto (y, \lambda, \langle \lambda, F(x^k) - y^k \rangle) \quad (k \in \mathbb{N}), \]

and set \( \epsilon_k := \min \left\{ \frac{1}{k}, \frac{1}{2} \langle \lambda, F(x^k) - y^k \rangle \right\} \). Applying Lemma 2.5 then generates the desired sequences. \( \square \)

Corollary 2.6 guarantees that using \( \lambda^k \in \hat{N}\Gamma(y^k) \) instead of \( \lambda^k \in N\Gamma(y^k) \) in definition of pseudo- and quasi-normality does not play any role. We note that this is also true for the directional versions of these CQs to be established in Definition 3.3.

The obvious drawback of pseudo- and quasi-normality is that they are not point-based and hence it is not easy to check their validity and apply them. Another way of relaxing GMFCQ is provided by FOSCMS and SOSCMS, see Definition 2.4(iii) and (iv). These conditions are using a directional approach based on techniques developed by Gfrerer and co-authors, see [23, 24, 25, 26, 27, 6]. The great advantage of FOSCMS and SOSCMS is that they are point-based and thus easier to verify.

To simplify the notation, given \( \bar{x} \) feasible for (1), we define

\[ \Lambda^0(\bar{x}; u) := \ker \nabla F(\bar{x})^T \cap N\Gamma(F(\bar{x}); \nabla F(\bar{x})u) \quad (u \in \mathbb{R}^n) \]  

and set

\[ \Lambda^0(\bar{x}) := \Lambda^0(\bar{x}; 0) = \ker \nabla F(\bar{x})^T \cap N\Gamma(F(\bar{x})), \]

i.e., the directional normal cone is replaced by the standard one. With these conventions, GMFCQ at \( \bar{x} \) reads

\[ \Lambda^0(\bar{x}) = \{0\}, \]

while FOSCMS now reads

\[ \Lambda^0(\bar{x}; u) = \{0\} \quad (u : \nabla F(\bar{x})u \in T\Gamma(F(\bar{x}))). \]

The fact that GMFCQ implies FOSCMS is clear from the inclusion

\[ N\Gamma(F(\bar{x}); \nabla F(\bar{x})u) \subset N\Gamma(F(\bar{x})) \quad (u \in \mathbb{R}^n). \]

The following example shows that this implication is indeed strict. In addition, it also illustrates that MSCQ is strictly weaker than quasi-normality, cf. Theorem 2.8[1].

Example 2.7. Let \( \Gamma := \{y \in \mathbb{R}^2 \mid y_2 \geq |y_1| \} \subset \mathbb{R}^2, F : \mathbb{R} \to \mathbb{R}^2, F(x) := (x, -x^2)^T \) and set \( \bar{x} := 0 \). Clearly \( \nabla F(\bar{x}) = (1, 0)^T \) and \( N\Gamma(F(\bar{x})) = \{y \in \mathbb{R}^2 \mid y_2 \leq -|y_1| \}, \) hence \( 0 \neq \lambda := (0, -1)^T \in \Lambda^0(\bar{x}) \) and the Mordukhovich criterion (GMFCQ) is violated at \( \bar{x} \).

Moreover, setting \( x_k := 1/k, y_k := F(\bar{x}) = (0, 0)^T \) and \( \lambda_k := \lambda = (0, -1)^T \) we obtain

\[ \lambda_2(F_2(x_k) - y_{k, 2}) = -1(-1/(k^2)) > 0, \]

showing that also quasi-normality is violated at \( \bar{x} \).

On the other hand, since \( N\Gamma(F(\bar{x}); \nabla F(\bar{x})u) = \emptyset \) for all \( u \neq 0 \), FOSCMS and hence MSCQ are satisfied at \( \bar{x} \).

We point out that the set \( \Gamma \) in Example 2.7 is convex, thus illustrating that even in the convex case one may not be able to verify MSCQ using the non-directional conditions (GMFCQ, pseudo- and quasi-normality), but one may invoke a directional one (here FOSCMS).

Although the directional conditions FOSCMS and SOSCMS are similar in flavor, we point out that FOSCMS is only applicable in the case where \( \Gamma \) has disjunctive structure. In this setting, there is yet another condition due to Robinson [53] that ensures MSCQ.

The following proposition summarizes the most important sufficient conditions for MSCQ, other than GMFCQ, which have already been established in the literature and that are important to...
our study. We point out, however, that the validity of the cited results will be a simple corollary of our substantially refined analysis in Section 3.

**Proposition 2.8** (Sufficient conditions for MSCQ). Let \( \bar{x} \) be feasible for (1). Then under either of the following conditions MSCQ holds at \( \bar{x} \).

(i) \[ 50 \] Theorem 5.2 quasi-normality (or even pseudo-normality) holds at \( \bar{x} \);

(ii) \[ 26 \] Corollary 1 FOSCMS holds at \( \bar{x} \);

(iii) \[ 26 \] Corollary 1 SOSCMS holds at \( \bar{x} \);

(iv) \[ 54 \] Proposition 1 \( F \) is affine and \( \Gamma \) is the union of finitely many convex polyhedra.

As we can see, apart from GMFCQ, there are currently four important conditions ensuring MSCQ. Two of them are applicable for the general program (1) and are strictly milder than GMFCQ. The other two are restricted to the special structure of disjunctive constraints and hence are in general not comparable with GMFCQ. Interestingly, all four conditions are mutually incomparable and were obtained by different approaches. The only available comparison is for the disjunctive constraints, where FOSCMS clearly implies SOSCMS.

In Section 3 we introduce a new constraint qualification that synthesizes the directional approach with quasi-normality. We show that this new condition implies MSCQ. In addition, we prove that it unifies not only FOSCMS and quasi-normality, but, quite surprisingly, also SOSCMS and condition (iv) in Theorem 2.8 to which we will refer as Robinson’s result. Thus, we have found a new CQ that is milder than all four well-established sufficient conditions for MSCQ. In particular cases of disjunctive programs, see Section 4, and ortho-disjunctive programs, see Section 5, we even obtain new point-based conditions to verify our new CQ, which slightly improve SOSCMS.

### 2.3 Exact penalization under MSCQ

Let us briefly discuss the role of MSCQ in the context of exact penalization. Note that the general mathematical program (1) is equivalent to the unconstrained (but extended real-valued) problem

\[
\min f(x) + \delta_\Gamma(F(x)).
\]

A natural approximation for (7) (and hence (1)) is given by minimization of the following penalty function

\[
P_\alpha := f + \alpha d_\Gamma \circ F \quad (\alpha > 0),
\]

which is a classical technique employed to tackle program (1), see, e.g., [14, 15, 30, 30, 40, 40, 44, 48, 39].

The crucial issue is the exactness of the penalty function, which holds true under MSCQ as is stated in the following theorem. The proof essentially coincides with the proof of Theorem [44, Theorem 4.5], but we provide it for the sake of completeness and also to realize that the special structure underlying in [44] is not needed at all.

Note also that for general programs the following result was first established in [30] Proposition 3.5 and it was based on results by Burke [14, Theorem 1.1] and Clarke [17, Proposition 6.4.3].

**Theorem 2.9.** Let \( \bar{x} \) be a local minimizer of (1) such that MSCQ holds at \( \bar{x} \). Then the penalty function \( P_\alpha \) from (8) is exact at \( \bar{x} \), i.e., \( \bar{x} \) is a local minimizer of \( P_\alpha \) for all \( \alpha > 0 \) sufficiently large. In particular, \( \bar{x} \) is an M-stationary point of (1).

**Proof.** By MSCQ at \( \bar{x} \) there exist \( \delta, \kappa > 0 \) such that

\[
d_X(x) \leq \kappa d_\Gamma(F(x)) \quad (x \in B_\delta(\bar{x})).
\]

As \( \bar{x} \) is a local minimizer of \( f \) over \( X \), we can choose \( 0 < \varepsilon < \delta/2 \) such that \( \bar{x} \in \argmin_{x \in B_{2\varepsilon}(\bar{x})} f(x) \). Since \( f \) is locally Lipschitz, by compactness, \( f \) is \( L \)-Lipschitz on \( B_{2\varepsilon}(\bar{x}) \) for some \( L > 0 \). Now let \( x \in B_\varepsilon(\bar{x}) \). In particular, we find \( y \in P_X(x) \cap B_{2\varepsilon}(\bar{x}) \), hence it follows that

\[
f(\bar{x}) \leq f(y) \leq f(x) + L\|y - x\| = f(x) + Ld_X(x) \leq f(x) + \kappa Ld_\Gamma(F(x)).
\]
This shows that \( \bar{x} \) is a local minimizer of \( f + \kappa Ld_\Gamma \circ F \) and the exactness of \( P_\kappa \) follows. Moreover, applying a nonsmooth Fermat’s rule (cf. [55, Theorem 10.1]), invoking [55, Exercise 10.10] and Proposition 2.1 yields

\[
0 \in \partial (f + \kappa Ld_\Gamma \circ F)(\bar{x}) = \nabla f(\bar{x}) + \nabla F(\bar{x})^T N_\Gamma(F(\bar{x})),
\]

which gives the M-stationarity at \( \bar{x} \). \( \square \)

3 New constraint qualifications for GMP

In this section we are primarily concerned with constraint qualifications for the general mathematical program \([1]\). In particular, we establish directional counterparts of pseudo- and quasi-normality from Definition 2.4 and introduce a new CQ called PQ-normality that unifies pseudo- and quasi-normality. We then show that all new CQs imply MSCQ. In particular, by means of directional quasi-normality, we recover Proposition 2.8 statements (i) and (ii). In Section 3.2 and Section 3.3 we study these CQs under some additional structural assumptions in standard and directional form, respectively, and we establish various sufficient conditions for them. In particular, when applied to the disjunctive constraints in Section 4, these sufficient conditions recover Gfrerer’s SOSCMS as well as Robinson’s result about polyhedral multifunctions, see Proposition 2.8 statements (iii) and (iv), respectively.

3.1 Directional constraint qualifications and PQ-normality

FOSCMS can be viewed as a directional counterpart of GMFCQ, see Definition 2.4. This naturally raises the question whether one can define directional counterparts of pseudo- and quasi-normality, and such that they fit naturally in the existing tapestry of CQs. Our study shows that this is indeed possible. We start with the following observation, where we invoke definitions of \( \Lambda^0(\bar{x}; u) \) and \( \Lambda^0(\bar{x}) \).

Lemma 3.1. Let \( \bar{x} \) be feasible for \([1]\) such that MSCQ is violated at \( \bar{x} \). Then there exist sequences \( \{ \bar{x}^k \in \mathcal{A} \} \to \bar{x} \) and \( \{ \xi^k \in \partial (d_\Gamma \circ F)(\bar{x}^k) \} \to 0 \) as well as \( u \in \mathbb{R}^n \setminus \{0\} \) with \( \|u\| = 1 \) such that

\[
\frac{x^k - \bar{x}}{\|x^k - \bar{x}\|} \to u, \quad \frac{y^k - F(\bar{x})}{\|x^k - \bar{x}\|} \to \nabla F(\bar{x}) u \quad (y_k \in P_\Gamma(F(\bar{x}^k))) \quad \text{and} \quad \nabla F(\bar{x}) u \in T_\Gamma(F(\bar{x})).
\]

Proof. Violation of MSCQ at \( \bar{x} \) readily yields a sequence \( \{ \bar{x}^k \in \mathcal{A} \} \to \bar{x} \) with \( d_\mathcal{A}(\bar{x}^k) > \beta d_\Gamma(F(\bar{x}^k)) \). We put \( \varepsilon_k := d_\Gamma(F(\bar{x}^k)) \) and find that \( \bar{x}^k \) is an \( \varepsilon_k \)-minimizer of \( d_\Gamma \circ F \) for all \( k \in \mathbb{N} \). Hence by Ekeland’s variational principle (Proposition 2.2) with \( \delta = \frac{1}{k} \) (\( k \in \mathbb{N} \)), there exists a sequence \( \{ x^k \} \) such that \( x^k = \arg\min \{ d_\Gamma \circ F + \frac{1}{k} \| \cdot - \bar{x}^k \| \} \) and \( \|x^k - \bar{x}^k\| \leq \varepsilon_k \) for all \( k \in \mathbb{N} \). This implies \( \{ x^k \in \mathcal{A} \} \to \bar{x} \) as well as \( 0 \in \partial (d_\Gamma \circ F)(\bar{x}) + \frac{1}{k} \mathcal{B} \) for all \( k \in \mathbb{N} \) by applying a nonsmooth Fermat’s rule (cf. [55, Theorem 10.1]) and invoking a sum rule for locally Lipschitz functions (cf. [55, Exercise 10.11]). In particular, there exists a sequence \( \{ \xi^k \in \partial (d_\Gamma \circ F)(x^k) \} \to 0 \). As \( x^k \neq \bar{x} \), w.l.o.g. we may assume that \( \frac{x^k - \bar{x}}{\|x^k - \bar{x}\|} \to u \) with \( \|u\| = 1 \). Now let \( y_k \in P_\Gamma(F(x^k)) \) for all \( k \in \mathbb{N} \). Then

\[
\left\| \frac{y_k - F(\bar{x})}{\|x^k - \bar{x}\|} - \nabla F(\bar{x}) u \right\| \leq \left\| \frac{y_k - F(x^k)}{\|x^k - \bar{x}\|} \right\| + \left\| \frac{F(x^k) - F(\bar{x})}{\|x^k - \bar{x}\|} - \nabla F(\bar{x}) u \right\| \quad (k \in \mathbb{N}).
\]

As \( x^k \) minimizes \( d_\Gamma \circ F + \frac{1}{k} \| \cdot - \bar{x}^k \| \) for all \( k \in \mathbb{N} \), we find that \( d_\Gamma(F(x^k)) \leq 1/k \|x^k - \bar{x}\| \). Hence we infer that the first term on the right in (10) satisfies

\[
\left\| \frac{y_k - F(x^k)}{\|x^k - \bar{x}\|} \right\| \leq \frac{d_\Gamma(F(x^k))}{\|x^k - \bar{x}\|} \leq \frac{1}{k} \to 0.
\]

The second term on the right in (10) goes to zero by differentiability of \( F \) and we conclude from (10) that \( \frac{y_k - F(x^k)}{\|x^k - \bar{x}\|} \to \nabla F(\bar{x}) u \). Finally, as \( y_k \in \Gamma \) for all \( k \in \mathbb{N} \), we have \( \nabla F(\bar{x}) u \in T_\Gamma(F(\bar{x})) \). \( \square \)

Theorem 3.2. Let \( \bar{x} \) be feasible for \([1]\) and assume that the following holds: For every \( u \in \mathbb{R}^n \) with \( \|u\| = 1 \) and \( \nabla F(\bar{x}) u \in T_\Gamma(F(\bar{x})) \) there does not exist a nonzero \( \lambda \in \Lambda^0(\bar{x}; u) \) that satisfies

\[
\lambda u = \nabla F(\bar{x}) u.
\]
the following condition: There exists a sequence \( \{(x^k, y^k, \lambda^k) \in \mathbb{R}^n \times \Gamma \times \mathbb{R}^d \} \rightarrow (\bar{x}, F(\bar{x}), \bar{\lambda}) \) such that for all \( k \in \mathbb{N} \) we have
\[
\begin{align*}
(x^k - \bar{x})/\|x^k - \bar{x}\| & \rightarrow u, \\
(y^k - F(\bar{x}))/\|x^k - \bar{x}\| & \rightarrow \nabla F(\bar{x})u, \\
\lambda^k & \in \overline{N}_\Gamma(y^k), \\
\bar{\lambda}_i(F_i(x^k) - y_i^k) & > 0 \quad (\bar{\lambda}_i \neq 0).
\end{align*}
\]

Then MSCQ is fulfilled at \( \bar{x} \).

**Proof.** Assume that MSCQ is not satisfied at \( \bar{x} \). Consider sequences \( \{x^k \notin \mathcal{X}\} \rightarrow \bar{x}, \{\xi^k \in \partial (\text{d}_F \circ F)(x^k)\} \rightarrow 0 \) and \( u \in \mathbb{R}^n \) with \( \|u\| = 1 \) provided by Lemma 3.1. Recall that
\[
\partial (\text{d}_F \circ F)(x) \subset \nabla F(x)^T \text{d}_F(F(x)) \quad (x \in \mathbb{R}^n),
\]
see Proposition 2.1(ii). Moreover, by Proposition 2.1(i), it holds that
\[
\partial \text{d}_F(F(x^k)) = \frac{F(x^k) - P_T(F(x^k))}{\text{d}_F(F(x^k))} \quad (k \in \mathbb{N}),
\]
since \( x^k \notin \mathcal{X} \ (k \in \mathbb{N}) \). Consequently, there exists \( \{y^k \in P_T(F(x^k))\} \) such that with
\[
\lambda^k := \frac{F(x^k) - y^k}{\text{d}_F(F(x^k))}
\]
we have
\[
\xi^k = \nabla F(x^k)^T \lambda^k and \quad \|\lambda^k\| = 1 \quad (k \in \mathbb{N}).
\]
Moreover, by the definition of \( \lambda^k \) in (11) and the fact that \( y^k \in P_T(F(x^k)) \ (k \in \mathbb{N}) \), Example 6.16 implies that
\[
\lambda^k \in \overline{N}_\Gamma(y^k) \quad (k \in \mathbb{N}).
\]
Since \( \{\lambda^k\} \) is bounded, we may assume w.l.o.g. that \( \lambda^k \rightarrow \bar{\lambda} \) for some \( \bar{\lambda} \neq 0 \). Then from (11) we infer that \( y^k \rightarrow F(\bar{x}) \). Hence, passing to the limit in (12) we obtain
\[
0 = \nabla F(\bar{x})^T \bar{\lambda} \quad and \quad \bar{\lambda} \neq 0.
\]
Now, if \( \bar{\lambda}_i > 0 \) then w.l.o.g. \( F_i(x^k) - y_i^k = \text{d}_F(F(x^k))\lambda_i^k \geq 0 \) and hence \( \bar{\lambda}_i(F_i(x^k) - y_i^k) > 0 \). Analogously, we argue for \( \bar{\lambda}_i < 0 \). Altogether, we find that
\[
\bar{\lambda}_i(F_i(x^k) - y_i^k) > 0 \quad if \quad \bar{\lambda}_i \neq 0 \quad (k \in \mathbb{N}).
\]
Finally, Lemma 3.1 yields that \( (y^k - F(\bar{x}))/\|x^k - \bar{x}\| \rightarrow \nabla F(\bar{x})u \), showing \( \bar{\lambda} \in \overline{N}_\Gamma(F(\bar{x}), \nabla F(\bar{x})u) \), which establishes a contradiction. \( \square \)

**Remark 3.3.** The proof of Theorem 3.2 via Lemma 3.1 is based on Ekeland’s variational principle and the rich subdifferential calculus for the distance function, see Proposition 2.1. We would like to emphasize here, that this approach provides, as a by-product, a new proof of Proposition 2.8(i), *i.e.*, the fact that (standard, nondirectional) quasi-normality implies MSCQ. To realize that, consider first the statement of Lemma 3.1 without the directional part 3.1. In addition, note that the proof of Theorem 3.2, with some minor modifications, readily yields the auxiliary result that quasi-normality at \( \bar{x} \in \mathcal{X} \) implies the existence of \( \bar{\delta} > 0 \) such that for all \( x \in B_{\bar{\delta}}(\bar{x}) \setminus \mathcal{X} \) and all \( \xi \in \partial (\text{d}_F \circ F)(x) \) we have \( \|\xi\| \geq \frac{\bar{\delta}}{2} \). Combining these two observation then establishes the fact that quasi-normality implies MSCQ.

A similar technique of proof via the above mentioned auxiliary result was already used in [44], Lemma 4.4, where \( \Gamma \) models the cartesian product of the complementarity manifold. However, the authors did not observe that this result holds for general closed sets \( \Gamma \) and they also did not exploit the rich subdifferential calculus for the distance function which is the workhorse in our proof.

Theorem 3.2 will be our guiding principle for establishing new directional constraint qualifications. Instead of directly extracting directional versions of quasi- and pseudo-normality from Theorem 3.2 we introduce the notion of PQ-normality which serves as a bridge between directional pseudo- and quasi-normality, which turn out to be simply a special cases of PQ-normality. We strongly emphasize that introducing PQ-normality does not merely serve the academic purpose of unifying the two concepts. In fact, it has important consequences for the class of programs in Section 5 where the set \( \Gamma \) possesses an underlying product structure in addition to its disjunctive nature.
Prior to the definition of new CQs, we introduce additional notation. For $z \in \mathbb{R}^d$ we denote by $z_i$ ($i \in I := \{1, \ldots, d\}$) its scalar components. More generally, suppose that $\mathbb{R}^d$ is expressed via factors as $\mathbb{R}^{d_1} \times \ldots \times \mathbb{R}^{d_l}$ and introduce the $d$ multi-indices $\delta := (d_1, \ldots, d_l) \in \mathbb{N}^l$ with $|\delta| := d_1 + \ldots + d_l = d$. Note that there is one-to-one correspondence between such multi-indices and factorizations of $\mathbb{R}^d$. The components of some $z \in \mathbb{R}^d$ we denote as $z_{\nu}$ for $\nu \in \mathbb{N}^l$, where $I_\delta$ is some (abstract) index set of $l$ elements. Note that we do not identify $I_\delta$ with $\{1, \ldots, l\}$ in order to avoid ambiguity of notation, e.g., $z_1 \in \mathbb{R}$ stands only for the first, scalar, component of $z$. Moreover, we use a Greek letter to indicate the vector components $z_{\nu}$ of $z$ and a Latin letter to indicate the scalar components $z_i$.

Given a multi-index $\delta$ fix $\nu \in I_\delta$. The component $z_{\nu}$, vector in general, can also be written via its scalar components, i.e., there exists an index set, denoted by $I^\nu$, such that $z_{\nu} = (z_{\nu_i})_{i \in I^\nu}$. Note that $\cup_{\nu \in I_\delta} I^\nu = I$. Finally, given two multi-indices $\delta, \delta'$ with $|\delta| = |\delta'| = d$, we say that $\delta'$ is a refinement of $\delta$ and write $\delta' \subset \delta$, provided for every $\nu \in I_\delta$ there exists an index set $I_{\delta'}^\nu$ such that $z_{\nu} = (z_{\nu_i})_{i \in I_{\delta'}^\nu}$ and $I_{\delta'} = \cup_{\nu \in I_\delta} I_{\delta'}^\nu$.

Note that the special multi-indices $\delta^P := d \in \mathbb{N}$ and $\delta^Q := (1, \ldots, 1) \in \mathbb{N}^d$ are in fact maximal and minimal in the sense that for any multi-index $\delta \in \mathbb{N}^d$ with $|\delta| = d$ one has $\delta^Q \subset \delta \subset \delta^P$.

The following example illustrates the use of notation introduced above.

**Example 3.4.** Let $n = 7$, $I := \{1, \ldots, 7\}$ and consider a multi-index $\delta := (1,4,2)$ corresponding to the factorization $\mathbb{R}^7 = \mathbb{R} \times \mathbb{R}^4 \times \mathbb{R}^2$. Consider also an element $z = (z_1, \ldots, z_7) \in \mathbb{R}^7$. Since $|\delta| = 3$, we may set, e.g., $I_\delta = \{a,b,c\}$ yielding $z_a = z_1$, $z_b = (z_2, z_3, z_4, z_5)$ and $z_c = (z_6, z_7)$. Clearly, we have $I^a = \{1\}$, $I^b = \{2,3,4,5\}$ and $I^c = \{6,7\}$.

Moreover, the multi-index $\delta' := (1,3,1,1)$ is a refinement of $\delta$, since we may set

$$I_{\delta'}^a := \{a\}, \quad I_{\delta'}^b := \{b_1, b_2\} \quad \text{and} \quad I_{\delta'}^c := \{c_1, c_2\}$$

to obtain

$$z_a = z_1, \quad z_{b_1} = (z_2, z_3, z_4), \quad z_{b_2} = z_5, \quad z_{c_1} = z_6, \quad z_{c_2} = z_7,$$

and

$$I_{\delta'} = I_{\delta'}^a \cup I_{\delta'}^b \cup I_{\delta'}^c = \{a, b_1, b_2, c_1, c_2\}. \quad \text{and} \quad z_a = z_1, \quad z_{b_1} = (z_{b_1}, z_{b_2}), \quad z_c = (z_{c_1}, z_{c_2}).$$

We now proceed with the definition of PQ-normality which embeds quasi- and pseudo-normality as extremal cases in a whole family of constraint qualifications.

**Definition 3.5 (PQ-normality).** Let $\bar{x} \in X$ be feasible for $\Pi$, consider $u \in \mathbb{R}^n$ with $\|u\| = 1$, and let $\delta \in \mathbb{N}^l$ be a multi-index such that $|\delta| = d$. We say that

(i) PQ-normality w.r.t. $\delta$ holds at $\bar{x}$, if there exists a nonzero $\bar{\lambda} \in \Lambda(\bar{x})$ that satisfies the following condition: There exists a sequence $\{(x^k, y^k, \lambda^k) \in \mathbb{R}^n \times \Gamma \times \mathbb{R}^d \} \rightarrow (\bar{x}, F(\bar{x}), \bar{\lambda})$ with $\lambda^k \in \bar{N}_T(y^k)$ and

$$\langle \bar{\lambda}_\nu, F_\nu(x^k) - y^k_\nu \rangle > 0 \quad \text{for} \quad \nu \in I_\delta(\bar{\lambda}) := \{\nu \in I_\delta | \hat{\lambda}_\nu \neq 0\} \quad (k \in \mathbb{N}). \quad (13)$$

(ii) PQ-normality w.r.t. $\delta$ in direction $u$ holds at $\bar{x}$, if there exists a nonzero $\bar{\lambda} \in \Lambda(\bar{x}; u)$ that satisfies the following condition: There exists a sequence $\{(x^k, y^k, \lambda^k) \in \mathbb{R}^n \times \Gamma \times \mathbb{R}^d \} \rightarrow (\bar{x}, F(\bar{x}), \bar{\lambda})$ with $\lambda^k \in \bar{N}_T(y^k)$, \(\bar{\lambda}^k\) and

$$\langle \bar{\lambda}_\nu, F_\nu(x^k) - y^k_\nu \rangle \rightarrow u, \quad \langle y^k - F(\bar{x})/\|x^k - \bar{x}\| \rightarrow \nabla F(\bar{x})u. \quad (14)$$

We say that directional PQ-normality w.r.t. $\delta$ holds at $\bar{x}$, if PQ-normality w.r.t. $\delta$ in direction $u$ holds at $\bar{x}$ for all $u \in \mathbb{R}^n$ with $\|u\| = 1$. In particular, we refer to PQ-normality w.r.t. $\delta^P$ (in direction $u$) as pseudo-normality (in direction $u$), while PQ-normality w.r.t. $\delta^Q$ we call quasi-normality.

As advertised above, PQ-normality w.r.t. $\delta$ contains pseudo- and quasi-normality as extreme cases by setting $\delta := \delta^P$ and $\delta := \delta^Q$, respectively. It is clear from the definition that PQ-normality w.r.t. $\delta$ implies PQ-normality w.r.t. $\delta'$ provided $\delta' \subset \delta$. In particular, since $\delta^Q \subset \delta \subset \delta^P$ for all $\delta \in \mathbb{N}^l$ with $|\delta| = d$, we conclude that pseudo-normality implies PQ-normality w.r.t. any $\delta$ and this further implies quasi-normality. Naturally, all of the above comments remain true for the corresponding directional CQs.
For the sake of completeness, we reformulate Theorem 3.2 in terms of directional PQ-normality.

Theorem 3.6. Let \( \bar{x} \) be feasible for (1) and let the directional PQ-normality w.r.t. any \( \delta \in \mathbb{N}^l \), in particular directional pseudo- or quasi-normality, hold at \( \bar{x} \). Then MSCQ is fulfilled at \( \bar{x} \). In particular, if \( \bar{x} \) is also a local minimizer of (1), the penalty function \( P_{\alpha} \) from (8) is exact at \( \bar{x} \) and \( \bar{x} \) is M-stationary for (1).

Proof. The statement follows from Theorems 3.2 and 2.9.

We point out that directional quasi-normality is strictly weaker than both FOSCMS (clear from the definition of the respective CQs) as well as quasi-normality, see Example 2.7. Hence it constitutes, to the best of our knowledge, one of the weakest conditions to imply MSCQ for the general optimization problem (1), but which can be efficiently verified in some very important cases as shown in Section 3.2 and Section 3.3 below. Note that as a by-product we thus established a new and rather simple proof of Proposition 2.8 statement (ii).

3.2 Simplified CQs and second-order sufficient conditions: The standard case

For some important instances of the general program (1), the concepts of pseudo- and quasi-normality were introduced without the undesirable additional sequence \( \{y_k\} \), see [9] for standard NLPs and [44] for MPCCs. In this section and Section 3.3, we address the question as to when this is possible for much more general instances of (1) and for the whole PQ-normality family (thus containing pseudo- and quasi-normality as special cases).

For clarity of exposition, we split our analysis into the standard (non-directional) and the directional case.

We begin our study of the non-directional case by the following straightforward result, which follows readily from Lemma 2.5 using similar arguments as in the proof of Corollary 2.6.

Lemma 3.7. Let \( \bar{x} \) be feasible for (1). If PQ-normality w.r.t. \( \delta \in \mathbb{N}^l \) holds at \( \bar{x} \) then there exists no nonzero \( \bar{\lambda} \in \Lambda^0(\bar{x}) \) that satisfies the following condition: There exists a sequence \( \{x_k\} \rightarrow \bar{x} \) with

\[
\langle \bar{\lambda}_\nu, F_{\nu}(x_k) - F_{\nu}(\bar{x}) \rangle > 0 \quad \text{for} \quad \nu \in I_\delta(\bar{\lambda}) \quad (k \in \mathbb{N}).
\]

Note that in case of MPCCs, by the geometry of the feasible set and the resulting normal cones, one always has \( \langle \lambda, F(\bar{x}) \rangle = 0 \). Thus the conditions used in [44] simplify to \( \langle \lambda, F(x_k) \rangle > 0 \) and \( \bar{\lambda}_i F_i(x_k) > 0 \) if \( \bar{\lambda}_i \neq 0 \), respectively. However, in the general setting of problem (1), as well as in the case of general disjunctive constraints, we cannot make this simplification. In order to obtain the reverse implication, however, we have to impose some additional assumptions on the constraints of (1).

Assumption 3.8. Let \( \delta \in \mathbb{N}^l \) be a multi-index and let \( \bar{x} \) be feasible for (1). Assume that for every \( \bar{\lambda} \in \Lambda^0(\bar{x}) \) and every sequence \( \{(y_k, \lambda_k) \in \Gamma \times \mathbb{R}^d\} \rightarrow (F(\bar{x}), \bar{\lambda}) \) with \( \lambda_k \in \bar{N}_F(y_k) \), there exists a subsequence \( K \subset \mathbb{N} \) such that

\[
\langle \bar{\lambda}_\nu, y_k^\delta - F_{\nu}(\bar{x}) \rangle \geq 0 \quad (\nu \in I_\delta, k \in K).
\]

Theorem 3.9 (Simplified PQ-normality under Ass. 3.8). Let \( \bar{x} \) be feasible for (1) and \( \delta \in \mathbb{N}^l \) such that Assumption 3.8 holds. Then PQ-normality w.r.t. \( \delta \in \mathbb{N}^l \) at \( \bar{x} \) is equivalent to the following simplified PQ-normality w.r.t. \( \delta \in \mathbb{N}^l \) at \( \bar{x} \), i.e.:

There exists no nonzero \( \bar{\lambda} \in \Lambda^0(\bar{x}) \) such that there exists a sequence \( \{x_k\} \rightarrow \bar{x} \) fulfilling (15).

Proof. The fact that PQ-normality implies the simplified PQ-normality follows from Lemma 3.7.

In turn, if PQ-normality w.r.t. \( \delta \) is violated, there exist \( \bar{\lambda} \in \Lambda^0(\bar{x}) \setminus \{0\} \) and \( \{(x^k, y^k, \lambda^k) \in \mathbb{R}^n \times \Gamma \times \mathbb{R}^d\} \rightarrow (\bar{x}, F(\bar{x}), \bar{\lambda}) \) with \( \lambda_k \in \bar{N}_F(y_k) \) and \( \langle \bar{\lambda}_\nu, F_{\nu}(x^k) - y_k^\delta \rangle > 0 \) for some \( \nu \in I_\delta(\bar{\lambda}) \). Relabeling \( \{x^k\} \) by only using the indices \( k \in K \) and then summing up the above expression with (16) for all \( k \in K \) shows that the simplified PQ-normality is then violated as well.

As the above theorem shows, under Assumption 3.8, the simplified PQ-normality (without the sequence \( \{y_k^\delta\} \)) is equivalent to PQ-normality, hence sufficient for MSCQ. Without Assumption 3.8
this is, in general, false, see Example 3.13. In the following sections, however, we establish various classes of optimization problems which automatically satisfy Assumption 3.8 for any multi-index \( \delta \), including \( \delta^P \) and \( \delta^Q \), at every feasible point.

As we will now show, Theorem 3.9 also reveals a striking connection between PQ-normality and vector optimization. This, in turn, paves the way to a variety of sufficient conditions for PQ-normality, hence also for MSCQ.

Let us recall some standard terminology. Given \( \varphi : \mathbb{R}^n \to \mathbb{R}^q \), a point \( \bar{x} \) is called a local weak efficient solution of the unconstrained vector optimization problem \( \max \varphi(x) \) if there exists a neighborhood \( U \) of \( \bar{x} \) such that no \( x \in U \) satisfies \( \varphi_j(x) > \varphi_j(\bar{x}) \) for all \( j = 1, \ldots, q \). Given \( \delta = (d_1, \ldots, d_l) \in \mathbb{N}^l \) and \( \lambda = (\lambda_\nu)_{\nu \in I_\delta} \in \mathbb{R}^{d_i} \times \cdots \times \mathbb{R}^{d_l} = \mathbb{R}^d \), we define the function

\[
\varphi^\lambda : \mathbb{R}^n \to \mathbb{R}^{|I_\delta|}, \quad \varphi^\lambda(x) := (\langle \lambda_\nu, F_\nu(x) \rangle)_{\nu \in I_\delta}. \tag{17}
\]

The next result then follows directly from the definitions of local weak efficient solutions and simplified PQ-normality established in Theorem 3.9.

**Theorem 3.10.** Let \( \bar{x} \) be feasible for (1) and let Assumption 3.8 for some \( \delta \in \mathbb{N}^l \) be fulfilled. Then PQ-normality w.r.t. \( \delta \) holds at \( \bar{x} \) if and only if for every \( \lambda \in \Lambda^0(\bar{x}) \), the vector \( \bar{x} \) is a local weak efficient solution of the unconstrained vector optimization problem \( \max_{x \in \mathbb{R}^n} \varphi^\lambda(x) \) for \( \varphi^\lambda \) given by (17).

**Proof.** If there exists \( \bar{\lambda} \in \Lambda^0(\bar{x}) \) such that \( \bar{x} \) is not a local weak efficient solution of \( \max_{x \in \mathbb{R}^n} \varphi^\lambda(x) \), then \( \bar{\lambda} \neq 0 \) and there exists \( x^k \to \bar{x} \) together with some \( \nu \in I_\delta(\bar{\lambda}) \) such that \( \langle \bar{\lambda}_\nu, F_\nu(x^k) \rangle > \langle \bar{\lambda}_\nu, F_\nu(\bar{x}) \rangle \) for all \( k \in \mathbb{N} \). This shows that PQ-normality w.r.t. \( \delta \) is violated due to Theorem 3.9.

In turn, if pseudo-normality is violated, there exists \( \lambda \in \Lambda^0(\bar{x}) \setminus \{0\} \) and a sequence \( x^k \to \bar{x} \) such that \( \langle \lambda_\nu, F_\nu(x^k) - F_\nu(\bar{x}) \rangle > 0 \) for all \( \nu \in I_\delta(\bar{\lambda}) \) and all \( k \in \mathbb{N} \), which shows that \( \bar{x} \) is not a local weak efficient solution of \( \max_{x \in \mathbb{R}^n} \varphi^\lambda(x) \).

This simple observation obviously has several strong consequences. In particular, it allows one to use the standard sufficient conditions for a local weak efficient solution to obtain the following point-based second-order sufficient condition for PQ-normality w.r.t. \( \delta \) (SOSCQN(\( \delta \)).

**Corollary 3.11.** Let \( \bar{x} \) be feasible for (1) with \( F \) twice differentiable at \( \bar{x} \) and let Assumption 3.8 for some \( \delta \in \mathbb{N}^l \) be fulfilled. Then PQ-normality w.r.t. \( \delta \), in particular MSCQ, holds at \( \bar{x} \) if the following SOSCQN(\( \delta \)) is fulfilled: For every \( \bar{\lambda} \in \Lambda^0(\bar{x}) \setminus \{0\} \), every \( u \in \mathbb{R}^n \setminus \{0\} \) with \( \langle \bar{\lambda}_\nu, \nabla F_\nu(\bar{x})u \rangle = 0 \) for all \( \nu \in I_\delta(\bar{\lambda}) \) and every \( w \) with \( \langle w, u \rangle = 0 \) one has

\[
\min_{\nu \in I_\delta(\bar{\lambda})} \left( \langle \bar{\lambda}_\nu, \nabla^2 F_\nu(\bar{x})w \rangle + u^T \nabla^2 \langle \bar{\lambda}_\nu, F_\nu(\bar{x}) \rangle u \right) < 0. \tag{18}
\]

**Proof.** Consider \( \bar{\lambda} \in \Lambda^0(\bar{x}) \setminus \{0\} \) and \( \varphi^\lambda \) given by (17) and let \( z \in \mathbb{R}^n \) be arbitrary. Then

\[
\sum_{\nu \in I_\delta(\bar{\lambda})} \nabla \varphi^\lambda_{\nu}(\bar{x})z = \sum_{\nu \in I_\delta(\bar{\lambda})} \langle \bar{\lambda}_\nu, \nabla F_\nu(\bar{x})z \rangle = \langle \bar{\lambda}, \nabla F(\bar{x})z \rangle = 0, \tag{19}
\]

since \( \bar{\lambda} \in \Lambda^0(\bar{x}) \). Hence, every \( u \) with \( \nabla \varphi^\lambda_{\nu}(\bar{x})u \leq 0 \) for all \( \nu \in I_\delta(\bar{\lambda}) \) in fact fulfills \( \nabla \varphi^\lambda_{\nu}(\bar{x})u = \langle \bar{\lambda}_\nu, \nabla F_\nu(\bar{x})u \rangle = 0 \) for all \( \nu \in I_\delta(\bar{\lambda}) \). The proof thus follows from [10, Theorem 4] and Theorem 3.10.

**Remark 3.12.** Note that \( \bar{\lambda} \in \Lambda^0(\bar{x}) \) implies the validity of first-order necessary conditions for local efficient solution, \( \min_{\nu \in I_\delta(\bar{\lambda})} \langle \bar{\lambda}_\nu, \nabla F_\nu(\bar{x})w \rangle \leq 0 \) for all \( w \in \mathbb{R}^n \), as can be seen from (19).

We refer to SOSCQN(\( \delta^P \)) and SOSCQN(\( \delta^Q \)) as second-order sufficient condition for pseudo-/quasi-normality (SOSCQN and SOSCQN).

Naturally, one can also consider higher-order sufficient conditions. We indeed do so in Section 4, where we focus on pseudo-normality. Note that pseudo-normality is connected to standard maximality since \( \varphi^\lambda \) is a scalar function in that case.

The following example shows that SOSCQN on its own, in particular without Assumption 3.8 for \( \delta^P \), does not guarantee pseudo-normality and not even MSCQ.
Example 3.13. Consider $\Gamma \subset \mathbb{R}^2$ given by $\Gamma := \{ y \in \mathbb{R}^2 \mid y_2 \geq |y_1|^{3/2} \}$ and $F : \mathbb{R} \rightarrow \mathbb{R}^2$ defined by $F(x) := (x, x^2)^T$ and let $\tilde{x} := 0$. Clearly $\nabla F(\tilde{x}) = (1, 0)^T$ and $\Lambda^0(\tilde{x}) = \mathbb{R}_+(0, -1)^T$. Moreover, $\nabla^2 F(\tilde{x}) = (0, 2)$ and thus for every $\lambda \in \Lambda^0(\tilde{x}) \setminus \{0\}$ and every $u \in \mathbb{R} \setminus \{0\}$ we have $u^T \nabla^2 (\lambda, F)(\tilde{x}) u = -2u^2 < 0$, showing that SOSCPN holds at $\tilde{x}$. On the other hand, for a sequence $x_k \rightarrow 0$ we obtain $d_{F^{-1}(\Gamma)}(x_k) = |x_k|$, while

$$d_1(F(x_k)) \leq \left\| (x_k, x_k^2) - (x_k, |x_k|^{3/2}) \right\| \leq |x_k|^{3/2},$$

showing the violation of MSCQ and consequently the violation pseudo-normality as well.

We point out that the set $\Gamma$ in Example 3.13 equals $\text{epi} |\cdot|^{3/2}$ and is therefore convex, yet SOSCPN still does not imply MSCQ.

Theorem 3.14. Let $\tilde{x}$ be feasible for (1) with $F$ twice differentiable at $\tilde{x}$. Given two multi-indices $\delta \in \mathbb{N}^r, \delta' \in \mathbb{N}^{r'}$ with $\delta' \subset \delta$, assume that Assumption 3.8 for $\delta'$ is fulfilled. Then SOSCPQN($\delta$) implies SOSCPQN($\delta'$). In particular, we have SOSCPN $\Rightarrow$ SOSCPQN($\delta$) $\Rightarrow$ SOSCPQN, provided Assumption 3.8 is fulfilled for $\delta'$. 

Proof. Assuming that SOSCPQN($\delta$) holds, given $0 \neq \tilde{\lambda} \in \Lambda^0(\tilde{x}), 0 \neq u \in \mathbb{R}^n$ and arbitrary $w \in \mathbb{R}^n$, consider $\nu \in I_\delta(\tilde{\lambda})$ with

$$\langle \tilde{\lambda}_\nu, \nabla F_\nu(\tilde{x}) w \rangle + u^T \nabla^2 (\tilde{\lambda}_\nu, F_\nu)(\tilde{x}) u < 0.$$

Since $\delta' \subset \delta$, it yields the existence of index set $I_{\delta'} \subset I_{\delta'}$ such that $z_\nu = (z_\nu')_{\nu' \in I_{\delta'}}$. We obtain

$$\sum_{\nu' \in I_{\delta'}} \left( \langle \tilde{\lambda}_{\nu'}, \nabla F_{\nu'}(\tilde{x}) w \rangle + u^T \nabla^2 (\tilde{\lambda}_{\nu'}, F_{\nu'})(\tilde{x}) u \right) = \langle \tilde{\lambda}_{\nu'}, \nabla F_{\nu'}(\tilde{x}) w \rangle + u^T \nabla^2 (\tilde{\lambda}_{\nu'}, F_{\nu'})(\tilde{x}) u < 0.$$

This yields, however, that SOSCPQN($\delta'$) is fulfilled.

The second statement now follows from the obvious relation $\delta^Q \subset \delta \subset \delta^P$ valid for any $\delta$. 

The following example shows that SOSCPQ is, in fact, strictly milder than SOSCPN. Since both SOSCPQ and SOSCPN are special cases of SOSCPQN in turns out that, in general, SOSCPQ is strictly milder than SOSCPQN, and this is further strictly milder than SOSCPN. Moreover, the example demonstrates that one can effectively verify MSCQ by means of SOSCPQ even when pseudo-normality is not fulfilled.

Example 3.15. Let $\Gamma := \Gamma_1 \times \Gamma_2 \subset \mathbb{R}^2$ for two convex polyhedral sets $\Gamma_1 = \Gamma_2 := \mathbb{R}_+$ and let $F := (F_1, F_2)^T : \mathbb{R} \rightarrow \mathbb{R}^2$ for $F_1(x) := -x$ and $F_2(x) := x + x^2$ and let $\tilde{x} := 0$. In particular, Assumption 3.8 for $\delta^Q$ is fulfilled by Corollary 5.4. Clearly, $\nabla F_1(\tilde{x}) = -1$, $\nabla F_2(\tilde{x}) = 1$ and hence $\Lambda^0(\tilde{x}) = \mathbb{R}_+(1, 1)^T$.

SOSCPQ is fulfilled since for any $\lambda = (\lambda_1, \lambda_2) = \alpha(1, 1)^T$ for some $\alpha > 0$ and for $u = \pm 1$ one has $|\lambda_i \nabla F_i(\tilde{x}) u| = \alpha \neq 0$, $i = 1, 2$. In particular, quasi-normality and MSCQ follows.

On the other hand, let $\lambda := (1, 1)^T$ and consider a sequence $x_k \downarrow 0$. We obtain

$$\langle \lambda, F(x_k) - F(\tilde{x}) \rangle = -x_k + x_k + x_k^2 > 0,$$

showing the violation of pseudo-normality.

The next example shows that in general, i.e., without Assumption 3.8 for $\delta^Q$, the simplified form of quasi-normality from Lemma 3.7 does not imply metric subregularity even if we consider a convex polyhedral set $\Gamma$.

Example 3.16. Let $\Gamma \subset \mathbb{R}^2$ be convex polyhedral set given by $\Gamma := \{ y \in \mathbb{R}^2 \mid y_2 \geq y_1 \}$ and $F : \mathbb{R} \rightarrow \mathbb{R}^2$ given by $F(x) := (x, \sin x)^T$ and let $\tilde{x} := 0$. Clearly $\nabla F(\tilde{x}) = (1, 1)^T$ and we find that $\Lambda^0(\tilde{x}) = \mathbb{R}_+(1, -1)^T$. For every $\lambda = (\lambda_1, \lambda_2) = \alpha(1, -1)^T$ for some $\alpha > 0$ and every $x \in \mathbb{R}$ close to $\tilde{x}$ we have $\lambda_1(F_1(x) - F_1(\tilde{x})) = \alpha x < 0$ if $x < 0$ and $\lambda_2(F_2(x) - F_2(\tilde{x})) = -\alpha \sin x \leq 0$ if $x \geq 0$, showing that the simplified form of quasi-normality holds at $\tilde{x}$. On the other hand, for a sequence $x_k \downarrow 0$ we obtain $d_{F^{-1}(\Gamma)}(x_k) = |x_k|$, while

$$d_1(F(x_k)) \leq \|(x_k, \sin x_k) - (x_k, x_k)\| = o(|x_k|),$$

showing the violation of MSCQ.
3.3 Simplified CQs and second-order sufficient conditions: The directional case

In this subsection, we consider the directional case, where the situation is slightly different.

**Theorem 3.17.** Let \( \bar{x} \) be feasible for (1) and consider \( u \in \mathbb{R}^n \) with \( \|u\| = 1 \). Then under Assumption 3.8 for \( \delta \in \mathbb{N}^I \), PQ-normality w.r.t. \( \delta \) at \( \bar{x} \) in direction \( u \) follows provided: there exists no nonzero \( \lambda \in \Lambda^0(\bar{x};u) \) such that there exists a sequence \( x^k \to \bar{x} \) with \( (x^k - \bar{x})/\|x^k - \bar{x}\| \to u \) fulfilling (15).

**Proof.** The proof follows by the same arguments as used in the proof of Theorem 3.9. \( \square \)

In contrast to the standard case, the following example shows that the reverse implication in the above theorem is not true in general.

**Example 3.18.** Consider \( \Gamma \subset \mathbb{R}^2 \) given by \( \Gamma := \{ y \in \mathbb{R}^2 | y_2 \leq y_1^2 \} \) and \( F : \mathbb{R} \to \mathbb{R}^2 \) defined by \( F(x) := (x, x^2)^T \) and let \( \bar{x} := 0 \) and \( u := 1 \). Clearly \( \nabla F(\bar{x}) = (1,0)^T \) and \( \Lambda^0(\bar{x};1) = \Lambda^0(\bar{x}) = \mathbb{R}_+(0,1)^T \). Set \( \bar{\lambda} := (0,1)^T \) and note that any sequence \( x_k \downarrow 0 \) fulfills \( (x_k - \bar{x})/\|x_k - \bar{x}\| \to u \) as well as (15) for \( \delta^p \), since \( \langle \bar{\lambda}, F(x_k) - F(\bar{x}) \rangle = x_k^2 > 0 \).

On the other hand, for arbitrary sequence \( y_k = (y_{k,1}, y_{k,2})^T \to F(\bar{x}) = (0,0)^T \) with \( N_F(y_k) \neq \emptyset \) we have \( y_k = (y_{k,1}, y_{k,1}^2)^T \). Hence, for any \( \lambda \in \mathbb{R}_+(0,1)^T \) one has \( \langle \lambda, y_k - F(\bar{x}) \rangle = \lambda_2 y_{k,1}^2 \geq 0 \), showing that Assumption 3.8 for \( \delta^p \) is fulfilled. Moreover \( (y_{k,1}/x_k, y_{k,2}/x_k)^T = (y_k - F(\bar{x}))/\|x_k - \bar{x}\| \to \nabla F(\bar{x})/\|x_k - \bar{x}\| = (1,0)^T \) yields \( y_{k,1}/x_k \to 1 \). Then, however, we obtain

\[
\langle \lambda, F(x_k) - y_k \rangle = \lambda_2 (x_k^2 - y_{k,1}^2) = \lambda_2 x_k^2 (x_k^2 - y_{k,1}^2/x_k^2) \leq 0,
\]

showing that pseudo-normality at \( \bar{x} \) in direction \( u \) is fulfilled.

Nevertheless, the previous theorem still allows us to use sufficient conditions. Consider the following second-order sufficient condition for directional PQ-normality w.r.t. \( \delta \) (SOSCdirPQN(\( \delta \)).

**Proposition 3.19.** Let \( \bar{x} \) be feasible for (1) with \( F \) twice differentiable at \( \bar{x} \) and let Assumption 3.8 for some \( \delta \in \mathbb{N}^I \) be fulfilled. Then directional PQ-normality w.r.t. \( \delta \), in particular MSCQ, holds at \( \bar{x} \) if the following SOSCdirPQN(\( \delta \)) is fulfilled: For every \( u \in \mathbb{R}^n \) with \( \|u\| = 1 \), every \( 0 \neq \bar{\lambda} \in \Lambda^0(\bar{x};u) \) with \( \bar{\lambda}_\nu, \nabla F_\nu(\bar{x})u = 0 \), for all \( \nu \in I_\delta(\bar{\lambda}) \) and every \( w \) with \( \|w\| = 1 \) condition (19) is fulfilled.

**Proof.** Assume that directional PQ-normality w.r.t. \( \delta \) is violated. Theorem 3.17 yields the existence of \( u \in \mathbb{R}^n \), \( 0 \neq \bar{\lambda} \in \Lambda^0(\bar{x};u) \) and a sequence \( x^k \to \bar{x} \) with \( (x^k - \bar{x})/\|x^k - \bar{x}\| \to u \) such that \( \varphi_\lambda^\nu(x_k) = \varphi_\lambda^\nu(\bar{x}) > 0 \) for all \( \nu \in I_\delta(\bar{\lambda}) \) with \( \varphi_\lambda^\nu \) as in (17). Hence, by passing to a subsequence if necessary, we can assume that \( (\varphi(x_k) - \varphi(\bar{x}))/\|\varphi(x_k) - \varphi(\bar{x})\| \to p \) with \( p \geq 0 \) and \( \|p\| = 1 \), where for simplification we dropped the upper index \( \lambda \) from \( \varphi \).

By Taylor expansion, we have

\[
\frac{\|\varphi(x_k) - \varphi(\bar{x})\|}{\|x_k - \bar{x}\|^2} \frac{\varphi(x_k) - \varphi(\bar{x})}{\|\varphi(x_k) - \varphi(\bar{x})\|} = \nabla \varphi(\bar{x}) \frac{(x_k - \bar{x})}{\|x_k - \bar{x}\|^2} + \frac{(x_k - \bar{x})}{\|x_k - \bar{x}\|} \nabla^2 \varphi(\bar{x}) \frac{(x_k - \bar{x})}{\|x_k - \bar{x}\|} + o(1). \tag{20}
\]

If there exists a subsequence \( K \) such that \( \|\varphi(x_k) - \varphi(\bar{x})\|/\|x_k - \bar{x}\|^2 \to \infty \), we conclude from (20) that

\[
\frac{\varphi(x_k) - \varphi(\bar{x})}{\|\varphi(x_k) - \varphi(\bar{x})\|} = \nabla \varphi(\bar{x}) \frac{(x_k - \bar{x})}{\|x_k - \bar{x}\|} + q_k,
\]

where \( q_k \to 0 \) for \( k \in K \). Passing to a subsequence if necessary, and taking into account that \( \nabla \varphi(\bar{x})(x_k - \bar{x})/\|\varphi(x_k) - \varphi(\bar{x})\| \in \text{Im}(\nabla \varphi(\bar{x})) \) with \( \text{Im}(\nabla \varphi(\bar{x})) \) being a closed set, we conclude that \( p \in \text{Im}(\nabla \varphi(\bar{x})) \), i.e., there exists \( z \in \mathbb{R}^n \) with \( \nabla \varphi(\bar{x})z = \langle \bar{\lambda}_\nu, \nabla F_\nu(\bar{x})z \rangle \in I_\delta(\bar{\lambda}) = p \). This is, however, a contradiction with \( \|p\| = 1 \), since by \( p \geq 0 \) and (19) we obtain that \( p = 0 \).

Consequently, \( \|\varphi(x_k) - \varphi(\bar{x})\|/\|x_k - \bar{x}\|^2 \) remains bounded and by passing to a subsequence \( K \) if necessary we assume that \( \|\varphi(x_k) - \varphi(\bar{x})\|/\|x_k - \bar{x}\|^2 \to \alpha \geq 0 \). By similar arguments as before, (20) now yields the existence of \( w \) such that

\[
ap = \nabla \varphi(\bar{x})w + u^T \nabla^2 \varphi(\bar{x})u.
\]
Moreover, we can clearly take \( w \) with \( \langle w, u \rangle = 0 \) since \( \mathbb{R}^n \) is the direct sum of the span of \( u \) and its orthogonal complement, and \( \nabla \phi(x)u = 0 \) by \( 20 \). The assumed SSOSCdirPQN(\( \delta \)) now yields the existence of \( \nu \in I_0(\bar{\lambda}) \) with \( p_\nu < 0 \), a contradiction. This completes the proof. \( \square \)

In the definition of SOSCdirdirPQN(\( \delta \)) we explicitly assume \( \langle \bar{\lambda}_\nu, \nabla F_{\nu}(\bar{x})u \rangle = 0 \) for all \( \nu \in I_0(\bar{\lambda}) \) in order to make it clear that SOSCdirdirPQN(\( \delta \)) is indeed milder than SOSCPQN(\( \delta \)). In fact we can omit it from the assumption since it actually follows from \( \bar{\lambda} \in \Lambda^0(\bar{x}; u) \).

Naturally, the higher-order approach can be utilized here as well. As before, we will refer to SOSCdirdirPQN(\( \delta \)) and SOSCdirdirQPQN(\( \delta \)) as second-order sufficient condition for directional pseudo/quasi-normality (SOSCdirPN and SOSCdirQN).

The following directional counterpart of Theorem 3.14 follows by the same arguments.

**Theorem 3.20.** Let \( \bar{x} \) be feasible for \( 1 \) with \( F \) twice differentiable at \( \bar{x} \). Given two multiindexes \( \delta \in \mathbb{N}^l, \delta' \in \mathbb{N}^l' \) with \( \delta' \subset \delta \), assume that Assumption 3.8 for \( \delta' \) is fulfilled. Then SOSCdirdirPQN(\( \delta \)) implies SOSCdirdirPQN(\( \delta' \)). In particular, we have SOSCMS \( \Rightarrow \) SOSCdirdirPQN(\( \delta \)) \( \Rightarrow \) SOSCdirdirQN, provided Assumption 3.8 is fulfilled for \( \delta' \).

We point out here that, unlike in the non-directional case, we could not find an example to show that the above implications can be indeed strict.

**3.4 Summary**

We now summarize our findings of this section: We introduced several new constraint qualifications for the general program \( 1 \) by considering directional versions of the well-established pseudo- and quasi-normality, respectively. In addition, we introduced the new concept of PQ-normality, together with its directional counterpart, that unifies the two standard CQs. In our study we obtained novel, improved results for the metric subregularity constraint qualification (MSCQ) and we established intriguing connections among the well-known CQs and the new ones.

In the following diagram, we summarize the relations between the various constraint qualifications weaker than metric regularity (GMFCQ) that imply metric subregularity. The point-based conditions are naturally of primary interest and are hence emphasized in double-framed boxes. Note that pseudo- and quasi-normality are included as special cases of PQ-normality for \( \delta^P \) and \( \delta^Q \).

![Diagram](image)

**Figure 1.** Constraint qualifications for GMP \( 1 \).

A few comments on the above diagram are in order.
NEW VERIFIABLE SUFFICIENT CONDITIONS FOR METRIC SUBREGULARITY

4 Programs with disjunctive constraints

In this section we study a special case of problem (1) in which the set $\Gamma$ is disjunctive, which means that it can be written as a union of finitely many polyhedra, i.e.,

$$\Gamma = \bigcup_{\ell=1}^{N} \Gamma^{\ell} \text{ with } \Gamma^{\ell} \subset \mathbb{R}^{d} \text{ convex polyhedral},$$

where we refer the reader to Section 4.1 for a definition of convex polyhedral set. Subsequently, we call problem (1) with $\Gamma$ disjunctive (in the sense of (21)) as a (mathematical) program with disjunctive constraints or simply a disjunctive program. For the readers convenience we recall here that disjunctive programs were studied in several papers [22, 25, 4] and in the thesis [5]. The most prominent examples of disjunctive programs are provided by the aforementioned classes of MPCCs, MPVCs, MPrCCs, MPrPCs and MPSCs, see Section 1. Dropping standard constraints for brevity, all of these programs exhibit the general form

$$\min_{x \in \mathbb{R}^{n}} f(x) \quad \text{s.t.} \quad (G_{i}(x), H_{i}(x)) \in \overline{\Gamma} \ (i \in V),$$

where $f, G_{i}, H_{i} : \mathbb{R} \rightarrow \mathbb{R}$ are continuously differentiable, $V$ is a finite index set and $\overline{\Gamma}$ is given by

(a) (complementarity constraints)

$$\overline{\Gamma} := \Gamma_{CC} := \{(a, b) \mid ab = 0, a, b \geq 0\} = (\mathbb{R}_{+} \times \{0\}) \cup \{0\} \times \mathbb{R}_{+};$$

(b) (vanishing constraints)

$$\overline{\Gamma} := \Gamma_{VC} := \{(a, b) \mid ab \leq 0, a \geq 0\} = (\mathbb{R}_{-} \times \mathbb{R}_{+}) \cup (\mathbb{R}_{+} \times \{0\});$$

(c) (relaxed cardinality constraints)

$$\overline{\Gamma} := \Gamma_{rCC} := \{(a, b) \mid ab = 0, b \in [0, 1]\} = (\mathbb{R} \times \{0\}) \cup \{0\} \times [0, 1];$$

(d) (relaxed probabilistic constraints)

$$\overline{\Gamma} := \Gamma_{rPC} := \{(a, b) \mid ab \leq 0, b \in [0, 1]\} = (\mathbb{R}_{-} \times [0, 1]) \cup (\mathbb{R}_{+} \times \{0\});$$

(e) (switching constraints)

$$\overline{\Gamma} := \Gamma_{SC} := \{(a, b) \mid ab = 0\} = (\mathbb{R} \times \{0\}) \cup \{0\} \times \mathbb{R},$$

Clearly, $\Gamma_{CC}, \Gamma_{VC}, \Gamma_{rCC}, \Gamma_{rPC}$ and $\Gamma_{SC}$ are disjunctive, rendering the resulting optimization problem a disjunctive program. We point out that there is generally not a unique way to write the disjunctive sets in (a)-(e) as a union of convex polyhedral sets. For instance, $\Gamma_{VC}$ can be alternatively written as $\Gamma_{VC} = (\mathbb{R}_{-} \times \mathbb{R}_{+}) \cup (\mathbb{R} \times \{0\}).
The main finding of this section is to show that the crucial Assumption 3.8 is automatically fulfilled for disjunctive programs. In addition, we also prove that directional pseudo-normality does not only imply, but is in fact equivalent to its simplified form from Theorem 3.17, which suggests that our sufficient conditions are not too restrictive. Recall that Example 3.18 shows that, in general, the simplified form is strictly stronger. For these purposes, we commence our study with a preliminary section on the variational geometry of convex polyhedral sets and how these extend to a more general setting.

4.1 Key properties of convex polyhedral sets

Recall that a set is said to be convex polyhedral (or a convex polyhedron) if it is the intersection of finitely many closed half-spaces. In particular, for a convex polyhedron \( P \subset \mathbb{R}^s \) there exist \( p \in \mathbb{N} \) and \( a_j \in \mathbb{R}^s, \beta_j \in \mathbb{R} \) \((j = 1, \ldots, p)\) such that

\[
P = \{ y \mid \langle a_j, y \rangle \leq \beta_j \ (j = 1, \ldots, p) \}.
\]

Clearly, every convex polyhedron is closed. Due to convexity of \( P \), the regular and limiting normal cone to \( P \) coincide with the classical normal cone of convex analysis, see (3). Given \( y \in P \), we have

\[
N_P(y) = \left\{ \sum_{j \in J(y)} \lambda_j a_j \mid \lambda_j \geq 0 \right\},
\]

where \( J(y) := \{ j \in \{1, \ldots, p\} \mid \langle a_j, y \rangle = \beta_j \} \), i.e., the normal cone of \( P \) at \( y \) is the convex cone generated by \( \{ a_j \mid j \in J(y) \} \), see e.g. [34, p. 67]. Therefore, there is only a finite number of different normal cones induced by a convex polyhedral set, in fact, this number is bounded by \( p! \) (as there can be at most \( p! \) active sets in \( \{1, \ldots, p\} \)).

We will make use of the essential properties of convex polyhedra. The first one is the well-known exactness of tangent approximation, see [52, Exercise 6.47]: Given a convex polyhedron \( P \), for any \( \bar{y} \in P \) there exists a neighborhood \( U \) of \( \bar{y} \) such that

\[
P \cap U = (\bar{y} + T_P(\bar{y})) \cap U. \tag{23}
\]

In particular, taking into account [55, Exercise 6.44], one has

\[
N_P(\bar{y}) = N_{T_P(\bar{y})}(0).
\]

The second property is closely related to Assumption 3.8 as stated in the following lemma, part (ii).

**Lemma 4.1.** Let \( P \subset \mathbb{R}^s \) be closed and convex, let \( \{y^k \in P\} \to \bar{y} \) and \( \{\lambda^k \in N_P(y^k)\} \to \bar{\lambda} \). Then there exists a subsequence \( K \subset \mathbb{N} \) such that the following hold:

(i) We have \( \langle \bar{\lambda}, y^k - \bar{y} \rangle \leq 0 \) for all \( k \in K \);

(ii) Moreover, if \( P \) is polyhedral then \( \langle \bar{\lambda}, y^k - \bar{y} \rangle = 0 \) for all \( k \in K \).

**Proof.** (i) Taking the limit in \( \lambda^k \in N_P(y^k) \) yields \( \bar{\lambda} \in N_P(\bar{y}) \). In particular, as \( y^k \in P \) we get \( \langle \bar{\lambda}, y^k - \bar{y} \rangle \leq 0 \ (k \in \mathbb{N}) \).

(ii) Recall from the discussion above, that for a convex polyhedral set there are only finitely many different normal cones. Hence, there exists a subsequence \( K \subset \mathbb{N} \) such that \( N_P(y^k) \equiv N \) for all \( k \in K \) and some closed convex cone \( N \). Consequently, from \( \lambda^k \in N_P(y^k) \) we obtain \( \bar{\lambda} \in N = N_P(y^k) \) and hence \( \langle \bar{\lambda}, y^k - \bar{y} \rangle \geq 0 \) due to convexity of \( P \) and \( \bar{y} \in P \).

The above lemma immediately yields that Assumption 3.8 for the multi-index \( \delta^P := d \) is fulfilled at every feasible point for program (1) with convex polyhedral \( \Gamma \), regardless of the constraint mapping \( F \). However, since we are not primarily interested in this convex polyhedral setting, we now state the desirable properties from [23] and Lemma 4.1 (ii) in a general form. To this end, given an arbitrary closed set \( C \subset \mathbb{R}^d \) and \( \bar{y} \in C \), consider the following condition:

\[
\exists U(\bar{y}) : \ C \cap U(\bar{y}) = (\bar{y} + T_C(\bar{y})) \cap U(\bar{y}), \tag{P1}
\]
where $U(\bar{y})$ denotes a neighborhood of $\bar{y}$. Moreover, given also a multi-index $\delta \in \mathbb{N}^d$ with $|\delta| = d$ and $\bar{\lambda} \in \mathbb{R}^d$, consider the condition:

\[
\forall \{y^k \in C\} \rightarrow \bar{y}, \{\lambda^k \in \tilde{N}_C(y^k)\} \rightarrow \bar{\lambda}, \exists K \subset \mathbb{N} : \langle \lambda^k, y^k - \bar{y} \rangle = 0 (\nu \in I_\delta, k \in K), \quad \text{(P2)}
\]

where $K$ is a subsequence of $\mathbb{N}$. Note that (P2) is automatically fulfilled if $\bar{\lambda} \notin N_C(\bar{y})$. We will repeatedly refer to these conditions in the subsequent study and hence we formulated it for an arbitrary multi-index $\delta$. Clearly, if $\bar{x}$ is feasible for (1) and $\Gamma$ satisfies (P2) for $\delta$, $\bar{y} = F(\bar{x})$ and every multiplier $\bar{\lambda} \in N_{\Gamma}(F(\bar{x}))$, then Assumption 3.8 for $\delta$ is fulfilled at $\bar{x}$.

Motivated by the disjunctive setting in [21], for the remainder of our study we deal with sets generated by unions and, in addition, Cartesian products of convex polyhedra (see the product setting in Section 5). Hence, we now examine properties (P1) and (P2) under these set operations on convex polyhedra.

Consider first a collection of closed sets $C^i \subset \mathbb{R}^d$ for $i = 1, \ldots, q$ and set $C := \bigcup_{i=1}^q C^i$. We start with some elementary observations about tangent and normal cones. To this end, for $y \in C$, let us denote $\mathcal{I}(y) := \{i \in \{1, \ldots, q\} \mid y \in C^i\}$ and observe that, by the definition of the tangent cone, we have

\[
T_C(y) = \bigcup_{i \in \mathcal{I}(y)} T_{C^i}(y),
\]

hence, by polarization

\[
\tilde{N}_C(y) = \bigcap_{i \in \mathcal{I}(y)} \tilde{N}_{C^i}(y).
\]

This yields the following elementary estimate which could also be derived from the more general result [6, Proposition 3.1].

**Lemma 4.2** (Elementary estimate for normal cone of union). Let $C = \bigcup_{i=1}^q C^i$ with $C^i \subset \mathbb{R}^d$ ($i = 1, \ldots, q$) closed and let $y \in C$. Then

\[
N_C(y) \subset \bigcup_{i \in \mathcal{I}(y)} N_{C^i}(y).
\]

**Proof.** Let $\lambda \in N_C(y)$. Then there exists $y^k \in C$ with $y^k \rightarrow y$ and $\lambda^k \in \tilde{N}_C(y^k)$ with $\lambda^k \rightarrow \lambda$. By (23), for all $k \in \mathbb{N}$ and $i \in \mathcal{I}(y^k)$ we have $\lambda^k \in \tilde{N}_{C^i}(y^k)$. By closedness of the $C^i$, we have $\mathcal{I}(y^k) \subset \mathcal{I}(y)$ for all $k \in \mathbb{N}$ sufficiently large. Hence by finiteness of $\mathcal{I}(y)$ we can assume that there exists $j \in \mathcal{I}(y)$ and a subsequence $K \subset \mathbb{N}$ such that

\[
\lambda^k \in \tilde{N}_{C^j}(y^k) \quad (k \in K),
\]

and we conclude $\lambda \in N_{C^j}(y)$.

On the other hand, consider now $C = \prod_{i=1}^r C_i$, where $C_i \subset \mathbb{R}^{d_i}$ is closed for $i = 1, \ldots, r$ and let $y = (y_1, \ldots, y_r) \in C$. By [55, Proposition 6.41], we have

\[
\tilde{N}_C(y) = \prod_{i=1}^r \tilde{N}_{C_i}(y_i) \quad \text{and} \quad N_C(y) = \prod_{i=1}^r N_{C_i}(y_i).
\]

Note that for the tangent cones, [55, Proposition 6.41] in general yields only the inclusion $T_C(y) \subset \prod_{i=1}^r T_{C_i}(y_i)$. It can be easily seen, however, that

\[
T_C(y) = \prod_{i=1}^r T_{C_i}(y_i)
\]

holds, provided $C_i$ satisfies (P1) at $\bar{y}_i$ for all $i = 1, \ldots, r$. Indeed, for $\nu = (\nu_i) \in \prod_{i=1}^r T_{C_i}(y_i)$ we readily obtain from (P1) for every $i = 1, \ldots, r$ the existence of $\alpha_i > 0$ such that $y_i + \alpha_i \nu_i \in C_i$ holds for all $\alpha \leq \alpha_i$. Taking $\bar{\alpha} := \min \alpha_i$, $y + \alpha v \in C$ for all $\alpha \leq \bar{\alpha}$ and $v \in T_C(y)$ follows.

Next we show that conditions (P1) and (P2) are preserved under unions and products, where (P2) is preserved under products with the obvious modifications of multi-index, point and multiplier.
Proposition 4.3. Let \( C = \bigcup_{i=1}^{q} C^i \) with \( C^i \subset \mathbb{R}^d \) \( (i = 1, \ldots, q) \) closed and let \( \vec{y} \in C \).

(i) If \( C^i \) satisfies \([P_1]\) at \( \vec{y} \) for all \( i \in \mathcal{I}(\vec{y}) \), then \( C^i \) also satisfies \([P_1]\) at \( \vec{y} \).

(ii) If \( C^i \) satisfies \([P_2]\) for some multi-index \( \delta \), the point \( \vec{y} \) and some \( \lambda^k \) for all \( i \in \mathcal{I}(\vec{y}) \), then \( C^i \) also satisfies \([P_2]\) for \( \delta, \vec{y} \) and \( \lambda^k \).

Proof. Denoting \( U^i(\vec{y}) \) for \( i \in \mathcal{I}(\vec{y}) \) the neighborhoods given by the assumption (i) and taking into account \([24]\), the first statement follows easily by setting \( U(\vec{y}) := \bigcap_{i \in \mathcal{I}(\vec{y})} U^i(\vec{y}) \cap \hat{U}(\vec{y}) \), where \( \hat{U}(\vec{y}) \) is a neighborhood of \( \vec{y} \) such that \( C \cap \hat{U}(\vec{y}) = \bigcup_{i \in \mathcal{I}(\vec{y})} C^i \cap \hat{U}(\vec{y}) \). Clearly, the existence of \( \hat{U}(\vec{y}) \) is guaranteed by the closedness of \( C^i \) \( (i \notin \mathcal{I}(\vec{y})) \).

In order to prove (ii), consider sequences \( \{y^k \in C\} \to \vec{y} \) and \( \{\lambda^k \in \hat{N}_C(y^k)\} \to \lambda \). By the proof of Lemma \([4, 2]\), we obtain the existence of \( j \in \mathcal{I}(\vec{y}) \) and a subsequence \( K \subset \mathbb{N} \) such that

\[ \lambda^k \in \hat{N}_C(y^k) \quad (k \in K). \]

The assumption now yields the existence of a subsequence \( K \subset K \) such that \( \langle \lambda^k, y^k - \vec{y} \rangle = 0 \) for \( \nu \in I_3 \) and \( k \in K \).

Recall that if \( \lambda \not\in \hat{N}_C(y) \) for some \( i \in \mathcal{I}(\vec{y}) \), then \( C^i \) automatically satisfies \([P_2]\).

Proposition 4.4. Let \( C = \prod_{i=1}^{r} C_i \) with \( C_i \subset \mathbb{R}^d \) \( (i = 1, \ldots, r) \) closed and \( \vec{y} = (y_1, \ldots, y_r) \in C \).

(i) If \( C_i \) satisfies \([P_1]\) at \( y_i \) for all \( i = 1, \ldots, r \), then \( C \) satisfies \([P_1]\) at \( \vec{y} \).

(ii) If \( C_i \) satisfies \([P_2]\) for multi-index \( \delta_i \) with \( |\delta_i| = d_i \), the point \( y_i \) and \( \lambda_i \) for all \( i = 1, \ldots, r \), then \( C \) satisfies \([P_2]\) for \( \delta = (\delta_1, \ldots, \delta_r) \), \( \vec{y} \) and \( \lambda = (\lambda_1, \ldots, \lambda_r) \).

Proof. Denoting by \( U_i(y_i) \) \( (i = 1, \ldots, r) \) the neighborhoods given by the assumption in (i), the first statement follows by simply setting \( U(\vec{y}) := \prod_{i=1}^{r} U_i(y_i) \) and applying \([27]\).

In order to prove (ii), consider sequences \( \{y^k \in C\} \to \vec{y} \) and \( \{\lambda^k \in \hat{N}_C(y^k)\} \to \lambda \). By \([26]\), we have \( \lambda^k \in \hat{N}_C(y^k) \) for every \( i = 1, \ldots, r \) and \( k \in \mathbb{N} \). By assumption, there exists a subsequence \( K_1 \subset \mathbb{N} \) with \( \langle \lambda^k_{1,nu}, y^k_{1,nu} - \bar{y}_{1,nu} \rangle = 0 \) \( (nu \in I_3, k \in K_1) \). Consequently, by assumption, there exists a subsequence \( K_2 \subset \mathbb{N} \) such that \( \langle \lambda^k_{2,nu}, y^k_{2,nu} - \bar{y}_{2,nu} \rangle = 0 \) \( (nu \in I_3, k \in K_2) \). Repeating this argument \( r - 1 \) times, we find that there exists a subsequence \( K(= K_r) \) such that \( \langle \lambda^k_{i,nu}, y^k_{i,nu} - \bar{y}_{i,nu} \rangle = 0 \) \( (nu \in I_3, k \in K) \) for all \( i = 1, \ldots, r \). This proves the statement.

We conclude this subsection by showing that not only the program \([1]\) with \( \Gamma \) fulfilling properties \([P_1] \) and \([P_2]\) automatically satisfies the crucial Assumption \([3.8]\), but moreover, directional PQ-normality is equivalent to its simplified counterpart in this case. We point out that this result is the very foundation for all remaining results of the paper.

Proposition 4.5. Let \( \vec{x} \) be feasible for \([1]\) with \( \Gamma \) closed and satisfying \([P_1]\) at \( \vec{y} = F(\vec{x}) \) as well as \([P_2]\) for some multi-index \( \delta \), the point \( \vec{y} = F(\vec{x}) \) and every multiplier \( \lambda \in N_{\Gamma}(F(\vec{x})) \). Then Assumption \([3.8]\) for \( \delta \) is fulfilled at \( \vec{x} \) and, moreover, (directional) PQ-normality w.r.t. \( \delta \) at \( \vec{x} \) is equivalent to its simplified form \([15]\) from Theorem \([3.9, 3.17]\).

Proof. Assumption \([3.8]\) for \( \delta \) at \( \vec{x} \in X \) follows from \([P_2]\) for \( \Gamma \) with \( \delta \) at \( \vec{y} = F(\vec{x}) \in \Gamma \). Hence, the statement for the nondirectional version follows from Theorem \([3.9]\). Similarly, the implication from the directional simplified form to directional PQ-normality follows from Theorem \([3.17]\).

It remains to show that PQ-normality w.r.t. \( \delta \) in direction \( u \) implies its simplified form. We do this by contraposition, so let us assume that there exists \( \lambda \in \Lambda^0(\vec{x}; u) \setminus \{0\} \) and \( x^k \to \vec{x} \) such that \( (x^k - \vec{x})/\|x^k - \vec{x}\| \to u \) and

\[ \langle \lambda, F(\vec{x}) + t_k w^k \rangle > 0 \quad \text{for} \quad \nu \in I_3(\vec{x}), \quad (k \in \mathbb{N}). \]

By the definition of the directional normal cone, there exists \( \{t_k\} \downarrow 0 \) and \( \{w^k\} \to \nabla F(\vec{x}) u \) as well as \( \{\lambda^k \in \tilde{N}_\Gamma(F(\vec{x}) + t_k w^k)\} \to \lambda \). Taking into account \([P_1]\) together with \([55]\), Exercise 6.44] we obtain

\[ \lambda^k \in \tilde{N}_\Gamma(F(\vec{x}) + t_k w^k) = \tilde{N}_{F(\vec{x}) + T_\Gamma(F(\vec{x}))}(F(\vec{x}) + t_k w^k) \subset \tilde{N}_{T_\Gamma(F(\vec{x}))}(t_k w^k) \]

\[ = \tilde{N}_{T_\Gamma(F(\vec{x}))}(\alpha w^k) = \tilde{N}_{\Gamma-F(\vec{x})}(F(\vec{x}) + \alpha w^k - F(\vec{x})) \subset \tilde{N}_{\Gamma}(F(\vec{x}) + \alpha w^k). \]
for any $\alpha > 0$ sufficiently small. Hence by setting $y^k := F(\bar{x}) + \|x^k - \bar{x}\| w^k$ we conclude $\lambda^k \in \bar{N}_T(y^k)$. Moreover, \eqref{P2} for $\delta$ yields that, by passing to a subsequence if necessary, we may take $y^k$ such that $\langle \lambda^k, y^k - y^\nu \rangle = 0$, for all $\nu \in I_\delta$ and $k \in \mathbb{N}$. Consequently, we obtain
\[
\langle \lambda^k, F_\nu(x^k) - y^k \rangle = \langle \lambda^k, F_\nu(x^k) - F_\nu(\bar{x}) \rangle > 0.
\]
Finally, $(y^k - F(\bar{x}))/\|x^k - \bar{x}\| = w^k \to \nabla F(\bar{x})u$, showing the violation of PQ-normality w.r.t. $\delta$ in direction $u$ and the proof is complete. \hfill $\square$

### 4.2 Pseudo-normality for disjunctive programs

The desired results for the disjunctive setting \eqref{21} can be viewed as a simple corollary of our analysis in Section 4.1. Indeed, Proposition 4.3 yields that a disjunctive set $\Gamma$ satisfies properties \eqref{P1} and \eqref{P2}. In particular, due to \eqref{P1}, the endeavor of computing the normal cone to disjunctive $\Gamma$ at some point can be reduced to computing the normal cone to a union of finitely many polyhedral cones at zero, i.e.,
\[
N_r(\bar{y}) = \bigcup_{i=1}^{n} T_{r_i}(\bar{y}) (0) = N_{T_r}(y(0)),
\]
see \cite[p. 59]{33}. More importantly, we can derive the following corollary from Proposition 4.5.

**Corollary 4.6.** Let $\Gamma$ be disjunctive in the sense of \eqref{21}. Then $\Gamma$ satisfies \eqref{P1} at every point $\bar{y} \in \Gamma$ as well as \eqref{P2} for the multi-index $\delta' := d$ at every point $\bar{y}$ and every $\lambda$. In particular, Assumption 3.8 for $\delta' = d$ is fulfilled at every feasible point $\bar{x}$ for disjunctive programs. Moreover, (directional) pseudo-normality at $\bar{x}$ is equivalent to its simplified form: (for any $u \in \mathbb{R}^n$ with $\|u\| = 1$) there exists no nonzero $\bar{\lambda} \in \Lambda^0(\bar{x})$ such that there exists a sequence $x^k \to \bar{x}$ (with $(x^k - \bar{x})/\|x^k - \bar{x}\| \to u$) fulfilling
\[
\langle \bar{\lambda}, F(x^k) - F(\bar{x}) \rangle > 0 \quad (k \in \mathbb{N}).
\] (28)

We strongly emphasize that Corollary 4.6 clearly yields that the various definitions of pseudo-normality used in the literature stem from the same concept. In the general setting \eqref{1}, pseudo-normality contains the additional sequence $\{y^k\}$, but in the special cases of disjunctive programs it reduces to the simplified version without $\{y^k\}$.

Corollary 4.6 also allows us to use all the sufficient conditions for pseudo-normality, hence also for MSCQ, studied in Section 3. These conditions now take on simpler forms since the vector optimization techniques reduce to standard optimization in the disjunctive setting. This can be seen from \cite{28}, which yields that pseudo-normality of $\bar{x}$ is equivalent to $\bar{x}$ being a local maximizer of $\langle \bar{\lambda}, F(x) \rangle$ for all $\bar{\lambda} \in \Lambda^0(\bar{x})$, cf. Theorem 3.10. In particular, the second-order sufficient conditions from Corollary 3.11 and Theorem 3.19 read as follows.

**Corollary 4.7.** Let $\bar{x}$ be feasible for \eqref{1} with $\Gamma$ disjunctive and $F$ twice differentiable at $\bar{x}$. Consider the following two conditions:

(i) *second-order sufficient condition for pseudo-normality (SOSCPN):* For every $0 \neq \bar{\lambda} \in \Lambda^0(\bar{x})$ and every $0 \neq u \in \mathbb{R}^n$ one has
\[
u^T \nabla^2 \langle \bar{\lambda}, F \rangle(\bar{x}) u < 0; \tag{29}
\]

(ii) *second-order sufficient condition for directional pseudo-normality (SOSCDirPN):* For every $u \in \mathbb{R}^n$ with $\|u\| = 1$ and every $0 \neq \bar{\lambda} \in \Lambda^0(\bar{x}; u)$ one has \eqref{29}.

Then condition (i) (condition (ii)) implies (directional) pseudo-normality at $\bar{x}$. In particular, either of the two conditions implies MSCQ at $\bar{x}$.

Clearly, affine $F$ can never fulfill the strict inequality of SOSCPN. The required maximality of $\bar{x}$ expressed in \cite{28} can be secured nonetheless.

**Corollary 4.8.** Let $\bar{x}$ be feasible for \eqref{1} with $\Gamma$ disjunctive. If $F$ is affine then pseudo-normality, and consequently also MSCQ, holds at $\bar{x}$.

**Proof.** For $F$ affine we have $F(x) = F(\bar{x}) + \nabla F(\bar{x})(x - \bar{x})$ for all $x \in \mathbb{R}^n$. Hence, taking into account $\lambda \in \Lambda^0(\bar{x})$ we find that
\[
\langle \lambda, F(x) - F(\bar{x}) \rangle = \langle \nabla F(\bar{x})^T \lambda, x - \bar{x} \rangle = 0,
\]
showing that $\hat{x}$ is a local maximizer of $\langle \hat{\lambda}, F(x) \rangle$ and pseudo-normality thus follows. \hfill \qed

We point out the that the sufficiency of $\text{SOSCdirPN}$ for MSCQ established in Corollary 4.7 corresponds to the sufficiency of Gfrerer’s $\text{SOSCMS}$ for MSCQ (Proposition 2.8 (iii)). In turn, Corollary 4.8 corresponds to Robinson’s result (Proposition 2.8 (iv)). Hence, by employing the notion of (directional) pseudo-normality and its sufficiency for MSCQ, we found new proofs for these highly important results. Moreover, the notion of directional quasi-normality, our weakest CQ that implies MSCQ by Theorem 3.6 unifies all sufficient conditions for MSCQ from Proposition 2.8.

### 4.3 Higher-order conditions

Our approach enables us to extend the above results by means of higher-order analysis. To this end, we rely once more on the notion of multi-indices. First, we introduce the following standard notation: Given $\alpha = (\alpha_1, \ldots, \alpha_n) \in \mathbb{N}^n$ and $x = (x_1, \ldots, x_n) \in \mathbb{R}^n$ we set

$$|\alpha| := \alpha_1 + \ldots + \alpha_n, \quad \alpha! := \alpha_1! \ldots \alpha_n!, \quad x^\alpha := x_1^{\alpha_1} \ldots x_n^{\alpha_n}.$$  

Given a function $g : \mathbb{R}^n \rightarrow \mathbb{R}$, $m$-times differentiable at $\bar{x}$, and $\alpha \in \mathbb{N}^n$ with $|\alpha| \leq m$ we set

$$D^\alpha g(\bar{x}) = \frac{\partial^{|\alpha|} g(\bar{x})}{\partial x_1^{\alpha_1} \ldots \partial x_n^{\alpha_n}}.$$  

Note that $q! \sum_{|\alpha|=q} D^\alpha g(\bar{x}) w^\alpha$ for some $q \leq m$, $w \in \mathbb{R}^n$ corresponds to value $A(w, \ldots, w)$ of the multilinear mapping $A$ of $q$ arguments that represents the $q$-th derivative.

**Corollary 4.9.** Let $\bar{x}$ be feasible for a disjunctive program with $F$ being $m$-times differentiable at $\bar{x}$. Consider the following two conditions:

(i) for every $0 \neq \bar{\lambda} \in \Lambda^0(\bar{x})$, $q < m$, $w \in \mathbb{R}^n$ and all $0 \neq u \in \mathbb{R}^n$ one has

$$\sum_{|\alpha|=q} D^\alpha \langle \bar{\lambda}, F(\bar{x}) \rangle \frac{w^\alpha}{\alpha!} \leq 0 \quad \text{and} \quad \sum_{|\alpha|=m} D^\alpha \langle \bar{\lambda}, F(\bar{x}) \rangle \frac{w^\alpha}{\alpha!} < 0; \quad (30)$$

(ii) for every $u \in \mathbb{R}^n$ with $\|u\| = 1$, $0 \neq \bar{\lambda} \in \Lambda^0(\bar{x}; u)$, $q < m$ and all $w \in \mathbb{R}^n$ one has $[30]$. Then condition (i) (condition (ii)) implies (directional) pseudo-normality at $\bar{x}$. In particular, either of the two conditions implies MSCQ at $\bar{x}$.

**Proof.** Both statements follows from the same arguments, namely, given $0 \neq \bar{\lambda} \in \Lambda^0(\bar{x})$ and $q < m$ and setting $u_k := (x^{k} - \bar{x})/\|x^{k} - \bar{x}\|$, Taylor expansion together with (30) yield

$$\langle \bar{\lambda}, F(x^{k}) - F(\bar{x}) \rangle = \sum_{1 \leq |\alpha| \leq m} D^\alpha \langle \bar{\lambda}, F(\bar{x}) \rangle \frac{(x^{k} - \bar{x})^\alpha}{\alpha!} + o(\|x^{k} - \bar{x}\|^m) \leq \|x^{k} - \bar{x}\|^m \left( \sum_{|\alpha|=m} D^\alpha \langle \bar{\lambda}, F(\bar{x}) \rangle \frac{w^\alpha}{\alpha!} u_k^\alpha + o(1) \right) < 0.$$  

\hfill \qed

Similarly as in the case of affine $F_i$, the strict inequality of the above higher-order sufficient conditions does not have to be fulfilled, as long as $F$ has polynomial structure, i.e., for every $i = 1, \ldots, d$, and every $x$, we have

$$F_i(x) = \sum_{|\alpha| \leq m} c_{i,\alpha} x^\alpha \quad (31)$$

for some $m \in \mathbb{N}$, denoting the degree of $F$, and $c_{i,\alpha} \in \mathbb{R}$. We point out that one actually has $c_{i,\alpha} = D^\alpha F_i(0)/\alpha!$ and (31) can be equivalently rewritten as

$$F_i(x) = \sum_{|\alpha| \leq m} \frac{D^\alpha F_i(\bar{x})}{\alpha!} (x - \bar{x})^\alpha \quad (32)$$

for arbitrary $\bar{x} \in \mathbb{R}^n$. 

Corollary 4.10. Let \( \bar{x} \) be feasible for a disjunctive program with \( F \) being polynomial of degree \( m \), i.e., given by \( \text{(31)} \). Consider the following two conditions:

(i) for every \( 0 \neq \bar{\lambda} \in \Lambda^0(\bar{x}) \), \( q \leq m \), and for all \( w \in \mathbb{R}^n \) one has

\[
\sum_{|\alpha|=q} \frac{D^\alpha (\bar{\lambda}, F)(\bar{x})}{\alpha!} w^\alpha \leq 0; \tag{33}
\]

(ii) for every \( u \in \mathbb{R}^n \) with \( ||u|| = 1 \), \( 0 \neq \bar{\lambda} \in \Lambda^0(\bar{x}; u) \), \( q \leq m \), and for all \( w \in \mathbb{R}^n \) one has \( \text{(33)} \).

Then condition (i) (condition (ii)) implies (directional) pseudo-normality at \( \bar{x} \). In particular, either of the two conditions implies MSCQ at \( \bar{x} \).

Proof. Denoting \( c_\alpha := (c_{1,\alpha}, \ldots, c_{d,\alpha}) \) and taking into account \( \text{(32)} \), for any \( \bar{\lambda} \neq 0 \), one has

\[
\langle \bar{\lambda}, F(x) \rangle = \sum_{|\alpha| \leq m} \langle \bar{\lambda}, c_\alpha \rangle x^\alpha = \sum_{|\alpha| \leq m} \frac{D^\alpha (\bar{\lambda}, F)(\bar{x})}{\alpha!} (x - \bar{x})^\alpha
\]

for every \( x \). Hence, given \( 0 \neq \bar{\lambda} \in \Lambda^0(\bar{x}) \) and \( q \leq m \), both statements follows from \( \text{(33)} \) since

\[
\langle \bar{\lambda}, F(x) - F(\bar{x}) \rangle = \sum_{1 \leq |\alpha| \leq m} \frac{D^\alpha (\bar{\lambda}, F)(\bar{x})}{\alpha!} (x - \bar{x})^\alpha \leq 0.
\]

\( \square \)

Of course the above higher-order conditions are sufficient for pseudo-normality and MSCQ also for general programs \( \text{(1)} \) fulfilling Assumption \( \text{(3.8)} \) for \( \delta^p \).

4.4 Summary and example for the disjunctive case

For the sake of completeness, we summarize the sufficient conditions for pseudo-normality and MSCQ in the disjunctive setting in the following theorem. Recall that the penalty function \( P_\alpha \) given by \( \text{(8)} \) for \( \Gamma \) disjunctive in the sense of \( \text{(21)} \) reads

\[
P_\alpha = f + \alpha \min_{\ell=1,\ldots,N} d_{\Gamma^\ell \circ F} \quad (\alpha > 0). \tag{34}
\]

Theorem 4.11 (Sufficient conditions for pseudo-normality, MSCQ and exact penalization). Consider \( \text{(1)} \) with \( \Gamma \) disjunctive in the sense of \( \text{(21)} \) and a feasible point \( \bar{x} \). Then any of the conditions from Propositions 4.3 and Corollaries 4.7 and 4.9 implies (directional) pseudo-normality and MSCQ at \( \bar{x} \). In particular, each of them implies exactness of the penalty function \( P_\alpha \) from \( \text{(34)} \) and \text{M-stationarity} of \( \bar{x} \), provided \( \bar{x} \) is a local minimizer of the disjunctive program.

The following example with parameters nicely demonstrates the parameters of our conditions.

Example 4.12. Let \( \Gamma \subset \mathbb{R}^3 \) be given by \( \Gamma := \mathbb{R} \times \{ y \in \mathbb{R}^2 \mid y_2 \leq -|y_1| \} \), \( F : \mathbb{R}^2 \to \mathbb{R}^3 \) defined by \( F(x) := (x_1, x_2, ax_1^2 + bx_1^4 + cx_2^2)^T \) for some parameters \( a, b, c \in \mathbb{R} \) and let \( \bar{x} := (0, 0) \). Clearly,

\[
\nabla F(\bar{x}) = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix}, \quad \nabla^2 \langle \lambda, F \rangle(\bar{x}) = \begin{pmatrix} 2a & 0 \\ 0 & 2c \end{pmatrix}
\]

and for any \( \lambda \in \Lambda^0(\bar{x}) = \Lambda^0(\bar{x}; (\pm 1, 0, 1)^T). \) Note also that \( \Lambda^0(\bar{x}; u) = \emptyset \) for all directions \( u \neq (\pm 1, 0) \) with \( ||u|| = 1 \) since \( T_{\Gamma}(F(\bar{x})) = \Gamma \) and \( \nabla F(\bar{x})u = (u_1, u_2, 0) \).

It is easy to see that sequence \( \{ x_k := (1/k, 0) \} \) shows violation of MSCQ if either \( a > 0 \) or \( a = 0 \) and \( b > 0 \). We will show that in all other cases MSCQ holds. In particular, we observe that the fulfillment of MSCQ does not depend on \( c \). Nevertheless, in order to see which sufficient conditions can be used to verify MSCQ we split the analysis into 3 cases depending on \( c \). In the following two tables corresponding to \( c = 0 \) and \( c < 0 \) we depict the mildest sufficient conditions ensuring the MSCQ for given parameters.
Table 1. Robinson SC refers to Robinson’s result (Theorem 2.8 (iv)), Polynomial SC refers to the sufficient condition for polynomial $F$ (Corollary 4.10 (i)) and $4^{th}$-OSC stands for the fourth-order sufficient condition based on Corollary 4.9 (i).

| $c$ | $a = 0$ | $a > 0$ | $a < 0$ |
|-----|--------|--------|--------|
| $b = 0$ | Robinson SC | - | Polynomial SC |
| $b > 0$ | - | - | SOSCMS |
| $b < 0$ | $4^{th}$-OSC | - | $4^{th}$-OSC |

(a) $c = 0$

The most challenging and interesting is the case $c > 0$ that cannot be handled by non-directional sufficient conditions. The conditions specified in the following table are the mildest sufficient condition ensuring MSCQ for $c > 0$, but are in fact sufficient for arbitrary $c \in \mathbb{R}$.

| $c$ | $a = 0$ | $a > 0$ | $a < 0$ |
|-----|--------|--------|--------|
| $b = 0$ | Dir. Polynomial SC | - | SOSCMS |
| $b > 0$ | - | - | SOSCMS |
| $b < 0$ | Dir. $4^{th}$-OSC | - | SOSCMS |

(c) $c < 0$

Table 2. Dir. Polynomial SC refers to the directional version of the sufficient condition for polynomial $F$ (Corollary 4.10 (ii)) and Dir. $4^{th}$-OSC stands for the directional version of the fourth-order sufficient condition based on Corollary 4.9 (ii).

The power of our new sufficient conditions is nicely demonstrated for $a = 0$, when Gfrerer’s SOSCMS can never be used. At the same time, for $a = b = 0$ we can also see the limitation of Robinson’s result that cannot be applied if $c \neq 0$.

5 Disjunctive programs with product structure

Revisiting the prototypical disjunctive programs from (22) (a)-(e), we observe that there are two additional product structures that are worth exploring: First, we see that these programs, with the constraints given by $(G_i, H_i) \in \tilde{\Gamma}$ ($i \in V$), fit the general framework by setting $F(x) := (G_i(x), H_i(x))_{i \in V}$ and

$$\Gamma = \tilde{\Gamma} \times \ldots \times \tilde{\Gamma} = \tilde{\Gamma}^{\left|V\right|}.$$  

Hence, in Section 5.1 we investigate this product structure in a generalized fashion. This leads to a natural justification for PQ-normality and, in particular, we establish an analysis of PQ-normality similar to the analysis of pseudo-normality from the previous section.

On the other hand, we also realize that the factors $\Gamma_\nu$ ($\nu \in \{CC, VC, rCC, rPC, SC\}$) in (22) (a)-(e) are unions of products of closed intervals. This motivates our study of ortho-disjunctive programs in Section 5.2 where we expand our analysis of quasi-normality for this class of problems. In particular, we recover several known results for MPCCs and MPVCs and obtain new corresponding results for MPSCs, MPrCCs and MPrPCs based on the standard (nondirectional) approach. Our directional results are new for all of the considered special classes of programs.

5.1 Cartesian products of disjunctive sets

As Example 3.16 demonstrates, the simplified form of quasi-normality is not sufficient for metric subregularity even in case the set $\Gamma$ under consideration is convex polyhedral. This rules out the usage of sufficient conditions SOSCQN and SOSCDirQN to verify MSCQ. However, under an additional product structure, which is present in the myriad of applications that we have in the
back of our mind, this issue can be overcome. Indeed, we will later show that in this special setting (directional) quasi-normality coincides with its simplified form. In this first part, however, let us begin with the detailed study of PQ-normality. To this end, consider an instance of (1), where

$$\Gamma = \prod_{\nu \in I_\delta} \Gamma_\nu, \quad \Gamma_\nu = \bigcup_{\ell=1}^{N_\nu} \Gamma_\nu^\ell, \quad \Gamma_\nu^\ell \text{ convex polyhedral,}$$

for some multi-index $\delta \in \mathbb{N}^d$, i.e., $\Gamma$ is the cartesian product of disjunctive sets. We emphasize that $\Gamma$ given by (35) is still a disjunctive set in the sense of (21). Indeed, denoting $\mathcal{F} := \prod_{\nu \in I_\delta} \{1, \ldots, N_\nu\}$, for every $\ell \in \mathcal{F}$ the set $\Gamma^\ell := \prod_{\nu \in I_\delta} \Gamma_\nu^\ell$ is convex polyhedral and $\Gamma = \bigcup_{\ell \in \mathcal{F}} \Gamma^\ell$. In particular, this means that $\Gamma$ fulfills (P1) at every $\bar{y} \in \Gamma$.

Regardless, it turns out to be advantageous to exploit the underlying product structure of $\Gamma$ rather than just treating $\Gamma$ as a disjunctive set. One of the reasons is that we deal with the unions of only $\nu$-sets, which is often a small number ($N_\nu = 2$ for all $\nu$ for MPCCs, MPVCs, etc.) instead of dealing with the union of $|\mathcal{F}| = \prod_{\nu \in I_\delta} N_\nu$ sets. We point out that the concept of $Q$-stationarity from [3, 4], mentioned in Section 1, takes advantage of this very observation.

Note that in this setting we partition $F$ according to the disjunctive factors of $\Gamma_\nu$, i.e.,

$$F(x) \in \Gamma \iff F_\nu(x) \in \Gamma_\nu \quad (\nu \in I_\delta).$$

We point out that, combining the formulas for unions [24] and [25] as well as Lemma 4.2 with the formulas for products (27) and (26), one can derive explicit formulas for tangent and normal cones of $\Gamma$ given by (35). For our analysis, however, this is not needed and we instead directly apply Propositions 4.3 and 4.4 to conclude that such $\Gamma$ again satisfies properties (P1) and (P2). As a result, Proposition 4.5 yields the following corollary.

**Corollary 5.1.** Let $\Gamma$ be given by (35) for some multi-index $\delta$. Then $\Gamma$ satisfies (P1) at every point $\bar{y} \in \Gamma$ as well as (P2) for $\delta$ at every point $\bar{y}$ and every $\lambda$. In particular, Assumption 3.8 for $\delta$ is fulfilled at every feasible point $\bar{x}$ of (1) with such $\Gamma$. Moreover, (directional) PQ-normality w.r.t. $\delta$ at $\bar{x}$ is equivalent to its simplified form (15) from Theorem 3.9 (3.17).

For $\Gamma$ given by (35) the penalty function $P_\alpha$ from (8) based on the $l_1$-norm reads

$$P_\alpha = f + \alpha \sum_{\nu \in I_\delta} d_{\Gamma_\nu} \circ F_\nu = f + \alpha \sum_{\nu \in I_\delta} \min_{\ell=1,\ldots,N_\nu} d_{\Gamma_\nu^\ell} \circ F_\nu \quad (\alpha > 0),$$

(36)

Naturally, other $L_p$-norms can be used as well in definition of the penalty function and the following results remains true by equivalence of all norms in finite dimension.

In the following theorem, we sum up the obtained results.

**Theorem 5.2** (Sufficient conditions for PQ-normality, MSCQ and exact penalization). Consider (1) with $\Gamma$ given by (35) and a feasible point $\bar{x}$. Then each of the following conditions implies (directional) PQ-normality w.r.t. $\delta$ and MSCQ at $\bar{x}$: the maximality condition from Theorem 3.10 (SOSCPQN($\delta$) from Corollary 3.11 (and SOSCPdirPQN($\delta$) from Theorem 3.10). In particular, each of them implies exactness of the penalty function $P_\alpha$ from (36) and $M$-stationarity of $\bar{x}$, provided $\bar{x}$ is a local minimizer of (1).

Since quasi-normality is a special case of PQ-normality, applying the above results to the multi-index $\delta^d := (1, \ldots, 1) \in \mathbb{N}^d$, we get results regarding quasi-normality. In such case, however, $\Gamma$ reduces to a product of unions of closed intervals. Hence, by this approach we may study quasi-normality for, e.g., NLPs, but the prominent examples from Section 4 do not fit such setting. This issue is addressed in the next subsection.

### 5.2 Ortho-disjunctive constraints

As advertized at the beginning of Section 5 another inspection of the sets $\Gamma_{CC}$, $\Gamma_{VC}$, $\Gamma_{SC}$, $\Gamma_{rCC}$ and $\Gamma_{rPC}$ from (22) (a)-(e) reveals yet another product structure "inside" the union. In a very
general form, given a multi-index \( \delta \), this can be cast by sets \( \Gamma \) of the form
\[
\Gamma = \bigcup_{\ell=1}^{N} \Gamma^{\ell}, \quad \Gamma^{\ell} = \prod_{\mu \in I_{\ell}} \Gamma^{\ell}_{\mu}, \quad \Gamma^{\ell}_{\mu} \text{ convex polyhedral.} \tag{37}
\]

As before, we skip writing down the explicit formulas for tangent and normal cones, since all the hard work has already been done in Section 4.1 and we just collect the results. Indeed, Propositions 4.3 and 4.4 again yield that \( \Gamma \) given by (37) satisfies properties (P1) and (P2) and hence Proposition 4.5 gives us the following result.

**Corollary 5.3.** Let \( \delta \) be a multi-index. Then \( \Gamma \) given by (37) satisfies (P1) at every point \( \bar{y} \in \Gamma \) as well as (P2) for \( \delta \) at every \( \bar{y} \in \Gamma \) and every \( \lambda \). In particular, for program (1) with \( \Gamma \) given by (37), Assumption 3.8 for \( \delta \) is fulfilled at every feasible point \( \bar{x} \) and, moreover, (directional) PQ-normality w.r.t. \( \delta \) at \( \bar{x} \) is equivalent to its simplified form (15) from Theorem 3.9 (3.7a).

Naturally, one can proceed as in the previous subsection and consider products of sets of the type (37), combining the two approaches of “outer” and “inner” products. Here we focus on such analysis in the special case when factors the \( \Gamma^{\ell}_{\mu} \) are one-dimensional. On the one hand, this eases the notational burden tremendously, while on the other it still covers all the instances in (22)(a)-(e). Moreover, it allows for a refined study of quasi-normality. For these purposes, given a multi-index \( \delta \), we consider sets of the form
\[
\Gamma = \prod_{\nu \in I_{\delta}} \Gamma^{\nu}, \quad \Gamma^{\nu} = \bigcup_{\ell=1}^{N_{\nu}} \Gamma^{\ell}_{\nu}, \tag{38}
\]
where each set \( \Gamma^{\ell}_{\nu} (\ell = 1, \ldots, N_{\nu}, \nu \in I_{\delta}) \) is a product of closed convex subsets of \( \mathbb{R} \), i.e., closed intervals
\[
\Gamma^{\ell}_{\nu} = \prod_{i \in I^{\nu}} [a^{\ell}_{i}, b^{\ell}_{i}], \tag{39}
\]
where \( a^{\ell}_{i}, b^{\ell}_{i} \in \mathbb{R} \), \( a^{\ell}_{i} \leq b^{\ell}_{i} \) and \( a^{\ell}_{i} < \infty, b^{\ell}_{i} > -\infty \). Given \( y = (y_{\nu})_{\nu \in I_{\delta}} \in \Gamma \) we denote \( I^{\nu}(y_{\nu}) := \{ \ell \in \{1, \ldots, N_{\nu} \} \mid y_{\nu} \in \Gamma^{\ell}_{\nu} \} \).

We call the sets \( \Gamma^{\nu} (\nu \in I_{\delta}) \) defined by (38), ortho-disjunctive. Moreover, we refer to programs (1) with ortho-disjunctive \( \Gamma \) as mathematical programs with ortho-disjunctive constraints or briefly ortho-disjunctive programs.

In Section 5.1 we saw that a product of disjunctive sets is also a disjunctive set. Here one can proceed similarly to show that a product of ortho-disjunctive sets remains ortho-disjunctive, since a product of sets \( \Gamma^{\ell}_{\mu} \) given by (39) can again be written as a product of intervals. For \( \Gamma_{CC}, \Gamma_{VC}, \Gamma_{SC}, \Gamma_{CC}^{\delta} \) and \( \Gamma_{PC}^{\delta} \) we have \( |I^{\nu}| = 2 \) and \( \Gamma^{\nu} \) is the same for every \( \nu \).

Note that for a closed interval \([a, b]\) and \( c \in [a, b] \) we have
\[
N_{[a, b]}(c) = \begin{cases} 
0 & \text{if } c \in (a, b), \\
\mathbb{R}_{-} & \text{if } c = a, \\
\mathbb{R}_{+} & \text{if } c = b.
\end{cases}
\]

Hence, in this setting, the normal cones as well as tangent cones obviously possess very nice descriptions that can be fruitfully exploited in a different context.

Proceeding as before, applying Propositions 4.4, 4.3 and, again, Proposition 4.4, we conclude that an ortho-disjunctive \( \Gamma \) satisfies properties (P1) and (P2). Alternatively, one can also start with Corollary 5.3 to deduce that each factor \( \Gamma^{\nu} \) fulfills (P1) and (P2) with multi-index \((1, \ldots, 1) \in \mathbb{N}^{|I^{\nu}|} \) and then apply only Proposition 4.4 once. We emphasize that it results in \( \Gamma \) satisfying (P2) with multi-index \( \delta^{\nu} := (1, \ldots, 1) \), which is clearly very crucial. By means of Proposition 4.5 we thus obtain the following corollary.

**Corollary 5.4.** Set \( \Gamma \) given by (38)-(39) for any multi-index \( \delta \) satisfies (P1) at every point \( \bar{y} \in \Gamma \) as well as (P2) for multi-index \( \delta^{\nu} := (1, \ldots, 1) \) at every \( \bar{y} \) and every \( \lambda \). In particular, for program (1) with \( \Gamma \) given by (38)-(39), Assumption 3.8 for \( \delta^{\nu} \) is fulfilled at every feasible point \( \bar{x} \) and, moreover, the (directional) quasi-normality at \( \bar{x} \) is equivalent to its simplified form: (for any
u ∈ ℝ^n \ {0} \} there exists no nonzero \( \bar{\lambda} \in \Lambda^0(\bar{x}) \) \( \bar{\lambda} \in \Lambda^0(\bar{x};u) \) such that there exists a sequence \( x^k \to \bar{x} \) (such that \( (x^k - \bar{x})/\|x^k - \bar{x}\| \to u \)) fulfilling
\[
\bar{\lambda}_i (F_i(x^k) - F_i(\bar{x})) > 0 \quad \text{if} \quad \bar{\lambda}_i \neq 0, \quad (k \in \mathbb{N}).
\]

Analogous to the case of pseudo-normality, cf. the comments below Corollary 4.4, we have now clarified that, in fact, there is only one concept of quasi-normality which, in general, contains the additional sequence \{\( y^k \)\}, but in special cases simplifies into the known versions without \{\( y^k \)\}. Moreover, the above proposition provides the definition of quasi-normality for all other ortho-disjunctive programs.

Before we state the main result of this subsection that parallels Theorem 5.2 for PQ-normality, we write down explicitly the conditions from Theorems 3.10 and 3.19 and Corollary 3.11 for multi-index \( \delta^Q \) corresponding to quasi-normality:

Given \( \lambda = (\lambda_i)_{i \in I} \) with \( I = \{1, \ldots, d\} \), \( \varphi^\lambda \) from (17) reads as
\[
\varphi^\lambda(x) = (\lambda_i F_i(x))_{i \in I(\lambda)},
\]
where \( I(\lambda) := I_{\delta^Q}(\lambda) = \{i = 1, \ldots, d | \lambda_i \neq 0\} \). Moreover, assuming that \( F \) is twice differentiable at \( \bar{x} \), the second-order sufficient conditions from Corollary 3.11 and Theorem 3.19, respectively, read as follows:

- **Second-order sufficient condition for quasi-normality (SOSCQN):** For every \( \bar{\lambda} \in \Lambda^0(\bar{x}) \), every \( u \in \mathbb{R}^n \) with \( \|u\| = 1 \) and \( \nabla F_i(\bar{x})u = 0 \) for all \( i \in I(\lambda) \) and every \( w \in \mathbb{R}^n \) with \( \langle w, u \rangle = 0 \) one has
\[
\min_{i \in I(\lambda)} (\bar{\lambda}_i \nabla F_i(\bar{x})w + u^T \nabla^2 (\bar{\lambda}_i F_i)(\bar{x})u) < 0;
\]

- **Second-order sufficient condition for directional quasi-normality (SOSCdirQN):** For every \( u \in \mathbb{R}^n \) with \( \|u\| = 1 \) and \( \nabla F(\bar{x})u \in T_F(F(\bar{x})) \), every \( \lambda \in \Lambda^0(\bar{x};u) \) with \( \nabla F_i(\bar{x})u = 0 \) for all \( i \in I(\lambda) \) and every \( w \) with \( \langle w, u \rangle = 0 \) one has (42).

Moreover, for a closed interval \([a, b]\) and \( c \in \mathbb{R} \) we have
\[
d_{[a,b]}(c) = (c - a)^- \mathord{+} (c - b)^+,
\]
where \((q)^- := -\min\{q,0\}\) and \((q)^+ := \max\{q,0\}\) denotes the negative and the positive part of any number \( q \in \mathbb{R} \), respectively, extended to \( \mathbb{R} \) by the natural convention \((\infty)^- = (-\infty)^+ = 0\).

Thus, the penalty function now reads as
\[
P_\alpha = f + \alpha \sum_{\nu \in I_\delta} \min_{i = 1, \ldots, N_{\nu}} \sum_{\ell_1, \ldots, \ell_{N_{\nu}}} d_{\ell_1 \cdots \ell_{N_{\nu}}} \circ F_{\nu} \alpha \sum_{\nu \in I_\delta} \min_{i = 1, \ldots, N_{\nu}} \sum_{\ell_1, \ldots, \ell_{N_{\nu}}} \left((F_i(\cdot) - a^\nu_i)^- + (F_i(\cdot) - b^\nu_i)^+)\right) (l_1\text{-norm}),
\]
\[
\begin{cases}
\alpha > 0,
\end{cases}
\]
where for the “outer” product we stick to the \( l_1 \)-norm, resulting in the “outer” sum, while for the “inner” product we consider both the \( l_1 \)- as well as the \( l_\infty \)-norm.

**Theorem 5.5** (Sufficient conditions for quasi-normality, MSCQ and exact penalization). Consider an ortho-disjunctive program, i.e., \( (1) \) with \( \Gamma \) given by (35)–(39) and a feasible point \( \bar{x} \). Then each of the following conditions implies (directional) quasi-normality and MSCQ at \( \bar{x} \): \( \bar{x} \) being local weak efficient solution of the problem \( \max_{\bar{x} \in \mathbb{R}^n} \varphi^\lambda(\bar{x}) \) for every \( \lambda \in \Lambda^0(\bar{x}) \), SOSCQN (and SOSCdirQN). In particular, each of them implies the exactness of penalty function \( P_\alpha \) from (13) and M-stationarity of \( \bar{x} \), provided \( \bar{x} \) is a local minimizer of (1).

Let us briefly comment on the importance of the previous theorem (together with Corollary 5.4).

First, consider only the statement that the (simplified form of) quasi-normality (10) implies MSCQ and hence M-stationarity and exactness of the penalty function at local minimizers. For MPCCs, we thus recover the following results: [13] Theorem 3.3] (quasi-normality implies M-stationarity), [14] Lemma 4.3 and 4.4] (pseudo-normality implies MSCQ), [14] Theorem 4.5 and Corollary 4.6] (pseudo-normality implies exactness of \( l_1 \) and \( l_\infty \) penalty function), as well as [58] Theorem 3.1] (quasi-normality implies MSCQ). Similarly, for MPVCs we recover and improve [84] Theorem 3.1]
(pseudo-normality implies exactness of the penalty function) and the fact that quasi-normality implies M-stationarity, which is not stated in the paper, but follows directly from [39] Theorem 2.1 and Definition 2.3]. Moreover, to the best of our knowledge, pseudo- and quasi-normality were not yet introduced for MPSCs, MPrCCs and MPrPCs and all our results are hence new when applied to these problem classes.

Second, we also provide several verifiable sufficient conditions for quasi-normality, such as SOSQCN, but also conditions sufficient for pseudo- and PQ-normality (higher-order conditions, polynomiality of $F$), which make our results practically applicable.

Finally, we open a path for a refined analysis using directional quasi-normality as well as all the corresponding sufficient conditions (SOSCDirQCN etc.).

In order to illuminate and compare our results with the literature, we conclude this section by writing it down explicitly for MPCCs, while the same exercise could be executed for MPVCs, MPSCs, MPrCCs and MPrPCs. Recall that, dropping standard equality and inequality constraints, an MPCC is given as

$$\min_{x \in \mathbb{R}^n} f(x) \quad \text{s.t.} \quad G_i(x), H_i(x) \geq 0, \ G_i(x)H_i(x) = 0, \ i \in V.$$ 

The constraints of MPCCs fit the general setting $F(x) \in \Gamma$ with $F(x) := (G_i(x), H_i(x))_{i \in V}$, and $\Gamma := \Gamma^{\mid V\mid}$, where $\Gamma_{\text{CC}} = (\mathbb{R}_+ \times \{0\}) \cup (\{0\} \times \mathbb{R}_+)$ is clearly ortho-disjunctive in the sense of [38],[39]. We point out that the standard approach to MPCCs is to consider $\Gamma := -\Gamma_{\text{CC}}$ and $F(x) := (-G_i(x), -H_i(x))_{i \in V}$ in order to work with nonnegative signs of certain multipliers, while in our case we obtain the opposite sign restrictions.

A simple computation yields that for $(G, H) \in \Gamma_{\text{CC}}$ we have

$$N_{\Gamma_{\text{CC}}}(G, H) = \begin{cases} \{0\} \times \mathbb{R} & \text{if } G > 0 = H, \\ \mathbb{R} \times \{0\} & \text{if } G = 0 < H, \\ (\mathbb{R}_- \times \mathbb{R}_-) \cup (\{0\} \times \mathbb{R}) \cup (\mathbb{R} \times \{0\}) & \text{if } G = 0 = H, \end{cases}$$

Hence, denoting

$$I^{+0}(\bar{x}) := \{i \in V \mid G_i(\bar{x}) > 0 = H_i(\bar{x})\},$$

$$I^{0+}(\bar{x}) := \{i \in V \mid G_i(\bar{x}) = 0 < H_i(\bar{x})\},$$

$$I^{00}(\bar{x}) := \{i \in V \mid G_i(\bar{x}) = 0 = H_i(\bar{x})\}$$

for some feasible point $\bar{x}$, we conclude that $\lambda = (\lambda_i^G, \lambda_i^H)_{i \in V} \in \mathbb{R}^{2\mid V\mid}$ is the unique solution to

$$0 = \sum_{i \in V} \left(\lambda_i^G \nabla G_i(\bar{x})^T + \lambda_i^H \nabla H_i(\bar{x})^T\right)$$

together with [44] such that there exists a sequence $x^k \to \bar{x}$ with

$$\lambda_i^G G_i(x^k) > 0 \text{ if } \lambda_i^G \neq 0 \text{ and } \lambda_i^H H_i(x^k) > 0 \text{ if } \lambda_i^H \neq 0, \ (k \in \mathbb{N}).$$

On the other hand, $\bar{x}$ satisfies M-stationarity provided there exists $\bar{\lambda} = (\bar{\lambda}_i^G, \bar{\lambda}_i^H)_{i \in V}$ such that

$$0 = \nabla f(\bar{x}) + \sum_{i \in V} \left(\bar{\lambda}_i^G \nabla G_i(\bar{x})^T + \bar{\lambda}_i^H \nabla H_i(\bar{x})^T\right)$$

and [44].

Moreover, using the $l_{\infty}$-norm, for $G, H \in \mathbb{R}^2$ we have $d_{\Gamma_{\text{CC}}}(G, H) = |\min\{G, H\}|$ and this agrees with the corresponding expression from [43], which reads as

$$P_\alpha(x) = \sum_{i \in V} |\min\{G_i(x), H_i(x)\}|.$$
Conclusion

Building on newly developed directional techniques from variational analysis, this paper contains a complex and self-contained study of the metric subregularity constraint qualification (MSCQ) for broad classes of nonconvex optimization problems including, most importantly, disjunctive programs. Our findings reveal a common denominator of several prominent sufficient conditions for MSCQ occurring in the literature. Thus, our study unifies these powerful and seemingly independent approaches and provides a new essential insight. Moreover, it offers a wider spectrum of sufficient conditions for MSCQ, including point-based ones, and consequently not only unifies, but improves existing sufficient conditions, thus helping to close the gap between the metric regularity and metric subregularity constraint qualification. Furthermore, by introducing the new class of ortho-disjunctive programs we established the appropriate framework for a unified study of several nonconvex optimization problems such as mathematical programs with complementarity, vanishing or switching constraints. These ortho-disjunctive programs hence provide an intriguing area for future research.
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