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Abstract. Suzuki recently gave constructions of non-discrete examples of locally compact C*-simple groups and Raum showed C*-simplicity of the relative profinite completions of the Baumslag-Solitar groups by using Suzuki’s results. We extend this result to some fundamental groups of graphs of groups called generalized Baumslag-Solitar groups. In this article, we focus on some sufficient condition to show that these locally compact groups are C*-simple and that KMS-weights of these reduced group C*-algebras are unique. This condition is an analogue of the Powers averaging property of discrete groups and holds for several currently known constructions of non-discrete C*-simple groups.

1. Introduction

Group C*-algebras and group von Neumann algebras have long been studied. The group algebra is one of the most fundamental ways to construct operator algebras. The construction of a mutually non-isomorphic family of II_1-factors by McDuff is an important result in the history. In addition, many properties of groups such as amenability or exactness are well-studied in the field of operator algebras. They are strongly related to group operator algebras and these studies lead to development of important theories including the Baum-Connes theory and classification theories for operator algebras. It is a natural question whether a given group C*-algebra is simple or not. The reduced group C*-algebra is a C*-algebra generated by the left regular representation $\lambda$ of a locally compact group. A locally compact group $G$ is called C*-simple, if its reduced group C*-algebra $C_r^*(G)$ is a simple C*-algebra. C*-simplicity of discrete groups has been studied since Powers proved that the non-commutative free group $F_2$ is C*-simple [Po], and as of today, satisfactory characterizations related to boundary actions and the unique trace property of reduced group C*-algebras have been found for discrete groups [K-K], [Haa].

On the other hand, C*-simplicity of non-discrete locally compact groups is not well understood compared to that of discrete groups. The existence of a non-discrete example of C*-simple groups was asked by de la Harpe in [Har], and Suzuki constructed the first example of it in [Su1]. As of today, some examples were found in [Su1], [Su2], and
By using the construction in [Su1], Raum [R2] showed the relative profinite completion of the Baumslag-Solitar group $BS(n,m)$ is $C^*$-simple, if $|n|, |m| \geq 2$. Our main result is a generalization of that. The Baumslag-Solitar group $BS(n, m)$ is generated by two elements $a, t$ with a relation $ta^mt^{-1} = a^n$, and it has a natural action on a tree whose vertex stabilizers and edge stabilizers are isomorphic to $\mathbb{Z}$. Generally, groups with such actions on trees are called generalized Baumslag-Solitar groups. In this article, we show $C^*$-simplicity of the closures of generalized Baumslag-Solitar groups in the topology of the automorphism groups on trees. Because every locally compact $C^*$-simple group is totally disconnected [R1], it is natural to consider $C^*$-simplicity for closed subgroups of automorphism groups on trees.

For discrete groups, Haagerup [Haal] and Kennedy [Ke] proved that a group $\Gamma$ is $C^*$-simple, if and only if it has the Powers averaging property, that is, for any element $a$ in the reduced group $C^*$-algebra $C^*_r(\Gamma)$ with the canonical trace $\tau$, $\tau(a)$ is approximated by elements in the convex hull of the set $\{\lambda_s x \lambda_s^* \in C^*_r(\Gamma) \mid s \in \mathbb{G}\}$. In the proof of our main theorem, we focus on the canonical conditional expectation $E_K$ from the reduced group $C^*$-algebra $C^*_r(G)$ of totally disconnected group $G$ onto the $C^*$-subalgebra $C^*_r(K)$ and the averaging projection $p_K$ corresponding to a compact open subgroup $K$ of $G$.

The following condition can be confirmed in a direct way.

**Lemma (Lemma 3.1).** Let $(K_\nu)_{\nu \in \mathbb{N}}$ be a decreasing net of compact open subsets of $G$ and $(A_\nu)_{\nu \in \mathbb{N}}$ be an increasing net of $C^*$-subalgebras of $C^*_r(G)$ with $\bigcap_\nu K_\nu = \{e\}$ and $\bigcup_\nu A_\nu = C^*_r(G)$. If every conditional expectation $E_\nu := E_{K_\nu}$ and averaging projection $p_\nu := p_{K_\nu}$ satisfy the following conditions, then $G$ is $C^*$-simple.

(1) $p_\nu \in A_\nu$.

(2) For any $\epsilon > 0$ and self-adjoint element $x \in A_\nu$, there are $g_1, g_2, \ldots, g_n \in G$ such that

$$\left\| \frac{1}{n} \sum_{i=1}^n \lambda_{g_i} (x - E_\nu(x)) \lambda_{g_i}^* \right\| < \epsilon,$$

$$\left\| p_\nu - \frac{1}{n} \sum_{i=1}^n \lambda_{g_i} p_\nu \lambda_{g_i}^* \right\| < \epsilon.$$

Moreover, if $C^*_{cc}(G) \subset \bigcup_{\nu} A_\nu$, and each $g_1, g_2, \ldots, g_n$ can be taken in the kernel of the modular function on $G$, then the Plancherel weight is a unique $\sigma^+$-KMS-weight on $C^*_r(G)$ up to scalar multiple.

The assumption of the above lemma is an analogue of the Powers averaging property with respect to conditional expectations, and not only groups in our main theorem, but also two kinds of non-discrete $C^*$-simple groups constructed by Suzuki [Su1], [Su2] satisfy it.

**2. Preliminaries**

### 2.1. Weights on $C^*$-algebras.

Let $A$ be a $C^*$-algebra and $A^+$ be the set of positive elements in $A$. A map $\psi : A^+ \to [0, \infty]$ is called a weight on $A$, if for any $x, y \in A^+$ and $r > 0$, we have

$$\psi(x + y) = \psi(x) + \psi(y), \quad \psi(rx) = r \psi(x).$$
For a weight $\psi$ on $A$, we set

$$m_\psi^+ := \{ x \in A^+ \mid \psi(x) < \infty \},$$

$$n_\psi := \{ y \in A \mid y^* y \in m_\psi^+ \},$$

$$m_\psi := n_\psi^* n_\psi = \text{span}_C m_\psi^+,$$

as in Definition 2.17 of [R1]. This $n_\psi$ is a left ideal of $A$ and this $m_\psi$ is a subalgebra of $A$. There is a linear functional from $m_\psi$ to $C$, which is an extension of $\psi|_{m_\psi^+}$. We say that $\psi$ is densely defined, if $m_\psi$ is dense in $A$. In this article, we suppose that every weight $\psi$ is non-zero, lower semi-continuous and densely defined.

2.1.1. KMS-weights. For a continuous one-parameter group $(\sigma_t)_{t \in \mathbb{R}}$ of $^*$-automorphisms of $A$, the set of analytic elements is dense in $A$. (See Section 1 of [Ku].) A weight $\psi$ is called a $\sigma$-KMS-weight, if

$$\psi \circ \sigma_t = \psi, \quad \psi(x^* x) = \psi(\sigma_{i t}(x) \sigma_{i t}(x)^*)$$

for all $t \in \mathbb{R}$ and analytic elements $x \in A$. (See Section 2.6.3 of [R1].)

The following proposition holds.

**Proposition 2.1** ([R1] Proposition 2.24). Let $(\sigma_t)_{t \in \mathbb{R}}$ be a one-parameter group of $^*$-automorphisms on a $C^*$-algebra $A$, and $\psi$ be a $\sigma$-KMS-weight. Any analytic elements $x, y \in n_\psi \cap n_\psi^*$ satisfy $\psi(xy) = \psi(y \sigma_{-i t}(x))$.

2.2. Reduced group $C^*$-algebras. In this article, let $G$ be a locally compact group with a left Haar measure $\mu$ and $\lambda$ be a left regular representation on a Hilbert space $L^2(G) := L^2(G, \mu)$. The representation $\lambda$ extends to a $^*$-representation of $C_c(G)$ on $B(L^2(G))$ as follows. For every $\xi \in L^2(G), f \in C_c(G)$, and $g \in G$, we have

$$\lambda(f)\xi(g) := \int_G f(h)\xi(h^{-1}g)d\mu(h).$$

The reduced group $C^*$-algebra $C^*_r(G)$ of $G$ is the norm closure of $\lambda(C_c(G))$.

2.2.1. Averaging projections. If $K$ is a compact open subgroup of $G$, a projection

$$p_K := \lambda\left(\frac{1}{\mu(K)} \chi_K\right)$$

induced by an indicator function $\chi_K \in C_c(G)$ of $K$ is called the averaging projection. (See Section 2.6.2 of [R1] and Section 2 of [Su2].) These averaging projections satisfy $p_K \geq p_L$ for any compact open subgroups $K, L$ with $K \subset L$, since $p_K$ is the orthogonal projection onto the subspace of $\lambda(K)$-fixed points in $L^2(G)$. When $G$ is totally disconnected, a family $\Omega$ of compact open subgroups of $G$ generate a neighborhood basis of $e \in G$, and $\{p_K\}_{K \in \Omega}$ give approximate units of $C^*_r(G)$. 
2.2.2. Conditional expectations. For an open subgroup $H$ of $G$, we may identify $C^*_r(H)$ with the $C^*$-subalgebra of $C^*_r(G)$ generated by $\lambda(C_c(H))$. It is well-known that the restriction map $E_K: C_r(C) \to C_r(H)$ extends to a faithful conditional expectation from $C^*_r(G)$ onto $C^*_r(H)$. (See Section 2.5 of [B-O].) This conditional expectation is also denoted by $E_K$ in this article.

2.2.3. The Plancherel weight. Let $\Delta$ be the modular function of $G$. The modular flow $(\sigma^\tau_t)_t \in \mathbb{R}$ on $C^*_r(G)$ is defined as

$$\sigma^\tau_t(f)(g) := \Delta(g)^{it} f(g),$$

for any $f \in C_r(G)$ and $g \in G$. The map $\varphi: C_c(G) \ni f \mapsto f(e) \in \mathbb{C}$ extends to a $\sigma^\varphi$-KMS-weight on $C^*_r(G)$. (See Section 2.6.2 of [R1].) This is a restriction of the Plancherel weight on the von Neumann algebra $L(G)$ (see [Ta] for a definition), which is also called the Plancherel weight. When $G$ is totally disconnected, for a set $\Omega$ of all compact open subgroups in $G$, we set a subalgebra

$$C_{cc}(G) := \bigcup_{K \in \Omega} p_K C_c(G)p_K$$

of $C^*_r(G)$ as in Section 4 of [Su2]. The following propositions about general $\sigma^\varphi$-KMS-weights are known. We assume that $G$ is a totally disconnected group and $(\sigma^\varphi_t)_{t \in \mathbb{R}}$ is a modular flow on $C^*_r(G)$ in the following propositions.

**Proposition 2.2** ([Su2, Section 4]). If $\psi$ is a $\sigma^\varphi_t$-KMS-weight on $C^*_r(G)$, then $C_{cc}(G) \subset \mathfrak{m}_\psi$.

**Proposition 2.3** ([R1] Lemma 2.23, [Su2] proof of Theorem 4.1). If a $\sigma^\varphi_t$-KMS weight $\psi$ on $C^*_r(G)$ satisfies $\psi(\lambda_g p_K) = 0$ for all $g \in G \setminus K$ and compact subgroups $K$, then $\frac{1}{\psi(p_K)\psi(K)}\psi$ is the Plancherel weight on $C^*_r(G)$ for any compact open subgroup $K$.

2.3. Constructions of non-discrete $C^*$-simple groups. In this subsection, we explain two ways to construct non-discrete example of $C^*$-simple groups, which are found by Suzuki in [Su1, Su2].

First examples are constructed by the following proposition.

**Proposition 2.4** ([Su1] Proposition). Let $G$ be a locally compact group. Assume we have a decreasing sequence $(K_n)_{n=1}^\infty$ of compact open subgroups of $G$ and an increasing sequence $(L_n)_{n=1}^\infty$ of clopen subgroups of $G$ with the following properties.

- Each $L_n$ contains $K_n$ and normalizes it.
- The quotient groups $L_n/K_n$ are $C^*$-simple.
- The intersection $\bigcap_{n=1}^\infty K_n$ is the trivial subgroup $\{e\}$.
- The union $\bigcup_{n=1}^\infty L_n$ is equal to $G$.

Then $G$ is $C^*$-simple and has the unique trace property.

The proposition above shows $C^*$-simplicity of locally compact groups like $(\bigoplus_{n=1}^\infty \Gamma_n) \rtimes \prod_{n=1}^\infty F_n$. (See Theorem in [Su1].) Here, $F_n$ are isomorphic to $\mathbb{Z}_2$ and discrete groups $\Gamma_n$ with $\mathbb{Z}_2$ actions are induced by the splitting short exact sequence

$$0 \to \Gamma_n \to \mathbb{Z} \rtimes \mathbb{Z}_2 \to \mathbb{Z}_2 \to 0.$$
The second construction is established in Section 3 of [Su2]. For a totally disconnected group $G$ and the set $\Omega$ of all compact open subgroups of $G$, let $\Upsilon_n; n \in \mathbb{N}$, be pairwise distinct copies of the group

$$\bigoplus_{K \in \Omega} G/K,$$

equipped with $G$ action induced by the left translation action on $G/K$. Similarly, let $\Xi_n; n \in \mathbb{N}$, be pairwise distinct copies of $\bigoplus_{K \in \Omega} G/K \mathbb{Z}_2$, equipped with $G$ action induced by the left translation action on $G/K$. Similarly, let $\Xi_n; n \in \mathbb{N}$, be pairwise distinct copies of $\mathbb{Z}$ with the trivial $G$-action. Set

$$\Gamma_1 := \Upsilon_1, \quad \Lambda_1 := \Gamma_1 \ast \Xi_1,$$

$$\Gamma_{n+1} := \Lambda_n \times \Upsilon_{n+1}, \quad \Lambda_{n+1} := \Gamma_{n+1} \ast \Xi_{n+1},$$

for all $n \in \mathbb{N}$. Define $\Lambda$ to be the inductive limit of the sequence,

$$\Gamma_1 < \Lambda_1 < \Gamma_2 < \Lambda_2 < \cdots$$

of discrete groups with canonical $G$ actions, and set

$$\mathcal{G} := \Lambda \rtimes G.$$

The following theorems hold.

**Theorem 2.5 ([Su2, Theorem 3.1]).** The locally compact group $\mathcal{G}$ is $C^*$-simple.

**Theorem 2.6 ([Su2, Theorem 4.1]).** Up to scalar multiple, the Plancherel weight $\varphi$ is the only $\sigma^\varphi$-KMS weight on $C^*_r(\mathcal{G})$. When $\mathcal{G}$ is non-unimodular, there is no tracial weight on $C^*_r(\mathcal{G})$.

### 2.4. Graphs of groups

In this subsection, we introduce the basic notations about graphs of groups and their fundamental groups. We use the same notations and definitions as in [Se] and [H-P].

Let $X$ be a connected graph with a vertex set $V(X)$ and an edge set $E(X) \subset V(X) \times V(X)$. For an edge $x \in E(X)$, vertices $o(x)$ and $t(x)$ denote the origin and the terminus of $x$. We write $y = \overline{x}$, when $o(x) = o(y)$ and $t(x) = t(y)$. In this article, every edge $x \in E(X)$ has $\overline{x} \in E(X)$ for every graph $X$. An orientation $A$ of $X$ is a subset of $E(X)$ containing exactly one of $x, \overline{x}$. When $X$ is a graph with an orientation $A$, we define the function $e: E(X) \to \{0, 1\}$ as

$$e(x) := \begin{cases} 0 & x \in A \\ 1 & \overline{x} \in A. \end{cases}$$

**Definition 2.7 ([H-P, Section 4]).** A graph of groups $(G, Y)$ consists of the following.

- A non-empty connected graph $Y$.
- Two families of groups $(G_P)_{P \in V(Y)}$ and $(G_y)_{y \in E(Y)}$ with $G_y = G_{\overline{y}}$ for all $y \in E(Y)$.
- A family of monomorphisms $\{t_y: G_y \to G_{t(y)}\}_{y \in E(Y)}$. 


2.4.1. The groups $F(G,Y)$. We define the group $F(G,Y)$ for a graph of groups $(G,Y)$ as follows. (See Section 5.1 of \[Se\].) Let $\Gamma$ be the free product of the vertex groups $(G_P)_{P \in V(Y)}$ and the free group with basis $E(Y)$. The group $F(G,Y)$ is the quotient of $\Gamma$ by the normal subgroup generated by $Y$

$$y\overline{y} \text{ and } yt_y(a)y^{-1}(\overline{t_x(a)})^{-1}$$

for all $y \in E(Y)$ and $a \in G_y$.

2.4.2. Words of type $c$. Let $c = \{y_1, y_2, \ldots, y_n\}$ be a path of $Y$, where $y_1, y_2, \ldots, y_n$ are edges of $Y$ with $t(y_i) = o(y_{i+1})$. For a sequence $\mu = (r_0, r_1, \ldots, r_n)$ of elements $r_0 \in G_{o(y_1)}$ and $r_i \in G_{t(y_i)}$, the element $r_0y_1r_1y_2 \cdots y_nr_n$ of $F(G,Y)$ is said to be associated with the word $(c, \mu)$ and denoted by $|c, \mu|$. (See Definition 9 of \[Se\].)

A pair $(c, \mu)$ is called reduced if either of the following holds.

- The length $n$ of $c$ is not equal to 0 and $r_{i-1} \notin t_{i-1}(G_{y_i})$ for every index $i$ with $y_i = \overline{y}_{i-1}$.
- The length $n = 0$ and $r_0 \neq 0$.

When $(c, \mu)$ is reduced, we have $|c, \mu| \neq e$. (See Theorem 11 of \[Se\].)

2.4.3. The fundamental groups $\pi_1(G,Y)$. Let $P_0$ be an element of $V(Y)$. The group $\pi_1(G,Y,P_0)$ is a subgroup of $F(G,Y)$ generated by the set of elements $|c, \mu|$ of closed paths $c$ from $P_0$ to $P_0$. This is called the fundamental group of $(G,Y)$ at $P_0$. (See section 5.1 of \[Se\].)

Let $T$ be a maximal subtree of $Y$. The fundamental group $\pi_1(G,Y,T)$ of $(G,Y)$ at $T$ is the quotient of $F(G,Y)$ by the normal subgroup generated by the set of edges of $T$. In $\pi_1(G,Y,T)$, the element induced by $y \in E(Y)$ is denoted by $q_T(y)$. (See section 5.1 of \[Se\].)

The following proposition holds.

**Proposition 2.8 (\[Se\] Proposition 20).** For any maximal subtree $T$ of $Y$ and $P_0 \in V(Y)$, the canonical inclusion $i_{P_0} : \pi_1(G,Y,P_0) \to F(G,Y)$ and the canonical quotient map $q_T : F(G,Y) \to \pi_1(G,Y,T)$ induce an isomorphism of $\pi_1(G,Y,P_0)$ onto $\pi_1(G,Y,T)$.

This proposition shows that the isomorphism classes of $\pi_1(G,Y,P_0)$ and $\pi_1(G,Y,T)$ are independent of the choice of $P_0$ and $T$. Thus we write $\pi_1(G,Y)$ instead of $\pi_1(G,Y,P_0)$ or $\pi_1(G,Y,T)$ if no confusion arises. When $c$ is a closed path of $Y$, we have $q_T(|c, \mu|) \neq e$ for a reduced form $(c, \mu)$. (See Corollary 3 of \[Se\].)

**Example 2.9** (Amalgamated free products). If a connected graph $Y$ consists of two vertices $\{P, Q\}$ and two edges $\overline{y, \overline{y}}$, then the fundamental group $\pi_1(G,Y)$ is isomorphic to the amalgamated free product $G_P \ast_{G_y} G_Q$ with respect to the inclusions $t_y$ and $t_{\overline{y}}$. 

(See Section 1.2 of [Se] for the definition.) In this case, every element \( g \in G_P *_{G_y} G_Q \setminus \{ e \} \) has a form
\[
g = a_1a_2 \cdots a_nc \quad \text{with} \quad a_i \in (G_P \setminus \iota_y(G_y)) \cup (G_Q \setminus \iota_{\pi}(G_y)), \quad c \in G_y.
\]
In addition, the sequence \((a_1, a_2, \ldots, a_n, c)\) can be chosen as follows.

- When \( n = 0 \), this \( c \) is not equal to \( e \).
- We have \( a_{i+1} \in G_P \setminus \iota_y(G_y) \) if and only if \( a_i \in G_Q \setminus \iota_{\pi}(G_y) \) for any \( i \).

Generally, a sequence \((a_1, a_2, \ldots, a_n, c)\) of words of an amalgamated free product is said to be reduced, if the above conditions hold. Since every sequence of reduced words of \( G_P *_{G_y} G_Q \) corresponds to a reduced form \((c, \mu)\) of \((Y, G)\), an element \( g \in G_P *_{G_y} G_Q \) induced by reduced words is not equal to \( e \).

**Example 2.10** (HNN extensions). If a graph \( Y \) consists of one vertex \( P \) and two edges of loops \( \{y, \overline{y}\} \), then the fundamental group \( \pi_1(G, Y) \) is isomorphic to the HNN extension \( G_P *_{\theta} G_Q \) with respect to the canonical isomorphism \( \theta \) from \( \iota_y(G_y) \) to \( \iota_y(G_y) \).

(See Section 1.4 of [Se] for the definition.) Every element \( g \in G_P *_{\theta} \setminus \{e\} \) has the form
\[
g = a_0t^{\epsilon_1}a_1t^{\epsilon_2}a_2 \cdots t^{\epsilon_n}a_n
\]
with \( a_i \in G_P \), \( \epsilon_i \in \{1, -1\} \), and the stable letter \( t \) of the HNN extension. We can take these \( a_i \) and \( \epsilon_i \) as follows.

- If \( n = 0 \), then \( a_0 \neq e \).
- If an index \( i \) satisfies \((\epsilon_{i-1}, \epsilon_i) = (1, -1)\), then \( a_{i-1} \notin \iota_y(G_y) \).
- If an index \( i \) satisfies \((\epsilon_{i-1}, \epsilon_i) = (-1, 1)\), then \( a_{i-1} \notin \iota_{\pi}(G_y) \).

Generally, a sequence \((a_0, t^{\epsilon_1}, a_1, t^{\epsilon_2}, a_2, \ldots, t^{\epsilon_n}, a_n)\) of an HNN-extension is called reduced words if the above conditions hold. For the same reasons as for amalgamated free products, if \( g \in G_P *_{\theta} \) is induced by reduced words, then \( g \neq e \).

2.4.4. *The universal covering.* Fix a maximal subtree \( T \) of \( Y \) and an orientation \( A \subset E(Y) \) of \( Y \). For every \( P \in V(Y) \), \( G_P \) is a subgroup of \( \pi_1(G, Y, T) \) in a natural way. The universal covering \( \tilde{X} := \tilde{X}(G, Y, T) \) of \((G, Y, T)\) is a graph with a vertex set \( V(\tilde{X}) := \bigsqcup_{p \in V(Y)} \pi_1(G, Y, T)/G_P \) and an edge set \( E(\tilde{X}) := \bigsqcup_{y \in E(Y)} \pi_1(G, Y, T)/\iota_y(G_y) \), where
\[
o(gv_y(G_y)) = gg^y_{\epsilon(y)}G_o(y), \quad t(gv_y(G_y)) = gg^y_{1-\epsilon(y)}G_t(y)
\]
for any \( g \in \pi_1(G, Y, T) \) and \( y \in E(Y) \). This \( \tilde{X} \) has an action of \( \pi_1(G, Y, T) \) induced by the left multiplication. It is known that the universal covering \( \tilde{X} \) is a tree. (See Theorem 12 of [Se].)

3. *\( C^* \)-simplicity and the Powers averaging property for conditional expectations*

In this section, we suppose that \( G \) is a totally disconnected locally compact group and \( \sigma^\varphi \) is the modular flow. First, we give a sufficient condition for \( C^* \)-simplicity of \( G \).
Lemma 3.1. Let $(K_\nu)_{\nu \in \mathbb{N}}$ be a decreasing net of compact open subsets of $G$ and $(A_\nu)_{\nu \in \mathbb{N}}$ be an increasing net (of $\mathcal{C}^*$-subalgebras of $C^*_r(G)$) with $\bigcap_\nu K_\nu = \{e\}$ and $\bigcup_\nu A_\nu = C^*_r(G)$. If every conditional expectation $E_\nu := E_{K_\nu}$ and averaging projection $p_\nu := p_{K_\nu}$ satisfy the following conditions, then $G$ is $\mathcal{C}^*$-simple.

(1) The averaging projection $p_\nu$ is in $A_\nu$.

(2) For any $\epsilon > 0$ and self-adjoint element $x \in A_\nu$, there are $g_1, g_2, \ldots, g_n \in G$ such that
\[
\left\| \frac{1}{n} \sum_{i=1}^n \lambda_{g_i}(x - E_\nu(x))\lambda_{g_i}^* \right\| < \epsilon, \quad \left\| p_\nu - \frac{1}{n} \sum_{i=1}^n \lambda_{g_i} p_\nu \lambda_{g_i}^* \right\| < \epsilon.
\]

Moreover, if $C_c(G) \subset \bigcup_\nu A_\nu$, and each $g_1, g_2, \ldots, g_n$ can be taken in the kernel of the modular function on $G$, then the Plancherel weight is a unique $\sigma^\mathbb{Z}$-KMS-weight on $C^*_r(G)$ up to scalar multiple.

Proof. Let $I$ be a non-zero norm closed two-sided ideal of $C^*_r(G)$. To prove $\mathcal{C}^*$-simplicity of $G$, it suffices to show that the averaging projection $p_\nu$ is in $I$ for sufficiently large $\nu$, since the net $(p_\nu)_\nu$ gives approximate units of $C^*_r(G)$.

Since $\bigcup_\nu A_\nu \cap I \neq 0$, we can take a positive element $x \in \bigcup_\nu A_\nu \cap I$. There is $\nu_0 \in \mathbb{N}$ such that $p_{\nu_0} x p_{\nu_0} \neq 0$ and $x \in A_\nu \cap I$ for any $\nu \geq \nu_0$. Fix $\nu \geq \nu_0$ and we show $p_{\nu} \in I$. We may assume $\|E_\nu(x)\| = 1$ and $x = p_{\nu} x p_{\nu}$ by replacing positive $x \in A_\nu \cap I$, since $E_\nu$ is faithful.

Every element $y \in p_{\nu} C_c(G) p_{\nu}$ has the form $y = \sum_{s \in F} \alpha_s p_{\nu} \lambda_s p_{\nu}$ and $E_\nu(y) = \alpha_e$, where $F$ is a finite subset of $G$ containing $e$ whose elements have mutually distinct $K_\nu$-double cosets and $\alpha_s \in \mathbb{C}$. (See Proof of Theorem 3.1 of [Su2].) Since $x$ is approximated by positive elements $y \in p_{\nu} C_c(G) p_{\nu}$ with $\|E_\nu(y)\| = 1$, we have $E_\nu(x) = p_{\nu}$.

By using the assumption of the lemma, for $\epsilon > 0$ we chose $g_1, g_2, \ldots, g_n \in G$ satisfying
\[
\left\| \frac{1}{n} \sum_{i=1}^n \lambda_{g_i}(x - E_\nu(x))\lambda_{g_i}^* \right\| < \epsilon, \quad \left\| p_\nu - \frac{1}{n} \sum_{i=1}^n \lambda_{g_i} p_\nu \lambda_{g_i}^* \right\| < \epsilon.
\]

Thus
\[
\left\| p_\nu - \frac{1}{n} \sum_{i=1}^n \lambda_{g_i} x \lambda_{g_i}^* \right\| < 2\epsilon.
\]

When $\epsilon < \frac{1}{2}$, the element $\sum_{i=1}^n p_{\nu} \lambda_{g_i} x \lambda_{g_i}^* p_{\nu}$ of $I$ is invertible in $p_{\nu} C^*_r(G) p_{\nu}$. We get $p_{\nu} \in I$.

Next, we show the uniqueness of a $\sigma^\mathbb{Z}$-KMS-weight. Let $\psi$ be a $\sigma^\mathbb{Z}$-KMS-weight, $L$ be a compact open subgroup of $G$, and $s \in G \setminus L$. By Proposition 2.3, it suffices to show that $\psi(\lambda_s P_L) = 0$. We prove this equation in the same way as in the proof of Theorem 4.1 in [Su2]. Set $x_1 := p_L \lambda_s p_L + p_L \lambda_{s^{-1}} p_L$. We can take $\nu \in N$ with $K_\nu \subset L$ and $x_1 \in A_\nu$. For $\epsilon > 0$, we have $g_1, g_2, \ldots, g_n$ in the kernel of the modular function with
\[
\left\| \frac{1}{n} \sum_{j=1}^n \lambda_{g_j} x_1 \lambda_{g_j}^* \right\| < \epsilon, \quad \left\| p_K - \frac{1}{n} \sum_{j=1}^n \lambda_{g_j} p_\nu \lambda_{g_j}^* \right\| < \epsilon,
\]
since $E_K(x_1) = 0$.

Set

$$y := \frac{1}{n} \sum_{j=1}^n p_\nu \lambda_{g_j}^* p_\nu \lambda_{g_j} p_\nu \in p_\nu C_c(G)p_\nu,$$

then

$$|\psi (p_\nu - y)| = |\psi \left( p_\nu - \frac{1}{n} \sum_{j=1}^n p_\nu \lambda_{g_j} p_\nu \lambda_{g_j}^* \right) | < \psi (p_\nu) \epsilon.$$  

The equation above follows from the KMS-condition of $\psi$, since $\sigma_\epsilon^\nu (p_\nu \lambda_{g_j} p_\nu) = p_\nu \lambda_{g_j} p_\nu$. Similarly,

$$|\psi (yx_1)| = |\psi \left( \frac{1}{n} \sum_{j=1}^n p_\nu \lambda_{g_j} x_1 \lambda_{g_j}^* p_\nu \right) | < \psi (p_\nu) \epsilon.$$  

Therefore, we get

$$|\psi (x_1)| \leq |\psi ((p_\nu - y) x_1)| + |\psi (yx_1)|$$

$$\leq \sqrt{\psi (p_\nu - y) \sqrt{\psi (x_1^* (p_\nu - y) x_1)}} + |\psi (yx_1)|$$

$$< 2\psi (p_\nu) \sqrt{\epsilon} + \psi (p_\nu) \epsilon,$$

since $p_\nu - y \geq 0$ and $\psi$ is a positive functional on $p_\nu C^*_r(G)p_\nu$. The above inequality holds for every $\epsilon > 0$, then $\psi (x_1) = \psi (p_\nu \lambda_s p_\nu + p_\nu \lambda_s - p_\nu) = 0$. Similarly, we have $\psi (i p_\nu \lambda_s p_\nu - i p_\nu \lambda_s - p_\nu L) = 0$, then $\psi (\lambda_s p_\nu) = \psi (p_\nu \lambda_s p_\nu) = 0$. $\square$

**Example 3.2.** When $G$ is a $C^*$-simple group in Proposition 2.4, the averaging projection $p_{K_n}$ is a central projection of $C^*_r(L_n)$ with $C^*_r(L_n)p_{K_n} \cong C^*_r(L_n/K_n)$. By this isomorphism, the canonical trace of $C^*_r(L_n/K_n)$ corresponds to the restriction of $E_{K_n}$ on $C^*_r(L_n)p_{K_n}$. Since $L_n/K_n$ is a discrete $C^*$-simple group, for any $x \in C^*_r(L_n)p_{K_n}$ and $\epsilon > 0$ there are $g_1, g_2, \ldots, g_m \in L_n$ such that the inequality

$$\left| \frac{1}{m} \sum_{j=1}^m \lambda_{g_j} (x - E_{K_n} (x)) \lambda_{g_j}^* \right| < \epsilon$$

holds, by Theorem 4.5 in [Haa].

The increasing union $\bigcup_n C^*_r(L_n)p_{K_n}$ is a dense $*$-subalgebra of $C^*_r(G)$ containing $C_{\text{c}}(G)$ and $G$ is unimodular. Thus $G$ satisfies the assumptions of Lemma 3.1.

**Example 3.3.** Suppose that the discrete group $\Lambda$ and the $C^*$-simple group $G := \Lambda \rtimes G$ for a totally disconnected group $G$ are defined as in Theorem 2.5. Let $K$ be a compact open subgroup of $G$, and $g_1, g_2, \ldots, g_l$ be elements in $G \setminus K$. Since $G = \bigcup \Lambda \rtimes G$, we may assume $g_1, g_2, \ldots, g_l \in \Lambda_{N-1} \rtimes G$ for some $N$. Each $g_i$ has the form $g_i = s_i h_i$, where $s_i$ is in $\Lambda_{N-1}$, $h_i$ is in $G$. Let $(\delta_K)_{\delta K \in G/K}$ be the canonical generators of $\bigoplus_{G/K} \mathbb{Z}_2 \leq \Gamma_N = \bigoplus_{K \in \Omega} \bigoplus_{G/K} \mathbb{Z}_2$. For every $i$, we have $\delta_{K} g_i \delta^{-1}_K = s_i \delta_{h_i}^{-1}$ because every $i$ satisfies either $s_i \neq e$ or $h_i \notin K$. Since $\Lambda$ has the subgroup $\Gamma_N \ast \Xi_{N} \ast \Xi_{N+1}$ and $s_i \in \Gamma_N$, for any $\epsilon > 0$ there are $t_1, t_2, \ldots, t_m \in \Xi_{N} \ast \Xi_{N+1}$ such that $\left| \frac{1}{m} \sum_{j=1}^m \lambda_{t_j s_i t_j^{-1}} \right| < \frac{\epsilon}{4}$ for all $i$ (see Proof of Lemma 1.2 of [P-S]), where
Lemma 4.1. The following statements hold.

\[ \lambda^\delta \] is the left regular representation of \( \Lambda \). The Hilbert space \( L^2(\Lambda) \otimes L^2(G) \) and the restriction of \( \lambda^\delta \) on \( \Lambda \) is unitary equivalent to \( \lambda^\delta \otimes 1 \). Since \((t_j)_j \) and \( \delta_K \) commute with \( K \), they are in the kernel of the modular function. Moreover, we get

\[ \left\| \frac{1}{m} \sum_{j} \lambda_{t_j}^\delta \left( \sum_{i} p_K \lambda_{y_i}^\delta p_K \right) (\lambda_{t_j}^\delta)^* \right\| = \left\| \sum_{j} p_K \left( \frac{1}{m} \sum_{i} \lambda_{t_j}^\delta \lambda_{t_i}^\delta \lambda_{t_j}^\delta \right) \lambda_{y_i}^\delta p_K \right\| < \epsilon \]

and

\[ p_K = \frac{1}{m} \sum_{j} \lambda_{t_j}^\delta p_K \lambda_{t_j}^\delta. \]

Therefore, \( G \) satisfies the assumption of Lemma 6 of [Se] for the net \((K_\nu)\nu\) of all compact open subgroups of \( G \) and the net \((p_{K_\nu} C^*_\nu(\tilde{G}))_{\nu} \) of \( C^*\)-subalgebras of \( C^*_\nu(\tilde{G}) \).

4. Generalized Baumslag-Solitar groups and their completions

In this section, let \((G, Y)\) be a graph of groups with a connected graph \( Y \), vertex groups \( \{G_P\}_{P \in \text{Vert}(Y)} \), edge groups \( \{G_E\}_{E \in \text{E}(Y)} \), and monomorphisms \( \{\iota_y : G_y \to G_{t(y)}\}_{y \in \text{E}(Y)} \). We suppose that \( \theta_y \) is a canonical isomorphism from \( \iota_y(G_y) \) to \( \iota_0(G_y) \) for any \( y \in E(Y) \). Let \( y \) be an edge of \( Y \) and \( W \) be a subgraph of \( Y \) with \( E(W) := E(Y) \setminus \{y, \overline{y}\} \) and \( V(W) := V(Y) \). Since \( Y \) is connected, \( W \) is either connected or decomposed into a disjoint union of two nonempty connected graphs \( W_1 \) and \( W_2 \).

Lemma 4.1. The following statements hold.

(a) If \( W \) is connected, then \( \pi_1(G, Y) \) is isomorphic to the HNN extension \( \pi_1(G|_W, W) *_{\theta_y} \).

Where \( \pi_1(G|_W, W) \) is a graph of groups with edge groups \( \{G_w\}_{w \in E(\text{V}(W)|_E(Y))} \) and vertex groups \( \{G_P\}_{P \in \text{V}(W)|_E(Y)}. \)

(b) If \( W \) is disconnected, then \( \pi_1(G, Y) \) is isomorphic to the amalgamated free product \( \pi_1(G|W_1, W_1) *_{G_y} \pi_1(G|W_2, W_2) \).

Where \( \pi_1(G|W_i, W_i) \) is a graph of groups with edge groups \( \{G_w\}_{w \in E(W)|_E(Y)} \) and vertex groups \( \{G_P\}_{P \in \text{V}(W)|_E(Y)}. \)

Proof. First we suppose \( W \) is connected. By Lemma 6 of [Se], there is the natural isomorphism \( f : F(G, Y) \to F(G|_W, W) *_{\theta_y} \). Put \( P_0 := \circ \theta_y \) and take a maximal subtree \( T \) of \( Y \) with \( y \notin E(T) \), then the commutative diagram

\[ \begin{array}{ccc}
\pi_1(G, Y, P_0) & \xrightarrow{i_Y} & F(G, Y) \\
n \downarrow & & \downarrow q_Y \\
\pi_1(G|_W, W, P_0) & \xrightarrow{(i_W)_Y*_{\theta_y}} & F(G|_W, W) *_{\theta_y}
\end{array} \]

holds. Where \( i_Y, i_W \) are the canonical injections and \( q_Y, q_W \) are the canonical quotient maps as in Proposition 2.8. By Proposition 2.8, \( q_1 \circ i_1 \) and \( q_2 \circ i_2 \) are isomorphism.

Since \( f \) is isomorphism, the induced maps \( f \) and \( \tilde{f} \) are isomorphism.

Next, Let \( W \) be disconnected. We define a graph of groups \((H, W')\) as follows. The graph \( W' \) consists of two edges \( \{y, \overline{y}\} \) and two vertices \( \{I_1 := o(y), I_2 := t(y)\} \). The
edge group and the vertex groups of \((H, W')\) are defined as
\[
H_y := G_y, \quad H_{P_1} := F(G|_{W_1, W_1}), \quad H_{P_2} := F(G|_{W_2, W_2}).
\]
By using Lemma 6 of [Se] repeatedly, we get the natural isomorphism \(g: F(G, Y) \to F(H, W')\). Fix a maximal subtree \(T\) of \(Y\), then \(T_1 := T \cap Y_1\) and \(T_2 := T \cap Y_2\) are the maximal subtrees of \(Y_1\) and \(Y_2\). Since \(\pi_1(H, W', W')\) is isomorphic to \(F(G|_{W_1, W_1}) \ast_{G_y} F(G|_{W_2, W_2})\), there is a commutative diagram
\[
\begin{array}{ccc}
F(G, Y) & \xrightarrow{q_y} & \pi_1(G, Y, T) \\
g \downarrow & & \downarrow \gamma \\
F(H, W') & \xrightarrow{q_{y'}} & \pi_1(G|_{W_1, W_1}, W_1) \ast_{G_y} F(G|_{W_2, W_2}) \xrightarrow{q} \pi_1(G|_{W_1, W_1}, T_1) \ast_{G_y} \pi_1(G|_{W_2, W_2}, T_2)
\end{array}
\]
with \(q := q_{W_1} \ast_{G_y} q_{W_2}\). Define a subgroup \(F'\) of \(F(H, W')\) as follows.
\[
F' := \left\{ (c, \mu) \in F(H, W') \mid (c, \mu) \text{ is a word of } (H, W'), c \text{ is a closed path of } W' \text{ begin with } P_1, \mu \text{ is a sequence of } \pi_1(G|_{W_1, W_1}, P_1) \cup \pi_1(G|_{W_2, W_2}, P_2) \right\}
\]
This \(F'\) satisfies \(g(\pi_1(G, Y, P_1)) \subset F'\) and the restriction of \(g \circ q_{y'}\) on \(F'\) is an isomorphism. That is because \(F'\) is isomorphic to the fundamental group of the graph of groups \((H', W')\) whose vertex groups and edge groups are as follows.
\[
H_y' := G_y, \quad H_{P_1}' := \pi_1(G|_{W_1, W_1}, W_1, P_1), \quad H_{P_2}' := \pi_1(G|_{W_2, W_2}, W_2, 2_2).
\]
Since the commutative diagram
\[
\begin{array}{ccc}
\pi_1(G, Y, P_0) & \xrightarrow{i_y} & F(G, Y) \\
g \downarrow & & \downarrow g \\
F'(y') & \xrightarrow{q_{y'}q_{y'}} & \pi_1(G|_{W_1, W_1}, W_1) \ast_{G_y} \pi_1(G|_{W_2, W_2}, T_2)
\end{array}
\]
holds, \(\gamma\) is an isomorphism. \(\square\)

**Definition 4.2.** The fundamental group \(\pi_1(G, Y)\) is called a generalized Baumslag-Solitar group if the edge groups \(\{G_y\}_{y \in E(Y)}\) and the vertex groups \(\{G_P\}_{P \in V(Y)}\) are isomorphic to \(Z\).

Suppose that \((G, Y)\) is a graph of groups whose edge groups and vertex groups are isomorphic to \(Z\) and \(Y\) consists of one vertex \(P\) and two edges \(y, \overline{y}\). If \([G_P : t_{\overline{y}}(G_y)] = n\) and \([G_{o(y)} : t_y(G_y)] = m\), then the generalized Baumslag-Solitar group \(\pi_1(G, Y)\) is isomorphic to the Baumslag-Solitar group \(BS(n, m)\).

Let \((G, Y)\) be a general graph of groups whose edge groups and vertex groups are isomorphic to \(Z\). Suppose \(T\) is a maximal subtree of \(Y\). For a geodesic path \(c \subset T\) from \(P\) to \(Q\), we define the integer \(k_c\) as follows. Suppose that \(c := (y_1, y_2, \ldots, y_l)\), \([G_{o(y_i)} : t_{\overline{y}_i}(G_{y_i})] = n_i\) and \([G_{l(y_i)} : t_y(G_{y_i})] = m_i\). Set \(k_1 := m_1\) and \(k_i := \frac{k_{i-1}n_i}{k_{i-1} - n_i}\) for any \(1 \leq i \leq l\). Where \((k_{i-1}, n_i)\) is the greatest common divisor of \(k_{i-1}\) and \(n_i\). We put \(k_c := k_l\) for a geodesic path \(c\) with the length \(l \neq 0\) and \(k_c := 1\) for a path \(c\)
with the length 0. By a direct computation, we get \([G_{t(y)} : G_{o(y)} \cap G_{o(y)}] = k_c\) and \([G_{o(y)} : G_{t(y)} \cap G_{o(y)}] = k_r\) in \(\pi_1(G, Y, T)\). Where \(\tau := (\bar{y}_1, \bar{y}_{l-1}, \ldots, \bar{y}_1)\).

In addition, if \(y\) is an edge of \(Y\) with \([G_{o(y)} : \pi_1(G_y)] = n\) and \([G_{t(y)} : \iota_y(G_y)] = m\), then there is the geodesic path \(c \subset T\) from \(o(y)\) to \(t(y)\). The relative order \([G_{o(y)} : \iota_y(G_y) \cap \iota_y(G_y)]\) in \(\pi_1(G, Y, T)\) can be compute as the least common multiple \(\frac{k_n}{m} \frac{k_y}{n}\). We define \(\kappa_\pi := \frac{k_n}{m}\), then we have \([\pi_1(G_y) : \iota_y(G_y) \cap \iota_y(G_y)] = \kappa_\pi\) in \(\pi_1(G, Y, T)\).

By using above notations, we state our main theorem as follows.

**Theorem 4.3.** Let \(T\) be a maximal subtree of \(Y\) and \(\overline{\pi_1(G, Y, T)}\) be the closure of \(\pi_1(G, Y, T)\) in the automorphism group of the universal covering \(\tilde{X}(G, Y, T)\). If \((G, Y, T)\) satisfies the following conditions, then \(\overline{\pi_1(G, Y, T)}\) is a non-discrete locally compact \(C^*\)-simple group.

- The graph \(Y\) is not a tree.
- Every edge groups and vertex groups of \((G, Y)\) are isomorphic to \(\mathbb{Z}\).
- There is an edge \(y \in E(Y) \setminus E(T)\) such that \(\kappa_\pi \neq \kappa_y\).
- For any edge \(z\) of \(T\), \(\iota_z(G_z)\) is a proper subgroup of \(G_{t(z)}\).

Moreover, the reduced group \(C^*\)-algebra \(C^*_r(\overline{\pi_1(G, Y, T)})\) has a unique KMS-weight with respect to the modular flow.

In the case of Baumslag-Solitar groups, the following are known. (See [R2].)
- \(BS(n, m)\) is discrete if and only if \(|n| = |m|\).
- \(BS(n, m)\) is \(C^*\)-simple if and only if \(|n|, |m| \neq 1\).

In Theorem 4.3 the third condition corresponds to \(|n| \neq |m|\) and the fourth condition corresponds to \(|n|, |m| \neq 1\).

From now on, we fix the graph of groups \((G, Y)\), the maximal subtree \(T\) of \(Y\) and \(y \in E(Y) \setminus E(T)\) which satisfy the assumptions in Theorem 4.3. In order to prove Theorem 4.3 we prepare some lemmas as follows.

**Lemma 4.4.** The action of \(\pi_1 := \pi_1(G, Y, T)\) on the universal covering \(\tilde{X} := \tilde{X}(G, Y, T)\) is faithful.

**Proof.** Suppose that \(g \in \pi_1\) acts trivially on \(\tilde{X}\). It suffices to show \(g = e\). Since the left multiplication of \(g\) preserves all elements of \(V(\tilde{X}) = \sqcup \pi_1/G_P\), we have \(g^n_y g y^n \in G_{o(y)} \cap G_{t(y)}\) for all \(n \in \mathbb{Z}_{\geq 0}\). Let \(W\) be a connected subgraph of \(Y\) with \(V(W) := V(Y)\), \(E(W) := E(Y) \setminus \{y, \bar{y}\}\). By Lemma 4.4 \(\pi_1\) has a structure of HNN extension and \(g_y\) corresponds to the stable letter. Therefore, we get

\[
g \in G_{t(y)} \quad \text{and} \quad g^n_y g y^n \in \iota_y(G_y) \cap \iota_\pi(G_y)
\]

for every \(n \in \mathbb{Z}_{\geq 0}\). Since all edge groups of \(Y\) are isomorphic to \(\mathbb{Z}\), we can take the free generators \(a\) of \(\iota_y(G_y)\) and \(b\) of \(\pi_1(G_y)\) with \(g_y a g_y^{-1} = b\). Take the integers \(N, M \in \mathbb{Z}_{\geq 0}\) with \(\iota_y(G_y) \cap \pi_1(G_y) = \langle a^N \rangle = \langle b^M \rangle\), then \(N \neq M\) holds because of the assumption \(\kappa_y \neq \kappa_\pi\). By replacing \(y\) by \(\bar{y}\), we may assume \(\left|\frac{N}{(N, M)}\right| \neq 1\). By straightforward
computation, we have

\[ \langle a \rangle \cap g_y^n(t_y(G_y) \cap t_\overline{g}(G_y)) g_y^n = \left\langle a^{(N,M)}[\overline{N},M]^n \right \rangle \]

Thus \( g = e. \) \( \square \)

From now on, we put \( \pi_1 := \pi_1(G,Y,T) \) and \( \tilde{X} := \tilde{X}(G,Y,T) \) as used in Lemma 4.4. Let \( \text{Aut}(\tilde{X}) \) be the automorphism groups of \( \tilde{X} \). We suppose that \( \overline{\Gamma} \) is the closure of \( \Gamma \) in \( \text{Aut}(\tilde{X}) \) for any subset \( \Gamma \subset \pi_1 \). For \( g \in \pi_1 \) and \( P \in V(Y) \), the subgroup of \( \text{Aut}(\tilde{X}) \) which stabilize \( gG_P \in V(\tilde{X}) \) is denoted by \( \text{Stab}(gG_P) \). If \( w \in E(Y) \), then there is a subgraph \( W \) of \( Y \) with \( V(W) = V(Y) \) and \( E(W) = E(Y) \setminus w, \overline{g} \). We use the letter \( Y \setminus \{ w \} \) for this \( W \).

**Lemma 4.5.** For any \( P \in Y \), the family of finite intersections of \{\( \pi_1 \cap \text{Stab}(gG_P) \) \}_{g \in \pi_1} \) gives a neighborhood basis of \( e \) in \( \pi_1 \).

**Proof.** By definition of \( \pi_1 \), the family of finite intersections of the sets \{\( \pi_1 \cap \text{Stab}(gG_P) \) \} \( |g \in \pi_1, Q \in V(Y)\} \) is a neighborhood basis of \( e \). Thus it suffices to show that for any \( g \in \pi_1 \) and \( Q \in V(Y) \), there are \( g_1,g_2,\ldots,g_n \in \pi_1 \) with \( \bigcap_{i=1}^{n} \pi_1 \cap \text{Stab}(g_iG_P) \subset \pi_1 \cap \text{Stab}(gG_P) \).

First, we assume there is an edge \( w \) such that \( o(w) = P \) and \( t(w) = Q \). Fix \( g \in \pi_1 \). When the graph \( Y \setminus \{ w \} \) is disconnected, there are subgraphs \( W_1 \) and \( W_2 \) with \( \pi_1(G|_{W_1}, W_1) \ast_{G_w} \pi_1(G|_{W_2}, W_2) \cong \pi_1 \) as in Lemma 4.1. Suppose \( P = o(w) \in V(W_1) \) and \( Q = t(w) \in V(W_2) \). We can take \( b \in G_Q \setminus t_w(G_w) \subset \pi_1(G|_{W_2}, W_2) \). For any \( h \in \pi_1 \), if \( g^{-1}hg \in G_P \) and \( b^{-1}g^{-1}hgb \in G_P \), then \( g^{-1}hg \in G_y \). Thus we have \( \pi_1 \cap \text{Stab}(gG_P) \subset \pi_1 \cap \text{Stab}(gG_Q) \). By taking closures, we get \( \pi_1 \cap \text{Stab}(gG_P) \subset \pi_1 \cap \text{Stab}(gG_Q) \) since stabilizers are clopen subgroups of \( \text{Aut}(\tilde{X}) \).

When the graph \( Y = Y \setminus \{ w \} \) is disconnected, we have \( \pi_1(G|_{W}, W) \ast_{G_w} \pi_1 \cong \pi_1 \). Thus for any \( h \in \pi_1 \), if \( g^{-1}hg \in G_P \) and \( g^{-1}hg^{-1} \in G_P \), then \( g^{-1}hg \in t_w(G_w) \). We get \( \pi_1 \cap \text{Stab}(gG_P) \subset \pi_1 \cap \text{Stab}(gG_Q) \). This leads to \( \pi_1 \cap \text{Stab}(gG_P) \subset \pi_1 \cap \text{Stab}(gG_Q) \).

For a general \( Q \), there is a geodesic path from \( P \) to \( Q \) in \( Y \). By using same argument repeatedly, we get \( g_1,g_2,\ldots,g_n \in \pi_1 \) with \( \bigcap_{i=1}^{n} \pi_1 \cap \text{Stab}(g_iG_P) \subset \pi_1 \cap \text{Stab}(gG_P) \). \( \square \)

**Lemma 4.6.** For any \( P \in V(Y) \), the closure \( \overline{G_P} = \pi_1 \cap \text{Stab}(G_P) \) is a non-discrete compact open subgroup of \( \pi_1 \).

**Proof.** Since \( \overline{G_P} = \pi_1 \cap \text{Stab}(G_P) \), it is trivial that \( \overline{G_P} \) is open.

By Lemma 4.4 and 4.5, we have \( \bigcap_{g \in \pi_1} \text{Stab}(gG_P) \cap \pi_1 = \{ e \} \) for any \( P \in V(Y) \). Let \( S_{\pi_1/G_P} \) be the topological group of all bijections from \( \pi_1/G_P \) to \( \pi_1/G_P \). There is the monomorphism \( f: \pi_1 \rightarrow S_{\pi_1/G_P} \) given by left multiplication. This \( f \) is continuous with respect to the relative topology of \( \pi_1 \) induced by \( \text{Aut}(\tilde{X}) \) and \( S_{\pi_1/G_P} \) is complete. Thus \( f \) extends to a continuous homomorphism from \( \pi_1 \). By Lemma 4.5, the extension of \( f \) gives a homeomorphism from \( \pi_1 \) onto \( \overline{f(\pi_1)} \). Therefore, it suffices to show that \( \overline{f(G_P)} \subset S_{\pi_1/G_P} \) is compact.
Let $a$ be a generator of $G_P$ and $g \in \pi_1$. There is a word $(c, \mu)$ of $(G, Y)$ such that $c$ is a closed path from $P$ to $P$ and $g = |c, \mu|$. Suppose that $c = (y_1, y_2, \ldots, y_n)$ and $m_i := |c(y_i) : c(y_i)(G_{y_i})|$. Since all vertex group of $(G, Y)$ is isomorphic to $Z$, we get $ga^{(\prod_{i=1}^{m_i} g)^{-1}} \in G_P \setminus \{e\}$. Thus for any $g \in \pi_1$, the relative order $[G_P : G_P \cap gg_Pg^{-1}]$ is finite. By using the argument in Section 4 of [T], the closure $f(G_P) \subset S_{\pi_1/G_P}$ is compact.

In proof of the compactness of $G_P$, we have $\text{Stab}(gG_P) \cap G_P = gG_Pg^{-1} \cap G_P \neq \{e\}$ for any $g \in \pi_1$. Since $G_P$ is isomorphic to $Z$, the intersection $\bigcap_{i=1}^{n} \text{Stab}(g_i G_P) \cap G_P$ is not a trivial subgroup of $G_P$ for any $g_1, g_2, \ldots, g_n \in \pi_1$. Thus $\{e\}$ is not an open subgroup of $G_P$ and $G_P$ is non-discrete.

This lemma shows that $\pi_1$ is a non-discrete locally compact group. To prove $C^*$-simplicity of $\pi_1$, we use the following lemma which is shown in a similar way to the proof of Lemma 1.2 in [P-S].

**Lemma 4.7.** Let $G$ be a totally disconnected group and $K$ be a compact open subgroup. If any finite set $\{g_1, g_2, \ldots, g_l\}$ of $G \setminus K$ has pairwise disjoint subsets $S_1, S_2, \ldots, S_l$ of $G$ and $z_1, z_2, \ldots, z_l \in G$ with the following conditions, then property (2) in Lemma 3.1 holds for $A_\nu = C^*_r(G)$ and $K_\nu = K$.

- Each $S_i$ satisfies $KS_i = S_i$.
- Each $z_i$ commutes with every element of $K$ and satisfies $z_ig_jz_i^{-1}(G \setminus S_i) \subset S_i$ for every $g_j$.

**Proof.** Take a self-adjoint element $f \in C_c(G \setminus K) \subset C^*_r(G)$, then there are $g_1, g_2, \ldots, g_l \in G \setminus K$ which have pairwise distinct $K$-double cosets and $f$ is supported on $\bigcup_{i=1}^{l} Kg_iK$. We have subsets $S_1, S_2, \ldots, S_l$ of $G$ and $z_1, z_2, \ldots, z_l \in G$ which satisfy the assumptions of the lemma for $g_1, g_2, \ldots, g_l$. Since $S_1, S_2, \ldots, S_l$ are unions of $K$-double cosets, they are clopen. We define $q_i$ as the orthogonal projection onto $L^2(S_i)$, then for any $i$ and $g \in \bigcup_{j=1}^{l} Kg_jK$, we get $(1 - q_i)\lambda_{z_ig_i^{-1}}(1 - q_i) = 0$. Thus the self-adjoint element $f$ satisfies $(1 - q_i)\lambda_{z_i}f\lambda_{z_i}^*(1 - q_i) = 0$. Generally, if a self-adjoint operator $T$ and a projection $q$ on a Hilbert space $\mathcal{H}$ satisfy $(1 - q)T(1 - q) = 0$, then $|\langle T\xi, \xi \rangle| \leq 2\|T\|\|q\|\|\xi\|$ holds for any unit vectors $\xi \in \mathcal{H}$. Thus we have

$$|\langle \frac{1}{9}\sum_{i=1}^{9} \lambda_{z_i}f\lambda_{z_i}^*)\xi, \xi \rangle| \leq \frac{2}{3}\|f\|,$$

for any unit vector $\xi$ (see proof of Lemma 1.2 of [P-S]), then

$$\left\| \frac{1}{9}\sum_{i=1}^{9} \lambda_{z_i}f\lambda_{z_i}^* \right\| \leq \frac{2}{3}\|f\|.$$

Since the continuous function $\frac{1}{9}\sum_{i=1}^{9} \lambda_{z_i}f\lambda_{z_i}^*$ is supported on $\bigcup_{i,j} Kz_ig_iz_i^{-1}K$ and the assumptions $z_ig_iz_i^{-1}(G \setminus A_i) \subset A_i$ for every $i, j$, the support of $\frac{1}{9}\sum_{i=1}^{9} \lambda_{z_i}f\lambda_{z_i}^*$ is on $G \setminus K$. By repeating the same process, for any $\epsilon > 0$, we can take $w_1, w_2, \ldots, w_n \in G$
Lemma 4.8. There is a compact open subgroup $G\theta$ call this $\langle \gamma \rangle$ with $\gamma \in M$ and satisfies the conditions of Lemma 4.7. {\{ we get $i$ for any $\gamma \in M$ is true. When $\gamma \in M$ is odd and \begin{equation*} \gamma \in \langle \gamma \rangle \end{equation*} between subgroups $\gamma \in G\theta$ has two reduced forms \begin{equation*} c_0t^j_1c_1t^j_2c_2 \cdots t^j_vc_1 \quad \text{and} \quad d_0t^{j'}_1d_1t^{j'}_2d_2 \cdots t^{j'}_md_m, \end{equation*} then we have $l = m$ and $(\epsilon_1, \epsilon_2, \ldots, \epsilon_l) = (\epsilon_1', \epsilon_2', \ldots, \epsilon_m')$. (See Lemma 2.3 of [L-S].) We call this $l = m$ the length of $g$.}

Lemma 4.8. There is a compact open subgroup $K$ of $\pi_1$ which is contained in $\overline{G_{o(y)}}$ and satisfies the conditions of Lemma 4.7.

Proof. Let $a, b$ be free generators of $G_{l(y)}$ and $G_{o(y)}$. We suppose that $\pi_{l(y)}(G_{l(y)}) = \langle a^n \rangle$, $\pi_{o(y)}(G_{o(y)}) = \langle b^m \rangle$, and $g_0a^n g_1^{-1} = b^m$ for some $n, m \in \mathbb{Z}$. We have $|n|, |m| \geq 2$ by assumption. If $\gamma$ is a geodesic path in $T$ from $o(y)$ to $l(y)$ and $H$ is a subgroup $G_{l(y)} \cap G_{o(y)} = \langle a^k \rangle = \langle b^k \rangle$ of $\pi_1$, then the subgroup $\langle a, b \rangle \subset \pi_1$ is isomorphic to $\langle a \rangle \ast H \langle b \rangle$. Define $N := \prod_{i=1}^{m} \overline{G_{o(y)}}$ and a compact open subset $K := \overline{G_{o(y)}}$. When we take a finite set $\{g_1, g_2, \ldots, g_s\}$ in $\pi_1 \setminus K$, there is $g_i \in \pi_1 \setminus \langle a^N \rangle$ with $g'_i \in g_iK$ for any $i$, since $\pi_1 \setminus K \subset (\pi_1 \setminus \langle a^N \rangle)K$. Let $W$ be a subgraph $Y \setminus \{y\}$ of $Y$. By the isomorphism $\pi_1(G_{l(y)}W, W) \ast \pi_1, \pi_1$ has the structure of HNN extension and $t := g_y$ corresponds to the stable letter. We have $\langle a^N \rangle = \langle a \rangle \cap \langle t \rangle \langle b \rangle \langle t^2 \rangle$ by definition of $N$. Let $l_y : \pi_1 \to \mathbb{Z}_{\geq 0}$ be the function such that $l_y(g_i) = \text{the length of } g_i$ as an element of the HNN extension $\pi_1(G_{l(y)}W, W) \ast \pi_1$. Suppose that $L := \max\{l_y(g_i) | 1 \leq l_y \leq s\}$.

Set $r_1 := at^{-1}bt$. For every $g \in \pi_1$, we have $l_y(g) \leq L$. We claim that if $g \notin \bigcup_{i \in \mathbb{Z}} r_1^i \langle a^N \rangle$, then $r_1^i g r_1^{-L} \gamma r_1^{-L}$ has a reduced form which begins with $at^{-1}$ and ends with $ta^{-1}$. Suppose $g \notin \bigcup_{i \in \mathbb{Z}} r_1^i \langle a^N \rangle$ has the reduced form $c_0t^j_1c_1t^j_2c_2 \cdots t^j_vc_1$. When $(\epsilon_1, \epsilon_2, \ldots, \epsilon_{l_y}) \neq (-1, 1, -1, 1, \ldots, -1, 1)$, the claim is trivial. Thus we may assume $(\epsilon_1, \epsilon_2, \ldots, \epsilon_{l_y}) = (-1, 1, -1, 1, \ldots, -1, 1)$. First, we assume $l_y(gr_1^{-L}) \geq l_y(r_1^L g) = 2L + l_y(g) - 2M$. When $M = 0$, the words $at^{-1}btc_0t^j_1c_1t^j_2c_2 \cdots t^j_vc_1$ are reduced and the claim is true. When $M \neq 0$, we get a reduced form of $r_1^L g$ as

\begin{equation*}
\begin{cases}
  r_1^{(L/M)} c'_M t^{-1} c_{M+1} t c_{M+2} t^{-1} \cdots t c_l(g) & \text{if } M \ \text{is even,} \\
  r_1^{(L/M+1)} a t^{-1} c'_M t c_{M+1} t^{-1} c_{M+2} t \cdots t c_l(g) & \text{if } M \ \text{is odd.}
\end{cases}
\end{equation*}

Here we have

\begin{equation*}
\begin{cases}
  c'_M \in \langle a^N \rangle a c_M \ \text{and} \ c_M \notin \langle a^N \rangle & \text{if } M \ \text{is even,} \\
  c'_M \in \langle b^m \rangle b c_M \ \text{and} \ c_M \notin \langle b^m \rangle & \text{if } M \ \text{is odd.}
\end{cases}
\end{equation*}

This condition holds even if $M = l(y)$ because of the assumption $g \notin \bigcup_{i \in \mathbb{Z}} r_1^i \langle a^N \rangle$. Thus we get

\begin{equation*}
\begin{cases}
  c'_M a^{-1} \notin \langle a^N \rangle & \text{if } M \ \text{is even,} \\
  c'_M b^{-1} \notin \langle b^m \rangle & \text{if } M \ \text{is odd.}
\end{cases}
\end{equation*}
Therefore, we have a reduced form of \( r_1^Lg r_1^{-L} \) whose length is longer than \( |l_y(r_1^Lg) - l_y(\tau_1^{\pm 1}c_g\tau_1^{\pm 1})| \). Thus the claim is true when \( l_y(g r_1^{-L}) \geq l_y(r_1^Lg) \). Similarly, we can prove the claim when \( l_y(g r_1^{-L}) \leq l_y(r_1^Lg) \).

For \( j \in \mathbb{Z}_{>0} \), we define \( S_j' \) as the set of all \( g \in \pi_1 \) with a reduced form \( g = c_0 t^{n_1} c_1 t^{n_2} c_2 \cdots t^{n_{\omega+1}} c_{\omega+1} (g) \) such that

\[
(\epsilon_{2i-1}, \epsilon_{2i}) = (-1, 1) \text{ for } i \leq j, \quad \text{and} \quad (\epsilon_{2j+1}, \epsilon_{2j+2}) = (-1, -1).
\]

Suppose \( r_2 := a t^{-2} b t^2 \) and \( z_j := r_1^L g r_1^{-L} \). These \( \{z_j\}_j \) commute with \( a^N \) and satisfy the following. The inclusions

\[
z_j g z_j^{-1}(\pi_1 \setminus S_j') \subset S_j'
\]
hold for every \( g \in \pi_1 \setminus \langle a^N \rangle \) with \( l_y(g) \leq L \).

That is because \( r_2 = r_1^L g r_1^{-L} r_2^{-1} \) has a reduced form which begins with \( a t^{-2} \) and ends with \( t^2 a^{-1} \), when \( g \) satisfies either \( l(g) \leq L \) and \( g \notin \bigcup_{j \in \mathbb{Z}} r_1^j (a^n) \) or \( g \in \bigcup_{j \in \mathbb{Z}} r_1^j (a^n) \setminus \langle a^N \rangle \). Thus if \( f \in \pi_1 \setminus S_j' \), then \( z_j g z_j^{-1} f \) has a reduced form beginning with the words \( r_1^j a t^{-2} \).

Since \( S_j' = (\langle a^N \rangle) S_j' \), the sets \( \{S_j := S_j'\}_j \) are pairwise disjoint subsets of \( \pi_1 \) satisfying \( K S_j = S_j \). The subsets \( S_1, S_2, \ldots, S_9 \) of \( \pi_1 \) and \( z_1, z_2, \ldots, z_9 \in \pi_1 \) satisfy conditions of Lemma 4.7 for \( \{g_1, g_2, \ldots, g_9\} \).

In the proof of the above lemma, both \( r_1 \) and \( r_2 \) are in the kernel of the modular function of \( \pi_1 \), since \( a, b \) are elements in compact open subgroups of \( \pi_1 \). Thus \( A_\nu := C_+^1(\pi_1) \) and \( E_\nu := E_K \) satisfy condition (2) of Lemma 3.1 and every \( g_i \) can be taken in the kernel of the modular function.

**Proof of Proposition 4.8**: Take \( g \in \pi_1 \). We show that there is a compact open subgroup \( K_0 \subset \overline{G}_{t(y)} \cap \text{Stab}(gG_{t(y)}) \) such that \( A_\nu := C_+^1(\pi_1) \) and \( E_\nu := E_K \) satisfy condition (2) of Lemma 3.1. We assume that the following statements hold as in the proof of Lemma 4.8.

- The elements \( a, b \in \pi_1 \) are free generators of \( G_{t(y)} \) and \( G_{o(y)} \).
- The integers \( n, m \) satisfy \( t_y(G_y) = \langle a^n \rangle \), \( t_{\overline{y}}(G_y) = \langle b^m \rangle \), and \( t a^n t^{-1} = b^m \), where \( t := g_y \).
- The function \( l_y : \pi_1 \to \mathbb{Z}_{\geq 0} \) gives lengths of elements of \( \pi_1 \) with respect to the identification \( \pi_1(G|W, W^*) \cong \pi_1 \) of \( \pi_1 \).

Since \( g \notin \langle b^m \rangle \), there are \( c, d \in \{a, e\} \) such that the equation \( g y(t^{\pm 1} c g t^{\pm 1}) = l_y(g) + 2 \) holds. Set \( r_j' := g d t^{-2} b t^d g^{-1} c t^{-2} b t^e \) for \( j \in \mathbb{Z} \) and \( K_1 := \langle a \rangle \cap \text{Stab}(r_2' \langle a \rangle) \). By assumptions for \( c, d, g \), if \( h \in \langle a \rangle \cap \text{Stab}(r_2' \langle a \rangle) \), then we have

\[
g^{-1} h g \in \langle a \rangle, \quad (t^{-2} b t^2)^{-1} g^{-1} h (t^{-2} b t^2) \in \langle a \rangle, \quad \text{and} \quad (t^{-2} b t^2)^{-1} h (t^{-2} b t^2) \in \langle a \rangle.
\]

That is because \( (t^{-2} b t^2)^{-1} h (t^{-2} b t^2) = h \) holds for any \( h \in \langle a \rangle \cap \text{Stab}(t^{-2} b t^2 \langle a \rangle) \). We get \( \langle a \rangle \cap \text{Stab}(r_2' \langle a \rangle) = \langle a \rangle \cap \text{Stab}(g \langle a \rangle) \cap \text{Stab}(t^{-2} b t^2 \langle a \rangle) \cap g \text{Stab}(t^{-2} b t^2 \langle a \rangle) g^{-1} \). Thus we have \( K_1 \subset \langle a \rangle \cap \text{Stab}(gG_{t(y)}) \) and \( r_2^{-1} h r_2' = h = r_1^{-1} h r_1' \) for any \( h \in K_1 \).
For any \( f \in \pi_1 \) with \( l_g(f) \geq i \), we define \( \epsilon(f, i) \) as a sequence \( (\epsilon_1, \epsilon_2, \ldots, \epsilon_i) \) of \( \{0, 1\} \), when \( f \) has a reduced form \( c_0 t_1^i c_1 t_2^i c_2 \ldots t_i^i c_i ) \). By using this definition, we set
\[
\begin{align*}
w_i &:= r_i^i r_i^j - 2, \\
U'_i &:= \{ f \in \pi_1 \mid l_g(r_i^j) \leq 2 \text{ and } \epsilon(f, il_g(r_i^j) + 2) = \epsilon(w_i, il_g(r_i^j) + 2) \}, \\
U_i &:= \bigcup_i \bigcup_i U'_i.
\end{align*}
\]

This \( \{U_i\}_{i=1}^\infty \) is an infinite family of mutually disjoint clopen subsets of \( \pi_1 \) and we have \( w_i hw_i^{-1}(\pi_1 \setminus U_i) \subset U_i \) for any \( h \in \langle a \rangle \setminus K_1 \). In the same way as in the proof of Lemma 4.7, we get
\[
\left\| \frac{1}{N} \sum_{i=1}^N \lambda_{w_i}(x - E_{K_1}(x)) \lambda_{w_i}^* \right\| \leq \frac{2}{\sqrt{N}} \|x - E_{K_1}(x)\|
\]
for every self-adjoint element \( x \in C^*_r(\langle a \rangle) \subset C^*_r(\pi_1) \). Let \( K \subset \langle a \rangle \) be a compact open subgroup of Lemma 4.8 and \( K_0 := K \cap K_1 \), then \( E_{K_0} = E_{K_1} \circ E_K \). For any self-adjoint element \( x \in C^*_r(\pi_1) \) and \( \delta > 0 \), there are \( N \in \mathbb{Z}_{\geq 0} \) and \( g_1, g_2, \ldots, g_M \in \pi_1 \) such that they satisfy
\[
\left\| \frac{1}{M} \sum_{i=1}^M \lambda_{g_i}(x - E_{K_1}(x)) \lambda_{g_i}^* \right\| \leq \frac{\delta}{2} \quad \text{and} \quad \left\| \frac{1}{N} \sum_{i=1}^N \lambda_{w_i}(E_{K_1}(x) - E_{K_1} \circ E_K(x)) \lambda_{w_i}^* \right\| \leq \frac{\delta}{2}.
\]

By the proof of Lemma 4.8, we may assume \( \{g_i\}_i \) are in the kernel of the modular function and \( \{\lambda_{g_i}\}_i \) commute with all elements of \( C^*_r(K) \). Thus we have
\[
\left\| \frac{1}{NM} \sum_{i,j} \lambda_{w_j g_i}(x - E_{K_0}(x)) \lambda_{w_j g_i}^* \right\|
\leq \left\| \frac{1}{M} \sum_{j=1}^M \lambda_{w_j}(E_{K_1}(x) - E_{K_1} \circ E_K(x)) \lambda_{w_j}^* \right\| + \left\| \frac{1}{N} \sum_{j=1}^N \lambda_{w_j} \left( \frac{1}{M} \sum_{i=1}^M \lambda_{g_i}(x - E_{K_1}(x)) \lambda_{g_i}^* \right) \lambda_{w_j}^* \right\|
\leq \delta.
\]

Moreover, every \( w_j g_i \) is in the kernel of the modular function and they satisfy
\[
\frac{1}{NM} \sum_{i,j} \lambda_{w_j g_i} P_{K_0} \lambda_{w_j g_i}^* = P_{K_0}.
\]

By using Lemmas 3.1 and 4.3, we get Theorem 4.3.

**Remark 4.9.** For the group \( \pi_1 \) in Theorem 4.3 and the modular function \( \Delta \) of \( \pi_1 \), \( \ker \Delta \) is an open subgroup of \( \pi_1 \). When the graph \( Y \) is countable, \( \ker \Delta \) satisfies the conditions in Proposition 2.4.1, and \( \pi_1 \) is an elementary group in Wesołek’s sense [W]. That is shown as follows. Since \( \pi_1 \) is countable, we can take a following decreasing sequence \( \{K_n\}_{n=1}^\infty \) of compact open subgroups in \( \pi_1 \) by using the proof of Theorem 4.3.

- \( \bigcap_{n=1}^\infty K_n = \{e\} \).
For every $n$, there is a finite subset $F_n$ of $\pi_1$ with $K_n = \bigcap_{h \in F_n} \text{Stab}(hG_{t(y)}) \cap \overline{G}_{t(y)}$.

For every $n$, self-adjoint element $x \in C^*_r(\pi_1)$ and $\epsilon > 0$, there are $g_1, g_2, \ldots, g_m \in \pi_1 \cap \ker \Delta$ such that each $g_i$ commutes with all elements of $K_n$ and

$$\left\| \frac{1}{m} \sum_{i=1}^m \lambda_{g_i}(x - E_{K_n}(x))\lambda_{g_i}^* \right\| < \epsilon$$

holds.

Define the open subset $L_n := \ker \Delta \cap \{g \in \pi_1 \mid g^{-1}K_ng \leq G_{t(y)} \}$ for every $n$, then we can show that $L_n$ is the normalizer $N_{\pi_1}(K_n)$ of $K_n$ as follows. Since $L_n$ and $N_{\pi_1}(K_n)$ are clopen subsets of $\pi_1$, it suffices to show that $L_n \cap \pi_1 \subset N_{\pi_1}(K_n)$. Put $K'_n := \pi_1 \cap K_n$, and take $g \in L_n \cap \pi_1$, then we have $g^{-1}K'_ng = G_{t(y)} \cap g^{-1}K_ng$. Since $g \in \ker \Delta$, we get

$$[G_{t(y)} : g^{-1}K'_ng] = [G_{t(y)} : g^{-1}K_ng] = [G_{t(y)} : K_n] = \left[ G_{t(y)} : K'_n \right].$$

Thus we get $K'_n = g^{-1}K'_ng \leq G_{t(y)} \cong \mathbb{Z}$ and $g \in N_{\pi_1}(K_n)$. Since $\bigcap_{n=1}^\infty K_n = \{e\}$ holds, every $g \in \ker \Delta \cap \pi_1$ has $n \in \mathbb{N}$ with $K_n \leq \text{Stab}(gG_{t(y)})$. This gives $\ker \Delta = \bigcup_{n=1}^\infty L_n$. By the third condition of $(K_n)_{n=1}^\infty$, the $C^*$-algebra $C^*_r(L_n/K_n) \cong C^*_r(L_n)^*_{\text{proj}} \subset C^*_r(\pi_1)$ is simple for any $n$. Therefore, the increasing sequence $(L_n)_{n=1}^\infty$ and the decreasing sequence $(K_n)_{n=1}^\infty$ satisfy the assumptions of Proposition 2.1. Since $\pi_1/\ker \Delta \cong \Delta(\pi_1)$ is a countable discrete group, the locally compact group $\pi_1$ is elementary in Wesolek’s sense [W].

Acknowledgements. The author is grateful to her supervisor Professor Yasuyuki Kawahigashi for his useful comments and constant support. She is also grateful to Professor Narutaka Ozawa for helpful comments, Professor Yuhei Suzuki for invaluable help and Yuta Michimoto for helpful discussion.

References

[B-O] N. P. Brown and N. Ozawa; *C*-algebras and finite-dimensional approximations. Graduate Studies in Mathematics 88. American Mathematical Society, Providence, RI, 2008.

[Har] P. de la Harpe; On simplicity of reduced $C^*$-algebras of groups. Bull. Lond. Math. Soc. 39 (2007), 1–26.

[H-P] P. de la Harpe and J.-P. Préaux; $C^*$-simple groups: Amalgamated free products, HNN extensions, and fundamental groups of 3-manifolds. J. Topol. Anal. 3 (2011), no. 4, 451–489.

[Haa] U. Haagerup; A new look at $C^*$-simplicity and the unique trace property of a group. Operator algebras and applications—the Abel Symposium 2015, (Abel Symp. 12), Springer, Cham, (2017), 167–176.

[K-K] M. Kalantar and M. Kennedy; Boundaries of reduced $C^*$-algebras of discrete groups. J. Reine Angew. Math. 727 (2017), 247–267.

[Ke] M. Kennedy; An intrinsic characterization of $C^*$-simplicity. (English, French summary). Ann. Sci. Éc. Norm. Supér. (4) 53 (2020), no. 5, 1105–1119.

[Ku] J. Kustermans; KMS-weights on $C^*$-algebras. Preprint, [arXiv:funct-an/9704008v1].

[L-S] R. C. Lyndon and P. E. Schupp; Combinatorial group theory. Reprint of the 1977 edition. Classics in Mathematics. Springer-Verlag, Berlin, 2001.

[P-S] W. L. Paschke and N. Salinas; $C^*$-algebras associated with free products of groups. Pacific J. Math. 82 (1979), no. 1, 211–221.
[R1] S. Raum; \( C^* \)-simplicity of locally compact Powers groups. J. Reine Angew. Math. 748 (2019), 173–205.

[R2] S. Raum; Erratum to \( C^* \)-simplicity of locally compact Powers groups (J. reine angew. Math. 748 (2019), 173–205). J. Reine Angew. Math. 772 (2021), 223–225.

[Se] J. -P. Serre; Trees. Translated from the French by John Stillwell. Springer-Verlag, Berlin-New York, 1980.

[Su1] Y. Suzuki; Elementary constructions of non-discrete \( C^* \)-simple groups. Proc. Amer. Math. Soc. 145 (2017), 1369–1371.

[Su2] Y. Suzuki; \( C^* \)-simplicity has no local obstruction. Preprint. arXiv:2103.10404v1.

[Tz] K. Tzanev; Hecke \( C^* \)-algebras and amenability. (English summary) J. Operator Theory 50 (2003), no. 1, 169–178.

[Ta] M. Takesaki; Theory of operator algebras. II. Encyclopaedia of Mathematical Sciences, 125. Operator Algebras and Non-commutative Geometry, 6. Springer-Verlag, Berlin, 2003.

[Po] R. T. Powers; Simplicity of the \( C^* \)-algebra associated with the free group on two generators. Duke Math. J. 42 (1975), 151–156

[W] P. Wesolek; Elementary totally disconnected locally compact groups. Proc. Lond. Math.Soc. 110 (6) (2015), 1387–1434.