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Abstract
The recent novel coronavirus (also known as COVID-19) has rapidly spread worldwide, causing an infectious respiratory disease that has killed hundreds of thousands and infected millions. While test kits are used for diagnosis of the disease, the process takes time and the test kits are limited in their availability. However, the COVID-19 disease is also diagnosable using radiological images taken through lung X-rays. This process is known to be both faster and more reliable as a form of identification and diagnosis. In this regard, the current study proposes an expert-designed system called COVIDetectioNet model, which utilizes features selected from combination of deep features for diagnosis of COVID-19. For this purpose, a pretrained Convolutional Neural Network (CNN)-based AlexNet architecture that employed the transfer learning approach, was used. The effective features that were selected using the Relief feature selection algorithm from all layers of the architecture were then classified using the Support Vector Machine (SVM) method. To verify the validity of the model proposed, a total of 6092 X-ray images, classified as Normal (healthy), COVID-19, and Pneumonia, were obtained from a combination of public datasets. In the experimental results, an accuracy of 99.18% was achieved using the model proposed. The results demonstrate that the proposed COVIDetectioNet model achieved a superior level of success when compared to previous studies.
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1 Introduction
The rapid spread of the coronavirus infection, known as COVID-19 has resulted in an extensive health, financial, and personal impact on a global scale. The virus was first identified in Wuhan, China, in December 2019. Later, the COVID-19 virus has been found to be easily transmitted from person to person, resulting in a pandemic affecting almost all countries and territories worldwide. With each passing day, hundreds of deaths and thousands of new infections are being recorded in many different countries [1, 2], and at the time this paper was penned, the global total number of COVID-19 cases has stood at approximately 3.5 million confirmed cases and 224,300 fatalities across 205 countries [3].

Some of the people who have contracted the COVID-19 disease suffer medical complications such as acute respiratory disorders and secondary infections. In such severe cases, early treatment carried out following early diagnosis plays a critical role in reducing the likelihood of mortality. Currently, the main method used to detect COVID-19 disease is a reverse transcriptase-polymerase chain reaction (RT-PCR), which is a test conducted on swab samples taken from the respiratory tract. However, the RT-PCR test is a time consuming, laborious, and complicated manual process. In addition, test kits are only available in limited numbers worldwide. An automated system, which is both reliable and fast, is urgently needed for the detection of COVID-19. In addition to the RT-PCR method of testing, radiological imaging using X-rays is known to be an effective technique used in detection of COVID-19. For this purpose, artificial intelligence-based automated detection and diagnostic systems that are based on X-ray images have recently been developed, resulting in faster and more accurate Detection of COVID-19 [1, 2, 4–6] and they are becoming available as an alternative to manual testing.

In literature, there are numerous studies that have been published, which are based on machine learning and deep learning applied in the detection of COVID-19 using X-ray images. From these studies, Zhang et al. [1] presented a ResNet network model to detect COVID-19 from X-ray images. In their experimental study, a dataset that contained
1078 images from both COVID-19 diagnosed and healthy patients, was used. According to their results, values achieved for sensitivity, specificity, and AUC (Area Under the Curve) were 96.0%, 70.7%, and 95%, respectively. Wang et al. [4] developed a Convolutional Neural Network (CNN)-based architecture for the detection of COVID-19. In their experimental studies, X-ray images containing COVID-19, Normal, and Pneumonia classes were used. The authors achieved a test accuracy of 92.6% with images from all classes. Narin et al. [5] evaluated the performances of three different CNN-based models (ResNet50, InceptionV3, and InceptionResNetV2) for the detection of COVID-19 using chest X-rays. According to the performance results obtained, the pretrained ResNet50 model yielded the highest classification performance with 97%. Apostolopoulos et al. [6] calculated performances using transfer learning based on five different CNNs (VGG19, Inception, MobileNetV2, Xception, and InceptionResNetV2) for the detection of the COVID-19 viral disease. In their experimental studies, they used a total of 1427 X-ray images that included 224 images of COVID-19 disease, 700 images of bacterial pneumonia, and 504 images of normal (healthy) patients. According to these results, the best accuracy, sensitivity, and specificity scores obtained were 96.78%, 98.66%, and 96.46%, respectively. Ghoshal et al. [7] developed a Bayesian Convolutional Neural Network (BCNN) model for COVID-19 prediction using a publicly available COVID-19 chest X-ray dataset containing 70 lung X-ray images of patients. In their experimental results, the proposed Bayesian-based CNN model yielded an accuracy score of 92.9%. Ucar et al. [8] proposed a COVIDiagnosis-Net system based on a pretrained CNN-based SqueezeNet architecture and the Bayesian optimization algorithm. They used a total of 5310 X-ray images, including ones that were classified as Normal, Pneumonia and COVID-19. In their experimental studies based on fine-tuned hyper parameters and an augmented dataset, the highest accuracy score achieved was 98.26%.

On the other hand, some studies have been based on machine learning and deep learning using Computed Tomography (CT) scanning images, which is some other system of radiological imaging. From these studies, Butt et al. [2] evaluated multiple convolutional neural network models for detection of COVID-19 disease, based on CT images. For this purpose, 2D and 3D CNN models were used. In addition, the classical ResNet-18 network structure was used for extraction of image features. Their performance was calculated to have a sensitivity score of 98.2% and specificity score of 92.2%. Li et al. [9] developed a fully-automatic framework to detect COVID-19 using chest CT scanning images. The researchers presented a neural network (COVNet) model based on the pretrained ResNet50 architecture for detection of COVID-19. In their experimental works, a sensitivity score of 90% was achieved. Similarly, each of Song et al. [10], Tang et al. [11], and Chen et al. [12] proposed models that were based on machine learning and deep learning for the detection of COVID-19 using CT scanning images.

In the aforementioned studies, the performance of the detection of COVID-19 was evaluated on pretrained deep architectures that were based on transfer learning approach. In these studies, pretrained architectures were observed to be successful in the detection of COVID-19. However, no additional studies were carried out to increase the classification performance of the deep architectures used in these studies nor their original forms were used. On the other hand, deep architectures trained using the ImageNet dataset were subjected to fine-tuning by means of changing last three layers and used for detection of COVID-19. Therefore, these studies cannot be considered innovative, and in general, only a few images were used.

In the current study, a COVIDetectioNet system based on features selected from a new pre-learned deep features ensemble approach was developed for the classification of COVID-19 and other classes. The model proposed uses the AlexNet architecture for the feature extraction process. The architecture was trained using the transfer learning approach and with deep features obtained from all layers of the architecture. These features extracted from the convolution and fully-connected layers were then combined. Subsequently, the efficient features were selected using the Relief method. Finally, the obtained features were classified using the Support Vector Machine (SVM) algorithm. In the experimental studies, a total of 6092 X-ray images containing Normal (healthy), COVID-19, and Pneumonia classes were obtained by combining publicly available datasets. The results showed that the COVIDetectioNet system proposed yielded a 100% detection success rate in the diagnosis of the COVID-19 viral disease based on the use of chest X-ray images.

The contributions of the COVIDetectioNet system proposed are as follows:

- A pre-learned deep features ensemble approach based on the learned visual features from the fully-connected and convolution layers of the pretrained deep model is proposed. In the experimental results, this approach was proven to significantly contribute to the classification performance for diagnosis of COVID-19, both individually and in a combined format.
- The Relief feature selection algorithm was embedded in the model proposed in order to reveal the best efficient deep features. In the experimental results, the accuracy score obtained was 99.2% using only 1500 deep and effective features. Using this approach, time costs have been reduced whilst classification success has been increased.
- Publicly available datasets organized by the authors of studies carried out on detection of COVID-19 were combined, and a combined dataset containing chest X-ray images was used in the experimental studies of this study.
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the experiments, 100% accuracy was achieved using the proposed COVIDetectioNet model for the detection of the COVID-19 viral disease. In addition, the average recognition success was calculated to be 99.2% using the Normal, COVID-19, and Pneumonia classes.

The remaining part of this paper is organized as follows: Section 2 introduces the proposed methodology, the dataset, and the related theories, while Section 3 details the experimental works and the results. Section 4 presents a discussion of the results, and Section 5 outlines the contribution of the current study.

2 Proposed methodology

The COVIDetectioNet system proposed consists of three basic stages: pre-learned deep features ensemble, feature selection, and classification. In the first stage, deep features were obtained from the convolution and fully-connected layers of the AlexNet architecture. In the second stage, the most efficient features were selected from the pre-learned combined deep features using the Relief algorithm. In the third stage, the SVM method was used to classify these outstanding features. The general architecture of the pre-learned deep features ensemble COVIDetectioNet system proposed is presented in Fig. 1.

The following subsections detail the proposed pre-learned deep features ensemble approach, Relief feature selection algorithm, SVM classifier, and dataset description.

2.1 Pretrained architecture

In this study, a pretrained CNN-based AlexNet architecture [13] was used as the feature extractor model. This architecture was trained using multiclass ImageNet dataset containing one million images. AlexNet is a deep 25-layer architecture that includes five convolution layers, seven ReLU layers, three fully-connected layers, three maxpool layers, two normalization layers, two dropout layers, and one softmax layer. The general structure of this architecture is given in Table 1.

In this study, the transfer learning approach was used for the pretrained CNN-based AlexNet architecture. The greatest disadvantage of the models that are created ex novo is that a largescale dataset is required for training purposes, and training the model developed requires a considerable amount of time. Transfer learning enables information to be used from pre-learned tasks and this information is then reapplied later in order to solve other problems. Thanks to this approach, the weights in the model contain a significant amount of information, resulting in a higher rate of success through faster learning as information is effectively reused [14–17]. A sample illustration of the fine-tuning process is shown in Fig. 2 using...
the fc6 layer of the AlexNet architecture based on the transfer learning approach.

### 2.2 Proposed pre-learned deep features ensemble approach

In the literature, earlier studies carried out on object recognition and classification, obtained the learned features using fully-connected layers, such as fc6, fc7, and fc8 of the AlexNet architecture. However, in the current study, deep features were obtained using convolution layers in addition to fully-connected layers. For this purpose, an ensemble averaging operation was applied for each channel using the output values obtained from the Conv1, Conv2, Conv3, Conv4, and Conv5 layers. This process is mathematically formulated as follows.

Suppose the value obtained from a convolution layer is $MXNXC$:

$$A = Conv(\cdot, \cdot, k) \quad k = 1, 2, \ldots, C$$  (1)

$$feat_k = \frac{\sum_{i=1}^{M} \sum_{j=1}^{N} A(i,j)}{MXN}$$  (2)

$$feat_{conv} = [feat_1, feat_2, \ldots, feat_C]$$  (3)

where $C$ and $MXN$ represent the number of channels and the size of the learned visual properties. By applying Eqs. 1
through 3, the C dimension feature vector ($\text{feat}_{\text{Conv}_i}$) is obtained. These operations were applied for each of the Conv1, Conv2, Conv3, Conv4, and Conv5 layers. In addition, the pseudocode of this approach is given in Algorithm 1.

**Algorithm 1.** Pseudocode of the proposed approach based on averaging ensemble.

| Input: | Convolution (conv) output size (MNXC) |
|--------|--------------------------------------|
| Output: | feat$_{avg}$                           |
| 1: Load conv                                      |
| 2: for $k$ = 1 to $C$ do;                          |
| 3: $A$ = conv ($i$, $k$);                          |
| 4: for $i$ = 1 to $M$ do                           |
| 5: for $j$ = 1 to $N$ do                           |
| 6: feat = feat + $A(i,j)$;                        |
| 7: end for $j$                                     |
| 8: end for $i$                                     |
| 9: feat$_{avg}(h)$ = feat / (MNXN);               |
| 10: end for $k$                                    |

In the approach proposed in this study, visual features learned from convolution layers were used in addition to fully-connected layers with a view to increasing classification performance for the purposes of detection of COVID-19. As an example, the visual properties obtained from the 96-channel convolution (Conv1) layer of the AlexNet architecture using X-ray images are shown in Fig. 3.

### 2.3 Relief feature selection algorithm

The Relief algorithm proposed by Kira and Rendell is based on the k-nearest neighbor algorithm [18]. The basic principle of the Relief algorithm is to select features by calculating the proxy statistical value. This proxy statistic is denoted by $W$ as a unit of weight ranging from $-1$ (worst) to $1$ (best) [19]. The following provides an overview of the steps of the original Relief algorithm:

1. $W$ initial value is assigned as 0 for each feature ($W[A] = 0$).
2. $R$ random samples are taken from the dataset.
3. Steps 4 and 5 are repeated for each sample ($R_i$).
4. The distance between $R_i$ and the rest of the sample (same class samples $[H]$ and other classes $[M]$) is calculated based on Eq. 4.
5. $W[A]$ value is updated based on Eq. 5.

Equation 5, calculates the distance between the samples $I_1$ and $I_2$ using the feature $A$. Samples of similar classes ($H$) contribute negatively, while discrete samples ($M$) contribute positively. As a result, the desired number of features is selected using the $W[A]$ values calculated [18–20].

The purpose of the feature selection process used in the current study was to develop the feature vector and extract the features with minimum knowledge prior to the classification process. In this way, a high number of discriminative features were selected using the Relief algorithm. In the experimental studies, the use of the Relief feature selection method was proven to be an important factor in improving classification performance.

### 2.4 Support vector machine classifier

Support Vector Machines (SVM) is a statistical learning algorithm developed by Vapnik to solve classification and regression problems [21]. SVM solves the classification problem by transforming it into a square optimization problem. Thus, the algorithm decreases the steps in the learning process and provides a faster solution than most general algorithms [22, 23]. The SVM classifier is based on the principle of determining the most suitable hyperplane to distinguish between two classes, which are determined as positive or negative (see Fig. 4).

In a classification problem consisting of two classes and $n$ elements, learning data is shown as $X = \{x_i, y_i\}$ and $i = 1, 2, \ldots, n$. Here, while $x$ is the input vector of the properties of classes in size $N$, $y$ represents the class labels corresponding to $-1$ or $+1$ as a result of the calculations shown in Eq. 6 [24].

$$y_i = +1 \text{ for } wx_i + b \geq +1$$
$$y_i = -1 \text{ for } wx_i + b \leq -1$$

where $w$ represents the weight vector of the hyperplane and $b$...
indicates the trend value. In solving the classification problem of SVM, the approach varies based on the fact that whether or not the data can be linearly separated.

In classification problems that can be separated linearly, the hyperplane, which ensures that the maximum distance between the training examples of two classes that are close to each other, is found as a result of solving the optimization problem shown in Eq. 7 [25].

\[
\min \frac{||w||^2}{2} \quad \text{for} \quad y_i(wx_i + b) \geq +1
\]  (7)

In classification problems that cannot be separated linearly, the problem can be solved by defining an artificial ξ variable and a smoothing parameter (C). Related limitations are shown in Eq. 8.

\[
\min \left[ \frac{||w||^2}{2} + C \sum_{i=1}^{n} \xi_i \right] \\
y_i(wx_i + b) \geq 1 - \xi_i, \quad \xi_i \geq 0
\]  (8)

The Lagrange multiplier shown in Eq. 9 is used to resolve the optimization problem in determining the optimal hyperplane;

\[
L(\alpha) = \frac{n}{i} \alpha_i \pm \frac{1}{2} \sum_{i,j=1}^{n} \alpha_i \alpha_j y_i y_j x_i x_j
\]  (9)

subject to:

\[
\sum_{i=1}^{n} \alpha_i y_i = 0 \\
0 \leq \alpha_i \leq C, \quad i = 1, 2, \ldots, n
\]  (10)

where \(a_i\) represents the Lagrange multipliers depending on the condition \(\alpha_1, \alpha_2, \ldots, \alpha_n \geq 0\). Many classification problems cannot be linearly separated in the original space. Therefore, they are resolved by using a kernel function expressed as \(K\) in order to convert the data from a low-dimensional input space to a high-dimensional feature space [26]. Kernel function \(K\) represents an expression that has the core function \(\Phi(x_i)\). \(\Phi(x_i)\). The decision function of the SVM classifier with the addition of the core function is expressed as shown in Eq. 11 [27, 28].

\[
f(x) = \text{sign} \left( \sum_{i=1}^{n} \alpha_i y_i K(x_i, x) + b \right)
\]  (11)

### 2.5 Dataset

In this study, a dataset was created based on all publicly available images of the disease obtained from chest X-ray images. In creating this combined dataset, three different datasets obtained from the Github and Kaggle databases created by the authors of other studies were utilized. Information on the new dataset and its sources are detailed in Table 2.

Table 2 details the characteristics of the datasets that were partially combined and used within the current study for the detection of COVID-19. The combined dataset includes chest X-ray images of COVID-19, Normal (healthy), and Pneumonia classes, with 219, 1583, and 4290 images, respectively. Sample X-ray images of each class are given in Fig. 5.

### 3 Experimental results

In this paper, the performance metrics used for the analysis of the experimental works are accuracy, specificity, precision, sensitivity, and F1-Score. The mathematical equations for each of these metrics are given in Eqs. 12 through 16:

\[
\text{Accuracy} = \frac{TP + TN}{TP + FP + FN + TN}
\]  (12)

\[
\text{Specificity} = \frac{TN}{FP + TN}
\]  (13)

\[
\text{Precision} = \frac{TP}{TP + FN}
\]  (14)

\[
\text{Sensitivity} = \frac{TP}{TP + FN}
\]  (15)

\[
\text{Accuracy} = \frac{2 \times \text{Precision} \times \text{Sensitivity}}{\text{Precision} + \text{Sensitivity}}
\]  (16)

where true-positive, true-negative, false-positive, and false-negative are represented as \(TP, TN, FP,\) and \(FN,\) respectively.

The experimental studies were performed using MATLAB 2019a software on a computer with an Intel Xeon Silver
| Dataset | COVID-19 | Normal | Pneumonia | Total |
|---------|----------|--------|-----------|-------|
| covid-chestxray-dataset (Source: https://github.com/tawsifur/COVID-19-Chest-X-ray-Detection) | 76 | – | 17 | 93 |
| COVID-19 Radiography Database (Source: https://www.kaggle.com/tawsifurrahman/covid19-radiography-database) | 219 | 1341 | 1345 | 2905 |
| Chest X-Ray Images (Pneumonia) (Source: https://www.kaggle.com/paultimothymooney/chest-xray-pneumonia) | – | 1583 | 4273 | 5856 |
| COVID-Dataset (current study) | 219 | 1583 | 4290 | 6092 |

Fig. 5 Sample X-ray images: a) Normal, b) Pneumonia, c) COVID-19
2.19 GHz processor, NVIDIA P4000 Quadro GPU card, and 32GB RAM. In this study, the SVM method was used in order to classify the deep features derived from the pretrained CNN architecture. The parameters of the SVM classifier were determined through Cubic kernel function and the one-vs.-all (ova) approach. The SVM parameter C was searched in the range of \([10^{-4}, 10^7]\), box constraint level was determined as 1 and kernel scale value was set to automatic. In addition, during the experiments, 90% of the dataset was used for the purposes of training, whilst the remaining 10% was used in testing the network model proposed. The number of images used for training and testing in the experimental studies is shown in Table 3.

In the first experiment, deep features were extracted from the fully-connected (fc6, fc7, fc8) layers of the pretrained AlexNet architecture. In addition, using the proposed approach (see Algorithm 1), deep features were obtained from the convolution layers of the architecture and calculated individually using the SVM classifier. The performance results of this first experiment are presented in Table 4.

Table 4 details the performance measures and numbers of features from each pre-learned deep layer of the AlexNet architecture used in the first experiment, including the performance of the combined convolution layers as well as total of all layers. According to these results, the highest accuracy score achieved from the individual layers of the AlexNet architecture was 98.19% for the fc6 layer, whilst the second-best was 97.21% for the fc7 layer. In addition, the highest accuracy score among the convolution layers was 97.21% for the Conv5 layer. It was observed that the accuracy score obtained from the Conv5 and Conv4 layers was higher than that of the fc8 layer. The combined performance of all the convolution layers was found to be more successful than the individual fc7 and fc8 layers. In addition to these results, a superior performance was achieved using a few features obtained from the convolution layer. As a result, the highest performance score achieved in this first experimental study was 98.52%, using a combination of all the layers. The confusion matrix and ROC curve of the best performance (all layers) of the first experiment are shown in Table 4.

In Fig. 6, the confusion matrix and ROC curve of the performance obtained for the combined features extracted from the convolution and fully-connected layers of the AlexNet architecture are illustrated. According to these results, a 100% accuracy score was obtained for the COVID-19 class, 99.86% for the Normal (healthy) class, and 99.18% for the Pneumonia class. The average accuracy rate achieved across all three classes was 98.56%.

In the second experiment, the features obtained from all layers of the pretrained AlexNet architecture were combined. Subsequently, the effective features were selected from a total of 10,568 combined features using the Relief algorithm. In the experiment, which was conducted based on the Relief method, the selected features were tuned according to the range [2005000], with a step size of 100, and for each selected feature the vector’s performance was calculated using the SVM classifier. The performance results of the second experiment are shown in Table 5.

Table 5 details the sensitivity, precision, F1-Score, and accuracy scores of the selected features (which are numbered 500, 1000, 1500, 2000, 3000, 4000, and 5000), which showed the highest performance of the pre-learned deep features ensemble approach. According to these results, the highest accuracy score of the features selected using the Relief algorithm was 99.18%, and was achieved using 1500 effective features. In addition, the second-best score was 99.01%, achieved using both 2000 and 3000 selected features. The confusion matrix and ROC curve of the best performance (99.18%) of the COVIDetectioNet model proposed are shown in Fig. 7, and the success graph of the normal and selected features from both experiments is shown in Fig. 8.

Figure 7 presents the confusion matrix and ROC curve of the performance obtained for the most effective 1500 features selected using the COVIDetectioNet model proposed based on the Relief algorithm. As can be seen, an accuracy score of 100% was obtained for the COVID-19 class, 99.86% for the Normal (healthy) class, and 99.18% for the Pneumonia class. The average accuracy rate across all three classes was 99.18%.

In this paper, 10-fold cross validation technique was used to evaluate the performance of the proposed method. In addition, holdout validation technique was also considered where randomly selected 90% of the input data was used for training of the proposed system and the rest 10% of the input data was used for testing purposes. Thus, for both cross and holdout validation techniques, average accuracy and accuracy scores were used for performance evaluation. Table 6 shows the accuracy scores obtained by the selected features. As shown in Table 6, the accuracy increased parallel as in the increase of the number of features. The peak accuracy 98.05% was obtained at number of features were 1500. After this point, the accuracy started to decrease.

Table 7 shows the accuracy scores for each fold while using the 10-fold cross validation technique. As observed in Table x, for folds 2 and 6, the produced accuracy scores were 100%. Besides, for folds 5 and 8, the produced accuracy scores were above 99.00%. And the other

| Class      | Training | Testing | Total |
|------------|----------|---------|-------|
| Normal     | 1415     | 168     | 1583  |
| COVID-19   | 198      | 21      | 219   |
| Pneumonia  | 3870     | 420     | 4290  |
| Total      | 5483     | 609     | 6092  |

Table 3 Dataset class distributions for training and testing
folds produced accuracy scores in the range of 96.00% and 99.00%. These results showed that due to the partition of the training and test sets, different accuracy scores were obtained. The average accuracy score for 10-fold cross validation was 98.05%.

When the holdout and cross validation results were compared, it was seen that hold out result was higher than the cross validation result. It should be noted that in cross validation technique, 100% accuracy score was also obtained. In holdout validation, due to the randomly selection of the training and test sets, obtaining high accuracy scores were reasonable. Thus, average accuracy score over cross validation was considered a better way in performance evaluation of the such systems.

| Pre-learned layer | Features | Sensitivity (%) | Precision (%) | F1-score (%) | Accuracy (%) |
|-------------------|----------|-----------------|---------------|--------------|--------------|
| Conv1             | 96       | 61.83           | 81.17         | 67.20        | 77.67        |
| Conv2             | 256      | 84.99           | 94.83         | 89.02        | 93.76        |
| Conv3             | 384      | 90.07           | 96.59         | 92.96        | 95.89        |
| Conv4             | 384      | 94.24           | 97.42         | 95.74        | 97.04        |
| Conv5             | 256      | 94.62           | 97.25         | 95.84        | 97.21        |
| All Conv          | 1376     | 96.44           | 97.89         | 97.14        | 97.70        |
| fc6               | 4096     | 96.82           | 98.26         | 97.52        | 98.19        |
| fc7               | 4096     | 95.83           | 97.86         | 96.82        | 97.37        |
| fc8               | 1000     | 94.76           | 97.07         | 95.88        | 96.39        |
| All Layers        | 10,568   | 97.06           | 99.04         | 98.03        | 98.52        |

In this study, results of a MKs-ELM-DNN model proposed were compared with other CNN-based pretrained models. For this purpose, deep features were extracted using the fully-connected layers of VGG16, SqueezeNet, GoogleNet, Inceptionv3, and ResNet18 architectures; ‘fc6’, ‘pool10’, ‘loss3-classifier’, ‘predictions’, and ‘fc1000’, respectively. Then, for each of these features, accuracy scores were calculated using the SVM classifier based on the same parameters used in this study. In addition, the transfer learning approach was used for these deep architectures. For this purpose, the last three layers of these deep architectures were removed and replaced by a fully-connected, a softmax, and a classification layer. Thus, these deep architectures were adapted for the solution of the detection of COVID-19 problem. In this specific task,
the mini-batch size was chosen as 10, the epoch number was set to 7, and the initial learning rate was searched between 0.0001 and 0.01. In addition, optimization was carried out using SGDM (Stochastic Gradient Descent with Momentum) learning. The accuracy results obtained from all these studies are presented in Table 8.

Table 8 shows accuracy scores based on transfer learning (fine-tuning) and deep feature extractor-SVM classifier for pretrained deep architectures. According to these results, the best accuracy score was 96.72% with the AlexNet model based on the fine-tuning process, while the second-best accuracy score was obtained using VGG16 architecture based on the fine-tuning process. According to these results, it was observed that fine-tuning process based on deep learning architectures for Detection of COVID-19 yields the highest performance compared to deep feature extractor-SVM classifier.

Table 5 Performance results of features selected from pre-learned deep features ensemble

| Selected features based on Relief algorithm | Sensitivity (%) | Precision (%) | F1-score (%) | Accuracy (%) |
|--------------------------------------------|----------------|---------------|--------------|--------------|
| 500                                        | 98.65          | 99.12         | 98.88        | 98.69        |
| 1000                                       | 98.73          | 99.32         | 99.02        | 98.85        |
| 1500                                       | 99.13          | 99.48         | 99.30        | 99.18        |
| 2000                                       | 99.05          | 99.28         | 99.16        | 99.01        |
| 3000                                       | 99.05          | 99.28         | 99.16        | 99.01        |
| 4000                                       | 98.97          | 99.08         | 99.03        | 98.85        |
| 5000                                       | 98.69          | 98.89         | 98.89        | 98.69        |

These experimental tests prove that the pre-learned deep features ensemble yielded very effective results in the detection of COVID-19 disease. By applying the COVIDetectioNet system proposed, the decision-making processes of medical professionals can be supported in the detection of the COVID-19 viral disease based on chest X-ray images, saving valuable time, and with a high-performance detection success rate.

4 Discussion

The novel coronavirus viral disease, known also as COVID-19, first appeared in December 2019 and has since spread rapidly to impact human lives on a global scale. Early diagnosis of this disease has become an important issue in terms of reducing the likelihood of high fatality numbers and the further spread of the
pandemic. Automated early detection of the disease through radiological images could be achieved using artificial intelligence-based image processing techniques. Recently, several studies have been conducted based on machine learning and deep learning models for the early detection of COVID-19. In the current study, the COVIDetectioNet approach proposed was compared with the performance results of previous studies that used similar datasets, and these comparative results are presented in Table 9.

The results of the model proposed in the current study were observed to be more successful than those of the previous studies, as depicted in Table 9. Wang et al. [4] presented their COVID-Net system based on a tailored CNN for the diagnosis of COVID-19 and achieved a classification success rate of 92.6%. Afshar et al. [29] proposed a deep learning approach based on a capsule network using a four-class dataset of chest X-ray images, achieving a 95.17% classification accuracy for COVID-19 and other classes. Farooq et al. [30] developed a fine-tuned pretrained ResNet-50 architecture using data augmentation for Detection of COVID-19 and achieved a reported success rate of 96.2%. Chowdhury et al. [31] included four different pretrained deep learning models using four-class X-ray images based on data augmentation, with the best accuracy score of 98.3% using the SqueezeNet model. Ucar et al. [8] introduced a deep learning model based on a pretrained SqueezeNet model with Bayes optimization algorithm for COVID-19 viral detection, resulting in a 98.26% accuracy score. Narin et al. [5] presented three different convolutional neural networks based on the transfer learning approach for Detection of COVID-19 using chest X-rays and reported that the pretrained ResNet50 model yielded the best classification performance with 98% accuracy. Apostolopoulos et al. [6] used a transfer learning approach to calculate the performances of five different deep architectures and achieved an overall accuracy of 97.82% in the detection of COVID-19. Ghoshal et al. [7] proposed a deep model based on Bayesian Convolutional Neural Networks using a publicly available COVID-19 chest X-ray dataset, with their results showing an accuracy level of 88.39%. Li et al. [32] proposed a model based on discriminative cost-sensitive learning for the detection of COVID-19 from chest X-ray images and reported an accuracy score of 97.01%. Hemdan et al. [33] evaluated seven different deep CNN-based architectures for COVID-19 diagnosis, with the VGG19 and DenseNet201 models both yielding the highest classification performance level with 90% accuracy. Sethy et al. [34] presented a deep learning-based methodology for the detection of COVID-19 infected patients using X-ray images and achieved 95.38% accuracy using the ResNet50 model with SVM classifier.

As can be seen from Table 9, the proposed COVIDetectioNet model was based on a pre-learned deep features ensemble with a feature selection algorithm and achieved a superior classification performance when compared to other studies in the diagnosis of COVID-19 viral disease using chest X-ray images. The pre-learned deep features ensemble approach proposed based on the learned visual features of the fully-connected and convolution layers of the pretrained deep model has been proven to significantly contribute to the issue of classification performance. These results demonstrate that the classification performance of deep

| Table 6 | Performance results of features selected from pre-learned deep features ensemble |
|---------|--------------------------------------------------------------------------------|
|         | Accuracy (%) |
| All features | 96.68 |
| Selected features based on Relief algorithm 500 | 97.14 |
| 1000 | 97.55 |
| 1500 | 98.05 |
| 2000 | 97.87 |
| 3000 | 97.70 |
| 4000 | 97.44 |
| 5000 | 97.32 |

Fig. 8 Success graph of normal and selected features (both experiments)
architectures can be improved using feature selection methods such as the Relief algorithm. In addition, this approach results in time cost savings, which plays a significant role in the successful treatment of patients during this COVID-19 pandemic.

In this paper, the purpose of using the pre-trained AlexNet architecture is to realize a faster and high-performance detection system using both weights of pre-trained architectures and low dataset. Additionally, the previous object-oriented research used the fc6 and fc7 layers of pretrained CNN-based AlexNet architecture [14, 16, 40–43]. In this study, the conv1, conv2, conv3, conv4, and conv5 layers containing high-dimensional feature vectors, as well as the fc6 and fc7 layers were used. Averaging process was applied for each channel belonging to these layers and an attempt was made to obtain meaningful features (Algorithm 1). During the experimental studies, it was clearly observed that this proposed approach achieved high performance for COVID19 detection (Tables 4 and 5). Additionally, it was observed that its combination with fc6, fc7, and fc8 layers significantly contributed to the efficiency of classification.

5 Conclusion

In this paper, a novel model called COVIDetectioNet is presented for the detection of COVID-19 viral disease using a pre-learned deep features ensemble and feature selection. The approach proposed consists of three key stages based on chest X-ray images. In the first stage, the convolution and fully-connected layers of a pretrained AlexNet architecture are used as a feature extractor. In the second stage, the most efficient features are selected from the combined obtained deep features using the Relief algorithm. In the final stage, the classification of the effective features is conducted using the SVM method.

In order to test the model proposed, the publicly available X-ray images used in previous COVID-19 studies were utilized. In the experimental testing of the proposed approach, the highest performing effective properties were selected using the COVIDetectioNet model proposed based on the Relief algorithm. Testing results shows that an accuracy score of 99.18% was achieved, together with a precision score of 99.48%, a sensitivity score of 99.13%, and an F1-Score of 99.30% based on the best 1500 selected features. In addition, the COVIDetectioNet model proposed yielded an accuracy score of 100% in the detection of COVID-19 viral disease. These results demonstrate that the COVIDetectioNet model proposed is more successful than earlier studies carried out for the detection of COVID-19 using X-ray imaging.

The advantages and limitations of the COVIDetectioNet model proposed are as follows:

Advantages:
- The pretrained model reduces the training complexity of this study.
- The pretrained model enables us to have effective features.
- Feature selection algorithm selects high performance features.
- The pre-learned deep features ensemble model consists of other high-dimensional layers as well as traditional fc6, fc7 and fc8 layers.
- The pre-learned deep features ensemble model generates a higher accuracy score than that of individual models.

Limitations:
- Finding optimal parameters for the SVM classifier can be seen as a limitation in terms of performance of the study.
- Finding optimal values for the Relief algorithm can be seen as another limitation of the study.

| Models       | Classifier Methods | Accuracy (%) |
|--------------|--------------------|--------------|
| VGG16 [29]   | Fine-Tuning (CNN)  | 96.55        |
|              | SVM                | 93.76        |
| SqueezeNet [30] | Fine-Tuning (CNN)  | 95.89        |
|              | SVM                | 93.79        |
| GoogleNet [31] | Fine-Tuning (CNN)  | 96.06        |
|              | SVM                | 94.09        |
| Inceptionv3 [32] | Fine-Tuning (CNN)  | 93.10        |
|              | SVM                | 94.91        |
| ResNet18 [33] | Fine-Tuning (CNN)  | 95.57        |
|              | SVM                | 94.25        |
| AlexNet [13]  | Fine-Tuning (CNN)  | 96.72        |
| Model proposed | SVM                | 99.18        |
In future works, a mobile-web-based system is planned to be developed, which will aim to support health professionals in their drive to detect instances of COVID-19 infection, and also for other diseases. In addition, other CNN-based models and attention modules will be examined as the studies in this area.

Table 9: Comparison of results of model proposed to those of previous studies

| Study                        | Model/Method                  | Classes | Accuracy (%) |
|------------------------------|-------------------------------|---------|--------------|
| Wang et al. [4]              | Tailored CNN                  | 3       | 92.60        |
| Afshar et al. [34]           | CNN-based Capsule Networks    | 4       | 95.70        |
| Farooq et al. [35]           | Fine-tuned ResNet50           | 4       | 96.23        |
| Chowdhury et al. [36]        | Fine-tuned SqueezeNet         | 3       | 98.30        |
| Ucar et al. [8]              | Fine-tuned Bayes-SqueezeNet   | 3       | 98.26        |
| Narin et al. [5]             | Fine-tuned ResNet50, InceptionV3 and InceptionResNetV2 | 2       | 97.00        |
| Apostolopoulos et al. [6]    | Fine-tuned VGG19, MobileNet, Inception and InceptionResNetV2 | 3       | 93.48        |
| Ghoshal et al. [7]           | Bayesian Convolutional Neural Network (ResNet50) | 4       | 88.39        |
| Li et al. [37]               | Discriminative cost-sensitive learning | 4       | 97.01        |
| Hemdan et al. [38]           | VGG19 and DenseNet201         | 2       | 90.00        |
| Sethy et al. [39]            | ResNet50 and SVM              | 2       | 95.38        |
| Model proposed               | Pre-learned Deep features ensemble and SVM | 3       | 99.18        |
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