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Abstract—Electronic health record (EHR) coding is the task of assigning ICD codes to each EHR. Most previous studies either only focus on the frequent ICD codes or treat rare and frequent ICD codes in the same way. These methods perform well on frequent ICD codes but due to the extremely unbalanced distribution of ICD codes, the performance on rare ones is far from satisfactory. We seek to improve the performance for both frequent and rare ICD codes by using a contrastive graph-based EHR coding framework, CoGraph, which re-casts EHR coding as a few-shot learning task. First, we construct a heterogeneous EHR word-entity (HEWE) graph for each EHR, where the words and entities extracted from an EHR are treated as nodes and the relations between them are treated as edges. Then, CoGraph learns similarities and dissimilarities between HEWE graphs from different ICD codes so that information can be transferred among them. In a few-shot learning scenario, the model only has access to frequent ICD codes during training, which might force it to encode features that are useful for frequent ICD codes only. To mitigate this risk, CoGraph devise two graph contrastive learning schemes, GSCL and GECL, that exploit the HEWE graph structures so as to encode transferable features. GSCL utilizes the intra-correlation of different sub-graphs sampled from HEWE graphs while GECL exploits the inter-correlation among HEWE graphs at different clinical stages. Experiments on the MIMIC-III benchmark dataset show that CoGraph significantly outperforms state-of-the-art methods on EHR coding, not only on frequent ICD codes, but also on rare codes, in terms of several evaluation indicators. On frequent ICD codes, GSCL and GECL improve the classification accuracy and F1 by 1.31% and 0.61%, respectively, and on rare ICD codes CoGraph has more obvious improvements by 2.12% and 2.95%.
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1 INTRODUCTION

The International Classification of Diseases (ICD) is a globally used diagnostic tool for epidemiology, health management and clinical purposes that is commonly used in clinical practice to facilitate billing activities, epidemiology assessment and so on [5, 1]. Automatic electronic health record (EHR) coding is the process of assigning ICD codes to EHRs. The task is increasingly attracting attention as manual EHR coding is time-consuming and error-prone.

Automatic EHR coding is non-trivial because the ICD code space is large and their distribution is extremely unbalanced. For instance, 4,065 out of 6,879 ICD codes appear less than 10 times in the MIMIC-III dataset [17]. Frequent ICD codes are generally easier to predict using machine-learning based methods than less frequent ones. Due to a lack of training samples, the performance of predicting rare ICD codes is far from satisfactory. Most automated EHR coding methods focus on the top 50 or 100 most frequent ICD codes and ignore less frequent ICD codes [e.g., 55, [14, 50]. Such methods are not very practical as the rare ICD codes form a large fraction of the total number. In contrast, in some studies [e.g., [27, 2], rare ICD codes are treated in the same way as frequent ones. However, such methods perform well only for frequent ICD codes. A few studies aim to improve the prediction performance on rare ICD codes through data augmentation [e.g., [60, 44]. They enrich the information of rare ICD codes by introducing external knowledge or synthesizing data. Hence, they rely heavily on the quality of external knowledge sources or synthetic data. However, such knowledge or synthetic data is generally difficult to obtain.

We propose an alternative, graph based few-shot EHR coding approach, called CoGraph (Contrastive Graph Coding), to improve the EHR coding performance for both frequent and rare ICD codes. First, we construct a heterogeneous EHR word-entity (HEWE) graph for each EHR, where words and entities extracted from an EHR serve as nodes. The relations (i.e., containing relation between EHR and words, co-occurrence relation of words, mention relation of entity in Wikipedia) serve as edges. Then, for each individual HEWE graph, the ICD prediction task for each ICD code is treated as a meta-task where the probability represents the likelihood that the ICD will be assigned to one HEWE graph. By switching
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Because the two graph contrastive learning schemes, GSCL and GECL, do not rely on the ICD labels for each EHR as they define positive and negative samples by contrast, they can help encode unbiased transferable features. Moreover, by extending the size and variety of training data in this manner, we expect CoGraph to learn stronger HEWE graph features and achieve performance gains. To verify the effectiveness of CoGraph and compare GSCL and GECL schemes, we conduct experiments on the MIMIC-III benchmark dataset [17]. The experimental results demonstrate that CoGraph significantly outperforms state-of-the-art methods by a large margin, and that two graph contrastive learning schemes can further improve model’s performance.

To sum up, the contributions of this work are as follows:

- We introduce CoGraph, a graph-based few-shot EHR coding framework for boosting the prediction capability on both frequent and rare ICD codes.
- We devise graph sampling contrastive learning and graph evolution contrastive learning schemes by exploring the intra-correlation of each HEWE graph and the inter-correlation among sequential HEWE graphs at different clinical stages.
- We carry out extensive experiments on the MIMIC-III benchmark dataset to verify and analyze the effectiveness of CoGraph.

2 RELATED WORK

Related work comes in three directions: 1) automatic EHR coding, 2) few-shot learning, and 3) graph contrastive learning.

2.1 Automatic EHR coding

In recent years, the automatic EHR coding task has been studied extensively. Most EHR coding methods focus on (some) frequent ICD codes and ignore rare ICD codes. Huang et al. [14] perform two data preprocessing methods; the first only considers the top 10 and top 50 common ICD codes; the second groups ICD codes into categories based on their hierarchical nature; they extract features from EHRs and train an ICD prediction model using deep learning. Wang et al. [50] use the hierarchical nature of ICD codes and divide them into 19 categories at the upper level for the most general classification and 129 categories at the lower level for more specific classifications. Xu et al. [55] develop an ensemble-based approach that integrates three modality-specific models to predict 32 selected ICD codes. Shi et al. [56] propose a soft-attention mechanism that learns to allocate attention strengths on multiple diagnosis descriptions when assigning the 50 most frequent ICD codes.

As we pointed out in the introduction, the frequency distribution of ICD codes is imbalanced; rare ICD codes...
account for a large proportion. Some EHR coding methods treat rare ICD and frequent ICD codes equally. Mullenbach et al. [27] aggregate information across a EHR by using a convolutional neural network and use an attention mechanism to select the most relevant segments for each ICD code. Similarly, Baumel et al. [2] present a Hierarchical Attention-bidirectional Gated Recurrent Unit (HA-GRU), a hierarchical approach to tag an EHR by identifying the sentences relevant for each ICD code. Wang et al. [52] propose a coarse-to-fine ICD path generation framework to generate ICD codes from lower levels to higher levels in the ICD hierarchy.

Very few publications pay specific attention to rare ICD codes and make an effort to improve the prediction performance on rare ICD codes. Zhang et al. [60] propose a method that retrieves PubMed articles with ICD descriptions to enrich the training data of rare ICD codes; they extract 500 features from EHRs and use several classic classifiers, such as SVM and LR, to predict ICD codes for each EHR. Teng et al. [44] use the ICD description as a query to match content pages in Freebase; the entities extracted from the matched Freebase pages form a knowledge graph, and a better ICD representation is learned based on this knowledge graph; finally, they predict ICD codes by matching the EHR representation with each ICD representation.

Unlike most of the EHR coding methods listed above, we aim to improve the prediction of frequent and rare ICD codes at the same time. Compared with existing methods for improving frequent and rare ICD code prediction, CoGraph, the graph-based few-shot framework that we propose, can inject external knowledge into the HEWE Graphs to enrich EHR information. Moreover, it transfers internal knowledge from predicting frequent ICDs to rare ICD codes in order to improve the prediction performance on rare ICD codes.

2.2 Few-shot learning

Few-shot learning (FSL) aims to transfer knowledge from frequent classes that generalizes well to classes where only a few samples are available [23, 34]. Existing FSL methods can be divided into optimization-based methods and metric-based methods.

Optimization-based methods achieve FSL by improving the optimization processes, e.g., model initialization, parameter updating. E.g., the LSTM-based meta-learner proposed by Ravi and Larochelle learns the exact optimization algorithm used to train another neural network classifiers in the few-shot regime. Finn et al. [7] learns better parameter initialization that is suitable for different FSL tasks and is compatible with any model trained with gradient descent. Li et al. [22] present Meta-SGD that learns the parameter initialization, gradient update direction, and learning rate with a one step update. Mishra et al. [26] combine temporal convolution and soft attention to learn an optimal learning strategy.

Metric-based methods are based on nearest neighbor-based methods and kernel density estimation [10], which learn an effective metric and similarity function. Matching networks [49] make predictions by comparing the input example with a few-shot labeled support set by the cosine distance, and weighted the labels of support set to get the prediction label. Snell et al. [38] propose prototypical networks that learn a metric space where classification can be performed by computing squared Euclidean distances to prototype representations of each class. Unlike fixed metric measures, relation networks learn a deep distance metric to compare the query with given examples [42].

CoGraph is a metric-based method. The differences between the work listed above and our work are least two-fold. First, we are the first to propose a few-shot EHR coding method based on HEWE graphs. Second, we design two graph contrastive learning schemes to alleviate the issue that metric-based methods might fail to encode features that are critical for rare ICD codes.

2.3 Graph contrastive learning

Contrastive learning is a learning paradigm to learn distinctiveness, i.e., what makes two objects similar or different. It has received interest due to its success in self-supervised representation learning in natural language processing [25, 47] and computer vision [53, 45, 12]. Graph contrastive learning extends the paradigm to representation learning on graphs. Peng et al. [29] learn node representations by randomly selecting pairs of nodes in a graph and training a neural network to predict the contextual position of one node relative to others. Velickovic et al. [48] train a node encoder that maximizes the mutual information between a node representation and the pooled global representation. Zeng and Xie [59] define four basic graph alteration operations including edge deletion, edge insertion, node deletion, and node insertion on original graphs to create augmented graphs; they then devise a contrastive learning method to distinguish whether two augmented graphs are from the same original graph. Qiu et al. [32] introduce graph contrastive coding (GCC), which defines the pre-training task as subgraph instance discrimination and leverages contrastive learning to learn structural representations; their work is the most similar to the graph sampling contrastive learning (GSCL) that we propose in this work, but GCC learns graph structure by determining whether two sub-graphs originate from the same source graph, while GSCL captures the intra-correlation in the HEWE graph structure by matching the embeddings of two sub-graphs. In addition, GSCL is not independent, and it needs to combine with GECL to pre-train the graph encoder. GECL is able to capture invariant, slowly changing features by mining evolving HEWE graph sequences.

3 Preliminaries

3.1 Graph construction

For each EHR, we build a HEWE graph that can be represented as a tuple $G = (V, E, X)$, where $V$ denotes
the set of nodes \( v_1, v_2, \ldots, v_n \) and \( E \) denotes the set of edges \( e_1, e_2, \ldots, e_m \). A HEWE graph contains three kinds of nodes: 1) a virtual EHR node, 2) word nodes, and 3) entity nodes. The process for constructing the HEWE graph is illustrated in Fig. 2. First of all, we only preserve high-frequency words in one EHR and regard them as word nodes [51]. An edge between the EHR node and a word node is established if the word appears in the corresponding EHR. Then we use a fixed-size sliding window on each EHR to gather co-occurrence words, to utilize global word co-occurrence information. If two words appear in the same sliding window, we will create an edge between the two word nodes. Finally, we inject the knowledge from Wikipedia into the HEWE graph to enrich the EHR information. Specifically, we use each word as a query to search the Wikipedia and consider the most relevant entity as the entity node. Similarly, an edge is established between the word and the entity nodes. All the edge weights are set to 1.

Moreover, each node \( v_i \) is associated with a feature vector \( x_i \in \mathbb{R}^{1 \times d} \) and \( X = [x_1; x_2; \ldots; x_n] \in \mathbb{R}^{n \times d} \) denotes all the node features. \( d \) is the dimension of feature vector and \( n \) is the number of all nodes in a HEWE graph. Thus, a HEWE graph can be represented as a pair \( G = (A, X) \), where \( A \in \mathbb{R}^{n \times n} \) is an adjacency matrix representing the network structure. Specifically, \( A_{i,j} = 1 \) indicates that there is an edge between node \( v_i \) and node \( v_j \); otherwise, \( A_{i,j} = 0 \).

3.2 Problem statement

Following the common setting in FSL, at each episode in the meta-training, the model takes \( C \) ICD codes and selects \( K \) HEWE graphs per ICD code to constitute the support set \( S \), this problem is also taken as \( C \)-way \( K \)-shot HEWE graph classification problem. Formally, given a query HEWE graph \( q \) and its few-shot support HEWE graphs \( S \), the task is to design an EHR coding model that predicts appropriate ICD code for the query HEWE graph \( q \). In essence, the objective of this problem is to learn a meta-classifier that can adapt to new ICD classification with only a few labeled HEWE graphs. Therefore, how to extract transferable meta-knowledge from training ICD codes and transfer the knowledge to testing ICD codes is the key for solving the EHR coding problem.

4 Method

4.1 Overview

We elaborate the proposed CoGraph whose framework is illustrated in Figure 3. CoGraph consists of two stages: a pre-training stage and a few-shot learning stage.

In the pre-training stage, we pre-train a high-quality graph encoder that is used to initialize the graph encoder in the few-shot learning stage. The pre-training stage contains two schemes: graph sampling contrastive learning (GSCL) and graph evolution contrastive learning (GECL). GSCL and GECL can train a better graph encoder by exploiting graph structure information at the intra-graph level and inter-graph level, respectively. For the HEWE graph sequence of a patient, GSCL captures the intra-correlations of graph structure among sampled sub-graphs by intra-graph contrastive learning. At the inter-graph level, GECL can force the graph encoder to learn the correlations between HEWE graphs at different clinical stages by the inter-graph contrastive learning.

The few-shot learning stage is used to predict the most probable ICD code for each query HEWE graph. Specifically, as shown in Figure 3, the support set is composed of several HEWE graphs sampled from three different ICD codes, i.e., \( c_1, c_2, c_3 \), respectively. First, the query graph and support graphs from the support set are fed into the pre-trained graph encoder to get the representation of each graph. Second, the prototype calculation module is used to calculate the prototype of each ICD code, denoted as \( p_{c_1}, p_{c_2}, \) and \( p_{c_3} \). Third, CoGraph calculates the similarity between the query graph \( q \) and each ICD prototype \( p_i \) \( (i = 1, 2, 3) \). The ICD prototype with the highest similarity score (\( c_2 \) in Figure 3 for instance) is the predicted ICD for the query graph.

4.2 Graph sampling contrastive learning

In order to capture the intra-graph structure and overcome the dependence on ICD codes, we introduce the concept of graph sampling. Formally, given a HEWE graph \( G = (A, X) \), graph sampling is a sampling strategy on nodes and relations of \( G \) to produce a random sub-graph \( \tilde{G} = (\tilde{A}, \tilde{X}) \). There are various sampling strategies for graph data, such as feature corruption and node masking [16, 15, 61]. We adopt a node masking-based sub-graph sampling strategy to produce sub-graphs for its simplicity and effectiveness. Specifically, we regard the EHR node in the HEWE graph as the central node and randomly mask half of neighbor nodes of the central node. Correspondingly, the edges associated with these masked nodes are set to 0. The graphs obtained by node masking are called the sub-graphs. We perform two times of node masking operations randomly to produce two sub-graphs for each HEWE graph.

Given one sub-graph \( \tilde{G}_i \), a HEWE graph encoder is used to encode them to obtain the latent representations matrices \( \tilde{H}_i \). The corresponding calculation formula can be denoted as:

\[
\tilde{H}_i = \text{encoder}(\tilde{X}_i, \tilde{A}_i),
\]
where $\tilde{X}_i$ and $\tilde{A}_i$ represent node feature vector and adjacency matrix of sub-graph $\tilde{G}_i$ sampled from HEWE graph $G_t$. Here we adopt a two layers graph convolutional network (GCN) [20], a flexible node embedding architecture, as the graph encoder. More specifically, the two layers GCN we use can be defined as:

$$\tilde{A}_i = D^{-\frac{1}{2}} \tilde{A}_i D^{-\frac{1}{2}},$$
$$\tilde{L}_i = \text{ReLU}(\tilde{A}_i(\tilde{X}_i W_0 + b_0)),$$
$$\tilde{H}_i = \text{ReLU}(\tilde{A}_i(\tilde{L}_i W_1 + b_1)).$$

Here, $\tilde{A}_i = \tilde{A}_i + I_N$ is the adjacency matrix of the sub-graph $\tilde{G}_i$ with added self-connections. $I_N$ is the identity matrix and $D_{i,i} = \sum_j \tilde{A}_{i,j}$. $\tilde{X}_i$ is the initial feature matrix of all nodes in the sub-graph $\tilde{G}_i$; $\tilde{L}_i$ and $\tilde{H}_i$ are the node representations at different layers in GCN; $W_0$ and $W_1$ are parameter matrices; $b_0$ and $b_1$ are biases.

The central node embedding $\tilde{g}_i$ in sub-graph $\tilde{G}_i$ is picked from the latent representation matrix $\tilde{H}_i$:

$$\tilde{g}_i = \mathcal{P}(\tilde{H}_i),$$

where $\mathcal{P}$ denotes the operation of picking out the central EHR node embedding from embedding matrix. Since $\tilde{g}_i$ denotes the central EHR node in the sub-graph $\tilde{G}_i$, we can use it as the global representation of sub-graph $\tilde{G}_i$. We randomly sample a mini-batch of $N$ HEWE graphs and produce $2N$ sub-graphs since we sample two times for each HEWE graph. Then we define the GSCL task on pairs of sampled sub-graphs derived from the mini-batch. For a sub-graph sampled from a specific central EHR node, our approach for learning the graph encoder relies on contrasting its real sub-graph instances with fake ones. Specifically, we regard the pair of two sub-graphs sampled from the same HEWE graph as a positive pair. We do not sample negative examples explicitly. Instead, given a positive sub-graph pair, similar to [3], we treat the other $2(N - 1)$ sub-graph pairs within a mini-batch as negative samples.

The loss function we used is termed as the NT-Xent (the normalized temperature-scaled cross entropy loss) and has been used widely in previous work [39, 53, 46]. Let $\text{sim}(u, v) = u^T v / \|u\| \|v\|$ denotes the dot product between $u$ and $v$ (i.e., cosine similarity). Then the NT-Xent loss for a positive sub-graph pair of $(i, j)$ is defined as:

$$l(i,j) = -\log \frac{\exp(\text{sim}(\tilde{g}_i, \tilde{g}_j) / \tau)}{\sum_{k=1}^{2N} \mathbb{1}_{[k \neq i]} \exp(\text{sim}(\tilde{z}_k, \tilde{z}_i) / \tau)},$$

where $\mathbb{1}_{[k \neq i]} \in \{0, 1\}$ is an indicator function evaluating to 1 if $k \neq i$ and $\tau$ denotes a temperature parameter. In the experiment, we set $\tau$ to 0.5. The final loss is computed across all positive pairs, both $(i, j)$ and $(j, i)$, in a mini-batch. Using the pairwise similarities for each positive pair of sub-graphs, the loss function of GSCL scheme is aggregated with the following formula:

$$L_{gscl} = \frac{1}{2N} \sum_{k} \left[ l(2k-1, 2k) + l(2k, 2k-1) \right].$$

### 4.3 Graph evolution contrastive learning

An important intuition that we build is that the past states of a patient contain relevant information about their future states. Correspondingly, by contrastive learning of past HEWE graphs and future HEWE graph of each patient, the relevant information between the graphs in the sequence can be captured. Formally, given a patient $o$, their $T$ EHRs form an HEWE graph sequence according to the recording time. That is, $o = [G_1, G_2, \ldots, G_t, \ldots, G_T]$, where $G_t$ represents the $t$-th HEWE graph. Graph evolution is a scheme to learn trends from a history of HEWE graphs to predict a future graph. More specifically, given the historical sequence $[G_1, G_2, \ldots, G_{T-1}]$, we aim to predict graph $G_T$ at the latest time.
A bidirectional gate recurrent unit (BI-GRU) network [58] is adopted to model the HEWE graph sequence; it is composed of a forward gated recurrent unit (GRU) unit and a backward GRU unit. The hidden layer output of the forward GRU unit is denoted as $\vec{h}_t$ and the hidden layer output of the backward GRU unit is denoted as $\overleftarrow{h}_t$. The hidden output of a BI-GRU at time $t$ is spliced through the hidden layer output of forward GRU unit and backward GRU unit, as shown in Eq. (6):

$$
\begin{align*}
\vec{h}_t &= \text{GRU}(g_t, \vec{h}_{t-1}) \\
\overleftarrow{h}_t &= \text{GRU}(g_t, \overleftarrow{h}_{t-1}) \\
 h_t &= [\vec{h}_t, \overleftarrow{h}_t],
\end{align*}
$$

where $h_{t-1}$ is the hidden vector at timestamp $t - 1$; $g_t$ is the representation of $t$-th HEWE graph. We use the graph encoder shared with GSCL to obtain the representation $g_t$ of $t$-th HEWE graph:

$$
\begin{align*}
H_t &= \text{encoder}(X_t, A_t), \\
g_t &= \mathcal{P}(H_t),
\end{align*}
$$

where $X_t$ denotes node features and $A_t$ denotes the adjacency matrix in the $t$-th HEWE graph. We use $h_{T-1}$ at timestamp $T - 1$ as the context representation that forms a summary of past HEWE graph sequence.

Similar to GSCL, we randomly sample a mini-batch of $N$ HEWE graph sequences and then define the GECL task on $2N$ samples derived from the mini-batch. For a HEWE graph sequence, our approach for learning the graph encoder relies on contrasting its real coherent sequence with fake ones. Specifically, the context representation $h_{T-1}$ and future graph $g_T$ then form a positive pair, while replacing the future graph $g_T$ with $g_T^*$ from other HEWE graph sequences will generate negative pairs.

Given a pair $(h_{T-1}, g_T)$, a powerful mechanism to incorporate the interaction between them is via bilinear pooling [8]. This is essentially an outer product and results in a matrix $Z \in \mathbb{R}^{d \times d}$:

$$
Z = h_{T-1} \otimes g_T = h_{T-1} \times g_T^T,
$$

where $\otimes$ denotes the outer product operation of two embeddings. This is followed by a reshaping of the matrix $Z$ into $z \in \mathbb{R}^{d^2 \times 1}$:

$$
z = \text{reshape}(Z),
$$

which, in turn, is followed by a linear projection of the result to obtain the output of the interaction $u$:

$$
u = W_u \times z,
$$

where the $W_u$ is a learned transformation matrix. The objective of GECL is to predict whether the candidate graph $g_T$ is a correct future graph for the patient. We use the binary cross-entropy loss for model optimization:

$$
L_{\text{gecl}} = -\frac{1}{N^2} \sum_{i=1}^{N^2} y_i \cdot \log(\sigma(u)) + (1 - y_i) \cdot \log(1 - \sigma(u)),
$$

where $\sigma(u) = 1/(1 + \exp(-u))$ is the sigmoid function and $y_i$ denotes whether the $i$-th context-future pair is positive or negative, and $M$ denotes the total number of context-future pairs.

### 4.4 Co-training

The two graph contrastive learning schemes, i.e., GSCL and GECL, do not depend on ICD labels. So we can easily extend them to learn as well from additional unlabeled HEWE graphs and we can make GSCL and GECL benefit from each other by jointly training:

$$
\min_{\theta} \left( L_{\text{gecl}} + \alpha L_{\text{gscl}} \right),
$$

where $\alpha$ controls the importance of the GSCL task and $\theta$ represents all learnable parameters. In the experiments, we set $\alpha$ to 0.5.

### 4.5 Graph few-shot EHR coding

#### 4.5.1 Overall architecture of few-shot EHR coding

In the few-shot learning stage, we construct an “episode” to compute gradients and update our model in each training iteration[31]. For the $C$-way $K$-shot problem, a training episode is formed by randomly selecting $C$ ICD codes from the $C_{\text{train}}$ (frequent ICD codes) and choosing $K$ HEWE graphs per selected ICD to act as the support set $S = \bigcup_{i=1}^{C} \{G_{c_i,s}, y_{c_i,s}\}_{s=1}^{K}$. A subset of the remaining examples serves as the query set $Q = \{G_q, y_q\}_{q=1}^{L}$. Training on each episode is conducted by feeding the support set $S$ to the model and updating its parameters to minimize the loss in the query set $Q$.

#### 4.5.2 Pre-trained graph encoder

In order to learn an expressive HEWE graph representation for each EHR, we develop a graph encoder to capture the graph structure. The encoder structure is exactly the same as the graph encoder in GSCL and GECL, which is a two-layer GCN. Please refer to Eq. (2) for details:

$$
\begin{align*}
H_{c,i,j} &= \text{encoder}(X_{c,i,j}, A_{c,i,j}) \\
g_{c,i,j} &= \mathcal{P}(H_{c,i,j}),
\end{align*}
$$

where $g_{c,i,j}$ represents the $j$-th HEWE graph and it belongs to ICD $c_i$ in the support set $S$; $X_{c,i,j}$ and $A_{c,i,j}$ represent the node features and adjacency matrix corresponding to this HEWE graph, respectively.

We use GSCL and GECL as tasks to pre-train a HEWE graph encoder and use it to initialize the graph encoder in the few-shot EHR learning stage.
4.5.3 Prototype calculation

We follow the idea of prototypical networks [38], which encourages HEWE graphs in the support set $S_c$ to cluster around a specific prototype. The schematic diagram of the prototypical network is illustrated in Fig 4. In this figure, $p_{c_1}$, $p_{c_2}$ and $p_{c_3}$ denote the prototype representation for ICD code $c_1$, $c_2$ and $c_3$, respectively. Formally, the prototype representation of ICD $c_i$ can be computed by:

$$p_{c_i} = P_{roto}(\{g_{c_i,j}\} | j \in S_{c_i});$$  (14)

where $S_{c_i}$ denotes the set of labeled HEWE graphs from ICD code $c_i$ and $P_{roto}$ is the prototype computation function; $g_{c_i,j}$ is the $j$-th HEWE graph representation for the ICD $c_i$. The prototype representation $p_{c_i}$ of the ICD $c_i$ is computed by taking the average of all embedded HEWE graphs belonging to the ICD $c_i$:

$$p_{c_i} = \frac{1}{|S_{c_i}|} \sum_{j=1}^{\left|S_{c_i}\right|} g_{c_i,j};$$  (15)

4.5.4 ICD prediction

The learned prototypes define a ICD predictor for each query HEWE graph $g_q$. More specifically, it can assign a probability over ICD code $c_i$ based on the matching score between the query HEWE graph $g_q$ and each ICD prototype $p_{c_i}$. Specifically, we model this matching relationship as follows:

$$p(c_i|g_q) = \sigma(W_c(g_q || p_{c_i}));$$  (16)

where $\|$ denotes the concatenation operation, and $W_c$ is the weight matrix; $g_q$ is the query HEWE graph representation and $p_{c_i}$ is the prototype representation of class $c_i$; $p(c_i|g_q)$ is the probability of the query HEWE graph belonging to ICD $c_i$.

Under the episodic training framework, the objective of each episode is to minimize the classification loss between the predictions of the query set and the ground-truth. Specifically, for each episode, given the support set $S$ and query set $Q = \{G_q, y_q\}_{q=1}^{L}$, the training objective is to minimize the cross-entropy loss on the $C$ ICD codes:

$$L_{few}(S, Q) = -\frac{1}{C} \sum_{i=1}^{C} \frac{1}{L} \sum_{q=1}^{L} y_q \log(p(c_i|g_q)).$$  (17)

By minimizing the above loss function, CoGraph is able to learn a generic classifier for the $C_{\text{train}}$ ICD codes. After training on a considerable number of episodes, its generalization performance will be measured on the test episodes, which contain HEWE graphs sampled from $C_{\text{test}}$ (rare ICD codes) instead of $C_{\text{train}}$. For each test episode, we use the predictor produced by CoGraph for the provided support set $S$ to classify each query HEWE graph in $Q$. The details of training and testing the CoGraph are shown in Algorithm 1. Firstly, the graph encoder is pre-trained by the GECL and GSCL schemes (line 2-3). Next, the EHR coding model is trained using the labelled data (line 4-10). Finally, the CoGraph is tested for each test episode (line 12-18).

5 EXPERIMENTAL SETUP

5.1 Dataset

We conduct experiments on the MIMIC-III dataset [3], which is a large, freely-available database comprising de-identified health-related data associated with over forty thousand patients between 2001 and 2012. This is the only benchmark dataset that is commonly used on this task and publicly available [17]. As with previous studies, e.g., [27, 30], we focus on discharge summaries in EHR, which summarize the information about a stay into a
single document. We count the number of occurrences of each ICD code in the MIMIC-III dataset, and ICD codes are selected as training classes if they occur more than 20 times. Among the remaining ICD codes, the number occurrences of ICD codes selected as testing class should be no less than 2 times, and the remaining ICD codes are filtered. It should be noted that there is no overlapping between training ICD and testing ICD codes. Accordingly, these EHRs are divided into training set and test set according to their ICD codes. The one more thing is we randomly divide the training dataset into training and validation sets with a 7:3 ratio during training. Descriptive statistics of the training set and test set are given in Table 1. It can be observed from Table 1 that the number of ICD codes in the test set is more than that in the training set, and the average number of HEWE graphs in the test set is only 6.43, which is much smaller than that in the training set. Again, this indicates that the distribution of the ICD codes is extremely imbalanced, which demonstrates the challenge of this task.

### 5.2 Baselines

In order to demonstrate the effectiveness of CoGraph, we compare it with several methods, including state-of-the-art models for EHR coding and few-shot learning methods:

- **Multilayer perceptron (MLP).** We learn a multi-label classification model with a three-layer perceptron to predict the probability of each ICD code.
- **BI-GRU** [62]. This method uses a bidirectional gated recurrent unit to encode EHR and then performs binary classification on each ICD code based on the EHR representation.
- **CAML and DR-CAML** [28]. CAML exploits Text-CNN [18] to obtain the representation of each EHR and then uses label-dependent attention to learn the most informative representation for each ICD code, based on which it does binary classification. DR-CAML enhances CAML by adding an ICD description regularization term to the final classification weights.
- **MSATT-KG** [54]. MSATT-KG leverages a convolutional neural network to produce variable n-gram features for clinical notes and incorporates multi-scale feature attention to adaptively select multi-scale features. The multi-scale features are used to perform multi-label classification over all the ICD codes.
- **Matching Network (MatchingNet)** [49]. MatchingNet first gets the representations of support HEWE graphs and query HEWE graphs, and then computes the similarity of query graph to each support graph. Finally, the ICDs from the support HEWE graphs are weight-blended together accordingly to predict ICD codes.
- **PrototypeNet and PrototypeNet-attention** [37]. PrototypeNet computes the distance between query HEWE graph and each ICD prototype. Then it determines the ICD of the query HEWE graph based on the shortest distance. PrototypeNet-attention assigns different weights to each support graph when calculating the prototype representation of each ICD.
- **RelationNet-attention** [43]. RelationNet-attention is the RelationNet with an attention mechanism; it is composed of an embedding module and a relation module. The embedding module produces the representation of the query and support HEWE graphs. Then the relation module compares these embeddings to determine whether they belong to the same ICD.

### 5.3 Evaluation metrics

A discussion of performance metrics used for EHR coding is beyond the scope of this paper [30, 28, 54]. We select macro-averaged metrics, i.e., ACC, Precision, Recall, F1, because they are calculated by averaging metrics computed per-ICD [11, 13]. ACC refers to the percentage of correctly classified EHRs among the total number of EHRs. In the case of an imbalanced distribution between different ICD codes, accuracy alone is not enough and more appropriate metrics are Precision and Recall. F1 score is the harmonic mean of Precision and Recall, so it is a relatively impartial evaluation metric.

### 5.4 Implementation details

For CoGraph, the initial embedding dimension of each node is set to 300. We use a two layer GCN to get the embedding representation of each node and the dimensions of $W_0$ and $W_1$ (Eq. 2) are set to 100 and 300, respectively. In the pre-training stage of the graph encoder, we use a BI-GRU to model the graph evolution representation, the hidden size of the BI-GRU in Eq. 6 is set to 300, and the value of $\alpha$ in Eq. 12 is set to 0.5. We use the Adam optimizer to optimize the parameters of the two graph contrastive learning schemes. The batch size is to 128 and the learning rate is 0.0001. In the few-shot learning stage, the ICD number $C$ in each episode is set to 5. We pick 5 HEWE graphs for each ICD code as the support set, and the query set has 15 HEWE graphs for each ICD code. The learning rate is 0.001 and the momentum parameters are set to the defaults.
that CoGraph is able to effectively perform frequent ICD classification by episode-based meta-training on different ICD codes. The F1 gets a slight improvement of 0.61% over the best baseline, i.e., PrototypeNet-attention, and compared to the worst baseline, i.e., MLP, the increase in F1 is 54.90%. In addition, the recall values are significantly lower than precision values in most of the baselines and CoGraph, indicating that they tend to neglect some correct ICD codes.

Second, unlike on rare ICD codes, CAML, DR-CAML and MSATT-KG perform better than some few-shot learning-based methods, such as MatchingNet and PrototypeNet. These results indicate that CAML, DR-CAML and MSAT-KG methods are very effective if they are fed sufficiently many training samples, but they cannot obtain a good classification model when the training set contains only a few training samples.

Third, compared to frequent ICD codes, CoGraph has a bigger advantage over competing methods on rare ICD codes. For example, on the rare ICD codes, the F1 of CoGraph improves by 2.95% over the best baseline. On the frequent ICD codes, our CoGraph also gets a slight improvement, i.e., 0.61%, over the best baseline. The reason is that CoGraph is pre-trained by two effective graph-based contrastive learning schemes, i.e., GSCL and GECL, which prompt the CoGraph to learn graph features that are independent of the ICD codes. Furthermore, these independent graph features can be transferred to the ICD coding task in the few-shot learning stage.

7 ANALYSIS

7.1 Ablation study

We conduct an ablation study to analyze the effects of different components in CoGraph, as shown in Table 3. These are the variants of our method that we consider: 1) -GECL-GSCL denotes CoGraph without graph contrastive learning schemes. We remove the graph contrastive learning schemes and just use graph-based few-shot learning to train our model. 2) -GECL denotes CoGraph without GECL. 3) -GSCL denotes CoGraph without GSCL. From the results, we obtain the following insights:

First, the performance of CoGraph on both rare and frequent ICD codes decreases dramatically after removing graph evolution and graph sampling contrastive learning (i.e., -GECL-GSCL). Specifically, the F1 values drop by 7.27% and 6.12% on rare and frequent ICD codes, respectively. The result shows that using graph contrastive learning schemes to pre-train the graph encoder plays a crucial role in the few-shot learning stage. This is because GSCL and GSCL do not require the supervision of ICD codes, which helps to learn more general graph features. At the same time, GECL captures the inter-graph correlations by comparing graph sequences, while GSCL contrasts sub-graphs to obtain the intra-graph correlations between them. Both contrastive learning schemes can pre-train a more robust graph encoder. In the few-shot
training stage. We randomly select 5 ICD codes from
learn any informative representations during the pre-
learned using two contrastive schemes to see if they
In this section, we analyze the HEWE graph embeddings
7.2 Graph embedding visualization
This result is in line with our initial intuition: GECL
for the classification of rare and frequent ICD codes.
GECL and GSCL has learned different aspects of the
This fully shows that the graph encoder pre-trained by
ACC of CoGraph drops by 2.56% and 2.25% respectively.
CoGraph drops from 57.07% to 55.90% (i.e., -GECL) and
frequent ICD. Specifically, on the rare ICD, the
performance of CoGraph decreases on both rare ICD and
rare ICD shows an increase. Specifically, when K
increases from 1 to 5, ACC, Precision, Recall, and F1 all

| Method       | ACC  | Precision | Recall | F1   | ACC  | Precision | Recall | F1   |
|--------------|------|-----------|--------|------|------|-----------|--------|------|
| MLP          | 19.62| 7.98      | 20.70  | 10.41| 20.41| 9.07      | 20.73  | 11.31|
| BI-GRU       | 20.91| 8.06      | 21.76  | 11.14| 36.04| 36.29     | 38.37  | 35.55|
| CAML         | 23.56| 16.44     | 17.80  | 16.86| 63.02| 69.94     | 62.11  | 63.78|
| DR-CAML      | 16.77| 17.43     | 17.48  | 16.97| 62.60| 68.98     | 62.41  | 63.76|
| MSATI-KG     | 16.04| 17.28     | 16.58  | 15.44| 63.33| 63.53     | 64.79  | 62.18|
| MatchingNet  | 54.95| 60.17     | 54.90  | 54.56| 61.56| 68.22     | 61.89  | 61.23|
| PrototypeNet | 52.21| 61.34     | 51.54  | 51.96| 61.04| 67.09     | 59.70  | 60.97|
| PrototypeNet-attention | 54.73 | 61.49 | 54.80 | 54.69 | 63.96 | 73.20  | 64.22 | 65.60|
| RelationNet-attention | 52.92 | 55.75 | 53.11 | 53.02 | 61.88 | 68.79  | 61.94 | 62.71|
| CoGraph      | 57.07*| 69.81     | 56.37  | 57.64*| 65.27*| 71.46*    | 65.32*| 66.21*|

TABLE 3: Analysis of different components in CoGraph. Bold face indicates the best result in terms of the corresponding metric. Significant improvements over the best baseline results are marked with * (t-test, p < 0.05).

7.3 Impact of few-shot size
This work studies few-shot EHR coding, thus we conduct experiments to analyze the impact of the few-shot size K. Figure 6 reports the performance of CoGraph on rare and frequent ICD codes with different settings of K. First, with an increase in K, the performances of CoGraph on rare ICD codes shows an increase. Specifically, when K increases from 1 to 5, ACC, Precision, Recall, and F1 all
show an upward trend, in which the F1 increases from 25.48% to 57.64%. This indicates that a larger support set can produce better prediction results of the rare ICD codes. A larger support set can provide more supervision information for query HEWE graphs from rare ICD codes. A larger support set can provide more supervision information for query HEWE graphs from rare ICD codes, which makes the model pay more attention to the classification of frequent ICD codes. As $K$ increases, the supervision information of rare ICD codes prompts CoGraph to learn features that can be generalized to the rare ICD classification, so the classification performance of CoGraph on frequent ICD codes has slightly decreased.

**7.4 Impact of training ICD classes**

CoGraph iteratively samples C-way different ICD classes for training, and the remaining ICD classes are as the support set and query set. Suggested by [24], we conduct an analysis experiment to analyze the effect of the sampling strategies as well as the number of ICD classes on the performance, and the results are shown in Fig. 7.

Fig. 7 (a) and (b) illustrate the changing trends of CoGraph’s performance on frequent ICD codes with different sampling strategies, i.e., “random” and “on-top”. The former selects the ICD classes for training randomly, while the latter selects in descending order by the number of samples in each class. It can be seen that no matter which sampling strategy is used, the performances of CoGraph on frequent ICD codes rise first and then stabilize. CoGraph fluctuates more with the “on-top” strategy relatively. We believe that the main reason is that the “on-top” strategy is an uneven sampling strategy where...
ICD codes with a large number of samples are easy to dominate, leading to unstable learning eventually.

Fig. 7 (c) and (d) illustrate the changing trends of CoGraph’s performance on rare ICD codes with “random” and “on-top” sampling strategies. We can observe that the overall performance of CoGraph remains stable with slight fluctuations, which indicates that the increase of the training classes has little influence on the performance of CoGraph in terms of the rare ICD codes. This means that CoGraph trained with 100 ICD codes already has sufficient learning and transfer the necessary knowledge from frequent ICD codes to rare ICD codes. In addition, the Precision values of CoGraph are significantly higher than Recall and ACC values for the rare ICD codes. This is because that the extremely rare ICD codes are easy to be neglected, indicating that there is still room for further improvement on the extremely rare ICD codes.

8 Conclusion

In this work, we reformulate electronic health record (EHR) coding as a few-shot learning task, and propose a graph-based few-shot learning framework, i.e., CoGraph, to perform ICD classification on both frequent and rare ICD codes. As part of CoGraph, we design two graph contrastive learning schemes, i.e., GSCL and GSCL, to pre-train the graph encoder in the few-shot learning framework. GSCL captures the intra-correlations within the graphs by comparing the structured features of subgraphs, while GECL captures the inter-correlations between the graphs at different clinical stages by comparing the historical graph sequence and the future graph.

A limitation of CoGraph is that it only extracts the high-frequency words and entities from free-text of EHRs; it does not take medical knowledge or rules into account. However, medical knowledge or rules may help to perform ICD classification, such as the concurrence and hierarchy of some ICD codes. As to future work, we plan to model the correlations of ICD codes to learn better transferable features. Then, we hope to further improve the classification performances of CoGraph, especially on the rare ICD codes.
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