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In this paper we have found irreducible representations (irreps) of the algebra of partially transposed permutation operators on last subsystem. We give here direct method of irreps construction for an arbitrary number of subsystems \( n \) and local dimension \( d \). Our method is inspired by representation theory of symmetric group \( S(n) \), theory of Brauer Algebras and Walled Brauer Algebras.
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I. INTRODUCTION

Partial transposition plays important role in quantum information theory. It gives us necessary and sufficient conditions for separability for bipartite systems in \( 2 \times 2 \) and \( 2 \times 3 \) dimension case \([3, 4]\) and it is called PPT criterion (Positive Partial Transpose). Namely if spectrum of partially transposed bipartite density operator is positive our state is separable. For other cases (higher dimensions and multiparty case) partial transposition gives only necessary condition for separability of states, but still is very strong tool. Separability problem has been intensively studied also of multipartite systems \([35]\). There are many papers about analysis of PPT properties for states with special symmetries. In particular Eggeling and Werner in \([7]\) present result on separability properties for tripartite states which are \( U^3 \) invariant using PPT property and tools from group theory for an arbitrary dimension of subsystem space. In \([36, 37]\) authors present solution on open problem of existence of four-qubit entangled symmetric states with positive partial transposition and generalize them to systems consisting an arbitrary number of qubits. In particular, they provide criteria for separability of such states formulated in terms of their ranks. PPT property turned out also relevant for a problems in computer science: it is relaxation of some complexity problem, which can be written in terms of separability \([1, 2]\).

As one knows, if the system possess some symmetries, it can simplify a lot analysis of its properties. A natural tool is here group representation theory: e.g. operators which are \( U^\otimes n \) invariant can be decomposed by means of Schur-Weyl duality (see \([3, 13]\) and Section I of our work) into irreducible representations (irreps) of symmetric group \( S(n) \). Then finding spectra by means of such decomposition becomes much more efficient and easier. Let us mention here that Schur-Weyl duality and concept of Schur basis, were successfully applied in quantum information, in particular, it was used for qubit purification problems \([17, 19]\), efficient quantum circuits \([22, 23]\), distillation of quantum entanglement \([20]\), cloning machines \([21]\), local quantum circuits \([39]\) and one-to-one relation between the spectra of a bipartite quantum state and its reduced states \([33]\).

In almost all papers mentioned in the last paragraph authors have used commutant structure of \( U^\otimes n \) transformation. Next step can be analysis a commutant of \( U^\otimes(n-k) \otimes (U^*)^\otimes k \) invariant operators, where by * we denote complex conjugation. This corresponds exactly with the case when partial transposition is applied on last \( k \) subsystems. We know that when some operator is invariant under such class of transformation it can be decomposed in terms of partially transposed permutation operators, so it is enough to investigate properties algebra of partially transposed permutation operators on last \( k \) subsystems. In this paper we present an analysis when \( k = 1 \) and for this case we will denote our algebra by \( A \). One can see that it is generalization to multipartite case of commutant structure for \( U \otimes U^* \) transformations, where the commutant is spanned by bipartite identity operator \( I \) and maximally entangled state between two systems \( \Phi^\pm \) \([7, 8]\).

There is well known connection between algebra \( A \) of partially transposed permutation operators \( V^\Gamma(\pi) \) \(2\), which are \( U^\otimes(n-1) \otimes U^* \) invariant with Brauer Algebras \([24, 25]\) and its subalgebras so called Walled Brauer Algebras \([9, 10]\). Namely algebra of all partially transposed permutation operators together with those operators on which partial transposition acts non trivially is a representation of Brauer Algebra. When we consider only algebra \( A \) we know that it is a representation of Walled Brauer Algebra (see for example \([4]\)). However it appears that the representation

\(^1\)Maximally entangled state in computational basis is given by \( |\Phi^+\rangle = \frac{1}{\sqrt{d}} \sum_i |ii\rangle \), where \( d \) is dimension of Hilbert space.

\(^2\)by \( \Gamma \) we denote partial transposition over an arbitrary number of subsystems. In our paper we have \( \Gamma = t_n = ' \)
is isomorphic to (Walled) Brauer Algebra, only for particular relation between number of subsystems \( n \) and their dimension \( d \). It is easy to see this comparing their dimensions. From [34] we know that dimension of Walled Brauer Algebra is equal to \( n! \). On the other hand we know that dimension of algebra \( \mathcal{A} \) is also equal to \( n! \), whenever \( d > n - 1 \). In this case, our two algebras are isomorphic. In the case \( d \leq n - 1 \) some elements of operators basis of \( \mathcal{A} \) are linearly dependent \(^3\), so \( \dim \mathcal{A} < n! \) while dimension of Walled Brauer Algebra is still equal to \( n! \), so we do not have above-mentioned isomorphism.

One important implication of lack of isomorphism is the issue of semisimplicity. Translating necessary and sufficient condition from [11] into language of number of systems and local dimensions of the Hilbert space we obtain that Walled Brauer Algebra is semisimple if and only if \( d > n - 2 \) and also from the same work we know how to label irreducible components. For \( d = n - 1 \) both the algebra \( \mathcal{A} \) and Walled Brauer Algebra though not isomorphic anymore, are still both semisimple. When condition \( d > n - 2 \) is not fulfilled, then our algebra \( \mathcal{A} \) is still semisimple while Walled Brauer Algebra is not.

In this paper we are interested in the problem of decomposition of algebra \( \mathcal{A} \) into irreducible components. The new result is the construction of biorthogonal basis in every irreducible space, calculate its dimension and finally we present formulas for matrix elements in every irrep. We present full solution of the problem for the regime when \( d > n - 2 \). In the other case, i.e. when \( d \leq n - 2 \) we show that algebra \( \mathcal{A} \) is still simple reducible in contrary to Walled Brauer Algebra. In this regime we present sketch of the full solution and formulate problems connected with this construction.

This work is organized as follows. In Section II we give brief introduction to Schur-Weyl duality which is one of the main motivation for this work. Reader can see how to decompose unitary invariant operators (for example permutation operators) into irreducible representation of symmetric group. In Section III we presents all crucial definitions and main results without explicit proofs and explanations. We define nonorthogonal basis for every invariant space and we show that every such space is indeed irreducible. Section IV is divided into three parts. In the first part we present main results without explicit proofs and explanations. We define nonorthogonal basis for every invariant space and we show that every such space is indeed irreducible. Section IV is divided into three parts. In the first part we present main results without explicit proofs and explanations. We define nonorthogonal basis for every invariant space and we show that every such space is indeed irreducible. In the second part we give example that algebra \( \mathcal{A} \) is still simple reducible in contrary to Walled Brauer Algebra. In this regime we present sketch of the full solution and formulate problems connected with this construction.

This work contains also Appendix which includes Subsection VII.A where we give proof of all lemmas and theorems from Section III. In Appendix we present also discussion about operator bases, matrix elements of irreps and we give an exemplary application of our construction.

II. PRELIMINARIES

Consider a unitary representation of a permutation group \( S(n) \) acting on the \( n \)-fold tensor product of complex spaces \( \mathbb{C}^d \), so our full Hilbert space is \( \mathcal{H} \cong (\mathbb{C}^d)^{\otimes n} \). For a fixed permutation \( \sigma \in S(n) \) a unitary transformation \( V(\sigma) \) is given by

\[
V(\sigma)(|i_1\rangle \otimes \ldots \otimes |i_n\rangle) = |i_{\sigma^{-1}(1)}\rangle \otimes \ldots \otimes |i_{\sigma^{-1}(n)}\rangle,
\]

where \( |i_1\rangle, \ldots, |i_n\rangle \) is a standard basis in \((\mathbb{C}^d)^{\otimes n}\). The space of rank\(n\) tensors can be also consider as a representation space for a general linear group \( \text{GL}(d, \mathbb{C}) \). Let \( U \in \text{GL}(d, \mathbb{C}) \), thus, this induces in the tensor product \((\mathbb{C}^d)^{\otimes n}\) the following transformation

\[
U^{\otimes n}(|i_1\rangle \otimes \ldots \otimes |i_n\rangle) = U|i_1\rangle \otimes \ldots \otimes U|i_n\rangle.
\]

A key property is that these two representations turn out to be each other commutants. Any operator on \((\mathbb{C}^d)^{\otimes n}\) that commutes with all \(U^{\otimes n}\) for \(U \in \text{GL}(d, \mathbb{C})\), is a linear combination of permutation matrices \(V(\sigma)\). Conversely, any operator commuting with all permutation matrices \(V(\sigma)\), \(\forall \sigma \in S(n)\), is a linear combination of \(U^{\otimes n}\). This is called Schur-Weyl duality (see, for example, [3], [13]). It was shown that there always exists some basis called the Schur basis which gives decomposition of \(V(\sigma)\) and \(U^{\otimes n}\) into irreducible representations \([14],[13]\) (irreps) simultaneously. Thanks to this, the space \((\mathbb{C}^d)^{\otimes n}\) can be decomposed into irreps of \(S(n)\)

\[
(\mathbb{C}^d)^{\otimes n} \cong \bigoplus_{\alpha \vdash n} \mathcal{H}_\alpha^S \otimes \mathcal{H}_\alpha^U,
\]

\(^3\)For example projector onto antisymmetric subspace is equal zero whenever \(d = n - 1\).
where \( \alpha \) labels inequivalent irreps of \( S(n) \) and \( \mathcal{H}_\alpha^k \) is the multiplicity space. It is called Schur-Weyl decomposition. The labels \( \alpha \) can be interpreted also like partitions of some natural number \( n \) and are denoted by \( \alpha \vdash n \). Every partition is a sequence \( \alpha = (\alpha_1, \ldots, \alpha_r) \) satisfying
\[
\alpha_1 \geq \alpha_2 \geq \ldots \geq \alpha_r \geq 0, \quad \sum_{i=1}^r \alpha_i = n, \tag{4}
\]
where \( r \in \{1, \ldots, n\} \). Such partitions correspond to some diagram, which is called the Young diagram \([14]\). Here are few examples of Young diagrams for \( n = 4 \):

\[
\alpha = (4), \quad \alpha = (3, 1), \quad \alpha = (2, 2), \quad \alpha = (2, 1, 1), \quad \alpha = (1, 1, 1, 1)
\]

For example the permutation operator \( V(\sigma) \) can be decomposed, due to Schur - Weyl decomposition, in the following way:
\[
V(\sigma) = \bigoplus_{\alpha} \mathbf{1}_{r(\alpha)} \otimes \tilde{V}_\alpha(\sigma), \tag{5}
\]
where \( \sigma \in S(n) \) and \( r(\alpha) \) is the dimension of a unitary part. The operators \( \tilde{V}_\alpha(\sigma) \) are irreducible representations of some \( \sigma \in S(n) \). Thanks to the above-mentioned method, we can decompose \( U^{\otimes n} \)-invariant state (see for example \([7]\)) in the following way:
\[
\rho_{1 \ldots n} = \bigoplus_{\alpha} \mathbf{1}_{r(\alpha)} \otimes \tilde{\rho}_\alpha. \tag{6}
\]

In next sections we explain how to construct similar decomposition of Hilbert space for operators which are \( U^{\otimes (n-1)} \otimes U^* \) invariant. We show also how to calculate matrix elements of irreps for partially transposed permutation operators \( V(\sigma) \).

III. AN ANALYSIS OF COMMUTANT STRUCTURE FOR U^{\otimes (n-1)} \otimes U^* TRANSFORMATIONS

In this paper we give an analysis of algebra \( \mathcal{A} \) based on representation theory for permutation group \( S(n) \) (see previous section and cited papers). We show how to construct irreducible representations (irreps) of algebra of partially transposed permutation operators over last \( n \)th subsystem, i.e. we are analyzing commutant structure of \( U^{\otimes (n-1)} \otimes U^* \) operations.

As we mentioned in the introduction we can split our considerations into two main parts. First part is connected with the case when \( d > n - 1 \). In this regime algebra \( \mathcal{A} \) of partially transposed swap operators is isomorphic to semisimple Walled Brauer Algebra. From previous papers (see \([11]\)) we know how to decompose an abstract Walled Brauer Algebra into irreducible components. Our main result in this case is explicit method of irreps construction (we find their matrix elements) for partially transposed swap operators on last subsystem. Second part treats on the case when \( d \leq n - 1 \). From previous section we know that for \( d = n - 1 \) both algebras are semisimple but they are not isomorphic. For the case when \( d \leq n - 2 \) we know from \([11]\) that Walled Brauer Algebra is no longer semisimple. In this part we also give sketch of irreps construction which is though more complicated (see Subsection \([11]\)) . One can see that algebra \( \mathcal{A} \) is an algebra of finite matrices. From \([10]\) we know that every finite * algebra is semisimple, so this proves that algebra \( \mathcal{A} \) in contrast to Walled Brauer Algebra is semisimple for an arbitrary dimension \( d \) of Hilbert space and number of subsystems \( n \).

A. Some concepts and notation regarding symmetric group

The Problem of partially transposed permutation operators in a natural way imposes some structures on symmetric group. Here we will introduce some notation, whose significance will become clear in the next paragraph, where we will relate it to algebra of partially transposed permutation operators.
Notation 1. Any permutation $\sigma \in S(n)$ defines, in a natural and unique way, two natural numbers $a, b \in \{1, 2, \ldots, n\}$

$$n = \sigma(a), \quad b = \sigma(n).$$

Thus we may characterize any permutation (see example 31 in Appendix) by these two numbers in the following way

$$\sigma \equiv (a, b).$$

Note that in general $a, b$ may be different except the case, when one of them is equal to $n$, because in this case we have $a = n \Leftrightarrow b = n$.

When $a = n = b$, then $\sigma(n) = n$ and we have $\sigma = (n, n) \equiv \sigma_n$.

For the further reasons let us define family of maps $f_{ab} : S(n-2) \to S(n)$ in the way that for fixed indeces $a, b$ we have

$$S(n-2) \ni \sigma \mapsto f_{ab}(\sigma) := \pi_b \circ \sigma \circ (mn-1) \circ \pi_a^{-1} \in S(n),$$

where $\pi_k \in S(n-1)$. For a while we will not determine their particular form. Only in Section IV we will take $\pi_k = (n-1k)$. Let us note that maps $f_{ab}$ are invertible on their images, so for given $\sigma_{ab} \in S(n)$ we can define $f_{ab}^{-1}(\sigma_{ab}) = \sigma$. For reasons that will become clear in the proof of Lemma 10 we define also another family of maps i.e.

$$f_c : S(n-1) \to S(n-2),$$

where $1 \leq c \leq n-1$ in a following way:

$$S(n-1) \ni \sigma \mapsto f_c(\sigma) := \pi_{\sigma|c}^{-1} \circ \sigma \circ \pi_c \in S(n-2).$$

The mappings $f_{ab}$ divide group $S(n)$ into subsets $S_{ab}$, such that:

$$S(n) = \bigsqcup_{a, b = 1}^{n-1} S_{ab} \cup S(n-1) \quad \text{and} \quad S_{ab} \cap S_{cd} = \emptyset \quad \text{for} \quad ab \neq cd.$$

Division into classes $S_{ab}$ for $n = 3, 4$ and 5 is presented in Appendix VIII F. One can see that we have isomorphism $S_{ab} \cong S(n-2)$ which is defined for fixed $a, b$ by map $f_{ab}$ from equation (7).

B. The algebra of partially transposed permutation operators

We can start our main considerations from following observation. Consider permutation operator $V(\sigma_{ab})$, where $\sigma_{ab} \in S(n)$

$$V(\sigma_{ab}) := \sum_{i_1, \ldots, i_n} |i_{\sigma^{-1}(1)}, \ldots, i_{\sigma^{-1}(b)} = a_n, \ldots, i_{\sigma^{-1}(n)} = a \rangle \langle i_1, \ldots, i_a, \ldots, i_n|,$$

After partial transposition on last subsystem which we will denote by $'$ and whenever $\sigma_{ab}(n) \neq n, \sigma_{ab}(n) = a$ and $\sigma^{-1}_{ab}[n] = b$ we obtain

$$V'(\sigma_{ab}) = \sum_{i_1, \ldots, i_n} |i_{\sigma^{-1}(1)}, \ldots, i_{\sigma^{-1}(b)} = a_n, \ldots, i_n \rangle \langle i_1, \ldots, i_a, \ldots, i_{\sigma^{-1}(n)} = a| = \sum_{\phi} |\phi \rangle |\Phi^+_{an} \rangle_{bn} \langle \phi'| \langle \phi'| \langle \Phi^+_{an}|,$$

where $|\phi\rangle, |\phi'|\rangle$ are some vectors defined on $n-2$ subsystems. $|\Phi^+_{an}\rangle, |\Phi^+_{bn}\rangle$ are unnormalized maximally entangled state between last subsystem and $a^{th}$ and $b^{th}$ respectively. So it is clear that any partially transposed operator $V'(\sigma_{ab}) \in A$ is built from maximally entangled state between last subsystem and subsystems $a^{th}$ or $b^{th}$ and vectors of length $n-2$ whenever $\sigma(n) \neq n$. We see that operators $V'(\sigma_{ab})$ vanish outside space spanned by vectors of the form $|\phi\rangle|\Phi^+_{kn}\rangle$, where $1 \leq k \leq n-1$ and vector $|\phi\rangle$ is on $n-2$ subsystems except subsystems $k^{th}$ and $n^{th}$. We will denote this space by $H_ {\mathcal{M}}$ (see Appendix VII A to detailed discussion). It is easy to see that space $H_ {\mathcal{M}}$ is invariant under action of elements from the group $S(n-1)$, because such elements do not affect last subsystem in equation (11). So space $H_ {\mathcal{M}}$ invariant subspace for full algebra $A$. We can rewrite definitions of maps (7), (8) in terms of operators mapping. We start from definition of family of functions, which maps elements from algebra $C[S(n-2)]$ onto elements from algebra $\mathcal{A}$ and second family of functions which map algebra $C[S(n-1)]$ onto $C[S(n-2)],$ i.e. we have following
Definition 2. Let us define set of maps \( \mathcal{F}_{ab} : \mathbb{C}[S(n-2)] \to \mathcal{A} \), which acts on arbitrary operator \( X \in \mathbb{C}[S(n-2)] \) according to formula:

\[
\mathcal{F}_{ab}(X) := \Pi_b X V'(nn - 1)\Pi_a^{-1},
\]

where operators \( \Pi_a \) and \( \Pi_b^{-1} \) represent permutations \( \pi_a, \pi_b^{-1} \) from equation (7) and permutation operator \( V(nn - 1) \) represents cycle \( (nn - 1) \). Let us define also set of maps \( \mathcal{F}_c : \mathbb{C}[S(n-1)] \to \mathbb{C}[S(n-2)] \), which act on arbitrary operator \( X \in \mathbb{C}[S(n-1)] \) according to formula:

\[
\mathcal{F}_c(X) := \Pi_{\sigma[c]}^{-1} V(\sigma)\Pi_c,
\]

where operators \( \Pi_{\sigma[c]}^{-1} \) and \( \Pi_c \) represent permutations \( \pi_{\sigma[c]}, \pi_c^{-1} \) from equation (8).

Importance of this definition we will see if we consider action of elements from algebra \( \mathbb{C}[S(n-1)] \) onto some operators \( v_{ij}^{ab}(\alpha) \), which are defined later.

Remark 3. If we consider representation of the algebra \( \mathcal{A} \) on Hilbert space \( \mathcal{H}^{\otimes n} \), then maps \( \mathcal{F}_{ab} \) can be lifted to a linear mapping that maps:

\[
\mathcal{F}_{ab} : \mathcal{L} \left( \mathcal{H}^{\otimes(n-1)} \right) \to \mathcal{L} \left( \mathcal{H}^{\otimes n} \right) \quad \text{of the form} \quad \mathcal{F}_{ab}(\Phi) := F_b X F_a^{-1},
\]

where \( X \in \mathcal{H}^{\otimes(n-2)} \) and operators \( F_b \) assign to the vector \( |\phi\rangle \in \mathcal{H}^{\otimes(n-2)} \) vector \( |\psi_k\rangle = \sqrt{d} V(\pi_k)|\phi\rangle |\Phi_+\rangle \in \mathcal{H}^{\otimes n} \). Vector \( |\Phi_+\rangle = \frac{1}{\sqrt{d}} \sum_{l=1}^{d} |l\rangle \) is maximally entangled state between subsystems \( n \) and \( n-1 \) and operators \( V(\pi_k) \) represent permutations \( \pi_k \in S(n-1) \) for \( 1 \leq k \leq n-1 \).

C. Set of basis vectors. Nonorthogonal operator basis.

In this paragraph we present how to construct nonorthogonal bases which span irreducible subspaces \( \mathcal{H}_{\alpha,r}^{\alpha,r} \) in Hilbert space \( \mathcal{H}_M \). We start from the following definition:

Definition 4. Define vectors which belong to \( \mathcal{H}_{\alpha,r}^{\alpha,r} \subset \mathcal{H}^{\otimes n} \) as

\[
|\psi^k_{ij}(\alpha, r)\rangle = \sqrt{d} V(\pi_k)|\phi_{ij}(\alpha, r)\rangle |\Phi_+\rangle,
\]

where index \( \alpha \) labels irreps, index \( r \) labels their multiplicities and \( d \) is dimension of local Hilbert space.

Using set of vectors \( |\psi^k_{ij}(\alpha, r)\rangle \) we can easily define operators onto space of every irrep labeled by \( \alpha \):

Definition 5. Let us define operators \( v_{ij}^{ab}(\alpha) \) which project onto subspace of given representation \( \alpha \) as follows:

\[
v_{ij}^{ab}(\alpha) = \sum_r |\psi^k_{ij}(\alpha, r)\rangle\langle \psi^k_{ij}(\alpha, r)|,
\]

where sum runs over multiplicity of representation \( \alpha \).

Now let us present some discussion about properties of vectors \( |\psi^k_{ij}(\alpha, r)\rangle \) given in Definition 4. We collect this in two following lemmas:

Lemma 6. For two vectors \( |\psi^k_{ij}(\alpha, r)\rangle, |\psi^l_{ij}(\alpha, r)\rangle \in \mathcal{H}_{\alpha,r}^{\alpha,r} \) scalar product is given by

\[
\langle \psi^k_{ij}(\alpha, r)|\psi^l_{ij}(\alpha, r)\rangle = \langle \phi_{ij}(\alpha, r)|X(\chi_{ab})|\phi_{ij}(\alpha, r)\rangle,
\]

where \( X(\chi_{ab}) = \text{Tr}_{n,n-1}(V(n,n-1)\Pi_a^{-1}\Pi_b) \).

We would like to know explicit form of permutation \( \chi_{ab} \) for various relations between indeces \( a, b \). In next lemma answer is presented.

Lemma 7. Operator \( X(\chi_{ab}) \) has the following form:

\[
X(\chi_{ab}) = \begin{cases}
    d \cdot \mathbb{1}_{1...n-2}, & \text{for } a = b \\
    V(\chi_{ab}), & \text{for } a \neq b,
\end{cases}
\]

where \( \chi_{ab} = (nn - 1) \circ \pi_a^{-1} \circ \pi_b \circ (n - 1) \circ \pi_b^{-1} \circ \alpha \) is permutation from \( S(n-2) \).
Operators \( v_{ij}^{ab}(\alpha) \) satisfy the following composition rule:

**Lemma 8.** Operators \( v_{ij}^{ab}(\alpha) \) from Definition 5 satisfy following law of composition

\[
v_{ij}^{ab}(\alpha)v_{kl}^{cd}(\beta) = \delta_{\alpha\beta}d^{bde} \varphi_{jk}^{\alpha}(\chi_{bc}) v_{il}^{cd}(\alpha),
\]

where \( \varphi_{jk}^{\alpha}(\chi_{bc}) \) is representation element of some permutation \( \chi_{bc} \) given in Lemma 7 (see Appendix VII A).

Now we can see directly the reason for introducing definitions of functions \( f_{ab} \) and \( f_{a} \) in equations (7), (8) respectively. Namely we can easily define mapping of elements from algebra \( \mathbb{C}[S(n-2)] \) onto elements from algebra \( \mathcal{M} \):

\[
\mathbb{C}[S(n-2)] \ni V(\sigma) \overset{\mathcal{F}^{t}_{ab}}{\longrightarrow} v_{ij}^{ab}(\alpha) \in \mathcal{M}.
\]

(20)

Because of linearity of map \( \mathcal{F}^{t}_{ab} \) we can act also on linear combinations of elements from algebra \( \mathbb{C}[S(n-2)] \), in particular on operators \( \mathbb{E}_{ij}^{a} \):

\[
\mathbb{C}[S(n-2)] \ni \mathbb{E}_{ij}^{a} \overset{\mathcal{F}^{t}_{ab}}{\longrightarrow} v_{ij}^{ab}(\alpha) \in \mathcal{M}.
\]

(21)

Note that, because of equation (12) transformations \( \mathcal{F}^{t}_{ab} \) are invertible on their images.

Now we are ready to formulate the main result of our work in the following

**Theorem 9.**  

a) Operators \( v_{ij}^{ab}(\alpha) \) can be written in terms of partially transposed permutation operators in the following way

\[
v_{ij}^{ab}(\alpha) = \frac{d_{\alpha}}{(n-2)!} \sum_{\sigma \in S(n-2)} \varphi_{ij}^{\alpha}(\sigma) V'(f_{ab}(\sigma)),
\]

(22)

where \( f_{ab}(\sigma) = \pi_{a} \circ \sigma \circ (nn-1) \circ \pi_{b}^{-1} \in S(n) \). Operators \( v_{ij}^{ab}(\alpha) \) are elements of algebra \( \mathcal{A} \).

b) Operators \( V'(\sigma_{ab}) \) can be written in terms of operators \( v_{ij}^{ab}(\alpha) \) as follows

\[
V'(\sigma_{ab}) = \bigoplus_{\alpha} \sum_{ij} \varphi_{ij}^{\alpha}(f_{ab}^{-1}(\sigma_{ab})) v_{ij}^{ab}(\alpha).
\]

(23)

It is easy to see that relations

\[
\mathbb{C}[S(n-2)] \ni V(\sigma) = \bigoplus_{ij} \varphi_{ij}^{\alpha}(\sigma) \mathbb{E}_{ij}^{a}, \quad V'(\sigma_{ab}) = \bigoplus_{ij} \varphi_{ij}^{\alpha}(f_{ab}^{-1}(\sigma_{ab})) v_{ij}^{ab}(\alpha) \in V'[S(n)].
\]

(24)

together with equations from (7) to (12) imply directly Theorem 9. Let us note that the theorem implies that our invariant subspaces \( \mathcal{H}_{\alpha}^{\mathcal{A},t} \) are irreducible. Namely, We know that operators \( v_{ij}^{ab}(\alpha) \) are linearly independent and their number is equal to square of dimension, so they span full operator basis, so that indeed the representation is irreducible.

Using definition of maps \( f_{ab} \) from equation (7) we can write how elements from algebras \( \mathcal{M} \) and \( \mathbb{C}[S(n-1)] \) act on operators \( v_{ij}^{ab}(\alpha) \):

**Lemma 10.** Operators \( V'(\sigma_{ab}) \in \mathcal{M} \) and operators \( V(\sigma) \in \mathbb{C}[S(n-2)] \) act on \( v_{ij}^{cd}(\alpha) \) according to formulas:

\[
V'(\sigma_{ab})v_{ij}^{cd}(\alpha) = d^{kce} \sum_{i} \varphi_{ik}^{\alpha}(f_{ab}^{-1}(\sigma_{ab}) \circ \chi_{ac}) v_{il}^{bd}(\alpha),
\]

\[
V(\sigma)v_{ij}^{ab}(\alpha) = \sum_{k} \varphi_{ki}(f_{a}(\sigma)) v_{kj}^{\sigma[a\beta]}(\alpha),
\]

(25)

where permutation \( \chi_{ac} \) is given in Lemma 7 (see Appendix VII A), \( f_{ab}^{-1}(\sigma_{ab}) \) is inversion of \( f_{ab}(\sigma) \) given in equation (7) and \( f_{a}(\sigma) \) is given in equation (8).

---

\(^4\)It follows directly from equation (4) and definition of operators \( \mathbb{E}_{ij}^{a} \), i.e. \( \mathbb{E}_{ij}^{a} = \sum_{r} |\phi_{i}(\alpha, r)\rangle \langle \phi_{j},(\alpha, r)| \), where number \( r \) is multiplicity of given irrep \( \alpha \). See also Appendix VII C where we present basic discussion about properties of operators \( \mathbb{E}_{ij}^{a} \)
D. Construction of biorthonormal basis. Irreducible representations for $V(\sigma)$.

Let us emphasize, that operators $\psi_{ij}^{ab}(\alpha)$ are not orthonormal in Hilbert-Schmidt norm. The lack of this property, we can remove by redefining set of $\psi_{ij}^{\pi}(\alpha)$, or in other words by defining new set of operators. We start from following crucial definition:

**Definition 11.** For any irreducible representation $\varphi^\alpha$ of the group $S(n-2)$ we define the block matrix

$$Q_{ij}^{ab}(\alpha) = d^{ab}\varphi_{ij}(\chi_{ab}), \quad \text{for} \quad 1 \leq a,b \leq n-1, \quad 1 \leq a,b \leq \dim \varphi^\alpha, \quad (26)$$

permutation $\chi_{ab} \in S(n-2)$ is given in Lemma 7 and for the case when $a = b$ we define $\chi_{ab} = e$, where $e$ is the identity component of the group $S(n-2)$. The blocks of the matrix $Q_{ij}^{ab}(\alpha)$ are labelled by pair of indeces $(a,b)$ whereas the elements of the blocks are labelled by indeces of irreducible representation $\varphi^\alpha = \varphi_{ij}^\alpha(\chi_{ab})$ of the group $S(n-2)$, $Q_{ij}^{ab}(\alpha) \in M((n-1)m_\alpha, \mathbb{C})$ where $m_\alpha = \dim \varphi^\alpha$.

**Remark 12.** Above defined matrix is nothing else but Gram matrix of the basis $\{|\psi_i^k(\alpha,\tau)\rangle\}$ like in right hand side of equation (24) in Lemma 6. In further considerations, more specifically in Section IV we calculate matrix elements of irreps for specific choice of permutations $\pi_a$ and $\pi_b$. Namely we take the simplest one - transpositions, i.e. $\pi_a = (an-1)$ and $\pi_b = (bn-1)$. Using general form of permutation $\chi_{ab}$ form Lemma 7 we can easily show that

$$X(\chi_{ab}) = \begin{cases} d\cdot \mathbb{I}_{1\ldots n-2} & \text{for} \quad a = b \\ \mathbb{I}_{1\ldots n-2} & \text{for} \quad a \neq b \end{cases} \quad V(ab) \quad \text{for} \quad a \neq b, \quad (27)$$

Finally in this case matrix $Q_{ij}^{ab}(\alpha)$ has form:

$$Q_{ij}^{ab}(\alpha) = \begin{pmatrix} d\mathbb{I} & \varphi^\alpha(12) & \ldots & \varphi^\alpha(1n-2) & \mathbb{I} \\ \varphi^\alpha(21) & d\mathbb{I} & \ldots & \varphi^\alpha(2n-2) & \mathbb{I} \\ \vdots & \ddots & \ddots & \vdots \\ \mathbb{I} & \ldots & d\mathbb{I} \end{pmatrix}, \quad (28)$$

where every $\varphi^\alpha(ab) = \{\varphi_{ij}^\alpha(ab)\}$ is a representation matrix of permutation $(ab)$ in irrep of $S(n-2)$ labelled by $\alpha$. It is worth to mention here that in general case there is always possibility to chose matrices $\varphi^\alpha$ to be unitary, so we get $\varphi_{ij}^\alpha(ab) = \varphi_{ji}^\alpha(ab)$. In our paper our constrains are even stronger because representations $\varphi^\alpha(ab)$ are in the form of symmetric and real matrices, so we have $\varphi_{ij}^\alpha(ab) = \varphi_{ji}^\alpha(ab)$. Because matrix $Q_{ij}^{ab}(\alpha)$ comes from set of vectors it can happen that if some of vectors are linearly dependent Gram matrix is no longer strictly positive.

Positivity property of matrix $Q_{ij}^{ab}(\alpha)$ is strictly connected with relation between dimension of local Hilbert space $d$ and number of subsystems $n$. This dependence we present it in the following

**Theorem 13.** Suppose that the representation $\varphi^\alpha$ of the group $S(n-2)$ in the matrix $Q_{ij}^{ab}(\alpha) \in M((n-1)m_\alpha, \mathbb{C})$ is unitary (but not necessarily irreducible). Under this simple condition we have: if $d > n - 2$ then the matrix $Q_{ij}^{ab}(\alpha)$ is (strictly) positive i.e. $Q_{ij}^{ab}(\alpha) > 0$ and consequently if $d > n - 2$ the matrix $Q_{ij}^{ab}(\alpha)$ is invertible. These statements are the consequence of the following inequality

$$x^+Q_{ij}^{ab}(\alpha)x \geq (d - n + 2) \sum_{i=1}^{n-1} ||x_i||^2, \quad (29)$$

where

$$x^+ = (x_1^+, x_2^+, \ldots, x_{n-1}^+) \in \mathbb{C}^{(n-1)m_\alpha}$$

is the block vector in $\mathbb{C}^{(n-1)m_\alpha}$, $x_i^+ \in \mathbb{C}^{m_\alpha}$ and $||x_i||$ is the standard norm of the vector $x_i \in \mathbb{C}^{m_\alpha}$.

Using Definition 11 and Theorem 13 we can construct new operator basis which is orthonormal in Hilbert-Schmidt norm in the regime $d > n - 2$.

**Definition 14.** Let us define new operators $\omega_{ij}^{ab}(\alpha)$ which are connected with operators $\psi_{ij}^{ab}(\alpha)$ by following transformation rule:

$$\omega_{ij}^{ab}(\alpha) = \sum_{kc} D_{jc}^{bk}(\alpha)\psi_{kc}^{ab}(\alpha), \quad (31)$$

where $D_{jc}^{bk}(\alpha) = ((Q^{-1})_{jc}^{bk}(\alpha))$. 

One can see that operators \( \omega_{ij}^{ab}(\alpha) \) from above definition have similar form to operators \( v_{ij}^{ab}(\alpha) \) from Definition 5. Namely we have that:

\[
\omega_{ij}^{ab}(\alpha) = \sum_r |\psi_i^a(\alpha,r)\rangle\langle\phi_j^b(\alpha,r)|, \quad \text{where } |\phi_j^b(\alpha)\rangle = \sum_{kc} D_{cj}^{bk}(\alpha)|\psi_c^k(\alpha)\rangle
\]

and system \( \{|\psi_i^a(\alpha)\rangle, |\phi_j^b(\alpha)\rangle\} \) form biorthogonal basis for any fixed \( r \).

Now we are ready to show that new operators \( \omega_{ij}^{ab}(\alpha) \) have required property of composition:

**Lemma 15.** Operators \( \omega_{ij}^{ab}(\alpha) \) satisfy the following composition rule

\[
\omega_{ij}^{ab}(\alpha) \omega_{kl}^{cd}(\beta) = \delta_{i\beta} \delta_{a\delta} \delta_{b\epsilon} \omega_{ij}^{cd}(\alpha).
\]

Since operators \( \omega_{ij}^{ab}(\alpha) \) are linear combinations of operators \( v_{ij}^{ab}(\alpha) \), they satisfy the same rules of transformations like operators \( v_{ij}^{ab}(\alpha) \) (see Appendix VII D):

**Proposition 16.** Operators \( \omega_{ij}^{ab}(\alpha) \) are elements of algebra \( \mathcal{M} \). Specifically we can reformulate Theorem 9:

**Theorem 17.**

a) Operators \( \omega_{ij}^{ab}(\alpha) \) can be written in terms of partially transposed permutation operators in the following way

\[
\omega_{ij}^{ab}(\alpha) = \frac{d_{ab}}{(n-2)!} \sum_{\sigma \in S(n-2)} \sum_c \varphi_{ik}^a(\sigma \circ \chi_{bc}^{-1}) V'(f_{ac}(\sigma)),
\]

where \( f_{ac}(\sigma) = \pi_a \circ \sigma \circ (nn-1) \circ \pi_c^{-1} \in S(n) \) and operators \( \omega_{ij}^{ab}(\alpha) \) are elements of algebra \( \mathcal{M} \).

b) Operators \( V'(\sigma_{ab}) \) can be written in a form

\[
V'(\sigma_{ab}) = \bigoplus_{\alpha} \varphi_{ik}^a(\sigma \circ \chi_{ac}) \omega_{ik}^{bc}(\alpha),
\]

where operators \( \omega_{ij}^{ab}(\alpha) \) are given by Definition 14.

Now we are ready to give formulas for matrix elements of an arbitrary operator \( X \) in biorthogonal basis \( \{|\psi_i^a(\alpha)\rangle, |\phi_j^b(\alpha)\rangle\} \) (see also Appendix VII E). In this section we give explicit formulas for matrix elements of partially transposed permutation operators \( V'(\sigma_{ab}) \in \mathcal{M} \) and \( V(\sigma) \in \mathbb{C}[S(n-1)] \) in above-mentioned basis:

**Lemma 18.** Matrix elements of irreducible representations of permutation operators in biorthogonal basis \( \{|\psi_i^a(\alpha)\rangle, |\phi_j^b(\alpha)\rangle\} \) are given by following formulas:

\[
[V_{\alpha}(\sigma_{ab})]_{dl,ck} = d^{arc} \varphi_{lk}^a(f_{ab}^{-1}(\sigma_{ab}) \circ \chi_{ac}) \delta_{bd},
\]

\[
[V_{\alpha}(\sigma)]_{dl,ck} = \varphi_{lk}^a(f_c(\sigma)) \delta_{c|c} \delta_{bd},
\]

where \( \varphi_{lk}^a(\cdot) \) is matrix elements of permutation operator for permutation from \( S(n-2) \) for given irrep \( \alpha \).

**IV. CONSTRUCTION OF IRREDUCIBLE REPRESENTATIONS. EXAMPLES OF MATRIX ELEMENTS**

This section is split into three main parts. In the first part we focus on the case when \( d > n - 2 \), namely we present matrices of irreps from algebra \( \mathcal{M} \) for small numbers of \( n \). In the second part we give discussion when condition \( d > n - 2 \) is not fulfilled. For this case we know from general theory \[14\] that Walled Brauer Algebra is no longer semisimple. Example that algebra \( \mathcal{M} \), even for \( d \leq n - 2 \) is still semisimple is presented. At the end of second part we outline the new problem corresponding with our method of irreps construction for this case. We ask it is possible to say something general about rank of Gram Matrix \( Q_{ij}(\alpha) \) from Definition 11 when some basis vectors \( |\psi_i^a(\alpha,r)\rangle \) are linearly dependent. Finally in the third part of this section we show how to calculate multiplicities of irreps.
A. Construction of irreducible representations when \( d > n - 2 \). Examples of irreducible representations for \( n = 3, 4, 5 \).

Here we give few explicit examples of irreps from algebra \( \mathcal{M} \) for various values of \( n \), i.e. \( n = 3, 4 \) and \( 5 \). For our calculations we use exactly Lemma \([18]\) To do so we have to choose explicit permutations \( \pi_k \) from Definition \([4]\). In this paragraph we use the simplest one - transposition between elements \( k \) and \( n - 1 \), so \( \pi_k = (kn - 1) \). Thanks to this formulas for embedding functions \( f_{ab} \) and \( f_a \) from equations \([7]\), \([8]\) have a form

\[
f_{ab}(\sigma) = (bn)(bn - 1) \circ \sigma \circ (an - 1), \quad f_a(\sigma) = (\sigma[a]n - 1) \circ \sigma \circ (an - 1).
\]

(38)

To obtain explicit matrix elements from lemma \([18]\) we need also direct form of permutation \( \chi_{ab} \) from Lemma \([7]\) (see Appendix VII A) in our computational basis

\[
X(\chi_{ab}) = \begin{cases} 
  d \cdot \mathbb{I}_{1 \ldots n - 2}, & \text{for } a = b \\
  \mathbb{I}_{1 \ldots n - 2}, & \text{for } a \neq b, \\
  V(ab), & \text{for } a = b = n - 1,
\end{cases}
\]

(39)

It is worth to mention here that for irreps which are labelled by symmetric or antisymmetric partitions from \( S(n - 2) \) equations for matrix elements take very simply form:

\[
[\bar{V}^\prime(\nu)(\sigma_{ab})]_{d_1,c_1} = d_{bc} \delta_{bd},
\]

\[
[\bar{V}(\nu)(\sigma)]_{d_1,c_1} = \delta_{\sigma[c]d},
\]

(40)

for symmetric case \(^5\), and

\[
[\bar{V}^\prime(\nu)(\sigma_{ab})]_{d_1,c_1} = d_{bc} sgn(f_{ab}^{-1}(\sigma_{ab}) \circ \chi_{ac}) \delta_{bd},
\]

\[
[\bar{V}(\nu)(\sigma)]_{d_1,c_1} = sgn(f_c(\sigma)) \delta_{\sigma[c]d},
\]

(41)

for antisymmetric case, where \( sgn(\cdot) \) is signum function. We know that any element from algebra of permutation operators can be obtained by proper combination of its generators \( V(i, i + 1) \), where \( i = 1, \ldots, n - 1 \). The same situation we have also for algebra \( \mathcal{M} \) of partially transposed permutation operators. Namely to find any element from it, we have to construct proper combination of generators. In our case set of generators for algebra \( \mathcal{M} \) is equal to \( \{V(12), V(23), \ldots, V'(n - 1, n) = \Phi_{n-1,n}^+\} \). In representative language we can rewrite them in a form \( \bar{V}_\nu(k, k + 1) \), where \( k = 1, \ldots, n - 1 \). So to calculate representation of any element from algebra \( \mathcal{M} \) is enough to calculate following representations of generators: \( \bar{V}_\nu(k, k + 1) \), where \( k = 1, \ldots, n - 1 \). Note that we have only one generator on which partial transposition acts non trivially, i.e. when \( k = n - 1 \), so in this case we have that \( a = b = n - 1 \), so always \( f_{ab}^{-1}(\sigma_{ab}) \circ \chi_{ac} = c \) for any \( c = 1, \ldots, n - 1 \). Thanks to this equation for matrix elements for antisymmetric case takes very simply form

\[
[\bar{V}^\prime(\nu)(\sigma_{n-1})]_{d_1,c_1} = d_{bc} \delta_{n-1bd},
\]

(42)

where \( c = 1, \ldots, n - 1 \) and \(\sigma_{n-1} = \sigma_{n-1,n-1} \).

**Case** \( n = 3 \) In this case in algebra \( \mathcal{M} \) we have only one two-dimensional irreps labelled by partition \( \alpha_1 = (1) \). List of generators is as follows:

\[
\bar{V}_{\alpha_1}(e) = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \quad \bar{V}_{\alpha_1}(12) = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}, \quad \bar{V}_{\alpha_1}(23) = \begin{bmatrix} 0 & 0 \\ 1 & d \end{bmatrix}.
\]

(43)

**Case** \( n = 4 \) In this case in algebra \( \mathcal{M} \) we have two three-dimensional irreps labelled by partitions \( \alpha_1 = (2) \) and \( \alpha_2 = (1, 1) \).

- For partition \( \alpha_1 = (2) \) we have following list of irreducible representations for generators:

\[
\bar{V}_{\alpha_1}(e) = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}, \quad \bar{V}_{\alpha_1}(12) = \begin{bmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 1 \end{bmatrix}, \quad \bar{V}_{\alpha_1}(23) = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 0 \end{bmatrix}, \quad \bar{V}_{\alpha_1}(34) = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 1 & 1 & d \end{bmatrix}.
\]

(44)

\(^5\)In this case representations are one-dimensional and equal to 1. They do not depend on permutations \( f_{ab}^{-1}(\sigma_{ab}) \circ \chi_{ac} \).
For partition $\alpha_2 = (1, 1)$ we have following list of irreducible representations for generators:

\[
\bar{V}_{\alpha_2}(e) = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}, \quad \bar{V}_{\alpha_2}(12) = \begin{bmatrix} 0 & -1 & 0 \\ -1 & 0 & 0 \\ 0 & 0 & -1 \end{bmatrix}, \quad \bar{V}_{\alpha_2}(23) = \begin{bmatrix} -1 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 0 \end{bmatrix}, \quad \bar{V}_{\alpha_2}(34) = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 1 & 1 & d \end{bmatrix}.
\] (45)

**Case** $n = 5$ In this case in algebra $\mathcal{M}$ we have three three-dimensional irreps labelled by partitions $\alpha_1 = (3)$, $\alpha_2 = (2, 1)$ and $\alpha_3 = (1, 1, 1)$.

- For partition $\alpha_1 = (3)$ we have following list of irreducible representations for generators:

\[
\bar{V}_{\alpha_1}'(e) = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}, \quad \bar{V}_{\alpha_1}'(12) = \begin{bmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 1 \end{bmatrix}, \quad \bar{V}_{\alpha_1}'(23) = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 0 \end{bmatrix}, \quad \bar{V}_{\alpha_1}'(34) = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 1 & 1 & d \end{bmatrix}.
\] (46)

- For partition $\alpha_1 = (2, 1)$ we have following list of irreducible representations for generators:

\[
\bar{V}_{\alpha_1}'(e) = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}, \quad \bar{V}_{\alpha_1}'(12) = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & -1 \end{bmatrix}, \quad \bar{V}_{\alpha_1}'(23) = \begin{bmatrix} -\frac{1}{2} & 0 & 0 \\ 0 & \frac{1}{2} & 0 \\ 0 & 0 & 0 \end{bmatrix}, \quad \bar{V}_{\alpha_1}'(34) = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 1 & 0 \end{bmatrix}.
\] (47)

- For partition $\alpha_1 = (1, 1, 1)$ we have following list of irreducible representations for generators:

\[
\bar{V}_{\alpha_1}'(e) = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}, \quad \bar{V}_{\alpha_1}'(12) = \begin{bmatrix} 0 & -1 & 0 \\ -1 & 0 & 0 \\ 0 & 0 & -1 \end{bmatrix}, \quad \bar{V}_{\alpha_1}'(23) = \begin{bmatrix} -1 & 0 & 0 \\ 0 & 0 & -1 \\ 0 & -1 & 0 \end{bmatrix}, \quad \bar{V}_{\alpha_1}'(34) = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 1 & 1 & d \end{bmatrix}.
\] (48)

**B. Construction of irreducible representations when** $d \leq n - 2$.

In this paragraph we consider situation when local dimension of Hilbert space $d \leq n - 2$. Then dimension of algebra $\mathcal{A}$ decreases in comparison with Walled Brauer Algebra. In this case Walled Brauer Algebra [2] has dim $B_{n-1,1}(d) = n!$ and dimension of our algebra is equal to the number of linearly independent permutation operators. It is clear that already for $d \leq n - 1$ algebra $\mathcal{A}$ has smaller dimension than $n!$ and these two algebras are not isomorphic anymore. Another observation follows from Theorem [13]. Namely from this theorem we know that for $d \leq n - 2$ Gram matrix from Definition [11] calculated on some partition $\alpha$ which runs over partitions of $n - 2$ may not be invertible. In other words we see that Gram matrix could not have full rank for some partition $\alpha$. Then it is clear that some of the basis vectors $|\psi^\alpha(r, \alpha)\rangle$ from equation (15) are linearly dependent, so some formulas are not valid anymore. For example in this case can not use directly Definition [14] because matrix $D^\alpha_{jk}(\alpha)$ does not exist, so we do not have explicit formulas for irreps matrix elements like in Lemma [15]. Here we give sketch of solution how we can omit this problem. Suppose that we choose from the set $\{ |\psi^\alpha(r, \alpha)\rangle \}$ of linearly dependent vectors a subset of linearly independent
vectors which span new nonorthogonal basis. Suppose also that all basis elements are labelled by indices form the set 
$I = \{ (i, a) \}$, where $a = 1, \ldots, n - 1$ and $i = 1, \ldots, d_a$. Then thanks to our previous considerations (or Appendix VII A) we can built operators using only vectors which are labelled by indices from set $I$:

$$\sum_r \langle \psi^a_r (r, \alpha) | \psi^b_j (r, \alpha) \rangle = 1 \otimes \langle \psi^a_r (\alpha) | \psi^b_j (\alpha) \rangle = v^{ab}_{ij}(\alpha),$$

(49)

where $(i, a) \in I$, and $(j, b) \in I$. It is true that subset of operators

$$\{ v^{ab}_{ij}(\alpha) : (i, a) \in I, (j, b) \in I \}$$

(50)

spans a new operator basis for algebra $M$.

**Example 19.** As an example we present here case when $n = 4$, $d = 2$ and we consider antisymmetric subspace of algebra $M$ labelled by partition $\alpha = (1, 1)$. We choose this partition because only in this case our Gram matrix does not have full rank (it has rank equal to two). We have three allowed vectors from which we can construct our basis:

$$|\psi_1\rangle = \frac{1}{\sqrt{2}}(|0 \cdot 1\rangle - |1 \cdot 0\rangle), \quad |\psi_2\rangle = \frac{1}{\sqrt{2}}(|0 \cdot 1\rangle - |1 \cdot 0\rangle), \quad |\psi_3\rangle = \frac{1}{\sqrt{2}}(|0 \cdot 1\rangle - |1 \cdot 0\rangle),$$

(51)

where $| \cdot \cdot \rangle = \sum_i |i i \rangle$. One can see that vectors from equation (51) are linearly dependent, namely we have that $|\psi_3\rangle = |\psi_2\rangle - |\psi_1\rangle$. Thanks to this we can assume that antisymmetric subspace $\mathcal{I}$ spanned by the set $M = \{|\psi_1\rangle, |\psi_2\rangle\}$. Using vectors from the set $M$ which are linearly independent we construct operator basis in our subspace, i.e. $v_{ab} = |\psi_a\rangle \langle \psi_b|$ \textsuperscript{6}, where $a, b = 1, 2$:

$$v_{11} = \begin{bmatrix} 2 & 0 \\ 1 & 0 \end{bmatrix}, \quad v_{12} = \begin{bmatrix} 1 & 0 \\ 2 & 0 \end{bmatrix}, \quad v_{21} = \begin{bmatrix} 0 & 2 \\ 0 & 1 \end{bmatrix}, \quad v_{22} = \begin{bmatrix} 0 & 1 \\ 0 & 2 \end{bmatrix}.\quad (52)$$

Rest of allowed basis operators $v_{3b}, v_{a3}$, for $a, b = 1, 2, 3$ can be expressed in terms of operators from equation (52) because of linearity dependence between vectors $|\psi_a\rangle$, for $a = 1, 2, 3$:

$$v_{13} = v_{12} - v_{11} = \begin{bmatrix} -1 & 0 \\ 1 & 0 \end{bmatrix}, \quad v_{31} = v_{21} - v_{11} = \begin{bmatrix} -2 & 2 \\ -1 & 1 \end{bmatrix}, \quad v_{23} = v_{22} - v_{21} = \begin{bmatrix} 0 & -1 \\ 0 & 1 \end{bmatrix}, $$

$$v_{32} = v_{22} - v_{12} = \begin{bmatrix} -1 & 1 \\ -2 & 2 \end{bmatrix}, \quad v_{33} = v_{11} + v_{22} - v_{12} - v_{21} = \begin{bmatrix} 1 & -1 \\ -1 & 1 \end{bmatrix}.\quad (53)$$

Our next goal is to find matrix elements of partially transposed permutation operators $V'(\sigma)$, where $\sigma \in S(4)$. To do this we have to find action of every operator $V'(\sigma)$ on basis vectors $|\psi_i\rangle, |\psi_j\rangle$, i.e. we have to find coefficient $a_{ij}$ in the following linear combination $V'(\sigma)|\psi_i\rangle = \sum_j a_{ij}|\psi_j\rangle$, where $i, j = 1, 2$. Thanks to this for permutation from group $S(3) \subset S(4)$ we have:

$$V(e) = \frac{1}{3} (2v_{11} + 2v_{22} - v_{12} - v_{21}) = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \quad V(12) = \frac{1}{3} (2v_{12} + 2v_{21} - v_{11} - v_{22}) = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix},$$

$$V(13) = \frac{1}{3} (2v_{11} - v_{12} - v_{21} - v_{22}) = \begin{bmatrix} 1 & -1 \\ 0 & -1 \end{bmatrix}, \quad V(23) = \frac{1}{3} (2v_{22} - v_{12} - v_{21} - v_{11}) = \begin{bmatrix} 1 & 0 \\ -1 & 1 \end{bmatrix},$$

$$V(123) = \frac{1}{3} (2v_{21} - v_{11} - v_{12} - v_{22}) = \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix}, \quad V(132) = \frac{1}{3} (2v_{12} - v_{11} - v_{21} - v_{22}) = \begin{bmatrix} 0 & 1 \\ 1 & -1 \end{bmatrix}.\quad (54)$$

Now permutation operators for which partial transposition acts non-trivially:

$$V'(14) = v_{11}, \quad V'(24) = v_{22}, \quad V'(23)(14) = -v_{11}, \quad V'(13)(24) = -v_{22}, \quad$$

$$V'(124) = v_{21}, \quad V'(243) = v_{23}, \quad V'(1243) = -v_{23}, \quad V'(1324) = -v_{21}, \quad$$

$$V'(1423) = -v_{11}.\quad (55)$$

\textsuperscript{6}For simplicity we keep here only indices $a, b$. 
Theorem 21. The irreducible representations of $U(d)$ may be indexed by non increasing length-$d$ integer sequences: $\alpha = (\alpha_1, \ldots, \alpha_d)$. If irreducible representation is indexed by $\alpha$, then its dimension is

$$d_\alpha = \prod_{1 \leq i < j \leq d} \frac{\alpha_i - \alpha_j + j - i}{j - i}.$$  

(58)
Thanks to this we obtain decomposition any operator \( V'(\sigma) \) into irreps together with multiplicities.

**Example 22.** We present here one example how to apply above discussion to obtain required multiplicities. Let us consider case when \( n = 4 \) and \( d = 4 \). Thanks to equation \((57)\) we know that allowed partitions \( \alpha' \) of length \( d \) belong to the set

\[
\{\alpha'_1, \alpha'_2, \alpha'_3, \alpha'_4, \alpha'_5\} = \{(3, 0, 0, -1), (2, 1, 0, -1), (1, 1, 1, -1), (2, 0, 0, 0), (1, 1, 0, 0)\},
\]

\[
\{\alpha_N^{(1)}, \alpha_N^{(2)}, \alpha_N^{(3)}\} = \{(3), (2, 1), (1, 1, 1)\}, \quad \{\alpha_M^{(1)}, \alpha_M^{(2)}\} = \{(2), (1, 1)\}.
\]

Using directly Theorem 21 we have multiplicities of irreps from \((59)\):

\[
\text{mult}(\alpha'_1) = 70, \quad \text{mult}(\alpha'_2) = 64, \quad \text{mult}(\alpha'_3) = 10,
\]

\[
\text{mult}(\alpha'_4) = 10, \quad \text{mult}(\alpha'_5) = 6.
\]

One can see that we can easy check correctness of above results. We know that dimension of full Hilbert space in this case is equal to \( d^n = 256 \). Now calculate sum over dimensions of all irreps and taking into account their multiplicities we have:

\[
70 \cdot 1 + 64 \cdot 2 + 10 \cdot 1 + 10 \cdot 3 + 6 \cdot 3 = 256.
\]

**Example 23.** We present here one example how to apply above discussion to obtain required multiplicities but for more tricky case than in the Example 22. Namely we illustrate method from this section for the case when some irreps do not occur in decomposition \((57)\). Let us consider \( n = 4 \) and \( d = 2 \) which is the same case like in Example 17. All method are the same like in Example 22 but here we have discard these irreps for which number of rows is smaller or equal to \( d = 2 \). In other words multiplicity of discarded irreps is equal to zero. We see that these irreps are those labelled by \( \alpha_N^{(2)} \) and \( \alpha_N^{(3)} \). Thanks to this decomposition \((59)\) takes a form

\[
\{\alpha_1', \alpha_2', \alpha_3', \alpha_4', \alpha_5'\} = \{(3, -1), (2, 0), (1, 1)\},
\]

\[
\{\alpha_N^{(1)}\} = \{(3)\}, \quad \{\alpha_M^{(1)}, \alpha_M^{(2)}\} = \{(2), (1, 1)\}.
\]

Using directly Theorem 21 we have multiplicities of irreps from \((59)\):

\[
\text{mult}(\alpha'_1) = 5, \quad \text{mult}(\alpha'_2) = 3, \quad \text{mult}(\alpha'_3) = 1.
\]

One can see that we can easy check correctness of above results. We know that dimension of full Hilbert space in this case is equal to \( d^n = 16 \). Now calculate sum over dimensions of all irreps and taking into account their multiplicities we have:

\[
5 \cdot 1 + 3 \cdot 3 + 1 \cdot 2 = 16.
\]

Note that we have to use here result from Example 17 which tells us that dimension of irrep labeled by \((1, 1)\) is equal to two.

### D. Exemplary application

In this paper we present solution of our main problem for the case when we have only one term \( U^\ast \). It is enough to investigate when \( n \)–party \( U \otimes (n-1) \otimes U^\ast \) invariant states are PPT states respect to transposition on last subsystem. Let us mention here that following example exactly correspond with the simplest case from [7], so we present here only the crucial steps how to use methods from our work to obtain correct results. As an example let us consider sate which is mixture of three Young projectors for the case when \( n = 3 \):

\[
\rho = \tilde{a}_{\lambda_1} P_{\lambda_1} + \tilde{a}_{\lambda_2} P_{\lambda_2} + \tilde{a}_{\lambda_3} P_{\lambda_3},
\]

where \( \lambda_1 = (1, 1, 1), \lambda_2 = (2, 1), \lambda_3 = (3) \) and \( \{\tilde{a}_{\lambda_i}\}_{i=1}^3 \) are positive coefficients. We know that projector \( P_{\lambda_1} \) projects onto antisymmetric subspace, \( P_{\lambda_2} \) onto symmetric subspace and finally projector \( P_{\lambda_3} \) projects onto some nontrivial
subspace. According to [7] we redefine coefficients in equation (65) using formulas:

\[
\begin{align*}
a_{\lambda_1} &= \frac{1}{6}d(d-1)(d-2)\tilde{a}_{\lambda_1}, \\
a_{\lambda_2} &= \frac{2}{3}d(d^2-1)\tilde{a}_{\lambda_3}, \\
a_{\lambda_3} &= \frac{1}{6}d(d+1)(d+2)\tilde{a}_{\lambda_2},
\end{align*}
\]

(66)

where dimension of local Hilbert space satisfies condition \(d > 2\), because then \(\dim P_{\lambda_i} \neq 0\). Because \(\rho\) is density operator we assume that \(\rho \geq 0\) and \(\text{Tr} \rho = 1\), so we obtain first set of the conditions on the coefficients \(\{a_{\lambda_i}\}_{i=1}^3\). Additionally we require that our density operator \(\rho\) have a PPT property respect to transposition over last subsystem. To ensure this we have to have \(\rho' \geq 0\), and this gives us second set of conditions on coefficients \(\{a_{\lambda_i}\}_{i=1}^3\). We know that \(\rho\) is mixture of permutation operator and \(\rho'\) is mixture of its partial transpositions, so we can represent every operator \(V(\sigma)\) in our operator basis from Definition 14 (exactly like in Section IV A) and get quite easily eigenvalues of \(\rho'\). Now combining all condition we reduce our problem from 3-dimensional problem to 2-dimensional problem and obtain the region like in Figure 1 of all allowed values of coefficients \(a_{\lambda_2}, a_{\lambda_1}\).

FIG. 1: (Color online) Allowed region of coefficients \(a_{\lambda_1}\) and \(a_{\lambda_2}\) for which our \(U \otimes^2 U^*\) states have PPT property. Let us notice that this result is dimension independent for any \(d > 2\). It corresponds exactly with result from [7].

V. CONCLUSIONS

In this paper we have shown how to construct matrix elements of irreducible representations of partially transposed permutation operators on last subsystem (Lemma 18). Our considerations are inspired by Schur-Weyl duality and theory of Walled Brauer Algebras. We give here direct method of construction for an arbitrary number of subsystems \(n\) and local dimension \(d\). Our results come from very simple observation, that every operator \(V(\sigma)\) after partial transposition is some mixture of maximally entangled states every time when \(\sigma(n) \neq n\). This observation allow us to construct nonorthogonal basis of vectors (15) from which using detailed discussion about Gram matrices (Definition 11, Theorem 13) we are able to built operator basis \(\omega_{ab}(\alpha)\), orthogonal in Hilbert-Schmidt norm (see Definition 14 and Lemma 15). We can ask here is it possible to generalize this method for larger number of conjugations, or in other words for bigger number of partial transpositions? It seems that the answer is positive, but already two transpositions make our situation much more complicated, so problem is still open.
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VII. APPENDIX

A. Proofs of the theorems from chapter III

Definition 24. For given permutation \( \pi_k \in S(n-1) \), where \( k = 1, \ldots, n - 1 \) which satisfies \( \pi(n - 1) = k \) we define map \( F_k : \mathcal{H}^{(n-2)} \to \mathcal{H}^{\otimes n} \) as follows

\[
F_k |\phi\rangle = \sqrt{d} V(\pi_k) |\phi\rangle |\Phi_\pi\rangle_{n-1,n},
\]

(67)

where \( |\Phi_\pi\rangle = \frac{1}{\sqrt{d}} \sum_{i=1}^d |ii\rangle_{n-1,n} \) is maximally entangled state.

Note that for every fixed natural number \( k \) we can define many maps \( F_k \) because we have only weak constraint that \( \pi(n - 1) = k \) and it is clear that we can find many permutation from \( S(n - 1) \) satisfy this property. Reader notices that mapping defined in equation (14) is simply composition of maps \( F_k \) according to formula \( F_{ab} = F_k \cdot F_a^{-1} \). Now if we consider basis of irreps \( |\phi(\alpha, r)\rangle \), where \( r \) is multiplicity and \( \alpha \) is partition we can write:

\[
|\psi^k_\alpha(\alpha, r)\rangle = F_k |\phi_\alpha(\alpha, r)\rangle.
\]

Moreover we have following

Definition 25. Let \( \mathcal{H}_{\alpha, r}^\pi_M \) be linear space defined as follows

\[
\mathcal{H}_{\alpha, r}^\pi_M = \text{span}_C \{ |\psi^k_\alpha(\alpha, r)\rangle \mid |\psi^k_\alpha(\alpha, r)\rangle \in S_{\alpha, r}^\pi_M \},
\]

(69)

where

\[
S_{\alpha, r}^\pi_M = \{ |\psi^k_\alpha(\alpha, r)\rangle \in \mathcal{H}^{\otimes n} \mid 1 \leq k \leq n-1, |\phi_\alpha(\alpha, r)\rangle \in \mathcal{H}^{\otimes n-2} \}.
\]

(70)

Above Hilbert space is invariant under action of group \( S(n-1) \) which is crucial property in our construction.

Next important property which we would like to now is how to calculate scalar product between vectors \( |\psi^k_\alpha(\alpha, r)\rangle \) from the same invariant subspace \( \mathcal{H}_{\alpha, r}^\pi_M \) i.e. labeled by the same index \( \alpha \). We can find answer in next lemma:

Lemma 6 (restatement). For two vectors \( |\psi^k_\alpha(\alpha, r)\rangle, |\psi^j_\alpha(\alpha, r)\rangle \in \mathcal{H}_{\alpha, r}^\pi_M \) scalar product is given by

\[
\langle \psi^k_\alpha(\alpha, r) | \psi^j_\alpha(\alpha, r) \rangle = \langle \phi_\alpha(\alpha, r) | X(\chi_{ab}) | \phi_\alpha(\alpha, r) \rangle,
\]

(71)

where \( X(\chi_{ab}) = \text{Tr}_{n-1} V(n, n-1) \Pi_a^{-1} \Pi_b \).

Proof. We prove our statement by direct calculations using Definition 24

\[
\langle \psi^k_\alpha(\alpha, r) | \psi^j_\alpha(\alpha, r) \rangle = d \cdot \langle \Phi_\pi | \phi_\alpha(\alpha, r) | \Pi_a^{-1} \Pi_b | \phi_\alpha(\alpha, r) \rangle \langle \Phi_\pi | \phi_\alpha(\alpha, r) \rangle = d \text{Tr} (|\Phi_\pi\rangle \langle \Phi_\pi | \otimes | \phi_\alpha(\alpha, r) \rangle \langle \phi_\alpha(\alpha, r) | \Pi_a^{-1} \Pi_b) = \\
= \text{Tr} (\Pi_a^{-1} \Pi_b V(nn-1) \Pi_{nn-1} \otimes | \phi_\alpha(\alpha, r) \rangle \langle \phi_\alpha(\alpha, r) |) = \langle \phi_\alpha(\alpha, r) | X(\chi_{ab}) | \phi_\alpha(\alpha, r) \rangle
\]

(72)

\[\blacksquare\]

It is worth to say a few words about properties of operator \( X(\chi_{ab}) \) for different relations between indices \( a \) and \( b \).

Lemma 7 (restatement). Operator \( X(\chi_{ab}) \) has the following form:

\[
X(\chi_{ab}) = \begin{cases} d \cdot 1_{1\ldots n-2} & \text{for } a = b \\ V(\chi_{ab}) & \text{for } a \neq b, \end{cases}
\]

(73)

where \( \chi_{ab} = (nn-1) \circ \pi_{a}^{-1} \circ \pi_{b} \circ (n-1n)\pi_{b}^{-1}[a] \) is permutation from \( S(n-2) \).
**Proof.** Let us define permutation \( \eta_{ab} := (n-1) \circ \pi_a^{-1} \circ \pi_b \). Now our goal is to find partial trace over two last subsystems of \( X(\eta_{ab}) \). Let us assume here that \( a \neq b \) then we deal with permutation operator \( V(\eta_{ab}) \). To calculate partial trace over some permutation operator we have to decompose permutation into disjoint cycles and then to obtain correct result we have to simply discard subsystems on which trace is calculated. To do this we have to decompose permutation \( \eta_{ab} \) into disjoint cycles and find cycle which contains numbers \( n-1 \) and \( n \). First let us find \( x \in \mathbb{N} \) such that \( \eta_{ab}[x] = n \), so \( x = \eta_{ab}^{-1}[n] \), then

\[
x = \pi_b^{-1} \circ \pi_a \circ (nn-1)[n] = \pi_b^{-1} \circ \pi_a[n-1] = \pi_b^{-1}[a], \text{ and } x = n-1, \text{ when } a = b. \tag{74}
\]

After decomposition permutation \( \eta_{ab} \) into disjoint cycles we have

\[
\eta_{ab} = \eta_{ab}' \circ (xnn-1) \quad a \neq b,
\]

where \( \eta_{ab}' \) is some combination of disjoint cycles which do not contain \( n \) and \( n-1 \). Now let us lift permutations into permutation operators, then partial trace over \( V(\eta_{ab}) \) is equal to \( V(\chi_{ab}) = V(\eta_{ab}') \). Now, since \( V(\eta_{ab}) = V(\eta_{ab}') V(xnn-1) \) we get \( V(\eta_{ab}) = V(\eta_{ab}) V(n-1nx) \). Finally partial trace from operator \( V(\eta_{ab}) \) for the case \( a = b \) is equal to:

\[
V(\chi_{ab}) = \text{Tr}_{n,n-1} V(\eta_{ab}) = V(\eta_{ab}) V(n-1n\pi_b^{-1}[a]). \tag{76}
\]

One can see that for \( a = b \) situation is much more easier, because partial trace is simply equal to \( d \cdot \mathbb{1}_{1...n-2} \), so we obtain required formula for both cases \( a = b \) and \( a \neq b \). At the end we show for the case when \( a \neq b \) any \( \chi_{ab} \) is permutation at most from \( S(n-2) \):

\[
\chi_{ab}[n] = (nn-1) \circ \pi_a^{-1} \circ \pi_b \pi_b^{-1}[a] = (nn-1) \circ \pi_a^{-1}[a] = (nn-1)[n-1] = n
\]

\[
\chi_{ab}[n-1] = (nn-1) \circ \pi_a^{-1} \circ \pi_b[n] = (nn-1)[n] = n-1. \tag{77}
\]

\[\square\]

**Definition 5 (restatement).** Let us define operators \( v_{ij}^{ab}(\alpha) \) which project onto subspace of given representation \( \alpha \) as follows:

\[
v_{ij}^{ab}(\alpha) = \sum_r |\psi_i^\alpha(\alpha,r)\rangle \langle \psi_j^b(\alpha,r)|,
\]

where sum runs over multiplicity of representation \( \alpha \).

**Lemma 8 (restatement).** Operators \( v_{ij}^{ab}(\alpha) \) from Definition 5 satisfy following law of composition

\[
v_{ij}^{ab}(\alpha) v_{kl}^{cd}(\beta) = \delta_{ab} \delta_{cd} v_{ij}^{ad}(\beta),
\]

where \( \varphi_{jk}^\alpha(\chi_{bc}) \) is representation element of some permutation \( \chi_{bc} \) given in Lemma 7 (see Appendix VII A).

**Proof.** Using Definition 5 and Lemma 6 we can prove statement of this lemma by direct calculations:

\[
v_{ij}^{ab}(\alpha) v_{kl}^{cd}(\beta) = \sum_r \sum_{r'} |\psi_i^\alpha(\alpha,r')\rangle \langle \psi_j^b(\alpha,r')| \langle \psi_k^d(\beta,r)| \psi_l^c(\beta,r)\rangle |
\]

\[
= \delta_{be} \delta_{cd} \sum_r |\psi_i^\alpha(\beta,r)\rangle \langle \psi_j^b(\beta,r)| \langle \phi_j(\beta,r)| \chi_{bc} \phi_k(\beta,r)\rangle |
\]

\[
= \delta_{be} \delta_{cd} \varphi_{jk}^\alpha(\chi_{bc}) v_{il}^{ad}(\beta). \tag{80}
\]

\[\square\]

Let us now lift embedding \( S(n-2) \) into \( S(n) \).

**Lemma 26.** Partially transposed permutation operator \( V'(\sigma_{ab}) \) can be decompose as follows:

\[
V'(\sigma_{ab}) = \Pi_b V(f_{ab}^{-1}(\sigma_{ab})) V'(nn-1) \Pi_a^{-1}, \tag{81}
\]

where \( f_{ab}^{-1}(\sigma_{ab}) = \pi_b^{-1} \circ \sigma_{ab} \circ \pi_a \circ (nn-1) \) and \( f_{ab}^{-1}(\sigma_{ab}) \in S(n-2) \).
Proof. In proof of this lemma we use fact that that permutations from $S(n-1)$ are invariant under action of partial transposition $\tau$ over last subsystem. Thanks to this we can write:

$$\Pi_b V(f_{ab}^{-1}(\sigma_{ab})) V'(mn-1) \Pi_a^{-1} = V'(\pi_b \circ f_{ab}^{-1}(\sigma_{ab}) \circ (mn-1) \circ \pi_a^{-1}) = V'(\pi_b \circ (\pi_b^{-1} \circ \sigma_{ab} \circ \pi_a \circ (mn-1)) \circ (mn-1) \circ \pi_a^{-1}) = V'(\sigma_{ab}).$$

We can see that $\sigma = \pi_b^{-1} \circ \sigma_{ab} \circ \pi_a \circ (mn-1)$, then using definition of function $f_{ab}(\sigma)$ from equation $(7)$ we have

$$f_{ab}(\sigma) = f_{ab}(\pi_b^{-1} \circ \sigma_{ab} \circ \pi_a \circ (mn-1)) = \sigma_{ab},$$

so indeed $\pi_b^{-1} \circ \sigma_{ab} \circ \pi_a \circ (mn-1) = f_{ab}^{-1}(\sigma_{ab})$. At the end one can see that $f_{ab}^{-1}(\sigma_{ab}) \in S(n-2)$, because $f_{ab}^{-1}(\sigma_{ab})[n] = n$ and $f_{ab}^{-1}(\sigma_{ab})[n-1] = n-1$. This finishes the proof.

Now we are ready to formulate main result of this paper, namely we have following:

**Theorem 9 (restatement).** a) Operators $v_{ij}^{ab}(\alpha)$ can be written in terms of partially transposed permutation operators in the following way

$$v_{ij}^{ab}(\alpha) = \frac{d_a}{(n-2)!} \sum_{\sigma \in S(n-2)} \phi_{ij}^\sigma(\sigma) V'(f_{ba}(\sigma)),$$

where $f_{ba}(\sigma) = \pi_a \circ \sigma \circ (mn-1) \circ \pi_b^{-1} \in S(n)$. Operators $v_{ij}^{ab}(\alpha)$ are elements of algebra $\mathcal{A}$.

b) Operators $V'(\sigma_{ab})$ can be written in terms of operators $v_{ij}^{ab}(\alpha)$ as follows

$$V'(\sigma_{ab}) = \bigoplus_{ij} \sum_\alpha \phi_{ij}^\sigma(f_{ab}^{-1}(\sigma_{ab})) v_{ij}^{ba}(\alpha).$$

Proof. To prove this theorem let us recall formulas for algebra $\mathbb{C}[S(n-2)]$ from equation $(24)$:

$$E_{ij}^\alpha = \frac{d_a}{(n-2)!} \sum_{\sigma \in S(n-2)} \phi_{ij}^\sigma(\sigma) V'(\sigma) \in \mathbb{C}[S(n-2)], \quad V'(\sigma) = \bigoplus_\alpha \sum_{ij} \phi_{ij}^\sigma(\sigma) E_{ij}^\alpha \in \mathbb{C}[S(n-2)].$$

Applying mapping $F_{ab}^i$ from Definition 2 to both sides of the above equalities we obtain respectively:

$$v_{ij}^{ab}(\alpha) = \frac{d_a}{(n-2)!} \sum_{\sigma \in S(n-2)} \phi_{ij}^\sigma(\sigma) V'(f_{ba}(\sigma)) \in M, \quad V'(\sigma_{ab}) = \bigoplus_{ij} \sum_\alpha \phi_{ij}^\sigma(f_{ab}^{-1}(\sigma_{ab})) v_{ij}^{ba}(\alpha) \in M$$

This finishes the proof.

**Lemma 10 (restatement).** Operators $V'(\sigma_{ab}) \in \mathcal{M}$ and operators $V(\sigma) \in \mathbb{C}[S(n-2)]$ act on $v_{ij}^{cd}(\alpha)$ according to formulas:

$$V'(\sigma_{ab}) v_{kl}^{cd}(\alpha) = d^{kce} \sum_i \phi_{ik}^\alpha(f_{ab}^{-1}(\sigma_{ab}) \circ \chi_{ac}) v_{il}^{bd}(\alpha),$$

$$V(\sigma) v_{ij}^{ab}(\alpha) = \sum_k \phi_{ki}(f_a(\sigma)) v_{kj}^{\sigma_{ab}}(\alpha),$$

where permutation $\chi_{ac}$ is given in Lemma 7 (see Appendix VIIA), $f_{ab}^{-1}(\sigma_{ab})$ is inversion of $f_{ab}(\sigma)$ given in equation $(7)$ and $f_a(\sigma)$ is given in equation $(8)$.

Proof. First let us consider elements from algebra $\mathcal{M}$. Using statement from Theorem 9 and composition law of operators $v_{ij}^{ab}(\alpha)$ from Lemma 8 we obtain:

$$V'(\sigma_{ab}) v_{kl}^{cd}(\beta) = \bigoplus_\alpha \sum_{ij} \phi_{ij}^\alpha(f_{ab}^{-1}(\sigma_{ab})) v_{ij}^{cd}(\beta) = d^{kce} \sum_i \phi_{ik}^\alpha(f_{ab}^{-1}(\sigma_{ab})) \phi_{jk}^\alpha(\chi_{ac}) v_{il}^{bd}(\alpha) = d^{kce} \sum_i \phi_{ik}^\alpha(f_{ab}^{-1}(\sigma_{ab}) \circ \chi_{ac}) v_{il}^{bd}(\alpha).$$

(89)
Now we prove the theorem for elements from $\mathcal{N}$. Using Definition 2 of $\mathcal{F}_{ab}^t$ we have
\[
V(\sigma)\phi_{ij}^a(\alpha) = V(\sigma)\mathcal{F}_{ab}^t(E_{ij}^a) = V(\sigma)\Pi_\sigma E_{ij}^a V'(nn-1)\Pi_b^{-1} = \Pi_{\sigma[a]} V(\xi) E_{ij}^a V'(nn-1)\Pi_b^{-1} = \\
= \Pi_{\sigma[a]} \sum_k \phi_{ki}(\xi) E_{kj}^a V'(nn-1)\Pi_b^{-1} = \sum_k \phi_{ki}(\xi) \mathcal{F}_{bo[a]}(E_{kj}^a) = \sum_k \phi_{ki}(\xi) \sigma_{[a]b}.
\]
(90)

Because of condition $\sigma \circ \pi_a = \pi_{[a]} \circ \tau$ we get $\xi = \pi_{[a]} \circ \sigma \circ \pi_a \equiv f_a(\sigma) \in S(n-2)$. This finishes the proof.

Our next step is to construct operator basis which is orthonormal in Hilbert-Schmidt. First we prove the following theorem which connects invertibility of matrix $Q_{ij}^{ab}(\alpha)$ from Definition 11 with plays crucial role in our further construction.

**Theorem 13 (restatement).** Suppose that the representation $\phi^a$ of the group $S(n-2)$ in the matrix $Q_{ij}^{ab}(\alpha) \in M((n-1)m_{\alpha}, \mathbb{C})$ is unitary (but not necessarily irreducible). Under this simple condition we have: if $d > n - 2$ then the matrix $Q_{ij}^{ab}(\alpha)$ is (strictly) positive i.e. $Q_{ij}^{ab}(\alpha) > 0$ and consequently if $d > n - 2$ the matrix $Q_{ij}^{ab}(\alpha)$ is invertible. These statements are the consequence of the following inequality
\[
x^+ Q_{ij}^{ab}(\alpha)x \geq (d - n + 2) \sum_{i=1}^{n-1} ||x_i||^2.
\]
(91)

where
\[
x^+ = (x_1^+, x_2^+, \ldots, x_{n-1}^+) \in \mathbb{C}^{(n-1)m_{\alpha}}
\]
(92)
is the block vector in $\mathbb{C}^{(n-1)m_{\alpha}}$, $x_i^+ \in \mathbb{C}^{m_{\alpha}}$ and $||x_i||$ is the standard norm of the vector $x_i \in \mathbb{C}^{m_{\alpha}}$.

**Proof.** From the assumption we have $\phi^a(ij) = \phi^a(ij)^{-1} = \phi^a(ij)^+$ so the matrices $\phi^a(ij)$ are unitary and hermitean. From this we get
\[
||\phi^a(ij)|| = \sqrt{\rho(\phi^a(ij)\phi^a(ij)^+)} = 1,
\]
where $\rho(A)$ is the spectral radius of the matrix $A$. Now we have to show that
\[
\forall x^+ = (x_1^+, x_2^+, \ldots, x_{n-1}^+) \in \mathbb{C}^{(n-1)m_{\alpha}} \quad x^+ Q(\alpha)x > 0.
\]

Using the explicite block structure of the matrix $Q(\alpha)$ we get
\[
x^+ Q(\alpha)x = \sum_{i=1}^{n-1} x_i^+ x_i + \sum_{i=1}^{n-2} x_i^+ x_{n-1} + \sum_{i=1}^{n-2} x_{n-1}^+ x_i + \sum_{i \neq j=1}^{n-2} x_i^+ \phi^a(ij)x_j.
\]

It may be written
\[
x^+ Q(\alpha)x = d \sum_{i=1}^{n-1} ||x_i||^2 + \sum_{i=1}^{n-2} [(x_i, x_{n-1}) + (x_{n-1}, x_i)] + \sum_{i < j}^{n-2} [(x_i, \phi^a(ij)x_j) + (x_j, \phi^a(ij)x_i)].
\]

where $(x, y) \equiv x^+ y$ for $x, y \in \mathbb{C}^{m_{\alpha}}$. Using the Schwartz inequality and the property $||\phi^a(ij)|| = 1$ we get
\[
|\sum_{i=1}^{n-2} [(x_i, x_{n-1}) + (x_{n-1}, x_i)]| + |\sum_{i < j}^{n-2} [(x_i, \phi^a(ij)x_j) + (x_j, \phi^a(ij)x_i)]| \leq 2 \sum_{i < j}^{n-1} ||x_i|| ||x_j||
\]
and from the elementary inequality
\[
2ab \leq a^2 + b^2
\]
one obtain
\[
2 \sum_{i < j=1}^{n-1} ||x_i|| ||x_j|| \leq (n - 2) \sum_{i=1}^{n-1} ||x_i||^2.
\]
Now the application of the inequality
\[ \forall a \in \mathbb{R} \quad a \geq -|a| \]
gives the inequality
\[ x^\dagger Q(\alpha) x \geq (d - n + 2) \sum_{i=1}^{n-1} ||x_i||^2. \]

Using above considerations let us formulate following

**Definition 14 (restatement).** Let us define new operators \( \omega_{ij}^{ab}(\alpha) \) which are connected with operators \( v_{ij}^{ab}(\alpha) \) by following transformation rule:
\[ \omega_{ij}^{ab}(\alpha) = \sum_{kc} D_{jc}^{bk}(\alpha) v_{ic}^{ak}(\alpha), \]  
(93)
where \( D_{jc}^{bk}(\alpha) = ((Q^{-1})_{jc}^{bk}(\alpha)). \)

Now we write all crucial properties of our new set of operators \( \{\omega_{ij}^{ab}(\alpha)\} \), such as rule of composition, action on elements from algebras \( \mathcal{M} \) and \( \mathbb{C}[S(n-1)] \), rewrite Theorem 9 and finally we calculate matrix elements of irreps.

**Lemma 15 (restatement).** Operators \( \omega_{ij}^{ab}(\alpha) \) satisfy the following composition rule
\[ \omega_{ij}^{ab}(\alpha) \omega_{kl}^{cd}(\beta) = \delta_{\alpha\beta} \delta^{bc} \delta_{jk} \omega_{il}^{ad}(\alpha). \]  
(94)

**Proof.** Using exactly Lemma 30 from Appendix VII D we get that the transformation rules are the same as for operators \( v_{ij}^{ab}(\alpha) \) in Lemma 8.

**Lemma 16 (restatement).** Operators \( V'(\sigma_{ab}) \in \mathcal{M} \) and operators \( V(\sigma) \in \mathbb{C}[S(n-1)] \) act on \( \omega_{ij}^{cd}(\alpha) \) according to formulas:
\[ V'(\sigma_{ab}) \omega_{kl}^{cd}(\alpha) = d^{bac} \sum_{i} \varphi_{ik}^{\alpha}(f_{ab}^{-1}(\sigma_{ab}) \circ \chi_{ac}) \omega_{il}^{bd}(\alpha), \]
\[ V(\sigma) \omega_{ij}^{ab}(\alpha) = \sum_{k} \varphi_{ki}^{\alpha}(f_{a}(\sigma)) \omega_{kj}^{\sigma[ab]}(\alpha). \]  
(95)

where \( f_{ab}^{-1}(\sigma_{ab}) \) is inversion of \( f_{ab}(\sigma) \) given in equation (7) and \( f_{a}(\sigma) \) is given in equation (8).

**Proof.** Our proof we start for elements from \( \mathcal{M} \). We know that operators \( \omega_{ij}^{ab}(\alpha) \) are given by some linear transformation of operators \( v_{ij}^{ab}(\alpha) \) (see Definition 14), so using exactly Lemma 29 from Appendix VII D and multiindices we obtain required rule of transformation, which is the same like for operators \( v_{ij}^{ab}(\alpha) \). To prove statement of lemma for elements from \( \mathbb{C}[S(n-1)] \) we use conclusions from Lemma 10 and Definition 14. Namely we have:
\[ V(\sigma) \omega_{ij}^{ab}(\alpha) = \sum_{mn} D_{jm}^{bn}(\alpha) V(\sigma) v_{im}^{am}(\alpha) = \sum_{mn} D_{jm}^{bn}(\alpha) \sum_{k} \varphi_{ki}^{\alpha}(f_{a}(\sigma)) v_{kn}^{\sigma[am]} = \sum_{k} \varphi_{ki}^{\alpha}(f_{a}(\sigma)) \omega_{kj}^{\sigma[ab]}. \]  
(96)
This finishes the proof.

To rewrite Theorem 9 in terms of new operators \( \omega_{ij}^{ab}(\alpha) \) we need to know how to represent operators \( v_{ij}^{ab}(\alpha) \) like a function of \( \omega_{ij}^{ab}(\alpha) \). This is given in the following

**Fact 27.** Operators \( v_{ij}^{ab}(\alpha) \) can be written in terms of \( \omega_{ij}^{ab}(\alpha) \) as follows:
\[ v_{ij}^{ab}(\alpha) = \sum_{kc} \varphi_{jk}^{\alpha}(\chi_{bc}) \omega_{ik}^{bc}(\alpha). \]  
(97)
Proof. Let us put equation \((93)\) from Definition \(14\) directly to equation \((97)\):

\[
\sum_{kc} \varphi^{\alpha}_{jk}(\chi_{bc})\omega^{ac}_{jk}(\alpha) = \sum_{kc} \varphi^{\alpha}_{jk}(\chi_{bc})D^{cm}_{kn}(\alpha)\nu^{am}_{in}(\alpha) = \sum_{mn} \delta^{bm}\delta_{jn}\nu^{am}_{in}(\alpha) = \omega^{ab}_{ij}(\alpha). \tag{98}
\]

We have identity, so proof is finished.

\(\square\)

**Theorem 17 (restatement).** a) Operators \(\omega^{ab}_{ij}(\alpha)\) can be written in terms of partially transposed permutation operators in the following way

\[
\omega^{ab}_{ij}(\alpha) = \frac{d_{\alpha}}{(n-2)!} \sum_{\sigma \in S(n-2)} \sum_{c} \varphi^{\alpha}_{ik}(\sigma)\omega^{bc}_{ck}(\alpha) V'(f_{ca}(\sigma)),
\]

where \(f_{ca}(\sigma) = \pi_a \circ \sigma \circ (nn-1) \circ \pi_c^{-1} \in S(n)\) and operators \(\omega^{ab}_{ij}(\alpha)\) are elements of algebra \(\mathcal{M}\).

b) Operators \(V'(\sigma_{ab})\) can be written in a form

\[
V'(\sigma_{ab}) = \bigoplus_{\alpha} \sum_{ck} \varphi^{\alpha}_{ik}(\sigma)\omega^{bc}_{ck}(\alpha) + \bigoplus_{\alpha} \sum_{ck} \varphi^{\alpha}_{ik}(\sigma)\omega^{bc}_{ck}(\alpha),
\]

where operators \(\omega^{ab}_{ij}(\alpha)\) are given by Definition \(14\).

Proof. To prove first part of theorem we put equation \((84)\) into Definition \(14\) of operators \(\omega^{ab}_{ij}(\alpha)\):

\[
\omega^{ab}_{ij}(\alpha) = \sum_{kc} D^{bc}_{jk}(\alpha)\nu^{ac}_{ik}(\alpha) = \frac{d_{\alpha}}{(n-2)!} \sum_{kc} \sum_{\sigma \in S(n-2)} \sum_{c} \varphi^{\alpha}_{ik}(\sigma)\omega^{bc}_{ck}(\alpha) V'(f_{ca}(\sigma)) = \frac{d_{\alpha}}{(n-2)!} \sum_{\sigma \in S(n-2)} \sum_{c} \varphi^{\alpha}_{ik}(\sigma)\omega^{bc}_{ck}(\alpha) V'(f_{ca}(\sigma)). \tag{101}
\]

To prove second part we put directly equation \((97)\) to equation \((85)\) from Theorem \(9\)

\[
V'(\sigma_{ab}) = \bigoplus_{\alpha} \sum_{ij} \varphi^{\alpha}_{ij}(f_{ab}^{-1}(\sigma_{ab})) \sum_{kc} \varphi^{\alpha}_{jk}(\chi_{ac})\omega^{bc}_{ck}(\alpha) + \bigoplus_{\alpha} \sum_{ij} \varphi^{\alpha}_{ij}(f_{ab}^{-1}(\sigma_{ab}) \circ \chi_{ac})\omega^{bc}_{ck}(\alpha). \tag{102}
\]

Making the same argumentation like in proof of Theorem \(9\) we see that \(\omega^{ab}_{ij}(\alpha) \in \mathcal{M}\). This finishes the proof.

\(\square\)

**Lemma 18 (restatement).** Matrix elements of irreducible representations of permutation operators in biorthogonal basis \(\{|\psi^{\alpha}_{i}(\alpha)\rangle, |\phi^{\alpha}_{j}(\alpha)\rangle\}\) are given by following formulas:

\[
[\hat{V}'_{\alpha}(\sigma_{ab})]_{di,ck} = d_{\alpha} \varphi^{\alpha}_{ik}(f_{ab}^{-1}(\sigma_{ab}) \circ \chi_{ac})\delta_{bd},
\]

\[
[\hat{V}_{\alpha}(\sigma)]_{di,ck} = \varphi^{\alpha}_{ik}(f_{c}(\sigma))\delta_{\sigma|cd},
\]

where \(\varphi^{\alpha}_{ik}(\cdot)\) is matrix elements of permutation operator for permutation from \(S(n-2)\) for given irrep \(\alpha\).

Proof. In this proof we use explanations from Appendix \(\text{VII E}\) for special case, i.e. for \(V'(\sigma_{ab})\) and \(V(\sigma)\). Thus, for this case using Lemma \(16\) we have

\[
[\hat{V}'_{\alpha}(\sigma_{ab})]_{di,ck} = \frac{1}{m_{\alpha}}\text{Tr}[V'(\sigma_{ab})\omega^{cd}_{kl}(\alpha)] = \frac{d_{\alpha}}{m_{\alpha}} \sum_{i} \varphi^{\alpha}_{ik}(f_{ab}^{-1}(\sigma_{ab}) \circ \chi_{ac}) \text{Tr}[\omega^{bd}_{il}(\alpha)] = d_{\alpha} \sum_{i} \varphi^{\alpha}_{ik}(f_{ab}^{-1}(\sigma_{ab}) \circ \chi_{ac})\delta_{bd}\delta_{il} = d_{\alpha} \varphi^{\alpha}_{ik}(f_{ab}^{-1}(\sigma_{ab}) \circ \chi_{ac})\delta_{bd}. \tag{104}
\]

In above calculations we used condition of biorthogonality which gives us that \(\text{Tr}[\omega^{ab}_{ij}(\alpha)] = \frac{1}{m_{\alpha}} \delta_{ab}\delta_{ij}\), where number \(m_{\alpha}\) is multiplicity of irrep \(\alpha\).
B. Operator bases

In this section we present short discussion how to construct biorthogonal basis from nonorthogonal one. This
exactly illustrate our method from the Subsections [III.C] and [III.D] of this paper, but here we do it for an arbitrary
basis, so this considerations are valid for general case. Here operator \( \tilde{v}_{ij} \) will be prototypes of operators \( v_{ij}(\alpha) \) from
Definition 5 and operators \( \tilde{\omega}_{ij} \) will play role of operators \( \omega_{ij}(\alpha) \) from Definition 14.

Given a Hilbert space \( \mathcal{H} \) consider a set \( S_M = \{ \psi_i \}^k_{i=1} \) of vectors \( \psi_i \in \mathcal{H} \) (possibly nonnormalised, and nonorthonormal). Let us construct the following operators that are poor versions of operators \( |i \rangle \langle j| \), for an orthonormal set \( \{ |i \rangle \} \) of vectors:

\[
\tilde{v}_{ij} = |\psi_i \rangle \langle \psi_j|.
\]  

(105)

The operators \( \tilde{v}_{ij} \) satisfy following composition rule:

\[
\tilde{v}_{ij} \tilde{v}_{kl} = |\psi_i \rangle \langle \psi_j| |\psi_k \rangle \langle \psi_l| = G_{jk} \tilde{v}_{il},
\]  

(106)

where \( G_{jk} \) is matrix element of Gram matrix \( G \) for vectors \( \{ |\psi_i \rangle \} \):

\[
G_{jk} = \langle \psi_j | \psi_k \rangle.
\]  

(107)

Since the set of vectors \( \psi_i \) is linearly independent, the Gram matrix is nonsingular, hence there exists inverse matrix, which we will denote by \( D \). Using this matrix we can now define new operators, which have property of composition, the same as the mentioned operators \( |i \rangle \langle j| \).

\[
\tilde{\omega}_{ij} = \sum_k D_{jk} \tilde{v}_{ik} = |\psi_i \rangle \langle \phi_j|,
\]  

(108)

where \( D_{jk} \) is matrix element of matrix \( D = G^{-1} \) and \( |\phi_j \rangle = \sum_k D_{kj} |\psi_k \rangle \). One easily finds, that \( \tilde{\omega}_{ij} \) satisfy the required composition rule:

\[
\tilde{\omega}_{ij} \tilde{\omega}_{kl} = \delta_{jk} \tilde{\omega}_{il}.
\]  

(109)

Indeed, using composition rule for operators \( \tilde{v}_{ij} \) from equation (106) we get

\[
\tilde{\omega}_{ij} \tilde{\omega}_{kl} = \sum_{nm} D_{jn} D_{lm} \tilde{v}_{in} \tilde{v}_{km} = \sum_n D_{jn} G_{nk} \sum_m D_{lm} \tilde{v}_{im} = \delta_{jk} \tilde{\omega}_{il}.
\]  

(110)

We have also the following inverse relations

\[
\tilde{v}_{ij} = \sum_k G_{jk} \tilde{\omega}_{ik}.
\]  

(111)

Indeed if we put equation (108) into right hand side of formula (111) we obtain

\[
\sum_k G_{jk} \sum_l D_{kl} \tilde{v}_{il} = \sum_l \delta_{jl} \tilde{v}_{il} = \tilde{v}_{ij}.
\]  

(112)

C. From \( \tilde{v}_{ij} \) to \( \tilde{\omega}_{ij} \)

In this section we illustrate how to rewrite formulas for operators which are linear combination of operators \( \tilde{v}_{ij} \) in terms of operators \( \tilde{\omega}_{ij} \). It is worth to say here that in our work we mostly consider operators of the form \( E_{ij} = 1 \otimes |i \rangle \langle j| \), but further formulas are still valid for this case. In this section \( g \) is an arbitrary label and the operators \( X(g) \) are prototypes of permutation operators \( V'(\sigma) \) and then \( g \) will be from \( S(n) \).

Consider now set of operators \( X(g) \) acting on our Hilbert space \( \mathcal{H} \), and suppose that we are given the relations between this set and operators \( \tilde{v}_{ij} \):

\[
X(g) := \sum_{ij} a_{ij}(g) \tilde{v}_{ij}
\]  

(113)
and the inverse $X(g)$:

$$\tilde{\omega}_{ij} = \sum_g b_{ij}(g) X(g), \quad (114)$$

Now our goal is rewrite equation (113) and (114) in terms of orthogonal operators $\tilde{\omega}_{ij}$.

Now we are ready to prove following

**Fact 28.** For operators $X(g)$ satisfying formulas (113) and (114) we have the following relations:

$$X(g) = \sum_{ik} (A(g)G)_{ik} \tilde{\omega}_{ik}, \quad (115)$$

and the inverse relations

$$\tilde{\omega}_{ij} = \sum_g (B(g)G^{-1})_{ij} X(g). \quad (116)$$

**Proof.** Putting equation (111) into formula (113) we get

$$X(g) = \sum_{ij} a_{ij} G_{jk} \tilde{\omega}_{ik} = \sum_{ij} a_{ij} \sum_k G_{jk} \tilde{\omega}_{ik} = \sum_{ik} \left( \sum_j a_{ij} G_{jk} \right) \tilde{\omega}_{ik} = \sum_{ik} (A(g)G)_{ik} \tilde{\omega}_{ik}. \quad (117)$$

To prove inverse relation we put equation (105) into equation (108)

$$\tilde{\omega}_{ij} = \sum_k D_{jk} \tilde{v}_{ik} = \sum_k D_{jk} \sum_g b_{ik}(g) X(g) = \sum_g (B(g)G^{-1})_{ij} X(g) \quad (118)$$

\[\square\]

### D. Auxiliary Lemmas

We present here some set of auxiliary lemmas which are useful to prove some statements form Section VII A. In the lemmas below $X, Y_{kl}, Z_{kl}$ (for any fixed $k$ and $l$) are square matrices.

**Lemma 29.** Suppose that

$$XY_{kl} = \sum_m a_{km} Y_{ml}, \quad (119)$$

then if we define $Z_{kl} = \sum_n b_{ln} Y_{kn}$ we obtain:

$$XZ_{kl} = \sum_j a_{kj} Z_{jl}, \quad (120)$$

**Proof.** By direct calculations:

$$XZ_{kl} = \sum_n b_{ln} X Y_{kn} = \sum_n b_{ln} \sum_m a_{km} Y_{mn} = \sum_m a_{km} \left( \sum_n b_{ln} Y_{mn} \right) = \sum_m a_{km} Z_{ml}. \quad (121)$$

\[\square\]

**Lemma 30.** Suppose that

$$Y_{ij} Y_{kl} = a_{jk} Y_{il} \quad (122)$$

then if we define $Z_{kl} = \sum_n b_{ln} Y_{kn}$, where $\sum_k a_{ik} b_{kj} = \delta_{ij}$ we obtain:

$$Z_{ij} Z_{kl} = \delta_{jk} Z_{il}. \quad (123)$$

**Proof.** By direct calculations:

$$Z_{ij} Z_{kl} = \sum_n \sum_m b_{jn} Y_{in} b_{lm} Y_{km} = \sum_n b_{jn} a_{nk} \sum_m b_{lm} Y_{im} = \delta_{jk} Z_{il}. \quad (124)$$

\[\square\]
E. Matrix elements in biorthogonal basis

In this section we give explicit formulas for matrix elements of an arbitrary operator \( X \in A \) in biorthogonal basis. It is clear that such elements, let us say \( X_{ij} \) are given by equation

\[
X|\psi_i\rangle = \sum_j X_{ij} |\phi_j\rangle.
\]  

(125)

Since vectors \( |\psi_i\rangle \) and \( |\phi_j\rangle \) form an biorthogonal basis we get that \( X_{ij} = \langle \psi_i | X |\phi_j\rangle \). Here we restrict to basis in given irrep \( \alpha \), but of course results are valid in arbitrary biorthogonal system. We know that we can rewrite operators \( X \) and \( \omega_{ij}^{ab}(\alpha) \) like identity operator on multiplicity space and the "rest" on representation space for fixed irrep \( \alpha \):

\[
X = \bigoplus_{\alpha} 1_{\alpha} \otimes \tilde{X}_{\alpha}, \quad \omega_{ij}^{ab}(\alpha) = 1_{\alpha} \otimes |\phi_{b,j}^{\alpha}\rangle \langle \psi_{a,i}^{\alpha}|,
\]

(126)

where vectors \( \{|\phi_{b,j}^{\alpha}\rangle, |\psi_{a,i}^{\alpha}\rangle\} \) form an biorthonormal basis in representation space. Hence we can write

\[
\text{Tr}[X \omega_{ij}^{ab}(\alpha)] = \text{Tr}[(1_{\alpha} \otimes \tilde{X}_{\alpha})(1_{\alpha} \otimes |\phi_{b,j}^{\alpha}\rangle \langle \psi_{a,i}^{\alpha}|)] = m_\alpha \langle \psi_{a,i}^{\alpha}| \tilde{X}_{\alpha} |\phi_{b,j}^{\alpha}\rangle,
\]

(127)

where \( m_\alpha \) is multiplicity of irrep \( \alpha \). Finally matrix elements are given by the formula

\[
X_{a,b}^{\alpha} = \langle \psi_{a,i}^{\alpha}| \tilde{X}_{\alpha} |\phi_{b,j}^{\alpha}\rangle = \frac{1}{m_\alpha} \text{Tr}[X \omega_{ij}^{ab}(\alpha)].
\]

(128)

F. Division into class \( S_{ab} \) for \( n = 3, 4, 5 \)

**Example 31.** This example illustrates Notation 4. Let us consider two permutations. First one is the element of \( S(3) \), second one is element of group \( S(4) \).

\[
\begin{pmatrix}
1 & 2 & 3 \\
2 & 3 & 1
\end{pmatrix}
= \begin{pmatrix}
1 & 2 & 3 \\
2 & 1 & 4
\end{pmatrix}_{(2,1)}, \quad \begin{pmatrix}
1 & 2 & 3 & 4 \\
2 & 1 & 4 & 3
\end{pmatrix}
= \begin{pmatrix}
1 & 2 & 3 & 4 \\
2 & 1 & 4 & 3
\end{pmatrix}_{(3,3)}.
\]

Looking at these examples we see that in the first case we have \( a = 2, b = 1 \) and for the second permutation \( a = 3, b = 3 \).

To illustrate division into class \( S_{ab} \) let us recall here equation (6):

\[
S(n) = \bigcup_{a,b=1}^{n-1} S_{ab} \cup S(n-1).
\]

(129)

**Case** \( n = 3 \) In this case \( 1 \leq a, b \leq 2 \), so we have

\[
S_{11} = \{(13)\}, \quad S_{12} = \{(123)\}, \quad S_{21} = \{(132)\}, \quad S_{22} = \{(23)\} \text{ and } S(2) = \{e, (12)\}.
\]

(130)

**Case** \( n = 4 \) In this case \( 1 \leq a, b \leq 3 \), so we have

\[
S_{11} = \{(14), (14)(23)\}, \quad S_{12} = \{(124), (1324)\}, \quad S_{13} = \{(1234), (134)\},
\]

\[
S_{21} = \{(142), (1423)\}, \quad S_{22} = \{(24), (13)(24)\}, \quad S_{23} = \{(234), (1342)\}, \quad S_{31} = \{(1432), (143)\}, \quad S_{32} = \{(243), (1243)\}, \quad S_{33} = \{(34), (12)(34)\}.
\]

(131)

We see that all classes possess two elements.
Case $n = 5$ In this case $1 \leq a, b \leq 4$, so we have

$$S_{11} = \{(15), (15)(34), (15)(23), (15)(234), (15)(243), (15)(24)\},$$

$$S_{12} = \((125), (125)(34), (1325), (14325), (1425)\),$$

$$S_{13} = \{(12345), (12435), (135), (135)(24), (1435), (14235)\},$$

$$S_{14} = \{(12345), (1245), (1345), (145), (145)(23)\},$$

$$S_{21} = \{(152), (152)(34), (1523), (15234), (15241)\},$$

$$S_{22} = \{(25), (25)(34), (13)(25), (13)(45), (14)(25)\},$$

$$S_{23} = \{(235), (2435), (1352), (14352), (14)(235)\},$$

$$S_{24} = \{(2345), (245), (13)(245), (14523)\},$$

$$S_{31} = \{(1532), (15432), (153), (153)(24), (15324)\},$$

$$S_{32} = \{(253), (2534), (1253), (12534), (14)(253)\},$$

$$S_{33} = \{(35), (24)(35), (12)(35), (124)(35), (14)(35)\},$$

$$S_{34} = \{(345), (2453), (12)(345), (14532), (14531)\},$$

$$S_{41} = \{(15432), (15421), (1543), (15423), (23)(154)\},$$

$$S_{42} = \{(2543), (254), (12)(354), (13)(254), (13254)\},$$

$$S_{43} = \{(354), (2354), (12)(354), (13)(254), (1354)\},$$

$$S_{44} = \{(45), (23)(45), (12)(45), (123)(45), (132)(45), (13)(45)\}.$$  

We see that all classes possess six elements.

G. Operators $E_{ij}^\alpha$

**Notation 32.** Let $G$ be a finite group of order $|G| = n$ which has $r$ classes of conjugated elements. Then $G$ has exactly $r$ inequivalent, irreducible representations, in particular $G$ has exactly $r$ inequivalent, irreducible matrix representations. Let

$$D^\alpha : G \to \text{Hom}(V^\alpha), \quad \alpha = 1, 2, \ldots, r, \quad \dim V^\alpha = w^\alpha$$

be all inequivalent, irreducible representations of $G$ and let chose these representations to be all unitary (always possible) i.e.

$$D^\alpha(g) = (D^\alpha_{ij}(g))_{i,j = 1, 2, \ldots, w^\alpha} = (D^\alpha_{ij}(g))^{-1},$$

where $i, j = 1, 2, \ldots, w^\alpha$ and $V^\alpha$ are corresponding representation spaces.

Similarly by $D : G \to \text{Hom}(V)$ we denote the complex finite-dimensional representation of the finite group $G$ in a complex linear space $V$ ($\dim V = w$).

**Definition 33.** Let $D : G \to \text{Hom}(V)$ be an unitary representation of a finite group $G$ and let $D^\alpha : G \to \text{Hom}(V^\alpha)$ be all inequivalent, irreducible representations of $G$. Define

$$E_{ij}^\alpha = \frac{d^\alpha}{n!} \sum_{g \in G} D^\alpha_{ij}(g) D(g),$$

where $\alpha = 1, 2, \ldots, r, \quad i, j = 1, 2, \ldots, w^\alpha, \quad E_{ij}^\alpha \in \text{Hom}(V)$.

For these operators we have

**Theorem 34.** The operators $E_{ij}^\alpha$ satisifies the following matrix composition rule

$$E_{ij}^\alpha E_{kl}^\beta = \delta^\alpha \beta \delta_{jk} E_{il}^\alpha,$$  

in particular $E_{ii}^\alpha$ are orthogonal projections.
Proof.

\[ E^\alpha_{ij} E^\beta_{kl} = \frac{(d_{\alpha})^2}{(n!)^2} \sum_{g \in G} D^\alpha_{ij}(g)D(g) \left( \sum_{h \in G} D^\beta_{kl}(h)D(h) \right) = \frac{(d_{\alpha})^2}{(n!)^2} \sum_{g,h \in G} D^\alpha_{ij}(g)D^\beta_{kl}(h)D(gh). \]  \hspace{1cm} (137)

Now if we substitute \( gh = u \Rightarrow h = g^{-1}u \) we get

\[ E^\alpha_{ij} E^\beta_{kl} = \frac{(d_{\alpha})^2}{(n!)^2} \sum_{u,g \in G} \sum_p D^\alpha_{ij}(g)D^\beta_{kp}(g^{-1})D^\beta_{pl}(u)D(u) = \frac{(d_{\alpha})^2}{(n!)^2} \sum_p \left( \sum_{g \in G} D^\alpha_{ij}(g)D^\beta_{kp}(g^{-1}) \right) \sum_{u \in G} D^\alpha_{pl}(u)D(u). \]  \hspace{1cm} (138)

Now we use the orthogonality relation for irreps \( D^\alpha(g) = (D^\alpha_{ij}(g)) \)

\[ \frac{1}{n!} \sum_{g \in G} D^\alpha_{ij}(g)D^\beta_{kp}(g^{-1}) = \frac{1}{d_{\alpha}} \delta^\alpha \delta_{ip} \delta_{jk}. \]  \hspace{1cm} (139)

which leads to

\[ E^\alpha_{ij} E^\beta_{kl} = \frac{d_{\alpha}}{n!} \sum_p \left( \delta^\alpha \delta_{ip} \delta_{jk} \right) \sum_{u \in G} D^\alpha_{pl}(u)D(u) = \delta^\alpha \delta_{jk} \sum_{u \in G} D^\beta_{il}(u)D(u) = \delta^\alpha \delta_{jk} E^\alpha_{il}. \]  \hspace{1cm} (140)

**Remark 35.** From this proof it follows that the matrix multiplication rule that satisfies operators \( E^\alpha_{il} \) is the consequence of the fundamental orthogonality relation for irreps \( D^\alpha(g) = (D^\alpha_{ij}(g)). \)
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