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Abstract

While the Metropolis Adjusted Langevin Algorithm (MALA) is a popular and widely used Markov chain Monte Carlo method, very few papers derive conditions that ensure its convergence. In particular, to the authors’ knowledge, assumptions that are both easy to verify and guarantee geometric convergence, are still missing. In this work, we establish $V$-uniformly geometric convergence for MALA under mild assumptions about the target distribution. Unlike previous work, we only consider tail and smoothness conditions for the potential associated with the target distribution. These conditions are quite common in the MCMC literature and are easy to verify in practice. Finally, we pay special attention to the dependence of the bounds we derive on the step size of the Euler-Maruyama discretization, which corresponds to the proposal Markov kernel of MALA.

1 Introduction

This paper deals with the convergence of the Metropolis Adjusted Langevin Algorithm (MALA) for sampling from a positive target probability density $\pi$ on $(\mathbb{R}^d, \mathcal{B}(\mathbb{R}^d))$, where $\mathcal{B}(\mathbb{R}^d)$ is the Borel $\sigma$-field of $\mathbb{R}^d$ endowed with the Euclidean topology. For simplicity, we also denote by $\pi$, the distribution corresponding to the density $\pi$, and let $U = -\log \pi$ be the associated potential function. MALA is a Markov Chain Monte Carlo (MCMC) method based on the Langevin diffusion associated with $\pi$:

$$dX_t = -\nabla U(X_t) dt + \sqrt{2} dB_t,$$

where $(B_t)_{t \geq 0}$ is a $d$-dimensional Brownian motion. It is known that under mild conditions this diffusion admits a strong solution $(X_t^{(x)})_{t \geq 0}$ for any starting point $x \in \mathbb{R}^d$.\textsuperscript{1}
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and defines a Markov semigroup \((P_t)_{t \geq 0}\) for any \(t \geq 0, x \in \mathbb{R}^d\) and \(A \in \mathcal{B}(\mathbb{R}^d)\) by \(P_t(x, A) = P(X_t(x) \in A)\). Moreover, this Markov semigroup admits \(\pi\) as its unique stationary measure, is ergodic and even \(V\)-uniformly geometrically ergodic with additional assumptions on \(U\) (see [25, 22]). However, sampling a path solution of (1) is a real challenge in most cases and discretizations are used instead to obtain a Markov chain with similar long-time behaviour. Here we consider the Euler-Maruyama discretization, associated with (1), defined for all \(k \geq 0\) by

\[
Y_{k+1} = Y_k - \gamma \nabla U(Y_k) + \sqrt{2\gamma} Z_{k+1},
\]

where \(\gamma\) is the step size of the discretization and \(\{Z_k : k \in \mathbb{N}\}\) is an i.i.d. sequence of \(d\)-dimensional standard Gaussian random variables. This algorithm has been suggested [14, 24] and later studied by [16, 17, 23, 25]. Following [25], this algorithm is called the Unadjusted Langevin Algorithm (ULA). A drawback of this method is that even if the Markov chain \(\{Y_k : k \in \mathbb{N}\}\) has a unique stationary distribution \(\pi_{\gamma}\) and is ergodic (which is guaranteed under mild assumptions about \(U\)), \(\pi_{\gamma}\) is different from \(\pi\) most of the time. To circumvent this problem, it was proposed in [27, 25] to use the Markov kernel associated with the recursion defined by the Euler-Maruyama discretization (2) as a proposal kernel in a Metropolis-Hastings algorithm defining a new Markov chain \(\{X_k : k \in \mathbb{N}\}\) by:

\[
X_{k+1} = X_k + \mathbb{1}_{\mathbb{R}^d+}(U_{k+1} - \alpha_{\gamma}(X_k, \tilde{Y}_{k+1}))\{\tilde{Y}_{k+1} - X_k \},
\]

where \(\tilde{Y}_{k+1} = X_k - \gamma \nabla U(X_k) + \sqrt{2\gamma} Z_{k+1}, \{U_k : k \in \mathbb{N}\}\) is a sequence of i.i.d. uniform random variables on \([0, 1]\) and \(\alpha_{\gamma} : \mathbb{R}^{2d} \to [0, 1]\) is the usual Metropolis acceptance ratio defined in (5). This algorithm is called Metropolis Adjusted Langevin Algorithm (MALA) and has since been used in many applications. It may be surprising that a complete theoretical understanding of its properties is still lacking. While some interesting results have been derived in [25, 2], they are only partially satisfactory. More precisely, [25] does not give practical conditions for either the step size or the target distribution that guarantee geometric convergence for MALA. On the other hand, [2, 10, 5] provides non-quantitative or quantitative bounds between the iterates of the Markov kernel associated with MALA and \(\pi\), but they do not establish convergence. In this paper, we address this problem and give practical conditions to ensure that MALA \(V\)-uniform is geometrically ergodic. Part of our results were already included in the pre-publication [3]. Since they are not the main focus of this work and have attracted independent interest, we have decided to extract them from the forthcoming revision of [3] and extend them.

The paper is organized as follows. First we state the assumptions on the potential \(U\) and our main results. In Section 2.1 we provide a detailed comparison of our paper with the existing literature. Finally, in Section 3 we summarize the proofs of our results. Finally, we also consider a generalization of our results in Section 4. However, the resulting proofs are more complicated and, in our opinion, would hinder the flow of the paper. Therefore, we have moved them to another section.
Notation and convention

Denote by $\mathcal{B}(\mathbb{R}^d)$ the Borel $\sigma$-field of $\mathbb{R}^d$ and by $\mathcal{F}(\mathbb{R}^d)$ the set of all Borel measurable functions on $\mathbb{R}^d$ and for $f \in \mathcal{F}(\mathbb{R}^d)$, $\|f\|_\infty = \sup_{x \in \mathbb{R}^d} |f(x)|$. Denote by $\mathcal{M}(\mathbb{R}^d)$ the space of finite signed measure on $(\mathbb{R}^d, \mathcal{B}(\mathbb{R}^d))$ and $\mathcal{M}_0(\mathbb{R}^d) = \{\mu \in \mathcal{M}(\mathbb{R}^d) \ | \ \mu(\mathbb{R}^d) = 0\}$. For $\mu \in \mathcal{M}(\mathbb{R}^d)$ and $f \in \mathcal{F}(\mathbb{R}^d)$ a $\mu$-integrable function, denote by $\mu(f)$ the integral of $f$ w.r.t. $\mu$. Let $V : \mathbb{R}^d \to [1, \infty)$ be a measurable function. For $f \in \mathcal{F}(\mathbb{R}^d)$, the $V$-norm of $f$ is given by $\|f\|_V = \sup_{x \in \mathbb{R}^d} |f(x)|/V(x)$. For $\mu \in \mathcal{M}(\mathbb{R}^d)$, the $V$-total variation distance of $\mu$ is defined as

$$\|\mu\|_V = \sup_{f \in \mathcal{F}(\mathbb{R}^d), \|f\|_V \leq 1} \left| \int_{\mathbb{R}^d} f(x) d\mu(x) \right|$$

If $V \equiv 1$, then $\|\cdot\|_V$ is the total variation denoted by $\|\cdot\|_{TV}$.

2 Main results

Denote by $r_\gamma$ the proposal transition density associated to the Euler-Maruyama discretization (2) with stepsize $\gamma > 0$, i.e., for any $x, y \in \mathbb{R}^d$,

$$r_\gamma(x, y) = (4\pi\gamma)^{-d/2} \exp \left(-\frac{1}{2} \gamma (y - x)^2 \right).$$

Then, the Markov kernel $R_\gamma$ of the MALA algorithm (3) is given for $\gamma > 0$, $x \in \mathbb{R}^d$, and $A \in \mathcal{B}(\mathbb{R}^d)$ by

$$R_\gamma(x, A) = \int_{\mathbb{R}^d} \mathbb{1}_A(y) \alpha_\gamma(x, y) r_\gamma(x, y) dy + \delta_x(A) \int_{\mathbb{R}^d} \{1 - \alpha_\gamma(x, y)\} r_\gamma(x, y) dy, \quad (4)$$

$$\alpha_\gamma(x, y) = 1 \wedge \left[ \frac{\pi(y) r_\gamma(y, x)}{\pi(x) r_\gamma(x, y)} \right]. \quad (5)$$

It is well-known, see e.g. [25], that for any $\gamma > 0$, $R_\gamma$ is reversible with respect to $\pi$ and $\pi$-irreducible.

We establish that MALA is $V$-uniformly geometrically ergodic, under the following assumptions on the potential $U$.

**H1.** The function $U : \mathbb{R}^d \to \mathbb{R}$ is twice continuously differentiable. In addition, $\nabla U(0) = 0$ and there exists $L \geq 0$ such that $\sup_{x \in \mathbb{R}^d} \|D^2 U(x)\| \leq L$.

The condition $\nabla U(0) = 0$ is satisfied (up to a translation) as soon as $U$ has a local minimum, which is the case when $\lim_{\|x\| \to +\infty} U(x) = +\infty$, since $U$ is continuous. It could be relaxed but at the cost of more complicated computations that would hinder the derivation of our proofs.

The other condition in **H1** is standard in the analysis of ULA. In particular, it implies that $\nabla U$ is Lipschitz, which is a necessary condition to ensure that this scheme is stable; see e.g. [25]. Finally, note that **H1** implies that for $x \in \mathbb{R}^d$, $\|\nabla U(x)\| \leq L\|x\|$.

**H2.** The function $U : \mathbb{R}^d \to \mathbb{R}$ is three times continuously differentiable. In addition, there exists $M \geq 0$ such that $\sup_{x \in \mathbb{R}^d} \|D^3 U(x)\| \leq M$.  

3
We consider the two conditions \( \mathbf{H1} \) and \( \mathbf{H2} \) separately. In fact, we derive a non-quantitative convergence result under \( \mathbf{H1} \) only, while \( \mathbf{H2} \) allows us to obtain quantitative convergence bounds. While \( \mathbf{H1} \) and \( \mathbf{H2} \) impose regularity constraints on the potential \( U \), we now consider tail conditions.

**H3.** There exist \( m > 0 \) and \( K \geq 0 \) such that for any \( x, y \in \mathbb{R}^d \), \( \|x\| \geq K \) and \( \|y\| = 1 \),

\[
D^2 U(x)\{y\}^2 \geq m.
\]

Note that under \( \mathbf{H1} \) and \( \mathbf{H3} \), for any \( x, y \in \mathbb{R}^d \), \( \|y\| = 1 \), it holds that

\[
D^2 U(x)\{y\}^2 \geq m - (m + L)1_{B(0,K)}(x).
\]

In the case \( K = 0 \), \( \mathbf{H3} \) boils down requiring that \( U \) is strongly convex with convexity constant equals to \( m \). However, when \( K > 0 \), \( \mathbf{H3} \) is a slight strengthening of the strong convexity at infinity condition considered in \([4, 13]\): there exist \( m' > 0 \) and \( K' \geq 0 \) such that for any \( x, y \in \mathbb{R}^d \), \( \|x - y\| \geq K' \)

\[
\langle \nabla U(x) - \nabla U(y), x - y \rangle \geq m'\|x - y\|^2.
\] (6)

Indeed, if (6) holds for any \( x, y \in \mathbb{R}^d \) satisfying \( \|x\| \vee \|y\| \geq K' \) in place of \( \|x - y\| \geq K' \), then an easy computation implies that \( \mathbf{H3} \) holds with \( m' \leftarrow m' \) and \( K \leftarrow K' + 1 \). Besides, Lemma 21 shows that the converse is true. Finally, while the condition (6) for \( x, y \in \mathbb{R}^d \), \( \|x - y\| \geq K' \), is weaker than \( \mathbf{H3} \), it can be more convenient in many situations to verify that the latter holds. Note that under \( \mathbf{H1} \) and \( \mathbf{H3} \), \( m \leq L \). In addition, we show in Lemma 22 that under these two conditions, there exists \( \hat{K} \geq 0 \) such that for any \( x \notin B(0,\hat{K}) \), \( \langle \nabla U(x), x \rangle \geq (m/2)\|x\|^2 \). Therefore, for any \( x \notin B(0,\hat{K}) \), we have by the Cauchy-Schwarz inequality that \( \|\nabla U(x)\| \geq m\|x\| \).

We can also consider the following generalization for \( \beta \in [0, 1) \),

**H4 (\( \beta \)).** There exist \( m_\beta > 0 \) and \( L_\beta, K_\beta \geq 0 \) such that for any \( x, y \in \mathbb{R}^d \), \( \|x\| \geq K_\beta \) and \( \|y\| = 1 \),

\[
L_\beta/(1 + \|x\|^{3/4}) \geq D^2 U(x)\{y\}^2 \geq m_\beta/(1 + \|x\|^\beta).
\]

Note that under \( \mathbf{H1} \) and \( \mathbf{H4}(\beta) \) it holds that \( m_\beta \leq L_\beta \) and for any \( x, y \in \mathbb{R}^d \), \( \|y\| = 1 \),

\[
D^2 U(x)\{y\}^2 \geq m_\beta/(1 + \|x\|^\beta) - (m_\beta/(1 + \|x\|^\beta) + L)1_{B(0,K_\beta)}(x),
\]

\[
D^2 U(x)\{y\}^2 \leq L_\beta/(1 + \|x\|^{3/4}) + (-L_\beta/(1 + \|x\|^{3/4}) + L)1_{B(0,K_\beta)}(x).
\]

We show in Lemma 23 that under \( \mathbf{H1} \) and \( \mathbf{H4}(\beta) \), there exists \( \hat{K}_\beta \geq 0 \) such that for any \( x \notin B(0,\hat{K}_\beta) \), \( \langle \nabla U(x), x \rangle \geq (m_\beta/2)\|x\|^2/(1 + \|x\|^\beta) \). Therefore, for any \( x \notin B(0,\hat{K}_\beta) \), we have by the Cauchy-Schwarz inequality that \( \|\nabla U(x)\| \geq m_\beta\|x\|/(1 + \|x\|^\beta) \).

Finally, Lemma 24 shows that under the same conditions, there exists \( \tilde{K}_\beta \geq 0 \) such that

\[
\|\nabla U(x)\| \leq 2L_\beta\|x\|/(1 + \|x\|^{3/4})
\]

for \( x \in \mathbb{R}^d \), \( \|x\| \geq \tilde{K}_\beta \).

We first present non-quantitative \( \nu \)-uniformly geometric ergodicity results under \( \mathbf{H1}, \mathbf{H3} \); then we present a quantitative convergence statement under the additional
assumption $\bf{H2}$. We postpone the statement of the results under $\bf{H4}$ (instead of $\bf{H3}$) to Section 4.

Define for any $\eta > 0$, $V_{\eta}: \mathbb{R}^d \to [1, +\infty)$ for any $x \in \mathbb{R}^d$ by
\[
V_{\eta}(x) = \exp(\eta \|x\|^2).
\] (7)

**Theorem 1.** Assume $\bf{H1}$ and $\bf{H3}$. Then, there exists $\Gamma > 0$ (defined in (27)) such that for any $\gamma \in (0, \Gamma]$, there exist $C_{\gamma} \geq 0$ and $\rho_{\gamma} \in [0, 1)$ such that for any $x \in \mathbb{R}^d$,
\[
\|\delta_x R_{\gamma} - \pi\|_{V_{\eta}} \leq C_{\gamma} \rho_{\gamma}^k V_{\eta}(x),
\]
where $\bar{\eta} = \bar{m}/16$.

**Proof.** The proof is postponed to Section 3.4. □

The constants $C_{\gamma}, \rho_{\gamma}$ appearing in Theorem 1 are non quantitative. Indeed, the proof of Theorem 1 only relies on a Foster-Lyapunov drift condition and the fact that all compact sets are $1$-small.

To obtain geometric convergence with quantitative constants we need to consider the additional regularity assumption $\bf{H2}$.

**Theorem 2.** Assume $\bf{H1}$, $\bf{H2}$ and $\bf{H3}$. Then, there exist $\bar{\Gamma}, \bar{A}_{\eta} > 0$ (defined in (40) and (38)), such that for any $\bar{\gamma} \in \left(0, \bar{\Gamma}\right]$, there exist $C_{\bar{\gamma}} \geq 0$ and $\rho_{\bar{\gamma}} \in [0, 1)$ (given in (41)) satisfying for any $x \in \mathbb{R}^d$ and $\gamma \in (0, \bar{\gamma}]$,
\[
\|\delta_x R_{\gamma} - \pi\|_{V_{\eta}} \leq C_{\bar{\gamma}} \rho_{\bar{\gamma}}^k \{V_{\eta}(x) + \pi(V_{\eta})\},
\] (8)
where $\bar{\eta} = \bar{m}/16$ and $\pi(V_{\eta}) \leq A_{\eta}$.

**Proof.** The proof is postponed to Section 3.5. □

Note that the constants $C_{\bar{\gamma}}, \rho_{\bar{\gamma}}$ only depend on the characteristics of $U$ appearing in the conditions $\bf{H1}$, $\bf{H2}$ and $\bf{H3}$ and are independent of the stepsize $\gamma$. As a result, Theorem 2 establishes that the rate of convergence of MALA, i.e., $\gamma \log(\rho_{\gamma})$ scales linearly with respect to the stepsize $\gamma$. It is in accordance with the convergence rates of ULA [12, 6] and with the result that under appropriate conditions, MALA is at the first order an approximation of the Langevin diffusion. Indeed, [3, Lemma 7] (see also [15, 20, 26] and the references therein for similar results) shows that for any $\gamma: \mathbb{R}^d \to \mathbb{R}$, $C_{\infty}$ with compact support, $R_{\gamma}(x) - P_{\gamma}(x) = \gamma^2 (1 + \|x\|^q)\psi_{\gamma}(x)$, for $q \geq 0$ and some function $\psi_{\gamma}: \mathbb{R}^d \to \mathbb{R}$ satisfying $\sup_{x \in \mathbb{R}^d, \gamma \in (0, \bar{\gamma}]} |\psi_{\gamma}(x)| < +\infty$. On the other hand, if $(P_t)_{t \geq 0}$ is $V_L$-uniformly geometrically ergodic, i.e., there exist $V_L : \mathbb{R}^d \to [0, 1)$, $\rho_L \in (0, 1)$ and $C_L \geq 0$ such that for any $t \geq 0$ and $x \in \mathbb{R}^d$, $\|\delta_x P_t - \pi\|_{V_L} \leq C_L \rho_L^t$, $P_{\gamma}$ as a discrete Markov kernel converges to $\pi$ with a convergence rate, i.e., $\gamma \log(\rho_{\gamma})$ which scales linearly with respect to $\gamma$. Hence, such a convergence is expected for $R_{\gamma}$ with some constants $C_{\bar{\gamma}}$ and $\rho_{\bar{\gamma}}$ independent of $\gamma \in (0, \bar{\gamma}]$ as stated in Theorem 2. This type of convergence is important to obtain bounds on Poisson solution associated with
which holds uniformly with respect to the discretization parameters. We refer to [3, 20, 8] for further discussions on this matter.

The proof of Theorem 2 consists in establishing explicit minorization and drift conditions for \( R_\gamma \) for \( \gamma \in (0, \bar{\gamma}] \) for some \( \bar{\gamma} > 0 \); see e.g. [7, Chapter 19]. In particular, to obtain the stated dependence with respect to the stepsize \( \gamma \), we show that for some \( \bar{\gamma} > 0 \):

(I) there exist \( \lambda \in (0, 1) \) and \( b < +\infty \) such that for all \( \gamma \in (0, \bar{\gamma}] \)

\[
R_\gamma V_\eta \leq \lambda V_\eta + \gamma b ;
\]

(II) there exists \( \varepsilon \in (0, 1] \) such that for all \( \gamma \in (0, \bar{\gamma}] \) and \( x, x' \in \{ V_\eta \leq M \} \),

\[
\| R_\gamma^{(1/\gamma)}(x, \cdot) - R_\gamma^{(1/\gamma)}(x', \cdot) \|_{TV} \leq 2(1 - \varepsilon),
\]

where

\[
M > \left( \frac{4b\lambda^{-\bar{\gamma}}}{(1 - \lambda) \log(1/\lambda)} \right) \vee 1.
\]

Then, (I) implies by an easy induction that for any \( \gamma \in (0, \bar{\gamma}] \),

\[
R_\gamma^{(1/\gamma)} V_\eta \leq \lambda V_\eta + b(1 + \bar{\gamma}).
\]

Therefore, applying [7, Theorem 19.4.1] to \( R_\gamma^{(1/\gamma)} \) for \( \gamma \in (0, \bar{\gamma}] \) using (II) and \((39)\), it follows that Theorem 2 holds and \( \pi(V_\eta) < +\infty \). Accordingly, it is enough to show that conditions (I) and (II) hold.

2.1 Comparison with existing litterature

MALA has been shown to be uniformly geometrically ergodic in [25] but under very restrictive conditions which we recall. Define for any \( x \in \mathbb{R}^d \),

\[
A^\text{RT}(x) = \left\{ y \in \mathbb{R}^d : \pi(x)r_\gamma(x, y) \leq \pi(y)r_\gamma(y, x) \right\}, \quad I^\text{RT}(x) = \left\{ y \in \mathbb{R}^d : \| y \| \leq \| x \| \right\}.
\]

We say that \( A^\text{RT} \) converges inward in \( r_\gamma \) for \( \gamma > 0 \) if

\[
\lim_{\| x \| \to +\infty} \int_{\mathbb{R}^d} 1_{A^\text{RT}(x) \cap I^\text{RT}(x)}(y)r_\gamma(x, y)dx = 0.
\]

Define for any \( a \geq 0 \), \( W_a(x) = \exp(a\| x \|) \).

**Theorem 3** ([25, Theorem 4.1]). Let \( \gamma > 0 \). Assume that there exists \( \eta > 0 \) such that

\[
\liminf_{\| x \| \to +\infty} \left\{ \| x \| - \| x - \gamma \nabla U(x) \| \right\} \geq \eta,
\]

and \( A^\text{RT} \) converges inward in \( r_\gamma \). Then \( R_\gamma \) is \( W_a \)-uniformly geometrically ergodic for \( a \in (0, \gamma \eta) \), i.e., there exist \( C_\gamma \geq 0 \) and \( \kappa_\gamma > 0 \) such that for any \( x \in \mathbb{R}^d \),

\[
\| \delta_x R_\gamma - \pi \|_{W_a} \leq C_\gamma e^{-\kappa_\gamma \gamma k} W_a(x).
\]
Let us comment on Theorem 3. First, while (12) is relatively easy to verify under mild assumptions about the tail of $\pi$, deriving practical conditions for $U$ that ensure that $A^{RT}$ converges inward into $r_\gamma$ is very difficult, and [25] only succeeds in showing that this holds in the one-dimensional setting and under strong conditions for $U$. Second, Theorem 3 is not quantitative and therefore the constants in the geometric convergence of $Q_\gamma$ to $\pi$ may depend strongly on the step size $\gamma$, which in general must be chosen small to ensure that a non-negligible fraction of candidates is accepted during the algorithm.

For example, from the optimal scaling for MALA in [26], the step size should scale as $d^{-1/3}$ with the dimension $d \to +\infty$ in the ideal scenario $\pi = \pi_1 \otimes \delta_1$ for a one-dimensional distribution $\pi_1$. Even if these constants were independent of $\gamma$, we can see that the parameter $a$ of the Lyapunov function $W_a$ must be chosen proportional to the step size $\gamma$, which implies that convergence behaves poorly with respect to $\gamma$ for unbounded functions. Finally, this result does not give a recommendation for the choice of $\gamma$ that ensures geometric convergence. Note that our results Theorem 1 and Theorem 2 address all these issues.

Recent studies [10, 5] based on conductance arguments [21, 18] establish quantitative complexity bounds for MALA in the case where the potential $U$ is strongly convex. More precisely, given a precision $\epsilon > 0$, these works are interested in finding a minimal number $N_\epsilon \in \mathbb{N}^*$ and a step size $\gamma_\epsilon > 0$ that ensures that $\|\delta_x R_{\gamma_\epsilon}^k - \pi\|_{TV} \leq \epsilon$, where $\xi$ is either a warm start or a well-chosen initial distribution. In contrast to these works, we do not impose a strong convexity condition and our result can be applied to any initial distribution. Finally, we show $V$-uniform geometric ergodicity, which is a stronger convergence guarantee.

Finally, we mention [2], which studies the case where $U$ satisfies $H_3$ but potentially violates $H_1$, i.e., $x \mapsto ||D^2U(x)||$ can be unbounded. [2, Theorem 3.1] shows that under suitable regularity conditions and $H_3$, there exist $\rho \in (0,1)$, $\hat{\gamma} > 0$ and $C_2 \geq 0$ such that for any $E_0 \in \mathbb{R}$, there exists $C_1(E_0) \geq 0$ such that for any $x \in \mathbb{R}^d$, $U(x) \leq E_0$ and $\gamma \in (0, \hat{\gamma}]$, 

$$\|\delta_x R_{\gamma}^{[\gamma/\hat{\gamma}]} - \pi\|_{TV} \leq C_1(E_0)\{\rho \delta_x + e^{-C_2/\gamma^{1/4}}\}.$$

We show that in the case $U$ is Lipschitz the extra term $e^{-C_2/\gamma^{1/4}}$ can be omitted and the convergence occurs in a particular $V$-norm.

3 Proof of the main results

3.1 Bounds on the acceptance ratio

The analysis of MALA is naturally related to the study of the ULA algorithm. More precisely, since for any $x \in \mathbb{R}^d$ and $A \in \mathcal{B}(\mathbb{R}^d)$, the Markov kernel corresponding to ULA (2) is given by

$$Q_\gamma(x,A) = \int_{\mathbb{R}^d} \mathbb{1}_A(x - \gamma \nabla U(x) + \sqrt{2\gamma}z) \min(1,e^{-\tau_\gamma(x,z)})\varphi(z)dz$$

which is the case for the one-dimensional distribution considered in [25] after a careful review of the computations.
where \( \varphi(z) = (2\pi)^{-d/2}e^{-\|z\|^2/2} \) is the density of the \( d \)-dimensional standard Gaussian distribution and

\[
R_\gamma(x,A) = \int_{\mathbb{R}^d} 1_A(x - \gamma \nabla U(x) + \sqrt{2\gamma} z) \min(1, e^{-\tau_\gamma(x,z)}) \varphi(z) dz \\
+ \delta_z(A) \int_{\mathbb{R}^d} \{1 - \min(1, e^{-\tau_\gamma(x,z)})\} \varphi(z) dz ,
\]

\[
\tau_\gamma(x,z) = U(x - \gamma \nabla U(x) + \sqrt{2\gamma} z) - U(x) \\
+ (1/2)\{\|z - (\gamma/2)^{1/2} (\nabla U(x) + \nabla U(x - \gamma \nabla U(x) + \sqrt{2\gamma} z))\|^2 - \|z\|^2\}.
\]

the difference between the two Markov kernels can be expressed for any bounded measurable function \( f: \mathbb{R}^d \to \mathbb{R} \) by

\[
R_\gamma f(x) - Q_\gamma f(x) = \int_{\mathbb{R}^d} \{f(x) - f(x - \gamma \nabla U(x) + \sqrt{2\gamma} z)\} \\
\times \{1 - \min(1, e^{-\tau_\gamma(x,z)})\} \varphi(z) dz .
\]

Since \( 1 - \min(1, e^{-t}) \leq \max(0, t) \) for any \( t \in \mathbb{R} \), properties of ULA can then be transferred to MALA from perturbation arguments achieved by a careful analysis of \( \tau_\gamma \). Most analyses of MALA dealing with either its convergence \([15, 11]\) or its optimal scaling \([26]\) establish that \( \tau_\gamma(x,z) \) is of order \( O(\gamma^{3/2}) \) for fixed \( x,z \in \mathbb{R}^d \). More precisely, we have:

**Lemma 4.** Assume \( H1 \) and \( H2 \) holds. Then, for any \( \bar{\gamma} > 0 \), there exists an explicit constant (see \((20)\)) \( C_{1,\bar{\gamma}} < \infty \) such that for any \( x,z \in \mathbb{R}^d, \bar{\gamma} \in (0,\bar{\gamma}] \), it holds

\[
|\tau_\gamma(x,z)| \leq C_{1,\bar{\gamma}} \gamma^{3/2}\{|z|^2 + \|z\|^4 + \|x\|^2\}.
\]

This result is a first step in the proof of Theorem 2, from which we will be able to transfer the explicit minorization condition of ULA (Proposition 9) to MALA; see Lemma 10 and Proposition 12 below. Unfortunately, the dependence on \( \|x\| \) in the upper bound of \((17)\) prevents us from doing the same for the Lyapunov drift condition of ULA Proposition 6. Instead, we rely on the following upper bound, which does not have the correct order with respect to \( \gamma \), but is independent of \( x \).

**Lemma 5.** Assume \( H1 \) and \( H3 \). Then, for any \( \bar{\gamma} \in (0, \sqrt{3}/(4L^4)) \), there exists an explicit constant (see \((22)\)) \( C_{2,\bar{\gamma}} < \infty \) such that for any \( \gamma \in (0, \bar{\gamma}], x,z \in \mathbb{R}^d, \|x\| \geq \max(2K, \bar{K}), \) \( \bar{K} \) given in Lemma 22, and \( \|z\| \leq \|x\|/(4\sqrt{27}) \), it holds

\[
\tau_\gamma(x,z) \leq C_{2,\bar{\gamma}} \gamma \|z\|^2.
\]

To show Lemma 4 and Lemma 5, we provide a decomposition in \( \gamma \) of \( \tau_\gamma \) defined in \((15)\). For any \( x,z \in \mathbb{R}^d \), by \([9, \text{Lemma 24}]^2\), we have that

\[
\tau_\gamma(x,z) = \sum_{k=2}^{6} \gamma^{k/2} A_k,\gamma(x,z)
\]

\(^2\)Note that with the notation of \([9]\), MALA corresponds to HMC with only one leapfrog step and step size equals to \((2\gamma)^{1/2}\)
where, setting $x_t = x + t\{-\gamma \nabla U(x) + \sqrt{2\gamma}z\}$,

\[
A_{2,\gamma}(x, z) = 2 \int_0^1 D^2 U(x_t)[z \otimes \gamma^2]\left(1/2 - t\right)dt
\]

\[
A_{3,\gamma}(x, z) = 2^{3/2} \int_0^1 D^2 U(x_t)[z \otimes \nabla U(x)](t - 1/4)dt,
\]

\[
A_{4,\gamma}(x, z) = - \int_0^1 D^2 U(x_t)[\nabla U(x) \otimes 2]dt + \left(1/2\right) \left(\int_0^1 D^2 U(x_t)[z]dt\right)^2
\]

\[
A_{5,\gamma}(x, z) = -(1/2)^{1/2} \left(\int_0^1 D^2 U(x_t)[\nabla U(x)]dt, \int_0^1 D^2 U(x_t)[z]dt\right)
\]

\[
A_{6,\gamma}(x, z) = (1/4) \left(\int_0^1 D^2 U(x_t)[\nabla U(x)]dt\right)^2.
\]

**Proof of Lemma 4.** Let $\gamma > 0, \gamma \in (0, \bar{\gamma})$. Since $\int_0^1 D^2 U(x)[z \otimes 2](1/2 - t)dt = 0$, we get
setting $x_t = x + t\{-\gamma \nabla U(x) + \sqrt{2\gamma}z\}$, with $x, z \in \mathbb{R}^d$,

\[
A_{2,\gamma}(x, z) = \sqrt{\gamma} \int_0^1 \int_0^1 D^3 U(sx_t + (1-s)x) [z \otimes \gamma^2 \left\{-\gamma^{1/2} \nabla U(x) + \sqrt{2\gamma}z\right\}(1/2 - t)tdsdt.
\]

Therefore, we get using (19), H1, H2 $|ab| \leq (a^2 + b^2)/2$ and $\|\nabla U(x)\| \leq L\|x\|,

\[
|\tau_\gamma(x, z)| \leq 2^{1/2} M \|z\|^3 + \gamma^{1/2} ML \|z\|^2 \|x\| + 2L^2 (\|z\|^2 + \|x\|^2)(1 \vee \gamma^{1/2} \vee \bar{\gamma} L \vee (\gamma L^{4/3})^{3/2})
\]

The proof of (17) then easily follows using $\|z\|^3 \leq \|z\|^2 + \|z\|^4, \|z\|^2 \|x\| \leq \|z\|^4 + \|x\|^2$ and setting

\[
C_{1,\gamma} = 2(2^{1/2} M \vee \gamma^{1/2} ML \vee 2L^2 [1 \vee \gamma^{1/2} \vee \bar{\gamma} L \vee (\gamma L^{4/3})^{3/2}]).
\]

\[
\square
\]

**Proof of Lemma 5.** We now show (18). Let $x, z \in \mathbb{R}^d$ satisfying $\|x\| \geq \max(2K, \bar{R})$ and $\|z\| \leq \|x\|/(4\sqrt{2\gamma})$. Using (19), H1, $|ab| \leq (a^2 + b^2)/2$ and $\|\nabla U(x)\| \leq L\|x\|$, we get setting

\[
A_{4,0,\gamma}(x, z) = \int_0^1 D^2 U(x_t)[\nabla U(x) \otimes 2]dt,
\]

\[
\tau_\gamma(x, z) \leq 2\gamma L \|z\|^2 - \gamma^2 A_{4,0,\gamma}(x, z)
\]

\[
+ (2\gamma)^{3/2} L^2 \|z\| \|x\| + \gamma^2/2) L^2 \|z\|^2 + (\gamma^5/2) L^3 \|z\| \|x\| + (\gamma^3/4) L^4 \|x\|^2.
\]

By Lemma 25, $\|x_t\| \geq \|x\|/2$ since $\|z\| \leq \|x\|/(4\sqrt{2\gamma})$ and $\gamma \leq \bar{\gamma} \leq m^3/(4L^4) \leq 1/(4L)$. Therefore, H3 and Lemma 22 imply since $\|x\| \geq \max(2K, \bar{R})$ that

\[
A_{4,0,\gamma}(x, z) \geq (m/2)^3 \|x\|^2.
\]
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Combining this result with (21), we obtain using $\gamma \leq \bar{\gamma} \leq m^3/(4L^4)$
\[
\tau_\gamma(x,z) \leq 2\gamma L\|z\|^2 - \gamma^2(m^3/2^4)\|x\|^2
+ (2\gamma)^{3/2}L^2\|z\|\|x\| + (\gamma^2/2)L^2\|z\|^2 + (\gamma^5/2)1/2L^3\|z\|\|x\|,
\]
Since for any $a, b \geq 0$ and $\epsilon > 0$, $ab \leq (\epsilon/2)a^2 + 1/(2\epsilon)b^2$, we obtain
\[
\tau_\gamma(x,z) \leq \gamma\|z\|^2\left\{2L + 2^{1/2}L^2\epsilon^{-1} + (\gamma/2)L^2 + 2^{-3/2}\gamma^{3/2}L^3\epsilon^{-1}\right\}
+ \|x\|^2\gamma^2 \left\{\epsilon \left(2^{1/2}L^2 + 2^{-3/2}\bar{\gamma}^{1/2}L^3\right) - m^3/2^4\right\}.
\]
Choosing $\epsilon = (m^3/2^4)(2^{1/2}L^2 + 2^{-3/2}\bar{\gamma}^{1/2}L^3)^{-1}$ concludes the proof with
\[
C_{2,\bar{\gamma}} = 2L + 2^{1/2}L^2\epsilon^{-1} + (\gamma/2)L^2 + 2^{-3/2}\bar{\gamma}^{3/2}L^3\epsilon^{-1}. \tag{22}
\]
\[
\square
\]

Properties (I) and (II) follow from Lemma 4 and Lemma 5

3.2 Foster-Lyapunov drift condition

To show that MALA satisfies a Lyapunov condition of the form (9), we first show that it holds for ULA from the following result.

**Proposition 6.** Assume $H1$ and $H3$ and let $\bar{\gamma} \in (0, m/(4L^2)]$. Then, for any $\gamma \in (0, \bar{\gamma}]$, $x \in \mathbb{R}^d$,
\[
Q_\gamma V_{\bar{\eta}}(x) \leq \exp \left(\bar{\eta}m\|x\|^2/4\right) V_{\bar{\eta}}(x) + b_{\bar{\eta},\gamma}^U \gamma \mathbbm{1}_{B(0,K)}(x),
\]
where $V_{\bar{\eta}}$ is defined by (7), $\bar{\eta} = m/16$, $K^U = \max(\bar{K}, 4\sqrt{d/m})$, $\bar{K}$ is defined in Lemma 22 and
\[
b_{\bar{\eta},\gamma}^U = \left[\bar{\eta}m/4 + (1 + 16\bar{\eta}\bar{\gamma})(4\bar{\eta} + 2L + \bar{\gamma}L^2)\right] \left(K^U\right)^2 + 4\bar{\eta}d\]
\[
\times \exp \left[\bar{\eta}\bar{\gamma} \left(m/4 + (1 + 16\bar{\eta}\bar{\gamma})(4\bar{\eta} + 2L + \bar{\gamma}L^2)\right) \left(K^U\right)^2 + 4\bar{\eta}\bar{\gamma}d\right].
\]

**Proof.** Let $\gamma \in (0, \bar{\gamma}]$. First note that $\bar{\eta}\bar{\gamma} \leq m\gamma/16 \leq m^2/(2^9L^2) \leq 1/8$, since $L \geq m$, and therefore $1 - 4\bar{\eta}\bar{\gamma} \geq 1/2$. In addition for any $x \in \mathbb{R}^d$, we have
\[
\bar{\eta}\|x - \gamma\nabla U(x) + \sqrt{2\gamma}z\|^2 - \|z\|^2/2
= \frac{1 - 4\bar{\eta}\bar{\gamma}}{2\bar{\gamma}}\|z\| - \frac{2(2\bar{\gamma})^{1/2}}{1 - 4\bar{\eta}\bar{\gamma}}\|x - \gamma\nabla U(x)\|^2 + \frac{\bar{\eta}^{1 - 4\bar{\eta}\bar{\gamma}}}{1 - 4\bar{\eta}\bar{\gamma}}\|x - \gamma\nabla U(x)\|^2,
\]
which implies since $1 - 4\bar{\eta}\bar{\gamma} > 0$ that
\[
Q_\gamma V_{\bar{\eta}}(x) = (2\pi)^{-d/2} \int_{\mathbb{R}^d} \exp \left(\bar{\eta}\|x - \gamma\nabla U(x) + \sqrt{2\gamma}z\|^2 - \|z\|^2/2\right) dz
= (1 - 4\bar{\eta}\gamma)^{-d/2} \exp \left(\bar{\eta}(1 - 4\bar{\eta}\gamma)^{-1}\|x - \gamma\nabla U(x)\|^2\right). \tag{23}
\]
We now distinguish the case when \(\|x\| \geq K^U\) and \(\|x\| < K^U\).

By Lemma 22, for any \(x \in \mathbb{R}^d, \|x\| \geq K^U \geq \bar{K}\), using that \(\bar{\eta} = m/16\) and \(\gamma \leq \bar{\gamma} \leq m/(4L^2)\), we have

\[
(1 - 4\bar{\eta}\bar{\gamma})^{-1}\|x - \gamma \nabla U(x)\|^2 - \|x\|^2 \\
\leq \gamma\|x\|^2(1 - 4\bar{\eta}\bar{\gamma})^{-1}\left(4\bar{\eta} - m + \gamma L^2\right) \leq -\gamma(m/2)\|x\|^2(1 - 4\bar{\eta}\bar{\gamma})^{-1}.
\]

Therefore, (23) becomes

\[
Q_\gamma V_{\bar{\eta}}(x) \leq \exp\left(-\gamma \bar{\eta}(m/2)(1 - 4\bar{\eta}\bar{\gamma})^{-1}\|x\|^2 - (d/2) \log(1 - 4\bar{\eta}\bar{\gamma})\right) V_{\bar{\eta}}(x)
\leq \exp\left(\gamma \bar{\eta}\{- (m/2)\|x\|^2 + 4d\}\right) V_{\bar{\eta}}(x),
\]

where we have used for the last inequality that \(-\log(1 - t) \leq 2t\) for \(t \in [0, 1/2]\) and \(4\bar{\eta}\bar{\gamma} \leq 1/2\). The proof of the statement then follows since \(\|x\| \geq K^U \geq 4\sqrt{d/m}\).

In the case \(\|x\| < K^U\), by (23), H1 and since \((1 - t)^{-1} \leq 1 + 4t\) for \(t \in [0, 1/2]\), we obtain

\[
(1 - 4\bar{\eta}\bar{\gamma})^{-1}\|x - \gamma \nabla U(x)\|^2 - \|x\|^2 \leq \gamma(1 - 4\bar{\eta}\bar{\gamma})^{-1}\{4\bar{\eta} + 2L + \gamma L^2\}\|x\|^2 \\
\leq \gamma(1 + 16\bar{\eta}\bar{\gamma})\{4\bar{\eta} + 2L + \gamma L^2\}\|x\|^2,
\]

we have

\[
Q_\gamma V_{\bar{\eta}}(x)/V_{\bar{\eta}}(x) \leq e^{-\bar{\eta}m\|x\|^2/4} \\
+ \exp\left[\gamma \bar{\eta}\left\{m/4 + (1 + 16\bar{\eta}\bar{\gamma})(4\bar{\eta} + 2L + \gamma L^2)\right\}\|x\|^2 - (d/2) \log(1 - 4\bar{\eta}\bar{\gamma})\right] - 1.
\]

The proof is then completed using that for any \(t \geq 0, e^t - 1 \leq te^t\), for any \(s \in [0, 1/2]\), \(-\log(1 - s) \leq 2s\) and \(4\bar{\eta}\bar{\gamma} \leq 1/2\). \(\square\)

Combining the previous result with Lemma 5, we can show that MALA satisfies (9).

**Proposition 7.** Assume H1 and H3. Then, there exist \(\Gamma_{1/2} \geq \Gamma > 0\) (given in (26)-(27) in the proof) such that for any \(\bar{\gamma} \in (0, \Gamma], \gamma \in (0, \bar{\gamma}]\) and \(x \in \mathbb{R}^d\),

\[
R_\gamma V_{\bar{\eta}}(x) \leq (1 - \varpi \bar{\gamma})V_{\bar{\eta}}(x) + b_{\bar{\eta}, \bar{\gamma}}^M \mathbb{1}_{B(0, K^M)}(x),
\]

where \(V_{\bar{\eta}}\) is defined by (7), \(R_\gamma\) is the Markov kernel of MALA defined by (14), \(\bar{\eta} = m/16, \varpi = \bar{\eta}m(K^M)^2/16, K^M = \max(2^4, 2K, K^U, \bar{K}, 4b_{1/2}^M/(m\bar{\eta})^2)\), \(b_{1/2} = C_{2, \Gamma_{1/2}} d + \sup_{u \geq 1}\{ue^{-u/2}\}\), (24)

\[
b_{\bar{\eta}, \bar{\gamma}}^M = b_{\bar{\eta}, \bar{\gamma}}^U + \bar{\eta}m(K^M)^2e^{\bar{\eta}(K^M)^2}/16 + C_{1, \bar{\gamma}} \bar{\gamma}^{1/2}\left\{d + \sqrt{3d^2 + (K^M)^2}\right\},
\]

\(K^U, b_{\bar{\eta}, \bar{\gamma}}^U\) are defined in Proposition 6 and \(C_{1, \bar{\gamma}}\) and \(C_{2, \Gamma_{1/2}}\) in (20) and (22) respectively.
We preface the proof by a technical result.

**Lemma 8.** Let \( \bar{\gamma} > 0 \) and \( \gamma \in (0, \bar{\gamma}] \). Then, for any \( c > 0 \) and \( x \in \mathbb{R}^d \), \( \|x\| \geq \sqrt{8d/c} \),

\[
\int_{\mathbb{R}^d \setminus B(0,(c/\gamma)^{1/2}\|x\|)} \varphi(z)dz \leq \exp(-c\|x\|^2/(4\gamma)),
\]

where \( \varphi \) is the density of the \( d \)-dimensional standard Gaussian distribution with respect to the Lebesgue measure.

**Proof of Lemma 8.** Let \( u > 0 \). By [19, Lemma 1],

\[
P(\|Z\|^2 \geq d + 2\sqrt{d}u + 2u) \leq e^{-u},
\]

where \( Z \) is a \( d \)-dimensional standard Gaussian vector. Note that for \( t \geq d \), the equation \( d + 2\sqrt{t}u + 2u = t \) has a unique non-negative solution \( u_t = 4^{-1}(\sqrt{2t - d} - \sqrt{d})^2 \). In addition for \( t \geq 8d \), we have that \( u_t \geq t/2^2 \) using \( u_t = 2^{-1}(t - \sqrt{d(2t - d)}) \) and \( s/2 - \sqrt{2s - 1} \geq 0 \) for \( s \geq 8 \). Therefore, we get setting \( t = d + 2\sqrt{d}u + 2u \),

\[
P(\|Z\|^2 \geq t) \leq \exp(-u_t) \leq \exp(t/4).
\]

Choosing now \( t = c\|x\|^2/\gamma \geq 8d \) for \( \|x\| \geq \sqrt{8d}/c \) concludes the proof. \( \square \)

**Proof of Proposition 7.** By (16) and Proposition 6, for any \( \bar{\gamma} \leq \bar{m}/(4L^2) \), \( \gamma \in (0, \bar{\gamma}] \) and \( x \in \mathbb{R}^d \),

\[
R_{\gamma}V_{\bar{\gamma}}(x) \leq Q_{\bar{\gamma}}V_{\bar{\gamma}}(x) + V_{\bar{\gamma}}(x)\int_{\mathbb{R}^d} \{1 - \min(1, e^{-\gamma} \sqrt{(x,z)})\} \varphi(z)dz
\]

\[
\leq e^{-\bar{m}\gamma\|x\|^2/4}V_{\bar{\gamma}}(x) + b^U_{\bar{\gamma},\gamma} \chi_{B(0,K^U)}(x) + V_{\bar{\gamma}}(x)\int_{\mathbb{R}^d} \{1 - \min(1, e^{-\gamma} \sqrt{(x,z)})\} \varphi(z)dz ,
\]

where \( K^U \) and \( b^U_{\bar{\gamma},\gamma} \) are given in Proposition 6. Let \( \Upsilon \leq 1 \) and

\[
\Gamma_{1/2} = \min(\Upsilon, \bar{m}^3/(4L^4), d^{-1}) , \quad K_{1/2} = \max\left(2^4, 2K, K^U, \bar{K}\right) ,
\]

where \( \bar{K} \) is given in Lemma 22. Note that \( \Gamma_{1/2} \leq \bar{m}/(4L^2) \) since \( \bar{m} \leq L \) and \( K_{1/2} \geq \sqrt{2\gamma d} \) for \( \gamma \in (0, \Gamma_{1/2}] \). Then, by Lemma 5 and Lemma 8 with \( c = 1/2^5 \), for any \( x \in \mathbb{R}^d \), \( \|x\| \geq K_{1/2} \), \( \gamma \in (0, \Gamma_{1/2}] \) and \( \gamma \in (0, \bar{\gamma}] \),

\[
R_{\gamma}V_{\bar{\gamma}}(x) \leq e^{-\bar{m}\gamma\|x\|^2/4}V_{\bar{\gamma}}(x) + V_{\bar{\gamma}}(x)\left\{C_2\Gamma_{1/2} d\gamma + \exp(-\|x\|^2/(2^7\gamma))\right\}
\]

\[
\leq e^{-\bar{m}\gamma\|x\|^2/4}V_{\bar{\gamma}}(x) + V_{\bar{\gamma}}(x)\gamma b_{1/2},
\]

where \( b_{1/2} \) is defined in (24). For ease of notation, we simply denote \( K^M \) by \( K \). Note that \( K = \max(K_{1/2}, 4b_{1/2}/\sqrt{\bar{m}}) \) and let

\[
\Gamma = \min\left(\Gamma_{1/2}, \bar{m}^3/(4L^4), d^{-1}, 4/\left\{\bar{m}\bar{\gamma}K^2\right\}\right) .
\]
Then, since for any $t \in [0, 1]$, $e^{-t} \leq 1 - t/2$, we get for any $x \in \mathbb{R}^d$, $\|x\| \geq K$, $\bar{\gamma} \in (0, \Gamma]$ and $\gamma \in (0, \bar{\gamma}]$, 
\[
R_t V_\gamma(x) \leq e^{-t \bar{\gamma}^2/4} V_\gamma(x) + V_\gamma(x) \gamma b_{1/2}
\leq \left[1 - \gamma \left(\bar{\gamma}^2/8 - b_{1/2}/2\right)\right] V_\gamma(x) \leq \left\{1 - \gamma \bar{\gamma}^2/16\right\} V_\gamma(x) . \tag{28}
\]

In addition, by (25) and Lemma 4, using that for any $t \in \mathbb{R}$, $1 - \min(1, e^{-t}) \leq |t|$, for any $x \in \mathbb{R}^d$, $\|x\| \leq K$, $\bar{\gamma} \in (0, \Gamma]$ and $\gamma \in (0, \bar{\gamma}]$,
\[
R_t V_\gamma(x) \leq V_\gamma(x) + b_{\bar{\gamma}}^U \gamma \mathbb{1}_{B(0,K)}(x) + C_{1,\bar{\gamma}} \gamma^{3/2} \int_{\mathbb{R}^d} \{\|z\|^2 + \|x\|^2 + \|z\|^4\} \varphi(z) \mathrm{d}z
\leq (1 - \gamma \bar{\gamma}^2/16) V_\gamma(x) + \gamma \bar{\gamma}^2 e^\gamma K^2/16 + \gamma b_{\bar{\gamma}}^U
\quad + C_{1,\bar{\gamma}} \gamma^{1/2} \left\{d + \sqrt{3d^2 + K^2}\right\} ,
\]
Combining this result and (28) completes the proof.

\[\square\]

### 3.3 Minorization condition

We follow the same strategy as the proof of the Lyapunov drift condition for MALA regarding the minorization condition (10). We first show it holds for ULA in the following result.

**Proposition 9.** Assume H1. Then for any $K \geq 0$, $x, y \in \mathbb{R}^d$, $\|x\| \vee \|y\| \leq K$, and $\gamma \in (0, 1/L]$ we have
\[
\|\delta_x Q^{1/\gamma}_{\bar{\gamma}} - \delta_y Q^{1/\gamma}_{\bar{\gamma}}\|_{TV} \leq 2(1 - \varepsilon(K)) .
\]

with
\[
\varepsilon(K) = 2\Phi \left( -\left(1 + 1/L\right)^{1/2} (3L^{1/2}K) \right) . \tag{29}
\]

**Proof.** By H1 for any $x, y \in \mathbb{R}^d$,
\[
\|x - y - \gamma \{\nabla U(x) - \nabla U(y)\}\|^2 \leq (1 + \gamma \kappa(\gamma)) \|x - y\|^2
\]
where $\kappa(\gamma) = (2L + L^2 \gamma)$. The proof follows from [6, Corollary 5]. \[\square\]

We then use Lemma 4 to obtain the following bounds on the total variation distance between the iterates of MALA and ULA starting from the same initial point. Combined with the previous result, this will allow us to use a perturbation argument to show (10).

**Lemma 10.** Assume H1 and let $\bar{\gamma} > 0$. Then, for any $x \in \mathbb{R}^d$ and $\gamma \in (0, \bar{\gamma}]$, we have
\[
\|\delta_x Q_{\bar{\gamma}} - \delta_x R_{\gamma}\|_{TV} \leq C_{1,\bar{\gamma}} \gamma^{3/2} \left(d + \sqrt{3d^2 + \|x\|^2}\right) . \tag{30}
\]
If in addition and $H3$ holds and let $\tilde{\gamma} \in (0, m/(4L^2)]$. Then, for any $x \in \mathbb{R}^d$ and $\gamma \in (0, \tilde{\gamma}]$,  
\[ \|\delta_x Q_{\gamma}^{1/\gamma} - \delta_x R_{\gamma}^{1/\gamma}\|_{TV} \leq C_{1, \tilde{\gamma}} \gamma^{1/2}(d + \sqrt{3}d^2 + \|x\|^2 + 2\tilde{b}_{\gamma}U/m) , \tag{31} \]
where $C_{1, \tilde{\gamma}}$ is defined in (20) and  
\[ \tilde{b}_{\gamma}U = 2d + [\max(\tilde{K}, 2\sqrt{(2d)/m})] \left(\gamma L^2 + 2L + m/2\right) . \tag{32} \]

We preface the proof by a technical lemma.

**Lemma 11.** Assume $H1$, $H3$ and let $\tilde{\gamma} \in (0, m/(4L^2)]$. Then, for any $\gamma \in (0, \tilde{\gamma}]$ and $x \in \mathbb{R}^d$, $\int_{\mathbb{R}^d} \|y\|^2 Q_{\gamma}(x, dy) \leq \{1 - (m\gamma)/2\} \|x\|^2 + \gamma \tilde{b}_{\gamma}U$, where $Q_{\gamma}$ is the Markov kernel of ULA defined in (13) and $\tilde{K}$ is defined in Lemma 22, and $\tilde{b}_{\gamma}U$ is defined in (32).

**Proof.** Let $\gamma \in (0, \tilde{\gamma}]$ and $x \in \mathbb{R}^d$. By $H1$, we have  
\[ \int_{\mathbb{R}^d} \|y\|^2 Q_{\gamma}(x, dy) \leq 2\gamma d + \|x\|^2(1 + \gamma^2 L^2) - 2\gamma \langle \nabla U(x), x \rangle . \]

Set $K = \max(\tilde{K}, 2\sqrt{(2d)/m})$. We distinguish the case when $\|x\| \geq K$ and $\|x\| < K$. If $\|x\| \geq K \geq \tilde{K}$, by Lemma 22, and since $\gamma \leq \tilde{\gamma} \leq m/(4L^2)$, $\|x\| \geq K \geq 2\sqrt{(2d)/m}$,  
\[ \int_{\mathbb{R}^d} \|y\|^2 Q_{\gamma}(x, dy) \leq \|x\|^2 \left[1 - \gamma \left\{m - \gamma L^2 - (2d)/\|x\|^2\right\}\right] \leq \|x\|^2 \left\{1 - \gamma m/2\right\} . \]

If $\|x\| < K$, we obtain  
\[ \int_{\mathbb{R}^d} \|y\|^2 Q_{\gamma}(x, dy) \leq \|x\|^2 \left\{1 - \gamma m/2 + \gamma \|x\|^2 (\gamma L^2 + 2L + m/2) + 2\gamma d\right\} , \]
which concludes the proof. \[ \square \]

**Proof.** Let $x \in \mathbb{R}^d$ and $\gamma \in (0, \tilde{\gamma}]$. We first show that (30) holds and then use this result to prove (31). Let $f : \mathbb{R}^d \rightarrow \mathbb{R}$ be a bounded and measurable function. Then, by (16), we have  
\[ |Q_{t\gamma} f(x) - R_{t\gamma} f(x)| \]
\[ = \left| \int_{\mathbb{R}^d} \{f(x - \gamma \nabla U(x) + \sqrt{2}\gamma z) - f(x)\} \{1 - \min(1, e^{-\gamma t \langle x, z \rangle})\} \varphi(z) dz \right| \]
\[ \leq 2\|f\|_{\infty} \int_{\mathbb{R}^d} \left|1 - \min(1, e^{-\gamma t \langle x, z \rangle})\right| \varphi(z) dz \leq 2\|f\|_{\infty} \int_{\mathbb{R}^d} |\tau_{t\gamma}(x, z)| \varphi(z) dz . \]

The conclusion of (30) then follows from an application of Lemma 4.

We now turn to the proof of (31). Consider the following decomposition  
\[ \delta_x Q_{\gamma}^{1/\gamma} - \delta_x R_{\gamma}^{1/\gamma} = \sum_{k=0}^{[1/\gamma]-1} \delta_x Q_{\gamma}^{k} (Q_{\gamma} - R_{\gamma}) R_{\gamma}^{1/\gamma} - k-1 . \]
Therefore using the triangle inequality, we obtain that
\[
\|\delta_x Q_{\gamma}^{[1/\gamma]} - \delta_x R_{\gamma}^{[1/\gamma]}\|_{TV} \leq \sum_{k=0}^{[1/\gamma]-1} \|\delta_x Q_{\gamma}^k\{R_{\gamma} - Q_{\gamma}\} R_{\gamma}^{[1/\gamma]-k-1}\|_{TV} .
\] (33)

We now bound each term in the sum. Let \( k \in \{0, \ldots, [1/\gamma] - 1\} \) and \( f : \mathbb{R}^d \to \mathbb{R} \) be a bounded and measurable function. By (30), we obtain that
\[
\left|\delta_x \{R_{\gamma} - Q_{\gamma}\} R_{\gamma}^{[1/\gamma]-k-1} f\right| \leq C_{1,\gamma} \|f\|_{\infty} \gamma^{3/2} \{d + \sqrt{3}d^2 + \|x\|^2\}
\]
and therefore using Lemma 11, we get
\[
\left|\delta_x Q_{\gamma}^k\{R_{\gamma} - Q_{\gamma}\} R_{\gamma}^{[1/\gamma]-k-1} f\right| \leq C_{1,\gamma} \|f\|_{\infty} \gamma^{3/2} \{d + \sqrt{3}d^2 + (1 - m\gamma/2)^k \|x\|^2 + 2\gamma^U/m\} .
\]
Plugging this result in (33), we obtain
\[
\|\delta_x Q_{\gamma}^{[1/\gamma]} - \delta_x R_{\gamma}^{[1/\gamma]}\|_{TV} \leq C_{1,\gamma} \gamma^{3/2} \sum_{k=0}^{[1/\gamma]-1} \{d + \sqrt{3}d^2 + (1 - m\gamma/2)^k \|x\|^2 + 2\gamma^U/m\}
\]
\[
\leq C_{1,\gamma} \gamma^{1/2} \{d + \sqrt{3}d^2 + \|x\|^2 + 2\gamma^U/m\} ,
\]
which concludes the proof.

\[\square\]

**Proposition 12.** Assume \( H1 \) and \( H3 \). Then for any \( K \geq 0 \) there exists \( \tilde{\Gamma}_K > 0 \) (given in (37) in the proof), such that for any \( x, y \in \mathbb{R}^d, \|x\| \vee \|y\| \leq K \), and \( \gamma \in (0, \tilde{\Gamma}_K] \) we have
\[
\|\delta_x R_{\gamma}^{[1/\gamma]} - \delta_y R_{\gamma}^{[1/\gamma]}\|_{TV} \leq 2(1 - \varepsilon(K)/2) ,
\] (34)
where \( \varepsilon(K) \) is defined in (29).

**Proof.** First note that for any \( x, y \in \mathbb{R}^d, \gamma > 0 \), by the triangle inequality, we obtain
\[
\|\delta_x R_{\gamma}^{[1/\gamma]} - \delta_y R_{\gamma}^{[1/\gamma]}\|_{TV} \leq \|\delta_x R_{\gamma}^{[1/\gamma]} - \delta_x Q_{\gamma}^{[1/\gamma]}\|_{TV} + \|\delta_x Q_{\gamma}^{[1/\gamma]} - \delta_y Q_{\gamma}^{[1/\gamma]}\|_{TV} + \|\delta_y Q_{\gamma}^{[1/\gamma]} - \delta_y R_{\gamma}^{[1/\gamma]}\|_{TV} .
\] (35)
We now give some bounds for each term on the right hand side for any \( x, y \in \mathbb{R}^d, \|x\| \vee \|y\| \leq K \) for a fixed \( K \geq 0 \) and \( \gamma \leq 1/L \). By Proposition 9, for any \( x, y \in \mathbb{R}^d, \|x\| \vee \|y\| \leq K \) and \( \gamma \leq 1/L \),
\[
\|\delta_x Q_{\gamma}^{[1/\gamma]} - \delta_y Q_{\gamma}^{[1/\gamma]}\|_{TV} \leq 2(1 - \varepsilon(K)) .
\] (36)
In addition, consider for \( \tilde{\Upsilon} > 0, \tilde{\Gamma}_{1/2} = \tilde{\Upsilon} \wedge m/(4L^2) \). By Lemma 10, for any \( \gamma \in (0, \tilde{\Gamma}_{1/2}], \) and \( x \in \mathbb{R}^d, \|x\| \leq K, \)
\[
\|\delta_x Q_{\gamma}^{[1/\gamma]} - \delta_x R_{\gamma}^{[1/\gamma]}\|_{TV} \leq C_{1,\tilde{\Gamma}_{1/2}} \gamma^{1/2} \{d + \sqrt{3}d^2 + K^2 + 2\gamma^U_{\tilde{\Gamma}_{1/2}}/m\} .
\]
Combining this result with (36) in (35), we obtain that for any $K \geq 0$, $\gamma \in (0, \tilde{\Gamma}_{1/2}]$, and $x, y \in \mathbb{R}^d$, $\|x\| \vee \|y\| \leq K$,
\[
\|\delta_x R_\gamma^{[1/\gamma]} - \delta_y R_\gamma^{[1/\gamma]}\| \leq 2(1 - \varepsilon(K)) + 2C_{1,\tilde{\Gamma}_{1/2}} \gamma^{1/2}(d + \sqrt{3d^2} + K^2 + 2b_U^{\tilde{\Gamma}_{1/2}}/m).
\]
Therefore, we obtain that for any $x, y \in \mathbb{R}^d$, $\|x\| \vee \|y\| \leq K$, $\gamma \in (0, \tilde{\Gamma}_{1/2}]$, (34) holds taking
\[
\tilde{\Gamma}_K = \tilde{\Gamma}_{1/2} \wedge \left[\frac{\varepsilon(K)}{2C_{1,\tilde{\Gamma}_{1/2}} (d + \sqrt{3d^2} + K^2 + 2b_U^{\tilde{\Gamma}_{1/2}}/m)}\right]^2.
\]
(37)

3.4 Proof of Theorem 1
It is easy to prove that any compact set of $\mathbb{R}^d$ with positive Lebesgue measure is a small set for the Markov kernel associated with MALA (14) and in particular that $R_{\gamma}$ is strongly aperiodic and irreducible; see e.g. [7, Example 9.1.5]. The proof follows from [7, Theorem 15.2.4].

3.5 Proof of Theorem 2
Proposition 7 shows that there exist $\Gamma_{1/2} \geq \Gamma > 0$ (given in (26)-(27)) such that for any $\bar{\gamma} \in (0, \Gamma]$, $\gamma \in (0, \bar{\gamma}]$ and $x \in \mathbb{R}^d$,
\[
R_{\gamma}V_{\bar{\eta}}(x) \leq (1 - \varpi \gamma)V_{\bar{\eta}}(x) + b^{M}_{\bar{\eta},\gamma},
\]
where $V_{\bar{\eta}}$ is defined by (7), $R_{\gamma}$ is the Markov kernel of MALA defined by (14), $\bar{\eta} = m/16$, $\varpi$, $b^{M}_{\bar{\eta},\gamma}$ are specified in the statement of Proposition 7. Using [7, Lemma 14.1.10], we obtain $\pi(V_{\bar{\eta}}) \leq A_{\bar{\eta}} = b^{M}_{\bar{\eta},\gamma}/\varpi$. Therefore, we get
\[
\pi(V_{\bar{\eta}}) \leq \tilde{A}_{\bar{\eta}} = \inf_{\bar{\gamma} \in (0, \Gamma]} A_{\bar{\eta},\bar{\gamma}}.
\]
We now show (8). Using $1 - t \leq e^{-t}$ for $t \in \mathbb{R}$ and setting $\lambda = e^{-\varpi} < 1$, an easy induction implies that for any $\gamma \in (0, \bar{\gamma}]$,
\[
R_{\gamma}^{[1/\gamma]}V_{\bar{\eta}} \leq \lambda V_{\bar{\eta}} + b^{M}_{\bar{\eta},\gamma}(1 + \bar{\gamma}) .
\]
(39)

Set now
\[
M_{\bar{\gamma}} = \left(\frac{4b^{M}_{\bar{\eta},\bar{\gamma}}(1 + \bar{\gamma})}{1 - \lambda}\right) \vee 1 , \quad K_{\bar{\gamma}} = (\log(M_{\bar{\gamma}})/\bar{\eta})^{1/2} .
\]
Note that $B(0, K_{\bar{\gamma}}) = \{V_{\bar{\eta}} \leq M_{\bar{\gamma}}\}$, $\bar{\gamma} \mapsto b^{M}_{\bar{\eta},\bar{\gamma}}(1 + \bar{\gamma})$ and $\bar{\gamma} \mapsto K_{\bar{\gamma}}$ are increasing on $\mathbb{R}_+$. Then, $\tilde{\Gamma}_{K_{\bar{\gamma}}} \geq \tilde{\Gamma}_{K_{\bar{\gamma}}}$ for $\bar{\gamma} \leq \Gamma$ where $\tilde{\Gamma}_{K}$ is defined in (37), and Proposition 12 implies setting
\[
\tilde{\Gamma} = \Gamma \wedge \tilde{\Gamma}_{K_{\bar{\gamma}}},
\]
(40)
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that for any $\bar{\gamma} \in (0, \bar{\Gamma}]$, any $x, y \in \{V_\eta \leq M_\gamma\}$, and $\gamma \in (0, \bar{\gamma}]$, $\|\delta_x R^{[1/\gamma]} - \delta_y R^{[1/\gamma]}\|_{TV} \leq 2(1-\varepsilon(K_{\bar{\gamma}}))$. As a result, [7, Theorem 19.4.1] applied to $R^{[1/\gamma]}$ shows that for any $x \in \mathbb{R}^d$, $n \in \mathbb{N}$,
$$
\|\delta_x R^{n[1/\gamma]} - \pi\|_{V_\eta} \leq C_{\gamma}\{V_\eta(x) + \pi(V_\eta)\}\rho^n_{\gamma},
$$
where
$$
\log \rho_\gamma = \frac{\log(1 - 2^{-1}\varepsilon(K_{\bar{\gamma}})) \log \bar{\lambda}}{(\log(1 - 2^{-1}\varepsilon(K_{\bar{\gamma}})) + \log \bar{\lambda} - \log b_{\eta,\gamma}^{(\beta)})},
\bar{\lambda} = \lambda + (1 - \lambda)/2,
\bar{b}^{M}_{\eta,\gamma} = \lambda b^{M}_{\eta,\gamma} + M_{\gamma},
C_{\gamma} = \rho^{-1}_{\gamma}\{\lambda + 1\}{1 + \bar{b}^{M}_{\eta,\gamma}/[(1 - 2^{-1}\varepsilon(K_{\bar{\gamma}})(1 - \bar{\lambda}))].
$$ (41)

4 Extension to $H^4$

Define for any $x \in \mathbb{R}^d$ and $\eta_{\beta} > 0$,
$$
W_{\eta_{\beta}}(x) = \exp\{\eta_{\beta}(1 + \|x\|^2)\}. \quad (42)
$$

Theorem 13. Assume $H1$ and $H4(\beta)$ for $\beta \in [0, 1)$. Then, there exists $\Gamma_{\beta} > 0$ (defined in (57)) such for any $\gamma \in (0, \Gamma_{\beta}]$, there exist $C_{\gamma,\beta} \geq 0$ and $\rho_{\gamma,\beta} \in [0, 1)$ satisfying for any $x \in \mathbb{R}^d$,
$$
\|\delta_x R_{\gamma} - \pi\|_{W_{\eta_{\beta}}} \leq C_{\gamma,\beta}\rho^{\gamma\beta}_{\gamma,\beta}\{W_{\eta_{\beta}}(x) + \pi(W_{\eta_{\beta}})\},
$$
where $\bar{\eta}_{\beta} = \eta_{\beta}/2^5$.

Proof. The proof is identical to the one of Theorem 17 below in place of Proposition 7. Therefore it is omitted.

Theorem 14. Assume $H1$, $H2$ and $H4(\beta)$ for $\beta \in [0, 1)$. Then, there exist $\Gamma_{\beta}, \bar{\lambda}_{\beta} > 0$ (defined in (65) and (64)), such that for any $\bar{\gamma} \in (0, \Gamma_{\beta}]$, there exist $C_{\gamma,\beta} \geq 0$ and $\rho_{\gamma,\beta} \in [0, 1)$ (given in (66)) satisfying for any $x \in \mathbb{R}^d$ and $\gamma \in (0, \bar{\gamma}]$,
$$
\|\delta_x R_{\gamma} - \pi\|_{W_{\eta_{\beta}}} \leq C_{\gamma,\beta}\rho^{\gamma\beta}_{\gamma,\beta}\{W_{\eta_{\beta}}(x) + \pi(W_{\eta_{\beta}})\},
$$
where $\bar{\eta}_{\beta} = \eta_{\beta}/2^5$ and $\pi(V_\eta) \leq \bar{\lambda}_{\beta}$.

Proof. The proof is postponed to Section 4.4.

4.1 Bounds on the acceptance ratio

Lemma 15. Assume $H1$ and $H4(\beta)$ for $\beta \in [0, 1)$. Then, for any $\bar{\gamma} \leq (4L)^{-1} \wedge (\eta^3/(2^4L^4))$, there exists an explicit constant (see (47)) $C_{2,\bar{\gamma},\beta} < \infty$ such that for any $\gamma \in (0, \bar{\gamma}], x, z \in \mathbb{R}^d$, $\|x\| \geq \max(2k_{\beta}, \bar{k}_{\beta}, \bar{k}_{\beta})$, $\bar{k}_{\beta}$ given in Lemma 23 and $\bar{k}_{\beta}$ in Lemma 24, and $\|z\| \leq \|x\|/(4\sqrt{2\gamma})$, it holds
$$
\tau_{\gamma}(x, z) \leq C_{2,\bar{\gamma}}\|z\|^2.
$$ (44)
of Lemma 5. We show (44) using the decomposition (19). Let $\dot{\gamma} \leq (4L)^{-1} \land (m_3^2/(2^4 L_3^2))$, $\gamma \in (0, \bar{\gamma})$, $x, z \in \mathbb{R}^d$ satisfying $\|x\| \geq \max(2K_\beta, \bar{K}_\beta, \bar{K}_\beta)$ and $\|z\| \leq \|x\|/(4\sqrt{2}\gamma)$. Note that by Lemma 25, for any $t \in [0,1]$, $\|x_t\| \geq \|x\|/2 \geq K_\beta$. Therefore, using (19), H1, H4(\beta), Lemma 24, and $|ab| \leq (a^2 + b^2)/2$, we get setting

$$A_{4,0,\gamma}(x, z) = \int_0^1 D^2 U(x_t)[\nabla U(x_t)^\otimes 2]dt,$$

$$\tau_\gamma(x, z) \leq 2\gamma L_{\beta} \|z\|^2 - 2\gamma^2 A_{4,0,\gamma}(x, z) + 2(2\gamma)^{3/2} L_3^2 \|z\| \|\|x\|/(1 + \|x\|)^{3\beta/4}\|^2 + (\gamma^2/2) L_{\beta} \|z\|^2 + (2\gamma^5(1/2) L_3^2 \|z\|/(1 + \|x\|)^{3\beta/4})^2 + \gamma^2 L_3^2 \|z\|^2/(1 + \|x\|)^{3\beta/4}). \quad (45)$$

Using $\|x_t\| \geq \|x\|/2 \geq K_\beta$ again, H4(\beta) and Lemma 23 imply since $\|x\| \geq \max(2K_\beta, \bar{K}_\beta, \bar{K}_\beta)$ that

$$A_{4,0,\gamma}(x, z) \geq (m_3^2)/(2^4 L_3^2)(1 + \|x\|)^{3\beta/4}. \quad (46)$$

Note that using that $(1 + a)^{3/4} \leq 1 + a^{3/4}$ for $a \geq 0$, therefore $(1 + \|x\|)^{3\beta/4} \geq (1 + \|x\|)^{3\beta/4}$. Combining this result with (46) in (45), we obtain using $\gamma \leq \gamma^2 \leq (m_3^2)/(2^4 L_3^2)$

$$\tau_\gamma(x, z) \leq 2\gamma L_{\beta} \|z\|^2 - 2\gamma^2 A_{4,0,\gamma}(x, z) + 2(2\gamma)^{3/2} L_3^2 \|z\|/(1 + \|x\|)^{3\beta/4} + (\gamma^2/2) L_{\beta} \|z\|^2 + (2\gamma^5(1/2) L_3^2 \|z\|/(1 + \|x\|)^{3\beta/4})^2,$$

Since for any $a, b \geq 0$ and $\epsilon > 0$, $ab \leq (\epsilon/2)a^2 + 1/(2\epsilon)b^2$, and $(1 + \|x\|)^{-3} \geq (1 + \|x\|)^{-3}$, we obtain

$$\tau_\gamma(x, z) \leq \gamma \|z\|^2 \left\{ 2L + 2^{3/2} L_3^2 \epsilon^{-1} + (\gamma/2) L_{\beta}^2 + 2^{-1/2} \gamma L_3^2 \epsilon^{-1} \right\} + \|x\|^2 \gamma^2 \left\{ \epsilon \left( 2^{3/2} L_3^2 + 2^{-1/2} \gamma L_3^2 \right) - m_3^2/2^4 \right\}/(1 + \|x\|)^{3\beta/4}.$$

Choosing $\epsilon = (m_3^2)/(2^4)\left(2^{3/2} L_3^2 + 2^{-1/2} \gamma L_3^2 \right)^{-1}$ concludes the proof with

$$C_{2,\bar{\gamma},\beta} = 2L + 2^{3/2} L_3^2 \epsilon^{-1} + (\gamma/2) L_{\beta}^2 + 2^{-1/2} \gamma L_3^2 \epsilon^{-1}. \quad (47)$$

\[\square\]

4.2 Lyapunov drift condition

Proposition 16. Assume H1, H4(\beta) for $\beta \in [0, 1)$ and let $\bar{\gamma} \in \left(0, m_3^2/(2^5 L_3^2)\right]$. Then for any $\gamma \in (0, \bar{\gamma})$ and $x \in \mathbb{R}^d$,

$$Q_{\gamma} W_{\bar{\eta}_\beta}(x) \leq \exp \left\{ -\frac{\gamma m_3 \bar{\eta}_\beta \|x\|}{16(1 + \|x\|^2)} \right\} W_{\bar{\eta}_\beta}(x) + \gamma b_\beta \bar{K}_{(0, K_\beta)}(x),$$

where

$$\bar{\eta}_\beta = m_3^2 \bar{K}_\beta \bar{K}_\beta = 1 \lor \bar{K}_\beta \lor \bar{K}_\beta \lor [2^5 d/m_3]^1/(2-\beta),$$

$$b_\beta = \left\{ \bar{\eta}_\beta(1 + L/2)K_\beta^2 + d + \bar{\eta}_\beta \bar{\eta}_\beta(1 + K_\beta^2)^{1/2} \right\} e^{\gamma \bar{\eta}_\beta(1 + L/2)K_\beta^2 + d + \bar{\eta}_\beta} \left\{ \frac{16(1 + (K_\beta^2)^{1/2})}{3^2 \gamma \beta} \right\}.$$

$\bar{K}_\beta$ and $\bar{K}_\beta$ are defined in Lemma 24 and Lemma 23 respectively.
Proof. Let $x \in \mathbb{R}^d$ and $\gamma \in (0, \tilde{\gamma}]$.
By definition (13) and [1, Proposition 5.5.1, (5.4.1)], $\delta_x Q_\gamma$ satisfies a log-Sobolev inequality and since $y \mapsto (1 + \|y\|)^{1/2}$ is 1-Lipschitz we have
\[
Q_\gamma W_{\tilde{\eta}_\beta}(x) \leq \exp \left( \gamma (\tilde{\eta}_\beta)^2 + \tilde{\eta}_\beta \int_{\mathbb{R}^d} (1 + \|y\|)^{1/2} Q_\gamma(x, dy) \right)
\]
where we have used the Cauchy-Schwarz inequality in the last line. We then bound the second term. We have by Lemma 15 and Lemma 24 for $x \notin B(0, 1 \lor R_\beta \lor R_\beta)$,
\[
(\int_{\mathbb{R}^d} (1 + \|y\|^2)^{1/2} Q_\gamma(x, dy))^{1/2} = (1 + \|x - \gamma \nabla U(x)\|^2 + 2\gamma d)^{1/2}
\]
where we have used that $1 \geq t^2/(1 + t^2) \geq 1/2$ for $t \geq 1$. Since $1/(1 + \|x\|^2) \geq 1/(1 + \|y\|^2)$ and $\gamma \leq \tilde{\gamma} \leq m_\beta/(2^5 L_\beta^2)$, we get $-m_\beta/(1 + \|x\|^2) + 2^5 L_\beta^2 \gamma/(1 + \|x\|^2) \leq 0$ for any $x \in \mathbb{R}^d$. In addition, for $x \in \mathbb{R}^d$, $\|x\| \geq 1 \lor [2^5 d/m_\beta]^{1/(2-\beta)}$, $m_\beta \geq 2^5 d/\|x\|^\beta \geq 2^4 d(1 + \|x\|^2)/\|x\|^2$. Combining these two results in (51), we obtain that for any $x \notin B(0, K_\beta)$, with $K_\beta$ given in (48),
\[
(\int_{\mathbb{R}^d} (1 + \|y\|)^{1/2} Q_\gamma(x, dy))^{1/2} \leq (1 + \|x\|^2)^{1/2}(1 - 4^{-1} m_\beta \gamma/(1 + \|x\|^\beta))^{1/2}
\]
where we have used that for any $t (0, 1)$, $(1 - t)^{1/2} \leq 1 - t/2$. Since $t \mapsto t/(1 + t^2)$ is non-decreasing on $\mathbb{R}_+$, we get for any $x \notin B(0, 1)$, $16^{-1} m_\beta \|x\|^\beta/(1 + \|x\|^\beta) \geq 2^{-5} m_\beta \geq \tilde{\eta}_\beta$. This result with (50) and (52) imply that for any $x \notin B(0, K_\beta)$,
\[
Q_\gamma W_{\tilde{\eta}_\beta}(x) \leq \exp \left( -16^{-1} \gamma m_\beta \tilde{\eta}_\beta (1 + \|x\|^2)^{1/2}/(1 + \|x\|^\beta) \right) W_{\tilde{\eta}_\beta}(x).
\]
We now consider the case $x \in B(0, K_\beta)$. First note by the Cauchy-Schwarz inequality, $\|\nabla U(x)\| \leq L \|x\|$ under $H_1$, we have
\[
\int_{\mathbb{R}^d} (1 + \|y\|^2)^{1/2} Q_\gamma(x, dy) \leq (1 + (1 + \gamma L(2 + \gamma L)) \|x\|^2 + 2\gamma d)^{1/2}.
\]
Therefore using that $(1 + a_1)^{1/2} - (1 + a_2)^{1/2} \leq |a_1 - a_2|/2$ for $a_1, a_2 \geq 0$, we get
\[
\int_{\mathbb{R}^d} (1 + \|y\|^2)^{1/2} Q_\gamma(x, dy) - (1 + \|x\|^2)^{1/2} \leq 2^{-1} \gamma L(2 + \gamma L) \|x\|^2 + \gamma d.
\]
Plugging this result in (49), we get setting $A_\gamma, \beta(x) = \tilde{\eta}_\beta (2^{-1} L(2 + L)) \|x\|^2 + d + \tilde{\eta}_\beta$ that
\[
\left[ Q_\gamma W_{\tilde{\eta}_\beta}(x) - e^{-16^{-1} \gamma m_\beta \tilde{\eta}_\beta (1 + \|x\|^2)^{1/2}/(1 + \|x\|^\beta)} W_{\tilde{\eta}_\beta}(x) \right] / W_{\tilde{\eta}_\beta}(x)
\]
where we have used that $e^{a_1} - e^{a_2} \leq |a_1 - a_2| e^{a_1 \lor a_2}$ for $a_1, a_2 \in \mathbb{R}$. Combining this inequality with (53) completes the proof. \qed
Proposition 17. Assume $H1$ and $H4(\beta)$ for $\beta \in [0, 1)$. Then, there exist $\Gamma_{1/2, \beta} \geq \Gamma_{\beta} > 0$ (given in (56)-(57) in the proof) such that for any $\gamma' \in (0, \Gamma_{\beta})$, $\gamma \in (0, \gamma')$ and $x \in \mathbb{R}^d$,  
\[
R_{\gamma} W_{\eta_{\gamma}}(x) \leq \left(1 - \varpi^{(3)}(\gamma)\right) W_{\eta_{\gamma}}(x) + b_{\eta_{\gamma}}(\beta) \gamma \mathbf{1}_{B(0, \tilde{K}_{\beta})}(x),
\]
where $V_{\eta}$ is defined by (7), $R_{\gamma}$ is the Markov kernel of MALA defined by (14), $\tilde{\eta}_{\beta} = m_{\beta}/2^5$, $\varpi^{(3)} = \eta_{\beta} m_{\beta} \tilde{K}^{1-\beta}/2^7$,  
\[
\tilde{K}_{\beta} = \max(1, 2K_{\beta}, K_{\beta}, 2\tilde{K}_{\beta}, \tilde{K}_{\beta}, \sqrt{2} \tilde{b}_{1/2, \beta}/(\tilde{\eta}_{\beta} m_{\beta})^{1/(1-\beta)}),
\]
\[
\tilde{b}_{1/2, \beta} = C_{2, \Gamma_{1/2, \beta}} d + \sup_{u \geq 1} \left\{ue^{-u^2/2} \right\},
\]
\[
b_{\eta_{\gamma}}(\beta) = b_{\beta} + \gamma \eta_{\beta} m_{\beta} \tilde{K}^{1-\beta} e^{\eta_{\beta}(1+\tilde{K}_{\beta}^2)^{1/2}}/2^7 + C_{1, \gamma} \gamma^{1/2} \left\{d + \sqrt{3}d^2 + \tilde{K}_{\beta}^2 \right\},
\]
$K_{\beta}, b_{\beta}$ are defined in Proposition 16 and $C_{1, \gamma}$ in (20) and (47) respectively.  

Proof. By (16) and Proposition 16, for any $\gamma' \in \left(m_{\beta}/(2^5L_{\beta}^2)\right)$, $\gamma \in (0, \gamma')$ and $x \in \mathbb{R}^d$,  
\[
R_{\gamma} W_{\eta_{\gamma}}(x) \leq Q_{\gamma} W_{\eta_{\gamma}}(x) + W_{\eta_{\gamma}}(x) \int_{\mathbb{R}^d} \left(1 - \min(1, e^{-\tau_\beta(x, z)})\right) \varphi(z) dz
\]
\[
\leq \exp \left\{-\gamma m_{\beta} \tilde{\eta}_{\beta} \left\|x\right\|^2 \right\} \frac{16(1 + \left\|x\right\|^2)}{\gamma m_{\beta} \tilde{\eta}_{\beta} \left\|x\right\|^2} W_{\eta_{\gamma}}(x) + \gamma b_{\beta} \mathbf{1}_{B(0, \tilde{K}_{\beta})}(x)
\]
\[
+ W_{\eta_{\gamma}}(x) \int_{\mathbb{R}^d} \left(1 - \min(1, e^{-\tau_\beta(x, z)})\right) \varphi(z) dz.
\]
Let $\Upsilon_{\beta} \leq 1$ and  
\[
\Gamma_{1/2, \beta} = \min \left(\Upsilon_{\beta}, (m_{\beta}^3/(2^5L_{\beta}^4)), (8d)^{-1}\right), \quad K_{1/2} = \max\left(1, 2K_{\beta}, K_{\beta}, 2\tilde{K}_{\beta}, \tilde{K}_{\beta}\right), \quad (56)
\]
where $\tilde{K}_{\beta}$ is given in Lemma 23 and $\tilde{K}_{\beta}$ in Lemma 24. Note that $\Gamma_{1/2, \beta} \leq m_{\beta}/(2^5L_{\beta}^2)$ since $m_{\beta} \leq L_{\beta}$ and $K_{1/2} \geq \sqrt{8}\gamma d$ for $\gamma \in \left(0, \Gamma_{1/2, \beta}\right)$,  

Then, by Lemma 15 and Lemma 8 with $c = 1/2^5$, for any $x \in \mathbb{R}^d$, $\left\|x\right\| \geq K_{1/2}, \gamma \in \left(0, \Gamma_{1/2, \beta}\right)$, and $\gamma \in (0, \gamma')$,  
\[
R_{\gamma} W_{\eta_{\gamma}}(x) \leq e^{-\tilde{\eta}_{\beta} m_{\beta} \gamma \left\|x\right\|^2/2^7} W_{\eta_{\gamma}}(x) + W_{\eta_{\gamma}}(x) \left\{C_{2, \Gamma_{1/2, \beta}} d \gamma + \exp(-\left\|x\right\|^2/(2^7\gamma))\right\}
\]
\[
\leq e^{-\tilde{\eta}_{\beta} m_{\beta} \gamma \left\|x\right\|^2/2^7} W_{\eta_{\gamma}}(x) + W_{\eta_{\gamma}}(x) \gamma \tilde{b}_{1/2, \beta},
\]
where $\tilde{b}_{1/2, \beta}$ is defined in (54). Note that $\tilde{K}_{\beta} = \max(K_{1/2}, \left(2^7 \tilde{b}_{1/2, \beta}/(\tilde{\eta}_{\beta} m_{\beta})\right)^{1/(1-\beta)})$ and let  
\[
\Gamma_{\beta} = \min \left(\Gamma_{1/2, \beta}, 2^5/\left\{m_{\beta} \tilde{\eta}_{\beta} \tilde{K}^{1-\beta}_{\beta}\right\}\right). \quad (57)
\]
Then, since for any $t \in [0, 1], e^{-t} \leq 1 - t/2$, we get for any $x \in \mathbb{R}^d$, $\left\|x\right\| \geq \tilde{K}_{\beta}, \gamma \in (0, \Gamma_{\beta})$ and $\gamma \in (0, \gamma')$,  
\[
R_{\gamma} W_{\eta_{\gamma}}(x) \leq e^{-\tilde{\eta}_{\beta} m_{\beta} \gamma \left\|x\right\|^2/2^7} W_{\eta_{\gamma}}(x) + W_{\eta_{\gamma}}(x) \gamma \tilde{b}_{1/2, \beta}
\]
\[
\leq \left[1 - \gamma \left\{\tilde{\eta}_{\beta} m_{\beta} \tilde{K}^{1-\beta}_{\beta}/2^6 - \tilde{b}_{1/2, \beta}\right\}\right] W_{\eta_{\gamma}}(x) \leq \left\{1 - \gamma \tilde{\eta}_{\beta} m_{\beta} \tilde{K}^{1-\beta}_{\beta}/2^7\right\} W_{\eta_{\gamma}}(x).
\]
In addition, by (55) and Lemma 4, using that for any $t \in \mathbb{R}$, $1 - \min(1, e^{-t}) \leq |t|$, for any $x \in \mathbb{R}^d$, $\|x\| \leq \bar{K}_\beta$, $\bar{\gamma} \in (0, \Gamma_\beta)$ and $\gamma \in (0, \bar{\gamma})$,

$$R_\gamma W_{\bar{\eta}_\beta}(x) \leq W_{\bar{\eta}_\beta}(x) + \gamma b_\beta + C_1, \gamma \gamma^{3/2} \int_{\mathbb{R}^d} \{\|z\|^2 + \|x\|^2 + \|z\|^4\} \varphi(z)dz$$

$$\leq (1 - \gamma \bar{\eta}_\beta m_\beta \bar{K}_\beta^{-\bar{\gamma}} / 77) W_{\bar{\eta}_\beta}(x) + \gamma b_\beta + \gamma \bar{\eta}_\beta m_\beta \bar{K}_\beta^{-\bar{\gamma} - \gamma} e^{\bar{\eta}_\beta(1 + \bar{K}_\beta^{-1/2}) / 2} + C_1, \gamma \gamma^{3/2} \left\{d + \sqrt{3}d^2 + \bar{K}_\beta^2\right\}.$$ Combining this result and (58) completes the proof. \hfill \square

4.3 Minorization condition

**Lemma 18.** Assume $H1$ and let $\bar{\gamma} > 0$. Then, for any $k \in \mathbb{N}^*$, $\gamma \in (0, \bar{\gamma})$ and $x \in \mathbb{R}^d$,

$$\int_{\mathbb{R}^d} \|y\|^2 Q_\gamma^k(x, dy) \leq e^{k\gamma L\gamma} \|x\|^2 + 2\gamma dke^{(k-1)\gamma L\gamma},$$

where $Q_\gamma$ is the Markov kernel of ULA defined in (13), and

$$L\gamma = 2L + \bar{\gamma} L^2.$$ \hfill (59)

**Proof.** Let $\gamma \in (0, \bar{\gamma})$ and $x \in \mathbb{R}^d$. By H1, we have

$$\int_{\mathbb{R}^d} \|y\|^2 Q_\gamma(x, dy) \leq \|x\|^2(1 + 2\gamma L + \gamma^2 L^2) + 2\gamma d \leq \|x\|^2 e^{\gamma L\gamma} + 2\gamma d,$$

using that $1 + t \leq e^t$ for $t \geq 0$. A straightforward induction completes the proof. \hfill \square

**Lemma 19.** Assume $H1$ and let $\bar{\gamma} > 0$. Then, for any $x \in \mathbb{R}^d$ and $\gamma \in (0, \bar{\gamma})$, we have

$$\|\delta_x Q_\gamma^{1/\gamma} - \delta_x R_\gamma^{1/\gamma}\|_{TV} \leq C_1, \gamma \gamma^{1/2}(d + \sqrt{3}d^2 + e^{\gamma L\gamma} (\|x\|^2 + 2d)),$$

where $C_1, \gamma$ is defined in (20) and $L\gamma$ in (59).

**Proof.** Let $x \in \mathbb{R}^d$ and $\gamma \in (0, \bar{\gamma})$. Consider the following decomposition

$$\delta_x Q_\gamma^{1/\gamma} - \delta_x R_\gamma^{1/\gamma} = \sum_{k=0}^{[1/\gamma]-1} \delta_x Q_\gamma^k(Q_\gamma - R_\gamma) R_\gamma^{1/\gamma - k - 1}.$$ Therefore using the triangle inequality, we obtain that

$$\|\delta_x Q_\gamma^{1/\gamma} - \delta_x R_\gamma^{1/\gamma}\|_{TV} \leq \sum_{k=0}^{[1/\gamma]-1} \|\delta_x Q_\gamma^k(Q_\gamma - R_\gamma) R_\gamma^{1/\gamma - k - 1}\|_{TV}.$$ We now bound each term in the sum. Let $k \in \{0, \ldots, [1/\gamma] - 1\}$ and $f : \mathbb{R}^d \to \mathbb{R}$ be a bounded and measurable function. By (30) in Lemma 10, we obtain that

$$\left|\delta_x \{R_\gamma - Q_\gamma\} R_\gamma^{1/\gamma - k - 1}f\right| \leq C_1, \gamma \|f\|_{\infty} \gamma^{3/2} \{d + \sqrt{3}d^2 + \|x\|^2\}$$
and therefore using Lemma 18, we get
\[ \left| \delta_x Q_{x}^{1/\gamma} (R_{\gamma} - Q_{\gamma}) R_{\gamma}^{1/\gamma} \right| \leq C_{1, \gamma} \| f \| \infty \gamma^{3/2} \{ d + \sqrt{3}d^2 + e^{kL\gamma} \| x \|^2 + 2\gamma kd(1-L\gamma) \} . \]

Plugging this result in (33), we obtain
\[ \| \delta_x Q_{x}^{1/\gamma} - \delta_x R_{\gamma}^{1/\gamma} \|_{TV} \leq C_{1, \gamma} \gamma^{3/2} \sum_{k=0}^{[1/\gamma]-1} \{ d + \sqrt{3}d^2 + e^{kL\gamma} \| x \|^2 + 2\gamma kd(1-L\gamma) \} \]
\[ \leq C_{1, \gamma} \gamma^{1/2} \{ d + \sqrt{3}d^2 + e^{L\gamma} \| x \|^2 + 2dL \gamma \} , \]
which concludes the proof.

Proposition 20. Assume H1. Then for any \( K \geq 0 \) there exists \( \hat{\Gamma}_K > 0 \) (given in (63) in the proof), such that for any \( \gamma \in (0, \hat{\Gamma}_K) \), \( x, y \in \mathbb{R}^d \), \( \| x \| \vee \| y \| \leq K \), and \( \gamma \in (0, \hat{\gamma}) \) we have
\[ \| \delta_x R_{\gamma}^{1/\gamma} - \delta_y R_{\gamma}^{1/\gamma} \|_{TV} \leq 2(1 - \varepsilon(K)/2) , \]
where \( \varepsilon(K) \) is defined in (29).

Proof. First note that for any \( x, y \in \mathbb{R}^d \), \( \gamma > 0 \), by the triangle inequality, we obtain
\[ \| \delta_x R_{\gamma}^{1/\gamma} - \delta_y R_{\gamma}^{1/\gamma} \|_{TV} \leq \| \delta_x R_{\gamma}^{1/\gamma} - \delta_x Q_{\gamma}^{1/\gamma} \|_{TV} \]
\[ + \| \delta_x Q_{\gamma}^{1/\gamma} - \delta_y Q_{\gamma}^{1/\gamma} \|_{TV} + \| \delta_y Q_{\gamma}^{1/\gamma} - \delta_y R_{\gamma}^{1/\gamma} \|_{TV} . \]

We now give some bounds for each term on the right hand side for any \( x, y \in \mathbb{R}^d \), \( \| x \| \vee \| y \| \leq K \) for a fixed \( K \geq 0 \) and \( \gamma \leq 1/L \). By Proposition 9, for any \( x, y \in \mathbb{R}^d \), \( \| x \| \vee \| y \| \leq K \) and \( \gamma \leq 1/L \),
\[ \| \delta_x Q_{\gamma}^{1/\gamma} - \delta_y Q_{\gamma}^{1/\gamma} \|_{TV} \leq 2(1 - \varepsilon(K)) . \]

In addition, by Lemma 19, for any \( \gamma > 0 \), \( \gamma \in (0, \hat{\gamma}) \), and \( z \in \mathbb{R}^d \), \( \| z \| \leq K \),
\[ \| \delta_z Q_{\gamma}^{1/\gamma} - \delta_z R_{\gamma}^{1/\gamma} \|_{TV} \leq C_{1, \gamma} \gamma^{1/2} (d + \sqrt{3} d^2 + e^{L\gamma} (K^2 + 2d)) . \]

Consider now for \( \hat{\Gamma}_\beta > 0 \), \( \hat{\Gamma}_{1/2, \beta} = \hat{\Gamma}_\beta \wedge L^{-1} \). Combining (61)-(62) in (60), we obtain that for any \( x, y \in \mathbb{R}^d \), \( \| x \| \vee \| y \| \leq K \), \( \gamma \in (0, \hat{\Gamma}_{1/2, \beta}) \), \( \gamma \in (0, \hat{\gamma}) \),
\[ \| \delta_x R_{\gamma}^{1/\gamma} - \delta_y R_{\gamma}^{1/\gamma} \| \leq 2(1 - \varepsilon(K)) + 2C_{1, \hat{\Gamma}_{1/2, \beta}} \gamma^{1/2} (d + \sqrt{3} d^2 + e^{L\gamma} (K^2 + 2d)) . \]

Therefore, we obtain that for any \( x, y \in \mathbb{R}^d \), \( \| x \| \vee \| y \| \leq K \), \( \gamma \in (0, \hat{\gamma}) \), (34) holds taking
\[ \hat{\Gamma}_K = \hat{\Gamma}_{1/2, \beta} \wedge \left[ \frac{\varepsilon(K)}{2C_{1, \hat{\Gamma}_{1/2, \beta}} (d + \sqrt{3} d^2 + e^{L\gamma} (K^2 + 2d))} \right]^2 . \]

\[ \square \]
4.4 Proof of Theorem 14

Proposition 17 shows that there exist $\Gamma_{1/2,\beta} \geq \Gamma_\beta > 0$ (given in (56) and (57)) such that for any $\bar{\gamma} \in (0, \Gamma_\beta]$, $\gamma \in (0, \bar{\gamma}]$ and $x \in \mathbb{R}^d$, 

$$R_\gamma W_{\bar{\eta}_\beta}(x) \leq (1 - \varpi^{(\beta)}(\gamma))W_{\bar{\eta}_\beta}(x) + b_{\bar{\eta}_\beta,\gamma}^{(\beta)},$$

where $W_{\bar{\eta}_\beta}$ is defined by (42), $R_\gamma$ is the Markov kernel of MALA defined by (14), $\bar{\eta}_\beta = \eta_\beta/2\beta$, $\varpi(\beta), b_{\bar{\eta}_\beta,\gamma}^{(\beta)}$ are specified in the statement of Proposition 17. Using [7, Lemma 14.1.10], we obtain $\pi(W_{\bar{\eta}_\beta}) \leq A_{\bar{\gamma},\beta} = b_{\bar{\eta}_\beta,\gamma}^{(\beta)}/\varpi(\beta)$. Therefore, we get

$$\pi(W_{\bar{\eta}_\beta}) \leq \tilde{A}_\beta = \inf_{\gamma \in (0, \Gamma_\beta]} A_{\bar{\gamma},\beta} \cdot$$

(64)

We now show (43). Using $1 - t \leq e^{-t}$ for $t \in \mathbb{R}$ and setting $\lambda(\beta) = e^{-\varpi(\beta)} < 1$, an easy induction implies that for any $\gamma \in (0, \bar{\gamma}], x \in \mathbb{R}^d$,

$$R_\gamma^{(1/\gamma)}W_{\bar{\eta}_\beta}(x) \leq \lambda(\beta)W_{\bar{\eta}_\beta}(x) + b_{\bar{\eta}_\beta,\gamma}^{(\beta)}(1 + \bar{\gamma}).$$

Set now

$$M_\gamma^{(\beta)} = \left(\frac{4b_{\bar{\eta}_\beta,\gamma}^{(\beta)}(1 + \bar{\gamma})}{1 - \lambda(\beta)}\right) \vee 1, \quad K_\gamma^{(\beta)} = (\log(M_\gamma^{(\beta)})/\bar{\eta}_\beta)^{1/2}.$$

Note that $B(0, K_\gamma^{(\beta)}) = \{W_{\bar{\eta}_\beta} \leq M_\gamma^{(\beta)}\}$, $\bar{\gamma} \mapsto b_{\bar{\eta}_\beta,\gamma}^{(\beta)}(1 + \bar{\gamma})$ and $\bar{\gamma} \mapsto K_\gamma^{(\beta)}$ are increasing on $\mathbb{R}_+$. Then, $\tilde{\Gamma}_{\bar{\gamma},\beta}^{(\beta)} \geq \tilde{\Gamma}_{\bar{\gamma},\beta}^{(\beta)}$ for $\gamma \leq \bar{\gamma}$ where $\tilde{\Gamma}_\gamma$ is defined in (63), and Proposition 12 implies setting

$$\bar{\Gamma}_\beta = \Gamma_\beta \land \tilde{\Gamma}_{\bar{\gamma},\beta}^{(\beta)},$$

(65)

that for any $\bar{\gamma} \in (0, \bar{\Gamma}_\beta]$, any $x, y \in \{W_{\bar{\eta}_\beta} \leq M_\gamma^{(\beta)}\}$, and $\gamma \in (0, \bar{\gamma}]$, $\|\delta_x R_\gamma^{(1/\gamma)}\|_{TV} \leq 2(1 - \varepsilon(K_\gamma^{(\beta)}))$. As a result, [7, Theorem 19.4.1] applied to $R_\gamma^{(1/\gamma)}$ shows that for any $x \in \mathbb{R}^d$, $n \in \mathbb{N}$, $\gamma \in (0, \bar{\gamma}]$,

$$\|\delta_x R_\gamma^{(1/\gamma)} - \pi\|W_{\bar{\eta}_\beta} \leq C_{\bar{\gamma},\beta}\{W_{\bar{\eta}_\beta}(x) + \pi(W_{\bar{\eta}_\beta})\}/\rho_{\bar{\gamma},\beta}^n,$$

where

$$\log \rho_{\bar{\gamma},\beta} = \frac{\log(1 - 2^{-1}\varepsilon(K_\gamma^{(\beta)})) \log \lambda(\beta)}{(\log(1 - 2^{-1}\varepsilon(K_\gamma^{(\beta)})) + \log \lambda(\beta) - \log b_{\bar{\eta}_\beta,\gamma}^{(\beta)})},$$

$$\lambda(\beta) = \lambda(\beta) + (1 - \lambda(\beta))/2, \quad b_{\bar{\eta}_\beta,\gamma}^{(\beta)} = \lambda(\beta)b_{\bar{\eta}_\beta,\gamma}^{(\beta)} + M_\gamma^{(\beta)}\lambda(\beta),$$

$$C_{\bar{\gamma},\beta} = \rho_{\bar{\gamma},\beta}^{-1}\{(\lambda(\beta) + 1)\{1 + b_{\bar{\eta}_\beta,\gamma}^{(\beta)}/[(1 - 2^{-1}\varepsilon(K_\gamma^{(\beta)})] \} \}.$$
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A Technical results

Lemma 21. Assume $H_1$ and $H_3$ hold. Then $U$ satisfies (6) with $m' \leftarrow m/2$, for any $x, y \in \mathbb{R}^d$, $\|x\| \vee \|y\| \geq K + 8KL/m$.

Proof. For $x, y \in \mathbb{R}^d$, $\|x\| \vee \|y\| \geq K + 8KL/m$, it holds that

$$\langle \nabla U(x) - \nabla U(y), x - y \rangle = \int_0^1 \langle \nabla^2 U(x_t) \{x - y\}, x - y \rangle^2 \, dt,$$

with $x_t = tx + (1 - t)y$. \hfill (67)

Define $I = \{t \in [0, 1] : x_t \in B(0, K)\}$. If $I = \emptyset$, then by (67) and $H_3$, we get

$$\langle \nabla U(x) - \nabla U(y), x - y \rangle \geq \|x - y\|^2.$$ \hfill (68)

If $I \neq \emptyset$, necessarily,

$$\|x - y\| \geq 8KL/m.$$ \hfill (69)

Indeed, if this would not be true, using the triangle inequality we would have that $\|x_t\| \geq \|x\| \vee \|y\| - \|x - y\| \geq \|x\| \vee \|y\| - 8KL/m \geq K$ which would give a contradiction. Now since $I \neq \emptyset$ and is bounded, define $t_1 = \inf I$ and $t_2 = \sup I$. Note by definition, we have by continuity that $x_{t_1}, x_{t_2} \in \overline{B}(0, K)$ and therefore $\|x_{t_1} - x_{t_2}\| \leq 2K$. On the other hand, by definition, we have $\|x_{t_1} - x_{t_2}\| = (t_2 - t_1)\|x - y\|$, so $t_2 - t_1 \leq 2K/\|x - y\| \leq 1/4$ since $L \geq m$. This implies by (67), the condition that $\nabla U$ is Lipschitz and (69) that

$$\langle \nabla U(x) - \nabla U(y), x - y \rangle \geq m(1 - (t_2 - t_1))\|x - y\|^2 + \int_{t_1}^{t_2} \langle \nabla^2 U(x_t) \{x - y\}, x - y \rangle^2 \, dt$$

$$\geq m(1 - (t_2 - t_1))\|x - y\|^2 + \langle \nabla U(x_{t_2}) - \nabla U(x_{t_1}), x - y \rangle$$

$$\geq (3/4)m\|x - y\|^2 - L(t_2 - t_1)\|x - y\|^2$$

$$\geq (3/4)m\|x - y\|^2 - 2KL\|x - y\| \geq (m/2)\|x - y\|^2.$$ \hfill (69)

Combining this inequality with (68) completes the proof.

Lemma 22. Assume $H_1$ and $H_3$ hold. The function $U$ satisfies for any $x \in \mathbb{R}^d$,

$$\langle \nabla U(x), x \rangle \geq \frac{m}{2}\|x\|^2 - \tilde{C} \mathbb{1}_{B(0, \tilde{K})}(x),$$

with

$$\tilde{K} = 2K(1 + L/m) \text{ and } \tilde{C} = LR^2.$$ \hfill (69)

Proof. Using $H_1$ and $H_3$ and the additional conditions we consider here on $U$, we have for any $x \notin B(0, K)$,

$$\langle \nabla U(x), x \rangle = \int_0^{\|x\|} D^2 U(tx) [x \otimes x] \, dt + \int_{\|x\|}^1 D^2 U(tx) [x \otimes x] \, dt + \langle \nabla U(0), x \rangle$$

$$\geq m\|x\|^2 \{1 - K(1 + L/m)/\|x\|\},$$

which implies that $\langle \nabla U(x), x \rangle \geq (m/2)\|x\|^2$ for $\|x\| \geq 2K(1 + L/m)$. The final statement is an easy consequence of $H_1$ and the Cauchy-Schwarz inequality. \hfill \qed
Lemma 23. Assume \( H1 \) and \( H4(\beta) \) hold, for \( \beta \in [0,1) \). The function \( U \) satisfies for any \( x \in \mathbb{R}^d \),
\[
\langle \nabla U(x), x \rangle \geq (m_{\beta}/2)\|x\|^2/(1 + \|x\|^{\beta}) - \tilde{c}_{\beta} \mathbb{1}_{B(0,\tilde{r}_{\beta}}(x),
\]
with
\[
\tilde{r}_{\beta} = [4K_{\beta}(1 + L/m_{\beta})] \vee [4K_{\beta}(1 + L/m_{\beta})]^{1/(1-\beta)} \text{ and } \tilde{c}_{\beta} = L\tilde{r}_{\beta}^2.
\]
Proof. Using \( H1 \) and \( H4(\beta) \), we have for any \( x \not\in B(0,K_{\beta}) \),
\[
\langle \nabla U(x), x \rangle = \int_0^{K_{\beta}/\|x\|} D^2 U(tx)[x^{\otimes 2}]dt + \int_{K_{\beta}/\|x\|}^1 D^2 U(tx)[x^{\otimes 2}]dt + \langle \nabla U(0), x \rangle \geq \frac{m_{\beta}\|x\|^2}{1 + \|x\|^{\beta}}(1 - (1 + \|x\|^{\beta})K_{\beta}(1 + L/m_{\beta})/\|x\|),
\]
which implies that \( \langle \nabla U(x), x \rangle \geq (m_{\beta}/2)\|x\|^2/(1 + \|x\|^{\beta}) \) for \( \|x\| \geq \tilde{r}_{\beta} \) distinguishing the case \( \|x\| \leq 1 \) and \( \|x\| \geq 1 \). The final statement is an easy consequence of \( H1 \) and the Cauchy-Schwarz inequality.

Lemma 24. Assume \( H1 \) and \( H4(\beta) \) hold, for \( \beta \in [0,1) \). There exists \( \tilde{r}_{\beta} \geq 0 \) such that for any \( x \not\in B(0,K_{\beta}) \), \( \|\nabla U(x)\| \leq 2L_{\beta}\|x\|/(1 + \|x\|^{3\beta/4}) \) with \( \tilde{r}_{\beta} = [2LK_{\beta}/L_{\beta}] \vee [2L_{\beta}/L_{\beta}]^{1/(1-3\beta/4)} \).

Proof. Using \( H1 \) and \( H4(\beta) \), we have for any \( x \not\in B(0,K_{\beta}) \), \( x \neq 0 \), setting \( t_{\beta} = K_{\beta}/\|x\| \) and distinguishing the case \( \|x\| \leq 1 \) and \( \|x\| \geq 1 \),
\[
\|\nabla U(x)\| = \left\| \nabla U(0) + \int_0^{t_{\beta}} \nabla^2 U(tx)xdt + \int_{t_{\beta}}^1 \nabla^2 U(tx)xdt \right\| \\
\leq LK_{\beta} + L_{\beta}\|x\|/(1 + \|x\|^{3\beta/4}) \leq 2L_{\beta}\|x\|/(1 + \|x\|^{3\beta/4}) ,
\]
which completes the proof.

Lemma 25. Assume \( H1 \). Then, for any \( t \in [0,1] \), \( \gamma \in (0,1/(4L)] \) and \( x, z \in \mathbb{R}^d \), \( \|z\| \leq \|x\|/(4\sqrt{2}\gamma) \), it holds
\[
\|x + t\{-\gamma \nabla U(x) + \sqrt{2}\gamma z}\| \geq \|x\|/2 .
\]

Proof. Note that for any \( x \in \mathbb{R}^d \), \( \nabla U(x) = \nabla U(0) + \int_0^1 \nabla U(sx)ds \) and therefore \( H1 \) implies that \( \nabla U(x) \leq L\|x\| \). Let \( t \in [0,1] \), \( \gamma \in (0,1/(4L)] \) and \( x, z \in \mathbb{R}^d \), \( \|z\| \leq \|x\|/(4\sqrt{2}\gamma) \). Using the triangle inequality, we have since \( t \in [0,1] \)
\[
\|x + t\{-\gamma \nabla U(x) + \sqrt{2}\gamma z}\| \geq (1 - \gamma L)\|x\| - \sqrt{2}\gamma \|z\|. 
\]
The conclusion then follows from \( \gamma \leq 1/(4L) \) and \( \|z\| \leq \|x\|/(4\sqrt{2}\gamma) \). \(\square\)