Abstract—Contrails are condensation trails generated from emitted particles by aircraft engines, which perturb Earth’s radiation budget. Simulation modeling is used to interpret the formation and development of contrails. These simulations are computationally intensive and rely on high-performance computing solutions, and the contrail structures are not well defined. We propose a visual computing system to assist in defining contrails and their characteristics, as well as in the analysis of parameters for computer-generated aircraft engine simulations. The back-end of our system leverages a contrail-formation criterion and clustering methods to detect contrails’ shape and evolution and identify similar simulation runs. The front-end system helps analyze contrails and their parameters across multiple simulation runs. The evaluation with domain experts shows this approach successfully aids in contrail data investigation.
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1 INTRODUCTION

Aircraft engines emit hot gases and particulates such as carbon dioxide, water vapor, hydrocarbon, and soot particles. Under sufficiently low ambient temperature, the soot particulates form visible white lines in the sky by condensing water vapor. These visible white lines become additional ice clouds in the form of condensation trails called contrails. Under the right conditions, contrails can spread up to several square kilometers and become indistinguishable from natural clouds. Like regular cirrus clouds, contrail cirrus clouds have two competing effects on climate. They shade the Earth by reflecting incoming sunlight into space. At the same time, they trap heat radiating from the Earth’s surface, particularly at night, causing warming of the air below. Contrails heighten the effect of global warming, accounting for more than half (57%) of the entire climate impact of aviation [89]. With the growing air traffic leading to an increase in aircraft emissions of contrails over the last two decades, scientists are trying to find how and to which extent engine architectures, different fuels, and atmospheric conditions contribute to climate change [69].

Computational Fluid Dynamics (CFD) experts analyze contrail formation using computational aircraft engine simulation models [67]. These models are complex and require high-performance computing (HPC) power. Each simulation model is run several times with different input parameters and boundary conditions to generate spatio-temporal, multivariate output, often in the form of ensemble data. Because of the data complexity, domain experts leverage pre- and post-processing to balance computational and human effort. As part of post-processing, they often seek the help of data visualization to interpret the output—Paraview is used to calculate and visualize basic quantities related to, for example, particle diameters, and Python scripts are used to average and plot, for example, the ice particle radius as a function of the distance from the jet (see Supplemental Materials). These basic explorations do not support, however, the comparative analysis of ensemble members, do not capture the contrail shape or relationships among the input, output, and the model used, nor do they help define the contrail characteristics.
The visual analysis of contrail data needs to meet several challenges. First, due to the complexity of the problem, contrail simulations depend on an unusually large number of parameters ($> 30$), and visualizing these many parameters in a meaningful way is difficult. Second, the contrail problem requires complex computational modeling, which tends to introduce modeling errors—for example, our collaborators have been experimenting and struggling with details in the computational models for several years. Thus, creating visualizations that can expose such modeling errors is necessary. Third, identifying the contrail and characterizing its structure and evolution in meaningful visual ways is difficult due to the lack of an appropriate computational approach. Fourth, detecting similarities among simulation runs likely depends on the spatial constructs produced at the output, which are not well defined. Last, the HPC-generated data is very large ($> 100$ GB, or rather GiB), which poses a challenge to effective visualization.

In this work, we present an interactive visual computing framework to analyze contrail ensemble data—in particular, multiple airplane engine simulation runs. The system back-end leverages clustering methods to detect the shape and evolution of contrails, and then group together similar simulation runs. The system front-end provides the means to analyze contrails and their parameters over time.

The contributions of this work are: 1) a description of the application-domain data and tasks, with an emphasis on quantifying the contrail spatial features and identifying their similarities; 2) a characterization of the properties and criterion of contrails formation, and a description of an algorithm to detect contrail shapes and their characteristics; 3) the process of blending data mining and interactive visual encodings to explore contrail trends through clustering, as well as contrail evolution using a customized tracking graph and 3D views; 4) an implementation of the resulting design in a novel visual analysis system; 5) an evaluation by domain experts, showing the effectiveness of the system.

2 RELATED WORK AND BACKGROUND

Contrail Background. Aircraft emissions alter the chemical composition of Earth’s atmosphere by creating ice clouds known as contrails [81]. The transformation of contrails from initially line-shaped to indistinguishable natural clouds occurs throughout the life cycle of the contrail, which is represented by four regimes [29,68]. The first regime, the jet regime, occurs a few seconds after emission; the second one, the vortex regime, occurs minutes following the first phase; next, the dissipation regime follows minutes after the vortex regime; and finally, the diffusion regime continues a few hours after the dissipation regime [68]. Due to these multiple regimes, contrail modeling is challenging, and requires multiple resource-intensive HPC-generated simulations with many parameters ($> 30$). Environmental research has been carried out for the different regimes of the wake, using in situ measurements [84] or satellite observations [61] to understand contrail formation and its effect on the environment.

This work mainly looks at the jet regime. Paoli et al. [67] have observed that in this regime contrails start forming at the engine’s edge, at lower temperature and higher humidity. However, the main focus of previous research was on simulation modeling and achieving optimal simulation parameters for contrail formation. In contrast, we present a visual analytics framework to analyze the simulation input, model, and output (I/O) parameters, to compare simulation runs, and to support the in-depth analysis of contrail formation and its longitudinal progression.

Computational Fluid Dynamics and Natural Science Visualization. Data visualization plays an essential role in the scientific studies of natural phenomena, from fluids to dark-matter [1, 15, 22, 34, 35, 56, 78]. Analyzing spatio-temporal relationships in these data often requires extracting features and exploring attributes [2, 60]. Similarly, in this work, we detect and extract contrail-related spatio-temporal features.

Multiple coordinated views are a common technique used in computational fluid dynamics (CFD) to analyze regions of interest while reducing visual occlusion [20]. Demir et al. [19] distinguish spatial locations and variations of the flow data by analyzing the statistical properties of 3D ensemble fields. However, they only considered the whole data distribution. In contrast, we consider both individual and overview levels of the data.

In natural science visualization, volume-renderings [46] are incorporated to reveal important features of 3D fields. Liu et al. [48] created a single volume by modeling the ensemble members as a Gaussian Mixture Model at each grid point. Lukaszyk et al. [52] applied Gaussian filtering and direct volume rendering to identify viscous fingers from salt concentration. In this work, we follow a similar approach to obtain a 3D representation of the ensemble data, using direct volume rendering to identify contrail-related spatio-temporal features.

Ensemble Visualization. Ensemble data is a collection of outputs generated from different executions of the same simulation models with slightly varying parameters [36], or executions of different simulation models [31, 73, 75]. This data is usually generated to model initial boundary conditions [75, 96], investigate parameters [8, 33, 92, 96], analyze uncertainty [8, 65, 79] or compare different ensemble models [73, 75]. Due to the advancement of computational power and data acquisition tools, ensemble data is generated at an unprecedented rate throughout varied disciplines [36, 88]. Yet, its complex nature makes it difficult to analyze [91] and visualize [43, 74].

Often statistical summaries such as mean, variance [62, 93], modeling probability distributions [7, 76], and clustering methods [25, 26] are used to reduce the complexity of the ensemble data. Summary-based visualization techniques such as summary statistics [66], probabilistic features [70, 72], color maps, contours, animation [17, 71], contour box-plots [93], curve box plots [62], spaghetti plots [79], and glyph-based visualization [37, 71] are used to display the overview and find relationships between ensemble members. Nonetheless, these techniques do not work well with large data, with the analysis of many parameters, or with a detailed distribution of ensemble members. In contrast, we incorporate customized encodings to show the large ensemble data, emphasizing parameters and individual ensemble members.

Temporal trend analysis is an important task in ensemble visualization. Many techniques rely on either juxtaposing multiple views [92] or superimposing plots at different time steps [27] to explore temporal trends of ensemble data. However, these methods have scalability problems and can result in visual cluttering. Time-series plots [10, 39], uncertainty cones [65], and curve boxplots [62] have also been introduced. Yet, these visualizations do not provide details of the members at specific time points. On the contrary, our analysis focuses on the overview of the simulation members at a given time.

Coordinated multiple-views have been adopted to analyze both input parameters and output ensemble data. These aggregated views may include multi-chart visualization [18, 19, 39], colored overlays [9], series of parallel coordinates plots [49], or various types of tracking graphs [13, 52, 94]. Luciani et al. [50] used multiple-linked views to explore multi-run ensemble simulation and facilitated the understanding of ensemble characteristics, but did not consider the correlation between I/O parameters or the direct comparison between ensemble members. Similarly, our work builds on ensemble data emphasizing the run characteristics; however, our focus is on the relation between I/O parameters and simulation output.

Clustering, Distance Measures. In ensemble visualization, clustering methods are used to group members to reveal meaningful patterns in the data. K-means [19, 83], hierarchical clustering [92], and DBSCAN [47] are the most common clustering algorithms. Clustering methods can use different common distance measures such as the Euclidean [26, 27, 30, 44, 85], the Manhattan [11], the Mahalanobis distance [40, 59] or application- or data-specific measures that use scalar values as the feature vectors [44], or sums of squared intensity differences [14], etc. In this work, we incorporate traditional distance measures and domain-specific characteristics to achieve relevant clustering results for our domain problem; details of our approach are discussed in Section 3.4.

3 SYSTEM DESIGN AND OVERVIEW

The present project was designed and developed through an interdisciplinary collaboration between two research groups over two years. Due to the 2020 pandemic, the collaboration was remote. Our team consisted of a mechanical engineering research group composed of a senior domain expert and a graduate student, and a visual computing team composed of a senior visualization expert and two graduate students.
The team met on a weekly basis to discuss simulation generation, data processing, and the system’s design. Feedback from the collaborators was incorporated into the design. This project used an Activity-Centered-Design (ACD) approach [55] to design the visual computing framework. The ACD paradigm is an extension of the Human-Centered-Design paradigm, focusing on user activities and workflows. Using this paradigm, the team met over multiple sessions to determine functional specifications, prototype, evaluate encodings and interfaces, and decide upon necessary changes.

Our computational back-end was built using Python with pandas, sci-kit-learn, NumPy, and Jupyter. The front-end was developed using JavaScript with D3.js [12] and WebGL.

### 3.1 Activity Analysis

Our collaborators had extensive experience in ParaView [5] with OpenFOAM [42] in post-processing, although they could not compare or validate multiple simulations simultaneously, nor characterize the contrail. To visualize a contrail in ParaView, they would color-code the particles by diameter size and consider any diameter larger than the initial soot diameter as an indicator of ice or contrail formation. Additionally, they manually checked the input parameters and boundary conditions to validate the simulation data, and used Python to plot basic output quantities (see Supplemental Materials). Investigating the contrail formation, defining their characteristics and their evolution, and identifying similar members was impossible due to a lack of an appropriate computational approach. Furthermore, they wished to compare multiple outputs and input/model conditions, for which capabilities were limited, even with the use of scripts. They were also concerned whether the model behaved appropriately, and they were further concerned with data quality.

After multiple meetings with the collaborators, we summarize the functional requirements for the project as activities below:

- **A1.** Explore multiple simulation runs and determine whether the model behaves as expected
- **A2.** Summarize a set of simulation runs
- **A3.** Derive a contrail formation criterion
- **A4.** Characterize the contrail structures
- **A5.** Analyze the contrail structures temporally
- **A6.** Analyze simulation runs based on contrail characteristics
- **A7.** Identify run similarities based on input, model, and output parameters

The non-functional requirements included a request for an easy-to-access visual framework that efficiently handles large ensemble data, data quality awareness, and the ability to visually handle the variability of I/O parameters across simulations.

### 3.2 Data

Generating the data for an ensemble member can take up to several days and requires HPC power to extract relevant information. The data are large (>100 GiB), and are generated from multiple computer-generated aircraft engine simulations. Each simulation is run with different user-defined categorical input and model parameters (e.g., aircraft engine type, grid resolution, geometry, scope, etc.), and with different boundary conditions. This process generates multiple output ensemble members, also referred to as simulation runs. Each run contains details about particle trajectories, as well as numerical properties, which are used to analyze contrail formation for each engine type. Each output ensemble consists of multiple time steps (ranging from 10 to 15), and each time step features particle numerical attributes such as position, temperature, diameter, ice label, and pressure. The data consisted of a total of 29 simulation runs, where 19 of the runs had multiple time steps, and 10 of the runs yielded the final full-grown contrail structure.

### 3.3 Contrail Formation Criterion

We considered the physics of the problem to describe the process of contrail formation, and to define its structure (A3). In high relative humidity, for example in the tropics, and at high altitudes, contrails are formed in the jet plume when moist and unsaturated hot-exhaust gases mix with the cold ambient air [3]. This mixing process is illustrated in the water-vapor partial pressure-temperature plot shown in Fig. 2.

Assuming that the vapor and heat diffuse at the same rate and the flow is adiabatic (i.e., a process without transfer of heat to or from a system), the mixing can be represented as a straight line called a mixing line. The saturation curves for liquid water $S_{liq}$ and ice $S_{ice}$ can then be derived from the Clausius-Clapeyron equilibrium equations for a perfect gas as follows:

$$\frac{d\ln S_{liq}}{dT} = \frac{E_{liq}(T)}{R T^2}$$

$$\frac{d\ln S_{ice}}{dT} = \frac{E_{ice}(T)}{R T^2}$$

where $E_{liq}$ is the latent heat of evaporation, $E_{ice}$ is the latent heat of sublimation (i.e., the transition of a substance from its solid state to directly to its gas state), $T$ is the temperature, $R$ is the molar gas constant and $R = 8.31 J \text{mol}^{-1} \text{K}^{-1}$.

When a fluid element traverses through the mixing line, it first reaches ice saturation, then liquid saturation (Fig. 2). If the mixing line does not cross the liquid saturation curve, the contrail will not form. On the other hand, if the mixing line crosses the liquid saturation curve, the contrail will form and persist. However, after crossing the liquid saturation, if the mixing line crosses the liquid saturation again, the contrail will form but will not persist.

### 3.4 Computational Back-end

The complex simulation data goes through several transformation and computation steps in the back-end (Fig. 3, steps B-J) before it can be used in the visual computing framework (Fig. 3, steps K-O). First, the data (Fig. 3, step A) is pre-processed (Fig. 3, steps B-D), and then several algorithms are applied (Fig. 3, steps E-J) to extract relevant information for the visual front-end. Pre-processing can take up to 30 min on an 8GB Nvidia GeForce RTX 2070 GPU, and Intel 3.6GHz CPU machine, depending on the size of the simulation runs. The data workflow in the computational back-end is presented below.

#### 3.4.1 Data Conversion

The simulations can be run on 2D grid structures (Fig. 3, step B) or 3D grid structures (e.g., cylindrical grid [90]) (Fig. 3, step D). In this work, we deal with both types of grid structures, 2D and 3D, where the simulation captures particle trajectories up to a few seconds after they exit the aircraft engine jet. Because the contrail problem is symmetric, whenever 2D data was provided, we converted the particle data to 3D (Fig. 3, step C) by rotating the axis aligned with the jet axis; in our case, the X-axis.
The 3D reconstruction of the jet plume based on 2D data is a legitimate post-processing methodology to study the contrail dynamics. The flow-field is statistically two-dimensional and axis-symmetric, which means that, when averaged over many (ideally infinite) realizations, it will only depend on the axial and radial coordinates. Even if a single realization (an instantaneous “picture”) of the contrail would still be three-dimensional, the Lagrangian particle tracking implemented in the solver is able to capture these effects in a 2D setting. This is due to the random motion of particles seeded in the flow, which span regions with different levels of temperature and vapor concentration. Examining the result in 3D is necessary even with 2D grids because the output is judged in relation to the physical phenomenon observed in nature.

3.4.2 Ensemble Member Similarity Measurement

To support activities A6 and A7, we implemented two approaches to identify similar ensemble members, based on our collaborators’ requirements. The first approach identifies similar members according to the I/O and model parameters (A7) (Fig. 3, step E). The second approach finds similar members based on the shape of the contrails (A6) (Fig. 3, step F).

Contrail Attribute Computation. Given the contrail formation criterion, for each time step, we extracted the following contrail characteristics: mean temperature, number of ice particles, the total mass, and the length of the ice (Fig. 3, step E). Our collaborators and we arrived at this set of characteristics through repeated exploration of the data. These characteristics enable us to analyze the correlations and similarities between input and model parameters and output. We determined for each time point the mean temperature and the number of particles that have turned into ice, and the total mass and length of the ice particles. Hence, selecting the right distance metric is essential to achieve accurate results. To solve this, we used the Gower distance, a measure to find the similarity between datasets consisting of mixed type attributes [32]. The Gower distance $GD_{xy}$ of two ensemble members $x$ and $y$ is calculated as the average of partial closeness across $n$ attributes:

$$GD_{xy} = \frac{1}{n} \sum_{i=1}^{n} P_{xyi}$$ (4)

where $P_{xyi}$ denotes the partial similarities of attribute $i$. The distance between two members is the average of all attribute-specific distances; ranges between 0 and 1. For a numerical attribute $i$, the partial similarity between two members $x$ and $y$ is:

$$P_{xyi} = 1 - \frac{|V_{xi} - V_{yi}|}{\max(V_i) - \min(V_i)}$$ (5)

where $V_{xi}$ and $V_{yi}$ are the attribute values of member $x$, $y$ and the range of the attribute $i$ is between $\max(V_i) - \min(V_i)$. For a categorical attribute, the partial similarity between two members $x$ and $y$ is 1 if both members have the same value and 0 otherwise.

$$P_{xyi} = \begin{cases} 1, & \text{if } V_{xi} = V_{yi} \\ 0, & \text{if } V_{xi} \neq V_{yi} \end{cases}$$ (6)

Our algorithm for finding similar ensemble members based on I/O and model parameters is the following: 1) we take the I/O and model parameters as attributes for all members, throughout all simulation runs; 2) we calculate the Gower distance for each pair of members, which
is then used as the distance metric for the KNN clustering method; 3) we compute the five most similar members based on the I/O and model parameters for each member.

**Contrail Shape Detection.** Determining the shape and spread of the contrail was important to the domain experts, who wished to understand the evolution of contrail structures and their spatial characteristics (A6). In computational geometry, many algorithms have been introduced to compute the shape of a set of points. Jarvis [41] proposed an algorithm to estimate shape as a generalization of the convex hull of a planar point set. Edelsbrunner et al. [23] later introduced a mathematical definition of shape and proposed an algorithm to find the shape of a planar point set called $\alpha$-shape. Their algorithm is based on Delaunay triangulations [45]. In this work, we incorporate Edelsbrunner’s definition and calculate the 2D contrail shape based on the $\alpha$-shape algorithm (Fig. 3, step F).

Our procedure is: 1) for a specific time step of a simulation run, consider the $(X,Y)$ coordinates of the ice particles (Fig. 4.A); 2) calculate the $\alpha$-shape for that time step, where we only preserve the outer border and return a set of pairs representing the edges of the $\alpha$-shape (i.e., a set of points at the boundary) (Fig. 4.B); 3) chronologically add the points to a list to get all the points contributing to the shape of the contrail (Fig. 4.C).

**Similar Members Based on the Contrail Shape.** We apply KNN to each member to determine the five most similar ensemble members based on their shape (A6). Initially, we used the Hausdorff distance [86], which is commonly used to determine similarities between two object shapes [38] (Fig. 3, step F). Yet, because this measure is susceptible to outliers and noise data, it did not yield accurate results in our case. Moreover, our collaborators wished to consider shape characteristics such as the area of the shape, its length, height, and slope. Therefore, we later followed a different approach where we first applied noise filtering and then extracted the shape characteristics.

**Noise Filtering and Similar Shape Detection.** There are cases where a few particles veer off from the contrail structure and still turn into ice. These distant particles affect the overall shape of the contrail as determined by the $\alpha$-shape algorithm (Fig. 4), and thus also the subsequent similar shape detection results. The experts agreed that such particles can be safely filtered out. To this end, we performed least squares linear regression on the 2D projected points in the structure’s upper half. A distance threshold from the regression line was determined heuristically as five times the vertical standard deviation of all the ice particles in that time step. The experts agreed that particles higher than this threshold (respectively lower in the symmetric lower half) could be safely skipped. After removing this noise and consulting with the experts, we then extracted the characteristics for each shape, and, for each member, we applied KNN to identify the five most similar ensemble members.

3.4.3 Contrail Group Detection and Tracking

For an in-depth exploration of contrail formation, in each simulation run, we identified particles that turned into ice and the number of ice clusters present at each time-step (A4) (Fig. 3, step H). The experts were interested in identifying large contrail structures, their characteristics, distribution, and evolution over time.

We applied the DBSCAN algorithm [24] to determine the number of ice clusters present in a specific time step, as DBSCAN can discover clusters of arbitrary shapes based on the spatial density of ice particles (see the Supplemental Materials). The model generated using DBSCAN is dictated by the threshold distance $\epsilon_{SV}$, which is used to determine whether two points are neighbors or not. To determine the optimal $\epsilon_{SV}$ value, we used a algorithm similar to the one by Rahmah et al. [77], which calculates the Euclidean distance of each pair of particles. For each particle, we sort the closest distance to the neighbors in ascending order and then consider the distance of the k nearest neighbors (k=3). The distance values are then represented as a curve, where $\epsilon_{SV}$ corresponds to the point of maximum curvature (i.e., critical change in the curve), which is calculated using the Satopaa et al. technique [80].

In short, our proposed algorithm to identify contrail structures (Fig. 3, step H) is the following: 1) for a specific time point, we only consider the particles that have turned into ice; 2) we calculate the optimal $\epsilon_{SV}$ value to run the clustering algorithm; 3) we run the DBSCAN algorithm to find the clusters (i.e., contrail structures) for the present time step; 4) we repeat the above steps for every time step of a simulation run.

Next, we process the contrail group structures that were identified previously, in order to track their progress across a simulation run (see Supplemental Materials). This process determines the temporal context of the contrail evolution and captures the formation, dissipation, merging, and splitting of contrail structures. In addition, this process helps to determine the number of particles in each group and their characteristics (e.g., the length or mass of different clusters).

3.5 Visual Front-End

We used a parallel prototyping approach [21], due to its proven success in making better design choices, and in stimulating more detailed and constructive feedback compared to serial prototyping. The design of our framework is based on multiple coordinated views, which support both overview and details, and provide the ability to visually integrate multivariate spatio-temporal ensemble data (A1). The final design leverages qualitative feedback from our collaborators. The visual front-end consists of four main views: 1) An Input and Output Parameter View (Fig. 1.B, C) assists in providing a summary of the simulation run parameters (A2, A7); 2) A 3D Plume Projection View (Fig. 1.D) supports the examination of simulation particles and contrail formation (A1, A2); 3) A Contrail Evolution View (Fig. 1.E) allows exploring the contrail temporal progression (A4, A5); and 4) An alternative Similar Shape Exploration View (Fig. 7.A) aids in the identification and analysis of similar simulation runs (A6, A7).

3.5.1 Input and Output Parameter View

This view provides a guided summary of the ensemble members’ simulation parameters. The view helps identify areas of interest across...
We arrived at a custom colored-tile glyph (Fig. 1.B) that maps the attributes. We group the ensemble members per parameter, for easier interpretation. The design process explored a wide range of possible temporal encodings, many of which showed scalability problems.

Fig. 5. Run analysis. (A) Filtering by two-stream aircraft engine and coarse-grid reveals (B) a large group of simulation runs with these settings (see the color legend in A and the tile glyph in B). (C) Two groups are also revealed, with low mean temperature in the filament plot. The distributions of (D) soot particles, and (E) ice particles for a specific time step can be further examined. The filtered simulations show that contrails start to form further from the jet exit. (F) Filtering the simulation based on diameter values reveals that most ice particles have large diameters.

Finding a suitable visualization for a large number of categorical input variables (>30) proved to be challenging. After multiple attempts, we arrived at a custom colored-tile glyph (Fig. 1.B) that maps the parameters to what was originally an airplane-inspired shape (e.g., aircraft attributes on the fuselage, simulation boundary conditions on the first left-wing, particle attributes on the first right-wing, etc), but evolved into a general two-dimensional glyph. We designed this glyph (see Supplemental Materials), intuitive to the experts, through multiple feedback-driven prototypes that explored rich, dynamic shapes and colors.

Visualizing the large set of categorical values with the glyph was still a challenge, as the color-dense resulting display was overwhelming to the experts. Fortunately, we realized that many simulation runs had the same input parameters. Our collaborators agreed that they were mainly interested in the effect of the differences in parameters between members. Therefore, instead of showing increasingly complex tile glyphs with various colors, we emphasized the differences between parameter settings for all simulations through color. This approach provided an elegant solution to the challenge of large numbers of input parameters. Furthermore, this representation enabled us to group ensemble members with the same parameters, and show a single group representative glyph.

Glyph tooltips provide additional details about each attribute. To reduce cognitive load, a color legend for the glyph is provided within the input parameter panel. The panel consists of the attribute names, their values, and the glyph color mapping (Fig. 1.A).

The output simulation parameters are sequential event-based attributes. Mean values for each time step were computed for these attributes. We group the ensemble members per parameter, for easier progression interpretability. The design process explored a wide range of possible temporal encodings, many of which showed scalability problems. After several sessions, the design process focused on a promising encoding called a filament plot [28]. Filament plots emanate from a common root, then proceed in a left-to-right direction aligned with the time sequence. We used a plot for each attribute, where each filament represents the entire observation period for an ensemble member’s output attribute, with dots along the filament to indicate time stamps. The currently selected run is highlighted with color. To account for inter-member attribute variability, the curvature degree for the filament at each time step encodes the relative change from the previous attribute value, where upward rotation indicates value increases and vice versa for the downward rotation.

3.5.2 3D Plume Projection View

To support the evolution and comparison of two simulations, the 3D plume projection view (Fig. 1.D) displays the particle distribution over time, color-coded based on a set of pre-selected attributes such as temperature or diameter (A1, A2). The plume denotes the aircraft jet engine exhaust.

We applied direct volume rendering (Fig. 3, step G) to analyze the 3D simulation of ensemble members over time, emphasizing the spatial features, formation, and evolution of the contrail structures (A2) that are released through the plume. As each simulation run can contain up to millions of particles, the slow rendering time can affect the system’s overall efficiency, which was a concern for the domain experts. Therefore, we incorporated volume rendering to efficiently show the detailed distribution of the ensemble data without compromising important information. Our method works well as the size of the volumetric data does not increase with the number of particles. Based on the contrail criterion and feedback from the domain experts, we used the temperature, the diameter, the ice label, and the group of contrail particles to calculate the density distributions of the particle data. After extracting the volumetric data, we applied a direct volume rendering technique—namely, ray casting—using WebGL, which provided better image quality than other methods.

Additionally, as required by the domain experts, animations of all simulation runs show the progression of contrails throughout the whole simulation, and filtering options are available based on the particles’ physical properties (Fig. 5.F). Different shader options are provided for better readability of the simulation results based on their attributes (e.g., particle temperature). We used the MIP shader to identify the distribution and overall shape of the contrail group structures (Fig. 6.A). Additional shaders can be selected to render the clusters of particles, and the filtering slider can be used to filter the particles based on their cluster group. A time slider allows exploring specific time steps.

3.5.3 Contrail Evolution View

The contrail evolution view (Fig. 1.E) displays the progression of contrail structures during a simulation run through a customized node-link diagram (A4, A5). In particular, the domain experts wished to understand contrail evolution, and whether and how contrail structures merge. We first tried a node-link encoding with a forced layout because it correctly captured the contrail grouping. However, it did not preserve the temporal aspect of the data, so we customized it to follow
We evaluated our solution through a combination of multiple demonstrations and case studies involving two domain experts who are also co-authors of this paper. Our evaluators were not involved in the development of the visual framework at all stages, but provided qualitative feedback regularly, through weekly online meetings. Apart from the regular design feedback sessions, we completed two case studies remotely, using screen sharing and note-taking along with the think-aloud method. The exploration of the interface was directed by the domain experts, and the first author following their instructions. We analyzed 19 simulation runs during the first case study, and another 10 simulation runs for the second case study.

### 4.1 Case study 1: HPC Data Quality Validation and Contrail Evolution Analysis

This case study focused on exploring the correctness of the numerical model and simulation, and visually validating the contrail detection approach (A1, A2, A3). To achieve these goals, our collaborators focused on examining the contrail evolution, checking the results against their practical experience, and then determining commonalities among multiple simulation runs.

Domain experts associate contrail formation with particle temperature; hence the exploration started by selecting one member in the 3D plume view (Fig. 5.D), to visually check the contrail structures as a function of temperature (A1). Before inspecting the simulation step by step, the experts checked the simulation progression as an animation. They observed that particles near the exit at the beginning of the simulation had a higher temperature, as expected, because the jet exit is very hot. Moreover, they confirmed that the particle temperature started to cool off as they traveled further from the jet exit. The animation further revealed that the mean temperature decreased over time. Next, the experts investigated the position of the contrails and the relative temperature at the final time step of the simulation (Fig. 5.D) by filtering the particles that turn into ice (Fig. 5.E). They noted that, in practice, contrails start to form at a short distance from the aircraft jet exit, where particles have cooled enough to form ice when coming in contact with water vapor. Our evaluators were pleased to notice that the detected contrail structures also started at a short distance from the jet engine. This observation was backed up by the 3D views of the other simulation runs (Fig. 1.D, left). Another finding was the formation of several small contrail structures close to the jet engine exit, followed by the main plume (A3). The experts further noted that the Lagrangian model used in the simulation determines regions of highly fluctuating supersaturation, which manifest as gaps in Figs. 5–7.

Encouraged by this visual confirmation, the group selected another simulation run in the second 3D view for further validation and comparison of particles’ properties with the first simulation run (Fig. 1.D, right) (A2). The second simulation had the same overall characteristics. When they analyzed the particle distribution based on diameter values, most particles showed larger diameters than expected (Fig. 5.F). From this observation, the senior domain expert noted that particles should have much smaller diameters as they turned into ice and showed his concern about the calculation for that particular simulation. Going through the simulation parameters and conditions later offline, they confirmed that the simulation used the wrong initial conditions and, thus, produced incorrect results. The domain expert mentioned that they often use ParaView [5] to manually validate the output, which can be exhaustive and prone to error. Instead, our 3D view facilitated an easy exploration and validation of the contrail structures in multiple aircraft engine simulations.

In a follow-up meeting, the domain experts wanted to evaluate parameter differences between simulation runs. They focused on the colored-tile glyphs (Fig. 1.B), where similar simulations were grouped based on their input and boundary conditions (A7). The evaluators immediately remarked on the large number of simulations that shared the same parameters (Fig. 5.B). They noted that this was unsurprising, as many simulations were run using two-stream aircraft engines and a coarse grid. Next, they observed changes in the simulation outputs over time; and moved their focus to the filament plots (Fig. 1.C). Specifically, they wished to understand the temperature patterns because the forma-
tion of contrails depends on whether the temperature is low enough. Filtering by low mean temperature (Fig. 5.C), the experts found two groups of simulation runs, with one having lower temperatures throughout the whole simulation (A7).

In the end, the group selected a member with a low mean temperature in the first 3D view (Fig. 1.D). After getting a sense of the whole simulation using the 3D animation, they moved on to the contrail evolution view to observe contrail structure formation and whether they merged or dissipated as they evolved (Fig. 1.E) (A5). There was a larger group structure and multiple smaller groups for each time step. Likewise, in each time step, the smaller groups generally merged into larger groups. To see where these larger structures form in the simulation, they moved to the 3D view and selected the cluster attribute with the MIP shader (Fig. 6.A) (A4). The experts noticed that those larger groups were far from the jet exit and positioned at the center of the simulation environment. The most senior domain expert confirmed this was a valid scenario, as the more particles move away from the jet exit, the more likely they will turn into ice due to low temperature. To certify if this trend persisted within the simulations, another member was selected, showing a comparable pattern of group formation and evolution (Fig. 6.B). However, in this simulation run, they saw a contrail group that did not merge to the next time step. The evaluators hypothesized that this group of particles had left the simulation environment, which could mean, in a real-world scenario, that this group had mixed with natural ice clouds. Overall, the domain experts concluded that contrail structure detection could be useful to determine contrail formation and their spread in the environment.

4.2 Case study 2: Contrail Shape Analysis and Similar Member Detection

This study aimed to explore contrail shapes and to validate the shape similarity approach visually. These goals were achieved by identifying similar members based on their shapes and I/O parameters (Fig. 7) (A6, A7). The domain experts wished to explore the final time step of multiple simulations, as these time steps correspond to the fully grown contrails. In this study, we examined 10 such simulation runs. The evaluators first used the 3D plume projection view to explore contrail formation and noticed two general trends (A4). One group generated a narrow contrail shape, and the other generated a wide one (Fig. 7.B). Based on this finding, they moved on to the similar shape exploration view for further exploration (Fig. 7.A) (A6) of the wide-shaped simulation. They noticed smaller contrail shapes near the jet exit and larger contrail shapes with multiple spikes further away. Subsequently, they looked at similar members based on shape characteristics. They noted that similar simulations also shared the same wide shape with multiple spikes. They hypothesized that several ice particles must have traveled further from the main group, thus generating the spikes. Observing the contrail attributes using the Kiviat diagrams (A6) (Fig. 7.A), the evaluators noticed comparable values among similar members. When considering a narrow-shaped member, they again noticed its similar members shared the same general shape and attributes. Inspecting the shape similarity based on the member I/O parameters (A7), the same members were highlighted, but in a different similarity order. This meant that even though some members had similar shapes, they had different I/O parameters. The wide-shaped members tended to have lower mean temperatures than the narrow-shaped. Surprisingly, some of the narrow-shaped members, even though having lower area values, contained a larger number of particles. The domain experts noted that this view exploration was really important as it could help them to identify suitable parameters to generate different types of simulations, thus achieving optimal parameters for contrail formation.

4.3 Expert Feedback

The proposed framework yielded excellent feedback from the domain experts. Given the participatory design process, the feedback was primarily focused on the functionality of the tool. The 3D plume projection view facilitated the validation of different simulation runs (Fig. 1.D). The experts confirmed that having pre-computed attributes helped them focus on gaining valuable insights and testing hypotheses. Similarly, they mentioned that the contrail evolution view (Fig. 1.E) provided the means to observe contrail structure formation and progress, allowing them to assess the mixing of contrail structures with natural ice clouds. In addition, they found the shape similarity exploration view particularly useful (Fig. 7.A) to generate additional simulation runs and mentioned that, in the future, this would be helpful when finding ideal case scenarios for contrail formation.
The experts noted that the I/O parameter view (Fig. 1.A-C) helped them identify parameters for contrail formation. Likewise, they found the color glyph helpful when identifying the specific setup for each simulation. Given the number of parameters involved in the analysis, the choice of visualizing only the groups of simulations that differ in the physical or boundary conditions was “very effective in this respect”. The multiple-linked paradigm provided an efficient overview, as well as details of the simulation data. The domain experts agreed that the visual front-end’s performance was reasonable, easy to use, and had great applicability in engine simulation research.

Overall, the experts appreciated the tool developed for the analysis and visualization of contrail data, as well as the specific encodings used: “The glyph is helpful to identify the setup for each simulation. The visualization of ice crystals, colored with physical features such as ice mass or ice radius, is instructive to characterize the contrail structure. Furthermore, it gives a quick sense of how such a structure depends on the parameters of the simulation. For example, it is very impressive to see through the 3D snapshots reported in Fig. 7 how decreasing ambient temperature leads to a much wider contrail, which is physically sound because lower temperature favors vapor condensation into ice. This analysis would have been much harder to perform using simple post-processing without this visualization tool.”

5 DISCUSSION

The credibility of HPC simulations used for environmental predictions to develop public policy, safety procedures and estimate the impact on the environment is of great importance [95]. Hence, domain experts need to carefully assess the data quality of these computer-generated simulations to achieve accurate resolutions. Using our system, they were able to validate the data and the models developed; and, in some cases, observed unusual attribute values and anomalies in the distribution of the data. In the end, our work facilitated a blend of computational and human effort to validate the HPC data quality and study contrail formation.

The case studies and the domain expert feedback demonstrate our system’s ability to help identify contrail structures and their evolution over time. Our integrated approach can capture correlations and inconsistencies between input parameters and outputs from multiple simulations. In addition, our approach efficiently supports the analysis of individual time steps and whole simulations by handling one or more members. Through an ACV approach and visual scaffolding [53], we introduced customized novel encodings to our domain experts (Fig. 1.B, D), thus enabling them to perform more complex analyses despite low initial visual literacy. For example, through multiple iterations and prototyping, our system introduced customized colored-tile glyphs to show input parameters and boundary conditions of simulation runs. The glyphs scale well with the number of parameters [4, 51]. Despite the large size of the original dataset, this project also supported a detailed investigation of contrail group progressions through a custom tracking graph. Furthermore, our multi-view design supports both a details-first [50] and an overview-first paradigm [82], which, as shown by our evaluation, can provide more flexibility in data exploration. The visual front-end follows a standard left-to-right flow, although domain experts can move freely between components.

With the help of the similar shape exploration view, our evaluators identified similar members based on their contrail shapes or I/O parameters. This is particularly important as domain experts often want to identify input parameter conditions for generating similar simulations.

Current research in ensemble visualization focuses on analyzing high-dimensional ensemble data through input parameters or simulation outputs. While a few research works deal with both input parameters and simulation outputs, most do not incorporate both into a front-end [16, 39, 50], or, if they do, they observe the overview of simulation data at a very high level [18]. Our visualization approach tackles both sides of the problem, considering input parameters and simulation outputs, and contributing to exploratory analysis of individual members.

As ensemble data consists of multiple HPC simulations with different parameter settings, inspecting the huge simulation output data can be overwhelming. Consequently, it is important to have a system that can handle large data efficiently without compromising its overall validity. Besides that, the effectiveness of a web-based visualization tool can be seriously hindered if it takes into account the HPC data without any pre-processing. Our proposed computational back-end is designed to manipulate a high volume of data. We use the volume rendering technique to significantly minimize the data size without losing important information. The computational back-end uses a number of existing techniques, which we adapt to our domain. Additionally, we introduced techniques for detecting similar shapes and contrail evolution tracking to solve problems specific to this work. Our visual front-end leverages existing visualizations as well as customized visual encodings. Furthermore, even though our proposed approach is based on domain-specific HPC aircraft-engine simulations, it can be generalized to analyze and explore other spatio-temporal CFD data (e.g., analyzing the fluid mixing problem [57, 58, 63]). Likewise, the contrail clustering method can be used to identify similar groups in spatio-temporal data. The contrail evolution view can be used to analyze the temporal progression of other ensemble data, such as in fluid mixing problems. The shape analysis method can also be incorporated into these other domains to define shape characteristics. Our color-tile glyph approach works well with a large and varied number of input parameters, and could be used for other simulation data across domains, as simulation runs commonly feature largely-similar input parameters and boundary conditions.

There are several limitations to the current design of our system. First, the 3D plume projection view allows domain experts to compare only two time steps of the same or different simulation run(s) while reducing cognitive load. To explore the ensemble data, the experts leveraged instead the I/O Parameters and Similar Shape Exploration views. Second, to explore an entire simulation, we used an animation feature to provide an overview of the particles and their properties over time. Even though it works well in our case with relatively few time steps, it can hamper longer observations due to its reliance on short-term memory [64]. Third, whereas the inherent visual scalability of filaments with the number of attributes shown is limited, filtering operations help alleviate this issue. Finally, our edge-crossing minimization algorithm in the tracking graph works well for a limited number of nodes and links. Future work includes addressing scalability issues, and automatically highlighting unusual attribute values so domain experts can concentrate on these attributes immediately.

6 CONCLUSION

In this work, we described the activity-centered design of a visual computing framework that supports the analysis of contrails resulting from multiple HPC aircraft engine simulations. We described the application domain data and activities related to defining contrails and contrail-related attributes, quantifying spatial features, and identifying their similarities. We also leveraged a contrail formation criterion and presented a custom algorithm to detect contrail shapes and their characteristics. Additionally, we introduced a novel blend of data mining and interactive visual encodings that links 3D simulation visualization techniques, parameter details of ensemble members, their evolution over time, and shape characteristics in order to explore trends and anomalies within the data, as well as to detect and analyze formation and evolution of contrail. The evaluation of the resulting framework with domain experts shows that this visual computing approach successfully aids in contrail data investigation.

ACKNOWLEDGMENTS

This work and its authors are supported by the US National Science Foundation awards IIS-2031095, CDSE-1854815, and CNS-1828265, by the Argonne National Laboratory, and partially by the US National Institutes of Health awards NCI R01CA258827 and NLM R01LM012527. We thank all members of the Electronic Visualization Laboratory and our collaborators for their feedback and support during difficult times. We thank the anonymous reviewers for their detailed and constructive feedback and suggestions.
Cancer Therapy with Interactive Nomograms and Survival Plots. *IEEE Trans. Vis. Comp. Graph.*, 25(4):1752—1745, 2019.

G. E. Marai. Activity-Centered Domain Characterization for Problem-Driven Scientific Visualization. *IEEE Trans. Vis. Comp. Graph.*, 24(1):913—922, 2018.

G. E. Marai, J. Leigh, and A. Johnson. Immersive analytics lessons from the electronic visualization laboratory: A 25-year perspective. *IEEE Comp. Graphics and Applications*, 39(3):54—66, 2019.

G. E. Marai, T. Luciani, A. Maries, et al. Visual descriptors for dense tensor fields in computational turbulent combustion: A case study. *Electronic Imaging*, 2016(1):1—11, 2016.

A. Maries, A. Haque, S. L. Yilmaz, et al. Interactive exploration of stress tensors used in computational turbulent combustion. In *New Developments in the Visualization and Processing of Tensor Fields*, pp. 137—156, Springer, 2012.

G. McLachlan. Mahalanobis distance. *Resonance*, 4(6):20—26, 1999.

S. Mehta, S. Parthasarathy, and R. Machiraju. Visual Exploration of Spatio-temporal Relationships for Scientific Data. In *IEEE Symp. Visual Analytics Sci. And Tech.*, p. 11—18, 2006.

R. Meyer, H. Mannstein, et al. Regional radiative forcing by line-shaped contrails derived from satellite data. *J. Geophysical Research: Atmospheres*, 107(D10):4171—4184, 2002.

M. Mirzargar, R. T. Whitaker, and R. M. Kirby. Curve Boxplot: Generalization of Boxplot for Ensembles of Curves. *IEEE Trans. Vis. Comp. Graph.*, 20(12):2654—2663, 2014.

M. Monfort, T. Luciani, et al. A deep learning approach to identifying shock locations in turbulent combustion tensor fields. In *Modeling, Analysis, and Visualization of Anisotropy*, pp. 375—392, Springer, 2017.

T. Munzner. *Visualization and design*. CRC press, 2014.

National Hurricane Center. Definition of the NHC Track Forecast Cone. *IEEE Trans. Vis. Comp. Graph.*, 502:361—373, 2004.

T. Pfaffelmoser and R. Westermann. Visualization of global correlations in ensemble simulation data. *IEEE Trans. Vis. Comp. Graph.*, 31(3pt2):1045—1054, 2017.

T. Pfaffelmoser, M. Mihai, and R. Westermann. Visualizing the Variability of Gradients in Uncertain 2D Scalar Fields. *IEEE Trans. Vis. Comp. Graph.*, 19(11):1948—1961, 2013.

T. Pfaffelmoser and R. Westermann. Visualization of global correlation structures in uncertain 2d scalar fields. *Comp. Graph. Forum*, 31(3pt2):1025—1034, 2012.

J. Pocoma, A. Dasgupta, Y. Wei, W. Hargrove, et al. Visual reconciliation of alternative similarity spaces in climate modeling. *IEEE Trans. Vis. Comp. Graph.*, 20(12):1923—1932, 2014.

K. Potter, P. Rosen, and C. Johnson. From Quantification to Visualization: A Taxonomy of Uncertainty Visualization Approaches. In *Uncertainty Quantification Sci. Comput.*, p. 226—249, Springer, 2012.

K. Potter, A. Wilson, P. Bremer, D. Williams, et al. Ensemble-vis: A framework for the statistical visualization of ensemble data. In *IEEE Int. Conf. Data Mining Workshops*, pp. 233—240, 2009.

K. Pöthkow, B. Weber, and Hege, H.-C. Probabilistic Marching Cubes. *Comp. Graph. Forum*, 30(3):931—940, 2011.

N. Rahmat and I. Sitanggang. Determination of Optimal Epsilon (Eps) Value on DBSCAN Algorithm to Clustering Data on Peatland Hotspots in Sumatra. *IOP Conf. Series: Earth and Env. Sci.*, 31:012012, 2016.

W. Reeves. Particle Systems—a Technique for Modeling a Class of Fuzzy Objects. *ACM Trans. Graph.*, 2(2):91—108, 1983.

J. Sanyal, S. Zhang, J. Dyer, A. Mercer, et al. Noodles: A tool for visualization of numerical weather model ensemble uncertainty. *IEEE Trans. Vis. Comp. Graph.*, 16(6):1421—1430, 2010.

V. Satopaa, J. Albrecht, D. Irwin, and B. Raghavan. Finding a "Kneedle" in a Haystack: Detecting Knee Points in System Behavior. In *Int. Conf. Distributed Comput. Sys. Workshops*, p. 166—171, 2011.

U. Schumann. Formation, properties and climatic effects of contrails. *Comptes Rendus Physique*, 6(4):549—565, 2005.

B. Shneiderman. The eyes have it: a task by data type taxonomy for information visualizations. In *Proc. IEEE Symp. Visual Languages*, p. 336—343, 1996.

Q. Shu, H. Guo, J. Liang, L. Che, et al. EnsembleGraph: Interactive visual analysis of spatiotemporal behaviors in ensemble simulation data. In *IEEE Pacific Vis. Symp. (PacificVis)*, p. 56—63, 2016.

J. Spinhrine, W. Hart, and D. Duda. Evolution of the morphology and microphysics of contrail cirrus from airborne remote sensing. *Geophysical Research Letters*, 25(8):1153—1156, 1998.

R. Splechtna, K. Matković, D. Gračanin, M. Jelović, et al. Interactive visual steering of hierarchical simulation ensembles. In *IEEE Conf. Visual Analytics Sci. Tec.* (VAST), p. 89—96, 2015.

A. Taha and A. Hanbury. An Efficient Algorithm for Calculating the Exact Hausdorff Distance. *IEEE Trans. Pattern Analysis Machine Intelligence*, 37(11):2153—2163, 2015.

M. Thomas, T. Kannampallil, et al. Echo: A large display interactive visualization of icu data for effective care handoffs. In *2017 IEEE Work. Vis. Analty. in Healthcare (VAHC)*, pp. 47—54, IEEE, 2017.

D. Thompson, J. Levine, J. Bennett, P. Bremer, et al. Analysis of large-scale scalar data using hixels. In *IEEE Symp. Large Data Analysis Vis.*, p. 23—30, 2011.

R. Timmins. Contrails: How tweaking flight plans can help the climate. BBC News, Oct. 22, 2021 [Online].

J. Wang, M. Elshehaly, and Y. Cao. Cylindrical acceleration structures for large hexahedral volume visualization. In *IEEE Symp. Large Data Analysis and Vis. (LDAV)*, p. 25—31, 2015.

J. Wang, S. Hazarika, C. Li, and H. Shen. Visualization and visual analysis of ensemble data: A survey. *IEEE Trans. Vis. Comp. Graph.*, 25(9):2853—2872, 2019.

J. Wang, X. Liu, H. Shen, and G. Lin. Multi-Resolution Climate Ensemble Parameter Analysis with Nested Parallel Coordinates Plots. *IEEE Trans. Vis. Comp. Graph.*, 23(1):81—90, 2017.

R. Whitaker, M. Mirzargar, and R. Kirby. Contour Boxplots: A Method for Characterizing Uncertainty in Feature Sets from Simulation Ensembles. *IEEE Trans.Vis.Comput. Graph.*, 19(12):2713—2722, 2013.

W. Widanagamaachchi, C. Christensen, V. Pascucci, and P. Bremer. Interactive exploration of large-scale time-varying data using dynamic tracking graphs. In *IEEE Symp. Large Data Analysis Vis. (LDAV)*, p. 9—17, 2012.

L. William and G. Timothy. Verification and validation in computational fluid dynamics. *Progress in Aerospace Sci.*, 38(3):209—272, 2002.

H. Yan, Y. Qian, G. Lin, L. Leung, et al. Parametric sensitivity and calibration for the Kain-Fritsch convective parameterization scheme in the WRF model. *Climate Research*, 59(2):135—147, 2014.