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Abstract

In this work, we introduce a novel strategy for long-tail recognition that addresses the tail classes’ few-shot problem via training-free knowledge transfer. Our objective is to transfer knowledge acquired from information-rich common classes to semantically similar, and yet data-hungry, rare classes in order to obtain stronger tail class representations. We leverage the fact that class prototypes and learned cosine classifiers provide two different, complementary representations of class cluster centres in feature space, and use an attention mechanism to select and re-compose learned classifier features from common classes to obtain higher quality rare class representations. Our knowledge transfer process is training free, reducing overfitting risks, and can afford continual extension of classifiers to new classes. Experiments show that our approach can achieve significant performance boosts on rare classes while maintaining robust common class performance, outperforming directly comparable state-of-the-art models.

1. Introduction

Standard classification models rely on the assumption that all classes of interest are equally represented in training datasets. This strong assumption is rarely valid in practice: most real life datasets exhibit long-tail distributions where a subset of classes comprise a large amount of training data (the so-called common or head classes) and remaining tail (rare) classes only possess a handful of training samples [19]. These distributions typically reflect what is observed in the wild, with data corresponding to tail classes being more challenging to learn due to sample rarity, acquisition and collation costs or combinations of these factors. This results in trained models that display highly imbalanced accuracies, achieving strong performance on common classes, and poor performance on rare classes.

Long-tail distributions present two main challenges for recognition models. Firstly, the imbalanced distribution of class specific data leads to models exceedingly biased towards common classes. Numerous strategies have been developed to address this imbalance challenge. Popular strategies aim to rebalance the training process via biased resampling [15, 19, 24, 36], rebalancing loss functions [2,7,14,24,28], or ensembling and routing [6,32,34].

While the class imbalance problem has been extensively studied, a second important challenge associated with long-tail distributions has received only limited attention. Rare classes on the distribution tail typically have very limited amounts of data available (e.g. 1 to 20 training samples per class), which can easily lead to overfitting or memorisation when attempting to learn class specific decision boundaries. This issue is exacerbated by rebalancing strategies, in particular those relying on oversampling data from the tail. However approaches dedicated to long-tail recognition very rarely include specific mechanisms to account for the limited tail data. A synthetic sample generation process was proposed in [30] to improve rare class distributions. A knowledge transfer mechanism was proposed in [19], aiming to learn better feature representations by trans-
ferring knowledge from learnable memory vectors, under the assumption that the model can automatically recognise which images require such transfer. The process, however, failed to consider a transfer mechanism for classifier learning, which is where lack of data has the largest impact [15].

In contrast, few-shot learning (FSL) has been extensively studied in settings that rely on strong assumptions, making direct application of existing solutions to the long-tail problem challenging. Indeed, FSL approaches are typically developed so as to perform well on so-called episode benchmarks [23, 29], defined as a small group of sampled classes with a fixed, consistent number of training samples per class. These assumptions typically lead to poor generalisation both with regards to common classes and when a variable number of training samples are available [19].

Class prototypes are a popular concept in FSL. They are defined as class representations computed directly from the data, which is advantageous in limited data regimes due to the difficulty of learning reliable few-shot classifiers. Instead of seeking appropriate decision boundaries, prototypical models seek to learn compact and well separated representations by minimising samples’ distance with respect to their class prototypes [27]. This can be achieved by explicit prototypes computation via artificially constructed episode batches [27], or implicitly, using cosine-distance based classifiers [12, 22]. Learning distance based feature representations encourages classes with similar semantic meanings to be close in feature space. This provides an advantageous solution to leverage class similarities for our long-tail task.

In this work, we introduce a novel classification strategy for long-tail recognition via a training free knowledge transfer mechanism. Our objective is to transfer knowledge, acquired from data-rich common classes, to semantically similar and yet data-hungry rare classes in order to obtain richer tail class representations. We provide an overview schematic of this idea in Figure 1. We leverage the fact that class prototypes and learned cosine classifiers provide two different representations of class cluster centres in feature spaces, and use an attention mechanism to transfer and recompose learned features from classifiers to prototypes. Importantly, information is only transferred from common to rare classes, addressing the limited reliability of classifiers trained in few shot settings and affording easy introduction of new, unseen classes in the classification process.

Our proposed approach is not tied to a specific model architecture or training strategy as it leverages a pre-trained model. As a result, we additionally provide a detailed analysis of the impact of cosine classifiers on pre-trained backbones, as well as the impact of sampling strategies on prototype quality. Based on this analysis, we propose training recommendations to optimise the feature and classifier learning stage for better knowledge transfer.

Our contributions can be summarised as follows:

- A novel knowledge transfer mechanism that composes semantically similar, learned, common-class representations to obtain richer and more discriminative tail-class classifiers. Performance gains of up to 5% on rare classes, while maintaining common class performance, without any additional training requirements.
- A flexible, training-free solution that affords continual adaptation to new, unseen classes; as well as the ability to construct classifiers tailored for specific class groups.
- An analysis of popular training strategies (sampling methods, classifier type) with recommendations towards optimisation of our transfer learning task.

2. Related work
2.1. Long-tail recognition.

Long-tail recognition has received increasing attention in recent years, and popular benchmarks for the task now exist [19]. Pre-existing works have mainly focused on the class imbalance problem. Solutions proposed to address the issue can be separated in three categories: a) data resampling, b) rebalancing loss functions and post processing, c) ensembling and routing strategies.

Data resampling is one of the most natural ideas when attempting to learn using imbalanced data. The idea involves oversampling less common classes [4, 15, 20] or undersampling the head classes by removing data [9], which can lead to over or underfitting issues. Multiple oversampling strategies were studied in [15], where it was shown that classifiers trained with oversampling achieve better overall performance, yet uniformly trained encoders exhibited higher robustness when applying different rebalancing techniques.

More recently, resampling strategies have been mainly leveraged for classifier training. Two-stage training methods have been proposed [15, 19], where a model encoder is first trained using uniform sampling, then a classifier is retrained with class balanced sampling. A two-branch siamese model was presented in [36], with each branch receiving data samples following distinct distributions. The encoder and respective classifiers are trained using an adaptive combination of classification predictions from each branch. An adaptive sampling strategy was proposed in [24], where the notion of an optimal common-to-rare class ratio is estimated via a meta-learning procedure, while a synthetic data generation process addressing class imbalance was recently proposed in [30].

Rebalancing loss functions. Altering the training process through loss function definition constitutes a popular strategy, focusing on both representation learning and classification. Early works relied on reweighting samples in the
cross-entropy loss [2], achieving mixed results. The focal loss, which has shown great promise in object detection settings [18], also achieved limited improvement. Recent approaches involve a combination of rebalancing loss functions and post-processing. A causality based strategy was introduced in [28], relying on post training adjustment of normalised classifiers to reduce the impact of biased momentum-based training. Ren et al. [24] show that the softmax function yields biased gradient estimations, and introduce a balanced softmax alternative. Zhang et al. [35] rely on label smoothing and mixup strategies, while Cui et al. [7] combine cross-entropy with supervised contrastive learning, achieving stronger representations at the cost of more expensive training. Finally, closest to our work, Samuel et al. [26] propose to rely on a prototype-based auxiliary loss, where class prototypes are computed at the beginning of every epoch during training. Introducing learnable class specific uncertainty parameters and weights yields stronger backbone representations, yet classification still relies on learned classifier weights.

Routing and ensembling has been considered in multiple recent works [3, 6, 32, 34]. The key assumption is that relying on multiple experts can afford the learning of more robust classifiers. Wang et al. [32] propose to train multiple classifiers with a diversity loss, then learn a routing mechanism where ambiguous predictions are redirected to a different expert. Cui et al. [3] propose to improve on this strategy by training different experts optimised for specific class groups. Further to this, Zhang et al. [34] propose to learn ensembling weights in an unsupervised manner at test time via contrastive learning, in order to adapt to variable testing distributions. Ensembling strategies such as these tend to achieve superior performance, which can be partly attributed to increased capacity: each expert learns a different set of features in the last two blocks of ResNet models, consistently increasing model capacity as new experts are introduced, leading to scalability concerns. Finally, rather than learning higher capacity models, Cui et al. [6] propose to separate the parameter space into blocks dedicated to recognising different subsets of class groups, which are then aggregated at inference time.

Very few approaches listed here introduce a mechanism that addresses the lack of training data at the tail and the risks of overfitting. Our work focuses on this issue, and is not tied to a rebalancing strategy. Therefore, it provides complementary benefits to approaches that focus on backbone training improvements [7, 24, 26], as discussed above.

### 2.2. Few-shot learning

Also related to our work, few-shot learning focuses on developing methods specifically to address data scarcity related problems. These methods are typically developed with a sole focus on the few-shot classes, in artificial settings where all classes of interest have the exact same training data distribution, and models are pre-trained on a different set of base classes on which performance is rarely evaluated [23, 29]. Popular FSL approaches typically rely on either distance based approaches [12, 22, 27], or meta-gradient based techniques [11, 17, 25] which aim to quickly adapt models using only few gradient updates.

Our work relates to distance based approaches, which commonly rely on the concept of class prototypes. Prototypes provide an alternative to classifier learning and are directly computed from the data using pre-trained encoders instead of being learned [27]. Recent works have proposed to combine prototypes with cosine classifiers [12, 22] to facilitate training on base classes. Closer to our work, [12] also sought to evaluate performance on base classes, and propagated classifier information during the rare classifier training process via an attention mechanism with rare training samples. Their approach however, still suffers from issues inherent with FSL research, as it relied on episodes to train and evaluate rare classifiers.

### 3. Methodology

#### 3.1. Model pre-training

Consider a training dataset $D = \{X, Y\}$ comprising $N$ classes, training images $X$ and corresponding class labels $Y$. We assume this dataset is long-tail distributed, with $n_R$ rare classes defined as classes with the least amount of training data available (e.g. less than 20 samples). Further to this, we consider a classification model $M = \{f_\theta, W\}$ comprising a feature encoder backbone $f_\theta$, and classifier weights $W \in \mathbb{R}^{F \times N}$, where $F$ is the feature dimension.

Importantly, we define classifier $W$ as a cosine classifier, characterised by the fact that classification predictions are based on distance, rather than decision boundaries. More formally, for an input image $x$ with feature representation $f_\theta(x)$, class predictions are computed as:

$$q(y = i|x, \theta, W) = \frac{\exp \{S(f_\theta(x), w_i)\}}{\sum_{k=1}^{N} \exp \{S(f_\theta(x), w_k)\}}$$  \hspace{1cm} (1)

with $S(f_\theta(x), w_i) = f_\theta(x) \cdot \frac{w_i}{\|f_\theta(x)\| \cdot \|w_i\|} \cdot s$  \hspace{1cm} (2)

where $w_i$ is the $i^{th}$ column of classifier $W$, corresponding to class $i$’s center; and $s \in \mathbb{R}^+$ is a parameter commonly used at training time to obtain sharper softmax distributions and facilitate the training process.
Relying on models with the cosine similarity is crucial for our knowledge transfer process. The key advantage of training a distance based classifier is that it pushes semantically similar classes to be close to each other in feature space [12], facilitating inter-class knowledge transfer and feature comparison. Additionally, training models with fixed norm outputs has been observed to yield more stable training, and well clustered features [31].

In subsequent sections, we assume a cosine classifier model \( \mathcal{M} \) has been trained on dataset \( D \) using a standard cross-entropy loss. In our experiments, we will further evaluate and discuss the impact of using a cosine classifier, in addition to training settings to minimise the imbalance problem during this stage. We further note that while we consider a cross-entropy loss for simplicity and ease of evaluation, more complex rebalancing loss functions could be considered as well [14, 24].

### 3.2. Compositional knowledge-transfer classifier

The cosine classifier provides learnable class representations that can be geometrically interpreted as class cluster centers in feature space, as they rely on cosine distance to determine classification assignments. These learned classifiers bear striking conceptual similarity to class prototypes, which are an alternative, learning-free strategy to obtain class representations anchors due to their higher few-shot performance.

Based on this observation, we propose to leverage both prototypes and cosine classifiers to construct a higher quality classifier. Our objective is to transfer knowledge acquired via learning from data-rich common classes towards semantically similar rare classes. We take inspiration from the Neural Turing Machines’ [13] reading operation, which reads and combines memory vectors according to cosine-similarity based coefficients. Using class prototypes as representation anchors due to their higher few-shot performance, we seek to identify common characteristics across classes that we recombine towards achieving high quality representation on rare classes. Using a prototype-to-classifier attention mechanism, we compute, for a given class \( i \), a compositional class representation \( w_i^k \) that recomines relevant classifier knowledge from semantically similar classes:

\[
    w_i^k(k) = \sum_j \alpha_{ij} \frac{w_j}{\|w_j\|} \quad (4)
\]

\[
    \alpha_{ij} = \text{softmax}\left( \frac{p_i}{\|p_i\|} \cdot \frac{w_j^\top}{\|w_j\|} \cdot \tau \right) \quad (5)
\]

\[
    w_j \in W(k) = \{w_i| l \in 1, \ldots, N, if n_l > k\} \quad (6)
\]

where \( \tau \) is a temperature parameter introduced to increase distribution sharpness and \( k \) defines the minimum number of training samples available per class below which classifier knowledge is not transferred. This second parameter is crucial towards improving few-shot representations, allowing us to effectively transfer information from common to rare classes without propagating potentially unreliable few-shot features. We compute our final classifier as:

\[
    w_i^h(k) = \frac{w_i^k(k)}{\|w_i^k(k)\|} + \frac{p_i}{\|p_i\|} + \frac{w_i}{\|w_i\|} \quad (7)
\]

As class representations can be viewed as class centroids, \( w_i^h(k) \) can be interpreted as the barycentric position between our multiple estimated centres (learned classifier, class prototypes and knowledge transfer component). The process is illustrated in Figure 3. We highlight one more time that this stage does not involve any additional training procedure, with classifiers and model weights obtained from model \( \mathcal{M} \) after standard training.

**Ensembling strategy.** Transferring knowledge from common to rare classes can significantly improve the discriminative power of few-shot classifiers. However, it can also reduce the positive biases inherent to trained classifier and reduce accuracy on common classes. Our knowledge
Continual adaptation. Last but not least, a noticeable advantage of our strategy, which does not rely on few-shot classification weights for knowledge transfer, is the ability to extend classifiers to new, previously unseen classes seamlessly. Indeed, this can be achieved with no additional training by computing new class prototypes, and has the potential to provide a strong, practical baseline. To achieve this, we propose a continual classifier estimation that does not rely on availability of few-shot classifiers as:

$$w^c(k) = w^k(\theta, \tau, |W(k)|) + \frac{p_i}{\|p_i\|}$$  \hspace{1cm} (9)

We will show empirically that this approach can achieve competitive performance, and allows to integrate previously unseen classes seamlessly.

4. Results

4.1. Experimental setup

We evaluate our approach on two standard long-tail recognition benchmarks: ImageNet-LT and Places-LT [19]. In this section, we provide information on the dataset and our implementation details. Common to both datasets, we set the temperature parameter for our knowledge transfer step to $\tau = 10$. Unless specified otherwise, our models are trained with square-root sampling, and with a cosine classifier with learnable scale parameter initialised at 16 (parameter value as used in [19, 28]). We provide an analysis of these two training components in our experiments. For ImageNet, we train a ResNet50 following [15]. For the Places dataset, we follow standard practice and use weights pre-trained on the full ImageNet dataset to initialise our model. We consider both supervised pre-training (standard) and unsupervised weights obtained using the SimCLR method [5], as well as ResNet101 and ResNet152 architectures. Detailed description of datasets and training parameters are provided in the supplementary material.

Following standard evaluation protocols, we report classification accuracy over the entire test datasets, as well as over class groups defined as “Many-shot” ($n \geq 100$), “Medium-shot” ($20 < n < 100$) and “Few-shot” ($n \leq 20$).

4.2. Comparison to state of the art methods

It has been shown that backbone capacity and additional training losses can substantially improve backbone quality and consequently classification performance [7, 15, 26]. As our approach is independent from the backbone training process, we train our model using the setting that matches most pre-existing approaches. We use a standard cross-entropy setting and evaluate our method with respect to state of the art approaches using the same backbone architecture and training regime for fair comparison. Notably, we highlight methods leveraging normalised classifiers, as these tend to yield superior backbones (see Section 4.4).

We provide detailed results on the ImageNet dataset in Table 1, comparing individual knowledge transfer classifiers ($k = 20, k = 100$) with an ensemble strategy ($k = 0, k = 20, k = 100$). We can see that the ensembling strategy achieves the most robust performance, increasing or matching state of the art accuracy in all class groups. We achieve the most substantial performance gain on the few-shot classes, improving accuracy by at least 5% to 16% with respect to competing methods. As individual classifiers are tailored for a specific class group, combining them via ensembling strategy allows to maintain robust performance on all class groups while significantly improving the performance on rare classes.

We additionally provide results for the ensemble strategy ($k = 0, k = 20, k = 100$) the Places dataset in
Table 1. Classification accuracies on ImageNet-LT. All methods use a ResNext50 backbone. * models trained with a normalised classifier.

| Method      | Classifier type | Many-shot | Medium shot | Few shot | Total |
|-------------|-----------------|-----------|-------------|----------|-------|
| Ours*       | Cosine classifier | 68.5      | 45.6        | 20.6     | 50.9  |
|             | Prototypes      | 63.5      | 49.1        | 27.4     | 51.6  |
|             | Prototypes + classifier | 67.0      | 48.7        | 25.2     | 52.4  |
|             | $w^h(20)$       | 64        | 44.4        | 48.2     | 52.7  |
|             | $w^h(100)$      | 50.6      | **57.8**    | 36.8     | 51.9  |
|             | ensemble($w^h(0), w^h(20), w^h(100)$) | 63.2      | 52.1        | 36.9     | **54.2** |
| LWS [15]   |                 | 60.2      | 47.2        | 30.3     | 49.9  |
| BALMS [24] |                 | 62.2      | 48.8        | 29.8     | 51.4  |
| Causal norm* [28] |     | 62.7      | 48.8        | 31.6     | 51.8  |
| RSG* [30]  |                 | 63.2      | 48.2        | 32.3     | 51.8  |
| LADE [14]  |                 | 62.3      | 49.3        | 31.2     | 51.9  |
| Disalign* [33] |             | 62.7      | 52.1        | 31.4     | 53.4  |

Table 3 (more detailed results are provided in the supplementary material). We provide results on ResNet101 with different pre-trained weights, as well as ResNet152 with supervised initialisation$^1$ for fair comparison with state of the art methods. Our first observation is that we achieve stronger results on ResNet101 despite the reduced capacity. We hypothesize that stronger overfitting issues (notably due to the square-root sampling process) can be encountered with the larger capacity backbone, and that unsupervised pre-training achieves stronger performance due to its higher compatibility with our cosine classifier. Nonetheless, we note that we achieve overall accuracy on par with state of the art models (ResNet152), and outperform all methods using our ResNet101 initialised with an unsupervised backbone. Similarly to the ImageNet dataset, we obtain the largest performance gains on few-shot classes, outperforming state-of-the-art methods on few-shot classes by at least 2.8% in all settings.

### 4.3. Continual adaptation

Next, we aim to evaluate our model’s ability to achieve good recognition performance in settings where some classes have never been seen before. To this end, we train a model on the ImageNet-LT dataset, removing all few-shot classes ($n \leq 20$, 146 classes) from the training set. We refer to this model as our continual model in future references. We evaluate the continual classifier $w^{h,c}_i$ as introduced in Equation 9 on both a model trained on the full dataset, and our continual model. We report results in Table 2, considering classifier accuracy, prototype accuracy, $w^{h,c}_i$ for $k = \{20, 100\}$ and an ensemble of both classifiers with class prototypes. We can see that our continual model still achieves a robust performance despite the fact that the backbone wasn’t trained to separate common from rare classes.

We note that we still achieve very good recognition performance on rare classes, outperforming almost all state of the art methods on this class group (see Table 1) even though they were never seen during model training.

### 4.4. Backbone training

In this section, we focus on the standard learning setting using a cross-entropy loss, and aim to evaluate the impact of different training settings on backbone quality. More specifically, we evaluate the influence of data sampling strategies and type of classifier. Our main focus is to evaluate the quality of trained backbones with respect to prototype estimation and few-shot class representation.

In order to identify the preferred training strategy, we evaluate models trained using a) trained classifiers, b) prototypes computed using the training set (training prototypes), c) prototypes computed using the validation set (validation prototypes). We measure test accuracy for classification over all classes, as well as individual class groups only, aiming to evaluate backbones with regards to class representation quality, generalisation ability, and common class bias. Lastly, in order to evaluate whether oversampling led to important memorising, we measure accuracy on the training set, using validation prototypes as classifiers. Models are trained on the ImageNet-LT dataset using the same parameters and architectures as described in our experimental setup section unless specified otherwise.

**Type of classifier.** Relying on a cosine classifier is a key condition in our approach to achieve successful knowledge transfer between classifiers and prototypes. Here, we compare the performance of models trained using cosine classifiers with the popular linear dot product classifier.

We provide classifier-based accuracies in Table 4a, and prototype-based accuracies in Figure 4. We can see that usage of the cosine classifier significantly increases classification accuracy for all class groups. Prototype-based accu-
Table 2. Classification accuracies on the ImageNet-LT dataset in the continual setting.

| Method               | Classifier type               | Many-shot | Medium shot | Few shot | Total |
|----------------------|-------------------------------|-----------|-------------|---------|-------|
| Full training        | Cosine classifier             | 68.5      | 45.6        | 20.6    | 50.9  |
|                      | Prototypes                    | 63.5      | 49.1        | 27.4    | 51.6  |
|                      | $w_{bc}^{(20)}$               | 61.7      | 44.7        | 37.3    | 51.5  |
|                      | $w_{bc}^{(100)}$              | 51.1      | 55.3        | 37.2    | 51.0  |
|                      | ensemble ($prototypes, w_{bc}^{(20)}, w_{bc}^{(100)}$) | 61.4      | 51.1        | 38.3    | 53.2  |
| Few-shot excluded    | Cosine classifier             | 66.0      | 40.8        | N/A     | N/A   |
|                      | Prototypes                    | 61.8      | 43.5        | 26.2    | 48.1  |
|                      | $w_{bc}^{(20)}$               | 57.3      | 37.7        | 39.3    | 45.6  |
|                      | $w_{bc}^{(100)}$              | 50        | 50.2        | 25.8    | 46.6  |
|                      | ensemble ($prototypes, w_{bc}^{(20)}, w_{bc}^{(100)}$) | 58.9      | 45.0        | 32.2    | 48.6  |

Table 3. Classification accuracies on the Places-LT dataset. * refers to models trained with a normalised classifier.

| Method               | Many-shot | Medium-shot | Few-shot | Total |
|----------------------|-----------|-------------|---------|-------|
| Ours* - supervised init ResNet101 backbone | 40.8      | 40.1        | 34.9    | 39.3  |
| Ours* - unsupervised init ResNet101 backbone | 41.6      | 41.4        | 35.1    | 40.2  |
| Disalign R101 [33]   | 39.1      | 42.0        | 29.1    | 38.5  |
|                      | 39.7      | 41.0        | 34.9    | 39.2  |

Table 4. Classification accuracies on the Places-LT dataset.

| Method               | Many-shot | Medium-shot | Few-shot | Total |
|----------------------|-----------|-------------|---------|-------|
| Ours* - supervised init ResNet152 backbone | 40.6      | 39.1        | 28.6    | 37.6  |
| Ours* - unsupervised init ResNet152 backbone | 42.0      | 39.3        | 30.5    | 38.6  |
| LADE [14]            | 42.8      | 39         | 31.2    | 38.8  |
| BALMS [24]           | 41.9      | 41.4        | 32.0    | 39.3  |
| RSG* [30]            | 40.4      | 42.4        | 30.1    | 39.3  |

Figure 4. Influence of classifier type on class separability. Prototype-based prediction accuracy is computed with respect to the three different class groups on the training and test sets, with prototypes computed on training and validation sets.

(a) Classifier type

| Classifier | Many-shot | Medium-shot | Few-shot | total |
|------------|-----------|-------------|---------|-------|
| Dot product | 65.9      | 37.5        | 7.5     | 44.4  |
| Cosine     | 69.2      | 43.0        | 15.4    | 49.2  |

(b) Sampling method

| Sampling         | Many-shot | Medium-shot | Few-shot | total |
|------------------|-----------|-------------|---------|-------|
| Uniform          | 69.2      | 43.0        | 15.4    | 49.2  |
| Square root      | 68.5      | 45.6        | 20.6    | 50.9  |
| Class aware      | 64.1      | 38          | 14.2    | 44.7  |

Racuries show that we consistently achieve better class separability, with the exception of few-shot classes where performance is equivalent. This suggests that cosine classifiers facilitate model training, achieving better accuracy and separability faster. The use of a distance based classifier also appears to strongly benefit few-shot representations. Normalisation based classifiers, including cosine classifiers, were considered to be beneficial to reduce momentum induced bias in [28], and were also observed to yield consistently better performance in [33].

Sampling strategy. A simple way of rebalancing long-tail training datasets is to prevent the dominance of common classes during the training process. This can be achieved via sampling strategies when constructing training batches, with the aim to sample rare classes more often. Finding the right balance is not straightforward however, as oversampling rare classes can lead to overfitting and memorising. Different batch sampling strategies were proposed in [15], and evaluated with respect to different long-tail approaches. It was observed that oversampling rare classes lead to stronger classifiers after standard training. However, this performance gain was lost after applying classifier rebalancing strategies, with sample uniform sampling methods achieving the best performance.

Here, we aim to further evaluate backbone encoders trained using different sampling strategies, and determine the optimal sampling strategy for our task. In addition, we aim to verify that previous observations still hold for cosine classifiers. We seek a combination of high quality encoder backbone and class prototypes. We evaluate backbones trained using cosine classifiers with identical parameters and three sampling strategies: a) Sample uniform: standard training setting, where images are uniformly sampled from the training database; b) Class uniform [4]: uni-
formally sampling categories, then selecting a fixed number of samples per class (common practice is 4 samples). This results in substantially oversampling rare classes; and c) **Square root** [20]: the probability of sampling images from class $j$ is $q_j = \frac{1}{\sqrt{N} \sum_{i=1}^{N} n_i}$. This increases the likelihood of sampling from rarer classes but does not dramatically alter the data distribution.

Classifier accuracy is reported in Table 4b, prototype classification accuracies are provided in Figure 5, and class group level accuracy in in Table 5. Our first observation refers to the class uniform sampling approach, which achieves the poorest performance, both with regards to classifiers and prototypes. Our experiments in Figure 5 (top left) suggest overfitting, with performance on the training set being close to 100% for both few and medium shot classes. The poorer performance compared to dot product classifiers [15] could be linked to cosine classifiers enabling faster training. Second, square root sampling achieves the highest classification accuracy, with performance slightly reduced for many-shot classes. While square-root and uniform sampling have comparable performance on training prototypes, our experiments on validation prototypes (right column in Figure 5) suggest that square root models provide better separability for medium and few-shot classes overall, which is crucial for our knowledge transfer process. This is additionally supported by Table 5, which shows, when considering classification within few-shot classes only, that square-root sampling achieves stronger accuracy.

These observations highlight that sampling strategies can have a substantial impact on model performance, and that square-root sampling can provide better representations for our objective. We note however that the optimal sampling method could differ depending on data distribution, and recommend square-root sampling for datasets exhibiting a similar distribution to the ImageNet long-tail dataset.

**5. Conclusion**

In this work, we introduce a novel approach for long-tail recognition focused on the tail’s few-shot problem. We introduce a knowledge transfer strategy that re-composes learned classification features from data-rich common classes to improve rare class representations in a training-free manner. Our experiments on two standard benchmarks show that we achieve significant performance gains on rare classes, while maintaining strong performance on common classes. We further demonstrate our model’s ability to integrate new, previously unseen classes with strong recognition accuracy, and provide an analysis of our model training strategy so as to facilitate knowledge transfer. Nonetheless, our approach is not tied to a specific backbone training approach, and further benefits could be obtained by combining our strategy with backbone training methods comprising auxiliary losses that optimise for class separability [7, 26].

**Limitations.** One limitation of the knowledge transfer method, described in Sec. 3, is that performance on common classes may suffer. We mitigate this effect via ensembling, but additional option may be considered, such as dual classifiers or separate memory vectors. Prototypes, as class average representations, can lack the precision that learned classifiers provide. We therefore plan in the future to explore richer prototype representations e.g. distribution-based or multiple prototypes per class [1]. Currently, our idea relies on a training-free strategy, and cannot fully leverage new data for backbones in e.g. continual scenarios. Training-based extensions can also be considered in future work. Finally, our approach relies on the assumption that there exists classes with similar visual properties. Our knowledge transfer approach might not be successful in settings where this is not the case. As visual similarities are currently estimated via feature comparisons, introducing additional structured, prior knowledge (e.g. knowledge bases) may further inform the crucial decisions of both when and if knowledge transfer should occur.
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A. Datasets and implementation details

**ImageNet-LT** [19] is a subset of the large-scale ImageNet dataset [8], subsampled such that class distributions follow a Pareto distribution with power value $\alpha = 6$. The dataset contains 116K training images from 1,000 categories, with class cardinality ranging from 5 to 1,280. The dataset is publicly available, and its usage is limited for research only (non-commercial or education purposes).

We trained our backbone encoder with parameters following the training setting most commonly used in the literature [15]: we train ResNext50 models, with cosine classifiers, for 90 epochs, with weight decay 0.0005, batch size 512, and learning rate initialised at 0.2 with cosine decay to 0. All sampling methods use identical parameter sets.

**Places-LT** is a subset of the large-scale scene classification dataset; Places [37] that is constructed in a similar fashion to the ImageNet-LT dataset [19]. The dataset comprises of 62.7K training images from 365 categories with class cardinality ranging from 5 to 4980. The dataset is publicly available, and its usage is limited to research only (non-commercial or education purposes).

We trained a ResNet152, using supervised pre-trained weights, towards direct comparison with state of the art methods. Due to the lack of publicly available pre-trained ResNet152 models, we carry out our backbone analysis and additional experiments using an unsupervised initialisation of ResNet101 architectures. All pre-trained weights are obtained by leveraging the full ImageNet dataset according to standard practice.

All models are trained following standard practice with regards to parameters commonly found in the literature [14, 19]. We use a batch size of 128, weight decay of 0.0005. The learning rate is set to 0.001 for the pre-trained backbone encoder, and 0.1 for the cosine classifier with a cosine decay to 0. We train ResNet152 models for 10 epochs, and ResNet101 models for 15 epochs.

Our method is implemented using PyTorch [21], source code will be released upon paper acceptance.

B. Additional results on the Places dataset

**B.1. Backbone analysis**

Further to our ImageNet-LT backbone analysis, we provide here further study on training strategies of interest, additionally for the Places dataset. We carry out this study on the ResNet101 backbone, and consider: a) the sampling strategy (square root or uniform), and b) the choice of pre-trained weights (supervised or unsupervised pre-training on ImageNet). Due to the smaller size of the dataset, experiments in the literature on Places-LT typically initialise the model backbone encoder with weights pre-trained, in a supervised manner, on the entire ImageNet dataset.

Here, we additionally consider usage of an unsupervised initialisation, with a model pre-trained on ImageNet using the SimCLR [5] contrastive learning method. Unsupervised pre-training has been shown to achieve superior transfer learning performance in certain circumstances [10]. In addition, our key incentive is the fact that, in contrast to standard supervised pre-training, SimCLR relies on a normalised, distance-based representation learning process, which has higher compatibility with our cosine classifier strategy.

To evaluate which training strategy yields higher quality backbones, we consider the same initialisation criteria discussed in the main manuscript: We compute training and validation prototypes, and measure accuracy on both the training (to evaluate underfitting and memorisation), and test sets. Our analysis is reported in Figure 6. Firstly, in terms of sampling strategies, we note a limited impact of unsupervised initialisation on model performance, with the square root strategy consistently achieving higher accuracy across all testing strategies.

Comparing supervised and unsupervised pre-trained backbones, we observe a significant performance gap in favour of supervised pre-training, with accuracies of up to 20% higher for supervised strategies. This is consistent with previous findings, highlighting the benefits of leveraging a large-scale labelled dataset for initialisation.

Our analysis also reveals that while unsupervised initialisation may provide a baseline performance, supervised pre-training remains a necessary step for achieving high-quality model performance, particularly in scenarios where high-fidelity knowledge transfer is required.
overall, with square root yielding higher quality prototypes with supervised initialisation, and uniform sampling having a very slight edge when using an unsupervised initialisation. We can see that models trained using a supervised initialisation achieve better training accuracy, suggesting underfitting when using an unsupervised initialisation. We note that the supervised models achieve better performance on classes with sufficient data, while better performance is obtained for few-shot classes when using unsupervised models.

Further to this, we seek to analyse the compatibility between classifiers and prototypes, as well as the sharpness of our attention mechanism. To evaluate this we compute, for each class prototype, the cosine distance to all cosine classifier weights. Firstly, we evaluate the number of class prototypes which are not closest to their corresponding cosine weight (i.e. the prototype from class A is closer to the classifier from class B, instead of the classifier from class A). Selecting the wrong class suggests poorer compatibility, reducing the accuracy of our attention mechanism and knowledge transfer process. We report this result in Table 6, showing that square root models achieve better compatibility, and that the supervised model yields the worst results.

In addition to this, we evaluate how sharp cosine similarity distributions are between a given prototype and classifier weights. Intuitively, one seeks sharp distributions, with only a handful of classes possessing high similarity with the prototype of interest so as to only transfer knowledge from the most relevant classes. This is visualised in Figure 8, where it may be observed that backbones relying on unsupervised weights tend to obtain sharper, and therefore more selective distributions. While square root and uniform sampling appear to behave similarly, we note that uniform sampling yields slightly sharper distributions, giving it a slight edge again.

In light of this, we expect models initialised with unsupervised weights to achieve stronger performance due to their higher prototype / classifier compatibility.

### B.2. Ablation experiments

We provide additional detailed results on the Places-LT dataset for all studied ResNet101 backbones in Table 8. As was conjectured in the previous section, we achieve better performance using an unsupervised initialisation, and, remarkably, that performance is equivalent between the two sampling strategies with 40.2 total accuracy.

Interestingly, the backbone exhibiting the poorest performance combines a supervised initialisation with uniform sampling, resulting in the weakest performance in almost all settings. Nonetheless, we note that all backbone configurations outperform state of the art method [33] when employing a ResNet101 backbone.

### C. Additional results on the ImageNet dataset

We provide additional results on the ImageNet dataset in Table 7: we report performance using a model trained using...
Table 7. Classification accuracies on ImageNet-LT. All methods use a ResNext50 backbone. * models trained with a normalised classifier.

| Method                | Classifier type | Many-shot | Medium shot | Few shot | Total |
|-----------------------|-----------------|-----------|-------------|----------|-------|
| Uniform sampling      | Cosine classifier ensemble ($w^b(0)$, $w^b(20)$, $w^b(100)$) | 69.2       | 43.0        | 15.4     | 49.2  |
| Balanced softmax      | Cosine classifier ensemble ($w^b(0)$, $w^b(20)$, $w^b(100)$) | 64.2       | 49.2        | 32.8     | 52.7  |

uniform sampling, as well as a model trained using a balanced softmax loss [24] (vs. regular cross entropy loss). Our balanced softmax model is retrained using a cosine classifier, which explains our higher accuracy with regards to numbers reported in [24]. It may be observed that our approach continues to improve performance on rare classes, and in particular we note the high performance on this class group using a balanced softmax classifier. We further note how backbones influence our final overall performance (e.g. uniform vs. square root), highlighting the importance of training a high quality backbone. We state again that solutions that aim to learn better representations are complementary of our method, which focuses on handling the few-shot problem.

D. Attention mechanism class selection

In this section, we evaluate our model ability to select semantically relevant classes via our attention mechanism. To this end, we show in Figure 7 the classes with top 10 attention scores for five randomly selected classes. For simplicity, we consider $k = 0$, such that all classes are treated identically. To evaluate semantic similarity, we plot class semantic similarity in the WordNet hierarchy by computing the Leacock-Chodorow Similarity [16], which measures the shortest path distance between classes in the graph, while taking into account their depth in the taxonomy. We can see that classes with very similar categories are selected (i.e. dog breeds), allowing for transferring common properties across these classes.
Table 8. Detailed classification accuracies and ablations on the Places-LT dataset. Bold numbers highlight the best performing classifier type per backbone.

| Method                                      | Many-shot | Medium shot | Few shot | Total |
|---------------------------------------------|-----------|-------------|----------|-------|
| **Supervised initialisation, square root**  |           |             |          |       |
| Prototypes                                  | 42.6      | 39.7        | 27.9     | 38.3  |
| Cosine classifier                           | **47.5**  | 35          | 19.7     | 36.3  |
| Classifier + prototypes                     | 46.6      | 37.2        | 22.1     | 37.4  |
| $w^h(20)$                                   | 41.6      | 30.4        | **44.8** | 37.5  |
| $w^h(100)$                                  | 27.8      | **46.9**    | 33.2     | 37.1  |
| ensemble($w^h(20),w^h(100)$) (continual)   | 36.2      | 37.8        | 41.9     | 38.1  |
| ensemble($w^h(0),w^h(20),w^h(100)$)        | 40.8      | 40.1        | 34.9     | **39.3** |
| **Unsupervised initialisation, square root**|           |             |          |       |
| Prototypes                                  | 39.7      | 38.6        | 29.6     | 37.1  |
| Cosine classifier                           | **48.4**  | 33.8        | 18.2     | 35.8  |
| Classifier + prototypes                     | 45.7      | 38.4        | 25.1     | 38.2  |
| $w^h(20)$                                   | 42.3      | 32.6        | **44.3** | 38.6  |
| $w^h(100)$                                  | 31.0      | **47.2**    | 34.2     | 38.6  |
| ensemble($w^h(20),w^h(100)$) (continual)   | 38.5      | 38.4        | 39.5     | 38.6  |
| ensemble($w^h(0),w^h(20),w^h(100)$)        | 41.6      | 41.4        | 35.1     | **40.2** |
| **Supervised initialisation, uniform**      |           |             |          |       |
| Prototypes                                  | 43.1      | 38.3        | 29.7     | 38.2  |
| Cosine classifier                           | **48.1**  | 25.7        | 10.0     | 30.5  |
| Classifier + prototypes                     | 47.4      | 35.0        | 21.0     | 36.5  |
| $w^h(20)$                                   | 42.2      | 34.3        | **39.8** | 38.3  |
| $w^h(100)$                                  | 31.6      | **44.1**    | 31.9     | 37.0  |
| ensemble($w^h(20),w^h(100)$) (continual)   | 34.9      | 37.7        | 37.0     | 36.5  |
| ensemble($w^h(0),w^h(20),w^h(100)$)        | 40.6      | 39.7        | 34.8     | **39.0** |
| **Unsupervised initialisation, uniform**    |           |             |          |       |
| Prototypes                                  | 40.3      | 38.1        | 29.9     | 37.1  |
| Cosine classifier                           | **48.9**  | 27.0        | 13.2     | 32.0  |
| Classifier + prototypes                     | 46.4      | 37.0        | 24.1     | 37.7  |
| $w^h(20)$                                   | 43.0      | 35.2        | **41.5** | 39.4  |
| $w^h(100)$                                  | 33.5      | **45.8**    | 34.5     | 39.0  |
| ensemble($w^h(20),w^h(100)$) (continual)   | 38.9      | 38.9        | 37.7     | 38.7  |
| ensemble($w^h(0),w^h(20),w^h(100)$)        | 42.0      | 41.7        | 34.3     | **40.2** |
| Disalign R101 [33]                          | 39.1      | 42.0        | 29.1     | 38.5  |