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SUMMARY
In probabilistic Bayesian inversions, data uncertainty is a crucial parameter for quantifying the uncertainties and correlations of the resulting model parameters or, in transdimensional approaches, even the complexity of the model. However, in many geophysical inference problems it is poorly known. Therefore, it is common practice to allow the data uncertainty itself to be a parameter to be determined. Although in principle any arbitrary uncertainty distribution can be assumed, Gaussian distributions whose standard deviation is then the unknown parameter to be estimated are the usual choice. In this special case, the paper demonstrates that a simple analytical integration is sufficient to marginalise out this uncertainty parameter, reducing the complexity of the model space without compromising the accuracy of the posterior model probability distribution. However, it is well known that the distribution of geophysical measurement errors, although superficially similar to a Gaussian distribution, typically contains more frequent samples along the tail of the distribution, so-called outliers. In linearized inversions these are often removed in subsequent iterations based on some threshold criterion, but in Markov chain Monte Carlo (MCMC) inversions this approach is not possible as they rely on the likelihood ratios, which cannot be formed if the number of data points varies between the steps of the Markov chain. The flexibility to define the data error probability distribution in MCMC can be exploited in order to account for this pattern of uncertainties in a natural way, without having to make arbitrary choices regarding residual thresholds. In particular, we can regard the data uncertainty distribution as a mixture between a Gaussian distribution, which represent valid measurements with some measurement error, and a uniform distribution, which represents invalid measurements. The relative balance between them is an unknown parameter to be estimated alongside the standard deviation of the Gauss distribution. For each data point, the algorithm can then assign a probability to be an outlier, and the influence of each data point will be effectively downgraded according to its probability to be an outlier. Furthermore, this assignment can change as the MCMC search is exploring different parts of the model space. The approach is demonstrated with both synthetic and real tomography examples. In a synthetic test, the proposed mixed measurement error distribution allows recovery of the underlying model even in the presence of 6 per cent outliers, which completely destroy the ability of a regular MCMC or linear search to provide a meaningful image. Applied to an actual ambient noise tomography study based on automatically picked dispersion curves, the resulting model is shown to be much more consistent for different data sets, which differ in the applied quality criteria, while retaining the ability to recover strong anomalies in selected parts of the model.
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1 INTRODUCTION

In the past, solving a geophysical inverse problem generally implied finding an optimum model that fits the observed data in a least squares sense (e.g. Backus & Gilbert 1967; Aster et al. 2005; Menke 2012) and fulfill a number of essentially arbitrary regularization constraints (Engl et al. 2000) such as damping (minimization of model derivatives) or smoothing (minimization of first or second order derivatives). Whereas this paradigm persists for computing-intensive inverse problems such as full-waveform modelling in two or three dimensions (e.g. Komatitsch & Vilotte 1998; Virieux & Operto 2009), increasing computer power has enabled the practical application of algorithms that apply Bayes’ theorem (Bayes 1763) to not only generate an ‘optimum model’ but an estimate of the probability distribution of the model parameters, \( p(m) \). The latter encodes our knowledge of the range of possible model parameters and their likelihood prior to acquiring the data (note that \( d \) and \( m \) are vectors, but the number of elements of \( m \) needed to adequately describe the model might not be known in advance). Bayes’ theorem as applied to model inference reads:

\[
p(m|d) = \frac{p(d|m)p(m)}{p(d)},
\]

where \( p(m|d) \) is the a posteriori probability (density) of the model, \( p(d|m) \) is the probability (density) of the data given a model under consideration, also known as the likelihood, and \( p(d) \) is the unconditional probability (density) of the data (Smith 1991). In theory, \( p(d) \) can be obtained by integration of the conditional probability (density) over all possible models, but is difficult to carry out in practice in higher-dimensional model spaces (in the following, we will simply use probability for conciseness, but in most cases a probability density is implied). In most cases an estimate of the absolute probability is not required, as only the relative probabilities of two models is needed to adequately describe the model might not be known in advance.

As the model parameter space is usually too vast to be searched exhaustively with a grid search, a strategy is needed to focus this search in regions of the model space, which contribute significantly to the overall probability, that is, where \( p(m|d) \) is large. One of the earliest approaches using a Monte Carlo inversion was conducted by Press (1968) to retrieve global Earth models. A popular method is the Markov chain Monte Carlo (MCMC) method (e.g. Sambridge & Mosegaard 2002; Sisson 2009) with the Metropolis-Hastings acceptance rule (see MacKay 2003), for a detailed overview, where a chain of models is generated following this algorithm:

(1) Generate a starting model \( m^{(1)} \) and start with iteration \( k = 1 \)
(2) Generate a trial model \( m' \) from \( m^{(k)} \) according to transition probability \( q(m'|m^{(k)}) \)
(3) Calculate the acceptance probability of the trial model from the following ratio

\[
\alpha = \frac{p(d|m')p(m')}{p(d|m^{(k)})p(m^{(k)})} = \frac{q(m'|m^{(k)})}{q(m^{(k)}|m')}
\]

(4) Generate a random number \( \beta \) based on a uniform distribution between 0 and 1.

(1) If \( \beta < \alpha \), accept the trial model, that is \( m^{(k+1)} = m' \) and add to the chain (i.e. for \( \alpha > = 1 \) the new model will always be accepted)

(2) Otherwise, reject the new model, and add the previous one to the chain \( m^{(k+1)} = m^{(k)} \)

(3) Go back to the second step to find the next element of the chain.

In practice, the transition probability is often chosen to be symmetric, that is \( q(m^{(k)}|m') = q(m'|m^{(k)}) \), and the logarithm of the probabilities is used in order to avoid round-off error or because of the inability to represent the probability as a floating point number. This then leads to the acceptance condition:

\[
\log \beta < \log p(d|m') - \log p(d|m^{(k)}) + \log p(m') - \log p(m^{(k)}).
\]

(3)

It has been shown that the representation of models will converge to the a posteriori probability distribution \( p(m|d) \) (MacKay 2003), although in reality the tendency of the chain to get trapped in local minima means that for many problems of practical interest excessively long run times would be required to achieve convergence in a single chain. However, this shortcoming can partially be countered by running many chains in parallel, such that the flexibility and ease of use of this algorithm has made it quite popular for geophysical applications (Sambridge et al. 2013).

The observed data are generally understood to represent the solution of a forward problem for the ‘true’ model, which is perturbed by an error term, \( e \), such that \( d = g(m_{true}) + e \), where \( g(\cdot) \) is a vector function representing the solution of the forward problem for all data points. We ignore here that the parameterization scheme can never fully represent reality, and that therefore there is in fact no true model. Parameterization or modelling related errors, for example, insufficient spatial sampling, can be thought of as part of the error term \( e \), if the unrepresentable part can be described statistically. An example is the probabilistic earthquake location in a 1-D model, where lateral heterogeneities can be thought of causing correlated measurement errors for neighbouring stations [see Lomax et al. (2000) for an implementation of that approach]. The probability of the data can thus be described by

\[
p(d|\lambda_1, \lambda_2, ...) = f(d - g(m)|\lambda_1, \lambda_2, ...) = f(r|\lambda_1, \lambda_2, ...),
\]

(4)

where \( f \) is the probability distribution for the measurement errors, \( r = d - g(m) \) is the residual vector, and \( \lambda_1, \lambda_2, \ldots \) are arbitrary parameters of the distribution \( f \); they can be vectors taking on different values for each data point, or parameters describing how the measurement errors of different data points are linked.

Although the MCMC method imposes hardly any limitations on the assumed error distributions, most geophysical applications of the MCMC method (e.g. Sambridge & Mosegaard 2002; Bodin et al. 2012b) assume Gaussian distributed errors, the probabilistic equivalent to minimization of the \( L_2 \) norm in optimization problems. This assumption is theoretically justified by the idea that measurement errors arise from the sum of many small (independent) perturbations, which the central limit theorem tells us will approximately yield a normal distribution irrespective of the underlying distributions of each contributing perturbation. It is also practically justified by the empirical observation that histograms of residuals after model optimization often resemble normal distributions quite closely. For geophysical data it is often quite difficult to estimate the measurement uncertainty (Rawlinson et al. 2014) based on knowledge of the measurement process, and also a part of the error can arise due to inadequacies of the forward model, either due to simplification of the physics, or overly simplified model parametrization, as described above. The data uncertainty itself, as
expressed by the variance of the Gaussian distribution, then becomes an unknown parameter, whose probability distribution is determined within the McMC search (Bodin et al. 2012a). The parameters describing the noise distribution are often referred to as ‘hyperparameters’ (Gelman et al. 2004, ch. 5), and the approach has been described as ‘Hierarchical Bayes’, but in fact, as far as the algorithm is concerned, the noise parameters can be considered like any of the physical model parameters, and there is no obvious hierarchical relationship to the physical parameters but rather interdependence. Instead, they could be considered ‘nuisance parameters’, a term coined by Jaynes (2003) to describe parameters that are of no inherent interest but must be taken into account with their uncertainties in order to determine the physical model parameters, whereas the algorithm is concerned, the noise parameters can be considered straightforwardly generalized to more complex multivariate Gaussian distributions.

\[ p(d|m, \sigma) = \left( \frac{1}{2\pi \sigma^2} \right)^{N/2} \exp\left( -\frac{1}{2\sigma^2} \sum_{i=1}^{N} r_i^2 \right) \]

(5)

Remember that \( r_i = d_i - g_i(m) \), that is the residuals depend on \( m \). With a known \( \sigma \), the log likelihood is

\[ L(d|m, \sigma) = \log p(d|m) = -N \log \sigma - C, \]

(6)

where \( C \) is a constant only dependent on \( N \), that is, only the first term actually depends on the model parameters and maximization of the likelihood corresponds to least-squares minimization. In transdimensional inference problems the number of parameters used to represent the model can change during the McMC search in a data-driven fashion, see Bodin & Sambridge (2009) for details. Therefore, in a transdimensional context, or when the model prior is non-uniform, the fixed standard deviation will affect the complexity of the model, or how far it is allowed to stray from its prior.

When \( \sigma \) is unknown, it can be subject to a parameter search and a posterior PDF derived for it. It is then necessary to define a prior PDF for \( \sigma, p(\sigma) \), where most applications in geophysics have opted for a uniform distribution between zero and some set maximum value (e.g. Bodin et al. 2012a; Galetti et al. 2015; Ravenna et al. 2018). However, as the standard deviation is a scale parameter the uninformative prior representing the state of no prior information is Jeffrey’s prior \( p(\sigma) \propto \sigma^{-1} \) (Jaynes 2003), which is essentially saying there is no \textit{a priori} knowledge on the scale, that is the probability density in log-space, \( p(\log \sigma) d\log \sigma \), is uniform; for example, values ten times larger are just as likely as value ten times smaller.

Bodin et al. (2012a) already pointed this out but nevertheless proceeded to impose a uniform prior, a practice followed by most geophysical applications, even though it implies a non-uniform prior in log-space. Although for any reasonable data set the choice between these two priors should not greatly affect the posterior PDF of the model parameters, use of the uniform prior might be the reason for the observed slight overestimation of the posterior deviation by McMC tests on synthetic data, where the data uncertainty was assumed unknown (Bodin et al. 2012a). The Jeffrey’s prior is not normalizable, but as the McMC chain only ever requires probability ratios, this shortcoming is of no concern here.

Whereas the standard approach includes \( \sigma \) as one of the parameters to be varied in the McMC search and calculates \( p(d|m, \sigma) \) at each McMC step, we do not really need to care about the PDF of \( \sigma \) because it is a nuisance parameter. We thus marginalize by integration:

\[ p(d|m) = \int_0^\infty p(\sigma) p(d|m, \sigma) d\sigma \]

(7)

Note that explicit limits have been dropped for the residual sum for squares (RSS) for conciseness. It turns out that this integral is

\[ = \frac{1}{(2\pi)^{N/2}} \int_0^\infty \sigma^{-N} e^{-\frac{1}{2} \sum r_i^2 / (2\sigma^2)} d\sigma \]

Therefore, to improve the accuracy of the standard deviation, the concept of using a systematic subset of the data was suggested (Dreiling 2018). In a Bayesian context this approach is unsatisfactory as it introduces arbitrariness in the form of the choice of threshold. Even worse, the ratio in eq. (2) requires the number of data points to stay the same, as removal of individual data points during the chain construction would result in probability densities of different dimensionality, which cannot form the (dimensionless) ratio needed for application of the acceptance rule.

A more promising approach is to replace the assumption of a normal distribution with the assumption of a double-exponential distribution, also known as the Laplacian distribution, which is equivalent to imposing an L1 norm in an optimization context. This distribution falls off more slowly and is thus not significantly biased by the presence of outliers. However, the sharp peak of the Laplacian distribution is not a commonly observed feature of actual residual distributions for most geophysical problems, which, as pointed out above, seem to be modelled quite well by Gaussian distributions except for the presence of outliers. Whereas the assumption of a Laplacian error distribution is more robust, it is therefore known to be incorrect, and the model parameter uncertainties estimates will therefore not be correctly estimated based on this assumption.

Furthermore, the width of the Laplacian distribution confounds the frequency of outliers with the typical uncertainties of valid measurements, making it difficult to interpret. The second part of the paper will thus introduce a mixed probability distribution which is explicitly accounting for outliers.
solved easily via the standard definite integral $\int_0^\infty x^{N-1}e^{-x^2} \, dx = \frac{1}{2} a^{-N/2} \Gamma\left(\frac{N}{2}\right)$, using the substitutions $\sigma \rightarrow \frac{1}{\sqrt{2}} \sum r_i^2 \rightarrow a$ (\(\Gamma\) is the incomplete gamma function):

$$p(d|m) = \frac{1}{2} \left(\sum r_i^2\right)^{-N/2} 2^{N/2} \Gamma\left(\frac{N}{2}\right).$$

The marginal log likelihood is thus

$$L(d|m) = -\frac{N}{2} \log \sum r_i^2 - \frac{N-2}{2} \log 2 + \log \Gamma\left(\frac{N}{2}\right).$$

The second and third term are constant and can be ignored, as in the McMC algorithm only the ratio of the likelihoods matters. The maximum likelihood model is still the model corresponding to the smallest RSS, but the decrease in likelihood away from this peak is softened by the logarithm. In a transdimensional context this encourages exploration of a range of models of varying complexity, some fitting the data less well with a simple parametrization and some fitting the data better with a more refined parametrization. No approximation is involved in the marginalization so it will give the same results as the standard approach of explicit inclusion of \(\sigma\) in the MC search—if the latter has converged properly—but at reduced computational cost. One disadvantage is that no empirical PDF is generated for \(\sigma\) in this way, but the \(a \text{ posteriori}\) maximum likelihood value for \(\sigma\) can easily be set according to the residual RMS of the maximum likelihood model, or alternatively an approximate (mean) value for \(\sigma\) can be estimated from the residual RMS of the average model. If an actual probability distribution for \(\sigma\) were desired, it could be easily generated by sampling from the probability distribution in eq. (5) each time the model parameters are sampled.

Curiously, if one assumes a uniform prior for \(p(\sigma)\), and evaluates \(p(d|m, \sigma)\) at \(\hat{\sigma}\), the maximum likelihood value of \(\sigma\), as an approximation for the marginalized distribution \(p(d|m)\) (Dosso et al. 2012; Sambridge 2014, appendix B), exactly the same expression as eq. (9) is obtained. Therefore, we are in the happy situation that an approximate solution for an arguably poorly motivated prior is actually identical to the exact solution for a better justified prior.

The expression easily generalizes to a few common more general cases.

1. **Relative errors for different data points.** Often some information is available on which data points are more or less reliable, even though the absolute uncertainty is poorly constrained. If this relative uncertainty can be expressed as normalized standard deviations of each data point, \(\hat{\sigma}_i\), then the RSS, that is, \(\sum r_i^2\), can simply be replaced by \(\sum \left(\frac{r_i}{\hat{\sigma}_i}\right)^2\) (equivalent to the definition of \(\chi^2\) in classic statistics). In this case, \(\sigma\) represents the scaling factor for the normalized standard deviations.

2. **Correlated data errors.** If the correlations are described by a data correlation matrix \(C_d\), then the RSS must be replaced by the matrix—vector product \(r^T C_d^{-1} r\). Again, \(\sigma\) is then a scaling factor.

3. **Multiple data types.** In joint inversion type problems, if the data belong to \(M\) different classes or data types, each consisting of \(N^{(k)}\) data points with their independent but unknown standard deviation, \(\sigma^{(k)}\), then for a full marginalization, the integral in eq. (7) will turn into a multidimensional integral, which, however, is separable.
In order to reduce the strong bias of extreme values on the overall distribution with outliers and for independent measurement errors is the uniform distribution is used to represent the data error for each data point. An illustrative plot of probability density function for mixed distributions, where the standard deviation of the normal part of the distributions plotted in blue is two times the standard deviation of the distribution plotted in green. The fraction of outliers, that is, the probability that any given sample is drawn from the uniform distribution, is set to 0, 20 and 40 per cent, respectively. (All distributions are assumed to have the same upper and lower bounds of the uniform distribution.)

into $M$ regular integrals and can thus be solved exactly as above. The resulting likelihood function is:

$$L((d^{(1)}, d^{(2)}, \ldots, d^{(N)})) = -\frac{1}{2} \sum_{k=1}^{M} N_{(k)} \log \sum_{i=1}^{N_{(k)}} r_{i}^{(k)^2} + \text{const.}$$

These different cases can be combined, of course.

### 3 DISTRIBUTION WITH OUTLIERS

In order to reduce the strong bias of extreme values on the overall probability $p(d|m)$, a mixture of a Gaussian distribution with a uniform distribution is used to represent the data error for each data point (Fig. 2, the choice of the uniform distribution will be discussed later in Section 5). Under this assumption, the joint log-likelihood for independent measurement errors is

$$\log p_{n=0}(d|m) = \sum_{i} \log \left[ (1 - f) \phi_{\text{normal}}(r_i | 0, \sigma) + f \phi_{\text{uni}}(r_i, W) \right].$$

where $f \in [0, 1]$ is the fraction of outliers,

$$\phi_{\text{normal}}(r_i | 0, \sigma) = \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{r_i^2}{2\sigma^2}}$$

and

$$\phi_{\text{uni}}(r_i, W) = \begin{cases} \frac{1}{W} & \text{for } r_i \text{ (alternatively } d_i \text{) within range} \\ 0 & \text{otherwise} \end{cases}.$$  

$W$ is the width of the range spanned by the outliers. By definition, all of the data points ($d_i$) must be possible, such that the range of the uniform distribution should be sufficiently large to include all observations; in many cases it will be preferable to define the range based on the residuals ($r_i$) with respect to some reference model rather than based on the raw data spread. We note that the normal part of the distribution is not truncated but is assumed to have reached such extremely small values at the edges of the uniform distribution range that the implied probability densities reach ‘impossibility’ level for all practical purposes.

What this mixed distribution achieves is that for small residuals close to the centre of the distribution, changes in the model will have an impact on the total likelihood similar to that for a pure normal distribution. The probability for large residuals on the far tail of the Gaussian distribution is essentially constant and independent of the model. Therefore these data points, likely outliers, are no longer assumed to carry any information about the model, and will not bias it. Also, an upward bias of the standard deviation estimate due to outliers is avoided. In a transdimensional context, a realistic estimate of the standard deviation is needed in order to choose models of an appropriate level of complexity; overestimated standard-deviations would lead to oversimplified or oversmoothed models. Crucially, this assignment into outlier data point or good data point is not made based on a threshold or only once, but can change as the model evolves and thus residuals are getting larger or smaller as well as the model $f$ and $\sigma$ are changing in the random walk. For some data points, the magnitude of the residual will be such that both terms in eq. (10) are of approximately similar size. In this case, the probability of these points will still change with model adaptions but not as strongly as for an equivalent normal distribution. Effectively, the weight of these data points is reduced.

An analytical marginalization of the mixed distribution is no longer possible, and we must include $\sigma$ and $f$ as parameters in the Markov chain. The value of $W$ should be fixed at a reasonable value, usually the maximum range of data residuals in some easily evaluated background model. In Appendix B, we discuss the choice of $W$ in more detail.

As above we consider how this Markov chain approach is expected to generalize:

1. **Relative errors for different data points (applied to the Gaussian distribution).** The equation for the normal part of the Gaussian distribution, eq. (12), can be straightforwardly extended with the normalized (relative) standard deviation of each data point $\tilde{\sigma}_i$, in which case $\sigma$ is interpreted as a scaling factor for these relative standard deviations:

$$\phi_{\text{normal}}(r_i | 0, \sigma) = \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{r_i^2}{2\sigma^2}}$$

2. **Multiple data types with separate, but unknown, standard deviations and outlier fractions.** This entails the introduction of one parameter pair $(\sigma^{(k)}, f^{(k)})$ for each data type. Then, eq. (11) can be extended by an outer summation over the different data types. Of course, each data type must have a sufficient number of data points associated with it in order to obtain meaningful estimates for $\sigma^{(k)}$ and $f^{(k)}$.  

3. **Correlated data errors.** What is meant by this is that the Gaussian part of the error distribution is described by a covariance matrix, whose off-diagonal terms describe the correlation between the measurement errors of different data points, while the outliers are assumed to be uncorrelated. In this case, each possible combination of a data point either being a valid measurement with some uncertainty or an outlier would give rise to a new term in an extended log-likelihood equation. For $N$ data points, the summation over $N$ terms in eq. (11) would thus have to be replaced by a summation over $2^N$ terms, not practical for the numbers of measurements typically encountered in geophysical inference problems. In the case of very strongly correlated errors it is thus advisable to simply subsample the data set, while very weak correlations can probably be
safely ignored, as is done quite often in practice in any case, even when only carrying out least-squares minimization.

3.1 Application to mean value estimation

As a toy problem illustrating the effect of outliers we consider the problem of a single parameter \( m_1 = \mu \), whose value has to be estimated from several imperfect measurements, that is, \( g(m_1) = (m_1, m_1, m_1, \ldots)^T \), where the length of the vector corresponds to the number of data points. Note that the argument of \( g \) is normally a vector but here the model has exactly one unknown parameter, \( m_1 \); the value of this parameter is simply the predicted outcome of the measurement in the absence of errors. Samples are generated by drawing from a normal distribution with mean \( \mu \) (here 2.0) and an assumed measurement uncertainty \( \sigma \) (here 0.2). In addition, with a certain probability, here 10 per cent, the values are replaced by uniformly distributed outliers; in this example the limits of the uniform distribution are set at -5 and 5 s, respectively. Effectively this corresponds to drawing from the mixed distribution (eq. 11).

The estimation of the three parameters of the mixed distribution is accomplished with the Metropolis–Hastings algorithm described above; for details see Appendix A and Table A1.

Fig. 3(a) shows the histogram of samples and resulting PDFs for the three model parameters for one realization with 200 samples, that is, a strongly overparameterized problem. Unsurprisingly, the Gaussian maximum likelihood model (red line in Fig. 3a) is grossly wrong, with a standard deviation overestimated by a factor of approximately five, and a biased mean value. When using the mixed distribution \( p_{\text{mix}} \) (with \( W = 10 \)), the estimated mean value and standard deviation is not only closer to the true mean, also the estimated errors of these values are realistic, that is, the true value is within one or two standard deviations. Although only one realization is shown here, we repeated this experiment hundreds of times to verify that the returned PDFs for the model parameters represent the actual uncertainty of the estimate.

We also carried out this experiment with only 20 samples (Fig. 3b), but otherwise identical parameters. Given the typical redundancy in geophysical data sets, this is a more realistic test than the previous example. It is clear that now the outcome will be highly dependent on the realization: on average we expect 2 outliers, but with such small numbers realizations with 0, 1, 2, 3 and 4 outliers all have a reasonable probability. In the particular realization shown in Fig. 3(b) in fact one outlier was generated. As a result, the estimation for the outlier fraction \( f \) becomes very difficult and the MetMC search considers values of \( f \) up to ~35 per cent possible. The most likely value indicated by the histogram in Fig. 3(b) is just under 10 per cent) but because the PDF is skewed, the mean value of 14 per cent actually overestimates the true outlier fraction. The true values are still contained in the one standard error range around the mean, though. The standard deviations for \( \mu \) and \( \sigma \) are increased by (very) approximately a factor of three, that is, similar to \( \sqrt{10} = \sqrt{200}/20 \), which would be the factor expected for a pure normal distribution.

In geophysical problems, it is conceivable that much larger outlier fractions than 10 per cent occur in some contexts, depending strongly on the strictness of the data selection criteria that are applied before including measurements into the inversion. As an end-member case we therefore considered also an example with 60 per cent outlier fraction and 50 measurements in total, shown in Fig. 3(c). Here, on average only 20 of the measurements contain useful information. With such a high outlier fraction, the Gaussian estimate becomes nearly useless, although by eye it is still quite obvious where the true mean value is found. Not only is the estimated value of the standard error of the mean very large, but the difference between the estimated and true value is approximately five times the estimated standard error. In contrast, the mixed distribution manages to return a mean value estimate close to the true value, with a reasonable error estimate.

As the final example of this section, we consider the case where the assumption of a uniform distribution for the outlier examples is actually wrong. Specifically, we construct an example simulating cycle skipping, whereby outlier measurement errors correspond to small integer multiples of the dominant period of the analysed signal. Cycle skips can occur, for example, in estimating body wave travel-times from cross-correlations (VanDecar & Crosson 1990; Pavlis & Vernon 2010), or in estimating surface wave phase velocities (e.g. Sadeghisorkhani et al. 2018). The cycle skipping errors are implemented by adding or subtracting from the synthetic measurement, which already includes the Gaussian noise, an integer multiple of the dominant period, here assumed to be 1. In the simulation, negative cycle skips are more likely than positive ones, which can be a realistic assumption for some problems; see for example the real data case study presented in Section 4. Multiple cycle skips are allowed but with diminishing probability. The true PDF for measurements is thus unbounded, but each realization will have a maximum and minimum measurement. For the example shown in Fig. 3(d), the probability of a (single or multiple) negative cycle skip was set to 17.5 per cent, the probability of a positive cycle skip to 7.5 per cent; the probability of a double negative cycle skip was set to 0.3 of the probability of a single cycle skip, and so on for higher orders (i.e. a negative skip by three cycles has 0.3 times the probability of a double negative skip). For positive skips, the probability density ratio of subsequent numbers of cycles skipped was set to 0.2. The assumed width of the uniform distribution was set to the actual range of the samples, as shown in Fig. 3(d). Because of the asymmetry in the likelihood of positive and negative likelihoods, the Gaussian mean value estimate is biased, and the standard error of the mean underestimates the true misfit; \( \sigma \) is strongly overestimated just as in the earlier examples. Even though the mixed distribution is making a wrong assumption, the inferred values for \( \mu \), \( \sigma \) and \( f \) are reasonably close to their true values, also in relation to their respective probability distributions. Of course, an assumed measurement error distribution which explicitly takes into account the possibility of cycle skips presumably would have performed even better, as the current approach effectively discards the information contained in the cycle-skipped measurements. Such distributions which are fine-tuned to the physics of the measurement process are an interesting target for future improvements, but would introduce additional unknowns into the inference process.

3.2 Application to synthetic tomography problem

Next, we consider a 2-D traveltime tomography problem, as might be encountered in ambient noise based studies involving inversion of interstation group or phase arrival times at a selected period for the corresponding velocity variations. The model domain is a 400×200 km² area and is parametrized as slowness perturbations within 10×10 km² cells of constant slowness, resulting in 40×20, that is 800 model parameters. A total of 34 stations is placed within the domain in an irregular configuration, such that some parts of the domain are well illuminated, and others only sparsely sampled. With...
Figure 3. Mean value estimation with outliers. (a) Sample size \( N = 200 \), outlier fraction \( f = 0.1\% \). The histogram in the top panel shows one realization of a mixed probability distribution, where samples either are good measurements following a Gaussian distribution, or are outliers with a uniform distribution between the limits of the graph. The blue line shows the true distribution from which the samples were drawn (target distribution), the red line shows the pure Gaussian distribution estimated from the sample mean and standard deviation, and the magenta line shows the mixed distribution estimated from this particular realization. Note that the PDF of the uniform distribution is so small that its value is nearly indistinguishable from the x-axis at the plotted scale. Bottom panels shows estimated unnormalized posterior PDF for the parameters of the mixed distribution determined from an MCMC search, with the red asterisk showing the true value, and the solid line a Gaussian fit to this distribution. The mean values and standard deviation for the three model parameters are also reported within the legend. (b) \( N = 20 \), \( f = 0.1\% \). (c) \( N = 100 \), \( f = 0.6\% \). (d) \( N = 200 \), \( f = 0.25\% \); outlier samples are drawn from a distribution simulating cycle skipping (see text).

This number of stations 561 possible pairs exist, but as for real ambient noise studies not all pairs yield successful measurements, a subset of 449 pairs is randomly selected. Anomalies are assumed to be small enough that the ray paths are not significantly perturbed by the velocity heterogeneity and the reference model is assumed uniform, such that ray paths are straight lines and the Fréchet kernel matrix can be constructed from the lengths of the ray paths in each cell. The assumption of straight rays is not realistic for many ambient noise tomography studies, but the assumption of stronger contrasts inducing significant ray-bending would not directly add insight into the issue of probabilistically accounting for outliers, and is therefore not considered here. The interaction of non-linearity and non-Gaussian distributions might, however, be an interesting topic for future investigations.
Of course, as the problem is linear, it could be solved directly using singular-value decomposition, but would have to be heavily damped due to sparse coverage in some parts of the model. Furthermore, a damped-least squares solution implicitly corresponds to the assumption of a Gaussian error distribution and also a Gaussian distribution for the model prior, \( p(\mathbf{m}) \) (Tarantola & Valette 1982). Therefore, we implemented a transdimensional inversion following Bodin & Sambridge (2009), but with the further simplification that for all grid cells, it is determined with which Voronoi cell their centre is associated, and the whole cell is then given the slowness value of the Voronoi cell. Also, we parametrise the model in terms of slowness perturbation rather than absolute velocities. We use 20 chains, each running for \( 4 \times 10^6 \) iterations, from which the initial \( 2 \times 10^5 \) are used for burn-in and subsequently discarded. Parallel tempering (Sambridge 2014) is used to avoid getting stuck in local minima, and also to remove poorly converging chains from the final average. Twelve chains are run at \( T = 1 \), and the remaining eight chains are run at gradually increasing temperatures up to \( T = 5 \), with exchanges between chains allowed every 50 000 iterations. For chains at higher temperatures, acceptance of less well fitting models is more likely, allowing a wider exploration of the model space, see Sambridge (2014) for details. Uniform priors are assumed for the number of Voronoi cells, with a maximum of 200, and slowness perturbations, with a limits of \( \pm 0.02 \) s km\(^{-1} \). Finally, the average model is calculated from the 12 chains at \( T = 1 \) and the iterations post burn-in. This model is considered to be a representative estimate of the underlying model.

We choose a sparse checkerboard model as a test case because the success of recovery is easily judged visually (Fig. 4a). For the first test with a purely Gaussian distribution, the forward model-traveltime anomalies are additionally perturbed with Gaussian noise with a standard deviation of 0.1 s, which corresponds to 9 percent of the largest absolute traveltime anomaly (1.13 s) and 53 percent of the mean absolute anomaly (0.19 s). We run the McMC search assuming two Gaussian error models: (i) a Gaussian distribution for the model prior, \( \sigma \) fixed to the true value of 0.1 s (Fig. 4c) and (ii) a Gaussian distribution with unknown \( \sigma \) and a Jeffrey’s prior for \( \sigma \) (Fig. 4e). In each case the central part with a high number of crossing paths is recovered very well, with minimal smearing and very good recovery of the absolute magnitude of anomalies. Even anomalies in the poorly covered margin are recovered at least in the sign of the anomaly but—as expected—are more diffuse and the true anomaly is underestimated. Visually, both models are very similar, with only subtle differences. Both models actually slightly overfit, as the final residual RMS is a little lower than the standard deviation of the input model.

For the second test, for better comparability we take exactly the same traveltime measurements as in the first test, that is, using the same realization of the Gaussian noise and selection of ray paths. In addition, for 28 additional ray paths (equivalent to \( \sim 6 \) per cent outlier fraction) entirely spurious observations are generated by drawing from a uniform distribution with a range of \(-3\) to \(+3\) s (Fig. 4b).

The presence of outliers nearly completely ruins the McMC average model under the assumption of a fixed \( \sigma \) (Fig. 4d). Because the residual RMS is far larger than the imposed \( \sigma \), the McMC search will seek to improve the data fit for the outliers, namely no matter what the price is in terms of model complexity. In fact, the number of Voronoi cells in this test quickly converged to the maximum allowed value of 200. When we switch to the assumption of an unknown standard deviation, the McMC search is more tolerant of very large residuals, suppressing overly complex models and allowing recovery of a hint of the basic pattern in the well covered area (Fig. 4f). However, the effect of outliers is visible as streaks, particularly when they are associated with long paths, and the image is essentially uninterpretable. Because we use the approach described in Section 2, we do not determine an explicit probability distribution for \( \sigma \), but the RMS is approximately identical to its maximum likelihood value, here 0.70 s, that is, far larger than the actual \( \sigma \) of the underlying Gaussian distribution of the errors of the well behaved major part of the data set. Therefore, the recovered model is both undercomplex and still strongly biased by the outlier observations.

Finally, when the mixed distribution is assumed (with unknown \( \sigma \) and outlier fraction), most of the anomalies of the input model are recovered very well, both in shape and amplitude because the inclusion of the uniform distribution greatly diminishes the influence of the outliers (Fig. 4h). The residual RMS is actually significantly larger than for the inversions with the Gaussian error assumption, because no attempt is made to fit the outliers, which dominate the residual sum of squares. The mean posterior value for \( \sigma \) is 0.0112 \( \pm 0.0008 \), and for the outlier fraction \( f / \sigma \) is 7.3 \( \pm 1.4 \) per cent (ranges show one standard deviation), which is close to the true values. It could be argued that there is evidence that the recovery is still somewhat poorer than for the forward model without any outliers (Fig. 4c). This is to be expected, as the inference algorithm does not know a priori, which measurements are the outliers. Reduced model recovery arises both because some of the more extreme good measurements might be associated with a significant probability of being an outlier, and because outliers might by chance fall close to the range of good measurements. In that case they are not clearly identifiable as outliers and still end up (erroneously) influencing the recovered model.

We also checked the outcome of applying the mixed distribution to the data set of the first test, that is, when there are actually no outliers present (Fig. 4g). The recovered model is again visually very close to the models in Figs 4(c) and (e), and its RMS accordingly only very slightly larger. The posterior mean estimate for \( \sigma \) is 0.0104 \( \pm 0.0005 \) and for \( f / \sigma \) is 0.8 \( \pm 0.6 \) per cent, that is, again both are close to the true values of 0.01 s and 0 per cent.

It has to be acknowledged that the deleterious effect of outliers has been exaggerated in this test compared to real applications because in most geophysical inversions obvious outliers can be removed prior to the formal inference procedure. However, if this is done too aggressively, then it is likely that anomalies are systematically underestimated because good measurements are being removed erroneously. Therefore, the basic conclusions are expected to hold in more realistic settings, too.

### 4 USE CASE: SCANARRAY AMBIENT NOISE 2-D PHASE VELOCITY TOMOGRAPHY

Finally, we apply the algorithm to real Rayleigh wave phase dispersion measurements obtained from stacked cross-correlations from stations of the ScanArray Experiment (including dedicated temporary stations (Thybo et al. 2012), the stations of the permanent Swedish network and the NEONOR2 temporary stations) and permanent stations in Scandinavia, covering most of Sweden and Norway as well as the Baltic Sea and western Finland. Standard processing procedures were followed in constructing the cross-correlation...
Figure 4. 2-D tomography synthetic test with Gaussian errors (left-hand column) and Gaussian errors and a few outliers (right-hand column). Colours show perturbations with respect to a uniform reference model. Triangles show station locations, which act as sources and receivers. x- and y-axis scales are distance scales in km. (a, b) Input model. Black lines show ray paths. Magenta lines in b show additional ray paths with spurious measurements. (c, d) Mean model, assuming a normal distribution with known standard deviation in the MCMC search. (e, f) Mean model, assuming a normal distribution with unknown standard deviation. (g, h) Mean model, assuming the mixed distribution in eq. (11) with unknown standard deviation and outlier fraction. The RMS of residuals is shown above each subfigure. For comparison, the initial RMS in the uniform reference model is 0.28 s for the Gaussian noise (c, g, e), and 0.52 s for the Gaussian noise plus outliers (d, f, h).
Sadeghisorkhani et al. (2018) use whitening and then a group velocity filter to estimate the frequency-step width of zero-crossings by applying a low-pass filter in the amplitude–frequency domain before measurements (effectively smoothing the spectrum), whereas Olugboji et al. (2017) is beyond the scope of the current work, some understanding of the differences between the algorithms and the resulting error patterns is useful for evaluating the effectiveness of the mixed-distribution approach. The first data set (termed HS) is based on the code described in Sadeghisorkhani et al. (2018), and the second approach (termed EKr) is based on a reimplementation of the algorithm described by Kästle et al. (2016). Both algorithms use a reference curve to pick the correct branch at long period and then progress to shorter periods. To compare the two automatic algorithms we use the same reference curve and feed them with the same whitened and windowed (a group velocity filter) cross-correlations. The reference curve of the average phase velocity is estimated based on the approach explained by Sadeghisorkhani et al. (2018), making use of all ∼15 800 station pairs. This approach is based on fitting a Bessel function to the real part of the spectrum as a function of distance at different periods.

To calculate the dispersion curves for each station pair, Kästle et al. (2016) reduced the problem caused by spurious zero crossings by applying a low-pass filter in the amplitude–frequency domain before measurements (effectively smoothing the spectrum), whereas Sadeghisorkhani et al. (2018) use whitening and then a group velocity filter in the time domain first, which significantly improves the stability of the estimate.

Both algorithms mainly rely on a smoothness constraint as the picked curve is extended to shorter periods but differ in the weight given to this constraint. There are other criteria in both methods discouraging picks far from the next expected value. In the HS algorithm, these criteria relate to the range of allowable interstation distances (see Ekström 2017, here we use measurements for interstation distances between 1.5 and 30 times the wavelength), the maximum deviation from the reference curve, the ratio of the amplitude where the measurement is made to the maximum amplitude for all periods, the deviation of a picked zero-crossing from its expected value based on extrapolation, and finally each trace is only accepted if not too many of its corresponding zero-crossings are rejected based on the other criteria. The picked dispersion points should be highly reliable but the algorithm relies heavily on the dispersion curve. The EKr algorithm mainly uses three criteria: first, the frequency-step width of zero-crossings has to be in an acceptable range; second, a threshold prevents jumps to the next branch (cycle skipping); and third, a gradient-based smoothness criterion with respect to the reference curve is imposed. Because it is less reliant on the reference curve, it can pick dispersion points with higher velocity variations but if a previous period is incorrectly picked for any reason, the following picks at shorter period are doubtful.

A total of 2897 measurements were obtained with the HS algorithm. Even with these measures, the residual distribution appears to be skewed and has a heavier tail than Gaussian, at least at the upper end (see Fig. 5, top; this observation implies that it is more likely to find paths associated with very low rather than with very high velocities). An even graver concern is the possibility that valid measurements could have been excluded erroneously. As Scandinavia has no significant sedimentary cover, the approach to select by similarity to the average phase curve is probably valid almost everywhere at the 4 s period considered here. Nevertheless there is concern that it excludes measurements from the most anomalous areas, almost by design. This would be much more of a concern in more heterogeneous areas, where it is unlikely a threshold can be found that does not exclude valid data in a highly systematic way and still does not introduce too many erroneous measurements.

Implementation of the EKr algorithm for the ScanArray data results in a very large number of picks (15 433). In order to keep the size of the data set manageable for the McMC algorithm, all picks for distances larger than 240 km were removed—this corresponds to about 20 times the wavelength for the 4 s period. The different branches get very close and are difficult to distinguish for larger distances. Even the reduced data set of 2205 measurements appears to have a large number of outlier picks (see Fig. 5 bottom for residual). In fact, there is weak evidence for cycle skipping visible in the histogram, which shows a small secondary peak near 4 s, indicating a systematic measurement error due to confusion of branches, not consistent with a Gaussian assumption for measurement errors (although the secondary peaks are obviously also not consistent with a uniform distribution, an assumed uniform distribution implies that they do not provide constraints on the model, see ‘Discussion’ section below). Interestingly, even though the RMS is unsurprisingly different for the HS and EKr data sets (1.19 and 1.76 s, respectively), the median absolute deviation (MAD) is identical, and visually the spread of the Gaussian function in the histograms in Fig. 5 is accordingly similar.

The basic threedimensional McMC algorithm followed is essentially identical to the one used in the synthetic tomography test with different parameters (100 iterations, 60 chains, of which 44 are at T = 1), except that ray paths are recalculated every 200 000 iterations (in total five times). The chains at T = 1 were arranged into 4 independent groups, and for each one its respective mean model was used to recalculate the ray paths, that is, in total 20 ray path recalculations were carried out. In fact, for Scandinavia the heterogeneities are small enough that this step was not really necessary and straight ray paths would have been adequate.

We now determine the posterior model PDF using the McMC method, first under the assumption of a Gaussian measurement error with unknown standard deviation. Fig. 6 compares the models obtained for both data sets and the data fit achieved by them. Visually, the mean models are not too dissimilar, with the slowest velocities along the western coast and relatively faster velocities in the southeast of the resolved region and along the eastern edge. However, it is apparent that over most of the study region there is a bias towards faster velocities in the EKr derived model. This bias is visible both in the map view of the differences in the top right of Fig. 6(a) and in the scatter plot on the bottom left. Probably, it can be attributed to a skew in the distribution of outliers. This skew might arise because noisy data tends to increase the number of zero crossings rather than reduce it. Additional zero crossings manifest themselves as faster velocities, which could cause a bias towards faster velocities. The other difference occurs along the west coast near to the Lofoten where velocities in the EKr data tend to be slower.

When instead the mixed distribution is assumed for the measurement error, there is only a very minor bias remaining in the models estimated from the two data sets (Fig. 7a). Remaining differences...
Figure 5. Distribution of phase arrival time residuals for 4 s Rayleigh waves measured from ScanArray ambient noise stacks for two types of automatic measurement tools. The residuals are relative to a uniform velocity background model optimized to minimize the HS residuals in a least-squares sense. The left-hand column shows histograms; dashed lines indicate 10th and 90th percentiles and header lines show residual root mean square (RMS), median absolute deviation (MAD), the median of the absolute values of all residuals, and the largest absolute value (MaxAbs); like the RMS, the MAD is representative of the typical magnitude of the residuals but is unaffected by outliers. The right-hand column shows a scatter diagram of residuals versus interstation distance.

HS: automatic phase arrival measurements based on added functionality of the phase velocity measurement tool introduced by Sadeghisorkhani et al. (2018).

EKR: automatic phase arrival measurements based on a new implementation of the algorithm described in Kästle et al. (2016). Only measurements at less than 240 km epicentral distance, equivalent to approximately 20 wavelengths were used for the EKR data sets (blue dots), although measurements were available for all possible pairs (plotted in grey for the residual-versus-distance plot, for distances less than 500 km).

are mostly only visible in areas of poor coverage (e.g. the Gulf of Bothnia, the northernmost arm of the Baltic Sea, and at the northern coast). However, within the Lofoten area along the west coast, velocities remain much lower for the EKR model than the HS model. This is probably because many measurements in the EKR data set are consistently showing these low velocities, and the model therefore prefers to adapt rather than to increase the outlier percentage. It is likely that these measurements were systematically excluded by the HS measurement process as they deviated too much from the expectation based on the reference model, although very low velocities in this area are physically reasonable.

The residual RMS of the average posterior model for the assumed mixed distribution (Fig. 7b) are a little worse than for the one based on the assumption of a Gaussian distribution (Fig. 6b). This is to be expected, as outliers will have a very strong effect on the RMS, and in the former case the likelihood depends less on the model adapting to these outliers. On the other hand side, the MAD for the mixed distribution models is actually lower, meaning that the typical data point is fit somewhat better. Again, this is to be expected, as the model in the mixed case does not need to accommodate measurements inconsistent with neighbouring measurements.

In order to check whether the use of the mixed distribution leads to local minima, the different chains were initialized with outlier fractions between 0 and 20 per cent. All chains quickly converged to a relatively narrow range of outlier fraction of 3–5 per cent for the HS data set and 10–12 per cent for the EKR data set (Fig. 8), with the exception of those run at higher temperature, which do not contribute to the posterior distribution estimate. The remaining spread represents the actual uncertainty of these nuisance parameters. Inspection of the different chains showed that there is only minor trade-off between the standard deviation and the outlier fraction but there is some trade-off between model complexity and the uncertainty parameters, of course. This trade-off represents the ambiguity inherent in non-unique and sometimes contradictory data, which it is proper for the McMC estimation to capture.
5 Discussion and Conclusion

First, it was demonstrated that for assumed Gaussian distributions with unknown standard deviation, the standard deviation as a nuisance parameter does not need to be explicitly included as a free parameter to be perturbed, for example, in a McMC algorithm, but can be marginalized analytically, which can somewhat reduce the computational effort needed.

The second, more important conclusion is that a distribution involving the mixture of a Gaussian distribution with unknown standard deviation and a uniform distribution allows analysis of data sets tainted by a significant number of outliers, that is, where the distribution of measurement errors is not well described by a Gaussian distribution. The effectiveness of this approach was demonstrated for traveltime tomography with a synthetic example and a real use case.

Although both conclusions were demonstrated for a McMC algorithm, they can be easily and trivially applied to any gradient-free parameter estimation algorithm involving explicit evaluation of a likelihood function, for example, the neighbourhood algorithm. One might question the assumption of a uniform distribution to represent the outliers, as in realistic examples there is often some relation of the ‘true’ value of a data point to the measurement even for outlier points, whereas the uniform distribution implies that the outlier measurements hold no information about the model whatsoever. If the actual distribution of outlier points is known, then of course, it would be preferable to use this alternative distribution to exploit the information contained in the data points. However, if the distribution is not known, the choice of uniform distribution represents the conservative choice that prioritizes the avoidance of bias due to outlier points at the cost of potentially throwing away some information still contained in them.

Some iterative gradient-search based inference schemes use ad hoc outlier removal at each iteration (e.g. Dreiling et al. 2018). The approach described here can be adapted to gradient-based algorithms to reduce the influence of outliers in a data-driven manner by determining the current best estimate of standard deviation $\sigma$ and
Figure 7. Comparison between posterior mean models based on the HS, and EKr data sets under assumption of mixed normal and uniform distribution. Figure format as in 6.

Figure 8. Evolution of standard deviation and outlier fraction as function of iteration number for the HS (a) and EKr (b) data sets. Only models corresponding to the dark green portions are used for the final average model estimate. The grey and dark green curves show the chains at temperature $T = 1$ and the red curves show the chains at $T > 1$. The grey parts of the curve show the burn-in phase. The burn-in phase is intermittent for larger iteration numbers, as after each recalculation of ray paths a new burn-in phase was started.
outlier fraction $f$ of the residual distribution for the reference model and then at each iteration, for example through McMC as was done for the toy problem discussed earlier (but imposing a zero mean). Then, each data point $i$ is weighted with a factor

$$w_i = \frac{1 - f}{(1 - f)\phi_{normal}(r_i|0, \sigma) + f/W\phi_{normal}(r_i|0, \sigma)}.$$

This weight factor is chosen such that the steepest-descent direction of a least-squares cost function based on the weighted data is the same as the steepest-descent direction of the negative log-likelihood function of the mixed distribution. However, as the nature of the true model might be such that the predicted residuals with respect to the reference model would appear initially as outliers, there is no guarantee that the iterative procedure will converge to the same model as a fully exhaustive non-linear search would have, even when the unweighted least-squares cost-function is convex. Also, the Hessians of the two cost-functions are not the same; and the practicability of this approach needs to be tested in future work.

ACKNOWLEDGEMENTS

We thank Trond Ryberg, Robert Green and Stefan Mauerberger for discussions and comments on the draft manuscript. A. Mauerberger was supported by DFG grant Ti1316/3-2. All calculations were performed and all figures created with Matlab R2018a and R2019a. We thank A. Curtis and an anonymous reviewer for thought-provoking comments that helped to substantially improve the manuscript.

REFERENCES

Aster, R.C., Borchers, B. & Thurber, C.H., 2005. Parameter Estimation and Inverse Problems. 1st edn, Elsevie.

Backus, G.E. & Gilbert, J.F., 1967. Numerical applications of a formalism for geophysical inverse problems, Geophys. J. R. Astr. Soc., 13, 247–276.

Bayes, T., 1763. An essay towards solving a problem in the doctrine of chances, Phil. Trans. R. Soc. Lond., 53, 370–418.

Bodin, T. & Sambrige, M., 2009. Seismic tomography with the reversible jump algorithm, Geophys. J. Int., 178, 1411–1436.

Bodin, T., Sambrige, M., Rawlinson, N. & Arroucau, P., 2012a. Transdimensional tomography with unknown data noise, Geophys. J. Int., 189, 1536–1556.

Bodin, T., Sambrige, M., Tkalicic, H., Arroucau, P., Gallagher, K. & Rawlinson, N., 2012b Transdimensional inversion of receiver functions and surface wave dispersion, J. geophys. Res., 117, 1–24.

Dosso, S.E., Holland, C.W. & Sambrige, M., 2012. Parallel tempering for strongly nonlinear geoaoustic inversion, J. Acoust. Soc. Am., 132, 3030.

Dreiling, J., Tilman, F., Yuan, X., Giese, J., Rindraharisaona, E.J., Rumpker, G. & Wyssension, M.E., 2018. Crustal radial anisotropy and linkage to geodynamic processes: a study based on seismic ambient noise in southern Madagascar, J. geophys. Res., 123(6), doi:10.1002/2017JB015273.

Egbert, G.D. & Booker, J.R., 1986. Robust estimation of geomagnetic transfer-functions, Geophys. J. R. Astr. Soc., 87, 173–194.

Ekström, G., 2017. Short-period surface-wave phase velocities across the conterminous United States, Phys. Earth Planet. Int., 270, 168–175.

Ekström, G., Aber, G.A. & Webb, S.C., 2009. Determination of surface-wave phase velocities across USArray from noise and Aki’s spectral formulation, Geophys. Res. Lett., 36, L13801.

Engl, H.W., Hanke, M. & Neubauer, A., 2000. Regularization of Inverse Problems, 1st edn, Springer Netherlands.

Galetti, E., Curtis, A., Meles, G.A. & Baptie, B., 2015. Uncertainty loops in travel-time tomography from nonlinear wave physics, Phys. Rev. Lett., 114, 148501.

Gelman, A., Carlin, J. & Rubin, D., 2004. Bayesian Data Analysis. Texts in Statistical Sciences, 2nd edn, Chapman and Hall.

Jaynes, E.T., 2003. Probability Theory: The Logic of Science, 1st edn, ed. Bretthorst, G.L., Cambridge Univ. Press.

Kästle, E.D., Soomro, R., Weemstra, C., Boschi, L. & Meier, T., 2016. Two receiver measurements of phase velocity: cross-validation of ambient noise and earthquake-based observations, Geophys. J. Int., 207, 1493–1512.

Kissling, E.W., Ellsworth, W.L., Eberhard-Philippus, D. & Kradolfer, U., 1994. Initial reference model in local earthquake tomography, J. geophys. Res., 99, 19636–19646.

Knantisch, D. & Villette, J.-P., 1998. The spectral element method : an efficient tool to simulate the seismic response of 2D and 3D geological structures, Bull. seism. Soc. Am., 88, 368–392.

Lomax, A., Virieux, A.J., Volant, P. & Berge, C., 2000. Probabilistic earthquake location in 3D and layered models: introduction of a Metropolis-Gibbs method and comparison with linear locations, in Advances in Seismic Event Location, pp. 101–134, eds Thuber, C.H. & Rabinowitz, N., Kluwer.

MacKay, D.J.C., 2003. Information Theory, Inference, and Learning Algorithms, Cambridge Univ. Press.

Mauerberger, A., Sadeghisorkhani, H., Tilman, F., Gudmundsson, O. & Maupin, V., 2019. Scandinavian lithosphere structure derived from ambient noise and surface waves, in European Geosciences Union General Assembly, no. EGU2019-8275 in Abstract.

Menke, W., 2012. Geophysical Data Analysis: Discrete Inverse Theory, 3rd edn, Academic Press.

Olugboji, T.M., Lekic, V. & McDonough, W., 2017. A statistical assessment of seismic models of the U.S. continental crust using Bayesian inversion of ambient noise surface wave dispersion data, Tectonics, 36, 1232–1253.

Pavlis, G.L. & Vernon, F.L., 2010. Array processing of teleseismic body waves within the USArray, Comput. Geosci., 36, 910–920.

Press, F., 1968. Earth models obtained by Monte Carlo inversion, J. geophys. Res., 73, 5223–5234.

Ravenna, M., Lebedev, S., Fullea, J. & Adam, J.M.C., 2018. Shear-wave velocity structure of Southern Africa’s lithosphere: variations in the thickness and composition of cratons and their effect on topography, Geochem. Geophys. Geosyst., 19, 1499–1518.

Rawlinson, N., Fichtner, A., Sambrige, M. & Young, M.K., 2014. Seismic tomography and the assessment of uncertainty, Adv. Geophys., 55, 1–76.

Sadeghisorkhani, H., Gudmundsson, O. & Tryggvason, A., 2018. Gspscsdp: a matlab gui package for phase-velocity dispersion measurements from ambient-noise correlations, Comput. Geosci., 110, 41–53.

Sambrige, M., 2014. A parallel tempering algorithm for probabilistic sampling and multimodal optimization, Geophys. J. Int., 196, 357–374.

Sambrige, M. & Mosegaard, K., 2002. Monte Carlo methods in geophysical inverse problems, Rev. Geophys., 40, 1–29.

Sambrige, M., Bodin, T., Gallagher, K. & Tkalicic, H., 2013. Transdimensional inference in the geosciences, Phil. Trans. R. Soc., A, 371, 20110547.

Sisson, S., 2005. Transdimensional Markov chains: a decade of progress and future perspectives, J. Am. Stat. Assoc., 100, 1077–1090.

Smith, A., 1991. Bayesian computational methods, Phil. Trans. R. Soc., A, 337, 369–386.

Tarantola, A. & Valette, B., 1982. Generalized nonlinear inverse problems solved using the least-squares criterion, Rev. Geophys. Space Phys., 20(2), 219–232.

Thybo, H., Balling, N., Maupin, V., Ritter, J. & Tilman, F., 2012. ScanArray Core (1G 2012-2017), The ScanArray Consortium. Other/Seismic Network.

Tilman, F.J., Benz, H.M., Priestley, K.F. & Okugo, P.B., 2001. P wave velocity structure of the uppermost mantle beneath Hawaii from travel time tomography, Geophys. J. Int., 146, 594–606.

VanDecar, J.C. & Crosson, R.S., 1990. Determination of teleseismic relative phase arrival times using multi-channel cross correlation and least squares, Bull. seism. Soc. Am., 80, 150–169.

Virieux, J. & Operto, S., 2009. An overview of full-waveform inversion in exploration geophysics, Geophysics, 74, WCC1–WCC26.
APPENDIX A: METROPOLIS–HASTINGS ALGORITHM FOR SOLUTION OF PARAMETERS OF MIXED DISTRIBUTIONS

The Markov chains were run for 300,000 iterations in total, of which the first 100,000 were discarded as burn-in phase. Table A1 shows all relevant parameters. A Gaussian proposal distribution with a standard deviation $\sigma_{\text{prop}}$ was used, as indicated. New proposals were generated by changing one parameter at a time. The four accept ratios quoted for each parameter type in the table apply to the examples with $(N = 200, f = 0.1)$, $(N = 20, f = 0.1)$, $(N = 50, f = 0.60)$ and $(N = 200, f = 0.25)$, cycle skipping simulation), respectively.

APPENDIX B: INFLUENCE OF THE WIDTH OF THE UNIFORM DISTRIBUTION

First of all, the definition of the uniform distribution is ambiguous whether the bounds apply to the actual data points or to the residuals. In some respect, this distinction is irrelevant as the outlier term in eq. (11) is just a constant and does not depend on actual values but has some implications when discussing bounds. Because the actual spread in data point values can be very wide in geophysical problems, and the actual spread of residuals in models with a large likelihood is not known a priori, we recommend to consider residuals with respect to some easily evaluated reference model, for example, for a surface wave arrival time tomography problem simply a uniform model.

The bounds of the uniform distribution could theoretically be considered unknowns that must be estimated as part of the McMC search itself. Intuitively, the lower bound must be smaller than or equal to the smallest residual and the upper bound larger than or equal to the largest residual. We did not carry out such a search, but can gain some intuition by simply evaluating the likelihood as a function of outlier fraction for the true width of the generating distribution (top panels), the empirically determined width, which by definition must underestimate the true width (centre panels), and a grossly overestimated width, here an overestimate by a factor of 3 (bottom panels). Table B1 demonstrates that generally the estimated distribution parameters only show a very weak sensitivity on $W$, with variations well within the uncertainty range for all parameters. This is true in particular for $\mu$, which is the real target in our toy example, as $\sigma$ and $f$ only describe errors in the measurement process itself and can thus be considered nuisance parameters. The exception to this general rule is example (d), the cycle skipping simulation. Here, the inferred values of $\sigma$ increase and the values for $f$ decrease with increasing $W$, implying that some of the singly cycle-skipped measurements are mis-classified as valid measurements on the flanks of the Gaussian distribution for larger values of $W$. However, even in this case, the inferred values for $\mu$ do not seem strongly biased, and in practical applications it does not seem likely that the appropriate value for $W$ would be so grossly overestimated.

Although the absolute probabilities differ by many orders of magnitude, the shape of the probability distributions and particularly the values at which they attain their maximum value depend only weakly on the assumed width for the cases shown in Figs B2, a–c. The difference in absolute probability densities can be easily understood, as each outlier will add approximately a factor of $\frac{1}{\sigma}$ to the final probability density, but is usually not relevant as only likelihood ratios will be considered in any case. As a further check we also estimated the total number of outliers by two methods:

MaxL(Maximum likelihood.) We check for each data point, whether it is more likely to be an outlier or a valid data point, and then sum the number of points with an outlier probability of more than 50

Table A1. Parameters for Metropolis–Hastings algorithm.

| Parameter | Prior | Initial $\sigma_{\text{prop}}$ | Accept ratios (%) |
|-----------|-------|-------------------------------|------------------|
| $\mu$     | Uniform $[-5;5]$ | 0 | 0.05 | 33/69/60/41 |
| $\sigma$  | Jeffreys | 0.5 | 0.02 | 50/82/77/64 |
| $f$       | Uniform $[0;1]$ | 0.0 | 0.02 | 73/92/92/82 |

Figure B1. Likelihood functions for the placement of the lower and upper bounds, $p(d|\pi, \sigma, T, x, \max(d))$ (lower bound) and $p(d|\pi, \sigma, T, \min(d), x)$ (upper bound), that is, with the normal distribution parameters and the fraction of outliers fixed at their mean value, and the other bound set to its maximum likelihood value. The likelihood functions have additionally been normalized to have a maximum value of 1, and were calculated from eq. (11) based on the two realizations shown in Fig. 3a ($N = 200$) and 3b ($N = 20$). The true limits of the uniform distribution used to generate the outlier fraction is shown with black vertical lines.
Figure B2. Likelihood functions $p(d|\cdot)$ as a function of the outlier fraction for the realizations shown in Figs 3(a)–(d) (top panel) for different assumed widths of the uniform (outlier) distributions, scaled to a peak value of 1; the scaling factor is given in the header line of each panel. The top panel in each subfigure shows the likelihood function (eq. 11) for the true values of $\mu$, $\sigma$ and $W$; for the cycle skipping example no true value for $W$ exists, and thus the observed range of samples is used instead. The centre panel shows the likelihood function with the empirical value for $W$, that is, the range of the samples, and the inferred mean values of $\mu$, and $\sigma$ (as reported in the central legends in Fig. 3). The bottom panel shows the likelihood function with an assumed value of $W=30$, which is three times more than the true value (in a–c); the values for $\mu$, and $\sigma$ are set to their inferred mean values, when a $W$ of 30 is used (see Table B1). In addition, the likelihood function for $W=30$, but the true values of $\mu$ and $\sigma$ is plotted as a dotted line for comparison, but only in (d) the two curves are significantly different. The vertical black lines show the true outlier fractions of the generative distribution, whereas the dotted line shows the actual fraction of outliers in the particular realization (using privileged knowledge of the random numbers, which were used to decide whether a particular sample was drawn from normal or uniform distribution). See text for an explanation of the outlier percentages reported in the headers of each panel.

per cent, that is

$$n_{\text{out}} = \sum_i H(f \phi_{\text{uni}}(r_i) - (1 - f) \phi_{\text{normal}}(r_i))$$

where $H(\cdot)$ is the Heaviside step function, and $r_i = d_i - \mu$.

Cumulative.) For each data point, we determine the probability of being an outlier, that is the ratio of the probability of the uniform distribution divided by the total probability of the data point, the sum of uniform and Gaussian probabilities and then sum those fractional probabilities, that is,

$$n_{\text{out}} = \sum_i \frac{f \phi_{\text{uni}}(r_i)}{f \phi_{\text{uni}}(r_i) + (1 - f) \phi_{\text{gauss}}(r_i)} = \sum_i \left(1 + \frac{(1 - f) \phi_{\text{gauss}}(r_i)}{f \phi_{\text{uni}}(r_i)} \right)^{-1}$$

Those estimates of the number of outliers for the particular realizations are shown in the title of the panels in Fig. B2). For examples (a)-(c), both counts of the number of outliers are well within the uncertainty range of the estimated outlier fraction (as shown in the
Table B1. Resulting estimated values (mean and standard error inferred from the distribution in the McMC chain) for $\mu$, $\sigma$ and $f$ for different assumed values of $W$. The first column corresponds to the empirically determined width $W$, for which the results are shown in detail in Fig. 3. For all experiments the true values are $\mu = 2.0$, $\sigma = 0.2$ and the $f$ values as quoted in the headings below.

(a) $N = 200$, $f = 10\%$

| $W$ | 8.84 | 10 | 15 | 20 | 30 |
|-----|------|----|----|----|----|
| $\mu$ | 2.018 ± 0.014 | 2.018 ± 0.014 | 2.018 ± 0.014 | 2.018 ± 0.014 | 2.018 ± 0.014 |
| $\sigma$ | 0.187 ± 0.010 | 0.188 ± 0.010 | 0.188 ± 0.010 | 0.189 ± 0.010 | 0.189 ± 0.010 |
| $f$ | 9.6 ± 2.2 % | 9.5 ± 2.2 % | 9.1 ± 2.1 % | 8.9 ± 2.1 % | 8.7 ± 2.0 % |

(b) $N = 20$, $f = 10\%$

| $W$ | 3.23 | 10 | 15 | 20 | 30 |
|-----|------|----|----|----|----|
| $\mu$ | 2.030 ± 0.050 | 2.030 ± 0.048 | 2.030 ± 0.048 | 2.030 ± 0.048 | 2.030 ± 0.048 |
| $\sigma$ | 0.198 ± 0.039 | 0.203 ± 0.037 | 0.203 ± 0.036 | 0.204 ± 0.037 | 0.204 ± 0.036 |
| $f$ | 13.7 ± 8.9 % | 10.2 ± 6.8 % | 9.8 ± 6.4 % | 9.6 ± 6.4 % | 9.5 ± 6.3 % |

(c) $N = 50$, $f = 60\%$

| $W$ | 8.92 | 10 | 15 | 20 | 30 |
|-----|------|----|----|----|----|
| $\mu$ | 2.003 ± 0.036 | 2.002 ± 0.036 | 1.997 ± 0.036 | 1.994 ± 0.036 | 1.989 ± 0.038 |
| $\sigma$ | 0.148 ± 0.031 | 0.150 ± 0.030 | 0.158 ± 0.032 | 0.163 ± 0.033 | 0.170 ± 0.033 |
| $f$ | 53.8 ± 7.7 % | 53.1 ± 7.5 % | 51.3 ± 7.3 % | 50.2 ± 7.3 % | 49.1 ± 7.2 % |

(d) $N = 200$, $f = 25\%$, cycle skipping simulation

| $W$ | 7.85 | 10 | 15 | 20 | 30 |
|-----|------|----|----|----|----|
| $\mu$ | 1.971 ± 0.019 | 1.970 ± 0.019 | 1.968 ± 0.020 | 1.966 ± 0.020 | 1.953 ± 0.029 |
| $\sigma$ | 0.213 ± 0.016 | 0.219 ± 0.017 | 0.229 ± 0.018 | 0.237 ± 0.020 | 0.322 ± 0.086 |
| $f$ | 23.7 ± 3.4 % | 22.3 ± 3.3 % | 20.7 ± 3.2 % | 19.8 ± 3.1 % | 14.9 ± 5.1 % |

Figure B3. Variation of the crossover distance as a function of the assumed width of the uniform distribution. The crossover distance is defined as the distance between a sample value and the inferred mean value, where the probability for a sample to have been drawn from the uniform distribution is equal to that to be drawn from the Gaussian distribution (see text). The continuous blue line shows the theoretical crossover distance for the true values $\sigma$ and $f$. The circles show the inferred crossover distance based on the values estimated for $\sigma$ and $f$ from the actual realization (as shown in the top panels of Figs 3a–d), when the respective value of $W$ is assumed for the uniform distribution term, $\sigma_{\text{uni}}$ (eqs 11, 13).
histograms in the bottom panels of Fig. 3). They are also very similar for different estimated widths $W$ of the uniform distribution, giving further confidence in the consistency of the estimates.

For example (d) and $W = 30$ (bottom panel in Fig. B2d), the maximum of the likelihood is attained at a much lower value of $f$ than for the empirically determined $W = 7.8$ (central panel). This discrepancy is mostly due to the overestimation of $\sigma$, increases of which trade off with decreasing $f$. The discrepancy is also reflected in the estimate of the number of outliers based on ‘Cum’ and ‘MaxL’ estimates.

Another way to think about the effect of the choice of $W$ is to consider how it influences the magnitude of the residual, for which the probability of a sample to be an outlier (i.e. to have been drawn from the uniform distribution) matches the probability to be a valid data point (i.e. to have been drawn from the Gaussian distribution). We term this residual magnitude the crossover distance, that is, the value of $r_{\text{cross}} = d - \mu$, where $f\phi_{\text{uni}}(r_{\text{cross}}) = (1 - f)\phi_{\text{gauss}}(r_{\text{cross}})$. Data points with residuals larger than $r_{\text{cross}}$ will rapidly lose the ability to influence the inferred model parameters. The equation is easily solved for $r_{\text{cross}}$, and we obtain:

$$r_{\text{cross}} = \sigma \sqrt{2 \log(1 - f) - 2 \log f + 2 \log W - 2 \log \sigma - \log 2\pi}$$

This relation is graphed as a function of $W$ for the true values of $\sigma$ and $f$ in Fig. B3. We note that widths less than the actual range of measured data points are not consistent with the data, so that the parts of the curve to the left of the dotted line are not relevant in practice. The most important message from this figure is that $r_{\text{cross}}$ only shows a weak dependency on $W$, explaining the relative insensitivity of the results on the assumed $W$, which we demonstrated above. When, instead of using the true values for $\mu$, $\sigma$, and $f$, the values inferred from McMC, evaluated with the respective value of $W$, are used (circles in Fig. B3), there is a bias but the same trend is followed. The bias arises because of the specificities of the particular realization considered. The exception is again example (d), where the crossover distance based on inferred values increases much faster than that predicted from the true values. This pattern is caused by the increasing values of $\sigma$ that are inferred for larger $W$ values. The exact reason for this behaviour is not known, but we note that the crossover distance at the empirical value of $W$ is close to the half-way point between the valid and the singly cycle-skipped measurements. Therefore, even a small increase in the crossover distance potentially results in a small number of outliers being allowed to contribute to the estimate for $\sigma$, which then results in a small increase in the estimated $\sigma$, which in turn allows further true outliers to contribute.