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The study aimed to explore the accuracy and stability of Deep metric learning (DML) algorithm in Magnetic Resonance Imaging (MRI) examination of Alzheimer’s Disease (AD) patients. In this study, MRI data of patients obtained were from Alzheimer’s Disease Neuroimaging Initiative (ADNI) database (A total of 180 AD cases, 88 women, 92 men; 188 samples in healthy conditions (HC), including 90 females and 98 males. 210 samples of mild cognitive impairment (MCI), 104 females and 106 males). On the basis of deep learning, an early AD diagnosis system was constructed using CNN (Convolutional Neural Network) and DML algorithms. Then, the system was used to classify AD, HC, and MCI, and the two algorithms were compared for the accuracy and stability of in classification of MRI images. It was found that in the classification of AD and HC, the classification accuracy and sensitivity of the deep measurement learning model are both 0.83, superior to the CNN model; in terms of specificity, the classification specificity of the DML model was 0.82, slightly lower than that of the CNN model; and that in the classification of MCI and HC, the classification accuracy and sensitivity of the DML model was 0.65, superior to the CNN model; and in terms of specificity, the classification specificity of the DML model was 0.66, slightly lower than that of the CNN model. It suggested that the DML model demonstrated better classification effects on early AD patients. The loss curve analysis results showed that, for classification of AD and HC or MCI and HC, the DML algorithm can improve the convergence speed of the AD early prediction model. Therefore, the DML algorithm can significantly improve the clarity and quality of MRI images, elevate the classification accuracy and stability of early AD patients, and accelerate the convergence of the model, providing a new way for early prediction of AD.

1. Introduction

Alzheimer’s Disease (AD) is a chronic neurodegenerative cognitive disease. At the onset of the disease, patients will suffer from cognitive dysfunction such as memory loss and language function loss [1]. Nowadays, with the aging of the population, the AD population is increasing rapidly, and it has become a major disease threatening the health of the elderly, which seriously affects the quality of life of the elderly, and the need for nursing and care brings about heavy burdens to the patient’s family and society [2]. Clinically, the cause of Alzheimer’s disease is still unclear, and the condition is irreversible, and a thorough treatment of the disease has not yet been developed [3]. Only when AD is diagnosed in the early stage can it be possible to slow down or inhibit the progression. Thus, early prediction and diagnosis of AD is very important and meaningful in clinical treatment. Mild Cognitive Impairment (MCI) is a cognitive dysfunction between Alzheimer’s disease (AD) and Healthy Controls (HC) [4]. Studies have found that, most patients with MCI have developed AD [5].

At present, Magnetic Resonance Imaging (MRI) technology is a main method to diagnose AD. Studies have discovered that, there are prominent biological signs in the brains of AD patients, which is conducive to the early prediction and diagnosis of AD [6]. In-depth clinical research on AD has revealed that, family inheritance is an important cause of AD [7].

Artificial intelligence (AI) has developed rapidly in recent years, and AI technology has been widely used in...
the medical field [8]. Nowadays, machine learning (ML) or Deep Learning (DL) algorithms are always incorporated into MRI imaging [9], but the above methods all have limitations [10]. The machine learning algorithm analyzes the MRI image only after manually determining the area, but subjective factors will affect the subjectivity of the results [11]. Deep learning algorithms can automatically extract features of MRI images, but fails to interpret these features. As a result, it is difficult to identify biological features of AD [3]. Convolutional Neural Networks (CNN) is a kind of Feedforward Neural Networks with deep structure and convolution computation, which is one of the representative algorithms of deep learning and has the ability of representation learning. It can effectively reduce the dimension of a large amount of data into a small amount of data, while retaining image features, in line with the principle of image processing. Deep metric learning (DML) is a metric learning method. It is to learn a mapping from the original feature to the low-dimensional and dense vector space, so that the distance between objects of the same class is relatively close by using the commonly used distance function in the embedding space, while the distance between objects of different classes is relatively far.

In the study, the MRI data (There were 180 cases of AD, including 88 women and 92 men. There were 188 HC samples, including 90 females and 98 males. There were 210 samples of mild MCI, 104 females and 106 males) of patients were from the Alzheimer’s Disease Neuroimaging Initiative (ADNI) database. The traditional machine learning algorithms and Convolutional Neural Networks (CNNs) were optimized by deep learning to construct an early diagnosis system of AD based on Depth metric learning (DML) algorithm. The system was used to classify AD, MCI, and HC, and different algorithms were compared for the clarity and specificity of MRI images.

2. Materials and methods

2.1. Experimental data. The experimental data of this study were from the ADNI database [12]. The MRI image data used in this article were divided into 3 categories, namely: 180 cases of AD, including 88 cases of females, and 92 cases of males; 188 samples of HC, including 90 cases of females and 98 cases of males; and 210 samples of MCI, including 104 females and 106 males. There was no significant difference in age and gender of the three types of subjects, and the average age was approximately 74 years old.

2.2. Pre-processing of MRI images. Figure 1 showed the preprocessing of the MRI image, including correction, segmentation, template formation, and skull removal. The MRI images were obtained at various angles due to the head movement during MRI scan. Generally, the brain MRI image includes the skull and neck bones, and the skulls and neck bones are different in size, thickness, and length between individuals. The classification of AD is mainly to analyze the internal tissue structure of the brain, and thus the skull and neck bones in the MRI image are all noise signals.

2.3. CNN model and parameters. CNN is extensively used in the field of image recognition for its unique structure [13]. To use deep learning technology to automatically segment MRI images can greatly reduce the dependence on the subjective judgment of doctors. The traditional CNN structure mainly includes the convolutional layer, the pooling layer, and the fully connected layer. The neural unit layers of various functions are stacked to form a deep CNN, as shown in Figure 2. There are a total of 8 convolutional layers, and the size of the convolution kernel used by each convolutional layer is 3×3×3, and the step size is 1×1×1. There are 5 pooling layers, all pooling layers use Maximum pooling, and the core size and step size of the first pooling layer are 1×2×2, that is, the time dimension is not pooled, and the core size and step size of the remaining pooling layers are 2×2×2. There are two fully connected layers, and the length of the output column vector is 4096. There is a softmax layer. The convolutional pooling layer aims to reduce the size of the feature map by half and double the number of channels.

2.4. DML loss function. The classification data used in this study contained data of AD, HC, and MCI. They were classified into two categories, namely AD and HC, MCI and HC. In the classification of AD and HC, the category label of AD is 0 and the category label of HC is 1. In MCI and HC, the category label of MCI is 0 and the category label of HC is 1.

2.4.1. Cross entropy loss function. This study uses the cross-entropy loss function, and the two-category cross-entropy loss function is adjusted to the following equation (1).

\[
\text{cross entropy} = \frac{1}{N} \sum_{k=1}^{N} \left[ w_k \ln x_k + (1 - w_k) \ln (1 - x_k) \right],
\]

(1)

Where \( N \) refers to the batch size, \( w_k \) represents the category of the Kth subject, and \( x_k \) refers to the probability that the Kth category label predicted by the detection system is 1, calculated as follows.

\[
x_k = \text{Softmax}(w_k) = \frac{\exp(w_k^0)}{\exp(w_k^0) + \exp(w_k^1)}
\]

(2)

Where \( w_k \) refers to Kth classification vector, \( w_k^0 \) represents the first \( w_k \) value, and \( w_k^1 \) refers to the second \( w_k \) value.

2.4.2. Loss function based on metric learning. The loss function of metric learning is expressed as equation (3).
loss\text{contrastive} = \frac{2}{N(N+1)} \sum_{h=1}^{N} \sum_{g \neq h} \left[ w_{hg} m(x_h, x_g) + (1 - w_{hg}) \max(a - D(x_h, x_g), 0) \right], \quad (3)

2.4.3. Overall loss function. This research combines AD classification and DML to construct a DML loss function, expressed as follows.

\text{loss} = \text{cross}\text{entropy} + q \text{loss}\text{contrastive}, \quad (5)

Where \text{cross}\text{entropy} is calculated by equation (1); and \text{loss}\text{contrastive} is calculated by equation (3). The value of \( q \) is greater than 0, and it refers to the adjustment coefficient of classification and measurement loss.

2.5. Evaluation Index. The performance of predictive classification algorithms of early AD was evaluated factoring into Accuracy (Acc), Sensitivity (Sens), and Specificity (Spec). The number of patients accurately diagnosed is represented by the letter A, the number of normal subjects diagnosed as normal is represented by the letter B, the number of normal subjects who are incorrectly diagnosed as patients is represented by the letter C, and the number of patients who are mistakenly diagnosed as normal people is represented by the letter D. The involved indexes are calculated as follows.

\text{Acc} = \frac{A + B}{A + B + C + D}, \quad (6)

Figure 1: Preprocessing of MRI images.

Figure 2: CNN structure.
Sens refers to the ratio of the patients who are correctly detected to the total number of patients, calculated as equation (7).

\[
\text{Sens} = \frac{A}{A + D}
\]  

(7)

Spec refers to the ratio of the correctly detected normal samples to the total number of normal people, calculated as equation (8).

\[
\text{Spec} = \frac{B}{B + C}
\]  

(8)

2.6. Statistical analysis. Statistical analysis was performed using SPSS 24.0 software, expressed as mean ± standard deviation (\(\bar{x} \pm s\)). The count data were analyzed by \(t\) test, and \(\alpha=0.05\). \(P<0.05\) was the threshold for significance.

3. Results

3.1. Brain MRI features of AD patients. Figure 3 below showed MRI images of the brain of AD patients and normal people. In the MRI images of the brain of AD patients, brain atrophy was observed, which mainly occurred in the hippocampus, parahippocampal gyrus, and medial temporal lobes. At the same time, ventricles were dilated.

3.2. MRI images of AD patients based on CNN and DML algorithms. Figure 4 showed the MRI images of AD patients after processed by CNN and DML algorithms. Compared with MRI images processed by the CNN algorithm, MRI images processed by DML algorithm had clearer texture and better imaging effects on cerebral blood vessels. Further, the sharpness was higher, so DML can greatly improve the visual sharpness of MRI images.

3.3. Comparison of classification results. CNN and DML models classified the patients separately, and they were compared for the classification accuracy, sensitivity, and specificity. The specific classification effects of AD and HC, MCI and HC were shown as below.

3.3.1. Classification of AD and HC. Figure 5 below showed the classification results of AD and HC. It was noted that the classification accuracy and sensitivity of the deep measurement learning model are both 0.83, superior to the CNN model. In terms of specificity, the classification specificity of the DML model was 0.82, slightly lower than that of the CNN model.

3.3.2. Classification results of MCI and HC. Figure 6 showed the classification effects of MCI and HC. It was noted that in terms of accuracy and sensitivity, the classification accuracy and sensitivity of the DML model was 0.65, superior to the CNN model; and in terms of specificity, the classification specificity of the DML model was 0.66, slightly lower than that of the CNN model.

3.4. Loss curve analysis. The convergence curves of the CNN model and the MDL model were analyzed, and the loss curves of AD and HC, MCI and HC were shown below.

3.4.1. Classification of AD and HC. Figure 7 showed the loss curves of the classification of AD and HC when the CNN model and the DML model were used for training. It was noted that when the CNN model was used for training, as the number of iterations increased, the training loss decreased. At the beginning, the training loss decreased rapidly, but after 3000 iterations, the training loss decreased slowly, and the training loss tended to be stable and the model fully converged after 6000 iterations. When the DML model was used for training, the training loss decreased as the number of iterations increased. At the beginning, the training loss dropped quickly. After 2000 iterations, the training loss decreased slowly. The training loss tended to be stable and the model fully converged after 4500 iterations. Taken together, the DML model can improve the convergence speed of the model.

3.4.2. Classification results of MCI and HC. Figure 8 showed the loss curves of the classification of MCI and HC when the CNN model and the DML model were used for training. It was noted that when the CNN model was used for training, as the number of iterations increased, the training loss decreased. At the beginning, the training loss decreased rapidly, but after 4000 iterations, the training loss decreased slowly, and the training loss tended to be stable and the model fully converged after 7000 iterations. When the DML model was used for training, the training loss decreased as the number of iterations increased. At the beginning, the training loss dropped quickly. After 3000 iterations, the training loss decreased slowly. The training loss tended to be stable and the model fully converged after 4500 iterations. Taken together, the DML model can improve the convergence speed of the model.

4. Discussion

AD is a chronic degenerative cognitive disease of the nervous system. At the onset of the disease, patients will suffer from cognitive dysfunction such as memory loss and language function loss. The disease has a long incubation period and will worsen with time [14]. The pathogenesis of AD still remains unclear, and it cannot be cured once diagnosed. Therefore, early diagnosis and prediction become particularly important. Only when AD is diagnosed in the early stage can it be possible to slow down or inhibit the progression [15]. In recent years, there is a large amount of research on the classification and prediction of early AD using traditional machine learning methods [16], and the classification and prediction of early AD using deep learning technology is a common occurrence [17]. For example, Folego et al. (2020) [18] used CNNs to process MRI images, and the classification accuracy of AD and HC reached 0.97. Perezn et al. (2019) [19] connected multiple image blocks to classify the MRI samples in the ADNI database, and the
accuracy rate can reach 0.95. Therefore, to construct a simple, stable, and accurate early diagnosis system for AD is important for early intervention and treatment of AD. In order to explore the role of artificial intelligence in the prediction of early AD from MRI images, the CNN model and the DML model were used to classify AD, HC, and MCI. Takenoshita et al. (2019) [20] extracted features of MRI samples in the ADNI database to classify AD, MCI, and HC, and the effect was very good. MRI of healthy persons and AD patients were compared, and it was found that brain atrophy occurred in AD patients, mainly in the hippocampus, parahippocampal gyrus, medial temporal lobe, and other...
brain regions, and ventricular dilation was also observed, which indicated that MRI images could clearly show the lesions in the brain domain of patients, and had diagnostic value. The classification accuracy and sensitivity of DML model were both 0.83, higher than those of CNN model. The classification specificity of DML model was 0.82, slightly lower than that of CNN model. Usually, sensitivity refers to the proportion of patients who are correctly diagnosed. If an AD patient is mistakenly diagnosed as a normal person, the opportunity for treatment will be missed and it will lead to serious consequences; if a normal person is mistakenly diagnosed as an AD patient, usually, he will be diagnosed again. Therefore, in clinical practice, specificity can be appropriately reduced to improve the sensitivity of prediction. Above, the DML model demonstrated better classification effects on early AD patients.

The training loss of CNN model decreased with the increase of iterations. After 3000 iterations, the decline rate of training loss tended to be gentle, and converged completely after 6000 iterations. The DML model also saw a decline in training loss with the increase of iterations. After 2000 iterations, the decline rate of training loss tended to be stable, and it completely converged after 4500 iterations. This showed that compared with the CNN model, the DML model in this study had a faster convergence speed and better computing performance. Figure 8 showed the loss curves of the classification of MCI and HC when the CNN model and the DML model were used for training. It was noted that when the CNN model was used for training, as the number of iterations increased, the training loss decreased. At the beginning, the training loss decreased rapidly, but after 4000 iterations, the training loss decreased slowly, and the training loss tended to be stable and the model fully converged after 7000 iterations. When the DML model was used for training, the training loss decreased as the number of iterations increased. At the beginning, the training loss dropped quickly. After 3000 iterations Whitwell, the training loss decreased slowly. The training loss tended to be stable and the model fully converged after 4500 iterations. Taken together, the DML model can improve the convergence speed of the model. Hence, the DML model can speed up the convergence for the classification of the both categories, which was in line with the research results of Vaithinathan et al. (2019) [21].

5. Conclusion

In the study, the MRI data used were from the ADNI database. On the basis of deep learning, an early diagnosis system for AD was constructed using CNN and DML algorithms. Then, the system was used to classify AD, HC, and MCI, and the two algorithms were compared for the accuracy and stability of in classification of MRI images. It was found that the DML algorithm can significantly improve the clarity and quality of MRI images, elevate the classification accuracy and stability of early AD patients, and accelerate the convergence of the model, providing a new way for early prediction of AD. However, some limitations in the study should be noted. The sample size is small, which will reduce the power of the study. In the follow-up, an expanded sample size is necessary to strengthen the findings of the study.

Data Availability

The data used to support the findings of this study are available from the corresponding author upon request.

Conflicts of Interest

The authors declare no conflicts of interest.

References

[1] V. Mantzavinos and A. Alexiou, "Biomarkers for Alzheimer’s disease diagnosis," Current Alzheimer Research, vol. 14, no. 11, pp. 1149–1154, 2017.

[2] M. Hu, Y. Zhong, S. Xie, H. Lv, and Z. Lv, "Fuzzy system based medical image processing for brain disease prediction," Frontiers in Neuroscience, vol. 15, Article ID 714318, 2021 Jul 30.

[3] S. Basaia, F. Agosta, L. Wagner et al., "Automated classification of Alzheimer’s disease and mild cognitive impairment using a single MRI and deep neural networks," NeuroImage: Clinic, vol. 21, Article ID 101645, 2019.

[4] S. Qiu, P. S. Joshi, M. I. Miller et al., "Development and validation of an interpretable deep learning framework for Alzheimer’s disease classification," Brain, vol. 143, no. 6, pp. 1920–1933, 2020 Jun 1.

[5] K. McRae-McKee, C. T. Udeh-Momoh, G. Price et al., "Perspective: clinical relevance of the dichotomous classification of Alzheimer’s disease biomarkers: should there be a “gray zone”?” Alzheimer’s and Dementia, vol. 15, no. 10, pp. 1348–1356, 2019 Oct.

[6] Z. Wan, Y. Dong, Z. Yu, H. Lv, and Z. Lv, "Semi-supervised support vector machine for digital twins based brain image fusion," Frontiers in Neuroscience, vol. 15, Article ID 705323, 2021 Jul 9.

[7] J. L. Whitwell, "Alzheimer’s disease neuroimaging," Current Opinion in Neurology, vol. 31, no. 4, pp. 396–404, 2018.

[8] X. Liu, K. Chen, T. Wu, D. Weidman, F. Lure, and J. Li, "Use of multimodality imaging and artificial intelligence for diagnosis and prognosis of early stages of Alzheimer’s disease," Translational Research, vol. 194, pp. 56–67, 2018 Apr.

[9] D. Chen, P. Wawrzyński, and Z. Lv, "Cyber security in smart cities: a review of deep learning-based applications and case studies," Sustainable Cities and Society, vol. 66, Article ID 102655, 2020.
[10] N. An, H. Ding, J. Yang, R. Au, and T. F. A. Ang, “Deep ensemble learning for Alzheimer’s disease classification,” *Journal of Biomedical Informatics*, vol. 105, Article ID 103411, 2020 May.

[11] S. Spasov, L. Passamonti, A. Duggento, P. Liò, and N. Toschi, “A parameter-efficient deep learning approach to predict conversion from mild cognitive impairment to Alzheimer’s disease,” *NeuroImage*, vol. 189, pp. 276–287, 2019 Apr 1.

[12] H. Karcher, M. Savelieva, L. Qi et al., “Modelling decline in cognition to decline in function in Alzheimer’s disease,” *Current Alzheimer Research*, vol. 17, no. 7, pp. 635–657, 2020.

[13] Q. Li, X. Xing, and Q. Feng, “[Coupled convolutional and graph network-based diagnosis of Alzheimer’s disease using MRI],” *Nan Fang Yi Ke Da Xue Xue Bao*, vol. 40, no. 4, pp. 531–537, 2020 Apr 30, Chinese.

[14] L. Bloch and C. M. Friedrich, “Classification of Alzheimer’s Disease using volumetric features of multiple MRI scans,” in *Proceedings of the 2019 41st Annual International Conference of the IEEE Engineering in Medicine and Biology Society (EMBC)*, pp. 2396–2401, Berlin, Germany, 2019 July.

[15] C. R. Jack, D. A. Bennett, K. Blennow et al., “A/T/N: an unbiased descriptive classification scheme for Alzheimer disease biomarkers,” *Neurology*, vol. 87, no. 5, pp. 539–547, 2016 Aug 2.

[16] N. Madusanka, H.-K. Choi, J.-H. So, and B.-K. Choi, “Alzheimer’s disease classification based on multi-feature fusion,” *Current Medical Imaging Formerly Current Medical Imaging Reviews*, vol. 15, no. 2, pp. 161–169, 2019.

[17] N. Yamakakannavar, J. Y. Choi, and B. Lee, “MRI segmentation and classification of human brain using deep learning for diagnosis of Alzheimer’s disease: a survey,” *Sensors*, vol. 20, no. 11, p. 3243, 2020 Jun 7.

[18] G. Folego, M. Weiler, R. F. Casseb, R. Pires, and A. Rocha, “Alzheimer’s disease detection through whole-brain 3D-CNN MRI,” *Frontiers in Bioengineering and Biotechnology*, vol. 8, Article ID 534592, 2020 Oct 30.

[19] J. PerezGonzalez, C. Azamar, and O. PinanRamirez, “Automatic classification of Alzheimer’s disease based on CPD brain point cloud registration for feature extraction,” in *Proceedings of the 2019 41st Annual International Conference of the IEEE Engineering in Medicine and Biology Society (EMBC)*, pp. 812–815, Berlin, Germany, 2019 July.

[20] N. Takenoshita, S. Shimizu, H. Kanetaka et al., “Classification of clinically diagnosed Alzheimer’s disease associated with diabetes based on amyloid and tau PET results,” *Journal of Alzheimer’s Disease*, vol. 71, no. 1, pp. 261–271, 2019.

[21] K. Vaithinathan and L. Parthiban, “A novel texture extraction technique with T1 weighted MRI for the classification of Alzheimer’s disease,” *Journal of Neuroscience Methods*, vol. 318, pp. 84–99, 2019 Apr 15.