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Abstract

In just a few years, Neural Machine Translation (NMT) (Bahdanau et al., 2015; Cho et al., 2014) has become the main approach to Machine Translation as well as one of the most successful applications of Deep Learning to NLP. It leverages powerful machine learning techniques to train complex translation models in an end-to-end manner. Although this area of research is pretty new, the many recent developments combined with the practical difficulties of deep learning can make it difficult for a researcher lacking the background and practical experience to develop state-of-the-art models. This tutorial is aimed at people who want to conduct NMT research but have little prior experience in this field. We hope that by the end of the tutorial the audience will have a working understanding of the basics, practical aspects and the recent advancements in NMT.

1 Tutorial Overview

This tutorial is primarily aimed at researchers who are fairly new to the world of NMT and want to obtain a deep understanding of NMT fundamentals. Because it will also cover the latest developments in NMT, it should also be useful to attendees with more experience in NMT. Roughly half of the tutorial will be spent on understanding the working of the sequence-to-sequence encoder-decoder with attention mechanism. This model introduced in (Bahdanau et al., 2015) has become the de facto baseline model in MT research.

The latter half of this tutorial will cover some practical aspects of applying NMT models such as preprocessing (especially in the case of Asian languages), model training and translation search (decoding). Some of these practical aspects are rarely explicitly described, but are important when one wants to obtain state-of-the-art results. This will be followed by a fairly comprehensive review of the recent advancements and trends in NMT that constitute the state of the art, in particular the recent trend trying to replace the recurrent components with more computation-efficient feed-forward components (as in (Vaswani et al., 2017)). This half of the tutorial will be useful to both NMT beginners as well as those with a fair amount of experience.

2 Structure

1. Introduction: The appearance of NMT in the Machine Translation world (15 min)
   - A quick review of the evolution of the approaches to Machine Translation
   - Applications of NMT beyond translation (POS Tagging, Parsing, etc) (Vinyals et al., 2015) and related topics (Image Captioning).

2. The Encoder-Decoder Model (45 min)
   - The general architecture of the recurrent sequence-to-sequence model.
   - Background information and notations (including linear algebra needed to understand).
   - Quick overview of recurrent neural network basics (LSTMs, GRUs, etc).
   - Generic sequence to sequence model.
Encoder-Decoder model without attention and the results.

Attention mechanism and its results and implications.

Variations of attention mechanisms like local attention and various attention strategies (dot product, linear combination, etc) (Luong et al., 2015).

Visualizations of attention mechanisms.

Model training in an end to end fashion.

Limitations of the current model (Unknown words, gradient propagation issues in stacked RNNs etc).

(Extra) Overview of implementations of the NMT models and the frameworks: KNMT¹, Lamtram², Open NMT³, Nematus⁴, Tensor2Tensor⁵.

Coffee Break (30 min)

3. Practical NMT (45 min)

The objective of this part of the tutorial is to augment the audience’s understanding of NMT with various practical ideas that can help improve the quality and speed of NMT as well as showcase the many black box applications of NMT.

- Preprocessing and management of rare words.
- Subword units to enable infinite vocabulary.
- BPE (Byte Pair Encoding) and its impact on translation quality (Sennrich et al., 2016b).
- Using monolingual corpora to improve NMT (Gülçehre et al., 2015; Sennrich et al., 2016a).
- Training and Translation search.
- Optimization algorithms (ADAM etc).
- Residual connections.
- Training schedules for optimal results (ADAM -> SGD -> annealing -> early stopping).

- Regularization, dropout and hyperparameter tuning to improve results.
- Beam search, model averaging and ensembling.

4. Recent Developments (45 min)

The objective of this part of the tutorial is to bring the audience up to speed with the current SOTA (state-of-the-art) NMT models and advancements. We plan to enumerate the most important ones and thereby provide the audience members a roadmap to understanding the big picture.

- Facebook’s CNN (Convolutional Neural Network) based NMT model (Gehring et al., 2017).
- Google’s Transformer (Vaswani et al., 2017) that replies purely on attention and feedforward networks (SOTA for WMT tasks).
- Results and speedup in training achieved by these architectures.
- Multilingual Multiway NMT (ML-NMT) (Firat et al., 2016) and Zero Shot NMT (Johnson et al., 2016).
- Other advances (search-guided, latent graph, pointer networks)

5. Summary and Conclusion
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