What Can Machine Translation Learn from Speech Recognition?
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Abstract
The performance of machine translation technology after 50 years of development leaves much to be desired. There is a high demand for well performing and cheap MT systems for many language pairs and domains, which automatically adapt to rapidly changing terminology. We argue that for successful MT systems it will be crucial to apply data-driven methods, especially statistical machine translation. In addition, it will be very important to establish common test environments. This includes the availability of large parallel training corpora, well defined test corpora and standardized evaluation criteria. Thereby research results can be compared and this will open the possibility for more competition in MT research.

1 Introduction
There is an increasing demand for machine translation systems which produce high quality translations and which can be easily adapted to many language pairs, new domains and changing terminology. During the recent two decades a lot of progress has been made, yet the current quality of MT systems still leaves much to be desired. The development of an MT system for a new language pair or a new domain is very time-consuming and expensive.

We believe that the quality of MT systems suffers from the lack of data-driven methods in the mainstream of machine translation research. We suggest using statistical methods for automatically learning machine translation knowledge. We expect that in a few years this will be the dominant approach to develop machine translation systems. Hence, it is interesting to think about the effects on the development of machine translation systems. In addition, we point out some important research issues that need to be addressed in order to obtain better MT quality. Finally, a main obstacle towards a more efficient MT research community is the lack of competition. Therefore, it is very important to install common test environments in the MT community.

We expect that in machine translation we will see a similar development as in speech recognition about thirty years ago. At that time statistical methods have been introduced in speech recognition systems, which resulted in a tremendous improvement in recognition accuracy in the eighties. Today statistical methods are the mainstream approach in speech recognition. We believe that it is possible to carry over to machine translation research some of the paradigms that revealed to be important in speech recognition research.

In Section 2, we will give an overview of the main advantages of this approach. The architecture and the development cycle of a statistical MT system will be described in Section 3. In Section 4 we will present evaluation results showing the high quality that can be obtained by using statistical methods. Yet, present approaches to statistical machine translation have some limitations that need to be dealt with in order to obtain an additional improvement in translation quality. This will be described in Section 5. A main problem in the MT community is the lack of common training/test corpora and evaluation criteria. Possible solutions to this problem will be presented in Section 6.

2 Statistical Machine Translation
The use of statistics in computational linguistics has been extremely controversial for more than three decades. The controversy is very well summarized by the statement of Chomsky in 1969 (Chomsky, 1969):

“It must be recognized that the notion of a ‘probability of a sentence’ is an entirely useless one, under any interpretation of this term”.

This statement was considered to be true by the majority of experts from artificial intelligence and computational linguistics, and the concept of statistics was banned from computational linguistics for many years.

What is overlooked in this statement is the fact that in an automatic system for speech recognition or text translation, we are faced with the problem of taking
decisions. It is exactly here where statistical decision theory comes in. In automatic speech recognition (ASR), the success of the statistical approach is based on the equation:

\[
\text{ASR} = \text{Acoustic–Linguistic Modeling} + \text{Statistical Decision Theory}
\]

Similarly, for machine translation, the statistical approach is expressed by the equation:

\[
\text{MT} = \text{Linguistic Modeling} + \text{Statistical Decision Theory}
\]

For the ‘low-level’ description of speech and image signals, it is widely accepted that the stochastic framework allows an efficient coupling between the observations and the models, which is often described by the buzz word ‘subsymbolic processing’. But there is another advantage in using probability distributions in that they offer an explicit formalism for expressing and combining hypothesis scores:

- The probabilities are directly used as scores: These scores are normalized, which is a desirable property: when increasing the score for a certain element in the set of all hypotheses, there must be one or several other elements whose scores are reduced at the same time.
- It is evident how to combine scores: depending on the task, the probabilities are either multiplied or added.
- Weak and vague dependencies can be modeled easily. Especially in spoken and written natural language, there are nuances and shades that require ‘grey levels’ between 0 and 1.

Even if we think we can manage without statistics, we will need models that always have some free parameters. Then the question is how to train these free parameters. The obvious approach is to adjust these parameters in such a way that we get optimal results in terms of error rates or similar criteria on a representative sample. So we have made a complete cycle and have reached the starting point of the stochastic modeling approach again!

When building an automatic system for speech or language, we should try to use as much prior knowledge as possible about the task under consideration. This knowledge is used to guide the modeling process and to enable improved generalization with respect to unseen data. Therefore, in a good stochastic modeling approach, we try to identify the common patterns underlying the observations, i.e. to capture dependencies between the data in order to avoid the pure ‘black box’ concept.

### 3 Rapid Prototyping of Statistical MT Systems

Figure 1 shows the architecture of a statistical machine translation system. A main advantage of the statistical approach to machine translation is the fact that it is possible to develop very quickly new MT systems for new language pairs and new domains under the assumption that a suitable amount of training data is available. In classical rule-based systems, the knowledge sources used in the translation process have to be provided by hand from linguistic experts. In a fully fledged data-driven approach, the starting point is a parallel training corpus which consists of translation examples which were produced by human translators. In the training phase the necessary training sources are trained automatically. The search or decision process has to achieve an optimal combination of the knowledge sources in order to perform an optimal translation. In addition, we may explicitly allow optional transformations (pre-/postprocessing) to simplify the translation task for the algorithm.

Figure 2 presents the development cycle of a statistical MT system. The first step is the collection of training data. The second step is the automatic training of the system. The output of this step is an operative MT system which typically achieves a reasonable translation quality. Normally, this step is quite fast (see e.g. MT in a day experiment (Al-Onaizan et al., 1999)). Afterwards, the system is tested and an error analysis is performed. Depending on the result of this error analysis various modifications are performed:

- **Better pre-/postprocessing**: Various natural language phenomena are notoriously difficult to handle for state-of-the-art statistical technology. One method for dealing with this problem is to preprocess the data such that it is better suited for the statistical translation models. Here classical rule-based MT technology can be used.
• **More training data:** The learning curve of an MT system shows how much training data is needed to obtain a certain performance. Figure 3 shows an example of a learning curve obtained by the alignment template system (Och et al., 1999) for different amounts of the Hansards corpus. In this system, the error rate improves by about 4% if the size of the training corpus increases by a factor of two.

• **Tuning of system parameters:** Here, various system parameters such as the relative weight of the translation model vs. the language model can be adjusted so that the error rate is optimized. To do this efficiently, it is important to have the possibility of cheaply evaluating a large number of different translation results. We will deal with this problem in Section 6.

• **Development of better models:** Here lies the art of statistical machine translation: developing models which better capture the properties of natural language and whose free parameters can be estimated reliably from training data.

### 4 Experimental Results

Whereas stochastic modeling is widely used in speech recognition, there are so far only a few research groups that apply stochastic modeling to language translation (Brown et al., 1993; Berger et al., 1994; Och and Weber, 1998; Alshawi et al., 1998; Wang and Waibel, 1998; Knight, 1999; Ney et al., 2000a). The presentation here is based on work carried out in the framework of the EUTRANS project (Casacuberta et al., 2001) and the VERBMOBIL project (Wahlster, 2000). The goal of the VERBMOBIL project is the translation of spoken dialogues in the domains of appointment scheduling and travel planning. The languages are German and English.

Whereas during the progress of the project many offline tests were carried out for the optimization and tuning of the system, the most important evaluation was the final evaluation of the VERBMOBIL prototype in spring 2000. This end-to-end evaluation of the VERBMOBIL system was performed at the University of Hamburg (Tessiore and v. Hahn, 2000). In each session of this evaluation, two native speakers conducted a dialogue. They did not have any direct contact and could only interact by speaking and listening to the VERBMOBIL system.

In addition to the statistical approach, three other translation approaches had been integrated into the VERBMOBIL prototype system (Wahlster, 2000):

- a classical transfer approach, which is based on a manually designed analysis grammar, a set of transfer rules, and a generation grammar,
- a dialogue act based approach, which amounts to a sort of slot filling by classifying each sentence into one out of a small number of possible sentence patterns and filling in the slot values,
- an example based approach, where a sort of nearest neighbor concept is applied to the set of bilingual training sentence pairs after suitable preprocessing.

In the final end-to-end evaluation, human evaluators judged the translation quality for each of the four
Table 1: Error rates of spoken sentence translation in the VERBMOBIL end-to-end evaluation.

| Translation Method     | Error [%] |
|------------------------|-----------|
| Semantic Transfer      | 62        |
| Dialogue Act Based     | 60        |
| Example Based          | 52        |
| Statistical            | 29        |

translation results using the following criterion:
Is the sentence approximately correct: yes/no?
The evaluators were asked to pay particular attention to the semantic information (e.g. date and place of meeting, participants etc) contained in the translation. A missing translation as it may happen for the transfer approach or other approaches was counted as wrong translation. The evaluation was based on 5069 dialogue turns for the translation from German to English and on 4136 dialogue turns for the translation from English to German. The speech recognizers used had a word error rate of about 25%. The overall sentence error rates, i.e. resulting from recognition and translation, are summarized in Table 1. As we can see, the error rates for the statistical approach are smaller by a factor of about 2 in comparison to the other approaches.

5 Towards Better Systems

More sophisticated statistical models

There are some obvious extensions to state-of-the-art statistical MT systems:

- There is a need for more sophisticated models which are better suited for the recursive structure of natural languages. Current statistical machine translation systems have problems with nonlocal phenomena, i.e. dependencies between non-consecutive words and there are only a few approaches that try to deal with this problem (Wu, 1994; Alshawi et al., 1998; Wang and Waibel, 1998).

- Statistical translation systems typically ignore the context in which a sentence appears. This means that e.g. anaphora are normally translated by their most probable translation, which is a source of systematic errors. In addition, most models do not depend on the text structure or dialogue-act (in speech translation).

- The use of morphological processing should be part of the translation process (Nießen and Ney, 2000). A problem of morphologically rich languages is that the statistical approach has a significant problem with sparse data if morphology is not handled.

It should be emphasized that e.g. the Verbmobil system results presented in the previous section were obtained with a system that suffers to a certain extent from all these problems of state-of-the-art SMT technology. Therefore, from a fully fledged statistical machine translation system we expect an additional significant gain in translation quality.

Automated collection of training data

A key element in the data-driven approach to machine translation is the collection of large amounts of useful training data. A very interesting approach is the idea of automatically collecting large amounts of training data from the Internet (Resnik, 1999). One of the problems of the data collected in this way is that it frequently contains wrong translations, omissions and other noise. In order to make use of this data, it is important to apply robust sentence alignment, automatic detection and filtering of wrong translation examples.

Fine-grained combination of the statistical and the linguistic approach

There is hardly any system that performs a fine-grained combination of statistical and rule-based systems. There are systems that try to improve translation quality by combining different MT systems by an independent translation with different systems and deciding afterwards which translation is to be used (Nirenburg and Frederking, 1994; Cavar et al., 2000). Yet, the improvements obtained by these approaches are typically small.

A more significant improvement can be expected by an incorporation of linguistic knowledge sources into statistical models. This means that in addition to the bilingual corpus used to train the translation model additional knowledge sources (e.g. parallel tree banks, WordNet, ...) will be used in the training of refined translation models.

6 Towards More Competition

Standard Training-/Test corpora

An important problem in the machine translation community is the lack of a number of suitable training/test corpora, which can be used by various research groups. This is different to the situation in the speech recognition community where it is generally accepted that new approaches have to be evaluated on common training/test corpora. There are various advantages of this approach. It is possible to compare results of different groups and to decide which methods work well and which methods do not. In addition,
there is a competition among various groups to produce better results.

More efforts, e.g. supported by government agencies, are needed to produce such corpora and to make these corpora freely available to interested research groups.

**Common low-dimensional evaluation criteria**

In order to compare results of different research groups, it is important to use not only common training/test corpora, but also common evaluation criteria. In speech recognition, the word error rate (WER) is the generally accepted evaluation criterion. In machine translation, there does not exist a generally accepted evaluation criterion. Yet, often it is even doubted that it is possible to really quantify translation quality.

Machine translation quality can be measured in a large number of non-orthogonal dimensions (Hovy, 1999). Yet, ideally we would like to have a one-dimensional evaluation criterion as in speech recognition, which makes comparing different systems easy. In addition, we would like to use an evaluation criterion that is cheap in its application.

A general problem of subjective MT evaluation is that the comparability of different results is hard to guarantee if the evaluation is not performed by the same group of humans in the same moment. One method to deal with this problem is the use of common evaluation tools and databases (Jones and Rusk, 2000; Nießen et al., 2000; Vogel et al., 2000). Another possibility is the establishment of a central test agency, which performs the evaluation for various research groups.

There have been some suggestions for automatic evaluation criteria in machine translation such as normal word error rate, position-independent word error rate, multi-reference word error rate. Interestingly, these very simple evaluation criteria often, but not always, correlate with a subjectively evaluated translation quality (Ney et al., 2000a). It seems that these criteria are well suited for comparing different versions of the same system, but cannot be used when completely different systems are compared.

Therefore, in the development cycle of an MT system, one of these objective criteria can usually be used and only from time to time, the expensive subjective evaluation is performed. This approach was successfully applied in the development of the Verbmobil statistical machine translation system (Och et al., 1999; Ney et al., 2000b).

We do not expect that it is possible to develop one evaluation criterion suited for all possible applications of machine translation. For example, for speech translation the evaluation criterion must focus on *understandability*, in interactive machine translation on *post-editing effort* and in fully automatic machine translation *syntax and semantic* are important.

Every evaluation criterion for MT will have some disadvantages because some aspects are not covered perfectly. The same is true in ASR where the word error rate for example does not distinguish between important and non-important words. Yet, it is better to use this evaluation criterion with small shortcomings instead of using many different incomparable evaluation criteria.

**Towards MTC: The Machine Translation Conference**

As we pointed out, there is a high demand for an increased international collaboration and competition in machine translation research. A very productive way of stimulating more competition in research seems to be in a way like the MUC (Message Understanding Conference) or TREC (Text Retrieval Conference) where various tasks are defined. A central evaluation agency should organize and perform the system evaluation.

A corresponding ‘conference’ in machine translation, the MTC - Machine Translation Conference - must include well defined standard training/test environments and a common evaluation methodology. We suggest having various tasks for components of MT systems such as sentence alignment, word alignment, language modeling and word sense disambiguation. In addition, there would be projects which evaluate the translation quality of full MT systems.

**7 Conclusions**

We have argued that for future successful MT systems statistical machine translation will be a much more important approach than it is today. We have presented recent evaluation results in the Verbmobil project, which show the high level of quality that has been achieved in SMT.

In order to obtain better translation systems we believe that it is not only important to develop better translation models but also to establish common test environments which allow different research groups to compare research results. As specific step towards more competition in the machine translation research community, we suggest to establish the Machine Translation Conference (MTC) similar to the TREC and MUC conferences.
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