The Zeta function, Periodic Points and Entropies of the Motzkin Shift

Kokoro Inoue
Yakuin 2-3-26, Chuo-ku, Fukuoka 810-0022, Japan
kokoro_inoue@gakushikai.jp

Abstract

We discuss a method of calculating the zeta function of subshifts which have a presentation by a finite directed graph labeled by elements of the associated inverse semigroup. This class of subshifts is introduced as a class of property A subshifts (T. Hamachi, K. Inoue and W. Krieger/Subsystems of finite type and semigroup invariants of subshifts, preprint), and the Dyck shift and the Motzkin shift are representative subshifts in this class. The exact number of the periodic points and entropies are also given by this method, and these values are used in the embedding condition for an irreducible shift of finite type into a subshift in this class.
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1 Introduction

Put \( \Sigma = \{ \lambda_1, \lambda_2, \ldots, \lambda_M, \rho_1, \rho_2, \ldots, \rho_M, 1_1, 1_2, \ldots, 1_N \} \), \( M, N \in \mathbb{N} \). Let \( \mathcal{M}(M, N) \) be a monoid (with zero) with generators \( \lambda_i, \rho_i, 1 \leq i \leq M, \) \( 1_j, 1 \leq j \leq N \) and \( 1 \). The relations are:

\[
\begin{align*}
\lambda_i \cdot \rho_i &= 1, & 1 \leq i \leq M, \\
1_i \cdot 1_j &= 1, & 1 \leq i, j \leq N, \\
\lambda_i \cdot \rho_j &= 0, & 1 \leq i, j \leq M, \ i \neq j, \\
1 \cdot \alpha &= \alpha \cdot 1 = \alpha, & \alpha \in \Sigma \cup \{1\}, \\
1_i \cdot \alpha &= \alpha \cdot 1_i = \alpha, & 1 \leq i \leq N, \ \alpha \in \Sigma \cup \{1\}, \\
0 \cdot \alpha &= \alpha \cdot 0 = 0, & \alpha \in \Sigma \cup \{1\}, \\
0 \cdot 0 &= 0. 
\end{align*}
\]
Set a mapping $\text{red} : \Sigma^* \rightarrow \mathcal{M}(M)$ by

$$\text{red}(\alpha) = \alpha_1 \cdot \alpha_2 \cdot \ldots \cdot \alpha_n \text{ for } \alpha = \alpha_1 \alpha_2 \ldots \alpha_n, \ n \in \mathbb{N}$$

and

$$\text{red}(\varepsilon) = 1 \text{ where } \varepsilon \text{ is the empty word.}$$

The Motzkin shift $\mathcal{M}(M, N)$ is defined by

$$\mathcal{M}(M, N) = \{ x \in \Sigma^\mathbb{Z} : \text{red}(x, x_{i+1} \ldots x_j) \neq 0 \text{ for } \forall i \leq \forall j \}.$$ 

Therefore we can regard the Motzkin shift as a shift defined by a simple directed graph $G$ which has one vertex and $(2M + N)$-loops named by the elements of the set $\Sigma$, and the loop named $\lambda_i$, $\rho_i(1 \leq i \leq M)$ carry the labels $\lambda$, $\rho$ respectively, the loop named $1_i (1 \leq i \leq N)$ carries the label $1$, that is, $\mathcal{M}(M)$ is the Dyck type inverse monoid. And such a presentation of subshifts is called $S$-presentation in [HIK], where $S$ is an inverse semigroup of Dyck type. Note that if $N = 0$, the monoid is the Dyck monoid $\mathcal{D}_M$ and the subshift $\mathcal{M}(M, 0)$ is the Dyck shift $\mathcal{D}_M$ in [HI].

In [HIK], a necessary and sufficient condition for embedding of an irreducible subshift of finite type into a property A subshift that allows an $S$-presentation is obtained. This condition is extension of the embedding condition whose target is the Dyck shift in [HI], and which consists of periodic condition and the entropy condition. For the Dyck shift $\mathcal{D}_M$ the entropy, $h(\mathcal{D}_M) = \log(M + 1)$, is know by W.Krieger [Kr] and the number of $n$-periodic points $(n \in \mathbb{N})$ is obtained in [I] and [HI]. As known, the zeta function of the Dyck shift is calculated by circular codes [Ke]. Also from the number of periodic points, the entropy and the zeta function are computed directly[I].

In section 2, we consider the zeta function(Proposition 2.2), the number of periodic points(Proposition 2.3) and the entropy(Proposition 2.4) of the Motzkin shift. Here it is a crucial point that periodic points are classified by images of periodic defining blocks by the mapping $\text{red}$. 

Put $X$ a subshift over $\Sigma$ which allows an $S$-presentation. If $\alpha = \alpha_1 \alpha_2 \ldots \alpha_n \in \mathcal{B}_n(X), \ n \geq 1$ satisfies $\alpha^\infty \in X$, we call $\alpha^\infty$ an $n$-periodic point of $X$ and $\alpha$ is called an $n$-periodic defining block of $\alpha^\infty$ where $\mathcal{B}_n(X)$ denotes a set of length $n$ blocks and $\mathcal{B}(X) = \bigcup_{n=1}^{\infty} \mathcal{B}_n(X)$. Any
block of the Motzkin shift $\alpha$ is given as a product $\alpha = \alpha_+ \alpha_-$ such that $\text{red}(\alpha_+) \in \mathcal{M}^+(M)$ and $\text{red}(\alpha_-) \in \mathcal{M}^-(M)$, where $\mathcal{M}^+(M)$ is the free monoid generated by $\rho_i$, $1 \leq i \leq M$ and $\mathcal{M}^-(M)$ is the free monoid generated by $\lambda_i$, $1 \leq i \leq M$. For a periodic defining block $\alpha = \alpha_+ \alpha_-$ we call $\text{red}(\alpha_- \alpha_+)$ a multiplier of $\alpha$ or of $\alpha^\infty$. For a block $\alpha = \alpha_+ \alpha_-$, if a multiplier of $\alpha$ is either positive (i.e. $\text{red}(\alpha_- \alpha_+) \in \mathcal{M}^+$), negative (i.e. $\text{red}(\alpha_- \alpha_+) \in \mathcal{M}^-$) or neutral (i.e. $\text{red}(\alpha_- \alpha_+) = 1$), then $\alpha$ is a periodic defining block, and vice versa. In this paper, $P_n(X)$ denotes the set of $n$-periodic points and $p_n(X) = \#P_n(X)$, $n \geq 1$.

Using these property of the Motzkin shift (the Dyck shift), bijections are constructed between a set of periodic points belonging to some class of this classification and an edge shift. The bijection gives the generating function of a circular code that is needed in the calculation of the zeta function. This generating function can also be obtained by using the Schützenberger’s method.

The entropies $h^+$ and $h^-$ are introduced for the embedding condition in [HIK]. In fact, the Dyck shift and the Motzkin shift satisfy $h^+ = h^-$ because of their symmetry. In section 3, we show a simple example satisfying $h^+ > h^-$. At the time when the author reached the results, she had not knowledge of the Schützenberger’s method. She would like to thank W.Krieger, who let me know the Schützenberger’s method.

### 2 The zeta function of the Motzkin shift

The Motzkin shift $M(M, N)$ is defined by a directed graph $G = G(M, N)$ with one vertex and $(2M + N)$-loops named by $\lambda_i, \rho_i$, $1 \leq i \leq M$, $1 \leq j \leq N$. Put $G' = G'(M, N)$ a graph which is gotten by removing the loops named $\lambda_2, \lambda_3, \cdots, \lambda_M$ from the graph $G$ and $X_{G'}$ the edge shift of $G'$. Then we can construct a bijection as follows.

**Proposition 2.1** For $n \geq 1$ there exists bijections

$$\{x \in P_n(M(M, N)) : \text{a multiplier of } x \text{ is either positive, neutral or a positive power of } \lambda_1\} \rightarrow B_n(X_{G'}).$$
Proof Take \( x = \alpha^\infty \in P_n(M(N)) \), \( \alpha = \alpha_+\alpha_- \) such that a multiplier of \( \alpha \) is positive or neutral or a positive power \( \lambda_1 \). Replacing all \( \lambda_i \), \( 2 \leq i \leq M \) in \( \alpha \) with \( \lambda_1 \), we get a block of \( X_{G'} \), and obviously it gives a bijection. (See Proposition 2.4 in [HI],[I].)

Set

\[
R = \{ \rho_1, \rho_2, \cdots, \rho_M, 1_1, 1_2, \cdots, 1_N \} \cup \{ \varepsilon \},
\]

\[
L = \{ \lambda_1, \lambda_2, \cdots, \lambda_M, 1_1, 1_2, \cdots, 1_N \} \cup \{ \varepsilon \} \quad \text{and} \quad \tilde{L} = \{ \lambda_1, 1_1, 1_2, \cdots, 1_N \} \cup \{ \varepsilon \}.
\]

\[ n \geq 1, \]

\[
E_n = \{ w \in B_n(M(N)) : w = \lambda_i \nu \rho_i, \ 1 \leq i \leq M, \text{where } \text{red}(v) = 1 \}
\]

and \( E = \bigcup_{n=1}^\infty E_n \).

\[
E_+ = \{ \nu \in B(M(N)) : \nu \in E, \ u \in R^* \},
\]

\[
E_- = \{ \nu u \in B(M(N)) : \nu \in E, \ u \in L^* \} \quad \text{and} \quad \tilde{E}_- = \{ \nu u \in B(M(N)) : \nu \in E, \ u \in \tilde{L}^* \}.
\]

\[
F = \{ \nu v \in B(M(N)) : \nu \in E, \ v \in \{ 1_1, 1_2, \cdots, 1_N \}^* \}.
\]

Then these are circular codes. And particularly codes \( E \) are called the Motzkin codes (the Dyck codes for \( N = 0 \)). In general, for a circular code \( C \), the zeta function of \( C^\infty \), \( \zeta(C^\infty, z) \) is given by the generating function of \( C \), which is defined by \( f(C, z) = \sum_{u \in C} z^{|u|} \), as follows [St]

\[
\zeta(C^\infty, z) = \frac{1}{1 - f(C, z)}.
\]

In [Ke], the zeta function of the Dyck shift is calculated by using circular codes \( E, E_+ \) and \( R \). In the same way, the zeta function of the Motzkin shift is gotten by the circular codes defined above. But, in fact, the true nature of the calculation of these zeta functions is to calculate the generating function of the Motzkin code (the Dyck code) \( E \).

**Theorem 2.1** The generating function of the Motzkin code \( f(E, z) \) satisfies

\[
f(E, z)^2 + (Nz - 1)f(E, z) + Mz^2 = 0.
\]

Hence \( f(E, z) = \frac{1}{2}\{1 - Nz - \sqrt{(1 - Nz)^2 - 4Mz^2}\} \).
Proposition 2.2  

The zeta function of the Motzkin shift is

Thus the proof is complete. 

Proof  

The number of periodic points of the Motzkin shift is

By the symmetry of $M$, $E$, $F$, $R$ and $\bar{L}$ are circular codes, each zeta function is given by each generating function and the generating functions are $f(R, z) = (M + N)z$, $f(\bar{L}, z) = (N + 1)z$ and

$$f(E_+, z) = f(E, z) \sum_{k=0}^{\infty} |R|^k z^k = f(E, z)/\{1 - (M + N)z\}.$$ 

Similarly, $f(\bar{E}_-, z) = f(E, z)/\{(1 - N + 1)z\}$ and $f(F, z) = f(E, z)/(1 - Nz)$. Therefore from (1)

$$\frac{1}{1 - (1 + M + N)z} = \frac{\zeta(E_+, z)\zeta(\bar{E}_-, z)\zeta(R, z)\zeta(\bar{L}, z)(1 - Nz)}{\zeta(F, z)} = \frac{1 - Nz - f(E, z)}{\{1 - (M + N)z - f(E, z)\}\{1 - (N + 1)z - f(E, z)\}}.$$ 

Thus the proof is complete. 

Proposition 2.2  

The zeta function of the Motzkin shift is

$$\zeta(M(M, N), z) = \frac{2\{1 - Nz + \sqrt{(1 - Nz)^2 - 4Mz^2}\}}{\{1 - (2M + N)z + \sqrt{(1 - Nz)^2 - 4Mz^2}\}^2}. $$

Proof  

The number of periodic points of the Motzkin shift is

By the symmetry of $M(M, N)$,

$$\zeta(M(M, N), z) = \frac{\zeta(E_+, z)^2\zeta(R, z)^2(1 - Nz)}{\zeta(F, z)} = \frac{(1 - f(F, z))(1 - Nz)}{(1 - f(E_+, z))^2(1 - f(R, z))^2}. $$

From theorem 2.1, the zeta function is obtained. 

In [I] and [HI], the number of periodic points of the Dyck shift $D_M$ is

$$p_n(D_M) = \begin{cases} 2\{(M + 1)^n - \sum_{i=0}^{n/2}(\binom{n}{i})M^i\} + \binom{n}{\frac{n}{2}}M^{\frac{n}{2}} & \text{if } n \text{ is even,} \\ 2\{(M + 1)^n - \sum_{i=0}^{(n-1)/2}(\binom{n}{i})M^i\} & \text{if } n \text{ is odd.} \end{cases} $
For the Motzkin shift, from (1),(2) and symmetry i.e. \( p_n(E^\infty) = p_n(E^-^\infty) \) and \( p_n(L^\infty) = p_n(R^\infty) \), \( n \geq 1 \), the following is established:

\[
p_n(M(M, N)) = 2\{p_n(X_{G'}) - p_n(\widetilde{E}^-_\infty) - p_n(\widetilde{L}^\infty)\} + p_n(F^\infty) + N^n, \quad n \geq 1.
\] (4)

Notice that \( p_n(F^\infty) = p_n(E^\infty), \ n \geq 1 \) for the Dyck shift (i.e. \( N = 0 \)). To compute the number of \( n \)-periodic points \( n \geq 1 \), it is sufficient to compute \( p_n(\widetilde{E}^-_\infty) + p_n(\widetilde{L}^\infty) \) and \( p_n(E^\infty) \). (See the proof of Theorem 2.5 in [HI],[I].) For the Motzkin shift, it is possible to compute these values directly, but we can also obtain \( p_n(M(M, N)) \), \( n \geq 1 \), easily by using (3) as follows.

**Proposition 2.3** For \( n \geq 1 \)

\[
p_n(M(M, N)) = \begin{cases} 
2\{(M + N + 1)^n - \sum_{i=0}^{n/2} \binom{n}{2i} N^{2i} \sum_{j=0}^{n/2-i} \binom{n-2i}{j} M^j \\
- \sum_{i=0}^{n/2-1} \binom{n}{2i+1} N^{2i+1} \sum_{j=0}^{n/2-i-1} \binom{n-2i-1}{j} M^j \\
+ \sum_{i=0}^{n/2} \binom{n}{n-2i} N^{2i} M^n 
\end{cases} \quad \text{if } n \text{ is even,}
\]

\[
\begin{cases} 
2\{(M + N + 1)^n - \sum_{i=0}^{(n-1)/2} \binom{n}{2i} N^{2i} \sum_{j=0}^{(n-1)/2-i} \binom{n-2i}{j} M^j \\
- \sum_{i=0}^{(n-1)/2-1} \binom{n}{2i+1} N^{2i+1} \sum_{j=0}^{(n-1)/2-i-1} \binom{n-2i-1}{j} M^j \\
+ \sum_{i=0}^{(n-1)/2} \binom{n}{n-2i} N^{n-2i} M^n 
\end{cases} \quad \text{if } n \text{ is odd.}
\]

**Proof** The number of periodic points of \( M(M, N) \) is given by the number of periodic points of the Dyck shift \( p_n(D_M) \) as follows.

\[
p_n(M(M, N)) = \sum_{i=0}^{n-1} \binom{n}{i} N^i p_{n-i}(D_M) + N^n.
\]

Thus the proof is complete. \( \square \)

**Proposition 2.4** The entropy of the Motzkin shift \( M(M, N) \) is

\[
h(M(M, N)) = \log(M + N + 1).
\]

**Proof** Since \( \widetilde{E}^- \supset F \) and \( p_n(\widetilde{L}) = (N + 1)^n, \ n \geq 1 \), from (4)

\[
2p_n(X_{G'}) \geq p_n(M(M, N)), \quad n \geq 1.
\]

Since \( E^- \supset \widetilde{E}^- \) and \( L \supset \widetilde{L} \), \( n \geq 1 \), from (1),(2)

\[
p_n(M(M, N)) \geq p_n(X_{G'}), \quad n \geq 1.
\]

Then \( h(M(M, N)) = h(X_{G'}) = \log(M + N + 1). \) \( \square \)
3 A subshift whose entropies $h^+$ and $h^-$ differ

The necessary and sufficient condition for embedding an irreducible subshifts of finite type into a property A subshift $X$ that allows an $S$-presentation in [HIK](Theorem 5.10) consists of periodic conditions and entropy conditions. And entropies $h^+(X)$, $h^-(X)$ are introduced for the entropy condition. They are defined by

$$h^+(X) = \liminf_{n \to \infty} \frac{1}{n} \log p_n^+(X),$$

where $p_n^+(X)$ is the number of $n$-periodic points of $X$ whose periodic defining block have a positive or neutral multiplier[HIK]. The entropy $h^-(X)$ is defined alike. The Dyck shift and the Motzkin shift satisfy $h^+ = h^-$ because of their symmetry. Here we show an example possessing $h^+ > h^-.$

Put $\Sigma_1 = \{\lambda, \xi, \rho_1, \rho_2, \ldots, \rho_M, \eta_1, \eta_2, \ldots, \eta_M\}$, $M \in \mathbb{N}$ and $\mathcal{M}_1(M)$ a monoid (with zero) with generators $\lambda, \xi, \rho_i, \eta_i, 1 \leq i \leq M$ and $1$ defined by

$$\lambda \cdot \rho_i = 1, \quad \lambda \cdot \eta_i = 0, \quad \xi \cdot \eta_i = 1, \quad \xi \cdot \rho_i = 0 \ (1 \leq i \leq M),$$

$$1 \cdot \alpha = \alpha \cdot 1 = \alpha, \quad 0 \cdot \alpha = \alpha \cdot 0 = 0 \quad \text{and} \quad 0 \cdot 0 = 0.$$

Therefore monoids $\mathcal{M}_1^+(M)$ and $\mathcal{M}_1^-(M)$ are generated by $\rho_i, \eta_i, 1 \leq i \leq M$, $1$ and $\lambda, \xi,$ $1$ respectively according to the above relations.

Set $X(M) = \{x \in \Sigma_1^n : \text{red}(x; x_{i+1} \cdots x_j) \neq 0 \ \forall i \leq \forall j\}$. If $M = 1$, $X(1)$ is the Dyck shift $D_2$ itself. This subshift $X(M)$ has an underlying graph $G_1 = G_1(M)$ which has one vertex and $2(M+1)$-loops named by the elements of $\Sigma_1$, and the loops with the names $\lambda, \xi,$ $\rho_i$ and $\eta_i (1 \leq i \leq M)$ carry the labels $\lambda, \xi,$ $\rho$ and $\eta$ respectively.

**Theorem 3.1**

$$h^+(X(M)) = \log(2M + 1) \quad \text{and} \quad h^-(X(M)) = \log(M + 2).$$

Hence $h^+(X) > h^-(X)$ for $M \geq 2$.

For proving Theorem 3.1, we prepare two graphs $G'_1$ and $G''_1$. A graph $G'_1$ has one vertex and $(2M+1)$-loops with the names $\lambda, \rho_i, \eta_i (1 \leq i \leq M)$, and put the edge shift $X_{G'_1}$. A
graph $G''_1$ has one vertex and $(M+2)$-loops with the names $\lambda$, $\xi$, $\rho_i$ ($1 \leq i \leq M$), and put the edge shift $X_{G''_1}$. We can construct two bijections between some sets of $n$-periodic points and $B_n(X_{G''_1})$ or $B_n(X_{G''_1})$ respectively.

**Lemma 3.1** For $n \geq 1$ there exists bijections

$$\left\{ x \in P_n(X(M)) : a \text{ multiplier of } x \text{ is positive, neutral or } a \text{ positive power of } \lambda \right\} \rightarrow B_n(X_{G''_1}) \quad (5)$$

and

$$\left\{ x \in P_n(X(M)) : a \text{ multiplier of } x \text{ is negative, neutral or } a \text{ positive power of } \rho_1, \rho_2, \cdots, \rho_M \right\} \rightarrow B_n(X_{G''_1}). \quad (6)$$

**Proof** The proof is done in the same way as of Proposition 2.1. □

**Proof of Theorem 3.1** Put

$$R_1 = \{ \rho_1, \rho_2, \cdots, \rho_M, \eta_1, \eta_2, \cdots, \eta_M \} \cup \{ \varepsilon \}, \quad L_1 = \{ \lambda, \xi \} \cup \{ \varepsilon \} \text{ and } \tilde{L}_1 = \{ \lambda \} \cup \{ \varepsilon \}.$$ And circular codes $E, E_{\pm}, \tilde{E}_{\pm}$ and $F$ are defined by the $R_1$ and $L_1$ in the same way as those of the Motzkin shift in the previous section.

From Lemma 3.1 (5), for $n \geq 1$

$$p_n(X_{G''_1}) = p_n(E_{+}^\infty) + p_n(\tilde{E}_{+}^\infty) - p_n(E_{-}^\infty) + p_n(R_1^\infty) + p_n(\tilde{L}_1^\infty) \quad (7)$$

\[ > p_n^+(X(M)), \]

since $p_n^+(X(M)) = p_n(E_{+}^\infty) + p_n(R_1^\infty)$, $n \geq 1$ and $\tilde{E}_{-} \supset E$.

On the other hand, since $p_n(E_{+}^\infty) > p_n(\tilde{E}_{-}^\infty)$, $p_n(R_1^\infty) > p_n(\tilde{L}_1^\infty)$, $n \geq 1$ and (7),

$$2p_n^+(X(M)) > p_n(X_{G''_1}).$$

Then $h^+(X(M)) = h(X_{G''_1}) = \log(2M+1)$.

Set $\tilde{R}_1 = \{ \rho_1, \rho_2, \cdots, \rho_M \} \cup \{ \varepsilon \}$ and $\tilde{E}_{+} = \{ wu \in B(X(M)) : w \in E, u \in \tilde{R}_1^* \}$. From the bijection (6)

$$p_n(X_{G''_1}) = p_n(\tilde{E}_{+}^\infty) + p_n(E_{-}^\infty) - p_n(E_{+}^\infty) + p_n(\tilde{R}_1^\infty) + p_n(L_1^\infty). \quad (8)$$

Similarly, for $p_n^+(X(M)) = p_n(E_{+}^\infty) + p_n(L_1^\infty)$, we obtain $p_n(X_{G''_1}) \geq p_n^+(X(M)) \geq \frac{1}{2} p_n(X_{G''_1})$. Then $h(X(M)) = h(X_{G''_1}) = \log(M+2)$. □
The zeta function \( \zeta(X(M)) \) and the number of periodic points \( p_n(X(M)) \) are also computable.

**Lemma 3.2** The generating function of \( E, f(E, z) \) is identical with of the Dyck shift \( D_{2M} \), that is, \( f(E, z) = \frac{1}{2}(1 - \sqrt{1 - 8Mz^2}) \).

**Proof** The proof is done in the same way as Proposition 2.1 by using the bijection (5) in Lemma 3.1. Here, notice that the graph \( G'_1 \) defining \( B_n(X_{G'_1}) \) is identical with the graph \( G'(2M, 0) \). Therefore Lemma 3.1 is immediately established from Proposition 2.2. \( \square \)

**Proposition 3.1** The zeta function of the shift \( X(M) \) is

\[
\zeta(X(M), z) = \frac{2(1 + \sqrt{1 - 8Mz^2})}{(1 - 4Mz + \sqrt{1 - 8Mz^2})(1 - 4z + \sqrt{1 - 8Mz^2})}.
\]

**Proof** The proof is done in the same way as of Proposition 2.3, using the circular codes defined in the proof of Theorem 3.1 and the generating function \( f(E, z) \) obtained in Lemma 3.2. \( \square \)

The zeta functions for \( p^+_n(X(M)) \) and \( p^-_n(X(M)) \) are also calculated. Set

\[
\zeta^\pm(X(M), z) = \exp \sum_{n=1}^{\infty} \frac{p^\pm_n(X(M))}{n} z^n.
\]

**Proposition 3.2**

\[
\zeta^+(X(M), z) = \frac{2}{1 - 4Mz + \sqrt{1 - 8Mz^2}}
\]

and

\[
\zeta^-(X(M), z) = \frac{2}{1 - 4z + \sqrt{1 - 8Mz^2}}
\]

**Proof** Since \( p^+_n(X(M)) = p_n(E^\infty_+) + p_n(R^\infty_1) \), then \( \zeta^+(X(M), z) = \zeta(E^\infty_+, z)\zeta(R^\infty_1, z) \). From the generating functions of \( E_+ \) and \( R_1 \), the zeta function \( \zeta^+(X(M), z) \) is obtained.

In the same way, from \( p^-_n(X(M)) = p_n(E^\infty_-) + p_n(L^\infty_1) \), the zeta function \( \zeta^-(X(M), z) \) is obtained. \( \square \)

The zero points of \( \zeta^+(X(M), z) \) and \( \zeta^-(X(M), z) \) are \( 1/(2M + 1) \) and \( 1/(M + 2) \), respectively. Therefore \( h^+(X(M)) \) and \( h^-(X(M)) \) also follow these values immediately. The number of periodic points is
Proposition 3.3

\[ p_n(X(M)) = \begin{cases} 
(2M + 1)^n + (M + 2)^n - \sum_{i=0}^{n/2} \binom{n}{i} 2^i (M^i + M^{n-i}) + \binom{n}{n/2} (2M)^{n/2} & \text{if } n \text{ is even} \\
(2M + 1)^n + (M + 2)^n - 2 \sum_{i=0}^{(n-1)/2} \binom{n}{i} 2^i (M^i + M^{n-i}) & \text{if } n \text{ is odd.} 
\end{cases} \]

**Proof**
For \( n \geq 1 \), \( p_n(X(M)) = p_n(E_+^\infty) + p_n(E_-^\infty) + p_n(R_1^\infty) + p_n(L_1^\infty) - p_n(E^\infty) \).

Since \( p_n(X_{G_1}) = (2M + 1)^n \) and \( p_n(X_{G_1'}) = (M + 2)^n \), \( n \geq 1 \) from (7) and (8),

\[ p_n(X(M)) = (2M + 1)^n + (M + 2)^n - \{ p_n(\tilde{E}_-^\infty) + p_n(\tilde{L}_1^\infty) \} - \{ p_n(\tilde{E}_+^\infty) + p_n(R_1^\infty) \} + p_n(E^\infty). \]

Furthermore,

\[ p_n(E^\infty) = \begin{cases} 
\binom{n}{n/2} (2M)^{n/2} & \text{if } n \text{ is even,} \\
0 & \text{if } n \text{ is odd.} 
\end{cases} \]

\[ p_n(\tilde{E}_-^\infty) + p_n(\tilde{L}_1^\infty) = \sharp \left\{ x \in P_n(X(M)) : \text{a multiplier of } x \text{ is neutral or a positive power of } \lambda \right\} = \sum_{i=0}^{[n/2]} \binom{n}{i} (2M)^i \]

and

\[ p_n(\tilde{E}_+^\infty) + p_n(R_1^\infty) = \sharp \left\{ x \in P_n(X(M)) : \text{a multiplier of } x \text{ is neutral or a positive power of } \rho_1, \rho_2, \cdots, \rho_M \right\} = \sum_{i=0}^{[n/2]} \binom{n}{i} 2^i M^{n-i}. \]

(See the proof of Theorem 2.5 in [HI],[I].) Thus the proof is complete. \[ \square \]

References

[HI] T. Hamachi and K. Inoue, *Embedding Shifts of Finite Type into the Dyck Shift*, Monatsh. Math. 145 (2005), 107-129.

[HIK] T. Hamachi, K. Inoue and W. Krieger, *Subsystems of finite type and semigroup invariants of subshifts*, preprint.
[I] K. Inoue, *Recurrence and periodicity of dynamical systems*, Master thesis of Kyushu Univ. (2000) (in Japanese).

[Ke] G. Keller, *Circular Codes, Loop Counting, and zeta-functions*, Journal of Combinatorial Theory, Series A 56 (1991), 75-83.

[Kr] W. Krieger, *On the uniqueness of the equilibrium state*, Math. System Theory 8 (1974), 97-104.

[LM] D. Lind and M. Marcus, *An Introduction To Symbolic Dynamics And Coding*, Cambridge Univ. Press (1995).

[St] R. P. Stanley, *Enumerative Combinatorics*, Vol.1, Brools-Cole, Monterey, CA, (1986).