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Abstract. In this work, we introduce the harmonic generalization of the $m$-tuple weight enumerators of codes over finite Frobenius rings. A harmonic version of the MacWilliams-type identity for $m$-tuple weight enumerators of codes over finite Frobenius ring is also given. Moreover, we define the demi-matroid analogue of well-known polynomials from matroid theory, namely Tutte polynomials and coboundary polynomials, and associate them with a harmonic function. We also prove the Greene-type identity relating these polynomials to the harmonic $m$-tuple weight enumerators of codes over finite Frobenius rings. As an application of this Greene-type identity, we provide a simple combinatorial proof of the MacWilliams-type identity for harmonic $m$-tuple weight enumerators over finite Frobenius rings. Finally, we provide the structure of the relative invariant spaces containing the harmonic $m$-tuple weight enumerators of self-dual codes over finite fields.
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1. Introduction

In 1963, MacWilliams [19] introduced a powerful identity relating the weight enumerator of a linear code to that of its dual. This identity, called the MacWilliams Identity, has many important applications in the theory of algebraic coding, including the central problem of code classification. In 1976, Greene [15] showed that the weight enumerator of a linear code is obtained by evaluating the Tutte polynomial of the matroid associated with the code. Using this identity, now known as Greene’s Theorem, Greene provided a short and elegant new proof of the MacWilliams Identity. This was the first significant demonstration of how matroid theory relates usefully to coding theory.

*Corresponding author.
The MacWilliams Identity and Greene’s Theorem have since been generalized by many authors. Britz and Shiromoto [7] generalized the MacWilliams Identity with respect to matroids. They used this result to generalize Greene’s Theorem with respect to $m$-tuples of codewords and to provide a short proof of the $m$-tuple generalization of the MacWilliams Identity due to Shiromoto [25]. A different type of generalization of the MacWilliams Identity was introduced by Bachoc [1] for binary linear codes. Bachoc generalized the weight enumerator of a linear code with respect to the discrete harmonic functions on a finite set introduced by Delsarte [13], and presented a formula for computing harmonic functions using Hahn polynomials [13, 17]. Bachoc [2] and Tanabe [26] independently extended this harmonic weight MacWilliams-type identity to linear codes over $\mathbb{F}_q$. Britz, Shiromoto and Westerbäck [8] generalized Greene’s Theorem with respect to $m$-tuple weight enumerators for linear codes over finite Frobenius rings and, more recently, Chakraborty, Miezaki and Oura [9] generalized Greene’s Theorem with respect to harmonic weight enumerators.

In this paper, we generalise all of these previous results by introducing harmonic $m$-tuple weight enumerators for codes over finite Frobenius rings as well as harmonic Tutte polynomials (and, equivalently, coboundary polynomials) for demi-matroids. We present the Greene-type identity for these enumerators and polynomials, and we apply this identity to obtain the MacWilliams-type identity for the harmonic $m$-tuple weight enumerator of a code over a finite Frobenius ring. We also construct the relative invariant spaces that contain the harmonic $m$-tuple weight enumerators of self-dual codes over finite fields, in particular the four classical types of codes introduced by Gleason [14].

This paper is organized as follows. In Section 2, we present basic definitions and properties that are frequently used in this paper, of discrete harmonic functions, codes over finite Frobenius rings and demi-matroids; see in particular Theorems 2.2, 2.4 and 2.5. In Section 3, we define the harmonic $m$-tuple weight enumerators for codes over finite Frobenius rings, and give some formulae to compute these; see Theorems 3.2 and 3.3. Moreover, we present the MacWilliams-type identity for harmonic $m$-tuple weight enumerators of codes over finite Frobenius rings; see Theorem 3.1. In Section 4, we obtain the correspondences between the Tutte polynomials (resp., coboundary polynomials) of demi-matroids and their duals; see Theorems 4.1 and 4.3. Moreover, we give the Greene-type identity between these polynomials and the harmonic $m$-tuple weight enumerators for codes over finite Frobenius rings; see Theorem 4.4. As an application of this identity, we provide a simple proof of the MacWilliams-type identity for the
harmonic $m$-tuple weight enumerators of codes over finite Frobenius rings. Finally, in Section 3 we provide the relative invariant spaces of groups corresponding to certain type of codes; see Theorem 5.2.

All computer calculations in this paper were done with the help of Magma [4] and Mathematica [30].

2. Preliminaries

In this section, we discuss the basic definitions and notations of linear codes and demi-matroids that are frequently needed in this paper. We review [6, 8, 11, 21] for this discussion. Moreover, recall [1, 13] for the definitions and properties of the (discrete) harmonic functions.

2.1. Discrete harmonic functions. Let $E := \{1, 2, \ldots, n\}$ be a finite set. We define $E_d := \{X \subseteq E : |X| = d\}$ for $d = 0, 1, \ldots, n$. The set of all subsets of $E$ is denoted by $2^E$. We denote by $\mathbb{R}2^E$ and $\mathbb{R}E_d$ the real vector spaces spanned by the elements of $2^E$ and $E_d$, respectively. An element of $\mathbb{R}E_d$ is denoted by

$$f := \sum_{Z \in E_d} f(Z)Z$$

and is identified with the real-valued function on $E_d$ given by $Z \mapsto f(Z)$. Such an element $f \in \mathbb{R}E_d$ can be extended to an element $\tilde{f} \in \mathbb{R}2^E$ by setting, for all $X \in 2^E$,

$$\tilde{f}(X) := \sum_{Z \in E_d, Z \subseteq X} f(Z).$$

If an element $g \in \mathbb{R}2^E$ is equal to $\tilde{f}$ for some $f \in \mathbb{R}E_d$, then we say that $g$ has degree $d$. The differentiation $\gamma$ is the operator on $\mathbb{R}E_d$ defined by linearity from the identity

$$\gamma(Z) := \sum_{Y \in E_{d-1}, Y \subseteq Z} Y$$

for all $Z \in E_d$ and for all $d = 0, 1, \ldots n$. Also, $\text{Harm}_d(n)$ is the kernel of $\gamma$:

$$\text{Harm}_d(n) := \ker (\gamma |_{\mathbb{R}E_d}).$$

Remark 2.1. [1, 13] Let $f \in \text{Harm}_d(n)$ and $i \in \{0, 1, \ldots, d-1\}$. Then $\gamma^{d-i}(f) = 0$. This means from definition (3) that

$$\sum_{X \in E_i} \left( \sum_{Z \in E_d, X \subseteq Z} f(Z) \right) X = 0.$$

This implies that $\sum_{Z \in E_d, X \subseteq Z} f(Z) = 0$ for any $X \in E_i$. 
Remark 2.2. Let \( f \in \text{Harm}_d(n) \). Since \( \sum_{Z \in E_d} f(Z) = 0 \), it is easy to check from (3) that \( \sum_{X \in E_t} f(X) = 0 \), where \( 1 \leq d \leq t \leq n \).

Example 2.1. Let \( E = \{1, 2, 3, 4\} \) and \( d = 2 \). Let \( f \in \mathbb{R}E_2 \) be the element

\[
\begin{align*}
&f = a_1 \{1, 2\} + a_2 \{1, 3\} + a_3 \{1, 4\} + a_4 \{2, 3\} + a_5 \{2, 4\} + a_6 \{3, 4\}.
\end{align*}
\]

Then \( \gamma(f) = (a_1 + a_2 + a_3) \{1\} + (a_1 + a_4 + a_5) \{2\} + (a_2 + a_4 + a_6) \{3\} + (a_3 + a_5 + a_6) \{4\} \).

If \( X = \{1, 3, 4\} \), then \( \tilde{f}(X) = a_2 + a_3 + a_6 \). Suppose that \( f \in \text{Harm}_2(4) \); then \( \gamma(f) = 0 \), so

\[
\begin{align*}
&\quad a_1 + a_2 + a_3 = a_1 + a_4 + a_5 = a_2 + a_4 + a_6 = a_3 + a_5 + a_6 = 0.
\end{align*}
\]

Solving the above equations, we can get

\[
\text{Harm}_2(4) \ni f = a_1 \{1, 2\} + a_2 \{1, 3\} + (a_1 - a_2) \{1, 4\} + (-a_1 - a_2) \{2, 3\} + a_2 \{2, 4\} + a_1 \{3, 4\}.
\]

2.2. Linear codes. Let \( R \) be a finite ring with identity satisfying the associative property. Let \( V := R^n \) be the free \( R \)-module with ordinary inner product \( \mathbf{u} \cdot \mathbf{v} := u_1v_1 + \cdots + u_nv_n \) for \( \mathbf{u}, \mathbf{v} \in V \), where \( \mathbf{u} = (u_1, \ldots, u_n) \) and \( \mathbf{v} = (v_1, \ldots, v_n) \). For \( \mathbf{u} \in V \), we call \( \text{supp}(\mathbf{u}) := \{i \in E \mid u_i \neq 0\} \) the support of \( \mathbf{u} \), and \( \text{wt}(\mathbf{u}) := |\text{supp}(\mathbf{u})| \) the weight of \( \mathbf{u} \). Similarly, the support and weight of each subset \( A \subseteq V \) are defined as follows:

\[
\text{Supp}(A) := \bigcup_{\mathbf{u} \in A} \text{supp}(\mathbf{u}),
\]

\[
\text{wt}(A) := |\text{Supp}(A)|.
\]

A left (or right) \( R \)-linear code of length \( n \) is a left (or right) \( R \)-submodule of \( V \). The elements of a code are known as codewords. We denote the left dual code of a right \( R \)-linear code \( C \) by \( ^\perp C \) and the right dual code of a left \( R \)-linear code \( D \) by \( D^\perp \), and define as follows:

\[
\begin{align*}
^\perp C &:= \{ \mathbf{u} \in V \mid \mathbf{u} \cdot \mathbf{v} = 0 \text{ for all } \mathbf{v} \in C\}, \\
D^\perp &:= \{ \mathbf{u} \in V \mid \mathbf{v} \cdot \mathbf{u} = 0 \text{ for all } \mathbf{v} \in D\}.
\end{align*}
\]

It is immediate from the above definition that \( ^\perp C \) is a left \( R \)-submodule of \( V \), and \( D^\perp \) is a right \( R \)-submodule of \( V \).

Let \( C \) be a left (or right) \( R \)-linear code of length \( n \). Then for each subset \( X \subseteq E \) with \( t \) coordinates, the punctured code \( C \setminus X \) is the left (or right) \( R \)-submodule of \( R^{n-t} \) obtained by deleting the coordinates \( X \) from each codeword of \( C \). Similarly, the shortened code \( C/X \) is the
right (or left) submodule of $R^{n-t}$ obtained by deleting the coordinates $X$ from the codewords of $C$ which are zero on $X$. Define the right (or left) $R$-submodule

$$C(X) := \{ u \in C \mid \text{supp}(u) \subseteq X \}.$$ 

Note that $C(X)/(E-X) = C/(E-X)$. Then there is an exact sequence (see [8]) of right (or left) $R$-modules:

$$0 \rightarrow C(E-X) \xrightarrow{\text{inc}} C \xrightarrow{\text{punc}} C \setminus (E-X) \rightarrow 0,$$

where the maps inc and punc denote the inclusion map and puncture map, respectively. Therefore, we have from [8] the following lemma.

Lemma 2.1. $|C| = |C/X| \cdot |C \setminus (E-X)|$.

Bachoc [1] introduced harmonic weight enumerators for binary codes and proved a MacWilliams-type identity for these enumerators. Later, this concept was extended in [2, 26] to linear codes over any finite field. We define the harmonic weight enumerators for linear codes over finite rings as follows.

Definition 2.1. Let $C$ be a left (or right) $R$-linear code of length $n$. Let $f \in \text{Harm}_d(n)$. Then the harmonic weight enumerator of $C$ associated to $f$ is defined as follows:

$$W_{C,f}(x, y) := \sum_{X \subseteq E} \tilde{f}(X) A_C(X) x^{n-|X|} y^{|X|},$$

where

$$A_C(X) := \#\{ u \in C \mid \text{supp}(u) = X \}.$$ 

Before presenting the definition of a finite Frobenius ring, we need to give some notations about modules over rings. Let $R$ be a finite ring. Then we shall write $R M$ (or $M_R$) to denote a left (or right) $R$-module $M$. Recall the Jacobson radical of $R$, denoted by $\text{Rad}(R)$, and the socle of an $R$-module $M$, denoted by $\text{Soc}(M)$; for detailed information on $\text{Rad}(R)$ and $\text{Soc}(M)$, see [18].

A finite ring $R$ is called a Frobenius ring if it satisfies the following conditions:

(i) $R/\text{Rad}(R) \cong \text{Soc}(R_R)$ as a right $R$-module;

(ii) $R/\text{Rad}(R) \cong \text{Soc}(R_R)$ as a left $R$-module.

The proof of the following characterization of codes over finite Frobenius rings can be found in Proposition 1 of [8].

Theorem 2.1. Let $R$ be a finite ring. Then the following statements are equivalent for each subset $X \subseteq E$:
(a) $R$ is a Frobenius ring;
(b) $|C \setminus (E - X)| \cdot |C^\perp / (E - X)| = |R|^{|X|}$ for each left $R$-linear code $C$;
(c) $|C \setminus (E - X)| \cdot |C^\perp / (E - X)| = |R|^{|X|}$ for each right $R$-linear code $C$.

Now we present the following MacWilliams-type identity. We state the identity for left linear codes over finite Frobenius rings. Similarly, most of the results in the subsequent sections are stated for left linear codes. Each of these statements can be expressed equivalently for right linear codes.

**Theorem 2.2** (MacWilliams-type identity). Let $R$ be a finite Frobenius ring, and $C$ be a left $R$-linear code of length $n$. Let $W_{C,f}(x, y)$ be the harmonic weight enumerator of $C$ associated to $f \in \text{Harm}_d(n)$. Then

$$W_{C,f}(x, y) := (xy)^d Z_{C,f}(x, y),$$

where $Z_{C,f}$ is a homogeneous polynomial of degree $n - 2d$ and satisfies

$$Z_{C^\perp,f}(x, y) = (-1)^d \frac{|R|^d}{|C|} Z_{C,f}(x + (|R| - 1)y, x - y).$$

This is a special case of a more general MacWilliams-type identity that we will present and prove below; see Theorem 3.1.

**2.3. Demi-matroids.** A (real) *demi-matroid* is a triple $D := (E, s, t)$ consisting of a set $E$ and two real-valued functions $s, t : 2^E \to \mathbb{R}$ satisfying the following two conditions:

- (D1) if $X \subseteq Y \subseteq E$, then $0 \leq s(X) \leq s(Y) \leq |Y|$ and $0 \leq t(X) \leq t(Y) \leq |Y|$;
- (D2) if $X \subseteq E$, then $|E - X| - s(E - X) = t(E) - t(X)$.

Note that $s(\emptyset) = t(\emptyset) = 0$ by (D1), so (D2) is equivalent to:

- (D3) if $X \subseteq E$, then $|E - X| - t(E - X) = s(E) - s(X)$.

It is easy to see from (D3) that if $M = (E, \rho)$ is a matroid on $E$ with rank function $\rho$, then the triple $(E, \rho, \rho^*)$ is a demi-matroid, where $\rho^*$ is the rank function of the dual matroid $M^* = (E, \rho^*)$.

Let $R$ be a finite ring. Let $C$ be a left (or right) $R$-linear code of length $n$. Define two functions $\alpha_C, \beta_C : 2^E \to \mathbb{R}$ as follows:

- (i) If $C$ is a left $R$-linear code, then
  $$\alpha_C(X) := \log_{|R|} |C \setminus (E - X)|,$$
  $$\beta_C(X) := \log_{|R|} |C^\perp \setminus (E - X)|.$$
(ii) If $C$ is a right $R$-linear code, then
\[
\alpha_C(X) := \log_{|R|} |C \setminus (E - X)|, \\
\beta_C(X) := \log_{|R|} |C \setminus (E - X)|.
\]

**Remark 2.3.** $\beta_C(E) = n - \alpha_C(E)$.

Now we have the following characterization from [8, Theorem 1] for codes over finite Frobenius ring.

**Theorem 2.3.** Let $R$ be a finite ring. Then the following statements are equivalent:

(a) $R$ is a Frobenius ring;
(b) $D_C := (E, \alpha_C, \beta_C)$ is a demi-matroid for each left $R$-linear code $C$;
(c) $D_C := (E, \alpha_C, \beta_C)$ is a demi-matroid for each right $R$-linear code $C$.

**Remark 2.4.** If $D_C = (E, \alpha_C, \beta_C)$ is demi-matroid, then for each $X \subseteq E$,

(i) $|R|^{E - X} / |C \setminus X| = |C^\perp / X|$ for any left $R$-linear code $C$;
(ii) $|R|^{E - X} / |C \setminus X| = |C^\perp / X|$ for any right $R$-linear code $C$.

Let $g : 2^E \to \mathbb{R}$ be a real-valued function and let $T \subseteq E$. Now define $\overline{g}$ and $\hat{g}$ as follows:

\[
\overline{g}(X) := g(E) - g(E - X) \quad \text{for each} \quad X \subseteq E; \\
\hat{g}(X) := g(X \cup T) - g(T) \quad \text{for each} \quad X \subseteq E - T.
\]

Let $D = (E, s, t)$ be a demi-matroid. Then the supplement of the demi-matroid $D$ is $\overline{D} = (E, \overline{s}, \overline{t})$, and the dual of $D$ is $D^* = (E, t, s)$. It is known from [6, Theorem 4] that $\overline{D}$ and $D^*$ are also demi-matroids and that they satisfy the properties $(D^*)^* = D = \overline{D}$ and $D^* = (\overline{D})^*$. Any two subsets $X$ and $Y$ such that $X \subseteq Y \subseteq E - T$ satisfy (D1). Also any subset $X \subseteq E - T$ satisfies (D2). Therefore, $(E - T, s, t)$ is a demi-matroid. We call this demi-matroid the deletion of $T$ from $D$ and denoted it by $D \setminus T$. Similarly, the contraction of $T$ from $D$ is $(E - T, \hat{s}, \hat{t})$ which we denote by $D/T$.

**Proposition 2.1.** $\overline{D^* \setminus T} = (\overline{D} \setminus T)^*$.

**Theorem 2.4.** Let $D = (E, s, t)$ be a demi-matroid. Then for each subset $T \subseteq E$, $D/T = (E - T, \hat{s}, \hat{t})$ is a demi-matroid.

**Proposition 2.2.** $(D^* \setminus T)^* = D/T = \overline{D \setminus T}$. 
Let $R$ be a finite Frobenius ring and let $C$ be a left (or right) $R$-linear code of length $n$. If $D_C = (E, \alpha_C, \beta_C)$ is a demi-matroid corresponding to $C$, then $\overline{D_C} = (E, \gamma_C, \delta_C)$ (see [8, Theorem 2]), where the functions $\gamma_C, \delta_C : 2^E \to \mathbb{R}$ are defined as follows:

(i) If $C$ is a left $R$-linear code, then
$$\gamma_C(X) := \log |R| \frac{|C/(E - X)|}{|C/E - X|};$$
$$\delta_C(X) := \log |R| \frac{|C^\perp/(E - X)|}{|C^\perp/E - X|}.$$

(ii) If $C$ is a right $R$-linear code, then
$$\gamma_C(X) := \log |R| \frac{|C/(E - X)|}{|C/E - X|};$$
$$\delta_C(X) := \log |R| \frac{|C^\perp/(E - X)|}{|C^\perp/E - X|}.$$

Moreover, $(E, \gamma_C, \delta_C)$ is a demi-matroid. Since $\alpha_C^\perp = \beta_C$ and $\gamma_C^\perp = \delta_C$, we have the following dual relations from [8].

**Remark 2.5.** $D_C^\perp = (D_C)^*$ and $\overline{D_C^\perp} = (\overline{D_C})^*$.  

**Theorem 2.5.** Let $R$ be a finite Frobenius ring and let $C$ be a left (or right) $R$-linear code of length $n$. Then for each subset $T \subseteq E$,
$$(E - T, \widehat{\alpha}_C, \widehat{\beta}_C) = D_C/T = (E - T, \widehat{\gamma}_C, \widehat{\delta}_C)$$
is a demi-matroid.

**Proof.** Let $X \subseteq E - T$. By Lemma 2.1,
$$\alpha_{C/T}(X) = \log_{|R|} \frac{|C/T\backslash(E - (T \cup X))|}{|C/T|}$$
$$= \log_{|R|} \frac{|C/T|}{|C/(T \cup X)|} - \log_{|R|} \frac{|C/(T \cup X)|}{|C/T\backslash(E - (T \cup X))|}$$
$$= \gamma_C(E - T) - \gamma_C(E - (T \cup X))$$
$$= \alpha_C(E) - \alpha_C(T) - \alpha_C(E) + \alpha_C(T \cup X)$$
$$= \alpha_C(T \cup X) - \alpha_C(T)$$
$$= \widehat{\alpha}_C(X).$$

Similarly, $\beta_{C/T}(X) = \widehat{\beta}_C(X)$. Therefore, $D_{C/T} = (E - T, \alpha_{C/T}, \beta_{C/T}) = (E - T, \widehat{\alpha}_C, \widehat{\beta}_C)$. By similar arguments, we can show that $D_{C/T} = (E - T, \gamma_{C/T}, \delta_{C/T}) = (E - T, \widehat{\gamma}_C, \widehat{\delta}_C)$. Hence by Theorem 2.3, $D_{C/T}$ is a demi-matroid. \hfill \Box

Theorem 2.3 and Theorem 2.5 together with Proposition 2.2 imply the following corollary:

**Corollary 2.1.** $D_C/T = D_{C/T}$.
3. Harmonic generalization of MacWilliams identity

In this section, we introduce the harmonic generalization of \( m \)-tuple weight enumerators for codes over finite Frobenius rings. First, we recall [8] for some useful notations and properties.

Let \( R \) be a finite Frobenius ring and let \( C \) be a left (or right) \( R \)-linear code of length \( n \). For any subset \( X \subseteq E \), we denote
\[
A_{C}^{(m)}(X) := \#\{ (u_1, \ldots, u_m) \in C^m \mid \text{supp}(u_1) \cup \cdots \cup \text{supp}(u_m) = X \},
\]
\[
B_{C}^{(m)}(X) := \#\{ (u_1, \ldots, u_m) \in C^m \mid \text{supp}(u_1) \cup \cdots \cup \text{supp}(u_m) \subseteq X \},
\]
where \( C^m := C \times \cdots \times C \). Then note that \( B_{C}^{(m)}(X) = |C/(E-X)|^m \).

**Remark 3.1.** For each \( X \subseteq E \), we have
\[
B_{C}^{(m)}(X) = \sum_{Y \subseteq X} A_{C}^{(m)}(Y).
\]

Now we have the following identity.

**Lemma 3.1 (\[8]\).** \( A_{C}^{(m)}(X) = \sum_{Y \subseteq X} (-1)^{|X-Y|} B_{C}^{(m)}(Y) \).

**Definition 3.1.** Let \( R \) be a finite Frobenius ring and let \( C \) be a left (or right) \( R \)-linear code of length \( n \). For each \( f \in \text{Harm}_d(n) \), the \( m \)-tuple harmonic weight enumerator of \( C \) associated to \( f \) is defined as follows:
\[
W_{C,f}^{(m)}(x,y) := \sum_{X \subseteq E} \tilde{f}(X) A_{C}^{(m)}(X) x^{|E-X|} y^{|X|}.
\]

The harmonic weight enumerator \( W_{C,f}(x,y) \) is obtained by setting \( m = 1 \) in the above definition. Now we have the following identity as a generalization of Theorem 2.2.

**Theorem 3.1 (MacWilliams-type identity).** Let \( R \) be a finite Frobenius ring. Let \( W_{C,f}^{(m)}(x,y) \) be the \( m \)-tuple harmonic weight enumerator of a left \( R \)-linear code \( C \) of length \( n \) associated to some \( f \in \text{Harm}_d(n) \). Then
\[
W_{C,f}^{(m)}(x,y) = (xy)^d Z_{C,f}^{(m)}(x,y),
\]
where \( Z_{C,f}^{(m)} \) is a homogeneous polynomial of degree \( n-2d \) satisfying
\[
Z_{C,f}^{(m)}(x,y) = (-1)^d \frac{|R|^m}{|C|^m} Z_{C,f}^{(m)}(x + (|R|^m - 1)y, x - y).
\]

We will prove this theorem at the end of this section.
Lemma 3.2 ([I]). Let \( f \in \text{Harm}_d(n) \) and \( J \subseteq E \), and define
\[
\tilde{f}^{(i)}(J) := \sum_{Z \in E_d, |Z \cap J| = i} f(Z).
\]
Then for all \( 0 \leq i \leq d \), \( \tilde{f}^{(i)}(J) = (-1)^{d-i}{d \choose i} \tilde{f}(J) \).

Remark 3.2. From the definition of \( \tilde{f} \) for \( f \in \text{Harm}_d(n) \), we have \( \tilde{f}(J) = 0 \) for each \( J \in 2^E \) such that \( |J| < d \). Let \( I, J \in 2^E \) such that \( I = E - J \). Then
\[
\tilde{f}(J) = \sum_{Z \in E_d, Z \subseteq J} f(Z) = \sum_{Z \in E_d, \ |Z \cap I| = 0} f(Z) = f^{(0)}(I) = (-1)^d \tilde{f}(E - J).
\]

We have from the above equality that if \( |J| > n - d \), then \( \tilde{f}(J) = 0 \).

From the above discussion and the first part of Theorem 3.1, we see that
\[
Z_{C,J}^{[m]}(x, y) = \sum_{x \subseteq E, d \leq |X| \leq n-d} \tilde{f}(X) A_{C,J}^{\alpha_C(E)-\alpha_C(X)}(X) x^{E-X} y^{X-E}.
\]

Theorem 3.2. Let \( R \) be a finite Frobenius ring and let \( C \) be a left (or right) \( R \)-linear code of length \( n \). For each \( f \in \text{Harm}_d(n) \),
\[
Z_{C,J}^{[m]}(x, y) = (-1)^d \sum_{X \subseteq E, d \leq |X| \leq n-d} \tilde{f}(X) (|R|^{m})^{\alpha_C(E)-\alpha_C(X)}(x-y)^{X-E} y^{X-E}.
\]

Proof. By Lemma 3.1 and Lemma 3.2
\[
Z_{C,J}^{[m]}(x, y)
\]
\[
= \sum_{x \subseteq E} \tilde{f}(X) A_{C,J}^{[m]}(X) x^{E-X} y^{X-E}
\]
\[
= \sum_{x \subseteq E} \tilde{f}(X) \sum_{Y \subseteq X} (-1)^{|X-Y|} B_{C,J}^{[m]}(Y) x^{E-X} y^{X-E}
\]
\[
= \sum_{Y \subseteq E} B_{C,J}^{[m]}(Y) \sum_{Y \subseteq X \subseteq E} (-1)^{|X-Y|} \tilde{f}(X) x^{E-X} y^{X-E}
\]
\[
= \sum_{Y \subseteq E} B_{C,J}^{[m]}(Y) \sum_{W \subseteq E-Y} (-1)^{|Y-W|} \tilde{f}(Y \cup W) x^{E-(Y \cup W)} y^{Y \cup W-E}
\]
\[
= \sum_{Y \subseteq E} B_{C,J}^{[m]}(Y) \sum_{W \subseteq E-Y, |W|=i} (-1)^i \tilde{f}(Y \cup W) x^{E-Y} y^{Y+E-Y-i}.
\]
\[
\begin{align*}
&= \sum_{Y \subseteq E} B_{C}^{[m]}(Y) y^{Y | - d} \sum_{i=0}^{E - Y | - d} \sum_{W \subseteq E - Y, |W| = i} \tilde{f}(Y \cup W) x^{E - Y | - d - i} (-y)^i \\
&= \sum_{Y \subseteq E} B_{C}^{[m]}(Y) y^{Y | - d} \sum_{i=0}^{E - Y | - d} \sum_{W \subseteq E - Y, Z \in E_d, |W| = i} Z \subseteq Y \cup W f(Z) x^{E - Y | - d - i} (-y)^i \\
&= \sum_{Y \subseteq E} B_{C}^{[m]}(Y) y^{Y | - d} \sum_{i=0}^{E - Y | - d} \sum_{j=0}^{d} \sum_{Z \in E_d, |W| = i, W \subseteq E - Y, |Y \cap Z| = j, Z \subseteq Y \cup W} f(Z) x^{E - Y | - d - i} (-y)^i \\
&= \sum_{Y \subseteq E} B_{C}^{[m]}(Y) y^{Y | - d} \sum_{i=0}^{E - Y | - d} \sum_{j=0}^{d} \left( |E - Y| - (d - j) \right) i \left( |E - Y| - (d - j) \right) f(Z) x^{E - Y | - d - i} (-y)^i \\
&= \sum_{Y \subseteq E} B_{C}^{[m]}(Y) y^{Y | - d} \sum_{i=0}^{E - Y | - d} \sum_{j=0}^{d} \left( |E - Y| - d + j \right) \left( |E - Y| - i \right) f(j)(Y) x^{E - Y | - d - i} (-y)^i \\
&= \sum_{Y \subseteq E} B_{C}^{[m]}(Y) y^{Y | - d} \sum_{i=0}^{E - Y | - d} \sum_{j=0}^{d} \left( |E - Y| - d + j \right) \left( |E - Y| - i \right) (-1)^{d-j} \binom{d}{j} \tilde{f}(Y) x^{E - Y | - d - i} (-y)^i \\
&= \sum_{Y \subseteq E} \tilde{f}(Y) B_{C}^{[m]}(Y) y^{Y | - d} \sum_{i=0}^{E - Y | - d} \sum_{j=0}^{d} (-1)^{d-j} \binom{d}{j} \left( |E - Y| - d + j \right) \left( |E - Y| - i \right) x^{(E - Y | - d - i} (-y)^i \\
&= \sum_{Y \subseteq E, d \leq |Y| \leq n - d} \tilde{f}(Y) B_{C}^{[m]}(Y) y^{Y | - d} \sum_{i=0}^{E - Y | - d} \left( |E - Y| - d \right) x^{(E - Y | - d - i} (-y)^i \\
&= \sum_{Y \subseteq E, d \leq |Y| \leq n - d} \tilde{f}(Y) B_{C}^{[m]}(Y) (x - y)^{E - Y | - d} y^{Y | - d} \\
&= \sum_{Y \subseteq E, d \leq |Y| \leq n - d} \tilde{f}(Y) C / (E - Y | - d) (x - y)^{E - Y | - d} y^{Y | - d}
\end{align*}
\]
\begin{align*}
&= (-1)^d \sum_{Y \subseteq E, \ d \leq |Y| \leq n - d} \tilde{f}(Y)[C/Y] |x - y|^{|Y| - d} y^{|E - Y| - d} \\
&= (-1)^d \sum_{Y \subseteq E, \ d \leq |Y| \leq n - d} \tilde{f}(Y)(|R|^m)^\alpha C(Y - x - y) |y|^{-d} y^{|E - Y| - d} \\
&= (-1)^d \sum_{Y \subseteq E, \ d \leq |Y| \leq n - d} \tilde{f}(Y)(|R|^m)^\alpha C \gamma C(E) - \alpha C(Y - x - y) |y|^{-d} y^{|E - Y| - d}.
\end{align*}

This completes the proof. \hfill \Box

In the proof above, we use a binomial identity as follows:

\[ \sum_{j=0}^d (-1)^{d-j} \binom{|E - Y| - d + j}{i} \binom{|E - Y| - i}{j} = \binom{|E - Y| - d}{i}. \]

**Proof.** For any polynomial \( p(x, y) \), let \( [x^m y^n] p(x, y) \) denote the coefficient of \( x^m y^n \) in the \( p(x, y) \). Notice that

\[
\begin{align*}
\binom{|E - Y| - d}{i} &= [x^{E - Y - i} y] (x + y)^{|E - Y| - d} x^d \\
&= [x^{E - Y - i} y] (x + y)^{|E - Y| - d} (x + y)^d \\
&= [x^{E - Y - i} y] \sum_{j=0}^d \binom{d}{j} (x + y)^{|E - Y| - d + j} (-y)^{d-j} \\
&= \sum_{j=0}^d \binom{d}{j} [x^{E - Y - i} y] (x + y)^{|E - Y| - d + j} (-y)^{d-j} \\
&= \sum_{j=0}^d (-1)^{d-j} \binom{|E - Y| - d + j}{i} \binom{|E - Y| - i}{j}.
\end{align*}
\]

\hfill \Box

**Theorem 3.3.** Let \( R \) be a finite Frobenius ring and let \( C \) be a left \( R \)-linear code of length \( n \). Let \( f \in \text{Harm}_d(n) \). Then

\[
Z_{C, i, j}^m(x, y) = \sum_{X \subseteq E, \ d \leq |X| \leq n - d} \tilde{f}(X)(|R|^m)^{d - \alpha C(X)} (x - y)^{|E - X| - d} (|R|^m y)^{|X| - d}.
\]
Proof. By Theorem 3.2 and Remark 2.4, we see that
\[ Z_{C, f}^{[m]}(x, y) = (-1)^d \sum_{X \subseteq E, d \leq |X| \leq n-d} \tilde{f}(X) \left( \frac{|R|_{E-X}^{1/E-X}}{|C\setminus X|} \right)^m (x - y)^{|X| - d} y^{E-X - d}. \]

\[ = (-1)^d \sum_{X \subseteq E, d \leq |X| \leq n-d} \tilde{f}(X) \left( \frac{|R|_{E-X}^{1/E-X}}{|R|^{1/c(E-X)}} \right)^m (x - y)^{|X| - d} y^{E-X - d}. \]

\[ = (-1)^d \sum_{X \subseteq E, d \leq |X| \leq n-d} \tilde{f}(X)(|R|^m)^{d - \alpha_c(E-X)} (x - y)^{|X| - d} (|R|^m y)^{E-X - d} \]

\[ = \sum_{X \subseteq E, d \leq |X| \leq n-d} \tilde{f}(X)(|R|^m)^{d - \alpha_c(X)} (x - y)^{E-X - d} (|R|^m y)^{|X| - d}. \]

This completes the proof. \square

Proof of Theorem 3.7. The technical Lemma 3.2 and Remark 3.2 show that \( Z_{C, f}^{[m]}(x, y) \) is a polynomial. By Theorems 3.3 and 3.2
\[ Z_{C, f}^{[m]}(x, y) = \sum_{X \subseteq E, d \leq |X| \leq n-d} \tilde{f}(X)(|R|^m)^{d - \alpha_c(X)} (x - y)^{E-X - d} (|R|^m y)^{|X| - d} \]

\[ = (-1)^d \frac{(|R|^m)^d}{(|R|^m)^{\alpha_c(E)}} \times (-1)^d \sum_{X \subseteq E, d \leq |X| \leq n-d} \tilde{f}(X)(|R|^m)^{\alpha_c(E) - \alpha_c(X)} (|R|^m y)^{|X| - d} (x - y)^{E-X - d} \]

\[ = (-1)^d \frac{|R|^m}{|C|^m} Z_{C, f}^{[m]}(x + (|R|^m - 1) y, x - y). \]

Hence the proof is completed. \square

4. Harmonic generalization of Greene’s theorem

Crapo [10] presented two matroid polynomials, namely the Tutte polynomial and the coboundary polynomial. The Tutte polynomial was originally introduced for graphs by Tutte [27, 28] who called it the dichromatic polynomial. Coboundary polynomials for matroids are equivalent to Tutte polynomials. For a detailed discussion of these polynomials, we refer the reader to [5]. In this section, we define the
Tutte polynomial and the coboundary polynomial of a demi-matroid associated to a discrete harmonic function, and discuss some of their properties. Finally, we give the harmonic analogue of Greene’s Theorem.

**Definition 4.1.** Let \( D = (E, s, t) \) be a demi-matroid and \( f \) be a harmonic function with degree \( d \). Then the harmonic Tutte polynomial of \( D \) associated with \( f \) is defined as:

\[
T(D, f; x, y) := \sum_{X \subseteq E} \bar{f}(X)(x - 1)^{|s(X)| - s(X)}(y - 1)^{|X| - s(X)}.
\]

**Theorem 4.1.** Let \( D = (E, s, t) \) be a demi-matroid. Let \( f \in \text{Harm}_d(n) \). Then we have

(i) \[
T(D^*, f; x, y) = (-1)^d T(D, f; y, x), \quad \text{and}
\]

(ii) \[
T(\overline{D}, f; x, y) = (-1)^d (x - 1)^{|s(E)| - s(E)}(y - 1)^{|E - X| - s(E - X)} T(D, f; \frac{x}{x - 1}, \frac{y}{y - 1}).
\]

**Proof.** (i) Since \( D = (E, s, t) \) is a demi-matroid, the dual of \( D \) is \( D^* = (E, t, s) \). Now using Condition (D2) and Remark 3.2, we can write

\[
T(D^*, f; x, y) = \sum_{X \subseteq E} \bar{f}(X)(x - 1)^{|t(E)| - t(X)}(y - 1)^{|X| - t(X)}
\]

\[
= \sum_{X \subseteq E} \bar{f}(X)(x - 1)^{|E - X| - s(E - X)}(y - 1)^{|X| - s(E)}
\]

\[
= (-1)^d \sum_{X \subseteq E} \bar{f}(X)(y - 1)^{|s(X)| - s(X)}(x - 1)^{|X| - s(X)}
\]

\[
= (-1)^d T(D, f; y, x).
\]

(ii) Since \( D = (E, s, t) \) is a demi-matroid, it follows that \( \overline{D} = (E, \overline{s}, \overline{t}) \). Therefore using Condition (D2), (D3) and Remark 3.2, we can write

\[
T(\overline{D}, f; x, y) = \sum_{X \subseteq E} \bar{f}(X)(x - 1)^{|\overline{s}(E)| - \overline{s}(X)}(y - 1)^{|X| - \overline{s}(X)}
\]

\[
= \sum_{X \subseteq E} \bar{f}(X)(x - 1)^{|s(E)| - s(X)}(y - 1)^{|X| - s(E)}
\]

\[
= (-1)^d \sum_{X \subseteq E} \bar{f}(X)(x - 1)^{|s(X)| - s(X)}(y - 1)^{|E - X| - s(E - X)}
\]

\[
= (-1)^d \sum_{X \subseteq E} \bar{f}(X)(x - 1)^{|s(X)| - s(X)}(y - 1)^{t(E - X)}
\]

\[
= (-1)^d (x - 1)^{|s(E)| - s(E)}(y - 1)^{|E| - s(E)} T(D, f; \frac{x}{x - 1}, \frac{y}{y - 1}).
\]
\[ = (-1)^d(x - 1)^{s(E)}(y - 1)^{t(E)} \sum_{X \subseteq E} \tilde{f}(X)(x - 1)^{-s(E)+s(X)}(y - 1)^{-|X|+s(X)} \]

\[ = (-1)^d(x - 1)^{s(E)}(y - 1)^{t(E)}T(D, f; \frac{x}{x - 1}, \frac{y}{y - 1}). \]

This completes the proof. \( \square \)

**Definition 4.2.** Let \( D = (E, s, t) \) be a demi-matroid and \( f \) be a harmonic function with degree \( d \). Then the **harmonic coboundary polynomial** of \( D \) associated to \( f \) is defined as follows:

\[ W_{D,f}(\lambda, x, y) := \sum_{T \subseteq E} \tilde{f}(T) \chi(D.T; \lambda)x^{|E|-|T|}y^{|T|}, \]

where \( \chi(D; \lambda) := \sum_{X \subseteq E} (-1)^{|X|} \lambda^{s(E) - s(X)} \) is the characteristic polynomial of \( D \), and \( D.T := D/(E - T) \).

**Remark 4.1.** \( \chi(D, \emptyset; \lambda) = 1 \).

**Remark 4.2.** Let \( W_{D,f}(\lambda, x, y) \) be the harmonic coboundary polynomial of a demi-matroid \( D \) on \( E \) associated to \( f \in \text{Harm}_d(n) \). Then Lemma 3.2 and Remark 3.2 imply that

\[ W_{D,f}(\lambda, x, y) = (xy)^d Z_{D,f}(\lambda, x, y), \]

where \( Z_{D,f}(\lambda, x, y) \) is a homogeneous polynomial of degree \( n - 2d \).

**Theorem 4.2.** \( Z_{D,f}(\lambda, x, y) = (-1)^d \sum_{T \subseteq E, d \leq |T| \leq n - d} \tilde{f}(T) \lambda^{s(E) - s(T)}(x - y)^{|T| - d}y^{|E|-|T| - d}. \)

**Proof.** From Remark 4.2 we have

\[ Z_{D,f}(\lambda, x, y) = \sum_{T \subseteq E, d \leq |T| \leq n - d} \tilde{f}(T) \chi(D.T; \lambda)x^{|E|-|T| - d}y^{|T| - d} \]

\[ = \sum_{T \subseteq E, d \leq |T| \leq n - d} \tilde{f}(T) \left( \sum_{X \subseteq T} (-1)^{|X|} \lambda^{s(T) - s(X)} \right)x^{|E|-|T| - d}y^{|T| - d} \]

\[ = \sum_{T \subseteq E, d \leq |T| \leq n - d} \tilde{f}(T) \left( \sum_{X \subseteq T} (-1)^{|X|} \lambda^{s(E) - s(X \cup (E - T))} \right)x^{|E|-|T| - d}y^{|T| - d}. \]
Substituting $X \cup (E - T)$ by $T$ in the first sum, we obtain

$$Z_{D,f}(\lambda, x, y) = (-1)^d \sum_{T \subseteq E, \ d \leq |T| \leq n - d} \tilde{f}(T) \lambda^{s(E) - s(T)} y^{E - T - d} \left( \sum_{X \subseteq T, \ 0 \leq |X| \leq |T| - d} x^{(|T| - d) - |X|} (-y)^{|X|} \right)$$

$$= (-1)^d \sum_{T \subseteq E, \ d \leq |T| \leq n - d} \tilde{f}(T) \lambda^{s(E) - s(T)} y^{E - T - d} \left( \sum_{i=0}^{[T] - d} \binom{|T| - d}{i} x^{(|T| - d) - i} (-y)^i \right)$$

$$= (-1)^d \sum_{T \subseteq E, \ d \leq |T| \leq n - d} \tilde{f}(T) \lambda^{s(E) - s(T)} y^{E - T - d} (x - y)^{|T| - d}.$$ 

This completes the proof. □

The following proposition via Theorem 4.2 shows that the harmonic coboundary polynomial is equivalent to the harmonic Tutte polynomial.

**Proposition 4.1.** For a demi-matroid $D = (E, s, t)$,

$$(-1)^d (y - 1)^{s(E) - d} T(D, f; x, y) = Z_{D,f}((x - 1)(y - 1), y, 1).$$

The harmonic coboundary polynomial translation of Theorem 4.1 is as follows. Since the proof of the theorem is straightforward, we omit it.

**Theorem 4.3.** Let $D = (E, s, t)$ be a demi-matroid. Let $f \in \text{Harm}_d(n)$. Then we have

(i) $\lambda^{s(E) - d} Z_{D,f}(\lambda, x, y) = (-1)^d Z_{D,f}(\lambda, x + (\lambda - 1)y, x - y),$

(ii) $\lambda^{-s(E)} Z_{D,f}(\lambda, x, y) = (-1)^d Z_{D,f}(1/\lambda, x, x - y).$

The harmonic generalization of Greene’s Theorem was given in [9, Theorem 4.1]. In the following theorem, we give the demi-matroid analogue of [9, Theorem 4.1] that gives the representation of the $m$-tuple harmonic weight enumerators of linear codes over finite Frobenius ring in terms of harmonic coboundary polynomials of demi-matroids.

**Theorem 4.4 (Greene-type identity).** Let $R$ be a finite Frobenius ring. Let $D_C = (E, \alpha_C, \beta_C)$ be the demi-matroid corresponding to left (or right) $R$-linear code $C$ of length $n$. Let $f \in \text{Harm}_d(n)$. Then we have the following relation:

$$Z_{C,f}^{|m|}(x, y) = Z_{D_C,f}(|R|^m, x, y).$$

**Proof.** Theorem 3.2 and Theorem 4.2 completes the proof. □
Greene’s Theorem is more familiar in terms of Tutte polynomials. So, it is natural to restate the above Greene-type identity in terms of the harmonic Tutte polynomials of demi-matroids.

**Corollary 4.1.**

\[ Z_{C,f}^{[m]}(x, y) = (-1)^d(x-y)^{\alpha_C(E)-d}y^{n-\alpha_C(E)-d}T\left( D_C, f; \frac{x + (|R|^m - 1)y}{x - y}, \frac{x}{y} \right) . \]

**Proof.** By Theorem 3.2 and Remark 3.2, we can write

\[
Z_{C,f}^{[m]}(x, y) = (-1)^d \sum_{X \subseteq E, \ d \leq |X| \leq n-d} \tilde{f}(X)\left( \frac{|R|^m y}{x-y} \right)^{\alpha_C(E)-\alpha_C(X)} \left( \frac{x-y}{y} \right)^{|X|-\alpha_C(X)}.
\]

Hence we have the identity. \( \square \)

**Example 4.1.** Let \( E = \{1, 2, 3\} \) and \( f = a\{1\} + b\{2\} - (a+b)\{3\} \) be a harmonic function of degree \( d = 1 \). Let \( C \) be a linear code over \( \mathbb{Z}_4 \) with generator matrix

\[
\begin{pmatrix}
1 & 1 & 0 \\
0 & 0 & 3
\end{pmatrix}.
\]

Then by direct calculation, we get the harmonic weight enumerator of \( C \) to be

\[
W_{C,f}(x, y) = -3(a+b)x^2y + 3(a+b)xy^2 = 3(a+b)(y-x)xy.
\]

The harmonic Tutte polynomial and harmonic coboundary polynomial of the demi-matroid \( D_C = (E, \alpha_C, \beta_C) \) are as follows:
\[ T(D_C, f; x, y) = \sum_{X \subseteq E} \tilde{f}(X)(x - 1)^{\alpha_C(E) - \alpha_C(X)}(y - 1)^{|X| - \alpha_C(X)} \]
\[ = (a + b)((x - 1)(y - 1) - 1). \]
\[ W_{D_C, f}(\lambda, x, y) = \sum_{X \subseteq E} \tilde{f}(X)\chi(D_C \cdot X; \lambda)x^{|E - X|}y^{|X|} \]
\[ = (a + b)(\lambda - 1)xy^2 - (a + b)(\lambda - 1)x^2y \]
\[ = (a + b)(\lambda - 1)(y - x)xy. \]

It follows that
\[ (-1)^y(x - y)^{y_0}T(D_C, f; x + 3y, y) = Z_{C, f}(x, y) = Z_{D_C, f}(4, x, y), \]
as in Theorem 4.4 and in Corollary 4.1.

As an application of Theorem 4.4, we now give a very simple alternative proof of the MacWilliams-type identity stated in Theorem 3.1.

**Alternative proof of Theorem 3.1.** Let \( C \) be a left \( R \)-linear code of length \( n \), and \( D_C = (E, \alpha_C, \beta_C) \) be its demi-matroid. Then by Remark 2.5, we have \( D_C^\perp = (D_C)^* = (E, \beta_C, \alpha_C) \). Theorems 4.3 and 4.4 imply that
\[ Z_{C, f}(x, y) = Z_{D_C, f}(4, x, y), \]

Hence, the theorem is proved. \( \square \)

## 5. Invariant theory

In this section, we consider linear codes over finite fields. Let \( \mathbb{F}_q \) be a finite field of order \( q \), where \( q \) is a prime power. A linear code \( C \) of length \( n \) is a linear subspace of \( \mathbb{F}_q^n \) with ordinary inner product:
\[ u \cdot v := u_1v_1 + \cdots + u_nv_n. \]
If \( q \) is an even power of an arbitrary prime \( p \), then it is convenient to consider another inner product given by
\[ u \cdot v := u_1\overline{v}_1 + \cdots + u_n\overline{v}_n, \quad \text{where } \overline{v}_i := v_i \sqrt{q}. \]
Then the dual \( C^\perp \) of a linear code \( C \) is defined as follows: \( C^\perp = \{ v \in \mathbb{F}_q^n \mid u \cdot v = 0 \text{ for all } x \in C \} \). Now we have the following \( \mathbb{F}_q \)-analogue of the MacWilliams identity stated in Theorem 3.1.
Theorem 5.1 (MacWilliams-type identity). Let $W_{C,f}^{[m]}(x, y)$ be the $m$-tuple harmonic weight enumerator of an $\mathbb{F}_q$-linear code $C$ of length $n$ associated to $f \in \text{Harm}_d(n)$. Then

$$W_{C,f}^{[m]}(x, y) = (xy)^d Z_{C,f}^{[m]}(x, y),$$

where $Z_{C,f}^{[m]}$ is a homogeneous polynomial of degree $n - 2d$, satisfying

$$Z_{C,f}^{[m]}(x, y) = (-1)^d \frac{(q^{n/2})^m}{|C|^m} Z_{C,f}^{[m]} \left( \frac{x + (q^m - 1)y}{q^{m/2}}, \frac{x - y}{q^{m/2}} \right).$$

A linear code $C$ is called self-dual if $C = C^\perp$. In this section, we consider the following self-dual codes (see [12, 16]):

Type I: A code is defined over $\mathbb{F}_2^n$ with all weights divisible by 2,

Type II: A code is defined over $\mathbb{F}_2^n$ with all weights divisible by 4,

Type III: A code is defined over $\mathbb{F}_3^n$ with all weights divisible by 3,

Type IV: A code is defined over $\mathbb{F}_4^n$ with all weights divisible by 2.

For detailed expressions of these codes, see [3, 14, 20, 24].

Let $X \in \{I, II, III, IV\}$ and $C$ be a Type $X$ code of length $n$. In this section, we show that for Type $X$ codes, $Z_{C,f}^{[m]}(x, y)$ is a relative invariant for a group and its character. Moreover, we give explicit generators of such relative invariant spaces.

Let

$$S_{m,q} = \frac{1}{\sqrt{q^m}} \begin{pmatrix} 1 & (q^m - 1) \\ 1 & -1 \end{pmatrix}.$$  

We consider the groups

(1) $G^I_m = \langle S_{m,2}, \omega_2 I \rangle$,

(2) $G^{II}_m = \langle S_{m,2}, \omega_8 I \rangle$,

(3) $G^{III}_m = \langle S_{m,3}, \omega_4 I \rangle$,

(4) $G^{IV}_m = \langle S_{m,4}, \omega_2 I \rangle$,

together with the character

(1) $\chi^I_d(S_{m,2}) := (-1)^{-d}$, $\chi^I_d(\omega_2 I) := (\omega_2)^{-d}$,

(2) $\chi^{II}_d(S_{m,2}) := (-1)^{-d}$, $\chi^{II}_d(\omega_8 I) := (\omega_8)^{-d}$,

(3) $\chi^{III}_d(S_{m,3}) := (-1)^{-d}$, $\chi^{III}_d(\omega_4 I) := (\omega_4)^{-d}$,

(4) $\chi^{IV}_d(S_{m,4}) := (-1)^{-d}$, $\chi^{IV}_d(\omega_2 I) := (\omega_2)^{-d}$,

where $I$ is the identity matrix, and $\omega_k = \exp(2\pi i/k)$.

Let $X \in \{I, II, III, IV\}$ and $C$ be a Type $X$ code of length $n$. Then for $f \in \text{Harm}_d(n)$, its $m$-tuple Hamming weight enumerator associated to $f$ is written by

$$W_{C,f}^{[m]}(x, y) = (xy)^d Z_{C,f}^{[m]}(x, y).$$
Then by Theorem 3.1, \( Z_{C,f}^{[m]}(x,y) \) is a relative invariant of \( G^X \) with respect to \( \chi_d^X \):

\[
Z_{C,f}^{[m]}(g(x,y)^T) = \chi_d^X(g) Z_{C,f}^{[m]}(x,y).
\]

Hence, we have

\[
Z_{C,f}^{[m]}(x,y) \in I_{G^X, \chi_d^X},
\]

where \( I_{G^X, \chi_d^X} \) is the space of relative invariants of \( G^X \) with respect to \( \chi_d^X \):

\[
I_{G^X, \chi_d^X} = \{ P(x,y) \in \mathbb{C}[x,y] \mid g.P = \chi_d^X(g)P, \forall g \in G^X \},
\]

where \( (g.P)(x) = P(gx^T) \). In the following theorem, we give explicit generators of \( I_{G^X, \chi_d^X} \).

**Theorem 5.2.** (1) Let \( \mathcal{R}^I = \mathbb{C}[P_{8,1}^I, P_{8,2}^I] \). Then we have

\[
I_{G^X, \chi_d^X}^I = \begin{cases} \mathcal{R}^I \ (k \equiv 0 \ (\text{mod } 2)), \\ Q^I_{1,1,1} \mathcal{R}^I \ (k \equiv 1 \ (\text{mod } 2)), \end{cases}
\]

where the \( P_{*,*,*}^I \) and \( Q_{*,*,*}^I \) are listed in [22].

(2) Let \( \mathcal{R}^{II} = \mathbb{C}[P_{8,1}^{II}, P_{8,2}^{II}] \). Then we have

\[
I_{G^X, \chi_d^{II}} = \begin{cases} \mathcal{R}^{II} \oplus Q^{II}_{6,1,2} \mathcal{R}^{II} \oplus Q^{II}_{6,2,0} \mathcal{R}^{II} \oplus Q^{II}_{6,3,0} \mathcal{R}^{II} \oplus Q^{II}_{6,3,0} \mathcal{R}^{II} \ (k \equiv 0 \ (\text{mod } 8)), \\ Q^{II}_{7,1,1} \mathcal{R}^{II} \oplus Q^{II}_{7,2,1} \mathcal{R}^{II} \oplus Q^{II}_{7,3,1} \mathcal{R}^{II} \oplus Q^{II}_{7,4,1} \mathcal{R}^{II} \ (k \equiv 1 \ (\text{mod } 8)), \\ Q^{II}_{6,1,2} \mathcal{R}^{II} \oplus Q^{II}_{6,2,2} \mathcal{R}^{II} \oplus Q^{II}_{6,3,2} \mathcal{R}^{II} \oplus Q^{II}_{6,4,2} \mathcal{R}^{II} \ (k \equiv 2 \ (\text{mod } 8)), \\ Q^{II}_{5,1,3} \mathcal{R}^{II} \oplus Q^{II}_{5,2,3} \mathcal{R}^{II} \oplus Q^{II}_{5,3,3} \mathcal{R}^{II} \oplus Q^{II}_{5,4,3} \mathcal{R}^{II} \ (k \equiv 3 \ (\text{mod } 8)), \\ Q^{II}_{4,1,4} \mathcal{R}^{II} \oplus Q^{II}_{4,2,4} \mathcal{R}^{II} \oplus Q^{II}_{4,3,4} \mathcal{R}^{II} \oplus Q^{II}_{4,4,4} \mathcal{R}^{II} \ (k \equiv 4 \ (\text{mod } 8)), \\ Q^{II}_{3,1,5} \mathcal{R}^{II} \oplus Q^{II}_{3,2,5} \mathcal{R}^{II} \oplus Q^{II}_{3,3,5} \mathcal{R}^{II} \oplus Q^{II}_{3,4,5} \mathcal{R}^{II} \ (k \equiv 5 \ (\text{mod } 8)), \\ Q^{II}_{2,1,6} \mathcal{R}^{II} \oplus Q^{II}_{2,2,6} \mathcal{R}^{II} \oplus Q^{II}_{2,3,6} \mathcal{R}^{II} \oplus Q^{II}_{2,4,6} \mathcal{R}^{II} \ (k \equiv 6 \ (\text{mod } 8)), \\ Q^{II}_{1,1,7} \mathcal{R}^{II} \oplus Q^{II}_{9,1,7} \mathcal{R}^{II} \oplus Q^{II}_{9,2,7} \mathcal{R}^{II} \oplus Q^{II}_{9,3,7} \mathcal{R}^{II} \ (k \equiv 7 \ (\text{mod } 8)), \end{cases}
\]

where the \( P_{*,*,*}^{II} \) and \( Q_{*,*,*}^{II} \) are listed in [22].

(3) Let \( \mathcal{R}^{III} = \mathbb{C}[P_{4,1,1}^{III}, P_{4,2}^{III}] \). Then we have

\[
I_{G^X, \chi_d^{III}} = \begin{cases} \mathcal{R}^{III} \oplus Q^{III}_{4,1,0,1,0} \mathcal{R}^{III} \ (k \equiv 0 \ (\text{mod } 4)), \\ Q^{III}_{3,1,1} \mathcal{R}^{III} \oplus Q^{III}_{3,2,1} \mathcal{R}^{III} \ (k \equiv 1 \ (\text{mod } 4)), \\ Q^{III}_{2,1,2} \mathcal{R}^{III} \oplus Q^{III}_{2,2,2} \mathcal{R}^{III} \ (k \equiv 2 \ (\text{mod } 4)), \\ Q^{III}_{1,1,3} \mathcal{R}^{III} \oplus Q^{III}_{5,1,3} \mathcal{R}^{III} \ (k \equiv 3 \ (\text{mod } 4)), \end{cases}
\]

where the \( P_{*,*,*}^{III} \) and \( Q_{*,*,*}^{III} \) are listed in [22].
(4) Let $\mathfrak{R}^{IV} = \mathbb{C}[P^{IV}_{2,1}, P^{IV}_{2,2}]$. Then we have

$$I_{G^{IV}_m, x^{IV}_d} = \begin{cases} 
\mathfrak{R}^{IV} (k \equiv 0 \pmod{2}), \\
Q^{IV}_{1,1,1} \mathfrak{R}^{IV} (k \equiv 1 \pmod{2}),
\end{cases}$$

where the $P^{IV}_{*,*}$ and $Q^{IV}_{*,*,*}$ are listed \[22\].

**Proof.** We give a proof of $k \equiv 0 \pmod{8}$ in (2). The other cases can be proved similarly.

Let

$$a^{IV}_{x^{IV}_d,k} = \dim\{ P \in I_{G^{IV}_m, x^{IV}_d} | \deg(P) = k \}.$$ 

We can compute $a^{IV}_{x^{IV}_d,k}$ by Molien’s series:

$$\sum_{d \geq 0} a^{IV}_{x^{IV}_d,k} t^k = \frac{1}{|G^{IV}_m|} \sum_{g \in G^{IV}_m} \frac{\chi^{IV}_{x^{IV}_d}(g)}{\det(I - tg)}.$$ 

(For the details, see \[23\], and \[11\] [12] [21].) Then we have

$$\sum_{d \geq 0} a^{IV}_{x^{IV}_d,k} t^k = \frac{1 + 3t^8}{(1 - t^8)^2}.$$ 

It is easy to verify that the polynomials $P^{IV}_{8,1}, P^{IV}_{8,2}, Q^{IV}_{8,1,0}, Q^{IV}_{8,2,0}, Q^{IV}_{8,3,0}$ belong to the spaces $I_{G^{IV}_m, x^{IV}_d}$ and the result then follows from the equality of the dimensions. $\square$

6. **Concluding remarks**

Crapo and Rota’s \[11\] Critical Theorem shows how to count the number of codeword supports of a linear code by evaluating a polynomial called the characteristic polynomial, defined on the contraction of a matroid associated to the code. An extension of the Critical Theorem was given by Britz and Shiromoto \[7\] by presenting a relation between the $m$-tuple support weight enumerator of a linear code and the generalized coboundary polynomial of a matroid from the code. Moreover, Wei \[29\] presented a celebrated duality theorem, known as Wei’s Duality Theorem, that established a remarkable relation between the generalized Hamming weights of a linear code and those of its dual code. The above discussions give rise to a natural question: is there a harmonic generalization of the Critical Theorem as well as the Wei’s celebrated Duality Theorem? We shall investigate a suitable setting in some of our subsequent papers that answers this question.
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