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Abstract. Attackers can exploit the published data of the social network by the technology of big data analysis to find the user’s privacy without any permission or friendship. In this paper, to solve the problem of privacy metric under the undefined background knowledge, we derive a new metric to quantify the privacy in the complex network circumstances which is inspired by a theory named set pair analysis, meanwhile we put forward a privacy measurement model based on that. At last, we carry out an experiment with the open data in social network. The result shows that the proposed method can achieve the goal of privacy measures under the uncertain background knowledge.

1. Introduction

With the development of social network and big data analysis technology, more and more people suffer property and even loss of life, due to personal privacy was compromised. In August 2016, ‘XU incident’ attracted a great deal of attention in China, the girl committed suicide by leaking personal information. In 2017, 360 Technology Co Ltd released "2016 Websites Disclose Personal Information Analysis Report ", which stated that about 4.01 billion users behaviors could be leaked by 62.4 percent of web sites vulnerabilities, what is more serious is that a website vulnerability can cause two or three different types of personal information to be compromised. How to solve the problem of information use and privacy protection has become a difficult problem of current research.

Attacks on data and personal information are very serious, as benefits drive and the development of technology, such attacks are likely to increase more. With the extensive use of smart phones and laptops, social applications such as QQ, WeChat, MicroBlog, and so on, which have become more and more popular and used to contact friends or make people relaxation. Therefore, people have post their personal private information on the social networks for some purposes, for example, education and work experience, phone numbers, emails, photos, comments and online activities. What’s more, some social applications have authority to publish users’ location and other sensitive information on public. But the excessive personal information will bring us potential threat, so it is meaningful to study the problem of public data on privacy and to measure the degree of privacy exposure. Personal privacy metric of personal privacy on social network or applications can not only reflect the possibility or severity of privacy thus to warn the excessive exposure of one’s privacy, at the same time it can also be used to measure the effectiveness of the privacy protection method. There are many researches and techniques proposed to solve this problem, however, most existing approaches assume specific and restrict network structure as background knowledge and ignore semantic level prior belief of attackers,
which are not always realistic in practice and do not apply to arbitrary privacy scenarios. Our work in this paper addresses this problem on both attributes and semantic level analyses.

The rest of this article is organized as follows. Section 2 summarizes the related research in social network privacy metric and issues that need to resolve. Section 3 presents the privacy metric model and the method of network personal privacy measurement. Section 4 combines the experiments, analyzes the privacy problems of the social network in detail and uses the privacy metric method of this article to measure it. Finally, we conclude in section 5.

2. Related Work

In a social network, users can often protect their privacy by setting privacy policies or by some default properties. But in order to obtain the ideal social effects, users and social platform service providers will retain a certain amount of information in an open form to let others access. For a single social network site, the default part of the privacy properties can play a role in privacy protection. However, different social network service providers have different default public properties and different social focus, which leads to the possibility of the user-sensitive information cross disclosure. For example, the attribute value in a social networking platform cannot be obtained, but in the B social platform can be. So in the social data environment, there is a threat of privacy disclosure to the users.

The research on privacy is mainly about privacy preservation in the meanwhile research of privacy metric is relatively less, which mainly focuses on the privacy metric of position or track[1-6], by the information entropy, the probability of deducing true location and sustainable track time measure, etc. It is widely accepted that data opened to the public is not private, the information that do not want anyone else know or only known by the particular group is recognized as the privacy. So people often ignore the secure of their own information on the net-work public information. Academic research shows that in large data era using data mining and other analytical tools, the privacy information can also be leaked out[7-12]. This kind of privacy problem mainly reflects in social network privacy which belongs to the network privacy preservation of particular application environment. As a result of the mobile Internet, LBS, social network privacy preserving needs both position and data privacy, more complexity and more challenges in terms of privacy metric.

At present, there are few researches on the social network privacy metric. The paper [13] using the random sampling questionnaire survey data method, the formulation correlation factor scale, has studied the influence Internet user network privacy preserving behavior. Through the analysis of relevant theories, the paper [14] put forward a concept model of the influence factors of network privacy concern and behavior intention, but had no data collection and correlation analysis. And paper [15] quantitates the models’ privacy from the perspective of the actual user's privacy information preservation, considering of user and system center's impact on the privacy of net-work users. According to the privacy settings of Renren and Sina, the paper [16] proposes a privacy quantitative model, and uses the theory of the right of business and the data statistics to analyze the privacy concerns of users. But its research model and analysis object are only for three attributes: the permission of strangers to visit your home page; the reception of stranger's information; the application of the location information service. However, it is independent on the personal privacy information which is involved. Abroad research takes the use of noise based data perturbation techniques, the original data C data interval [a, b], and evaluates the real data and the closeness of the disturbance data to measure the degree of privacy [17]. By the privacy field involved in the published micro-blog, the personal privacy data can be quantified into a certain degree of uncertainty. For example, social network uses the mentioned name, address and other privacy information to quantify the privacy of the article [18]. The article [19] proposes a privacy index function PIDX (i, j) to value a user’s privacy exposure, but it only apply in one social network what is the limitation of this theory.

All of the research above has some limitations, mainly to quantify some of the attributes or limit the research done under certain laboratory conditions which are not always realistic in practice and do not apply to arbitrary privacy scenarios. However, the actual social network environment is very complex, especially on the analysis of large data privacy mining. Attackers can use all the information
collected in the social network (background knowledge) to analyze the user’s information, because the attacker cannot know master background knowledge, resulting in a lot of uncertainty, difficult to measure privacy. Since the user can not know the amount of the attacker’s back-ground knowledge, which brings a lot of uncertainty, it is difficult to measure the privacy. Based on the improvement of K anonymity, article [20] is the first to mention the background knowledge attack, but it only considers the privacy metric in the case of missing a sensitive property. On the basis of that, David Martin defines the range of background knowledge by a set of K implicit language related to user's sensitive attributes [21]. Paper [22] proposed using a tuple (l, k, m) to describe the range of background knowledge about the target user in which 'l' indicates the number of missing value sensitive attributes, 'k' indicates the number of sensitive attributes of other related users and 'm' indicates the number of the same attributes as other related users including the target user. The article [23] proposes three different levels of assumptions about the attacker's background knowledge, using the conditional probability to represent the correlation strength between the background knowledge and the user. Although all the above studies have considered the problem of background knowledge, but it does not reflect the uncertainty of the background knowledge, the approach of the research only extends the single attribute to multiple attributes. The background knowledge is delineated into a range, and then converted to the certain probability to measure. There is still a problem in nature, and it does not have universal. Thesis [24] tries to measure the semantic level privacy of social network based on background knowledge.

In view of the complexity of privacy metrics in the context of background knowledge, the traditional methods fail to meet the demands. Our work addresses this problem on both attributes and semantic level analyses and we divide the results of personal privacy metric into two parts: the certain value and uncertain parameter. The determined value can reflect the degree of privacy exposure, and the uncertain parameter can also indicate the impact of the changes of the background knowledge on the degree of privacy exposure. Privacy analysis can be carried out under the limited conditions of data obtaining and also the dynamic adjustment in the changing background knowledge. It is more applicable to the complex situation.

3. Privacy Metrics and Model
The public data in this paper refers to the data which can be obtained without any friend relationship. For the public data, the user cannot control what the obtainer applied this data to do. If the data is used to analyze the user's privacy information, we consider that the public data is privacy data as well. In this case, we treat the public data as the privacy measure, which can reflect the overall privacy situation of the user.

3.1 Set Pair Analysis Theory
Set pair analysis theory is a kind of research method to solve the theory of uncertainty and certainty, which is presented by domestic scholar Keqin Zhao [25]. This theory can handle with random, indistinct and uncertain problems. Because the theory has certain advantages in dealing with multi factors and levels, it has been widely recognized and applied in practical applications.

This theory takes complicated things as a set pair to analyze. The set pair system H is composed of set A and set B, which can be expressed as H=(A,B). Under a certain background (set to W), the set of all S attributes of the S is analyzed. P attributes are a common part of the set A and B. N attributes are opposite in the set A and set B. The membership degree of the remaining U=S-P-N attribute is temporarily uncertain, P, N, U∈R+. The ratio P/S is identical degree of set pair H under the background W. N/S is the degree of opposition, U/S is uncertainty. The whole system is studied with a complete connection degree \( r(W) \):

\[
r(W) = \frac{P}{S} + \frac{U}{S} + \frac{N}{S}
\]  

It is simplified to \( r = a + bi + cj \), \( r \in [0,1] \), a, b, c meet the normalization: \( a+b+c=1 \). i represents
uncertainty, the $j$ value of $-1$ represents the opposition. Based on the theory above and according to the practical problems and needs, we can make it expanded and extended. What’s more, this theory has made a lot of achievements in the fields of artificial intelligence, system theory, program evaluation, information retrieval, medicine, biology, weather prediction, structural mechanics, control theory, disaster assessment and so on at present.

3.2 Privacy Metrics Model and Methods

The current social networking sites and social networking applications are numerous. Typically, users will be registered on a number of sites or applications and fill out personal information. Due to the different privacy policies of each website, the attribute data which can be obtained through the public means is varied. In order to measure the user's privacy exposure in social networks better, obtaining more access to personal information as much as possible is necessary.

One user registers in the $m$ social networking sites and fills out personal information. Privacy property list is $Q \{q_1, q_2, q_3 \ldots q_n\}$, and $q_1, q_2, q_3 \ldots q_n$ are independent. The user's privacy $X$ can be expressed as a two-dimensional matrix:

$$
X = \begin{bmatrix}
    x_{11} & x_{12} & \cdots & x_{1n} \\
    x_{21} & x_{22} & \cdots & x_{2n} \\
    \vdots & \vdots & \ddots & \vdots \\
    x_{m1} & x_{m2} & \cdots & x_{mn}
\end{bmatrix}
$$

(2)

Matrix $X$ is the user's privacy property matrix. $x_{kh}$ is value of attribute $q_h$ in the $k$ social networking site or application, $k=1,2,3 \ldots m$, $h=1,2,3 \ldots n$.

For properties $q_h=\{x_{1j}, x_{2j}, x_{3j}, \ldots x_{mj}\}$, the user's privacy is set $A$, and the public data is set $B$. Use set pair to represent properties $q_h$:

$$
T_{qh} = (A,B)
$$

(3)

For property $q_h$, connection degree of privacy metrics is

$$
r_{qh} (\text{public data}) = \sum_{h=1}^{n} \frac{P_h}{m} + \frac{u_h}{m} I
$$

(4)

$r_{qh} \in [0,1], h=1,2,3 \ldots n, i \in (0,1]$. $P_h$ represents the number of the $q_h$'s different attribute values that have been acquired already. $U_h$ represents the number of null values for certain property.

Using information entropy represent the average information content of the $q_h$ property in the $m$ social networking websites which can obtained by the attacker is that:

$$
H(\langle q_h \rangle) = - \sum_{h} p_h \log p_h - u_h \log u_h i
$$

The $p_h$ represents the probability of each value of the $q_h$ attribute. $u_h$ represents the proportion of the null value of the $q_h$ attribute, which is $\frac{u_h}{m}$. Some attribute values which cannot be obtained directly can be obtained by using the deeper data mining. The total number of attributes extracted from the overall data is $N$, and the total number of valid data is $C$. In the valid data, the number of different attribute values is $\{C_1, C_2, C_3 \ldots C_l | C_1+C_2+C_3+\ldots+C_l = C, l \leq C\}$. When $C_1 < \varepsilon < C$, $C_1$ are the noise data. The information entropy of this attribute is

$$
H(\langle q_h \rangle) = - \sum_{c \in \varepsilon} p_h \log p_h - \sum_{c \in \varepsilon} u_h \log u_h i
$$

$p_h = p(C_i|N) = p(C) \cdot p(C_i|C)$, $u_h$ is similar. The whole user privacy metrics model can be expressed as
\[ H(Q) = - \sum \sum_C p_h \log p_h - \sum \sum_C u_h \log u_h = a + bi \]  \hspace{1cm} (5) 

### 3.3 Privacy Disclosure Rating Criteria

Obtaining user’s \( n \) attribute values through \( m \) social data source, we can find that if the property does not exist the real value, the reveal of privacy is 0, else, according to the general K anonymous criterion and maximum entropy principle, the attribute of privacy minimum probability is \( 1/m \), corresponding to that the maximum entropy is \( \log \frac{1}{m} \). Therefore, we can transform the qualitative evaluation of the leakage of the attribute privacy into 5 grades, as the following table:

| Attribute Value Probability | Grade Evaluation |
|-----------------------------|------------------|
| \([0,1/m]\)                | Very safe        |
| \((1/m,1/4]\)              | Basic safe       |
| \((1/4,1/2]\)              | Unsafe           |
| \((1/2,3/4]\)              | Very unsafe      |
| \((3/4,1]\)                | Extremely unsafe |

When there is no real value, the corresponding probability is 0, the entropy is not significant, the privacy of personal information can be divided into 5 levels as follows:

| Privacy metrics \( H(Q) \) | Grade Evaluation |
|----------------------------|------------------|
| \(n \log m\)              | Very safe        |
| \([n \log 4, n \log m]\)  | Basic safe       |
| \([n \log 2, n \log 4]\)  | Unsafe           |
| \([n \log \frac{1}{2}, n \log 2]\) | Very unsafe   |
| \([0, n \log \frac{1}{2}]\) | Extremely unsafe |

For the formula: \( H(Q) = a + bi \), \( a \) is set pair potential of \( H(Q) \), according to the theory of set pair analysis, when \( a \) in one level of the rating charting, if \( \frac{a}{b} < 1 \), turn the \( H(Q) \) a lower level.

### 4. Experiment

#### 4.1 Data Acquisition

The data sources are mainly from Sina microblog, renren.com, Tencent microblog, LinkedIn, dajie.com, QQ, WeChat, maimai.cn, which \( m=8 \). Due to the large number of users and high openness, we can use the web crawler to get a large amount of relevant data for data mining analysis to get more user privacy information.

To select users around as the experimental object, so that we can obtain all the real personal information. In order to measure the degree of privacy exposure in social networks and collect information on the research objects, we determine the list of the user's personal information privacy \{name, gender, age, ID number, mobile phone, email, birthplace, residence, work unit, industry, graduate school, academic degree, profession, interest and hobby\} primarily, where \( n=14 \). The
improvement of privacy information is divided into two steps. The first step is to improve the privacy list by direct access to the information, as Table 3 shows. Next step is the data analysis, through clustering, classifying and other algorithms to speculate other privacy information.

Table 3. User Privacy Acquisition Based on Public Data of Social Network

| Name       | Gender | Age | Mobile | Email                  | Location | Birthplace |
|------------|--------|-----|--------|------------------------|----------|------------|
| renren.com | T      | 23  | x      | x                      | Beijing  | Beijing    |
| Sina microblog | F    | Female | 23 | x | jiang***@163.com | Beijing | x          |
| Tencent microblog | F    | Female | x | x | 7980***@qq.com | Beijing | x          |
| LinkedIn   |        |     | x      | x                      | x        | x          |
| dajie.com  | T      | Female | x | x | x | Beijing | x          |
| QQ         | x      | Female | 100 | x | 7980***@qq.com | Shenzhen | Beijing   |
| maimai.cn  | T      | Female | x | x | x | Beijing | x          |
| WeChat     | x      | Female | x | x | x | Beijing | x          |

| Residency  | Company | Occupation | Graduate School | Academic Degree | Profession | Interest and Hobby |
|------------|---------|------------|-----------------|-----------------|------------|--------------------|
| renren.com |         |            | Beijing College of Politics and Law | Bachelor Degree | Law        | x                  |
| Sina microblog |     |            |                |                 |            |                    |
| Tencent microblog |     |            |                |                 |            |                    |
| LinkedIn   |         |            | Beijing College of Politics and Law | Master Degree | Law        | x                  |
| dajie.com  |         | Headline Daily Personnel Management |                |                 |            |                    |
| QQ         |         |            | Secondar y     |                 | x          | x                  |
| maimai.cn  |         | Headline Daily Personnel Management |                |                 |            |                    |
| WeChat     |         |            |                |                 |            |                    |

For the purpose of preserving the user's privacy, the real name in Table 1 is T, and false name is F. The email information is omitted. As seen from the above table, in addition to mobile phones, work and hobbies cannot be directly access, other privacy attributes can be obtained through different social networking sites or applications.

4.2 Data Analysis
The data Web crawlers obtain the public content of the social network, such as ‘sharing’, ‘status’, ‘log’
in Renren; ‘Microblog’, ‘concern list’, ‘fan list’ in Sina, ‘broadcast’, ‘listen list’, ‘audience list’ in Tencent. And through the segmentation engine which is provided by SAE (Sina App Engine), we can extract keywords from the content and compare keywords with the established thesaurus to get the interest hobby and the mobile phone information. In the ‘concern’ list, ‘fans’ list, ‘listening’ list, ‘audience’ list, classifying the users which have a strong association with the target (mutual concern) and obtaining the position information of the social circle, in order to acquire the resident area. Table 4 is the result of the statistical classification of the 2268 items of the interests and hobbies which the user open to the public. Table 5 and Table 6 are the statistical classification of user’s social relation situation and the distribution area of strong relationships.

Table 4. The Proportion of Interest and Hobby in Publishing Information

| Type  | Travel | Food | Cosmetic | Sports | Sum |
|-------|--------|------|----------|--------|-----|
| Number| 284    | 272  | 124      | 42     | 722 |
| Ratio | 12.52% | 11.99%| 5.46%    | 1.85%  | 31.83% |

Table 5. Distribution of User Social Relations

| Type         | Strong Relation | weak Relation |
|--------------|-----------------|---------------|
| Number       | 94              | 114           |
| Ratio        | 45.19%          | 54.81%        |

Table 6. Distribution of Users in Strong Relationships

| Type      | Beijing | Shanghai | others |
|-----------|---------|----------|--------|
| Number    | 69      | 6        | 19     |
| Ratio     | 73.4%   | 6.38%    | 20.22% |

4.3 Personal privacy metrics
The data We According to the privacy measurement model, the metrics of whole individual privacy are the sum of the individual privacy attributes. Therefore, it is needed to analyze the user's attributes. For the sake of the space, this paper takes the name and the residence measurement as the example.

The total number of name is 8, real name is 3, false name is 2, and unknown is 3. The connection degree of the name can be expressed as:

\[ R_{\text{name}} = p_{\text{true}} + p_{\text{false}} + p_{\text{NA}} \]

\[ = \frac{3}{8} + \frac{2}{8} + \frac{3}{8} \]

\[ H(\text{name}) = - \sum_{i} p_{\text{name}} \log p_{\text{name}} \]

\[ = - \frac{3}{8} \log_{2} \frac{3}{8} - \frac{2}{8} \log_{2} \frac{2}{8} - \frac{3}{8} \log_{2} \frac{3}{8} \]

\[ = 1.03 + 0.53i \]

The result means that by the interference of two in-accurate names and null value, he attacker wants to confirm the user’s real name, requiring at least 1.03bit data. In some cases, there is no access to the name information, so the measurement results are still variable. If attackers get to the real name
by further analysis and the result is still a false name, the privacy will be increased.

The true residence of the user is Beijing. In its 208 concerns, there are 94 for mutual concerns, which can be seen as a group with the user's social more closely, and the analysis is also more meaningful. As analysis of the location of 94 users, it includes 69 in Beijing, 6 in Shanghai. The other is dispersed, belonging to the outlier noise point. Among that, Beijing and Shanghai are the focuses of attacker’s analysis. According to the theory of set pair analysis, the total number is 208, the support of the count is 69, the opposition interference number is 6, the privacy of the residence can be expressed as:

\[
R_{\text{residence}} = p_{\text{beijing}} + p_{\text{shanghai}} + p_{\text{other}}
\]

\[
= \frac{69}{208} + \frac{6}{208} + \frac{133}{208}
\]

\[
(9)
\]

\[
H(\text{residence}) = - \sum p_h \log p_h - u_h \log u_h i
\]

\[
= \frac{69}{208} \log_2 \frac{69}{208} - \frac{6}{208} \log_2 \frac{6}{208} - \frac{133}{208} \log_2 \frac{133}{208}
\]

\[
= 0.68+0.41i
\]

Similarly, other attribute privacy metrics are shown in table 7.

| Attribute      | Privacy Uncertainty | Attribute      | Privacy Uncertainty |
|----------------|---------------------|----------------|---------------------|
| Name           | 1.03+0.53i          | Residence      | 0.68+0.41i          |
| Gender         | 0.17+0.375i         | Unit           | 0.5+0.31i           |
| Age            | 0.875+0.42i         | Industry       | 0.5+0.31i           |
| Mobile         | NA                  | Graduate School| 0.5+0.31i           |
| Email          | 0.875+0.42i         | Academic Degree| 1.125+0.42i         |
| Location       | 0.685+0.375i        | Profession     | 0.5+0.31i           |
| Birthplace     | 0.5+0.31i           | Interest and Hobby | 0.526+0.377i    |

The user's entirely social network public data privacy uncertainty \( H(Q) \) is 8.466+4.877i. If the attackers want to eliminate all the uncertainty to get the correct data in the list of user attributes, they will have to obtain at least 8.466bit. Due to the fact that, 8.466 \( \in [n\log_4 2, n\log_2 2] \), \( n=14 \) and 8.466/4.877 > 1, based on the definition of the privacy evaluation model of this paper, it can be regarded as a bad privacy preservation. The reason is that the records is mainly about the real information makes the data easily to be used and altered by the attackers. In the same way, we can compute another social network’s privacy evaluation \( H(Q) \) is 8.11+4.865i, even if 8.11/4.865>1, the degree of privacy disclosure is more serious than 8.466. In addition to using vertical calculation to
obtain the privacy of a single attribute, horizontal calculation can get the user's privacy in a particular social networking sites or applications, which makes this method flexible.

5. Conclusion
Based on the theory of set pair analysis, this paper combines the information of public data and data mining analysis to measure the privacy of personal social network public data. It mainly solves the problem of privacy metrics in the context of the network big data and uncertain background knowledge environment. This paper lists some common social networking sites or applications while the method described in this paper can be extended, the principle and nature does not change. For the entire Internet, the data obtained and the results of the analysis are more sensitive and credible. Privacy issues are more serious, but it also can carry out privacy metrics using the above methods.

In all, there is a need for further research on the weight of privacy attributes in privacy metrics. Because, the importance among the attributes is different, when privacy value is small, the actual exposure situation is more serious. Furthermore, next step we will study and improve the problem to make it perfect and complete.
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