Optical study of orbital excitations in transition-metal oxides
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Abstract. The orbital excitations of a series of transition-metal compounds are studied by means of optical spectroscopy. Our aim was to identify signatures of collective orbital excitations by comparison with experimental and theoretical results for predominantly local crystal-field excitations. To this end, we have studied TiOCl, RTiO₃ (R = La, Sm and Y), LaMnO₃, Y₂BaNiO₅, CaCu₂O₃ and K₄Cu₄OCl₁₀, ranging from early to late transition-metal ions, from t₂g to e₃g systems, and including systems in which the exchange coupling is predominantly three-dimensional, one-dimensional or zero-dimensional. With the exception of LaMnO₃, we find orbital excitations in all compounds. We discuss the competition between orbital fluctuations (for dominant exchange coupling) and crystal-field splitting (for dominant coupling to the lattice). Comparison of our experimental results with configuration-interaction cluster calculations in general yields good agreement, demonstrating that the coupling to the lattice is important for a
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quantitative description of the orbital excitations in these compounds. However, detailed theoretical predictions for the contribution of collective orbital modes to the optical conductivity (e.g., the line shape or the polarization dependence) are required to decide on a possible contribution of orbital fluctuations at low energies, in particular, in case of the orbital excitations at $\approx 0.25 \text{ eV}$ in RTiO$_3$. Further calculations are called for which take into account the exchange interactions between the orbitals and the coupling to the lattice on an equal footing.
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1. Introduction

The large variety of interesting physical phenomena observed in transition-metal oxides results from the strong electronic correlations within the partly filled 3d shell [1]. The correlated 3d electrons carry charge, spin and orbital degrees of freedom, and often they are strongly coupled to the lattice. Due to the complex interplay of these degrees of freedom [2], a subtle change of a single parameter such as the bond angle or the temperature may result in a dramatic change of the physical properties. A prerequisite for a quantitative description of this complex interplay is a detailed understanding of the physics of each degree of freedom separately. Over the last few years, a lot of progress was achieved regarding the properties of, e.g., low-dimensional quantum spin systems [3, 4], in which the charge degrees of freedom are frozen out due to the formation of a Mott–Hubbard insulator at half filling. Many fascinating phenomena have been discovered such as the absence of long-range order even at zero temperature in one-dimensional spin liquids [5, 6], the opening up of spin gaps in even-leg $S = 1/2$ ladders [7] or in the $S = 1$ Haldane chain [8], and novel excitations such as spinons [9]–[12], triplons [13] or two-triplon bound states [14, 15]. The coupling of spin and charge degrees of freedom may give rise to superconductivity in doped spin ladders [16]–[18] and is one of the key features in the field of high-temperature...
superconductivity in the cuprates. The interplay of the spins and the lattice has been analysed in great detail in the spin-Peierls system CuGeO$_3$.

Orbital and spin degrees of freedom are intimately connected with each other, and it is tempting to speculate about novel quantum phenomena related to the orbital degrees of freedom. Some interesting examples which have been discussed recently are orbital liquids [19]–[22], strong orbital fluctuations, an orbital Peierls state [23]–[25] and orbital waves (orbitons) [26]–[30]. Candidates for the realization of these phenomena are LaTiO$_3$ [21, 31], TiOCl [32, 33], YVO$_3$ [34] and LaMnO$_3$ [26], respectively. However, many of these claims are heavily debated in the literature [35]–[53]. These novel phenomena are based on the exchange interactions between orbitals on adjacent sites. A crucial assumption is that some orbitals are (nearly) degenerate. For instance, the discussion of an orbital liquid in pseudo-cubic titanate perovskites [21] starts from a partially filled $t_{2g}$ level and assumes that the degeneracy is lifted by quantum fluctuations based on exchange interactions. However, the orbital degeneracy may also be lifted by the coupling to the lattice (Jahn–Teller effect). Drawing an analogy with the spin degrees of freedom, the situation is similar to the case of two antiferromagnetically coupled spins in an external magnetic field. If the exchange interactions dominate, the two spins will form a singlet. However, if the external magnetic field dominates, the spins will align parallel to the field, and the spin fluctuations are strongly suppressed. For the orbital degrees of freedom, we are thus confronted with two central questions: which of the two mechanisms yields the larger energy gain? How strongly are the orbital fluctuations quenched by the coupling to the lattice? For experimental studies, the challenge clearly is to find a compound in which the exchange interactions between the orbitals are significant, while the coupling to the lattice and the corresponding crystal-field splitting are relatively small. Pseudo-cubic 3d$^1$ or 3d$^2$ perovskites are promising candidates, since orbital quantum fluctuations are particularly large for $t_{2g}$ electrons (threefold degeneracy) in a cubic lattice (large frustration of the orbital interactions) [21], while the coupling to the lattice is smaller for $t_{2g}$ electrons than for $e_g$ electrons in octahedral symmetry.

Studies of the coupling of orbital degrees of freedom to the lattice have a long history in the context of crystal-field transitions [54]. In a crystalline environment, the fivefold degeneracy of the 3d orbitals is (partially) lifted by the electrostatic crystal field and by hybridization with the ligand ions. For instance, in local cubic symmetry, one finds a splitting into a triply degenerate $t_{2g}$ level and a doubly degenerate $e_g$ level (see figure 1). The value of this splitting is denoted by

![Figure 1. Crystal-field splitting of the 3d states in an octahedral environment ($e_g$, $t_{2g}$) and in the case of tetragonal symmetry. For a 3d$^1$ ion in tetragonal symmetry, one expects three distinct d–d transitions.](http://www.njp.org/)
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For simplicity, we consider an insulating host lattice plus a Ti$^{3+}$ impurity with a single electron in the 3d shell. In the ground state, this electron occupies the energetically lowest crystal-field level. An orbital or crystal-field excitation corresponds to the excitation of this electron into a higher-lying orbital, e.g. from the t$_{2g}$ level into the e$_g$ level (see figure 1). For the example of 3d$^1$ Ti$^{3+}$, the excitation energy of this process typically amounts to $10\,D_q \gtrsim 2\,\text{eV}$ [55]. Similar values of $10\,D_q$ are also found for other transition-metal ions. This value is lying in the visible range and explains the vivid colours of gemstones such as ruby (impurities of Cr$_2$O$_3$ in an Al$_2$O$_3$ host lattice). Coming back to the analogy with the spin degrees of freedom, such a crystal-field excitation is similar to flipping an impurity spin in a tremendous external magnetic field. The challenge is to reduce the ‘external’ field and to enter the realm where the collective nature of the excitations becomes relevant.

In a nearly cubic environment, the splitting of the t$_{2g}$ subshell is much smaller than $10\,D_q$. In the case of Ti$^{3+}$ impurities in an Al$_2$O$_3$ host lattice, absorption features have been observed at about 5 and 13 meV in infrared transmittance measurements [56]. The splitting was attributed to the low-symmetry crystal field and spin–orbit coupling. However, the level splitting of 13 meV is much smaller than predicted by crystal-field theory, which was tentatively attributed to a reduction of the crystal field by a dynamic Jahn–Teller effect [56].

Intersite interactions between orbitals may already be important in the case of impurities embedded into a host lattice (if the impurity concentration is large enough). Back in 1959, it was realized that the interactions between Cr$^{3+}$ ions in concentrated ruby give rise to a new structure in the optical data [57]. If the transition-metal ions form a lattice, the interactions between neighbouring sites give rise to a finite hopping probability of an excited state from one site to another. Thus the excitation gains a finite dispersion or band width. It can be described in terms of a Frenkel exciton, i.e. a tightly bound electron–hole pair. The electron and the hole occupy the same site, but the pair may hop from one ion to another. In a translationally invariant system, the exciton is described by a superposition of local crystal-field excitations with a phase factor $\exp(ikr)$, where $k$ denotes the wave vector and $r$ runs over all transition-metal sites. This does not play a major role in the discussion of crystal-field excitations of 3d electrons in the range of $10\,D_q$, because the dispersion usually is much smaller than both the excitation energy and the peak width (the latter arises from the coupling to the lattice, see the discussion of the Franck–Condon effect below). However, experimental evidence for a finite dispersion has been derived from the analysis of magnon-sidebands of crystal-field excitations at about 2.3 eV [58].

In a Mott–Hubbard insulator, the energy necessary to create a free electron–hole pair is of the order of $U$, but the binding energy of a Frenkel exciton is also of the order of $U$. Thus the Frenkel exciton may exist way below the band gap, and the relevant energy scale is set by the crystal-field splitting and by the hopping amplitude of the exciton between neighbouring sites. Most noteworthy, the band width of a single-doped carrier in an antiferromagnetic Mott insulator is strongly suppressed by the coupling to the spins, so that the band width of an excitonic particle–hole pair may even be larger than the one-particle band width [59].

The novel aspect of orbital waves or orbitons [26]–[30] is that the exchange interactions are assumed to mark the dominant energy scale, minimizing the kinetic energy. In this case, the collective nature of the excitations prevails over the local character, in analogy to spin waves. Note, however, that the orbital degree of freedom does not show continuous rotational symmetry. Orbitons in an orbitally ordered state thus are gapped. The dispersion and the excitation energy may be of comparable magnitude, giving rise to interesting novel effects. Examples are a possible contribution to the specific heat [21, 42], the renormalization of magnon spectra [60] or the
formation of orbiton–magnon bound states [61] due to a coupling between spin and orbital degrees of freedom.

Optical spectroscopy has proven to be an excellent tool for the study of crystal-field excitations [54, 62]. Besides the determination of the excitation energy, it also provides valuable information via an analysis of the line shape observed in the optical conductivity $\sigma(\omega)$. A detailed study of orbital excitations in $\sigma(\omega)$ thus may offer an important test whether novel collective phenomena appear in a particular compound. Here, we present optical data for a series of insulating transition-metal oxides (TiOCl, RTiO$_3$ (R = La, Sm and Y), LaMnO$_3$, Y$_2$BaNiO$_5$, CaCu$_2$O$_3$ and K$_4$Cu$_4$OCl$_{10}$)\(^8\), including early and late transition-metal ions, $t_{2g}$ as well as $e_g$ systems, and systems in which the exchange coupling is predominantly three-dimensional, one-dimensional or zero-dimensional. Orbital excitations are observed in the range from about 2.5 eV down to about 0.25 eV. Only in LaMnO$_3$, we did not find any signature of orbital excitations below the band gap. We compare the experimental data with theoretical results for the crystal-field excitations based on the point-charge model and on configuration-interaction (CI) cluster calculations. Our calculations satisfactorily describe all of our optical conductivity data, suggesting that the coupling to the lattice is dominant in these compounds. However, in the case of the low-energy modes ($\approx 0.25$ eV) in RTiO$_3$ we cannot exclude a contribution from orbital fluctuations. But our results clearly demonstrate that the coupling to the lattice may not be neglected if one aims at a quantitative description of the orbital excitations of the above compounds. We suspect that this will turn out to be generally valid in insulating compounds. One may hope that the importance of low-energy orbital excitations is enhanced by choosing a system which is closer to a metal–insulator transition.

In the following section, we will discuss the selection rules for the observation of orbital excitations by means of optical spectroscopy. In section 3, the point-charge model and the cluster calculations will be explained, whereas section 4 is devoted to experimental aspects. In sections 5–9, we will present the optical data of TiOCl, RTiO$_3$, LaMnO$_3$, Y$_2$BaNiO$_5$, CaCu$_2$O$_3$ and K$_4$Cu$_4$OCl$_{10}$, respectively. Some general conclusions will be given in section 10.

2. Orbital excitations in optical spectroscopy

2.1. The case of a single ion

In the following paragraphs, we first consider the physics of a single ion embedded into a host lattice. The effects of interactions between the transition-metal ions will be addressed in section 2.2.

The dominant contribution to the optical conductivity $\sigma(\omega)$ arises from electric dipole transitions. The matrix element for a d–d transition induced by a photon is proportional to

$$\langle \psi_{\text{final}} | p | \psi_{\text{initial}} \rangle.$$

The dipole operator $p$ has odd parity. Considering a transition-metal site with inversion symmetry, the above matrix element vanishes due to the even parity of the 3d wave functions,

$$\langle \text{even} | \text{odd} | \text{even} \rangle = 0.$$

\(^8\) Parts of the data on LaMnO$_3$ and on CaCu$_2$O$_3$ have been reported before in [51, 63].
Hence a mere d–d transition is forbidden within the dipole approximation in compounds with inversion symmetry on the transition-metal site, i.e., the d–d transitions do not contribute to $\sigma(\omega)$. However, there are several processes which allow the observation of d–d transitions, but one has to keep in mind that the corresponding features are only weak. In the present paper, we will show examples for orbital excitations observed in $\sigma(\omega)$ which are due to (i) the absence of inversion symmetry on the transition-metal site, (ii) a phonon-activated mechanism and (iii) magnon–exciton sidebands.

A very attractive method for the observation of orbital excitations opens up if the crystal structure does not show inversion symmetry on the transition-metal site, as e.g. in TiOCl (see section 5). In this case, parity is not a good quantum number, so that even and odd states mix. The amount of mixing can be estimated within the point-charge model, see section 3. It depends on the difference in energy between the even (3d) and odd (e.g. 3p or 4p) states and on how strong the deviations from inversion symmetry are. The small spectral weight of the orbital excitations is taken away from the dipole-allowed absorption band, e.g. from the 3d–4p transition. The major advantage of this structurally induced mechanism is that it allows one to make clear predictions on the polarization dependence of the orbital absorption features because the (local) symmetry of the mixed states can be determined unambiguously within the point-charge model. We use the room-temperature structure of TiOCl as an example (see section 5). For this 3d$^1$ compound, we found that the lowest valence orbital predominantly shows d$_{y^2-z^2}$ character with a small admixture of p$_z$ character. The first excited state shows pure d$_{xy}$ character, while the second excited state is mixed from d$_{yz}$ and p$_y$ states. Therefore, a dipole transition from the ground state to the second excited state is weakly allowed for light polarization parallel to the y axis, but not for x or z polarization:

$$\langle \alpha'd_{yz} + \beta'p_y | y | \alpha d_{y^2-z^2} + \beta p_z \rangle \neq 0,$$

$$\langle \alpha'd_{yz} + \beta'p_y | x | \alpha d_{y^2-z^2} + \beta p_z \rangle = 0.$$  

Such polarization selection rules offer the possibility for a straightforward experimental test.

If the crystal structure shows inversion symmetry on the transition-metal site, this symmetry can be broken by an odd-symmetry phonon which is excited simultaneously with the orbital excitation [54, 62]. This again gives rise to an admixture of a small amount of odd character to the 3d wave function (see figure 2). The dependence on the polarization of the incident light is less pronounced for this phonon-activated mechanism than for the structurally induced mechanism described above, because in general phonons of arbitrary polarization may contribute, i.e. x, y and z character can all be mixed into the 3d states. In order to determine the orbital excitation energy, the phonon energy has to be subtracted from the experimentally observed peak position. One has to keep in mind that different phonons may break the symmetry. Typically, stretching and bending modes of the metal-oxygen bonds are most effective in doing so [54]. These modes have typical energies of the order of 50–80 meV. The fact that phonons with different energies may contribute and that these phonons additionally have some dispersion increases the width of the absorption band (the most important source for the line width is described by the Franck–Condon effect, see below).

9 The ligands are located approximately along the diagonals of the yz plane, hence d$_{y^2-z^2}$ denotes a state from the t$_{2g}$ subshell.
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Figure 2. Top: sketch of a $3z^2-r^2$ orbital on a transition-metal site in between two negatively charged ligands. Bottom: exciting a bond-stretching phonon breaks the inversion symmetry on the transition-metal site, thus parity is no longer a good quantum number. This gives rise to a mixing of even and odd states, e.g. of the $3d_{3z^2-r^2}$ state with the $4p_z$ state. The sketch indicates an increased electron density on the right side, where the distance to the negatively charged ligand has increased.

Another way to break the symmetry is to add impurities to the system. However, it has been shown experimentally that this, in general, is by far less effective than the phonon-activated mechanism described above [54]. One way of testing whether a phonon is involved in the infrared absorption process is to compare the energies of the orbital excitations observed in $\sigma(\omega)$ and in Raman scattering. In compounds with inversion symmetry, the exclusion principle states that selection rules for Raman scattering and infrared absorption are mutually exclusive. Orbital excitations can be observed directly in Raman scattering because two photons are involved in the scattering process, thus the odd dipole operator has to be applied twice. The incoming photon excites an electron from a 3d orbital to, e.g., a 4p state, from which it falls back to an excited 3d state under the emission of a photon. Using again the example of a 3d$^1$ system, the transition from, e.g., $d_{xy}$ to $d_{xz}$ is Raman active in crossed polarization, for instance for $y (z)$ polarization of the incoming (outgoing) photon:

$$\langle d_{xz}|z p_x\rangle \langle p_x|y d_{xy}\rangle \neq 0.$$ 

Other optical experiments which allow the observation of orbital excitations are, e.g., electroreflectance measurements [64] or third-harmonic spectroscopy [65]. Furthermore, d–d excitations have been studied by means of electron energy loss spectroscopy (EELS) [66].

Thus far we have neglected the spin selection rule. One has to keep in mind that optical spectroscopy with linearly polarized light is only sensitive to spin-conserving excitations, $\Delta S = 0$. This selection rule can be relaxed by taking into account spin–orbit coupling. Another possibility is to excite two spin-carrying modes simultaneously in such a way that the total spin amounts to zero. An orbital excitation from a triplet state to a singlet may gain a finite spectral weight by the simultaneous excitation of a magnon, giving rise to a so-called magnon–exciton sideband [58, 67, 68]. The spectral weight of these processes is even smaller than in the cases discussed above where the spin was not involved. Nevertheless, these processes are dominant in systems with d$^5$ ions such as Mn$^{2+}$ [58, 68], in which none of the excited states carries the same spin value as the $^6S$ ground state. In MnF$_2$, both magnetic-dipole and electric-dipole transitions have been observed [58]. The magnetic-dipole character can be proved experimentally by the
Figure 3. Sketch of the Franck–Condon principle. In both panels, each parabola corresponds to a different orbital state and represents the harmonic potential of the lattice. The lines within a parabola denote phonon excitations. The horizontal position of a parabola indicates the distance to the ligands after the lattice has been allowed to relax in a particular orbital state. Promoting e.g. an electron in an octahedral oxygen cage from $x^2 - y^2$ to $3z^2$ tends to push away the two negatively charged oxygen ligands on the $z$ axis. In general, electronic timescales are much faster than the relaxation time of the lattice. A fast electronic excitation, i.e. without relaxation of the lattice, corresponds to a vertical transition (arrow). The transition probability is proportional to the overlap between the wave functions of the ground state and of the excited state. The thick lines denote the amplitudes of the ground-state wave function and of an excited harmonic oscillator. The strongest overlap is obtained for the level which is closest to where the vertical arrow cuts through a parabola. In the final state, both the lattice and the electronic/orbital subsystem are in an excited state, i.e. the excited states are of mixed character (vibrational + electronic → ‘vibronic’). Summing up the contributions from the different excited states results in the broad absorption peak shown on the left in each panel. Due to the dispersion of the phonons and due to the contribution of phonons with different energies, the sharp subbands of individual excited states are usually not resolved in a solid, yielding a single broad band. The width and the line shape of an absorption band in $\sigma(\omega)$ depend on the difference in bond length of the different orbital states. Large differences in the bond length give rise to symmetric absorption bands (left panel), whereas small differences cause a characteristic asymmetric line shape (right panel).

observation of a splitting in an applied magnetic field or by a detailed study of the polarization dependence, i.e., by showing that the absorption features depend on the direction of the magnetic field component and not on the electric field component.

For the discussion of the line shape, one has to take the coupling to the lattice into account. The absorption band will be broadened by phonon sidebands according to the Franck–Condon principle, and the line shape depends on the difference of the relaxed bond lengths of the orbital states involved (for details see the caption of figure 3). We emphasize that this reflects the mixed,
‘vibronic’ character of the eigenmodes (phonon + orbiton, or vibrational + electronic \(\rightarrow\) ‘vibronic’ [54]) and thus holds irrespective of the mechanism responsible for the finite spectral weight of an orbital excitation. In particular, these phonon sidebands may not be confused with the phonon-activated mechanism described above and appear also in the case of, e.g., the structurally induced mechanism relevant for TiOCl or in Raman data.

2.2. Interaction effects

We have to address the question how to distinguish experimentally between a collective orbital excitation and a predominantly ‘local’ crystal-field excitation. A direct observation of the dispersion of the orbital-momentum fluctuations by means of inelastic neutron scattering would manifest a watertight proof. While neutron scattering has been used for the study of crystal-field excitations of f-electron compounds [69], we are not aware of such data for the case of 3d electrons. Here, one has to keep in mind that the coupling to the lattice will smear out the orbital excitations significantly. Inelastic x-ray scattering offers another \(k\)-dependent tool, but no collective orbital excitations were found in the study of LaMnO\(_3\), KCuF\(_3\) and YTiO\(_3\) presented in this Focus issue [70].

Under the assumption that the dominant energy scale is set by the exchange interactions, the dispersion relations of orbitons have been calculated for the orbitally ordered states of LaMnO\(_3\), LaVO\(_3\), YVO\(_3\) and YTiO\(_3\) [26, 27, 30], and within a model focusing on the orbital fluctuations [28, 29]. Predictions have been derived for inelastic neutron scattering and Raman scattering. In section 2.1 above, we have discussed a Raman process in which the virtual excitation into a \(p\) state was assumed to take place on a single site. In case of dominant exchange interactions, a two-site process involving the upper Hubbard band is considered [30], in analogy to the well-known two-magnon Raman scattering. For simplicity, we consider per site one electron and two orbitals. In the first step, the incident photon promotes an electron from site 1 to site 2, which becomes doubly occupied. In the second step, an electron hops back from site 2 to 1 under emission of a photon. In the final state, one or both electrons may be in an excited orbital, i.e., the exchange process may give rise to one-orbiton and/or two-orbiton excitations [30]. Depending on the hopping amplitudes between the different orbitals on adjacent sites, distinct polarization selection rules have been predicted [26, 30].

The excitation of two orbitons with momenta \(k_1 = -k_2\), in principle, allows us to probe the orbiton dispersion throughout the entire Brillouin zone, since only the total momentum \(k_1 + k_2\) needs to be equal to zero in Raman scattering. Information about the dispersion is contained in the line shape of the two-orbiton Raman band, but a detailed analysis of the line shape encounters several problems: (i) in general, the Raman line shape depends on the frequency of the incident photons (resonance behaviour), (ii) the orbiton–orbiton interactions are essential for the line shape, but have not been taken into account up to now and (iii) the coupling to the lattice reduces the orbiton dispersion.

The optical conductivity thus far has not been considered as a tool for the investigation of orbitons. Starting again from the crystal-field limit, we note that the optical data of a crystal-field Frenkel exciton with a dispersion much smaller than its energy is in principle very similar to the data of a single impurity ion embedded in a host lattice. In particular, optical spectroscopy is restricted to the observation of excitations with momentum \(k = 0\), and the selection rules are the same as for the case of a single impurity ion. Nevertheless, the dispersion may play a role if two modes are excited simultaneously, as e.g. in a magnon–exciton sideband [58] or in the
phonon-activated case. Only the total momentum needs to be equal to zero, and one has to sum up contributions from excitons from the entire Brillouin zone.

As far as the intersite exchange processes discussed above for the Raman case are concerned, Khalilullin [71] has pointed out the possibility of two-orbiton-plus-phonon absorption, similar to the two-magnon-plus-phonon absorption proposed by Lorenzana and Sawatzky [72, 73] for spin systems. In systems with inversion symmetry in between adjacent sites, the exchange of two electrons does not give rise to a dipole moment. Similar to the phonon-activated mechanism for the observation of crystal-field transitions described above, this selection rule can be relaxed by the simultaneous excitation of a phonon [72, 73]. The two-magnon-plus-phonon absorption has been established as an interesting tool for studies of antiferromagnetic spin chains, spin ladders and layered antiferromagnets [15, 63], [74]–[78]. Since the phonon contributes to momentum conservation, the optical conductivity probes the two-magnon or two-orbiton spectral function throughout the entire Brillouin zone, in contrast to two-orbiton Raman scattering, which reflects only the \( k = 0 \) part of the two-orbiton spectrum. Thus, both the line shape and the peak position are expected to be different in \( \sigma(\omega) \) as compared to Raman data. In spin systems, the excitation of a single magnon does not contribute to \( \sigma(\omega) \) due to the spin selection rule. In the case of orbitons, however, the phonon-activated single-site mechanism used for the study of crystal-field excitations will also be at work if the exchange interactions are dominant. Thus one has to expect a superposition of orbiton-plus-phonon and two-orbiton-plus-phonon contributions.

Thus far we have discussed the two limiting cases, crystal-field excitations for dominant coupling to the lattice and collective orbital waves for dominant exchange interactions. Detailed theoretical predictions for the contribution of orbital waves to the optical conductivity would certainly be very helpful in order to experimentally distinguish between a predominantly local excitation and a collective mode. However, a quantitative description of experimental data will require to treat both the exchange interactions and the coupling to the lattice on an equal footing [79].

3. CI cluster calculations and the point-charge model

Thus far, no detailed predictions exist for the optical conductivity in the case of dominant exchange interactions. We thus compare our experimental data with the predictions for ‘local’ crystal-field excitations. CI cluster calculations have been performed for many years in order to assign the correct symmetry and orbital occupancy to d–d excitations (see, e.g. chapter 10 of [54]). A typical cluster consists of the transition-metal ion and the surrounding anions, e.g. \([\text{TiO}_6]^{9-}\). More distant ions are taken into account as point charges only. The following parameters are being used: (i) the Slater integrals, (ii) the local crystal field and (iii) the tight-binding parameters.

(i) The Slater integrals describe the full local electron–electron interactions which give rise to the main multiplet structure. They have been obtained from Hartree–Fock calculations for a bare ion [80]. Then, these values have been reduced to 80% in order to account for the neglect of the 4s shell.

(ii) The crystal field or Madelung potential represents the electrostatic potential of all ions within the crystal, which is assumed to be infinite. The ions are considered to be point charges.
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The crystal field controls the on-site energies and gives rise to the energy splitting between the orbitals. We have calculated the crystal field using an Ewald summation, i.e. the summation is partly performed in real space, partly in momentum space, and thus pertains to the infinite crystal. The orbital splitting depends on the local derivatives of the Madelung potential. Therefore, we expanded the Madelung potential in terms of spherical harmonics, which allows us to calculate the ionic crystal-field splitting if the expectation values of $\langle r^k \rangle$ are known [81], where $r$ denotes the electron coordinate with respect to the transition-metal site and $k$ the order of the expansion. These expectation values have been obtained from Hartree–Fock calculations [80].

(iii) The tight-binding parameters account for hopping processes between the ligands and the transition-metal ions [82, 83]. For many materials they are well known from fits to LDA band-structure calculations. Some general rules have been derived for the dependence of the parameters $pd\sigma$ and $pd\pi$ on the distance between two ions [82]. Finally, the values for the on-site Coulomb repulsion on the transition-metal site ($U_{dd}$) and on the ligands ($U_{pp}$) as well as the charge-transfer energy $\Delta$ have been taken as reported from core-level and photoemission spectroscopy [84]. The cluster calculations have been performed using the code XTLS8 by Tanaka [85].

In the case of the 3d^1 Ti^{3+} compounds, we report both the crystal-field splitting arising from the electrostatic potential (indicated below as ‘point-charge model’) and the result of the cluster calculation including the hybridization with the ligands.

4. Experimental

Details concerning the crystal growth and characterization have been described in [86] for TiOCl, in [35, 87] for RTiO$_3$, in [88] for LaMnO$_3$, in [89, 90] for Y$_2$BaNiO$_5$, in [91] for CaCu$_2$O$_3$ and [92] for K$_4$Cu$_4$OCl$_{10}$.

Using a Fourier-transform spectrometer, we have measured the transmittance and reflectance in the energy range from 0.01 eV up to 3 eV at temperatures varying from 4 to 775 K. With the knowledge of both transmittance and reflectance, it is possible to directly calculate the complex optical conductivity $\sigma(\omega)$ [93]. For the transmittance measurements, the samples were polished on both sides. The reflectance was measured on samples with a thickness of $d \gtrsim 1$ mm, which were polished on only one side to prevent a contribution from multiple reflections within the sample. In order to determine $\sigma(\omega)$ accurately, the thickness $d$ of the samples used for the transmittance measurement must be chosen appropriately. Note that the transmittance depends exponentially on $d$ [93]. For each compound studied here, transmittance data were collected on various samples with varying thickness $d$ (e.g. ranging from 12.5 to 300 $\mu$m in case of LaTiO$_3$ and from 2 to 500 $\mu$m in LaMnO$_3$). Thick samples ($d$ of the order of several 100 $\mu$m) are sensitive to weak absorption features ($\sigma < 1 \Omega^{-1} \text{cm}^{-1}$), but they become opaque for larger values of $\sigma$. Thinner samples allow us to determine larger values of $\sigma$, but in the range of weak absorption the spectra are dominated by Fabry-Perot interference fringes. Single crystalline samples with $d < 10$ $\mu$m are difficult to handle. In particular, the surfaces of polished crystals are not absolutely parallel to each other, so that the thickness $d$ may vary by a few $\mu$m across the sample. This significantly complicates a quantitative analysis of the data of very thin samples. A reliable analysis of transmittance data measured on thin single crystals is hence restricted to
values of $\sigma(\omega)$ smaller than about $100 \, \Omega^{-1} \text{cm}^{-1}$. For larger values of $\sigma(\omega)$, the transmittance has to be measured on thin films. Alternatively, a Kramers–Kronig analysis of the reflectance or ellipsometric techniques may be used. However, measuring the transmittance is essential for an accurate determination of weak absorption features such as d–d transitions.

Here, we focus on insulating samples. The accessible energy range for transmittance measurements is therefore limited by the strong absorption of fundamental phonon excitations below about 80 meV and by the steep rise of $\sigma(\omega)$ at the onset of excitations across the electronic gap.

5. Orbital excitations in TiOCl

Recently, TiOCl has been discussed as a novel inorganic spin-Peierls system [32, 33, 86], [94]–[102], [105]–[110]. Above $\sim 200$ K, the magnetic susceptibility $\chi$ is well described by a model for a one-dimensional homogeneous $S = 1/2$ chain with exchange constant $J \approx 676$ K [86]. At $T_{c1} = 67$ K, $\chi$ shows a transition to a non-magnetic ground state [32, 86]. However, indications for a second transition (or crossover) at $T_{c2} \approx 92$ K are observed in the magnetic susceptibility [32, 86] as well as in NMR [95] and ESR data [86]. Strong fluctuations above $T_{c2} \approx 92$ K were discussed on the basis of NMR [95], Raman and infrared data [96]–[98]. The phase transition at $T_{c1}$ is generally interpreted as a spin-Peierls transition. This is corroborated by the observation of a doubling of the unit cell along the $b$ direction below $T_{c1}$ in x-ray scattering [101, 102]. However, the physics at higher temperatures and, in particular, the occurrence of a second phase transition have not been understood so far. It has been speculated [32, 86], [95]–[100] that this unconventional behaviour is caused by strong orbital fluctuations, assuming a near degeneracy of the $t_{2g}$ subshell in this distorted structure.

The structure of TiOCl consists of buckled Ti–O bilayers separated by Cl ions. The bilayers are stacked along the $c$ direction. The [TiO₄Cl₂] octahedra are strongly distorted (see figure 4). In particular, they are strongly compressed along the $x$ axis. At room temperature, the Ti–O bond lengths are 1.96 Å in $x$ direction, whereas the bond lengths in the $yz$ plane amount to 2.19 Å for the Ti–O bonds and 2.40 Å for the Ti–Cl bonds [103]. On each Ti site, the ground-state orbital has predominantly $y^2 - z^2$ character (see below), forming one-dimensional chains along the $b$ (or $y$) direction. The space group is Pmmn at 300 K and P2₁/m at 4 K [101]. There is no inversion symmetry on the Ti site, thus orbital excitations are directly infrared-active, i.e. they contribute to $\sigma(\omega)$ without the additional excitation of a phonon. In this case, the point-charge model does not only allow one to estimate the transition energies, but also the polarization dependence of the orbital excitations can be predicted (see equation (1)). In particular, strict polarization selection rules apply to the room-temperature structure (see table 1). Below $T_{c1}$, the distortions give rise to a mixing of the orbitals, hence the polarization selection rules are no longer strict. Nevertheless, it is possible to give some ‘effective’ selection rules because the dipole matrix elements for the main transitions are about three orders of magnitude (or more) larger than for the weak ones.

The transmittance measured on a thin single crystal of TiOCl is depicted in figure 5 for two polarization directions, $E \parallel a$ and $E \parallel b$. Unfortunately, measurements with $E \parallel c$ could not be performed since the available samples were very thin in the stacking direction. Our data are in agreement with unpolarized measurements reported for energies above 1.3 eV [104]. Above $\sim 2$ eV, the sample is opaque due to excitations across the gap. The transmittance is strongly
Figure 4. View along different axes on four strongly distorted $[\text{TiO}_4\text{Cl}_2]$ octahedra in TiOCl. The $S = 1/2$ chains are running parallel to the $b$ axis. We use $x \parallel a$, $y \parallel b$ and $z \parallel c$. For convenience, we use these axes not only at 300 K, but also for the discussion of the 4 K data.

suppressed at 0.6–0.7 eV for $E \parallel a$ and at 1.5–1.6 eV for $E \parallel b$. The absorption feature at 0.65 eV appears as a weak dip also for $E \parallel b$, and the feature at 1.5 eV gives rise to a weak shoulder for $E \parallel a$. An interpretation in terms of phonons or magnetic excitations can be excluded at these energies. The excitation energies and, in particular, the polarization dependence are in good agreement with the results of the cluster calculation (see table 1). Thus these features can unambiguously be attributed to orbital excitations. As far as the polarization selection rules are concerned, the appearance of weak features in the other polarizations at 300 K can be attributed either to a small misalignment of the polarizer, to absorption due to the phonon-activated mechanism, or to a small admixture of $xy$ character to the ground state (see below), e.g. by spin–orbit coupling or due to the dispersion (i.e. away from the $\Gamma$ point). The absorption at about 1.5 eV shows an asymmetric profile with a steep drop of the transmittance on the low-energy side, in agreement with the expectations for phonon sidebands in case of small changes of the relaxed bond length (see figure 3). A precise determination of the line shape requires measurements on a thinner sample, in which the transmittance is not suppressed to zero. The data for $T = 4$ K and for 300 K are very similar, but the line width increases with increasing temperature.
Figure 5. Transmittance spectra of TiOCl with phonon absorption below \(\approx 0.1\) eV, multiphonon peaks up to about 0.15 eV, orbital excitations at about 0.65 eV \((E \parallel a)\) and 1.5 eV \((E \parallel b)\), and the band gap \(\Delta \approx 2\) eV. The periodic Fabry-Perot fringes in the highly transparent range indicate multiple reflections within the sample.

In the cluster calculation for TiOCl, we have to take into account the hybridization between the Ti ions and both, O as well as Cl ions. In comparison to, for instance, LaTiO\textsubscript{3} or LaMnO\textsubscript{3}, we thus have two additional parameters, namely the charge-transfer energy \(\Delta_{\text{Cl}}\) between Ti and Cl, and the Ti–Cl hybridization \(t_{\text{Cl}}\). In fact, an accurate description of hybridization effects is essential in order to reproduce the splitting between the \(t_{2g}\) and \(e_g\) subshells. Due to the strong compression of the octahedra along the \(x\) direction, the electrostatic contribution of the point-charge model predicts that the lowest excited state has \(d_{yz}\) character, i.e. belongs to the \(e_g\) subshell\textsuperscript{11}. At the same time, the polarization selection rules given in table 1 predict for 300 K that this transition to the \(d_{yz}\) level (with a small admixture of \(y\) character) can be observed for \(E \parallel b\). Experimentally, the corresponding absorption feature for \(E \parallel b\) is found at about 1.5 eV, i.e. more than 1 eV higher than predicted by the point-charge model. However, the energy of this transition can be described correctly by taking into account the hybridization between Ti and its ligands, which typically adds more than 1 eV to the splitting between \(t_{2g}\) and \(e_g\) subshells.

The parameters \(U_{dd} = 4\) eV, \(\Delta_O = 5\) eV and \(\Delta_{\text{Cl}} = 3\) eV are estimated following the LDA+U results of [99]. The orbital excitation energies depend only weakly on \(U_{dd}\). In order to model the relative strength of the Ti–O and the Ti–Cl hybridization, we have to consider the larger ionic radius of Cl compared to O \((r_{\text{Cl}}-r_O \approx 0.4\) Å) as well as the larger polarizability. For the former, we assume that the hybridization is the same for the two ligands if the bond length

\textsuperscript{11}The ligands are located approximately along the diagonals of the \(yz\) plane, hence \(d_{yz}\) denotes a state from the \(e_g\) subshell.
Table 1. Crystal-field splitting of 3d\textsuperscript{1} Ti\textsuperscript{3+} in TiOCl and polarization dependence for infrared absorption at 300 and 4 K. Comparison of experimental data (see figure 5) and theoretical results obtained using the point-charge model and a cluster calculation (see section 3). The cluster calculation uses $U_{dd} = 4$ eV, $\Delta_0 = 5$ eV, $\Delta_{Cl} = 3$ eV and an enhancement of the Ti–Cl hybridization by $r^* = 1.3$ (see text). The calculations are based on the 300 K structure reported in [103] and on the 4 K data in [101]. At 4 K, there are two inequivalent Ti sites. For convenience, we use $x \parallel a$, $y \parallel b$ and $z \parallel c$ at both temperatures. All energies are given in eV. At 300 K, the given polarization selection rules are strict. Due to the lower symmetry at 4 K, only ‘effective’ selection rules survive in the sense that the dipole matrix elements for the ‘main’ transitions indicated at 4 K are about three orders of magnitude (or more) larger than those not given in the table.

| Theory          | Character | $y^2 - z^2$ | $xy$ | $xz$ | $yz$ | $3x^2 - r^2$ |
|-----------------|-----------|-------------|------|------|------|--------------|
| Admixture (300 K) | z         | –           | x    | y    | z    |              |
| Main admixture (4 K) | y, z      | x           | x    | y, z | y, z |              |
| Point charge (300 K) | 0         | 0.39        | 0.68 | 0.34 | 1.28 |              |
| Cluster (300 K) | 0         | 0.25        | 0.69 | 1.24 |      | 2.11         |
| Cluster (4 K, Ti\textsubscript{a}) | 0         | 0.26        | 0.73 | 1.53 |      | 2.20         |
| Cluster (4 K, Ti\textsubscript{b}) | 0         | 0.25        | 0.77 | 1.47 |      | 2.18         |
| Polarization (300 K) | –         | $E \parallel a$ | $E \parallel b$ | $E \parallel c$ |   |         |
| Main polarization (4 K) | $E \parallel a$ | $E \parallel a$ | $E \parallel b, c$ | $E \parallel b, c$ | | |

**Experimental**

| Energy | – | 0.65 | 1.5 | – |
| Polarization | – | $E \parallel a$ | $E \parallel b$ | – |

equals $r_{Ti} + r_X$ ($X = O$ and Cl). Additionally, the larger polarizability of Cl compared to O is modelled by a factor $t^*$ by which the Ti–Cl hybridization is further enhanced. Good agreement between the calculated energies and the experimental results at both temperatures is obtained for $t^* \approx 1.3$ (see table 1).\textsuperscript{12}.

The energy of the lowest excited state ($xy$ orbital) is crucial in order to determine whether orbital fluctuations are the correct explanation for the interesting physics observed in TiOCl. In the room-temperature structure, the transition to the first excited state is not directly infrared-active, but it becomes directly infrared-active in the distorted low-temperature structure below $T_c$. According to our cluster calculation, the lowest excited state is expected at about 0.2–0.25 eV. However, our infrared data do not show a distinct absorption feature in this range (see figure 5). A rough estimate of the spectral weight can be obtained from the point-charge model, which predicts that the dipole matrix element at 4 K is about one order of magnitude smaller than for the transition to the $xz$ orbital. Due to a factor of $1/\omega$, this means that the spectral weight of the excitations to the $xy$ and to the $xz$ orbital should be comparable in $\sigma(\omega)$.

\textsuperscript{12} Enhancing $t_{Cl}$ by $t^*$ is necessary in order to push the $d_{yz}$ level (from the $e_g$ subshell) up to 1.5 eV. With increasing $t^*$, the energy of the $d_{yz}$ orbital increases strongly, whereas the energies of $d_{xy}$ and $d_{xz}$ (from the $t_{2g}$ subshell) decrease. For $t^* = 1$ we find the following excitation energies: 0.32, 0.79, 1.32 and 2.21 eV at 4 K for the site labelled Ti\textsubscript{a} in table 1.
One possible explanation for the lack of a corresponding feature in our infrared data is that the first and the second excited states are nearly degenerate, as indicated by band-structure results [32, 99].

The scenario of strong orbital fluctuations assumes a near degeneracy of the \( y^2 - z^2 \) and \( xy \) states. However, a sizeable admixture of the state with \( xy \) character to the ground state would have drastic consequences for the selection rules. A transition from \( xy \) to \( xz + x(yz + y) \) will give rise to absorption for \( E \parallel b \) (\( E \parallel a \)), i.e. just the opposite of the selection rules derived for the transitions from the \( y^2 - z^2 \) state. This may explain the weak features at about 0.65 eV for \( E \parallel b \) and 1.5 eV for \( E \parallel a \), but at the same time the weakness of these features compared to the strong absorption in the perpendicular direction puts a severe limit to the admixture of \( xy \) character to the ground state. Moreover, the \( g \) factor observed in ESR spectroscopy is close to 2 [86], which indicates that the orbital moment is quenched by a significant splitting (\( \geq 0.2 \) eV) within the \( t_{2g} \) subshell. A sizeable splitting of the \( t_{2g} \) subshell is in agreement with recent LDA+U and LDA+DMFT results [108]–[110]. However, the degree of orbital polarization still needs to be clarified. In [108], the lowest orbital (\( y^2 - z^2 \) in our notation) is populated by only 70\%, indicating the possible importance of interorbital fluctuations, whereas a population with 0.98 electrons was reported in [109].

Both our cluster calculation and, in particular, the observed polarization dependence show that there is no significant admixture of the \( xy \) orbital to the ground state. Thus orbital fluctuations are clearly suppressed. In order to understand the interesting physics of TiOCl, it is therefore sufficient to consider the interplay of lattice and spin degrees of freedom. We suggest that the occurrence of two-phase transitions results from the frustration of interchain interactions in this peculiar bilayer structure [107].

The remarkable splitting of 0.65 eV of the \( t_{2g} \) subshell is caused by the strong distortions of the \([TiO_4Cl_2]\) octahedra and by the different charges on O and Cl sites within an octahedron. This large splitting clearly shows that \( t_{2g} \) systems are not necessarily good model compounds for the study of orbital effects based on (near) orbital degeneracy within the ground state.

6. Orbital excitations in RTiO\(_3\) (\( R = \text{La, Sm and Y} \))

One of the novel quantum phenomena proposed in the field of orbital physics are orbital liquids, in which long-range orbital order is suppressed by quantum fluctuations [19]–[22]. Based on neutron scattering results, the 3d\(^1\) pseudo-cubic perovskite LaTiO\(_3\) has been discussed as a realization of an orbital liquid [21, 31]. In comparison to compounds with \( e_g \) electrons, \( t_{2g} \) systems are promising candidates for interesting orbital phenomena due to the threefold orbital degeneracy and due to the smaller coupling to the lattice. However, the results for TiOCl discussed above also show that the splitting of the \( t_{2g} \) subshell can be significant. In LaTiO\(_3\), a detailed study of the structure revealed a sizeable distortion of \( \approx 3\% \), lifting the orbital degeneracy [35]. At this stage, it is heavily debated whether LaTiO\(_3\) represents an orbital liquid [21, 31], [35]–[49]. The scenario of an orbital liquid requires that the reduction of the ground-state energy by quantum fluctuations is larger than the energy splitting of the orbitals due to the distortion. A study of the orbital excitations and the determination of the excitation energies are very interesting in this context.

In RTiO\(_3\), the magnetic ordering changes as a function of the ionic radius of the \( R \) ions from antiferromagnetic for \( R = \text{La} \) to ferromagnetic for \( R = \text{Y} \). Within the orbital-liquid model, it has
been proposed that the transition from antiferromagnetic order to ferromagnetic order should define a quantum critical point. SmTiO$_3$ is still antiferromagnetic, but lies close to the critical value of the ionic radius [113]. By measuring both the transmittance and the reflectance on twinned single crystals, we were able to observe phonon-activated orbital excitations in LaTiO$_3$, SmTiO$_3$ and YTiO$_3$ at about 0.3 eV, i.e. in the frequency range between the phonons and the band gap (see figure 6). In YTiO$_3$, the Hubbard gap can be identified with the onset of strong absorption at about 0.6 eV. In LaTiO$_3$, the optical conductivity shows strong absorption above 0.8 eV, but an absorption tail extends down to about 0.2 eV. In a recent LDA+DMFT study, the Hubbard gap of LaTiO$_3$ (YTiO$_3$) was reported to be 0.3 eV (1 eV) [48]. This issue of the onset of interband excitations will be discussed elsewhere. Here, we focus on the weak absorption features at about 0.3 eV observed in LaTiO$_3$, SmTiO$_3$ and YTiO$_3$.

An interpretation in terms of phonons can be excluded since phonon absorption is restricted to below \( \approx 80 \) meV. The small peak in YTiO$_3$ at about 160 meV typically marks the upper limit for two-phonon absorption in transition-metal oxides with perovskite structure [51]. Absorption of three or more phonons has to be much weaker. According to the magnon energies observed by inelastic neutron scattering [31, 114], the energy of 0.3 eV is much too high also for phonon-assisted magnetic absorption (i.e. two magnons plus a phonon [72, 73]). The very sharp additional absorption lines observed in SmTiO$_3$ at about 0.15, 0.3 and 0.45 eV are attributed to crystal-field transitions within the Sm 4f shell [111]. These lines are much narrower than the d–d bands, because in case of the 4f levels both the coupling to the lattice and the coupling between nearest-neighbour sites are much smaller.
Table 2. Crystal-field splitting of 3d$^1$ Ti$^{3+}$ in LaTiO$_3$, SmTiO$_3$ and YTiO$_3$ as calculated in the point-charge model and in a cluster calculation ($U_{dd} = 4$ eV, $\Delta = 4$ eV). All values are given in eV. For comparison with the optical conductivity data in figure 6, the energy of the symmetry-breaking phonon has to be added.

| Material | Point charge | Cluster |
|----------|--------------|---------|
| La       | 0.21 0.23 0.9 1.0 | 0.24 0.26 2.2 2.4 |
| Sm       | 0.15 0.26 0.9 1.0 | 0.21 0.31 2.2 2.5 |
| Y        | 0.14 0.28 0.9 1.0 | 0.19 0.33 2.2 2.4 |

Our interpretation of the features at about 0.3 eV, in terms of orbital excitations, is strongly corroborated by Raman scattering data of LaTiO$_3$ and YTiO$_3$. A detailed analysis of the Raman data can be found in [112]. The Raman spectra show similar features as the optical conductivity but shifted to lower energies by 50–70 meV. As discussed above, d–d transitions have even parity and are thus Raman active, whereas a contribution to $\sigma(\omega)$ arises only due to the simultaneous excitation of a phonon breaking the inversion symmetry on the transition-metal site. The observed shift of 50–70 meV is in good agreement with the energies of the Ti–O bond-bending and bond-stretching phonon modes, which are expected to yield the dominant contributions (see section 2). Moreover, the transition probability for such a multiparticle excitation (‘orbiton’ plus phonon) is small, in agreement with the small absolute value of $\sigma(\omega)$.

We thus conclude that the orbital nature of the features is unambiguous. The orbital excitation energy amounts to about 0.2–0.25 eV (without the symmetry-breaking phonon). The central issue is whether these features reflect the collective nature of orbital fluctuations [71] or whether they have to be interpreted as local crystal-field excitations. In principle, both the superexchange coupling between the orbitals and the coupling of the orbitals to the lattice will contribute to the excitations, thus the question has to be addressed on a quantitative level. Theoretical treatments which take into account both kinds of coupling on an equal footing clearly would be very interesting.

At this stage, such calculations are not available. Thus we focus on a comparison of our data with the results for local crystal-field excitations obtained within the point-charge model and a cluster calculation (see section 3). We have used the structural data of [35] for LaTiO$_3$, of [113] for SmTiO$_3$ and of [115] for YTiO$_3$. As discussed for TiOCl, the point-charge model underestimates the splitting between the t$_{2g}$ and e$_g$ subshells by more than 1 eV. At the same time, the predictions of the point-charge model and of the cluster calculation for the splitting of the t$_{2g}$ subshell are rather similar, with a maximum difference of 0.06 eV. We find good agreement between theory and experiment concerning the peak energy of 0.2–0.25 eV in all three compounds (see table 2). Similar values for the t$_{2g}$ splitting result from a recent LDA+DMFT study, in which the covalency between R and O ions has been identified as the driving force for the distortions [48]. Significantly smaller values (27 and 181 meV for YTiO$_3$; 54 and 93 meV for LaTiO$_3$) have been derived from tight-binding fits of the t$_{2g}$ band structure [49]. On the basis of x-ray absorption and spin-resolved...
photoemission data of LaTiO$_3$, it has been concluded that the splitting between the ground state and the lowest excited state is about 0.1–0.3 eV [37]. Our results for TiOCl (see above) show that 0.2–0.25 eV is not an extraordinarily large value for the $t_{2g}$ splitting of a 3d$^1$ Ti$^{3+}$ compound.

The above-mentioned change of the magnetic ordering pattern as a function of the ionic radius of the R ions is accompanied by a change in the character of the distortions [113]. The radius of the Sm$^{3+}$ ions is close to the critical value [113]. One thus may hope to find a smaller crystal-field splitting in SmTiO$_3$. In contrast, the orbital fluctuation model predicts that the orbital excitations for not too low energies are very similar across the quantum critical point [71], in agreement with the experimental result. Our calculations predict that the splitting between the first and the second excited states increases from La via Sm to Y. However, the energies are not as sensitive to the radius of the R ions as one may have expected, and we consider these small differences as smaller than the absolute uncertainty of the calculation. Moreover, the experimental features are too broad and too close in energy to the excitations across the gap in order to test this prediction.

Within the crystal-field scenario, the large line width can be explained by the coupling to the lattice, i.e. in terms of the Franck–Condon effect (see section 2). The additional excitation of a symmetry-breaking phonon in the infrared measurements may give rise to an additional broadening in $\sigma(\omega)$ as compared to the Raman data.

At the present stage, the orbital excitation energy and the observed distortions [35] can be described satisfactorily within a local crystal-field scenario, in which the $t_{2g}$ splitting is dominated by the coupling to the lattice. On the basis of our optical conductivity data, we did not find any clear evidence for strong orbital fluctuations. Also the isotropic spin-wave dispersion of LaTiO$_3$ observed in inelastic neutron scattering [31] can be explained within a crystal-field scenario [116, 117]. The small ordered moment may result from the combination of quantum fluctuations within the spin channel, spin–orbit coupling and the small Hubbard gap. The latter gives rise to enhanced fluctuations both in the charge and in the orbital channel and thus may contribute significantly to the reduction of the ordered moment [118].

Nevertheless, the uncertainty of the theoretical predictions for the crystal-field splitting is too large to rule out a finite contribution from orbital fluctuations. The energy of 0.2–0.25 eV is certainly too high for a one-orbiton excitation in a collective-mode scenario. However, it possibly can be reconciled with two-orbiton excitations [71], or with the sum of crystal-field and fluctuation contributions. Additional information can be derived from the Raman data. The resonance behaviour and the polarization dependence yield evidence for a collective nature of the orbital excitations in RTiO$_3$ [112]. Detailed predictions for the energy and the line shape of orbitons in the optical conductivity are necessary to further clarify this issue.

### 7. Orbitons versus multiphonon peaks in LaMnO$_3$

In the manganites, the orbital degree of freedom certainly plays an important role [119]. In contrast to the threefold degeneracy of the $t_{2g}$ configuration of Ti$^{3+}$ ions, the $t_{2g}^2e_g^1$ configuration of Mn$^{3+}$ ions is doubly degenerate within the $e_g$ orbitals in a cubic environment. The degeneracy can be lifted by both a collective Jahn–Teller effect and by orbital interactions. In LaMnO$_3$, orbital fluctuations which in turn reduce the spin order [21].

\[13\] At the same time, this is the central idea behind the orbital liquid scenario: the small gap gives rise to strong orbital fluctuations which
Figure 7. Optical conductivity $\sigma(\omega)$ ($T = 4\,\text{K}$) of LaMnO$_3$ [51] showing multiphonon features at, e.g. two, three and four times 80 meV. For comparison, we plot the Raman-scattering data ($T = 15\,\text{K}$) by Choi et al [125]. The two top curves focusing on the high-energy features show the same data multiplied by a factor of 6 and 10, respectively.

order has been observed below $T_{\text{OO}} = 780\,\text{K}$ [120]–[122]. In order to explain the existence of orbital order at temperatures above the spin ordering temperature, it is necessary to invoke the Jahn–Teller effect. It has been proposed that the experimentally observed orbital ordering pattern can be explained by taking into account anharmonicity [123].

Raman scattering data reported for orbitally ordered LaMnO$_3$ have been interpreted as the first experimental evidence for the existence of orbitons [26]. This claim is based on the observation of three Raman lines at 126, 144 and 160 meV, on their temperature dependence and on the analysis of the polarization dependence. Since Raman spectroscopy is restricted to $k = 0$ excitations, it is not possible to follow the dispersion of the elementary excitations. However, in the case of LaMnO$_3$, one expects different excitation branches with different symmetries at $k = 0$, and these were identified with the three Raman lines [26]. We have challenged the orbiton interpretation on the basis of a comparison with the optical conductivity spectrum [51] (see also [126]).

In LaMnO$_3$, the direct observation of orbital excitations is allowed in Raman spectroscopy, but a contribution to $\sigma(\omega)$ requires to break the parity selection rule, e.g. via the simultaneous excitation of a phonon. Therefore, the orbital excitations are expected to be shifted in $\sigma(\omega)$ with respect to the Raman lines by a phonon energy of roughly 50–80 meV (see section 2 and [124]), in agreement with the results for RTiO$_3$ discussed in the preceding section.

We have determined $\sigma(\omega)$ very accurately in the relevant frequency range (see figure 7) by measuring both the transmittance of thin (twinned) single crystalline platelets and the reflectance of a sample with $d \approx 1\,\text{mm}$ (figure 8). The small spectral weight of the various features observed in figure 7 at energies above $\sim 80\,\text{meV}$, i.e. above the range of fundamental phonon absorption, is typical for multiphonon spectra in insulating transition-metal oxides. For comparison, see
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In the present work, the highest phonon mode is observed at 80 meV, as indicated by the arrow. For example, the spectra of $\sigma(\omega)$ of RTiO$_3$, Y$_2$BaNiO$_5$ or CaCu$_2$O$_3$ in the present work or of LaCoO$_3$ in [51].

In $\sigma(\omega)$ we find absorption features at about 118, 130, 146 and 160 meV which are very similar to the three Raman lines mentioned above. Moreover, we identify some weak features at about 240 and 320 meV. At the latter two energies, very similar features have been observed in Raman scattering\textsuperscript{14} on the same samples by Choi \textit{et al} [125] (see figure 7), using a surface that had been polished for the transmittance measurement. The highest infrared-active fundamental phonon mode is observed in the reflectance data at about 80 meV (see figure 8 and [126, 127]). It has been interpreted as a zone-boundary Mn–O bond-stretching mode which is folded back to $k = 0$ in the orbitally ordered state [126]. A weak Raman line has been found at the same frequency [53, 125].

At 160 meV, similar two-phonon features are observed also in other pseudo-cubic perovskites such as LaCoO$_3$ [51] or YT$_2$O$_3$ (see figure 6). Three-phonon Raman scattering in LaMnO$_3$ at room temperature and above has been reported recently in the range 210–250 meV [53]. Multiphonon Raman scattering is predicted to be strong in orbitally ordered LaMnO$_3$ due to the Franck–Condon effect [128] (see figure 3).

Let us briefly address the issue of selection rules and the problems for a theoretical description of multiphonon features. The symmetry of a multiphonon mode has to be derived using the multiplication rules of the irreducible representations of the contributing fundamental modes. Thus an overtone of a forbidden fundamental mode may very well be allowed. Peaks within the two- or multiphonon continua reflect a high density of states and do not necessarily correspond to simple multiples of $k = 0$ phonon modes. A precise theoretical treatment of the two- and multiphonon continua requires a detailed knowledge of the dispersion of the fundamental modes throughout the entire Brillouin zone. Unfortunately, such a detailed analysis of neutron scattering data has failed so far due to the twinning of the samples [129]. Moreover, multiphonon

\textsuperscript{14}The Raman measurements have been performed by Choi \textit{et al} at the RWTH Aachen, Germany [125]. The Raman data have been obtained in a quasi-backscattering geometry using a laser energy of 2.34 eV (Ar$^+$ laser).
features may depend strongly on the sample quality and on details of the sample growth [130], which strongly complicates a meaningful comparison with theory. The bottom panel of figure 9 shows the $k=0$ part of the two-phonon density of states calculated for LaMnO$_3$ in Pbnm symmetry$^{15}$. The calculation is based on a shell model [131], the parameters have been deduced from similar perovskite compounds where the lattice dynamics was studied in detail. The highest two-phonon peak is predicted slightly below 160 meV, the overall structure is in reasonable agreement with the optical data.

Within the orbiton interpretation, an explanation of features at the same energy (e.g. 160 meV) in Raman and infrared spectroscopy requires to break the parity-selection rule without the simultaneous excitation of a phonon. This can in principle be achieved by impurities, but the phonon mechanism lined out above turns out to be much more effective [54]. Roughly speaking, a small impurity concentration of, e.g., 1% breaks the selection rule only at a small percentage of sites, whereas the phonon is effective throughout the entire sample. This is corroborated by the shift between the Raman and the infrared data observed in RTiO$_3$ (see above). Moreover, the remaining differences between the Raman and the infrared spectra—e.g. the peak energies of 126 and 144 meV as compared to 118, 130 and 146 meV—can easily be attributed in the multiphonon case to the different selection rules, giving different weights to the two-phonon density of states. However, the orbiton scenario including impurities to account for the parity selection rule predicts identical peak energies in both spectroscopies.

$^{15}$The calculations of the two-phonon density of states have been performed by W Reichardt (FZ Karlsruhe, Germany).
Figure 10. Optical conductivity $\sigma(\omega)$ of LaMnO$_3$ in the energy range from phonon absorption to the onset of excitations across the Mott gap.

One argument favouring the orbiton interpretation was the disappearance of the relevant Raman lines upon heating above the orbital ordering temperature $T_{OO} = 780$ K [26]. We have measured the transmittance of LaMnO$_3$ at temperatures up to 775 K (see figure 9), the highest temperature available in our experimental setup. The room-temperature spectra before and after heating to 775 K are identical, showing that the oxygen content of the sample did not change significantly upon heating. The absorption bands in the range of 120–160 meV broaden strongly with increasing temperature, but they clearly persist also at 775 K, i.e. close to $T_{OO}$. The sensitivity of the Raman lines [26, 125] indicates that these multiphonon lines are Raman-forbidden in the high-temperature structure and become Raman-allowed due to the symmetry change across the phase transition.

We have tried very carefully to find the orbital excitations at higher energies by investigating the transmittance of several different samples of LaMnO$_3$, varying the thickness between 2 and 500 µm. Transmittance measurements on a thick sample are sensitive to very weak absorption features, whereas thin samples are better suited for the determination of larger values of $\sigma(\omega)$ (see section 4). Our data do not show any absorption band between the multiphonon range and the onset of excitations across the Mott gap at about 1 eV [132, 133] (see figure 10).

Allen and Perebeinos [134] predicted a strong orbital absorption band centred around 2 eV with a Gaussian envelope of vibrational sidebands starting at about 1 eV. Additionally, they predicted a strong temperature dependence close to the onset of absorption, in agreement with our data. A detailed comparison between theory and experiment requires a precise determination of the line shape to still higher frequencies, i.e. measurements on still thinner samples.

In comparison with our data of orbital excitations observed in other transition-metal oxides presented in this paper, the results on LaMnO$_3$ strongly suggest that the orbital excitations are pushed to energies above 1 eV due to the rather strong Jahn–Teller effect in this $e_g$ electron system. Theoretical estimates of the splitting vary between 0.7 and 2 eV [134]–[140]. In a cluster calculation, we have obtained a ground state quintuplet, while the two lowest excited states are triplets lying at 1.3 and 1.8 eV, respectively (for $U = 7.5$ eV and $\Delta = 4.5$ eV [84]). Our calculation predicts the lowest quintuplet, which corresponds to the splitting of the $e_g$ subshell, at about 1.9 eV. Recently, a Jahn–Teller splitting of the order of 2 eV was derived from resonant Raman scattering data [52, 53]. A large Jahn–Teller splitting is also in agreement with the absence of low-energy orbiton features in inelastic x-ray data [70].
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The eigenmodes show a mixed character (phonon–orbiton) if the coupling to the lattice (Jahn–Teller effect) and the orbital exchange interactions are taken into account on an equal footing [79]. In [125], the coupling between phonons and orbitons is discussed on the basis of the changes observed in the (multi-)phonon Raman spectra upon variation of temperature, symmetry or doping level. An interpretation of the Raman features at about 160 meV in terms of phonon–orbiton mixed modes with predominantly orbiton character requires a rather small value for the electron–lattice coupling [79]. However, if the Jahn–Teller splitting is large (≳ 1 eV), the spectrum recovers the shape predicted by the Franck–Condon effect (see figure 3) [79]. Note that increasing the coupling to the lattice results not only in a blue shift of the excitation energy but also in a suppression of the orbital band width.

In summary, our search for orbital excitations below the Mott gap was not successful in LaMnO₃. We are convinced that undoped LaMnO₃ is not a good model system for the study of orbital waves.

8. Y₂BaNiO₅

The compound Y₂BaNiO₅ is an example of a Haldane system, an antiferromagnetic S = 1 chain with an energy gap between the collective spin-singlet ground state and the lowest-excited triplet state. The exchange coupling constant has been determined by neutron scattering, J ≈ 21 meV [141, 142]. The chains are formed by corner-sharing NiO₆ octahedra (see figure 11) and run along the a axis. The Ni–O distance is only 1.89 Å parallel to the chains, whereas it amounts to 2.19 Å perpendicular to the chains. Thus the octahedra are strongly compressed.

The optical conductivity as determined from transmittance and reflectance measurements is shown in figure 12 for two polarization directions, E ‖ a and E ‖ b. In figure 13 we plot the spectra below 1 eV on an enlarged scale. Several broad peaks are observed between 0.34 and ≈2.5 eV in both polarization directions, and the spectra display a pronounced polarization dependence. As in the other compounds discussed above, phonons are limited to energies below about 80 meV. A magnetic origin can also be ruled out, since phonon-activated magnetic excitations are expected.
to peak below 0.2 eV for a $S = 1$ chain with $J \approx 21$ meV \cite{143} (including a phonon contribution of 80 meV). We did not succeed in separating a possible phonon-activated magnetic contribution from the multiphonon continuum in this frequency range. The transparency of the crystals indicates that the electronic excitations have a large gap. The features between 0.34 and 2.5 eV can thus be attributed to orbital excitations. The rather complex structure of the spectra reflects the large number of multiplets of the 3d$^8$ Ni$^{2+}$ ions in this compound.

In order to confirm this interpretation, we calculated the crystal-field levels using a cluster calculation. Here we used $U_{dd} = 7.0$ eV, $U_{pp} = 5.0$ eV and $\Delta = 3$ eV \cite{84, 85}. The effect of varying $U_{dd}$ between 6 and 8 eV and $\Delta$ between 2 and 4 eV is shown for a few selected levels in figure 14. The energy levels hardly depend on the precise value of $U_{dd}$, whereas the influence

---

**Figure 12.** Optical conductivity of Y$_2$BaNiO$_5$ for polarization of the electric field vector parallel to the $a$ axis (left scale) and to the $b$ axis (right scale), respectively.

**Figure 13.** Optical conductivity of Y$_2$BaNiO$_5$ at low energies on an enlarged scale (cf figure 12).
Figure 14. Crystal-field levels of the 3d$^8$ Ni$^{2+}$ ions in Y$_2$BaNiO$_5$ as a function of $\Delta$ as obtained in a cluster calculation. The dependence on $U_{dd}$ (6–8 eV) is shown for a few selected levels. The splitting of the triplet states by spin–orbit coupling is not shown for clarity. Circles denote the experimentally determined peak positions (cf figures 12 and 13). For comparison between experiment and theory, the phonon energy of 50–80 meV still has to be added to the calculated values. Below 1.5 eV, the singlet/triplet character of the experimental peaks has been identified ($\bigcirc$). Above 1.5 eV, the energy levels are too close for an unambiguous identification ($\bigcirc$).

of $\Delta$ is more significant. All spin-singlet energies rise with increasing $\Delta$ whereas the spin-triplet energies decrease. For $U_{dd} = 7.0$ eV and $\Delta = 3$ eV, the cluster calculation predicts spin-singlet states at 0.28, 1.23, 1.95, 2.00 and 2.19 eV, and spin-triplet states at 0.83, 0.84, 0.93, 1.87, 1.94 and 2.00 eV, respectively. Here, we have neglected the splitting of the triplets ($\lesssim$50 meV) by spin–orbit coupling for simplicity. Since the ground state has triplet character, the transitions to the singlet states are forbidden by the spin selection rule $\Delta S = 0$. Comparing with the experimental data, one can identify the lowest two singlet states with the very weak absorption band at 0.34 eV ($E \parallel b$, see figure 13) and with the sharp features at about 1.5 eV. Note that the phonon energy of 50–80 meV still has to be added to the calculated values. The finite absorption strength of the feature at 0.34 eV is attributed to spin–orbit coupling, the sharp peaks at 1.5 eV are addressed below. The three peaks at about 0.65, 1.0 and 1.2 eV are assigned to the lowest three triplet states. The overall agreement between the calculated energy levels and the observed peak frequencies is reasonable.

In the following, we want to focus on the two lowest spin-singlet states. The first excited singlet state at 0.34 eV may serve as an example for a low-energy orbital excitation in a distorted crystal structure. Its low energy arises from competing interactions. On the one hand, the Coulomb interactions prefer a parallel alignment of the spins of the two holes in the 3d shell (Hund’s rule), which forces the two holes to occupy different orbitals in the ground state (predominantly the $3z^2-r^2$ and the $xy$ orbitals, which both point towards the negatively charged O ligands in this
Figure 15. Temperature dependence of the transition to the second excited spin-singlet state in Y$_2$BaNiO$_5$. The sinusoidal structure is due to Fabry-Perot interference fringes in the transmittance data (cf figure 5).

compound). On the other hand, the crystal field and the Ni–O hybridization give rise to a large splitting of these two orbitals due to the strong compression of the octahedra, favouring the $3z^2-r^2$ orbital (in the present case, the dominant contribution arises from the hybridization). Therefore, the singlet state with both holes predominantly occupying the $3z^2-r^2$ orbital is not much higher in energy than the spin-triplet ground state. Increasing the Ni–O hybridization by applying external pressure may lead to a further reduction of the singlet energy.

The transition to the second singlet state at about 1.5 eV can roughly be understood as a pure spin-flip transition, i.e. this state shows nearly the same orbital occupancy as the triplet ground state. This explains the very narrow line width compared to all other absorption bands, since the lattice hardly reacts to the spin flip (see the discussion of the Franck–Condon principle in figure 3). The fine structure is attributed to magnetic dipole transitions and to magnon-assisted electric dipole transitions [58, 67, 68]. A more detailed polarization analysis with additional measurements on a different sample surface is required in order to determine whether the absorption features depend on the direction of the magnetic-field component or on the electric-field component. The temperature dependence of the sharp features at about 1.5 eV is shown in figure 15. The fine structure is rapidly washed out with increasing temperature, which is attributed to the loss of coherence of the magnetic excitations.

9. CaCu$_2$O$_3$ and K$_4$Cu$_4$OCl$_{10}$

These two cuprate compounds show interesting magnetic properties. For the purpose of the present paper, they serve as examples for crystal-field excitations at high energies. In the undoped parent compounds of the high-$T_c$ superconducting cuprates, predictions for the lowest crystal-field excitation ($x^2-y^2 \rightarrow 3z^2$) varied between 0.6 [144] and 1.9 eV [145] in semi-empirical and ab initio cluster calculations [144]–[147]. Experimental evidence supporting low-lying
d–d excitations was reported on the basis of optical conductivity data [76, 148] with a possible relevance for the mechanism of high-$T_c$ superconductivity. However, the corresponding features at about 0.3–0.5 eV in $\sigma(\omega)$ have been interpreted successfully in terms of phonon-assisted magnetic absorption by Lorenzana and Sawatzky [72, 73]. By means of inelastic x-ray scattering [149] and optical third-harmonic generation [65], evidence for a splitting between the $x^2 - y^2$ ground state and the $3z^2$ orbital of 1.6–2 eV has been derived.

The crystal structure of CaCu$_2$O$_3$ shows buckled Cu$_2$O$_3$ layers which are stacked along the c direction [150] (see figure 16). Magnetically, the system is strongly anisotropic, with a dominant antiferromagnetic coupling between the Cu spins parallel to the $b$ axis, and weak couplings in the perpendicular directions ($J_b \gg J_a \approx J_c$) [63, 151]. The weak 3D coupling gives rise to long-range order below $T_N \approx 25$ K. The interlayer distance amounts to 3.7 Å, and the local environment of the 3d$^9$ Cu$^{2+}$ ions is close to a square of four O ions. The local symmetry on the Cu site deviates only slightly from $D_4$ symmetry. In $D_4$ symmetry, the hole occupies the $x^2 - y^2$ orbital, and the $xy$ orbital constitutes the first excited state, whereas the $3z^2$ orbital shows the highest energy of the 3d orbitals. In a cluster calculation we find the first excited state at 1.3 eV.

We have determined the optical conductivity from reflectance and transmittance data (see figure 17). Lorenzana–Sawatzky-type phonon-assisted magnetic excitations were observed at about 0.4 eV [63]. The onset of excitations across the charge-transfer gap is observed at about 1.2–1.3 eV. The feature at 1.1 eV is attributed to a crystal-field excitation. At 300 K, both the onset of charge-transfer excitations and the crystal-field exciton peak are smeared out significantly.

The compound K$_4$Cu$_4$OCl$_{10}$ has been found in volcanic sediments. The crystal structure is shown in figure 18 [92]. It shows Cu$_4$ tetrahedra with a single O ion in the centre of each tetrahedron (see figure 18). Each Cu$^{2+}$ ion carries a spin of $S = 1/2$ and is surrounded by a [Cl$_4$O] cage (see figure 19). The tetrahedra are well separated by K and Cl ions. This compound thus represents in good approximation a zero-dimensional model system for the study of local crystal-field excitations.

As far as the magnetism is concerned, one expects two degenerate spin-singlet states for a regular, undistorted $S = 1/2$ tetrahedron. The degeneracy can be lifted by magnetic quantum fluctuations between coupled tetrahedra. The dynamics of such geometrically frustrated quantum spin systems with low-lying singlet excitations have attracted considerable interest [152]–[155].
Figure 17. Optical conductivity of CaCu$_2$O$_3$, showing phonon-assisted magnetic excitations around 0.4 eV [63], the charge-transfer gap at about 1.3 eV and a d–d exciton just below the gap.

However, the degeneracy can also be lifted by distortions of the tetrahedra, similar to the competition between orbital quantum fluctuations and lattice distortions described above.

We have measured the transmittance $T$ of a polycrystalline sample that was compressed in a KBr pellet because K$_4$Cu$_4$OCl$_{10}$ is sensitive to moisture. Plotting $-\ln T$ yields an estimate of the absorption, as stated above [93]. The Cu–O bond-stretching mode is split into three distinct absorption peaks (see left panel of figure 20), indicating a distortion of the tetrahedra and a suppression of the magnetic quantum fluctuations.

Crystal-field excitations have been observed at 1.22 and 1.47 eV (see figure 20). The background is attributed to scattering on grain boundaries which increases with increasing energy. For an estimate of the crystal-field splitting, we consider a CuOCl$_4$ cluster as shown in figure 19. Using the same parameters as for TiOCl (in particular $t^* = 1.3$, see above), we obtain four excited states at 1.3, 1.5, 1.8 and 1.9 eV above the ground state. A further increase of $t^*$ hardly affects the two lower energies, but pushes the two higher levels beyond 2 eV, in reasonable agreement with the experimental result.
Figure 19. The CuOCl$_4$ cluster considered for the calculation of the crystal-field splitting in K$_4$Cu$_4$OCl$_{10}$.

Figure 20. Negative logarithm of the transmittance of a polycrystalline sample compressed in KBr. Left: splitting of the Cu–O bond-stretching phonon. Right: crystal-field excitations.

10. Conclusion

Orbital excitations have been observed in the optical conductivity of a series of transition-metal compounds. The orbital excitations gain a finite spectral weight in $\sigma(\omega)$ either due to the absence of inversion symmetry on the transition-metal site, a phonon-activated mechanism, or magnon-exciton sidebands. In general, reasonable agreement has been obtained between the observed peak energies and the predictions of a cluster calculation. In the case of TiOCl$_4$, also the experimentally observed polarization dependence can be understood very well within the point-charge model. Here, the lack of inversion symmetry on the Ti site allows to make strict predictions for the polarization dependence in the room-temperature structure, i.e. each transition is expected only in one particular polarization. A pronounced polarization dependence has also been observed in the case of phonon-activated absorption bands of Y$_2$BaNiO$_5$. However, most of these bands are observed both for $E \parallel a$ and $E \parallel b$, i.e. only the intensity is changing as a function of polarization.
At the present stage, our optical conductivity data do not yield clear evidence for a collective nature of the orbital excitations in any of the compounds studied here. The energetically lowest orbital excitations were observed in Y$_2$BaNiO$_5$ (0.34 eV) and in RTiO$_3$ (0.3 eV). In Y$_2$BaNiO$_5$, the low energy can be explained by the competition between Hund’s rule coupling (favouring a spin-triplet state, in which the two holes on a 3d$^8$ Ni$^{2+}$ ion occupy different orbitals) and Ni–O hybridization (favouring a spin-singlet state with both holes in the 3$z^2$ orbital due to the strong compression of the octahedra). In the case of RTiO$_3$, detailed theoretical predictions for $\sigma(\omega)$ concerning, e.g., the peak energy and the line shape for absorption of collective orbital fluctuations are called for. In particular, a quantitative estimate of the possible importance of orbital fluctuations can only be derived from our data if the orbital exchange interactions and the coupling to the lattice are treated on an equal footing. However, the resonance behaviour and the polarization dependence of the Raman data [112] give evidence for a collective nature of the orbital excitations in RTiO$_3$. In TiOCl, on the other hand, the $t_{2g}$ splitting was found to be about 0.65 eV. A scenario of strong orbital fluctuations with a significant admixture of the $xy$ orbital to the ground state is in contradiction with the observed polarization dependence. We thus consider a dominant role of orbital fluctuations in this compound as very unlikely.
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