Decay estimates for the time-fractional evolution equations with time-dependent coefficients
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In this paper, the initial-boundary value problems for the time-fractional degenerate evolution equations are considered. Firstly, in the linear case, we obtain the optimal rates of decay estimates of the solutions. The decay estimates are also established for the time-fractional evolution equations with nonlinear operators such as: \(p\)-Laplacian, the porous medium operator, degenerate operator, mean curvature operator and Kirchhoff operator. At the end, some applications of the obtained results are given to derive the decay estimates of global solutions for the time-fractional Fisher-KPP-type equation and the time-fractional porous medium equation with the nonlinear source.

1. Introduction

(a) Statement of the problem

The main purpose of this paper is to study the following time-fractional partial differential equation

\[
\partial_{0^+}^{\alpha} u(t,x) - a(t)A(u(t,x)) = 0, \quad (t,x) \in \mathbb{R}_+ \times \Omega := \Omega_+, \quad (1.1)
\]

with the Cauchy data

\[
u(0,x) = u_0(x), \quad x \in \Omega, \quad (1.2)
\]
and with the Dirichlet boundary condition
\[ u(t, x) = 0, \quad t \geq 0, \quad x \in \partial \Omega, \quad (1.3) \]
where \( 0 < \alpha \leq 1, \ a \in L^1(\mathbb{R}_+), \ \Omega \subset \mathbb{R}^n \) is a bounded domain with smooth boundary \( \partial \Omega \), and \( \partial_{0+}^\alpha \) is the Caputo fractional derivative [1, p. 97] of order \( \alpha \), such that
\[
\partial_{0+}^\alpha u(t, x) = \begin{cases} 
\frac{1}{\Gamma(1-\alpha)} \int_0^t (t-s)^{-\alpha} \partial_s u(s, x) \, ds, & \text{if } \alpha \in (0, 1), \\
\partial_t u(x, t) = \frac{\partial u}{\partial t}(t, x), & \text{if } \alpha = 1
\end{cases}
\]
and \( A(u) \) is one of the following linear and nonlinear operators:

- Laplace operator
  \[ A(u) := \Delta u = \sum_{j=1}^n \frac{\partial^2 u}{\partial x_j^2}; \]

- \( p \)-Laplace operator
  \[ A(u) := \Delta_p u = \text{div}(|\nabla u|^{p-2} \nabla u); \]

- Porous medium operator
  \[ A(u) := \nabla (g(u) \nabla u); \]

- Degenerate elliptic operator
  \[ A(u) := f(u) \Delta u; \]

- Mean curvature operator
  \[ A(u) := \text{div} \left( \frac{\nabla u}{\sqrt{1 + |\nabla u|^2}} \right); \]

- Kirchhoff operator
  \[ A(u) := M(||\nabla u||_{L^2}) \Delta_p u. \]

Everywhere below, when we consider the case \( \alpha \in (0, 1) \), we will assume that the following hypothesis holds:

\[ (H): \ a(t) \geq \kappa t^\beta, \quad \beta > -\alpha, \ \kappa > 0. \]

Assuming the existence of the considered linear and nonlinear problems, we are interested in the asymptotic behaviour of the solutions.

(b) Historical background

The linear equation of the form (1.1) with time-fractional derivative is called the sub-diffusion equation. This kind of equation describes the slow diffusion (see, for example [2–7]). In the case when \( \alpha = 1/2 \), the equation was interpreted by Nigmatullin [8] within a percolation (pectinate) model.

There are a huge number of papers devoted to the study of the existence and uniqueness of the solutions (local or global) of initial-boundary value problems for the linear and nonlinear time-fractional diffusion equations (for example [9–20] and references therein).

In addition to the well-posedness of problems for the evolution equations, the asymptotic behaviour of solutions is of particular interest. The asymptotic estimates for the decay of solutions for evolution equations with time-fractional derivatives were obtained in a series of papers (for example [14,15,18,21,22] and references therein).
For example, Vergara & Zacher in [18] studied the decay estimates of solutions to the equations
\[\partial_0^{\alpha} u(t, x) - \Delta u(t, x) = 0,\]  
the sub-diffusion equation,
\[\partial_0^{\alpha} u(t, x) - \Delta_p u(t, x) = 0,\]  
the p-Laplace sub-diffusion equation
and
\[\partial_0^{\alpha} u(t, x) - \Delta^m u(t, x) = 0,\]  
Fractional porous medium equation.

For the above equations, the following decay estimates were obtained

— Solution of sub-diffusion equation
\[\|u(t, \cdot)\|_{L^2(\Omega)} \leq \frac{C}{1 + t^{\alpha}}, \quad t \geq 0, \quad C > 0, \quad \alpha \in (0, 1);\]

— Solution of p-Laplace sub-diffusion equation
\[\|u(t, \cdot)\|_{L^2(\Omega)} \leq \frac{C}{1 + t^{\alpha/(p-1)}}, \quad t \geq 0, \quad C > 0, \quad \alpha \in (0, 1) \text{ if } 1 < p \leq \frac{2n}{n+2} ;\]
\[\|u(t, \cdot)\|_{L^2(\Omega)} \leq \frac{C}{1 + t^{\alpha/(p-1)}}, \quad t \geq 0, \quad C > 0, \quad \alpha \in (0, 1) \text{ if } \frac{2n}{n+2} < p < \infty ;\]

— Solution of fractional porous medium equation
\[\|u(t, \cdot)\|_{L^{n+1}(\Omega)} \leq \frac{C}{1 + t^{\alpha/m}}, \quad t \geq 0, \quad C > 0, \quad \alpha \in (0, 1) \text{ if } \frac{n-2}{n+2} \leq m < \infty ;\]
\[\|u(t, \cdot)\|_{L^{n+2}(\Omega)} \leq \frac{C}{1 + t^{\alpha/m}}, \quad t \geq 0, \quad C > 0, \quad \alpha \in (0, 1) \text{ if } 1 < m < \frac{n-2}{n+2} ;\]

In [22], Dipierro, Valdinoci and Vespri considered a more general sub-diffusion equation
\[\partial_0^{\alpha} u(t, x) + N[u](t, x) = 0,\]
where \(N\) one of the following operators:

— the Laplacian,
— the p-Laplacian,
— the porous medium operator,
— the doubly nonlinear operator,
— the mean curvature operator,
— the fractional Laplacian,
— the fractional p-Laplacian,
— the sum of different space-fractional operators,
— the fractional porous medium operator,
— the fractional mean curvature operator.

The main structural assumption they made was that there are \(s \in (1, +\infty), \gamma \in (0, +\infty)\) and \(C > 0\) such that if \(u\) is a solution to the above sub-diffusion equation, then
\[\|u(t, \cdot)\|_{L^s(\Omega)}^{s-1+\gamma} \leq C \int_{\Omega} u^{s-1}(t, x) N[u](t, x) \, dx.\]
Under the above structural condition they obtain that
\[\|u(t, \cdot)\|_{L^s(\Omega)} \leq \frac{M}{1 + \frac{t^{\alpha}}{\gamma}}, \quad M > 0, \quad \alpha \in (0, 1).\]
(c) Motivation

Consider the following toy model of the influence of the time-dependent coefficient on the diffusion process (for example, see [23–27])

\[ \partial_0^\alpha u(t, x) - t^\beta u_{xx}(t, x) = 0. \] (1.4)

This equation can be used to model sub-diffusive and super-diffusive processes in turbulent media. The mean squared displacement corresponding to this equation is given by

\[ \langle x^2 \rangle \sim t^{\alpha + \beta}. \]

As observed, the mean squared displacement demonstrates power law behaviour. The sub-diffusive processes arise from \( 0 < \alpha + \beta < 1 \), while the super-diffusive processes arise from \( \alpha + \beta > 1 \). The normal diffusive processes arise from \( \alpha + \beta = 1 \), which is absent in the case of the time-fractional diffusion equations with constant coefficients, except for \( \alpha = 1 \). Moreover, the complete stationary process can be formed for any time when \( \alpha = -\beta \).

The practical significance of time-fractional diffusion equations with time-dependent coefficients lies in their ability to encapsulate physical phenomena. They serve as mathematical representations for both sub-diffusive and super-diffusive processes occurring in turbulent media. For instance, the modelling of pollutant transport in porous media can be effectively handled through the lens of sub-diffusive processes. On the other hand, the kinetics of particle motion in turbulent fluids can be understood more comprehensively using super-diffusive processes as a model.

To our understanding, existing literature on decay estimates for time-fractional evolution equations primarily focuses on cases involving constant coefficients, time-independent coefficients, or time-dependent coefficients within the \( L^\infty \) (bounded) range. This observation fuels our interest in exploring the decay estimates for solutions of time-fractional evolution equations that feature time-dependent weakly singular coefficients.

2. Preliminaries

(a) Kilbas–Saigo function and its properties

The Kilbas–Saigo function was introduced by Kilbas & Saigo [28, Remark 5.1] in terms of a special function of the form

\[ E_{\alpha,m,n}(z) = 1 + \sum_{k=1}^{\infty} \prod_{j=0}^{k-1} \frac{\Gamma(\alpha jm + n + 1)}{\Gamma(\alpha jm + n + 1 + 1)} z^k, \] (2.1)

where \( \alpha, m \) are real numbers and \( n \in \mathbb{C} \) such that

\[ \alpha > 0, \quad m > 0, \quad \alpha jm + n + 1 \neq -1, -2, -3, \ldots (j \in \mathbb{N}_0). \] (2.2)

In particular, if \( m = 1 \), the function \( E_{\alpha,m,n}(z) \) is reduced to the two-parameter Mittag–Leffler function

\[ E_{\alpha,1,n}(z) = \Gamma(\alpha n + 1)E_{\alpha,\alpha n+1}(z), \]

where two-parameter Mittag–Leffler function \( E_{\alpha,\beta}(z) \) is defined by

\[ E_{\alpha,\beta}(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(\alpha k + \beta)}, \quad \alpha > 0, \quad \beta > 0, \quad z \in \mathbb{C}. \]

Two-parameter Mittag–Leffler function, sometimes called a Mittag–Leffler-type function, first appeared in [29]. If \( m = 1, n = 0 \), then it coincides with the classical Mittag–Leffler function

\[ E_{\alpha,1,0}(z) = E_{\alpha,1}(z). \]
where a classical Mittag–Leffler function $E_{\alpha,1}(z)$ is defined in [30]

$$E_{\alpha,1}(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(\alpha k + 1)}, \quad \alpha > 0, \; z \in \mathbb{C},$$

with the property $E_{1,1}(z) = e^z$.

Below we calculate a special case of the Kilbas–Saigo function when $\alpha = 1, m > 1, n = m - 1$

$$E_{1,m,m-1}(z) = 1 + \sum_{k=0}^{\infty} \prod_{j=0}^{k-1} \frac{\Gamma((jm + m - 1) + 1) z^k}{\Gamma((jm + m + 1) + 1)},$$

which gives $E_{1,m,m-1}(z) = e^{z/m}$.

In the course of proving our main results for the linear cases, one of the key roles is played in the following properties of the Kilbas–Saigo function obtained in [31, Theorem 2]

$$\frac{1}{1 + \Gamma(1 - \alpha) z} \leq E_{\alpha,m,m-1}(-z) \leq \frac{1}{1 + ((\Gamma(1 + (m - 1)\alpha)/\Gamma(1 + m\alpha))) z}, \quad z \geq 0, \quad (2.3)$$

where $m > 1$ and $0 < \alpha < 1$.

(b) Semi-linear fractional differential equation

In this subsection, we study the semi-linear equation

$$\partial_{0+}^\alpha H(t) + vt^\beta H^\delta(t) = 0, \quad t > 0, \; v > 0, \; \delta > 0. \quad (2.4)$$

**Lemma 2.1.** Let $\alpha \in (0, 1)$, $\beta > -\alpha$, $\delta > 0$ and $v > 0$. Suppose that $H \in C(\mathbb{R}_+)$ is the solution of (2.4) with the initial data $H(0) = H_0 > 0$. Then, it holds

$$\frac{c_1}{1 + t^{(\alpha+\beta)/\delta}} \leq H(t) \leq \frac{c_2}{1 + t^{(\alpha+\beta)/\delta}}, \quad c_1, c_2 > 0, \; t \geq 0. \quad (2.5)$$

**Proof.** We will prove the decay estimate of the solution to equation (2.4) using the upper and lower solutions method. Let us consider the functions

$$\dot{H}(t) = \begin{cases} \frac{H_0}{2v \Gamma(1 - \alpha)} t^{-(\alpha+\beta)/\delta}, & t \geq t_1, \\ H_0 (\alpha+\beta) \delta t^{-(\alpha+\beta)/\delta}, & t \geq t_2, \end{cases} \quad \dot{H}(t) = \begin{cases} H_0 \Gamma(1 - \alpha)^{\alpha+\beta}, & t \in [0, t_1], \\ \frac{H_0^{1-\delta}}{2v \Gamma(1 - \alpha)} 2^{-1} H_0 t^{-(\alpha+\beta)/\delta}, & t \geq t_1, \end{cases}$$

and

$$\dot{H}(t) = \begin{cases} H_0, & t \in [0, t_1], \\ H_0 t^{(\alpha+\beta)/\delta} t^{-\alpha+\beta/\delta}, & t \geq t_2, \end{cases}$$

where

$$t_1 = \left( \frac{H_0^{1-\delta}}{2v \Gamma(1 - \alpha)} \right)^{1/(\alpha+\beta)}.$$
and
\[
\tau_2 = \left( \frac{H_0^{1-\delta}}{v} \left( \frac{2^\alpha}{\Gamma(1-\alpha)} + \frac{\alpha + \beta}{\delta} \frac{2^\alpha + (\alpha + \beta)/\delta)}{\Gamma(2-\alpha)} \right) \right)^{1/(\alpha + \beta)}.
\]

Having carried out calculations similar to [18, Section 7], it is easy to prove the function \( \hat{H}(t) \) will be a super-solution, and \( \hat{H}(t) \) will be a sub-solution of equation (2.4) with the initial data \( H(0) = H_0 \). It means there exist positive constants \( c_1 > 0 \) and \( c_2 > 0 \) such that
\[
\frac{c_1}{1 + t^{(\alpha + \beta)/\delta}} \leq H(t) \leq \frac{c_2}{1 + t^{(\alpha + \beta)/\delta}}, \quad t \geq 0.
\]

The proof is complete. \( \blacksquare \)

### 3. Decay rates for the linear evolution equations

**3.1. Linear anomalous diffusion equations**

Let \( a(t) = t^\beta, \beta > -\alpha \) and \( A(u) := \Delta u \), then equation (1.1) coincide with the sub-diffusion equation
\[
\partial_{0+}^{\alpha} u(t, x) - t^\beta \Delta u(t, x) = 0, \quad (t, x) \in \mathbb{R}_+ \times \Omega := \Omega_+.
\]

At this stage, thanks to the elements of the theories of harmonic analysis, we are able to study in detail the properties of the solution of problem (3.1), (1.2), (1.3).

Let \( H^2(\Omega) \) be a Hilbert space defined by
\[
H^2(\Omega) = \{ f \in L^2(\Omega): \sum_{k=1}^{\infty} \lambda_k^2 |f(e_k)|^2 < \infty \},
\]
with the norm
\[
\|f\|^2_{H^2(\Omega)} = \sum_{k=1}^{\infty} \lambda_k^2 |f(e_k)|^2,
\]
where \( \{\lambda_k > 0, k \in \mathbb{N}\} \) are eigenvalues and \( \{e_k \in L^2(\Omega), k \in \mathbb{N}\} \) are corresponding orthonormal eigenfunctions of Dirichlet–Laplacian problem

\[
\begin{align*}
-\Delta e_k(x) &= \lambda_k e_k(x), \quad x \in \Omega, \\
e_k(x) &= 0, \quad \partial \Omega.
\end{align*}
\]

**Definition 3.1.** The generalized solution of problem (3.1), (1.2), (1.3) is a bounded function \( u \in C([0, +\infty); L^2(\Omega)) \), such that \( t^{-\beta} \partial_{0+}^{\alpha} u, \Delta u \in C([0, +\infty); L^2(\Omega)) \).

**Theorem 3.2.** Let \( \alpha \in (0, 1), \beta > -\alpha \) and \( u_0 \in H^2(\Omega) \). Then the generalized solution \( u \) of problem (3.1), (1.2), (1.3) exists, it is unique and can be represented as
\[
\begin{align*}
u(t, x) &= \sum_{k=1}^{\infty} u_0 \mathcal{E}_{\alpha, \lambda_k} \left( -\lambda_k t^{\alpha + \beta} \right) e_k(x), \quad (t, x) \in \Omega_+,
\end{align*}
\]

where \( u_0 = \int_{\Omega} u_0(x)e_k(x) \, dx, \quad k \in \mathbb{N} \) and \( \mathcal{E}_{\alpha, \lambda_k} \) is the Kilbas–Saigo function.

In addition, the solution \( u \) satisfies the following decay rates:
\[
\frac{m_1}{1 + \lambda_1 t^{\alpha + \beta}} \leq \|u(t, \cdot)\|_{L^2(\Omega)} \leq \frac{M_1}{1 + \lambda_1 t^{\alpha + \beta}}, \quad t \geq 0,
\]

where \( m_1 \) and \( M_1 \) are positive constants.

**Remark 3.3.** The results of theorem 3.2 remain valid for more general positive self-adjoint operators with discrete spectrum, such as Robin-Laplacian, fractional Laplacian, poly-Laplacian, Sturm-Liouville operator with involution, fractional Sturm-Liouville operator and others. In these cases, the proofs are carried out by simply repeating the proof of theorem 3.2. But in the
case of the Neumann boundary conditions, it will not be possible to obtain the decay rates of solutions. The solution of this case can be written in the form

\[ u(t, x) = \sum_{k=0}^{\infty} u_{0k}E_{\alpha, 1+(\beta/\alpha)(\beta/\alpha)}(-\lambda_k t^{\alpha+\beta})e_k(x), \quad (t, x) \in \Omega_+, \]  

(3.5)

and it does not decrease for large \( t \to \infty \), but remains bounded for all \( t \geq 0 \). Using the technique of the proof of theorem 3.2 (given below), it is not difficult to show that

\[ \sqrt{|u_{00}|} \leq ||u(t, \cdot)||_{L^2(\Omega)} \leq C_1 ||u_0||_{L^2(\Omega)}, \quad t \geq 0, \]

where \( u_{00} = \int_{\Omega} u_0(x) \, dx \) and \( 0 < C_1 \) is the arbitrary constant.

This is due to the fact that the first eigenvalue of the Neumann–Laplace operator is equal to zero. In the general case, one can obtain the following estimate:

\[ \sqrt{|u_{00}|} + \frac{c\sqrt{|u_{01}|}}{1 + \lambda_2 N^{\mu+\beta}} \leq ||u(t, \cdot)||_{L^2(\Omega)} \]

\[ \leq \sqrt{|u_{00}|} \frac{C||u_0||_{L^2(\Omega)}}{1 + \lambda_2 N^{\mu+\beta}}, \quad t \geq 0, \]  

(3.6)

where \( C, c > 0 \) are arbitrary constants, \( u_{01} = \int_{\Omega} u_0(x)e_2(x) \, dx \), \( e_2(x) \) is the second eigenfunction and \( \lambda_2 > 0 \) is the corresponding second eigenvalue of the Neumann–Laplacian problem

\[ \begin{cases} -\Delta e_k(x) = \lambda_k e_k(x), & x \in \Omega, \\ \partial_\nu e_k(x) = 0, & \partial \Omega. \end{cases} \]

Here, \( \partial_\nu \) is the outside normal derivative.

In (3.6), to obtain the decay estimate, it is necessary and sufficient that the condition \( \int_{\Omega} u_0(x) \, dx = 0 \) be satisfied for the initial data \( u_0 \). Then the solution of the Cauchy–Neumann problem satisfies the estimate

\[ \frac{c_1}{1 + \lambda_2 N^{\mu+\beta}} \leq ||u(t, \cdot)||_{L^2(\Omega)} \leq \frac{C_1}{1 + \lambda_2 N^{\mu+\beta}}, \quad t \geq 0, \]

that is, the decay rate will be sharp up to the constant.

Similar reasoning is also valid for the fractional Laplace with the non-local Neumann condition

\[ \begin{cases} (-\Delta)^s e_k(x) = \lambda_k e_k(x), & x \in \Omega, \\ N_s e_k(x) = 0, & \mathbb{R}^n \setminus \Omega, \end{cases} \]

where \( N_s \) is a non-local normal derivative, given by

\[ N_s e_k = c_{n,s} \int_{\Omega} e_k(x) - e_k(y) \frac{dy}{|x - y|^{n+2s}}, \]

where \( c_{n,s} \) is a normalization constant.

We have to note that in [32] it was proved that the above non-local Neumann–Laplace eigenvalue problem has eigenfunctions forming an orthogonal basis in \( L^2(\Omega) \), and the corresponding eigenvalues are non-negative

\[ 0 = \lambda_1 < \lambda_2 \leq \lambda_3 \leq \ldots. \]

Proof of theorem 3.2. We will carry out the proof step by step.
Existence of solution. The solution of problem (3.1), (1.2)–(1.3) can be represented as

$$u(t, x) = \sum_{k=1}^{\infty} u_k(t)e_k(x), \quad \text{in } \Omega_+.$$  \tag{3.7}

It is clear that if $u_0 \in H^2(\Omega)$, then it follows

$$u_0(x) = \sum_{k=1}^{\infty} u_{0k}e_k(x), \quad x \in \Omega,$$

where $u_{0k} = \int_{\Omega} u_0(x)e_k(x) \, dx$.

Substituting function (3.7) into equation (1.1), we obtain the following problem for $u_k(t)$,

$$\partial_{0+,t}^{\alpha} u_k(t) + \lambda_k t^\beta u_k(t) = 0, \quad t > 0$$  \tag{3.8}

and

$$u_k(0) = u_{0k}.$$  \tag{3.9}

It’s known [1, p. 233] that the unique solution to problem (3.8)–(3.9) has the form

$$u_k(t) = u_{0k}E_{\alpha,1+\beta/\alpha}(\beta/\alpha)(-\lambda_k t^{\alpha+\beta}),$$  \tag{3.10}

hence

$$u(t, x) = \sum_{k=1}^{\infty} u_{0k}E_{\alpha,1+\beta/\alpha}(\beta/\alpha)(-\lambda_k t^{\alpha+\beta}) e_k(x).$$

Convergence of solution. The estimate (2.3) gives

$$|u_k(t)| \leq \frac{|u_{0k}|}{1 + (\Gamma(\beta + 1)/\Gamma(\alpha + \beta + 1))\sqrt{\lambda_k t^{\alpha+\beta}}} \leq |u_{0k}|,$$

which implies

$$||u(t, \cdot)||_{L^2(\Omega)}^2 \leq \sum_{k=1}^{\infty} |u_{0k}|^2 \left| E_{\alpha,1+\beta/\alpha}(\beta/\alpha)(-\lambda_k t^{\alpha+\beta}) \right|^2 \left| ||e_k||_{L^2(\Omega)}^2 \right| \leq \sum_{k=1}^{\infty} |u_{0k}|^2 \leq \sum_{k=1}^{\infty} |u_{0k}|^2 = ||u_0||_{L^2(\Omega)}^2 < \infty,$$

thanks to Parseval’s identity.

Let us calculate $\partial_{0+,t}^{\alpha} u$ and $\Delta u$. We have

$$\partial_{0+,t}^{\alpha} u(t, x) = \sum_{k=1}^{\infty} u_{0k}(\partial_{0+,t}^{\alpha} E_{\alpha,1+\beta/\alpha}(\beta/\alpha)(-\lambda_k t^{\alpha+\beta})) e_k(x) = -\mu^\beta \sum_{k=1}^{\infty} \lambda_k u_{0k} E_{\alpha,1+\beta/\alpha}(\beta/\alpha)(-\lambda_k t^{\alpha+\beta}) e_k(x), \quad (t, x) \in \Omega_+$$

and

$$\Delta u(t, x) = \sum_{k=1}^{\infty} u_{0k} E_{\alpha,1+\beta/\alpha}(\beta/\alpha)(-\lambda_k t^{\alpha+\beta}) \Delta e_k(x) = -\sum_{k=1}^{\infty} \lambda_k u_{0k} E_{\alpha,1+\beta/\alpha}(\beta/\alpha)(-\lambda_k t^{\alpha+\beta}) e_k(x), \quad (t, x) \in \Omega_+. $$
Applying the above calculations and Parseval’s identity, we deduce that

\[ ||t^{-\beta} \partial_{0+}^{\alpha,t} u(t,\cdot)||_{L^2(\Omega)}^2 \leq \sum_{k=1}^{\infty} \lambda_k^2 ||u_0||^2 = ||u_0||_{H^2(\Omega)}^2 < \infty \]

and

\[ ||\Delta u(t,\cdot)||_{L^2(\Omega)}^2 \leq \sum_{k=1}^{\infty} \lambda_k^2 ||u_0||^2 = ||u_0||_{H^2(\Omega)}^2 < \infty. \]

**Uniqueness of solution.** Suppose that there are two solutions \( u_1(t,x) \) and \( u_2(t,x) \) of problem (3.1), (1.2)–(1.3). Let \( u(t,x) = u_1(t,x) - u_2(t,x) \). Then \( u(t,x) \) satisfies equation (3.1) and the homogeneous conditions (1.2)–(1.3).

Let us consider the function

\[ u_k(t) = \int_{\Omega} u(t,x)e_k(t) \, dx, \quad k \in \mathbb{N}, \ t \geq 0. \]  
(3.11)

Applying \( \partial_{0+}^{\alpha,t} \) to the function (3.11) by (1.1), we have

\[ \partial_{0+}^{\alpha,t} u_k(t) = \int_{\Omega} \partial_{0+}^{\alpha,t} u(t,x)e_k(t) \, dx = t^\beta \int_{\Omega} \Delta u(t,x)e_k(t) \, dx \]

\[ = t^\beta \int_{\Omega} u(t,x)\Delta e_k(t) \, dx = t^\beta \lambda_k \int_{\Omega} u(t,x)e_k(t) \, dx \]

\[ = t^\beta \lambda_k u_k(t), \quad k \in \mathbb{N}, \ t \geq 0. \]

Also from (1.2) and (1.3), we have \( u_k(0) = 0 \). Then from (3.10), we conclude that

\[ u_k(t) = 0, \ t \geq 0. \]

This implies

\[ \int_{\Omega} u(t,x)e_k(x) \, dx = 0, \]

and the completeness of the system \( e_k(t) \), \( k \in \mathbb{N} \), gives \( u(t,x) \equiv 0, \ (t,x) \in \Omega_+ \).

**Optimal decay of solution.** First, we will prove the upper bound of \( u \). It is known that the eigenvalues \( \lambda_k \) of Dirichlet–Laplacian do not increase, that is \( 0 < \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_k \leq \cdots \to +\infty \). Then for the solution \( u \), we have the following estimate:

\[ ||u(t,\cdot)||_{L^2(\Omega)}^2 \leq \sum_{k=1}^{\infty} |u_{0k}|^2 |E_{\alpha,1+(\beta/\alpha),(\beta/\alpha)}(-\lambda_k^{1+\beta})|^2 ||e_k||_{L^2(\Omega)}^2 \]

\[ \leq \sum_{k=1}^{\infty} \frac{|u_{0k}|^2}{(1 + (\Gamma(\beta + 1)/\Gamma(\alpha + \beta + 1))\lambda_k^{1+\beta})^2} \]

\[ \leq \frac{1}{(1 + (\Gamma(\beta + 1)/\Gamma(\alpha + \beta + 1))\lambda_1^{1+\beta})^2} \sum_{k=1}^{\infty} |u_{0k}|^2 \]

\[ \leq \frac{M_1^2}{(1 + \lambda_1^{1+\beta})^2}, \]

hence

\[ ||u(t,\cdot)||_{L^2(\Omega)} \leq \frac{M_1}{1 + \lambda_1^{1+\beta}}. \]
Now we will prove the lower bound of $u$. Using Parseval’s identity, we obtain
\[
||u(t, \cdot)||_{L^2(\Omega)}^2 = \sum_{k=1}^{\infty} |u_{0k}|^2 |E_{\alpha,1+(\beta/a),\beta/a}(-\lambda_k t^{\alpha+\beta})|^2 ||e_k||_{L^2(\Omega)}^2 \\
\geq \sum_{k=1}^{\infty} \frac{|u_{0k}|^2}{(1 + \Gamma(1 - \alpha)\lambda_k t^{\alpha+\beta})^2} \\
= \frac{|u_{01}|^2}{(1 + \Gamma(1 - \alpha)\lambda_1 t^{\alpha+\beta})^2} + \sum_{k=2}^{\infty} \frac{|u_{0k}|^2}{(1 + \Gamma(1 - \alpha)\lambda_k t^{\alpha+\beta})^2} \\
\geq \frac{m_1^2}{(1 + \lambda_1 t^{\alpha+\beta})^2}.
\]

The proof is complete. ■

(b) Sub-diffusion equation with general diffusive coefficient

In this subsection, we consider a general case of sub-diffusion equation (3.1), i.e.
\[
\partial_{0+}^\alpha u(t, x) - a(t) \Delta u(t, x) = 0, \quad (t, x) \in \mathbb{R}_+ \times \Omega := \Omega_+,
\]
where $a(t)$ is a non-negative function.

We recall that the existence and uniqueness of a weak local solution $u$ to problem (3.12), (1.2)–(1.3) were obtained in [20]. We will be interested in the behaviour of the solution for large $t$.

**Theorem 3.4.** Let $u$ be a solution of problem (3.12), (1.2), (1.3). Suppose that $u_0 \in L^2(\Omega)$ and $a(t)$ satisfies (H), then the solution $u$ of problem (3.12), (1.2), (1.3) satisfies the estimate
\[
||u(\cdot, t)||_{L^2(\Omega)} \leq \frac{M}{1 + \lambda_1 k^{\alpha+\beta}}, \quad t \geq 0,
\]
where $M$ is a positive constant.

**Remark 3.5.** Note that the estimate (3.13) is optimal if the function $a(t)$ is bounded from above as follows:
\[
00, \quad t > 0.
\]

Indeed, let us consider the function $v(t, x) = T(t)e_1(x)$, where $e_1(x)$ is a first eigenfunction of Dirichlet–Laplacian problem (3.2).

Substituting the function $v$ to equation (3.12) one can get
\[
0 = \partial_{0+}^\alpha T(t) + \lambda_1 a(t)T(t) \\
\leq \partial_{0+}^\alpha T(t) + \lambda_1 \kappa_1 t^{\beta} T(t),
\]
which implies that $v$ is a sub-solution of equation (3.12).

**Proof of theorem 3.4.** Multiplying each term in (3.12) by $u$, and then integrating over $\Omega$, we obtain
\[
\int_\Omega u[\partial_{0+}^\alpha u] \, dx - a(t) \int_\Omega u \Delta u \, dx = 0.
\]
Using the inequality (see [18])
\[
||u(t, \cdot)||_{L^2(\Omega)} \partial_{0+}^\alpha u(\cdot) ||u(t, \cdot)||_{L^2(\Omega)} \leq \int_\Omega u[\partial_{0+}^\alpha u] \, dx,
\]
and integrating by parts the last in equality, we arrive at
\[
||u(t, \cdot)||_{L^2(\Omega)} \partial_{0+}^\alpha u(\cdot) ||u(t, \cdot)||_{L^2(\Omega)} + a(t) \int_\Omega |\nabla u|^2 \, dx \leq 0.
\]
Now, taking into account (H) and applying the Poincaré inequality, we obtain
\[
\partial_{t}^{\alpha} |u(t, \cdot)|_{L^2(\Omega)} + \lambda_1 \kappa t^\beta |u(t, \cdot)|_{L^2(\Omega)} \leq 0.
\]
This means that the solution of (3.12) is a super solution of equation (3.1), which completes the proof. \(\blacksquare\)

**Remark 3.6.** In a similar way, one can consider a more general nonlinear operator as
\[
\mathcal{A}(u) := \text{div}(A(t, x, u, \nabla u)),
\]
where \(A\) satisfies
\[
(A(t, x, u, v), v) \geq \kappa (v, v), \quad \kappa > 0.
\]
Then, repeating the same technique above, one can show that the solution of equation
\[
\partial_{t}^{\alpha} u(t, x) - a(t) \text{div}(A(t, x, u, \nabla u)) = 0, \quad (t, x) \in \Omega_+,
\]
satisfies the estimate
\[
||u(t, \cdot)||_{L^2(\Omega)} \leq \frac{C}{1 + t^{\alpha + \beta}}, \quad t \geq 0,
\]
where \(C\) is a positive constant.

**c) The case of heat equation with general diffusive coefficient**

In this subsection, we consider the following heat equation
\[
u_t(t, x) - a(t)\Delta u(t, x) = 0, \quad (t, x) \in \mathbb{R}^+ \times \Omega := \Omega_+,
\]
where \(a(t)\) is a given function satisfying the condition
\[
\int_0^t a(s) \, ds > 0, \quad t > 0.
\]
In contrast to other sections, here we can consider a more general function \(a(t)\) without restricting condition (H).

**Theorem 3.7.** Let \(\int_0^t a(s) \, ds > 0, \quad t > 0,\) and \(u_0 \in H^2(\Omega).\) Then the generalized solution \(u\) of problem (3.15), (1.2), (1.3) exists, it is unique and given as
\[
u(t, x) = \sum_{k=1}^{\infty} u_0k e^{-\lambda_k \int_0^t a(s) \, ds} e_k(x), \quad (t, x) \in \Omega_+,
\]
Furthermore, the solution \(u\) satisfies the following decay rates:
\[
m_1 e^{-\lambda_1 \int_0^t a(s) \, ds} \leq ||u(t, \cdot)||_{L^2(\Omega)} \leq M_1 e^{-\lambda_1 \int_0^t a(s) \, ds}, \quad t \geq 0,
\]
where \(m_1\) and \(M_1\) are positive constants.

**Proof:** The proof of theorem 3.7 is identical with the proof of theorem 3.2. The main difference is that in theorem 3.7 the key role is played by the differential equation
\[
u_k(t) + \lambda_k a(t) u_k(t) = 0,
\]
instead of equation (3.8).

Choosing the function \(a(t)\) explicitly, one can obtain different types of decay of the solutions.
Below we present some special cases of the function \(a(t)\).
Exponential decay Assume that
\[ a(t) := \beta t^{\beta - 1}, \quad \beta > 0, \]
then the decay rate has the form
\[ m_1 e^{-\lambda_1 t^\beta} \leq \|u(t, \cdot)\|_{L^2(\Omega)} \leq M_1 e^{-\lambda_1 t^\beta}, \quad t \geq 0 \]
and the solution can be represented as
\[ u(t, x) = \sum_{k=1}^{\infty} u_{0k} e^{-\lambda_1 t^\beta} e_k(x), \quad (t, x) \in \Omega_+. \]

Logarithmic decay Let
\[ a(t) := \frac{p}{(1 + \log(1 + t))(1 + t)}, \quad p > 0, \]
then it holds
\[ m_1 \left(1 + \log(1 + t)\right)^{-\lambda_1} \leq \|u(t, \cdot)\|_{L^2(\Omega)} \leq M_1 \left(1 + \log(1 + t)\right)^{-\lambda_1}, \quad t \geq 0. \]
In this case, the solution given by
\[ u(t, x) = \sum_{k=1}^{\infty} u_{0k} \left(1 + \log(1 + t)\right)^{-\lambda_1} e_k(x), \quad (t, x) \in \Omega_+. \]

Polynomial decay Suppose that
\[ a(t) := q \sum_{j=1}^{m} a_j t^{j-1}, \quad q > 0, \quad a_j > 0, \quad j = 1, \ldots, m, \]
hence, it yields
\[ m_1 \left( \sum_{j=0}^{m} a_j t^j \right)^{-q\lambda_1} \leq \|u(t, \cdot)\|_{L^2(\Omega)} \leq M_1 \left( \sum_{j=0}^{m} a_j t^j \right)^{-q\lambda_1}, \quad t \geq 0, \]
and the solution
\[ u(t, x) = \sum_{k=1}^{\infty} u_{0k} \left( \sum_{j=0}^{m} a_j t^j \right)^{-q\lambda_1} e_k(x), \quad (t, x) \in \Omega_+. \]

4. Decay estimates to the time-fractional nonlinear evolution equations

In this section, we will study decay estimates of the solutions of some time-fractional nonlinear evolution equations.

For the proof of our result in this section, we will make essential use of the following inequality proved in [18]
\[ \|u(t, \cdot)\|_{L^2(\Omega)} |A_0^{t, \alpha}(\|u(t, \cdot)\|_{L^2(\Omega)})| \leq \int_\Omega u A_0^{t, \alpha} u \ dx. \quad (4.1) \]

(a) \( p \)-Laplacian sub-diffusion equation

In this subsection, we focus on the case
\[ A(u) := \Delta_p u = div(|\nabla u|^{p-2} \nabla u), \]
where we study the \( p \)-Laplacian sub-diffusion equation
\[ \partial_{0+}^\alpha u(t, x) - a(t) \Delta_p u(t, x) = 0, \quad (t, x) \in \Omega_+. \quad (4.2) \]
In general, the existence and uniqueness of a weak local solution \( u \) to problem (4.2), (1.2)–(1.3) were obtained in [19] using the Galerkin approximation method. We will study the behaviour of the solution for large \( t \).
Suppose that the function $g$ is a positive constant. Then

$$|u(t, \cdot)|_{L^2(\Omega)} \leq \frac{M}{1 + t^{(\alpha + \beta)/(\gamma - 1)}}, \quad t \geq 0,$$

where $M > 0$ is an arbitrary constant depending on the $L^2(\Omega)$ norm of $u_0$.

**Remark 4.2.** Let $p = 2$, then the estimate (4.3) coincides with the estimate (3.13) without regard to constants.

**Remark 4.3.** Note that problem (4.2), (1.2)–(1.3) was studied in [18] in the case $\beta = 0$, and the following estimate was obtained

$$|u(t, \cdot)|_{L^2(\Omega)} \leq \frac{M}{1 + \frac{p}{n + 2}}, \quad \text{for } \frac{2n}{n + 2} \leq p < \infty, \quad t \geq 0,$$

which is a particular case of estimate (4.3).

**Remark 4.4.** The decay rate (4.3) is optimal for $a(t) = t^\beta$, at least for $p > 2n/(n + 2)$. It can be shown in a similar way as in [18, p. 236].

**Proof of theorem 4.1.** Multiplying (4.2) by $u$ and integrate over $\Omega$ one can obtain

$$\int_\Omega u[\partial_{0+}^\alpha u] \, dx + a(t)\|\nabla u(t, \cdot)\|^p_{L^p(\Omega)} = 0, \quad t > 0.$$  

Suppose that $2N/(N + 2) \leq p < \infty$. Applying the inequality (4.1) with $q = 2$ to the first term of the last equality and applying the Sobolev embedding

$$H^1_p(\Omega) \hookrightarrow L^2(\Omega), \quad \frac{2N}{N + 2} \leq p < \infty,$$

to the second term we obtain

$$|u(t, \cdot)|_{L^2(\Omega)} \partial_{0+}^\alpha(\|u(t, \cdot)\|_{L^2(\Omega)}) + Ca(t)|u(t, \cdot)|_{L^2(\Omega)}^p \leq 0, \quad t > 0.$$  

Hence, from the last inequality, taking into account (H), it follows that

$$\partial_{0+}^\alpha|u(t, \cdot)|_{L^2(\Omega)} + C t^\beta|u(t, \cdot)|_{L^2(\Omega)}^{p-1} \leq 0, \quad t > 0,$$

where $C$ is a positive constant. Then $E(t) = |u(t, \cdot)|_{L^2(\Omega)}$ is a subsolution of equation (2.4). Consequently $|u(t, \cdot)|_{L^2(\Omega)} \leq M/(1 + t^{(\alpha + \beta)/(\gamma - 1)})$. The proof is complete.

(b) **Time-fractional porous medium equation**

In this subsection, we focus on

$$\mathcal{A}(u) := \nabla(g(u) \nabla u),$$

where we study the time-fractional porous-medium equation

$$\partial_{0+}^\alpha u(t, x) - a(t)\nabla(g(u(t, x)) \nabla u(t, x)) = 0, \quad (t, x) \in \mathbb{R}_+ \times \Omega := \Omega_+.$$  

Suppose that the function $g(u)$ has the property

$$(H1): \quad g(u) \geq c_0 u^m, \quad m \geq 0, \quad c_0 > 0.$$

The existence of a weak local solution $u$ to problem (4.12), (1.2)–(1.3) was proven in [20] using the Galerkin approximation method. We intend to obtain the behaviour of the solution for large $t$. 


Theorem 4.5. Let \( u \) be a solution of problem (4.12), (1.2)–(1.3). Let \( a(t) \) and \( g(u) \) satisfy the hypotheses (H) and (H1). Assume that \( u_0 \in L^2(\Omega) \), then

\[
||u(t, \cdot)||_{L^2(\Omega)} \leq \frac{M}{1 + t^{\alpha+\beta}/(m+1)}, \quad t \geq 0,
\]

where \( M > 0 \) is an arbitrary constant depending on the \( L^2(\Omega) \) norm of \( u_0 \).

Remark 4.6. The problem (4.2), (1.2)–(1.3) was studied in [22] when \( \beta = 0 \), and the following estimate was obtained

\[
||u(t, \cdot)||_{L^2(\Omega)} \leq \frac{M}{1 + t^{\alpha}}, \quad t \geq 0,
\]

which is a particular case of estimate (4.5).

Remark 4.7. The decay rate (4.5) is optimal for \( a(t) = t^\beta \) and \( g(u) = u^m \), at least for \( m > 2n/(n+2) \). It can be proven in the same way as in [18, p. 238].

Proof of theorem 4.5. Multiplying equation (4.12) by \( u \) and integrating by parts over the domain \( \Omega \) we get

\[
\int_\Omega u(t, x)[\partial_{\alpha+\beta} u(t, x)] \, dx + \kappa t^\beta \int_\Omega g(u(t, x))|\nabla u(t, x)|^2 \, dx \leq 0, \quad t \in (0, T),
\]

in view of (H).

We simplify the second term of the last inequality in the following form:

\[
\int_\Omega g(u(t, x))|\nabla u(t, x)|^2 \, dx \geq c_0 \int_\Omega u^m(t, x)|\nabla u(t, x)|^2 \, dx
\]

\[
= c_0 \int_\Omega |u^m(t, x)| \nabla u(t, x)|^2 \, dx
\]

\[
\geq C \int_\Omega |\nabla u^{m+2}(t, x)|^2 \, dx, \quad C > 0.
\]

Applying the Poincaré inequality and the embedding theorem, we have

\[
\int_\Omega |\nabla u^{m+2}(t, x)|^2 \, dx \geq \lambda_1 \int_\Omega |u^{m+2}(t, x)|^2 \, dx
\]

\[
= \lambda_1 \int_\Omega |u(t, x)|^{m+2} \, dx
\]

\[
= \lambda_1 ||u(t, \cdot)||_{L^{m+2}(\Omega)}^{m+2}
\]

\[
\geq C ||u(t, \cdot)||_{L^2(\Omega)}^{m+2},
\]

where \( C > 0 \).

The inequality (4.1), the hypothesis (H1) and the above calculations give

\[
\partial_{\alpha+\beta}^\alpha ||u(t, \cdot)||_{L^2(\Omega)} + Ct^\beta ||u(t, \cdot)||_{L^2(\Omega)}^{m+1} \leq 0, \quad t > 0.
\]

Then \( E(t) = ||u(t, \cdot)||_{L^2(\Omega)} \) is a subsolution of equation (2.4) and from this it follows (4.5).

(c) Time-fractional degenerate diffusion equation

In this subsection, we are interested in case

\[
\mathcal{A}(u) := f(u) \Delta u,
\]

where we study the time-fractional degenerate diffusion equation

\[
\partial_{\alpha+\beta}^\alpha u(t, x) - a(t)f(u(t, x))\Delta u(t, x) = 0, \quad (t, x) \in \Omega_+.
\]

Let us assume that the function \( f(u) \) has the property
(H2): \( f(u)u \geq c_1 u^{q+1}, \ q \geq 0, \ c_1 > 0. \)

**Theorem 4.8.** Let \( u \) be a solution of problem (4.6), (1.2)–(1.3). Let \( a(t) \) and \( f(u) \) satisfy the hypotheses (H) and (H2). Assume that \( u_0 \in L^2(\Omega) \), then

\[
|\|u(t, \cdot)\|_{L^2(\Omega)}| \leq \frac{M}{1 + t^{(\alpha + \beta)/(q+1)}}, \quad t \geq 0,
\]

holds true, where \( M > 0 \) is an arbitrary constant depending on the \( L^2(\Omega) \) norm of \( u_0 \).

**Proof.** Multiplying equation (4.6) by \( u \) and integrating by parts over the domain \( \Omega \), we arrive at

\[
\int_{\Omega} u(t, x)[\partial_{0+}^\alpha u(t, x)] dx + c_1 t^\beta \int_{\Omega} \nabla u^{q+1}(t, x) \nabla u(t, x) dx \leq 0, \quad t > 0,
\]

from the hypotheses (H) and (H2).

Hence, the second term of the last inequality can be written as

\[
\int_{\Omega} \nabla u^{q+1}(t, x) \nabla u(t, x) dx = (q + 1) \int_{\Omega} u^q(t, x) \nabla u(t, x)^2 dx
\]

\[
= (q + 1) \int_{\Omega} (u^{q/2}(t, x) \nabla u(t, x))^2 dx
\]

\[
= \frac{2(q + 1)}{q + 2} \int_{\Omega} \nabla u^{(q+2)/2}(t, x)^2 dx.
\]

Using the Poincaré inequality and the embedding theorem, we deduce that

\[
\int_{\Omega} |\nabla u^{\frac{q+2}{q+2}}(t, x)|^2 dx \geq \lambda_1 \int_{\Omega} |u^{\frac{q+2}{q+2}}(t, x)|^2 dx
\]

\[
= \lambda_1 \int_{\Omega} |u(t, \cdot)|^{q+2} dx
\]

\[
= \lambda_1 \|u(t, \cdot)\|_{L^{q+2}(\Omega)}^{q+2}
\]

\[
\geq C \|u(t, \cdot)\|_{L^2(\Omega)}^{\beta+2}
\]

where \( C > 0 \).

The inequality (4.1) and the above calculations give

\[
\partial_{0+}^\alpha \|u(t, \cdot)\|_{L^2(\Omega)} + C t^\beta \|u(t, \cdot)\|_{L^2(\Omega)}^{q+1} \leq 0, \quad t > 0.
\]

Then \( E(t) = \|u(t, \cdot)\|_{L^2(\Omega)} \) is a subsolution of equation (2.4) which gives (4.7). \[\square\]

**(d) Time-fractional mean curvature equation**

We consider the case

\[
A(u) := \text{div} \left( \frac{\nabla u(t, x)}{1 + |\nabla u(t, x)|^2} \right).
\]

In this case, equation (1.1) coincides with mean curvature sub-diffusion equation

\[
\partial_{0+}^\alpha u(t, x) - a(t) \text{div} \left( \frac{\nabla u(t, x)}{1 + |\nabla u(t, x)|^2} \right) = 0, \ (t, x) \in \Omega_+.
\]  

(4.8)
Theorem 4.9. Assume that \( u \) is the solution of problem (4.8), (1.2)–(1.3). Let \( u_0 \in L^2(\Omega) \) and let \( a(t) \) satisfy (H). Suppose that either
\[
 n \in \{1, 2\} \quad \text{and} \quad \sup_{t \geq 0} \int_{\Omega} \sqrt{1 + |\nabla u(t,x)|^2} \, dx < +\infty, 
\]
\[\text{(4.9)}\]
or
\[
 \sup_{x \in \Omega, t > 0} |\nabla u(t,x)| < +\infty, \quad n \geq 3, 
\]
\[\text{(4.10)}\]
it holds that
\[
 ||u(t, \cdot)||_{L^2(\Omega)} \leq \frac{M}{1 + \alpha + \beta}, 
\]
\[\text{(4.11)}\]
where \( M > 0 \) is an arbitrary constant depending on the \( L^2(\Omega) \) norm of \( u_0 \).

Remark 4.10. The problem (4.8), (1.2)–(1.3) was studied in [22] with \( \beta = 0 \), and the estimate was proven
\[
 ||u(t, \cdot)||_{L^2(\Omega)} \leq M, 
\]
which coincides with the estimate (4.11) when \( \beta = 0 \).

Proof of theorem 4.9. Multiplying equation (4.8) by \( u \) and integrating by parts over the domain \( \Omega \), we have
\[
 \int_{\Omega} u(t,x)[\partial_t^\alpha u(t,x)] \, dx + a(t) \int_{\Omega} \frac{|\nabla u(t,x)|^2}{1 + |\nabla u(t,x)|^2} \, dx = 0, \quad t > 0. 
\]

According to the results of [22], it is true that
\[
 \int_{\Omega} \frac{|\nabla u(t,x)|^2}{\sqrt{1 + |\nabla u(t,x)|^2}} \, dx \geq C ||u||^2_{L^2(\Omega)}, \quad C > 0, 
\]
where either
\[
 n \in \{1, 2\} \quad \text{and} \quad \sup_{t \geq 0} \int_{\Omega} \sqrt{1 + |\nabla u(t,x)|^2} \, dx < +\infty, 
\]
or
\[
 \sup_{x \in \Omega, t > 0} |\nabla u(t,x)| < +\infty, \quad n \geq 3. 
\]
Then, taking into account (H) and (4.1), we obtain
\[
 \partial_t^\alpha ||u(t, \cdot)||_{L^2(\Omega)} + Ct^\beta ||u(t, \cdot)||_{L^2(\Omega)} \leq 0, \quad t > 0. 
\]
The function \( E(t) = ||u(t, \cdot)||_{L^2(\Omega)} \) is a subsolution of equation (2.4) which implies (4.11).  
\[\blacksquare\]

(e) Sub-diffusion equation with Kirchhoff nonlinearity

In this subsection, we consider the operator
\[
 A(u) := M(||\nabla u(t, \cdot)||_{L^2(\Omega)}) \Delta_p u, 
\]
where \( q > 1, \ p > 1 \). Now, we study the time-fractional diffusion equation with Kirchhoff nonlinearity
\[
 \partial_t^\alpha u(t,x) - a(t)M(||\nabla u(t, \cdot)||_{L^2(\Omega)}) \Delta_p u(t,x) = 0, \quad (t,x) \in \Omega_. 
\]
\[\text{(4.12)}\]
Suppose that the following hypothesis holds

\((H3)\): \( M(s) \geq bs^\gamma, \ s > 0, \ b > 0, \ \gamma \geq 0.\)
Theorem 4.11. Let $u$ be a solution of problem (4.12), (1.2)–(1.3) with initial data $u_0 \in L^2(\Omega)$ and let $2n/(n + 2) \leq p, q < \infty$. Assume that the hypotheses (H) and (H3) hold true with $\gamma$. Then
\[
|u(t, \cdot)|_{L^2(\Omega)} \leq \frac{M}{1 + t^{(a+\beta)/(p-1)}}, \quad t \geq 0,
\]
where $M > 0$ is an arbitrary constant depending on the $L^2(\Omega)$ norm of $u_0$.

Example 4.12. Let $p = q = 2$ and $M(s) = k_1 + k_2s$, $k_1, k_2 > 0$. Hence, instead of equation (4.12) we get the equation
\[
\partial_{0^+, t}^su(t, x) - a(t)(k_1 + k_2|\nabla u(t, \cdot)|_{L^2(\Omega)})\Delta u(t, x) = 0.
\]
Then, by theorem 4.5, we have
\[
|u(t, \cdot)|_{L^2(\Omega)} \leq \frac{M}{1 + t^{(a+\beta)/2}}.
\]
In the same way, one can consider different examples for the functions
\[
M(s) = k, k = \text{const} > 0,
\]
\[
M(s) = e^{ks} \geq 1 + ks, k > 0,
\]
\[
M(s) = (1 + s)^\gamma \geq 1 + s > s, \gamma \geq 1,
\]
as well as other functions satisfying the hypothesis (H3).

Proof of theorem 4.11. Multiplying equation (4.12) by $u$ and integrating by parts over the domain $\Omega$, we obtain
\[
\int_{\Omega} u(t, x)[\partial_{0^+, t}^s u(t, x)] dx + a(t)M(|\nabla u(t, \cdot)|_{L^2(\Omega)}) \int_{\Omega} |\nabla u(t, x)|^p dx = 0, \quad t > 0.
\]
From (4.1) and the hypotheses (H) and (H3), it follows that
\[
\partial_{0^+, t}^s |u(t, \cdot)|_{L^2(\Omega)} + \kappa t^\beta |\nabla u(t, \cdot)|_{L^2(\Omega)}^p |\nabla u(t, \cdot)|_{L^p(\Omega)}^p \leq 0, \quad t > 0.
\]
Let $2n/(n + 2) \leq p < \infty$ and $2n/(n + 2) \leq q < \infty$. Then, from the Sobolev inequality, it yields
\[
|\nabla u(t, \cdot)|_{L^2(\Omega)}^p \geq C_1 |u(t, \cdot)|_{L^2(\Omega)}^p
\]
and
\[
|\nabla u(t, \cdot)|_{L^p(\Omega)} \geq C_2 |u(t, \cdot)|_{L^2(\Omega)}^p
\]
where $C_1 > 0$ and $C_2 > 0$ are constants of Sobolev inequality. Hence, we deduce that
\[
\partial_{0^+, t}^s |u(t, \cdot)|_{L^2(\Omega)} + C t^\beta |u(t, \cdot)|_{L^2(\Omega)}^{\gamma+p-1} \leq 0, \quad t > 0.
\]
As $\gamma + p - 1 > 0$, the function $E(t) = |u(t, \cdot)|_{L^2(\Omega)}$ is a sub solution of equation (2.4) and from this follows (4.13).

5. Applications

In this section, we present the applications of the obtained results in the above sections to the time-fractional reaction–diffusion equations with nonlinear sources.
(a) Time-fractional Fisher-KPP-type equation

We consider the time-fractional Fisher-KPP-type equation

$$\partial_{0+}^{\alpha}v - t^\beta \Delta v = -v(1-v), \quad t > 0, x \in \Omega, \quad (5.1)$$

supplemented with the Dirichlet boundary condition (1.3) and with the initial condition (1.2). Equation (5.1) can be obtained from the fractional Fischer-KPP equation

$$\partial_{0+}^{\alpha}\tilde{v} - t^\beta \Delta \tilde{v} = \tilde{v}(1 - \tilde{v}),$$

by transforming \( \tilde{v} \mapsto 1 - v \).

Assume that there is a global solution \( v \) to problem (5.1), (1.2), (1.3). Then, repeating the proof technique from [33], one can show that for \( 0 < v(0, x) \leq 1, x \in \Omega \), the global solution of problem (5.1), (1.2), (1.3) satisfies

$$0 < v(t, x) \leq 1, \quad t > 0, x \in \Omega.$$

We will study the asymptotic behaviour of the global solution for large times. Suppose that \( 0 < v(0, x) \leq 1, x \in \Omega \). Since \( 0 < v(t, x) \leq 1 \), then we have

$$-v(t, x) + v^2(t, x) \leq 0, \quad \text{for all } (t, x) \in (0, +\infty) \times \Omega.$$

Hence, \( v \) satisfies the linear time-fractional diffusion inequality

$$\partial_{0+}^{\alpha}v - t^\beta \Delta v \leq 0, \quad t > 0, x \in \Omega,$$

with the Cauchy–Dirichlet conditions (1.2), (1.3). Then, in view of \( v \) is a sub solution of problem (3.1), (1.2), (1.3), by the comparison principle (see [19]), we obtain

$$v(t, x) \leq u(t, x), \quad t > 0, x \in \Omega,$$

where \( u \) is the solution of problem (3.1), (1.2), (1.3). Consequently, from the results of theorem 3.2 it follows that

$$||v(t, \cdot)||_{L^2(\Omega)} \leq \frac{M_1}{1 + \lambda_1^{\alpha + \beta}}, \quad t > 0,$$

where \( M_1 \) is a positive constant.

(b) Semilinear fractional porous medium equation

Let us consider the time-fractional porous medium equation

$$\partial_{0+}^{\alpha}w - t^\beta \Delta |w|^m w + \mu |w|^pw = 0, \quad (t, x) \in \Omega_+, \quad (5.2)$$

with the Cauchy–Dirichlet conditions (1.2), (1.3). Here, \( \mu \in \mathbb{R}, m \geq 0 \) and \( p > 1 \).

Assume that there is a global positive solution \( w > 0 \) to problem (5.2), (1.2), (1.3). Then equation (5.2) can be rewritten as

$$\partial_{0+}^{\alpha}w - t^\beta \Delta w^m = -\mu w^p, \quad (t, x) \in \Omega_+,$$

or, for \( \mu > 0 \) in the form of a fractional differential inequality

$$\partial_{0+}^{\alpha}w - t^\beta \Delta w^m \leq 0, \quad (t, x) \in \Omega_+.$$

Hence, \( w \) is a subsolution of problem (3.1), (1.2), (1.3) and

$$||w(t, \cdot)||_{L^2(\Omega)} \leq \frac{M_2}{1 + t^{(\alpha + \beta)/(m+1)}},$$

where \( M_2 \) is a positive constant.
In the same way, one can show the decay estimates for more general evolution equations with non-negative nonlinear terms $f(s) \geq 0$, $s > 0$, i.e.

$$
\partial_{0+,t}^\alpha u(t,x) - a(t)A(u(t,x)) + f(u(t,x)) = 0, \ (t,x) \in \Omega_+,
$$

using the estimates we obtained in the previous sections. Here $A$ one of the operators: the Laplacian, the porous medium operator, degenerate operator, $p$-Laplacian, mean curvature operator and Kirchhoff operator.

6. Conclusion and future perspectives

The main object of the paper is to study the Cauchy–Dirichlet problem for the time-fractional evolution equation

$$
\partial_{0+,t}^\alpha u(t,x) - a(t)A(u(t,x)) = 0, \ (t,x) \in \Omega_+.
$$

Here, we have assumed (except case $\alpha = 1$) that $a(t)$ is bounded from below, i.e.

$$
a(t) \geq \kappa t^\beta, \ \kappa > 0, \ \beta > -\alpha.
$$

For some types of operator $A$ such as: the Laplacian, the porous medium operator, degenerate operator, $p$-Laplacian, mean curvature operator and Kirchhoff operator, the decay estimates of solutions have been obtained.

As a continuation of this paper, we plan to study equation (1.1), on the whole Euclidean space $\mathbb{R}^n$, and intend to obtain the decay estimates of solutions.

Naturally, there are still unexplored objects in this direction. For example, it would be interesting to study equation (1.1) with other degeneracies $a(t)$ than the hypothesis (H), for example when $a(t)$ represent a periodic function. The question of the optimality of the decay rates also remains open in general. In some cases ($p$-Laplacian, porous medium), it can be proved by minimizing functionals, as in [34]. This approach was previously applied in [18] for the non-degenerate case. It seems interesting to extend the results obtained in this paper to other fractional derivatives, such as the distributed order fractional derivative, the fractional derivative with Sonine kernel etc.
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