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Abstract

This paper introduces a new online learning framework for multiclass classification called learning with diluted bandit feedback. At every time step, the algorithm predicts a candidate label set instead of a single label for the observed example. It then receives a feedback from the environment whether the actual label lies in this candidate label set or not. This feedback is called "diluted bandit feedback". Learning in this setting is even more challenging than the bandit feedback setting Kakade et al. [2008], as there is more uncertainty in the supervision. We propose an algorithm for multiclass classification using dilute bandit feedback (MC-DBF), which uses the exploration-exploitation strategy to predict the candidate set in each trial. We show that the proposed algorithm achieves $O\left(\frac{T^{1/2}}{m^2} \right)$ mistake bound if candidate label set size (in each step) is $m$. We demonstrate the effectiveness of the proposed approach with extensive simulations.

1 INTRODUCTION

In multi-class classification, the learning algorithm is given access to the examples and their actual class labels. The goal is to learn a classifier which given an example, correctly predicts its class label. This is called the full information setting. In the full information setting, online algorithms for multiclass classification are discussed in Crammer and Singer [2003], Fink et al. [2006], Matsushima et al. [2010]. In many applications, we do not get labels for all the examples. Instead, we can only access whether the predicted label for an example is correct. This is called bandit feedback setting Kakade et al. [2008]. Bandit feedback-based learning is useful in several web-based applications, such as sponsored advertising on web pages and recommender systems as mentioned in Kakade et al. [2008].

In the linearly separable case, Kakade et. al. [2008] propose Banditron algorithm which can learn using bandit feedbacks. Banditron makes $O(\sqrt{T})$ expected number of mistakes in the linearly separable case and $O(T^{2/3})$ in the worst case. On the other hand, Newtron Hazan and Kale [2011] (based on the online Newton method) achieves $O(\log T)$ regret bound in the best case and $O(T^{2/3})$ regret in the worst case. Beygelzimer et. al. [2017] propose Second Order Banditron (SOBA) which achieves $O(\sqrt{T})$ regret in the worst case.

In the bandit feedback-based approaches, the algorithm predicts a single label and seeks the feedback whether the predicted label is correct. Here, we introduce a new learning framework called "learning under diluted bandit feedback". At every time step, when the algorithm observes a new example, it predicts a candidate label set instead of a single label. Now the algorithm seeks the oracle’s feedback whether the actual label lies in this candidate label set or not. Note that learning in this setting is even more challenging than bandit feedback setting as there is another level of uncertainty in the supervision. That is, if the feedback says that the actual label lies in a possible set of diseases, the result of the treatment here is diluted bandit feedback. It does not tell the exact disease but only indicates whether the actual disease lies in a possible set of diseases.

Diluted bandit feedback-based learning can be useful in many applications. For example, consider the situation where a doctor is trying to diagnose a patient. Based on the patient’s initial symptoms, she starts the treatment with some idea about possible diseases. Based on the treatment outcome, the doctor would know whether the actual disease was correctly diagnosed in the possible diseases guessed by the doctor. The result of the treatment here is diluted bandit feedback. It does not tell the exact disease but only indicates whether the actual disease lies in a possible set of diseases.

Another example would be that of advertising on web pages. The user first queries the system. Based on the query and
user-specific information, the system makes a prediction as a set of advertisements. Finally, the user may either click on one of the ads or just ignore all of them. The action of the user clicking or ignoring the advertisements is the dilute bandit feedback. In the cases mentioned above, knowing the ground truth label beforehand may not always be possible. Hence, this provides the motivation for coming up with the setting and the corresponding algorithm.

Note that diluted bandit feedbacks make the supervision weaker than bandit feedbacks. In this paper, we attempt the problem of learning multiclass classifier using diluted bandit feedbacks. To the best of our knowledge, this is the first work in this direction. Following are the key contributions in this paper:

• We propose an algorithm which learns multiclass classifier using diluted bandit feedbacks.
• We show that the proposed algorithm achieves sub-linear mistake bound of $O(T^{1-(m+2)^{-1}})$, where $m$ is the size of the subset predicted.
• We experimentally show that the proposed approach learns efficient classifiers using diluted bandit feedbacks.

The main novelty of the MC-DBF algorithm is that it is able to train even under the dilute bandit feedback setting. Comparing the dilute bandit feedback with the bandit and full information setting, we see that the amount of feedback that MC-DBF receives at the time of training is very less. In spite of this, our algorithm achieves an error rate that is comparable to that of algorithms that receive bandit feedback (Banditron) or full feedback (Perceptron) at the time of training. The dilute bandit feedback setting has been introduced for the first time in our paper and this algorithm is the first approach to train a classifier in this type of setting.

2 PROBLEM SETTING: DILUTED BANDIT FEEDBACK

We now formally describe the problem statement for our multi-class classification with diluted bandit feedback. The classification is done in a sequence of rounds. At each round $t$, the algorithm observes an instance $x_t \in \mathbb{R}^d$. The algorithm predicts a set of labels $\tilde{Y}_t \subset \{1, \ldots, k\}$ such that $|\tilde{Y}_t| = m$. After predicting the set of labels, we observe the feedback $I\{y_t \in \tilde{Y}_t\}$ where $y_t$ is the true label corresponding to the input $x_t$. $I\{y_t \in \tilde{Y}_t\} = 1$ if $y_t \in \tilde{Y}_t$ else 0. In this type of bandit feedback, the classifier receives the information if the predicted set contains the correct label or not. There are two possibilities of the value of $m$.

• Case 1 ($m = 1$): Here, $\tilde{Y}_t = \hat{y}_t$ and the feedback reduces to $I\{y_t = \hat{y}_t\}$ which is discussed in Kakade et al. [2008], Hazan and Kale [2011a], Arora and Manwani [2020]. Thus, when $I\{y_t = \hat{y}_t\} = 1$, we know the true label. On the other hand, $I\{y_t = \hat{y}_t\} = 0$, the true label can be anything among $[k] \setminus \hat{y}_t$.

• Case 2 ($1 < m < k$): Here, the uncertainty is present in both possibilities of the feedback $I\{y_t \in \tilde{Y}_t\}$. When $I\{y_t \in \tilde{Y}_t\} = 1$, then the true label could be anything among the labels in the set $\tilde{Y}_t$. When $I\{y_t \in \tilde{Y}_t\} = 0$, the true label lies in the set $[k] \setminus \tilde{Y}_t$. Thus, in both possibilities of the feedback, there is ambiguity about the true label. Hence the name diluted bandit feedback.
Algorithm 1: MC-SLP: Multiclass Classification using Subset Label Prediction
Parameters: $\gamma \in (0,1.0)$;
Initialize $W^1 = 0 \in \mathbb{R}^{k \times d}$;
for $t=1, \ldots, T$ do
| Receive $x' \in \mathbb{R}^d$; |
| Predict $\hat{Y}(x',W^t)$ and receive feedback $y'$; |
| Define $U_{i,j}^t = x'_j \left( I\{r = y'\} - \frac{m}{m} I\{r \in \hat{Y}(x',W^t)\} \right)$; |
| Update: $W^{t+1} = W^t + U^t$; |
end

This paper is mainly concerned about Case 2, where $1 < m < k$ (diluted bandit feedback setting). The algorithm’s final goal is to minimize the number of prediction mistake $M$ as defined below.

$$M := \sum_{t=1}^{T} I\{y' \notin \hat{Y}^t\} \quad (1)$$

To the best of our knowledge, this is first time diluted bandit feedback setting has been discussed.

3 PROPOSED APPROACH

The algorithm tries to learn a linear classifier parameterized by a weight matrix $W \in \mathbb{R}^{k \times d}$. To formulate the algorithm which learns using diluted bandit feedback, let us first look at a simple full information approach.

3.1 MULTICLASS ALGORITHM WITH SUBSET LABEL PREDICTION: A FULL INFORMATION APPROACH

Consider the approach where the algorithm can predict a subset of labels. We first define label set prediction function.

Definition 1. Label Set Prediction Function $\hat{Y}(x,W)$: Given an example $x$ and a weight matrix $W \in \mathbb{R}^{k \times d}$, we denote predicted label set of size $m$ as $\hat{Y}(x,W)$. We define $\hat{Y}(x,W) := \{a_1, \ldots, a_m\}$ where

$$a_i = \arg \max_{j \in [k] \setminus \{a_1, \ldots, a_{i-1}\}} (Wx)_j.$$  

Thus, $\hat{Y}(x,W)$ predicts top $m$-labels based on $m$-largest values in the vector $Wx$. Then we observe the true label $y \in [k]$. We use following variant of 0-1 loss to capture the discrepancy between the true label ($y$) and the predicted label set

$$L_{0-1} = I\{y \notin \hat{Y}(x,W)\} \quad (2)$$

But, this loss is not continuous. So, we use following average hinge loss as a surrogate loss function,

$$L_{avg}(W,(x,y)) = \left[ 1 - (Wx)_y + \frac{1}{m} \sum_{i \in \hat{Y}(x,W)} (Wx)_i \right]_+ \quad (3)$$

where $[A]_+ = A$ if $A > 0$ else 0. It is easy to see that $L_{avg}$ is upper bound to $L_{0-1}$.

Lemma 2. $L_{avg}$ is an upper-bound on $I\{y \in \hat{Y}(x,W)\}$, that is $L_{avg} \geq I\{y \notin \hat{Y}(x,W)\}$.

An online algorithm in this setting can be easily derived by using stochastic gradient descent on the loss $L_{avg}$. We call it MC-SLP (multiclass classification using subset label prediction). The algorithm works as follows. At trial $t$ we observe example $x'$. We predict the label set $\hat{Y}(x',W^t)$ using the existing parameters $W^t$. Then we observe the true label $y'$. We update the parameters using stochastic gradient descent on the loss $L_{avg}$ which results in the update equation $W^{t+1} = W^t + U^t$ where $U^t$ is described as follows.

$$U_{i,j}^t = x'_j \left( I\{r = y\} - \frac{I\{r \in \hat{Y}(x',W^t)\}}{m} \right). \quad (4)$$

We repeat this process for $T$ number of trials. The complete description of this approach is given in Algorithm 1. Note that MC-SLP is a full information type algorithm as we get access to the true label for each example. The following is true for MC-SLP (Algorithm 1).

Lemma 3. Let $W^t$ be the weight matrix in the beginning of trial $t$ of MC-SLP and $U^t$ be the update matrix in trial $t$ by MC-SLP. Let $\langle W^t, U^t \rangle = \sum_{r=1}^{k} \sum_{j=1}^{d} W_{r,j} U_{r,j}^t$ (matrix inner product). Then,

$$L_{avg}(W^t,(x',y')) \geq I\{y' \notin \hat{Y}(x',W^t)\} - \langle W^t, U^t \rangle$$

This lemma gives us a lower bound on the loss $L_{avg}$ computed for example $x'$ at trial $t$. This is a useful result which we will need later.

3.2 MC-DBF: MULTICLASS LEARNING WITH DILUTED BANDIT FEEDBACK

We now describe the algorithm for learning using diluted bandit feedback. Here, for each example $x'$, we do not receive the true label $y'$. We instead receive the feedback whether $y'$ lies in the predicted label set $\hat{Y}^t$ (i.e. $I\{y' \in \hat{Y}^t\}$). The algorithm works as follows.

At each iteration $t$, we receive $x'$ as input. We find $\hat{Y}(x',W^t) = \{a_1, a_2, \ldots, a_m\}$ where

$$a_i = \arg \max_{j \in [k] \setminus \{a_1, \ldots, a_{i-1}\}} (W^t x')_j.$$
We define probability distribution $P$ on individual class labels as follows.

$$P(r) = \frac{(1 - \gamma)}{m} I\{r \in \hat{Y}(x', W')\} + \frac{\gamma}{K}, \forall r \in [k]$$ (5)

Here, $\gamma$ is the exploration parameter. Let $S$ denote the set of all $m$ size subsets of $\{1, \ldots, k\}$. We call them superarms of size $m$. Now, we define probability distribution $Z$ on the set $S$ as follows. For all $A = \{b_1, \ldots, b_m\} \in S$, we define

$$Z(A) = P(b_1)P(b_2|b_1) \cdots P(b_m|b_1, \ldots, b_{m-1}),$$

where $P(b_1|b_2, \ldots, b_m) = \frac{P(b_1)}{1 - P(b_1) - \cdots - P(b_{m-1})}$, $Z(A)$ is the probability of choosing $b_1, b_2, \ldots, b_m$ from the set $[k]$ without replacement.

We randomly sample $\hat{Y}$ from $Z$ and predict $\hat{Y}$. We receive the diluted bandit feedback $I\{y' \in \hat{Y}\}$. We update the weight matrix as $W^{t+1} = W^t + \hat{U}^t$, where

$$\hat{U}^t_{r,j} = x_j^t \left( \frac{\|I\{y' \in \hat{Y}\}I\{r \in \hat{Y}\} - I\{r \in \hat{Y}\}}{Z(\hat{Y})} \right) \tau_2 - \tau_2$$ (6)

where $\tau_1 = m - 2p_{m-1}$ and $\tau_2 = \frac{m-1}{m}$. $\hat{U}^t$ accesses $y'$ only through the indicator $I\{y' \in \hat{Y}\}$. We will see that $\hat{U}^t$ is an unbiased estimator of $U^t$ using the following Lemma.

Lemma 4. Consider $\hat{U}^t$ defined in Eq. (6). Then, $\mathbb{E}_Z[\hat{U}^t] = U^t$, where $U^t$ is defined in Eq. (4).

4 MISTAKE BOUND ANALYSIS OF MC-DBF

In this section, we derive the expected mistake bound ($\mathbb{E}_Z[\hat{M}]$) for the proposed approach MC-DBF (Algorithm 2). To get the mistake bound, we first need to derive some intermediate results. We first derive an upper bound the expected value of the Frobenius norm of the update matrix $U^t$.

Lemma 5.

$$\mathbb{E}_Z[\|\hat{U}^t\|^2] \leq \|x^t\|_2^2 \left[ \frac{m \kappa^m k^m}{\gamma^m \tau_1^2} - \frac{2m \tau_2}{\tau_1} - \frac{2}{\tau_1} \right] + k\left(\frac{\tau_2^2}{m} + \frac{2m \tau_2}{\tau_1} + \frac{2}{\tau_1}\right) \mathbb{I}\{y' \notin \hat{Y}(x', W')\}$$

Now we derive the expected mistake bound $\mathbb{E}_Z[\hat{M}]$ using Theorem as follows.

Theorem 6. Assume that for the sequence of examples, $(x^1, y^1), \ldots, (x^T, y^T)$, we have, for all $t$, $x^t \in \mathbb{R}^d$, $\|x^t\| \leq 1$ and $y^t \in [k]$. Let $W^*$ be any matrix and let $R_T$ be the cumulative average hinge loss of $W^*$ defined as follows.

$$R_T = \sum_{t=1}^{T} L_{avg}(W^*, (x^t, y^t)).$$

Let $D$ be the complexity of $W^*$ defined as below: $D = 2\|W^*\|^2_\infty$. Then the number of mistakes $\hat{M}$ made by the Algorithm 2 satisfies

$$\mathbb{E}_Z[\hat{M}] \leq R_T + \sqrt{\frac{\lambda_1 DR_T}{2}} + 3 \max \left( \frac{\lambda_1 D}{2} \sqrt{\frac{(\lambda_2 + 1) DT}{2}} \right) + \gamma T.$$ (7)

where $\mathbb{E}_Z[\hat{M}] = \sum_{t=1}^{T} \mathbb{I}\{y' \notin \hat{Y}(x', W')\}$, $\lambda_1 = \frac{2}{\tau_1}$ and

$$\lambda_2 = \left[ \frac{m \kappa^m k^m}{\gamma^m \tau_1^2} - \frac{2m \tau_2}{\tau_1} - \frac{2}{\tau_1} \right] + k\left(\frac{\tau_2^2}{m} + \frac{2m \tau_2}{\tau_1} + \frac{2}{\tau_1}\right)$$

We will now analyze different cases and find out the mistake bound in those cases. Before going ahead, we state a new separability definition as follows.

Definition 7. Linear Separability: A sequence of examples, $(x^1, y^1), \ldots, (x^T, y^T)$ is linearly separable if there exists a matrix $W^* \in \mathbb{R}^{d \times d}$ such that

$$(W^* x^i)_j - (W^* x^i)_i \geq 1, \forall i \neq y', \forall t \in [T].$$

Note that linear separability also implies $(W^* x^i) - \frac{1}{m} \sum_{t \in [T]} (W^* x^i)_t \geq 1, \forall t \in [T]$. Which
implies $L_{\text{avg}}(W^*, (\mathbf{x}^t, y^t)) = 0$, $\forall t \in [T]$. Thus, when a sequence of examples $(\mathbf{x}^1, y^1), \ldots, (\mathbf{x}^T, y^T)$ is linearly separable with respect to a weight matrix $W^*$, then

$$R = \sum_{t=1}^{T} L_{\text{avg}}(W^*, (\mathbf{x}^t, y^t)) = 0.$$ 

**Corollary 8.** Let $(\mathbf{x}^1, y^1), \ldots, (\mathbf{x}^T, y^T)$ be the sequence of examples which are linearly separable. Then algorithm MC-DBF achieves $O(T^{1-\frac{1}{m+2}})$ mistake bound on it.

**Corollary 9.** Moreover, if we consider $R_T \leq O(T^{1-\frac{1}{m+2}})$, by setting $\gamma = O((\frac{1}{T})^\frac{1}{m+2})$, we get that $E[Z[M]] \leq O(T^{1-\frac{1}{m+2}})$.

Thus, we see that on increasing $m$, running time complexity of the algorithm also increases.

## 5 EXPERIMENTS

This section shows the experimental results of the proposed algorithm MC-DBF (Algorithm 2) and its comparison with other benchmark algorithms on various datasets.

### 5.1 DATASETS USED AND PREPROCESSING

We use CIFAR-10 [Krizhevsky et al., 2009], SVHN [Netzer et al., 2011], MNIST [LeCun et al., 2010] and Fashion-MNIST [Xiao et al., 2017] datasets to show experimental results. We use VGG-16 [Simonyan and Zisserman, 2014] model that is pre-trained on ImageNet dataset to extract the features. We use TensorFlow framework [Abadi et al., 2015] on all the datasets mentioned above for feature extraction using VGG-16. All the experiments have been executed on a machine with Intel (R) Xeon(R) CPU @ 2.30 GHz with 12.72 Gb of RAM.

The images are passed through the VGG-16 network, and then relevant features are extracted from the last layer of VGG-16 network. The final dimension of the features extracted for each dataset is 512.

In addition to the datasets mentioned above, we also use a synthetic linearly separable dataset SYNEP [Kakade et al., 2008] for the purpose of comparison.

### 5.2 BENCHMARK ALGORITHMS

We compare the proposed approach MC-DBF with Perceptron [Crammer and Singer, 2003], which is an algorithm for full information setting. Second Order Banditron (SOBA) [Beygelzimer et al., 2017], which is a bandit feedback algorithm. We also compare with MC-SLP, which is a full information version of MC-DBF. We will use three types of values of $m$ - (low, medium, high) in MC-DBF to observe the effect of variations in $m$.

### 5.3 EXPERIMENTAL SETUP AND PERFORMANCE METRIC

We run each of the algorithms mentioned above for 1,000,000 iterations for 10 independent runs for every dataset. In each iteration, we calculate the error rate (number of incorrectly classified samples averaged over the total number of rounds). For calculating the error rate we compare the ground truth label $y_t$, with the predicted label $y^t = \arg\max_{j \in [k]} (W^*)_j$. The final plots have error rate averaged over the 10 independent trials on the Y-axis and number of trials on the X-axis.

### 5.4 CHOOSING OPTIMAL VALUE OF $\gamma$ IN MC-DBF

MC-DBF takes $\gamma$ as a parameter. To choose the parameter’s best values, we plot the trend of error rates for varying values of $\gamma$. We choose the value of $\gamma$ for which the error rate value is minimized from these plots. While calculating the error rate, we compare the true label $y_t$ with the predicted label $y^t = \arg\max_{j \in [k]} (W^*)_j$. We use a similar process to get optimal values of hyper-parameters for the other benchmark algorithms.

Figure 2 shows the trend of the converged error rates with $\log(\gamma)$ on all the datasets for all the algorithms. The best values of $\gamma$ for MCDDBF for different datasets have been summarized in Table 1. All the final plots have been made using these optimal values.

### 5.5 COMPARISON OF MC-DBF WITH BENCHMARKING ALGORITHMS

Figure 3 presents the comparison results of our proposed algorithm (MC-DBF) using different values of $m$ with Per-
Figure 2: Searching best value of $\gamma$: graphs show converged error rates for MC-DBF (with different values of $m$) and Second Order Banditron (SOBA) for varying values of $\gamma$. The $\gamma$ values on the X-axis are on a log scale.

We observe the MC-DBF algorithm performs well for low and medium values of $m$. Its performance is comparable to the Banditron algorithm in almost all the datasets and even comparable to Perceptron in the Fashion-MNIST and SVHN datasets for low values of $m$. We must keep in mind that increasing the value of $m$ forces the value of feedback to become more diluted, which is correctly demonstrated by high values of $m$ in the figure.

Figure 4 shows the comparison results of our proposed algorithm MC-DBF with MC-SLF (full information version of MC-DBF) for different values of $m$. We observe that MC-DBF converges to MC-SLF in all the datasets, which is expected as according to Lemma 4 $\mathbb{E}_Z[\tilde{U}] = U$.

Figure 6 shows the comparison of the various benchmark algorithms with our proposed algorithm (MC-DBF) using different values of $m$ on the SYNSEP dataset, which is a linearly separable dataset. The $x$ and $y$ axes have been plotted on a log scale. From the figure, we observe that our proposed algorithm performs comparable to Second Order Banditron (SOBA), in the linearly separable case as well.

5.6 EFFECT OF CHANGING VALUES OF M

Figure 5 shows the trend of the error rate of MC-DBF versus $m$ for all the datasets. We observe that the error rate increases on increasing $m$ which is not surprising as increasing $m$ implies feedback to the algorithm becomes increasing dilute leading to increasing error-rate for the same number of rounds and constant $\gamma$.

6 CONCLUSION

This paper proposed a multiclass classification algorithm that uses diluted bandit feedback for training, namely MC-BDF. We used the exploration-exploitation strategy to predict a subset of labels in each trial. We then update the matrix, using an unbiased estimator of the MC-SLP update matrix (full information version of MC-DBF). We also proved the upper bound for the expected number of mis-
Figure 3: Comparison of MC-DBF Algorithm using different values of $m$ with Perceptron (benchmark algorithm with full information feedback) and Second Order Banditron (SOBA) (benchmark algorithm for bandit feedback).

We also experimentally compared MC-DBF with other benchmark algorithms for the full/bandit feedback settings on various datasets. The results show that our algorithm MC-DBF performs comparably to the benchmark algorithms, despite receiving lesser feedback on most of the datasets.
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7 PROOF OF LEMMA 2

There are basically two cases that we have to analyse.

• $y' \notin \hat{Y}(x', W')$: In this case, we see that $\frac{1}{m} \sum_{i \in \hat{Y}(x', W')}(W^t \cdot x'_i) \geq (W^t \cdot x'_i)_i$ due to the way $\hat{Y}(x', W')$ is generated. Thus,

$$L_{\text{avg}} = 1 - (W^t \cdot x')_y + \frac{1}{m} \sum_{i \in \hat{Y}(x', W')} (W^t \cdot x'_i) \geq 1$$

$$= \mathbb{I}\{y' \notin \hat{Y}(x', W')\}$$

Therefore, $L_{\text{avg}} \geq \mathbb{I}\{y' \notin \hat{Y}(x', W')\}$.

8 PROOF OF LEMMA 3

We know from the definition of $U^t$, that

$$U^t_{r,j} = \chi_j \left( \mathbb{I}\{r = y_i\} - \frac{m}{m} \mathbb{I}\{r \in \hat{Y}(x', W')\} \right)$$ (8)

Substituting this in $\langle W^t, U^t \rangle$ results in,

$$\langle W^t, U^t \rangle = (W^t \cdot x')_y - \frac{1}{m} \sum_{i \in \hat{Y}(x', W')} (W^t \cdot x'_i)$$ (9)

We now have three cases:

• $y' \notin \hat{Y}(x', W')$: This implies that

$$(W^t \cdot x'_i) \geq (W^t \cdot x'_i)_y \quad \forall i \in \hat{Y}(x', W')$$

Summing over all $i \in \hat{Y}(x', W')$, we get

$$\frac{1}{m} \sum_{i \in \hat{Y}(x', W')} (W^t \cdot x'_i)_y \geq (W^t \cdot x'_i)_y$$

$$\Rightarrow 1 - (W^t \cdot x')_y + \frac{1}{m} \sum_{i \in \hat{Y}(x', W')} (W^t \cdot x'_i)_y \geq 0.$$ 

Thus,

$$L_{\text{avg}}(W^t, (x', y')) = 1 - (W^t \cdot x')_y + \frac{1}{m} \sum_{i \in \hat{Y}(x', W')} (W^t \cdot x'_i)_y$$

$$= 1 - \langle W^t, U^t \rangle$$

$$= \mathbb{I}\{y' \notin \hat{Y}(x', W')\} - \langle W^t, U^t \rangle$$

• $y' \in \hat{Y}(x', W')$ and $\frac{1}{m} \sum_{i \in \hat{Y}(x', W')} (W^t \cdot x'_i)_i \geq (W^t \cdot x'_i)_y$: In this case also,

$$L_{\text{avg}}(W^t, (x', y')) = 1 - (W^t \cdot x')_y + \frac{1}{m} \sum_{i \in \hat{Y}(x', W')} (W^t \cdot x'_i)_y$$

$$= 1 - \langle W^t, U^t \rangle$$

$$\geq -\langle W^t, U^t \rangle$$

$$= \mathbb{I}\{y' \in \hat{Y}(x', W')\} - \langle W^t, U^t \rangle$$

• $y' \notin \hat{Y}(x', W')$ and $\frac{1}{m} \sum_{i \in \hat{Y}(x', W')} (W^t \cdot x'_i)_i < (W^t \cdot x'_i)_y$: In this case, using Eq. (9), we get

$$\langle W^t, U^t \rangle > 0$$

As $L_{\text{avg}}(W^t, (x', y')) \geq 0$ by definition of hinge loss, we get

$$L_{\text{avg}}(W^t, (x', y')) \geq 0$$

$$\geq -\langle W^t, U^t \rangle$$

$$= \mathbb{I}\{y' \notin \hat{Y}(x', W')\} - \langle W^t, U^t \rangle$$

Hence, using from these three cases, we infer that

$$L_{\text{avg}}(W^t, (x', y')) \geq \mathbb{I}\{y' \notin \hat{Y}(x', W')\} - \langle W^t, U^t \rangle$$
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For all $r \in [k]$ and for all $j \in [d]$ we have:

$$
\mathbb{E}_Z[\hat{U}_{r,j}'] = \sum_A Z(A) x'_j \left( \mathbb{I}\{y' \in A\} \mathbb{I}\{r \in A\} \mathbb{I}\{r \in \hat{Y}(x', W')\} \right) - \frac{m-1}{k-m} \frac{m^{k-2} P_{m-1}}{m^{k-2} P_{m-1}} - m \mathbb{I}\{r \in \hat{Y}(x', W')\} + \frac{m-1}{k-m} \mathbb{I}\{r \in \hat{Y}(x', W')\}
$$

Thus, we have proved that $\mathbb{E}_Z[\hat{U}'] = U'$.
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We first find a lower bound on the probability of a superarm $A$.

**Proposition 10.** Let $A = \{b_1, \ldots, b_m\} \in \mathcal{S}$ and $Z(A)$ be the probability of selecting super-arm $A$. Then, we can show that $Z(A) \geq \frac{\gamma}{k} \left(\frac{Z(A)}{m}\right)^{m-1} e^{-(m-1)}$.

**Proof.** As $Z(A)$ is the probability of choosing $\{b_1, b_2, \ldots, b_m\}$ from the set $[k]$ without replacement. We see that

$$
Z(A) = \mathbb{P}(b_1) \mathbb{P}(b_2 | b_1) \ldots \mathbb{P}(b_m | b_1, \ldots, b_{m-1})
$$

where the last inequality holds because $\mathbb{P}(b_i) \geq \frac{\gamma}{k}, \forall i$ (as $P(b_i) = \frac{(1-\gamma) m}{m} \mathbb{I}\{b_i \in \hat{Y}(x', W')\} + \frac{\gamma}{k}$).

We first compute the value of $||\hat{U}'||_2^2$. There are 2 cases possible:

- $y' \notin \hat{Y}'$: $\hat{U}'_r = x'_j - \frac{m-1}{k-m} \frac{m^{k-2} P_{m-1}}{m^{k-2} P_{m-1}} - \frac{m-1}{k-m} \mathbb{I}\{r \in \hat{Y}(x', W')\}$

$$
||\hat{U}'||_2^2 = ||x'||_2^2 \left[m \tau_2 + \frac{1}{m} \right]^2 + (k-m) \tau_2^2 \mathbb{E}[||\hat{U}'||_2^2 | y' \notin \hat{Y}'] = ||x'||_2^2 \left[m \tau_2 + \frac{1}{m} \right]^2 + (k-m) \tau_2^2
$$

- $y' \in \hat{Y}'$:

$$
||\hat{U}'||_2^2 = \frac{m}{Z(\hat{Y}')^2} - \frac{2 m \tau_2}{Z(\hat{Y}') \tau_1} + m \tau_2 + \frac{1}{m} \mathbb{I}\{y' \notin \hat{Y}(x', W')\}
$$

$$
\leq ||x'||_2^2 \left[m \tau_2 + \frac{1}{m} \right]^2 + (k-m) \tau_2 + \frac{1}{m} \mathbb{I}\{y' \notin \hat{Y}(x', W')\}
$$

$$
+ ||x'||_2^2 \left[m \tau_2 + \frac{1}{m} \right]^2 + (k-m) \tau_2 + \frac{1}{m} \mathbb{I}\{y' \notin \hat{Y}(x', W')\}
$$

$$
= \frac{2 ||x'||_2^2}{\tau_1} \mathbb{I}\{y' \in \hat{Y}(x', W')\}
$$

Thus, we have a lower bound on the probability of a superarm $A$. 
Taking expectation on both sides, we get the following.

\[
\mathbb{E}[||\tilde{U}'||_2^2 | y' \in \tilde{Y}'] \leq ||x'||_2^2 \left[ \sum_{y_i \in \tilde{Y}' \cap C_i} \frac{1}{Z(y_i)} \right] + m[\tau_2 + \frac{1}{m^2} + (k - m)[\tau_2^2] - \frac{2m\tau_2}{\tau_1} - \frac{2}{\tau_1}] + 2||x'||_2^2 \mathbb{I}\{y' \notin \hat{Y}(x', W')\}
\]

We use the lower bound on \(Z(A), A \in \mathbb{S}\) derived in Proposition 10. Also, using the fact that \(||\tilde{Y}' | y' \in \tilde{Y}'|| \leq k_{P_m}\), we get

\[
\mathbb{E}[||\tilde{U}'||_2^2 | y' \in \tilde{Y}'] \leq ||x'||_2^2 \left[ \frac{mk^m k_{P_m}}{\gamma m^2 \tau_1^2} - \frac{2m\tau_2}{\tau_1} - \frac{2}{\tau_1} \right] + m[\tau_2 + \frac{1}{m^2} + (k - m)[\tau_2^2] - \frac{2m\tau_2}{\tau_1} - \frac{2}{\tau_1}] + 2||x'||_2^2 \mathbb{I}\{y' \notin \hat{Y}(x', W')\}
\]

Let \(\Gamma = \mathbb{P}(y' \in \tilde{Y}')\). Thus, \(\mathbb{E}_Z[||\tilde{U}'||_2^2]\) can be upper bounded as follows.

\[
\mathbb{E}_Z[||\tilde{U}'||_2^2] = \mathbb{P}(y' \in \tilde{Y}') \mathbb{E}[||\tilde{U}'||_2^2 | y' \in \tilde{Y}'] + (1 - \mathbb{P}(y' \in \tilde{Y}')) \mathbb{E}[||\tilde{U}'||_2^2 | y' \notin \tilde{Y}'] \leq \Gamma ||x'||_2^2 \left[ \frac{mk^m k_{P_m}}{\gamma m^2 \tau_1^2} - \frac{2m\tau_2}{\tau_1} - \frac{2}{\tau_1} \right] + m[\tau_2 + \frac{1}{m^2} + (k - m)[\tau_2^2] - \frac{2m\tau_2}{\tau_1} - \frac{2}{\tau_1}] + 2\Gamma ||x'||_2^2 \mathbb{I}\{y' \notin \hat{Y}(x', W')\} + (1 - \Gamma) ||x'||_2^2 \left[ \sum_{y_i \in \tilde{Y}' \cap C_i} \frac{1}{Z(y_i)} \right] + m[\tau_2 + \frac{1}{m^2} + (k - m)[\tau_2^2] - \frac{2m\tau_2}{\tau_1} - \frac{2}{\tau_1}] + 2||x'||_2^2 \mathbb{I}\{y' \notin \hat{Y}(x', W')\} 
\]

Thus we get,

\[
\mathbb{E}_Z[||\tilde{U}'||_2^2] \leq ||x'||_2^2 \left[ \frac{mk^m k_{P_m}}{\gamma m^2 \tau_1^2} - \frac{2m\tau_2}{\tau_1} - \frac{2}{\tau_1} \right] + k[\tau_2 + \frac{1}{km} + \frac{2\tau_2}{k}] + 2||x'||_2^2 \mathbb{I}\{y' \notin \hat{Y}(x', W')\}
\]
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We start the proof by defining the inner product between two matrix \(W^*\) and \(W_t\) as follows:

\[
(W^*, W_t) = \sum_{r=1}^{k} \sum_{j=1}^{d} W^*_{r,j} W_{t,j}
\]

We will next try to upper-bound and lower-bound \(\mathbb{E}_Z[(W^*, W_t)\] with the assumption that \(W_t = 0\). Let us first start with lower-bound.

**Lower-bound of \(\mathbb{E}_Z[(W^*, W_t)\):** We first define a new variable \(\Delta_t\):

\[
\Delta_t = \mathbb{E}_Z[(W^*, \tilde{U}')] - \mathbb{E}_Z[(W^*, U')]\]

Also, we know from the definition of Update Matrix \(U'\), that \(W_{t+1} = W_t + \tilde{U}'\). Substituting this in the above equation gives,

\[
\Delta_t = \mathbb{E}_Z[(W^*, \tilde{U}')]
\]

Using Lemma 3, we know that,

\[
L_{avg}(W^*, (x', y')) \geq \mathbb{I}\{y' \notin \hat{Y}(x', W^*)\} - (W^*, U')\]

Therefore, taking Expectation on both sides and summing over \(t\) we get

\[
\sum_{t} \Delta_t \geq \sum_{t} \mathbb{E}_Z[\mathbb{I}\{y' \notin \hat{Y}(x', W^*)\}] - \sum_{t} L_{avg}(W^*, (x', y')) \geq \mathbb{E}_Z[M] - R_T\]

where \(M = \sum_{t} \mathbb{I}\{y' \notin \hat{Y}(x', W^*)\}\) and \(R_T\) is the cumulative hinge loss defined. Therefore,

\[
\mathbb{E}_Z[(W^*, W_{t+1})] = \sum_{t} \Delta_t \geq \mathbb{E}_Z[M] - R_T
\]

Hence we get the lower-bound for \(\mathbb{E}_Z[(W^*, W_{t+1})]\). Now we will try to derive its upper bound.
Upper-bound on $\mathbb{E}_Z[\langle W^*, W^{T+1} \rangle]$; Using Cauchy-Schwartz inequality, we get the following,

$$\langle W^*, W^{T+1} \rangle \leq \|W^*\|_F \|W^{T+1}\|_F$$ (17)

where $\|.\|_F$ is the Frobenius Norm. Using the definition of $D$, the concavity of the square root function and Jensen’s inequality, we can obtain that

$$\mathbb{E}_Z[\|W^{T+1}\|_F^2] \leq \sqrt{\frac{D \mathbb{E}_Z[\|W^{T+1}\|_F^2]}{2}}$$ (18)

Now, we need to upper bound the expected value of $\|W^{T+1}\|_F^2$. Using the definition of $W^{T+1}$, we get

$$\mathbb{E}_Z[\|W^{T+1}\|_F^2] = \mathbb{E}_Z[\|W\|_F^2 + \langle W^T, U^T \rangle + ||U^T||_F^2]$$

$$\sum_{i=1}^T (\mathbb{E}_Z[\langle W^i, U^i \rangle] + \mathbb{E}_Z[||U^i||_F^2])$$ (19)

Using Lemma 4, we know that

$$\mathbb{E}_Z[\langle W^i, U^i \rangle] = \mathbb{E}_Z[\langle W^i, U^i \rangle]$$ (20)

Using Lemma 5, we can also obtain an Upper bound on $\mathbb{E}_Z[||U^i||_F^2]$ of the form:

$$\mathbb{E}_Z[||U^i||_F^2] \leq ||x\||^2 \left[ \lambda_1 1(y' \notin \hat{Y}(x', W^i)) + \lambda_2 \right]$$ (21)

where $\lambda_1$ and $\lambda_2$ are as defined below:

$$\lambda_1 = \frac{2}{\tau_1}$$

$$\lambda_2 = \frac{mk m^l k m}{\gamma m^l \tau_1^2} - \frac{2m \tau_2}{\tau_1} + \frac{k [\tau_2^2 + \frac{1}{km} + \frac{2\tau_2}{k}]}{\tau_1}$$ (22)

Also, using the Cauchy-Schwartz inequality again we get

$$\langle W^T, U^T \rangle \leq ||W^T||_F^2 ||U^T||_F^2 \leq 1$$ (23)

If we use Eq. (19) and (21) and assume $||x\|| \leq 1 \forall t$, we can obtain that

$$\mathbb{E}_Z[\|W^{T+1}\|_F^2] \leq \sum_{i=1}^T \mathbb{E}_Z[\lambda_1 1(y' \notin \hat{Y}(x', W^i)) + \lambda_2 + 1]$$

$$\leq \lambda_1 \mathbb{E}_Z[1] + (\lambda_2 + 1) T$$ (24)

Substituting this in Eq. (18) and using the inequality $\sqrt{a+b} \leq \sqrt{a} + \sqrt{b}$, we can upper-bound $\mathbb{E}_Z[\langle W^*, W^{T+1} \rangle]$ as follows:

$$\mathbb{E}_Z[\|W^*\|_F \|W^{T+1}\|_F] \leq \sqrt{\frac{D \mathbb{E}_Z[\|W^{T+1}\|_F^2]}{2}}$$

$$\leq \sqrt{\frac{\lambda_1 D \mathbb{E}_Z[1]}{2}} + \sqrt{\frac{(\lambda_2 + 1) DT}{2}}$$ (25)

Now, we have both the upper bound and lower-bound for $\mathbb{E}_Z[\langle W^*, W^{T+1} \rangle]$. We compare these two bounds, to obtain

$$\mathbb{E}_Z[M] - \sqrt{\frac{\lambda_1 D \mathbb{E}_Z[1]}{2}} - \left( R_T + \sqrt{\frac{(\lambda_2 + 1) DT}{2}} \right) \leq 0$$ (26)

Some simple algebraic manipulation as shown in Proposition 1 shows that

$$\mathbb{E}_Z[M] \leq R_T + \sqrt{\frac{\lambda_1 D L}{2}}$$

$$+ 3 \max \left( \frac{\lambda_1 D}{2}, \sqrt{\frac{(\lambda_2 + 1) DT}{2}} \right)$$ (27)

Now as $\mathbb{E}_Z[M] + \gamma T \geq \mathbb{E}_Z[M]$ because we are not exploring for more than $\gamma T$ rounds, we get

$$\mathbb{E}_Z[M] \leq R_T + \sqrt{\frac{\lambda_1 D L}{2}}$$

$$+ 3 \max \left( \frac{\lambda_1 D}{2}, \sqrt{\frac{(\lambda_2 + 1) DT}{2}} \right) + \gamma T$$ (28)

Proposition 11. If we are given that

$$\mathbb{E}_Z[M] - \sqrt{\frac{\lambda_1 D \mathbb{E}_Z[M]}{2}} - \left( R_T + \sqrt{\frac{(\lambda_2 + 1) DT}{2}} \right) \leq 0,$$

then we can prove that,

$$\mathbb{E}_Z[M] \leq R_T + \sqrt{\frac{\lambda_1 D R T}{2}} + 3 \max \left( \frac{\lambda_1 D}{2}, \sqrt{\frac{(\lambda_2 + 1) DT}{2}} \right)$$

Proof. We are given that,

$$\mathbb{E}_Z[M] - \sqrt{\frac{\lambda_1 D \mathbb{E}_Z[M]}{2}} - \left( R_T + \sqrt{\frac{(\lambda_2 + 1) DT}{2}} \right) \leq 0$$ (29)

As $\mathbb{E}_Z[M] \geq 0$, let us assume that $x^2 = \mathbb{E}_Z[M]$. Therefore, the equation becomes,

$$x^2 - \sqrt{\frac{\lambda_1 D}{2}} - \left( R_T + \sqrt{\frac{(\lambda_2 + 1) DT}{2}} \right) \leq 0$$ (30)

This is the equation of a convex quadratic equation, with roots as:

$$x = \frac{-\sqrt{\frac{\lambda_1 D}{2}} + 4 \left( R_T + \sqrt{\frac{(\lambda_2 + 1) DT}{2}} \right)}{2}$$ (31)

As the Discriminant is positive, we have real roots and therefore the value of quadratic is negative between the
roots. We need to bound \( x^2 = \mathbb{E}_Z[M] \), we obtain that,

\[
\mathbb{E}_Z[M] = x^2 \\
\leq \left( \frac{\lambda_1 D}{2} + \sqrt{\frac{\lambda_1 D}{2} + 4 \left( R_T + \sqrt{\frac{\lambda_2 + 1}{2} DT} \right)} \right)^2 \\
\leq \frac{1}{4} \left[ \frac{\lambda_1 D}{2} + \frac{\lambda_1 D}{2} + 4 \left( R_T + \sqrt{\frac{\lambda_2 + 1}{2} DT} \right) \right] \\
+ 2 \sqrt{\frac{\lambda_1 D}{2} + 4 \left( R_T + \sqrt{\frac{\lambda_2 + 1}{2} DT} \right)}
\]

Using the inequality \( \sqrt{a+b} \leq \sqrt{a} + \sqrt{b} \) we get,

\[
x^2 \leq R_T + \frac{\lambda_1 D}{2} + \sqrt{\frac{\lambda_2 + 1}{2} DT} \\
+ 3 \max \left( \frac{\lambda_1 D}{2}, \sqrt{\frac{\lambda_2 + 1}{2} DT} \right)
\]

Therefore, we prove the upper bound on \( \mathbb{E}_Z[M] \) as

\[
\mathbb{E}_Z[M] \leq R_T + \frac{\lambda_1 D}{2} + 3 \max \left( \frac{\lambda_1 D}{2}, \sqrt{\frac{\lambda_2 + 1}{2} DT} \right)
\]

\( \square \)
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Using \( R_T = 0 \), we get

\[
\mathbb{E}_Z[\hat{M}] \leq 3 \max \left( \frac{\lambda_1 D}{2}, \sqrt{\frac{\lambda_2 + 1}{2} DT} \right) + \gamma T.
\]

There are 2 cases that we need to consider:

1. When \( \frac{\lambda_1 D}{2} \leq \sqrt{\frac{\lambda_2 + 1}{2} DT} \):

\[
\mathbb{E}_Z[\hat{M}] \leq 3 \left( \frac{\lambda_2 + 1}{2} DT \right) + \gamma T.
\]

Using the inequality \( \sqrt{a+b} \leq \sqrt{a} + \sqrt{b} \) we get:

\[
\mathbb{E}_Z[\hat{M}] \leq 3 \left( \frac{\lambda_2 DT}{2} + \sqrt{\frac{DT}{2}} \right) + \gamma T.
\]

Also, \( \lambda_2 \) is given by:

\[
\lambda_2 = \left[ \frac{mk^n k m_{D_T}}{\gamma^{m+1} \tau_1} + \frac{m^{n} T}{k^{m+2}} \sqrt{\frac{\lambda_2 + 1}{2} DT} \right] \\
\leq \left[ \frac{mk^n k m_{D_T}}{\gamma^{m+1} \tau_1} + \frac{m^{n} T}{k^{m+2}} \sqrt{\frac{\lambda_2 + 1}{2} DT} \right]
\]

Substituting this in Eq. (8) and using the inequality \( \sqrt{a+b} \leq \sqrt{a} + \sqrt{b} \) we get:

\[
\mathbb{E}_Z[\hat{M}] \leq 3 \left( \sqrt{\frac{mk^n k m_{D_T}}{2\gamma^{m+1} \tau_1}} + \sqrt{\frac{m c_T D}{2}} + \sqrt{\frac{DT}{2}} \right) + \gamma T.
\]

Now, we need to find optimal value of \( \gamma \) which maximizes the L.H.S. of the above equation. So, we differentiate it with respect to \( \gamma \) to get:

\[
T = 3 \sqrt{\frac{m c_T D}{2}} + \gamma T
\]

Therefore, optimal value of \( \gamma = \left( \frac{m c_T D}{T(1-\frac{1}{m+2})} \right)^{\frac{1}{m+2}} \), which is of the form \( \gamma = \left( \frac{a}{b} \right)^{\frac{1}{c}} \).

Substituting \( \gamma \) in Eq. (9) we get,

\[
\mathbb{E}_Z[\hat{M}] \leq O(T^{1-\frac{1}{m+2}})
\]

2. When \( \frac{\lambda_1 D}{2} > \sqrt{\frac{\lambda_2 + 1}{2} DT} \):

\[
\mathbb{E}_Z[\hat{M}] \leq 3 \left( \frac{\lambda_1 D}{2} \right) + \gamma T.
\]

Setting value of \( \gamma \leq O(\frac{1}{T(1-\frac{1}{m+2})}) \), we get:

\[
\mathbb{E}_Z[\hat{M}] \leq O(T^{1-\frac{1}{m+2}})
\]

Proof of Collorary (9), where \( R_T \leq O(T^{1-\frac{1}{m+2}}) \), can be done in a similar manner as described above.