Influence of Control Points Configuration on the Mobile Laser Scanning Accuracy
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Abstract. Mobile mapping systems (MMS) are becoming widely used in standard geodetic tasks more commonly in the last years. The paper is focused on the influence of control points (CPs) number and configuration on mobile laser scanning accuracy. The mobile laser scanning (MLS) data was acquired by MMS RIEGL VMX-450. The resulting point cloud was compared with two different reference data sets. The first reference data set consisted of a high-accuracy test point field (TPF) measured by a Trimble R8s GNSS system and a Trimble S8 HP total station. The second reference data set was a point cloud from terrestrial laser scanning (TLS) using two Faro Focus3D X 130 laser scanners. The coordinates of both reference data sets were determined with significantly higher accuracy than the coordinates of the tested MLS point cloud. The accuracy testing is based on coordinate differences between the reference data set and the tested MLS point cloud. There is a minimum number of 6–7 CPs in our scanned area (based on MLS trajectory length) to achieve the declared relative accuracy of trajectory positioning according to the RIEGL datasheet. We tested two types of ground control point (GCP) configurations for 7 GCPs, using TPF reference data. The first type is a trajectory-based CPs configuration, and the second is a geometry-based CPs configuration. The accuracy differences of the MLS point clouds with trajectory-based CPs configuration and geometry-based CPs configuration are not statistically significant. From a practical perspective, a geometry-based CPs configuration is more advantageous in the nonlinear type of urban area such as our one. The following analyzes are performed on geometry-based CPs configuration variants. We tested the influence of changing the location of two CPs from ground to roof. The effect of the vertical configuration of the CPs on the accuracy of the tested MLS point cloud has not been demonstrated. The effect of the number of control points on the accuracy of the MLS point cloud was also tested. In the overall statistics using TPF, the accuracy increases significantly with increasing the number of GCPs up to 6. This number corresponds to a requirement of the manufacturer. Although further increasing the number of CPs does not significantly increase the global accuracy, local accuracy improves with increasing the number of CPs up to 10 (average spacing 50 m) according to the comparison with the TLS reference point cloud. The accuracy test of the MLS point cloud was divided into the horizontal accuracy test on the façade data subset and the vertical accuracy test on the road data subset using the TLS reference point cloud. The results of this paper can help improve the efficiency and accuracy of the mobile mapping process in geodetic praxis.

1. Introduction
Mobile laser scanning (MLS) methods have become widely used to capture accurate 3D point clouds for many applications, for example, urban planning, 3D city modeling, civil engineering, and road surveying [1, 2, 3]. The geometric accuracy of the final product is one of the fundamental properties,
depends on a large number of factors. These factors are the input data accuracy, density, and the algorithms used.

The accuracy of MLS data can be divided into absolute and relative components, which correspond to the positioning subsystem and mapping subsystem of the mobile mapping system (MMS). The positioning subsystem uses an Inertial Measuring Unit (IMU), Global Navigation Satellite System (GNSS), and Distance Measurement Indicators (DMIs) [4, 5]. The result of GNSS, IMU, and DMI data combination in a Kalman filter is Smoothed Best Estimated Trajectory (SBET). The accuracy of SBET can be improved by using control points (CPs) [6]. The mapping subsystem performs the spatial data acquisition and typically consists of one or more LIDAR sensors and cameras. Accurate calibration of both subsystems is a prerequisite for accurate georeferenced LIDAR data.

Many authors have investigated methods for assessing and improving the accuracy of MMS data. The geometric accuracy of the resulting point clouds is commonly improved by using signalized CPs [7] observed in multiple MMS passes [8, 9]. Increasing the number of CPs leads to more difficult processes and costs. The aim is to minimize the number of control points for maximizing the efficiency of laser scanning and photogrammetry processes [10]. Independent quantification of errors is realized using check points (validation points) [9, 11]. For this purpose, a test point field (TPF) can be created in the urban reference area, through which the MMS can be driven. To ensure the necessary reliability of the resulting statistics, the TPF must have a sufficient density and a sufficiently high number of test points. The advantage of TPF-based accuracy testing is the ability to determine the coordinates of signaled check points with high accuracy. However, TPF-based accuracy testing may suffer from the significant disparity in data density between the MLS and the independently surveyed points.

A dense reference point cloud can be used for accuracy testing of MLS as a variant to TPF. The accuracy of the reference point cloud should be higher than the accuracy of the tested MLS point cloud. The reference point cloud is usually acquired by static terrestrial laser scanning (TLS). The accuracy tests of MLS data can be based on a comparison of TLS point cloud with MLS point cloud, and the methods used for comparison can vary. The TLS-based approach does not suffer from poor density and allows a better local errors evaluation of the tested point cloud. The disadvantage of the TLS-based approach may be a large amount of reference data and lower accuracy compared to the TPF-based approach.

Kaartinen et al. [12] tested five MMSs at 1700 m of the road environment. They quantify horizontal and vertical accuracy using independently surveyed point features (reference objects) like poles, curb corners, and building corners extracted from the point cloud. The vertical accuracy was better than ±35 mm up to a range of 35 m (with all professional systems correctly calibrated). The best system had a horizontal accuracy of ±25 mm, even with a range of 45 m, and vertical accuracy of ±1–2 cm with a range of 35 m.

Xu et al. [13] use to assess accuracy 45 control points and approximately 90 obvious feature points (such as building and window corners, poles, and traffic signs) in the TPF (approx. area size 1700 m × 550 m). Their TPF accuracy is in the order of centimeters, and the resulting accuracy of tested data is approx. ±2 decimeters.

Johnson et al. [9] in their manual for MLS report two test points with checkpoints, an urban test site, and a rural highway test site to test the MMS performance of four commercial vendors. The accuracy of four MMS is tested with signalized control points and TLS reference data. Accuracies obtained by design-grade mobile mapping systems did not exceed ±80 mm in horizontal component and 50 mm in vertical component (at the 95% probability level).
Fryskowska and Wróblewski [14] also use TLS reference data for accuracy testing of an MMS. Their assessment is performed using the lengths of building features (e.g., roof edges) and 395 check points. They analyzed point clouds in terms of object identification and geometric potential (in many object classes). The overall horizontal accuracy of the MLS point cloud was ±60 mm, and the overall vertical accuracy was ±42 mm. The percentage distribution of the errors is also tested.

This paper aims to determine the influence of CPs number and configuration on mobile laser scanning local and global accuracy. In contrast to other works, for testing, we use high-accuracy TPF, which has several times higher accuracy (±1.6 mm in horizontal and ±1.4 mm in vertical component) than the tested MLS point cloud with the reference TLS point cloud.

2. MMS description
The MMS RIEGL VMX-450 (table 1) integrates two RIEGL VQ-450 laser scanners, a modular VMX-450-CS6 camera system with four industrial cameras, POINT GREY Ladybug5 spherical camera imaging system, GNSS/IMU navigation hardware, distance measurement unit VMX-450-DMI, and a portable control unit VMX-450-CU.

| Sensor  | Property name              | Property value                                      |
|---------|-----------------------------|-----------------------------------------------------|
| VQ-450  | Measuring principle         | Time of Flight                                      |
|         | Max. measurement rate       | 1.1 MHz (2×0.55 MHz), \( \varphi \geq 10 \% \) up to 140 m |
|         | Scan rate (selectable)      | up to 400 lines/sec                                 |
|         | Accuracy                    | 8 mm, 1\( \sigma \) @ 50 m range                   |
|         | Precision                   | 5 mm, 1\( \sigma \) @ 50 m range                   |
| IMU/GNSS| Absolute position accuracy  | 0.02–0.05 m, 1\( \sigma \)                         |
|         | Relative position accuracy  | 0.01 m, 1\( \sigma \) (with a CPs spacing <100 m)   |
|         | Roll and pitch accuracy     | 0.005°, 1\( \sigma \)                              |
|         | Yaw (heading) accuracy      | 0.015°, 1\( \sigma \)                              |

RIEGL defines the accuracy in the datasheet [15] as a degree of conformity of measured quantity to its true value in the VQ-450 section of table 1. The precision RIEGL defines in datasheet [15] as repeatability (the degree to which further measurements show the same result). Values in the IMU/GNSS section of table 1 are valid if the following conditions are fulfilled: no GNSS outages, DMI option, and post-processed using base station data. The relative position accuracy value in the IMU/GNSS section of Table 1 is valid with a CPs spacing of less than 100 m.

3. Reference datasets
Two different reference data sets were used for accuracy testing (TPF, TLS). The first reference data set consisted of a high-accuracy test point field (TPF) measured by a Trimble R8s GNSS system and a Trimble S8 HP total station. The second reference data set was a point cloud from terrestrial laser scanning (TLS) using two Faro Focus3D X 130 laser scanners. Identifiability of the points is an essential property for resulting accuracy. We can distinguish two types of point identification errors for our purposes. The first type is an error of identification in real-world and the second type is an error of identification in point clouds. The resulting point coordinates error consists of the identification error and used coordinate determination method error. For example, the error of a point determined by a total station is affected by a point identification error in the real world. The error of a point measured from a point cloud is affected by a point identification error in a point cloud.
In this paper, we focus on the errors of the method used. In the case of a TLS dataset, the cloud-to-cloud comparison method eliminates the error from identifying points. In the case of TPF, we used signaling targets to minimize the impact of identification errors.

The TPF was created within the faculty research project FAST-S-19-5704 “Geometric accuracy of mobile mapping systems” of internal grant system of Brno University of Technology (BUT) in the area of Advanced Materials, Structures and Technologies (AdMaS) research centre. The TPF consists of 214 points signalized and stabilized using checkerboard targets. Horizontal targets (119) were marked by white color on asphalt roadways (figure 1). The vertical targets (95) were made of aluminum sheets (figure 1). Vertical targets were placed on buildings, vertical traffic signs, concrete pillars, and other suitable vertical structures. The targets on the buildings were placed in two height levels above the ground: 2 m, 10 m.

![Figure 1. Test point field (left), checkerboard targets (middle and right)](image)

The geodetic network and the test point field were measured with high accuracy. Trimble S8 HP total station and Trimble R8s GNSS system were used. Firstly, a purpose-built geodetic network was created. Secondly, test field points were determined. The coordinates of the test field points were calculated by the geodetic network least-squares adjustment with a combination of GNSS and terrestrial measurements. The European Terrestrial Reference System 89 (ETRS89) and European Terrestrial Reference Frame 2000 (ETRF2000) were used [16]. The minimum-constrained network adjustment was used for computing of geodetic network. Input data in adjustment was polar coordinates measured by the total station and coordinates of four points determined by the static GNSS method. The constrained network adjustment was used for computing of test field attached to fixed points (the geodetic network). The overall accuracy of the test field determined by adjustment can be expressed as the estimate of the 3D standard deviation \( s_{3D} = \pm 2.0 \text{ mm} \). The estimates of horizontal, vertical, and 3D standard deviations \( (s_H, s_V, \text{ and } s_{3D}) \) of both reference datasets are in table 2.

![Table 2. Accuracy of reference datasets](image)

|            | horizontal \( s_H \) | vertical \( s_V \) | 3D \( s_{3D} \) |
|------------|----------------------|-------------------|-----------------|
| TPF        | \( \pm 1.6 \text{ mm} \) | \( \pm 1.4 \text{ mm} \) | \( \pm 2.0 \text{ mm} \) |
| TLS point cloud | \( \pm 7.4 \text{ mm} \) | \( \pm 4.1 \text{ mm} \) | \( \pm 8.5 \text{ mm} \) |

The TPF values were obtained from the least-squares adjustment, while the TLS point cloud values were obtained from the differences between the reference coordinates of the TPF points and their coordinates determined from the TLS point cloud. Therefore the TLS point cloud values include errors of TPF points identification in the TLS point cloud, so the real accuracy of this dataset is slightly better.

4. MMS data acquisition and processing

MMS data were acquired by two vehicle passes (in both directions) 600 m long at a speed of 20 km/h. The scanned area dimensions are approximate length 190 m, width 90 m, and height range 20 m,
including buildings. Laser data were acquired at a frequency of 1.1 MHz. The MMS trajectory was calculated using Applanix POSPac. The GNSS Post Processing Kinematic method results were refined and smoothed by a forward-backward Kalman filter using IMU and DMI data.

The processing of MLS data was performed in RIEGL RiPROCESS. RiPROCESS processing consists of data conversion, MLS point clouds generation, and trajectory adjustment. In the first stage, the MLS point cloud was created based on the POSPac trajectory. Furthermore, CPs and check points in the MLS point cloud were manually identified. More accurate trajectories for different configurations and CPs numbers were processed using the RiPRECISION module based on correspondences between point clouds and CPs. In this step, the trajectories can be refined using CPs, which is essential, especially in environments with poor GNSS conditions (e.g., urban areas). The resulting point clouds consist of two partial point clouds corresponding to two vehicle passes and contain more than 247,000,000 points with a density of about 4 mm. Finally, MLS point cloud filtering is performed in the CloudCompare v2.11 software.

5. Accuracy evaluation methodology
The accuracy evaluation is based on a comparison of the tested MLS point clouds variants with reference datasets. TPF-based testing uses the differences between the reference coordinates of the TPF points and their coordinates determined from the MLS point cloud. TLS-based testing uses a comparison of the TLS reference point cloud with the MLS point clouds in CloudCompare v2.11 software. The differences between the clouds were estimated using the Cloud-to-Cloud Distance function with local modeling using the Least Squares Plane [17]. The point clouds were divided into the façade data subset and the road data subset in the TLS-based accuracy testing. Horizontal accuracy was tested on a façade data subset and vertical accuracy on a road data subset. The length of the selected façade is 80 m and the height 9 m.

We use estimates of horizontal, vertical, and 3D standard deviations (68% confidence interval) for accuracy characteristics. We test the relative number of stragglers ($\alpha = 5 \%$ critical value) and outliers ($\alpha = 1 \%$ critical value) according to [18]. The control points were not used as check points to ensure independent accuracy evaluation.

There is a minimum number of 6–7 CPs in our scanned area (based on MLS trajectory length) to achieve the declared relative accuracy of trajectory positioning according to the RIEGL datasheet. The GNSS/IMU relative positioning uncertainty ($\pm 10$ mm, 68% confidence interval) is under the condition of a CPs spacing <100 m.

We tested two types of GCPs configurations for 7 GCPs, using TPF reference data. The first type is a trajectory-based CPs configuration, and the second is a geometry-based CPs configuration. We tested the statistical significance of accuracy differences of the MLS point clouds with trajectory-based CPs configuration and geometry-based CPs configuration using the F-test [19]. Also, the influence of changing the location of two CPs from ground to roof and the effect of the number of CPs on the global accuracy of the MLS point cloud was tested using F-test.

6. Results
The results are divided into two subsections according to the used reference dataset.

6.1. TPF-based accuracy test
The accuracy estimates of trajectory-based and geometry-based GCPs configurations for 7 GCPs, using TPF reference data, are in table 3. The relative numbers of stragglers and outliers are in table 4. The configurations of GCPs (marked with red dots) are shown in figure 2.
Table 3. TPF-based accuracy of trajectory-based and geometry-based GCPs configurations

|                       | horizontal $s_{h}$ | vertical $s_{v}$ | 3D $s_{3D}$ |
|-----------------------|--------------------|-----------------|-------------|
| Trajectory-based (7 GCPs) | ±18 mm             | ±8.1 mm         | ±20 mm      |
| Geometry-based (7 GCPs)   | ±16 mm             | ±8.6 mm         | ±19 mm      |

Table 4. Stragglers and outliers of trajectory-based and geometry-based GCPs configurations

|                       | horizontal | vertical | 3D |
|-----------------------|------------|----------|----|
|                       | stragglers | outliers | stragglers | outliers | stragglers | outliers |
| Trajectory-based (7 GCPs) | 0 %       | 0 %      | 1 % | 4 % | 0 % | 0 % |
| Geometry-based (7 GCPs)   | 1 %       | 0 %      | 3 % | 3 % | 0 % | 0 % |

Figure 2. Overview of trajectory-based (left) and geometry-based (right) GCPs configurations

The accuracy differences of the MLS point clouds with trajectory-based CPs configuration and geometry-based CPs configuration are not statistically significant. From a practical perspective, a geometry-based CPs configuration is more advantageous in the nonlinear type of urban area such as our one. The following analyzes are performed on geometry-based CPs configuration variants.

The effect of changing the location of two CPs from the ground to the roof is shown in table 5. Variants with only GCPs are marked as ground, and variants with two GCPs replaced by roof CPs are called the roof. The configurations of CPs are shown in figure 3.

Table 5. TPF-based accuracy – influence of two GCPs replacing by roof CPs

|       | horizontal | vertical | 3D |
|-------|------------|----------|----|
|       | ground     | roof     | ground | roof | ground | roof |
| 6 CPs | ±16 mm     | ±17 mm   | ±8.2 mm | ±9.0 mm | ±18 mm | ±19 mm |
| 10 CPs| ±15 mm     | ±15 mm   | ±8.2 mm | ±9.1 mm | ±17 mm | ±17 mm |

Figure 3. The configurations of GCPs (red and blue) with green roof CPs (replacing blue GCPs)
The maximum difference of stragglers and outliers of ground and roof variants is 2%. The accuracy differences of the MLS point clouds (ground and roof CPs variants) are not statistically significant. The effect of changing the location of two CPs from the ground to the roof on the accuracy of the tested MLS point cloud has not been demonstrated.

The results of the TPF-based global accuracy test of various numbers of GCPs (red dots) are shown in table 6. The configurations of CPs are shown in figure 4.

Table 6. TPF-based accuracy – various numbers of GCPs

| Check points number | horizontal $s_h$ | vertical $s_v$ | 3D $s_{3D}$ |
|---------------------|-----------------|----------------|-------------|
| 0 GCPs              | ±36 mm          | ±127 mm        | ±130 mm     |
| 1 GCPs              | ±26 mm          | ±42 mm         | ±59 mm      |
| 2 GCPs              | ±32 mm          | ±43 mm         | ±64 mm      |
| 3 GCPs              | ±18 mm          | ±33 mm         | ±49 mm      |
| 4 GCPs              | ±17 mm          | ±59 mm         | ±59 mm      |
| 5 GCPs              | ±20 mm          | ±37 mm         | ±51 mm      |
| 6 GCPs              | ±16 mm          | ±30 mm         | ±48 mm      |
| 7 GCPs              | ±16 mm          | ±30 mm         | ±46 mm      |
| 10 GCPs             | ±15 mm          | ±32 mm         | ±46 mm      |
| 13 GCPs             | ±14 mm          | ±34 mm         | ±43 mm      |

Figure 4 The configurations of various numbers of GCPs

In the overall statistics using TPF, the accuracy increases significantly with increasing the number of GCPs up to 6. This number corresponds to a requirement of the manufacturer (CPs spacing <100 m). The maximum difference of stragglers and outliers of 6 GCPs and more GCPs variants is 1%. Increasing the number of CPs over six does not significantly increase global accuracy.

6.2. TLS-based accuracy test

The results of the TLS-based test of the road data subset (vertical accuracy) and the façade data subset (horizontal accuracy) are in table 7.
Table 7. TLS-based accuracy – various numbers of GCPs

|          | horizontal $\delta H$ | vertical $\delta V$ |
|----------|------------------------|---------------------|
| 6 GCPs   | ±14 mm                 | ±7.7 mm             |
| 7 GCPs   | ±14 mm                 | ±7.4 mm             |
| 10 GCPs  | ±6.1 mm                | ±7.7 mm             |
| 13 GCPs  | ±5.9 mm                | ±7.9 mm             |

The maximum relative number of stragglers is 3 %, of outliers is 2 %. The difference of stragglers and outliers of 6 GCPs and more GCP variants is 0.5 %. Although increasing the number of GCPs over six does not significantly increase the global accuracy, local accuracy improves with increasing the number of CPs up to 10 (average spacing 50 m). This fact is evident from the façade statistics in table 7 and the visualizations of the differences in figure 5 and figure 6 (points with differences > 20 mm are marked in red).

Figure 5. TLS-based testing – road data subset (vertical accuracy)

Figure 6. TLS-based testing – façade data subset (horizontal accuracy), 6, 7, 10, and 13 GCPs subsequently
7. Conclusions
The use of CPs significantly helps to increase the MLS accuracy, especially in environments with poor GNSS conditions (e.g., urban areas). Therefore, we tested the influence of CPs configuration and number on the MLS point cloud accuracy. The accuracy evaluation is based on comparison of the tested MLS point clouds variants with reference datasets (TPF and TLS). The point clouds were divided into the façade and the road data subsets for TLS-based accuracy testing. Horizontal accuracy was tested on a façade data subset and vertical accuracy on a road data subset.

The accuracy differences of the MLS point clouds with trajectory-based CPs configuration and geometry-based CPs configuration are not statistically significant. From a practical perspective, a geometry-based CPs configuration is more advantageous in the nonlinear type of urban area such as our one. Also, the effect of changing the location of two CPs from the ground to the roof on the accuracy of the tested MLS point cloud has not been demonstrated.

In the overall statistics using TPF, the accuracy increases significantly with increasing the number of GCPs up to 6. This number corresponds to a requirement of the manufacturer (GCPs spacing <100 m). Although increasing the number of GCPs over six does not significantly increase the global accuracy, the results of the TLS-based accuracy test shows that local accuracy improves with increasing the number of CPs up to 10 (average spacing 50 m).

The achieved accuracy with a spacing of CPs 100 m is sufficient for most mapping purposes. However, the local accuracy increases with an increasing number of CPs up to an average spacing of 50 m. Future work will focus on testing the influence of trajectory accuracy on the local accuracy of 3D data.
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