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Abstract—Predictive learning uses a known state to generate a future state over a period of time. It is a challenging task to predict spatiotemporal sequence because the spatiotemporal sequence varies both in time and space. The mainstream method is to model spatial and temporal structures at the same time using RNN-based or transformer-based architecture, and then generates future data by using learned experience in the way of auto-regressive. The method of learning spatial and temporal features simultaneously brings a lot of parameters to the model, which makes the model difficult to be convergent. In this paper, a modular design is proposed, which decomposes spatiotemporal sequence model into two modules: a spatial encoder-decoder and a predictor. These two modules can extract spatial features and predict future data respectively. The spatial encoder-decoder maps the data into a latent embedding space and generates data from the latent space while the predictor forecasts future embedding from past. By applying the design to the current research and performing experiments on KTH-Action and MovingMNIST datasets, we both improve computational performance and obtain state-of-the-art results.

Index Terms—Spatiotemporal predictive learning, Representation learning, Deep Learning

I. INTRODUCTION

Space-time dynamical system is common in the real world so related research on spatiotemporal predictive learning has received extensive attention. It is widely used in video prediction [1], [2], traffic flow prediction [3]–[5], weather forecast [6], [7] and physical simulation system [8]. Different from time series prediction, the spatiotemporal sequence at each time step can be regarded as an image (or frame) distributed in higher dimensional feature space. Spatiotemporal predictive learning requires sufficient modeling of time and space structure [9]. From the perspective of time, the model requires short-term and long-term memory features, while from the perspective of space, it needs to capture both short-range and long-range information.

In current deep neural network research, recurrent neural network (RNN) class models have extraordinary effect on processing time-varying sequence, while convolutional neural network (CNN) are widely used to capture spatial features of images. Therefore, Shi et al. proposed an end-to-end model that combines the architectures of CNN and RNN, called ConvLSTM [10], for spatio-temporal predictive learning. On the other hand, with the advent of the transformer architecture, an increasing number of sequence models turn to use transformer, like natural language processing (NLP) [11], [12]. Transformer has better parallelism than the RNN architecture, as demonstrated in NLP and time series tasks. Then the spatiotemporal analysis models based on transformer [5], [13] began to appear. However, there are two deficiencies in both RNN-based and transformer-based architectures:

Deficiency I. During training, the model needs to capture temporal dependence and spatial variance simultaneously. The large number of parameters involved in training and slow calculation will hinder the convergence of the model.

Deficiency II. In terms of spatiotemporal feature encoding and decoding methods, the model with pure CNN architecture performs well in the task of image feature extraction, but performs poorly in the task of image generation. Meanwhile, it is even more difficult for CNN to model time series changes and spatial features at the same time, which leads to distortion of CNN’s frame generation results in video sequences. Pixel-level prediction of spatiotemporal sequences is still a challenging task.

We can decouple the spatiotemporal sequence prediction model into three parts: the first part is used to capture the spatial features of the current time step, which we call the spatial encoder. The second part combines the spatial information captured by the first module and passes it in time to predict the spatial features of the future frames, which we call the predictor. The last part decodes the future spatial features generated by the predictor to generate the real future spatiotemporal data, which we call the spatial decoder. Since the spatial encoder and decoder are inverse operations to each other, we can implement it with an encoder-decoder architecture, which we call the spatial encoder-decoder architecture. For example, in both ConvLSTM and ConvTransformer, a pure CNN architecture is used to encode and decode spatial features.

In computer systems, complex systems are often disassembled into relatively simple sub-modules and then combined, and artificial intelligence systems can do the same. In recent studies, including the current outstanding models like PredRNN [14] and 3D-temporal convolutional transformer (TCTN) [15], both parameters for both spatially dependent and temporally dependent aspects are updated at training time, which leads to inefficiency of the model: a large number of parameters need to be updated each time during training, so that convergence is very slow. To address the deficiency I and II mentioned above, we provide ideas to solve them.

For Deficiency I, we try to decompose a model into two...
modules: a spatial encoder-decoder module and a predictive learning module, which is called a predictor. The spatial encoder converts data into a latent space. Firstly, we train a static image encoder-decoder, and when we do spatiotemporal sequence prediction, we only need to input spatiotemporal data directly to this spatial encoder-decoder, get the representation tensor of spatiotemporal data at each time step of the sequence, and use this representation tensor instead of the original image. This representation tensor is used to generate the representation tensor of the future data instead of the original image. Finally, the representation tensor generated by the predictor is input to the spatial decoder to obtain the real spatiotemporal data. For Deficiency II, we use Vector Quantised-Variational AutoEncoder(VQ-VAE) [16] to do this task instead of CNN. VQ-VAE is an auto-encoder that has excellent performance in image generation tasks and its architecture fits our needs.

We use two representative spatiotemporal sequence prediction models, PredRNN and TCTN, as the predictor. The former predicts data using an RNN-like architecture and the latter uses a transformer architecture for prediction. The modification of these two different architectures demonstrates the generality of our proposed approach. We do not make major changes to the structure of the original models. The main changes are: on the one hand, the input layer of the original model is modified so that the images are first processed by a pre-trained VQ-VAE encoder before being fed into the model. On the other hand, the parameters of the original model are reduced (the number of layers remained the same, and the hidden units of each layer were halved). Finally, we find experimentally that our approach improves the final results of the model despite the reduction of the predictor parameters.

In summary, the contributions of this paper include the following:

- Applying a modular design that decomposes sequence prediction model into two parts: spatial decoder-encoder and predictor to making the training of the model easier and more efficient.
- Utilizing VQ-VAE to encode and generate images, which improves the data generation quality.

II. Related Work

In this section we introduce two different temporal sequence model architectures and analyze their characteristics. On the other hand, a VAE model is introduced.

Convolutional RNNs. Models of ConvRNN-like architectures were first proposed by Shi et al. They use convolutional operations instead of the fully connected layer in FC-LSTM as a way to better capture spatiotemporal correlations in spatiotemporal sequence data. However, due to its simple architecture, ambiguity can occur in the generation of future frames. Many variant models of ConvLSTM have been proposed [17]–[19], among which PredRNN is an improved ConvLSTM network that is typical of RNN-based approaches. PredRNN adds a spatiotemporal memory unit to the architecture of ConvLSTM and allows the data to be passed along horizontal and vertical directions, enabling the model to better model spatiotemporal correlation. Also RredRNN employs some techniques to make better predictions, such as reverse schedule sampling(RSS), which gradually replaces the real data with predicted data as input in a multi-step iterative prediction process. The shortcomings of ConvRNNs are that they are limited by the RNN architecture, have average prediction results when the sequences are long, and are computationally intensive.

Convolutional Transformers. Transformer research has gained significant results in both natural language processing and computer vision fields, transformer-based models in spatiotemporal sequence prediction tasks have gradually become more numerous. The standard transformer uses stacked transformer blocks with spatial attention and temporal attention for spatiotemporal sequence prediction, however, the drawback is the same as FC-LSTM, limited by the fully connected layers used, the model cannot capture short-term denpency well. ConvTransformer [13] applies the transformer structure to the domain of spatiotemporal sequential data, using multiheaded convolutional attention instead of the traditional one-dimensional attention mechanism to capture spatiotemporal features. convTransformer performs better in predicting intermediate content with known context, but performs mediocrely for future information. Inspired by the multi-headed convolutional attention in ConvTransformer, Yang et al. proposed TCTN [15], a 3D convolutional transformer-based spatiotemporal sequence prediction model. TCTN uses a transformer-based encoder with temporal convolutional layers to be used to capture both short-term and long-term dependencies, achieving results comparable to PredRNN in some metrics. The results are comparable to those of PredRNN in some metrics.

VQ-VAE. Vector quantised variational autoencoder(VQ-VAE), as known as a neural discrete representation learning method, is a very effective auto encoder (AE) model [16]. It consists of an encoder and a decoder. In the image generation task, the image is input to the encoder and a latent embedding vector $z$ is output. VQ-VAE also maintains a dictionary, which is a vector of length $D$. The nearest vector $z'$ is obtained by performing a nearest neighbor search on $z$ in the dictionary, and $z'$ is used as the final encoding result instead of $z$. VQ-VAE uses a CNN with residual units to perform a reduction of the encoding result $z'$, to fit the distribution of the encoding. When training VQ-VAE, since the process of discrete encoding has no gradient, VQ-VAE uses Straight-Through Estimator instead of the usual loss function. The model has great power to construct images, videos and speech.

III. Methods

A. Overview

A spatiotemporal sequence of data can be represented as a length-$S$ sequence $\mathcal{X} = \{X_1, X_2, ..., X_S\}$, each $X_t \in \mathbb{R}^{W \times H \times D}$, $t = 1, 2, ..., S$, means $X_t$ has dimensions of $H \times W$ and depth of $D$. The spatiotemporal model is to use $\mathcal{X}$ to predict length-$m$ sequence $\tilde{\mathcal{X}} = \{\tilde{X}_1, \tilde{X}_2, ..., \tilde{X}_m\}$ which is contiguous after $\mathcal{X}$. This means that the spatiotemporal pre-
dictive learning can be expressed as an optimization problem with maximum conditional probability:

$$\hat{X} = \arg \min_{X_1, \ldots, X_T} p(X_1, \ldots, X_T | X)$$

The structure of our proposed method is shown in Figure 1. In this paper, instead of using the original sequence data as the input to the predictor, we use the embedding \( Z = \{Z_1, Z_2, \ldots, Z_S\} \), where \( Z_i = \text{Encoder}(X_i) \), \( i = 1, 2, \ldots, S \).

In CNN, the size of the original image affects the number of convolutional kernel slides, which in turn affects the computation speed. The new embedding \( Z \) of the original image is smaller than \( X \) in size after encoder dimensionality reduction, and the number of convolution kernel computations is reduced, thus improving the computational speed of the predictor. On the other hand, \( Z \) contains richer features because encoder superimposes the extracted features to the channel dimension of \( Z \).

Thus, we turn the original task of predicting the embedding \( \hat{X} \) by \( X \) into predicting the embedding \( \hat{Z} \) from the embedding \( X \):

$$\hat{Z} = \arg \min_{Z_1, \ldots, Z_T} p(Z_1, \ldots, Z_T | Z)$$

### B. Spatial Encoder-Decoder

Spatial Encoder-Decoder encodes the data \( X_i \) to \( Z_i \) at each time step in \( X \) by Encoder:

$$Z_i = \text{Encoder}(X_i), Z_i \in \mathbb{R}^{H' \times W' \times D'}$$

Then \( Z_i \) is transformed into a one-hot embedding through the posterior distribution probability distribution.

$$p(z = k | x) = \begin{cases} 1, & \text{for } k = \arg \min_j \| z_e(x) - e_j \|_2 \\ 0, & \text{otherwise} \end{cases}$$

The nearest neighbor algorithm is used to obtain the potential encoding vector of the corresponding index in the embedding table:

$$z_q(x) = e_k, \text{where } k = \arg \min_j \| z_e(x) - e_j \|_2$$

Finally, the decoder is then used to reduce \( z_q \) to a real-world image:

$$\hat{X}_i = \text{Decoder}(\hat{Z}_i)$$

### C. Predictor

As mentioned in Section IV, we use two different architectures, respectively transformer-based and RNN-based models, to validate the approach proposed in this paper. We have selected typical representatives of these two models, which are PredRNN and TCTN, and they both achieve SOTA performance in most metrics.

**PredRNN.** The model structure of PredRNN is shown in Figure 2. PredRNN is a model of recurrent neural network architecture, where each recurrent layer consists of multiple spatiotemporal LSTM units stacked. In PredRNN, a new state variable \( M \) is defined in addition to the memory state \( C \) and the hidden state \( H \) in the standard LSTM network. \( C \) is a temporal memory unit that propagates with time \( t \); The hidden state \( H \) can be simultaneously passed along the horizontal direction and passed up along the vertical direction. Meanwhile,
in addition to the input, forgetting and output gates in the standard LSTM, input modulation gate $g'$, input gate $i'$ and forgetting gate $f'$ are introduced to update the spatiotemporal memory unit $M$, which is calculated as follows:

$$
g_t = \tanh(W_{xg} \cdot X_t + W_{hg} \cdot H_{t-1}^l) \\
i_t = \sigma(W_{xi} \cdot X_t + W_{hi} \cdot H_{t-1}^l) \\
f_t = \sigma(W_{xf} \cdot X_t + W_{hf} \cdot H_{t-1}^l) \\
c_t^l = f_t \odot c_{t-1}^l + i_t \odot g_t \\
g'_t = \tanh(W_{xg'} \cdot X_t + W_{mg} \cdot M_{t-1}^l) \\
i'_t = \sigma(W_{xi'} \cdot X_t + W_{mi} \cdot M_{t-1}^l) \\
f'_t = \sigma(W_{xf'} \cdot X_t + W_{mf} \cdot M_{t-1}^l) \\
M_t^l = f'_t \odot M_{t-1}^l + i'_t \odot g_t \\
o_t = \sigma(W_{zo} \cdot X_t + W_{ho} \cdot H_{t-1}^l + W_{co} \cdot c_t^l + W_{mo} \cdot M_t^l) \\
H_t^l = o_t \odot \tanh(W_{1h} \cdot c_t^l + [c_t^l, M_t^l])$$

(7)

**TCTN.** The flow chart of TCTN calculation is shown in Figure 3. TCTN is a transformer-based spatiotemporal sequence prediction model that uses 3D convolutional operations instead of linear operations in the standard transformer structure to compute correlations between spatiotemporal data. Since the transformer is insensitive to the position of the sequence data, the position information is represented by adding the position embedding $P \in \mathbb{R}^{H' \times W' \times C'}$ to the input data, and $P$ is calculated as follows:

$$P_{j,h,w,2d} = \sin(j / 10000^{2d/D'})$$

$$P_{j,h,w,2d+1} = \cos(j / 10000^{2d/D'})$$

(8)

After getting the input $E$ with position embedding, it is fed to Spatiotemporal Decoder to perform the prediction. Specifically, after first layer normalizing $E$, the computation of the matrices $Q \in \mathbb{R}^{S \times H' \times W' \times D'}$, $K \in \mathbb{R}^{S \times H' \times W' \times D'}$ and $V \in \mathbb{R}^{T \times H' \times W' \times D'}$, and compute the scaled dot-product attention matrix $A$.

$$\hat{E} = LN(E),$$

$$Q = W_q \cdot \hat{E},$$

$$K = W_k \cdot \hat{E},$$

$$V = W_v \cdot \hat{E},$$

$$A = \text{Softmax}(\text{Mask}((QK^T) / \sqrt{D'}))V$$

(9)

The difference from the standard attention mechanism is that the parameter matrices $W_q, W_k, W_v$ of TCTN are 3D convolutional kernels instead of the weights of the linear layers. Then, $A$ is added to the original input $E$ by residual concatenation and layer normalized to obtain $\hat{S}$, which is used as the input of a feed forward network (FFN) layer. The feed forward network consists of two 3D convolutional layers and a leaky relu activation function, and the final output predicts the encoding of the spatiotemporal sequence $Z$:

$$\hat{A} = LN(A)$$

$$S = E + \hat{A}$$

$$\hat{S} = LN(S)$$

$$\hat{Z} = W_1 \ast \text{LReLU}(W_2 \ast \hat{S})$$

LReLU(·) denotes the leaky relu activation function and both $W_1$ and $W_2$ are 3D convolution kernels.

**IV. EXPERIMENTS**

**A. Dataset**

For fair comparison, we use the dataset used in both TCTN and PredRNN, they are:

- MovingMNIST: MovingMNIST is to randomly select one or more static handwritten digital images from the MNIST handwritten digital dataset, and give these numbers an initial change speed and angle, so that the
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Fig. 4. Performance comparison of different models on MovingMNIST dataset.

numbers keep this speed and angle in a certain range of motion, so as to generate a space-time sequence. In this article, we are consistent with the data set used by PredRNN and TCTN: the generated sequence of 10,000 is 20 frames, and each frame is a 64 × 64 grayscale image, with the first 10 frames as input and the last 10 frames as prediction targets. We then use a sequence of 5,000 lengths as the test set.

- KTH-Action: KTH-Action is a real-world dataset. It captures video sequences of six different categories of actions performed by 25 people in four different scenarios. The average length of the video sequences was 4 seconds, with a frame rate of 25FPS and a resolution of 160 × 120. We follow the same settings with [21]: utilizing people numbered 1-16 as the training set, and the rest as the test set. Each frame is rescaled into a 128 × 128 grayscale image. A sample is a sequence of images containing 20 frames, with the first 10 frames as input and the last 10 frames as target.

B. Compared Metrics

We divide the experiments into two aspects: prediction quality comparison and computational performance comparison.

To compare the generated data results, we keep the parameters of the original model and our modified model the same, only the input data are changed. The input data of the basic reference model are real images, while our modified model, called PredRNN-modular or TCTN-modular, uses the latent embedding $Z$ generated by the encoder of VQ-VAE as input. We use the following metrics to measure the quality:

- Learned Perceptual Image Patch Similarity (LPIPS). This metric is used to measure the difference between two images by learning the reverse mapping of the generated image to Ground Truth, and forcing the generator to learn the reverse mapping of reconstructing the real image from the fake image and prioritizing the perceptual similarity between them [22]. LPIPS is more consistent with human perception than traditional methods. A lower value of LPIPS indicates that the two images are more similar.

- Structural Similarity Index Measure (SSIM). SSIM measures image similarity in terms of brightness, contrast and structure respectively. The bigger the SSIM, the better the result.

In order to compare the computational performance of different models, we fine-tune the original model by increasing the number of parameters, using the LPIPS metrics in the MNIST dataset as a benchmark until the final prediction is essentially the same as our model. Then we calculate the training consumption (time required for training per 100 iterations, GPU memory usage) and the total number of parameters for the model after tuning the parameters.

C. Implementation Detail

All basic models and predictors of modular models keep the same setup with TCTN (6 decoder layers, self-attention head, 64 hidden units each layers) and PredRNN (4 layers, each layer contains 64 hidden units) as controls, and train each model for 70,000 iterations to choose the best.

| MODEL          | LPIPS(↓) | SSIM(↑) |
|----------------|---------|---------|
| PredRNN-base   | 0.102   | 0.871   |
| PredRNN-modular| 0.129   | 0.832   |
| TCTN-base      | 0.298   | 0.645   |
| TCTN-modular   | 0.077   | 0.859   |

1) MovingMNIST: The experiment results of the MovingMNIST dataset are shown in Table I and Figure 4. In the MovingMNIST dataset, our improvements to both models achieve significant improvements in the LPIPS metric. This indicates that the spatiotemporal data generated using our approach has better human readability. In terms of SSIM, the results are comparable to the original model.

| MODEL          | LPIPS(↓) | SSIM(↑) |
|----------------|---------|---------|
| PredRNN-base   | 0.124   | 0.854   |
| PredRNN-modular| 0.129   | 0.848   |
| TCTN-base      | 0.298   | 0.645   |
| TCTN-modular   | 0.155   | 0.832   |
In this paper, we propose a general method to enhance the performance of existing spatiotemporal sequence prediction models: decomposing the model into two separate parts, which are called spatial encoder-decoder and predictor. We use a pre-trained VQ-VAE model as the spatial encoder-decoder. The output of the encoder at VQ-VAE is used as the input of the predictor. Finally, real world images are generated by the decoder of VQ-VAE.

In general, we obtain competitive results with the modular design. Some of the metrics are improved significantly on different datasets. Typically, LPIPS indicates that our method has better human readability in generating prediction images and improves the prediction performance. The result on the KTH-Action dataset shows that using a modular design is effective in improving the performance of models that perform poorly on datasets with large sample sizes.

There are many possible attempts at the spatial encoder-decoder, such as VAE, or representation of ViT [23], etc. Meanwhile, more and more researches are turning to big models [24] with massive parameters, the basic idea of this paper is quite opposite to big models. We hope that the ideas in this paper will lead to some new thinking about big models.

**CONCLUSION**

In this paper, we propose a general method to enhance the performance of existing spatiotemporal sequence prediction models: decomposing the model into two separate parts, which are called spatial encoder-decoder and predictor. We use a pre-trained VQ-VAE model as the spatial encoder-decoder. The output of the encoder at VQ-VAE is used as the input of the predictor. Finally, real world images are generated by the decoder of VQ-VAE.

In general, we obtain competitive results with the modular design. Some of the metrics are improved significantly on different datasets. Typically, LPIPS indicates that our method has better human readability in generating prediction images and improves the prediction performance. The result on the KTH-Action dataset shows that using a modular design is effective in improving the performance of models that perform poorly on datasets with large sample sizes.

There are many possible attempts at the spatial encoder-decoder, such as VAE, or representation of ViT [23], etc. Meanwhile, more and more researches are turning to big models [24] with massive parameters, the basic idea of this paper is quite opposite to big models. We hope that the ideas in this paper will lead to some new thinking about big models.
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