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1 Introduction

The prohibitive cost of building and maintaining a foundry (fab) with advanced technology nodes has forced many design companies to become fabless and adopt the horizontal semiconductor integration model. Currently, majority of the design houses integrates intellectual properties (IPs) obtained from different third-party IP (3PIP) vendors along with its design and outsources the manufacturing to an offshore foundry resulting in a global supply chain with distributed vendors carrying out design, verification, fabrication, testing, and distribution of chips. The involvement of untrusted entities at various stages in the IC manufacturing and testing process has resulted in evident security threats, such as piracy or theft of IPs, overproduction of ICs, and sale of out-of-specification/rejected ICs [3,6,8,9,16,47]. Many design-for-trust techniques have been studied over the years as countermeasures against the aforementioned threats [3,11,16,19,21,24,31,32,35,49].

Amongst the many, logic locking is the most widely accepted and studied design-for-trust technique to prevent threats originated from untrusted manufacturing and test. Logic locking hides the inner details of the circuit by incorporating key gates in the original circuit resulting in a key-dependent locked counterpart. The resultant locked circuit functions correctly once the secret key programmed in its tamper-proof memory. Otherwise, it will produce erroneous outputs for the same input patterns, which makes it practically unusable. Over the years, different locking techniques are proposed, which can be primarily categorised based on key-insertion strategy (see Figure 1) and can be described as – (i) XOR-based [16,18,32,35], (ii) MUX-based [25,28,33], (iii) LUT-based [5,23,27], and (iv) state-space based [10]. However, XOR-based logic locking is popular due to its simplicity.
A novel oracle-less topology-guided attack on logic locking: We propose a topological function search attack that relies on identifying and searching the repeated functions in a netlist. We denote these basic functions as unit function $UF$, which are repeated multiple times in a circuit. If a key gate is placed in an instance of repeated $UF$ during the locking of a circuit, the original netlist can be recovered by searching the equivalent unit functions (EUFs), which are constructed with all hypothesis key values. As the $UF$s are constructed in few layers of gates, the number of key gates and key bits associated with a $UF$ is limited resulting in very small $EUF$ search combinations. The results in Table 1 shows the efficiency of the proposed attack by recovering majority of key bits correctly for ISCAS’85 and ITC’99 benchmark circuits locked with Random Logic Locking (RLL) and Secure Logic Locking (SLL). The effectiveness of our proposed TGA is also validated using locked benchmarks from TrustHub [36] (see Table 5). In contrast with the traditional oracle (unlocked chip) attacks, no oracle is required to launch our proposed attack.

3. A countermeasure against the proposed TGA attack: As the proposed attack recovers the original design by performing the $EUF$ search in the netlist, it can be prevented if the function search with hypothesis keys does not find results or produces contradictory results. This resiliency against the attack can be achieved by inserting the key gates in all the repeated instances of an $UF$ as the adversary won’t reach a decision about the actual value of the key bit by comparing with its unlocked version. To achieve this, DFS-based $EUF$ search algorithm is again exploited to identify all repeated and unique instances of a unit function. Note that the key length can be variable in a range instead of a fixed value, which can increase both the efficiency of the key insertion and the security of the locked design.
The rest of the paper is organized as follows: the background of XOR-based logic locking is provided in Section 2. We present our proposed topology-guided attack methodology in Section 3. We present the countermeasure against the proposed attack in Section 4. We present the results for the implementation of the proposed attack on different logic locked benchmark circuits in Section 5. Finally, we conclude our paper in Section 6.

2 XOR-based logic locking

To describe our proposed topology-guided attack based on function search, it is necessary to present XOR-based logic locking. Additionally, we need to analyze the resulting circuit modifications based on the selected correct key bit and the key gate type (either XOR or XNOR) to lock the original functionality. This will assist in building equivalent unit functions EUFs that will be searched in the netlist to perform the proposed attack.

\[ \text{Y} = \overline{X_3} + X_4 = \overline{X_3} \cdot \overline{X_4} = X_3 \cdot (1 \oplus X_4) = X_3 \cdot X_4 \quad (2) \]

Note that only XOR gates are used in the example to lock the netlist. However, one can also use XNOR gates for such purposes, which has the opposite logic function compared with the XOR gate. It is important to remember that one cannot insert the XOR gate with \( k = 0 \) and XNOR gate with \( k = 1 \) for every key bit, as the adversary can easily determine the secret key just by simply observing the type of key gates.

3 Proposed Topology-Guided Attack on Logic Locking

The general locking strategy adopted to provide security in a circuit includes the placement of key gates either randomly or in some particular manner (e.g., pair-wise). Since, the secret key associated with the key gates is the same for all the chips manufactured with the same design, finding this key from one netlist undermines the security resulted from logic locking. In this section, we show how an adversary can easily extract the secret key for a key-based locked design using our proposed oracle-less and topology-guided attack, which is built on searching the hypothesis key-based equivalent unit function in the entire locked netlist. Moreover, this attack overcomes the limitations of SAT attacks that require oracle with scan access. For the same, we present the different steps involved in performing the proposed attack.

3.1 Adversarial Model

The unambiguous objective of an attacker is to undermine the security of a logic locking technique by determining the secret key. The secret key is stored in a secure and tamper-proof memory so that the adversary cannot access the key values directly from an unlocked chip. The adversarial model is presented to clearly state the resources and the assets possessed by an adversary. In our attack model, the adversary is assumed to be an untrusted foundry and has access to the following:

- **Gate-level netlist:** As the primary attacker, the foundry can have the access to the gate-level netlist of a locked IC. The SoC designers typically send the circuit layout information using GDSII or OASIS files to a foundry for chip fabrication. With the help of advanced tools, the foundry can extract the gate-level netlist from those provided GDSII/OASIS files.
3.2 Motivation

The basic idea of launching our proposed attack is based on the repeated functionality that exists in a circuit. The Boolean functions are generally not unique in a circuit and repeated multiple times to implement its overall functionality. The majority of circuits are constructed based on small functional units. For example, several small functions (we describe as ‘unit functions’ or UF) are repeated in an arithmetic logic unit (ALU) of a processor, adders, multipliers, advance encryption standards (AES), RSA, and many other digital circuits. If any of such unit functions are not obfuscated during the logic locking process, all the locked functions will be unlocked simply by comparing them with their unlocked version.

Figure 1 provides a four-bit ripple carry adder circuit as an example to illustrate the concept of our proposed attack. This full adder FA consists of eight identical one-bit half adders (HA) with inputs (P and Q) and outputs (S and C). Each individual half adder can be considered as a unit function UF, which is repeated multiple times inside this full adder. If one of these half adders is locked using an XOR/XNOR gate, an adversary only needs to find an original unlocked HA, and then match this with the locked HA to recover the key value (see details in Section 3.5).

3.3 Construction of Equivalent Unit Function

Our proposed attack constructs an equivalent unit function to perform the search. While constructing the EUF, an adversary may encounter two different cases, either there is only one key gate or there are multiple key gates in the UF. In either case, the (EUF) is constructed using one/more hypothesis key bits or a combination of hypothesis key bits, and searches that EUF in the entire netlist to find a match. The hypothesis key bits will be the correct secret key bits for the respective UF if a match is found corresponding to the EUF. Otherwise, it constructs another EUF using a different combination or values for the hypothesis key bits in both the cases and searches the netlist again. The number of EUFs depends on the number of key gates included in the UF. In this section, we show how EUFs are created to determine the secret key for both RLL and SLL circuits.

3.3.1 Random logic locking

In the random logic locking (RLL), the secure key gates are inserted randomly inside the circuit that needs to be protected. In the large designs with thousands of gates, it is highly unlikely that multiple key gates will be inserted adjacent to each other. Thus, the inserted key gates usually can be considered individually to construct the equivalent unit functions.

Fig. 4 illustrates the construction of the equivalent unit functions with a single key gate, which can be used to launch the function search attack. Figure 4(a) represents an original unit function to be locked using a correct secret key \(k = 1\). The locked circuit is shown in Figure 4(b). The adversary cannot deduce the value of the key, simply by observing the key gate. It first makes an assumption for \(k_h = 0\), and constructs the EUF, which is shown in Figure 4(c). It then searches this function in the locked circuit to find a match. If no match is found (as the actual key is 1),
it constructs another EUF for \( k_h = 1 \). Two possible scenarios may occur. For Case-I, the output of the previous stage needs to be inverted (shown in Figure 3(d)). On the other hand, DeMorgan’s transformation needs to be carried out to obtain the EUF for \( k_h = 1 \) for Case-II, which is shown in Figure 3(e). As inferred from the construction of the equivalent unit function, each key gate has two hypothesis keys with three transformations represented as: (i) \( EUF_0 \) where the hypothesis key \( k_h = 0 \), (ii) \( EUF_1 \) (Case-I) where the hypothesis key \( k_h = 1 \), and (iii) \( EUF_1 \) (Case-II) where the hypothesis key \( k_h = 1 \) but the modification is carried out using DeMorgan’s Theorem. As a result, we can generalize and say that the number of EUFs for a given UF equals to \( 3^j \), where \( j \) represents the number of key gates included in the unit functions, which will be used in strong logic locking discussed in the following.

### 3.3.2 Strong logic locking

The objective of strong logic locking (SLL) is to maximize the interference between different key gates to restrict key sensitization at the output [32]. In SLL, two or more key gates are inserted adjacent to each other so that their outputs converge at the next stage logic gate. The propagation of one of the key-bit will be possible only if certain conditions are forced on other key inputs or they are known. As these key inputs are not accessible by the attackers, they cannot force the logic values necessary to sensitize a key. As a result, the proposed TGA on SLL requires equivalent unit function search with multiple keys instead of a single one for random logic locking.

![Figure 5](image_url)

**Fig. 5:** Equivalent unit functions for multiple gates with different hypothesis keys. (a) Original netlist. (b) Locked netlist with key value \( k_1k_2k_3 = 101 \). (c) \( EUF_{100} \) for hypothesis key, \( k_h = 100 \). (d) \( EUF_{110} \) for \( k_h = 011 \). (e) \( EUF_{010} \) for \( k_h = 010 \). (f) \( EUF_{101} \) for \( k_h = 101 \).

Figure 5 illustrates the construction of EUFs with multiple key gates that will assist in performing the function search. The original unit function (as shown in Figures 5(a)) is locked with three key gates to increase the inter-key-dependency. The locked unit function is shown in Figure 5(b) with correct key \( k_1k_2k_3 = 101 \). As an adversary cannot extract the correct key value from the non-volatile memory directly, all the EUFs will be constructed and searched in the entire locked netlist. However, the number of constructed EUFs will increase due to the number of key gates and its combination in the UF. As mentioned earlier, each key gate results 3 different EUFs (e.g., \( EUF_0 \), \( EUF_1 \), and \( EUF_1 \) based on the hypothesis key values (either 0 or 1). This will result in overall 27 EUFs (i.e., \( 3^3 \), as \( j = 3 \) is the number of key gates in the UF) for Figure 5(b), amongst which only 4 of them are shown in Figure 5(c)-(f). These EUFs are derived from different key combinations. For example, \( EUF_{101} \) in Figure 5(c) is constructed with hypothesis key bits based transformation as \( EUF_1 \), \( EUF_0 \) and \( EUF_0 \) for key gates \( G_7 \), \( G_8 \) and \( G_9 \) respectively. Also, we construct \( EUF_{011} \) as shown in Figure 5(d), if we transform based on the hypothesis key bits \( k_h = 011 \) for key gates \( G_7 \) (\( EUF_0 \)), \( G_6 \) (\( EUF_1 \)) and \( G_8 \) (\( EUF_1 \)). Figure 5(e) shows yet another EUF represented as \( EUF_{010} \), where the hypothesis key is 0, 1 (Case-II) and 0. Likewise, if we select the transformation as \( EUF_1 \), \( EUF_0 \) and \( EUF_1 \) (Case-II) for key gates \( G_7 \), \( G_6 \) and \( G_9 \) respectively, then we will get the \( EUF_{101} \) shown in Figure 5(f). Once all the EUFs are constructed, all of them will be searched in the netlist to find a match. As Figure 5(f) is identical to Figure 5(a), the hypothesis key combination \( k_h = 101 \) should be the correct key value. If no such match is found for any of the EUFs, an adversary cannot make the prediction on the key combination resulting the UF being unique in the circuit.

### 3.4 Unit Function Search using DFS Algorithm

An efficient search algorithm has been developed to search the EUFs in the locked netlist. The structure of a circuit can be transformed and represented as a directed graph, and all the algorithms that can be used to search the component in the directed graphs, can also be applied to search the EUF. Therefore, we propose to use the Depth-First-Search (DFS)-based algorithm to launch the attack. Generally, the DFS method follows the rule: in the graph traverse procedure, the edge from the most recently reached and connected vertex that still has unexplored edges will always be selected as next edge [36]. Before performing the DFS-based search, a data object structure needs to be defined to store and transform the netlist as a directed graph. The gate object needs to have the following attributes: gate type (e.g., XOR, AND, etc.), name of the gate (i.e., its identification in the netlist), an array that contains its preceding gates (i.e., its inputs), and an array contains its following gates (i.e., its outputs).
Then the circuit structure can be transformed and stored into a dictionary, in which the keys are the types of the gates and the values are corresponding gate objects. Dictionary is basically a data structure that stores mappings and relationships of data [13]. The use of a dictionary makes the search for specific type of gates more efficient.

### Algorithm 1: Function UFS

**Unit Function search based on DFS Algorithm.**

**Input:** The gate-level netlist of a circuit (C), Unit Function (UF)

**Output:** Result List (LR)

1. Read C and UF, and transform them into dictionaries, O and T;
2. R ← UF.root; L_S ← O[R.type]; L_R ← φ;
3. for each gate G in L_S do
   4. if DFS(R, G) then
      5. L_R.append(G);
   6. end
4. end
5. return L_R;

**Function DFS(r, g):**

1. F ← True;
2. L_1 ← r.PrecedingGates; L_2 ← g.PrecedingGates;
3. T_1 ← L_1.types; T_2 ← L_1.types;
4. if L_1 is empty then
   5. return True;
5. end
6. for each gate type T in T_1 do
5. if gate type T not in T_2 then
6. T_2.remove(T);
7. end
8. end
9. for each gate R_N in L_1 do
   10. L_T ← φ;
   11. for each gate G_T in L_2 do
      12. if G_T.type = R_N.type then
         13. L_T.append(G_T);
      14. end
   15. end
   16. F_T ← False;
   17. for each gate G_N in L_T do
      18. if DFS(R_N, G_N) then
         19. F_T ← True;
         20. break
      21. end
   22. end
   23. if F_T = True then
      24. F ← F * F_T;
   25. end
   26. end
   27. return F

The procedure of DFS-based search is described in Algorithm 1. The general idea can be described as follows: for every gate that is the same type with the root gate of the UF, we traverse all its preceding gates to check whether the existence of the same structure. Whenever a specific UF need to be searched in this netlist, we define the last gate of the UF as the root gate (Line 2 in the Algorithm 1). An example root gate is $G_2$ in the Figure 4. All the gates that have the same type with the root gate ($G_2$) in the dictionary (Line 3) are stored into an array. The DFS is then performed on all these found gates (Line 3-7). Finally, all the UFs in the netlist will be found and the count of the UF will be returned as the output (Line 8). The detailed implementation of the DFS is demonstrated in Lines 9-38.

The algorithm is implemented with Python 2.7 [30]. The worst case time complexity of the search algorithm is $O(n \ast u)$, where $n$ is the size of netlist and $u$ is the size of a unit function. This is an acceptable complexity, since it is known that the subgraph isomorphism problem is an NP-complete problem and its time complexity is quadratic in the number of nodes [13][33]. Note that, the optimization of the algorithm complexity is not the major objective of this paper. However, our search strategy slightly reduces the search complexity by using a dictionary to locate root gates. In this case, the algorithm performs similar to a subtree isomorphism search (or a sequence of tree isomorphism searches), whose complexity is known to be at least sub-quadratic [2]. Reading the netlist and transforming it into a dictionary may have different complexity, and the complexity we mentioned does not consider the complexity of constructing a netlist dictionary.

### 3.5 Proposed attack using Equivalent Unit Function Search

The objective of the proposed topology-guided attack is to recover the entire original netlist using equivalent unit function search (UFS). Algorithm 2 describes the proposed attack. The locked circuit ($C^*$) is given as the input, and the list of predicted key values ($K_P$) with the success rate (SR) will be returned as outputs. $K_P$ contains the predicted value of each key gates, which can be either 0, 1, or X. The X represents an unknown value when the search fails to find a match and make the prediction. The locations of the key gates can be found by tracking the routes originated from the tamper-proof memory, and their numbers can be determined as $|K|$. In order to determine the key value inside a particular unit function, different unit functions need to be constructed based on the number of key gates inserted in this unit function. In addition, each of the key gate comes with a hypothesis key value (either 0 or 1), and this also leads to the different hypothesis key combinations when there are multiple key gates inserted in an UF.

For each key gate $k_i$, the unit function will be constructed based on the value $l$. Here, $l$ denotes how many layers of gates are considered when constructing the unit functions. The $l$ is initialized as 1 at the beginning (Line 6), which is also shown in Figure 4. Next, the unit function based on the $k_i$ and $l$ will be generated (Line 7), and the number of key gates (includes $k_i$) in this unit function will be determined as $j$ (Line 8). The hypothesis key combinations for all the key gates in this unit function will be
generated and stored in a list $J$ (Line 9). Note that the order of the keys has no relationship with the real sequence in the circuit, and the number of the combinations is $2^{1}$. Once the key combination list is generated, all the possible EUFs will be constructed based on the hypothesis key combinations (Line 11). For each key gate, three different cases need to be considered (see Figure 4 for details), thus $3^{3}$ EUFs will be generated. The unit function search (UFS) (described in section 3.3) is then performed to search the repeated instances of EUFs (Line 12-14). $2^{1}$ count values will be accumulated in a list $R$ (initialized with all 0 in Line 10) for all key assumptions.

Upon finishing the search of all the EUFs, if only one count value in $R$ is non-zero, this non-zero value corresponding EUF represents a correct key prediction. The hypothesis key $J'$ of this EUF will be written into $K_P$, and prediction counter ($p_c$) will be increased by the length of this hypothesis key, $j$ (Line 16-22). Note that, if the key gate is placed in a fan-out net, additional process needs to be performed (Line 19-21). Function $FV(\cdot)$ verifies the key decision on each path. It may happen that different paths for the same key gate may have different key predictions. As a result, no prediction will be made in case of any two (or more) paths provides opposite key value predictions (Line 36-37). Correct predictions will only be made if different paths make the same prediction (Line 38-39).

On the other hand, if all of the elements in $R$ are equal to 0, this means this unit function is unique in the circuit and the adversary cannot make a prediction on the key value. As a result, unknown value (X) is assigned to all the key gates in this unit function, and the values are also stored in to $K_P$ (Line23-25). In the case of multiple count values in $R$ are non-zero, the adversary can neither make the key value prediction based on the current EUF. It is necessary to increase the size of the EUF by increasing the layer of gates considered in EUF constructions. Therefore, the $l$ value needs to be increased by 1, and the entire searching procedure will be re-performed (26-28).

$$SR = \frac{p_c}{|K|} \times 100\% \quad (3)$$

Finally, the success rate is computed using Equation [3]. Here, $|K|$ presents the size of the key while $p_c$ indicates the value stored in the correct prediction counter. The algorithm will finally report correct key list $K_P$ and $SR$ (Line 27).

The proposed attack may also cause the incorrect predictions. For example, it is possible that the actual key bit is 1 when the attack gives an estimation as 0, and vice versa. It is thus necessary to measure the accuracy of the proposed attack. The misprediction rate ($MR$) of our proposed attack can be described as the ratio of the incorrect predictions to the key size and is presented using the following equation:

$$MR = \frac{p_i}{|K|} \times 100\% \quad (4)$$

where, $p_i$ represents the total number of incorrect predictions.

4 Countermeasure for TGA

In this section, we propose an effective key insertion algorithm, which can prevent the proposed topology-guided attack. As an adversary performs EUF search in the netlist to find out the reference UF, this attack can be prevented if
the search of those key gates and EUFs always returns no results or contradictory values. The basic idea of the countermeasure is to lock all the repeated instances of UF and insert the key gate(s) in all unique UF in the circuit simultaneously. As a result, the adversary cannot predict and recover the correct key values by comparing the locked UF with the unlocked version. In order to find all the repeated instances of selected UF, the UF search will be performed at the beginning before the key gates are placed into the netlist.

Algorithm 3: Insertion of key gates to prevent topology-guided attack

\begin{verbatim}
Input : Gate level netlist of a circuit \((C)\).
Key size \((k_{min}, k_{max})\).
Output: Locked netlist \((C^*)\) and Key value \((K^*)\)

1. Initialization: \(n \leftarrow 0, r \leftarrow 0;\)
2. While \(n < k_{min}\) do
3. Select a root gate randomly from \(C\);
4. Construct the unit function, \(UF\);
5. \(r \leftarrow UF.SLS(C, UF.sz());\)
6. If \(RLL\) then
7. \(\quad\) If \(r = 1\) then
8. \(\quad\) Insert the key gate at one random input of root
9. \(\quad\) gate and assign key value, \(k_n \in \{0, 1\};\)
10. \(\quad\) Write key value, \(K^* [n] \leftarrow k_n;\)
11. \(\quad\) \(n \leftarrow n + 1;\)
12. Else if \(1 < r \leq k_{max} - n\) then
13. \(\quad\) Lock all the UF;
14. \(\quad\) Write key values to \(K^* [n + r : n];\)
15. \(n \leftarrow n + r;\)
16. Else if \(SLL\) then
17. \(\quad\) If \(r = 1\) then
18. \(\quad\) Insert \(j\) key bits in the unique \(UF\), and assign key
19. \(\quad\) values, \(k_n, k_{n+1}, \ldots, k_{n+j};\)
20. \(\quad\) Write key value, \(K^* [n + j : n] \leftarrow [k_{n+j}, \ldots, k_{n+1}, k_n];\)
21. \(\quad\) \(n \leftarrow n + j;\)
22. Else if \(1 < r \leq k_{max} - n\) then
23. \(\quad\) Lock all the UF;
24. \(\quad\) Write key values to \(K^* [(n + r * j) : n];\)
25. \(n \leftarrow n + r * j;\)
26. End
27. End
28. Output \(C^*\) and \(K^*\);
\end{verbatim}

Algorithm 3 illustrates our proposed solution for key gate(s) insertion. The original unlocked netlist \((C)\) will be provided as the initial input, along with the key size \((k_{min}, k_{max})\), which indicates the range of number of key gates that needs to be inserted in the circuit. Finally, the locked circuit netlist \((C^*)\) and the secret key \(K^*\) will be the outputs of the algorithm. Here, \(n\) denotes the key index, which is the number of key gates that has been already inserted in the circuit and initialized to be 0 (Line 1). The entire process can be described as follows: First, a gate is selected randomly from the original unlocked netlist as the root gate (Line 3). Then, the unit function based on the root gate will be created for the search later (Lines 4). Next, \(UF.SLS(C, UF.sz())\) returns \(r\), which denotes the number of this selected UF repeated in the circuit (Line 5). Depending on the value of \(r\), whether 1 (unique) or greater than 1 (repeated), key gate(s) can be inserted in this UF in accordance with \(RLL\) or \(SLL\) techniques.

For \(RLL\), \(r = 1\) signifies the constructed \(UF\) is unique, and the \(UF\) function found only one instance (itself) in the netlist. As a result, a random key gate (either XOR or XNOR) will be inserted before the root gate and the \(UF\) will be modified randomly based on the key value. After the key gate insertion, the key bit value is written in the respective location of \(K^*\), and the value of \(n\) will be increased by 1 (Lines 9-10). In the case of \(r > k_{max} - n\) which represents that the number of this repeated \(UF\) is more than the maximum remaining number of key gates we expect to insert, the algorithm will randomly choose a different gate as the new root gate (Line 3). Otherwise, the algorithm will lock all the repeated instances of this constructed \(UF\) in the circuit (Line 12). The respective key bit locations in \(K^*\) are written with the key values (Line 13). Note that it is ineffective to lock all these instances with only one key value, i.e., all 0s or all 1s, as the attacker can recover the entire netlist by simply analyzing the type of the key gate. A combination of 1s and 0s (shown in Figures [2]) will be a better option in order to provide enough security for the circuit. However, it is mandatory to lock all the repeated \(UFs\). Finally, the value of \(n\) is increased by \(r\).

Similarly, for \(r = 1, SLL\) can be carried out by inserting \(j\) key gates in the \(UF\), namely \(k_n, k_{n+1}, \ldots, k_{n+j}\) (line 18). After the insertion of the key gates, the value of these key bits is written in the respective location of \(K^*\), and the value of \(n\) will be increased by \(j\) since \(j\) key gates has been inserted already (Lines 19-20). In the case of \(r > k_{max} - n\) when the number of this repeated \(UF\) is more than the maximum remaining number of key gates, the algorithm will automatically choose a different gate as the new root gate (Line 3). Otherwise, the algorithm will lock all the repeated instances of this constructed \(UF\) with \(SLL\) in the circuit (Line 23). The respective key bit locations and values is also updated in \(K^*\) (Line 24). At last, the value of \(n\) is increased by \(r * j\).

5 Simulation results and discussions

In this section, we present the results and evaluate the performance of our proposed topology-guided attack on different logic locking schemes. We provide an in-depth analysis for key prediction accuracy of the proposed attack on ISCAS’85 [7] and ITC’99 [14] benchmark circuits locked with \(RLL\) and \(SLL\) using our in-house script. In addition, we
have validated our proposed attack on TrustHub benchmark circuits.

5.1 Performance Analysis

Four different benchmark circuits, c6288, c5315, b15, b17 are first selected for determining the success rate (SR) and misprediction rate (MR) of our proposed TGA. We have created 100 instances of the locked circuit based on RLL and SLL for each benchmark circuits, where 128 key gates are placed, and then attacked using Algorithm 2. For each locked circuit, the success rate (SR) is computed using Equation 3 while the misprediction rate MR is calculated using Equation 4. In general, the mean and variance are presented by μ and σ² for Gaussian distributions related to SR, whereas they are represented by λ⁻¹ and λ⁻² for exponential distributions that is related to MR plots.

Figure 6 shows the histogram plots of SR metric for the four selected benchmark circuits based on RLL (see Figure 6(a)-(d)) and SLL (shown in Figure 6(e)-(h)). For benchmark circuit c6288-RLL, we estimate the majority of the key bits (Figure 6(a)) as this multiplier consists of many half and full adders. 127 out of 128 key bits can be predicted successfully, which results in a minimum SR of 99.22%. Figure 6(b) shows the SR distribution for c5315-RLL circuit. A Gaussian distribution is observed with μ of 88.56% and σ² of 6.7018. Similar behavior is observed for the other two benchmarks circuits as shown in Figure 6(c) and Figure 6(d). The μ for b15 – RLL and b17 – RLL are 96.48% and 96.41% with the σ values as 3.2613 and 2.4179 respectively. We observe a similar Gaussian distributions for the SR on locked circuits using SLL (see Figure 6(e)-(h)). Note that the overall variance of the SR distribution is decreased when increasing the size of the benchmark circuits due to the increased EUF search space in the circuit, which makes our proposed attack more effective for extracting key value in large designs.

The histogram plots of misprediction (MR) for the same selected benchmark circuits are presented in Figure 7. Figures 7(a)–(d) present the MR plot for the circuits locked with RLL. For c6288-RLL benchmark circuit, all the key bits can be determined correctly with a 0% MR in majority of the cases. The worst case is one bit misprediction, resulting in maximum value of MR within 1%. As for c5315-RLL, we observe an exponential distribution with a mean (λ⁻¹) of 1.23% and variance (λ⁻²) of 1.5129. As observed from Figure 7(c) and Figure 7(b15-RLL shows λ⁻¹ of 0.48% and λ⁻² of 0.2304, whereas b17-RLL shows λ⁻¹ of 0.51% and λ⁻² of 0.2601. Likewise, a similar analysis can be done for MR for the same selected benchmark circuits locked with SLL plotted in Figure 7(e)–(h). In general, both mean and variance of MR are decreased with the increase in the size of the benchmark circuits, which makes this attack more accurate for larger designs.

Table 1 shows the success rate (SR) and misprediction rate (MR) of our proposed attack on different ISCAS’85 and ITC’99 benchmark circuits locked with random logic locking. The number of logic gates in the circuit and inserted key gates are presented in Columns 2 and 3, respectively. The total area overhead due to the inserted number of key gates is constrained to 10% such that 128 key gates are inserted randomly. However, the overhead added by the key gates can be negligible for larger designs with thousands of gates. Columns 4, 5, and 6 show the minimum, average, and maximum SR values (see Equation 5).
by analyzing 100 locked instances for each benchmark circuit to determine the accuracy of proposed topology-guided attack (see Algorithm 2 for details). For c7552 benchmark, 128 key gates are inserted randomly in the netlist with 3512 logic gates. The minimum accuracy of 85.93% is observed, where the attack identifies 125 key bits. Similar analysis can be performed for all the benchmarks shown in each row. For the larger benchmark circuits, the average success rate SR can be increased over 90% because of the increased search space, which makes our proposed topology-guided attack efficient for larger designs. Note that, although SAT fails on benchmark c6288, our proposed attack provides better accuracy (average of 99.38%) for benchmark c6288 due to its special topology – it is a multiplier, which consists of 225 full adders and 15 half adders. Therefore, an adversary can choose our proposed attack as an alternate of SAT attacks.

It is also necessary to evaluate the correctness of the calculated SR, so the accuracy of the attack is concluded as well. The minimum, average, and maximum misprediction rate, MR, are calculated using Equation 4 and provided at Columns 7, 8, and 9, respectively of Table 1. We observe an exponential distribution (see Figure 7) for MR. The average MR is less than 1% for majority of benchmark circuits, which makes our attack very effective for determining the secret key. Note that it can reach to a higher value for some benchmark circuits (e.g., 4.69% for c7552, where 6 key bits are predicted incorrectly).

In Table 2 we evaluated the same benchmark circuits but locked with SLL to evaluate SR and MR of our proposed topology-guided attack. For each benchmark is shown in Column 1; 100 different locked instances are implemented with 128 key gates insertion; and the results of SR and MR are concluded in Columns 4 to 9 with minimum, average and maximum rate. For b14 benchmark, the minimum SR of
Table 2: SR and MR for estimating keys for SLL circuits.

| Benchmark | # Total Gates | # Key Gates | Success Rate (SR) | Misprediction Rate (MR) |
|-----------|---------------|-------------|-------------------|------------------------|
|           |               |             | Min. | Avg. | Max. | Min. | Avg. | Max. |
| c3450     | 1669          | 128         | 80.31% | 90.63% | 96.88% | 0.00% | 2.01% | 4.68% |
| c6288     | 2406          | 128         | 90.21% | 95.31% | 99.25% | 0.00% | 0.00% | 0.00% |
| c7552     | 3512          | 128         | 90.25% | 100.00% | 99.25% | 0.00% | 0.97% | 4.69% |
| b14       | 3461          | 128         | 93.67% | 95.31% | 96.88% | 0.00% | 0.92% | 2.34% |
| b15       | 6931          | 128         | 94.50% | 99.22% | 96.19% | 0.00% | 0.59% | 2.34% |
| b20       | 7741          | 128         | 94.50% | 99.22% | 96.19% | 0.00% | 0.84% | 2.34% |
| b21       | 7931          | 128         | 94.50% | 99.22% | 96.19% | 0.00% | 0.63% | 2.34% |
| b22       | 12128         | 128         | 95.46% | 100.00% | 95.78% | 0.00% | 0.77% | 3.12% |
| b17       | 21191         | 128         | 90.62% | 95.46% | 95.78% | 0.00% | 0.83% | 3.12% |
| b18       | 49293         | 128         | 96.09% | 96.09% | 95.46% | 0.00% | 0.80% | 2.34% |
| b19       | 98726         | 128         | 96.01% | 96.01% | 95.46% | 0.00% | 0.95% | 3.12% |

Table 3: SR and MR for estimating keys for locked circuits from Trust-Hub.

| Benchmark | # Total Gates | # Key Inputs | SR   | MR  |
|-----------|---------------|--------------|------|-----|
| c880-SL320| 404           | 32           | 87.50% | 3.12% |
| c1350-SL320| 593          | 32           | 78.13% | 0.00% |
| c908-SL320| 768           | 32           | 84.38% | 0.12% |
| c2670-SL320| 1042         | 32           | 84.38% | 0.12% |
| c5340-SL640| 1546         | 64           | 82.81% | 1.56% |
| c5317-SL640| 2090         | 64           | 87.50% | 1.56% |
| c6288-SL1280| 2603         | 128          | 96.88% | 0.00% |
| c7552-SL1280| 3173         | 128          | 88.28% | 0.78% |

88.28% is observed, where our proposed attack can at least predicts 113 out of 128 key value correctly. Also, 95.31% is attained as the maximum SR, where the attack can identify 122 key bits successfully. As for the MR, a maximum value 2.34% can be observed that depicts 3 bits were predicted incorrectly. Similar analysis can be studied on all the benchmark listed in the table. Following the earlier trend, as the size of the benchmark circuit increases, the overall average SR increases with lower MR. The overall performance evaluation for the same benchmark is similar to the result shown in Table 1. As a result, our proposed topology-guided attack can be performed on the SLL efficiently as well.

To reinforce our conclusion from Table 1 and Table 2, we also selected 8 different benchmark circuits from trust-Hub [36] and performed our topology-guided attack to evaluate the effectiveness. Table 3 presents the obtained results for the same. The selected benchmark is noted in Column 1 with the corresponding number of logic gates in the circuit shown in Column 2. Columns 3 presents the number of key inputs instead of key gates for each benchmark circuits as one key input may be fed into multiple key gates. The resultant SR and MR are concluded in Columns 4 and 5. For c3450-SL640, 64 key inputs are inserted in the circuit. The SR is 82.81%, which depicts 53 key inputs can be predicted with correct values. When comparing the results, 1 incorrect prediction is found, which produces a misprediction rate MR of 1.56%. As for the c6288-SL1280 benchmark circuit, 128 key inputs are inserted to protect the circuit. The SR of 96.88% can be observed which indicates that the majority of key inputs can be recovered based on our attack (125 key inputs). The MR is 0.00%, which 0 key bit is mispredicted out of the entire 128 key inputs. We have emphasized c6288 benchmark circuit as to present a clear comparison with the SAT attack, which was not efficient on this circuit.

5.2 Complexity Analysis

SAT problem is a NP-complete problem, thus solving a SAT-resistant locking leads to an exponential worst-case complexity. However, our proposed topology-guided attack does not need to compare any input and output pairs, and all the inserted key gates are analyzed individually. Therefore, the time complexity of the attack itself is simply linear to the key size, namely, $O(|K|)$. Note that, our attack algorithm is based on UF, the actual overall complexity is $O(|K| + n + u)$ where $n$ and $u$ represent the size of the netlist and average size of the unit functions, respectively. Thus, the complexity could be considered as linear for a particular circuit, since the netlist size is fixed, and the size of UF normally ranges from 3-10 gates, depending on the key gate location. In Algorithm 2 once a key bit is predicted and written in the key list $K_P$, it will never be analyzed again as the value is recovered already. As a result, the computation complexity of launching the attack on SLL is the same as it is for RLL.

6 Conclusion

In this paper, we proposed a novel oracle-less topology-guided attack that is based on unit function search. Due to the repetitive usage of UF in a netlist, the key bits for a locked unit functions can be determined by constructing EUFs with hypothesis key bits and comparing them against the corresponding unlocked UF. Compared to the traditional SAT-based attacks, the proposed topology-guided at-
tack does not require input/output pairs or an activated chip. Moreover, SAT resistant countermeasures cannot prevent an adversary from launching this attack. To demonstrate the success of this attack, we presented the results on different benchmark circuits locked with random logic locking and strong logic locking techniques. We also validated our proposed attack on existing locked benchmark circuits from the trust-Hub. The success rate and misprediction rate metrics are proposed to evaluate the effectiveness of this attack. It is important to emphasize on the complexity of this attack which is linear with the key size on both RLL and SLL, which makes it very effective for circuits with larger key sizes. A countermeasure is also proposed as a solution to prevent this topology-guided attack. The basic idea is to insert the key gate in a unique unit function or lock all the instances repeated in the netlist. Note that this solution can only be used to prevent this topology-guided attack. To design a secure logic locking technique, one needs to select an existing secure logic locking technique along with our proposed solution.
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