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Abstract

Multi-task learning is an important trend of machine learning in facing the era of artificial intelligence and big data. Despite a large amount of researches on learning rate estimates of various single-task machine learning algorithms, there is little parallel work for multi-task learning. We present mathematical analysis on the learning rate estimate of multi-task learning based on the theory of vector-valued reproducing kernel Hilbert spaces and matrix-valued reproducing kernels. For the typical multi-task regularization networks, an explicit learning rate dependent both on the number of sample data and the number of tasks is obtained. It reveals that the generalization ability of multi-task learning algorithms is indeed affected as the number of tasks increases.
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1 Introduction

Machine learning designs algorithms so that computers can learn certain intelligent behaviors from finite sample data. The accuracy of the prediction function learned by an algorithm on new input data is called the generalization ability of the algorithm. The generalization ability is quantified by certain distance between the prediction function and the optimal function in mathematics. The rate at which the distance converges to zero as the number of data increasing to infinity is called the learning rate of the algorithm. Estimation of learning rates is a crucial question in mathematical study of machine learning.

The mathematical foundation of learning rate estimates for machine learning was built by Cucker, Smale, Zhou and their collaborators [8, 9]. There has been an extensive collection of studies of learning rates for single-task machine learning methods (see, for example, [7, 13, 14, 21, 22, 23, 25, 26], and references therein). The analysis is built upon the theory of scalar-valued reproducing kernels and scalar-valued Reproducing Kernel Hilbert Spaces (RKHS) [2, 20].

In facing the era of big data, multi-task learning where the unknown target function is vector-valued appears more often in applications. Micchelli and Pontil proposed to study mathematics of multi-tasking learning based on operator-valued reproducing kernels and vector-valued RKHS [11, 16]. Vector-valued RKHS were discovered and studied far earlier to the rising of machine learning, [3, 18]. Since the proposition [11, 16], much work has been devoted to the theory of operator-valued reproducing kernels and vector-valued RKHS. For example, general theory of vector-valued RKHS was
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extensively discussed in \[5, 6\]; universal multi-task kernels were characterized in \[4, 6\]; different forms of the Mercer theorem for operator-valued reproducing kernels were established in \[5, 10\]; inclusion relations of vector-valued RKHS was systematically investigated in \[28\]. The more general RKHS was studied in \[27\]. Even vector-valued reproducing kernel Banach spaces \[15, 29\] has been defined and constructed.

Surprisingly, as far as we know, unlike the fruitful results on learning rate estimates of single-task learning based on scalar-valued RKHS, there has been little parallel work for multi-task learning based on vector-valued RKHS. This is the motivation of the paper. We desire to build necessary foundational mathematical results for learning rate analysis of multi-task learning. In other words, we want to see how far the theory of Cucker, Smale, and Zhou can be extended to multi-task learning. The other purpose is to see how the number of tasks would affect the learning rate. We target at the classical regularization networks \[8, 12\]. Many results to be presented will be useful for learning rate estimates of other multi-task learning algorithms.

The rest of the paper is organized as follows. In section 2, we introduce the setting of the multi-task learning based on matrix-valued reproducing kernels and vector-valued RKHS. In section 3, we present the important Mercer theorem which yields a characterization of vector-valued RKHS. Finally, we estimate the learning rate of multi-task regularization networks. An explicit upper bound of the learning rate will be given, which shows that the generalization ability of the learning algorithm is indeed affected as the number of tasks increases.

2 Multi-task Learning with Matrix-valued Reproducing Kernels

We start with the standard setting of mathematical learning theory. Let \( X \) be a compact metric space modelling the input space of data and \( Y = \mathbb{R}^m \) be the corresponding output space. A sample data set \( z := \{(x_i, y_i) \in X \times Y : 1 \leq i \leq n\} \) drawn independently and identically distributed (i.i.d.) from an unknown probability measure \( \rho \) on \( X \times Y \) is available. Let us keep in mind the two important constants \( n \) and \( m \), which stands for the number of data and the number of tasks, respectively. The main goal of machine learning is to infer from the sample data a prediction function from \( X \) to \( Y \) that gives satisfactory outputs for new inputs.

In order to measure the accuracy of a candidate prediction function, we introduce some norms and function spaces. Two kinds of norms on \( Y = \mathbb{R}^m \) will be used:

\[
\|y\|_2 := \left( \sum_{j=1}^{m} |y_j|^2 \right)^{1/2} \quad \text{and} \quad \|y\|_\infty := \max_{1 \leq j \leq m} |y_j|, \quad y = (y_j : 1 \leq j \leq n)^T \in \mathbb{R}^m.
\]

The standard Euclidean norm \( \| \cdot \|_2 \) is induced from the inner product on \( Y \):

\[
\langle \xi, \eta \rangle_2 := \eta^T \xi, \quad \xi, \eta \in Y.
\]

It also induces a matrix norm on all \( m \times m \) matrices:

\[
\|A\|_2 = \max_{y \neq 0} \frac{\|Ay\|_2}{\|y\|_2}, \quad A \in \mathbb{R}^{m \times m}.
\]

Let \( \rho_X \) be the marginal probability measure of \( \rho \) on \( X \). We denote by \( L_2^2(X, Y) \) the space of all square-integrable functions from \( X \) to \( Y \) with respect to \( \rho_X \). It is a Hilbert space with the inner
product and norm

\[(f,g)_\rho = \int_X f(x)^T g(x) d\rho_X(x), \quad \|f\|_\rho = \left(\int_X f(x)^T f(x) d\rho_X(x)\right)^{1/2}.
\]

The generalization ability of a candidate prediction function \(f : X \to Y\) is measured by

\[\mathcal{E}(f) := \int_{X \times Y} \|f(x) - y\|^2 d\rho.
\]

The optimal function that minimizes this error is

\[f_\rho(x) := \int_Y y d\rho(y|x), \quad x \in X.
\]

Here \(d\rho(y|x)\) is the conditional measure of \(y\) with respect to \(x\). Similar to the scalar-valued case in [8], we have for each \(f \in L^2_\rho(X,Y)\)

\[\mathcal{E}(f) - \mathcal{E}(f_\rho) = \|f - f_\rho\|^2_{\rho_X} = \int_X \|f(x) - f_\rho(x)\|^2 d\rho_X(x). \quad (2.1)
\]

In fact,

\[
\mathcal{E}(f) = \int_{X \times Y} \|f(x) - y\|^2 d\rho = \int_{X \times Y} \|f(x) - f_\rho(x) + f_\rho(x) - y\|^2 d\rho
\]

\[
= \int_{X \times Y} \|f(x) - f_\rho(x)\|^2 d\rho_X(x) + \int_{X \times Y} \|f_\rho(x) - y\|^2 d\rho + 2 \int_{X \times Y} (f(x) - f_\rho(x))^T (f_\rho(x) - y) d\rho
\]

\[
= \int_X \|f(x) - f_\rho(x)\|^2 d\rho_X(x) + \int_Y \mathcal{E}(f_\rho) + \int_X (f(x) - f_\rho(x))^T d\rho_X(x) \int_Y (f_\rho(x) - y) d\rho(y|x)
\]

\[
= \int_X \|f(x) - f_\rho(x)\|^2 d\rho_X(x) + \mathcal{E}(f_\rho) + \int_X (f(x) - f_\rho(x))^T d\rho_X(x)
\]

\[
= \|f - f_\rho\|^2_{\rho_X} + \mathcal{E}(f_\rho).
\]

However, as the probability measure \(\rho\) is unknown, the optimal function \(f_\rho\) is intractable. By (2.1), we desire to learn a prediction function \(f_\mathbf{z}\) from the finite sample data \(\mathbf{z}\) so that \(\|f_\mathbf{z} - f_\rho\|_{\rho_X}\) is small.

To fulfill the task, we consider the classical regularization networks

\[f_{\mathbf{z},\lambda} := \arg\min_{f \in \mathcal{H}_K} \frac{1}{n} \sum_{i=1}^n \|f(x_i) - y_i\|^2_2 + \lambda \|f\|^2_K. \quad (2.2)
\]

Here \(\lambda > 0\) is a regularization parameter, \(K\) is matrix-valued reproducing kernel on \(X\), and \(\mathcal{H}_K\) is the corresponding vector-valued RKHS. We give the precise definitions and notations below.

For simplicity, we denote by \(L(Y,Y)\) the space of all bounded linear operators from \(Y = \mathbb{R}^m\) to \(Y\). It coincides with the set of all \(m \times m\) real matrices.

**Definition 2.1** We call a function \(K : X \times X \to L(Y,Y)\) a matrix-valued reproducing kernel on \(X\) if it is symmetric in the sense that

\[K(x, x') = K(x', x)^T, \quad \forall \ x, x' \in X\]
and is positive-definite in the sense that for all \( x_1, x_2, \cdots, x_p \in X \) and all \( \xi_i \in Y, 1 \leq i \leq p, p \in \mathbb{N}, \) it holds

\[
\sum_{i=1}^{p} \sum_{j=1}^{p} \langle K(x_i, x_j) \xi_i, \xi_j \rangle \geq 0.
\]

We also say that the kernel \( K \) is strictly positive-definite if the left-hand side above is always positive whenever any of the vectors \( \xi_i \in Y, 1 \leq i \leq p \) is nonzero.

**Definition 2.2** A vector-valued reproducing kernel Hilbert space (RKHS) on \( X \) is a Hilbert space \( \mathcal{H} \) of certain functions from \( X \) to \( Y \) such that for each \( x \in X \),

\[
\delta_x(f) := f(x), \quad f \in \mathcal{H}
\]

is a continuous linear operator from \( \mathcal{H} \) to \( Y \).

A matrix-valued reproducing kernel \( K \) on \( X \) corresponds to a unique vector-valued RKHS on \( X \), which we denote as \( \mathcal{H}_K \). The inner product and norm on \( \mathcal{H}_K \) is denoted by \( \langle \cdot, \cdot \rangle_K \) and \( \| \cdot \|_K \), respectively. There are some important properties [16, 18] of \( K \) and \( \mathcal{H}_K \) that will be used in later discussion.

1. For each \( x \in X \), \( K(x, x) \) is a positive-definite matrix, that is,

\[
\langle K(x, x) \xi, \xi \rangle \geq 0, \quad \xi \in Y.
\]

2. For all \( x \in X \) and \( \xi \in Y \), \( K(x, \cdot) \xi \in \mathcal{H}_K \) and there holds the reproducing identity:

\[
\langle f(x), \xi \rangle = \langle f, K(x, \cdot) \xi \rangle_K, \quad \forall f \in \mathcal{H}_K, x \in X, \xi \in Y.
\]

(2.3)

3. The linear span of \( \{ K(x, \cdot) \xi : x \in X, \xi \in Y \} \) is dense in \( \mathcal{H}_K \).

4. For all \( f \in \mathcal{H}_K \) and \( x \in X \), it holds

\[
\|f(x)\|_2 \leq \sqrt{\|K(x, x)\|_2} \|f\|_K.
\]

(2.4)

The following representer theorem is well-known [1, 11, 16].

**Lemma 2.3** The minimizer \( f_{x, \lambda} \) of the regularization networks algorithm (2.2) exists and is unique. Moreover, there exist \( c_i \in Y, 1 \leq i \leq n \) such that

\[
f_{x, \lambda} = \sum_{i=1}^{n} K(x_i, \cdot) c_i.
\]

We need an explicit formulation of \( f_{x, \lambda} \) in terms of certain operators. To this end, we introduce the following sampling operator and its adjoint.

**Definition 2.4 (vector-valued sampling operator)** Given a finite set of sampling points \( x = \{x_i\}_{i=1}^{n} \), we define the sampling operator \( S_x : \mathcal{H}_K \rightarrow Y^n : \)

\[
S_x f := f(x), \quad \forall f \in \mathcal{H}_K,
\]

where \( f(x) = (f(x_i) : 1 \leq i \leq n) \in Y^n. \)
The inner product on the tensor-product space $Y^n$ is
\[
\langle c, d \rangle_{Y^n} := \sum_{i=1}^{n} \langle c_i, d_i \rangle_2, \quad c = (c_i : 1 \leq i \leq n) \in Y^n, \quad d = (d_i : 1 \leq i \leq n) \in Y^n.
\]

Thus,
\[
\langle S_x f, c \rangle_{Y^n} = \langle f(x), c \rangle_{Y^n} = \sum_{i=1}^{n} \langle f(x_i), c_i \rangle_Y = \langle f, \sum_{i=1}^{n} K(x_i, \cdot) c_i \rangle_Y,
\]
the adjoint operator $S^*_x$ of $S_x$ is
\[
S^*_x c = \sum_{i=1}^{n} K(x_i, \cdot) c_i, \quad c = (c_i : 1 \leq i \leq n) \in Y^n.
\]

We are now ready to derive an explicit expression of $f_{z, \lambda}$. Denote for each $f \in H_K$
\[
E_{z, \lambda}(f) = \frac{1}{n} \sum_{i=1}^{n} \| f(x_i) - y_i \|^2 + \lambda \| f \|^2_K.
\]  

**Theorem 2.5** Suppose that the matrix-valued reproducing kernel $K$ is strictly positive-definite. Then the minimizer of (2.2) is
\[
f_{z, \lambda} = \left( \frac{1}{n} S^*_x S_x + \lambda I \right)^{-1} \frac{1}{n} S^*_x y,
\]
where $y := (y_i : 1 \leq i \leq n) \in Y^n$ and $I$ is the identity operator on $H_K$.

**Proof:** By Lemma 2.3 there exists $c \in Y^n$ such that the minimizer of (2.2) has the form
\[
f_{z, \lambda} = \sum_{i=1}^{n} K(x_i, \cdot) c_i = S^*_x c.
\]
Substitute this form into (2.5) to get
\[
E_{z, \lambda}(f) = \frac{1}{n} \| f(x) - y \|^2_{Y^n} + \lambda \langle f, f \rangle_K
= \frac{1}{n} \| S_x f - y \|^2_{Y^n} + \lambda \langle S^*_x c, S^*_x c \rangle_K
= \frac{1}{n} \| A c - y \|^2_{Y^n} + \lambda \langle A c, c \rangle_Y
:= E(c),
\]
where $A := S_x S^*_x$. Since $K$ is strictly positive-definite and
\[
d^T A d = \sum_{i=1}^{n} \sum_{j=1}^{n} \langle K(x_i, x_j) d_i, d_j \rangle_2, \quad d = (d_i : 1 \leq i \leq n) \in Y^n,
\]
the matrix $A$ is strictly positive definite.
Note that \( E(c) \) is strictly convex on \( Y^n \). Therefore, it has a unique minimum point, which is to be found by the variational method. It holds for all \( d \in Y^n \) and \( t \in \mathbb{R} \) that
\[
E((1 - t)c + td) \geq E(c).
\]
Let \( g(t) := E((1 - t)c + td) \), namely,
\[
g(t) = \frac{1}{n} \|A((1 - t)c + td) - y\|_{Y^n}^2 + \lambda \langle A((1 - t)c + td), (1 - t)c + td \rangle_2 \\
= \frac{(1 - t)^2}{n} \|Ac - y\|_{Y^n}^2 + \frac{t^2}{n} \|Ad - y\|_{Y^n}^2 + \frac{2t(1 - t)}{n} \langle Ac - y, Ad - y \rangle_{Y^n} \\
+ \lambda(1 - t)^2 \langle Ac, c \rangle_2 + \lambda t^2 \langle Ad, d \rangle_2 + 2\lambda t(1 - t) \langle Ac, d \rangle_2.
\]
Then \( g \) attains its minimum at \( t = 0 \). It implies \( g'(0) = 0 \), which is
\[
g'(0) = -\frac{2}{n} \|Ac - y\|_{Y^n}^2 + \frac{2}{n} \langle Ac - y, Ad - y \rangle_{Y^n} - 2\lambda \langle Ac, c \rangle_2 + 2\lambda \langle Ac, d \rangle_2 \\
= \frac{2}{n} \langle Ac - y, A(d - c) \rangle_{Y^n} + 2\lambda \langle Ac, d - c \rangle_2 \\
= \frac{2}{n} \langle A(Ac - y), d - c \rangle_2 + 2\lambda \langle Ac, d - c \rangle_2 \\
= 2\lambda \langle Ac - y \rangle + \lambda Ac, d - c \rangle_2 \\
= 0.
\]
Since the above equation holds for all \( d \in Y^n \) and the operator matrix \( A \) is strictly positive-definite, it implies
\[
\frac{1}{n} \langle Ac - y \rangle + \lambda c = 0.
\]
Therefore
\[
c = \frac{1}{n} S_x S_x^* (\frac{1}{n} S_x S_x^* + \lambda E)^{-1} \frac{1}{n} y,
\]
where \( E \) is the \( nm \times nm \) identity matrix. We conclude that the minimizer \( f_{x, \lambda} \) of (2.2) is given by
\[
f_{x, \lambda} = S_x^* c = S_x^* \left( \frac{1}{n} S_x S_x^* + \lambda E \right)^{-1} \frac{1}{n} y. \quad (2.7)
\]
Notice
\[
S_x \left( \frac{1}{n} S_x S_x^* + \lambda E \right) = \left( \frac{1}{n} S_x S_x^* + \lambda I \right) S_x^*.
\]
It follows
\[
S_x^* \left( \frac{1}{n} S_x S_x^* + \lambda E \right)^{-1} = \left( \frac{1}{n} S_x S_x^* + \lambda I \right)^{-1} S_x.
\]
Combining the above equation with (2.7) yields
\[
f_{x, \lambda} = S_x^* \left( \frac{1}{n} S_x S_x^* + \lambda E \right)^{-1} \frac{1}{n} y = \left( \frac{1}{n} S_x S_x^* + \lambda I \right)^{-1} \frac{1}{n} S_x^* y,
\]
which completes the proof. \( \Box \)

We now have an explicit expression of \( f_{x, \lambda} \). To estimate its distance to the optimal predictor \( f_\rho \), we need to understand the vector-valued RKHS \( \mathcal{H}_K \). This will be done by the Mercer theorem via the integral operator on \( L^2_{\rho X}(X, Y) \) with kernel \( K \).
3 Characterizing Vector-valued RKHS by Mercer’s Theorem

Recall that $X$ is a compact metric space, $Y = \mathbb{R}^m$ and $K : X \times X \to L(Y, Y)$ is a continuous matrix-valued reproducing kernel on $X$. Also recall that $\rho_X$ is the marginal probability measure on $X$ and $L^2(\rho_X)$ denotes the space of all square-integrable functions from $X$ to $Y$ with respect to $\rho_X$.

The inner product and norm on $L^2(\rho_X)$ need to be non-degenerated

### Definition 3.1 (non-degenerated measures)

A positive Borel measure $\mu$ on a metric space $X$ is said to be non-degenerated if for all nonempty open subset $U \subseteq X$, $\mu(U) > 0$.

### Lemma 3.2

Let $X$ be compact metric space, $K$ be continuous matrix-valued reproducing kernel on $X$, and $\rho_X$ be non-degenerated on $X$. Suppose $(\phi_n, \lambda_n), n \in \mathbb{N}$ are the eigenfunctions and eigenvalues of $L_K$. Then

$$K(x, y) = \sum_{n \in \mathbb{N}} \lambda_n \phi_n(x)\phi_n^T(y), \quad x, y \in X,$$

where the series converges uniformly and absolutely on $X \times X$. 

A few well-known properties \[3, 6\] of $L_K$ will be needed:

1. For each $f \in L^2(\rho_X, Y)$, $L_K(f)$ lies in $C(X, Y)$, the space of continuous functions from $X$ to $Y$.
2. The operator $L_K$ is compact on $L^2(\rho_X, Y)$. It is also self-adjoint and positive, that is,

$$\langle L_K f, g \rangle_\rho = \langle f, L_K g \rangle_\rho, \quad \langle L_K f, f \rangle_\rho \geq 0, \quad f, g \in L^2(\rho_X, Y).$$

By the theory of compact operators in functional analysis, there exist pairs of eigenfunctions and eigenvalues $(\phi_n, \lambda_n), n \in \mathbb{N}$ of $L_K$ such that

$$L_K \phi_n = \lambda_n \phi_n, \quad \lambda_n \geq \lambda_{n+1} > 0, n \in \mathbb{N}, \quad \text{and} \quad \lim_{n \to \infty} \lambda_n = 0.$$

Moreover, \{\phi_n : n \in \mathbb{N}\} is an orthonormal sequence in $L^2(\rho_X, Y)$ and there holds

$$L_K g = 0 \text{ for all } g \in L^2(\rho_X, Y) \text{ that is orthogonal to every } \phi_n, n \in \mathbb{N}. \quad (3.2)$$

We remark that the case when $L_K$ has only finitely many nonzero eigenvalues is easier to handle and is hence not considered in the paper.

The celebrated Mercer’s theorem\[5, 10, 24\], which states that $K$ can be expressed as a series in terms of the eigenfunctions and eigenvalues of $L_K$, plays an important role in learning theory. We shall need the following form of the Mercer theorem. It is worthwhile to point out the measure $\rho_X$ needs to be non-degenerated in order for the theorem to hold true. This is sometimes neglected in some references.

### Definition 3.1 (non-degenerated measures)

A positive Borel measure $\mu$ on a metric space $X$ is said to be non-degenerated if for all nonempty open subset $U \subseteq X$, $\mu(U) > 0$.

### Lemma 3.2

Let $X$ be compact metric space, $K$ be continuous matrix-valued reproducing kernel on $X$, and $\rho_X$ be non-degenerated on $X$. Suppose $(\phi_n, \lambda_n), n \in \mathbb{N}$ are the eigenfunctions and eigenvalues of $L_K$. Then

$$K(x, y) = \sum_{n \in \mathbb{N}} \lambda_n \phi_n(x)\phi_n^T(y), \quad x, y \in X,$$

where the series converges uniformly and absolutely on $X \times X$. 
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We need some more definitions in order to characterize $\mathcal{H}_K$ by the Mercer theorem.

**Definition 3.3** For $r > 0$, denote by $L^r_K$ the linear operator on $L^2_\rho(X, Y)$ determined by
\[
L^r_K \phi_n = \lambda^r_n \phi_n, \quad \forall n \in \mathbb{N}
\]
and
\[
L^r_K g = 0, \quad \text{if } g \perp \phi_n, \forall n \in \mathbb{N}.
\]
In particular, $L^{1/2}_K$ is called the square-root operator of $L_K$.

We also denote by $P_\Phi$ the orthogonal projection of $L^2_\rho(X, Y)$ onto the closed subspace $\overline{\text{span}}\{\phi_n : n \in \mathbb{N}\}$.

**Theorem 3.4** Let $X$ be compact metric space, $K$ be continuous matrix-valued reproducing kernel on $X$, and $\rho_X$ be non-degenerated on $X$. Suppose $(\phi_n, \lambda_n), n \in \mathbb{N}$ are the eigenfunctions and eigenvalues of $L_K$. Then
\[
\mathcal{H}_K = L^{1/2}_K(L^2_\rho(X, Y)) = \left\{ f_c = \sum_{j \in \mathbb{N}} c_j \phi_j : \sum_{j \in \mathbb{N}} |c_j|^2 / \lambda_j < +\infty \right\}
\]
and
\[
\left\| L^{1/2}_K(f) \right\|_K = \|P_\Phi f\|_\rho, \quad f \in L^2_\rho(X, Y).
\]

**Proof:** We decompose each $f \in L^2_\rho(X, Y)$ as
\[
f = \sum_{j \in \mathbb{N}} \tilde{c}_j \phi_j + g,
\]
where $\tilde{c}_j = \langle f, \phi_j \rangle_\rho$ and $g \perp \phi_j$ for each $j \in \mathbb{N}$. By the definition of the square-root operator of $L_K$, we have
\[
L^{1/2}_K f = \sum_{j \in \mathbb{N}} \lambda^{1/2}_j \tilde{c}_j \phi_j.
\]
We rewrite it as
\[
L^{1/2}_K f = f_c = \sum_{j \in \mathbb{N}} c_j \phi_j, \quad (3.4)
\]
where $c_j = \lambda^{1/2}_j \tilde{c}_j$. Note that $(\tilde{c}_j : j \in \mathbb{N}) \in \ell^2(\mathbb{N})$. Therefore, every function in
\[
\mathcal{H} := L^{1/2}_K(L^2_\rho(X, Y)).
\]
has the form
\[
f_c = \sum_{j \in \mathbb{N}} c_j \phi_j \quad \text{with} \quad \sum_{j \in \mathbb{N}} |c_j|^2 / \lambda_j < +\infty.
\]

We equip $\mathcal{H}$ with the norm
\[
\|f_c\|_{\mathcal{H}} := \left( \sum_{j \in \mathbb{N}} |c_j|^2 / \lambda_j \right)^{1/2}.
\]
and inner product
\[ \langle f_c, f_c \rangle_{\mathcal{H}} := \sum_{j \in \mathbb{N}} \frac{c_j c_j'}{\lambda_j}. \]

We shall show that \( \mathcal{H}_K \) is a vector-valued RKHS and \( K \) happens to be its reproducing kernel. First notice for each \( f \in L_2^2(X, Y) \),
\[ \left\| L_2^1(f) \right\|_{\mathcal{H}} = \sum_{j \in \mathbb{N}} \left( \frac{|c_j|^2}{\lambda_j} \right)^{1/2} = \left( \sum_{j \in \mathbb{N}} |c_j|^2 \right)^{1/2} = \sum_{j \in \mathbb{N}} c_j \phi_j \|_{\rho} \]
\[ = \left\| P\Phi f \right\|_{\rho}. \]

Since the linear mapping \( T : \mathcal{H} \rightarrow \ell^2(\mathbb{N}) \) given by
\[ T(f_c) := (c_j/\lambda_j^{1/2} : j \in \mathbb{N}), \]

preserves norm, \( \mathcal{H} \) is isomorphic to \( \ell^2(\mathbb{N}) \) and is hence a Hilbert space. We next prove that point evaluations are continuous on \( \mathcal{H} \) and \( K \) is its reproducing kernel. Using the matrix norm induced by the vector norm \( \| \cdot \|_2 \), we see
\[ \| f_c(x) \|_2 = \left\| \sum_{j \in \mathbb{N}} \frac{c_j}{\sqrt{\lambda_j}} \sqrt{\lambda_j} \phi_j(x) \right\|_2 \]
\[ = \max_{a \in \mathcal{Y}} \sum_{j \in \mathbb{N}} \frac{c_j}{\sqrt{\lambda_j}} \sqrt{\lambda_j} a^T \phi_j(x) \]
\[ \leq \max_{a \in \mathcal{Y}} \left( \sum_{j \in \mathbb{N}} \frac{c_j^2}{\lambda_j} \right)^{1/2} \left( \sum_{j \in \mathbb{N}} \lambda_j |a^T \phi_j(x)|^2 \right)^{1/2} \]
\[ = \left( \sum_{j \in \mathbb{N}} \frac{c_j^2}{\lambda_j} \right)^{1/2} \left( \max_{a \in \mathcal{Y}} \left( \sum_{j \in \mathbb{N}} \lambda_j |a^T \phi_j(x)|^2 \right)^{1/2} \right) \]
\[ = \left( \sum_{j \in \mathbb{N}} \frac{c_j^2}{\lambda_j} \right)^{1/2} \left( \max_{a \in \mathcal{Y}} a^T K(x, x)a \right)^{1/2} \]
\[ = \| f_c \|_{\mathcal{H}} \cdot \sqrt{\| K(x, x) \|_2}. \]

Thus, \( \mathcal{H} \) is a vector-valued RKHS on \( X \). Furthermore, for \( a \in \mathcal{Y} \)
\[ K(x, \cdot)a = \sum_{j \in \mathbb{N}} \lambda_j \phi_j(x) \phi^T(x)a = \sum_{j \in \mathbb{N}} u_j \phi_j(x) := f_u \in \mathcal{H}, \]
where \( u_j = \lambda_j \phi_j^T(x)a \). It follows that \( K(x, \cdot)a \in \mathcal{H} \) for all \( a \in \mathcal{Y} \). Finally, for all \( f_c \in \mathcal{H} \), it holds
\[ \langle f_c, K(x, \cdot)a \rangle_{\mathcal{H}} = \sum_{j \in \mathbb{N}} \frac{c_j u_j}{\lambda_j} = \sum_{j \in \mathbb{N}} c_j \phi_j^T a = a^T f_c(x), \]
which verifies that \( K \) is the reproducing kernel of \( \mathcal{H} \). We conclude that \( \mathcal{H} = \mathcal{H}_K \) as desired. \( \Box \)

The above result can be simplified if \( K \) is also universal.
Definition 3.5 (Universal kernels [4, 6, 17]) A continuous matrix-valued reproducing kernel on $X$ is called universal if
\[
\text{span}\{K(x, \cdot)c : c \in Y, x \in X\} = C(X, Y),
\]
that is, the linear span of $\{K(x, \cdot)c : x \in X, c \in Y\}$ is dense in $C(X, Y)$.

We have the following important corollary to Theorem 3.4.

**Corollary 3.6** Assume the conditions in Theorem 3.4. If $K$ is a universal kernel on $X$ then
\[
H_K = L^{1/2}_K(L^2_\rho(X, Y))
\]
and
\[
\left\| L^{1/2}_K(f) \right\|_K = \|f\|_\rho, \forall f \in L^2_\rho(X, Y).
\]

**Proof:** As the linear span of $\text{span}\{K(x, \cdot)c : x \in X, c \in Y\}$ is dense in $C(X, Y)$, it is also dense in $L^2_\rho(X, Y)$. Therefore, there is no nontrivial function $g \in L^2_\rho(X, Y)$ such that $L_Kg = 0$. Consequently, the orthogonal projection $P_\Phi$ is the identity operator on $L^2_\rho(X, Y)$. The result follows directly from Theorem 3.4. \[\Box\]

4 Learning Rates of Multi-task Regularization Networks

We adopt the elegant idea in the classical paper [21] to estimate the learning rate of multi-task regularization networks (2.2). In this section, we always assume that $X$ is a compact metric space, $\rho_X$ is non-degenerated on $X$, and $K$ is a strictly positive-definite continuous universal kernel on $X$.

4.1 Error Decomposition

By Theorem 2.5, the minimizer of (2.2) is explicitly given by (2.6). To estimate the learning rate $\|f_{Z,\lambda} - f_\rho\|_\rho$, we impose two more assumptions:

1. There exists some $\frac{1}{2} < r \leq 1$ such that $f_\rho \in L^r_K(L^2_\rho(X, Y))$.
2. The output data is almost surely bounded with respect to the probability measure $\rho$. Precisely, there exists some positive constant $M$ such that $\|y\|_\infty \leq M$ almost surely on $Z = X \times Y$.

The first assumption above ensures that $f_\rho \in H_K$.

**Proposition 4.1** If $f_\rho \in L^r_K(L^2_\rho(X, Y))$ for some $r \geq \frac{1}{2}$ then $f_\rho \in H_K$.

**Proof:** Let $g = L^{-1}_K f_\rho$. Then $g \in L^2_\rho(X, Y)$ and $f_\rho = L^r_K g$. Since $K$ is universal, the eigenfunctions $\{\phi_n : n \in \mathbb{N}\}$ of $L_K$ constitute an orthonormal basis of $L^2_\rho(X, Y)$. We factor $g$ under the basis as
\[
g = \sum_{j=1}^{\infty} d_j \phi_j
\]
where \( d = (d_j : j \in \mathbb{N}) \in \ell^2(\mathbb{N}) \) satisfies
\[
\sum_{j=1}^{\infty} |d_j|^2 = \|g\|_\rho^2 < +\infty.
\]

By the definition \((5.3)\) of \( L^r_K \),
\[
f_\rho = \sum_{j=1}^{\infty} d_j \lambda_j^r \phi_j.
\]
By Theorem 3.4 we let
\[
c_j := d_j \lambda_j^r, \quad j \in \mathbb{N}
\]
and compute that
\[
\|f_\rho\|_K = \sum_{j=1}^{\infty} \left| \frac{c_j}{\lambda_j} \right|^2 = \sum_{j=1}^{\infty} |d_j|^{2r-1} < +\infty,
\]
where we use \( 2r - 1 \geq 0 \) and the boundedness of \( \{\lambda_j : j \in \mathbb{N}\} \). The above equation shows that \( f_\rho \in \mathcal{H}_K \).

By the above proposition and Theorem \((2.5)\), both \( f_{z,\lambda} \) and \( f_\rho \) belong to \( \mathcal{H}_K \) under our assumptions. We hence desire to bound \( \|f_{z,\lambda} - f_\rho\|_\rho \) by \( \|f_{z,\lambda} - f_\rho\|_K \). This can be done by the reproducing property \((2.3)\).

Set
\[
\kappa := \max_{x \in X} \sqrt{|K_{ij}(x,x)|},
\]
where \( K_{ij} \) is the \( ij \)-th component function of the matrix-valued kernel \( K \).
\[
\|K(x,x)\|_2 \leq m\kappa.
\]

We have the following simple observation.

**Proposition 4.2** It holds for all \( f \in \mathcal{H}_K \) that
\[
\|f\|_\infty \leq \kappa \|f\|_K,
\]
where
\[
\|f\|_\infty := \sup_{x \in X} \|f(x)\|_\infty.
\]

Consequently,
\[
\|f_{z,\lambda} - f_\rho\|_\rho \leq \kappa \sqrt{m}\|f_{z,\lambda} - f_\rho\|_K.
\]

**Proof:** Let \( e_j, 1 \leq j \leq m \) be the standard basis of \( \mathbb{R}^m \). By the reproducing property, then for all \( f \in \mathcal{H}_K \) and \( x \in X \), the \( i \)-th component \( f(x)_i \) of \( f(x) \) satisfies
\[
|f(x)_i| = |\langle f(x), e_i \rangle_2| = |\langle f, K(x, \cdot)e_i \rangle_K| \leq \|f\|_K \left( \langle K(x,x)e_i, e_i \rangle_2 \right)^{1/2} = \|f\|_K \sqrt{K_{ii}(x,x)} \leq \kappa \|f\|_K,
\]
which proves \((4.3)\). Consequently,
\[
\|f_{z,\lambda} - f_\rho\|_\rho = \left( \int_X \|f_{z,\lambda} - f_\rho\|_2^2 \right)^{1/2} \leq \left( \int_X m\|f_{z,\lambda} - f_\rho\|_\infty^2 \right)^{1/2} = \sqrt{m}\|f_{z,\lambda} - f_\rho\|_\infty \leq \kappa \sqrt{m}\|f_{z,\lambda} - f_\rho\|_K,
\]
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which proves (4.4).

Therefore, our question boils down to bounding the error $\|f_{z, \lambda} - f_\rho\|_K$ in $\mathcal{H}_K$. This is factored into two parts by the triangle inequality:

$$\|f_{z, \lambda} - f_\rho\|_K \leq \|f_{z, \lambda} - f_\lambda\|_K + \|f_\lambda - f_\rho\|_K,$$  

where $f_\lambda$ comes from the data-free model

$$f_\lambda := \arg \min_{f \in \mathcal{H}_K} \|f - f_\rho\|_\rho^2 + \lambda \|f\|_K^2.$$

The factorization (4.5) is standard in the theory of Cucker, Smale and Zhou [8, 9]. The first term and second term in (4.5) are called the sampling error and approximation error, respectively.

### 4.2 Approximation Error

We start with the approximation error. We shall first derive an expression of $f_\rho$. To this end, we point out that $L_{K}^{1/2}$ is also a self-adjoint operator from $\mathcal{H}_K$ to $\mathcal{H}_K$. By Theorem 3.4, $\mathcal{H}_K = L_{K}^{1/2}(L_\rho^2(X, Y))$ and for each $f \in L_\rho^2(X, Y)$,

$$\left\|L_{K}^{1/2}f\right\|_K = \|f\|_\rho.$$

It follows

$$\langle L_{K}^{1/2}f, L_{K}^{1/2}g \rangle_K = \langle f, g \rangle_\rho, \quad f, g \in L_\rho^2(X, Y).$$

**Proposition 4.3** The minimizer $f_\lambda$ of (4.6) exists and is unique. Moreover,

$$f_\lambda = (L_K + \lambda I)^{-1}L_K f_\rho,$$

where $I$ is identity operator on $\mathcal{H}_K$.

**Proof:** Suppose $f_\lambda$ is a minimizer of (4.6). Then for every $f \in \mathcal{H}_K$, the following function

$$F(t) = \|f_\lambda + tf - f_\rho\|_\rho^2 + \lambda \|f_\lambda + tf\|_K^2,$$

attains its minimum at $t = 0$. We compute

$$F'(0) = \langle f_\lambda - f_\rho, f \rangle_\rho + \lambda \langle f_\lambda, f \rangle_K = 0.$$

By (4.7),

$$F'(0) = \langle L_{K}^{1/2}(f_\lambda - f_\rho), L_{K}^{1/2}f \rangle_K + \lambda \langle f_\lambda, f \rangle_K$$

$$= \langle L_K (f_\lambda - f_\rho), f \rangle_K + \lambda \langle f_\lambda, f \rangle_K$$

$$= \langle L_K (f_\lambda - f_\rho) + \lambda f_\lambda, f \rangle_K$$

$$= 0, \quad \forall f \in \mathcal{H}_K.$$

It can be seen that the above condition is also sufficient for $f_\rho$ to be a minimizer of (4.6). Thus, the minimizer is uniquely given by

$$f_\lambda = (L_K + \lambda I)^{-1}L_K f_\rho.$$

Similar arguments as those in [22] prove the following result on the approximation error.

**Theorem 4.4** If $f_\rho \in L^r_K(L_\rho^2(X, Y))$ for some $\frac{1}{2} < r \leq 1$ then

$$\|f_\lambda - f_\rho\|_K \leq \lambda^{r-1/2} \|L_K^{-1} f_\rho\|_\rho, \quad \frac{1}{2} < r \leq 1.$$  

(4.9)
4.3 Sampling Error

The sampling error will be estimated by the well-known Bennett inequality for vector-valued random variables.

Lemma 4.5 \[19, 21\] Let $H$ be a Hilbert space and $\xi \in H$ be a random variable on $(Z, \rho)$. Suppose $\|\xi\|_H \leq \tilde{M} < \infty$ almost surely. Set $\sigma^2(\xi) = E(\|\xi\|^2_H)$. Given i.i.d. samples $\{\xi_i\}_{i=1}^n$ of $\xi$ subject to $\rho$, for all $0 < \delta < 1$, with confidence $1 - \delta$, it holds
\[
\left\| \frac{1}{n} \sum_{i=1}^n \xi_i - E(\xi) \right\|_H \leq \frac{2\tilde{M}\log(2/\delta)}{n} + \sqrt{\frac{2\sigma^2(\xi)\log(2/\delta)}{n}}.
\]

By (2.6) and (4.8), we decompose the sampling error as
\[
f_{Z,\lambda} - f_{\lambda} = \left( \frac{1}{n} S^*_x S_x + \lambda I \right)^{-1} \left( \frac{1}{n} S^*_x y - \frac{1}{n} S^*_x S_x f_{\lambda} - \lambda f_{\lambda} \right).
\]  
(4.10)

Observe
\[
\frac{1}{n} S^*_x y - \frac{1}{n} S^*_x S_x f_{\lambda} = \frac{1}{n} \sum_{i=1}^n K(x_i, \cdot)(y_i - f_{\lambda}(x_i)).
\]

By (4.8),
\[
\lambda f_{\lambda} = L_K(f_{\rho} - f_{\lambda}).
\]

Substituting the above equation into (4.10), we obtain
\[
\|f_{Z,\lambda} - f_{\lambda}\|_K \leq \frac{1}{\lambda} \left\| \frac{1}{n} \sum_{i=1}^n K(x_i, \cdot)(y_i - f_{\lambda}(x_i)) - L_K(f_{\rho} - f_{\lambda}) \right\|_K.
\]  
(4.11)

We plan to bound the above quantity by Lemma 4.5. To this end, we introduce the vector-valued random variable
\[
\zeta = K(x, \cdot)(y - f_{\lambda}(x)), \quad x, y \in X \times Y.
\]

Important properties of this random variable are as follows.

Theorem 4.6 It holds
\[
E(\zeta) = L_K(f_{\rho} - f_{\lambda})
\]
and
\[
\|\zeta\|_K \leq \tilde{M} := m\kappa(M + \|f_{\lambda}\|_\infty), \quad \text{almost surely.}
\]  
(4.12)

Proof: We first compute the expectation of $\zeta$:
\[
E(\zeta) = \int_X K(x, \cdot) \int_Y (y - f_{\lambda}(x))d\rho(y|x)d\rho_X(x)
\]
\[
= \int_X K(x, \cdot) \int_Y (y)d\rho(y|x)d\rho_X(x) - \int_X K(x, \cdot)f_{\lambda}(x)d\rho_X(x)
\]
\[
= \int_X K(x, \cdot)f_{\rho}(x)d\rho_X(x) - \int_X K(x, \cdot)f_{\lambda}(x)d\rho_X(x)
\]
\[
= L_K(f_{\rho} - f_{\lambda}).
\]
Then by the reproducing property (2.3),

$$\|\zeta\|_K^2 = \langle K(x,x)(y-f_\lambda(x)), y-f_\lambda(x) \rangle_2 \leq m^2 \kappa^2 (M + \|f_\lambda\|_\infty)^2,$$

which proves (4.12). \qed

To continue, we make a few observations.

**Lemma 4.7** There hold

$$\|f_\lambda\|_K \leq \frac{\|f_\rho\|_\rho}{\sqrt{\lambda}} \leq \frac{\sqrt{mM}}{\sqrt{\lambda}},$$

(4.13)

$$\mathcal{E}(f_\lambda) = \int_Z \|f_\lambda(x) - y\|^2 d\rho \leq 2mM^2,$$

(4.14)

and

$$\|f_\lambda\|_\infty \leq \frac{\kappa \sqrt{mM}}{\sqrt{\lambda}}.$$  

(4.15)

**Proof:** Since $f_\lambda$ is the minimizer of (4.6), we have

$$\|f_\lambda - f_\rho\|^2 + \lambda \|f_\lambda\|_K^2 \leq \|f_\rho\|_\rho^2.$$  

(4.16)

As $\|y\|_\infty \leq M$ almost surely,

$$\|f_\rho\|_\rho \leq \sqrt{m} \|f_\rho\|_\infty \leq \sqrt{m} \sup_{x \in X} \int_Y \|y\|_\infty d\rho(y|x) \leq \sqrt{m}M.$$  

(4.17)

Combining the above two equations proves (4.13).

For the second inequality, we let $f = 0$ in (2.1) to get

$$\int_Z \|y\|^2_2 d\rho_X - \int_Z \|f_\rho(x) - y\|^2_2 d\rho_X = \|f_\rho\|_\rho^2.$$

Thus,

$$\mathcal{E}(f_\rho) \leq \int_Z \|y\|^2_2 d\rho_X \leq mM^2.$$  

We then let $f = f_\lambda$ in (2.1) to have by (4.16) and (4.17) that

$$\mathcal{E}(f_\lambda) = \mathcal{E}(f_\rho) + \|f_\lambda - f_\rho\|^2 \leq mM^2 + \|f_\lambda - f_\rho\|_\rho^2 \leq 2mM^2.$$  

Finally, by (4.3),

$$\|f_\lambda\|_\infty \leq \kappa \|f_\lambda\|_K = \frac{\kappa \sqrt{mM}}{\sqrt{\lambda}},$$

which proves (4.15). \qed

We are in a position to estimate the sampling error.

**Theorem 4.8** With the assumptions at the beginning of this section and the further assumption that $\kappa \geq 1$, for all $0 < \delta < 1$ such that $\log(2/\delta) \geq 1$, with confidence $1 - \delta$, it holds

$$\|f_{z,\lambda} - f_\lambda\|_K \leq \frac{6m\kappa M \log(2/\delta)}{\sqrt{n}\lambda},$$

(4.18)
Proof: By (4.11),
\[ \|f_{Z,\lambda} - f_{\lambda}\|_K \leq \frac{\alpha}{\lambda}. \] (4.19)
where
\[ \alpha = \left\| \frac{1}{n} \sum_{i=1}^{n} K(x_i, \cdot)(y_i - f_{\lambda}(x_i)) - L_K(f_{\rho} - f_{\lambda}) \right\|_K. \]

By (4.22),
\[ \|\zeta\|^2_K = \langle K(x, x)(y - f_{\lambda}(x)), y - f_{\lambda}(x) \rangle_2 \leq \|K(x, x)\|_2 \|y - f_{\lambda}(x)\|_2^2 \leq m\kappa \|y - f_{\lambda}(x)\|_2^2 \]
Thus, the second moment of the random variable \(\zeta\) satisfies
\[ \sigma^2(\zeta) = E(\|\zeta\|^2_K) \leq m\kappa \cdot \int_{Z} \|f_{\lambda}(x) - y\|_2^2 d\rho = m\kappa E(f_{\lambda}). \]
By Lemma 4.5 and Theorem 4.6, with confidence \(1 - \delta\), it holds
\[ \alpha := \left\| \frac{1}{n} \sum_{i=1}^{n} \zeta_i - E(\zeta) \right\|_K \leq \frac{2M \log(2/\delta)}{n} + \frac{\sqrt{2\kappa m \log(2/\delta) E(f_{\lambda})}}{n} \]
(4.20)
\[ = \frac{2m\kappa \log(2/\delta)(M + \|f_{\lambda}\|_\infty)}{n} + \frac{\sqrt{2\kappa m \log(2/\delta) E(f_{\lambda})}}{n}. \]

By (4.13) and (4.15),
\[ \alpha \leq 2 \frac{m\kappa M (1 + \kappa \sqrt{m/\sqrt{\lambda}}) \log(2/\delta)}{n} + 2m \kappa M \sqrt{\frac{\log(2/\delta)}{n}}. \]

We have two cases to discuss:

1. If \(\frac{\kappa \sqrt{m}}{\sqrt{n}\lambda} \leq \frac{1}{\log(2/\delta)}\) then
\[ \alpha = \frac{2m\kappa M \log(2/\delta)}{n} + \frac{2m\kappa M \log(2/\delta)}{\sqrt{n}} \frac{\kappa \sqrt{m}}{\sqrt{n}\lambda} + \frac{2m \kappa M \log(2/\delta)}{\sqrt{n}} \frac{1}{\sqrt{\log(2/\delta)}} \]
\[ \leq \frac{6m\kappa M \log(2/\delta)}{\sqrt{n}}. \]

By (4.19),
\[ \|f_{Z,\lambda} - f_{\lambda}\|_K \leq \frac{6m\kappa M \log(2/\delta)}{\sqrt{n}\lambda}. \]

2. If \(\frac{\kappa \sqrt{m}}{\sqrt{n}\lambda} > \frac{1}{3\log(2/\delta)}\) then
\[ \frac{6m\kappa M \log(2/\delta)}{\sqrt{n}\lambda} = \frac{6 \sqrt{m} M \log(2/\delta)}{\sqrt{\lambda}} \frac{\kappa \sqrt{m}}{\sqrt{n}\lambda} \geq \frac{2 \sqrt{m} M}{\sqrt{\lambda}}. \]

Letting \(f = 0\) in (2.2) yields
\[ \|f_{Z,\lambda}\|_K \leq \left\| \frac{1}{\lambda} \cdot \frac{1}{n} \sum_{i=1}^{n} \|y_i\|_2^2 \leq \frac{\sqrt{m} M}{\sqrt{\lambda}}. \]
By (4.13),
\[ \| f_\lambda \|_K \leq \frac{\sqrt{mM}}{\sqrt{\lambda}}. \]

By the triangle inequality,
\[ \| f_{z,\lambda} - f_\lambda \|_K \leq 2 \frac{\sqrt{mM}}{\sqrt{\lambda}} \leq \frac{6m\kappa M \log(2/\delta)}{\sqrt{n}}. \]

Therefore, we attain (4.18) in both cases. \( \blacksquare \)

4.4 Ultimate Learning Rate

We are ready the present the final learning rate for the multi-task regularization networks.

**Theorem 4.9** Let \( z = \{(x_i, y_i) : 1 \leq i \leq n\} \) be i.i.d. drawn from \( Z = X \times Y \) according to an unknown probability measure \( \rho \). Under the following assumptions:

- \( X \) is a compact metric space and \( \rho_X \) is non-degenerated on \( X \),
- the output data is almost surely bounded, that is, \( \| y \|_\infty \leq M \),
- \( K \) is a strictly positive-definite universal matrix-valued kernel on \( X \),
- \( f_\rho \in L^{r}_{\rho}(L^{2}_{\rho}(X,Y)) \) for some \( \frac{1}{2} < r \leq 1 \),
- the constant in (4.1) satisfies \( \kappa \leq 1 \),

for all \( 0 < \delta < 1 \) such that \( \log(2/\delta) \geq 1 \), by choosing a regularization parameter \( \lambda \) dependent on \( n \) and \( m \), we have with confidence \( 1 - \delta \)
\[ \| f_{z,\lambda} - f_\rho \|_\rho \leq 4\kappa \log(2/\delta) \left( 3\kappa M \right)^{\frac{2r-1}{2r+1}} \cdot \| L^{r}_{K} f_\rho \|_\rho^{\frac{2}{2r+1}} \cdot \frac{6m^{-1}}{4r+2} \left( \frac{1}{n} \right)^{\frac{2r-1}{4r+2}}. \]

**Proof:** By Theorem 4.3 and Theorem 4.8 we have upper bounds on the approximation error \( \| f_\lambda - f_\rho \|_K \) and the sampling error \( \| f_{z,\lambda} - f_\lambda \|_K \). Thus, by the triangle inequality,
\[ \| f_{z,\lambda} - f_\rho \|_K \leq \| f_{z,\lambda} - f_\lambda \|_K + \| f_\lambda - f_\rho \|_K \leq 2\log(2/\delta) \left( \frac{3m\kappa M}{\sqrt{n}\lambda} + \lambda^{r-\frac{1}{2}} \| L^{r}_{K} f_\rho \|_\rho \right). \] (4.21)

We now choose an optimal regularization parameter as
\[ \lambda = \left( \frac{3\kappa M}{\| L^{r}_{K} f_\rho \|_\rho} \right)^{\frac{2}{2r+1}} \left( \frac{1}{n} \right)^{-\frac{1}{2r+1}} \cdot \frac{1}{m^{\frac{2}{2r+1}}}. \]

to get
\[ \| f_{z,\lambda} - f_\rho \|_K \leq 4\log(2/\delta) \left( 3\kappa M \right)^{\frac{2r-1}{2r+1}} \cdot \left( \frac{1}{n} \right)^{\frac{2r-1}{4r+2}} \cdot \frac{6m^{-1}}{4r+2} \cdot \left( \frac{1}{m^{\frac{2r-1}{2r+1}}} \right). \]
Finally we engage (4.4) to obtain the ultimate learning rate.

We remark that there are two crucial differences between our result and that for single-task learning [8] [21]. Firstly, the regularization parameter depends both on the number of data and the number of tasks. Secondly, the final learning rate shows an dependence on the number of tasks. It reveals that as the number of tasks increases, the generalization ability of the regularization networks is indeed affected.
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