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Abstract

Weakly supervised object localization (WSOL) aims to localize objects using only image-level labels. Recently a new paradigm has emerged by generating a foreground prediction map (FPM) to achieve localization task. Existing FPM-based methods use cross-entropy (CE) to evaluate the foreground prediction map and to guide the learning of generator. We argue for using activation value to achieve more efficient learning. It is based on the experimental observation that, for a trained network, CE converges to zero when the foreground mask covers only part of the object region. While activation value increases until the mask expands to the object boundary, which indicates that more object areas can be learned by using activation value. In this paper, we propose a Background Activation Suppression (BAS) method. Specifically, an Activation Map Constraint module (AMC) is designed to facilitate the learning of generator by suppressing the background activation value. Meanwhile, by using the foreground region guidance and the area constraint, BAS can learn the whole region of the object. In the inference phase, we consider the prediction maps of different categories together to obtain the final localization results. Extensive experiments show that BAS achieves significant and consistent improvement over the baseline methods on the CUB-200-2011 and ILSVRC datasets. Code and models are available at github.com/wpy1999/BAS.

1. Introduction

Weakly supervised object localization (WSOL) aims to identify the object’s localization in a scene using only image-level labels, no bounding box annotations. WSOL is gaining more and more attention in the research community because it can visualize classification networks [22, 28, 33] and reduce the cost of manual labeling [3, 5, 9, 24, 27].

As an important previous work, Class Activation Map (CAM) [33] is widely used to implement weakly supervised localization. While CAM can localize approximate object regions, it always prefers to capture the most discriminative regions rather than the overall area of the object, resulting in limited localization performance. To alleviate this problem, some methods [4, 11, 16, 25, 29] erase the most discriminative regions during the training, forcing the network to learn more object features relevant to localization. [13, 30, 31] are also based on CAM, which improves localization performance by establishing pixel-level spatial correlation. Additionally, some methods [6, 10, 20, 26] suggest adopting a divide-and-conquer strategy to accomplish classification and localization tasks separately to avoid conflicts.

Very recently, a new paradigm [12, 21] is devised for WSOL by learning a foreground prediction map (FPM) after the feature extraction network to achieve localization without relying on CAM. Typically, ORNet [21] is a two-stage approach, which first trains a classification network as
1) This paper finds that, the essential reason why minimizing CE loss facilitates the generation of foreground maps is that it indirectly increases the foreground activation value, and accordingly proposes to facilitate the generation of foreground prediction maps by suppressing the background activation value.

2) This paper proposes a simple but effective Background Activation Suppression (BAS) approach to facilitate the generation of foreground maps by an Activation Map Constraint (AMC) in a weakly supervised manner, which is composed of four losses including background activation suppression loss and together contribute to the generation of the foreground prediction map for localization.

3) Extensive experiments on CUB-200-2011 [19] and ILSVRC [14] benchmarks demonstrate that our proposed method outperforms previous methods by a significant margin in terms of GT-known/Top-1/Top-5 localization.

2. Related work

Weakly supervised object localization (WSOL) is a challenging task that requires localizing objects using only image-level labels. To obtain the localization results from the classification network, Zhou et al. [33] proposes to replace top layers with global average pooling, and apply the fully connected weights on depth feature maps to generate the class activation map (CAM) as the localization map. Unfortunately, CAM usually focuses on the most discriminative regions. To alleviate this problem, a type of approach proposes to use erasing strategies. HaS [16] randomly splits the original image into different patches, forcing the classification network to learn more features of objects. ACoL [29] and EL [11] erase the region with high response in the feature map and utilize two parallel branches for adversarial erasing. Differently, ADL [4] erases the most significant regions or highlighting regions of each layer during forward propagation, to achieve a balance between classification and localization. CutMix [25] uses a data enhancement strategy that blends two different images for training to force the network to learn the relevant regions of different objects.

In addition, another type of approach uses the thought of spreading confidence regions to mine relevant features. SPG [30] uses thresholds to filter foreground and background regions with confidence from CAM to guide shallow network learning. Further, SPOL [20] generates more reliable confidence regions by multiplicative feature fusion strategy, and then feeds the confidence regions into a semantic segmentation network. I2C [31] proposes to increase the robustness and reliability of localization by considering...
the correlation of different pictures of the same class. Besides, SPA [13] uses post-processing to extract feature maps with structure-preserving. SLT [6] considers several similar classes as one class when generating classification loss and localization maps, which alleviates the problem of focusing on the most discriminative regions by increasing tolerance.

Most recently, two Foreground-Prediction-Map-based works [12, 21], both achieve the localization task by generating a foreground prediction map. ORNet [21] uses a two-stage approach, where an encode-decode layer is inserted in the shallow layer of the network as a generator and trained by the classification task in the first stage. In the second stage, the parameters of the classification network are fixed as an evaluator, and the foreground prediction map output by the generator is used to mask the image, and then fed into the evaluator for classification training, so that the foreground prediction map can learn the object region. FAM [12] utilizes a Foreground Memory Mechanism structure to store different foreground classifiers and generate foreground prediction maps. The foreground prediction map is split into different part regions, and a class-agnostic foreground prediction map is learned by classification learning of each part region in the feature map.

It can be noticed that both ORNet [21] and FAM [12] only consider foreground regions and use cross-entropy to facilitate the learning of generator. Different from these methods, we propose a background activation suppression strategy to learn foreground prediction maps through a simple but effective approach.

3. Methodology

3.1. Overview

Based on the background activation suppression, we obtain more complete object localization maps for WSOL by proposing the BAS approach. As shown in the left subgraph of Fig. 2, BAS consists of three modules: an extractor, a generator, and an Activation Map Constraint module (AMC). The extractor is used to extract features related to classification and localization. The generator is to produce the predictions of foreground maps. The AMC module is to promote the learning of extractor and generator.

We divide the original backbone network into two sub-networks \( f^1 \) and \( f^2 \) according to the location of the generator, and denote the network parameter by \( \theta \). The sub-network \( f^1(I, \theta) \) before the generator is used as a feature extractor. Given an image \( I \), the feature map \( F \in \mathbb{R}^{H \times W \times N} \) is generated by extractor in forward propagation, where \( H, W, \) and \( N \) denote the height, width, and number of channels of the feature map, respectively. Afterward, the feature map \( F \) is fed into the generator, which consists of a 3 x 3 convolution layer and a Sigmoid activation function for generating a set of class-specific foreground prediction maps \( M \in \mathbb{R}^{H \times W \times C} \), where \( C \) is the number of dataset categories. We choose the foreground prediction map \( M_{fg} \in \mathbb{R}^{H \times W \times 1} \) corresponding to the ground-truth class and invert it to obtain the coupled background prediction map \( M_{bg} \in \mathbb{R}^{H \times W \times 1} \). Finally, \( M_{fg}, M_{bg} \), and \( F \) are fed together into AMC module for prediction map learning. We will detail describe the AMC structure and loss function in Sec. 3.2.

In the inference phase, as shown in the right subgraph of Fig. 2. After obtained by the extractor, the feature map \( F \) is fed into the generator and sub-network \( f^2(F, \theta^2) \) to generate the foreground prediction maps set \( M \) and the classification prediction distribution \( \hat{y} \), respectively. We select the prediction maps corresponding to the Top-k categories including the ground-truth class according to the predicted category probabilities, and take the average values as the final localization results.
3.2. Activation Map Constraint

The proposed AMC module utilizes foreground map, background map, and feature map as input to jointly promote the learning of extractor and generator, which is consisted of four different kinds of losses, including \( L_{BAS} \), \( L_{AC} \), \( L_{FRG} \), and \( L_{CLS} \).

**Background Activation Suppression (\( L_{BAS} \)).** For the input background prediction map \( M_{bg} \), the background feature map \( F^{bg} \in \mathbb{R}^{H \times W \times C} \) is obtained by dot product with feature map \( F \). Afterwards, the feature maps \( F^{bg} \) and \( F \) are fed to two sub-networks \( f^2(F, \theta^2) \) and \( f^2(F^{bg}, \theta^2) \) with shared weights, respectively. For the sub-network with \( F^{bg} \) as input, the goal is to generate the background activation value by the same function, so that this sub-network feature map can be guided by \( P(F_{bg}, \cdot) \) and \( M_{bg} \), the background prediction map can cover the background area as constraints:

\[
\begin{align*}
\mathcal{L}_{BAS} &= \frac{S^{bg}}{S + \varepsilon}, \\
\text{Area Constraint (\( L_{AC} \)).} & \quad \text{The background prediction map can be guided by \( \mathcal{L}_{BAS} \) in a suppressed way, and a smaller \( \mathcal{L}_{BAS} \) means that the region covered by the background prediction map is less discriminative. When the background prediction map can cover the background area well, the \( \mathcal{L}_{BAS} \) it produced has to be minimal while the background area should be as large as possible, i.e., the foreground area should be as small as possible. So we use the foreground prediction map area as constraints:}
\end{align*}
\]

\[
\mathcal{L}_{AC} = \frac{1}{H \times W} \sum_{i}^{H} \sum_{j}^{W} M_{fg}(i,j).
\]

**Foreground Region Guidance (\( L_{FRG} \)).** Meanwhile, we retain the FPM architecture’s form of using classification tasks to drive the learning of foreground prediction map, that is, using high-level semantic information to guide the foreground prediction map to the approximate correct region of the object. Therefore a foreground loss based on cross-entropy is utilized. After \( F \) is fed into \( f^2(F, \theta^2) \), it is dotted with \( M_{fg} \) to produce \( \mathcal{L}_{FRG} \):

\[
\begin{align*}
\mathcal{L}_{FRG} &= -\sum_{i=0}^{C} y_i \log \frac{e^{y_{i}^{\theta}}}{{\sum_{j=0}^{C} e^{y_{j}^{\theta}}}}, \\
\text{Classification (\( L_{CLS} \)).} & \quad \text{Besides, we obtain the classification loss \( \mathcal{L}_{CLS} \) by applying cross-entropy to \( y \), which is used for classification learning of the entire image:}
\end{align*}
\]

\[
\mathcal{L}_{CLS} = -\sum_{i=0}^{C} y_i \log \frac{e^{y_{i}^{\theta}}}{{\sum_{j=0}^{C} e^{y_{j}^{\theta}}}}.
\]

3.3. Total loss

By optimizing the foreground and background losses, as well as the area loss in the AMC module, can jointly guide the learning of foreground prediction map to the overall area of the object. The total loss of the BAS training process is defined in the following form:

\[
\mathcal{L} = \mathcal{L}_{CLS} + \alpha \mathcal{L}_{FRG} + \beta \mathcal{L}_{AC} + \lambda \mathcal{L}_{BAS},
\]

where \( \alpha, \beta, \) and \( \lambda \) are hyper-parameters, \( \mathcal{L}_{CLS} \) and \( \mathcal{L}_{FRG} \) are both cross-entropy losses. For all backbones and datasets, we set \( \lambda = 1 \). The ablation experiments on \( \lambda \) are described in Sec. 4.3, and the ablation experiments on \( \alpha, \beta \) are in Supplementary Materials.

4. Experiment

4.1. Experimental Setup

**Datasets.** We evaluate the proposed algorithm on the most popular benchmarks including CUB-200-2011 [19] and ILSVRC [14]. CUB-200-2011 contains 200 species of birds with 5,994 training images and 5,794 testing images. ILSVRC is divided into 1,000 classes and contains about 1.2 million training images, 50,000 validation images. Except for class labels, CUB-200-2011 also provides mask labels, which are only used to evaluate the prediction mask.

**Metrics.** Following SPA [13], we apply both bounding box and mask metrics to evaluate the performance of our BAS. For bounding box, following [13, 20, 26], we use three metrics for evaluation, including GT-known localization accuracy (GT-known Loc), Top-1 localization accuracy (Top-1 Loc), and Top-5 localization accuracy (Top-5 Loc). Specifically, GT-known Loc is correct when the intersection over union (IoU) between the ground-truth bounding
### Table 1. Comparison with state-of-the-art methods. Best results are highlighted in bold, second are underlined.

| Baseline | Implementation Details. We evaluate the proposed method on the most popular backbones, including VGG16 [15], InceptionV3 [17], ResNet50 [7], and MobileNetV1 [8]. All networks are fine-tuned on the pre-trained weights of ILSVRC [14]. We train 100 epochs on the CUB-200-2011 [19] and 9 epochs on ILSVRC [14]. In the training phase, the input images are resized to $256 \times 256$ and then randomly cropped to $224 \times 224$. When $L_{bas}$ is larger than 1, we mark it as 1, to ensure the stability of the initial training. In the inference phase, we use ten crop augmentations to get the final classification results following the settings in [6, 13, 30]. For localization, we replace the random crop with the center crop, as in previous work [4, 20, 25, 26]. |
4.2. Comparison with State-Of-The-Arts

We compare the proposed BAS with state-of-the-art methods on CUB-200-2011 [19] and ILSVRC [14] datasets. As shown in Table 1, BAS achieves stable and excellent performance on various backbones. On CUB-200-2011 [19], BAS surpasses all existing methods by a large margin in terms of GT-known/Top-1/Top-5 Loc when the backbone is VGG16, MobileNetV2 and InceptionV3. Compared with the current Foreground-Prediction-Map-based method FAM [12], BAS achieves 6.64% and 4.99% GT-known Loc improvement on MobileNetV2 and InceptionV3, respectively. In addition, ResNet-BAS achieves 95.13% GT-known Loc, which is a significant improvement of 9.40% compared to ResNet-FAM [12]. But compared to ResNet-SPOL [20], BAS is lower than it by 1.33%. SPOL utilizes three separated networks to achieve WSOL, first using a ResNet50 to generate class activation map, then a separate ResNet50 for segmentation, and finally an additional EfficientNet-B7 [18] for classification, while BAS uses only one network, which has significant advantages in efficiency.

On ILSVRC [14], BAS overall exceeds all baseline methods in terms of GT-known/Top-1/Top-5 Loc on all backbones. When MobileNetV2 is used as the backbone, our BAS achieves 72.00% GT-known Loc, surpassing FAM [12] by 9.95%. Moreover, InceptionV3-BAS and ResNet50-BAS obtain 71.93% and 71.77% GT-known Loc, respectively, establishing a novel state-of-the-art. It shows that BAS performs well on both fine-grained dataset and large universal dataset. Furthermore, we compare the localization map of the proposed BAS and CAM [33] on CUB-200-2011 and ILSVRC in Fig. 3. Compared to CAM, BAS can consistently cover the entire area of the object, and is sharper and more compact at the edges of the object.

4.3. Ablation Study

In this section, we perform a series of ablation experiments using VGG16 [15] as the backbone. Above all, we conduct ablation experiments on various components of BAS on CUB-200-2011 [19]. We take $L_{CLS}$, $L_{FRG}$ and $L_{AC}$ together as the baseline method for the Foreground-Prediction-Map-based architecture. As shown in Fig. 4, the addition of $L_{BAS}$ based on baseline can enable the localization map to cover the object region more completely, so as to significantly improve the localization accuracy, achieving 17.43% and 15.60% improvement in terms of GT-known Loc and Top-1 Loc, respectively. Moreover, using Top-k strategy to integrate the final localization results, though
making the localization result not as sharp as before, it can further improve the GT-known Loc (from 87.85% to 91.07%) by increasing the connectivity of the localization map and alleviating the problem of the classification network focusing on the distinguish parts.

Hyperparameter $k$ in Top-k strategy. We evaluate the effect of the hyperparameter $k$ in our BAS. As shown in Fig. 5, the accuracy of GT-known Loc is improved on CUB-200-2011 when $k > 1$, comparing $k = 1$. For VGG16 and ResNet50, the highest localization accuracy is achieved at $k$ of 80 and 200, respectively. It suggests that Top-k strategy can further improve the localization results by integrating the localization results of similar categories on the CUB-200-2011. In contrast, for both VGG16 and ResNet50, the best localization results are obtained for $k = 1$ on ILSVRC.

Hyperparameter $\lambda$ in total loss. $\lambda$ denotes the factor of $L_{BAS}$. A larger $\lambda$ indicates that more regions in the prediction map are activated. As shown in Table 2, the localization accuracy continues to grow when $\lambda$ increases from 0.1 to 1, which indicates that the proposed background activation suppression strategy can significantly improve the localization accuracy. The best performance is achieved when $\lambda = 1$ on CUB-200-2011.

Generator in different layer. We report the result of inserting the generator at different layers of VGG16. As shown in Fig. 6, we achieve the best results by inserting the generator after the conv 4-3 layer of VGG16. When the generator learns localization information from shallow feature maps (conv3-3), the localization map performs better at the edges of objects, but it is insufficient to resist background distractions. Generator learns localization information from the high-level feature cause imprecise localization due to the limitation of feature map resolution.

Original image vs feature map. We conduct experiments on the intervention position of the background prediction map (original image vs feature map). As shown in Fig. 7, we note that the masked feature map approach achieves higher accuracy and better coverage of the localization results on the object, while the results generated in the original map focus more on the edge texture of the object. It may be due to the fact that the learning process in shallow layers usually focuses on common basic features (e.g., edges, textures) and ignores high-level features.

4.4. Performance Analysis

Localization Quality. In Fig. 8, we show the statistical analysis of the IoU between the bounding boxes and the ground-truth boxes when localized correctly, following DANet [23]. On CUB-200-2011, we achieve 77.53% IoU median when localized correctly, exceeding CAM [33] by 17.57%, and correspondingly by 10.04% on ILSVRC. From the median IoU and the IoU distribution, it can be seen that the proposed BAS significantly improves the localization quality on both datasets.
Table 1. Localization map evaluation results of the proposed BAS with CAM [33] and SPA [13] on VGG16.

| Methods | P.-T | P.-IoU |
|---------|------|--------|
| CAM [33] | 80 | 46.31 |
| SPA [13] | 120 | 57.13 |
| BAS | 150 | 62.10 |

Figure 7. Comparison of background prediction maps learned from the original image vs the feature map.

Figure 8. Statistical analysis of correct bounding boxes.

Figure 9. Segmentation Quality. IoU-Threshold curves for different baseline methods and evaluation results of Peak-T, Peak-IoU on CUB-200-2011.

Figure 10. Limitation. The performance w.r.t different scale. The test set is divided into three intervals of 0-0.2, 0.2-0.8, 0.8-1 according to the percentage of ground-truth box area compared to the image area, and statistics on the localization accuracy of BAS and CAM for various sizes of objects.

4.5. Limitation

In this section, we discuss the limitation of BAS. We split the dataset according to the ground-truth box size, as shown in Fig. 10. We note that BAS is inconsistent for localizing objects of different sizes, with poorer localization ability for small objects, especially on ILSVRC. Although it is a great improvement over CAM [33], it is still a challenge to locate small objects better, mainly due to unbalanced distribution between features of the foreground and background. To overcome this limitation, we believe that in further work, object location can be achieved in two stages. Based on the fact that WSOL works better for localizing large objects, we can determine the approximate region of the objects in the first stage, and then crop and resize the corresponding region to convert the original small objects into a larger one, thereby performing localization in the second stage.

5. Conclusion

In this paper, we find previous FPM-based work using cross-entropy to facilitate the learning of foreground prediction maps, essentially by changing the activation value, and the activation value shows a higher correlation with the foreground mask. Thus, we propose a Background Activation Suppression (BAS) approach to promote the generation of foreground maps by an Activation Map Constraint (AMC) module, which facilitates the learning of foreground prediction maps mainly through the suppression of background activation. Extensive experiments on CUB-200-2011 and ILSVRC verify the effectiveness of the proposed BAS, which surpasses previous methods by a large margin.

Societal Implications. This work may have the following societal Implications. Achieving object localization without the need for location annotations, which will largely reduce manual labeling costs. This is especially valuable for industry or in the medical field since labeling is costly.
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