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ABSTRACT

The complexity of real-world geophysical systems is often compounded by the fact that the observed measurements depend on hidden variables. These latent variables include unresolved small scales and/or rapidly evolving processes, partially observed couplings, or forcings in coupled systems. This is the case in ocean-atmosphere dynamics, for which unknown interior dynamics can affect surface observations. The identification of computationally-relevant representations of such partially-observed and highly nonlinear systems is thus challenging and often limited to short-term forecast applications. Here, we investigate the physics-constrained learning of implicit dynamical embeddings, leveraging neural ordinary differential equation (NODE) representations. A key objective is to constrain their boundedness, which promotes the generalization of the learned dynamics to arbitrary initial condition. The proposed architecture is implemented within a deep learning framework, and its relevance is demonstrated with respect to state-of-the-art schemes for different case-studies representative of geophysical dynamics.

Keywords Partially-observed systems · Embedding · Boundedness · Deep learning · Neural ODE · Forecasting

1 Introduction

Modeling the dynamics of complex systems is one of the key drivers of technological development. Dynamical systems provide interpretable models of the evolution of real-world phenomena, enabling understanding and prediction. There are a number of practical and theoretical limitations that arise when characterizing and modeling physical phenomenon, such as the lack of known governing equations [1], the presence of hidden variables that are not measured directly [2], and difficulties in assessing and enforcing known symmetries and stability [3,4,5]. These limitations motivate the development of new techniques to advance the current state-of-the-art in model discovery. The current literature is largely based on optimization techniques [6] and artificial intelligence (AI) [7] algorithms with the aim of discovering new models, governing equations, conservation laws and symmetries for complex systems [8,9,10,11,12,13] for a variety of applications, ranging from system identification [14,15,16,17,18], forecasting [19,20] and reconstruction [21,22,23] to control [24,25].
One of the new challenges of data-driven methods and learning based approaches concerns the exploitation and development of state-of-the-art techniques to tackle the modeling of complex systems such as the atmosphere, the ocean, and the climate. These fields encountered a sensing revolution in the last years, which sets up the community with databases that enable the use of AI. In this context, significant advances in model reduction techniques [26, 27], interpolation and reconstruction of gap-free observations [21, 28, 29] and short term forecast [30] have been achieved by AI models. These models, when compared to classical physical models, issued for instance from the Navier-Stokes equations, are easier to handle from a computational point of view, they also often offer a more flexible application range with the drawback of been bad learners. AI models often fail generalizing to situations (or initial conditions) that were never seen in the training data. These model also often fail at matching physical model in their ability to simulate the dynamics of the observations. From a pure learning perspective, generalization, and long term simulation performance of data-driven schemes are linked to physical properties of the underlying dynamics (such as conserved quantities) and most of the time, these properties are not revealed by the complexity of the training data.

In this context, a central question concerns the ability of data-driven models to capture the behavior of a system from partial and imperfect observations. Takens theorem [31] states the conditions under which a delay embedding representation of the observations is diffeomorphic to the underlying hidden states. Such a representation, when determined, captures essential information about the hidden states, which makes it possible to learn a model [2]. Unfortunately, the derivation of a dynamical system from such a representation remains a challenge, since no explicit relationships between the reconstructed phase space variables and the original hidden variables have been clearly identified. To address this limitation, the Neural embedding of Dynamical Systems (NbedDyn), proposed in [32], allows for both reconstructing and forecasting the phase space of the unseen dynamical system. However, this model suffers from generalization and stability issues, especially for initial conditions that are not near the data used to train the model.

It has been shown that embedding prior physical knowledge, such as invariances, symmetries, and conservation laws, into the learning process of dynamical systems may improve the generalizability and stability of the resulting models [8, 33, 34, 35, 36, 4]. Within this new field of research, there is an increasing focus on incorporating stability and boundendess constraints into data-driven models. This interest is driven by a combination of works, on different classes of models ranging from sparse regression techniques [4] to deep learning architectures [37, 38], showing that such constraints can be necessary in order to promote stability and generalization of the models.

Following these developments, we propose a robust framework for the modeling of geophysical dynamical systems from data. This framework relies on the learning of an embedding of the observations governed by a neural ODE (NODE) model [13]. This model is constrained to be bounded by restricting the form of the NODE to be linear-quadratic which enables the use of a generalization of the direct Lyapunov method given by the Schlegel boundedness theorem [39], which has recently been used to assess the stability of data driven models [5] and has been incorporated into sparse nonlinear models [4]. On different case-studies, we show that once these constraints are satisfied, the trained representation can reproduce realistic trajectories with respect to the training data using a closed-loop prediction setting. The boundedness constraint also improves the generalization capabilities of the trained model for arbitrary initial conditions, even those lying outside the attractor spanned by the training data. This latter property is extremely important, since the generalization performance is a critical feature for data-driven schemes. Overall, key aspects of the proposed framework are three-fold:

- we define a physics-constrained learning-based workflow for the modeling and forecasting of partially observed dynamical systems, with an emphasis on geophysical dynamics;
- the proposed framework relies on learning an implicit higher-dimensional embedding. The dynamics of this embedding are constrained to be bounded, which promotes the generalization of models for arbitrary initial conditions, even those far from the training data;
- the relevance of the proposed scheme is tested and demonstrated with respect to state-of-the-art methods for short-term forecasting and long-term simulation on several case studies, namely the Lorenz 63 and Lorenz 96 systems and the shallow water equation dynamics. Specifically, our model is compared to the sparse regression (SR) technique [1], to a recurrent neural network (RNN), to the Latent-ODE model as presented in [13] and to an extended dynamic mode decomposition (EDMD) technique based on delay embedding observables [40]. Through all experiments, the proposed framework is the only model able to achieve simultaneously both an accurate short-term forecast and long-term simulation of the dynamics.

Regarding the data-driven identification of real-world geophysical dynamics, we believe that this proposed framework provides a promising approach for learning consistent models in terms of short-term and long-term forecasts through the implementation of physical constraints from prior knowledge of the conservation laws governing the dynamics.
The paper is organized as follows. We start in section 2 by introducing state-of-the-art literature on data-driven dynamical systems and physics based learning. We then briefly discuss, in section 3, stability criteria, both from a dynamical systems theory and an identification perspective. We also introduce a generalization of the direct Lyapunov theorem as proposed in [39]. Section 4 presents the proposed framework, followed by the experiments and results in Section 5. We close this paper with conclusions and perspectives for future works in Section 6.

2 Related work

Data-driven identification of dynamical representations. Stated above, recent advances in learning-based approaches motivate numerous investigations to apply these tools for the identification of dynamical representations from data. A full review of state-of-the-art techniques is out of the scope of this paper, and we concentrate on providing a high-level overview, organized by the nature of the training data. Specifically, when provided with observations that form an embedding of a deterministic time-evolving system, several works including symbolic or dictionary-based approaches [41, 42, 43, 1, 44], neural-network and deep learning approaches [45, 46, 13, 47] and model-free representations [48, 12] demonstrated the ability of data-driven techniques to reverse engineer the governing equations from a sequence of observations.

When provided with noisy and sparse observations, studies have investigated either deep learning generative architectures, such as variational autoencoders [49, 50, 51], or classical Bayesian filtering schemes such as the ensemble Kalman filter [52], in deriving reconstructions of the irregular observations that can be useful from an identification perspective [53, 54, 17].

When provided with partial observations, i.e. with no one-to-one mapping between the observation space and the underlying dynamical system, most state-of-the-art techniques do not apply since the variability of the observations is influenced by some missing components, making the temporal evolution of the observations stochastic in the observation space. From this point of view, the deep learning literature in time series forecasting mainly relies on some sort of recurrent neural network (RNN) architectures [55, 56, 57] which can be motivated from a dynamical system perspective as a temporal propagator of a delay embedding of the observations. Recent work has connected SINDy with time-delay autoencoders to reconstruct hidden variables, with promising results [2].

Methods to learn linear propagators of non-linear, and potentially high-dimensional dynamical systems have also emerged in the context of the modern Koopman theory [58]. Finding a suitably chosen transformation/embedding of the observations that can be approximately propagated linearly in time has motivated several works [39, 60, 61, 62, 63, 64, 40, 65, 66, 67] on a variety of applications, including control [68] and prediction [65].

Physics-informed data-driven dynamical representations. In the context of dynamical model identification, several works have shown that including physical knowledge has a positive impact on the data-driven models [69, 3, 46, 70, 35, 71, 34, 56, 72, 73, 74, 75, 76, 77]. For instance, [11] proposed a sparse regression framework for the derivation of interpretable dynamical representations from data and [3] extended this framework to satisfy physical constraints, such as known energy preserving symmetries in the dynamics. In neural-networks and deep learning, significant effort has been focused on understanding residual networks [78, 79] as numerical integration schemes of differential equations [80, 15, 47, 81, 82]. In this line of study, neural ordinary differential equations [13, 83, 84, 85, 86, 87] have shown great success in merging neural networks and ODE identification techniques.

There is also a growing interest in developing hybrid representations that merge both a physical model and a machine learning component. Typical examples can be found in the context of closure modeling [88, 89, 90, 91, 92, 27] in which, broadly speaking, a machine learning model is optimized on data to correct a physical model.

Stability and boundedness of data-driven dynamical systems. Exploiting stability constraints when learning dynamical systems from data usually improves the long-term stability and generalization performance of the trained models [93, 94, 95, 96, 4]. Recent works further investigated Lyapunov functions of dynamical systems for control applications [97] or to force the stability around a global equilibrium point [37]. In this context, [38] proposed a new framework that guarantees exponential stability of an NODE model. Promoting Lyapunov stability in autoencoders was also investigated in [98] with applications to reduced-order models of two-dimensional turbulent fluid flows. Beyond the direct Lyapunov method, the Schlegel boundedness theorem [39] was also considered in [4] to promote the global stability of linear quadratic data-driven dynamical systems.
3 From Stability to Boundedness, in the context of identification

This section introduces some common stability criteria for the analysis of non-linear models. We briefly discuss the implementation of these criteria and focus on boundedness constraints as we further explore their relevance to regularize the learning of chaotic dynamics.

3.1 Stability of limit-sets

Let us assume a continuous s-dimensional dynamical system \( z_t \) governed by an autonomous ODE \( \dot{z}_t = f(z_t) \) with \( \Phi_t \) the corresponding flow \( \Phi_t(z_{t_0}) = z_{t_0} + \int_{t_0}^{t} f(z_w)dw \). The trajectories of this dynamical system are assumed to be asymptotic to a limit-set \( S \) of dimension \( p \) contained in \( \mathbb{R}^s \).

Stability theory addresses the characterization of the asymptotic behavior of a set of solutions of a differential equation with respect to a given limit-set \( S \). Formally, and assuming for the sake of simplicity that \( S \) is an equilibrium point \( z_{eq} \), we may distinguish the following stability definitions:

- The equilibrium point \( z_{eq} \) is globally (respectively locally) stable if \( \forall z_0 \in \mathbb{R}^s \) (respectively \( z_0 \in U \subset \mathbb{R}^s \)), \( \Phi_t(z_0) \rightarrow z_{eq} + \epsilon \) with \( |\epsilon| > 0 \) and finite;
- The equilibrium point \( z_{eq} \) is globally (respectively locally) asymptotically stable if \( \forall z_0 \in \mathbb{R}^s \) (respectively \( z_0 \in U \subset \mathbb{R}^s \)), \( \Phi_t(z_0) \rightarrow z_{eq} \) as \( t \rightarrow \infty \);
- The equilibrium point \( z_{eq} \) is globally (respectively locally) exponentially stable if \( \forall z_0 \in \mathbb{R}^s \) (respectively \( z_0 \in U \subset \mathbb{R}^s \)), \( |\Phi_t(z_0) - z_{eq}| \leq C|z_0 - z_{eq}|e^{-\alpha t} \) with \( \alpha \) a convergence rate, \( C \) a positive constant and \( |\cdot| \) a given norm in \( \mathbb{R}^s \).

Broadly speaking, we may state that a limit-set is i) stable if two nearby trajectories stay close by the action of the vector field, ii) asymptotically stable if a sufficiently close trajectory is attracted to the limit-set, and finally iii) exponentially stable if a trajectory converges to the limit-set with an exponential decay rate.

Depending on the limit-set of a given ODE, there are several approaches to analyze its stability. A great introduction to classical stability criteria is given in [99], starting from the classical eigenvalues of a linear (or linearized) system around an equilibrium point and finishing with the Lyapunov exponents of chaotic attractors. From an identification perspective, blowups cannot be observed in nature. For this purpose, we start by introducing the direct Lyapunov stability criterion, since it provides global stability properties on non-linear dynamics. A generalization of this approach to the boundedness of linear quadratic ODEs as proposed in [39] is then presented.

3.2 Lyapunov stability of dynamical systems

The direct Lyapunov stability method [100] was introduced to study the stability of any dynamical system that admits an equilibrium point at the origin. It uses a scalar function of the state \( V : \mathbb{R}^s \rightarrow \mathbb{R} \) as follows:

\[
\begin{align*}
V(z) &= 0 \text{ if and only if } z = 0 \\
V(z) &> 0 \text{ if and only if } z \neq 0 \\
\dot{V}(z) &\leq 0 \forall z \neq 0
\end{align*}
\]

If \( V(z) \) satisfies the above conditions \( \forall z \in \mathbb{R}^s \) (respectively \( \forall z \in U \subset \mathbb{R}^s \)) the system is globally (respectively locally) stable. Furthermore, if \( \dot{V}(z) < 0 \forall z \neq 0 \) the asymptotic stability of the system is also guaranteed.

We can apply this criterion to any non-linear model without resorting to any linearization, which makes it particularly appealing. Yet, finding an appropriate function is far from being straightforward, and several works proposed candidate Lyapunov functions for various types of problems [101].
3.3 Generalization to boundedness of LQM

The direct Lyapunov stability method is restricted to dynamical systems with an equilibrium point at the origin. This property is restrictive since it does not apply to other dynamical regimes such as periodic and chaotic solutions. Furthermore, the choice of the Lyapunov function being non-systematic, the exploitation of a direct Lyapunov constraint for the data-driven identification of dynamical systems is restricted to a small class of parametric models. Fortunately, Schlegel and Noack [39] proposed a generalization of the direct Lyapunov method on a class of parametric differential equations. This work also introduces the associated Lyapunov function, along with a condition for the existence of a monotonically attracting trapping region in the phase space. These trapping regions were later incorporated into nonlinear model identification to improve stability [4].

A trapping region is a domain in the phase space that locks trajectories of a dynamical system, i.e., once a trajectory enters a trapping region, it will stay in this domain as the system evolves [102]. When this region is globally monotonically attractive, all trajectories in the phase space will converge to the trapping region. We may point out that a trapping region can contain a single or multiple limit-sets. The class of models for which the proposed criterion in [39] is valid are linear quadratic models (LQMs). They can be encountered, for instance, by a spectral discretization of the Navier-Stokes equation, which make them appealing in the context of reduced order models (ROMs). Formally, as proposed in [39], let us rewrite the dynamical system governing \( z \) as a linear quadratic model

\[
\dot{z}_i = c + Lz_i + \left[ z_i^T Q^{(1)} z_i, \ldots, z_i^T Q^{(s)} z_i \right]^T
\]

(2)

where \( c \in \mathbb{R}^s \), \( L \in \mathbb{R}^{s \times s} \) and \( Q^{(i)} = \left[ q_{i,j,k} \right]_{i,j,k=1}^s \), \( i = 1, \ldots, s \). The \( s \) symmetric quadratic matrices \( Q^{(i)} \), \( i = 1, \ldots, s \) are supposed to be energy preserving, i.e.

\[
q_{i,j,k} + q_{j,i,k} + q_{i,k,j} = 0, \quad i, j, k = 1, \ldots, s
\]

(3)

Let us also consider a shifted variable \( \bar{z} = z - m \) with \( m \in \mathbb{R}^s \) an arbitrary finite state. The dynamical equation of the shifted state can be written as

\[
\dot{\bar{z}}_i = d + A\bar{z}_i + \left[ \bar{z}_i^T Q^{(1)} \bar{z}_i, \ldots, \bar{z}_i^T Q^{(s)} \bar{z}_i \right]^T
\]

(4)

with

\[
d = c + Lm + \left[ m^T Q^{(1)} m, \ldots, m^T Q^{(s)} m \right]^T
\]

(5)

and

\[
A = \left( a_{ij} \right) = \left( l_{ij} + \sum_{k=1}^s \left( q_{i,j,k} + q_{i,k,j} \right) m_k \right)
\]

(6)

The evolution of the fluctuation energy \( K = \frac{1}{2} \sum_{i=1}^s \bar{z}_i^2 \) of the shifted system is considered as a Lyapunov function [39]. The time derivative of this quantity can be written as:

\[
\dot{K} = \left[ \nabla_a K \right]^T \dot{z} = \bar{z}^T A_s \bar{z} + d^T \bar{z}
\]

(7)

where \( A_s = \frac{1}{2} \left( A + A^T \right) \). The contribution of the quadratic terms to the fluctuation energy \( K \) is zero due to the energy-preserving condition [3]. A sufficient condition for the existence of a monotonically attracting trapping region is the existence of a finite \( m \) such that \( A_s \) has only negative eigenvalues. In the next section, we enforce this condition in the proposed data-driven scheme for partially-observed systems in order to train long-term bounded dynamical models.

4 Bounded Neural Embedding

This section first briefly outlines the neural embedding of dynamical systems —NbedDyn— [32], and introduces the bounded neural embedding framework.

4.1 Neural embedding of dynamical systems

Let us consider a dynamical system governed by an autonomous ODE:

\[
\dot{z}_i = f(z_i)
\]

(8)

For most applications, the true state \( z_i \in \mathbb{R}^s \) of the system is unknown and limited to a series of observations \( \{ x_t \} \):

\[
x_t = \mathcal{H}(z_t)
\]

(9)
where $H : \mathbb{R}^n \rightarrow \mathbb{R}^n$ is an observation operator that does not satisfy the conditions \cite{105} under which the predictable deterministic dynamics expressed in the space of $z$ are still deterministic in the observation space.

The NbedDyn technique tackles this problem by searching an augmented space, where the states are governed by diffeomorphic flows and can be mapped to the observations $x_i$. For any given operator $H$ of a deterministic dynamical system, Takens theorem \cite{31} guarantees that such an augmented space exists. However, instead of using a delay embedding, NbedDyn defines a $d_E$-dimensional augmented space with states $u_i \in \mathbb{R}^{d_E}$ as follows:

$$
u_i^T = [M(x_i^T), y_i^T] 
$$

where $M$ is an order reduction operator such as $M(x_i) \in \mathbb{R}^r$ with $r \leq n$ and $y_i \in \mathbb{R}^{d_E-r}$ are stated as the latent states. They account for the information of the unobserved components of the true state $z_i$.

The corresponding dynamics and observation operator are defined as:

$$
\dot{u}_t = f_\theta(u_t) 
$$

$$
x_t = M^{-1}(Gu_t) 
$$

where the dynamical operator $f_\theta$ belongs to a given family of neural network operators parameterized by a parameter vector $\theta$. $G$ is a projection matrix that satisfies $M(x_i) = Gu_i$. Using an integration scheme (in all the experiments, the flow of the proposed framework is built on a classical Runge-Kutta 4 integration scheme), we can associate $f_\theta$ with a diffeomorphic mapping, to derive the flow $\Phi_{\theta,t}$ of the NODE model \cite{11} as follows:

$$
\Phi_{\theta,t}(u_{t-1}) = u_{t-1} + \int_{t-1}^t f_\theta(u_{t-1}) 
$$

From Eqs. \cite{11}, \cite{12} and \cite{13}, we define a state space model:

$$
\begin{align*}
\left\{ 
\begin{array}{l}
u_t = \Phi_{\theta,t}(u_{t-1}) \\
x_t = M^{-1}(Gu_t)
\end{array} \right.
\end{align*}
$$

(14)

Given an observation time series of size $N + 1 \{ x_0, \ldots, x_N \}$, the Neural Embedding scheme aims to minimize the forecasting error of the observations with respect to the model parameters and the latent states as follows:

$$
\hat{\theta}, y_{t_N:t_N-1} = \arg \min_{\theta, \{y_t\}} \sum_{t=1}^N \| x_t - M^{-1}(G\Phi_{\theta,t}(u_{t-1})) \|^2 + \lambda_1 \| u_t - \Phi_{\theta,t}(u_{t-1}) \|^2
$$

(15)

with $\lambda_1$ a weighting parameter and $\| \cdot \|$ the $L^2$ norm.

### 4.2 Constrained dynamical embedding

When considering the parametrization of the model $f_\theta$, a linear-quadratic formulation is suitable for the identification of reduced order models of incompressible flows \cite{104}. Furthermore, this architecture makes the application of the attracting trapping region condition, introduced in the previous section, tractable using the Schlegel boundedness theorem \cite{39}. Regarding the approximation properties of this class of models, the combination of Volterra theory, on the solutions of non-linear differential equations \cite{105}, with lifting transformation techniques \cite{106,107} shows that linear quadratic models can faithfully represent (in a higher dimension) the dynamics of non-linear differential equations. In this context, the operator $f_\theta$ in \cite{11} is restricted to be linear quadratic, and can be written, similarly to \cite{2} as follows:

$$
\dot{u}_t = c + Lu_t + [u_t^T Q(1) u_t, \ldots, u_t^T Q(d_E) u_t]^T
$$

(16)

where $c \in \mathbb{R}^{d_E}$, $L \in \mathbb{R}^{d_E \times d_E}$ and $Q^{(i)} = \sum_{j=0}^{d_E} \sum_{k=0}^{d_E} \eta_{i,j,k} Q^{(d_E)}$. The above approximate model is shifted according to $\tilde{u} = u - m$ with $m \in \mathbb{R}^{d_E}$. The approximate dynamical equation of the shifted state can be written as

$$
\dot{\tilde{u}}_t = d + A\tilde{u}_t + [\tilde{u}_t^T Q^{(1)} \tilde{u}_t, \ldots, \tilde{u}_t^T Q^{(d_E)} \tilde{u}_t]^T
$$

(17)

with $d$ and $A$ computed according to \cite{9} and \cite{9} respectively.
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The training setting comes to jointly learning the model parameters $\theta = \{c, L, Q^1, Q^2, \ldots, Q^{dE}, m\}$ and the latent states $y$ according to the following constrained optimization problem

$$
\hat{\theta}, y_{t_0:t_{N-1}} = \arg \min_{\theta, \{y_i\}_t} \sum_{i=1}^{N} \left\| x_i - M^{-1}(G(\Phi_{\theta,t_i}(u_{i-1}) + m)) \right\|^2 \\
+ \lambda_1 \left\| u_t - \Phi_{\theta,t_i}(u_{i-1}) \right\|^2 \\
+ \lambda_2 C_1 \\
+ \lambda_3 C_2
$$

with $C_1 = \sum_{i,j,k=1}^t \left\| q_{i,j,k} + q_{i,k,j} + b_{j,i,k} + b_{j,k,i} + b_{k,i,j} + b_{k,j,i} \right\|^2$ and $C_2 = \sum_{i=1}^t \max(\alpha_i, 0)/\max(\alpha_i + 1, 0)$ where $\alpha_i, i = 1, \ldots, d_E$ the eigenvalues of the matrix $A_e = \frac{1}{2}(A + A^T)$. The variables $\lambda_1, 2, 3$ are constant weighting parameters. This loss function corresponds to the initial NbedDyn loss given by (15) with two additional constraints $C_1$ and $C_2$. The first constraint $C_1$ steams from the energy-preserving condition given in (3). It forces the contribution of the quadratic terms of $f_0$ to the fluctuation energy to sum up to zero. The second constraint, $C_2$, ensures that the eigenvalues of $A_e$ are negative. Satisfying these constraints guarantees that the model $f_0$ is bounded through the existence of a monotonically attracting trapping region that includes the limit-set revealed by the minimization of the forecasting loss. Overall, Fig. 1 highlights the main mechanisms of the proposed framework.

5 Numerical experiments

Numerical experiments are performed to evaluate and demonstrate the relevance of the proposed framework for the forecasting and simulation of partially-observed systems. We consider three case-studies: the Lorenz-63, Lorenz-96, and Shallow Water Equation (SWE) dynamics. The code associated to this work can be found at https://github.com/CIA-Oceanix/Bounded-NbedDyn.
5.1 Lorenz 63

The Lorenz-63 dynamical system is a 3-dimensional model governed by the following ODE:

\[
\begin{align*}
\frac{dz_{1,t}}{dt} &= \sigma (z_{t,2} - z_{t,3}) \\
\frac{dz_{2,t}}{dt} &= \rho z_{t,1} - 1.0 - z_{t,2} z_{t,3} \\
\frac{dz_{3,t}}{dt} &= z_{t,1} z_{t,2} - \beta z_{t,3}
\end{align*}
\]

Under parametrization \(\sigma = 10, \rho = 28\) and \(\beta = 8/3\), this system exhibits chaotic dynamics with a strange attractor \[103\].

We simulate a Lorenz-63 state sequence of 5000 time steps, sampled regularly at \(dt = 0.01\). This simulation is computed using the LOSDA ODE solver \[109\]. The training sequence consists of the initial 4000 measurements of the first Lorenz-63 variable, i.e., \(H \equiv [1, 0, 0]\) and \(x_t = H(z_t) = z_{t,1}\). The remaining time steps are used as a test set. In this experiment, the projection operator in \[10\] is the identity matrix, i.e., \(M(\cdot) = I_1\).

**Parameterization of the data-driven models:** For benchmarking purposes, we perform a quantitative comparison with other leading approaches using delay embedding representations \[31\]. The parameters of the delay embedding representation, namely the lag \(\tau\) and the dimension \(d_E\) of the augmented space, were chosen using standard techniques. Specifically, the lag parameter was computed using both the mutual information and correlation techniques \[110\], respectively denoted as \(\tau_{MI}\) and \(\tau_{Corr}\). Regarding the dimension of the embedding representation, we used the Whitney’s embedding condition \(d_E = 2p + 1\) with \(p\) the dimension of the hidden limit-set. The delay embedding dimension was also computed using the false nearest neighbors (FNN) method \[111\]. We also tested arbitrary parameters for the delay embedding dimension. Given the delay embedding representation, we tested the Sparse Regression (SR) method \[1\] on a second order polynomial representation of the delay embedding states. The time integration of the SR model is carried using the LOSDA solver \[109\]. Regarding deep learning models, we compare our method to a stacked Bidirectional LSTM (RNN) and to the latent-ODE model \[13\]. The RNN model includes 4 LSTM layers with 10 hidden units. The input sequence of the model is an observation sequence of size 30. The Latent-ODE model involves a recognition network, a decoder and a dynamical model. The recognition network is an RNN with 40 hidden units. We use a 3-dimensional latent space that evolves in time according to a linear quadratic neural ODE model. The decoder network is a fully-connected neural network with one hidden layer and 15 hidden units.

The proposed framework is tested with a dimension of the augmented state space \(d_E = 3\), i.e., two latent states are concatenated to the observed variable. Overall the augmented state \(u_t\) is constructed as \(u_t = [z_{t,1}, y_{1,t}, y_{2,t}]^T\). The parameters of the data-driven model governing \(u_t\), as well as the latent states \(y_{1,t}\) and \(y_{2,t}\), are optimized based on both i) the initial NbedDyn formulation presented as proposed in \[32\] (i.e., using the optimization criterion given by \[15\]) and ii) the constrained version introduced in this work, illustrated by criterion \[18\].

| Model       | \(t_0 + dt\) | \(t_0 + 4dt\) | \(\lambda_1\) | \(\lambda_2\) |
|-------------|--------------|--------------|---------------|---------------|
| SR          | \(\tau_{MI} = 16, d_E(\text{FNN}) = 3\) | \(2.8E-2\)   | \(1.4E-1\)    | \(NaN\) \hspace{1cm} \(NaN\) |
|             | \(\tau_{MI} = 16, d_E(\text{Whitney}) = 6\) | \(1.3E-1\)   | \(3.0E-1\)    | \(NaN\) \hspace{1cm} \(NaN\) |
|             | \(\tau_{Corr} = 27, d_E(\text{FNN}) = 3\) | \(6.6E-1\)   | \(2.9\)        | \(NaN\) \hspace{1cm} \(NaN\) |
|             | \(\tau_{Corr} = 27, d_E(\text{Whitney}) = 6\) | \(1.9E-1\)   | \(9.0E-1\)    | \(NaN\) \hspace{1cm} \(NaN\) |
|             | \(\tau = 6, d_E = 3\) | \(4.0E-3\)   | \(0.027E-2\)  | \(NaN\) \hspace{1cm} \(NaN\) |
|             | \(\tau = 10, d_E = 3\) | \(0.013E-2\) | \(0.073E-2\)  | \(NaN\) \hspace{1cm} \(NaN\) |
| Latent-ODE  |             | \(6.5E-2 \pm 4.4E-2\) | \(1.5E-1 \pm 1.1E-1\) | \(NaN\) \hspace{1cm} \(NaN\) |
|             | \(2.7E-1 \pm 5.7E-2\) | \(3.1E-1 \pm 1.4E-1\) | \(-5.4 \pm 0.0\) |               |
| RNN         |             | \(8.8E-5 \pm 2.9E-5\) | \(5.8E-4 \pm 1.2E-4\) | \(0.88 \pm 0.02\) | \(NaN\) |
| NbedDyn     | \(d_E = 3\) | \(1.2E-4 \pm 4.1E-5\) | \(3.5E-4 \pm 7.4E-5\) | \(0.91 \pm 0.02\) | \(0.90 \pm 0.02\) |
| Constrained NbedDyn | \(d_E = 3\) |               |               |               |               |

Table 1: **Forecasting performance on the test set of the data-driven models for Lorenz-63 case-study:** first two columns : root mean square error (RMSE) for different forecasting time-steps, third column : largest Lyapunov exponent of a predicted series of length of 10000 time-steps (The true largest Lyapunov exponent of the Lorenz 63 model is 0.91 \[112\]).

**Forecasting performance of the proposed data-driven models:** We evaluate in Table 1 the short-term forecast as well as the topological structure of the simulated limit-sets (illustrated for instance through the largest Lyapunov exponent). Regarding the short-term forecast, both versions of the NbedDyn model outperform benchmarked state-of-the-art techniques in terms of root mean square error (RMSE). The constrained version results in a slightly larger RMSE score due to the additional boundedness terms in the optimization criterion. In the other hand, when considering the long term simulation performance of the tested data-driven models, when the initial condition is inside the spanned attractor...
Figure 2: **Forecasting performance of the NbedDyn models for Lorenz 63 case-study.** First row, NbedDyn model as presented in [32]; second row, proposed constrained NbedDyn model; third row, true Lorenz 63 model. The left (resp. right) panel illustrates the forecasting performance of the NbedDyn for an initial condition inside (resp. outside) the attractor. It is worth noting that the scales of the forecasted latent states $y_1$ and $y_2$ are different from the ones of the unseen states $z_1$ and $z_2$. This stems from the fact that given partial observations of the system, several models can reflect the variability of the observations while being diffeomorphic to the actual governing dynamics.

of the augmented states, the dynamical model optimized using the criterion (15) gives trajectories that are bounded and with similar topological characteristics to the true Lorenz 63 model. However, when the initial condition is far from the spanned attractor, the model optimized through (15) diverges to infinity. From a machine learning perspective, this is the direct consequence of a poor generalization performance to states that are far from the attractor spanned by the training data. In this situation, our model involves several attracting regions of chaotic and unstable solutions. When the initial condition is far from the spanned attractor, the state evolution is dominated by a positive energy growth, which makes our model diverge to infinity. The constrained model in the other hand, satisfies elementary conservation constraints that are present in the actual Lorenz 63 system and leads to a bounded behavior with a large attracting region of the chaotic limit-set. We further illustrate these conclusions with forecasting examples depicted in Figure 2 with initial conditions lying both inside and outside the attractor.

5.2 Lorenz 96

The Lorenz-96 system [113] with periodic boundary conditions is governed by the following ODE:

$$
\frac{dz_{t,i}}{dt} = (z_{t,i+1} - z_{t,i-2})z_{t,i-1} - z_{t,i} + F
$$

(20)

with $z_{t,-1} = z_{t,s}$, $z_{t,s+1} = z_{t,1}$.

The Lorenz-96 state sequences is also simulated using the LOSDA ODE solver [109] with $F = 8$ and a dimension $s = 40$. Similar to the previous experiment, the numerical simulation consists of 5000 time steps sampled at $dt = 0.01$. The initial 4000 measurements of the first 20 states, i.e., $x_t = H(z_t) = [z_{1,t}, \cdots, z_{20,t}]^T$ are used as training data. The
remaining time steps are used as a test set. In this experiment, the projection operator in $\mathcal{M}(\cdot) = I_{20}$.

**Parametrization of the data-driven models**: The proposed framework, is tested with a dimension of the augmented state space $d_E = 40$ i.e., 20 latent states are concatenated to the observed variable. In this experiment, the quadratic part of the NODE model $f_\theta$ is convolutional and corresponds to the true non-linear interactions in (20) with trainable weights. Such representation significantly accelerates the computation of the constraint $C_1$ in (15). Similar to the Lorenz 63 experiment, both the constrained and unconstrained versions of the model are compared to the sparse regression technique, to a stacked bidirectional LSTM (RNN) and to the Latent-ODE model [13]. The SR model is based on a second-order polynomial representation. The state-space of the model is built on a stacked delay embedding of the 20 observed states. For each observed state, the dimension of the embedding is computed using the FNN method and the lag is chosen according to both the mutual information and the correlation techniques. The time integration of the SR model is carried using the LOSDA solver [109]. The RNN model includes 10 LSTM layers with 100 hidden units. The input sequence of the model is an observation sequence of size 20. Regarding the Latent-ODE model, the recognition network is an RNN with 100 hidden units. The dimension of the latent space is set to 40 and the dynamical model is a linear quadratic neural ODE. The decoder network is a fully-connected neural network with one hidden layer and 100 hidden units.

| Model               | $t_0 + dt$     | $t_0 + 4dt$  | $\lambda_1$  | $\lambda_1$  |
|---------------------|----------------|--------------|---------------|---------------|
| SR ($\tau_{MI}$)    | $> 10$         | $> 10$       | NaN           | NaN           |
| SR ($\tau_{Corr}$)  | $> 10$         | $> 10$       | NaN           | NaN           |
| Latent-ODE          | $0.262 \pm 2.08E-1$ | $0.560 \pm 3.7E-1$ | NaN           | NaN           |
| RNN                 | $0.186 \pm 3.6E-2$ | $0.231 \pm 5.7E-2$ | $5.091 \pm 1.856$ | $2.451 \pm 2.092$ |
| NbedDyn             | $0.009 \pm 2.4E-3$ | $0.293 \pm 6.4E-2$ | NaN           | NaN           |
| Constrained NbedDyn | $0.012 \pm 2.3E-3$ | $0.036 \pm 6.9E-3$ | $1.211 \pm 1.32E-1$ | $1.399 \pm 6.6E-2$ |

Table 2: Forecasting performance on the test set of the data-driven models for Lorenz-96 dynamics where only the first 20 state variables are observed: first two columns: mean RMSE for different forecasting time-steps, third column: largest Lyapunov exponent of a predicted series of length of 10000 time-steps (The true largest Lyapunov exponent of the Lorenz 96 model is 1.67 [54]).

**Forecasting performance of the proposed data-driven models**: Similar to the Lorenz 63 experiment, both versions of the NbedDyn model outperform benchmarked state-of-the-art techniques in terms of short-term forecast RMSE. When considering the attractor reconstruction based on long-term simulation of the data-driven models, the constrained version of the NbedDyn model is the only model able to unfold the Lorenz 96 attractor. The other data-driven models, including the unconstrained NbedDyn either diverge to infinity or generate trajectories that do not match the Lorenz 96 hidden attractor (illustrated through the largest Lyapunov exponent).

We further illustrate the quantitative analysis conclusions through the visual comparison of the FFT modulus as well as a forecasting example in figures 3 and 4 respectively. The proposed architecture shows a better match to the true trajectory both in the temporal and spectral domains. Specifically, the constrained NbedDyn trajectory, although diverges from the ground truth (due to the chaotic nature of the attractor), keeps a similar spatio-temporal behavior illustrated by the prediction example in Fig. 4 as well as the spectrum in Fig. 3. Interestingly, this performance is truly due to the boundedness constraints since the unconstrained version, and even using the same ODE parameterization, diverges to infinity after a short simulation time. The RNN trajectories decently capture the time frequency patterns of the true states but fail to reproduce the Lorenz 96 dynamics in the phase space.

---

1. Other experiments, not shown here, demonstrate that a full linear quadratic NODE model also converges (but at a slower rate) to solutions with the same properties as the convolutional model evaluated in this experiment.
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Figure 3: Mean Fast Fourier Transform (FFT) modulus of the benchmarked data-driven models for Lorenz-96 case-study. We report the FFT modulus of simulated time series over the test period for the benchmarked data-driven models. The solid lines represent the FFT averaged over five training runs for each scheme. The light-color interval is the standard deviation of the different models. The unconstrained NbedDyn trajectories diverge after a short forecasting time, thus, its FFT is omitted.

5.3 Patch shallow Water equation (PSWE)

As a third case-study, we consider SWE dynamics governed by the following set of equations:

\[
\begin{align*}
\frac{\partial v_x}{\partial t} - F v_x &= -g \frac{\partial \eta}{\partial x} \\
\frac{\partial v_y}{\partial t} - F v_y &= -g \frac{\partial \eta}{\partial y} \\
\frac{\partial \eta}{\partial t} + \frac{\partial (\eta + H) v_x}{\partial x} + \frac{\partial (\eta + H) v_y}{\partial y} &= 0
\end{align*}
\]

where \( x \) and \( y \) represent the 2D directions of the fluid. \( \eta \) is the fluid surface elevation, and \((v_x, v_y)\) is the fluid’s horizontal flow velocity. \( g \) is the acceleration due to gravity, which is taken to be equal to \( 9.81 \text{ m/s}^2 \). \( H \) corresponds to the total depth (here \( H = 100 \text{ m} \)) of the fluid and \( \vec{f} = f_0 + \lambda y \) is the Coriolis forcing where \( f_0 = 1E - 4 \text{ s}^{-1} \) and \( \lambda = 2E^{-11} \text{ (m x s)}^{-1} \).

The direct numerical simulation of (21) is carried using a finite difference method. The length of the domain is set to \( 1000 \text{ km} \times 1000 \text{ km} \) with a corresponding regular discretization of \( 80 \times 80 \). The temporal step size \( dt \) is set to satisfy the Courant–Friedrichs–Lewy condition \( (dt = 40.41 \text{ seconds}) \). As observed process, we consider a low-resolution version of a patch of size \( 250 \text{ km} \times 250 \text{ km} \) of the sea surface elevation \( \eta \). The patch is located in the center of the 2D domain. The low-resolution projection is computed from an 8-dimensional EOF decomposition, which amounts to capture \( 80\% \) of the total variance. Regarding the training configuration, 100000 simulation time steps are generated. The transient (first 2500) time steps are omitted, and we use the post-transient first 49701 time-steps as training data. The remaining sequence is used as a test set.

This case study combines numerous layers of complexity when compared to the previous experiments. Specifically, the dynamics of the considered \( 250 \text{ km} \times 250 \text{ km} \) domain depend on the neighboring regions. Its variability is rigorously governed by the Shallow Water Equation in the full domain. As such, one cannot derive an autonomous differential system for the subdomain. Besides, through the EOF-based filtering, the observed process only refers to coarse-scale dynamics. Reduced-order modeling schemes [114] and learning-based closure models [115] would be typical solutions to address this issue, which would rely on the approximation of the observed dynamics by an autonomous system in the observation space or in a lower-dimensional projection of this space. We show in this experiment that the proposed
Figure 4: *Forecasting performance on the benchmarked data-driven models for Lorenz-96 case-study*. First row: ground-truth Lorenz 96 time series; Second row: data-driven model simulations over a test period; Third row: associated RMSE map. For each subplot, the vertical axis refers to the time axis and the horizontal axis to the 20-dimensional observation state. As unconstrained NbedDyn trajectories blowup after a short time horizon, no observation state can be depicted.
framework can account for unknown boundary conditions and fine-scale dynamics by retrieving the most appropriate missing information to forecast future coarse-scale observations within the considered patch. We may remind that the learning of the latent states only relies on the observed variables.

**Parametrization of the data-driven models**: All the tested models are built on the 8-dimensional EOF basis used to filter the observations. In the proposed framework, this setting corresponds to a specific parameterisation of the projection operator \( \mathcal{M}(\cdot) \) in (10) where \( \mathcal{M}(\mathbf{x}_t) \in \mathbb{R}^8 \) is an EOF projection. The NbedDyn model (both the constrained and unconstrained settings) is constructed with a dimension of the augmented state \( d_{\mathbf{C}} = 18 \). Our framework is compared to a stacked Bidirectional LSTM (RNN) and to a linear regression model. The RNN includes 10 LSTM layers with 100 hidden units. The input sequence of the RNN is an observation sequence of size 40. The linear model, that we call here Delay EDMD, is built on a Singular Value Decomposition (SVD) of delay embedding coordinates of the observations [40]. The delay embedding is computed, for every EOF component, using a lag embedding equal to one time step and a dimension equal to 200. The dimension of the SVD is set to 150, which accounts for over 99.99% of the total variance of the delay embedding representation.

| Model            | \( t_0 + dt \) | \( t_0 + 4dt \) |
|------------------|----------------|-----------------|
| RNN              | 7.35E-4 ± 2.55E-4 | **1.28E-3 ± 3.71E-4** |
| NbedDyn          | 1.33E-3 ± 7.88E-5  | 3.66E-3 ± 1.92E-4  |
| Delay EDMD       | 1.43E-3            | 1.42E-3          |
| Constrained NbedDyn | **6.28E-4 ± 1.69E-4** | 1.76E-3 ± 4.7E-04 |

Table 3: **Forecasting performance of the benchmarked data-driven models for PSWE case-study**: we report the mean RMSE metrics for different forecasting time-steps for the test set.

**Forecasting performance of the proposed data-driven models**: regarding the short-term forecasting performance, reported for instance in table[3], the benchmarked models achieve similar errors. These results are also highlighted in the forecasting examples given in figure[5] where the short term forecast, highlighted in the blue panel, are similar to the true state, up to 27 minutes where only the Delay EDMD technique is still qualitatively close to the ground truth. The analysis of the long-term simulated states, bordered by a red panel in Figure[5], gives in the other hand a different conclusion. While the proposed constrained NbedDyn model keeps simulating realistic states, both the unconstrained NbedDyn and RNN models get stuck either at equilibrium points, or at very slow manifolds. The linear Delay EDMD model converges to the origin after a finite amount of time, which is expected since finite-dimensional linear models can not reflect a chaotic behavior. We can draw the same analysis from the mean FFT modulus of the forecasted EOF modes, as well as the mean radially averaged PSD of the 2D fields in Fig.[5]. When considering the spatial spectrum, only the proposed framework is able to match perfectly the spectrum of the ground-truth. This result illustrates the ability of our model to capture all the spatial scales of the dynamics and to keep simulating these scales after long simulation times. Regarding the temporal spectrum, the constrained NbedDyn and the Delay EDMD models match the spectrum of the ground truth both in the medium and high frequency range. The low-frequency range in the other hand is not well captured by the model. This suggests that we may need to consider an optimization objective [18] with longer prediction times than the one used in this work to embed realistic low-frequency patterns.

## 6 Conclusion

Two central challenges in data-driven modeling involve how to handle partial observations and how to guarantee stability in the resulting models. In this paper, we demonstrate that combining an augmented neural ODE formulation and boundedness constraints, it is possible to considerably improve the data-driven identification and forecasting of partially-observed dynamics. The proposed framework is assessed on several case studies with respect to state-of-the-art forecasting and system identification techniques. Specifically, for classical chaotic ODEs (Lorenz 63 and 96), the proposed methodology matches state-of-the-art short-term forecasting performances while ensuring realistic long-term patterns for partially-observed settings. We also report a more complex case study, in which we have considered low-resolution observations of a subdomain of SWE dynamics with unknown boundary conditions. The results from this study support the potential of the proposed technique to derive faithful data-based representations of ocean flows, especially ocean surface dynamics. Such dynamics involve, similar to the PSWE case study, but at a higher level of complexity, unseen components, missing forcing, unknown boundary conditions and unresolved spatio-temporal scales. In all numerical experiments, both the data-driven model formulation in an augmented space and the boundedness constraints are key features to capture the dynamics underlying the observations.
Figure 5: *Prediction example over the test period of the data-driven models for the PSWE case-study.* The blue panel illustrates a short-term forecast for the benchmarked models and the red panel highlights the associated long-term simulations. A spectral analysis of the simulated trajectories, both in space and time, are given in figure 6.
Figure 6: Spatio-temporal spectrums of the data-driven models with respect to the ground truth. The FFT modulus of the data-driven models in (a) are computed from a simulated time series in the test set. The radially-averaged Power Spectral Density (PSD) in (b) is averaged over a simulation of size 10000 time steps. The lines represent the averaged spectrums, computed over five optimized models. The light-color intervals refer to the standard deviation.

An avenue of promising future work will involve extending the proposed framework to other non-linear models through the generalization of the boundedness constraints. Foremost, polynomial models could be considered by imposing, similar to the quadratic terms of the proposed architecture, an energy-preserving non-linearity. Other non-linear architectures may still need further investigation, since the fluctuation energy may not be the appropriate Lyapunov function to consider. The recent works of [37] may be useful for finding Lyapunov functions that guarantee stability and boundedness.

To recall, explicitly constraining chaos within a data-driven formulation is rigorously intractable since such a behavior is only revealed, and thus potentially constrained using long-term simulations. From this point of view, the proposed framework is not guaranteed to reach an expected chaotic evolution, since this is not explicitly constrained within the framework. Specifically, when considering the bounded NbedDyn model, the learning criterion allows for any bounded limit-set, including stable ones, as long as the short-term forecast of the observations is minimized. This criterion does not guarantee a replication of the chaotic observations, and long-term simulations of the model can lead to undesirable stable limit-sets. Interestingly, stable limit-sets can be fully characterized by the dynamical equation, without resorting to brute force long-term simulation of the model. Thus, these limit sets can be propagated to infinity. However, sending stable limit-sets to infinity may result in new questions about how observation data may help to regularize the learning stage.
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