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Abstract—Cloud radio access network (C-RAN) has been recognized as a promising architecture for next-generation wireless systems to support the rapidly increasing demand for higher data rate. However, the performance of C-RAN is limited by the backhaul capacities, especially for the wireless deployment. While C-RAN with fixed BS caching has been demonstrated to reduce backhaul consumption, it is more challenging to further optimize the cache allocation at BSs with multi-cluster multicast backhaul, where the inter-cluster interference induces additional non-convexity to the cache optimization problem. Despite the challenges, we propose an accelerated first-order algorithm, which achieves much higher content downloading sum-rate than a second-order algorithm running for the same amount of time. Simulation results demonstrate that, by simultaneously delivering the required contents to different multicast clusters, the proposed algorithm achieves significantly higher downloading sum-rate than those of time-division single-cluster transmission schemes. Moreover, it is found that the proposed algorithm allocates larger cache sizes to the farther BSs within the nearer clusters, which provides insight to the superiority of the proposed cache allocation.
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I. INTRODUCTION

To meet the dramatically increasing demand for higher data rate, cloud radio access network (C-RAN), where the base stations (BSs) are connected to a computation center via high-speed backhaul links for multi-BS cooperation, is a promising architecture for next-generation wireless systems [1]–[3]. However, the performance of C-RAN is mainly limited by the backhaul capacities from the computation center to the BSs, especially for the small-cell deployment, where high-speed optical fiber connections may not be available [4], and wireless backhaul is the only option.

On the other hand, with modern wireless data traffic being more and more dominated by videos and other multimedia data, content-centric communications exploiting multicast transmission and BS caching draw a lot of attention lately [5]–[7]. As multiple BSs in the same cluster share the same users' data for BS cooperation, by multicasting users’ messages from the computation center to these BSs simultaneously, the broadcast nature of the wireless backhaul channels can be efficiently exploited. Furthermore, by proactively caching a fraction of popular contents at each BS, the amount of data to be delivered through the wireless backhaul is reduced, thus improving the system efficiency in terms of content downloading rate [8]

While C-RAN with BS caching has been investigated in [9]–[12], they all assume fixed cache allocation among BSs and focus on how BS caching helps to improve the system performance. In particular, [9]–[11] investigate how BS caching facilitates the reduction of backhaul burden and power consumption. In [12], data-sharing and compression are combined to examine how BS caching help in improving the spectral efficiency. On the other hand, although cache optimization has been studied in [13]–[17], they only focus on the layer between the BS and the users, without considering the limitation of the backhaul efficiency. To the best of our knowledge, only the pioneering work [8] investigates cache optimization at BSs aiming at improving the backhaul efficiency between the computation center and the BSs.

Unfortunately, since [8] only considered a simplified C-RAN setup with a single cluster of BSs, the resulting caching scheme could not directly generalize to the more practical scenario with multiple BS clusters. For the multi-cluster scenario, the computation center is required to transmit different multicast data to different BS clusters simultaneously, resulting in inter-cluster interference, which in turn induces additional non-convexity to the cache optimization problem.

Despite the challenges mentioned above, this paper optimizes the cache allocation at BSs for a C-RAN with multi-cluster multicast backhaul, aiming to maximize the content downloading sum-rate of the wireless backhaul under a total cache budget constraint. Since cache placement impacts a much larger timescale than that of channel variations [4], [18], [19], the cache allocation should be optimized based on a
large number of potential channel realizations. Furthermore, to maximize the content downloading sum-rate, various channel realizations require tailored optimal beamformers, which are coupled in the optimization of cache sizes. Consequently, with a large number of beamformers being nuisance variables, the cache allocation is a large-scale nonsmooth nonconvex problem. To solve this problem, we first tackle the non-smoothness and non-convexity by introducing auxiliary variables and constructing a sequence of quadratic convex functions in the successive convex approximation (SCA) framework. But instead of directly solving each convexified problem with the interior-point method, we further construct a strongly convex upper bound of the cost function, so that an accelerated first-order algorithm can be developed for solving each SCA subproblem in its dual domain.

Simulation results show that the proposed accelerated first-order algorithm achieves much higher content downloading sum-rate than a second-order algorithm running for the same amount of time. Moreover, by simultaneously delivering the required contents to different multicast clusters, the proposed algorithm achieves significantly higher downloading sum-rate than those of time-division single-cluster transmission schemes. Finally, it is found that the proposed algorithm proactively allocates larger cache sizes to the farther BSs within the nearer clusters, which provides insight to the superiority of the proposed cache allocation.

The remainder of this paper is organized as follows. System model and problem formulation are introduced in Section II. In Section III, an accelerated first-order algorithm is proposed for the cache allocation. The multi-cluster multicast beamforming (MCMB) design for content delivery is presented in Section IV. Simulation results and discussions are provided in Section V. Section VI concludes the paper.

Throughout this paper, scalars, vectors, and matrices are denoted by lower-case letters (e.g., $a$), lower-case bold letters (e.g., $\mathbf{a}$), and upper bold letters (e.g., $\mathbf{A}$), respectively. The complex domain is denoted by $\mathbb{C}$. We denote the transpose and conjugate transpose of a vector/matrix by $(\cdot)^T$ and $(\cdot)^H$, respectively. The real part, trace, and Frobenius-norm of a matrix are denoted by $\Re(\cdot)$, $\text{Tr}(\cdot)$, and $\|\cdot\|_F$, respectively. The expectation of a random variable is denoted by $E[\cdot]$, and the complex Gaussian distribution is represented as $\mathcal{CN}(\cdot,\cdot)$.

II. SYSTEM MODEL AND PROBLEM FORMULATION

Consider a downlink C-RAN with $G$ clusters of BSs connected to a computation center through wireless backhaul. To effectively utilize the wireless medium, the computation center adopts multicast beamforming to deliver users’ intended messages to each cluster, and the BSs in each cluster serve their users through cooperative transmission with data sharing \cite{20, 21}. Furthermore, to alleviate the backhaul burden, each BS is equipped with a local cache to pre-store a subset of popular files. An example of such a cache enabled downlink C-RAN is illustrated in Fig. 1, where the BSs are clustered into $G$ disjoint clusters \cite{22, 23}. In this paper, we assume that the BSs have been clustered, and focus on how to optimally allocate the cache sizes among the BSs to improve the backhaul efficiency.

Let $M$ and $N$ ($M > N$) denote the numbers of antennas at the computation center and each BS, respectively. Then the maximum number of independent data streams of each cluster is $d = \min\{M, N\} = N$, and the multicast beamforming matrix from the computation centre to the $g$-th cluster of BSs is denoted as $\mathbf{V}_g \in \mathbb{C}^{M \times d}$. Denoting the total number of BSs as $K$, we can express the received signal at the $k$-th BS as

$$y_k = H_k V_{g_k} x_{g_k} + \sum_{g \neq g_k} H_k V_g x_g + n_k,$$  \hspace{1cm} (1)

where $H_k \in \mathbb{C}^{N \times M}$ is the channel matrix from the computation centre to BS $k$, $g_k \in \{1, 2, \ldots, G\}$ is the index of the group to which BS $k$ belongs, $x_{g_k} \in \mathbb{C}^{d \times 1}$ is the data vector sent to cluster $g_k$, and $n_k \sim \mathcal{CN}(0, \sigma^2_k I_N)$ is the additive white Gaussian noise. Based on (1), the mutual information between the transmit signal $V_{g_k} S_{g_k}$ and the received signal $y_k$ can be written as

$$I(\mathbf{V}_{g_k} \mathbf{X}_{g_k}; y_k) = \log \det (\mathbf{I}_N + H_k \mathbf{V}_{g_k} \mathbf{V}^H_{g_k} H^H_k \mathbf{J}_k),$$  \hspace{1cm} (2)

where $\mathbf{J}_k \triangleq \left( \sum_{g' \neq g_k} H_k \mathbf{V}_{g'} \mathbf{V}^H_{g'} + \sigma^2_k \mathbf{I}_N \right)^{-1}$.

A central issue in C-RAN is to alleviate the backhaul burden during the peak traffic time \cite{21}. To address this issue, caching highly popular files at BSs during off-peak hours provides a viable solution \cite{10, 24}. However, the network operator has a fixed budget to deploy only a limited amount of total cache size. Due to the limited cache size, each BS pre-stores fractions of popular contents during off-peak hours provides a viable solution \cite{10, 24}. However, the network operator has a fixed budget to deploy only a limited amount of total cache size. Due to the limited cache size, each BS pre-stores fractions of popular contents during off-peak hours provides a viable solution \cite{10, 24}. However, the network operator has a fixed budget to deploy only a limited amount of total cache size. Due to the limited cache size, each BS pre-stores fractions of popular contents during off-peak hours provides a viable solution \cite{10, 24}. However, the network operator has a fixed budget to deploy only a limited amount of total cache size.

![Fig. 1. A downlink C-RAN consists of $G$ clusters of BSs, where each BS is equipped with a local cache.](image)
where $T$ is given channel distribution or historical channel realizations, the channel samples, which can be drawn from any expectation in (4a) is the sample approximation \[28\], which size for the whole network. A common approach to tackle the C content downloading sum-rate, the cache sizes should also be optimized together with the optimal beamformers. This gives the following cache size allocation problem:

$$\max \{C_k\} \quad \mathbb{E}\{\mathbf{H}_k\} \left[ \max_{\{\mathbf{V}_g\}} \sum_{g=1}^{G} \min_{k \in C_g} \left\{ \frac{F_g}{F_g - C_k} \right. \right.$$  
$$\left. \cdot \log \det \left( \mathbf{I}_N + \mathbf{H}_k \mathbf{V}_g \mathbf{V}_g^H \mathbf{H}_k^H \mathbf{J}_k \right) \right\} \right], \quad (4a)$$

s.t. \( \sum_{g=1}^{G} \text{Tr} \left( \mathbf{V}_g \mathbf{V}_g^H \right) \leq P_{\text{tot}}, \)  
$$\sum_{k=1}^{K} C_k \leq C_{\text{tot}}, \quad (4c)$$

$$0 \leq C_k \leq F_{g_k}, \quad \forall k = 1, 2, \ldots, K, \quad (4d)$$

where $P_{\text{tot}}$ is the total budget of the transmit power at the computation center, and $C_{\text{tot}}$ is the total budget of the cache size for the whole network. A common approach to tackle the expectation in (4a) is the sample approximation \[28\], which reformulates (4a) as

$$\max \{C_k\}, \{\mathbf{V}_{g,t}\} \left[ \max_{t=1}^{T} \sum_{g=1}^{G} \min_{k \in C_g} \left\{ \frac{F_g}{F_g - C_k} \right. \right.$$  
$$\left. \cdot \log \det \left( \mathbf{I}_N + \mathbf{H}_{k,t} \mathbf{V}_{g,t} \mathbf{V}_{g,t}^H \mathbf{H}_{k,t}^H \mathbf{J}_{k,t} \right) \right\}], \quad (5a)$$

s.t. \( \sum_{g=1}^{G} \text{Tr} \left( \mathbf{V}_{g,t} \mathbf{V}_{g,t}^H \right) \leq P_{\text{tot}}, \quad \forall t = 1, 2, \ldots, T, \)  
$$\sum_{k=1}^{K} C_k \leq C_{\text{tot}}, \quad (5c)$$

$$0 \leq C_k \leq F_{g_k}, \quad \forall k = 1, 2, \ldots, K, \quad (5d)$$

where $T$ is the sample size, \( \{\mathbf{H}_{k,t}\}_{k=1}^{K} \) are the $t$th channel samples, which can be drawn from any given channel distribution or historical channel realizations, \( \{\mathbf{V}_{g,t}\}_{g=1}^{G} \) are the corresponding beamformers, and \( \mathbf{J}_{k,t} \triangleq \left( \sum_{g' \neq g_k} \mathbf{H}_{k,t} \mathbf{V}_{g',t} \mathbf{V}_{g',t}^H + \sigma_k^2 \mathbf{I}_N \right)^{-1} \). However, problem (5) is challenging to solve due to three reasons. Firstly, the objective function (5a) is nonsmooth since the content downloading rate of each BS cluster is the minimum over $|K_g|$ terms. Secondly, the objective function (5a) is also nonconcave due to the nonconcave coupling between $\frac{F_g}{F_g - C_k}$ and $\log \det \left( \mathbf{I}_N + \mathbf{H}_{k,t} \mathbf{V}_{g,t} \mathbf{V}_{g,t}^H \mathbf{H}_{k,t}^H \mathbf{J}_{k,t} \right)$, and the involvement of $\{\mathbf{V}_{g,t}\}$ in the inter-cluster interference inside the expression of $\mathbf{J}_{k,t}$. Thirdly, since the sample size $T$ is generally large for good approximation, problem (5) is imposed by a large number of variables and constraints, which induces a heavy computational burden.

Remark 1: For multicast transmission, the file requests in the same multicast group should arrive within a very short time period. Although this assumption is a little strong for mobile users, it makes more sense for the considered scenario in this paper, where the multicast receivers are BSs that require data sharing for coordinated multipoint joint processing rather than mobile users. Therefore, it is reasonable to assume that the BSs in the same cluster request the content simultaneously.

\[C\]

Remark 2: If the computation center transmits data to each BS directly, it either transmits the data in a time-division fashion, or transmits multiple beams at the same time. For using the time division transmission, it avoids interference among beams, but it would take a long time to transmit, as one BS is served after another. On the other hand, if multiple beams are transmitted at the same time, the transmission time is shortened, but the interference among beams would cause severe decoding error.

Remark 3: Strictly speaking, $C_k$ is a discrete variable, which makes the optimization problem \[C\] combinatorial and highly complex. To make it more tractable, as in the most relevant work \[8\], we set $C_k$ as a continuous variable. Consequently, it is much easier to reveal the insight of caching as shown in Section VI. For practical implementation of the scheme, the solution of $C_k$ can be rounded off to the nearest integer after the continuous optimization problem is solved.

III. ACCELERATED FIRST-ORDER ALGORITHM FOR CACHE ALLOCATION

In this section, we strive to solve the large-scale nonsmooth nonconvex cache size allocation problem \[C\]. Specifically, we first tackle the non-smoothness and non-convexity of problem \[C\] by introducing auxiliary variables and constructing a sequence of quadratic convex functions in the SCA framework. Then, instead of directly solving each convexified problem with the interior-point method, we further construct a strongly convex upper bound of the cost function, so that an accelerated first-order algorithm is developed for solving each SCA subproblem in its dual domain.

A. Tackling Non-Smoothness and Non-Convexity

We first tackle the non-smoothness of the objective function \(C\). Since \(C\) is the minimum over $|K_g|$ terms, by introducing a set of auxiliary variables \(\eta_{g,t}\) such that

$$\eta_{g,t} \leq \frac{1}{F_g - C_k} \log \det \left( \mathbf{I}_N + \mathbf{H}_{k,t} \mathbf{V}_{g,t} \mathbf{V}_{g,t}^H \mathbf{H}_{k,t}^H \mathbf{J}_{k,t} \right), \quad \forall k \in$$
However, due to the nonconvex coupling between $C_k$ and $\eta_{gk,t}$, and the involvement of $\{V_{g,t}\}$ in the inter-cluster interference inside the expression of $J_{k,t}$, the constraint (6c) is nonconvex, making problem (6) still challenging to solve. For the special case of $G = 1$, $J_1$ would reduce to $1/\sigma_k^2 I_N$, which is independent of the variable $V_1$. Therefore, by introducing an auxiliary variable $W_1 = V_1 V_1^H$ and dropping the rank constraint of $W_1$ [8], (6c) would be convex over $W_1$. However, for the general case of $G > 1$, since $J_k$ involves variables $\{V_g\}$, the above convexity over $\{V_g\}$ does not hold. Thus, for the general setting of $G > 1$, the non-convexity of (6c) is difficult to tackle.

A prevalent technique to tackle nonconvex constraints is the successive convex approximation (SCA) [29], in which nonconvex constraints are approximated by a sequence of convex constraints. When the nonconvex constraints are in difference of convex (DC) forms, a common approach for convex constraints is the convex-concave procedure (CCP) [30]. Nevertheless, CCP is not applicable to (6c), since it is not in a DC form. To address this issue, we construct a sequence of convex constraints to approximate (6c) by quadratically convexifying the left-hand-side of (6c). Specifically, given any fixed $C_k^{(i)}$, $\eta_{gk,t}^{(i)}$, and $\{V_{g,t}^{(i)}\}_{g=1}^G$, we define a convex quadratic function

$$f_k^{(i)}(C_k, \eta_{gk,t}, \{V_{g,t}\}_{g=1}^G) = \sum_{g=1}^G \text{Tr}(V_{g,t}^H A_{k,t}^{(i)} V_{g,t}) + 2\Re \left\{ \text{Tr} \left( B_{k,t}^{(i)} V_{g,t} \right) \right\} + \frac{\eta_{gk,t}^2 + C_k^2}{2} + F_{gk} \eta_{gk,t} - \left( \eta_{gk,t}^{(i)} + C_k^{(i)} \right) (\eta_{gk,t} + C_k) + b_{k,t}^{(i)},$$

where $A_{k,t}^{(i)}$, $B_{k,t}^{(i)}$, and $b_{k,t}^{(i)}$ are given by

\begin{align}
A_{k,t}^{(i)} &\triangleq H_{k,t}^H U_{k,t}^{(i)} \left( I_d - \left( U_{k,t}^{(i)} \right)^H H_{k,t} V_{gk,t} \right)^{-1} \\
B_{k,t}^{(i)} &\triangleq - \left( I_d - \left( U_{k,t}^{(i)} \right)^H H_{k,t} V_{gk,t} \right)^{-1} \\
b_{k,t}^{(i)} &\triangleq \text{Tr} \left( \left( I_d - \left( U_{k,t}^{(i)} \right)^H H_{k,t} V_{gk,t} \right)^{-1} \right) \\
&\quad \cdot \left( I_d + \sigma_k^2 \left( U_{k,t}^{(i)} \right)^H U_{k,t}^{(i)} \right) \\
&\quad + \log \det \left( I_d - \left( U_{k,t}^{(i)} \right)^H H_{k,t} V_{gk,t} \right) \\
&\quad + \frac{(\eta_{gk,t} + C_k)^2}{2} - d,
\end{align}

with

$$U_{k,t}^{(i)} = \left( \sum_{g=1}^G H_{k,t} V_{g,t}^H \right) \left( V_{g,t}^H H_{k,t}^H + \sigma_k^2 I_N \right)^{-1} H_{k,t} V_{gk,t}.$$
f_{i,t}^{(i)}(C_k, \eta_{g,t}, \{V_{g,t}\}_{g=1}^G)$, and hence (6c) can be successively approximated by

$$f_{i,t}^{(i)}(C_k, \eta_{g,t}, \{V_{g,t}\}_{g=1}^G) \leq 0,$$

$$\forall k = 1, 2, \ldots, K, \ \forall t = 1, 2, \ldots, T,$$  (12)

which is convex since $f_{i,t}^{(i)}(C_k, \eta_{g,t}, \{V_{g,t}\}_{g=1}^G)$ is convex quadratic. With the sequence of convex constraints constructed in (12), problem (6) can be iteratively solved in the SCA framework, with the i-th SCA subproblem written as

$$\mathcal{T}^{(i)}\left(\{C_k\}, \{V_{g,t}\}_{g=1}^G, \eta_{g,t}\right)$$

$$= \arg \min \left\{ \mathcal{T}^{(i)}\left(\{C_k\}, \{V_{g,t}\}_{g=1}^G, \eta_{g,t}\right) \right\}$$

$$\forall k = 1, 2, \ldots, K, \ \forall t = 1, 2, \ldots, T,$$  (13a)

subject to

$$\sum_{g=1}^G \sum_{t=1}^T \left\{ F_{g,t} \eta_{g,t} \right\} \leq P_{tot},$$

$$\forall g = 1, 2, \ldots, G,$$  (13b)

$$\sum_{k=1}^K C_k \leq C_{tot},$$

$$0 \leq C_k \leq F_{g,k},$$

$$\forall k = 1, 2, \ldots, K,$$  (13c)

$$\forall g = 1, 2, \ldots, G,$$  (13d)

$$f_{i,t}^{(i)}(C_k, \eta_{g,t}, \{V_{g,t}\}_{g=1}^G) \leq 0,$$

$$\forall k = 1, 2, \ldots, K, \ \forall t = 1, 2, \ldots, T.$$  (13e)

### B. First-Order Algorithm in Dual Domain

While problem (13) can be optimally solved with the interior point method, due to the large number of variables and constraints (induced by the large sample size $T$), such a method would incur a heavy computational cost. To avoid such a heavy computational burden, we strive to develop a first-order algorithm, which simultaneously performs a gradient step and a projection step. However, since problem (13) is imposed by coupling constraints (13b), (13c), and (13e), the projection onto (13b)–(13e) would be highly complicated.

To address this issue, we develop another form of the i-th SCA subproblem of (6) by majorizing the cost function (6a) with a strongly convex upper bound. Specifically, given any fixed $\{C_k^{(i)}\}$ and $\{V_{g,t}^{(i)}(\cdot)\}$, the cost function (6a) can be strongly convexified by adding three positive quadratic terms:

$$\mathcal{T}^{(i)}\left(\{C_k\}, \{V_{g,t}\}_{g=1}^G, \eta_{g,t}\right)$$

$$= -\sum_{t=1}^T \sum_{g=1}^G F_{g,t} \eta_{g,t} + \rho_1 \sum_{t=1}^T \sum_{g=1}^G \left( \eta_{g,t} - \eta_{g,t}^{(i)} \right)^2$$

$$+ \rho_2 \sum_{t=1}^T \sum_{g=1}^G \left\| V_{g,t} - V_{g,t}^{(i)}(\cdot) \right\|_F^2$$

$$+ \rho_3 \sum_{k=1}^K \left( C_k - C_k^{(i)} \right)^2,$$  (14)

where $\rho_1$, $\rho_2$, and $\rho_3$ are fixed positive parameters. Consequently, (14) serves as a tight upper bound of (6a), with their function values equal at $\{C_k\} = \{C_k^{(i)}\}$ and $\{V_{g,t}, \eta_{g,t}\} = \{V_{g,t}^{(i)}(\cdot), \eta_{g,t}^{(i)}\}$. Following the same procedure for convexifying the constraints of (6) in the last section, another valid i-th SCA subproblem of (6) can be written as

$$\left\{ \begin{array}{l}
\left\{ C_k^{(i+1)} \right\}, \{V_{g,t}^{(i+1)}(\cdot)\}, \eta_{g,t}^{(i+1)}
\end{array} \right\}$$

$$= \arg \min \left\{ \mathcal{T}^{(i)}\left(\{C_k\}, \{V_{g,t}\}_{g=1}^G, \eta_{g,t}\right) \right\}$$

subject to (13b), (13c), (13d), (13e).

Based on the strong convexity of $\mathcal{T}^{(i)}\left(\{C_k\}, \{V_{g,t}\}_{g=1}^G, \eta_{g,t}\right)$, we can derive the dual problem of (15) in closed-form with the following proposition.

**Proposition 2.** The dual problem of (15) is

$$\max_{\{\delta_t\}, \{\lambda_{k,t}\}, \mu} \mathcal{Y}^{(i)}\left(\{C_k^{\infty}\}, \{V_{g,t}^{\infty}\}, \eta_{g,t}^{\infty}\right)$$

$$+ \sum_{t=1}^T \delta_t \left( \sum_{g=1}^G \text{Tr} (V_{g,t}^{\infty} (V_{g,t}^{\infty})^H) - P_{tot} \right)$$

$$+ \sum_{t=1}^T \sum_{k=1}^K \lambda_{k,t} f_{i,t}^{(i)}(C_k^{\infty}, \eta_{g,t}^{\infty}, \{V_{g,t}^{\infty}\}_{g=1}^G)$$

$$+ \mu \left( \sum_{k=1}^K C_k^{\infty} - C_{tot} \right),$$  (16a)

subject to

$$\delta_t \geq 0, \ \lambda_{k,t} \geq 0, \ \forall k = 1, 2, \ldots, K, \ \forall t = 1, 2, \ldots, T,$$  (16b)

where $\{V_{g,t}^{\infty}, \eta_{g,t}^{\infty}\}$ and $\{C_k^{\infty}\}$ are uniquely given in the following closed forms:

$$\eta_{g,t}^{\infty} = \eta_{g,t}^{(i)} + \left(1 - \sum_{k \in K_g} \lambda_{k,t} \right) \frac{F_g + \sum_{k \in K_g} \lambda_{k,t} C_k^{(i)}}{\rho_1 + \sum_{k \in K_g} \lambda_{k,t}},$$

$$\forall g = 1, 2, \ldots, G, \ \forall t = 1, 2, \ldots, T,$$  (17)

$$V_{g,t}^{\infty} = \left( (\rho_2 + \delta_t) I_M + \sum_{k=1}^K \lambda_{k,t} A_k^{(i)} \right)^{-1}$$

$$\cdot \left( \rho_2 V_{g,t}  - \sum_{k \in K_g} \lambda_{k,t} B_k^{(i)} H \right),$$

$$\forall g = 1, 2, \ldots, G, \ \forall t = 1, 2, \ldots, T,$$  (18)

$$C_k^{\infty} = \min \left\{ \max \left( \left\{ C_k^{(i)} + \frac{\sum_{t=1}^T \lambda_{k,t} \eta_{g,t}^{(i)} - \mu}{\rho_3 + \sum_{t=1}^T \lambda_{k,t}} \right\}, 0 \right), F_g \right\}, \ \forall k = 1, 2, \ldots, K.$$  (19)

**Proof:** See Appendix E.  ■

Denoting the the dual objective function in (16a) as $D(\{\delta_t\}, \{\lambda_{k,t}\}, \mu)$, and noticing that the values of $\{V_{g,t}^{\infty}, \eta_{g,t}^{\infty}\}$ and $\{C_k^{\infty}\}$ are uniquely determined by (17)–(19), we can obtain the partial derivatives as

$$\frac{\partial D}{\partial \delta_t} = \sum_{g=1}^G \text{Tr} (V_{g,t}^{\infty} (V_{g,t}^{\infty})^H) - P_{tot},$$

$$\frac{\partial D}{\partial \lambda_{k,t}} = f_{i,t}^{(i)}(C_k^{\infty}, \eta_{g,t}^{\infty}, \{V_{g,t}^{\infty}\}_{g=1}^G),$$

$$\frac{\partial D}{\partial \mu} = \sum_{k=1}^K C_k^{\infty} - C_{tot},$$  (20)
Algorithm 1 First-Order Algorithm for Solving (15)

1. Compute \( A^{(0)}_{g,t}, B^{(0)}_{g,t}, \) and \( \delta^{(0)}_{k,t} \) with (6)-(10), \( \forall k = 1, 2, \ldots, K, \forall t = 1, 2, \ldots, T \).
2. Initialize \( \delta_t = 1, \forall t = 1, 2, \ldots, T; \lambda_{k,t} = 1, \forall k = 1, 2, \ldots, K, \forall t = 1, 2, \ldots, T; \mu = 1. \)
3. repeat (s = 1, 2, \ldots,)
   4. Update \( V_{g,t}, \eta_{g,t} \) and \( C_{g}^{\infty} \) with (17)-(19).
   5. Update \( \{\delta_t\}, \{\lambda_{k,t}\}, \) and \( \mu \) with (21).
4. until convergence
6. Output \( V_{g,t}, \eta_{g,t} \) and \( C_{g}^{\infty} \).

Algorithm 2 Accelerated First-Order Algorithm for Solving (15)

1. Compute \( A^{(0)}_{g,t}, B^{(0)}_{g,t}, \) and \( \delta^{(0)}_{k,t} \) with (6)-(10), \( \forall k = 1, 2, \ldots, K, \forall t = 1, 2, \ldots, T \).
2. Initialize \( \delta_t = 1, \forall t = 1, 2, \ldots, T; \lambda_{k,t} = 1, \forall k = 1, 2, \ldots, K, \forall t = 1, 2, \ldots, T; \mu = 1; \theta^{(0)} = 1. \)
3. repeat (s = 1, 2, \ldots,)
   4. Update \( \theta^{(s)} \) with (24).
   5. Update \( V_{g,t}, \eta_{g,t} \) and \( C_{g}^{\infty} \) with (17)-(19).
   6. Update \( \{\delta_t\}, \{\lambda_{k,t}\}, \) and \( \mu^{(s)} \) with (23).
7. Update \( \{\delta_t\}, \{\lambda_{k,t}\}, \) and \( \mu \) with (21).
8. until convergence
9. Output \( V_{g,t}, \eta_{g,t} \) and \( C_{g}^{\infty} \).

C. Acceleration with Momentum Technique

Although Algorithm 1 only involves the gradient information and can be executed in parallel, as a first-order algorithm, it may require a large number of iterations to converge. To improve the convergence speed, we further apply the momentum technique [33] to accelerate Algorithm 1. In particular, the projected gradient step in (21) is modified by updating \( \delta^k_t, \lambda_{k,t}^\infty, \) and \( \mu^{(s)} \):

\[
\begin{align*}
\delta^k_t + \beta \left( \sum_{g=1}^G \text{Tr} \left( V_{g,t}^\infty (V_{g,t}^\infty)^H - P_{\text{tot}} \right) \right), \\
\lambda_{k,t}^\infty = \lambda_{k,t}^{(s)} + \frac{\beta^{(s-1)}}{2} \left( \lambda_{k,t}^{(s)} - \lambda_{k,t}^{(s-1)} \right), \\
\mu - \beta \left( \sum_{k=1}^K \lambda_{k,t}^{\infty} - C_{k}^{\infty} \right), \\
\end{align*}
\]

where \( \beta^s \) is the step size at the \( s \)-th iteration, and \((\cdot)^+ \triangleq \max(\cdot, 0)\) is the non-negativity projection over (16b).

By iteratively updating \( \{\delta_t\}, \{\lambda_{k,t}\}, \) and \( \mu \) with (21), we can obtain the optimal solution to the dual problem (16). Correspondingly, the optimal \( \{V_{g,t}, \eta_{g,t}\} \) and \( \{C_{g}\} \) to the primal problem (15) is guaranteed to converge to the global optimum of (16) at a rate of \( O(1/s) \), if the step size \( \beta \) is smaller than the inverse of the Lipschitz constant of \( \nabla D \) [31]. Moreover, notice that the primal problem (15) is convex, thus the convergent optimum of (16) is also the global optimum of (15), provided that (15) is strictly feasible [32].

Notice that each iteration of Algorithm 1 can be executed in parallel. In particular, both the \( 2GT + K \) primal variables in line 4 and the \( (K + 1)T + 1 \) dual variables in line 5 can be updated in parallel. An example of the parallel structure of Algorithm 1 is shown in Fig. 2 where \( T = 2, G = 2, K = 4, K_1 = \{1, 2\}, \) and \( K_2 = \{3, 4\} \). The 12 primal variables \( V_{1,1}^\infty, V_{1,2}^\infty, V_{2,1}^\infty, V_{2,2}^\infty, \eta_{1,1}^\infty, \eta_{1,2}^\infty, \eta_{2,1}^\infty, \eta_{2,2}^\infty, C_{1}^{\infty}, C_{2}^{\infty}, C_{3}^{\infty} \), and \( C_{4}^{\infty} \) can be simultaneously updated. Furthermore, the update of each primal variable only depends on a few dual variables (e.g., the update of \( \eta_{1,1}^\infty \) only depends on \( \lambda_{1,1} \) and \( \lambda_{2,1} \)), thus the message passing overhead is small. Similarly, the dual variables can also be simultaneously updated and each depends on only a few primal variables. Due to this parallel structure, Algorithm 1 has the potential of leveraging the modern multi-core multi-thread processor architecture for speeding up the computation.
Algorithm 3 Overall Algorithm for Solving (5)

1: Initialization:
\[
V_{g,t}^{(0)} = \sqrt{\frac{P_{ta}}{GMD}} I_{M \times d}, \quad \forall g = 1, 2, \ldots, G, \quad \forall t = 1, 2, \ldots, T;
\]
\[
\eta_{g,t}^{(0)} = C_{int}/K, \quad \forall k = 1, 2, \ldots, K;
\]
\[
\hat{\eta}_{g,t} = \min_{k \in K} \left\{ \frac{1}{P_{g,t}^H V_{g,t}^H H_{k,t} V_{g,t}^H} \log \det \left( I_N + H_{k,t} V_{g,t}^H \right) \right\}, \quad \forall g = 1, 2, \ldots, G, \quad \forall t = 1, 2, \ldots, T.
\]

2: repeat (i = 0, 1, \ldots)
3: Solve the i-th SCA subproblem (15) with Algorithm 3.
4: until convergence

Algorithm 4 Proposed Algorithm for Solving (25)

1: Initialize \(V_g^{(0)} = \sqrt{\frac{P_{ta}}{GMD}} I_{M \times d}, \quad \forall g = 1, 2, \ldots, G.
2: repeat (i = 0, 1, \ldots)
3: Compute \(\hat{A}_g^{(i)}, \hat{B}_g^{(i)}\), and \(\eta_g^{(i)}\) with \(C_1\) and \(C_2\), \forall k = 1, 2, \ldots, K.
4: Solve the i-th SCA subproblem (27) with CVX.
5: until convergence

Fig. 3. Proposed algorithm framework for the cache allocation problem (5).

D. Overall Algorithm for Solving (5)

With the i-th SCA subproblem (15) solved by Algorithm 2, the overall algorithm for solving the cache size allocation problem (5) is summarized in Algorithm 3. Since the constructed convex constraint (12) satisfies properties (1.1) and (1.2) of Proposition 1, the the constructed upper bound \(\Upsilon^{(i)}(\{C_k\}, \{V_{g,t}, \eta_{g,t}\})\) tightly approximates the cost function (6a). Algorithm 3 is guaranteed to converge to a stationary point of problem (5), which is equivalent to problem (3).

Notice that Algorithm 3 is based on the SCA framework, thus it requires to be initialized from a feasible point. For simplicity, as shown in line 1, we provide a feasible initial point for Algorithm 3 by equally allocating the total transmit power \(P_{ta}\) and the total cache sizes \(C_{int}\) to each \(V_{g,t}^{(0)}\) and \(C_k^{(0)}\), respectively, and \(\eta_{g,t}^{(0)}\) is obtained from (6e) by substituting \(V_{g,t} = V_{g,t}^{(0)}\) and \(C_k = C_k^{(0)}\).

In summary, the extension from the single-cluster scenario [8] to the more general multi-cluster scenario brings two new challenges. First, the inter-cluster interference induces non-convexity in the optimization problem. Although SCA provides a general framework to tackle the non-convexity, it is still challenging to convexify the non-convex constraint (6e), which is not in the common difference of convex form. To tackle this challenge, we establish Proposition 1, which tightly approximates (6e) by quadratically convexifying its left-hand side. Second, even after tackling the non-convexity, it is still challenging to solve the resulting SCA subproblem (13) due to its large numbers of coupling constraints, which make the first-order projected gradient descent method not applicable.

To get around the coupling constraints, we further establish Proposition 2, which exploits the strong convexity of (14), so that the dual problem (16) can be efficiently solved by the proposed accelerated gradient based method. The overall framework for solving the cache allocation problem (5) is depicted in Fig. 3.

IV. MCMB DESIGN FOR CONTENT DELIVERY

To evaluate the performance of the proposed cache size allocation in Section III, we further design the MCMB for content delivery with fixed \(\{C_k\}\). Since only the multicast beamformers \(V_g\) are optimized for maximizing the instantaneous downloading sum-rate \(R_{sum}\), the MCMB design problem becomes

\[
\max_{\{V_g\}} \sum_{g=1}^{G} \min_{k \in K} \left\{ \frac{F_g}{P_g - C_k} \log \det \left( I_N + H_k V_g V_g^H H_k^H J_k \right) \right\},
\]

s.t. \(\sum_{g=1}^{G} \text{Tr} \left( V_g V_g^H \right) \leq P_{tot}\),

which can be equivalently transformed into the following smooth problem:

\[
\min_{\{V_g, \eta_g\}} - \sum_{g=1}^{G} F_g \eta_g,
\]

s.t. \(\sum_{g=1}^{G} \text{Tr} \left( V_g V_g^H \right) \leq P_{tot}\),

\((F_{g_k} - C_k)\eta_{g_k} - \log \det \left( I_N + H_k V_{g_k} V_{g_k}^H H_k^H J_k \right) \leq 0, \quad \forall k = 1, 2, \ldots, K.\)

Notice that problem (26) is a simplified version of (5) when \(T = 1 \{C_k\}\) are fixed. Following similar derivations to that of the cache allocation problem in the last section (see Appendix C), the i-th SCA subproblem of (26) can be written as

\[
\left\{ V_g^{(i+1)}, \eta_g^{(i+1)} \right\} = \arg \min_{\{V_g, \eta_g\}} - \sum_{g=1}^{G} F_g \eta_g,
\]

s.t. \(\sum_{g=1}^{G} \text{Tr} \left( V_g V_g^H \right) \leq P_{tot}\).

\((F_{g_k} - C_k)\eta_{g_k} + h_k^{(i)}(\{V_g\}) \leq 0, \quad \forall k = 1, 2, \ldots, K,\)

where \(h_k^{(i)}(\{V_g\})\) is given in (C.1) of Appendix C. Since subproblem (27) is convex, it can be optimally solved by the standard optimization toolbox based on the interior-point method (e.g., CVX [15]). Notice that different from (13), the SCA subproblem (27) involves only a single channel realization, thus the interior-point method would not induce a heavy computational burden.

The overall framework for solving the MCMB design problem (25) is depicted in Fig. 4 and the algorithm is summarized in Algorithm 4. Without loss of generality, the initialization of Algorithm 4 is obtained by equally allocating the total transmit power \(P_{tot}\) to each \(V_g^{(0)}\). Since the constructed convex constraint in (C.6) satisfies properties C.a and C.b
in Appendix [C]. Algorithm 4 is guaranteed to converge to a stationary point of problem (26) [34].

V. CACHING MULTIPLE FILES WITH DIFFERENT POPULARITIES

While the files were assumed to have the same popularity in Section III, it can be extended to the more general case with multiple files having different popularities. In particular, denote \( f_g \in \mathcal{F}_g = \{ c_{g,1}, c_{g,2}, \ldots, c_{g,F_g} \} \) as a potential file to be requested by a BS group \( g \) with the file’s request probability \( p_{f_g} \) (with \( \sum_{f_g \in \mathcal{F}_g} p_{f_g} = 1 \)). Let \( f = [f_1, f_2, \ldots, f_G]^T \) and \( \mathcal{F} = \mathcal{F}_1 \times \mathcal{F}_2 \times \ldots \times \mathcal{F}_G \), then the request probability of \( f \) is \( p_f = \prod_{g=1}^G p_{f_g} \) and we have \( \sum_{f \in \mathcal{F}} p_f = 1 \). Each BS \( k \) caches \( C_{k,f_g}/F_{gk} \) of the file \( f_g \). Consequently, under the total cache size constraint \( \sum_{k=1}^K \sum_{f \in \mathcal{F}_g} C_{k,f_g} \leq C_{tot} \), the cache size allocation problem with different popularities can be formulated as

\[
\begin{align*}
\max & \quad \sum_{t=1}^T \sum_{g=1}^G \sum_{f \in \mathcal{F}} p_f \min_{k \in \mathcal{K}} \left\{ \frac{F_{gk}}{F_{f,g} - C_{k,f_g}} \right\} \\
& \quad \cdot \log \det \left( I_N + H_{k,t,f} V_{g,t,f} V_{g,t,f}^H H_{k,t,f}^H \right) \bigg\}, \quad (28a)
\end{align*}
\]

s.t.

\[
\begin{align*}
& \sum_{g=1}^G \mathbf{Tr} \left( V_{g,t,f}^H V_{g,t,f} \right) \leq P_{tot}, \quad \forall f \in \mathcal{F}, \quad \forall t = 1, 2, \ldots, T, \\
& \sum_{k=1}^K \sum_{f_g \in \mathcal{F}_{gk}} C_{k,f_g} \leq C_{tot}, \quad (28b)
\end{align*}
\]

\[
0 \leq C_{k,f_g} \leq F_{gk}, \quad \forall f_g \in \mathcal{F}_{gk}, \quad \forall k = 1, 2, \ldots, K, \quad (28c)
\]

where \( \{H_{k,t,f}\}_{k=1}^K \) and \( \{V_{g,t,f}\}_{g=1}^G \) are the corresponding channel matrices and beamformers, respectively. Notice that when \( p_f \) with different \( f \) are equal, (28) will reduce to (5).

With the only difference between (28) and (5) lying in the weighting parameter \( p_f \) in (28a), (28) can be solved using the same algorithm framework as Algorithm 3 proposed in Section III. The corresponding algorithm is summarized as Algorithm 5 in Appendix [D]. Finally, notice that an unpopular file would lead to a small \( C_{k,f_g} \). But no matter \( C_{k,f_g} \) is big or small, for content delivery, as shown in Section IV, whenever a file (even an unpopular file) is requested by the BSs, the computation center must provide multicast transmission immediately. Therefore, there is no delay during the transmission.

VI. SIMULATION RESULTS AND DISCUSSIONS

In this section, we evaluate the performance of the proposed cache size allocation in terms of downloading sum-rate through simulations. All simulations are performed on MATLAB R2017b running on a Windows x64 machine with 3.3 GHz CPU and 8 GB RAM.

We consider a downlink C-RAN with \( G = 4 \) clusters of BSs, where each cluster consists of 3 BSs. In particular, the distances between the computation center and the BSs in the 4 clusters are \{160, 260, 360\}, \{200, 280, 360\}, \{160, 280, 400\}, and \{240, 320, 400\} in meters, respectively. The computation center is equipped with \( M = 20 \) antennas and each BS is equipped with \( N = 2 \) antennas. The path loss at distance \( D \) kilometers follows \( 128.1 + 37.6 \log_{10}(D) \) in dB, and the small-scale channel is subject to Rayleigh fading. We use \( T = 100 \) sets of channel realizations for solving the cache allocation problem (5). The maximum transmit power at the computation center is \( P_{tot} = 40 \) W and the antenna gain is 17 dBi [8]. The backhaul channel bandwidth is 20 MHz and the background noise power spectral density is \(-150 \) dBm/Hz. The content size is \( S = 100, \forall g = 1, 2, 3, 4 \), and the budget of the total cache size is \( C_{tot} = 120 \).

The step size \( \beta \) in Algorithm 1 and Algorithm 2 is fixed as 1, and the parameters in (13) are fixed as \( \rho_1 = 10^5, \rho_2 = 10^4 \), and \( \rho_3 = 1 \). The iterations of Algorithm 1, Algorithm 2, and Algorithm 4 terminate when the relative changes of the corresponding objective functions between two consecutive iterations are less than \( 10^{-3} \). The SCA iteration of Algorithm 3 stops when the relative decrease of the cost function (6a) in the last 100 iterations is less than \( 10^{-2} \).

A. Convergence Behaviors of Proposed Algorithms

First, we show the convergence behavior of Algorithm 3 for solving the cache size allocation problem (5). Since the inner iteration of Algorithm 3 is based on Algorithm 1 or Algorithm 2, we illustrate the convergence behaviors of Algorithm 1 and Algorithm 2 in Fig. 5(a). It can be seen that they both converge to the same objective function value, but Algorithm 2 achieves much faster convergence than Algorithm 1, with computation time roughly half of that of Algorithm 1. This demonstrates the effectiveness of the acceleration technique exploited in Algorithm 2. Therefore, we only adopt Algorithm 2 as the inner iteration of Algorithm 3 for the rest of simulations.

On the other hand, the convergence behavior of the outer iteration of Algorithm 3 is shown in Fig. 5(b). To show the complexity advantage of Algorithm 3, we compare it with a second-order algorithm (termed as SCA-IPM), which also applies the SCA framework but solves each SCA subproblem (13) with the interior-point method. It can be seen that with the proposed algorithm and SCA-IPM running for the same amount of time, the proposed algorithm achieves a much lower function value of (6a). Furthermore, in order to achieve the same accuracy, SCM-IPM requires 5 to 18 times more computation time. This demonstrates that Algorithm 3 is more suitable for the cache size allocation problem (5) with a large number of variables and constraints. Notice that the computation time is measured based on MATLAB implementation. In industrial implementation, more efficient
programming languages (e.g., C++) would be adopted to achieve even more efficient execution.

B. Performance of Proposed Algorithms on Downloading Sum-Rate

In this subsection, we demonstrate the effectiveness of the proposed cache size allocation in terms of downloading sum-rate (with MCMB design using Algorithm 4). The sum-rate achieved by the proposed cache allocation is compared to that of the uniform cache size allocation. Furthermore, since the recent work [8] is designed for the single-cluster multicast scenario without inter-cluster interference, we compare with a benchmark by extending [8] to the multi-cluster multicast scenario in a time-division multiplexing manner. Specifically, for a $G$-cluster multicast scenario, to avoid the inter-cluster interference, each cluster utilizes $1/G$ of the total time resources. Consequently, without inter-cluster interference, the cache allocation problem can be directly solved by the proposed algorithm in [8]. To show the importance of modeling the inter-cluster interference, we also add a baseline, which directly applies [8] without modeling the interference for optimization.

Figure 6 illustrates the cumulative distribution functions of downloading sum-rates obtained by different schemes under 400 channel realizations. It can be seen that, by simultaneously delivering the required contents to different multicast clusters, the multi-cluster transmission schemes achieve significantly higher downloading sum-rate than the time-division single-cluster transmission schemes. This demonstrates the necessity of the multi-cluster multicast transmission for improving the backhaul efficiency. Moreover, with the optimized cache size, the downloading sum-rate achieved by the proposed algorithm is much higher than that of the uniform caching scheme. On the other hand, without effective interference management, the direct application of [8] results in the lowest downloading sum-rate. This demonstrates the necessity of modeling the interference for the multi-cluster multicast scenario. The comparison among various schemes is summarized in Table I. It can be seen that the average downloading sum-rate achieved by the proposed approach is more than 2 times of that of the extension of [8], and more than 10 times of that of the direct application of [8], respectively.

To reveal the insight of the superiority of the proposed cache size allocation, we show the optimized cache sizes among different BSs in Fig. 7. It can be seen that, within a cluster, the cache size allocated by the proposed algorithm increases with the distance between the BS and the computation center. For instance, in Cluster 1, BS 3 is allocated with the largest cache size. On the other hand, among different clusters, the proposed algorithm allocates larger cache sizes to the nearer clusters. For example, Cluster 1 and Cluster 4 are allocated with the distance between the BS and the computation center.

Finally, to investigate the impact of file popularity, the allocated cache sizes among different files are shown in Fig. 8 where there are 2 clusters of BSs, and each cluster consists of 3 BSs situated in 160, 260, and 360 meters from the computation center.

Fig. 5. (a) Convergence behavior of the inner iteration of Algorithm 3. (b) Convergence behavior of the outer iteration of Algorithm 3.

Fig. 6. Cumulative distribution functions of downloading sum-rates obtained by different schemes under 400 channel realizations.

Fig. 7. Cache size allocation results among different BSs. The distances between the computation center and the BSs in the 4 clusters are \{160, 260, 360\}, \{200, 280, 360\}, \{160, 280, 400\}, and \{240, 320, 400\} in meters.
center. In Fig. 8(a) to Fig. 8(c) each BS requests 2 files with popularities \((p_1 = 0.5, p_2 = 0.5), (p_1 = 0.7, p_2 = 0.3),\) and \((p_1 = 0.9, p_2 = 0.1),\) respectively. It can be seen that the weakest BS 3 and BS 6 are always allocated the largest cache sizes in all the three cases. Furthermore, as the difference between the popularities of the two files increases, the file with higher popularity is allocated much larger cache size. For instance, as shown in Fig. 8(c) when \(p_1 = 0.9\) and \(p_2 = 0.1,\) the file with higher popularity is allocated almost all the cache.

VII. CONCLUSIONS

Caching at BSs was studied for a C-RAN with multi-cluster multicast backhaul, with the aim of maximizing the content downloading sum-rate of the wireless backhaul under a total cache budget constraint. To solve this large-scale nonsmooth nonconvex problem, we proposed an accelerated first-order algorithm, which achieves much higher content downloading sum-rate than a second-order algorithm running for the same amount of time. Moreover, with multi-cluster multicast transmission, the proposed algorithm achieves significantly higher downloading sum-rate than those of time-division single-cluster transmission schemes. In addition, simulation results revealed that the proposed algorithm allocates larger cache sizes to farther BSs within nearer clusters, which provides insight to the superiority of the proposed cache allocation.

APPENDIX A

PROOF OF PROPOSITION 1

From (4), we can rewrite \(\phi_{k,t}^{(i)}(C_k, \eta_{g_k,t}, (V_{g,t})_{g=1}^G) = \phi_{k,t}^{(i)}\left((V_{g,t})_{g=1}^G\right) + \psi_{k,t}^{(i)}(C_k, \eta_{g_k,t}),\) where

\[
\phi_{k,t}^{(i)}\left((V_{g,t})_{g=1}^G\right) = \sum_{g=1}^G \text{Tr} \left( V_{g,t}^H A_{k,t}^{(i)} V_{g,t} \right) + 2 \text{Re} \left\{ \text{Tr} \left( B_{k,t}^{(i)} V_{g,t} \right) \right\} + b_{k,t}^{(i)} - \frac{(\eta_{g_k,t} + C_k)^2}{2}, \quad (A.1)
\]

\[
\psi_{k,t}^{(i)}(C_k, \eta_{g_k,t}) = \eta_{g_k,t}^2 + C_k^2 - \left(\eta_{g_k,t} + C_k\right)^2.
\]

From (A.2), we have

\[
\psi_{k,t}^{(i)}(C_k, \eta_{g_k,t}) - (F_{g_k} - C_k)\eta_{g_k,t} = \frac{1}{2} \left(\eta_{g_k,t} + C_k - \eta_{g_k,t}^{(i)} - C_k^{(i)}\right)^2 \geq 0, \quad (A.3)
\]

where the equality holds at \(C_k = C_k^{(i)}\) and \(\eta_{g_k} = \eta_{g_k}^{(i)}\).

TABLE I

| Schemes | The way to handle multi-cluster interference | Average downloading sum-rate |
|---------|------------------------------------------|-----------------------------|
| Proposed approach | Multi-cluster beamforming | 59 bps/Hz |
| Direct application of [8] | No mitigation | 7 bps/Hz |
| Extending [8] to multi-cluster scenario | Time-division multiplexing | 20 bps/Hz |

Fig. 8. Cache size allocation results among different files with different popularities.

Next, we prove

\[
\phi_{k,t}^{(i)}\left((V_{g,t})_{g=1}^G\right) \geq - \log \det \left( I_N + H_{k,t} V_{g_k,t} V_{g_k,t}^H H_{k,t}^H J_{k,t} \right).
\]

More specifically, applying \(\det (I + XY) = \det (I + YX),\) we have

\[
\log \det \left( I_N + H_{k,t} V_{g_k,t} V_{g_k,t}^H H_{k,t}^H J_{k,t} \right)
\]
Finally, we prove (1.2) of Proposition 1. From (A.2), we have
\[ \frac{\partial \psi_{k,t}^{(i)}}{\partial \eta_{g_k,t}} = -\eta_{g_k,t}, \]  
(12)
\[ \frac{\partial \psi_{k,t}^{(i)}}{\partial C_{k,t}} = F_{g_k} - C_{k,t}. \]  
(13)

On the other hand, since (A.8) is the first-order expansion of \( \log \det \left( I_N + \mathbf{H}_{g,t} \mathbf{V}_{g,t} \mathbf{H}_{g,t}^H \mathbf{J}_{g,t} \right) \) at \( Q_{k,t}^{(i)} \), we have
\[ \frac{\partial}{\partial v} \left( \log \det \left( I_N + \mathbf{H}_{g,t} \mathbf{V}_{g,t} \left( \mathbf{V}_{g,t}^H \mathbf{H}_{g,t}^H \mathbf{J}_{g,t} \right) \right) \right) \]
\[ = -\text{Tr} \left( \left( Q_{k,t}^{(i)} \right)^{-1} \frac{\partial E_{k,t}^{(i)}}{\partial v} \right) \]  
(14)
where \( v \) represents any element of \( \mathbf{V}_{g,t}, \forall g = 1, 2, \ldots, G \). From (A.9), we have
\[ \frac{\partial E_{k,t}^{(i)}}{\partial v} = \frac{\partial Q_{k,t}^{(i)}}{\partial v} + \frac{\partial \left( \mathbf{U}_{k,t}^{(i)} - \mathbf{U}_{k,t} \right)^H}{\partial v} \left( \mathbf{U}_{k,t}^{(i)} - \mathbf{U}_{k,t} \right)^H \]
\[ \cdot \mathbf{X}_{k,t} \]  
\[ + \left( \mathbf{U}_{k,t}^{(i)} - \mathbf{U}_{k,t} \right)^H \mathbf{X}_{k,t}, \]
(15)
Substituting (A.15) into (A.14) yields
\[ \frac{\partial}{\partial v} \left( \log \det \left( I_N + \mathbf{H}_{g,t} \mathbf{V}_{g,t} \left( \mathbf{V}_{g,t}^H \mathbf{H}_{g,t}^H \mathbf{J}_{g,t} \right) \right) \right) \]
\[ = -\text{Tr} \left( \left( Q_{k,t}^{(i)} \right)^{-1} \frac{\partial E_{k,t}^{(i)}}{\partial v} \right) = -\frac{\partial}{\partial v} \phi_{k,t}^{(i)} \left( \left\{ \mathbf{V}_{g,t} \right\}_{g=1}^G \right), \]  
(16)
where the second equality follows from the fact that the right-hand-side of (A.10) is equal to \( \phi_{k,t}^{(i)} \left( \left\{ \mathbf{V}_{g,t} \right\}_{g=1}^G \right) \). Combining (12), (13), and (16), we complete the proof for (1.2) of Proposition 1.

**APPENDIX B**

**PROOF OF PROPOSITION 2**

The partial Lagrangian function of (15) is
\[ L \left( \{ C_k \}, \left\{ \mathbf{V}_{g,t} \right\}_{g=1}^G, \{ \delta_t \}, \{ \lambda_{k,t} \}, \mu \right) = \mathcal{T} \left( \{ C_k \}, \left\{ \mathbf{V}_{g,t} \right\}_{g=1}^G \right) \]
\[ + \sum_{t=1}^T \delta_t \left( \sum_{g=1}^G \text{Tr} \left( \mathbf{V}_{g,t} \mathbf{V}_{g,t}^H \right) - P_{bt} \right) \]
\[ + \sum_{k=1}^K \sum_{t=1}^T \lambda_{k,t} f_t^{(i)} \left( C_{k,t}, \eta_{g_k,t}, \left\{ \mathbf{V}_{g,t} \right\}_{g=1}^G \right) \]
\[ + \mu \left( \sum_{k=1}^K C_k - C_{bt} \right), \]  
(17)
where \( \mathcal{T} \) represents the term that is not a function of \( \{ \mathbf{V}_{g,t} \} \), and these terms are used to make the proof easier. The proof of Proposition 2 follows from the fact that the partial derivative of (17) is zero with respect to \( \{ \mathbf{V}_{g,t} \} \).
where \( \{ \delta_k \} \), \( \mu \), and \( \{ \lambda_k,t \} \) are the non-negative dual variables corresponding to the coupling constraints \((13b), (13c), \) and \((13e)\). Consequently, the dual function of \((13)\) is defined as

\[
D \left( \{ \delta_k \}, \{ \lambda_k,t \}, \mu \right) \triangleq \min_{\{C_k\}, \{V_{g,t}, \eta_{g,t} \}} L \left( \{C_k\}, \{V_{g,t}, \eta_{g,t} \}, \{ \delta_k \}, \{ \lambda_k,t \}, \mu \right), \quad \text{s.t.} \quad (13d).
\]

(B.2)

By substituting the expressions of \( f_k^{(i)} \) \((C_k, \eta_{g,t}, \{V_{g,t}\}_{g=1}^G)\) in \((4)\) and \( T^{(i)} \) \((\{C_k\}, \{V_{g,t}, \eta_{g,t} \})\) in \((14)\) into \((B.2)\), problem \((B.2)\) becomes

\[
\min_{\{C_k\}, \{V_{g,t}, \eta_{g,t} \}} - \sum_{t=1}^T \sum_{g=1}^G F_g \eta_{g,t} + \frac{\rho_1}{2} \sum_{k=1}^K \left( C_k - C_k^{(i)} \right)^2 \\
+ \frac{\rho_1}{2} \sum_{t=1}^T \sum_{g=1}^G \left( \eta_{g,t} - \eta_{g,t}^{(i)} \right)^2 \\
+ \rho_2 \sum_{t=1}^T \sum_{g=1}^G \left\| V_{g,t} - V_{g,t}^{(i)} \right\|_{F}^2 + \mu \left( \sum_{k=1}^K C_k - C_{\text{tot}} \right) \\
+ \sum_{t=1}^T \delta_t \left( \sum_{g=1}^G \text{Tr} \left( V_{g,t} \phi_{g,t}^H \right) - P_t \right) \\
+ \sum_{t=1}^T \sum_{g=1}^G \lambda_{k,t} \left( \sum_{g=1}^G \text{Tr} \left( V_{g,t}^H \phi_{g,t} \right) \right) \\
+ 2 \Re \left\{ \text{Tr} \left( B_{k,t}^{(i)} V_{g,t} \right) \right\} + \eta_{g,t}^{(i)} + C_k^{(i)} \left( \eta_{g,t} + C_k \right) + b_k^{(i)} \right), \quad \text{B.3a}
\]

\[
\text{s.t.} \quad 0 \leq C_k \leq F_{g_k}, \quad \forall k = 1, 2, \ldots, K, \quad \text{B.3b}
\]

Due to the variable separability of \((B.3a)\), problem \((B.3)\) can be decomposed into \(2GT + K\) subproblems in parallel. Specifically, there are \(GT\) subproblems over \( \{ \eta_{g,t} \} \), with each written as

\[
\min_{\eta_{g,t}} - F_g \eta_{g,t} + \frac{\rho_1}{2} \left( \eta_{g,t} - \eta_{g,t}^{(i)} \right)^2 \\
+ \sum_{k \in K_g} \lambda_{k,t} \left( \eta_{g,t} \right) + \left( F_g - \eta_{g,t}^{(i)} - C_k^{(i)} \right) \eta_{g,t} \right), \quad \text{B.4}
\]

Since the cost function \((B.4)\) is strongly convex over \( \eta_{g,t} \), by setting its gradient to zero, the minimizer \( \eta_{g,t}^{(i)} \) is uniquely given by \((19)\). By substituting the optimal solution \( \{ \phi_{k,t} \}_{g=1}^G \) in \((A.1)\), thus using similar arguments as in Appendix \(A\), we can establish two properties of \( h_k^{(i)} \) \((\{V_{g,t}\})\): 

\[
\text{Ca} \quad h_k^{(i)} \{(V_{g,t})\} \geq - \log \det \left( I_N + \hat{H}_k V_{g_{k}} V_{g_{k}}^H H_k H_k^H J_k \right), \quad \text{Ca}
\]

where the equality holds at \( V_{g} = V_{g}^{(i)}, \forall g = 1, 2, \ldots, G. \)
C.b \frac{\partial}{\partial \theta_k^{(i)}} \left( \{ V_g^{(i)} \} \right) = -\frac{\partial}{\partial \theta_k^{(i)}} \left( \log \det \left( I_N + H_k V_g^{(i)} \left( V_g^{(i)} \right)^H \right) \right), \text{ where } v \text{ represents any element of } V_g, \forall g = 1, 2, \ldots, G, \text{ and } J_k^{(i)} = J_k \left\{ V_g^{(i)} \right\}.

Consequently, the nonconvex constraint (25c) can be tightly approximated by

\[ (F_{gk} - C_k) \eta_{gk} + h_k^{(i)} \left( \{ V_g \} \right) \leq 0, \forall k = 1, 2, \ldots, K. \tag{C.6} \]

Since \( h_k^{(i)} \left( \{ V_g \} \right) \) in (C.1) is convex quadratic over \{ V_g \}, and \((F_{gk} - C_k) \eta_{gk}\) is linear over \( \eta_{gk} \), the constructed constraint in (C.6) is jointly convex over \{ V_g \} and \( \eta_{gk} \). With the sequence of convex constraints constructed in (C.6), problem (25) can be iteratively solved in the SCA framework, with the \( i \)-th SCA subproblem shown in (27).

**APPENDIX D**

**PROPOSED ALGORITHM FOR SOLVING (28)**

**Algorithm 5** Proposed Algorithm for Solving (28)

1. Initialize \( \{ V_{g,t,f}^{(0)}, b_{g,t,f}^{(0)} \} \) and \( \{ c_{k,f,gk}^{(0)} \} \):

\[ c_{k,f,gk}^{(0)} = C_\text{tot} / (K | F_{gk} |), \quad V_{g,t,f}^{(0)} = \sqrt{\frac{F_{\text{tot}}}{GMd}} I_{M \times d}. \]

\[ \eta_{g,t,f}^{(0)} = \min_{k \in K} \left\{ \frac{1}{F_{gk} - C_{k,f,gk}^{(0)}} \cdot \log \det \left( I_N + H_k V_{g,t,f}^{(0)} \left( V_{g,t,f}^{(0)} \right)^H H_k^H J_{k,t,f}^{(0)} \right) \right\}. \]

2. repeat (\( i = 0, 1, \ldots \))

3. Compute \( \{ U_{k,t,f}^{(i)}, A_{k,t,f}^{(i)}, B_{k,t,f}^{(i)} \} \):

\[ U_{k,t,f}^{(i)} = \left( \sum_{g=1}^{G} H_k V_{g,t,f}^{(i)} \left( V_{g,t,f}^{(i)} \right)^H H_k^H, \sigma_k^2 I_N \right)^{-1} H_k V_{g,t,f}^{(i)}. \]

\[ A_{k,t,f}^{(i)} = H_k^H U_{k,t,f}^{(i)} \left( I_d - U_{k,t,f}^{(i)} \right)^H H_k V_{g,t,f}^{(i)} \left( V_{g,t,f}^{(i)} \right)^H H_k^H \left( V_{g,t,f}^{(i)} \right)^H. \]

\[ B_{k,t,f}^{(i)} = \left( I_d - U_{k,t,f}^{(i)} \right)^H H_k V_{g,t,f}^{(i)} \left( V_{g,t,f}^{(i)} \right)^H H_k^H \left( V_{g,t,f}^{(i)} \right)^H. \]

\[ b_{k,t,f}^{(i)} = \frac{1}{2} \left( I_d + \sigma_k^2 \left( U_{k,t,f}^{(i)} \right)^H U_{k,t,f}^{(i)} \right) \cdot \log \det \left( I_d - \left( U_{k,t,f}^{(i)} \right)^H H_k V_{g,t,f}^{(i)} \left( V_{g,t,f}^{(i)} \right)^H \right) \]

\[ + \log \det \left( I_d + \left( U_{k,t,f}^{(i)} \right)^H H_k V_{g,t,f}^{(i)} \left( V_{g,t,f}^{(i)} \right)^H \right) + \left( \eta_{gk,t,f}^{(i)} + c_{k,f,gk}^{(i)} \right)^2 / 2 - d. \]

4. Initialize \( \theta^{(0)} = 1, \mu = 1, \delta_t^{(i)} = \delta_t, \lambda_{k,t,f}^{(i)} = 1, \forall f \in F, \forall k = 1, 2, \ldots, K, \forall t = 1, 2, \ldots, T. \)

5. repeat (\( s = 1, 2, \ldots, 10 \))

6. \( \theta^{(s)} = \frac{1}{1 + |(\theta^{(s-1)})|^2} \).

7. Update \( \{ V_{g,t,f}^{(i)}, \eta_{g,t,f}^{(i)} \} \) and \( \{ c_{k,f,gk}^{(i)} \} \):

\[ V_{g,t,f}^{(i)} = \left( (\rho_2 + \delta_t) I_M + \sum_{k=1}^{K} \lambda_{k,t,f} A_{k,t,f}^{(i)} \right)^{-1} \cdot \left( \rho_2 V_{g,t,f}^{(i)} - \sum_{k \in K} \lambda_{k,t,f} B_{k,t,f}^{(i)} \right). \]

\[ \eta_{g,t,f}^{(i)} = \left( p_f g + \sum_{k \in K} \lambda_{k,t,f} c_{k,f,gk}^{(i)} \right) / \left( p_f + \sum_{k \in K} \lambda_{k,t,f} \right) + \left( \eta_{g,t,f}^{(i)} \right) - \mu. \]

\[ C_{k,f,gk}^{(i+1)} = \min \left\{ \max \left\{ \left( c_{k,f,gk}^{(i)} \right), \right\}, \left( \eta_{g,t,f}^{(i)} \right) \right\}. \]

8. Update \( \{ \delta_t^{(i)}, \lambda_{k,t,f}^{(i)} \} \) and \( \mu^{(i)} \):

\[ \delta_t^{(i)} = \frac{(\delta_t^{(i)})^{(s-1)} + \theta^{(s-1)}}{(\delta_t^{(i)})^{(s-1)} + \theta^{(s)}}, \lambda_{k,t,f}^{(i)} = \frac{(\lambda_{k,t,f}^{(i)})^{(s-1)} + \theta^{(s-1)}}{(\lambda_{k,t,f}^{(i)})^{(s-1)} + \theta^{(s)}}. \]

\[ \mu^{(i)} = \frac{(\mu^{(i)})^{(s-1)} + \theta^{(s-1)}}{(\mu^{(i)})^{(s)} + \theta^{(s-1)}}. \]

9. Update \( \{ \lambda_{k,t,f}^{(i)}, \mu^{(i+1)} \} \):

\[ \{ V_{g,t,f}^{(i+1)}, \eta_{g,t,f}^{(i+1)} \} = \left( \min \left\{ \{ V_{g,t,f}^{(0)} \}, \{ V_{g,t,f}^{(0)} \} \right\} \right) + \left( C_{k,f,gk}^{(i+1)} \right) \].

10. until convergence
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