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ABSTRACT
The introduction of the Foreign Direct Investment (FDI) policy in 1991 made India one of the fastest growing economies in the world. This has had a profound effect on India’s urbanization. The rapid urbanization of Indian cities poses a threat to natural and social environments, as expansion of the cities often outpaces the urban planning process. Thus, smart and strategic planning processes that use current and easily available datasets in combination with future urbanization scenarios are needed. To this end, we developed the scenario-based urban growth simulation model (SUSM), which can be used for impact analysis of different planning measures in both spatial and temporal contexts. SUSM uses remote sensing derived inputs, such as land use maps, slope, roads and centres of urban areas along with urban development scenarios. It uses logistic regression for calibration and a constrained stochastic cellular automaton for simulation of urban growth.

SUSM is tested in one of the fastest growing urban agglomerations of India: The Pune metropolis, which covers an area of 1642 km². SUSM is calibrated using urban growth maps derived from LANDSAT satellite images from 1992 to 2001. Subsequently, SUSM was used to simulate urban growth of Pune for 2013. A comparison of the SUSM simulation result with the actually measured urban growth derived from a LANDSAT 8 scene from 2013 is used to validate SUSM and to assess the effect of urban plans upon the growth of Pune. Our results show that: (i) SUSM is capable of predicting the location of future urbanization with an accuracy of 79% and a fuzzy kappa index of agreement 0.81; (ii) inclusion of official urban development plans as input for SUSM did not provide a better agreement with the observed growth; (iii) SUSM, parameterized with remote sensing data, can be used effectively to understand urban growth and assess the effects of alternative urban development plans in terms of the spatial expansion of cities.

Introduction
Today, urban areas are home to more than 54% of the world’s population and are expected to shelter 60% by 2030 (United Nations, 2016). The share of developing countries in the world’s urban population is rapidly increasing in comparison with developed countries (Berry, 2008; United Nations, 2016). Thus, developing countries face many challenges of rapid urbanization (Butsch et al., 2017), such as biodiversity loss (Grimm, Grove, Pickett, & Redman, 2008), reduced green spaces (Ramachandra, Aithal, & Sowmyashree, 2014), increased fragmentation of land (Shrestha, York, Boone, & Zhang, 2012), decreased air and water quality (Borges, Dos Santos, Caldas, & Lapa, 2015; Mage et al., 1996), loss of fertile agriculture (Li, Zhou, & Ouyang, 2013) and alteration of natural drainage (Wagner et al., 2016). Rapid urban growth, unless managed efficiently, can lead to serious environmental degradation and socio-economic disparities (Sandamali, Kantakumar, & Sivanantharajah, 2018). Sustainable and planned urbanization has many positive effects such as better accessibility to education, health care, employment and culture (Aguayo, Wiegand, Azócar, Wiegand, & Vega, 2007). However, traditional urban planning procedures used in developing countries are often outpaced by the rapid actual development. Moreover, datasets used in urban planning are often outdated resulting in insufficient infrastructure, as well as haphazard and unsustainable urban development. Many planners inherently use static urban growth models and mathematical formulations to characterize urban growth patterns and trends of rapidly growing cities (Batty, 2012; Itami, 1994; Roy, 2009). As a result, development plans prepared using traditional urban planning often bear little resemblance to reality (Itami, 1994; Roy, 2009). As an example, Mahadevia and Joshi (2009, p. 3) stated that “the preparation of master plans in India has become a statutory exercise to allocate the urban space...
with false notations of comprehensiveness using positivist methodologies that freezes lands and makes them unavailable for development and by that declaring large parts of city as illegal and informal”. Thus, planning itself has come to be regarded as part of the problem rather than the solution (Batty, 2008; Mahadevia & Joshi, 2009; Roy, 2009).

The problem of timeliness of appropriate data can be addressed in part by using remote sensing. Remote sensing datasets can be effectively used to map, monitor and assess present and past trends and patterns of urban growth experienced by cities (Bhatta, 2010; Ellefsen, Swain, & Wray, 1973; Imhoff, Lawrence, Stutzer, & Elvidge, 1997; Jensen, 1981; Kantakumar, Kumar, & Schneider, 2016; Zha, Gao, & Ni, 2003). Also, urban growth monitoring approaches that are based on remote sensing are particularly efficient in terms of cost and time as compared to traditional ground survey techniques. While development plans often use a top-down perspective implemented through policies and enforcement laws, urban growth in a city often emerges from a bottom-up process based on decisions of individuals and groups (Batty, 2012). Thus, urban planning approaches should reflect both, bottom-up processes as well as top-down planning. Simulation techniques, which combine knowledge of the driving factors for urban growth, rules and policies with measured evidence of actual growth derived for instance from remote sensing, are suitable approaches to guide sustainable city growth.

The availability of geospatial datasets with good spatial and temporal resolution has facilitated development of urban growth simulation models based on system dynamics (Senge & Forrester, 1980), fractal geometry (Batty, Longley, & Fotheringham, 1989), Markov chains (López, Bocco, Mendoza, & Duhau, 2001), logistic regression (Cheng & Masser, 2003), artificial neural networks (Tayyebi et al., 2011), cellular automata (CA) (Barredo, Kasanko, McCormick, & Lavalle, 2003; Clarke, Hoppen, & Gaydos, 1997), or agent-based (Crooks, 2006) models to simulate and predict the urban growth. However, among these methods, CA models are widely used to simulate urban growth, due to their simplicity, flexibility, intuitiveness, transparency, and easy integration with GIS (Santé, García, Miranda, & Crescente, 2010). Due to the intrinsic complex character of urban systems, many researchers combine different modelling approaches for simulation or prediction of urban growth of cities. Often CA are combined with logistic regression (Liu & Feng, 2012; Shafizadeh-Moghadam, Asghari, Tayyebi, & Taleai, 2017), artificial neural networks (Shafizadeh-Moghadam et al., 2017), system dynamics (Han, Hayashi, Cao, & Imura, 2009), potential models (He, Okada, Zhang, Shi, & Li, 2008; Kong, Yin, Nakagoshi, & James, 2012), Markov chains (Arsanjani, Helbich, Kainz, & Darvishi Boloorani, 2013; Moghadam & Helbich, 2013), etc.

A meta-analysis of global urban land expansion carried out by Seto, Fragkias, Güneralp, and Reilly (2011) that was based on 326 global studies using remote sensing data concluded that India, China and Africa have experienced the highest rates of urban land expansion. Furthermore, the United Nations (UN) world urbanization prospective shows that one-third of the world’s urban population will live either in China or India by 2030 (United Nations, 2012). India is experiencing rapid urban growth, since the introduction of the Foreign Direct Investment (FDI) policy in 1991 (Kantakumar et al., 2016; Kavilkar, 2018). This rapid urbanization of Indian cities poses a threat to natural and social environments, as expansion of the cities often outpaces the traditional urban planning process in India (Kantakumar et al., 2016; Kavilkar, 2018; Roy, 2009). To avoid such unsustainable urbanization, the Government of India launched the smart city mission to ensure sustainable urbanization, which will invest billions of rupees in the near future (Butsch et al., 2017; Ministry of urban development, 2015). However, smart and strategic planning processes are needed to ensure sustainable urbanization.

To support this agenda, we developed SUSM. SUSM treats a city or an urban area as a complex adaptive system due to the inherent dynamics and complex non-linear behaviour that exist among different components in an urban system. SUSM uses a logistic regression model for calibration and a stochastic constrained cellular automaton for spatial simulation of urban growth. SUSM is tested for its applicability and efficacy to simulate urban growth in the rapidly growing metropolis of Pune. The manuscript is organised in the following three sections:

1. The first part of the paper explains the structure and associated modules of SUSM.
2. The second part reports the results of implementation of SUSM with respect to the city of Pune and also evaluates the efficacy of model simulations.
3. The third section discusses the significance of SUSM simulation for the urban planning process.

**Scenario-based urban growth simulation model (SUSM)**

SUSM has five modules (Figure 1): (1) input data module, (2) scenario development module, (3) transition potential module, (4) allocation module and (5) validation module.
**Input dataset module**

SUSM requires maps of the urban area for at least two points in time to calibrate the model. A third urban area map is needed for validation. In addition, the slope in degrees, reserved forest, protected areas, water bodies, city and suburban centres, existing and/or proposed major infrastructure (here: railways and the road network) are needed as input. It also requires, as optional data, information of existing and/or proposed other location factors (e.g. airport, industries, street network, or city development plans). The input data module is used to process all input datasets to yield the same spatial resolution and spatial extent. It is also used to calculate the percentage of urban area in one square kilometre circular neighbourhood (%Urb) for each pixel and Euclidian distance maps from (i) existing built-up (DBul), (ii) city centre (DCcn), (iii) transportation hubs (DRly), (iv) industries (DInd) and (v) transportation networks (DRd).

**Scenario development module**

Spatial policies or development plans largely control the urban development at regional and national levels (Dieleman & Wegener, 2004). Thus, while protected areas such as reserved forests and biodiversity parks, water bodies, recreational spaces, hill slopes and defence installations are excluded from urban development, agricultural lands, eco-sensitive zones, banks of water bodies and areas around vital defence and civil installations are subject to development restrictions. For realistic simulations, these rules must be accounted for appropriately. The scenario module combines all of these resistance/restrictions of spatial policies into a single layer by using the following formula (Equation (1)) to calculate the development suitability restriction for a given location.

\[
S = \prod_{i=1}^{n} R_i(x)
\]

where \( R_i(x) = \begin{cases} w_i, & x = 1 \\ 1, & x = 0 \end{cases} \)

\( w_i \in [0, 1] \) is the weight of development restriction, while \( R_i \) is a map of restriction zone.

As opposed to suitability restrictions, “Incentive zones” are areas that are preferred for development. This is mainly due to the proximity to designated special economic zones (SEZ) and proposed development activities. The planner can provide information about areas, which are best suited for urbanization (e.g. residential zones), and implement these areas as incentive zones into SUSM for scenario analysis of development plans. Besides the incentive layers, the planners can also provide information about the location of existing or planned important civil and industrial buildings to the model, in order to understand their impact on future urbanization, e.g. via the seed planting sub-module.

\[
I(x) = \begin{cases} 1, & x \in \text{Incentive zone} \\ 0, & x \in \text{non - incentive zone} \end{cases}
\]
Transition potential module

The transition potential indicates the conversion suitability of non-urban land use into urban, relative to the suitability of other locations (Dieleman & Wegener, 2004). It is calculated by using the following formula (Equation (3)).

\[ T = P \times S \]  

where \( S = \) suitability restriction and \( P = \) transition probability

The transition probability (\( P \)) is generally estimated based on various bio-physical, socio-economic and proximal factors (Arsanjani et al., 2013; Feng, Liu, & Batty, 2016; Li et al., 2013; Liu & Feng, 2012; Osman, Divigalpitiya, & Arima, 2016; Verburg, van Eck, de Nijs, Dijst, & Schot, 2004). Logistic regression, artificial neural networks, weighted product or sum, and multi-criteria evaluation are usually used to estimate the transition probability (Santé et al., 2010). Among these methods, logistic regression is widely used to derive the transition probabilities of urban growth due to its ability to model the relationships between binary dependent variables such as urban growth and several independent continuous and categorical variables (Arsanjani et al., 2013). Thus, SUSM uses logistic regression to derive the transition probability of non-urban pixels to urban pixels.

Logistic regression

Logistic regression is used to model the relationship between a binary variable (here: urban growth expressed either as 1: conversion of a non-urban pixel to urban or 0: no change in the state of a non-urban pixel) and a set of independent urban growth driving factors (Hosmer & Lemeshow, 2004):

\[ P = p(X) = \frac{e^{f(X)}}{1 + e^{f(X)}} \]  

where \( P(Y = 1|X) = p(X) \) is the conditional probability of non-urban land use pixel to be urbanized

\( X = \{x_1, x_2, \ldots, x_7\} \) is the set of seven spatial variables, namely, slope in degrees, distance to the city centre, roads, railway stations, industries, and built up land and percentage of urban in one square km area around the location. The variables \( \beta_0, \beta_1, \beta_2, \ldots, \beta_7 \) are regression coefficients of the driving factors.

Allocation module

The allocation module in SUSM is responsible for modelling urban land demand and allocating urban growth to specific locations by using a stochastic constrained cellular automaton.

Urban land demand module

The estimation of urban land demand is a necessary first step prior to allocate urban land use to a specific pixel. Ordinary least squares regression (Wu, Liu, Wang, & Wang, 2010), annual urban growth rate (Alsharif & Pradhan, 2013), GDP and population growth (Han et al., 2009) are some of the widely used methods for estimating urban land demand. The above methods project the growth linearly; hence, they fill the open land in a city completely after a certain time period. However, urban development rarely fills the entire space (Batty, 2012).

Typically, urbanization starts slowly. This first phase can be referred to as the lag phase. After a certain point in time, the city experiences rapid urbanization. This can be referred to as the boom or exponential phase of urbanization. Finally, a saturation point is reached and the urbanization rate decreases. This can be referred to as the plateau stage. These three phases can be effectively modelled by using a sigmoid curve (Figure 2). The sigmoid curve follows a logistic function and is suitable for modelling urban growth (Chen, 2016). SUSM’s urban land demand sub-model thus uses the following sigmoid curve formula (Equation (5)) to estimate urban land demand.

\[ U_t = \frac{U_{max}}{1 + \left(\frac{U_{max} - U_0}{U_0}\right) \times e^{-ct}} \]  

where \( U_t = \) urban area at time \( t \), \( U_{max} = \) maximum developable urban land in the region, \( U_0 = \) initial urban area, \( c = \) growth coefficient.

Spatial allocation module

The spatial allocation module in SUSM is a constrained stochastic urban cellular automaton, which is a stochastic artificial process for locating urban activities based on simple transition rules pertaining to local neighbourhoods. It is capable of simulating complex global patterns that mirror the spatial patterns of cities (Batty, 1997). It is composed of six fundamental elements: (i) the urban space or lattice, i.e. the geographic area of city, (ii) the state of a pixel in the urban space, i.e. either urban or non-urban state of pixel in SUSM, (iii) the neighbourhood used by the cellular automaton, (iv) the transition rules, (v) time step of the model, and (vi) stochastic component to simulate realistic patterns of urban growth. The neighbourhood around the cellular automaton (element (iii)) can be either von-Neumann (Batty, 1997), Moore (Clarke et al., 1997), circular (He et al., 2008) or a combination of the above. SUSM uses three types of neighbourhoods. These are Moore neighbourhoods, circular neighbourhoods with a five-pixel radius and circular neighbourhoods encompassing one square kilometre area around the pixel available for urbanization.
The transition rules are the engine of a cellular automaton (Torrens, 2000). The identification of transition rules is crucial to generate realistic urban growth patterns (Feng et al., 2016). The spatial allocation module applies transition rules to an urban area by utilizing three sub-modules: (i) developable land, (ii) seed planting and (ii) simulation sub-modules successively.

(i) Developable land sub-module: Development control rules restrict urban development. Protected areas, biodiversity parks, reserved forest, water bodies and steep slope etc. are exempt from development. Thus, the developable land sub-model is used to select those non-urban pixels available for urban development.

(ii) Seed planting sub-module: The seed planting sub-module plants the urban seeds of urbanization. An urban seed is a starting point for urbanization. It uses two sub-modules to plant seeds. The first sub-module plants the seeds as per the location and year information provided by the town planner or by the SUSM user. By using this sub-module, the planners can plant the seeds of urbanization such as location of upcoming or proposed industrial firms, townships, or other proposed development projects to enable testing their impact upon urbanization and/or devise strategic planning measures. Cities are complex social and economic systems which show some degree of stochasticity (Barredo et al., 2003). A stochastic perturbation function (Equation (6)) is capable of producing a leap-frog or emergent development. Leap-frog or emergent development is a discontinuous development in the vicinity of an urbanized area, but it is not linked to the urban fringe or linear structures such as streets or railways (ribbon development). This development pattern may be due to institutional policy or social processes (Barredo et al., 2003; Feng et al., 2016). Thus, the second sub-module uses the stochastic perturbation function (Equation (6)), along with the transition potential derived from Equation (3) and two multi-criteria functions (namely, leap-frog (Equation (9)) and ribbon development (Equation (10)) to generate seeds at random locations. The second sub-module of the seed planting is designed to plant more seeds in the incentive/planned zones for urbanization.

The stochastic perturbation function is defined as (White, Engelen, & Uljee, 1997):

$$\theta = 1 + [-\ln(rand)]^\alpha$$ (6)

where $\theta$: stochastic perturbation factor, rand: a random value between 0 and 1, drawn from a uniform distribution and $\alpha$: a power parameter controls the size of the perturbation.

These Two multi-criteria functions (namely, leap-frog and ribbon development) are used in SUSM to guide the planting of urban growth seeds in locations, which are far away from the existing development and major transportation networks. Both functions use the weighted sum of fuzzy layers pertaining to non-urban pixels produced by two fuzzy functions, namely FuzzyMSsmall (Equation (7)) and FuzzyMSlarge (Equation (8)). The FuzzyMSsmall and FuzzyMSlarge functions use mean and standard deviation of the input parameter/layer to scale the input values from “0” to “1”. The smaller input data values have a membership closer
to 1 in FuzzyMSsmall, whereas larger input values have a membership closer to 1 in FuzzyMSlarge (Luo & Dimitrakopoulos, 2003).

\[
FuzzyMS_{\text{small}} = \mu(x) = \begin{cases} s/(x - m + s), & x > m \\ 0, & x \leq m \end{cases}
\]

\[
FuzzyMS_{\text{large}} = \mu(x) = \begin{cases} 1 - (s/(x - m + s)), & x > m \\ 0, & x \leq m \end{cases}
\]

where \( x \) = input data value; \( m \) = mean value of input data layer, \( s \) = standard deviation of input data values pertaining to non-urban pixel.

Leap-frog criteria (LFC)

\[
\text{Leap-frog criteria LFC} = \frac{\mu(DCC_{nu}) + \mu(DOGV_{nu}) + \mu(DRD_{nu}) + \mu(PerU_{nu})}{4}
\]

Ribbon development criteria (RDC)

\[
\text{Ribbon development criteria RDC} = \frac{\mu(DCC_{nu}) + \mu(DOGV_{nu}) + 2 \times \mu(DRD_{nu}) + \mu(PerU_{nu})}{5}
\]

where \( \mu() \) = FuzzyMSsmall function; \( \mu() \) = Fuzzy-MSlarge function; \( DCC_{nu} \) = Euclidian distance to city centre of non-urban pixels; \( DOGV_{nu} \) = Euclidian distance to outgrowth village centres of non-urban pixels; \( DRD_{nu} \) = Euclidian distance to major roads of non-urban pixels; \( PerU_{nu} \) = Percentage of urban land around a non-urban pixel in one square kilometre area.

(iii) Urban growth simulation sub-module: The urban growth simulation module simulates urban growth around built-up pixels and urban seeds planted by the “seed planting sub-module”. It uses three transition rules, namely speculation, incentive and general growth rules. The speculation growth rule is used for simulation of non-urban pixels under land speculation. Land speculation can be represented by SUSM as the resistance of a non-urban pixel to be converted into urban although it has a high transition potential. In contrast, the incentive growth rule stimulates urban growth in the incentive zones. The general growth rule simulates the urban growth of non-urban pixels, which are neither under speculation nor located in incentive zones. For details about growth rules, please refer to supplement-1.

Validation module

Urban growth simulations can be used to test different development scenarios. Since urban growth models are an approximation of a complex adaptive urban system, validation of an urban growth model is essential to determine whether the model is capable of replicating the system behaviour in a given scenario with sufficient accuracy (Law, 2008; McDonnell, Azar, & White, 2013; Sargent, 2009). SUSM uses (i) a confusion matrix, (ii) an improved fuzzy kappa and (iii) a receiver operating characteristic (ROC) curve to evaluate the reliability of simulations under the observed historical trend scenario.

(i) Confusion matrix: SUSM estimates a confusion matrix (Table 1) by comparing the simulated urban growth map with the observed urban growth map derived from remote sensing data to calculate the producer’s (Equation (11)), user’s (Equation (12)), and overall (Equation (13)) accuracies along with the specificity (Equation (14)), “Matthews correlation coefficient (MCC)” (Equation (15)) and a “figure of merit” (Equation 16).

Producer’s accuracy (Sensitivity)

\[
\text{Producer’s accuracy (Sensitivity)} = \frac{\text{Hits}}{\text{Hits} + \text{Misses}}
\]

User’s accuracy (Precision)

\[
\text{User’s accuracy (Precision)} = \frac{\text{Hits}}{\text{Hits} + \text{False alarms}}
\]

Overall accuracy

\[
\text{Overall accuracy} = \frac{\text{Hits} + \text{Correct rejections}}{\text{Hits} + \text{Misses} + \text{False alarms} + \text{Correct rejections}}
\]

Specificity (True negative rate)

\[
\text{Specificity (True negative rate)} = \frac{\text{Correct rejections}}{\text{Correct rejections} + \text{False alarms}}
\]

Matthews correlation coefficient (MCC)

\[
\text{Matthews correlation coefficient (MCC)} = \frac{(\text{Hits} \times \text{Correct rejections}) - (\text{False alarms} \times \text{Misses})}{\sqrt{(\text{Hits} + \text{False alarms})(\text{Hits} + \text{Misses})(\text{Correct rejections} + \text{False alarms})(\text{Correct rejections} + \text{Misses})}}
\]

\[
(15)
\]
Table 1. Confusion matrix for validation of SUSM’s simulation.

| Simulated urban growth | Observed urban growth | Hits | Misses (M) | Correct rejections (C) |
|-------------------------|-----------------------|------|------------|-----------------------|
| Urban                   | Urban                 |      |            |                       |
| Non-urban               | Non-urban             |      |            |                       |

Figure of merit = \( \frac{\text{Hits}}{\text{Hits} + \text{Misses} + \text{False alarms}} \) (16)

The producer’s accuracy of simulation refers to the “probability of detection”. It is a measure of the ability of the model to simulate urban pixels at the correct locations. The user’s accuracy refers to the precision of the model. The overall accuracy is a measure of agreement of the model results (simulated pixels both urban and non-urban at correct locations) with the observed reference derived from the remote sensing image. The user’s accuracy may not provide enough information if the class of interest (non-urban to urban) is small in comparison with the rest (Olofsson et al., 2014). In this case, we can use the specificity (true negative rate) as a measure of the model ability to avoid simulation of non-urban pixels that are not suitable for urbanization as an additional metric. The Matthews correlation coefficient (MCC) is regarded as a balanced measure to assess the quality of a binary classifier or a model when the classes are of very different sizes (Boughorbel, Jarray, & El-Anbari, 2017; Powers, 2011). The value of MCC varies between -1 and +1. A MCC value of +1 represents a perfect simulation, 0 is no better than random simulation and -1 indicates total disagreement between simulation and observation. The figure of merit is a ratio of the intersection of observed and simulated urban growth to the union of both (Pontius et al., 2008). A figure of merit value of 0 refers to no overlap between observed and simulated urban growth, whereas a value of “1” refers to a perfect match between simulated and observed urban growth.

(ii) Improved Fuzzy Kappa: The simulation of an urban pixel at the exact location is not possible in most cases due to the complex nature of urban growth processes (Wu et al., 2010). However, the spatial patterns simulated by the model should be similar to the observed patterns. Thus, the use of traditional kappa statistics, which uses a cell-by-cell comparison, is not suitable for assessing performance of simulation models. Hence, the improved fuzzy kappa (Hagen-Zanker, 2009) is used to evaluate the SUSM results with respect to the observed urban growth derived from remote sensing data. The fuzzy kappa statistic (Hagen, 2003) uses fuzziness of location, based on the distance decay function, whereas improved fuzzy kappa accounts for the effect of spatial autocorrelation (for more details see Hagen-Zanker, 2009). The fuzzy kappa statistic achieves higher values (i.e. near to one) with the increase of matching categories found in the neighbourhood. The improved fuzzy kappa value can be calculated by using the following formula,

\[ K_{\text{fuzzy}} = \frac{P_o - P_e}{1 - P_e} \] (17)

where \( P_o \) = observed mean agreement and \( P_e \) = expected agreement around a specified neighbourhood radius calculated by using an exponential distance decay function with a halving distance of two cells.

(iii) Receiver Operating Characteristic (ROC) curve: ROC is a two-dimensional graphical depiction of model performance (Fawcett, 2006). It is a useful measure to assess the performance of a model without a crisp classification about the state of the pixel (i.e. urban or non-urban). The ROC curve is used to assess the reliability of transition potential maps produced by SUSM. Thus, it enables validation of the model performance with respect to a specific location rather than committing to a specific quantity of change (Pontius & Schneider, 2001). An area under curve (AUC) value of 1 represents a perfect model, a AUC value greater than 0.5 represents a model, which is statistically better than random, and 0.5 represents agreement due to chance (Pontius & Schneider, 2001).

SUSM implementation

Test site

We tested the performance of SUSM for the Pune metropolis (Figure 3), which is the eighth largest urban agglomeration in India and is the southern headquarters of the Indian army. The test site contains two municipal corporations, i.e. Pune and Pimpri-Chinchwad, one municipality, i.e. Talegaon-Dabhade, three cantonment boards (areas under the military), i.e. Kirkee, Pune and Dehuroad and more than a 100 rural administrative bodies. It is bounded between latitudes 18° 19’ to 18°45’ N and longitudes 73°35’ to 74°12’ E with an area covering 1643 km². The open economic policy by the Government of India in 1991 and the special economic zone policy by the state of Maharashtra in 2006 spurred widespread urbanization in the Pune metropolis attracting many
global and national automobile, biotech and information technology firms. The population in Pune increased from 2.6 million in 1991 to 5.9 million in 2011 (Census of India, 2011). This rapid increase in population led to haphazard urban growth. In order to ensure sustainable urbanization, the state government constituted the Pune Metropolitan Regional Development Authority (PMRDA) in 2015. Thus, using Pune as a test site is not only a proof of concept of SUSM, but a successful model will also be rather useful in assisting the newly formed PMRDA in the planning process.

**Input datasets**

SUSM uses remote sensing derived land use and digital elevation maps as input and to validate simulation results. Moreover, GIS datasets such as roads, point locations of industries, transportation hubs, city and village centres and development plans, etc. can be derived from remote sensing data. In this study, we used a maximum-likelihood supervised classification of cloud free Landsat images from 4 December 1992, 3 November 2001 and 14 December 2013 to determine the urban extents for the respective years (Figure 4a–c). The producer’s accuracy of the extracted urban extents for 1992, 2001 and 2013 are 86.3%, 99.4% and 91.3%, respectively. The Aster DEM Version 2 was used to derive a slope in degrees (Figure 4d) map of the study area. The city centre and outgrowth village centres (Figure 4e), highway road network (Figure 4f), locations of major industries (Figure 4e) and railway stations (Figure 4f) were extracted from Google Earth, while reserved forests and water bodies (Figure 4g) were taken from the Survey of India and land use/land cover maps, respectively. The street network (Figure 4f) used in this study was extracted from the Open Street Map webserver. The boundaries of defence establishments and proposed land use of the study area were extracted from the development plan of Pune, Pimpri-Chinchwad municipal corporations and Maharashtra Regional and Town Planning office web portals.

**Scenario development**

Urban growth models may be used to analyse urban growth patterns for different scenarios. We prepared one simulation for model validation and two simulations to test scenarios, namely, with (i) urban planning information and ii) without urban plans. Urban growth of the Pune metropolis was simulated for the year 2013 based on the analysis of the urban growth process observed from 1992 to 2001.

(i) The simulation for model validation was performed to evaluate the model performance. The model simulation was initialized with data from 2001 and the SUSM simulation runs until 2013. The locations of upcoming industrial areas were provided as "seeds" of urbanization and the observed urban growth was supplied as an “Intensity zone” of future urbanization in the validation scenario.
Defence lands and recreational areas such as playgrounds and parks are restricted from urban development by assigning them with resistance coefficient value of 0.2. For open space in public and semi-public properties, a resistance coefficient of 0.3 is applied. Open lands under the Cantonment boards are assigned a resistance coefficient of 0.5, as these areas experienced minimal urban expansion during the period from 1992 to 2001 (Kantakumar et al., 2016). In this validation run, the following locations of SEZ, major IT parks and townships are supplied as “seeds” of future urbanization (Table 2).

(ii) The official Pune metropolitan regional development plan of 2011 is used as input to SUSM in scenario 1: “Urban development plan”. The proposed residential, mixed land use, industrial and commercial lands are included as incentive zones of urbanization. Recreational spaces and green belts are restricted for development since they are assigned a resistance coefficient value of 0.2. Protected hill slopes, forests and afforestation lands are assigned a resistance coefficient value of 0.1, and agriculture land is assigned a resistance coefficient value of 0.8.

(iii) Scenario 2: “No urban development plan” is used to simulate urban expansion of Pune from 2001 to 2013 based only on the historic trend experienced from 1992 to 2001. Thus, urban planning measures are ignored in this simulation. Accordingly, urban seeds, incentive zones and zonal planning measure are not applied.

**Transition potential estimation**

Seven spatial variables, namely, slope, distance to city centre (DCcn), major roads (DRd), distance to railways stations (DRly), industries (DInd), built-up areas (DBul) and percentage of urban pixels in one square kilometre circular neighbourhood (%Urb), pertaining to the period of 1992–2001 are used in Equation (4) and Equation (3) to estimate the regression coefficients of the logistic regression (Table 3) and the transition potential of non-urban pixels.

**Projecting urban land demand**

The Pune metropolis witnessed a massive increase in urban area of about 215.4 km² from 107.5 km² in 1992 to 162.4 km² in 2001 and to 322.9 km² in 2013 with an annual expansion rate of 6.1 km² per annum from 1992 to 2001 and 13.4 km² per annum from 2001 to 2013. The maximum developable urban land ($U_{max} = 1481$ km²) is estimated by subtracting the areas covered by reserved forest (132 km²) and water bodies (30 km²) from the total area of the study region (1643 km²).

---

**Table 2. Location of urban growth seeds supplied to SUSM in scenario 1.**

| Name of the seed, location          | Year of seed planting | Latitude           | Longitude          |
|-------------------------------------|-----------------------|-------------------|--------------------|
| Hinjewadi SEZ Phase 1               | 2004                  | 18°35'13.22"N     | 73°44'3.48"E      |
| Magarpatta City, Hadapsar            | 2004                  | 18°30'44.59"N     | 73°55'47.20"E     |
| Hinjewadi SEZ Phase 2               | 2008                  | 18°35'41.24"N     | 73°42'28.48"E     |
| Eon IT park, Kharadi                 | 2008                  | 18°33'0.32"N      | 73°57'8.27"E      |
| Hinjewadi SEZ Phase 3               | 2011                  | 18°34'45.23"N     | 73°49'52.52"E     |
urban growth trend, i.e. the annual expansion rate of 6.1 km\(^2\) per annum for the period of 1992–2001 is used to estimate the growth coefficient \((c = 0.0596)\) of Pune metropolis. Figure 5 shows the projection of the urban land up to 2090 using the urban land demand module (see section 2.3.1). Table 4 shows the comparison of projected urban land to the remote sensing derived urban growth.

**SUSM simulations of Pune**

**Validation**

The transition potential derived from the transition potential sub-model for the period of 1992 to 2001 and the urban land demand projected from the allocation module (Figure 5) were used in the simulation of the validation run to simulate the urban expansion of Pune for the year 2013. Figure 6 shows a map of the estimated urban growth transition potential and the simulation result for 2013.

The simulated urban growth for 2013 is compared with the observed urban growth derived from a LANDSAT image of the same year. Table 5 shows the scores of the fit metrics used to validate the SUSM simulations. Figure 7(a) shows a pixel-by-pixel comparison of SUSM’s urban growth simulation and the LANDSAT classification result. Figure 7(b) shows the ROC curve estimated by comparing the modelled urban growth transition potentials with the respective observed urban growth from 2001 to 2013. The area under ROC curve with a value 0.90 shows that SUSM accurately estimates the transition potential of a non-urban pixel to be urbanised.

**Simulation results using urban development plans and without urban development plans**

SUSM is used to simulate the urban growth of Pune from 2001 to 2013 to assess the impact of urban development plans on Pune’s urbanization by comparing two scenarios: 1: using urban development plans as input and 2: without urban development plans. A strict implementation of the development plan (scenario 1) might result in an urban growth of Pune for the year 2013 as shown in Figure 8(a). Figure 8(b) shows the modelled urban growth of Pune for the year 2013 for scenario 2: no urban development plan. Figure 8(c,d) show the comparison of simulated urban growth with observed urban growth for these two scenarios. From Figure 8, we can see that the simulation based on scenario 2 performed marginally better (hits: 85.5 km\(^2\)) than the simulation based on the urban development plan, i.e. scenario 1 (hits: 77.7 km\(^2\)). The urban growth patterns simulated under the “no urban development plan scenario” (scenario 2) are consistent with the urban growth pattern observed for 2013.

**Discussion**

The results of SUSM simulations are discussed with respect to (i) the performance of SUSM and (ii) urban planning processes.

**Performance of SUSM**

The assessment of performance of an urban growth model by comparison to a measured reference is essential to understand the potentials and limits of the model. The results of the validation run show that SUSM simulates urban growth with a producer’s accuracy of 75.76% and a user’s accuracy of 78.85%. SUSM yields producer’s accuracies ranging from 75.38% to 76.14%
and user’s accuracies ranging from 78.66% to 79.04% at 95% confidence level (Table 5). The transition potentials maps of SUSM provide a 90% agreement. The overall accuracy of spatial simulations of SUSM is 95.06%. However, this cannot be interpreted as a direct measure of the SUSM simulation accuracy due to the fact that the persistence of non-urban pixels is far higher than the urban growth observed in the test site. Thus, SUSM uses a balanced measure namely the “Matthews correlation coefficient (MCC)” to assess the quality of model simulations (Boughorbel et al., 2017; Powers, 2011). The MCC value of 0.75 reveals that SUSM captures urban growth dynamics of Pune very well.

Using the reported score of fit, user’s and producer’s accuracies (see table-1 in supplement) show that the SUSM performance is slightly better as compared to other urban growth and land use models. Eleven different models were used for this comparison: i.e. CLUE, CLUES-S, Geomod, Environment Explorer, Land Use Scanner, Logistic regression, LTM, SAMADA, SLEUTH (Pontius et al., 2008), Patch-logistic-CA and cell/pixel based logistic-CA (Chen, 2016; Li, Gong, Yu, & Hu, 2017) and SLEUTH (Yin, Kong, Yang, James, & Dronova, 2018). Also, the fuzzy kappa value of SUSM simulation is slightly

Table 5. Validation results of SUSM.

| Fit metric                        | Score         | 95% C.I.      |
|-----------------------------------|---------------|---------------|
| Producer’s accuracy (Sensitivity) | 75.76%        | [75.38%, 76.14%] |
| User’s accuracy (Precision)       | 78.85%        | [78.66%, 79.04%] |
| Overall accuracy                  | 95.06%        | [95.02%, 95.09%] |
| Specificity (True negative rate)  | 97.46%        | [97.44%, 97.49%] |
| Matthews correlation coefficient  | 0.75          | –             |
| Figure of fit                     | 0.63          | –             |
| Fuzzy Kappa                       | 0.81          | –             |
| AUC                               | 0.90          | –             |

Figure 6. SUSM simulations used for validation (a) Urban growth transition potential and (b) Urban growth simulation maps of 2013.

Figure 7. (a) Validation map showing the pixel level comparison of SUSM’s urban growth simulation with respect to observed urban growth from 2001 to 2013. (b) ROC curves of modelled urban growth transition potential of Pune for 2013.
higher than the reported values in other studies (Long, Han, Lai, & Mao, 2013; Vliet et al., 2009; Wu et al., 2010) (refer to table-2 in supplement). Simulations based on urban growth models are affected by many parameters such as quality of the input datasets, scenarios, initial conditions, modelling concepts and techniques used (Batty & Torrens, 2005). However, due to differences in the model setup, inputs, locations etc., the comparison discussed need to be assessed with caution.

**Urban planning and SUSM**

Simulation models are often used to inform rather than predict. Thus, the practical utility of an urban growth simulation model hinges on its applicability to assess the impact of planning measures or to devise strategic plans to avoid undesirable effects. Here, we incorporated the official regional development plan of 2011 of Pune via scenario 1 into SUSM. The simulation revealed that the strict implementation of the regional development plan might have resulted in spatial patterns of urbanization as...
shown in Figure 8(a). These patterns of spatial simulation resemble the proposed growth patterns in the multiple nuclei model proposed by Harris and Ullman (1945). The simulation based on scenario 1 encompasses 48% of the urban growth experienced by Pune from 2001 to 2013. The important result from the simulations from scenario 1 are: (i) Pune’s Regional development plan of 2011 allotted more land for residential land use in the Talegaon municipality and Urli-Kanchan villages, even though they have less potential for future urbanization (refer Figures 4(h), 8(a,c)). (ii) The simulation of ribbon development along the Saswad road and the Pune-Hinjawadi road reveals the importance of these roads, which were not adequately considered during the planning process. (iii) Most of the simulated growth agreed with the observed growth in PMC and PCMC. This reveals that the development plan was more successful in the municipal corporation limits as compared to the notified town and outgrowth villages, suggesting the need for an overarching nodal authority to implement the planning measures to avoid haphazard and unsustainable growth of Pune. In 2015, the Maharashtra state government formed Pune Metropolitan Regional Development Authority (PMRDA) as a nodal planning agency for Pune metropolis.

The SEZ namely Hinjawadi phase II and phase III were not proposed/planned in the Pune’s regional development of 2011. However, plans from Hinjawadi phase II and phase III SEZs near the foot hills of the Western Ghats of India spurred urbanization along the valleys. This unforeseen and unplanned urbanization has not only led to heavy traffic congestion but also poses a threat to the flora and fauna in foothills of the Western Ghats. The impact of such development as well as the influence of SEZs on urban growth can be assessed by utilizing the seed planting sub-module of SUSM.

The spatial patterns simulated without using the urban development plan (scenario 2) are more consistent with the observed urbanization patterns from 2001 to 2013 in comparison with the results using the urban development plan (scenario 1) (Figures 4(c) and 8). Scenario 2 effectively captures the ribbon development along highways. In spite of the fact that no “seeds” are supplied in scenario 2, the simulation of urban growth around Hinjawadi, Wakad, Pashan, Kharadi villages and ribbon development along the Pune-Saswad road reveals the importance of these areas in future urbanization. Thus, planning of sufficient road infrastructure in these areas could have avoided the heavy traffic congestion presently faced by citizens of Pune. The business as usual simulation suggests a lower urbanization rate around Talegaon, Dehu and Urli-Kanchan areas. This may be due to land speculations. However, the regional development plan proposed larger residential areas, which might be due to proposed industries in these areas. Such mismatches of land use allocations are often a result of imposing a top-down planning process for the sake of rational planning and may nevertheless result in irrational outcomes of urbanization (Mahadevia & Joshi, 2009). The simulation result without urban planning scenario is marginally better (53% of match with observed growth) than the result achieved when using the urban development plan as input (48% match). The inclusion of urban seeds with strategic importance might further improve the accuracy of SUSM simulations when using scenario 2 (no development plan). Thus, SUSM simulations can help planners to test urban or regional development plans by analysing the impacts of proposed planning measures through scenario analysis.

Conclusion

The practical utility of urban growth simulation models hinges on their ability to assess the implication of development plans and policies on future urbanization of a city. This paper described the SUSM using generally available remote sensing datasets as input and it exemplified the use of SUSM in assessing the regional development plan of the rapidly growing Pune metropolis in India. The results show that (i) SUSM is capable of simulating the urban expansion with a user accuracy of 79%. (ii) The development plans provide an envelope for urban development, but do not provide a prediction of urban growth. (iii) The urban growth patterns simulated based on no urban planning measures (scenario 2) are consistent with the urban growth patterns derived from remote sensing data and marginally more accurate than the simulations based on urban planning measures (scenario 1). This study showed that SUSM can be used effectively to assess the impact of development plans upon a rapidly growing metropolis such as Pune. The use of widely available, inexpensive remote sensing datasets, logistic regression and a constrained stochastic cellular automaton with fairly simple transition rules offers transferability and applicability of SUSM to other cities.

In this research, we used simple scenarios to assess urban growth, i.e. regional development plan and business as usual scenario. Additional research is needed to explore the full potential of the scenario development module of SUSM by developing and testing more dynamic and complex scenarios, which includes socioeconomic datasets to understand the implication of urban plans and polices. The integration of other machine learning algorithms such as artificial neural networks and random forest besides the logistic regression model into SUSM validation method is another future direction for development.
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