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Abstract—Automatic network management driven by Artificial Intelligent technologies is quite pervasive today. However, most available reports focus on theoretic proposals and architecture designs; works with details of practical implementations of ontological autonomic networks management are yet to appear. In this paper we presents our effort of an knowledge graph-driven methodology for autonomic network management in software defined networks (SDNs), termed as SeaNet. Driven by the ToCo ontology, SeaNet is developed based on an open-source SDN emulator – Mininet. There are three core components: a knowledge graph generator, a SPARQL engine, and a network management API. The knowledge graph generator represents the knowledge in the telecommunication network resources and management tasks into a knowledge base using formal ontology. Expert experience and network management rules can also be formalized into knowledge graph. By automatically inference by the SPARQL engine, the network management API is able to packet technology-specific details and expose technology-independent interfaces to users. We designed and carried out a series of experiments to compare SeaNet with a commercial SDN controller Ryu implemented by the same programming language Python. The evaluation results show that SeaNet is considerably faster in most circumstances than Ryu and the SeaNet code is significantly more compact. Benefit from resource description framework (RDF) reasoning, SeaNet is able to achieve O(1) time complexity on different scales of the knowledge graph while the traditional database can achieve O(nlogn) at its best. With the network management API, SeaNet enables researchers to develop semantic-intelligent applications on their own SDNs.
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I. INTRODUCTION

The rapid expansion of Internet services has resulted in today’s network management tasks becoming increasingly complex [1]. Despite heated discussions over developing autonomic network management in the community for decades, the current network management system remains to spend significant efforts on low-level, tedious, error-prone tasks and often requires complex manual reasoning from network administrators [1-5]. As noted by Shenker et. al, the ultimate goal of a software defined network (SDN) is to find appropriate abstractions that enable the complex network management tasks to be broken into tractable elements [7]. More and more researchers believe a knowledge base that can capture global knowledge from networks and allow the management system to readily reason over it is the answer to Shenker’s question [4-5].

Coined by Google in 2012, the term knowledge graph is to name Google’s own knowledge base, proposed to enhance its search results with linked information gathered from a variety of sources. With the success of Google, the term “knowledge graph” is way more popular than “knowledge base” (which is what it really is), we will use both “knowledge graph” and “knowledge base” alternatively in the following part of the paper, where no ambiguity will occur.

Rooted on Artificial Intelligent, knowledge graph has gained more and more attention in network management [2, 4, 5]. Driven by ontology, knowledge graph is able to extract from logs, records, and documents, structured or not, to formal and consensual terminologies and link them together with semantic relations [2, 4, 5]. The core idea of knowledge based autonomic network management systems is to represent all the observations, measurements, concepts, expertise, and the relationships between them using formal logic (e.g., first order logic), and automatically reasoning over it. Besides, driven by ontology, network management rules and policies and human expert experiences can be represented by formal logical languages in a knowledge graph, allowing not only knowledge reuse, but also automatic reasoning over the knowledge base of the whole network, not only part of it, and thus eliminate human intervention [2, 4, 6].

Although numerous papers have been reported for knowledge graph based network management, most of these works focus on using machine learning only [2, 4, 6], even for those works that involve knowledge based technologies mainly focus on theoretical proposals or architecture designs only [5], and very few reports practical experiments on real-life network testbed. In this paper, we take a modest step towards implementing a knowledge graph based autonomic management system. We propose SeaNet (Semantic Enabled Autonomic Management of Software Defined Networks), and evaluate its practicability and efficiency. We demonstrate how
it provides the capability to 1) abstract the network information into an ontology-assisted knowledge base, 2) interpret higher-level requirements into lower-level operations, and 3) execute the operations automatically. SeaNet system consists of three parts: a knowledge base generator, a SPARQL engine, and a network management API. Evaluation is carried out by testing some use cases of basic network management task through the open SeaNet API. The performance of SeaNet is compared with Ryu, an SDN controller developed with the same language Python as SeaNet.

The rest of the paper is organized as follows. Section II discusses the background and requirements for the research on knowledge based autonomic network management. The architecture of SeaNet and the technologies adopted are presented in Section II-A, together with details of ontology used in SeaNet in Section III. Section IV evaluates the practicability of each component of the SeaNet system, including modeling and reasoning ability. The performance of the API methods is compared with the SDN controller Ryu. Finally, conclusions are drawn in Section V.

II. STATE OF THE ART

Investigation on using artificial intelligence (AI) to achieve autonomic telecommunication network management has started since the very beginning of artificial intelligence. The first real-time AI system, Interactive Real-Time Telecommunications Network Management System (IRTNMS), was developed by Australia Artificial Intelligence Institute (AAII) and Telecom Australia in 1992 [8]. Based on Procedural Reasoning Systems (PRS), IRTNMS implements BDI (Belief–Desire–Intention) architecture to diagnose, control, and monitor the telecommunications network. LODES (Large-internetwork Observation and Diagnostic Expert System) is an expert system for detecting and diagnosing problems in a segment of a local area network [9].

Recent implementations include Experiential Networked Intelligence Industry Specification Group (ENI ISG), which aims at assisting 5G network deployment and operation with closed-loop AI mechanisms based on context-aware, metadata-driven policies. ENI ISG proposed a Cognitive Network Management architecture in 2017, using AI techniques and context-aware policies to adjust offered services based on dynamic user needs, environmental conditions and business goals.

With the network management tasks growing complicated, more sophisticated AI technologies are deployed. KnowNet [2] is inspired from NetSearch, a search based autonomic network management, using information retrieval technologies to accomplish a “Google” for network management. KnowNet claims itself go beyond information retrieval to knowledge graph, and have developed a knowledge graph platform for autonomic network management tasks such as network connecting, conflict resolution, and network security. Use cases are given to evaluate the platform, however, details of the experiment implementation, such as the information retrieval process, knowledge graph construction process and inference process, are missing. Also, the details of the knowledge graph it uses, i.e., “kilo”, is missing (In [2], the authors also fail to declare whether kilo is an ontology or not, if it is, we think the term “ontology” should be used instead of knowledge graph, for these two have totally different definitions in computer science and philosophy).

Like KnowNet, other knowledge based autonomic network management proposals focus on theoretical definitions and architecture describing, rather than provide details on the implementation process on a real-life network testbed, or provide a concrete software tool. The earlier ontological knowledge based network management systems proposed by López de Vergara, [10], Ohshima, [11], are also discussed below. López de Vergara, [10, 12], mentioned the possibility of adopting an ontology to map and merge the current heterogeneous knowledge bases, and provide a universal view of the whole managed system. Strassner investigated the possibility of ontology-driven policy based network automatic management system. They proposed a series of autonomic network management systems, e.g., Directory Enabled Networks next generation (DEN-ng) policy model, Policy Continuum, and Context-aware policy model. However, as described in the above references, with the absence of practical approaches, these systems have not been evaluated in real-life scenarios. In [11], Ohshima proposed a network management system with the assistance of an ontology, collecting configuration information from traditional network management databases. However, the work was based on a traditional network. Houidi [13] explored the practicability of a knowledge based automatic reasoner for network management. He implemented the proposed method in python, using Pyke as the reasoner, and tested the system with the basic network connectivity problem. However, in this work, some complexities are hidden for clarity. Thus, it is still not clear whether the system will work in other more dynamic or complicated situations. Xiao and Xu [13] tried to integrate ontologies with policy based approaches to accomplish autonomic network management. They also proposed a possible scenario. However, there are no practical tools ready to implement for the proposed methodology, or any real-life evaluations for the proposed system.

A. SeaNet Architecture

In this section, we present the architecture of SeaNet, as shown in Fig. 1. Details of each of the components: knowledge graph constructor, SPARQL engine, and the network management API are discussed.

The knowledge base generator is designed to bring knowledge base harmonization into reality by retrieving unstructured data from nodes in the network and semantically representing them into the knowledge base following first-order logic format. As shown in Fig. 1 the knowledge base generator is designed to integrate data sources from various origins, such as relational database, real-time network measurements and observations, remote data from the cloud and real-time data streams, etc. The global view provided by an ontology is able to achieve direct access to the information from all these sources, and execute inference globally. Knowledge base generator provides a novel way to manage and publish network data. With symbolic representation technologies, unstructured
and scattered data can be annotated into ontological concepts and ready for reasoning first-order logic formulas.

B. Semantic of SeaNet

In our prototype SeaNet system, a recursive algorithm is used to read the network records, extract the semantic information, and store it to the knowledge base. In our experiment, when a network has been initiated, the generator can be started by a linux shell command. Information will be collected from network elements into RDF triples. This procedure runs periodically (in this paper, we run it every 5 seconds, but this value is configurable), maintaining an up-to-date knowledge base for the network. A fragment of a knowledge base representing the connectivity and location information of a switch is given below.

```
ex:switch1 net:hasPort ex:port1.
ex:link1 net:from ex:port1.
ex:link1 net:to ex:port2.
ex:host1 net:hasPort ex:port2.
ex:switch1 geo:location ex:point_sw1.
ex:point_sw1 geo:long ''123.001''.
ex:point_sw1 geo:lat ''321.001''.
```

The `ex:switch1`, `ex:port1`, and `ex:link1` are concepts and the `net:hasPort`, `net:connectTo` are relations. The first four triples denote that `ex:host1` and `ex:switch1` are connected by `ex:link1`. The last three triples denote the location of `ex:switch1`.

Semantic queries on the network knowledge base are designed to answer high-level questions such as, “Which switch is host1 connected to?”, “Find me the hosts in the network that are blocked from the others.” or “Find me all the hosts connected to switch_1 and switch_3, if they are not host_3 or host_5.”. With semantic queries, network administration can obtain the knowledge of the network at a highly abstracted level, and thus can issue tasks from an abstract level and leave the detailed technology-specific operations to the SPARQL engine.

To explore SeaNet’s ability, APIs are developed to seal all the technology-specific details, and expose only the technology-independent methods, as shown in Table I. Although SeaNet is still a prototype system and the APIs presented in this paper could not cover all the network management requirements, we believe these APIs are able to provide automatic mechanisms for some basic, labor intensive, and error-prone network management tasks and bootstrapping. For example, the API method “add_flow” is able to add a flow entry to the flow table in a specific switch, and “dump_all_flows” can list all the flow entries of the switch. The method “connectAll” is able to add connections between all the hosts in a network, forming a mesh network. The method “buildFirewall” is design to build a highly customized firewall being able to block dedicated packages between dedicated nodes. All the commands given to these API methods are in plain and simple English, which means customers are not required to have any networking or even computer science background knowledge.

III. ONTOLOGIES IN SEANET

The ToCo ontology[5] proposed for TOUCAN is adopted in SeaNet. ToCo was developed based on the Device-Interface-Link (DIL) Ontology Design Pattern, which was observed and summarized during the ontology engineering process for telecommunication networks with hybrid technologies. Please refer to [32] for details. It was deemed prudent to start from existing available ontologies in the same domain. These were evaluated against our competency questions and where possible reused.

For some general resources like units and location, well developed ontologies have been published online, e.g., Unit Ontology (UO[6] and WGS84 Geo Positioning[7] are adopted here for units and location resources, respectively. Since ToCo focuses on telecommunication networks, some concepts of the existing network ontology, e.g., Mobile Ontology [14], are reused. They describe the information of network topology and flows.

As the enabling protocol of SDN, OpenFlow is based on the concept of flows (`net:Flow`), allowing users to directly control the packet routing inside the network. Each flow is a “match-action” pair, which is actually a routing rule, instructing the switch to forward/drop the matched packets. Each switch keeps a collection of flow entries in a flow table. Every time a new packet arrives, the switch searches its flow table for a match (by matching the port (`net:Interface`) and/or MAC address (`net:hasMAC`), and executes the corresponding actions (`net:hasFlowAction`) defined by the flow.

Using formal ontology, the system can describe the flows (`net:Flow`) and the actions defined in each flow (`net:Action`). Each `net:Flow` instance keeps a record of the flow properties such as `net:flags`, `net:priority`, `net:cookie`, `net:tableId`, `net:idleTimeout`, and `net:hardTimeout`. Corresponding flows will be added to the switches through `net:hasFlow` property. The property
TABLE I
EXAMPLES OF THE NETWORK MANAGEMENT API METHODS

| Functions       | Parameters                                                                 | Function                                           |
|-----------------|-----------------------------------------------------------------------------|----------------------------------------------------|
| add_flow        | dst: the destination MAC address of the flow entry; in_port: the input port id of the flow entry; action_type: action type of the flow entry, could be output, drop, etc.; to_port: the output port id of the flow entry. | Add a flow entry to the switch’s flow table.     |
| deleteFlow      | list of input hosts: delete the flow from these hosts, list of output hosts: delete the flow | delete a flow from the switch’s flow table.       |
| addARPFlow      | None                                                                        | Add an ARP flood flow entry to the switch’s flow table, if needed. |
| dump_all_flows  | None                                                                        | Automatically list all the flow entries of the switch. |
| connectAll      | list of hosts                                                                | Automatically add flow entries for all the hosts. |
| buildFirewall   | list of switches: the switches between which the firewall is built; list of hosts: the hosts that should be still connected after the firewall is built. | Automatically build a firewall between the given switches, keep the hosts connected in the parameter if given. |
| findPath        | list of hosts                                                                | Automatically find the shortest path between the hosts. |

net:toPort will be used to describe the fact that a flow indicates packets to be forwarded to a port.

IV. EVALUATIONS

To verify the practicality of SeaNet, the functionality of the system on various networks with different topologies and scales is tested. Mininet is used to networks with different topologies. The whole experimental environment is running in a virtual machine on a MacBook Air, OS X 10.9.5, Intel Core i5, 1.5 GHz, 4GB RAM, Ubuntu 14.04 on VMware workstation. The VMware system has 1GB RAM. The following software tools were used: VirtualBox 5.1.4, rdflib 4.2.1., Neo4j, Open vSwitch (OVS).

A. Evaluations

Evaluations are carried out on computer networks and WiFi networks emulated by Mininet-WiFi, with topologies of linear, single, and tree, and the network scales varying from simple (3 hosts) to massive scale (≥1000 hosts). The largest network is the one with tree topology, depth = 3, fanout = 5, which contains 1146 nodes (1021 switches and 125 hosts). The smallest network is a single network with k=5 (k is the number of hosts connected to each switch), which has 6 nodes (1 switch and 5 hosts) in total.

1) Evaluation of the knowledge base generator: Results of the experiments evaluating the knowledge base generator are presented in this section. As Ryu does not rely on ontological knowledge base, no comparison is made with it.

In the first experiment, we try to evaluate the performance of the knowledge base generator in computer network with the metric of response time. We set up 19 networks with various scales, ranging from 6 nodes (single switch, k=5) to 1146 nodes (tree topology, depth = 3, fanout = 5), and topologies of linear, single, and tree. The knowledge base generator is run on each network. For each run, we keep record of the start time, end time (defined by time point when the knowledge graph is completely written to the .rdf file), and the number of RDF triples of each knowledge graph generated. The results have been analyzed and compared using the metric of response time, as illustrated in Fig. 2. As shown in the figures, the response time grows linearly with the network scale. The network takes the slowest response with the most number of nodes. For the networks with different topologies but the same number of nodes, the simpler topology takes less time, e.g., the knowledge base generating speed for a simple switch network with 50 nodes is 0.65 milliseconds faster than the linear network with 50 nodes. Both the scale and the topology of the network affect the knowledge base generating efficiency. However, the overhead is acceptable for networks.

In the second experiment, we evaluate the performance of the knowledge base generator in both computer network and WiFi network, with the metric of response time. We create 20 networks with 10 different topologies and scales (for each topology, e.g., linear topology with 5 hosts, one computer network and one WiFi network are generated). The knowledge base generator is executed on all the networks. In each run, the start time, end time and the number of RDF triples in the knowledge graph generated are recorded, and the results
are shown in Fig. 2. The x-axis denotes the types of network topology, and the y-axis denotes the execution time overhead (defined by end time - start time). The performance results of WiFi networks are illustrated with purple circles, and computer networks with pink circles. The scales of networks are shown by the radius of the circles, varying from a small network with 5 nodes to a large one with more than 1000 nodes. The longest response time, 2.591602s, is taken by the largest network, which has more than 1000 nodes and links. As illustrated in Fig. 2, the response times of the knowledge base generated for both the computer and WiFi networks increase linearly with the increase in the number of RDF triples generated. However, the modeling processes for computer networks with different topologies and scales are generally slower than those of WiFi networks by marginal values. One possible reason is that it is more efficient to operate on WiFi networks than on computer networks in Mininet-WiFi. It is also apparent that the modeling process for networks with similar number of RDF triples (those dots with a similar sizes) but different topologies differ greatly. This is mainly due to the fact that the single switch topology is much simpler than the other topologies. Thus, it is the topology, rather than the number of RDF triples, that has a decisive effect on the modeling process for knowledge bases.

2) Evaluation of the Network Management API: To evaluate the performance of the API, we executed the following methods to demonstrate how the basic network management tasks (such as adding a flow, listing all the flows of a switch) and complex tasks (such as connecting hosts to the network, and building a firewall) can be accomplished with a single line command. We compare the performance of SeaNet with Ryu – a leading network management controller.

“add_flow”: Add a flow entry to the flow table in a specific switch.

“dump_all_flows”: List all the flows in a switch.

“connectAll”: Connect all the hosts in a network automatically.

“buildFirewall”: Build a customised firewall between two or more switches. Block packets between certain hosts, while letting the other hosts under these switches pass.

In the first experiment, we set up a network with a switch “s1”, and add a flow to switch “s1” with the API method “add_flow” and illustrated the results with the method “connectAll”. In the second experiment, 20 networks are emulated with various topologies and scales, from simple networks with 5 hosts to a large network with 1146 nodes. Two API methods “connectAll” and “buildFirewall”, and applications provided by Ryu, which accomplishes the same function as “connectAll” and “buildFirewall”, are executed on each of these networks. The experiment results are analyzed with the metrics of the time and operational efficiency, and code length. The results from our method “connectAll” and Ryu application “simple_switch.py”, and our method “buildFirewall” and the corresponding Ryu methods, are both compared. Evaluation results are shown in Figs. 3 and Tables III and IV.

In Fig. 3 and Table II, the method “connectAll” is compared with an existing application from Ryu. With “connectAll”, all the hosts inside the network are connected with each other, regardless of the network topology and the complexity. The application provided by Ryu, “simple_switch.py”, accomplishes the same function. The comparison results in terms of execution time on the same networks are shown in Fig. 3. Although the execution time of the Ryu application is equivalent to our method in small networks (with less than 15 nodes), it experiences immense increase as the network scale grows. The method “connectAll”, however, has a stable performance. In large networks where the number of nodes is more than 100, the method “connectAll” is almost 500 times more efficient than the corresponding application in Ryu. The code complexity is also compared between “connectAll” and Ryu application, as shown in Table IV in terms of code length, code reusability, and code readability. It illustrated that our method saved up to 99.9% execution time compared to the corresponding Ryu application, with only 4% of the code length and better readability and reusability.
The scalability of proposed methods is discussed in Fig. 2. The scale of a knowledge base is measured by the number of RDF triples it contains. Two methods “connectAll” and “buildFireWall” are executed on knowledge bases ranging from less than 100 RDF triples to more than 3000. Their execution time is illustrated in Fig. 2. The unit of the y-axis is a millisecond. From the figure, the advantage of RDF triple based reasoning is evident. The efficiency of RDF reasoning is not affected by the scale of RDF triple stored. This is due to the nature of RDF based reasoning, which is based on set operations, basic operation like finding a value, set-based operation would have time-complexity of $O(1)$ which is not related to the scale of the knowledge base, while in traditional database which is based on list, the complexity is $O(n)$ (n is the number of records).

V. CONCLUSIONS

In this paper, we have taken a humble step towards a knowledge graph driven solution for autonomic management – SeaNet. The heart of this system is a knowledge base for SDNs that uses knowledge representation and reasoning technologies to make autonomous knowledge inference for network management tasks possible. SeaNet consists of three parts, namely the knowledge base generator, the SPARQL engine, and the API. The functions provided by SeaNet have been proven to automatically accomplish some basic yet labor-intensive and error-prone network management tasks and be scalable. Time overheads for all the functions presented are limited to one second on networks with a scale up to more than 1000 nodes. Evaluations have been carried out based on networks with different technologies, topologies and scales. The performance has been analyzed using the metrics of response time, operational efficiency, and code efficiency. It is evident that benefiting from RDF reasoning, SeaNet is able to achieve $O(1)$ time complexity on arbitrary scale of the network while the traditional database query efficiency can achieve $O(n\log n)$ at its best.
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