Voltage control of superconducting exchange interaction and anomalous Josephson effect
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Exerting control of the magnetic exchange interaction in heterostructures is of both basic interest and has potential for use in spin-based applications relying on quantum effects. We here show that the sign of the exchange interaction in a spin-valve, determining whether a parallel (π) or antiparallel (π) magnetic configuration is favored, can be controlled via an electric voltage. This occurs due to an interplay between a nonequilibrium quasiparticle distribution and the presence of spin-polarized Cooper pairs. Additionally, we show that a voltage-induced distribution controls the anomalous supercurrent that occurs in magnetic Josephson junctions, obviating the challenging task to manipulate the magnetic texture of the system. This demonstrates that two key phenomena in superconducting spintronics, the magnetic exchange interaction and the phase shift generating the anomalous Josephson effect, can be controlled electrically. Our findings are of relevance for spin-based superconducting devices which in practice most likely have to be operated precisely by nonequilibrium effects.

Introduction.—Driving a condensed matter system out of equilibrium via a control parameter such as electric voltage is a fundamentally interesting scenario. It offers a way to alter the physical properties of the system in a controllable manner and can give rise to new types of quantum effects. In recent years, it has been realized that rich physics ensues when considering magnetic-superconducting heterostructures that are out of equilibrium [1–3]. This includes very large thermoelectric effects [4–6], large quasiparticle spin Hall effects [7], raising the paramagnetic limit of superconducting films [8, 9], and supercurrent-induced magnetization dynamics [10, 13–17]. The study of such effects is associated with the field of superconducting spintronics [18], where the aim is to create a synergy between spin-polarized order and superconductivity.

Historically, creating a nonequilibrium distribution of quasiparticle states in superconducting structures has been shown to give rise to interesting effects. A prominent example is the supercurrent transistor demonstrated in Ref. [19], where the direction of a Josephson effect (charge supercurrent) was tuned via a voltage-induced nonequilibrium distribution in a superconductor/normal-metal/superconductor junction [20, 21]. In this Letter, we explore a spin-analogue of this effect. More precisely, we pose the question: can a spin supercurrent be controlled via the nonequilibrium mode induced by an electric voltage? Such a spin supercurrent exists when magnetic layers are added to the Josephson junction above and physically represents the exchange interaction between these layers [22, 23]. If the spin supercurrent—and in particular its sign—is controlled by a nonequilibrium distribution function, it allows the preferred magnetic configuration to be switched by an electric voltage. We show that this is indeed possible, and that it only requires small voltages below the superconducting gap ∆.

Additionally, we show that the recently experimentally observed anomalous phase shift in Josephson junctions [24] can be tuned via a nonequilibrium distribution of quasiparticles. This is induced via an electric current and permits a nonmagnetic way to control the anomalous Josephson effect, which removes the challenging requirement to manipulate the intricate noncollinear magnetic texture of structures that exhibit an anomalous supercurrent [25]. We predict large phase shifts that can be tuned by more than π/2 for voltages smaller than the superconducting gap (∼ 1 meV). This is two orders of magnitude smaller than the electric gate voltage that was used in Ref. [24] to observe the anomalous phase shift.

Methodology.—To determine the influence of nonequilibrium quasiparticle occupation in the system induced by an electric voltage, we use the quasiclassical theory of superconductivity. This framework is well-suited to address a range of physical phenomena occurring in mesoscopic heterostructures, including charge and spin supercurrents. We propose experimental setups for observing our predictions in Fig. 1. These setups should be experimentally feasible as they are similar to the setup used by Baselmans et al. [19], but with the addition of magnetic layers. In Fig. 1(a), an electric voltage injects a resistive charge current into a normal-metal wire. At the center of each wire, there is no net charge accumulation, but a surplus of both electrons and holes compared to the equilibrium situation. The superconducting and normal regions are interfaced by magnetic insulators, which influence each other via an exchange interaction. The quasiparticle injection described above alters the occupation of not only charge supercurrent-carrying states, as discussed in Refs. [19, 20, 26], but also the spin supercurrent-carrying states, which determine the exchange interaction between the magnetic insulators.

In Fig. 1(b), the weak link is made from a ferromagnetic metal, but except for that, the setup is identical. When the magnetizations of the ferromagnetic insulators, $m_s$ and $m_n$, form a nonzero spin chirality $\chi$ together with the magnetization of the metallic ferromagnet according to $\chi = m_s \cdot (m_n \times m_s)$, an anomalous Josephson effect appears at zero phase difference between the superconductors. This phenomenon can be understood from the fact that the broken spin-degeneracy combined with the broken chirality symmetry of the system allows the Cooper pairs to gain a net additional phase $\varphi_0$ as they tunnel through the system. By using quasiparticle injection to change the occupation of charge supercurrent-carrying states, we show below that this anomalous Josephson current can be altered.

Both systems in Fig. 1 can be described by the Usadel equation for diffusive systems [3, 27–29, 31],

$$\nabla \cdot \mathbf{I} = i[\hat{\Delta} + \mathbf{m} \cdot \hat{\sigma} + e\mathbf{r}_3, \hat{g}], \quad \mathbf{I} = -D\hat{g}\nabla \hat{g}, \quad (1)$$
which determines the $8 \times 8$ quasiclassical Green functions
\[ \hat{g} = \begin{pmatrix} \hat{g}^b & \hat{g}^s \\ 0 & \hat{g}^s \end{pmatrix}, \quad I = \begin{pmatrix} \hat{I} & \hat{I}^s \\ 0 & \hat{I}^s \end{pmatrix}. \]

Above, $\hat{\Delta} = \text{antidiag}(+\Delta, -\Delta, +\Delta', -\Delta')$, $\hat{\sigma} = (\hat{\sigma}_1, \hat{\sigma}_2, \hat{\sigma}_3)$, $\hat{\sigma}_n = \text{diag}(\sigma_n, \sigma_n^*)$, $\sigma_n$ are Pauli matrices in spin space, and $\tau_n$ are Pauli matrices in Nambu space. The parameter $\Delta$ is the superconducting gap, which we take to be $\Delta_0 e^{\pm i \varphi/2}$ for the superconductors in Fig. 1, where $\Delta_0$ is the zero-temperature bulk gap, and $\varphi$ is the phase difference between them. The parameter $m$ is the exchange field of a magnetic metal, which we take to be homogeneous. We consider weakly polarized ferromagnetic alloys such as PdNi with a low content of Ni, where the exchange field is of order $10$ meV [32]. Finally, $D$ is the diffusion coefficient and $e$ the quasiparticle energy. We also define the coherence length $\xi = \sqrt{D/\Delta_0}$ and material length $L$.

The components of the Usadel equation are related by the identities $\hat{g}_k^b = \hat{g}_k^s \hat{h} - \hat{h} \hat{g}_k^s$ and $\hat{g}_k^s = -\tau_3 \hat{g}_k^{s \dagger} \tau_3$, which means that it is in general sufficient to solve for the retarded component $\hat{g}_k^b$ and a distribution function $\hat{h}$. We numerically solved the equations for the retarded component using a Riccati-parametrization [33, 34]. The magnetic insulators in Fig. 1(a–b) were treated as spin-active tunneling boundary conditions to superconducting reservoirs [5, 35–38],

\[
(2L/D) \mathbf{I} \cdot \mathbf{n} = (G_t/G_n) [\hat{g}, F(\hat{g}_{acs})] - i(G_{\varphi}/G_n) [\hat{g}, \hat{m}],
\]

where the spin-filtering function [35]

\[
F(\nu) = \frac{\nu + \frac{P}{1 + \sqrt{1 - P^2}} \nu \hat{m} \hat{m}}{1 - \sqrt{1 - P^2}}. \quad (4)
\]

Here, $\hat{g}_{acs}$ is the standard solution for a bulk superconductor [34], since we treat the superconductors as reservoirs. Numerical values for the Drude conductance $G_n$, tunneling conductance $G_t$, spin-mixing conductance $G_{\varphi}$, and polarization $P$ are given in the captions of Figs. 2 and 3. Finally, $\mathbf{n}$ is the interface normal, and $\hat{m} = \hat{\sigma} \cdot \mathbf{m}_{L,R}$ is related to the interface magnetization. We use the notations $\mathbf{m}_L$ and $\mathbf{m}_R$ for the magnetizations of the “left” and “right” interfaces, respectively. The misalignment $\theta$ between the directions of $\mathbf{m}_L$ and $\mathbf{m}_R$ controls the magnitude of the spin supercurrent according to $J_s \sim \mathbf{m}_L \times \mathbf{m}_R \sim \sin \theta$. In our calculations, we have set $\mathbf{m}_L = \hat{x}$ and $\mathbf{m}_R = \hat{y}$ so that the polarization $\mathbf{J}_s \sim \hat{z}$. As for the distribution function $\hat{h}$, we did not need to explicitly solve the kinetic equations [3, 8, 27, 28, 39–41], since an analytical solution is already known [20, 26, 42]:

\[
\hat{h} = \frac{1}{2} \left[ \tanh(e + eV/2) + \tanh(e - eV/2) \right] \hat{\tau}_0 \hat{\sigma}_0. \quad (5)
\]

This result is valid near the centers of voltage-biased normal metals, including the weak links shown in Fig. 1. The charge and spin currents were determined from the numerically calculated Green functions using standard formulas [1, 3, 27–30]. More precisely, the charge current $I_c = eI_0$ and spin current $J_s = (h/2) (J_1, J_2, J_3)$ along the junction axis $\mathbf{n}$ follow from

\[
J_n = -\frac{G_n \Delta_0}{8De^2} \int_0^\infty d\epsilon \Re \text{Tr} [\hat{\tau}_3 \hat{\tau}_n (\hat{I}^s \cdot \mathbf{n})],
\]

and are normalized to $J_{c0} = G_n \Delta_0 / e$ and $J_{s0} = (h/2e) J_{c0}$.

\[\text{ FIG. 1: (Color online) Suggested experimental setups. External voltage sources inject resistive charge currents into normal-metal regions. Near the centers of these wires, there is no net charge accumulation, but an excess of both electrons and holes compared to the equilibrium situation. These regions of the normal metals are then used as the weak links of magnetic Josephson junctions. (a) If the weak link is a normal metal, a spontaneous spin supercurrent $J_s \sim \mathbf{m}_L \times \mathbf{m}_R$ flows between the magnetic insulators (black arrow), where $\mathbf{m}_L$ and $\mathbf{m}_R$ refer to their magnetization directions. We show that this spin supercurrent can be reversed as a function of voltage, resulting in a voltage-controllable switching from anti- to ferromagnetic interactions between the magnets. (b) If the weak link is a ferromagnet, there will in addition be a spontaneous charge supercurrent $I_c = \mathbf{m} \cdot (\mathbf{m}_L \times \mathbf{m}_R)$ flowing between the superconductors (black arrow), where $\mathbf{m}$ is the exchange field in the weak link. We show that this charge supercurrent can be tuned as a function of voltage, resulting in a voltage-controllable ground-state phase shift between the two superconductors.}\]


Results.—The exchange interaction between two magnetic layers is a consequence of an equilibrium spin current \( \mathbf{J}_s \) flowing from one to the other and exerting a torque \( \tau \) by depositing spin angular momentum to the ferromagnet. The direction of the torque \( \tau \) is determined by the polarization of the spin supercurrent. This means that reversing the spin supercurrent, one can control the magnetization configuration of the spin-valve to favor either a parallel or antiparallel alignment. A comparison between the properties of the exchange interaction in normal and superconducting system was provided in Ref. [10]. We note that in equilibrium, the supercurrent-mediated exchange interaction acts antiferromagnetically [11, 12].

In Fig. 2(a), we show that the nonequilibrium distribution function in the Josephson weak link determines the sign of the superconducting spin current that mediates the exchange interaction. The plot shows the spin supercurrent polarized in the \( \mathbf{m}_s \times \mathbf{m}_m = z \) direction. The spin supercurrent drops approximately linearly from its maximum at zero to its minimum occurring at \( eV/2 \approx 0.35\Delta_0 \) and changes sign in between. As a result, the favored configuration of the magnetic insulators is changed from anti- to ferromagnetic by modifying the distribution of quasiparticles in the weak link with a voltage that is smaller than the superconducting gap. This corresponds to a voltage less than \( \sim 1 \) meV. We expect that the same sign reversal of the spin supercurrent should be possible when using thin ferromagnetic metals rather than ferromagnetic insulators. The stability of a given magnetic configuration at a fixed voltage is determined by the sign of the spin supercurrent, because the sign determines the direction of the torque acting on the magnetic order parameter in the ferromagnetic insulators. If the torque favors an AP configuration for one particular sign, it favors the \( P \) configuration for the opposite sign.

Moreover, we have numerically confirmed that the sign change of the spin supercurrent as a function of applied voltage occurs for a wider parameter range, as shown in Fig. 2(c–f). In general, a high tunneling conductance \( G_T \) and short junction length \( L \) enhances the proximity effect; this increases the spin supercurrent at all voltages, but also increases the switching voltage required. The polarization \( P \) has a relatively small effect on our results. However, in the limit \( P \rightarrow 1 \), it suppresses tunneling of opposite-spin Cooper pairs from the superconducting reservoirs, which is detrimental to the spin supercurrent. Interestingly, the voltages where the strongest ferromagnetic and antiferromagnetic interactions occur are found to increase nearly linearly with the spin-mixing conductance \( G_{\phi} \). We note that for most parameter combinations explored here, a switching between \( P \) and AP ground-state configurations can be achieved using reasonable applied voltages \( eV \lesssim \Delta_0 \).

Recently, the superconducting exchange coupling between ferromagnets was experimentally reported in Ref. [43]. By lowering the temperature below the superconducting critical temperature \( T_c \), an antiferromagnetic effective exchange interaction was induced by the transition to the superconducting state. Here, we have shown that the superconducting exchange interaction can be toggled between anti- and ferromagnetic via electric voltage, providing a new mechanism compatible with devices operating out-of-equilibrium for actively controlling the magnetic state. Physically, the sign change of the exchange interaction can be understood from the fact that the voltage alters the occupation of not only states carrying the spectral (energy-resolved) charge supercurrent through the junction, but also the spin supercurrent.

For a more thorough explanation of the effect, we have to consider the spectral spin supercurrents. The total spin

FIG. 2: (Color online) Numerical results for the setup in Fig. 1(a). (a) Spin supercurrent \( \mathbf{J}_s \) as a function of applied voltage. The voltage shifts the distribution function in the weak link of the Josephson junction, and causes the spin supercurrent to change sign at \( eV/2 \) well below \( \Delta_0 \). Since the spin supercurrent mediates the exchange interaction between the magnets, the sign reversal implies a switch from anti- to ferromagnetic interactions, thus switching from an antiparallel (AP) to parallel (P) configuration as the magnetic ground state. The magnetic insulators were modeled as spin-active interfaces with polarization \( P = 70\% \), tunneling conductance \( G_T = 0.3G_\phi \), and spin-mixing conductance \( G_{\phi} = 1.25G_T \). The normal-metal weak link has a length \( L_n \approx \xi \) and conductance \( G_n \). (b) Spectral spin supercurrent \( j_\phi \) as a function of energy. Note that \( j_\phi \) changes its sign at higher energies, which explains why manipulating the distribution function can reverse the spin supercurrent \( \mathbf{J}_s \). The remaining panels show phase diagrams as functions of the voltage and (c) tunneling conductance, (d) polarization, (e) spin-mixing conductance, and (f) normal-metal length. The remaining parameters are the same as in panel (a). Yellow regions correspond to significant antiferromagnetic interactions \( (J_s > +0.001J_\phi) \), and red to significant ferromagnetic interactions \( (J_s < -0.001J_\phi) \). The dashed lines indicate the voltages required to maximize these interactions.
supercurrent $J_s$ can be expressed as an integral

$$J_s = J_{s0} \int_0^\infty d\epsilon j_s(\epsilon) h(\epsilon), \quad (7)$$

where the spectral spin supercurrent $j_s$ describes the spin supercurrent-carrying states available, and the distribution function $h(\epsilon)$ describes which of these are occupied. According to Eq. (5) in the limit $T \to 0$, the distribution function at $\epsilon > 0$ can be summarized as a step function $\Theta(\epsilon - eV/2)$, where we assume a positive voltage $V$. Putting these equations together, we see that the spin supercurrent is basically just an integral of $j_s$ from $\epsilon = eV/2$ and up. In Fig. 2(b), we have plotted the numerically calculated spectral spin supercurrent as a function of energy. The result is primarily positive for $\epsilon < 0.35\Delta_0$, and primarily negative for $\epsilon > 0.35\Delta_0$. Since the equation above shows that the voltage $eV/2$ plays the role of a cutoff that determines which of these energy regions contribute to the total spin supercurrent, it becomes clear why the spin supercurrent can be switched via an electric voltage. The mechanism is thus similar to the charge supercurrent switching [20] in an S/N/S transistor setup with phase-biased superconductors.

Our second main result is that the voltage-controlled nonequilibrium quasiparticle distribution can be used to control the anomalous Josephson effect. We have for concreteness considered a fixed spin chirality $\chi$ corresponding to perpendicularly oriented magnetization vectors $m_1$, $m_0$, and $m$. Fig. 3(a) shows the phase shift as a function of applied voltage. As the phase increases from its minimum value $\varphi_0 \approx \pi/4$ at $eV/2 = 0\Delta_0$ to a maximum $\varphi_0 \approx \pi$ near $eV/2 = \Delta_0$, the phase shift is seen to be tuned by more than $120^\circ$ within a voltage regime of $\sim 1$ meV. It is worth emphasizing that the voltage required here to change the $\varphi_0$-shift is two orders of magnitude smaller than the gate voltage $\sim 200$ meV used in the recent experiment Ref. [24]. This suggests that the anomalous phase shift proposed in this manuscript can be tuned with much less power dissipation than by using gated quantum dots.

The physical mechanism behind the voltage-controlled phase shift can be understood as follows. The total supercurrent flowing in a Josephson junction with a finite spin-chirality $\chi$ has two contributions according to $J_0 = J_{c1} \sin \varphi + J_{c2} \cos \varphi$ where $J_{c2} \sim \chi$ [44–50]. The latter term is responsible for the anomalous supercurrent at zero phase difference, as can be seen by rewriting the current-phase relation to the form $J_0 = J_c \sin (\varphi - \varphi_0)$ where $\varphi_0$ depends on the relative magnitude of $J_{c1}$ and $J_{c2}$. From previous works considering S/N/S transistors [19–21], it is known that the conventional term $J_{c1}$ can be forced to change sign by inducing a nonequilibrium energy distribution, corresponding to a $0-\pi$ transition. Precisely at this transition point, only the anomalous part $\cos \varphi$ remains which is seen in the red curve ($eV/2 = 0.5\Delta_0$) of Fig. 3(b). As one moves away from the $0-\pi$ transition point, the critical supercurrent may increase since now both $J_{c1}$ and $J_{c2}$ contribute to $J_0$. This matches well with the $eV/2 = 0.3\Delta_0$ and $eV/2 = 0.6\Delta_0$ curves in Fig. 3. Additionally, since the ratio $J_{c1}/J_{c2}$ changes rapidly around the $0-\pi$ transition point corresponding to $eV/2 = 0.5\Delta_0$, we would expect the anomalous phase shift to also vary rapidly near this voltage. This is confirmed by the results in Fig. 3(a).

The electrically tunable anomalous phase shift could be of interest for the purpose of designing a phase battery. Similarly to how conventional batteries store a potential difference which can drive resistive currents, an anomalous Josephson junction provides a built-in phase difference which could be used to drive supercurrents. Recent works on magnetic Josephson junctions have taken steps toward realizing such a phase control [25]. Unless the magnetic anisotropies of the system are such that a finite spin chirality $\chi$ exists in the ground-state, the misoriented magnetization configuration producing $\chi \neq 0$ has to be fixed by external conditions such as an applied magnetic field.

**Conclusion.**—We have investigated the influence of nonequilibrium quasiparticle modes on a superconducting spin-valve and discovered two effects. First, the voltage-controlled distribution function controls the magnitude and sign of the superconducting exchange interaction, toggling the preferred magnetization configuration producing $\chi \neq 0$ has to be fixed by external conditions such as applied magnetic field.
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![FIG. 3: (Color online) Phase shift causing the anomalous Josephson effect in the system depicted in Fig. 1(b). We have used the same interfacial parameter set as in Fig. 2 and set the length $L_\phi = 0.5\xi$ and exchange field $m = 5\Delta_0$ for the ferromagnetic metal weak link.](image-url)
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