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Abstract: The presented research focuses on the commonly used Technique for Order of Preference by Similarity to Ideal Solution (TOPSIS), which is applied to an evaluation of a basic set of 581 national hockey league (NHL) players in the 2018/2019 season. This is used in combination with a number of objective methods for weighting indicators for identifying differences in their usage. A total of 11 indicators with their own testimonial values, including points, hits, blocked shots and more, are selected for this purpose. The selection of a method for weighting indicators has a major influence on the results obtained and the differences between them, and maintains the internal links within the ranked set of players. Of the evaluated methods, we prefer the Mean Weight method, and we recommend that the input indicators be considered equivalent when evaluating athletes.
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1. Introduction

Sports are among the largest sources of entertainment and, therefore, revenue in America. The top five most popular team sports are American football (the National Football League—NFL), baseball (Major League Baseball—MLB), basketball (the National Basketball Association—NBA), ice hockey (the National Hockey League—NHL) and football (Major League Soccer—MLS). They have been researched and examined by a range of authors focusing on marketing [1], television ratings [2], estimates of spending by persons attending sporting events [3], referees [4], marginal revenue product [5], the “superstar” effect [6], the effects of weather on attendance [7] and many other factors [7].

This paper covers the NHL, the premier hockey league in the world, and specifically the 2018/2019 season, which featured 31 teams: 24 from the United States and 7 from Canada [8]. Each of the teams plays 82 regular-season games, with the top 16 teams then advancing to the playoffs. Thanks to this number of games and the number of teams involved, there is an ample dataset available with detailed information about every team and the individual players. These data include commonly referenced statistics such as goals and assists, shots, games played, plus–minus, game-winning goals, hits, blocked shots, power play time on ice and many others that quantify the skills of individuals in minute detail and that are freely accessible (nhl.com accessed on 5 December 2020; tsn.ca).

While such a large volume of data is aggregated for individual players and teams, the most popular statistics in the media remain goals and assists and, in the case of goal keepers, save percentage [9,10]. This fact is confirmed by the NHL’s awards, given to the best of the best. A total of 20 individual awards are handed out annually to players, coaches and general managers [11]. The most important, which are typically awarded to offensive players, include awards for the most outstanding player as judged by members of the Professional Hockey Writers’ Association (Hart Trophy) and the most outstanding player in the regular season as judged by the members of the NHL Players’ Association (Ted Lindsay Award), along with the Art Ross Trophy for the league scoring champion (goals and assists combined). The Maurice Richard Trophy is awarded to the regular-season goal-scoring
champion, the Calder Memorial Trophy to the best rookie player under 26 and the Conn Smythe Trophy to the most valuable player during the playoffs [11]. These awards are typically given on the basis of total points and, therefore, do not, in our opinion, fully capture the overall complexity of the players themselves, which is often very important. This myopic focus on the most visible indicators may be to the detriment of a large group of players. These are largely referred to as team players, who are willing to do the less visible work to help their more productive teammates succeed and excel.

From our point of view, it is not sufficient to choose the best players based on the total number of points achieved. It is necessary to consider other important factors/criteria (like plus–minus, hits, blocked shots and others). Therefore, the purpose of this paper was to introduce Multi-Criteria Decision-Making (MCDM) methods and their possible usage into the area of sports (as a possible advantage in managerial decision-making). This new perspective on sports can be widely applied in the selection of players (drafts, trades) or player ratings (contracts). The objective of this research was to use the selected MCDM method and TOPSIS (Technique for Order of Preference by Similarity to Ideal Solution) to comprehensively evaluate the performance of NHL offensive players and map their performance using multiple attributes. This research is divided into multiple sections for this purpose. The NHL, which is a highly contemporaneous topic that represents a large source of information for various types of research, is the subject of the second section. The third section presents TOPSIS as the primary tool for comprehensive assessment of a selected group of NHL players. Attention is focused in this section on five selected methods for weighting input parameters, the selection and influence on the overall results of which are quantified in the fourth section. This section is preceded by the research methodology, which describes in detail the procedure for selecting the parameters, the research sample and the apparatus of mathematical–statistical methods used in this process. The fifth section, represents the results of the completed analysis devoted to the application of the individual methods for weighting the monitored attributes combined with the TOPSIS technique. The final sections, the discussion and conclusion, summarizes the results within the context of the restrictions of the completed research and potential opportunities for its continuation.

2. National Hockey League from Different Points of View

Currently, a large group of authors are devoted to studying hockey and the NHL from different points of view. Booth et al. [12], Farah et al. [13] and Madsen et al. [14] explored the application of a mathematical programming approach to the expansion of NHL draft optimization and to the factors contributing to elite hockey players’ decisions, exploring variations in the production of NHL draftees. Nandakumar and Jensen [15] analyzed the unique challenges of quantitatively summarizing the game of hockey and highlighted how deficiencies in existing methods of evaluation shaped major avenues of research and the creation of new metrics. Chiarlitti et al. [16] evaluated draft-eligible players based on body composition, speed, power and strength. Farah et al. [13] explored whether population density and proximity to Canadian Hockey League teams were associated with the number of draftees produced. Depken et al. [17] analyzed the determinants of career length in the league.

Much attention is also paid to the field of medicine (e.g., incidence of traumatic brain injuries during contact sports, including in the NHL; see [18]). Navarro et al. [19] examined the effects of concussions on individual players in the National Hockey League (NHL) by assessing career length, performance and salary. Other authors used positional comparisons to assess the impact of fatigue on movement patterns in hockey [20], the utility of using visible signs (VS) of concussion in predicting a subsequent diagnosis of concussion in players [21] and other aspects of the NHL, especially in terms of health impacts on players [22,23].

From our point of view, there is another interesting group of authors who are looking at the NHL from an economic perspective and analyzing its microeconomic and macroeco-
nomic impacts. An example would be the study of Treber et al. [24], which considered that labor-related work stoppages in professional sports could have the potential to alienate fans; however, whether they generate sustained reductions in demand remains an open question (an evaluation of lockouts that took place during 1994–1995, 2004–2005 and 2012–2013). Ge and Lopez [25] found limited evidence of enhanced productivity among European players and no evidence of a benefit or drawback for North American players. Using the impact of an NHL lockout on a county with an NHL team relative to trends in the surrounding counties, Jasina and Rotthoff [26] found no general impact on employment; however, we did find a decrease in payroll in some sectors. Marketing aspects of sponsorship were evaluated by O’Reilly et al. [27] and Bragg et al. [28]. The research of O’Reilly et al. [29] explored the drivers of merchandise sales in professional sports and provided the direction on key antecedents. Brander and Egan [30] showed that NHL player salaries exhibit a strong seniority-based wage structure, as performance-adjusted salaries rise significantly with age for most of the relevant range, peaking at about age 32 and onward. NHL players commonly miss time due to injury, which creates a substantial burden in lost salary costs [31].

As can be seen from the above literature review, the NHL is a current topic that has been addressed by several studies in the fields of medicine, economics, marketing, psychology, etc. The game itself, as a source of information for multi-criteria evaluation, is discussed in the following section.

National Hockey League as a Big Data Source

The result and course of a game is influenced by several factors. Franjkovic and Matkovic [32] aimed to determine which variables affected the final outcome more in situational parameters. One of the conclusions of this study is that save percentage contributes the most to the final result. Good teams usually have a better defense setup to eliminate shots in front of the net and a slot position to help goaltenders to have an open shot from a distance. Cyrenne [33] examined the relationship between a team’s salary distribution and its winning percentage and found evidence of a superstar effect, in that teams with a higher maximum player salary have higher winning percentages. According to Schulte et al. [34], Markov Game Model validation showed that total team action and state value provide a strong predictor of team success, as measured by the team’s average goal ratio. An evaluation of the other aspects of the NHL was analyzed by Friesl et al. [35]. Bowman et al. [36] indicated that competitive balance in the National Hockey League increased rather substantially during this period, and that overtime rules and shootouts have had a much larger positive impact on the competitive balance in the NHL than overtime approaches have had on the competitive balance of any of the other sports examined.

Hoffmann et al. [37] investigated the magnitude of the home advantage, as games proceeded from regulation, to overtime, to the shootout, while adjusting for team quality. The shootout may affect the psychological and behavioral states of home-team players, generally resulting in a decrease in the home team’s odds of winning in the shootout relative to overtime. Beaudoin et al. [38] showed that there are various situational effects associated with the next penalty call, related to the accumulated penalty calls, the goal differential, the stage of the match and the relative strengths of the two teams. They also investigated individual referee effects across the NHL. Camire [39] examined the benefits, pressures and challenges of leadership and captaincy in the NHL. Different aspects were analyzed by Rockerbie [40], who estimated the effect of fighting in hockey games on attendance in the NHL from the 1997–1998 season through to the 2009–2010 season. Lopez [41] found that in the current points system, several teams are playing a significantly higher proportion of overtime games against non-conference opponents than in-conference ones, and that overtime games are also significantly more likely to occur in the months leading up to post-season play.

Gu et al. [42] considered how to use all available data and describe an expert system for predicting NHL game outcome (with 77.5% accuracy). In each system, the essential
component is the system element, which, in this case, is players (see [43, 44]). Our research is focused on evaluating the performance of NHL players as well as their comprehensive evaluation using MCDM methods in this field.

3. Technique for Order of Preference by Similarity to Ideal Solution

TOPSIS is defined by Zavadskas et al. [45] as being the second most widely used MCDM method. Others, the use of which is noted, for instance, by Tramarico et al. [46], include the Analytical Hierarchy Process (AHP), Analytic Network Process (ANP), Multi-Attribute Utility Theory (MAUT), Preference Ranking Organization Method for Enrichment Evaluations (PROMETHEE) and Elimination and Choice Expressing Reality (ELECTRE). Its origin may be traced back to Hwang and Yoon [47] and Yoon [48], who developed this technique as an alternative to the ELECTRE method mentioned above (see Figure 1).

![Figure 1](image_url)

Figure 1. Graphical presentation of the TOPSIS technique based on Tramarico et al. [46].

Streimikine et al. [49] described the result of this technique as the solution with the shortest distance to the positive ideal solution (PIS) calculated using the Euclidean distance. This opinion was elaborated by other groups of authors (e.g., [45]), according to whom this method offers a solution that is, under the given conditions, closest to the above-mentioned PIS, while at the same time being farthest from the negative ideal solution (NIS). In Figure 1, to which Vavrek [50] refers in describing this method, each yellow ball represents one of the alternatives, while the red ball represents the NIS alternative and the green ball the PIS alternative. The best-ranked alternative (ball) is farthest from the grey ball (NIS) and closest to the black ball. The TOPSIS technique is calculated as per Vavrek and Bečica [51] and Vavrek et al. [52], but this research is not concerned with its more in-depth characteristics or an analysis of its calculation. These are readily available in the works of other authors, including Pavic and Novoselac [53], Seyedmohammadi et al. [54] and many others.

In every MCDM method, the first and one of the most important steps is the weighting of individual input indicators, and the TOPSIS technique is no exception. Keršuliene et al. [55] differentiate approaches to weighting into four basic groups: subjective, expert, objective and integrated (which represents a combination of the preceding approaches). Subjective methods reflect the personality of the decision-makers and their individual preferences (indicator weight is defined based on a subjective opinion). Expert evaluation, meaning evaluation by a group made up of a small number of experts in a given field, is covered by Kendall [56], Fisher and Yates [57], and the Fuller Method or the Fuller Triangle is typically used in this case. The final group, the group of objective methods, weights individual indicators based on a predefined mathematical model unique to each method,
without any influence from the decision-maker on the result (the weight is given by the nature of the input data).

The focus of this research is to provide results to the professional community, influenced by the decision-maker (an individual’s subjectivity) to the lowest possible extent. Therefore, a total of five objective methods were selected for the needs of this research for weighting of the input indicators with various calculation processes, which should help accomplish this aim. The objective methods that are used together with the TOPSIS technique, and that are covered in more detail further on in this text, include:

- Coefficient of variance—CV;
- Criteria Importance Through Inter-Criteria Correlation—CRITIC;
- Mean Weight—MW;
- Standard Deviation—SD;
- Statistical Variance Procedure—SVP.

3.1. Selected Methods for Weighting Indicators

As mentioned above, several methods were selected for weighting the input indicators for the needs of calculation, using the TOPSIS technique. This section presents the five methods selected (CV, CRITIC, MW, SD and SVP), which are classified as objective methods. We consider the identified methods to be the root cause of the varied results produced within the completed research.

There are numerous uses for the coefficient of variance in the academic environment. The most frequent include its use in the form of momentary characteristics [58,59], CV control charts [60,61] and as a weighting method [62]. This research was completed using the calculation employed by Singla et al. [63]. An interesting fact is that the first step is the same as that specified by Yalcin and Unlu [64] for calculation using another of the employed methods, the CRITIC method. The CRITIC method is one of the most commonly used ones. It has applications in the environmental [65], medical [66], industrial and services fields [67,68]. The approach used for the CRITIC method calculation is based on the research of Yalcin and Unlu [64], who focused on the evaluation of an initial public offering (IPO) and divided this approach into three steps (data normalization, correlation calculation and weighting). For its extension and application to an offshore wind turbine technology selection process, see Narayanamoorthy et al. [69]. The MW method is the simplest in terms of its approach, given that the weight assigned to each indicator is the same. This method can be used when “no method” for weighting the individual indicators is being used, i.e., in situations where the monitored indicators are mutually equivalent [70].

The SD method involves weighting based on the variability of the individual indicators, i.e., basic momentary characteristics, the use of which is quite common in the academic world [71]. The highest weight is assigned to the indicator within which the greatest differences are found between the evaluated variants, i.e., the indicator with the greatest standard deviation. Ouerghi et al. [72] provide uses for this method. The SVP method operates in a manner similar to the SD method and weights each indicator based on variance. Its applications are covered, for instance, by Nasser et al. [73] and Tayali and Timor [74]. The application of other methods can be found in the research of Geetha et al. [75], Narayanamoorthy et al. [76] and Ramya [77].

As can be seen, the principle behind the calculation of each of these methods is different, and they all follow different data aspects or characteristics.

4. Methodology

The objective of this research was to perform a comprehensive evaluation of NHL players’ performance regardless of their salary, marketability or any aspects other than those that are directly related to the game itself. The process is illustrated in the following figure (Figure 2).
A total of 11 attributes were selected (Section 4.1) to accomplish such an evaluation; we consider them to be the most important performance indicators that are monitored in practice. These indicators were monitored in a group of 518 offensive NHL players who were included in the statistics provided for individual players on the league’s official website (Section 4.2). The results from the application of the TOPSIS technique and the five methods for weighting the individual attributes are statistically verified and described in Section 4.3.

The objective was not to identify the best player in the NHL. The result of our analysis represents an assessment of the real application of multi-criteria evaluation on this group of NHL players and an identification of differences based on the use of various methods to determine the importance of the attributes applied.

4.1. Attribute Selection

The first phase involved work with the 26 individual data criteria published on the website www.nhl.com, with the goal of comprehensively depicting the performance of NHL offensive players in terms of offensive and defensive characteristics. All of the monitored attributes are absolute in nature and were recorded for the entire 2018/2019 regular season (see Table 1).

| Attribute                  | Acronym | Attribute              | Acronym |
|----------------------------|---------|------------------------|---------|
| Games played               | GP      | Missed shots           | MISS    |
| Goals                      | G       | Hits                   | HITS    |
| Assists                    | A       | Blocked shots          | BS      |
| Points                     | P       | Attempts/blocked       | ATBLK   |
| Plus-minus                 | PM      | Faceoffs won           | FOW     |
| Penalty minutes            | PIM     | Faceoffs lost          | FOL     |
| Power play goals           | PPG     | Shootout goals         | SG      |
| Power play points          | PPP     | Shootout attempts      | ATT     |
| Shorthanded goals          | SHG     | Giveaways              | GV      |
| Shorthanded points         | SHP     | Takeaways              | TA      |
| Game-winning goals         | GWG     | Time on ice            | TOI     |
| Overtime Goals             | OTG     | Power play time on ice | PPTOI   |
| Shots                      | S       | Short-handed time on ice | SHTOI   |
As noted above, the idea behind this research was to apply the TOPSIS technique to assess the performance of NHL players, while the aim was to apply attributes with a true testimonial value, meaning the lowest multi-collinearity of the input data. For this purpose, a linear order correlation (due to failure to meet the normal distribution condition) was calculated between the individual pairs of results, with the results captured in Figure 3.

![Figure 3. Kendall rank correlation plot of potential attributes.](image)

Given the accepted level of a linear relationship (≤0.7), the majority of attributes whose structure and variability was duplicated with other monitored attributes were excluded from this group of attributes. The FOW or FOL attribute, which is dominant especially in the case of centers, given the logic of the game, was also excluded, as it could not be applied to the entire group of players (i.e., wings). The result of this selection was a group of 11 attributes that represent the input data for analysis using the TOPSIS technique (see Table 2).

| Attribute                  | Acronym | Attribute                  | Acronym         |
|----------------------------|---------|----------------------------|-----------------|
| Points                     | P       | Overtime goals             | OTG             |
| Plus–minus                 | PM      | Hits                       | HITS            |
| Penalty minutes            | PIM     | Blocked shots              | BS              |
| Power play points          | PPP     | Shootout goals             | SG              |
| Shorthanded points         | SHP     | Short-handed time on ice   | SHTOI           |
| Game-winning goals         | GWG     |                            |                 |

The resulting structure of the monitored indicators sufficiently depicts, in our opinion, the accomplishment of both the offensive and defensive tasks of centers (C), as well as left (L) and right (R) wings.

4.2. Selected Methods for Weighting Indicators

The set of players examined as specified in the evaluation methodology above includes all offensive players (C, L and R positions) who played in the 2018/2019 regular season and whose statistics are recorded on the NHL’s official website. There were 581 players in total, and their structure is specified below (see Figure 4).
To verify the testimonial value of the generated results, selected players who were nominated for certain awards for the 2018/2019 season were identified in the overall rankings (see Table 3). These are players who were nominated for at least 2 awards, specifically Nikita Kucherov, Connor McDavid and Patrick Kane, who were the top three players in terms of points at the end of the 2018/2019 regular season (assuming that none of them would be evaluated as the best by any of the combinations).

Table 3. Players nominated for selected awards for the 2018/2019 season.

| Art Ross Trophy | Nikita Kucherov, Connor McDavid, Patrick Kane |
|-----------------|-----------------------------------------------|
| Hart Trophy     | Nikita Kucherov, Sidney Crosby, Connor McDavid |
| Ted Lindsay Award | Nikita Kucherov, Connor McDavid, Patrick Kane |

The performance of these players should be above average in the evaluated dataset, and they should be found near the top of the overall evaluation using the TOPSIS technique, regardless of the method applied for weighting the monitored attributes.

4.3. Methods of Processing and Statistical Verification of the Results Obtained

Analysis using the TOPSIS technique was completed a total of five times using the following methods for weighting the monitored attributes: CV, CRITIC, MW, SD and SVP (see Section 3). These results were then subjected to detailed statistical analysis, which included the following:

- The Kendall rank coefficient \( r_K \)

\[
r_K = \frac{n_c - n_d}{n(n - 1)/2},
\]

where:
- \( n \) — number of observations of a pair of variables;
- \( n_c \) — number of concordant pairs;
- \( n_d \) — number of discordant pairs. This was used for the initial monitoring of multi-collinearity between the individual attributes under consideration, as well as the linear relationship of these attributes with the overall results.

- The Kolmogorov–Smirnov test (K-S)

\[
D_{n_1,n_2} = \sup \left| F_{1,n_1}(x) - F_{2,n_2}(x) \right|, \quad -\infty < x < \infty,
\]

where:
- \( F_{1,n_1}(x) \) — empirical distribution function of the first sample;
The K-S test was used for verification of the conformity of the distribution functions of results obtained using the TOPSIS technique and individual methods for weighting the attributes.

- **The Levene test (LE)**

\[
LE = \frac{(N - k)}{(k - 1)} \frac{\sum_{i=1}^{k} N_i (Z_i - Z_{..})^2}{\sum_{i=1}^{k} \sum_{j=1}^{N_i} (Z_{ij} - Z_i)^2},
\]

(3)

where:

- \(k\) — number of values of the monitored categorical variable;
- \(N\) — number of observations;
- \(N_i\) — number of observations in the \(i\)-th group;
- \(Y_{ij}\) — measured value of the \(j\)-th unit of the \(i\)-th group;
- \(\overline{Y}_i\) — average value of the \(i\)-th group;
- \(\tilde{Y}_i\) — median of the \(i\)-th group;
- \(Z_{..}\) — average of groups \(Z_{ij}\);
- \(Z_i\) — average \(Z_{ij}\) for the \(i\)-th group.

This test was used to verify the variance of these five results, i.e., verification of homoscedasticity.

- **The Kruskal–Wallis test (Q)** was used to verify the conformity of the mean of the results obtained:

\[
Q = \frac{12}{n(n - 1)} \sum_{i=1}^{n} \frac{T_i^2}{n_i} - 3(n + 1),
\]

(4)

where:

- \(n\) — number of observations;
- \(n_i\) — number of observations in the \(i\)-th group;
- \(T_i^2\) — total number of orders in the \(i\)-th group.

- **The Shapiro–Wilk test (S-W)** to verify normal distribution of the distribution function of the results:

\[
S_W = \frac{(\sum u_i x_i)^2}{\sum u_i^2 \sum (x_i - \overline{x})^2},
\]

(5)

where:

- \(n\) — number of observations;
- \(n_i\) — empirical frequency;
- \(p_i\) — theoretical probability that the values of a random variable lie in the \(i\)-th interval.

Multi-criteria evaluation using the TOPSIS technique and the weighting of the individual attributes was completed in MS Excel. Statistica 13.4 and Statgraphics XVIII software were used for statistical verification in the scope defined above and for graphic illustration purposes.

### 5. Results of Multi-Criteria Evaluation

The first section describes the different weights obtained through the application of the CV, CRITIC, MW, SD and SVP methods (Section 5.1). The results of the completed analysis are then divided into five separate sub-sections devoted to the application of the individual methods for weighting the monitored attributes combined with the TOPSIS technique (Section 5.2). The results are compared in the final section using the above-specified statistical apparatus (Section 5.3).
5.1. Comparison of the Importance of Weights by the Individual Methods

Weighting a monitored parameter is one of the steps in every multi-criteria method, including the TOPSIS technique, in which the weights are applied in the third step using a normalized criteria matrix. Their importance is covered, for example, by Vavrek [52], who assessed the impact of the selection of a suitable method for weighting monitored parameters on the overall results.

This research involved five objective methods for weighting the 11 monitored parameters, the result of which is depicted in Figure 5. This graphical illustration reveals significant and clear differences between the assigned weights, which are documented by the values of the coefficient of variance for every parameter at a level greater than 24\% (\(v_x \geq 0.24\)), and a minimum standard deviation of \(s_x \geq 0.01963\). The most significant differences in terms of the monitored parameters were observed in the case of short-handed time on ice (SHTOI) and HITS, for which the variance range was significantly different from that of the others (\(R_{HITS} = 0.3239; R_{SHTOI} = 0.3183\)). These results also contributed to rejecting the null hypothesis of the Levene test, i.e., confirming the heteroscedasticity of the weights of individual parameters (\(LE = 8.065; p < 0.01\)).

![Figure 5. Comparison of the assigned weights based on the individual methods (CV, CRITIC, MW, SD and SVP).](image)

Significant differences also appear in terms of the individual methods and the distribution of 100\% weight among the 11 parameters. Only the MW method shows an even distribution, which is of course given by its very name and especially the calculation itself. In such a case, all the parameters are equivalent and thus, insignificant, in terms of the TOPSIS technique (since there is multiplication by a constant, which does not change the structure of the data). The CV method came the closest to such an even distribution of weights, followed by the SVP method (note that the order of the specific parameters is not considered). In the former, the cumulative weight of the four most important parameters is 47.09\% (36.3\% in the case of MW), while the least important parameter has a weight of 2.32\% (PM). In the SVP method, 79\% of the importance is distributed between the SHTOI and HITS parameters, while the total weight of the last eight parameters is 6.89\%. A higher number of overtime goals (in the OTG parameter) almost disappears from the results obtained using the method, as it is assigned a weight of only 0.005\% (see Figure 6).
Given the above, it may be said that the selection of a method has a significant and clear impact on the results of the MCDM method, be it the TOPSIS technique or any other available method used in practice. The differences are so significant that they may substantially negate any attempt on the part of the decision-maker to select parameters with a clear testimonial value (without multi-collinearity), as was the case in the research provided (see Section 4.1). This conclusion was then verified in the evaluation of the overall results of the TOPSIS technique, combined with the CV, CRITIC, MW, SD and SVP methods for weighting.

5.2. Methods of Processing and Statistical Verification of the Results Obtained

This section briefly describes the results obtained using the TOPSIS technique combined with the five methods employed to define the importance of the input indicators, specifically the CV, CRITIC, MW, SD and SVP methods. Within each of them, attention is paid to identifying the best-rated players as well as differences compared to three award-winning players: Nikita Kucherov, Connor McDavid and Patrick Kane.

5.2.1. Results Obtained Based on the CV–TOPSIS Combination

Artemi Panarin (Columbus Blue Jackets) was identified as the best player based on the evaluation using the TOPSIS technique and the CV method for weighting the attributes (see Table 4). Overall, the rating of players is heterogeneous, using 60.06% of the potential variance range $c_i \in (0; 1)$. A positive skew ($\gamma_1 = 1.189$) indicates a higher number of below-average players, i.e., players with a result of $c_i < 0.1348$ and rejection of the potential normal distribution of results ($S-W = 0.890; p < 0.01$).

Table 4. Ten best players as evaluated by the CV–TOPSIS combination.

| Rank | Player               | Club | Position | Results  |
|------|----------------------|------|----------|----------|
| 1.   | Artemi Panarin       | CBJ  | L        | 0.60064  |
| 2.   | Jack Eichel          | BUF  | C        | 0.58337  |
| 3.   | Connor McDavid       | EDM  | C        | 0.54490  |
| 4.   | Aleksander Barkov    | FLA  | C        | 0.53997  |
| 5.   | Dylan Larkin         | DET  | C        | 0.53788  |
| 6.   | Jonathan Toews       | CHI  | C        | 0.53554  |
| 7.   | Patrick Kane         | CHI  | R        | 0.53452  |
| 8.   | Evgeny Kuznetsov     | WSH  | C        | 0.50903  |
| 9.   | Mika Zibanejad       | NYR  | C        | 0.50700  |
| 10.  | Brad Marchand        | CBJ  | L        | 0.49276  |
The best player as evaluated by the CV–TOPSIS combination in comparison to the three specified award-winning players (Kucherov, McDavid and Kane) exhibited better and more stable results in terms of individual parameters, meaning that he is among the best in most indicators. A significantly lower number of penalty minutes (PIM) ranks him higher than Kucherov, and his better plus/minus rating (PM) puts him ahead of McDavid and Kane. These differences ultimately influenced the overall ranking of the players (see Figure 7).

![Figure 7. Comparison with the best player as evaluated by the CV–TOPSIS combination (Artemi Panarin).](image)

5.2.2. Results Obtained Based on the CRITIC–TOPSIS Combination

The second CRITIC–TOPSIS combination identified Aleksander Barkov (Florida Panthers) as the best player among the sample of 581 evaluated players, a ranking of whom is provided in Table 5. Differences in the evaluations of these players decreased (R = 0.5293), and there was a decrease in the skew of the results ($\gamma_1 = 0.314$), which also indicates minimal differences in player rating and equalization of the overall score. Analysis of these results, given the results of the Shapiro–Wilk test, permits rejection of the hypothesis of their normal distribution ($S$-W = 0.954; $p < 0.01$).

| Rank | Player            | Club | Position | Results |
|------|-------------------|------|----------|---------|
| 1.   | Aleksander Barkov | FLA  | C        | 0.52937 |
| 2.   | Connor McDavid    | EDM  | C        | 0.51943 |
| 3.   | Mika Zibanejad    | NYR  | C        | 0.51758 |
| 4.   | Artemi Panarin    | CBJ  | L        | 0.51044 |
| 5.   | Jonathan Toews    | CHI  | C        | 0.50699 |
| 6.   | Brad Marchand     | BOS  | L        | 0.50560 |
| 7.   | Dylan Larkin      | DET  | C        | 0.49847 |
| 8.   | Jack Eichel       | BUF  | C        | 0.48082 |
| 9.   | Patrick Kane      | CHI  | R        | 0.47866 |
| 10.  | Mark Scheifele    | WPG  | C        | 0.47855 |

Within the monitored attributes showing Aleksander Barkov as the highest-ranked player using the CRITIC–TOPSIS combination, there is a balance between a set of four indicators (SHP, GWG, OTG and SG), among which differences are minimal. Short-handed time on ice (SHTOI) is a clear differentiating factor compared to Kucherov, McDavid and Kane. These results underline the fact that the selected indicators are comprehensive and offer their own testimonial value (see Figure 8).
5.2.3. Results Obtained Based on the MW–TOPSIS Combination

Evaluation using the MW–TOPSIS combination provided the same result as the evaluation in the previous section and identified Aleksander Barkov (Florida Panthers) as the best player (see Table 6). Other parameters, specifically variance range and skew, show very similar values ($\gamma_1 = 0.266; R = 0.5151$), which led to a rejection of the hypothesis of the normal distribution of the MW–TOPSIS results ($S-W = 0.961; p < 0.01$).

Table 6. Ten best players as evaluated by the MW–TOPSIS combination.

| Rank | Player             | Club | Position | Results |
|------|--------------------|------|----------|---------|
| 1.   | Aleksander Barkov  | FLA  | C        | 0.51513 |
| 2.   | Mika Zibanejad     | NYR  | C        | 0.51367 |
| 3.   | Connor McDavid     | EDM  | C        | 0.51276 |
| 4.   | Artemi Panarin     | CBJ  | L        | 0.51187 |
| 5.   | Jack Eichel        | BUF  | C        | 0.49910 |
| 6.   | Jonathan Toews     | CHI  | C        | 0.49323 |
| 7.   | Dylan Larkin       | DET  | C        | 0.49194 |
| 8.   | Brad Marchand      | BOS  | L        | 0.48991 |
| 9.   | Patrick Kane       | WPG  | R        | 0.47885 |
| 10.  | Mark Scheifele     | CHI  | C        | 0.47179 |

Identifying the same player as the de facto best means that the evaluation is similar to that in the previous Section 5.2.2, as the composition of the players remains unchanged.

5.2.4. Results Obtained Based on the SD–TOPSIS Combination

The most significant difference was the identification of Brandon Tanev (Winnipeg Jets) as the best or most effective player based on an evaluation of the 11 indicators (see Table 7). The differences between other players increased, which resulted in an increase in the overall variance range ($R = 0.7176$). A majority of the players delivered below-average results ($c_i < 0.2192$), while the structure of these results did not have a normal distribution, as in the previous instances ($S-W = 0.952; p < 0.01$).
Table 7. Ten best players as evaluated by the SD–TOPSIS combination.

| Rank | Player       | Club | Position | Results |
|------|--------------|------|----------|---------|
| 1.   | Brandon Tanev| WPG  | L        | 0.71764 |
| 2.   | Blake Coleman| NJD  | C        | 0.67292 |
| 3.   | Luke Glendening| DET | C        | 0.66895 |
| 4.   | Cedric Paquette| TBL | C        | 0.65495 |
| 5.   | Adam Lowry | WPG  | C        | 0.64738 |
| 6.   | Lawson Crouse| ARI  | L        | 0.60936 |
| 7.   | Blake Comeau| DAL  | L        | 0.59844 |
| 8.   | Marcus Foligno| MIN | L        | 0.58080 |
| 9.   | Chris Wagner | BOS  | R        | 0.57555 |
| 10.  | Leo Komarov | NYI  | R        | 0.57347 |

In the case of Brandon Tanev, the HITS and SHTOI indicators can be identified as the reason for his ranking. He is a fundamentally different kind of player (compared to Kucherov, McDavid and Kane) whose deficiencies on the offensive side are compensated by his defensive play, meaning his on-ice tasks are of a different nature (see Figure 9).

Figure 9. Comparison with the best player as evaluated by the SD–TOPSIS combination (Brandon Tanev).

5.2.5. Results Obtained Based on the SVP–TOPSIS Combination

The trend identified while using the SD–TOPSIS combination concurred with the SVP–TOPSIS combination result. Brandon Tanev (Winnipeg Jets) was once again ranked first, his defensive efforts once again being the driving force (HITS, SHTOI). Significant differences were also identified between individual players ($R = 0.800$), while the evaluations of the three best players (see Table 8) can be described as outliers.

Table 8. Ten best players as evaluated by the SVP–TOPSIS combination.

| Rank | Player       | Club | Position | Results |
|------|--------------|------|----------|---------|
| 1.   | Brandon Tanev| WPG  | L        | 0.80071 |
| 2.   | Blake Coleman| NJD  | C        | 0.77260 |
| 3.   | Cedric Paquette| TBL | C        | 0.75702 |
| 4.   | Adam Lowry | WPG  | C        | 0.72968 |
| 5.   | Luke Glendening| DET | C        | 0.71979 |
| 6.   | Blake Comeau| DAL  | L        | 0.67405 |
| 7.   | Lawson Crouse| ARI  | L        | 0.65854 |
| 8.   | Marcus Foligno| MIN | L        | 0.64864 |
| 9.   | Leo Komarov | NYI  | R        | 0.63582 |
| 10.  | Chris Wagner | WPG  | R        | 0.63406 |
Identifying the same player as the de facto best means that the evaluation is similar to that in the previous Section 5.2.4, as the composition of the players remains unchanged. Once again, this result may be characterized as a rejection of the normal distribution of the results obtained (S-W = 0.925; \( p < 0.01 \)).

5.3. Statistical Verification of the Results Obtained

A comparison of the results obtained was completed from numerous perspectives with the goal of ascertaining the feasibility of using the TOPSIS technique to evaluate NHL players and any best combination for its actual implementation. In the first step, the testimonial value of the results obtained using the Kendall coefficient was compared to the following results (see Figure 10).

![Figure 10](image)

Figure 10. Rank correlation between the results obtained (TOPSIS combined with CV, CRITIC, MW, SD and SVP).

Figure 10 shows a high correlation between the pairs of results, namely the TOPSIS results obtained with CV–CRITIC, CV–MW, CRITIC–MW and SVP–SD. The alternation of these pairs may be considered, and therefore, the use of both would be superfluous from a methodological perspective. In the second step, the differences between selected momentary characteristics were compared and tested, specifically in terms of the mean value (Kruskal–Wallis test) and variance (Levene test), with the following results (see Figure 11).

![Figure 11](image)

Figure 11. Box plot of results obtained (TOPSIS combined with CV, CRITIC, MW, SD and SVP).
Differences at the level of the variance range and the positions of the mean values (based on skew) are described in Section 5.2. In Figure 11, there are differences in variance ($LE = 39.42; p < 0.01$) and mean value ($Q = 111.512; p < 0.01$). Differences in the median are primarily observed for the CV–TOPSIS combination with other combinations, which were significant in all instances. In the next (third) step, the focus was on comparing the distribution functions of the results obtained using the Kolmogorov–Smirnov test, which confirmed the consistency of the distribution functions of the results obtained in two cases, namely CRITIC–MW ($K-S = 0.645; p = 0.799$) and SD–SVP ($K-S = 1.32; p = 0.061$). These results confirm the characteristics identified in Section 5.2 and the high correlation confirmed by the Kendall coefficient.

Figure 12 provides a closer examination of the overall results in terms of the individual positions (L, C and R). From a statistical perspective, there is no significant difference in the mean value ($Q = 1.14; p = 0.565$) or variance ($LE = 0.139; p = 0.871$) between the rankings for these positions, and their testimonial value is identical ($r_K = 1; p < 0.01$).

Differences can be observed only between the individual methods—for instance, the best-rated left wings using the SD method for weighting the individual input indicators, etc. However, differences identified in this way are the same across all monitored positions, and therefore, it is not possible to assume either a positive or negative impact of the selected method on only certain subsets of the players analyzed.

The ability to reflect a professional view of the quality of individual players was verified by the ranking of the three players (Kucherov, McDavid and Kane) in the evaluation of individual combinations, which is illustrated in Figure 13 and is, at first glance, markedly different.

Differences in the results produced by the individual methods appeared here as well. While the selected players were among the best in the TOPSIS combinations with CV, CRITIC and MW, they fell back to the average among the 581 NHL players in the SD and SVP combinations. The difference in results underlines the comparison of their evaluation compared to the ranking of the best player for the given combination, which once again emphasizes differences in the results obtained (see Figure 14).
6. Discussion

Any evaluation of the quality of a player in any sport is subject to various criteria and differences in perspectives among experts and the general public. How do we choose the best, and which criteria should be used to evaluate them? When considering only one league—in this case, the NHL—is the best player the one who scores the most goals (Maurice Richard Trophy) or the one who has the most points (Art Ross Trophy)? Or is the best player the one selected by the NHL Players’ Association (Ted Lindsay Award)? Today’s open world provides numerous potential answers to this question. Some try and identify the 10, 25, 50 or 100 best players [78–81], while others even select the 250 they consider the best [82]. There is also the ability to evaluate players based on their attributes in virtual reality or in video games (see [83]). Furthermore, there is an opinion that players should be evaluated not together, but instead by individual positions [84], etc. The only thing that these approaches have in common is the absence of any evaluation methodology. An evaluation method, a set of evaluation attributes and a method for calculating an overall evaluation, and therefore a final ranking, are completely lacking.

Of course, there have been attempts to take a quantitative approach to answering this question. One example is the research of Tarter et al. [85], who ranked players based on a set of 12 attributes, including goals per game, penalty minutes and physical parameters, such as height and weight. Macdonald [86] used four indicators, including goals and shots, to evaluate players. Von Allem et al. [87] used games played, goals and five other indicators. Other attempts can be found in the research of Chen et al. [88] and Qader et al. [89]. In composing a set of monitored indicators, our approach was based on this
research, using 26 freely available indicators as the starting point. These were subjected to multi-collinearity testing to identify indicators with an independent testimonial value. The result was 11 evaluated attributes, which include points, penalty minutes, hits and others (see Table 2 for a complete list of the evaluated indicators), based on which the NHL players were evaluated within the provided research.

To evaluate the performance of players using this group of monitored indicators, the TOPSIS technique was selected, the application of which has been proven in numerous fields, including tourism [90], transportation [91], agriculture [54], risk assessment [92], the evaluation of cloud services providers [93] and the evaluation of local government entities [50]. One of the most important steps in every MCDM method, including TOPSIS, is weighting, or determining the importance of the evaluated indicators. To ensure that the analysis was not affected by our subjective outlook or subjectivity, we selected five objective methods for weighting the indicators: the CV, CRITIC, MW, SD and SVP methods. The selected methods are proven in practice and are unique and specific thanks to their individual approaches to calculation (see Section 3.1).

A difference in approach towards determining the importance of the selected indicators appeared in the first step of completing the analysis. Some methods, despite the individual testimonial value of the selected indicators, designated some of them as nearly unnecessary (such as OTG when the SVP method was used for weighting). Importance was most evenly distributed among the monitored indicators using the CV method (see Figure 6), which most closely approximated the MW method. This method considers the indicators to be equivalent (and there is no need to consider the importance of the indicators in this case).

Similar results were obtained using the MW and CRITIC methods and the SD and SVP methods. These pairs showed a high correlation of results ($r_k > 0.9$) or a statistically significant match between their distribution functions. The generated results may be labeled as significantly different, especially in terms of two groups:

- The CV, CRITIC and MW methods, which primarily considered offensively skilled players to be the best when used within the TOPSIS technique, and which specifically identified Aleksander Barkov and Artemi Panarin as the best players;
- The SD and CVP methods, which primarily considered defensively skilled players to be the best when used within the TOPSIS technique, both of which identified Brandon Tanev as the best player.

7. Conclusions

A total of 581 NHL (offensive) players were evaluated in this research using a set of 11 indicators for the 2018/2019 regular season. These data were used for multi-criteria assessment using the TOPSIS technique and five objective methods to determine the importance of the input indicators (CV, CRITIC, MW, SD and SVP). These combinations produced significantly different results, which highlights the need for greater diligence when selecting a suitable method for weighting input indicators. This selection does not have an impact on the internal connections between the subjects of evaluation, which was shown in a comparison of the results by the players’ positions (see Figure 12). Based on the results obtained, we would favor one of the CV, CRITIC and MW methods for the purposes of evaluating athletes (as the subjects of evaluation). In this specific case, we have the greatest preference for the MW method and would consider the input indicators as equivalents for the purpose of multi-criteria evaluation. Therefore, we can recommend its usage in many problems requiring multiple criteria to be taken into account (not only in sports).

Further research can be carried out in three ways: (1) the results achieved can be processed via different methods (e.g., sensitivity analysis, factor analysis); (2) the group of objective weighting methods could be extended or compared with the results achieved using any subjective methods (e.g., the Fuller method); (3) the group of objective weight-
ing methods could be applied on different MCDM methods (e.g., VIKOR, ELECTRE or PROMETHEE).
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