Effective dimensions of infinite-dimensional Hilbert spaces: A phase-space approach
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By employing Husimi quasiprobability distributions, we show that a bounded portion of an unbounded phase space induces a finite effective dimension in an infinite dimensional Hilbert space. We compare our general expressions with numerical results for the spin-boson Dicke model in the chaotic energy regime, restricting its unbounded four-dimensional phase space to a classically chaotic energy shell. This effective dimension can be employed to characterize quantum phenomena in infinite dimensional systems, such as localization and scarring.

I. INTRODUCTION

If the phase space associated with a quantum system has finite volume, then the Hilbert space must be finite-dimensional. A bounded phase space can only “accommodate a finite number of Planck size cells, and therefore a finite number of orthogonal quantum states” [1].

Quasiprobability distributions, such as the Husimi function [2–7], may be used to study the distribution of a quantum state in the phase space. Even when the phase space is unbounded, normalization prevents a state from extending beyond a bounded portion. Thus, relevant information about the state may be extracted from the distribution of its Husimi function within a fixed bounded portion of the phase space.

The Dicke model [8] is a fundamental model of quantum optics that has become a paradigm of the study of quantum chaos [9–17]. It has an unbounded four-dimensional phase space, but the energy shells in the classical limit are bounded, such that by averaging the moments of the Husimi function over them it is possible to define relative phase-space occupation measures [18–21], which gauge the spreading of a quantum state within a single classical energy shell. In Ref. [22] it is shown that these measures may be used to detect quantum scars [23–25], and their maximum value for pure states can be derived from the average entropy of random states in a finite-dimensional Hilbert space [26]. The latter result is intriguing, given that the Dicke model is not finite-dimensional.

If a bounded phase space implies a finite-dimensional Hilbert space, does a bounded portion of an unbounded phase space generate a finite effective dimension in an infinite-dimensional Hilbert space? In this work, we explore this question and show that the answer is affirmative. We exhibit that it is possible to define an effective dimension associated with the classical energy shells of the Dicke model through averages of the Husimi function of random states. This explains why in Ref. [22] the localization of random states within the classical energy shells is described by that of random states in a finite-dimensional Hilbert space: the energy shells induce a finite dimension within the infinite-dimensional Hilbert space.

The article is organized as follows. In Sec. II we introduce the Dicke model, its classical limit and its associated phase space. We also describe a general expression to calculate averages within single energy shells in this phase space. In Sec. III we define an effective dimension for classical energy shells, which relies on the Husimi function of random pure states. Next, in Sec. IV we obtain analytical expressions for the effective dimension of classical energy shells, and we compare them to numerical results in the chaotic energy region of the Dicke model. In Sec. V we contrast this effective dimension and the quantum participation ratio with each other using random states with a rectangular energy profile. Finally, we present our conclusions in Sec. VI.

II. DICKE MODEL

As a general model of spin-boson interaction, the Dicke model is widely used in physics, specifically in quantum optics, to describe atoms interacting with electromagnetic fields within a cavity [8]. The most common picture of the model takes into account a set of $N$ two-level atoms with excitation energy $\omega_0$ (using $\hbar = 1$), and a single-mode electromagnetic field with radiation frequency $\omega$. Their interaction is modulated by the atom-field coupling strength $\gamma$, whose critical value $\gamma_c = \sqrt{\omega \omega_0}/2$ divides two phases in the model. That is, the system develops a quantum phase transition going from a normal phase ($\gamma < \gamma_c$) to a superradiant phase ($\gamma > \gamma_c$) [27][30].

The Hamiltonian of the Dicke model is given by

\begin{equation}
\hat{H}_D = \hat{H}_0 + \hat{H}_\gamma, \tag{1}
\end{equation}

\begin{equation}
\hat{H}_0 = \omega \hat{a}^\dagger \hat{a} + \omega_0 \hat{J}_z, \tag{2}
\end{equation}

\begin{equation}
\hat{H}_\gamma = \frac{\gamma}{\sqrt{N}} (\hat{a}^\dagger + \hat{a})(\hat{J}_+ + \hat{J}_-), \tag{3}
\end{equation}
where $\hat{H}_0$ is the non-interacting Hamiltonian and $\hat{H}_g$ includes the atom-field interaction. $\hat{a}^\dagger (\hat{a})$ is the bosonic creation (annihilation) operator of the field mode which satisfies the Heisenberg-Weyl algebra, and $\hat{J}_+ (\hat{J}_-)$ is the raising (lowering) collective pseudo-spin operator, defined by $\hat{J}_\pm = \hat{J}_x \pm i \hat{J}_y$. The collective pseudo-spin operators are defined by means of the Pauli matrices $\hat{\sigma}_{x,y,z}$ as $\hat{J}_{x,y,z} = (1/2) \sum_{k=1}^{N} \hat{\sigma}_{x,y,z}^k$, and satisfy the SU(2) algebra.

The squared total pseudo-spin operator, $\hat{J}^2 = \hat{J}_x^2 + \hat{J}_y^2 + \hat{J}_z^2$, has eigenvalues $j(j+1)$. These values correspond to different invariant atomic subspaces of the model. Here, we work with the totally symmetric subspace, defined by $\hat{J}_z = \hat{J}^2 / j$ that includes the ground state. Although the atomic sector is finite, the complete Hilbert space of the model is infinite due to the bosonic sector. However, wave functions can be computed to arbitrary numerical precision by appropriately truncating the bosonic sector.

The Dicke model has a rich combination of chaotic and regular behavior displayed as a function of the Hamiltonian parameters. In this work, we consider the resonant frequency case $\omega = \omega_0 = 1$, a coupling strength in the superradiant phase, $\gamma = 2\gamma_c = 1$, and we use rescaled energies $\epsilon = E/j$ to the system size $j = 100$. For this set of Hamiltonian parameters, the classical dynamics is fully chaotic at energies $\epsilon \geq -0.8$ [31].

### A. Classical model and phase space

The bosonic Glauber and the atomic Bloch coherent states, represented by the canonical variables $(q, p)$ and $(Q, P)$, respectively, are defined as

$$|q, p\rangle = e^{-(q^2/2 + p^2)} e^{\sqrt{j/2} (q + i p)} \hat{a}^\dagger |0\rangle,$$  

$$|Q, P\rangle = \left( 1 - \frac{Q^2 + P^2}{4} \right)^j e^{\left[ (Q+iP)/\sqrt{4-Q^2-P^2} \right] \hat{J}_+} |j, -j\rangle,$$

with $|0\rangle$ the photon vacuum and $|j, -j\rangle$ the state with all the atoms in the ground state. By considering the tensor product of these coherent states $|x\rangle = |q, p\rangle \otimes |Q, P\rangle$, a classical Hamiltonian for the Dicke model can be obtained [26][27][34][39]. Taking the expectation value of the quantum Hamiltonian $\hat{H}_D$ in these states and dividing by the size $j$ of the atomic sector, one gets

$$h_{cl}(x) = \frac{\langle x|\hat{H}_D|x\rangle}{j} = h_0(x) + h_\gamma(x),$$  

$$h_0(x) = \frac{\omega}{2} (q^2 + p^2) + \frac{\omega_0}{2} (Q^2 + P^2) - \omega_0,$$  

$$h_\gamma(x) = 2\gamma Q \sqrt{1 - \frac{Q^2 + P^2}{4}},$$

where $h_0(x)$ represents the Hamiltonian of two harmonic oscillators and $h_\gamma(x)$ is a non-linear coupling between them.

The phase space $\mathcal{M}$ of the classical Hamiltonian $h_{cl}(x)$ is four-dimensional, with canonical variables $x = (q, p; Q, P)$. While the bosonic variables $(q, p)$ can take any real value, the atomic variables $(Q, P)$ are bounded by $Q^2 + P^2 \leq 4$. This phase space can be partitioned into a family of classical energy shells given by

$$\mathcal{M}(\epsilon) = \{ x \in \mathcal{M} | h_{cl}(x) = \epsilon \},$$

where the rescaled classical energy $\epsilon = E/j$ defines an effective Planck constant $\hbar_{\text{eff}} = 1/j$ [34]. The finite volume of the classical energy shells $\mathcal{M}(\epsilon)$ is given by

$$\int_{\mathcal{M}} d\mathbf{x} \delta [h_{cl}(\mathbf{x}) - \epsilon] = (2\pi \hbar_{\text{eff}})^2 \nu(\epsilon),$$

where $\nu(\epsilon)$ is a semiclassical approximation to the quantum density of states (in units of $\epsilon^{-1}$) obtained with the Gutzwiller trace formula [35][36] and whose analytical expression [37] can be found in Ref. [22].

We calculate the average $(f)_\epsilon$ of an arbitrary function $f(x)$ in the bounded classical energy shells of the Dicke model $\mathcal{M}(\epsilon)$ by integrating $f(x)$ with respect to the three-dimensional surface measure $d\mathbf{x} \delta [h_{cl}(\mathbf{x}) - \epsilon]$ and dividing the result by the total volume of the energy shell $(2\pi \hbar_{\text{eff}})^2 \nu(\epsilon)$ [see Eq. (9)] [22]

$$\langle f \rangle_\epsilon = \langle f(x) \rangle_{x \in \mathcal{M}(\epsilon)} \equiv \frac{1}{(2\pi \hbar_{\text{eff}})^2 \nu(\epsilon)} \int_{\mathcal{M}} d\mathbf{x} \delta [h_{cl}(\mathbf{x}) - \epsilon] f(\mathbf{x}).$$

### III. EFFECTIVE DIMENSION FOR CLASSICAL ENERGY SHELLS

In a finite Hilbert space of dimension $N$, the average of the squared projection of an arbitrary state $|\Psi\rangle$ over all possible (normalized) states $|\Phi\rangle$, that is $\langle|\Psi|\Phi\rangle^2$, has been explicitly calculated in Ref. [26]. This average is given by

$$\left\langle \langle|\Psi|\Phi\rangle^2 \right\rangle_{\Phi} = \frac{\Gamma(N)}{\Gamma(N+1)} = \frac{1}{N},$$

where $\Gamma$ is the Gamma function and the identity $\Gamma(N + 1) = N \Gamma(N)$ was used.

If, instead of averaging over the whole Hilbert space, we consider averages over normalized states in a vector subspace $W$ with dimension $N_W < N$, since $|\Psi\rangle$ may have orthogonal components to the vector subspace, we obtain

$$\left\langle \langle|\Psi|\phi\rangle^2 \right\rangle_{|\phi\rangle \in W} \geq N_W.$$  

The equality holds if and only if $|\Psi\rangle$ belongs to the subspace $W$. The inequality remains valid if we consider an additional average, but now over an ensemble $\mathcal{S}$ of states $|\Psi\rangle$,

$$\left\langle \left\langle \left| |\Psi|\phi\right| \right\rangle_{|\phi\rangle \in W} \right\rangle_{|\Psi\rangle \in \mathcal{S}} \geq N_W.$$
A. Dimensionality and Effective Dimension

An arbitrary pure state $|\psi\rangle$ of the Dicke model can be represented in phase space employing the Husimi quasi-probability distribution \[2\], \[Q_{\psi}(x) = \langle |\psi| x \rangle^2 \geq 0 \]. The average of the Husimi function over a classical energy shell $\mathcal{M}(\epsilon)$

$$
\langle Q_{\psi}\rangle_\epsilon \equiv \left\langle \langle |\psi| x \rangle^2 \right\rangle_{x \in \mathcal{M}(\epsilon)},
$$

(14)
can be obtained with Eq. (10) using \( f(x) = Q_{\psi}(x) = \langle |\psi| x \rangle^2 \). Equation (14) is similar to the average in Eq. (12), taking \( W \) to be the set of coherent states \( |x\rangle \) with \( x \in \mathcal{M}(\epsilon) \). However, this set is not a vector subspace, and, consequently, there may be states in the Hilbert space that are strongly correlated with all the members of the set. In order to eliminate these correlations, we consider an ensemble \( S \) of random states \( |\psi_R\rangle \).

Because the Dicke model has an infinite spectrum, we consider random states whose energy components follow a given energy profile \( \rho_R(\epsilon) \geq 0 \) such that \( \int d\epsilon \rho_R(\epsilon) = 1 \). The components of the random states will be weighted by this energy profile, such that the resulting random states are contained within it. The shape of the energy profile in principle could be arbitrary. In Sec. IV, we study in detail the cases where \( \rho_R \) is a rectangular and a Gaussian profile. We center \( \rho_R \) at a fixed energy and use the average value over different random states with the same energy profile to define the effective dimension of the energy shell, \( D_{\text{eff}}(\epsilon) \). This is done by considering an inequality similar to Eq. (13), as follows.

We construct random states \( |\psi_R\rangle \) in the energy eigenbasis,

$$
|\psi_R\rangle = \sum_k c_k |\varphi_k\rangle,
$$

(15)
where \( \hat{H}_D |\varphi_k\rangle = E_k |\varphi_k\rangle \). The components \( c_k \) are complex numbers with random phases and magnitudes given by \[24\]

$$
|c_k|^2 = \frac{r_k \rho_R(\epsilon_k)}{M \nu(\epsilon_k)},
$$

(16)
where \( r_k \) are positive random numbers from an arbitrary distribution whose first momentus is \( \langle \tau \rangle \). As shown in App. A, the results we present below are independent of the exact form of the distribution of \( r_k \). \( M \) is a normalization constant that is approximately given by \( M \approx \langle \tau \rangle \) (see App. A for details). The density of states \( \nu(\epsilon) \) in the denominator ensures that the members of the ensemble \( S \) have the chosen energy profile \( \rho_R(\epsilon) \).

Now, we consider Eq. (14) and take the inverse of its average over the ensemble of random states \( |\psi_R\rangle \) with energy profile \( \rho_R \),

$$
D(\epsilon, \rho_R) \equiv \left\langle \left\langle Q_{\psi_R}\right\rangle_{\psi_R}^{-1} \right\rangle_{\psi_R},
$$

(17)
We call \( D(\epsilon, \rho_R) \) the dimensionality of the ensemble of random states over the energy shell \( \mathcal{M}(\epsilon) \).

Next, inspired by Eq. (15), we define the effective dimension \( D_{\text{eff}}(\epsilon) \) of the classical energy shell \( \mathcal{M}(\epsilon) \) by minimizing the dimensionality \( D(\epsilon, \rho_R) \) with respect to arbitrary energy profiles

$$
D_{\text{eff}}(\epsilon) \equiv \min_{\rho_R} \left[ D(\epsilon, \rho_R) \right].
$$

(18)
It immediately follows that

$$
D(\epsilon, \rho_R) \equiv \left\langle \left\langle |\psi_R| x \right\rangle^2 \right\rangle_{x \in \mathcal{M}(\epsilon)}^{-1} \geq D_{\text{eff}}(\epsilon),
$$

(19)
which has the same form as Eq. (13). We emphasize that the set of coherent states \( |x\rangle \) in the classical energy shell \( \mathcal{M}(\epsilon) \) is not a vector subspace, but Eq. (18) allows to measure the number of orthonormal states available for this set \[35 \ 39\].

Moreover, we can define the dimensionality of a given eigenstate \( |\varphi_k\rangle \), with eigenenergy \( \epsilon_k = E_k/j \), over an energy shell \( \mathcal{M}(\epsilon) \), by considering the particular energy profile \( \rho_k(\epsilon) = \delta(\epsilon - \epsilon_k) \). This gives the inverse of the average of the Husimi function of eigenstate \( |\varphi_k\rangle \) over the classical energy shell \( \mathcal{M}(\epsilon) \),

$$
D(\epsilon, \varphi_k) \equiv D(\epsilon, \rho_k) = \langle Q_{\varphi_k}\rangle_{\varphi_k}^{-1},
$$

(20)
where the average is calculated with Eq. (14) as

$$
\langle Q_{\varphi_k}\rangle_{\varphi_k}^{-1} = \left\langle \left\langle |\varphi_k| x \right\rangle^2 \right\rangle_{x \in \mathcal{M}(\epsilon)}^{-1}.
$$

(21)
In the following section, we provide analytical and numerical evidences which show that the minimum value of the dimensionality \( D(\epsilon, \rho_R) \) is attained for energy profiles \( \rho_R \) centered at \( \epsilon = \int d\epsilon' \rho_R(\epsilon') \epsilon' \), with an energy standard deviation \( \sigma_R = \sqrt{\int d\epsilon' \rho_R(\epsilon') (\epsilon' - \epsilon)^2} \) which is much smaller than the energy standard deviation of the coherent states given by Eq. (1). An analytical expression for this minimum is also provided and shown to be approximately equal to the dimensionality of the eigenstate \( \epsilon_k \) closest to \( \epsilon \),

$$
D_{\text{eff}}(\epsilon) \approx D(\epsilon_k \approx \epsilon, \varphi_k) \equiv \langle Q_{\varphi_k}\rangle_{\epsilon_k \approx \epsilon}^{-1}.
$$

(22)

IV. FINDING THE MINIMUM OF THE DIMENSIONALITY

In this section we discuss the process to find the minimum value of the dimensionality \( D(\epsilon, \rho_R) \). By substituting the random states of Eq. (15) in Eq. (17), we obtain

$$
D(\epsilon, \rho_R) \approx \left( \sum_k \langle |c_k|^2 \rangle_{\psi_R} \langle Q_{\varphi_k}\rangle_{\epsilon} \right)^{-1},
$$

(23)
FIG. 1. Panel (A): Dimensionality $D(\epsilon, \varphi_k) = \langle Q^{\varphi_k} \rangle^{\epsilon_k}$ (black circles) [see Eq. (20)] for all eigenstates $|\varphi_k\rangle$ with eigenenergies contained in the energy interval $\epsilon_k \in [-0.6, -0.4]$ and analytical approximation (red solid line) given by Eq. (27). Panel (B): Energy profiles of the Husimi function $\langle Q^{\varphi_k} \rangle^{\epsilon}$ (colored solid curves) [see Eq. (21)] as a function of the energy $\epsilon$ for some eigenstates contained in the same energy interval $\epsilon_k \in [-0.6, -0.4]$. The selected eigenstates are specified by the energy spectrum indices $k = 7960, 8460, 8960, 9460, 9960$ and their eigenenergies are indicated by the colored solid dots, which are also shown in panel (A). The system size in both panels (A) and (B) is $j = 100$.

where, as it is shown in App. A, we have used that the phases of the components of $|\psi_R\rangle$ are randomly distributed. The dimensionality can be further simplified by performing the ensemble average of the squared magnitude of the components (16). This calculation, whose details are presented in App. A, leads to

$$D(\epsilon, \rho_R) \approx \left( \sum_k \frac{\rho_R(\epsilon_k)}{\nu(\epsilon_k)} \langle Q^{\varphi_k} \rangle^{\epsilon_k} \right)^{-1}. \quad (24)$$

To find the minimum value of the dimensionality, it is necessary to obtain an expression for the average of the Husimi function of eigenstates over arbitrary energy shells $\langle Q^{\varphi_k} \rangle^{\epsilon}$. Such an expression can be obtained by using generic properties of the coherent states $|x\rangle$, as explained in the following.

A. Average of Eigenstates over Classical Energy Shells

We turn our attention to the average of the Husimi function of an eigenstate with eigenenergy $\epsilon_k = E_k/j$ over a classical energy shell $\mathcal{M}(\epsilon)$. By assuming that both the energy of the classical shell $\epsilon$ and the eigenenergy $\epsilon_k$ are far enough from the ground state energy, it can be shown that (see App. B for details)

$$\langle Q^{\varphi_k} \rangle^{\epsilon} \approx \frac{1}{\sqrt{2\pi \nu(\epsilon_k)}} \left( \exp \left( \frac{-(\epsilon - \epsilon_k)^2}{2\sigma_x^2} \right) \right)_{\epsilon \in \mathcal{M}(\epsilon)}, \quad (25)$$

where $\sigma_x$ is the energy standard deviation of the coherent state $|x\rangle$,

$$\sigma_x = \frac{1}{j} \sqrt{\langle x | \hat{H}^2 | x \rangle - \langle x | \hat{H} | x \rangle^2}, \quad (26)$$

which can be calculated analytically in the Dicke model [40, 41] (the analytical expression is shown in App. C).

As the energy of the classical shell $\epsilon$ moves away from the corresponding eigenenergy $\epsilon_k$, the value given by Eq. (25) decays exponentially. In contrast, if we take the average of the eigenstate Husimi function over the classical energy shell of its eigenenergy, $\epsilon = \epsilon_k$, then the shell average of the eigenstate Husimi function attains its
Note that this approximation captures the overall tendency of coherent-state energy standard deviations $\sigma_x$ centered on the classical energy shell $M(\epsilon)$, which play a fundamental role in the building of the dimensionality $D(\epsilon, \rho_M)$ of the ensemble of random states $S$. Their values were evaluated over the classical energy shell at $\epsilon = -0.5$, which is at the center of the chaotic energy interval $\epsilon \in [-0.6, -0.4]$. In Fig. 2 (A1) we show the three-dimensional (3D) distribution of energy standard deviations $\sigma_x$ for all coherent states in the classical energy shell $x \in M(\epsilon = -0.5)$, as well as their values along three orthogonal planes $Q-P$ ($p = 0$), $P-p$ ($Q = 0$), and $Q-p$ ($P = 0$) in Figs. 2 (A2)-(A4), which show more clearly the behavior of such energy standard deviations $\sigma_x$ within the 3D distribution. It can be seen that the widest states are concentrated in the region with $Q < 0$, while the thinnest ones are concentrated along the external ring in $Q = 0$ [see Fig. 2 (A3)]. In Fig. 2 (B) we show the distribution of the energy standard deviations $\sigma_x$ for the complete set of coherent states contained in the classical energy shell $x \in M(\epsilon = -0.5)$. This distribution concentrates around the harmonic mean $\langle \sigma_x^{-1} \rangle_{x \in M(\epsilon)} = 0.1389$, with a clear asymmetry: the number of narrow states is almost linear with the standard deviation, and almost constant for the wider states, which are less overall. In the same figure we plot the standard mean $\langle \sigma_x \rangle_{x \in M(\epsilon)} = 0.1563$. We see that these two mean values are similar, but do not coincide exactly.

One important result in this work is the fact that the harmonic mean $\langle \sigma_x^{-1} \rangle_{x \in M(\epsilon)}$ not the standard one $\langle \sigma_x \rangle_{x \in M(\epsilon)}$ is the one that best approximates the mean value of the Husimi function for eigenstates $\langle Q_{\varphi_k} \rangle_{\epsilon_k}$, as shown in Eq. 27.

### B. Analytical Expression of the Effective Dimension

Having analyzed the classical energy shell averages of eigenstates, we can now discuss the minimum of the dimensionality for random states $D(\epsilon, \rho_M)$ and determine the effective dimension of the classical energy shell $M(\epsilon)$.

Given that $\langle Q_{\varphi_k} \rangle_{\epsilon}$ decays exponentially as a function of the binomial $(\epsilon - \epsilon_k)^2$ [see Eq. 23], the minimum of the dimensionality is obtained for energy profiles centered at $\epsilon$. From Eq. 23, it is clear that the dimensionality is minimized when the energy profile $\rho_M$ is concentrated on the classical energy shell, having an energy standard deviation $\sigma_R = \sqrt{\int d\epsilon' \rho_M(\epsilon')(\epsilon' - \epsilon)^2} \sim 0$. For such profiles, only the eigenstates with energy close to the classi-
and it becomes evident that $D(\epsilon, \rho_R)$ is bounded from below by $\langle Q_{\varphi_k} | k \rangle^2 \approx \sqrt{2\pi \nu(\epsilon) \sigma_c(\epsilon)}$ [see Eq. (27)], allowing, thus, to determine the effective dimension of the classical energy shell as

$$D_{\text{eff}}(\epsilon) = \sqrt{2\pi \nu(\epsilon) \sigma_c(\epsilon)}.$$ 

(30)

This effective dimension is plotted as a solid line in Fig. 1 (A). The relatively small dispersion in the dots depicting $D(\epsilon_k, \varphi_k)$ is caused by the variance of the coherent-state energy standard deviations $\sigma_c$ inside of the classical energy shell.

The order of magnitude of the effective dimension obtained in Fig. 1 (A) can be understood by simple arguments: From the semiclassical analysis, each of the two degrees of freedom causes a scaling $(2\pi\hbar\omega)^{-1} = j$ in the density of states $\nu(\epsilon)$, which, consequently, scales proportional to $j^2$ in agreement with Eq. (9). Since we project the coherent states into the classical energy shells, which have half a degree of freedom, $\sigma_c$ and $\nu$ scale with $j^{-1/2}$, and then the effective dimension must scale as $j^2/j^{1/2} = j^{3/2}$. For the value of $j$ we use in Fig. 1 (A), $j = 100$, this yields an order of magnitude of $10^3$, which is indeed what we obtain in the figure.

Note that the density of states $\nu(\epsilon)$ is precisely the three-dimensional volume of the energy shell divided by the four-dimensional volume of a Planck cell [see Eq. (9)]. Consequently, Eq. (30) says that there are a total of $D_{\text{eff}}(\epsilon)$ Planck cells contained in the four-dimensional phase-space region bounded by $M(\epsilon - \Delta \epsilon)$ and $M(\epsilon/2 + \Delta \epsilon/2)$, where $2\Delta \epsilon \sim \sqrt{2\pi \sigma_c(\epsilon)}$.

C. Random states with rectangular and Gaussian energy Profiles

To illustrate that the minimum of the dimensionality $D(\epsilon, \rho_R)$ is correctly described by Eq. (30), we consider two particular ensembles of random pure states: first, one with a rectangular energy profile $\rho_R^R$ and then a second with a Gaussian energy profile $\rho_R^G$.

The average of the components of an ensemble of states $|\psi_R^G\rangle$ with a rectangular energy profile $\rho_R^R$ is given by

$$\langle |c_k^G|^2 \rangle_{\psi_R^G} = \begin{cases} \frac{1}{2\sqrt{\nu(\epsilon_k)\sigma}} & \text{if } \epsilon_k \in [\epsilon - \sqrt{3}\sigma_r, \epsilon + \sqrt{3}\sigma_r] \\ 0 & \text{otherwise} \end{cases},$$

(31)

where $\epsilon$ is the center of the profile and $\sigma_r$ is its energy standard deviation. The number of eigenstates $|\varphi_k\rangle$ contained within this rectangular energy window is given approximately by $2\sqrt{3\nu(\epsilon)\sigma_r}$, where we have evaluated the density of states in the center of the distribution, $\nu(\epsilon_k = \epsilon)$. It is straightforward to show that, for this particular energy profile, Eq. (24) leads to (see App. D1 for the derivation)

$$D(\epsilon, \rho_R^R) = 2\sqrt{3\nu(\epsilon)\sigma_r} \left( \frac{\sigma_g}{\sigma_r} \right)^{-1},$$

(32)

where $\text{erf}(x) = \frac{2}{\sqrt{\pi}} \int_0^x dt e^{-t^2}$ is the error function. Equation (32) has the following limiting behaviors

$$D(\epsilon, \rho_R^R) \approx \nu(\epsilon) \begin{cases} 2\sqrt{3}\sigma_r & \text{if } \sigma_r \gg \sigma_c(\epsilon) \\ \frac{\nu(\epsilon)}{2\sigma_c(\epsilon)} & \text{if } \sigma_r \ll \sigma_c(\epsilon). \end{cases}$$

(33)

Now, for states $|\psi_R^G\rangle$ coming from a random ensemble with a normalized Gaussian energy profile $\rho_R^G$ centered in the classical energy shell at $M(\epsilon)$, the average amplitudes are given by

$$\langle |c_k^G|^2 \rangle_{\psi_R^G} = \frac{\exp \left( -\frac{(\epsilon - \epsilon_c)^2}{2\sigma_g^2} \right)}{\sqrt{2\pi \nu(\epsilon)\sigma_g}},$$

(34)

where $\sigma_g$ defines the energy standard deviation of the Gaussian profile. For this case, Eq. (24) yields the following result for the dimensionality (see App. D2 for the derivation)

$$D(\epsilon, \rho_R^G) = \sqrt{2\pi \nu(\epsilon)\sigma_g} \left( \frac{\sigma_g}{\sigma_c(\epsilon)} \right)^{-1/2} \left( 1 + \left( \frac{\sigma_c(\epsilon)}{\sigma_g} \right)^2 \right)^{-1},$$

(35)

with the corresponding limiting behaviors

$$D(\epsilon, \rho_R^G) \approx \sqrt{2\pi \nu(\epsilon)\sigma_g} \begin{cases} \frac{\sigma_g}{\sigma_c(\epsilon)} & \text{if } \sigma_g \gg \sigma_c(\epsilon) \\ \sigma_g & \text{if } \sigma_g \ll \sigma_c(\epsilon). \end{cases}$$

(36)

Equations (32) and (35) and their respective asymptotic limits (33) and (36) show that the dimensionality increase with $\sigma_r$ and $\sigma_g$, the energy standard deviations of each energy profile. In general, the dimensionalities depend on the particular energy profile chosen for the ensemble. However, if the energy standard deviation of the profile is much less than the harmonic mean of the coherent-state energy standard deviations in the classical energy shell $\sigma_c(\epsilon)$, the dimensionality becomes independent of the energy profile and is given by the reciprocal of the average of the Husimi function of eigenstates over their respective energy shells near the classical shell at energy $\epsilon$ [see Eq. (27)]. This confirms that, indeed, the effective dimension of the classical energy shell is given by Eq. (30).

Figure 3 illustrates these findings by plotting the dimensionality $D(\epsilon, \rho_R)$ for the two previous ensembles of random states with rectangular and Gaussian energy profiles, $\rho_R^R$ and $\rho_R^G$, as a function of their respective energy standard deviations $\sigma_r$ and $\sigma_g$. In all cases we consider energy profiles centered around $\epsilon = -0.5$. We can see that, for large $\sigma_r$ and $\sigma_g$, the dimensionality depends...
profiles are centered in the classical energy shell at line [see Eq. (35)] energy profile, respectively. Both energy dependencies of both profiles attain a minimal value that is independent of the form of the energy profile with \( j \) time for the Gaussian energy profile [see Eq. (36)]. The system size is \( j = 100 \).

on the form of the energy profile with \( D(\epsilon, \rho_R) \) growing faster for the rectangular profile than for the Gaussian profile. However, when \( \sigma_r, \sigma_g \to 0 \), the dimensionalities of both profiles attain a minimal value that is independent of the energy profile and is given by evaluating Eq. (30) in the classical energy shell at \( \epsilon = -0.5 \), that is, \( D_{\text{eff}}(\epsilon = -0.5) = 4201 \).

FIG. 3. Analytical dimensionalities \( D(\epsilon, \rho_R^c) \) and \( D(\epsilon, \rho_R^g) \) for ensembles of random states with rectangular \( \rho_R^c \) (red solid thin line) [see Eq. (32)] and Gaussian \( \rho_R^g \) (orange solid thin line) [see Eq. (35)] energy profile, respectively. Both energy profiles are centered in the classical energy shell at \( \epsilon = -0.5 \) and their dimensionalities are plotted as a function of their respective energy standard deviations \( \sigma_r, \sigma_g \). Dashed lines represent the asymptotic value of both dimensionalities for large profile energy standard deviations. Blue dashed line for the rectangular energy profile [see Eq. (39)], and green dashed line for the Gaussian energy profile [see Eq. (36)]. The system size is \( j = 100 \).

V. DIMENSIONALITY AND PARTICIPATION RATIO

In this section we discuss the dimensionality \( D(\epsilon, \rho_R) \) as defined in Eq. (24) and its relation with the so-called participation ratio

\[
P_R = \left( \sum_k |c_k|^4 \right)^{-1}, \tag{37}
\]

with \( c_k = \langle \phi_k | \psi \rangle \). This measure is widely employed to estimate the number of states of a given orthonormal basis \( \{ | \phi_k \rangle \} \) that conform an arbitrary state \( | \psi \rangle \).

We are interested in studying the relationship between the dimensionality of an ensemble of random pure states \( \{ | \psi_R \rangle \} \) and the corresponding participation ratio \( P_R \) defined in the energy eigenbasis \( \{ | \phi_k \rangle \} \). To this end, as in the previous section, we build random states \( | \psi_R \rangle \) with a rectangular energy profile \( \rho_R^c \), delimited by the energy interval \([\epsilon_i, \epsilon_f]\). The numbers between \( k_i \) and \( k_f \) enumerate the eigenstates \( | \phi_k \rangle \) with eigenenergies \( \epsilon_i \leq \epsilon_k \leq \epsilon_f \). For each \( k \) in the set of indices \( K = \{ k_i, k_i + 1, k_i + 2, \ldots, k_f \} \), let

\[
c_k^R = \left\{ \begin{array}{ll} \frac{z_k}{\sqrt{\sum_{i \in K} |z_i|^2}} & \text{if } k \in K \\ 0 & \text{otherwise} \end{array} \right. \tag{38}
\]

be the coefficients of these random pure states \( | \psi_R^c \rangle \). These coefficients are built sampling random numbers \( z_k \) from a distribution with mean 0. For example, we could take \( z_k \) from a real normal distribution with unitary standard deviation [Gaussian Orthogonal Ensemble (GOE)], or we could take \( z_k \) from a complex normal distribution with unitary standard deviation [Gaussian Unitary Ensemble (GUE)].

Using Eqs. (24) and (25), and taking Eq. (31) for the rectangular energy profile \( \rho_R^c(\epsilon) \), where \( \epsilon = (\epsilon_i + \epsilon_f)/2 \) is taken at the center of the energy window, the average dimensionality is calculated as

\[
D(\epsilon, \rho_R^c) = \left\langle \exp \left( \frac{-(\epsilon_f - \epsilon_i)^2}{2z^2} \right) \right\rangle_{\epsilon \in \mathcal{M}(\epsilon)}^{-1}, \tag{39}
\]

where \( \langle \cdots \rangle_{\epsilon \in \mathcal{K}} = \frac{1}{|\mathcal{K}|} \sum_{\epsilon \in \mathcal{K}} \cdots \) denotes the average over the indices of \( \mathcal{K} \) and \(|K| \approx 2\sqrt{3\nu(\epsilon)} \sigma_r \) (see App. D 1 for details). From Eq. (33) we obtain the asymptotic behaviors

\[
D(\epsilon, \rho_R^c) \approx \begin{cases} |K| & \text{if } \epsilon_f - \epsilon_i \gg \sigma_c(\epsilon) \\ \sqrt{2\pi \nu(\epsilon)} \sigma_c(\epsilon) & \text{if } \epsilon_f - \epsilon_i \ll \sigma_c(\epsilon). \end{cases} \tag{40}
\]

On the other hand, the participation ratio for the same ensemble of random states \( | \psi_R^c \rangle \) is given by

\[
\langle P_R(\psi_R^c) \rangle_{\psi_R^c} = \frac{\langle |z_k|^4 \rangle_{\psi_R^c}}{\langle |z_k|^2 \rangle_{\psi_R^c}^2} |K|. \tag{41}
\]

From Eqs. (40) and (41), important differences between the dimensionality and the participation ratio can be seen. The dimensionality \( D(\epsilon, \rho_R^c) \) becomes independent of the random numbers \( z_k \) and only depends on the properties of the energy shell and the energy profile. For wide energy windows, \( D(\epsilon, \rho_R^c) \) grows as \(|K| \) does, but for narrow energy intervals it tends to the value \( \sqrt{2\pi \nu(\epsilon)} \sigma_c(\epsilon) \). In contrast, \( \langle P_R(\psi_R^c) \rangle \) is always proportional to \(|K|\) with the proportionality factor given by the details of the specific distribution from where the numbers \( z_k \) are sampled. If the numbers \( z_k \) are sampled from a real normal distribution (GOE), then this factor equals \( \langle |z_k|^4 \rangle/\langle |z_k|^2 \rangle^2 = 1/3 \), and if the numbers \( z_k \) are sampled from a complex normal distribution (GUE), then \( \langle |z_k|^4 \rangle/\langle |z_k|^2 \rangle^2 = 1/2 \).

Moreover, selecting only some of the eigenstates (like those inside some symmetry subspace of the system) and
working only with a subset of \( K \), the participation ratio would evidently decrease in proportion to the number of eigenstates that were discarded. Instead, note that in Eq. (39) there is no direct dependence on the size of \( K \). The dependence on \( K \) in Eq. (39) is only indirect, through an average over its indices. One may sample only a subset of these indices and, assuming that it is a uniform sampling, the average would remain the same. This means that if one replaces \( K \) with a proper subset \( K' \subseteq K \) where the indices are uniformly distributed, the dimensionality of the resulting random states is unchanged.

As an illustration, in Fig. 4 we show the dimensionality for random states \( |\psi_K'\rangle \) over rectangular windows of varying standard deviation in the chaotic region of the Dicke model. We build these states taking random numbers \( z_k \) from a real standard normal distribution (GOE), and we only select eigenstates which have positive parity, that is, we work with the indices in

\[
K' = \left\{ k \in K \mid \langle E_k | \hat{\Pi} | E_k \rangle = 1 \right\},
\]

where the parity operator is defined as \( \hat{\Pi} = \exp[i\pi(a^\dagger a + \hat{J}_z + j\hat{J}_1)] \). Because of these selections, the average of the participation ratio is equal to 1/6th of the total number of eigenstates inside the rectangular energy window \( |K| \). A factor 1/3 comes from the GOE sampling, and an additional factor 1/2 comes from the fact that half of the eigenstates have positive parity, that is \( |K'| = |K|/2 \). It is clearly seen that, for a wide energy window, the dimensionality is equal to \( |K| \), but, when the standard deviation of this window is small, it tends to the minimum value which is very similar to the effective dimension \( D_{eff}(\epsilon) \), where \( \epsilon_k \approx \epsilon \) are eigenvalues around the center of the energy window at \( \epsilon = -0.5 \).

Both the dimensionality \( D \) and the participation ratio \( P_R \) are measures of the number of states in a set required to describe an arbitrary state, nevertheless they have important differences as outlined above. All these differences ultimately stem from the fact that the dimensionality not only probes the dimension of the state, but also the dimension of the family of coherent states in the classical energy shell \( M(\epsilon) \). This property is precisely what allows us to extract an effective dimension for the classical energy shell out of the dimensionality of ensembles of random states.

VI. CONCLUSIONS

We have shown that in an unbounded phase space, we can assign an effective dimension \( D_{eff}(\epsilon) \) to the classical energy shell of coherent states satisfying \( \langle x | \hat{H} | x \rangle / j = \epsilon \). We introduced the dimensionality of an ensemble of random states with a given energy profile as the inverse of the double average of their Husimi function, \( D(\epsilon) = \langle \langle Q_{\psi_R}(\epsilon) \rangle \rangle^{-1} \). The first average is performed over the classical energy shell, and the second over the ensemble of random states. The effective dimension of the classical energy shell was obtained by minimizing the dimensionality with respect to all possible energy profiles. It was shown that the harmonic mean of the coherent-state energy standard deviations in the classical energy shell \( \sigma_c(\epsilon) \) introduces a lower bound in the dimensionality of random states and that the minimum of the dimensionality is attained for random states having an energy profile that is heavily peaked in a single energy.

An analytical expression for the effective dimension of classical energy shells was obtained in the Dicke model as

\[
D_{eff}(\epsilon) = \sqrt{2\pi \nu(\epsilon)} \sigma_c(\epsilon),
\]

where \( \nu(\epsilon) \) is the energy density of states. It is remarkable that the relevant mean is harmonic and not standard. These two types of means are similar but do not exactly coincide. It was also shown that the effective dimension of a classical shell at energy \( \epsilon \) is very close to the reciprocal average of the Husimi function of the eigenstates over the eigenenergy shells close to \( \epsilon \). Because of the non-zero coherent-state energy standard deviation, the effective dimension of a classical energy shell grows as \( j^{3/2} \), where \( j \) is the system size.

Finally, we compared the dimensionality of random states \( D \) with the standard quantum participation ratio \( P_R \) with respect to the energy eigenbasis, and several differences arose. They stem from the fact that \( P_R \) de-
pends only on the state \(|\psi_R\rangle\), while \(D\) also depends on the family of coherent states \(|\varphi_k\rangle\). Moreover, the dimensionality of a random state with a rectangular energy profile remains unchanged if some of the participating states are removed, provided that the standard deviation of the energy window does not change. This indicates that \(D\) probes the dimensionality of the whole system inside an energy interval, and effectively depends only on the energy profile of the random states. On the other hand, when the standard deviation of the energy window is large, the dimensionality of random states becomes equal to the number of states in the energy window employed to build the random states, and proportional to the participation ratio in the eigenbasis.

In finite systems, the scaling of the localization of random states is related to the dimension of the Hilbert space. The same is true for the Dicke model, with the dimension replaced by the effective dimension we proposed in this work could shed light to phenomena like quantum scars in other systems where a Husimi function can be built, such as billiards \[21\], as the effective dimension is independent of the particular Hamiltonian. We believe that our method is readily generalizable to be employed in the family of coherent states \(|\varphi_k\rangle\). As-suming that the phases of \(c_k\) are uniformly distributed, we may approximate \[22\] the average of the Husimi func-

tion over a classical energy shell as

\[
\langle Q_{\psi_R}\rangle_{\epsilon} = \frac{\langle \{|x|\psi_R\rangle|^2 \rangle_{x\in M(\epsilon)}\}}{\langle \{|c_k|\psi_R\rangle|^2 \rangle_{x\in M(\epsilon)}\}} 
\]

where \(C_k(x)\) is actually independent of the index \(l\) and cancels the average in the numerator.

\[
D(\epsilon, \rho_R) \equiv \left\langle \langle Q_{\psi_R}\rangle_{\epsilon} \right\rangle_{\psi_R}^{-1} = \left( \sum_k \langle |c_k|^2 \rangle_{\psi_R} \langle Q_{\varphi_k}\rangle_{\epsilon} \right)^{-1}. \tag{A2}
\]

To further simplify the dimensionality \(D(\epsilon, \rho_R)\), we consider averages over the ensemble of random states \(|\psi_R\rangle\) with energy profile \(\rho_R(\epsilon)\). Inserting Eq. (A1) into Eq. (17) gives

\[
\langle r_k \rangle_{\psi_R} = \langle r_k \rangle_{\psi_R} \rho_R(\epsilon_k) / \nu(\epsilon_k), \tag{A3}
\]

where \(M\) is a normalization constant given by \(M = \sum_l r_l \rho_R(\epsilon_l) / \nu(\epsilon_l)\). Therefore, the ensemble average of the ratio \(r_k/M\) is

\[
\langle r_k \rangle_{\psi_R} / M \approx \frac{\langle r_k \rangle_{\psi_R} \sum_l r_l \rho_R(\epsilon_l) / \nu(\epsilon_l)}{\sum_l \rho_R(\epsilon_l) / \nu(\epsilon_l)}, \tag{A4}
\]

where the average \(\langle r_l \rangle_{\psi_R}\) is actually independent of the index \(l\) and cancels the average in the numerator. Now, approximating the sum by an integral \(\sum_l \rightarrow \int d\epsilon' \nu(\epsilon')\) yields

\[
\langle \frac{r_k}{M} \rangle_{\psi_R} \approx 1, \tag{A5}
\]

where we used the normalization \(\int d\epsilon' \rho_R(\epsilon) = 1\). By substituting this result in (A3) and then in (A2) we obtain Eq. (24).

Appendix B: Average of the Husimi Function of Eigenstates over Classical Energy Shells
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model have a random-like structure \cite{24, 41}

\[ |G_k(x)|^2 = \frac{r_k(x)G_x(\epsilon_k)}{\nu(\epsilon_k)M(x)}, \]

where \( \epsilon_k = E_k/j \), \( \nu(\epsilon) \) is the density of states, \( r_k(x) \) is a random number sampled from a positive distribution, and \( G_x(\epsilon) \) is the normalized continuous energy profile of the coherent states. For the high-energy regime studied here, \( G_x \) are Gaussian functions centered at \( h\epsilon(x) = \epsilon \) with energy standard deviation \( \sigma_x \) (see App. \( C \), that is \cite{24}

\[ G_x(\epsilon_k) = \frac{\exp\left(-\frac{(\epsilon - \bar{\epsilon})^2}{2\sigma_x^2}\right)}{\sqrt{2\pi\sigma_x}}. \]

The number \( M(x) = \sum_l r_l(x)G_x(\epsilon_l)/\nu(\epsilon_l) \) ensures normalization. Thus,

\[ \langle Q_{\varphi_k} \rangle = \langle \langle C_k(x) \rangle \rangle_{x \in M(\epsilon)} = \frac{\langle r_k(x)G_x(\epsilon_k) \rangle_{x \in M(\epsilon)}}{\nu(\epsilon_k)M(x)} \approx \frac{\langle r_k(x)G_x(\epsilon_k) \rangle_{x \in M(\epsilon)}}{\nu(\epsilon_k)} = \frac{\langle r_k(\epsilon) \rangle \langle G_x(\epsilon_k) \rangle_{x \in M(\epsilon)}}{\nu(\epsilon_k)\sum_l \langle r_l(\epsilon) \rangle \langle G_x(\epsilon_l) \rangle_{x \in M(\epsilon)} / \nu(\epsilon_l)}. \]

The average \( \langle r_k(\epsilon) \rangle \) actually does not depend on \( l \), so it cancels \( \langle r_k(\epsilon) \rangle \). Furthermore, we may approximate the sum \( \sum_l \) by the integral \( \int d\epsilon' \nu(\epsilon') \cdot \), so due to normalization

\[ \sum_l \frac{\langle G_x(\epsilon_l) \rangle_{x \in M(\epsilon)}}{\nu(\epsilon_l)} = \int d\epsilon' \langle G_x(\epsilon') \rangle_{x \in M(\epsilon)} = \langle \int d\epsilon' \nu(\epsilon') \rangle_{x \in M(\epsilon)} = \langle 1 \rangle_{x \in M(\epsilon)} = 1. \]

Thus, the average

\[ \langle Q_{\varphi_k} \rangle = \langle \langle C_k(x) \rangle \rangle_{x \in M(\epsilon)} \approx \frac{\langle G_x(\epsilon_k) \rangle_{x \in M(\epsilon)}}{\nu(\epsilon_k)}, \]

is independent of the distribution of \( r_k \). Finally, using the fact that \( G_x \) is a Gaussian we obtain Eq. \( 25 \).

Appendix C: Energy Standard Deviation of Coherent States

The variance of the quantum Hamiltonian \( \hat{H}_D \) [see Eq. \( 1 \)], under the tensor product of Glauber-Bloch coherent states \( |x\rangle = |q, p \rangle \otimes |Q, P \rangle \) [see Eq. \( 1 \)] is given by \cite{41}

\[ \sigma_x^2 = \frac{1}{\bar{\epsilon}^2} \left[ \langle \langle |x| \hat{H}_D |x \rangle \rangle - 
\langle \langle |x| \hat{H}_D |x \rangle \rangle \right]^2 = \frac{1}{\bar{\epsilon}^2} \left[ \Omega_1(x) + \Omega_2(x) \right]. \]

The terms \( \Omega_1(x) \) and \( \Omega_2(x) \) are given explicitly by

\[ \Omega_1(x) = j \left\{ \frac{\omega^2}{2} \left( q^2 + p^2 \right) + \frac{\omega_0^2}{2} \left( Q^2 + P^2 \right) A^2(Q, P) + 2 \gamma^2 \frac{q^2}{\gamma^2} \Omega_2(x) + Q^2 A^2(Q, P) \right\}, \]

\[ \Omega_2(x) = \gamma^2 \left[ P^2 A^2(Q, P) + \left( 1 - Q^2 + P^2 \right)^2 \right], \]

with \( A(Q, P) = \sqrt{1 - Q^2 + P^2} \).

Appendix D: Dimensionalities for Ensembles with Rectangular and Gaussian Profiles

1. Dimensionality for a Rectangular Energy Profile

From Eq. \( 24 \) and Eq. \( 24 \) for \( \langle Q_{\varphi_k} \rangle_\epsilon \), and considering the rectangular energy profile \( \rho_\epsilon^R(\epsilon) \) of Eq. \( 31 \), we obtain

\[ D(\epsilon, \rho_\epsilon^R) = \left\{ \sum_{k \in \mathcal{K}} \frac{\exp\left(-\frac{(\epsilon - \bar{\epsilon})^2}{2\sigma_x^2}\right)}{2\sqrt{3}\nu(\epsilon_k)\sqrt{2\pi}\sigma_x} \right\}^{-1} \]

\[ \times \left\{ \sum_{k \in \mathcal{K}} \frac{\exp\left(-\frac{(\epsilon - \bar{\epsilon})^2}{2\sigma_x^2}\right)}{2\sqrt{3}\nu(\epsilon_k)\sqrt{2\pi}\sigma_x} \right\}^{-1} \]

\[ \approx \frac{1}{\pi} \sum_{k \in \mathcal{K}} \frac{\exp\left(-\frac{(\epsilon - \bar{\epsilon})^2}{2\sigma_x^2}\right)}{2\sqrt{3}\nu(\epsilon_k)\sqrt{2\pi}\sigma_x}, \]

where in the second line we used \( |\mathcal{K}| \approx 2\sqrt{3}\nu(\epsilon)\sigma_x \). Evaluating the density of states at the center of the rectangular profile \( \nu(\epsilon) \), we obtain Eq. \( 39 \). On the other hand, if we approximate the sum \( \sum_k \) by the integral \( \int_{\epsilon}^{\epsilon + 2\sigma_x} d\epsilon' \nu(\epsilon') \cdot \), we obtain the following simplified expression for the dimensionality

\[ D(\epsilon, \rho_\epsilon^R) = \left\{ \int_{\epsilon - \sigma_x}^{\epsilon + \sigma_x} d\epsilon' \nu(\epsilon') \exp\left(-\frac{(\epsilon' - \bar{\epsilon})^2}{2\sigma_x^2}\right) \right\}^{-1}, \]

\[ \times \int_{\epsilon - \sigma_x}^{\epsilon + \sigma_x} d\epsilon' \nu(\epsilon') \exp\left(-\frac{(\epsilon' - \bar{\epsilon})^2}{2\sigma_x^2}\right), \]

which gives Eq. \( 32 \) when the density of states is evaluated in the center of the rectangular profile \( \nu(\epsilon) \).

It is straightforward to analyze the limiting behaviors of Eq. \( 32 \). For \( \sigma_x \gg \sigma_x \) the error function is \( \mathrm{erf}(x) \approx 1 \).
and the average over the classical energy shell is also 1. In the opposite limit, if $\sigma_c \ll \bar{\sigma}_c$, the error function is approximated by $\text{erf}(x) \approx 2x/\sqrt{\pi}$. These two limits lead to Eq. (33).

2. Dimensionality for a Gaussian Energy Profile

A similar procedure can be applied to the Gaussian energy profile, $\rho_R^\sigma(\epsilon)$ given by Eq. (34). From Eqs. (24) and (25), we obtain

$$D(\epsilon, \rho_R^\sigma) = \left( \int_{-\infty}^{+\infty} d\epsilon' \frac{\exp\left[ -\frac{(\epsilon' - \epsilon)^2}{2} \left( \frac{\sigma_g^2 + \sigma_x^2}{\sigma_g^2 + \sigma_x^2} \right) \right]}{2\pi \sqrt{\nu(\epsilon')\sigma_g\sigma_x}} \right)^{-1} \quad \text{for} \quad \epsilon \in \mathcal{M}(\epsilon).$$

By evaluating the density of states at the center of the Gaussian profile $\nu(\epsilon)$ and performing the Gaussian integral we obtain Eq. (35). Moreover, the limiting behaviors of Eq. (35) can be obtained in a similar way to the rectangular case. For $\sigma_g \gg \bar{\sigma}_c$ we use the approximation $(1 + x^2)^{-1/2} \approx 1$, and for $\sigma_g \ll \bar{\sigma}_c$ we use $(1 + x^2)^{-1/2} \approx x^{-1}$. These two limiting behaviors lead to Eq. (36).
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