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The main theme of this thesis is the development of computational methods for classes of infinite-dimensional optimization problems arising in optimal control and information theory. The first part of the thesis is concerned with the optimal control of discrete-time continuous space Markov decision processes (MDP). The second part is centred around two fundamental problems in information theory that can be expressed as optimization problems: the channel capacity problem as well as the entropy maximization subject to moment constraints.

Solutions to the optimal control of MDPs traditionally are characterized by means of dynamic programming, that is broadly applicable but suffers from an exponential computational growth with the problem dimension. In addition, it is oftentimes impossible to obtain an explicit solution of such MDPs, which motivates the task of finding tractable approximations leading to explicit solutions. Such approximation schemes are the core of a methodology known as approximate dynamic programming (ADP). We focus on the so-called linear programming approach to MDPs; in particular we develop an approximation bridge from the infinite-dimensional LP to tractable finite convex programs in which the performance of the approximation is quantified explicitly. The first stage of our proposed approximation scheme provides an explicit error bound from the infinite LP to its semi-infinite approximation and as a key feature introduces an additional norm constraint that effectively acts as a regularizer. For the second step, we offer two approaches that both provide explicit bounds on the approximation error. One is based on randomized algorithms and the other on fast gradient methods in the spirit of Nesterov.

The channel capacity, describing the ultimate limit of reliable communication can be represented by an optimization problem that is difficult to evaluate analytically or numerically for most channels of interest, which motivates the task of finding tractable approximations leading to explicit solutions. We present a novel iterative method for approximately computing the capacity of discrete memoryless channels, possibly under additional constraints on the input distribution. Based on duality of convex programming, we derive explicit upper and lower bounds for the capacity. The presented method requires $O(M^2N\sqrt{\log N}/\varepsilon)$ to provide an estimate of the capacity to within $\varepsilon$, where $N$ and $M$ denote the input and output alphabet size; a single iteration has a complexity $O(MN)$. We also show how to approximately compute the capacity of memoryless channels having a bounded continuous input alphabet and a countable output alphabet under some mild assumptions on the decay rate of the channel’s tail. It is shown that
discrete-time Poisson channels fall into this problem class.

Finally this thesis presents a novel numerical approximation scheme to minimize the relative entropy subject to noisy moment constraints. This is a generalization of the maximum entropy estimation problem and appears in various applications ranging from Machine Learning to Physics and is a key object in first part of this thesis. Our emphasis is on the provable efficiency of the approximation scheme, and in particular we derive explicit bounds on the approximation error.
Diese Dissertation befasst sich mit der numerischen Berechnung einer Klasse unendlich-dimensionaler Optimierungsprobleme, die sowohl in der Regelungstechnik als auch in der Informationstheorie auftauchen. Der erste Teil behandelt die optimale Steuerung von zeitdiskreten Markov-Entscheidungsproblemen (MDP) auf kontinuierlichen Räumen. Im zweiten Teil untersuchen wir zwei fundamentale Probleme der Informationstheorie, die als Optimierungsprobleme repräsentiert werden können: das Kanalkapazitäts-Problem und die Berechnung einer Verteilung mit gegebenen Momenten welche die Entropie maximiert.

Traditionellerweise werden die Lösungen solcher MDPs durch dynamische Programmierung charakterisiert, wobei wobei die Komplexität exponentiell mit der Problemgröße anwächst. Diese Lösungen haben im Allgemeinen keine geschlossene Form und müssen daher in einer möglichst effizienten und exakten Art und Weise numerisch approximiert werden. Solche Approximationsmethoden begründen das Gebiet der approximativen dynamischen Programmierung (ADP). Wir befassen uns mit der Formulierung von MDPs als lineare Programme (LP). Insbesondere entwickeln wir eine Approximation von unendlich-dimensionalen LPs hin zu endlich-dimensionalen konvexen Optimierungsproblemen, wobei der Approximationsfehler explizit quantifiziert wird. Diese Approximation besteht aus zwei Teilen: Im ersten Teil wird das unendlich-dimensionale LP durch ein semi-unendliches konvexes Programm approximiert, wobei wir einen neuen Regularisierungsterm einführen. Im zweiten Teil entwickeln wir zwei Methoden mit expliziten Fehlerschranken. Eine basiert auf randomisierten Algorithmen und die andere auf schnellen Gradienten Verfahren.

Die höchste Rate mit der Information asymptotisch fehlerfrei über einen fehlerhaften Kanal übertragen werden kann wird durch die Kanalkapazität beschrieben. Diese wiederum kann als konvexes Optimierungsproblem ausgedrückt werden. Für die meisten Kanäle ist diese Optimierung jedoch schwierig analytisch zu lösen, warum man an approximativen Lösungen interessiert ist, welche in effizienter Weise gefunden werden können. Wir stellen eine neue iterative Methode vor um die Kanalkapazität zu berechnen, welche zusätzliche Bedingungen an die Eingangsverteilung berücksichtigen kann. Basierend auf der Dualität der konvexen Optimierung leiten wir obere und untere Schranken für die Kanalkapazität her. Die Methode hat eine Komplexität von $O(M^2 N \sqrt{\log N/\varepsilon})$ Iterationen um eine $\varepsilon$-genaue Approximation der Kapazität zu berechnen, wobei $N$ und $M$ die Größe des Eingangs- resp. Ausgangsalphabets sind; jede Iteration hat die Komplexität
$O(MN)$. Des Weiteren zeigen wir wie man die Kapazität eines gedächtnislosen Kanals mit einem beschränkten kontinuierlichen Eingangsalphabet und einem abzählbaren Ausgangsalphabet approximiert unter schwachen Annahmen an die Abfallrate des Kanalendes. Diese Annahmen sind beispielsweise erfüllt für den zeitdiskreten Poisson-Kanal, dessen Kapazität wir berechnen.

Der letzte Teil beschäftigt sich mit der numerischen Minimierung der relativen Entropie unter gegebenen (möglicherweise verrauschten) Moment Bedingungen. Dies ist eine Verallgemeinerung des Maximierungsproblems der Entropie unter gegebenen Momenten — ein Problem welches zahlreiche Anwendungen im maschinellen Lernen, der Physik oder auch im ersten Teil dieser Arbeit hat. Unser Schwerpunkt liegt wiederum auf der beweisbaren Effizienz der Methode sowie auf expliziten Schranken des Approximationsfehlers.
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Mathematical optimization problems arise in many settings, ranging from the control of heating systems to managing entire economies. An amazing variety of practical problems involving decision making (or system design, analysis, and operation) can be cast in the form of a mathematical optimization problem. In general these optimization problems, however, are surprisingly difficult to solve and approaches to the general problem therefore involve some kind of compromise, such as very long computation time, or the possibility of not finding the solution and relying to some level of approximate solution. There are, however, some important exceptions to the general rule that most optimization problems are difficult to solve.

Two disciplines of engineering that naturally deal with mathematical optimization problems are automatic control and optimal decision making as well as information theory. This thesis mainly addresses classes of optimization problems from these two disciplines, namely the optimal control of discrete-time continuous space Markov decision processes (MDP), the channel capacity problem as well as the entropy maximization subject to moment constraints.

The first part of the thesis is concerned with a class of discrete-time, stochastic control systems, MDPs. Solutions to these problems traditionally are characterized by means of dynamic programming (DP), that is broadly applicable but suffers from two so-called curses (that were already pointed out by Bellman): the curse of dimensionality, i.e., the exponential computational growth with the problem dimension and the curse of modelling, i.e., the fact that DP methods require an explicit system model. As a consequence of the first curse, it is oftentimes impossible to obtain an explicit solution of such MDPs, which motivates the task of finding tractable approximations leading to explicit solutions. Such approximation schemes are the core of a methodology known as approximate dynamic programming (ADP) that is equipped with a substantial body of literature. The second curse traditionally is addressed by using data drawn from the system model that is unknown, which refers to the widely studied fields of neural networks or reinforcement learning. Finally, the combination of the two methods has been settled with the term neuro-dynamic programming in the 1990s and since then it
remains an active field of research with a corresponding literature that is rapidly growing, additionally driven by technological advancements over the last years that have led to an unprecedented increase in the availability of computational resources. Here, we focus on the so-called linear programming approach to MDPs and more specifically, we leverage recent breakthroughs in the area of sample-based optimization (the ”scenario approach”, [CC06, CG08, Cal10]) in combination with parametric approximate representation of the cost-to-go function to efficiently compute solutions to MDPs defined on continuous spaces. More details regarding this part and its contribution is provided in Section 1.1.1.

The second part of the thesis studies optimization problems arising from an information theoretic perspective, namely the channel capacity problem and the maximum entropy estimation problem. In his famous 1948 paper ”A Mathematical Theory of Communication” Claude E. Shannon derives the ultimate limit of reliable communication - the channel capacity - and gives a general expression of this limit as a function of the conditional probability distribution describing the channel. This expression, however, involves an optimization that is difficult to evaluate analytically or numerically for most channels of interest, which motivates the task of finding tractable approximations leading to explicit solutions. Another, somewhat related class of optimization problems investigated in this thesis are the entropy maximization problems, subject to finitely many moment constraints. The details regarding this second part can be found in Section 1.1.2.

## 1.1 Outline and contributions

Here we outline the organization and contributions of the thesis:

### 1.1.1 Part I: Approximate Dynamic Programming

Part I is motivated by the optimal control of a class of discrete-time MDPs on continuous compact state and action spaces. This problems are equipped with a mature theoretical framework [BS78, HLL96, HLL99], its numerical computation, however, remains challenging. The first part of this thesis contributes in this direction.

#### A. Linear programming in infinite-dimensional spaces

Chapter 2 explains how a wide range of optimal control problems involving MDPs can be equivalently expressed as static optimization problems over a closed convex set of measures, more specifically, as infinite-dimensional linear programming problems [Man60, HLL96, HLL99, HLL02]. This LP reformulation is particularly appealing for dealing with unconventional settings involving additional constraints [HLGHL03, BB08], secondary costs [DPR14] and information-theoretic considerations [SRM16], where tradi-
tional dynamic programming techniques are not applicable. In addition, the infinite LP
reformulation allows one to leverage the developments in the optimization literature, in
particular convex approximation techniques, to develop approximation schemes for MDP
problems.

Section 2.2 introduces the general setting for the infinite-dimensional linear program-
ming problems considered in this thesis. In Section 2.3, we formally define the Markov
control model considered and recall some standard definitions. Then, we review and
introduce the LP approach to a particular class of discrete-time MDPs.

B. Approximation of infinite-dimensional LPs

Chapter 3 represents the main contribution of the first part of this thesis. Under suitable
assumptions, we develop an approximation bridge from the infinite-dimensional LP (as
introduced in Chapter 2) to tractable finite convex programs in which the performance of
the approximation is quantified explicitly. The first stage of our proposed approximation
scheme provides an explicit error bound from the infinite LP to its semi-infinite approx-
imation and basically uses perturbation analysis and duality of convex optimization.
For the second step, we offer two approaches that both provide explicit bounds on the
approximation error. One is based on randomized algorithms motivated by [MESL15]
(Section 3.3) and the other on fast gradient methods in the spirit of [Nes05] (Section 3.4).
A combination of the two approaches for the second step provides an a posteriori error
bound that in practice often is much smaller than the a priori error bounds (Section 3.5).

C. Approximation of MDPs

In Chapter 4 we apply and simplify the approximation scheme developed in the previous
chapter to the class of infinite-dimensional LPs that arise from discrete-time MDP as
introduced in Section 2.3, which is the content of Sections 1.2, 4.3 and 4.4. The applica-
bility of the theoretical results is demonstrated through a constrained linear quadratic
optimal control problem and a fisheries management problem in Section 4.5. The ap-
proximation method is generalized to the case where the transition kernel of the Markov
process is unknown and has to be inferred from data, in Section 4.6.

1.1.2 Part II: Information theoretic problems

Part II is concerned with two convex optimization problems that are fundamental in
information theory: the channel capacity problem as well as the entropy maximization
problem [CT06]. Both problems can be cast as infinite-dimensional convex programs
that in general do not admit an explicit solution and as such one is interested in finding
tractable approximations leading to approximate solutions.
A. Channel capacity approximation

Chapter 5 presents a novel iterative method for approximately computing the capacity memoryless channels, possibly under additional constraints on the input distribution. The method is based on on duality of convex programming and recent developments in structured convex optimization \cite{Nes05} and provides explicit (prior and posterior) upper and lower bounds for the capacity. In the context of discrete memoryless channels, the presented method requires $O(M^2N\sqrt{\log N/\epsilon})$ to provide an estimate of the capacity to within $\epsilon$, where $N$ and $M$ denote the input and output alphabet size; a single iteration has a complexity $O(MN)$ and as such in particular (favourable) cases outperforms state-of-the-art approaches such as for example the celebrated Blahut-Arimoto Algorithm \cite{Bla72, Ari72}.

We also show how to approximately compute the capacity of memoryless channels having a bounded continuous input alphabet and a countable output alphabet under some mild assumptions on the decay rate of the channel’s tail. It is shown that discrete-time Poisson channels fall into this problem class. As an example, we compute sharp upper and lower bounds for the capacity of a discrete-time Poisson channel with a peak-power input constraint.

B. Entropy maximization

Chapter 6 presents a novel numerical approximation scheme to minimize the relative entropy subject to noisy moment constraints. This is a generalization of the so-called maximum entropy estimation problem and appears in various applications ranging from Machine Learning to Physics and in the context of this thesis appears as a key object in Part I as well as in Chapter 5. Our emphasis is on the provable efficiency of the approximation scheme, and in particular we derive explicit bounds on the approximation error; something, that to the best of our knowlege has not been available yet in the literature.

1.2 Publications
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Part I

Approximate Dynamic Programming
CHAPTER 2

Linear programming in infinite-dimensional spaces

In this chapter, in Section 2.2, we formally introduce a class of infinite-dimensional linear programming problems, for which an approximation scheme is developed in Chapter 3, that can be seen as the main contribution in Part I of this thesis. A motivation for this treatment is presented (and will be carried through in Chapter 4) in Section 2.3, namely the control of discrete-time MDP and their LP characterization. Using standard results in the literature we embed these MDP in the more general framework of infinite LPs.

2.1 Introduction

Linear programming (LP) problems in infinite-dimensional spaces appear in various areas as for example engineering, economics, operations research and probability theory [Lue69, AN87, Las09]. Infinite LPs offer remarkable modeling power, subsuming general finite-dimensional optimization problems and the generalized moment problem as special cases. They are, however, often computationally intractable, motivating the study of approximations schemes.

A particularly rich class of problems that can be modeled as infinite LPs involves Markov decision processes (MDP) and their optimal control. More often than not, it is impossible to obtain explicit solutions to MDP problems, making it necessary to resort to approximation techniques. Such approximations are the core of a methodology known as approximate dynamic programming (ADP) [BT96, VR02, Ber12]. Interestingly, a wide range of optimal control problems involving MDPs can be equivalently expressed as static optimization problems over a closed convex set of measures, more specifically, as infinite LPs [Man60, HLL96, HLL99, HLL02]. This LP reformulation is particularly appealing for dealing with unconventional settings involving additional constraints [HLGHLM03, BB08], secondary costs [DPR14], information-theoretic considerations [SRM16], and reachability problems [KSS+13, MCL16a]. In addition, the infinite LP reformulation allows one to leverage the developments in the optimization literature,
in particular convex approximation techniques, to develop approximation schemes for MDP problems. This will also be the perspective adopted in the first part of this thesis.

Historically, the LP formulation of MDPs is almost as old as the dynamic programming approach \[Bel54\] and was derived in the pioneering work \[Man60\]. It was later extended to the so-called convex analytical approach to optimal control problems \[Bor88, Bor02\]. In the setting of uncountable spaces, the underlying LPs are infinite-dimensional and computationally intractable in general and the study of approximation schemes for such infinite LPs, which is the content of Chapters 3 and 4 is mainly unexplored in the literature so far.

### 2.2 Infinite-dimensional LPs

We introduce the general setting for the infinite-dimensional linear programming problems considered in this thesis. A more detailed exposition of this material can be found in \[AN87\].

**Definition 2.2.1** (Dual pair). The triple \((X, C, \|\cdot\|)\) is called a dual pair of normed vector spaces if

- \(X\) and \(C\) are vector spaces;
- \(\langle \cdot, \cdot \rangle\) is a bilinear form on \(X \times C\) that “separates points”, i.e.,
  - for each nonzero \(x \in X\) there is some \(c \in C\) such that \(\langle x, c \rangle \neq 0\),
  - for each nonzero \(c \in C\) there is some \(x \in X\) such that \(\langle x, c \rangle \neq 0\);
- \(X\) is equipped with the norm \(\|\cdot\|\), which together with the bilinear form induces a dual norm on \(C\) defined through
  \[
  \|c\|_* := \sup_{\|x\| \leq 1} \langle x, c \rangle.
  \]

The norm in the vector spaces is used as a means to quantify the performance of the approximation schemes. In particular, we emphasize that the vector spaces are not necessarily complete with respect to these norms.

Let \((B, Y, \|\cdot\|)\) be another dual pair of normed vector spaces. As there is no danger of confusion, we use the same notation for the potentially different norm and bilinear form for each pair. Let \(A : X \to B\) be a linear operator, and \(K\) be a convex cone in \(B\). Given the fixed elements \(c \in C\) and \(b \in B\), we define a linear program, hereafter called the *primal* program \([P]\), as

\[
J := \left\{ \begin{array}{l}
\inf_{x \in \mathbb{X}} \langle x, c \rangle \\
s. t. \quad Ax \succeq_K b,
\end{array} \right. \quad ([P])
\]
where the conic inequality $Ax \succeq_K b$ is understood in the sense of $Ax - b \in K$. Throughout this study we assume that the program $\mathcal{P}$ has an optimizer (i.e., the infimum is indeed a minimum), the cone $K$ is closed and the operator $A$ is continuous where the corresponding topology is the weakest in which the topological duals of $X$ and $B$ are $C$ and $Y$, respectively. Let $A^* : Y \to C$ be the adjoint operator of $A$ defined by

$$\langle Ax, y \rangle = \langle x, A^* y \rangle, \quad \forall x \in X, \quad \forall y \in Y.$$ 

Recall that if $A$ is weakly continuous, then the adjoint operator $A^*$ is well defined as its image is a subset of $C$ [HLL99, Proposition 12.2.5]. The dual program of $\mathcal{P}$ is denoted by $\mathcal{D}$ and is given by

$$\tilde{J} := \left\{ \begin{array}{l}
\sup_{y \in Y} \langle b, y \rangle \\
\text{s. t. } A^* y = c \\
y \in K^*,
\end{array} \right\} \quad (\mathcal{D})$$

where $K^*$ is the dual cone of $K$ defined as $K^* := \{ y \in Y : \langle b, y \rangle \geq 0, \forall b \in K \}$. It is not hard to see that weak duality holds, as

$$J = \inf \sup_{x \in X} \langle x, c \rangle - \langle Ax - b, y \rangle \geq \sup \inf_{y \in K^*} \langle x, c \rangle - \langle Ax - b, y \rangle = \tilde{J}.$$ 

An interesting question is when the above assertion holds as an equality. This is known as zero duality gap, also referred to as strong duality particularly when both $\mathcal{P}$ and $\mathcal{D}$ admit an optimizer [AN87, p. 52]. Our study is not directly concerned with conditions under which strong duality between $\mathcal{P}$ and $\mathcal{D}$ holds; see [AN87, Section 3.6] for a comprehensive discussion of such conditions. The programs $\mathcal{P}$ and $\mathcal{D}$ are assumed to be infinite, in the sense that the dimensions of the decision spaces ($X$ in $\mathcal{P}$ and $Y$ in $\mathcal{D}$) as well as the number of constraints are both infinite.

### 2.3 Linear programming approach to MDPs

We briefly recall some standard definitions and refer interested readers to [HLL96, HLGHL03, ABFG+93] for further details. Consider a Markov control model $(S, A, \{A(s) : s \in S\}, Q, \psi)$, where $S$ (resp. $A$) is a metric space called the state space (resp. action space) and for each $s \in S$ the measurable set $A(s) \subseteq A$ denotes the set of feasible actions when the system is in state $s \in S$. The transition law is a stochastic kernel $Q$ on $S$ given the feasible state-action pairs in $K := \{ (s, a) : s \in S, a \in A(s) \}$. A stochastic kernel acts on real valued measurable functions $u$ from the left as

$$Qu(s, a) := \int_S u(s')Q(ds'|s, a), \quad \forall (s, a) \in K,$$
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and on probability measures $\mu$ on $K$ from the right as

$$\mu Q(B) := \int_K Q(B|s,a)\mu(d(s,a)), \quad \forall B \in \mathcal{B}(S),$$

where $\mathcal{B}(S)$ denotes the Borel $\sigma$-algebra on $S$. Finally $\psi : K \rightarrow \mathbb{R}_+$ denotes a measurable function called the one-stage cost function. The admissible history spaces are defined recursively as $H_0 := S$ and $H_t := H_{t-1} \times K$ for $t \in \mathbb{N}$ and the canonical sample space is defined as $\Omega := (S \times A)_{\infty}$. All random variables will be defined on the measurable space $(\Omega, \mathcal{G})$ where $\mathcal{G}$ denotes the corresponding product $\sigma$-algebra. A generic element $\omega \in \Omega$ is of the form $\omega = (s_0, a_0, s_1, a_1, \ldots)$, where $s_i \in S$ are the states and $a_i \in A$ the action variables. An admissible policy is a sequence $\pi = (\pi_t)_{t \in \mathbb{N}_0}$ of stochastic kernels $\pi_t$ on $A$ given $h_t \in H_t$, satisfying the constraints $\pi_t(A(s_t)|h_t) = 1$. The set of admissible policies will be denoted by $\Pi$. Given a probability measure $\nu \in \mathcal{P}(S)$ and policy $\pi \in \Pi$, by the Ionescu Tulcea theorem [BS78, p. 140-141] there exists a unique probability measure $\mathbb{P}_\pi^\nu$ on $(\Omega, \mathcal{G})$ such that for all measurable sets $B \subset S$, $C \subset A$, $h_t \in H_t$, and $t \in \mathbb{N}_0$

$$\mathbb{P}_\pi^\nu(s_0 \in B) = \nu(B)$$

$$\mathbb{P}_\pi^\nu(a_t \in C|h_t) = \pi_t(C|h_t)$$

$$\mathbb{P}_\pi^\nu(s_{t+1} \in B|h_t, a_t) = Q(B|s_t, a_t).$$

The expectation operator with respect to $\mathbb{P}_\pi^\nu$ is denoted by $\mathbb{E}_\pi^\nu$. The stochastic process $(\Omega, \mathcal{G}, \mathbb{P}_\pi^\nu, (s_t)_{t \in \mathbb{N}_0})$ is called a discrete-time MDP. For most of this thesis we consider optimal control problems where the aim is to minimise a long term average cost (AC) over the set of admissible policies and initial state measures. We definite the optimal value of the optimal control problem by

$$J^{AC} := \inf_{(\pi, \nu) \in \Pi \times \mathcal{P}(S)} \limsup_{T \rightarrow \infty} \frac{1}{T} \mathbb{E}_\pi^\nu \left[ \sum_{t=0}^{T-1} \psi(s_t, a_t) \right]. \quad (2.1)$$

We emphasize, however, that the results also apply to other performance objective, including the long-run discounted cost problem as shown in Section 4.7.

The problem in (2.1) admits an alternative LP characterization under some mild assumptions.

Assumption 2.3.1 (Control model). We stipulate that

(i) the set of feasible state-action pairs is the unit hypercube $K = [0, 1]^{\dim(S \times A)}$;

(ii) the transition law $Q$ is Lipschitz continuous, i.e., there exists $L_Q > 0$ such that for all $k, k' \in K$ and all continuous functions $u$

$$|Q u(k) - Q u(k')| \leq L_Q \|u\|_{\infty} \|k - k'\|_{\ell_\infty};$$

(iii) the cost function $\psi$ is non-negative and Lipschitz continuous on $K$ with respect to the $\ell_\infty$-norm.
2.3 Linear programming approach to MDPs

Assumption 2.3.1(i) may seem restrictive, however, essentially it simply requires that the state-action set $K$ is compact. We refer the reader to Example 4.5.2 where a non-rectangular $K$ is transferred to a hypercube, and to [HLL99, Chapter 12.3] for further information about the LP characterization in more general settings.

**Theorem 2.3.2** (LP characterization [DPR15, Proposition 2.4]). Under Assumption 2.3.1,

$$-J^{AC} = \begin{cases} \inf_{\rho, u} & -\rho \\ \text{s.t.} & \rho + u(s) - Qu(s,a) \leq \psi(s,a), \forall (s,a) \in K \\ & \rho \in \mathbb{R}, \quad u \in \mathcal{L}(S). \end{cases}$$  \hspace{1cm} (2.2)

The LP (2.2) can be expressed as \(\mathcal{P}\), i.e., in the standard conic form \(\inf_{x \in \mathcal{X}} \{\langle x, c \rangle : A x - b \in \mathbb{K}\}\) by introducing

\[
\begin{align*}
\mathcal{X} &= \mathbb{R} \times \mathcal{L}(S) \\
x &= (\rho, u) \in \mathcal{X} \\
c &= (c_1, c_2) = (-1, 0) \in \mathbb{R} \times \mathcal{M}(S) \\
b(s,a) &= -\psi(s,a) \\
\langle x, c \rangle &= c_1 \rho + \int_S u(s) c_2(ds) \\
A x(s,a) &= -\rho - u(s) + Qu(s,a) \\
\mathbb{K} &= \mathcal{L}_+(K),
\end{align*}
\]

where \(\mathcal{M}(S)\) is the set of finite signed measures supported on \(S\), and \(\mathcal{L}_+(K)\) is the cone of Lipschitz functions taking non-negative values. It should be noted that the choice of the positive cone \(\mathbb{K} = \mathcal{L}_+(K)\) is justified since, thanks to Assumption 2.3.1(ii), the linear operator \(A\) maps the elements of \(\mathcal{X}\) into \(\mathcal{L}(K)\).

**Remark 2.3.3** (Constrained MDP). The LP characterization of MDP naturally allows us to incorporate constraints in the form of

$$\limsup_{T \to \infty} \frac{1}{T} \mathbb{E}_\nu \left[ \sum_{t=0}^{T-1} d_i(s_t, a_t) \right] \leq \ell_i, \quad \forall i \in \{1, \cdots, I\},$$

where the functions \(d_i : K \to \mathbb{R}\) and constants \(\ell_i\) reflect our desired specifications. To this end, it suffices to introduce auxiliary decision variables \(\beta_i \in \mathbb{R}_+\), and in (2.2) replace \(\rho\) in the objective with \(\rho - \sum_{i=1}^{I} \beta_i \ell_i\) and in the constraint with \(\rho - \sum_{i=1}^{I} \beta_i d_i\), see [HLGHLM03, Theorem 5.2].

Our aim is to derive an approximation scheme for a class of such infinite-dimensional LPs, including problems of the form (2.2), that comes with an explicit bound on the approximation error.
Approximation of infinite-dimensional LPs

In this chapter, we present an approximation scheme for a class of infinite-dimensional linear programs $P$ as formally introduced in Section 2.2. The scheme basically consists of two approximation steps: first the infinite LP $P$ is reduced to a semi-infinite (or robust) LP, that is the content of Section 3.2. Then, the semi-infinite LP is approximated by means of a finite-dimensional convex program, for which we present two complementary approaches, one based on randomized sampling methods (Section 3.3) and another based on accelerated first-order methods (Section 3.4). The two-step process is finally combined in Section 3.5 and establishes a link from the original infinite LP to finite-dimensional convex counterparts.

3.1 Introduction

Approximation schemes to tackle infinite LPs, as introduced in Section 2.2, have historically been developed for particular classes of problems, e.g., the general capacity problem [LW92], the generalized moment problem in a polynomial setting [Las09] or the LP approach to MDPs, in the setting described in Section 2.3 [DPR13, DPR15]. An exception is the paper by Hernandez-Lerma and Lasserre [HLL98], where an approximation scheme for general linear programs is proposed. The main difficulty in practically using this scheme, however, is that the convergence proof is an existence proof but is not constructive. Furthermore, there are no explicit error bounds available.

To date, to the best of our knowledge, there are no results in the literature regarding approximation schemes for general linear programs on infinite dimensional spaces that are applicable in practice and that provide explicit error estimates. This chapter, that can be seen as the main contribution of the Part I of this thesis, fills this gap by investigating an approximation scheme that involves a restriction of the decision variables from an infinite dimensional space to a finite dimensional subspace, followed by the approximation of the infinite number of constraints by a finite subset; we develop two complementary methods for performing the latter step. The structure of this section is illustrated in Figure 3.1, where the contributions are summarized as follows:
• We introduce a subclass of infinite LPs whose regularized semi-infinite restriction enjoys analytical bounds for both primal and dual optimizers (Proposition 3.2.2).

• We derive an explicit error bound between the original infinite LP and the regularized semi-infinite counterpart, providing insights on the impact of the underlying norm structure as well as on how the choice of basis functions contributes to the approximation error (Theorem 3.2.3, Corollary 3.2.5).

• We adopt recent developments from the randomized optimization literature to propose a finite convex program whose solution enjoys a priori probabilistic performance bounds (Theorem 3.3.4). We extend the existing results to offer also an a posteriori bound under a generic underlying norm structure.

• In parallel to the randomized approach, we also utilize recent developments in the structural convex optimization literature to propose an iterative algorithm for approximating the semi-infinite program. For this purpose, we extend the setting to incorporate unbounded prox-terms with a certain growth rate (Theorem 3.4.3).
3.2 Semi-infinite approximation

Consider a family of linearly independent elements \( \{x_n\}_{n \in \mathbb{N}} \subset \mathbb{X} \), and let \( \mathbb{X}_n \) be the finite dimensional subspace generated by the first \( n \) elements \( \{x_i\}_{i \leq n} \). Without loss of generality, we assume that \( x_i \) are normalized, i.e., \( \|x_i\| = 1 \). Restricting the decision space \( \mathbb{X} \) of \( \mathcal{P} \) to \( \mathbb{X}_n \), along with an additional norm constraint, yields the program

\[
J_n := \inf_{\alpha \in \mathbb{R}^n} \sum_{i=1}^{n} \alpha_i\langle x_i, c \rangle \\
\text{s.t.} \quad \sum_{i=1}^{n} \alpha_i A x_i \geq_{\mathbb{K}} b \\
\|\alpha\|_{\mathbb{R}} \leq \theta_\mathcal{P}
\] (3.1)

where \( \|\cdot\|_{\mathbb{R}} \) is a given norm on \( \mathbb{R}^n \) and \( \theta_\mathcal{P} \) determines the size of the feasible set. In the spirit of dual-paired normed vector spaces, one can approximate \((\mathbb{X}, \mathbb{C}, \|\cdot\|)\) by the finite dimensional counterpart \((\mathbb{R}^n, \mathbb{R}^n, \|\cdot\|_{\mathbb{R}})\) where the bilinear form is the standard inner product. In this view, the linear operator \( A : \mathbb{X} \to \mathbb{B} \) may also be approximated by the linear operator \( A_n : \mathbb{R}^n \to \mathbb{B} \) with the respective adjoint \( A_n^* : \mathbb{Y} \to \mathbb{R}^n \) defined as

\[
A_n \alpha := \sum_{i=1}^{n} \alpha_i A x_i, \quad A_n^* y := [\langle A x_1, y \rangle, \cdots, \langle A x_n, y \rangle]^\top. \quad (3.2)
\]

It is straightforward to verify the definitions (3.2) by noting that \( \langle A_n \alpha, y \rangle = \alpha^\top A_n^* y \) for all \( \alpha \in \mathbb{R}^n \) and \( y \in \mathbb{Y} \). Defining the vector \( c := [\langle x_1, c \rangle, \cdots, \langle x_n, c \rangle]^\top \), we can rewrite the program (3.1) as

\[
J_n := \inf_{\alpha \in \mathbb{R}^n} \alpha^\top c \\
\text{s.t.} \quad A_n \alpha \geq_{\mathbb{K}} b \\
\|\alpha\|_{\mathbb{R}} \leq \theta_\mathcal{P}\quad (\mathcal{P}_n)
\]

We call \( \mathcal{P}_n \) a semi-infinite (or robust) program, as the decision variable is a finite dimensional vector \( \alpha \in \mathbb{R}^n \), but the number of constraints is still in general infinite due to the conic inequality. The additional constraint on the norm of \( \alpha \) in \( \mathcal{P}_n \) acts as a regularizer and is a key difference between the proposed approximation schemes and existing schemes in the literature. Methods for choosing the parameter \( \theta_\mathcal{P} \) will be discussed later in Remark 3.3.6.

Dualizing the conic inequality constraint in \( \mathcal{P}_n \) and using the dual norm definition leads to a dual counterpart

\[
\bar{J}_n := \sup_{y \in \mathbb{K}^*} \langle b, y \rangle - \theta_\mathcal{P} \|A_n^* y - c\|_{\mathbb{R}} \\
\text{s.t.} \quad y \in \mathbb{K}^*, \quad (\mathcal{D}_n)
\]

where \( \|\cdot\|_{\mathbb{R}} \) denotes the dual norm of \( \|\cdot\|_{\mathbb{R}} \). Note that setting \( \theta_\mathcal{P} = \infty \) effectively implies that the second term of the objective in \( \mathcal{D}_n \) introduces \( n \) hard constraints \( A_n^* y = c \).
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(ef. (3.2)). We study further the connection between $P_n$ and $D_n$ under the following regularity assumption:

**Assumption 3.2.1 (Semi-infinite regularity).** We stipulate that

(i) the program $P_n$ is feasible;

(ii) there exists a positive constant $\gamma$ such that $\|A_n^* y\|_{\mathbb{R}^*} \geq \gamma \|y\|_*$ for every $y \in \mathbb{R}^*$, and $\theta_P$ is large enough so that $\gamma \theta_P > \|b\|$.

Assumption 3.2.1(ii) is closely related to the condition

$$\inf_{y \in \mathbb{R}^*} \sup_{x \in X_n} \langle A x, y \rangle \|x\| \|y\|_* \geq \gamma,$$

that in the literature of numerical algorithms in infinite dimensional spaces, in particular the Galerkin discretization methods for partial differential equations, is often referred to as the “inf-sup” condition, see [EG04] for a comprehensive survey. To see this, note that for every $x \in X_n$ the definitions in (3.2) imply that

$$\langle A x, y \rangle = \langle A_n \alpha, y \rangle = \alpha^\top A_n^* y, \quad x = \sum_{i=1}^n \alpha_i x_i.$$

These conditions are in fact equivalent if the norm $\|\cdot\|_{\mathbb{R}}$ is induced by the original norm on $X$, i.e., $\|\alpha\|_{\mathbb{R}} := \| \sum_{i=1}^n \alpha_i x_i \|$. We note that $A_n^*$ maps an infinite dimensional space to a finite dimensional one, and as such Assumption 3.2.1(ii) effectively necessitates that the null-space of $A_n^*$ intersects the positive cone $\mathbb{R}^*$ only at 0. In the following we show that this regularity condition leads to a zero duality gap between $P_n$ and $D_n$, as well as an upper bound for the dual optimizers. The latter turns out to be a critical quantity for the performance bounds of this study.

**Proposition 3.2.2 (Duality gap & bounded dual optimizers).** Under Assumption 3.2.1(i), the duality gap between the programs $P_n$ and $D_n$ is zero, i.e., $J_n = \tilde{J}_n$. If in addition Assumption 3.2.1(ii) holds, then for any optimizer $y_n^*$ of the program $D_n$ and any lower bound $J_n^{LB} \leq J_n$ we have

$$\|y_n^*\|_* \leq \theta_D := \frac{\theta_P \|c\|_{\mathbb{R}^*} - J_n^{LB}}{\gamma \theta_P - \|b\|} \leq \frac{2 \theta_P \|c\|_{\mathbb{R}^*}}{\gamma \theta_P - \|b\|}. \quad (3.3)$$

**Proof.** Since the elements $\{x_i\}_{i \leq n}$ are linearly independent, the feasible set of the decision variable $\alpha$ in program $P_n$ is a bounded closed subset of a finite dimensional space, and hence compact. Thus, thanks to the feasibility Assumption 3.2.1(i) and compactness of the feasible set, the zero duality gap follows because

$$J_n = \inf_{\|\alpha\|_{\mathbb{R}} \leq \theta_P} \left\{ \alpha^\top c + \sup_{y \in \mathbb{R}^*} \langle b - A_n \alpha, y \rangle \right\} = \sup_{y \in \mathbb{R}^*} \inf_{\|\alpha\|_{\mathbb{R}} \leq \theta_P} \left\{ \langle b, y \rangle - \alpha^\top (A_n^* y - c) \right\} = \tilde{J}_n,$$
where the first equality holds by the definition of the dual cone $K^*$, and the second equality follows from Sion’s minimax theorem [Sio58 Theorem 4.2]. Thanks to the zero duality gap above, we have

$$J_{LB}^n \leq J_n = \langle b, y_n^* \rangle - \theta_P \|A_n^* y_n^* - c\|_{\mathcal{R}^*} \leq \langle b, y_n^* \rangle - \theta_P \|A_n^* y_n^*\|_{\mathcal{R}^*} + \theta_P \|c\|_{\mathcal{R}^*}.$$  

By Assumption 3.2.1(ii), we then have

$$J_n \leq \|b\| \|y_n^*\|_* - \gamma \theta_P \|y_n^*\|_* + \theta_P \|c\|_{\mathcal{R}^*} = \theta_P \|c\|_{\mathcal{R}^*} - (\gamma \theta_P - \|b\|) \|y_n^*\|_*,$$

which together with the simple lower bound $J_{LB}^n := -\theta_P \|c\|_{\mathcal{R}^*} \leq J_n$ concludes the proof. \hfill \Box

Proposition 3.2.2 effectively implies that in the program $P_n$ one can add a norm constraint $\|y\|_* \leq \theta_D$ without changing the optimal value. The parameter $\theta_D$ depends on $J_{LB}^n$, a lower bound for the optimal value of $J_n$. A simple choice for such a lower bound is $-\theta_P \|c\|_{\mathcal{R}^*}$, but in particular problem instances one may be able to obtain a less conservative bound. We validate the assertions of Proposition 3.2.2 for long-run average cost problems in Section 4.2 and for long-run discounted cost problems in Section 4.7.

Program $P_n$ is a restricted version of the original program $P$ (also called an inner approximation [HLL99 Definition 12.2.13]), and thus $J \leq J_n$. However, under Assumption 3.2.1 we show that the gap $J_n - J$ can be quantified explicitly. To this end, we consider the projection mapping $\Pi_{B_n}(x) := \arg \min_{x' \in B_n} \|x' - x\|$, the operator norm $\|A\| := \sup_{\|x\| \leq 1} \|Ax\|$, and define the set

$$B_n := \left\{ \sum_{i=1}^n \alpha_i x_i \in \mathbb{X}_n : \|\alpha\|_{\mathcal{R}^1} \leq \theta_P \right\}. \quad (3.4)$$

**Theorem 3.2.3 (Semi-infinite approximation).** Let $x^*$ and $y_n^*$ be optimizers for the programs $P$ and $P_n$, respectively, and let $r_n := x^* - \Pi_{B_n}(x^*)$ be the projection residual of the optimizer $x^*$ onto the set $B_n$ as defined in (3.4). Under Assumption 3.2.1(i) we have $0 \leq J_n - J \leq \langle r_n, A^* y_n^* - c \rangle$ where $J_n$ and $J$ are the optimal value of the programs $P_n$ and $P$. In addition, if Assumption 3.2.1(ii) holds, then

$$0 \leq J_n - J \leq (\|c\|_* + \theta_D \|A\|) \|r_n\|, \quad (3.5)$$

where $\theta_D$ is the dual optimizer bound introduced in (3.3).

**Proof.** The lower bound $0 \leq J_n - J$ is trivial, and we only need to prove the upper bound. Note that since the optimizer $x^* \in \mathbb{X}$ is a feasible solution of $P$ then $Ax^* - b \in \mathbb{K}$. By the definition of the dual cone $\mathbb{K}^*$, this implies that $\langle Ax^* - b, y \rangle \geq 0$ for all $y \in \mathbb{K}^*$.\hfill \Box


Since the dual optimizer $y_n^*$ belongs to the dual cone $\mathbb{K}^*$, then
\[
J_n - J \leq J_n - J + \langle Ax^* - b, y_n^* \rangle = J_n - \langle x^*, c \rangle + \langle Ax^*, y_n^* \rangle - \langle b, y_n^* \rangle
\]
\[
= J_n + \langle x^*, A^* y_n^* - c \rangle - \langle b, y_n^* \rangle
\]
\[
= J_n + \langle r_n, A^* y_n^* - c \rangle + \langle \Pi_{B_n}(x^*), A^* y_n^* - c \rangle - \langle b, y_n^* \rangle,
\]
\[
= J_n + \langle r_n, A^* y_n^* - c \rangle + \tilde{\alpha}^\top (A^* y_n^* - c) - \langle b, y_n^* \rangle,
\]
for some $\tilde{\alpha} \in \mathbb{R}^n$ with norm $\|\tilde{\alpha}\|_R \leq \theta_R$; for the last line, see the definition of the operator $A_n$ in (3.2) as well as the vector $c$ in the program $P_n$. Using the definition of the dual norm and the operators (3.2), one can deduce from above that
\[
J_n - J \leq J_n + \langle r_n, A^* y_n^* - c \rangle + \theta_P \|A_n^* y_n^* - c\|_R - \langle b, y_n^* \rangle = J_n + \langle r_n, A^* y_n^* - c \rangle - \tilde{J}_n,
\]
which in conjunction with the zero duality gap ($J_n = \tilde{J}_n$) establishes the first assertion of the proposition. The second assertion is simply the consequence of the first part and the norm definitions, i.e.,
\[
\langle r_n, A^* y_n^* - c \rangle = \langle r_n, -c \rangle + \langle Ar_n, y_n^* \rangle \leq \|r_n\|\|c\| + \|Ar_n\|\|y_n^*\| \leq \|r_n\| \left(\|c\| + \|A\|\|y_n^*\|\right).
\]
Invoking the bound on the dual optimizer $y_n^*$ from Proposition 3.2.2 completes the proof. 

\[\Box\]

**Remark 3.2.4** (Impact of norms on semi-infinite approximation). We note the following concerning the impact of the choice of norms on the approximation error:

(i) The only norm that influences the semi-infinite program $P_n$ is $\|\cdot\|_R$ on $\mathbb{R}^n$. When it comes to the approximation error (3.5), the norm $\|\cdot\|_{\mathbb{K}}$ may have an impact on the residual $r_n$ only if the set $B_n$ in (3.4) does not contain $\Pi_{X_n}(x^*)$, the projection $x^*$ on the subspace $X_n$, where $x^*$ is an optimizer of the infinite program $P$.

(ii) The norms of the dual pairs of vector spaces only appear in Theorem 3.2.3 to quantify the approximation error. Note that in (3.5) the stronger the norm on $X$, the higher $\|r_n\|$, and the lower $\|c\|$, and $\|A\|$. On the other hand, the stronger the norm on $\mathbb{B}$, the higher $\|b\|$ and $\|A\|$ and the lower $\gamma$ (cf. Assumption 3.2.1(ii)).

The error bound (3.5) can be further improved when $X$ is a Hilbert space. In this case, let $\overline{X}_n$ denote the orthogonal complement of $X_n$. We define the **restricted** norms by
\[
\|c\|_n := \sup_{x \in \overline{X}_n} \frac{\langle x, c \rangle}{\|x\|}, \quad \|A\|_n := \sup_{x \in \overline{X}_n} \frac{\|Ax\|}{\|x\|}.
\]
(3.6)

It is straightforward to see that by definition $\|c\|_n \leq \|c\|$ and $\|A\|_n \leq \|A\|$.

**Corollary 3.2.5** (Hilbert structure). Suppose that $X$ is a Hilbert space and $\|\cdot\|$ is the norm induced by the corresponding inner product. Let $\{x_i\}_{i \in \mathbb{N}}$ be an orthonormal dense
family and \( \| \cdot \|_R = \| \cdot \|_{\ell_2} \). Let \( x^* \) be an optimal solution for \( P \) and chose \( \theta_P \geq \| x^* \| \).

Under the assumptions of Theorem 3.2.3, we have

\[
0 \leq J_n - J \leq (\| c \|_n + \theta_P \| A \|_n) \| \Pi_{X_n}(x^*) \|.
\]

Proof. We first note that the \( \ell_2 \)-norm on \( R^n \) is indeed the norm induced by \( \| \cdot \| \), since due to the orthonormality of \( \{ x_i \}_{i \in N} \) we have

\[
\| \alpha \|_R := \left\| \sum_{i=1}^{n} \alpha_i x_i \right\| = \sqrt{\sum_{i=1}^{n} \alpha_i^2 \| x_i \|^2} = \| \alpha \|_{\ell_2}.
\]

If \( \theta_P \geq \| x^* \| \), then \( \Pi_{B_n}(x^*) = \Pi_{X_n}(x^*) \), i.e., the projection of the optimizer \( x^* \) on the ball \( B_n \) is in fact the projection onto the subspace \( X_n \). Therefore, thanks to the orthonormality, the projection residual \( r_n = x^* - \Pi_{X_n}(x^*) \) belongs to the orthogonal complement \( X_n \). Thus, following the same reasoning as in the proof of Theorem 3.2.3, one arrives at a bound similar to (3.5) but using the restricted norms (3.6); recall that the norm in a Hilbert space is self-dual. \( \square \)

## 3.3 Semi-infinite to finite programs: randomized approach

We study conditions under which one can provide a finite approximation to the semi-infinite programs of the form \( P_n \), that are in general known to be computationally intractable — NP-hard \([\text{BTGN09}], \text{p. 16}\). We approach this goal by deploying tools from two areas, leading to different theoretical guarantees for the proposed solutions. This section focuses on a randomized approach and the next section is dedicated to an iterative gradient-based descent method. The solution of each of these methods comes with a priori as well as a posteriori performance certificates.

We start with a lemma suggesting a simple bound on the norm of the operator \( A_n \) in (3.2). We will use the bound to quantify the approximation error of our proposed solutions.

**Lemma 3.3.1** (Semi-infinite operator norm). Consider the operator \( A_n : R^n \to B \) as defined in (3.2). Then,

\[
\| A_n \| := \sup_{\alpha \in R^n} \frac{\| A_n \alpha \|}{\| \alpha \|_R} \leq \| A \| \varrho_n, \quad \varrho_n := \sup_{\| \alpha \|_R \leq 1} \| \alpha \|_{\ell_1}, \tag{3.7}
\]

where the constant \( \varrho_n \) is the equivalence ratio between the norms \( \| \cdot \|_R \) and \( \| \cdot \|_{\ell_1} \).

The constant \( \varrho_n \) is indexed by \( n \) as it potentially depends on the dimension of \( \alpha \in R^n \).
Proof. The proof follows directly from the definition of the operator norm, that is,

$$\|A_n\alpha\| = \left\| \sum_{i=1}^{n} \alpha_i A x_i \right\| \leq \|A\| \left\| \sum_{i=1}^{n} \alpha_i x_i \right\|,$$

together with the inequality $$\left\| \sum_{i=1}^{n} \alpha_i x_i \right\| \leq \|\alpha\|_1 \max_{i \leq n} \|x_i\| = \|\alpha\|_1,$$ which concludes the proof.

Since $\mathbb{K}$ is a closed convex cone, then $\mathbb{K}^{**} = \mathbb{K}$ [AN87, p. 40], and as such the conic constraint in program $P_n$ can be reformulated as

$$A_n \alpha \succeq b \iff \langle A_n \alpha - b, y \rangle \geq 0, \quad \forall y \in \mathcal{E} := \{y \in K^* : \|y\|_1 = 1\}, \quad (3.8)$$

where $\mathcal{E}(B)$ denotes the extreme points of the set $B$, i.e., the set of points that cannot be represented as a strict convex combination of some other elements of the set. Notice that the norm constraint as well as the restriction to the extreme points in the definition of $K$ in (3.8) does not sacrifice any generality, as conic constraints are homogeneous. These restrictions are introduced to improve the approximation errors. In what follows, however, one can safely replace the set $K$ with any subset of the cone $K^*$ whose closure contains $K$. This adjustment may be taken into consideration for computational advantages. Let $\mathbb{P}$ be a Borel probability measure supported on $K$, and $\{y_j\}_{j \leq N}$ be independent, identically distributed (i.i.d.) samples generated from $\mathbb{P}$. Consider the scenario counterpart of the program $P_n$ defined as

$$J_{n,N} := \left\{ \min_{\alpha \in \mathbb{R}^n} \alpha^\top c \right. \left. \text{s.t. } \alpha^\top A_n^* y_j \geq \langle b, y_j \rangle, \quad j \in \{1, \ldots, N\} \right\} \quad (P_{n,N})$$

where the adjoint operator $A_n^* : \mathbb{B} \rightarrow \mathbb{R}^n$ is introduced in (3.2). The optimization problem $P_{n,N}$ is a standard finite convex program, and thus computationally tractable whenever the norm constraint $\|\alpha\|_1 \leq \theta_\mathbb{P}$ is tractable. Program $P_{n,N}$ is a relaxation of $P_n$, i.e., $J_n \geq J_{n,N}$; note that $J_{n,N}$ is a random variable, therefore the relaxation error $J_n - J_{n,N}$ can only be interpreted in a probabilistic sense.

**Definition 3.3.2 (Tail bound).** Given a probability measure $\mathbb{P}$ supported on $K$, we define the function $p : \mathbb{R}^n \times \mathbb{R}^+ \rightarrow [0, 1]$ as

$$p(\alpha, \zeta) := \mathbb{P}\left[ y : \sigma_K(-A_n\alpha + b) < \langle -A_n\alpha + b, y \rangle + \zeta \right],$$

where $\sigma_K(\cdot) := \sup_{y \in K} \langle \cdot, y \rangle$ is the support function of $K$. We call $h : \mathbb{R}^n \times [0, 1] \rightarrow \mathbb{R}_+$ a tail bound (TB) of the program $P_{n,N}$, if for all $\varepsilon \in [0, 1]$ and $\alpha$ we have

$$h(\alpha, \varepsilon) \geq \sup \{ \zeta : p(\alpha, \zeta) \leq \varepsilon \}. $$
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3.3 Semi-infinite to finite programs: randomized approach

The TB function in Definition 5.3.1 can be interpreted as a shifted quantile function of the mapping \( y \mapsto \langle -A_n\alpha + b, y \rangle \) on \( K \) — the “shift” is referred to the maximum value of the mapping which is \( \sigma_K(-A_n\alpha + b) \). TB functions depend on the probability measure \( P \) generating the scenarios \( \{y_j\}_{j \leq N} \) in the program \( P_{n,N} \) as well as the properties of the optimization problem. Definition 5.3.1 is rather abstract and not readily applicable. The following example suggests a more explicit, but not necessarily optimal, candidate for a TB.

Example 3.3.3 (TB candidate). Let \( g : \mathbb{R}_+ \rightarrow [0, 1] \) be a non-decreasing function such that for any \( \kappa \in K \) we have \( g(\gamma) \leq P[B_{\gamma}(\kappa)] \), where \( B_{\gamma}(\kappa) \) is the open ball centered at \( \kappa \) with radius \( \gamma \); note that function \( g \) depends on the choice of the norm on \( Y \). Then, a candidate for a TB function of the program \( P_{n,N} \) is

\[
h(\alpha, \varepsilon) := \|A_n\alpha - b\| g^{-1}(\varepsilon) \leq (\varrho_n\|A\|\|\alpha\|_{\mathbb{R}} + \|b\|) g^{-1}(\varepsilon),
\]

where the inverse function is understood as \( g^{-1}(\varepsilon) := \sup \{ \gamma \in \mathbb{R}_+ : g(\gamma) \leq \varepsilon \} \), and \( \varrho_n \) is the constant ratio defined in (3.7). To see this note that according to Definition 5.3.1 we have

\[
p(\alpha, \zeta) = \mathbb{P}\left[ y : \sup_{\kappa \in K} \langle -A_n\alpha + b, \kappa - y \rangle < \zeta \right]
= \inf_{\kappa \in K} \mathbb{P}\left[ y : \langle -A_n\alpha + b, \kappa - y \rangle < \zeta \right]
\geq \inf_{\kappa \in K} \mathbb{P}\left[ y : \|A_n\alpha - b\|\|y - \kappa\|_{\ast} < \zeta \right]
= \inf_{\kappa \in K} \mathbb{P}[B_{\gamma(\zeta)}(\kappa)] \geq g(\gamma(\zeta)), \quad \gamma(\zeta) := \zeta\|A_n\alpha - b\|^{-1}.
\]

Thus, if \( p(\alpha, \zeta) \leq \varepsilon \), then \( g(\gamma(\zeta)) \leq \varepsilon \) and by construction of the inverse function \( g^{-1} \) we have \( \zeta\|A_n\alpha - b\|^{-1} \leq g^{-1}(\varepsilon) \). In view of Definition 5.3.1 this observation readily suggests that the function \( h(\alpha, \varepsilon) := \|A_n\alpha - b\| g^{-1}(\varepsilon) \) is indeed a TB candidate, and the suggested upper bound follows readily from Lemma 3.3.1.

Theorem 3.3.4 (Randomized approximation error). Consider the programs \( P_n \) and \( P_{n,N} \) with the associated optimum values \( J_n \) and \( J_{n,N} \), respectively. Let Assumption 3.2.1 hold, \( \alpha^*_{N} \) be the optimizer of the program \( P_{n,N} \) and the function \( h \) be a TB as in Definition 5.3.1. Given \( \varepsilon, \beta \) in \( (0, 1) \), we define

\[
N(n, \varepsilon, \beta) := \min \left\{ N \in \mathbb{N} : \sum_{i=0}^{n-1} \binom{N}{i} \varepsilon^i (1 - \varepsilon)^{N-i} \leq \beta \right\}.
\]

For all positive parameters \( \varepsilon, \beta \) and \( N \geq N(n, \varepsilon, \beta) \) we have

\[
P_{\tilde{N}} \left[ 0 \leq J_n - J_{n,N} \leq \theta_{\varepsilon} h(\alpha^*_{N}, \varepsilon) \right] \geq 1 - \beta,
\]

(3.10a)
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where the constant $\theta_D$ is defined as in (3.3). In particular, suppose the function $h$ is the TB candidate from Example 3.3.3 with corresponding $g$ function, and

$$N \geq N(n, g(z_n \varepsilon), \beta), \quad z_n := \left(\theta_D (\theta_P \varrho_n \|A\| + \|b\|)\right)^{-1}$$

(3.10b)

where $\varrho_n$ is the ratio constant defined in Lemma 3.3.1. We then have

$$\mathbb{P}^N \left[ 0 \leq J_n - J_{n,N} \leq \varepsilon \right] \geq 1 - \beta.$$  

(3.10c)

Theorem 3.3.4 extends the result [MESL15, Theorem 3.6] in two respects:

- The bounds (3.10) are described in terms of a generic norm and the corresponding dual optimizer bound.

- Through the optimizer of $P_{n,N}$, the bounds involve an a posteriori element (cf. (3.10a) to (3.10c)).

Before proceeding with the proof, we first remark on the complexity of the a priori bound of Theorem 3.3.4, its implications for an appropriate choice of $\theta_P$, and its dependence on the dual pair norms.

Remark 3.3.5 (Curse of dimensionality). The TB function $h$ of Example 3.3.3 may grow exponentially in the dimension of the support set $K$ (i.e., $h(\alpha, \varepsilon) \propto \varepsilon^{-\dim(K)}$). Since $N(n, \cdot, \beta)$ admits a linear growth rate, the a priori bound (3.10c) effectively leads to an exponential number of samples in the precision level $\varepsilon$, an observation related to the curse of dimensionality [MESL15, Remark 3.9]. To mitigate this inherent computational complexity, one may resort to a more elegant sampling approach so that the required number of samples $N$ has a sublinear rate in the second argument, see for instance [NS06].

Remark 3.3.6 (Optimal choice of $\theta_P$). In view of the a priori error in Theorem 3.3.4, the parameter $\theta_P$ may be chosen so as to minimize the required number of samples. To this end, it suffices to maximize $z_n$ defined in (3.10b) over all $\theta_P > \|b\|^{-1}$, see Assumption 3.2.1(ii), where $\theta_D$ is defined in (3.3). One can show that the optimal choice in this respect is analytically available as

$$\theta^*_P := \frac{\|b\|}{\gamma} + \sqrt{\left(\frac{\|b\|}{\gamma} + \|b\|g_n\|A\|\right)} \left(\frac{\|b\|}{\gamma} - \frac{J^{LB}_n}{\|c\|_{\mathcal{B}_*}}\right),$$

where $J^{LB}_n$ is a lower bound on the optimal value of $P_n$ used in (3.3).

Remark 3.3.7 (Norm impact on finite approximation). Besides to what has already been highlighted in Remark 3.2.4, the choice of norms in the dual pairs of normed vector spaces also has an impact on the function $g^{-1}(\varepsilon)$. More specifically, the stronger the norm in the space $\mathbb{B}$, the larger the balls in the dual space $\mathbb{Y}$, and thus the smaller the function $g^{-1}$. 
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To prove Theorem 3.3.4 we need a few preparatory results.

Lemma 3.3.8 (Perturbation function). Given \( \delta \in \mathbb{B} \), consider the \( \delta \)-perturbed program of \( \mathcal{P}_n \) defined as
\[
J_n(\delta) := \begin{cases} 
\inf_{\alpha \in \mathbb{R}^n} & \alpha^\top \mathbf{c} \\
\text{s.t.} & \mathcal{A}_n \alpha \succeq_{\mathbb{K}} b - \delta \\
& \|\alpha\|_{\mathcal{K}} \leq \theta_P.
\end{cases} \tag{\mathcal{P}_n(\delta)}
\]
Under Assumption 3.2.1, we then have \( J_n - J_n(\delta) \leq \langle \delta, y_n^* \rangle \), where \( y_n^* \) is an optimizer of \( \mathcal{D}_n \).

Proof. For the proof we first introduce the dual program of \( \mathcal{P}_n(\delta) \):
\[
\tilde{J}_n(\delta) := \begin{cases} 
\sup_y & \langle b - \delta, y \rangle - \theta_P \|\mathcal{A}_n^* y - \mathbf{c}\|_{\mathcal{K}} \\
\text{s.t.} & y \in \mathbb{K}^*.
\end{cases} \tag{\mathcal{D}_n(\delta)}
\]
We then have
\[
J_n - J_n(\delta) = \tilde{J}_n - J_n(\delta) = \langle b, y_n^* \rangle - \theta_P \|\mathcal{A}_n^* y_n^* - \mathbf{c}\|_{\mathcal{K}} - J_n(\delta)
\]
\[
= \langle \delta, y_n^* \rangle + \langle b - \delta, y_n^* \rangle - \theta_P \|\mathcal{A}_n^* y_n^* - \mathbf{c}\|_{\mathcal{K}} - J_n(\delta)
\]
\[
\leq \langle \delta, y_n^* \rangle + \tilde{J}_n(\delta) - J_n(\delta) \leq \langle \delta, y_n^* \rangle,
\]
where the first line follows from the strong duality (gap-free) between \( \mathcal{P}_n \) and \( \mathcal{D}_n \) by Proposition 3.2.2. The third line is due to the fact that \( y_n^* \) is a feasible solution of \( \mathcal{D}_n(\delta) \), and the last line follows from weak duality between \( \mathcal{P}_n(\delta) \) and \( \mathcal{D}_n(\delta) \).

Lemma 3.3.9 (Perturbation error). Let \( \alpha_N^* \) be an optimal solution of \( \mathcal{P}_{n,N} \) and assume that \( \delta \in \mathbb{B} \) satisfies the conic inequality \( \mathcal{A}_n \alpha_N^* \succeq_{\mathbb{K}} b - \delta \). Then, under Assumption 3.2.1 we have \( 0 \leq J_n - J_{n,N} \leq \langle \delta, y_n^* \rangle \).

Proof. The lower bound on \( J_n - J_{n,N} \) is trivial since \( \mathcal{P}_{n,N} \) is a relaxation of \( \mathcal{P}_n \). For the upper bound the requirement on \( \delta \) in the program \( \mathcal{P}_n(\delta) \) implies that \( \alpha_N^* \) is a feasible solution of \( \mathcal{D}_n(\delta) \). We then have \( J_{n,N} \geq J_n(\delta) \), and thus \( 0 \leq J_n - J_{n,N} \leq J_n - J_n(\delta) \). Applying Lemma 3.3.8 completes the proof.

The following fact follows readily from Definition 5.3.1.

Lemma 3.3.10 (TB lower bound). If \( \alpha \in \mathbb{R}^n \) satisfies \( \mathbb{P} \left[ y : \langle \mathcal{A}_n \alpha - b, y \rangle < 0 \right] \leq \varepsilon \), then for any TB function in the sense of Definition 5.3.1 we have \( \sigma_\mathcal{K}(\mathcal{A}_n \alpha + b) \leq h(\alpha, \varepsilon) \).
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Proof. By the definition of the support function we can equivalently write
\[ p(\alpha, \zeta) = \mathbb{P} \left[ y : \langle A_n\alpha - b, y \rangle < \zeta - \sigma_K(-A_n\alpha + b) \right]. \]

Now setting \( \zeta = \sigma_K(-A_n\alpha + b) \) in the above relation together with the assumption of Lemma 3.3.10 yields \( p(\alpha, \zeta) \leq \varepsilon \), which in light of a TB in Definition 5.3.1 suggests that \( \sigma_K(-A_n\alpha + b) \leq h(\alpha, \varepsilon) \).

We follow our discussion with a result from randomized optimization in a convex setting.

Theorem 3.3.11 (Finite-sample probabilistic feasibility [CG08, Theorem 1]). Assume that the program \( P_{n,N} \) admits a unique minimizer \( \alpha^*_N \). If \( N \geq N(n, \varepsilon, \beta) \) as defined in (3.9), then with confidence at least \( 1 - \beta \) (across multi-scenarios \( \{y_j\}_{j \leq N} \subset \mathcal{K} \)) we have \( \mathbb{P} \left[ y : \langle A_n\alpha_N - b, y \rangle < 0 \right] \leq \varepsilon \).

We are now in a position to prove Theorem 3.3.4.

Proof of Theorem 3.3.4. By definition of the support function we know that \( \sigma_K(\delta) = \sigma_{\text{conv}(\mathcal{K})}(\delta) \) where \( \text{conv}(\mathcal{K}) \) is the convex hull of \( \mathcal{K} \). Recall that by definition of the set \( \mathcal{K} \) in (3.8), we also have \( y/\|y\|_* \in \text{conv}(\mathcal{K}) \) for any \( y \in \mathbb{K}^* \). Thus, for any \( \delta \in \mathbb{B} \) and \( y \in \mathbb{K}^* \) we have \( \langle \delta, y \rangle \leq \|y\|_* \sigma_K(\delta) \). This leads to
\[ 0 \leq J_n - J_{n,N} \leq \langle -A_n\alpha^*_N + b, y^*_n \rangle \leq \|y^*_n\|_* \sigma_K(-A_n\alpha^*_N + b) \]
where the second inequality is due to Lemma 3.3.9 as \( \delta = -A_n\alpha^*_N + b \) clearly satisfies the requirements. By Lemma 3.3.10 and Theorem 3.3.11 we know that with probability at least \( 1 - \beta \) we have \( \sigma_K(-A_n\alpha_N + b) \leq h(\alpha_N, \varepsilon) \), which in conjunction with the dual optimizer bound in Proposition 3.2.2 results in (3.10a). Now using the TB candidate in Example 3.3.3 immediately leads to the first assertion of (3.10c). Recall that the solution \( P_{n,N} \) obeys the norm bound \( \|\alpha^*_N\|_\mathcal{R} \leq \theta_P \). Thus, by employing the triangle inequality together with Lemma 3.3.1 we arrive at the second assertion (3.10c).

Theorem 3.3.4 quantifies the approximation error between programs \( P_n \) and \( P_{n,N} \) probabilistically in terms of the TB functions as introduced in Definition 5.3.1. The natural question is under what conditions can the proposed bound be made arbitrarily small. This question is intimately related to the behavior of TB functions. For the TB candidate proposed in Example 3.3.3 the question translates to when does the measure of a ball \( B_\gamma(\kappa) \subset \mathcal{K} \) have a lower bound \( g(\gamma) \) uniformly away from 0 with respect to the location of its center? The answer to this question also depends on the properties of the norm on \( (\mathbb{B}, \mathbb{Y}, \| \cdot \|) \). A positive answer to this question requires that the set \( \mathcal{K} \) can be

---

2The uniqueness assumption may be relaxed at the expense of solving an auxiliary convex program, see [MESL15, Section 3.3].
covered by finitely many balls, indicating that \( K \) is indeed compact with respect to the (dual) norm topology. In Section 4.3 we study this requirement in more detail in the MDP setting.

### 3.4 Semi-infinite to finite programs: structural convex optimization

This section approaches the approximation of the semi-infinite program \( P_n \) from an alternative perspective relying on an iterative first order descent method. As opposed to the scenario approach presented in Section 3.3, that is probabilistic and starts from the program \( P_n \), the method of this section is deterministic and starts with the dual counterpart \( D_n \), in particular a regularized version of whose solutions can be computed efficiently, see Figure 3.1 for a pictorial overview. It turns out that the regularized solution allows one to reconstruct a nearly optimal solution for both programs \( P_n \) and \( D_n \), offering a meaningful performance bound for the approximation step from the semi-infinite program to a finite program.

The basis of our approach is the fast gradient method that significantly improves the theoretical and, in many cases, also the practical convergence speed of the gradient method. The main idea is based on a well known technique of smoothing nonsmooth functions [Nes05]. To simplify the notation, for a given \( \theta_P \) we define the sets

\[
\mathcal{A} := \{ \alpha \in \mathbb{R}^n : \|\alpha\|_R \leq \theta_P \}, \quad \mathcal{Y} := \{ y \in K^* : \|y\|_* \leq \theta_D \},
\]

where \( \theta_D \) is the constant defined in (3.3). Recall that due to Proposition 3.2.2 we know that the decision variables of the dual program \( D_n \) may be restricted to the set \( \mathcal{Y} \) without loss of generality. We modify the program \( D_n \) with a regularization term scaled with the non-negative parameter \( \eta \) and define the regularized program

\[
\tilde{J}_{n,\eta} := \sup_{y \in \mathcal{Y}} \left\{ \langle b, y \rangle - \theta_P \| A_n^* y - c \|_{R^*} - \eta d(y) \right\}, \quad (D_{n,\eta})
\]

where the regularization function \( d : \mathcal{Y} \to \mathbb{R}_+ \), also known as the prox-function, is strongly convex. The choice of the prox-function depends on the specific problem structure and may have significant impact on the approximation errors. Given the regularization term \( \eta \) and the parameter \( \alpha \in \mathbb{R}^n \), we introduce the auxiliary quantity

\[
y^*_\eta(\alpha) := \arg \max_{y \in \mathcal{Y}} \left\{ \langle b - A_n \alpha, y \rangle - \eta d(y) \right\}. \quad (3.11)
\]

It is computationally crucial for the solution method proposed in this part that the prox-function allows us to have access to the auxiliary variable \( y^*_\eta(\alpha) \) for each \( \alpha \in \mathbb{R}^n \). This requirement is formalized as follows.
Assumption 3.4.1 (Lipschitz gradient). Consider the adjoint operator $A_n^*$ in (3.2) and the optimizer $y^*_n(\alpha)$ of the auxiliary quantity (3.11). We assume that for each $\alpha \in \mathcal{A}$ the vector $A_n^*y^*_n(\alpha) \in \mathbb{R}^n$ can be approximated to an arbitrary precision, and the mapping $\alpha \mapsto A_n^*y^*_n(\alpha)$ is Lipschitz continuous with a constant $\frac{L}{\eta}$, i.e.,
\[
\|A_n^*y^*_n(\alpha) - A_n^*y^*_n(\alpha')\|_{\mathcal{R}} \leq \frac{L}{\eta} \|\alpha - \alpha'\|_{\mathcal{R}}, \quad \forall \alpha, \alpha' \in \mathcal{A}.
\]

Let $\vartheta > 0$ be the strong convexity parameter of the mapping $\alpha \mapsto \frac{1}{2}\|\alpha\|_3^2$ with respect to the $\mathcal{R}$-norm. Then we define the operator $T : \mathbb{R}^n \times \mathbb{R}^n \rightarrow \mathbb{R}^n$ as
\[
T(q, \alpha) := \arg\min_{\beta \in \mathcal{A}} \left\{ q^\top \beta + \frac{1}{2\vartheta} \|\beta - \alpha\|_2^2 \right\}, \quad (3.12)
\]
More generally, a different norm can be used in the second term in (3.12) when $\vartheta$ is a different strong convexity parameter. However, we forgo this additional generality to keep the exposition simple. The operator $T$ is defined implicitly through a finite convex optimization program whose computational complexity may depend on the $\mathcal{R}$-norm through the constraint set $\mathcal{A}$. For typical norms in $\mathbb{R}^n$ (e.g., $\| \cdot \|_{\ell_2}$) the pointwise evaluation of the operator $T$ is computationally tractable. Furthermore, if $\| \cdot \|_{\Omega} = \| \cdot \|_2$, then the definition of (3.12) has an explicit analytical description for any pair $(q, \alpha)$ as follows.

Lemma 3.4.2 (Explicit description of $T$). Suppose in the definition of the operator (3.12) the $\mathcal{R}$-norm is the classical $\ell_2$-norm. Then, the operator $T$ admits the analytical description $T(q, \alpha) = \xi(\alpha - q)$ where $\xi := \min \left\{ 1, \theta_p \|q - \alpha\|_{\ell_2}^{-1} \right\}$. \(\square\)

Proof. In case of the $\ell_2$-norm the strong convexity parameter is $\vartheta = 1$. Now using the classical duality theory, the objective function of (3.12) is equal to
\[
\min_{\|\beta\|_{\ell_2} \leq \theta_p} \left\{ q^\top \beta + \frac{1}{2} \|\beta - \alpha\|_{\ell_2}^2 \right\} = \max_{\lambda \geq 0} \left\{ -\lambda \theta_p^2 + \frac{1}{2} \|\beta - \alpha\|_{\ell_2}^2 + \lambda \|\beta\|_{\ell_2}^2 \right\} = \max_{\lambda \geq 0} \left\{ -\lambda \theta_p^2 + \frac{q^\top \alpha - \|q\|_{\ell_2}^2}{1 + 2\lambda} + \frac{\|q + 2\lambda \alpha\|_{\ell_2}^2}{2(1 + 2\lambda)^2} + \frac{\lambda \|\alpha - q\|_{\ell_2}^2}{(1 + 2\lambda)^2} \right\}, \quad (3.13)
\]
where (3.13) follows by substituting the explicit solution of the unconstrained inner problem described by
\[
\beta^*(\lambda) := \arg\min_{\beta} \left\{ q^\top \beta + \frac{1}{2} \|\beta - \alpha\|_{\ell_2}^2 + \lambda \|\beta\|_{\ell_2}^2 \right\} = \frac{\alpha - q}{1 + 2\lambda}. \quad (3.14)
\]
To find the optimal $\lambda$ in the right-hand side of (3.13), it suffices to set the derivative to zero, which yields $\lambda^* := \frac{1}{2 \theta_p} \max \{ \|\alpha - q\| - \theta_p, 0 \}$. By substituting $\lambda^*$ in (3.14), we have an optimal solution $\beta^*(\lambda^*) = \xi(\alpha - q)$ that is feasible since $\|\beta^*(\lambda^*)\|_{\ell_2} \leq \theta_p$. By virtue of the equality in (3.13), this concludes the desired assertion. \(\square\)
Algorithm 1 Optimal scheme for smooth convex optimization

Choose some $w^{(0)} \in A$

For $k \geq 0$ do

Step 1: Define $r^{(k)} := \frac{\eta}{L} \left( c - A_n^\ast y_n^\ast (w^{(k)}) \right)$;

Step 2: Compute $z^{(k)} := T \left( \sum_{j=0}^{k} \frac{j+1}{2} r^{(j)}, 0 \right)$, $\alpha^{(k)} := T \left( \frac{1}{\vartheta} r^{(k)}, w^{(k)} \right)$;

Step 3: Set $w^{(k+1)} := \frac{2}{k+3} z^{(k)} + \frac{k+1}{k+3} \alpha^{(k)}$.

Algorithm 1 exploits the information revealed under Assumption 3.4.1 as well as the operator $T$ to approximate the solution of the program $D_n$. The following theorem provides explicit error bounds for the solution provided by Algorithm 1 after $k$ iterations. The result is a slight extension of the classical smoothing technique in finite dimensional convex optimization [Nes05, Theorem 3] where the prox-function is not necessarily uniformly bounded, a potential difficulty in infinite dimensional spaces. We address this difficulty by considering a growth rate for the prox-function $d$ evaluated at the optimal solution $y_n^\ast$. We later show, in Section 4.4, how this extension will help in the MDP setting.

Theorem 3.4.3 (Smoothing approximation error). Suppose Assumption 3.4.1 holds with constant $L$ and $\vartheta$ is the strong convexity parameter in the definition of the operator $T$ in (3.12). Given the regularization term $\eta > 0$ and $k$ iterations of Algorithm 1, we define

$$\widehat{\alpha}_\eta := \alpha^{(k)}, \quad \widehat{y}_\eta := \sum_{j=0}^{k} \frac{2(j+1)}{(k+1)(k+2)} y_n^\ast (w^{(j)})$$

Under Assumption 3.2.1 the optimal value of the program $P_n$ is bounded by $J_{n,\eta}^{LB} \leq J_n \leq J_{n,\eta}^{UB}$ where

$$J_{n,\eta}^{LB} := \langle b, \widehat{y}_\eta \rangle - \theta \| A_n^\ast \widehat{y}_\eta - c \|_{2^\ast}, \quad J_{n,\eta}^{UB} := \widehat{\alpha}_\eta^\top c + \sup_{y \in Y} \langle b - A_n \widehat{\alpha}_\eta, y \rangle \quad (3.15)$$

Moreover, suppose there exist positive constants $c, C$ such that

$$C \max \{ \log \left( c\eta^{-1} \right), 1 \} \geq d(y_n^\ast (\alpha)), \quad \forall \eta > 0, \quad \forall \alpha \in A,$$

and, given an a priori precision $\varepsilon > 0$, the regularization parameter $\eta$ and the number of iterations $k$ satisfy

$$\eta \leq \frac{\varepsilon}{2C \max \{ 2 \log (2cC^{-1}), 1 \}}, \quad k \geq \frac{2 \theta \vartheta_n \sqrt{CL \max \{ 2 \log (2cC^{-1}), 1 \}}}{\sqrt{\vartheta} \varepsilon}, \quad (3.16)$$

where $\vartheta_n$ is the constant defined in (3.7). Then, after $k$ iterations of Algorithm 1 we have $J_{n,\eta}^{UB} - J_{n,\eta}^{LB} \leq \varepsilon$. 


Proof. Observe that the bounds \( J_{n,\eta}^{\text{UB}} \) and \( J_{n,\eta}^{\text{LB}} \) in (3.15) are the values of the programs \( \mathcal{D}_n \) and \( \mathcal{P}_n \) evaluated at \( \hat{\eta}_n \) and \( \hat{\alpha}_n \), respectively. As such, the first assertion follows immediately. Towards the second part, thanks to the compactness of the set \( \mathcal{A} \), the strong duality argument of Sion’s minimax theorem [Sio58] allows to describe the program \( \mathcal{D}_n \) through

\[
\tilde{J}_{n,\eta} := \sup_{y \in \mathcal{Y}} \langle b, y \rangle - \left[ \sup_{\alpha \in \mathcal{A}} \langle \mathcal{A}_n \alpha, y \rangle - \alpha^\tau c + \eta d(y) \right] \\
= \inf_{\alpha \in \mathcal{A}} \alpha^\tau c + \sup_{y \in \mathcal{Y}} \left[ \langle b - \mathcal{A}_n \alpha, y \rangle - \eta d(y) \right] \\
= \inf_{\alpha \in \mathcal{A}} \alpha^\tau c + \langle b - \mathcal{A}_n \alpha, y^*_n(\alpha) \rangle - \eta d(y^*_n(\alpha)),
\]

(3.17)

where the last equality follows from the definition in (3.11). Note that the problem (3.17) belongs to the class of smooth and strongly convex optimization problems, and can be solved using a fast gradient method developed by [Nes05]. For this purpose, we define the function

\[
\phi_n(\alpha) := \alpha^\tau c + \langle b - \mathcal{A}_n \alpha, y^*_n(\alpha) \rangle - \eta d(y^*_n(\alpha)).
\]

(3.18)

Invoking similar techniques to [Nes05] Theorem 1, it can be shown that the mapping \( \alpha \mapsto \phi_n(\alpha) \) is smooth with the gradient \( \nabla \phi_n(\alpha) = c - \mathcal{A}_n^* y^*_n(\alpha) \). The gradient \( \nabla \phi_n(\alpha) \) is Lipschitz continuous by Assumption 3.4.1 with constant \( \frac{2}{\eta} \). Thus, following similar arguments as in the proof of [Nes05] Theorem 3 we have

\[
0 \leq J_{n,\eta}^{\text{UB}} - J_{n,\eta}^{\text{LB}} \leq \frac{L||\alpha^*||_2^2}{\eta(k + 1)(k + 2)\eta} + \eta d(y^*_n(\alpha^*)) \leq \frac{L(\theta \rho \rho_n)^2}{\eta k^2\eta} + C\eta \max \{ \log(c\eta^{-1}), 1 \}.
\]

(3.19)

Now, it is enough to bound each of the terms in the right-hand side of the above inequality by \( \frac{1}{2}\varepsilon \). It should be noted that this may not lead to an optimal choice of the parameter \( \eta \), but it is good enough to achieve a reasonable precision order with respect to \( \varepsilon \). To ensure \( \eta \log(\eta^{-1}) \leq \varepsilon \) for an \( \varepsilon \in (0, 1) \), it is not difficult to see that it suffices to set \( \eta \leq \frac{\varepsilon}{2 \log(\varepsilon^{-1})} \). In this observation if we replace \( \eta \) and \( \varepsilon \) with \( \frac{1}{c} \eta \) and \( \frac{1}{2c} \varepsilon \), respectively, we deduce that the second term on the right-hand side in (3.19) bounded by \( \frac{1}{2}\varepsilon \). Thus, the desired assertion follows by equating the first term on the right-hand side in (3.19) to \( \frac{1}{2}\varepsilon \) while the parameter \( \eta \) is set as just suggested.

\[\Box\]

Remark 3.4.4 (Computational complexity). Adding the prox-function to the problem \( \mathcal{D}_n \) ensures that the regularized counterpart \( \mathcal{D}_{n,\eta} \) admits an efficiency estimate (in terms of iteration numbers) of the order \( O\left(\sqrt{\frac{1}{\eta}\varepsilon^{-1}}\right) \). To construct a smooth \( \varepsilon \)-approximation for the original problem \( \mathcal{D}_n \), the Lipschitz constant \( \frac{L}{\eta} \) can be chosen of the order \( O(\varepsilon^{-1} \log(\varepsilon^{-1})) \). Thus, the presented gradient scheme has an efficiency estimate of the order \( O(\varepsilon^{-1} \sqrt{\log(\varepsilon^{-1})}) \), see [Nes05] for a more detailed discussion along similar objective.
Remark 3.4.5 (Inexact gradient). The error bounds in Theorem 3.4.3 are introduced based on the availability of the exact first-order information, i.e., it is assumed that at each iteration the vector \( r(k) \) that due to the bilinear form potentially involves a multi-dimensional integration can be computed exactly. In general, the evaluation of those vectors may only be available approximately. This gives rise to the question of how the fast gradient method performs in the case of inexact first-order information. We refer the interested reader to [DGN13] for further details.

The a priori bound proposed by Theorem 3.4.3 involves the positive constants \( c, C \), which are used to introduce an upper bound for the proxy-term. These constants potentially depend on \( \theta_D \), the size of the dual feasible set, hence also on \( \theta_p \). Therefore, unlike the randomized approach in Section 3.3, it is not immediately clear how \( \theta_p \) can be chosen to minimize the complexity of the proposed method, which in this case is the required number of iterations \( k \) suggested in (3.16) (cf. Remark 3.3.6). In Section 4.4, we shall discuss how to address this issue in the MDP setting for particular constants \( c, C \).

3.5 Full infinite to finite programs

The intention in this short section is to combine the two-step process from infinite to semi-infinite programs in Section 3.2 and from semi-infinite to finite programs in Section 3.3 and 3.4 and hence establish a link from the original infinite program to finite counterparts. We only present the final result for the general infinite programs without discussing its implication in the MDP setting, as it is essentially a similar assertion.

**Theorem 3.5.1 (Infinite to finite approximation error).** Consider the infinite program \( \mathcal{P} \) with a solution \( \{x^*, J\} \), the finite (random) convex program \( \mathcal{P}_{n,N} \) with the (random) solution \( \{\alpha_N, J_{n,N}\} \), and the output of Algorithm 1 with values \( \{J_{LB,n,\eta}, J_{UB,n,\eta}\} \). Suppose Assumption 3.2.1 holds and assume further that there exist constants \( d, D \) so that the projection residual of the optimizer \( x^* \) onto the finite dimensional ball defined in Theorem 3.2.3 is bounded by \( \|r_n\| \leq Dn^{-1/d} \) for all \( n \in \mathbb{N} \). Then, for any number of scenario samples \( N \) and prox-term coefficient \( \eta \), with probability \( 1 - \beta \) we have

\[
\max \{J_{n,N}, J_{LB,n,\eta}\} - D\left(\|c\|_* + \theta_D\|A\|\right)n^{-1/d} \leq J \leq \min \{J_{UB,n,\eta}, J_{n,N} + \theta_D h(\alpha_N, \varepsilon)\}.
\]

where \( \theta_D \) is as defined in (3.3) and the function \( h \) is a TB in the sense of Definition 5.3.1. Moreover, given an a priori precision level \( \varepsilon \), if

\[
n \geq \left(D\left(\|c\|_* + \theta_D\|A\|\right)\varepsilon^{-1}\right)^d,
\]

and the number samples \( N \) are chosen as in (3.10b) or the parameter \( \eta \) together with the number of iterations of Algorithm 1 is chosen as in (3.16), then with probability \( 1 - \beta \).
we have

$$\min \left\{ |J - J_{n,N}|, |J - J_{n,\eta}^{LB}| \right\} \leq \varepsilon.$$ 

The proof follows readily from the link between the infinite program $P$ to the semi-infinite counterpart $P_n$ in Theorem 3.2.3 in conjunction with the link between $P_n$ to the finite programs $P_{n,N}$ and $P_{n,\eta}$ in Theorems 3.3.4 and 3.4.3 respectively.
Approximation of MDPs

In this chapter we apply and simplify the approximation scheme developed in the previous chapter to the class of infinite-dimensional LPs that arise from discrete-time MDP as introduced in Section 2.3, which is the content of Sections 4.2, 4.3 and 4.4. The applicability of the theoretical results is demonstrated through a constrained linear quadratic optimal control problem and a fisheries management problem in Section 4.5. The approximation method is generalized to the case where the transition kernel of the Markov process is unknown and has to be inferred from data, in Section 4.6.

4.1 Introduction

The literature on control of MDP with uncountable state or action spaces mostly concentrates on approximation schemes with asymptotic performance guarantees [HLL99, HLL98], see also the comprehensive book [KY03] for controlled stochastic differential equations and [PH07, MCL16b] for reachability problems in a similar setting. From a practical viewpoint, a challenge using these schemes is that the convergence analysis is not constructive and does not lead to explicit error bounds. A wealth of approximation schemes have been proposed in the literature under the names of approximate dynamic programming [Ber75], neuro-dynamic programming [BT96], reinforcement learning [KT03, TR97], and value and/or policy iteration [Ber12]. Most, however, deal with discrete (finite or at most countable) state and action spaces, while approximation over uncountable spaces remains largely unexplored.

In addition, in many realistic applications the underlying dynamics are unknown and the decision maker needs to learn the optimal policy by trial-and-error, through interaction with the environment. In such a setting of unknown dynamics, the problem is particularly difficult and a prevalent approach in the existing literature consists of dynamic-programming-based reinforcement learning methods, also known as neuro-dynamic programming [BT96], Sarsa [SB98] Pow07. The two most common types of such reinforcement learning algorithms are Q-learning and actor-critic algorithms. Q-learning algorithms [Wat89] are simulation-based schemes derived from value iteration, while
actor-critic methods \cite{KT03} are simulation-based, two-time scale variants of policy iteration. \( Q \)-learning comes with asymptotic convergence guarantees but it is mostly considered in the case that state and action spaces are both discrete. On the other hand, while actor-critic algorithms can tackle continuous action and state spaces, since they are gradient-based, one can prove convergence to a local optimum.

The approach presented in this chapter is a particular instance of the approximation scheme developed in Chapter 3, i.e., by means of an infinite LP characterization that covers both long-run discounted and average cost performance criteria in the optimal control of MDP. The resulting approximation is based on finite convex programs that are different from the existing schemes. Closest in spirit to our proposed approximation is the linear programming approach based on constraint sampling in \cite{dFVR03,DFVR04,SEL14}. Unlike these works, however, we introduce an additional norm constraint that effectively acts as a regularizer. We study in detail the conditions under which this regularizer can be exploited to bound the optimizers of the primal and dual programs, and hence provide an explicit approximation error for the proposed solution.

The structure of Sections 4.2, 4.3 and 4.4 is illustrated in Figure 4.1 (that is the MDP simplification of Figure 3.1), where the contributions are that the approximation results derived in the previous chapter are applied to the MDP setting with long-run average and discounted cost. Invoking the particular MDP structure of the underlying infinite LP several objects that were presented on a rather abstract level in Chapter 3 can be simplified to explicit expressions, such as the tail bound function, presented in Definition 5.3.1 or the prox-function introduced in program \( \mathcal{D}_{n,\eta} \) that is chosen as the relative entropy.

Section 4.6 is an extension of the approximation scheme to the case where the transition kernel is is unknown but information is obtained by simulation. More specifically, in response to the current state and action, data about the next state is received. We derive a probabilistic explicit error bound between the data-driven finite convex program and the original infinite LP and discuss the sample complexity of the error bound, i.e., how many data are required for a certain approximation accuracy.

### 4.2 Semi-infinite results in the MDP setting

We now return to the MDP setting introduced in Section 2.3 and in particular the AC problem (2.2), to investigate the application of the approximation scheme presented in Chapter 3. Recall that the AC problem (2.1) can be recast in an LP framework in the form of \( \mathcal{P} \) see \cite{2.3}. To complete this transition to the dual pairs, we introduce the
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The bilinear form between each pair \((X, C)\) and \((B, Y)\) is defined in an obvious way (cf. (2.3)). The linear operator \(A : X \rightarrow B\) is defined as \(A(\rho, u)(s, a) := -\rho - u(s) + Qu(s, a)\), and it can be shown to be weakly continuous [HLL99, p. 220]. On the pair \((X, C)\) we consider the norms

\[
\|x\| = \|\rho, u\| := \max \{\|\rho\|, \|u\|_L\} = \max \{\|\rho\|, \|u\|_{\infty}, \sup_{s, s' \in S} \frac{u(s) - u(s')}{\|s - s'\|_{\infty}}\},
\]

\[
\|c\|_* := \sup_{\|x\| \leq 1} \langle x, c \rangle = |c_1| + \sup_{\|u\|_L \leq 1} \int_S u(s)c_2(ds) = |c_1| + \|c_2\|_W.
\]

Recall that \(\|\cdot\|_L\) is the Lipschitz norm on \(L(S)\) whose dual norm \(\|\cdot\|_W\) in \(M(S)\) is known as the Wasserstein norm [Vil03, p. 105]. The adjoint operator \(A^* : Y \rightarrow C\) is given by \(A^*y(\cdot) := \langle -1, y, -y(\cdot \times A) + yQ(\cdot)\rangle\), where \(1\) is the constant function in
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$L(S)$ with value 1. In the second pair $(\mathbb{B}, \mathbb{Y})$, we consider the norms

$$\begin{aligned}
\|b\| &= \|b\|_L := \max \{ \|b\|_{\infty}, \sup_{k,k' \in K} \frac{b(k) - b(k')}{\|k - k'\|_{\infty}} \}, \\
\|y\|_* &= \sup_{\|b\|_L \leq 1} \langle b, y \rangle = \|y\|_W.
\end{aligned} \tag{4.2b}$$

A commonly used norm on the set of measures is the total variation whose dual (variational) characterization is associated with $\| \cdot \|_\infty$ in the space of continuous functions $\mathcal{H}L^99$, p. 2. We note that in the positive cone $\mathbb{K}^* = \mathcal{M}(K)$ the total variation and Wasserstein norms indeed coincide.

Following the construction in $P_n$, we consider a collection of $n$-linearly independent, normalized functions $\{u_i\}_{i=1}^n$, $\|u_i\|_L = 1$, and define the semi-infinite approximation of the AC problem (2.2) by

$$-J_n^{AC} = \inf_{(\rho, \alpha) \in \mathbb{B} \times \mathbb{R}^n} \rho - \rho + \sum_{i=1}^n \alpha_i(u_i(s) - Qu_i(s,a)) \leq \psi(s,a), \quad \forall (s,a) \in K \tag{4.3}$$

Comparing with the program $P_n$, we note that the finite dimensional subspace $X_n \subset \mathbb{R} \times L(S)$ is the subspace spanned by the basis elements $x_0 = (1,0)$ and $x_i = (0,u_i)$ for all $i \in \{1, \ldots, n\}$, i.e., the subspace $X_n$ is in fact $n+1$ dimensional. Moreover, the norm constraint in (4.3) is only imposed on the second coordinate of the decision variables $(\rho, \alpha)$ (i.e., $\|\alpha\|_\infty \leq \theta_P$). The following lemmas address the operator norm and the respective regularity requirements of Assumption 3.2.1 for the program (4.3).

**Lemma 4.2.1** (MDP operator norm). In the AC problem (2.2) under Assumption 2.3.1(ii) with the specific norms defined in (4.2), the linear operator norm satisfies $\|I - Q\| := \sup_{\|u\|_L \leq 1} \|u - Qu\|_L \leq 1 + \max\{L_Q, 1\}$.

**Proof.** Using the triangle inequality it is straightforward to see that

$$\begin{aligned}
\|I - Q\| &= \sup_{u \in L(S)} \frac{\|u - Qu\|_L}{\|u\|_L} \leq 1 + \sup_{u \in L(S)} \frac{\|Qu\|_L}{\|u\|_L} \leq 1 + \sup_{u \in L(S)} \frac{\|Qu\|_L}{\|u\|_\infty} \\
&\leq 1 + \max \{L_Q, \sup_{u \in L(S)} \frac{\|Qu\|_\infty}{\|u\|_\infty} \} \leq 1 + \max\{L_Q, 1\},
\end{aligned}$$

where the second line is an immediate consequence of Assumption 2.3.1(ii) and the fact that the operator $Q$ is a stochastic kernel. Hence, $|Qu(s,a)| = |\int S u(y)Q(dy|s,a)| \leq \|u\|_\infty(\int S Q(dy|s,a)) = \|u\|_\infty$. \hfill $\square$

**Lemma 4.2.2** (MDP semi-infinite regularity). Consider the AC program (2.2) under Assumption 2.3.1. Then, Assumption 3.2.1 holds for the semi-infinite counterpart in (4.3) for any positive $\theta_P$ and all sufficiently large $\gamma$. In particular, the dual optimizer bound in Proposition 3.2.2 simplifies to $\|y^*\|_W \leq \theta_P = 1$. 36
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Proof. Since $K$ is compact, for any nonnegative $\theta_P$, the program (4.3) is feasible and the optimal value is bounded; recall that $\| (Q - I) u_i \|_L \leq 1 + \max\{L_Q, 1\}$ from Lemma 4.2.1 and $\| \psi \|_\infty < \infty$ thanks to Assumption 2.3.1(iii). Hence, the optimal value of (4.3) is bounded and, without loss of generality, one can add a redundant constraint $|\rho| \leq \omega_P - 1$ where $\omega$ is a sufficiently small positive constant. In this view, the last constraint $\| \alpha \|_R \leq \theta_P$ may be replaced with

$$\| (\rho, \alpha) \|_\omega := \max \{ \omega |\rho|, \| \alpha \|_R \} \leq \theta_P,$$

(4.4)

where $\| \cdot \|_\omega$ can be cast as the norm on the pair $(\rho, \alpha) \in \mathbb{R} \times \mathbb{R}^{n+1}$. Using the $\omega$-norm as defined in (4.4), we can now directly translate the program (4.3) into the semi-infinite framework of $\tilde{P}_n$. As mentioned above, the feasibility requirement in Assumption 3.2.1(i) immediately holds. In addition, observe that for every $y \in K^*$ we have

$$\| A_n^* y \|_{\omega^*} = \sup_{\| (\rho, \alpha) \|_{\omega^*} \leq 1} (\rho, \alpha)^T [ - \langle 1, y \rangle, \langle Qu_1 - u_1, y \rangle, \cdots, \langle Qu_n - u_n, y \rangle]$$

$$= \sup_{\| \rho \| \leq 1} -\rho \langle 1, y \rangle + \sup_{\| \alpha \| \leq 1} \alpha^T [\langle Qu_1 - u_1, y \rangle, \cdots, \langle Qu_n - u_n, y \rangle]$$

$$\geq \omega^{-1} \| y \|_W,$$

where the third line above follows from the equality $\langle 1, y \rangle = \| y \|_W$ for every $y$ in the positive cone $K^*$, and the fact that the second term in the second line is nonnegative. Since $\omega$ can be arbitrarily close to 0, the inf-sup requirement Assumption 3.2.1(ii) holds for all sufficiently large $\gamma = \omega^{-1}$. The second assertion of the lemma follows from the bound (3.3) in Proposition 3.2.2. To show this, recall that in the MDP setting $c = (-1, 0) \in \mathbb{R} \times \mathcal{M}(S)$ (cf. (2.3)) with the respective vector $c = [-1, 0, \cdots, 0] \in \mathbb{R} \times \mathbb{R}^n$ (cf. $\tilde{P}_n$). Thus, $\| c \|_{\omega^*} = \sup_{\| (\rho, \alpha) \|_{\omega^*} \leq 1} (\rho, \alpha)^T [-1, 0, \cdots, 0] = \omega^{-1}$, that helps simplifying the bound (3.3) to

$$\| y_n^* \|_W \leq \theta_D := \frac{\theta_P \| c \|_{\omega^*} - J_n^{1LB}}{\gamma \theta_P - \| b \|} = \frac{\theta_P \omega^{-1} + \| \psi \|_\infty}{\omega^{-1} \theta_P - \| \psi \|_L},$$

which delivers the desired assertion when $\omega$ tends to 0.

Remark 4.2.3 (AC dual optimizers bound). As opposed to the general LP in Proposition 3.2.2, Lemma 4.2.2 implies that the dual optimizers for the AC problem is not influenced by the primal norm bound $\theta_P$ and is uniformly bounded by 1. In fact, this result can be strengthened to $\| y_n^* \|_W = 1$ due to the special minimax structure of the AC program (4.3). This refinement is not needed at this stage and we postpone the discussion to Section 4.4. The feature discussed in this remark does, however, not hold for the class of long-run discounted cost problems, see Lemma 4.7.2 in Section 4.7.

Now we are in a position to translate Theorem 3.2.3 to the MDP setting for the AC problem (2.2).
Corollary 4.2.4 (MDP semi-infinite approximation). Let $J^{AC}$ and $u^*$ be the optimal value and an optimizer for the AC program (2.2), respectively. Consider the semi-infinite program (4.3) where $\theta_P > \|\psi\|_L$, and let $\mathbb{U}_n := \{\sum_{i=1}^n \alpha_i u_i : \|\alpha\|_\Theta \leq \theta_P\}$. Then, the optimal value $J_n^{AC}$ of (4.3) satisfies the inequality

$$0 \leq J^{AC} - J_n^{AC} \leq (1 + \max\{L_Q, 1\})\|u^* - \Pi_{\mathbb{U}_n}(u^*)\|_L.$$ 

Proof. We first note that the existence of the optimizer $u^*$ is guaranteed under Assumption [2.3.1] [HLL99, Theorem 12.4.2]. The proof is a direct application of Theorem 3.2.3 under the preliminary results in Lemma 4.2.2 and 4.2.1. Observe that the projection error is $r_n := (\rho^*, u^*) - \Pi_{\mathbb{U}_n}(\rho^*, u^*) = (0, u^* - \Pi_{\mathbb{U}_n}(u^*))$, resulting in $\langle r_n, c \rangle = 0$. Thanks to this observation Lemma 4.2.1 the assertion of Theorem 3.2.3 translates to

$$0 \leq J^{AC} - J_n^{AC} = J_n - J \leq \langle r_n, A^* y_n^* - c \rangle = \langle A r_n, y_n^* \rangle \leq \|I - Q\| \|r_n\|_L \|y_n^*\|_W$$

$$\leq (1 + \max\{L_Q, 1\})\|u^* - \Pi_{\mathbb{U}_n}(u^*)\|_L.$$ 

Observe that if from the beginning we consider the norm $\| \cdot \|_\infty$ on the spaces $X$ and $B$, it is not difficult to see that the operator norm in Lemma 4.2.1 simplifies to 2 (recall that $Q$ is a stochastic kernel). Thus, the semi-infinite bound reduces to $J^{AC} - J_n^{AC} \leq 2\|u^* - \Pi_{\mathbb{U}_n}(u^*)\|_\infty$. One may arrive at this particular observation through a more straightforward approach: Using the shorthand notation $(Q - I)u := Q u - u$, we have

$$J^{AC} - J_n^{AC} \leq \min_{k \in K} \left( (Q - I)u^*(k) + \psi(k) \right) - \min_{k \in K} \left( (Q - I)\Pi_{\mathbb{U}_n}(u^*)(k) + \psi(k) \right)$$

$$\leq \max_{k \in K} \left( (Q - I)(u^* - \Pi_{\mathbb{U}_n}(u^*))\right)(k) \leq \| (Q - I)(u^* - \Pi_{\mathbb{U}_n}(u^*)) \|_\infty$$

$$\leq 2\|u^* - \Pi_{\mathbb{U}_n}(u^*)\|_\infty.$$ 

Theorem 3.2.3 is a generalization to the above observation in two respects:

- It holds for a general LP that, unlike the AC problem (2.2), may not necessarily enjoy a min-max structure.

- The result reflects how the bound on the decision space (i.e., $\theta_P$ in $P_n$) influences the dual optimizers as well as the approximation performance in generic normed spaces.

The latter feature is of particular interest as the boundedness of the decision space is often an a priori requirement for optimization algorithms, see for instance [Nes04] and the results in Section 3.4. The approximation error from the original infinite LP to the semi-infinite version is quantified in terms of the projection residual of the value function. Clearly, this is where the choice of the finite dimensional ball $\mathbb{U}_n$ plays a crucial role. We close this section with a remark on this point.
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Remark 4.2.5 (Projection residual). The residual error \[ \| u^* - \Pi_{U_n}(u^*) \|_L \] can be approximated by leveraging results from the literature on universal function approximation. Prior information about the value function \( u^* \) may offer explicit quantitative bounds. For instance, for MDP under Assumption 2.3.1 we know that \( u^* \) is Lipschitz continuous. For appropriate choice of basis functions, we can therefore ensure a convergence rate of \( n^{-1/dim(S)} \) where \( dim(S) \) is the dimension of the state-action set \( S \), see for instance [Far12] for polynomials and [Olv09] for the Fourier basis functions.

4.3 Randomized results in the MDP setting

We return to the MDP setting and discuss the implication of Theorem 3.3.4 as the bridge from the semi-infinite program \( P_n \) to the finite counterpart \( P_{n,N} \). Recall the dual pairs of vector spaces setting in (4.1) with the assigned norms (4.2). To construct the finite program \( P_{n,N} \), we need to sample from the set of extreme points of \( P(K) \), i.e., the set of point measures

\[
\mathcal{K} := \mathcal{E}(P(K)) = \{ \delta_{(s,a)} : (s,a) \in K \},
\]

where \( \delta_{(s,a)} \) denotes a point probability distribution at \( (s,a) \in K \). In this view, in order to sample elements from \( \mathcal{K} \) it suffices to sample from the state-action feasible pairs \( (s,a) \in K \).

Corollary 4.3.1 (MDP finite randomized approximation error). Let \( \{(s_j,a_j)\}_{j \leq N} \) be \( N \) i.i.d. samples generated from the uniform distribution on \( K \). Consider the program

\[
J_{n,N}^{AC} = \left\{ \begin{array}{l}
\inf_{(\rho,\alpha) \in \mathbb{R}^{n+1}} -\rho \\
s.\ t. \quad \rho + \sum_{i=1}^{n} \alpha_i (u_i(s_j) - Qu_i(s_j, a_j)) \leq \psi(s_j, a_j), \quad \forall j \in \{1, \cdots, N\} \\
\|\alpha\|_{\mathcal{R}} \leq \theta_P
\end{array} \right\}
\]

(4.5)

where the basis functions \( \{u_i\}_{i \leq n} \) introduced in (4.3) are normalized (i.e., \( \|u_i\|_L = 1 \)). Let \( L_Q \) be the Lipschitz constant from Assumption 2.3.1(ii) and define the constant

\[
z_n := (\theta_P \varrho_n (\max\{L_Q, 1\} + 1) + \|\psi\|_L)^{-1},
\]

where \( \varrho_n \) is the ratio constant introduced in (3.7). Then, for all \( \varepsilon, \beta \) in \( (0,1) \) and \( N \geq N(n+1,(z_n \varepsilon)^{\dim(K)}, \beta) \) defined in (3.9), we have

\[
P_N \left[ 0 \leq J_{n,N}^{AC} - J_n^{AC} \leq \varepsilon \right] \geq 1 - \beta.
\]
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Proof. Let \((\rho^*, \alpha^*_n)\) be the optimal solution for (4.19). Observe that in the MDP setting, Assumption 2.3.1(ii) implies

\[
\|A_n \alpha_n^* - b\| = \left\| - \rho_n^* + \sum_{i=1}^n \alpha_{N(i)}(Q-I)u_i + \psi \right\|_L
\]

\[
\leq (\max\{L_Q, 1\} + 1)\left\| \sum_{i=1}^n \alpha_{N(i)}u_i \right\|_L + \| - \rho_n^* + \psi \|_L
\]

\[
\leq (\max\{L_Q, 1\} + 1)\theta_P \theta_n \left( \max_{i \leq n} \|u_i\|_L \right) + \| \psi \|_L,
\]

where the equality \(\| - \rho_n^* + \psi \|_L = \| \psi \|_L\) leading to (4.7) follows from the fact that \(\psi\) and \(\rho^*\) are non-negative (note that \(\alpha = 0, \rho = 0\) is a trivial feasible solution for (4.19)). In the second step, we propose a TB candidate in the sense of Definition 5.3.1. Note that for any \(k, k' \in K\), by the definition of the Wasserstein norm we have \(\| \delta_{\{k\}} - \delta_{\{k'\}} \|_W = \min\{1, \|k - k'\|_\infty\}\). Thus, generating samples uniformly from \(K\) leads to

\[
P[B_\gamma(k)] \geq P[B_\gamma(k)] \geq \gamma^{\dim(K)}, \quad \forall \kappa \in \mathcal{K}, \quad \forall k \in K,
\]

which, with slight abuse of notation, the first ball \(B_\gamma(k)\) is a subset of the infinite dimensional space \(\mathcal{Y}\) with respect to the dual norm \(\| \cdot \|_W\), while the second ball \(B_\gamma(k)\) is a subset of the finite dimensional space \(K\) whose respective norm is \(\| \cdot \|_\infty\). The relation (4.8) readily suggests a function \(g : \mathbb{R}_+ \rightarrow [0, 1]\) for Example 3.3.3, which together with (4.7) and the fact that the basis functions are normalized, it yields

\[
h(\alpha, \varepsilon) := \|A_n \alpha - b\|g^{-1}(\varepsilon) \leq (\theta_P \theta_n (\max\{L_Q, 1\} + 1) + \| \psi \|_L)\varepsilon^{1/\dim K}.
\]

Recall from Lemma 4.2.2 that the dual multiplier bound is \(\theta_P = 1\), and feasible solutions \(\alpha\) is bounded by \(\theta_P\). Finally, note that the decision variable of the program (4.19) is the \(n + 1\) dimensional pair \((\rho, \alpha)\). Given all the information above, the claim then readily follows from the second result of Theorem 3.3.4 in (3.10c).

To select \(\theta_P\), one may minimize the complexity of the a priori bound in Corollary 4.3.1 which is reflected through the required number of samples. At the same time, the impact of the bound \(\theta_P\) on the approximation step from infinite to semi-infinite in Corollary 4.2.4 should also be taken into account. The first factor is monotonically decreasing with respect to \(\theta_P\), i.e., the smaller the parameter \(\theta_P\), the lower the number of the required samples. The second factor is presented through the projection residual (cf. Remark 4.2.5). Therefore, an acceptable choice of \(\theta_P\) is an upper bound for the projection error of the optimal solution onto the ball \(\mathcal{U}_n\) uniformly in \(n \in \mathbb{N}\), i.e.,

\[
\theta_P \geq \sup \left\{ \| \alpha^* \|_R : \Pi_{\mathcal{U}_n}(x^*) = \sum_{i=1}^n \alpha^*_i u_i, \quad n \in \mathbb{N} \right\}.
\]
The above bound may be available in particular cases, e.g., when \( \| \cdot \|_{\mathcal{R}} = \| \cdot \|_{\ell_2} \) it yields the bound

\[
\| \alpha^* \|_{\ell_2} = \sqrt{\int_S u^{*2}(s)ds} \leq \| u^* \|_L \leq \max\{L_Q, 1\} \| \psi \|_{\infty}, \tag{4.9b}
\]

where \( L_Q \) is the Lipschitz constant in Assumptions 2.3.1(ii). We note that the first inequality in (4.9b) follows since \( S \) is a unit hypercube, and the second inequality follows from [DPR15, Lemma 2.3], see also [DPR15, Section 5] for further detailed analysis.

### 4.4 Structural convex optimization results in the MDP setting

To link the approximation method presented in Section 3.4 to the AC program in (4.3), let us recall the dual pairs (4.1) equipped with the norms (4.2). To simplify the analysis, we refine the assertion in Lemma 4.2.2 and argue that the dual optimizers are indeed probability measures, i.e.,

\[
\mathcal{Y} := \left\{ y \in \mathcal{M}_+(K) : \| y \|_{W} = \theta_D = 1 \right\}. \tag{4.10}
\]

To see this, one can consider the norm \( \|(\rho, \alpha)\| := \|\alpha\|_{\mathcal{R}} \) and follow similar arguments in the proof of Proposition 3.2.2. Strictly speaking, this is not a true norm on \( \mathbb{R}^{n+1} \) but it does not affect the technical argument, in particular strong duality between \( P_n \) and \( D_n \).

The details are omitted here in the interest of space. We consider the prox-function as a relative entropy defined by

\[
d(y) := \left\{ \left\langle \log \frac{dy}{d\lambda}, y \right\rangle \ y \ll \lambda \ 	ext{ o.w.} \right\}. \tag{4.11}
\]

where \( \lambda \) is the uniform measure supported on the set \( K \) and \( \frac{dy}{d\lambda} \in \mathcal{F}_+(K) \) is the Radon-Nikodym derivative between two measures \( y \) and \( \lambda \). One can inspect that the prox-function (4.11) is indeed a non-negative function. The optimizer of the regularized program \( D_n,\eta \) for the AC program (4.3) is

\[
y_n^\eta(\rho, \alpha) := \arg \max_{y \in \mathcal{Y}} \left\{ \left\langle -\psi + \rho - \sum_{i=1}^{n} \alpha_i (Q - I) u_i, y \right\rangle - \eta \left\langle \log \left( \frac{dy}{d\lambda} \right), y \right\rangle \right\}. \tag{4.12}
\]

To see (4.12), check (3.11) together with the definitions of the operator \( \mathcal{A}_n \) in (3.2) and the AC problem parameters in (2.3). The main reason for such a choice of the regularization term is the fact that the optimizer of the regularized program (4.12) admits an analytical expression.
Lemma 4.4.1 (Entropy maximization \cite{Csi75}). Given a (measurable) function \( g : K \to \mathbb{R} \) and the set \( \mathcal{Y} \subset \mathcal{M}_+(K) \) as defined in (4.10) we have

\[
y^*(dk) := \arg \max_{\gamma \in \mathcal{Y}} \left\{ \langle g, \gamma \rangle - \eta d(\gamma) \right\} = \frac{\exp \left( \eta^{-1} g(k) \right) \lambda(\text{dk})}{\exp \left( \eta^{-1} g(k) \right) , \lambda}.
\]

Thanks to Lemma 4.4.1, the analytical description of the dual optimizer in (4.12) is readily available by setting

\[
g(k) := |b - \mathcal{A}_n \alpha|(k) = -\psi(k) + \rho - \sum_{i=1}^{n} \alpha_i (Q - I) u_i(k).
\]

The last requirement to implement Algorithm 1 is to verify Assumption 3.4.1, i.e., we need to compute the Lipschitz constant of the mapping \((\rho, \alpha) \mapsto \mathcal{A}_n^* y^*_n(\rho, \alpha)\) in which the respective norm is \(|(\rho, \alpha)| := \|\alpha\|_\mathcal{R}\). By definition of the adjoint operator \(\mathcal{A}_n^*\) in (3.2), it is not difficult to observe that

\[
\mathcal{A}_n^* y^*_n(\rho, \alpha) = \begin{bmatrix}
    \langle -1, y^*_n(\rho, \alpha) \rangle \\
    \langle (Q - I) u_1, y^*_n(\rho, \alpha) \rangle \\
    \vdots \\
    \langle (Q - I) u_n, y^*_n(\rho, \alpha) \rangle
\end{bmatrix} = \begin{bmatrix}
    -1 \\
    \langle (Q - I) u_1, y^*_n(\rho, \alpha) \rangle \\
    \vdots \\
    \langle (Q - I) u_n, y^*_n(\rho, \alpha) \rangle
\end{bmatrix}.
\]

The next lemma addresses the requirement of Assumption 3.4.1 for the mapping (4.14).

Lemma 4.4.2 (Lipschitz constant in MDP). Consider the entropy maximizers in Lemma 4.4.1 with \( g \) as defined in (4.13) and the adjoint operator in (4.14). An upper bound for the Lipschitz constant in Assumption 3.4.1 is \( L \leq 4 g^2_n \) where the constant \( g_n \) is the equivalence ratio between the norms \( \| \cdot \|_\mathcal{R} \) and \( \| \cdot \|_{\ell_1} \) introduced in (3.7).

Proof. It is straightforward to see that (4.14) is differentiable with respect to the variable \((\rho, \alpha)\). Hence, it suffices to bound the norm of the matrix \(\nabla \mathcal{A}_n^* y^*_n(\rho, \alpha) \in \mathbb{R}^{(n+1) \times (n+1)}\) uniformly on \((\rho, \alpha)\). Further, as the first element of the vector (4.14) is the constant 1, it only requires to consider the gradient function with respect to the variable \( \alpha \in \mathbb{R}^n \). A direct computation yields

\[
\|\nabla_\alpha A_n^* y^*_n(\rho, \alpha)\|_{ij} = \frac{1}{\eta} \left| \frac{1}{2} \langle (Q - I) u_i, (Q - I) u_j, y^*_n(\rho, \alpha) \rangle - \frac{1}{\eta} \langle (Q - I) u_i, y^*_n(\rho, \alpha) \rangle \langle (Q - I) u_j, y^*_n(\rho, \alpha) \rangle \right|
\]

\[
= \frac{4}{\eta} \left| \frac{1}{2} \langle (Q - I) u_i, (Q - I) u_j, y^*_n(\rho, \alpha) \rangle - \frac{1}{\eta} \langle (Q - I) u_i, y^*_n(\rho, \alpha) \rangle \langle (Q - I) u_j, y^*_n(\rho, \alpha) \rangle \right|
\]

\[
\leq \frac{4}{\eta}, \quad \forall i, j \in \{1, \cdots, n\}.
\]

where the last inequality is a consequence of the Cauchy-Schwarz inequality and the fact that \( \|(Q - I) u_j\|_\infty \leq 2 \) (recall that \( Q \) is a stochastic kernel and all the basis functions are
normalized). The Lipschitz constant of the desired mapping can then be upper bounded by

$$
\frac{L}{\eta} \leq \sup_{\|v\|_{\mathcal{R}} \leq 1} \|\nabla_{\alpha} \mathcal{A}_n y_n^* (\rho, \alpha) v\|_{\mathcal{R}^*} \leq \frac{4}{\eta} \left\| (\Phi_1^* v, \ldots, \Phi_n^* v) \right\|_{\mathcal{R}^*} \quad (4.15)
$$

Recall that by the definition of the dual norm, we have $|\Phi_i^* v| \leq \|\Phi_i^*\|_{\mathcal{R}}$ for all $\|v\|_{\mathcal{R}} \leq 1$. Thus, substituting the scalar variable $\mu_i := \Phi_i^* v$ in the right-hand side of (4.15) and eliminating the factor $\eta$ lead to

$$
L \leq \sup_{\|\Phi_i\|_{\ell_\infty} \leq 1} \|\mu_i\|_{\mathcal{R}^*} = \sup_{\|\mu_i\|_{\mathcal{R}} \leq \varTheta_n} \|\mu_i\|_{\ell_1} =: \varTheta_n.
$$

where the last statement follows from the definition of the dual norm, and in particular the equality

$$
\sup_{\|\Phi_i\|_{\ell_\infty} \leq 1} \|\Phi_i\|_{\mathcal{R}} = \sup_{\|\Phi_i\|_{\mathcal{R}} \leq 1} \|\Phi_i\|_{\ell_1}.
$$

Thus, using the same equality yields

$$
L \leq \sup_{\|\mu\|_{\ell_\infty} \leq 1} 4 \varTheta_n \|\mu\|_{\mathcal{R}^*} = 4 \varTheta_n^2,
$$

which concludes the first desired assertion.

The performance of Algorithm 1 can now be characterized through the following corollary.

**Corollary 4.4.3** (MDP smoothing approximation error). **Consider the operator (3.2) with the parameters described in (2.3) for the semi-infinite AC program (1.3).** Given this setting and the Lipschitz constant in Lemma 4.4.2, **we run Algorithm 1 for $k$ iterations using the entropy function (4.11) with analytical solution (4.12) as the prox-function.**

We define the constants

$$
C_1 := 2 e \left( \varrho_n \vartheta_P (\max\{L_Q, 1\} + 1) + \|\psi\|_{\ell_1} \right), \quad C_2 := 4 \vartheta_P \varrho_n^2 \sqrt{\frac{2 \dim(K)}{\vartheta}}.
$$

For every $\varepsilon \leq C_1$ we set the smoothing factor $\eta$ and the number of iterations $k$ by

$$
\eta \leq \frac{\varepsilon}{4 \dim(K) \log(C_1 \varepsilon^{-1})}, \quad k \geq C_2 \frac{\log(C_1 \varepsilon^{-1})}{\varepsilon}.
$$

Then, the outcome of Algorithm 1 as defined in (3.15) is an $\varepsilon$ approximation of the optimal value $J_{n}^{AC}$ in the sense of Theorem 3.4.3.

Corollary 4.4.3 requires one to compute the constants $c, C$ to quantify the a priori bounds. The following two technical lemmas provide supplementary materials to address this issue.
Lemma 4.4.4. Let $K \subseteq [0,1]^m$ and $g : K \to \mathbb{R}$ be a Lipschitz continuous function with constant $L_g > 0$ (with respect to the $\ell_\infty$-norm) and the maximum value $g_{\max} := \max_{k \in K} g(k)$. Then, for every $\eta > 0$ we have

$$
\int_K \exp \left( \eta^{-1} (g(k) - g_{\max}) \right) dk \geq \min \left\{ \left( \frac{m\eta}{L_g} \right)^m, 1 \right\} \exp \left( - \min \{ m, L_g \eta^{-1} \} \right).
$$

**Proof.** Let us define the set $Z(\delta) := \{ k \in K : g_{\max} - g(k) < \delta \}$. Thanks to the Lipschitz continuity of the function $g$, we have $g_{\max} - g(k) \leq L_g \| k^* - k \|_{\ell_\infty}$ where $g(k^*) = g_{\max}$. Thus, using this inequality one can bound the size of the set $Z(\delta)$ in the sense of

$$
\int_{Z(\delta)} dk \geq \min \{ (\delta L_g^{-1})^m, 1 \}, \quad \forall \delta \geq 0.
$$

By virtue of the above result, one can observe that for every $\delta > 0$

$$
\int_K \exp \left( \eta^{-1} (g(k) - g_{\max}) \right) dk \geq \int_{Z(\delta)} \exp \left( \eta^{-1} (g(k) - g_{\max}) \right) dk
\geq \exp( - \eta^{-1} \delta ) \int_{Z(\delta)} dk \geq \exp( - \eta^{-1} \delta ) \min \{ (\delta L_g^{-1})^m, 1 \}.
$$

Maximizing the right-hand side of the above inequality over $\delta$ suggests to set $\delta = \min \{ m\eta, L_g \}$, which yields the desired assertion. \qed

In light of Lemma 4.4.4, we can bound the entropy prox-function (4.11) evaluated at the optimizer (4.12).

Lemma 4.4.5 (Entropy prox-bound). Consider the prox-function (4.11) and let $y^*_\eta(\rho,\alpha)$ be the optimizer of (4.12). Then, for every $\eta > 0$, $\rho$, and $\| \alpha \|_R \leq \theta_P$, we have $d(y^*_\eta(\rho,\alpha)) \leq C \max \{ \log(c\eta^{-1}), 1 \}$ where

$$
C := \dim(K), \quad c := \frac{e}{\dim(K)} \left( \theta_P g_n(\max\{L_Q, 1\} + 1) + \| \psi \|_L \right),
$$

and $g_n$ is the equivalence ratio between the norms $\| \cdot \|_1$ and $\| \cdot \|_R$ as defined in (3.7).

**Proof.** The result is a direct application of Lemma 4.4.4. Consider the function $g$ as defined in (4.13) with Lipschitz constant $L_g \geq 0$; note that the function $g$, as well as its
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Lipschitz constant $L_g$, depends also on the pair $(\rho, \alpha)$. Observe that

\[ d(y_\eta^*(\rho, \alpha)) = \langle \log \left( \exp(\eta^{-1}g) \right), y_\eta^*(\rho, \alpha) \rangle - \log \left( \langle \exp(\eta^{-1}g), \lambda \rangle \right) \]

\[ = \langle \eta^{-1}g, y_\eta(\rho, \alpha) \rangle - \log \left( \langle \exp(\eta^{-1}g), \lambda \rangle \right) \]

\[ = \langle \eta^{-1}g, y_\eta(\rho, \alpha) \rangle - \eta^{-1}g_{\text{max}} - \log \left( \langle \exp(\eta^{-1}(g - g_{\text{max}})), \lambda \rangle \right) \]

\[ \leq - \log \left( \langle \exp(\eta^{-1}(g - g_{\text{max}})), \lambda \rangle \right) \]

\[ \leq - \log \left( \min \left\{ \left( \frac{\dim(K)\eta}{L_g} \right)^{\dim(K)}, 1 \right\} \exp \left( - \min \left\{ \dim(K), L_g\eta^{-1} \right\} \right) \right) \]

\[ \leq \dim(K) \max \left\{ \log \left( \left( \frac{e L_g}{\dim(K)} \right)\eta^{-1} \right)^{\dim(K)}, 1 \right\} \]

(4.16)

where the inequality (4.16) follows from Lemma 4.4.4. Note also that the Lipschitz constant $L_g$ for the function $g$ defined in (4.13) is upper bounded, uniformly in $(\rho, \alpha)$ where $\|\alpha\|_R \leq \theta_P$, by

\[ L_g \leq \|g - \rho\|_L \leq \left\| \sum_{i=1}^{n} \alpha_i (Q - I) u_i + \psi \right\|_L \leq (\max\{L_Q, 1\} + 1) \left\| \sum_{i=1}^{n} \alpha_i u_i \right\|_L + \|\psi\|_L \]

\[ \leq \theta_P \varrho_n (\max\{L_Q, 1\} + 1) + \|\psi\|_L. \]

We refer to the proof of Corollary 4.3.1 and in particular the paragraph following (4.7), for further discussions regarding $L_g$. The desired assertion follows from the last two inequalities and the definition of the constant $\theta_D$ in (4.10).

The proof of Corollary 4.4.3 follows by replacing the constants in Lemma 4.4.5 in Theorem 3.4.3. By contrast to the randomized approach in Corollary 4.3.1 where the computational complexity scales exponentially in dimensional of state-action space, the complexity of the smoothing technique grows effectively linearly (more precisely $O(\epsilon^{-1}\sqrt{\log(\epsilon^{-1})})$, cf. Remark 3.4.4). The computational difficulty is, however, transferred to Step 1 of Algorithm 1 for computation of $A^*_n y_\eta^*$ as defined in (4.14). The following remark elaborates this.

Remark 4.4.6 (Efficient computation of (4.14)). When the transition kernel $Q$ and the basis functions $u_i$ are such that the relation (4.14) involves integration of exponentials of polynomials over simple sets (e.g., box or a simplex), one may utilize efficient methods that require solving a hierarchy of semidefinite programming problems to generate upper and lower bounds which asymptotically converge to the true value of integral, see [Las09, Section 12.2] and [BDL08]. It is also worth noting that a straightforward computation of (4.14) for a small parameter $\eta$ may be numerically difficult due to the exponential functions. This issue can, however, be circumvented by a numerically stable technique presented in [Nes05, p. 148].
Regarding the choice of \( \theta \), in similar spirit to Section 3.3, one can target minimizing the complexity of the a priori bound, in other words the number of iterations \( k \) in (3.16). In the setting of Corollary 4.4.3, one can observe that the smaller the parameter \( \theta \), the lower the number of the required iterations, leading to the choice described as in (4.9).

### 4.5 Numerical examples

We present two numerical examples to illustrate the solution methods and corresponding performance bounds. Throughout this section we consider the norm \( \| \cdot \|_R = \| \cdot \|_{\ell^2} \), leading to \( q_n = \sqrt{n} \) in (3.7), and we choose the Fourier basis functions.

#### 4.5.1 Example 1: truncated LQG

Consider the linear system

\[
s_{t+1} = \vartheta s_t + \rho a_t + \xi_t, \quad t \in \mathbb{N},
\]

with quadratic stage cost \( \psi(s, a) = qs^2 + ra^2 \), where \( q \geq 0 \) and \( r > 0 \) are given constants. We assume that \( S = A = [-L, L] \) and the parameters \( \vartheta, \rho \in \mathbb{R} \) are known. The disturbances \( \{\xi_t\}_{t \in \mathbb{N}} \) are i.i.d. random variables generated by a truncated normal distribution with known parameters \( \mu \) and \( \sigma \), independent of the initial state \( s_0 \). Thus, the process \( \xi_t \) has a distribution density

\[
f(s, \mu, \sigma, L) = \begin{cases} \frac{1}{\sigma} \phi \left( \frac{s - \mu}{\sigma} \right) - \Phi \left( \frac{L - \mu}{\sigma} \right), & s \in [-L, L] \\ 0, & \text{o.w.} \end{cases}
\]

where \( \phi \) is the probability density function of the standard normal distribution, and \( \Phi \) is its cumulative distribution function. The transition kernel \( Q \) has a density function \( q(y|s, a) \), i.e., \( Q(B|s, a) = \int_B q(y|s, a)dy \) for all \( B \in \mathcal{B}(S) \), that is given by

\[
q(y|s, a) = f(y - \vartheta s - \rho a, \mu, \sigma, L).
\]

In the special case that \( L = +\infty \) the above problem represents the classical LQG problem, whose solution can be obtained via the algebraic Riccati equation [Ber12, p. 372]. By a simple change of coordinates it can be seen that the presented system fulfills Assumption 2.3.1. The following lemma provides the technical parameters required for the proposed error bounds.

**Lemma 4.5.1 (Truncated LQG properties).** The error bounds provided by Corollaries 4.3.1 and 4.4.3 hold with the norms \( \| \psi \|_\infty = L^2(q + r) \), \( \| \psi \|_1 = 4L^2 \sqrt{q^2 + r^2} \), and the Lipschitz constant of the kernel is

\[
L_Q = \frac{2L \max\{\vartheta, \rho\}}{\sigma^2 \sqrt{2\pi} \left( \Phi \left( \frac{L - \mu}{\sigma} \right) - \Phi \left( \frac{\mu - L}{\sigma} \right) \right)}.
\]
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Figure 4.2: The objective performance $J_{n,N}^{AC}$ is computed using (4.19) for Example 4.5.1. The red dotted line denoted by $J^{AC}$ is the optimal solution approximated by $n = 10^3$ and $N = 10^6$.

Proof. In regard to Assumption 2.3.1(i), we consider the change of coordinates $\bar{s}_t := \frac{s_t}{2L} + \frac{1}{2}$ and $\bar{a}_t := \frac{a_t}{2L} + \frac{1}{2}$. In the new coordinates, the constants of Lemma 4.6.3 follow from a standard computation.

Simulation details: For the simulation results we choose the numerical values $\vartheta = 0.8$, $\rho = 0.5$, $\sigma = 1$, $\mu = 0$, $q = 1$, $r = 0.5$, and $L = 10$. In the first approximation step discussed in Section 4.2, we consider the Fourier basis $u_{2k-1}(s) = \frac{L}{k\pi} \cos \left( \frac{k\pi s}{L} \right)$ and $u_{2k}(s) = \frac{L}{k\pi} \sin \left( \frac{k\pi s}{L} \right)$. 
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Randomized approach:

We implement the methodology presented in Section 4.3 resulting in a finite random convex program as in (4.19), where the uniform distribution on $K = S \times A = [-L, L]^2$ is used to draw the random samples. Figures 4.2(a), 4.2(b), and 4.2(c) visualize three cases with different number of basis functions $n \in \{2, 10, 100\}$, respectively. To show the impact of the additional norm constraint, in each case two approximation settings are examined: the constrained (regularized) one proposed in this article (i.e., $\theta_P < \infty$), and the unconstrained one (i.e., $\theta_P = \infty$). In the former we choose the bound suggested by (4.9b). In the latter, the resulting optimization programs of (4.19) may happen to be unbounded, particularly when the number of samples $N$ is low; numerically, we capture the behavior of the unbounded $\theta_P$ through a large bound such as $\theta = 10^6$. In each subfigure, the colored tubes represent the results of 400 independent experiments (shaded areas) as well as the mean value across different experiments (solid and dashed lines) of the objective performance $J_{n,N}^{AC}$ as a function of the sample size $N$.

Figure 4.2(d) depicts a zoomed perspective of the means for the three cases of $n$. All the results in Figure 4.6.2 are obtained based on 400 independent simulation experiments. It is perhaps not surprising that the optimal value depicted in red dotted line is very close to the classical LQG example whose exact solution is analytically available. It can be seen that the randomized approximations asymptotically converge, as suggested by Theorem 3.5.1

The simulation results suggest three interesting features concerning $n$, the number of basis functions: The higher the number of basis functions,

(i) the smaller the approximation error (i.e., asymptotic distance for $N \to \infty$ to the red dotted line),

(ii) the lower the variance of approximation with respect to the sampling distribution for each $N$, and

(iii) the slower the convergence behavior with respect to the sample size $N$.

The features (i) and (ii) are positive impacts of increasing the number of basis functions. While (i) is predicted by Corollary 4.2.4 since the error due to the projection term becomes smaller, it is not entirely clear how to formally explain (ii). On the contrary, the feature (iii) is indeed a negative impact, as a high number of basis functions requires a large number of samples $N$ to produce reasonable approximation errors. This phenomena can be justified through the lens of Corollary 4.3.1 where the approximation errors grows proportionally to $n$.

Structural convex optimization:

Algorithm 1 was implemented with the parameters described in Corollary 4.4.3 leading to deterministic upper and lower bounds ($J_{n,\eta}^{UB}$ and $J_{n,\eta}^{LB}$, respectively) for the cost function
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Figure 4.3: The results and error bounds are obtained by Algorithm 1 with $n = 10$ for Example 4.5.1. The red dotted line is the optimal solution computed as indicated in Figure 4.6.2.

$J^{AC}$, see also Theorem 3.4.3. These bounds are computationally appealing as they provide a posteriori bounds on the approximation error that often is significantly smaller than the a priori bounds given by Theorem 3.4.3. This behavior can be seen in the simulation results summarized in Figure 4.3 where the number of basis functions is $n = 10$. Similar to Figure 4.6.2, the red dotted line is the optimal value of the original infinite program $P$ which we approximated by using $10^3$ basis functions and $10^6$ iterations of Algorithm 1; it coincides with the one from the randomized method.

4.5.2 Example 2: A fisheries management problem

A natural approximation approach toward dynamic programming problems goes through a discretization scheme (e.g., discretization the state and/or action spaces). The main objective of this example is to compare the proposed LP-based approximation of this article with more standard discretization schemes. To this end, we borrow an example from [HLL96, Section 1.3] and compare our results with the recent discretization method proposed by [SYL15]. Consider the population growth model, known as Ricker model,

$$s_{t+1} = \vartheta_1 a_t \exp(-\vartheta_2 a_t + \xi_t), \quad t \in \mathbb{N},$$

where $\vartheta_1, \vartheta_2 \in \mathbb{R}_+$, $s_t$ is the population size in season $t$, and $a_t$ is the population to be left for spawning for the next season, i.e., the difference $s_t - a_t$ is the amount of fish captured in season $t$. The running reward function, to be maximized is $\psi(a, s) = \varphi(s-a)$, where $\varphi$ is the so-called shifted isoelastic utility function $\varphi(z) := 3(z + 0.5)^{1/3} - (0.5)^{1/3}$.
The state space is \( S = [\kappa, \overline{\kappa}] \), for some \( \kappa, \overline{\kappa} \in \mathbb{R}_+ \). Since the population left for spawning cannot be greater than the total population, for each \( s \in S \), the set of admissible actions is \( A(s) = [\kappa, s] \). To fulfill Assumption 2.3.1(i), following the transformation suggested by [SYL15], we equivalently reformulate the above problem using the dynamics

\[
s_{t+1} = \vartheta_1 \min(a_t, s_t) \exp(-\vartheta_2 \min(a_t, s_t) + \xi_t), \quad t \in \mathbb{N},
\]

where the admissible actions set is now the state-independent set \( A = [\kappa, \overline{\kappa}] \), and the running reward function is \( \psi(a, s) = \varphi(s - a)1_{s \geq a} \). The noise process \( (\xi_t)_{t \in \mathbb{N}} \) is a sequence of i.i.d. random variables which have a uniform density function \( g \) supported on the interval \([0, \lambda]\). Thus, the corresponding kernel is

\[
Q(B | s, a) = \int_B g \left( \log \xi - \log \left( \vartheta_1 \min(a, s) \right) + \vartheta_2 \min(a, s) \right) \frac{1}{\xi} d\xi, \quad \forall B \in \mathcal{B}(\mathbb{R}).
\]

Note that to make the model consistent, we must have \( \vartheta_1 a \exp(-\vartheta_2 a + \xi) \in [\kappa, \overline{\kappa}] \) for all \((a, \xi) \in [\kappa, \overline{\kappa}] \times [0, \lambda]\). By defining an appropriate change of coordinate similar to Lemma 4.6.3, Assumption 2.3.1 are fulfilled; we refer the reader to [SYL15, Section 7.2] for further information and detailed analysis.

**Simulation details:** The chosen numerical values are \( \lambda = 0.5, \vartheta_1 = 1.1, \vartheta_2 = 0.1, \overline{\kappa} = 7, \) and \( \kappa = 0.005 \). In the first approximation step discussed in Section 4.2, we consider the Fourier basis \( u_{2k-1}(s) = \frac{L}{\kappa} \cos \left( \frac{2k\pi s}{L} \right) \) and \( u_{2k}(s) = \frac{L}{\kappa} \sin \left( \frac{2k\pi s}{L} \right) \), where \( L = \frac{\pi - \kappa}{2} \).

**Randomized approach:**

We implement the methodology presented in Section 4.3 resulting in a finite random convex program (4.19), where the uniform distribution on \( K = S \times A = [\kappa, \overline{\kappa}]^2 \) is used to draw the random samples. Figure 4.4 illustrates three cases with the number of basis functions \( n \in \{2, 10, 100\} \) and the bound (4.9b). The colored tubes represent the results between [10\%, 90\%] quantiles (shaded areas) as well as the means (solid lines) across 400 independent experiments of the objective performance \( J_{n,N}^{AC} \) as a function of the sample size \( N \). It is interesting to note that in this example the optimal solution is captured even with 2 basis functions and only \( N = 20 \) random samples. This becomes even more attractive when we compare the results with a direct discretization scheme depicted in [SYL15, Figure 2].

**Structural convex optimization:**

Similar to the LQG example in Section 4.5.1, we also implement the smoothing methodology for the case of \( n = 10 \). The simulation results are reported in Figure 4.5.
4.6 Unknown dynamics

This section is an extension of the approximation scheme presented in Sections 4.2 and 4.3 to the case where the transition kernel is unknown but information is obtained by simulation, i.e. we assume that data drawn from the probability distribution $Q(\cdot|x,a)$ is available. We consider the same setting as in Sections 4.2 and 4.3 and introduce a linear operator $\mathcal{T} : \mathcal{L}(X) \rightarrow \mathcal{L}(X \times A)$, defined by

$$\mathcal{T} u(x,a) := u(x) - \int_X u(y) Q(dy|x,a) = u(x) - \mathbb{E}^{Q(\cdot|x,a)}[u(y)],$$

and recall (Theorem 2.3.2) that using this notation the LP (2.3.2) can be written as

$$J^{\text{AC}} = \begin{cases} \sup_{\rho, u} \rho \\
\text{s.t. } \rho + \mathcal{T} u(x,a) \leq c(x,a), \forall (x,a) \in \mathcal{K} \\
\rho \in \mathbb{R}, u \in \mathcal{L}(X). \end{cases}$$

(4.18)

Let $\{(x_j, a_j)\}_{j \leq N}$ be i.i.d. samples generated with respect to some probability measure $\mathbb{P}_1$ supported on $\mathcal{K}$. We propose the following finite-dimensional convex program as an approximation to the infinite LP (4.18) and hence to the optimal control problem (2.1)

$$J_{n,N}^m = \begin{cases} \sup_{(\rho, \alpha) \in \mathbb{R}^{n+1}} \rho \\
\text{s.t. } \rho + \sum_{i=1}^n \alpha_i \mathcal{T}_m u_i(x_j, a_j) \leq c(x_j, a_j), \forall j \in \{1, \cdots, N\} \\
\|\alpha\|_2 \leq \theta, \end{cases}$$

(4.19)
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Figure 4.5: The results and error bounds are obtained by Algorithm 1 with $n = 10$ for Example 4.5.2. The red dotted line is the optimal solution computed as indicated in Figure 4.4.

where $\{u_i\}_{i=1}^n \subset \mathcal{L}(X)$ is a family of linearly independent elements, called the basis functions and $\theta > 0$ is the regularization parameter as introduced in (4.9). Moreover, we use the following notation

$$T_m u(x, a) := u(x) - \frac{1}{m} \sum_{i=1}^m u(y_i), \quad y_i \text{i.i.d.} \sim Q(\cdot|x, a).$$

Note that the program (4.19) does not require knowledge of the transition kernel $Q$, but instead, it uses simulations to learn $Q$ via the samples $y_i$ in the operator $T_m$. In the following, we quantify the approximation error of (4.19) with respect to (4.18).

**Theorem 4.6.1.** Given Assumptions 2.3.1, let $\varepsilon, \beta \in (0, 1)$, $\mathbb{U}_n := \{\sum_{i=1}^n \alpha_i u_i : \|\alpha\|_2 \leq \theta\}$ and consider the finite convex program (4.19) where the number of sampled constraints satisfies $N \geq N(n + 1, \frac{\varepsilon_\nu}{\beta})$ and $\mathbb{N}$ is as in (3.9), $z_n := (\theta \sqrt{n}(\max\{L_Q, 1\} + 1) + \|\mu\|_L)^{-1}$ and $m \geq \frac{8Cn^2 \log(4n\mathbb{N}/\beta)}{\varepsilon^2}$. Then, with probability $1 - \beta$

$$|J^{AC} - J^m_{n,N}| \leq (1 + \max\{L_Q, 1\}) \|u^* - \Pi_{U_n}(u^*)\|_L + \varepsilon.$$

Note that that $J^m_{n,N}$ is a real valued random variable on the space $(\mathbb{K} \times X^m)^N$. Strictly speaking, the error bound of Theorem 4.6.1 has to be interpreted with respect to $\mathbb{P}_2$, where $\mathbb{P}_2$ is a probability measure on $\mathbb{K} \times X^m$ defined by $\mathbb{P}_2[d(x, a, y_1, \ldots, y_m)] := Q^n(dy|x, a)\mathbb{P}_1[d(x, a)]$ and $\mathbb{P}_2^N$ stands for the N-fold product probability measure. For simplicity we slightly abuse the notation and use $\mathbb{P}$ instead of $\mathbb{P}_2^N$, and will be doing so hereinafter.
4.6 Unknown dynamics

4.6.1 Proof or Theorem 4.6.1

Some preliminaries are needed in order to prove Theorem 4.6.1. Consider the finite convex program

\[ J_{n,N} := \sup_{(\rho, \alpha) \in \mathbb{R}^{n+1}} \rho \]
\[ \text{s.t. } \rho + \sum_{i=1}^{n} \alpha_i \mathcal{T} u_i(x_j, a_j) \leq c(x_j, a_j), \quad \forall j \in \{1, \cdots, N\} \]
\[ \|\alpha\|_2 \leq \theta. \]

\[ (4.20) \]

Lemma 4.6.2. For any \( \varepsilon > 0 \) and \( n, m, N > 0 \)

\[ P\left[ |J_{m,N} - J_{n,N}| \leq \varepsilon \right] \geq 1 - 2nN \exp\left( -\frac{\varepsilon^2 m}{2n\theta^2} \right). \]

Proof. As the first step, we invoke the Hoeffding inequality \[BLM13\] together with the subadditivity of probability measures \(^1\) which states that for any \( \varepsilon > 0 \)

\[ P\left[ \forall i = 1, \ldots, n, j = 1, \ldots, N, |\mathcal{T} u_i(x_j, a_j) - \mathcal{T}_m u_i(x_j, a_j)| \leq \varepsilon \right] \geq 1 - 2nN \exp\left( -\frac{\varepsilon^2 m}{2} \right). \]

Hence, for all \( \varepsilon > 0 \)

\[ P\left[ \forall j = 1, \ldots, N, \sup_{\|\alpha\|_2 \leq \theta} \left| \sum_{i=1}^{n} \alpha_i \mathcal{T} u_i(x_j, a_j) - \sum_{i=1}^{n} \alpha_i \mathcal{T}_m u_i(x_j, a_j) \right| \leq \varepsilon \right] \]
\[ \geq P\left[ \forall i = 1, \ldots, n, j = 1, \ldots, N, \|\alpha\|_1 |\mathcal{T} u_i(x_j, a_j) - \mathcal{T}_m u_i(x_j, a_j)| \leq \varepsilon \right] \]
\[ \geq 1 - 2nN \exp\left( -\frac{\varepsilon^2 m}{2n\theta^2} \right), \]

where we have used the normalization of the basis functions (i.e., \( \|u_i\|_L \leq 1 \)) leading to

\(^1\)i.e., \( P(A \cap B) \geq P(A) + P(B) - 1. \)
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\[ \| \sum_{i=1}^{n} \alpha_i u_i \|_L \leq \| \alpha \|_1 \leq \sqrt{n} \theta. \] Therefore, with confidence \(1 - 2N \exp\left(\frac{-\varepsilon^2 m}{2n \theta^2}\right)\) we have

\[ J_{n,N} = \begin{cases} 
\sup_{(\rho, \alpha) \in \mathbb{R}^{n+1}} \rho \\
\text{s.t.} \quad \rho + \sum_{i=1}^{n} \alpha_i (T u_i(x_j, a_j) + T_m u_i(x_j, a_j) - T u_i(x_j, a_j)) \\
\quad \leq c(x_j, a_j), \quad \forall j \in \{1, \cdots, N\} \\
\quad \| \alpha \|_2 \leq \theta.
\end{cases} \]

and similarly one can show \(J_{n,N}^m \leq J_{n,N} + \varepsilon\), which completes the proof. \(\square\)

**Proof of Theorem 4.6.1**: The proof consists of combining three results. First, recall that \([MSKL17, Corollary 3.9]\) for the given setting of Theorem 4.6.1

\[ 0 \leq J - J_n \leq (1 + \max\{L_Q, 1\}) \| u^* - \Pi_{\mathcal{U}_n}(u^*) \|_L, \quad (4.21) \]

where

\[ J_n := \begin{cases} 
\sup_{(\rho, \alpha) \in \mathbb{R}^{n+1}} \rho \\
\text{s.t.} \quad \rho + \sum_{i=1}^{n} \alpha_i T u_i(x, a) \leq c(x, a), \quad \forall (x, a) \in X \times A \\
\quad \| \alpha \|_2 \leq \theta.
\end{cases} \]

Next, \([MSKL17, Corollary 3.9]\) states that for \(N \geq N(n + 1, (\varepsilon z_n)^{\text{dim}(K)}), \beta\), where \(z_n := (\theta \sqrt{n}(\max\{L_Q, 1\} + 1) + \| c \|_L)^{-1}\)

\[ P^N \left[ \left| J_n - J_{n,N} \right| \leq \varepsilon \right] \geq \beta, \quad (4.22) \]

where \(J_{n,N}\) is defined in \((4.20)\). Finally, a simple union bound of \((4.21), (4.22)\) and Lemma 4.6.2 concludes the proof. \(\blacksquare\)

### 4.6.2 Numerical example

Consider the linear system

\[ x_{t+1} = \vartheta x_t + \rho a_t + \xi_t, \quad t \in \mathbb{N}, \]
with quadratic stage cost $\psi(x,a) = qx^2 + ra^2$, where $q \geq 0$ and $r > 0$ are given constants. We assume that $X = A = [-L,L]$ and the parameters $\vartheta, \rho \in \mathbb{R}$ are known. The disturbances $\{\xi_t\}_{t \in \mathbb{N}}$ are i.i.d. random variables generated by a truncated normal distribution with known parameters $\mu$ and $\sigma$, independent of the initial state $x_0$. Thus, the process $\xi_t$ has a distribution density

$$f(x, \mu, \sigma, L) = \begin{cases} \frac{1}{\sigma} \phi \left( \frac{x - \mu}{\sigma} \right), & x \in [-L,L] \\ 0, & \text{otherwise} \end{cases}$$

where $\phi$ is the probability density function of the standard normal distribution, and $\Phi$ is its cumulative distribution function. The transition kernel $Q$ has a density function $q(y|x,a)$, i.e., $Q(B|x,a) = \int_B q(y|x,a) dy$ for all $B \in \mathcal{B}(X)$, that is given by

$$q(y|x,a) = f(y - \vartheta x - \rho a, \mu, \sigma, L).$$

In the special case that $L = +\infty$ the above problem represents the classical LQG problem, whose solution can be obtained via the algebraic Riccati equation [Ber12, p. 372]. By a simple change of coordinates it can be seen that the presented system fulfills Assumption 2.3.1. Moreover, the following lemma provides the technical parameters required for the proposed error bounds.

**Lemma 4.6.3 (Truncated LQG properties).** The error bounds provided by Theorem 4.6.1 hold with the norms $\|\psi\|_{\infty} = L^2(q+r)$, $\|\psi\|_L = 4L^2\sqrt{q^2 + r^2}$, and the Lipschitz constant of the kernel is

$$L_Q = \frac{2L \max\{\vartheta, \rho\}}{\sigma^2 \sqrt{2\pi}} \left( \Phi \left( \frac{L-\mu}{\sigma} \right) - \Phi \left( -\frac{L+\mu}{\sigma} \right) \right).$$

**Proof.** In regard to Assumption 2.3.1(i), we consider the change of coordinates $\bar{x}_t := \frac{x_t}{L} + \frac{1}{2}$ and $\bar{a}_t := \frac{a_t}{L} + \frac{1}{2}$. In the new coordinates, the constants of Lemma 4.6.3 follow from a standard computation. 

**Simulation details** For the simulation results we choose the numerical values $\vartheta = 0.8$, $\rho = 0.5$, $\sigma = 1$, $\mu = 0$, $q = 1$, $r = 0.5$, and $L = 10$. Throughout this section we used the Fourier basis $u_{2k-1}(s) = \frac{L}{k\pi} \cos \left( \frac{k\pi s}{L} \right)$ and $u_{2k}(s) = \frac{L}{k\pi} \sin \left( \frac{k\pi s}{L} \right)$ and the uniform distribution on $K = X \times A = [-L,L]^2$ to draw the random samples $\{x_j, a_j\}_{j=1}^N$ in program (4.19).

**Simulation results** The simulation results are shown in Figure 4.6.2. Figure 4.6(a) suggests three interesting features concerning $n$, the number of basis functions: The higher the number of basis functions,
Figure 4.6: The objective performance $J_{m,N}$ is computed according to (4.19). The colored tubes represent the results between [10%, 90%] quantiles (shaded areas) as well as the means (solid lines) across 200 independent experiments of the objective performance $J_{m,N}$. The red dotted line denoted by $J^{AC}$ is the optimal solution approximated by $n = 10^3$, $m = 10^6$ and $N = 10^6$.

(i) the smaller the approximation error (i.e., asymptotic distance for $N \to \infty$ to the red dotted line),

(ii) the lower the variance of approximation with respect to the sampling distribution for each $N$, and

(iii) the slower the convergence behavior with respect to the sample size $N$. 

The feature (iii) namely that a high number of basis functions requires a large number of sampled constraints $N$ to produce reasonable approximation errors can also be seen in Figure 4.6(b). Moreover, the higher the number of sampled constraints $N$ the lower the
4.7 Infinite-horizon discounted-cost problems

In the Markov decision process setting, introduced in Section 2.3, let us consider long-run \( \tau \)-discounted cost (DC) problems with the discount factor \( \tau \in (0,1) \) and initial distribution \( \nu \in \mathcal{P}(X) \) described as

\[
J^{DC}(\nu) := \inf_{\pi \in \Pi} \lim_{n \to \infty} \mathbb{E}_{\nu}^{\pi} \left[ \sum_{t=0}^{n-1} \tau^t \psi(x_t, a_t) \right].
\] (4.23)

Theorem 4.7.1 (LP characterization [HLL96, Theorem 6.3.8]). Under Assumption 2.3.1, the optimal value \( J^{DC} \) of the DC problem in (4.23) can be characterized by the LP problem \( (P) \) in the setting (4.24), in the sense that \( J = -J^{DC} \).

As in the average cost setting, in Section 2.3 we assume that the control model satisfies Assumption 2.3.1. We refer to [HLL96, Chapter 4] and [HLL99, Chapter 8] for a detailed exposition and required technical assumptions in more general settings. As for the AC problems, it is well known that the DC problem (4.23) can be alternatively characterized by means of infinite LPs \( (P) \) and \( (D) \) introduced in Section 2.2, where

\[
\begin{align*}
(X, C) := & (C(S), \mathcal{M}(S)) \\
(B, Y) := & (C(K), \mathcal{M}(K)) \\
K := & C_+(K) \\
K^* := & \mathcal{M}_+(K) \\
c(B) = & -\nu(B), \quad B \in \mathcal{B}(S) \\
b(s,a) = & -\psi(s,a) \\
A : & \mathbb{X} \to \mathbb{B}, \quad A x(s,a) := -x(s) + \tau Qx(s,a) \\
A^* : & \mathbb{Y} \to \mathbb{C}, \quad A^* y(B) := y(B \times A) - \tau yQ(B), \quad B \in \mathcal{B}(S).
\end{align*}
\] (4.24)

Theorem 4.7.1 (LP characterization [HLL96, Theorem 6.3.8]). Under Assumption 2.3.1, the optimal value \( J^{DC} \) of the DC problem in (4.23) can be characterized by the LP problem \( (P) \) in the setting (4.24), in the sense that \( J = -J^{DC} \).

It is known that under similar conditions as in Assumption 2.3.1 on the control model, the value function \( u^* \) in the \( \tau \)-discounted cost optimality equation is Lipschitz continuous [HL89, Section 2.6] or [DPR13, Theorem 3.1]. We use the norms similar to the AC-setting (4.1). The next step toward studying the approximation error (3.5) for the DC-setting readily follows by Theorem 3.2.3 combined with the following lemma.

Lemma 4.7.2 (DC semi-infinite regularity). For the DC-problem (4.23), characterized by the dual-pair vector spaces in (4.24), under Assumption 2.3.1 we have the operator...
norm \( \|A\| \leq 1 + \max\{L_Q,1\}\tau \), the inf-sup constant of Assumption 3.2.1(ii) \( \gamma = 1 - \tau \), and the dual optimizer norm
\[
\|y^*\|_W \leq \theta_P + (1 - \tau)^{-1}\|\psi\|_\infty.
\]

Proof. With the norms considered and following a proof similar to Lemma 4.2.1, the operator norm \( \|A\| \) can be upper bounded as \( \|A\| \leq 1 + \tau \). The inf-sup condition, Assumption 3.2.1(ii), holds with \( \gamma = 1 - \tau \), since
\[
\inf_{y \in K^*} \sup_{x \in X^*_n} \langle Ax, y \rangle \|x\|_W \|y\|_W \geq \inf_{y \in K^*} (1 - \tau) \langle 1, y \rangle \|y\|_W = 1 - \tau.
\]
Moreover \( \|\nu\|_W = 1 \) since it is a probability measure. Thus, given the lower bound for the optimal value \( J_n^{DC} \geq -(1 - \tau)^{-1}\|\psi\|_\infty \), the assertion of Proposition 3.2.2 (i.e, the dual optimizers bound in (3.3)) leads to the desired assertion (4.25).

Note that when the norm constraint is neglected, the dual program enforces that any solution \( y_n^* \) in the program \( D_n \) satisfies \( \langle x, A^*y_n^* - c \rangle = 0 \) for all \( x \in X_n \) (cf. the program \( D) \). Assume that a constant function belongs to the set \( X_n \). Then, the constraint evaluated at the constant function reduces to \( (1 - \tau)\langle 1, y_n^* \rangle = (1 - \tau)\|y_n^*\|_W = 1 \). It is worth noting that this observation can consistently be captured by Lemma 4.7.2 when \( \theta_P \) tends to \( \infty \), in which the bound (4.25) reduces to \( \|y_n^*\|_W \leq (1 - \tau)^{-1} \).
Part II

Information theoretic problems
Chapter 5

Channel capacity approximation

The second part of the thesis studies optimization problems arising from an information theoretic perspective, namely the channel capacity problem and the maximum entropy estimation problem. In this chapter we present a novel iterative method for approximately computing the capacity of discrete memoryless channels, possibly under additional constraints on the input distribution. Based on duality of convex programming, we derive explicit upper and lower bounds for the capacity. The presented method requires \(O(M^2N\sqrt{\log N}/\varepsilon)\) to provide an estimate of the capacity to within \(\varepsilon\), where \(N\) and \(M\) denote the input and output alphabet size; a single iteration has a complexity \(O(MN)\). We also show how to approximately compute the capacity of memoryless channels having a bounded continuous input alphabet and a countable output alphabet under some mild assumptions on the decay rate of the channel’s tail. It is shown that discrete-time Poisson channels fall into this problem class. As an example, we compute sharp upper and lower bounds for the capacity of a discrete-time Poisson channel with a peak-power input constraint.

5.1 Introduction

A discrete memoryless channel (DMC) comprises a finite input alphabet \(\mathcal{X} = \{1, 2, \ldots, N\}\), a finite output alphabet \(\mathcal{Y} = \{1, 2, \ldots, M\}\), and a conditional probability mass function expressing the probability of observing the output symbol \(y\) given the input symbol \(x\), denoted by \(W(y|x)\). In his seminal 1948 paper [Sha48], Shannon proved that the channel capacity for a DMC is

\[ C(W) = \max_{p \in \Delta_N} I(p, W), \tag{5.1} \]

where \(\Delta_N := \{x \in \mathbb{R}^N : x \geq 0, \sum_{i=1}^N x_i = 1\}\) denotes the \(N\)-simplex and \(I(p, W) := \sum_{x \in \mathcal{X}} p(x) \ D(W(\cdot|x)|(pW)(\cdot))\) the mutual information. \(W(y|x) = \mathbb{P}[Y = y|X = x]\) describes the channel law and \((pW)(\cdot)\) is the probability distribution of the channel output induced by \(p\) and \(W\), i.e., \((pW)(y) := \sum_{x \in \mathcal{X}} p(x)W(y|x)\). \(D(\cdot||\cdot)\) denotes the relative entropy that is defined as \(D(W(\cdot|x)|(pW)(\cdot)) := \sum_{y \in \mathcal{Y}} W(y|x) \log \left(\frac{W(y|x)}{(pW)(y)}\right)\).
Shannon also showed that in case of an additional average cost constraint on the input distribution of the form $\mathbb{E}[s(X)] \leq S$, where $s : \mathcal{X} \rightarrow \mathbb{R}_+$ denotes a cost function and $S \geq 0$, the capacity is given by

$$C_S(W) = \max_{p} \left\{ I(p, W) \mid \mathbb{E}[s(X)] \leq S, \ p \in \Delta_N \right\}$$  \hspace{1cm} (5.2)

For a few DMCs it is known that the capacity can be computed analytically, however in general there is no closed-form solution. It is therefore of interest to have an algorithm that solves (5.2) in a reasonable amount of time. Since for a fixed channel the mutual information is a concave function in $p$, the optimization problem (5.2) is a finite dimensional convex optimization problem. Solving (5.2) with convex programming solvers, however, turned out to be computationally inefficient even for small alphabet sizes [Bla72].

Shannon’s formula for the capacity of a DMC generalizes to the case of memoryless channels with continuous input and output alphabets, i.e. $\mathcal{X} = \mathcal{Y} = \mathbb{R}$. However, when considering such channels, it is essential to introduce additional constraints on the channel input to obtain physically meaningful results, more details can be found in [Gal68, Chapter 7]. In addition to average cost type constraints, peak-power constraints are also often considered. A peak-power constraint demands that $X \in \mathbb{A}$ for some compact set $\mathbb{A} \subset \mathcal{X}$ with probability one. For such a setup, i.e., having average and peak-power constraints, the capacity is given by

$$C_{\mathbb{A},S}(W) = \sup_{p} \left\{ I(p, W) \mid \mathbb{E}[s(X)] \leq S, \ p \in \mathcal{P}(\mathbb{A}) \right\}$$  \hspace{1cm} (5.3)

where $\mathcal{P}(\mathbb{A})$ denotes the set of all probability distributions on the Borel $\sigma$-algebra $\mathcal{B}(\mathbb{A})$ and the mutual information is defined as $I(p, W) := \int_{\mathbb{A}} D(W(\cdot|x)| (pW)(\cdot)) p(dx)$. The channel is described by a transition density defined by $\mathbb{P}[Y \in dy|X = x] = W(y|x)dy$ and $(pW)(\cdot)$ is the probability distribution of the channel output induced by $p$ and $W$ which is given by $(pW)(y) := \int_{\mathbb{A}} W(y|x)p(dx)$ and the relative entropy that is defined as $D(W(\cdot|x)|(pW)(\cdot)) := \int_{\mathbb{A}} W(y|x) \log \left( \frac{W(y|x)}{(pW)(y)} \right) dy$. The optimization problem (5.3) is an infinite dimensional convex optimization problem and as such in general computationally intractable (NP-hard).

**Previous Work and Contributions**

Historically one of the first attempts to numerically solve (5.2) is the so-called Blahut-Arimoto algorithm [Bla72, Ari72], that exploits the special structure of the mutual information and approximates iteratively the capacity of any DMC. Each iteration step has a
computational complexity $O(MN)$. It was shown that this algorithm, in case of no additional input constraints has an \textit{a priori} error bound of the form $|C(W) - C_{\text{approx}}^{(n)}(W)| \leq O\left(\frac{\log(N)}{n}\right)$, where $n$ denotes the number of iterations \cite[Corollary 1]{Ari72}. Hence, the overall computational complexity of finding an additive $\varepsilon$-solution is given by $O\left(\frac{MN\log(N)}{\varepsilon}\right)$.

As such the computational cost required for an acceptable accuracy for channels with large input alphabets can be considerable. This undesirable property together with the complexity per iteration prevents the algorithm from being useful for a large class of channels, e.g., a Rayleigh channel with a discrete input alphabet \cite{AFTS01}. There have been several improvements of the Blahut-Arimoto algorithm \cite{Say00, MD04, Yu10}, which achieve a better convergence for certain channels. However, since they all rely on the original Blahut-Arimoto algorithm they inherit its overall computational complexity as well as its complexity per iteration step. Therefore, even with improved Blahut-Arimoto algorithms, approximating the capacity for channels having large input alphabets remains computationally expensive. Based on sequential Monte-Carlo integration methods (a.k.a. particle filters), the Blahut-Arimoto algorithm has been extended to memoryless channels with continuous input and output alphabets \cite{Dau05, CHC13, CHC14a, CHC14b}. As shown in several examples, this approach seems to be powerful in practice, however a rate of convergence has not been proven.

Another recent approach towards approximating (5.2) is presented in \cite{MB04} by Mung and Boyd, where they introduce an efficient method to derive upper bounds on the channel capacity problem, based on geometric programming. Huang and Meyn \cite{HM05} developed a different approach based on cutting plane methods, where the mutual information is iteratively approximated by linear functionals and in each iteration step, a finite dimensional linear program is solved. It has been shown that this method converges to the optimal value, however no rate of convergence is provided. An interesting insight provided by the work \cite{HM05} and \cite{PHMV04} is that the in the setting of a continuous alphabet, the optimal input distributions typically have finite support.

In this article, we present a new approach to solve (5.2) that is based on its dual formulation. It turns out that the dual problem of (5.2) has a particular structure that allows us to apply Nesterov’s smoothing method \cite{Nes05}. In the absence of input cost constraints, this leads to an a priori error bound of the order $|C(W) - C_{\text{approx}}^{(n)}(W)| \leq O\left(\frac{M\sqrt{\log(N)}}{n}\right)$, where $n$ denotes the number of iterations and each iteration step has a computational complexity of $O(NM)$. Thus, the overall computational complexity of finding an $\varepsilon$-solution is given by $O\left(\frac{MN^2\sqrt{\log(N)}}{\varepsilon}\right)$. In particular for large input alphabets our method has a computational advantage over the Blahut-Arimoto algorithm. In addition the novel method provides primal and dual optimizers leading to an \textit{a posteriori} error which is often much smaller than the a priori error.

Due to the favorable structure of the capacity problem and its dual formulation, the presented method can be extended to approximate the capacity of memoryless channels.
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having a bounded continuous input alphabet and a countable output alphabet, under some assumptions on the tail of \( W(\cdot|X) \), i.e., problem \([5.3]\) is addressed for a countable output alphabet. As a concrete example, this is demonstrated on the discrete-time Poisson channel with a peak-power constraint. To the best of our knowledge, for this scenario up to now only lower bounds exist \([LM09]\).

Notation

The logarithm with basis 2 is denoted by \( \log(\cdot) \) and the natural logarithm by \( \ln(\cdot) \). In Section 5.2 we consider DMCs with a finite input alphabet \( X = \{1, 2, \ldots, N\} \) and a finite output alphabet \( Y = \{1, 2, \ldots, M\} \). The channel law is summarized in a matrix \( W \in \mathbb{R}^{N \times M} \), where \( W_{ij} := P[Y = j|X = i] = W(j|i) \). We define the standard \( n \)-simplex as \( \Delta_n := \{ x \in \mathbb{R}^d : x \geq 0, \sum_{i=1}^d x_i = 1 \} \). The input and output probability mass functions are denoted by the vectors \( p \in \Delta_N \) and \( q \in \Delta_M \). The input cost constraint can be written as \( E[s(X)] = p^\top s \leq S \), where \( s \in \mathbb{R}^N \) denotes the cost vector and \( S \in \mathbb{R}_+ \) is the given total cost. The binary entropy function is denoted by \( H_b(\alpha) := -\alpha \log(\alpha) - (1 - \alpha) \log(1-\alpha) \), for \( \alpha \in [0,1] \). For a probability mass function \( p \in \Delta_N \) we denote the entropy by \( H(p) := \sum_{i=1}^N -p_i \log(p_i) \). It is convenient to introduce an additional variable for the conditional entropy of \( Y \) given \( \{X = i\} \) as \( r \in \mathbb{R}^N \), where \( r_i = -\sum_{j=1}^M W_{ij} \log(W_{ij}) \). For a probability density \( p \) supported at a measurable set \( B \subset \mathbb{R} \) we denote the differential entropy by \( h(p) = -\int_B p(x) \log(p(x)) \, dx \). For two vectors \( x, y \in \mathbb{R}^n \), we denote the canonical inner product by \( \langle x, y \rangle := x^\top y \). We denote the maximum (resp. minimum) between \( a \) and \( b \) by \( a \lor b \) (resp. \( a \land b \)). For \( \mathcal{A} \subset \mathbb{R} \) and \( 1 \leq p \leq \infty \), let \( L^p(\mathcal{A}) \) denote the space of \( L^p \)-functions on the measure space \( (\mathcal{A}, \mathcal{B}(\mathcal{A}), dx) \), where \( \mathcal{B}(\mathcal{A}) \) denotes the Borel \( \sigma \)-algebra and \( dx \) the Lebesgue measure. The capacity of a channel \( W \) is denoted by \( C(W) \). For the channel law matrix \( W \in \mathbb{R}^{N \times M} \) we consider the norm \( \|W\| := \max_{\lambda \in \mathbb{R}^M, \ p \in \mathbb{R}^N} \{ \langle W\lambda, p \rangle : \|\lambda\|_2 = 1, \|p\|_1 = 1 \} \), and note that an upper bound is given by

\[
\|W\| = \max_{\|p\|_1 = 1} \max_{\|\lambda\|_2 = 1} \lambda^\top W^\top p \leq \max_{\|p\|_1 = 1} \|W^\top p\|_2 \leq \max_{\|p\|_1 = 1} \|W^\top p\|_1 = \max_{\|p\|_1 = 1} \|p\|_1 = 1. \tag{5.4}
\]

5.2 Discrete memoryless channel

To keep notation simple we consider a single average-input cost constraint as the extension to multiple average-input cost constraints is straightforward. In a first step, we introduce the output distribution \( q \in \Delta_M \) as an additional decision variable, as done in \([BTT88, MB04, Mun05]\) and note that the mutual information \( I(X;Y) \) is equal to \( H(Y) - H(Y|X) \).
Lemma 5.2.1. Let $F := \text{arg max}_{p \in \Delta_N} I(p, W)$ and $S_{\text{max}} := \min_{p \in F} s^\top p$. If $S \geq S_{\text{max}}$ the optimization problem (5.2) has the same optimal value as

$$
P : \begin{cases}
\max_{p/q} & -r^\top p + H(q) \\
\text{s.t.} & W^\top p = q \\
& p \in \Delta_N, \ q \in \Delta_M.
\end{cases}
$$

If $S < S_{\text{max}}$ the optimization problem (5.2) has the same optimal value as

$$
P : \begin{cases}
\max_{p/q} & -r^\top p + H(q) \\
\text{s.t.} & W^\top p = q, s^\top p = S \\
& p \in \Delta_N, \ q \in \Delta_M.
\end{cases}
$$

Proof. The mutual information $I(p, W)$ can be expressed as

$$
I(p, W) = \sum_{i=1}^{N} \sum_{j=1}^{M} W_{ij} p_i \log \left( \frac{W_{ij}}{\sum_{k=1}^{N} W_{kj} p_k} \right) 
= \sum_{i=1}^{N} \sum_{j=1}^{M} \left[ p_i W_{ij} \log(W_{ij}) - p_i W_{ij} \log \left( \sum_{k=1}^{N} W_{kj} p_k \right) \right].
$$

By adding the constraint $\sum_{i=1}^{N} p_i W_{ij} = q_j$ for all $j = 1, \ldots, M$,

$$
I(p, W) = \sum_{i=1}^{N} \sum_{j=1}^{M} \left[ p_i W_{ij} \log(W_{ij}) - p_i W_{ij} \log(q_j) \right] 
= \sum_{i=1}^{N} \sum_{j=1}^{M} p_i W_{ij} \log(W_{ij}) - \sum_{j=1}^{M} q_j \log(q_j) 
= -r^\top p + H(q),
$$

where $p \in \Delta_N$. Since $q = W^\top p$ and $W^\top$ is a stochastic matrix, this implies $q \in \Delta_M$. By definition of $S_{\text{max}}$ it is obvious that the input cost constraint $s^\top p \leq S$ is inactive for $S \geq S_{\text{max}}$, leading to the first optimization problem in Lemma 5.2.1. It remains to show that for $S < S_{\text{max}}$, the input constraint can be written with equality, leading to the second optimization problem in Lemma 5.2.1. In order to keep the notation simple we define $C(S) := C_S(W)$ for a fixed channel $W$. We show that $C(S)$ is concave in $S$ for $S \in [0, S_{\text{max}}]$. Let $S^{(1)}, S^{(2)} \in [0, S_{\text{max}}]$, $0 \leq \lambda \leq 1$ and $p^{(i)}$ probability mass functions that achieve $C(S^{(i)})$ for $i \in \{1, 2\}$. Consider the probability mass function $p^{(\lambda)} = \lambda p^{(1)} + (1 - \lambda)p^{(2)}$. We can write

$$
s^\top p^{(\lambda)} = \lambda s^\top p^{(1)} + (1 - \lambda)s^\top p^{(2)} 
\leq \lambda S^{(1)} + (1 - \lambda)S^{(2)} 
=: S^{(\lambda)} \in [0, S_{\text{max}}].
$$
Using the concavity of the mutual information in the input distribution, we obtain

\[ \lambda C(S^{(1)}) + (1 - \lambda)C(S^{(2)}) = \lambda I(p^{(1)}, W) + (1 - \lambda)I(p^{(2)}, W) \leq I(p^{(\lambda)}, W) \leq C(S^{(\lambda)}), \]

where the final inequality follows by Shannon’s formula for the capacity given in (5.1). \( C(S) \) clearly is non-decreasing in \( S \) since enlarging \( S \) relaxes the input cost constraint. Furthermore, we show that

\[ C(S_{\text{max}} - \varepsilon) < C(S_{\text{max}}), \quad \text{for all } \varepsilon > 0. \]  

(5.8)

Suppose \( C(S_{\text{max}} - \varepsilon) = C(S_{\text{max}}) \) and denote \( C^* := \max_{p \in \Delta_N} I(p, W) \). This then implies that there exists \( \tilde{p} \in \Delta_N \) such that \( I(\tilde{p}, W) = C^* \) and \( s^T \tilde{p} \leq S_{\text{max}} - \varepsilon \), which contradicts the definition of \( S_{\text{max}} \). Hence, the concavity of \( C(S) \) together with the non-decreasing property and (5.8) imply that \( C(S) \) is strictly increasing in \( S \).

Note that we later add an assumption on our channel (Assumption 5.2.3) that guarantees uniqueness of the optimizer maximizing the mutual information, i.e., \( F \) is a singleton. In this case the optimizer to (5.6) (resp. (5.5)) is also feasible for the original problem (5.2). Computing \( S_{\text{max}} \) is straightforward once \( F \) is known. The singleton \( F \) can be seen as the maximizer of a channel capacity problem with no additional input cost constraint and can as such be computed with the scheme we present in this article.

For the rest of the section we restrict attention to (5.6), since the less constrained problem (5.5) can be solved in a similar, more direct way. We tackle this optimization problem through its Lagrangian dual problem. The dual function turns out to be a non-smooth function. As such, it is known that the efficiency estimate of a black-box first-order method is of the order \( O\left(\frac{1}{\varepsilon^2}\right) \) if no specific problem structure is used, where \( \varepsilon \) is the desired absolute accuracy of the approximate solution in function value [Nes04]. We show, however, that \( P \) has a certain structure that allows us to use Nesterov’s approach for approximating non-smooth problems with smooth ones [Nes05] leading to an efficiency estimate of the order \( O\left(\frac{1}{\varepsilon}\right) \). This, together with the low complexity of each iteration step in the approximation scheme leads to a numerical method for the channel capacity problem that has a very attractive computational complexity.

### 5.2.1 Preliminaries

Some preliminaries are needed in order to present our capacity approximation method. We begin by recalling Nesterov’s seminal work [Nes05] in the context of structural convex optimization, which is our main tool in the proposed capacity approximation scheme.
Nesterov’s smoothing approach

Consider finite-dimensional real vector spaces $E_i$ endowed with a norm $\| \cdot \|_i$ and denote its dual space by $E_i^*$ for $i = 1, 2$. Each dual pair of vector spaces comes with a bilinear form $\langle \cdot, \cdot \rangle_i : E_i^* \times E_i \to \mathbb{R}$. For a linear operator $A : E_1 \to E_2$ the operator norm is defined as $\|A\|_{1,2} = \max_{x,u} \{ \langle Ax, u \rangle_2 : \|x\|_1 = 1, \|u\|_2 = 1 \}$. We are interested in the following optimization problem

$$
\min_x \{ f(x) : x \in Q_1 \}, \tag{5.9}
$$

where $Q_1 \subset E_1$ is a compact convex set and $f$ is a continuous convex function on $Q_1$. We assume that the objective function has the following structure

$$
f(x) = \hat{f}(x) + \max_u \{ \langle Ax, u \rangle_2 - \hat{\phi}(u) : u \in Q_2 \}, \tag{5.10}
$$

where $Q_2 \subset E_2$ is a compact convex set, $\hat{f}$ is a continuously differentiable convex function whose gradient is Lipschitz continuous with constant $L$ on $Q_1$ and $\hat{\phi}$ is a continuous convex function on $Q_2$. It is assumed that $\hat{\phi}$ and $Q_2$ are simple enough such that the maximization in (5.10) is available in closed form. The dual program to (5.9) can be given as

$$
\max_u \left\{ -\hat{\phi}(u) + \min_x \{ \langle Ax, u \rangle_2 + \hat{f}(x) : x \in Q_1 \} : u \in Q_2 \right\}. \tag{5.11}
$$

The main difficulty in solving (5.9) efficiently is its non-smooth objective function. Without using any specific problem structure the complexity for subgradient-type methods is $O\left(\frac{1}{\varepsilon^2}\right)$, where $\varepsilon$ is the desired absolute accuracy of the approximate solution in function value. Nesterov’s work suggests that when approximating problems with the particular structure (5.10) by smooth ones, a solution to the non-smooth problem can be constructed with complexity in order of $O\left(\frac{1}{\varepsilon}\right)$. In addition, Nesterov shows that when solving the smooth problem, a solution to the dual problem (5.11) can be obtained, and as such an a posteriori statement about the duality gap is available that often is significantly tighter than the $O\left(\frac{1}{\varepsilon}\right)$ complexity bound. Consider the the smooth approximation to problem (5.9) given by

$$
\min_x \{ f_\nu(x) : x \in Q_1 \}, \tag{5.12}
$$

where $\nu > 0$ and the objective function is given by

$$
f_\nu(x) = \hat{f}(x) + \max_u \{ \langle Ax, u \rangle_2 - \hat{\phi}(u) - \nu d(u) : u \in Q_2 \}, \tag{5.13}
$$

where $d : Q_2 \to \mathbb{R}$ is continuous and strongly convex with convexity parameter $\sigma$. It can be shown that $f_\nu$ has a Lipschitz continuous gradient with Lipschitz constant $L + \frac{\|A\|_{1,2}^2}{\nu \sigma}$ [Nes05, Theorem 1]. In this light, the optimization problem (5.12) belongs to a class of problems that can be solved in $O\left(\frac{1}{\sqrt{\varepsilon}}\right)$ using a fast gradient method. The result [Nes05, Theorem 3] explicitly details how, having solved the smooth problem (5.12), primal and dual solutions to the non-smooth problems (5.9) and (5.11) can be obtained and how good they are.
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Entropy maximization

As a second preliminary result for some \( c \in \mathbb{R}^N \) we consider the following optimization problem, that, if feasible, has an analytical solution

\[
\begin{align*}
\max_{p} & \quad H(p) - c^\top p \\
\text{s.t.} & \quad s^\top p = S \\
p & \in \Delta_N.
\end{align*}
\]

\[ (5.14) \]

**Lemma 5.2.2.** Let \( p^* = [p_1^*, \ldots, p_N^*] \) with \( p_i^* = 2^{\mu_1 - c_i s_i} + \mu_2 s_i \), where \( \mu_1 \) and \( \mu_2 \) are chosen such that \( p^* \) satisfies the constraints in \((5.14)\). Then \( p^* \) uniquely solves \((5.14)\).

**Proof.** This proof is similar to the proof given in [CT06, Theorem 12.1.1]. Let \( q \) satisfy the constraints in \((5.14)\). Then

\[
J(q) = H(q) - c^\top q = -\sum_{i=1}^{N} q_i \log(q_i) - c^\top q
\]

\[
= -\sum_{i=1}^{N} q_i \log \left( \frac{q_i}{p_i^*} \right) - c^\top q = -D(q\|p^*) - \sum_{i=1}^{N} q_i \log(p_i^*) - c^\top q
\]

\[ (5.15a) \]

\[
\leq -\sum_{i=1}^{N} q_i \log(p_i^*) - c^\top q
\]

\[ (5.15b) \]

\[
= -\sum_{i=1}^{N} q_i \left( \mu_1 + \mu_2 s_i \right)
\]

\[ (5.15c) \]

\[
= -\sum_{i=1}^{N} p_i^* \log(p_i^*) - c^\top p^* + c^\top p^*
\]

\[
= -\sum_{i=1}^{N} p_i^* \log(p_i^*) - c^\top p^* = J(p^*).
\]

The inequality follows from the non-negativity of the relative entropy. Equality \((5.15b)\) follows by the definition of \( p^* \) and \((5.15c)\) uses the fact that both \( p^* \) and \( q \) satisfy the constraints in \((5.14)\). Note that equality holds in \((5.15a)\) if and only if \( q = p^* \). This proves the uniqueness.

\[ \Box \]

5.2.2 Capacity approximation scheme

In the following we focus on the input constrained channel capacity problem \((5.6)\) and the scenario of no input constraints \((5.5)\) is discussed as a special case within this section. Consider the convex optimization problem \((5.6)\), whose optimal value, according to
Lemma 5.2.1 is the capacity $C_S(W)$. The Lagrange dual program to (5.6) is

$$\begin{align*}
\text{D : } & \min_{\lambda} \ G(\lambda) + F(\lambda) \\
& \text{ s.t. } \lambda \in \mathbb{R}^M,
\end{align*}$$

(5.16)

where $F, G : \mathbb{R}^M \to \mathbb{R}$ are given by

$$
G(\lambda) = \begin{cases}
\max_p & -r^\top p + \lambda^\top W^\top p \\
\text{s.t.} & s^\top p = S \\
p \in \Delta_N
\end{cases}
$$

and

$$F(\lambda) = \begin{cases}
\max_q & H(q) - \lambda^\top q \\
\text{s.t.} & q \in \Delta_M.
\end{cases}
$$

(5.17)

Note that since the coupling constraint $W^\top p = q$ in the primal program (5.6) is affine, the set of optimal solutions to the dual program (5.16) is nonempty [Ber09, Proposition 5.3.1] and as such the optimum is attained. It can be seen that the dual program (5.16) structurally resembles the problem (5.9) with (5.10), without a bounded feasible set, however. To ensure that the set of dual optimizers is compact, we need to impose the following assumption on the channel matrix $W$, that we will maintain for the remainder of Section 5.2.

**Assumption 5.2.3.** $\gamma := \min_{i,j} W_{ij} > 0$

Assumption 5.2.3 excludes situations where the channel matrix has zero entries. Even though this may seem restrictive at first glance, it holds for a large class of channels. Moreover, in a finite dimensional setting, for a fixed input distribution, the mutual information is well known to be continuous in the channel matrix entries. Therefore, singular cases where the channel matrix contains zero entries can be avoided by slight perturbations of those entries. (This is discussed in more detail in Remark 5.2.14.)

Under Assumption 5.2.3 for a fixed channel, the mutual information can be seen to be a strictly concave function in the input distribution. Therefore, the capacity achieving input distribution is unique. With Assumption 5.2.3 one can derive an explicit bound on the norm of the dual optimizers, which is crucial in the subsequent derivation of the main result in this section, namely Theorem 5.2.10.

**Lemma 5.2.4.** Under Assumption 5.2.3, the dual program (5.16) is equivalent to

$$\begin{align*}
\text{D : } & \min_{\lambda} \ G(\lambda) + F(\lambda) \\
& \text{ s.t. } \lambda \in Q,
\end{align*}$$

(5.18)

where $Q := \{\lambda \in \mathbb{R}^M : \|\lambda\|_2 \leq M (\log(\gamma^{-1}) \lor \frac{1}{\ln 2})\}$.

**Proof.** Consider the following two convex optimization problems

$$
P_\beta : \begin{cases}
\max_{p,\varepsilon} & -r^\top p + H(q) - \beta \varepsilon \\
\text{s.t.} & \|W^\top p - q\|_\infty \leq \varepsilon \\
& s^\top p = S \\
p \in \Delta_N, \ q \in \Delta_M, \ \varepsilon \in \mathbb{R}_+
\end{cases}
$$

and

$$D_\beta : \begin{cases}
\min_{\lambda} & F(\lambda) + G(\lambda) \\
\text{s.t.} & \|\lambda\|_1 \leq \beta \\
& \lambda \in \mathbb{R}^M.
\end{cases}$$
Claim 5.2.5. Strong duality holds between $P_\beta$ and $D_\beta$.

Proof. According to the identity $\|W^\top p - q\|_\infty = \max_{\|\lambda\|_1 \leq 1} \lambda^\top (W^\top p - q)$ [Hol12, p. 7] the optimization problem $P_\beta$ can be rewritten as

$$P_\beta : \begin{cases} \max_{p,q} -r^\top p + H(q) + \min_{\|\lambda\|_1 \leq \beta} \lambda^\top (W^\top p - q) \\ s^\top p = S \\ p \in \Delta_N, q \in \Delta_M, \end{cases}$$

whose dual program, where strong duality holds according to [Ber09, Proposition 5.3.1, p. 169] is given by

$$\begin{cases} \min_{\|\lambda\|_1 \leq \beta} \max_{p,q} -r^\top p + H(q) + \lambda^\top (W^\top p - q) \\ s^\top p = S \\ p \in \Delta_N, q \in \Delta_M, \end{cases}$$

which clearly is equivalent to $D_\beta$ with $F(\cdot)$ and $G(\cdot)$ as given in (5.17). $\square$

Denote by $\varepsilon^*(\beta)$ the optimizer of $P_\beta$ with the respective optimal value $J^*_\beta$. We show that for a sufficiently large $\beta$ the optimizer $\varepsilon^*(\beta)$ of $P_\beta$ is equal to zero. Hence, in light of the duality relation, the constraint $\|\lambda\|_1 \leq \frac{\beta}{2}$ in $D_\beta$ is inactive and as such $D_\beta$ is equivalent to $D$ in equation (5.16). Note that for

$$J(\varepsilon) := \begin{cases} \max_{p,q} -r^\top p + H(q) \\ \|\lambda\|_1 \leq \beta \\ s^\top p = S \\ p \in \Delta_N, q \in \Delta_M \end{cases},$$

the mapping $\varepsilon \mapsto J(\varepsilon)$, the so-called perturbation function, is concave [BV04, p. 268]. In the next step we write the optimization problem (5.19) in another equivalent form

$$J(\varepsilon) = \begin{cases} \max_{p,v} -r^\top p + H(W^\top p + \varepsilon v) \\ \|v\|_\infty \leq 1 \\ s^\top p = S \\ p \in \Delta_N, v \in \text{Im}(W^\top) \subset \mathbb{R}^M \end{cases}.$$

By using Taylor’s theorem, there exists $y_\varepsilon \in [0, \varepsilon]$ such that the entropy term in the objective function of (5.20) can be bounded as

$$H(W^\top p + \varepsilon v) = H(W^\top p) - (\log(W^\top p) + \frac{1}{\ln 2}1)^\top v \varepsilon - \sum_{j=1}^M \sum_{i=1}^N W_{ij}p_i y_\varepsilon v_j \varepsilon^2 \frac{1}{\ln 2} \leq H(W^\top p) - (\log(W^\top p) + \frac{1}{\ln 2}1)^\top v \varepsilon + \frac{M}{\gamma \ln 2} \varepsilon^2.$$

(5.21)
Thus, the optimal value of problem $P_\beta$ can be expressed as
\[
J^*_\beta \leq \max_\varepsilon \left\{ J(\varepsilon) - \beta \varepsilon \right\} 
\]
\[
\leq \max_\varepsilon \left\{ \max_{p,v} \left[ -r^\top p + H(W^\top p) - (\log(W^\top p) + \frac{1}{\ln 2} 1)^\top v \varepsilon : s^\top p = S \right] + \frac{M}{\gamma \ln 2} \varepsilon^2 - \beta \varepsilon \right\} 
\]
\[
\leq \max_\varepsilon \left\{ \max_{p,v} \left[ -r^\top p + H(W^\top p) : s^\top p = S \right] + (\rho - \beta) \varepsilon + \frac{M}{\gamma \ln 2} \varepsilon^2 \right\} 
\]
\[
= J(0) + \max_\varepsilon \left\{ (\rho - \beta) \varepsilon + \frac{M}{\gamma \ln 2} \varepsilon^2 \right\},
\]
where $\rho = M \left( \log(\gamma^{-1}) \lor \frac{1}{\ln 2} \right)$. Note that (5.22a) follows from (5.20) and (5.21). The equation (5.22b) uses $\|v\|_\infty \leq 1$, $-\left( \log(W^\top p) + \frac{1}{\ln 2} 1 \right)^\top v \leq M \left( \log(\gamma^{-1}) \lor \frac{1}{\ln 2} \right)$. Thus, for $\beta > \rho$ and $\varepsilon_1 = \frac{\ln 2}{M}(\beta - \rho)$, we have $\max_{\varepsilon \leq \varepsilon_1} \left\{ (\rho - \beta) \varepsilon + \frac{M}{\gamma \ln 2} \varepsilon^2 \right\} = 0$. Therefore, (5.22c) together with the concavity of the mapping $\varepsilon \mapsto J(\varepsilon)$ imply that $J(0)$ is the global optimum of $J(\varepsilon)$ and as such $\varepsilon^*(\beta) = 0$ for $\beta > \rho$, indicating that $P_\beta$ is equivalent to $P$ in the sense that $J^*_\beta = J^*_0$. By strong duality this implies that the constraint $\|\lambda\|_1 \leq \beta$ in $D_\beta$ is inactive. Finally, $\|\lambda\|_2 \leq \|\lambda\|_1$ concludes the proof.

**Lemma 5.2.6.** Strong duality holds between (5.6) and (5.16).

**Proof.** The proof follows by a standard strong duality result of convex optimization, see [Ber09], Proposition 5.3.1, p. 169. \hfill \Box

Note that the optimization problem defining $F(\lambda)$ is of the form given in (5.14). Hence, according to Lemma 5.2.2, $F(\lambda)$ has a unique optimizer $q^*$ with components $q_j^* = 2^{\mu - \lambda_j}$, where $\mu \in \mathbb{R}$ needs to be chosen such that $q^* \in \Delta_M$, i.e.,
\[
\mu = -\log \left( \sum_{j=1}^M 2^{-\lambda_j} \right).
\]
Therefore,
\[
F(\lambda) = \sum_{j=1}^M \left( -q_j^* \log(q_j^*) - \lambda_j q_j^* \right) = -\sum_{j=1}^M \mu 2^{\mu - \lambda_j}
\]
\[
= -\mu 2^\mu \sum_{j=1}^M 2^{-\lambda_j} = \log \left( \sum_{j=1}^M 2^{-\lambda_j} \right).
\]
$F(\lambda)$ is a smooth function with gradient
\[
(\nabla F(\lambda))_i = \frac{-2^{-\lambda_i}}{\sum_{j=1}^M 2^{-\lambda_j}}.
\]
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According to [Nes05, Theorem 1] and the fact that the negative entropy is strongly convex with convexity parameter 1 [Nes05, Lemma 3], \( \nabla F(\lambda) \) is Lipschitz continuous with Lipschitz constant 1. The main difficulty in solving (5.18) efficiently is that \( G(\cdot) \) is non-smooth. Following Nesterov’s smoothing technique [Nes05], we alleviate this difficulty by approximating \( G(\cdot) \) by a function with a Lipschitz continuous gradient. This smoothing step is efficient in our case because of the particular structure of (5.18). Following [Nes05] and (5.13), consider

\[
G_\nu(\lambda) = \begin{cases} 
\max_p & \lambda^T W^T p - r^T p + \nu H(p) - \nu \log(N) \\
\text{s.t.} & s^T p = S \\
p & p \in \Delta_N,
\end{cases}
\]  

(5.25)

with smoothing parameter \( \nu \in \mathbb{R}_{>0} \) and denote by \( p_\nu(\lambda) \) the optimizer to (5.25), which is unique because the objective function is strictly concave. Clearly for any \( \lambda \in \mathbb{Q} \), \( G_\nu(\lambda) \) is a uniform approximation of the non-smooth function \( G(\lambda) \), since \( G_\nu(\lambda) \leq G(\lambda) \leq G_\nu(\lambda) + \nu \log(N) \). Using Lemma 5.2.2, the optimizer \( p_\nu(\lambda) \) to (5.25) is analytically given by

\[
p_\nu(\lambda, \mu)_i = 2^{\mu_1 + \frac{1}{\nu} (W\lambda - r)_i + \mu_2 s_i},
\]  

(5.26)

where \( \mu_1, \mu_2 \in \mathbb{R} \) have to be chosen so that \( s^T p_\nu(\lambda, \mu) = S \) and \( p_\nu(\lambda, \mu) \in \Delta_N \); for this choice of \( \mu_1, \mu_2 \) we denote the solution by \( p_\nu(\lambda) \).

Remark 5.2.7. In case of no input constraints, the unique optimizer to (5.25) is given by

\[
p_\nu(\lambda)_i = \frac{2^{\frac{1}{\nu} (W\lambda - r)_i}}{\sum_{i=1}^{N} 2^{\frac{1}{\nu} (W\lambda - r)_i}}, \quad \text{for } i = 1, \ldots, N,
\]

whose straightforward evaluation is numerically difficult for small \( \nu \). One can circumvent this problem, however, by following the numerically stable technique that we present in Remark 5.2.12. By Dubin’s theorem it can be shown that the capacity of a memoryless channel with a discrete output alphabet of size \( M \) and input alphabet size \( N \geq M \), is achieved by a discrete input distribution with \( M \) mass points [Gal68, Wid80]. Computing the exact positions and weights of this optimal input distribution may be difficult, though it is worth noting that our analytical solution in (5.26) converges to this optimal input distribution as \( \nu \) tends to 0.

Remark 5.2.8 (Additional input constraints). In case of additional input constraints, we need an efficient method to find the coefficients \( \mu_1 \) and \( \mu_2 \) in (5.26). In particular if there are multiple input constraints (leading to multiple \( \mu_i \)) the efficiency of the method computing them becomes important. Instead of solving a system of nonlinear equations, one can show ([BL91, Theorem 4.8], [Las09, p. 257 ff.]) that the coefficients \( \mu_i \) are the
unique maximizers to the following convex optimization problem

$$\max_{\mu \in \mathbb{R}^2} \left\{ y^T \mu - \sum_{i=1}^{N} p_\nu(\lambda, \mu) \right\},$$

(5.27)

where $y := (1, S)$. Notice that (5.27) is an unconstrained maximization of a strictly concave function, whose gradient and Hessian can be directly computed as

$$
\begin{pmatrix}
    y_1 - \ln 2 \sum_{i=1}^{N} p_\nu(\lambda, \mu)_i \\
    y_2 - \ln 2 \sum_{i=1}^{N} s_i p_\nu(\lambda, \mu)_i
\end{pmatrix},
\begin{pmatrix}
    -(\ln 2)^2 \sum_{i=1}^{N} p_\nu(\lambda, \mu)_i \\
    -(\ln 2)^2 \sum_{i=1}^{N} s_i p_\nu(\lambda, \mu)_i
\end{pmatrix},
\begin{pmatrix}
    -(\ln 2)^2 \sum_{i=1}^{N} s_i^2 p_\nu(\lambda, \mu)_i \\
    -(\ln 2)^2 \sum_{i=1}^{N} s_i p_\nu(\lambda, \mu)_i
\end{pmatrix},
$$

which allows the use of efficient second-order methods such as Newton’s method. This method directly extends to multiple input constraints. Let us point out that Theorem 5.2.10 quantifying the approximation error of the presented algorithm, is based on the assumption that the maximum entropy solution (5.26) is available, meaning that one can solve (5.27) for optimality. In the case of a finite input alphabet this assumption is not restrictive as we have argued that (5.27) is easy to solve. For a continuous input alphabet, that we shall discuss in the subsequent section, however, finding the maximum entropy solution is numerically difficult as it involves integration problems. Therefore, in Remark 5.3.13, we comment on how the presented channel capacity algorithm behaves, when having access only to an approximate solution to the mentioned maximum entropy problem.

Finally, we can show that the uniform approximation $G_\nu(\lambda)$ is smooth and has a Lipschitz continuous gradient, with known Lipschitz constant.

**Proposition 5.2.9.** $G_\nu(\lambda)$ is well defined and continuously differentiable at any $\lambda \in Q$. Moreover, it is convex and its gradient $\nabla G_\nu(\lambda) = W^T p_\nu(\lambda)$ is Lipschitz continuous with Lipschitz constant $\frac{1}{\nu}$.

**Proof.** The proof follows directly from the proof of Theorem 1 and Lemma 3 in [Nes05] together with [5.4].

We consider the smooth, convex optimization problem

$$D_\nu : \begin{cases}
\min_{\lambda} & F(\lambda) + G_\nu(\lambda) \\
\text{s.t.} & \lambda \in Q,
\end{cases} \quad (5.28)$$

whose objective function has a Lipschitz continuous gradient with Lipschitz constant $1 + \frac{1}{\nu}$. As such $D_\nu$ can be be approximated with Nesterov’s optimal scheme for smooth optimization [Nes05], which is summarized in Algorithm 1 where $\pi_Q(x)$ denotes the projection operator of the set $Q$, defined in Lemma 5.2.4, with $R := \frac{M (\log(\gamma^{-1}) \lor \frac{1}{\ln 2})}{\nu}$

$$\pi_Q(x) := \begin{cases}
R \frac{x}{\|x\|_2}, & \|x\|_2 > R \\
x, & \text{otherwise.}
\end{cases}$$
Algorithm 1: Optimal scheme for smooth optimization

Choose some $\lambda_0 \in Q$

For $k \geq 0$ do*

Step 1: Compute $\nabla F(x_k) + \nabla G_\nu(x_k)$

Step 2: $y_k = \pi_Q \left( -\frac{1}{\nu} \left( \nabla F(x_k) + \nabla G_\nu(x_k) \right) + x_k \right)$

Step 3: $z_k = \pi_Q \left( -\frac{1}{\nu} \sum_{i=0}^{k} \frac{i+1}{2} \left( \nabla F(x_i) + \nabla G_\nu(x_i) \right) \right)$

Step 4: $x_{k+1} = \frac{2}{k+3} z_k + \frac{k+1}{k+3} y_k$

[*The stopping criterion is explained in Remark 6.3.7]

The following theorem provides explicit error bounds for the solution provided by Algorithm 1 after $n$ iterations. Define the constants $D_1 := \frac{1}{2} (M \log(\gamma^{-1}) \lor \frac{1}{\ln 2})^2$ and $D_2 := \log(N)$.

**Theorem 5.2.10** ([Nes05]). Under Assumption 5.2.3, for $n \in \mathbb{N}$ consider a smoothing parameter

$$\nu = \nu(n) = \frac{2}{n+1} \sqrt{\frac{D_1}{D_2}}.$$

Then after $n$ iterations of Algorithm 1 we can generate the approximate solutions to the problems (5.16) and (5.2), namely,

$$\hat{\lambda} = y_n \in Q \quad \text{and} \quad \hat{p} = \sum_{k=0}^{n} \frac{2(k+1)}{(n+1)(n+2)} p_\nu(x_k) \in \Delta_N,$$

which satisfy

$$0 \leq F(\hat{\lambda}) + G(\hat{\lambda}) - I(\hat{p},W) \leq \frac{4}{n+1} \sqrt{D_1 D_2} + \frac{4D_1}{(n+1)^2}.$$  (5.30)

Thus, the complexity of finding an $\varepsilon$-solution to the problems (5.16) and (5.2) does not exceed

$$4 \sqrt{D_1 D_2} \frac{1}{\varepsilon} + 2 \sqrt{\frac{D_1}{\varepsilon}}.$$  (5.31)

**Proof.** The proof follows along the lines of [Nes05, Theorem 3] and in particular requires Lemma 5.2.4, Lemma 5.2.6 and Proposition 5.2.9.

Note that Theorem 5.2.10 provides an explicit error bound (5.30), also called *a priori error*. In addition this theorem gives an approximation to the optimal input distribution
(5.29), i.e., the optimizer of the primal problem. Thus, by comparing the values of the primal and the dual optimization problem, one can also compute an a posteriori error which is the difference of the dual and the primal problem, namely $F(\lambda) + G(\hat{\lambda}) - I(\hat{p}, W)$.

**Remark 5.2.11** (Stopping criterion of Algorithm [1]). There are two immediate approaches to define a stopping criterion for Algorithm [1].

(i) A priori stopping criterion: Choose an a priori error $\varepsilon > 0$. Setting the right hand side of (5.30) equal to $\varepsilon$ defines a number of iterations $n_\varepsilon$ required to ensure an $\varepsilon$-close solution.

(ii) A posteriori stopping criterion: Choose an a posteriori error $\varepsilon > 0$. Choose the smoothing parameter $\nu(n_\varepsilon)$ for $n_\varepsilon$ as defined above in the a priori stopping criterion. Fix a (small) number of iterations $\ell$ that are run using Algorithm [1]. Compute the a posteriori error $e_\ell := F(\hat{\lambda}) + G(\hat{\lambda}) - I(\hat{p}, \rho)$ according to Theorem 5.2.10. If $e_\ell \leq \varepsilon$ terminate the algorithm otherwise continue with another $\ell$ iterations. Continue until the a posteriori error is below $\varepsilon$.

**Remark 5.2.12** (Computational stability). In the special case of no input cost constraints, one can derive an analytical expression for $G_\nu(\lambda)$ and its gradient as

$$G_\nu(\lambda) = \nu \log \left( \sum_{i=1}^{N} 2^{\frac{1}{\nu}(W_i - r_i)} \right) - \nu \log(N)$$

$$\nabla G_\nu(\lambda) = \frac{1}{S(\lambda)} \sum_{i=1}^{N} 2^{\frac{1}{\nu}(W_i - r_i)} W_i,$$

(5.32)

where $S(\lambda) := \sum_{i=1}^{N} 2^{\frac{1}{\nu}(W_i - r_i)}$. In order to achieve an $\varepsilon$-precise solution the smoothing factor $\nu$ has to be chosen in the order of $\varepsilon$, according to Theorem 5.2.10. A straightforward computation of $\nabla G_\nu(\lambda)$ via (5.32) for a small enough $\nu$ is numerically difficult. In the light of [Nes93, p. 148], we present a numerically stable technique for computing $\nabla G_\nu(\lambda)$. By considering the functions $\mathbb{R}^M \ni \lambda \mapsto f(\lambda) = W_\lambda - r \in \mathbb{R}^N$ and $\mathbb{R}^N \ni x \mapsto R_\nu(x) = \nu \log \left( \sum_{i=1}^{N} 2^{\frac{1}{\nu} x_i} \right) \in \mathbb{R}$ it is clear that $\nabla_\lambda R_\nu(f(\lambda)) = \nabla G_\nu(\lambda)$. The basic idea is to define $\bar{f}(\lambda) := \max_{1 \leq i \leq N} f_i(\lambda)$ and then consider a function $g : \mathbb{R}^M \to \mathbb{R}^N$ given by $g_i(\lambda) = f_i(\lambda) - \bar{f}(\lambda)$, such that all components of $g(\lambda)$ are non-positive. One can show that

$$\nabla_\lambda R_\nu(f(\lambda)) = \nabla_\lambda R_\nu(g(\lambda)) + \nabla \bar{f}(\lambda),$$

where the term on the right-hand side can be computed with a small numerical error.

**Remark 5.2.13** (Computational complexity). In case of no input cost constraint, one can see by (5.32) that the computational complexity of a single iteration step of Algorithm [1] is $O(MN)$. Furthermore, according to (5.31), the complexity in terms of number of iterations to achieve an $\varepsilon$-precise solution is $O(\frac{M^2 N \sqrt{\log N}}{\varepsilon})$. This finally gives a computational complexity for finding an additive $\varepsilon$-solution of $O(\frac{M^2 N \sqrt{\log N}}{\varepsilon})$. Let us point
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out that the constants in the computational complexity, explicitly given in (5.31) and in particular the dependency on the parameter \( \gamma \), can have a significant impact on the runtime of the proposed approximation method in practice. In the following remark, however, we present a way to circumvent ill-conditioned channels with very small (or even vanishing) \( \gamma \) parameter.

**Remark 5.2.14** (Removing Assumption 5.2.3). The continuity of the channel capacity can be used to remove Assumption 5.2.3. Let \( W_1 \in \mathbb{R}^{N \times M} \) be a channel transition matrix that does not satisfy Assumption 5.2.3, i.e., that contains zero entries. Define a new channel matrix \( W_2 \in \mathbb{R}^{N \times M} \) by adding a perturbation \( \varepsilon > 0 \) to all zero entries of \( W_1 \) and then normalizing the rows. According to [LS09]

\[
|C(W_1) - C(W_2)| \leq 3\|W_1 - W_2\|_b \log(M \vee N) + 2\eta(\|W_1 - W_2\|_b),
\]

where \( \eta(t) = -t \log t \) and the norm \( \|\cdot\|_b \) on \( \mathbb{R}^{N \times M} \) is defined as \( \|A\|_b := \max_{b \in \Delta_N} \|bb^T A\|_{tr} \).

Since \( W_2 \) by construction satisfies Assumption 5.2.3, we can run Algorithm 1 for channel \( W_2 \) and as such get the following upper and lower bounds for the capacity of the singular channel \( W_1 \)

\[
C_{LB}(W_1) := C_{LB}(W_2) - 3\|W_1 - W_2\|_b \log(M \vee N) - 2\eta(\|W_1 - W_2\|_b)
\]

\[
C_{UB}(W_1) := C_{UB}(W_2) + 3\|W_1 - W_2\|_b \log(M \vee N) + 2\eta(\|W_1 - W_2\|_b).
\]

See in Example 5.2.16 how this perturbation method behaves numerically.

### 5.2.3 Numerical example

This section presents two examples to illustrate the theoretical results developed in the preceding sections and their performance. All the simulations in this section are performed on a 2.3 GHz Intel Core i7 processor with 8 GB RAM.

**Example 5.2.15.** Consider a DMC \( W \) having a channel matrix \( W \in \mathbb{R}^{N \times M} \) with \( N = 10000 \) and \( M = 100 \), such that \( W_{ij} = \frac{V_{ij}}{\sum_{j=1}^{M} V_{ij}} \), where \( V_{ij} \) is chosen i.i.d. uniformly distributed in \([0, 1] \) for all \( 1 \leq i \leq N \) and \( 1 \leq j \leq M \). The parameter \( \gamma \) happens to be \( 1.0742 \cdot 10^{-8} \). Figure 5.1 and Table 6.1 compare the performance of the Blahut-Arimoto algorithm with that of Algorithm 1, which has the a priori error bound predicted by Theorem 5.2.10, namely

\[
C_{UB}(W) - C_{LB}(W) \leq \frac{2M \sqrt{2 \log(N)}}{n} (\log(\gamma^{-1} \vee \frac{1}{M^2})) + \frac{2M^2}{(n+1)^2} (\log(\gamma^{-1} \vee \frac{1}{M^2}))^2,
\]

where \( n \) denotes the number of iterations and \( \gamma \) is equal to the smallest entry in the channel matrix \( W \). Recall that the Blahut-Arimoto algorithm has an a priori error bound of the form \( C(W) - C_{LB}(W) \leq \frac{\log(N)}{n} \) [Ari72, Corollary 1]. Moreover, the new method provides us with an a posteriori error, which the Blahut-Arimoto algorithm does not.
Figure 5.1: For Example 5.2.15, this plot depicts the runtime of Algorithm 1 with respect to the a priori and a posteriori stopping criterion, as explained in Remark 6.3.7. As a reference, the runtime of the Blahut-Arimoto algorithm is shown.

| Perturbation $\varepsilon$ | $10^{-4}$ | $10^{-5}$ | $10^{-6}$ | $10^{-7}$ |
|---------------------------|-----------|-----------|-----------|-----------|
| A priori error            | 0.01      | 0.01      | 0.01      | 0.01      |
| $C_{UB}(W)$               | 0.6024    | 0.6003    | 0.6000    | 0.6000    |
| $C_{LB}(W)$               | 0.5949    | 0.5994    | 0.5999    | 0.6000    |
| A posteriori error        | 0.0075    | 9.2 $\times$ $10^{-4}$ | 1.1 $\times$ $10^{-4}$ | 1.2 $\times$ $10^{-5}$ |
| Time [s]                  | 0.70      | 0.54      | 0.66      | 0.78      |
| Iterations                | 9056      | 7402      | 8523      | 9896      |
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In this section we generalize the approximation scheme introduced in Section 5.2 to memoryless channels with continuous input and countable output alphabets. The class of discrete-time Poisson channels is an example of such channels with particular interest in applications, for example to model direct detection optical communication systems [Mos05, Sha90, CHC13]. Consider $X \subseteq \mathbb{R}$ as the input alphabet set and $Y = \mathbb{N}$ as the output alphabet set. The channel is described by the conditional probability $W(i|x) := P[Y = i \mid X = x]$. Given a channel $W$ and an integer $M$, we introduce an $M$-truncated version of the channel by

$$W_M(i|x) := \begin{cases} W(i|x) + \frac{1}{M} \sum_{j \geq M} W(j|x), & i \in \{0, 1, \ldots, M - 1\} \\ 0, & i \geq M. \end{cases}$$

(5.34)

$W_M$ can be seen as a channel with input alphabet $X$ and output alphabet $\{0, 1, \ldots, M - 1\}$. Figure 5.2 shows a pictorial representation of a channel and its $M$-truncated counterpart. The finiteness of the output alphabet of $W_M$ allows us to deploy an approximation scheme similar to the one developed in Section 5.2 to numerically approximate $C(W_M)$.

![Figure 5.2: Pictorial representation of the $M$-truncated channel counterpart.](image)

The following definition is a key feature of the channel required for the theoretical results developed in this section which, roughly speaking, imposes a certain decay rate for the output distribution uniformly in the input alphabet.

**Definition 5.3.1 (Polynomial tail).** The channel $W$ features a $k$-ordered polynomial tail if for $M \in \mathbb{N}_0$ and $k \in \mathbb{R}_+$

$$R_k(M) := \sum_{i \geq M} \left( \sup_{x \in X} W(i|x) \right)^k < \infty.$$  

(5.35)

The following assumptions hold throughout this section.

**Assumption 5.3.2.**
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(i) The channel $W$ has a $k$-ordered polynomial tail for some $k \in (0, 1)$ in the sense of Definition 5.3.1.

(ii) The mapping $x \mapsto W(i|x)$ is Lipschitz continuous for any $i \in \mathbb{N}_0$ with Lipschitz constant $L$.

Assumption 5.3.2 allows us to relate the capacity of the original channel to that of its truncated counterpart.

**Theorem 5.3.3.** Suppose channel $W$ satisfies Assumption 5.3.2(i) with the order $k \in (0, 1)$. Then, for any $M \in \mathbb{N}$ and for any probability distribution $p \in \mathcal{P}(X)$ we have

$$|I(p,W) - I(p,W_M)| \leq \frac{2\log(e)}{e(1-k)} \left[ M^{1-k}(R_1(M))^k + R_k(M) \right],$$

where $R_k(M)$ is as defined in (5.35).

To prove Theorem 5.3.3 we need a preliminary lemma.

**Lemma 5.3.4.** Given $k \in (0, 1)$ and $p \in [0, 1]$, we have for all $x \in [0, 1 - p]$

$$\left| (p + x) \log(p + x) - p \log(p) \right| \leq \frac{\log(e)}{e(1-k)} x^k.$$

**Proof.** Note that for a fixed $x \in [0, 1]$, the mapping $p \mapsto (p + x) \log(p + x) - p \log(p)$ is non-decreasing; observe that the derivative of the mapping is non-negative for all $x \in [0, 1]$. Therefore, it suffices to verify the claim for $p \in \{0, 1\}$. For $p = 1$ and accordingly $x = 0$, Lemma 5.3.4 holds trivially. Let $p = 0$ and $h(x) := \frac{\log(e)}{e(1-k)} x^{k-1} + \log(x)$. Note that $h(1) = \frac{\log(e)}{e(1-k)} > 0$ and $h(x) \to \infty$ as $x \to 0$. Hence, by setting $\frac{d}{dx} h(x^*) = 0$, it can be easily seen that

$$\min_{x \in [0,1]} h(x) = h(x^*) = 0, \quad x^* := e^{\frac{1}{k-1}}.$$

Thus $h(x) \geq 0$, and consequently $x h(x) \geq 0$ for all $x \in (0,1]$, which concludes the proof. □

**Proof of Theorem 5.3.3.** We bound the mutual information difference uniformly in the
input probability distribution \( p \in \mathcal{P}(X) \). Observe that

\[
\left| I(p, W) - I(p, W_M) \right| \\
= \left| \int_X \left[ -h(W(\cdot, x)) + h(W_M(\cdot, x)) \right] p(dx) \\
+ h\left( \int_X W(\cdot, x)p(dx) \right) - h\left( \int_X W_M(\cdot, x)p(dx) \right) \right| \\
= \left| \int_X \left[ \sum_{i \in \mathbb{N}} W(i|x) \log(W(i|x)) - W_M(i|x) \log(W_M(i|x)) \right] p(dx) \\
+ \sum_{i \in \mathbb{N}} \left( \int_X W(i|x)p(dx) \right) \log \left( \int_X W(i|x)p(dx) \right) \\
+ \left( \int_X W_M(i|x)p(dx) \right) \log \left( \int_X W_M(i|x)p(dx) \right) \right|.
\]

By the definition of the truncated channel in (5.34) and applying Lemma 5.3.4 to the above relation, we have

\[
\left| I(p, W) - I(p, W_M) \right| \leq \frac{\log(e)}{e(1 - k)} \left( \int_X \left[ \sum_{i < M} \left( \frac{1}{M} \sum_{j \geq M} W(j|x) \right)^k + \sum_{i \geq M} (W(i|x))^k \right] p(dx) \\
+ \sum_{i < M} \left( \frac{1}{M} \sum_{j \geq M} \int_X W(j|x)p(dx) \right)^k + \sum_{i \geq M} \left( \int_X W(i|x)p(dx) \right)^k \right) \\
\leq \frac{2\log(e)}{e(1 - k)} \left( M \left( \frac{R_1(M)}{M} \right)^k + R_k(M) \right),
\]

which concludes the proof. \( \square \)

Note that Theorem 5.3.3 directly implies an upper bound to the capacity since

\[
|C(W) - C(W_M)| = \left| \sup_{p \in \mathcal{P}(X)} I(p, W) - \sup_{p \in \mathcal{P}(X)} I(p, W_M) \right| \leq \sup_{p \in \mathcal{P}(X)} \left| I(p, W) - I(p, W_M) \right|.
\]

We consider two types of input cost constraints: a peak-power constraint \( \mathbb{P}[X \in A] = 1 \) for a compact set \( A \subseteq \mathcal{X} \) and an average-power constraint \( \mathbb{E}[s(X)] \leq S \) for \( S \in \mathbb{R}_+ \) and a continuous function \( s \) on \( \mathcal{X} \). The primal capacity problem for the channel \( W_M \) is given by

\[
C_{A,S}(W_M) = \left\{ \begin{array}{c} \sup_{p} I(p, W_M) \\ \text{s. t. } \mathbb{E}[s(X)] \leq S \\
\text{p} \in \mathcal{P}(A), \end{array} \right. \tag{5.36}
\]

where \( \mathcal{P}(A) \) denotes the space of all probability distributions supported on \( A \), cf. (5.3). Our method always requires a peak-power constraint, whereas the average-power constraint is optimal. The following proposition allows us to restrict the optimization variables from probability distributions to probability densities.
Proposition 5.3.5. The optimization problem (5.36) is equivalent to

$$C_{A,S}(W_M) = \left\{ \sup_{p \in D(A)} I(p, W_M) \right\}$$

where $D(A)$ is the set of probability densities functions, i.e., $D(A) := \{f \in L^1(A) : f \geq 0, \int_A f(x) dx = 1\}$.

Proof. We show that the optimization problem (5.36) is equivalent to

$$C_{A,S}(W_M) = \sup_{p \in D(A)} \{ I(p, W_M) : \mathbb{E}[s(X)] \leq S \},$$

where $D(A)$ is the space of probability measures that are absolutely continuous with respect to the Lebesgue measure. This completes the proof since optimizing over $D(A)$ is equivalent to optimizing over the space of probability densities $D(A)$ according to the Radon-Nikodým Theorem [Fol99, Theorem 3.8, p. 90].

It is known that the mapping $p \mapsto I(p, W_M)$ is weakly lower semicontinuous [WV12]. It then suffices to show that $D(A)$ is weakly dense in $P(A)$. Let $B$ be a countable dense subset of $A$, and $\Delta(B)$ be the family of probability measures whose supports are finite subsets of $B$. It is well known that $\Delta(B)$ is weakly dense in $P(A)$, i.e., $P(A) = \overline{\Delta(B)}$ [Bil68, Theorem 4, p. 237], where $\overline{\Delta}$ is the weak closure of $\Delta$. Moreover, thanks to the Lebesgue differentiation theorem [Fol99, Theorem 3.21, p. 98], we know that for any $b \in B$ the point measure $\delta_{\{b\}} \in \Delta(B)$ can be arbitrarily weakly approximated by measures in $D(A)$, i.e., $\delta_{\{b\}} \in D(A)$. Hence, we have $\Delta(B) = D(A)$, which in light of the preceding assertion implies $P(A) = D(A)$. \qed

We consider the pair of vector spaces $(L^1(A), L^\infty(A))$ together with the bilinear form

$$\langle f, g \rangle := \int_X f(x) g(x) dx.$$ 

In the light of [Fre10, Theorem 243G] this is a dual pair of vector spaces; we refer to [AN87, Section 3] for the details of the definition of dual pairs of vector spaces. Considering the standard inner product as a bilinear form on the dual pair $(R^M, R^M)$, we define the linear operator $W : R^M \to L^\infty(A)$ and its adjoint operator $W^* : L^1(A) \to R^M$, given by

$$W\lambda(x) := \sum_{i=1}^M W_M(i-1|x) \lambda_i, \quad (W^*p)_i := \int_X W_M(i-1|x) p(x) dx.$$ 

Let $S_{\text{max}} := \inf_{p \in D(A)} \{ \langle p, s \rangle : I(p, W_M) = \sup_{q \in D(A)} I(q, W_M) \}$. Following similar lines as in Lemma 5.2.1 one can deduce that in problem (5.36) the inequality input constraint
can be replaced by equality (resp. removed) is \( S < S_{\text{max}} \) (resp. \( S \geq S_{\text{max}} \)). That is, in view of Proposition 5.3.5, Lemma 5.2.1, and the discussion there, problem (5.36) (under Assumption 5.3.7 that we require later) is equivalent to

\[
P : \left\{ \begin{array}{ll}
\sup_{p,q} & -\langle p, r \rangle + H(q) \\
\text{s.t.} & W^*p = q \\
& \langle p, s \rangle = S \\
& p \in D(A), \ q \in \Delta_M,
\end{array} \right.
\]

where \( r(\cdot) := -\sum_{j=0}^{M-1} W_M(j|\cdot) \log(W_M(j|\cdot)) \) is an element in \( L^{\infty}(A) \) by Assumption 5.3.2(ii).

For the rest of the section we restrict attention to (5.37), since unconstrained problem can be solved in a similar way. We call (5.37) the primal program. Thanks to the dual vector space framework, the Lagrange dual program of \( P \) is given by

\[
D : \left\{ \begin{array}{l}
\inf_{\lambda} \ G(\lambda) + F(\lambda) \\
\text{s.t.} \quad \lambda \in \mathbb{R}^M,
\end{array} \right.
\]

where

\[
G(\lambda) = \left\{ \begin{array}{ll}
\sup_p & \langle p, W\lambda \rangle - \langle p, r \rangle \\
\text{s.t.} & \langle p, s \rangle = S \\
p \in D(A)
\end{array} \right. \quad \text{and} \quad F(\lambda) = \left\{ \begin{array}{l}
\max_q \ H(q) - \lambda^\top q \\
\text{s.t.} \quad q \in \Delta_M.
\end{array} \right.
\]

**Lemma 5.3.6.** Strong duality holds between (5.37) and (5.38).

*Proof.* Note that the dualized constraint is a linear equality constraint. Therefore the conditions of (1) in [Mit08, Theorem 5] holds and as such strong duality follows by [Mit08, Theorem 4]. \( \square \)

In the remainder of this article we impose the following assumption on the channel.

**Assumption 5.3.7.** \( \gamma_M := \min_{y \in \{0,1,\ldots,M-1\}} \min_{x \in A} W_M(y|x) > 0 \)

In case \( \sum_{j \geq M} W(j|x) > 0 \) for all \( x \), Assumption 5.3.7 holds according to (5.34) and a lower bound can be given by \( \gamma_M \geq \frac{1}{M} \min_x \sum_{j \geq M} W(j|x) \). Under Assumption 5.3.7 we can show that we can again assume without loss of generality that \( \lambda \) takes values in a compact set.

**Lemma 5.3.8.** Under Assumption 5.3.7 the dual program (5.38) is equivalent to

\[
\left\{ \begin{array}{l}
\min_{\lambda} \ G(\lambda) + F(\lambda) \\
\text{s.t.} \quad \lambda \in Q,
\end{array} \right.
\]

where \( Q := \{ \lambda \in \mathbb{R}^M : \|\lambda\|_2 \leq M \left( \log(\gamma_M^{-1}) \vee \frac{1}{\ln 2} \right) \} \).
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Proof. The proof follows the same lines as in the proof of Lemma 5.2.4.

Note that $F(\lambda)$ is the same as in Section 5.2 and therefore given by (5.23) and its gradient by (5.24). As in Section 5.2, we consider the smooth approximation

$$G_\nu(\lambda) = \begin{cases} \sup_{p} \langle p, W \lambda \rangle - \langle p, r \rangle + \nu h(p) - \nu \log(\rho) \\ \text{s.t.} \quad \langle p, s \rangle = S \\ p \in D(A), \end{cases} \quad (5.39)$$

with smoothing parameter $\nu \in \mathbb{R}_{>0}$ and $\rho$ denoting the Lebesgue measure of $A$. To analyze the properties of $G_\nu(\lambda)$ we need one more auxiliary lemma.

Lemma 5.3.9. The function $D(A) \ni p \mapsto -h(p) + \log(\rho) \in \mathbb{R}_+$ is strongly convex with convexity parameter $\sigma = 1$.

Proof. The proof follows the ideas of [Nes05]. It can easily be shown that for $d(p) := -h(p) + \log(\rho)$

$$\langle d''(p) : g, g \rangle = \int_{A} \frac{g(x)^2}{p(x)} \, dx.$$

Cauchy-Schwarz then implies

$$\langle d''(p) : g, g \rangle \geq \left( \int_{A} g(x) dx \right)^2 / \int_{A} p(x) dx = \|g\|^2.$$

Furthermore, we can show that the uniform approximation $G_\nu(\lambda)$ is smooth and has a Lipschitz continuous gradient, with known constant. The following result is a generalization of Proposition 5.2.9.

Proposition 5.3.10. $G_\nu(\lambda)$ is well defined and continuously differentiable at any $\lambda \in \mathbb{R}^M$. Moreover, this function is convex and its gradient $\nabla G_\nu(\lambda) = W^* p_\nu^\lambda$ is Lipschitz continuous with constant $L_\nu = \frac{1}{\nu}$.

Proof. It is known, according to Theorem 5.1 in [DGN12], that $G_\nu(\lambda)$ is well defined and continuously differentiable at any $\lambda \in \mathbb{R}^M$ and that this function is convex and its gradient $\nabla G_\nu(\lambda) = W^* p_\nu^\lambda$ is Lipschitz continuous with constant $L_\nu = \frac{1}{\nu} \|W\|^2$, where we
have also used Lemma 5.3.9. The operator norm can be simplified to
\[
\|W\| = \sup_{\lambda \in \mathbb{R}, p \in L^1(A)} \{ \langle p, W\lambda \rangle : \|\lambda\|_2 = 1, \|p\|_1 = 1 \}
\]

\[
\leq \sup_{\lambda \in \mathbb{R}, p \in L^1(A)} \{ \|W^*p\|_2 \|\lambda\|_2 : \|\lambda\|_2 = 1, \|p\|_1 = 1 \}
\]

\[
\leq \sup_{p \in L^1(A)} \{ \|W^{\star}p\|_1 : \|p\|_1 = 1 \}
\]

\[
= \sup_{p \in L^1(A)} \left\{ \sum_{i=0}^{M-1} \int_{\mathcal{X}} W_M(i|x)p(x)dx : \|p\|_1 = 1 \right\}
\]

\[
= \sup_{p \in L^1(A)} \left\{ \int_{\mathcal{X}} \|W_M(\cdot|x)\|_1 p(x)dx : \|p\|_1 = 1 \right\}
\]

\[
\leq \sup_{x \in A} \|W_M(\cdot|x)\|_1
\]

\[
\leq 1,
\]

where (6.10) is due to Cauchy-Schwarz.\[ \square \]

We denote by \(p^\nu_\lambda\) the optimizer to (5.39), that is unique since the objective function is strictly concave. To analyze the solution to (5.39) we consider the following optimization problem, that, if feasible, has a closed form solution

\[
\left\{ \begin{array}{l}
\sup_{p} \ h(p) + \langle p, c \rangle \\
\text{s.t. \quad} \langle p, s \rangle = S \\
p \in \mathcal{D}(A),
\end{array} \right.
\]

with \(c, s \in L^\infty(A)\).

**Lemma 5.3.11.** Let \(p^*(x) = 2^{\mu_1 + c(x) + \mu_2s(x)}\), where \(\mu_1, \mu_2 \in \mathbb{R}\) are chosen such that \(p^*\) satisfies the constraints in (5.41). Then \(p^*\) uniquely solves (5.41).

The proof directly follows from [CT06, p. 409] and the proof of Lemma 5.2.2. Hence, \(G^\nu(\lambda)\) has a (unique) analytical optimizer

\[
p^\lambda_\nu(x, \mu) = 2^{\mu_1 + \frac{1}{\nu} \langle W\lambda(x) - r(x) \rangle + \mu_2s(x)}, \quad x \in \mathcal{X},
\]

where \(\mu_1, \mu_2 \in \mathbb{R}\) have to be chosen such that \(\langle p^\lambda_\nu(\cdot, \mu), s \rangle = S\) and \(p^\lambda_\nu(\cdot, \mu) \in \mathcal{D}(A)\); for this choice of \(\mu_1, \mu_2\) we denote the solution by \(p^\lambda_\nu(\cdot)\).

**Remark 5.3.12** (No input constraints). In case of no input constraints, the unique optimizer to (5.39) is given by

\[
p^\lambda_\nu(x) = \frac{2^{\frac{1}{\nu} \langle W\lambda(x) - r(x) \rangle}}{\int_{\mathcal{A}} 2^{\frac{1}{\nu} \langle W\lambda(x) - r(x) \rangle}dx},
\]

whose numerical evaluation can be done in a stable way by following Remark 5.2.12.
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Remark 5.3.13 (Additional input constraints). As in Remark 5.2.8 in case of additional input constraints we need an efficient method to find the coefficients \( \mu_i \) in (5.42). This problem can again be reduced to a finite dimensional convex optimization problem ([BL92, Theorem 4.8], [Las09, p. 257 ff.]), in the sense that the coefficients \( \mu_i \) are the unique maximizers to

\[
\max_{\mu \in \mathbb{R}^2} \left\{ y^\top \mu - \int_A p^\lambda_x(x, \mu) dx \right\},
\]

where \( y := (1, S) \). Note that (5.43) is an unconstrained maximization of a strictly concave function. The evaluation of the gradient and the Hessian of this objective function involves computing moments of the measure \( p^\lambda_x(x, \mu) dx \), which unlike to the finite input alphabet case (Remark 5.2.8) is numerically difficult. In [Las09, p. 259 ff.], an efficient approximation of the mentioned gradient and Hessian in terms of two single semidefinite programs involving two linear matrix inequalities (LMI) is presented, where the desired accuracy is controlled by the size of the LMI constraints. As mentioned in Remark 5.2.8 this will provide a suboptimal solution to the maximum entropy problem (5.39) and as such the error bounds of Theorem 5.3.17 do not hold. By following [DGN13], however, one can quantify the approximation error of Algorithm 1 in case of an inexact gradient. We also refer the interested reader to [SSER16], for a related work on channel capacity approximation under inexact first-order information.

Note that the differential entropy \( h(p) \leq \log(\rho) \) for all \( p \in \mathcal{D}(A) \) and that there exists a function \( \iota : \mathbb{R}_0^+ \rightarrow \mathbb{R}_+ \) such that

\[
G_\nu(\lambda) \leq G(\lambda) \leq G_\nu(\lambda) + \iota(\nu) \text{ for all } \lambda \in Q,
\]

i.e., \( G_\nu(\lambda) \) is a uniform approximation of the non-smooth function \( G(\lambda) \). The following lemma, Lemma 5.3.16, provides an explicit expression for the function \( \iota \) in (5.44) under some Lipschitz continuity assumptions, implying in particular that \( \iota(\nu) \rightarrow 0 \) as \( \nu \rightarrow 0 \).

Lemma 5.3.14. Under Assumption 5.3.2(ii) and Assumption 5.3.7 the function \( f_\lambda(\cdot) := W\lambda(\cdot) - r(\cdot) \) is Lipschitz continuous uniformly in \( \lambda \in Q \) with constant \( L_f = L\rho^2 (\log \frac{1}{\gamma M} + \frac{1}{\ln 2}) + ML \left| \log \frac{1}{\gamma M} - \frac{1}{\ln 2} \right| \).
We start by the following definitions that simplify the proof below.

The average-power constraint function is constant.

Assumption 5.3.15 (Lipschitz continuity of the average-power constraint function).

Let the function $\Delta$ which is similar to the one of Lemma 5.2.4. Finally, (5.45e) follows from the fact that Assumption 5.3.2(ii)) and (5.45d) can be derived by following the proof of Lemma 5.3.8, Inequalities (5.45a) and (5.45b) use the triangle inequality. Inequality (5.45c) follows by Lemma 5.3.16. Under Assumptions 5.3.2, 5.3.7 and 5.3.15 a possible choice of the function $\iota$ in (5.44) is given by

$$\iota(\nu) = \left\{ \begin{array}{ll}
\nu \left( \log \left( \frac{T_1}{\nu} + T_2 \right) + 1 \right), & \nu < \frac{T_1}{T_2} \text{ or } T_2 > 1 \\
\nu, & \text{otherwise},
\end{array} \right.$$  

where $T_1 := L_f \rho + 2 L_f \mu^2 \left( \frac{1}{-\xi} \lor \frac{1}{\xi} \right)$, $T_2 := L_s \rho \left( \mu \lor \overline{\mu} \right)$, $\mu := \frac{2}{-\xi} \log \left( \frac{2L_f \rho}{-\xi} \lor 1 \right)$, $\overline{\mu} := \frac{2}{\xi} \log \left( \frac{2L_s \rho}{\xi} \lor 1 \right)$, $\rho := \int_{x_A} dx$, $\underline{s} := -S + \min_{x \in A} s(x)$ and $\overline{s} := -S + \max_{x \in A} s(x)$.

Proof. We start by the following definitions that simplify the proof below.

$$f_{\lambda,\nu}(x) := \mathcal{W}(x) - r(x) + \nu \rho_s(x), \quad \bar{f}_{\lambda,\nu} := \max_{x \in \Lambda} f_{\lambda,\nu}(x)$$

$$B_{\lambda,\nu}(\varepsilon) := \{ x \in \Lambda \mid \bar{f}_{\lambda,\nu} - f_{\lambda,\nu}(x) < \varepsilon \}, \quad \eta_{\lambda,\nu}(\varepsilon) := \int_{B_{\lambda,\nu}(\varepsilon)} dx.$$
5.3 Channels with continuous input and countable output alphabets

By the Lipschitz continuity of $f_\lambda(\cdot)$ and $s(\cdot)$ we get the uniform lower bound

$$\eta_{\lambda,\nu}(\varepsilon) \geq \frac{\varepsilon}{L_f + |\nu\mu_\nu|L_s} \wedge \rho. \quad (5.46)$$

By using the solution to $G_\nu(\lambda)$, according to (5.42) we can write

$$G_\nu(\lambda) = -\nu \log(\rho) + \nu \log \left( \int_{B_{\lambda,\nu}(\varepsilon)} 2^\frac{1}{2}(f_\lambda(x)-\tilde{f}_{\lambda,\nu})dx \right) \quad (5.47a)$$

$$\leq \inf_{\ell \in \mathbb{R}} \max_{x \in A} \{ f_\lambda(x) + \ell s(x) \} \quad (5.47b)$$

$$= G(\lambda), \quad (5.47c)$$

where the equality (5.47c) follows as (5.47b) is the dual program to $G(\lambda)$ and strong duality holds. The inequality (5.47b) then is due to $G_\nu(\lambda) \leq G(\lambda)$ for any $\lambda$, see (5.44). Therefore,

$$G(\lambda) - G_\nu(\lambda) \leq \tilde{f}_{\lambda,\nu} - G_\nu(\lambda) \quad (5.48a)$$

$$= \nu \left( -\log \left( \int_{B_{\lambda,\nu}(\varepsilon)} 2^\frac{1}{2}(f_\lambda(x)-\tilde{f}_{\lambda,\nu})dx \right) \right) \quad (5.48b)$$

$$\leq \nu \left( -\log \left( \int_{B_{\lambda,\nu}(\varepsilon)} 2^\frac{1}{2}(f_\lambda(x)-\tilde{f}_{\lambda,\nu})dx \right) + \log(\rho) \right)$$

$$\leq \nu \left( -\log \left( \frac{L_f + |\nu\mu_\nu|L_s}{\varepsilon} \wedge 1 \right) + \varepsilon \right) \quad (5.48c)$$

$$= \nu \log \left( \frac{(L_f + |\nu\mu_\nu|L_s)\rho}{\varepsilon} \wedge 1 \right) + 1, \quad (5.48d)$$

where (5.48a) follows from (5.47d) and (5.48b) is due to (5.47a). The inequality (5.48c) results from the definitions of $B_{\lambda,\nu}(\varepsilon)$ and $\eta_{\lambda,\nu}(\varepsilon)$ above and (5.48d) is implied by (5.46). Finally, it can be seen that for $\nu < (L_f + |\nu\mu_\nu|L_s)\rho$, the optimal choice for $\varepsilon = \nu$, which leads to

$$G(\lambda) - G_\nu(\lambda) \leq \nu \left( 1 + \log \left( \frac{(L_f + |\nu\mu_\nu|L_s)\rho}{\varepsilon} \wedge 1 \right) \right). \quad (5.49)$$

It remains to upper bound the term $|\nu\mu_\nu|$. Define $f := \min_{x,\lambda} f_\lambda(x)$, $\tilde{f} := \max_{x,\lambda} f_\lambda(x)$, $\Delta_f := \tilde{f} - f$ and note that $\Delta_f \leq L_f \rho$. By (5.47a), (5.44) and the fact that adding an additional constraint to a maximization problem cannot increase its objective value

$$G_\nu(\lambda) = \nu \log \left( \int_{A} 2^\frac{1}{2}(f_\lambda(x) + \nu\mu_\nu s(x))dx \right) - \nu \log(\rho) \leq \tilde{f} = \nu \log \left( 2^\frac{1}{2}\tilde{f} \right),$$

which is equivalent to $\int_{A} 2^\frac{1}{2}(f_\lambda(x) - \tilde{f} + \nu\mu_\nu s(x)) dx \leq \rho$ and implies

$$\int_{A} 2^\frac{1}{2}(f_\lambda(x) - \tilde{f} + \nu\mu_\nu s(x)) dx \leq \rho^2 \frac{\Delta_f}{\nu}. \quad (5.50)$$
From (5.50) two bounds can be derived. First, (5.50) implies that \( (\rho \land \varepsilon \frac{L}{2}) \leq \rho^2 \), which by choosing \( \varepsilon = \frac{s}{2} \) leads to \( 2^{\mu_\nu \frac{L}{s}} \leq \frac{2L \rho}{s} \land 1 \) and finally,
\[
\nu \mu_\nu \leq \frac{s}{2} \log \left( \frac{2L \rho}{s} \land 1 \right) + 2 \Delta f.
\] (5.51)

Similarly one can derive a lower bound
\[
\nu \mu_\nu \geq 2 s \log \left( \frac{2L \rho}{s} \lor \frac{1}{2} \right) + 2 \Delta f.
\] (5.52)

Equation (5.49) together with (5.51) and (5.52) complete the proof.

We consider the smooth, finite dimensional, convex optimization problem
\[
D_\nu : \left\{ \begin{array}{l}
\inf_{\lambda} \ F(\lambda) + G_\nu(\lambda) \\
\text{s.t. } \lambda \in Q,
\end{array} \right.
\] (5.53)
whose solution can be approximated with Algorithm 1 presented in Section 5.2 as follows.

Define the constant
\[
D_1 := \frac{1}{2} (M \log(\gamma - 1) \lor \frac{1}{\ln 2})^2.
\]

Theorem 5.3.17. Under Assumptions 5.3.2(ii), 5.3.7 and 5.3.15, let \( \alpha := 2(T_1 + T_2 + 1) \) where \( T_1 \) and \( T_2 \) are as defined in Lemma 5.3.16. Given \( \varepsilon \in (0, \frac{1}{4}) \), we set the smoothing parameter \( \nu = \frac{\varepsilon}{\log(\alpha/\varepsilon)} \) and number of iterations \( n \geq 1 \)
\[
\frac{\sqrt{8D_1 \alpha \log(\varepsilon^{-1}) + \log(\alpha)}}{4}.
\] (5.54)

Consider
\[
\hat{\lambda} = y_n \in Q \quad \text{and} \quad \hat{p} = \sum_{k=0}^{n} \frac{2(i + 1)}{(n + 1)(n + 2)} p_{\nu}^{\hat{u}_k} \in D(A),
\] (5.54)
where \( y_k \) computed at the \( k \)th iteration of Algorithm 1 and \( p_{\nu}^{\hat{u}_k} \) is the analytical solution in (5.42). Then, \( \hat{\lambda} \) and \( \hat{p} \) are the approximate solutions to the problems (5.38) and (5.36), i.e.,
\[
0 \leq F(\hat{\lambda}) + G(\hat{\lambda}) - I(\hat{p}, W_M) \leq \varepsilon.
\] (5.55)

Therefore, Algorithm 1 requires \( O \left( \frac{1}{\varepsilon} \sqrt{\log(\varepsilon^{-1})} \right) \) iterations to find an \( \varepsilon \)-solution to the problems (5.38) and (5.36).

Proof. Following [Nes05] and using Lemma 5.3.8 Lemma 5.3.6 Propostion 5.3.10 and Lemma 5.3.16 after \( n \) iterations of Algorithm 1 the following approximation error is obtained
\[
0 \leq F(\hat{\lambda}) + G(\hat{\lambda}) - I(\hat{p}, W) \leq \iota(\nu) + \frac{4D_1}{\nu(n + 1)^2} + \frac{4D_1}{(n + 1)^2} =: \text{err}(\nu, n),
\] (5.56)
where for \( \nu < \frac{T_1}{1-T_2} \) or \( T_2 > 1 \) we have \( \iota(\nu) = \nu \left( \log \left( \frac{T_1}{\nu} + T_2 \right) + 1 \right) \), which is strictly increasing in \( \nu \). Let us redefine the smoothing term by \( \nu := \frac{\delta}{\log(\delta^{-1})} \) for \( \delta \in (0, 1) \) and
5.3 Channels with continuous input and countable output alphabets

define the function \( g(\delta) := \left( \frac{\log(T_1 \log(\delta^{-1}) + T_2 \delta^{-1}) + 1}{\log(\delta^{-1})} \right) \). One can see that \( \varepsilon(\nu) = \delta g(\delta) \)
and that \( \lim_{\delta \to 0} g(\delta) = 1 \). Furthermore \( \delta \leq 2^{-1} \wedge 2^{-\frac{1}{T_1 + T_2}} \) implies

\[
g(\delta) - 1 \leq \frac{\log(2(T_1 + T_2) \log(\delta^{-1}))}{\log(\delta^{-1})} \leq T_1 + T_2,
\]

(5.57)

where the first inequality is due to \( \delta \leq 2^{-1} \) and the second follows from \( \delta \leq 2^{-\frac{1}{T_1 + T_2}} \).

We seek for a lower bound of \( n \) and upper bound \( \delta \) such that the error term \( (5.56) \) is smaller than the preassigned \( \varepsilon > 0 \), i.e.,

\[
\text{err}\left(\frac{\delta}{\log(\delta^{-1})}, n\right) = g(\delta)\delta + \frac{4D_1}{(n + 1)^2} \left( \frac{\log(\delta^{-1})}{\delta} + 1 \right) \leq \varepsilon
\]

(5.58)

To this end, we introduce an auxiliary variable \( \zeta \in (0, 1) \) such that such that \( g(\delta)\delta = (1 - \zeta)\varepsilon \) and \( \frac{4D_1}{(n + 1)^2} \left( \frac{\log(\delta^{-1})}{\delta} + 1 \right) \leq \zeta \varepsilon \), which implies (5.58). Observe that \( g(\delta)\delta = (1 - \zeta)\varepsilon \) is equivalent to \( \delta = \frac{(1 - \zeta)}{g(\delta)} \varepsilon =: \beta \varepsilon \). Hence \( \zeta = 1 - \beta g(\delta) \) for \( \beta \in [0, \frac{1}{g(\delta)}] \). Moreover,

\[
\frac{4D_1}{(n + 1)^2} \left( \frac{\log(\delta^{-1})}{\delta} + 1 \right) = \frac{4D_1}{(n + 1)^2} \left( \frac{\log((\beta \varepsilon)^{-1})}{\beta \varepsilon} + 1 \right) \leq \zeta \varepsilon
\]

is equivalent to

\[
4D_1 \left( \frac{\log((\beta \varepsilon)^{-1}) + \beta \varepsilon}{\beta(1 - g(\delta)\beta)\varepsilon^2} \right) = 4D_1 \left( \frac{\log(\varepsilon^{-1}) + \log 2g(\delta) + \frac{\varepsilon}{2g(\delta)}}{\frac{\varepsilon^2}{4g(\delta)}} \right) \leq (n + 1)^2,
\]

(5.59)

where we have chosen \( \beta = \frac{1}{2g(\delta)} \) and as such is equivalent to

\[
\frac{4}{\varepsilon} \sqrt{D_1 \left( g(\delta) \log(\varepsilon^{-1}) + g(\delta) \log(2g(\delta)) + \frac{\varepsilon}{2g(\delta)} \right)} \leq n + 1
\]

Finally, using (5.57) implies for \( \nu = \frac{\varepsilon/\alpha}{\log(\alpha/\varepsilon)} \), where \( \alpha := 2(T_1 + T_2 + 1) \)

\[
\text{err}(\nu, n) \leq \varepsilon \quad \text{for} \quad n \geq \frac{1}{\varepsilon} \sqrt{8D_1\alpha \sqrt{\log(\varepsilon^{-1}) + \log(\alpha) + \frac{1}{4}}}. \]

\[
\text{Hence, under Assumption 5.3.15 we can quantify the approximation error of the presented method to find the capacity of any channel } W, \text{ satisfying Assumptions 5.3.2 and 5.3.7 by}
\]

\[
\left| C(W) - C^{(n)}_{\text{approx}}(W_M) \right| \leq \left| C(W) - C(W_M) \right| + \left| C(W_M) - C^{(n)}_{\text{approx}}(W_M) \right|,
\]

(*)

\[
\left| C(W) - C^{(n)}_{\text{approx}}(W_M) \right| \leq \left| C(W) - C(W_M) \right| + \left| C(W_M) - C^{(n)}_{\text{approx}}(W_M) \right|,
\]

(**)
where (⋆) and (⋆⋆) are addressed by Theorem 5.3.3 and Theorem 5.3.17, respectively. Let us highlight that for the term (⋆⋆) we have two different quantitative bounds: First, the \textit{a priori} bound \( \varepsilon \) for which Theorem 5.3.17 prescribes a lower bound for the required number of iterations; second, the \textit{a posteriori} bound \( F(\hat{\lambda}) + G(\hat{\lambda}) - I(\hat{p}, W_M) \) which can be computed after a number of iterations have been executed. In practice, the a posteriori bound often approaches \( \varepsilon \) much faster than the a priori bound. Note also that by (5.44) and Theorem 5.3.17

\[ 0 \leq F(\hat{\lambda}) + G(\hat{\lambda}) + \iota(\nu) - I(\hat{p}, W_M) \leq \iota(\nu) + \varepsilon, \]

which shows that \( F(\hat{\lambda}) + G(\hat{\lambda}) + \iota(\nu) \) is an upper bound for the channel capacity with a priori error \( \iota(\nu) + \varepsilon \). This bound can be particularly helpful in cases where an evaluation of \( G(\lambda) \) for a given \( \lambda \) is hard.

**Remark 5.3.18 (Optimal tail truncation).** Given a fixed number of iterations, the term (⋆⋆) above is effected by the truncation level \( M \) for two reasons: the higher \( M \) the larger the size of the output as well as the lower the parameter \( \gamma_M \). Therefore, term (⋆⋆) increases as \( M \) increases, which can be quantified by (5.56). On the other hand, term (⋆) obviously has the opposite behavior. Namely, the higher \( M \) leads to the better approximation of the channel \( W \) by the truncated version \( W_M \) as quantified in Theorem 5.3.3. Hence, given a channel \( W \) with the polynomial tail order \( k \), there is an optimal value for the truncation parameter \( M \), which thanks to the monotonicity explained above can be effectively computed in practice by techniques such as bisection.

Note, that this truncation procedure could also be applied to a finite output alphabet, given that the channel satisfies Assumption 5.3.2 (i), and for example improve the performance of the method presented in Section 5.2.

**Remark 5.3.19 (Without average-power constraint).** In case of considering only a peak-power constraint and no average-power constraint, our proposed methodology allows us to access a closed form expression for \( G_\nu(\lambda) \) and its gradient,

\[
G_\nu(\lambda) = \nu \log \left( \int_{\mathbb{A}} 2^{\frac{1}{\nu} (W\lambda(x) - r(x))} dx \right) - \nu \log(\rho) \tag{5.60}
\]

\[
\nabla G_\nu(\lambda) = \frac{\int_{\mathbb{A}} 2^{\frac{1}{\nu} (W\lambda(x) - r(x))} W_M(\cdot|x) dx}{\int_{\mathbb{A}} 2^{\frac{1}{\nu} (W\lambda(x) - r(x))} dx}.
\]

**Discrete-time Poisson channel**

The discrete-time Poisson channel is a mapping from \( \mathbb{R}_+ \) to \( \mathbb{N}_0 \), such that conditioned on the input \( x \geq 0 \) the output is Poisson distributed with mean \( x + \eta \), i.e.,

\[
W(y|x) = e^{-(x+\eta)} \frac{(x + \eta)^y}{y!}, \quad y \in \mathbb{N}_0, \; x \in \mathbb{R}_+, \tag{5.61}
\]
where $\eta \geq 0$ denotes a constant sometimes referred to as *dark current*. A peak-power constraint on the transmitter is given by the peak-input constraint $X \leq A$ with probability one, i.e., $A = [0, A]$ and an average-power constraint on the transmitter is considered by $E[X] \leq S$.

Up to now, no analytic expression for the capacity of a discrete-time Poisson channel is known. However, for different scenarios lower and upper bounds exist. Brady and Verdú derived a lower and upper bound in the presence of only an average-power constraint [BV90]. Later, for $\eta = 0$ and only an average-power constraint, Martinez introduced better upper and lower bounds [Mar07]. Lapidoth and Moser derived a lower bound and an asymptotic upper bound, which is valid only when the available peak and average power tend to infinity with their ratio held fixed, for the presence of a peak and average-power constraint [LM09]. Lapidoth et al. computed the asymptotic capacity of the discrete-time Poisson channel when the allowed average-input power tends to zero with the allowed peak power — if finite — held fixed and the dark current is constant or tends to zero proportionally to the average power [LSVW11].

In [CHC14a] a numerical algorithm is presented, where the Blahut-Ariomoto algorithm is incorporated into the deterministic annealing method, that allows the computation of both the channel capacity under peak and average power constraints and its associated optimal input distribution. Furthermore, the works [CHC14a, CHC14b] derive several fundamental properties of capacity achieving input distributions for the discrete-time Poisson channel.

Here, we numerically approximate the capacity of a discrete-time Poisson channel using the proposed algorithm. For simplicity, we consider the case where only a peak power constraint is imposed; the case where an additional average power constraint is present can be treated similarly. It was shown in [Sha90] that in the case of a peak power constraint (with or without average power constraint), the capacity achieving input distribution is discrete. This, in the limit as the number of iterations in the proposed approximation method goes to infinity, is consistent with the optimal input distribution given in Remark 5.3.12.

The following proposition provides an upper bound for the $k$-polynomial tail for the Poisson channel $W$ as defined in (5.61).

**Proposition 5.3.20 (Poisson tail).** The Poisson channel (5.61) having a bounded input alphabet $X = [0, A]$ and dark current parameter $\eta$ has a $k$-polynomial tail for any $k \in (0, 1]$ in the sense of Definition 5.3.1, which is upper bounded for all $M \geq A + \eta$ by

$$R_k(M) \leq \left(\alpha e^{(\alpha-1)(A+\eta)} \frac{(A + \eta)^M}{M!}\right)^k, \quad \alpha := 2^{(k-1)}.$$

To prove Proposition 5.3.20, we need two lemmas.
Lemma 5.3.21. For any $k \in (0, 1]$ and $a, b \geq 0$

$$a^k + b^k \leq 2^{1-k}(a + b)^k.$$  

Proof. Let $g(x) := 2^{1-k}(1 + x)^k - x^k$. By setting $\frac{d}{dx}g(x^*) = 0$, one can easily see that $x^* = 1$ is the minimizer of function $g$ over the interval $[0, 1]$, i.e., $g(x) \geq g(1) = 1$ for all $x \in [0, 1]$. Suppose, without loss of generality, that $a \geq b$. By virtue of the preceding result of function $g$, we know that

$$1 \leq g\left(\frac{b}{a}\right) = 2^{1-k}\left(1 + \frac{b}{a}\right)^k - \left(\frac{b}{a}\right)^k,$$

where by multiplying $a^k$ it readily leads to the desired assertion. \hfill \square

Lemma 5.3.22. Let $(a_i)_{i \in \mathbb{N}}$ be a non-negative sequence of real numbers. For any $k \in (0, 1]$

$$\sum_{i \in \mathbb{N}} a_i^k \leq \left(\sum_{i \in \mathbb{N}} \alpha^k a_i^k\right)^k, \quad \alpha := 2^{(k-1)-1}. $$

Proof. For the proof we make use of an induction argument. Note that for any $a_1 \geq 0$ it trivially holds that $a_1^k \leq 2^{1-k}a_1^k$. We now assume that for any sequence $(a_i)_{i=1}^N \subset \mathbb{R}_{\geq 0}$ we have

$$\sum_{i=1}^N a_i^k \leq \left(\sum_{i=1}^N 2^{(k-1)i}a_i^k\right)^k. \quad (5.62)$$

Let $(a_i)_{i=1}^{N+1} \subset \mathbb{R}_{\geq 0}$. Then,

$$\sum_{i=1}^{N+1} a_i^k = a_1^k + \sum_{i=2}^{N+1} a_i^k \leq a_1^k + \left(\sum_{i=2}^{N+1} 2^{(k-1)(i-1)}a_i^k\right)^k \leq 2^{1-k}\left(\sum_{i=2}^{N+1} 2^{(k-1)(i-1)}a_i^k\right)^k \quad (5.63)$$

$$= \left(2^{(k-1)-1}a_1 + \sum_{i=2}^{N+1} 2^{(k-1)i}a_i^k\right)^k = \left(\sum_{i=1}^{N+1} 2^{(k-1)i}a_i^k\right)^k,$$

where the first (resp. second) inequality in (5.63) follows from (5.62) (resp. Lemma 5.3.21). \hfill \square

Proof of Proposition 5.3.20. It is straightforward to see that

$$\max_{x \in [0, A]} e^{-x} x^i = e^{-\min\{A, i\}} \left(\min\{A, i\}\right)^i. \quad (5.64)$$
Moreover, based on a Taylor series expansion, it is well known that for all \( M \in \mathbb{N} \) and \( x \in \mathbb{R}_{\geq 0} \)
\[
\sum_{i \geq M} \frac{x^i}{i!} \leq \frac{e^x}{M!} x^M.
\]

Therefore, it follows that
\[
R_k(M) := \sum_{i \geq M} \left( \sup_{x \in [0, A]} e^{-(x+\eta)} \frac{(x+\eta)^i}{i!} \right)^k \leq \sum_{i \geq M} \left( e^{-(A+\eta)} \frac{(A+\eta)^i}{i!} \right)^k
\]
\[
\leq e^{-k(A+\eta)} \left( \sum_{i \geq M} \alpha^{i-M+1} \frac{(A+\eta)^i}{i!} \right)^k = e^{-k(A+\eta)} \left( \sum_{i \geq M} \frac{(\alpha(A+\eta))^i}{i!} \right)^k
\]
\[
\leq e^{-k(A+\eta)} \frac{\alpha^M(A+\eta)^M}{M!} \left( \frac{1}{\alpha(M-1)} \right)^k = \left( \frac{\alpha e^{(\alpha-1)(A+\eta)} (A+\eta)^M}{M!} \right)^k,
\]
where (5.66a) results from (5.64) and the assumption \( M \geq A + \eta \), and (5.66b) (resp. (5.66c)) follows from Lemma 5.3.22 (resp. (5.65)).

In the following we present an example to illustrate the theoretical results developed in the preceding sections and their performance. Note that for the discrete-time Poisson channel, Assumption 5.3.7 clearly holds.

Example 5.3.23. We consider a discrete-time Poisson channel \( W \) as defined in (5.61) with a peak-power constraint \( A \) and dark current \( \eta = 1 \). Up to now, the best known lower bound for the capacity is given by [LM09, Theorem 4]
\[
C(W) \geq \frac{1}{\ln 2} \left( \frac{1}{2} \ln A + \left( \frac{A}{3} + 1 \right) \ln \left( 1 + \frac{3}{A} \right) - 1 - \sqrt{\eta + \frac{12}{A}} \left( \frac{\pi}{4} + \frac{1}{2} \ln 2 \right) - \frac{1}{2} \ln \frac{\pi e}{2} \right).
\]

To the best of our knowledge, no upper bound for the capacity is known. In [LM09] an asymptotic upper bound is given which includes an unknown error term that is vanishing in the limit \( A \to \infty \). According to Theorems 5.3.3 and 5.3.17, the algorithm introduced in this article leads to an approximation error after \( n \) iterations that is given by
\[
|C_{\text{approx}}^{(n)}(W_M) - C(W)| \leq |C_{\text{approx}}^{(n)}(W_M) - C(W_M)| + |C(W_M) - C(W)|
\]
\[
\leq F(\hat{\lambda}) + G(\hat{\lambda}) - I(\hat{\rho}, W) + \mathcal{E},
\]
where \( \mathcal{E} = \frac{2 \log(e)}{e(1-k)} \left[ M^{1-k} R_1(M) + R_k(M) \right] \), \( R_\ell(M) = \left( \alpha e^{(\alpha-1)(A+\eta)} (A+\eta)^M \right)^\ell M! \) and \( \alpha := 2^{(\ell-1)} \) for any \( k \in (0, 1) \) and \( \ell \in (0, 1) \). The truncation parameter \( M \) was determined as described in Remark 5.3.18. This finally leads to the following upper and lower bounds on \( C(W) \)
\[
2I(\hat{\rho}, W) - \left( F(\hat{\lambda}) + G(\hat{\lambda}) \right) - \mathcal{E} \leq C(W) \leq 2 \left( F(\hat{\lambda}) + G(\hat{\lambda}) \right) - I(\hat{\rho}, W) + \mathcal{E}.
\]
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Figure 5.3: This plot depicts the capacity of a discrete-time Poisson channel with dark current $\eta = 1$ as a function of the peak-power constraint parameter $A$. The red (resp. green) line shows the lower (resp. upper) bound (5.68) obtained for a moderate number of iterations, see Appendix 5.5.1. As a comparison we plot the lower bound of [LM09], which to the best of our knowledge is the tightest lower bound available to date (blue line). The parameter $A$ is given in decibels where $A[\text{dB}] = 10 \log_{10}(A)$.

Figure 5.3 compares the two bounds (5.67) and (5.68) for different values of $A$. Further details on the simulation can be found in Appendix 5.5.1.

Remark 5.3.24 (AWGN channel with a quantized output). Another example of a channel that is well studied and can be treated by the proposed method is the discrete-time additive white Gaussian noise (AWGN) channel under output quantization. The output of the channel is described by

$$Y = Q(X + N),$$

where $X \in \mathbb{R}$ is the channel input, $N \sim \mathcal{N}(0, \sigma^2)$ for $\sigma^2 > 0$ is white Gaussian noise and $Q(\cdot)$ is a quantizer that maps the real valued input $X + N$ to one of $M$ bins (where we assume $M < \infty$), which gives $Y \in \{y_1, \ldots, y_M\}$. In addition an average and/or a peak power constraint at the input is considered. More information about this channel model and why it is of interest can be found in [SDM09, KL13]. By definition, the AWGN channel with a quantized output has a continuous input alphabet and a discrete output alphabet. Thus, the approximation method discussed in this section can be used to compute the capacity of such channels.
5.4 Quantum channel capacities

Depending on the channel and allowed auxiliary resources, there is a variety of capacities for different communication tasks. An excellent overview can be found in [Wil13, Hol12]. For a lot of these tasks, their corresponding capacity can be recast as an optimization problem. Some of them seem to be intrinsically more difficult than others and in general no closed form solution is available.

We consider the task of sending classical information over a classical-quantum (cq) channel which maps each element of a classical input alphabet to a finite-dimensional quantum state. We do not allow any additional resources such as entanglement shared between the sender and receiver nor feedback. The capacity for this task has been shown in [Hol98, Hol12, SW97] to be the maximization of a quantity called the Holevo information over all possible input distributions. Unlike the classical channels where a specific efficient method — the Blahut-Arimoto algorithm [Bla72, Ari72] — is known for numerical computation of the capacity with a provable rate of convergence, there is no counterpart for cq channels to date.

We have shown [SSER16] that the techniques developed in this chapter can be extended to numerically compute the capacity of such cq channels.

5.5 Appendix

5.5.1 Simulation details

This section provides some further details on the simulation in Example 5.3.23. The parameters considered are $k = \frac{1}{2}$, $L_f = 0$ and $M$ is chosen according to Table 5.3. All the simulations in this section are performed on a 2.3 GHz Intel Core i7 processor with 8 GB RAM with Matlab.
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Table 5.3: Simulation details to Example 5.3.23

| $A$ [dB] | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
|----------|---|---|---|---|---|---|---|---|
| $M$      | 16| 17| 19| 20| 22| 25| 28| 31|
| Iterations $n$ | $4 \cdot 10^4$ | $4 \cdot 10^4$ | $4 \cdot 10^4$ | $5 \cdot 10^4$ | $6 \cdot 10^4$ | $7 \cdot 10^4$ | $9 \cdot 10^4$ | $1.2 \cdot 10^5$ |
| $\nu$    | 0.0026 | 0.0029 | 0.0036 | 0.0029 | 0.0027 | 0.0029 | 0.0029 | 0.0026 | 0.0022 |
| $F(\hat{\lambda}) + G(\hat{\lambda})$ | 0.1144 | 0.1626 | 0.2263 | 0.3063 | 0.4029 | 0.5129 | 0.6293 | 0.7423 |
| $I(\hat{p}, W)$ | 0.1105 | 0.1583 | 0.2206 | 0.3015 | 0.3979 | 0.5072 | 0.6234 | 0.7365 |
| $\mathcal{E}$ | $9.3 \cdot 10^{-4}$ | $9.7 \cdot 10^{-4}$ | $4.8 \cdot 10^{-4}$ | $8.5 \cdot 10^{-4}$ | $8.2 \cdot 10^{-4}$ | $4.9 \cdot 10^{-4}$ | $5.0 \cdot 10^{-4}$ | $9.5 \cdot 10^{-4}$ |

| $A$ [dB] | 8 | 9 | 10 | 11 | 12 | 13 | 14 |
|----------|---|---|---|---|---|---|---|
| $M$      | 36 | 42 | 49 | 59 | 71 | 85 | 104 |
| Iterations $n$ | $2 \cdot 10^5$ | $5 \cdot 10^5$ | $2 \cdot 10^6$ | $3 \cdot 10^6$ | $4 \cdot 10^6$ | $9 \cdot 10^6$ | $1.5 \cdot 10^7$ |
| $\nu$    | 0.0016 | 7.1 $\cdot 10^{-5}$ | 8.0 $\cdot 10^{-4}$ | 8.3 $\cdot 10^{-4}$ | 9.7 $\cdot 10^{-4}$ | 6.2 $\cdot 10^{-4}$ | 5.8 $\cdot 10^{-4}$ |
| $F(\hat{\lambda}) + G(\hat{\lambda})$ | 0.8410 | 0.9422 | 1.0591 | 1.1835 | 1.3070 | 1.4343 | 1.5671 |
| $I(\hat{p}, W)$ | 0.8351 | 0.9388 | 1.0547 | 1.1788 | 1.3013 | 1.4219 | 1.5605 |
| $\mathcal{E}$ | $7.5 \cdot 10^{-4}$ | $7.1 \cdot 10^{-4}$ | $8.0 \cdot 10^{-4}$ | $6.2 \cdot 10^{-4}$ | $5.2 \cdot 10^{-4}$ | $9.0 \cdot 10^{-4}$ | $6.7 \cdot 10^{-4}$ |
CHAPTER 6

Generalized maximum entropy estimation

In this chapter, we consider the problem of estimating a probability distribution that maximizes the entropy while satisfying a finite number of moment constraints, possibly corrupted by noise. Based on duality of convex programming, we present a novel approximation scheme using a smoothed fast gradient method that is equipped with explicit bounds on the approximation error. We further demonstrate how the presented scheme can be used for approximating the chemical master equation through the zero-information moment closure method.

The entropy maximization problem subject to moment constraints is a key tool in Chapter 5 (see Equation (5.41) and Lemma 5.3.11). Moreover, the problem also appears in Part I of this thesis (see Lemma 4.4.1), where so-called MaxEnt distributions act as a regularizer, leading to computationally more efficient optimization programs.

6.1 Introduction

Consider a one-dimensional moment problem formulated as follows: Given a set $K \subset \mathbb{R}$ and a sequence $(y_i)_{i \in \mathbb{N}} \subset \mathbb{R}$ of moments, does there exist a measure $\mu$ supported on $K$ such that

$$y_i = \int_K x^i \mu(dx) \quad \text{for all } i \in \mathbb{N} \quad (6.1)$$

For $K = \mathbb{R}$ and $K = [a, b]$ with $-\infty < a < b < \infty$ the above moment problem is known as the Hamburger moment problem and Hausdorff moment problem, respectively. If the moment sequence is finite, the problem is called a truncated moment problem. In both full and truncated cases, a measure $\mu$ that satisfies (6.1), is called a representing measure of the sequence $(y_i)_{i \in \mathbb{N}}$. If a representing measure is unique, it is said to be determined by its moments. From the Stone-Weierstrass theorem it follows directly that every non-truncated representing measure with compact support is determined by its moments. In the Hamburger moment problem, given a representing measure $\mu$ for a moment sequence $(y_i)_{i \in \mathbb{N}}$, a sufficient condition for $\mu$ being determined by its moments is the so-called Carleman condition, i.e., $\sum_{i=1}^{\infty} y_i^{1/2i} = \infty$. Roughly speaking this says that
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the moments should not grow too fast, see [Akh65] for further details. For the Hamburger and the Hausdorff moment problem, there are necessary and sufficient conditions for the existence of a representing measure for a given moment sequence \((y_i)_{i \in \mathbb{N}}\) in both the full as well as the truncated setting, see [Las09, Theorems 3.2, 3.3, 3.4].

In this article, we investigate the problem of estimating an unknown probability distribution given a finite number of (possibly noisy) observed moments. Given that the observed moments are consistent (i.e., there exists a probability distribution that satisfies all the moment constraints), the problem is underdetermined and has infinitely many solutions. This therefore raises the question of which solution to choose. A natural choice would be to pick the one with the highest entropy, called the MaxEnt distribution. The main reason why the MaxEnt distribution is a natural choice is due to a concentration phenomenon described by Jaynes [Jay03]:

“*If the information incorporated into the maximum-entropy analysis includes all the constraints actually operating in the random experiment, then the distribution predicted by maximum entropy is overwhelmingly the most likely to be observed experimentally.*”

See [Jay03, Gru08] for a rigorous statement. This maximum entropy estimation problem, subject to moment constraints, also known as the principle of maximum entropy, is applicable to large classes of problems in natural and social sciences — in particular in economics, see [Gol08] for a comprehensive survey. Also it has important applications in approximation methods to dynamical objects, such as in systems biology, where MaxEnt distributions are key objects in the so-called moment closure method to approximate the chemical master equation [SK13], or more recently in the context of approximating dynamic programming (see Part I) where MaxEnt distributions act as a regularizer, leading to computationally more efficient optimization programs.

Their operational significance motivates the study of numerical methods to compute MaxEnt distributions, which are the solutions of an infinite-dimensional convex optimization problem and as such computationally intractable in general. Since it was shown that the MaxEnt distribution maximizing the entropy subject to a finite number of moment constraints (if it exists) belongs to the exponential family of distributions [Csi75], its computation can be reduced to solving a system of nonlinear equations, whose dimension is equal to the number of moment constraints [MP84]. Furthermore, the system of nonlinear equations involves evaluating integrals over \(\mathcal{K}\) that are computationally difficult in general. Even if the support set \(\mathcal{K}\) is finite, finding the MaxEnt distribution is not straightforward, since solving a system of nonlinear equations can be computationally demanding.

In [Las09, Section 12.3] it is shown that the maximum entropy subject to moment constraints can be approximated by using duality of convex programming. The problem can be reduced to an unconstrained finite-dimensional convex optimization problem and
an approximation hierarchy of its gradient and Hessian in terms of two single semidefinite programs involving two linear matrix inequalities is presented. The desired accuracy is controlled by the size of the linear matrix inequalities constraints. The method seems to be powerful in practice, however a rate of convergence has not been proven. Furthermore, it is not clear how the method extends to the case of uncertain moment constraints. In a finite dimensional setting, \cite{DkPS07} presents a treatment of the maximum entropy principle with generalized regularization measures, that as a special case contain the setting presented here. However, convergence rates of algorithms presented are not known and again it is not clear how the method extends to the case of uncertain moment constraints.

In this article, we present a new approximation scheme to minimize the relative entropy subject to noisy moment constraints. This is a generalization of the introduced maximum entropy problem and extends the principle of maximum entropy to the so-called principle of minimum discriminating information \cite{Kul59}. We show that its dual problem exhibits a particular favourable structure that allows us to apply Nesterov’s smoothing method \cite{Nes05} and hence tackle the presented problem using a fast gradient method obtaining process convergence properties, unlike \cite{Las09}.

In many applications, it is important to efficiently compute the MaxEnt distribution. For example, the zero-information moment closure method \cite{SK13}, as well as a recently developed method to approximate the channel capacity of a large class of memoryless channels \cite{SSMEL15} deal with iterative algorithms that require the numerical computation of the MaxEnt distribution in each iteration step.

**Structure.** The layout of this paper is as follows: In Section 6.2 we formally introduce the problem setting. Our results on an approximation scheme in a continuous setting are reported in Section 6.3. In Section 6.4, we show how these results simplify in the finite-dimensional case. Section 6.5 discusses the gradient approximation that is the dominant step of the proposed approximation method from a computational perspective. The theoretical results are applied in Section 6.6 to the zero-information moment closure method.

**Notation.** The logarithm with basis 2 and e is denoted by \( \log(\cdot) \) and \( \ln(\cdot) \), respectively. We define the standard \( n \)-simplex as \( \Delta_n := \{ x \in \mathbb{R}^n : x \geq 0, \sum_{i=1}^n x_i = 1 \} \). For a probability mass function \( p \in \Delta_n \) we denote its entropy by \( H(p) := \sum_{i=1}^n -p_i \log p_i \). Let \( B(y, r) := \{ x \in \mathbb{R}^n : \| x - y \|_2 \leq r \} \) denote the ball with radius \( r \) centered at \( y \). Throughout this article, measurability always refers to Borel measurability. For a probability density \( p \) supported on a measurable set \( B \subset \mathbb{R} \) we denote the differential entropy by \( h(p) := -\int_B p(x) \log p(x) dx \). For \( A \subset \mathbb{R} \) and \( 1 \leq p \leq \infty \), let \( L^p(A) \) denote the space of \( L^p \)-functions on the measure space \( (A, \mathcal{B}(A), dx) \), where \( \mathcal{B}(A) \) denotes the Borel \( \sigma \)-algebra and \( dx \) the Lebesgue measure. Let \( \mathbb{X} \) be a compact metric space, equipped with its Borel \( \sigma \)-field \( \mathcal{B}(\mathbb{X}) \). The space of all probability measures on \( (\mathbb{X}, \mathcal{B}(\mathbb{X})) \)
will be denoted by $\mathcal{P}(X)$. The relative entropy (or Kullback-Leibler divergence) between any two probability measures $\mu, \nu \in \mathcal{P}(X)$ is defined by

$$D(\mu||\nu) := \left\{ \int_X \log \left( \frac{d\mu}{d\nu} \right) d\mu, \quad \text{if } \mu \ll \nu \right. + \infty, \quad \text{otherwise},$$

where $\ll$ denotes absolute continuity of measures, and $\frac{d\mu}{d\nu}$ is the Radon-Nikodym derivative. The relative entropy is non-negative, and is equal to zero if and only if $\mu \equiv \nu$. Let $X$ be restricted to a compact metric space and let us consider the pair of vector spaces $(\mathcal{M}(X), \mathcal{B}(X))$ where $\mathcal{M}(X)$ denotes the space of finite signed measures on $\mathcal{B}(X)$ and $\mathcal{B}(X)$ is the Banach space of bounded measurable functions on $X$ with respect to the sup-norm and consider the bilinear form

$$\langle \mu, f \rangle := \int_X f(x) \mu(dx).$$

This induces the total variation norm as the dual norm on $\mathcal{M}(X)$, since by [HLL99, p.2]

$$\|\mu\|_* = \sup_{\|f\|\leq 1} \langle \mu, f \rangle = \|\mu\|_{TV},$$

making $\mathcal{M}(X)$ a Banach space. In the light of [HLL99, p. 206] this is a dual pair of Banach spaces; we refer to [AN87, Section 3] for the details of the definition of dual pairs.

### 6.2 Problem statement

Let $K \subset \mathbb{R}$ be compact and consider the scenario where a probability measure $\mu \in \mathcal{P}(K)$ is unknown and only observed via the following measurement model

$$y_i = \langle \mu, x^i \rangle + u_i, \quad u_i \in U_i \quad \text{for } i = 1, \ldots, M, \quad (6.2)$$

where $u_i$ represents the uncertainty of the obtained data point $y_i$ and $U_i \subset \mathbb{R}$ is compact, convex and $0 \in U_i$ for all $i = 1, \ldots, M$. Given the data $(y_i)_{i=1}^M \subset \mathbb{R}$, the goal is to estimate a probability measure $\mu$ that is consistent with the measurement model $(6.2)$. This problem (given that $M$ is finite) is underdetermined and has infinitely many solutions. Among all possible solutions for $(6.2)$, we aim to find the solution that maximizes the entropy. Define the set $T := \times_{i=1}^M \{ y_i - u : u \in U_i \} \subset \mathbb{R}^M$ and the linear operator $A : \mathcal{M}(K) \rightarrow \mathbb{R}^M$ by

$$(A\mu)_i := \langle \mu, x^i \rangle = \int_K x^i \mu(dx) \quad \text{for all } i = 1, \ldots, M.$$ 

The operator norm is defined as $\|A\| := \sup\|\mu\|_{TV} = 1, \|y\| = 1 \langle A\mu, y \rangle$. Note that due to the compactness of $K$ the operator norm is bounded, see Lemma [6.3.3] for a formal
6.2 Problem statement

The adjoint operator to $A$ is given by $A^* : \mathbb{R}^M \to \mathcal{B}(\mathbb{K})$, where $A^* z(x) := \sum_{i=1}^M z_i x_i$; note that the domain and image spaces of the adjoint operator are well defined as $(\mathcal{B}(\mathbb{K}), M(\mathbb{K}))$ is a topological dual pairs and the operator $A$ is bounded [HLL99, Proposition 12.2.5].

Given a reference measure $\nu \in \mathcal{P}(\mathbb{K})$, the problem of minimizing the relative entropy subject to moment constraints (6.2) can be formally described by

$$J^* = \min_{\mu \in \mathcal{P}(\mathbb{K})} \left\{ D(\mu \| \nu) : A\mu \in T \right\}. \quad (6.3)$$

**Proposition 6.2.1** (Existence & uniqueness of (6.3)). The optimization problem (6.3) attains an optimal feasible solution that is unique.

**Proof.** The variational representation of the relative entropy [BLM13, Corollary 4.15] states that the mapping $\mu \mapsto D(\mu \| \nu)$ is the Fenchel-Legendre dual of the mapping $X \mapsto \log \mathbb{E}e^X$, where $X$ is a random variable with law $\nu$. As a basic property of the Legendre-Fenchel transform, the mapping $\mu \mapsto D(\mu \| \nu)$ therefore is lower-semicontinuous [Lue69]. Note also that the space of probability measures on $\mathbb{K}$ is compact [AB07, Theorem 15.11]. Moreover, since the linear operator $A$ is bounded, it is continuous. As a result, the feasible set of problem (6.3) is compact and hence the optimization problem attains an optimal solution. Finally, the strict convexity of the relative entropy [Csi75] ensures uniqueness of the optimizer. \qed

Note that if $\mathcal{U}_i = \{0\}$ for all $i = 1, \ldots, M$, i.e., there is no uncertainty in the measurement model (6.2), Proposition 6.2.1 reduces to a known result [Csi75]. Consider the special case where the reference measure $\nu$ is the uniform measure on $\mathbb{K}$ and let $p$ denote the Radon-Nikodym derivative $\frac{d\mu}{d\nu}$ (whose existence can be assumed without loss of generality). Since $\mathcal{A}$ is weakly continuous and the differential entropy is known to be weakly lower semi-continuous [BLM13], we can restrict attention to a (weakly) dense subset of the feasible set and hence assume without loss of generality that $p \in L^1(\mathbb{K})$. Problem (6.3) then reduces to

$$\max_{p \in L^1(\mathbb{K})} \left\{ h(p) : A p(x)dx \in T, \langle dx, p \rangle = 1 \right\}. \quad (6.4)$$

Problem (6.4) is a generalized maximum entropy estimation problem that, in case $\mathcal{U}_i = \{0\}$ for all $i = 1, \ldots, M$, simplifies to the standard entropy maximization problem subject to $M$ moment constraints. In this article, we present a new approach to solve (6.3) that is based on its dual formulation. It turns out that the dual problem of (6.3) has a particular structure that allows us to apply Nesterov’s smoothing method [Nes05]. Furthermore, we will show how an $\varepsilon$-optimal primal solution can be reconstructed. This is done by solving the dual problem and comparing with the existing approach in this context, it additionally requires a second smoothing step that is motivated by [DGN12]. The problem of entropy maximization subject to uncertain moment constraints (6.4) can be seen as a special case of (6.3).
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Remark 6.2.2 (Sanov’s worst-case rate-function). The problem (6.3) is closely related to Sanov’s worst-case rate-function, that can be expressed as

$$\inf_{\mu \in \mathcal{P}(\mathcal{K})} \left\{ D(\nu\|\mu) : A\mu \in T \right\},$$

where $\mathcal{U}_i$ is the empty set for all $i$. We refer the interested reader to [PM06] for a detailed treatment of that problem and to [PMV04] for its applications to robust hypothesis testing.

6.3 Relative entropy minimization

We start by recalling that an unconstrained minimization of the relative entropy with an additional linear term in the cost admits a closed form solution. Let $c \in \mathbb{B}(\mathcal{K}), \nu \in \mathcal{P}(\mathcal{K})$ and consider the optimization problem

$$\min_{\mu \in \mathcal{P}(\mathcal{K})} \left\{ D(\mu\|\nu) - \langle \mu, c \rangle \right\}.$$  \hspace{1cm} (6.5)

Lemma 6.3.1 (Gibbs distribution). The unique optimizer to problem (6.5) is given by the Gibbs distribution, i.e.,

$$\mu^*(dx) = \frac{2^{c(x)}\nu(dx)}{\int_{\mathcal{K}} 2^{c(x)}\nu(dx)} \quad \text{for } x \in \mathcal{K},$$

which leads to the optimal value of $-\log \int_{\mathcal{K}} 2^{c(x)}\nu(dx)$.

Proof. The result is standard and follows from [Csi75] or alternatively by [SSMEL15, Lemma 3.10]. \qed

Let $\mathbb{R}^M \ni z \mapsto \sigma_T(z) := \max_{x \in T} \langle x, z \rangle \in \mathbb{R}$ denote the support function of $T$, which is continuous since $T$ is compact [Roc70, Corollary 13.2.2]. The primal-dual pair of problem (6.3) can be stated as

(primal program) :  \hspace{1cm} J^* = \min_{\mu \in \mathcal{P}(\mathcal{K})} \left\{ D(\mu\|\nu) + \sup_{z \in \mathbb{R}^M} \left\{ \langle A\mu, z \rangle - \sigma_T(z) \right\} \right\} \hspace{1cm} (6.6)

(dual program) :  \hspace{1cm} J_D^\circ = \sup_{z \in \mathbb{R}^M} \left\{ -\sigma_T(z) + \min_{\mu \in \mathcal{P}(\mathcal{K})} \left\{ D(\mu\|\nu) + \langle A\mu, z \rangle \right\} \right\}, \hspace{1cm} (6.7)

where the dual function is given by

$$F(z) = -\sigma_T(z) + \min_{\mu \in \mathcal{P}(\mathcal{K})} \left\{ D(\mu\|\nu) + \langle A\mu, z \rangle \right\}. \hspace{1cm} (6.8)$$

Note that the primal program (6.6) is an infinite-dimensional convex optimization problem. The key idea of our analysis is driven by Lemma 6.3.1 indicating that the dual function, that involves a minimization running over an infinite-dimensional space, is analytically available. As such, the dual problem becomes an unconstrained finite-dimensional convex optimization problem, which is amenable to first-order methods.
Lemma 6.3.2 (Zero duality gap). There is no duality gap between the primal program (6.6) and its dual (6.7), i.e., \( J^* = J^*_D \). Moreover, if there exists \( \overline{\mu} \in P(K) \) such that \( A\overline{\mu} \in \text{int}(T) \), then the set of optimal dual variables in (6.7) is compact.

Proof. Recall that the relative entropy is known to be lower semicontinuous and convex in the first argument, which can be seen as a direct consequence of the duality relation for the relative entropy [? Corollary 4.15]. Hence, the desired zero duality gap follows by Sion’s minimax theorem [Sio58 Theorem 4.2]. The compactness of the set of dual optimizers is due to [Ber09 Proposition 5.3.1].

Because the dual function (6.8) turns out to be non-smooth, in the absence of any additional structure, the efficiency estimate of a black-box first-order method is of order \( O(1/\varepsilon^2) \), where \( \varepsilon \) is the desired absolute additive accuracy of the approximate solution in function value [Nes04]. We show, however, that the generalized entropy maximization problem (6.6) has a certain structure that allows us to deploy the recent developments in [Nes05] for approximating non-smooth problems by smooth ones, leading to an efficiency estimate of order \( O(1/\varepsilon) \). This, together with the low complexity of each iteration step in the approximation scheme, offers a numerical method that has an attractive computational complexity. In the spirit of [Nes05, DGN12], we introduce a smoothing parameter \( \eta := (\eta_1, \eta_2) \in \mathbb{R}^2_{>0} \) and consider a smooth approximation of the dual function

\[
F_\eta(z) := -\max_{x \in T} \left\{ \langle x, z \rangle - \frac{\eta_1}{2} \|x\|_2^2 \right\} + \min_{\mu \in P(K)} \left\{ D(\mu \| \nu) + \langle A\mu, z \rangle \right\} - \frac{\eta_2}{2} \|z\|_2^2 ,
\]

(6.9)

with respective optimizers denoted by \( x^*_z \) and \( \mu^*_z \). It is straightforward to see that the optimizer \( x^*_z \) is given by

\[
x^*_z = \arg \min_{x \in T} \|x - \eta^{-1}_1 z\|_2 = \pi_T \left( \eta^{-1}_1 z \right).
\]

Hence, the complexity of computing \( x^*_z \) is determined by the projection operator onto \( T \); for simple enough cases (e.g., 2-norm balls, hypercubes) the solution is analytically available, while for more general cases (e.g., simplex, 1-norm balls) it can be computed at relatively low computational effort, see [Ric12 Section 5.4] for a comprehensive survey. The optimizer \( \mu^*_z \) according to Lemma 6.3.1 is given by

\[
\mu^*_z(B) = \frac{\int_B 2^{-A^*z(x)\nu}(dx)}{\int_K 2^{-A^*z(x)\nu}(dx)}, \quad \text{for all } B \in \mathcal{B}(K).
\]

Lemma 6.3.3 (Lipschitz gradient). The dual function \( F_\eta \) defined in (6.9) is \( \eta_2 \)-strongly concave and differentiable. Its gradient \( \nabla F_\eta(z) = -x^*_z + A\mu^*_z - \eta_2 z \) is Lipschitz continuous with Lipschitz constant \( \frac{1}{\eta_1} + \left( \sum_{i=1}^M B_i \right)^2 + \eta_2 \) and \( B := \max\{|x| : x \in K\} \).
Proof. The proof follows along the lines of [Nes05, Theorem 1] and in particular by recalling that the relative entropy (in the first argument) is strongly convex with convexity parameter one and Pinsker’s inequality, that says that for any \( \mu \in \mathcal{P}(\mathcal{K}) \) we have \( D(\mu \| \nu) \geq \frac{1}{2} \| \mu - \nu \|_{TV} \). Moreover, we use the bound

\[
\|A\| = \sup_{\lambda \in \mathbb{R}^M, \mu \in \mathcal{P}(\mathcal{K})} \{ \langle A\mu, \lambda \rangle : \|\lambda\|_2 = 1, \|\mu\|_{TV} = 1 \}
\]

\[
\leq \sup_{\lambda \in \mathbb{R}^M, \mu \in \mathcal{P}(\mathcal{K})} \{ \|A\mu\|_2 : \|\lambda\|_2 = 1, \|\mu\|_{TV} = 1 \}
\]

\[
\leq \sup_{\mu \in \mathcal{P}(\mathcal{K})} \{ \|A\mu\|_1 : \|\mu\|_{TV} = 1 \}
\]

\[
= \sup_{\mu \in \mathcal{P}(\mathcal{K})} \left\{ \sum_{i=1}^M \left| \int_{\mathcal{K}} x^i \mu(dx) \right| : \|\mu\|_{TV} = 1 \right\}
\]

\[
\leq \sum_{i=1}^M B_i,
\]

where (6.10) is due to the Cauchy-Schwarz inequality.

Note that \( F_\eta \) is \( \eta_2 \)-strongly concave and according to Lemma 6.3.3 its gradient is Lipschitz continuous with constant \( L(\eta) := \frac{1}{\eta_1} + \|A\|^2 + \eta_2 \). We finally consider the approximate dual program given by

\[
(\text{smoothed dual program}) : \quad J_\eta^* = \sup_{z \in \mathbb{R}^M} F_\eta(z). \quad (6.11)
\]

It turns out that (6.11) belongs to a favorable class of smooth and strongly convex optimization problems that can be solved by a fast gradient method given in Algorithm 1 (see [Nes04]) with an efficiency estimate of the order \( O(1/\sqrt{\epsilon}) \).

---

Algorithm 1: Optimal scheme for smooth & strongly convex optimization

Choose \( w_0 = y_0 \in \mathbb{R}^M \) and \( \eta \in \mathbb{R}^+ \)

For \( k \geq 0 \) do*

**Step 1:** Set \( y_{k+1} = w_k + \frac{1}{L(\eta)} \nabla F_\eta(w_k) \)

**Step 2:** Compute \( w_{k+1} = y_{k+1} + \frac{\sqrt{L(\eta) - \sqrt{m}}}{\sqrt{L(\eta) + \sqrt{m}}} (y_{k+1} - y_k) \)

[*The stopping criterion is explained in Remark 6.3.7]*

Under an additional regularity assumption, solving the smoothed dual problem (6.11) provides an estimate of the primal and dual variables of the original non-smooth problems.
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and (6.7), respectively, as summarized in the next theorem (Theorem 6.3.5). The main computational difficulty of the presented method lies in the gradient evaluation $\nabla F_{\eta}$. We refer to Section 6.5 for a detailed discussion on this subject.

Assumption 6.3.4 (Slater point). There exists a strictly feasible solution to (6.3), i.e., $\mu_0 \in P(K)$ such that $A\mu_0 \in T$ and $\delta := \min_{y \in T^c} \|A\mu_0 - y\|_2 > 0$.

Note that finding a Slater point $\mu_0$ such that Assumption 6.3.4 holds, in general can be difficult. In Remark 6.3.8 we present a constructive way of finding such an interior point. Given Assumption 6.3.4, for $\varepsilon > 0$ define

$$C := D(\mu_0||\nu), \quad D := \frac{1}{2} \max_{x \in T} \|x\|_2, \quad \eta_1(\varepsilon) := \frac{\varepsilon}{4D}, \quad \eta_2(\varepsilon) := \frac{\varepsilon \delta^2}{2C^2} \quad (6.12)$$

$$N_1(\varepsilon) := 2 \left( \sqrt{\frac{8DC^2}{\varepsilon^2 \delta^2} + \frac{2\|A\|_2^2 C^2}{\varepsilon \delta^2}} + 1 \right) \ln \left( \frac{10(\varepsilon + 2C)}{\varepsilon} \right)$$

$$N_2(\varepsilon) := 2 \left( \sqrt{\frac{8DC^2}{\varepsilon^2 \delta^2} + \frac{2\|A\|_2^2 C^2}{\varepsilon \delta^2}} + 1 \right) \ln \left( \frac{C}{\varepsilon \delta(2 - \sqrt{3})} \sqrt{4 \left( \frac{4D}{\varepsilon} + \|A\|_2^2 + \frac{\varepsilon \delta^2}{2C^2} \right) \left( C + \varepsilon \frac{\delta}{2} \right)} \right) \quad (6.12)$$

Theorem 6.3.5 (Almost linear convergence rate). Given Assumption 6.3.4 and the definitions (6.12), let $\varepsilon > 0$ and $N(\varepsilon) := \lceil \max\{N_1(\varepsilon), N_2(\varepsilon)\} \rceil$. Then, $N(\varepsilon)$ iterations of Algorithm 1 produce approximate solutions to the problems (6.7) and (6.6) given by

$$\hat{z}_{k,\eta} := y_k \quad \text{and} \quad \hat{\mu}_{k,\eta}(B) := \frac{\int_B 2^{-A^*\hat{z}_{k,\eta}(x)} \nu(dx)}{\int_{K} 2^{-A^*\hat{z}_{k,\eta}(x)} \nu(dx)}, \quad \text{for all } B \in \mathcal{B}(K), \quad (6.13)$$

which satisfy

$$\text{dual } \varepsilon\text{-optimality:} \quad 0 \leq J^* - F(\hat{z}_{k(\varepsilon)}) \leq \varepsilon \quad (6.14a)$$

$$\text{primal } \varepsilon\text{-optimality:} \quad |D(\hat{\mu}_{k(\varepsilon)}||\nu) - J^*| \leq 2(1 + 2\sqrt{3})\varepsilon \quad (6.14b)$$

$$\text{primal } \varepsilon\text{-feasibility:} \quad d(A\hat{\mu}_{k(\varepsilon)}, T) \leq \frac{2 \varepsilon \delta}{C}, \quad (6.14c)$$

where $d(\cdot, T)$ denotes the distance to the set $T$, i.e., $d(x, T) := \min_{y \in T} \|x - y\|_2$.

In some applications, Assumption 6.3.4 does not hold, as for example in the classical case where $\mathcal{U}_i = \{0\}$ for all $i = 1, \ldots, M$, i.e., there is no uncertainty in the measurement model (6.2). Moreover, in other cases satisfying Assumption 6.3.4 using the construction described in Remark 6.3.8 might be computationally expensive. Interestingly, Algorithm 1 can be run irrespective of whether Assumption 6.3.4 holds or not, i.e. for any choice of $C$ and $\delta$. While explicit error bounds of Theorem 6.3.5 as well as the a-posteriori error bound discussed below do not hold anymore, the asymptotic convergence is not affected.
Proof. Using Assumption 6.3.4, note that the constant defined as

\[ L := \frac{D(\mu_0\|\nu) - \min_{\mu \in P(K)} D(\mu\|\nu)}{\min_{y \in T^c} \|A\mu_0 - y\|_2} = \frac{C}{\delta} \]

can be shown to be an upper bound for the optimal dual multiplier \[\text{Lemma 1}\], i.e., \[\|z^*\|_2 \leq L\]. The dual function can be bounded from above by \[C\], since weak duality ensures \[F(z) \leq J^* \leq D(\mu_0\|\nu) = C\] for all \(z \in \mathbb{R}^M\). Moreover, if we recall the preparatory Lemmas 6.3.2 and 6.3.3, we are finally in the setting such that the presented error bounds can be derived from \[\text{DGN12}\].

Theorem 6.3.5 directly implies that we need at most \(O\left(\frac{1}{\varepsilon} \log\frac{1}{\varepsilon}\right)\) iterations of Algorithm 1 to achieve \(\varepsilon\)-optimality of primal and dual solutions as well as \(\varepsilon\)-feasible primal variable. Note that Theorem 6.3.5 provides an explicit bound on the so-called \(a\)-priori errors, together with approximate optimizer of the primal (6.6) and dual (6.7) problem. The latter allows us to derive an \(a\)-posteriori error depending on the approximate optimizers, which is often significantly smaller than the \(a\)-priori error.

**Corollary 6.3.6 (Posterior error estimation).** Given Assumption 6.3.4, let \(z^*\) denote the dual optimizer to (6.7). The approximate primal and dual variables \(\tilde{\mu}\) and \(\tilde{z}\) given by (6.13), satisfy the following a-posteriori error bound

\[ F(\tilde{z}) \leq J^* \leq D(\tilde{\mu}\|\nu) + \frac{C}{\delta} d(A\tilde{\mu}, T), \]

where \(d(\cdot, T)\) denotes the distance to the set \(T\), i.e., \(d(x, T) := \inf_{y \in T} \|x - y\|_2\).

**Proof.** The two key ingredients of the proof are Theorem 6.3.5 and the Lipschitz continuity of the so-called perturbation function of convex programming. We introduce the perturbed program as

\[ J^*(\varepsilon) = \min_{\mu \in P(K)} \{D(\mu\|\nu) : d(A\mu, T) \leq \varepsilon\} \]

\[ = \min_{\mu \in P(K)} D(\mu\|\nu) + \sup_{\lambda \geq 0} \inf_{y \in T} \lambda \|A\mu - y\| - \lambda \varepsilon \]

\[ = \sup_{\lambda \geq 0} \lambda \varepsilon + \inf_{\mu \in P(K), \|z\|_2 \leq \lambda} \langle A\mu - y, z \rangle + D(\mu\|\nu) \]

\[ = \sup_{\lambda \geq 0} \inf_{\mu \in P(K), \|z\|_2 \leq \lambda} \langle A\mu - y, z \rangle + D(\mu\|\nu) \]

\[ \geq -\|z^*\|_2 \varepsilon + \inf_{\mu \in P(K), y \in T} \langle A\mu - y, z^* \rangle + D(\mu\|\nu) \]

\[ = -\|z^*\|_2 \varepsilon + J^*. \]

Equation (6.15a) uses the strong duality property that follows by the existence of a Slater point that is due to the definition of the set \(T\), see Section 6.2 Step (6.15b).
follows by Sion’s minimax theorem [Sio58, Theorem 4.2]. Hence, we have shown that the perturbation function is Lipschitz continuous with constant \( \|z^*\|_2 \). Finally, recalling \( \|z^*\|_2 \leq \frac{C}{\delta} \), established in the proof of Theorem 6.3.5 completes the proof.

**Remark 6.3.7** (Stopping criterion of Algorithm 1). There are two alternatives for defining a stopping criterion for Algorithm 1. Choose desired accuracy \( \varepsilon > 0 \).

(i) a-priori stopping criterion: Theorem 6.3.5 provides the required number of iterations \( N(\varepsilon) \) to ensure an \( \varepsilon \)-close solution.

(ii) a-posteriori stopping criterion: Choose the smoothing parameter \( \eta \) as in (6.12). Fix a (small) number of iterations \( \ell \) that are run using Algorithm 1. Compute the a-posteriori error \( D(\hat{\mu}\|\nu) + \frac{C}{\delta} d(A\hat{\mu}, T) - F(\hat{z}) \) according to Corollary 6.3.6 and if it is smaller than \( \varepsilon \) terminate the algorithm. Otherwise continue with another \( \ell \) iterations.

**Remark 6.3.8** (Slater point computation). To compute the respective constants in Assumption 6.3.4, we need to construct a strictly feasible point for (6.3). For this purpose, we consider a polynomial density of degree \( r \) defined as \( p_r(\alpha, x) := \sum_{i=0}^{r-1} \alpha_i x^i \). For notational simplicity we assume that the support set is the unit interval \( (\mathbb{R} = [0, 1]) \), such that the moments induced by the polynomial density are given by

\[
\langle p_r(\alpha, x), x^i \rangle = \int_0^1 \sum_{j=0}^{r-1} \alpha_j x^{j+i} dx = \sum_{j=0}^{r-1} \frac{\alpha_j}{j+i+1},
\]

for \( i = 0, \ldots, M \). Consider \( \beta \in \mathbb{R}^{M+1} \), where \( \beta_1 = 1 \) and \( \beta_i = y_{i-1} \) for \( i = 2, \ldots, M + 1 \).

Hence, the feasibility requirement of (6.3) can be expressed as the linear constraint \( A \alpha = \beta \), where \( A \in \mathbb{R}^{(M+1) \times r} \), \( \alpha \in \mathbb{R}^r \), \( \beta \in \mathbb{R}^{M+1} \) and \( A_{i,j} = \frac{1}{i+j+1} \) and finding a strictly feasible solution reduces to the following feasibility problem

\[
\begin{align*}
\max_{\alpha \in \mathbb{R}^r} & \quad \text{const} \\
\text{s.t.} & \quad A \alpha = \beta \\
& \quad p_r(\alpha, x) \geq 0 \quad \forall x \in [0, 1],
\end{align*}
\]  

where \( p_r \) is a polynomial function in \( x \) of degree \( r \) with coefficients \( \alpha \). The second constraint of the program (6.16) (i.e., \( p_r(\alpha, x) \geq 0 \forall x \in [0, 1] \)) can be equivalently reformulated as linear matrix inequalities of dimension \( \left\lceil \frac{r}{2} \right\rceil \), using a standard result in polynomial optimization, see [Las09, Chapter 2] for details. We note that for small degree \( r \), the set of feasible solutions to problem (6.16) may be empty, however, by choosing \( r \) large enough and assuming that the moments can be induced by a continuous density, problem (6.16) becomes feasible. Moreover, if \( 0 \in \text{int}(T) \) the Slater point leads to a \( \delta > 0 \) in Assumption 6.3.4.

\[1\] In a multi-dimensional setting one has to consider a tightening (i.e., \( p_r(\alpha, x) > 0 \forall x \in [0, 1]^n \)).
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Example 6.3.9 (Density estimation). We are given the first 3 moments of an unknown probability measure defined on $K = [0, 1]$ as

$$y := \left( \frac{1 - \ln 2}{\ln 2}, \frac{\ln 4 - 1}{\ln 4}, \frac{5 - \ln 64}{\ln 64} \right) \approx (0.44, 0.28, 0.20).$$

The uncertainty set in the measurement model (6.2) is assumed to be $U_i = [-u, u]$ for all $i = 1, \ldots, 3$. A Slater point is constructed using the method described in Remark 6.3.8, where $r = 5$ is enough for the problem (6.16) to be feasible, leading to the constant $C = 0.0288$. The Slater point is depicted in Figure 6.1 and its differential entropy can be numerically computed as $-0.0288$.

We consider two simulations for two different uncertainty sets (namely, $u = 0.01$ and $u = 0.005$). The underlying maximum entropy problem (6.4) is solved using Algorithm 1. The respective features of the a-priori guarantees by Theorem 6.3.5 as well as the a-posteriori guarantees (upper and lower bounds) by Corollary 6.3.6 are reported in Table 6.1. Recall that $\hat{\mu}_{k(\varepsilon)}$ denotes the approximate primal variable after $k$-iterations of Algorithm 1 as defined in Theorem 6.3.5 and that $d(A\hat{\mu}_{k(\varepsilon)}, T)$ (resp. $2\varepsilon \delta C$) represent the a-posteriori (resp. a-priori) feasibility guarantees. It can be seen in Table 6.1 that increasing the uncertainty set $U$ leads to a higher entropy, where the uniform density clearly has the highest entropy. This is also intuitively expected since enlarging the uncertainty set is equivalent to relaxing the moment constraints in the respective maximum entropy problem. The corresponding densities are graphically visualized in Figure 6.1.

| U = $[-0.01, 0.01]$ | U = $[-0.005, 0.005]$ |
|----------------------|----------------------|
| a-priori error $\varepsilon$ | 1 0.1 0.01 0.001 | 1 0.1 0.01 0.001 |
| $J_{UB}$ | -0.0174 -0.0189 -0.0194 -0.0194 | -0.0223 -0.0236 -0.0237 -0.0238 |
| $J_{LB}$ | -0.0220 -0.0279 -0.0204 -0.0195 | -0.0263 -0.0298 -0.0244 -0.0238 |
| iterations $k(\varepsilon)$ | 99 551 5606 74423 | 232 1241 12170 157865 |
| $d(A\hat{\mu}_{k(\varepsilon)}, T)$ | 0.0008 0.0036 0.0005 0 |
| $\frac{2\varepsilon \delta C}{C}$ | 0.069 0.069 0.0069 0.00069 | 0.35 0.035 0.0035 0.00035 |

6.4 Finite-dimensional case

We consider the finite-dimensional case where $K = \{1, \ldots, N\}$ and hence we optimize in (6.3) over the probability simplex $P(K) = \Delta_N$. One substantial simplification, when restricting to the finite-dimensional setting, is that the Shannon entropy is non-negative

\[ \text{The considered moments are actually induced by the probability density } f(x) := (\ln 2 (1 + x))^{-1}. \]

We, however, do not use this information at any point of this example.
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Figure 6.1: Maximum entropy densities obtained by Algorithm 1 for two different uncertainty sets. As a reference, the Slater point density, that was computed as described in Remark 6.3.8 is depicted in red.

and bounded from above (by log N). Therefore, we can substantially weaken Assumption 6.3.4 to the following assumption.

Assumption 6.4.1.

(i) There exists \( \delta > 0 \) such that \( B(0, \delta) \subset \{ x - A\mu : \mu \in \Delta_N, x \in T \} \).

(ii) The reference measure \( \nu \in \Delta_N \) has full support, i.e., \( \min_{1 \leq i \leq N} \nu_i > 0 \).

Consider the the definitions given in (6.12) with

\[
C = \max_{1 \leq i \leq N} \log \frac{1}{\nu_i},
\]

then the following finite-dimensional equivalent to Theorem 6.3.5 holds.

Corollary 6.4.2 (a-priori error). Given Assumption 6.4.1, \( C = \max_{1 \leq i \leq N} \log \frac{1}{\nu_i} \) and the definitions (6.12), let \( \varepsilon > 0 \) and \( N(\varepsilon) := \{ N_1(\varepsilon), N_2(\varepsilon) \} \). Then, \( N(\varepsilon) \) iterations of Algorithm 1 produce the approximate solutions to the problems (6.7) and (6.6), given by

\[
\hat{z}_{k(\varepsilon)} := y_{k(\varepsilon)} \quad \text{and} \quad \hat{\mu}_{k(\varepsilon)}(B) := \frac{\sum_{i \in B} 2^{-\langle A^*\hat{z}_{k(\varepsilon)} \rangle_i \nu_i}}{\sum_{i=1}^N 2^{-\langle A^*\hat{z}_{k(\varepsilon)} \rangle_i \nu_i}} \quad \text{for all} \ B \subset \{ 1, 2, \ldots, N \},
\]

which satisfy

\[
\begin{align*}
\text{dual } \varepsilon-\text{optimality:} & \quad 0 \leq F(\hat{z}_{k(\varepsilon)}) - J^* \leq \varepsilon \quad (6.18a) \\
\text{primal } \varepsilon-\text{optimality:} & \quad |D(\hat{\mu}_{k(\varepsilon)} \| \nu) - J^*| \leq 2(1 + 2\sqrt{3}) \varepsilon \quad (6.18b) \\
\text{primal } \varepsilon-\text{feasibility:} & \quad d(\mathcal{A}\hat{\mu}_{k(\varepsilon)}, T) \leq \frac{2\varepsilon \delta}{C}, \quad (6.18c)
\end{align*}
\]

where \( d(\cdot, T) \) denotes the distance to the set \( T \), i.e., \( d(x, T) := \min_{y \in T} \| x - y \|_2 \).
Proof. Under Assumption 6.4.1 the dual optimal solutions in (6.7) are bounded by
\[ \|z^\star\| \leq \frac{1}{r \max_{1 \leq i \leq N} \log \frac{1}{\nu_i}}. \] (6.19)
This bound on the dual optimizer follows along the lines of [DGN12, Theorem 6.1]. The presented error bounds can then be derived along the lines of Theorem 6.3.5.

In addition to the explicit error bound provided by Corollary 6.4.2, the a-posteriori upper and lower bounds presented in Corollary 6.3.6 directly apply to the finite-dimensional setting as well.

### 6.5 Gradient approximation

The computationally demanding element for Algorithm 1 is the evaluation of the gradient \( \nabla F_\eta(\cdot) \) given in Lemma 6.3.3. In particular, Theorem 6.3.5 and Corollary 6.4.2 assume that this gradient is known exactly. While this is not restrictive if, for example, \( K \) is a finite set, in general, \( \nabla F_\eta(\cdot) \) involves an integration that can only be computed approximately. In particular if we consider a multi-dimensional setting (i.e., \( K \subset \mathbb{R}^d \)), the evaluation of the gradient \( \nabla F_\eta(\cdot) \) represents a multi-dimensional integration problem. This gives rise to the question of how the fast gradient method (and also Theorem 6.3.5) behaves in a case of inexact first-order information. We refer the interested readers to [DGN13] for further details in this regard.

In this section we discuss two numerical methods to approximate this gradient. Note that in Lemma 6.3.3, given that \( T \) is simple enough the optimizer \( x_\nu^\star \) is analytically available, so what remains is to compute \( A\mu_\nu^\star \), that according to Lemma 6.3.1 is given by
\[ (A\mu_\nu^\star)_i \equiv \frac{\int_K x^i 2^{-A^*z(x)\nu}(dx)}{\int_K 2^{-A^*z(x)\nu}(dx)} \quad \text{for all } i = 1, \ldots, M. \] (6.20)

**Semidefinite programming.** Due to the specific structure of the considered problem, (6.20) represents an integration of exponentials of polynomials for which an efficient approximation in terms of two single semidefinite programs involving two linear matrix inequalities has been derived, where the desired accuracy is controlled by the size of the linear matrix inequalities constraints, see [BDL08, Las09] for a comprehensive study.

**Quasi-Monte Carlo.** The most popular methods for integration problems of the from (6.20) are Monte Carlo (MC) schemes, see [RC04] for a comprehensive summary. The main advantage of MC methods is that the root-mean-square error of the approximation converges to 0 with a rate of \( O(N^{-1/2}) \) that is independent of the dimension, where \( N \) are the number of samples used. In practise, this convergence often is too
slow. Under mild assumptions on the integrand, the MC methods can be significantly improved with a more recent technique known as Quasi-Monte Carlo (QMC) methods. QMC methods can reach a convergence rate arbitrarily close to $O(N^{-1})$ with a constant not depending on the dimension of the problem. We would like to refer the reader to [DKS13, SW98, KS05, Nie10] for a detailed discussion about the theory of QMC methods.

Remark 6.5.1 (Computational stability). The evaluation of the gradient in Lemma 6.3.3 involves the term $\mathcal{A}\mu_z^*$, where $\mu_z^*$ is the optimizer of the second term in (6.9). By invoking Lemma 6.3.1 and the definition of the operator $\mathcal{A}$, the gradient evaluation reduces to

$$
(A\mu_z^*)_i = \int_K x^i 2^{-\sum_{j=1}^M z_j x_j^2} \, dx \quad \text{for } i = 1, \ldots, M.
$$

Note that a straightforward computation of the gradient via (6.21) is numerically difficult. To alleviate this difficulty, we follow the suggestion of [Nes05, p. 148] which we briefly elaborate here. Consider the functions $f(z,x) := -\sum_{j=1}^M z_j x_j$, $\bar{f}(z) := \max_{x \in \mathbb{K}} f(z,x)$ and $g(z,x) := f(z,x) - \bar{f}(z)$. Note, that $g(z,x) \geq 0$ for all $(z,x) \in \mathbb{R}^M \times \mathbb{R}$. One can show that

$$
(A\mu_z^*)_i = \int_K 2^{g(z,x)} \frac{\partial}{\partial z_i} g(z,x) \, dx \int_K 2^{g(z,x)} \, dx + \frac{\partial}{\partial z_i} \bar{f}(z) \quad \text{for } i = 1, \ldots, M,
$$

which can be computed with significantly smaller numerical error than (6.21) as the numerical exponent are always negative, leading to values always being smaller than 1.

6.6 Zero-information moment closure method

In chemistry, physics, systems biology and related fields, stochastic chemical reactions are described by the chemical master equation (CME), that is a special case of the Chapman-Kolmogorov equation as applied to Markov processes [vK81, Wil06]. These equations are usually infinite-dimensional and analytical solutions are generally impossible. Hence, effort has been directed toward developing of a variety of numerical schemes for efficient approximation of the CME, such as stochastic simulation techniques (SSA) [Gil76]. In practical cases, one is often interested in the first few moments of the number of molecules involved in the chemical reactions. This motivated the development of approximation methods to those low-order moments without having to solve the underlying infinite-dimensional CME. One such approximation method is the so-called moment closure method [Gil09], that briefly described works as follows: First the CME is recast in terms of moments as a linear ODE of the form

$$
\frac{d}{dt} \mu(t) = A\mu(t) + B\zeta(t),
$$

(6.22)
where $\mu(t)$ denotes the moments up to order $M$ at time $t$ and $\zeta(t)$ is an infinite vector describing the contains moments of order $M+1$ or higher. In general $\zeta$ can be an infinite vector, but for most of the standard chemical reactions considered in, e.g., systems biology it turns out that only a finite number of higher order moments affect the evolution of the first $M$ moments. Indeed, if the chemical system involves only the so-called zeroth and first order reactions the vector $\zeta$ has dimension zero (reduces to a constant affine term), whereas if the system also involves second order reactions then $\zeta$ also contains some moments of order $M + 1$ only. It is widely speculated that reactions up to second order are sufficient to realistically model most systems of interest in chemistry and biology [Gil07, GHP13]. The matrix $A$ and the linear operator $B$ (that may potentially be infinite-dimensional) can be found analytically from the CME. The ODE (6.22), however, is intractable due to its higher order moments dependence. The approximation step is introduced by a so-called closure function

$$
\zeta = \varphi(\mu),
$$

where the higher-order moments are approximated as a function of the lower-order moments, see [SH06, SH07]. A closure function that has recently attracted interest is known as the zero-information closure function (of order $M$) [SK13], and is given by

$$
(\varphi(\mu))_i = \left< p^*_\mu, x^{M+i} \right>, \text{ for } i = 1, 2, \ldots,
$$

(6.23)

where $p^*_\mu$ denotes the maximizer to (6.4), where $T = \times_{i=1}^{M} \{ \left< \mu, x^i \right> - u : u \in U_i \}$, where $U_i = [-\kappa, \kappa] \subset \mathbb{R}$ for all $i$ and for a given $\kappa > 0$, that acts as a regularizer, in the sense of Assumption 6.3.4. This approximation reduces the infinite-dimensional ODE (6.22) to a finite-dimensional ODE

$$
\frac{d}{dt} \mu(t) = A \mu(t) + B \varphi(\mu(t)).
$$

(6.24)

To numerically solve (6.24) it is crucial to have an efficient evaluation of the closure function $\varphi$. In the zero-information closure scheme this is given by to the entropy maximization problem (6.4) and as such can be addressed using Algorithm 1.

To illustrate this point, we consider a reversible dimerisation reaction where two monomers ($\mathcal{M}$) combine in a second-order monomolecular reaction to form a dimer ($\mathcal{D}$); the reverse reaction is first order and involves the decomposition of the dimer into the two monomers. This gives rise to the chemical reaction system

$$
2\mathcal{M} \xrightarrow{k_1} \mathcal{D} \\
\mathcal{D} \xrightarrow{k_2} 2\mathcal{M},
$$

(6.25)

with reaction rate constants $k_1, k_2 > 0$. Note that the system as described has a single degree of freedom since $\mathcal{M} = 2\mathcal{D}_0 - 2\mathcal{D} + \mathcal{M}_0$. Where $\mathcal{M}$ denotes the count of the
monomers, $\mathcal{D}$ the count of dimers, and $\mathcal{M}_0$ and $\mathcal{D}_0$ the corresponding initial conditions. Therefore, the matrices can be reduced to include only the moments of one component as a simplification and as such the zero-information closure function (6.23) consists of solving a one-dimensional entropy maximization problem such as given by (6.4), where the support are the natural numbers (upper bounded by $\mathcal{M}_0 + \mathcal{D}_0$ and hence compact). For illustrative purposes, let us look at a second order closure scheme, where the corresponding moment vectors are defined as $\mu = (1, \langle \mathcal{M} \rangle, \langle \mathcal{M}^2 \rangle)^\top \in \mathbb{R}^3$ and $\zeta = \langle \mathcal{M}^3 \rangle \in \mathbb{R}$ and the corresponding matrices are given by

$$A = \begin{pmatrix} 0 & 0 & 0 \\
 k_2 S_0 & 2k_1 - k_2 & -2k_1 \\
 2k_2 S_0 & 2k_2(S_0 - 1) - 4k_1 & 8k_1 - 2k_2 \end{pmatrix}, \quad B = \begin{pmatrix} 0 \\
 0 \\
 -4k_1 \end{pmatrix},$$

where $S_0 = \mathcal{M}_0 + 2\mathcal{D}_0$. The simulation results, Figure 6.2, show the time trajectory for the average and the second moment of the number of $\mathcal{M}$ molecules in the reversible dimerization model (6.25), as calculated for the zero information closure (6.24) using Algorithm 1 for a second-order closure as well as a third-order closure. To solve the ODE (6.24) we use an explicit Runge-Kutta (4,5) formula (ode45) built into MATLAB. The results are compared to the average of $10^6$ SSA [Wil06] trajectories. It can be seen how increasing the order of the closure method improves the approximation accuracy.
Figure 6.2: Reversible dimerization system (6.25) with reaction constants $K = k_2/k_1$: Comparison of the zero-information moment closure method (6.24), solved using Algorithm 1 and the average of $10^6$ SSA trajectories. The initial conditions are $\mathcal{M}_0 = 10$ and $D_0 = 0$ and the regularization term $\kappa = 0.01$. 

- (a) second-order moment closure
- (b) third-order moment closure
- (c) second-order moment closure
- (d) third-order moment closure
Conclusions
This thesis addresses classes of optimization problems from two disciplines: optimal control and information theory. In Part I, we studied the optimal control of discrete-time continuous space MDPs, whereas Part II treats the channel capacity problem as well as the entropy maximization subject to moment constraints.

### 7.1 Approximate Dynamic Programming

In Chapters 2 to 4, we presented a two-step approximation scheme for a general class of linear programming problems in infinite-dimensional spaces, including the LP formulation of discrete-time MDPs with Borel state and action spaces under the long-run average (or discounted) cost optimality criterion. The first approximation step bridges the infinite-dimensional LP $\mathcal{P}$ to a semi-infinite relaxed LP $\mathcal{P}_n$. The second step transforms the latter problem to a finite convex program through two different approaches: a randomized method based on the so-called scenario approach, and a regularized, accelerated first-order method. Both methods lead to explicit bounds on the approximation error of the proposed scheme.

For potential research directions on the content of this part, one may think of the following possibilities:

1. Given such an approximating scheme, we aim to study how to find $\varepsilon$-approximating policies, i.e., policies whose corresponding cost is $\varepsilon$ away from the optimal value.

2. In light of Theorem 3.3.4, one may look more closely into the derivation of TBs as introduced in Definition 5.3.1. Meaningful TBs may depend highly on the individual structure of the optimization problems, in particular the uncertainty set and the constraint functions. In fact, the probability measure $\mathbb{P}$ can also be viewed as a decision variable to propose the most informative scenario program to tackle the robust formulation.
Chapter 7. Conclusions and future directions

7.2 Information theoretic problems

7.2.1 Channel capacity approximation

In Chapter 5, we introduced a new approach to approximate the capacity of DMCs possibly having constraints on the input distribution. The dual problem of Shannon’s capacity formula turns out to have a particular structure such that the Lagrange dual function admits a closed form solution. Applying smoothing techniques to the non-smooth dual function enables us to solve the dual problem efficiently. This new approach, in the case of no constraints on the input distribution, has a computational complexity per iteration step of $O(MN)$, where $N$ is the input alphabet size and $M$ the size of the output alphabet. In comparison, the Blahut-Arimoto algorithm has a computational cost of $O(MN^2)$ per iteration step. More precisely for no input power constraint, the total computational cost to find an $\varepsilon$-close solution is $O\left(\frac{M^2N\sqrt{\log(N)}}{\varepsilon}\right)$ for the algorithm developed in this chapter, whereas the Blahut-Arimoto algorithm requires $O\left(\frac{MN^2\log(N)}{\varepsilon}\right)$.

We would like to emphasize that the computational cost of the smallest unit, i.e. the cost of one iteration is strictly better for the algorithm introduced in this chapter. As highlighted by Example 5.2.15, this can make a crucial difference especially for large input alphabets. Another strength of the new approach is that it provides an a posteriori error, i.e., after having run a certain number of iterations we can precisely estimate the actual error in the current approximation. This is computationally appealing as explicit (or a priori) error bounds often are conservative in practice. By exploiting this a posteriori bound we can stop the computation once the desired accuracy has been reached.

As a second contribution, we have shown how similar ideas can be used to approximate the capacity of memoryless channels with continuous bounded input alphabets and countable output alphabets under a mild assumption on the channels tail. This assumption holds, for example, for discrete-time Poisson channels, allowing us to efficiently approximate their capacity. As an example we derived upper and lower bounds for a discrete-time Poisson channel having a peak-power constraint at the input.

The presented optimization method highly depends on the Lipschitz constant estimate of the objective’s gradient. The worse this estimate the more steps the method requires for an a priori $\varepsilon$-precision. For future work, we aim to study the derivation of local Lipschitz constants of the gradient. This technique has recently been shown to be very efficient in practice (up to three orders of magnitude reduction of computation time), while preserving the worst-case complexity [BB14].

In the case of a continuous input alphabet, Section 5.3, the proposed method requires to evaluate the gradient $\nabla G_\nu(\cdot)$ in every step of Algorithm 1, that requires solving an integral over $A$. As such the method used to compute those integrals has to be included to the complexity of the proposed algorithm. Therefore, it would be interesting to
investigate under which structural properties on the channel the gradient $\nabla G_\nu(\cdot)$ can be evaluated efficiently.

The approach introduced in this chapter can be used to efficiently approximate the capacity of classical-quantum channels, i.e., channels that have classical input and quantum mechanical output, with a discrete or bounded continuous input alphabet. Using the idea of a universal encoder allows us to compute close upper and lower bounds for the Holevo capacity [SSER16].

### 7.2.2 Generalized maximum entropy estimation

In Chapter 6, we presented an approximation scheme to a generalization of the classical problem of estimating a density via a maximum entropy criterion, given some moment constraints. The key idea used is to apply smoothing techniques to the non-smooth dual function of the entropy maximization problem, that enables us to solve the dual problem efficiently with fast gradient methods. Due to the favourable structure of the considered entropy maximization problem, we provide explicit error bounds on the approximation error as well as a-posteriori error estimates.

The proposed method requires one to evaluate the gradient (6.20) in every iteration step, which, as highlighted in Section 6.5, in the infinite-dimensional setting involves an integral. As such the method used to compute those integrals has to be included to the complexity of the proposed algorithm and, in higher dimensions, may become is the dominant factor. Therefore, it would be interesting to investigate this integration step in more detail. Two approaches, one based on semidefinite programming and another invoking Quasi-Monte Carlo integration techniques, are briefly sketched. Another potential direction, would be to test the proposed numerical method in the context of approximating the channel capacity of a large class of memoryless channels [SSMEL15], as mentioned in the introduction.

Finally it should be mentioned that the approximation scheme proposed in this chapter can be further generalized to quantum mechanical entropies. In this setup probability mass functions are replaced by density matrices (i.e., positive semidefinite matrices, whose trace is equal to one). The von Neumann entropy of such a density matrix $\rho$ is defined by $H(\rho) := -\text{tr}(\rho \log \rho)$, which reduces to the (Shannon) entropy in case the density matrix $\rho$ is diagonal. Also the relative entropy can be generalized to the quantum setup [Ume62] and general treatment of our approximation scheme, its analysis can be lifted to the this (strictly) more general framework. As demonstrated in [SSER16], (quantum) entropy maximization problems can be used to efficiently approximate the classical capacity of quantum channels.
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