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ABSTRACT

Context. Betelgeuse is the closest red supergiant (RSG); therefore, it is well suited for studying the complex processes in its atmosphere that lead to the chemical enrichment of the interstellar medium.

Aims. We intend to investigate the shape and composition of the close molecular layer (also known as the MOLsphere) that surrounds the star. This analysis is part of a wider program that aims at understanding the dynamics of the circumstellar envelope of Betelgeuse.

Methods. On January and February 2011, Betelgeuse was observed using the Astronomical Multi-BEam combineR (AMBER) instrument of the Very Large Telescope Interferometer (VLTI) in the H and K bands. Using the medium spectral resolution of the instrument ($R \sim 1500$), we were able to investigate the carbon monoxide molecular bands and the water-vapor bands. We used two different approaches to analyse our data: a model fit in both the continuum and absorption lines and then a fit with a radiative hydrodynamics (RHD) simulation.

Results. Using the continuum data, we derive a uniform disk diameter of $41.01 \pm 0.41$ mas, a power law type limb-darkened disk diameter of $42.28 \pm 0.43$ mas and a limb-darkening exponent of $0.155 \pm 0.009$. Within the absorption lines, using a single layer model, we obtain parameters for both the photosphere and the MOLsphere using a RHD simulation, we unveil the convection pattern in the visibilities.

Conclusions. We derived a new value of the angular diameter of Betelgeuse in the K band continuum. Our observations in the absorption lines are well reproduced by a molecular layer at 1.2 stellar radii containing both CO and H$_2$O. The visibilities at higher spatial frequencies are matching a convection pattern in a RHD simulation.
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1. Introduction

Betelgeuse ($\alpha$ Ori, HD 39801, HR 2061) is an M2Iab star, a prototype for the cool red supergiant class. These kind of stars are the expected progenitors of type IIP supernova, the most common kind of core-collapse supernova, and participate in the chemical enrichment of the interstellar medium (ISM), as they experience intensive mass loss. This process is not yet understood well and is essential to model the evolution of those stars.

Being the closest red supergiant, Betelgeuse exhibits a very high brightness and a large apparent diameter. It was the first star (except for the Sun) to have its diameter measured (Michelson & Pease 1921) with the stellar interferometer at Mount Wilson Observatory. Since then, various observations were performed on Betelgeuse to study its circumstellar environment (CSE). Tsuji (2000) proposed a non-photospheric molecular layer (the MOLsphere) with an effective temperature of $1500 \pm 500$ K and an H$_2$O column density of $10^{15}$ cm$^{-2}$ to fit their spectroscopic observations of Betelgeuse. Similar values were obtained by Ohnaka (2004) and Tsuji (2006), Perrin et al. (2004) derived parameters for both the photosphere and the MOLsphere using the IOTA interferometer: they obtained temperatures ($T_{\text{eff, phot}} = 3641 \pm 53$ K and $T_{\text{eff, mol}} = 2055 \pm 25$ K) and sizes ($\theta_* = 43.76 \pm 0.12$ mas and $R_{\text{MOL}} = 1.33 R_*$) as well as the optical thickness ($\tau_K = 0.060 \pm 0.003$, $\tau_L = 0.026 \pm 0.002$ and $\tau_{11.5 \mu m} = 2.33 \pm 0.23$). Its composition was explored by Perrin et al. (2007), who found evidence of the presence of H$_2$O and SiO using the MID-infrared Interferometric instrument (MIDI) of the Very Large Telescope Interferometer (VLTI) in the N band; they also derived the column density of the dust species Al$_2$O$_3$.

Complex processes are ongoing, as material is moving away from the star, cooling and becoming chemically more complex. Kervella et al. (2009) observed an asymmetric gas shell extending up to 6 stellar radii with adaptive optics observations between 1.04 and 2.17 $\mu$m using the Nasmyth Adaptive Optics System and the CONica detector (NACO) at the Very Large Telescope (VLT) and a dust shell further away (up to 2 to 3 arcsec) according to images obtained with the VLT Imager and Spectrometer for mid infraRed (VISIR) instrument between 7.76 and 19.50 $\mu$m (Kervella et al. 2011). This envelope shows significant inhomogeneities and various structures, which suggest

\textsuperscript{*} Based on AMBER observations made with ESO Telescopes at the Paranal Observatory under programmes ID 086.D-0351 and 286.D-5036(A).
\textsuperscript{**} Table 1 is available in electronic form at http://www.aanda.org
an asymmetric mass loss from the star that may continuously or episodically occur (Bester et al. 1996). Recently, Richards et al. (2013) observed hot spots around Betelgeuse at \( \sim 5 R_\star \) with an arc of 0.2–0.3 arcsec to the southwest using e-MERLIN (the upgrade of the Multi-Element Radio Linked Interferometer Network, MERLIN) at 5.5–6.0 GHz.

With the Astronomical Multi-BEam combineR (AMBER) of the VLTI, Ohnaka et al. (2011) spatially resolved upwelling and downdrafting gas motions within 1.5 \( R_\star \) by exploring the red and blue wings of the first CO overtone lines, which was a much needed step in observing and understanding the dynamics of the stellar atmosphere and envelope.

One of the first image reconstruction attempts by Roddier & Roddier (1985) with the Canada France Hawaii Telescope (CFHT) in the visible domain revealed asymmetries in the star envelope. Closer to the star, Haubois et al. (2009) reconstructed a high dynamic range image of the photosphere in the \( H \) band showing inhomogeneities, particularly two bright spots that compare well with 3D hydrodynamical simulations of RGSs (Chiavassa et al. 2010). Another spot was observed by Uitenbroek et al. (1998) in the hot chromosphere using the Hubble Space Telescope, which was apparently fixed considering velocity measurements. They proposed that this spot could coincide with the south pole of Betelgeuse.

Each observed layer of the CSE seems to present inhomogeneous structures. However, the process that links each shell is still unclear and requires further studies. Our observations with VLTI/AMBER at medium spectral resolution allow us to investigate the composition of the envelope and the shape of the photosphere. We present the data reduction process, which is quite unusual due to the large apparent size of the star, its brightness, and the use of diaphragms in Sect. 2; then we fit the data with classical models (Sect. 3), and compare it with a radiative hydrodynamics (RHD) simulation (Sect. 4).

2. Observations and data reduction

2.1. VLTI observations

We observed Betelgeuse with the ESO Very Large Telescope Interferometer (VLTI, Haguenauer et al. 2010) using the Astronomical Multi-BEam combineR (AMBER, Petrov et al. 2007). By combining three telescopes in the \( J, H, \) and \( K \) band, AMBER gives us information about the object’s Fourier transform. The instrument measures the visibilities, which are directly its amplitude; and the differential phases (DP) are linked to the photocenter shift in a spectral line compared to the continuum. The closure phase (CP) is also obtained. It is defined as the sum of the three phases along the closed triangle formed by the three baselines: \( \phi_\text{CP} = \phi_{13} + \phi_{23} + \phi_{31} \). It is mostly independent from atmospheric perturbations. Visibilities give us information on the size and shape of the star, while non-zero or non-\( \pi \) CP indicates asymmetries in the object.

The observations were performed on 2011 January 1, 2 and 3 and February 17 using three 1.8 m Auxiliary Telescopes (ATs) in the G0-H0-I1, E0-G0-I1, and E0-G0-H0 configurations. We used the medium spectral resolution mode \(( R = \lambda/\Delta \lambda \sim 1500) \) in the \( H \) and \( K \) bands (MR_H 1.65 and MR_K 2.3 instrument setups). The log of our AMBER observations is given in Table 1, and our \(( u, v) \) coverage is plotted in Fig. 1. The stars HR 1543, HR 2275, HR 2469, HR 2508, and HR 3950 were observed as interferometric calibrators. The Fringe-tracking Instrument of N1ce and TOrino (FINITO) was used in parallel with AMBER. As Betelgeuse is very bright, diaphragms were inserted in the beams to lower the incoming flux and avoid saturation of the detector. Data of 2011 January 1st are not used below as they were taken to obtain a suitable configuration of the instrument and are of poor quality.

2.2. Data reduction

The data were reduced using the AMBER data reduction package version 3.0.3 also known as amdlib. The reduction package uses the P2VM algorithm described in Tatulli et al. (2007) and Chelli et al. (2009). The procedure is straightforward, but the visibilities are unusually low and the error bars are underestimated as Betelgeuse has a large apparent diameter. We split each dataset into five subsets on which we performed the reduction process using amdlib and estimated new error bars for the visibilities, DPs and CPs, by computing the standard deviation within each subset (Ohnaka et al. 2009).

We checked the effects of the data frame selection on the signal-to-noise ratio by using different criteria, but we did not observe significant changes on the observables. Thus, we decided to average the data keeping the best 80% of all frames.

We used the telluric line template from NSO/Kitt Peak FTS produced by NSF/NOAO\(^1\) to perform the wavelength calibration. We identified telluric absorption features along our spectral domain and fitted their wavelength with a quadratic law:

\[
\lambda_{\text{calib}} = a \lambda_{\text{RAW}}^2 + b \lambda_{\text{RAW}} + c.
\]

We computed the interferometric transfer function for each night and configuration. The diameters assumed for the calibrators are compiled in Table 2. The transfer function was stable along the four nights but some isolated datasets showed low visibilities: our analysis revealed that the fringe tracker FINITO was

\(^1\) http://www.eso.org/sci/facilities/paranal/instruments/isaac/tools/spectroscopic_standards.html#Tellur

Fig. 1. \((u, v)\) coverage of our AMBER data with a color-coded PA: red for PA \( \sim 71^\circ \), green for \( \sim 105^\circ \), blue for \( \sim 115^\circ \), and violet for \( \sim 145^\circ \). (North is \( 0^\circ \) at the top and east is \( 90^\circ \) on the left).
occasionally losing the fringes and causing a strong decrease of the measured visibilities. As the real-time fringe tracker data were not yet available, we used the lock ratio keywords in the RAW file that quantify the fraction of time of fringe lock during each exposure to discriminate biased datasets (Fig. 2). The deepest data points in the CO band heads were showing inconsistent square visibilities (∼10⁻¹¹) over a range from 1 to 4 m, which is how amdl11b tags low quality fringe fitting. We decided to ignore these data points.

### 3. Fit with analytical models

#### 3.1. *K*-band continuum data (*λ* ≤ 2.245 μm): uniform and limb-darkened disk diameters

Our *K*-band continuum data are composed of 59 datasets with 262 spectral channels in the continuum wavelength range. We fitted the data with a uniform disk (UD) and a power law type limb-darkened disk (LDD) described in Hestroffer (1997). This LDD model introduces a second parameter, α, the exponent of the power law. We restrain ourselves to the low spatial frequencies (first and second lobe, spatial frequencies below 55 arcsec⁻¹) to avoid contamination by small scale structures. The results of these fits are presented in Table 3. The best fit visibilities for each model are plotted in Fig. 3 with the data.

| HR Identifier | Spectral type | UD diameter (mas) | LDD diameter (mas) |
|---------------|--------------|-------------------|--------------------|
| HR 1543       | F6V          | 2.160             | 4.260              |
| HR 2275       | M1III        | 3.653             | 3.682              |
| HR 2469       | M0III        | 2.499             | 2.519              |
| HR 2508       | M1ab         | 5.050             | 4.370              |
| HR 3950       | M2III        | 4.574             | 4.610              |

| Model         | θ (mas) | α      | χ²    |
|---------------|---------|--------|-------|
| UD            | 41.01 ± 0.41 | –   | 5.27  |
| LDD           | 42.28 ± 0.43 | 0.155 ± 0.009 | 4.89  |

Fig. 2. FINITO lock ratio evolution: fraction of time with locked fringes during the exposure time. *Top*: 2011-01-02 (K band). *Bottom*: 2011-01-03 (K band).

Fig. 3. Continuum visibilities with color-coded PA matching Fig. 1. The black continuous line represents the best fit UD model, and the black dashed line represents the best fit LDD model, whose results are presented in Table 3.

Fig. 4. Overview of limb-darkened disk measurements of Betelgeuse. The values considering only the continuum of the *K* band are displayed in black dots, and the *K*-broadband measurements are in red diamonds. The IRMA measurement comes from Dyck et al. (1992), IOTA from Perrin et al. (2004), the two AMBER high resolution *K*-band measurements from Ohnaka et al. (2009, 2011), and the AMBER *K*-medium resolution and broadband are from this work.

from the molecular opacities through the absorption features. However, our results agree with the UD diameter of Ohnaka et al. (2011) of 42.05 ± 0.05 mas and their LDD diameter value of 42.49±0.06 mas. In Fig. 4, we plotted previous measurements of the LDD diameter of Betelgeuse with time, again one can notice the greater apparent diameter obtained with *K*-broadband datasets: this is caused by the contamination by the molecular material around the star. It is also remarkable that even if the *K*-broadband and *K*-continuum diameters are not constant, they do not show a monotone variation.
From our limb-darkened measurements and the distance of 197 ± 45 pc (Harper et al. 2008), we derive the stellar radius of Betelgeuse $R_\star = 897 ± 211 R_\odot$ and its luminosity $L_\star = 1.27 ± 0.60 \times 10^5 L_\odot$ by considering an effective temperature of 3690 K (Ohnaka et al. 2011). As it has already been pointed out (Perrin et al. 2004), the large uncertainty on the parallax of Betelgeuse is mainly responsible for the large error bars on these physical parameters.

In Fig. 3, the observed visibilities in the continuum deviate strongly from the LDD model for spatial frequencies higher than 60 arcsec$^{-1}$. However, Ohnaka et al. (2009, 2011) did not observe such deviations in their high spectral resolution dataset. Our dataset samples other directions of the $(u,v)$ plane and not only the PA = 71.39° they covered. Figures 1 and 3 show the visibilities and the $(u,v)$ plane with a color-coded PA. We fitted the main PA direction (71.39°, in red) with UD and LDD models. The result of these fits are presented in Table 4.

Even for the main direction of PA = 71.39°, we notice that we observe these deviations from the LDD. They can be explained in two different ways. First, there could be some residuals from the debiasing: the FINITO lock losses could still lower our visibilities, but they may not displace the zeros of the visibility function. This supports our second hypothesis: there has been a change on the photosphere of the star since Ohnaka et al. (2009) observations, which makes it deviate from central symmetry. We develop this hypothesis in Sect. 4.

### Table 4. Best fit values for the uniform disk and limb-darkened disk models for our main sampled $(u,v)$ direction (PA = 71.39°) and for all the spatial frequencies.

| Model | $\theta$ (mas) | $\alpha$ | $\chi^2$ |
|-------|----------------|---------|----------|
| UD    | 40.9 ± 0.52    | –       | 110      |
| LDD   | 41.8 ± 0.57    | 0.10 ± 0.02 | 55 |

3.2. $K$-band, CO, and water absorption bands ($\lambda > 2.245 \mu$m)

#### 3.2.1. Spherical thin layer: the MOLsphere

Figure 5 presents the result of the fit of the UD diameter as a function of wavelength, by considering only the first and second lobes of the visibility function. We used the whole spectral range of our AMBER data, except for the core of the CO absorption lines where we do not have visibility measurements. We had to ignore these spectral channels, and to interpolate over them (see Sect. 2.2). For wavelengths longer than 2.245 $\mu$m, the UD diameter increases: this is the signature of the MOLsphere. The strong peaks are caused by CO as they clearly match the absorption lines in the spectrum.

To model this CO and H$_2$O envelope around Betelgeuse, we used a single thin layer model (Perrin et al. 2004). We computed the opacity from the line list of Goorvitch (1994) for CO, and of Partridge & Schwenke (1997) for H$_2$O; therefore, our parameter is not the optical depth $\tau$ but the column densities for both species. This MOLsphere surrounds a photosphere model computed from the Kurucz grid$^2$ (Castelli & Kurucz 2003; Kurucz 2005) for $T_{\text{eff}} = 3700$ K, $\log g = -0.5$, and solar metallicity. As our aim is to compute the column densities for both carbon monoxide and water vapor in the atmosphere of the star, we used the continuum fluxes given in the Kurucz model, which are free from any absorption lines. The layer absorbs the light from the star and re-emits it like a blackbody. We do not consider scattering at these wavelengths. The MOLsphere is assumed to be thin and at the local thermodynamic equilibrium (LTE). This star and thin layer model is illustrated in Fig. 6. If $\sin(\beta) \leq \frac{\theta_{\text{mol}}}{\theta_{\text{max}}}$, its analytical expression is given by

$$I_{\text{NCO}, \text{N}_{\text{H}}_{2}\text{O}}(\lambda, \beta) = I_{\text{Kurucz}}(\lambda) \exp \left( -\frac{\tau(\text{NCO}, \text{N}_{\text{H}}_{2}\text{O}; \lambda)}{\cos(\beta)} \right) + B(\lambda, T_{\text{MOL}}) \left[ 1 - \exp \left( -\frac{2\tau(\text{NCO}, \text{N}_{\text{H}}_{2}\text{O}; \lambda)}{\cos(\beta)} \right) \right].$$  \hspace{1cm} (2)

If $\sin(\beta) \geq \frac{\theta_{\text{mol}}}{\theta_{\text{max}}}$, then

$$I_{\text{NCO}, \text{N}_{\text{H}}_{2}\text{O}}(\lambda, \beta) = B(\lambda, T_{\text{MOL}}) \left[ 1 - \exp \left( -\frac{2\tau(\text{NCO}, \text{N}_{\text{H}}_{2}\text{O}; \lambda)}{\cos(\beta)} \right) \right].$$  \hspace{1cm} (3)

This model is not physically accurate as CO in particular is continuously distributed from the photosphere to large distances from the star (with a continuous distribution of temperature and density), but it allows here to get the typical characteristics of the MOLsphere in the field of view of the interferometer, which is close to the star. As the depths of the strong and populated low excitation bands of CO are dominated by the MOLsphere, our fit to those bands reflects the conditions in that component.

---

$^2$ http://kurucz.harvard.edu/
of the atmosphere. The five parameters of the model are the photospheric diameter $\theta_*$, the MOLsphere diameter $\theta_{\text{MOL}}$, the MOLsphere temperature $T_{\text{MOL}}$, the CO, and the H$_2$O column densities $N_{\text{CO}}$ and $N_{\text{H}_2\text{O}}$. The function $B(\lambda, T)$ is the Planck function; $\beta$ is the angle between the line of sight and the center of the star at the layer surface, and $r(N_{\text{CO}}, N_{\text{H}_2\text{O}}; \lambda)$ is the MOLsphere optical depth computed from the previously indicated line lists.

Then we computed the Hankel transform to get the visibility:

$$V_{\lambda}(x) = \frac{1}{\pi} \int_0^1 I(\lambda, r) J_0(xr) r dr,$$

(4)

with $x = \pi B_0 \theta_*/\lambda$, $r = \sin(\beta)$, $B_0$ is the projected baseline (see Table 1), and $J_0$ is the zeroth order Bessel function of the first kind.

The deepest data points in the CO band heads were not usable because the data reduction package did not manage to recover the visibility from the fringes at those wavelengths (see Sect. 2.2). To compensate for this lack of information, we added the photometric spectrum provided by the AMBER instrument to our set of constraints. We only considered data in the first and second lobes of the visibility function to avoid contamination by small scale structures. To get the best fit parameters of our data, we minimized the $\chi^2$:

$$\chi^2(T_{\text{MOL}}, \theta_{\text{MOL}}) = \sum_{i=1}^N \left( \frac{Y_i - M(T_{\text{MOL}}, \theta_{\text{MOL}}, N_{\text{CO}}, N_{\text{H}_2\text{O}}; S_i)}{\sigma_i} \right)^2,$$

(5)

Here, $S_i = B_p/\lambda$ are the sampled spatial frequencies, $Y_i$ the AMBER data (spectrum and visibilities) in the absorption lines, and $M$ the corresponding value of the model.

The five parameters of the model are not completely independent: correlations exist particularly between $T_{\text{MOL}}$ and $\theta_{\text{MOL}}$ on one hand and between the two column densities on the other hand. Our strategy to perform this model fitting was to constrain $\theta_*$ to the best fit value of the UD diameter from continuum data (Sect. 3.1). Then, on a grid of $(T_{\text{MOL}}, \theta_{\text{MOL}})$, we fitted one of the two column densities while keeping the other one constant. This gives us a column density map and a $\chi^2$ map (see examples of the $\chi^2$ map for both column densities in Fig. 8 online); we select our best fit column density value corresponding to the minimum $\chi^2$ and use it as input parameter to compute the maps of the second column density. By iterating the process for $N_{\text{CO}}$ and $N_{\text{H}_2\text{O}}$ until the best fit values stay in their statistical error bars, we derived the best fit values for the MOLsphere parameters.

Table 5. Best fit values with our single thin layer model of the MOLsphere.

| Parameter   | Value                     |
|-------------|---------------------------|
| $\theta_*$  | 41.01 mas (fixed)         |
| $T_{\text{MOL}}$ | 2300 ± 120 K             |
| $\theta_{\text{MOL}}$ | 51.38 ± 1.71 mas         |
| $N_{\text{CO}}$ | 3.01$^{+2.0}_{-1.5}$ × 10$^{21}$ cm$^{-2}$ |
| $N_{\text{H}_2\text{O}}$ | 3.28$^{+1.7}_{-0.5}$ × 10$^{20}$ cm$^{-2}$ |
| $\chi^2_{\text{red}}$ | ~6                       |

**Notes.** The error bars were computed by solving the equation $\chi^2_{\text{red}}(T_{\text{MOL}}, \theta_{\text{MOL}}, N_{\text{CO}}, N_{\text{H}_2\text{O}}) = 2\chi^2_{\text{red, max}}$.

To avoid using initial conditions in this fitting process, we decided to initially only fit the CO column density. Indeed, this molecule has the strongest absorption lines. Therefore, we set the water vapor column density to zero in the first iteration. This allows to derive a first estimation of $N_{\text{CO}}$, which is used as input for the $N_{\text{H}_2\text{O}}$ fit.

The best fit parameters are presented in Table 5. These results are robust enough to be insensitive to a noise of 10% of the observed data. It is noteworthy that the column densities converged for the same $(T_{\text{MOL}}, \theta_{\text{MOL}})$ values: this confirms our hypothesis of a single molecular layer containing both CO and H$_2$O.

Our best fit only matches the spectral domain around the band heads of the first two CO overtone lines ($2.245 < \lambda < 2.348$ µm, see Fig. 7). Therefore, we deduced that the absorption lines for $\lambda > 2.348$ µm cannot be reproduced by considering material characterized by the best fit parameters derived for our single layer model. In other words, to successfully model these absorption features, we would need to introduce at least another layer in the model, which would be located at a different distance from the photosphere. This issue is addressed in Sect. 5.

3.2.2. Photocenter position

Figure 9 represents the DPs in the first and second lobe (spatial frequencies below 55 arcsec$^{-1}$), which correspond to the visibilities we fitted in Sects. 3.1 and 3.2.1. We selected the datasets not sampling a node of the visibility function to avoid phase oscillations between 0 and $\pi$. Therefore, the non-zero and non-$\pi$ DP values in the absorption lines of the spectral range indicate a displacement of the photocenter between the continuum and the CO and H$_2$O absorption domain, which are observations already made and modeled by Ohnaka et al. (2009, 2011). Unfortunately, our medium spectral resolution prevents us from performing the same analysis due to contamination by adjacent spectral channel, which would bias the DP in the lines.

3.3. H band

Data in the $H$ band were successfully reduced and calibrated, but many absorption features are present at those wavelengths, preventing us from isolating the continuum to perform our UD and
that more molecules or more layers are required to account for all the absorption features of the $H$ band.

4. Numerical simulations: deviations from central symmetry

We saw in Sect. 3.1 that the UD and LDD models poorly reproduce the spatial frequencies higher than 60 arcsec$^{-1}$. We investigate this by using a radiative hydrodynamics (RHD) simulation that is obtained with the CO$^5$BOLD code (Freytag et al. 2012) to unveil the signature of convection patterns on the star photosphere. We used the non-gray model st35gm03n13, which is described in detail in Chiavassa et al. (2011). The grid resolution is $235^3$ points with a step of $8.6\, \text{R}_\odot$. The parameters of the star used in the model are presented in Table 6 with the corresponding values for Betelgeuse.

Several snapshots of the simulation were extracted at various evolution times, thus representing different realizations of the model. The intensity maps of these snapshots were computed using 3D pure-LTE radiative transfer with the OPTIM3D code (Chiavassa et al. 2009), and each snapshot was rotated around its center with a step of 10$^\circ$, as we do not know the real orientation of the model relative to the star on sky. We obtained a grid of rotated snapshots, each one becoming a realization of the convective pattern.

We computed some intensity maps from the simulation and for wavelengths corresponding to the AMBER observations in the continuum region ($\lambda < 2.22\, \mu\text{m}$). Then we derived the visibilities corresponding to the ($u$, $v$) sampling of our AMBER dataset. The method used to extract the interferometric observables is described in Chiavassa et al. (2010). We computed the LDD fits. We tried to use our single thin layer model but attempts with parameters around the best fit values found in Sect. 3.2.1 gave an inconsistent spectrum. From our several trials, we think

| Parameter | Betelgeuse | Model |
|-----------|------------|-------|
| $M$ ($M_\odot$) | 11.6 (Neilson et al. 2011) | 12.0 |
| $L$ ($L_\odot$) | $1.27 \times 10^5$ (this work) | $8.95 \times 10^4$ |
| $R$ ($R_\odot$) | 897 (this work) | 846 |
| $T_{\text{eff}}$ (K) | 3640 (Levesque et al. 2005) | 3430 |
| $\log(g)$ | $-0.300$ (Harper et al. 2008) | $-0.354$ |

Fig. 9. Differential phases of our datasets below 55 arcsec$^{-1}$ (sampling the first and second lobe of the visibility function). We selected measurements not sampling a node of the visibility function.

Table 6. Characteristics of Betelgeuse vs. the parameters of the model of the RHD simulation.
χ² for each realization of the convective pattern of our grid. This allowed us to select the best fit snapshot and rotation angle for which we obtained χ² = 7.47. This best fit model is illustrated on Fig. 10.

When we consider all our data and not only the first and second lobes of the visibility function, our best fit LDD presented in Sect. 3.1 gives χ² = 46.4. Therefore, with this best fit snapshot, we manage to reproduce the shape of the high spatial frequencies signal better than the LDD model. This is another piece of evidence of the convection on the photosphere of Betelgeuse, which was already revealed with the interpretation of interferometric observations from the optical to the infrared domains (Chiavassa et al. 2009, 2010).

However, the visibilities are not perfectly reproduced, as the minimum reduced χ² is greater than 1. Several reasons can explain this: the most obvious is that the snapshot is not reproducing the visibilities, because its intensity distribution differs from the photosphere of the star. However, one should also consider that there may still be partially biased datasets, even if we discarded most of them (see Sect. 2.2). This is particularly true for the low visibilities encountered in the higher order lobes: the largest FINITO tracking losses were discarded but the remaining dataset is probably not entirely clean, and we do not have any way to characterize it. Moreover, the limited (u, v) coverage of this three-telescope dataset (Fig. 1) cannot fully describe the whole convective pattern of Betelgeuse. Trying to strongly constrain the model with these observations would be irrelevant; therefore, we did not expand our sample of snapshots to lower χ².

Figure 11 represents the closure phases of both the continuum data and the best fit model. This quantity is strongly sensitive to asymmetries on the observed target; thus, it is directly related to a particular realization of the convection pattern, in the case of a RSG. Consequently, in contrast to the visibilities, it is as affected by the contrast and the size of the cells as it is by their position on the disk. Therefore, it is difficult for a given snapshot to reproduce its shape, even by dramatically increasing the statistics (and the computation time). For this reason, we only fitted the squared visibilities. However, it is interesting to remark that the general shape of the closure phase is qualitatively well reproduced below 130 arcsec⁻¹, even if the absolute value does not correspond. It is a strong indication that the closure phases agree with a convective pattern.

5. Discussion

The results (Table 5) from our model fit described in Sect. 3.2.1 do not agree with the parameters of the outer molecular layer as described in Ohnaka et al. (2009) and Ohnaka et al. (2011). Our inability to reproduce the observed spectrum of Betelgeuse in the absorption lines of CO and H₂O for λ > 2.348 µm suggests that our model is incomplete. We think that at least two molecular layers are requested to model the molecular material close to Betelgeuse (a first step towards an extended layer model), which was the model already developed by these authors to analyze their high spectral resolution AMBER observations. They computed the CO column densities separately for both layers, using a photospheric model with Tsuji (2006) parameters for the inner layer. Similar results were obtained by Ohnaka et al. (2013) with their observations of α Sco. It is interesting to notice the remarkable similarity in the observable characteristics of those two stars: the same model of a two layer MOLsphere is giving similar
values for the molecule column densities. We tried to fit our data using this two-layer model but the inner layer of the MOLsphere was converging to the photosphere and increasing the χ² (by a factor from three to four). Adding a second layer also adds four parameters (the layer angular diameter, its temperature, and the two column densities). The problem becomes highly degenerated as both layers contributes to the whole absorption domain. We could use previous measurements to initially constrain the model but this would lead to strong bias, particularly if the material injection in the MOLsphere is indeed episodic. Moreover, it appears that we could not use this two-layer model in our case, because of the lack of completely resolved spectral features in our spectrum with the medium spectral resolution. Our parameters also differ from those proposed by Perrin et al. (2004, 2007). This is not surprising as the authors of these two last papers used different wavelength ranges in their analysis: we may not be observing the same region of the MOLsphere. Actually, these different points are part of a wider discussion on the hypothesis of the MOLsphere: instead of one or several thin layers, we may be dealing with a thick layer with a spatially inhomogeneous (but continuous) composition in the radial direction. This envelope is probably not at LTE, and on-going studies are already exploring this path (Bergemann et al. 2012, 2013; Lambert et al. 2013). Finally, the envelope photocenter may be offset with respect to the center of the stellar disk, as suggested by the differential phases plotted in Fig. 9. Therefore, observations with higher spectral resolution and also a better (u, v) coverage are needed to get a complete overview of the MOLsphere as well as more physically realistic models to match the interferometric observations of the close envelope.

Our model of a single thin molecular layer (Sect. 3.2.1) allows us to derive the abundances of CO and H₂O around Betelgeuse (Table 7) by considering that Betelgeuse is 197 ± 45 pc away (Harper et al. 2008). The AMBER field-of-view is estimated to be 300 mas (Absil et al. 2010), but O’Gorman et al. (2012) detected CO up to several arcsec away from the star using the Combined Array for Research in Millimeter-wave Astronomy (CARMA). Thus, the total molecular mass observed with AMBER in the K band does not correspond to the whole envelope of Betelgeuse but may be compared to the estimated mass loss of the star, 2–4×10⁻⁶ M⊙ yr⁻¹ (Jura & Kleinmann 1990; van Loon 2013). Considering both CO and H₂O, the material observed with AMBER corresponds to 5.46±1.34×10⁻⁶ M⊙ ~ 1.8 yr of mass loss. Therefore, the mass of the molecular material we observe matches roughly the yearly mass loss of Betelgeuse. Considering an oxygen abundance around Betelgeuse of log ε(O) = 8.8 (Lambert et al. 1984), we derive a value of M₀ ~ 10⁻⁴ M⊙ in the envelope of the star, meaning that oxygen-bearing molecules should represent a tiny fraction of the total CSE in mass, yet we observe that it already corresponds to more than the yearly material expelled from the star in the region reached in one year around it. This paradox can be explained in several ways. First, as discussed by Kervella et al. (2013), the mass loss could be episodic; therefore, if α Ori went through a high mass loss episode recently, one expects to observe a high density of material in its close environment. Such an event could be driven by the convection, as suggested by Josselin & Plez (2007). The asymmetric and inhomogeneous structures observed by Kervella et al. (2009, 2011) could also correspond to such a transitional events. One also has to take into account that not all the material injected in the MOLsphere effectively participates in the mass loss: Ohnaka et al. (2011) observed both upward and downward motions in the CO MOLsphere, indicating that part of the molecules are falling back on the star. Therefore, observing a higher density of material in the CO and H₂O MOLsphere than what is predicted, when only the yearly mass loss rate is considered, is consistent, but more observations are needed to distinguish between those different scenarios. One can also note that these two explanations do not exclude each other, and it is likely that both contribute to the high molecular density observed in the MOLsphere.

6. Conclusion

We obtained a new measurement of the angular diameter of Betelgeuse in the K band by considering only the continuum. This measurement, along with the previous values collected during almost twenty years, does not indicate any monotone variation of the star diameter, unlike the 11 µm observations of Townes et al. (2009). As Ravi et al. (2011) and Ohnaka et al. (2011) already explained, the 11 µm measurements are more sensitive to the evolution of the molecular and dusty layers than the K-band observations, which mostly probe the star, particularly in the continuum.

We spatially resolved Betelgeuse in water vapor and carbon monoxide in the K band, using the medium spectral resolution of VLTI/AMBER. We obtained values for the column densities of a model that consists of a single thin layer for the MOLsphere and Kurucz model for the star.

Finally, using a RHD simulation, we bring new evidence for a convection pattern on Betelgeuse’s surface. The sample of simulation snapshots reproduces the shape of the visibility signal of our AMBER dataset in the continuum domain at high spatial frequencies.
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Table 7. Total mass of CO and H₂O around Betelgeuse, as derived from our single thin layer model.

| Parameter | Value |
|-----------|-------|
| m_{CO}   | 5.1^{+3.4}_{-0.9}×10^{-6} M⊙ |
| m_{H₂O}  | 3.6^{+6.5}_{-0.9}×10^{-7} M⊙ |
Table 1. Details of our AMBER observations of Betelgeuse.

| #  | Name       | Mode | $t_{\text{obs}}$ (UTC) | Stations | $B_p$ (m) | PA (°) | Seeing (°) (Visible) | $\tau_0$ (ms) | DIT (ms) | Number of frames |
|----|------------|------|------------------------|----------|-----------|--------|---------------------|---------------|----------|-----------------|
| 1  | Cal HR-1543 | MR_K | 00:50                  | E0-G0-H0 | 37.98/12.67/25.31 | 73.62 | 73.62/73.62/73.62 | 0.99          | 3.50     | 0.5             | 11*120       |
| 2  | Cal HR-2508 | MR_K | 02:28                  | E0-G0-H0 | 25.89/12.95/38.85 | 61.01 | 60.99/61.01        | 1.13          | 3.03     | 0.5             | 11*120       |
| 3  | Cal HR-2508 | MR_K | 03:17                  | E0-G0-H0 | 30.39/15.20/45.59 | 74.28 | 74.27/74.27        | 1.02          | 3.35     | 0.5             | 5*120        |
| 4  | Cal HR-2508 | MR_K | 03:29                  | E0-G0-H0 | 30.89/15.45/46.34 | 74.12 | 74.11/74.12        | 1.19          | 2.85     | 0.187           | 5*120        |
| 5  | Cal HR-2508 | MR_K | 04:03                  | E0-G0-H0 | 30.99/15.51/46.50 | 69.55 | 69.53/69.55        | 1.08          | 3.14     | 0.187           | 10*100       |
| 6  | Cal HR-2508 | MR_K | 04:21                  | E0-G0-H0 | 31.95/15.99/47.94 | 73.01 | 73.00/73.01        | 1.10          | 3.09     | 0.187           | 10*100       |
| 7  | Cal HR-2508 | MR_K | 04:35                  | E0-G0-H0 | 31.75/15.89/47.64 | 71.28 | 71.26/71.28        | 0.83          | 4.06     | 0.187           | 10*100       |
| 8  | Cal HR-2508 | MR_K | 04:51                  | E0-G0-H0 | 31.90/15.96/47.86 | 72.03 | 72.01/72.02        | 0.77          | 4.40     | 0.187           | 10*100       |
| 9  | Cal HR-2508 | MR_K | 05:06                  | E0-G0-H0 | 31.99/16.01/48.00 | 72.63 | 72.61/72.62        | 0.75          | 4.48     | 0.187           | 10*100       |
| 10 | Cal HR-2508 | MR_K | 05:28                  | E0-G0-H0 | 31.19/15.61/46.79 | 70.40 | 70.39/70.40        | 0.90          | 3.74     | 0.187           | 3*200        |
| 11 | Cal HR-2508 | MR_K | 05:33                  | E0-G0-H0 | 31.02/15.52/46.54 | 70.12 | 70.11/70.12        | 0.89          | 3.77     | 0.187           | 9*100        |
| 12 | Cal HR-2469 | MR_K | 05:51                  | E0-G0-H0 | 31.23/15.63/46.86 | 74.28 | 74.27/74.28        | 0.84          | 3.84     | 0.187           | 11*100       |
| 13 | Cal HR-2469 | MR_K | 06:35                  | E0-G0-H0 | 58.57/48.00/14.75 | 114.06 | 125.21/75.10       | 0.78          | 4.12     | 0.187           | 8*100        |
| 14 | Cal HR-3950 | MR_K | 07:21                  | E0-G0-H0 | 68.79/56.25/15.19 | 105.10 | 113.00/74.47       | 1.16          | 2.73     | 0.187           | 10*100       |
| 15 | Cal HR-3950 | MR_K | 08:14                  | E0-G0-H0 | 66.95/53.79/15.93 | 103.62 | 112.20/73.38       | 0.91          | 3.42     | 0.187           | 22*100       |
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| #  | Name       | Mode | $t_{\text{obs}}$ (UTC) | Stations | $B_p$ (m) | PA (°) | Seeing (°) (Visible) | $\tau_0$ (ms) | DIT (ms) | Number of frames |
|----|------------|------|------------------------|----------|-----------|--------|---------------------|---------------|----------|-----------------|
| 1  | Cal HR-1543 | MR_K | 01:50                  | E0-G0-H0 | 56.52/14.83/68.64 | 113.51 | 74.22/105.65       | 1.24          | 2.30     | 0.5             | 10*100       |
| 7  | Betelgeuse | MR_K | 02:14                  | E0-G0-H0 | 56.02/13.54/66.86 | 115.08 | 74.30/107.48       | 1.0           | 2.86     | 0.5             | 10*100       |
| 8  | Betelgeuse | MR_K | 02:29                  | E0-G0-H0 | 56.38/14.07/67.76 | 114.40 | 74.41/106.74       | 1.12          | 2.54     | 0.187           | 10*100       |
| 11 | Betelgeuse | MR_K | 05:19                  | E0-G0-H0 | 31.29/15.66/46.94 | 70.58 | 70.57/70.58        | 1.19          | 2.39     | 0.5             | 5*100        |
| 12 | Betelgeuse | MR_K | 05:36                  | E0-G0-H0 | 31.12/15.57/46.69 | 73.03 | 73.01/73.02        | 1.23          | 2.44     | 0.5             | 5*100        |
| 13 | Betelgeuse | MR_K | 05:52                  | E0-G0-H0 | 30.14/15.08/45.23 | 68.75 | 68.74/68.74        | 1.09          | 2.76     | 0.5             | 5*120        |
| 14 | Betelgeuse | MR_K | 06:21                  | E0-G0-H0 | 29.19/14.61/43.80 | 72.47 | 72.46/72.46        | 1.14          | 2.68     | 0.5             | 10*120       |
| 15 | Betelgeuse | MR_K | 07:44                  | E0-G0-H0 | 15.67/31.32/46.99 | 74.00 | 74.01/74.00        | 1.18          | 2.75     | 0.5             | 6*120        |
| 16 | Betelgeuse | MR_K | 08:01                  | E0-G0-H0 | 11.67/23.32/34.99 | 74.81 | 74.83/74.82        | 0.99          | 3.30     | 0.5             | 20*100       |

Notes. $B_p$ is the projected baseline length and PA is the position angle of the projected baseline vector (0° is north and 90° is east.)
Table 1. continued.

| #   | Name       | Mode | t<sub>obs</sub> (m) | Stations | PA (°) | Seeing (′′) | τ<sub>0</sub> (ms) | DIT (ms) | Number of frames |
|-----|------------|------|---------------------|----------|--------|-------------|----------------|--------|-----------------|
| 1   | Cal HR-1543 MR_K | 01:03 | E0-G0-I1 | 66.73 | 55.95 | 13.51 | 107.44 | 115.08 | 74.01 | 0.99 | 4.02 | 0.5 | 5*100 |
| 2   | Cal HR-1543 MR_K | 01:17 | E0-G0-I1 | 67.58 | 56.31 | 13.99 | 106.79 | 114.49 | 74.16 | 0.86 | 4.62 | 0.5 | 5*100 |
| 3   | Betelgeuse MR_K | 01:33 | E0-G0-I1 | 63.68 | 54.36 | 12.09 | 109.60 | 117.10 | 73.61 | 0.86 | 4.58 | 0.5 | 5*100 |
| 4   | Cal HR-2508 MR_K | 01:49 | E0-G0-I1 | 55.95 | 48.40 | 11.82 | 102.08 | 112.10 | 56.6 | 0.85 | 4.61 | 0.5 | 5*100 |
| 5   | Betelgeuse MR_K | 02:05 | E0-G0-I1 | 66.51 | 55.86 | 13.36 | 107.73 | 115.32 | 74.24 | 0.63 | 6.24 | 0.5 | 5*100 |
| 6   | Cal HR-2275 MR_K | 02:19 | E0-G0-I1 | 64.49 | 54.43 | 13.48 | 104.93 | 113.61 | 67.38 | 0.70 | 5.63 | 0.5 | 5*120 |
| 7   | Betelgeuse MR_K | 02:33 | E0-G0-I1 | 68.12 | 56.49 | 14.31 | 106.39 | 114.10 | 74.43 | 0.63 | 6.17 | 0.5 | 5*120 |
| 8   | Cal HR-2508 MR_K | 03:03 | G0-H0-I1 | 40.77 | 54.79 | 28.65 | 142.77 | 112.12 | 65.6 | 0.63 | 6.15 | 0.5 | 6*100 |
| 9   | Betelgeuse MR_K | 03:20 | G0-H0-I1 | 37.24 | 55.95 | 30.85 | 143.99 | 112.81 | 74.14 | 0.69 | 5.61 | 0.5 | 5*120 |
| 10  | Cal HR-2275 MR_K | 03:34 | G0-H0-I1 | 39.57 | 56.51 | 30.91 | 145.38 | 113.65 | 71.34 | 0.65 | 6.00 | 0.5 | 5*120 |
| 11  | Betelgeuse MR_K | 03:50 | G0-H0-I1 | 35.91 | 54.59 | 31.66 | 146.00 | 112.44 | 73.60 | 0.74 | 5.22 | 0.5 | 5*100 |
| 12  | Cal HR-2275 MR_K | 04:02 | G0-H0-I1 | 38.80 | 55.97 | 31.66 | 147.43 | 114.26 | 72.16 | 0.89 | 4.30 | 0.5 | 5*100 |
| 13  | Cal HR-2508 MR_K | 04:21 | G0-H0-I1 | 38.23 | 55.23 | 31.92 | 149.05 | 114.85 | 72.55 | 1.14 | 3.38 | 0.5 | 5*100 |
| 14  | Betelgeuse MR_K | 04:43 | G0-H0-I1 | 33.35 | 50.28 | 31.90 | 151.23 | 112.68 | 72.03 | 0.92 | 4.16 | 0.5 | 6*100 |
| 15  | Cal HR-2275 MR_K | 05:14 | G0-H0-I1 | 38.05 | 55.97 | 31.66 | 152.74 | 117.59 | 73.25 | 0.98 | 3.90 | 0.5 | 5*100 |
| 16  | Betelgeuse MR_K | 05:39 | G0-H0-I1 | 38.73 | 54.48 | 31.90 | 152.74 | 117.59 | 73.25 | 0.98 | 3.90 | 0.5 | 5*100 |
| 17  | Cal HR-2275 MR_K | 06:09 | G0-H0-I1 | 38.23 | 55.28 | 31.90 | 152.74 | 117.59 | 73.25 | 0.98 | 3.90 | 0.5 | 5*100 |
| 18  | Betelgeuse MR_K | 06:22 | G0-H0-I1 | 38.05 | 55.97 | 31.66 | 152.74 | 117.59 | 73.25 | 0.98 | 3.90 | 0.5 | 5*100 |
| 19  | Cal HR-2275 MR_K | 06:41 | G0-H0-I1 | 38.23 | 55.28 | 31.90 | 152.74 | 117.59 | 73.25 | 0.98 | 3.90 | 0.5 | 5*100 |
| 20  | Betelgeuse MR_K | 08:09 | G0-H0-I1 | 42.03 | 56.17 | 31.12 | 129.39 | 143.71 | 74.51 | 0.72 | 4.45 | 0.5 | 18*100 |