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Abstract: Day after day, new types of malware are appearing, renewing, and continuously developing, which makes it difficult to identify and stop them. Some attackers exploit artificial intelligence (AI) to create renewable malware with different signatures that are difficult to detect. Therefore, the performance of the traditional malware detection systems (MDS) and protection mechanisms were weakened so the malware can easily penetrate them. This poses a great risk to security in the internet of things (IoT) environment, which is interconnected and has big and continuous data. Penetrating any of the things in the IoT environment leads to a penetration of the entire IoT network and control different devices on it. Also, the penetration of the IoT environment leads to a violation of users’ privacy, and this may result in many risks, such as obtaining and stealing the user’s credit card information or theft of identity. Therefore, it is necessary to propose a robust framework for a MDS based on DL that has a high ability to detect renewable malware and propose malware Anomaly detection systems (MADS) work as a human mind to solve the problem of security in IoT environments. RoMADS model achieves high results: 99.038% for Accuracy, 99.997% for Detection rate. The experiment results overcome eighteen models of the previous research works related to this field, which proved the effectiveness of RoMADS framework for detecting malware in IoT.
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1. Introduction

Many countries and governments around the world are currently seeking to switch from the traditional environments to IoT environments in various fields, whether in industry, healthcare, oil and gas, or smart cities, in order to take advantage of the services and facilities provided by the IoT. But until now there are still concerns about the security and privacy [1–3]. The essential components of internet of things (IoT) systems are IoT network and IoT devices. If one of them is compromised, this may lead to the compromise of the whole IoT system. Therefore, we proposed, in this paper, a robust framework to detect the malware that targets the IoT system. We named our proposed framework RoMADS, which refers to Robust Malware Anomaly Detection Systems (MADS).

In IoT systems, the objects contact and interact with each other in a permanent and continuous way. The percentage of their exposure to any penetration is very high in comparison with the traditional networks. So, a continuous monitoring of the data traffics and devices is required. Therefore, using an MDS has an effective role in detecting strange malware behavior before causing any damage to the system. To improve the effectiveness of the IoT system, there is need to think of saving energy and time [1]. In traditional networks, the connection is between a server and a client, so high-security levels can be provided by adding a firewall and protection programs to the server. But in IoT network,
every object is connected to each other; therefore, the penetration of one device may cause the compromise of the entire IoT system, hence the necessity of using MADS in IoT system. The IoT security field needs more research and studies to ensure a high degree of security and to gain the confidence of people to live in a smart society with a high degree of security and privacy [1]. According to Kaspersky statistics [4], most of the violations in the IoT environment are caused by malware. It is a malicious software or program that is designed to penetrate different devices, systems, and networks, for specific purposes, either to sabotage, or damage networks or devices, or make money in an illegal way. It performs various functions such as encrypting, deleting sensitive data, stealing data and information, spying, or disrupting systems [5,6].

Therefore, this is the motive to conduct this paper in the field of MADS based on DL in IoT environments, as a contribution to improve the security in IoT environments and achieve the main goal of the IoT, which ensures a high life quality and security to facilitate human lives and get their trust.

RoMADS framework includes IoT architecture, IoT network, IoT devices, and the MDS based on LSTM Autoencoder. The main goal of RoMADS framework is to contribute in improving security in IoT environments and overcoming malware attacks. Our Contributions in this paper are as follows:

- The proposed solution is a robust MADS based on LSTM Autoencoder that has the capabilities to detect malware and gets a high accuracy, called RoMADS.
- RoMADS model performance was evaluated and we compared its results with the previous research results in this field.
- RoMADS model is distinguished by its ability to extract the features of data and reduce dimensions.
- It is also distinguished by its ability to take sequential data which has a different or fixed length. This is appropriate for the nature of the data in the IoT environments.
- RoMADS framework helps to take advantage of the devices currently on the market and adapt them to benefit from them in the IoT environments, which contributes to the rapid spread of the IoT and the increased dependence on it.
- RoMADS model contributes to saving time and energy consumption, as it checks every device that wants to enter the IoT network and converts its traditional protocol to the IoT protocol if need. Also, RoMADS framework depends on the fog computing architecture that is based on the principle of distributing the processing, which helps to reduce the time and energy consumption.

So, this paper explains RoMADS framework for MADS in IoT, which is proposed to protect the IoT environments from malicious attacks. In addition, it explains the related theories, RoMADS proposed framework, performance criteria, scenarios and algorithms. After that, the paper presents Simulation Assumptions, Simulation Scenario, Simulation Environment, Result & Discussion, and finally the Conclusions.

2. Background

2.1. Autoencoders

An autoencoder is considered a type of neural network and a data compression algorithm. The main principal function of the autoencoder algorithm depends on encoding and decoding. It takes a large amount of data, compresses it, and extracts the main features that have a major impact on the data. After that, it uses the compressed data in training neural networks. The applying of autoencoder algorithm helps in improving the learning process and reducing the time needed for training the model. After completing the training process, the autoencoder decodes and reconstructs the data. Then, it compares the original data with the reconstructed data to get the prediction error. This algorithm improves the accuracy by a gradual self-training. In the past, it was used only for feature learning or dimensionality reduction, but nowadays it is also regarded as a generative model [7]. The Autoencoder algorithm merges the most important data features to get the least possible dimension reduction. These new features are called the latent variables, or the encoded
features. The benefit of using latent feature representations (encoding) is to improve the performance of the model and reduce dimensions, which will result in the improvement of the training time [8].

Autoencoder algorithm is very suitable to be used in IoT environments, due to its nature. Hence, the use of this algorithm helps reducing the size of data, removing the noises, extracting the main features of the data as well as reducing the data dimensions. This contributes to the improvement of data quality before using it in training the MDS models, reduction of the time spent in training, and the enhancement of the speed and accuracy of the models.

In the following equations, \( X_i \) refers to the input data, \( \tilde{X} \) refers to the reconstructed data, \( E \) refers to the encoder function, \( D \) refers to the decoder function, \( z \) refers to the compressed data, \( W \) refers to the weight, \( B \) refers to the bias, \( \sigma \) refers to the activation function, and \( L \) refers to the loss function. The autoencoder architecture consists of three main layers [7,8], as shown in Figure 1.

\[
X_i : \{X_1, X_2, X_3, \ldots, X_i\} \quad (1)
\]

\[
\tilde{X}_i : \{\tilde{X}_1, \tilde{X}_2, \tilde{X}_3, \ldots, \tilde{X}_i\} \quad (2)
\]

• Inputs layer, the original data is entered from input layer.

• Outputs layer, the reconstructed data comes out through the output layer.

• Hidden layers, it contains several layers.

The Autoencoder contains several layers.

The Autoencoder consists of four main components [9,10]:

a. Encoder:
In this phase the original data is entered into the model. The model starts learning compresses data and reduces its dimensions to obtain the encoded data [11].

\[
E: X \rightarrow Z
\]  
(3)

\[
\sigma(n) = 11 - e^{-n}
\]  
(4)

\[
Z = \sigma(Wx + B)
\]  
(5)

b. Bottleneck

In this layer, there is compressed data that has the lowest possible dimensions. It is called the latent-space representation [9].

\[
Z = h(X_i)
\]  
(6)

c. Decoder

At this stage, the model is taught and trained to reconstruct the composed data and create data that is very similar to the input data [9].

\[
D: Z \rightarrow \tilde{X}
\]  
(7)

\[
\tilde{X} = \tilde{\sigma}(\tilde{W}z + \tilde{B})
\]  
(8)

d. Reconstruction Loss

Through the reconstruction loss method, the difference between the original data and the reconstructed data is calculated, to assess the performance of the decoding and how close the new reconstructed data is to the original data [12].

\[
L\left(X, \tilde{X}\right) = \|X - \tilde{X}\|^2 = \|X - \tilde{\sigma}(\tilde{W}(\sigma(WX + B)) + \tilde{B})\|^2
\]  
(9)

For malware detection models, the autoencoder algorithm helps to detect malware by observing the error rate in reconstruction of the data, which is referred to by the loss rate. If the loss rate is large and exceeds the threshold, this means that something abnormal or anomalous has entered into the system [9].

2.2. LSTM

Long Short-Term Memory (LSTM) is a distinctive type of Recurrent Neural Network (RNN), it was developed to overcome the problem of vanishing gradient, which leads to the loss of information when backpropagation is applied. In 1997s, Hochreiter & Schmidhuber proposed the LSTM to solve one of the most complex tasks in DL, which is the sequence prediction. LSTM has the ability to learn long- and short-term dependencies [13].

The main part of LSTMs is the cell state, which allows the information to pass through it and apply numbers of processes. The way it functions is similar to the conveyor belt. LSTM organizes data traffic by gates, where it can add or remove data from a cell state via these gates. Every gate consists of a pointwise multiplication operation and a sigmoid neural network layer. The Figure 2 presents LSTM cell architecture; it has four neural network layers: input gate, output gate, forget gate, and cell state, and they have special dedicated ways to interact with each other. Each one of them has its specific task to do [14,15], as following:

a. Forget gate (ft) (a sigmoid layer)
Figure 2. LSTM architecture.

It is the first phase for the LSTM process. This gate has an important role in improving the performance of the network by removing unnecessary information to complete the task. The forget gate takes two entries; \( X_t \) refers to the new information and \( h_{t-1} \) refers to the hidden cells of the previous cells. The outputs are between zero and one for each element in the cell state \( C_t \). If the output is equal to zero, it means do not take anything from the previous cell. If the output is equal to one, the cell will keep everything from the previous cell. \( W_f \) refers to weights; \( b_f \) refers to bias.

\[
ft = \sigma(W_f\cdot[h_{t-1}, X_t] + b_f) \tag{10}
\]

b. Input gate

The input gate is responsible for the decisions making with respect to the new information that will be stored in the cell state and responsible for entering new information into the cell. This phase is divided into two parts:

- **Input gate layer** (\( i_t \)) (a sigmoid layer):
  
  This layer is responsible for deciding which value to update.
  
  \[
i_t = \sigma(W_i\cdot[h_{t-1}, X_t] + b_i) \tag{11}\]

- **A tanh layer**
  
  This layer is responsible for taking the candidate value \( C_t \) and creating a vector for it, to add it into the current cell state.
  
  \[
  \tilde{C}_t = \tanh(W_C\cdot[h_{t-1}, X_t] + b_C) \tag{12}\]

  The previous steps are combined to create a new cell by performing a multiplication operation between the value of the previous cell and the forgetting gate; then, the product of the operation \( i_t \times \tilde{C}_t \) will be added to them.
  
  \[
  C_t = ft \times C_{t-1} + it \times \tilde{C}_t \tag{13}\]

c. Output gate

This gate is responsible for selecting and extracting the necessary information only. This phase is divided into two parts:
○ Output gate layer (ot) (a sigmoid layer):
  This gate is responsible for deciding the output value.

\[ ot = \sigma(W_o[ht-1, Xt] + b_o) \quad (14) \]

○ A tanh layer:
  After that, tanh function is applied on the value of the cell state \(Ct\), to get a value between 1 and \(-1\), then it multiplices the result with the output value \(ot\).

\[ ht = ot \times \tanh(Ct) \quad (15) \]

d. Cell state

  The Cell state organizes the input sequence, allows data to pass through specific mechanisms, and organizes the passage of information through gates. Moreover, it stores the additional values of the cell over time [14,16].

  The problem of sequence prediction was one of the most difficult problems facing scientists before the LSTM is proposed. The LSTM often overcomes RNN and conventional feed-forward neural networks in many applications, due to its distinctive characteristics, and its ability to select and remember for a long period of time [17]. One of the most important advantages of using LSTM network in anomaly detection models is their ability to analyze one or more features at one single time, which allows the early detection of any strange processes by malware. It is also distinguished by its ability to train models to very deep layers and the ability to memorize data for a long time. These make it suitable to use it for anomaly detection in IoT environments and big data [18,19].

3. Literature Review

Today, the world lives in a new revolution; it is the IoT revolution, where everything has become connected to everything, and everything is permanently connected to the internet. But some simple IoT devices are characterized by low energy consumption and low complexity, which makes them an easy target for malware. Most manufacturers of these devices are concerned with ease of use and have not given much attention to privacy and security. Among the reasons that made the IoT devices an easy target for attackers is their lack of encryption techniques, as well as the use of the weakness of passwords and the backdoors that manufacturers put in order to support and develop the product, but hackers exploit it and it becomes a front door for hackers.

As a result of the nature of IoT networks and devices and their permanent connection to each other and to the Internet, and the presence of a large number of connected devices, a penetration of one of the devices easily leads to the penetration of all devices on the IoT network. This made the IoT environment an easy target for attackers to build Botnets malware that are subsequently independent such as a DoS malware, ransomware, or others. Malware in IoT networks differs from the traditional networks in that it does not penetrate just thousands or tens of thousands of devices, as in traditional networks. It actually penetrates hundreds of thousands of devices in IoT network [20].

IoT Malware Attacks

IBM developers claim in [21] that the main goals of attacks in the IoT environment are dominance, control, and exploiting devices. Therefore, the attacks are divided into two phases:

a. The first phase: scan and takeover

  In this phase, the attacker works to control the largest number of IoT devices using their IP addresses then converts them into bot units; then, they can be used to perpetrated attacks.

b. The second phase: attack launch
Using one unit of the botnet does not cause significant damage, but if the attacker controls an army of botnets, he/she can cause significant and frightening damage. The hacker often uses his/her army for DoS attacks or spambots. Figure 3 presents IoT Malware attacks.

Often these two phases are performed using the Command and Control (CNC) program. Some types of IoT malware families are introduced below [21]:

i. **DoS Attack**

Hackers use hundreds of thousands of IoT devices to send requests to the target host, which results in the host’s inability to respond to this huge number of requests; consequently, the service of this host will be interrupted.

ii. **Spam Bots Attack**

The hacker sends a lot of spam emails to a specific email by an army of IoT devices that the hacker has controlled.

iii. **Brickers Attack**

Malware is designed to destroy IoT devices and make them unusable.

iv. **Cryptomining Bots Attack**

It is a type of botnet, which always uses infected IoT devices to mine cryptocurrencies such as Moner. It often works in the background.

v. **TimpDoor Attack**

It is a type of malware that targets Android devices by asking the user to install a fake voicemail application. Then, it uses the infected device as a proxy server for encrypted traffic. Hackers can detect the entire user’s network, whether it is a home network or a private company one.

vi. **DeepLocker Attack**

**Figure 3.** IoT Malware attacks.
IBM Researchers developed a new type of malware based on AI, and they used a prototype based on a Deep Neural Network (DNN) technology to show how dangerous this type is and the possibility of its spread in the future. They urge the researchers to get ahead to resist this new type of malware.

vii. Mirai Attack

It controls hosts with an open port 23 (telnet) for using them to create an army that disrupts traffic and overpower and disable the target host. Figure 4 presents IoT malware.

Figure 4. IoT Malware.

Scientists and researchers have been interested—over time—in researching and finding appropriate solutions to obtain an IoT environment that is secure and free of security-privacy threats, and until now, research is still conducted regarding these points.

V. HASSIIJA et al. discussed in [22] a security solutions in IoT environments. They divided them into four main categories: IoT security solution based on blockchain, IoT security solution based on fog computing, IoT security solution based on edge computing, and IoT security solution based on ML.

S. Malge and P. Singh discussed in [23] the main layers in the IoT architecture from a security perspective and the threats each layer is exposed to. Then, they discussed a number of techniques used in securing IoT environments and maintaining user privacy, such as Mechanism of Encryption, Secure Communication, Secure sensor, and the Algorithms of Cryptography.

L. Xiao et al. [24] discussed the role of AI and ML in securing IoT. Then, they discussed four types of solutions that depend on ML to secure the IoT environment, which are ML-based authentication, ML-based access control, ML-based secure offloading, and ML-based malware detection. The authors also discussed the challenges related to security in IoT environments that need to be addressed, in order to obtain ideal IoT environment appropriate for human life safely.

Scientists and researchers have tended to use AI in MDS to increase its efficiency, effectiveness, and suitability for the rapid development that humanity is experiencing at this time. Table 1 presents comparison between studies [25–30] that related to IoT MDS based on DL techniques.
Table 1. Related works comparison.

| Ref. | Proposed Solutions                                                                 | Techniques         | ML/DL       | Detection Approaches | Dataset                      | Scalability                                                                 | Result                                                                                                                                 |
|------|------------------------------------------------------------------------------------|--------------------|-------------|----------------------|------------------------------|----------------------------------------------------------------------------|---------------------------------------------------------------------------------------------------------------------------------------|
| [25] | MDS based on DL called BDLF, which combines behavior graphs of API calls with the SAEs model. | SAEs, DT, KNN, NB, and SVM | DL, ML      | Anomaly              | Collected the dataset sample by VX Heaven | The system is scalable due to its dependence cloud | The results of the experiment showed an improvement in the detection precision of the model. |
| [26] | Using Fuzzy pattern and the fast Fuzzy pattern for MDS                               | Fuzzy pattern      | ML          | Anomaly              | They used four datasets, which are IoT, Vx-Heaven, Kaggle, and Ransomware | -                                                                          | they have proven the effectiveness of their proposed. |
| [27] | Converting the binary codes of the malware into images                               | CNN                | DL          | Anomaly              | Malware image data from Vision Research Lab | -                                                                          | High accuracy and low loss ratio                                                                                              |
| [28] | Building a MDS for Android devices based on SVM                                     | SVM                | ML          | Anomaly              | Create dataset using application in the actual mobile environment | -                                                                          | The results proved outperforms other ML techniques.                                                                 |
| [29] | Building a MDS for Android devices                                                  | Random Forest      | ML          | Anomaly              | Antimalware dataset           | -                                                                          | Their model has yielded promising results                                                                                       |
| [30] | A framework that is a botnet detection system based on two-level DL framework. The first level is responsible for similarity measures in the DNS services based on a predefined threshold to deter the most common DNS information over Ethernet connections. In the second level, they proposed to add an algorithm for a domain generation depending on DL architectures to use it for classifying the domain names into normal and abnormal ones. | Number of DL techniques | DL          | Anomaly              | The similarity checker dataset is called DS1, and the DGA detection dataset is called DS2. | Highly scalable due to use the DNS big data. | The result of their experiment ensured the improvements in detection rate, F1-score, and false alarm rate. |
In paper [1], researchers conducted a comprehensive study on security solutions in IoT applications, IDS, MDS, and the role of AI in improving security in IoT. After they analyzed more than one hundred state of the art research studies, they recommended continuous research in the field of MDS based on DL in IoT environments. It is still a new field that needs more research and studies.

In fact, the field of research in the MDS based on DL in IoT environments is still a new field that needs more research and studies. Also, it needs development and improvement in several aspects such as detection rate and accuracy, to obtain high-security IoT environments, and to maintain the privacy of users to gain their confidence and increase their reliance on IoT environments. This will contribute to achieving the main goal of IoT, which is to obtain comfort and security for users. Therefore, it is necessary to propose a robust MDS based on DL that has a high ability to detect renewable malware by getting MDS work as a human mind to solve the problem of security in IoT environments.

4. Methodology

This research paper is an exploratory study to investigate how DL techniques are utilized, to improve MADS in IoT systems, and maintain security and privacy. After the state-of-the-art of studies and research related to improving the security in the IoT system were examined, it was highly recommended to take advantage of the capabilities of DL and harness them to increase the efficiency of MADS and improve the level of security in IoT environments. As far as the researcher knows, and based on our literature review, the research topic has been chosen for the present study is considered a new and unexplored topic that needs further study and dedicated research.

So, the proposed solution was a robust framework for malware anomaly detection system based on LSTM Autoencoder DL techniques. The primary goal is to improve the level of security in IoT environments and protect them from malware, then increasing the confidence of humans by relying on them completely. To conduct this research, a secondary dataset (which is IoT malware dataset) is selected to evaluate the effectiveness of the proposed framework. This dataset is DS2OS traffic traces [31]. The dataset is cleaned, processed, and divided into train dataset, validation dataset, and test dataset, to use them in a train and test the proposed model, as shown Figure 5.

![Figure 5. Data processing steps.](image)

Finally, the proposed model is evaluated based on simulations. After that, the experiment results are discussed and compared with other models in previous works, in order to prove the efficiency and effectiveness of the proposed solution in improving the security and privacy within the IoT environments.
4.1. Data Set

To conduct the experiment, the samples of malware and benign were captured from IoT environments in line with the proposed framework are selected. The selected dataset is:

- **DS2OS Data Set**

The DS2OS traffic traces - IoT traffic traces gathered in the DS2OS IoT environment. They prepared this dataset using simulated IoT positions with several kinds of services: smart doors, light controller, movement sensors, thermometer, batteries, washing machines, thermostats, and smart phones. Each position had a several kinds of services and different organizations [31]. The samples were collected from the communications between different IoT nodes. Table 2 presents the features of DS2OS dataset and the type of each feature. The dataset contains 357,941 samples 347,924 normal samples and 10,017 malware samples. This dataset was chosen because it contains a large number of normal samples and a smaller number of malware samples which is closer to the actual reality in IoT environments. Figure 6 presents the distribution of the normal and malware samples.

| Features             | Type       |
|----------------------|------------|
| sourceID             | String []  |
| sourceAddress        | String []  |
| sourceType           | String []  |
| sourceLocation       | String []  |
| destinationServiceAddress | String [] |
| destinationServiceType | String [] |
| destinationLocation  | String []  |
| accessedNodeAddress  | String []  |
| accessedNodeType     | String []  |
| operation            | String []  |
| value                | String []  |
| timestamp            | Integer [] |
| normality            | String []  |

Table 2. DS2OS dataset features.

Figure 6. Illustration the number of normal and malware samples.
4.2. Data Processing & Cleaning

In the beginning, the data are reviewed and visualized in order to understand them and ensure their integrity. Figure 7 presents the “normality” column distribution and Figure 8 presents the “Accessed Node” column distribution. This dataset is clean and just some rows from the dataset are removed because there are some cells (in value attribute column) were blank. So, the entire row was removed. Dealing with the scikit-learn library [32] and ML algorithms needs accurate and error-free data to avoid the problems and errors during the training of the model. Then, the target column is determined based on the research topic, which is a robust framework for MADS in IoT environments. The “normality” column is defined as a target column. It is created as a variable independent vector. This column contains normal and malware samples. It contains six different families of malware, as shown in Figure 7.

![Figure 7. “Normality” column distribution.](image-url)
The ML algorithms that were used to implement the model do not deal with the categorical data, so the categorical data in the dataset are converted into numerical data by applying the Label Encoder technique. This enables the algorithms to understand the dataset and analyze it. Also, the features selection techniques are applied to identify the features that have a strong relationship with the target column, as well as to reduce the number of features. This will contribute to improving the prediction accuracy.

4.3. Feature Selection

Features Selection techniques have an essential role in improving the model’s performance. In this experiment, two of the features’ selection techniques are applied. They depend on the ML to help representing and understanding the data. Then, the features that had the highest impact on our target column (Normality) are selected to obtain accurate data, which will make it easy for the model to understand and obtain the model with a higher predictability.

The Correlation Matrix with Heatmap technique [33] is used by the Seaborn library to present all the features of the dataset and their relationship with each other. This helped to determine their relationship with the target column and selected the features that have a strong relationship with it. Figure 9 illustrates the features in the dataset and their relationship with each other.

Figure 7. “Normality” column distribution.

Figure 8. “Accessed Node” column distribution.

Accessed Note

The ML algorithms that were used to implement the model do not deal with the categorical data, so the categorical data in the dataset are converted into numerical data by applying the Label Encoder technique. This enables the algorithms to understand the dataset and analyze it. Also, the features selection techniques are applied to identify the features that have a strong relationship with the target column, as well as to reduce the number of features. This will contribute to improving the prediction accuracy.

4.3. Feature Selection

Features Selection techniques have an essential role in improving the model’s performance. In this experiment, two of the features’ selection techniques are applied. They depend on the ML to help representing and understanding the data. Then, the features that had the highest impact on our target column (Normality) are selected to obtain accurate data, which will make it easy for the model to understand and obtain the model with a higher predictability.

The Correlation Matrix with Heatmap technique [33] is used by the Seaborn library to present all the features of the dataset and their relationship with each other. This helped to determine their relationship with the target column and selected the features that have a strong relationship with it. Figure 9 illustrates the features in the dataset and their relationship with each other.
Figure 9. Illustration of the relationship between the dataset features.

On the other hand, the Univariate Selection technique based on statistical tests [32] is applied to find the features that have a strong relationship with a target column. The chi-squared ($\chi^2$) statistical test from the scikit-learn library—which provides the SelectKBest class—is implemented, and the top five features that have a strong relationship with the target column are determined as shown in Figure 10. After applying these two feature selection tests, the best 5 features that have a strong relationship with the target column are selected. So, the number of features of the dataset was reduced from sixteen to five features, as is evident in Table 3. The features that have strong relationships with each other were chosen.
Figure 9. Illustration of the relationship between the dataset features.

Figure 10. Top 5 features that has a strong relationship with the target variable.

Table 3. DS2OS dataset features after Feature Selection.

| Features                  | Type    | Description                                                                 |
|---------------------------|---------|------------------------------------------------------------------------------|
| sourceID                  | String  | The ID of the source.                                                        |
| sourceAddress             | String  | The Address of the source.                                                   |
| destinationServiceAddress | String  | The Address of the destination Service.                                      |
| accessedNodeAddress       | String  | The Address of the accessed Node.                                            |
| value                     | String  | The value of the package.                                                    |
| normality                 | String  | This column contains normal and six different types of malware. We used it as a target column. |

4.4. Experiment Environment

The simulation on Google Colaboratory [34], which is an environment based on the cloud, supports the Python programming language, and provides free access to GPUs.

5. Proposed Solution

This section explains the proposed model RoMADS in detail under four subsections, which are RoMADS architecture, RoMADS network, RoMADS devices, and RoMADS MDS based on LSTM Autoencoder. As shown in Figure 11.

Figure 11. Proposed Solution Structure.
5.1. RoMADS Architecture

Until now, there is no an entirely reliable architecture for the IoT to trust and consider totally safe and secure. Thus, there is a need for more research and developments to obtain a higher secure architecture. Here, the proposed solution is a new architecture that combines fog computing architecture and IoT social architecture. The fog computing architecture is concerned with the IoT data in terms of analysis, processing, storage, and protection. It was proposed by Cisco [35] based on the principle of distributing the processing and load on a number of smart gateways and smart sensors to perform analysis and processing before storing them on the cloud, which helps to reduce the time spent to complete tasks as well as reduce problems resulting from the use of central processing.

On the other hand, IoT social architecture’s [36] main function ideas are ideas taken from the social communication between humans. The devices recognize each other automatically without human intervention, identify the device that was previously dealt with, build trust, and determine the level of security based on their previous relation; therefore, when any new device is connected, security protocols are tightened until the confirmation that this new device is secure and trustworthy is provided.

RoMADS framework architecture combines these two architectures, which contributes to creating a more robust architecture concerned about data and relationships between devices. It also works on improving the performance of real-time systems.

5.2. RoMADS Network

This section explains the intelligent RoMADS gateways and how the RoMADS model deals with the protocols.

Intelligent RoMADS Gateways

RoMADS framework contains a number of distributed intelligent IoT gateways, as shown in Figure 12, which act as an intermediary between the IoT network and external networks such as the Internet. Any communication between the IoT network and external networks must pass through one of the RoMADS gateways. The RoMADS framework distributes a number of intelligent gateways to overcome the overload problems of central processing, which causes services interruption or delay.

The RoMADS framework adds some of the security procedures on the intelligent RoMADS gateway by giving them the ability to detect the malware using MADS based on...
LSTM Autoencoder, which continuously monitors the data traffic. When any malware is detected, it sets an alarm to stop this malware and prevent it from entering the IoT system or causing any damage to it.

When the packages arrive from the Internet, the intelligent RoMADS gateway checks the packages; if those packages are secure and do not contain any malicious software, the intelligent RoMADS gateway allows them to pass and complete their path to enter the IoT system (as shown Figures 13 and 14). Otherwise, if they contain any malicious software, the intelligent RoMADS gateway sets an alarm to stop this malware and prevent it from entering the IoT system.

Moreover, it allows us to take appropriate precautions to prevent it and reduce their risks and effects.

Figures 13 and 15 explain the process of the Malware Features Analysis, which is located on the intelligent RoMADS gateway. It helps to understand the nature of the malware that target IoT systems analyzes them, extracts their features, studies their behavior, and uses them in the future for studies, research, and the training of other models. Moreover, it allows us to take appropriate precautions to prevent it and reduce their risks and effects.
IoT objects communicate with each other in IoT networks with simple and light protocols such as Constrained Application Protocol (CoAP), Message Queuing Telemetry Transport (MQTT), User Datagram Protocol (UDP), and 6LoWPAN [37]. They are often used in the IoT systems simple and uncomplicated protocols, to reduce the energy and time consumed. Therefore, one of the advantages of the intelligent gateways in RoMADS framework is their ability to convert and replace the traditional protocols for the objects that come from external networks to the IoT protocols, which are characterized by their simplicity and lightness. As an example, it converts from Hypertext Transfer Protocol (HTTP) to CoAP, switches IPv6 address to 6LoWPAN addresses, and Transmission Control Protocol (TCP) to UDP for the objects. This helps to rapidly spread the IoT systems, because it becomes possible for the markets now to benefit from these resources and adapt them using intelligent gateways, to suit the nature of the IoT system. The lightweight protocols, which are appropriate for the use in IoT systems, often lack attention to the security layer. So, the RoMADS framework overcomes this problem by distributing MADS that are based on LSTM Autoencoder in the IoT system in order to secure data and keep it free from malware when moving from one place to another.

5.3. RoMADS Devices

RoMADS framework classified IoT devices into two categories according to the importance of the device and the sensitivity of its data and information, as shown in Figure 16:

- Devices that need a high level of security because they contain sensitive data and critical user information, such as the following: passwords, user personal information, or financial information.
- Devices that need security but less than the previous one, because they do not contain any sensitive data or information.
sensitive data are encrypted before sending them to any other IoT devices or to the external networks using encryption mechanisms. Where the sensitive data are transferred in encrypted form.

RoMADS framework classified devices need a high level of a security in two categories, an Embedded and IoT SAP. As shown in Figure 16.

- **Embedded**: MDSs and encryption mechanisms built into the devices from the factory.
- **IoT Security Anchor Point (SAP)**: In this category, the light devices or the devices that lack the security mechanisms, such as encryption mechanisms and MDSs, are connected to IoT SAP that acts as an intermediary, and contains various protection systems. The IoT device must pass through the IoT SAP before contacting other IoT devices or the external networks, as shown in Figure 17.

(a) **High-level security (MDS + Encryption mechanism)**

The first category is for the devices that need a high level of security because they contain sensitive data, such as bank account information, personal data, and so on. The sensitive data are encrypted before sending them to any other IoT devices or to the external networks using encryption mechanisms. Where the sensitive data are transferred in encrypted form.

RoMADS framework classified devices need a high level of a security in two categories, an Embedded and IoT SAP. As shown in Figure 16.

- Embedded:
  MDSs and encryption mechanisms built into the devices from the factory.
- IoT Security Anchor Point (SAP):
  In this category, the light devices or the devices that lack the security mechanisms, such as encryption mechanisms and MDSs, are connected to IoT SAP that acts as an intermediary, and contains various protection systems. The IoT device must pass through the IoT SAP before contacting other IoT devices or the external networks, as shown in Figure 17.
(b) Security (MDS)

The second category is for devices that do not contain any sensitive data. They do not need to add encryption mechanisms on them. They only need to add MDS to detect malware instead. Using a MADS based on LSTM Autoencoder is suitable for the nature of IoT devices, where MADS does not need the databases like the detection systems that are based on signatures. This makes it more suitable for the nature of IoT devices. IoT devices in the second category are classified into two categories, an Embedded and IoT SAP as in high-level security category.

As it can be noticed from the previous classification of IoT devices in the RoMADS model, it is very concerned with securing every device connected to the IoT network as it works continuously on managing and monitoring these devices in addition to being keen on regular security updates. Unsecured devices are the easiest gates for attackers to exploit, as every single device that is added to a network is considered a new gateway that attackers can exploit to penetrate the network. Because the penetration of any device into the network leads to a penetration into the entire IoT network, and thus ensuring the safety and security of each device on the network leads to securing the entire network and providing it with a strong protection against harmful attacks.

Most of the companies producing IoT devices are keen to produce devices that are appropriate to the nature of the IoT environment and provide the required services well without any concerns about the security aspect of these devices [2]. Hence, the RoMADS model helps in resolving and developing the security aspects of these devices, as it provides security for this type of device by connecting it to the IoT SAP.

RoMADS model is distinguished by its ability to dynamically change permissions according to changes in the network and the type of connected devices. The RoMADS identifies each device connected to the network, then it determines its permissions and powers based on the concept of social relations and whether it was previously dealt with or not. The RoMADS also continuously monitors the devices on the IoT network to ensure that they are not exposed to attacks and take immediate measurements to reduce the resulting risks.

RoMADS also uses encryption techniques for encrypting important data, which provides more security for users’ data. If hackers managed to steal them, either during transmitting them on the network or while being stored in the cloud, the hacker will not be able to understand it or benefit from it.

The RoMADS analyses malware to understand the targets of the attackers and the purpose of their attack, and then it takes the necessary precautions to prevent them from achieving their goals. Knowing the attackers’ goals helps in confronting and misleading them.

RoMADS framework ensures that the IoT system is fully secured from malware. Whereas any data that comes from outside the IoT network must pass through one of the intelligent RoMADS gateways, which check the data and ensure their integrity and that they are free of any malware, then change their protocol to IoT protocols if it is needed before allowing them to enter the IoT network.

In addition, RoMADS framework secures the IoT system from inside the network, as all devices are secured either from the device itself (i.e., through the factory), or through IoT SAP, with light devices that do not contain protection programs and security mechanisms (such as a water boiler) that must be connected to IoT SAP and pass through it before conducting any communication inside or outside the IoT network.

5.4. RoMADS MDS Based on LSTM Autoencoder

The nature of data in IoT environments is often big, sequential and has different lengths, so the use of LSTM Autoencoder from DL techniques was suggested, which goes hand in hand with the nature of the data in IoT environments. It takes different lengths of sequential data as input and it also outputs the sequential data that have different lengths.
The structure of the LSTM Autoencoder is used to solve many complex sequencing prediction problems such as text translation and speech recognition. Chitta Ranjan [38,39] used it in rare event classification for multivariate time-series data. In this paper, it is used to detect the malware that tries to penetrate the IoT environments, as shown in Figure 18.

![Diagram of Malware Anomaly Detection System Based on LSTM Autoencoder](image)

**Figure 18.** MAD based on LSTM Autoencoder on IoT system.

RoMADS model for MDS based on DL combines between LSTM networks and Autoencoder neural networks. Each of them has its own characteristics and advantages, so combining them will result in a robust model. Moreover, each of them makes up and offsets the deficiency in the other. Autoencoder [7,8] has the ability to deal with the sequential of data. It has a major role in reducing the dimensions, noising, and extracting features of the input data. In addition to that, it converts all the input data with different length to have the same fixed length, which are the encoders data. Then, it reconstructs the composed data to get new data similar to the original ones. Finally, calculate the reconstructed loss to get the accuracy of the model.
On other hand, the LSTM network [13] helps in deep and continuous training in case there is a huge amount of data that needs to be trained to very deep layers for long time to get high detection accuracy, as in IoT systems [40]. So, when combining an LSTM network with an Autoencoder neural network in a RoMADS model, we will have a robust MDS model used to protect IoT systems. Also, the LSTM networks is used in RoMADS model, because it has long and short-term memory features that allow for storing the important features of data for a long time, which contributes to obtaining a smart and intelligent model that has a high detection capacity.

Figure 19 presents the relationship between LSTM network and Autoencoder neural network for RoMADS model to detect the malware. The data are entered into Autoencoder $X_i: \{X_1, X_2, X_3, \ldots, X_i\}$ to reduce the dimensions and extract the basic features of the data. LSTM cells are distinguished by their ability to remember data for a long period of time, as well as their ability to train data to very deep layers, which allows us to obtain a robust model that has the ability to detect malware and protect IoT environments.

Figure 19. LSTM Autoencoder architecture.
LSTM Autoencoders [40] are divided into two phases. The first phase is LSTM Encoders, and the second phase is LSTM Decoders:

i. In LSTM encoders phase

After data is entered into the model, the model starts analyzing the data, extracting its features, reducing dimensions, and converting it into encoded data with a fixed size.

\[ E : X \rightarrow Z \]  
\[ Z = \sigma(W_x + B) \]  

ii. In LSTM Decoders phase

It takes the composed data and reconstructs it to produce data similar to the original ones. Consequently, the model becomes able to understand the nature of IoT data and can easily distinguish malware.

\[ D : Z \rightarrow \tilde{X} \]  
\[ \tilde{X} = \tilde{\sigma}(\tilde{W}_z + \tilde{B}) \]

With the continuous training of the model on the normal IoT data, the effectiveness and detection accuracy of the LSTM Autoencoders model are improving by taking the differences between original data and reconstructed data, until the differences between them decrease, thereby improving the model’s understanding of the distinctive characteristics of the IoT data. Then, when any strange or abnormal data passes across the RoMADS MDS, the difference between the original and reconstructed data will become large and exceed the selected threshold. Thus, the model will detect malware and distinguish them from normal data.

\[ \text{Error} = D(E(X)) - X \]  
\[ \text{Anomaly Score} = \text{Reconstruction Error} \]

In the RoMADS proposed model, the extract features of data and dimensions' reduction will not affect the accuracy, as the RoMADS model uses the Autoencoder technique, where it encodes the data, reconstructs it, then calculates the accuracy through the differences between the original data and the data that the model reconstructed. If the error rate is low, this means that the data is normal and the RoMADS model has become accustomed to it. If the error rate is greater than the threshold, this means that the entered data is strange and that the model is not familiar with it, so it will be classified as malware.

The accuracy is calculated through the error rate, i.e., the difference between the original data and the reconstructed data, and thus extracting the features of data and reducing dimensions does not affect or violate the accuracy of the model.

The main principal function of the autoencoder algorithm depends on encoding and decoding. This algorithm analyzes, understands the data, and extracts the features, then uses these features to reconstruct the data. If this algorithm is more trained on the data, the difference between the original data and the data that was reconstructed using the extracted features becomes small, which means when the difference is large, there are strange data that the model is not familiar with it. Also, we used LSTM because the LSTM network has the ability to memorize data for a long time. So, complaints between the LSTM networks and the AutoEncoder algorithm give us a strong model that has the ability to predict, identify malware, and memorize the features of IoT data for a long time.

6. Performance Criteria

RoMADS framework is evaluated based on the following:

a. Model Accuracy

It is used to measure to what extent the ML model can correctly predict, after training and testing the model. It is also used to evaluate the classification model. It divides the
correct number of predictions on all prediction numbers [41]. The main goal of the thesis is to get a higher accuracy for the proposed model.

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}
\]  
(22)

which are:

- True Positive (TP),
- True Negative (TN),
- False Positive (FP),
- False Negative (FN).

b. **Detection Rate of Malware**

It is a true positive rate. The presence of malware is discovered by measuring reconstruction error. If the reconstruction error is higher than the threshold, this means that these entries are abnormal and that the model has not seen them before; it is malware then [42].

\[
\text{Anomaly Score} = \text{Reconstruction Error}
\]  
(23)

\[
\text{Detection rate} = \frac{TP}{TP + FN}
\]  
(24)

c. **Recall**

It is a true positive rate or sensitivity, which is used to calculate the correct positive prediction divided by the number of all the positive predictions that the model could predict. It is used to measure the model’s ability to recognize the positive class [43].

\[
\text{Recall} = \frac{TP}{TP + FN}
\]  
(25)

d. **Precision**

It is a Positive Predictive Value (PPV). It is used to calculate the correct positive prediction divided by all positive predictions that the model predicted. It is used to measure the validity of the prediction made by the model [43].

\[
\text{PPR} = \frac{TP}{TP + FP}
\]  
(26)

e. **F1-Score**

It is used to get one score to evaluate the complete performance of the model by combining all the features of Recall and Precision. It measures the weighted average of Precision and Recall [43].

\[
F1 - \text{Score} = \frac{2 \ast (\text{Recall} \ast \text{Precision})}{(\text{Recall} + \text{Precision})}
\]  
(27)

f. **Error Rate**

It is used to judge and evaluate the quality of the proposed model. Also, it judges the ability of the model to predict outputs that are very similar to actual values, lower error rate, and improve model performance. It has several types. Some of them are listed below as follows [44,45]:

- **MAE**

Mean Absolute Error (MAE), measures the absolute value of the residue by subtraction, by subtracting the predicted value from the measured value for each data point. Then, it calculates the average of all absolute value of residuals. The lower the MAE is, the
more accurate the model becomes. Its effectiveness is usually based on the proportional
distribution of residual on the total error \[44,45\].

\[
MAE = \frac{1}{N} \sum_{i=1}^{N} |y_i - \hat{y}|
\]  
(28)

- **MSE**

Mean Squared Error (MSE) measures the square value of the residual by subtraction, 
by subtracting the predicted value from the measured value for every data point. Then, it 
calculates the average of all square values of residuals. The lower the **MSE** is, the more 
accurate the model becomes. Its effectiveness is usually based on detecting outliers in the 
data \[44\].

\[
MSE = \frac{1}{N} \sum_{i=1}^{N} |y_i - \hat{y}|^2
\]  
(29)

- **RMSE**

Root Mean Squared Error (RMSE) used to measure the square root of the average of 
the residuals. Residuals are calculated by taking the square of the differences between 
the predicted value and the measured value for every data point. Then, it calculates 
the average of all the values of residuals and takes its square root. The lower the **RMSE** is, 
the more accurate the model becomes. Its effectiveness is usually when the objective is to 
eliminate large-scale errors \[45\].

\[
RMSE = \sqrt{MSE} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} |y_i - \hat{y}|^2}
\]  
(30)

7. Smart City Scenarios

Smart cities are regarded as a promising future for humankind. These cities are envi-
ronmentally friendly, and aims to improve the quality of life by relying on information and 
communications technology. RoMADS framework can be adapted to be applied in smart 
cities, which will contribute to increased security in IoT environments and smart cities.

In the following, two scenarios about using RoMADS framework in smart cities 
are prepared.

A. First Scenario: Secured RoMADS Network

A company has several branches distributed in many cities, one of its branches is in 
the smart city A, and a second one is in the traditional city B. The company’s branch B has 
sent an email to the company’s branch A. When this email reaches the IoT network of the 
company’s branch in city A, the package of data cannot enter the IoT network, it must pass 
through the intelligent RoMADS gateway.

The intelligent RoMADS gateway contains RoMADS MDS that checks the package 
and ensures that it is safe and free of malware. Then, it checks the protocols of the package 
and replaces them with protocols that suit the IoT systems, like changing TCP to UDP, 
as well as changing HTTP to CoAP. It allows the package, after that, to cross into the IoT 
network of branch A of the company.

Algorithm 1 explains the steps in detail that are taken in RoMADS framework when a 
package arrives from outside the IoT network, to get a secure IoT network and ensure that 
no malware can enter the IoT network.
Algorithm 1: Data come from external networks to IoT network.

Input: \( X_i = \{ X_1, X_2, X_3, X_4, \ldots, X_i \} \)
Output: Malware or Normal

- Data \( X \) enter to Intelligent IoT gateway
  - \( X \) enter to MDS
    - LSTM Encoder
      - Features extraction,
      - Reduce the dimensions,
      - Fixed length
  - Get latent space representation \( Z \)

  - LSTM Encoder
    - Reconstruction of the data \( \bar{X} \)
  - Calculation of the reconstruction error \( S = \bar{X} - X \)

  - If \( S > \) our set threshold
    - This is Malware
      - Issuing the alarm until it is prevented from entering.
      - Take benefit from the features of malware that are targeted IoT in research and studies.
    - Else
      - Normal
        - Are the protocols compatible with IoT systems?
          - Yes
            - Cross the intelligent IoT gateway and enter the IoT network.
          - No
            - Convert its protocols into IoT protocols.
            - Cross the intelligent IoT gateway and enter the IoT network.

B. Second Scenario: Secured RoMADS Device

A smartphone device sends a signal to the door lock to open the lock; if the door lock is integrated with the security layer and there is RoMADS MDS inside it, it analyzes the signal to ensure that there is no malware within that signal. Otherwise, if the device lacks the protection layer, it connects to IoT SAP, which contains RoMADS MDS. The IoT SAP analyzes the signal and makes sure that it is a real signal and not a counterfeit by malware. If it is a real signal, the IoT SAP sends the signal to the door lock to open.
The Algorithm 2 represents the relationship between devices on the same IoT network. No device in the network receives anything before it is tested by RoMADS MDS; either RoMADS MDS has to be integrated into the same device, or if the device lacks a protection layer it communicates with an IoT SAP that contains RoMADS MDS. After RoMADS MDS confirms that the sent object is not malicious software, it sends a signal to the device that the sent object is safe and can be received.

Algorithm 2: Data come from another IoT device in same IoT network.

Input: \( X_i = \{X_1, X_2, X_3, X_4, \ldots, X_i\} \)  
Output: Malware or Normal  
- Is the device built with a security layer that contains the malware detection system?  
  - Yes  
  - Continue,  
  -  
- No  
  - Connect device to IoT SAP,  
  - Continue,  
  -  
- \( X \) enter to MDS  
  - LSTM Encoder  
  - Features extraction,  
  - Reduce the dimensions,  
  - Fixed length  
  -  
- Get latent space representation \( Z \)  
  - LSTM Encoder  
  - Reconstruction of the data \( \tilde{X} \)  
  - Calculation of the reconstruction error \( S = \tilde{X} - X \)  
- If \( S > \) our set threshold  
  - This is Malware  
  - Issuing the alarm until it is prevented from entering.  
  - Take benefit from the features of malware that are targeted IoT in research and studies.  
  - Else  
  - Normal  
  - Connect to other IoT device.  
  -  

This section presents the proposed solution to improve the security in IoT environments; it is a robust framework for MDS based on LSTM Autoencoder. It uses the DL techniques to build RoMADS model for malware detecting, because it has the ability to
train models and improve the detection rate, and it is also appropriate for the nature of big data in IoT environments.

RoMADS framework distributes the RoMADS MDS in IoT system by embedding it in intelligent RoMADS gateways, IoT SAP, and IoT devices, to detect and monitor the malware that targets IoT system, and prevent it from causing any problem to the IoT system.

8. Experiment Results and Discussion

This section presents the simulation assumptions and scenario, and explains the procedures to evaluate the effectiveness of RoMADS model, and evaluates the ability of the RoMADS model to predict the malware based on the accuracy, recall & detection rate (%), \( F_1 \)-score, precision, MAE, MSE, and RMSE. Finally, it presents the comparison between the results of the proposed framework with the results of eighteen published scientific papers based on MDS.

RoMADS framework is considered a solution to improve the security in IoT environments. This framework analyzes the data traffic to detect malware at an early stage and prevent it from damaging the system and violating user privacy. The RoMADS framework is concerned with securing networks in the IoT system, by placing intelligent RoMADS MADS gateways that examine data before entering the system, as well as converting the traditional protocols to suit IoT environments. RoMADS framework is also concerned with securing the devices in the networks, whether preventive security measures are integrated into the device itself from the factory or by connecting it to IoT SAP, in order to ensure the security of lightweight devices that do not contain preventive security measures.

8.1. Simulation Assumptions

The IoT environment consists of heterogeneous devices that communicate with each other to build the IoT networks. When one of these devices is compromised, all devices on the same network will be at risk. Also, it is difficult to know and guess the different signatures of malware because it constantly renews itself. This means that the risk of not detecting malware at an early stage has increased, which may lead to blowing the system.

For that reason, a robust framework for MDS is proposed. It is trained to understand the nature of the normal IoT data traffic in its area. When anything strange is detected, the system issues an early alert to take the necessary action. The proposed solution is building a system to detect malware by relying on some DL techniques, which are LSTM and Autoencoder. This system has a great potential to provide a high degree of security in IoT environments, thus increasing users’ confidence and dependence on the IoT.

8.2. Simulation Scenario

When a person deals with a supermarket for the first time, he/she needs to install the application of the supermarket on his mobile phone and create his/her personal profile. Then, the application of the supermarket connects to the smart refrigerator to see which items are out of stock. The smart refrigerator displays a list of all the items that need to be purchased and asks the user to approve them to complete the order. The user chooses the products he wants and send the request. Then the application on the user’s mobile phone creates the order and sends it to the supermarket, which in turn sends the invoice and asks the user for payment. The user checks the issued invoice, and once he/she approves it, the order’s cost will be deducted from his credit card, and the user receives a confirmation notification that his/her order has been successfully placed.

- **Communication Objects**: It is a term referring to the communication between the smartphone, the smart refrigerator, the smart supermarket system, as well as the bank to deduct the amount.
- **Smartphone**: RoMADS MDS is integrated on the same device because it is considered a smart device with high capabilities. The Smartphone may become connected to the same network with the smart refrigerator or any other network.
• **Smart Refrigerator:** RoMADS MDS is not integrated in the same device because of the smart refrigerator’s lack of security mechanisms. So, it connects to the IoT SAP for security mechanisms. It may become connected to the same network with the smartphone or any other network.

• **Smart Supermarket System:** The smart supermarket has its own IoT network, which contains smart RoMADS gateways with RoMADS MDS built into it. So, anything that has already been examined and checked is allowed to enter the IoT network or communicate with it.

• **The Bank and Credit Card Information:** The bank has its own IoT network, which contains smart RoMADS gateways with RoMADS MDS built into it. So, anything that has already been examined and checked is allowed to enter the IoT network or communicate with it. All users’ information must be fully encrypted and connected with a strong authentication software to ensure the user’s identity, and to make sure that they will not be breached or violated. This kind of network is classified among the highest level of security in our framework.

### 8.3. Case Study

When the communication between a smartphone and a smart refrigerator occurs for the first time, based on the concept of the IoT social architecture that RoMADS framework depends on, it will need additional precautionary security measures to ensure the integrity of the device and that it is real and not a malware. But in case there is a previous interaction or a knowledge relationship between the two objects, depending on the principle of the IoT social architecture that RoMADS framework depends on, the security measures will be fewer. After that, RoMADS MDS checks the integrity of the IoT devices, then the communication between the two IoT devices is completed and the user profile is created. The smart refrigerator informs the user of everything that is missing in the refrigerator so that the user has a list of missing items, then the user can accept all the items in the list or just select some of them. After that, the smart refrigerator takes the approval of the user and communicates with the smart supermarket system. If they communicate for the first time, they need additional precautionary security measures to ensure the integrity of the connection. After that, the smart refrigerator sends the order to the smart supermarket to prepare it. The supermarket IoT network contains RoMADS MDS, which is located in the smart RoMADS gateways to ensure the security of things coming from outside the network. An invoice is sent to the user until he/she confirms it by completing the payment process. Bank information must be encrypted with a high level of security to ensure its integrity and that they are free of malware that targets the sensitive information, particularly the payment information. Finally, after the payment process is done, the supermarket sends the items to the user at the time the user had previously chosen.

**Definition 1.** Data $X$ passes through the RoMADS MDS, analyzes it, and extracts its distinctive features $Z$ (Encoder process); after that, it reconstructs it $\tilde{X}$ based on its distinctive properties (the Decoder process). Then, it measures the difference between the original data $X$ and the reconstructed data $\tilde{X}$. If the difference is small, that means it is normal data; since the model has been trained on it before, it has the ability to reconstruct it again with a high accuracy.

\[ X - \tilde{X} = \text{small} = \text{Normal Behavior} \]  

(31)

**Definition 2.** Data $X$ passes through the RoMADS MDS, analyzes it, and extracts its distinctive features $Z$ (Encoder process); after that, it reconstructs it $\tilde{X}$ based on its distinctive properties (Decoder process). Then, it measures the difference between the original data $X$ and the reconstructed data $\tilde{X}$. If the difference is large, that means it is an abnormal data; it is malware. Since the model has not been trained on it before, it does not have the ability to reconstruct it again with high accuracy.
\[ X - \bar{X} = \text{large} = \text{Malware Behavior} \]  \hspace{1cm} (32)

Figures 20 and 21 present more clarification of the previous scenario. The numbers in Figure 21 present the sequence of steps during the communication process between objects according to the scenario that was explained.

Figure 20. RoMADS sequence diagram.
8.4. Simulation Environment

The experiment was done on Google Colaboratory [34] on the cloud using Python language and GPU. After preparing the data to be trained by LSTM Autoencoder model, the dataset is split into a training dataset, validation dataset, and test dataset, in order to have the training dataset completely isolated from the test data to obtain real results. Also, both the training dataset and the validation dataset are divided into a normal dataset without malware samples, and a test dataset contains normal samples and malware samples. The proposed model is trained using the dataset that contains normal samples without malware samples. This step helped the LSTM Autoencoder model understand the natural behaviors of the IoT system and acquire the ability to distinguish malware behaviors.

Then, a shift technique was applied to improve the model’s predictability. After that, the data are reshaped and standardized by applying data scaling techniques, which made all data approximately in the same range to improve the model’s predictability. Some ML algorithms focus on larger range data while training the model, which leads to an imbalance in prediction accuracy. So, applying the scaling technique contributes to solving this problem. Figure 22 presents the dataset features distribution after scaling.
Figure 22. The dataset features distribution after scaling.

The RoMADS model for a MADS on the IoT system based on the LSTM Autoencoder is a multivariate model. Figure 23 present more details about our model. RoMADS model contains two input layers, two output layers, repeat vector layer and time distributed layer. The first input layer (LSTM (32)) took input data and outputs 32 features with 5 timesteps for each. The second layer (LSTM (16)) took input from the first layer, which is $32 \times 5$, then it reduced it to 16 features.

Model: “sequential_1”

| Layer (type)     | Output Shape | Param # |
|------------------|--------------|---------|
| lstm_4 (LSTM)    | (None, 5, 32)| 4864    |
| lstm_5 (LSTM)    | (None, 16)   | 3136    |
| repeat_vector_1 (RepeatVector) | (None, 5, 16) | 0       |
| lstm_6 (LSTM)    | (None, 5, 16)| 2112    |
| lstm_7 (LSTM)    | (None, 5, 32)| 6272    |
| time_distributed_1 (TimeDist) | (None, 5, 5) | 165     |

Total params: 16,549
Trainable params: 16,549
Non-trainable params: e

Figure 23. The details about RoMADS model during the training.

The repeat vector layer served as a bridge between the input layers (encoder process) and output layers (decoder process). Output layers are the same as the input layers, but in
a reverse way. Finally, the last layer is the time distributed layer. The input of the LSTM Autoencoder is a 3D array, a 2D array for LSTM, and 1D array for time steps. The 3D array contains (samples, time steps, features). The batch size set as 64, and the model was trained for 400 epochs. The model is classified based on the LSTM Autoencoder reconstruction error. If the number of errors is more than the threshold, this means there is an abnormal behavior. To determine the threshold, the precision-recall curve was used, which calculated the precision and recall for each threshold, then it shows them on the curve, and it determines the best value of the threshold, which is 1.2 in this experiment. Figure 24 presents the model loss during the training and validation time. The threshold value can be chosen according to the percentage of security that we need to secure the assets, so that whenever the assets are more important, the threshold value is reduced. Ideally, a value should be chosen to strike a balance between security and usability.

Figure 24. Model loss during the training and validation time.

8.5. Result and Discussion

This section presents the experiment results and the effectiveness of the RoMADS model. Also, it presents a comparison between its results and the previous works in this area. RoMADS framework is a robust framework for MADS based on LSTM Autoencoder DL techniques. To prove the robustness of RoMADS model and how effective it is in detecting malware, the RoMADS model is evaluated based on many parameters: the accuracy, recall & Detection rate, F1-Score, precision, MAE, MSE, and RMSE.

Then, the RoMADS model results are compared with the previous eighteen models results from published scientific papers. RoMADS model for malware detection surpassed these previous models, and its results were higher than all of them.

As we notice from Figure 25, the blue column represents the accuracy. The model in the paper [46], which is based on DBN, got 96.76 as a result, which is the highest accuracy so far with respect to the previously discussed models. Yet, the RoMADS model was able to exceed them by obtaining 99.4%. As the yellow column represents the detection rate, the best rate for detecting malware is 99.02 for the model in the paper [25], which is based on SAE-DT. The RoMADS model could exceed it by getting a detection rate of 100%, which means that RoMADS model ensures a very high security and protection ratio for IoT
environments and guarantees its non-vulnerability to malware. The RoMADS detection rate is higher than all other models in this comparison.

Figure 25. Comparison between RoMADS model results and the previous paper’s results based on Accuracy, Recall & Detection rate, F1-Score, Precision.

The gray column represents F1-score and the red column indicates the precision. The model in the paper [25] shows a very high percentage for both of them in comparison to the other models, which is 98.9% for F1-score and 98.4 for precision. Yet, the RoMADS model got the highest percentage in both of them: 99% for F1-Score and 99.4 for precision. Thus, it becomes clear to us that the RoMADS model is able to improve all ratios in this comparison and gets the highest rate among all of them, and consequently, IoT environments would be safer and more secure for users and their important data.

Figure 26 shows us the comparison between the ROMAD model and three other models depending on the MAE. If the error rate is decreased, the model accuracy is increased. According to what we can notice in Figure 26, model [47] got the lowest error rate, which is 0.1097, in comparison to the other two models. Again, The RoMADS model was able to obtain the lowest error rate, which is 0.009614, and thus it is obvious to us that RoMADS model overcomes all other models in this study.
Figure 26. Comparison between RoMADS model result and the previous paper’s results based on MAE.

Figure 27 shows the comparison study of the RMSE result of the RoMADS model to the four previous models that were proposed in papers [48,49]. Whereas, in the paper [49] the researcher proposed three models, which are model A that is based on Neural Network, model B that is based on Multiple Association Rule, and the third is model C, which is based on Bayesian technology. In paper [48] the researcher proposed one model based on Artificial Neural Network (ANN) and it got a higher result than the other previous models in this comparison. It reduced the RMSE ratio of 0.202. The RoMADS model was able to overcome this ratio by getting 0.09805, which is considered the lowest error rate, and this means that the RoMADS model provides the highest degree of security among this comparison study.

Figure 27. Comparison between RoMADS model result and the previous paper’s results based on RMSE.
As shown in Figure 28, there is no large number of studies concerned with reducing the MSE. The researchers in paper [48] proposed a model that is based on ANN and had a low MSE error rate, which is 0.041, but the RoMADS model overcame it by obtaining a better result, which is 0.0096. If the model gets a lower error rate, that means it gets more accuracy and increases its ability to detect intelligent malware.

![Figure 28. Comparison between RoMADS model result and the previous paper’s results based on MSE.](image)

Table 4 presents how the RoMADS model improved all the comparison factors, which are accuracy, recall & detection rate, F1-score, precision, MAE, MSE, and RMSE. RoMADS model obtained distinctive results and overcame all the other models, as it obtained 99.0386% for the accuracy, 99.9970 for the detection rate, 99.00 for F1-score, and 99.0414 for precision. These are very high ratios that exceed all the results of the previous eighteen.

The RoMADS model was also able to obtain the lowest error rate, which means that the RoMADS model has the highest protection ability, as it obtained 0.009614 for MAE, 0.09805 for the RMSE, and reduces the MSE to 0.0096. Thus, the RoMADS model is distinguished by its ability to improve all the seven different factors in this comparison. It exceeds all the other eighteen models in this comparison by obtaining the best results and lowest error rates, which undoubtedly makes it stronger and more reliable for use and more adaptable to the real IoT environments.

IoT environments are considered non-stationary environments because the malware is constantly getting updated by the adversary to overcome the existing MDSs. So, after a period of time the MDS performance begins deteriorating, even though it has been well trained and has a high accuracy in predicting and detecting malware. Therefore, the models need continuous maintenance from time to time to ensure high performance, but this is very expensive and costly.

In order to solve this problem and get a powerful system for detecting and predicting the malware, the shift technique is applied on the dataset. This technology can make the correct distribution of training and testing dataset. It has played an effective role in improving the classification and prediction effectiveness, especially in systems that continuously detect the updating malware—the malware that tries to overcome the system—such as in the IoT environments. Table 5 presents the results of two models that were trained; the first is with the shift and the second is without the shift. The results with the shift were better and more accurate.
Table 4. Comparison between RoMADS model result and the previous paper’s results.

| Ref.   | Classifier                        | Accuracy (%) | Recall & Detection Rate (%) | F1-Score (%) | Precision (%) | Error Value |
|--------|-----------------------------------|--------------|-----------------------------|--------------|---------------|-------------|
| [25]   | SAE-DT                            | -            | 99.2                        | 98.9         | 98.6          | -           |
| [46]   | DBN                               | 96.76        | 97.84                       | 95.77        | -             | -           |
| [47]   | Random forest                     | 89.03        | 98.0                        | 94.2         | 98.0          | 0.1097      |
| [47]   | SVM                               | 85.43        | 85.5                        | 85.4         | 85.3          | 0.1532      |
| [48]   | ANN                               | 86.0         | -                           | -            | -             | 0.041       |
| [49]   | Neural Network                    | 91.14        | 95.01                       | 93.32        | -             | 0.3983      |
| [49]   | Multiple Association Rule         | 66.70        | 78.84                       | 79.74        | -             | 0.5747      |
| [49]   | Bayesian                           | 84.11        | 94.89                       | 85.98        | -             | 0.1695      |
| [50]   | RNN (LSTM)                        | 94.0         | -                           | -            | -             | -           |
| [51]   | CNN                               | 94.0         | 94.67                       | -            | -             | -           |
| [52]   | Deep autoencoder (DAE + GAN)      | 95.74        | -                           | -            | -             | -           |
| [53]   | Neural Networks                   | 75.93        | 73.33                       | 67.01        | 61.68         | -           |
| [54]   | ARI-LSTM                          | 93.0         | -                           | -            | -             | -           |
| [55]   | CNN                               | 96.6         | 98.4                        | 96.2         | 94.0          | -           |
| [55]   | DNN                               | 91.0         | 91.1                        | 90.9         | 90.6          | -           |
| [56]   | DBN—decision tree                 | 96.0         | -                           | 96.0         | -             | -           |
| [57]   | CNN                               | 94.5         | 94.5                        | -            | 94.6          | -           |
| [58]   | RNN                               | 96.01        | -                           | -            | -             | -           |
|        | The proposed model                |              |                             |              |               |             |
|        | RoMADS AE-LSTM                    | 99.0385720855369 | 99.99709795841374 | 99.00       | 99.0414187577247 | 0.0961427914463095 | 0.00961427914463095 | 0.09805243059012331 |
Table 5. RoMADS model results with the shift and without the shift.

|                  | With Shifting | Without Shifting |
|------------------|--------------|-----------------|
| Epoch            | 200          | 200             |
| Timesteps        | 5            | 5               |
| Batch size       | 64           | 64              |
| LSTM Layer 1     | (None, 5, 32) | (None, 5, 32)   |
| LSTM Layer 2     | (None, 16)   | (None, 16)      |
| LSTM Layer 3     | (None, 5, 16) | (None, 5, 16)   |
| LSTM Layer 4     | (None, 5, 32) | (None, 5, 32)   |
| ACC (%)          | 99.0385720855369 | 97.22854708257086 |
| TPR (%)          | 99.99709795841374 | 1.0            |
| PPV (%)          | 99.0414187577247 | 97.2285083675579 |
| Recall (%)       | 99.0         | 97.0            |
| F1-score (%)     | 99.0         | 96.0            |
| MAE              | 0.00961427914463095 | 0.027714529174291423 |
| MSE              | 0.00961427914463095 | 0.027714529174291423 |
| RMSE             | 0.09805243059012331 | 0.16647681272264742 |

The experiment is repeated several times with some changes in the number of epochs, batch-size, or time steps. Table 6 presents the results for different training modes.

Table 6. RoMADS results for different training modes.

|       | 1          | 2          | 3          | 4          |
|-------|------------|------------|------------|------------|
| Epoch | 200        | 400        | 90         | 1          |
| Timesteps | 5       | 5          | 5          | 1          |
| Batch Size | 64      | 64         | 64         | 32         |
| LSTM Layer 1 | (None, 5, 32) | (None, 5, 32) | (None, 5, 64) | (None, 5, 32) |
| LSTM Layer 2 | (None, 16) | (None, 16) | (None, 32) | (None, 16) |
| LSTM Layer 3 | (None, 5, 16) | (None, 5, 16) | (None, 5, 32) | (None, 5, 16) |
| LSTM Layer 4 | (None, 5, 32) | (None, 5, 32) | (None, 5, 64) | (None, 5, 32) |
| ACC    | 99.0385720855369 | 99.0385720855369 | 99.0385720855369 | 99.0385720855369 |
| TPR    | 99.99709795841374 | 99.99709795841374 | 99.99709795841374 | 99.99709795841374 |
| Precision | 99.0414187577247 | 99.0414187577247 | 99.0414187577247 | 99.0414187577247 |
| Recall | 99.00       | 99.00      | 99.00      | 99.00      |
| F1-Score | 99.00     | 99.00      | 99.00      | 99.00      |
| MAE    | 0.00961427914463095 | 0.00958553690503564 | 0.009599908024833294 | 0.009700366458288425 |
| MSE    | 0.00961427914463095 | 0.00958553690503564 | 0.009599908024833294 | 0.009700366458288425 |
| RMSE   | 0.09805243059012331 | 0.09790575521916799 | 0.09797912035139576 | 0.09849043841047934 |
In this experiment, as the number of epochs was increasing, the RoMADS model has reduced the validation and training losses, that means no overfitting in RoMADS model during our simulation. This means that the RoMADS model has the ability to understand the data and conclude, and thus it can be more reliable.

Previous results present how effective is the RoMADS model in detecting the malware in IoT environments and overcomes the previous research papers’ results. This helps in obtaining safe, secure IoT environments, free from malware threats.

The RoMADS model is adaptable, scalable, and evolvable to obtain better results when applied in a real IoT environment. It contributes to improving security, safety, and protecting IoT environments from malicious software that may cause major disasters, threaten human lives, and violate their privacy. Consequently, overcoming this malicious software has a great and effective role in spreading safety, security, and increasing human confidence to rely on this modern technology that provides a new, more comfortable, and happy life for humanity. The RoMADS model has a promising future that contributes to solving many security and privacy issues in IoT environments.

9. Conclusions

This research paper studies how we can utilize techniques of DL to improve MADS in IoT systems and maintain security and privacy, in order to overcome malware and the harm it causes to the IoT environments. It presents the background and related theories. Also, it discusses and presents the state-of-the-art papers that related to the study. Until now, there are many vulnerabilities in IoT based MDS systems security, where we need to improve the accuracy, recall & detection rate, F1-Score, precision, and reduce the error rate (MAE, MSE, RMSE).

After that, it presents the methodology that we followed in conducting this research, the proposed solution, performance criteria, scenarios, and algorithms. The proposed solution is a robust framework for the MADS based on LSTM Autoencoder DL technique. It’s called RoMADS. Then, it explains how is the RoMADS model is evaluated, based on a number of parameters: the accuracy, recall & detection rate, F1-Score, precision, MAE, MSE, and RMSE. It presents the comparison between RoMADS model results with the previous eighteen models’ results from published scientific papers, which the RoMADS model overcame. The accuracy of the RoMADS model is 99.038%. RoMADS model results are considered strong results. It can contribute to more secure and reliable IoT systems without any fears or concerns about security and privacy. The RoMADS model is also scalable and adaptable to real IoT environments, improving security, preserving human privacy, and gaining more humans’ confidence. With respect to the results obtained after conducting the experiment, the proposed RoMADS model results successfully achieved the research objectives.

This research paper has added many benefits and values to the IoT environment security improving field. Among these gained values we may list the following:

1. It presents the state-of-the-art research and studies related to our study.
2. Proposed a solution based on DL techniques which is RoMADS framework, in order to improve the security and protection from malware.
3. Presented RoMADS framework architecture that combines fog computing architecture with IoT social architecture. The fog computing architecture gives RoMADS framework the concept of distrust the load on a number of smart gateways and smart sensors, which contributes to improving the time consuming aspect. The IoT social architecture works in a similar manner to the social relations between humans and, consequently, puts preventive security measures accordingly. This helps in improving the performance of real-time systems.
(4) To reduce the energy and time consumed, RoMADS framework checks and converts the traditional protocols to IoT protocols for all the packages coming to the IoT system.

(5) RoMADS framework has the ability to deal with the sequential of data with different lengths. It works to reduce the dimensions, remove the noise, and extract the main features.

(6) RoMADS framework has the ability to remember and store the important features of data for a long time, which contributes to obtaining an intelligent model that has a high capacity of detection, understanding, and analysis.

(7) RoMADS framework helps to exploit the devices currently available on markets by adapting and exploiting them in IoT environments. This helps to speed up the transition to smart IoT environments, which provides a comfortable and healthy life for humanity.

(8) RoMADS model results were as follows: 99.03% for Accuracy, 99.99% for Recall & Detection rate, 99.00% for F1-Score, 99.04% for Precision, 0.0096% for MAE, 0.0096 for MSE, and 0.0980 for RMSE.

(9) The RoMADS model experiment results surpassed eighteen models of previous research works related to this field. RoMADS framework is scalable, evolvable, and adaptable when it is applied in different real IoT environments.

Depending on the previous findings, results, and features, we expect that the RoMADS framework model will have an effective role in improving security of the IoT environments, increasing people’s confidence, as well as preserving their privacy.

This paper focuses on obtaining a high level of security and safety. In the coming research, we will have to study more in depth the false alarms to achieve a balance between usability and security, as well as implementing the RoMADS, which is a robust framework for MADS based on LSTM Autoencoder DL technique in a real IoT environment, and test how effective it is.

The major obstacle that this research faced was in finding a real IoT environment available for conducting experiments and testing the RoMADS framework, along with the high cost of the hardware and tools needed to build an IoT environment.
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**Abbreviations**
The following abbreviations are used in this manuscript:

| Acronym | Full Form |
|---------|-----------|
| IoT     | Internet of Things |
| Ref.    | References    |
| MDS     | Malware Detection System |
| ADS     | Anomaly Detection System |
| ML      | Machine Learning |
| ANN     | Artificial Neural Network |
| CNN     | Convolutional Neural Network |
Ars Association Rules
DL Deep Learning
DBN Deep Belief Network
DNN Deep Neural Network
LSTM Long Short-Term Memory
GAN Generative Adversarial Network
KNN K-Nearest Neighbor
NB Naive Bayes
PCA Principal Component Analysis
SAEs Neural Network-Stacked AutoEncoders
RNN Recurrent Neural Network
SVMs Support Vector Machines
MAE Mean Absolute Error
MSE Mean Square Error
RMSE Root Mean Square Error
DT Decision Tree
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