Prediction of Future Insurance Premiums When the Model is Uncertain
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ABSTRACT

It is an important task for an actuary in determining an appropriate premium price for each customer with different risks and characteristics. The purpose of this study is to determine the best model for pure general insurance premiums and variables that can affect the amount of pure premiums. One of statistical analyzes that can be used to model insurance premiums is Generalized Linear Models (GLM). GLM is an extension of the classic regression model that can accommodate the flexibility of its users to use multiple data distributions, but is limited to the exponential family distribution. In the GLM model the premium is obtained by multiplying the conditional expected value from frequency of claims and cost of claims. Based on the research that has been done, it is found that frequency of claims follows the Poisson distribution. Meanwhile, cost of claim follows the Normal distribution. From the two models, it is found that the variables that affect the pure premium are the type of work, the reason for the claim, the location of residence, the marital status and the class of the customer's vehicle. It indicates that the GLM model is a representative model and useful for the insurance company business.
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1. INTRODUCTION

Recently, the growth of general insurance in Indonesia has increased. It is due to a significant increase in the number of vehicles in the community. The effect is a higher risk of accidents. The basic role of insurance is to provide financial protection, by offering a method of risk transfer through cost coverage in the event of an accident. However, to be able to claim against the risk coverage given, customers are required to make premium payments during the coverage period. Basically, the risk experienced by each individual is different, so it is natural that each insured pays a different premium, according to the high risk faced. The difference in the cost of premiums is based on the heterogeneity of the insurance portfolio which leads to the anti-selection phenomenon [1]. In order to reduce the occurrence of this anti-selection phenomenon, it is necessary to make efforts to determine the general insurance premium rate, by dividing the insurance portfolio into sub-portfolios. This sub-portfolio division is based on certain influencing factors. Therefore, each class will contain policyholders who pay the same premium rates with the same risk profile.

One method that can be used in determining the premium rate is by multiplying the conditional expected value from the frequency of claims with the cost of claims, considering the observed risk characteristics [2]. One of the important roles of an actuary is to evaluate risk in the framework of determining the insurance premium rate. This is because actuaries will propose and apply statistical models that vary from time to time according to the characteristics of the observed data. In this context, the linear regression used to evaluate the impact of the influencing explanatory variables is Generalized Linear Models (GLM) [3]. GLM enables non-linear behavior modeling without having to pay attention to some burdensome assumptions according to existing data [4]. This aspect is very useful for general insurance analysis because the frequency of claims and the cost of claims can of course follow a more diverse distribution. The development of GLM itself has contributed to improving the quality of the risk prediction model and the fair rate-setting process based on the risk characteristics. The purpose of this study is to analyze the variables that affect general insurance premiums and to form the best model for calculating general insurance premiums.
2. DETAILS EXPERIMENTAL

2.1. Generalized Linear Models (GLM)

Linear regression analysis is a modeling with a statistical approach to determine the relationship between one variable and another, namely the response variable (the affected variable) and the explanatory variable (the causal variable). The regression approach in theory gets good results when the response variables are normally distributed and the data variance (data diversity) is constant. Generalized Linear Models (GLM) can overcome when the response variables are not normally distributed and the diversity of data is constant [5]. GLM is defined as an extension of linear regression using an exponential family distribution. The purpose of this GLM model is to estimate the response variable \( \gamma \) which depends on the explanation of the explanatory variables \( X \).

The observation variable \( Y \) which has an exponential family distribution has the following probability function [6]:

\[
f(y|\theta, \phi) = \exp \left( \frac{y\theta - b(\theta)}{\phi} + c(y, \phi) \right), \quad y \in S,
\]

where \( y \) is the response variable, \( \theta \) is the canonical variable, \( \phi \) is the scale variable, and \( S \) is the subset of the set of natural numbers (\( \mathbb{N} \)) or real numbers (\( \mathbb{R} \)). Meanwhile \( b(\theta) \) and \( c(y, \phi) \) are known functions. Some examples of members of the exponential family distribution are the Normal, Binomial, Poisson, Geometric, Negative Binomial, Exponential, Gamma, and Inverse Gaussian distributions. The exponential family distribution applies: \( E(y) = b(\theta) \) and \( Var(y) = \phi b'(\theta) \) [6].

As with linear regression models in general, the objective of the GLM model is to determine the conditional expected value of the response variable using existing observational data. In this case, the parameters \( \beta_1, \beta_2, \ldots, \beta_n \) will be determined through the link function of the mean value of the explanatory variable \( (\mu_i) \), which can be written as a linear combination of the explanatory variable \( x_i \) as follows:

\[
g(\mu_i) = \beta_0 + \sum_{j=1}^{n} \beta_j x_{ij} = x_i^T \beta = \eta_i,
\]

where \( \beta = (\beta_0, \beta_1, \ldots, \beta_n) \) is the column vector of size \((n + 1) \times 1\), \( x_i = \begin{pmatrix} x_{i1} \\ \vdots \\ x_{in} \end{pmatrix} \) is the vector column of size \((n + 1) \times 1\), \( n \) is the number of explanatory variables, \( p \) is the number of observations, \( g \) is a monotonous and differentiable function and is called a link function. This function relates the linear predictor \( \eta_i \) to the value \( \mu_i \). In this study, the link function used is the canonical link function \( g \), which is a function that satisfies \( g(\mu) = \theta \).

Table 1 presents some canonical link functions for several exponential family distributions.

| Distribution of \( y \)       | \( g(\mu) \)          | Link Function |
|-------------------------------|-----------------------|---------------|
| Normal                        | \( \mu \)             | Identity      |
| Binomial                      | \( \ln \frac{\mu}{n - \mu} \) | Logit         |
| Gamma (\( p = -1 \))          | \( \mu^p \)           | Negative inverse |
| Eksponensial (\( p = -1 \))   | \( \mu^p \)           | Negative inverse |
| Geometrik                     | \( \ln \frac{\mu - 1}{\mu} \) | Logit         |
| Poisson                       | \( \ln \mu \)         | Log           |
| Binomial Negatif (\( p = -2 \)) | \( \ln \frac{1}{1 + k\mu} \) | Logit         |
| Inverse Gaussian (\( p = -2 \)) | \( \mu^p \)           | Inverse squared |

2.2. Estimation of Claim Frequency Model Parameters

In general insurance, many have proven that in GLM, the calculation of the frequency of claims follows the Poisson distribution. The Poisson model as an archetype of modeling the "count of events", or commonly known in the actuarial literature as the frequency of claims [7]. The Poisson model is the main tool for modeling the frequency of claims in general insurance [8]–[11].

Discrete random variable \( Y \) is said to be Poisson random variable with parameter \( \lambda \), if for \( \lambda > 0 \) satisfies the following probability mass function:

\[
f(Y = y) = \frac{e^{-\lambda} \lambda^y}{y!}, \quad y = 0, 1, 2, \ldots
\]

In general, the expected value and variance of the Poisson distribution are the same, namely \( \lambda \) [12].

\[
E(Y = y) = Var(Y = y) = \lambda.
\]
By using the canonical link function for the Poisson distribution, namely the log link function then the claim frequency model is obtained as follows:

\[ g(\mu_i) = x_i^T \beta \quad \leftrightarrow \quad \ln \mu_i = x_i^T \beta \]

\[ \leftrightarrow \quad \mu_i = e^{x_i^T \beta} \quad (5) \]

The standard estimate for this model is the maximum likelihood estimation. The likelihood function is defined as follows:

\[ L(\beta) = \prod_{i=1}^{n} \frac{e^{-\lambda_i} \lambda_i^y}{y!} = \prod_{i=1}^{n} \frac{e^{-x_i^T \beta} (e^{-x_i^T \beta})^y}{y!}. \quad (6) \]

Based on equation (6), the log-likelihood function is obtained as follows:

\[ LL(\beta) = \ln L(\beta) = \sum_{i=1}^{n} [y \ln \lambda_i - \lambda_i - \ln y!] \]

\[ = \sum_{i=1}^{n} [yx_i^T \beta - x_i^T \beta - \ln y!]. \quad (7) \]

The likelihood estimator will be maximum if it meets the requirement that the first derivative of the log-likelihood function is zero and the condition is sufficient that the second derivative of the log-likelihood function is negative. It can be easily verified that the first partial derivative of the log-likelihood function exists and is expressed as follows:

\[ \frac{\partial LL(\beta)}{\partial \beta_j} = \sum_{i=1}^{p} (y - \lambda_i)x_{ij} \]

\[ = \sum_{i=1}^{p} (y - e^{x_i^T \beta}) x_{ij}, \quad (8) \]

while the second derivative of the log-likelihood function is as follows:

\[ \frac{\partial^2 LL(\beta)}{\partial \beta_j^2} = \sum_{i=1}^{p} -\lambda x_{ij} = \sum_{i=1}^{p} -e^{x_i^T \beta} x_{ij}, \quad (9) \]

for \( j = 1, 2, \ldots, n \)

The maximum likelihood estimate of \( \beta_j \) is the solution of equation (8) obtained from the condition that the first derivative of the log-likelihood function is zero. The equation is difficult to solve analytically, therefore it needs to be solved numerically using an iterative algorithm. The most commonly used iterative method is Newton-Raphson.

### 2.3. Estimation of Claim Cost Model Parameters

The cost of claims (or the economic compensation payable) is more difficult to predict than the frequency of claims. In this case the analysis is less clear because there is no distribution for positive real values. In some literature it is stated that the classic method that allows econometric modeling of the claim cost is the Gamma model. But there is a possibility of using the GLM model with a different distribution, because the data for each company is different. The following are some distributions for the continuous random variable that might fit the claim size data.

- **Normal Distribution**

Positive random variable \( Y \) is normally distributed if it follows the probability density function as follows:

\[ f(y) = \frac{1}{\sqrt{2\pi\sigma}} \exp \left( -\frac{1}{2} \left( \frac{y - \mu}{\sigma} \right)^2 \right), \quad (10) \]

where the expected value and variance are \( E(y) = \mu \) and \( Var(y) = \sigma^2 \) [6].

- **Exponential Distribution**

The exponential distribution is a continuous distribution which is usually used to model time-lapse cases between two occurrences of an event. A continuous random variable \( Y \) is said to have an exponential distribution if it satisfies the following probability density function:

\[ f(y) = \lambda e^{-\lambda y}, \quad y > 0 \quad (11) \]

where \( \lambda > 0 \) is the distribution rate parameter [13]. With the expected value and variance are, respectively \( E(y) = \frac{1}{\lambda} \) and \( Var(y) = \frac{1}{\lambda^2} \).

- **Gamma distribution**

The gamma distribution is an extension of the exponential distribution. Both are expressed in terms of the gamma function defined by:

\[ f(y) = \frac{1}{\Gamma(y)} \left( \frac{\nu}{\mu} \right)^y \exp \left( -\frac{\nu y}{\mu} \right) \frac{1}{y}, \quad (12) \]

for \( y > 0 \)

where the expected value and variance are \( E(y) = \mu \) and \( Var(y) = \frac{\mu^2}{\nu} \) [6].

- **Inverse Gaussian Distribution**

Positive random variable \( Y \) has inverse gaussian distribution if it follows the probability density function as follows:
\[ f(y) = \frac{1}{\sqrt{2\pi}^2\sigma} e^{-\frac{1}{2\sigma^2}(y - \mu)^2}, \tag{13} \]

where the expected value and variance are \( E(y) = \mu \) and \( \text{Var}(y) = \mu^2 \sigma^2 \) [6].

2.4. Pure Premium Calculation

In general insurance, pure premium represents the estimated cost of all claims made by policyholders during the coverage period. The calculation of premiums is based on a statistical method that combines all available information about the risks received, thereby providing a more accurate assessment of the rates charged to each insured [1].

Pure premium is the expected value of the amount of annual claims stated by the policyholder and is obtained by multiplying the expected value of the frequency of claims with the expected value of the claim cost. The estimated claim frequency with the claim cost can be stated as follows:

\[ E\left[\sum_{i=1}^{N} C_i\right] = E[N] \times E[C_i] \tag{14} \]

where \( N \) represents the number of claims and \( C_i \) represents the claim size of the policy, where the number of claims \( (N) \) is independent of the number of claims \( (C_i) \) [14]. As pointed out by Charpentier and Denuit (2005), the separate approach to frequency and size of claims is particularly relevant because the risk factors affecting the two components of the pure premium are usually different. In essence, a separate analysis of the two phenomena provides a clearer perspective on how risk factors affect the premium.

3. RESULTS AND DISCUSSION

3.1. Data Implementation

The empirical analysis in this study used statistical software SPSS version 26 and EasyFit 5.5 Professional. EasyFit software is used to determine the distribution of the response variable while SPSS software is used to determine the estimation of model parameters. The proposed method can also be used in other branches of general insurance (car insurance, building and fire insurance, travel insurance, etc.), taking into account the associated contract features.

In this paper, the data used is the United States auto insurance portfolio containing 9134 policies downloaded from the website [link to data source]. The elements included in the policy are the factors that are considered in this study. Thus, apart from the frequency and cost of claims variables, other variables are considered as risk factors, which are known at the beginning of policy formation by the insurer and are used to adjust the risk profile of each insured. This explanatory variable reflects the characteristics of the insured which includes, among others: city code, type of insurance (premium, basic, extended), education level, type of work, gender, income per month, location of residence (urban, rural), marital status, length of time. as a customer, the type of policy, the reasons for making a claim, the channel to be a policy participant, the vehicle class and the size of the vehicle.

3.2. Result

3.2.1. Model of Claim Frequency

In SPSS software, there are tools that can be used to estimate model parameters by providing information in the form of data distribution and link functions to be used. It is used to fit the regression model in the GLM framework. The Type III analysis, which is produced using this procedure, allows the evaluation of the contribution of each variable taking into account all other explanatory variables. At the initial stage, the partial likelihood ratio test will be carried out. This test aims to see the overall variables that affect the model. The results of the Type III analysis are presented in Table 2. In the likelihood ratio column, calculated for each variable, twice the difference between the log-likelihood model which includes all explanatory variables and the log-likelihood of the model obtained by removing one of the variables that has no significant effect.

Table 2. Partial likelihood ratio test to claim frequency

| Parameters            | Type III | Sig.  |
|-----------------------|----------|-------|
| Intercept             | 337.164  | 0.000 |
| City code             | 9.174    | 0.057 |
| Type of insurance     | 11.094   | 0.004 |
| Education level       | 3.282    | 0.350 |
| Type of work          | 27.859   | 0.000 |
| Gender                | 0.019    | 0.891 |
| Income per month      | 20.497   | 0.015 |
| Location of residence | 1.580    | 0.454 |
| Marital status        | 1.495    | 0.473 |
| Old as a customer     | 10.517   | 0.310 |
| Policy type           | 16.994   | 0.009 |
| Reason for claim      | 88.409   | 0.000 |
| Policy channels       | 2.689    | 0.442 |
| Vehicle class         | 15.486   | 0.008 |
| Vehicle size          | 1.254    | 0.534 |

The next stage is the Wald test. This test is conducted to see the impact of each risk factor on the observed response variables. This statistical test follows an
asymptotic Chi-Square distribution with degrees of freedom df, which represents the number of parameters associated with the analyzed variable. The results of the Type III analysis are presented in Table 3. Column Sig. shows the probabilities associated with the test used.

Table 3. Wald test of the frequency of claims

| Parameters          | Type III | Wald Chi-Square | Sig. |
|---------------------|----------|-----------------|------|
| Intercept           |          | 199.295         | 0.000|
| Type of insurance   |          | 4.635           | 0.099|
| Type of work        |          | 11.543          | 0.009|
| Income per month    |          | 9.443           | 0.397|
| Policy type         |          | 9.855           | 0.275|
| Reason for claim    |          | 40.239          | 0.000|
| Vehicle class       |          | 6.989           | 0.221|

It can be observed in Table 2 that the variables city code, education level, gender, location of residence, marital status, length of time as a customer, channel to get a policy and vehicle size have no significant effect on the frequency of claims. This can be seen in the p-value which is greater than the real level \( \alpha = 0.05 \). As a result, this variable is excluded from the model and the analysis will continue in the same way until the optimal factor combination \( p-value < 0.05 \) is obtained which can explain the variation in the frequency of claims. From the results of the analysis presented in Table 3, it can be seen that the frequency of claims is influenced by the type of work of the customer and the reason the customer makes a claim.

3.2.2. Model of Claim Cost

The next stage in determining the insurance premium is an estimate of the cost of claim based on the risk factors considered by the insurance company. In this study, it was found that the cost of claim follows the Normal distribution.

Let \( c_{i1}, c_{i2}, \ldots, c_{in_i} \) be the cost of claims made by the \( i \)th respondent, where \( n_i \) is the number of claims made by the insured \( i \), and \( c_i \) is the amount of claims that are assumed to be mutually independent. The random variable \( C_i \) is normally distributed if it follows the probability density function as follows:

\[
f(c_i) = \frac{1}{\sqrt{2\pi \sigma_i^2}} e^{-\frac{1}{2} \left( \frac{c_i - \mu_i}{\sigma_i} \right)^2}
\]

where the expected value and variance are \( E(c_i) = \mu_i \) and \( Var(c_i) = \sigma_i^2 \).

By using the canonical link function for the normal distribution, that is, the identity link function then the model for the size of the claim is obtained as follows:

\[
g(\mu_i) = x_i^T \beta \quad \mu_i = x_i^T \beta
\]

The standard estimate for this model is the maximum likelihood estimation. The likelihood function is defined as follows:

\[
L(\beta) = \prod_{i=1}^{n} \prod_{k=1}^{n_i} \frac{1}{\sqrt{2\pi \sigma_i^2}} \exp \left( -\frac{1}{2} \left( \frac{c_{ik} - \mu_i}{\sigma_i} \right)^2 \right).
\]

Based on equation (12), the log-likelihood function is obtained as follows:

\[
LL(\beta) = \ln L(\beta) = \frac{n_i}{2} \ln 2\pi + \sum_{i=1}^{n} \ln \frac{n_i}{\sigma_i} + \sum_{i=1}^{n} \left( \frac{c_{ik} - \mu_i}{\sigma_i} \right)^2
\]

The likelihood estimator will be maximum if it meets the requirement that the first derivative of the log-likelihood function is zero and the sufficient condition is that the second derivative of the log-likelihood function is negative. It can be easily verified that the first partial derivative of the log-likelihood function exists and is expressed as follows:

\[
\frac{\partial LL(\beta)}{\partial \beta_j} = \sum_{i=1}^{n} \sum_{k=1}^{n_i} \frac{(c_{ik} - \mu_i)x_i^T}{\sigma_i^2}
\]

for \( j = 1, 2, \ldots, n \)

While the second derivative of the log-likelihood function is as follows:

\[
\frac{\partial^2 LL(\beta)}{\partial \beta_j^2} = -\sum_{i=1}^{n} \sum_{k=1}^{n_i} \frac{x_i^2}{\sigma_i^2}
\]

for \( j = 1, 2, \ldots, n \)

The maximum likelihood estimate of \( \hat{\beta}_j \) is the solution of equation (14) obtained from the condition that the first derivative of the log-likelihood function is zero. The equation is difficult to solve analytically, therefore it needs to be solved numerically using an iterative algorithm. The most commonly used iterative method is Newton-Raphson.
The isolated analysis

\[ \gamma = \left[ \sum_{k=1}^{N_i} C_{ik} \right] = E[N_i] \times E[C_{ik}] \tag{21} \]

The results obtained are summarized in Table 6. The calculated value is the pure insurance premium set for the \( i^{th} \) policy, which is based on the variable vector \( x_i \). Considering this relationship in the insurance portfolio analyzed, the pure premiums for each policyholder category are determined based on the claims frequency model and the claim cost model, which includes all statistically relevant rate variables that explain variations in the frequency and cost of claims. was found that the cost of claim follows the Normal distribution.

The following shows the results of the claim frequency model and the claim cost based on the results the goodness of fit test obtained.

\[ E[N_i] = \mu_f = \exp(-1.098 + \beta_4 x_{4i} + \beta_{11} x_{11i}) \tag{22} \]

where \( N_i \) is the claim frequency for customer-i, \( \beta_4 \) is the model parameter for the variable type of work, customer-i, \( x_{4i} \) is the data on the type of work of the customer-i, \( \beta_{11} \) is the model parameter for the variable reason customer makes a claim, customer-i, \( x_{11i} \) is data on the reason the customer-i made a claim.

\[ E[C_{ik}] = \mu_c = 3790836673 + y_{4i} x_{4i} + y_{7i} x_{7i} + y_{9i} x_{9i} + y_{11i} x_{11i} + y_{13i} x_{13i} \tag{23} \]

where \( C_{ik} \) is the cost of the customer’s claim i with the magnitude-k, \( y_{4i} \) is the model parameter for the variable type of work, customer-i, \( x_{4i} \) is the data on the type of work of the customer-i, \( y_{7i} \) is the model parameter for the variable location where the customer-i lives, \( x_{7i} \) is data on the location of the residence of the customer-i, \( y_{11i} \) is the model parameter for the variable reasons for making a claim, customer-i, \( x_{11i} \) is data on the reason for the \( i^{th} \) customer to claim, \( y_{13i} \) is the model parameter for the \( i^{th} \) customer vehicle class variable, \( x_{13i} \) is \( i^{th} \) customer vehicle class data.

From equations (17) and (18), the pure premium model is obtained as follows:

\[ E \left[ \sum_{k=1}^{N_i} C_{ik} \right] = E[N_i] \times E[C_{ik}] \]

\[ = \left( e^{-1.098+\beta_4 x_{4i}+\beta_{11i} x_{11i}} \right) \times (3790836673 + y_{4i} x_{4i} + y_{7i} x_{7i} + y_{9i} x_{9i} + y_{11i} x_{11i} + y_{13i} x_{13i}) \]
CONCLUSIONS

General insurance pricing consists of determining the premium or rate paid by the insured to the insurance company as compensation for risk transfer. The calculation of insurance premiums is based on multiplying the estimated frequency and cost of claims.

This paper discusses about the analysis of Generalized Linear Models (GLM) to determine the best pure premium model according to the characteristics of policyholders. Therefore, as a first step, the claim frequency is estimated by means of a GLM model with a Poisson distribution. In the next analysis stage, using the GLM model with a normal distribution, an estimate of the average cost of claims that is appropriate for each group of policyholders is determined. In the end, the results show that for new customers, insurance premiums are determined by considering a series of risk factors, such as type of work, reasons for making claims, location of residence, marital status and class of customer vehicles.

The conclusions of this study are representative and useful for insurance company business, but are not in general so that they cannot be applied to all portfolios or insurance companies. On the one hand, this aspect is justified by the data used and the risk factors considered during the analysis process, meaning that each insurer can use different information about the insured to their advantage. On the other hand, the data used were not obtained through random selection regarding the entire population of policyholders.
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