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WiFi networks are widely and densely deployed as infrastructure in smart spaces. However, differentiated services with guaranteed access bandwidths are not supported in traditional WiFi networks. In this paper, wireless virtual access networks are established to provide guaranteed downlink bandwidths for primary users. For each primary user with a demanded access bandwidth, a group of APs are coordinated to serve it. In order to maximize network utilization, two wireless virtual access network scheduling algorithms are designed. One scheduling algorithm is designed based on the maximum independent set in the conflict graph, which has an exponential computation complexity. The other scheduling solution is based on a greedy strategy with linear complexity. Simulation results prove that both scheduling algorithms improve network utilization effectively, and the greedy algorithm is more suitable for practical use.

1. Introduction

As important infrastructure, WiFi networks are widely and densely deployed in many smart space scenarios [1, 2], such as smart home [3], smart building [4], and smart campus [5]. WiFi-enabled smart devices access the Internet as stations when they are associated with WiFi access points (APs). Since WiFi networks are based on IEEE 802.11 standards, distributed coordinate function (DCF) is adopted as the media access control (MAC) mechanism in most cases. With such MAC mechanism, all wireless nodes including both APs and stations have almost equal opportunity to randomly access the channel, and the quality of service (QoS) cannot be guaranteed due to contention and backoff. In many smart space cases, downlink traffic is far more than uplink traffic, and some users demand various but guaranteed downlink bandwidths. For example, a 4-channel HD (high-definition) monitor may demand a guaranteed downlink bandwidth of 16 Mbps, and a remotely controlled device may only require a downlink bandwidth of 100 kbps which is also guaranteed. Traditional WiFi networks cannot support such differentiated and guaranteed service. Hence, wireless network virtualization is introduced into WiFi networks to meet the personalized bandwidth requirements of the users.

Wireless network virtualization is an emerging technology which has attracted much attention in recent years [6, 7], and WiFi network virtualization is studied for service isolation [8] or seamless roaming [9]. With wireless network virtualization, network infrastructure can be decoupled from the services that it provides, where differentiated services can coexist on the same infrastructure, maximizing its utilization [10]. In order to provide guaranteed QoS for the users, virtual networks are established and operated in isolation from each other. In order to manage and maintain virtual networks automatically, software-defined networking (SDN) technology is utilized to control network resources for data transmission [11]. At least one controller is deployed in SDN to take charge of resource allocation.

In this paper, two types of WiFi network users in downlink traffic dominated smart space are considered, which are the primary users and the secondary users. The primary users have specific access bandwidth requirements,
and the secondary users do not have such requirements. Wireless virtual access networks (VANs) are established in software-defined WiFi networks to provide primary users with differentiated and guaranteed access bandwidths. The residual bandwidth is allocated to the secondary users to provide them the best-effort service. In order to improve network utilization, the VANs should be scheduled subtly to maximize the residual bandwidth. Hence, two scheduling algorithms are designed. In the first scheduling algorithm which is called MISS, most VANs without conflict are found out based on the maximum independence set to transmit concurrently, which has an exponential computation complexity. The second scheduling algorithm is a greedy algorithm which has a linear computation complexity; thus, it is named LINS. Extensive simulations are conducted to evaluate the performances of MISS and LINS. Based on the simulation result analysis, MISS outperforms LINS slightly in network utilization maximization, but LINS has higher efficiency than MISS.

The contributions of this paper are summarized as follows:

1. A framework of the wireless virtual access network is proposed for downlink traffic dominated WiFi networks to provide differentiated services with guaranteed downlink bandwidths.
2. Two wireless virtual access network scheduling algorithms, i.e., MISS and LINS, are designed to maximize the WiFi network utilization.
3. A simulator is developed to evaluate the performances of the two scheduling algorithms, and a conclusion is drawn that LINS is more suitable for practical use.

The remainder of the paper is organized as follows. Related work is summarized in Section 2. The system model is described in Section 3. In Section 4, two VAN scheduling algorithms are designed. Experimental results are analyzed in Section 5, and the paper is concluded in Section 6.

2. Related Work

Wireless network virtualization is considered a promising technology to improve resource utilization, QoS, security, and so forth, which has become a research hotspot in recent years [6, 12, 13]. In wireless network virtualization, a logical function is decoupled from the physical resource. According to the mapping relation between the physical resource and logical function, the related work can be divided into three types, that is, isolation, aggregation, and hybrid.

In the isolation type of wireless network virtualization, multiple virtual networks coexist on the same physical wireless network without mutual interference. It is a one-to-many relationship from a physical network to virtual networks. The virtual networks are isolated from each other in at least one dimension, such as time, frequency, space, and coding [14]. In [8], the virtual access network in the wireless mesh network is proposed to provide guaranteed access bandwidth, and the virtual access networks are assigned different OFDMA subcarriers for isolation. In this paper, virtual access networks are constructed in commodity WiFi networks to provide primary users with guaranteed access bandwidths. The distinct feature of this paper is that virtual access networks are isolated in the time domain, and two scheduling algorithms are designed correspondingly.

In the aggregation type of wireless network virtualization, multiple physical devices serve as a virtual entity together. It is a many-to-one relationship from physical devices to virtual entity. For example, in [15], a mechanism that multiple APs are virtualized into a single AP is described. With the help of virtual AP, seamless roaming within the WiFi network is achieved, and AP diversity is employed to enhance the transmission rate. In this paper, we leverage the similar AP virtualization mechanism with [15] but extend it to support multiple virtual access networks with guaranteed bandwidths.

The hybrid type of wireless network virtualization is a combination of the above two types, in which the physical networks and virtual networks have a many-to-many relationship. In [16], for instance, the isolated virtual networks are supported by heterogeneous physical networks. The wireless network virtualization scheme in this paper also belongs to the hybrid type. In our proposed scheme, multiple APs are virtualized into a single AP, while the physical WiFi network accommodates multiple virtual access networks.

To the best of our knowledge, this is the first attempt to combine the virtual access network with AP aggregation virtualization.

3. System Model

In this paper, downlink traffic dominated smart space scenario is considered. In the scenario, a software-defined WiFi network is deployed to provide Internet access to devices. In the software-defined WiFi network, all the APs are managed by a controller. The wireless interfaces of all the APs are configured into identical parameters, including IP address, MAC address, channel, and ESSID. Hence, multiple APs act as a unique virtual AP [15]. If the APs are set to different nonoverlapping channels to increase the network capacity, the APs on the same channel are organized into a virtual AP. In this case, multiple virtual APs exist in the WiFi network, and each virtual AP operates in the way described in this paper. When a station is associated with the virtual AP, it accesses the Internet through the WiFi network. If the station transmits a packet to the virtual AP, all the APs within its transmission range receive it. These APs are organized into a group to serve the station. The AP group forms a wireless virtual access network (VAN) for the station. Each AP in the group periodically reports the signal strength of the station to the controller. When a downlink packet is needed to send to the station, it is firstly multicast to each member in the AP group, and one AP from the group is chosen by the controller to transmit the packet to the station according to the signal strength. Meanwhile, the controller commands other APs which may cause collisions to keep silent. Without the controller, multiple APs may contend for the channel to transmit packets, and collisions may cause...
serious performance degradation. In order to avoid a collision caused by uplink transmissions, the APs always set the contention window to 0. Therefore, the downlink transmission has a higher priority than the uplink transmission.

The users in the WiFi network are classified into two types, i.e., the primary users (PUs) and the secondary users (SUs). The primary user PU is an access bandwidth requirement of the primary user, i.e., a wireless node in a VAN is either an AP or a station. Denote the interference radius of the AP as \( R_i \). The distance between two VANs, \( V_1 \) and \( V_2 \), is defined as

\[
D(V_1, V_2) = \min_{n \in V_1, n_j \in V_2} d(n_i, n_j),
\]

where \( d(n_i, n_j) \) is the distance between wireless nodes \( n_i \) and \( n_j \) and a wireless node in a VAN is either an AP or a station.

### 4. Wireless Virtual Access Network Scheduling Algorithms

Finding optimal scheduling for such an environment is an NP-hard problem [19]; two VAN scheduling algorithms are designed to find approximate optimal solutions. The first scheduling algorithm is based on the maximum independent set, and it is referred to as MISS. The second one is a greedy algorithm which has linear complexity, thus it is called LINS. The scheduling algorithm is executed by the controller.

#### 4.1. MISS.

The MISS algorithm explores the confliction relationships between the VANs of the primary users based on the conflict graph of the network. The maximum independent set of the conflict graph indicates the largest set of VANs which any VAN does not interfere with each other. Thus, these VANs can be activated at the same time.

As shown in Algorithm 1, in the scheduling process, the maximum independent set of the conflict graph is found. Each VAN in the maximum independent set is allocated a time interval with the length equal to the shortest bandwidth requirement in the set. If the bandwidth requirement of \( v_i \) (the VAN for PU) is satisfied, it is removed from the conflict graph. Repeat the process until all the VANs are provided their demanded bandwidths.

From another perspective, the concurrent transmissions of different VANs should be maximized, and the active time for all primary users is minimized using appropriate scheduling:

\[
\min B_p.
\]

To determine whether VANs can transmit concurrently, a conflict graph should be constructed and maintained by the controller. In the conflict graph, a node represents a VAN. If two VANs conflict, an edge exists between the corresponding nodes.

Denote the interference radius of the AP as \( R_i \). Two VANs do not interfere with each other if their distance is larger than \( R_i \). The distance between two VANs, \( V_1 \) and \( V_2 \), is defined as

\[
A_i = a_{i1} \cup a_{i2} \cup \ldots \cup a_{in},
\]

The total length of these time intervals should be equal to the access bandwidth requirement of the primary user, i.e.,

\[
b_i = \sum_{j=1}^{n} L(a_{ij}).
\]

After catering to the bandwidth requirements of all the primary users, the residual bandwidth is used by the secondary users, as shown in Figure 1. The residual bandwidth is denoted as \( B_s \) (bandwidth for secondary users), and the total bandwidth for primary users is \( B_p \). They are computed as follows:

\[
B_s = 1 - B_p,
\]

\[
B_p = S(\{b_i | i = 1, 2, \ldots, m\}),
\]

where \( S(\{b_i | i = 1, 2, \ldots, m\}) \) means the total bandwidth allocated to \( m \) primary users under a certain scheduling scheme.

In order to improve the network utilization, the VANs should be scheduled skillfully to maximize the residual bandwidth. Therefore, the optimization objective is to maximize the residual bandwidth as follows:

\[
\max B_s.
\]

From another perspective, the concurrent transmissions of different VANs should be maximized, and the active time for all primary users is minimized using appropriate scheduling:
Since the process of finding the maximum independent set has a complexity of $O(2^n)$, the computation complexity of MISS is $O(2^n)$, which is exponential.

4.2. LINS. To achieve low computation complexity, LINS is designed based on a greedy strategy. LINS schedules the VANs in the descending order of demanded bandwidths. The VAN with the largest demanded bandwidth is allocated active time first. For the following VAN, it is assigned as early as possible active time in which it does not interfere with other scheduled VANs, as shown in Algorithm 2. Different from MISS, each VAN is allocated a continuous service time interval under the scheduling of LINS.

Lines 1 to 4 are also an initialization process. Since the VANs are scheduled in the descending order of the

![Diagram of wireless virtual access networks](image)

Figure 1: An example of wireless virtual access networks.
bandwidth requirement, the VAN with the largest demanded bandwidth is fetched in Line 5, and it is allocated a service time as early as possible from Lines 6 to 10.

The computation complexity of LINS is $O(n)$, which is linear.

4.3. Case Study. Suppose four VANs coexist in a WiFi network, and the conflict graph of them is demonstrated in Figure 2. Each node in the conflict graph represents a VAN. If a line connects two nodes, it means the corresponding VANs interfere with each other.

The demanded bandwidths of the four primary users are 0.3, 0.3, 0.2, and 0.2, respectively. The scheduling schemes under MISS and LINS are shown in Figure 3.

For MISS, a maximum independent set containing User 1 and User 3 is found firstly, according to the interference relation. In this maximum independent set, User 3 has the least demanded bandwidth. Hence, the two users are allocated an active interval with the length of 0.2, which is the demanded bandwidth of User 3. After this interval, the bandwidth requirement of User 3 has been satisfied, and it is removed from the conflict graph. In the next round of the loop, another maximum independent set containing User 1 and User 4 is found. Since the remainder unsatisfied bandwidth requirement of User 1 is 0.1, which is lower than the demanded bandwidth of User 4, the two users are allocated an active interval with the length of 0.1. After that, User 1 is removed from the conflict graph because the total length of the allocated active intervals equals its demanded bandwidth. In the next round, a maximum independent set containing only User 2 is found, and it is allocated an interval with the length of 0.3. At last, User 4 is allocated an interval after User 2’s interval, because an earlier continuous interval cannot be found.

Besides the bandwidth allocated to primary users, the residual bandwidth can be used by secondary users. In this case, the residual bandwidth of MISS is 0.3, while the residual bandwidth of LINS is 0.2. Hence, more bandwidth is residual under the scheduling of MISS, and the WiFi network has a higher utilization.

It is revealed from the case that MISS has a more fine-grained scheduling than LINS, but LINS has higher efficiency.

5. Performance Evaluation

A simulator is developed, and extensive simulations are carried out to evaluate the performance of the proposed VAN scheduling algorithms.

5.1. Experiment Setup. A WiFi network with 25 APs and 50 primary users is generated in the simulator. The APs are deployed as a $5 \times 5$ grid in a 500 m $\times$ 500 m rectangular area. The primary users distribute randomly in the area, following a uniform distribution. Both the transmission range and the interference range of the wireless node follow a disk model, and the transmission radius is 100 m and the interference

```
Input: conflict graph $G = (V, E)$, $b$ of each PU in descending order
Output: active time $A_i$ for each $v_i \in V$
(1) for each $v_i \in V$ do
(2) $A_i = \emptyset$;
(3) $v_i \text{ length} = b_i$;
(4) while $V \neq \emptyset$ do
(5) Find out $v_{\text{max}} \in V$ with the largest length;
(6) Find out the earliest time $t$ in which $v_{\text{max}}$ does not interfere with other scheduled VANs;
(7) $a_j \text{ begin} = t$;
(8) $a_j \text{ length} = v_{\text{max}} \text{ length}$;
(9) $A_i = A_i \cup a_j$;
(10) $V = V - \{v_{\text{max}}\}$
```

**Algorithm 2: LINS.**

![Figure 2: An example of the conflict graph.](image)
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radius is 150 m. The default parameters in the simulations are listed in Table 1.

A benchmark is introduced as a comparison with MISS and LINS, which is called SUM. The SUM is the sum of the required bandwidths of all primary users without considering the possible overlaps between them as follows:

\[ \text{SUM} = \sum b_i \quad (7) \]

To evaluate the performance from multiple perspectives, the following metrics are measured:

1. For the sake of fair comparison, optimized service time for all primary users to that of SUM ratio (OTS) is presented as a new metric (computed as the following equation):

\[ \text{OTS} = \frac{O}{\text{SUM}} \quad (8) \]

where \( O \) is the total service time for primary users under the scheduling of MISS or LINS. OTS is a ratio between 0 and 1, and it should be minimized.

2. The average time costs for scheduling (i.e., the time for program execution) should be minimized.

3. The residual bandwidth for secondary users should be maximized.

5.2. Experiment Results. When the number of primary users varies from 10 to 100, the OTSs of MISS and LINS are shown in Figure 4. The OTSs of both MISS and LINS range from 40% to 50% and do not change obviously with the increase in the number of primary users. In each case, the OTS of MISS is slightly lower than that of LINS (2% on average), which indicates that MISS outperforms LINS only a little.

When changing the distances between the adjacent APs from 50 meters to 150 meters, the OTSs of MISS and LINS are shown in Figure 5. As the AP density decreases, the OTSs of the two scheduling algorithms decline slowly. This is because when the distance between APs increases, the transmission conflicts among AP groups reduce, and more concurrent transmissions are available. The OTSs of MISS are smaller than those of LINS, and the differences between MISS and LINS are still limited.

In Figure 6, the OTSs of MISS and LINS are displayed when the demanded access bandwidth scope of primary users changes. From the results, it can be seen that the demanded access bandwidth scope of primary users does not affect OTSs of the two scheduling algorithms.

From Figures 4–6, it is concluded that MISS has lower OTS than that of LINS when different parameters change. However, the differences between the two scheduling algorithms are quite small.

The average time costs for scheduling under different circumstances are also measured. In Figure 7, when the number of primary users increases from 10 to 100, the time cost of MISS surges exponentially, while the time cost of

---

**Table 1: Default parameters in the simulations.**

| Parameter                              | Default value |
|----------------------------------------|---------------|
| Number of APs                          | 25            |
| Number of primary users                | 50            |
| Demanded bandwidth of primary users    | 0.02          |
| Distance between adjacent APs (m)      | 100           |
| Transmission radius of AP (m)          | 100           |
| Interference radius of AP (m)          | 150           |

---

**Figure 3:** Scheduling comparison of MISS and LINS.

**Figure 4:** OTS of MISS and LINS when the number of primary users varies.

**Figure 5:** Scheduling comparison of MISS and LINS.
LINS has a slight linear increment. The different computation complexities of the two scheduling algorithms lead to this result.

The time costs relative to AP densities are shown in Figure 8. The time cost of MISS still has obvious growth. In this case, however, the time cost of LINS even decreases slowly, because transmission conflicts reduce.

When the demanded bandwidth scope of the primary users becomes larger, the time cost of MISS has a slight increment, while the time cost of LINS keeps stable, as depicted in Figure 9. The differences between the two algorithms are still large.

From Figures 7–9, it is concluded that the time cost of MISS grows much faster than that of LINS. The difference is obvious especially when the scale of the WiFi network is large. The reason is that MISS has an exponential computing complexity, and LINS has a linear complexity. Since the two scheduling algorithms have similar performance in OTS, LINS is more suitable for practical use. Hence, in the following simulations, only LINS is compared with the benchmark SUM.

The residual bandwidth is provided to secondary users, which should be maximized to improve network utilization. When the number of the primary users changes, the residual bandwidths of LINS and SUM are demonstrated in Figure 10. Thanks to the concurrent transmission scheduled by LINS, the residual bandwidth of LINS decreases much slower than that of SUM.

In Figure 11, the residual bandwidth of LINS increases slightly when the APs are deployed sparsely, while the AP density does not affect the residual bandwidth of SUM.

As shown in Figure 12, when the demanded bandwidths of the primary users increase, the residual bandwidth of
SUM decreases greatly. However, LINS has a slower rate of descent, owing to its scheduling. From Figures 10–12, a conclusion can be drawn that the network utilization is improved due to transmission scheduling in WiFi networks.

6. Conclusion

To provide differentiated and guaranteed downlink bandwidth for devices in smart spaces, a framework of wireless virtual access network was designed in software-defined WiFi networks. Based on this framework, two scheduling algorithms, that is, MISS and LINS, were proposed to maximize the network utilization. The MISS algorithm employed the maximum independent set in the conflicted graph to increase concurrent transmissions of AP groups. The LINS algorithm scheduled the AP groups in a linear order, which had lower computation complexity than MISS. Extensive simulation experiments were conducted, and the results indicated that both algorithms scheduled wireless virtual access networks effectively. Nevertheless, the LINS algorithm was more suitable for practical use due to its high efficiency.
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