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Abstract

We use the sky-average spectrum measured by EDGES High-band (90–190 MHz) to constrain parameters of early galaxies independent of the absorption feature at 78 MHz reported by Bowman et al. These parameters represent traditional models of cosmic dawn and the epoch of reionization produced with the 21cmFAST simulation code. The parameters considered are (1) the UV ionizing efficiency (ζ); (2) minimum halo virial temperature hosting efficient star-forming galaxies (T_{\text{vir}}^{\text{min}}); (3) integrated soft-band X-ray luminosity (L_{\text{X}<2\,\text{keV}}/\text{SFR}); and (4) minimum X-ray energy escaping the first galaxies (E_{\text{vir}}), corresponding to a typical H I column density for attenuation through the interstellar medium. The High-band spectrum disfavors high values of T_{\text{vir}}^{\text{min}} and ζ, which correspond to signals with late absorption troughs and sharp reionization transitions. It also disfavors intermediate values of L_{\text{X}<2\,\text{keV}}/\text{SFR}, which produce relatively deep and narrow troughs within the band. Specifically, we rule out 39.4 < \log_{10}(L_{\text{X}<2\,\text{keV}}/\text{SFR}) < 39.8 (95% C.L.). We then combine the EDGES High-band data with constraints on the electron-scattering optical depth from Planck and the hydrogen neutral fraction from high-z quasars. This produces a lower degeneracy between ζ and T_{\text{vir}}^{\text{min}} than that reported by Greig & Mesinger using the Planck and quasar constraints alone. Our main result in this combined analysis is the estimate 4.5 \leq \log_{10}(T_{\text{vir}}^{\text{min}} / K) \leq 5.7 (95% C.L.). We leave the evaluation of 21 cm models using simultaneously data from EDGES Low- and High-band for future work.
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1. Introduction

The absorption spectral feature detected recently by the EDGES collaboration (Bowman et al. 2018), centered at 78 MHz, is consistent with many expectations for the timing of formation of the first stars (Furlanetto et al. 2006; Pritchard & Furlanetto 2007; Pritchard & Loeb 2010; Mesinger et al. 2013; Cohen et al. 2017; Greig & Mesinger 2017b). However, the best-fit absorption amplitude, ~0.5 K, is significantly larger than traditional models for the sky average, or global, 21 cm signal could physically allow. Theoretical models have already been proposed to explain a deep absorption, which either invoke a stronger radiation background (e.g., Ewall-Wice et al. 2018; Feng & Holder 2018) or a colder intergalactic medium (IGM) (e.g., Tashiro et al. 2014; Muñoz et al. 2015; Barkana 2018; Barkana et al. 2018; Berlin et al. 2018; Fialkov et al. 2018; Muñoz & Loeb 2018) during cosmic dawn. Other studies have focused on aspects beyond the amplitude of the signal. For instance, Mirocha & Furlanetto (2018) explore the apparent conflict between the implied redshift of the absorption feature and high-z projections of ultraviolet galaxy luminosity functions. In parallel to these theoretical works, efforts are underway (e.g., Bernardi et al. 2016; Singh et al. 2017, 2018; Price et al. 2018) to independently verify the detection, which resulted from the analysis of data gathered with the two EDGES Low-band instruments. Until the detection is verified, it is important to rigorously evaluate traditional models of high-z galaxies using different measurements.

In this paper, we use the EDGES High-band spectrum presented in Monsalve et al. (2017b) to constrain astrophysical parameters of early galaxies from the widely used 21cmFAST simulation code3 (Mesinger & Furlanetto 2007; Mesinger et al. 2011). We do not rely on data or results from EDGES Low-band, and do not assume that the absorption feature detected by Bowman et al. (2018) corresponds to the cosmological 21 cm signal.

To derive the astrophysical constraints, we evaluate the consistency between the High-band spectrum and 10,000 global 21 cm signals, each of which is the result of a 21cmFAST simulation. This analysis is conducted in a Bayesian framework that accounts for statistical and systematic uncertainties in the spectrum. It provides one- and two-dimensional probability density functions (PDFs) for the astrophysical parameters after marginalizing over the other 21cmFAST parameters, as well as over parameters of the foreground model. This is a significant improvement over previous works that have reported preliminary astrophysical constraints derived from the evaluation of a limited number of 21 cm signals (Singh et al. 2017, 2018), and works that have only considered phenomenological models for the signal (Bernardi et al. 2016; Monsalve et al. 2017b).

We also compute astrophysical constraints combining the EDGES High-band spectrum with constraints on (1) the electron-scattering optical depth, \( \tau_e \), from Planck
(Planck Collaboration XLVII 2016), and (2) the average fraction of neutral hydrogen, $x_{HI}$, from high-$z$ quasars (Mortlock et al. 2011; McGreer et al. 2015; Greig et al. 2017).

This paper is organized as follows. In Section 2 we briefly review the EDGES High-band data. In Section 3 we describe the 21cmFAST astrophysical parameter space explored. In Section 4 we describe the analysis and computation of the parameter PDFs. In Section 5 we present and discuss the results. Finally, in Section 6 we summarize this work.

2. Observations

EDGES High-band was a single-antenna, total-power radiometer that measured the sky temperature spectrum in the frequency range 90–190 MHz, corresponding to $14.8 > z > 6.5$. It observed between 2015 and 2017 from the Murchison Radio-astronomy Observatory in Western Australia.

The High-band spectrum used in this analysis is described in Monsalve et al. (2017b). It was produced by averaging nighttime measurements of the low foreground sky range 0.26–6.26 hr local sidereal time, conducted between 2015 September 7 and October 26. The data were calibrated by removing the time-dependent instrument gain and offset, which were obtained through a combination of (1) a high-accuracy pre-deployment laboratory characterization of the receiver and (2) field measurements of an internal ambient load and noise source, measured by the receiver in a continuous cycle alternating between the internal sources and the antenna (Rogers & Bowman 2012; Monsalve et al. 2017a). We removed the effect of small signal reflections between the antenna and receiver input using measurements of their reflection coefficients. We also estimated and removed the effects of antenna and ground loss using measurements, theoretical models, and electromagnetic simulations. Finally, we removed the effect of the antenna beam chromaticity using the electromagnetic model of the beam and a model for the diffuse foreground based on the Haslam 408 MHz map (Haslam et al. 1982) and the Guzmán 45 MHz map (Guzmán et al. 2011). We excised data affected by radio-frequency interference, primarily in the FM band (87–108 MHz) and in the channels around 137 MHz used by the ORBCOMM satellites. The resulting spectrum is dominated by the power-law synchrotron emission of the galaxy. After removal of a best-fit, five-term polynomial, it has residuals of 17 mK. For details about the observations, calibration, and data analysis, we point the reader to Rogers & Bowman (2012) and Monsalve et al. (2017a, 2017b).

3. Astrophysical Parameters

To model the 21 cm signal, we use the publicly available 21cmFAST simulation code (Mesinger & Furlanetto 2007; Mesinger et al. 2011), with the model parametrization outlined in Greig & Mesinger (2017b). Although, in principle we can access six 21cmFAST astrophysical parameters, in this paper we only explore four parameters whose variations result in perceivable changes in the 21 cm signal above the measurement uncertainty. These four parameters are briefly described below. For more detailed descriptions, we refer the reader to the works cited above.

$\zeta$: the ionizing output of dark matter halos that host galaxies. A constant $\zeta$ corresponds to a constant ionizing luminosity to halo mass for high-$z$ galaxies; even though this is unlikely to be strictly true, it can effectively translate to a halo-mass-averaged ionizing efficiency. It controls the timing of reionization, with increasing values shifting reionization to earlier epochs.

$T_{\text{vir}}$: the minimum halo virial temperature hosting efficient star-forming galaxies. Smaller halos are assumed to be unable to support star formation, due to feedback and/or inefficient gas cooling. $T_{\text{vir}}$ effectively controls the timing of the epoch of IGM heating and of reionization. Decreasing $T_{\text{vir}}$ produces more abundant, smaller-mass galaxies, resulting in these cosmic milestones occurring at earlier times and progressing more slowly.

$L_{X < 2 \text{keV}} / SFR$: the X-ray luminosity per star formation rate escaping the galaxy, integrated up to 2 keV. In this model, X-ray photons escaping into the IGM are responsible for the IGM heating prior to reionization. A lower $L_{X < 2 \text{keV}} / SFR$ produces a colder IGM, leading to a delayed and deeper absorption trough in the global 21 cm signal.

$E_0$: the threshold energy for the self-absorption of X-rays by the interstellar medium of the host star-forming galaxy. Decreasing the threshold energy produces more soft X-ray photons which are absorbed closer to the host galaxy leading to inhomogeneous IGM heating. Increasing $E_0$ results in inefficient, uniform IGM heating.

Greig & Mesinger (2017b) show the sensitivity of the global signal to changes in each of the 21cmFAST parameters. The parameters that least impact the global signal are the maximum horizon for ionizing photons within the ionized regions ($R_{\text{mfp}}$) and the spectral index of the X-ray spectral energy distribution ($\alpha_X$). Therefore, throughout this work, we adopt the fixed values $R_{\text{mfp}} = 15.0 \text{ Mpc}$ and $\alpha_X = 1.0$. The choice for $R_{\text{mfp}}$ is broadly consistent with the sub-grid recombination models of Sobacchi & Mesinger (2014), while the choice for $\alpha_X$ roughly corresponds to the spectral index of high-mass X-ray binaries (Mineo et al. 2012).

For the remaining four parameters, we take the fiducial ranges outlined in Greig & Mesinger (2017b):

1. $\zeta \in [10, 250]$, $T_{\text{vir}} \in [10^4, 10^6] \text{ K}$,
2. $L_{X < 2 \text{keV}} / SFR \in [10^{38}, 10^{42}] \text{ erg s}^{-1} \text{ M}_\odot^{-1} \text{ yr}$,
3. $E_0 \in [0.1, 1.5] \text{ keV}$.

Using 21cmFAST, we generate 10,000 unique models of the global 21 cm signal to span our 4D astrophysical parameter space by randomly drawing from uniform parameter distributions (uniform in log scale for $T_{\text{vir}}$ and $L_{X < 2 \text{keV}} / SFR$). For each model, we simulate a new set of initial conditions and calculate the global signal from $z = 27$ ($\sim 50 \text{ MHz}$) to $z = 6$ ($\sim 200 \text{ MHz}$). At each redshift snapshot output by 21cmFAST, we use a $300^3 \text{ Mpc}^3$ simulation volume with 200 voxels per side length. While alternative sampling approaches such as Latin-Hypercube sampling could be considered, for our purposes, a random distribution is sufficient owing to the relatively small dimensionality (i.e., four).

4. Analysis

To derive constraints on the astrophysical parameters, we use a Bayesian approach centered on the computation of the data likelihood for all the astrophysical models. We obtain parameter constraints under two scenarios: (1) using EDGES (High-band) data only and (2) applying three observational
constraints in addition to the EDGES data. The rest of this section provides details about the analysis.

4.1. EDGES Data Likelihood

Here, we describe the computation of the EDGES data likelihood for the 21 cm signals associated to each astrophysical model. We start by modeling the uncertainty in the EDGES integrated spectrum as Gaussian and, thus, write the likelihood of the data as

\[
\mathcal{L}(d|\theta) = \frac{1}{\sqrt{(2\pi)^N|\Sigma|}} \times \exp \left\{ -\frac{1}{2} (d - m(\theta))^T \Sigma^{-1} (d - m(\theta)) \right\},
\]

where \(d\) is our spectrum with \(N_f\) frequency channels, \(m\) is the model for the spectrum with parameters \(\theta\), and \(\Sigma\) is the covariance matrix of the data, of size \(N_f \times N_f\). The model of the spectrum is the sum of the model for the 21 cm signal and the model for the foreground, which are functions of different parameters:

\[
m(\theta) = m_{21}(\theta_{21}) + m_{fg}(\theta_{fg}).
\]

Here, \(\theta_{21}\) represents the four-element vector of astrophysical parameters associated with the 21 cm signal, and \(\theta_{fg}\) is the vector of foreground parameters.

We model the foreground with the polynomial expression (Mozdzen et al. 2016; Monsalve et al. 2017a, 2017b)

\[
m_{fg}(\theta_{fg}) = \sum_{i=0}^{N_{fg}-1} a_i \nu^{-2.5+i} = A \theta_{fg}
\]

The \(A\) matrix has a size \(N_f \times N_{fg}\), where the \(N_{fg}\) columns correspond to the \(\nu^{-2.5+i}\) basis functions. The first function, with \(i = 0\), primarily accounts for the contribution to the brightness temperature by Galactic synchrotron radiation. Other terms fit additional spectral structure in the sky or contributions from residual calibration effects. To determine the optimum number of terms in the foreground model over 90–190 MHz, we compute the weighted residuals rms for a range of \(N_{fg}\) values. We see the rms going through a knee at \(N_{fg} = 5\). Specifically, for \(N_{fg} = 1, 2, 3, 4\), the rms are 7100, 758, 200, and 57 mK, respectively. At \(N_{fg} = 5\) the rms is 17 mK, and adding more terms decreases the rms by \(<1\) mK. Thus, in this analysis we use \(N_{fg} = 5\).

Other models for the diffuse foreground have been proposed. The most popular is the \(\log(T) = \sum_{nm} (\log \nu^m) \) expression, which also tries to capture the temperature, spectral index, and departures of the spectrum from a power law (Pritchard & Loeb 2010; Harker et al. 2012, 2016; Voytek et al. 2014; Bernardi et al. 2015, 2016; Harker 2015). Non-parametric alternatives have also been suggested (Switzer & Liu 2014; Vedantham et al. 2014), some of which rely on training sets from simulated observations using instrument models and all-sky radio maps (Tauscher et al. 2018). Unfortunately, the absolute accuracy of the models and maps is not yet high enough to reach agreement between simulations and measurements at the desired level of a few tens of mK or better (i.e., Haslam et al. 1982; de Oliveira-Costa et al. 2008; Guzmán et al. 2011; Sathyarayana Rao et al. 2017a; Zheng et al. 2017). Although we considered using other models, including the linearized physical foreground model introduced in

Bowman et al. (2018), whose basis functions approximate the expected contributions from Galactic synchrotron radiation and the ionosphere, we ultimately chose to use Equation (3). This is a generic expression that with few terms can model our spectrum, which is potentially subject to low-level calibration residuals (Mozdzen et al. 2016; Monsalve et al. 2017a). We note that although Singh et al. (2017, 2018) use “maximally smooth” functions (Sathyarayana Rao et al. 2015, 2017b) in laboratory tests and simulations, during the analysis of sky data they also rely on generic polynomials to model their instrument-filtered foreground signal.

We can evaluate Equation (3) analytically at any foreground parameter values. However, the 21 cm signals in our library are fixed. For this reason, we cannot compute Equation (1) for random values of the full parameter vector (astrophysical + foreground). Instead, to explore the astrophysical parameter space, we compute the likelihood for each 21 cm signal in our library as follows. (i) First, we subtract the 21 cm signal from the spectrum. (ii) Then, we subtract from (i) the foreground model that best fits the difference in (i). (iii) Finally, we compute the likelihood for the 21 cm signal from the residuals in (ii) after marginalizing over the uncertainty in the foreground parameters. This approach represents an alternative to the simultaneous exploration of the full parameter space with techniques such as Markov Chain Monte Carlo (MCMC). We leave the MCMC analysis for future work, as we are currently testing tools for efficient evaluation of 21 cm signals for random combinations of astrophysical parameters.

Now, we provide details of the process outlined in the previous paragraph. Taking advantage of the linearity of the foreground parameters, we compute their maximum likelihood estimator (MLE) as follows:

\[
\hat{\theta}_{fg} = \left( A^T \Sigma^{-1} A \right)^{-1} A^T \Sigma^{-1} (d - m_{21}(\theta_{21})).
\]

This MLE maximizes the likelihood along the foreground parameter axes having conditioned on a selection of astrophysical parameters, \(\theta_{21}\). The foreground parameters can now be written in terms of the MLE and a deviation term,

\[
\theta_{fg} = \hat{\theta}_{fg} + \delta_{fg}.
\]

Correspondingly, the foreground model can be expanded as follows:

\[
m_{fg}(\theta_{fg}) = m_{fg}(\hat{\theta}_{fg}) + m_{fg}(\delta_{fg}) = A \hat{\theta}_{fg} + A \delta_{fg}.
\]

With this foreground model, whose only free parameters are \(\delta_{fg}\), Equation (1) becomes a function of \(\theta_{21}\) and \(\delta_{fg}\), and can be written as

\[
\mathcal{L}(d|\theta_{21}, \delta_{fg}) = \frac{1}{\sqrt{(2\pi)^N|\Sigma|}} \times \exp \left\{ -\frac{1}{2} (d_* - A \delta_{fg})^T \Sigma^{-1} (d_* - A \delta_{fg}) \right\},
\]

\[
d_* = d - m_{21}(\theta_{21}) - m_{fg}(\hat{\theta}_{fg}).
\]
model,
\[ \mathcal{L}(d|\theta_2) = \int \mathcal{L}(d|\theta_2, \delta_f) d\delta_f \]
\[ = \sqrt{\frac{(2\pi)^{N_f-N_c}}{|\Sigma||C^{-1}|}} \exp \left\{ -\frac{1}{2} \mathbf{d}_f^T (\Sigma + V)^{-1} \mathbf{d}_f \right\}. \]  

where \( C = (A^T \Sigma^{-1} A)^{-1} \) is the 5 \( \times \) 5 covariance matrix of the foreground parameters, \( V = (\Sigma_f^{-1} - \Sigma^{-1})^{-1} \), and \( \Sigma_f = A C A^T \) is the \( N_f \times N_c \) covariance matrix of the foreground model in the frequency domain. The dependence of \( \mathcal{L} \) on the astrophysical parameters is only through \( d_f \). \( C \) and \( V \) have to be calculated only once, as they depend only on (1) the covariance matrix of the data and (2) the foreground model. This enables us to process many 21 cm signals very efficiently.

The covariance matrix of the data, \( \Sigma \), is the sum of the covariance matrix of the noise and a matrix that accounts for systematic uncertainty. The noise covariance matrix is diagonal and describes the channel variance resulting from the effective system temperature and integration time. For reference, the channel standard deviation at 140 MHz with a channel width of 390.6 kHz is 6 mK.

Our systematics covariance matrix represents the variations in the spectral residuals to a five-term foreground model, for different values of the calibration parameters within their uncertainty range. To estimate this matrix, we propagate the uncertainty in the calibration parameters to the spectrum in a Monte Carlo (MC) fashion. In each MC realization, we calibrate the data by randomly perturbing all the calibration parameters simultaneously in the ranges listed in Table 1 of Monsalve et al. (2017b). Then, we compute the rms residuals across the spectrum to our five-term foreground model. Finally, we identify the 68% upper limit for the MC rms distribution and subtract the minimum rms of the distribution, which occurs for our nominal calibration. From this computation, we obtain a 68% limit of 35 mK. Due to the wide range of perturbation possibilities resulting from all uncertainty sources affecting simultaneously, we categorize the channel-to-channel systematic uncertainty as uncorrelated. Thus, we arrive at the diagonal systematics covariance matrix \( \Sigma_{\text{sys}} = (35 \text{ mK})^2 I_{N_c} \). We are leaving for future work the estimation of a more refined covariance matrix. See Section 5.4.

Using a more restrictive foreground model that only accounts for the expected physical foreground contributions could reduce the covariance with the 21 cm signals. However, it could also lead to (1) higher residuals from the fit to the nominal spectrum if low-level calibration errors are present and (2) a higher systematic uncertainty estimate, derived as described in the previous paragraph. As an example, fitting the High-band spectrum with the linearized physically motivated foreground model of Bowman et al. (2018), Equation (1), produces higher residuals rms than Equation (3) with five terms. Thus, using such a model might ultimately result in weaker overall constraints and larger effects from fit residuals. For our model of Equation (3), these effects are discussed in Sections 5.1 and 5.2.

### 4.2. Additional Observational Constraints

In our second analysis scenario, we apply three observational constraints in addition to the EDGES data. They correspond to

1. The constraint on the electron-scattering optical depth from Planck, \( \tau_e = 0.058 \pm 0.012 \) (Planck Collaboration XLVII 2016). We model this constraint as Gaussian with center and standard deviation as provided by that estimate.
2. A constraint on \( \tilde{x}_{HI} \) from the “dark fraction,” i.e., the fraction of pixels dark in both Ly\( \alpha \) and Ly\( \beta \), in the spectra of high-redshift quasars. This constraint is independent from reionization modeling. McGreer et al. (2015) recently obtained a 1σ upper limit of \( \tilde{x}_{HI} \leq 0.06 + 0.05 \) at \( z = 5.9 \). We model this limit as a uniform probability distribution over \( \tilde{x}_{HI} \leq 0.06 \) and a one-sided Gaussian, with \( \sigma = 0.05 \) for \( \tilde{x}_{HI} > 0.06 \).
3. The first\(^{10} \) detection (2σ) of an ongoing reionization, obtained from a Ly\( \alpha \) damping wing: the \( \tilde{x}_{HI} \) PDF from the analysis of the \( z = 7.1 \) quasar ULASJ1120+0641 (Mortlock et al. 2011; Greig et al. 2017) with the “Small H II” model\(^{11} \) of reionization.

In this combined analysis scenario, the likelihood for each astrophysical model is obtained by multiplying the likelihood of the EDGES data for the 21 cm signal (Section 4.1), by the likelihood of \( \tau_e, \tilde{x}_{HI} \) at \( z = 5.9 \), and \( \tilde{x}_{HI} \) at \( z = 7.1 \), for the same model, computed from the constraints in points 1–3 above.

### 4.3. Astrophysical PDFs

We interpolate the likelihood computed for our sample of astrophysical parameter values onto a grid of 40 equally spaced bins along each of the four dimensions. The interpolation is performed using an inverse distance weighting scheme that uses the simple Shepard’s method, where we weigh the 4D distance between the interpolated position and the values originally sampled, \( r \), as \( w = r^{-12} \). The exponent of −12 was selected to minimize numerical artifacts in our interpolated probability space. We tested values −4, −8, and −12, and verified that the choice does not alter the shapes of the PDFs or the marginalized 68% and 95% probability limits.

We then assume uniform priors for the astrophysical parameters (uniform in \( \log_{10} \) scale for \( T_{\text{mir}} \) and \( L_{X<2\text{keV}}/\text{SFR} \)) and numerically integrate the gridded 4D likelihood to obtain marginalized 1D and 2D posterior PDFs for each parameter and parameter pair. We smooth these PDFs (both 1D and 2D) with a Gaussian kernel of scale 1.5 in order to minimize small-scale numerical artifacts that resulted from the interpolation procedure.

### 5. Results and Discussion

The results are summarized in Figures 1–5 and in Table 1. Figure 1 shows a random sample of 50 global signals and their probability from the analyses (a) with EDGES data alone and (b) incorporating the additional constraints on \( \tau_e \) and \( \tilde{x}_{HI} \). We see that the EDGES data disfavor signals with the absorption trough, or relatively sharp parts of the trough, within our band (90–190 MHz), consistent with the results in Monsalve et al. (2017b). The \( \tau_e \) and \( \tilde{x}_{HI} \) constraints have a

---

\(^{10} \) While preparing this manuscript, Bahados et al. (2017) reported the detection of a new \( z = 7.5 \) quasar with preliminary IGM constraints consistent with Greig et al. (2017).

\(^{11} \) The reionization morphology of this simulation is characterized by numerous, small cosmic H II regions as reionization is driven by halos with masses of \( 10^8 \lesssim M_h/M_\odot \lesssim 10^9 \). The results in this paper are insensitive to this choice of morphology.

---
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significant effect and reduce the probability of the majority of
the signals shown by \( \geq 3 \) orders of magnitude.

We discuss the other figures and the main results next.

5.1. EDGES Data Only

In Figure 2, we see that the EDGES High-band spectrum
provides significant discrimination across the parameter space.
The most interesting constraints are those for \( T_{\text{vir}}^{\text{min}} \) and
\( L_{X<2\text{keV}}^{\text{SFR}} \) (second and third parameters), including their
joint PDF, because changes in the value of these parameters
have the largest impact on the global signal.

\( T_{\text{vir}}^{\text{min}} \) regulates the minimum mass of halos that produce star-
forming galaxies, which strongly affects the timing of the IGM
heating and reionization. Lower values of \( T_{\text{vir}}^{\text{min}} \) result in
spectral features produced earlier, with a significant fraction of
the absorption trough occurring at frequencies below the
EDGES High-band range. Higher values produce troughs to
which we have higher sensitivity. This leads to the expectation
of lower probabilities as \( T_{\text{vir}}^{\text{min}} \) increases.

\( L_{X<2\text{keV}}^{\text{SFR}} \) controls the IGM heating, therefore it has a
significant impact on the timing, depth, and width of the
absorption trough. For this parameter, we expect our highest
sensitivity to be below the middle of the range, where the
trough is relatively deep and narrow. For high values, the
troughs are narrow but shallow, while low values result in late,
deep, and wide troughs, as the heating is inefficient and the
IGM temperature continues its descending trend before it
slowly reacts to the heating.

We see in the \( T_{\text{vir}}^{\text{min}} \) and \( L_{X<2\text{keV}}^{\text{SFR}} \) panels of Figure 2
that the PDFs are broadly consistent with expectations. The
data disfavor high values of \( T_{\text{vir}}^{\text{min}} \) and intermediate values of
\( L_{X<2\text{keV}}^{\text{SFR}} \). The high-probability region of low \( T_{\text{vir}}^{\text{min}} \) and
high \( L_{X<2\text{keV}}^{\text{SFR}} \), condensed in the upper-left corner of the
panel \( T_{\text{vir}}^{\text{min}} - L_{X<2\text{keV}}^{\text{SFR}} \), corresponds to signals with most of
the absorption trough below the EDGES High-band range. The
models in the lower-right corner of the same panel (\( \log_{10}(T_{\text{vir}}^{\text{min}}) \geq 5.7 \) and \( \log_{10}(L_{X<2\text{keV}}^{\text{SFR}}) \leq 39 \)) have high
probabilities because although they represent “cold” EoR
scenarios with deep absorption troughs, the troughs fall close to
the high-frequency limit of the EDGES band, where we have low sensitivity.

To develop a better intuition for the structure in the PDFs of the astrophysical parameters, especially $T_{\text{vir}}^\text{min}$ and $\zeta$, we correlated the probability of the 21 cm signals with the phenomenological parameters of their absorption troughs (center, depth, and width) and (2) computed the PDFs for a variety of simulated EDGES High-band spectra. Specifically, through point (2), we studied the impact of the residuals of the measured spectrum to a five-term foreground model fit. These residuals are shown in Figure 4(b) of Monsalve et al. (2017b), and can be described as ripples across the spectrum with a period of $\approx 20$ MHz, an amplitude that decreases with frequency, and a weighted rms over frequency of 17 mK. In these tests, the simulated spectra consisted of the best-fit foreground model plus noise and ripples that match the real data. In some tests, we varied the amplitude of the ripples, and in others we added ripples only within specific sub-bands of the spectrum. The simulations also included the systematic uncertainty assigned to the real data. For reference, in Appendix B, Figure 5, we show the PDFs resulting from a simulated spectrum that only includes the foreground model and noise. Comparing that figure with Figure 2 illustrates the impact of the ripples on our results. From our simulations, and referring to Figures 2 and 5, we derive the following main conclusions:

1. The high-probability region of low $T_{\text{vir}}^\text{min}$ and high $L_{X<2 \text{keV}}$/SFR is not sensitive to the structure in the spectrum above the smooth foreground model.
2. The high-probability blob in the upper-right corner of the panel $T_{\text{vir}}^\text{min} - L_{X<2 \text{keV}}$/SFR (including its lower-probability tail along the diagonal), is produced by ripples in the measured spectrum below $\sim 110$ MHz. Most signals corresponding to this blob have shallow ($\lesssim 100$ mK) absorption troughs centered around that frequency.
3. Ripples in the range $\sim 110$–140 MHz are responsible for the high-probability intersection of $5.0 \lesssim \log_{10}(T_{\text{vir}}^\text{min}) \lesssim 5.5$, $\log_{10}(L_{X<2 \text{keV}}$/SFR) $\lesssim 39.5$, and $E_0 \gtrsim 0.6$. The corresponding signals have deep ($\gtrsim 200$ mK), but wide (FWHM $\gtrsim 50$ MHz) troughs.

Parameters $\zeta$ and $E_0$ have a lower impact on the global 21 cm signal, but the EDGES data can still discriminate across the value ranges explored. $\zeta$ represents the ionizing efficiency and...
thus has control over the timing and the sharpness of the signal throughout reionization, both while in absorption (reionization happening in parallel to X-ray heating) and emission. As the value of this parameter increases, the reionization transition is sharper, therefore higher values are disfavored by the data.

$E_0$ represents the low-energy limit of the heating X-ray spectrum. It affects the signal in a way related to, but subtler than, $L_{X<2\text{ keV}}/\text{SFR}$ (Greig & Mesinger 2017b). Lower values of this parameter tend to produce sharper signals and are disfavored by the data.

The broad high-probability patterns in Figure 2 are not likely to change significantly with comparable data sets that cover the same frequency range unless there is a significant reduction in noise level and uncertainty assumed. On the other hand, the high-probability blobs described above for $T_{\text{vir}}^{\text{min}}$ and $L_{X<2\text{ keV}}/\text{SFR}$ could be reduced in the future with a smoother spectrum, assuming that the ripples in the current EDGES High-band data are due to instrumental artifacts or an incomplete foreground model.

In the upper half of Table 1, we present the 68% and 95% marginalized limits for the four astrophysical parameters from EDGES data alone. As a reference result, we reject $L_{X<2\text{ keV}}/\text{SFR}$ below 39.4 at 95% confidence.

### 5.2. Combined Constraints

Figure 3 builds on the findings of Greig & Mesinger (2017a), who derived constraints on the parameters that are most sensitive to the reionization history, $\zeta$, $R_{\text{mfp}}$, and $T_{\text{vir}}^{\text{min}}$, using constraints on $\tau_e$ from Planck and $x_{\text{HI}}$ from high-$z$ quasars. We point the reader to that work for details and context, in particular their Figures 5 and 8, which are the most relevant for comparison with our results. In our Figure 3, we show results after incorporating the same $\tau_e$ and $x_{\text{HI}}$ constraints to our EDGES analysis. As mentioned in Section 3, due to the low sensitivity of the global signal to changes in $R_{\text{mfp}}$, we do not include this parameter in our analysis, but instead we explore $L_{X<2\text{ keV}}/\text{SFR}$ and $E_0$, which characterize the IGM X-ray heating.

Out of the four parameters, our interest here focuses on $\zeta$ and $T_{\text{vir}}^{\text{min}}$. Both regulate the timing of reionization, thus they suffer from a degeneracy when constrained using just $\tau_e$ and $x_{\text{HI}}$. As shown in Greig & Mesinger (2017a), these constraints reduce the probability of high $\zeta$ and, even more strongly, the probability of low $T_{\text{vir}}^{\text{min}}$. We see in Figures 2 and 3 that the EDGES measurement contributes to the combined result by disfavoring high values of both, $\zeta$ and $T_{\text{vir}}^{\text{min}}$. As a result, the
joint PDF for these parameters in Figure 3 (second row, first column) has a narrower high-probability region than in Greig & Mesinger (2017a). In particular, we estimate $4.5 \leq \log_{10}(T_{\text{vir}}/K) \leq 5.7$ at 95% confidence.

The combined analysis disfavors low values of $E_0$ more strongly than EDGES alone. For $L_{X < 2 \text{ keV}} / \text{SFR}$, this analysis still disfavors values in the middle of the range, but the probability of the lowest and especially the highest values of this parameter is reduced relative to Figure 2.

From the simulations described in Section 5.1, we also identify the effects on Figure 3 of the ripples in the spectrum above the foreground model. Specifically, reducing the ripple amplitude at $\sim 110$ MHz shifts the high-probability peak at $\log_{10}(L_{X < 2 \text{ keV}} / \text{SFR}) \approx 41.5$ to slightly higher values (favoring signals with the absorption trough at lower frequencies), while reducing the ripples at $\sim 130$ MHz reduces the probability at $\log_{10}(L_{X < 2 \text{ keV}} / \text{SFR}) \lesssim 39$. All of this also results in lower probability for high values of $\zeta$ and $T_{\text{vir}}$, reducing their covariance.

In the lower half of Table 1, we present the 68% and 95% marginalized limits from the combined analysis.

5.3. Probability of the Global 21 cm Signals

The combined analysis assigns low probability to a large fraction of global 21 cm signals. Most of the signals that remain with high probability can be identified with one of the two high-probability regions in the PDF of $L_{X < 2 \text{ keV}} / \text{SFR}$. This results in two main “bands” of signals that remain favored. We see hints of this in Figure 1(b), where the majority of the 50 signals have very low probability (yellow) and the favored signals (green and blue) either have most features at low frequencies, corresponding to high $L_{X < 2 \text{ keV}} / \text{SFR}$, or have troughs that are deep and wide within the EDGES High-band range, corresponding to low $L_{X < 2 \text{ keV}} / \text{SFR}$.

We present a more complete picture of this in Figure 4, where we plot the 10,000 signals used in this analysis and highlight those that have the highest 5% probability (500 signals). These high-probability signals have a brightness temperature within $\pm 25$ mK at $z \approx 6$ and, although they span a wide range of features, with absorption peaks between $\sim 70$ MHz and $\sim 130$ MHz, we can identify two prominent high-probability bands: signals with troughs centered below and above $\sim 110$ MHz. Most of these signals are smooth over $90 – 190$ MHz and can be well fitted by our foreground model to within the uncertainties. However, some signals with peaks at $\sim 105$ and $\sim 130$ MHz are in the top 5% because they match ripples in the spectrum above the foreground model close to those frequencies. As discussed in Sections 5.1 and 5.2, we identified the effect of this spectral structure through simulations. When this structure is removed in simulated data, the signals with peaks at $\sim 105$ and $\sim 130$ MHz are replaced in the top 5% by signals with peaks at $\lesssim 90$ MHz. Despite this change in some specific signals, the two-band pattern is also present in these simulations of spectrally smooth data, which indicates that this is a robust result from the combined analysis.

In light of the claim by Bowman et al. (2018) of an absorption feature centered at 78 MHz, it is interesting to note that several high-probability signals in Figure 4 have troughs at $\sim 70 – 90$ MHz. Regardless of the non-standard depth of the feature detected, having an absorption trough in that range would increase the probability of those signals. However, those signals have $T_{\text{vir}} \sim 10^4$, which is at the corner of our astrophysical parameter space. In our combined analysis that only uses the High-band spectrum, those values for $T_{\text{vir}}$ are disfavored at $>95\%$ confidence after marginalization of the posterior over the parameter space (see Figure 3 and Table 1).

5.4. Future Work

In this paper, we have improved on Monsalve et al. (2017b) by incorporating the systematic uncertainty in the spectrum into the likelihood computation. However, although the adopted uncertainty level is realistic, its covariance matrix is still generic in that it treats all spectral variations possible within that envelope as equally likely. To refine the systematics...
covariance matrix, we plan to conduct a more rigorous characterization of possible spectral perturbation modes of the instrument. This characterization could be joined with analysis techniques that model the instrument passband in terms of orthogonal modes derived from perturbation training sets (Burns et al. 2017; Tauscher et al. 2018).

We also leave for future work the evaluation of 21cmFAST and other 21 cm models—especially those proposed recently to account for the large absorption feature at 78 MHz—simultaneously using data from the EDGES Low- and High-band instruments, which would provide a total frequency coverage of 50–190 MHz.

### Table 1

| Parameter                  | R   | 68%   | 95%   | 68%   | 95%   | Unit     |
|----------------------------|-----|-------|-------|-------|-------|----------|
| **EDGES Data Only**        |     |       |       |       |       |          |
| \(\zeta\)                  | ... | 10    | 154.6 | 10    | 228.2 |          |
| \(\log_{10}(T_{\text{vir}}^{\text{min}})\) | ... | A 4   | 4.9   | 4     | 5.7   | K        |
| \(\log_{10}(\frac{L_{<2\,\text{keV}}}{\text{SFR}})\) | ... | B 38  | 38.8  | 38    | 39.4  | K \(\text{erg yr}^{-1} \, M_{\odot}^{-1}\) |
| \(E_0\)                    |     | 0.58  | 1.5   | 0.23  | 1.5   | keV      |
| **Combined Analysis**      |     |       |       |       |       |          |
| \(\zeta\)                  | ... | 10    | 148.4 | 10    | 222.3 |          |
| \(\log_{10}(T_{\text{vir}}^{\text{min}})\) | ... | C 5   | 5.6   | 4.5   | 5.7   | K        |
| \(\log_{10}(\frac{L_{<2\,\text{keV}}}{\text{SFR}})\) | ... | C 38  | 39    | 38    | 39.5  | K \(\text{erg yr}^{-1} \, M_{\odot}^{-1}\) |
| \(E_0\)                    | ... | 0.62  | 1.5   | 0.23  | 1.5   | keV      |

**Note.** For some parameters, a given probability volume (68% or 95%) is contained within two disjoint regions due to the shape of their marginalized distribution. Here, we represent those disjoint regions as two rows identified by the same letter under the “R” column head.

Figure 5. Astrophysical parameter PDFs derived from a simulated EDGES High-band spectrum consisting of the foreground model (Equation (3)) that best fits the real spectrum plus realistic noise. The spectrum does not incorporate ripples or other structure. The computation accounts for the same systematic uncertainty assigned to the real spectrum.
The astrophysical parameter constraints were computed within a Bayesian framework based on the evaluation of the data likelihood for a wide range of parameter values. The likelihood accounts for estimates of uncertainty in the data due to noise and calibration effects. We obtain the PDF of the astrophysical parameters after assuming uniform priors for these parameters and marginalizing over the five parameters of the foreground model.

We disfavor a wide range of 21 cm signals with absorption troughs in the EDGES High-band range, consistent with the expectations from Monsalve et al. (2017b). This translates into significant constraints for the astrophysical parameters. In particular, from EDGES data alone, we disfavor high values of $\zeta$ and $T_{\text{vir}}^\text{min}$, and intermediate values of $L_X^{2 \text{ keV}/\text{SFR}}$. Specifically, we rule out $39.4 < \log_{10}(L_X^{2 \text{ keV}/\text{SFR}}) < 39.8$ at 95% confidence.

Incorporating the constraints on $\tau_e$ and $\chi_{11}$ into the analysis significantly reduces the high-probability region of the joint PDF for $T_{\text{vir}}^\text{min}$ and $\zeta$. These two parameters control the timing of the epoch of heating and reionization, and suffer from degeneracy relative to previous results that only relied on the $\tau_e$ and $\chi_{11}$ constraints. From this combined analysis we estimate $4.5 < \log_{10}(T_{\text{vir}}^\text{min}/K) < 5.7$ at 95% confidence.

The signals with highest probabilities from the combined analysis have brightness temperature within $\pm 25$ mK at $z \approx 6$, and absorption troughs centered below $\sim 130$ MHz. Across this signal range we observe two high-probability bands, which have absorption peaks at $\sim 70$–$110$ MHz and $\sim 110$–$130$ MHz, respectively. Although there are several high-probability signals with absorption peaks at $\sim 70$–$90$, in the range of the detected feature (Bowman et al. 2018), they correspond to $T_{\text{vir}}^\text{min} \sim 10^5$. After marginalization, this value is disfavored at $>95\%$ confidence by our combined analysis that uses the EDGES High-band spectrum. We leave for future work the evaluation of traditional and recent models for the global 21 cm signal using simultaneously data from EDGES Low- and High-band.

We thank Rennan Barkana, Anastasia Fialkov, Jordan Mirocha, and Julian Muñoz for useful discussions. We are grateful to the reviewer for valuable comments and suggestions. This work was supported by the NSF through research awards for the Experiment to Detect the Global EoR Signature (AST-0905990, AST-1207761, and AST-1609450). R.A.M. was supported by the NASA Solar System Exploration Virtual Institute cooperative agreement 80ARCo17M0006, and by the NASA Ames Research Center grant NNX16AF59G. The Centre for All-Sky Astrophysics in 3D (ASTRO 3D) is an Australian Research Council Centre of Excellence, funded by grant CE17010013. This work was also supported by the European Research Council (ERC) under the European Union’s Horizon 2020 research and innovation programme (grant agreement No 638809—AIDA—PI: Mesinger), EDGES is located at the Murchison Radio-astronomy Observatory. We acknowledge the Wajarri Yamatji people as the traditional owners of the Observatory site. We thank CSIRO for providing site infrastructure and support.

Software: 21cmFAST (Mesinger et al. 2011), Astropy (The Astropy Collaboration et al. 2013), Ipython (10.1109/MCSE.2007.53), Numpy (10.1109/MCSE.2011.37), Scipy (10.5281/zenodo.1036423), Matplotlib (10.5281/zenodo.573577), Healpy (Górski et al. 2005), h5py (10.5281/zenodo.877338).

Appendix A
Marginalization of Foreground Parameters

Here, we develop the equation for the marginal likelihood of the 21 cm signals, presented in Section 4.1.

The exponent of the likelihood in Equation (7) can be written as

$$\frac{1}{2} d_T^T \Sigma^{-1} d_T - \frac{1}{2} \delta_{fg}^T A^T \Sigma^{-1} A \delta_{fg} + d_T^T \Sigma^{-1} A \delta_{fg}. \quad (10)$$

The likelihood marginalized over $\delta_{fg}$, therefore, is

$$\int \mathcal{L}(d|\theta_{21}, \delta_{fg}) d\delta_{fg} = \frac{1}{\sqrt{(2\pi)^n|\Sigma|}} \exp \left\{ -\frac{1}{2} d_{fg}^T \Sigma_{fg}^{-1} d_{fg} \right\} \times \int \exp \left\{ -\frac{1}{2} \chi^2_{fg} \right\} d\delta_{fg}, \quad (11)$$

where

$$\frac{1}{2} \chi^2_{fg} = -\frac{1}{2} \delta_{fg}^T A^T \Sigma^{-1} A \delta_{fg} + d_T^T \Sigma^{-1} A \delta_{fg}. \quad (12)$$

We can solve this integral (Equation (11)) by recalling that the integral over a zero-mean multivariate Gaussian distribution plus a linear term is given by (Kern et al. 2017)

$$\int \exp \left\{ -\frac{1}{2} x^T Q x + B^T x \right\} d^n x = \frac{1}{|Q|^n} \exp \left\{ \frac{1}{2} B^T Q^{-1} B \right\}. \quad (13)$$

We can express $-\frac{1}{2} \chi^2_{fg}$ (Equation (12)) in the form expected on the left-hand side of Equation (13) by making $x = \delta_{fg}$, $n = N_{fg}$, $Q = A^T \Sigma^{-1} A$ and $B = A^T \Sigma^{-1} d_T$. After applying Equation (13) with these replacements, we obtain the following marginalized likelihood:

$$\int \mathcal{L}(d|\theta_{21}, \delta_{fg}) d\delta_{fg} = \frac{(2\pi)^{N_{fg}}}{|\Sigma||A^T\Sigma^{-1}A|} \exp \left\{ -\frac{1}{2} \chi^2_{fg} \right\}. \quad (14)$$

$$\chi^2_{fg} = d_T^T \Sigma^{-1} d_T - d_T^T \Sigma^{-1} A (A^T \Sigma^{-1} A)^{-1} A^T \Sigma^{-1} d_T. \quad (15)$$

In principle, Equations (14) and (15) are our main result. However, we can rewrite it in a simpler form by making some substitutions. First, we identify $C = (A^T \Sigma^{-1} A)^{-1}$ as the covariance matrix of the foreground parameters, and $\Sigma_{fg} = A C A^T$ as the foreground covariance projected to the frequency domain. With this, we rewrite Equation (15) as

$$\chi^2_{fg} = d_T^T [\Sigma^{-1} - \Sigma_{fg}^{-1} \Sigma_{fg} \Sigma^{-1}] d_T. \quad (16)$$

We can further simplify the expression in brackets by applying the Woodbury matrix identity:

$$(\Sigma + V)^{-1} = \Sigma^{-1} - \Sigma^{-1}(\Sigma^{-1} + V^{-1})^{-1} \Sigma^{-1}, \quad (17)$$

where $V = (\Sigma_{fg}^{-1} - \Sigma^{-1})^{-1}$. With this, we arrive at

$$\mathcal{L}(d|\theta_{21}) = \frac{(2\pi)^{N_{fg}}}{|\Sigma||C^{-1}|} \exp \left\{ -\frac{1}{2} d_T^T (\Sigma + V)^{-1} d_T \right\}. \quad (18)$$

which is again presented in Equation (9).
Appendix B
PDFs from Simulation

Here, we present Figure 5 as reference for the discussion of Section 5.1.
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