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Abstract: The behavioral and neural dynamics of response inhibition deficits in alcohol use disorder (AUD) are still largely unclear, despite them possibly being key to the mechanistic understanding of the disorder. Our study investigated the effect of automatic vs. controlled processing during response inhibition in participants with mild-to-moderate AUD and matched healthy controls. For this, a Simon Nogo task was combined with EEG signal decomposition, multivariate pattern analysis (MVPA), and source localization methods. The final sample comprised n = 59 (32♂) AUD participants and n = 64 (28♂) control participants. Compared with the control group, AUD participants showed overall better response inhibition performance. Furthermore, the AUD group was less influenced by the modulatory effect of automatic vs. controlled processes during response inhibition (i.e., had a smaller Simon Nogo effect). The neurophysiological data revealed that the reduced Simon Nogo effect in the AUD group was associated with reduced activation differences between congruent and incongruent Nogo trials in the inferior and middle frontal gyrus. Notably, the drinking frequency (but not the number of AUD criteria we had used to distinguish groups) predicted the extent of the Simon Nogo effect. We suggest that the counterintuitive advantage of participants with mild-to-moderate AUD over those in the control group could be explained by the allostatic model of drinking effects.
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1. Introduction

Alcohol Use Disorder (AUD) is a chronic disease characterized by uncontrolled drinking, despite negative consequences [1], and is one of the leading causes of morbidity and mortality in European countries [2]. Most current therapeutic approaches primarily are aimed at reducing craving and/or attenuating the reinforcing effects of alcohol [3–5]. Still, patients often fail to remain abstinent for longer periods after the treatment programs end [6,7]. For these reasons, there is growing interest in investigating potential alternative treatment approaches [8,9]. Ideally, those approaches should be derived from a better understanding of the functional cognitive and neurobiological mechanisms underlying the development and maintenance of AUD [10].

It has repeatedly been suggested that hazardous consumption in AUD patients is mainly driven by excessively strong alcohol-related habits and automatic stimulus-response associations [6,8]. Additionally, a progressive impairment of cognitive control functions further hinders appropriate response selection and inhibition in AUD [11,12]. Inhibitory control functions are essential in conflicting contexts where, for example, an automatic stimulus-response association may not be appropriate. The execution of automatic behavior itself is not very taxing on cognitive resources, but considerable resources are required when such automatic behavior must be inhibited. In contrast, a more controlled response
requires a higher initial allocation of cognitive resources to be correctly executed, but little inhibitory control is required when it must be suppressed [13,14]. In this regard, it has been suggested that controlled processing, which is required to adhere to explicit goals or task instructions, depends on effortful top-down volitional processes. In contrast, automatic processes, which are triggered by certain stimulus features and do not always serve the pursuit of explicit goals, operate effortlessly and partly on stimulus-response associations [14–16]. In the following, we will use this distinction as a working definition for automatic and controlled processes investigated in the current study.

Yet still, cognitive control and automaticity should not be considered as separate entities, but as interacting factors that share overlapping neural networks [17–20]. In healthy individuals, these somewhat opposing modes of generating behavior are in relative balance. However, it has been suggested that this balance may be disrupted in AUD patients [9,10]. Nevertheless, it remains unclear whether and how the imbalance between automated and controlled processes during inhibitory control is linked to drinking behavior and relapse rates in AUD. The current study systematically investigates this question while also considering the neurophysiological level.

To this end, we used a relatively recently developed experimental paradigm combining the Simon task and the Go/Nogo task, which allows the examination of the interplay of controlled and automated processing during goal-directed actions [21–23]. For the Simon task, the dual-route model [24] states that conflicts arise due to competing automatic and controlled (response) selection processes. The controlled processes are induced by the identity of the target stimulus (in our case, whether an “A” or a “B” is shown), which is the only stimulus feature important for correct responding by using either the left or right index finger. However, the task-irrelevant spatial position of the target stimulus (left or right on the screen), triggers an unconditional (automatic) selection of the response located on that same side. This automatic response tendency has to be controlled (inhibited) when the spatial position of the stimulus requires a response on the opposing side/finger (incongruent trials). This interplay of the so-called direct (automatic) route and the indirect (controlled) route is essential to explain behavior: In congruent trials, the direct route is sufficient for correct responding, but, in incongruent trials, the indirect route also needs to be activated to ‘control’ the direct route. When processing via the direct route dominates, response inhibition becomes harder and more error-prone, ultimately resulting in more inhibition failures in congruent trials compared with incongruent trials, where the indirect (controlled) route already exerts some control over the direct (automatic) route [21,23,25]. As a consequence of these mechanisms, the “regular” Simon effect is characterized by better behavioral performance in congruent than in incongruent Go trials. In contrast to this, the Simon Nogo effect is inverted and characterized by worse behavioral performance in congruent than in incongruent Nogo trials [25,26]. Based on this, the Simon Nogo paradigm can help the understanding of how the level of automaticity in a stimulus-response context modulates both response selection and inhibition processing in AUD [22] and how this is linked to drinking behavior and relapse rate.

To examine associated neurophysiological processes, we pursued two complementary strategies. First, we examined traditional event-related potential (ERPs) components, which have repeatedly been shown to reflect distinct subprocesses involved in inhibitory control [27]. Because the N2 and P3 reflect distinguishable response inhibition subprocesses [27], we focused on the N2-P3 ERP complex in the current study. Additionally, we used a data-driven approach employing multivariate pattern analysis (MVPA) of our EEG data [28–31]. MVPA can be used to decode information representing differences between experimental conditions (classes) based on segmented EEG data [32–35]. As opposed to more traditional approaches, MVPA allows the capture of the full information contained in the EEG signal (i.e., its multivariate nature) [36], and thus the identification of differences that may otherwise be missed when confining analyses to classic ERPs. This is especially advantageous in conditions where neurophysiological processes are likely to change in broad/spatially distributed neural networks.
Importantly, different aspects of information are concomitantly coded in the EEG signal \cite{36,37}. This has been shown to be particularly evident when investigating the interplay of automatic and controlled processes during response selection and inhibition \cite{21,38}. For this reason, we further applied a residue iteration decomposition (RIDE) \cite{39,40}, which can dissociate between stimulus-related processing codes and stimulus-response mapping (response selection) codes in separate clusters of activity in the EEG signal (i.e., the S-cluster and the C-cluster, respectively). It was previously shown that information gained from both clusters is relevant for understanding how the level of automaticity in a stimulus-response context modulates response selection and inhibition \cite{21}. Therefore, the ERP and MVPA analyses of the current study were conducted on RIDE-decomposed EEG data to investigate how automatic vs. more controlled processing modulates response inhibition performance in mild-to-moderate AUD and healthy controls. Lastly, we performed source localization analyses to examine which functional neuroanatomical structures are associated with the most distinct neural activity differences between conditions and groups. This information may be particularly crucial to further develop and refine non-invasive brain stimulation approaches targeted to treat AUD \cite{10}.

2. Materials and Methods

2.1. Participants and Recruitment Procedure

Participant eligibility was assessed via a telephone interview. We only included participants in the age range from 18 to 40 years. The interview included a brief version of the SCID structured clinical interview of the DSM-5 and questions regarding the applicants’ medical history. Applicants were not included in the study if they reported having developed any withdrawal symptoms that might impair wellbeing or performance during a sober test appointment. Further exclusion criteria were prior medical, neurological, and mental illness records except for AUD, tobacco use disorder, and acute or lifetime cannabis addiction. Eligible participants had no acute or chronic medication intake or other recreational drug addiction that could affect the central nervous system on the day of testing. After the recruitment, eligible participants were invited to participate in the study. For each included AUD participant, a healthy control participant matched by age (±2 years) and sex was recruited. At the beginning of the experimental session, participants were asked to read and sign the informed consent form. Next, breath alcohol concentration (BrAC) was assessed using the breathalyzer “Alcotest 3000” (Drägerwerk, Lübeck, Germany). Participants were required to be sober (BrAC = 0.00%) and were also asked to provide a urine sample for drug testing (SureStep™, Innovacon Inc., San Diego, CA, USA). Positive results on substances except for cannabis metabolites (i.e., THC-COOH) also resulted in the termination of the study appointment. The complete list of tested drugs and metabolites is provided in the Supplementary Materials. Participants received EUR 50 as monetary compensation. All applied procedures were approved by the Ethics Committee of the medical faculty of the Technical University of Dresden (EK 513122018) and conducted in accordance with the Declaration of Helsinki.

2.2. Clinical Assessment

After the initial BrAC and drug assessment, participants were asked to fill in a series of questionnaires and participate in a structured interview designed to assess their alcohol consumption, depression symptoms, and mental cognitive abilities (additional sociodemographic information and questionnaires [ASSIST and BIS-15] were also collected but not analyzed nor considered relevant for the current study, so they are not reported in detail). Specifically, alcohol abuse and dependence were assessed using the complete version of the structured clinical interview (SCID) for the DSM-5 \cite{41}. The SCID-5 for AUD is designed for diagnosing AUD according to the DSM-5 criteria for substance use disorder. The SCID provides information about the past 12 months and lifetime AUD diagnosis based on 11 criteria. The number of fulfilled criteria then determines the severity of the disorder. Severity levels are ranked as mild (2–3 criteria), moderate (4–5 criteria), and severe AUD (≥6 criteria). A past
year diagnosis of AUD is confirmed when a minimum of 2 criteria are fulfilled for the past 12 months. On the other hand, a lifetime AUD diagnosis requires at least two fulfilled criteria preceding the previous 12 months [7]. The amount of past-year AUD criteria determined the allocation of the participants to the AUD group (≥2 AUD criteria) or the control group (≤1 AUD criteria). Thus, only the past year’s AUD diagnosis was used to allocate participants to their respective groups. Other alcohol consumption indices were also evaluated. The Alcohol Use Disorders Identification Test (AUDIT) [42] was administered to screen for hazardous and harmful alcohol consumption. Furthermore, participants were asked about their daily drinking in the past three months to assess drinking frequency and binge-drinking behavior. Specifically, participants were asked, “On how many days did you drink at least one glass of alcohol in the last three months?” (i.e., drinking frequency) and “On how many days within the last three months did you drink five or more glasses of alcohol?” (i.e., binge drinking). Finally, participants were also asked to complete the Mini-Mental State Examination (MMSE) and the Beck Depression Inventory (BDI).

2.3. Behavioral Task

To measure the effect of automatic vs. controlled processes on response inhibition, an integration of Simon and Go/Nogo paradigms was used (Figure 1) [22,23,43].

Participants were comfortably seated in front of a 24” CRT monitor at a distance of 57 cm. A white central fixation cross was continuously presented in the center of the screen and sided by two lateralized white frame boxes against a black background. This visual setup was constantly displayed for the entire duration of the task. On each trial, a single yellow letter stimulus in a standard “Arial” font (i.e., letter “A” or “B”) was displayed for 200 ms within either the left or the right white frame box. At the same time, a distractor...
stimulus made of three horizontal white lines was presented within the opposing box. At the beginning of the task, participants were instructed to place their left and right index fingers on the left and right Ctrl buttons of a standard German “QWERTZ” keyboard and maintain the position of their fingers throughout the entire task duration. When the letter stimuli were presented in standard font, participants were instructed to respond to each standard letter stimulus as fast as possible by pressing the left or right control button (Go trials). Participants were asked to press the left Ctrl button whenever the letter “A” was presented and press the right Ctrl button whenever the letter “B” was presented, regardless of the spatial position of the letter within the frame boxes. Importantly, whenever the letters were displayed in a combined bold-italic font (i.e., “A”/“B”), participants were instructed to inhibit any response (Nogo trials). Trials in which the letter stimulus was presented in the spatial location of the corresponding response hand were coded as congruent trials (i.e., “A” presented on the left, “B” presented on the right). Trials in which the stimulus letter was presented in the opposite spatial location were coded as incongruent (i.e., “A” presented on the right, “B” presented on the left). Following this logic, the experimental paradigm consisted of four primary conditions: (1) congruent Go trials; (2) incongruent Go trials; (3) congruent Nogo trials; and (4) incongruent Nogo trials. Participants performed a total of 720 trials, 70% (504 trials) of which were Go trials and 30% (216 trials) of which were Nogo trials. For both Go and Nogo trials, each target letter was presented equally often and both target letters were presented with the same frequency in congruent (50%) and incongruent (50%) stimulus-response mappings. The inter-trial interval (ITI) was jittered between 1300 and 1700 ms. Go trials were coded as “hits” when a correct response was registered within a time window of 0 to 1700 ms after stimulus onset. Incorrect responses within a time window of 0 to 1700 ms were coded as “errors”. When no response was registered within 1700 ms, these Go trials were coded as “misses”. Nogo trials were coded as correct omissions when no response was registered within 1700 ms after stimulus onset. Any response obtained in Nogo trials between 0 and 1700 ms after stimulus onset was coded as a “false alarm”. The ITI started when a response was registered, or when 1700 ms had elapsed without any response. The experimental paradigm was divided into six blocks of 120 trials each. In each of the blocks, the frequency of trial types and conditions was kept equal. After each block, participants could take a self-timed break and continue the task with a button press. The entire experiment took ~30 min to complete. Presentation (Neurobehavioral Systems Inc., Berkeley, CA, USA) was used to program the experiment and to record behavioral data. After the Simon Nogo task, two other, but unrelated, experimental paradigms were run.

2.4. EEG Recording and Analysis

The EEG signal was acquired from 60 equidistant Ag-AgCl-electrodes using a Quick-Amp amplifier (Brain Products GmbH, Gilching, Germany). The reference electrode was positioned at Fpz (θ = 90, ϕ = 90) and the ground electrode was positioned at the coordinates θ = 58, ϕ = 78. During recording, the sampling rate was 500 Hz. Offline, the data were pre-processed using the software Brain Visual Analyzer (Brain Products GmbH). Specifically, data were down-sampled to 256 Hz, and a band-pass filter (IIR) between 0.5 and 40 Hz employing a slope of 48 dB/oct each, and a 50 Hz notch filter was applied. Channels presenting a noisy signal or a flat line during recording were removed, and recordings were re-referenced to the average activity of all remaining electrodes. Raw data were then inspected manually to remove technical non-periodic artifacts. Periodically occurring artifacts such as eye blinks, saccades, and cardiovascular artifacts were corrected using an independent component analysis (ICA; Infomax algorithm). Any remaining artifacts were removed during a second manual inspection of the data. Finally, a topographic interpolation was applied to reconstruct previously discarded channels. Importantly, only data from trials with correct behavioral responses (i.e., Go trials with hits and Nogo trials with correct omissions) were included in the analysis. The data were separately segmented for the four trial conditions. Each segment started at −2000 ms and ended at 2000 ms with respect to the stimulus onset. An automatic artifact rejection procedure was applied to remove
segments with a maximum value difference of more than 200 µV in a 200 ms time window and/or a minimum of less than 0.5 µV in a 100 ms time window. Afterwards, a current source density (CSD) transformation was applied (order of splines = 4, maximal degree of Legendre polynomials = 10, and approximation parameter Lambda = 0.0005). This transformation provided a reference-free evaluation of the electrophysiological data [44]. Finally, a baseline correction was applied within the time interval from −300 ms to 0 ms before the target stimulus onset.

2.4.1. Residue Iteration Decomposition (RIDE)

RIDE was applied to the pre-processed and segmented single-subject EEG data [40]. This approach has been adopted successfully in previous studies [29,45–47]. RIDE applies an iteration scheme decomposing single-trial data while retaining channel-specific information to assess the identified components. Because the RIDE algorithm is blind to scalp distributions and waveforms, the application of a CSD does not affect the results (Ouyang et al., 2015). In short, the RIDE method decomposes EEG data into different temporal components representing distinct, but partially overlapping, sensory and cognitive processes. Temporal components can be extracted by static latency information of specific events like stimulus onset (S-cluster) and response marker (R-Cluster). The S-cluster is thought to represent information associated with perception and attentional processes, while the R-cluster is thought to represent response processes that are associated with motor preparation and motor execution processes. A third cluster is related to central processes (i.e., C-cluster) between the S- and R-clusters and is associated with stimulus evaluation and response selection processes. Because temporal components within the C-cluster are not locked to time markers, their latency information is estimated and iteratively improved. The current study employed the RIDE toolbox (https://cns.hkbu.edu.hk/RIDE_files/Page308.htm accessed on 13 October 2022) implemented in Matlab (Mathworks Inc., Natick, MA, USA). Notably, the R-Cluster cannot reliably be determined in Go/Nogo tasks since motor execution rarely occurs in Nogo trials. Thus, the current decomposition only included the S-cluster and the C-cluster. RIDE clusters were derived using a time window function. That is, each time window is thought to include specific components. For this study, a time window from −200 before until 400 ms after the stimulus onset was implemented for the S-Cluster. For the C-cluster, a time window starting from 200 until 800 ms after stimulus onset was implemented. Of note, this is in line with previous publications using the same task [21]. Once the time-markers are provided, RIDE decomposes EEG data using an iterative method applying an L1-norm minimization (i.e., obtaining median waveform) to improve the components’ convergence. A comprehensive overview of the RIDE method and the iterative procedure can be found elsewhere [39,40,48,49].

For an analysis of event-related potentials (ERPs) after applying RIDE, the following electrodes were selected based on a visual inspection of the ERPs and their scalp topography: For the S-cluster, the N2 component was quantified as the mean activity at electrode Cz from 275 to 295 ms and at FCz from 295 to 315 ms. The P2 component was quantified at electrodes FCz and Cz from 180 to 200 ms. For the C-cluster, the P3 ERP was separately quantified for fronto-central and centro-parietal electrodes. At fronto-central electrodes, the mean activity was quantified at electrodes FCz and Cz from 425 to 455 ms for Go trials and from 475 to 505 ms for Nogo trials. At centro-parietal electrodes, the mean activity was quantified from 410 to 440 ms for Go trials and from 440 to 470 ms for Nogo trials at electrode Pz, and from 420 to 450 ms for Go trials and from 470 and 500 ms for Nogo trials at electrode CPz. For the statistical analyses using the mean amplitudes in the mentioned time windows, the data were pooled across the chosen electrodes for the quantification of each ERP component. For the analyses, we used mixed-effects ANOVAs with condition (Go vs. Nogo) and congruency (congruent vs. incongruent) as within-subject factors and group (AUD vs. control) as between-subject factors.
2.4.2. Multivariate Pattern Analysis (MVPA)

The MVPA was applied to the RIDE-decomposed EEG data using the MVPA light toolbox [35]. A binary classification across time was used to identify the time window(s) showing significant difference patterns between congruent and incongruent Nogo trials. Only signals within a time window of 0–1500 ms from the stimulus onset were used for MVPA. A two-class L1-Support Vector Machine (SVM) classifier was chosen to contrast congruent and incongruent Nogo trials because of its recognized robustness in dealing with outliers. Specifically, the SVM method has shown better performance when applied to either noisy or non-Gaussian-distributed data [35]. For the binary classification computation, a five-fold cross-validation method was applied. At the same time, all other parameters were set to the standard setting of the MVPA light toolbox (i.e., the dataset is randomly split into five folds). In each iteration, one fold was used for testing, while the remaining four folds were used for training. This procedure was then repeated until every fold had once been used as the test set. Importantly, no repetition was used for cross-validation. The area under the ROC curve (AUC) was used to evaluate classification accuracy. The AUC is a non-parametric effect-size measure derived from signal detection theory that can be used to assess classifier performance [50]. AUC refers to the total area considered when plotting cumulative true positive rates against false positive rates. A cluster-based permutation analysis with 1000 random draws based on the non-parametric Wilcoxon tests ($p = 0.05$) was used to detect the time points with a significant classification performance represented by the area under the curve (AUC). The sum of all Wilcoxon-test values within the investigated time range was employed for the cluster level statistic. The null value for AUC was a chance level of 0.5 (i.e., 50%).

2.4.3. Source Localization

To locate functional neuroanatomical structures associated with the RIDE-decomposed ERPs and MVPA-detected time windows, the source location method sLORETA (standardized low-resolution brain electromagnetic tomography; Pascual-Marqui, 2002) was used. sLORETA uses a realistic MNI152 head model and divides the intracerebral volume into 6239 voxels using a spatial resolution of 5 mm [51]. A standardized current density for each voxel is then calculated [52]. sLORETA is a source localization method providing a linear solution to the inverse problem without localization bias [53,54]. sLORETA was used to compare neural activity patterns between congruent and incongruent Nogo trials in the S- and C-clusters. To do this, the sLORETA built-in voxel-wise randomization test with 2000 permutations was used based on statistical non-parametric mapping (SnPM) to correct for multiple comparisons. Voxels located in the MNI brain template showing a significant difference ($p < 0.05$) are shown in the Section 3.

3. Results

3.1. Sample Characteristics

$N = 148$ participants were invited to the study. $N = 15$ participants were excluded from the analyses for the following reasons. Two participants were used to pilot the technical setup and subsequently excluded as we corrected a few minor settings after collecting their data. Three participants were excluded because they reported moderate symptoms of depression (BDI score > 19). Three were excluded due to positive results in the urine drug-screening test. Data from two participants could not be used due to technical issues with the experimental equipment. One participant was excluded due to a prior history of meningitis not reported in the initial telephone screening. For two participants, it was impossible to determine the correct number of AUD criteria during the clinical assessment due to conflicting information provided by the participants. Finally, two participants were excluded because behavioral performance in the task was below the chance level (most likely caused by an erroneous understanding of the task instructions). Behavioral (i.e., accuracy) data were then separately assessed in each task condition and group for possible outliers by using the Turkey method approach implemented in SPSS. This resulted in the
identification of ten outliers. Therefore, analyses were conducted on a final sample of n = 123 participants, n = 59 (32 males) of which were in the AUD group, and n = 64 (28 males) of which were in the control group. Sociodemographic and alcohol consumption indices for the two groups are presented in Tables 1 and 2, respectively. Detailed frequency data of 1-year and lifetime AUD criteria for AUD and control groups are reported in Table S2 in the supplementary material. Notably, the AUD and the control groups did not differ in age and mental state (MMSE score), but showed significant differences in years of education and the amount of reported depressive symptoms (BDI, see Table 1). However, it is worth noting that BDI scores in both groups indicated only minimal depression symptoms.

Table 1. Sociodemographic measures for AUD and control participants.

|                | AUD          | Control       | z   | p    |
|----------------|--------------|---------------|-----|------|
| Age (years)    | M (SEM)      | Range         | M (SEM) | Range |       |
|                | 27.07 (0.8)  | 18–40         | 27.06 (0.7) | 18–40 | −0.257 | 0.798 |
| Years of education | 12.70 (0.1)  | 9–13          | 12.16 (0.2) | 9–13  | −2.595 | 0.009 *|
| BDI            | 6.59 (0.7)   | 0–19          | 4.38 (0.5)  | 0–17  | −2.216 | 0.027 *|
| MMSE           | 29.14 (0.1)  | 26–30         | 29.32 (0.1) | 27–30 | −1.258 | 0.208 |

Values are reported as the mean and standard error of the mean. Mann–Whitney U tests were used for statistical comparisons between the AUD and control groups. * denotes a significant effect at p < 0.05.

Table 2. Alcohol consumption measures for AUD and control participants.

|                        | AUD          | Control       | z   | p    |
|------------------------|--------------|---------------|-----|------|
| 1-year AUD criteria    | 4.41 (0.22)  | 2–9           | 0.25 (0.05) | 0–1  | −9.894 | <0.001 *|
| Lifetime AUD criteria  | 4.17 (0.34)  | 0–10          | 0.66 (0.12) | 0–4  | −7.892 | <0.001 *|
| AUDIT score            | 14.81 (0.70) | 5–31          | 5.47 (0.39) | 0–16 | −8.608 | <0.001 *|
| Drinking frequency     | 41.14 (2.52) | 6–84          | 18.16 (1.85) | 0–60 | −6.270 | <0.001 *|
| Binge drinking frequency | 16.86 (1.89) | 0–66          | 3.10 (0.57)  | 0–24 | −6.734 | <0.001 *|

Values are reported as the mean and standard error of the mean. Mann–Whitney U tests were used for statistical comparisons between the AUD and control groups. The number of drinks was extrapolated from the amount and type of consumed alcoholic beverages. (Binge) drinking frequency is defined as the number of (binge) drinking events in the three months prior to the study. Detailed information on the conversion into standard drinks and more detailed data for 1-year and lifetime AUD criteria are reported in Tables S1 and S2 in the supplementary material, respectively. * denotes a significant effect at p < 0.05.

3.2. Behavioral Results

Results for response accuracy in the Simon Nogo task are illustrated in Figure 2. Repeated-measures ANOVA results for main and interaction effects are reported in Table 3. Results for the main effects showed higher accuracy in the AUD group (97.06% ± 0.35) than in the control group (95.7% ± 0.33), higher accuracy in Go trials (97.33% ± 0.17) than in Nogo trials (95.44% ± 0.40), and higher accuracy in incongruent (96.61% ± 0.24) than in congruent trials (96.16% ± 0.26). Bonferroni-corrected post hoc comparisons investigating the task-typical significant interaction of condition × congruency showed higher overall accuracy in congruent trials (97.65% ± 0.16) than in incongruent trials (97.01% ± 0.21) in the Go condition (t = 3.629, p = 0.002). On the other hand, a significantly higher overall accuracy in incongruent trials (96.15% ± 0.38) than in congruent trials (94.60% ± 0.48) was found in the Nogo condition (t = −6.087, p = 0.002). These results were also confirmed by additional Wilcoxon signed-rank tests for Go (z = −3.049, p = 0.004) and Nogo trials (z = −5.234, p = 0.002) and align with previous findings using the same experimental paradigm on healthy participants [21,23].
Behavioral results. The box plots illustrate the mean accuracy in percent (%) for the four experimental conditions (left) and Simon Nogo task effect (right). Accuracy in the Go condition was measured in correct responses, whereas accuracy in the Nogo condition was a measure of correct omissions. The Simon Nogo effect was calculated as a difference between congruent and incongruent Nogo trials. Asterisks (*) indicate significant differences at $p < 0.05$. Error bars represent 95% confidence intervals.

Table 3. Repeated-measure ANOVA results for main effects and interactions.

|                      | $F$      | $p$     | $\eta^2_p$ |
|----------------------|----------|---------|-------------|
| **Main Effects**     |          |         |             |
| Group                | 8.120    | 0.005 * | 0.063       |
| Condition            | 24.856   | <0.001 *| 0.170       |
| Congruency           | 10.533   | 0.002 * | 0.080       |
| **Interaction Effects** |       |         |             |
| Condition × Congruency | 42.296   | <0.001 *| 0.259       |
| Group × Condition    | 14.388   | <0.001 *| 0.106       |
| Group × Congruency   | 1.916    | 0.169   | 0.016       |
| Group × Condition × Congruency | 4.414 | 0.038 * | 0.035       |

* indicates values with $p \leq 0.05$.

To investigate the significant three-way interaction of group × condition × congruency, additional post hoc repeated measures ANOVAs with congruency (congruent vs incongruent) as the within-subject factor and group (AUD vs control group) as the between-subject factor were separately run for Go and Nogo conditions. Results showed that, for the Go condition, there was a significant main effect of congruency ($F_{(1,121)} = 12.866, p < 0.001, \eta^2_p = 0.096$; congruent = 97.64% ± 0.16; incongruent = 97.02% ± 0.21), but no significant main effect of group ($F_{(1,121)} = 0.052, p = 0.820, \eta^2_p < 0.001$) or interaction of congruency × group ($F_{(1,121)} = 0.794, p = 0.375, \eta^2_p = 0.007$). For the Nogo condition, results showed a significant main effect of congruency ($F_{(1,121)} = 37.016, p < 0.001, \eta^2_p = 0.234$; congruent = 96.20% ± 0.37; congruent = 94.67% ± 0.46), a significant main effect of group ($F_{(1,121)} = 12.323, p < 0.001, \eta^2_p = 0.092$; AUD group = 96.84% ± 0.58; control group = 94.03% ± 0.55), and a significant interaction of congruency × group ($F_{(1,121)} = 4.628, p = 0.033, \eta^2_p = 0.037$). Bonferroni-corrected post hoc comparisons showed that, for both congruent and incongruent Nogo trials, there was a significant difference between the AUD group (congruent = 96.34% ± 0.41; incongruent = 97.33% ± 0.36) and the control group (congruent = 93.00% ± 0.80; incongruent = 95.07% ± 0.63) (parametric tests: all $t \geq 13.109$, all $p \leq 0.004$; non-parametric tests: all $z \geq 2.647$, all $p \leq 0.016$). Most importantly, however, group comparisons for the Simon Nogo effect (i.e., congruent minus incongruent trials) showed that it was significantly larger in the control group (−2.07% ± 0.38) than in the AUD group (0.99% ± 0.32) (parametric: $t = -2.151, p = 0.033$, Cohen’s $d = -0.39$; non-parametric: $z = -2.001, p = 0.045$).
3.2.1. Alcohol-Related Modulators of Response Inhibition

Counterintuitively, the results showed that AUD participants had an overall better task performance in terms of accuracy and a smaller effect of the interaction between automaticity and control on response inhibition. To understand these results better, we further investigated whether measures of hazardous alcohol consumption (i.e., current AUD criteria and AUDIT scores), drinking frequency, and binge drinking frequency modulated response inhibition processes in automatic vs. more controlled processes. To do this, separate two-way mixed-effect ANCOVAs were run, each using one alcohol consumption index as a single covariate (i.e., AUD 1-year criteria, or AUDIT, or drinking frequency, or binge drinking frequency). Condition (Go vs. Nogo) and congruency (congruent vs. incongruent) were used as within-subject factors and group (AUD vs. control group) was used as the between-subjects factor. The results of these analyses are reported in Table 4.

Table 4. ANCOVA results for main effects and interactions.

| ANCOVA with AUD 1 Year | Effect       | F     | p     | η²_p |
|------------------------|--------------|-------|-------|------|
| Group                  | 3.116        | 0.080 | 0.025 |
| Condition              | 7.819        | 0.006 * | 0.061 |
| Congruency             | 0.233        | 0.630 | 0.002 |
| AUD 1 year             | 0.171        | 0.680 | 0.001 |
| Interactions           |              |       |       |      |
| Condition × Congruency | 11.344       | 0.001 * | 0.086 |
| Group × Condition      | 1.809        | 0.181 | 0.015 |
| Group × Congruency     | 2.726        | 0.101 | 0.022 |
| Group × Condition × Congruency | 0.383     | 0.537 | 0.003 |
| Condition × AUD 1 year | 0.370        | 0.544 | 0.003 |
| Congruency × AUD 1 year | 1.234       | 0.269 | 0.010 |
| Condition × Congruency × AUD 1 year | 0.232   | 0.631 | 0.002 |

| ANCOVA with AUDIT      | Effect       | F     | p     | η²_p |
|------------------------|--------------|-------|-------|------|
| Group                  | 2.461        | 0.119 | 0.020 |
| Condition              | 7.867        | 0.006 * | 0.062 |
| Congruency             | 1.970        | 0.163 | 0.016 |
| AUDIT                  | 0.229        | 0.633 | 0.002 |
| Interactions           |              |       |       |      |
| Condition × Congruency | 9.500        | 0.003 * | 0.073 |
| Group × Condition      | 3.508        | 0.064 | 0.028 |
| Group × Congruency     | 0.667        | 0.416 | 0.006 |
| Group × Condition × Congruency | 0.946   | 0.333 | 0.008 |
| Condition × AUDIT      | 0.880        | 0.350 | 0.007 |
| Congruency × AUDIT     | 0.025        | 0.876 | <0.001 |
| Condition × Congruency × AUDIT | 0.364 | 0.547 | 0.003 |

| ANCOVA with Drinking frequency | Effect       | F     | p     | η²_p |
|-------------------------------|--------------|-------|-------|------|
| Group                         | 1.046        | 0.308 | 0.009 |
| Condition                     | 17.127       | <0.001 * | 0.125 |
| Congruency                    | 21.392       | <0.001 * | 0.151 |
| Drinking frequency            | 6.145        | 0.015 * | 0.049 |
| Interactions                  |              |       |       |      |
| Condition × Congruency        | 18.645       | <0.001 * | 0.134 |
| Group × Condition             | 4.503        | 0.036 * | 0.036 |
| Group × Congruency            | 0.495        | 0.483 | 0.004 |
| Group × Condition × Congruency | 1.103       | 0.296 | 0.009 |
| Condition × Drinking frequency | 3.541       | 0.062 | 0.029 |
| Congruency × Drinking frequency | 11.502     | <0.001 * | 0.087 |
| Condition × Congruency × Drinking frequency | 1.537 | 0.217 | 0.013 |
Table 4. Cont.

| Effect                        | F     | p            | η²_p |
|-------------------------------|-------|--------------|------|
| Group                         | 5.772 | 0.018 *      | 0.046|
| Condition                     | 13.267| <0.001 *     | 0.100|
| Congruency                    | 5.514 | 0.021 *      | 0.044|
| Binge drinking                | <0.001| 0.984        | <0.001|

**Interactions**

| Interaction                                      | F     | p            | η²_p |
|-------------------------------------------------|-------|--------------|------|
| Condition × Congruency                          | 31.653| <0.001 *     | 0.210|
| Group × Condition                               | 9.686 | 0.002 *      | 0.075|
| Group × Congruency                              | 1.030 | 0.312        | 0.009|
| Group × Condition × Congruency                  | 1.031 | 0.312        | 0.009|
| Condition × Binge drinking                      | 0.006 | 0.941        | <0.001|
| Congruency × Binge drinking                     | 0.012 | 0.914        | <0.001|
| Condition × Congruency × Binge drinking          | 1.808 | 0.181        | 0.015|

* indicates values with p ≤ 0.05. (Binge) drinking frequency is defined as the number of (binge) drinking events in the three months prior to the study. For one subject in the control group, the response value to the binge drinking question was not recorded. Therefore, for this ANCOVA, the total subject sample was 122 instead of 123.

Overall, the ANCOVAs showed that group differences in automatic vs. controlled processes in response inhibition were modulated by all alcohol-related consumption indices (i.e., AUD 1-year criteria, AUDIT, drinking frequency, and binge drinking frequency), as evidenced by the changes in the interaction of group × condition × congruency in the respective ANCOVAs. This is particularly interesting considering that response inhibition performance (i.e., the Simon Nogo effect) was less modulated by the response context (automatic vs. controlled processes) in the AUD group than in the control group. Interestingly, the ANCOVA analyses also revealed a significant main effect of drinking frequency, but not of the other alcohol consumption indices. To investigate the relationship between alcohol consumption indices and response inhibition embedded in automatic vs. controlled processes further, a multiple linear regression was conducted across the entire sample, with the behavioral Simon Nogo effect as the dependent variable and all of the aforementioned alcohol consumption indices as predictors. The results showed that only drinking frequency significantly predicted the size of the Simon Nogo effect, while the other factors (i.e., AUD 1-year criteria, AUDIT, and binge drinking), did not. The results of the multiple regression analysis are shown in Table 5.

Table 5. Results of the multiple linear regression.

|                     | B     | SE B | β     | t    | p    |
|---------------------|-------|------|-------|------|------|
| Constant            | -2.764| 0.539| -5.129| <0.001| *    |
| Group               | 0.468 | 1.078| 0.083 | 0.434| 0.665|
| AUD 1 year          | -0.089| 0.243| -0.075| -0.366| 0.715|
| AUDIT               | 0.008 | 0.075| 0.018 | 0.105| 0.917|
| Drinking frequency  | 0.039 | 0.016| 0.285 | 2.395| 0.018*|
| Binge drinking frequency | -0.001| 0.031| -0.006| -0.045| 0.964|

Note. F = 2.346, p = 0.045, R = 0.303, R² = 0.092; B = unstandardized regression coefficient; SE B = standard error of the coefficient; β = standard coefficient. (Binge) drinking frequency is defined as the number of (binge) drinking events in the three months prior to the study. * indicates values with p ≤ 0.05

Overall, these results showed a significant association between drinking frequency and the Simon Nogo effect. In particular, the results showed that a smaller Simon Nogo effect was associated with a higher drinking frequency, thus providing an explanation of why we found the Simon Nogo effect to be smaller in AUD participants (Figure 3).
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Figure 3. Scatterplot showing the relationship between the Simon Nogo effect (calculated as the difference between congruent and incongruent Nogo trials) and drinking frequency.

3.2.2. Summary of Behavioral Results

Counterintuitively and surprisingly, behavioral results showed that the AUD group had a better response inhibition performance than the control group. While the typical task effects (i.e., the regular Simon effect in Go trials and the inverted Simon effect in Nogo trials) were evident in the entire sample, the AUD group exhibited a smaller Simon Nogo effect than the control group. In other words, AUD participants were characterized by a smaller modulation of response inhibition performance by the level of automaticity vs. control exerted for the prepotent Go response. Furthermore, analyses of covariance showed that alcohol-related indices modulated the relationship between automatic vs. controlled processes in response inhibition. In particular, drinking frequency, rather than the initially devised distinction based on the number of AUD criteria, predicted the size of the Simon Nogo effect, with higher drinking frequency corresponding to a lower modulation of response inhibition performance. Additional add-on analyses investigating the effects of BDI and years of education can be found in the supplementary materials (Tables S3 and S4). Overall, their results showed that BDI did not modulate the pattern of behavioral results, but years of education, similarly to alcohol indices, modulated behavioral performance. Yet, both BDI and years of education could not predict the size of the Simon Nogo effect (all $p > 0.05$).

3.3. Neurophysiological Results

3.3.1. S-Cluster

The ANOVA for the N2 amplitudes showed that there were no significant main effects (all $F ≤ 3.817$, all $p ≥ 0.053$), or significant interactions (all $F ≤ 2.501$, all $p > 0.116$).

For the P2 amplitudes, there was a significant main effect of condition ($F_{(1,121)} = 4.065$, $p = 0.046$, $\eta^2_p = 0.033$), with lower amplitudes in Go (1.96 $\mu$V/m$^2 \pm 0.18$) than in Nogo trials (2.06 $\mu$V/m$^2 \pm 0.18$). Furthermore, there was a significant main effect of group ($F_{(1,121)} = 4.321$, $p = 0.040$, $\eta^2_p = 0.034$), with higher amplitudes in the AUD group (2.38 $\mu$V/m$^2 \pm 0.26$) than in the control group (1.64 $\mu$V/m$^2 \pm 0.25$). However, no significant main effect of congruency.
(\(F_{(1,121)} = 1.406, p = 0.238\)) or any significant interactions (all \(F \leq 3.490, all p > 0.064\)) were found. Illustrating graphs for the S-cluster are provided in the Supplementary Materials.

3.3.2. C-Cluster

The ANOVA for the fronto-central P3 amplitudes revealed a significant main effect of condition (\(F_{(1,121)} = 293.029, p < 0.001, \eta^2_p = 0.708\)), with larger amplitudes in Nogo (4.46 \(\mu\)V/m² ± 0.22) than in Go trials (1.31 \(\mu\)V/m² ± 0.20). There was also a significant main effect of congruency (\(F_{(1,121)} = 10.304, p = 0.002, \eta^2_p = 0.078\)), with larger amplitudes in incongruent trials (3.01 \(\mu\)V/m² ± 0.20) than in congruent trials (2.76 \(\mu\)V/m² ± 0.19). No significant main effect of group was found (\(F_{(1,121)} = 1.430, p = 0.234, \eta^2_p = 0.012\)). The results showed a significant interaction of condition × congruency (\(F_{(1,121)} = 21.607, p < 0.001, \eta^2_p = 0.152\)). Bonferroni-corrected post hoc comparisons showed larger amplitudes in incongruent Go trials (1.61 \(\mu\)V/m² ± 0.21) than in congruent Go trials (1.02 \(\mu\)V/m² ± 0.20) \((t = −6.408, p = 0.002\)). No significant difference was found between congruent and incongruent Nogo trials \((t = 0.662, p = 1.000\)). Furthermore, no other significant interactions were found (all \(F \leq 2.417, all p \geq 0.123\)).

The ANOVA for the centro-parietal P3 amplitudes showed a significant main effect of condition (\(F_{(1,121)} = 11.414, p < 0.001, \eta^2_p = 0.086\)), with larger amplitudes in Go trials (5.32 \(\mu\)V/m² ± 0.25) than in Nogo trials (4.80 \(\mu\)V/m² ± 0.22). Furthermore, there was a significant main effect of group (\(F_{(1,121)} = 5.597, p = 0.020, \eta^2_p = 0.044\)), showing larger amplitudes in the control group (5.57 \(\mu\)V/m² ± 0.30) than in the AUD group (4.54 \(\mu\)V/m² ± 0.32). However, no significant main effect of congruency (\(F_{(1,121)} = 0.177, p = 0.986\)) was found. No significant interaction was found for condition × group, congruency × group, and condition × congruency (all \(F \leq 2.736, all p \geq 0.101\)). Interestingly, a significant interaction of condition × congruency × group (\(F_{(1,121)} = 4.398, p = 0.038, \eta^2_p = 0.035\)) was found. To investigate this 3-way interaction, post hoc repeated measures ANOVAs were run separately for Go and Nogo trials using congruency (congruent vs. incongruent) as within-subject factor and group (AUD vs. control) as between-subject factor. For Go trials, results showed a significant main effect of group (\(F_{(1,121)} = 6.251, p = 0.014, \eta^2_p = 0.049\)); control group = 5.94 \(\mu\)V/m² ± 0.34; AUD group = 4.69 \(\mu\)V/m² ± 0.36), but no significant main effect of congruency (\(F_{(1,121)} = 1.167, p = 0.282\)), or significant interaction of congruency × group (\(F_{(1,121)} = 1.011, p = 0.317\)). For Nogo trials, results showed no significant main effects of congruency and group (all \(F \leq 3.752, all p \geq 0.055\)). However, a significant interaction of congruency × group was found (\(F_{(1,121)} = 4.461, p = 0.037, \eta^2_p = 0.036\)). Bonferroni-corrected post hoc comparisons showed no significant group difference in congruent Nogo trials (\(t = 1.545, p = 0.25\)). However, the control group showed larger P3 amplitudes (5.33 \(\mu\)V/m² ± 0.30) than the AUD group (4.35 \(\mu\)V/m² ± 0.30) in incongruent Nogo trials (\(t = 2.298, p = 0.046\)). Additionally, the Simon Nogo effect for the P3 (i.e., congruent minus incongruent P3 amplitudes) was compared across groups (Figure 4). Independent t-tests showed a significantly \((t = −2.112, p = 0.037\)) larger P3 Simon Nogo effect in the control group \((-0.24 \mu V/m^2 \pm 0.10\) than in the AUD group \((0.05 \mu V/m^2 \pm 0.10\). Source localization analyses showed a larger neural activation difference for the control group than the AUD group in the right inferior frontal gyrus (BA45 and BA9), and the middle frontal gyrus (BA46). In contrast, the AUD group showed a larger neural activation difference in the cuneus (BA17 and BA18) and precuneus (BA7) than the control group. Illustrating graphs for the C-cluster are provided in the Supplementary Materials.
± 0.34; AUD group = 4.69 μV/m² ±0.36), but no significant main effect of congruency ($F_{(1,121)} = 1.167, p = 0.282$), or significant interaction of congruency × group ($F_{(1,121)} = 1.011, p = 0.317$).

For Nogo trials, results showed no significant main effects of congruency and group (all $F \leq 3.752$, all $p \geq 0.055$). However, a significant interaction of congruency × group was found ($F_{(1,121)} = 4.461, p = 0.037, \eta^2_p = 0.036$). Bonferroni-corrected post hoc comparisons showed no significant group difference in congruent Nogo trials ($t = 1.545, p = 0.25$). However, the control group showed larger P3 amplitudes (5.33 μV/m² ± 0.30) than the AUD group (4.35 μV/m² ± 0.30) in incongruent Nogo trials ($t = 2.298, p = 0.046$). Additionally, the Simon Nogo effect for the P3 (i.e., congruent minus incongruent P3 amplitudes) was compared across groups (Figure 4). Independent t-tests showed a significantly larger P3 Simon Nogo effect in the control group ($-0.24 \mu V/m² ± 0.10$) than in the AUD group ($0.05 \mu V/m² ± 0.10$). Source localization analyses showed a larger neural activation difference for the control group than the AUD group in the right inferior frontal gyrus (BA45 and BA9), and the middle frontal gyrus (BA46). In contrast, the AUD group showed a larger neural activation difference in the cuneus (BA17 and BA18) and precuneus (BA7) than the control group. Illustrating graphs for the C-cluster are provided in the supplementary material.

Figure 4. (A) The centro-parietal P3 ERP (pooled across Cz and CPz) and corresponding scalp topography maps for Nogo trials in the C-cluster. The different colors of the ERP lines indicate the different experimental groups and conditions. The shaded areas represent the 95% confidence interval estimates. The dashed box illustrates the time window used for the statistical analyses. (B) sLORETA-derived maps for the Simon Nogo effect indicate the sources of maximal differences between the control group and AUD group in the dashed time window. Positive values indicate larger activation differences in the control group, and negative values indicate larger activation differences in the AUD group.

3.3.3. Multivariate Pattern Analysis (MVPA)

Against the background that drinking frequency (and not the number of AUD criteria) was most closely associated with variations in the Simon Nogo effect, we decided against comparing groups with this method and to apply multivariate analyses on the entire sample (i.e., combining EEG data from both AUD and control groups) instead. Specifically, MVPA was run to identify time windows in which stimulus-associated processes (S-cluster) and central processes (C-cluster) significantly differed between congruent and incongruent Nogo trials. The results of the MVPA and the sLORETA source localization analysis based on the MVPA findings are illustrated in Figure 5.
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Figure 5. MVPA classification results show the area under the curve (AUC) decoding accuracy across time for all subjects for RIDE data in the S-Cluster (top left) and C-Cluster (bottom left). Time point zero denotes the onset of target stimulus presentation. Thick lines indicate the significant time windows ($p < 0.05$; two-sided cluster-based permutation). The dashed line indicates the chance level. Shaded error bars represent the standard deviation. Additional sLORETA-derived maps indicate the sources of maximal differences between congruent and incongruent Nogo trials in the highlighted time windows showing above-chance level classification performance for S-Cluster (top right) and C cluster (bottom right). Positive values indicate larger activation in congruent Nogo trials, while negative values indicate larger activation for congruent Nogo trials.

In the S-Cluster, the classification was above chance level between 137 ms and 464 ms after stimulus onset, with the AUC reaching a peak of 0.69 at 293 ms after stimulus onset.
For this time window, the source localization analysis revealed higher neural activation in congruent than in incongruent Nogo trials for the middle frontal gyrus (BA8 and BA6), precentral gyrus (BA9), cingulate gyrus (BA32) and middle and inferior temporal gyrus (BA37). For the C-cluster, the classification was above chance level between 238 ms and 390 ms after stimulus onset, peaking at 0.74 at 297 ms after stimulus onset. For this time window, the source localization analysis revealed higher neural activation in congruent than in incongruent Nogo trials for the post-central gyrus (BA1 and BA3) and primary motor cortex (BA4).

4. Discussion

In the current study, we investigated whether the balance between automated and controlled processes during response inhibition is altered in AUD and how this is linked to drinking behavior. In this context, we also examined the underlying functional neuroanatomical and neurophysiological changes to gain a better understanding of the mechanisms driving AUD-related behavioral changes.

Counterintuitively, our behavioral results showed that AUD participants were characterized by better response inhibition performance and a smaller modulation of this faculty by the level of automaticity vs. control exerted for the prepotent Go response. We further found that alcohol-related indices of drinking modulated the relationship between automatic vs. controlled processes in response inhibition. Specifically, it was not the severity of AUD (reflected by the number of AUD criteria that we used to define groups of AUD patients and control participants), but rather higher drinking frequency, which was associated with a lower modulation of response inhibition performance between congruent and incongruent trials.

In both congruency conditions, AUD participants showed better inhibition performance than healthy control participants. This finding was quite surprising since current evidence indicates that inhibitory control impairments are a major contributing factor in dysregulated drinking and higher relapse rates in AUD [11,12]. However, it should be noted that it is still a matter of debate whether inhibitory control impairments already arise at the early stages of the disorder or can only be found in more severe cases of AUD [55]. It has been suggested that the lack of consistency among studies investigating inhibitory control in AUD could not only be associated with variability in drinking levels among samples, but also with differences in experimental designs [10]. In line with this, the role of stimulus salience during inhibitory control could be another critical factor which may help to explain our results. For example, there is evidence showing that individuals with AUD can produce an inhibition performance comparable to that of controls during a Go/Nogo task when low salience stimuli are used (i.e., circles) [56]. However, inhibition control deficits become evident in AUD when participants are required to respond to alcohol-related stimuli, which are supposedly characterized by a higher salience for AUD, but not necessarily control participants [57–59]. Against the background that our study only included participants with mild-to-moderate AUD who were not experiencing withdrawal symptoms, it could hence be possible that either this subgroup has not yet shown response inhibition impairments, or that those impairments are not (yet) generalized and limited to drinking-related behavior only.

On the neurophysiological level, the AUD group showed a larger P2 amplitude in the S-cluster, indicating a better allocation of processing resources in the AUD group than in healthy controls [26,60–62]. Importantly, the S-cluster has been associated with stimulus-related processing linked to perception and attention [39,48]. In line with this, there is recent evidence suggesting that when participants are instructed to attend to multiple irrelevant and relevant features of a stimulus, the additional processes necessary for producing the correct response may decrease the automaticity of the prepotent response [63]. If that is the case, the improved response inhibition and reduced Simon Nogo effect in AUD may be due to a stronger increase in the attentional processing resources required to resolve multiple conflicting aspects of target stimulus information. This should in turn cause a
greater reduction of automatic processing during response selection and thereby facilitate
response inhibition.

Yet, such a generalized change in attentional processing is insufficient to explain the
finding that AUD seems to be associated with a reduced distinction between direct and
indirect route processing in Nogo trials at both the behavioral and the neurophysiological
level. There are several studies that provided interesting insight into the dynamics of
context-related modulations on response selection and response inhibition. In this context,
an alternative explanation for our findings could be provided by allostatic processes associ-
ated with alcohol consumption and by the differential mechanisms underlying cognitive
processing in congruent vs. incongruent trials.

As detailed in the introduction, Simon task effects can be explained by the dual-route
model [24], which postulates competing automatic and controlled response selection pro-
cesses in incongruent trials. As previously shown by our group, this interplay is also
relevant in response inhibition [21,25,26]. Given that neither the general performance nor
the performance in incongruent trials seemed to be worse in the AUD group, it can be
deduced that increased drinking (at least to the degree investigated in our sample) does
not seem to substantially damage processing via the indirect route at the investigated AUD
stage. The decreased Simon Nogo effect further suggests that processes mediated via the
direct and the indirect route may become less differentiated with increasing frequency of
alcohol consumption. In terms of the dual-route model, such a de-differentiation perfor-
ance can be possible if there is an overall decrease in direct route processing and/or
an overall increase in indirect route processing (i.e., in both congruent and incongruent
trials), but our data do not allow us to conclude to which degree each of these changes took
place. The allostatic model of drinking proposes that repeated drinking episodes induce
adaptive changes in various neurotransmitter systems. In short, the concept of allostatic
refers to the fact that repeated or chronic changes to a given (neuro)transmitter system
are counter-balanced by (initially) adaptive changes away from the normal homeostatic
range, so that normal functioning can only be sustained in the presence of those causal
factors [64–68]. In case of frequently repeated alcohol consumption, this mechanism leads
to the downregulation of the GABAergic system and the upregulation of the glutamatergic
system [68]. While the allostatic model itself only refers to changes in basic neurotrans-
mitter processes, it is possible to assume a functional link [64], as both the GABAergic
and the glutamatergic systems have repeatedly been demonstrated to play a critical role
in cognitive control processing [69,70]. Since cognitive control processes examined in the
Simon task are modulated by the GABAergic system [69,70], it can be hypothesized that
behavioral performance changes in the Simon Nogo task manifest when drinking lead
to functionally relevant allostatic adaptations within the GABAergic transmitter system.
However, studies employing other methods (such as PET) will be required to investigate
and possibly substantiate such claims. In further support of the allostatic hypothesis, recent
evidence suggests that allostatic effects induced by repeated drinking are characterized by
a functional de-differentiation of neural networks. Specifically, repeated alcohol consump-
tion is associated with a diffuse increase in neural activity across several neural networks,
which ultimately decreases the specificity of information processing by the systems [71].
Based on the obtained results, one could argue that such a pattern of de-differentiation is
also observed in the current behavioral and neurophysiological data, and becomes more
pronounced with increasing drinking frequency.

The neurophysiological data further suggest that this functional allostatic does not af-
fict all cognitive control processes equally, but is rather limited to very specific subprocesses
involved in inhibitory control in the C-cluster. This cluster extracts the intermediate pro-
cesses occurring between stimulus processing and response execution, and is thus thought
to reflect functional operations such as response selection and decision making [48,72–76].
Only the centro-parietal P3 in the C-cluster revealed a decreased Simon Nogo effect (i.e.,
smaller differences between compatible and incompatible Nogo trials) in AUD participants,
as compared with the control sample. Importantly, this lends further support to the dual-
process account, which identified stimulus-response translation processes as a major factor driving effects in ‘Simon-like’ paradigms [77,78]. Source localization revealed that the smaller C-cluster Simon Nogo effect was associated with smaller activity modulations in the right inferior frontal gyrus (BA45 and BA9) and the middle frontal gyrus (BA46). Taken together, this provided neurophysiological evidence of a lower differentiation between congruent and incongruent Nogo trials in AUD participants, thereby matching the pattern of the behavioral results. The right inferior frontal gyrus is part of a cortical response inhibition network, which is activated whenever a motor response has to be inhibited [79–84]. This network has been associated with a breaking function needed to inhibit response-related processes reflected by the C-cluster [45], including in the Simon Nogo paradigm [85]. Activity differences between the groups in the Simon Nogo effect were also seen in the cuneus (BA17 and BA18) and precuneus (BA7), but the direction of effects was different (i.e., activity modulations were more pronounced in the AUD group). This suggests that the de-differentiation of processes may be specific for (pre)frontal brain regions and networks. Spatial attentional selection processes associated with parieto-occipital regions have frequently been shown to play a role in the Simon task [86–90]. However, these effects were not likely to have selectively altered direct route processing (i.e., selective attention to the task-irrelevant stimulus location), as this would have resulted in a larger (rather than a smaller) behavioral Simon effect. It could be speculated whether more differentiated processing in posterior brain regions might be linked to the less differentiated processing in prefrontal regions. While EEG connectivity analyses might provide some additional insights into this hypothesis, it would most likely be less spatially accurate than fMRI studies specifically designed to substantiate such claims.

Lastly, the MVPA analysis conducted across groups showed significant classification performance for stimulus-related processes (i.e., in the S-cluster) and central processes (i.e., in the C-cluster), with time windows corresponding well to those of the ERPs discussed above. This validates the importance of processes occurring within this time window to explain differential modulation of automated and controlled processes during inhibitory control. In the S-cluster, source localization analyses based on the MVPA-identified time windows showed differential activation by congruent vs. incongruent Nogo trials in the middle frontal gyrus (BA8 and BA6), precentral gyrus (BA9), cingulate gyrus (BA32), and middle and inferior temporal gyrus (BA37). In the C-cluster, differential activation was found in the post-central gyrus (BA1 and BA3) and primary motor cortex (BA4) (cf. Figure 5). The shared overlap with the regions found in the ERP group differences, especially in BA9, strongly suggests that the functional role of the rIFG in response inhibition may be one of the core factors that is altered in AUD, thereby driving the observed behavioral changes.

Although we can explain the obtained findings with the allostatic model of drinking states, it is important to note that AUD participants and healthy controls did not differ in their Simon effect in Go trials. This limits the role of allostatic processes in cognitive control functions in AUD, suggesting that allostatic effects may only be evident in case of specific (i.e., inhibitory) functions. In addition, the cause for the overall better inhibition response in AUD remains somewhat unclear, and we suggest assessing potential intrinsic motivation differences in future studies to rule out the possibility that participants in the AUD group may simply be more motivated to perform well when knowing about the investigated research question. Despite this, these findings provide an interesting insight on the relationship between AUD and inhibitory control deficits in addiction research. In particular, they provide evidence that the relationship between alcohol consumption and inhibition deficits may not be linear and only become generalized and/or evident in more severe AUD.

5. Conclusions

In summary, we showed that, compared with the control group, mild-to-moderate AUD participants showed overall better response inhibition performance. Furthermore, the AUD group was less influenced by the modulatory effect of automatic vs. controlled
processes during response inhibition (i.e., Simon Nogo effect). Interestingly, the alcohol-related index of drinking frequency, instead of the proposed group distinction based on AUD criteria, predicted the level of the Simon Nogo effect. The neurophysiological data revealed that stimulus-response selection processes associated with inferior frontal and middle frontal gyrus regions especially are modulated differently in AUD participants. We suggest that the allostatic model of drinking effects can explain these results.
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