The effect of temperature on generic stable periodic structures in the parameter space of dissipative relativistic standard map
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Abstract. In this work, we have characterized changes in the dynamics of a two-dimensional relativistic standard map in the presence of dissipation and specially when it is submitted to thermal effects modeled by a Gaussian noise reservoir. By the addition of thermal noise in the dissipative relativistic standard map (DRSM) it is possible to suppress typical stable periodic structures (SPSs) embedded in the chaotic domains of parameter space for large enough temperature strengths. Smaller SPSs are first affected by thermal effects, starting from their borders, as a function of temperature. To estimate the necessary temperature strength capable to destroy those SPSs we use the largest Lyapunov exponent to obtain the critical temperature ($T_C$) diagrams. For critical temperatures the chaotic behavior takes place with the suppression of periodic motion, although, the temperature strengths considered in this work are not so large to convert the deterministic features of the underlying system into a stochastic ones.
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1 Introduction

The complex behavior of a charged particle in a field of a wave packet represents one of the fundamental problems envolving the theory of plasma physics and it has attracted attention for many years [1]. One simple way to characterize such complex behaviors is the study of a discrete time version of differential equations used to model the motion of classical particles. A well know discrete time system or map used to describe the dynamics of a relativistic particle in a wave packet was originally proposed in Ref. [2], revisited in [3,4] and extended to dissipative regime in [5]. A natural question arises from this scenario when one intends to submit a dissipative relativistic particle to thermal effects modeled by Gaussian noise added to the system: what are the most common effects caused by noise in the periodic underlying dynamics of charged particles as function of temperature of thermal environment? As reported in Ref. [6] there are two common phenomena induced by the influence of temperature or noise: (i) noise-induced chaos and (ii) noise-induced crisis. In (i) trajectory can visit the original periodic attractor (null noise) and the chaotic saddle, creating in this way an extended chaotic attractor; while in (ii) noise can cause trajectories on the attractor to move out of its basin of attraction. Actually, in the real world, classical particles always suffer environmental effects, such as noise or temperature, which give rise to new dynamical behaviors and therefore, requiring new comprehensive approach. Then, to explain such behaviors in nature and for technological applications, it is of fundamental priority to understand the effect of noise (thermal or not) on the resistance of periodic behaviors.

In the present work we revisit the investigation of non-linear dynamics of a particle described by a dissipative relativistic standard map (DRSM), introduced by [7] and later explored in [8,9] and, specially extend the study published by Oliveira and Leonel in the Ref. [10], where the authors investigated the statistical and dynamical behaviors for conservative and dissipative relativistic particles in waveguide. In order to understand and to describe the role of dissipation and relativistic parameters in the DRSM we perform extensive numerical investigations besides some few analytical analysis. In addition, we also characterize the main changes in the dynamics of such particles under the influence of a thermal environment. Our aim is to understand what happens with periodic and chaotic attractors when the relativistic particle is affected by a Gaussian stochastic signal for different temperature strengths. To this end we use the following numerical approaches: (i) calculate the Lyapunov spectra (to get the Largest Lyapunov Exponents (LLE)) based on Benettin’s algorithm [11,12], which includes the Gram–Schmidt re-orthonormalization procedure and, (ii) obtain the periods of trajectories for different pairs of parameters used to describe dynamical behaviors in two-dimensional diagrams (so called Lyapunov and isoperiodic diagrams, re-
spectively) of the four-dimensional parameter-space of the discrete-time system. Besides, we also estimate the critical temperature needed to destroy the periodic attractors using the value of LLE.

We find that all possible considered two-dimensional diagrams present generic self-organized periodic structures embedded in a single chaotic domain, namely stable periodic structures (SPSs), well known to be typical or generic in dissipative nonlinear dynamical systems. Such kind of SPSs were found in a wide range of both, discrete and continuous time systems (and references therein), including ratchet systems, chemical reactions, population dynamics, electronic circuits, and laser models, among others. In addition, as far as we know, the resistance of SPSs as a function of temperature was recently characterized using the parameter planes dissipation versus temperature and other temperatures are taken into account in the DRSM dynamical systems. The effects of the relativistic effects change the nonlinear dynamics presented by a dissipative standard map. The dissipation parameter diagrams can be obtained for fixed points (period-1 attractors or orbits), as previously performed for a ratchet discrete-time system in Ref. [13]. Such boundaries are determined from the analytical expression for eigenvalues $\lambda(K, \beta, \gamma, N)$ obtained from Jacobian matrix of the map (1) after one iteration as described below.

The fixed points or period-1 attractors $(x^*, y^*)$ of Eq. (1) for $T = 0$, are obtained after one iteration by solving the system

$$\begin{align*}
\sin(2\pi x^*) &= \frac{2\pi}{K} (\gamma - 1)y^* \\
x^* &= \left(x^* + \frac{y^*}{\sqrt{1 + (\beta y^*)^2}}\right) \mod 1,
\end{align*}$$

which after some algebraic manipulations result in the orbital solutions (fixed points coordinates in phase space) given by

$$\begin{align*}
y_N &= \frac{N}{\sqrt{1 - (N\beta)^2}} \\
x_N &= \frac{1}{2\pi} \arcsin \left[ \frac{2\pi}{K} \frac{(\gamma - 1)N}{\sqrt{1 - (N\beta)^2}} \right],
\end{align*}$$

where $N$ is an integer or rational number which results from the solution of second expression of Eq. (2) and it is related to the position of respective fixed point in phase space. As a term under a square root must be positive to be real and the $|\sin(2\pi x^*)| \leq 1$, we obtain the restrictions $|N| < 1/\beta$ and $|(2\pi/K)(\gamma - 1)N(1 - (N\beta)^2)^{-1/2}| \leq 1$, which is the reason for a finite number of fixed points in phase space.

Substituting the orbital solutions (3) in the Jacobian matrix of map (1) just after one iteration, we find the analytical expressions for two eigenvalues $\lambda(K, \beta, \gamma, N)$ as a function of system’s parameters and $N$. Setting one of these eigenvalues equal to +1 (for more details see Ref. [15]), we find where (and for which parameter sets) period-1 attractors are born in the phase-space. As the Jacobian matrix and eigenvalue expressions are very large and not written explicitly here, we present the following numerical results (for null temperature case) that clearly show the influence of dissipation and relativistic parameters in the system. Besides, we also estimate the critical temperature needed to destroy the periodic attractors using the value of LLE.

2.1 A brief analytical analysis

Analytical boundaries for the SPSs in the two-dimensional parameter diagrams can be obtained for fixed points (period-1 attractors or orbits), as previously performed for a ratchet discrete-time system in Ref. [13]. Such boundaries are determined from the analytical expression for eigenvalues $\lambda(K, \beta, \gamma, N)$ obtained from Jacobian matrix of the map (1) after one iteration as described below.

The fixed points or period-1 attractors $(x^*, y^*)$ of Eq. (1) for $T = 0$, are obtained after one iteration by solving the system

$$\begin{align*}
y_N &= \frac{N}{\sqrt{1 - (N\beta)^2}} \\
x_N &= \frac{1}{2\pi} \arcsin \left[ \frac{2\pi}{K} \frac{(\gamma - 1)N}{\sqrt{1 - (N\beta)^2}} \right],
\end{align*}$$

where $N$ is an integer or rational number which results from the solution of second expression of Eq. (2) and it is related to the position of respective fixed point in phase space. As a term under a square root must be positive to be real and the $|\sin(2\pi x^*)| \leq 1$, we obtain the restrictions $|N| < 1/\beta$ and $|(2\pi/K)(\gamma - 1)N(1 - (N\beta)^2)^{-1/2}| \leq 1$, which is the reason for a finite number of fixed points in phase space.

Substituting the orbital solutions (3) in the Jacobian matrix of map (1) just after one iteration, we find the analytical expressions for two eigenvalues $\lambda(K, \beta, \gamma, N)$ as a function of system’s parameters and $N$. Setting one of these eigenvalues equal to +1 (for more details see Ref. [15]), we find where (and for which parameter sets) period-1 attractors are born in the phase-space. As the Jacobian matrix and eigenvalue expressions are very large and not written explicitly here, we present the following numerical results (for null temperature case) that clearly show the influence of dissipation and relativistic parameters in the system. Besides, we also estimate the critical temperature needed to destroy the periodic attractors using the value of LLE.
which defines the boundaries in the two-dimensional parameter diagrams where period-1 attractors are born. In other words, the solution for equation $\lambda(K,\beta,\gamma,N) = 1 = 0$ for one eigenvalue results in the following expression

$$K(\beta,\gamma,N) = \pm \frac{2\pi(\gamma - 1)N}{\sqrt{1 - N^2/\beta^2}} \quad (4)$$

Otherwise, if the eigenvalue equation is solved for $\beta$ in terms of $\gamma, K$ and $N$ one obtains

$$\beta(\gamma,K,N \neq 0) = \sqrt{\frac{K^2 - 4\pi^2(\gamma - 1)^2N^2}{N^2K^2}} \quad (5)$$

In summary, these expressions are very useful for allowing us to find position birth of the period-1 attractors in the $(K,\beta)$ (or $\beta,\gamma$) two-dimensional Lyapunov or isoperiodic diagrams, respectively, as discussed in the next section (see Fig.1(b)). An additional detailed discussion about a general procedure to find analytical expressions used to fit numerical boundaries between domains, characterized by different stable motions, in two-dimensional parameter space of generic two-dimensional dynamical systems can be found in Ref. [17] (see also references therein).

3 Numerical experiments for $T = 0$

This Section is devoted to discuss the role of relativistic parameter $\beta$ in the dynamics of DRSM without the presence of thermal effects, i.e., $T = 0$ in Eq. (1). We show the results applying numerical methods and analytical analysis. The numerical methods are based on the iteration of the map and obtain the two-dimensional diagrams for the largest Lyapunov exponent (Lyapunov diagram) [9,18,19] (see also references therein), and for the periods of the attractors (isoperiodic diagram) [21,22,23,24] as two parameters of the studied map are varied.

The Lyapunov diagrams were obtained combining the set of parameters $K,\gamma,\beta$ taken two by two with the largest Lyapunov exponent being evaluated as the map is iterated. The graphic representation of the exponents is given by their magnitudes codified by color gradients. The white represents negative exponents (fixed points or period-1 attractors and higher-order periodic attractors), the black null exponents (bifurcations points) and continuously variation of yellow up to red for positive exponents (chaotic regions). The Lyapunov diagrams were obtained considering the discretization of the parameters in a grid of $1000 \times 1000$ values, where a typical random initial condition (IC) given by $(x_0,y_0) = (0.1,0.3)$ was used to all parameter pairs. Some tests using different IC sets were performed and Lyapunov diagrams remain practically unchanged.

On the other hand, the isoperiodic diagrams also were obtained varying two of the set parameters $K,\gamma,\beta$ keeping the third constant in a grid of $1200 \times 1200$ values of parameters, and iterating the map with the same initial conditions listed at the previous paragraph. In this calculations we discard $10^7$ iterations as transient time before the period of the attractor is evaluated for periods between 1 up to 10 plotted in the isoperiodic diagrams with a discrete color scheme. For periods greater than 10 and chaotic attractors, the white color is associated. At this point becomes pertinent define an abbreviation for the period-$q$, where $q$ represents the period of attractor, shortly written as per-$q$, that is used along the text. Besides the numerical experiments we also use the analytical results discussed in Subsec. 2.3 to obtain the coordinates in the two-dimensional diagrams, where the per-1 attractors birth as a function of specific parameter pairs of DRSM.

In Figs. 1(a)-(b), we present the Lyapunov and Isoperiodic diagrams, respectively, for the Eq. (1) in the $(K,\beta)$ two-dimensional diagrams. In Fig. 1(a), we observe a large chaotic region (from yellow up to red color) with embedded periodic windows. In Fig. 1(b), we observe that for the white structures in (a), that could be fixed points or periodic attractors, now they are blue (per-1 attractors), green (per-2 attractors), red (per-3 attractors), and so on up to dark-green (per-10 attractors), as indicated by colorbar at right in the isoperiodic diagram. As in the previous Subsection the white color represents both attractors with periods greater than 10 or chaotic ones.

Comparing both Lyapunov and isoperiodic diagrams in Fig. 1(a) and (b) respectively, for $K$ values between 0 and 5 we observe in (a) a white strip that extending for $\beta$ values between 0.0 and 1.0 and it corresponds to a per-1 attractor (fixed point) and a per-2 attractor in (b) (see the blue and green colors inside that strip). Inside it there exist a period doubling bifurcation, where the bifurcation points are not completely visible in the Lyapunov diagram due to the numerical precision (see the thin black line in that last strip in (a)). Near to $K \sim 5$ and $\sim 12$ one can observe in (a) the birth of two large periodic strips (white color) that in (b) is a blue strip of per-1 and a green strip of per-2. From those two strips appear two distinct sequences of per-1 and per-2 strips with size decreasing, as $K$ increases and $\beta$ decreases.

We also plotted four curves, given by Eq. (5), for $N = 1, 2, 3, 4$ in Fig. 1(b), continuous-black lines bordered the first four per-1 structures (blue structures from top to bottom). These exemplary curves are composed by parameter pairs $(K,\beta)$ where the system (1) suffers boundary or exterior crisis bifurcations. It is worth to observe that those black lines, that mark where the fixed points or per-1 structures born, do not completely fit those structures in their left bottom side. This feature is related to the choice of the initial conditions used to iterate the map, i.e., the used initial condition gave rise to an attractor near that analytically evaluated by Eq. (5). However, it is difficult to choose initial conditions that exactly give rise to the same results found analytically. One can also see that four curves abruptly finish at left-hand side of same figure. This happens because exactly in the point where the root of Eq. (5) becomes negative, i.e., the function $\beta(K,\gamma,N)$ becomes imaginary and our theoretical prediction is inappropriate. Besides, it is possible to obtain curves for $N > 4$, but the results are not easily visible in
Fig. 1. (a) The largest Lyapunov exponent (see color-bar) is plotted in the parameter-plane \((K, \beta)\) for \(\gamma = 0.4\), while in (b) the periods for the same parameter-plane are plotted in colors (see color-bar), where the white color represents the larger periods than ten and chaotic attractors. The black-continuous curves fitting the fixed point domains (per-1 attractors) are the theoretical prevision given by Eq. (5) for \(N = 1, 2, 3\) and 4.

the present two-dimensional diagrams because the figures resolution.

In the next, a numerical description of the DRSM is carry out, emphasizing the relativistic parameter \(\beta\). For this purpose some Lyapunov diagrams are constructed, as described in the beginning of Section 3. In Fig. 2 we show four Lyapunov diagrams for the \((K, \gamma)\) plane, varying the parameter \(\beta\). In those four diagrams, the magnitude of the largest Lyapunov exponent follows the codification presented in the color-bar at right in diagram (d). For a small \(\beta\) in Fig. 2(a), we observe a periodic region (white and black color) at the left side of the diagram and finished at the top. In addition, we also observe the presence of some thin strips (white and black color) that cross the chaotic region (yellow and red region) in the diagonal. In

Fig. 2. The largest Lyapunov exponent (see color-bar) is plotted in the parameter-plane \((K, \gamma)\) for (a) \(\beta = 0.1\), (b) \(\beta = 0.4\), (c) \(\beta = 0.7\), and (b) \(\beta = 1\) (resonant case).

Fig. 2(b), a large periodic region (see black and white colors in color-bar) was born at right of the diagram, confining the chaotic behavior into two regions. Increasing the \(\beta\) parameter, in Fig. 2(c), we note the shrinkage of the chaotic regions dominated by the periodic region at right. In the resonant case, \(\beta = 1\) in Fig. 2(d), the behavior previously observed, i.e., the increase of the periodic region at right in the diagrams, changes drastically, with the increase of the chaotic domain (yellow region) destroying the periodic domain at right of the diagram. It is also worth to note the periodic domain at the left of the diagrams of Fig. 2 that extending from \(\gamma = 0\) up to \(\gamma = 1\). That region practically remains unchanged for all values of \(\beta\) used in the numerical simulations.

Fig. 3. Magnification of Fig. 2(b) highlighted by green box and showing typical shrimp-shaped domains.

Inside the chaotic domains of the diagrams in Fig. 2 we note some specific SPSs in addition to the thin strips discussed above. To clarify this, we magnified the region enclosed to the green box in Fig. 2(b), and show in Fig. 3 Lyapunov diagram of that domain: three \([13, 14, 25]\) large SPSs are clearly observed. In special, the typical SPS located in the right-bottom side of Fig. 3 (about \((K, \gamma) \sim (9.5, 0.25)\)) is commonly known as shrimp-shaped robust isomorphic domain (as named by Gallas [26]) or just shrimp-shaped domain. This kind of SPS is formally defined by the authors of Ref. [27] in terms of superstable parabolic arcs (whose definition is given for one-dimensional maps and recently extended for the dissipative Hénon map in
Ref. [28] through of numerical continuation methods). Another interesting definition for such generic SPSs, named compound windows and, also characterized in parameter space of dissipative Hénon map as performed in [29], was introduced in 2008 by E. Lorenz [30]. According to Lorenz, compound windows are periodic windows which have a typical shape and consist of a central main “body” from which four narrow “antennae” extend. They are organized in bands which is known as window streets. We have been considered such definition in the discussion of our results, although, along the text we have been used the expression shrimp-shaped domain. As confirmed by a set of numerical experiments (magnifications not shown here), in some specific portions of parameter space of DRSM there are a large number of them. As a matter of fact, as we enlarged small portion of chaotic regions, further smaller typical shrimp-shaped domains are found [29,30]. As far as we know, the shrimp-shaped domain also is known as fishhook, since 1982 by Fraser and Kapral [31], for discrete maps and flows. In addition, it has been called by different names in the proper literature as, for instance, swallow [32] and, crossroad area [33].

The black lines inside the shrimp-shaped domains are lines of bifurcation, once that null largest Lyapunov exponents refer to the bifurcations points of the map. As it was reported previously in Ref. [34] (see also references therein) the route to chaos, from inside of a shrimp-shaped domain to the chaotic region in specific directions, follows successive period-doubling bifurcations. More information about bifurcation theory and several robust results can be found in the Ref. [35].

The Lyapunov diagrams for the \((\gamma, \beta)\) plane, with \(K = 20\), are shown in Fig. 4, where in (a) a large view is plotted while in (b)-(d) magnifications are presented for regions delimited by greens boxes in (a). In Fig. 4(a) large periodic strips (black-white strips) are seen in the diagram, and those strips extend along the chaotic region. Such strips represent fixed points (per-1 attractors) for each pair of \((\gamma, \beta)\) parameters represented by white color while black color is associated to bifurcation points (null largest Lyapunov exponent). In addition, as showed in Fig. 4(b), the upper boundaries of those strips are analytically fitted by Eq. 5, with \(K\) fixed. In Fig. 4(b)-(d), three emblematic types of isomorphic periodic structures embedded in the chaotic region, as reported in some recent works about maps [13,20,30] and flows [19,31] and discussed in the previous paragraph are observed. Two of them, observed in Fig. 4(b), and better visualized in Fig. 4(c), are the well-known shrimp-shaped domains, at left-bottom side of the diagram, while at the right-top side of the diagram, a smaller set of three connected SPSs. Similar structures were recently reported in Ref. [25] for flows. The third one, shown in Fig. 4(d), is the cuspidal SPSs [14,17], sometimes also known as saddle area [36] and rigorously demonstrated since 1985 as published in [37]. A more comprehensive and didactical explanation about cuspidal SPSs can be found on appendix of Ref. [38]. Those Lyapunov diagrams also present self-affinity features, i.e., those SPSs appear in smaller scales of the Lyapunov diagrams.

The second set of partial conclusions is based on the rich and complex dynamics presented by DRSM, even without the presence of thermal effects, when two control parameter are varied simultaneously. Therefore, the high-complex configuration observed in the two-dimensional diagrams as discussed in this section is possible due to the features of self-similarities and affinities besides the evident proofs of existence of typical SPSs as, shrimp-shaped and cuspidal domains, which are believed generic in the parameter-spaces of nonlinear dynamical systems.

4 Using thermal effects \((T > 0)\) to perturb periodic attractors

In this Section the thermal effects are studied when the DRSM model is added by a Gaussian noise, as described by Eq. 1. Lyapunov diagrams were constructed for the \((K, \gamma)\) and \((\gamma, \beta)\) planes with \(T\). In Fig. 5, the Lyapunov diagrams as \(T\) increases from \(10^{-7}\) in (a), up to \(10^{-1}\) in (f), are shown for \((K, \gamma)\). Fig. 5 presents the \(T = 0\) case. Comparing both cases, \(T = 0\) (Fig. 5) with \(T = 10^{-7}\) (Fig. 5(a)), considered very small temperature, minimal changes are observed. Mainly, in the chaotic region, very small periodic structures were destroyed, and some branches of the bigger SPSs became thin. More increasing the temperature, Figs. 5(b)-(d), this effect becomes more clear, all smaller SPSs embedded in the chaotic region are destroyed, just surviving the three largest, but branches of the bigger SPSs were destroyed. It is worth to note the “scars” that the periodic structures leave in the chaotic region when the temperature effects increase. For example, see in Figs. 5(c)-(e), the yellowish regions where before there were branches and pieces of periodic structures for low values of temperatures (Figs. 5(a)-(b)). Those pronounced scars (yellow scars in Fig. 5(c)) are a kind of “memory” in the dynamics of the map due to the existence of the periodic structures. These “memories” can be completely destroyed for higher values of temperatures (see Figs. 5(f)).
Fig. 5. The largest Lyapunov exponent (see color-bar) is plotted in the parameter-plane \((K, \gamma)\) with \(\beta = 0.4\) for (a) \(T = 10^{-7}\), (b) \(T = 10^{-6}\), (c) \(T = 10^{-5}\), (d) \(T = 10^{-4}\), (e) \(T = 10^{-3}\), and (f) \(T = 10^{-2}\). As temperature increases the destruction of SPSs becomes more and more evident.

Fig. 6. The largest Lyapunov exponent (see color-bar) is plotted in the parameter-plane \((\gamma, \beta)\) with \(K = 20\) for (a) \(T = 10^{-7}\), (b) \(T = 10^{-6}\), (c) \(T = 10^{-5}\), (d) \(T = 10^{-4}\), (e) \(T = 10^{-3}\), and (f) \(T = 10^{-2}\). As temperature increases the destruction of SPSs becomes more and more evident.

In Fig. 6, the Lyapunov diagrams, as \(T\) increases from \(10^{-7}\) in (a) up to \(10^{-2}\) in (f), are shown for \((\gamma, \beta)\). The same behaviors presented previously in Fig. 5 are also observed in Fig. 6. The size of the structures in parameter space has a fundamental role in their stabilities regarding the temperature effects. Although the entire parameter space is perturbed by considering the presence of thermal effects in the system the smallest SPSs are more sensitive to the temperature strength, and they are the first to be destroyed if compared to the larger ones.

In the next we follow using the LLE to obtain the critical temperatures \(T_C\) of the entire structure for which it will survive. For temperatures higher than its \(T_C\), the whole periodic structures will be destroyed by thermal effects. In Fig. 7 we show the critical temperature diagrams for the \((K, \gamma)\) and \((\gamma, \beta)\) planes. \(T_C\) is codified by the color-bar in a logarithmic scale. The diagrams of Figs. 7(a) and
Fig. 7. Plot of critical temperature $T_C$ (see the color-bar in (d)) necessary to destroy the SPSs in the (a) $(K, \gamma)$ plane, (b) $(\gamma, \beta)$ plane, and in the (c) and (d), magnifications of boxes in (a) and (b), respectively.

(b) are the same regions of Figs. 5(a) and 6(a), respectively. Figures 7(c) and (d) are magnifications of the boxes in (a) and (b), respectively. It is clearly observed that $T_C$ is larger inside the structures, especially inside their inner parts. Thus, the periodic structures can still be recognized in such $T_C$ analysis. Even though $T_C$ is larger inside the inner parts of the structures, it tends to decrease at their borders. The procedure to obtain $T_C$ follows: for each pair of parameters, $(K, \gamma)$ or $(\gamma, \beta)$, $T$ in Eq. (1) was increased until the LLE reached positive values within the precision $10^{-3}$, which is a value below the minimum LLE allowed by the periodic constraints in the structures. Other precision values were tested and the main findings remain unchanged. It is possible to observe that the far from zero LLE in the chaotic region is independent of the parameters $(K, \gamma)$, or $(\gamma, \beta)$, within the precision $10^{-3}$. This defines the critical temperature $T_C$, where the near to zero LLE, due to periodic motion (inside the periodic structures), is transformed into the far from zero LLE due to the chaotic motion. By the $T_C$ analysis, we corroborate the assumption that how bigger is the SPS in the parameter-space, more resistant to destruction by thermal noise is the SPS.

We finish this Section stating the following conclusion: In the presence of a thermal reservoir, modeled by Gaussian noise, generic SPSs (as discussed above) usually are destroyed, starting from their borders, for large enough temperature and, characterizing this behavior as generic in parameter space. In addition, our results confirm that smaller SPSs are first affected by small thermal effects ($T \rightarrow 0$).

5 Summary and conclusions

The dissipative relativist standard map (DRSM) with Gaussian noise, Eq. (1), was numerically studied in this work. The Gaussian noise represents the thermal effect in the dynamics of the DRSM model. We start the numerical investigations of DRSM without the presence of noise obtaining the Lyapunov and isoperiodic diagrams for the dissipation parameter $\gamma$ and relativistic parameter $\beta$ besides the kicking strength $K$ and in this way we extend the previous investigation performed in Ref. [10]. The birth of period-1 structures in the $(K, \beta)$ plane was also analytically obtained and numerically corroborated in the Lyapunov and isoperiodic diagrams. All the parameter-planes of the DRSM model present isomorphism regarding the presence of generic periodic structures embedded in the chaotic domains, also known as shrimp-shaped stable periodic structures (SPSs).

In a recent work [15] the thermal effect was studied in a discrete and continuous ratchet models and the critical temperature $T_C$ necessary to destroy the SPSs was obtained by the computation of the classical ratchet currents in the parameter-spaces. The authors showed that the SPSs are structures with optimal ratchet currents and how bigger these structures are in the parameter-space,
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