Potential and challenges of wind measurements using met-masts in complex topography for bridge design: Part II – Spectral flow characteristics
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1. Introduction

The characterization of the wind conditions in fjords by tall met-masts can be particularly challenging. Midjiyawa et al. (2021) showed, for example, that high wind speeds are often recorded for only a limited number of narrow sectors and that the flow characteristics at the mast locations might differ significantly from those in the middle of the fjord. However, the local topography may not equally affect eddies of different sizes. Deviations of the estimated integral flow characteristics from those in flat terrain were observed in Midjiyawa et al. (2021). These may be linked to a perturbation of the low-frequency turbulence fluctuations by the local terrain while the high-frequency range may remain less affected (Frank, 1996). An investigation of the spectral structure of turbulence is, therefore, vital to identify to what extent the records from the masts on the shore can be used to model the velocity spectra and coherence of turbulence above the water in narrow fjords. The present paper complements the study by Midjiyawa et al. (2021) by focusing on the second-order spectral characteristics of turbulence, which is relevant for the design of long-span bridges.

The one-point spectra and coherence are fundamental to calculate turbulent wind loading on long-span bridges (Scanlan, 1978; Davenport, 1961b). Full-scale studies, focusing on the spectral characteristics of turbulence for bridge design, are typically site-specific (Hui et al., 2009; Cheynet et al., 2016; Fenerci et al., 2017; Yu et al., 2019; Song et al.,...)
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Whereas turbulence characteristics in complex terrain are undoubtedly affected by the local topography, there may exist common features between multiple sites in a specific type of topography, for example, a fjord. Identifying such shared features is thus of major interest when modelling the dynamic wind load on fjord-crossing bridges. In this regard, a systematic characterization of turbulence from multiple sites is desirable, but unfortunately rarely done.

As the need for long-span bridges in mountainous environments increases (Table 1), turbulence spectra and coherence models appropriate to model the dynamic wind load in rough terrains are required. One-point spectral models (e.g. Busch and Panofsky, 1968; Kaimal et al., 1972; Tideman, 1995; von Kármán, 1945; Simiu and Scanlan, 1996) and coherence models (Davenport, 1961b) commonly found in the literature were originally established in flat and homogeneous topographies. Their applicability in mountainous terrain, as in fjords, is still unclear.

This paper aims to identify potential common features of turbulence in the frequency space by focusing on two sectors in each fjord, characterized by converse flow conditions: long-fetch winds, defined as winds blowing over an extended stretch of water, typically more than 2 km; and short-fetch winds, defined as winds blowing over irregular and heterogeneous terrain upstream of the measurement location. Furthermore, the study aims at exploring the variation of the co-covariance of turbulence between the different fjords. It also reassesses the applicability of the widely used Davenport model in complex topography.

The rest of the paper is organized as follows; Section 2 discusses the choice of scaling velocity and length in the surface layer. The section further introduces the different co-coherence models. Section 4 presents the methods and assumptions used in the estimation of velocity spectra and co-coherence. Section 5 discusses the influence of topography on the velocity spectra and spectral ratios as well as on the spatial correlation of turbulence.

2. Fundamentals of turbulence and turbulence-induced wind load

2.1. Choice of the scaling velocity and scaling length

As in Midijyawa et al. (2021), atmospheric turbulence is modelled as a three-variate, three-dimensional correlated random process \([u, v, w]\) in a coordinate system \([x, y, z]\), where \(x, y\) and \(z\) denote the along-wind, cross-wind and vertical directions, respectively.

In both wind engineering and micro-meteorology, the velocity spectra are scaled by a characteristic length and velocity. Following Monin-Obukhov Similarity Theory (MOST) (Monin and Obukhov, 1954), the scaling velocity is the friction velocity \(u^*\), whereas the scaling length is the height \(z\) above the ground. MOST is applicable only in the surface layer, i.e. roughly the lower 10% of the atmospheric boundary layer. Although \(u^*\) and \(z\) are sporadically used in wind engineering (e.g. Simiu and Scanlan, 1996), other characteristic lengths and velocity scaling are more common. In Dyrbye and Hansen (1997) or EN 1991-1-4 (2005), the spectrum of the along-wind velocity component is of special interest. For this component, the scaling velocity is the standard deviation of the along-wind component \(u_\text{fl}\), whereas the scaling length is the integral length scale \(L^r\), which is modelled as a non-linear function of \(z\).

Following Dyrbye and Hansen (1997), the use of \(L^r\) aims to account for the inadequacy of MOST at altitudes above 50 m, which is a reasonable motivation. However, the literature supporting the use of the integral length scale as scaling length is rather scarce, while full-scale measurements indicated that, under neutral conditions, \(z\) is still appropriate at heights above 80 m above the surface (e.g. Mikkelsen et al. (2017); Cheynet et al., 2018). Although the integral length scale is a key characteristic in wind-tunnel tests, its estimation in an outdoor environment is prone to significant error and its usefulness to study atmospheric turbulence is thus questionable (Panofsky and Dutton, 1984).

The integral length scales are used in the von Kármán spectrum (von Kármán, 1945; Morfiadakis et al., 1996) and the ESDU spectrum model (ESDU, 2001). However, the length scale is reliable only if the spectral peak is clearly defined (Cheynet et al., 2018), which is rarely the case in the atmospheric boundary layer, especially close to the ground, where the spectral peak can be flat (Högström et al., 2002). Natural wind includes also a combination of submeso-, meso- and microscale fluctuations, which are not accounted for in wind tunnel tests or spectral tensor models (e.g Mann, 1994), which further challenges the estimation of the integral length scales. For these reasons, the von Kármán spectrum is not discussed herein. Besides, in the upper part of the atmospheric boundary layer, the thickness of the boundary layer acts as the scaling length (Högström et al., 2002), such that the turbulence spectrum is independent of the altitude, meaning that both \(z\) and \(L^r\) become inappropriate above a given height. In the present case, the simultaneous presence of mountains and the sea challenge the choice of an adequate boundary layer height. As the measurements were conducted in the first 100 m above the ground, it was decided to use \(z\) as a scaling length.

In the inertial subrange, Kaimal et al. (1972) derived some asymptotic relations for the normalized power spectral densities (PSDs) of the three velocity components.

\[
f_S(u_f) \frac{f}{u^*} \approx 0.3 f^2 \frac{z}{L^r} \quad \text{at } f \gg 1
\]

\[
f_S(v_f) \frac{f}{u^*} \approx 0.4 f^2 \frac{z}{L^r} \quad \text{at } f \gg 1
\]

\[
f_f = \frac{f}{f^*} \quad \text{at } f \gg 1
\]

where \(S_u, S_v, S_w\) are the along-wind, cross-wind and vertical velocity spectra, respectively; \(f\) is the frequency and \(u^*\) is the horizontal mean wind speed. Equations (1) and (2) satisfy the hypothesis of local isotropy in the inertial subrange (Rolmogorov, 1941)

\[
\frac{S_u}{S_v} \approx \frac{S_u}{S_w} \approx \frac{A}{3} \quad \text{at } f \gg 1
\]

Equations (1) and (2) are of major importance to assess the quality of the anemometer records, for example, to know if flow distortion occurs (Cheynet et al., 2019; Peña et al., 2019). The ratios \(S_w/S_u\) and \(S_v/S_u\) can also be affected by aliasing if the velocity data are recorded with a relatively low sampling frequency or if the data have been decimated without the application of a low-pass filter. Failure to satisfy eq. (4) may also indicate that the inertial subrange has not yet been reached by the \(S_w\).

### Table 1

| Year   | Name                        | Main span (m) | Location |
|--------|-----------------------------|---------------|----------|
| 2020   | Jinshajiang Hataoxia Bridge | 766           | China    |
| 2020   | Honghe Jianyuan Bridge      | 700           | China    |
| 2020   | Jin’an Bridge               | 1386          | China    |
| 2018   | Xingkang Bridge            | 1100          | China    |
| 2018   | Chajiaotao Bridge           | 1200          | China    |
| 2018   | Hålogaland Bridge          | 1145          | Norway   |
| 2018   | Sunamhe Bridge              | 660           | China    |
| 2016   | Longjiang River Bridge      | 1196          | China    |
| 2016   | Yachi Bridge               | 800           | China    |
| 2016   | Duge Bridge                | 720           | China    |
| 2015   | Qinghui River Bridge       | 1130          | China    |
| 2015   | Puli Bridge                | 628           | China    |
| 2013   | Hardanger Bridge           | 1310          | Norway   |
| 2013   | Lishui River Bridge        | 856           | China    |
| 2012   | Aizhai Bridge              | 1176          | China    |
| 2009   | Sidu River Bridge          | 900           | China    |
| 2009   | Balin River Bridge         | 1088          | China    |
| 2009   | Beipanjiang River Bridge   | 636           | China    |
| 1992   | Gjernnessund Bridge        | 623           | Norway   |
or $S_*$ spectrum because of the limited sampling frequency or the sonic-path averaging of the anemometer (Chamecki and Dias, 2004).

Using $u_*$ as the velocity scale together with a logarithmic mean wind speed profile implies that the turbulence intensity is not explicitly used to compute the wind load. For a given velocity spectrum, the turbulence intensity can be modified by changing the roughness length $z_0$ or the reference mean wind speed $u_{ref}$ at a reference height $z_{ref}$. Therefore, the along-wind dynamic wind load in one point can be modelled using only five parameters: \{\nu *, z_0, u_{ref}, \sigma_f, f_{Su}/u_*^2 \}, where $f_{Su}/u_*^2$ can be derived from Kaimal et al. (1972), Simiu and Scanlan (1996) or Tieleman (1995).

The friction velocity requires knowledge of the three velocity components and is associated with a larger statistical uncertainty than their standard deviation. The standard deviation of the along-wind velocity $u_*$ may, therefore, appear as an attractive alternative velocity scale. Nevertheless, the use of $\sigma_u$ requires an additional relation between $u_*$ and $\sigma_u$, which is often approximated as $\sigma_u = Ku_*$ where $K$ is a coefficient that depends on the terrain roughness (Simiu and Scanlan, 1996; Solari and Piccardo, 2001). This makes the relation between $\sigma_u$ and $u_*$ prone to large uncertainties in mountainous regions (e.g. de Franceschi et al., 2009; Midjiyawa et al., 2021). If surface-layer scaling is adopted, turbulence modelling with $\sigma_u$ as scaling velocity leads to more parameters than necessary to compute the wind load. Besides, if the relation between $\sigma_u$ and $u_*$ is not carefully chosen, it is possible to simulate a flow field that does not satisfy eqs. (1) and (2), which is not desirable for a realistic simulation of an undisturbed turbulence field. In the present case, $u_*$ was chosen as the scaling velocity based on data collected from 3D sonic anemometers and an averaging interval of 30 min was selected to reduce the statistical uncertainties.

The friction velocity is estimated hereafter using three different methods. First is the traditional approach, suggested by e.g. Weber (1999).

$$u_c = \left[ u \cdot w^2 + v \cdot w^2 \right]^{1/4} \quad (5)$$

Second is the method by Klipp (2018).

$$u_c = [ (\lambda_3 - \lambda_1) \cos(\beta) \sin(\beta) ]^{1/2} \quad (6)$$

where $\lambda_1$ and $\lambda_3$ are the largest and smallest principal components of the Reynolds stress tensor, respectively; $\beta$ is defined as

$$\beta = 90 - \arccos \left( \frac{U \cdot A_3}{|U||A_3|} \right) \quad (7)$$

where $A_3$ is the eigenvector associated to $\lambda_3$ and $U$ is the mean wind velocity vector. The third method incorporates also the horizontal covariance term of the Reynolds stress tensor

$$u_{cH} = \left[ u \cdot w^2 + u \cdot v^2 + v \cdot w^2 \right]^{1/4} \quad (8)$$

The third method may be justified if $u \cdot w$ contributes considerably to the surface stresses. However, eq. (8) should be interpreted with caution as its expression is not consistent with the properties of the Reynolds stress tensor (Klipp and Adelphi, 2008). Therefore eq. (8) is considered only when the other two methods to compute the friction velocity result in non-dimensional spectra that do not satisfy eqs. (1) and (2). Investigating eq. (8) is valuable to assess the appropriateness of $u_*$ as the scaling velocity in a fjord-like topography.

For comparison purposes, the estimated PSDs are compared to the one-point auto and cross-spectral densities by Kaimal and Finnigan (1994), defined as

$$f_{Su}(f) = \frac{102f_r}{(1 + 33f^2)^5} \quad (9)$$

$$f_{Su}(f) = \frac{17f_r}{(1 + 9.5f^2)^5} \quad (10)$$

$$f_{Su}(f) = \frac{2f_r}{1 + 5(f^2)^5} \quad (11)$$

$$f_{Re(Sw)(f)} = \frac{14f_r}{(1 + 9.5f^2)^5} \quad (12)$$

where $\text{Re}(S_{uw}(f))$ refers to the real part of the cross-spectrum. Since the terrain is heterogeneous, the anemometers may be located in different internal boundary layers. Therefore, the friction velocity is unlikely to be constant with the measurement height. Using local similarity theory (Sorbian, 1986), it is possible to normalize the velocity spectra and cross-spectra based on local estimates of $u_*$ instead of using the value at the lowest height. Following Figueroa-Espinoza and Salles (2014), this approach may be suitable in a mountainous environment and is, therefore, adopted in the following.

2.2. Surface-layer velocity spectra in complex terrains

Fig. 1 illustrates the fact that, in the surface layer, the maximal value of the normalized along-wind velocity spectrum is $f_{Su}/u_*^2 \approx 1$ (Kaimal et al., 1972; Högström et al., 2002). In the lower part of the surface layer, the strong shear and the blocking by the surface distort the eddies as they impinge and scrap along the surface (Högström et al., 2002; Hunt and Morrison, 2000; Hunt and Carlotti, 2001; Mikkelsen et al., 2017). This phenomenon leads to the distortion of the low-frequency range of the velocity spectrum. In particular, the spectral peak of the velocity spectrum pre-multipled with the frequency flattens (left panel of Fig. 1) to create a “plateau” (Drobinski et al., 2004). Although the plateau is often observed in the first 30 m above the ground (Högström et al., 2002), it likely exists at higher altitudes (Drobinski et al., 2004). A practical tool to quantify blocking is to compare the imaginary part and real part of the cross-spectrum $S_{uw}$ (Mann, 1994; Cheynet, 2018). If $\text{Im}(S_{uw})$ is substantially different from zero, the blocking by the surface may not be negligible.

If $u_*$ is the appropriate scaling velocity, an underestimation of its value will lead to a PSD estimate that lies systematically above eqs. (1)
and (2). Such an underestimated can be observed if $u^\prime$ $v^\prime$ substantially affects the turbulent shear stresses. If the altitude above the ground is no longer the adequate scaling length, the peaks of the normalized velocity spectra will be located at different frequencies when expressed as a function of $f$ (right panel of Fig. 1). In summary, the scaling velocity governs the position of the normalized spectra on the ordinate, whereas the scaling length governs its position on the abscissa.

2.3. Modelling of the co-coherence

The normalized cross-spectrum of turbulence gives the spatial correlation of turbulence in the frequency space (Ropelewski et al., 1973). The root-coherence is defined as

$$r_i(z_1,z_2,f) = \frac{S_i(z_1,z_2,f)}{\sqrt{S_i(z_1)}\sqrt{S_i(z_2)}}$$

(13)

where $i = (u,v,w)$; $S_i(z_1)$ and $S_i(z_2)$ are the one-point spectra estimated at heights $z_1$ and $z_2$ respectively and $S_i(z_1,z_2,f)$ is the two-point cross-spectral density estimate between the anemometers at the heights $z_1$ and $z_2$. Equation (13) is a complex-valued function, the real part of which is called the co-coherence, whereas its imaginary part is called the quadr-coherence. In wind engineering, wind energy or boundary layer meteorology, the co-coherence is often modelled using the so-called Davenport model (Davenport, 1961b).

$$r_i(z_1,z_2,f) = \exp(-C_0 f_0)$$

(14)

$$f_0 = f \left[ \frac{z_1 - z_2}{\pi(z_1,z_2)} \right]$$

(15)

$$\pi(z_1,z_2) = \frac{\pi(z_1) + \pi(z_2)}{2}$$

(16)

where $i = (u,v,w)$ and $C_0$ is an empirical decay coefficient. Similarly to the one-point spectrum, the Davenport model was established in flat, and homogeneous terrain and relatively small separation distances. The Davenport model assumes that the decay coefficient ($C_0$) is constant. In contrast, Kanda and Royles (1978); Kanda (1983); Bowen et al. (1983) have proposed alternatives approaches of modelling vertical coherence which include the height above the surface. The model by Bowen et al. (1983) assumes that $C_0$ depends on the height and the vertical separation between anemometers, such that.

$$C_0 = C_i + C_z \frac{z_1 - z_2}{z}$$

(17)

$$z = \frac{z_1 + z_2}{2}$$

(18)

To account for the fact that the coherence does not equal unity at zero frequency (Kristensen and Jensen, 1979), an additional decay parameter $C_i$ is introduced in eq. (17) such that the co-coherence is finally modelled as.

$$r_i(z_1,z_2,f) = A(z_1,z_2,f) \cdot \exp\left(-\frac{2C_i}{(z_1 + z_2)\pi(z_1,z_2)} f^2 \right)$$

(19)

$$A(z_1,z_2,f) = \exp\left(-\frac{\left[\frac{z_1 - z_2}{\pi(z_1,z_2)}\right]^2}{(C_0 f)^2 + (C_f)^2}\right)$$

(20)

The third parameter $C_f$ has the dimension of the inverse of a time scale of turbulence. It is lower for the horizontal component compared to the vertical one because the turbulence length scales of the $w$ component are generally smaller than for the $u$ and $v$ components (Solari and Piccardo, 2001). Furthermore, the introduction of $C_f$ reduces the bias in the estimation of $C_i$ and $C_z$. Additionally, if the low-frequency records are used without $C_f$, the co-coherence will be equal to 1 when $f = 0$ Hz, which is not realistic for large spatial separations. In this study, eq. (19) is used to illustrate the limits of the Davenport model to describe the vertical co-coherence of turbulence.

3. Observation setup and data processing

The fjords of interest are Sulafjorden, Halsafjorden and Julsundet located on the west coast of Norway. As a part of the E39-project, four masts were deployed in Sulafjorden, two in Halsafjorden and two others in Julsundet (Furevik et al., 2020; Midjiyawa et al., 2021). The two masts located on the northern part of Sulafjorden are installed on each side of the fjord and are labelled SulANW and SulANE. The masts on the southern area are named SulaSW and SulaSE. On the western and eastern sides of Halsafjorden and Julsundet, the masts deployed are named herein HalSW/HalSE and JulW/JulE, respectively. For the sake of brevity, the mast names, heights, types and coordinate location are summarised in Table 2. The reader is referred to Furevik et al. (2020) and Midjiyawa et al. (2021) for a detailed description of the measurement setup as well as the topography at the mast locations. Each mast was equipped with three to four 3D sonic anemometers (Gill WindMaster Pro). In total, two years (2018-2019) of data from 25 anemometers are used in the current study. The data were saved at a sampling frequency of 10 Hz and pre-processed as described in Midjiyawa et al. (2021). The key processing steps were.

- Samples with a mean wind speed lower than 12 m s$^{-1}$ were discarded to ensure that the majority of the records are representative of near-neutral conditions.
- The double rotation technique was used for anemometer tilt correction.
- Linear trends were removed to study turbulent fluctuations.
- Highly non-Gaussian, non-stationary fluctuations and samples characterized with high statistical uncertainties in the momentum flux were removed.

4. Methodology for spectral analysis

The selected data were organized into stationary time series of 30 min. The one-point auto and cross-spectral densities of the velocity fluctuations were estimated using Welch’s algorithm (Welch, 1967) with
Table 3
Normalized standard deviation and turbulence intensity for long-fetch winds. The anemometer closest to 50 m above ground is chosen.

| Mast       | Sector (°) | $\sigma_u/u_*c$ | $\sigma_v/v_*c$ | $\sigma_w/w_*c$ | $\sigma_u/u_0$ | $\sigma_v/v_0$ | $\sigma_w/w_0$ | $I_u$ | $I_v$ | $I_w$ |
|------------|------------|-----------------|-----------------|-----------------|----------------|----------------|----------------|------|------|------|
| SulaNW     | 300-330    | 1.41 ± 0.19     | 2.39 ± 0.56     | 2.09 ± 0.38     | 0.68 ± 0.10    | 1.15 ± 0.24    | 0.08 ± 0.02    | 0.09 ± 0.03   | 0.05 ± 0.01 |
|            | 135-165    | 1.97 ± 0.34     | 2.37 ± 0.42     | 2.62 ± 0.51     | 0.76 ± 0.09    | 0.92 ± 0.14    | 0.13 ± 0.02    | 0.11 ± 0.02   | 0.10 ± 0.02 |
| SulaNE     | 150-210    | 1.76 ± 0.30     | 2.81 ± 0.56     | 2.65 ± 0.51     | 0.67 ± 0.09    | 1.07 ± 0.17    | 0.10 ± 0.02    | 0.11 ± 0.03   | 0.07 ± 0.02 |
|            | 300-20     | 1.71 ± 0.33     | 2.25 ± 0.71     | 2.40 ± 0.52     | 0.72 ± 0.10    | 0.97 ± 0.17    | 0.13 ± 0.03    | 0.13 ± 0.04   | 0.09 ± 0.03 |
| HalsaW     | 150-180    | 1.42 ± 0.20     | 2.32 ± 0.42     | 2.64 ± 0.43     | 0.54 ± 0.06    | 0.88 ± 0.12    | 0.10 ± 0.02    | 0.09 ± 0.02   | 0.05 ± 0.01 |
| HalsaE     | 150-180    | 1.57 ± 0.29     | 2.61 ± 0.52     | 2.91 ± 0.62     | 0.55 ± 0.05    | 0.91 ± 0.11    | 0.11 ± 0.03    | 0.10 ± 0.02   | 0.06 ± 0.01 |
|            | 300-360    | 1.39 ± 0.27     | 2.45 ± 0.48     | 2.55 ± 0.58     | 0.55 ± 0.08    | 0.98 ± 0.16    | 0.17 ± 0.02    | 0.15 ± 0.03   | 0.10 ± 0.01 |
| JuW        | 120-195    | 1.46 ± 0.29     | 2.76 ± 0.53     | 2.62 ± 0.65     | 0.57 ± 0.10    | 1.08 ± 0.20    | 0.09 ± 0.04    | 0.10 ± 0.04   | 0.05 ± 0.03 |
| JuE        | 120-195    | 1.65 ± 0.27     | 2.65 ± 0.68     | 2.74 ± 0.55     | 0.61 ± 0.11    | 0.97 ± 0.17    | 0.11 ± 0.02    | 0.11 ± 0.03   | 0.07 ± 0.02 |
|            | 300-360    | 1.21 ± 0.13     | 2.32 ± 0.59     | 2.25 ± 0.40     | 0.55 ± 0.08    | 1.04 ± 0.22    | 0.10 ± 0.02    | 0.10 ± 0.03   | 0.05 ± 0.01 |

Table 4
Normalized standard deviation and turbulence intensity for short-fetch winds. The anemometer closest to 50 m above ground is chosen.

| Mast       | Sector (°) | $\sigma_u/u_*c$ | $\sigma_v/v_*c$ | $\sigma_w/w_*c$ | $\sigma_u/u_0$ | $\sigma_v/v_0$ | $\sigma_w/w_0$ | $I_u$ | $I_v$ | $I_w$ |
|------------|------------|-----------------|-----------------|-----------------|----------------|----------------|----------------|------|------|------|
| SulaNW     | 165-185    | 1.98 ± 0.33     | 1.83 ± 0.35     | 2.32 ± 0.42     | 0.85 ± 0.07    | 0.79 ± 0.07    | 0.17 ± 0.03    | 0.13 ± 0.02   | 0.14 ± 0.02 |
|            | 135-165    | 1.68 ± 0.24     | 1.44 ± 0.12     | 1.81 ± 0.17     | 0.93 ± 0.12    | 0.80 ± 0.09    | 0.22 ± 0.03    | 0.17 ± 0.03   | 0.20 ± 0.04 |
|            | 285-315    | 1.77 ± 0.24     | 1.72 ± 0.33     | 2.19 ± 0.27     | 0.81 ± 0.07    | 0.79 ± 0.15    | 0.18 ± 0.03    | 0.14 ± 0.04   | 0.15 ± 0.02 |
| SulaNE     | 270-330    | 1.47 ± 0.23     | 1.96 ± 0.42     | 2.16 ± 0.38     | 0.69 ± 0.09    | 0.92 ± 0.18    | 0.14 ± 0.04    | 0.12 ± 0.03   | 0.10 ± 0.03 |
| HalsaW     | 285-360    | 1.52 ± 0.26     | 2.43 ± 0.70     | 2.74 ± 0.74     | 0.57 ± 0.08    | 0.89 ± 0.12    | 0.18 ± 0.05    | 0.16 ± 0.04   | 0.11 ± 0.04 |
| HalsaE     | 210-285    | 1.52 ± 0.17     | 2.41 ± 0.31     | 2.61 ± 0.27     | 0.59 ± 0.05    | 0.93 ± 0.10    | 0.17 ± 0.02    | 0.15 ± 0.03   | 0.10 ± 0.01 |
| JuW        | 330-360    | 1.58 ± 0.23     | 2.04 ± 0.48     | 2.51 ± 0.35     | 0.63 ± 0.08    | 0.81 ± 0.12    | 0.15 ± 0.04    | 0.12 ± 0.03   | 0.10 ± 0.04 |
| JuE        | 210-285    | 1.80 ± 0.32     | 2.44 ± 0.47     | 2.84 ± 0.49     | 0.64 ± 0.05    | 0.86 ± 0.09    | 0.18 ± 0.03    | 0.16 ± 0.03   | 0.12 ± 0.02 |

Fig. 2. Estimated along-wind velocity spectra for long-fetch winds in Sulafjorden, Halsa fjorden and Julsundet, from 01-01-2018 to 31-12-2019. The solid line is the Kaimal spectrum (eq. (9)).
a Hanning window and two blocks with 50% overlapping. The use of multiple segments is needed to reduce the bias and the uncertainties associated with the modified periodogram estimate. However, increasing the number of segments reduces also the frequency resolution and increases the lowest frequency recorded. In the present case, two overlapping segments were found to be a reasonable trade-off. The use of 50% overlapping is advised by Carter et al. (1973) when a Hanning window is considered. The velocity spectra are ensemble-averaged using arithmetic median for the analysed period and were further smoothed by using bin-averaging over logarithmically-spaced bins, which has the advantage to affect the high-frequency range only. Smoothing filters which distort the low-frequency range of the spectrum, such as the Savitzky-Golay filter (Savitzky and Golay, 1964), may not be adapted for such a purpose.

The co-coherence was estimated using Welch’s algorithm with ten overlapping segments to smooth the estimates. A larger number of segments than for the one-point spectra is required because the two-point cross-spectrum displays a larger bias and random error. Before computing the co-coherence, the time series were decimated down to 2 Hz to speed-up the algorithm. Also, for the range of vertical separations considered, the co-coherence is nearly zero at frequencies above 1 Hz. The decimation was done after application of a low-pass Chebyshev IIR filter of order eight to reduce aliasing. The estimation of the vertical co-coherence on a single met-mast requires that the data on each sensor passes the data quality assessment described in Midjiyawa et al. (2021). This further reduces the amount of data available for the analysis of the co-coherence.

5. Results

5.1. Velocity spectra

The one-point spectra were studied following the wind sectors classification by Midjiyawa et al. (2021). The sectors are named long-fetch winds and short-fetch winds as described in section 1. For the sake of clarity, the classification is reproduced in Tables 3 and 4 along with their corresponding integral flow characteristics estimated by the anemometer located closest to 50 m above ground.

Using surface-layer scaling, the spectra are normalized by the square of the friction velocity $u^*$ (where $c$ stands for the classical method in eq. (5)). Figs. 2–4 and Figs. 5–7 display the velocity spectra for long-fetch winds and short-fetch winds, respectively. The figures are separated with respect to the three wind components $u$, $v$, and $w$. Sectors with less than ten samples were dismissed as they may be associated with statistical uncertainties too large to be meaningful.

5.1.1. Low-frequency part of the velocity spectra

The dynamic wind-induced response of long-span bridges is governed by the low-frequency turbulent wind fluctuations. The planned bridges crossings at Julsundet, Halsafjorden and Sulafjorden will likely have their dominant eigenfrequencies between 0.02 Hz and 0.20 Hz, i.e. possibly lower than those from the longest suspension bridges in the world (Fujino, 2018). To adequately design such bridges, the large uncertainties associated with the lower-frequency region of the velocity

![Fig. 3. Estimated cross-wind velocity spectra for long-fetch winds in Sulafjorden, Halsafjorden and Julsundet, from 01-01-2018 to 31-12-2019. The solid line is the Kaimal spectrum (eq. (10)).](image)
spectra need to be reduced. These uncertainties can be addressed using a probabilistic approach (e.g. Fenerci and Øiseth, 2018; Solari and Piccardo, 2001) or a more physical approach, which relies on a classification of the topography upstream of the measurement location.

Fig. 4. Estimated vertical velocity spectra for long-fetch winds in Sulafjorden, Halsafjorden and Julsundet, from 01-01-2018 to 31-12-2019. The solid line is the Kaimal spectrum (eq. (11)).

Fig. 5. Estimated along-wind velocity spectra for short-fetch winds in Sulafjorden, Halsafjorden and Julsundet, from 01-01-2018 to 31-12-2019. The solid line is the Kaimal spectrum (eq. (9)).
combined with a rigorous data-quality assessment. The latter method is adopted hereafter since the dataset gives a unique possibility to identify analogous flow characteristics within three different fjords.

The low-frequency spectral content of $S_u$ and $S_v$ estimated for long-fetch winds, is larger than predicted by the Kaimal model. Furthermore, the spectral peak is moved to the spectrum’s lower frequency part. This can be seen, for example, in SulaNW (sector 135°-165°), HalsaE (sector 300°-360°), and JuE (sector 300°-360°). This feature, observed for multiple masts in the selected fjords (Figs. 2 and 3) may be one shared spectral characteristic associated with long upstream fjord fetch. On the other hand, for short-fetch winds (Figs. 5 and 6) they agree fairly well with the Kaimal spectrum.

The horizontal spectra estimated in SulaNW (sector 135°-165°) and SulaNE (sector 300°-20°) show spectral characteristics compatible with long-fetch winds. However, the calculated integral flow characteristics displayed in Table 3 suggest otherwise. The turbulence intensity for both masts and sectors is approximately 0.13 ± 0.03, whereas the normalized standard deviations $\sigma_{w}/u_*$ are 1.97 ± 0.34 and 1.71 ± 0.30, respectively. These values are characteristics typically observed for short-fetch winds. The inconsistency between integral and spectral flow characteristics indicates that there might be a localized flow from a secondary valley which influences the integral turbulence characteristics (Cheynet et al., 2020). Therefore, further investigation may be required using wind tunnel tests or CFD flow simulation.

The vertical spectra $S_w$ reasonably follow surface-layer scaling as they superpose on each other at $f_r < 0.1$. However, the normalized $S_w$ spectra are above the Kaimal model. This is valid for both long-fetch and short-fetch winds (Figs. 4 and 7) except for at SulaSE (sector 240°-330°) and SulaSW (sector 135°-165°). The spectral peak of the vertical velocity component is located at higher frequencies than the horizontal.

---

**Fig. 6.** Estimated cross-wind velocity spectra for short-fetch winds in Sulafjorden, Halsafjorden and Julsundet, from 01-01-2018 to 31-12-2019. The solid line is the Kaimal spectrum (eq. (10)).

**Fig. 7.** Estimated vertical velocity spectra for short-fetch winds in Sulafjorden, Halsafjorden and Julsundet, from 01-01-2018 to 31-12-2019. The solid line is the Kaimal spectrum (eq. (11)).
components, which reflects the fact that eddies are generally smaller for the \( w \) component than for the \( u \) and \( v \) components (Busch and Panofsky, 1968; Panofsky et al., 1982; Højstrup, 1981). Smaller eddies, located at high wavenumbers, are less affected by the local topography than larger eddies, which may explain why surface-layer scaling seems to apply better to this component.

The low-frequency spectral peak of the horizontal components seen in long-fetch winds, which is more pronounced as the measurement height decreases, was previously observed in coastal areas for a wind coming from the sea (Yu et al., 2008), but also in the offshore environment (Cheynet et al., 2018). This is likely because \( S_w \) and \( S_v \), especially at low frequencies, do not follow MOST (Kaimal et al., 1972). For short-fetch winds, the low-frequency part of the spectrum has a lower spectral energy content than for long-fetch winds. The difference indicates that, although large eddies characterized by low wavenumber could be modified by blocking by the ground, the sea surface or hills (Frank, 1996), the irregular topography may break down the large eddies and, therefore, filter out the low-frequency fluctuations.

For long-fetch winds, the PSD estimates display a double peak, particularly apparent in the cross-wind component (Fig. 3). This is the case for SulaNW (sector 300'-330'), SulaNE (sectors 300'-20' and 150'-210'), HalsaW (sector 150'-180'), JuW (sector 120'-195') and JuE (sectors 120'-195' and 300'-360'). A broad spectral peak, which sometimes looks like a plateau, has also been reported by Drobinski et al. (2004). For short-fetch winds (Figs. 6 and 7), only the sector 240'-330' at SulaSE has a more pronounced spectral plateau for the vertical velocity component and a double peak for the cross-wind component.

Furthermore, the cross-wind spectra for JuW (sector 120'-195') and SulaNW (sector 300'-330') both show the two most pronounced double peaks. These mast locations and associated wind direction are characterised by wind travelling along the shoreline with mountainous topography on one side and the water inlet on the other. These low-frequency peaks may be due to sub-meso fluctuations. However, it is unsure whether these fluctuations come from topographic elements since similar peaks were observed in an offshore environment for the cross-wind component (Cheynet et al., 2018).

The presence of the spectral plateau may not be limited to the lower part of the surface layer, where blocking by the surface is dominant (Drobinski et al., 2004). Strong shear may also be responsible for a wider spectral peak than predicted in the surface layer, especially for the vertical component (Drobinski et al., 2004). The spectral plateau, when visible, is characterized by \( f_s/\sqrt{u^2} \approx 1 \) (Högström et al., 2002). The aforementioned double peak and spectral plateau are less distinguishable for short-fetch winds which suggest that high-strength roughness does not seem to favour the distortion of the eddies by the ground but rather act as a high-pass filter.

The semi-empirical models commonly found in the literature (Kaimal and Finnigan, 1994; Tieleman, 1995; von Kármán, 1948) rarely account for the presence of a spectral plateau or a double peak. If the von Kármán spectral model (von Kármán, 1948) is used, the estimation of the integral length scale is generally required. This can be done using the low-frequency range of the velocity spectrum or the spectral peak, which is not always clearly defined. Therefore, the absence of a peak or the presence of multiple peaks can lead to significant errors in the estimation of the integral length scales (Iyengar and Farell, 2001; Cheynet et al., 2018; Panofsky and Dutton, 1984).

5.1.2. High-frequency part of the velocity spectra

The high-frequency range of the velocity spectra is defined as \( f_l > 2 \) in the following. This range is of lesser importance for the computation of the dynamic displacement of a long-span bridge. However, it is essential to have some confidence in the estimation of the turbulence characteristics. The high-frequency range of the velocity spectrum is characterized by small eddies, which are less affected by the topography. Under neutral conditions, in the surface layer, which are the conditions relevant for structural design, the velocity spectra normalized by \( f_l u^2 \) are expected to satisfy eqs. (1) and (2). A further quality assessment can be done by comparing the ratios \( S_v/S_u \) which should converge toward 4/3 in the inertial subrange (Kolmogorov, 1941; Kaimal et al., 1972). Deviations from these asymptotic relations can be linked to flow-distortion issues, aliasing, nonphysical signal, strong thermal stratification, improper data processing or inadequate method for PSD estimations. Failure to identify the ratio \( S_v/S_u \) at high reduced frequencies can lead to a considerable increase of the measurements uncertainties. In this regard, the exploration of the high-frequency part of the velocity spectra offers relevant information on the data quality.

For both long-fetch and short-fetch winds, the normalized \( S_w \) and \( S_v \) are superposed with each other at \( f_l > 2 \), except for a limited number of cases e.g SulaNW and the lowest anemometers at the other masts as they may be affected by flow distortion from the surrounding trees. The estimated \( S_u \) spectra, in both long-fetch and short-fetch winds, are superposed with each other, as seen for example at JuW (sector 330'-360') for short-fetch winds and at HalsaE (sector 300'-360') for long-fetch winds. However, the \( S_v \) spectra do not always follow the Kaimal model at higher frequency with the only exception at HalsaE (sector 210'-285'), characterized as short-fetch winds.

The only met-mast in which a consistent collapse is observed with the Kaimal spectrum at a higher frequency for every velocity component is HalsaE, for the sectors 300'-360' and 210'-285', characterized as long-fetch winds and short-fetch winds, respectively. The HalsaE mast is located in HalsaJorden, where measurements are less influenced by the topography than in the other two fjords (Midjiyawa et al., 2021). In JuW (sector 120'-195'), characterized as long-fetch winds, the \( S_v \) spectrum agrees well with the Kaimal model at high reduced frequencies, whereas it is not the case for the horizontal components.

Following surface-layer scaling, using the friction velocity and the measurement height as the scaling velocity and length, the spectra are expected to superpose onto each other. In this study, \( S_w \), \( S_v \) and \( S_u \) show the adequacy of surface layer scaling at higher frequency in fjord-like topography. On the other hand, systematic discrepancies with the Kaimal spectrum at high frequencies may indicate that the local friction velocity \( u_\tau \) is biased. The investigation of the alternative methods of computing \( u_\tau \) is done in section 5.2.

5.1.3. Influence of topography on the auto- and cross-spectra

The real part of the cross-spectrum, which is called co-spectrum, and its imaginary part, named quad-spectrum herein, are studied for all masts and all elevations. For the sake of brevity, Fig. 8 shows the normalized cross-spectrum for only two distinctive cases. The mast locations and sectors that are chosen for illustrative purpose are SulaNW for the sector 165'-185' and HalsaW for the sector 285'-360'. The quad-spectrum reflects the blocking by the ground (Mann, 1994). Therefore, the absolute value of the quad-spectrum should decrease with altitude. However, it is not always the case for the fjords analysed, where the quad-spectrum sometimes increases with height. This increase could be related to the fact that the terrain upstream of the masts is often heterogeneous. For long-fetch winds, the quad-spectra and co-spectra have similar amplitudes for all the met-masts analysed. This suggests that even for long-fetch winds, the blocking by the ground or the mountain slopes is not negligible. In many cases, the quad-spectrum estimates are substantially larger in absolute value than reported offshore (e.g. Cheynet, 2018). Flow distortion by a canopy, defined as the vegetation cover above ground, is sometimes visible in the velocity data recorded at heights around or below 30 m above the ground, as shown in Fig. 9 for HalsaE (sector 150'-180'). The south side of HalsaE is dominated by a long fetch. The velocity spectrum at 31 m above the ground shows a narrow peak near \( f_l \approx 0.5 \), likely, reflecting distortion of the flow by a canopy, as previously observed by e.g. Dellwik et al. (2014).
5.1.4. Spectral ratios

The spectral ratios between the vertical and along wind components are shown for some of the masts in Fig. 10. For the sake of brevity, only three representative masts are selected due to the similarity of the findings. The resulting ratios can be classified into three groups as illustrated in Table 5. The first group is the one in which $S_w/S_u$ converges steadily towards $4/3$. This is the case for HalsaE (sector 300°-360°) where the $4/3$ value is reached at $f_r \geq 3$, which is consistent with Kaimal et al. (1972). The second is the group where the ratio is significantly higher than $4/3$ at $f_r > 1$, which is the case for SulaNW (sector 165°-185°). For this sector, the three anemometers show similar ratios, which suggests that the observation is not related to an instrumental error. Yet, such a value is abnormally large, which might be linked to the presence of a hill upstream of the mast responsible for a large negative angle of attack, as indicated by Midjiyawa et al. (2021). For large negative incidence angles, flow separation may occur. In this situation, the vertical and along-wind components cannot be reliably retrieved using the double rotation technique.

The third group is the one in which the ratio $S_w/S_u$ remains below $4/3$, as observed for HalsaW (sector 150°-180°). Both flow distortion and aliasing can be responsible for such behaviour. In the present case, the three anemometers display a similar trend for $S_w/S_u$, indicating that flow
distortion by the surrounding vegetation is unlikely to explain the failure of $S_w/S_u$ to converge toward 4/3. Fig. 2 shows that aliasing is more important for the $u$ component than for the $w$ component. Therefore, the presence of aliasing is reflected by the negative slope of $S_w/S_u$ at $f_z > 1$ as seen in the right panel of Fig. 10. Without aliasing, the ratio would likely have converged toward 4/3.

5.2. Reassessment of the friction velocity as a scaling velocity

Some of the PSDs estimates are systematically above the Kaimal spectra, suggesting that the friction velocity used is underestimated. The underestimation cannot be corrected by using the surface friction velocity. Firstly, because the reduction of the friction velocity from the surface to the measurement height is unlikely to be large enough to explain the discrepancies observed. Secondly, because the terrain is heterogeneous, such that the friction velocity at the surface is not representative of the same roughness as at the anemometer position. Therefore, in this situation, extrapolation techniques are not recommended. The adequacy of the local friction velocity $u_*$ as scaling velocity is investigated by estimating it with the three different methods summarised in eqs. (5), (6) and (8). The dataset from JulE (sector 210°-285°) is selected for velocity spectra indicating a possible bias in the estimation of $u_*$. The western side of JulE is characterized by a long fjord fetch, the length of which is the width of Julsundet. For this sector, the PSDs of the velocity fluctuations showed characteristics from long-fjord fetch but the imaginary part of the cross-wind spectra showed that the blocking by the ground or the surrounding hills was not negligible.

Fig. 11 shows that the influence of the method to compute $u_*$ on the amplitude of the spectra is significant. The method by Klipp (eq. (6)) does not show a clear difference with the classical method (eq. (5)). The application of eq. (8), on the other hand, leads to PSD estimates that satisfy eqs. (1) and (2) by superposing onto each other and with the Kaimal model at high frequencies. One exception is the $S_w$ spectrum estimated using the data collected by the anemometer located at 12 m above the ground. These measurements are suspected to be influenced by the trees or the vegetation around the mast, as stated in Furevik et al.
The use of eq. (8) indicates that surface layer scaling may be applicable in a Norwegian fjord, providing that it is based on an adequate determination of the friction velocity used as a scaling parameter. However, the application of eq. (8) does not always seem adequate as shown by Fig. 12. For the case at hand (HalsaW, sector 285°–360°/C14–360°), the underestimation of the friction velocity is less important than for JulE (sector 210°–285°). In addition, the use of eq. (8) seems already appropriate as shown by the good agreement between the Ss spectrum and the Kaimal model in the high-frequency range. Therefore, in this situation, the application of eq. (8) would not be recommended. Choosing the proper method to compute $u^*$ cannot rely on the argument that the shear stress $u_0^2v_0^2$ is non-negligible compared to $u_0^2w_0^2$ only. One possible reason for the application of eq. (8) instead of eq. (5) might be the presence of a substantial horizontal mean wind shear, which is considerable in Sulafjorden or Julsundet compared to Halsafjorden (Midjiyawa et al., 2021). A further investigation of the turbulent shear stresses in terms of quadrant analysis (Shaw et al., 1983) might also help to identify situations where eq. (6) or eq. (8) would be preferred to eq. (5).

5.3. Co-coherence

5.3.1. Application of the davenport model

Fig. 13 displays the fitted decay coefficients for long-fetch and short-fetch winds. We remind the reader that the least-square fit is conducted by simultaneously considering every combination of measurement height. For long-fetch winds, the decay coefficients are found to vary as follow: $8^\circ: 5$; $14^\circ: 6.6 < C_s^\circ < 12.7$, and $3^\circ: 0 < C_s^\circ < 7.3$. For short-fetch winds, the decay coefficient are similar as for long-fetch winds, with $8^\circ: 5 < C_s^\circ < 14.2$, $5.7 < C_s^\circ < 13.0$, and $2.3 < C_s^\circ < 4.6$, respectively. The computed Davenport decay coefficients are similar for the two fetches considered. The range of values found is also similar to those found by Hui et al. (2009), who also focused on two distinctive sectors with different topographic characteristics.

The decay coefficients estimated at SulaNE for a northwesterly wind coming from the ocean are remarkably close to those obtained offshore by Cheynet et al. (2018), which were computed using similar altitudes and separations. This observation suggests that records obtained on the shore of a mountainous fjord open to the sea may, under certain conditions, exhibit flow characteristics similar to those observed in the offshore environment. The northwesterly wind is flowing past the mountainsides at SulaNW, which may explain why the decay coefficients estimated from this mast deviate from those obtained at SulaNE. The average values of the decay coefficients computed in Fig. 13 are also similar to those from the handbook N400 for bridge design in Norway (Norwegian Public Road Administration, 2015), which are $C_s^\circ = 10$, $C_s^\circ = 6.5$ and $C_s^\circ = 3$. However, the handbook N400 assumes that the decay

![Fig. 12. Velocity spectra estimated at HalsaW (sector 285°–360°) for the period from 01-01-2018 to 31-12-2019. Top panel: the spectra are normalized by eq. (5). Bottom panel: the spectra are normalized by eq. (8). The black line is the Kaimal model given from eq. (9) to eq. (11).](image)

![Fig. 13. Davenport decay coefficient at Sulafjorden, Halsafjorden and Julsundet, for long-fetch winds (top) and short-fetch winds (bottom).](image)
coefficients are identical for lateral and vertical separations, which may not be the case in reality, especially in complex terrain.

Probabilistic approaches have been proposed for several decades to account for the observed variability of the decay coefficients (e.g. Solari and Piccardo, 2001; Hoffmann et al., 2017). Fig. 13 show that the variation of the decay coefficient is not negligible for wind load calculation. However, this variability is lower than reported in the literature, given the large variety of fetch and locations included in the present study. Over the last sixty years, the large scatter of the reported decay coefficients can partly be explained by the different environmental and experimental conditions. For vertical separations, the Davenport decay coefficient is known to depend on the spatial separation (Kristensen et al., 1981), the measurement height (Bowen et al., 1983), the terrain roughness (Ropelewski et al., 1973) and the thermal stratification of the atmosphere (Gouy et al., 1982; Cheynet et al., 2018). Besides, the fitted decay coefficient can be biased, depending on the number of sensors used, the signal-to-noise ratio and the algorithm considered. Welch’s method (Welch, 1967) is generally used to estimate the co-coherence. A crucial step for the application of this algorithm is the choice of the number of overlapping segments, which can significantly affect the value of the decay coefficient (Saranyasoontorn and Manuel, 2008; Mann, 1994). Finally, it should be noted that the present study focuses on the co-coherence, which captures the simultaneous fluctuations of velocity along a line. However, the decay coefficient is sometimes estimated using the magnitude-squared coherence, which contrary to the co-coherence, does not converge toward zero at high-frequencies because it is a biased estimate. Although probabilistic methods are certainly valuable to assess the variability of turbulence characteristics, they should be used with caution if the source of uncertainties is unclear.

In the present case, the variability of the decay coefficients is likely due to the different measurement heights, separation distances between the sensors and the heterogeneity of the terrain. For example, most of the decay coefficients are slightly larger in Halsafjorden and Julsundet than in Sulafjorden because the anemometers on JulE, JulW, HalsaW and HalsaE are closer to the surface than those in Sulafjorden. The increasing values of the decay coefficients as the measurement height decreases

Fig. 14. Along-wind, cross-wind and vertical co-coherence for selected masts at Sulafjorden, Halsafjorden and Julsundet for the period from 0 to 31-12-2019. The continuous lines are the fitted modified Bowen coherence model and the thick dashed lines correspond the Davenport model. In this figure, the notation $C_i$ corresponds to $C_i = [C_{i1}, C_{i2}, C_{i3}]$ where $i = \{u, v, w\}$.
reflect the presence of smaller eddies close to the surface. A large mean wind shear may also increase the uncertainties associated with the estimated decay coefficient because the coherence is a turbulence characteristic that is meaningful only if the flow is fairly homogeneous. Nevertheless, the dependency of the decay coefficients on the mean wind speed $u$ is likely small, as suggested by e.g. Schiez and Infield (1998), because the Davenport model accounts for the change of the coherence with $u$.

5.3.2. Application of alternative coherence models

Fig. 14 shows the co-coherence estimates for each mast and the wind sectors selected. The solid lines correspond to a least-square fit with eq. (19), which was referred to as the modified Bowen model. The dashed lines correspond to a least-square fit with the Davenport model.

Per definition, the Davenport coherence model reduces to a single curve when expressed as a function of $fd_3/u$ which is called hereafter Davenport similarity. Although the application of eq. (19) leads to a much better modelling of the vertical co-coherence than the Davenport model, the parameters $C_1$ and $C_2$ show also a greater variability than the Davenport decay coefficients. A larger scatter is expected since a higher number of free parameters than in the Davenport model is used. A further reduction of the variability of these coefficients could be achieved by combining separations below 10 m and others close to 100 m, by increasing the number of sensors or assessing alternative fitting techniques. However, such investigations are out of the scope of the present study. In structural dynamics, the exponential decay function by Davenport (1961a) has the advantage of simplicity. This is likely the reason why it is adopted by EN 1991-1-4 (2005) and subsequently in the Norwegian Public Road Administration (2015) Handbook.

The modified Bowen model highlights the limits of the Davenport model to describe the variation of the decay coefficient with vertical separations. If a floating-bridge with pontoons is constructed in Sulafjorden, the proximity of the girder with the sea surface may require a reassessment of the Davenport model to adequately capture the spatial correlation of turbulence. A similar reassessment may be required for the bridge towers, which will be slender structures as high as 200 m (Wang et al., 2018). They will be particularly sensitive to turbulent effects during the construction phase (e.g. Ogawa et al., 1990; Wardlaw, 1990; Larose et al., 1998). A preliminary comparison between the Davenport coherence model and the modified Bowen model was conducted for a vertical cantilever beam in Cheynet (2018). The computation of the joint-acceptance functions, which quantifies the contribution of the co-coherence on the modal load, suggested that the Davenport model might lead to an overestimation of the turbulent load for the lowest modes of vibrations. A more detailed comparison for fjord-crossing bridges is, however, a topic for future work.

6. Conclusions

The present work complements the investigations carried out in Part I, which assessed the integral flow characteristics. Here, we explored the spectral characteristics of turbulence to highlight the challenges and potential of wind measurements using met-masts located on the shoreline of the fjords. The understanding of these flow characteristics will help to identify spectral turbulence models suitable for wind engineering applications in mountainous terrain. Two years of continuous wind measurements on eight masts were analysed, at heights between 12 m and 95 m above ground. The study focused on wind speeds relevant to turbulence-induced load in the context of bridge design, i.e. stationary wind conditions with mean wind speed $u > 12$ m s$^{-1}$. The influence of the local topography on turbulence was assessed in the frequency space, which led to the following findings:

- The power spectral densities (PSDs) of the along-wind and cross-wind components, denoted $S_u$ and $S_v$, respectively, displayed a higher amplitude at low frequencies for long-fetch wind compared to the short-fetch cases. In contrast, the PSD estimate $S_w$ of the vertical component did not show any significant influence of the fetch on their low-frequency range. However, the $S_w$ spectra, estimated in some met-masts and for some specific sectors, have a much higher spectral peak compared to the Kaimal model. The velocity spectra estimated for long-fetch wind often showed a double spectral peak and a spectral plateau.

- The ratio $S_w/S_u$ reaches the theoretical value 4/3 on the mast HalsaE for the sector 300°-360° only. This mast is located in relatively flat terrain, as seen in Part I of this study. In some cases, the spectral ratios suggest that high roughness moves the frequency at which local isotropy is reached beyond the highest frequency resolvable by the anemometers. In several situations, aliasing, which was highlighted in the PSD estimates, prevented the ratio $S_w/S_u$ from converging toward 4/3.

- The quad-spectrum $\text{Im}(S_{uw})$ and the co-spectrum $\text{Re}(S_{uw})$ were often similar in magnitude, which highlighted the possible blocking by the ground and/or by the mountain slopes. In flat terrain or offshore, $\text{Im}(S_{uw})$ is generally much smaller than $\text{Re}(S_{uw})$, especially when the height increases. For engineering practices, studying the quad-spectrum could be useful to complement the traditional terrain classification by the roughness length.

- The friction velocity $u_*$ was computed using three different methods. The goal was to identify which one was adequate in complex terrain, assuming that surface-layer scaling is applicable in Norwegian fjords. Some of the normalized PSD estimates, for example on JulE (sector 210°-285°), showed a deviation from surface-layer scaling, which was attributed to biased values of $u_*$. In this case, the application of Klipp’s method was not conclusive. However, in some cases, the use of the norm of all the off-diagonal components of the Reynolds stress tensors led to normalized PSDs that satisfied surface-layer scaling, at least in the higher-frequency range. Further work is required to identify which method to compute the friction velocity is best suited, depending on the terrain features.

- The study of the vertical coherence of turbulence indicated that the Davenport decay coefficient did not depend significantly on the upstream topography. Depending on the sector selected, the averaged values of these decay coefficients are consistent with the N400 handbook (Norwegian Public Road Administration, 2015) and from the offshore platform FINO1 (Cheynet et al., 2018).

- The co-coherence estimates on the same met-mast rarely collapse into a single curve when expressed as a function of $fd_3/u$, contrary to what is predicted by the Davenport model. The application of coherence models derived from Bowen et al. (1983) and Cheynet (2018) highlighted the dependency of the coherence on $dz$ and $dz^2/\epsilon$ ($\epsilon$ is the height above the ground and $dz$ is the separation distance). Therefore, a more detailed assessment of the dependency of the Davenport decay coefficient on the separation and measurement height may be required in mountainous terrain.

The study by Midjiyawa et al. (2021) showed that the integral turbulent characteristics estimated on the shores of fjords may not be easily extrapolated on their middle part. The present study elaborates and complements the findings in Midjiyawa et al. (2021). Through a spectral analysis, we showed that the differences between the integral turbulence characteristics in fjords and in flat terrain were largely due to the low-frequency fluctuations. More importantly, the high-frequency range of the velocity spectra was found to be compatible with the model by Kaimal et al. (1972), which is advantageous for modelling purposes. Besides, the deployment of masts on the shores is also valuable for the safe design of bridges towers, which will be located close-by. The computation of the mean flow characteristics from multiple masts on the seaside is also meaningful for the validation of CFD models (Cheynet et al., 2020), which can be used to assess the wind conditions across the
fjord. The combined use of met-mast measurements and numerical analysis can further be complemented by remote sensing of wind and/or wind tunnel tests.

The present study indicates that if the fjords are crossed by single-span suspension bridges or floating suspension bridges, the turbulent wind loading on the main span may be properly modelled using the Simiu & Scanlan model (Simiu and Scanlan, 1996) and the Davenport model with the decay coefficients from the N400 handbook. If a floating pontoon bridge is constructed, the blocking by the sea surface may substantially affect the structure of turbulence and will therefore require a more in-depth investigation.
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