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Abstract

In this work we consider the unbiased estimation of expectations w.r.t. probability measures that have non-negative Lebesgue density, and which are known point-wise up-to a normalizing constant. We focus upon developing an unbiased method via the underdamped Langevin dynamics, which has proven to be popular of late due to applications in statistics and machine learning. Specifically in continuous-time, the dynamics can be constructed so that as the time goes to infinity they admit the probability of interest as a stationary measure. In many cases, time-discretized versions of the underdamped Langevin dynamics are used in practice which are run only with a fixed number of iterations. We develop a novel scheme based upon doubly randomized estimation as in [17, 19], which requires access only to time-discretized versions of the dynamics. The proposed scheme aims to remove the discretization bias and the bias resulting from running the dynamics for a finite number of iterations. We prove, under standard assumptions, that our estimator is of finite variance and either has finite expected cost, or has finite cost with a high probability. To illustrate our theoretical findings we provide numerical experiments which verify our theory, which include challenging examples from Bayesian statistics and statistical physics.
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1 Introduction

We consider a class of probability measures on the measurable space \((\mathbb{R}^d, \mathcal{B}(\mathbb{R}^d))\) with non-negative Lebesgue densities known point-wise up-to a normalizing constant. The objective of this article is to consider simulation-based methods, which can return stochastic estimates of finite expectations of functions w.r.t. the afore-mentioned probability measure, that are unbiased, that is, on average are equal to the expectation of interest. This latter task is of interest in a wide variety of areas such as applied mathematics, physics and statistics; see e.g. [36] for a book length introduction.

The primary methodology that is used in the literature to approximate expectations is that of Markov chain Monte Carlo (MCMC) methods. These are schemes which generate ergodic Markov chains whose stationary distribution is exactly the one of interest and there are numerous variants of MCMC, such as random walk Metropolis-Hastings, Hamiltonian Monte Carlo and non-reversible MCMC; see e.g. [36]. In addition to this, are methods based upon uncorrected time discretizations of continuous-time processes, which also have the appropriate distribution of interest as a stationary...
distribution, such as the underdamped Langevin algorithm e.g. [13, 32]. In particular with the underdamped Langevin algorithm, it has been empirically observed to converge with a better rate, to an invariant distribution, than that of the overdamped Langevin dynamics, which is much simpler in comparison [7, 9, 12]. As a result, these latter methods are of interest often due to their relative ease of simulation relative to the former and have gained significant popularity in the statistics and machine learning literature [14, 41]. In both of the classes of methods that we have mentioned, in general, without starting these Markov chains from draws from the target distribution of interest, one seldom returns unbiased estimates which is the main interest in this article. Unbiasedness can be desirable in certain contexts, for instance when computing sensitivities for stochastic gradient algorithms e.g. [1].

We focus upon contributing to the class of unbiased MCMC algorithms and trying to enhance the applicability of such schemes. Unbiased estimation can be achieved in at least two ways, by exact simulation [2, 3] (e.g. starting the chain from the correct probability of interest) or unbiased approximation. The former has been investigated many years ago in the guise of coupling from the past MCMC algorithms (e.g. [33]), but due to the complications of doing so, the application of such methods is rather rare. The latter is often based upon the pioneering works on unbiased estimation found in [16] (see also [29, 35]). The idea of these latter methods, in the Markov chain context, is to work with a pair of Markov chains on a product space and simulate them until they are equal (the meeting time); there is then a novel identity which ensures that the estimate is unbiased. Creating a methodology for allowing the Markov chains to meet was developed in the paper [21] and subsequent to this, several modifications and improvements were given in [30, 43]. However there has been recent interest of unbiased methodologies, related to that latter way, where we provide some of these works [5, 6, 17, 39, 40], which made extensions in the context of particle filtering and particle MCMC methods.

One of the main issues of the methodology developed in [21] and the sequels, is that one needs to consider sometimes quite complex coupling of pairs of Markov chains. This can be quite non-trivial to achieve and, in some scenarios such as when the target density is multimodal, rather inefficient, leading to large variances in estimation. This was partially addressed in [38] which considered an unbiased version of the Schrödinger-Föllmer sampler (SFS). The latter is a diffusion process on a bounded time domain \([0, 1]\), that transports a degenerate distribution at 0, to the target of interest, assuming that the latter is absolutely continuous w.r.t. a \(d\)-dimensional standard Gaussian. Even under Euler time-discretization, the process cannot be simulated as the drift term is complicated resulting it in being intractable, but several mechanisms are available; see [38]. The authors in that paper show that by using doubly randomized unbiased schemes (e.g. [22, 23]) an unbiased version of the SFS can be developed which provides unbiased estimates without having to resort to complex coupling mechanisms. One of the drawbacks of the methodology, however, is the SFS method in the beginning; when approximating the drift, the method can struggle to well-represent complex probability measures.

As a result the focus of this article is on the development of unbiased schemes which alleviate the issues discussed above. Specifically we want to consider unbiased schemes, which can handle two forms of bias, that from the MCMC and from the discretization bias, arising from models such as stochastic differential equations. This extends the work of [21] which does not consider the latter as a form of bias. To do so we exploit ideas randomized multilevel Monte Carlo (MLMC) methods, which have been developed to reduce the cost to attain a particular order of MSE \(O(\epsilon^2), \epsilon > 0\). A recent study showing the connection with the unbiased MC and MLMC is the work of Vihola [44].
Also we aim to provide a method which does not require a complex coupling of Markov chains, which is relatively simple to implement, which has been well understood in theory and practice.

1.1 Contributions

The contribution of this article is to develop a new version of the underdamped Langevin algorithm which, even when only working with time-discretizations of the process, can deliver unbiased estimates of expectations w.r.t. the class of probability measures under considerations. Our motivation is that, like similarly to the work in [38], it does not require very complex coupling techniques and also relies on a double randomization scheme which was developed in [19]. The method also retains the advantages of the unbiased MCMC methods in [21], that being that the estimates can be computed in an embarrassingly parallel manner, which provides computational speed-ups versus traditional MCMC algorithms. This is important as our methodology handles two forms of bias, one which arises from the MCMC, and the second arising from the discretization bias associated to a model problem. This is a distinction over methods developed by Jacob et al., [21], but also poses improvements, as we will demonstrate later in the paper, over recently developed methods like the SFS method. In particular from our work our highlighting contribution is that we establish that our estimate is unbiased and of finite variance and, either has finite expected cost to compute, or has finite cost with high probability. These results rely heavily upon the works in [19] and [11], where we assume similar assumptions for the former, and the latter of which provides \( \mathcal{V} \)-uniform ergodicity of the discretized Markov kernel that we use, where \( \mathcal{V} \) is a chosen Lyapunov function. To highlight our theoretical findings we provide numerical experiments on a range of interesting and challenging examples, which arise in statistics and physics. These include a Bayesian logistic regression problem, a double well potential model and finally a Ginzburg-Landau model. We demonstrate both the estimator achieving finite variance and unbiasedness. We compare it to the SFS [38] to demonstrate the gains achieved from our proposed estimator. To demonstrate the significance of our algorithm further, we also compare it to the unbiased Metropolis adjusted Langevin algorithm (U-MALA) on one of our numerical examples.

1.2 Outline

This article is structured as follows. In Section 2 we detail our proposed methodology based on the underdamped Langevin dynamics. This will lead onto Section 3 where we establish that our estimator is unbiased and of finite variance. Numerical experiments are then conducted in Section 4, where we illustrate our methods on several challenging examples. We conclude our remarks and future areas of research in Section 5. Finally the appendix houses a technical result used in Section 3, and the majority of the algorithms introduced.

2 Approach

In this section we first provide a common notation which will be used throughout the manuscript. We then will introduce our approach for unbiased estimation. This will include a review and discussion on the underdamped Langevin dynamics, and in our context. Finally we will discuss
how this is related to our new unbiased estimator in the context of maximal couplings and provide our unbiased estimator through various algorithms.

2.1 Notations

Let \((X, \mathcal{X})\) be a measurable space. For \(\varphi : X \to \mathbb{R}\) we write \(\mathcal{B}_b(X)\), to denote the collection of bounded measurable functions. For \(\varphi \in \mathcal{B}_b(X)\), we write the supremum norm as \(\|\varphi\| = \sup_{x \in X} |\varphi(x)|\). We denote the Borel sets on \(\mathbb{R}^d\) as \(B(\mathbb{R}^d)\). The \(d\)-dimensional Lebesgue measure is written as \(dx\). For a metric \(d : X \times X \to \mathbb{R}^+\) on \(X\) and a function \(\varphi : X \to \mathbb{R}\), \(\text{Lip}_d(X)\) are the Lipschitz functions (with finite Lipschitz constants), that is for every \((x, w) \in X \times X\), \(|\varphi(x) - \varphi(w)| \leq \|\varphi\|_{\text{Lip}_d}(x, w)\). \(\mathcal{P}(X)\) denotes the collection of probability measures on \((X, \mathcal{X})\). For a finite measure \(\mu\) on \((X, \mathcal{X})\) and a \(\varphi \in \mathcal{B}_b(X)\), the notation \(\mu(\varphi) = \int_X \varphi(x) \mu(dx)\) is used. For \((X \times \mathcal{W}, \mathcal{X} \vee \mathcal{W})\) a measurable space and \(\mu\) a non-negative finite measure on this space, we use the tensor-product notation for \(B(x, \mathcal{W}) \times \mathcal{B}_b(\mathcal{W})\). Given a Markov kernel \(K : X \to \mathcal{P}(X)\) and a finite measure \(\mu\), we use the notations \(\mu K(dx') = \int_X \mu(dx) K(x, dx')\) and \(K(\varphi)(x) = \int_X \varphi(x') K(x, dx')\) for \(\varphi \in \mathcal{B}_b(X)\). The iterated kernel is \(K^n(x_0, dx_n) = \int_{X_{n-1}} \prod_{i=1}^n K(x_{i-1}, dx_i)\). For \(A \in \mathcal{X}\), the indicator function is written as \(\mathbb{1}_A(x)\). \(\mathbb{Z}^+\) is the set of non-negative integers. \(I_d\) denotes the \(d \times d\) identity matrix. The transpose of a vector or matrix \(x\) is denoted as \(x^T\). We denote \(\min(a, b)\) as \(a \wedge b\). The operator \(\nabla\) denotes the gradient and \(\Delta\) the Laplacian, while \(\Delta_t\) denotes a time step-size of \(2^{-l}\), \(l \in \mathbb{Z}^+\).

2.2 Framework

We consider the case of underdamped Langevin dynamics:

\[
\begin{align*}
\frac{dX_t}{dt} &= V_t dt, \\
\frac{dV_t}{dt} &= (b(X_t) - \kappa V_t) dt + \sigma dB_t,
\end{align*}
\]

where \(\{B_t\}_{t \geq 0}\) is a standard \(d\)-dimensional Brownian motion, \((\kappa, \sigma) \in (0, \infty)^2\) are given friction and diffusion coefficients and \(b : \mathbb{R}^d \to \mathbb{R}^d\) is a typically of gradient form, \(b = -\nabla U\). In the latter case there is, under fairly weak assumptions an invariant measure of the process \(\{X_t, V_t\}_{t \geq 0}\), with Lebesgue density, \(\pi(x, v)\):

\[
\pi(x, v) \propto \exp \left\{ \frac{-\kappa (2U(x) + \|v\|^2)}{\sigma^2} \right\}.
\]

In practice, one often resorts to time-discretization of the dynamics (2.1)-(2.2), for which we focus upon the Euler discretization of step-size \(\Delta_t = 2^{-l}\), \(l \in \mathbb{N}_0\):

\[
\begin{align*}
X_{(k+1)\Delta_t} &= X_{k\Delta_t} + V_{k\Delta_t} \Delta_t, \\
V_{(k+1)\Delta_t} &= V_{k\Delta_t} + (b(X_{k\Delta_t}) - \kappa V_{k\Delta_t}) \Delta_t + \sigma (B_{(k+1)\Delta_t} - B_{k\Delta_t}),
\end{align*}
\]

with \(k \in \mathbb{N}_0\). Under assumptions (see [11] Section 2.3), for \(l\) large enough, the discrete-time Markov chain expressed as \(\{X_{k\Delta_t}, V_{k\Delta_t}\}_{k \in \mathbb{N}_0}\) admits a unique invariant measure \(\eta_t\) and moreover will converge (in an appropriate sense) to it geometrically quickly. In addition, we should have that \(\eta_t\) will converge to \(\pi\), by the convergence of Euler approximations. As it will facilitate the approach we are to introduce, we shall modify (2.3) to

\[
X_{(k+1)\Delta_t} = X_{k\Delta_t} + V_{k\Delta_t} \Delta_t + \sigma_t \Gamma_{k,t},
\]

where \(\Gamma_{k,t}\) is a typically of gradient form, \(\Gamma_{k,t} = \kappa V_{k\Delta_t} \Delta_t + \sigma_t (B_{(k+1)\Delta_t} - B_{k\Delta_t})\).
where, \(\{\sigma_l\}_{l \in \mathbb{N}_0}\) is any sequence of non-negative and decreasing constants, that converge to zero and for each \(l \in \mathbb{N}_0\), \(\{\Gamma_{k,l}\}_{k \in \mathbb{N}_0}\) is a sequence of i.i.d. \(d\)-dimensional Gaussian random variables of zero mean and covariance matrix the identity multiplied by \(\Delta_l\) and that this family of sequences are independent of all other random variables (and of each other). As this modification falls under the framework of \([11]\), under assumptions, that for \(\omega\) \(l\)-large enough, the discrete-time Markov chain \(\{X_{k\Delta_l}, V_{k\Delta_l}\}_{k \in \mathbb{N}_0}\), following the dynamics \((2.4)-(2.5)\), admits a unique invariant measure \(\pi_l\) (which is likely to be different to \(\eta_l\)) and moreover will converge (in an appropriate sense) to \(\pi_l\) geometrically quickly. In addition, we should have that \(\pi_l\) will converge to \(\pi\), by the convergence of Euler approximations and that the noise in \((2.5)\) will disappear.

The approach here is as follows: by using only the dynamics \((2.4)-(2.5)\), we will show that one can produce an estimator of \(\pi(\varphi \otimes 1) = \int_{\mathbb{R}^{2d}} \varphi(x,v) \pi(x,v) dxdv\) that is unbiased, where \(\varphi : \mathbb{R}^{2d} \to \mathbb{R}\) is \(\pi\)-integrable. In practice, of course, we will only be interested in the marginal on the \(X\)-co-ordinate of \(\pi\). In other words, we will be interested in unbiasedly estimating the integral \(\int_{\mathbb{R}^d} \Psi(x) \tilde{\pi}(x) dx\), with \(\Psi(x) : \mathbb{R}^d \to \mathbb{R}\) is \(\tilde{\pi}\)-integrable and \(\tilde{\pi}(x) \propto \exp\{(2\kappa/\sigma^2)U(x)\}\) for some differentiable potential function \(U\).

\[\mu_j(y|x_j) = \frac{\mu_j(x_j, y)}{\int_{\mathbb{R}^d} \mu_j(x_j, y) dy}.\]

Our objective is to sample from a coupling of \(\mu_1\) and \(\mu_2\), so that there is a non-zero probability that the \(Y\)-co-ordinate can be equal. Let \(\tilde{\mu}\) be any coupling of the marginals \(\mu_1(x_1, y)\) and \(\mu_2(x_2, y)\) and \(\overline{\mu}(d(y,y')|x_1, x_2)\) be the maximal coupling of \(\mu_1(\cdot|x_1)\) and \(\mu_2(\cdot|x_2)\) then one way to achieve our given objective is to sample from the distribution associated to the probability:

\[\tilde{\mu} \left(d(x_1, x_2)\right) \overline{\mu}(d(y,y')|x_1, x_2),\]

which can be broadly thought of as a posterior. Note that it is straight-forward to show that the marginal of \((y, x_j)\) is \(\mu_j\) for \(j \in \{1, 2\}\). This concept can be straight-forwardly extended to the case of 4 targets, as in \([19, \text{Section 3.2.2.}]\), using much the same construction.

2.4 Method

The method that we pursue is an adaptation of the approach in \([19]\) which was originally developed for unbiased inference for Bayesian inverse problems. The contribution here is that we provide an original coupling construction that one might expect is easier to apply than to conventional Markov kernels such as Metropolis-Hastings. In addition, to verify the unbiasedness, one needs to merge
the theory of the underdamped Langevin dynamics [11], and unbiased theory developed in [19]. The former will be discussed later, with various assumptions stated before the main theorem is presented. We will now discuss our unbiased strategy, based on the work in [19].

2.4.1 Overall Strategy

Let \( l_0 \in \mathbb{N}_0 \) be given and \( P_L \) be any positive probability mass function on \( \mathbb{N}_{l_0} := \{ l_0, l_0 + 1, \ldots \} \). Let \( \{ \xi_l \}_{l \in \mathbb{N}_{l_0}} \) be any sequence of independent random variables, such that

\[
\mathbb{E}[\xi_{l_0}] = \pi_{l_0}(\varphi)
\]

\[
\mathbb{E}[\xi_l] = \pi_l(\varphi) - \pi_{l-1}(\varphi) =: [\pi_l - \pi_{l-1}](\varphi) \quad l \in \{ l_0 + 1, l_0 + 2, \ldots \}.
\]

Now, let \( L \) be a random variable with probability \( P_L \) that is independent of the sequence \( \{ \xi_l \}_{l \in \mathbb{N}_{l_0}} \), then

\[
\hat{\pi}(\varphi) = \frac{\xi_l}{P_L(l)}, \tag{2.6}
\]

is an unbiased estimator of \( \pi(\varphi) \); see [29, 35] for the initial statement and proof. Moreover, if

\[
\sum_{l \in \mathbb{N}_{l_0}} \mathbb{E}[\xi_l^2] / P_L(l) < +\infty, \tag{2.7}
\]

the estimator \( \hat{\pi}(\varphi) \) has finite variance. There is also the independent sum-estimator, which can work better than this estimator, but we shall not discuss that for now. The main challenge is then to construct the sequence \( \{ \xi_l \}_{l \in \mathbb{N}_{l_0}} \).

Typically, one will run \( M \in \mathbb{N} \) independent replicates of (2.6), where for each replicate \( i \), \( l_i \sim P_L \), and then use the average

\[
(\hat{\pi}(\varphi))_{\text{avg}} := \frac{1}{M} \sum_{i=1}^{M} (\hat{\pi}(\varphi))^{(i)},
\]

where \( (\hat{\pi}(\varphi))^{(i)} \) represents the \( i \)-th independent replicate of the estimate.

2.4.2 Unbiased Approximation of \( \pi_{l_0}(\varphi) \)

Throughout the section \( l \in \mathbb{N}_{l_0} \) is fixed; although we are interested in the case \( l = l_0 \) the subsequent exposition holds for any fixed \( l \). We will use a strategy that was developed in [16] (see also [21]) for obtaining the given estimator. The approach is to construct a Markov chain on the product space \( U^2 \), where \( U = \mathbb{R}^{2d} \). From herein, we consider the Markov transition associated to (2.4)-(2.5) over a unit time interval. We denote this kernel as \( K_l : U \to \mathcal{P}(U) \), where \( \mathcal{P}(U) \) are the collection of probability measures on measurable space \( (U, \mathcal{U}) \), \( \mathcal{U} \) is the Borel \( \sigma \)-field on \( \mathbb{R}^{2d} \). The reason for this, will become apparent as we continue in our exposition.

In order to follow the construction in [16] we will need to construct a Markov chain, \( \{ U_{n,l}, U_{n,l} \}_{n \in \mathbb{N}_0} \), on \( (U^2, \mathcal{U} \vee \mathcal{U}) \) so that marginally, at a given discrete time, new positions of the chain have the
kernel \( K_t \) as a marginal. More precisely, we need to construct a Markov kernel, \( \tilde{K}_t : \mathbb{U}^2 \to \mathcal{P}(\mathbb{U}^2) \), so that for any \((u_t, \tilde{u}_t, A) \in \mathbb{U}^2 \times \mathbb{U}\):

\[
\int_{A \times \mathbb{U}} \tilde{K}_t \left( (u_t, \tilde{u}_t), d(u_t', \tilde{u}_t') \right) = \int_{A} K_t(u_t, du_t'),
\]

(2.8)

\[
\int_{\mathbb{U} \times A} \tilde{K}_t \left( (u_t, \tilde{u}_t), d(u_t', \tilde{u}_t') \right) = \int_{A} K_t(\tilde{u}_t, d\tilde{u}_t').
\]

To build the coupling \( \tilde{K}_t \) we shall decompose this into a mixture of two kernels \( \tilde{Q}_t : \mathbb{U}^2 \to \mathcal{P}(\mathbb{U}^2) \) and \( \tilde{P}_t : \mathbb{U}^2 \to \mathcal{P}(\mathbb{U}^2) \). We will explain why this is required, as the discussion progresses. The simulation of the first kernel \( \tilde{Q}_t \) is described in Algorithm 2. On inspection of Algorithm 2, it is clear that this samples from a coupling of \( K_t \) which is such that if \( u = \tilde{u} \) then \( u' = \tilde{u}' \). We note however, that if \( u \neq \tilde{u} \), then there is zero probability that \( u' = \tilde{u}' \) and being able to achieve the latter is critical in our construction. This motivates our second kernel \( \tilde{P}_t \) whose simulation is given in Algorithm 3.

Remark 2.1. The kernel \( \tilde{P}_t \) is essentially the same as \( \tilde{Q}_t \) except at the final time step, one has a non-zero probability that \( u' = \tilde{u}' \) irrespective of \( u, \tilde{u} \) and note that if \( u = \tilde{u} \) one will always simulate \( u' = \tilde{u}' \). Note also, that it easily follows that \( \tilde{Q}_t \) samples from a coupling of \( K_t \); the kernel is a simple application of the method in Section 2.3.

In Algorithm 3, step 4. the maximal coupling can be sampled, for instance, using the maximal coupling algorithm in [42] or the reflection maximal coupling described in [21], where the latter performs better for high-dimensional models and therefore we adopt it. Then, for some \( \alpha \in (0,1) \) fixed we set

\[
\tilde{K}_t = \alpha \tilde{Q}_t + (1 - \alpha) \tilde{P}_t.
\]

The reason for including the kernel \( \tilde{Q}_t \) is that it encourages the positions of \( u_{n,t}, \tilde{u}_{n,t} \) to be close, but can never achieve equality; this latter task can be achieved by \( \tilde{P}_t \) and is why this latter kernel is used.

To initialize the Markov chain, for some initial probability \( \nu_t \in \mathcal{P}(\mathbb{U}) \) we use the following idea as in [16]. Let \( \tilde{\nu}_t \) be any coupling of \( (\nu_t, \nu_t) \) then the initial probability is taken as:

\[
\tilde{\nu}_t \left( d(u', \tilde{u}') \right) = \int_{\mathbb{U}^2} \tilde{\nu}_t \left( d(u, \tilde{u}) \right) K_t(u, du') \delta_{\tilde{\nu}_t}(d\tilde{u}'),
\]

which evolves from the Markov kernel \( \tilde{K}_t \) and satisfies the properties discussed through (2.8).

Recall we are interested in producing an unbiased estimator of the quantity

\[
\pi_t(\varphi) := \varphi(U_{k,t}) + \sum_{n=k+1}^{\infty} \{\varphi(U_{n,t}) - \varphi(U_{n-1,t})\}.
\]

(2.9)

However doing so can be challenging, in particular because we have an infinite sum. Therefore what can be done instead, as eluded too from the discussion above, is to construct another chain \( (\tilde{U}_{n,t}) \) such that \( U_{n,t} = \tilde{U}_{n,t} \), for \( n \geq \tau \), where when the two chains meet, this is known as the meeting time \( \tau_t \), which is defined as follows

\[
\tau_t := \inf\{n \geq 1 : U_{n,t} = \tilde{U}_{n,t}\},
\]
where we require that $\tau_l$ is almost surely finite and that for each $n \geq \tau_l$, $U_{n,l} = \tilde{U}_{n,l}$ almost surely. Therefore what we can do is replace the infinite limit with the meeting time $\tau_l$ with a lag of 1, where now we have the following unbiased estimator of $\pi_l(\varphi)$ for any $k \in \mathbb{N}_0$

$$\widehat{\pi_l}(\varphi)_k := \varphi(U_{k,l}) + \sum_{n=k+1}^{\tau_l-1} \{\varphi(U_{n,l}) - \varphi(\tilde{U}_{n,l})\}, \quad (2.10)$$

with $\sum_{n=k+1}^{\tau_l-1} \{\varphi(U_{n,l}) - \varphi(\tilde{U}_{n,l})\} = 0$ if $\tau_l - 1 < k + 1$.

### 2.4.3 Assumptions for $\widehat{\pi_l}(\varphi)$

In order to prove that (2.10) is an unbiased estimator, with finite variance and expect cost, we summarize these weak assumptions, without going into exact details.

1. We require *convergence* of the marginal chains, i.e,

$$\lim_{n \to \infty} \mathbb{E}[\varphi(U_{n,l})] = \mathbb{E}_x[\varphi(U)].$$

2. The meeting time $\tau_l := \inf\{n \geq 1 : U_{n,l} = \tilde{U}_{n,l}\}$ has geometric tails

$$\mathbb{P}(\tau > n) \leq C \rho^n, \quad \text{for} \quad C < \infty, \quad \rho \in (0, 1).$$

3. *Faithfulness*: once both chains meet at the meeting time $\tau_l$, then $U_{n,l} = \tilde{U}_{n,l}$ for $n \geq \tau_l$.

We remark that a time-averaged extension is also possible; let $(m, k) \in \mathbb{Z}^+ \times \mathbb{Z}^+$, with $m \geq k$, then we have

$$\widehat{\pi_l}(\varphi)_{T,k,m} := \frac{1}{m-k+1} \sum_{n=k}^{m} \varphi(U_{n,l}) + \sum_{n=k+1}^{n-1} \left(1 \wedge \frac{n-k}{m-k+1}\right) \{\varphi(U_{n,l}) - \varphi(\tilde{U}_{n,l})\}, \quad (2.11)$$

which recovers (2.10) in the case $m = k$.

### 2.4.4 Unbiased Approximation of $[\pi_l - \pi_{l-1}](\varphi)$

Our objective is now to provide, for $l \in \{l_* + 1, l_* + 2, \ldots\}$ fixed, an unbiased estimator of $[\pi_l - \pi_{l-1}](\varphi)$, which will essentially use the approach detailed in the previous section. Indeed, one could simply use the method outlined above, independently, for $\pi_l$ and $\pi_{l-1}$ and independently for each $l \in \{l_* + 1, l_* + 2, \ldots\}$. However, this is unlikely to provide an estimator that can achieve (2.7) and hence the variance of such an approach is infinite and not useful in practice. We therefore present an alternative method.

The idea we use is to generate a Markov chain on $(\mathbb{Z}, \mathcal{Z})$, where $\mathbb{Z} = \mathcal{U}$ and $\mathcal{Z} = (\mathcal{U} \lor \mathcal{U}) \lor (\mathcal{U} \lor \mathcal{U})$ and we write

$$Z_{n,l,l-1} = ((U_{n,l}, U_{n,l}), (U_{n,l-1}, \tilde{U}_{n,l-1})).$$

The associated Markov kernel $\tilde{K}_{l,l-1} : \mathbb{Z} \to \mathcal{P}(\mathbb{Z})$ will be developed below. The construction of our Markov chain, should be that, marginally $\{U_{n,l}\}_{n \in \mathbb{N}_0}$ (resp. $\{\tilde{U}_{n,l}\}_{n \in \mathbb{N}_0}$) is a Markov chain with
kernel $K_l$ and marginally $\{U_{n,l-1}\}_{n \in \mathbb{N}_0}$ (resp. $\{\tilde{U}_{n,l-1}\}_{n \in \mathbb{N}_0}$) is a Markov chain with kernel $K_{l-1}$. It is explicitly assumed that (at the very least) $(Z_{n,l,l-1})_{n \in \mathbb{N}_0}$ is constructed so that the stopping time $\tilde{\tau}_{l,l-1} := \tau_l \lor \tau_{l-1}$ is almost surely finite. In addition, the pair of chains on each level should be faithful, i.e. for $s \in \{l, l-1\}$, we have
\[
U_{n,s} = \tilde{U}_{n,s}, \text{ for all } n \geq \tau_s. \tag{2.12}
\]
Hence for time $n \geq \tilde{\tau}_{l,l-1}$, $Z_{n,l,l-1}$ only has a distinct state on each level.

Our Markov kernel $\tilde{K}_{l,l-1}$ will be a type of mixture constituting two distinct Markov kernels $\tilde{Q}_{l,l-1} : \mathcal{Z} \to \mathcal{P}(\mathcal{Z})$ and $\tilde{P}_{l,l-1} : \mathcal{Z} \to \mathcal{P}(\mathcal{Z})$. We describe the simulation of $\tilde{Q}_{l,l-1}$ in Algorithm 5. This kernel samples, for $s \in \{l, l-1\}$, from a coupling of $K_s$ which is such that if $u_s = \tilde{u}_s$ then $u'_s = \tilde{u}'_s$ and if $u_s \neq \tilde{u}_s$, then there is zero probability that $u'_s = \tilde{u}'_s$. The simulation is also such that the outputs across the levels should be quite dependent and, in some sense, close. The additional kernel $\tilde{P}_{l,l-1}$ that we require is described in Algorithm 6. The kernel $\tilde{P}_{l,l-1}$ is essentially the same as $\tilde{Q}_{l,l-1}$ except at the final time step, one has a non-zero probability that, for $s \in \{l, l-1\}$, $u'_s = \tilde{u}'_s$ irrespective of $u_s, \tilde{u}_s$ and note that if $u_s = \tilde{u}_s$ one will always simulate $u'_s = \tilde{u}'_s$. Note also, that it easily follows that $\tilde{Q}_{l,l-1}$ samples from a couplings of $K_l$ and $K_{l-1}$. In Algorithm 6, step 4. the synchronous pairwise reflection maximal coupling is described in ([19] Section 3.2.3) and the simulation thereof is similar to the reflection maximal coupling. Then for $\alpha \in (0, 1)$ we set
\[
\tilde{K}_{l,l-1} = \mathbb{I}_{D^2}(u_t, \tilde{u}_t, u_{l-1}, \tilde{u}_{l-1})\tilde{Q}_{l,l-1} + \mathbb{I}_{(D^2)^c}(u_t, \tilde{u}_t, u_{l-1}, \tilde{u}_{l-1})[\alpha \tilde{Q}_{l,l-1} + (1 - \alpha)\tilde{P}_{l,l-1}],
\]
where $D = \{(u, \tilde{u}) \in U^2 : u = \tilde{u}\}$.

To initialize the Markov chain, for some initial probabilities, $s \in \{l, l-1\}$, $\nu_s \in \mathcal{P}(U)$ we use the following idea. We need a kernel $K_{l,l-1} : U^2 \to \mathcal{P}(U^2)$ described in Algorithm 4 for the initialization. Let $v_{l-1}$ be any coupling of $(\nu_s, \nu_s)$ and $\hat{v}_{l,l-1}$ be a coupling of $(\hat{v}_l, \hat{v}_{l-1})$ then the initial probability is taken as:
\[
\nu_{l,l-1}(dz'_{l,l-1}) = \int_U \hat{v}_{l,l-1}(dz_{l,l-1}) K_{l,l-1}((u_l, u_{l-1}), d(u'_l, u'_{l-1})) \delta_{(\tilde{u}_l, \tilde{u}_{l-1})}(d(\tilde{u}'_l, \tilde{u}'_{l-1})).
\]
The process is then sampled at subsequent time-points, using the Markov kernel \( \tilde{K}_{l,l-1} \).

Finally then one can estimate \( \pi_l - \pi_{l-1}(\varphi) \) as follows, for any \( k \in \mathbb{N}_0 \):

\[
[\pi_l - \pi_{l-1}](\varphi)_k := \pi_l(\varphi)_k - \pi_{l-1}(\varphi)_k,
\]

where \( \pi_l(\varphi)_k \) is computed using (2.10) One can also employ time-averaging, for \( (m, k) \in \mathbb{N}_0 \times \mathbb{N}_0 \) satisfying \( m \geq k \):

\[
[\pi_l - \pi_{l-1}](\varphi)_{T,k,m} := \pi_l(\varphi)_{T,k,m} - \pi_{l-1}(\varphi)_{T,k,m},
\]

where \( \pi_l(\varphi)_{T,k,m} \) is computed using (2.11)

### 2.4.5 Final Methodology and Estimator

We now consolidate the above discussion by summarizing our proposed methodology to unbiasedly estimate \( \pi(\varphi) \), which is presented in Algorithm 1. We also provide a summary of our proposed methodology, through a simple diagram given in Figure 2.

![Cartoon description of the required procedure to obtain unbiased estimators, related to the various kernels required.](image)

Figure 2: Cartoon description of the required procedure to obtain unbiased estimators, related to the various kernels required.

### 3 Theoretical Properties

In this section we provide theory related to the discussed methodology in Section 2. Specifically we provide theoretical justification, where we provide our main result which states that our estimator has finite variance, and either has finite expected cost, or has finite cost with a high probability. In order to prove this we require a number of standard assumptions, which have been used in previous works. We omit the proof of theorem in this section, where we defer it to the Appendix.

For the below algorithm we have \( s \in \{F, C\} \), where \( F \) denotes fine, and \( C \) denotes coarse, in terms of the level of discretization.

### 3.1 Assumptions

Before discussing our required assumptions, we provide some new common notation in the setting of Lyapunov functions. Let \( 0 < C < +\infty \) be a constant and \( d \) a metric on \( U \); we define the set

\[
B(C, \Delta_l, d) := \{u_{1:4} \in U^4 : \forall (i, j) \in \{1, \ldots, 4\}, d(u_i, u_j) \leq C \Delta_l\}.
\]
Algorithm 1 Unbiased estimator $\widehat{\pi}(\varphi)$.

**Input:** Probability mass function $\mathbb{P}_L$.

1. Sample $L \sim \mathbb{P}_L$.

2. If $L = l_*$, set $\tilde{U}_{0,l_*} = \tilde{u}_0$ sampling $U_{0,l_*}$ through (2.4) - (2.5) at level $l_*$ up to time 1. Generate $\{U_{n,l}, \tilde{U}_{n,l}\}_{n \in \mathbb{N}}$ according to $K_{l_*}$, and compute $\pi_0(\varphi)_k$ in (2.10) or $\pi_0(\varphi)_{T,k,m}$ in (2.11).

3. If $L > l_*$, set $(\tilde{U}_{0,L}, \tilde{U}_{0,L-1}) = (\tilde{u}_{0,F}, \tilde{u}_{0,C})$ sampling $(U_{0,L}, U_{0,L-1})$ from $\overline{K}_{L,L-1}$ by running Algorithm 4. Generate $\{Z_{n,L,L-1}\}_{n \in \mathbb{N}}$ according to $\tilde{K}_{L,L-1}$, and compute $[\pi_L - \pi_{L-1}](\varphi)_k$ in (2.13) or $[\pi_L - \pi_{L-1}](\varphi)_{T,k,m}$ in (2.14).

**Output:** Single-term estimator

$$\widehat{\pi}(\varphi)_{S,k} := \frac{1}{\mathbb{P}_L(L)} \left( \mathbb{I}_{(l_*)}(L) \pi_{l_*}(\varphi)_k + \mathbb{I}_{(l_*+1,l_*+2,\ldots)}(L) \left[ \pi_L - \pi_{L-1} \right](\varphi)_k \right),$$

or time-averaged estimator

$$\widehat{\pi}(\varphi)_{S,T,k,m} := \frac{1}{\mathbb{P}_L(L)} \left( \mathbb{I}_{(l_*)}(L) \pi_{l_*}(\varphi)_{T,k,m} + \mathbb{I}_{(l_*+1,l_*+2,\ldots)}(L) \left[ \pi_L - \pi_{L-1} \right](\varphi)_{T,k,m} \right).$$

In what follows, for any $l \in \mathbb{N}_{l_*}$, under assumptions (see [11] Section 2.3) the Markov kernel $K_l$ admits a unique invariant measure $\pi_l$. We introduce a Lyapunov function $\mathcal{V} : U \to [1, \infty)$ which will be used in our assumptions below. For $f : U \to \mathbb{R}$ and a given Lyapunov function $\mathcal{V}$, we define the collection of functions $\mathcal{L}_\mathcal{V} := \{ f : \sup_{u \in U} |f(u)|/\mathcal{V}(u) < +\infty \}$ and we write $\|f\|_{\mathcal{V}} = |f(u)|/\mathcal{V}(u)$.

(A1) 1. There exist a $\mathcal{V} : U \to [1, \infty)$, $(\lambda, b, C) \in (0, 1) \times (0, \infty) \times \mathcal{U}$ such that for any $(l, u) \in \mathbb{N}_{l_*} \times U$

$$K_l(\mathcal{V})(u) \leq \lambda \mathcal{V}(u) + b \mathcal{U}(u).$$

2. There exists a $(\rho, C) \in (0, 1) \times (0, \infty)$ such that for any $n \in \mathbb{N}$

$$\sup_{l \in \mathbb{N}_{l_*}} \sup_{u \in U} \sup_{\varphi \in \mathcal{L}_\mathcal{V}} \frac{|K_l^n(\varphi)(u) - \pi_l(\varphi)|}{\mathcal{V}(u)} \leq C \|\varphi\|_{\mathcal{V}} \rho^n,$$

with $\mathcal{V}$ as in 1..

(A2) There exist $(C, \rho) \in (0, \infty) \times (0, 1)$ such that:

1. For any $n \in \mathbb{N}$

$$E[I_{\{\tau_0 > n\}}] \leq C \rho^n.$$
2. For any \((l, n, z) \in \mathbb{N} \times \mathbb{N} \times X\)

\[
\mathbb{E}[\mathbb{I}_{\{n > n\}} | Z_{0,l,l-1} = z] \leq C \rho^n.
\]

(A3) There exist a \(C < \infty\) and metric on \(X\), \(\bar{d} : X \times X \to \mathbb{R}^+\) such that for any \((l, \varphi, (x, y)) \in \mathbb{Z}^+ \times B_b(X) \cap \text{Lip}_d(X) \times X \times X\)

\[
|K_l(\varphi)(x) - K_l(\varphi)(y)| \leq C(\|\varphi\| \vee \|\varphi\|_{\text{Lip}}) \bar{d}(x, y).
\]

(A4) There exist \((C, \beta_1) \in (0, \infty) \times (0, \infty)\) such that for any \((l, \varphi) \in \mathbb{N} \times B_b(X)\)

1. \(\|\pi_l - \bar{\pi}(\varphi)\| \leq C\|\varphi\| \Delta_{\beta_1}^l\).
2. \(\sup_{x \in X} |K_l(\varphi)(x) - K_{l-1}(\varphi)(x)| \leq C\|\varphi\| \Delta_{\beta_1}^l\).

(A5) 1. There exist \((C, \epsilon, \beta_2) \in (0, \infty)^3\), such that for the metric \(\bar{d}\) as in (A3) and any \((l, n) \in \mathbb{N} \times \mathbb{N}\)

\[
\mathbb{E}[\mathbb{I}_{B(C, \Delta_{\beta_2}^l, \bar{d})^c} | Z_{0,l,l-1}] \leq C \Delta_{\beta_2}^{l(2+\epsilon)},
\]

\[
\mathbb{E}[\mathbb{I}_{B(C, \Delta_{\beta_2}^l, \bar{d})^c \times B(C, \Delta_{\beta_2}^l, \bar{d})} | Z_{l,l,l-1}, Z_{n-1,l,l-1}] \leq C \Delta_{\beta_2}^{l(2+\epsilon)}.
\]

2. \(\bar{d}^{l(2+\epsilon)} \in L_{\mathcal{V}} \otimes \mathcal{V}\), with \(\bar{d}, \epsilon\) as in 1. and \(\mathcal{V}\) as in (A1).

### 3.2 Discussion of Assumptions

Let us briefly discuss each assumption in-turn. Assumption (A1) is related to the ergodicity of the underdamped Langevin sampler. The specific result we have used, arises in the work [11], where the authors show that one can attain \(\mathcal{V}\)-uniform ergodicity, for the discretized set of equations. These conditions hold so long as \(l\) is large enough, which we shall also assume. Assumption (A2) has been considered in [17], and is shown to hold in a related context [[17], Lemmata 14 and 20]. Assumption (A3)-(A4) relates to the continuity properties of the kernel and the discretization bias of the problem. In particular (A4) 2. states that moves under pairs of kernels at consecutive levels, stay close on average, given that they are initialized at the same point. Assumption (A5) 1. is a non-standard assumption which can be verified in complex settings, i.e. [[17], Lemma 16]. Also if one can establish that the pairs of chains are uniformly ergodic, with an invariant measure \(\bar{\pi}_{l,l-1}\), then it is reasonable to assume that

\[
\bar{\pi}_{l,l-1}((\varphi \otimes 1 - 1 \otimes \varphi)^2) \leq C \Delta_{\beta_2}^{2l}.
\]

The other key assumption which is different in our work is (A5) 2. which is a simple integrability assumption on the metric \(\bar{d}\) which allows one to remove the need for \(U\) to be compact in [19] and is not the case in our context.
3.3 Main Result and Implications

We are now in a position to state our main result, which is that our estimator is unbiased with finite variance.

**Proposition 3.1.** Assume (A1-4). Then there exists a choice of positive probability mass function $P_L$, such that for the metric $\tilde{d}$ in (A3) and any $\varphi \in B_b(X) \cap \text{Lip}_{\tilde{d}}(X)$, (2.15) is an unbiased and finite variance estimator of $\pi(\varphi)$.

**Remark 3.1.** As in [19, Theorem 2.1.], one can easily extend this result to the case of (2.16).

Proposition 3.1 establishes that there exists a choice of positive probability mass function $P_L$ which ensures that (2.15) is unbiased and finite variance, but not how to find one. That is the topic of the current discussion and follows very much that given in [19, Section 2.4.3.]. Under our assumptions, noting (2.7), using the argument contained in the Appendix and in [19], the variance of (2.15) is upper-bounded by (with $C < \infty$ a generic constant that does not depend upon $l$, but whose value may change on each appearance)

$$C \sum_{l \in \mathbb{N}_*} \mathbb{E}_{P_L}(\xi_l^2) \leq C \sum_{l \in \mathbb{N}_*} \Delta_l^{2\beta} \mathbb{P}_L(l),$$

(3.1)

with $\xi_l := [\pi_l - \pi_{l-1}](\varphi)_k$ defined in (2.13) and $\beta = \min \{\beta_1, \frac{\beta_2}{2}\}$. The expected cost is upper-bounded by

$$C \sum_{l \in \mathbb{N}_*} \mathbb{E}_{P_L}[\tilde{\tau}_{l,l-1}] \Delta_l^{-1} \mathbb{P}_L(l) \leq C \sum_{l \in \mathbb{N}_*} \Delta_l^{-1} \mathbb{P}_L(l),$$

where it is assumed that the cost to sample from the kernel $K_l$ is bounded by $C\Delta_l^{-1}$ and that, by A2, one can upper-bound the expected stopping time $\mathbb{E}_{P_L}[\tilde{\tau}_{l,l-1}]$. If one took $\mathbb{P}_L(l) \propto \Delta_l^\beta$, then if $\omega \in (1, 2\beta)$ both the variance and expected cost are finite. From standard results on Euler discretization of diffusions one might expect that $\beta_1 = 1$ as confirmed in Figure 3, where we estimate the weak error rate for Euler–Maruyama method considering the models in Section 4. We also plot the second moment of the increments $\xi_l$ in Figure 4. If we assume that $\mathbb{E}[\xi_l^2] = O(\Delta_l^{2\beta})$, then Figure 4 gives an estimate of $\beta$ for each model, which is approximately 1, and as a result, $\beta_2 > 2$.

4 Numerical Results

In this section we seek to illustrate and verify our theoretical results using three numerical examples arising in statistics and physics. Our experiments will be based on demonstrating both finite variance and unbiasedness of the proposed estimator. We will test the methodology on Bayesian logistic regression problem, a double-well potential and Ginzburg-Landau model. Finally, we will compare our methodology to the unbiased Schrodinger–Föllmer sampler for one particular example.

In all examples below we choose $\kappa$ and $\sigma$ such that $2\kappa = \sigma^2$ and set $b$ in (2.4) to $b(x) = -\nabla U(x)$, where $U = -\log \pi$ and $\pi$ is the density of interest that we aim to sample from. The objective is to estimate, unbiasedly, the expectation $\pi(\varphi)$. We find that the algorithm works quite well when $\sigma$ is assigned a large value, but it may collapse for small values. In our simulations, we set $\sigma = 3$ and take $\varphi(x) = x$. 

Figure 3: Euler–Maruyama (E–M) weak error $||\pi_l - \pi_l(\phi)||$ against the time step-size $\Delta_t$ for the models in Section 4, with $l$ the discretization level, $\varphi(u) = u_1$ (the first co-ordinate), $\pi(\varphi)$ the reference expectation which we take to be the average of 5200 samples of Euler-discretized $\pi_L(\varphi)$ at level $L = 18$, a very high level of discretization. These plots verify that the weak error rate $\beta_1$ of E–M is approximately 1 as expected.

### 4.1 Bayesian Logistic Regression

We consider the binary logistic regression model in which the binary observations $\{Y_i\}_{i=1}^n$ are conditionally independent Bernoulli random variables such that $Y_i \in \{0, 1\}$ and

$$P(Y_i = 1 | X_i = x_i, \alpha) = \rho(\alpha^T x_i),$$

where $\rho : \mathbb{R} \rightarrow (0, 1)$ defined by $\rho(w) = e^w/(1 + e^w)$ is the logistic function and $X_i$, $\alpha \in \mathbb{R}^d$ are the covariates and the unknown regression coefficients, respectively. The prior density for the parameter $\alpha$ is a multivariate normal Gaussian given by

$$pr(\alpha) = \phi(\alpha; 0, \Sigma_\alpha),$$

where $\Sigma_\alpha$ is defined through its inverse $\Sigma_\alpha^{-1} = \frac{1}{n}(\sum_{i=1}^n X_i X_i^T)$. The covariate vectors $\{X_i\}_{i=1}^n$ are sampled independently from $\mathcal{U}\{-1, 1\}^d$ which then are standardized. The density of the posterior distribution of $\alpha$ is then given by

$$\pi(\alpha \mid \{X_i = x_i, Y_i = y_i\}_{i=1}^n) \propto \exp(-U(\alpha)),$$
Figure 4: Second moment of the time-averaged estimator increments $\xi_l = [\pi_l - \pi_{l-1}] (\varphi)_{S,T,k,m}$ against discretization level $l$ for the different models in Section 4. The function considered here is $\varphi(u) = u_1$, $u \in \mathbb{R}^{2d}$. These plots provide a numerical estimate of the parameter $\beta$ in (3.1) of value 1.

where

$$U(\alpha) = -\sum_{i=1}^{n} [y_i \alpha^T x_i - \log(1 + \exp(\alpha^T x_i))] + \frac{1}{2} \alpha^T \Sigma^{-1} \alpha,$$

and

$$\nabla U(\alpha) = -\sum_{i=1}^{n} y_i x_i + \sum_{i=1}^{n} \frac{\exp(\alpha^T x_i)x_i}{1 + \exp(\alpha^T x_i)} + \alpha^T \Sigma^{-1}.$$

We take $d = 5$ and $n = 100$. The reference expectation is the mean of $2.6 \times 10^8$ samples computed through the unbiased MCMC method proposed in [21] with a random-walk Metropolis-Hasting kernel.

### 4.2 Double-Well Model

For our second example we consider sampling from $\pi(x) = \exp(-U(x))$, where $U$ is a double-well potential given by

$$U(x) = \frac{1}{4} \|x\|_4^4 - \frac{1}{2} \|x\|_2^2, \quad x \in \mathbb{R}^d.$$ (4.1)

The double-well potential is one of several quartic potentials of substantial importance in quantum mechanics and quantum field theory [25] for the investigation of different physical phenomena or
mathematical features. The gradient of the potential is given by

\[ \nabla U(x) = (\|x\|_2^2 - 1) \cdot x. \]

In our simulations, we take \( d = 100 \). The true reference expectation is \( \pi(\varphi) = 0 \).

### 4.3 Ginzburg-Landau Model

In the final example we consider the Ginzburg-Landau (GL) model \([15, 20, 27]\), a model that describes a thermodynamic system that undergoes continuous phase transitions at a temperature \( T = T_c \), from a high-temperature symmetric phase to a low-temperature ordered phase in which some symmetry is broken. We denote by the random variable \( \psi \in \mathbb{R} \) the order parameter, which is assumed to be spatially dependent, i.e., \( \psi = \psi(x) \), \( x \in \Omega \subseteq \mathbb{R}^3 \), and \( \nabla_x \psi \cdot n = 0 \), where \( n \) is a unit vector normal to the boundary \( \partial \Omega \). In the absence of external fields, the probability of a fluctuation \( \psi(x) \) is given by

\[ \pi(\psi) \propto \exp \{ -U(\psi(x)) \}, \]

with \( U \) is the GL free energy functional defined via

\[ U(\psi(x)) = \int_\Omega \left[ \frac{1 - T}{2} \psi^2(x) + \frac{\gamma T}{2} \| \nabla \psi(x) \|^2 + \frac{\zeta T}{4} \psi^4(x) \right] dx, \]

\[ \bar{T} = T_c/T \] and \( \gamma, \zeta > 0 \). We now consider the discretized GL model on a 3d-lattice with \( d = d_0^3 \) sites, \( (x_{i,j,k})_{i,j,k=1}^{d_0} \), where \( d_0 \in \mathbb{N} \), with spacing equal to one. Periodic boundary conditions are applied to the system where we have \( x_{11,j,k} = x_{1,j,k} \) and \( x_{0,j,k} = x_{10,j,k} \) and similar situation for the second and the third coordinates. Each site represents a random variable \( \psi_{i,j,k} \in \mathbb{R} \). Set \( \psi := (\psi_{i,j,k})_{i,j,k=1}^{d_0} \in \mathbb{R}^d \), then an approximation to \( \pi \) is given by

\[ \bar{\pi}(\psi) \propto \exp \{ -\bar{U}(\psi) \}, \]

with

\[ \bar{U}(\psi) = \sum_{i,j,k=1}^{d_0} \left[ \frac{1 - \bar{T}}{2} \psi_{i,j,k}^2 + \frac{\gamma \bar{T}}{2} \left( (\psi_{i+1,j,k} - \psi_{i,j,k})^2 + (\psi_{i,j+1,k} - \psi_{i,j,k})^2 + (\psi_{i,j,k+1} - \psi_{i,j,k})^2 \right) + \frac{\zeta \bar{T}}{4} \psi_{i,j,k}^4 \right], \]

such that a forward finite difference is used to approximate \( \nabla_x \psi \). The functional derivative \( \frac{\delta U(\psi(x'))}{\delta \psi(x)} \) is given by

\[
\frac{\delta U(\psi(x'))}{\delta \psi(x)} = \int_\Omega \left[ (1 - T)\psi(x') \delta(x - x') + \gamma T \nabla_x \psi(x') \cdot \nabla_x \delta(x - x') + \zeta T \psi^3(x') \delta(x - x') \right] dx'
= (1 - T)\psi(x) - \gamma T \Delta_x \psi(x) + \zeta T \psi^3(x),
\]

where we used the following identities

\[ \frac{\delta}{\delta \psi(x')} \psi(x') = \delta(x - x'), \]

\[ \int_\Omega \nabla_x \psi(x') \cdot \nabla_x \delta(x - x') dx' = -\int_\Omega \Delta_x \psi(x') \delta(x - x') dx' = -\Delta_x \psi(x). \]
Here $\delta(x)$ denotes the Dirac delta function. In the last identity we used integration by parts with the fact that $\nabla_x \psi \cdot n = 0$ for any normal vector $n$ on the boundary. On the lattice, an approximation to the functional derivative in (4.2), which we denote by $\nabla_{\psi} U$, is given by

$$\nabla_{\psi} U = (1 - T)\psi_{i,j,k} + \gamma T \vartheta_{i,j,k} + \zeta T^3 \phi_{i,j,k}$$

and

$$\vartheta_{i,j,k} = \left\{ 6\psi_{i,j,k} - (\psi_{i+1,j,k} + \psi_{i-1,j,k} + \psi_{i,j+1,k} + \psi_{i,j-1,k} + \psi_{i,j,k+1} + \psi_{i,j,k-1}) \right\},$$

where a second-order central finite difference is used to approximate $\Delta_x \psi$. Then $b - \nabla_{\psi} U$ in (2.4). The true reference expectation is $\tau(\varphi) = 0 \in \mathbb{R}^d$, where $d = 10^3$. We also set $T = 2$, $\gamma = 0.1$ and $\zeta = 0.5$.

### 4.4 Simulation Settings

The time-averaged, unbiased estimator

$$(\hat{\tau}(\varphi)_{S,T,k,m})_{\text{avg}} := \frac{1}{M} \sum_{i=1}^{M} (\hat{\tau}(\varphi)_{S,T,k,m})^{(i)} ,$$

where $(\hat{\tau}(\varphi)_{S,T,k,m})^{(i)}$ is the estimator presented in (2.16) in Algorithm 1 and the cost of the single-level, time-averaged estimator

$$(\hat{\tau}_L(\varphi)_{T,k,m})_{\text{avg}} := \frac{1}{M} \sum_{i=1}^{M} (\hat{\tau}_L(\varphi)_{T,k,m})^{(i)} ,$$

where $(\hat{\tau}_L(\varphi)_{T,k,m})^{(i)}$ is presented in (2.11) and $L$ is the discretization level. We will compare the cost of both estimators versus the mean-squared errors (MSEs) that are obtained by running 50 independent simulations of each estimator and are given by

$$\text{MSE}_{ub} = \frac{1}{50} \sum_{j=1}^{50} \left[ (\hat{\tau}(\varphi)_{S,T,k,m})_{\text{avg}}^{(j)} - \tau(\varphi) \right]^2 , \quad \text{and} \quad \text{MSE}_s = \frac{1}{50} \sum_{i=1}^{50} \left[ (\hat{\tau}_L(\varphi)_{T,k,m})_{\text{avg}}^{(j)} - \tau(\varphi) \right]^2 ,$$

where $\tau(\varphi)$ is the reference expectation. Let $\tau$ be the stopping time, we set $k = 100$ and $m = \min\{2k, \tau - 1\}$, however, if $\tau < k - 1$, we set $k = 0.5 \tau$.

For a given $\epsilon > 0$, the goal is to obtain an MSE of order $\epsilon^2$. Therefore, for the single-level estimator, we set $L = O(-\log_2(\epsilon))$ and $M = O(\epsilon^{-2})$. For the unbiased estimator, in practice, one has to truncate the values of $L$. As a result, we set $P_L(l) \propto 2^{-1.5}\log(l_{s},\cdots,l_{\text{max}})(l)$, where $l_s, l_{\text{max}} \in \mathbb{N}_0$ and $l_s < l_{\text{max}}$. With this choice, the probability of simulating (2.4)-(2.5) at a high discretization level is very small. In all examples, we take $l_s = 5$, $l_{\text{max}} = 12$ and $M = O(\epsilon^{-2})$ as in the single-level estimator. The cost to compute the single-level estimator is $C_s := 2^{L+1} \sum_{j=1}^{M} \tau_L^{(j)} = 2^{L+1} M \max_j \{\tau_L^{(j)} \} \leq C_L M = O(\epsilon^{-3})$ where $\tau_L^{(j)}$ is the stopping time for the $j$-th replicate that is assumed to be bounded by $A_2$. The cost of the unbiased estimator is $C_{ub} := \sum_{j=1}^{M} C^{(j)}$ where

$$C^{(j)} = \left\{ \begin{array}{ll}
\tau_{L_j} 2^{L_j+1} & \text{if } L_j = l_s, \\
\tau_{L_j, L_{j-1}} (2^{L_j+1} + 2^{L_j}) & \text{if } L_j > l_s, \end{array} \right.$$

$L_j \sim P_L$.
Remark 4.1. We note that even though the rate for the single-level estimator should be \( O(\epsilon^{-3}) \), what we observe numerically is different. As we will discuss in the next subsection, the rates obtained are worse, where it seems that we attain a rate of \( O(\epsilon^{-(3+\delta)}) \), for \( \delta > 0 \). This is for each individual numerical example and we expect that this is associated to the drift coefficient in the dynamics, which are in-turn affected by the target. The regularity of the drift will influence the practical rate of convergence of the discretization scheme and the time convergence of the dynamics.

By Remark 3.1, the expected cost of each replicate is bounded by a constant \( C_{ub} \) and hence the overall expected cost is \( C_{ub} \leq CM = O(\epsilon^{-2}) \). Notice that in fact the cost of sampling from \( \hat{Q}_L \) is \( 2^L \) and the cost of sampling from \( \hat{P}_L \) is \( 2^L - 1 \) plus the cost of sampling from a maximal coupling, which we take it to be one, and therefore the cost of sampling from \( \hat{K}_L = \alpha \hat{Q}_L + (1-\alpha) \hat{P}_L \) is \( 2^{L+1} \).

We will also compare the unbiased SFS algorithm [38] with our unbiased ULD sampler Algorithm 1. For a fair comparison, we consider comparing the average machine time (in seconds) that one independent realization of the 50 realizations takes on a workstation of 52 cores. The unbiased SFS estimator is based on the SF diffusion process,

\[
dX_t = b(X_t, t) dt + dW_t, \quad X_0 = 0, \ t \in [0, 1],
\]

where the drift term has the specific form

\[
b(x, t) = \nabla \log \mathbb{E}[f(x + W_{1-t})] = \frac{\mathbb{E}_\phi[\nabla f(x + \sqrt{1-t}Z)]}{\mathbb{E}_\phi[f(x + \sqrt{1-t}Z)]} = \frac{1}{\sqrt{1-t}} \frac{\mathbb{E}_\phi[Zf(x + \sqrt{1-t}Z)]}{\mathbb{E}_\phi[f(x + \sqrt{1-t}Z)]},
\]

and \( f \) corresponds to the analogous of a likelihood function for a standard Gaussian prior, i.e. for \( z \in \mathbb{R}^d \), \( f(z) = \pi(z)/\phi(z) \), with \( \phi(z) \) the standard \( d \)-dimensional Gaussian density. For \( l \in \{0, 1, \ldots\} \) and \( k \in \{0, 1, \ldots, \Delta_t^{-1} - 1\} \), we discrete the above SDE as

\[
\hat{X}^{l,N} \equiv \{X^{l,N}_k\}_{k \in \mathbb{N}}, \quad \hat{b}(x, t) = \frac{1}{N} \sum_{i=1}^{N} \nabla f(x + \sqrt{1-t}Z^i),
\]

where, for \( x \in \mathbb{R}^d \)

\[
\hat{X}^{l,N} = \begin{cases} X^{l,N}_k, & k \Delta_t \leq t < (k+1) \Delta_t \\ X^{l,N}_{k+1}, & (k+1) \Delta_t \leq t < (k+1) \Delta_t \\ \end{cases},
\]

and, for \( i \in \{1, \ldots, \Delta_t\} \), \( Z_i \overset{i.i.d.}\sim \mathcal{N}(0, I) \). The idea of the unbiased SFS is based upon double-randomization techniques (e.g. [22, 23]) where both \( N \) and \( l \) are chosen at random in a specific manner.

4.5 Results and Discussion

In Figure 5 (a)–(c), we plot the cost of the estimators in (4.3)-(4.4) against their MSE for the models above. The MSE of the proposed unbiased estimator presented in Algorithm 1 decays at the optimal rate of \( 1/\mathcal{C}_{ub} = O(\epsilon^2) \) as shown in the plots, which is as expected, and outperforms that of the single-level estimator given in (4.4). As eluded to, from Remark 4.1 the actual rate which we obtain for each model is around \( O(\epsilon^{-(3+\delta)}) \), for \( \delta > 0 \), which differs for each model. This is especially the case for the GL model which, compared to the other models, has a more complicated drift term. Therefore we believe this constitutes to a modified rate for the single-level
estimator. Further investigation is needed to verify this, but this is beyond the scope of this work and we leave it for future work. Nonetheless, as stated, the unbiased estimator outperforms the single estimator for each model example.

In Figure 5 (d), the cost of our unbiased estimator and that of the SFS, measured in seconds, is plotted against the MSE of each method. As we can see, the new methodology beats the unbiased SFS and in fact the MSE decays faster than expected by the theory. This suggesting to attain similar values of MSE, our unbiased estimator takes considerably less time than that using the SFS, as presented in [38].

Figure 5: In (a)–(c), we plot the cost versus MSE for the single-level, time-averaged estimator in (2.11) and the time-averaged unbiased estimator presented in (2.16) in Algorithm 1. In (d), we plot the machine time versus MSE for the unbiased estimator in Algorithm 1 and the unbiased SFS estimator in [38] for the Bayesian logistic model.

4.6 Comparison to Unbiased MALA

Our final numerical experiment we present in this work is a comparison of our method to unbiased methodologies proposed by Jacob et al. [21]. In particular we will compare it to the unbiased
MALA, which is a well-known Metropolis Hastings (MH) method based on the following Langevin dynamics

\[ dX_t = -\frac{1}{2} \nabla \log \pi (X_t) dt + \sqrt{2\delta^{-1}} dB_t, \]

with discretization

\[ X_{(k+1)\Delta} = X_k\Delta_t - \frac{\Delta_t}{2} \nabla \log \pi (X_k\Delta_t) + \sqrt{2\Delta_t\delta^{-1}} (B_{(k+1)\Delta} - B_{k\Delta}), \]

where \( \{B_t\}_{t \geq 0} \) is a standard \( d \)-dimensional Brownian motion and \( \delta > 0 \) denotes the inverse temperature. The acceptance probability associated with it arises from the usual MH-type algorithms. Further details on MALA can be found in the following references [32, 36, 37]. Our numerical example will consist of a comparison between our unbiased scheme and U-MALA, which is tested on the double-well model (4.1). The U-MALA was first discussed in the work of Heng et al. [18] as a simplified version of the HMC coupling. As a result the coupling associated with U-MALA is much simpler than the U-HMC couplings, which follow from [21], which also exploit synchronous maximal couplings. Our choice of using this model, is that the density of interest is bimodal, which should constitute to a difference in performance over the toy logistic regression model. The dimension is chosen as \( d = 75 \) and again we run 50 independent simulations to compute the MSE. The other parameter choices are consistent with that discussed in Section 4.4. We also set \( \delta = 1 \) for our experiments.

We present our simulations in Figure 6. As we can observe for both subplots the MSE-to-cost ratio is better, related to both CPU and theoretical cost, for Algorithm 1. The ratio of the rates between each unbiased estimators is consistent in both subplots. As mentioned we believe the reasons for the under-performance of the unbiased MALA proposed by [18, 21] are due to bimodality of \( U(x) \) and the fact the unbiasedness is only related to the bias coming from the MCMC, not the discretization error, whereas our algorithm aims at removing both the MCMC and discretization bias.

![Figure 6](image_url)

Figure 6: This plot compares the time-average unbiased estimator (2.16) in Algorithm 1 to the unbiased MALA. Left: Theoretical cost vs MSE. Right: CPU time cost vs MSE.
5 Conclusion

Our motivation from this work was to provide a new unbiased estimator, which is based on the discretized underdamped Langevin dynamics (ULD) (2.3)-(2.4). The ULD has sparked recent interest in both the statistics and machine learning community, and as a result we wanted to see if such a dynamics could be used in the context of unbiased estimation. We introduced a new methodology based on ULD, which was based on the double-randomization schemes used for unbiased estimation. Subsequently we proved that our new estimator is unbiased with finite variance under suitable assumptions. To verify our theory, we implemented our methodology on a range of interesting model problems, such as the stochastic Ginzburg-Landau model, the double-well model and a Bayesian logistic regression problem. We also justified such an estimator by comparing it to our known estimators, developed in a similar manner, such as the unbiased Schrödinger–Föllmer sampler presented in [38] and the unbiased Metropolis adjusted Langevin algorithm presented in [18, 21].

From this work, there are a number of research directions one can consider. A rather obvious one would be to use the current methodology aimed at unbiased estimation for the both the score function and the Hessian [6, 17]. This has already been considered previously, but in the context of our methodology which may prove to be more useful. Another direction is to extend the ergodicity result presented in [11], where one does not have the requirement that \( l \) has to be large enough to ensure \( \mathcal{V} \)-uniform ergodicity. This may prove to be challenging, but from a theoretical perspective would be of interest, especially if one can attain geometric ergodicity. One could also consider the mean-field ULD, which has shown to be promising for deep neural architectures [26], in terms of the trainability of two-layer neural networks [8, 28]. Related to the above point, another extension could be the perturbed ULD [10], which has demonstrated improvements for sampling even more complex probability measures. A final direction could be providing an extension related to the work of [45]. The authors were able to provide an upper bound on one-step meeting probabilities, related to the proposal and the acceptance probability based on particular setup.
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A Proof

The proof of Proposition Proposition 3.1 is virtually identical to that of [19, Theorem 2.1]. There is only place where the proof has to be modified and we give the result below. Below \( C \) is a generic constant which does not depend upon \( n, l \) and whose value changes upon each appearance. The expectation operator \( \mathbb{E} \) relates to law which generates the simulated process used to compute (2.15).

Lemma A.1. Assume (A1,4). Then there exists a \( C \in (0, \infty) \) such that for any \((l, n) \in \mathbb{N}_l \times \mathbb{Z}^+ \)
we have:

\[
E[\|B(C, \Delta^\beta_2, \tilde{d})^c(Z_{n,l,l-1})\|] \leq C(n + 1)\Delta_l^{\beta_2(2+\epsilon)},
\]

\[
\max\{E[\tilde{d}(U_{n,l}, U_{n,l-1})^{2+\epsilon}], E[\tilde{d}(\tilde{U}_{n,l}, \tilde{U}_{n,l-1})^{2+\epsilon}]\} \leq C(n + 1)\Delta_l^{\beta_2(1+\frac{\epsilon}{2})},
\]

where \(\beta_2\) and \(\epsilon\) are as (A4).

**Proof.** The first inequality is proved in an identical manner to [19, Lemma A.3.], so we consider only the second inequality. This latter inequality is shown for \(E[\tilde{d}(U_{n,l}, U_{n,l-1})^{2+\epsilon}]\), only, as the argument for the other term is the same up to changes in notation. Let \(n \in \mathbb{N}\), then we have

\[
E[\tilde{d}(U_{n,l}, U_{n,l-1})^{2+\epsilon}] = E[\tilde{d}(U_{n,l}, U_{n,l-1})^{2+\epsilon}\|B(C, \Delta^\beta_2, \tilde{d})^c(Z_{n,l,l-1})] + E[\tilde{d}(U_{n,l}, U_{n,l-1})^{2+\epsilon}\|B(C, \Delta^\beta_2, \tilde{d})^c(Z_{n,l,l-1})].
\]

For the second term on the R.H.S. as \(Z_{n,l,l-1} \in B(C, \Delta^\beta_2, \tilde{d})\), we have \(\tilde{d}(U_{n,l}, U_{n,l-1})^{2+\epsilon} \leq C \Delta_l^{\beta_2(2+\epsilon)}\), so we focus on the first term on the R.H.S.. Applying Cauchy-Schwarz and the first statement of the Lemma, we have

\[
E[\tilde{d}(U_{n,l}, U_{n,l-1})^{2+\epsilon}\|B(C, \Delta^\beta_2, \tilde{d})^c(Z_{n,l,l-1})] \leq E[\tilde{d}(U_{n,l}, U_{n,l-1})^{2(2+\epsilon)}]^{1/2}C(n + 1)\Delta_l^{\beta_2(1+\frac{\epsilon}{2})}.
\]

Then using \(\tilde{d}(U_{n,l}, U_{n,l-1})^{4(2+\epsilon)} \in \mathcal{L}_Y \otimes \mathcal{Y}\), we get

\[
E[\tilde{d}(U_{n,l}, U_{n,l-1})^{2+\epsilon}\|B(C, \Delta^\beta_2, \tilde{d})^c(Z_{n,l,l-1})] \leq E[\mathcal{Y}(U_{n,l})\mathcal{Y}(U_{n,l-1})]^\frac{1}{2}]^{1/2}C(n + 1)\Delta_l^{\beta_2(1+\frac{\epsilon}{2})}.
\]

Then applying Cauchy-Schwarz and using (A1) 1. we have

\[
E[\tilde{d}(U_{n,l}, U_{n,l-1})^{2+\epsilon}\|B(C, \Delta^\beta_2, \tilde{d})^c(Z_{n,l,l-1})] \leq C(n + 1)\Delta_l^{\beta_2(1+\frac{\epsilon}{2})},
\]

from which the proof can be completed. \(\square\)

### B  Algorithms

In this Appendix we provide each algorithm required for our unbiased estimator. This is related to the simulation from the associated kernels \(\tilde{Q}_l, \tilde{Q}_{l,l-1}, \tilde{P}_l, \tilde{P}_{l,l-1}\), which are discussed in Algorithms 2 to 6. For the earlier algorithms, fuller details can be found in [42]. Recall that our objective is to construct the coupling, or coupled kernels, \(\tilde{K}_l\) and \(\tilde{K}_{l,l-1}\), which can be decomposed with the above stated kernels where

\[
\tilde{K}_l = \alpha \tilde{Q}_l + (1 - \alpha) \tilde{P}_l,
\]

\[
\tilde{K}_{l,l-1} = \mathbb{I}_{\mathcal{D}^2} (u_l, \tilde{u}_l, u_{l-1}, \tilde{u}_{l-1}) \tilde{Q}_{l,l-1} + \mathbb{I}_{\mathcal{D}^2} (u_l, \tilde{u}_l, u_{l-1}, \tilde{u}_{l-1}) [\alpha \tilde{Q}_{l,l-1} + (1 - \alpha) \tilde{P}_{l,l-1}],
\]

where \(\alpha \in (0, 1)\). Finally we require the coupling \(\tilde{K}_{l,l-1}\), which is required for the initialization before sampling from \(\tilde{K}_{l,l-1}\), and is presented in Algorithm 4.

**Algorithm 2**: Sampling from kernel \(\tilde{Q}_l\).

1. **Input**: \(l, (u, \tilde{u}) = ((x_0, v_0), (\tilde{x}_0, \tilde{v}_0))\).
2. Sample \((\Gamma_{0,1}, \ldots, \Gamma_{\Delta - 1, 1})\) and \((B_{\Delta t}, B_{2\Delta t} - B_{\Delta t}, \ldots, B_1 - B_{1 - \Delta t})\).

3. Run the recursion (2.4)-(2.5) with \(\{\Gamma_{k, l}\}_{k=0}^{\Delta - 1}\) and \(\{B_{(k+1)\Delta t} - B_{k\Delta t}\}_{k=0}^{\Delta - 1}\) up-to time 1.

4. **Output:** \(u' = (x_1, v_1)\) and \(\bar{u}' = (\bar{x}_1, \bar{v}_1)\) as generated in step 3.

---

**Algorithm 3:** Sampling from kernel \(\tilde{P}_l\).

1. **Input:** \(l, (u, \bar{u}) = ((x_0, v_0), (\bar{x}_0, \bar{v}_0))\).

2. Sample \((\Gamma_{0, l}, \ldots, \Gamma_{\Delta - 1, l})\) and \((B_{\Delta t}, B_{2\Delta t} - B_{\Delta t}, \ldots, B_1 - B_{1 - \Delta t})\).

3. Run the recursion (2.4)-(2.5) with \(\{\Gamma_{k, l}\}_{k=0}^{\Delta - 1} - 2\) and \(\{B_{(k+1)\Delta t} - B_{k\Delta t}\}_{k=0}^{\Delta - 2}\) up-to time \(1 - \Delta_t\).

4. Sample \(\{(X_1, V_1), (\bar{X}_1, \bar{V}_1)\} = (x_1 - \Delta_t, v_1 - \Delta_t), (\bar{x}_1 - \Delta_t, \bar{v}_1 - \Delta_t))\) from a maximal coupling of \(p_l(x_1, v_1|x_1 - \Delta_t, v_1 - \Delta_t)\) and \(p_l(\bar{x}_1, \bar{v}_1|\bar{x}_1 - \Delta_t, \bar{v}_1 - \Delta_t)\), where \(p_l \sim N_2(m, C)\) where \(m, C\) are determined from (2.4)-(2.5).

5. **Output:** \(u' = (x_1, v_1)\) and \(\bar{u}' = (\bar{x}_1, \bar{v}_1)\) as generated in step 4.

---

**Algorithm 4:** Sampling from coupled kernel \(\mathcal{K}_{l, l-1}\).

1. **Input:** \(l \in \{l_*, 1 + 1, l_* + 2, \ldots\}\), and \((u_l, u_{l-1}) = ((x_{0,l}, v_{0,l}), (x_{0,l-1}, v_{0,l-1}))\).

2. Sample \((\Gamma_{0,l}, \ldots, \Gamma_{\Delta - 1, l-1})\) and \((B_{\Delta_t}, B_{2\Delta_t} - B_{\Delta_t}, \ldots, B_1 - B_{1 - \Delta_t})\).
   - Concatenate to obtain \((\Gamma_{0,l-1}, \ldots, \Gamma_{\Delta - 1, l-1})\) and \((B_{\Delta_{l-1}}, B_{2\Delta_{l-1}} - B_{\Delta_{l-1}}, \ldots, B_1 - B_{1 - \Delta_{l-1}})\).

3. For \(s \in \{l, l - 1\}\): run the recursion (2.4)-(2.5) with \(\{\Gamma_{k,s}\}_{k=0}^{\Delta - 1}\) and \(\{B_{(k+1)s} - B_{ks}\}_{k=0}^{\Delta - 1}\) up-to time 1.

4. **Output:** \((u_l, u_{l-1}) = ((x_1, v_1), (x_{1, l-1}, v_{1, l-1}))\) as generated in step 3.

---

**Algorithm 5:** Sampling from coupled kernel \(\mathcal{Q}_{l, l-1}\).

1. **Input:** \(l \in \{l_* + 1, l_* + 2, \ldots\}\), and for \(s \in \{l, l - 1\}\), \((u_s, \bar{u}_s) = ((x_{0,s}, v_{0,s}), (\bar{x}_{0,s}, \bar{v}_{0,s}))\).
2. Sample \((\Gamma_{0,l}, \ldots, \Gamma_{\Delta^{-1},l})\) and \((B_{\Delta l}, B_{2 \Delta l} - B_{\Delta l}, \ldots, B_{1} - B_{1-\Delta l})\).

Concatenate to obtain \((\Gamma_{0,l-1}, \ldots, \Gamma_{\Delta^{-1},l-1})\)

and \((B_{\Delta l-1}, B_{2 \Delta l-1} - B_{\Delta l-1}, \ldots, B_{1} - B_{1-\Delta l-1})\).

3. For \(s \in \{l, l-1\}\): run the recursion (2.4)-(2.5) with \(\{\Gamma_{k,s}\}_{k=0}^{\Delta^{-1}}\)

and \(\{B_{(k+1)s} - B_{ks}\}_{k=0}^{\Delta^{-1}}\) up-to time 1.

4. **Output**: for \(s \in \{l, l-1\}\), \((u_s, \bar{u}_s) = ((x_{1,s}, v_{1,s}), (\bar{x}_{1,s}, \bar{v}_{1,s}))\) as generated in step 3.

---

**Algorithm 6** : Sampling from coupled kernel \(\bar{P}_{l,l-1}\).

1. **Input**: \(l \in \{l_s + 1, l_s + 2, \ldots\}\), and for \(s \in \{l, l-1\}\),

\((u_s, \bar{u}_s) = ((x_{0,s}, v_{0,s}), (\bar{x}_{0,s}, \bar{v}_{0,s}))\).

2. Sample \((\Gamma_{0,l}, \ldots, \Gamma_{\Delta^{-1},l-2})\) and \((B_{\Delta l}, B_{2 \Delta l} - B_{\Delta l}, \ldots, B_{1} - B_{1-2 \Delta l})\).

Concatenate to obtain \((B_{\Delta l-1}, B_{2 \Delta l-1} - B_{\Delta l-1}, \ldots, B_{1} - B_{1-2 \Delta l-1})\)

and \((\Gamma_{0,l-1}, \ldots, \Gamma_{\Delta^{-1},l-2})\).

3. For \(s \in \{l, l-1\}\): run the recursion (2.4)-(2.5) with \(\{\Gamma_{k,s}\}_{k=0}^{\Delta^{-1}}\)

and \(\{B_{(k+1)s} - B_{ks}\}_{k=0}^{\Delta^{-1}}\) up-to time 1 – \(\Delta\).

4. Sample

\[\begin{align*}
((X_{1,l}, V_{1,l}), (\bar{X}_{1,l}, \bar{V}_{1,l})) & , ((X_{1,l-1}, V_{1,l-1}), (\bar{X}_{1,l-1}, \bar{V}_{1,l-1})) \\
((x_{1-\Delta l,l}, v_{1-\Delta l,l}), (\bar{x}_{1-\Delta l,l}, \bar{v}_{1-\Delta l,l})) ,
((x_{1-\Delta l-1,l-1}, v_{1-\Delta l-1,l-1}), (\bar{x}_{1-\Delta l-1,l-1}, \bar{v}_{1-\Delta l-1,l-1}))
\end{align*}\]

from the synchronous pairwise reflection maximal coupling [4].

5. **Output**: for \(s \in \{l, l-1\}\), \((u_s, \bar{u}_s) = ((x_{1,s}, v_{1,s}), (\bar{x}_{1,s}, \bar{v}_{1,s}))\) as generated in step 4.

---
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