Abstract—The Quantum Approximate Optimization Algorithm (QAOA) has been one of the leading candidates for near-term quantum advantage in gate-model quantum computers. From its inception, this algorithm has sparked the desire for comparison between gate-model and annealing platforms. When preparing problem statements for these algorithms, the predominant inclination has been to formulate a quadratic Hamiltonian. This paper gives an example of a graph coloring problem that, depending on its variable encoding scheme, optionally admits higher order terms. This paper presents evidence that the higher order formulation is preferable to two other encoding schemes. The evidence then motivates an analysis of the scaling behavior of QAOA in this higher order formulation for an ensemble of graph coloring problems.

Index Terms—Quantum Computing, QAOA, Graph Coloring

I. INTRODUCTION

For gate-model quantum computers and annealing platforms, QAOA and the Quantum Adiabatic Algorithm (QAA), respectively, are positioned to solve the same type of problem—quadratic Ising model, or equivalently, Quadratic Unconstrained Binary Optimization (QUBO) [1]. These problems take the form of equations (1) and (2). Although the problems are equivalent up to a change of variable, since QAOA naturally uses the Ising basis, this paper will mainly represent binary variables as $s \in \{1, -1\}$.

\[
Q = \sum_i w_i x_i + \sum_{i<j} w_{ij} x_i x_j \quad x_i \in \{0, 1\} \quad (1)
\]

\[
H = \sum_i h_i s_i + \sum_{i<j} h_{ij} s_i s_j \quad s_i \in \{1, -1\} \quad (2)
\]

These problems represent NP-Complete decision problems with NP-Hard optimization variants [2]. Many significant industrial applications can be formulated in this way [3]–[6], driving much of the interest in these algorithms as opportunities to demonstrate near-term quantum business advantage. Projections for industrial relevance vary, but some projections put QAOA style advantage particularly soon [7], [8]. To accelerate this development as much as possible, using all the tools available to gate-model systems will be necessary. At the time of writing, there appear to be only a handful of examples utilizing higher order terms (HOTs) in QAOA [9]–[13]. The four corners map coloring problem is a small, handpicked member of a larger ensemble of NP-Complete coloring problems that could benefit from this formulation.

When formulating combinatorial optimization problems to assess QAOA or QAA, the focus appears to have been on problems naturally admitting quadratic objectives [14]. On annealers, this inclination is well-justified because all commercial quantum annealing platforms require at most quadratic interactions for the final computation [15]. While order reduction is possible, such techniques necessarily introduce more variables and interactions, even if at only polynomial cost [16], [17]. QAOA does not have this inherent limitation because gate-model machines can naturally implement HOTs, effectively expanding the problem space to include products of more than two binary variables. The circuit representation of these HOTs is a subset of a family of operators called Pauli Gadgets that represent exponentiated tensor products of Pauli matrices. Figures 1 and 2 show possible circuit decompositions of a quartic term into single-qubit rotations and CX gates. For more information on Pauli Gadgets and their decompositions see [18].
higher order Ising formulations offer an opportunity to enrich the applications space for QAOA. By taking inspiration from the annealing community’s mature space of formulating QUBOs and incorporating a unique tool of gate-model platforms, this paper poses the four corners map coloring problem as an example benefiting from HOTs.

Section II poses the four corners problem as an Ising Model using three different encoding schemes: the natively higher order binary encoding, the order reduced binary encoding, and the natively quadratic unary encoding. Section III compares the performance of QAOA across all three. Section IV compares the scaling behavior of the binary and unary encoding schemes and presents two optimizations available to the binary case that are only possible due to the inclusion of HOTs. Lastly, Section V draws conclusions and suggests topics for future work.

II. FOUR CORNERS MAP COLORING PROBLEM

The four corners map coloring problem (Figure 3) is a simple problem belonging to a larger ensemble of graph coloring problems. Section V presents the more general statement of the family of problems, but the specific instance considered first provides a concrete example to motivate the general characterization. The goal of this problem is to, with access to four colors, find a coloring of the four corners map such that no two adjacent regions have the same color (not counting diagonal regions as adjacent).

![Figure 3: One valid coloring of the four corners map with binary spin vector (1, 1, -1, 1, -1, -1, -1)](image)

A. Binary Encoding

This graph coloring problem admits an eight variable Ising formulation by using a binary encoding scheme. The binary encoding scheme encodes the color of a node in terms of spin variables corresponding to its binary expansion. For now, the eight variables are labeled as \((a_0, a_1, b_0, b_1, c_0, c_1, d_0, d_1)\), where the letter corresponds to the region on the map (clockwise starting with Utah), and the subscript corresponds to the bit position of the color’s binary expansion. The spin representations of the four colors red, blue, green, and yellow are \((+1+1), (+1-1), (-1+1), (-1-1)\), respectively. Therefore, for node 0 two variables \(a_0\) and \(a_1\) represent all four possible colors.

The simplest way to generate the penalty for two adjacent nodes \(a, b\) having the same color is to note that if the undesired condition is true, all of the bits representing that color will be the same. Therefore, we use the following expression:

\[
(1 + a_2b_2)(1 + a_1b_1),
\]

which is zero if \(a_i \neq b_i\) and positive otherwise.

Since (3) is minimized when Utah and Colorado are different colors, the whole problem may be represented as a sum over the map’s borders, using (3) with appropriate variables. With the given variable assignments, this process produces:

\[
H_1 = (a_0a_1 + c_0c_1)(b_0b_1 + d_0d_1) + (a_0 + c_0)(b_0 + d_0) + (a_1 + c_1)(b_1 + d_1) + 4.
\]

This quartic Ising model is equal to zero if and only if the spin variable assignment \((a_0, a_1, b_0, b_1, c_0, c_1, d_0, d_1)\) represents a valid coloring of the four corners graph. In total, the simplest circuit representation of \(\exp(-i\gamma H_1)\) in QAOA requires 40 two-qubit gates, a depth which will prove significantly better than the other encodings even without further optimization.

B. Order Reduction

If a quadratic objective were strictly required, order reduction can remap the quartic Ising Model to a quadratic one. Order reduction proceeds by replacing the product of a pair of variables with a new expression that is at most linear in the existing variables and a single auxiliary variable. All terms containing the product can be rewritten with the replacement rule, reducing the overall order by one. To ensure that the product of the original pair of variables is equal to its replacement expression, there must be an additional set of terms which is minimized exactly when equality holds. For example, to replace the variable pair \(a_0a_1\), the replacement expression containing the auxiliary variable \(A\) has the following replacement rule (5) and corresponding constraint (6):

\[
a_0a_1 = 1 + a_0 + a_1 - 2A \tag{5}
\]

\[
-2A(a_0 + a_1 + 1) + (1 + a_0)(1 + a_1) + 2. \tag{6}
\]

Verifying that (5) holds when (6) is minimized is straightforward and reduces the order of the expression by one.

Until the overall order is quadratic or less, repeat this process. Each replacement requires a new auxiliary variable, doubling the binary search space. Further complicating the process, if the penalty incurred by violating the equality constraint is less than the savings gained in other parts of the Hamiltonian, applying a positive weight to the constraint terms, called a Lagrange Parameter, will be necessary [16].
Substituting (5) into (4) and collecting the constraint terms (6) yields:

\[ H_{\text{obj}} = (2 + a_0 + a_1 + c_0 + c_1 - 2A - 2C) \times (2 + b_0 + b_1 + d_0 + d_1 - 2B - 2D) + (a_0 + c_0)(b_0 + d_0) + (a_1 + c_1)(b_1 + d_1) + 4, \]

\[ H_{\text{con}} = -2A(a_0 + a_1 + 1) + (1 + a_0)(1 + a_1) - 2B(b_0 + b_1 + 1) + (1 + b_0)(1 + b_1) - 2C(c_0 + c_1 + 1) + (1 + c_0)(1 + c_1) - 2D(d_0 + d_1 + 1) + (1 + d_0)(1 + d_1) + 8. \]

Therefore, the final order-reduced Hamiltonian becomes:

\[ H_2 = H_{\text{obj}} + \lambda H_{\text{con}}, \]

where choosing \( \lambda \geq 3 \) ensures that breaking the constraints is never favorable. After order reduction, this encoding scheme seems a poor choice because of the introduction of four more variables, many interaction terms, and an extra sub-problem to encourage the new variables to behave properly.

In total, the reduction yields 48 quadratic terms corresponding to 96 CX gates to implement \( \exp(-i\gamma H_2) \) with no hope of further optimization. If a quadratic Ising formulation is strictly required, an alternative variable encoding scheme with less overhead is desirable.

### C. Unary Encoding

The Unary encoding scheme is a form of one-hot encoding in the binary spin variables. Once again, letters will indicate regions, but this time the subscripts \( i = 0, 1, 2, 3 \) will directly represent the colors red, blue, green, and yellow, respectively. For example, \( c_1 = -1 \) if New Mexico is assigned blue and \( c_1 = 1 \) otherwise. With this variable encoding scheme, the term penalizing two adjacent nodes \( a, b \) having the same color is given by:

\[ \sum_{i=0}^{3} (1 - a_i)(1 - b_i). \]

However, an additional set of constraints is required to ensure only one color is chosen within a region. For example, the constraint that Utah must be one color is a 1-of-4 constraint of the form:

\[ \left(-2 + \sum_{i=0}^{3} a_i\right)^2. \]

To get the full Ising model representation in the unary encoding scheme, both sets of constraints must be satisfied, so the final objective is the sum of the two sub-problems:

\[ H_3 = \sum_{i=0}^{3} (2 - a_i - c_i)(2 - b_i - d_i) + \sum_{s} \left(2 + \sum_{i=0}^{3} s_i\right)^2, \]

where \( s \in \{a, b, c, d\} \) is the letter representing each region. This objective has 40 quadratic terms, represented by 80 two-qubit gates also without possibility of further optimization.

### III. Comparing Performance

While the raw number of gates gives a good indication of performance expectations for each of the three encodings, some energy landscapes could still be more appealing than others. To compare their impact on QAOA, 10 iterations of Constrained Optimization by Linear Approximation (COBYLA) in a noise-free simulation of the evolution of the statevector up to \( p = 5 \) provided samples for comparison. The results are displayed in Figure 5. Other optimizers were considered, but COBYLA proved the most consistent at small \( p \). For each run the relative error and the total probability of measuring the winning state were recorded. While the success probability favors the lower variable encoding due to the exponential binary search space, the ultimate goal of QAOA is measuring a valid solution with high probability. Reporting this probability is therefore appropriate for comparative analysis. Notably, despite using the most variables unary encoding scheme performs no worse than the binary reduction with respect to this metric.

To gain intuition into what makes these encoding schemes better or worse, Figure 4 shows the \((\beta, \gamma)\) plots of the relative error for \( p = 1 \) grid search done with \( 128 \times 128 \) points. From the plots, traversing any of these spaces can result in finding poor local minima, often referred to as “Barren Plateaus,” but the binary encoding scheme provides the best opportunity to find a high quality solution, at least for \( p = 1 \).

When considering higher \( p \), the binary encoding scheme still performs best. In fact, from the simulations, a clear correlation between increasing \( p \) and significantly increasing the success probability is not apparent. This result is unsurprising because, in the case of the binary encoding scheme, the results are already high quality at \( p = 1 \). For the binary reduction and unary encodings, QAOA is performing so poorly that both a higher \( p \) value and a different classical optimizer are likely necessary to see improvement. However, simulations for high \( p \) become computationally intensive and outside the scope of this work, especially considering QAOA can solve the problem well for low \( p \) and a standard optimizer. Nevertheless, the results of the different encoding schemes for the four corners map coloring problem make abundantly clear the fact that using higher order terms to represent the problem Hamiltonian has considerable benefits on the performance of QAOA compared to other encoding schemes that require quadratic terms as the highest order.

### IV. General Scaling Behavior

Since the order reduction is not a strict requirement for gate model systems and appears to perform worse than its higher order counterpart, this section compares the scaling behavior of the unary encoding to the native binary encoding scheme on the general graph coloring problem.

Given a Graph \( G = (V, E) \) and a set of colors \( C = \{0, ..., c - 1\} \), the general graph coloring problem asks to find an assignment \( f : V \rightarrow C \) such that if \((v_i, v_j) \in E \)

\[1 \] Out of the 150 total samples were determined to be outliers and removed from the plot because they fell outside 1.5 times the interquartile range.
then \( f(v_i) \neq f(v_j) \). Let \( n = |V|, e = |E|, c = |C| \) be the number of vertices, edges, and colors, respectively. To build the quadratic Ising model in the unary encoding scheme, let \( \mu_k^c = -1 \) if \( f(v_i) = c_k \) and 1 else. As before, there must be two types of penalty terms:

\[
H_{con} = \sum_{i=0}^{n-1} \left( 2 - e + \sum_{k=0}^{c-1} \mu_k^c \right)^2
\]

(13)

\[
H_{adj} = \sum_{(v_i, v_j) \in E} \left( \sum_{k=0}^{c-1} (1 - \mu_k^c)(1 - \mu_k^c) \right).
\]

(14)

Counting the quadratic terms in (13) and (14) determines the exact quantum resources needed to represent the problem Hamiltonian in QAOA. The number of qubits needed to represent the general unary representation is \( O(nc) \). The number of quadratic terms in the constraint term is \( \frac{nc(c-1)}{2} \), and the number of quadratic terms in the adjacency term is \( ec \). Because the number of two-qubit gates is twice the number of quadratic terms, the total number of two-qubit gates is \( 2ec + nc(c-1) \). If \( e \propto n \), the total number of two-qubit gates scales as \( O(nc^2) \), with the regional constraint dominating.

The Binary encoding scheme yields better scaling behavior in both space and depth, especially in the case where \( c = 2^l \) for some \( l \in \mathbb{Z}_{>0} \). Let \( \sigma_k^c = -1 \) if the \( k \)th digit of the binary expansion of \( f(v_i) \in C \) is 1 and 1 else, and let \( l = \lceil \log_2(c) \rceil \). For example, consider the case in which \( f(v_i) = 12 \). Since the binary representation of 12 is 1100, \( \sigma_3^0 = \sigma_3^1 = 1 \) and \( \sigma_3^2 = \sigma_3^3 = -1 \). Therefore the number of qubits is exactly \( nl \), and the spatial resource scaling is \( O(n[\log_2(c)]) \).

To determine the depth, first consider the general formula for the adjacency constraint in the binary encoding scheme:

\[
H_{adj} = \sum_{(v_i, v_j) \in E} \left( \prod_{k=0}^{l-1} (1 + \sigma_k^i \sigma_k^j) \right).
\]

(15)

When \( c \) is exactly a power of two, this adjacency term is sufficient, but if \( c \) is not a power of two, there must be penalty functions ensuring certain spin states are illegal, effectively constraining the number of valid colors to \( c \) at any given node. In the absolute worst case, where \( c \) is one less than a power of two, there must be a single state penalty function on each node \( v_i \) with no possibility of cancellation within its terms. Summing this penalty over all nodes yields the total regional constraint:

\[
H_{con} = \sum_{i=0}^{n-1} \left( \prod_{k=0}^{l-1} (1 + \sigma_k^i) \right).
\]

(16)

The total number of gates from the sum of the gates in (15) and (16) can be determined from the order of terms in the expression and the number of unique terms of each order. Specifically, a term of order \( m \geq 2 \) requires \( 2(m-1) \) two-qubit gates, as in Figures (1) and (2). Algebraically, the total number of gates can be written as:

\[
2e \sum_{k=1}^{l-1} \binom{l}{k} (2k - 1) + 2n \sum_{k=1}^{l-1} \binom{l}{k} (k - 1).
\]

(17)

After simplification, the total becomes:

\[
(2^l - 2) \left[ (2e + n)l - 2(e + n) \right].
\]

(18)

Once again letting \( e \propto n \) determines the total number of two-qubit gates to scale as \( O(nc[\log(c)]) \).

Despite both the space and depth resources being superior in this encoding scheme, the binary formulation still has opportunities to perform significantly better than the worst case would suggest, completely unlike the unary case. There exist at least two strategies to reduce depth. First, Algorithm 1 avoids the worst case scenario whenever possible by generating multistate penalties (MSPs) to exclude an exponential number of spin states at each step. The algorithm only needs to run once for some node \( j \) and can then be reproduced for any other node by replacing \( j \) with the correct node label. The second strategy involves composing sub-circuits like those in Figures 1 and 2 in a way that produces cancellation within the logical circuit. For example, cancellation of 16 CX gates is possible in the

\[ \text{bin}(x) \] returns the bit string of \( x \) starting from the most significant bit.
four corners problem. Detailing the circuit representation that produces the most cancellation is out of scope of this paper, but interested readers can refer to [27] for more details.

Algorithm 1 Penalize Illegal Spin States on Node j

Input: \( c \geq 1 \)

1: \( l \leftarrow \lfloor \log_2(c) \rfloor \)
2: \( p \leftarrow 2^l - c \) \( \triangleright \) number of states to penalize
3: \( t \leftarrow 2^l - 1 \) \( \triangleright \) next state to penalize
4: \( R \leftarrow 0 \) \( \triangleright \) penalty function to return
5: while \( p > 0 \) do
6: \( b \leftarrow \text{bin}(t) \)
7: \( m \leftarrow l - \lfloor \log_2(p) \rfloor \) \( \triangleright \) number of free bits
8: \( P \leftarrow 1 \) \( \triangleright \) product to generate MSP
9: for \( k = m : l - 1 \) do
10: if \( b_k = 0 \) then
11: \( P \leftarrow P \times (1 + \sigma_j^k) \)
12: else
13: \( P \leftarrow P \times (1 - \sigma_j^k) \)
14: end if
15: end for
16: \( R \leftarrow R + P \) \( \triangleright \) add MSP to total penalty
17: \( t \leftarrow t - 2^{l-m} \)
18: \( p \leftarrow p - 2^{l-m} \)
19: end while
20: return \( R \)

V. CONCLUSION

This paper explores the four corners map coloring problem to provide evidence suggesting that utilizing HOTs can significantly improve the performance of QAOA. Building on this intuition leads to the general scaling behavior of this formulation compared to an alternate encoding, further demonstrating that the higher order Ising formulation can confer benefits beyond the specifically chosen example. More investigation is necessary to determine the efficacy of the difference in complexity scaling for larger graphs, where simulation quickly becomes unfeasible. As NISQ devices continue to improve in both qubit count and fidelity, the authors look forward to providing evidence suggesting that utilizing HOTs can significantly improve the performance of QAOA.
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