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Monocular 3D reconstruction is to reconstruct the shape of object and its other information from a single RGB image. In 3D reconstruction, polygon mesh, with detailed surface information and low computational cost, is the most prevalent expression form obtained from deep learning models. However, the state-of-the-art schemes fail to directly generate well-structured meshes, and we identify that most meshes have severe Vertices Clustering (VC) and Illegal Twist (IT) problems. By analyzing the mesh deformation process, we pinpoint that the inappropriate usage of Chamfer Distance (CD) loss is a root cause of VC and IT problems in deep learning model. In this article, we initially demonstrate these two problems induced by CD loss with visual examples and quantitative analyses. Then, we propose a fine-grained reconstruction method CD\textsuperscript{2} by employing Chamfer distance twice to perform a plausible and adaptive deformation. Extensive experiments on two 3D datasets and comparisons with five latest schemes demonstrate that our CD\textsuperscript{2} directly generates a well-structured mesh and outperforms others in terms of several quantitative metrics.
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1 INTRODUCTION

Monocular 3D mesh reconstruction, boosted by impressive deep learning technology, is a fundamental and fascinating topic in the community of computer vision. It aims to generate detailed 3D information of object’s surface, orientation, and so on, in mesh format from a single 2D image [24]. The prevalent data format of mesh, which consists of hundreds of vertices and faces, has plenty of benefits and advantages. For instance, mesh can efficiently and accurately capture the details of 3D objects’ surfaces and describe almost every shape in the world, such as cars, boats, and airplanes in ShapeNet dataset [7]. Meanwhile, the quality of mesh has been drastically improved by...
the promising deep learning technology and large-scale datasets in recent years [7, 36]. All these merits empower explicit 3D mesh reconstruction with deep learning [49] to have widespread applications in 3D printing, automatic drive, virtual reality, augmented reality, medical diagnosis, and online shopping [25].

In the deep-learning-enabled mesh reconstruction, **Chamfer Distance (CD)** [2] is a universal and paramount component used as a loss function of deep learning model as well as a metric to evaluate the quality of generated 3D mesh. CD calculates the average of pair-wise nearest neighbor distance between a synthetic mesh and a ground truth object. CD is preferable for explicit mesh reconstruction due to its efficient computation and flexibility with different volumes of points. The vast majority of impressive works such as Atlasnet [16], TMN [29], and Pixel2Mesh [42] employ CD as a loss function or part of loss function for model training and achieve desirable reconstruction performance.

However, CD has some intrinsic deficiencies, and previous studies have been published to identify them. For instance, Li et al. find that CD may suffer from the local optimum problem in its nearest neighbor search [18]. Wu et al. reiterate that CD is insensitive to point density distribution and also is prone to be impacted by outliers [45]. Jin et al. demonstrate that CD may not be faithful visually and structurally [17]. Achlioptas et al. show that CD is inclined to generate overcrowded points in some visible areas [1]. Wagner et al. empirically prove that directly optimizing CD will ignore the details of some structures [39]. Meanwhile, researchers also propose some variant CDs, such as a structured CD [18], a sharper version of CD [20], an adaptive CD [40], a probabilistic CD [19], an augmented CD [8], a density-aware CD [45], and so on, and attempt to fix the aforementioned defects caused by CD loss.

Besides that, we find that CD loss still suffers from IT and VC problems, which have not been discovered before. As shown in Figure 1, IT problem refers to the phenomenon that some faces locally and irrationally intersect with others or interpose into the inner regions, while VC problem describes the scenario where many vertices cluster around a single ground truth point. Empirically, both IT and VC problems are attributed to CD loss function, which offers incorrect deformation directions in the brute-force nearest neighbor search. The consequence of these two problems is performance degradation caused by wasting limited vertices in some invisible and overcrowded regions and distorting the mesh into an unusable structure. Furthermore, these severe problems might malfunction the downstream applications of 3D reconstruction, such as 3D printing, rendering, and so on. In a nutshell, IT and VC problems introduced by CD loss should be considered seriously in the explicit mesh reconstruction.

In this article, we take a deep dive into the IT and VC problems and endeavor to improve the quality of reconstructed mesh with the idea of twice CD calculation in deep learning method. Starting from the identification of IT and VC problems in both visual and quantitative ways, we find that some vertices of generated mesh move in incorrect directions or at an inappropriate speed. Following these observations, we present our proposal CD² to perform a fine-grained mesh deformation process. The proposed CD² calculates the CD loss twice and excludes some excessively moving vertices from further deformation with some criteria, which makes vertices deform with a comparable speed and correct directions. Comparing with five impressive works on two datasets, ShapeNet and Pix3D, we demonstrate that our scheme CD² can effectively mitigate IT and VC problems and yield a well-structured 3D mesh model.

The contributions of this article are threefold:

- To the best of our knowledge, we are the first to identify IT and VC problems induced by CD loss in deep learning model of 3D reconstruction and also provide both visual examples and quantitative analyses of these two problems. Statistical results show that 28% vertices have
VC problems in impressive Atlasnet [16] when \( \rho = 0.5 \), and 28.1% faces have IT problems in Total3D [26].

- We propose an innovative approach \( CD^2 \) with twice CD calculation to mitigate IT and VC problems by moving vertices at a moderate speed and in rational directions. Our proposal \( CD^2 \) can achieve a fine-grained deformation process.
- Visual demonstrations show our \( CD^2 \) generates more plausible and well-structured meshes than other five baseline schemes. Meanwhile, quantitative evaluation results reveal that our \( CD^2 \) outperforms other baselines in terms of several new metrics. These quantitative metrics provided by our work consider the distance or mapping relation of mesh and can achieve a faithful and appropriate measuring capability.

The remainder of this article is organized as follows: In Section 2, we identify the IT and VC problems and formulate these two problems. Section 3 presents our proposed method \( CD^2 \). Extensive experiment results are presented in Section 4, followed by related work in Section 5. Section 6 concludes the article.

2 PROBLEM STATEMENT AND ANALYSIS

2.1 Chamfer Distance

Chamfer distance, proposed by Barrow et al. in Reference [2], is a commonly used metric to measure the average of pair-wise nearest distance between two point sets. In deep learning model of 3D mesh reconstruction, CD is chosen as the loss function in the optimization process and the evaluation metric of 3D mesh quality. Mathematically, CD is defined as

\[
d_{CD}(S_1, S_2) = d_{CD1}(S_1, S_2) + d_{CD2}(S_1, S_2) = \frac{1}{|S_1|} \sum_{x \in S_1} \min_{y \in S_2} ||x - y||_2^2 + \frac{1}{|S_2|} \sum_{y \in S_2} \min_{x \in S_1} ||x - y||_2^2, \tag{1}
\]

where \( S_1 \subseteq \mathbb{R}^3 \) is the ground truth point set and \( S_2 \subseteq \mathbb{R}^3 \) is the reconstructed mesh vertex set.\(^1\) CD is composed of two parts, \( d_{CD1}(S_1, S_2) \) and \( d_{CD2}(S_1, S_2) \). The term \( d_{CD1}(S_1, S_2) \) computes the average distance from a point in \( S_1 \) to its nearest vertex in \( S_2 \), while the second term \( d_{CD2}(S_1, S_2) \) evaluates the average distance from a vertex in mesh to its nearest point in \( S_1 \).

In practice, we have \( |S_1| \gg |S_2| \). For instance, each 3D object consists of 10,000 ground truth points in Pix3D dataset [26] and 30,000 points in ShapeNet [7], while the sphere template for

\(^1\)We use the term vertex to denote point in the reconstructed mesh for readability.
deformation only use 2,562 vertices in both Total3D [26] and Atlanset [16] due to limitations of computing resources. This constraint implies that we should not waste limited vertices in some valueless inner regions, and vertices should be used efficiently to model the surface of a target object. For simplicity, we list some commonly used notations in Table 1.

### 2.2 A Toy Example of Mesh Deformation Process

In this subsection, we present a toy example to demonstrate the mesh deformation process with CD loss in Figure 2(a). In this example, we use 81 pink dots (ground truth set $S_1$) to model a 2D wooden chair and 80 purple pluses (vertex set $S_2$) connected by blue edges to represent a mesh template. We first calculate CD between these two sets and use the API `torch.Tensor.backward()` in PyTorch to obtain the gradient of each vertex. The deformation directions are shown by cyan lines with arrow. During each deformation, we move all the vertices along their deformation directions, which are the reverse directions of their gradients. This deformation process iterates until the CD loss is minimized or the total number of iterations exceeds the predefined threshold. When the deformation process is finished, the generated mesh imperfectly models the target chair. Some deformation snapshots are given in Figure 2(a).

We have two observations from this deformation process in Figure 2(a). (1) Many vertices in $S_2$ are located in small and specific regions such as the end of legs and chair back in this example. We explicitly present these overcrowded vertices with dotted circles and name this phenomenon as **Vertices Clustering (VC)**. Actually, there is no need to waste the excessive number of vertices to model chair back and the end of legs, and some vertices are preferred to approach to other important details like the cushion surface of chair. (2) In Figure 2(a), there exist some unnecessary and intersected lines shown in the dotted circle of the 4th subfigure. We zoom in on this part in the 6th subfigure. Similarly, some vertices rush into the interior of chair leg and generate the unexpected twists of faces in 3D deformation process. Few vertex is needed to model the interior of a chair, and it is the best practice to use enough vertices to describe the surface of cushion. The aggressive deformation of these vertices causes the generated mesh to have intersected and twisted faces and not properly align with the target object. We call this phenomenon **Illogical Twist (IT)**. Both VC and IT are induced by CD loss, which only considers the point-level similarity in the brute-force nearest neighbor search, ignoring the edge relation of mesh and the overall shape of target object.

In Figure 2(b), we also provide an example to demonstrate the performance improvement of our scheme CD$^2$. Compared with the 5th subfigure of Figure 2(a), our scheme CD$^2$ generates a well-structured 2D chair that can model the target object perfectly. For the VC problem, the 6th subfigure of Figure 2(b) shows that our CD$^2$ moves vertices towards different ground truth points instead of a single point. In other words, CD$^2$ drastically relieves VC problems. Moreover, IT problem disappears in our CD$^2$. More results of performance improvement are given in Section 4.
Fig. 2. The deformation example of a toy 2D chair and the details of VC and IT problems. We use pink dots to denote ground truth points, purple pluses to denote mesh vertices, blue lines to denote edges between vertices, and cyan arrows to denote deformation directions of vertices. We also zoom in on the IT and VC problems in the right subfigure.

2.3 Mathematical Definitions of VC and IT Problems

**Vertices Clustering.** VC describes a phenomenon that multiple mesh vertices overcrowd or overlap with each other in a small region as shown in Figure 1. The formal definition of VC is given as follows:

**Definition 1.** Vertices Clustering: Let $\bar{d}(S_1)$ be the average nearest neighbor distance between points in $S_1$ and define the distance threshold between two vertices in $S_2$ as $\sigma_{\text{VC}} = \rho \bar{d}(S_1)$, where the coefficient $\rho$ is a hyper-parameter. Then, we have two criteria to evaluate the VC problem: (1) $N_{\text{VC}}$, the size of VC vertex set $S_{\text{VC}} \subseteq S_2$, where each vertex $V_i \in S_{\text{VC}}$ has the nearest neighbor $V_j \in S_{\text{VC}}$ and this nearest neighbor distance is smaller than $\sigma_{\text{VC}}$, i.e., $d(V_i, V_j) < \sigma_{\text{VC}}$. In other words, we can use $N_{\text{VC}} = |S_{\text{VC}}|$ to evaluate the VC problem; and (2) $N_{\text{VC}}'$, the number of vertex $V_i \in S_{\text{VC}}'$ ($S_{\text{VC}}' \subset S_{\text{VC}}$) that has an identical nearest ground truth point $P_l \in S_1$ with other $V_j \in S_{\text{VC}}'$, i.e., $(d(V_i, V_j) < \sigma_{\text{VC}}) \& (\phi(V_i) = \phi(V_j) = P_l)$.

We have some discussions about this definition. Initially, we argue that the VC metric endeavours to find vertices that are extremely close to each other during deformation. In practice, it is desirable to evenly distribute vertices over the surface of the target object. For this goal, we can coordinate the deformation process with this VC constraint to alleviate the overcrowding problem and efficiently distribute vertices in a fine-grained manner. In addition, these two criteria of VC can be used as the quality evaluation metric of synthetic mesh as well. Finally, we can easily find that the second criterion is much stricter than the first one.

According to our formal definition, we find that VC problem exists universally in previous CD-based schemes. Taking a rifle in Atlasnet [16] for example, we find that there are 1,429 VC vertices of the first type (i.e., $N_{\text{VC}} = 1,429$) among 2,562 total vertices and 1,176 VC vertices of the second type (i.e., $N_{\text{VC}'} = 1,176$) when $\rho = 0.5$. The average percentage of first-type VC vertices ($N_{\text{VC}}/|S_2|$) and the average percentage of second-type VC vertices ($N_{\text{VC}'}/|S_2|$) are separately 55.78% and 45.90% for the class of rifle. The average percentages separately reach 28.1% and 20.9% for all the categories in ShapeNet. We also present the results of VC problem in Atlasnet for $\rho = 0.25$.
Illogical Twist. IT refers to the situation where some parts of mesh intersect with itself or rush into the inner region as shown in Figure 1. The IT problem can be formally defined as follows:

Definition 2. Illegal Twist: For two faces \( f_i \) and \( f_j \), let \( v(f_i, f_j) \) denote the number of shared vertices between these two faces. If \( v(f_i, f_j) = 0 \), then we use the algorithm in Reference [47] to determine whether \( f_i \) intersects with \( f_j \) or not and then construct an IT face set \( S_{IT} \) with this algorithm. Then, we have two criteria to evaluate IT problem: (1) \( F_{IT} \), the size of IT face set, \( F_{IT} = |S_{IT}| \); and (2) \( V_{IT} \), the number of vertices that belong to the faces in \( S_{IT} \).

The IT phenomenon also occurs universally in reconstructed meshes of Total3D and Atlasnet in Figures 4 and 5. Figure 4 shows this problem with blue marked faces, while Figure 5 presents the IT problem in wireframes from different views. Besides visual results, we also use two types of IT metrics given in Definition 2 to evaluate the quality of generated mesh for Atlasnet in Table 4. It can be found that meshes of table, rifle, chair, and bench have severe IT problems. For the class of table, there exist 809.5 first-type IT faces on average and 677.8 vertices of the second-type IT metric. The percentages are separately 15.8% and 26.5%. These results are nontrivial, and the output yields an unacceptable and valueless mesh model that is not suitable for applications in various downstream tasks.

Why do VC and IT problems occur in the deformation process? Typically, ground truth points are uniformly distributed across the 3D object’s surface, but objects in the image are presented in a fixed view. Learning from images with partially visible objects and unbalanced confidence levels leads to unreasonable gradient directions and a huge gap of deformation velocity. In other words, visible parts of objects in the image have a larger deformation gradient than those invisible parts. Even worse, some excessively deformed vertices still have a large deformation velocity after arriving at the target position and cannot stop moving in the brute-force nearest neighbor search, as shown in Figure 2(a). This over-deformation ultimately results in the intersection and twist of faces or vertex clustering in a small region. From the above illustration, we can identify VC and IT vertices and then orchestrate them with an appropriate velocity to prevent the output mesh from VC and IT problems.

3 OUR FINE-GRAINED MESH RECONSTRUCTION SCHEME CD

In this section, we provide distance-oriented and mapping-oriented 3D mesh reconstruction schemes, both of which divide a deformation iteration into two sub-steps and separately compute the CD metric in each sub-step. Besides the initial CD calculation, the first sub-step also involves vertices exclusion according to CD losses for all the vertices and points. Then, we compute the CD metric twice for residual vertices and deform them in the second sub-step. Our fine-grained scheme CD\(^2\) does not consider all the vertices equally and orchestrates the deformation process in a moderate and adaptive manner. According to different considerations in vertices exclusion of the first step, our proposal CD\(^2\) involves two versions, i.e., the distance-oriented CD\(^2\) and the mapping-oriented CD\(^2\).

3.1 The Distance-oriented CD\(^2\)

We first present our distance-oriented CD\(^2\), which utilizes the distance information to exclude those aggressive vertices. In the first step of distance-oriented CD\(^2\), we compute a CD metric for all the vertices, identify those excessively deformed vertices, and then exclude them from the subsequent deformation process according to distance information. In the second step, our scheme computes another CD metric for residual vertices and moves them according to these new
gradients. Before introducing the details of vertex exclusion method in the first step, we define four critical data structures used in the following article as follows:

- **Dist** and **Index**. In the nearest distance list **Dist**, the element **Dist[i]** is the distance from point **P** ∈ **S** to its corresponding nearest vertex **V** = **ψ**(**P**) ∈ **S**. We also put the index of this nearest vertex **j** into the list **Index**, i.e., **Index[i]** = **j**.

- **Dist** and **Index**. In the nearest distance list **Dist**, the element **Dist[i]** is the distance from vertex **V** ∈ **S** to its corresponding nearest point **P** = **φ**(**V**) ∈ **S**. The index of this nearest point **j** is also added to the list **Index**, i.e., **Index[i]** = **j**.

In the following, we provide a simple and useful method to identify those vertices that are extremely close to the ground truth points and then exclude them from further deformation. This method conforms to our empirical insight that we should move all the vertices at a comparable velocity to alleviate the VC and IT problems. In detail, we construct an exclusion vertices set **S** and its size is determined by two factors, i.e., |**S**| = max(ρd × |**S**|, |**Dist** < **dT**|), where the threshold ρd ∈ (0, 1) is the percentage of vertices excluded from the next CD computation and |**Dist** < **dT**| ∈ [0, |**S**|] is the number of vertices whose nearest point distance is smaller than the threshold **dT**. With the data structures **Dist** and **Index**, we can easily find those vertices within a certain nearest distance. Then, we can construct a new vertex set **S’** = **S** − **S** and only move vertices in **S’** to the ground truth points. The detailed algorithm is presented in Algorithm 1.

In Line 1 of Algorithm 1, we calculate the first CD loss according to Equation (1). In practice, a common Python function called **chamfer_distance()** is adopted to obtain this loss, and this function also return four data structures defined above. It is also true for Line 11. In Line 2, |**Dist** < **dT**| is the number of vertices with nearest distance to the ground truth point smaller than **dT**. From Algorithm 1, we can find that both mesh vertices and ground truth points vary in the second step of each deformation iteration, which makes our distance-oriented CD more adaptive than the traditional CD. In addition, the selection of vertex for deformation enables the generated

---

**Algorithm 1**: The Distance-oriented CD

**Input**: **S**, **S’**, **ρd**, **dT**

**Output**: eCD(S, S’)

1. **Dist**, **Dist’**, **index**, **index’** = chamfer_distance(S, S’)

2. |**S’**| = max(ρd × |**S’**|, |**Dist’** < **dT**|)

3. for **i** = 1 to |**S’**| do

4.  if **Dist’**[**i**] is top |**S’**| smallest then

5.    Append **S’**[**i**] to **S’**

6.    Append **S’**[**Index’**[**i**]] to **S’’**

7. end

8. end

9. **S’’** = **S** − **S’’**

10. **Dist’’, Dist’’’**, **index’’**, **index’’’** = chamfer_distance(**S’’**, **S’’**)

11. dCD(S, S’) = Mean(Dist’’) + Mean(Dist’’’)

---

https://github.com/ThibaultGROUEIX/ChamferDistancePytorch.
Table 2. Statistical Results of DPVI for Atlasnet, Im3d, and Tars3d

| $|P_{V_i}|$ | 0  | 1  | 2  | 3–10 | 11–20 | 21–30 | 31–40 | 41–50 | 51–max |
|----------|----|----|----|------|-------|-------|-------|-------|-------|
| At$_{CD}$| 1154.0 | 765.2 | 383.3 | 258.1 | 1.369 | 0.104 | 0.019 | 0.006 | 0.005 |
| CD$_2$   | 1186.4 | 740.6 | 368.8 | 264.0 | 2.114 | 0.158 | 0.034 | 0.009 | 0.005 |
| CD$_2^p$ | 1138.5 | 774.1 | 392.5 | 255.8 | 0.984 | 0.065 | 0.012 | 0.004 | 0.003 |
| CD$_2^t$ | 1137.8 | 773.9 | 393.0 | 256.3 | 0.929 | 0.066 | 0.012 | 0.003 | 0.003 |
| OPTA     | 1122.8 | 780.8 | 397.3 | 261.0 | 0.025 | 0.0 | 0 | 0 | 0.000 |
| Im3d     | 1329.5 | 601.1 | 327.1 | 299.7 | 3.62  | 0.67  | 0.202 | 0.084 | 0.08  |
| Tars3d   | 1648.6 | 329.7 | 222.7 | 348.5 | 11.4  | 0.876 | 0.18  | 0.062 | 0.075 |

Each value represents the average number of vertices, which has the corresponding $|P_{V_i}|$, in a mesh. A large value is preferred for $|P_{V_i}| = 1$, while we prefer values close to OPTA for $|P_{V_i}| = 2$. Otherwise, the smaller is better.

mesh to approach to the target 3D object in a synchronous manner, which further relieves VC and IT problems. Finally, we should note that the computational cost is not increased much, although we compute CD twice. Both the number of vertices and points are reduced in the second CD calculation. Our distance-oriented CD$^2$ still dominates EMD in terms of computational cost, which will be further analyzed in Section 4.5.

3.2 The Mapping-oriented CD$^2$

Besides the distance information between the vertex set $S_2$ and ground truth point set $S_1$, additional information of mapping relation can be utilized to orchestrate the deformation process. In this subsection, we present another fine-grained CD$^2$ based on the point-vertex mapping information. Initially, we define a new data structure $P_{V_i}$ to denote the set of points that consider $V_i \in S_2$ as their nearest vertex, i.e., $\psi(P_l) = V_i, \forall P_l \in P_{V_i}$. A large $|P_{V_i}|$ indicates that vertex $V_i$ is much closer to the target object than other vertices, and this vertex $V_i$ might not be appropriate for further deformation. From the definition of $P_{V_i}$, we can find that this mapping relation contains more information and somehow includes the distance information. This benefit improves the mesh reconstruction performance, which will be extensively studied in Section 4. Moreover, the vertex-point mapping information $|P_{V_i}|$ can also be applied to measure the quality of mesh, as shown in Table 2.

In the following, we use $|P_{V_i}|$ to exclude some vertices and guide the model training. In this article, we provide two specific exclusion methods with vertex-point mapping relation information. One approach, CD$_t^p$, eliminates vertices whose $|P_{V_i}|$ is larger than a predefined threshold $pvi_t$, while another approach, CD$_p^p$, just eliminates a certain percentage $pvi_p$ of vertices with largest $|P_{V_i}|$ value. More exclusion methods can be proposed with data structure $|P_{V_i}|$; we leave them to future work. Then, we delete points according to their $V_{P_j}$ in $S_1$ and move residual vertices to the ground truth points in the second CD calculation. The details of our mapping-oriented methods are presented in Algorithm 2. Finally, we also show the deformation process of the traditional CD, the distance-oriented CD$^2$ ($p_d = 0.3$), and our mapping-oriented CD$^2_t$ ($pvi_t = 1.5$) in Figure 3.

4 EXPERIMENTS AND EVALUATIONS

In this section, we perform extensive experiments to demonstrate the improvement of our proposals. We compare our distance-oriented CD$^2$, CD$^2_p$, and CD$^2_t$ with three representative baselines: Atlasnet [16] on ShapeNet dataset [7], 3DAF [43] on ShapeNet, and Total3D [26] on Pix3D dataset [36]. All these works deform a template directly with CD loss. Besides these CD-related works, we also compare two recent Signed Distance Fields (SDF) works, Im3d [50] and Tars3d [13], in terms of the mesh quality. Our comparison results are shown by visual demonstration and quantitative analyses with a variety of metrics including our metrics $N_{VC}$, $N_{VC'}$, $F_{IT}$, $V_{IT}$, and DPVI.
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ALGORITHM 2: The Mapping-oriented $CD^2$

\[\text{Input:}\ S_1, S_2, pvi_t, pvi_p \]
\[\text{Output:}\ d_{CD^2}(S_1, S_2)\]

\begin{algorithm}
  \begin{algorithmic}
    \Function {Exclude} \((\text{Index}_1, \text{Index}_2, pvi_t, pvi_p, S_1, S_2)\):
    \State \(P_v = \emptyset, i = 1, 2, \ldots, |S_2|\)
    \For {\(j = 1\) to \(|\text{Index}_1|\)}
      \State \(\text{jnn} = \text{Index}_1[j]\)
      \State \(P_v_{\text{jnn}} = P_v_{\text{jnn}} \cup S_1[j]\)
    \EndFor
    \If {$CD^2_t$ is applied}
      \For {\(i = 1\) to \(|S_2|\)}
        \If {$|P_v_i| > pvi_t$}
          \State Append \(S_2[i]\) to \(S_{2d}\)
        \EndIf
      \EndFor
    \EndIf
    \If {$CD^2_p$ is applied}
      \For {\(i = 1\) to \(|S_2|\)}
        \If{$|P_v_i|$ is top \(pvi_p\) largest}
          \State Append \(S_2[i]\) to \(S_{2d}\)
        \EndIf
      \EndFor
    \EndIf
    \State \(S'_2 = S_2 - S_{2d}\)
    \State \Return \(S'_2\)
  \EndFunction
  
  \State \(\text{Dist}_1, \text{Dist}_2, \text{index}_1, \text{index}_2 = \text{chamfer}\_\text{distance}(S_1, S_2)\)
  \State \(S'_2 = \text{Exclude}(\text{Index}_1, \text{Index}_2, pvi_t, pvi_p, S_2)\)
  \State \(S'_1 = \text{Exclude}(\text{Index}_2, \text{Index}_1, pvi_t, pvi_p, S_1)\)
  \State \(\text{Dist}'_1, \text{Dist}'_2, \text{index}'_1, \text{index}'_2 = \text{chamfer}\_\text{distance}(S'_1, S'_2)\)
  \State \(d_{CD^2}(S_1, S_2) = \text{Mean}(\text{Dist}'_1) + \text{Mean}(\text{Dist}'_2)\)
\end{algorithmic}
\end{algorithm}

For high readability, we first summarize the definitions of these metrics. This set of metrics can evaluate mesh quality in a fine-grained and comprehensive manner.

- \(N_{VC}\): the size of first-type VC vertex set. Each first-type VC vertex \(V_i \in S_{VC}\) has the nearest neighbor \(V_j \in S_{VC}\), and this nearest neighbor distance is smaller than the threshold \(\sigma_{VC}\), i.e., \(d(V_i, V_j) < \sigma_{VC}\).
- \(N_{VC'}\): the size of second-type VC vertex set. A second-type VC vertex \(V_i \in S_{VC'}\) \((S_{VC'} \subset S_{VC})\) has identical nearest ground truth points with other \(V_j \in S_{VC'}\), i.e., \(d(V_i, V_j) < \sigma_{VC'}\) & \(\phi(V_i) = \phi(V_j)\).
- \(F_{IT}\): the size of IT face set \(S_{IT}\) constructed by algorithm in Reference [47]. In other words, \(F_{IT} = |S_{IT}|\).
- \(V_{IT}\): the number of vertices that belong to the IT faces in \(S_{IT}\).
- \(DPVI\): the number of vertices which have the same value of \(|P_v_i|\).
- \(CD\): a pair-wise nearest distance between two point sets. It can be computed with Equation (1).
- \(EMD\): another distance metric between two point sets. It denotes the least-expensive one-to-one transportation flow between two sets, which can be obtained by the optimization algorithm in Reference [45].
4.1 Comparisons with Atlasnet on ShapeNet

We first compare the performance of the distance-oriented CD$^2$, CD$^2_p$, and CD$^2_t$ with the famous scheme Atlasnet [16] on ShapeNet dataset [7]. ShapeNet dataset contains 35k manually created 3D CAD samples, each of which involves a polygon mesh and several rendered pictures of different views. In Atlasnet [16], 13 categories of ShapeNet include airplane, bench, cabinet, car, and so on. Atlasnet is an impressive 3D mesh reconstruction method that is composed of three modules, i.e., the autoencoder trained decoder, the intermediate ResNet encoder, and the final single-view reconstruction module. Since we find that the first module of Atlasnet generates meshes with appropriate topology structures better than the other two modules, we only use the output of the first module as our baseline in this article. In addition, multiple patches in Atlasnet are prone to generate VC and IT problems, so we use one patch of sphere for Atlasnet in our experiments.

We use the pretrained model provided by the Atlasnet [16] as a baseline AtCD and implement our methods in Atlasnet with the following settings: For the distance-oriented method CD$^2$, we set $p_d = 0.3$, $d_T = 10^{-7}$. For our CD$^2_p$, we exclude both the vertices and points with $pvi_p = 4$. For the CD$^2_t$, we set $pvi_t = 0.08$ for the vertex set $S_2$ and exclude $S_1$ at the ratio of 0.01. All the learning rates are $10^{-4}$.

We use Meshlab [9] to present our visual results in Figure 4. From these results, we can easily find that our proposed schemes, especially the mapping-oriented CD$^2_p$ and CD$^2_t$, generate better meshes than the baseline AtCD. For simple objects such as cabinet and sofa, our CD$^2_t$ almost eliminates IT and VC problems. For more complicated objects like car, VC and IT problems are alleviated by our schemes, while they are quite severe in the baseline AtCD.

The quantitative results of CD and EMD metrics are shown in Table 3. Note that the CD metric is amplified by $10^4$ for easy comparisons in this table. The comparison results for VC and IT problems are shown in Table 4. To further demonstrate the performance improvement for VC and IT problems, we present the statistical information of the vertex-point mapping relation and define DPVI as the number of vertices which have the same value of $|PV_i|$. In other words, DPVI shows the information of how many ground truth points are described by a single mesh vertex.
Fig. 4. The synthetic meshes on ShapeNet. We show the outputs of $At_{CD}$, the distance-oriented $CD^2$, $CD_t^2$, and $CD_p^2$ from the top row to the bottom one. IT faces are shown in blue color, while VC vertices are presented in red color.

Obviously, large $|P_V|$ is not appreciated by mesh reconstruction tasks. The statistical results for DPVI are presented in Table 2. Our results except Table 4 are computed over the entire test set. In Table 4, we average 32 samples for VC problem and 10 samples for IT problem due to the experimental duration consideration. We find that these results can be generalizable to the entire test set. We also present the Optimum Performance Theoretically Attainable (OPTA) for CD, EMD, and DPVI by randomly selecting 2,562 points from 30k ground truth points and computing these metrics. Finally, we bold all the best results in these tables.

Our proposed schemes $CD_p^2$ and $CD_t^2$ outperform others for all the metrics except CD value. Compared with $At_{CD}$, our $CD_p^2$ lowers EMD value by 37.9% on average. In addition, VC vertices and IT faces are separately reduced by 31.4% and 24.0%. Our results also demonstrate that point-vertex mapping relation is more suitable for 3D mesh reconstruction than the distance information, which is echoed by the recent study cited in Reference [45]. Surprisingly, our $CD_p^2$ and $CD_t^2$ output
some meshes whose EMD values closely approach to the OPTA value in Table 3. This indicates that results generated by $CD_p^2$ and $CD_p^2$ are almost optimal in terms of EMD metrics for categories of cabinet, car, louder speaker, sofa, telephone, and so on.

It should be mentioned that the classic scheme Atlasnet $At_{CD}$ only wins in CD value. This is because $At_{CD}$ uses CD loss in the model training and thus CD values are almost minimized in $At_{CD}$. Our methods were trained by $CD^2$ but measured with CD, which implies that our proposals might have large CD values. This does not indicate that $At_{CD}$ is better than our schemes. Conversely, visual results and quantitative results of all the other metrics demonstrate that our proposed schemes outperform $At_{CD}$. However, our results also demonstrate that CD metric might be inappropriate for mesh quality evaluation, while the conventional EMD and our proposed five metrics are more suitable for quality measurement.
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Table 5. Our Quantitative Results in 3DAF

| Methods/Metrics | CD  | EMD  | \(N_{VC}\) | \(N_{VC'}\) | \(V'\)  | \(F'\)  |
|----------------|-----|------|------------|------------|--------|--------|
| 3DAF           | 4.06 | 5.56 | 141.9      | 71.9       | 1,662.9 | 2,951  |
| \(CD^2\)       | 4.71 | 5.99 | 338.2      | 181        | 1,606.3 | 2,777.3|
| \(CD^2_t\)     | 7.1  | 5.7  | 362.2      | 160.9      | **1,915.1** | **3,565.6** |
| \(CD^2_p\)     | 6.06 | **5.49** | **105.5** | **48.4** | 1,898  | 3,532.4|

CD is multiplied by 1,000, and EMD is multiplied by 100.

4.2 Comparisons with 3DAF on ShapeNet

The latest CD-based scheme 3DAF [43], which has drastically improved the performance of the 3D reconstruction and completion task, utilizes 3D information contained in the CAD model of ShapeNet and the global 2D feature of input image. We implement our proposal \(CD^2\) in 3DAF and present our results averaged over all the categories. Both CD and EMD metrics are computed with the official codes provided by 3DAF [43]. For the VC problem, the metrics of \(N_{VC}\) and \(N_{VC'}\) are calculated similarly to Section 4.1. Since 3DAF is proposed for point cloud reconstruction tasks, there does not exist face information in the output. We use the API `create_from_point_cloud_alpha_shape` [14] in open3d [51] to iteratively generate a mesh with the maximum face number \(F_\alpha\). We denote the number of vertices in this mesh by \(V'\). We employ another API `create_from_point_cloud_ball_pivoting` [4, 12] in open3d to generate a mesh with the maximum face number \(F_{bpa}\) and then obtain the average face number as \(F' = (F_{bpa} + F_\alpha)/2\). In short, mesh quality is evaluated by \(V'\) and \(F'\) in this subsection, and a large value is preferred. We use the 3DAF model trained by the author in Reference [43] as our baseline. Our \(CD^2\)s in 3DAF are trained with 100 epochs. The experimental settings are listed as follows: \(p_d = 0.3\) and \(d_T = 10^{-7}\) for the distance-oriented \(CD^2\); \(pv_i_t = 4\) for \(CD^2_t\); and \(pv_i_p = 0.08\) for \(CD^2_p\). Other settings are identical with the original 3DAF in Reference [43].

We present our results in Table 5. Our results show that both \(CD^2_t\) and \(CD^2_p\) dominate 3DAF in terms of all the metrics except CD value. Our \(CD^2_p\) reduces VC-related vertices by 25.6% on average. Moreover, the number of faces is increased by 19.7% in \(CD^2_p\), when we compare the proposed \(CD^2_p\) with 3DAF. Our \(CD^2_t\) has similar results. More faces generated by the API of open3d indicate high quality of point clouds, and thus large face number is preferred. Finally, 3DAF only wins for the CD metric mainly because CD is used as the loss function in the training.

4.3 Comparisons with Total3D on Pix3D

Another recent work, Total3D [26], studies 3D indoor reconstruction and scene understanding task and achieves smaller CD value on Pix3D dataset than other famous results [8, 16]. Pix3D is a large-scale dataset of well-aligned 2D images and 3D shapes. It consists of 10,069 image-shape pairs from 395 different indoor furniture in nine categories. In this article, we compare with two Total3D models, i.e., a pretrained model T3D_{pre} provided by the original Total3D [26] and a T3D_{CD} model trained from scratch with codes offered by Total3D. We also implement the distance-oriented \(CD^2\) and \(CD^2_t\) in Total3D and train them from scratch without any pretrained models. In our distance-oriented \(CD^2\), we set \(p_d = 0.6\), \(d_T = 0\), and learning rate is \(10^{-4}\). In \(CD^2_t\), \(pv_i_t = 4\), and learning rate is \(10^{-5}\). The train-test split is similar to Reference [15] for all the models, and we use the object label mapping in NYU-37 [35].

We first present the visual comparisons of four classes from two views in Figure 5. These results are generated by T3D_{pre}, T3D_{CD}, and the distance-oriented \(CD^2\). We render these meshes with the tool of Meshlab [9]. We can easily find that meshes produced by T3D_{pre} and T3D_{CD} have severe
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Fig. 5. Meshes in Total3D. We present the results for three methods, $T3D_{pre}$, $T3D_{CD}$, and $CD^2$. For each method, we show the generated mesh from two perspectives and also provide its invisible faces.

IT and VC problems. For example, beds have an obvious fold on the left side; chairs have some faces folded in cushions; and both wardrobe and table have twists inside the shelf and desktop. Fortunately, our distance-oriented $CD^2$ produces meshes with much fewer twists in most classes. For instance, the mesh structure of beds generated by our $CD^2$ is also more plausible than $T3D_{pre}$. Although few meshes like table are not perfect in the distance-oriented $CD^2$, they are still better than two baselines. More results are provided in Appendix A.1.

Another interesting result relates to invisible faces in mesh, shown in the third row of each object in Figure 5. We delete all the visible faces with tools of “select Faces in a rectangular region” and “select only visible” functions in MeshLab [9]. From the results of $T3D_{pre}$ and $T3D_{CD}$, we find that there are large quantities of invisible faces in the interior mesh, and most of them have IT problems. This problem becomes even worse for the categories of bed, chair, and table. On the contrary, our distance-oriented scheme $CD^2$ has few invisible faces. We even have no invisible
Table 6. The Quantitative Results of VC and IT Problems in Total3D

| Method | Metric | bed | bookcase | chair | desk | msic | sofa | table | tools | wardrobe | Avg. % |
|--------|--------|-----|----------|-------|------|------|------|-------|-------|----------|--------|
| T3D<sub>pre</sub> | N<sub>VC</sub> | 263.3 | 523.7 | 489.5 | 644.8 | 440.5 | 180.3 | 347.9 | 461.5 | 190.9 | 15.36 |
|         | N<sub>VC</sub> | 200.0 | 446.5 | 423.2 | 559.8 | 381.8 | 129.4 | 285.0 | 403.7 | 149.2 | 12.92 |
|         | F<sub>IT</sub> | 893.1 | 1,265.5 | 1,549.5 | 2,283.0 | 1,334.4 | 777.6 | 1,429.5 | 2,834.2 | 581.9 | 28.10 |
|         | N<sub>VC</sub> | 464.8 | 892.4 | 923.0 | 1,051.6 | 574.9 | 228.8 | 731.6 | 500.8 | 322.8 | 24.68 |
| CD<sup>2</sup> | N<sub>VC</sub> | 389.2 | 816.2 | 832.1 | 974.8 | 520.9 | 174.5 | 630.6 | 431.5 | 259.7 | 21.81 |
|         | F<sub>IT</sub> | 909.6 | 1,195.7 | 1,479.4 | 1,777.6 | 682.5 | 838.0 | 1,238.4 | 1,858.6 | 511.8 | 22.77 |
|         | N<sub>VC</sub> | 148.0 | 456.5 | 950.5 | 671.7 | 175.5 | 74.7 | 526.4 | 151.8 | 287.8 | 13.37 |
| CD<sup>2</sup><sub>t</sub> | N<sub>VC</sub> | 121.2 | 419.1 | 521.8 | 610.8 | 152.4 | 58.1 | 459.3 | 124.7 | 243.5 | 11.76 |
|         | F<sub>IT</sub> | 344.4 | 642.2 | 941.9 | 1,351.2 | 351.5 | 275.8 | 725.9 | 1,002.0 | 392.7 | 13.08 |
|         | N<sub>VC</sub> | 356.4 | 560.9 | 867.6 | 1,171.4 | 352.3 | 285.7 | 678.7 | 946.4 | 381.3 | 24.29 |

The last column is the average percentage over all the categories. The smaller is better. Each sample consists of 2,562 vertices and 5,120 faces.

Table 7. EMD Results in Total3D

| Method | Metric | bed | bookcase | chair | desk | msic | sofa | table | tools | wardrobe | Avg. |
|--------|--------|-----|----------|-------|------|------|------|-------|-------|----------|------|
| T3D<sub>pre</sub> | 2.71 | 12.88 | 4.81 | 5.98 | 11.69 | 2.14 | 6.52 | 13.67 | 7.42 | 7.54 |
| CD<sup>2</sup> | 3.64 | 11.72 | 8.00 | 7.94 | 10.84 | 1.88 | 6.55 | 8.33 | 2.89 | 6.87 |
| CD<sup>2</sup><sub>t</sub> | 3.85 | 9.99 | 6.07 | 6.42 | 10.30 | 2.24 | 6.89 | 8.95 | 4.86 | 6.62 |
| Im3d | 1.83 | 0.91 | 1.74 | 2.01 | 2.82 | 0.82 | 2.71 | 0.67 | 0.74 | 1.58 |

All the presented results have been divided by 100, and the last column shows the average value for each method. The smaller is better.

faces for table. These findings demonstrate our scheme generates more faces to model the surface of objects and outputs well-structured meshes.

We also perform quantitative comparisons among three models, i.e., the official T3D<sub>pre</sub>, our distance-oriented CD<sup>2</sup>, and CD<sup>2</sup><sub>t</sub>. The results of IT and VC problems in Total3D are shown in Table 6. Our experiment results demonstrate the proposed CD<sup>2</sup><sub>t</sub> outperforms T3D<sub>pre</sub> again, especially for the IT problem. In detail, the output mesh in T3D<sub>pre</sub> has more than 28.10% faces and 46.44% vertices of IT problems. However, the IT-related faces in our CD<sup>2</sup><sub>t</sub> are only half of T3D<sub>pre</sub>. In addition, our CD<sup>2</sup><sub>t</sub> is better than the distance-oriented CD<sup>2</sup>, which is consistent with the previous results in Atlasnet in Section 4.1. Finally, CD<sup>2</sup><sub>t</sub> has more VC vertices for four categories, i.e., chair, desk, table, and wardrobe, compared with T3D<sub>pre</sub>. This is because we move some invisible vertices to the surface of objects, which efficiently reduces the IT problem and shortens the vertex distance. But this phenomenon only exists in a few special categories, and our schemes alleviate VC and IT simultaneously for most categories.

We show the EMD results for T3D<sub>pre</sub>, our distance-oriented CD<sup>2</sup>, and CD<sup>2</sup><sub>t</sub> in Table 7. Our schemes achieve smaller EMD results than T3D<sub>pre</sub> on average. For the classes of bed, chair, desk, and table, the Total3D baseline T3D<sub>pre</sub> performs slightly better than our schemes. The reasons are similar to the results of VC explained above. In other words, meshes with more IT vertices may have smaller VC and EMD metrics, since fewer vertices are located at the surface of meshes. There is a tradeoff between these metrics, and the study of their relationship is left for future work.
Table 8. The Quantity of Invisible Faces in Generated Meshes

| Method   | Bed   | Bookcase | Chair  | Desk&Table |
|----------|-------|----------|--------|------------|
| T3D_{pre} | 604   | 890.6    | 473.8  | 377.8      |
| T3D_{CD}  | 979   | 1023.4   | 499.2  | 428.4      |
| C_{D}^2   | 310   | 386.8    | 139    | 17.2       |

Smaller values are preferred.

Fig. 6. Mesh deformation during learning progress. Meshes are generated by T3D_{CD} for the first and third row, while other results are obtained from C_{D}^2.

We also use quantitative results to confirm some observations from visual comparisons. We randomly select 10 samples from some categories and calculate the average number of invisible faces and show the results in Table 8. From our results, we ensure that a mesh produced by the distance-oriented C_{D}^2 has fewer invisible faces than T3D_{CD} and T3D_{pre}. These results verify that more faces contribute to the surface of objects in our scheme, which benefits the mesh generation.

In this subsection, we also demonstrate the deformation process of two samples in Figure 6. In the first and third rows, we can find the generation process of folds and twists caused by the CD in Total3D. However, our distance-oriented C_{D}^2 in the second and fourth rows succeeds in approaching the target object by performing the fine-grained deformation, instead of the brute-force nearest neighbor search procedure. Figure 6 is a significant proof of performance improvement in our C_{D}^2.

4.4 Comparisons with SDF-based Schemes

Recently, some implicit 3D representation methods like SDF-based schemes are becoming popular and attracting much attention in academia. In this article, we compare our work with two
CD$^2$: Fine-grained 3D Mesh Reconstruction with Twice Chamfer Distance

Fig. 7. Mesh reconstruction results of CD$^2_t$ with Atlasnet, Tars3d, and Im3d. We use blue circles to show inappropriate reconstructed meshes and red circles to highlight the impending parts of meshes.

...state-of-the-art implicit representation methods, Im3d [50] and Tars3d [13]. In Table 3, compared with At$_{CD}$, Tars3d achieves larger EMD values for all three categories. Meanwhile, our CD$^2_t$ has much smaller EMD values than Tars3d. Note that our CD$^2_t$ is trained on all 13 categories, while Tars3d is trained separately for each category. If our mapping-oriented scheme CD$^2_t$ is trained for each individual category, then the performance gap will be further enlarged. We leave this extension to future work. In addition, we find that Tars3d cannot model objects accurately for some specific parts in Figure 7. For instance, meshes of airplane cabin and chair backrest have many defects shown in blue circles, and thus they are not properly reconstructed. However, Im3d performs better than Total3D and our CD$^2$s in terms of EMD metrics, as shown in Table 7. The visual performance improvement of Im3d can also be found in Figure 7(b), and the mesh of chair seems to be perfect among these three comparable schemes.

Our schemes outperform two SDF-based schemes in terms of DPVI and dominate Tars3d in terms of EMD.

4.5 The Time Consumption of CD, EMD, and CD$^2$

We show the time consumption of three metrics, CD, EMD, and CD$^2$s, in distance calculations between two point sets $S_1$ and $S_2$ for 1,000 times. The results are shown in Figure 8. Except for the EMD metric, all the results can be modeled as an approximately linear increase function. In addition, we can find that the time consumption of the distance-oriented CD$^2$ is close to that of CD, but our CD$^2_p$ and CD$^2_t$ have larger slopes, because mapping-related vertex elimination operation consumes more time than distance-based method. However, the EMD metric has an exponential rise in time consumption, which is much larger than CD-based metrics. When there are 10,000 points in the point sets, the computation time is more than 1.20 s for each EMD calculation. Compared with EMD, our CD$^2$s are computation-efficient.
Fig. 8. The time consumption of CD, EMD, and CD\(^2\)-s. The EMD result is divided by 45. In this legend, v1, v2, and v3 are separately the distance-oriented CD\(^2\), CD\(^2\)_p, and CD\(^2\)_t. The following decimals are the exclusion percentage (p\(_d\) and p\(_vi_d\)), and the integers indicate the exclusion threshold (p\(_vi_t\)). p2 means the vertex exclusion in S\(_2\), and p1p2 means the point-vertex exclusion in S\(_1\) and S\(_2\) simultaneously.

5 RELATED WORK

In this section, we review some representative methods and machine-learning-enabled techniques in 3D reconstruction. Then, some major metrics are surveyed for the loss function, and we mainly discuss the CD loss in the explicit mesh deformation process.

5.1 3D Reconstruction with Machine Learning

There exists a variety of studies in the field of 3D reconstruction from RGB images using promising machine learning techniques. In these studies, the output format of 3D objects includes point cloud [21, 28, 45], voxel [33, 41, 46], primitives [16], mesh [26], and so on. Among them, mesh appeals to complicated topology and can represent any 3D object accurately and efficiently. For the 3D mesh reconstruction, one line of studies generates mesh from SDF [10] and other implicit surfaces [27]. For instance, Zhang et al. learned a 3D shape as local implicit information and then decoded it to SDF values [50]. Duggal and Pathak mapped the input 3D point clouds to canonical space and then employed DeformNet and shape generator to generate SDF [13]. In this category of research, the marching cube algorithm [22] is adopted to obtain the final mesh from the intermediate SDF. Meanwhile, another line of impressive studies explicitly and directly reconstructs a mesh from a template with deformation methods, which is the focus of this article. Early works can only produce a category-specific mesh by transforming a learned mean shape [37]. Recently, some studies have been proposed to yield meshes by deforming different initial templates. For example, Pontes et al. obtained a compact mesh representation by deforming a cube shape [31]. Gkioxari et al. converted the coarse voxel to mesh by refining the vertices and edges with graph convolution network [15]. Wang et al. deformed an ellipsoid to the target object by utilizing the perceptual features from images [42]. In Reference [16], Groueix et al. supported mesh deformation with different amounts of spheres or squares called primitives. Besides these results, Huang et al. applied multi-view renderings with a 3D human template to a deformation model and achieved photo-consistency human meshes [48]. Chen et al. folded a 2D lattice to the target object and then learned a pairwise mapping between the 3D data [8]. In Reference [26], Nie et al. further explored the main differences and impacts between cutting edges and removing faces in the topology modification operations [29].
5.2 Metrics of 3D Reconstruction

CD [2], EMD [32], and Intersection over Union (IoU) are widely adopted metrics to measure the distance between reconstructed mesh and the target object point set in current research. Since IoU is not differentiable, most works use CD and EMD as their loss functions in deep learning models as well as metrics to evaluate the quality of reconstructed mesh [15, 16, 26, 42]. CD calculates the nearest pair-wise distance from one point set to the other one, while EMD relies on solving an optimization problem to obtain the best mapping function from one set to the other set. Although EMD is more faithful than CD, the computation cost of CD (i.e., $O(N \times \log(N))$) is much smaller than that of EMD (i.e., $O(N^3 \times \log(N))$) [34]. In addition, CD can be calculated in parallel and further accelerated by KD-tree [3] and Octree [23]. Besides the above metrics, DPDist [38] and the sliced Wasserstein distance [5] are proposed in recent years, but they are not the mainstream metrics in various tasks. In this article, we concentrate on the preferable CD and improve it in the model training and evaluation.

5.3 Chamfer Distance

Some severe problems have been identified for the CD loss in deep learning model. For instance, Achlioptas et al. discovered that CD is prone to generate outputs with points crowded in the area with the highest occupancy probability (e.g., the seat of chairs), and there exists an imbalance problem between two summands, $d_{CD_1}(S_1, S_2)$ and $d_{CD_2}(S_1, S_2)$ [1]. Li et al. showed that CD suffers from the local optimum problem in the nearest neighbor search of a finger-moving example [18]. In Reference [17], Jin et al. found that thickening, elongating, and shortening four legs of a chair result in a larger CD value than removing any leg, which implies that CD is not faithful visually and structurally. By comparing the loss of CD with Mean Squared Error (MSE) in model training, Wagner et al. discovered that optimizing CD directly would neglect some details, especially for densely sampled point cloud [39]. In Reference [30], Paschalidou et al. pointed out that Atlasnet with optimized CD would generate zero-volume primitives and faces with reversed normal vector. Their observations partially and implicitly demonstrate the self-intersection problem induced by CD. In a nutshell, the IT and VC problems caused by CD loss have not been explicitly discovered before in the deformation process.

Meanwhile, some variant CDs have been proposed to improve the deformation performance. Li et al. proposed a structured CD scheme that divides 3D objects into several regions and computes the nearest neighbor search in a region-to-region manner other than an all-to-all manner [18]. Lim et al. provided a sharper version of CD, which summarizes the $p$ power of each distance over all the points and then computes its $p$th root [20]. Their scheme punishes points with large errors more heavily than before. In Reference [40], Wang et al. proposed an adaptive CD loss for better aligning partial shapes. In detail, they obtained the overlapping subset for each point set with a pre-defined distance threshold and then applied CD to these two overlapping subsets. In the optimization process, the pre-defined distance threshold is chosen adaptively. Li et al. presented a probabilistic CD loss for accurate key point localization in Reference [19]. Chen et al. proposed an augmented CD by only choosing the largest term each time [8]. The most relevant work is Reference [45], where Wu et al. proposed a Density-aware CD (DCD) for balanced point cloud reconstruction. DCD considers each vertex equally in terms of its queried frequency and then lessens the impact of outliers. In comparison, our work concentrates on mesh reconstruction and treats mesh vertices unequally with moderate speeds and correct directions. In this way, we endeavor to orchestrate the deformation process to mitigate the IT and VC problems, which is another contribution of this article.

Some additional constraints are added to the CD loss function to improve mesh quality. These auxiliary constraints include factual constraints and hypothetical assumptions. For the first
category, the edge distance constraint avoids merging adjacent edges [15]; Laplacian loss [11] and normal loss [42] both impose the smoothness of mesh; boundary regularization enforces smoothness and consistency of boundary curves [29]; and locality loss penalizes points which locate outside the small spatial region they are supposed to be in [20]. For the second group of auxiliary constraints, unsup3d in Reference [44] assumed that all human faces were symmetric and added this symmetry assumption to the loss function. Alex et al. studied how the physics-inspired prior knowledge impacts the model to learn dynamics, hypothesizing that all the objects in video datasets obey the law of gravity [6]. Michael et al. even argued that deep-learning-enabled methods cannot survive without prior knowledge [27]. Finally, it should be noted that these auxiliary constraints are orthogonal to our article.

6 CONCLUSION
In this article, we have identified that CD loss may introduce VC and IT problems in explicit mesh reconstruction and then provided fine-grained schemes CD$^2$s to orchestrate the deformation of vertices and alleviate these two problems. Our schemes first compute CD loss to exclude aggressively deformed vertices with distance or mapping information and then move an adaptive vertex subset to the ground truth points with a second CD calculation. We have implemented our CD$^2$s in three representative CD-based schemes, Atlasnet, 3DAF, and Total3D, on two datasets, ShapeNet and Pix3D. We compare our CD$^2$s with these baselines in terms of various metrics, most of which are proposed by this article. Extensive experimental results show that our proposals outperform baselines for almost all the categories and produce more plausible and well-structured meshes. We also compare two implicit SDF-based reconstruction schemes with our proposals and find that our CD$^2$s dominate SDF-based schemes in terms of DPVI metric. Some theoretical studies of VC and IT problems will benefit 3D mesh reconstruction, and we leave them for future work.

A APPENDIX
A.1 More Visual Results in Total3D
In Figure 9, we show more reconstructed meshes in Total3D with the pretrained T3D$^{pre}$ and our distance-oriented CD$^2$. 
Fig. 9. More meshes in Total3D. We compare the output meshes generated by $T3D_{pre}$ and our $CD^2$ from two perspectives and invisible faces.

### A.2 More Visual Results in Atlasnet

In Figure 10, we show more reconstructed meshes in Atlasnet with the pretrained $At_{CD}$, our distance-oriented $CD^2$, $CD^2_t$, and $CD^2_p$. 
Fig. 10. More meshes in Atlasnet. IT faces are shown in blue color, while VC vertices are presented in red color.
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