Inverse problem in the calculus of variations - functional and antiexact forms
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Abstract

We connect the well-known theory of functional forms of variational bicomplex with the theory of antiexact differential forms. We identify antiexact functional forms as an obstruction to the variationality of differential equations. The most prominent result of this observation is the formulation of the variational problem for some differential equations that are not variational and neither have a variational multiplier. Heat, Navier-Stokes, and KdV equations illustrate this new variational principle.
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1 Introduction

The calculus of variations is a unique bridge between various mathematics disciplines such as differential geometry and functional analysis. It also has an unprecedented role in physics, being a universal language for Field Theory and various problems in other areas of science. Due to its importance, it was developed into a vast discipline, and there have been developed many approaches to this subject, including the traditional way in terms of functional analysis $^{10,11,34}$, and the
purely geometrical approach in terms of jet spaces and variational bicomplex introduced in \[35, 33, 32\], see also the pedagogical introduction in \[3, 16, 19, 17, 36, 18, 31, 30, 25, 14\]; for applications in physics, see a review in, e.g., \[15, 25, 3, 19\].

One of the fundamental directions in the calculus of variations is to know if given differential equations can be reformulated as a variational problem. This is the main subject of so-called inverse problems (IP) in the calculus of variations \[37, 25, 5\], see also a formulation in terms of Exterior Differential Systems \[4, 27, 26\]. We assume we do not modify equations - we take them 'as they stand'. The set of Helmholtz conditions allows one to check the variationality. In the more relaxed version of this problem, one initially allows one to multiply the equations by some function or perform a linear transformation of the equations to make them variational if there are not variational as they stand \[31, 37\]. Currently the IPs are considered in various situations as Lie groups \[24\] or in non-smooth setup in control theory, e.g., \[9\]. Moreover, some ideas on variationality, as discussed below, are used in controllability of PDEs \[22, 23\].

IP has a long history initiated by Helmholtz \[13\] and carried out by many researchers, see \[29\] for the early history of IP. We will focus on geometric methods, the summary of which was provided in, e.g., \[31, 37, 25, 17, 18, 36, 29\]. The most advanced exploration in this direction is the variation bicomplex \[3, 25, 17, 36\] which one flavor useful in applications is based on the notion of Functional Forms, e.g., \[25\], i.e., application of exterior calculus to functionals that appear in the calculus of variations. One of the crucial steps in solving ‘locally’ IP is the notion of adjointness of some differential operator on jet space. This notion in \[29\] was elevated to the fundamental principle of mechanics. The related concept (symmetry of Gateaux derivative on suitable Banach space) in functional-analytic approach to IP was developed in \[34\] (Theorem 5.3). The anti-self-adjointness also has profound meaning in the Hamiltonian approach to IP \[25, 28\].

The exterior calculus on Functional Forms also diffused to physics leading to formulation proposed by Aldrovandi and Kraenkel in \[1\] and \[2\], chapter 20. For some equations it sometimes leads to easier and more straightforward computations for local IP solutions than, yet equivalent to, the one originating from the Helmholtz conditions \[2\].

The above results are primarily global. The local elaboration in a star-shaped region uses a (vertical) homotopy operator that is analogous to the one from the proof of the Poincare lemma \[23, 20\]. However, to our best knowledge, it was not noticed that the homotopy operator has properties that can be used to be explored in the calculus of variations further in this local setup. In particular, it defines a new class of forms - antiexact forms \[2, 8, 20, 21\] which analogs will be identified in the variational calculus in this paper. The paper presents a novel approach to the local theory of IP using these properties. It is organized as follows: In the next section, we discuss the known results and conventions used in the calculus of functional forms and define the properties of antiexact forms. Then we use these results to identify antiexact functional forms as an obstruction to IP. Thanks to
this, it is possible to provide the most important result of this paper - to formulate a
more general variational problem that includes problems for the equations that are
not variational as they stand. Some applications of this new variational principle to
essential equations such as heat, Navier-Stokes, and KdV equations are provided.

2 Related results

This section will summarize the results of the theory of functional forms and the
local theory of homotopy operator related to antiexact forms.

2.1 Functional forms

The theory of functional forms is presented following [25] (section 5.4); see also
[1, 2, 30].

Since our considerations will be local, as usually in applications, we restrict
ourselves to a subset of the product manifold \( M \subset X \times U \), where \( X \) will be called
a horizontal (base) space and \( U \) a vertical space. It can be interpreted as (a local
 trivialization of) a bundle \( \pi : X \times U \to X \). Moreover, we assume that \( U \) is star-
shaped, i.e., \( M \) is vertically star-shaped. By \( J\pi \) denote the infinite jet \( 30 \) of
smooth sections \( X \to U \).

Let \( G \) be an algebra of smooth functions over \( J\pi \). The coordinates for \( X \) are
\( \{x^i\}_{i=1}^n \), for \( U \) are \( \{u^\alpha\}_{\alpha=1}^k \) and jet coordinates are \( (x^i, u^\alpha, u_J^\alpha) \) for a multiindex
\( J = (i_1, \ldots, i_p) \) with \( i_l \in \{1, \ldots, n\} \). For a smooth function \( f : X \to U \), its
holonomic lift to infinite jet bundle is denoted by \( jf \).

Let \( \omega = \sum J P_J[u]dx^J \) be a form with \( P_J \in G \). The total differential of \( \omega \) is

\[
D\omega = \sum_{i=1}^n D_i P_Jdx^i \wedge dx^J,
\]

where \( D_i = \frac{\partial}{\partial x^i} + \sum_{\alpha,J} u_J^\alpha \frac{\partial}{\partial u^\alpha} \) is a total derivative with respect to \( x^i \).

Our main interest are vertical forms represented in local coordinates as

\[
\hat{\omega} = \sum_{J,\alpha} P_{\alpha,J}[u]du_{J_1}^{\alpha_1} \wedge \ldots \wedge du_{J_p}^{\alpha_p},
\]

where \( \alpha = \alpha_1 \ldots \alpha_p \). The vertical derivative \( \hat{d} \) is defined locally as

\[
\hat{d}\omega = \sum_{\alpha,\beta,J,K} \frac{\partial P_{\alpha,J}}{\partial u_K^{\beta}} du_K^{\beta} \wedge du_{J_1}^{\alpha_1} \wedge \ldots \wedge du_{J_p}^{\alpha_p}.
\]

The vertical \( k \)-forms form a vector space \( \hat{\Lambda}^k \).

We have also useful commutativity relation \( D_i \hat{d}\omega = \hat{d}D_i\omega \).
A functional (0-form) is defined as functional over $\mathcal{G}$ integrated symbolically over a base space. Their vector space will be denoted by $SG$. The numerical value of the function is obtained by pulling back the integrand using some holonomic section $\Phi$ (prolongation of functions $X \to U$ to the jet space $J\pi$), namely,

$$S[\Phi] = \int_{\Omega} \Phi^* L[u] dx \in \mathbb{R}, \quad (4)$$

where $\Omega \subset X$ is some compact set, and $L \in \mathcal{G}$ depends on the jet coordinates collectively written as $u$.

It is useful to introduce equivalence relation between integrands by

$$\tilde{L} \sim L \iff \tilde{L} = L + \text{Div} P, \quad (5)$$

where $\text{Div} P = \sum_i D_i P$ for some $P \in \mathcal{G}$. Then the functionals defined by $L$ and $\tilde{L}$ are the same assuming, hereafter, that $\Phi^* P[u] = 0$ on $\partial \Omega$. Therefore we can define a space of integrands $\mathcal{F} = \mathcal{G}/\sim$. Then the functional (0-form) is a symbolic integral over a representative of an element of $\mathcal{F}$. They will be denoted as elements of $SF$.

Likewise, one can define a similar equivalence on the space of vertical forms $\hat{\Lambda}^k$, by

$$\hat{\omega} = \hat{\omega}' + \text{Div} \hat{\eta}, \quad \hat{\eta} \in \hat{\Lambda}^k, \quad (6)$$

that provides

$$\Lambda^k := \hat{\Lambda}^k / \text{Div} (\hat{\Lambda}^k). \quad (7)$$

Then the functional $k$-form is the integral over the base space of the representative of this form. The space of functional $k$-forms will be denoted by $SA^k$.

The alternating structure anticommutes with total derivative by means of integration by parts and using vanishing of boundary term, i.e.,

$$\int \hat{\omega} \wedge (D_i \hat{\eta}) dx = -\int (D_i \hat{\omega}) \wedge \hat{\eta} dx, \quad \hat{\omega} \in \hat{\Lambda}^k, \quad \hat{\eta} \in \hat{\Lambda}^l. \quad (8)$$

In physical literature to avoid expansion of notation, so called, ‘continuum Einstein convention’ (see [2], section 20.2.8) or (super)condensed notation notation is used, that means we omit the integral sign when writing functional differential form, i.e.,

$$\int (u_{xx} du) dx \rightarrow u_{xx} du. \quad (9)$$

This convention annihilates differences in writing elements from $\Lambda_*$ and $SA_*$. However, in this paper, to avoid ambiguity in formulas, we will keep the integral over the base manifold using ‘operator notation’ (measure before the integrand):

$$\int dx f(x, u). \quad (10)$$

Functional forms form only a vector space over $\mathbb{R}$ and not the module over $C^\infty$-functions on $X$. Therefore, when we multiply a functional form by a function or the other form, we mean it at the level of integrands.
2.2 Inverse problem of the calculus of variations

If we have Euler-Lagrange equations \( \{ E_\alpha[u] = 0 \}_\alpha \), then we can construct an Euler form \( \Omega = E_\alpha du^\alpha \).

We introduce, following [25] Section 5.4, the canonical form for the first order functional form
\[
\Omega = \int dx E_\alpha[u] du^\alpha,
\] (11)
as well as the canonical form for the second order functional form
\[
F = \int dx \sum_{\alpha,\beta} D_{\alpha\beta}(du^\alpha) \wedge du^\beta,
\] (12)
where \( D_{\alpha\beta} \) is a differential operator.

Any vertical vector field \( X \) is called a variation and can be inserted into an Euler functional form to provide a numerical value for a functional.

From the fundamental theorem of the (local) inverse problem of the calculus of variations, it results that the set of the equations \( \{ E_\alpha \}_\alpha \) is a set of Euler-Lagrange equations iff the vertical derivative of their Euler form vanishes [25] (or equivalently when the Frechet derivative of the Euler form vanishes, see [34], Theorem 5.3). This means that \( D_{\alpha\beta} \) is self-adjoin. This condition can be cast into the classical Helmholtz conditions. It is essential to underline that the equations are used as they stand, i.e., without any modifications.

There is also a modified inverse problem of the calculus of variations - the multiplier problem: whether there exists a multiplier to the Euler form making this 1-functional form exact [37, 31]. The solutions can be reduced to solving some system of differential equations for the multiplier function that results from the Helmholtz conditions.

Moreover, the Euler form must be constructed using the proper ordering of equations in (11), which gives rise to the ordering problem [31]. We can introduce a matrix \( A \) that rearrange the order of equations in the construction of the Euler form and that gives, if possible, an exact form \( \Omega = \int dx \sum_{\alpha,\beta} E_\alpha A^\alpha_\beta du^\beta \). Then the form of the matrix \( A \) is provided by solving \( \hat{d}\Omega = 0 \).

2.3 Antiexact differential forms

In this section we summarize some notions from [7, 8, 20, 21, 12] for the reader convenience.

In what follows de Rham complex is defined on a star-shaped open subset \( V \) of \( \mathbb{R}^n \), which can be transformed diffeomorphically to an open subset of a manifold. Then the exterior derivative \( d \) has a corresponding homotopy operator \( H \), such that they fulfill the homotopy formula
\[
dH + Hd = I - s_{x_0}^*\text{,}
\] (13)
where \( s_{x_0}^* \) is the pull-back on the single-point manifold \( x_0 \), and \( I \) is the identity. The homotopy operator for \( \omega \in \Lambda^k(V) \) is

\[
H \omega = \int_0^1 K \cdot \omega|_{F(t,x)} t^{k-1} dt,
\]

where \( K = (x - x_0)^i \partial_i \), and \( F(t, x) = x_0 + t(x - x_0) \) is the linear homotopy between \( x \in V \) and the center \( x_0 \in V \) of this homotopy. This specific homotopy operator for linear homotopy is nilpotent \( H^2 = 0 \), as it was noted in [7] and used recently in [20, 21, 12].

For a star-shaped region \( V \) every closed form is exact, or equivalently the cohomology group \( H^p(V) = 0 \) for \( p > 0 \).

It occurs that the image of the homotopy operator induces a module of antiexact forms [7, 8, 20] defined as

\[
\mathcal{A}(V) = \{ \omega \in \Lambda(V)|K \cdot \omega = 0, \omega|_{x=x_0} = 0 \}.
\]

(15)

They, with a vector space of exact/closed forms (on a star-shaped \( V \)) \( \mathcal{E}(V) = \{ \omega \in \Lambda(V)|d\omega = 0 \} \), introduce the direct sum decomposition

\[
\Lambda(V) = \mathcal{E} \oplus \mathcal{A}.
\]

(16)

This can be extended to codifferential for Riemannian manifolds [21, 12].

Then the projection operators utilizing (13) are as follows

\[
Hd : \Lambda(V) \to \mathcal{A}(V), \quad Hd : \Lambda(V) \to \mathcal{E}(V).
\]

(17)

This also gives that \( A = Ker(H) \), and \( E = Ker(d) \) in a star-shaped region.

These concepts allow us to solve (locally) various equations of mathematical physics [21].

One of the most fundamental equations in geometry governing (local) obstruction for integrability of many structures (e.g., integrability of horizontal distribution) is the following [7]

\[
d\Omega = \Gamma \wedge \Omega + \Sigma',
\]

(18)

for \( \Gamma \in \Lambda^1(V) \), \( \Omega \in \Lambda^k(V) \), and the torsion is \( \Sigma \in \Lambda^{k+1}(V) \). Using the decomposition [11] we can write \( \Gamma = d\gamma + \theta \), where \( \theta \in \mathcal{A}^1(V) \), which gives

\[
d\Omega = d\gamma \wedge \Omega + \Sigma,
\]

(19)

where \( \Sigma = d\gamma + \theta \). Then the solution is [7]

\[
\Omega = e^\gamma(d\phi + \eta), \quad \Sigma = e^\gamma d\eta
\]

\[
\phi = H(e^{-\gamma}\Omega), \quad \eta = H(e^{-\gamma}\Sigma) = Hd(e^{-\gamma}\Omega).
\]

(20)

Therefore, when \( \Sigma = 0 \), we have that \( \Omega \) is up to multiplicative factor an exact form.
3 Antiexact functional forms

This section presents our results relating the local theory of antiexact forms and its relation to the calculus of variations. The setup will be a product bundle \( \pi : X \times U \to X \) and its infinite jet bundle \( J\pi \), as it was presented in subsection 2.1.

Starting from an Euler functional 1-form \( \Omega = \int dx E_\alpha du^\alpha \), its vertical derivative \( \hat{d} \) in the canonical form is

\[
\hat{d}\Omega = \int dx \frac{\partial E_\alpha}{\partial u^\beta} D_K(du^\beta) \wedge du^\alpha = \int dx D_{\alpha\beta}(du^\alpha) \wedge du^\beta.
\] (21)

Decomposing \( D \) operator into self-adjoint part \( D^s \) and anti-self adjoint part \( D^a \) we have that the antisymmetry of the integration by parts and wedge product results with

\[
\hat{d}\Omega = \int dx D^a_{\alpha\beta}(du^\alpha) \wedge du^\beta.
\] (22)

The vague statement is that the functional forms approach to the IP can lead faster to the check of variationality ('as it stands') than the Helmholtz conditions. It is so because the cancelation of some terms in \( \hat{d}\Omega \) may occur before extracting the anti-self adjoint part of \( D \) due to additional antisymmetry arising from the wedge product. The Helmholtz conditions are (anti)symmetrized version of the operator in \( \hat{d}\Omega \) that results from integration by parts and linear combinations of terms. If the \( \hat{d}\Omega \) vanishes at some stage of such operations, then it vanishes for all equivalent elements/representatives in \( S\Lambda^* \).

By choosing some center of homotopy \( u_0 \) in the jet of sections \( J\pi \) we make by standard construction (as in [25]) the (vertical) homotopy operator \( H \) for \( \hat{d} \). For a functional form \( A = \int dx P_\alpha^J du^\alpha_1 \wedge \ldots \wedge du^\alpha_p \), the (vertical) homotopy \( F(t,x,u) = u_0 + t(u - u_0) \), and \( K \), being the prolongation of \( K = (u - u_0)^\alpha \partial_{u^\alpha} \) to the infinite jet, we have,

\[
HA = \int dx \int_0^1 K_\beta(P_\alpha^J_1 du^\alpha_1 \wedge \ldots \wedge du^\alpha_p)|_{F(t,x,u)} t^{p-1} dt.
\] (23)

We can now define (compare with the definition 2.3 of ordinary differential forms)

**Definition 1.** Antiexact functional forms \( S\hat{A} \) are functionals of vertical forms in the image of the projection operator \( H\hat{d} \).

Similarly as for the de Rham complex on a star-shaped domain, see [7,8,20], we have a decomposition of vertical forms in a star-shaped \( U \), given by

\[
\hat{\Lambda}^k = \hat{\mathcal{E}}^k \oplus \hat{\mathcal{A}}^k,
\] (24)
where $\hat{\mathcal{E}} = \{ \omega \in \hat{\Lambda} | \hat{d}\omega = 0 \}$ are vertical exact and hence closed forms. The projector to $\hat{\mathcal{E}}$ is $\hat{d}H$. This extends to the functionals of these forms

\[
S\hat{\Lambda}^k = S\hat{\mathcal{E}}^k \oplus S\hat{A}^k, \tag{25}
\]

by the linearity of the integral over the base space $X$. We have a similar decomposition for the quotient spaces by div-equivalence and for their functional spaces.

Then we have the following proposition

**Proposition 1.** The antiexact functional 1-forms are the homotopy image of (22).

It means that in the case of $S\hat{\Lambda}^1$ (or $S\hat{\Lambda}^1_1$) the antiexact forms are homotopy image of (22).

One can use the obstruction equation (18) to formulate

**Proposition 2.** If the exterior derivative of the Euler form can be rewritten as

\[
\hat{d}\Omega = \hat{d}\gamma \wedge \Omega + \Sigma \tag{26}
\]

with the vanishing torsion form $\Sigma = 0$, then there is a variational multiplier $e^\gamma$ such that

\[
\Omega = e^\gamma \hat{d}\phi \tag{27}
\]

for some vertical 0-from $\gamma$.

### 4 Failing of differential equations to be variational as a new optimization problem

This section will provide a possible redefinition of the variational problem for differential equations that are not variational as they stand nor have multipliers.

As a motivating example we consider the well-known case of the heat equation $E[u] = u_t - u_{xx} = 0$ defined on $J(\mathbb{R}^2 \rightarrow \mathbb{R})$. This gives the rise to the Euler form $\Omega = \int dx(u_t - u_{xx})du$. It is known that one can make it variational by simply adding another equation $v_t + v_{xx} = 0$ in a new variable $v$, which extends the space to $J(\mathbb{R}^2 \rightarrow \mathbb{R} \times \mathbb{R})$. This trick can be seen as an attempt to remove the non-variational term $u_t du$ in the original equation. The enhanced system induces the Euler form $\bar{\Omega} = \int dx[(u_t - u_{xx})dv + (v_t + v_{xx})du]$, which now fulfills $\hat{d}\bar{\Omega} = 0$. It occurs that this adjoint equation can be interpreted as a control to the original heat equation [23, 22]. That rise the question if there is another way to represent lack of variationality for heat and other important equations.

We will consider an approach that does not involve modifying the jet space of solutions, however, it imposes a constraint on possible variations.
Starting from the equations \( \{ E_\alpha[u] = 0 \} \), we construct the Euler form \( \Omega = \int dx E_\alpha[u] du^\alpha \). We can decompose the Euler form into \( \hat{S}^1 \oplus \hat{S}^1 \) as

\[
\Omega = \alpha + \beta, \quad \alpha \in \hat{S}^1, \quad \beta \in \hat{S}^1. \tag{28}
\]

The element \( \alpha \) can be written locally as a vertical derivative of some functional

\[
\alpha = \hat{d} \int dx L[u]. \tag{29}
\]

The element \( \beta \) can be written locally as a homotopy image of some element from \( \hat{S}^2 \) in the form

\[
\beta = H \int dx \mathcal{D}_\alpha^\beta (du^\alpha) \wedge du^\beta. \tag{30}
\]

We have then the following optimization problem

**Definition 2.** Write the optimization problem as a direct sum of elements from \( \hat{S}^0 \oplus \hat{S}^2 \subset \hat{S}^0 \oplus \hat{S}^2 \), where an element from \( \hat{S}^0 \) is a functional 0-form, and an element from \( \hat{S}^2 \) is related by a homotopy operator to the obstruction part from \( \hat{A}^1 \). The problem has the form

\[
S[u] = \int dx L[u] \oplus \int dx \mathcal{D}_\alpha^\beta (du^\alpha) \wedge du^\beta. \tag{31}
\]

Then the modified variation is represented by the \( \delta_2 = \hat{d} \oplus H \) and gives

\[
\delta_2 S[u] = \hat{d} \int dx L[u] \oplus H \int dx \mathcal{D}_\alpha^\beta (du^\alpha) \wedge du^\beta. \tag{32}
\]

Then the optimization problem is to find a solution \( u \) and a variation \( X \neq 0 \) such that

\[
(ju)^*(X \cdot \beta) = 0, \quad \forall u \tag{33}
\]

and

\[
(ju)^*(X \cdot \alpha) = 0, \tag{34}
\]

for all \( X \) fulfilling \( (33) \).

The structure of the optimization problem is pictured in the diagram in Fig. 1.

From \( (33) \) we get all the possible variations \( X \), and from \( (34) \) we get, for these specific variations the solutions for \( u \). In this sense both equations are dual.

The problem \( (34) \) distinguishes some specific \( u \), under the assumption given by the following

**Proposition 3.** The optimization problem from the Definition \( 2 \) is well-defined when \( X \notin Ker(\alpha) \).
Figure 1: Relations between different parts of the optimization problem. The bottom level represents the functional as an element of $S\hat{A}^0$ defined up to constant, the Euler form as an element of $S\hat{E}^1$, the image of the homotopy map of the obstruction as an element of $S\hat{A}^1$, and an obstruction to the variationality as an element of $S\hat{E}^2$. It is a relevant part of the full diagram presented in [20], Fig. 1.

One can look at the optimization problem $\Omega = \alpha + \beta$ from the Definition 2 the other way round. We restrict the possible variations $X$ to such a subspace that $X \updownarrow (\alpha + \beta) = X \updownarrow \alpha$. This leads to the following conclusions

**Corollary 1.** Starting from a functional $S$, we can extend optimization problem given by this functional $dS = \alpha = 0$ by adding an antirect functional form $\beta \in S\hat{A}^1$ with the constraint for variation $X$ given by $X \updownarrow \beta = 0$, as long as, $X \notin \text{Ker}(\alpha)$.

This extension generates a whole class of problems that differ from each other by an antirect functional 1-form.

We illustrate this issue with well-definiteness in a few examples.

**Example 1.** First we start with the heat equation $E[u] = u_t - u_{xx} = 0$ in $1+1$ dimension. We reformulate the problem as an optimization problem for

$$ S = \int dx \frac{1}{2} u_x^2, \tag{35} $$

with the additional constraint that for the variational field $X = jY$ being the jet prolongation of $Y = \eta \partial_u$ fulfills

$$ X \updownarrow (udu_t) = 0, \tag{36} $$
that is,
\[ \eta_t = 0. \]  

(37)

That means that variational vector fields are prolongations of \( Y = \eta(x) \partial_u \).

We have \( \alpha = \int dx \eta_x du, \beta = -\int dx \eta_t du. \)

This constraint on variation (37) does not affect optimization of the functional (35) due to different variable in differentiation.

Therefore, in this case, we can define the following problem

**Example 2.** In the case of the heat equation we have

\[ S[u] = \int dx \frac{1}{2}(ux)^2 \oplus \int dx \frac{1}{2}(du_t \wedge du), \]

which upon \( \delta_2 \) provides the variation

\[ \delta_2 S[u] = \int dx (u_t - u_{xx}) du, \]

where the irrelevant constant term was omitted.

**Example 3.** As a negative example we use the slightly modified equation

\[ u_x - u_{xx} = 0. \]

(40)

Then the obstruction term in the Euler form is \( u_x du \), which induces variations \( X \neq 0 \) that fulfills \( \eta_x = 0 \). The functional is again (35), as before. However, now \( dS = \int dx u_{xx} du = -\int dx u_x du_x \), that vanish on these specific variations, and therefore, allows all possible solutions for \( u \). This can be also easily seen if we rewrite the Euler form as \( E[u] = -\int dx (u - u_x) \partial_x du \).
The variational vector field \( X = jY = j(\eta^i \partial_i + \chi \partial_\rho) \) we obtain the following constraints
\[
\partial_t \eta^i = 0, \quad v_i v_j \partial^i \eta^j = 0,
\]
(43)
or equivalently
\[
\partial_t \eta^i = 0, \quad v_i \partial^j (v_j \eta^i) = 0,
\]
(44)
for all \( v^i \). That shows that \( \eta = \eta(x^i) \) and there is a nontrivial conditions for gradients of \( \eta^i \).

Then the generalized variational problem is as follows
\[
S = \int dx \left( \frac{1}{2} \mu (\partial_j v_i \partial^i v^j - p(v_i v^j)) \right) + \hat{\partial} \int dx \left( \rho \partial_t v_i dv^i + \rho (v_j v^i) dv^j \right).
\]
(45)

Example 5. The final example is KdV equation \([2]\) with the Euler form
\[
\Omega = \int dx \left( u_t + \partial_x u_x^2 + u_{xxx} \right) du.
\]
(46)

Since the equation contains only even derivatives, each term is non-variational, so the equation is non-variational as it stands.

If we want to impose the conditions on the variational vector fields, it provides that it has constant components. Such variations do not impose any constraints on solutions on \( u \). Therefore, the KdV equation is not variational (as it stands) in the general sense. One can however make it variational by a simple substitution \( u = \partial_x \phi \) that increases the number of derivatives in each term to an even number, see \([2]\).

Finally, we find properties of the variationality obstruction evaluated at the solution of the full problem. To start with, using vertical vector field \( X \) on the jet space, we can extend the Cartan formula to define vertical Lie derivative \( \hat{\mathcal{L}}_X \) by the commutator
\[
\hat{\mathcal{L}}_X \hat{\alpha} = [X \lrcorner, \hat{d}] \hat{\alpha},
\]
(47)
for some vertical form/functional form \( \hat{\alpha} \). Applying this to an Euler functional one-form \( \Omega \) that is variational \((\hat{d} \Omega = 0)\), we have,
\[
\hat{\mathcal{L}}_X \Omega = \hat{d}(X \lrcorner \Omega).
\]
(48)
We denote by \( \Phi \) the solution manifold of \( \Omega = 0 \), i.e., \( \Phi^* \Omega = 0 \). By pulling-back along \( \Phi \) we vanish both sides of (48). It can be seen by using \( \Phi^* \hat{\mathcal{L}}_X = \hat{\mathcal{L}}_{\Phi^* X} \Phi^* \), where \( \Phi^* X = d\Phi^{-1}(X \circ \Phi) \) is the pull-back of a vector field. We, therefore, arrived at

**Proposition 4.** For an Euler functional form \( \Omega \) the equation (48) is fulfilled. This becomes a trivial constraint when pulled back on the solution manifold \( \Omega = 0 \).
For non-variational case of $\Omega$, i.e., for $d\Omega = \gamma \neq 0$ the equation \((48)\) when pulled-back to the Euler-Lagrange solution manifold by $\Phi$ gives

\[(\Phi^*X) \circ \Phi^*\gamma = 0.\]

The constraint must be fulfilled by the variation $X$ at the solution manifold given by $\Phi$.

5 Conclusions

Introducing the theory of antiexact forms into the framework of functional forms allows one to interpret existing results in a new way and provide new ones. We connect the (local) theory of functional exterior forms of the calculus of variations with the antiexact forms. This allows for defining the variational problem for some equations that are not variational and do not have a variational multiplier. The proposed optimization problem opens new perspectives for research.

Acknowledgments

This research was supported by the GACR grant GA22-00091S, the grant 8J20DE004 of the Ministry of Education, Youth and Sports of the CR, and Masaryk University grant MUNI/A/1092/2021. RK also thank the SyMat COST Action (CA18223) for partial support.

I want to thank prof. Vladimir Matveev and all of his group in Jena for the invitation and inspiring discussions. I also want to thank Josef Šilhan for continuous support.

References

[1] R. Aldrovandi, R.A. Kraenkel, *On exterior variational calculus* J. Phys. A: Math. Gen. 21 1329 (1988); DOI: 10.1088/0305-4470/21/6/010

[2] R. Aldrovandi, J.G. Pereira, *An Introduction to Geometrical Physics*, 2nd edition, World Scientific 2016; Chapter 20

[3] I.M Anderson, *Variational Bicomplex*, unpublished script

[4] I. Anderson, G. Thompson, *The inverse problem of the calculus of variations for ordinary differential equations*, 98, 473, Memoirs of the American Mathematical Society, 1992

[5] M. Dafinger, *Existence of a Variational Principle for PDEs with Symmetries and Current Conservation*, arXiv:1906.10976
[6] B. DeWitt, *The Global Approach to Quantum Field Theory*, vol. 1, Clarendon Press; 2nd edition, 2003

[7] D.G.B. Edelen, *Applied Exterior Calculus*, Dover Publications, Revised edition, 2011

[8] D.G.B. Edelen, *Isovector Methods for Equations of Balance*, Springer, 1980

[9] G.S.F. Frederico, P. Giordano, A.A. Bryzgalov, M.J. Lazo, *Calculus of variations and optimal control for generalized functions*, Nonlinear Analysis, 216, (2022); DOI: [https://doi.org/10.1016/j.na.2021.112718](https://doi.org/10.1016/j.na.2021.112718)

[10] I.M. Gelfand, S.V. Fomin, *Calculus of Variations*, Dover Publications, 2000

[11] M. Giaquinta, S. Hildebrandt, *Calculus of Variations*, 2 vols. Springer 2010

[12] M. Guay, N. Hudon, K. Höfchner, *Geometric decomposition, potential-based representation and integrability of non-linear systems*, IMA Journal of Mathematical Control and Information, 38 2 440–465 (2021); DOI: 10.1093/imamci/dnaa033

[13] H. Helmholtz, *Ueber die physikalische Bedeutung des Princips der kleinsten Wirkung*, J. Reine Angew. Math. 137 (1887)

[14] I. Khavkine, *Presymplectic current and the inverse problem of the calculus of variations*, J. Math. Phys. 54, 111502 (2013); DOI: [https://doi.org/10.1063/1.4828666](https://doi.org/10.1063/1.4828666)

[15] I. Khavkine, *Covariant phase space, constraints, gauge and the Peierls formula*, Int. J. Mod. Phys. A, 29, 1430009 (2014). DOI: [https://doi.org/10.1142/S0217751X14300099](https://doi.org/10.1142/S0217751X14300099)

[16] D. Krupka, *Introduction to Global Variational Geometry*, Atlantis Press, 2015

[17] D. Krupka, *Global variational theory in fibred spaces*, in Handbook of Global Analysis, Elsevier 2007

[18] O. Krupková, G.E. Prince, *Second Order Ordinary Differential Equations in Jet Bundles and the Inverse Problem of the Calculus of Variations*, in Handbook of Global Analysis, Elsevier 2007

[19] O. Krupkova, *The Geometry of Ordinary Variational Equations*, Springer 1997

[20] R.A. Kycia, *The Poincare Lemma, Antieexact Forms, and Fermionic Quantum Harmonic Oscillator*, Results Math 75, 122 (2020); DOI: 10.1007/s00025-020-01247-8
[21] R.A. Kycia, *The Poincare lemma for codifferential, anticoexact forms, and applications to physics*, accepted to Results Math; [arXiv:2009.08542](https://arxiv.org/abs/2009.08542) [math.DG]

[22] S. Micu, E. Zuazua, *An introduction to the controllability of partial differential equations*, in: Tewfik Sari (Ed.), Quelques questions de théorie du contrôle, Collection Travaux en Cours, Hermann, 2005, pp. 69–157.

[23] S. Micu, E. Zuazua, *On the regularity of null-controls of the linear 1-d heat equation*, Comptes Rendus Mathematique, 349, 11-12, 673–677, (2011); DOI: 10.1016/j.crma.2011.05.005

[24] Z. Muzsnay, G. Thompson, *Inverse problem of the calculus of variations on Lie groups*, Differential Geometry and its Applications, 23, 3, 257–281 (2005); DOI: [https://doi.org/10.1016/j.difgeo.2005.05.002](https://doi.org/10.1016/j.difgeo.2005.05.002)

[25] P.J. Olver, *Applications of Lie Groups to Differential Equations*, 2nd edition, Springer, 2000

[26] T. Doa, G. Prince, *New progress in the inverse problem in the calculus of variations*, Differential Geometry and its Applications, 45, 148–179 (2016); DOI: [https://doi.org/10.1016/j.difgeo.2016.01.005](https://doi.org/10.1016/j.difgeo.2016.01.005)

[27] G.E. Prince, D.M. King, *The inverse problem in the calculus of variations: nonexistence of Lagrangians*, F. Cantrijn, B. Langerock (Eds.), Differential Geometric Methods on Mechanics and Field Theory: Volume in Honour of Willy Sarlet, Academia Press, Gent, 131–140 (2007)

[28] V.G. Samoilenko, *Integrability of nonlinear dynamical systems and differential geometry structures*, Ukrainian Mathematical Journal, 45 9 (1993); DOI: 10.1007/bf01061017

[29] R. M. Santilli, *Foundations of Theoretical Mechanics I*, Springer-Verlag Berlin Heidelberg 1978

[30] D. J. Saunders, *The Geometry of Jet Bundles*, Cambridge 1989

[31] D.J. Saunders, *Thirty years of the inverse problem in the calculus of variations*, Reports on Mathematical Physics, 66 1 43–53 (2010); DOI: [https://doi.org/10.1016/S0034-4877(10)00022-4](https://doi.org/10.1016/S0034-4877(10)00022-4)

[32] T. Tsujishita, *On variation bicomplexes associated to differential equations*, Osaka J. Math. 19 (1982), 311–363.

[33] W.M. Tulczyjew, *The Euler-Lagrange resolution*, in Lecture Notes in Mathematics 836 22–48, Springer-Verlag, 1980

[34] M.M. Vainberg, *Variational Methods for the Study of Nonlinear Operators*, Holden-Day 1964
[35] A. Vinogradov, *A spectral sequence associated with a non-linear differential equation, and the algebro-geometric foundations of Lagrangian field theory with constraints*, Sov. Math. Dokl. 19 (1978) 144–148

[36] R. Vitolo, *Variational sequences*, in Handbook of Global Analysis, Elsevier 2007

[37] D. Zenkov, *The Inverse Problem of the Calculus of Variations*, Atlantis Press, 2015