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Abstract

Adversarial domain adaptation has made impressive advances in transferring knowledge from the source domain to the target domain by aligning feature distributions of both domains. These methods focus on minimizing domain divergence and regard the adaptability, which is measured as the expected error of the ideal joint hypothesis on these two domains, as a small constant. However, these approaches still face two issues: (1) Adversarial domain alignment distorts the original feature distributions, deteriorating the adaptability; (2) Transforming feature representations to be domain-invariant needs to sacrifice domain-specific variations, resulting in weaker discriminability. In order to alleviate these issues, we propose category-invariant feature enhancement (CIFE), a general mechanism that enhances the adversarial domain adaptation through optimizing the adaptability. Specifically, the CIFE approach introduces category-invariant features to boost the discriminability of domain-invariant features with preserving the transferability. Experiments show that the CIFE could improve upon representative adversarial domain adaptation methods to yield state-of-the-art results on five benchmarks.

1. Introduction

In typical supervised machine learning algorithms, the training data and the test data are assumed to stem from the same distribution [9, 27]. Unfortunately, in many real-world cases, a shortage of labeled data in the interested domain is not uncommon. Thus, it is of great significance to investigate how to apply knowledge learned from a label-dense (source) domain to a label-scarce (target) domain. As the distributions of these two domains are often different, deep neural networks trained on the source domain are inclined to make spurious predictions on the target domain [18, 25, 28].

To address the above issue, domain adaptation is proposed to learn transferable representations across domains such that a model trained on the source domain can simultaneously perform well on the target domain [26]. Early domain adaptation methods reweigh the source instances based on their associations to the target domain with regard to human-engineered features [8]. Motivated by the domain adaptation theory [2, 1], which suggests that the expected error on the target domain is bounded by three elements: (1) the expected error on the source domain; (2) the divergence between the two domains; (3) the adaptability. Recent methods focus on minimizing the domain divergence and explore two possible strategies for aligning different domains. The first one is to minimize some measures of domain distance, such as maximum mean discrepancy (MMD) [29] and correlation distances [22]. The second one is adversarial domain adaptation, which employs a two-player minimax game similar to generative adversarial networks (GANs) [10]. In this paradigm, a domain discriminator is trained against a feature extractor, the domain discriminator aims to distinguish the source features from the target features while the feature extractor tries to confuse the discriminator. When these two components reach equilibrium, the learned features can be regarded as domain-invariant. These adversarial domain adaptation methods [16, 26] have yielded state-of-the-art results.

For most existing domain adaptation methods, the adaptability is assumed to be a small constant that never varies in the process of domain alignment [1]. However, this assumption is often violated in practical. Given feature representations, the adaptability can be explicitly quantified as the expected error of the ideal joint hypothesis over the source and target domains. When the adaptability is poor, good domain adaptation models can not be expected. As transforming features to be domain-invariant will inevitably distort the original feature distributions and enlarge the error of the ideal joint hypothesis, a good adaptability can not be fully guaranteed. Moreover, in the process of learning domain-invariant features, the transferability is enhanced at the expense of sacrificing discriminability [4]. In this paper, we propose a novel category-invariant feature enhancement (CIFE) mechanism, which introduces category-invariant features, to address the above two issues. Similar to domain
alignment, the generation of category-invariant features can also be formulated as a two-player game: a feature extractor is trained against a category discriminator, the category discriminator tries to distinguish different labels, while the feature extractor aims to fool the category discriminator. By adversarially training the feature extractor and the category discriminator, we can make the learned features transferable across categories, i.e. category-invariant. We term this process as category alignment. The category-invariant features are supposed to represent domain-specific information and boost the model adaptability by complementing the discriminability of the domain-invariant features. Experiments show that our method enables existing adversarial domain adaptation models to learn transferable feature representations without sacrificing much discriminability, and yield state-of-the-art results on five benchmarks. The contributions of our paper are summarized as follows:

- We propose a category-invariant feature enhancement (CIFE) mechanism, which enhances the discriminability of the domain-invariant features by introducing the category-invariant features. The proposed CIFE improves the system performance by optimizing the adaptability, rather than further reducing the domain divergence.

- To evaluate the efficacy of CIFE, we embed CIFE into two existing adversarial domain adaptation methods and evaluate them on five benchmarks. Our proposed CIFE significantly improves upon these two methods by yielding state-of-the-art results.

- Further experiments are conducted to validate the feasibility of advancing domain adaptation by optimizing the adaptability, and explore how the hyperparameter influences the performance of the model.

2. Related Work

The main objective of domain adaptation is to transfer the knowledge learned from the source domain to the target domain. Unsupervised domain adaptation (UDA) tackles a more challenging scenario where there is no direct access to the label information of the target domain. As deep neural networks can automatically extract feature representations from massive data, deep neural network-based methods have been widely studied for UDA. The deep adaptation network (DAN) applies maximum mean discrepancy (MMD) to layers embedded in a reproducing kernel hilbert space, effectively matching higher-order statistics of the two distributions [15]. The joint adaptation network (JAN) learns a learner by aligning the joint distributions of multiple domain-specific layers across different domains based on a joint MMD criterion [17]. The deep correlation alignment (CORAL) proposes to match the means and covariances of two domains [22].

Inspired by the success of generative adversarial networks (GANs), [1] proposes domain discriminative neural networks (DANNs) which could learn domain-invariant features by deploying adversarial learning between a domain discriminator and a feature extractor. DANN projects the source and target domains into a shared latent space and adversarially performs domain alignment to reduce the domain divergence in the domain adaptation theory [1]. Based on adversarial domain adaptation, a line of works further reduce the domain divergence through improving the domain discriminator or the procedure of adversarial learning. The adversarial discriminative domain adaptation (ADDA) uses asymmetric feature extractors for the two domains to conduct the alignment [23]. The multi-adversarial domain adaptation (MADA) captures multimodal structures by re-weighting features with category predictions [19]. The cycle-consistent adversarial domain adaptation (CyCADA) implements domain adaptation at both pixel-level and feature-level by using cycle-consistent adversarial training [12]. The conditional adversarial domain adaptation (CDAN) conditions the domain discriminator on discriminative information by multiplicative interactions between feature representations and predictions [16]. The batch spectral penalization (BSP) penalizes the largest singular values to strengthen other eigenvectors of the learned domain-invariant features to boost the discriminability [4]. The dynamic adversarial adaptation network (DAAN) dynamically learns domain-invariant representations while quantitatively evaluating the relative importance of global and local domain distributions [30]. The batch nuclear-norm maximization (BNM) enlarges the nuclear-norm of the batch output matrix to make the learned domain-invariant features more discriminative. The enhanced transport distance (ETD) exploits the attention scores estimating the similarity between samples to weigh the transport distance between domains and learned discriminative features by reducing the weighed distance [14]. The label propagation with augmented anchors (A2LP) improves the label propagation via generation of unlabeled virtual samples with high confidence label prediction [31].

Most previous UDA methods concentrate on minimizing the domain divergence, few works explore optimizing the adaptability to improve the generalization ability of the model. In this paper, our CIFE approach tries to improve domain adaptation methods through optimizing the adaptability.

3. Method

In this work, we consider unsupervised domain adaptation in the following setting. There exist abundant labeled instances in the source domain, \( D_s = \{(x_s^i, y_s^i)\}_{i=1}^{n_s} \) with \( x_s^i \in X \) and \( y_s^i \in Y \), and a set of unlabeled instances in the target domain, \( D_t = \{x_t^j\}_{j=1}^{n_t} \) with \( x_t^j \in X \). The data
in the two domains are drawn from different distributions \( S \) and \( T \), but share the same label space. The main objective is to learn a model \( h : \mathcal{X} \to \mathcal{Y} \) that has a good capacity of generalizing on both source and target domains.

### 3.1. Adversarial Domain Adaptation

The key idea of adversarial domain adaptation is to learn domain-invariant features that can be generalized across domains. Starting from the domain adversarial neural networks (DANNs) \([7]\), adversarial learning has been widely adopted to learn feature representations to bridge the domain divergence inUDA. Considering DANN as an example, the base network is composed of three components: a feature extractor \( F \), a task-specific classifier \( C \), and a binary domain discriminator \( D \). The feature extractor \( F : \mathcal{X} \to \mathbb{R}^m \) maps one input instance \( x \) from the input space \( \mathcal{X} \) into a shared latent space \( F(x) \in \mathbb{R}^m \). The classifier \( C : \mathbb{R}^m \to \mathcal{Y} \) transforms a feature vector in the shared latent space to the label space \( \mathcal{Y} \). The domain discriminator \( D : \mathbb{R}^m \to [0,1] \) separates the source features (with domain index 0) from the target ones (with domain index 1) in the latent space. By adversarially training \( F \) to confuse \( D \), DANN can learn transferable features across domains. Moreover, the feature extractor \( F \) and the classifier \( C \) are trained simultaneously to minimize the classification error on the source labeled data. This makes the learned features discriminative across categories. Formally, DANN can be formulated as:

\[
\min_{F,C} \max_D \mathcal{L}_c(F, C) + \lambda_d \mathcal{L}_d(F, D) \tag{1}
\]

\[
\mathcal{L}_c(F, C) = \mathbb{E}_{(x^s, y^s) \sim S} \ell(C(F(x^s)), y^s) \tag{2}
\]

\[
\mathcal{L}_d(F, D) = \mathbb{E}_{x^s \sim S} \log D(F(x^s)) + \mathbb{E}_{x^t \sim T} \log[1 - D(F(x^t))] \tag{3}
\]

Where \( \ell(\cdot, \cdot) \) is the canonical cross-entropy loss function, and \( \lambda_d \) is a trade-off hyperparameter.

### 3.2. Category-Invariant Feature

The batch spectral penalization \([4]\) reveals that the feature representations can be decomposed into eigenvectors with importance quantified by the corresponding singular values from a spectral analysis viewpoint. The feature transferability mainly resides in the eigenvectors with top singular values, the eigenvectors with low singular values embody domain-specific variations and should be discouraged. In contrast, the feature discriminability depends on all eigenvectors because the rich discriminative structures can not be fully expressed by only a few eigenvectors. Therefore, there exists a contradiction between transferability and discriminability. In the process of learning transferable feature representations, we need to sacrifice some discriminability by suppressing domain-specific variations. As the target domain has no label, this sacrifice mainly resides in the target data. In order to complement the sacrificed domain-specific information, we introduce the category-invariant features. The category-invariant features can be yielded through category alignment and are supposed to be category-irrelevant and domain-specific. In practice, by replacing the domain discriminator \( D \) with a category discriminator \( D_{c_t} \), we can use adversarial training between the feature extractor \( F \) and the category discriminator \( D_{c_t} \) to obtain the category-invariant features by processing the training instances and their corresponding labels. In UDA, as we have no access to the label information of the target domain, the category-invariant features can only be learned from the source domain, which can be encoded as follows:

\[
\mathcal{L}_{c_t}(F, D_{c_t}) = \mathbb{E}_{(x^s, y^s) \sim S} \ell(D_{c_t}(F(x^s)), y^s) \tag{4}
\]

### 3.3. Category-Invariant Feature Enhancement

In this paper, we assume that the essential information of an image can be decomposed into two independent sets: (1) the domain-invariant information, that is discriminative across domains; (2) the domain-specific information, that is transferable across categories for one domain. For one specific image, the combination of these two types of information is expected to represent each individual characteristic of that image. For a source image and a target im-
The CIFE+DANN model consists of five components: the domain-specific feature extractor $F_d$, which is used to capture the category-invariant features; the domain-invariant feature extractor $F_s$, which aims to learn the domain-invariant features; the category discriminator $D_t$, which identifies different labels of the input features; the domain discriminator $D_d$, which differentiates source features from target features; the classifier $C$, which is used to conduct the classification. $L_c(F_d, F_s, C)$ is the typical cross-entropy loss, $L_d(F_d, D_d)$ and $L_c^d(F_d, D_t)$ are adversarial loss functions that guide the domain-invariant feature generation and the category-invariant feature generation, respectively.

As stated above, the source category-invariant features can be used to complement the target domain-invariant features. Our proposed CIFE can easily be embedded into existing adversarial domain adaptation approaches, such as DANN [7] and conditional adversarial domain adaptation (CDAN) [16]. The architecture of CIFE+DANN is illustrated in Figure 2, which consists of five components: a domain-specific feature extractor $F_d$, a category discriminator $D_t$, a domain-invariant feature extractor $F_s$, a domain discriminator $D_d$, and a classifier $C$. The domain-specific feature extractor $F_d$ aims to learn the category-invariant features, while the domain-invariant feature extractor $F_s$ captures the domain-invariant features. With the CIFE applied to the DANN, there exist two two-player minimax games: The first one is played between the $F_d$ and the $D_t$, aiming to extract category-invariant features from the source domain; The second one is the typical adversarial learning, which is deployed between the $F_s$ and the $D_d$, trying to capture domain-invariant features from both the source and target domains. By incorporating these two types of adversarial learning, the transferability of the domain-invariant features can be preserved as much as possible, which is originally tailored for the domain adaptation. While the discriminability of the domain-invariant features can be enhanced by complementing with domain-specific information. The source data should be involved in both minimax objectives, while the target data only participate in the domain alignment. In our work, we concatenate category-invariant features and domain-invariant features, feeding the concatenations to the classifier $C$ as the input to conduct classification.

Thus, the classification loss should be rewritten as:

$$L_c(F_d, F_s, C) = \mathbb{E}_{(x^s, y^s) \sim S}(\ell(C([F_d(x^s), F_s(x^s)]), y^s))$$  (5)

where $[\cdot, \cdot]$ indicates the concatenation of two vectors. To learn representations with both transferability and discriminability, the dual adversarial learning of CIFE+DANN is formulated as:

$$\min_{F_d, F_s, C} \max_{D_t, D_d} L_c(F_d, F_s, C) + \lambda_d L_d(F_d, D_d) + \lambda_c L_c^d(F_d, D_t)$$  (6)

where $\lambda_d$ and $\lambda_c$ are hyperparameters that trade-off different loss functions.

### 3.4. Training and Predicting Procedure

The training algorithm of CIFE+DANN, which uses mini-batch stochastic gradient descent, is presented in Algorithm 1. In each iteration, the source and target samples are fed into the model to generate category-invariant and domain-invariant features. The category-invariant features...
Algorithm 1 Stochastic gradient descent training algorithm of CIFE+DANN

1: **Input:** Source domain: $D^s$, target domain: $D^t$, and batch size: $N$.
2: **Output:** Configurations of CIFE+DANN
3: **Initialize** $\lambda_d$ and $\lambda_c$
4: for number of training iterations do
5:   $(x^s, y^s) \leftarrow \text{RANDOMSAMPLE}(D^s, N)$
6:   $(x^t) \leftarrow \text{RANDOMSAMPLE}(D^t, N)$
7:   Calculate $l_D = \lambda_d L_d(F_s, D_d) + \lambda_c L_c(F_d, D_t)$;
     Update $D_d$ and $D_t$ by ascending along gradients $\nabla l_D$.
8:   Calculate $loss = L_c(F_d, F_s, C) + \lambda_d L_d(F_s, D_d) + \lambda_c L_c(F_d, D_t)$;
     Update $F_s$, $F_d$ and $C$ by descending along gradients $\nabla loss$.
9: end for

are obtained by adversarially training the domain-specific feature extractor $F_d$ and the category discriminator $D_t$, while the domain-invariant features are yielded by letting the domain-invariant feature extractor $F_s$ compete with the domain discriminator $D_d$. The concatenations of category-invariant features and domain-invariant features are supposed to be both transferable and discriminative. $\lambda_d$ and $\lambda_c$ are hyperparameters balancing different losses. When evaluating the target test data, some source data are required to provide category-invariant features. Therefore, we randomly draw samples from the source training set to fulfill this requirement. The predicting process is illustrated in Figure 3.

### 3.5. Discussion

For the representation learning of adversarial domain adaptation, both transferability and discriminability are crucial. Specifically, transferability can guarantee the knowledge learned from the source domain to generalize to the target domain and discriminability enables the model to identify different categories \[^{18, 3}\]. Based on the domain adaptation theory \[^{11}\], an essential prerequisite for domain adaptation is a good adaptability over the source and target domains. In domain adaptation, there exist three main research issues: (1) what to transfer, (2) how to transfer, and (3) when to transfer \[^{18}\]. Adversarial domain adaptation approaches focus on the first challenge, trying to learn both transferable and discriminative features through minimizing domain divergence adversarially. However, as stated in \[^{4}\], this class of techniques is risky in transforming features to be domain-invariant as it needs to suppress domain-specific variations of the original feature distributions, imposing detrimental effects to the discriminability of the learned features. In addition, most previous UDA methods regard the adaptability as a small constant and ignore its influence in domain alignment, few works investigate optimizing adaptability to improve the system performance.

In this paper, we introduce category-invariant features, that are obtained by performing category alignment. These features are supposed to be category-irrelevant and domain-specific, and can be applied to compensate for the sacrificed domain-specific variations of the domain-invariant features, boosting their discriminability. By incorporating category-invariant features with domain-invariant features, the adaptability can be essentially controlled to be small in the training process, yielding lower expected error on the target domain. In summary, our proposed CIFE can enable existing adversarial domain adaptation approaches to learn both transferable and discriminative feature representations, and the category-invariant features can make contributions to the "what to transfer" research issue.

### 4. Experiments

#### 4.1. Dataset

**Office-31** \[^{21}\]** is a standard domain adaptation dataset. It contains images among 31 classes from 3 domains: Amazon (A) with 2817 images, which contains images down-
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where different domains are of different sizes. We evaluate all methods on 6 tasks: I

which is good complementation of the Office-31 dataset (C), ImageNet ILSVRC 2012 (I), and Pascal VOC 2012 (P). Each domain contains 600 images and 50 images for each class. The three domains in this dataset are of the same size, which is good complementation of the Office-31 dataset where different domains are of different sizes. We evaluate all methods on 6 tasks: I→P, P→I, I→C, C→I, C→P, and P→C.

VisDA-2017 [20] is a large simulation-to-real dataset with two domains. It contains over 280,000 images of 12 classes. The source domain is termed Synthetic which contains images obtained by rendering 3D models of the same object classes as in the real data from different angles and under different lighting conditions. The target domain is termed Real which comprises natural images. We evaluate the task: Synthetic→Real.

**Digits.** We investigate three digits datasets: MNIST, USPS, and Street View House Numbers (SVHN). Each dataset contains digit images of 10 classes (0-9). MNIST consists of grayscale handwritten digit images of size 28×28, USPS contains 16×16 grayscale images and SVHN composes 32×32 colored images which might contain more than one digit in each image. We adopt the experimental settings of CyCADA [12] with three tasks: MNIST to USPS (M→U), USPS to MNIST (U→M), and SVHN to MNIST (S→M). All input images should be resized to the size of 32×32.

Office-Home [24] is a more complicated dataset than Office-31, which consists of around 15500 images from 65 classes in office and home settings. There exist 4 domains in this dataset: Artistic Images (Ar) denotes artistic depictions for object images, Clip Art (Cl) shows picture collection of clipart, Product Images (Pr) presents object images with a clear background and is similar to Amazon category in Office-31, and Real-World Images (Rw) represents object images collected with a regular camera. We establish 12 transfer tasks by using all domain combinations.

### 4.2. Comparison Methods

We extend domain adversarial neural network (DANN) [7], conditional adversarial domain adaptation (CDAN)
Table 3. Accuracy (%) on Digits and VisDA-2017.

| Method       | M→U | U→M | S→M | Avg | Method       | Synthetic→Real |
|--------------|-----|-----|-----|-----|--------------|----------------|
| No Adaptation[12]| 82.2 | 69.6 | 67.1 | 73.0 | ResNet-101[11]| 52.4           |
| DANN[6]      | 90.4 | 94.7 | 84.2 | 89.8 | DANN[6]      | 57.4           |
| ADDA[23]     | 89.4 | 90.1 | 86.3 | 88.6 | JAN[17]      | 65.7           |
| CyCADA[12]   | 95.6 | 96.5 | 90.4 | 94.2 | JAN[17]      | 65.7           |
| CDAN[16]     | 93.9 | 96.9 | 88.5 | 93.1 | CDAN[16]     | 73.7           |
| BSP[4]       | 95.0 | 98.1 | 92.1 | 95.1 | BSP[4]       | 75.9           |
| CIFE+DANN    | 93.7 | 97.4 | 93.1 | 94.7 | CIFE+DANN    | 74.4           |
| CIFE+CDAN    | 96.1 | 98.8 | 94.3 | 96.4 | CIFE+CDAN    | 78.1           |

Table 4. Accuracy (%) on Office-Home.

| Method       | Ar→Cl | Ar→Pr | Ar→Rw | Cl→Ar | Cl→Pr | Cl→Rw | Pr→Ar | Pr→Cl | Pr→Rw | Rw→Ar | Rw→Cl | Rw→Pr | Avg  |
|--------------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|------|
| ResNet-50[11]| 34.9  | 50.0  | 58.0  | 34.7  | 41.9  | 46.2  | 38.5  | 31.2  | 60.4  | 53.9  | 41.2  | 59.9  | 46.1 |
| DANN[15]     | 43.6  | 57.0  | 67.9  | 45.8  | 56.5  | 60.4  | 44.0  | 43.6  | 67.7  | 63.1  | 51.5  | 74.3  | 56.3 |
| DANN[6]      | 45.6  | 59.3  | 70.1  | 47.0  | 58.5  | 60.4  | 46.1  | 43.7  | 68.5  | 63.2  | 51.8  | 76.8  | 57.6 |
| JAN[17]      | 45.9  | 61.2  | 68.9  | 50.4  | 59.7  | 61.0  | 45.8  | 43.4  | 70.3  | 63.9  | 52.4  | 76.8  | 58.3 |
| CDAN[16]     | 49.0  | 69.3  | 74.5  | 54.4  | 66.0  | 68.4  | 55.6  | 48.3  | 75.9  | 68.4  | 55.4  | 80.5  | 63.8 |
| BSP[4]       | 52.0  | 68.6  | 76.1  | 58.0  | 70.3  | 70.2  | 58.6  | 50.2  | 77.6  | 72.2  | 59.3  | 81.9  | 66.3 |
| CIFE+DANN    | 47.8  | 65.9  | 73.4  | 48.3  | 62.7  | 64.2  | 48.7  | 46.9  | 74.5  | 68.2  | 53.4  | 80.7  | 61.2 |
| CIFE+CDAN    | 52.3  | 71.0  | 78.3  | 58.9  | 71.8  | 72.3  | 58.1  | 52.4  | 79.7  | 71.1  | 58.9  | 83.2  | 67.4 |

[16] with the proposed category-invariant feature enhancement (CIFE). We compare with a number of state-of-the-art methods: Deep adaptation network (DAN)[15], domain adversarial neural network (DANN)[7], joint adaptation network (JAN)[17], multi-adversarial domain adaptation (MADA)[19], conditional adversarial domain adaptation (CDAN)[16], adversarial discriminative domain adaptation (ADDA)[23], cycle-consistent adversarial domain adaptation (CyCADA)[12], batch spectral penalization (BSP)[4], dynamic adversarial domain adaptation (DAAN)[29], batch nuclear-norm maximization (BNM)[5], enhanced transport distance (ETD)[14], and label propagation with augmented anchors (A^2LP)[31].

4.3. Implementation Details

The standard evaluation protocols[16] of unsupervised domain adaptation are followed in our experiments. All labeled source samples and unlabeled target samples are used in the training stage. In the testing stage, we randomly draw some samples from the training source dataset to provide the category-invariant features. The average classification accuracy based on three random experiments is reported. No data augmentation is used in any of the experiments to allow a fair comparison. For Office-31, ImageCLEF-DA, and Office-Home datasets, we use ResNet-50[11] pre-trained on ImageNet[13] as the backbone. For VisDA-2017 dataset, we use ResNet-101[11] pre-trained on ImageNet[13] as the backbone. For digits datasets, we adopt a modified version of Lenet architecture as the base network and train models from scratch. For each backbone network, we use all its layers up to the second last one as the domain-invariant feature extractor \(F_s\). The domain-specific feature extractor \(F_d\) adopts the same architecture as \(F_s\). The classifier \(C\) uses a single fully-connected layer whose input dimension should be the sum of the output dimensions of \(F_s\) and \(F_d\). For domain discriminator \(D_d\), we use the same architecture as DANN[6]. The architecture of the category discriminator \(D_t\) is similar to that of \(D_d\), the only difference lies in the top layer, a softmax layer is used for \(D_t\) while a sigmoid layer is used for \(D_d\).

We implement all experiments using PyTorch. We adopt mini-batch SGD with momentum of 0.9 and the learning rate annealing strategy as [7]: the learning rate is adjusted by \(\eta_p = \frac{\eta_0}{(1+p\beta)^\gamma}\), where \(p\) denotes the process of training epochs that is normalized to be in \([0, 1]\), and we set \(\eta_0 = 0.01, \theta = 0.1, \beta = 0.75\), which are optimized to promote convergence and low errors on the source domain. \(\lambda_d\) is progressively changed from 0 to 1 by multiplying to \(1 - \exp(-\delta p)\), where \(\delta = 10\). For all experiments, we select \(\lambda_c\) in the range \([0.0001, 0.001, 0.01, 0.1, 1.0]\) via tuning on the unlabeled target data.

4.4. Results

The results on Office-31 are reported in Table[1] with experimental results of baselines directly reported from their original papers wherever available. It indicates that our proposed CIFE mechanism significantly improves the accuracies of DANN[7] and CDAN[16], and achieves state-of-the-art results. Specifically, CIFE+CDAN achieves the best accuracies not only on tasks: A→W, W→D, A→D, and D→A, but also on the average accuracy. Compared with CDAN, there is an obvious improvement in classification
accuracies on relatively difficult tasks D→A and W→A where the source domain is quite small. Moreover, as reported in Table 2 and 3, our method can also boost the performance of DANN and CDAN on ImageCLEF-DA, VisDA-2017, Digits and Office-Home. In particular, CIFE+CDAN exceeds baselines on 4 out of 6 domains and achieves the best performance in terms of the average accuracy for ImageCLEF-DA dataset. For Digits datasets, CIFE+CDAN can yield better results on all three tasks, it can also achieve the best average performance compared with other methods. For VisDA-2017 dataset, CIFE+CDAN produces the best average classification accuracy among all comparison methods and outperforms the baseline of ResNet-101 model pre-trained on ImageNet with a great margin. For Office-Home dataset, CIFE+CDAN outperforms other baselines on 9 out of 12 domains and yields the best average classification accuracy.

4.5. Analysis

Adaptability. In this study, we investigate how the category-invariant feature influences the adaptability. In order to compute the adaptability, we train a multi-layer perceptron (MLP) classifier over the feature representations learned by DANN and CIFE+DANN on VisDA-2017. The MLP classifier is trained on all labeled data from both the source and target domains. It should be noted that the target labels are only used in this analysis. When training the MLP classifier, all feature extractors in DANN and CIFE+DANN should be fixed. As shown in Figure 4(a), we compare the error rates of the ideal joint hypothesis on the source domain, the target domain, and their sum. We observe that the adaptability of the CIFE+DANN is much lower than that of DANN. Obviously, a higher error rate indicates weaker discriminability, leading to poor adaptability as suggested by the domain adaptation theory.

Distribution Discrepancy. As shown in the domain adaptation theory, the domain discrepancy and adaptability are two important factors that bound the generalization error on the target domain. The A-distance is a measure of domain discrepancy, defined as $d_A = 2(1 - 2\epsilon)$, where $\epsilon$ is the error rate of the domain discriminator trained to distinguish source features from target features. In this study, we compare the A-distance of ResNet-50 (DANN), DANN (CDAN, and CIFE+DANN on two tasks of Office-31 dataset: A→W and D→W. The results are shown in Figure 4(b). It can be noted that the DANN and CIFE+DANN yield smaller A-distances, indicating the adversarial training can effectively reduce the domain divergence. The A-distance of CIFE+DANN is close to that of DANN on both tasks, revealing that our CIFE improves system performance by optimizing the adaptability rather than further reducing the domain divergence.

Parameter Sensitivity Analysis. In this section, we discuss the sensitivity of CIFE+DANN to the values of the hyperparameter $\lambda_c$. We evaluate the influence of $\lambda_c$ on Digits dataset, especially, the M→U and U→M tasks. $\lambda_c$ is explored in the range $\{0.0001, 0.001, 0.01, 0.1, 1.0\}$. The results are shown in Figure 4(c). From Figure 4(c), we observe that the selection of $\lambda_c$ has an influence on the system performance. For the task M→U, with an increase of $\lambda_c$, the accuracy increases rapidly and obtains the best value at $\lambda_c = 0.1$. After this point, the further increase of $\lambda_c$ deteriorates the performance. For the task U→M, the accuracy increases from 0.0001 to 1.0 and reaches its best at $\lambda_c = 1.0$. This analysis suggests that a properly selected $\lambda_c$ can effectively improve the system performance.

5. Conclusion

In this paper, we propose a novel category-invariant feature enhancement (CIFE) mechanism for adversarial domain adaptation. The CIFE incorporates category-invariant features to existing adversarial domain adaptation methods to boost the discriminability of the domain-invariant features. It improves the performance of UDA models by optimizing the adaptability. This approach provides an alternative to the mainstream UDA methods which focus on minimizing the divergence between two domains. We demonstrate that the category-invariant features learned from the source domain can be beneficial to the classification of the target domain. The CIFE approach is general and can be embedded into the existing adversarial domain adaptation methods to boost system performance.
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