Diagnosing entanglement dynamics in noisy and disordered spin chains via the measurement-induced steady-state entanglement transition

T. Boorman, 1, 2, M. Szniszewski, 1, 3, H. Schomerus, 1 and A. Romito 1

1 Department of Physics, Lancaster University, Lancaster LA1 4YB, United Kingdom
2 School of Physics and Astronomy, University of St Andrews, St Andrews KY16 9SS, United Kingdom
3 Department of Physics and Astronomy, University College London, London WC1E 6BT, United Kingdom

We utilize the concept of a measurement-induced entanglement transition to analyze the interplay and competition of processes that generate and destroy entanglement in a one-dimensional quantum spin chain evolving under a locally noisy and disordered Hamiltonian. We employ continuous measurements of variable strength to induce a transition from volume to area-law scaling of the steady-state entanglement entropy. While static background disorder systematically reduces the critical measurement strength, this critical value depends non-monotonically on the strength of non-static noise. According to the extracted fine-size scaling exponents, the universality class of the transition is independent of the noise and disorder strength. We interpret the results in terms of the effect of static and non-static disorder on the intricate dynamics of the entanglement generation rate due to the Hamiltonian in the absence of measurement, which is fully reflected in the behavior of the critical measurement strength. Our results establish a firm connection between this entanglement growth and the steady-state behavior of the measurement-controlled systems, which therefore can serve as a tool to quantify and investigate features of transient entanglement dynamics in complex many-body systems via a steady-state phase transition.

I. INTRODUCTION

Despite the reversible nature of unitary dynamics, closed many-body quantum systems can exhibit the hallmarks of thermalization. This apparent paradox is explained by the eigenstate thermalization hypothesis (ETH), stating that local observables of generic many-body systems exhibit ergodic dynamics after a finite time [1–10]. The ergodic regime supports near-maximal entanglement between different parts of the system, which results in an extensive scaling of the entanglement entropy, known as the volume law. However, this behavior is violated in systems where entanglement generation is inhibited, as in the prominent case of many-body localized (MBL) one-dimensional interacting systems featuring sufficiently strong local disorder [5, 18]. In such systems, the entanglement entropy asymptotically becomes independent of system size, a behavior that is known as an area law.

Recently, a different mechanism for departing from the volume law has garnered substantial interest, where this is achieved in the out-of-equilibrium dynamics of open systems. This mechanism is based on local measurements occurring frequently enough, which, due to the quantum Zeno effect, can drive a measurement-induced entanglement transition (MIET) to a sub-extensive scaling of the steady-state entropy [19, 73]. The transition stems from the competition between the entanglement growth rate due to the unitary dynamics [74, 76] and the rate of measurements localizing the state. The paradigmatic model of MIET consists of a one-dimensional random quantum circuit, where the system undertakes a stochastic evolution via the application of random two-site unitary matrices arranged in a running-bond pattern, and intercalated by local projective measurements occurring with finite probability [19, 22]. A number of works have characterized this transition with gates sampled either uniformly from the Haar measure of the unitary group, or from the Clifford group, which preserves computational tractability for large system sizes. While the MIETs in Haar and Clifford circuits appear to belong to different universality classes [24], the former is continuously connected to the transition in models with continuous stochastic dynamics [32]. Further studies have addressed explicitly unitary dynamics generated by a Hamiltonian, ranging from non-interacting free fermions [12, 43, 50] to interacting systems [44, 48], also in combination with post-selected measurements [19, 55].

When the system is described by a Hamiltonian, the entanglement dynamics depend on physical processes that generate or suppress entanglement, and facilitate or inhibit its propagation over the system. The measurement-induced entanglement transition should then generically reflect such dependence, and hence provide a tool to study it under steady-state conditions. So motivated, we here investigate the entanglement dynamics of a continuously measured one-dimensional chain of interacting spins subject to local time-dependent fluctuations (noise) and static background disorder. In absence of measurements, the system exhibits intricate entanglement dynamics, arising from the competition of static disorder driving the system towards MBL behavior, and temporal noise facilitating the entanglement generation and propagation. Controlling this system by continuous measurements of a variable strength enables us to interpolate between the free unitary dynamics, and the strong projective measurements commonly seen in the study of random quantum circuits. The entropy in the
steady state then reflects the interplay of time scales related to the measurements, interactions, temporal noise, and static disorder in the system, each tied to a specific physical parameter in the model. This allows us to discriminate the separate effects of these processes, and develop a picture of the overall entanglement dynamics of the system.

Our analysis confirms the existence of a phase boundary between extensive and sub-extensive entanglement scaling in the parameter space spanned by the temporal noise, background disorder, and measurement strength, separating regions where a volume law or area law is obeyed. The critical measurement strength for the entanglement transition depends non-monotonically on the temporal noise, with an initially increasing behavior followed by a decrease over a large range of noise strengths. Static disorder systematically reduces the critical measurement strength, but not down to zero, and increases the parameter range for which the noise facilitates the entanglement. We further show that these features capture fine details of the transient entanglement dynamics of the closed system, including the non-monotonous parameter dependence of entanglement growth in the limit of a noisy system without a static disorder [75], and the maintenance of volume-law dynamics in non-stationary MBL systems [48]. This connection between transient and steady-state entanglement dynamics is further solidified by our observation that the transition remains in the same universality class as found for continuous measurements of random, stochastic unitary evolution [62], embodied in a critical exponent of the correlation length that is independent of the noise and disorder strength.

The model along with a description of its physical parameters and implementation is introduced in Sec. II. Our main results are collected in Sec. III. The existence of the entanglement transition in the continuum limit of systems with noise and disorder is established in Sec. III A. In Sec. III B, we investigate how the transition depends on the noise strength, leading us to identify the nonmonotonous dependence of the critical measurement strength, and show that this is mirrored in the transient entanglement dynamics. In Sec. III C, we extend this discussion to the case of additional static disorder, resulting in a reduction of the critical measurement strength that we again link to the transient dynamics. The finite-size scaling analysis determining the critical exponent and establishing the universality of the transition is carried out in Sec. III D. Our conclusions are collected in Sec. IV.

II. MODEL AND IMPLEMENTATION

A. Model

Our model consists of a one-dimensional chain of spins with size $1/2$, evolving under the combined action of unitary dynamics and continuous local measurements. The unitary evolution is generated by isotropic Heisenberg couplings between nearest-neighbor spins subject to a locally fluctuating magnetic field [cf. Fig. 1(a)], as described by the Hamiltonian

$$\hat{H}_t = J \sum_{j=1}^{L} \mathbf{\sigma}_j \cdot \mathbf{\sigma}_{j+1} + \sum_{j=1}^{L} \mathbf{h}_j(t) \cdot \mathbf{\sigma}_j.$$  

(1)

Here $L$ is the number of spins and $\mathbf{\sigma}_j$ is the three-component vector of Pauli matrices $\sigma_{j,\alpha}, \alpha = x,y,z$, where we set $\sigma_{L+1} \equiv \sigma_0$ to impose periodic boundary conditions. The magnetic field, $\mathbf{h}_j(t)$, combines spatially uncorrelated white-noise temporal fluctuations with static background disorder, as incorporated in the time averages

$$\overline{h}_{j,\alpha}(t) = h_{j,\alpha},$$  

(2)

$$\overline{\delta h}_{j,\alpha}(t)\overline{\delta h}_{k,\beta}(t) = \mathcal{O}(\delta_{j,k})\delta_{\alpha,\beta},$$  

(3)

where $\delta h_{j,\alpha}(t) = h_{j,\alpha}(t) - h_{j,\alpha}$. Note that the time-averaged background field $h_{j,\alpha}$ is still spatially dependent. We assume this static background to be disordered, with no spatial correlations, which we implement by drawing $h_{j,\alpha}$ independently for different $j$ and from a uniform distribution over an interval $[-\xi_s J, \xi_s J]$. As the parameter $J > 0$ sets the energy scale of the interactions that generate the entanglement, while $h/J$ sets the associated time scale, we use these as the fundamental units of the problem, which is equivalent to setting $J = h = 1$. The unitary dynamics is therefore controlled by the two dimensionless parameters $\xi_s$ and $\xi_s$, which
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FIG. 1. Model system and implementation of the time evolution. (a) The system consists of a spin-half Heisenberg chain (blue dots) in a disordered time-dependent external field $h_j$, as given by Hamiltonian (1), where each spin is furthermore continuously coupled to a local quantum meter $M_j$ (yellow boxes). (b) Quantum circuit implementation of the evolution for a time step $\delta t$, accurate to orders $\mathcal{O}(\delta t^3)$. The blue boxes represent unitary evolution under a nearest-neighbor interaction term and the fluctuating disordered field in the Hamiltonian, broken up into layers involving sets of mutually commuting operators, while the yellow boxes implement the measurements as detailed in the text.
characterize, respectively, the strength of the temporal noise $\delta h_{j,a}(t)$ and spatial background disorder $h_{j,a}$, relative to the deterministic energy scale $J$. The ability of controlling these two parameters independently allows us to address separately the effect of static disorder driving the system towards a many-body localized state, and delocalizing noise [8–12].

The measurement process consists of independent continuous Gaussian measurements [77, 78] of the $Z$-component of each spin in the chain. For the $j$-th spin, the effect of the measurement is described by the Wiener process

$$|\psi\rangle \rightarrow \mathcal{N}\left[1 - \sum_j \left(\lambda^2 \delta t \langle \sigma_{j,z} \rangle + \delta W_j \right) \sigma_{j,z} \right]|\psi\rangle,$$  \hspace{1cm} (4)

where $\delta t = Jd\tau/\hbar$ is a dimensionless infinitesimal time interval, the random variables $W_j$ are independently Gaussian-distributed with zero mean and variance $\lambda^2 \delta t$, and $\mathcal{N}$ is a normalization constant. The measurement process is fully determined by the dimensionless constant $\lambda^2$, which sets the inverse measurement time, so that for time $t \gg \hbar/J\lambda^2$ an isolated continuously measured spin localizes at one of the eigenvalues of $\sigma_{j,z}$. Thereby, the continuous measurement-induced dynamics are obtained from a sequence of sufficiently frequent measurements with controllable system-detector coupling.

**B. Implementation of the time evolution**

Numerically, we implement the continuous-time evolution of the system under the combined effect of measurements and unitary evolution including the stochastic noise by approximating the limiting process of an infinitesimal discrete step $\delta t$. This implementation is illustrated in Fig. 1(b). For each time step, we draw the values of $\delta h_{j,a}(t)$ from a uniform distribution $[-\xi_r/\sqrt{\delta t}, \xi_r/\sqrt{\delta t}]$. The scaling with the time-interval $\delta t$ allows us to recover the white-noise correlations as $\delta t \rightarrow 0$. In analogy with the running-bond pattern of common quantum circuits, we arrange the summands of Hamiltonian [1] to form two sets consisting of mutually commuting operators. From here we employ the symmetrized second-order Suzuki-Trotter expansion [79, 80]. This reduces unitary evolution from multiplication by a $2^L \times 2^L$ matrix to the action of a series of $4 \times 4$ matrices, whilst preserving accuracy up to $O(\delta t^3)$. The full unitary evolution of the system is obtained by applying successive layers of this elementary unitary block.

Between each layer of unitary evolution, we perform independent measurement operations $M$ sampling the possible outcomes at each site. For a pre-measurement state $|\psi\rangle$, the measurement outcome $x \in \mathbb{R}$ for a given spin is drawn from the probability distribution

$$P(x) = \langle \psi | M_x \rangle \langle M_x | \psi \rangle,$$  \hspace{1cm} (5)

where $M_x = \phi_p(x - \lambda_0)\Pi_x^{(+)} + \phi_p(x + \lambda_0)\Pi_x^{(-)}$ is the Kraus operator associated with this outcome, with $\phi_p(x) = \pi^{-1/4} \exp(-x^2/2)$, and $\Pi_x^{(+)}$ the projectors onto spin up and down. Conditional to the specific outcome $x$ obtained, the post-measurement state is given by

$$|\psi'\rangle = \frac{1}{\sqrt{P(x)}} M_x |\psi\rangle.$$  \hspace{1cm} (6)

These discrete measurements are characterized by the parameter $\lambda_0 = \sqrt{\delta t} \lambda$, where this scaling reproduces the stochastic continuous dynamics in Eq. [4] for $\delta t \rightarrow 0$. The variable continuous-measurement strength $\lambda$ then gives us the ability to interpolate between the cases of no measurements, $\lambda = 0$, and strong projective measure-
ments, \( \lambda \to \infty \).

C. Verification of the continuum limit

The main quantity of interest in this work is the entanglement entropy of the system. Specifically, we consider the bipartite von-Neumann entanglement entropy of a subsystem \( A \), which is defined as

\[
S_A(t) = -\text{tr} \left[ \rho_A(t) \ln \rho_A(t) \right],
\]

where \( \rho_A(t) \) is the reduced density matrix of a subsystem \( A \), obtained by tracing the system’s density matrix \( \rho \) over the subsystem complementary to \( A \).

Before analyzing its behavior in detail, we first establish that this quantity can be faithfully obtained in the described numerical implementation of the combined stochastic process arising from the temporal fluctuations and continuous measurements. This is illustrated in Fig. 2, which shows the time-dependence of the realization-averaged entanglement entropy \( \bar{S} \) at a fixed value of \( \xi_r = 2 \), and for three different values of the measurement strength \( \lambda \), while \( \xi_s = 0 \). The initial state is a separable Néel state, \( |\psi\rangle = |\uparrow\uparrow\downarrow\downarrow\cdots\rangle \), which we will maintain throughout the study as the steady-state distribution is consistently observed to be independent of the initial state. We also note that since \( S_A \) is a non-linear function of \( \rho_A \), a crucial feature of the described measurement-induced dynamics is that it always keeps the system in a pure state, so that the entanglement entropy can be computed before averaging.

As seen in the figure, the average entanglement entropy increases with time until it saturates around a steady-state value, \( S_\infty \), that depends on the measurement strength \( \lambda \). The consistent behavior of the dynamics for small values of \( \delta t \) demonstrates the validity of our discrete time-evolution model to simulate the continuum dynamics of the system. We verified that a similarly consistent behavior is obtained in systems with finite background disorder \( \xi_s \). Examining such results, we found \( \delta t = 0.01 \) to be sufficiently small to faithfully approximate the continuous dynamics over the range of values for \( \xi_r, \lambda, \) and \( \xi_s \) considered in this paper.

The results in Fig. 2 already illustrate how measurements reduce the steady-state entanglement entropy \( S_\infty \) in the system. Having identified the continuum limit, we next study these features of the entanglement dynamics in detail.

III. RESULTS

We now turn to the detailed analysis of the entanglement dynamics, where we establish the existence of a steady-state entanglement transition and examine its relation to the transient entanglement dynamics, and first introduce the key quantities involved in these considerations.

In the steady state, the entanglement entropy \( S_\infty \) is expected to exhibit extensive (volume-law) scaling \( S_\infty \propto L \) in the ergodic regime, and sub-extensive scaling in the regime dominated by measurements. In particular, for a fully ergodic system, in which the system’s state is distributed extensively over all available states in the Hilbert space, the steady-state half-chain entropy assumes a known form predicted by Page [51],

\[
\bar{S}_\text{erg} = \frac{L}{2} \ln(2) - \frac{1}{2}. \tag{8}
\]

In the following, we analyze the steady-state behavior by computing the average \( S_\infty \) over different realizations of the stochastic dynamics, as well as the corresponding cross-realization variance (CRV) \( \text{var} S_\infty \). The steady-state average entropy, \( S_\infty \), is determined by averaging over realizations of a given noise and measurement strength, with the contribution from each realization being found by averaging over 100 points within the steady regime, uniformly spaced according to \( 100 \delta t = 1 \). Throughout, we take \( L \) to be even and \( A \) to be half of the chain. The dependence of \( S_\infty \) on the system size distinguishes the volume law from sub-volume law scaling, while \( S_\infty \) is expected to reveal large sample-to-sample fluctuations near the transition. Both features can drift with system size, which we address by finite-size scaling.

For systems with length \( L \in 4\mathbb{N} \), we also employ the tripartite mutual information (TMI), defined as

\[
I_3(A : B : C) = S_A + S_B + S_C + S_{AUB} + S_{AUC} + S_{BUC} - S_{AUB} - S_{AUC} - S_{BUC}, \tag{9}
\]

where \( A, B, \) and \( C \) are adjacent subsystems of length \( L/4 \). The averaged TMI is expected to vanish asymptotically with increasing system size in systems with an area law, to take negative values proportional to \( L \) for a volume law, and to approach a finite negative value at the critical point [24]. In stroboscopic (discrete-time) models, \( I_3 \) was shown to exhibit minimal finite-size effects at the critical point [24], which could then be located by finding the crossing points of \( I_3 \) for varying system sizes. However, in continuous-time models, crossings of \( I_3 \) have been found to drift slightly with increasing system size [32], implying the need for further finite-size analysis also for this quantity.

A. Entanglement dynamics and transition at fixed noise and disorder

First, we establish the existence of a measurement-induced entanglement transition in the model when the parameters \( \xi_r \) and \( \xi_s \) quantifying the noise and disorder in the unitary evolution are fixed. Fig. 3(a) shows the dependence of \( S_\infty \) on the measurement strength \( \lambda \) for systems of different sizes and a given stochastic unitary evolution (\( \xi_r = 1.3 \)) in absence of static background disorder (\( \xi_s = 0 \)). In the limit of no measurements (\( \lambda = 0 \),
FIG. 3. Steady-state entanglement transition in a noisy system ($\xi_s = 1.3$) without static background disorder ($\xi_s = 0$), induced by varying the measurement strength $\lambda$. Panel (a) shows the steady-state entanglement entropy $S_\infty(\lambda)$ for specified system sizes $L$, obtained by averaging over 100 realizations. This approaches the extensive Page law (8) for $\lambda \to 0$, indicated by the dashed lines, and becomes independent of system size when $\lambda$ is large. The inset illustrates this transition in terms of the scaling of $S_\infty(\lambda)$ with $L$ at fixed $\lambda$.

Panel (b) shows the corresponding variance $\text{var} S_\infty$, which displays a maximum near the entanglement transition. The inset shows the extrapolation of this maximum to the thermodynamic limit, yielding $\lambda_c = 0.533(5)$. Panel (c) shows the average tripartite mutual information $I_3$, where curves for different system sizes cross near the transition point. In the inset, these crossings are extrapolated to the thermodynamic limit, where $\bar{L}$ is the average of $L$ for the crossing curves, yielding the compatible estimate $\lambda_c = 0.537(4)$.

we recover the expected extensive entropy of an ergodic system, given by Eq. (8). Upon increasing the measurement strength, the entropy monotonically decreases and becomes independent of the system size. The inset shows the change from a linear scaling with system size (volume law) at $\lambda = 0$ to a size-independent entropy (area law) at $\lambda = 1$.

To identify the critical measurement strength $\lambda_c$ for this entanglement transition in the thermodynamic limit, we employ two different methods: extrapolation of the location of the peak in the cross-realization variance $\text{var} S_\infty$, and extrapolation of the crossing of the tripartite mutual information for different $L$. The cross-realization variance $\text{var} S_\infty$ is shown in Fig. 3(b). To estimate the argument $\lambda_{\text{max}}$ where the variance is maximal, we fit the data points to an ansatz $\text{var} S_\infty \sim \exp(\sum a_i \lambda^i)$, indicated by the solid curves. The number of terms in

FIG. 4. Analogous to Fig. 3 but in presence of additional static background disorder ($\xi_s = 3$). This results in a reduction of the critical measurement strength, for which we obtain $\lambda_c = 0.411(5)$ by extrapolation of the location of maximal variance, and $\lambda_c = 0.4323(31)$ by extrapolation of the crossings of the tripartite mutual information.
the sum is determined by the reduced $\chi^2$ and the resulting best-fit parameters and covariance matrix are used in bootstrap Monte Carlo to extract $\lambda_{\text{max}}$ and its statistical error. Finally, assuming a linear dependence in $1/L$ we extrapolate $\lambda_{\text{max}}$ to infinite system size (cf. inset), and obtain $\lambda_c = 0.533(5)$.

This result is corroborated by TMI results reported in Fig. 2(c). To determine the crossings of curves with different $L$, we first calculate the difference in data points between adjacent values of $L$, and then fit the results to a form $I_3 \sim -\exp(\sum_i a_i x^i)$ (solid curves in the figure). Bootstrap Monte Carlo is then used to extract the crossing points, which are subsequently used in the extrapolation to infinite system size (see the inset) assuming a linear dependence in $L^{-2}$ [22], where $L$ is the average of $L$ for the two curves. While this extrapolation is based on only two points, the resulting value $\lambda_c = 0.537(4)$ is in excellent agreement with the stated value from the extrapolation of the argument $\lambda_{\text{max}}$ of maximal var $S_\infty$.

Figure 4 shows the analogous results for a system with additional static background order, set to a strength $\xi_s = 3$. This results in the same qualitative behavior, supporting again the existence of an entanglement transition, but with a reduced critical measurement strength. Extrapolating the results to the thermodynamics limit, we now find $\lambda_c = 0.441(5)$ from the location of maximal variance, and $\lambda_c = 0.4323(31)$ from the crossings of the tripartite mutual information. We next study these trends systematically, and relate them to the transient entanglement dynamics of the system.

### B. Dependence of the entanglement transition on noise

We now examine the detailed dependence of the entanglement transition on the strength of temporal and spatial fluctuations. For this, we apply the same procedure as in the previous Sec. [11] to systems with different parameters combinations $\xi_s$ and $\xi_r$, and collect the results in a phase diagram, where we combine information from the average $S_\infty$ and cross-realization variance var $S_\infty$ of the steady-state entanglement entropy.

As above, we first consider the case of finite temporal fluctuations $\xi_r$ at vanishing spatial background disorder ($\xi_s = 0$). The results for a system of fixed size $L = 16$ are reported in Fig. 5. Panel (a) shows the color-coded averaged entropy $S_\infty$ (inset) and cross-realization variance var $S_\infty$ (main panel) as a function of the noise strength $\xi_r$ and measurement strength $\lambda$. At any finite $\xi_r$, the averaged entropy $S_\infty$ decreases monotonically upon increasing the measurement strength, and consistently approaches the value Eq. (3) in the limit of vanishing measurements. The main panel displays a clearly visible ridge of comparatively high variance that separates the regions where $S_\infty$ is large or small, delineating a phase boundary between ergodic and non-ergodic dynamics. We highlight this boundary by the solid black curve, which traces out the location of maximal CRV, and take this to approxi-
mate the critical measurement strength \( \lambda_c \).

This phase boundary displays two striking trends. Firstly, the critical measurement strength \( \lambda_c(\xi_r) \) depends non-monotonically on \( \xi_r \). Secondly, for increasing \( \xi_r \), judged by the visibly bright region, the width of the CRV curve systematically narrows. As we show later in Sec. [III]D these features persist in the thermodynamic limit for large values of \( \xi_r \). We next relate the first trend to the transient entanglement dynamics of the system, and later employ finite-size scaling to show that, despite the second trend, the critical fluctuations are independent of \( \xi_r \), and hence remain universal.

To obtain insight into the nonmonotonic dependence in \( \lambda_{\text{max}}(\xi_r) \), we examine the effect of temporal fluctuations on the transient entanglement dynamics of the unitary system without measurements (\( \lambda = 0 \)). As shown in Fig. 6(b), weak noise in the range \( \xi_r \lesssim 0.5 \) leads to a slight increase of the entanglement growth rate from the initial unentangled state. Beyond this range, this trend is reversed, so that increasing \( \xi_r \) further results in a noticeable suppression of the entanglement generation.

This behavior finds a natural phenomenological explanation in the interplay of the processes involved in the transient entanglement dynamics. The entanglement itself is generated by the spin-spin interactions but, in isolation, these interactions describe an integrable system in which the time evolution is constrained, e.g., by the rotational invariance of the Hamiltonian. A small amount of noise \( \xi_r \) is sufficient to break these symmetries, allowing the system to access a larger portion of the Hilbert space and facilitating the evolution into an ergodic steady state. On the other hand, when the noise becomes too large, it drives the collective dynamics of the adjacent spins towards a nonresonant regime, and thereby hinders the effectiveness of the spin-spin interaction in creating entanglement. In the entanglement transition, these detailed mechanisms are then captured via the introduction of an additional time scale arising from the measurements.

### C. Effect of additional background disorder

We now further examine these trends in presence of additional static background disorder, characterized by a finite value \( \xi_s \).

As a first step, we reexamine the results of the previous subsection with this strength now fixed to \( \xi_s = 6 \). We focus on the phase boundary obtained by the ridge of maximal CRV, which is shown in the main panel of Fig. 6(a) as the red curve. We see that the static disorder systematically reduces the critical measurement strength \( \lambda_c \), which maintains its non-monotonic dependence on \( \xi_r \), but with the maximum shifted towards larger values of the noise strength, a trend that survives in the thermodynamic limit [cf. Fig. 7(c)]. As shown in Fig. 6(c), these trends again reflect the transient entanglement dynamics. For all values of \( \xi_r \), the given static disorder inhibits the entanglement generation compared to the case in panel (b), where this disorder is absent [note the differing time ranges over which the entanglement dynamics are displayed in these panels]. However, with the background disorder fixed to the given value, increasing the temporal noise strength \( \xi_r \) now comparatively enhances the entanglement generation up to \( \xi_r \approx 1 \). These observations are again consistent with the phenomenology of the unitary entanglement dynamics, where the static background disorder introduces signatures of many-body localization, while the temporal noise counteracts the emergent local integrability of such systems.

To further develop this picture, we next examine the detailed dependence of the transition on the spatial disorder strength \( \xi_s \) while keeping the noise strength \( \xi_r \) fixed. The overall effect of the spatial disorder on the entanglement transition is reported in Fig. 6. Panel (a) shows the CRV map in the \( \lambda-\xi_s \) space for a fixed noise strength \( \xi_r = 1.3 \), while the inset shows the averaged steady-state entropy \( S_{\infty} \). In the limit \( \lambda \to 0 \) of vanishing measurement strength, \( S_{\infty} \) again tends to the entropy \( S_c \) of an ergodic system. For finite \( \lambda \), the entropy monotonously decreases with an increasing disorder strength \( \xi_s \). As before, for any \( \xi_s \) the entropy decreases with increasing \( \lambda \), leading to two regions with relative large and small entropy. The phase boundary is again indicated by the ridge of maximal CRV in the main panel, highlighted by the black curve and taken to approximate the critical measurement strength \( \lambda_c \). We note that as a function of increasing disorder strength, \( \lambda_c(\xi_s) \) starts out flat and then decreases monotonously.

These results again agree with the phenomenological expectation that sufficiently strong spatial disorder tends to localize the system, inducing a trend towards area-law entanglement scaling that is then attained at a comparatively reduced critical measurement strength. This is further confirmed by examining how the transient entanglement dynamics is impacted by the static disorder. As shown in Fig. 6(b), for small values of \( \xi_s \lesssim 1 \), the disorder does not have any noticeable impact on the entanglement growth, while at larger values of \( \xi_s \) the disorder systematically inhibits the entanglement growth.

To consolidate the results, we examine the behavior of these trends at different noise strengths \( \xi_r \). For each case, we determine the CRV phase boundary as above, and collect the results in Fig. 6(c). As \( \xi_r \) is reduced, the dependence of \( \lambda_c \) on \( \xi_s \) becomes more pronounced. This raises the question about the specifics of the measurement-induced transition in the limit of vanishing noise, \( \xi_r \to 0 \). It is by now a well-documented fact that, in the absence of both noise and measurements, there exists a critical value \( \xi_r^{\text{crit}} \) beyond which a transition to the many-body localized phase occurs \([8, 12]\). Consistent with this, we see that the critical measurement strength flattens near this MBL transition point, which is estimated to be near \( \xi_r^{\text{crit}} = 5 \) in our model \([82]\). Below this value, we observe convergence to a limiting curve that is indicated, as a rough guide to the eye, by the thick dotted line. We note that examining the entanglement transition at iden-
of the logarithmic entanglement growth towards an even-
ξ, this behavior is again reflected in the transient entangle-
resulting in an estimate of the critical measurement strength
black curve again marks the location of maximal variance,
λ Fig. 5(a), but in the space of disorder strength
ξ given in the literature [82]. The dotted line is a mere guide
to panel (a) but in systems of size
ξ s ≲ 12. The dashed verti-
ξ s ≳ 6. As shown in panel
ξ r with ξ r fixed to the indicated values and ξ r = 1.3. The averaged
dynamics is nearly independent of the disorder strength as long as ξ r ≤ 1, but systematically slows down
when ξ r is further increased. Panel (c) compares the phase boundary λ c(ξ r) for various values of ξ r, obtained in analogy to panel (a) but in systems of size L = 12. The dashed vertical line marks the estimate of the MBL transition point ξ r(crit) given in the literature [82]. The dotted line is a mere guide to the eye, indicating a possible behavior for ξ r → 0.

tually vanishing noise, ξ r = 0, requires caution because of the logarithmic entanglement growth towards an even-
tual volume state in the generic dynamics of these sys-

cms [33]. In this case, the entanglement transition takes place at a nominally vanishing measurement strength, λ c = 0, while at any finite value of ξ r, λ c is expected to remain finite in the MBL phase [38], indicating limits do not interchange. This is compatible with our ob-
ervations, where we find λ c to be finite even at very
large disorder strengths. This still leaves the possibil-
ity that the extrapolated critical measurement strength
limξ r→0 λ c(ξ r) develops a nonanalytic feature at the MBL transition, such as a kink.

D. Thermodynamic limit and finite-size scaling

analysis

So far, we have focused on the close links between the
measurement-induced steady-state entanglement transition and the transient unitary entanglement dynamics.
To examine if this connection is overshadowed by hid-
den trends, we now turn to the finite-size analysis of the
critical scaling around the transition point.

For this, we assume that the entanglement entropy ad-
heres to the scaling ansatz developed in Refs. [21] [22],
which removes the logarithmic divergence the entropy is
expected to exhibit at the critical point:

$$S_\infty(L, λ) - S_\infty(L, λ_c) = F(λ - λ_c)L^{1/ν},$$

(10)

where F is an unknown one-parameter scaling function.
Our goal is to extract the critical exponent of the corre-
lation length, ν, from a data collapse of the steady-state
entanglement entropy S∞. We perform this analysis for
varying ξ r and no static disorder (ξ s = 0), as well as for
varying ξ s with ξ r = 1.3. To start out, we determine
the extrapolated critical measurement strength λ c in the
thermodynamic limit, following the two procedures out-
lined in Sec. III A involving the maximal CRV and the
crossing of the TMI. As shown in Fig. 7(a), at ξ r = 0
the two methods are in excellent agreement when the noise
ξ r ≥ 0.7, where the statistical uncertainties of the extrap-
olated values are furthermore small. The extrapolation of
the critical measurement strength in the thermodynamic
limit for ξ s = 6 is reported in Fig. 7(c). The results con-
firm that the non-monotonous dependence of λ c(ξ r) and
the shift of the maximum due to static noise persist in
the thermodynamic limit. Notably, the excellent agree-
ment between the two extrapolation procedures applies
to all values of ξ s, as shown in panel (e).

To obtain the critical exponent, we take λ c from the ex-
trapolation of maximal CRV, limiting it to the described
range where it agrees well with the estimate from the
TMI crossings. Next, we carry out a polynomial fit of
S∞(L, λ) for each system size L, and use this to extract
an estimate of S∞(L, λ c). Following this, we rescale the
data as $$y = S_\infty(L, λ) - S_\infty(L, λ_c)$$ and $$x = (λ - λ_c)L^{1/ν},$$
and make a polynomial fit of order m to the data near
λ = λ c. The quality of the collapse is measured by

FIG. 6. Dependence of the entanglement transition on the
strength ξ of static background disorder. (a) Variance var S∞
(main panel) and average $\bar{S}_\infty$ (inset) for L = 16 in analogy to
Fig. 2(a), but in the space of disorder strength ξ r and mea-
surement strength λ at a fixed noise strength $\bar{S}_r = 1.3$. The
black curve again marks the location of maximal variance,
resulting in an estimate of the critical measurement strength
λ c that decreases noticeably for ξ r ≥ 1. As shown in panel
(b), this behavior is again reflected in the transient entangle-
ment dynamics $S(t)$, obtained in analogy to Fig. 2(b,c) with
ξ r fixed to the indicated values and $\bar{S}_r = 1.3$. The averaged
entanglement dynamics is nearly independent of the disorder
strength as long as ξ r ≤ 1, but systematically slows down
when ξ r is further increased. Panel (c) compares the phase
boundary λ c(ξ r) for various values of ξ r, obtained in analogy to panel (a) but in systems of size L = 12. The dashed vertical line marks the estimate of the MBL transition point ξ r(crit) given in the literature [82]. The dotted line is a mere guide to the eye, indicating a possible behavior for ξ r → 0.
FIG. 7. Universality of the critical exponent $\nu$ of the correlation length. Panels (a) and (c) show the critical measurement strength $\lambda_c$ as a function of the noise strength $\xi_r$ at vanishing disorder ($\xi_s = 0$) and finite disorder ($\xi_s = 6$) respectively extrapolated to the thermodynamic limit based on the location of maximal variance (orange) and TMI crossings (blue). Panel (e) shows the critical measurement strength as a function of disorder strength $\xi_s$ for $\xi_r = 1.3$. Panels (b), (d) and (f) show the critical exponent $\nu$ for the three cases, extracted by collapsing the data according to the ansatz (10). The black lines indicate the weighted average 0.685(5) of all extracted exponents.

the reduced chi-squared $\chi^2(\nu)$ of the fit, averaged over $m = 5, ..., 8$. Finally, minimizing $\chi^2(\nu)$ gives us an estimate of $\nu$, with the errors estimated as a band within $\chi^2(\nu) < 2\chi^2(\nu_{\text{min}})$.

Figs. (b), (d) and (f) show the outcome of the above procedure. Within error bars, the extracted exponent is constant over the considered range of $\xi_r$ and $\xi_s$, with a weighted average of $\nu = 0.685(5)$. This strongly suggests that systems with different $\xi_r$ and $\xi_s$ all belong to the same universality class. Moreover, the obtained value of $\nu$ is close to the exponents found for models with completely random stochastic unitary evolution protocols [22], where $\nu \approx 0.70(1)$ for continuous measurements and $\nu \approx 0.80(3)$ for stroboscopic weak measurements. Notably, these estimates differ significantly from the critical exponent found in a model with stroboscopic projective measurements, where $\nu \approx 1.2(2)$ for Haar unitary evolution and $\nu \approx 1.24(7)$ for stabilizer circuits [24]. This indicates that the entanglement transition induced by continuous measurements displays a large degree of universality, with all relevant features captured by the single parameter $\lambda_c$, and further supports our suggestion that this parameter provides reliable insights into the detailed entanglement dynamics of specific physical systems.

IV. CONCLUSIONS

In summary, we analyzed the entanglement dynamics of a one-dimensional many-body system evolving under local continuous measurements and unitary dynamics combining interactions, temporal noise, and spatial background disorder. The unitary dynamics is generated by a local Hamiltonian in the form of a spin chain, where fixed interactions entangle neighboring spins, while two independent parameters control the strength of temporal fluctuations and spatial disorder. The steady-state entanglement entropy displays a measurement-induced transition from extensive volume-law scaling to area-law scaling, which we analyzed in detail based on finite-size scaling of the averaged steady-state entropy, its cross-realization variance, and the tripartite mutual information.

The obtained phase diagram in the parameter space of measurement strength, time fluctuation and spatial disorder reveals detailed features of the processes governing the unitary entanglement dynamics. As intuitively expected from many-body localization, static disorder induces a trend towards states with limited entanglement, resulting in a systematic reduction of the critical measurement strength required to induce the transition to area-law entanglement. However, we find that the critical measurement strength depends non-monotonically on the temporal fluctuations, supporting a picture where weak noise facilitates the spreading of entanglement via delocalization, while strong noise suppresses the efficiency by which interactions entangle the spins. These steady-state features are well reflected by the transient unitary entanglement dynamics out of a separable state. The universal aspects of this connection are further underpinned by a finite-size analysis of the critical scaling, where the obtained critical scaling exponent is independent of the noise and disorder strength, and takes a value compatible with the universality class of the entanglement transition in completely stochastically evolving continuously measured systems.

Our findings show that the measurement-induced entanglement transition reflects specific features of the physical processes participating in the unitary entanglement dynamics. This raises hopes to attain a microscopic
understanding of this transition in specific physical settings, and opens up the possibility of using this transition as a diagnostic tool to infer details of transient entanglement dynamics via a steady-state phase transition.
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