User Experience Design for Automatic Credibility Assessment of News Content About COVID-19
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Abstract. The increasingly rapid spread of information about COVID-19 on the web calls for automatic measures of credibility assessment [18]. If large parts of the population are expected to act responsibly during a pandemic, they need information that can be trusted [20]. In that context, we model the credibility of texts using 25 linguistic phenomena, such as spelling, sentiment and lexical diversity. We integrate these measures in a graphical interface and present two empirical studies to evaluate its usability for credibility assessment on COVID-19 news. Raw data for the studies, including all questions and responses, has been made available to the public using an open license: https://github.com/konstantinschulz/credible-covid-ux. The user interface prominently features three sub-scores and an aggregation for a quick overview. Besides, metadata about the concept, authorship and infrastructure of the underlying algorithm is provided explicitly.

Our working definition of credibility is operationalized through the terms of trustworthiness, understandability, transparency, and relevance. Each of them builds on well-established scientific notions [41,65,68] and is explained orally or through Likert scales.

In a moderated qualitative interview with six participants, we introduce information transparency for news about COVID-19 as the general goal of a prototypical platform, accessible through an interface in the form of a wireframe [43]. The participants’ answers are transcribed in excerpts. Then, we triangulate inductive and deductive coding methods [19] to analyze their content. As a result, we identify rating scale, sub-criteria and algorithm authorship as important predictors of the usability.

In a subsequent quantitative online survey, we present a questionnaire with wireframes to 50 crowdworkers. The question formats include Likert scales, multiple choice and open-ended types. This way, we aim to strike a balance between the known strengths and weaknesses of open vs. closed questions [11]. The answers reveal a conflict between transparency and conciseness in the interface design: Users tend to ask for more information, but do not necessarily make explicit use of it when given. This discrepancy is influenced by capacity constraints of the human working memory [38]. Moreover, a perceived hierarchy of metadata
becomes apparent: the authorship of a news text is more important than the authorship of the algorithm used to assess its credibility. From the first to the second study, we notice an improved usability of the aggregated credibility score’s scale. That change is due to the conceptual introduction before seeing the actual interface, as well as the simplified binary indicators with direct visual support. Sub-scores need to be handled similarly if they are supposed to contribute meaningfully to the overall credibility assessment. By integrating detailed information about the employed algorithm, we are able to dissipate the users’ doubts about its anonymity and possible hidden agendas. However, the overall transparency can only be increased if other more important factors, like the source of the news article, are provided as well. Knowledge about this interaction enables software designers to build useful prototypes with a strong focus on the most important elements of credibility: source of text and algorithm, as well as distribution and composition of algorithm. All in all, the understandability of our interface was rated as acceptable (78% of responses being neutral or positive), while transparency (70%) and relevance (72%) still lag behind. This discrepancy is closely related to the missing article metadata and more meaningful visually supported explanations of credibility sub-scores. The insights from our studies lead to a better understanding of the amount, sequence and relation of information that needs to be provided in interfaces for credibility assessment. In particular, our integration of software metadata contributes to the more holistic notion of credibility [72,47] that has become popular in recent years. Besides, it paves the way for a more thoroughly informed interaction between humans and machine-generated assessments, anticipating the users’ doubts and concerns [39] in early stages of the software design process [37]. Finally, we make suggestions for future research, such as proactively documenting credibility-related metadata for Natural Language Processing and Language Technology services and establishing an explicit hierarchical taxonomy of usability predictors for automatic credibility assessment.
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1 Introduction

This paper addresses user-centered software design criteria for the automatic assessment of credibility in the COVID-19 domain. We aim in particular to empower citizens in times of a global health crisis, by providing them with relevant, transparent and understandable information about the credibility of news content. Our focus is on the end-user perspective, which is why we will not address the comparison of different credibility measures or the theoretical distinction of closely related terms like misinformation, disinformation, fake news or trustworthiness. Instead, we seek to develop a design that builds a bridge between well-established research methods and the satisfaction of concrete information needs in the context of COVID-19, which is a known problem in the research
In other words, we are more interested in the usability, rather than the functionality, of automatic credibility assessment (ACA) [32]. As a consequence, one of our research questions will be the following: How do humans perceive an ACA expressed as a percentage and how does that influence their opinion of the text?

Such a formalized analysis in information systems has been on a steady rise since at least the year 2000, e.g., for news and official speeches [18]. However, it is a challenge for many people to distinguish reliably between trustworthy and fake news; they do not reflect critically on the relevant indicators: authorship, primary materials and state of evidence [40]. Instead, they are led astray by mere visual cues of presented content [71]. Their struggle intensifies even more when a distorting political bias in news texts is hidden behind seemingly innocuous category labels in publication organs [31], or when their own partisanship makes them prejudiced about information assessment [57]. Other groups of people, such as healthcare professionals, are more successful in that respect if topics belong to their domain of expertise, like COVID-19; even so, they usually do not make use of scientific arguments to explain their reasoning [3]. As a consequence, our society needs to make high-quality information about critical health issues like COVID-19 more readily available, and help people identify less trustworthy content more easily. Besides, the competent handling of fake news is desirable not only from the perspective of popular education: Expiring domains of fake news websites are often re-registered for criminal purposes, so people returning to their accustomed source of news content are being tricked into various kinds of fraud [9]. The situation gets even more precarious when the general lack of information literacy is combined with a global crisis like COVID-19, leading to an infodemic: rumors and misinformation spread like a disease, making it difficult for people to generate and share reliable knowledge about the existential threat [20]. In extreme cases, this exceptionally strong presence of misinformation can be lethal for many people [46]. There have been proposals for hindering the rapid spread of fake news by applying additional hurdles to the process of information sharing, but they often come at the price of a generally reduced willingness to interact on social platforms [26]. We, therefore, have to consider interventions on the receiving end, which usually do not prevent the curation of content.

In this paper, we first review related work on indicators of credibility, COVID-19 as a domain for credibility assessment and user experience design. We define key terms used in our experimental design, i.e., transparency, understandability, and relevance. Next, we introduce our methodology for ACA and evaluation of two graphical user interfaces. We then present each user interface and its evaluation in detail. Finally, we discuss our findings on automatic credibility assessment, algorithm transparency, understandability, and relevance, and reflect on the methodology.
2 Related Work

2.1 Indicators of Credibility

The perception of credibility is closely related to specific indicators that contribute to the overall impression. Various such signals have been proposed over the years. Some of them are rather universal, such as wording [18], political bias [15], emotional reaction [21] or overly frequent references to single persons, locations or institutions [30]. Others are more domain-specific, such as the cite-worthiness and adequate citation of external content [5]. Furthermore, the quantifications of each indicator range from simple binary values (‘Fake or Real’) to advanced multi-dimensional evaluation schemes [62]. This points to a lacking consensus about the definition of some credibility-related concepts, e.g., polarity or objectivity [14], leading to inconsistent implementations in practice, sometimes without proper documentation. One important reason for the fuzziness of these conceptualizations is the overlap with other constructs, such as political bias [1] or stance, e.g., with regard to vaccination against COVID-19 [15]. In most cases, this overlap is only partial, which makes many methods effective for assessing one, but not other concepts [18]. Such growing insight into the complexity of credibility assessment has lead to the application of distributed infrastructures [52,44] and entire frameworks like multi-criteria decision making [14,45] or ensemble models [13] to empower people in their daily struggle against unreliable news content. Furthermore, dedicated institutions like Media Bias Fact Check try to establish themselves as authorities to assess the credibility of online news content [18]. In many cases, authority is imposed by referring to a multitude of evidence, which can be expressed by a collection of statements or documents supporting a given claim [27,64], sometimes condensed into a short explanatory summary [4]. Other forms include the aggregation of multiple assessments from independent authorities [49,72]. This preference of holistic, widespread evidence seems to be in line with common detection patterns for disinformation campaigns (such as Astroturfing), focusing on social coordination instead of individual deviation from a given norm of information handling [34,67]. The specific challenge of integrating multiple aspects and measures of credibility in a single working environment [63] will be discussed further in Section 2.3.

2.2 COVID-19 as a Domain for Credibility Assessment

Depending on the domain, the broad collection of relevant documents has to be accompanied by a certain depth and specialization: If we want to help people recognize fake news about COVID-19, we need to take their information needs into account. What do they want to know? What do they have to know in order to judge a text’s credibility reliably? This is the target of our studies. Previously, researchers have already made efforts to define relevant topics that contribute to a solid general understanding of COVID-19 [54]. This domain-specific approach to models of credibility and knowledge suggests itself because recipients of such content are known to be more critical towards user-generated texts if they refer
to the medical domain [55]. Official documents from known authorities such as the government are held in higher esteem. The opposite is true in other domains like tourism: There, people gladly rely on personal experiences and reviews of others that are not tied to specific institutions. Thus, if we want to support individual judgments of content credibility in the COVID-19 domain, we need to provide relevant background information about origin and authorship of a text. As a rule of thumb, we may assume that content distributed through traditional media (newspaper, radio, television) is usually viewed as more credible than texts from the web [55]. The strong focus on this medical subdomain comes at a price: We lose the ability to create models that are robust and reliable in other domains, which has been noted as a general weakness of research on automated credibility assessment in recent years [62]. On the other hand, we face a more limited object of study, enabling us to build more expressive, more fine-grained representations of knowledge, for instance, in the form of ontologies [16,23] and datasets [59,53]. Besides, the reduced model complexity allows for easier automation, which is crucial in times of an ever-increasing distribution speed for newly created content [6]: If users can spread their texts in real time, they also need tools for maintaining credibility standards in real time, which is hard to achieve without a reasonable amount of computerization [47].

2.3 User Experience Design

When assessing a target group’s attitudes towards machine-generated credibility scores, it is advisable to do so in the context of their direct interaction with an associated interface [7]. This approach, known as contextual inquiry, offers the benefit of uncovering thoughts that would have gone unnoticed otherwise. Such implicit attitudes are important for judging how well some individuals can satisfy their information needs using that specific interface, which should be seen as the main goal instead of just providing any frontend layer for a given credibility algorithm [22]. Ultimately, the outcome of such endeavors should be a service that is provided to the community, not just a software or its source code [28] as required by a number of theoretical user stories [10,33,61,69]. For end users to profit from such a service, it is imperative for them to be involved throughout the design process, thereby becoming software designers themselves [33]. As a side benefit, the early integration of their feedback and ideas enables the team to react to unforeseen challenges quickly and effectively [37]. The same goes for software developers: By participating in the design process from the very beginning, they contribute to a cross-functional team that considers problems from multiple perspectives [35], continuing the holistic approach to credibility research outlined in Section 2.1. However, the integration of user experience (UX) design and development work does not necessarily lead to a more streamlined process. Instead, research suggests that designers should usually be ‘one sprint ahead’ of other teams in an agile environment [35,48], enabling the early anticipation of possible challenges in user interaction. Accordingly, our backend development team used mock objects [58] to quickly provide Application Programming Interface (API) prototypes while the actual processing logic for ACA was not yet
available. When evaluating a given prototype, the tasks and interactions of the chosen users should correspond closely to their everyday behavior, making the study’s findings more generalizable [39]. We argue that this kind of environment is more closely emulated by our remote studies where participants use their own electronic devices (see Section 3), rather than in artificial laboratory settings.

2.4 Key Definitions

For a common understanding and evaluation of the results we are defining the key terms used in our experimental design. This lays the foundation for the evaluation of the responses. The definition of transparency has been evolving for many years [41]. In our understanding, we follow Michener & Bersch [41] who state that transparency is less a theoretical gathering point and rather a descriptive term focusing around state or quality of information. Furthermore, they define that when evaluating transparency, it is sufficient to consider two conditions: visibility and inferability [41]. Understandability can be defined in many ways [25]. We are following the definition of Tu, Tempero & Thomborson as the degree to which which information can be comprehended with prior knowledge [66]. Relevance has no consensus for a general definition [29]. The underlying problem is that relevance is a temporal and fluid concept that is perceived at a specific moment by a specific user [29]. We are aware of this challenging definition process, but decided to follow Tu, Tempero & Thomborson and define the term within this study as the degree to which the information obtained by stakeholders answers their questions [66].

3 Methodology

Our algorithm for ACA, called Credibility Score Service, is based on the Credibility Signals3 published by the W3C Credible Web Community Group4. It focuses on the content level and includes linguistic features such as orthography, vocabulary and syntax. Thus, the algorithm does not consider other aspects of credibility such as authorship or distribution platforms, which should be integrated in a separate step as part of future research. The single features are weighted differently and together form a single final score. These decisions are visible in the publicly released source code5 and explained in the documentation6, using open licenses for easy reuse. Additionally, we offer Docker images7 for enhanced reproducibility and compatibility with various platforms. Finally, we integrated a running instance8 of the software into the European Language

3 https://credweb.org/signals-20191126.
4 https://www.w3.org/community/credible/.
5 https://github.com/konstantinschulz/alpaca.
6 https://alpaca-credibility.readthedocs.io/en/latest/credibility_signals.html.
7 https://hub.docker.com/r/konstantinschulz/credibility-score-service.
8 https://live.european-language-grid.eu/catalogue/tool-service/7348.
Grid\textsuperscript{9} \cite{50,51}, a European platform for language technologies. This integration has multiple implications: First of all, it is open and free, which enables us to provide our backend software as a service to not just the design team, but anyone interested in ACA. Thus, the service stays available in a long-term infrastructure, even though the algorithm has originally been developed for the purposes of a time-limited research project, which is a notorious problem in the research community \cite{24}. Second, the European Language Grid applies its own metadata management to each of its resources, thereby making them more findable in repositories and, as a consequence, more accessible to a broader public \cite{36}. Finally, we hypothesize that the involvement of the European Language Grid influences the usability of our credibility service: the location of the servers and, accordingly, the applicability of European laws on data protection (such as General Data Protection Regulation, widely known as GDPR) can be important factors for some people when evaluating credibility-related software.

In a human-centered design approach, we developed two graphical user interfaces (GUIs) to visualize results of the Credibility Score Service and receive feedback from potential users. Due to our focus on UX, the limited time frames and budget constraints, we chose to conduct multiple small studies rather than a single larger one. Thus, we were able to evaluate the GUIs in two successive studies and simultaneously make adjustments to the designs. Therefore, the findings from the first survey had an immediate impact on the development of the second GUI. In the following, the design iterations will be referred to as GUI prototypes 1 and 2.

First, we performed a qualitative evaluation of the GUI prototype 1 by conducting a moderated UX study, which took place remotely with a small number of participants. The aim of this assessment was to gain broad understanding of users’ expectations and preferences regarding an online platform aimed at providing information transparency in the context of COVID-19. The evaluation was performed as a formative usability study, i.e., it focused on identifying usability problems \cite{60}, as well as an overall assessment of the platform concept. Usability was assessed with regard to interaction design (e.g., conforming to GUI conventions), navigation (e.g., orientation), visual design (e.g., affordance of GUI elements), and wording (e.g., user interface copy). The qualitative study consisted of preliminary interviews during which participants are asked about their information-seeking behavior during the pandemic, of a clickable prototype with which the participants perform tasks given by a moderator, and of a short questionnaire they receive after interacting with the prototype. Using a moderated guidance is known to have a positive effect on the overall evaluation of design prototypes \cite{43}. Throughout the study, participants were encouraged to think aloud. According to Nielsen (1994) \cite{42}, a small sample size of four to five participants is sufficient to discover the majority of usability issues in a thinking aloud test. Each of these moderated studies was also simultaneously observed and documented by a second researcher. A description of the prototype can be found in Section 4.

\textsuperscript{9} https://www.european-language-grid.eu/.
GUI prototype 2 was created after interpreting the findings to address shortcomings of the design, particularly in the realm of information credibility display and interaction. We conducted a remote non-moderated UX survey with a large group of participants to perform quantitative and qualitative evaluation of GUI prototype 2. The aim of the survey was to evaluate the design choices regarding the display of the Credibility Score and the users’ interaction with it. Therefore, we decided to remove other typical sources of credibility assessment, such as textual authorship. We acknowledge that this leads to an incomplete understanding of credibility; nevertheless, we wanted the users to focus specifically on the content-related elements that were covered by the Credibility Score.

The study was evaluated as a summative usability study, i.e., it focused on measurements via a survey [60], and overfulfilled the recommendations (see Budiu & Moran (2021) [8] following Sauro & Lewis (2016) [60]) of a general sample size of 40 participants for quantitative usability studies. To assess the design choices of the Credibility Score, two key aspects were identified according to the research literature: the origin (e.g., intellectual development) and the visual representation of the score (e.g., as a scale). The study consists of non-moderated qualitative and non-moderated quantitative parts. Firstly, an understanding of the users’ perspective is formed by assessing information-seeking behavior, followed by a short evaluation of the participants’ general credibility requirements. After that, an enhanced GUI prototype is presented, along with questions to assess the identified key objectives. All stages use a mix of Likert scales, sliders, open-ended questions and multiple choice questions.

4 Experiments

4.1 Moderated Remote User Experience Study (GUI Prototype 1)

Experiment Setup and Overview of Participants We performed a moderated remote UX study in July 2021 via video conferencing software and an interactive, web-based prototyping tool. The study was facilitated by a moderator and documented by an observer, who created protocols containing observations and direct quotes from participants. Protocols 10 were anonymized and manually coded using a hybrid approach of inductive and deductive coding [19]. They will be referred to using a short form (e.g., P02, Pos. 61 for participant 2, protocol section 611). The study was conducted in German with six participants living in Germany, of various professional backgrounds (incl. consulting, education, IT, arts, professional services) and across a relatively broad age spectrum from 16 to 69 years (median: 29.5 years). Participants were briefly introduced to the GUI, which was described as a new digital platform for information transparency in

10 https://github.com/konstantinschulz/credible-covid-ux/tree/main/1st-usability-study.
11 See the file ‘210702_Panquara_Testdesign_P02.pdf’ at https://github.com/konstantinschulz/credible-covid-ux/blob/main/1st-usability-study/210702_Panquara_Testdesign_P02.pdf.
times of crisis, particularly in the context of the COVID-19 pandemic. Users were asked to imagine searching for information on the subject of COVID-19 pandemic and vaccines, coming across this information platform which claims to contain up-to-date and transparent information about the subject. It should be noted that in an early stage of the project, the term trustworthiness (German: Vertrauenswürdigkeit) was used. It was chosen to qualify the relationship between the user and the platform. In prototype 2, it was changed to the broader term credibility (German: Glaubwürdigkeit) as the focus of the design was expanded to include aspects of authorship and responsibility. However, these terms are closely linked [68, 3] and we believe that results from the first study can still be used to inform iterations of the GUI prototype.

Fig. 1. Section of the Landing Page in the GUI for Prototype 1.

Fig. 2. Section of the Content View in the GUI for Prototype 1.

Fig. 3. Credibility Score focused extract of GUI from Prototype 2.

Fig. 4. Study 2: Age distribution of respondents, aggregated to age groups.
Information-seeking Behavior During COVID-19 During preliminary interviews, most participants stated that they often seek information about the COVID-19 pandemic, i.e., daily or several times a day, and mostly do so using social networks, conversations with friends and family, digital news outlets, and public broadcasts (Fig. 5). Participants described these sources as informative, factual, critical, and transparent. They stated that relevant, factual information from transparent and reliable sources were either accessible or very accessible. Participants were mostly concerned with finding insights about current research on COVID-19, current general regulations, political issues, and travel information. Most participants stated that currentness and regionality of information are relevant or very relevant.

Description of GUI Prototype 1 Participants reviewed three screens, i.e., sections of the platform. The prototype enabled them to experience a common interaction flow from a landing page (dashboard view, see Fig. 1) to a list of articles on a specific subject (search view) and a detailed display of one specific article (content view, see Fig. 2). The dashboard view showed a navigation area (containing the platform’s logo and a menu) and three sections on COVID-19-related topics: vaccination, travel regulations, and restrictions in Germany. Each section contained several teasers of news articles which contained article data (image, headline, source, publication date) and additional, analytical information (vertical grey scale visualization indicating an article’s trustworthiness, labels representing topics covered by the article). First, users were shown that they could click on the headlines’ sections to see more content. Second, users could hover over the grey scale visualization to see a popup with a trustworthiness score, several sub-scores, and a verification icon. By clicking on the headline “COVID-19 Vaccination”, participants entered the search view. It contained a prominent headline indicating the topic, a search bar above the headline to filter the results, and a list of search results including an option to change sorting order and a display of the total number of articles. The individual entries, i.e., search results, consisted of the same information as the teasers; however, they did not contain images or a trustworthiness score. The GUI also included a sidebar at the right edge of the screen containing various filters. By clicking on the first search result, participants entered the content view, where they could see the news article in full length, including a headline, subhead, an image, and metadata including source, author, and publication date. Additionally, a sidebar at the right edge of the screen displayed the trustworthiness score and sub-scores, an overview table containing metadata on the article, topics, named entities, and placeholders for further analyses. Within the article body itself, several sentences were highlighted in different colors as placeholder visualizations for further analyses.

12 https://github.com/konstantinschulz/credible-covid-ux/blob/main/1st-usability-study/interview_data.csv.
13 https://invis.io/WQ11VVW8A79S#/454763090,Landingpage.
Automatic Credibility Assessment With regards to ACA, participants were mostly concerned about the source and the scale or interpretation of the credibility score (labeled as trustworthiness) while completing tasks regarding GUI prototype 1. Participants repeatedly questioned the source of the automatic assessment. For example, they asked: “Where does the trustworthiness score come from?” (P05, Pos. 61), “How did [the score] come about?” (P04, Pos. 14), and “Who says that this [news article] is trustworthy?” (P05, Pos. 14). Prior to learning more about the automatic assessment, one participant voiced the assumption that the team running the platform evaluates the news articles and performs fact-checking manually (P02, Pos. 61). After participants were told that an algorithm automatically assesses trustworthiness, they stated that this information should be made transparent (P03, Pos. 101) and that, nevertheless, they still do not understand how decisions are made by the system (P06, Pos. 78). Regarding the trustworthiness score itself (including sub-scores such as emotionality), most participants did not understand the scale or how to interpret it. They stated that “the scale is non-transparent” (P03, Pos. 80) and asked “What is emotionality?” (P06, Pos. 15) or “What does number 7 mean? [Is this the number of] parts which contain emotionality?” (P01, Pos. 63). However, some participants stated that they find the scale helpful (P05, Pos. 53) or that they would read an article with a low score plainly out of interest and curiosity (P06, Pos. 69). When asked whether a trustworthiness score would influence their own assessment of an article, participants’ responses were mixed. Some expressed firm belief that such a score would not influence their opinion (P06, Pos. 70) and they would only trust it as much as they would understand it (P05, Pos. 62). Others expected that a score would indeed influence their opinion and assessment of an article (P01, Pos. 68; P02, Pos. 67). Participants frequently stumbled over the visualization of the trustworthiness score, for instance, asking whether they are supposed to click on the mark indicating the score along a grey scale visualization (P02, Pos. 15). Furthermore, the verification symbol was associated with
verified accounts in popular social networks (P03, Pos. 26). The GUI led some participants to believe that the news article had been thoroughly checked for facts (P04, Pos. 54), while others stated that they would rather use their own knowledge of online sources to assess its trustworthiness (P06, Pos. 39).

**Overall Evaluation of the Prototype** For an overall evaluation of the prototype, participants were asked to rate it in three dimensions using a Likert scale after completing the tasks. Responses were summarized and counted where applicable. The entire platform’s **understandability** was rated as understandable to very understandable and its **relevance** was rated as relevant to very relevant. The platform’s **transparency** was mostly found to be partly transparent (3x). Other participants rated it as non-transparent (1x), transparent (1x) or very transparent (1x; see the various PDF files).

### 4.2 Remote User Experience Survey (GUI Prototype 2)

**Experiment Setup and Overview of Participants** We performed a summative usability study in October 2021. In order to generate, publish and find a fitting target group, we used the commercial online platform SurveyMonkey\(^\text{14}\) and piloted our questionnaire internally. The provided data was anonymously collected. The target audience was compensated and clearly informed about the survey conditions (e.g., time frame, success criteria, context). The payment for the participants seemed to be higher than the legal minimum wage, but the exact amount was kept hidden by the survey platform. There was no possibility to interact with the participants during or after the survey. The survey itself was conducted in German. In total, 52 people living in Germany participated in the survey, 50 of which completed the questionnaire. Participants were recruited via the survey platform across all income levels and equally distributed across two genders (female: 25x; male: 25x; the platform did not allow screening for other genders). The rather high age of participants (see Fig. 4) may have induced significant demographic bias \(^\text{56}\) regarding negative attitudes towards artificial intelligence and, thus, ACA \(^\text{17}\). No person below 18 years participated due to legal constraints by the platform.

**Information-seeking Behavior During COVID-19** Participants were first asked about their information-seeking behavior during COVID-19. The findings are mostly in line with the qualitative study conducted earlier. Regarding sources of information on the COVID-19 pandemic, most of the participants stated that they use public television (which may also include consumption of this content via the internet), social networks and search engines. Similarly to the first study, participants described these sources as informative, factual, critical, and transparent (the less popular choices being: alternative, creative, inviting). One

---

\(^{14}\) https://www.surveymonkey.de.
participant added “convenient” as an answer. This illustrates that our curated list of adjectives was successfully geared towards credibility and in line with our research focus. Participants were then asked how accessible they find information about transparency and reliability of online sources. While one half stated it to be only partly accessible, the other half opted for accessible or very accessible, with few exceptions (see Fig. 6). The answers are probably influenced by central tendency bias, i.e., a disproportionately high probability of choosing the medium value in surveys with scalar response options [12]. Nevertheless, there is still an indication that most people perceived the information as rather accessible.

**Description of GUI Prototype 2** GUI prototype 2 (see Fig. 3) focused on the credibility score only, thus excluding other sections of the application. It contained an insinuated excerpt of a news article (allowing for larger display of the GUI) and a new section on the right-hand side entitled *Credibility Score*. The new GUI consisted of a fictitious overall score in percent, set to 83%, and a prominent binary display of credibility classification (credible/incredible), which was set to *credible*. We chose to work with a fictitious score rather than the real algorithm to present users with a potential dissonance between the article’s content, which could be identified as fake news by some readers, and a relatively high credibility score to assess the effect of the score on the users.

---

15 https://github.com/konstantinschulz/credible-covid-ux/blob/main/2nd-usability-study/survey_data.csv#L26.
The news article will be introduced in the next section. Below the overall score, three exemplary credibility components (grammar, broad vocabulary, emotionality) were displayed with fictitious sub-scores in percentage terms, with the option to view the full list of components with their sub-scores. We chose these sub-scores with the expectation that they can be understood rather intuitively without additional information, as the static nature of the prototype did not allow users to interact with the help icon next to the scores. Furthermore, an overview of authors responsible for creating the score was added, separated into infrastructure (“European Language Grid (ELG), Location of Server: Europe”), implementation (“German Research Center for Artificial Intelligence (DFKI)”), and conceptual framework (“scientific community”). Additionally, the GUI contained elements which suggested that users could receive more information on the overall score and sub-scores. No further metadata about the text (such as author, source, publishing date) was added to the GUI. This choice was made to examine users’ perception of the relationship between visual display of the ACA and article content, which the ACA is based on.

**Credibility Assessment Criteria** Participants were introduced to a short news article (see Appendix A). Then, they were asked to rate the article’s credibility and answer related questions. Our goal was to understand their approach to credibility assessment and introduce them to the topic. The article was an edited version of a longer news article by a German newspaper. It was chosen due to its content, which we expected might be considered fake news by some users. The article consisted of a headline, a subheading, a photo, and three paragraphs of text. No further information (such as author, source, or date) was given, as motivated above. Participants rated the article’s credibility on a scale from 0% (not credible at all) to 100% (completely credible). Ratings varied from 19.5% (1st quartile) to 66% (3rd quartile), the median was 49%, confirming our expectations that its credibility appeared mixed. Participants repeatedly mentioned that they mostly consider information about the source, the content itself, and the text’s spelling or writing style. Similarly, participants stated that they require more information about the source or author to assess credibility.

**Evaluation of the New Credibility Score GUI** To assess participants’ understanding of the score scale (percentage), they were asked to select an interpretation they believed to be correct. Most participants stated that the credibility score (83%) should be interpreted as credible or very credible (43%). Almost equally many participants stated it should be interpreted as partly credible (40%), which may also be a result of the central tendency bias. Only 17% stated it should be interpreted as (very) incredible. We have to take into account that question 4, in which participants were asked to assess the article’s cred-

---

16 See https://www.spiegel.de/wirtschaft/soziales/post-corona-programma-jugendliche-in-spanien-bekommen-kulturgutscheine-a-d768b360-22dc-473d-afbe-abde5a344482.

17 See https://github.com/konstantinschulz/credible-covid-ux/blob/main/2nd-usability-study/Data_All_211020-broad-audience.pdf, p. 5.
iability, had already introduced the scale and likely influenced its interpretation by the participants. Furthermore, to evaluate participants’ understanding of the score’s source, they were asked to state who they believed to be the originator of the credibility score. Some participants stated that they did not know who created the score. However, a pattern emerged in which most participants mentioned the three organizations shown in the lower section of the GUI, particularly the organization mentioned under the heading implementation, i.e., German Research Center for Artificial Intelligence. The question likely directed participants’ attention towards the source, which they might not have noted otherwise. Participants were asked to rate GUI prototype 2 using a Likert scale in the same three dimensions used to assess prototype 1. However, the questions were phrased slightly differently in both studies. Besides, the second study was focused on the credibility score, whereas the first study contained the entire application, including sections which may not be directly related to credibility.

| not u. at all | not u. | partially u. | quite u. | very u. |
|---------------|-------|--------------|---------|---------|
| Responses     | 3     | 8            | 21      | 17      | 1       |
| **Table 1.** How understandable (u.) is the prototype? |

| not r. at all | not r. | partially r. | quite r. | very r. |
|---------------|-------|--------------|---------|---------|
| Responses     | 5     | 9            | 23      | 10      | 3       |
| **Table 2.** How relevant (r.) is the prototype? |

| not t. at all | not t. | partially t. | quite t. | very t. |
|---------------|-------|--------------|---------|---------|
| Responses     | 2     | 13           | 23      | 11      | 1       |
| **Table 3.** How transparent (t.) is the prototype? |

The new prototype was mostly perceived as partly understandable, with a tendency towards understandable (see Tab. 1). It was rated as neither extremely relevant nor irrelevant (see Tab. 2). Similarly, the new prototype was rated as partly transparent with a slight tendency towards non-transparent (see Tab. 3 and questions 7-9). When asked whether the credibility score (83%) influenced their own assessment of the news article’s credibility (median of 49%), most participants claimed to be uninfluenced. Among the other answers, a slight tendency towards higher credibility (as opposed to lower credibility) was visible (see question 10). Finally, participants were asked to add any further comments or questions. Some participants stated that they still do not know how exactly the
score was calculated (“there should be a better explanation for non-professionals how the score is calculated”). One participant stated regarding the sub-scores that “correct grammar does not reveal anything [about credibility]”. Apart from this comment, sub-scores were not mentioned by the participants.

5 Results and Discussion

5.1 Automatic Credibility Assessment

Participants’ understanding of the credibility score’s scale apparently improved through design iterations. In the first study, participants had many questions about how to interpret the scale of the main score, while in the second study, there were few to no questions. Furthermore, participants’ answers on how to interpret the scale in the second study showed a tendency towards our intended interpretation, even though there were still some deviations (besides the central tendency bias). Possible explanations include our improved indicators of whether a score should be interpreted as credible or incredible, using a binary display of these categories. Besides, participants in the second study rated the article’s credibility before viewing the score, thereby being introduced to the scale. Furthermore, participants of the second study barely mentioned the sub-scores, whereas the first prototype raised many questions in this regard. This may be due to design improvements or changes in the experimental setup, or both. The sub-scores in the second prototype have more specific, understandable wording and consistent percentages, which may have caused less irritation among participants. At the same time, these changes did not improve the overall perceived transparency of our ACA. We infer that a simplified textual display of the score’s meaning (i.e., a relationship between the percentage and terms credible/incredible) helps users comprehend the scale and should also be considered for other services which return a numerical value. Furthermore, manually completing the assessment once before interacting with ACA may help users understand (and critically reflect on) ACA. Future research may also specifically focus on perception and understanding of sub-scores, which play a crucial role in the conceptualization of the main score, and may be conducted via, e.g., eye tracking.

5.2 Algorithm Transparency, Understandability, and Relevance

In the first study, participants repeatedly asked about the source of the ACA (missing in the GUI). In response, the iterated prototype pointed participants of the second survey explicitly towards an elaborate display of the algorithm’s source. Still, many participants stated that they did not know who created the score and the changes did not improve overall transparency, understandability, or relevance. Nevertheless, our qualitative analysis of free text comments reveals that participants were much more upset about the missing article source. This leads to the hypothesis that the source of content is more important than the
source of ACA or that users are accustomed to interfaces in which text authorship is clearly indicated. Further research is needed concerning the effect of authorship information on users’ perception of the text. In other words, there may be a stage-gate process of assessing credibility, where users first require several pieces of basic information (such as source and author of the content) before considering ACA. A significant share of participants, however, directly referred to the GUI for the source of the ACA. Among them, some participants stated all three organizations, while others only stated one or two or paraphrased the source. The organization responsible for algorithm implementation was mentioned more often than those responsible for infrastructure or conceptual foundations. Users seem to attribute the highest responsibility to the implementation, perhaps due to association of the term implementation with artificial intelligence, or computers in general. Or maybe all three terms (infrastructure, implementation, conceptual foundations) were too vague for users to make informed statements about the source, leading them to pick the entity which is perceived as the most scientific or authoritative. Overall, participants in both studies asked for more contextual information on both content and algorithm. This is a common theme in UX studies: Users request more written explanations in the GUI, for instance via help buttons and popup windows. However, field studies and eye tracking often reveal that users ignore additional information such as long UX copy. There is a general trade-off in the GUI between informativity or transparency on the one side, and conciseness, clarity, and ease of use on the other. A carefully constructed balance is needed to provide ACA to users effectively. Our findings are helpful, but strongly indicate that our designs have not yet achieved the desired trade-off.

5.3 Reflections on Methodology

We noticed a strong central tendency bias in many of the answers. This effect intensifies even more for questions with a high cognitive load [2], as was evident in our inquiries about understandability, relevance and transparency. Furthermore, participants’ ratings of the GUI slightly worsened in the dimensions of understandability and relevance. While this may be attributed to changes in the design, there are several indicators that these declines are rather based on a change of methodology. First, the remote UX study was performed as a qualitative and moderated assessment in which participants engaged in face-to-face conversations with researchers. This may lead to more positive (or less harsh) responses due to social desirability bias [70]. Second, the subject of evaluation changed throughout the studies. In the first study, participants were asked to rate the overall prototype, including sections which were not related to ACA. In the second study, they were asked to specifically rate the credibility score GUI. As mentioned previously, this research took an iterative, agile approach in which several smaller studies with less preparation time and budget were conducted, as opposed to one larger study. Therefore, the design of both studies likely influenced the results in various ways that need to be considered when interpreting the findings. For example, viewing the rather high score of the ACA
in the second study after manually assessing credibility of the article may have led some participants to state that the score increased their perceived credibility of the article. We did not evaluate whether a different order of questions or a lower score in the GUI (i.e., lower than 49%) would have reversed this effect.

In our experiments, we only used one COVID-19-related news article as an example, as opposed to multiple texts, in order to keep results comparable and the survey as short as possible, maximizing the number of participants obtainable for a fixed budget. Our findings are nevertheless valid, as described above.

6 Conclusion

All in all, participants of the second study seemed ambivalent about the article’s credibility, which did not have any contextual information but could only be judged based on the content. Adding the ACA did not significantly change their perception. Since the score was generally interpreted according to our intentions, the assumption is that either users heavily rely on contextual information (metadata such as author, source, publishing date) to assess credibility and noted its absence in the GUI; or the score is lacking information which makes it transparent – or both. Regarding the latter, adding information about the creators of the score did not bring the desired effect of adding transparency and users still had questions. As a takeaway, more attention should be paid to providing metadata for the content, as well as general benchmarks for average credibility in the COVID-19 news domain. In some cases, participants admitted to being influenced by the given credibility score. Others denied it, criticizing the underlying criteria and questioning the authority of the people and institutions behind the algorithm. This shows that automatic assessments can provide helpful guidance for end users, but only if they agree with the conceptual basis of the measurements and if they trust the providers of the score. Unfortunately, authorship in terms of software as a service is a fuzzy concept for many people: Some cite the scientific community, others the software developers, still others refer to the server infrastructure while trying to attribute responsibility for a given calculated result. For most people, the source of an algorithm is less important than the authorship of the actual text when it comes to ultimately deciding on its credibility. This puts our efforts to make computational models more explainable into a different perspective: In the future, we should aim to establish a hierarchy of desirable information for assessing content credibility in the health domain.

Further, we want to adapt the Credibility Score Service according to our insights from the described studies. In particular, since the transparency and understandability of the score and its components did not reach a sufficient level, the API needs to be modified. Instead of just providing a label and a value for each component, it should also include short descriptions in its metadata (or in responses to invocations), briefly explaining the computation and meaning of each part of the score. Besides, due to the continuing demand for information about origin and authorship, the service should be associated with metadata about its development and infrastructure:
– Who invented the concept of ACA?
– Who implemented this particular credibility measure?
– Who runs this service and where are the servers located? Which data protection laws apply?

Finally, we are aiming to expand the basis of the Credibility Score Service by integrating and evaluating information about content authorship, dissemination platforms, coordination patterns and external fact-checking platforms.
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**A Newspaper Article (Translation)**

Spanish youths receive cultural vouchers

The culture industry around the world suffered from the corona pandemic. In Spain, young people now receive EUR 400 vouchers to take advantage of cultural offers - but one type of event is excluded.

To cushion the hardships of the corona pandemic, young people in Spain receive a cultural voucher. Everyone who will turn 18 next year should receive a voucher worth 400 euros from the government. But it cannot be used indefinitely: the recipients cannot buy tickets for bullfights with it.

The decision was one of the politically controversial measures the government included in the 2022 draft state budget. The vouchers are intended to help the country’s culture and events industry recover from the loss of income during the corona lockdowns. According to the government, eligible teenagers can spend their 400 euros on cinema and theater tickets, books and concerts, for example.

The Ministry of Culture announced in a written communication to the state news agency Efe that “not everything that our legislation regards as culture will fall under this cultural support.” Bullfighting is now rejected by a large part of Spanish society, especially young city dwellers.

**B Questions from the Online Survey (Study 2)**

1. Which sources do you use most frequently to inform yourself about various issues regarding the current COVID-19 crisis?
2. Which 3 attributes describe your chosen sources best?
3. How accessible for you is information about transparency and reliability of online sources?
4. How credible is that article for you?
5. Which aspects do you consider most important when assessing credibility?
6. What further information would you like to obtain in order to better assess the article’s credibility?
7. How understandable is the information on the right side?
8. How relevant is the information on the right side?
9. How transparent is the information on the right side?
10. Which influence does the information on the right side have on your assessment of the article?
11. How do you interpret the meaning of the percentage (83%)?
12. Who created the credibility score?
13. Which information do you lack with regard to the credibility score? Do you have any open questions or comments?
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