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ABSTRACT. In the field of privacy preserving protocols, Private Set Intersection (PSI) plays an important role. In most of the cases, PSI allows two parties to securely determine the intersection of their private input sets, and no other information. In this paper, employing a Bloom filter, we propose a Multiparty Private Set Intersection Cardinality (MPSI-CA), where the number of participants in PSI is not limited to two. The security of our scheme is achieved in the standard model under the Decisional Diffie-Hellman (DDH) assumption against semi-honest adversaries. Our scheme is flexible in the sense that set size of one participant is independent from that of the others. We consider the number of modular exponentiations in order to determine computational complexity. In our construction, communication and computation overheads of each participant is $O(v_1 k)$ except that the complexity of the designated party is $O(v_{\text{max}}^2)$, where $v_{\text{max}}$ is the maximum set size, $v_1$ denotes the set size of the designated party and $k$ is a security parameter. Particularly, our MPSI-CA is the first that incurs linear complexity in terms of set size, namely $O(n v_{\text{max}} k)$, where $n$ is the number of participants. Further, we extend our MPSI-CA to MPSI retaining all the security attributes and other properties. As far as we are aware of, there is no other MPSI so far where individual computational cost of each participant is independent of the number of participants. Unlike MPSI-CA, our MPSI does not require any kind of broadcast channel as it uses star network topology in the sense that a designated party communicates with everyone else.
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1. Introduction

The widespread use of Internet greatly facilitates the distribution and exchange of information. Immediate access to content with low cost delivery is one of the main benefits Internet based distribution brings and has the potential to open up new markets. However, these raises privacy issues regarding intellectual property and copyright due to the vulnerability nature of digital contents for unauthorized distribution and use.

With the advent of Internet and distributed computing, the necessity of privacy preserving data sharing increases rapidly. In this field, one interesting problem arises when the participants wish to learn the intersection of their data sets secretly, but not more than that. PSI is ideal to solve this problem. It is mostly executed between two parties, but it can be extended to a multiparty environment in the context of PSI. This multiparty private set intersection is referred as MPSI, and has several application. For instance, a central investigative agency (e.g., CBI) wants to compare its list of suspects with the lists of local investigative agencies (e.g., local police, military, BSF, etc.). In this case, neither of the agencies will reveal their whole list of suspects to the other.

Privacy and correctness are two most important properties for an MPSI, where privacy ensures that none of the parties learn beyond the intersection and correctness means that each of the participants learn the correct output. Apart from privacy and correctness, flexibility is another desirable feature in the context of MPSI. If an MPSI is flexible that implies that the choice of input set of a party is independent from the others.

In several practical scenarios, the participants want to jointly determine the cardinality of the intersection rather than the contents. For example, suppose \( n (\geq 2) \) different health organizations are doing a survey on a particular disease in a village and they wish to determine the number of common villagers who are suffering from that disease. However, none of them will disclose their list of suspects to other. Note that revealing the name of the suspects may create an impact on patient’s mind. In such scenarios, we need the cardinality version of the MPSI, known as MPSI-CA. Designing efficient and flexible MPSI-CA is a challenging task.

1.1. Related works.

- **Two-party Private Set Intersection.** We now give an overview of prior works on two-party PSI protocols by classifying them in four groups based on the constructions as follows:
  
  (i) Oblivious Polynomial Evaluation (OPE) Based PSI: The concept of PSI relying on OPE was introduced by Freedman et al. [32], where the basic idea is to represent a set as a polynomial. Utilizing OPE and and *additively homomorphic encryption* (AHE), Kissner and Song [46] designed a PSI protocol. Following this work, Camenisch and Zaverucha [7] proposed a PSI based on OPE, where the inputs need to be certified by a trusted party. The work of [32] was further improved by Hazay and Nissim [38]. While the constructions of [32, 38] are one-way in the sense that at the end of the protocol only one of the participants learns the intersection, the constructions of [46, 7] are two-way, meaning that at the end both parties receive the intersection. None of the constructions from [32, 38, 46, 7] achieve linear computation complexity. Recently, Dong et al. [25] employed an OPE technique to construct the first fair two-way PSI protocol.
in the standard model against malicious entities with the help of a semi-trusted third party. Fairness ensures that either both the involved parties receive or none of them receive the intersection of their private input sets at the completion of the protocol.

(ii) Pseudorandom Function (PRF) Based PSI: Hazay and Lindell [37] demonstrated how to obtain a PSI relying on Oblivious Pseudorandom Function (OPRF) which is a two party protocol that enables a sender with private key $k$ and a receiver with private input $x$ to securely compute a pseudorandom function (PRF) $f_k(x)$. Later, Jarecki and Liu [42] adopted AHE to extend the work of [37] in the standard model against malicious adversaries. In the following year, Jarecki and Liu [43] introduced the idea of the unpredictable function (UPF) based PSI protocol, where UPF works similar to OPRF. Recently, Hazay [36] gave a construction of an efficient PSI based on algebraic PRF. All these constructions [37, 42, 43, 36] are one-way achieving linear complexity. More recently, the authors of [23] proposed a two-way fair PSI protocol relying on two-way OPRF with linear complexity over composite order group.

(iii) Decisional Diffie-Hellman (DDH) Based PSI: A sequence of one-way PSI protocols [16, 15, 17] was proposed by De Cristofaro et al. using random hash functions and zero-knowledge proofs. All these constructions attain linear complexity. The work of Huang et al. [41] showed how to employ garbled circuit (GC) in designing a PSI protocol. The scheme is secure under the Decisional Diffie-Hellman (DDH) assumption in the ROM against semi-honest adversaries and achieves linear communication and $\Theta(v \log v)$ as computational complexity. Recently, Debnath and Dutta [21] designed a fair optimistic two-way PSI over prime order group. The scheme is optimistic in the sense that it uses an off-line semi-trusted third party. The security of this scheme is achieved in malicious environment without random oracles.

(iv) Bloom Filter (BF) Based PSI: A Bloom filter [2] is a data structure that represents a set by an array with entries 0 or 1. It exhibits itself as an useful tool to scale large data sets. The first Bloom filter based protocol was proposed by Many et al. [48], where the participants jointly execute AND of their Bloom filter to get the intersection. However, this protocol does not remain secure as it reveals information about the other party’s set. Following [48], Kerschbaum [44] gave a construction of Bloom filter based PSI by incorporating Goldwasser-Micali encryption [35]. The security of this protocol is achieved in the semi-honest environment with linear complexity. Later, Dong et al. [26] combined an oblivious transfer together with a Bloom filter to construct two PSI protocols. One of the constructions of [26] is secure in the semi-honest adversarial model, while the other one is secure in malicious adversarial model under the Computational Diffie-Hellman (CDH) assumption. In the subsequent year, Debnath and Dutta proposed a sequence of PSI protocols in [18, 19, 20] employing a Bloom filter retaining linear complexity. In [45], Kiss et al. transformed four existing PSI protocols into the precomputation form such that in the setup phase the communication is linear only in the size.
of the larger input set, while in the online phase the communication is linear in the size of the smaller input set.

(v) Other Paradigm Based PSI: Utilizing fully homomorphic encryption, Chen et al. [9] build a PSI in the honest-but-curious setting. Later, Rindal and Rosulek [50] proposed a PSI employing dual execution. In the following, the concept of Reactive PSI was introduced by Cerulli et al. [8]. In [11], Ciampi and Orlandi presented PSI protocol based on special purpose oblivious transfer (OT). Later, Falk et al. [29] came up with the an improved hashing-based generic PSI in semi-honest environment.

- **Multiparty Private Set Intersection.** In the last few years, although there has been a lot of research works in the direction of two-party PSI, there are only a few constructions of MPSI in the existing literature. Kissner and Song [46] designed the first secure MPSI protocol employing OPE and AHE. Their construction achieve quadratic complexity. Later, Sang and Shen [51] implemented a new MPSI protocol incurring quadratic overhead in the size of the input sets. Following that, some work on MSPI was presented in [52] in the honest majority setting, and they used bilinear groups in their construction. These constructions were further improved by Cheon et al. [10], where the dependency on the input sets is reduced from quadratic to quasi-linear. However, the communication and computation overhead per player grow quadratically with the number of participants. In [12], Dachman-Soled et al. build a multivariate polynomials based MPSI protocol. Their construction attains $O(n \cdot v_{max} + v_{max} \cdot \log^2 v_{max})$ and $O(n \cdot v_{max}^2)$ as communication and computation complexity respectively, where $n$ is the number of participants and $v_{max}$ is the maximum over all input set sizes. Later, a Bloom filter based approach in MPSI was proposed by Miyaji and Nishida [49], where the security is achieved in a semi-honest environment. Their construction attains $O(n \cdot v_{max})$ and $O(n \cdot v_{max})$ as communication and computation overhead complexities for the designated party. Hazay and Venkitasubramaniam [39] proposed an MPSI protocol utilizing the two-party PSI protocol of Freedman et al. [32], and very recently, Kolesnikov et al. [47] presented a new paradigm for MPSI in a semi-honest setting from symmetric key techniques.

- **Private Set Intersection Cardinality.** Agrawal et al. [1] introduced the concept of two-party PSI-CA in a semi-honest setting under the DDH assumption. Utilizing OPE, Hohenberger and Weis [40] constructed an efficient two-party PSI-CA that offers better performance over the PSI-CA obtained by extending the two-party PSI scheme of Freedman et al. [32]. Later, Kissner and Song [46] came up with the construction of MPSI-CA relying on OPE. Following this work, Camenisch and Zaverucha [7] constructed a fair two-party PSI-CA protocol for certified sets based on OPE. De Cristofaro et al. [14] designed a two-party PSI-CA with linear complexity. A sequence of two-party PSI-CA [18, 19, 21, 22] are presented by Debnath and Dutta all having linear complexity. Recently, Freedman et al. [31] modified their work of [32] to construct a two-party PSI-CA achieving security in semi-honest environment without random oracles. This scheme also have linear complexity. Employing quantum computation [53], Shi et al. [53] designed a two-party PSI-CA protocol attaining linear complexity. More recently, Dong and Loukides [27] developed an approximate PSI-CA protocol based on the Flajolet-Martin (FM) sketch [30] with logarithmic complexity.
1.2. OUR CONTRIBUTION. In this paper, our main focus is to design efficient MPSI-CA and extend it to MPSI.

- We first give a construction of MPSI-CA employing a space-efficient probabilistic data structure (Bloom filter) along with ElGamal encryption and threshold ElGamal encryption. The security of our MPSI-CA is achieved in semi-honest environment without random oracles under the Decisional Diffie-Hellman (DDH) assumption. The communication complexity of our protocol is linear in the input sizes i.e. $O\left(\sum_{i=1}^{n} v_i k\right)$, $k$ being a security parameter. While the computation cost of each participant is $O(v_{max} k)$ except for the designated party, for which the cost is $O(v_1)$. Here $v_{max} \leq n$ is the maximum set size of the participants and $v_i$ denotes the set size of the designated party. Our scheme is flexible as each party’s input size is independent from the others. To the best of our knowledge, the only other existing MPSI-CA is due to Kissner and Song [46]. In [46], the authors proposed an MPSI-CA with $O(n^2 v_{max})$ and $O(n^2 v_{max}^2)$ as communication and computation overheads. Compared to [46], our MPSI-CA is more efficient in terms of both the communication and computation complexity. In particular, our MPSI-CA is the first to achieve linear complexity in the input set sizes.

- We next extend our MPSI-CA to an MPSI protocol without changing the security attributes. Similar to [39], we use a star network topology instead of point-to-point fully connected network. In this setting, a single designated party, communicates individually with every other party via a variant of the two-party PSI of [13]. The crucial point of this topology is that all parties need not be online at the same time. Our MPSI does not require any broadcast channel during its execution as all the communication is performed only between the designated party and each other party at a point-to-point level. In contrast to [51, 52, 10, 12, 46], communication complexity of our protocol is linear in the input sizes i.e. $O\left(\sum_{i=1}^{n} v_i k\right)$. Computation cost of each participant is $O(v_{max} k)$ except the designated party, for which the cost is $O(v_1)$. Unlike the existing protocols [47, 39, 49, 51, 52, 10, 12, 46], individual computation complexity of each participant does not depend on the number of participants $n$ in our scheme. Similar to [49], our scheme is flexible as each party’s input set size is independent from the others.

1.3. ORGANIZATION. The rest of our paper is organized as follows. In Section 2, we give preliminaries. The constructions of our MPSI-CA and MPSI are described in Section 3. Security proofs and efficiency analysis of our designs are given in Section 4 and Section 5, respectively. Finally, we conclude the paper in Section 6.

2. PRELIMINARIES

Throughout the paper, the notations $\kappa$, $\perp$, $x \leftarrow X$, $a \leftarrow A$ and $\{X_t\}_{t \in \mathbb{N}} \equiv^c \{Y_t\}_{t \in \mathbb{N}}$ are, respectively, used to represent “security parameter”, “null string”, “variable $x$ is chosen uniformly at random from set $X$”, “$a$ is output of the procedure $A$” and “the distribution ensemble $\{X_t\}_{t \in \mathbb{N}}$ is computationally indistinguishable from the distribution ensemble $\{Y_t\}_{t \in \mathbb{N}}$”. Informally, $\{X_t\}_{t \in \mathbb{N}} \equiv^c \{Y_t\}_{t \in \mathbb{N}}$ means for all probabilistic polynomial time (PPT) distinguisher $Z$, there exists a negligible function $\epsilon(t)$ such that $|\text{Prob}_{x \leftarrow X_t}[Z(x) = 1] - \text{Prob}_{x \leftarrow Y_t}[Z(x) = 1]| \leq \epsilon(t)$. Recall that a function $\epsilon : \mathbb{N} \rightarrow \mathbb{R}$ is said to be a negligible function of $\kappa$ if for each constant $c > 0$, we have $\epsilon(\kappa) = o(\kappa^{-c})$, for all sufficiently large $\kappa$. 
• Decisional Diffie-Hellman (DDH) Assumption [3]: An algorithm $\mathcal{A}$ for solving the DDH problem takes as input $(g^a, g^b, g^{ab})$ and decides whether $g^c = g^{ab}$, where $G = \langle g \rangle$ is a cyclic group of order $n$ and $a, b, c \leftarrow \mathbb{Z}_n$. The advantage of $\mathcal{A}$ in solving the DDH problem is denoted by $\text{Adv}_{\mathcal{A}}^{\text{DDH}}$ and is defined as

$$\text{Adv}_{\mathcal{A}}^{\text{DDH}} = |\text{Prob}[\mathcal{A}(g, g^a, g^b, g^{ab}) = 1] - \text{Prob}[\mathcal{A}(g, g^a, g^b, g^c) = 1]|.$$

**Definition 2.1.** The DDH problem is $(\kappa, t)$-hard in $G$ if for every PPT algorithm $\mathcal{A}$ running in time $t$, $\text{Adv}_{\mathcal{A}}^{\text{DDH}}$ is a negligible function of $\kappa$.

2.1. ADITIVELY HOMOMORPHIC ENCRYPTION [5]. We describe below additively homomorphic encryption schemes: the ElGamal encryption [28] and the threshold ElGamal encryption [24] which are semantically secure provided DDH problem is hard in the underlying group.

**ElGamal encryption:** The ElGamal encryption is an additively homomorphic encryption $\mathcal{EE} = (\mathcal{EL}.$Setup, $\mathcal{EL}.$KGen, $\mathcal{EL}.$Enc, $\mathcal{EL}.$Dec), defined as follows:

- $\mathcal{EL}.$Setup($1^\kappa$) $\to$ (par). On input $1^\kappa$, a trusted authority outputs a public parameter $\text{par} = (p, q, g)$, where $p, q$ are primes such that $q$ divides $p-1$ and $g$ is a generator of the unique cyclic subgroup $\mathbb{G}$ of $\mathbb{Z}_p^\ast$ of order $q$.
- $\mathcal{EL}.$KGen(par, $P_i$) $\to$ (epk$P_i$, esk$P_i$). User $P_i$ chooses $a_i \leftarrow \mathbb{Z}_q$, computes $y_{P_i} = g^{a_i}$, reveals epk$P_i = y_{P_i}$ as his public key and keeps esk$P_i = a_i$ secret to himself.
- $\mathcal{EL}.$Enc(m, epk$P_i$, par, $r$) $\to$ (eEnc$P_i(m)$). The encryptor encrypts a message $m \in \mathbb{Z}_q$ using the public key epk$P_i = y_{P_i}$ by computing the ciphertext tuple $eEnc_{P_i}(m) = (\alpha, \beta) = (g^r, g^my_{P_i}^r)$, where $r \leftarrow \mathbb{Z}_q$.
- $\mathcal{EL}.$Dec(eEnc$P_i(m)$, esk$P_i$) $\to$ (m). On receiving the ciphertext tuple eEnc$P_i(m) = (\alpha, \beta) = (g^r, g^my_{P_i}^r)$, the decryptor $P_i$ decrypts it using the secret key esk$P_i = a_i$ by computing $\beta \cdot (\alpha)^{-a_i} = g^{a_i(r)} = g^m$ and then finding $m$ by running an exhaustive search.

The threshold ElGamal encryption $\mathcal{TEL} = (\mathcal{TEL}.$Setup, $\mathcal{TEL}.$KGen, $\mathcal{TEL}.$Enc, $\mathcal{TEL}.$Dec) is executed among $P_1, \ldots, P_n$ as follows:

- $\mathcal{TEL}.$Setup($1^\kappa$) $\to$ (par). It is the same as $\mathcal{EL}.$Setup.
- $\mathcal{TEL}.$KGen(par) $\to$ (pk, sk). Each participant $P_i$, $i = 1, \ldots, n$ selects $a_i \leftarrow \mathbb{Z}_q$ and publishes $y_{P_i} = g^{a_i}$. The public key of $\mathcal{TEL}$ is set to $pk = h = \prod_{i=1}^n y_{P_i} = g^\sum_{i=1}^n a_i$. This implicitly sets the secret key of $\mathcal{TEL}$ as $sk = \sum_{i=1}^n a_i$.

Note that $sk$ is not known to anyone under the hardness of DLP in $G$.

- $\mathcal{TEL}.$Enc(m, pk, par, $r$) $\to$ (TEL.Enc$pk(m)$). The encryptor encrypts a message $m \in \mathbb{Z}_q$ using the public key $pk = h = g^\sum_{i=1}^n a_i$ and computes the ciphertext tuple $TEL.Enc_{pk}(m) = (\alpha, \beta) = (g^r, g^mh^r)$, where $r \leftarrow \mathbb{Z}_q$.
- $\mathcal{TEL}.$Dec(TEL.Enc$pk(m)$, $\{a_i\}_{i=1}^n$) $\to$ (m $\lor$ $\bot$). Given a ciphertext $TEL.Enc_{pk}(m) = (\alpha, \beta) = (g^r, g^mh^r)$, each participant $P_i$ shares $a_i = \alpha^{a_i}$. Then they recover $g^m$ as $\prod_{i=1}^n \alpha_i^{a_i} = \sum_{i=1}^n \beta_i / (\alpha^{a_i}) = \sum_{i=1}^n g^{a_i h^r} = g^m$; otherwise outputs $\bot$. By running an exhaustive search, the message $m$ can be extracted from $g^m$.

**Remark 1.** Note that if the message $m$ is 0 then $g^m = 1$. Thus, in order to check that whether a ciphertext $TEL.Enc_{pk}(m)$ or $TEL.Enc_{pk}(m)$ decrypts to 0, the decryptor computes $g^m$ and checks it is 1.
2.2. Bloom filter [2]. A Bloom filter (BF) is a data structure that represents a
set $X = \{x_1, \ldots, x_v\}$ of $v$ elements by an array of $m$ bits and uses $k$ independent
uniform hash functions $H_{\text{Bloom}} = \{h_1, \ldots, h_k\}$ with $h_i : \{0,1\}^* \rightarrow \{1, \ldots, m\}$ for
$i = 1, \ldots, k$ to insert elements or check the presence of elements in that array. Let
$BF_X \in \{0,1\}^m$ represent a Bloom filter for the set $X$ and $BF_X[i]$ denotes its $i$-th
bit, $i = 1, \ldots, m$. We describe below a variant of a Bloom filter [2] that performs
three operations: Initialization, Add and Check.

- **Initialization**: Set 1 to all the bits of an $m$-bit array, which is an empty Bloom
  filter.
- **Add($x$)**: To add an element $x \in X \subseteq \{0,1\}^*$ into a Bloom filter, $x$ is
  hashed with the $k$ hash functions in $H_{\text{Bloom}} = \{h_1, \ldots, h_k\}$ to get $k$ indices
  $h_1(x), \ldots, h_k(x)$. Set 0 to the bit positions of the Bloom filter having indices
  $h_1(x), \ldots, h_k(x)$. Repeat the process for each $x \in X$ to get $BF_X \in \{0,1\}^m$ –
  the Bloom filter for the set $X$.
- **Check($\hat{x}$)**: Given $BF_X$, to check whether an element $\hat{x}$ belongs to $X$ without
  knowing $X$, $\hat{x}$ is hashed with the $k$ hash functions in $H_{\text{Bloom}} = \{h_1, \ldots, h_k\}$
  to get $k$ indices $h_1(\hat{x}), \ldots, h_k(\hat{x})$. Now if at least one of $BF_X[h_1(\hat{x})], \ldots, BF_X$
  $[h_k(\hat{x})]$ is 1, then $\hat{x}$ is not in $X$, otherwise $\hat{x}$ is probably in $X$.

**Bloom filter parameters (optimal)**: A Bloom yields false positive i.e., an
element $y \notin X$ may pass the membership test. This is due to the fact that each of
$BF_X[h_j(y)]$ could be 1 for $j = 1, \ldots, k$ even if $y \notin X$. The probability that a certain
bit is not set to 0 by a certain hash function during insertion of an element is $1 - \frac{1}{m}$.
Since there are $k$ independent uniform hash functions, the probability that a certain
bit is not set to 0 by any of the hash functions is $(1 - \frac{1}{m})^k$. If we insert all the
$v$ elements to the Bloom filter then the probability that a certain bit is still 1 is
$(1 - \frac{1}{m})^{vk}$. Thus the probability that a certain bit in the Bloom filter $BF_X$ is set to
0 is $z = 1 - (1 - \frac{1}{m})^{vk}$. If $\epsilon$ is the false positive rate of the Bloom filter $BF_X$ then
according to [4], $\epsilon \leq z^k \times (1 + O(\frac{k}{\ln(m \cdot \ln 2)}))$ which is negligible function in $k$. In
practice, during the construction of Bloom filter for a set of $v$ elements, we choose
the values of $k$ and $m$ such that $\epsilon$ is capped at a specific low value (e.g. $2^{-80}$).
According to [26], performance optimality of Bloom filter is attained if $k = \frac{m}{v} \ln 2$
and $m \geq n \ln 2 - \ln 2 \frac{1}{e}$, where $e$ is the as usual base of natural logarithm. Thus, by
minimizing $m$ i.e., by choosing optimal $m = v \ln 2 - \ln 2 \frac{1}{e}$, the optimal value of $k$
is obtained as $k = \ln 2 \frac{1}{e}$. In the rest of the paper, we will assume that the optimal
parameters are chosen.

3. Protocol

In this section, we describe the construction of MPSI-CA followed by MPSI.

3.1. Multiparty private set intersection cardinality (MPSI-CA). The
MPSI-CA protocol is executed among $n$ parties $P_1, \ldots, P_n$ with the private input
sets $X_1, \ldots, X_n$, respectively, with $|X_i| = v_i$ for $i = 1, \ldots, n$, where one
party, say, $P_i$ is designated to determine the intersection of its private set with
the others’ private sets. The protocol completes in two phases : (I) **Setup** and (II)
Set Intersection Cardinality. In the **Setup** phase, the parties jointly generate a
public key $pk$ for a threshold additively homomorphic encryption such as ElGamal
encryption scheme and Bloom filter parameters $(m, H_{\text{Bloom}} = \{h_1, \ldots, h_k\})$ with
\( v_{\max} = \text{maximum of } \{v_1, \ldots, v_n\} \).  The **Set Intersection Cardinality** phase determines \( | \bigcap_{i=1}^n X_i | \) and by invoking three algorithms: MPSI-CA.request, MPSI-CA.response, and MPSI-CA.computation. On MPSI-CA.request, each party \( P_i (i = 2, \ldots, n) \) generates a Bloom filter \( BF_{X_i} \in \{0, 1\}^m \) of its private set \( X_i \), encrypts \( BF_{X_i} \) using \( pk \) and sends the encrypted Bloom filter \( E_{pk}(BF_{X_i}) \) to \( P_1 \). The party \( P_1 \) then invokes MPSI-CA.response, where for each \( x_l \in X_1 \), \( l = 1, \ldots, v_1 \), the party \( P_1 \) extracts \( k \) ciphertexts corresponding to \( h_1(x_l), \ldots, h_k(x_l) \) from \( E_{pk}(BF_{X_1}) \) that contains \( m \) ciphertexts, for each \( i = 2, \ldots, n \) and multiplies all these \( k(n-1) \) ciphertexts. This yields a resulting ciphertext \( C_l \) corresponding to \( x_l \in X_1 \), for \( l = 1, \ldots, v_1 \) which decrypts to zero if the corresponding \( x_l \) is in \( \bigcap_{i=1}^n X_i \). The party \( P_1 \) then publishes all these \( v_1 \) resulting ciphertexts \( C_1, \ldots, C_{v_1} \). We initialize, and for \( l = 1, \ldots, v_1 \), we let \( CT_1^{(1)} := C_l \). Now for \( i = 1, \ldots, n-1 \), the party \( P_{i+1} \) randomizes the set \( \{CT_1^{(i)}, \ldots, CT_{v_1}^{(i)}\} \) using a random permutation \( \phi_i \), keeps the permutation secret to itself and broadcasts the resulting set of ciphertexts \( \{CT_1^{(i+1)}, \ldots, CT_{v_1}^{(i+1)}\} \). Thus, \( CT_i^{(i+1)} = CT_1^{(i)} \cdot TEL.Enc(0, pk, \text{par}, \sigma_1^{(i)}) \) with \( \sigma_1^{(i)} \leftarrow \mathbb{Z}_q \) and \( l = 1, \ldots, v_1 \). Finally, MPSI-CA.computation is called, whereby all the \( n \) participants involved in the threshold decryption to decrypt \( v_1 \), resulting in the ciphertexts \( \{CT_1^{(n)}, \ldots, CT_{v_1}^{(n)}\} \) for \( P_1 \). The party \( P_1 \) then concludes that \( | \bigcap_{i=1}^n X_i | \) equals the number of resulting ciphertexts \( \{CT_i^{(n)}\}_{i=1}^{v_1} \) decrypting to 0. We define MPSI-CA functionality as \( F_{MPSI-CA} : (X_1, \ldots, X_n) \rightarrow (|X_1 \cap \cdots \cap X_n|, \perp, \ldots, \perp) \). The **Setup** phase of our MPSI-CA is depicted in FIGURE 1.

**Setup**

- A trusted authority generates \( \text{par} = (p, q, g) \leftarrow \mathcal{E.L.} \text{Setup}(1^n) \), where \( \text{par} = (p, q, g) \), selects optimal Bloom filter parameters \( (m, H_{\text{Bloom}} = \{h_1, \ldots, h_k\}) \) with \( m = \lceil k \log n \rceil \), \( \log_2 \).  
- For \( i = 1, \ldots, n \), the party \( P_i \) generates \( (pk_i, sk_i) \leftarrow \mathcal{E.L.} \text{KGen} (\text{par}) \), makes \( pk_i \) public and keeps \( sk_i \) secret, where \( pk_i = g^{a_i} \) and \( sk_i = a_i \).
- Let \( pk = h = \prod_{i=1}^n (pk_i) = g^{\sum_{i=1}^n a_i} \) and \( sk = \sum_{i=1}^n (a_i) \). Then \( (pk, sk) \) pair serves as the public-secret key pair for \( \mathcal{E.L.} \). Note that the secret key \( sk \) for \( \mathcal{E.L.} \) is not known to anyone. However, the public key \( pk \) for \( \mathcal{E.L.} \) is publicly computable from \( pk_1, \ldots, pk_n \).

**Figure 1. Setup algorithm of our MPSI-CA**

**Set Intersection Cardinality** – This phase is executed between the parties \( P_i \) with the private input set \( X_i \) for \( i = 1, \ldots, n \), where \( |X_i| = v_i \) and \( X_1 = \{x_1, \ldots, x_{v_1}\} \). It consists of three algorithms MPSI-CA.request, MPSI-CA.response, and MPSI-CA.computation which we discuss below:

- **MPSI-CA.request**: For \( i = 2, \ldots, n \), the party \( P_i \)
(i) generates a Bloom filter $BF_{X_1}$;
(ii) encrypts each entries of $BF_{X_1}$ using the public key $pk$ to get $E_{pk}(BF_{X_1}) = (C_1^{(i)}, \ldots, C_m^{(i)})$, where $C^{(i)} = TEL.Enc_{pk}(BF_{X_1}[j]) = (g^{r_{ij}}, g^{BF_{X_1}[j]r_{ij}})$ and $r_{ij} \leftarrow Z_q$ for $j = 1, \ldots, m$;
(iii) sends $E_{pk}(BF_{X_1})$ to $P_1$.

We refer to FIGURE 2 for the interaction among the parties in MPSI-CA request.
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**FIGURE 2.** Interaction among parties in MPSI-CA request.

- **MPSI-CA.response:** The party $P_1$, on receiving $E_{pk}(BF_{X_1}) = (C_1^{(i)}, \ldots, C_m^{(i)})$ from each $P_i$ ($i = 2, \ldots, n$), executes the following steps for each $x_i \in X_1$ ($l = 1, \ldots, v_1$):
  (i) extracts the hash values $J = \{h_1(x_i), \ldots, h_k(x_i)\} \subset \{1, \ldots, m\}$;
  (ii) multiplies all $k(n-1)$ ciphertexts to get a resulting ciphertext
    $$
    C_l = \prod_{i=2}^n \prod_{l=1}^v (C^{(i)}_{h_l(x_i)}) = TEL.Enc_{pk}\left(\sum_{i=2}^n \sum_{l=1}^v BF_{X_1}[j] h^{l(1)}\right) = (\alpha_l, \beta_l)
    $$
    as $C^{(i)} = TEL.Enc_{pk}(BF_{X_1}[j]) = (g^{r_{ij}}, g^{BF_{X_1}[j]r_{ij}})$ and $TEL$ is additively homomorphic.

$P_1$ then broadcasts the resulting ciphertexts $\{C_1, \ldots, C_{v_1}\}$. Now for $i = 1, \ldots, n-1$, the party $P_{i+1}$ randomizes the set $CP^{(i)} = \{CT_1^{(i)}, \ldots, CT_{v_1}^{(i)}\}$ using a random permutation $\sigma_i$, keeps the permutation secret to itself and broadcasts the resulting set of ciphertexts $CP^{(i+1)} = \{CT_1^{(i+1)}, \ldots, CT_{v_1}^{(i+1)}\}$. Note that for $l = 1, \ldots, v_1$, $CT_1^{(i)} = C_l$ and for $i = 1, \ldots, n-1$, $CT_1^{(i+1)} = CT_1^{(i+1)} \cdot TEL.Enc(0, pk, \sigma_i^{(i)})$ with $\sigma_i^{(i)} \leftarrow Z_q$ and $l = 1, \ldots, v_1$. The interaction among the participants in MPSI-CA response is displayed in FIGURE 3.

- **MPSI-CA.computation:** At this stage, all of the parties $P_1, \ldots, P_n$ have the combined ciphertexts $\{CT_1^{(n)}, \ldots, CT_{v_1}^{(n)}\}$, where $CT_1^{(n)} = (\bar{\pi}_i, \bar{\delta}_l)$, $l = 1, \ldots, v_1$. For $i = 2, \ldots, n$, each $P_i$ computes $T_i = \{(\bar{\pi}_1)^{a_i}, \ldots, (\bar{\pi}_{v_1})^{a_i}\}$ using its secret
key \( a_i \) and sends \( \overline{T}_i \) to \( P_1 \). The party \( P_1 \) then chooses a count variable \( \text{card} \) and for \( l = 1, \ldots, v_1 \), proceeds as follows:

(i) evaluates \((\pi_l)^{a_1}\) utilizing its secret key \( a_1 \);

(ii) computes \( \overline{p}_l = \prod_{i=1}^{n} (\pi_i)^{a_i} \) using \{\( \overline{T}_1, \ldots, \overline{T}_n \)\} and \((\pi_l)^{a_1}\);

(iii) evaluates \( \overline{p}_l = \frac{n}{p_l} \) and determines that \( \text{CT}_l^{(n)} \) decrypts to 0 if \( \overline{p}_l = 1 \);

(iv) increases \( \text{card} \) by 1 if \( \overline{p}_l = 1 \).

Finally, the party \( P_1 \) outputs \( \text{card} \) as the cardinality of \( \bigcap_{i=1}^{n} X_i \). In MPSI-CA computation, the interaction among the parties is provided in FIGURE 4.

**Correctness of MPSI-CA**: Note that the set \{\( \text{CT}_1^{(n)}, \ldots, \text{CT}_{v_1}^{(n)} \)\} is the same as \{\( C_1, \ldots, C_{v_1} \)\}, in some order. We assume that \( x_\lambda \in X_1 \) is associated with \( \text{CT}_l^{(n)} \). Let \( x_\lambda \in \bigcap_{i=1}^{n} X_i \). Then \( x_\lambda \in X_i \) for all \( i = 1, \ldots, n \). In other words, \( x_\lambda \) passes the check step for each of the Bloom filter \( \text{BF}_{X_i} \) \( (i = 2, \ldots, n) \), i.e., \( \text{BF}_{X_i}[j] = 0 \) for all \( i = 2, \ldots, n \) and \( j \in J = \{h_1(x_\lambda), \ldots, h_k(x_\lambda)\} \). Thus, we have

\[
\text{CT}_l^{(n)} = (\overline{\pi}_l, \overline{p}_l) = \left( \sum_{j=1}^{k} \sum_{i \in J} r_{ij} + \sigma, \sum_{j=1}^{k} \sum_{i \in J} \text{BF}_{X_i}[j] \sum_{i=1}^{n} \sum_{j \in J} r_{ij} + \sigma \right)
\]
Multiparty private set intersection (MPSI).

In other words, similar to MPSI-CA, MPSI involves two phases: (I) Setup and (II) Set Intersection. The Setup is same as that of MPSI-CA while Set Intersection phase completes in 3 rounds and involves three algorithms: MPSI.request, MPSI.response, and MPSI.computation. We describe below these algorithms.

- **MPSI.request**: This algorithm is exactly the same as that of MPSI-CA.request.
- **MPSI.response**: On receiving $E_{pk}(BF_{X_i}) = (C^{(i)}_{1}, \ldots, C^{(i)}_{m})$ from each $P_i$ ($i = 2, \ldots, n$), the party $P_1$ does the following, for each $x_i \in X_i$ ($i = 1, \ldots, n$):
  (i) computes the hash values $J = \{h_1(x_i), \ldots, h_k(x_i)\} \subset \{1, \ldots, m\}$;
  (ii) extracts $C^{(i)}_{h_1(x_i)}, \ldots, C^{(i)}_{h_k(x_i)}$ from $E_{pk}(BF_{X_i})$ for $i = 2, \ldots, n$;
  (iii) multiplies all these $k(n - 1)$ ciphertexts to get a combined ciphertext

$$C_t = \prod_{i=2}^{n} \prod_{t=1}^{k} (C^{(i)}_{h_t(x_i)}) = T\mathcal{E}\mathcal{L}.\text{Enc}_{pk} \left( \sum_{i=2}^{n} \sum_{t=1}^{k} (BF_{X_i}[h_t(x_i)]) \right)$$

where $\sigma = \phi_2^{(l)} + \cdots + \phi_n^{(l)}\cdots\phi_2^{(l)}(\lambda))$.

Further, note that

$$\rho_l = \prod_{i=1}^{n} (\sigma_l)^{a_i} = \prod_{i=1}^{n} \left( \sum_{j=2}^{n} \sum_{j \in J} r_{ij} + \rho \right)^{a_i}$$

$$= g^\left( \sum_{j=2}^{n} \sum_{j \in J} r_{ij} + \rho \right) \sum_{i=1}^{n} a_i = \left( \sum_{i=1}^{n} a_i \right) \left( \sum_{i=2}^{n} \sum_{j \in J} r_{ij} + \rho \right)$$

and $\rho_l = \frac{\rho}{\rho_l} = g^0 = 1$. Therefore, $\mathcal{C}_t^{(n)}$ decrypts to 0 if $\rho_l = 1$, i.e., if $x_\lambda \notin \bigcap_{i=1}^{n} X_i$.

In other words, $\text{card}$ is increased by 1 if $x_\lambda \in \bigcap_{i=1}^{n} X_i$.

Let us consider $x_\lambda \in X_1$ is associated with $\mathcal{C}_t^{(n)}$ and $\mathcal{C}_t^{(n)}$ decrypts to 0. Then $BF_{X_i}, [j] = 0$ for all $i = 2, \ldots, n$ and $J = \{h_1(x_\lambda), \ldots, h_k(x_\lambda)\}$ by the construction of $\mathcal{C}_t^{(n)}$. In other words, $x_\lambda \in X_1$ passes the check step for each of the Bloom filter $BF_{X_i}$ ($i = 2, \ldots, n$). Therefore, $x_\lambda \in X_i$ for all $i = 2, \ldots, n$, except with negligible probability $\epsilon$. This implies that $x_\lambda \in \bigcap_{i=1}^{n} X_i$, except with negligible probability $\epsilon$. Hence, we can ensure that $x_\lambda \in \bigcap_{i=1}^{n} X_i$ if and only if $\mathcal{C}_t^{(n)}$ decrypts to 0, i.e., $\text{card}$ is the cardinality of $\bigcap_{i=1}^{n} X_i$, except with negligible probability $\epsilon$.
\[
= \left( \sum_{j \in J} r_{ij}, \sum_{j \in J} BF_{X_i}[j] \right) = (\alpha_l, \beta_l),
\]

as \( C_j^{(t)} = TEL.\text{Enc}_{pk}(BF_{X_i}[j]) = (g^{r_{ij}}, g^{BF_{X_i}[j]}) \) and \( TEL \) is additively homomorphic.

Finally, \( P_1 \) sends \( \{C_1, \ldots, C_{v_1}\} \) to all the other participants \( P_2, \ldots, P_n \). In MPSI.response, the interaction among the participants is displayed in FIGURE 5.

**MPSI.computation:** At this stage, all the participants \( P_1, \ldots, P_n \) have the combined ciphertexts \( \{C_1, \ldots, C_{v_1}\} \), where \( C_l = (\alpha_l, \beta_l), l = 1, \ldots, v_1 \). Now, they involve in \( TEL.\text{Dec} \) as follows in order to decrypt each of \( \{C_1, \ldots, C_{v_1}\} \) for \( P_1 \) who concludes with the intersection \( \bigcap_{i=1}^{n} X_i \):

(i) For \( i = 2, \ldots, n \), each \( P_i \) computes \( T_i = \{(\alpha_1)^{a_i}, \ldots, (\alpha_{v_1})^{a_i}\} \) using its secret key \( a_i \) and sends \( T_i \) to \( P_1 \).

(ii) The party \( P_1 \) then chooses an empty set \( W \) and executes the following steps for \( l = 1, \ldots, v_1 \):

(a) evaluates \( (\alpha_l)^{a_1} \) utilizing its secret key \( a_1 \);

(b) computes \( \rho_l = \prod_{i=1}^{n} (\alpha_l)^{a_i} \) using \( \{T_2, \ldots, T_n\} \) and \( (\alpha_l)^{a_l} \);

(c) evaluates \( \mu_l = \beta_l^{\rho_l} \) and determines that \( C_l \) decrypts to 0 if \( \mu_l = 1 \);

(d) inserts \( x_l \) in \( W \) if \( \mu_l = 1 \).

Finally, the party \( P_1 \) outputs \( W \) as \( \bigcap_{i=1}^{n} X_i \). We refer to FIGURE 6 for the interaction among the parties in MPSI.computation.

**Correctness of MPSI:** Let us assume that \( x_l \in \bigcap_{i=1}^{n} X_i \). Then \( x_l \in X_i \) for all \( i = 1, \ldots, n \). In other words, \( x_l \) passes the check step for each of the Bloom filter \( BF_{X_i} \) \( (i = 2, \ldots, n) \) i.e., \( BF_{X_i}[j] = 0 \) for all \( i = 2, \ldots, n \) and \( j \in J = \{h_1(x_l), \ldots, h_k(x_l)\} \).
Thus, we have
\[ C_l = (\alpha_l, \beta_l) = \left( \sum_{i=2}^{n} \sum_{j \in J} r_{ij}, \sum_{i=2}^{n} \sum_{j \in J} BF_{X_i[j]} \right) = \left( \sum_{i=2}^{n} \sum_{j \in J} r_{ij}, g^0 \sum_{i=2}^{n} \sum_{j \in J} r_{ij} \right). \]

Further, note that
\[ \rho_l = \prod_{t=1}^{n} (\alpha_t)^{a_t} = \prod_{t=1}^{n} \left( \sum_{i=2}^{n} \sum_{j \in J} r_{ij} \right)^{a_t} = g^{\sum_{t=1}^{n} \sum_{j \in J} r_{ij}} \]

and \( \mu_l = \frac{\beta_l}{\rho_l} = g^0 = 1. \) Therefore, \( C_l \) decrypts to 0 if \( \mu_l = 1 \) i.e., if \( x_{l} \in \bigcap_{i=1}^{n} X_i. \)

On the other hand, if \( C_l \) decrypts to 0 then \( BF_{X_i[j]} = 0 \) for all \( i = 2, \ldots, n \) and \( j \in J = \{h_1(x_i), \ldots, h_k(x_i)\} \) by the construction of \( C_l. \) In other words, \( x_{l} \in X_i \) passes the check step for each of the Bloom filter \( BF_{X_i} \) \( (i = 2, \ldots, n). \) Therefore, \( x_{l} \in X_i \) for all \( i = 2, \ldots, n \) except with negligible probability \( \epsilon. \) This implies that \( x_{l} \in \bigcap_{i=1}^{n} X_i \) except with negligible probability \( \epsilon. \) Hence, we can ensure that \( x_{l} \in \bigcap_{i=1}^{n} X_i \) if and only if \( C_l \) decrypts to 0 i.e., the set \( W \) is \( \bigcap_{i=1}^{n} X_i \) except with negligible probability \( \epsilon. \)

4. Security analysis

**Theorem 4.1.** If the encryption schemes \( E \mathcal{L} \) and \( T \mathcal{L} \) are semantically secure and the associated permutations are random, then our proposed MPSI-CA presented in Section 3.1 is a secure computation protocol in standard model against semi-honest adversaries except with negligible probability \( \epsilon, \) where \( \epsilon \) is the false positive rate of the Bloom filter.

**Proof.** We prove the security of the MPSI-CA by considering two cases:

- Case I: a strict subset \( I_1 \) of \( \{P_1, \ldots, P_n\} \) is corrupted, and \( P_1 \in I_1. \)
- Case II: a strict subset \( I_2 \) of \( \{P_1, \ldots, P_n\} \) is corrupted, and \( P_1 \notin I_2. \)
In each of the cases, we will show that a simulator $\text{SIM}$ can be constructed who simulates the MPSI-CA protocol, the simulator having access to the corrupted party’s input and output such that the simulated view is computationally indistinguishable from the real world view. Here, the view of an entity consists of input message of the entity, the outcome of the entity’s internal coin tosses and the messages received by the entity during the protocol execution.

**Case I** (a subset $I_1$ of $\{P_1, \ldots, P_n\}$ is corrupted, and $P_1 \in I_1$). Let the simulator $\text{SIM}$ be given access to the corrupted parties’ input sets $\{X_i\}_{i \in I_1}$ and output $|\bigcap_{i=1}^n X_i|$. Then $\text{SIM}$ does the following:

- generates $(pk, sk) \leftarrow \mathcal{T}\mathcal{E}\mathcal{L}.\text{KGen}(1^n)$ and uniformly chooses its random coins $R$;
- plays the role of the honest parties’ by choosing random sets $\{\tilde{X}_i\}_{i \notin I_1}$ with $|\tilde{X}_i| = v_i$, constructing Bloom filters $\{\text{BF}_{\tilde{X}_i}\}_{i \notin I_1}$, and encrypting $\{\text{BF}_{\tilde{X}_i}\}_{i \notin I_1}$ using $pk$ to get $\{E_{pk}(\text{BF}_{\tilde{X}_i})\}_{i \notin I_1}$;
- generates $\text{card} = |\bigcap_{i=1}^n X_i|$ many ciphertexts $\{\tilde{C}_1, \ldots, \tilde{C}_{\text{card}}\}$ of the form $\mathcal{T}\mathcal{E}\mathcal{L}.\text{Enc}_{pk}(0)$ and $v_i - \text{card}$ many ciphertexts $\{\tilde{C}_{\text{card}+1}, \ldots, \tilde{C}_{v_i}\}$ of the form $\mathcal{T}\mathcal{E}\mathcal{L}.\text{Enc}_{pk}(r_i)$, where $r_i$ is uniformly chosen from $\mathbb{Z}_q$. Shuffles the set $\varsigma = \{\tilde{C}_1, \ldots, \tilde{C}_{v_i}\}$ using a random permutation $\phi$ over $\{1, \ldots, v_i\}$ in order to get $\chi = \{\tilde{C}_1, \ldots, \tilde{C}_{v_i}\}$, where $\tilde{C}_l = \tilde{C}_{\phi^{-1}(l)} \cdot \mathcal{T}\mathcal{E}\mathcal{L}.\text{Enc}(0, pk, \text{par}, \sigma_l^{(i)})$ with $\sigma_l^{(i)} \leftarrow \mathbb{Z}_q$ for $l = 1, \ldots, v_1$. Let us consider $\xi$ as the collection of $\{\tilde{r}_1, \ldots, \tilde{r}_{v_1}\}$, where $\tilde{r}_i$ is 0 for $l = \phi(1), \ldots, \phi(\text{card})$ and $\tilde{r}_i \in \mathbb{Z}_q$ for $l = \phi(\text{card} + 1), \ldots, \phi(v_1)$;
- invokes the simulator $\text{SIM}_1^{\text{Dec}}$ that simulates the view of corrupted parties including $P_1$ in $\mathcal{T}\mathcal{E}\mathcal{L}.\text{Dec}$ as $(\chi; \xi)$;
- outputs the simulated view as $(\{X_i\}_{i \in I_1}; R; \{E_{pk}(\text{BF}_{\tilde{X}_i})\}_{i \notin I_1}, \Gamma, \text{SIM}_1^{\text{Dec}}(\chi; \xi))$, where $\Gamma$ is the collection of $|n - I_1|$ many permuted form of $\varsigma$ and $\chi \notin \Gamma$ if $P_n$ is not corrupted, otherwise $\chi \notin \Gamma$.

The view in the real protocol execution consists of the input sets $\{X_i\}_{i \in I_1}$, the random coins $\overline{R}$, the ciphertexts $\{E_{pk}(\text{BF}_{X_i})\}_{i \notin I_1}$, $\{C_P^{(i)}\}_{i \notin I_1}$, and the messages in $\mathcal{T}\mathcal{E}\mathcal{L}.\text{Dec}$. In the simulated view, the input sets $\{X_i\}_{i \in I_1}$ are the same as the view in the real execution, and the outcome of the internal random coins $\overline{R}$ is uniformly random, thus the distribution is the same as in the real execution. Since the threshold encryption scheme $\mathcal{T}\mathcal{E}\mathcal{L}$ is semantically secure, $(\{E_{pk}(\text{BF}_{X_i})\}_{i \notin I_1}, \{C_P^{(i)}\}_{i \notin I_1})$ and $(\{E_{pk}(\text{BF}_{\tilde{X}_i})\}_{i \notin I_1}, \Gamma)$ are indistinguishable. Moreover, the distribution of the view $(\chi; \xi)$ produced by $\text{SIM}_1^{\text{Dec}}$ should be indistinguishible from the view in the real execution of $\mathcal{T}\mathcal{E}\mathcal{L}.\text{Dec}$ by the semantic security of $\mathcal{T}\mathcal{E}\mathcal{L}$. As a consequence, the simulated view is indistinguishable from the real view.

**Case II** (a subset $I_2$ of $\{P_1, \ldots, P_n\}$ is corrupted, and $P_1 \in I_2$). Let the simulator $\text{SIM}$ be given access to the corrupted parties’ input sets $\{X_i\}_{i \in I_2}$ and output $\perp$. The simulator $\text{SIM}$ then proceeds as follows:

- generates key pair $(pk, sk) \leftarrow \mathcal{T}\mathcal{E}\mathcal{L}.\text{KGen}(1^n)$ and uniformly chooses its random coins $R'$;
- chooses random sets $\{\tilde{X}_i\}_{i \notin I_2}$ with $|\tilde{X}_i| = v_i$, constructs Bloom filters $\{\text{BF}_{\tilde{X}_i}\}_{i \notin I_2}$ and encrypts $\{\text{BF}_{\tilde{X}_i}\}_{i \notin I_2}$ using $pk$ as $\{E_{pk}(\text{BF}_{\tilde{X}_i})\}_{i \notin I_2}$ in order to play the role of the honest parties;
- generates $n - |I_2|$ many set of $v_i$ random ciphertexts as $\chi^{(i)} = \{\tilde{C}_1^{(i)}, \ldots, \tilde{C}_{v_i}^{(i)}\}$ for $i \notin I_2$;
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• invokes the simulator $SILM_{2}^{\text{Dec}}$ that simulates the view of corrupted parties excluding $P_1$ in the threshold decryption $TEL.\text{Dec}$ as $(\chi^{(1)}; \bot)$, where $\chi^{(1)} = \chi^{(0)}$ if $P_n$ is not corrupted;
• outputs the simulated view as $\{\{X_i\}_{i \in I_2}; R'; \{E_{pk}(BF_{\tilde{X}_i}), \chi^{(0)}\}_{i \notin I_2}, SILM_{2}^{\text{Dec}}(\chi^{(1)}; \bot)\}$.

The view in the real protocol execution contains the input sets $\{X_i\}_{i \in I_2}$, the random coins $R$, the sets of ciphertexts $\{CP^{(i)}\}_{i \notin I_2}$ and the messages in $TEL.\text{Dec}$. In the simulated view, the input sets $\{X_i\}_{i \in I_2}$ and internal random coins $R$ are indistinguishable form the counter parts in the view of the real execution. Since the threshold encryption scheme $TEL$ is semantically secure, $\{CP^{(i)}\}_{i \notin I_2}$ and $\{\chi^{(0)}\}_{i \notin I_2}$ are indistinguishable. Consequently, the distribution of the view $(\chi^{(1)}; \bot)$ produced by $SILM_{2}^{\text{Dec}}$ is indistinguishable from the view in a real execution of $TEL.\text{Dec}$. Hence, the simulated view is indistinguishable from the real world view. $\Box$

**Theorem 4.2.** If the encryption schemes $EL$ and $TEL$ are semantically secure, then our proposed MPSI presented in Section 3.2 is a secure computation protocol in the standard model against semi-honest adversaries except with negligible probability $\epsilon$, where $\epsilon$ is the false positive rate of Bloom filter.

**Proof.** In order to prove the security of the MPSI, we consider the following two cases:

• Case I: a strict subset $I_1$ of $\{P_1, \ldots, P_n\}$ is corrupted, and $P_1 \in I_1$.
• Case II: a strict subset $I_2$ of $\{P_1, \ldots, P_n\}$ is corrupted, and $P_1 \notin I_2$.

In each of the cases, we will construct a simulator $SILM$ who simulates the MPSI protocol, and the simulator is given access to the corrupted party’s input and output such that the simulated view is computationally indistinguishable from the real world view. Here, the view of an entity consists of input message of the entity, the outcome of the entity’s internal coin tosses and the messages received by the entity during the protocol execution.

**Case I** (a subset $I_1$ of $\{P_1, \ldots, P_n\}$ is corrupted, and $P_1 \in I_1$). Let the simulator $SILM$ be given access to the corrupted parties’ input sets $\{X_i\}_{i \in I_1}$ and output $\bigcap_{i=1}^{n} X_i$. Then $SILM$ does the following:

• generates $(pk, sk) \leftarrow TEL.KGen(1^n)$ and uniformly chooses its random coins $R$;
• plays the role of the honest parties by choosing random sets $\{\tilde{X}_i\}_{i \notin I_1}$ with $|\tilde{X}_i| = v_i$, constructing Bloom filters $\{BF_{\tilde{X}_i}\}_{i \notin I_1}$ and encrypting $\{BF_{\tilde{X}_i}\}_{i \notin I_1}$ using $pk$ to get $\{E_{pk}(BF_{\tilde{X}_i})\}_{i \notin I_1}$;
• generates the ciphertext $\tilde{C}_i$ of the form $TEL.Enc_{pk}(0)$ for each $x_i \in \bigcap_{i=1}^{n} X_i$ and the ciphertext $\{\tilde{C}_i\}$ of the form $TEL.Enc_{pk}(r_i)$ for each $x_i \notin \bigcap_{i=1}^{n} X_i$, where $r_i$ is uniformly chosen from $\mathbb{Z}_q$ and $X_i = \{x_1, \ldots, x_n\}$. Let us consider $\chi = \{\tilde{C}_1, \ldots, \tilde{C}_n\}$ and $\xi$ as the collection of $\{r_1, \ldots, r_n\}$, where $r_i$ is set as $0$ if $x_i \in \bigcap_{i=1}^{n} X_i$, otherwise $r_i \in \mathbb{Z}_q$;
• invokes the simulator $SILM_{1}^{\text{Dec}}$ that simulates the view of corrupted parties including $P_1$ in $TEL.\text{Dec}$ as $(\chi; \xi)$;
• outputs the simulated view as $\{\{X_i\}_{i \in I_1}; R; \{E_{pk}(BF_{\tilde{X}_i})\}_{i \notin I_1}, SILM_{1}^{\text{Dec}}(\chi; \xi)\}$.

The view in the real protocol execution consists of the input sets $\{X_i\}_{i \in I_1}$, the random coins $R$, the ciphertexts $\{E_{pk}(BF_{\tilde{X}_i})\}_{i \notin I_1}$, and the messages in $TEL.\text{Dec}$. 
In the simulated view, the input sets \( \{X_i\}_{i \in I_1} \) are the same as the view in the real execution, the outcome of the internal random coins \( \hat{R} \) is uniformly random, thus the distribution is the same as in the real execution. Since the threshold encryption scheme \( TEL \) is semantically secure, \( \{E_{pk}(BF_{X_i})\}_{i \in I_1} \) and \( \{E_{pk}(BF_{\tilde{X}_i})\}_{i \in I_1} \) are indistinguishable. Moreover, the distribution of the view \((\chi; \xi)\) produced by \( SIM_{1^{\text{Dec}}} \) should be indistinguishable from the view in the real execution of \( TEL_{\text{Dec}} \) by the semantic security of \( TEL \). As a consequence, the simulated view is indistinguishable from the real view.

Case II (a subset \( I_2 \) of \( \{P_1, \ldots, P_n\} \) is corrupted, and \( P_1 \notin I_2 \)). Let the simulator \( SIM \) be given access to the corrupted parties’ input sets \( \{X_i\}_{i \in I_2} \) and output \( \bot \). The simulator \( SIM \) then proceeds as follows:

- generates key pair \((pk, sk) \leftarrow TEL_{\text{KGen}}(1^n)\) and uniformly chooses its random coins \( R' \);
- chooses random sets \( \{\tilde{X}_i\}_{i \notin I_2} \) with \( |\tilde{X}_i| = v_i \), constructs Bloom filters \( \{BF_{\tilde{X}_i}\}_{i \notin I_2} \) and encrypts \( \{BF_{\tilde{X}_i}\}_{i \notin I_2} \) using \( pk \) as \( \{E_{pk}(BF_{\tilde{X}_i})\}_{i \notin I_2} \) in order to play the role of the honest parties;
- generates \( v_i \) random ciphertexts as \( \chi = \{\tilde{C}_1, \ldots, \tilde{C}_{v_i}\} \);
- invokes the simulator \( SIM_{2^{\text{Dec}}} \) that simulates the view of corrupted parties excluding \( P_1 \) in threshold decryption \( TEL_{\text{Dec}} \) as \((\chi; \bot)\);
- outputs the simulated view as \( \{\{X_i\}_{i \in I_2}; R'; \chi; SIM_{2^{\text{Dec}}}((\chi; \bot))\} \).

The view in the real protocol execution contains the input sets \( \{X_i\}_{i \in I_2} \), the random coins \( \hat{R} \), the ciphertexts \( \{C_1, \ldots, C_{v_i}\} \), and the messages in \( TEL_{\text{Dec}} \). In the simulated view, the input sets \( \{X_i\}_{i \in I_2} \) and internal random coins \( \hat{R} \) are indistinguishable form the counter parts in the view of the real execution. Since the threshold encryption scheme \( TEL \) is semantically secure, \( \{C_1, \ldots, C_{v_i}\} \) and \( \chi = \{\tilde{C}_1, \ldots, \tilde{C}_{v_i}\} \) are indistinguishable. Consequently, the distribution of the view \((\chi; \bot)\) produced by \( SIM_{2^{\text{Dec}}} \) is indistinguishable from the view in a real execution of \( TEL_{\text{Dec}} \). Hence, the simulated view is indistinguishable from the real world view.

Remark 2. Both the schemes MPSI and MPSI-CA are secure in the semi-honest environment. However, both the schemes can be proven to be secure when the designated party \( P_1 \) is semi-honest and the remaining participants \( P_2, \ldots, P_n \) are malicious by employing zero-knowledge proofs for discrete logarithm [6] and zero-knowledge argument for shuffle [33].

5. Efficiency

The computation cost of our constructions is measured by counting the number of modular exponentiations (Exp), hash function evaluations (Hash) and modular inversions (Inv). On the other hand, the number of group elements transmitted publicly by an user incurs communication overhead. We refer to TABLE 1 for the complexity of our protocols. Note that, our MPSI does not use any kind of broadcast channel in contrast to our MPSI-CA. In TABLE 2 and TABLE 3, we give a comparative summary of our constructions with the most efficient existing protocols.
Table 1. Complexity of MPSI and MPSI-CA

| MPSI-CA   | Exp | GE | Hash | Inv |
|-----------|-----|----|------|-----|
| $P^1_{\mathbb{G}}$ | $v_1$ | $2v_1$ | $kv_1$ | $v_1$ |
| $P^i_{\mathbb{G}}$, $i \neq 1$ | $2m + 3v_1$ | $2m + 3v_1$ | $kv_1$ |  |

$P^i_{\mathbb{G}}$, $i \neq 1$ | $2m + v_1$ | $2m + v_1$ | $kv_1$ | $v_1$ |

$v_1$ = set size of $P^i$, $m = \lceil \frac{\nu_{\text{max}}}{\nu_1} \rceil$ = optimal size of Bloom filter, $\nu_{\text{max}}$ = maximum of $\{v_1, \ldots, v_n\}$

Table 2. Comparative summary of MPSI protocols

| Protocol | Adv. model | Security assumption | Comm. | Comp. | Based on |
|----------|------------|---------------------|-------|-------|----------|
| [19] Mal | AHE | $O(n^2\nu_{\text{max}})$ | $O(n^2 \log \nu_{\text{max}})$ | OPE | |
| [12] Mal | DCR | $O((\nu_{\text{max}} + 10\nu_{\text{max}} \log \nu_{\text{max}}))$ | $O(n^2 \log \nu_{\text{max}})$ | MP | |
| [10] Mal | AHE | $O(\nu_{\text{max}})$ | $O(n^2 \log \nu_{\text{max}})$ | OPE | |
| [1] Mal | DCR | $O(n^2 \log \nu_{\text{max}})$ | $O(\log \nu_{\text{max}})$ | OPE | |
| [9] Mal | SD | $O(\nu_{\text{max}})$ | $O(n^2 \log \nu_{\text{max}})$ | OPE | |
| [10] SH | DDH | $O(\nu_{\text{max}})$ | $D : O(\nu_{\text{max}})$ | OPE | |
| Sch. 1 [39] | SH | DDH | $O(\nu_{\text{max}})$ | $D : O(\nu_{\text{max}})$ | OPE | |
| Sch. 2 [39] | Mal | DDH | $O(n^2 + \nu_{\text{max}} + n \nu_{\text{max}} \log \nu_{\text{max}})$ | $D : O(n^2 \log \nu_{\text{max}})$ | OPE | |

OPE = Oblivious Polynomial Evaluation, MP = Multivariate Polynomials, BF = Bloom Filter, SD = Subgroup Decision, BG = Bilinear Group, Mal = Malicious, AHE = Additively Homomorphic Encryption, DDH = Decisional Diffie-Hellman, DCR = Decisional Quadratic Residuosity, SH = Semi-honest.

Table 3. Comparative summary of MPSI-CA protocols

| Protocol | Adv. model | Security assumption | Comm. | Comp. | Based on |
|----------|------------|---------------------|-------|-------|----------|
| [46] SH | AHE | $O(n^2 \nu_{\text{max}})$ | $O(n^2 \nu_{\text{max}})$ | OPE | |
| Our | SH | DDH | $O(\nu_{\text{max}})$ | $D : O(\nu_{\text{max}})$ | OPE | |

OPE = Oblivious Polynomial Evaluation, BF = Bloom Filter, SH = Semi-honest, AHE = Additively Homomorphic Encryption, DDH = Decisional Diffie-Hellman, D = designated party, $P_i$ = participants other than designated party, $n$ = number of participants, $v_1$ = set size of the designated party, $\nu_{\text{max}}$ = maximum set size.

6. Conclusion

In this paper, we have constructed an MPSI-CA protocol employing a Bloom filter in semi-honest environment without random oracles. Its communication and computation overheads are linear in the input set sizes. Our MPSI-CA is more efficient than the only other existing MPSI-CA of [46]. We then extended our MPSI-CA to MPSI retaining all its security attributes. In contrast to the existing MPSI protocols, the computation complexity of each party in our construction does not depend upon the total number of participants. However, our MPSI is less efficient than that of [47] in terms of set sizes.
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APPENDIX A

A1. Security Model. The basic security requirements of any multiparty protocol are the following:

(a) Correctness. At the end of the protocol, an honest party should receive the correct output.

(b) Privacy. After completion of the protocol, no party should learn more than its prescribed output.

(c) Fairness. A dishonest party receives its output if and only if the honest party also receives its output.

Security Model for Semi-honest Adversary [34]: A two-party protocol, $\Pi$ is a random process that computes a function $f$ from a pair of inputs (one per party) to a pair of outputs, i.e.,

$$f = (f_1, f_2) : \{0, 1\}^* \times \{0, 1\}^* \rightarrow \{0, 1\}^* \times \{0, 1\}^*.$$  

Let $x, y \in \{0, 1\}^*$ be the inputs of parties $P_1, P_2$, respectively. Then the outputs of the parties $P_1, P_2$ are $f_1(x, y), f_2(x, y)$ respectively. A protocol $\Pi$ is said to be secure in a semi-honest model if whatever can be computed by a party after participating in the protocol, it could obtain from its input and output only. This is formalized using the simulation paradigm. At the input pair $(x, y)$, the view of the party $P_i$ during an execution of $\Pi$ is denoted by $\text{View}_i^\Pi(x, y) = (w; r^{(i)}; m^{(i)}_1, \ldots, m^{(i)}_t)$, where $w \in \{x, y\}$ represents the input of the party $P_i$, $r^{(i)}$ is the outcome of $P_i$’s internal coin tosses, and $m^{(j)}_i (j = 1, 2, \ldots, t)$ represents the $j$-th message which has received by $P_i$ during the execution of $\Pi$.

Definition A.1. Let $f = (f_1, f_2)$ be a deterministic function. Then we say that the protocol $\Pi$ securely computes $f$ if there exists probabilistic polynomial-time adversaries, denoted by $S_1$ and $S_2$, controlling $P_1$ and $P_2$, respectively, such that

$$\{S_1(x, f_1(x, y))\}_{x, y \in \{0, 1\}^*} \equiv^c \text{View}_1^\Pi(x, y)_{x, y \in \{0, 1\}^*},$$
$$\{S_2(y, f_2(x, y))\}_{x, y \in \{0, 1\}^*} \equiv^c \text{View}_2^\Pi(x, y)_{x, y \in \{0, 1\}^*}.$$  

In the case of a multiparty setting, the associated functionality is

$$f = (f_1, \ldots, f_n) : \{0, 1\}^* \times \cdots \times \{0, 1\}^* \rightarrow \{0, 1\}^* \times \cdots \times \{0, 1\}^*.$$  

Let $X_i \in \{0, 1\}^*$ be the input of party $P_i$, for $i = 1, \ldots, n$. Then the output of the party $P_i$ is $f_i(X_1, \ldots, X_n)$ for $i = 1, \ldots, n$. Let the adversary $A$ corrupt $\{P_i : i \in I \subset \{1, \ldots, n\}\}$, a proper subset of $\{P_1, \ldots, P_n\}$. Then, similar to the two-party protocol, we say that the multiparty protocol is secure if $A$’s view in the real world is indistinguishable from the simulated view. Here, the view of $A$ is defined as $(W; r; M)$, $W = \{X_i : i \in I\}$, $r$ is the collection of the outcome of $P_i$’s internal coin tosses for $i \in I$ and $M$ is the collection of messages which has been received by $\{P_i : i \in I\}$ during the protocol execution.

A2. Toy Example. Toy example for MPSI: Let there be three participants $P_1, P_2, P_3$ with respective private sets $X_1 = \{alice, bob, thomas\}$, $X_2 = \{bob, harry, alice\}$, $X_3 = \{jack, alice, thomas, bob\}$ and $G = <2> = \{1, 2, 3, 4, 6, 8, 9, 12, 13, 16, 18\}$ be the subgroup of $Z_{23}$ of order 11, i.e., $p = 23$ and $q = 11$. Also let the secret keys of $P_1, P_2, P_3$ be $2, 3, 2$, respectively, and $H_{\text{Bloom}} = \{h_1, h_2\}$, i.e., $k = 2$.  
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Then the public key for threshold ElGamal is \((2^{2+3+2} \mod 23) = 13\) and optimal 
\(m = k v_{\max} \ln 2 = 16\) since \(v_{\max} = 4\). Let us assume that
\[ h_1(\text{alice}) = 4, h_1(\text{bob}) = 2, h_1(\text{thomas}) = 14, h_1(\text{harry}) = 14, h_1(\text{jack}) = 1, \]
\[ h_2(\text{alice}) = 11, h_2(\text{bob}) = 4, h_2(\text{thomas}) = 7, h_2(\text{harry}) = 2, h_2(\text{jack}) = 6. \]

Then the steps of MPSI are described below:

\begin{itemize}
  \item MPSI request:
    \begin{enumerate}
      \item \(P_2\) computes \(BF_{X_2} = 1010111111011011\) and sends \(E(BF_{X_2}) = \{E(1), E(0), E(1), E(0), E(1), E(1), E(0), E(1), E(1), E(0), E(1), E(1), E(0), E(1), E(1), E(0), E(1), E(1)\} = \{C_1^{(2)}, \ldots, C_{10}^{(2)}\}\) to \(P_1\), where \(E\) is the encryption function.
      \item \(P_3\) computes \(BF_{X_3} = 0010100011101101\) and sends \(E(BF_{X_3}) = \{E(0), E(0), E(1), E(0), E(1), E(1), E(0), E(1), E(1), E(0), E(1), E(1), E(0), E(1), E(1)\} = \{C_1^{(3)}, \ldots, C_{10}^{(3)}\}\) to \(P_1\).
    \end{enumerate}

\item MPSI response: \(P_1\) does the following:
  \begin{enumerate}
    \item for \(x_1 = \text{alice}\), computes \(h_1(\text{alice}) = 4, h_2(\text{alice}) = 11\) and derives \(C_1 = C^{(2)}_4 C^{(2)}_2 C^{(3)}_3 \equiv (E(0)E(0))E(0)(E(0)E(0)) = (2^{2+3+2}13^{2+3+2})\).
    \item for \(x_2 = \text{bob}\), computes \(h_1(\text{bob}) = 2, h_2(\text{bob}) = 4\) and derives \(C_2 = C^{(2)}_2 C^{(2)}_4 C^{(3)}_4 \equiv (E(0)E(0))E(0)(E(0)E(0)) = (2^{2+3+2}13^{2+3+2})\).
    \item for \(x_3 = \text{thomas}\), computes \(h_1(\text{thomas}) = 14, h_2(\text{thomas}) = 7\) and derives \(C_3 = C^{(2)}_7 C^{(2)}_4 C^{(3)}_5 \equiv (E(0)E(0))E(0)(E(0)E(0)) = (2^{2+3+2}13^{2+3+2})\).
  \end{enumerate}

Finally, \(P_1\) sends \((2^{2+3+2}, 2^{2+3+2}, 2^{2+3+2})\) and \((2^{2+3+2}, 2^{2+3+2}, 2^{2+3+2})\) to both \(P_2\) and \(P_3\).

\item MPSI computation: The party \(P_2\) computes \((2^{2+3+2}, 2^{2+3+2}, 2^{2+3+2})\) using its secret 3 and sends this to \(P_1\). The party \(P_3\) computes \((2^{2+3+2}, 2^{2+3+2}, 2^{2+3+2})\) using its secret 2 and sends this to \(P_1\). The party \(P_1\) also computes \((2^{2+3+2}, 2^{2+3+2}, 2^{2+3+2})\) using secret 2 and does the following:
  \begin{enumerate}
    \item evaluates \(\rho_1 = (2^{2+3+2})^{2+3+2} = (2^{7})^{7} = 13^{7}\), \(\rho_2 = (2^{2+3+2})^{2+3+2} = (2^{7})^{7} = 13^{7}\), and \(\rho_3 = (2^{2+3+2})^{2+3+2} = (2^{7})^{7} = 13^{7}\);
    \item computes \(\mu_1 = \frac{2^{2+3+2}}{13^{7}} = 1, \mu_2 = \frac{2^{2+3+2}}{13^{7}} = 1\) and \(\mu_3 = \frac{2^{2+3+2}}{13^{7}} = 2\);
    \item outputs \(\{x_1, x_2\} = \{\text{alice}, \text{bob}\}\) as the intersection \(\bigcap_{i=1}^{3}V_i\).
  \end{enumerate}

Toy example for MPSI-CA: Choose the same parameters as for MPSI.

\begin{itemize}
  \item MPSI request: It is similar to MPSI.
  \item MPSI response: It is similar to MPSI up to the computation of \(S_1 = \{(2^{2+3+2}, 2^{2+3+2}, 2^{2+3+2}, 2^{2+3+2}, 2^{2+3+2})\}\). Then \(P_2\) does the following:
  \begin{enumerate}
    \item randomly chooses 3 ciphertexts of the form \(E(0)\), say \(A_1 = \{(2^{2+3+2}, 2^{2+3+2}, 2^{2+3+2}), (2^{2+3+2}, 2^{2+3+2}), (2^{2+3+2}, 2^{2+3+2})\}\);
    \item multiplies the \(i\)-th ciphertext of \(S_1\) with the \(i\)-th ciphertext of \(A_1\) for \(i = 1, 2, 3\) to get \(A_2 = \{(2^{2+3+2}, 2^{2+3+2}, 2^{2+3+2}), (2^{2+3+2}, 2^{2+3+2}, 2^{2+3+2}), (2^{2+3+2}, 2^{2+3+2})\}\);
    \item permutes the elements of \(A_2\). Let the permuted version of \(A_2\) be \(A_3 = \{(2^{2+3+2}, 2^{2+3+2}, 2^{2+3+2}), (2^{2+3+2}, 2^{2+3+2}, 2^{2+3+2})\}\);
  \end{enumerate}
\end{itemize}
4. broadcasts $A_3$.

Then $P_2$ does the following:
1. randomly chooses 3 ciphertexts of the form $E(0)$, say $B_1 = \{(2^0, 2^013^3), (2^0, 2^013^3), (2^0, 2^013^3)\}$;
2. multiplies the $i$-th ciphertext of $A_3$ with the $i$-th ciphertext of $B_1$ for $i = 1, 2, 3$ to get $B_2 = \{(2^0+\sigma_1+3, 2^013^3+\sigma_2+3), (2^0+\sigma_1+3, 2^013^3+\sigma_2+3), (2^0+\sigma_1+3, 2^013^3+\sigma_2+3)\}$;
3. permutes the elements of $B_2$. Let the permuted version of $B_2$ be $B_3 = \{(2^0+\sigma_1+3, 2^013^3+\sigma_2+3), (2^0+\sigma_1+3, 2^013^3+\sigma_2+3), (2^0+\sigma_1+3, 2^013^3+\sigma_2+3)\}$;
4. broadcasts $B_3$.

MPSI-CA.computation: Let $r_3 + \sigma_3 + \delta_3 = \gamma_1, r_2 + \sigma_2 + \delta_1 = \gamma_1$ and $r_1 + \sigma_1 + \delta_2 = \gamma_3$. Then $B_3 = \{(2^013^7), (2^013^7), (2^013^7)\}$. The party $P_2$ computes $\{(2^13^7), (2^13^7), (2^13^7)\}$ using its secret 3 and sends this to $P_1$. The party $P_3$ computes $\{(2^23^7), (2^23^7), (2^23^7)\}$ using its secret 2 and sends this to $P_1$. The party $P_1$ also computes $\{(2^23^7), (2^23^7), (2^23^7)\}$ using secret 2 and does the following:
1. evaluates $\bar{p}_1 = (2^13^7)2+3+2 = (2^13^7) = 13^7, \bar{p}_2 = (2^23^7)2+3+2 = (2^23^7) = 13^7, \bar{p}_3 = (2^23^7)2+3+2 = (2^23^7) = 13^7$;
2. computes $\bar{p}_1 = 2^3_313^3 = 2, \bar{p}_2 = 2^3_313^3 = 1$ and $\bar{p}_3 = 2^3_313^3 = 1$;
3. outputs 2 as the cardinality of the the intersection $\cap_{i=1}^3 X_i$ since there are only two $\bar{p}$’s with 1 value.
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