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Abstract—The wireless network communication mode represented by the Internet of vehicles (IoV) has been widely used. However, due to the limitations of traditional network architecture, resource scheduling in wireless network environment is still facing great challenges. This paper focuses on the allocation of bandwidth resources in the virtual network environment. This paper proposes a bandwidth aware multi domain virtual network embedding algorithm (BA-VNE). The algorithm is mainly aimed at the problem that users need a lot of bandwidth in wireless communication mode, and solves the problem of bandwidth resource allocation from the perspective of virtual network embedding (VNE). In order to improve the performance of the algorithm, we introduce particle swarm optimization (PSO) algorithm to optimize the performance of the algorithm. In order to verify the effectiveness of the algorithm, we have carried out simulation experiments from link bandwidth, mapping cost and virtual network request (VNR) acceptance rate. The final results show that the proposed algorithm is better than other representative algorithms in the above indicators.

Index Terms—Wireless Network Communication, Bandwidth Requirement, Virtual Network Embedding, BA-VNE Algorithm.

I. INTRODUCTION

With the continuous development and improvement of network technology and infrastructure, the communication mode between terminals gradually changes from wired communication to wireless network communication [1]–[7]. In the context of building a smart city, this transformation is particularly important. Wireless communication can overcome many inconveniences and defects of wired communication. For example, in the field of IoV, signal indication and resource allocation instructions are transmitted in the form of wireless signals. In the environment of IoV, the self driving vehicle needs to obtain road information and other environmental information independently. This requires all kinds of network infrastructure (satellite, server, signal station, etc.) to provide network resources for vehicles in time to ensure their normal operation [8]–[10]. The transmission of these network resources needs a lot of bandwidth as a guarantee. Using wireless network communication to schedule network resources is the task of wireless communication [11], [12]. Considering the limitation of traditional network architecture in resource scheduling, it is necessary to design a reliable scheme of resource scheduling using wireless communication mode in virtual network environment [13]–[15]. Radio network resource management faces severe challenges, including storage, spectrum, computing resource allocation, and joint allocation of multiple resources [16], [17]. With the rapid development of communication networks, the integrated space-ground network has also become a key research object [18].

In recent years, the emerging network virtualization (NV) can effectively make up for the shortcomings of existing networks and VNE is one of the key issues in NV research [19], [20]. Multi domain VNE is the focus of this field. According to the different needs of developers and the different goals of interests, the mapping goals will be different. There are mainly mappings with the minimum resource cost, the shortest time delay, the largest bandwidth, load balancing mapping and the largest revenue [21].

The application of IoV shows the necessity and importance of using wireless network communication to realize network resource scheduling. In IoV environment, the driver-less vehicles may require the support of a large number of network resources. Its application scenario is shown in the Fig. 1. For example, the car needs to know the road conditions in advance, judge the distance from other vehicles and perceive the change of indicator light. The acquisition of these information happens over the network and the network bandwidth resources play a great role in the transmission of these information. In a short time, there may be a large number of driver-less vehicles on the road, who need to obtain road information simultaneously. This situation requires that the wireless network must be robust enough to transmit enough resource scheduling information. This kind of instantaneous and large amount of network resource demand will bring huge pressure to the underlying network infrastructure [22], [23].

For IoV and other services with high bandwidth require-
ments, it is of great significance to study the bandwidth index in multi domain VNE. How to realize the resource scheduling of VNR in wireless communication environment is an urgent problem. With the blowout growth of network end-users, the network scale has increased dramatically. So the substrate network also becomes more and more complex. The VNE problem on a single domain cannot meet the needs of modern business more and more. A good solution to this problem is to transform the single-domain VNE problem into the multi-domain VNE problem. BA-VNE algorithm focuses on bandwidth constraints and uses PSO to optimize. Good results are achieved in the final experiment.

A. Contributions

The main contributions of this article are listed below.

(1) We propose a BA-VNE algorithm to solve the problem of insufficient bandwidth supply in the field of IoV. This algorithm focuses on the bandwidth index of multi domain VNE. Based on the objective function, the link with abundant bandwidth resources is selected for mapping.

(2) We adopt a centralized multi domain VNE architecture to improve the performance of the algorithm. We introduce the traditional natural heuristic algorithm PSO into BA-VNE algorithm. Variable factors are added to PSO to avoid the final mapping result falling into local optimum.

(3) We have done a mass of simulation experiments to verify the effectiveness of BA-VNE algorithm. BA-VNE algorithm is compared with other representative algorithms in the aspects of link bandwidth selection, mapping cost, VNR acceptance rate and link utilization. Experiments show that BA-VNE algorithm is effective.

B. Organization

The rest of the paper is organized as follows. Part 2 analyzes the research work of VNE problem. Part 3 introduces some related problems of multi-domain VNE. Part 4 introduces the model of BA-VNE algorithm and puts forward the evaluation index. Part 5 introduces the BA-VNE algorithm and gives the pseudo-code implementation. Part 6 introduces the setting of experimental environment and analyzes the experimental results. In the last part of the paper, we summarize the main content of the paper.

II. RELATED WORK

A. Centralized Multi-Domain VNE Algorithm

There are different classification criteria for multi-domain VNE algorithms [34]. We classify multi-domain VNE algorithms according to centralized architecture and distributed architecture. The BA-VNE algorithm is based on the centralized network architecture. The embedding process of the algorithm is completed by the global controller and the local controller [25]–[27].

Literature [28] proposed a multi-domain VNE scheme based on software-defined network (SDN). The mapping costs of nodes and links within the local controller are first estimated. Based on this cost, a candidate node selection algorithm is designed. Finally, the PSO algorithm is extended to the global controller to reduce the overall embedding cost. Therefore, the paper focuses on the influence of embedding cost on multi-domain VNE algorithm. Literature [29] proposed a cross-domain VNE algorithm based on minimum cost. The algorithm selects the virtual nodes to be mapped by pre-set constraints and selects the virtual links to be embedded by the minimum weight routing algorithm. Then the substrate path set with the least weight is selected by using Kruskal’s minimum spanning tree and finally the embedding of virtual network is carried out. Therefore, the paper focuses on the influence of resource cost on the embedding algorithm of cross-domain virtual network. Literature [30] proposed a centralized cross-domain VNE algorithm. Based on dynamic topology perception and resource attributes, a network topology attribute evaluation model is established. The model is then used to measure the mapping priority of the nodes. Finally, the network load state is analyzed according to link resource cost. A meta heuristic algorithm based on iterative search is proposed in [31]. The algorithm mainly solves the complexity and scalability of multi-domain VNE. The main idea of the algorithm is to promote link embedding by node embedding. This can achieve cost effectiveness and help to decompose the network requests between cloud service providers in the network cloud environment online.

B. Distributed Multi-Domain VNE Algorithm

The distributed virtual network architecture is different from the centralized virtual network architecture. In the distributed VNE architecture, each InP is an independent individual and the information of each physical domain is not public. This is due to factors such as confidentiality and commercial competition among InPs. In this case, the VNE work needs the cooperation of InPs and service providers (SP) [32]–[34].

In reference [35], a mapping strategy based on bidding method is proposed. The strategy first assigns the virtual network embedding requests (VNER) from each SP to the InP.
The main task of the InP is to select the subgraph of the VNER to be embedded, then send the rest of the VNER to other InPs. Reference [36] proposed the V-Mart architecture based on the authenticity of virtual resource auction. This architecture uses two-step Vickrey model to build a virtual environment similar to the bidding platform for InPs. Through bidding and negotiation among participating InPs, VNR decomposition is carried out to solve the problem of multi-domain VNE. Reference [37] proposed a policy-based VNE architecture VINEA. The algorithm separates the policy (target) from the underlying mapping mechanism (resource, virtual network mapping) and can contain existing embedding methods. It can be used to design VNE solutions for different scenarios just by instantiating different policies. The purpose of this approach is to improve the utilization of the underlying network resources, thereby maximizing InPs revenue. In addition, reference [38] also proposed a VNE algorithm based on PSO. The algorithm uses SDN architecture to solve the problem of VNE which focuses on embedding cost. So to sum up, the existing multi-domain VNE algorithms, whether centralized or distributed, mainly focus on embedding cost, embedding success rate and other indicators. So far as we know, no multi-domain VNE algorithm has focused on bandwidth as a constraint.

III. PROBLEM SPECIFICATION

A. Description of the Basic Problem of Multi-Domain VNE

The problem of VNE can be divided into two parts: embedding in a single network domain and embedding across multiple underlying networks. The latter is more complex than the former. The complexity is reflected in the fact that the entire underlying infrastructure passes through multiple management domains or data centers. Multiple InPs work together to form the underlying infrastructure network, while different InPs manage their respective underlying nodes and links. Information between InPs is not disclosed to each other. Therefore, the pricing of link resources between multiple InPs is not uniform, which makes it more difficult to determine the bandwidth.

In the cross domain VNE architecture, the SP will send users’ VNRs to the underlying network to request network resources. The global controller will segment the VNRs and distribute them to the local controller. Finally, the local controller will allocate the network resources needed for VNE to each network request. Given a VNR and the underlying infrastructure composed of multiple InP management domains, the embedding of the virtual network to the underlying infrastructure is accomplished with the goal of seeking the maximum bandwidth resource link. The InP does not publicly disclose link resource information within its managed domain, nor does it determine resource information on inter-domain links. Therefore, the decision maker of the VNE does not have global information about the entire underlying infrastructure, which makes it difficult to determine the maximum bandwidth.

The underlying layer of the multi-domain VNE framework is composed of multiple substrate networks. A VNE request may be mapped to multiple substrate networks. Each underlying network is managed by a corresponding InP. Each underlying network has logic controllers (centralized or distributed) to perform management and control functions for infrastructure vendors. Each boundary node in the different underlying network is connected by inter-domain link to form the substrate network.

There is a limit to the amount of information that can be uploaded from the local controller to the global control. If all the node and link information of the underlying network is uploaded to the global controller, it will inevitably cause a lot of overhead. Therefore, only the following three kinds of information are uploaded to the global controller:

(1) Available resources and unit price for candidate nodes (This part is described in part 3.2).

(2) Available bandwidth resources and unit price of links between physical domains.

(3) Link bandwidth resource aggregation unit from candidate node to boundary node in the domain. That is, only boundary nodes are kept in a physical domain and the remaining nodes are replaced by a non-boundary node. All links are also aggregated between the boundary node and the non-boundary node. The in-domain link unit price is the link aggregation unit price.

Taking Fig. 2 as an example, link aggregation occurs in both physical domain 1 and physical domain 2 during information upload. For physical domain 1, since only boundary nodes and one non boundary nodes are reserved, only nodes B, C and D are uploaded to the global controller. Before uploading the information, there is a link connection between node A, node B and node C. The upper bandwidth are 4 and 6. Because of the link aggregation, the two links originally connected to node A are aggregated into one link. The bandwidth value of the link also changes from the sum of the two aggregated link bandwidth values to 10. Physical domain 2 also has link aggregation when uploading information. Only boundary nodes F and H and non boundary nodes G are reserved.

B. Selection of Candidate Nodes

The specific steps for selecting candidate nodes are as follows:

(1) Select the boundary nodes in the candidate domain as the candidate nodes until all boundary nodes are selected.

(2) Select the non boundary nodes with substrate link with the boundary nodes as the candidate nodes. The substrate link between the two nodes is saved and the bandwidth value on the link is recorded at the same time.

(3) If there is no link between the non boundary node and the boundary node, continue to select the next hop node of the boundary node.

Repeat the above steps until all nodes in the candidate domain are selected. Finally, the bandwidth values of all links in the domain are recorded.

\[ \text{bandwidth}(n^s_{\text{border}}, n^i_s) \neq 0. \]  \hspace{1cm} (1)

The selection condition is shown in Eq. (1). As long as the link bandwidth value between the boundary node and a node is not 0, there is a substrate link between the two nodes. Then both nodes can be used as candidate nodes and the substrate link between them can be saved.
IV. NETWORK MODELS AND EVALUATION INDICATORS

A. Underlying Network Model

The underlying network model can be represented by \( G^s = \{ N^s, L^s \} \), specifically, this is a weighted undirected graph. \( G^s \) represents the entire underlying network. \( N^s \) represents all the underlying network nodes and \( L^s \) represents all the underlying network links. The computing power of the substrate node \( n^s \in N^s \) is expressed in terms of \( CPU(n^s) \). The substrate link between the substrate nodes \( x \) and \( y \) is represented by \( l^s(x,y) \), where \( l^s(x,y) \in L^s \). The bandwidth capacity of the substrate link is expressed in terms of \( BW(l^s) \).

Fig. 3 (c) is an example diagram of a substrate network. The circles represent the substrate nodes. The amount of computational resources available for the substrate node is represented by the number in the rectangle. The numbers represent the number of connections between the substrate nodes.

B. Virtual Network Model

The virtual network model can be represented by \( G^v = \{ N^v, L^v \} \) which is also a weighted undirected graph. Where

\[ B^v \text{ represents the entire virtual network, } N^v \text{ represents all the virtual network nodes and } L^v \text{ represents all the virtual network links. The computing resource requirements of virtual node } n^v \in N^v \text{ is expressed in terms of } CPU(n^v). \text{ The virtual link between the virtual nodes } x \text{ and } y \text{ is represented by } l^v(x,y), \text{ where } l^v(x,y) \in L^v \text{ has a bandwidth requirement of } BW(l^v). \]

Both (a) and (b) in Fig. 3 are examples of virtual networks. The circle represents the virtual node. The computing resource requirements of virtual nodes are represented by numbers in the rectangle. The lines between the nodes represent virtual links. The bandwidth resource demand of virtual link is represented by the number of the connection between virtual nodes.

C. VNR Model

The VNR first arrives at the global controller and subnet partition is performed under the operation of the global controller. A virtual node is divided into a separate subgraph of cells. The VNR can be represented as \( G^v = \{ N^v, L^v, C_N^v, C_L^v, D_N^v \} \). Where \( G^v \) represents the entire VNR process. \( N^v \) represents all the virtual network nodes and \( L^v \) represents all the virtual network links. \( C_N^v \) represents the computational footprint of the virtual node, which is the CPU footprint. \( C_L^v \) represents the bandwidth resource demand of the virtual link. \( D_N^v \) represents the candidate domain of the virtual node.

VNRs and their subgraphs are shown in Fig. 4. The virtual network with three virtual nodes and three virtual links is divided into three VNR subgraphs. The subgraph includes information such as the computation resource demand, the candidate domain number of virtual node and the bandwidth demand of virtual link.
the link between substrate node $B$ and $C$ is 10. The bandwidth value of the link between substrate node $C$ and $D$ is also 10. The bandwidth value of the two links is larger than the average value, so they can be used as candidate links. However, the bandwidth value of the link between substrate node $B$ and $D$ is 7, which is less than the average value, so this link cannot be used as a candidate link. In this form, the local controller passes all substrate nodes and links to boundary nodes that meet the bandwidth value requirements up to the global controller. This completes the selection of candidate nodes. Eq. (2) shall meet the following conditions:

$$\text{max} \{CPU(n^v) \geq CPU(n^s)\}, \quad (3)$$

$$\text{max} \{BW(l^s) \geq BW(l^v)\}, \quad (4)$$

$$\text{num}(n^s) = 1, \quad (5)$$

$$D(n^s) = D(n^v), \quad (6)$$

$$n^v_{v1} = n^s_{v2} \text{ if } v_1 = v_2, \quad (7)$$

$$p(n^s_k, n^s_k) = p(n^s_k, n^s_k). \quad (8)$$

Among them, Eq. (3) indicates that the computing resource of substrate node $n^s$ should not be less than that of virtual node $n^v$. Eq. (4) indicates that the bandwidth resource of substrate link $l^s$ should not be less than that of virtual link $l^v$. Eq. (5) indicates that a virtual node $n^v$ in a VNR can only be embedded in one substrate node $n^s$. Eq. (6) indicates that the target substrate node of the virtual node must be within the candidate domain. Eq. (7) indicates that a substrate node can only be mapped by one virtual node. Eq. (8) indicates that the path of the substrate link has no directionality.

### E. The Evaluation Index

In this part, we formulate the evaluation index of the VNE algorithm.

InPs charge according to the amount of underlying resources consumed by users. In VNE problem, CPU resources and bandwidth resources are the main resources consumed. Therefore, the cost of VNE is represented by the consumption of CPU resources and bandwidth resources. The comprehensive mapping cost is expressed as follows:

$$\text{Cost} = \sum_{num(n^s)} CPU(n^v) \times Cost(n^s_k) + \sum_{num(l^v)} BW(l^v) \times Cost(l^v_k), \quad (9)$$

where, $CPU(n^v)$ represents the computing resource demand of virtual node $n^v$. $BW(l^v)$ represents the bandwidth resource demand of virtual link $l^v$. $n^s_k$ represents that the substrate node of the final mapping of virtual node $n^v$ is $n^s$. $l^v_k$ represents that virtual link $l^v$ is mapped to substrate link set $l^v$. Because a virtual link can be split and mapped to different substrate links. $Cost(n^s_k)$ represents the computing resource unit price of substrate node $n^s$. $Cost(l^v_k)$ represents the bandwidth resource unit price of substrate path $l^v$.

The VNE request acceptance rate is shown as follows:
\[ A_{cp} = \lim_{x \to \infty} \frac{\sum_{n=1}^{N} A_{cp}(G^V, n)}{\sum_{n=1}^{N} A_{ll}(G^V, n)}. \] (10)

The acceptance rate of VNRs refers to the proportion of successful mapping of VNRs. Where \( n \) represents the number of virtual networks. The ratio of the number of successful virtual networks \( \sum_{n=1}^{N} A_{cp}(G^V, n) \) to the total number of VNRs that arrive \( \sum_{n=1}^{N} A_{ll}(G^V, n) \).

Link utilization is shown as follows:

\[ \text{LinkUse} = \lim_{x \to \infty} \frac{\sum_{n=1}^{N} \text{Num}(L^V \rightarrow L^S)}{A_{ll}(L^S)}. \] (11)

Link utilization refers to the proportion of mapped substrate links to all substrate links. The ratio of the number of successful virtual links \( \sum_{n=1}^{N} \text{Num}(L^V \rightarrow L^S) \) to the total number of links \( A_{ll}(L^S) \) in the substrate network.

V. ALGORITHM DESCRIPTION AND IMPLEMENTATION

A. Algorithm Description

We divide the implementation of BA-VNE algorithm into the following steps.

1. The specific steps of candidate node selection are described in section 3.2. We take the pre mapping cost of virtual nodes as the selection criteria of candidate nodes. The pre mapping cost of node can be expressed as follows:

\[ \text{Cost}_{\text{forecast}} = CPU(n^v) \times \text{Cost}(n^s). \] (12)

2. VNR pre-mapping: The local controller sends the selected set of candidate nodes to the global controller. The global controller pre maps the VNR based on this information. If the pre mapping is successful, the premapping results are delivered to the local controller.

3. Intra-domain embedding of VNRs: The local controller receives the pre-mapping result from the global controller, then carries out intra-domain node mapping. This process includes the embedding of virtual nodes and links. After the virtual node is successfully embedded, the intra-domain link with the most remaining bandwidth resources around the node is selected for embedding.

4. Inter-domain link embedding: If all intra-domain embeddings are successful, the global controller completes the inter-domain link embedding. The basis is to first select the substrate link with the most remaining bandwidth resources for embedding. Finally, the embedding process is finished.

The flowchart of BA-VNE algorithm is shown in Fig. 5.

B. Algorithm Implementation

In this part, we will describe the implementation process of two important parts of BA-VNE algorithm in detail. These two steps are candidate nodes selection and VNR pre mapping. We give their pseudo code implementation.

1. Candidate node selection algorithm: The second line of the algorithm represents setting the substrate nodes to a state where none of them are mapped, which is initialization. Because one substrate node can only host one virtual node from the same VNR, if the substrate node has been mapped by a virtual node in a VNR, initialization must be carried out to prevent affecting the node mapping in other VNRs. Line 4 represents the node loop operation (if there are boundary nodes, judge them first). Line 5 first determines whether a link exists between two nodes. If so, line 6 determines whether the remaining bandwidth resource found between two nodes is greater than the average link bandwidth of the physical domain. Because the problem to be studied is multi-domain VNE, inter-domain link embedding is necessary, so the boundary nodes must be embedded. Line 7 indicates that the selected candidate node is saved.

2. VNR pre-mapping: After the global controller receives the candidate node information (including the case where it is connected to the boundary node), this information is combined with inter-domain links to form a new network topology called global candidate node network. Based on this network, PSO is used to realize the premapping of multi-domain VNE scheme with maximum bandwidth. PSO is a typical natural heuristic algorithm, which is based on the analogy of the foraging process of birds. It is often used to solve global search problems to get the optimal solution [39]–[41]. In the discrete PSO algorithm, the calculation formula of particle position and
Based on the minimum mapping cost, the virtual link is mapped first, then the virtual node is mapped. Each network domain performs node mapping and link mapping according to different bandwidth requirements. The second line of the algorithm represents setting the number of physical domains. $|N^s|$ represents the number of nodes in different physical domains. $|L^s|$ is the number of links in different physical domains. $|N^v|$ is the number of all virtual nodes. $|L^v|$ is the number of all virtual links.

The steps of PSO are as follows:

1. **Initialize**: Location and velocity of randomly generated particles to produce an embedding scheme.
2. **Evaluate each particle**: Calculate the fitness value of the particle and the embedding cost of the embedding scheme.
3. **Update**: Velocity & position of particle \( \rightarrow \) Eqs. (13-14).
4. **Check whether the end conditions are met**: If the maximum number of iterations has been reached, PSO algorithm will stop and output the optimal solution. Otherwise, go back to step (2) and continue.

The second line of the algorithm represents setting the candidate substrate node to a state that is not embedded, that is, initialization. Line 4 represents looping through the maximum number of iterations. Line 5 is a loop for the number of particles. Line 6 updates the position of the particle. Line 7 is the update particle velocity. Lines 8 to 12 are the judgment and update operation of particle position.

### C. Algorithm Complexity

The complexity of BA-VNE algorithm is mainly caused by candidate node selection process, PSO algorithm optimization process and mapping process, so its overall complexity is \( O(\frac{n \times (2 \times |N^s| + |L^s|) + (|N^v| + |L^v|))}{|N^v|}) \). Where \( n \) represents the number of physical domains. \(|N^s|\) represents the number of nodes in different physical domains. \(|L^s|\) is the number of links in different physical domains. \(|N^v|\) is the number of all virtual nodes. \(|L^v|\) is the number of all virtual links.

### VI. PERFORMANCE EVALUATION

This chapter first introduces the environment of simulation experiment and the parameter setting of simulation experiment. Then the experimental results are presented and analyzed. We compare the BA-VNE algorithm proposed in this paper with several representative algorithms proposed in literature [28], literature [29], literature [42] and literature [43] to verify the performance of BA-VNE algorithm. The main ideas are listed in TABLE I. Specifically, we compare bandwidth selection, mapping cost and VNR acceptance rate.

#### A. Experiment Environment and Parameter Setting

The simulation experiment was done on a computer with 8GB memory, 64-bit width and win8 operating system. We
use traditional GT-ITM tools to generate the required network topology. The analysis of the experimental results and the drawing of the line chart were completed by Origin 8.5. The important parameters in the network topology are set as follows:

In order to compare the experimental results in different numbers of data fields, we set up a total of four physical fields. The number of nodes in each physical domain is 30 and there are 2 boundary nodes in each physical domain. The amount of resources available for each substrate node is uniformly distributed [100,300]. The unit price of substrate node resources obeys the uniform distribution of [1,10]. The initial value of available bandwidth resources of the substrate link is set between 1000 and 3000. Link bandwidth resource unit prices follow uniform distribution [1,10]. The substrate link delay obeys the uniform distribution of [1,10]. The unit prices of inter-domain link bandwidth resources follow uniform distribution [5,15]. Inter-domain link delay obeys uniform distribution [10,30]. Substrate links are connected between substrate nodes with a 50% probability.

The candidate fields for each virtual node are set to 2. CPU demand for virtual nodes is evenly distributed [1,10]. The bandwidth resource demand of the virtual link is uniformly distributed [1,10]. The node connection probability in the VNR is set to 50%. The arrival process of VNRS simulates Poisson distribution [44]. The summary of simulation parameters is shown in TABLE II.

| Attribute name                  | Attribute value |
|---------------------------------|-----------------|
| number of physical domains      | 4               |
| number of nodes per physical domain | 30             |
| computing resources of substrate nodes | U[100, 300]   |
| computing resource unit price of substrate node | U[1, 10]   |
| bandwidth resources of substrate link | U[1000, 3000] |
| bandwidth resource unit price of substrate link | U[1,10]   |
| delay of substrate link         | U[1,10]        |
| number of boundary nodes in each physical domain | 2             |
| connection rate between substrate nodes | 50%          |
| price of inter-domain link bandwidth resource | U[5, 15]  |
| interdomain link delay          | U[10, 30]      |
| number of candidate fields for each virtual node | 2             |
| computing resource requirements of virtual nodes | U[1,10]    |
| bandwidth resource requirements of virtual link | U[1,10]  |
| connection rate between virtual nodes | 50%          |

B. Experimental Results and Analysis

We designed six comparative experiments to evaluate the performance of BA-VNE algorithm. The first two experiments are to prove the effectiveness of BA-VNE algorithm in selecting the largest possible bandwidth link. The following four experiments prove that the BA-VNE algorithm can guarantee the maximum bandwidth in terms of the synthetic mapping cost, VNR acceptance rate, average mapping delay and link utilization. The performance in these indicators is also excellent.

**Experiment 1**: Comparison of the average bandwidth of the selected substrate link at BA-VNE with the average bandwidth in the physical domain.

In this experiment, the average bandwidth of links in each physical domain is compared with the average bandwidth of links in each domain obtained by the BA-VNE algorithm. The average bandwidth of all links is obtained from the right side of Eq. (2). The average bandwidth of BA-VNE algorithm is measured experimentally. The experimental results are shown in Fig. 6. The BA-VNE algorithm is effective and the average selected link bandwidth is significantly higher than the average bandwidth in each domain.

![Fig. 6: The average bandwidth](image)

**Analysis of experimental results**: The average bandwidth of the link selected by the BA-VNE algorithm is significantly higher than the average bandwidth of each domain. After calculation, the average in-domain link bandwidth from physical domain 1 to physical domain 4 is 2012, 2021, 2018 and 1976, respectively. According to Eq. (2), all substrate links with bandwidth resource less than this value cannot be selected as physical links. Therefore, in the results of each virtual network mapping request, the average link bandwidth in the four physical domains is larger than the above values by using the BA-VNE algorithm.

**Experiment 2**: Compare the average bandwidth with MP-VNE algorithm.

The purpose of this experiment is to show that BA-VNE algorithm has obvious advantage over other algorithms in choosing substrate links with large bandwidth for embedding. The average bandwidth of the two algorithms was compared in four physical domains. The comparison result is shown in Fig. 7. The average link bandwidth selected by BA-VNE algorithm is significantly higher than the average link bandwidth selected by MP-VNE algorithm, while the MP-VNE algorithm has randomness in the selection of embedded link bandwidth.

**Analysis of experimental results**: The BA-VNE algorithm focuses on the index of maximum link bandwidth. With Eq. (2) as the selection criterion, only substrate links whose bandwidth value is greater than the mean value of substrate
Therefore, VNRs can only be embedded by randomly selecting the details of network topology in their respective domains. As the number of virtual nodes increases, the total cost of VNE requests of the four algorithms presents a downward trend. However, the virtual request acceptance rate of BA-VNE and MC-VNM is obviously better than that of VNE-PSO and LID-VNE. The experimental results are shown in Fig. 9. In the MC-VNM and BA-VNE algorithms, the receiving rate of VNRs will stabilize around 60%, while VNE-PSO and LID-VNE algorithms will drop to around 30%.

Analysis of experimental results: With the continuous consumption of the underlying network resources, the acceptance rate of VNRs of all the algorithms is constantly decreasing. The VNR acceptance rate of the BA-VNE algorithm is higher than that of the other three algorithms, which benefits from the idea of load balancing while optimizing the bandwidth index. In order to as far as possible in the case of no loss of bandwidth index, but also as good as possible reception rate. The MC-VNM algorithm uses the Kruskal spanning tree idea to select the link-first embedding with the minimum link unit price. The node embedding scheme is determined by the link embedding scheme, which also has a high VNR acceptance rate. The reason why VNE-PSO algorithm and LID-VNE algorithm have low acceptance rate of VNRs is that the methods of selecting substrate nodes are too rigid. In the process of VNE, there are often insufficient node resources or link resources. Therefore, the performance of these two algorithms is poor.

Experiment 5: Average embedding delay comparison experiment.

The experimental results of mean embedding delay are shown in Fig. 10. Taking the number of nodes requested by the virtual network as the independent variable, the average links can be embedded. Therefore, the value of substrate link bandwidth selected by BA-VNE algorithm is generally the largest. The MP-VNE algorithm uses weights to transform the multi-objective optimization problem into a single-objective optimization problem. Select the boundary node using the estimated mapping cost formula. So it does not focus on bandwidth maximization. Therefore, the experimental results of MP-VNE algorithm are random when the average bandwidth is taken as the evaluation standard. It is not guaranteed that the link with the maximum bandwidth will be selected for embedding in every VNE process.

Experiment 3: Comparison of algorithm synthetic embedding cost.

In the test synthetic embedding cost experiment, we keep changing the number of virtual nodes. Change the 4 virtual nodes we set up earlier to 2, 4, 6, 8, 10, and 12 virtual nodes. As the number of virtual nodes increases, the total cost of various embedding algorithms will inevitably increase. The BA-VNE algorithm is optimal. It can be seen from the Fig. 8 that the algorithm has the lowest comprehensive embedding cost in the case of various virtual nodes. Then comes the VNE-PSO algorithm, LID-VNE algorithm and the MC-VNM algorithm with the highest comprehensive embedding cost.

Analysis of experimental results: BA-VNE algorithm not only selects the maximum bandwidth link for mapping, but also takes into account the impact of mapping cost on the performance of the algorithm. Before mapping virtual nodes, the cost of mapping is estimated. By sorting the candidate nodes, the substrate nodes with the lowest estimated mapping cost are selected for embedding. This can reduce the mapping cost to some extent. VNE-PSO algorithm is worse than that of BA-VNE algorithm. Although the algorithm considers the cost estimation of node and link embedding, it selects the boundary node from the node closest to the boundary node. So this algorithm doesn’t make a very good decision. LID-VNE is based on the distributed VNE architecture. Due to the business competition among SPs, they don’t intend to disclose the details of network topology in their respective domains. Therefore, VNRs can only be embedded by randomly selecting substrate nodes and links, which leads to high mapping cost. The reason why the total mapping cost of MC-VNM algorithm is the highest is that the algorithm doesn’t use the traditional natural heuristic algorithm to solve the problem of VNE. The natural heuristic algorithm has been proved to be an effective method to solve NP-hard problems. MC-VNM algorithm simply uses the greedy strategy to select nodes and links to map, so the effect is the worst.

Experiment 4: VNR acceptance rate comparison test.

With the increase of the number of virtual nodes, the acceptance rate of VNE requests of the four algorithms presents a downward trend. However, the virtual request acceptance rate of BA-VNE and MC-VNM is obviously better than that of VNE-PSO and LID-VNE. The experimental results are shown in Fig. 9. In the MC-VNM and BA-VNE algorithms, the receiving rate of VNRs will stabilize around 60%, while VNE-PSO and LID-VNE algorithms will drop to around 30%.

Analysis of experimental results: With the continuous consumption of the underlying network resources, the acceptance rate of VNRs of all the algorithms is constantly decreasing. The VNR acceptance rate of the BA-VNE algorithm is higher than that of the other three algorithms, which benefits from the idea of load balancing while optimizing the bandwidth index. In order to as far as possible in the case of no loss of bandwidth index, but also as good as possible reception rate. The MC-VNM algorithm uses the Kruskal spanning tree idea to select the link-first embedding with the minimum link unit price. The node embedding scheme is determined by the link embedding scheme, which also has a high VNR acceptance rate. The reason why VNE-PSO algorithm and LID-VNE algorithm have low acceptance rate of VNRs is that the methods of selecting substrate nodes are too rigid. In the process of VNE, there are often insufficient node resources or link resources. Therefore, the performance of these two algorithms is poor.
embedding delay of the four algorithms increases with the number of virtual nodes. The average delay of MC-VNM algorithm is the largest, reaching above 850. Next up are LID-VNE algorithm and VNE-PSO algorithm, both with a delay of 600 or more. Our BA-VNE algorithm has the lowest latency, below 500.

![Fig. 9: Virtual network request acceptance rate](image)

**Analysis of experimental results:** The difference of delay is mainly reflected in the choice of link mapping. First of all, LID-VNE algorithm adopts distributed VNE architecture. The disadvantages of using this architecture have been mentioned in the analysis of Experiment 3. VNE-PSO algorithm only selects boundary nodes as candidate nodes, which limits the possibility of selecting other substrate links. The virtual link can only select the substrate link connected with the boundary node for mapping and a single link selection may produce a large mapping delay. BA-VNE algorithm selects the link with the largest bandwidth for mapping and uses PSO algorithm for optimization. Experimental results show that this method has achieved good results. As shown in Fig. 10, the experimental effect of MC-VNM algorithm is the worst. Different from the other three algorithms, this algorithm does not use efficient heuristic method as a solution. It uses a relatively inefficient greedy strategy to complete the VNE problem, so the experimental results are poor.

**Experiment 6:** Link utilization comparison experiment.

Link utilization is an important index to evaluate the performance of VNE algorithm. The experiment we designed takes the number of VNRS as an independent variable and the experimental results are shown in Fig. 11. With the increase of the number of VNE requests, the link utilization of various algorithms increases. VNE-PSO algorithm has the highest link utilization rate, which can reach about 8%. The second is BA-VNE algorithm and MC-VNM algorithm. The lowest link utilization is the LID-VNE algorithm, which is only 5%.

![Fig. 10: average embedding delay](image)

**Analysis of experimental results:** The difference of link utilization is caused by the link embedding strategy. VNE-PSO, BA-VNE and MC-VNM all adopt the shortest path method to embed virtual links, while LID-VNE adopts the multi-commodity flow method to embed virtual links. Experimental results show that the algorithm using shortest path strategy for link embedding has higher average link utilization. Because BA-VNE algorithm only selects links with larger link bandwidth for embedding, the range of embedded links is reduced, but VNE-PSO does not pay attention to this point. Therefore, the link utilization of BA-VNE algorithm is lower than that of VNE-PSO algorithm.

**VII. Conclusion**

Intelligent application in wireless network communication mode brings great pressure and challenge to traditional network architecture. Especially in the aspect of network resource scheduling, how to use wireless network to achieve efficient and reasonable resource scheduling is an important topic. Based on the study of NV and multi domain VNE, this paper proposes a BA-VNE algorithm. This algorithm focuses on the bandwidth constraint, introducing mutation factor into traditional PSO can effectively avoid falling into the local optimal situation. Finally, BA-VNE algorithm is compared with MPVNE, VNE-PSO, LID-VNE and MC-VNM algorithms. The simulation results show that the multi-domain VNE scheme
proposed in this paper cannot only select the substrate link with the most remaining bandwidth resources for embedding. Moreover, it also performs well in terms of embedding cost, VNR acceptance rate and other aspects while ensuring the maximum bandwidth. Therefore, the VNE scheme with the largest bandwidth can solve the practical problems such as the IoV, video data backup and so on. It has good application significance.
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