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Abstract

Nowadays, the concern about the limitations of space and natural resources has driven the motivation for the development of increasingly smaller, more efficient, and energy-saving electromechanical devices. Since the revolution of “microchips”, during the second half of the twentieth century, besides the production of microcomputers, it has been possible to develop new technologies in the areas of mechanization, transportation, telecommunications, among others. However, much room for significant improvements in factors as shorter computational processing time, lower energy consumption in the same kind of work, more efficiency in energy storage, more reliable sensors, and better miniaturization of electronic devices. In particular, nanotechnology based on carbon has received continuous attention in the world’s scientific scenario. The riches found in different physical properties of the nanostructures as, carbon nanotubes (CNTs), graphene, and other exotic allotropic forms deriving from carbon. Thus, through classical molecular dynamics (CMD) methods with the use of reactive interatomic potentials reactive force field (ReaxFF), the scientific research conducted through this chapter aims to study the nanostructural, dynamic and elastic properties of nanostructured systems such as graphene single layer and conventional carbon nanotube (CNTs).
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1. Introduction

Failures in condensed materials can be observed from the naked eye, Earth’s crust in earthquakes, to the interatomic interaction of atoms and molecules at the nanoscale (nanoscience), not visible in experimental procedures that require explanations of certain physical phenomena on the nanometric scale [1].

Thus, understanding the condensed matter under mechanical load is of fundamental importance in the sustained development of new materials with superior qualities to the existing ones. Understanding the structural failure (even at the nanometric scale), the mechanical limits of new materials allow us to establish nanostructure applications and new materials for certain purposes the applicability in the development of new electromechanical devices to specific applicability’s in advance nanotechnologies. Over several thousands of years, knowing the behavior of condensed matter under extreme conditions of mechanical stress has provided
the way for a new era in the science of materials and its modern technologies for improving the quality of life for humans and planet Earth. Due to nanotechnological advances, the human quality of life has important improvements in material science and its technologies. So, the basis of this advance is in the study of the physical properties of materials and nanostructures (theoretically as well as experimentally) and their various length and time scales for theoretical study for physicochemical predictions of nanostructures and materials. Fully atomistic molecular dynamics, like computational modeling, is becoming increasingly important and indispensable in theoretical description and predictions not understandable by experimental scientists in the development of new technologies [2, 3]. Nevertheless, starting to create nanostructures at the scale of atoms and molecules, atomistic models are described in terms of length-scale computational cost to obtain theoretical results of the physical properties of nanostructures and new materials. The following is an illustration of the computational cost of fully atomistic modeling at the scale of atoms and molecules [4], together with its computational methods widely used in computational modeling in materials science [5], see Figure 1.

A fundamental and very important concept in the study and analysis of mechanical failure in nanostructures and new materials is to establish valid methods obtained from experimental averages. Thus, it is possible to establish a fully atomistic computational modeling to model the physical properties of nanostructures and new materials, where the set of parameters described in the reactive and non-reactive force fields are obtained directly from the results provided by the experiments. Currently, the combination of experimental tests with computational modeling concepts has shown promising and efficient results in the study of the physical properties of nanostructures and new materials at accessible computational cost scales with the dimensions of the nanostructure (number of atoms and molecules) [6, 7]. This strategy in nanotechnology has contributed to important results in simulations of atoms and molecules in scientific and technological innovation and applications [4, 8]. Thus, simulations with carbon nanostructures have received particular attention after the synthesis of graphene, which won a Nobel Prize for K. S. Novoselov, A.K. Geim in 2004 [9] (by mechanical exfoliation method of graphite), thus suggesting a new era in materials science and fully atomistic

---

**Figure 1.** Overview of a diagrammatic representation of timescales and lengthscale associated with computational methods used for computational simulation in the development of new materials in time and length scales [4].
computational simulations of systems formed by carbon atoms, particularly such as “graphene”, a single layer of graphite and carbon nanotubes (CNTs), the cylindrical shape of roll-up one-dimensional graphene membrane (CNTs) [10].

In this chapter, we present the mechanical properties of graphene and CNT. We seek to show the efficiency of computational methods of reactive molecular dynamics with interatomic potentials parameterized by experimental results. We show theoretical results of mechanical failures in graphene monolayers and CNTs at the nanometer scale. Through computer simulations via classical molecular dynamics (CMD) method using the reactive force field (ReaxFF) reactive interatomic potential, we show mechanical failures (fracture pattern), Young’s modulus, ultimate tensile strength (UTS), and critical strain for graphene and CNT and thus compare with the experimental results obtained in the literature. We hope that this chapter will add to future scientists who seek to start their academic activities using the molecular dynamics method with reactive potentials for studies not only of mechanical failures in nanostructures, but also more complete and detailed studies of the physical properties of nanostructured systems in nanometric scale.

2. Classical molecular dynamics simulation method

Classical molecular dynamics (CMD) is a technique that studies the behavior of a system of particles (atoms and molecules) as a function of time. The temporal evolution of set of these particles, in certain interacting systems, are obtained by the integration of equations of motion. Based on this, terms like “modeling” and “simulation” are widely used in conjunction with the numerical solution of physical problems involving interacting particles. However, it is important to note that these words have different meanings. The term “Modeling” refers to the development of the mathematical model of a physical situation, while “Simulation” refers to the procedure for solving equations, resulting in the developed model. This makes MD a widely used tool for studying material properties as an intersection of various scientific disciplines as shown in Figure 2 [3].
CMD simulations is a method that calculates the equilibrium and thermal transport properties in classical systems involving many bodies (in this case atoms as classical particles). In this context, the word “classic” means that the movement of these particles obeys the laws of classical mechanics (Newton’s laws), being an excellent approximation for the study of the physical properties of a large number of nanostructures and new materials, especially graphene and CNT (in a study in this chapter). This method consists of solving Newton’s equations for a set of atoms and molecules, thus obtaining the speed and position of each particle that makes up the physical system at each instant of the simulation. The theoretical basis of CMD embodies many of the results produced by great names in analytic mechanics such as: Euler, Hamilton, Lagrange, and Newton. Your contributions can be found in mechanics textbooks [11–13]. Some of these results contain fundamental observations of nature, while the others are elegant reformulations in the theoretical development of a classical mechanics set of linked computers that work together (computer cluster), perform computational calculations as a single system. The shared memory is performed by multi-threading parallelism (OpenMP) for computational clusters. Thus, after having the code installed and depending on what you want to simulate, it is necessary to build a computational code in C++ language, where we establish the physical properties of the problems to be studied by performing the computational modeling. For example, in this review chapter, we will simulate the mechanical failures of graphene and CNTs by the CMD-ReaxFF method. The code is written in computational language C++, where the thermodynamic quantities output via the “thermo-style” command is important to normalize all physics quantities by the number of atoms. This behavior can be changed via the thermo-modify (in real units) norm command. After the initial definitions of the code, we establish the statistical set that will describe the physical properties of the computational sample that we intend to computationally simulate, such as the NVT statistical canonical ensemble. In many cases, because the system has a very large number of particles, it is impossible to find the properties of such complex systems analytically. The trajectories of atoms and molecules are determined through from the numerical solution of Newton’s equations of motion, to a system with interacting particles, where the force between the particles and the potential energy are defined by mechanics force field molecular (here reactive force field—ReaxFF discussed in following section).

Therefore, the objective in an atomistic simulation is to predict the movement of each atom in a material, characterized by a set of linked computers that work together (computer cluster), perform computational calculations as a single system. The shared memory is performed by multi-threading parallelism (OpenMP) for computational clusters. Thus, after having the code installed and depending on what you want to simulate, it is necessary to build a computational code in C++ language, where we establish the physical properties of the problems to be studied by performing the computational modeling. For example, in this review chapter, we will simulate the mechanical failures of graphene and CNTs by the CMD-ReaxFF method. The code is written in computational language C++, where the thermodynamic quantities output via the “thermo-style” command is important to normalize all physics quantities by the number of atoms. This behavior can be changed via the thermo-modify (in real units) norm command. After the initial definitions of the code, we establish the statistical set that will describe the physical properties of the computational sample that we intend to computationally simulate, such as the NVT statistical canonical ensemble: the atomic position $r_i(t)$, the velocities $\mathbf{v}_i(t)$, and accelerations $\mathbf{a}_i(t)$, as shown in Figure 3. The general idea of running a molecular dynamics simulation is presented by two factors as followed:
1. Particle under the effect of potential energy, of where the forces governing the system can be calculated.

2. Equations of motion that determine the dynamics of particles, in which case Newton’s laws are applied. Molecular dynamics uses Hamilton’s classical equations of motion.

The classical Hamiltonian is defined as the sum of kinetic energy and energy potential:

\[ p = -\frac{\partial H}{\partial R_i} \]  \hspace{1cm} (1)

and

\[ \dot{R} = -\frac{\partial H}{\partial p_i} \]  \hspace{1cm} (2)

that lead to Newton’s equations of motion. The classical Hamiltonian is defined as:

\[ H(p_i, R_i) = \sum_{i=1}^{N} \frac{p_i^2}{2M_i} + V(R_i) \]  \hspace{1cm} (3)

The force on an atom can be calculated by Newton’s law as the derivative of energy in relation to the change in the position of the atom:

\[ F_i = m_i \frac{d^2 R_i}{dt^2} = -\nabla_i V(R_i) = -\frac{dV}{dR_i} \]  \hspace{1cm} (4)

leading to the set of Newtonian equations of motion for each particle \( i \) with mass \( m_i \) and Cartesian coordinate \( R_i \). Therefore, for a closed system composed of \( N \) carbon atoms that interact through a potential energy function (here the interatomic reactive force field—ReaxFF), the CMD consists of solving the coupled \( N \) Newton equations. Therefore, in a computer simulation, we use a numerical integration algorithm to solve \( N \) differential equations [14].
In the classical formalism of CMD, the carbon atoms are treated as a collection of classical particles that can be described by Newtonian forces, where they are treated by harmonic or elastic forces. A complete set of interaction potentials between particles is known as the force field [15]. Parameters associated with force fields can be determined via first-principle calculations (Density Functional Theory—DFT) or via experimental results. Currently, there are numerous types of forces that are widely used in the study of the physical and chemical properties of nanostructured systems. We present in this chapter the interatomic force field—ReaxFF in the study of mechanical failure (mechanical properties) of a single layer of graphene and CNTs (armchair and zig-zag). In followed section, we show a brief description of the force field used in the simulations presented here in this chapter about the mechanical properties of graphene and CNT.

3. Interatomic reactive force field: ReaxFF

The reactive force field (ReaxFF) was developed to be a bridge between the chemical-quantum (QC) and the empirical (EFF) force fields [16, 17]. The EFF methods [18] describe the relationship between energy and geometry using a relatively simple set of functions. In the simplest form, EFF methods treat CMD systems or condensed matter systems by simple harmonic equations that describe the stretching and compression of bonds and the bending of bond angles. Unbound interactions are described by van der Waals potentials and Coulomb interactions (Lennard-Jones potential):

$$V_{LJ} = 4\varepsilon \left( \frac{\sigma}{r} \right)^{12} - \left( \frac{\sigma}{r} \right)^{6}$$

The Lennard-Jones potential consists of a two-body interaction function composed of the sum of two terms, an attractive interaction of the van der Waals type $\approx 10^{-6}$ and a short-range repulsive interaction $\approx 10^{-12}$ associated with the repulsion between orbitals atomic due to the Pauli exclusion principle. The terms $\varepsilon$ is a measure of the depth of the potential well and the term $\sigma$ is the coefficient of the expression of the equilibrium distance of the pair of atoms. Classic models are not the only possible way to develop the potentials of many bodies. Developments based on first principles can lead to more accurate potentials for describing cases of interest. In this class of more modern potentials are included the so-called reactive potentials, developed specifically for a description of the dynamics of formation and breaking of bonds in materials. As reactive potential, we have the ReaxFF [16, 17], potential using in the chapter in the description of the physical properties of failure mechanics of graphene single layer and CNT. The CMD-ReaxFF is performed in all calculations in this chapter in the review study of mechanical properties of graphene single layer and CNTs. We show the interesting and important method, because through the theoretical results the values obtained in all simulations are in good agreement with experimental results and with results based on quantum methods (ab initio and DFT).

The modern reactive force field (ReaxFF) is parametrized with first-principles calculations and compared with experimental results. The heat formations of the carbonous nanostructures values change between 2.8 and 2.9 kcal/mol when compare reactive molecular dynamics simulations and data experimental [16, 17]. The set parameter validity used for performed reactivity between carbon atoms ligands in this reviewer is divided by partial energy contributions, [16, 17]:

Elasticity of Materials
\[ E_{\text{system}} = E_{\text{bond}} + E_{\text{over}} + E_{\text{under}} + E_{\text{val}} + E_{\text{pen}} + E_{\text{tor}} + E_{\text{conj}} + E_{\text{vdW}} + E_{\infty}, \]  

where, here the terms of Eq. (6), respectively, represents the energies corresponding to the bond distance \( E_{\text{bond}} \), the over-coordination \( E_{\text{over}} \), the undercoordination \( E_{\text{under}} \), the valence \( E_{\text{val}} \), the penalty for handling atoms with two double bonds \( E_{\text{pen}} \), the torsion \( E_{\text{tor}} \), the conjugated bond energies \( E_{\text{conj}} \), the van der Waals \( E_{\text{vdW}} \), and coulomb interactions \( E_{\infty} \).

The fundamental of ReaxFF is bond order \( BO'_{ij} \) between a pair of atoms as [16, 17]:

\[
BO'_{ij} = \exp \left[ \text{pbo}, 1 \left( \frac{r_{ij}}{r_p} \right)^{\text{pbo,2}} \right] + \exp \left[ \text{pbo}, 3 \left( \frac{r_{ij}}{r_0} \right)^{\text{pbo,4}} \right] + \exp \left[ \text{pbo}, 5 \left( \frac{r_{ij}}{r_0} \right)^{\text{pbo,6}} \right]
\]

where the atomic configurations is obtained from interatomic distance \( r_{ij} \) of three exponential terms, such as, the \( \sigma \) bond \( (\text{pbo}, 1) \) and \( (\text{pbo}, 2) \), first \( \pi \) bond \( (\text{pbo}, 3) \) and \( (\text{pbo}, 4) \) and \( \pi\pi \) bond \( (\text{pbo}, 5) \) and \( (\text{pbo}, 6) \), with their respective dependencies in interatomic distances C—C bond \( (\sigma \sim 1.5\text{Å}) \), \( (\pi \sim 1.2\text{Å}) \) and \( (\pi\pi \sim 1.0\text{Å}) \).

The bond order is corrected for cases where there is over-coordination (more bonds than allowed), through \( f_1 \) and residual link order \( BO' \) for valence angles, through \( f_4 \) and \( f_5 \). The correction due to over-coordination occurs only for bonds between two carbon atoms, while the correction for the residual bond order \( BO' \) for valence angles occurs for all connections. The corrections \( f_i \) \(( f_i = 1...5) \) are presented in Eqs. (11)–(15). Bond order \( BO' \) for valence angle refers to the bond order existing between two atoms, not directly connected, where both are connected to a third, forming a valence angle [16, 17]:

\[
BO_{ij} = BO'_{ij} \cdot f_1 \left( \Delta^i_{1j}, \Delta^i_{3j} \right) \cdot f_4 \left( \Delta^i_{1j}, BO'_{ij} \right) \cdot f_5 \left( \Delta^i_{3j}, BO'_{ij} \right)
\]

\[
BO^\sigma_{ij} = BO'^\sigma_{ij} \cdot f_1 \left( \Delta^i_{1j}, \Delta^i_{3j} \right) \cdot f_4 \left( \Delta^i_{1j}, BO'_{ij} \right) \cdot f_5 \left( \Delta^i_{3j}, BO'_{ij} \right)
\]

\[
BO^\pi_{ij} = BO'^\pi_{ij} \cdot f_1 \left( \Delta^i_{1j}, \Delta^i_{3j} \right) \cdot f_4 \left( \Delta^i_{1j}, BO'_{ij} \right) \cdot f_5 \left( \Delta^i_{3j}, BO'_{ij} \right)
\]

\[
BO^\pi\pi_{ij} = BO'^\pi\pi_{ij} \cdot f_1 \left( \Delta^i_{1j}, \Delta^i_{3j} \right) \cdot f_4 \left( \Delta^i_{1j}, BO'_{ij} \right) \cdot f_5 \left( \Delta^i_{3j}, BO'_{ij} \right)
\]

\[
BO_{ij} = BO^\sigma_{ij} + BO^\pi_{ij} + BO^\pi\pi_{ij}
\]

\[
f_1 \left( \Delta^i_{1j}, \Delta^i_{3j} \right) = \frac{1}{2} \left( \frac{Val_i + f_2 \left( \Delta^i_{1j}, \Delta^i_{3j} \right)}{Val_i + f_2 \left( \Delta^i_{1j}, \Delta^i_{3j} \right) + f_3 \left( \Delta^i_{1j}, \Delta^i_{3j} \right)} \right) + \frac{Val_i + f_2 \left( \Delta^i_{1j}, \Delta^i_{3j} \right)}{Val_i + f_2 \left( \Delta^i_{1j}, \Delta^i_{3j} \right) + f_3 \left( \Delta^i_{1j}, \Delta^i_{3j} \right)}
\]

\[
f_2 \left( \Delta^i_{1j}, \Delta^i_{3j} \right) = \exp \left( \lambda_1 \Delta^i_{1j} \right) + \exp \left( -\lambda_1 \Delta^i_{3j} \right)
\]

\[
f_3 \left( \Delta^i_{1j}, \Delta^i_{3j} \right) = \frac{1}{\lambda_2} \ln \left\{ \frac{1}{2} \left[ \exp \left( -\lambda_2 \Delta^i_{1j} \right) + \exp \left( -\lambda_2 \Delta^i_{3j} \right) \right] \right\}
\]

\[
f_4 \left( \Delta^i_{1j}, BO'_{ij} \right) = \frac{1}{1 + \exp \left[ -\lambda_3 \left( \lambda_4 BO'_{ij} - \Delta^i_{1j} \right) + \lambda_5 \right]}
\]
\[ f_5(\Delta_i BO^{i\prime}_j) = \frac{1}{1 + \exp \left[ - \lambda_3 (\lambda_4 BO^{i\prime}_j BO^{i\prime}_j - \Delta_i) + \lambda_5 \right]} \] (15)

There are ReaxFF implementations, developed by individual research-based in [16, 17] formalism. Nowadays, the current ReaxFF parameter set developed by CMD-ReaxFF based on the periodic table of elements found on our planet Earth are [18, 19]:

- **Group 1**: H (non-metal), Li, Na, K, Rb, Cs (metals).
- **Group 2**: alkaline Earth metal: Mg, Ca, Sr and Ba.
- **Group 3**: lanthanide: Y.
- **Group 4**: lanthanide: Ti, Zr and Hf.
- **Group 5**: lanthanide: V and Nb.
- **Group 6**: lanthanide: Cr, Mo and W.
- **Group 7**: lanthanide: Mn.
- **Group 8**: lanthanide: Fe and Ru.
- **Group 9**: lanthanide: Co.
- **Group 10**: lanthanide: Ni, Pd and Pt.
- **Group 11**: lanthanide: Cu, Ag and Au.
- **Group 12**: lanthanide: Zn.
- **Group 13**: B, Al and Ga.
- **Group 14**: C and Si.
- **Group 15**: N and P.
- **Group 16**: O, S, Se and Te.
- **Group 17**: F, Cl and I.
- **Group 18**: He, Ne, Ar, Kr and Xe.

So, in this chapter, we performed reactive molecular dynamics simulations with ReaxFF to obtain the failure mechanics of a single layer of graphene and CNT. The results of reactive molecular dynamics simulations performed in this chapter (CMD-ReaxFF) of review are discussed in the next section.

4. Large-scale atomic/molecular massively parallel simulator code: LAMMPS

All simulations developed in this thesis were performed using the large-scale atomic/molecular massively parallel simulator (LAMMPS) code [20]. LAMMPS is a
code that simulates a set of particles (solid, liquid or gas) using the classical molecular dynamics method. It is a code designed to obtain efficiency in the simulation when it is performed on parallel processors for systems whose particles are in a 3D rectangular box with density approximately uniform. It is an open source program maintained and distributed by researchers at Sandia National Laboratories [20], written in C++. It’s a stable program that has the ability to simulate from a few particles to billions of them. In the following chapters we present the results that were obtained with the use with LAMMPS code.

4.1 Computational modeling of mechanical failure of nanostructures

LAMMPS code is a classical molecular dynamics simulation in language C++ designed to run efficiently on parallel computers. Is an open-source code, distributed freely under the terms of the GNU Public License (GPL) developed at Sandia National Laboratories [20]. The LAMMPS runs on a single processor or in parallel, or in single laptops or advanced computational clusters parallel using memory message-passing parallelism (MPI) [21].

A set of linked computers that work together (computer cluster), perform computational calculations as a single system. The shared memory is performed by multi-threading parallelism (OpenMP) for computational clusters. Thus, after having the code installed and depending on what you want to simulate, it is necessary to build a computational code in C++ language, where we establish the physical properties of the problems to be studied by performing the computational modeling. For example, in this review chapter, we will simulate the mechanical failures of graphene and CNTs by the CMD-ReaxFF method. The code is written in computational language C++, where the thermodynamic quantities output via the “thermo-style” command is important to normalize all physics quantities by the number of atoms. This behavior can be changed via the thermo-modify (in real units) norm command. After the initial definitions of the code, we establish the statistical set that will describe the physical properties of the computational sample that we intend to computationally simulate, such as the NVT statistical canonical ensemble:

\[
\text{fix ID group – ID nvt temp } T_{\text{initial}} \text{ } T_{\text{final}} \text{ } T_{\text{damp}} \quad (16)
\]

After the initial definitions of the code, we establish the statistical set that will describe the physical properties of the computational sample that we intend to computationally simulate, such as the NVT statistical ensemble. The NVT commands perform time integration on Nose-Hoover thermostat [22] style designed to generate positions and velocities of computational sampled under computational modeling by CMD-ReaxFF.

5. Canonical ensemble in statistical mechanics and thermodynamics quantities

Characterized by a set of macroscopic parameters, graphene, and CNT are in contact with the thermal reservoir (see Figure 4). Considering the very large reservoir compared to the computational sample that we intend to study, the total energy of the \( E_0 \) system, we have the validity of the thermodynamic postulates and statistical mechanics. Thus, the probability \( P_i \) of obtaining physical quantities of interest, in these cases, in the study of the mechanical failure of graphene and CNTs is given by [23]:

\[ P_i = \Xi \zeta_R (E_0 - E_i) \]  

where \( \Xi \) is a normalization constant, \( E_i \) is the energy of the system in the particular thermodynamics state \( i \), and \( \zeta_R \) is a microscopic state accessible to the thermal reservoir with energy \( E \).

After coupled canonical thermostat NVT in the graphene and CNT, we applied a constant engineering strain rate of \( \delta = 10^{-6} \text{ fs}^{-1} \), see de command line in LAMMPs code:

```
fix ID group /ID deform N parameter args ... keyword value ...
```

and so, adapt the code to the mechanical problem that seeks to study its elastic physical properties.

6. Fully atomistic computational simulation: elastic properties of graphene and CNT

After all the technical and physical properties in the study of mechanical failure in nanostructured systems, we present below the elastic properties of graphene single layer and CNTs (see Figure 5). In the Figure 5, we showed que atomistic configurations of graphene single layer 90 \( \times \) 90 \( \text{Å} \) with 3256 carbon atoms, conventional carbon nanotubes with chirality armchair (11, 11) with 616 carbon atoms and zig-zag (11, 0) with 352 carbon atoms.

Thus, in Figure 6, we can see the graphical representations of the stress/strain curve for graphene monolayer at 300, 600, and 1000 K temperatures. For graphene monolayer at 300, 600 and, 1000 K (black, red, and blue curves), we clearly note two regimes: first, a linear regime followed by a plastic regime up to the complete fracture (see Figure 6). At 300 K, our results obtained by fully-atomistic reactive molecular dynamics simulations performed with interatomic force field ReaxFF we can see at room temperature a linear regime, we do not see permanent deformations which are different from what occurs for the plastic regime, where the graphene monolayer present breaking bonds (aligned in directions of load strain applied) between carbon atoms C—C up to the fracture point, which is characterized by an
abrupt drop of stress values to zero at 0.10 (0.13)—critical strain, respectively for X-direction (Y-direction). For higher temperatures (600 K and 1000 K), the stress/strain curves for graphene shows a reduction in ultimate tensile strength (UTS) and critical strain ($\sigma_C$) values. Those results for graphene were already observed for another theoretical investigation of graphene monolayer under thermal effects, see the bibliographic references [24, 25]. So, our results have good correspondence with results already obtained in the literature [26–28]. Therefore, the averages of the mechanical properties are listed in the following Table 1. In Figures 6 and 7, we show the temporal atomistic evolutions of frames of the results obtained by reactive molecular dynamics simulations with an interatomic reactive force field ReaxFF, when the set of atomic configurations of load strain applied in graphene are in X and Y-direction and CNT.

In the results in Figures 6 and 7, we can see the fully atomistic reactive molecular dynamics simulations with ReaxFF-potential for graphene monolayer for strain applied in X and Y-direction of mechanical load strain applied respectively. The results obtained with ReaxFF potential show that the failure starts at C–C bonds which are aligned (in X and Y-direction of load strain applied). In all temperatures (300, 600, and 1000 K) we can see a clean failure rupture. The color bar in down of snapshot frames, shows the stress concentration in the monolayer the stretching dynamics, where the color blue are low-stress concentration and red color are high-stress concentrations in graphene monolayer. The results of CMD-ReaxFF for CNTs (armchair and zig-zag) (Figure 7), the stress is highly accumulated on the zigzag
Figure 6.
Stress versus strain curves for graphene monolayers predicted by reactive molecular dynamics simulations with the ReaxFF interatomic potential at 300 K, 600 K and 1000 K in X-direction (left panels) and in Y-direction (right panels). Atomic frames representations of graphene monolayer under strain load in X-direction (room temperature): left side: (a) stretched (0%) of strain, in (b) 9.24% of strain, in (c) start break some chemical bonds C—C at 10.14% of strain and (d) the complete fracture of graphene monolayer at 10.96% of strain. In right side: atomic frames representations of graphene monolayer under load strain in Y-direction (room temperature): (a) un stretched (0%) of strain, in (b) 12.14% of strain, in (c) start break some chemical bonds C—C at 12.79% of strain and (d) the complete fracture of graphene monolayer at 13.24% of strain.

Table 1.
Mechanical properties values for graphene monolayer obtained by reactive molecular dynamics simulations with interatomic reactive potential ReaxFF calculated over a linear limit of 3%.
Figure 7.
Representative MD snapshots of a tensile stretch of conventional CNTs (armchair (11, 11) (top) and zigzag (11, 0) (bottom)). (a and d) Lateral view of the strained nanotube colored accordingly to the von Mises stress values (low stress in blue and high stress in red). (b and e) Zoomed view of the starting of bond breaking. (c and f) CMD-ReaxFF snapshot of the CNTs just after fracture [29].

Figure 8.
Graphical representation of stress-strain curves obtained by CMD-ReaxFF for CNTs (11, 11)—black color and CNT (11, 0)—red color, at room temperature [29].
chains along the direction of the nanotube main axis. The fracture starts from the bonds parallel and nearly parallel to the nanotube main axis for the zigzag and armchair CNTs, respectively. Because CNTs lack the acetylene chains, the structure is more rigid, the stress is accumulated directly on the hexagonal rings, the critical strains are smaller, and the ultimate strength value is larger [29]. The obtained Young’s modulus (see Figure 8) of the (11, 11) and (11, 0) CNTs were 955 GPa and 710 GPa, respectively. The ultimate tensile strength (UTS) 166 GPa and 122 GPa and $\sigma_C = 18\%$ and $\sigma_C = 16\%$ in good agreement with the average value of single-walled CNTs obtained by Krishnan et al. [30].

**Author details**

José Moreira de Sousa
Federal Institute of Education, Science, and Technology of Piauí—IFPI, São Raimundo Nonato, Piauí, Brazil

*Address all correspondence to: josemoreiradesousa@ifpi.edu.br

**IntechOpen**

© 2021 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited. [CC BY 3.0]
References

[1] Buehler Markus J, De Sousa JM. Atomistic Modeling of Materials Failure. Springer Science Business Media; 2018

[2] Allen MP, Tildesley DJ. Computer Simulation of Liquids. Oxford University Press; 2017

[3] Rapaport DC. The Art of Molecular Dynamics Simulation. Cambridge University Press; 2004

[4] Karplus M, McCammon JA. Molecular dynamics simulations of biomolecules. Nature Structural Biology. 2002;9(9):646-652

[5] De Sousa JM. Dinâmica molecular reativa de sistemas nanoestruturados [tese]. Repositorio da Producao Científica e Intelectual da Unicam Produção Científica Instituto de Física “Gleb Wataghin”—IFGW; 2016

[6] Gates TS, Odegard GM, Frankland SJV, Clancy TC. Computational materials: Multi-scale modeling and simulation of nanostructured materials. Composites Science and Technology. 2005;65 (15-16):2416-2434

[7] Liu WK, Karpov EG, Zhang S, Park HS. An introduction to computational nanomechanics and materials. Computer Methods in Applied Mechanics and Engineering. 2004;193(17-20):1529-1578

[8] Boldon L, Laliberte F, Liu L. Review of the fundamental theories behind small angle X-ray scattering, molecular dynamics simulations, and relevant integrated application. Nano Reviews. 2015;6(1):25661

[9] Novoselov KS, Geim AK, Morozov SV, Jiang DE, Zhang Y, Dubonos SV, et al. Electric field effect in atomically thin carbon films. Science. 2004;306(5696):666-669

[10] Iijima S. Helical microtubules of graphitic carbon. Science Nature. 1991;354(6348):56-58

[11] Goldstein H, Poole C, Safko J. Classical Mechanics. 2002

[12] Landau LD, Lifshitz EM. Course of Theoretical Physics. Elsevier; 2013

[13] Marion JB. Classical Dynamics of Particles and Systems. Academic Press; 2013

[14] Martys NS, Mountain RD. Velocity Verlet algorithm for dissipative particle-dynamics-based models of suspensions. Physical Review E Nature. 1999;59(3):3733

[15] Rappé AK, Casewit CJ, Colwell KS, Goddard WA III, Skiff WM. UFF, a full periodic table force field for molecular mechanics and molecular dynamics simulations. Journal of the American Chemical Society. 1992;114(25):10024-10035

[16] Mueller JE, Van Duin AC, Goddard WA III. Development and validation of ReaxFF reactive force field for hydrocarbon chemistry catalyzed by nickel. The Journal of Physical Chemistry C. 2010;114(11):4939-4949

[17] Van Duin AC, Dasgupta S, Lorant F, Goddard WA. ReaxFF: A reactive force field for hydrocarbons. The Journal of Physical Chemistry A. 2001;105(41):9396-9409

[18] Su JT, Goddard WA III. Excited electron dynamics modeling of warm dense matter. Physical Review Letters. 2007;99(18):185003

[19] Senftle TP, Hong S, Islam MM, Kylasa SB, Zheng Y, Shin YK, et al. The ReaxFF reactive force-field: Development, applications and future
[20] Plimpton S. Fast parallel algorithms for short-range molecular dynamics. Journal of Computational Physics. 1995; 117(1):1-19

[21] Clarke L, Glendinning I, Hempel R. The MPI message passing interface standard. In: Programming Environments for Massively Parallel Distributed Systems. Basel: Birkhäuser; 1994. pp. 213-218

[22] Evans DJ, Holian BL. The Nose–Hoover thermostat. The Journal of Chemical Physics. 1985; 83(8):4069-4074

[23] Salinas S. Introduction to Statistical Physics. Springer Science Business Media; 2001

[24] Goyal M, Gupta BRK. Study of shape, size and temperature-dependent elastic properties of nanomaterials. Modern Physics Letters B. 2019; 33(26):1950310

[25] Shen L, Shen HS, Zhang CL. Temperature-dependent elastic properties of single layer graphene sheets. Materials and Design. 2010; 31(9):4445-4449

[26] Brandão WHS, Aguiar AL, De Sousa JM. Atomistic computational modeling of temperature effects in fracture toughness and degradation of penta-graphene monolayer. Chemical Physics Letters. 2021:138793

[27] Cadelano E, Palla PL, Giordano S, Colombo L. Nonlinear elasticity of monolayer graphene. Physical Review Letters. 2009; 102(23):235502

[28] Lee C, Wei X, Kysar JW, Hone J. Measurement of the elastic properties and intrinsic strength of monolayer graphene. Science. 2008; 321(5887):385-388

[29] De Sousa JM, Bizao RA, Sousa Filho VP, Aguiar AL, Coluci VR, Pugno NM, et al. Elastic properties of graphyne-based nanotubes. Computational Materials Science. 2019; 170:109153

[30] Krishnan A, DuJardin E, Ebbesen TW, Yanilos PN, Treacy MMJ. Young’s modulus of single-walled nanotubes. Physical Review B. 1998; 58(20):14013