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**SUMMARY**  MPEG spatial audio object coding (SAOC) is a new audio coding standard which efficiently represents various audio objects as a down-mix signal and spatial parameters. MPEG SAOC has a backward compatibility with existing playback systems for the down-mix signal. If a mastering signal is used for providing CD-like sound quality instead of the down-mix signal, an output signal decoded with the mastering signal may be easily degraded due to the difference between the down-mix and the mastering signals. To successfully use the mastering signal in MPEG SAOC, the difference between two signals should be eliminated. As a simple mastering signal processing, we propose a mastering signal processing using the mastering down-mix gain (MDG) which is similar to the arbitrary down-mix gain of MPEG Surround. Also, we propose an enhanced mastering signal processing using the MDG bias in order to reduce quantization errors of the MDG. Experimental results show that the proposed schemes can improve sound quality of the output signal decoded with the mastering signal. Especially, the enhanced method shows better performance than the simple method in the aspects of the quantization errors and the sound quality.
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1. Introduction

Recently, an interactive audio service has been introduced to satisfy consumers’ demands for an alternative and enhanced audio service[1], [2]. The interactive audio service delivers various audio objects such as bass, guitar, and vocal to users, so people can control specific audio objects and create their own audio sound scenes. This interactive audio service, however, has a constraint that a high bit-rate should be guaranteed because the various audio objects need to be separately coded. As an approach to solve the bit-rate problem in the interactive audio service, spatial audio object coding (SAOC) schemes have been introduced and developed[3], [4]. Especially, the MPEG Audio subgroup has been developing MPEG SAOC as a standard of the SAOC[5]–[8]. MPEG SAOC represents various audio objects as a down-mix signal and spatial parameters.

MPEG SAOC has a backward compatibility in which the down-mix signal is directly played by existing playback systems if there is no MPEG SAOC decoder or the users want to listen to the down-mix signal. In that sense, a mastering signal can be used as the down-mix signal because the mastering signal is a modified version of the down-mix signal and it has CD-like sound quality[9]. Although the mastering signal can provide the users with the CD-like sound quality in the aspect of the backward compatibility of MPEG SAOC, it may result in the performance degradation in the aspect of the MPEG SAOC decoding due to difference between the down-mix and the mastering signals. In this paper, a mastering signal processing is described as a method to successfully use the mastering signal in MPEG SAOC and an enhanced mastering signal processing is also presented to improve the performance of the mastering signal processing.

The rest of this paper is organized as follows. Section 2 summarizes MPEG SAOC briefly. In Sect. 3, the mastering signal and its relationship with MPEG SAOC are presented. In Sect. 4 and 5, the proposed simple mastering signal processing to support the use of the mastering signal in MPEG SAOC and its enhanced method are presented, respectively. Experimental results and the conclusion are given in Sect. 6 and 7.

2. Overview of MPEG SAOC

MPEG SAOC consists of the encoding, the decoding, and the transcoding part as shown in Fig. 1. In the encoding part, the input audio objects are represented as the down-mix signal and the spatial parameters. MPEG SAOC mainly uses object level difference (OLD) and inter-object correlation (IOC) as the spatial parameters. The OLD and the IOC are defined as the level difference and the amount of correlation or coherence among the input audio objects, respectively.

In the decoding part, the audio objects are reconstructed using the transmitted down-mix signal and the spatial parameters. Then, the desired output signal is generated by rendering the recovered objects according to the rendering matrix for the mono or the stereo output.

Since MPEG Surround is a well-defined multi-channel audio coding standard including many kinds of audio coding schemes for high sound quality, high coding efficiency, and backward compatibility, MPEG SAOC simply uses MPEG Surround[10] to generate the desired multi-channel output signals. In order to use MPEG Surround, the down-mix signal and the bit-stream for MPEG Surround decoding are necessary. The transcoding part of MPEG SAOC is originated for the use of MPEG Surround decoding. In the transcoding part, the MPEG SAOC bit-stream is transcoded into the MPEG Surround bit-stream according to the rendering matrix that indicates location and mixing information...
of audio objects at the playback setup or the desired output signals. Moreover, the down-mix signal of MPEG SAOC is pre-processed for optimum rendering performance. In other words, the down-mix signal and the bit-stream of MPEG SAOC are transformed into the pre-processed down-mix signal and the bit-stream for the MPEG Surround decoding according to the rendering matrix through the transcoding process of MPEG SAOC [4], [6].

Additionally, MPEG SAOC has the backward compatibility with existing playback systems for the down-mix signal. In other words, if there is no MPEG SAOC decoder/transcoder or the users want to listen to the down-mix signal, the transmitted down-mix signal can be simply played using the mono or stereo playback systems.

3. Mastering Signal and MPEG SAOC

Generally, a piece of music is sequentially produced through the processes such as the creating musical idea, the recording, the mixing, and the mastering as shown in Fig. 2. In other words, various audio objects such as bass, guitar, piano, vocal, and so on are recorded according to a composer’s intention, and then they are mixed into the stereo signal and mastered for the distribution as an audio CD. Especially, the mastering process is to make adjustments to the overall sound quality of the stereo mixing signal through the following mastering steps.

- **Edit:** Edit the stereo mixing signal to remove any unwanted sound from the beginning and end of the mixing signal.
- **Equalize:** Make any final tonal adjustments to the stereo mixing signal using equalizers.
- **Compress:** Make final adjustments to the overall level of the file using compression.
- **Distribute:** Save the final version as an MP3 file or burn to a recordable CD.

When MPEG SAOC is compared with the music production process, it can be concluded that MPEG SAOC can support all the music production process except the mastering process. It is because the input audio objects and the down-mix signal of MPEG SAOC are conceptually identical to the recorded audio objects and the mixing signal in the music production process. To cover the mastering process in MPEG SAOC, we propose that the mastering signal should be used as the down-mix signal.

As previously mentioned, MPEG SAOC has the backward compatibility with the existing playback systems for the down-mix signal. By using the mastering signal instead of the down-mix signal, MPEG SAOC can provide the users with the CD-like sound quality of the mastering signal. However, since the mastering signal is different from the down-mix signal as shown in Fig. 3, the performance of MPEG SAOC may be easily degraded in the aspects of the decoding and the transcoding of MPEG SAOC.
In order to successfully use the mastering signal for the down-mix signal without the performance degradation of MPEG SAOC, there should be a process to compensate the difference between the down-mix and the mastering signals. The compensation process can be performed using new parameters that describe how to modify the mastering signal for the decoding and the transcoding of MPEG SAOC. As a simple method to use the mastering signal in MPEG SAOC, the artistic down-mix concept of MPEG Surround can be applied [10]–[12].

4. Simple Mastering Signal Processing in MPEG SAOC and Its Problem

Similar to the arbitrary down-mix gain (ADG) in MPEG Surround, the mastering down-mix gain (MDG) is proposed as a new parameter having about 1.5 kb/s data rate and supporting the use of the mastering signal in MPEG SAOC. The MDG is defined as the power ratio between the down-mix signal generated by an MPEG SAOC encoder and the mastering signal created by a mastering engineer. The MDG is used to reconstruct a proper down-mix signal for the decoding and the transcoding processes by modifying the mastering signal.

Figure 4 shows the modified MPEG SAOC structure for the use of the mastering signal. Here, the modified MPEG SAOC transcoder structure is skipped. As shown in Fig. 4, in the encoder side, the MDG is additionally extracted through the down-mix analysis and it is formatted with other spatial parameters for the transmission. In the decoder side, the mastering signal is directly played or the SAOC decoding and transcoding are performed after the down-mix compensation using the MDG.

The MDG in partition b, denoted by $MDG_b$, is estimated as

$$MDG_b = 10 \log_{10} \frac{P_{m,b}}{P_{d,b}}, 1 \leq b \leq K,$$

(1)

where $P_{m,b}$ and $P_{d,b}$ are the estimated power of the mastering and down-mix signals, respectively, while $b$ is a parameter band index which indicates the spectral region containing several spectral components and $K$ is the number of parameter band [3]. Using $MDG_b$ and $P_{m,b}$, the power of down-mix signal can be obtained as

$$P_{d,b} = P_{m,b} \times \frac{1}{10^{MDG_b/10}} \text{ for } 1 \leq b \leq K.$$

(2)

The MDG is quantized for the transmission using the channel level difference (CLD) quantization scheme with non-uniform bidirectional 31 quantization levels of MPEG Surround as shown in Fig. 5. The CLD quantization scheme has fine resolutions in the region of small CLD values while coarse resolutions in the region of large CLD values, so it is suitable for the quantization of Gaussian distribution parameters with zero mean [10], [13]. Since the mastering signal can be considered as the modified version of the down-mix signal which is conceptually identical to the mixing signal in the music production process, it is natural to assume that the MDG has Gaussian-like distribution with near zero mean and it can be efficiently quantized using the CLD quantization table. However, though the MDG has Gaussian-like distribution, its mean is nonzero due to the effect of down-mix gains. In MPEG SAOC, a clipping problem of the down-mix signal causing sound quality degradation is not avoidable if all input objects are summed together without controlling each object gain [14]. To prevent the clipping, MPEG SAOC utilizes the down-mix gains smaller than 1 and these small gains lead to the power reduction of the down-mix signal. Thus, when the MDG is estimated, the MDG shows Gaussian distribution with nonzero mean. Namely, the center of the MDG distribution locates at the position far from 0 dB. Consequently, the MDG has large quantization errors.

5. Enhanced Mastering Signal Processing

To solve the MDG quantization problem, the MDG modification using the down-mix gains is proposed. From the fact that the down-mix gains result in the shift of the MDG distribution, it is devised that the center of the MDG distribution is moved back into the near zero position using the down-mix gains. The shift of the MDG distribution caused by the down-mix gains is defined as the MDG bias and it can be approximately calculated using MPEG SAOC parameters such as the down-mix gain (DMG) and the down-mix channel level difference (DCLD) which are estimated from the down-mix gains and transmitted to the decoder [6].

For the description of the MDG bias calculation, it is
assumed that there are the stereo down-mix signal, the mastering signal, and the down-mix matrix for obtaining the down-mix signal given as shown in (3).

\[
M_{\text{mix}} = \begin{bmatrix}
G_{l1} & G_{l2} & G_{l3} & \cdots & G_{lN} \\
G_{r1} & G_{r2} & G_{r3} & \cdots & G_{rN}
\end{bmatrix},
\]

(3)

where \(N\) is the number of objects and the subscript \(l\) and \(r\) denote the left and the right channel, respectively. The elements in the top and the bottom rows are the down-mix gains of the input objects for the left and the right channel of the down-mix signal, respectively. In the MPEG SAOC encoder, this down-mix matrix is parameterized as the DMG and the DCLD using (4).

\[
\begin{align*}
\text{DMG}_i &= 10 \log_{10} \left( \frac{G_{l,i}^2 + G_{r,i}^2}{G_{l,i} G_{r,i}} \right) \\
\text{DCLD}_i &= 20 \log_{10} \left( \frac{G_{l,i}}{G_{r,i}} \right) 
\end{align*}
\]

for \(1 \leq i \leq N\).

(4)

Using the DMG and the DCLD, all down-mix gains in (3) can be recalculated as

\[
\begin{align*}
\tilde{G}_{l,i} &= \sqrt{10^{\frac{\text{DCLD}_l}{10}} \times 10^{\frac{\text{DMG}_l}{20}}} \\
\tilde{G}_{r,i} &= \sqrt{10^{\frac{\text{DCLD}_r}{10}} \times 10^{\frac{\text{DMG}_r}{20}}}
\end{align*}
\]

for \(1 \leq i \leq N\),

(5)

where \(\tilde{G}_{l,i}\) and \(\tilde{G}_{r,i}\) are the recovered down-mix gains. In (5), the quantized DMG and the DCLD are used to avoid the mismatch between MDG biases calculated in the encoder and the decoder. The MDG bias can be obtained as (6) using (5).

\[
\begin{align*}
\text{MDG}_{l,i,\text{bias}} &= -10 \log_{10} \left( \frac{1}{N} \sum_{i=1}^{N} G_{l,i}^2 \right) \\
\text{MDG}_{r,i,\text{bias}} &= -10 \log_{10} \left( \frac{1}{N} \sum_{i=1}^{N} G_{r,i}^2 \right)
\end{align*}
\]

(6)

where \(\text{MDG}_{l,i,\text{bias}}\) and \(\text{MDG}_{r,i,\text{bias}}\) are the left and the right channel MDG biases, respectively. In (6), it is assumed that all objects have same unit power without respect to the characteristics of each object. It is because the effect of the down-mix gains on the power of the down-mix signal can be simply expected by the down-mix gains themselves. Based on this assumption, the reduced power of the down-mix signal by the down-mix gain can be approximately calculated as the squared mean of the down-mix gain. Finally, the modified MDG in partition \(b\) is calculated as

\[
\begin{align*}
m\text{MDG}_{l,b} &= \text{MDG}_{l,b} - \text{MDG}_{l,\text{bias}} \\
m\text{MDG}_{r,b} &= \text{MDG}_{r,b} - \text{MDG}_{r,\text{bias}}
\end{align*}
\]

for \(1 \leq b \leq K\),

(7)

where \(\text{MDG}_{l,b}\) and \(\text{MDG}_{r,b}\) are the original MDGs while \(m\text{MDG}_{l,b}\) and \(m\text{MDG}_{r,b}\) are the modified MDGs. These modified MDGs are quantized and transmitted to the decoder. Figure 6 shows the MDG distribution according to the down-mix gain and the modified MDG distribution by the MDG bias.

In the decoder side, the MDG bias is firstly recalculated using (5) and (6). The modified MDG is compensated with the calculated MDG bias as (8) and then used to modify the mastering signal using (2).

\[
\begin{align*}
\text{MDG}_{l,b} &= D\{ Q(m\text{MDG}_{l,b}) \} + \text{MDG}_{l,\text{bias}} \\
\text{MDG}_{r,b} &= D\{ Q(m\text{MDG}_{r,b}) \} + \text{MDG}_{r,\text{bias}}
\end{align*}
\]

for \(1 \leq b \leq K\),

(8)

where \(\text{MDG}_{l,b}\) and \(\text{MDG}_{r,b}\) are the recovered left and right channel MDGs. \(Q(\ )\) and \(D\{ \}\) denote the quantization and the dequantization processes. Figure 7 shows the
whole procedure of the enhanced mastering signal processing. As indicated in Fig. 7, the MDG bias is calculated only once during the encoding and the decoding process and the MDG modification is performed for every processing frame. Moreover, since the MDG modification only needs a few addition operations, the increase of the complexity by modifying the MDG is negligible.

6. Experimental Results

To confirm the effectiveness of the simple mastering signal processing and its enhanced method, two comparison tests on the aspects of the quantization errors and the subjective audio quality were performed. For all tests, 5 popular Korean songs were used and listed in Table 1. Each item consisted of one mastering signal and 4 to 6 audio object signals such as vocal, bass, guitar, drum, piano, etc. All test materials are available at [15].

Table 2 shows the quantization errors of the simple and the enhanced methods according to the variation of the down-mix gains. As shown in Table 2, the modified MDG has smaller quantization errors and its quantization errors are almost constant regardless of the variation of the down-mix gains. Here, we did not use the down-mix gains larger than 0.5 because the clipping of the down-mix signal occurred.

As a subjective listening test, the MUSHRA test was performed [16]. Six systems were used for the test and they are listed in Table 3. The down-mix signal was generated with 0.1 to 0.5 gains. Eight experienced listeners evaluated the decoded audio quality of the test items in each trial. As shown in Fig. 8, the subjective listening test results show that the sound quality of the output signals decoded with the mastering signals compensated by the MDG and the modified MDG are significantly better than that of the output signal generated with the original mastering signal and statistically similar to that of the output signal generated with the down-mix signal. Especially, the modified MDG shows slightly better sound quality compared to the MDG though the confidence intervals of two signals are almost overlapped. For the clarification, the differential score between the MDG and the modified MDG is given in Fig. 9. The modified MDG has the higher absolute score than the

| Table 1 | Test materials. |
|---|---|
| **Number** | **Material** | **List of object** |
| 1 | Hajimian | Guitar, bass, keyboard, rhythm, chorus, vocal |
| 2 | Braves | Guitar, bass, keyboard, rhythm, chorus, vocal |
| 3 | Snow | Guitar, bass, strings, rhythm, chorus, vocal |
| 4 | LaLaLa | Strings, bass, drum, vocal |
| 5 | SulpunDajim | Guitar, bass, piano&brass, rhythm, chorus, vocal |

| Table 2 | MDG quantization errors. |
|---|---|
| **Gain** | 0.5 | 0.4 | 0.3 | 0.2 | 0.1 | **Average** |
| MDG distortion (dB) | 1.11 | 1.17 | 1.27 | 1.47 | 1.68 | 1.34 |

| Modified MDG distortion (dB) | 1.05 | 1.06 | 1.05 | 1.09 | 1.10 | 1.07 |

| Table 3 | Six systems under test. |
|---|---|
| **Classification** | **Description** |
| Hidden reference | Reference signal generated with the original audio objects |
| Anchor | 3.5 kHz band-limited signal |
| Down-mix | Decoded output signal with the down-mix signal |
| Mastering | Decoded output signal with the mastering signal |
| MDG | Decoded output signal with the mastering signal compensated by the MDG |
| Modified MDG | Decoded output signal with the mastering signal compensated by the modified MDG |

Fig. 8 Subjective listening test results.

Fig. 9 Differential score between MDG and modified MDG.
MDG for all test items as shown in Fig. 9, although the differential score is not so high.

7. Conclusion

This paper presents mastering signal processing to support the use of the mastering signal in MPEG SAOC and its enhanced method with robustness to quantization errors. The simple mastering signal processing is designed to eliminate the difference between the down-mix and the mastering signals using the MDG. The MDG is very similar to the ADG of MPEG Surround, but it has the relatively large quantization errors using the MDG. The MDG is very similar to the ADG for all test items as shown in Fig. 9, although the differential score is not so high.

Although the MDG and the modified MDG show good performance, there still exists the sound quality degradation due to the power fluctuation problem caused by the sub-band domain processing. Therefore, it is needed to solve this problem for the improvement of sound quality. As one of possible solutions, the limitation to the dynamic range of the MDG in the low frequency region can be considered.
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