Detecting bifurcations in dynamical systems with CROCKER plots
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Existing tools for bifurcation detection from signals of dynamical systems typically are either limited to a special class of systems, or they require carefully chosen input parameters, and significant expertise to interpret the results. Therefore, we describe an alternative method based on persistent homology—a tool from Topological Data Analysis (TDA)—that utilizes Betti numbers and CROCKER plots. Betti numbers are topological invariants of topological spaces, while the CROCKER plot is a coarsened but easy to visualize data representation of a one-parameter varying family of persistence barcodes. The specific bifurcations we investigate are transitions from periodic to chaotic behavior or vice versa in a one-parameter collection of differential equations. We validate our methods using numerical experiments on ten dynamical systems and contrast the results with existing tools that use the maximum Lyapunov exponent. We further prove the relationship between the Wasserstein distance to the empty diagram and the norm of the Betti vector, which shows that an even more simplified version of the information has the potential to provide insight into the bifurcation parameter. The results show that our approach reveals more information about the shape of the periodic attractor than standard tools, and it has more favorable computational time in comparison to the Rösenstein algorithm for computing the maximum Lyapunov exponent.

Qualitative changes in the system response such as transitions from regular to chaotic behavior are referred to as bifurcations. When the system is modeled by differential equations with a large number of degrees of freedom, or if all that is available is a time series from a system observable, detecting these bifurcations becomes challenging. Therefore, we focus on a data-driven approach for bifurcation detection where we measure properties of embedded time series to determine if and when the behavior of the system has changed. The tools used come from topological data analysis (TDA), where shape is quantified using tools from algebraic topology. The contribution of this paper is to show how the CROCKER plot1, a visual tool for analysis of changing shape, can be used for the purpose of analyzing and detecting bifurcations. Further, compressed versions of this information by taking the norm over columns of the resulting matrix can also be associated to changes in the system. The analysis is performed by testing the ideas empirically on ten dynamical systems and providing comparisons to standard bifurcation analysis tools.

I. INTRODUCTION

Systems expressing chaotic behavior can be found in a variety of domains, ranging from mathematics to biology, economics to electrical circuits, and engineering to social sciences. When considering chaotic systems in terms of engineering applications, the major issue is determining how to control complexity and unpredictability. As the number of features in established systems grows, the system becomes more complicated, making modeling the system more difficult. Further, since the definition of bifurcation is quite qualitative, we are left to either qualitative measurements, or turn to other quantitative measures which tend to be computationally expensive options for analysis. In this paper, we propose a method for investigating bifurcations in dynamical systems using a tool from topological data analysis (TDA) called the CROCKER plot1.

There is a growing literature dedicated to connecting dynamical systems analysis with TDA to create new data-driven analysis tools, a field collectively known as Topological Signal Processing (TSP)2. The original seeds of TDA as a field were planted through connections with dynamical systems3,4, so it is no surprise that these ideas can be quite useful for time series analysis. Much of the recent work utilizes persistent homology, colloquially known as persistence, which encodes the shape and structure of given input data by providing measurements of features such as clusters and holes. The standard and highly utilized pipeline for time series data5–19 is as follows. Take a time series of interest, generate a point cloud from it using a delay coordinate embedding, create a
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filtration of the complete simplicial complex using the Rips construct, and compute the persistent homology of the result. From here, the analysis tools depend on the types of input data and conclusions desired, but nearly all involve some form of featurization of the resulting persistence diagrams. This process, which returns some form of a vector representing the persistence diagram, is required as the unusual geometry of the space of diagrams \(^20\) results in limitations when passing the information as inputs to machine learning algorithms. This pipeline has found a great deal of success in both theory and applications, including machining \(^21\)–\(^23\), finance \(^24\)–\(^28\), and biomedicine \(^29\)–\(^33\). More recently, work has begun to modify aspects of this pipeline \(^33\)–\(^38\) to or to accept different forms of data input than simple time series \(^39\)–\(^44\).

In this paper, we focus on the case of time series data associated to a bifurcation parameter. That is, a parameter which can be changed in the system resulting in different types of output behavior. With a collection of time series, each associated to this parameter value, we can employ tools from TDA which are built to handle a 1-parameter family of persistence diagrams. While this collection of methods includes multiparameter persistence \(^45\), and vineyards \(^46\), we will focus on the CROCKER plot \(^1\) due to its simple visualization. The idea is that for each value of the bifurcation parameter, there is a persistence diagram computed from the time series via the normal pipeline, but this can instead be encoded via its simpler Betti curve. These Betti curves, which are vectorized into columns, can be collected into a matrix to easily visualize these curves, which are vectorized into columns, can be collected into a matrix to easily visualize changes in the persistence diagram structure, which can then be interpreted against the original bifurcation parameter for analysis of the system.

The result, called a CROCKER plot, was originally developed in the context of dynamic metric spaces \(^1\), \(^47\)–\(^49\). There, the additional restrictions mean that the time-varying point clouds under study have labels on vertices from one parameter value to the next, allowing for more available theoretical results on continuity. However, the visualization tool itself needs no such assumption, as we have no tracking information on our point clouds from one step to the next.

In this paper, we show that the CROCKER plot can be used as both a qualitative and quantitative tool for understanding bifurcations in dynamical systems. We will also begin to look at an even more simplified version of the information, namely the \(L_1\) norm of the Betti curves. As we show that this construction is closely related to the 1-Wasserstein distance commonly used for persistence diagrams and make connections between this and the maximum Lyapunov exponent, a commonly used measure for chaos. This paper is the full version of our short conference paper \(^50\).

Outline. We organize this paper as follows. In Sec. II we give the necessary background on dynamical systems, persistent homology, and CROCKER plots. In Sec. III, we give specifics of the method, and show the results with full details on the Lorenz and Rössler systems, with further results shown for a longer list of example dynamical systems. Finally, we discuss conclusions, limitations, and future work in Sec. IV.

II. BACKGROUND

In this section, we give the necessary background for the CROCKER based analysis of dynamical systems. In particular, we discuss needed dynamical systems background in Sec. II A; and the topological tools we use in Sec. II B.

A. Dynamical systems

Throughout this work, we assume that we have access to sampled realizations of a dynamical system \(X = [x_1, \cdots, x_N]\) where \(x_i \in \mathbb{R}^n\) and have the goal of analyzing changes in the behavior in a data-driven manner. In this paper, we use two main tools from the dynamics literature for analyzing the dynamics of a non-linear system. Namely, we first use the bifurcation diagram which is a qualitative measure and Lyapunov exponent which is a quantitative measure. As these tools are standard in nonlinear time series analysis, we direct the interested reader to texts \(^51\)–\(^54\) for further details.

1. Bifurcation Diagrams

A bifurcation in a dynamical system is characterized by tiny changes in parameter values causing qualitative changes in the behavior. These result in qualitative changes in the system’s equilibrium point or the unstable state of stable equilibrium points. Hence, detecting them is critical since they can indicate when a system is transitioning from normal operation to imminent breakdown. Bifurcations can occur in both continuous and discrete time systems, and we call the system parameter that produces the bifurcation event the bifurcation parameter. One visual tool for finding bifurcations is the bifurcation diagram, which shows local extrema of a given system over a varying control parameter while keeping other parameters fixed.

An example of this can be seen in Fig. 1(a) for the commonly studied Lorenz system \(^55\). This system is given by the equations

\[
\dot{x} = \sigma(y-x), \quad \dot{y} = x(z-\rho) - y, \quad \dot{z} = xy - \beta z,
\]

where the constants \(\sigma, \rho, \beta\) are system parameters, \(x\) is proportional to the rate of convection, and \(y\) and \(z\) are the horizontal and vertical temperature variation, respectively. In the example of Fig. 1(a), we show the bifurcation diagram with respect to varying the parameter \(\rho\) with 600 equally spaced values between 90 and 105; and with the \(\sigma\) and \(\beta\) parameters remaining constant. The attractor for four marked values of \(\rho\) can be seen above the bifurcation diagram in Fig. 1. The Lorenz system was simulated using DynamicalSystems.jl \(^56\) package in julia \(^57\) with default function parameters. As we see from Fig. 1, there are two obvious periodic regions around \(\rho = 92.1\) and \(\rho = 100.1\). However, a limitation of bifurcation diagrams is their inherently qualitative nature, meaning further tools are required for understanding bifurcations.
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Figure 1. The bifurcation diagram (a) and the maximum Lyapunov exponent (b) for the Lorenz system with varying 600 ρ parameters between 90 and 105 and σ = 10, β = 8/3. On the bifurcation diagram, the orange scatter plot represents local maxima while black represents local minima of the variable x.

2. The maximum Lyapunov exponents

The second tool we use to investigate the behavior of a system, in this case, a quantitative measure, is called the maximum Lyapunov exponent. It can be described as the mean rate of exponential divergence or convergence of two neighboring beginning points in the phase space of a dynamical system. Specifically, the quantity is defined as follows.

Definition II.1. Given a dynamical system $\dot{Z} = F(Z)$ with $n$-dimensional phase space, we consider two neighboring trajectories $Z(t)$ and $Z(t) + \delta(t)$, where $\delta(t)$ is a vector with infinitesimal initial length. The maximum Lyapunov exponent of the system is a number $\lambda$, if it exists, such that $||\delta(t)|| \approx ||\delta(0)||e^{\lambda t}$. Specifically,

$$\lambda = \lim_{t \to \infty} \frac{1}{t} \log \frac{||\delta(t)||}{||\delta(0)||},$$

where $|| \cdot ||$ is the Euclidean norm. Moreover, the system is called chaotic if $\lambda > 0$, periodic if $\lambda = 0$ and stable if $\lambda < 0$.

We use the maximum Lyapunov exponent as our ground truth measurement for whether a dynamical system is chaotic, periodic, or stable at a given parameter value, and make use of two different algorithms for its computation. First, we use the Benettin algorithm to compute the maximum Lyapunov exponent in the case that we are assumed to have a model of the dynamical system. In particular, analytical calculations (when possible) are computationally expensive since they require the Jacobian matrix.

However, as is often the case in practice, when the model of the dynamical system is not available, we turn to numerical approximations. In our experiments, the maximum Lyapunov exponent is numerically computed using Rösenstein’s algorithm. In this algorithm, the maximum Lyapunov exponent is calculated using the slopes of the average divergence curves that result from linear fits of a scaling region. However, human input is required for the results of this procedure to be a reliable approximation for the true Lyapunov exponent. That being said, this algorithm is still commonly used in practice and thus it is useful to explore the relationships between the Rosenstein results and the TDA methods introduced here. The experiments described in Sec. III involve far too many time series to be able to perform detailed human checking, so we only use these results as an approximation and show further information on the challenges and quality of approximation for our experiments in Appx. A.

Returning to the example of Fig. 1(b), we see the maximum Lyapunov exponent, labeled $\lambda$, on the bottom of the figure. We calculated this maximum Lyapunov exponent from the model by using Benettin algorithm implementation in DynamicalSystems.jl. Note that there are still errors in the Benettin algorithm, since, for example, in the regions around 92.1 and 100.1, $\lambda$ approaches 0, but due to approximation errors does not stay at exactly 0. Further, we can see that regions around these parameter values sometimes have non-zero
B. Topological Data Analysis

A modern tool for measuring the shape of data, particularly point cloud data of the form we have sampled for a given dynamical system $X = [x_1, \cdots, x_N]$, is that of persistent homology and related ideas. This construction comes from the field of topological data analysis\textsuperscript{60–62}, and has many variants, including Betti curves, persistence diagrams, and persistence barcodes. In this paper, we will focus on the CROCKER plot\textsuperscript{1}, which is a relative of persistence in the case of a parameter stream of data, and provide the background needed for its definition.

1. Persistent homology

The idea behind persistent homology is that we can encode information about a fixed shape using homology\textsuperscript{63,64}, and extend this idea to develop a filtration of shapes where we can measure the changing homology. In this section, we give a view of the basics but direct the interested reader to relevant texts\textsuperscript{60,61} for further specifics.

The data we study in this work are point clouds, i.e. a finite discrete sets of points $X \subset \mathbb{R}^N$. We can develop a filtration of simplicial complexes based on this point cloud using the Vietoris-Rips complex, defined as follows.

**Definition II.2.** Given a point cloud $X$, the Vietoris-Rips complex is defined to be the simplicial complex whose simplices are built on vertices that are at most $\varepsilon$ apart,

$$
R_\varepsilon(X) = \{ \sigma \subset X \mid d(x,y) \leq \varepsilon, \text{ for all } x, y \in \sigma \}.
$$

When $X$ is clear from context, we denote the complex simply by $R_\varepsilon$.

For a fixed $\varepsilon$, we get a fixed simplicial complex $R_\varepsilon(X)$. These complexes have the additional property that for $\varepsilon \leq \varepsilon'$, $R_\varepsilon(X) \subseteq R_{\varepsilon'}(X)$. The resulting collection of Vietoris-Rips complexes for a sequence of proximity parameters, $\varepsilon_0 \leq \varepsilon_1 \leq \cdots \leq \varepsilon_s$, is the filtration

$$
R_{\varepsilon_0} \subseteq R_{\varepsilon_1} \subseteq \cdots \subseteq R_{\varepsilon_s}.
$$

An example of this construction can be seen in Fig. 2(a–d).

To measure the changing shape, we turn to homology. For a given simplicial complex $K$, the $k$-dimensional homology $H_k(K)$ is a vector space representing $k$-dimensional structure in the complex. The lowest dimensions come with the most intuition; namely that 0-dimensional homology measures connected components, 1-dimensional homology measures loops, and 2-dimensional homology measures voids. We direct the interested reader to classical texts\textsuperscript{63,64} for the full specifics on homology. For our purposes, the important information is that the basis of the vector space $H_k(K)$ has one element per $k$-dimensional structure. The dimension of $H_k(K)$ is called the $k$th Betti number, and will play an important role in the next section.

In the example of Fig. 2, the 1st Betti numbers for each simplicial complex shown are 0, 1, 1, and 0, respectively as only the second and third complexes, (b) and (c) have a loop.

Of course, in the example of Fig. 2, we can see that for certain choices of $\varepsilon$ proximity parameters, the structure of the Vietoris-Rips complex $R_\varepsilon(X)$ is a good approximation for the structure seen in the point cloud; namely that the points appear to be sampled from a circle. However a priori, we have no working knowledge to determine the right choice of $\varepsilon$ in advance, especially when we happen to not be working with a point cloud in low dimensions like $n = 2$. To this end, we turn to persistent homology, which encodes information about all values of $\varepsilon$ at once, allowing us to measure the durability of topological features over the changing parameter.

The additional tool we use is that the vector spaces $H_k(R_{\varepsilon}(X))$ also come with linear maps induced by the inclusions $R_{\varepsilon}(X) \hookrightarrow R_{\varepsilon'}(X)$. While we again leave specifics to classical texts\textsuperscript{63,64}, the result is a collection of vector spaces and maps

$$
H_k(R_{\varepsilon}) \to H_k(R_{\varepsilon'}) \to \cdots \to H_k(R_{\varepsilon_0})
$$

called a persistence module.

Further results in algebra mean that the persistence module can be decomposed into interval modules, which effectively give information about when features measured by homology appear and disappear over the module. Details can be found in\textsuperscript{61}. This data can be uniquely represented through a collection of pairs $(\varepsilon_b, \varepsilon_d)$ in a decomposition of the module, where each pair represents the parameter values for which a homological feature appeared at time $b$ and disappeared at time $d$.

To visualize this information, we turn to the persistence diagram, where an example can be seen in Fig. 3.

**Definition II.3.** A persistence diagram is a finite collection of off-diagonal points

$$
D = \{(b,d) \in \mathbb{R}^2 \mid b < d \}
$$

where $b$ and $d$ are the birth and death time of a feature in the persistence module. We call with $d - b$ the lifetime of the feature.

The empty diagram is the diagram with no off-diagonal points, $D_0 = \{\}$. 

![Figure 2](image_url)
A persistence barcode encodes the same information as the persistence diagram, but instead, is a collection of horizontal line segments as in Fig. 3. We place the homology generators on the vertical axis (where order does not matter) whereas the horizontal axis represents the life span of each homology class in terms of the parameter $\varepsilon$. When we draw the vertical line at a particular $\varepsilon_i$, the number of intersecting line segments in barcodes is the dimension of the corresponding homology group, i.e. the Betti number for that parameter $\varepsilon_i$. In Fig. 3, one can see barcodes together with the Vietoris-Rips complex corresponding to several choices of $\varepsilon$.

One of the reasons these persistence diagrams are so useful is the availability of metrics for their comparison. We focus here on the family of Wasserstein distances for persistence diagrams.

**Definition II.4.** A partial matching between two diagrams $D_1$ and $D_2$ is a bijection $M : S_1 \rightarrow S_2$ where $S_1 \subset D_1$ and $S_2 \subset D_2$. Two points $\alpha_1 \in D_1$ and $\alpha_2 \in D_2$ are called matched when $\alpha_2 = M(\alpha_1)$ while an element $\alpha_1 \in (D_1 \setminus S_1) \cup (D_2 \setminus S_2) := U_M$ is called unmatched. The Wasserstein distance between a pair of diagrams $D_1$ and $D_2$ is defined as

$$W_q(D_1, D_2) = \inf_M \left( \sum_{(\alpha_1, \alpha_2) \in M} \| \alpha_1 - \alpha_2 \|^q + \frac{1}{2q} \sum_{\alpha \in U_M} |\alpha_1 - \alpha_0|^q \right)^{1/q},$$

where the infimum is taken over all possible partial matches $M \subset D_1 \times D_2$.

See the example of Fig. 4, where two diagrams are overlaid. In Fig. 4(b), a poor choice of matching results in a high matching cost, while the matching shown at right Fig. 4(c) achieves the infimum and thus the Wasserstein distance between the diagrams.

**Definition II.5.** Fix a point cloud $X$ and denote the Vietoris-Rips complex at proximity parameter $\varepsilon$ by $R_\varepsilon(X)$. Then the Betti curve is a function

$$B_X : \mathbb{R} \rightarrow \mathbb{N} \quad \varepsilon \mapsto \beta_k(R_\varepsilon(X)).$$

We further have a discretized version of the Betti curve, called the Betti vector, which encodes the information from the Betti curve at a fixed sequence of $\varepsilon$ values.

**Definition II.6.** Let $P = \{\varepsilon_0, \varepsilon_1, \ldots, \varepsilon_s\}$ be a partition of the interval $(\varepsilon_0, \varepsilon_s)$. The $k$-dimensional Betti vector is defined as the ordered sequence of the $k$-dimensional Betti numbers,
that is
\[ BV_k(X;P) = (\beta_k(R_{e_0}), \beta_k(R_{e_1}), \ldots, \beta_k(R_{e_d})). \]

One particularly useful property of the Betti curve viewpoint over the persistence diagram is that we have access to a norm. In particular, for any \( p \in (0, \infty] \), the \( L_p \) norm of a real-valued function \( f \) is
\[ \| f \|_p = \left( \int |f(x)|^p \, dx \right)^{1/p}. \]

Even though it is known that the Betti curves are unstable, there is a close relationship between the norm of the Betti curve and the Wasserstein distance between a given diagram and the empty diagram. Specifically, this is encompassed in the following proposition which is proved in Appendix B.

**Proposition II.1.** Let \( D \) be a persistence diagram with maximum death time \( d_{\text{max}} \), and \( \mathbb{I} = (0, d_{\text{max}}) \subset \mathbb{R} \). Then, the link between Betti curves and Wasserstein distance is given by
\[ \int \mathbb{I} Bv_D(s) \, ds = 2 \cdot W_1(D,D_0). \]

This proposition implies that even if they are not stable (which should be thought of in analogue to Lipschitz functions), the Betti curves are at least continuous with respect to variations in the input data. This result comes from combining the above proposition with the stability theorem for Wasserstein distance.

### 3. CROCKER plots

The data we analyze here is not a single point cloud, but instead one point cloud realization \( \{ X_{\eta} \}_{\eta \in \mathcal{A}} \) per parameter value of the parameter space of interest \( \mathcal{A} = \{ \eta_0, \cdots, \eta_m \} \) in the dynamical system. Thus in the framework above, we get one persistence diagram per parameter value \( \{ D_{\eta} \}_{\eta \in \mathcal{A}} \). There have been several methods proposed for accommodating analysis of data of this form. These include multiparameter persistence\(^69\), and vineyards\(^46\). However, mathematical limitations and obfuscating interpretations make these difficult to work with. For this reason, we look at one of the most accessible representations of this data, the Contour Realization Of Computed \( k \)-dimensional hole Evolution in the Vietoris-Rips complex\(^1\), also known as a CROCKER\(^70\) plot.

While much of the original work\(^1,47\) was focused on the special case of time-varying point clouds (where the \( i^{\text{th}} \) point in the cloud \( X_{\eta} \) is related to the \( j^{\text{th}} \) point in cloud \( X_{\eta + \epsilon}, \text{e.g.}^{45} \)), there is no need for such a requirement. Indeed all we need is a sequence of Betti vectors, as in Defn. II.6, over a changing parameter.

**Definition II.7.** Fix a partition of proximity parameters \( P = \{0, \epsilon_1, \cdots, \epsilon_d\} \) and a partition of the parameter space of interest \( \mathcal{A} = \{ \eta_0, \cdots, \eta_m \} \). Denote the collection of point clouds by \( \mathcal{X} = \{ X_{\eta} \}_{\eta \in \mathcal{A}} \). Then the \( k^{\text{th}} \) CROCKER plot is the discrete function
\[ \text{CP}(\mathcal{X})[\eta, \epsilon_j] = \beta_k(R_{\epsilon_j}(X_{\eta})). \]

Note that viewed as a matrix, the CROCKER plot is the Betti vectors for each \( \alpha \) value stacked horizontally.
\[ \text{CP}(\mathcal{X}) = \left( \begin{array}{c} Bv(X_{\eta_0};P) \\ Bv(X_{\eta_1};P) \\ \cdots \\ Bv(X_{\eta_m};P) \end{array} \right). \]

Consider the example of Fig. 5, where we have six realizations of the Lorenz system for choices of the different \( \rho \) in Fig. 5(a). The barcode for each is shown in the next row Fig. 5(b). The 0 and 1-dimensional CROCKER plots are shown at the bottom Fig. 5(c) as the heat maps. Each of the 6 columns is the Betti vector for the corresponding realization. The high values of Betti numbers for the low \( \epsilon \) values come from the many short bars present in the noisy systems. Overarching circular structure, which shows up as long bars in the barcode, appear as positive values that stretch up into the higher \( \epsilon \) values.

The goal of this paper is to use these CROCKER plots to measure the changing topological behaviour of dynamics of nonlinear systems while varying both a system parameter and the Rips proximity parameter. Unlike tools used in classic bifurcation analysis, the only needed input is the reconstructed point cloud of the attractor. In the following section, we will show examples for how this plot can be used to find bifurcations in the behavior of dynamical systems.

### III. EXPERIMENTS AND RESULTS

After giving specifics of the choices made in the method, in this section we show the pipeline as applied to two nonlinear dynamical systems: the Rössler system and Lorenz system. We then give similar results for a longer list of systems, with further details of each in Appendix D.

#### A. Specifics for the method

Our experiments will test this pipeline for the CROCKER plots as an analysis tool for bifurcation in dynamical systems. While the method itself can be seen in the example Fig. 5, we provide additional specifics and choices in this section.

The dynamical systems were simulated using DynamicalSystems.jl\(^56\) package in julia\(^57\). We also calculate the maximum Lyapunov exponents based on Benettin algorithm in same library. We then fetch the states of dynamical system as a point cloud for the python programming language to continue on CROCKER tasks. Due to the high density of points in the resulting point clouds and computational expense of persistence diagrams, we subsampled each realization \( X_{\eta} \) using a greedy sub-sampling algorithm\(^71\) resulting in 500 points per point cloud. We then compute the 0- and 1-dimensional persistence diagrams \( D_{\eta} \) using ripser\(^72\).

We compute all simulations prior to choosing the partition \( P \) so as to ensure that we cover a range that includes all points in the persistence diagrams. Specifically, if \( M \) is the maximum
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Figure 5. An example showing the CROCKER plots (bottom row (c); dimensions 0 and 1) for a coarse partitioning of the $\rho$ parameter for the Lorenz system in the first row (a). The corresponding persistence barcodes are shown in the middle row (b).

The Rössler system is given by the equations

$$\dot{x} = -y - z, \quad \dot{y} = x + ay, \quad \dot{z} = b + z(x - c).$$

For this study, we fixed parameters $b = 2$ and $c = 4$. We then vary the control parameter $a$ for 600 equally spaced values between 0.37 and 0.43. We used a sampling rate of 15 Hz for 1000 seconds and the initial conditions $[x, y, z] = [-0.4, 0.6, 1]$. After solving the system, we retain the last 170 seconds to avoid transients.

In Fig. 6(a), we show the bifurcation diagram for the Rössler system varying parameter $a$ with 600 equally-spaced values between 0.37 and 0.43 with the other parameters fixed. The local maxima and minima values of the system variable $x$ are colored orange and black, respectively. Below this are the CROCKER plots for homology dimensions 0 (Fig. 6(b)) and 1 (Fig. 6(c)). The value of the Betti number is shown by color; white regions are values for which $\beta_k > 6$. In these cases, those regions are largely viewed as noise. For instance, the large white region in the 0-CROCKER is caused by small values of $\varepsilon$ resulting in many individual connected components in $R_\varepsilon(X)$. Indeed, for small enough $\varepsilon$, this is one component per point in the cloud. The timing for these components merging up is a result of density of the sampling of the realization of the dynamical system. As such, the white region in the 0-CROCKER plot here is largely a measure of our subsampling required to compute persistence on a smaller point cloud. Periodic regions include multiple runs along the attractor, thus increasing the density of coverage and resulting in earlier mergings in the 0-dimensional diagram.

Thanks to these visualization tools, we can qualitatively compare the CROCKER plots with the bifurcation diagram. Note that most markedly around the bifurcation that occurs around $a = 0.41$, there is a clear shift in the CROCKER plots as well as in the bifurcation diagram. This occurs both in...
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Figure 6. The bifurcation diagram (a) and Lyapunov exponent (d) are shown for the Rössler system varying the control parameter \( a \). The 0- and 1-CROCKER plots (b and c respectively) and \( L_1 \) norm of each Betti vector (e and f) are also shown.

In the 0-dimensional CROCKER plot, there is a drop in the maximum \( \epsilon \) (vertical axis) at which the Betti curve becomes a constant \( 1^\beta_0 \). The 1-dimensional CROCKER plot has a marked shift in the maximum \( \epsilon \) value for which the Betti curve is positive, meaning this persistence diagram has a long lived bar. Further, the thick brown region (\( \beta_1 = 3 \)) implies there are likely two additional long lived bars in the persistence diagrams in this area.

Moreover, when we vertically look at 1-dimensional CROCKER, the system has two prominent circular shapes in the system parameters interval between 0.37 and 0.39. For instance, one of them has a lifetime of approximately 4 (\( \epsilon_b \approx 0.2, \epsilon_d \approx 4.02 \)) while the other one has a lifetime of 2 (\( \epsilon_b \approx 0.9, \epsilon_d \approx 2.9 \)) at the system parameter 0.37. On the other hand, when we horizontally drive the system parameter to the right sides between the parameters 0.39 and 0.42, these 2 loops will change into a circular shape since one of them disappeared.

There is an even further simplified version of viewing the data, namely the \( L_1 \) norm of the Betti vector. For partition \( P = \{\epsilon_0, \cdots, \epsilon_s\} \), this is given as

\[
\|Bv_k(X; P)\|_1 = \sum_{\forall i} \beta_i(R_{\epsilon_i}).
\]  

These graphs are shown in parts (e) and (f) of Fig. 6. Again, we can see qualitative similarities, in particular when comparing the graphs of the \( L_1 \) norms with the maximum Lyapunov exponent graph \( \lambda \) obtained from Benettin algorithm.

For a more quantitative test, we compute the Pearson correlation coefficient between the maximum Lyapunov exponent and the \( L_1 \) norms for 0- and 1-dimensional information. Full details of this computation are given in Appendix C, but the idea is that values close to 1 imply a strong positive linear correlation. For our cases, the computed Pearson coefficient values were 0.88 and 0.85, respectively. This means that there is a strongly positive correlation between them.
C. Lorenz System

We run the same test on Lorenz system which consists of three ordinary differential equations,

\[
\dot{x} = \sigma(y - x), \quad \dot{y} = x(\rho - z) - y, \quad \dot{z} = xy - \beta z.
\]

Here the parameters \(\sigma = 10\) and \(\beta = 8/3\) are fixed, while the control parameter \(\rho\) is varied across 600 equally spaced values in the interval [90, 105]. The solutions are simulated using a sampling rate of 100 Hz for 100 seconds with the initial conditions \([x, y, z] = [10^{-10}, 0, 1]\). After solving the system, we take the last 20 seconds to avoid transients.

In Fig. 7, as in the Rössler system, Lorenz’s CROCKER and \(L_1\) norms exhibit similar characteristics to the bifurcation diagram and the maximum Lyapunov exponent. We also note that there is a clear relationship between the maximum Lyapunov exponent and the \(L_1\) norm of the CROCKER vectors as seen on the Fig. 7(d-f). The computed Pearson coefficient values between the maximum Lyapunov exponent, and the \(L_1\) norms for 0- and 1-dimensional Betti vectors were 0.93 in both cases.

However, when we examine two different system parameters in the same system, some differences emerge in the case of 1-dimensional CROCKER. In particular as shown in Fig. 8, consider the parameters \(\rho \approx 92.5\) and 100. While in the 0-dimensional CROCKER, there is not an obvious difference between the two regions. However, in this particular case, the 1-dimensional CROCKER shows a stark contrast. For example, there are 4 noticeably persistent points around \(\rho \approx 92.5\), which can be seen in the thick pink region corresponding to \(\beta_1 = 4\) in that area of the 1-dimensional CROCKER. Similarly, there is an extremely long lived persistence bar around \(\rho = 100\) seen in the thick green region which extends farther up into the \(\epsilon\) parameter of the vertical axis. These regions were chosen because they encompass regions of parameter space where the Lyapunov exponent, as seen in Fig. 7, sometimes has non-zero approximations computed. This means that the CROCKER plot can potentially provide a more fine-grained separation than the maximum Lyapunov exponent alone.

D. Correlation between the maximum Lyapunov exponents and the \(L_1\) norm of CROCKER plots

We have shown a close relationship in terms of the Pearson correlation coefficient for both the Rössler and Lorenz systems; to see if this behavior persists, in this section we show similar tests for a larger collection of dynamical systems. Specifics for the systems and their simulation information are given in Appendix D. In Table I, we show both the Pearson \(r\) and Spearman \(\rho\) correlation coefficients with subscripts denoting the dimension of CROCKER plots used in each algorithm. Details of \(r\) and \(\rho\) can be found in Appendix C.

From Table I, we can conclude, at least experimentally, that the correlation between the maximal Lyapunov exponent and 1-dimensional \(L_1\) norm of CROCKER is a strong positive linear. The correlation coefficients between the maximum Lyapunov exponent came from the Benettin algorithm and \(L_1\) norm of Betti vectors is greater than the one obtained from Rösenstein algorithm. It shows that the \(L_1\) norms of Betti vectors includes more information than Rösenstein algorithm when we do not have the full equations of the model. For completeness, the appendix (Fig. 12) includes the bifurcation diagrams and CROCKER plots for the dynamical systems given in Table I in Appendix D.

E. Computation Cost

We further note the computational cost of each method in the setting where we assume the input data is available but the model is not. For this purpose, we first simulate the solution of the dynamical system using the python library teaspawn. We then record the computation time of two methods starting from the input of the available data: (i) \(L_1\) norms of Betti vectors and (ii) the maximum Lyapunov exponent computed used Rösenstein algorithm. All computations were performed on a Ubuntu 20.10 desktop with 16 GB RAM, Intel(R) Core(TM) i7-9700 CPU 3.00GHz, and 8 cores using the python language. A table of computation times for the dynamical systems defined in Appendix D is given in Table II. These calculations are done for 600 bifurcation parameter values; the average and standard deviation of the run times is shown. Computation for determining \(\|Bv_l\|_1\) is time from input of point cloud to output of \(L_1\) norm; and so includes subsampling, construction of the simplicial complex filtration, persistence diagram, Betti vector, and computation of the norm. Lyapunov code was performed using the slope of the average divergence curves obtained from linear fits as described in the original Rösenstein paper. To get comparable execution time, we fixed the number of divergences are calculated to be in the range of the linear region, as first 20 distances in the calculation of the maximum Lyapunov exponent. We note that in most cases the run time for the topological representations is comparable with the Lyapunov exponent computation, and in many cases is actually considerably faster. These computations were performed largely with out-of-the-box open source software; we suspect that computations can be sped up with more attention paid to code developed specifically for this purpose.

IV. CONCLUSIONS AND FUTURE DIRECTIONS

In this work, we have begun an investigation of the use of CROCKER plots for bifurcation analysis in dynamical systems. We show that in a simple test case, there is clearly a relationship between a representation of change in the system (the Lyapunov exponent) with the structure of the CROCKER plot, as well as with the \(L_1\) norm of each Betti vector. We also proved a relationship between the 1-Wasserstein distance to the empty diagram, and the \(L_1\) norm of the Betti vector.
Detecting bifurcations in dynamical systems with CROCKER plots

Figure 7. The bifurcation diagram (a), the 0- and 1- dimensional CROCKER plots (b and c, respectively), the maximum Lyapunov exponents (d) and for each CROCKER plots, the $L_1$ norm of each Betti vector (e and f) corresponding to varying the control parameter $\rho$ for the Lorenz system.

Table I. The Spearman $\rho$ and Pearson $r$ correlation between the maximum Lyapunov exponent, obtained from Rosenstein and Benettin algorithm, and $L_1$ norm of Betti vectors for each dimension 0 and 1.

| Systems           | Rosenstein Algorithm | Benettin Algorithm |
|-------------------|----------------------|--------------------|
|                   | $\rho_0$  $r_0$  $\rho_1$  $r_1$ | $\rho_0$  $r_0$  $\rho_1$  $r_1$ |
| Lorenz            | 0.679  0.854  0.647  0.857 | 0.657  0.936  0.622  0.934 |
| Rössler           | 0.863  0.856  0.797  0.823 | 0.884  0.88  0.807  0.847 |
| Coupled Lorenz Rössler | 0.924  0.925  0.887  0.878 | 0.912  0.937  0.874  0.892 |
| Complex butterfly | 0.934  0.942  0.932  0.945 | 0.927  0.948  0.912  0.953 |
| Hadley circulation| 0.805  0.861  0.832  0.871 | 0.816  0.884  0.841  0.892 |
| Moore-Spiegel     | 0.592  0.841  0.593  0.808 | 0.572  0.863  0.563  0.845 |
| Halvorsens        | 0.737  0.857  0.745  0.888 | 0.731  0.865  0.71  0.897 |
| Burke-Shaw        | 0.805  0.843  0.823  0.859 | 0.815  0.833  0.833  0.873 |
| Rucklidge         | 0.842  0.934  0.835  0.928 | 0.852  0.942  0.832  0.933 |
| WINDMI            | 0.787  0.896  0.789  0.916 | 0.789  0.898  0.802  0.921 |

This work, of course, leads to many interesting open questions. For starters, all work in this paper has been done in a data-driven manner. We suspect more can be done to provide a theoretical connection between the Lyapunov exponent and the $L_1$ norm of the Betti curve.

Further, while our computation times are on par with those for computing Lyapunov, we believe more can be done to improve the computation time of the method as shown. First, to our knowledge all TDA code available computes Betti vectors by first computing the full persistence diagram, and then
Figure 8. Zoomed in versions of Fig. 7 showing that the 1-dimensional CROCKER plot can detect changes in behavior related to different sorts of looping structures which were harder to detect using the Lyapunov exponent shown in Fig. 1.

Table II. For each system defined in Appendix D, we record the execution time to obtain the maximum Lyapunov exponents used the Rosenstein algorithm and the $\ell_1$ norm of Betti vectors for each particular system parameter.

| Systems                  | Lyapunov | $|Bv_0|_{\ell_1}$ | $|Bv_1|_{\ell_1}$ |
|--------------------------|----------|-----------------|-----------------|
| Lorenz                   | 0.42 ± 0.47 | 0.53 ± 0.56 | 0.51 ± 0.69 |
| Rossler                  | 1.07 ± 0.71 | 1.21 ± 1.86 | 0.98 ± 1.08 |
| Coupled Lorenz Rossler   | 0.38 ± 0.35 | 1.24 ± 1.88 | 1.12 ± 2.04 |
| Complex butterfly        | 2.52 ± 1.15 | 0.36 ± 0.31 | 0.31 ± 0.31 |
| Hadley circulation       | 2.83 ± 1.03 | 1.24 ± 1.51 | 1.21 ± 1.49 |
| Moore-Spiegel            | 2.47 ± 0.91 | 0.34 ± 0.34 | 0.28 ± 0.12 |
| Halvorsens               | 2.49 ± 0.92 | 1.09 ± 0.81 | 1.19 ± 1.69 |
| Burke-Shaw               | 2.73 ± 2.31 | 1.35 ± 0.92 | 1.41 ± 1.39 |
| Rucklidge                | 2.36 ± 1.21 | 0.79 ± 0.79 | 0.91 ± 1.09 |
| WINDMI                   | 1.97 ± 0.52 | 0.63 ± 0.43 | 0.78 ± 0.55 |

reverse engineering the Betti curve. Might there be a more direct computation method which provides speedups relative to the desired refinement of the partition?

Another potentially useful aspect of the CROCKER method for analyzing chaos as opposed to Lyapunov exponents is that of sensitivity to noise. In particular, Lyapunov is notorious for its slow computation and its sensitivity to error and noise. On the other hand, persistence comes with a theoretically grounded framework showing stability to noisy systems; i.e. that the construction of persistence from input data is a 1-Lipschitz procedure. The issue to be overcome is that the instability of Betti numbers extends to the CROCKER plots. That being said, our Prop. II.1 shows that the construction of Betti curves is a continuous procedure. Further work, either data driven or theoretical, is needed to understand whether this instability shows up in the cases of the embedded time series data being studied in this paper.
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Appendix A: Benettin vs. Rosenstein’s Algorithms for Maximal Lyapunov Exponents

In this section, we give further information on the differences between the Benettin and Rosenstein algorithms for
computing maximal Lyapunov exponents. For more information on the maximum Lyapunov exponent, we refer the reader to Kantz and Schreiber’s book\cite{Kantz:1997} and Parlitz’s notes\cite{Parlitz:2003}.

The main difference between the two algorithms is as follows. The Rosenstein algorithm can be computed using only a reconstructed attractor from a dynamical system without necessarily having access to the underlying differential equations. In this case, the goal is to determine the slope of the average divergence curve and shown in Fig. 9(b).

The issue that arises is that manual input is required. The approximation for the maximum Lyapunov exponent is the slope of a fit to the initial portion of the curve. If we are lucky and choose $k = 25$, we see that the fitted yellow line gives a reasonable approximation to the slope of the initial portion. However, if we instead choose $k = 40$, the fitted line is no longer a reasonable estimate. The solution is, in fact, to manually check all input time series, however, for the large number of realizations studied in this manuscript, this is unreasonable to do beyond basic spot checking. All calculations used in the main manuscript use $k = 20$, which was chosen as it seems to give reasonable results.

On the other hand, if we are in a situation where we have access to the model information, a better choice of Lyapunov computation is Benettin’s algorithm. This works by evolving the tangent vectors and following the Gram-Schmidt procedure which requires the Jacobian matrix of the system. For this reason, we treat the Benettin calculation as the ground procedure which requires the Jacobian matrix of the system. For more information, see, for example, the Betti curve given in Fig. 10.

To prove Prop. II.1, we begin with the following lemma, which will be set up to prove the proposition by induction.

**Lemma B.1.** Let $D = \{ \alpha_i = (b_i, d_i) \}_{i=0}^{w}$ be persistence diagram and let $A$ be the maximum value of the Betti curve, $A = \max_{s \in \mathbb{R}} B_D(s)$. Let $\overline{\alpha}_s$ be a maximal (with respect to inclusion) connected interval where $B_D$ takes value $A$, i.e., $B_D(s) = A$ for all $s \in \overline{\alpha}_s$. Then there is a persistence diagram $\tilde{D}$ which contains $\overline{\alpha}_s$ as a bar, has the same number of bars as $D$, and satisfies $W_1(D, D_{\tilde{b}}) = W_1(D, D_{\tilde{b}})$ and $B_D(s) = B_{\tilde{D}}(s)$.

**Proof.** If $\overline{\alpha}_s$ is already a bar of $D$, we set $\tilde{D} = D$ to complete the proof, so we may assume that there is no such bar in $D$. This means that there must be two bars corresponding to the endpoints of the interval. Then let $\alpha_1 = (b_1, d_1)$ and $\alpha_2 = (b_2, d_2)$ be bars in $D$ with $b_1 < b_2 = b_s < d_s = d_1 < d_2$. See Fig. 10 for an example of the two cases.

Define $\alpha_1' = (b_2, d_1)$ and $\alpha_2' = (b_1, d_2)$ to be a pair of bars with traded endpoints and let $\tilde{D} = D \setminus \{ \alpha_1, \alpha_2 \} \cup \{ \alpha_1', \alpha_2' \}$ be the diagram with those bars swapped in. Then because the lifetimes satisfy

\[
\ell_{\alpha_1} + \ell_{\alpha_2} = (d_1 - b_1) + (d_2 - b_2) = (d_1 - b_2) + (d_2 - b_1) = \ell_{\alpha_1'} + \ell_{\alpha_2'}
\]
Figure 9. The relationship between two methods, Rosenstein and Benettin algorithm, to calculate the maximum Lyapunov exponent for the different 600 Rössler systems. Figure (a) shows nearly the linear relation between them for two different choices of k in the Rosenstein algorithm. Figure (b) shows the last step of Rosenstein algorithm to calculate the maximum Lyapunov exponent corresponding to the same system realization shown as the purple star and green plus sign in the scatter plot at left.

Figure 10. An example of two barcodes (panels (a) and (b)) with the same Betti curve (panel (c)) as constructed in Lem. B.1.

We have that

$$W_1(D, D_0) = \frac{1}{2} \sum_{\alpha \in D} \ell_\alpha - \frac{1}{2} \sum_{\alpha \in D_0} \ell_\alpha,$$

where $\ell_\alpha = \frac{1}{2} \left( \ell_{\alpha_1} + \ell_{\alpha_2} \right)$. Combining this with Eqn. B1, we have

$$B_D(s) = \sum_{\alpha \in D} \mathbb{1}_\alpha(s) = \sum_{\alpha \in D_0} \mathbb{1}_\alpha(s),$$

completing the proof.

For simple visualization example, consider Figure 10. In both example barcodes, we have $\alpha_\circ = \{b_2, d_1\}$. In Fig. 10(a) the two bars correspond to $\alpha_1$ and $\alpha_2$, and when endpoints are swapped, result in the bars $\alpha'_1$ and $\alpha'_2$ in Fig. 10(b). However, the Betti curve shown in Fig. 10(c) remains the same for both.

We can now use the above lemma in the inductive step of the proof of the main proposition.

**Proof of Proposition II.1.** We will prove the statement by induction on the number of bars $k$ of a given diagram.

Since the case of the empty diagram is vacuously true, we will start with the base case $w = 1$ for clarity. This is visualized in Fig. 11. A diagram with a single bar $(s_0, s_1)$ shown in Fig. 11(a), and the Betti curve is given in Fig. 11(b). Then the area under the curve is $\int_{s_0}^{s_1} B_{D_1}(s) \, ds = s_1 - s_0$. On the other hand, the 1-Wasserstein distance to the empty diagram, as shown in Fig. 11(c), the distance is the half lifetime of the topological feature, thus $\int_{s_0}^{s_1} B_{D_0}(s) \, ds = \frac{s_1 - s_0}{2}$. So,

$$\int_{s_0}^{s_1} B_{D_1}(s) \, ds = (s_1 - s_0) \cdot \mathbb{1} = 2 \cdot \frac{s_1 - s_0}{2} = 2 \cdot W_1(D_1, D_0).$$

Now we assume the statement is true for a diagram with $w$ bars. Assume that we have a persistence diagram $D$ with $w + 1$ bars and let $\tilde{D}$ be the diagram obtained from Lem. B.1 with bar $\alpha_\circ = \{b_w, d_1\} \in \tilde{D}$. Let $\bar{D}_w$ be the diagram $\tilde{D}$ with that bar removed, i.e. $\bar{D}_w \cup \{\alpha_\circ\} = \tilde{D}$ and note that $|\bar{D}_w| = w$. Then we have

$$\int_{s_0}^{s_1} B_{\bar{D}_w}(s) \, ds = \int_{s_0}^{s_1} B_{D}(s) \, ds \quad \text{(Lem. B.1)}$$

$$= \int_{s_0}^{s_1} B_{\bar{D}_w}(s) \, ds + \int_{s_0}^{s_1} \mathbb{1}_{\alpha_\circ}(s) \, ds \quad \text{(induction)}$$

$$= 2 \cdot W_1(D_1, D_0)$$

(from Lemma B.1)
completing the proof.

Appendix C: Pearson and Spearman Correlations

The Pearson correlation coefficient \( r \in [-1, 1] \) measures the linear correlation of two series \( x \) and \( y \). The Pearson correlation coefficient for two datasets is calculated as

\[
 r = \frac{\sum_{i=1}^{n} (x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum_{i=1}^{n} (x_i - \bar{x})^2 \sum_{i=1}^{n} (y_i - \bar{y})^2}} \quad (C1)
\]

The coefficient \( r \) indicates a perfect positive or negative linear correlation when \( r = 1 \) or \( r = -1 \), respectively, while \( r = 0 \) represents no linear correlation. However Pearson correlation is limited in that it can only discover linear associations.

To investigate nonlinear associations, one may consider Spearman’s correlation which is the non-parametric version of the Pearson correlation. Spearman’s correlation coefficient \( \rho \in [-1, 1] \) is also calculated using Eq. (C1) with the ordinal ranking of the variables \( x \) and \( y \) instead of their numerical values. This substitution allows for detecting nonlinear correlation trends to be represented as long as the correlation is monotonic.

Appendix D: Dynamical System Details

In this section we give details on the various dynamical systems simulated for the experiments from Sec. III. All simulations were performed using the python package teaspoon^24 with default parameters other than those noted.

1. Lorenz

The Lorenz system consists of three ordinary differential equations referred to as Lorenz equations:

\[
\dot{x} = \sigma (y-x), \quad \dot{y} = x(\rho - z) - y, \quad \dot{z} = xy - \beta z,
\]

where the parameters \( \sigma = 10, \beta = 8/3 \) are fixed; the control parameter \( \rho \) is varied across 600 equally spaced values between 90 and 105; and the system is simulated with a sampling rate of 100 Hz for 100 seconds using the initial condition \( [x, y, z] = [10^{-10}, 0, 1] \). After solving the system, we take only the last 20 seconds to avoid transients.

2. Rössler

The Rössler system is defined as follows

\[
\dot{x} = -y - z, \quad \dot{y} = x + ay, \quad \dot{z} = b + z(x - c),
\]

where the parameters \( b = 2, c = 4 \) are fixed; the control parameter \( a \) is varied across 600 equally spaced values between 0.37 and 0.43; and the system is simulated with a sampling rate of 15 Hz for 1000 seconds using the initial condition \( [x, y, z] = [-0.4, 0.6, 1] \). After solving the system, we take only the last 170 seconds to avoid transients.

3. Coupled Lorenz Rössler

The Coupled Lorenz-Rössler system defined as follows

\[
\begin{align*}
\dot{x}_1 &= -y_1 - z_1 + k_1 (x_2 - x_1), & \dot{x}_2 &= \sigma (y_2 - x_2), \\
\dot{y}_1 &= x_1 + ay_1 + k_2 (y_2 - y_1), & \dot{y}_2 &= \gamma y_2 - y_2 - x_2 z_2, \\
\dot{z}_1 &= b_2 + z_1 (x_1 - c_2) + k_3 (z_2 - z_1), & \dot{z}_2 &= x_2 y_2 - b_1 z_2,
\end{align*}
\]

where the parameters \( b_1 = 8/3, b_2 = 0.2, c_2 = 5.7, k_1 = 0.1, k_2 = 0.1, k_3 = 0.1 \), \( \gamma = 28, \sigma = 10 \) are fixed; the control parameter \( a \) is varied across 600 equally spaced values between 0.3 and 0.5; and the system is simulated with a sampling rate of 50 Hz for 500 seconds using the initial condition \( [x_1, y_1, z_1, x_2, y_2, z_2] = [0.1, 0.1, 0.1, 0.0] \). After solving the system, we take only the last 30 seconds to avoid transients.

4. Complex butterfly

The complex butterfly system is defined as follows

\[
\dot{x} = a(y - x), \quad \dot{y} = 2 \text{sgn}(x), \quad \dot{z} = |x| - 1,
\]

where the control parameter \( a \) is varied across 600 equally spaced values between 0.10 and 0.60; and the system is simulated with a sampling rate of 10 Hz for 1000 seconds using the initial condition \( [x, y, z] = [0.2, 0.0] \). After solving the system, we take only the last 500 seconds to avoid transients.

5. Hadley circulation

The Hadley circulation system is defined as follows

\[
\begin{align*}
\dot{x} &= -y^2 - z^2 - ax + aF, \\
\dot{y} &= xy - bxz - y + G, \\
\dot{z} &= bxy + xz - z,
\end{align*}
\]

where the parameters \( b = 4, F = 8, G = 1 \) are fixed; the control parameter \( a \) is varied across 600 equally spaced values between 0.20 and 0.25; and the system is simulated with a sampling rate of 50 Hz for 500 seconds using the initial condition \( [x, y, z] = [-10, 0, 37] \). After solving the system, we take only the last 80 seconds to avoid transients.

6. Moore-Spiegel Oscillator

The Moore-Spiegel oscillator system is defined as follows

\[
\begin{align*}
\dot{x} &= y, \quad \dot{y} = z, \quad \dot{z} = -z - (T - R + Rx^2)y - Tx,
\end{align*}
\]

where the parameter \( R = 20 \) is fixed; the control parameter \( T \) is varied across 600 equally spaced values between 7.0 and 8.0; and the system is simulated with a sampling rate of 100 Hz for 500 seconds using the initial condition \( [x, y, z] = [0.2, 0.2, 0.2] \). After solving the system, we take only the last 10 seconds to avoid transients.
7. Halvorsen’s cyclically symmetric attractor

The Halvorsen’s cyclically symmetric attractor is defined as follows

\[
\dot{x} = -ax - by - cz - y^2 \\
\dot{y} = -ay - bx - cx - z^2 \\
\dot{z} = -az - bx - cy - x^2,
\]

where the parameters \( b = 4, c = 4 \) are fixed; the control parameter \( a \) is varied across 600 equally spaced values between 1.40 and 1.85; and the system is simulated with a sampling rate of 200 Hz for 200 seconds using the initial condition \( [x, y, z] = [-5, 0, 0] \). After solving the system, we take only the last 25 seconds to avoid transients.

Appendix E: CROCKER plots for other dynamical systems

In this section, we give an additional figure (Fig. 12) detailing similar results to those seen in Sec. III for the remainder of the systems mentioned in Appendix D.
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