Gluon fragmentation into $^{3}P_{j}^{[1,8]}$ quark pair and test of NRQCD factorization at two-loop level
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ABSTRACT: The next-to-leading order (NLO) ($O(\alpha_s^3)$) corrections for gluon fragmentation functions to a heavy quark-antiquark pair in $^{3}P_{j}^{[1,8]}$ states are calculated within the NRQCD factorization. We use integration-by-parts reduction and differential equations to semi-analytically calculate fragmentation functions in full-QCD, and find that infrared divergences can be absorbed by the NRQCD long distance matrix elements. Thus, the NRQCD factorization conjecture is verified at two-loop level via a physical process, which is free of artificial ultraviolet divergences. Through matching procedure, infrared-safe short distance coefficients and $O(\alpha_s^2)$ perturbative NRQCD matrix elements ($O(^{3}P_{j}^{[1/8]}(3S_1^{[8]}))_{\text{NLO}}$ are obtained simultaneously. The NLO short distance coefficients are found to have significant corrections comparing with the LO ones.
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1 Introduction

Heavy quarkonium provides an ideal physical system to explore the strong interaction, as the heavy quarkonium production contains both perturbative and non-perturbative effects in QCD. Non-relativistic QCD (NRQCD) factorization [1] is the most widely used theory to explain quarkonium production so far. When transverse momentum $p_T$ of the produced quarkonium is large, fragmentation mechanism dominates and factorization is easier to hold, because long-distance interactions between quarkonium and initial-state particles are suppressed then.

Inclusive production differential cross section of a specific hadron $H$ at high $p_T$ can be calculated in collinear factorization [2],

$$d\sigma_{A+B\rightarrow H(p_T)+X} = \sum_i d\hat{\sigma}_{A+B\rightarrow i(p_T/z)+X} \otimes D_{i\rightarrow H}(z, \mu) + O(1/p_T^2), \quad (1.1)$$

where $i$ sums over all quarks and gluons, $z$ is the light-cone momentum fraction carried by $H$ with respect to the parent parton $i$, and $A$ and $B$ are colliding particles whose effect should be further factorized into partons if they are hadrons. $d\hat{\sigma}_{A+B\rightarrow i(p_T/z)+X}$ are perturbatively calculable hard parts, while $D_{i\rightarrow H}(z, \mu)$ are non-perturbative but universal fragmentation functions (FFs) describing the probability of parton hadronizing to $H$ with momentum fraction $z$. For heavy quarkonium production, an important $O(1/p_T^2)$ contributions are double parton FFs which can also be factorized [3–7]. In FFs, there is a collinear factorization scale $\mu$ dependence, which cancels with the similar dependence in hard parts perturbatively order by order, leaving physical differential cross section independent of the scale. The evolution of single parton FFs with respect to $\mu$ are controlled by the Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) evolution equation [8–10], and similar evolution
equations for double parton FFs are calculated in [4]. With these evolution equations, the only unknown information for FFs are their values at any chosen factorization scale $\mu = \mu_f$.

When $\mu_f$ is close to the quarkonium mass $m_H$, it is natural to calculate FFs via NRQCD factorization. For single parton FFs that will be considered in this paper, we have

$$D_{i \rightarrow H}(z, \mu_f) = \sum_n d_{i \rightarrow Q\bar{Q}(n)}(z, \mu_f) \langle \bar{O}^H_n \rangle,$$

(1.2)

where $d_{i \rightarrow Q\bar{Q}(n)}$ represent the perturbative calculable short-distance coefficients (SDCs) to produce a heavy quark-antiquark pair $Q\bar{Q}$ with quantum number $n$, and $\langle \bar{O}^H_n \rangle$ are normalized long-distance matrix elements (LDMEs) \footnote{$\langle \bar{O}^H_n \rangle$ can be related to the original definition of NRQCD LDME $\langle \bar{O}^H_n \rangle$ \cite{1} by the following rules. They are the same if $n$ is color-octet, and $\langle \bar{O}^H_n \rangle = \langle O^H_n \rangle/(2N_c)$ if $n$ is color-singlet.}. The quantum number is usually expressed in spectroscopic notation $n = 2S + 1J[^c]$, with $c = 1, 8$ respectively for color-singlet state and color-octet state. According to velocity scaling rule \cite{1}, $\langle \bar{O}^H_n \rangle$ is usually suppressed if $L$ is too large. Therefore, the most important states for phenomenological purpose are $S$-wave and $P$-wave states. Because LDMEs are supposed to be process independent, they can be determined by fitting experimental data, while SDCs can be calculated perturbatively through the matching procedure.

All the SDCs for single parton FFs to both $S$-wave and $P$-wave states up to $O(\alpha_s^2)$ are available \cite{11–21} (see \cite{22,23} for a summary and comparison). At $\alpha_s^3$ order, the leading order (LO) SDCs of $g \rightarrow Q\bar{Q}(^3S_1^{[1]}) + X$ and $g \rightarrow Q\bar{Q}(^1P_1^{[1]}) + X$ are calculated separately in Refs. \cite{12,24–27} and Ref. \cite{28}, and the next-to-leading order (NLO) SDCs of $g \rightarrow Q\bar{Q}(^1S_0^{[1,8]}) + X$ have also been calculated in Refs. \cite{29–31} recently. To perform phenomenological analysis at a consistent precision, such as that for $J/\psi$ or $\chi_{cJ}$ production, at this order, one also needs the NLO SDCs of $g \rightarrow Q\bar{Q}(^3P_j^{[1,8]}) + X$ and the next-to-next-to-leading order (NNLO) SDCs of $g \rightarrow Q\bar{Q}(^5S_1^{[8]}) + X$. In this paper, we will focus on the former.

Another motivation to calculate the NLO FFs for processes $g \rightarrow Q\bar{Q}(^3P_j^{[1,8]}) + X$ is to test the NRQCD factorization conjecture at two-loop level with a physical process. The test at two-loop level exists in literature \cite{32–35} but within the framework of eikonal approximation for infrared (IR) divergences. The eikonal approximation introduces artificial ultraviolet (UV) divergences which makes the extraction of IR divergences beyond one-loop level highly nontrivial. Because we do not use eikonal approximation, the extraction of IR divergences in our case is straightforward.

In this paper, we aim to calculate NLO SDCs of $g \rightarrow Q\bar{Q}(^3P_j^{[1,8]}) + X$ to high precision using similar methods in our previous paper \cite{29}. The rest of the paper is organized as following. In Sec. 2, we calculate the process to LO and NLO in full-QCD. The calculation method is very similar to that in Ref. \cite{29}. A small improvement is the computation of operator renormalization shown in Sec. 2.3 and Appendix. A. We argue that the NRQCD factorization at two-loop level without eikonal approximation is verified in Sec. 2.4. The $O(\alpha_s^2)$ perturbative NRQCD matrix elements (PMEs) $\langle O^{3P_j^{[1,8]}}(^3S_1^{[8]}) \rangle_{\text{NLO}}$ and $\langle O^{3P_j^{[1,8]}}(^5S_1^{[8]}) \rangle_{\text{NLO}}$ are matched, and the corresponding IR-safe SDCs are obtained simultaneously in Sec. 3. Discussion will be presented in Sec. 4.
2 Full-QCD Calculation

2.1 Definition

FF of a gluon to a hadron (quarkonium) is defined by Collins and Soper [36],

\[
D_{g\rightarrow H}(z,\mu_0) = \frac{-g_{\mu\nu}z^{D-3}}{2\pi P_c^+(N_c^2 - 1)(D - 2)} \int_{-\infty}^{+\infty} dx^- e^{-iP_c^+x^-} \\
\times \langle 0|G_{\mu\nu}^+(0)\mathcal{E}^+(0,0,0,\mathbf{0}_\perp)\delta_3P_{H(P)}\mathcal{E}(0,x^-,0,\mathbf{0}_\perp)_{ba}G_{\alpha\beta}^{+\nu}(0,x^-,0,\mathbf{0}_\perp)|0\rangle,
\]

where \(G_{\mu\nu}^+\) is the gluon field-strength operator, \(P\) and \(P_c\) are respectively the momenta of the produced hadron \(H\) and the initial-state fragmenting gluon \(g\), and \(z = P^+/P_c^+\) is the ratio of momenta along the "+" direction. It is convenient to choose the frame in which the hadron has zero transverse momentum, \(P = (zP_c^+, M^2/(2zP_c^+), 0_\perp)\), with \(P^2 = 2P^+P^- = M^2\). The projection operator \(\mathcal{P}_{H(P)}\) is defined by

\[
\mathcal{P}_{H(P)} = \sum_X |H(P) + X\rangle\langle H(P) + X|, \tag{2.2}
\]

where \(X\) sums over all unobserved particles. The gauge link \(\mathcal{E}(x^-)\) is an eikonal operator that involves a path-ordered exponential of gluon field operators along a light-like path,

\[
\mathcal{E}(0,x^-,0_\perp)_{ba} = P\exp\left[ +ig_s\int_{x^-}^{+\infty} dz^- A^+(0,z^-,0_\perp) \right]_{ba}, \tag{2.3}
\]

where \(g_s = \sqrt{4\pi\alpha_s}\) is the QCD coupling constant and \(A^\mu(x)\) is the matrix-valued gluon field in the adjoint representation: \([A^\mu(x)]_{abc} = if^{abc}A_5^\mu(x)\).

Since the SDCs \(d\)'s in the NRQCD factorization formula (1.2) are independent of the final state \(H\), we can replace \(H\) by on-shell \(Q\bar{Q}\) states to extract \(d_{i\rightarrow Q\bar{Q}[n]}\) through the matching procedure [See below (3.1) and (3.6)].

Choosing the factorization scale \(\mu_0 \sim 2m_Q\) with \(m_Q\) being the heavy quark mass, we can calculate FF for \(g \rightarrow QQ[n]\) in the full-QCD with the Feynman gauge. Most of the Feynman rules are the same as those of QCD, while the others related to the eikonal line can be found in Ref. [29]. Feynman amplitudes are denoted as \(\mathcal{M}_{\lambda_Q\lambda_{\bar{Q}}\lambda_i}(q)\), where \(\lambda_Q\) and \(\lambda_{\bar{Q}}\) are respectively spins of produced on-shell heavy quark and heavy antiquark, \(\lambda_i\) (\(i = 1, 2, \ldots\)) are spins of the initial-state virtual gluon or final-state unobserved light particles, and \(q\) is the heavy quark momentum in the rest frame of heavy quark pair. To project the free \(Q\bar{Q}\) pair to the state with spin-triplet and specific color, one can multiply amplitudes by projection operators and obtain

\[
\mathcal{M}^\alpha_{\lambda_i}(q) = \text{Tr} \left[ \Gamma_\epsilon \Gamma_\alpha \overline{\mathcal{M}}_{\lambda_Q\lambda_{\bar{Q}}\lambda_i}(q) \right], \tag{2.4}
\]

where \(\overline{\mathcal{M}}_{\lambda_Q\lambda_{\bar{Q}}\lambda_i}\) denotes amplitude with external heavy-(anti)quark spinors removed and...
the projection operators are defined as

\[
\Gamma_{c=1} = \frac{1}{\sqrt{N_c}}, \\
\Gamma_{c=8} = \frac{\sqrt{2T^a}}{\sqrt{N_c^2 - 1}}, \\
\Gamma_\lambda^\alpha = \frac{1}{\sqrt{2E(E + m_Q)}} (\not{p} - m_Q) \frac{2E - \not{P}}{4E} \gamma^\alpha \frac{2E + \not{P}}{4E} (\not{p} - m_Q),
\]

(2.5)

where \( p = P/2 + q \) and \( \not{p} = P/2 - q \) are momenta respectively for \( Q \) and \( \bar{Q} \), \( m_Q \) is the mass of heavy quark, and \( E \) is the energy of \( Q \) or \( \bar{Q} \) in the rest frame of \( QQ \). With the on-shell conditions of \( Q \) and \( \bar{Q} \), we have

\[
P \cdot q = 0, \quad P^2 = 4E^2 = 4(m_Q^2 - q^2). \tag{2.6}
\]

To project the amplitude into P-wave, we also need to take the derivation over \( q^\beta \),

\[
\mathcal{M}_\lambda^{\alpha_\beta} = \frac{\partial}{\partial q^\beta} \mathcal{M}_\lambda^{\alpha_\beta}(q)|_{q \to 0}. \tag{2.7}
\]

And by summing over spin and color of initial-state and final-state particles, we get the squared amplitude

\[
A_J = \frac{N_{CS}}{N_J} \sum_{P^{\alpha_\beta'}} P_J^{\alpha_\beta'\beta''} \Re \left[ \mathcal{M}_\lambda^{\alpha_\beta} \mathcal{M}_\lambda^{\alpha_\beta'} \right], \tag{2.8}
\]

where \( N_{CS} = \frac{D^D - 2}{(D^2 - 1)(D - 2)} \) with \( D = 4 - 2\epsilon \) is the space-time dimension. For different \( J \), \( N_J \) and \( P_J^{\alpha_\beta'\beta''} \) are respectively

\[
N_J = \begin{cases} 
1, & \text{for } J = 0 \\
\frac{1}{2}(D - 1)(D - 2), & \text{for } J = 1 \\
\frac{1}{2}(D + 1)(D - 2), & \text{for } J = 2 \\
(D - 1)^2, & \text{for } \sum J 
\end{cases} \tag{2.9}
\]

and

\[
P_J^{\alpha_\beta'\beta''} = \begin{cases} 
\frac{1}{D - 1} \Gamma^{\alpha_\beta} \Gamma^{\alpha_\beta'}, & \text{for } J = 0 \\
\frac{1}{2} \left( \Gamma^{\alpha_\beta'} \Gamma^{\beta''} - \Gamma^{\alpha_\beta} \Gamma^{\beta''} \right), & \text{for } J = 1 \\
\frac{1}{2} \left( \Gamma^{\alpha_\beta'} \Gamma^{\beta''} - \Gamma^{\alpha_\beta} \Gamma^{\beta''} \right) - \frac{1}{D - 1} \Gamma^{\alpha_\beta} \Gamma^{\alpha_\beta'}, & \text{for } J = 2
\end{cases} \tag{2.10}
\]

where

\[
\Gamma^{\alpha_\beta} = -g^{\alpha_\beta} + \frac{P^{\alpha} P^{\beta}}{P^2}. \tag{2.11}
\]
Then, fragmentation function in the full-QCD can be denoted as

\[
D[g \rightarrow Q\bar{Q}(^{3}P_{J}^{[1/8]}))] = \int d\Phi A_{J}.
\] (2.12)

Here, \(d\Phi\) is the final-state phase space,

\[
d\Phi = \frac{P^{+}}{z^{2}} S \delta \left(\frac{1-z}{z}P^{+} - \sum k_{i}^{+}\right) \prod_{i} \frac{dP_{k_{i}}}{(2\pi)^{D-1} \delta_{+}(k_{i}^{2})},
\] (2.13)

where \(S\) is the symmetry factor for final-state particles and \(k_{i}'s\) are momenta of final-state light particles. In the rest of the paper, we will take the case of \(g \rightarrow Q\bar{Q}(^{3}P_{J}^{[1/8]})) + X\) as an explicit example to explain our calculations.

### 2.2 LO FFs

The Feynman diagrams of gluon fragmenting into \(Q\bar{Q}(^{3}P_{J}^{[1/8]}))\) at the LO in \(\alpha_{s}\) are shown in Figure 1. These diagrams can be easily calculated, and the obtained FF can be expressed

\[
D_{LO}[g \rightarrow Q\bar{Q}(^{3}P_{J}^{[1/8]}))] = N_{LO}\left[\left(1-z\right)^{-1}\left(1-z\right)^{-1-2\epsilon} f_{1}(z) + \left(1-z\right)^{-1-2\epsilon} f_{2}(z)\right],
\] (2.14)

where

\[
N_{LO} = \frac{\alpha_{s}^{2}}{(D-1)N_{c}m_{Q}^{3}} \left(\frac{\pi \mu_{F}^{2}}{m_{Q}^{3}}\right)^{\epsilon} \Gamma(1+\epsilon)
\] (2.15)

and

\[
f_{1}(z) = \frac{3(5-3z)}{\epsilon} + \frac{3}{2}(3z-4) - \frac{9z}{2} + z^{3} - 42z^{2} + 15z + 18 + 2(2z^{2} - 2z - 1) z \epsilon + \frac{2z^{3}\epsilon^{2}}{3}.
\] (2.16)

With the following decomposition

\[
(1-z)^{-1-2\epsilon} = \frac{\delta(1-z)}{2\epsilon} + \frac{1}{\left[1-z\right]_{+}^{2}} - 2\epsilon \left[\left[1-z\right]_{+}^{2}\right]_{+} + O(\epsilon^{2}),
\] (2.17)

the FF can be expressed in the limit of \(\epsilon \rightarrow 0\) as

\[
D_{LO}[g \rightarrow Q\bar{Q}(^{3}P_{J}^{[1/8]}))] = N_{LO}\left(-\frac{2}{3\epsilon} \delta(1-z) + \frac{1}{3} \delta(1-z) + \frac{4}{3} \frac{z}{(1-z)_{+}} + \frac{1}{6} (85 - 26z) z + 3(5-3z) \ln(1-z)\right).
\] (2.18)
It is clear that there is an IR divergence in the full-QCD result. This divergence can be absorbed by the color-octet PME, which will be explained in Sec. 3.

2.3 NLO FFs

The NLO full-QCD calculations of this process resemble closely to the NLO calculations of $g \rightarrow Q\bar{Q}(^{1}S_{0}^{[1,8]}) + X$ in Ref. [29]. The relevant Feynman diagrams are shown in Figure 2 and Figure 3. In our calculation, we need to cut these diagrams at some specific positions. In Figure 4, we give an example to show how to obtain cut diagrams for the real and the virtual corrections.

![Figure 2. Typical Feynman diagrams without gluon eikonal vertex for $g \rightarrow Q\bar{Q}(^{1}S_{0}^{[1,8]}) + X$. The other diagrams can be obtained by permuting the heavy quark and anti-quark. The real and virtual diagrams can be obtained by cutting at different positions.](image)

The calculation is almost the same as that in Ref. [29]. Firstly we generate the amplitude from the Feynman diagrams for real or virtual corrections. Then reduce them into linear combinations of master integrals (MIs). There are 95 MIs for real corrections and 66 MIs for virtual corrections. Fortunately, these MIs are the same as those in Ref. [29], which can be calculated by using differential equations (DEs) method [37–49]. We can estimate values of these MIs in regions $0 \sim 1/4$, $1/4 \sim 3/4$ and $3/4 \sim 1$ respectively by the asymptotic expansions of them at $z = 0$, $1/2$ and $1$. Finally, the real and virtual corrections can be expressed by asymptotic expansions in different regions as

$$\sum_s \sum_{i=0}^{n_s} (z - z_0)^s \ln^i(z - z_0) \sum_{j=0}^{\infty} I^{sij}(\epsilon)(z - z_0)^j,$$

where $s$ are linear functions of $\epsilon$, $n_s$ are integers determined by $s$, and coefficients $I^{sij}(\epsilon)$ are functions of $\epsilon$, which can be computed to sufficient high order with high precision.
Figure 3. Typical Feynman diagrams with gluon eikonal vertex for $g \to Q\bar{Q}(\gamma P^2_{0}) + X$. The other diagrams can be obtained by permuting the heavy quark and anti-quark. The real and virtual diagrams can be obtained by cutting at different positions.

Figure 4. Real and virtual cut diagrams by cutting at different positions for the last diagrams in Figure 3.

Renormalization has some differences from that in Ref. [29], because $1/\epsilon$ pole already presents at LO FF. Firstly, the on-shell renormalization constants of heavy quark field and mass ($\delta_2$ and $\delta_m$) should be expanded at least to $O(\epsilon)$. To simplify the procedure, we use expression with exact $\epsilon$ dependence,

$$\delta_i = \frac{\alpha_s}{\pi} \Gamma(1+\epsilon) \left( \frac{\pi \mu_i^2}{m_i^2} \right)^\epsilon \hat{\delta}_i,$$  

with

$$\hat{\delta}_2 = -\frac{C_F}{4^{1-\epsilon}} \left( \frac{1}{\epsilon_{UV}} \frac{1 + 2\epsilon}{1 - 2\epsilon} + \frac{2}{\epsilon_{IR}} \right),$$

$$\hat{\delta}_m = -\frac{C_F}{4^{1-\epsilon}} \frac{1}{\epsilon_{UV}} \frac{3 - 2\epsilon}{1 - 2\epsilon},$$  

where $C_F = (N_c^2 - 1)/(2N_c)$.

Apart from the calculations of the QCD counter terms, some tricks are needed in the calculation of operator renormalization. In the $\overline{MS}$ scheme, the operator counter term is given by

$$D_{NLO}^{\text{Operator}}(z) = -\frac{\alpha_s}{2\pi} \Gamma(1+\epsilon) \left( \frac{4\pi \mu_r^2}{\mu_0^2} \right)^\epsilon \int_0^1 \frac{dy}{y} P_{gg}(y) D_{LO} \left( \frac{z}{y} \right),$$
where $\mu_0$ is the collinear factorization scale, and the Altarelli-Parisi splitting function $P_{gg}(z)$ is

$$P_{gg}(z) = b_0 \delta(1-z) + 2N_c \left( \frac{z}{(1-z)_+} + \frac{1-z}{z} + z(1-z) \right), \quad (2.23)$$

where $b_0 = (11N_c - 2n_f)/6$. If one takes the Eq. (2.18) as LO FF $D_{LO}(z)$, there will be two plus functions convolved in the integral in (2.22), which is difficult to define and calculate. However, we can take Eq. (2.14) as the input form of the $D_{LO}(z)$ to overcome this difficulty, with corresponding integrated results given in Appendix A. In this way, operator renormalization results can be easily obtained in each region, which are convenient to be added to the real and virtual corrections.

### 2.4 Verification of the NRQCD factorization at two-loop level

In the full-QCD calculations, the FF can be expressed by the phase space integral of amplitude squared as shown in Eq. (2.12). Before taking the derivative over $q$, the amplitude squared at $\mathcal{O}(q^2)$ can be expressed as

$$A(q, q') = (q \cdot q')A_1 + \left( \frac{q \cdot n}{(P \cdot n)^2} \right) A_2, \quad (2.24)$$

where $n$ is the light-like vector that defines the direction of the eikonal line of fragmentation function. Because NRQCD LDMEs should be independent of the direction of the eikonal line of fragmentation function, and all remained IR divergences in full-QCD calculation must be absorbed into the LDMEs if NRQCD factorization is valid, there should be no IR divergences in $A_2$. On the other hand, if one can show that there is no IR divergence in $A_2$, then all IR divergences in full-QCD FF can be absorbed into the NRQCD LDMEs in principle, and the NRQCD factorization can be verified at two-loop level.

Two-loop verification of NRQCD factorization was also done in Refs. [32–35], in which eikonal approximation was used to simplify the calculation. The eikonal approximation however introduced artificial UV divergences that makes the extraction of IR divergences highly nontrivial.

In this subsection, we verify the NRQCD factorization without applying eikonal approximation. We take the process $g \to Q\bar{Q}(P_{[1]}^{[1]}) + X$ with $J$ summed as an example. To extract the part $A_2$ only, we use the following projection operator

$$P_{q_{\alpha'} q_{\beta'}} = I^{\alpha'\beta'} \left( (D - 2)I^{\beta'-\alpha'} - (D - 1)d^{\beta'-\alpha'} \right), \quad (2.25)$$

where

$$d^{\beta'-\alpha'} = -g^{\beta'-\alpha'} + \frac{P^{\beta'} n^{\alpha'} + P^{\alpha'} n^{\beta'}}{P \cdot n} - \frac{P^2 n^{\beta'} n^{\alpha'}}{(P \cdot n)^2}, \quad (2.26)$$

and we get

$$P_{q_{\alpha'} q_{\beta'}} \frac{\partial}{\partial q^{\beta'} q^{\alpha'}} A(q, q') = I^{\alpha'\beta'} (D - 2) \frac{1}{P^2} A_2. \quad (2.27)$$

Performing the calculations similar to those introduced in Sec. 2, we find that all divergences are canceled out after adding real corrections, virtual corrections as well as UV renormalization contributions. As a result, IR divergences in $A(q, q')$ are free of the gauge line vector $n$. Thus the NRQCD factorization is verified to hold at two-loop level, which is consistent with the observation in Refs. [32–35].
### 3 Matching procedure and the SDCs

As SDCs are independent of specifics of the hadronic states, we can match the $\mathcal{O}(\alpha_s^2)$ PMEs from the divergences in full-QCD FFs and obtain the IR-safe SDCs simultaneously, thanks to the fact that NRQCD factorization holds at this order.

For $g \rightarrow Q\bar{Q}(^{3}P_{J}^{1/8})$ process, the LO FF can be expressed by

$$D_{\text{LO}}[g \rightarrow Q\bar{Q}(^{3}P_{J}^{1/8})] = d_{\text{LO}}[g \rightarrow Q\bar{Q}(^{3}P_{J}^{1/8})][\mathcal{O}(^{3}P_{J}^{1/8})]^{\text{LO}} + d_{\text{LO}}[g \rightarrow Q\bar{Q}(^{3}S_{1}^{[8]})][\mathcal{O}(^{3}P_{J}^{1/8})]^{\text{LO}},$$

where $\langle \mathcal{O}(^{3}P_{J}^{1/8})^{\text{LO}} \rangle = 1$ is normalized. The LO SDC of gluon to $^{3}S_{1}^{[8]}$ in (3.1) has been calculated in Ref. [17, 18], which is given in $D-$dimension by

$$d_{\text{LO}}[g \rightarrow Q\bar{Q}(^{3}S_{1}^{[8]})] = \frac{\pi \alpha_s \delta(1-z)}{(D-1)(N_c^2 - 1)m_Q^2},$$

and the $\mathcal{O}(\alpha_s)$ PMEs in the $\overline{\text{MS}}$ subtraction scheme can be expressed as

$$\langle \mathcal{O}(^{3}P_{J}^{1/8})^{\text{LO}} \rangle^{\text{IR}} = -C_F \frac{4\alpha_s}{3\pi m_Q^2} \frac{\Gamma(1+\epsilon)}{\epsilon_{\text{IR}}} \left( \frac{4\pi \mu^2}{\mu_A^2} \right)^\epsilon,$$

and

$$\langle \mathcal{O}(^{3}P_{J}^{1/8})^{\text{LO}} \rangle^{\text{IR}} = -B_F \frac{4\alpha_s}{3\pi m_Q^2} \frac{\Gamma(1+\epsilon)}{\epsilon_{\text{IR}}} \left( \frac{4\pi \mu^2}{\mu_A^2} \right)^\epsilon,$$

where $B_F = (N_c^2 - 4)/(4N_c)$ and $\mu_A$ is the NRQCD factorization scale. With full-QCD FF in Eq. (2.18), the $D-$dimension SDC $d_{\text{LO}}[g \rightarrow Q\bar{Q}(^{3}P_{J}^{1/8})]$ can be matched as

$$d_{\text{LO}}[g \rightarrow Q\bar{Q}(^{3}P_{J}^{1/8})] = \frac{\alpha_s^2 \pi (1+\epsilon)}{(D-1)N_cm_Q^2} \left( \frac{\pi \mu^2}{m_Q^2} \right)^\epsilon \times \left( \frac{1}{3} - \frac{2}{3} \ln \left( \frac{\mu^2}{4m_Q^2} \right) \right) \delta(1-z) + \frac{4}{3} \frac{z}{1-z} + \frac{1}{6} (85 - 26z)z + 3(5 - 3z) \ln(1-z),$$

which equals to the finite part of the full-QCD FF in Eq. (2.18) if factorization scale is chosen as $\mu_A = 2m_Q$. We find that the IR divergence in full-QCD FF $D_{\text{LO}}[g \rightarrow Q\bar{Q}(^{3}P_{0}^{1/8})]$ is absorbed into the $\mathcal{O}(\alpha_s)$ PME $\langle \mathcal{O}(^{3}P_{0}^{1/8})^{\text{LO}} \rangle$, and the SDCs are IR-safe up to LO. This result is consistent with that in Ref. [22].

Similarly, $D_{\text{NLO}}[g \rightarrow Q\bar{Q}(^{3}P_{J}^{1/8})]$ can be expressed in the NRQCD factorization as

$$D_{\text{NLO}}[g \rightarrow Q\bar{Q}(^{3}P_{J}^{1/8})] = \begin{array}{l}
d_{\text{NLO}}[g \rightarrow Q\bar{Q}(^{3}P_{J}^{1/8})][\mathcal{O}(^{3}P_{J}^{1/8})]^{\text{LO}} \\
+ d_{\text{LO}}[g \rightarrow Q\bar{Q}(^{3}P_{J}^{1/8})][\mathcal{O}(^{3}P_{J}^{1/8})]^{\text{NLO}} \\
+ d_{\text{LO}}[g \rightarrow Q\bar{Q}(^{3}S_{1}^{[8]})][\mathcal{O}(^{3}P_{J}^{1/8})]^{\text{LO}} \\
+ d_{\text{LO}}[g \rightarrow Q\bar{Q}(^{3}S_{1}^{[8]})][\mathcal{O}(^{3}P_{J}^{1/8})]^{\text{NLO}},
\end{array}$$

where all LO terms are known. For NLO terms, $D_{\text{NLO}}[g \rightarrow Q\bar{Q}(^{3}P_{J}^{1/8})]$ are calculated in this work, $\langle \mathcal{O}(^{3}P_{J}^{1/8})^{\text{NLO}} \rangle$ are well-known, which have only Coulomb divergences and
vanish in dimensional regularization with $\overline{\text{MS}}$ subtraction scheme, and $d_{\text{NLO}}[g \rightarrow Q\bar{Q}(^3S_1^{[8]}])$ has been calculated in Refs. [18, 22], whose $D$-dimension form is given by

$$d_{\text{NLO}}[g \rightarrow Q\bar{Q}(^3S_1^{[8]})] = \frac{\alpha_s^3}{3\pi\mu_0^2m_Q^2} \left( \sum_{j=0}^{2} p_{i} \left( \frac{\ln^{i}(1-\varepsilon)}{1-\varepsilon}\right) + p(z) \right)$$

where the coefficients $p_{\delta}, p_{i}$ can be fitted with the PSLQ algorithm from high-precision numerical values as following

$$p_{\delta} = \frac{95 - 24\pi^2}{162} n_f + \frac{756\zeta(3) + 66\pi^2 - 1141 - 576\ln^2 2 - 1032\ln 2}{324} N_c - \frac{2(4\ln 2 - 1)}{3} N_c,$$

$$p_0 = -n_f + \frac{-12\pi^2 + 119 + 64\ln 2}{18} N_c + \frac{8}{3} N_c,$$

$$p_1 = \frac{4}{9} n_f - \frac{64}{9} N_c,$$

$$p_2 = -\frac{16}{3} N_c,$$

(3.11)
and $p(z)$ can be expressed as a piecewise function

$$
p(z) = \begin{cases} 
\frac{63 - 8\pi^2}{36z} N_c + \sum_{i=0}^{2} \sum_{j=0}^{\infty} \ln^i (2z) / (2z)^j \left( A_{ij}^f n_f + A_{ij} N_c + \frac{A_{ij} N}{N_c} \right), & \text{for } 0 < z < \frac{1}{4} \\
\sum_{j=0}^{\infty} (2z - 1)^j \left( B_{ij}^f n_f + B_{ij} N_c + \frac{B_{ij} N}{N_c} \right), & \text{for } \frac{1}{4} \leq z \leq \frac{3}{4} \\
\sum_{i=0}^{3} \sum_{j=0}^{\infty} \ln^i (1 - z) (2 - 2z)^j \left( C_{ij}^f n_f + C_{ij} N_c + \frac{C_{ij} N}{N_c} \right), & \text{for } \frac{3}{4} < z < 1
\end{cases}

(3.13)

The coefficients $A_{ij}^k, B_{ij}^k, C_{ij}^k$ can be evaluated numerically with high precision. In the attached ancillary file, we give these coefficients calculated up to $j = 500$ to obtain the results with 140-digit precision at any value of $z$.

The SDCs of $g \to Q\overline{Q}(P_j^{[3]}) + X$ with $J = 1, 2$ and $g \to Q\overline{Q}(P_j^{[8]}) + X$ with sum $J$ are calculated similarly, with results given as attachments in the ancillary file.

4 Numerical Results and Discussion

To see the effects of the NLO corrections, we choose parameters with $m_b = 4.75$ GeV, $N_c = 3$, $n_f = 4$, and $\alpha_s(2m_b) = 0.181$. In Figure 5, we plot the curves of LO SDCs and LO+NLO SDCs for the $P$-wave FFs with $\mu_0 = \mu_A = 2m_b$. The overall factor $9m_b^5$ for color-singlet and $144m_b^5/5$ for color-octet comes from normalization factors at NLO.

The sensitivities of LO and LO+NLO FFs with respective to the renormalization scale $\mu_r$ are illustrated Fig. 5 with bands corresponding to varying $\mu_r$ from $m_b$ to $4m_b$. We find that there are still large theoretical uncertainties after the NLO corrections.

With $\mu_r = \mu_0 = \mu_A = 2m_b$, we also provide K-factors (the ratio of LO+NLO over LO) for some special values of $z$ in Table 1, where we find that the K-factors are negative for most values of $z$.

As shown in Figure 5, LO FFs are divergent at $z = 1$. These divergences come from the $\delta(1 - z)$ and $1/[1 - z]_+$ terms in Eq. (3.5). Besides, the NLO FFs are negative and divergent at both $z = 0$ and $z = 1$. The leading behavior at $z \to 0$ is $1/z$, which means that the total fragmenting probability obtained by integrating the NLO FF over $z$ from 0 to 1 is divergent. But fortunately, physical cross sections are not sensitive to the behavior at $z \to 0$ after convolving FFs with partonic hard parts, which behave as $z^n$ in the small $z$ region with $n$ usually larger than 4. As shown in Eq. (3.11), the divergences at $z \to 1$ behavior as $\delta(1 - z)$ and plus functions with leading power $[\ln^2(1 - z)/(1 - z)]_+$, which comes from the expansion of $(1 - z)^{-1 - 2\epsilon^{-2}}$.

Obviously, the distribution of FF will not give us direct information about physical cross sections. To see the impact of the NLO results to the physical cross sections, we evaluate the $n$-th moments of the SDCs,

$$
\int_{z_0}^{1} dz \, z^n (d_{\text{LO}}(z) + d_{\text{NLO}}(z)) \times c^{[1/8]},
$$

(4.1)
\[ g \rightarrow b\bar{b}(\text{3P}^0_{1/2}) + X \]

\[ g \rightarrow b\bar{b}(\text{3P}^1_{1/2}) + X \]

\[ g \rightarrow b\bar{b}(\text{3P}^2_{1/2}) + X \]

\[ g \rightarrow b\bar{b}(\text{3P}^8) + X \]

**Figure 5.** SDCs of the fragmentation functions of \( g \rightarrow b\bar{b}(\text{3P}^j_{1/8}) + X \) at LO and NLO. The dashed line is for \( d_{\text{LO}}(z) \times c^{1/8} \), and the solid line is for \( (d_{\text{LO}}(z) + d_{\text{NLO}}(z)) \times c^{1/8} \), with scale choices \( \mu_r = \mu_0 = \mu_A = 2m_b \), \( c^{1/8} = 9m_b^5 \) for color-singlet and \( c^{8} = 144m_b^5/5 \) for color-octet. The bands are obtained by varying the renormalization scale \( \mu_r \) by a factor of 2.

where \( c^{1/8} = 9m_b^5 \) and \( c^{8} = 144m_b^5/5 \). We plot the numerical results of integration K-factors with different \( z_0 \) and \( n \), which are shown in Figure 6. We find that for the same \( n \), the K-factors are quite steady for different \( z_0 \), meaning that cross sections are dominated by FFs at large \( z \). Besides, the K-factors decrease with the increase of \( n \). Especially, the color-singlet K-factors become negative for large \( n \). And there may be a cancellation between the LO and the NLO FFs at about 7-th moment for color-singlet quarkonium productions. Further more, it is clear that though the K-factors and values of FFs at each position \( z = z_0 \) are quite different for \( j = 0, 1, 2 \) as shown in Table 1 and in Figure 5, they are almost the same in the sense of integration as shown in Figure 6.

For the special case \( z_0 = 0 \), we can estimate the impact of NLO calculations on physical cross sections. The numerical results are shown in Table 2. For large \( n \), the influence of the behavior at \( z \rightarrow 1 \) becomes more and more prominent and the NLO correction becomes more and more significant. In addition, the K-factors of color-octet process are much larger than those of color-singlet process.

The above discussion implies that resummation at large \( z \) region may be crucial. This can be done within the framework of soft gluon factorization [52], which we leave for future
Table 1. K-factors at different values of \( z \). \( K_j^{[c]} \) denotes the K-factor of \( g \to Q\bar{Q}(3p_j^{[c]}) + X \) and the symbol \( J \) means the sum of \( j = 0, 1, 2 \).

| \( z \) | \( K_0^{[1]} \) | \( K_1^{[1]} \) | \( K_2^{[1]} \) | \( K_j^{[8]} \) |
|---|---|---|---|---|
| 0.10 | -5.746823334 | -24.60770220 | -79.84997431 | -38.52164437 |
| 0.15 | -2.285338484 | -10.32801893 | -36.18197374 | -17.35843659 |
| 0.20 | -2.644346438 | -5.288432534 | -19.8280192 | -9.481268949 |
| 0.25 | -4.379318130 | -2.914573185 | -11.89225918 | -5.572752664 |
| 0.30 | -7.198593861 | -1.593420613 | -7.390964744 | -3.288936921 |
| 0.35 | -11.09174086 | -0.7748378276 | -4.639679071 | -1.813295182 |
| 0.40 | -15.40618698 | -0.2304903644 | -2.87388544 | -0.8000547312 |
| 0.45 | -17.98353020 | 0.147225272 | -1.722389454 | -0.08193653748 |
| 0.50 | -16.79362533 | 0.4131713893 | -0.9577973668 | 0.4303450620 |
| 0.55 | -13.06191610 | 0.5961117069 | -0.458841917 | 0.787865480 |
| 0.60 | -9.270458907 | 0.7101131977 | -0.1500652088 | 1.020569545 |
| 0.65 | -6.453740962 | 0.7593385828 | 0.01246796303 | 1.14609090 |
| 0.70 | -4.605946556 | 0.7391584729 | 0.05021547782 | 1.164601499 |
| 0.75 | -3.488264428 | 0.633934219 | -0.03511661296 | 1.072131730 |
| 0.80 | -2.912955012 | 0.4091668085 | -0.2661028908 | 0.838343112 |
| 0.85 | -2.799683132 | -0.01116815401 | -0.7094089942 | 0.3920893805 |
| 0.90 | -3.226904801 | -0.8227021717 | -1.548987722 | -0.4556362309 |
| 0.95 | -4.779112355 | -2.756468771 | -3.48118189 | -2.413493587 |

Table 2. Moments and K-factors of SDCs.
Figure 6. The K-factors calculated by the integration results with Eq. (4.1) for different $z_0$ and $n$.

A Operator renormalization integrals

The operator convolution integration is shown in Eq. (2.22) with the splitting functions shown in Eq. (2.23). The splitting functions can be divided into three parts, while the LO FF have two regions. Thus there are 6 types of integrals,

$$\int_z^1 \frac{dy}{y} \delta(1-y)(1-\frac{z}{y})^{-\epsilon} f_1 \left( \frac{z}{y} \right) = \lambda^{-\epsilon} f_1(1-\lambda),$$  \hspace{1cm} (A.1)

$$\int_z^1 \frac{dy}{y} \delta(1-y)(1-\frac{z}{y})^{-1-2\epsilon} f_2 \left( \frac{z}{y} \right) = \lambda^{-1-2\epsilon} f_2(1-\lambda),$$  \hspace{1cm} (A.2)

$$\int_z^1 \frac{dy}{y} g(y)(1-\frac{z}{y})^{-\epsilon} f_1 \left( \frac{z}{y} \right)$$

$$\quad = \lambda^{-\epsilon} \int_0^1 d\gamma(\gamma, \epsilon) \frac{\lambda}{1-\lambda y} g \left( \frac{1-\lambda}{1-\lambda y} \right) f_1(1-\lambda y),$$  \hspace{1cm} (A.3)
\[
\int_z^1 \frac{dy}{y} g(y) (1 - \frac{z}{y})^{-1-2\epsilon} f_2(\frac{z}{y})
= \lambda^{-1-2\epsilon} \left[ -\frac{1}{2\epsilon} \lambda g(1 - \lambda) f_2(1) + \int_0^1 \frac{dy}{y} h(y, 2\epsilon) \left( \frac{\lambda}{1 - \lambda y} g \left( \frac{1 - \lambda}{1 - \lambda y} \right) f_2(1 - \lambda y) - \lambda g(1 - \lambda) f_2(1) \right) \right],
\]
(A.4)

\[
\int_z^1 \frac{dy}{y} \left[ 1 - \frac{z}{y} \right] \left[ 1 - \frac{z}{y} \right]^{1-2\epsilon} f_1(\frac{z}{y})
= \lambda^{-\epsilon} \ln \lambda f_1(1 - \lambda) + \lambda^{-\epsilon} \int_0^1 \frac{dy}{1 - y} \left( h(y, \epsilon) f_1(1 - \lambda y) - \frac{1 - \lambda}{1 - \lambda y} f_1(1 - \lambda) \right),
\]
(A.5)

\[
\int_z^1 \frac{dy}{y} \left[ 1 - \frac{z}{y} \right] \left[ 1 - \frac{z}{y} \right]^{1-2\epsilon} f_2(\frac{z}{y})
= \lambda^{-1-2\epsilon} \ln \lambda f_2(1 - \lambda)
+ \lambda^{-1-2\epsilon} \left[ \left( -\frac{1}{2\epsilon} - H(-2\epsilon) - \ln(1 - \lambda) \right) f_2(1) \right.
\]
\[
+ \left. \int_0^1 \frac{dy}{1 - y} \left( h(y, 2\epsilon) \frac{f_2(1 - \lambda y) - f_2(1)}{y} - \frac{1 - \lambda}{1 - \lambda y} (f_2(1 - \lambda) - f_2(1)) \right) \right],
\]
(A.6)

where \( \lambda = 1 - z \), \( g(y) = (1 - 2y)/y + y(1 - y) \) comes from the splitting function, \( H(-2\epsilon) \) is the Harmonic number which can be expanded in the limit of \( \epsilon \to 0 \) and

\[
h(y, \epsilon) = y^{-\epsilon} = \sum_i \frac{(-\epsilon)^i}{i!} \ln^i(y)
\]
(A.7)

is the Taylor series at \( \epsilon \to 0 \). Based on these results, we find that two more behaviors \((1 - z)^{-\epsilon} \ln(1 - z)\) and \((1 - z)^{-1-2\epsilon} \ln(1 - z)\) are added to the region at \( z \to 1 \).
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