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We evaluate the potential of a dedicated search for $t\bar{t}h$ production in the SSDL+2b channel. Such a measurement provides direct access to the top Yukawa coupling, since the sensitivity is not convolved with the loop-level $h\gamma\gamma$ as is the case for present $t\bar{t}h$ searches. Furthermore, susceptibility to uncertainties in the Higgs width can be reduced by considering a ratio of SSDL+2b rates with those of the performed $Wth \to WW^* h$ measurement. The SSDL channel can therefore rely primarily on the already well-measured $h \to WW^*$ decay. This feasibility study required the development of a new calculation method for “fake” leptons, which constitute the dominant background to our search. Combining measurements from LHC7, LHC8 and in the future LHC14 for the Higgs coupling fit would help resolve any remaining ambiguity between the top Yukawa coupling and a BSM contribution to the $hh$ coupling.

I. INTRODUCTION

The recently discovered scalar boson [1, 2] appears to have properties that qualitatively match those predicted by the Standard Model Higgs [3, 4]. In this post-discovery era verifying the precision predictions of the Higgs is of paramount importance. This requires as many measurements of different Higgs production and decay combinations as possible.

One of the most important Higgs couplings is also the largest, namely the Yukawa coupling to top quarks. Unfortunately, presently performed searches provide no direct measurement of this critical parameter. This article shows that it is possible to measure the top Yukawa coupling using the $WW^*$ decay mode of the Higgs boson in top-Higgs associated production: $pp \to t\bar{t}H \to (bW^+)\overline{(bW^-)}(W^+W^-)$. This measurement has important advantages compared to existing searches of $t\bar{t}h$ production, which rely either on a loop coupling in the Higgs decay that is sensitive to quantum effects ($h \to \gamma\gamma$ [5]) or an additional poorly constrained Yukawa coupling and a relatively low signal to background ratio ($h \to b\nu\nu$ [6, 7]).

The tree-level $hWW$ coupling, on the other hand, is well constrained by other measurements. Therefore a search of comparable sensitivity will provide a better measurement of the top Yukawa coupling, after taking the signal strength ratio with a performed $Wth \to WW^* h$ measurement [8] to eliminate susceptibility to total higgs width uncertainties (mostly from the poorly known bottom Yukawa coupling).

This search was first proposed over a decade ago by [9]. Since then, this important channel has not been re-examined in light of current LHC measurements and capabilities. Furthermore, [9] did not include the fake lepton contribution, which is actually the dominant source of background as we discuss below. Existing searches for physics beyond the Standard Model are sensitive to the $t\bar{t}W^+W^-$ final state, but because they have not yet been optimized to the Higgs channel, they do not provide competitive limits. However, modest changes to the search regions will provide competitive limits on the top quark Yukawa coupling. This improved limit will have an effect in resolving the tension between the ATLAS and CMS inferred measurements of the top Yukawa coupling. Using just the LHC7 and LHC8 data, fits of the top Yukawa will get dramatically closer to the Standard Model for ATLAS by the inclusion of this one measurement. In order to demonstrate the potential gain and estimate its size, the existing limit from the CMS same sign dilepton (SSDL) is first calculated. This requires simply computing the signal efficiency and using the stated background measurements in signal regions, and therefore it is possible to do with relatively high confidence. The rest of the article will describe how we extrapolated measurements into signal regions that have not been explicitly presented.

Current Experimental Limit

The SSDL +2b searches performed by CMS with 5fb$^{-1}$ at LHC7 [10] and 10fb$^{-1}$ at LHC8 [11] are a good starting point to look for evidence of $t\bar{t}h$ production in the SSDL channel. (The SSDL+b searches performed by ATLAS [12] use either 1 or 3+ $b$-tags and are not as well suited to this purpose.) It is a simple matter to calculate the $t\bar{t}h$ signal and obtain a signal strength exclusion from the number of expected signal events. (See Section [11] for technical details.) The CMS search defines different SSDL signal regions in the $(E_T, H_T)$-plane, but since the small $t\bar{t}h$ signal has such similar kinematics to the background these variables are not well-suited for signal isolation. The best exclusion limit is derived from their results in “Signal Region 0” $(H_T > 80 \text{ GeV}, \text{no } E_T \text{ requirement}).$ Combining the two searches gives a signal strength limit of

$$\mu_{t\bar{t}h}(b\ell\ell^\pm\ell^\pm) < 8.7 \ (9.2)$$  (1)
for 10% (20%) systematic uncertainty on the signal efficiency, where
\[ \mu_{th}(b\ell^±\ell^±) \equiv \frac{\sigma(tth) \times \text{Br}(tth \rightarrow b\ell^±\ell^±)}{\sigma(tth) \times \text{Br}(tth \rightarrow b\ell^±\ell^±)}^{\text{SM}}. \] (2)

Approximately 25% of SSDL events passing cuts actually originate from \( h \rightarrow \tau\tau \) decays. Since the \( h\tau\tau \) coupling is already determined to be SM-like with 40% precision by the combined LHC7 and LHC8 data [13], this uncertainty enters the top coupling determination at the 10%-level and we will therefore assume it to be of SM strength in what follows. In this case we write
\[ \mu_{th}(b\ell^±\ell^±) \approx c_t^2 c_V^2 \times \gamma \] (3)
with \( c_t \) and \( c_V \) we denote the couplings \( g_{htt} \) and \( g_{VVV} \) respectively, both as normalized by their SM values and
\[ \gamma \equiv \frac{\Gamma_{h}^{\text{SM}}}{\Gamma_{h}}. \] (4)

Dependence on \( \gamma \) (and hence the poorly known bottom Yukawa) can be eliminated by making use of a \( Vh \rightarrow VV'V'' \) measurement, where the signal strength scales as
\[ \mu_{VVV \rightarrow VV'V''} \approx c_{V'}^2 \times \gamma. \] (5)

Therefore, the top coupling can be measured without introducing any new couplings through the ratio
\[ \frac{\mu_{tth}(b\ell^±\ell^±)}{\mu_{Vh}(\ell\ell'\ell'')} = \frac{c_t^2}{c_V^2}. \] (6)

The \( Vh \rightarrow \) trilepton measure has similar or better sensitivity than the \( tth \rightarrow b\ell^±\ell^± \) channel [8] and will reach Standard Model sensitivity by the time that the time that \( \mu_{tth} \) reaches the Standard Model sensitivity. Additionally, \( \mu_{gqbs} \) will provide a similarly sensitive measurement proportional to \( c_b^4 \times \gamma \). Since the coupling \( g_{Vb} \), and hence \( c_b \), is already well-determined to be SM-like (see e.g. [14]), there is direct access to \( c_t \). This illustrates the advantage of the \( b\ell^±\ell^± \) channel in measuring \( c_t \). We will assume for this study that \( c_b^4 \times \gamma \) is measured sufficiently well to not introduce significant error which is equivalent to assuming for the time being that \( \gamma = c_V = 1 \).

The goal of this article is to demonstrate that sensitivity to the top coupling can be significantly improved in a dedicated SSDL+2b search with cuts optimized to the \( tth \) signal. This requires being able to extrapolate Standard Model backgrounds into regions that have not been directly searched for at the LHC. For irreducible backgrounds such as \( tW^\pm \), this is a relatively straightforward procedure of calculating backgrounds using Monte Carlo generators. However, the irreducible backgrounds are not the dominant backgrounds in these searches. Instead, many of the SSDL background events arise from “fake” leptons, which are leptons that are not generated at the matrix element level or in the subsequent decays of \( W^\pm \) and \( Z^0 \) vector bosons or top quarks. As an example, about half of the total background at \( \sqrt{s} = 7 \) TeV is believed to have come from fake leptons, and this contribution becomes increasingly dominant at higher center-of-mass energies.

Traditionally fake leptons are considered beyond the reach of estimation. In this article, a new method of calculating the rate of fake leptons is devised. This method makes use of well-understood Monte Carlo for the processes which ‘source’ the fake signal. These sources are convoluted with a set of transfer functions and efficiency functions that are grounded in the physical processes which give rise to fake leptons. The parameters in these transfer and efficiency functions are then fit to existing experimental results. This procedure makes the problem of calculating lepton fake rates computationally tractable. The Fast FakeSim will be explored and developed in-depth in [15], and we provide a summary of the needed details in Section II.

With the Fast FakeSim in hand we undertake a \( tth \) SSDL collider study in Section III to optimize the exclusion attainable with current data, and extrapolate to the kinds of analyses that could be undertaken at the 14 TeV LHC to achieve SM-like sensitivities with 30 fb\(^{-1}\). We find that the optimal cuts are significantly different from those employed by [10, 11]. Our results are largely conservative – experimental improvements beyond the scope of our study, like tightened lepton-ID or multivariate techniques, should be able to produce significant improvements on the sensitivities we demonstrate. Our study is intended to serve as a proof-of-feasibility for the SSDL \( tth \) measurement, as well as motivation for experimental work on reducing systematics related to fake lepton background.

In Section IV we examine the impact of the present and future possible \( tth \) measurements in the SSDL channel on determinations of the Higgs couplings to both tops and gluons. We find that our proposed measurements can help resolve a possible degeneracy between these two couplings. The top Yukawa coupling itself can be measured with \( \mathcal{O}(10\%) \) precision. We summarize our findings in Section V.

II. SIMULATION OF FAKE LEPTONS

Fake leptons constitute a dominant source of background for any search in the SSDL final state, and accounting for their contribution was the main technical obstacle to performing our \( tth \) discovery study.

‘Fake’ in this context can mean two things: irreducible fakes are real electrons or muons produced mostly from heavy flavor decays inside of jets; reducible fakes are thin hadronic jets that fake an electron signature inside the detector. (Reducible muon fakes are negligible.) Irreducible lepton fakes can in principle be calculated with Monte Carlo generators, but the rates are of order \( 10^{-4} \) per QCD jet, which makes it impractically difficult to
achieve a statistically meaningful sample. Simulating reducible lepton fakes requires full detector simulation. This is is extremely challenging and beyond the scope of any theoretical study. For this reason, data-driven methods are typically used to crudely estimate the fake lepton contributions \[10\].

For our \(t\bar{t}\) study we devised a new method to calculate lepton fake rates. This method is computationally efficient, requiring the generation of only \(\sim 10,000\) events per source process. It is grounded in physical principles but tuned to and verified by data.

Fake electrons arise from jets and there is relationship between the originating jet and the fake electron. With a large fake electron sample and truth-level event information one could construct two functions: a mistag efficiency \(\epsilon_{\ell\rightarrow e} = \epsilon_{\ell\rightarrow e}(j_{\text{orig}})\), which represents the probability that a particular jet \(j_{\text{orig}}\) somehow creates a fake electron; and the transfer function \(T_{\ell\rightarrow e}(\alpha)\), which represents a probability distribution of possibilities for the properties of the fake electron (normalized to unity), which will also depend on the properties of the originating jet \(j_{\text{orig}}\). If the efficiency and transfer functions could be accurately determined, then the fake electron contribution to a particular process could be easily calculated by convoluting those functions with a relatively small event sample for the processes which source the fake electron background for our particular study. (The same discussion applies to fake muons or other fake detector objects.)

In the present study, most of the fake lepton background for the SSDL + 2\(b\) final state comes from \(t\bar{t}\) and \(Wb\bar{b}\) with one \(W\) giving a real electron and one of the light jets faking another, as well as dileptonic \(t\bar{t} + j\) with the jet faking a third lepton.

The challenge of determining these efficiency and transfer functions can be simplified with a few physical approximations. If our study only uses detector objects within the tracker of the ATLAS or CMS experiments (i.e. \(|\eta| < 2.5\)), then the efficiency curve can be parameterized as a one-dimensional function of original jet \(p_T\) for a given set of lepton isolation conditions. Furthermore, for reasonably hard jets with \(p_T \gg m_{\ell}\), any heavy flavor decay will be sufficiently boosted so that the fake electron will be roughly collinear with the original jet. Reducible fakes are also aligned. In order for the ‘lepton’ to be hard enough to be detected and pass isolation conditions, the remainder of the original jet (a few hadronic tracks and/or a neutrino from heavy flavor decay, if anything) has to be soft. In that case, the transfer function can be simplified to a one-dimensional PDF for the parameter \(\alpha \in (0,1)\), which represents the fraction of the original jet \(p\) that is ‘lost’ when converting to a fake lepton. The remaining balance of the jet is assumed to turn into MET, and we assume that the momentum loss scales with \(p\), i.e. \(T(\alpha)\) does not depend on the properties of the original jet. Finally, we have to choose particular parameterizations for the functions \(\epsilon_{\ell\rightarrow e}(p_T)\) and \(T_{\ell\rightarrow e}(\alpha)\). For the efficiency curve, public experimental data on mistag rates (e.g.\[17\]) suggests a simple linear function in \(p_T\) to be a reasonable choice in our regime of interest; for the transfer function we will assume a simple gaussian with mean \(\mu\) and spread \(\sigma\), normalized to unit-area in the interval \(\alpha \in (0,1)\):

\[
\epsilon_{\ell\rightarrow e}(p_T) = \epsilon_{200} \left[ 1 - (1 - r_{10}) \frac{200 - (p_T/\text{GeV})}{200 - 10} \right]
\]

\[
T_{\ell\rightarrow e}(\alpha) = \frac{1}{\sqrt{2\pi}\sigma} e^{-\frac{(\alpha-\mu)^2}{2\sigma^2}} \left[ \text{Erf} \left( \frac{1-\mu}{\sqrt{2}\sigma} \right) + \text{Erf} \left( \frac{\mu}{\sqrt{2}\sigma} \right) \right]
\]

where \(\alpha \equiv 1 - \frac{\vec{p}_{\text{fake}}}{\vec{p}_{j_{\text{orig}}}}\), \(\epsilon_{200} \equiv \epsilon_{\ell\rightarrow e}(200 \text{ GeV})\), \(r_{10} \equiv \epsilon_{\ell\rightarrow e}(10 \text{ GeV})\), \(\epsilon_{\ell\rightarrow e}(200 \text{ GeV})\).

While these approximations regarding fake leptons are physically motivated they have to be verified with experimental data. Assuming for simplicity \[33\] that \(\epsilon_{\ell\rightarrow e} = \epsilon_{\ell\rightarrow \mu}\), \(T_{\ell\rightarrow e} = T_{\ell\rightarrow \mu}\) we then have to determine four parameters, which can be fixed by reproducing the experimental estimates for the fake lepton background in the signal regions of the CMS LHC7 5\(\text{fb}^{-1}\) SSDL+2\(b\) search \[10\].

Our fake lepton simulation method (FakeSim) reproduces the result from \[10\] remarkably well. Scanning over \((\mu, \sigma, r_{10}, \epsilon_{200})\) we find that the transfer function parameters are constrained to be \(\sigma \approx 0.1, \mu \lesssim 0.1\), which lends support to our procedure since it independently reproduces the public CDF results on fake lepton \(E_T\) as a function of originating jet \(E_T\) \[18\]. For the efficiency curve, for a given choice of other parameters \(\epsilon_{200}\) is fixed by the overall fake lepton count in \[10\], but the gradient \(r_{10}\) is less well constrained by the available information. This is not entirely unexpected – the fake leptons from our source processes are sensitive to some \(p_T\)-region of the efficiency curve which is constrained by the fit, with only the high-momentum tails sensitive to the curve’s gradient. Nevertheless, what public data on electron mistag efficiency we had available (e.g. \[17\]) was reproduced very well by one of the best-fit parameter points \((r_{10} = 0\) in table below), up to an overall \(\mathcal{O}(1)\) rescaling which could be due to our equal treatment of electrons and muons, or simply due to actual differences in the mistag rate for our source sample.

Due to this ambiguity in the fit we use three possibilities for the FakeSim parameters in our \(t\bar{t}\) study, representing the spread of possibilities allowed by reproducing the fake estimates from \[10\]. They are compared to the experimental prediction in Fig. 1 and their explicit values are given in Table 4.

Allowing for these different possibilities, our predictions for the numbers of fake lepton events in the signal regions of Section \[11\] vary by 10%, which can be understood as the systematic error of our FakeSim output from requiring agreement with the predictions of \[10\].
FakeSim has not been very well-constrained by current data. This results in relatively small dependence of the outcome on the precise FakeSim parameters also implies that the main physics of fake leptons is captured by the Monte Carlo calculation of the source processes like $t\bar{t}$ and $Wbj$ production, and by the correct transfer function which arises mostly from heavy flavor decay kinematics and the requirement of passing lepton isolation conditions. Since those predictions themselves quoted a 50% systematic error we can safely neglect this additional systematic on the overall background expectation. Furthermore, the optimistic (pessimistic) scenario, $r_{10}$ = 0 (1) fake lepton prediction from Table I with a 30% (100%) up-scaling of $\epsilon_{200}$ as the optimistic (pessimistic) scenario, and evaluate $t\bar{t}h$ exclusions for both to explore the range of possible outcomes at the LHC14. We place slightly higher trust in the optimistic prediction since the $r_{10} = 0$ set of fit parameters reproduces the experimentally determined electron mistag curve so well. This procedure does not take into account possible improvements that can be implemented by the experimental collaborations, such as tighter lepton-ID or more sophisticated multivariate discriminators.

It is also conceivable that our FakeSim, with additional experimental data and verification, might help to reduce fake lepton predictions and systematic uncertainties for the experimental studies themselves. This is because it makes maximal use of well-understood Monte Carlo for the processes which source fake leptons. The remainder of the problem is expressed in terms of tractable transfer and efficiency functions, which are amenable to theoretical and Monte-Carlo exploration (for example, deriving $\epsilon, T$ from hadron decay kinematics and splitting functions) as well as dedicated experimental tuning studies.

The current incarnation of the Fast FakeSim serves as a proof-of-concept. The ideas presented in this paper will be further developed in [15], where issues like fake rates for heavy flavor jets and reproduction of differential fake distributions using ATLAS fake lepton predictions (in both kinematic variables and jet multiplicity) will be

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
$\mu$ & $\sigma$ & $r_{10}$ & $\epsilon_{200}$ \\
\hline
0 & 0.1 & 0 & $2.9 \times 10^{-4}$ \\
0 & 0.15 & 0.5 & $1.2 \times 10^{-4}$ \\
0 & 0.05 & 1 & $0.65 \times 10^{-4}$ \\
\hline
\end{tabular}
\caption{The three parameter choices used in our Fast FakeSim, representative of the spread of values allowed by maximizing agreement with [10].}
\end{table}
addressed.

III. COLLIDER ANALYSIS

We will now show that a search in the SSDL+2b final state is sensitive to a $t\bar{t}h$ signal, where $h \rightarrow WW^*$ or, about 25% of the time for SM-like $y_t$, $h \rightarrow \tau\tau$. We treat each existing dataset at the LHC in turn before discussing the outlook at the 14 TeV LHC.

1. LHC with $\sqrt{s} = 7$ and 8 TeV

Our $t\bar{t}h$ study was inspired by the SSDL+2b search performed by CMS with 5fb$^{-1}$ of data at LHC7 [10], and uses the same cuts as a preselection: two same-sign dileptons with $p_T > 20 \text{ GeV}$ and two $b$-tagged jets with $p_T > 40 \text{ GeV}$, both with $|\eta| < 2.4$. Events with more than two leptons are vetoed if a $Z$-candidate satisfying $|m_{\ell\ell} - m_Z| < 15 \text{ GeV}$ can be reconstructed.

At the LHC, $t\bar{t}W$ and $t\bar{t}Z$ production represent more than 90% of the genuine same-sign SM background to the SSDL+2b final state. The fake background is made up by $t\bar{t}$ and $Wb\gamma j$ events with one fake and one or more real leptons. OSDL events where a lepton charge misidentification fake a SSDL signal make up about 10% of the background. Our Fast Fake Simulation method could also be applied to the charge-flip background, but for simplicity we neglect this subdominant contribution and scale up the predicted fake lepton background by an additional 30% to be conservative, which should amply compensate for our omission [10, 11].

All processes are calculated at lowest-order in MadGraph 1.5.10 [19], showered in Pythia 8.16 [20, 21], and upscaled by the appropriate $K$-factors [22–27]. The events are analyzed in a FastJet 3.0.2 [28] based C++ code which aims to mimic closely the reconstruction of the CMS analysis, with anti-$k_T(0.5)$ jet clustering [29] and imposition of the same lepton-isolation conditions as [10]. No jet-smearing is performed, but realistic efficiency curves for $b$-tagging and lepton-identification are folded in. The FakeSim was tuned to reproduce the expectations of [10]. All the irreducible SM background expectations were successfully reproduced as well.

The CMS SSDL+2b analysis constructs signal regions in the $(E_T^T, H_T^T)$-plane, but this is not very useful for isolating the $t\bar{t}h$ signal, which was the reason for our dedicated collider study. Since the signal is kinematically very similar to the dominant top-rich backgrounds, no one kinematic variable offers good discrimination. Due to the low rate of the $t\bar{t}h$ production process the measurement is likely statistics limited, and one may not want to perform harsh cuts beyond the preselection outlined above.

To optimize our search strategy we identified six cuts that have high $t\bar{t}h$ signal efficiency after preselection (except for (v), which has high background rejection):

(i) $\Delta R_{SSDL} < \pi$, where $\Delta R_{SSDL}$ is the separation between the two same-sign leptons;
(ii) $m_{SSDL} < 175 \text{ GeV}$;
(iii) $p_{T\ell_1} < 250 \text{ GeV}$, where the leptons are $p_T$-ordered;
(iv) $p_{T\ell_2} < 100 \text{ GeV}$;
(v) The presence of a $3^{rd}$ lepton;
(vi) Veto any event where the leading light jet reconstructs a $W$-boson with one of the same-sign leptons, i.e. $|m_{j_1\ell} - m_W| < 15 \text{ GeV}$.

All possible AND/OR combinations of zero to three of these cuts were applied to our event samples resulting in 137 possible signal regions. For constraining $t\bar{t}h$ with 5fb$^{-1}$ of LHC7 data, the best cut was “($m_{SSDL} < 175 \text{ GeV}$) OR ($p_{T\ell_1} < 250 \text{ GeV}$ AND $\Delta R_{SSDL} < \pi$)”. The chosen cuts for each analysis are summarized in Table III. The result is shown in Table III.

Part (a) of this table shows the number of signal and background events surviving the optimally chosen set of cuts for each analysis. Statistical uncertainties of our Monte Carlo predictions are negligible, while different possible systematic uncertainties are illustrated in part (b) and (c), where the expected 95% CL exclusions on the signal strength $\mu_{t\bar{t}h}(b\ell\ell\ell\ell)$ are collected. The search does not have SM sensitivity, but the expected signal strength limit is at least comparable to the already performed LHC7 $t\bar{t}h$ search in the $4b + \ell$ channel [21], which achieved an observed (expected) signal strength limit of 13.1 (10.5).

We repeated our LHC7 analysis for $\sqrt{s} = 8 \text{ TeV}$ 20 fb$^{-1}$, which is also summarized in Table III. The optimal signal region is slightly modified: “($m_{SSDL} < 175 \text{ GeV}$) OR ($p_{T\ell_1} < 250 \text{ GeV}$ AND $3^{rd}$ lepton)”. With the systematic uncertainties on the irreducible SM and fake lepton backgrounds set at 50% as in [10, 11], the signal strength limit is 9.7, compared to the limit of 5.0 from the $t\bar{t}h$ search in the $2b(2\gamma)$ channel [5]. However, even a modest reduction in systematic uncertainties would make the signal strength limit competitive. This provides clear motivation to the experimental collaborations to improve their background estimates. Furthermore, more sophisticated analysis techniques beyond the very simple cut and count we have employed could further improve discrimination.

The reach of our SSDL $t\bar{t}h$ search can be compared more directly to the $4b + \ell$ channel by obtaining exclusions for a combined LHC7 5fb$^{-1}$ + LHC8 5fb$^{-1}$ dataset. The observed (expected) limit achieved by the corresponding CMS search [9] was

$$\mu_{t\bar{t}h}(4b + \ell) \leq 5.8 \ (5.2).$$

(10)

For systematic uncertainties on the background (signal) in the range of 20 - 30% (10 - 20%) we can achieve an expected limit of 5.7 - 8.0, see Table III. The SSDL search channel is competitive, especially considering that
TABLE II: Summary of cuts used in our analyses. The common preselection and reconstruction criteria are identical to those of [10, 11].

| Process | # Events | 7 TeV | 8 TeV | 8 TeV |
|---------|----------|------|------|------|
|         |          | (5 fb$^{-1}$) | (5 fb$^{-1}$) | (20 fb$^{-1}$) |
| $t\bar{t}W$ | 3.2      | 4.3  | 15.4 |      |
| $t\bar{t}Z$ | 0.4      | 0.6  | 2.3  |      |
| (semitop or dileptonic $t\bar{t}$) | 4.3     | 0.9% | 9.9% | 35.2 |
| (dileptonic $t\bar{t}$) | 0.21     | 0.4  | 1.6  |      |
| Total Background ($N_{BG}$) | 9.18    | 17.5 | 64.0 |      |
| $t\bar{t}h$ ($N_{Sig}$) | 1.0     | 1.4  | 5.4  |      |

TABLE III: Result of $t\bar{t}h$-optimized cut and count analysis for LHC7 with 5fb$^{-1}$, LHC8 with 20fb$^{-1}$ and a combination of LHC7 with 5fb$^{-1}$ and LHC8 with 5fb$^{-1}$ and 20fb$^{-1}$. (a) Events surviving the cuts in Table II without systematic uncertainty (statistical uncertainty of our predictions are negligible). (b) Expected 95% CL exclusion on signal strength $\mu_{t\bar{t}h}(bb\ell^{+}\ell^{-})$ assuming $N_{obs} = N_{BG}$ for different systematic uncertainties on the signal, as well as the irreducible SM background and fake lepton background (added in quadrature). (c) Same as (b), but for $N_{obs} = N_{BG} + N_{SM}$.

TABLE IV: Result of $t\bar{t}h$-optimized cut and count analysis for LHC14 with 30fb$^{-1}$ with optimistic (pessimistic) lepton fake rate calculation, see text for details. (a) Events surviving the cuts in Table II without systematic uncertainty (statistical uncertainty of our predictions are negligible). (b) Expected 95% CL exclusion on signal strength $\mu_{t\bar{t}h}(bb\ell^{+}\ell^{-})$ assuming $N_{obs} = N_{BG}$ for different systematic uncertainties on the signal, as well as the irreducible SM background and fake lepton background (added in quadrature). (c) Same as (b), but for $N_{obs} = N_{BG} + N_{SM}$.

Table: 2. LHC with $\sqrt{s} = 14$ TeV

As we have explained in Section [11, the lack of calibration data for $\sqrt{s} = 14$ TeV makes it difficult to derive definitive statements for the second run of the LHC. How-
ever, it is useful to demonstrate the $tth$ limit that can be achieved under fairly pessimistic assumptions.

Carrying over the same analysis as for 7 and 8 TeV, the fake background now dominates the sample due to the rapidly growing top production cross sections. Much more aggressive cuts are therefore favored, in particular locking onto the tri-leptonic mode of $tth$ which eliminates most of the lepton fakes. The resulting signal strength limits are shown in Table IV for the optimistic and pessimistic FakeSim scenario. Our cuts require a 3rd lepton, $p_{T\ell} < 110$ GeV and $m_{SSDL} < 110$ GeV, and likely exploit the fact that the lepton from Higgs decay often originates from a three-body decay and is hence softer, and more likely to be aligned with a leptonic top that the Higgs radiated off.

Achieving Standard Model $tth$ coupling sensitivity is a plausible goal for the experimental collaborations with early LHC14 data, not only by reducing systematic uncertainties but also by utilizing more sophisticated multivariate analysis techniques and/or splitting the signal into separate lepton flavor channels (both of which is beyond the scope of our minimally calibrated FakeSim). Measuring the $tth$ coupling may also motivate a dedicated lepton reconstruction that aims to minimize fakes, even at the cost of reducing signal efficiency by some $\mathcal{O}(1)$ factor.

IV. HIGGS COUPLINGS

Accurate measurement of the top Yukawa is made difficult by the fact that this coupling enters either only through loops (as in the decay $h \rightarrow \gamma\gamma$ or production via gluon fusion) or through production cross-sections that constitute a minor fraction of Higgs events at the LHC. Knowledge of this coupling is crucial, however, as it begins to probe the part of the Higgs potential underlying the dominant contributor to the instability of the weak scale.

The obvious utility of the channel studied here is that it grants direct access to the magnitude of this coupling, allowing us to address questions of the top quark’s nature as well as to solidify our understanding of the global fit of Higgs couplings. All the decays following $tth$ production involve only tree-level couplings, most of which are quite well determined. The top decays proceed through gauge couplings, while the Higgs decay proceeds dominantly through its vector coupling, with a $\sim 25\%$ contribution from $h \rightarrow \tau\tau$. The vector coupling at this point is known particularly well: accounting for LHC and LEP data, errors on this coupling are at the $\approx 5\%$ level (see for instance [14] for a recent discussion). The tau Yukawa is currently known with approximately 40% precision [13], but its decay is a subdominant component to our final state and its uncertainty will decrease quickly with LHC14 data. We thus find it well within reason to fix the vector and tau couplings to their SM values in what follows. Additionally, we also set the total higgs width to its SM value. This is motivated by the $Wh \rightarrow WW^\ast$ measurement [8], which should establish sensitivity to SM signal strength with $30 fb^{-1}$ of LHC14 data. By taking the ratio of this channel’s signal strength with our measurement we can effectively eliminate the dependence on total Higgs width (and thus the poorly known bottom Yukawa) without introducing dependence on any other poorly known couplings.

Regarding the issue of global fits, it is of particular interest to note that excesses in the Higgs decay to diphoton which appeared in early data and have persisted in the latest results of the ATLAS collaboration in fact lead to a very shallow direction of the global likelihood in a space spanned by the top coupling and new (BSM) contributions to gluon fusion. Using an effective Lagrangian to capture these effects, we are interested in the following terms, working in unitary gauge:

$$\Delta \mathcal{L}_{\text{eff}} = \frac{h}{v^3} \left( c_t m_t t + c_g G_{\mu\nu}^2 \right), \quad (11)$$

i.e. $c_t$ denotes the top coupling to the Higgs normalized by its SM value as above, and $c_g$ parametrizes a new local operator contributing to gluon fusion with a coefficient...
FIG. 3: Fit of top coupling from the Higgs likelihood $P(c_t)$ coming exclusively from $ttH$ with SSDL in the final state after $55 \text{ fb}^{-1}$ from the 7, 8, and 14 TeV runs using the optimistic fake rate calculation for the latter. Solid lines denote the likelihood and $\pm 1 \sigma$ bands assuming systematic uncertainties of 20% (10%) on background (signal); dashed lines denote the same for systematic uncertainties of 30% (20%).

that we normalize by the SM loop contributions (e.g. $c_g = 1$ corresponds to a doubling of the gluon fusion amplitude). We illustrate the shallow direction of this space in Fig. 2.

Clearly these two couplings have substantial overlap and require care to disentangle. Appealing to the SSDL signature advocated here, along with complementing studies of $Wb \to tth$ [31, 32] and $ttH \to \gamma + X$ [4], is one way to begin a systematic discrimination of gluon fusion originating from SM versus BSM processes.

Ultimately we conclude that $tth$ production with SSDL final states can, with $30 \text{ fb}^{-1}$ from the 14 TeV LHC in addition to the data already on hand, determine the top coupling to within $\approx 40\%$ with background uncertainties at the level of 30% and assuming optimal cuts as described in Section III. The likelihood here is constructed as a Poisson distribution in which theory predictions for signal and background events appear as variables $\theta_{SB}$ that are subsequently distributed with and marginalized over (truncated) Gaussians, $G$, according to their uncertainties $\sigma_{S,B}$; i.e.

$$P(c_t) = N \int d\theta_S d\theta_B (\theta_B + c_t^2 \theta_S)^{n_{\text{obs}}} e^{-(\theta_B + c_t^2 \theta_S)} G(\theta_S, \sigma_S) G(\theta_B, \sigma_B).$$ (12)

Here $N$ represents a normalization factor specific to the parameter space of interest, and the quantity $n_{\text{obs}}$ corresponds simply to $n_B + c_t^2 n_S$, with $n_{S,B}$ the central values of the signal and background distributions. The resulting likelihoods are shown in Fig. 3.

V. CONCLUSIONS

We have demonstrated that the SSDL $+2b$ channel presents an attractive experimental opportunity to measure the theoretically important top Yukawa coupling. The main experimental challenge lies in reducing both the size and systematic uncertainty of the fake lepton contamination, which is a plausible goal to achieve for the early run of LHC14. Standard-model like sensitivity to $tth$ production is possible with $30 \text{ fb}^{-1}$ of data. This measurement, apart from improving overall Higgs coupling fits by providing an independent additional channel, has the additional advantage that its sensitivity to the top Yukawa coupling is not convoluted with any loop couplings or other poorly determined Yukawas after removing the total higgs width dependence using [8]. A precise SSDL+$2b$ measurement also has the potential to resolve any remaining ambiguity between the top-loop and any additional BSM contribution to the $hgg$ coupling.

We developed a new method of calculating lepton fake rates which is computationally efficient, grounded in well-motivated approximations and tunable to data. This allowed us to perform our early feasibility study of $tth \to \ell^\pm \ell^\pm + 2b$, but the lack of available calibration data likely means our LHC14 sensitivity projections might be substantially reduced by altering lepton identification criteria. The Fast FakeSim will be developed further in [15] and can be applied to many other particles which have ‘fake’ backgrounds such as tau leptons and photons.
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