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Abstract

Binarized Neural Networks (BNNs) have the potential to revolutionize the way that deep learning is carried out in edge computing platforms. However, the effectiveness of interpretability methods on these networks has not been assessed.

In this paper, we compare the performance of several widely used saliency map-based interpretability techniques (Gradient, SmoothGrad and GradCAM), when applied to Binarized or Full Precision Neural Networks (FPNNs). We found that the basic Gradient method produces very similar-looking maps for both types of network. However, SmoothGrad produces significantly noisier maps for BNNs. GradCAM also produces saliency maps which differ between network types, with some of the BNNs having seemingly nonsensical explanations. We comment on possible reasons for these differences in explanations and present it as an example of why interpretability techniques should be tested on a wider range of network types.

1. Introduction

Binarized Neural networks (BNNs) (Courbariaux & Bengio, 2016) have been proposed as a way to create small, power and memory efficient networks which could, with specialist hardware, provide a more efficient alternative to existing full precision networks (FPNNs). When choosing an efficient network to deploy to an edge device, many properties will be considered; size, accuracy, efficiency and, particularly in safety critical circumstances, adversarial robustness and interpretability. Although studies have been carried out to assess the robustness of BNNs to adversarial attacks (Galloway et al., 2018; Lin et al., 2019), as far as we are aware no similar studies have been carried out into the interpretability of these networks.

We investigate three gradient-based interpretability techniques Gradient (Simonyan et al., 2013), SmoothGrad (Smilkov et al., 2017) and GradCAM (Selvaraju et al., 2019)). Our results show that the Gradient method is largely the same for both network types. However, SmoothGrad and GradCAM produce visibly different results which, in some cases, do not appear to make sense.

2. Related Work

2.1. Binarized Neural Networks

Binarized Neural Networks (BNNs) (Courbariaux & Bengio, 2016) are neural networks where the weights and activations are binary (usually +1 or −1). As such these different neural networks are intended to be more power and memory efficient and could be extremely useful in situations where hardware size and battery life are important. This increased efficiency can be achieved with minimal loss in accuracy; when initially proposed, BNNs were shown to produce results close to the state of the art on the MNIST, CIFAR-10 and SVHN data sets (Courbariaux & Bengio, 2016) and since then different architectures have been proposed to improve BNN accuracy on more complex data sets such as ImageNet (Lin et al., 2017).

Binarization is achieved using the sign function and, in order to get around the non-differentiable nature of this function, pseudo-gradients are used for backward passes through the network (Courbariaux & Bengio, 2016). The most common of these is the “straight-through estimator” (Hinton, 2012). The use of the sign function and pseudo gradients are reasons we might expect gradient based saliency methods to perform differently for BNNs.

2.2. Interpretability Techniques - Saliency Methods

Saliency methods are a type of interpretability technique which aim to highlight the parts of an input which are most important to a network’s classification decision. While many
such techniques exist, their reliability has been questioned. For example, Adebayo et al. use a series of “sanity checks” to show that some techniques are invariant under parameter and data randomisation (Adebayo et al., 2018). As we are comparing different types of networks, they must be sensitive to parameter values. Therefore, we chose three techniques which have passed these “sanity checks”: Gradient, SmoothGrad and GradCAM:

**Gradient:** One of the oldest methods for computing saliency maps, Gradient uses a single backward pass through the network, taking the derivative of the class score with respect to the input image, to highlight the most important pixels (Simonyan et al., 2013).

**SmoothGrad:** SmoothGrad (Smilkov et al., 2017) is a simple technique which can be bolted on to other saliency methods by adding a further step to the technique: by generating several input images perturbed with random Gaussian noise and taking the average of the resulting saliency maps, one is left with a less noisy final map.

**GradCAM:** GradCAM (Selvaraju et al., 2019) is a frequently used technique which uses the gradient of a class flowing into a network’s last conv layer to produce its saliency maps. The maps produced are coarser than those created by methods which attribute to each pixel of an image; GradCAM instead highlights regions of an image, this is due to the fact that it upsamples the heatmap produced at the last conv layer to match the dimensions of the input image.

### 3. Experiments

#### 3.1. Method and Networks Used

We use the tf-keras-vis toolkit (Kubota) for our saliency methods. To compare the effect of binarization, we compute the performance of 5 types of CNNs and 5 types of BNNs, all of which have all been pre-trained on ImageNet (Deng et al., 2009).

For full precision networks, we used the following implementations from tf.keras.applications (Abadi et al., 2015): EfficientNet (the smallest, most efficient version — B0) (Tan & Le, 2019), MobileNet (Howard et al., 2017) and MobileNetV2 (Sandler et al., 2018) because they are designed to be efficient and deployed in similar settings to those which BNNs target. We also use VGG16 (Simonyan & Zisserman, 2015) which is frequently used in interpretability technique experiments and ResNet50 (He et al., 2016).

Pre-trained BNNs are much harder to come by, so we choose from those found in the Larq Zoo library (Geiger & Team, 2020), using one of the library’s own state of the art pre-trained models, QuickNet (Bannink et al., 2020), and four models from the literature; BinaryAlexNet (Hubara et al., 2016), BinaryResNetE18 (Bethge et al., 2019), MeliusNet22 (Bethge et al., 2020) and RealtToBinaryNet (Martinez et al., 2020).

#### 3.2. Results — Gradient

From Figure 1, the basic gradient technique seems to work as expected for BNNs. By visual comparison it is difficult to make distinction between the two different types of networks. This is evidence that the use of pseudo gradients (by BNNs) does not impact the visual quality of basic Gradient saliency maps.

#### 3.3. Results — SmoothGrad

The original paper found that 10 – 20% noise is optimal and we start by applying 20%. At this level of noise we can see in Figure 1 that the BNNs produce much less clear saliency maps than the FPNNs — rather than making the saliency maps less noisy, some of the maps appear more noisy than then plain gradient maps in the previous section.

We begin further investigations, starting with looking at maps produced across a range of different levels of noise perturbation, from 1% to 50%. We find that BNN’s saliency maps degrade to being almost completely to random, covering most of the image by 50% noise while the FPNNs retain at the very least some vague shape of the object.

Although it varies from network to network, the optimal noise level for clarity of saliency map seems to be much lower for BNNs, around 2–6%. A potential explanation for this is increased noise sensitivity. In (Lin et al., 2019), Lin et. al. analyzed the propagation of adversarial perturbations through quantized networks (including BNNs). They show that perturbations are amplified as they filter through each layer of a network and that quantization operations further amplify the perturbation. As a result, the more quantized a network is, the more the perturbations are amplified.

Although Lin et. al look at adversarial attacks, a similar effect could appear with any form of perturbations, including the random sampling from SmoothGrad. Our experiments support this hypothesis: the need for a smaller perturbation in SmoothGrad implies that BNNs are more sensitive to noise than most FPNNs.

#### 3.4. Results — GradCAM

GradCAM is designed and expected to work for any CNN architecture (Selvaraju et al., 2019), so our results in Figure 3 are surprising, particularly in the example where the method returns a completely blank saliency map and where seemingly uninformative and random seeming patches of the images are highlighted.
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**Figure 1.** Comparison between gradient saliency maps for our 5 FPNNs and BNNs. If the network classified the image correctly, the saliency map has “correct” written above it. The interpretability method seems to be working as expected and there is no obvious difference between the maps from the FPNNs and the maps from the BNNs.

**Figure 2.** Comparison between SmoothGrad saliency maps for our 5 FPNNs and BNNs. As you can see, across all of the images, the BNN's saliency maps appear to be both less sharp and more noisy.
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(a) Full Precision Networks

(b) Binarized Networks

Figure 3. Results of applying GradCAM to our networks. Most of the full precision networks produce clear saliency maps highlighting the object of the class, although for the EfficientNetB0 map for the Robin image the attributions appear reversed. For the BNNs, very few of the maps appear reasonable, with only QuickNet consistently outputting maps which highlight the object as expected. One of the networks even returns a blank map for an image and for many of the others the attributions fall in strange parts of the image e.g. mostly on the background.

(Selvaraju et al., 2019) justify GradCAM by claiming that the best balance between spatial information and high-level semantics is likely to be found in the last convolutional layer. It is possible that BNNs store spatial and semantic/class sensitive information in a different way to FPNNs and this causes the strange attribution patterns. It is also possible that (for BNNs) the ReLU in GradCAM is filtering out informative values — if we remove the ReLU and invert the saliency map, some of the networks return maps closer to those from FPNNs.

4. Conclusion and Future Work

We have looked at how three gradient-based saliency methods work when applied to BNNs. We found that both GradCAM and SmoothGrad appear to behave differently than expected for these networks. For SmoothGrad this appears to be due to the increased noise sensitivity of BNNs and can be adjusted for by reducing the noise perturbation level. For GradCAM the explanation is less clear and, as not all of the BNNs exhibit the same behaviour, we cannot be certain which element of the network is responsible for these differences. Although these experiments are not conclusive, they provide an example of where well known interpretability methods behave differently than expected, or even fail. We hope that future work designing new interpretability techniques will consider this and apply these techniques to a wider range of networks for testing. Additionally, when new types of network are designed and tested, we think interpretability (by as many techniques as possible) should be considered and tested.

Future work building on this could look at a wider range of interpretability techniques and network-types - as well attempting to isolate exactly which parts of a network design/architecture cause changes in the behaviour of methods like GradCAM. What, if anything, can interpretability techniques tell us about how differently two distinct network types are working? And what can this tell us about the interpretability techniques themselves?
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