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Abstract—Generally, human epidermal growth factor 2 (HER2) breast cancer is more aggressive than other kinds of breast cancer. Currently, HER2 breast cancer is detected using expensive medical tests are most expensive. Therefore, the aim of this study was to develop a computational model named convoHER2 for detecting HER2 breast cancer with image data using convolution neural network (CNN). Hematoxylin and eosin (H&E) and immunohistochemical (IHC) stained images have been used as raw data from the Bayesian information criterion (BIC) benchmark dataset. This dataset consists of 4873 images of H&E and IHC. Among all images of the dataset, 3896 and 977 images are applied to train and test the convoHER2 model, respectively. As all the images are in high resolution, we resize them so that we can feed them in our convoHER2 model. The cancerous samples images are classified into four classes based on the stage of the cancer (0+, 1+, 2+, 3+). The convoHER2 model is able to detect HER2 cancer and its grade with accuracy 85% and 88% using H&E images and IHC images, respectively. The outcomes of this study determined that the HER2 cancer detecting rates of the convoHER2 model are much enough to provide better diagnosis to the patient for recovering their HER2 breast cancer in future.

Index Terms—HER2, CNN, Breast Cancer, convoHER2

I. INTRODUCTION

Cancer is a fatal disease in which cells of the body grow abnormally and spread uncontrollably to the other parts of the body. Among several types of cancer, breast cancer is the most significant global health agitation [1]. The term breast cancer refers to a malignant tumor of the breast cells. It is the most repeatedly diagnosed disease in women worldwide. In the United States, breast cancer is responsible for 30% of female cancer have been estimated in 2020 [2]. Each individual cancer has distinct characteristics. Based on characteristics, some significant subtypes of breast cancers are luminal A, luminal B, human epidermal growth factor receptor 2 (HER2), basal, and normal types [3]. HER2 is the most lethal subtype among them and the most frequently diagnosed cancer in women. Appropriate diagnosis in the early stage and treatment can remarkably reduce the mortality rate from breast cancer (BC) [4]. According to the regulation of the college of American pathologists in breast cancer, HER2 quantification must be tested routinely [5]. In addition, for diagnosed breast cancer, it is necessary to determine its status and to make decisions precisely by analyzing the expression of specific proteins, such as HER2 [6]. Usually, pathologists use the hematoxylin & eosin (H&E/HE) method to identify various morphological information such as the shape, pattern and structure of the cells and tissues that help to diagnose cancer. Besides, the immunohistochemical (IHC) staining process is used to determine whether or not the cancer cells have receptors. It characterizes different tumor subtypes and provides information about tumors post-treatment [7]. So that patients can be able to make decisions precisely at the right time and reduce the possibility of the hazardous effect of breast cancer by taking treatment properly. The routine evaluation of HER2 status is driven by IHC artifices [8]. Pathologists examine IHC-stained slides to finalize HER2 status [5]. The present directions revised by the College of American Pathologists/American Society of Clinical Oncology (CAP/ASCO) define a positivity score of HER2 between 0 - 3+, derived empirically through optical perception among IHC-stain. HER2-negative (HER2-) are classified as scoring 0 or 1+. HER2-positive (HER2+) is defined with a score of 3+. In addition, a score of 2+ refers to the ambiguous expression of HER2 [5]. HER2+ tumors tend to expand rapidly compared to HER2- tumors, though HER2+ cancers benefit more from targeted therapy with HER2-targeting medications [9-10]. Trastuzumab, lapatinib, etc. medicines are available to reduce the mortality rate, though those drugs are too expensive; in some cases, not only useless but also harmful [11]. Moreover, through the situ hybridization (FISH) test, HER2 overexpression can be placed. However, it will be accurate but expensive. On the other hand, HER2 neu immunostaining can be tested, which is inexpensive but less accurate [3]. Hence, we need to find an approach to mitigate all these issues concerning cost, time, easiness, and precise decision making.
Here, the term comes 'Deep Learning.'

Deep learning is becoming robust and helpful day by day in this era. In digital pathology, the methodology was successfully employed to analyze lymph nodes. During the CAMLYON16 challenge, the deep learning model performed surprisingly very similarly compared with the performance of a human pathologist [13]. The medical imaging community's interest in using these methods to increase cancer screening accuracy is driven by the fast growth of machine learning, particularly deep learning. The deep-learning algorithm can be applied to support the decision-making process in cancer research. Convolution neural network (CNN) is used to categorize breast cancer from the image dataset. The images are categorized using a convolutional neural network. It uses the breast cancer dataset's images as its input. The images are sent to CNN along with the corresponding weights as input.

To minimize the losses and to improve performance, the consequences are adjusted Convolution, pooling, ReLU, and fully linked that make up CNN. A feature map is used in the convolution layer to extract the provided image's features and compress the original image. The image's dimensions are decreased by using a pooling layer. When utilized as an activation function, the ReLU layer determines whether or not the value of the activation function falls within a specific range. The last layer of the model is fully connected. The probability of each output class is calculated by combining the results from all layers and using the Softmax function. In breast cancer research, deep learning has significantly contributed over the last decade to the image domain [13-15]. That is why we decided to use deep learning approach to detect HER2 status from IHC & HE medical test slides.

As we mentioned earlier about the instances scoring 0+ or 1+ are categorized as HER2-negative, while cases scoring 3+ are categorized as HER2-positive. Cases with a score of 2 or above are considered borderline. Currently, there are no morphological markers on H & E slides that reliably predict the HER2 status, with the exception of very well-differentiated tumors with low nuclear/cytoplasm area ratios, which are frequently hormonally driven and consequently typically negative for HER2. In the case that findings are ambiguous, it is usual practice to do a further immunohistochemical and molecular examination. Despite the efficacy of immunohistochemistry (IHC), the additional expense and time spent on these tests may be eliminated if all the information required to infer the HER2 status could be derived from H&E whole slide images (WSI) as a preliminary indication of the IHC result. In terms of supervised algorithms in particular, datasets are a crucial part of visual translation. But in fact, very limited datasets are available for H&E and IHC HER2+ identification. Again, such datasets are pretty hard to get and demand large spaces for preprocessing operations to prepare for our study work. The BCI-dataset [16] comprises 9740 pathological sliced frames of 1024*1024 pixels. The IHC and HE findings of various patients contained four categories: 0, 1+, 2+, and 3+.

So far, deep learning is being utilized in different fields for image recognition. In addition, the convolutional neural network (CNN) has achieved state-of-the-art image classification performance compared to other deep learning architectures. The network can process the original picture without laborious image preparation. This paper presents a modified deep learning architecture based on ImageNet weight with inception-V3 [17] named convoHER2. We have used the BCI dataset [16] which contains 3896 training and 977 test H&E and IHC images. We trained our model on H&E and IHC images. There has not been significant research applying deep learning techniques on H&E and IHC images to predict HER2 status and detect HER2 multiple-stage score classification of breast cancer. Eventually, our research direction motivates us to sight this area of research. However, our models outperformed effective results in terms of accuracy.

The paper is organized as follows. In section II, we discuss the background of our work and the works of others in the same field that inspired and helped us in some way. In section III, we discuss the proposed method for this work. Section IV discusses the implementation of the methodology and discusses the experimental results. And finally, Section V has all the conclusion and possible director for future improvements.

II. RELATED WORKS

Day by day research has been taking place in the field of digital pathology to automate the whole process. Computer-assisted image analysis systems have been developed to assist human pathologists to achieve accurate results. New improving deep learning techniques are being developed to detect breast cancerous (HER2) cells in the early stages, to minimize the cost and reduce the rate of mortality.

Manual method to detect HER2 and its status from HE-stain and IHC-stain are done by expert pathologists with the help of expensive microscope [5, 7]. However, such methods to detect HER2 status are subject to error-prone, as it requires human interpretation [18]. Hence, researchers around the world have developed a variety of automated methods to classify HER2 status from IHC-stain and as well as HE-stain. Moreover, HER2 status was classified from MRI and Ultrasound images [19, 20]. The method in [19] employed Support Vector Machine (SVM) to detect HER2 status from MRIs. The dataset contained an IHC-determined HER2 score of 0-1+ or 3+. A SVM module produced radionics signature from the input MRI with annotated tumour region that accurately predicts HER2 status (accuracy of 79.5% and 78.3% while train and test). However, generalization of MRI data and multicenter validation studies were absent in this study. Moreover, this method failed to surpass pathologists accuracy. DenseNet backed deep learning framework was presented in [20]. The framework utilized 144 cross-section ultrasound images for train and test. The architecture yielded an AUC of 0.87 (accuracy=85.19%, sensitivity=75.53%) during training and 0.84 (accuracy=80.56%, sensitivity=72.73%) on the test set, respectively. However, no benchmark dataset contains
ultrasound pictures of the breast tumour location. Hence, further study was focused on detecting HER2 from tissue slices to mimic the typical HER2 status detection method better in [21-27]. Images of HE-stain were utilized for HER2 status detection in [21 - 23]. The framework in [21] contains UNet to detect the positions of nuclei in WSI patches of HE-stain. In addition, it employed a cascade of CNN architecture to classify HER2- or HER2+. The proposed framework achieved AUC value of 0.82 in the validation set of Warwick dataset [28]. Also, 0.76 AUC in an independent dataset named TCGA-BRCA.

However, the proposed method does not report patch-level and slide-level AUC separately. In addition, the system has trouble finding HER2+ cells with a score of 2+ (0.73 AUC). In [22], the authors suggested the Inception v3 model with a fine-tuned last layer to classify HER2 status from annotated HE-stained WSIs. The classifier accurately distinguishes HER2 scores and detects trastuzumab reaction in BC treatment. The methodology while training, obtained 0.88 AUC for tile-level and 0.88 AUC and 0.90 AUC at slide-level for classifying HER2-/+ class. The model was validated on the TCGA-BRCA cohort, which obtained AUCs were 0.81 and 0.65 at slide levels and tile levels, respectively. However, the validation of the model was done by exploiting the test dataset, which yielded better AUC results. W. Lu in [23] proposed GNN based framework to predict DAB density from HE stained WSIs and HER2 score from generated DAB density. The mentioned architecture obtains 0.75 AUC in the TCGA-BRCA test set and 0.78 and 0.80 AUCs in the HER2C and Nott-HER2 datasets. However, HER2+, score 2+, was avoided while testing the model. Apart from detecting HER2 status from HE-stain, it was more accurately obtained by utilizing IHC-stain images [24-27]. Machine learning-based approaches were proposed in [24, 25] to detect HER2 status from IHC-stain. In [24], the method utilized colour features to classify HER2 status scores from labelled IHC images of the Warwick dataset. The method includes patch-level classification and whole slide image (WSI) classification of HER2 status. The proposed method achieved 90.20% and 94.12% classification accuracy in patch-level with MLP model along with HSV generated colour feature and WSI-level with SVM utilizing HSV feature. Although other types of machine learning models, namely KNN and Decision Tree, were evaluated, their performance is not worth mentioning. The logistic regression-based model in [25] achieved HER2 status score classification accuracy of 93%. However, this reported accuracy in [24, 25] was only obtained from the training phase.

Since IHC-stained WSIs for different HER2 scores have unique features in terms of colour and structural pattern of the cell membrane and nucleus [26]. Hence, the CNN-based framework can better classify IHC-stained images based on HER2 score. CNN models are mainly designed to learn features from images to be employed for various image classification problems [29]. The authors in [26-27] solved the classification problem of HER2 status from IHC-stained images using CNN-based deep learning architecture. The architecture in [26] incorporated convolutional, deconvolution and TLSTM modules. The architecture was trained on exploited IHC images of the Warwick dataset. The framework achieved an accuracy of 98.33% on the held-out dataset. Hence, CNN based framework obtained significantly better accuracy than machine learning-based methods. However, the method scores HER2 status based on segmented cell membrane and nucleus, which is computationally complex and inefficient. Again, the proposed method only considers patch-level accuracy and lacks WSI-level accuracy. Both the patch and WSI level accuracy were reported in [27]. The framework was VGG19 based, that only considers three classes, which are positive (score 3+), equivocal (scoring 2+), and negative (score 0/1+). However, the space complexity of VGG19 architecture is severe. Also, the authors suggested labelling each patch with their respected HER2 score instead of the WSI level score to improve accuracy.

For the purpose of producing an IHC label, Oliveira et al. [30] introduced multiple instance learning (MIL) methodology. The methodology incorporated CNN namely HASHI
The CNN block processed HE-stain image patches independently. HER2SC slides were fed to train the architecture and tested on subsets of HER2SC and TCGA-TCIA-BRCA (BRCA) slides. Classification accuracy of 83.3% and 53.8% was reported in the HER2SC validation data and the BRCA validation data.

Liu et al. in [16] proposed a sophisticated dataset called BCI, containing 4870 image patches of HE-stain. Also, it contains 4870 image patches of IHC-stain of the same HE-stain with an accurate label of HER2 status score in each image. The HE-stain and IHC-stain images of the BCI dataset are structurally aligned. The dataset is distributed with 240 patches of IHC score 0, 1153 patches of IHC score 1+, 2142 patches of IHC score 2+, and 1335 patches of IHC score 3+. The dataset was used to generate IHC-stain images from HE-stain images in [17]. In that case, a generative model called pyramid pix2pix was proposed. The results obtained were 21.160 for Peak Signal to Noise Ratio (PSNR) and 0.477 for Structural Similarity (SSIM) metric in the BCI dataset and PSNR of 12.91 and SSIM of 0.278 in the LLVIP dataset, which was the current best compared to other image generative frameworks namely, pix2pix, pix2pixHD, and cycleGAN. Based on the pathologist's evaluation, the generated images achieved an average accuracy of only 38.75%. The results indicate that such a generative method is not suitable yet to predict HER2 status, so we need to focus on the classification problem of IHC stain images.

Hence, we propose to utilize transfer-learning methodology in end-to-end deep learning architectures on a well-prepared dataset like BCI and establish robustness to detect HER2 score from both HE-stain and IHC-stained images.

### III. METHODOLOGY

#### A. Dataset Description

The breast cancer immunohistochemical (BCI) benchmark dataset was applied in this research. This benchmark aims to directly synthesize immunohistochemical techniques (IHC)
data with HE-stain. The dataset includes 9740 images that represent a range of HER2 scores. The resolution of the images was 1024 × 1024 which was collected from 51 patients. The images are categorized into four stages of HER2 cancer.

The H&E and IHC datasets were chosen due to their availability and significance. There are a few other processes to determine if breast cancer has developed or not. But IHC and H&E are the most practical and precise ways to determine the exact stage (0, 1, 2, or 3). But the connection between IHC and H&E is what led to the inclusion of two medical test image datasets in this study. On the one hand, it is highly challenging to determine the stage of breast cancer using B&E test images, and on the other hand, the IHC test is quite expensive. Patients often do an H&E first, and then they might perform an IHC to confirm it. As there are multiple stages of cancer, they have to do this quite regularly to get to know the current stage of cancer. Patients will be able to determine the cancer's current stage using this research work and whatever test findings (IHC or H&E) they are comfortable with.

B. Data Pre-Processing

The pre-processing step is essential for removing various types of noise from tissue images. Similarly, we preprocess our dataset for better accuracy. The dataset contains images of HE and IHC staining. We began by labeling our data set. Our dataset contains four categories of images that correspond to the four stages of HER2 breast cancer. So, we label the dataset with the HER2 breast cancer stages. Moreover, we resized our dataset. The data set contains high-resolution images. Therefore, resizing is required for both the training and compatibility of our model. Our images were resized to 256 × 256 pixels. The next thing we do is divide our dataset into a train and test set. For HE, there are 3896 training images and 977 test images. For IHC, there are 3896 training images and 977 test images. Both HE and IHC data samples were obtained from the same patients. The HER2+ status of both HE and IHC at the same level remains the same. So, from the dataset, we know what it looks like for the same patient's medical test images for both IHC and HE.

C. Model Implementation

The performance of the neural network will improve as the depth of the network is increased, but this progress will come at the cost of time and processing resources. Deep learning that employs transfer learning (TL) therefore seems as a strategy to reduce training expenses. In a nutshell, initiating a newly developed model’s weights according to an existing framework’s learnt weights to aid training is called transfer learning. Because certain information is important, the new model’s training performance may be sped and enhanced by sharing the parameters of the trained model with the new model via TL, rather than beginning from blank, as we did in the earlier phase of our work (CNN). The need for data has been increased as par the popularity of deep learning in recent years, therefore TL has progressed.

The fundamental architecture [29] of Inception-v3, an expanded version of the well-known GoogLeNet that has efficiently classified images via transfer learning, is shown in Figure 7. Inception-v3 introduced an inception model that concatenates many different-sized convolutional filters into a new filter, following GoogLeNet. Such a design minimizes the complexity of the calculation by lowering the number of parameters that must be trained. The Inception V3 model has 42 layers, which is slightly more than the V1 and V2 models. However, the efficiency of this model is truly remarkable. Because of this, this research uses the Inception V3 model. Usually, the Inception module includes three distinct convolution sizes and one maximum pooling. After the convolution operation, the channel is gathered for the previous layer's network output, and then nonlinear fusion is performed. Within this interpretation, the network's representation and learnability for multiple aspects can be enhanced, and overfitting can be avoided. Inception-V3 is primarily a network structure created by Keras and pre-trained with ImageNet. The default image size for input is 256 × 256 pixels with three channels. This research trained the dataset with the original Inception V3 model, but the validation accuracy and loss are not mentionable compared to other state-of-the-art works. One of our research objectives is to tune the Inception

![Fig. 5. Left side graph for the performance evaluation Accuracy and Right-side graph for the performance evaluation Loss on H&E Dataset.](image-url)
The research utilizes the “ConvHER2” model. This CNN model is comprised of a pre-trained Inception-V3 model and adds some additional layers to it to achieve the highest level of accuracy. Features extraction was done by the Inception-V3 module. It’s pre-trained model, which has been trained on over 1.4 million photos and over 1,000 classes. As we have already discussed that the Inception-V3 architecture utilizes CNN to extract features, which acts as an image classifier. In our research, 80% of the data was kept as training data and 20% was kept as testing data. In our transfer learning method, we keep the parameters of the previous layer and remove the last layer of the Inception-V3 model, then retrain the last layer.

The final layer has the same number of output nodes as the number of categories in the dataset. We utilized a weight that had already been learned using ImageNet. The customized, fully linked layer was trained. In all, there are 9,724,932 trainable parameters. The Adam optimizer is used in the experiment, with categorical cross-entropy as the loss function, 256 batches, and a learning rate of 1e-4, while the input tensor of InceptionV3 is set to (256, 256, 3). Rectified linear unit (ReLU) for the deep layer and Softmax for the output layer was chosen as activation functions. For all positive values, ReLu remains linear in terms of positive data, and zero for any negative data. This simple calculation resulted in reduced training time. To mitigate vanishing gradient problem ReLu has been utilized over activation functions. It can be stated mathematically as indicated in eq (iii):

\[ X(x) = \text{max}(0, x) \]  

\[ X(0) = 0 \]  

\[ X(x) = x \]  

\[ X(z) = \frac{\exp(z)}{\sum_{i=1}^{n} \exp(z_i)} \]  

IV. EXPERIMENTAL RESULTS

We have got the accuracy for the original inception V3, which is 76% on average. During the training period, we tweaked a variety of variables. That was covered in the methods section, previously. We first added two more layers and one output layer to the model. To be on the safe side, we have set a learning rate of 1e-4, which will optimize the model with a local minimum while learning slowly. This study has also included a few additional standard parameters, such as batch size of 256 and an 80-20% split of the image dataset. However, after adding the batch normalization after each layer and enhancing the dataset with various angles, sizes, etc., the outcome considerably improved. We have used the keras library known as "Keras-Tuner" to discover the quantity of layers and nodes that may result in the greatest accuracy. Although it didn't provide the precise layers or nodes we used in our work, it did provide a foundation for the model that allowed us to start getting decent accuracy and gradually enhance it over time with a few node and parameter adjustments which is provided on Table I.

With an input shape of, the basic model Inception-V3 for transfer learning with pre-trained weights of image-net is used (256,256,3). Three additional dense layers are created during the classification step, with the first layer having 2048 units. ReLu along with BN acts as an activation function. The activation function of ReLu with BN is examined for both
The research begins with a discussion of the significance of H&E and IHC imaging investigations in determining the present stage of HER2. The data for this study is separated into four groups, ranging from zero to three. The customized convolution neural network-based model has been trained on almost 4,000 H&E and IHC images, which are individually at the top of the imageNet weights, enhancing our model's capacity to swiftly detect essential characteristics. Furthermore, in our study, we suggested a unique CNN model that was more accurate. Model accuracy during the training phase is 88 percent for IHC and 85 percent for HE images at 200 epochs. The future scope of our study activity is limitless as medical experts uncover new breakthroughs to identify and treat breast cancer. The next step in this research will be to segment the pictures to see which areas of the HE and IHC test samples are the most damaged by HER2. Furthermore, by incorporating the XAI, anybody can use a deep learning model to identify which area or region of the body is most afflicted by breast cancer. Additionally, we are unable to access the high pixel dataset on our system for this research project. The datasets used in cancer imaging pictures is sometimes difficult to acquire and utilize with our research tools. In order to determine the correctness of the ConvooHER2 model's results, additional high-quality datasets will be used in this paper's future work.

V. CONCLUSION

plays how much better accuracy this research paper's model achieves compared to other state-of-the-art deep learning models such as DenseNet, HASHI algorithm, etc.

| Authors          | Dataset       | Model      | Accuracy |
|------------------|---------------|------------|----------|
| J. Zhou et al.   | MRI images    | SVM        | 79.5%    |
| Z. Xu et al.     | Ultrasound images | DenseNet | 80.56%   |
| Oliveira et al.  | HER2SC        | HASHI algorithm | 83.3%   |
| In this Paper    | BCI Dataset (H&E) | convoHER2 | 85.1%    |
|                  | BCI Dataset (IHC) | convoHER2 | 87.79%   |
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