Dynamic structure factor of the antiferromagnetic Kitaev model in large magnetic fields
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We investigate the dynamic structure factor of the antiferromagnetic Kitaev honeycomb model in a magnetic field by applying perturbative continuous unitary transformations about the high-field limit. One- and two-quasiparticle properties of the dressed elementary spin-flip excitations of the high-field polarized phase are calculated which account for most of the spectral weight in the dynamic structure factor. We discuss the evolution of spectral features in these quasiparticle sectors in terms of one-quasiparticle dispersions, two-quasiparticle continua, the formation of antibound states, and quasiparticle decay. In particular, a comparably strong spectral feature above the upper edge of the upmost two-quasiparticle continuum represents three antibound states which form due to nearest-neighbor density-density interactions.

I. INTRODUCTION

In the field of quantum many-body systems quantum spin liquids (QSLs) offer very different physical behavior than known from conventional systems, which includes long-range entangled topological order and fractionalized excitations with anyonic particle statistics [1, 2]. The driving mechanism for the formation of QSLs is typically frustration, referring to the balanced contribution of competing interactions [2]. Apart from the fascinating fundamental attributes of QSLs, potential applications exploit topological properties like (non-Abelian) statistics of anyons to construct quantum memories and quantum computers [3–5]. Here the topological nature is beneficial due to a strong protection from decoherence [3, 4], which is a major challenge for other quantum computing platforms [6–9]. The experimental search for QSLs is therefore of high interest although the identification of those is very challenging [1, 10–16]. The lack of directly measurable characteristic properties brings spectroscopic experiments with inelastic neutron scattering, having a high energy and momentum resolution, in a prominent role, since rich dynamical spin-spin correlation functions can be accessed in terms of the dynamic structure factor (DSF) [1, 16–21].

A prominent example of a microscopic model featuring different QSLs is the Kitaev honeycomb model [4], which was invented by Kitaev in 2006 and can be solved exactly in terms of Majorana fermions. The ground state phase diagram contains topologically ordered gapped QSLs with Abelian anyons connected to the toric code [3] in perturbative limits [4, 22] and a gapless QSL with algebraically decaying correlations around the case of uniform Kitaev couplings. The experimental realization of the Kitaev model is under active research in recent years with a variety of different material candidates [10, 11, 23–32]. While prominent Kitaev couplings originating from strong spin-orbit coupling have already been identified, the simultaneous presence of Heisenberg interactions yields conventional long-range spin order at low temperatures [10, 11, 25, 33, 34]. Interestingly, this unwanted spin order can be melted by an external magnetic field and indications for the realization of a QSL at intermediate field values have been found [30, 35–45].

On the theoretical side, the Kitaev honeycomb model in a field has been investigated in several works. Along the [111]-field direction, the quantum phase diagram is qualitatively different for ferro- and antiferromagnetic Kitaev interactions [46–50]: Numerical investigations for ferromagnetic isotropic Kitaev interactions consistently show a direct transition between the gapped Kitaev QSL with non-Abelian topological order at finite fields and the high-field polarized phase. In contrast, for antiferromagnetic Kitaev interactions, several numerical approaches show the presence of an intermediate phase [46–48, 51–54] whose concrete nature is a field of current research. Interestingly, these considerations can be extended to varying the structure of the lattice [55–58] or to investigating spin values larger than 1/2 [52, 59–61].

It is therefore an interesting question how the DSF evolves in the different quantum phases when changing the ratio between Kitaev coupling and magnetic field. Indeed, on the one hand, a quantitative understanding of the DSF is crucial for identifying the different phases and, on the other hand, the properties of excitations. This includes the formation of quasiparticles, (anti-)bound states, as well as decay processes that are important for a physical understanding of the underlying processes. In this paper we investigate the DSF of the antiferromagnetic Kitaev honeycomb model in a [111]-field within the high-field polarized phase. High-order series expansions using the pCUT method [62, 63] are used to calculate the one- and two-quasiparticle (QP) contributions to the DSF in terms of dressed spin-flip excitations. This extends recent calculations for the 1QP gap and static structure factor [52] applying the same approach.
Apart from prominent spectral signatures of the two 1QP bands and the presence of three 2QP continuum contributions, we identify the appearance of three antibound states in the DSF above the 2QP continua, confirming a recent conjecture by [46] based on density matrix renormalization group (DMRG) calculations. The three antibound states originate from the repulsive nearest-neighbor interactions and the reduced bandwidth for increasing Kitaev couplings. In addition, we discuss the occurrence of quasiparticle decay, which is observed most prominently in the upper 1QP band, and its connection to the convergence of the calculated high-order series expansions.

The paper is structured as follows: In Sec. II we introduce the model and its known zero-temperature properties. In Sec. III we explain the technical aspects of the pCUT method with respect to the calculation of the 1QP and 2QP sectors and we discuss the convergence and extrapolation of the obtained series expansions. The physical results of the 1QP and 2QP contributions to the DSF are presented in Sec. IV. Last, we draw conclusions in Sec. V.

II. MODEL

The Hamiltonian describing the Kitaev honeycomb model in a uniform magnetic field can be written as

\[ H = -h \sum_{i, \alpha} \sigma_i^\alpha + \sum_{\langle i, j \rangle} J_\alpha \sigma_i^\alpha \sigma_j^\alpha, \]

where the first term denotes the coupling of the spins to a magnetic field \( h > 0 \) in the \([111]\) direction due to the intrinsic magnetic moment. For \( J_\alpha < 0, J_\alpha > 0 \) the second term describes the (anti-)ferromagnetic Kitaev coupling between neighboring spins \([4, 46, 48]\). Here, we will stick to uniform antiferromagnetic couplings \( J_\alpha = J > 0 \) and large magnetic fields \( J < h = 1 \). The Kitaev interaction of two neighboring spins \( i, j \) depends on the orientation \( \alpha \in \{x, y, z\} \) of the bond as visualized in Fig. 1. The spins are distributed on an infinite 2D honeycomb lattice, exhibiting three different bond directions denoted as \( x, y, z \).

For a vanishing magnetic field \( h = 0 \), the bare Kitaev model is exactly solvable. By transforming the spins into Majorana fermions, the elementary excitation can be modeled as a single free Majorana fermion coupled to a static \( Z_2 \) gauge field forming a QSL \([4]\). The behavior of the phase depends on the choice of the \( J_\alpha \) parameters and can be either gapped (A phase) or gapless (B phase). We force the bare model into the B phase if and only if the triangle inequalities

\[ |J_x| \leq |J_y|, \quad |J_y| \leq |J_z|, \quad |J_z| \leq |J_x| + |J_y| \]

are fulfilled. By having isotropic Kitaev couplings, the bare Kitaev model is therefore located in the center of the B phase \([4]\).

Adding the magnetic field breaks time-reversal symmetry and opens a gap in the B phase. This gapped phase gives rise to non-Abelian anyons offering the needed complexity of braiding rules to design a topological quantum computer \([4]\). When driving the magnetic field to large values, we end up in the polarized phase, where all spins are aligned along the field in the limit \( J = 0 \). For moderate magnetic-field strengths the behavior of the system depends on the sign of \( J \). While for ferromagnetic couplings the system displays a direct first-order phase transition between the two described phases, for the antiferromagnetic case several works found evidence for the existence of an intermediate phase. Although most of the studies propose the phase to be a gapless quantum spin liquid \([46–48, 51–53]\), current research found indication against this suggested nature of the phase \([64]\) and towards a gapped spin liquid \([54, 65]\).

Here we focus on the polarized phase at large magnetic fields. For vanishing Kitaev interactions we obtain the ground state trivially with all spins pointing in the direction of the magnetic field. The polarized phase extends to parameter values \( h = 1, J < J_{\text{crit}} \). The specific value of \( J_{\text{crit}} \) depends on the used method, e.g., \( J \approx 1.39 \) for DMRG \([46, 47]\), \( J \approx 1.22 \) for tensor networks \([52]\), and \( J \approx 1.15 \) for pCUT \([52]\). The discrepancy between the different values is likely due to the (almost) gapless nature of the intermediate phase and the extremely flat closing of the gap (with critical exponent larger than 1) in the high-field phase. In the following, to simplify notation and calculations, we apply a rotation \( U_{\text{rot}} \) on \( H \) to align the magnetic field along the \( z \)-axis. In this rotated basis, we can choose the \( z \)-axis as our quantization axis, denoting the ground state for \( J = 0 \) as \([\text{ref} \equiv \uparrow \uparrow \cdots] \). Elementary excitations above the ground state are local spin flips at site \( i \) denoted as \([\downarrow_i \). By rescaling the rotated Hamiltonian with \( 1/2h \), a spin flip costs an energy quanta of \( 1 \). We rewrite \( H \) exactly in terms of hard-core boson annihilation (creation) operators \( b_i^\dagger \) by applying the Matsubara-Matsuda transformation \([66, 67]\)

\[ \sigma_i^x = b_i^\dagger + b_i, \quad \sigma_i^y = i(b_i - b_i^\dagger), \quad \sigma_i^z = 2n_i - 1 \]

and obtain the normalized and rotated Hamiltonian \( H \)

![FIG. 1. The honeycomb lattice with sites as gray and white circles illustrating spins 1/2 and the three bond types of the Kitaev model colored and labeled by \( x, y, z \). The primitive cells are colored in light orange, with the corresponding lattice vectors \( a_1, a_2 \) spanning the infinite lattice.](attachment:image.png)
where \( E_0 = -N/2 \) is the bare ground-state energy, \( N \) the number of spins, and \( n_i = b_i^\dagger b_i \) the local number operator at site \( i \). The last sum combines the transformed Kitaev terms. The expression \( t_m^\alpha(i,j) \) contains all terms that add or remove \( m \) hard-core bosons from the sites \( i, j \) being connected by an \( \alpha \)-bond. For \( H \) the hard-core boson number changes by a maximum of two, written as \( \mathcal{M} = \{0, \pm 1, \pm 2\} \). The concrete form of the \( t_m^\alpha(i,j) \) is given by

\[
\begin{align*}
t_0^\alpha(i,j) &= C^z \left[ -(2n_i - 1)(2n_j - 1) - 2(b_i^\dagger b_j + b_i b_j^\dagger) \right], \\
t_1^\alpha(i,j) &= \sqrt{2} C^y \left( -b_i - b_j + 2b_i n_j + 2b_j n_i \right), \\
t_2^\alpha(i,j) &= 2C^x b_i b_j,
\end{align*}
\]

with \( C^z = e^{i\pi/3}/\sqrt{3}, \ C^z = -C^x - C^y \), and the relation \( t_m^\alpha(i,j) = \left[t_{m-1}^\alpha(i,j)\right]^\dagger \). We further denote \( |1,\ldots,i_n\rangle = b_{i_1}^\dagger \cdots b_{i_n}^\dagger \langle \text{ref} \rangle \) as an \( n \)QP state with hard-core bosons at the pairwise distinct sites \( i_1, \ldots, i_n \) and \( \langle \text{ref} \rangle \) as the QP-vacuum. Later on we specify the position of the QPs as \( |R_1,\ldots,R_n; r_1,\ldots,r_n\rangle \equiv |i_1,\ldots,i_n\rangle \), where \( R_i \) is the position of the primitive cell (shown as the orange region in Fig. 1) and \( r_i \) the position within the primitive cell (displayed as white/gray circles in Fig. 1) of site \( ij \).

### III. SERIES EXPANSION

In order to obtain physical quantities like the dispersion or correlation functions in the polarized phase, we perform high-order series expansions about the high-field limit \( J = 0 \). For that purpose we apply the pCUT method [62], which yields a QP-conserving effective Hamiltonian. As a consequence, we can discuss different QP channels, corresponding to effective few-body problems, separately from each other. To enlarge the range of convergence of the obtained series expansions, we further use extrapolation techniques if applicable [68, 69]. For a detailed introduction to pCUT see \[62, 70, 71\].

#### A. Transformation of the Hamiltonian and observables

We define the magnetic field term as the unperturbed part and the Kitaev interactions as the perturbation. Using pCUT, we transform \( H \) into a block-diagonal form \( H_{\text{eff}} \), where only particle-conserving processes contribute. Therefore, the effective Hamiltonian can be written down as

\[
H_{\text{eff}} = \sum_{n=0}^{\infty} H_n,
\]

where the \( H_n \) are defined as a sum of normal ordered particle-conserving \( n \)QP operators, meaning that \( H_n \) only contributes to \( m \)QP states with \( m \geq n \). The coefficients in \( H_n \) are expressed as series expansions in \( J \) [70].

To calculate the DSF of the system, we have to apply the same transformation onto the initial observables \( \sigma^\alpha_{ij} \), acting on the \( \alpha \)-component of a single spin \( r \) at position \( \mathbf{r} \) in the lattice. First, we calculate \( O_\alpha^\alpha(\mathbf{r}) = U_{\text{rot}}^\dagger U_{\text{rot}} \), as done for \( H \) in Eq. (2). Restricting ourselves to zero temperature, the effective observable \( O_{\text{eff}}^\alpha \) of \( O^\alpha \) only acts onto the bare vacuum \( \langle \text{ref} \rangle \) given as

\[
O_{\text{eff}}^\alpha(\mathbf{r}) \langle \text{ref} \rangle = \sum_{n=0}^{\infty} O_n^\alpha(\mathbf{r}) \langle \text{ref} \rangle ,
\]

with \( O_n^\alpha(\mathbf{r}) \) creating \( n \) quasiparticles out of the particle vacuum [63, 72]. Note that, in contrast to \( H_{\text{eff}} \), the effective observable is not particle conserving.

#### B. Diagonalizing quasiparticle sectors

To be able to determine the amplitudes of operators in \( H_n, O_n^\alpha(\mathbf{r}) \) in the thermodynamic limit by only considering finite clusters, we exploit the linked cluster theorem [73]. By using the cluster additivity of \( H_{\text{eff}}, \ O_{\text{eff}}^\alpha(\mathbf{r}) \), we can restrict ourselves to finite clusters with the size being proportional to the calculated order in perturbation, as the maximum hopping distance is limited by it [63, 70]. For general information on the linked cluster theorem we refer to Refs. [70, 71, 74] and for the concrete application studied in this work we refer to the Appendix.

**One-quasiparticle sector** To use the translational invariance of \( H_1 \), we Fourier transform the real-space states into

\[
|\mathbf{k} : \mathbf{r} \rangle = \frac{1}{\sqrt{N}} \sum_{\mathbf{R}} e^{i \mathbf{k} \mathbf{R}} |\mathbf{R} : \mathbf{r} \rangle ,
\]

where \( \mathbf{k} \) denotes the momentum and \( \mathbf{r} \) the position of the quasiparticle in the primitive cell. The sum goes over all primitive cells in the lattice. As the momentum is conserved by \( H_{\text{eff}} \), we only have to consider terms of the form \( \langle \mathbf{k} : \mathbf{r} | H_1 | \mathbf{k} : \mathbf{r} \rangle \) varying \( \mathbf{r} \). As the primitive cell inhibits two sites, we can separate \( H_1 \) into \( 2 \times 2 \) blocks of fixed momentum \( \mathbf{k} \) and obtain the eigenenergies \( \omega_1(\mathbf{k}) \) and \( \omega_2(\mathbf{k}) \) as a series expansion, by diagonalizing the \( 2 \times 2 \) matrices order by order in \( J \).

**Two quasiparticle sector** For two QPs, we have to determine the 2QP interactions of \( H_2 \) and then construct the effective 2QP Hamiltonian matrix by evaluating matrix elements of \( H_1 + H_2 \). As for the 1QP case in Eq. (4),
we exploit the translational invariance by introducing the conserved center-of-mass momentum \( \mathbf{k} \) and using the 2QP basis

\[
|\mathbf{k}, \delta : \mathbf{r}_1, \mathbf{r}_2\rangle = \frac{1}{\sqrt{N}} \sum_{\mathbf{R}} e^{i\mathbf{k} \cdot \mathbf{R} + \delta/2} |\mathbf{R}, \mathbf{R} + \delta : \mathbf{r}_1, \mathbf{r}_2\rangle \quad (5)
\]

with \( \delta \) being the distance between the two quasiparticles in real space [71]. One is therefore left with separated subspaces of fixed \( \mathbf{k} \) and varying \( \delta, \mathbf{r}_1, \mathbf{r}_2 \). As the distance between the QPs can get arbitrarily large, we restrict ourselves to a finite maximum absolute distance \( \delta_{\text{max}} \) to obtain matrices of finite size. The resulting 2QP Hamiltonian matrix is sketched in Fig. 2 for finite order sorting the 2QP basis by growing absolute distances \( |\delta| \leq \delta_{\text{max}} \) when going from top to bottom. The 1QP hopping amplitudes of \( \mathcal{H}_1 \) give rise to a ‘band’ of matrix elements along the diagonal of the matrix with a ‘width’ depending on the perturbative order, as only one of the two QPs is affected by \( \mathcal{H}_1 \). The matrix elements of \( \mathcal{H}_2 \) form a block for small distances, as the 2QP interactions do depend on \( \delta \) and larger distances only start to contribute at higher perturbative orders. We obtain the energies of the 2QP sector for a given momentum \( \mathbf{k} \) by tridiagonalizing the 2QP Hamiltonian matrix using the Lanczos algorithm [63, 75].

Additionally, we can calculate the edges of the 2QP continua in the thermodynamic limit by using the free particle approximation (FPA) [76]. Therefore, we ignore the 2QP interaction in \( \mathcal{H}_2 \) and add up the energies \( \omega_i(\mathbf{k}) \) of two independent QPs as

\[
\omega_{i_1, i_2}(\mathbf{k}_{\text{tot}}) \in \{ \omega_{i_1}(\mathbf{k}_1) + \omega_{i_2}(\mathbf{k}_2) \mid \mathbf{k}_1 + \mathbf{k}_2 = \mathbf{k}_{\text{tot}} \} \quad (6)
\]

where \( \omega_{i_1, i_2}(\mathbf{k}_{\text{tot}}) \) is the total energy of the 2QP state with total momentum \( \mathbf{k}_{\text{tot}} \) [77]. By maximizing (minimizing) Eq. (6) for the three combinations of \( i_1, i_2 \in \{ 1, 2 \} \), we can calculate the maxima (minima) of the three continua for fixed \( \mathbf{k}_{\text{tot}} \).

**Observable** Analogously to the Fourier transform of the states, we define the global observable in momentum space representation as

\[
\mathcal{O}_{\text{eff}}^\alpha(\mathbf{k}) |\text{ref}\rangle = \frac{1}{\sqrt{N}} \sum_{\mathbf{r}} e^{i\mathbf{k} \cdot \mathbf{r}} \mathcal{O}_{\text{eff}}^\alpha(\mathbf{r}) |\text{ref}\rangle \quad (7)
\]

Note that, in contrast to Eqs. (4) and (5), the summation runs over all sites \( \mathbf{r} \) on the lattice.

We can calculate the spectral weight \( I_{\text{tot}}^\alpha \) of \( \sigma^\alpha \) reading

\[
I_{\text{tot}}^\alpha = \sum_{n=0}^{\infty} I_n^\alpha = \sum_{n=0}^{\infty} \langle \text{ref} | (\mathcal{O}_{\text{eff}}^\alpha)^\dagger \mathcal{O}_{\text{eff}}^\alpha |\text{ref}\rangle \quad (8)
\]

where \( I_n^\alpha \) is the weight of the \( \alpha \)-component of the \( n \)QP channel [63]. We can further subdivide \( I_n^\alpha \) into the momentum-resolved spin-components \( S^\alpha(k, \omega) \) of the DSF, depending on the momentum \( \mathbf{k} \) and the energy \( \omega \), as

\[
S^\alpha(k, \omega) = \sum_{n=0}^{\infty} S_n^\alpha(k, \omega) \quad (9)
\]

again splitting \( S^\alpha(k, \omega) \) into the different QP channels \( S_n^\alpha(k, \omega) \) [75]. We obtain the full DSF \( S(k, \omega) = \sum_{n=0}^{\infty} S_n(k, \omega) \) by adding up the three components as \( S_n(k, \omega) = \sum_\alpha S_n^\alpha(k, \omega) \) [46]. For \( n = 1 \), we use Dirac’s identity to obtain delta peaks at the energy of the eigenstates in the 1QP subspace. In the 2QP sector, we evaluate \( S_2(k, \omega) \) by a continued fraction approximation using the Lanczos algorithm [63, 75]. With this approach we reach large iterations of around 200 for a maximum distance \( \delta_{\text{max}} \) of 50 sites between the two QPs. To mimic the continuous behavior in the thermodynamic limit, we add a small Lorentz broadening to \( S_2(k, \omega) \), by replacing \( \omega \rightarrow \omega + i \delta_\omega \) with \( \delta_\omega = 0.018 \) to compare with [46, 63]. To match the discrete spectrum of \( S_1 \) with the continua in \( S_2 \), we perform the same line broadening for the delta peaks in \( S_1 \) for Figs. 3 and 9.

**C. Convergence and extrapolation**

As we treat the Kitaev couplings perturbatively, we have to ensure the convergence of our series expansions within the used parameter range and maximum order. Our calculations were performed on the computer up to order 8 (7) for the 1QP (2QP) Hamiltonian and up to order 7 (6) for the 1QP (2QP) observables. For each process we used an individual minimal cluster as discussed in the Appendix for minimizing computation time and memory usage.

We investigate the convergence regarding the two couplings \( J = 0.4 \) and \( J = 0.8 \), by varying the maximum order. In Fig. 3 we plot the DSF for the 1QP and 2QP...
subspaces with varying orders using the bare series, including two bands in 1QP around \( \omega \in [0.2, 1] \) and up to three antibound states in 2QP around \( \omega \in [1.5, 1.75] \). We denote \( o - d \) as a reduction of the respective maximum order by \( d \), as introduced in the last paragraph. We leave the physical interpretation of the obtained results to the later discussion and concentrate on the changes between the different orders.

For \( J = 0.4 \) we obtain a very good convergence, as we can not identify quantitative changes in Figs. 3(a)-(d). This is supported by Fig. 3(i), as all orders overlap almost perfectly. The increased standard deviation \( \sigma \) in the inline plot can be traced back to a slight deviation of the upper band’s energy in 1QP.

For \( J = 0.8 \) the quality of the convergence decreases, as can be seen in Figs. 3(e)-(h). While the lower 1QP band converges well, the upper 1QP band changes its dispersion and spectral density quite drastically, as shown in Fig. 3(j). For lower orders we obtain nonphysical negative spectral weights, visualized with black areas in Figs. 3(i) and 3(g). The upper antibound state moves down in energy for larger maximum orders, while the overall spectral weight decreases. In contrast, the lower antibound states change less, only moving slightly down in energy. The overall \( \sigma \) lies an order higher than for \( J = 0.4 \).

In case physical quantities are given as single series like 1QP dispersions or \( nQP \) spectral weights, one can improve the convergence by extrapolating the bare series results, as done in several works using pCUT [52, 75, 77–79]. Having the series expansion of a function \( f \), we define a \( \text{dlog-Padé} \) extrapolant as

\[
P_{\text{dlog}}[n, m]_f(x) := P[n, m]_{(d/dx)\ln f(x)} ,
\]

where

\[
P[n, m]_g(x) := \frac{P_n(x)}{Q_m(x)} = \frac{\sum_{k=0}^n p_k x^k}{\sum_{k=0}^m q_k x^k}
\]

is the \( \text{Padé} \) extrapolant of an analytic function \( g \) [68, 69]. The coefficients \( p_k, q_k \) are fixed by demanding the series expansion of \( P[n, m]_g \) and \( g \) to be the same up to order \( n + m \). We can approximate \( f \) by integrating and exponentiating \( P_{\text{dlog}}[n, m]_f \) [78]. This was done for the 1QP...
states in Fig. 9. Comparing Fig. 3(h) with Fig. 9(d), we obtain a better convergence for the upper band, as it behaves as expected with respect to smaller perturbations.

Apart from calculating series only to finite perturbative order, quasiparticle decay can affect the convergence and extrapolation of the series. Indeed, within the pCUT method we assume that the QP sectors can be fully separated, i.e., states with different particle number are separated in energy. This is, however, in general only true in the perturbative limit but does not have to be the case for finite $J$. Here, as the upper 1QP band starts to overlap with the lowest 2QP continuum for $J \geq J_{\text{decay}} \approx 0.57$ (as can be calculated using the FPA), the quasiparticles of the upper band decay as the lifetime becomes finite [80]. We note that generalizations of generators for nonperturbative CUTs, which enable one to treat quasiparticle decay, are discussed in [81].

We find further evidence of quasiparticle decay by the occurrence of poles around $J_{\text{decay}}$ when calculating dlog-Padé extrapolants of physical quantities. These poles can be extracted by investigating the roots of $Q_m$ [82]. Exemplarily, we plot the real part of the present poles $J_{\text{pole}}$ for the spectral weights in Fig. 4 gathering around $J_{\text{decay}}$. We explain the lacking occurrence of poles in $I^z_2$ with the little number of nondefective extrapolants for the calculated order. The only pole at $J \approx 0.33$ matches quite well with the starting overlap of 2QP and 3QP energies. The same analysis was done for the energy series of the 1QP bands, featuring a number of poles around $J_{\text{decay}}$ in the upper band (not shown). The lower band shows no poles as it does not intersect with the 2QP states for the investigated $J$-values. In both cases, the standard deviation of the dlog-Padé rises noticeably in the area of overlapping QP channels.

We conclude that the calculated series show very good convergence for $J = 0.4$, while our results for $J = 0.8$ can only be trusted on a qualitative level, being explained by the use of bare perturbative series and the presence of quasiparticle decay. To increase quality, we use dlog-Padé extrapolants for the 1QP sector, as can be seen in the difference between Fig. 3(h) and Fig. 9(d). As we are not able to extract series expansions out of the 2QP bare series results in this sector.

### IV. RESULTS

In this section we present our results for the dispersion and the spectral quantities of the one- and two-quasiparticle sectors. We start by analyzing the spectral weight of the observables $\sigma^\alpha$ to ensure the validity of our approach to consider solely the 1QP and 2QP dynamics. After that we discuss the dispersion and the formation and nature of antibound states. We conclude with a discussion of the DSF, comparing our results to DMRG data [46].

For the plots, we parametrize the momentum $\mathbf{k}$, which is used for the 1QP and 2QP states, with respect to the dual basis $\{b_1, b_2\}$ of the real-space basis $\{a_1, a_2\}$ as plotted in Fig. 1:

$$\mathbf{k} = k_1 b_1 + k_2 b_2 \quad \text{with} \quad b_a b_j = \delta_{ij}.$$

Therefore, we can scan through all possible phases between the primitive cells by varying $k_1, k_2$ between 0 and $2\pi$.

#### A. Spectral weights

First, we take a look at the spectral weights of $\sigma^\alpha$, as introduced in Eq. (8). For the chosen uniform coupling $J$, we obtain the same weights for all $\alpha$. Therefore, we stick to $\sigma^z$ and plot the weights $I_n^z$ of the lower $n$QP channels up to order 7 (order 6) for $n \leq 2$ ($n = 3$) in Fig. 4. The different $I_n^z$’s are plotted in various colors, also including lower orders and dlog-Padé extrapolants to check validity. Using Eq. (8) we expect the sum of all calculated $I_n^z$ being close to $I_n^\text{tot} = 1$, as the $n$QP channel starts contributing only at $2(n - 1)^{\text{th}}$ order. When calculating the spectral weight of the higher QP channels for $J = 0.4, 0.8$ we obtain

$$\sum_{i=3}^\infty |I_i^z(J = 0.4)| \approx 0.001, \quad \sum_{i=3}^\infty |I_i^z(J = 0.8)| \approx 0.03.$$

This finding ensures that most of the intensity lies in the 1QP and 2QP channels for the investigated values of $J$ up to order 7, making our approach neglecting higher QP contributions feasible. Under increasing Kitaev couplings, we obtain a shift of intensity mainly from the
1QP to the 2QP sector, while \( I_2 \) only shows a minor downwards-trend of similar slope as the upwards trend for \( I_3 \). We find a notable \( I_3 \) contribution in the investigated range, making a discussion of the 2QP subspace relevant.

The quality of the shown dlog-Padé extrapolants decreases in the region of spectral overlap of the 1QP and 2QP sectors starting at \( J_{\text{decay}} \approx 0.57 \), due to the presence of quasiparticle decay, as discussed in Sec. III.C. For the extrapolants of \( I_1 \), we indeed obtain a number of poles right before the intersection. Therefore, the weights \( \sum_{i=1}^{\infty} I_i \) may differ noticeably within the region of overlapping sectors, as indicated by the large standard deviation of the extrapolants (not shown).

### B. Excitation energies

In the following we present the 1QP and 2QP energies, separately. While we can calculate the two 1QP bands in the thermodynamic limit and extract series expansions, we have to stick to finite systems for the 2QP discussion and insert values for \( J \) in the bare series. We further calculate the edges of the 2QP continua in the thermodynamic limit using the FPA.

#### 1. One-quasiparticle dispersion

Fig. 5 shows the dispersion of the 1QP sector for \( J = 0.4 \). Both bands are symmetric to each other with a maximum band splitting for vanishing momenta. We observe a sixfold rotation symmetry, originating from the structure of the lattice and the choice of the parameters. The symmetry breaks when choosing nonuniform fields or couplings (not shown). We observe a strict trend towards smaller energies for both bands for increasing perturbation, as we start from an excitation energy of 1 for \( J = 0 \). By subclassifying the contributing processes in \( \mathcal{H}_1 \), we can show that the negative contribution to the local hopping term \( \langle i | \mathcal{H}_1 | i \rangle \), resulting in the strict downwards trend, comes from the antiferromagnetic coupling between neighboring spins in Eq. (1). We can reuse this finding for the discussion of the antibound states in the 2QP sector later on.

#### 2. Two-quasiparticle energies

Turning to the 2QP energies, the spectrum for \( J = 0.4 \) is plotted in Fig. 6 along two different paths in \( k \)-space. We obtain three continua, which form out of the two 1QP bands. While the three continua overlap in Fig. 6(b), the dispersion in Fig. 6(a) features a small gap between the continua that increases for larger couplings (not shown). This originates from the structure of the 1QP bands, as for the path in Fig. 6(b) the two 1QP bands are closer to each other (see Fig. 5). We find a good agreement of the energies obtained by the FPA and the 2QP matrix. When extrapolating \( \delta_{\text{max}} \to \infty \), the band edges converge to those of the FPA (not shown).

Above the highest 2QP continuum we obtain up to three antibound states. These start to build around the edges of the first Brillouin zone (\( k \approx \pi \) in Fig. 6) and emerge fully out of the continuum for rising couplings.

To find the driving mechanism that leads to the formation of the antibound states, we divide the \( \mathcal{H}_2 \) processes in three subgroups. Having the general process \( \langle i, j | \mathcal{H}_2 | i, j \rangle \), we define ‘density-density interactions’ as the diagonal process \( \tilde{i} = i, \tilde{j} = j \), and ‘\( n \)QP correlated hoppings’ as processes where \( n \) QPs change their position. In Fig. 7(a) we compare the different subgroups for fixed momentum \( k = 0 \) and varying \( J \). Therefore, we plot the three highest eigenvalues when only considering

---

**FIG. 5.** (a), (b): Dispersions \( \omega_1(k), \omega_2(k) \) of the lower and upper 1QP band for \( h = 1, J = 0.4 \). The global minimum and maximum lies at \( k = 0 \). All energies are lowered by the Kitaev interaction due to the antiferromagnetic coupling.

**FIG. 6.** 2QP spectrum for \( J = 0.4 \). The eigenvalues \( \epsilon_{2QP} \) of the tridiagonalized 2QP Hamiltonian matrix (see Fig. 2) are plotted in blue. Using the FPA in Eq. (6), the three continua are plotted in different colors. For (a) the 2QP spectrum is plotted along \( k_1 = k_2 \), and for (b) along \( k_1 = -k_2 \).
FIG. 7. Classification of the antibound states for $J > 0$ at $k = 0$. (a): Comparison of the different types of correlated processes, as defined in the main text with ‘d-d’ being the shortcut for density-density. Additionally, the energies $\epsilon^{2QP}$ of the full model and the upper edge of the topmost continuum using the FPA are plotted. (b): Subgroups of the density-density interaction, only considering states with neighbored QPs ($\delta = 1$) or non-neighbored QPs ($\delta \geq 2$). (c), (d): Eigenvectors of the five highest eigenenergies of the full Hamiltonian for $J = 0.6$. In (c) the vectors are decomposed by the absolute distance of the two QPs in the respective state. The energies of the states are plotted in the inset. In (d) the distance between the QPs is defined between the red-circled site and the corresponding colored site. The intensity is given by the opacity and the relative phase by the color code.

the effect of one of the subgroups. For comparison, the antibound states and the upper edge of the upmost continuum for the full Hamiltonian are plotted, using the FPA for the latter one.

Clearly, the density-density interaction is the driving force for the formation of the antibound states, as we obtain qualitatively the same antibound states when neglecting correlated hopping processes. The rising of the continuum’s upper edge at $J \approx 1$ is a sign of divergence, as it is strongly dependent on the maximum order (not shown). To further classify the density-density interaction, we subdivide it into processes involving states of neighboring particles ($\delta = 1$) and non-neighboring ones ($\delta \geq 2$) in Fig. 7(b). As only neighboring particles seem to form the antibound state, we plot the amplitudes of the eigenvectors of the antibound states, decomposed into the (absolute) distance $\delta$ between the two particles (being the minimum number of sites between the QPs) in Figs. 7(c) and 7(d) for $J = 0.6$. In both plots we obtain a clear difference between the states within the continuum, spreading over all distances, and the three antibound states, which form different superpositions of the three nearest-neighbor states, only differing by the relative phase. The intensities peak at $\delta = 1$ and decay exponentially for larger distances. Therefore, we conclude that the number of three antibound states can be traced back to the number of three nearest-neighbor states in the chosen basis in Eq. (5). Note that the finite intensity for the states in the continua, as shown in Figs. 7(c)–(d), is a finite-size effect and vanishes for $\delta_{\text{max}} \to \infty$.

The strong anti-binding effect can be explained by the antiferromagnetic interaction of neighboring spins, as discussed in the 1QP section. The flipped spin of the quasiparticle interacts attractively with all neighboring spins being aligned antiparallel, whereas another neighboring quasiparticle with parallel spin is nonfavorable in energy. In contrast to six attractive neighbors for two non-neighboring particles, the number reduces to four when having two particles next to each other. As this effect does not depend on the direction for uniform parameters, we can explain the appearance of at most three antibound states.

All states in Fig. 7(d) feature a uniform contribution of the distances as well as a uniformly changing relative phase, when moving around the red-circled origin. This is due to the high-symmetry point $k = 0$ and is broken when choosing $k \neq 0$ (not shown). By decomposing $\mathcal{H}_1, \mathcal{H}_2$ into the different perturbative orders, we find the subleading orders being crucial for the formation of the antibound states. Restricting the Hamiltonian to order one, we do not observe any antibound state at $k = 0$, even for very high couplings $J \approx 1$, as the maxi-
momentum energy converges to the edge of the upper continuum for $\delta_{\text{max}} \to \infty$. This is due to the large leading order nearest-neighbor QP-hoppings which suppress the formation of antibound states. For higher orders, the density-density interaction increases monotonously while the nearest-neighbor hopping amplitude decreases for increasing $J$. The bare series are used for $\Gamma_{\text{K}}$ and $\Gamma_{\text{Q}}$, respectively, and $I_2$ is small for small Kitaev couplings. When moving to larger $J$-values in Figs. 9(b)–(d), the two 1QP bands move down in energy, as well as the feature at the upper end of the 2QP continuum. Meanwhile, the gap between the two modes in 1QP grows slightly, coming from the increased kinetic energy of the QPs due to the Kitaev interactions. When increasing $J$ further, the two modes again move closer to each other when approaching the quantum phase transition (see [46]). Because of that also the 2QP continua grow only slightly in energy width, as can be explained by the FPA in Eq. (6).

While the overall intensity of the 2QP channel grows, most of the weight moves to the emerging antibound states. For $J \gtrsim 0.6$, we obtain a prominent peak in intensity for the antibound states, as can be seen more clearly in Figs. 9(c)–(g) with a linear scaling. With the chosen line broadening $\delta_w$ we can resolve up to two peaks at maximum, as can be seen in Fig. 9(f). The dispersion of the three antibound states is almost flat in momentum space, only showing little dispersive behavior around $k_1 = k_2 = \pi$. The antibound states are only fully emerged for the larger couplings in Figs. 9(c) and 9(d), as can be seen in Fig. 7(a), too. The spectral intensity in the continua rises for increasing $J$-values but stays an order of magnitude lower than the intensity of the antibound states.

The quality of the data decreases when investigating larger $J$-values. Starting at the spectral intersection of the upper 1QP band with the lowest 2QP continuum, we observe a rise of the standard deviation of the band when using dlog-Padé extrapolation, as can be seen by the artificial kinks in the upper 1QP band in Fig. 9(d). Nonetheless, we are able to qualitatively match with the DMRG results of Gohlke et al. in Fig. 7(a) [46] corresponding to a coupling of $J \approx 0.86$ in our units [83]. We obtain the 1QP bands at the same energies and intensities, especially for the lower band with good precision. Due to the matching of energy and intensity, we can identify the sharp spectral feature in the DSF discussed in Ref. [46] as 2QP antibound states. We can furthermore confirm that the driving force for the antibound states is the repulsive nearest-neighbor density-density interac-

C. Dynamic structure factor

Next, we investigate the DSF of the 1QP and 2QP sectors, which are directly relevant for inelastic neutron-scattering experiments. The high relative spectral weight found in Sec. IV A ensures that we fetch the actual physical behavior quite well. We validate our findings further by comparing our results with the DSF calculated by Gohlke et al. using DMRG [46].

1. One-quasiparticle dynamic structure factor

Starting with the 1QP sector, we investigate the DSF $S_1(k, \omega)$ in Eq. (9), summing up the three spin components $S_1^\alpha$. Fig. 8 shows the DSF $S_1$ for $J = 0.4$. The two bands share a rather uneven distribution of intensity. For $k = 0$, the lower band’s intensity vanishes exactly. This originates from the different parity of the observable and the lower eigenstate at $k = 0$, resulting in a vanishing scalar product. Following the path in Fig. 8(c), we obtain an intensity shift from the upper to the lower band. These findings match qualitatively with those of Gohlke et al. [46]. The sum of the two bands is close to a constant function for small $J$-values, while for higher couplings we observe a stronger $k$-dependency, coming from the induced hoppings.

2. Full dynamic structure factor

In Fig. 9 we added up the 1QP and 2QP contributions $S_1(k, \omega)$ and $S_2(k, \omega)$ to discuss the full DSF. While $S_1(k, \omega)$ has been extrapolated using dlog-Padé extrapolation, the bare series are used for $S_2(k, \omega)$.

Starting with small interactions in Fig. 9(a), we observe two bands from the 1QP subspace with large intensity and a small feature at the upper end of the upper 2QP continuum. This matches with our discussion around Fig. 4, as $I_2$ is small for small Kitaev couplings. When moving to larger $J$-values in Figs. 9(b)–(d), the two 1QP bands move down in energy, as well as the feature at the upper end of the 2QP continuum. Meanwhile, the gap between the two modes in 1QP grows slightly, coming from the increased kinetic energy of the QPs due to the Kitaev interactions. When increasing $J$ further, the two modes again move closer to each other when approaching the quantum phase transition (see [46]). Because of that also the 2QP continua grow only slightly in energy width, as can be explained by the FPA in Eq. (6).

While the overall intensity of the 2QP channel grows, most of the weight moves to the emerging antibound states. For $J \gtrsim 0.6$, we obtain a prominent peak in intensity for the antibound states, as can be seen more clearly in Figs. 9(c)–(g) with a linear scaling. With the chosen line broadening $\delta_w$ we can resolve up to two peaks at maximum, as can be seen in Fig. 9(f). The dispersion of the three antibound states is almost flat in momentum space, only showing little dispersive behavior around $k_1 = k_2 = \pi$. The antibound states are only fully emerged for the larger couplings in Figs. 9(c) and 9(d), as can be seen in Fig. 7(a), too. The spectral intensity in the continua rises for increasing $J$-values but stays an order of magnitude lower than the intensity of the antibound states.

The quality of the data decreases when investigating larger $J$-values. Starting at the spectral intersection of the upper 1QP band with the lowest 2QP continuum, we observe a rise of the standard deviation of the band when using dlog-Padé extrapolation, as can be seen by the artificial kinks in the upper 1QP band in Fig. 9(d). Nonetheless, we are able to qualitatively match with the DMRG results of Gohlke et al. in Fig. 7(a) [46] corresponding to a coupling of $J \approx 0.86$ in our units [83]. We obtain the 1QP bands at the same energies and intensities, especially for the lower band with good precision. Due to the matching of energy and intensity, we can identify the sharp spectral feature in the DSF discussed in Ref. [46] as 2QP antibound states. We can furthermore confirm that the driving force for the antibound states is the repulsive nearest-neighbor density-density interac-
FIG. 9. DSF $S(\mathbf{k}, \omega)$ (adding up $S_1$ and $S_2$) for varying $J$ values. The $\delta$-peaks in 1QP and 2QP are broadened with a Lorentzian, as given in in Sec. III.B. (a)–(d): $S(\mathbf{k}, \omega)$ along the path $k_x = k_y$ for varying Kitaev couplings. (e)–(g): $S(\mathbf{k}, \omega)$ for fixed $\mathbf{k}$-value and varying Kitaev couplings.

V. CONCLUSION

We applied the pCUT method to the high-field polarized phase of the antiferromagnetic Kitaev honeycomb model in a [111]-field and calculated the 1QP and 2QP contributions to the DSF. The 2QP sector contains three continua, originating from different combinations of the two 1QP bands and, for intermediate antiferromagnetic Kitaev couplings, we found three 2QP antibound states. By investigating different processes of the 2QP interaction and the structure of the corresponding eigenvectors, we found the driving effect for the formation of the antibound states being the nearest-neighbor density-density interactions, starting to emerge out of the upmost continuum in second order in perturbation. We explained this effect by the antiferromagnetic coupling between neighboring spins in the Kitaev model, therefore connecting the number of antibound states to the number of nearest-neighbor configurations. By calculating the spectral weights in the $n$QP sector for $n \leq 3$, we further showed that the spectral contribution of the 2QP sector is non-negligible. In particular, for increasing Kitaev couplings, we found the dominant 2QP spectral intensity for the three antibound states being well separated in energy from the 2QP continuum. Our results are therefore fully consistent with DMRG calculations by Gohlke et al. [46] confirming their conjecture about the existence of antibound states.

We further observed rising standard deviations when extrapolating the upper 1QP band to intermediate couplings within the polarized phase. This can be traced back physically to quasiparticle decay of the upper 1QP excitations into the lowest 2QP continuum which is beyond our perturbative pCUT ansatz. An extension of our calculation to nonperturbative CUTs treating the inherently nonperturbative quasiparticle decay would therefore be desirable. A potential route would be the use of adjusted quasiparticle generators as introduced in [81], which does not seek for a full block diagonalization of the effective Hamiltonian.

In addition, there are several interesting aspects which would deserve further investigations in the future. Clearly, one could consider a general direction of the magnetic field, nonuniform Kitaev couplings, or larger spin values. Furthermore, the theoretical description of inelastic light scattering like Raman scattering, resonant inelastic X-ray scattering, or infrared absorption would be of interest, see, e.g., the works by Glamazda et al. [84] and Sandilands et al. [85]. Finally, the addition of a Heisenberg interaction, as done in [25, 49, 86–89], would
be highly relevant for a more realistic description of existing Kitaev materials [90].
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Appendix: Cluster creation

For calculating the effective processes using pCUT, we define clusters to calculate the processes in the thermodynamic limit without finite-size effects, while keeping the size as small as possible to reduce computation time and memory usage.

General approach To create the clusters we adapt the algorithm presented in [91]. Starting at an arbitrary bond, the algorithm creates a set $S$ of all connected subclusters of the original cluster $C$ including all bonds. Using the linked cluster theorem we know that quasiparticles can move at most $k$ sites for order $k$, as we only have nearest-neighboring processes in Eq. (2). Therefore, we apply the algorithm on a sufficiently large cluster of $k$ sites colored in blue with different bond types to minimize the clusters, we take the different bond types $\beta$ into account. As an individual term in the resulting series is proportional to $J_x^\alpha J_y^\alpha J_z^\alpha$, we know that during this process at most $k_\beta$ different bonds of type $\beta$ are involved, as a process can potentially act multiple times on the same bond. Therefore, we replace the above condition for the valid subclusters to include $k$ bonds. Instead we demand the subclusters to contain $k_\beta$ bonds of bond type $\beta \in \{x, y, z\}$, with $k_x + k_y + k_z \leq k$. We split the calculation of Eq. (A.1) on a single cluster into a number of calculations on smaller clusters by varying $k_x, k_y, k_z$.

In some cases the resulting cluster has $k_x + k_y + k_z < k$ and cannot be expanded in terms of a specific bond type $\beta$, e.g., for $\beta = x$ with $k_x = 1, k_y = k_z = 0$. For this case we enlarge $k_\beta$ to match $k_x + k_y + k_z = k$. To reduce the number of calculations, we check if any subcluster is a subset of another subcluster and use the results of the larger one. An example is given in Fig. 10(c), where the cluster in Fig. 10(b) is split into subclusters of different $k_\beta$ values. The different bond types are drawn in different colors as done in Fig. 1.

In contrast to before, we cannot use all terms of the pCUT calculation on these smaller clusters but only those terms which are proportional to $J_x^\alpha J_y^\alpha J_z^\alpha$ with $q_\beta \leq k_\beta$ for all $\beta$. The rest of the terms have to be discarded. By adding up all valid terms of all subclusters, we obtain the final expression for Eq. (A.1).

This approach is especially beneficial when calculating series for nonuniform $J_\beta$ configurations. Otherwise the effect of smaller clusters is compensated by the higher number of perturbation parameters. We also tried a further optimization by introducing more perturbation parameters to minimize the cluster size but ended with larger computation times due to the increased number of perturbation parameters.

![FIG. 10. Cluster creation for processes of Eq. (A.1) including three sites marked in blue for order four. (a): A selection of the 21 subclusters calculated by the adapted algorithm including a bond (colored in light gray) of all three blue sites. (b): The final cluster when combining the subcluster. (c): The minimized clusters of (b), when taking the bond types into account. The $k_\beta$ values from left to right are $k_x = k_y = 2, k_z = 0; k_x = k_y = 1, k_z = 2; k_x = k_z = 1, k_y = 2; k_x = 2, k_y = k_z = 1$.](image)
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