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Abstract
Many phenomena in collisionless plasma physics require a kinetic description. The evolution of the phase space density can be modeled by means of the Vlasov equation, which has to be solved numerically in most of the relevant cases. One of the problems that often arise in such simulations is the violation of important physical conservation laws. Numerical diffusion in phase space translates into unphysical heating, which can increase the overall energy significantly, depending on the time scale and the plasma regime. In this paper, a general and straightforward way of improving conservation properties of Vlasov schemes is presented that can potentially be applied to a variety of different codes. The basic idea is to use fluid models with good conservation properties for correcting kinetic models. The higher moments that are missing in the fluid models are provided by the kinetic codes, so that both kinetic and fluid codes compensate the weaknesses of each other in a closed feedback loop.
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1. Introduction
There is a variety of different plasma models with different strengths and weaknesses. For collisionless plasmas, the Vlasov equation is pretty accurate from a physical point of view, but it is typically hard to solve analytically and expensive when it comes to numerical simulations. Besides issues with reaching a reasonable resolution, numerical Vlasov codes typically suffer from certain problems like recurrence or artificial heating that are due to the discretization of the phase space. The latter problem destroys energy conservation and is thus highly unphysical. Fluid models only describe the evolution of the (lowest) moments of the phase space density and are thus much easier to handle than the full kinetic models, both analytically and numerically. Here, the main problem lies in the fact that the equations for the moments build an infinite hierarchy of dependent expressions. While the hierarchy as a whole is still exact, only the lowest moments can be examined in practice and approximating closures determine the behavior of the final system of equations to a large degree. Besides that, certain conservation properties are easy to guarantee in numerical fluid codes.

At this point it becomes clear that kinetic and fluid models complement each other: kinetic models offer higher moments and lack certain conservation properties, while fluid models need...
information on higher moments and have good conservation properties for the lower moments. On the basis of this and taking into account that the numerical costs of fluid models are negligible compared to those of kinetic models, the basic idea is to use fluid codes alongside kinetic codes in simulations and feed each of the codes information from the other one in order to improve the overall results. The situation can be imagined as follows: Two simulations of the same physical problem with different models run parallelly and mostly independent of each other, but in each step the fluid code gets prescribed higher moments as a closure from the kinetic code and the phase space density is adapted to the moments given by the fluid model. The adaption or fitting of the phase space density is done through a linear transformation of the velocity space that is a generalization of the concept introduced in [1]. There, this fitting was used for coupling kinetic and fluid codes in different regions, but the idea stays the same. The generalized version of the fitting procedure can handle non-isotropic temperatures and may also be used for coupling of fluid and kinetic codes between separated regions, an area which is of major importance in fluid and plasma theory (see e.g. [2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12]).

This paper is organized as follows: In 2, the underlying physical equations and definitions are summarized in order to clarify the general setup and for later reference. The numerical schemes that are used for solving these equations are briefly described in 3. After that, the fitting procedure that is used for correcting the phase space density on the basis of its moments is presented in 4. Various tests of the correction procedure are discussed in 5. Finally, a summary of the results and an outlook are given in 6.

2. Physical models

The focus of the present paper lies on classical, non-relativistic, collisionless electron/ion plasmas. Such plasmas can be described in terms of the phase space densities \( f_s(x, v, t) \), where the subscript \( s \) may be replaced by \( e \) for electrons or \( i \) for ions. Each \( f_s \) is governed by the non-relativistic Vlasov equation

\[
\frac{\partial}{\partial t} f_s + v \cdot \nabla f_s + \frac{q_s}{m_s} (E + v \times B) \cdot \nabla_v f_s = 0, \tag{1}
\]

where \( q_s \) is the charge of a particle of species \( s \) and \( m_s \) is its mass. A closure for the electric field \( E \) and the magnetic field \( B \) is given by Maxwell’s equations:

\[
\begin{align*}
\nabla \cdot E &= \frac{\rho}{\varepsilon_0} \tag{2a} \\
\nabla \cdot B &= 0 \tag{2b} \\
\frac{\partial}{\partial t} B &= -\nabla \times E \tag{2c} \\
\frac{\partial}{\partial t} E &= c^2 (\nabla \times B - \mu_0 J) \tag{2d}
\end{align*}
\]

Charge density \( \rho \) and current density \( J \), however, depend on \( f_e \) and \( f_i \). They are defined as:

\[
\begin{align*}
\rho &= \sum_s q_s \int f_s \, dv, \tag{3a} \\
J &= \sum_s q_s \int v f_s \, dv. \tag{3b}
\end{align*}
\]
Even though offers a comprehensive description of the plasmas under consideration, solving it may be very challenging and the full phase space density is not always of interest, anyway. Thus, it is possible to consider the moments \( \mu_{n,s} \) of \( f_s \), instead:
\[
\mu_{n,s} := \int v^n f_s \, dv .
\] (4)

The lowest moments that are relevant for the subsequent discussion are given separate names:

- particle density:
  \[
  n_s := \mu_{0,s} = \int f_s \, dv
  \] (5a)

- bulk velocity:
  \[
  u_s := \frac{\mu_{1,s}}{\mu_{0,s}} = \frac{1}{n_s} \int v f_s \, dv
  \] (5b)

- energy density tensor:
  \[
  E_s := m_s \mu_{2,s} = m_s \int v^2 f_s \, dv
  \] (5c)

- heat flux tensor:
  \[
  Q_s := m_s \mu_{3,s} = m_s \int v^3 f_s \, dv
  \] (5d)

From that, additional quantities can be derived, as for example the pressure tensor
\[
P_s = E_s - m_s n_s u_s u_s ,
\] (6)

the temperature tensor
\[
T_s = \frac{1}{k_B n_s} P_s
\] (7)
or the scalar pressure \( p_s = \frac{1}{3} \text{tr} \, P_s \) and the scalar temperature \( T_s = \frac{1}{3} \text{tr} \, T_s \). Furthermore, the scalar energy density
\[
E_s = \frac{1}{2} \text{tr} \, E_s
\] (8)

and the vector heat flux
\[
Q_s = \begin{pmatrix} Q_{11,s} & Q_{12,s} & Q_{13,s} \\ Q_{21,s} & Q_{22,s} & Q_{23,s} \\ Q_{31,s} & Q_{32,s} & Q_{33,s} \end{pmatrix}
\] (9)
can be introduced. Based on (1), the first moments are then subject to the following set of equations:

\[
\partial_t n_s = - \nabla \cdot (n_s u_s)
\] (10a)
\[
\partial_t (m_s n_s u_s) = - \nabla \cdot E_s + q_s (n_s E + n_s u_s \times B)
\] (10b)
\[
\partial_t E_s = - \nabla \cdot Q_s + 2q_s \text{sym} \left( n_s u_s E + \frac{1}{m_s} \nabla \times B \right)
\] (10c)

The scalar energy density evolves in time according to:
\[
\partial_t E_s = - \nabla \cdot Q_s - \nabla \left( \frac{5}{2} p_s + 1 \right) u_s - \frac{1}{2} m_s n_s (u_s \cdot u_s) + q_s n_s u_s \cdot E
\] (11)

While these fluid equations are exact, the hierarchy is not closed and would in this case require some kind of closure for \( Q_s \), respectively \( Q_s \). For the pure fluid runs that are discussed below,
where this closure is not given through information from the Vlasov solver, the equation for the scalar energy density is closed by the assumption of adiabaticity, \( \nabla \cdot \mathbf{Q}_s = 0 \), and the full ten-moment model is closed by means of the ansatz

\[
\nabla \cdot \mathbf{Q}_s = v_{th,s}|k_0| (\mathbb{P}_s - p_s) \tag{12}
\]

from Wang et al. [13] (see also [14]). \( k_0 \) is a constant that has to be prescribed for each species and \( v_{th,s} = \sqrt{\frac{k_B T_s}{m_s}} \) is the thermal velocity.

### 3. Used numerical schemes

The numerical methods used here have already been described in detail in [1]. Because of that, only a brief description is given in the following. Details with respect to the interaction of the schemes are given below in 4.4.

#### 3.1. Vlasov solver

The Vlasov equation is split into two separate equations by means of Strang splitting: one with the gradient in physical space and one with the gradient in velocity space. While the first of these can be split into three one-dimensional equations without further approximations, the so-called backsubstitution method [15, 16] (see also [17] for applications) is used for splitting the second one into three separate equations. The resulting set of six one-dimensional equations is then solved with a semi-Lagrangian scheme which is based on moving the probability density along the characteristics of the differential equation. The required interpolation is done by means of the positive flux-conservative finite volume scheme introduced by Filbet et al. [18]. The resulting scheme is of second order in space and time.

#### 3.2. Fluid solver

All fluid equations have the form of conservation equations and can thus be solved with the same numerical scheme. Here, the CWENO scheme [19], a third order finite volume scheme, is used for discretization in space. The resulting semi-discrete equations are then solved with a third order strong-stability-preserving Runge-Kutta scheme [20].

#### 3.3. Maxwell solver

The electromagnetic fields are discretized on a Yee grid [21] and evolved through the second order FDTD method [22].

### 4. Fitting of the phase space density

For a given time and at a given point in physical space, the phase space density \( f(x, v, t) \) that was defined in 2 is a simple function of the velocity coordinates, \( f(v) \). An affine linear transformation of this three-dimensional velocity space leads to a change of the moments of \( f \), which can be used for adapting \( f \) to a given set of prescribed moments. The advantage of a linear transformation is that no new features are introduced in the phase space density; the basic shape of \( f \) remains the same. Thus, a transformation that is close to identity can be seen as a small correction of \( f \), if the new set of moments is considered more reliable than the original moments of \( f \). Here, the process of adapting \( f \) will be denoted as fitting.
In [1], a fitting procedure on the basis of an artificial advection step in velocity space was presented. While it was particularly easy to implement, its main drawback was that it lacked support for adapting \( f \) to a non-isotropic temperature. In the following, a more general affine linear fitting procedure is described that is based on a slightly different ansatz but that comes with full support for fitting up to the full second moment. The old procedure turns out to be a special case of the new one. From a numerical point of view, the Vlasov solver described above in [3] can also be used for applying the fitting transformation as it is basically an advection, too. Because of this, the main objective is to find the characteristics of the respective advection step. Besides that, the new method requires the numerical solution of the resulting equations. After these have been discussed, the overall time scheme for the fitting correction in the simulation is given.

4.1. Mathematical formulation

A three-dimensional distribution function \( f \) is to be adapted to a given density, a given velocity and a given (full) temperature tensor. Instead of formulating the problem in terms of a differential equation (c.f. [1]), it is possible to think in terms of the final goal, the characteristics, and make a direct ansatz for the mapping of a point with coordinates \( v_{\text{old}} \) to its new position \( v_{\text{new}} \):

\[
v_{\text{old}} \mapsto b' + A^{-1}(v_{\text{old}} - b) = v_{\text{new}} \quad (13)
\]

Here, \( A \) is a real invertible \( 3 \times 3 \) matrix and \( b, b' \in \mathbb{R}^3 \). These parameters may be chosen freely and in a manner that a distribution \( f \) in the respective space is transformed in such a way that its new moments after the transformation correspond to given values. One of the \( b \)'s is theoretically superfluous (for getting this form of equation) and through the parameters there are more degrees of freedom than necessary for adapting ten moments, but it turns out that this ansatz is advantageous for solving the problem.

In this and the next sections, the problem of choosing the parameters \( A, b, \) and \( b' \) in the right way is discussed. All quantities related to the original distribution \( f_{\text{old}} \) are marked with a superscript “old”, while all the target quantities are indicated via a superscript “new”.

Under the transformation (13), the raw moments, as they are defined in (4), transform in the following way:

\[
\mu_{n}^{\text{new}} = \int v^n f_{\text{new}}(v)dv = \int v^n f_{\text{old}}(A(v - b') + b) |\det A|dv
\]

\[
= \int (A^{-1}(v - b) + b')^n f_{\text{old}}(v)dv \quad (14)
\]

Under this transformation the macroscopic density does not change:

\[
\int f_{\text{new}}(v)dv = \int f_{\text{old}}(v)dv = \mu_{0}^{\text{old}} = : \mu_{0} \quad (15)
\]

Adaption of the density is carried out at the beginning by multiplying the distribution with the factor \( \mu_{0}^{\text{new}} / \mu_{0}^{\text{old}} \). The new first moment is

\[
\mu_{1}^{\text{new}} = \int (A^{-1}(v - b) + b') f_{\text{old}}(v)dv
\]

\[
= A^{-1} \int v f_{\text{old}}(v)dv - (A^{-1} b - b') \int f_{\text{old}}(v)dv
\]

\[
= A^{-1} \mu_{1}^{\text{old}} - (A^{-1} b - b') \mu_{0}. \quad (16)
\]
With the ansatz

\[ b = \frac{\mu_{\text{old}}}{\mu_1} \]

\[ b' = \frac{\mu_{\text{new}}}{\mu_0} \]

(17a)

(17b)

these equations are always fulfilled. Using (17), the new second moment assumes the form

\[ \mu_{\text{new}}^2 = \int (A^{-1}(v - b) + b')(A^{-1}(v - b) + b') f_{\text{old}}(v) \, dv \]

\[ = A^{-1}\mu_{\text{old}}^2 (A^{-1})^T - \frac{1}{\mu_0} A^{-1}\mu_1^2 \mu_1^{\text{old}} (A^{-1})^T + \frac{1}{\mu_0}\mu_1^{\text{new}} \mu_1^{\text{new}} \]

(18)

With \( T = \frac{T_2}{\mu_0} - \frac{T_1}{\mu_0} \) this is equivalent to

\[ T_{\text{old}} = A^T A^T \]

(19)

which is the final equation that has to be solved for getting a suitable \( A \). This relation contains three equations for nine parameters and is thus underdetermined and ill-posed. Nevertheless, one is only interested in finding some solution that behaves well. A suitable additional condition is that \( A \) is as close to unity as possible, which makes the overall correction only as large as necessary.

4.2. Numerical approach for finding the fitting matrix

The numerical approach for solving the problem (19) is associated with Tikhonov regularization [23]. The ill-posed problem is recast into a minimization problem for the quantity:

\[ Z_A := \|A T_{\text{new}} A^T - T_{\text{old}}\|_2^2 + \lambda \|A - I\|_2^2 \]

(20)

The first part of \( Z_A \) expresses the actual equation that is to be solved while the second part is a penalty term that sanctions large deviations of \( A \) from unity. This way, small corrections are preferred over large ones. The real parameter \( \lambda \in \mathbb{R}_0^+ \) regulates the relative influence of the two terms.

Due to the product of \( A \) and \( A^T \), (20) is a forth order polynomial in the nine components of \( A \) and the minimization problem is hard to solve analytically. In the next paragraphs, two methods for finding an \( A \) that minimizes \( Z_A \) are presented.

4.2.1. Gradient descent

Contrary to the analytical approach, the numerical solution is straightforward. A simple gradient descent (a method that was originally proposed by Cauchy [24] and can now be found in any textbook with a chapter on numerical optimization, e.g. [25]), where \( A \) is initialized with the identity matrix, already leads to reasonable results. The components of the gradient of \( Z_A \) are somewhat lengthy, but there is no fundamental problem in calculating them:

\[ \frac{\partial Z_A}{\partial A_{nm}} = 4 \sum_i \left( \sum_{k,\ell} A_{it} A_{mk} T_{\text{new}}^{k\ell} - T_{\text{old}}^{k\ell} \right) \left( \sum_k A_{ik} T_{\text{new}}^{k\ell} \right) + 2\lambda \left( A_{nm} - \delta_{nm} \right) \]

(21)
4.2.2. Analytical solution of simplified problem

Introduce the new quantity

\[ \tilde{A} := A - 1. \]  

(22)

that represents the deviation of \( A \) from unity. With that, (20) becomes

\[
Z_A = \| T_{\text{new}} - T_{\text{old}} + \tilde{A} T_{\text{new}} + \tilde{A} T_{\text{new}}^T \|_2^2 + \lambda \| \tilde{A} \|_2^2. 
\]  

(23)

In actual simulations, all components of \( \tilde{A} \) are much smaller than one because the fitting is merely a correction. If \( T_{\text{new}} \) has components of order unity, which is usually the case here, the quadratic term \( \tilde{A} \tilde{A}^T \) in (23) can be neglected compared to the others summands. The resulting expression

\[
\tilde{Z}_A := \| T_{\text{new}} - T_{\text{old}} + \tilde{A} T_{\text{new}} + \tilde{A} T_{\text{new}}^T \|_2^2 + \lambda \| \tilde{A} \|_2^2 \approx Z_A 
\]  

(24)

is much easier to handle than (20) and can be minimized analytically by searching for points with a vanishing gradient. Starting with the explicit form of \( \tilde{Z}_A \)

\[
\tilde{Z}_A = \sum_{i,j} \left( \left( T_{\text{new}}^{ij} - T_{\text{old}}^{ij} + \sum_k (\tilde{A} k T_{\text{new}}^{kj} + \tilde{A} k T_{\text{new}}^{ki}) \right)^2 + \lambda \tilde{A}^{ij}_2 \right), 
\]  

(25)

the derivative of \( \tilde{Z}_A \) with respect to the components of \( \tilde{A} \) can readily be calculated:

\[
\frac{\partial \tilde{Z}_A}{\partial \tilde{A}_{mn}} = 2 \sum_{i,j} \left( T_{\text{new}}^{ij} - T_{\text{old}}^{ij} + \sum_k (\tilde{A} k T_{\text{new}}^{kj} + \tilde{A} k T_{\text{new}}^{ki}) \right) \left( \delta_{im} T_{\text{new}}^{nj} + \delta_{jm} T_{\text{new}}^{in} \right) + \lambda \delta_{mn} \]  

(26)

(25) is a quadratic expression in the nine components of \( \tilde{A} \) and thus smooth and well-defined in the complete space \( \mathbb{R}^9 \) of these components. If \( \lambda \) is large enough there must be a unique global minimum of this function. This optimum \( \tilde{A} \) is then the point where all derivatives (26) vanish and can be found by solving the associated linear system of equations. The coefficients of the respective matrix are

\[
\frac{\partial^2 \tilde{Z}_A}{\partial A_{mn} \partial A_{\mu\nu}} = 2 \sum_{i,j} \left( \delta_{im} T_{\text{new}}^{nj} + \delta_{jm} T_{\text{new}}^{in} \right) \left( \delta_{\mu j} T_{\text{new}}^{vj} + \delta_{\mu j} T_{\text{new}}^{vj} \right) + 2 \lambda \delta_{\mu \nu} \]  

\]  

(27)

and the inhomogeneity in the equation for \( \tilde{A}_{mn} \), i.e. the part of (26) that does not contain any components of \( \tilde{A} \) as a factor, is given by

\[
2 \sum_{i,j} \left( T_{\text{old}}^{ij} - T_{\text{new}}^{ij} \right) \left( \delta_{im} T_{\text{new}}^{nj} + \delta_{jm} T_{\text{new}}^{in} \right) = 4 \sum_i \left( T_{\text{old}}^{in} - T_{\text{new}}^{in} \right) T_{\text{new}}^{in}. 
\]  

(28)

4.3. Backsubstitution method

As it was mentioned above, one central advantage of the way in which fitting is approached here is that it can directly be plugged into the existing PFC scheme used for the Vlasov solver. For doing so in an effective way, eqn. (13) has to be recast in a way appropriate for the backsubstitution...
This basically means that in the new form, the fitting is split into three one-dimensional steps along the three coordinate axes. With the short form

\[ w^+ = v^+ - b', \]
\[ w^- = v^- - b, \]

(29a, 29b)

(13) can be reformulated in the form:

\[ w^+_c = \frac{1}{(A_{yz}A_{zy} - A_{yy}A_{zz})} \left\{ (A_{yx}A_{zz} - A_{zz}A_{yz}) (w^+_x - w^-_c) + (A_{zz}A_{yy} - A_{yy}A_{zz}) (w^-_x - w^+_c) \right\} + A_{xx}w^+_c \]
\[ w^+_y = A_{yy}w^+_x + A_{yz} (w^-_y - A_{zz}w^+_z - A_{zz}w^+_y) + A_{yx}w^+_y \]
\[ w^+_z = A_{xx}w^+_x + A_{xy}w^+_y + A_{zz}w^+_z \]

(30a, 30b, 30c)

See also [1] for more details on how to use this in a program.

4.4. Interplay of models

In the explicit schemes that are used here, each physical quantity always lives at a specific individual time, depending on how far the respective scheme has proceeded. During the simulation, these times may differ between the various quantities and the interstations may be different for each scheme. It is important that such times fit together when the respective schemes communicate with each other. If these time issues are not addressed, a variety of instabilities can occur, depending on the respective situation. In order to adapt them to each other the schemes are subdivided into atomic substeps, i.e., smallest units of time stepping after that a stop leaves the data in a valid state with a well-defined time. These substeps are carried out in such an order that all the data has the appropriate time if communication has to take place. For that to be possible it may be necessary to adapt the numerical schemes slightly, for example by choosing a suitable Runge-Kutta method or artificially subdividing parts of the update procedure for obtaining intermediate results. In some cases, interpolation may be necessary for getting appropriate data.

The time layout of the coupling between the three-dimensional Vlasov solver, fluid models and Maxwell’s equations is shown and described in [1]. Because the time scale given by the speed of light normally exceeds other time scales in the simulation by far, sub-cycling for the electromagnetic may be used to some degree in order to avoid unnecessarily many expensive Vlasov steps.

5. Benchmarks

In order to test the correction scheme, several benchmark problems are considered. First, a preliminary examination of the basic idea is conducted: Different two-dimensional distributions are rotated with constant angular velocity by means of the advection scheme of the Vlasov solver described above [4]. In a discretized simulation like that, the gyration leads to a purely artificial smearing of the distribution. The mellowing of this smearing by means of correction

---

[1] This roughly corresponds to a setup with a prescribed constant magnetic field and a vanishing electric field.
Start leap frog scheme with half a step of magnetic field (not repeated).

Calculate initial currents and send them to Maxwell solver (not repeated).

Distribute electromagnetic fields.

Advance electromagnetic fields to time $t_0 + \frac{1}{2} \Delta t$ respectively half a substep further through subcycling.

Complete step of Vlasov solver.

Euler step of fluid solver, so that fluid quantities live at time $t_1$.

Set higher moments of fluid from phase space density that already lives at $t_1$.

Second Runge-Kutta substep of fluid solver.

The higher moments at time $t_0 + \frac{1}{2} \Delta t$ are gained through interpolation. The electromagnetic fields live at the correct time and are directly copied.

Last Runge-Kutta substep of fluid solver.

Correct phase space density on basis of fluid quantities.

Calculate currents at $t_1$ and send them to Maxwell solver.

Advance electromagnetic fields to time $t_1$ respectively half a substep further. The value of $B$ at time $t_1$ can be approximated through interpolation.

Figure 1: Stepping scheme for coupling of three-dimensional fluid-, Vlasov and Maxwell equations.
5.1. Fundamental test

As a first test case, the evolution of a Maxwellian-shaped, slightly decentered bulb with an initially rotational velocity distribution is observed in two-dimensional \((v_x, v_y)\)-space. In figure 2, the scalar temperature \(T \sim E - mn u^2 / 2\) (cf. (7)) and absolute velocity \(u = |\mathbf{u}|\) (cf. (5b)) are plotted against time for the uncorrected and corrected case, where the correction is enforced every step on \(T\) and \(u\). As expected, both observables stay on a constant level. In figure 3, the progression of the distribution is depicted. Its initial peak value is normalized to one. The uncorrected distribution apparently diffuses with time, but it stays constant in the corrected case.

As a second test case, the evolution of a completely non-Maxwellian, pacman-shaped, rotating, but slightly decentered velocity distribution is observed in two-dimensional \((v_x, v_y)\)-space. In figure 4, the scalar temperature \(T\) and absolute velocity \(u\) are again plotted against time for the uncorrected and corrected case. Still, both observables stay on a constant level. In figure 5, the progression of the distribution is depicted with its initial value normalized to one. The rotation is clockwise. Thus, in the uncorrected case, the rotation is a bit slower than expected from the initial values. The pacman diffuses with time and becomes Maxwellian-like, but its density basically stays the same in the corrected case.

5.2. Fast magnetosonic wave

The fast magnetosonic wave is a compressible wave with anisotropic pressure that propagates perpendicular to the magnetic field and occurs in the MHD regime. It has a phase velocity of

\[
c_{\text{fm}}^2 = v_A^2 + \frac{3k_B(T_{0,e} + T_{0,i})}{m_i}
\]

(31)
Figure 3: Evolution of the phase-space density over time in the fundamental test with a slightly decentered Maxwellian-like distribution in velocity space. The correction is done stepwise on velocity and temperature. Time is normalized to the time for one rotation, $t_r$. 
Figure 4: Growth of temperature $T$ and velocity $u$ over time $t$ in the fundamental test with a slightly decentered pacman-like distribution in velocity space. The normalized density (a), temperature (b) and absolute velocity (c) are depicted for the uncorrected and corrected case. Time is normalized to the time for one rotation, $t_r$.

where $v_A$ is the Alfvén velocity. The initial conditions are

$$n_i = n_0 \left(1 + \frac{\delta v}{c_{fm}} \cos(\omega t - kx)\right)$$  \hspace{1cm} (32a)

$$u_i = \delta v \cos(\omega t - kx) \hat{x}$$  \hspace{1cm} (32b)

$$J = 0$$  \hspace{1cm} (32c)

$$B = B_0 \left(1 + \frac{\delta v}{c_{fm}} \cos(\omega t - kx)\right) \hat{y}$$  \hspace{1cm} (32d)

$$E = -B_0 \delta v \cos(\omega t - kx) \hat{z}$$  \hspace{1cm} (32e)

$$p_{xx,s} = p_{0,s} \left(1 + 3 \frac{\delta v}{c_{fm}} \cos(\omega t - kx)\right)$$  \hspace{1cm} (32f)

$$p_{yy,s} = p_{zz,s} = p_{0,s} \left(1 + \frac{\delta v}{c_{fm}} \cos(\omega t - kx)\right)$$  \hspace{1cm} (32g)

The correction of the phase space density by means of ten-moment fitting is discussed on the basis of three simulations with similar parameters. One simulation is done with the pure Vlasov model, one with a pure ten-moment model and the last one with the Vlasov model in combination with the ten-moment model for correction. All parameters are consistent over the different simulations; the only differences are due to the fact that some of the parameters do not have a meaning in each of the configurations.

The simulation spans one transit of the wave through a periodic box with a size of 22.4 ion inertial lengths times 11.2 ion inertial lengths. In order to test the full two-dimensional code with this essentially one-dimensional wave, the direction of propagation is not parallel to the coordinate axes but skewed by an angle of $\tan^{-1}(2)$. With a wave length of ten ion inertial lengths and a phase velocity of twice the Alfvén velocity, the overall setup is thus still periodic, but in a non-trivial way. The speed of light is chosen to be $30v_A$, the mass ratio is $m_i/m_e = 25$, and the ion temperature is equal to the electron temperature. In the pure ten moment run, the value for $k_0$ is five inverse ion inertial lengths. The velocity spaces of ions and electrons are cubes with
Figure 5: Evolution of the phase-space density over time in the fundamental test with a slightly decentered pacman-like distribution in velocity space. The correction is done stepwise on velocity and temperature. Time is normalized to the time for one rotation, $t_r$. 
Figure 6: Growth of energy over time in simulations of the fast magnetosonic wave with different models. The normalized total energy of the overall configuration is depicted in (a) and (b) for the three runs discussed in this section. In (c) and (d) the percental partition of thermal energy among electrons and ions is plotted for the pure kinetic run and the corrected kinetic run.

and edge length of ten ion inertial lengths and 20 ion inertial lengths, respectively. The spatial resolution is 64 × 32 cells, while there are 32^3 cells in each velocity space. The parameter ε from the CWENO scheme is set to 0.1.

As it can be seen in (6), the numerical heating actually is an issue in the pure kinetic simulation. The integral of the total energy $I_{E,\text{tot}}$ rises by about 10% over the course of the simulation. In (6c), where the analogously defined thermal part $I_{E,\text{th}}$ of $I_{E,\text{tot}}$ and its distribution among the species in the plasma is plotted, it becomes apparent that by far the largest part of the energy growth is due to an increase in the inner energy of the electrons. This and the fact that the rise is almost linear is an indication that the heating is a consequence of the gyro motion and the concomitant smearing of the distribution function, just as it could be expected. The lighter electrons gyrate faster and are thus more susceptible for this effect.

The correction with ten-moment fitting leads to energy conservation that is almost as good as that of the pure fluid simulation. It must be kept in mind that for reasons of efficiency on the graphics cards only single precision floating point numbers are used, so that a better result can hardly be expected. Interestingly, there is practically no difference with respect to energy
Figure 7: Selected components of the electron energy tensor $E_e$ after one wave-transit in simulations of the fast magnetosonic wave with different models.
conservation between electrons and ions, when fitting is used (6d). The mass ration seems to play no role in that case.

A view on the actual results of the simulations (7) reveals noticeable differences between the simulations in the more critical quantities like the off-diagonal components of the energy tensor. The corrected kinetic run appears to lie in between the pure kinetic and the pure fluid run, but from the few low-resolution runs that were made it is hard to judge which of the runs is closer to the right result. In any way, it cannot be expected that the kinetic model leads to the same results as the ten-moment model that is artificially closed at the level of the heat flux and relies on additional parameters. Besides that, a small amplitude wave is probably not the best candidate for identifying actual problems with the behavior of the different schemes. The other results below are better suited for this kind of analysis.

In summary, the correction with ten-moment fitting leads to remarkably good conservation properties and at least seems to not introduce obviously wrong side-effects.

5.3. GEM challenge

The GEM challenge [27] is a well-studied problem for examining magnetic reconnection. The initial setup is a Harris sheet [28] that is periodic in the \( x \)-direction:

\[
\begin{align*}
E &= 0 \\
B &= B_0 \tanh \left( \frac{y}{\lambda} \right) \hat{x} \\
n_x &= n_{bg} + n_0 \sech^2 \left( \frac{y}{\lambda} \right) \\
u_x &= -\frac{\Theta_s B_0}{\mu_0 \mu_0} \mu_0 \left( \frac{1}{1 + \frac{n_{bg}}{n_0} \cosh^2 \left( \frac{y}{\lambda} \right)} \right) \hat{z} = \frac{\delta_B}{A} \left( \frac{1}{1 + \frac{n_{bg}}{n_0} \cosh^2 \left( \frac{y}{\lambda} \right)} \right) \nu_A \hat{z} \\
k_B T_{yy,s} &= \frac{\Theta_s B_0^2}{2 \mu_0 \mu_0} = \frac{1}{2} \Theta_s m_i v_A^2
\end{align*}
\]

This sheet is edged with conducting walls above and below. Reconnection is triggered with a magnetic island perturbation of the form:

\[
\delta \mathbf{B} = \mathbf{z} \times \nabla \left( \delta \phi \cos \left( \frac{2\pi x}{L_y} \right) \cos \left( \frac{\pi y}{L_x} \right) \right) = \delta \phi \left( \begin{array}{c}
-\frac{2\pi}{L_y} \cos \left( \frac{2\pi x}{L_y} \right) \\
-\frac{\pi}{L_x} \sin \left( \frac{\pi y}{L_x} \right)
\end{array} \right)
\]

A variety of simulations of the GEM challenge are done. While the physical and most of the numerical parameters are kept constant as far as possible, the models, some methods, and certain numerical parameters are varied. The runs with the distinguishing parameters and names for later reference are listed in tables 1, 2. They differ with respect to the combination of physical models, the way in which the fitting matrix \( \mathbf{A} \) is calculated, and the parameter \( \epsilon \), which determines the amount of numerical diffusivity in the CWENO scheme referenced above in 3.2. A larger \( \epsilon \) corresponds to less artificial diffusivity.

In all simulations, the physical parameters are the same: The domain has a size of \( 8\pi \times 4\pi \) ion inertial lengths, the ratio between the speed of light and the Alfvén velocity is 20 and the amplitude of the initial magnetic perturbation is 0.1 \( B_0 \). Furthermore, \( m_i/m_e = 25 \) and \( T_i/T_e = 5 \).
In the Vlasov simulations, the velocity spaces are cubes with an edge length of 24 ion inertial lengths for electrons and 10 ion inertial lengths for ions. In the pure ten-moment runs, the parameter $k_0$ introduced in [12] is set to five inverse ion inertial lengths, following Wang et al. [13]. All runs are done with a resolution of $256 \times 128$ cells in physical space. If relevant, the velocity space is resolved with $32^3$ cells at each point in space.

### Table 1: Parameters for the simulations of the GEM challenge. The omissions indicate that the respective category has no counterpart in the respective setup; for example, there is no fitting matrix in a pure fluid run.

| name         | model                                      | $\varepsilon$ | calculation of $A$         |
|--------------|--------------------------------------------|---------------|----------------------------|
| GEM-5-S      | pure five-moment fluid                     | $1 \times 10^{-6}$ | –                          |
| GEM-5-M      | pure five-moment fluid                     | 0.1           | –                          |
| GEM-10-S     | pure ten-moment fluid                      | $1 \times 10^{-6}$ | –                          |
| GEM-10-M     | pure ten-moment fluid                      | 0.1           | –                          |
| GEM-V        | pure Vlasov model                          | –             | –                          |
| GEM-V5-S     | Vlasov + five-moment fluid                 | $1 \times 10^{-6}$ | –                          |
| GEM-V5-M     | Vlasov + five-moment fluid                 | 0.1           | –                          |
| GEM-V10-SG   | Vlasov + ten-moment fluid                  | $1 \times 10^{-6}$ | gradient descent          |
| GEM-V10-MG   | Vlasov + ten-moment fluid                  | 0.1           | gradient descent          |
| GEM-V10-SA   | Vlasov + ten-moment fluid                  | $1 \times 10^{-6}$ | approximate               |
| GEM-V10-MA   | Vlasov + ten-moment fluid                  | 0.1           | approximate               |

The different simulations of the GEM challenge can be compared in a huge variety of ways. Here, some of these that are particularly illustrative in one way or another are picked out in order to give a clear picture.

As often in reconnection and for making the comparison with the data from the literature possible, the first thing to look at is the reconnected magnetic flux over time. For the current configuration, this flux can be measured as the integral of $|B_y|$ along the current sheet. Plots of this quantity over time are given in [8] for all simulations. While the growth rates all indicate fast reconnection and lie around a value of $0.2 \frac{B_0}{v_A}$, which is comparable to the results presented by Birn et al. [27], the beginning of the process is at very different times and (at least) two groups of runs can clearly be distinguished: The flux in the simulations of the first group, the pure kinetic simulation and the kinetic simulations with ten-moment fitting, saturates at a value of around $3 \frac{B_0}{\delta_i}$ and at a time between 25 and 30 inverse ion gyro periods, which is very similar to what is shown for hybrid and particle runs in [27]. The second group consists of all other runs. The reconnected flux in these simulations does not saturate over the given period of time and resembles the Hall MHD curve in [27], which might partly be due to the low resolution that may suppress some two-fluid effects. The Vlasov runs with five-moment fitting have different curves than the simulations of the first groups and exhibit signs of artificial oscillations. They could not even be completed due to onsetting numerical instabilities.

There are at least three important results from this first comparison: Firstly, the ten-moment fitting correction delays the commencement of reconnection and leads to saturation at a slightly lower level, but the shape of the resulting curve is very similar to the kinetic one. With the pure ten-moment model, the onset of reconnection is significantly later. Secondly, all methods of ten-moment fitting that are tested lead to basically the same curve, which is remarkable, when
compared to the variation between the two pure ten-moment runs that only differ with respect to the numerical parameter $\epsilon$. Such differences seem to play a minor role when fitting is employed. Thirdly, five-moment correction fitting might work for simple test cases, but for general problems with non-linear dynamics isotropic fitting appears to influence the simulation heavily and render it invalid.

The main purpose of correction fitting is to get better conservation properties and in particular less artificial heating in the Vlasov code. This can be checked by examining the integral of the total energy $\tilde{E}_{\text{tot}}$ over the whole domain that is plotted depending on the time and for the different runs in [9]. Here, the shortcomings of five-moment fitting become even more apparent than in [8]. Non-physical oscillations are present almost from the beginning and the curves from the five-moment fitting runs do not resemble the results from the more plausible simulations in any way. Besides that, independently of the way in which ten-moment fitting is done, energy conservation is significantly improved through the correction routines. While the overall energy rises by about 27% in the pure kinetic simulation, the overall increase in energy hardly exceeds 1% for all other runs. This is not as good as the almost perfect conservation in the fluid codes or the results from the fast magnetosonic wave, but it must be taken into account that by far the majority of the energy increase stems from the phase around the time of the peak reconnection rate, when the conditions are more extreme, because all quantities vary faster and $f_s$ exhibits a higher anisotropy.

Contrary to the poor discriminability of the curves of the ten-moment fitting runs in [8], both $\epsilon$ and the method for calculating $A$ make a difference with respect to energy conservation. A smaller $\epsilon$ and an approximate calculation of $A$ appear to lead to better energy conservation. The last point is not very unambiguous for the small $\epsilon$, but it might be explained with the more noisy values of $A$ that happen to be the result of the gradient descent method.

The reconnection curves and the energy curves are good for an overview, but they hide the details of the mechanisms with which they were generated. In order to get a better picture of qualitative differences between the runs, the structure of the current sheet, i.e. the value of $J_z$, is given for times of comparable reconnected flux in [10]. Here, the differences between the runs become more apparent: GEM-V10-MA exhibits a very similar structure to that in GEM-V. In both of them, the current sheet is split apart and $J_z$ is concentrated in two channels at the end points of the respective gap. Nevertheless, the velocities in $z$-direction and in particular $v_z$, are still peaked around the X-point. The two pure fluid runs that are shown are very different; they developed a clearer global X-point structure with a distinct sheet at the reconnection site. The most interesting observation is that GEM-V5-M is closer to the fluid runs than to the pure kinetic ones, whereby it does not fall clearly into one of the two categories and exhibits features that cannot be found in the other plots.

So, while five-moment fitting introduces all kinds of side-effects, ten-moment fitting appears to do what it is expected to: it improves energy conservation while retaining the kinetic mechanisms. For a further check of this, consider the electron phase space density near the X-point at the time of peak reconnection rate [11]. There is a clear qualitative similarity between the shapes of the isosurfaces, but they are far from being equal. The two surfaces might be described as distorted versions of each other. At this level it is hard to say which of the two is more correct; other metrics like the conservation properties discussed above are probably better for judging the overall quality of the schemes. Anyway the results from the fitting run do not appear to be implausible in comparison to that of the pure kinetic run and on a qualitative level they are basically the same.

In summary it can be said that ten-moment fitting significantly improves the conservation properties of the Vlasov code without introducing spurious extra-effects. Approximate calcula-
tion of the fitting matrix $A$ seems to be the better idea and a smaller $\epsilon$ in the CWENO scheme leads to a lower increase in total energy, but in particular the last point is not very strict and the actual differences between the tested methods of ten-moment fitting are remarkably small, both in the data shown and in the other quantities that were not discussed in detail. On the other hand, five-moment fitting does not work well. Forcing the distribution function to match the moments of an essentially isotropic fluid model apparently destroys essential kinetic features, leads to artificial instabilities and renders the overall simulation useless.

| name       | resolution | $n_v$ | $L_{v,\epsilon}/v_A$ | $L_{\nu,\epsilon}/v_A$ | $\epsilon$ | $\delta k_0$ | calculation of $A$ |
|------------|------------|------|----------------------|----------------------|-----------|-------------|-------------------|
| GEM-5-S    | 256 × 128  | –    | –                    | –                    | –         | –           | –                 |
| GEM-5-M    | 256 × 128  | –    | –                    | –                    | $1 \times 10^{-6}$ | –           | –                 |
| GEM-10-S   | 256 × 128  | –    | –                    | –                    | 0.1       | 5           | –                 |
| GEM-10-M   | 256 × 128  | –    | –                    | –                    | $1 \times 10^{-6}$ | –           | –                 |
| GEM-V      | 256 × 128  | 32   | 24                   | 10                   | –         | –           | –                 |
| GEM-V5-S   | 256 × 128  | 32   | 24                   | 10                   | $1 \times 10^{-6}$ | –           | –                 |
| GEM-V5-M   | 256 × 128  | 32   | 24                   | 10                   | 0.1       | 5           | –                 |
| GEM-V10-SG | 256 × 128  | 32   | 24                   | 10                   | –         | gradient descent | –                 |
| GEM-V10-MG | 256 × 128  | 32   | 24                   | 10                   | 0.1       | gradient descent | –                 |
| GEM-V10-SA | 256 × 128  | 32   | 24                   | 10                   | $1 \times 10^{-6}$ | –           | approximate      |
| GEM-V10-MA | 256 × 128  | 32   | 24                   | 10                   | 0.1       | –           | approximate      |

Table 2: Parameters for the simulations of the GEM challenge. The omissions indicate that the respective category has no counterpart in the respective setup; for example, there is nothing like a resolution and size of a velocity in pure fluid simulations.

6. Results and conclusion

A general method for enhancing the conservation properties of Vlasov solvers working on a spatial grid is proposed that is not bound to a specific numerical scheme. The method is tested on
different test problems that stress several aspects like the behavior in the linear or the fully non-linear regime. It is found that the fully anisotropic correction scheme gives satisfactory results and very good conservation properties in all cases, while the related isotropic fitting procedure, of which the first is a generalization, leads to numerical instabilities and can thus not be used.

The next step is the application of the ten-moment fitting method to the problem of coupling fluid and kinetic codes that live in separate regions, as a generalization of the method presented in [1], also in combination with the correction method shown here. The respective results will be published in a future paper.
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