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Abstract

We present a modified Gibbs sampler for general state spaces. We establish that this modification can lead to substantial gains in statistical efficiency while maintaining the overall quality of convergence. We illustrate our results in two examples including a toy Normal-Normal model and a Bayesian version of the random effects model.

∗ajohns24@macalester.edu
†jflegal@ucr.edu, Research supported by the National Science Foundation
1 Introduction

Consider a random variable $X = (X_1, \ldots, X_m)$ where $X_i \in \mathbb{R}^{d_i}$ for $i = 1, \ldots, m$ and $d_i \geq 1$. Let $X$ have probability distribution $\pi$ with support $\mathcal{X} = \mathcal{X}_1 \times \cdots \times \mathcal{X}_m$ and associated conditional distributions $\pi_{X_i \mid X_{-i}}$ where $X_{-i} = X \setminus X_i$. When $\pi$ is intractable, inference regarding $X$ may require Markov chain Monte Carlo (MCMC) methods. To this end, consider using the Gibbs sampling algorithm (GS) under a random scan to construct a Markov chain denoted as

$$\Phi = \left\{ X^{(0)}, X^{(1)}, \ldots \right\} = \left\{ \left( X_1^{(0)}, \ldots, X_m^{(0)} \right), \left( X_1^{(1)}, \ldots, X_m^{(1)} \right), \ldots \right\} .$$

Under a fixed set of probabilities $p = (p_1, \ldots, p_m)$ where $0 < p_i < 1$ and $\sum_{i=1}^m p_i = 1$, $\Phi$ moves from $X^{(i)} = x$ to $X^{(i+1)}$ by updating a single randomly selected $X_i$ while fixing all others. Specifically, iteration $j + 1$ of the GS first draws $(Z_1, \ldots, Z_m) \sim \text{Multinomial}(1, p)$. Then for $\{i : Z_i = 1\}$, draw $x'_i \sim \pi_{X_i \mid X_{-i}}(\cdot \mid x_{-i})$ and set

$$\left( X_1^{(j+1)}, \ldots, X_m^{(j+1)} \right) = (x_1, \ldots, x_{i-1}, x'_i, x_{i+1}, \ldots, x_m) .$$

After $n$ iterations, we can estimate the expected value $\beta := E_\pi f = \int f(x)\pi(dx)$ of some function of interest, $f : \mathcal{X} \to \mathbb{R}$, by Monte Carlo average $\beta_n := \frac{1}{n} \sum_{i=0}^{n-1} f(X^{(i)})$. The level of confidence we can place in $\beta_n$ is intimately tied to the rate at which $\Phi$ converges to $\pi$. To this end, assume $\Phi$ is Harris ergodic (Meyn and Tweedie, 1993) and define $n$-step transition kernel

$$P^n(x, A) = \text{Pr} \left( X^{(i+n)} \in A \mid X^{(i)} = x \right)$$

for $x \in \mathcal{X}$, $n, i \in \mathbb{N}$, and $A \in \mathcal{B}$ where $\mathcal{B}$ is the Borel $\sigma$-algebra associated with $\mathcal{X}$. Then we say $\Phi$ is geometrically ergodic if it converges to $\pi$ in total variation distance at a geometric rate. That is, there exist function $M : \mathcal{X} \to \mathbb{R}$ and constant $t \in (0, 1)$ such that

$$\| P^n(x, \cdot) - \pi(\cdot) \|_{\text{TVD}} := \sup_{A \in \mathcal{B}} | P^n(x, A) - \pi(A) | \leq t^n M(x) \quad \text{for all } x \in \mathcal{X} .$$

In addition to guaranteeing effective simulation results in finite time, geometric ergodicity is a key sufficient condition for the existence of a Markov chain Central Limit Theorem for $\beta_n$ (Jones, 2004).

Inspired by the work of Liu (1996) on discrete state spaces, we show that a simple modification to the GS can lead to significant improvements in Markov chain efficiency and quality of estimates $\beta_n$. Specifically, we introduce a conditional Metropolis-Hastings algorithm (CMH) that increases efficiency by encouraging movement of $X_j^{(i+1)}$ outside the local neighborhood of $X_j^{(i)}$, denoted $B_j \subset \mathcal{X}_j$. We show that this modification maintains the overall quality of convergence; geometric ergodicity of the CMH guarantees the same for the GS and, under conditions on $B_j$, the reverse is also true.

Further, we explore the impact of $B_j$ on the CMH and compare the empirical performance of the GS and CMH in two different model settings: (1) the Normal-Normal model; and (2) a
Bayesian version of the random effects model. The latter is practically relevant in that inference for this model requires MCMC methods. In both settings, the CMH with reasonably sized \( B_j \) is significantly more efficient than the GS in both its movement around state space \( \mathcal{X} \) and in its estimation of expected value \( \beta \). However, there are limits to the CMH efficiency. Mainly, when the \( B_j \) are too large, the CMH is pushed out to the ‘edges’ of the state space and cannot compete with the GS.

The following section introduces the CMH and compares convergence among the GS and CMH. Later, Section 3 explores our results with applications in two model settings. All proofs are deferred to the appendix.

2 Conditional Metropolis-Hastings Modification

2.1 The CMH Algorithm

Suppose \( \varpi \) admits density \( \pi(x_1, \ldots, x_m) \) with respect to measure \( \mu = \mu_1 \times \cdots \times \mu_m \). Further, let \( \pi(x_i|x_{\cdot \cdot \cdot i}) \) denote the associated full conditional densities from which we assume direct simulation is possible. In each iteration, the GS for \( \varpi \) updates a single randomly selected \( X_i \) conditional upon the current values of all other \( X_j \). Thus the GS transition kernel can be expressed as

\[
P_{\text{GS}}(x, A) = \sum_{i=1}^{m} p_i P_{\text{GS}_i}(x_{\cdot \cdot \cdot i}, A)
\]

where the \( P_{\text{GS}_i} \), Markov kernels corresponding to the \( X_i \) updates, are defined by

\[
P_{\text{GS}_i}(x_{\cdot \cdot \cdot i}, A) = \int_{\{x_i':(x_{[i-1]}|x_i|x_{[i]+1}] \in A\}} \pi(x_i'|x_{\cdot \cdot \cdot i}) \mu_i(dx_i')
\]

for \( x_{[i]} = (x_1, \ldots, x_i) \) and \( x^{[i]} = (x_i, \ldots, x_m) \). Ideally, the GS will tour all reaches of \( \mathcal{X} \) without getting stuck for too long in any one “corner.” Indeed, we can facilitate such movement with a simple modification to the GS algorithm. Letting \( x \) denote the current state of the GS, suppose component \( x_i \) is selected for update and let \( B_i(x_i|x_{\cdot \cdot \cdot i}) \subset \mathcal{X}_i \) be a local neighborhood of \( x_i \) that could depend on \( x_{\cdot \cdot \cdot i} \). For example, we might define \( B_i(x_i|x_{\cdot \cdot \cdot i}) = x_i \pm \varepsilon \) for \( \varepsilon > 0 \) when \( \mathcal{X}_i = \mathbb{R} \) or define \( B_i(x_i|x_{\cdot \cdot \cdot i}) \) to be a circle centered at \( x_i \) with radius \( \varepsilon \) when \( \mathcal{X}_i = \mathbb{R}^2 \). Then instead of drawing an \( x_i \) update from \( \pi(\cdot|x_{\cdot \cdot \cdot i}) \), we can restrict movement to states outside \( B_i(x_i|x_{\cdot \cdot \cdot i}) \), i.e., \( B_i^c(x_i|x_{\cdot \cdot \cdot i}) = \mathcal{X}_i \setminus B_i(x_i|x_{\cdot \cdot \cdot i}) \), through a Metropolis-Hastings step as follows. First draw \( x_i' \) from the proposal density

\[
q_i(x_i'|x) = \frac{\pi(x_i'|x_{\cdot \cdot \cdot i})}{\int_{B_i^c(x_i|x_{\cdot \cdot \cdot i})} \pi(z_i|x_{\cdot \cdot \cdot i}) \mu_i(dz_i)} I(x_i' \in B_i^c(x_i|x_{\cdot \cdot \cdot i}))
\]
using a simple accept-reject strategy, then replace \( x_i \) with \( x'_i \) with acceptance probability
\[
\alpha_i(x'_i|x) = \min \left\{ 1, \frac{\int_{B_i'(x_i|x_{-i})} \pi(z_i|x_{-i}) \mu_i(dz_i)}{\int_{B_i'(x'_i|x_{-i})} \pi(z_i|x_{-i}) \mu_i(dz_i)} \right\}.
\]
Thus, the CMH modification of the GS has transition kernel
\[
P_{CMH}(x, A) = \sum_{i=1}^{m} p_i P_{CMH_i}(x, A)
\]
for
\[
P_{CMH_i}(x, A) = \int_{\{x'_i:(x_{[i-1]}, x'_i, x_{[i+1]}) \in A\}} q_i(x'_i|x)\alpha_i(x'_i|x)\mu_i(dx'_i) + \left[ 1 - \int q_i(x'_i|x)\alpha_i(x'_i|x)\mu_i(dx'_i) \right] I(x \in A).
\]
Note the dependence of the CMH on neighborhoods \( B_i \). If \( B_i(x_i|x_{-i}) = \emptyset \) for all \( i \), the CMH and GS are equivalent. At the other extreme, when \( B_i(x_i|x_{-i}) = \mathcal{X}_i \), the CMH Markov chain has nowhere to move. Thus we restrict our attention to the CMH with
\[
\sup_{x \in \mathcal{X}, i \in \{1, \ldots, m\}} \frac{1}{\int_{B_i(x_i|x_{-i})} \pi(z_i|x_{-i}) \mu_i(dz_i)} < 1. \tag{1}
\]
Of course, there are countless ways to select \( B_i(x_i|x_{-i}) \) that satisfy (1). To an extent, this choice is context dependent and presents a goldilocks challenge. When the \( B_i(x_i|x_{-i}) \) are too small relative to \( \mathcal{X}_i \), the boost in efficiency is not great enough to warrant the CMH modification. When the \( B_i(x_i|x_{-i}) \) are too large, the CMH gets trapped exploring the edges of \( \mathcal{X} \) with low probability \( \alpha_i(x'_i|x) \) of getting ‘unstuck.’ Further, the typical computation time required for an accept-reject draw of \( x'_i \) outside \( B_i(x_i|x_{-i}) \) increases. Thus the selection of \( B_i(x_i|x_{-i}) \) is a delicate issue. Though not the focus of this preliminary study, we discuss this choice in more detail in Section 3.

### 2.2 Convergence

While facilitating movement around the state space, the CMH modification to the GS can be constructed in a way that also preserves the overall quality of convergence. To this end, we require a few definitions. Suppose Markov chain \( \Phi \) with transition kernel \( P \) is Harris ergodic and Feller, i.e. for any open set \( O \in \mathcal{B} \) and \( x', x \in \mathcal{X} \), \( \lim \inf_{x' \to x} P(x', O) \geq P(x, O) \). Then \( \Phi \) is geometrically ergodic if and only if there exists some drift function \( V: \mathcal{X} \to [1, \infty) \) such that \( V \) is unbounded off compact sets (i.e. \( \{ x : V(x) \leq d \} \) is compact for all \( d > 0 \)) and satisfies drift condition
\[
PV(x) := \int V(x')P(x, dx') \leq \gamma V(x) + b \tag{2}
\]
for $x \in \mathcal{X}$, constant $b < \infty$, and drift rate $0 < \gamma < 1$ where smaller $\gamma$ are loosely indicative of quicker convergence (see, for example, Jones and Hobert, 2001). In light of these properties, we can derive conditions under which the CMH inherits geometric ergodicity from the GS.

**Theorem 1.** Consider the GS and CMH for $\vec{\omega}$ and assume both are Harris ergodic and Feller. Further, suppose the CMH has neighborhoods $B_i(x_i|x_{-i})$ satisfying (1) with

$$q_{\min} \leq \int_{B_i(x_i|x_{-i})} \pi(z_i|x_{-i}) \mu_i(dz_i) \leq q_{\max} \text{ for all } x \in \mathcal{X}, \ i \in \{1, \ldots, m\}$$

where $0 \leq q_{\min} \leq q_{\max} < 1$. Then if the GS is geometrically ergodic with drift condition (2), the CMH is geometrically ergodic so long as

$$q_{\max} < \frac{1}{2} \quad \text{and} \quad \frac{1 - 2q_{\max} + q_{\min}q_{\max}}{1 - q_{\min}} > \gamma . \quad (3)$$

It is important to note that drift condition (2) is not unique. Thus the restrictions (3) on $q_{\max}$, $q_{\min}$ can be overly conservative. However, the requirement that $q_{\max}$ be less than $1/2$ is consistent with our intuition. Consider a simple example.

**Example.** Let $(X_1, X_2)$ be uniform on the unit square with $\pi(x_1, x_2) = 1$ and $\pi(x_i|x_{-i}) = 1$ for $(x_1, x_2) \in [0, 1]^2$. Consider the CMH for $\pi$ with $B_i(x_i|x_{-i}) = x_i \pm \varepsilon/2$ for $\varepsilon \in (0, 1)$. In this case, $q_{\max} = \varepsilon$. Further, when $q_{\max} = \varepsilon > 1/2$, the CMH is restricted to movement outside the center square $[1 - q_{\max}, q_{\max}]^2$. Thus, with the starting value as the only exception, the CMH will never visit the middle $(2q_{\max} - 1)^2$ proportion of target uniform distribution.

The restrictions (3) also provide interesting insight into the challenge of selecting $B_i(x_i|x_{-i})$. Mainly, the larger the GS drift rate $\gamma$, the smaller $q_{\max}$ must be. Thus when the geometric convergence rate of GS is slow, only the CMH with small neighborhoods $B_i(x_i|x_{-i})$ (i.e. those making small modifications to the GS) are guaranteed to inherit geometric ergodicity. In contrast, geometric ergodicity of any CMH guarantees the same for the GS.

**Theorem 2.** If the CMH with neighborhoods $B_i(x_i|x_{-i})$ satisfying (1) is geometrically ergodic, the GS is also geometrically ergodic.

### 3 Examples

We present applications of the GS and CMH in two different model settings: (1) the Normal-Normal model; and (2) a Bayesian version of the random effects model. In both cases, we compare the empirical performance of the finite sample GS and CMH with respect to the following measures of efficiency.

The expected square jump distance (ESJD) provides a measure of how efficiently the CMH and
GS traverse $X$. Specifically, ESJD is the expected value of the average squared distance that a chain travels in a single iteration. To estimate the CMH ESJD (similarly for GS), we run $N$ independent CMH chains of length $n$ and calculate the sample mean squared jump distance for each:

$$\text{MSJD}_{CMH}^{(i)} = \frac{1}{n-1} \sum_{j=1}^{n-1} ||X^{(j+1)} - X^{(j)}||_2^2 \text{ for } i \in \{1, \ldots, N\}$$

where $||\cdot||_2$ denotes the Euclidean norm. Thus an estimate of the CMH ESJD is calculated by

$$\hat{\text{ESJD}}_{CMH} = \frac{1}{N} \sum_{i=1}^{N} \text{MSJD}_{CMH}^{(i)}.$$ 

In turn, the relative efficiency of the CMH and GS in exploring $X$ can be estimated by the ratio

$$\hat{\text{ESJDR}} = \frac{\hat{\text{ESJD}}_{CMH}}{\hat{\text{ESJD}}_{GS}}.$$ 

We also want to compare the efficiency of the CMH and GS relative to the estimation of $\beta = E_\pi [f(X)]$ by Monte Carlo averages $\hat{\beta}_{CMH,n}$ and $\hat{\beta}_{GS,n}$, respectively. The combined bias and variance of these estimators is captured by the mean squared error (MSE):

$$\text{MSE}_{CMH} = \text{E}(\hat{\beta}_{CMH,n} - \beta)^2 \text{ and } \text{MSE}_{GS} = \text{E}(\hat{\beta}_{GS,n} - \beta)^2.$$ 

We estimate $\text{MSE}_{CMH}$ (similarly, $\text{MSE}_{GS}$) using $N$ independent estimates $\{\hat{\beta}_{CMH,n}^{(1)}, \ldots, \hat{\beta}_{CMH,n}^{(N)}\}$ obtained from $N$ independent CMH chains of length $n$:

$$\hat{\text{MSE}}_{CMH} = \frac{1}{N} \sum_{i=1}^{N} (\hat{\beta}_{CMH,n}^{(i)} - \beta)^2.$$ 

In turn, we estimate the MSE ratio of CMH relative to GS by $\hat{\text{MSER}} = \hat{\text{MSE}}_{CMH}/\hat{\text{MSE}}_{GS}$.

### 3.1 Normal-Normal model

Let $\pi(x_1, x_2)$ on $\mathbb{R}^2$ denote the density corresponding to bivariate Normal distribution

$$\begin{pmatrix} X_1 \\ X_2 \end{pmatrix} \sim N_2\left( \begin{pmatrix} 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 2 & 1 \\ 1 & 1 \end{pmatrix} \right).$$

Further, let densities $\pi(x_1|x_2)$ and $\pi(x_2|x_1)$ correspond to the associated conditionals

$$X_1|X_2 \sim N(X_2, 1) \text{ and } X_2|X_1 \sim N\left( \frac{X_1}{2}, \frac{1}{2} \right).$$

We compare the GS and CMH for $\pi$, both algorithms starting at $(X_1^{(0)}, X_2^{(0)}) = (0, 0)$ and updating $X_1$ and $X_2$ with equal probability in each iteration (i.e. $p_1 = p_2 = 0.5$). Further, we use two
strategies for selecting CMH neighborhoods $B_i(x_i|x_{-i})$. First, let CMH$_c$ denote the CMH with $B_i(x_i|x_{-i})$ encompassing all values within $c > 0$ conditional standard deviations of $x_i$:

$$B_1(x_1|x_2) = x_1 \pm c \quad \text{and} \quad B_2(x_2|x_1) = x_2 \pm c \sqrt{\frac{1}{2}}.$$ 

Alternatively, let CMH$_q$ denote the CMH with $B_i(x_i|x_{-i})$ centered at $x_i$ and having fixed density $0 < q < 1$. That is, $B_i(x_i|x_{-i}) = x_i \pm d(x_i)$ for $d(x_i)$ that satisfies

$$\int_{x_i-d(x_i)}^{x_i+d(x_i)} \pi(z_i|x_{-i})dz_i = q.$$

In this special case, the CMH acceptance probability $\alpha_i(x'_i|x) = 1$ for all $x', x \in X$.

The GS, CMH$_c$, and CMH$_q$ are Harris ergodic and Feller. The GS is also known to be geometrically ergodic, satisfying drift condition

$$P_{GS}V(x_1, x_2) = \gamma V(x_1, x_2) + b$$

for $V(x_1, x_2) = x_1^2 + 2x_2^2$, $\gamma = 0.75$, and $b = 1$ (see, for example, Johnson 2009). Thus Proposition 1 follows from Theorem 1.

**Proposition 1.** CMH$_c$ is geometrically ergodic for $c < 0.1573$ and CMH$_q$ is geometrically ergodic for $q < 0.25$.

As noted above, since the CMH neighborhood restrictions in Proposition 1 are derived from a non-unique drift condition, they are likely conservative. That is, it is probably the case that CMH$_c$ and CMH$_q$ are geometrically ergodic for broader ranges of $c$ and $q$. However, establishing CMH specific drift conditions is more difficult than for the GS. Thus a more general result eludes us.

Next, we compare the efficiency of the GS and CMH relative to the estimation of $\beta = E(X_1) = 0$. To begin, consider CMH$_c$, the CMH using the fixed width neighborhood strategy. Table 1 presents estimates ESJDR and MSER calculated from $N = 1000$ independent, length $n = 1000$ runs of the GS and CMH$_c$ for each $c \in \{0.1, 0.5, 1.0, 1.5, 2.0, 2.5, 3.0\}$. In addition, estimates of the CMH$_c$ acceptance rates (i.e. the percent of M-H proposals accepted) were obtained from independent runs of CMH$_c$, each of length $n = 10^6$. Overall these results suggest that, for reasonably sized neighborhoods ($c \leq 2$), the CMH$_c$ is more efficient than the GS in its movement around $\mathbb{R}^2$ and in its estimation of $\beta$. Across the board, CMH$_c$ efficiency peaks with $c = 1.5$ where the CMH enjoys the largest average per iteration movement and smallest MSE. On the other hand, CMH$_c$ efficiency suffers when the neighborhoods are too large ($c > 2$). Mainly, as the neighborhood size increases, acceptance rates decrease and the CMH$_c$ no longer enjoys efficient movement around the state space. In fact, we observe that CMH$_c$ performance is weakest when acceptance rates are closest to
the gold standard of 0.234 \((c = 2.5, 3)\). Indeed, we expected this to be the case and merely include these results to demonstrate the limits of CMH efficiency. Let \(X_1^{(i)}, X_2^{(i)}\) denote the current state of the CMH chain and suppose \(X_1^{(i)}\) is selected for update. When \(c = 2.5 (c = 3)\), the only movement \(X^{(i+1)}\) can make is to the extreme upper and lower 0.62% (0.13%) of the \(N(X_2^{(i)}, 1)\) full conditional distribution. We illustrate this behavior in Figure 1 a comparison of trace plots for the GS, CMH\(_{c=0.1}\), CMH\(_{c=1.5}\), and CMH\(_{c=3}\).

Table 1: For each CMH\(_c\), \(c \in \{0.1, 0.5, 1, 1.5, 2, 2.5, 3\}\), observed M-H acceptance rates are reported alongside estimates \(\hat{\text{ESJDR}}\) relative to \(\hat{\text{ESJD}}_{GS} = 1.505\) and \(\hat{\text{MSER}}\) relative to \(\hat{\text{MSE}}_{GS} = 0.0214\). When possible, standard errors are given in parentheses.

| \(c\) | 0.1 | 0.5 | 1 | 1.5 | 2 | 2.5 | 3 |
|---|---|---|---|---|---|---|---|
| \(\text{ESJDR}\) | 1.02 (0.003) | 1.14 (0.003) | 1.29 (0.003) | 1.37 (0.003) | 1.33 (0.004) | 1.14 (0.006) | 0.79 (0.011) |
| \(\text{MSER}\) | 0.99 (0.06) | 0.91 (0.06) | 0.82 (0.05) | 0.75 (0.04) | 0.90 (0.06) | 1.24 (0.08) | 2.40 (0.16) |
| \(\text{Accept Rate}\) | 0.99 | 0.91 | 0.75 | 0.58 | 0.41 | 0.27 | 0.18 |

Using similar simulation procedures, we compare GS and CMH\(_q\) for fixed densities of sizes \(q \in \{0.05, 0.10, 0.25, 0.50, 0.75, 0.90\}\). The results exhibit familiar patterns (Table 2). Mainly, CMH\(_q\) is more efficient or competitive with GS when \(q\) is sufficiently small \((q \leq 0.5)\) but, as expected, suffers when the \(q\)-density neighborhoods are too large \((q > 0.5)\). Further, a comparison of Tables 1 and 2 suggests that even though CMH\(_q\) enjoys larger average per iteration movement, the typical CMH\(_c\) produces better estimates of \(\beta\). That is, a fixed width CMH neighborhood strategy is more efficient than a fixed density strategy with respect to estimation in this Normal-Normal setting.

Table 2: For each CMH\(_q\), \(q \in \{0.05, 0.10, 0.25, 0.50, 0.75, 0.90\}\), we present estimates \(\hat{\text{ESJDR}}\) relative to \(\hat{\text{ESJD}}_{GS} = 1.505\) and \(\hat{\text{MSER}}\) relative to \(\hat{\text{MSE}}_{GS} = 0.0214\). Standard errors are given in parentheses.

| \(q\) | 0.05 | 0.10 | 0.25 | 0.50 | 0.75 | 0.90 |
|---|---|---|---|---|---|---|
| \(\text{ESJDR}\) | 1.05 (0.003) | 1.11 (0.003) | 1.36 (0.003) | 2.05 (0.004) | 3.60 (0.007) | 6.19 (0.011) |
| \(\text{MSER}\) | 1.00 (0.06) | 0.96 (0.06) | 0.96 (0.06) | 0.89 (0.06) | 1.34 (0.08) | 1.96 (0.12) |
3.2 Bayesian random effects model

Consider the following special case of the Bayesian version of the random effects model presented in [Johnson and Jones (2013)]. Let \( Y_{ij} \) represent the \( j \)th observation on subject \( i \) where \( i \in \{1, \ldots, K\} \) and \( j \in \{1, \ldots, m\} \). Then for \( \theta = (\theta_1, \ldots, \theta_K)^T \) and \( \lambda = (\lambda_e, \lambda_0)^T \),

\[
Y_{ij}|\theta, \mu, \lambda \overset{ind}{\sim} N(\theta_i, \lambda_e^{-1}) \\
\theta_i|\mu, \lambda \overset{ind}{\sim} N(\mu, \lambda_0^{-1}) \\
\mu \sim N(m_0, s_0^{-1})) \\
\lambda_0 \sim \text{Gamma}(a_1, b_1) \\
\lambda_e \sim \text{Gamma}(a_2, b_2)
\]

where \( m_0 \) and \( s_0 \) are assumed known and we say \( X \sim \text{Gamma}(a, b) \) if it has density proportional to \( x^{a-1}e^{-bx} \). Letting \( y = \{y_{ij}\} \) represent the vector of observed data, the corresponding posterior distribution \( \varpi \) is characterized by density \( \pi(\theta, \mu, \lambda|y) \propto \pi(y|\theta, \mu, \lambda)\pi(\theta|\mu, \lambda)\pi(\mu)\pi(\lambda) \) with support \( \mathcal{X} = \mathbb{R}^{K+1} \times \mathbb{R}_+^2 \) and where the \( \pi \) represent the densities defined by (4). Further, suppressing dependence on \( y \), the full conditional densities \( \pi(\theta|\mu, \lambda), \pi(\mu|\lambda, \theta) \) and \( \pi(\lambda|\mu, \theta) \) are defined by the following full conditional distributions:

\[
\theta_i|\mu, \lambda \overset{ind}{\sim} N\left( \frac{\lambda_0 \mu + m \lambda_e \bar{y}_i}{\lambda_0 + m \lambda_e}, \frac{1}{\lambda_0 + m \lambda_e} \right) \quad \text{for } i \in \{1, \ldots, K\} \\
\mu|\theta, \lambda \sim N\left( \frac{s_0 m_0 + K \lambda_0 \bar{\theta}}{s_0 + K \lambda_0}, \frac{1}{s_0 + K \lambda_0} \right) \\
\lambda_0|\theta, \mu \sim \Gamma\left( \frac{K}{2} + a_1, \frac{\sum_{i=1}^K (\theta_i - \mu)^2}{2} + b_1 \right) := \Gamma(\alpha_1, \beta_1(\theta, \mu)) \\
\lambda_e|\theta, \mu \sim \Gamma\left( \frac{K m}{2} + a_2, \frac{\sum_{i=1}^K m (\theta_i - \bar{y}_i)^2 + \text{SSE}}{2} + b_2 \right) := \Gamma(\alpha_2, \beta_2(\theta, \mu))
\]

where \( \bar{\theta} = K^{-1} \sum_{i=1}^K \theta_i, \bar{y}_i = m^{-1} \sum_{j=1}^m y_{ij} \) and \( \text{SSE} = \sum_{i,j} (y_{ij} - \bar{y}_i)^2 \).

Given the intractable nature of \( \pi(\theta, \mu, \lambda|y) \), posterior inference requires MCMC methods. To this end, we compare the GS and CMH using data \( y \) simulated from (4) with \( K = 3, m = 10, m_0 = 0, s_0 = 1, \) and \( a_1 = b_1 = a_2 = b_2 = 2 \). Assuming the true nature of this data is unknown, we apply the GS and CMH under the hyperparameter setting \( a_1 = b_1 = a_2 = b_2 = 30 \). Further, for both algorithms, we use starting values of \( (\theta(0), \mu(0), \lambda(0)) = ((\bar{y}_1, \bar{y}_2, \bar{y}_3), 0, (1, 1)) \) and update \( \theta, \mu, \lambda \) with equal (1/3) probability in each iteration. Throughout, we implement the CMH using neighborhoods for which size increases relative to the associated full conditional standard deviation. Specifically, for \( \varepsilon_\theta, \varepsilon_\mu, \varepsilon_\lambda > 0 \), \( B(\theta|\mu, \lambda) \subset \mathbb{R}^K \) is a sphere centered at \( \theta \) with radius \( \varepsilon_\theta \sqrt{ \frac{1}{\lambda_0 + m \lambda_e} } \).
\[ B(\mu|\theta, \lambda) = \mu \pm \varepsilon_\mu \sqrt{\frac{1}{\kappa_0 + K \lambda_\theta}} \subset \mathbb{R}, \text{ and } B(\lambda|\theta, \mu) = B_{\lambda_\theta}(\lambda_\theta|\theta, \mu) \times B_{\lambda_e}(\lambda_e|\theta, \mu) \subset \mathbb{R}_+^2 \] is a rectangle centered at \( \lambda \) with
\[ B_{\lambda_\theta}(\lambda_\theta|\theta, \mu) = \lambda_\theta \pm \varepsilon_{\lambda_\theta} \sqrt{\frac{\alpha_1}{\beta_1(\theta, \mu)}} \quad \text{and} \quad B_{\lambda_e}(\lambda_e|\theta, \mu) = \lambda_e \pm \varepsilon_{\lambda_e} \sqrt{\frac{\alpha_2}{\beta_2(\theta, \mu)}}. \]

There are many reasonable strategies for selecting neighborhood parameters \((\varepsilon_\theta, \varepsilon_\mu, \varepsilon_\lambda)\). Here, we choose sets that produce similar acceptance rates for the individual \((\theta, \mu, \lambda)\) updates.

The GS and CMH are both Harris ergodic and Feller. Further, under our chosen hyperparameter settings, the results of Johnson and Jones (2013) guarantee geometric ergodicity for the GS with drift condition \( P_{GS} V(\mu, \theta, \lambda) \leq \gamma V(\mu, \theta, \lambda) + b \) for \( b < \infty, \gamma = \frac{23}{30} \), and
\[ V(\mu, \theta, \lambda) = 75 \lambda^{-1} + \lambda_e^{-1} + \sum_{i=1}^K (\theta_i - \mu)^2 + 0.75 \sum_{i=1}^K m_i (\theta_i - \bar{y}_i)^2 + e^{\lambda_\theta} + e^{\lambda_e} + 10 (\mu - \bar{y})^2 + \frac{K \lambda_\theta}{\kappa_0 + K \lambda_\theta} (\bar{y} - \bar{y})^2, \]
where \( \bar{y} = K^{-1} \sum_{i=1}^K \bar{y}_i \). In turn, Proposition 2 follows from Theorem 1.

**Proposition 2.** The CMH is geometrically ergodic if \( \varepsilon_\theta \leq 0.6567, \varepsilon_\mu \leq 0.1467, \) and \( \varepsilon_\lambda \leq 0.0009 \).

To compare the efficiency of the GS and CMH, we focus on their estimation of posterior expectation \( \beta = E(\mu|y) \). To begin, we ran \( N = 1000 \) independent, length \( n = 1000 \) runs of the GS and the CMH under each set of \((\varepsilon_\theta, \varepsilon_\mu, \varepsilon_\lambda)\) listed in Table 3, the first of which meets the conditions of Proposition 2. In each CMH setting, we obtained estimates \( \hat{MSE}_{CMH} \) and \( \hat{MSE}_{GS} \) (Table 3). Since the true value of \( \beta \) is unknown, \( \hat{MSE}_{GS} \) was calculated from
\[ \hat{MSE}_{CMH} = \frac{1}{N} \sum_{i=1}^N (\hat{\beta}^{(i)}_{CMH,n} - \beta^*)^2 \quad \text{and} \quad \hat{MSE}_{GS} = \frac{1}{N} \sum_{i=1}^N (\hat{\beta}^{(i)}_{GS,n} - \beta^*)^2, \]
where \( \beta^* \) is an independent estimate of \( \beta \) based on a GS run of length \( 10^6 \). In addition, we estimated the overall CMH acceptance rates from independent runs of length \( n = 10^5 \) for each set \((\varepsilon_\theta, \varepsilon_\mu, \varepsilon_\lambda)\). In each case, the component-wise acceptance rates of \((\theta, \mu, \lambda)\) are within 0.008 of the overall rate.

These simulation results bolster the observations made in the toy Normal-Normal setting. Mainly, for reasonably sized neighborhoods, the CMH is more efficient than the GS in both its exploration of the state space and in its estimation of \( \beta \). We also observe a similar phenomena regarding the optimal neighborhood size; the neighborhood setting that yields the most efficient CMH estimates (i.e. smallest \( MSE \)) corresponds to the setting that facilitates the most efficient movement around the state space (i.e. largest ESJD). Perhaps coincidentally, the optimal CMH settings for the Normal-Normal and random effects models also both have corresponding CMH acceptance rates of roughly 60 percent.
Table 3: For the CMH under each given set of \((\varepsilon_\theta, \varepsilon_\mu, \varepsilon_\lambda)\) values, observed M-H acceptance rates are reported alongside estimates \(\hat{\text{ESJDR}}\) relative to \(\hat{\text{ESJD}}_{GS} = 0.443\) and \(\hat{\text{MSER}}\) relative to \(\hat{\text{MSE}}_{GS} = 0.002\). When possible, standard errors are given in parentheses.

| \(\varepsilon_\theta\) | 0.65 | 1.3 | 1.7 | 2.3 | 3.0 | 3.9 |
|----------------------|------|-----|-----|-----|-----|-----|
| \(\varepsilon_\mu\)  | 0.14 | 0.5 | 0.9 | 1.4 | 2.0 | 2.9 |
| \(\varepsilon_\lambda\) | 0.0009 | 0.9 | 1.3 | 1.9 | 2.6 | 3.4 |

| \(\hat{\text{ESJDR}}\) | 1.01 | 1.06 | 1.11 | 1.15 | 1.08 | 0.85 |
|-------------------------|------|------|------|------|------|------|
|                          | (0.003) | (0.003) | (0.003) | (0.003) | (0.004) | (0.008) |

| \(\hat{\text{MSER}}\) | 0.86 | 0.82 | 0.76 | 0.69 | 0.92 | 7.74 |
|------------------------|------|------|------|------|------|------|
|                        | (0.05) | (0.05) | (0.05) | (0.04) | (0.05) | (0.45) |

| Accept Rate | 0.99 | 0.90 | 0.80 | 0.60 | 0.40 | 0.20 |

4 Appendix

4.1 Proof of Theorem 1

By assumption, the GS is geometrically ergodic with drift function \(V : \mathcal{X} \to [1, \infty)\) that is unbounded off compact sets and satisfies the following drift condition for \(0 < \gamma < 1\) and \(b < \infty\):

\[
P_{GS}V(x) := \sum_{i=1}^{m} p_i P_{GS_i} V(x) \leq \gamma V(x) + b
\]

where \(P_{GS_i} V(x) = \int V(x_i, x_i', x_{i+1}) \pi(x_i'|x_i) \mu_i(dx_i')\). To extend these results to the CMH, we will establish the following drift condition. Geometric ergodicity follows directly. Define function \(\tilde{V} : \mathcal{X} \to [1, \infty)\)

\[
\tilde{V}(x) = V(x) + a W(x)
\]

for

\[
W(x) = \max_j \left\{ \left( V(x) - V(x_j, x_j', x_{j+1}) \right) I(x_j' \in B_j(x_j|x_{j-1})) \right\}
\]

\[
a \in \left( \frac{q_{\max}}{1 - 2q_{\max}}, \frac{(1 - q_{\max}) - \lambda(1 - q_{\min})}{\lambda(1 - q_{\min}) - q_{\min}(1 - q_{\max})} \right)
\]

where \(0 \leq W(x) \leq V(x)\) and the interval for \(a\) is guaranteed to be non-empty under the restrictions on \(q_{\min}, q_{\max}\) and assuming, without loss of generality, that \(\gamma > q_{\min}(1 - q_{\max})(1 - q_{\min})^{-1}\). Then \(\tilde{V}\) is unbounded off compact sets on \(\mathcal{X}\) and satisfies the following drift condition:

\[
P_{CMH}\tilde{V}(x) \leq \tilde{\gamma}\tilde{V}(x) + (a + 1)b
\]
where
\[
\tilde{\gamma} = \max \left\{ (a + 1) \left( \frac{\gamma}{1 - q_{\max}} - \frac{q_{\min}}{1 - q_{\min}} \right), \frac{a + 1}{a} \frac{q_{\max}}{1 - q_{\max}} \right\}
\]
and $0 < \tilde{\gamma} < 1$ by the definition of $a$. To establish the drift condition at (5), first define
\[
m_i(x, x') = \frac{1}{\max \left\{ \int_{B_i^c(x_i|x_{-i})} \pi(z_i|x_i)\mu_i(dz_i), \int_{B_i^c(x'_i|x_{-i})} \pi(z_i|x_i)\mu_i(dz_i) \right\}} \quad \text{for } x, x' \in \mathcal{X}
\]
and notice that
\[
\frac{1}{1 - q_{\min}} \leq m_i(x, x') \leq \frac{1}{1 - q_{\max}}
\]
and $q_i(x'_i|x)\alpha_i(x'_i|x) = \pi(x'_i|x_{-i})m_i(x, x')I(x'_i \in B_i^c(x_i|x_{-i}))$. It follows that
\[
P_{CMH_i}V(x) = \int V(x, x_i, x^{[i+1]})q_i(x'_i|x)\alpha_i(x'_i|x)\mu_i(dx'_i) + V(x) \left[ 1 - \int q_i(x'_i|x)\alpha_i(x'_i|x)\mu_i(dx'_i) \right]
\]
\[
= \int_{B_i^c(x_i|x_{-i})} \int V(x, x_i, x^{[i+1]})\pi(x'_i|x_{-i})m_i(x, x'_i)\mu_i(dx'_i) + V(x) \left[ 1 - \int \pi(x'_i|x_{-i})m_i(x, x'_i)\mu_i(dx'_i) \right]
\]
\[
= \int V(x, x_i, x^{[i+1]})\pi(x'_i|x_{-i})m_i(x, x'_i)\mu_i(dx'_i) - V(x) \left[ \int \pi(x'_i|x_{-i})m_i(x, x'_i)\mu_i(dx'_i) - 1 \right]
\]
\[
+ \int_{B_i(x_i|x_{-i})} (V(x) - V(x, x_i, x^{[i+1]})\pi(x'_i|x_{-i})m_i(x, x'_i)\mu_i(dx'_i)
\]
\[
\leq \frac{1}{1 - q_{\max}} \int V(x, x_i, x^{[i+1]})\pi(x'_i|x_{-i})m_i(x, x'_i)\mu_i(dx'_i) - V(x) \left[ \frac{1}{1 - q_{\min}} - 1 \right]
\]
\[
+ W(x) \int_{B_i(x_i|x_{-i})} \pi(x'_i|x_{-i})m_i(x, x'_i)\mu_i(dx'_i)
\]
\[
\leq \frac{1}{1 - q_{\max}} P_{GS_i}V(x) - \frac{q_{\min}}{1 - q_{\min}} V(x) + \frac{q_{\max}}{1 - q_{\max}} W(x)
\]

so that
\[
P_{CMH}V(x) = \sum_{i=1}^m p_i P_{CMH_i}V(x)
\]
\[
\leq \frac{1}{1 - q_{\max}} \sum_{i=1}^m p_i P_{GS_i}V(x) - \frac{q_{\min}}{1 - q_{\min}} V(x) + \frac{q_{\max}}{1 - q_{\max}} W(x)
\]
\[
= \frac{1}{1 - q_{\max}} P_{GS}V(x) - \frac{q_{\min}}{1 - q_{\min}} V(x) + \frac{q_{\max}}{1 - q_{\max}} W(x)
\]
\[
\leq \left( \frac{\gamma}{1 - q_{\max}} - \frac{q_{\min}}{1 - q_{\min}} \right) V(x) + \frac{q_{\max}}{1 - q_{\max}} W(x) + b.
\]
Thus (5) follows:

\[ P_{\text{CMH}} \tilde{V}(x) = P_{\text{CMH}}V(x) + aP_{\text{CMH}}W(x) \]
\[ \leq (a + 1)P_{\text{CMH}}V(x) \]
\[ \leq (a + 1) \left( \frac{\gamma}{1 - q_{\min}} - \frac{q_{\min}}{1 - q_{\max}} \right)V(x) + \frac{a + 1}{a} \frac{q_{\max}}{1 - q_{\max}} aW(x) + (a + 1)b \]
\[ \leq \tilde{\gamma} \tilde{V}(x) + (a + 1)b. \]

4.2 Proof of Theorem 2

Since the GS and CMH are reversible with respect to \( \pi \), we are able to prove this result using a capacitance argument. In general, let \( \Phi \) be a reversible Markov chain with kernel \( P \) and let \( P_0 \) denote the restriction of \( P \) to \( L^2_{0,1}(\pi) = \{ f \in L^2(\pi) : E_{\pi} f = 0 \text{ and } E_{\pi} f^2 = 1 \} \). The spectral radius of \( P_0 \) is \( r(P_0) = \sup \{ |\lambda| : \lambda \in \sigma(P_0) \} \) where \( \sigma(P_0) \subset [-1,1) \) is the spectrum of \( P_0 \). Further, Sinclair (1992) establish that

\[ 1 - 2\kappa \leq r(P_0) \leq 1 - \frac{\kappa}{2} \]

for capacitance \( \kappa \):

\[ \kappa := \inf_{S: 0 < \pi(S) \leq 1/2} \frac{1}{\pi(S)} \int_S P(x, S^c) \pi(x) \mu(dx) \]

where \( \pi(S) = \int S(x) \pi(x) \mu(dx) \). It is known that \( \Phi \) is geometrically ergodic if and only if \( r(P_0) < 1 \) or, equivalently, \( \kappa > 0 \).

Consider the CMH with \( B_i(x_i|x_{-i}) \) that satisfy (1). Thus there exists some \( 0 < q_{\max} < 1 \) for which

\[ \int_{B_i(x_i|x_{-i})} \pi(z_i|x_{-i}) \mu_i(dz_i) \leq q_{\max} \text{ for all } x \in \mathcal{X}, \ i \in \{1, \ldots, m\}. \]

By assumption, the CMH is geometrically ergodic so that

\[ \kappa_{\text{CMH}} := \inf_{S: 0 < \pi(S) \leq 1/2} \frac{1}{\pi(S)} \int_S P_{\text{CMH}}(x, S^c) \pi(x) \mu(dx) > 0. \]

Geometric ergodicity of the GS will follow from establishing that \( \kappa_{\text{GS}} \geq \kappa_{\text{CMH}} > 0 \) where

\[ \kappa_{\text{GS}} := \inf_{S: 0 < \pi(S) \leq 1/2} \frac{1}{\pi(S)} \int_S P_{\text{GS}}(x, S^c) \pi(x) \mu(dx). \]

To this end, note that the CMH can only move from state \( x \in S \) to \( x' \in S^c \) when the M-H proposal
is accepted. That is, for $x \in S$

$$P_{CMH}(x, S^c) = \int_{\{x'_i: (x_{i-1}^i, x_{i}^i, x_{i+1}^i) \in S^c\}} q_i(x'_i|x) \alpha_i(x'_i|x) \mu_i(dx'_i)$$

$$\leq \int_{\{x'_i: (x_{i-1}^i, x_{i}^i, x_{i+1}^i) \in S^c\}} q_i(x'_i|x) \mu_i(dx'_i)$$

$$\leq \frac{1}{1 - q_{max}} \int_{\{x'_i: (x_{i-1}^i, x_{i}^i, x_{i+1}^i) \in S^c\}} \pi(x'_i|x_{-i}) \mu_i(dx'_i)$$

$$= \frac{1}{1 - q_{max}} P_{GS}(x_{-i}, S^c).$$

Finally, it follows that $P_{CMH}(x, S^c) \leq \frac{1}{1 - q_{max}} P_{GS}(x, S^c)$ for $x \in S$ and, in turn,

$$0 < \kappa_{CMH} \leq \frac{1}{1 - q_{max}} \kappa_{GS}.$$

### 4.3 Proof of Proposition 1

First, consider $CMH_q$ with neighborhoods $B_i(x_i|x_{-i})$ having fixed mass $q$. By setting $q_{min} = q_{max} = q$ in (3), geometric ergodicity for the $CMH_q$ is guaranteed when $q < \min \left\{ \frac{1}{2}, 1 - \gamma \right\} = 0.25$.

Next, consider $CMH_c$. Recall that $X_i|X_{-i} \sim N(X_{-i}, \sigma^2)$ where $\sigma^2_1 = 1$ and $\sigma^2_2 = 1/2$. Thus the neighborhoods $B_i(x_i|x_{-i}) = (x_i - c\sigma_i, x_i + c\sigma_i)$ have mass

$$\int_{B_i(x_i|x_{-i})} \pi(z_i|x_{-i}) dz_i = \int_{x_i - c\sigma_i}^{x_i + c\sigma_i} \pi(z_i|x_{-i}) dz_i = \int_{\frac{x_i - x_{-i}}{\sigma_i} - c}^{\frac{x_i - x_{-i}}{\sigma_i} + c} \phi(z_i) dz_i$$

where $\phi(\cdot)$ represents the standard Normal density function. In this case,

$$q_{min} := 0 \leq \int_{B_i(x_i|x_{-i})} \pi(z_i|x_{-i}) dz_i \leq \int_{-c}^{c} \phi(z_1) dz_1 := q_{max}$$

where, by (3), geometric ergodicity for the CMH is guaranteed when

$$q_{max} < \frac{1 - \gamma}{2} = 0.125.$$

Since $q_{max} < 0.125$ for all $CMH_c$ with $c < 0.1573$, the result holds.
4.4 Proof of Proposition 2

Recall that the GS drift condition holds with drift rate $\gamma = 23/30$. Thus \( q \) requires that CMH neighborhoods $B(\theta|\mu, \lambda)$, $B(\mu|\theta, \lambda)$, and $B(\lambda|\theta, \mu)$ each have a maximum density of

$$q_{\text{max}} < \frac{1 - \gamma}{2} = \frac{7}{60}$$

for all $(\theta, \mu, \lambda)$. To this end, first consider $B(\mu|\theta, \lambda) = \mu \pm \varepsilon\mu \sqrt{\frac{1}{s_0 + K\lambda}}$. Since $\mu|\theta, \lambda$ is Normal, an argument similar to that in the proof of Proposition 1 shows that

$$\int_{B(\mu|\theta, \lambda)} \pi(\mu'|\theta, \lambda) d\mu' \leq \int_{-\varepsilon\mu}^{\varepsilon\mu} \phi(z) dz < q_{\text{max}}$$

so long as $\varepsilon\mu < 0.1467$. Next, consider $B(\theta|\mu, \lambda) \subset \mathbb{R}^K$ and notice that $B(\theta|\mu, \lambda) \subset B_1(\theta_1|\mu, \lambda) \times \cdots \times B_K(\theta_K|\mu, \lambda)$ where $B_i(\theta_i|\mu, \lambda) = \theta_i \pm \varepsilon\theta \sqrt{\frac{1}{\lambda_\theta + m\lambda_e}} \subset \mathbb{R}$. Further, since the $\theta_i|\mu, \lambda$ are independently Normal with variance $(\lambda_\theta + m\lambda_e)^{-1}$, we can write the joint conditional density as $\pi(\theta|\mu, \lambda) = \prod_{i=1}^K \pi_i(\theta_i|\mu, \lambda)$. Thus using similar arguments to those above, $\varepsilon\theta < 0.6567$ guarantees

$$\int_{B(\theta|\mu, \lambda)} \pi(\theta'|\mu, \lambda) d\theta' \leq \prod_{i=1}^K \int_{B_i(\theta_i|\mu, \lambda)} \pi_i(\theta_i'|\mu, \lambda) d\theta_i' \leq \left( \int_{-\varepsilon\theta}^{\varepsilon\theta} \phi(z) dz \right)^K < q_{\text{max}}.$$

Finally, consider $B(\lambda|\theta, \mu) = B_{\lambda_\theta}(\lambda_\theta|\theta, \mu) \times B_{\lambda_e}(\lambda_e|\theta, \mu)$. For ease of exposition, let $\beta_i := \beta_i(\theta, \mu)$ for $i = 1, 2$ and recall that, independently, $\lambda_\theta|\theta, \mu \sim \Gamma(\alpha_1, \beta_1)$ and $\lambda_e|\theta, \mu \sim \Gamma(\alpha_2, \beta_2)$ with joint density $\pi(\lambda|\theta, \mu) = \pi(\lambda_\theta|\theta, \mu)\pi(\lambda_e|\theta, \mu)$. Further, define $\bar{\lambda}_\theta = \beta_1\lambda_\theta \sim \text{Exp}(\alpha_1)$ with density $f(\bar{\lambda}_\theta)$ and $\bar{\lambda}_e = \beta_2\lambda_e \sim \text{Exp}(\alpha_2)$ with density $f(\bar{\lambda}_e)$ where we say $X \sim \text{Exp}(a)$ if it has density proportional to $e^{-ax}$ for $x > 0$. Thus, for $\varepsilon\lambda < 0.0009,

$$\int_{B(\lambda|\theta, \mu)} \pi(\lambda'|\theta, \mu) d\lambda' = \int_{B_{\lambda_\theta}(\lambda_\theta|\theta, \mu)} \pi(\lambda_\theta'|\theta, \mu) d\lambda'_\theta \cdot \int_{B_{\lambda_e}(\lambda_e|\theta, \mu)} \pi(\lambda_e'|\theta, \mu) d\lambda'_e

= \int_{\beta_1\lambda_\theta - \varepsilon\lambda \sqrt{\alpha_1}}^{\beta_1\lambda_\theta + \varepsilon\lambda \sqrt{\alpha_1}} f(\bar{\lambda}_\theta') d\bar{\lambda}_\theta' \cdot \int_{\beta_2\lambda_e - \varepsilon\lambda \sqrt{\alpha_2}}^{\beta_2\lambda_e + \varepsilon\lambda \sqrt{\alpha_2}} f(\bar{\lambda}_e') d\bar{\lambda}_e'

\leq \int_{0}^{2\varepsilon\lambda \sqrt{\alpha_1}} f(\bar{\lambda}_\theta') d\bar{\lambda}_\theta' \cdot \int_{0}^{2\varepsilon\lambda \sqrt{\alpha_2}} f(\bar{\lambda}_e') d\bar{\lambda}_e'

< q_{\text{max}}$$

where the first inequality is guaranteed by the structure of the Exponential densities.
Figure 1: Trace plots of $X_1$ for iterations 9.99e5 through 1e6 of the (a) GS, (b) CMH$_{c=0.1}$, (c) CMH$_{c=1.5}$, and (d) CMH$_{c=3}$ for the Normal-Normal example of Section 3.1.
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