Abstract

Automatic evaluation systems in the field of automatic summarization have been relying on the availability of gold standard summaries for over ten years. Gold standard summaries are expensive to obtain and often require the availability of domain experts to achieve high quality. In this paper, we propose an alternative evaluation approach based on pairwise preferences of sentences. In comparison to gold standard summaries, they are simpler and cheaper to obtain. In our experiments, we show that humans are able to provide useful feedback in the form of pairwise preferences. The new framework performs better than the three most popular versions of ROUGE with less expensive human input. We also show that our framework can reuse already available evaluation data and achieve even better results.

1 Introduction

Due to the huge amount of information contained in texts, the task of automatic text summarization (Mani, 2001; Nenkova and McKeown, 2011) is a pressing challenge nowadays and will become even more important in the future. Building summarization systems is, however, not the only challenge in this field. Evaluation of automatically generated summaries is also an active field of research.

Ideally, we would like to ask humans for their opinion about the quality of automatically generated summaries in an extrinsic evaluation (Halteren and Teufel, 2003). Since summaries are generated for humans, they should also be evaluated directly by humans. Unfortunately, manual evaluation cannot be performed at a large scale because of the huge effort which is necessary for evaluation. (Lin, 2004) reported that 3,000 hours of human effort would be required for a simple evaluation of the summaries for the Document Understanding Conference (DUC) 2003, a popular summarization shared task series. This motivates research of automatic evaluation methods for automatic summarization.

ROUGE (Lin, 2004), the current method of choice for evaluating automated text summarization, relies on the availability of gold standard summaries. The gold standard summaries are used to define the optimal output of a summarization system. Writing high-quality summaries, however, requires the availability of expert writers and takes a lot of effort. (Dang, 2005) reported that creating the reference summaries for the DUC 2005 shared task was a difficult endeavor with an effort of five hours to produce each reference summary. Since ROUGE needs at least four reference summaries to become reasonably reliable, the effort sums up to at least 20 hours of annotation effort per topic. For this reason, gold standard summaries are only available for a few, rather small datasets. Also the more accurate (but also even more expensive) Pyramid method (Nenkova and Passonneau, 2004) requires expensive gold standard summaries.

Lack of larger and diverse evaluation corpora limits research in automatic summarization. Furthermore, currently available automatic evaluation methods are viewed with skepticism (Rankel et al., 2013). Proper evaluation is, however, an indispensable ingredient for good research. Computing the similarity between two summaries as in ROUGE is a very difficult task. This seems to be obvious since estimating the similarity between sentences and even words is still an active field of research.

In this work, we present an alternative evaluation framework which does not use gold standard summaries to estimate the quality of summaries. Instead of comparing automatically generated summaries with gold standard summaries,
our model is trained with simple and inexpensive pairwise preferences (Thurstone, 1927; Fürnkranz and Hüllermeier, 2010) of sentences. To this end, we provide pairs of sentences from the input document of a summarization task to human annotators and ask which of the two sentences contains more important information. We use here the idea of intrinsic information importance (Hong and Nenkova, 2014; Zopf et al., 2016) which describes that information can be intrinsically important. For example, the information “Donald Trump won the U.S. presidential election” is intrinsically important. It is likely that it should also be contained in the generated summary if this information is contained in an input document.

After collecting few preferences, our model uses the preferences to generate a ranking of all sentences according to information importance. Summaries which contain sentences similar the upper part of the ranking are then considered to be better than summaries which contain unimportant sentences from the lower part of the ranking.

Pairwise preferences are an appealing form of annotation, since they are much easier to generate than producing complex gold standard summaries. Not only collecting the annotations is easier, but also using the collected annotations is much simpler. The presented model does not have to solve the difficult task of estimating the similarity between generated and gold standard summaries. Instead, the model uses the ranking to estimate the summary quality.

Figure 1 provides an illustration of the traditional evaluation and our new model. On the left, the input documents are illustrated which should be summarized. In the upper part gold standard summaries are generated by humans and used to estimate the quality of an automatically generated summary. In the lower part, we collect pairwise preferences of sentences and use the preferences for evaluation.

An evaluation on topics from two standard datasets, looking at predicting the relative ratings of automatically generated summaries, shows that our new evaluation model is as good as or better than existing methods, at a much lower annotation cost.

2 Related Work

In this section, we will recapitulate previous work in automated text summarization evaluation, focusing on three important approaches, namely model-free evaluation, ROUGE, and Pyramid. The evaluation methods are ordered according to their annotation requirements from none (model-free evaluation) to high (Pyramid). In addition to the most prominent methods described below, several evaluation models were developed in the Automatically Evaluating Summaries Of Peers (AESOP) shared tasks. The systems in this shared task also considered reference summaries as additional information to evaluate a reference summary and are therefore as expensive as ROUGE in terms of required human annotation. Similarly, Giannakopoulos and Karkaletsis (2013) use machine learning to learn a linear combination of n-gram methods to evaluate summaries. Mackie et al. (2014), Giannakopoulos (2013), and Cohan and Goharian (2016) investigate evaluation for microblog, multilingual, and scientific summarization, respectively. Our evaluation, on contrary, uses newswire datasets since this is the most prominent application domain for automatic summarization. Furthermore, we focus on evaluating the information content of summaries and do not evaluate linguistic quality. This is, for example, captured by Pitler et al. (2004).

2.1 Model-free Evaluation

Model-free evaluation methods Jensen-Shannon divergence (Louis and Nenkova, 2013) do not require human input such as gold standard summaries and can therefore be applied without additional cost. The quality of model-free evaluation methods is however limited, which is validated in our experiments (see Section 5).
2.2 ROUGE

ROUGE (Lin, 2004) was first used in the Document Understanding Conference (DUC) (Over et al., 2007) and is nowadays the method of choice for automatic evaluation in text summarization. Many popular summarization systems were evaluated with ROUGE (Erkan and Radev, 2004; Mihalcea and Tarau, 2004; Gillick et al., 2009; Lin and Bilmes, 2011). It is inspired from the BLEU evaluation method (Papineni et al., 2002) and is based on measuring lexical n-gram overlap of (stemmed) tokens between generated and gold standard summaries. Researchers usually report the n-gram recall of a summary to evaluate the quality of a summary. The quality of ROUGE is often criticized in the research community. Sjöbergh (2007), for example, shows nicely how the ROUGE recall scoring can be fooled easily. A simple greedy language model based on the source documents extracts frequent bi-grams which are likely to occur in the reference summaries. The generated texts are merely lists of bi-grams and not meaningful sentences which cannot be considered to be summaries. However, they achieve superhuman ROUGE recall scores. In the TAC 2008 shared task (Dang and Owczarzak, 2008), both ROUGE-2 and ROUGE-SU4 score automatic systems higher than human summaries, which would lead to the conclusion that these systems are able to produce better summaries than humans. Furthermore, studies show that the correlation between ROUGE scores and human judgments may not be significant in non-newswire genres and other summary types (Liu and Liu, 2008). ROUGE also has many parameters (Graham, 2015), which makes reproduction and comparison of results problematic. Last but not least, ROUGE computes text similarity only based on simple string matching. Expressing the same information with different words is not rewarded by ROUGE. In addition to Graham (2015), Owczarzak et al. (2012) and Rankel et al. (2013) analyze ROUGE in more detail.

Agreement with human judgments (Owczarzak et al., 2012) can be used instead of Pearson’s correlation to validate an automatic evaluation model. Measuring agreement allows to obtain a better understanding of the performance of an evaluation model compared to the Pearson correlation. We will also use agreement similarly to Owczarzak et al. (2012) in our experiments.

2.3 Pyramid

The Pyramid method (Nenkova et al., 2007) (similar to (Teufel and Van Halteren, 2004)) was used in the Text Analysis Conference (TAC) (Dang and Owczarzak, 2008) and goes beyond lexical comparisons. It is based on Summarization Content Units (SCUs, later also called Summary Content Units). An SCU is a set of lexical expressions with same meaning (e.g. "2 people passed away", "two persons died"). After generating the gold standard summaries, SCUs are extracted from these summaries and are weighted by their occurrence frequency in an additional annotation step. Furthermore, every generated summary has to be annotated individually with SCUs before the Pyramid method can be applied. (Nenkova and Passonneau, 2004) have already reported that a large-scale application of the Pyramid method is infeasible. (Over et al., 2007) report a huge effort for the annotation process in the DUC challenges. This additional annotation effort is unattractive for researchers, who prefer automatic methods such as ROUGE. This is validated by the few applications of the Pyramid method until today. The need for more human annotation also introduces an additional source for annotation mistakes. Inspecting the annotations in the TAC 2008 dataset in detail reveals that this is not only a theoretical issue but has practical implications.1 PEAK (Yang et al., 2016) is an attempt to automate the Pyramid evaluation (similar to (Passonneau et al., 2013)). PEAK also requires reference summaries and is therefore as expensive as ROUGE.

2.4 Qualitative Feedback in Other NLP Tasks

Simple and inexpensive qualitative human feedback has already been used in the field of machine translation (Callison-Burch, 2009; Callison-Burch et al., 2012; Guzmán et al., 2015). (Snow et al., 2008) showed that in a wide variate of NLP tasks, cheap non-expert labels can replace expensive expert annotations. In comparison to our work, we are not asking non-experts to perform the same task as expert annotators (namely writing references summaries) but replace the complex task with a simpler tasks (providing qualitative feedback in form of pairwise preferences).

---

1We found several issues such as not annotating parent SCUs, missing SCUs in sentences, and different annotations for equal sentences.
3 Problem Definition

First, we define $T$ to be the set of all possible texts which can be considered to be summaries. For a given set of source documents $D$, we define a binary relation $>_D \subset T \times T$ with the intuition that $a >_D b$ holds for two texts $a, b \in T$ if and only if $a$ is considered to be the better summary of document collection $D$ than $b$. Whenever the context is clear, we will omit $D$ and write $a > b$ for short. The relation $>$ induces a strict total order (given that ties are not allowed) over $T$. A text which ranks high according to $>_D$ is a good summary of the document collection $D$.

How good summaries are is annotated in summarization corpora only for a very small subset of assessed texts $T^+ \subset T$ by human annotators. We use the relation $>_*$ to express in which order summaries are ranked by humans in summarization corpora for each document set $D$ (also called topic or cluster). The relation $>_*$ therefore models the human judgments. For not assessed texts $T^- = T \setminus T^+$ the human judgment is unknown.

The quality of an evaluation method $E$ can be assessed by measuring the agreement with the human judgments. Evaluation models define (implicitly) a ranking $>_E$ by assigning scores to summaries or predicting the ranking directly. Calculating the agreement of the ranking $>_E$ with the human ranking defined by $>_*$ provides a scores which can be used to assess the performance of evaluation models. Measuring the agreement between two relations (which are sets) can be easily done by computing the intersection of both sets:

$$\text{Agreement}(>_*,>_E) = \frac{|>_* \cap>_E|}{|>_*|} \quad (1)$$

This evaluation of evaluation models is similar to the definition of Agreement and Contradiction in Owczarzak et al. (2012): “Agreements occur when the two evaluation metrics make the same distinction between System A and System B (...). Contradictions occur when both metrics find a (...) difference between A and B, but in opposite directions.” A perfect evaluation model, which predicts the preference for all pairs of summaries correctly, will have an agreement of 1 whereas a random evaluation model, which always predicts the preference randomly, will have an expected value of 0.5 according to this measure.

We prefer to use the agreement as defined in Equation 1 for evaluation since it can be much better interpreted (Owczarzak et al., 2012). Furthermore, Pearson’s correlation is known to be sensitive to outliers, is only able to measure linear correlations, and requires normally distributed, interval scaled residuals (Anscombe, 1973). These properties cannot be assumed to be given when comparing human scores and automated evaluation measures. We therefore prefer to use the agreement according to human judgments as defined in Equation 1 instead of calculating Pearson’s correlation.

4 Preference-based Evaluation of Summaries

In this section, we present a novel framework which does not infer a ranking of automatically generated summaries based on gold standard summaries but based on pairwise preferences. The fundamental idea is not to rely on expensive gold standard summaries as previous work does, but to ask annotators for their preferences about sentences. Annotates label pairs of sentences with a preference label which indicates which sentence contains more important information. Figure 2 illustrates such a pairwise preference annotation. A human would likely prefer the first sentence to be included in a summary instead of the second sentence because the first sentence contains more important information. Based on the preferences, our model generates a ranking which reflects the importance of information which is contained in the sentences. Sentences with important information will be ranked high whereas sentences containing only less important information will be ranked low.

Figure 2: Example of a pairwise preference annotation of two sentences. The first sentence is preferred over the second sentence because the first sentence contains more important information given that the information is not already known.

Donald Trump won the election and became president. The U.S. Congress certified the results on January 6.
4.1 Sampling Preference Annotations

The easiest strategy to select pairs of sentences for which preferences should be annotated is to sample pairs of sentences randomly and to ask annotators to provide a preference label for each sampled pair (i.e., annotating whether \( a \succ b \) or \( b \succ a \) for two randomly sampled \( a, b \in S^* \)). The sentences are sampled from all source document of a topic and are therefore independent from the automatically generated summaries. Our model will therefore not only be able to evaluate already generated summaries but also summaries which will be generated in the future.

All preferences are stored in a matrix \( M \). An entry of \( n \) at position \( M_{ij} \) indicates that sentence with index \( i \) was preferred \( n \)-times over sentence with index \( j \). To reduce the number of annotations, we apply a smooth propagation of knowledge. The idea is that we do not only obtain information about the sampled sentence pair but also about pairs which are similar to the sampled pair.

To estimate how much information can be transferred from one to another pair, we calculate the similarities between all sentences. As similarity measure we use the average of the well-known and simple Cosine similarity of TF-IDF vectors and Jaccard similarities. The combination allows to both rely the similarity computation on lexical similarity (Jaccard) and on important content words (Cosine). We define the set of all sentences in the source documents of a topic as \( S^* \). Let \((a, b), a, b \in S^*\) be one annotated sentence pair and \( \hat{a}, \hat{b} \) the vector of similarities between \( a \) and \( b \) and all sentences (i.e. \( \hat{a}_i \) denotes the similarity between \( a \) and the \( i \)-th sentence in \( S^* \)).

We define the similarity of the pair \((a_1, b_1)\) and the pair \((a_2, b_2)\) as \( \text{sim}(a_1, a_2) \ast \text{sim}(b_1, b_2) \). If \( a_1 \) is the exact same sentence as \( a_2 \) and \( b_1 \) is similar with a degree of 0.7 to \( b_2 \), we will transfer 0.7 of the information from \((a_1, b_1)\) to the pair \((a_2, b_2)\). Transferring information means that we generate additional preferences based on human preferences. If \( a_1 \) was preferred over \( b_1 \) by a human annotator, we will additionally generate a weighted preferences of with a weight of 0.7 between \( a_2 \) and \( b_2 \). This can be modeled by the outer product \( \hat{a}_i \otimes b_i \) of \( a_i \) and \( b_i \). For each annotated pair \((a, b)\), in which \( a \) was preferred by a human over \( b \), we update matrix \( M \) by \( M \leftarrow M + \hat{a} \otimes b_i \).

4.2 Sentence Score Prediction

The proposed usage of pairwise preferences between sentences is close to the idea of generating a ranking of sports teams by playing individual matches. Instead of competitions between teams, we observe competitions between sentences. The outcome of a match between teams equals to the annotation of a pair of sentences by a human annotator. Since different people can have different opinions about the importance of information (Gambsr and Gupta, 2016), we expect that one sentence will not always be preferred by humans similarly to the situation that the better sports team does not always win against a weaker opponent. This is expressed by the winning probability between teams (or sentences).

In sports, the term power ranking is used to describe a ranking which does not only rank the individual teams but also assigns a score to each team, the skill. A well-known method to generate a power ranking is the Bradley-Terry (BT) model (Bradley and Terry, 1952). It estimates the utilities \( v(a), v(b) \) of two teams (or two sentences) \( a \) and \( b \) so that the winning probability of \( a \) against \( b \) equals the score of \( a \) divided by the sum of the scores of \( a \) and \( b \):

\[
p(a \text{ is prefered over } b) = \frac{v(a)}{v(a) + v(b)} \tag{2}
\]

An algorithm to find a maximum-likelihood estimator (MLE) has already been proposed in (Zermelo, 1929). To find the MLE, we iteratively perform Equation 3 for all sentences \( s_i \) until the difference between two iterations is sufficiently small.\footnote{We initialize all scores \( v(s_i) \) equally with \( v(s_i) \leftarrow \frac{1}{|S|} \).} \( \text{wins}(s_i) \) denotes the total number of wins of \( s_i \) and \( \text{duels}(s_i, s_j) \) the number of duels played between sentences \( s_i \) and \( s_j \). This information was collected in the previous step and is stored in matrix \( M \).

\[
v(s_i) \leftarrow \text{wins}(s_i) \sum_{s_i \neq s_j} \frac{\text{duels}(s_i, s_j)}{v(s_i) + v(s_j)} \tag{3}
\]

We normalize the resulting skill vector after each iteration since every multiple of the solution is also a correct solution and therefore restrict the model to converge to one particular solution.
4.2.1 Summary Score Prediction

We estimate the score of summary $s$ with function $u : T \rightarrow \mathbb{R}$ as follows:

$$ u(s) = \sum_{i=1}^{\mid s \mid} w_{s_i} \cdot v(\arg \max_{s_i \in S^*} \text{sim}(s, s_i)) \quad (4) $$

The utility of a summary is therefore defined as the weighted sum of the sentence utilities $v$. Since we do not want to restrict our model to purely extractive summaries (which would mean that all sentences contained in the automatic summary have to be exactly contained in the source documents), we estimate the score of a sentence $s_i$ in the summary by searching for the most similar sentence $s$ in the source documents with similarity function $\text{sim} : S \times S \rightarrow [0, 1]$. As weight of $s_i$, we use $\mid s_i \mid / \mid s \mid$ where $\mid \cdot \mid$ denotes the length of the summary and sentence measured in number of characters. The intuition of the weight is that a sentence contributes more to the overall score of a summary if it is longer. The score of a summary will decrease if a large fraction of the summary is occupied with a poor sentence. By using a similarity function instead of a hard matching, our method is able to generalize to unseen sentences.

The definition of $u$ in Equation 4 does not consider redundancy. Including a sentence $s$ twice would result in adding the score of $s$ twice to the summary score. This behavior of the evaluation measure is not desirable. We therefore include a redundancy penalization which does not reward redundant information. For a summary $s$, we reduce the score of sentence $s$ by

$$ v_{\text{red}}(s) = v(s) \frac{1}{\mid s \mid} \sum_{g \in s} \frac{\text{num}(g, s)}{\text{num}(g, s)} \quad (5) $$

where $\text{num}(g, s)$ and $\text{num}(g, s)$ denote the number of occurrences of the bi-gram $g$ in $s$ and $s$, respectively. $\mid s \mid$ denotes the number of bi-grams in $s$.

4.3 Reusing Available Annotation Information

For already existing summarization corpora, reference summaries and/or Pyramid annotations have already been created. Instead of generating new preference annotations by asking human annotators, we can also reuse the available data to simulate annotations. To this end, we define functions $w_t$ and $w_p$ which estimate the score of a single sentence based on reference summaries (r) and Pyramid scores (p), respectively. We will use the scores generated by $w_t$ and $w_p$ to simulate annotations of sentence pairs. For two sentence $a, b$ we can simulate a human preference annotation of $a \succ b$ if $w_t(a) > w_t(b)$ and a win of $b$ over $a$ otherwise (equivalent for $w_p$).

For a set of gold standard summaries $R$, we define $w_r : S \rightarrow \mathbb{R}$ simply to be the maximum similarity to the sentences in the gold standard summaries:

$$ w_r(s) = \max_{t \in R, t \in R^*} \text{sim}(s, t) \quad (6) $$

If a very similar sentence appears in a gold standard summary, $s$ will receive a high score. If no similar sentences are in the gold standard summaries the sentence will receive a low score.

Given that Pyramid annotations are available (as in the TAC 2009 corpus, for example), we can define the score of a sentence as the sum of the weights of the matched unique SCUs (similar to the Pyramid method). Annotations are, unfortunately, only available for all sentences in the documents in $T^+$ and not for sentences in $S^*$. We therefore search for sentence $s$ in $S^*$ for the most similar sentence $\hat{s}$ in the documents in $T^+$

$$ \hat{s} = \arg \max_{t \in T, t \in T^+} \text{sim}(s, t) \quad (7) $$

and set the score of $s$ to

$$ w_p(s) = \sum_{\text{scu} \in \hat{s}} \text{weight}(\text{scu}) \quad (8) $$

where $\text{scu} \in t$ are all unique SCUs contained in $t$ and $\text{weight}(\text{scu})$ denotes the weight of an SCU as defined in (Nenkova and Passonneau, 2004). As described above, we will observe wins and losses between pairs based on the estimated scores.

5 Experiments

We provide in this section a detailed analysis of our proposed evaluation method. For the experiment, we use eight topics from two popular multi-document summarization datasets, the DUC 2004 (DUC04) and TAC 2009 (TAC09) corpora, which are freely available upon request. Each topic in the datasets contains ten source documents. Each topic contains automatically generated summaries which were generated in the DUC 2004 and TAC 2009 shared tasks. All automatically
generated summaries were evaluated by humans. Each summary was labeled with a score from 1 to 5 (DUC04) or 1 to 10 (TAC09) indicating the information content of the summary. Evaluation of grammatically, writing style, etc. is not included in the scores. An evaluation model predicts the preference for two selected summaries correctly if the model predicts the same preference according to the annotated reference scores and incorrectly otherwise. We do not consider ties in the experiments. In the following, we report the agreement as described in Equation 1 for various experiments. We use the abbreviations JS (Jensen-Shannon), R1 - R4 (ROUGE-1 - ROUGE-4), SU4 (ROUGE-SU4), and PY (Pyramid (Nenkova and Passonneau, 2004)) to denote the reference systems.

5.1 Manual Annotations

In the first experiment, we investigate whether humans are able to provide useful feedback in the form of pairwise preferences.

To evaluate our model, we annotated 200 randomly sampled sentence pairs for the first four topics in the DUC04 and the first four topics in the TAC09 corpus with pairwise preferences. The preferences were used (including the previously described smoothed sampling) as input for the proposed model. The results are shown in Table 1. Column man denotes the performance of our new model and column Time (min) indicates how much time was required to generate the annotations. This information is in particular important for this paper since our main aim is to develop a cheap evaluation framework. In average, our model achieves an agreement of 0.673 in DUC04 and 0.688 in TAC09. This means, that 67.3/68.8 percent of all pairs of manually rated summaries were predicted correctly. This outperforms the best versions of ROUGE in the respective corpora (SU4 with 65.1 percent in DUC04 and R2 with 66.0 percent in TAC09).

With an average annotation time per topic of 53 and 54 minutes our model needs much less annotation effort than ROUGE.

5.2 Weak Supervision with Additionally Simulated Annotations

In the next experiment, we are interested whether we can simulate additional annotations based on already available reference summaries and Pyramid annotations. The automatically annotated pairs can be considered to be an additional weak supervision for the model. We simulated 200 additional pairs and annotated the pairs with a preference label based on reference summaries and/or Pyramid annotations. In the results of an experiment where we sampled 1,000 simulated pairwise annotations. Without any additional annotation effort, the new model is able to

Table 1: Agreement of preference based evaluation as defined in Equation 1 of different versions of Jensen-Shannon, ROUGE and our novel model based on manually labeled pairwise preferences.

|        | JS | R1 | R2 | R3 | R4 | SU4 | man |
|--------|----|----|----|----|----|-----|-----|
| DUC04  | 0.480 | 0.651 | 0.639 | 0.649 | 0.606 | 0.558 | 0.673 |
| TAC09  | 0.565 | 0.638 | 0.668 | 0.660 | 0.674 | 0.663 | 0.688 |

Table 2: Agreement of different versions of ROUGE and Pyramid (PY) and our novel models based on human and automatically generated pairwise preferences in addition to manually labeled preferences.

|        | R1 | R2 | R4 | PY | man | man | man |
|--------|----|----|----|----|-----|-----|-----|
| DUC04  | 0.651 | 0.639 | 0.606 | n/a | 0.722 | n/a | n/a |
| TAC09  | 0.638 | 0.668 | 0.674 | 0.715 | 0.682 | 0.707 | 0.717 |
perform much better than ROUGE at DUC 2004. In TAC 2009, our model achieves similar performance as the best performing evaluation based on Pyramid annotations. We conclude that automatically generating pairwise preferences based on already available reference summaries is already sufficient to outperform ROUGE. Pairwise preferences generated based on the more expensive Pyramid annotations do not improve the performance.

### 5.4 Convergence

In the next experiment, we investigate how agreement changes with an increasing amount of annotations. Figure 3 shows how agreement improves with more annotations. We sampled $n$ annotations (horizontal axis) randomly from the human annotations and averaged the resulting agreement scores (vertical axis) of 100 runs to obtain reliable results. We observe a continuous improvement of agreement in all four topics in the TAC 2009 dataset which indicates that sampling more annotations can further improve the performance of our system.

![Figure 3: Agreement trajectories averaged over 100 runs per topic in the TAC 2009 corpus.](image)

### 5.5 Ranking Evaluation

We now investigate the ranking generated by our model directly. Since individual sentences are annotated in the TAC 2009 corpus with SCUs, we can generate a ranking of the sentences and directly compare this ranking with the ranking generated by our model. Table 4 shows the percentage of correctly ordered sentence pairs (similar to Kendall’s $\tau$) for our model without and with smoothed sampling.

|  | man | pyr | ref |  | man | pyr | ref |
|---|---|---|---|---|---|---|---|
| DUC04 | 0.683 | 0.987 | 0.661 | smoothed | 0.727 | 0.941 | 0.698 |
| TAC09 | 0.644 | 0.709 | 0.644 | | | |

Table 4: Percentage of correctly ordered sentence pairs in the TAC 2009 corpus for both a non-smoothed and a smoothed sampling.

Smoothed sampling improves the ranking of the model if we use 200 manual or 200 reference summary-based preferences in the TAC 2009 corpus. Given that we can sample pairs based on Pyramid scores, the model is able to reconstruct the ranking almost perfectly if we do not use smoothed sampling. With smoothed sampling, the performance decreases in this case. The result confirms the previously observed performance at summary scoring where preferences based on Pyramid annotations performed best followed by manually generated preference annotations.

### 6 Conclusions & Outlook

Evaluating automatically generated summaries is a challenging task and creating annotations which are required by applications such as ROUGE or Pyramid is laborious and expensive. We presented an alternative model which does not rely on reference summaries or Pyramid annotations but only on simple pairwise preferences of sentences.

We showed in our experiments that the proposed model is able to perform better than the current state-of-the-art ROUGE method with less expensive annotations and that humans are able to provide useful feedback in the form of pairwise preferences. In combination with already available references summaries and Pyramid annotations, we were able to simulate more annotations, which improved performance further.

We conclude that gold standard summaries are not the only usable human feedback which can be used for summary evaluation. Investigating other kinds of feedback such as pairwise preferences might be a promising future research direction.

In future work, we would like to investigate whether we can use crowd-sourcing platforms to...
collect pairwise preferences on a large scale. Furthermore, we want to investigate whether we can reduce the number of required preferences with smarter sampling methods. Active learning methods can be used to replace the simple random sampling strategy. Additionally, the investigation of more sophisticated similarity functions can potentially improve the model’s performance.
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