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ABSTRACT
Metagenomic studies have increasingly utilized sequencing technologies in order to analyze DNA fragments found in environmental samples. One important step in this analysis is the taxonomic classification of the DNA fragments. Conventional read classification methods require large databases and vast amounts of memory to run, with recent deep learning methods suffering from very large model sizes. We therefore aim to develop a more memory-efficient technique for taxonomic classification. A task of particular interest is abundance estimation in metagenomic samples. Current attempts rely on classifying single DNA reads independently from each other and are therefore agnostic to co-occurrence patterns between taxa. In this work, we also attempt to take these patterns into account. We develop a novel memory-efficient read classification technique, combining deep learning and locality-sensitive hashing. We show that this approach outperforms conventional mapping-based and other deep learning methods for single-read taxonomic classification when restricting all methods to a fixed memory footprint. Moreover, we formulate the task of abundance estimation as a Multiple Instance Learning (MIL) problem and we extend current deep learning architectures with two different types of permutation-invariant MIL pooling layers: a) deepsets and b) attention-based pooling. We illustrate that our architectures can exploit the co-occurrence of species in metagenomic read sets and outperform the single-read architectures in predicting the distribution over taxa at higher taxonomic ranks.

1 Introduction
Over the last decades, advancements in sequencing technology have led to a rapid decrease in the cost of genome sequencing [54], while the amount of sequencing data being generated has vastly increased. This is attributable to the fact that genome sequencing is a tool of utmost importance for a variety of fields, such as biology and medicine, where it is used to identify changes in genes or aid in the discovery of potential drugs [36, 42]. Metagenomics is a subfield of biology concerned with
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the study of genetic material extracted directly from an environmental sample [13, 24]. Significant efforts have been carried out by projects such as the Human Microbiome Project (HMP) [36] and the Metagenomics of the Human Intestinal Tract (MetaHIT) project [42] in order to understand how the human microbiome can have an effect on human health. An important step in this process is the classification of DNA fragments into various groups at different taxonomic ranks, typically referencing the NCBI Taxonomy for the relationships between the samples against which fragments are matched [55]. In this taxonomy, organisms are assigned taxonomic labels and are thus placed on the taxonomic tree. Each level of the tree represents a different taxonomic rank, with finer ranks such as species and genus being close to the leaf nodes and coarser ranks such as phylum and class closer to the root.

We consider the problem of metagenomic classification, where each individual read is assigned a label or multiple labels corresponding to its taxon at each taxonomic rank. One could simply identify the taxon at the finest level of the taxonomy and then extract the taxa at all levels above by following the path to the root. The problem with this approach is that for certain reads, we might not be able to accurately identify the species of the host organism, but nevertheless be interested in coarser taxonomic ranks. This can apply in cases where little relevant reference data is available for a sequencing data set, such as deep sea metagenomics data [51] or public transit metagenomics [1, 14], so an accurate prediction at higher taxonomic ranks may be more informative for downstream analysis [44]. This happens especially when reads come from regions of the genome that are conserved across species, but may be divergent at higher taxonomic ranks. Furthermore, in many cases we are also interested in the distribution of organisms in an environmental sample alongside the classifications of individual fragments.

The closely related task of sample discovery, in which the closest match to a query sequence is found in an annotated database of reference sequences, has drawn considerable attention in recent years [17, 20, 40, 48, 4, 3, 39, 28]. While these methods may be used as a back end for classification given metadata associating each sample to its respective taxonomic ranks, this usually comes at the expense of large database sizes. To overcome this, these tools provide various means to trade off accuracy for representation size. Exact methods, for example, may allow for the use of more highly compressed, but slower data structures [39, 2], or for the subsampling of data at the expense of greater false negatives [40]. On the other hand, approximate methods trade off smaller representation size for increased false positives [48, 4, 3].

Alongside these approaches, deep learning has also shown great promise and has become increasingly prevalent for approaching biological classification tasks. In recent years, we have seen various attempts of using deep learning to solve tasks such as variant calling [41] or the discovery of DNA-binding motifs [59]. These methods even outperform more classical approaches, despite the relative lack of biological prior knowledge incorporated into those models.

In this work, we develop new memory-efficient deep learning methods for taxonomic classification. Furthermore, we formulate the task of abundance estimation as an instance of Multiple Instance Learning (MIL). MIL is a specific framework of supervised learning approaches. In contrast to the traditional supervised learning task, where the goal is to predict a value or class for each sample, in MIL, given a set of samples, the goal is to assign a value to the whole set. A set of items is called a bag, whereas each individual item in the bag is called an instance. In other words, a bag of instances is considered to be one data point [17]. More formally, a bag is a function \( B : \mathcal{X} \rightarrow \mathbb{N} \) where \( \mathcal{X} \) is the space of instances. Given an instance \( x \in \mathcal{X} \), \( B(x) \) counts the number of occurrences of \( x \) in the bag \( B \). Let \( \mathcal{B} \) be the class of such bag functions. Then the goal of a MIL model is to learn a bag-level concept \( c : \mathcal{B} \rightarrow \mathcal{Y} \) where \( \mathcal{Y} \) is the space of our target variable.

In the context of metagenomic classification, we consider the instances to be DNA reads. Our goal is to directly predict the distribution over a given set of taxonomic ranks in the read set (the bag). So for each taxon, our output is a real number in \([0, 1]\), denoting the portion of the reads in the read set that originated from that particular species. The motivation for this is that in a realistic set of reads, certain organisms tend to appear together. It might thus be possible to exploit the co-occurrence of organisms to gain better accuracy [10].

Our main contributions are:

- A new method for learning sequence embeddings based on locality-sensitive hashing (LSH) with reduced memory requirements.
• A new memory-efficient deep learning method for taxonomic classification.
• A novel machine learning model for predicting the distribution over taxa in a read set, combining state-of-the-art deep DNA classification models with read-set-level aggregation in a multiple instance learning (MIL) setting.
• A thorough empirical assessment of our proposed single-read classification models, showing significant memory reduction and superior performance when compared to equivalent mapping-based methods.
• A thorough empirical assessment of our proposed MIL abundance estimation models showing comparable performance in predicting the distributions of higher level taxa from read sets with significantly lower memory requirements.

In the rest of this paper, we give an overview of previous related work in Section 2, describe our data generation method and machine learning models in Section 3 and analyse the results of our experiments in Section 4. An overview of our proposed architectures is depicted in Figures 3 and 2.

2 Related Work

To solve the problem of metagenomic classification, traditional methods rely on the analysis of read mappings to classify each DNA fragment. Given a DNA read, one first needs to match $k$-mers to a large database of reference genomes to detect candidate segments of target genomes, followed by approximate string matching techniques to match the string to these candidate segments. A well-known and widely used tool that uses alignment is BLAST, which is a general heuristic tool for aligning genomic sequences. Results from these matches can then be used to compute a taxonomic classification using MEGAN [25]. Other mapping-based tools specifically designed for metagenomics include Centrifuge [29], Kraken [57], and MetaPhlAn [46]. These methods make trade-offs of sensitivity for scalability. For example, BLAST is highly sensitive, but not scalable to databases of unassembled sequencing data, while more approximate methods like Kraken are well suited for such large databases. In particular, the accuracy of Kraken can be tailored to the desired size of the final database by selectively discarding the stored $k$-mers, at the expense of an increased number of false negatives. In additional, tools such as Bracken have been developed for estimating the abundances of taxonomic ranks by post-processing read classifications [33]. Moreover, recent deep learning approaches have outperformed these methods in classifying very long reads with high error-rates [44].

Most of the previous attempts using machine learning focused on 16S rRNA sequences due to their high sequence conservation across a wide range of species. An example is the RDP (Ribosomal Database Project) classifier which uses a Naïve Bayes classifier to classify 16S rRNA sequences [52]. The disadvantage of this method is the loss of positional information due to the encoding of the sequence as a bag of 8-letter words. However, the generalizability of this model to sequencing data drawn from other genomic regions is unclear. Similarly, [50] use probabilistic topic modeling in order to classify 16S rRNA sequences in the taxonomic ranks from phylum to family. Another interesting approach is taken by [5] which uses Markov models to classify DNA reads and can even be combined with alignment methods to increase performance. In addition, [9] use a CNN architecture to classify 16S sequences, while other approaches also proposed to use recurrent neural networks on sequences [19]. Other machine learning approaches include [35] who learn low-dimensional representations of reads based on their $k$-mer content and [34] that combine locality sensitive hashing based on LDPC codes with support vector machines.

More recent attempts for solving the general metagenomic classification problem focus on using deep learning to tackle it as a supervised classification task. Two examples of such attempts are GeNet [44], which attempts to leverage the hierarchical nature of taxonomic classification, and DeepMicrobes [31], which first learns embeddings of $k$-mers and subsequently uses those to classify each read. We use GeNet and a simplified version of DeepMicrobes as baselines and explain them in more detail in Section 3. These methods however require significant amount of GPU memory to achieve high classification accuracy. [31], for example, can reach memory requirements of up to 50 GB when large $k$-mers need to be encoded. Numerous different methods have been proposed for the reduction of such large embeddings, including feature hashing [53] and hash embeddings [49].
3 Models and Methods

For our experiments, we compare against both mapping-based and alignment-free methods such as Centrifuge [29] and Kraken [57], and the more recent deep learning techniques GeNet [44] and EmbedPool [31]. Furthermore, we tackle the problem of abundance estimation by adding a multiple instance learning (MIL) pooling layer to our models, in order to capture interactions between reads and directly predict the distribution over species in metagenomic samples.

3.1 Data set generation

For training, validation, and evaluation of the deep learning models, we use synthetic reads generated from bacterial genomes from the NCBI RefSeq database [55], from which we use a subset of 3,332 genomes comprising 1,862 species similar to the data set used in [44]. We use NCBI’s Entrez tool [45] to download the genomes and the taxonomic data. The number of taxa in each taxonomic rank is summarized in Table S1 in Appendix A. The full list of accession numbers for the genomes used is included in our GitHub repository.

For training, we generate a data set large enough for the models to converge, containing a total of 430,080,000 reads. We follow an iterative procedure similar to the one described in [44] to create mini-batches of reads. For each read in the mini-batch, its source genome is first selected uniformly at random. Then, the genome is used as input to the software InSilicoSeq [23] in order to generate the read. We simulate 151 bp error-free reads (default length of InSilicoSeq) used for training, while we generate more realistic reads with Illumina NovaSeq-type noise for validation and evaluation of our models. This approach allows us to evaluate the performance and generalization ability of our models in more realistic settings where sequencing noise is present. The evaluation of all methods was done on a total of 5,242,960 NovaSeq type reads.

Training of the MIL models for abundance estimation is different, where a batch consists of a small number of bags of reads, each containing reads sampled using a more realistic distribution over the genomes. The procedure used is similar to the one used by the CAMISIM simulator [18] and described in more detail in Section 3.1.1. An example rank-abundance curve for each taxonomic rank generated by this procedure is shown in Figure 1.

Each bag is supposed to simulate a different microbial community, and hence, the generation procedure is repeated for each bag. The more realistic bags allow the MIL models to capture the interactions between the reads coming from related species and capture potential overlap in the reads originating from the same taxa.

Hyperparameter search was performed for all models. Details on the exact parameters can be found in Appendix B.

3.1.1 Sampling a realistic set of reads

In order to sample bags with a more realistic community of bacteria, we propose a method similar to the one by [18]. Given a set of all the taxa \( T \) at a higher level (e.g., genus or family), we sample \( |T| \) numbers from a lognormal distribution with \( \mu = 1 \) and \( \sigma = 2 \):

\[
T_i \sim \text{Lognormal}(x; \mu, \sigma) = \frac{1}{x\sigma\sqrt{2\pi}} \exp\left(-\frac{(\ln x - \mu)^2}{2\sigma^2}\right) \tag{1}
\]

Then, for a taxon \( t_i \) with \( n \) genomes associated with it, we choose to include in our microbial community only \( l_i \) random genomes where \( l_i \) is sampled from a geometric distribution with \( \mu = 5 \):

\[
P(X = l_i) = \left(1 - \frac{1}{\mu}\right)^{l_i} \frac{1}{\mu} \tag{2}
\]

To calculate the abundance of a genome \( g_j \) belonging to taxon \( t_i \), \( l_i \) random numbers \( Y_1 \ldots Y_{l_i} \) are sampled from a lognormal distribution as in equation (1). The abundance for the genome is then calculated as:

\[
A_j = \frac{Y_j}{\sum_{k=1}^{l_i} Y_k} T_i \tag{3}
\]
Finally, all abundances are normalized to produce a probability vector over all the genomes in the data set. When sampling a read set, a genome is selected by sampling from the distribution produced. Reads are then simulated from the genome sample using the software package InSilicoSeq.

### 3.2 Mapping-based baselines

#### 3.2.1 Kraken 2

Kraken 2 is a state-of-the-art taxonomic classification method that attempts to exactly match k-mers to reference genomes in its database. Kraken 2.0.8-beta was used for this study. Kraken 2 constructs a database containing pairs of the l-mer canonical minimizers of k-mers and their respective lowest common ancestors. Additionally, Kraken 2 allows for the user to specify a maximum hash table size in order to create databases that require less memory. This is achieved by a subsampling approach, reducing the number of minimizers included in the hash table. However, the accuracy of this method deteriorates significantly as the size of the database decreases. In addition, with larger databases, the overhead of loading the database into memory can be significant as shown in Table 2.

The size of the complete database for our selected genomes is 12 GB. For comparison purposes, we also build Kraken databases of three sizes in addition to the complete one: 8 GB, 500 MB, and 200 MB. The two smallest sizes in particular are comparable to the sizes of our proposed models.

For abundance estimation, we combine Kraken with Bracken. Bracken takes the classification results of Kraken and re-estimates the frequencies of fragments assigned at lower taxonomic ranks by applying Bayes’ theorem. Bracken is especially useful in cases where a classification at a lower taxonomic rank (e.g., species) was not accurately determined by Kraken but an assignment at a higher level (e.g., genus), was nevertheless determined. Bracken can heuristically assign reads in these cases to lower taxonomic ranks.
3.2.2 Centrifuge

Centrifuge [29] compresses the genomes of all species by iteratively replacing pairs of most similar genomes with a much smaller compressed genome that excludes the identical parts shared by the original pair. Subsequently, an FM-index [15] is built on top of the final genomic sequence. Classification is done by scoring exact matches of variable-length segments from the query sequences. For our selected reference genomes, the final database was 4.9 GB. Due to the nature of the compression method used, Centrifuge does not provide any additional option of further restricting the database size. Centrifuge version 1.0.4 was used in this study.

For abundance estimation, Centrifuge directly produces a Kraken style report containing the percentages for each taxon at various taxonomic ranks.

3.3 Deep learning baselines

3.3.1 Genet

GeNet leverages the hierarchical nature of the taxonomy of species to simultaneously classify DNA reads at all taxonomic ranks [44]. The procedure is similar to positional embedding as described by [21]. Given an input \( x = (x_1, \ldots, x_n) \), an embedding \( w = (w_1, \ldots, w_n) \) is computed, where \( w_j \in \mathbb{R}^5 \). The vocabulary of size 5 corresponds to the symbols for the four possible nucleotides A, C, T, G, and N (for unknown base pairs in the read). Embeddings of the absolute positions for each letter are also computed to create \( p = (p_1, \ldots, p_n) \), where \( p_i \in \mathbb{R}^5 \). The one-hot representation of the sequence, \( \alpha \), is added to the other two embeddings to create the matrix \( w + p + \alpha \). Subsequently, the resulting matrix is passed to a ResNet-like neural network which produces a final low-dimensional representation of the read. The main novelty of the architecture is the final layer used for classification, which comprises multiple softmax layers, one for each taxonomic rank. These layers are connected to each other so that information from higher ranks can be propagated towards the lower ranks. More formally, the output of softmax layer \( i \) can be written as follows:

\[
y_i = ReLU(W_i h_i) + ReLU(U_i y_{i-1}),
\]

where \( W_i \) and \( U_i \) are trainable parameters, \( h_i \) is the output of the ResNet network and \( y_{i-1} \) is the previous softmax output. \( ReLU(\cdot) \) is the rectified linear unit function. To train the model, an averaged cross-entropy loss for each softmax layer is used.

3.3.2 EmbedPool

[31] introduce multiple architectures for performing single-read classification among which the best is DeepMicrobes. It involves embedding \( k \)-mers into a latent representation, followed by a bidirectional LSTM, a self-attention layer, and a multi-layer perceptron (MLP). Unlike GeNet, this model can only be trained to classify a single taxonomic rank. Due to the significant amount of GPU memory required by the model, we implemented EmbedPool, a simpler version of DeepMicrobes (also described in the original paper) to use as a baseline. Because of the exclusion of an LSTM and a self-attention layer, EmbedPool is faster and requires less GPU memory while still achieving similar accuracy [31].

EmbedPool is a model that features an embedding layer for \( k \)-mers. In order to further reduce memory footprint, the embedding matrix only includes an entry for each canonical \( k \)-mer, approximately halving the memory requirements. Non-canonical \( k \)-mers use the embedding of their reverse complements. After the embedding is applied to each \( k \)-mer in a sequence, both max- and mean-pooling are performed on the resulting matrix and concatenated together to yield a low-dimensional representation of the read. Since the embedding dimension is set to 100, after concatenation, this results in a vector of size 200. An MLP with one hidden layer of 3000 units subsequently classifies the read. ReLU is used as the activation function. The model is trained end-to-end using cross-entropy loss.

In order to classify at multiple taxonomic ranks, one could run multiple instances of the model, each running on a different GPU. Even though EmbedPool has a lower GPU memory footprint, the requirements can still scale very quickly. When setting \( k = 12 \), the model requires 3.26 GB of memory. Just increasing \( k \) to \( k = 13 \) or \( k = 14 \), the model size significantly increases up to 13 GB and 50 GB. The training requirements can even be much higher than that due to memory required during backpropagation or for storing intermediate values, making these models very difficult to train [47] or to fit in GPU memory.
Figure 2: The two proposed memory-efficient architectures for single read classification. **LSH-EmbedPool** uses a locality-sensitive hash to place each \(k\)-mer into buckets. In this example, two of the \(k\)-mers are similar, with only one nucleotide being different. Therefore, the same embedding is used to represent both. This achieves significant memory reductions since multiple \(k\)-mers can be represented by the same embedding. **Hash-EmbedPool** uses multiple hash functions to select embeddings from a shared embedding pool where each selected vector is weighted by trainable weights. The weighted sum is then used as the final representation of the \(k\)-mer.

3.4 Proposed memory-efficient models

In this section, we describe two novel models based on EmbedPool that are very memory-efficient while achieving comparable performance when compared to both deep-learning and mapping-based baselines.

3.4.1 LSH-EmbedPool

As explained, the largest portion of the memory is used for storing the embedding matrix, which can make the models unusable for larger values of \(k\). However, a large \(k\) can have a significant effect on the performance of the resulting model. A simple, but less effective way to fix this problem is to first fix the vocabulary size to a predefined number \(h \in \mathbb{Z}\) such that \(h < 4^{k}\). Then a hash function could be used to map each \(k\)-mer to an embedding that is shared by all \(k\)-mers that collide in the same bucket. This is also known as feature hashing [53]. More formally, a hash function is a function \(H : \Sigma^k \rightarrow \mathbb{Z}_h\) where \(\Sigma^k\) is the set of all \(k\)-mers and \(\mathbb{Z}_h\) is the set of integers modulo \(h\). Given a \(k\)-mer \(w\), then \(H(w)\) can be used as an index to the embedding matrix. The problem with the described approach is that collisions can be detrimental to the training of the model since two very dissimilar \(k\)-mers can potentially be mapped to the same embedding vector, each pushing the gradient during training towards completely different directions. Furthermore, in order to keep the size of the model small and since each embedding vector has a size of 100, \(h\) cannot be much larger than \(2^{20}\) because this would again significantly increase the GPU requirements. This results in a high probability that all \(k\)-mers would collide with at least one or more other \(k\)-mers.

From our informal analysis above, it is clear that two approaches can be taken to reduce the burden of collisions: a) reduce the number of collisions, or b) avoid collision of dissimilar \(k\)-mers. **LSH-EmbedPool** follows the second approach by replacing the hash function with a locality-sensitive hashing (LSH) scheme [22, 27]. An LSH is a function that, given two very similar inputs, outputs the same hash with high probability. This is in contrast to the regular hash function where the collisions happen completely at random. LSHs have been widely used in near-duplicate detection for documents in natural language processing [50] as well as by biologists for finding similar gene expressions in genome-wide association studies [6]. For our case, we use an LSH based on MinHash. In particular we use the software sourmash [8] [1] where as a first step a list of hashes of all \(l\)-mers in a \(k\)-mer (where \(l < k\)) is created. Subsequently, the resulting hashes are sorted numerically in ascending order and the second half of the list is discarded. The remaining sorted hashes are combined by one
more application of a fast non-cryptographic hash function. For this purpose, the library \textit{xxHash} is used \cite{xxhash}. Discarding some of the hashes allows the algorithm to tolerate minor differences in \(k\)-mers, such as single nucleotide changes, and increases the probability of such \(k\)-mers being hashed to the same bucket. Furthermore, the parameter \(l\) can be used to control the sensitivity of the scheme, with smaller values resulting in a more sensitive scheme. In our experiments, we found that setting \(l\) to be approximately half of \(k\) is ideal, while our best accuracy was achieved by setting \(k = 13\) and \(l = 7\). In order to keep memory requirements to the minimum, we set the vocabulary size \(h = 2^{20}\), which results in a model of only 457.96 MB. This is a reduction of a factor of 29 compared to using a standard \textit{EmbedPool} with \(k = 13\). As with the standard \textit{EmbedPool}, the model is trained end-to-end using cross-entropy loss. Figure \ref{fig:overview} shows an overview of our architecture.

### 3.4.2 Hash-EmbedPool

In contrast to \textit{LSH-EmbedPool}, \textit{Hash-EmbedPool} follows the approach of reducing collisions. This can be achieved using hash embeddings, first introduced by \cite{EmbedPool}. Hash embeddings are a hybrid between a standard embedding and the na"{i}ve feature hashing method. As with \textit{LSH-EmbedPool}, there is a set of \(h\) shared embedding vectors. For each \(k\)-mer, we use \(q\) different hash functions \(H_0, \ldots, H_{q-1} : \Sigma^k \rightarrow \mathbb{Z}_h\), to select \(q\) embedding vectors from the pool of shared embeddings. The final vector representation of the \(k\)-mer is a weighted sum of the selected vectors using \(q\) weights \(p_1, \ldots, p_q\). The weights for each possible \(k\)-mer are stored in a second learnable matrix \(W\) of size \(4^k \times q\). More formally, let \(D : \Sigma^k \rightarrow \mathbb{Z}_h\) be a function that maps each \(k\)-mer to its unique index and \(E : \mathbb{Z}_h \rightarrow \mathbb{R}^d\) be the function that returns shared embedding vectors given an integer in \(\mathbb{Z}_h\). The final embedding of a \(k\)-mer \(w\) can be written as \(e_w = \sum_{i=0}^{q} p_i E(H_i(w))\) where \(p_i = W_{D(w),i}\). Intuitively, even though collisions can occur in the shared embedding matrix, because of the unique weighted sum of the vectors for each different \(k\)-mer, collisions in the final embedding are reduced significantly. Increasing \(q\) or \(h\) of course has the effect of further reducing the number of collisions at the cost of higher memory requirements. In our model, we found \(q = 3\) to be sufficient while \(h\) was set to \(2^{20}\) to keep memory requirements low. We found \(k = 12\) to be optimal for this model, resulting in a final model size of 553.90 MB, a reduction of a factor of 6 from a standard \textit{EmbedPool} using the same \(k\) parameter. For the hash functions \(H_0, \ldots, H_{q-1}\) we randomly sample functions from the hash family proposed by \cite{hash_family}. As with the standard \textit{EmbedPool}, the model is trained end-to-end using cross-entropy loss. An overview of the architecture is shown in Figure \ref{fig:overview}.

### 3.5 Proposed MIL methods

In this section, we present new models for abundance estimation in metagenomic read sets. Since the co-occurrence of species can be very informative in real-world samples (see Fig. \ref{fig:example}), we combine the presented deep learning approaches with permutation-invariant aggregators for multiple instance learning.

#### 3.5.1 GeNet + MIL pooling

A mini-batch of bags of reads is used as input. The first part of \textit{GeNet}, consisting of the embedding and the ResNet, is used to process each read individually. A pooling layer is then used to group all reads in each bag to create bag-level embeddings. This is also referred to as MIL pooling \cite{MIL}. The output is passed to the final layers of \textit{GeNet} in order to output a probability distribution over the taxa at each taxonomic rank. As a loss function we use the Jensen-Shannon (\(D_{JS}\)) divergence \cite{JS} between the predicted distribution and the actual distribution of the bag.

Given that a bag is a set, we require that a MIL pooling layer is permutation-invariant, that is, permuting the reads of the bag should still produce the same result. To this end, we utilize DeepSets \cite{DeepSets}. DeepSets can be formally described as follows:

\[
f(X) = \rho \left( \sum_{x \in X} \phi(x) \right) .
\]

In other words, each element of a set \(X\) is first processed by a function \(\phi(\cdot)\). The outputs are all summed together and the result is subsequently transformed by a function \(\rho(\cdot)\). \cite{DeepSets} proved that all valid functions operating on subsets of countable sets or on fixed-sized subsets of uncountable sets can be written in this form. In our case, the inputs are embeddings in \(\mathbb{R}^{S \times L}\) where \(L\) is the length of
Figure 3: The two proposed architectures for solving the MIL task. The models can process multiple reads (only two reads shown for compactness) independently from each other. During the MIL pooling phase, the outputs for each read are combined to create a representation for the whole read set. Subsequently, the model can use this to directly predict the distribution over the taxa.

3.5.2 EmbedPool + MIL pooling

Similarly to subsection 3.5.1, we use EmbedPool to process the reads individually. A MIL pooling layer is added after the mean- and max- pooling layers, the output of which is fed to the rest of the model to predict the distribution. JS-divergence is used as a loss function. For MIL pooling, we use...
DeepSets and attention-based pooling as before. An overview of the model can again be seen in Figure 3(b).

3.5.3 Hash-EmbedPool + MIL pooling

We follow the same approach as EmbedPool + MIL pooling, but each read is instead processed by a Hash-EmbedPool as introduced in section 3.4.2.

4 Results and Discussion

4.1 Single read classification

In this section, we analyze the memory requirements and performance of our proposed memory-efficient models for taxonomic classification and compare them with our baselines. The evaluation of all models was done on a total of 5,242,960 reads with Illumina NovaSeq-type noise.

Our best performing model is LSH-EmbedPool with an accuracy of 0.739, outperforming both GeNet and standard EmbedPool which scored 0.111 and 0.431, respectively. In [43], GeNet was trained on PacBio reads of length 10,000 bp and Illumina reads of length 1,000 bp. Since in most cases genome sequencing technologies like Illumina produce shorter reads in the range of 100 bp - 300 bp [43], we chose to train all our models on reads of length 151 bp. This difference explains the discrepancy between our results and the results reported by [44]. Since GeNet uses one-hot encoding rather than k-mer encoding, it might be unable to extract useful features shared across the whole genome from shorter reads. Similarly, Hash-EmbedPool outperforms both deep learning baselines. Compared to Kraken, our models achieve significantly higher accuracy when Kraken’s database is subsampled to have similar size to our models. At 500 MB, Kraken only achieves an accuracy of 0.646. Reducing the database even further, Kraken’s accuracy is 0.371, even lower than our deep learning baseline EmbedPool. Note that EmbedPool was trained with k = 8, only requiring a memory of 70.51 MB. Furthermore, the top-5 accuracy achieved by LSH-EmbedPool is comparable to the accuracy of Kraken restricted to 8 GB. Centrifuge achieves the highest classification performance, with a database size of 4.9 GB. However, this comes at the cost of a reduction in speed, with Centrifuge only being able to process 278,000 reads per minute when run on 4 threads. Comparably, Hash-EmbedPool can process 342,000 reads/min when the time required to pre-process reads is measured, and 607,000 reads/min when that time is excluded, comparable to Kraken. However, Kraken’s simple exact k-mer matching technique makes it the fastest even when the time required to load the whole database into memory is taken into account. As Kraken’s database size is reduced, the classification speed increases and the time required to load the database is less significant. Note that for the deep learning models, a single GPU was used. Classification speed can scale linearly when more GPUs are used to process multiple mini-batches of reads simultaneously. Our results demonstrate that the proposed models effectively learn memory-efficient representations while demonstrating a tradeoff between classification accuracy, speed, and memory. Classification accuracy of all models is summarized in Table 1, while speed and memory requirements are shown in Table 2.

4.2 Abundance estimation with MIL pooling

Following the comparison of our methods for taxonomic classification, we proceed to the related problem of abundance estimation. For the standard GeNet and EmbedPool, the microbiota distribution was calculated by classifying each read independently, while for our proposed models, the distribution was predicted directly by the models. An example of the output of the MIL models is shown in Figure 4.

All models were evaluated on a total of 100 bags of 1,024,000 NovaSeq-type reads each. Both GeNet + Deepset and GeNet + Attention perform better than all other deep learning models and comparably to the mapping-based methods at higher taxonomic ranks. Moreover, this accuracy is achieved with a model size 4 times smaller compared to the smallest Kraken baseline and 200 times smaller compared to the largest one. Notably, Kraken’s abundance estimation ability does not decrease significantly at higher taxonomic ranks when the database size is restricted. This is due to the fact that Kraken still has enough correctly classified reads to calculate an approximation of the true distribution after discarding all the unclassified reads. Similarly, we found that increasing the size of the deep learning models
Table 1: Accuracy comparison for single read species classification between different machine learning and conventional methods. When compared under the same memory restrictions (model size < 600 MB), our proposed methods outperform the baselines. Methods outside of that memory restriction are shown in the lower part of the table for comparison purposes.

|           | Accuracy   | Top 5 accuracy |
|-----------|------------|----------------|
| GeNet     | 0.111 ± 0.016 | 0.229 ± 0.008  |
| EmbedPool | 0.431 ± 0.010 | 0.612 ± 0.009  |
| Kraken 200 MB | 0.371 ± 0.006 | -              |
| Kraken 500 MB | 0.646 ± 0.005 | -              |
| Hash-EmbedPool (ours) | 0.719 ± 0.003 | 0.797 ± 0.003  |
| LSH-EmbedPool (ours) | **0.739 ± 0.003** | **0.814 ± 0.003** |
| Kraken 8 GB     | 0.821 ± 0.005 | -              |
| Kraken       | 0.897 ± 0.004 | -              |
| Centrifuge   | 0.929 ± 0.003 | -              |

Table 2: Comparison of runtimes and model sizes for the different methods on single read classification. As seen in Table 1, the small versions of Kraken actually perform very poorly. Centrifuge performs well (see Tab. 1), but runs more slowly and has a larger model size. Our proposed methods trade off a slightly lower accuracy for major improvements in model size and speed.

| Parameters         | Model Size   | Kseqs/min |
|--------------------|--------------|-----------|
| GeNet              | 16,110,528   | 61.46 MB  |
| EmbedPool          | 18,483,562   | 70.51 MB  |
| Hash-EmbedPool (ours) | 145,223,433 | 553.90 MB |
| LSH-EmbedPool (ours) | 120,051,462 | 457.96 MB |
| Kraken 200 MB      | -            | 200 MB    |
| Kraken 500 MB      | -            | 500 MB    |
| Kraken 8 GB        | -            | 8 GB      |
| Kraken             | -            | 12 GB     |
| Centrifuge         | -            | 4.9 GB    |

Table 3: JS-divergence for all models. Our MIL models achieve superior performance compared to other deep-learning models at higher taxonomic ranks up to Family and significantly reduce the memory requirements compared to mapping-based methods.

| Phylum | Family | Species |
|--------|--------|---------|
| GeNet  | 0.412 ± 0.057 | 0.614 ± 0.063 | 0.920 ± 0.059 |
| EmbedPool | 0.105 ± 0.027 | 0.457 ± 0.081 | 0.741 ± 0.067 |
| GeNet + Deepset (ours) | 0.053 ± 0.029 | 0.416 ± 0.131 | 1.115 ± 0.253 |
| GeNet + Attention (ours) | 0.058 ± 0.030 | 0.446 ± 0.145 | 1.140 ± 0.251 |
| EmbedPool + Deepset (ours) | 0.065 ± 0.041 | 0.540 ± 0.114 | 1.101 ± 0.227 |
| EmbedPool + Attention (ours) | 0.065 ± 0.041 | 0.539 ± 0.113 | 1.105 ± 0.245 |
| Hash-EmbedPool + Deepset (ours) | 0.059 ± 0.040 | 0.537 ± 0.112 | 1.201 ± 0.203 |
| Hash-EmbedPool + Attention (ours) | 0.060 ± 0.040 | 0.538 ± 0.111 | 1.207 ± 0.211 |
| Kraken 200 MB     | 0.037 ± 0.021 | 0.373 ± 0.054 | 0.642 ± 0.078 |
| Kraken 500 MB     | 0.015 ± 0.008 | 0.188 ± 0.049 | 0.377 ± 0.061 |
| Kraken 8 GB       | 0.012 ± 0.014 | 0.129 ± 0.038 | 0.333 ± 0.094 |
| Kraken            | 0.007 ± 0.003 | 0.098 ± 0.013 | 0.237 ± 0.056 |
| Centrifuge        | 0.00007 ± 0.000001 | 0.0014 ± 0.0005 | 0.030 ± 0.020 |
As explained in Section 1, we believe that the improvement in performance at higher taxonomic ranks is owed to the fact that the models can exploit the co-occurrence of species in realistic settings or detect overlaps of reads in a bag. A drawback of our MIL models is that, since the performance is owed to the special structure of the bags, it is unlikely that they would perform well when presented with bags with an unrealistic distribution of species (e.g., a bag with a uniformly random distribution over all species). Therefore, it is clear that the models achieve a trade-off between flexibility and performance. Moreover, our proposed MIL models perform poorly on the finer taxonomic ranks, possibly because in the MIL setting the models only observe a summary of the bag rather than a label for each instance. It might therefore be harder for them to learn adequate features. However, the greater performance on higher levels can prove beneficial for some real-world metagenomic data sets where reference data is not sufficiently available to train deep learning models accurately [1, 51].

Table 3 shows a comparison of our MIL models and the achieved $D_{JS}$ values. A comparison of GeNet + Deepset (our best performing model) and standard GeNet can be seen in Figure S1 in Appendix A.

5 Conclusions

In this work, we introduced memory-efficient models for taxonomic classification. In particular, our method for combining locality-sensitive hashing with learnable embeddings is general and could be used for other tasks where the large size of the embedding matrix would otherwise hinder the training and usability of the model. Our proposed architectures outperformed all other methods within the same memory restrictions and were comparable to mapping-based methods that require larger amounts of memory.

Subsequently, we tackled the problem of directly predicting the distribution of the microbiota in metagenomic samples. In contrast to previous methods that are based on classifying single reads, we formulated the problem as a multiple instance learning task and used permutation-invariant pooling layers in order to learn low-dimensional embeddings for whole sets of reads. We showed that our proposed method can perform better than the baseline deep learning models and comparable to mapping-based methods at the higher taxonomic ranks. Moreover, our best performing MIL models were significantly smaller compared to the mapping-based methods. The MIL models presented could be used as an initial step to filter or preselect the potential genomes that more traditional alignment methods would need to take as input in order to increase their performance.
Future work could include exploring alternative base architectures or more sophisticated pooling methods that can better capture the interactions between reads. For example, one could use Janossy pooling \cite{38}, another permutation-invariant method that can capture $k$-th order interactions between the elements of a set. Also, the models could potentially be combined with a probabilistic component, such as a Gaussian process over DNA sequences \cite{16}, to allow for uncertainty estimates on the predictions. Finally, as previously mentioned, a possible issue is that observing only the summary of the read set can make it more difficult for the model to learn adequate features for the individual reads. A solution to this could be to first learn better instance-level embeddings to use as input, in order to aid the model in learning more suitable bag-level embeddings.
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A  Supplementary material

To train and test our models, we have downloaded 3332 genomes from the NCBI RefSeq database [55]. The full list of accession numbers for the genomes used in our data set can be found in our GitHub repository (https://github.com/ag14774/META2).

Table S1: Number of taxa per rank in our data set. The selected accession numbers are a subset of the data set used by [44]. See subsection 3.1.

| Rank    | # of taxa |
|---------|-----------|
| Phylum  | 37        |
| Class   | 86        |
| Order   | 184       |
| Family  | 372       |
| Genus   | 831       |
| Species | 1862      |

Figure S1 shows the performance comparison between our best performing MIL pooling method GeNet + Deepset vs standard GeNet. It is clear that MIL pooling provides significant improvements at the higher taxonomic ranks.

In addition to training on error-free reads, we attempt to train on noisy NovaSeq reads to determine whether this approach provides any benefit. The JS-divergence achieved by all models when trained on NovaSeq type reads is shown in Table S2 while a comparison of our best performing MIL model, GeNet + Deepset, and GeNet is depicted in Figure S1.
Table S2: JS-divergence for all models trained on reads with Illumina NovaSeq noise. Our MIL models achieve superior performance compared to all deep learning models and comparable performance to mapping-based methods at higher taxonomic ranks up to *Family*. No significant improvements occur by directly training on NovaSeq noisy reads compared to error-free reads.

| Model                               | Phylum   | Family    | Species   |
|-------------------------------------|----------|-----------|-----------|
| GeNet [44]                          | 0.466 ± 0.062 | 0.633 ± 0.064 | 0.912 ± 0.057 |
| EmbedPool [31]                      | 0.135 ± 0.0319 | 0.478 ± 0.080 | 0.733 ± 0.064 |
| GeNet + Deepset (ours)              | 0.053 ± 0.028 | 0.417 ± 0.131 | 1.115 ± 0.253 |
| GeNet + Attention (ours)            | 0.062 ± 0.035 | 0.462 ± 0.139 | 1.135 ± 0.253 |
| Embedpool + Deepset (ours)          | 0.067 ± 0.041 | 0.540 ± 0.112 | 1.101 ± 0.228 |
| Embedpool + Attention (ours)        | 0.066 ± 0.040 | 0.539 ± 0.112 | 1.107 ± 0.247 |
| Hash-Embedpool + Deepset (ours)     | 0.060 ± 0.041 | 0.539 ± 0.113 | 1.202 ± 0.204 |
| Hash-Embedpool + Attention (ours)   | 0.060 ± 0.041 | 0.538 ± 0.114 | 1.208 ± 0.213 |
| Kraken 200 MB                       | 0.037 ± 0.021 | 0.373 ± 0.054 | 0.642 ± 0.078 |
| Kraken 500 MB                       | 0.015 ± 0.008 | 0.188 ± 0.049 | 0.377 ± 0.061 |
| Kraken 8 GB                         | 0.012 ± 0.014 | 0.129 ± 0.038 | 0.333 ± 0.094 |
| Kraken                              | 0.007 ± 0.003 | 0.098 ± 0.013 | 0.237 ± 0.056 |
| Centrifuge                          | 0.00007 ± 0.00001 | 0.0014 ± 0.0005 | 0.030 ± 0.020 |
B Hyperparameter grid for the trained models.

To train our models, we performed random search over the following hyperparameter grid:

Table S3: Hyperparameter grid used for training our models

| General parameters for single read models |
|------------------------------------------|
| Batch Size                               | 64, 128, 256, 512, 1024, 2048 |

| General parameters for MIL models         |
|------------------------------------------|
| Bag Size                                 | 64, 128, 512, 1024, 2048 |
| Batch Size                               | 1, 2, 4, 8 |

| GeNet                                    |
|------------------------------------------|
| Output size of ResNet                    | 128, 256, 512, 1024 |
| Use GeNet initialization scheme          | True, False |
| BatchNorm running statistics             | True, False |
| Optimizer                                | Adam, SGD |
| Learning rate                            | 0.001, 0.0005, 1.0 (for SGD) |
| Nesterov momentum (SGD only)             | 0.0, 0.9, 0.99 |

| EmbedPool                                |
|------------------------------------------|
| Size of MLP hidden layer                 | 1000, 3000 |
| Optimizer                                | Adam, RMSprop, SGD |
| Nesterov momentum (SGD only)             | 0.0, 0.5, 0.9, 0.99 |
| Learning rate                            | 0.001, 0.0005 |

| Deepset pooling layer                    |
|------------------------------------------|
| Deepset $\rho$ hidden layer size         | 128, 256, 1024 |
| Deepset output size                      | 128, 1024 |
| Dropout before $\rho$ network            | 0.0, 0.2, 0.5, 0.8 |
| Deepset activation                       | ReLU, Tanh, ELU |

| Attention pooling layer                  |
|------------------------------------------|
| Hidden layer size                        | 128, 256, 512, 1024 |
| Gated attention                          | False, True |
| Attention rows                           | 1, 10, 30, 60 |

| MinHash LSH                              |
|------------------------------------------|
| LSH $l$ parameter                        | 3, 5, 7 |

| Hash Embedding                           |
|------------------------------------------|
| Number of hashes $q$                     | 2, 3 |