A CAV Platoon Control Method for Isolated Intersections: Guaranteed Feasible Multi-Objective Approach with Priority
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Abstract: This paper proposed a multi-objective guaranteed feasible connected and autonomous vehicle (CAV) platoon control method for signalized isolated intersections with priorities. Specifically, we prioritized the intersection throughput and traffic efficiency under a pre-defined signal cycle, based on which we minimized fuel consumption and emissions for CAV platoons. Longitudinal safety was also considered as a necessary condition. To handle the aforementioned targets, we firstly designed a vehicular sub-platoon splitting algorithm based on Farkas lemma to accommodate a maximum number of vehicles for each signal green time phase. Secondly, the CAV optimal trajectories control algorithm was designed as a centralized cooperative model predictive control (MPC). Moreover, the optimal control problem was formulated as discrete linear quadratic control problems with constraints with receding predictive horizons, which can be efficiently solved by quadratic programming after reformulation. For rigor, the proofs of the recursive feasibility and asymptotic stability of our proposed predictive control model were provided. For evaluation, the performance of the control algorithm was compared against a non-cooperative distributed CAV control through simulation. It was found that the proposed method can significantly enhance both traffic efficiency and energy efficiency with ensured safety for CAV platoons at urban signalized intersections.

Keywords: isolated signalized intersection CAV platoon control; multi-objective optimal trajectory control; guaranteed feasibility; asymptotical stability; sub-platoons splitting algorithm; model predictive control (MPC)

1. Introduction

Connected and autonomous vehicles (CAVs) are expected to improve traffic efficiency, safety, and reduce fuel consumption and emissions. In a CAV environment, vehicles can communicate with each other (i.e., vehicle to vehicle, V2V) and with infrastructure (i.e., vehicle to infrastructure, V2I) [1–3] for critical real-time information exchange (e.g., location, speed, acceleration of CAVs, traffic signals, traffic flow conditions, etc.), which provides important elements for vehicles’ trajectory optimization. In the past studies, various CAV trajectory control strategies had been proposed, with multiple objectives of maximizing traffic throughput, minimizing fuel consumption and emission, and ensuring driving safety.

Depending on roadway infrastructure type, previous CAV research can be categorized into two kinds: CAV trajectory control on freeways and CAV trajectory control on urban roads. The studies on freeway focused on optimizing vehicle trajectories [4–8] to deal with speed oscillation in stop-and-go conditions [9–15] and dangerous situations caused by lane change and merges [16–20]. Research on
urban roads mainly dealt with CAV trajectory control at intersections [21–24], where traffic flow can be interrupted by signals. Although a lot of achievements have been made in this field, most of them focused on single vehicle trajectory optimization, which could get local optimal solutions for a whole CAV platoon. Regarding CAV platoon control at urban intersections, at least two additional aspects need to be carefully considered: (1) A vehicular sub-platoon splitting algorithm may need to be proposed due to traffic signals; (2) when multiple objectives (e.g., efficiency, energy-efficiency, and safety) are considered for CAV platoon control, the optimization problems could become very complicated.

To be specific, it could be possible that a CAV platoon cannot cross an intersection within one green cycle. In this situation, if the control objective is maximizing the intersection throughput, some vehicles have to stop and wait for the next green, causing high fuel consumption and potential safety issues [25,26]. Thus, it is necessary to allow more vehicles pass through the intersection and keep each vehicle safe in the current platoon, while controlling other vehicles safety and minimizing their fuel consumption and emissions before the next green time. However, this raises a feasibility problem whether each vehicle in the platoon can pass the intersection or not within the current green, based on which the platoon could be split into two parts at the early stage. Moreover, if applying a centralized control strategy, the original platoon may need to be split into several sub-units, depending on how many cycles all vehicles in the original platoon can efficiently, safely, and energy-efficiently pass through the intersection. For a decentralized control strategy, the downstream CAV trajectory will be determined by leading vehicles so that the throughput of the signalized intersection could be affected.

Regarding control methods, linear control [27,28] and model predictive control (MPC) [5,7] have been utilized for CAV trajectory optimization. Linear control is fast computing but lacks hard constraints. On the other hand, MPC has clear multi-objectives and hard constraints, while it requires heavier computation loads and has no guaranteed solutions. In an urban environment with signal constraints and multiple optimization objectives [29], MPC appears to be a more feasible solution than linear controllers.

Considering these, the objective of this paper is to develop a CAV platoon control algorithm for an isolated signalized intersection under a fully connected and automated environment. Particularly, we took the efficiency that maximizes intersection throughput within the given green signal time as the main priority and let minimizing emission as the second priority. Longitudinal safety was also considered as a necessary condition. Based on those, we determined the number of vehicles that can pass through an intersection during each green time, and split them into multiple sub-platoons. In this study, we formulated the problem of splitting CAV platoon into a quadratic programming (QP) problem. We proposed a centralized cooperative model predictive control to optimize CAV trajectories to achieve the control objectives. The algorithm was compared to a decentralized CAV control method to evaluate its effectiveness and robustness, based on simulation experiments.

The reminder of the paper is organized as follows: Section 2 provides the assumptions and state-space formulation of CAV platoon control; Section 3 introduces the MPC control method and quadratic programming; Section 4 presents the formulation of CAV platoon optimal control and solving algorithm. Section 5 compares the proposed control method with a decentralized control method, based on numerical experiments. Section 6 concludes the research.

2. Assumptions and State-Space Formulation

This section presents the assumptions and the state-space systems formulations for CAV platoon control. We present formulations for both single CAV and CAV platoons to reflect the difference between their control objectives.

In a CAV environment, all vehicles can access and share information from V2V and V2I technology. The model assumptions are as follows:

1. All vehicles are automated and the delay time of information transmission can be negligible. Thus, all CAV can be instantly controlled by a control algorithm;
2. All vehicles are equipped with sensors, allowing them to monitor signal timing and real-time position and velocity of other CAVs;
3. There is only one lane in one direction for the intersection, so that overtaking is not considered;
4. The sample time (\(\Delta t_s\)) is short enough for the control input to be determined and all horizons for platoons can be divisible by \(\Delta t_s\).

Based on the assumptions above, the state-space systems of single CAV control and CAV platoon control are formulated below.

According to the vehicle kinematics equation following uniform motion law, the speed of \(i\)th CAV at time \(t + 1\) is determined by its speed and acceleration at time \(t\). Moreover, the position of \(i\)th CAV at time \(t + 1\) is related to its acceleration and speed at time \(t\). Let \(P_i, V_i, a_i\) define the position, speed, and acceleration of CAV, respectively, and the relationship between them can be formulated as below:

\[
V_{i,t+1} = V_{i,t} + a_{i,t} \times \Delta t_s
\]

\[
P_{i,t+1} = P_{i,t} + V_{i,t} \times \Delta t_s + \frac{1}{2} a_{i,t} \times \Delta t_s^2
\]

where \(\Delta t_s\) is the sample time. Therefore, the state-space formulation for a single CAV is:

\[
X_{i,t+1} = \begin{bmatrix} 1 & \Delta t_s \\ 0 & 1 \end{bmatrix} X_{i,t} + \begin{bmatrix} \frac{1}{2} \Delta t_s^2 \\ \Delta t_s \end{bmatrix} u_{i,t} = a_{i,t}
\]

For a CAV platoon, the state \(X\) contains the speed and position values of all CAVs at time \(t\), and the input \(u\) contains the accelerate values of all CAVs at time \(t\):

\[
X_t = \begin{bmatrix} P_{1,t} & V_{1,t} & \cdots & P_{n,t} & V_{n,t} \end{bmatrix}^T, X_t \in R^{2n}
\]

\[
u_t = \begin{bmatrix} a_{1,t} & \cdots & a_{n,t} \end{bmatrix}^T, u_t \in R^n
\]

Thus, the state-space formulation for a CAV platoon is:

\[
X_{t+1} = \begin{bmatrix} 1 & \Delta t_s & \cdots & 0 \\ 0 & 1 & \cdots & \vdots \\ \vdots & \ddots & \ddots & \vdots \\ 0 & \cdots & 1 & \Delta t_s \\ 0 & \cdots & 0 & 1 \end{bmatrix} X_t + \begin{bmatrix} \frac{1}{2} \Delta t_s^2 & \cdots & \cdots & 0 \\ \Delta t_s & \cdots & \cdots & \vdots \\ \vdots & \ddots & \ddots & \vdots \\ 0 & \cdots & \frac{1}{2} \Delta t_s^2 & \Delta t_s \end{bmatrix} u_t
\]

For leading vehicles, there are three constraints: Speed constraint, acceleration constraint, and green time constraint. The expression of speed constraint is:

\[
0 \leq V_{n,t} \leq V_{free}
\]

the expression of acceleration constraint is:

\[
a_{min} \leq a_{n,t} \leq a_{max}
\]

and green time constraint can be written as:

\[
l \leq P_{n,GT}
\]
where

\( l \) is the position of the intersection;

\( P_{n,g,k,e} \) is the position of vehicle \( n \) at the end time \( e \) of cycle \( k \).

For following vehicles, apart from the above constrains, they also have a distance constraint:

\[
L_i + V_{n,t} \times \tau_{safe} \leq P_{n-1,t} - P_{n,t}
\]

(11)

where \( \tau_{safe} \) is the target safe headway.

3. Model Predictive Control and Quadratic Programming

This section presents the model predictive control (MPC) method and quadratic programming, which were used to optimize CAV trajectories.

3.1. Model Predictive Control for CAV Platoon

The model predictive control method was used to optimize CAV platoon trajectories in this study. MPC has been utilized for various dynamic systems, since it was firstly introduced for process control engineering by Cutler and Ramaker and Richal et al. It is an online optimization control technique that uses continuous or discrete models to predict the future behavior of optimal control objects by solving constrained optimization problems in a finite time domain, which contain three basic elements including model predictive, rolling optimization, and feedback correction. By applying MPC, the control value can be dynamically adjusted to the desired range to obtain an optimal control result.

As shown in Figure 1, we used different predictive horizons of MPC for each platoon in this study. As such, the control and predict processes is changing. For example, using \( g_{1,e} \) to represent the end of the first green time, the horizon of platoon 1 is \((t_0, t_{g_{1,e}})\) and \((t_1, t_{g_{1,e}})\) at time \( t_0 \) and \( t_1 \), respectively. Based on an objective function, MPC predicts the future output sequence of a platoon. By comparing it to the actual control output, MPC corrects the predicted output sequence of the previous moment \( t_1 \). The process is iteratively applied until the horizon is equal to zero.

![Figure 1. Model predictive control for connected and autonomous vehicle (CAV) platoons.](image-url)
As for state-space formulation of MPC, we used the classical $m$-input, $n$-state, and $p$-output time-invariant system. The system can be approximated by difference equations as follows:

$$x(k+1) = f(x(k), u(k))$$  \hspace{1cm} (12)

$$y(k) = g(x(k))$$  \hspace{1cm} (13)

where $x$ indicates the vector of states, while $u$ represents the input vector. The current state and output are defined by function $f$, while the system outputs are denoted by function $g$, assuming there is no input feedforward.

Constraints on the input and state vectors are assumed to be in the form:

$$u(k) \in U \subseteq \mathbb{R}^m$$  \hspace{1cm} (14)

$$x(k) \in X \subseteq \mathbb{R}^n$$  \hspace{1cm} (15)

where

- $U$ is normally a convex, compact subset of $\mathbb{R}^m$;
- $X$ is normally a convex, closed subset of $\mathbb{R}^n$.

In order to drive a system to an equilibrium state or to the origin, a controller can be defined with the following dynamics:

$$x(k/k) = x(k)$$  \hspace{1cm} (16)

$$x(k + j|k) = f(x(k + j|k), u(k + j|k))$$  \hspace{1cm} (17)

$$x(k + j|k) = g(x(k + j|k))$$  \hspace{1cm} (18)

subject to the constraints:

$$u(k + j|k) \in U$$  \hspace{1cm} (19)

$$x(k + j|k) \in X$$  \hspace{1cm} (20)

$$x(k + N|k) \in T$$  \hspace{1cm} (21)

for all $j \in \mathbb{Z}_{[0,N-1]}$. $x(k + j|k)$ indicates a predicted future state $x$ that is $j$ steps away from the current time $k$. Due to Equation (21), at the end of the predictive horizon of length $N$, a terminal constraint set $T$ needs to be considered.

A finite horizon cost function for the predictive model can typically be written as:

$$J_N(x(k), u(k)) = \sum_{j=0}^{N-1} \ell(u(k + j|k), x(k + j|k)) + F(x(k + N|k))$$  \hspace{1cm} (22)

where

- $x(k)$ is the current state, $\ell(\cdot, \cdot)$ is the stage cost;
- $F(\cdot)$ is the terminal cost function;
- $u(k) = \{u(k|k), u(k + 1|k), \ldots, u(k + N - 1|k)\} = u(k + j|k)_{j=0}^{N-1}$ is the input sequence applied over the predictive horizon.

3.2. Quadratic Programming

Before predicting the trajectories of a CAV platoon, checking the feasibility of each CAV is important which ensures the optimal number of CAVs to cross an intersection. Since it could consume a lot of computing resources, quadratic programming (QP) was introduced, which has a quadratic function to be optimized subject to linear equality/inequality constraints [30].
In this study, the quadratic objective function can be written as a nonlinear programming problem with two linear functions as constraints:

\[
\min f(x) = \frac{1}{2} x^T Gx + r^T x, \quad x \in \mathbb{R}^n \tag{23}
\]

\[
s.t. \quad A_i^T x - b_i = 0, \quad i = 1, 2, \ldots, m
\]

\[
A_i^T x - b_i \geq 0, \quad i = m + 1, \ldots, m + n
\]

where \(G \in \mathbb{R}^{n \times n}; A_i, r, x \in \mathbb{R}^n; b \in \mathbb{R}^1\), and \(G\) is a positive definite matrix. Thus, the programming problem is a convex quadratic programming problem in which the global minimum value is unique.

In this study, the active-set method was used to solve the quadratic programming. First, the method constructs a set of sequences to approximate the effective set \(w(x^*)\). Starting from the initial point, it calculates the effective set \(w(x_0)\) and solves the corresponding equality constraint sub-problem. By repeating this process, it obtains the effective set sequence \(\{w(x_k)\}\) \((k = 0, 1, \ldots)\) and makes \(w(x_0) \rightarrow w(x^*)\). As such, the optimal solution of the original problem can be obtained. Table 1 below provides the steps of active-set algorithm.

**Table 1.** The steps of active-set algorithm.

| Step | Description |
|------|-------------|
| 1.   | Calculate the feasible initial point \(x_0\), let \(w_0 = E \cup I(x_0)\), \(k := 0\); |
| 2.   | Solve the equality-constrained quadratic programming problem and obtain \(x_p\), if \(x_p\) is not equal to 0, go to step 3; if \(\lambda_i^{(k)} \geq 0 \quad (i \in w_k \cap I)\) \((\lambda_i^{(k)}\) is the corresponding Lagrange multiplier), stop and get the solution \(x' = x_k\); otherwise, determine \(i_k\) by the formulation \(\lambda_i^{(k)} = \min\{\lambda_i^{(k)} | \lambda_i^{(k)} < 0, i \in w_k \cap I\}\), then go to step 4; |
| 3.   | Calculate \(a_k\) from formulation \(a_k = \min\{1, \min \frac{b_i - a_i^T x_k}{a_i^T P_k} | a_i^T P_k \}\), if \(a_k\) equal to 1, go to step 4; otherwise, find \(j\) that \(w_k := w_k \cup \{j\}\) and make \(a_j^T (x_k + a_k P_k)\); |
| 4.   | \(w_{k+1} := w_k; k := k + 1\) |

**4. Formulation of CAV Platoon Optimal Control and Solving Algorithms**

4.1. **Formulation of CAV Platoon Optimal Control**

4.1.1. CAV Platoon Optimal Control Strategy

In this study, the CAV platoon optimal control was implemented in a model predictive control fashion. As shown in Figure 2, when a long CAV platoon is approaching a green light, there could be a chance that it cannot cross the intersection as a single unit within this green. Thus, we dealt with this issue by considering two priorities: The first is to maximize intersection throughput given any green cycle; the second is to minimize fuel consumption and emissions. We took these priorities as the control objectives, and used the receding model predictive control (MPC) to predict and optimize CAV trajectories. Longitudinal safety was also considered as a necessary condition.
Due to the green time constraint, the feasibility of each vehicle passing through the intersection at a given green cycle needs to be verified. By doing that, a CAV platoon would be split into multiple sub-units in advance of approaching the intersection, in order to achieve the predefined two priority goals. Table 2 lists all parameters and indices used hereafter.

Table 2. Parameters and indices for model formulation.

| Indices | Parameters                        |
|---------|-----------------------------------|
| $\Delta t$ | Sample time                      |
| $i$   | The number of vehicles           |
| $P$   | Position of the vehicle           |
| $V$   | Speed of the vehicle              |
| $g$   | Green time                        |
| $a$   | Accelerate of the vehicle         |
| $V_{\text{free}}$ | Free flow speed |
| $a_{\text{min}}$ | Maximum accelerate |
| $L$   | minimum standstill distance       |
| $k$   | The number of signal cycle        |
| $b$   | Beginning of the time             |
| $e$   | End of the time                   |
| $X$   | Input control                     |
| $u$   | Output control                    |
| $l$   | Position of the intersection      |
| $a_{\text{min}}$ | Minimum acceleration |
| $H$, $f$, $Q$, $R$ | positive definite matrix |
| $\tau_{safe}$ | Safe following headway |
| $\alpha_1$, $\alpha_2$, $\alpha_3$ | Parameters of objective function |

4.1.2. Objective Function

The objective function for CAV platoon control can be formulated into a quadratic programming problem as:

$$\min \left[ \alpha_1 (P_{n-1,j} - P_{n,j} - L - V_{n,j} \cdot \tau_{safe})^2 + a_2 (V_{n-1,j} - V_{n,j})^2 + a_3 a_{n,j}^2 \right]$$ (24)

For the first part of the function, a following distance was defined by using the gap between two consecutive CAVs minus the multiplication of a certain safe following headway and the speed of the
following vehicle. Thus, minimizing the first part is to optimize the traffic efficiency of a CAV platoon, with a required safe headway. The second part is to optimize the traffic efficiency of a CAV platoon by minimizing the speed difference between two consecutive CAVs in the platoon. The third part is to minimize the acceleration of each following CAV, to optimize the energy efficiency of a CAV platoon.

For leading vehicles and following vehicles, we set different coefficient values. For the leading vehicles of a CAV platoon, we defined:
\[
\alpha_1 = \alpha_2 = 0, \quad \alpha_3 > 0 \quad (25)
\]

For following vehicles:
\[
\alpha_1, \alpha_2, \alpha_3 > 0 \quad (26)
\]

Thus, for a CAV platoon, the overall objective function can be written as:
\[
\min f(x_t, u_t, t_t) = \sum_{t=0}^{T-1} \left( x_t^T Q x_t + u_t^T R u_t \right) + x_T^T Q x_T \quad (27)
\]

subject to:
\[
\begin{align*}
\alpha_{\text{min}} \leq \alpha_t & \leq \alpha_{\text{max}} \\
L_i + V_{n,t} \times \tau_{\text{safe}} & \leq P_{n-1,t} - P_{n,t} \\
0 & \leq V_{n,t} \leq V_{\text{free}} \\
l & \leq P_{n,\text{safe}}
\end{align*} \quad (28)
\]

where
\[
Q = \begin{bmatrix}
q_1 & \ldots & 0 \\
q_2 & & & \ddots & & \vdots & \vdots \\
0 & \ldots & q_2 & 0 \\
& & & & & q_3
\end{bmatrix}, \quad Q \in \mathbb{R}^{2n \times 2n}
\]

\[
T = \begin{bmatrix}
\alpha_3 & \ldots & 0 \\
& & & \ddots & & \vdots & \vdots \\
0 & \ldots & \alpha_3
\end{bmatrix}, \quad T \in \mathbb{R}^{n \times n}
\]

and
\[
q_1 = \begin{bmatrix}
\alpha_1 & 0 & \alpha_1 & -\tau_{\text{safe}}\alpha_1 & 0 & 0 \\
0 & \alpha_2 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

\[
q_2 = \begin{bmatrix}
-\tau_{\text{safe}}\alpha_2 & 2\alpha_1 & \tau_{\text{safe}}\alpha_2 & -\alpha_1 & -\tau_{\text{safe}}\alpha_1 \\
-\alpha_1 & \alpha_1 & \tau\alpha_1 & -\alpha_1 & 0
\end{bmatrix}
\]

\[
q_3 = \begin{bmatrix}
-\tau_{\text{safe}}\alpha_2 & \alpha_1 & \tau\alpha_1 \\
-\tau_{\text{safe}}\alpha_2 & \alpha_2 & \tau\alpha_1 & \tau_{\text{safe}}^2\alpha_1 + \alpha_2
\end{bmatrix}
\]

4.1.3. Recursive Feasibility and Local Stability

The procession of MPC requires the solution of each predicted horizon for each sample time. Using the receding horizon MPC, the solution of first predictive horizon is only required, if the robust recursive feasibility and local stability of the receding horizon MPC can be proved. The recursive feasibility is true when the state and input of each horizon recursively belongs to the state and input of the first horizon. The local stability can hold when the cost function value of each horizon is no more than the cost function of the first horizon.
To prove recursive feasibility and local stability, the objective function can be rewritten as:

\[
\min f(y_{nj,t}) = \frac{1}{2} y^T H y + f^T y
\]

s.t. \( y_{\min} \leq y \leq y_{\max} \)

where

\[
A = \begin{bmatrix}
1 & \Delta t_s & 0 & \cdots & 0 \\
0 & 1 & \cdots & \cdots & 0 \\
\vdots & \vdots & \ddots & \cdots & \vdots \\
0 & \cdots & \cdots & 1 & \Delta t_s \\
0 & \cdots & \cdots & 0 & 1
\end{bmatrix}, \quad A \in \mathbb{R}^{2n \times 2n}
\]

\[
B = \begin{bmatrix}
-1 & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & -1
\end{bmatrix}, \quad B \in \mathbb{R}^{2n \times 2n}
\]

\[
C = \begin{bmatrix}
\frac{1}{2}\Delta t_s^2 & \cdots & 0 \\
\Delta t_s & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & \frac{1}{2}\Delta t_s^2
\end{bmatrix}, \quad C \in \mathbb{R}^{2n \times n}
\]
Table 3 presents the algorithm. Therefore, at time interval $E_t$ for platoon 1, the MPC for platoon 1 is initially feasible.

4.2. Sub-Platoon Splitting Algorithms

Based on the constraints and objective functions, the following propositions related to robust recursive feasibility and local stability can be obtained. The details are shown as follows.

**Proposition 1.** For a CAV platoon, the serial distributed algorithm as described in the algorithm is recursively feasible if the MPC for the CAV platoon is initially feasible.

**Proof.** If the MPC is initially feasible, there exists an optimal control sequence that $U = \begin{bmatrix} u_{l0} & u_{l0+1} & \cdots & u_{l,t}\end{bmatrix}$ with the predicted trajectory $X = \begin{bmatrix} x_{t0} & x_{t0+1} & \cdots & x_{t,t}\end{bmatrix}$. Therefore, at the time interval $t_0+1$, the optimal control sequence is given as: $U' = \begin{bmatrix} u_{l0+1} & u_{l0+2} & \cdots & u_{l,t}\end{bmatrix} \in U$ and the predicted trajectory is $X' = \begin{bmatrix} x_{t0+1} & x_{t0+2} & \cdots & x_{t,t}\end{bmatrix} \in X$. In this logic, it can be proved that the feasibility can be satisfied at all time intervals using induction.

**Proposition 2.** The CAV platoon leader is asymptotically locally stable if the MPC for platoon 1 is initially feasible.

**Proof.** At the time $t_0$, the cost function is: $f(x_{t0},u_{t0},t) = \sum_{t=0}^{t_{\text{end}}-1} (x_t^T Q x_t + u_t^T R u_t) + x_t^T Q x_t$. Therefore, at time interval $t_0+1$, the cost function is given as: $f(x_{t0+1},u_{t0+1},t+1) = \sum_{t=t_0+1}^{t_{\text{end}}-1} (x_t^T Q x_t + u_t^T R u_t) + x_t^T Q x_t$. Hence, the CAV platoon leader is asymptotically locally stable if the MPC for platoon 1 is initially feasible.

4.2. Sub-Platoon Splitting Algorithms

As the methodologies described above, we can summarize the control algorithm for sub-platoon splitting algorithm. The process will stop when all vehicles in the initial platoon have been planned. Table 3 presents the algorithm.
Table 3. Sub-platoon splitting algorithm.

Algorithm:

1. Get the initial condition: The number of CAVs: M; the signal timing; the position, and position of all CAVs;
2. Set the kth signal timing: \(k = 1\), the ith platoon: \(i = 1\);
3. Set the number of CAVs in platoon \(i\): \(N\); the beginning and the end of the \(k\)th signal green timing: \(g_{k,b}\) and \(g_{k,e}\);
4. Set the horizon of platoon \(i\);
5. Check the feasibility of constraints, if yes, go to step 6, otherwise, go to step 7;
6. \(M = M - N\), \(I = I + 1\), \(k = k + 1\), go to step 8;
7. \(N = N - 1\); go to step 4;
8. Judge whether \(M = 0\), if yes, end; otherwise, go to step 3.

5. Experiment and Results

To evaluate the performance of the proposed model, a simulation experiment was conducted due to the high cost of field testing. Particularly, the proposed model was compared to a decentralized control model, in terms of objective function values, optimal trajectory outputs, control delay, and emissions. Note that the decentralized method was developed based on the same concept of the proposed method, while it optimized each CAV instead. Table 4 lists the simulation parameters used in the experiments.

In our experiments, four target safe headways for the CAV platoon control were examined, including: 1, 0.8, 0.6, and 0.4 s. To note, this target safe headway is equivalent to the safety headway in the objective function (i.e., \(T_{safe}\)). That is, each CAV in a platoon is expected to follow its leader with a headway that is close to but no less than the target safe headway. As such, the CAV platoon can be expected to maximize its efficiency with a pre-determined safety headway.

Two control algorithms were applied for the CAV platoon control, one is the proposed centralized algorithm and the other is decentralized algorithm. Regarding the decentralized algorithm, the problem formulation (i.e., objective function and constrains) and solving methods (i.e., MPC and platoon split algorithm) were the same as the centralized algorithm. However, when checking the feasibility, quadratic programming was applied on each CAV instead of the whole platoon. As such, if a CAV was determined to be unable to cross the intersection within the current green time, it was treated as the leading vehicle of the next platoon.

According to the simulation results, the proposed centralized algorithm generally outperformed the decentralized algorithm, in terms of resulting in lower objective function values for all target safe headways. The objective function values and CAV platoon splits for the two algorithms are shown in Table 5.
Table 5. Objective function value and CAV platoon splits for the proposed control algorithm under different initial following headways.

| Headway | 1       | 0.8     | 0.6     | 0.4     |
|---------|---------|---------|---------|---------|
|         | Centralized | Decentralized |
|         | Objectives | Objectives |
| 1       | 6101.4    | 9433.6  |
| 0.8     | 5341.4    | 6244.5  |
| 0.6     | 4469.5    | 5893.0  |
| 0.4     | 3922.6    | 4563.3  |

As for the CAV platoon split, the centralized algorithm resulted in fewer sub-platoons than the decentralized algorithm did, under certain target safe headways (i.e., 1, 0.8, and 0.6 s). The optimal control results for the two control algorithms are shown in Figures 3 and 4, respectively. To note, when the target safe headway is relatively large (e.g., 1 and 0.8 s), there is an obvious deceleration for CAVs under the centralized control near the intersection. The underlying reason could be that when the target headway is relatively large, vehicles have to decelerate and keep a relatively low speed to cross the intersection. In doing so, a tighter formation of the CAV platoon could be formed. Otherwise, if all CAVs keep a high speed for a large safe headway, the distance between two consecutive CAVs would be very large. As such, fewer CAVs could pass through the intersection within one green cycle. This phenomenon was not observed for the decentralized cases. Some may argue that a considerable large deceleration could cause uncomfortableness of CAV passengers. In this study, the maximum deceleration rate was carefully set to 4 m/s² in order to prevent extreme cases. However, a trade-off between comfortableness and safe headway could be further explored.

Figure 3. Optimal CAV trajectories for the proposed control algorithm under different initial following headways.
Control delay was used to compare the performance of the two algorithms in terms of traffic efficiency. Control delay of a signalized intersection is generally defined as the delay caused by the traffic signal operation, which includes acceleration/deceleration delay and stopped delay [31]. It can be calculated as [32]:

$$C_d = \frac{\sum_{i} (t_{a_i} - t_{v_i})}{n}$$ (30)

where

- $C_d$ is the average control delay;
- $t_{a_i}$ is the time stamp that a CAV crosses the intersection;
- $t_{v_i}$ is the time stamp that a CAV is supposed to cross the intersection under free flow speed.

Table 6 shows the average control delay of all CAVs in the platoon, based on the proposed centralized and the decentralized algorithm. The delay time for the centralized algorithm is much less than that for the decentralized algorithm, by allowing more vehicles to pass through the intersection within one green cycle.

| Control Delay (s) | Headway = 1 s | Headway = 0.8 s | Headway = 0.6 s | Headway = 0.4 s |
|-------------------|---------------|-----------------|-----------------|-----------------|
| Centralized       | 41.8739       | 39.2108         | 19.3483         | 16.9789         |
| Decentralized     | 63.2619       | 55.3255         | 35.8247         | 20.0893         |

According to Figures 3 and 4, the decentralized method seemed to be more energy efficient, since the centralized method resulted in CAV platoons with relatively low speed near intersections.
Thus, to explore the energy efficiency of the two methods, the emission was calculated by the fuel consumption and emissions model developed by Akcelik is adopted [33]:

\[ e_{t,n}(t) = \sum_{j=0}^{3} \rho_j x_{2,n}(t)^j + \sigma_1 x_{2,n}(t) a_n(t) + \sigma_2 x_{2,n}(t) a_n(t)^2 \phi(v_n(t)) \] (31)

where

- \( x_{2,n}(t) \) is the speed difference between vehicle \( n \) and vehicle \( n-1 \);
- \( a_n(t) \) is the acceleration of vehicle \( n \) at time \( t \);
- \( \rho_j, \sigma_1, \sigma_2 \) are the parameters of fuel consumption and emissions model;
- \( \phi(v_n(t)) \) is a Heaviside function of acceleration:

\[
\phi(v_n(t)) = \begin{cases} 
1 & a_n(t) \geq 0 \\
0 & a_n(t) < 0 
\end{cases}
\]

According to Table 7, the centralized method outperformed the decentralized method. The primary reason could be that the centralized method allowed most vehicles to cross the intersection in a shorter time. As such, the overall emission of the centralized method was still lower than that of the decentralized method.

**Table 7. Emissions for centralized and decentralized control algorithm.**

| Headway = 1 s | Headway = 0.8 s | Headway = 0.6 s | Headway = 0.4 s |
|---------------|----------------|----------------|----------------|
| Centralized   | 10768.30       | 5808.05        | 3289.96        | 3356.82        |
| Decentralized | 26,704.30      | 24,834.03      | 30,009.98      | 33,161.46      |

From the mathematical perspective, the proposed centralized control algorithm focused on the whole platoon optimization, while the decentralized control algorithm attempted to optimize the trajectory of every single CAV. Namely, the proposed centralized control algorithm was calculating the minimization of summations, while the decentralized control algorithm was calculating the summation of minimizations. Mathematically, the minimization of summations is smaller or equal to the summation of minimization. Thus, the results could be considered as reasonable and consistent.

6. Conclusions and Future Directions

This paper proposed a multi-objective guaranteed feasible CAV platoon trajectory control method with priorities for isolated signalized intersections. Specifically, we prioritized the intersection throughput and traffic efficiency under a pre-defined signal cycle, based on which we minimized fuel consumption and emissions for the CAV platoons. To this end, a vehicular sub-platoon splitting algorithm based on Farkas lemma was introduced to accommodate a maximum number of vehicles for each signal green time phase. Moreover, the optimal control problem was formulated as discrete linear quadratic control problems and was solved by quadratic programming efficiently. For rigor, the recursive feasibility and asymptotic stability of the proposed predictive control model was proved.

The performance of the control algorithm was compared against a non-cooperative distributed CAV control through simulation. The proposed centralized algorithm outperformed the decentralized algorithm, in terms of providing lower objective function values, smaller average control delay, and lower emission. When a relatively large target safe headway was required for the CAV platoon control, the centralized algorithm tended to drive vehicles through the intersection under a relatively low speed. As such, a tighter CAV platoon can be formed so that more vehicles can cross the intersection within one cycle. In general, the research provides an effective and efficient control method to enhance...
both traffic throughput and energy efficiency with ensured longitudinal safety for long CAV platoons at signalized intersections.

This research also has some limitations. First, some more complicated scenarios could be considered, such as lane-change behaviors. Second, the development of controllers can be extended to mixed vehicle platoons consisting of both CAVs and human-driven vehicles. Third, the combined use of signal control and CAV trajectory optimization may be more effective to improve intersection performance. Last but not the least, human factors (both on board and outside) need to be carefully considered if the proposed method will be tested in the real-world. For instance, the proposed centralized method could result in considerable decelerations of CAVs at intersections, when the target safe headway is relatively large. As such, passengers could feel uncomfortable. The authors recommend that future studies could focus on these topics.
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