Adapting to Adaptations: Behavioural Strategies that are Robust to Mutations and Other Organisational-Transformations

Matthew D. Egbert & Juan Pérez-Mercader

Genetic mutations, infection by parasites or symbionts, and other events can transform the way that an organism's internal state changes in response to a given environment. We use a minimalistic computational model to support an argument that by behaving “interoceptively,” i.e. responding to internal state rather than to the environment, organisms can be robust to these organisational-transformations. We suggest that the robustness of interoceptive behaviour is due, in part, to the asymmetrical relationship between an organism and its environment, where the latter more substantially influences the former than vice versa. This relationship means that interoceptive behaviour can respond to the environment, the internal state and the interaction between the two, while exteroceptive behaviour can only respond to the environment. We discuss the possibilities that (i) interoceptive behaviour may play an important role of facilitating adaptive evolution (especially in the early evolution of primitive life) and (ii) interoceptive mechanisms could prove useful in efforts to create more robust synthetic life-forms.

The regulatory processes performed by organisms and proto-organisms can be divided into two main categories. Interoceptive regulation is driven by a response to an organism's internal-state. A good example of this is 'end-product inhibition' where a metabolic pathway is inhibited by the presence of its product (see e.g.1). In contrast, when regulation is driven by a response to environmental cues, such as the induction of enzyme synthesis by the presence of certain reactants in the local environment of the organism (see e.g.2) we call this exteroceptive regulation. We tend to think of regulation as an operation upon internal processes, but it is also common for organisms to regulate their interaction with their environment. Motile organisms change their local environment by relocating, and a wide variety of organisms modulate their environment interface (e.g. single-celled organisms can regulate the permeability of their membrane) thereby changing how they interact with their environment. The regulation by an organism of its interaction with its environment corresponds to a wide class of dynamics that we (following3,4) broadly refer to as behaviour. Behaviour is predominantly seen as exteroceptive —driven by a response to environmental cues (e.g.5–7), but there are examples of interoceptive behaviour, where for instance, movement is driven by a response to the internal-state of the organism —see, for instance, the metabolism-dependent chemotaxis of several species of bacteria8–11.

Events such as genetic mutations, infection by parasites or symbionts, and chance environmental encounters can modify the way that an organism's internal state changes in response to a given environment. Some of these organisational-transformations provide a fitness advantage, but the majority are deleterious. In some cases, the disadvantageous effects of these events could be reduced or neutralised if there were a coincident adaptation in organism's regulatory processes that compensated for the change. Similarly, there are also organisational-transformations that would provide an advantage, but only if there were a coincident change in the behaviour of the organism. As an example of this, consider a mutation that causes an organism to be able to metabolise a new type of resource. This mutation would only be beneficial if the behaviour “adapted to the adaptation,” — i.e. changed so that the organism started to consume that resource. An organism that automatically adapted its behaviour to accommodate these kinds of changes would have fewer deleterious and more neutral or beneficial organisational-transformations
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than a system that does not. It would therefore more rapidly accumulate neutral and beneficial mutations, and in this way would be a more evolvable organism. We can then ask: is there a mechanism or a form of regulation that automatically adapts to the kinds of changes brought about by mutations and other organisational-transformations? In most cases, neo-Darwinian evolution would be too slow to produce the required adaptation as either (a) the organisational-transformation is not heritable and there would be no chance for natural selection to operate, or (b) even in the cases where the organisational-transformation is heritable, most are neutral or deleterious and so natural selection or genetic drift would likely eliminate them in a small number of generations, before the adaptation in regulation could take place.

In this paper, we argue that even extremely simple forms of interoceptive regulation are naturally suited to accomplishing this kind of adaptation. We argue that interoceptive behaviour (unlike exteroceptive behaviour) can automatically adapt to organisational-transformations, regulating the local environment or internal processes so that the organism remains viable despite potentially radical changes in its needs or capabilities. In being robust to mutations and other heritable organisational-transformations (such as some forms of symbiosis), interoceptive behaviour could have played an important role facilitating adaptive evolution, especially that of early forms of life, where organisational-transformations were likely more frequent and radical. We further suggest that the robustness of synthetic protocells could be improved by the implementation of interoceptive forms of behaviour where, for instance, membrane permeability or motility mechanisms are operated in response not to the environment of the protocell, but to its internal state and needs. We mention in the discussion some experimental work that has already started to move in this direction.

The remainder of this paper proceeds as follows: we first present the mathematical framework that we use to formally define and investigate the robustness of interoceptive and exteroceptive behaviour in response to organisational-transformations. An argument is then made as to why we might expect interoceptive behaviour to be more robust to organisational-transformations than exteroceptive behaviour. We then present an abstract model that is used to perform a systematic survey of organisational-transformations, where we evaluate their impact upon interoceptive and exteroceptive forms of behaviour. As predicted, the interoceptive behaviours examined in the model prove to be more robust than the exteroceptive behaviour. In the discussion, we elaborate as to why interoceptive behaviour demonstrates a natural robustness to these kinds of events, unlike exteroceptive behaviour which tends to be quite fragile by comparison. We close by explaining how the results of our analysis are relevant to evolution and synthetic life.

Methods

Interoceptive and exteroceptive behaviour. Following Ashby’s framework for the study of adaptivity, we will define the internal state of an organism, \( I \), as the state of a set of “essential variables,” i.e. variables that must remain within limits if the organism is to be considered alive. We then define the local environment of an organism, \( E \), as the subset of the global environment, \( G \), that influences the internal state of the organism, and assume that the internal state changes as a function, \( f \), of its current state and the state of its local environment:

\[
\frac{dI}{dt} = f(I, E).
\]

(1)

The local environment, \( E \), is influenced by the global environment. For instance, seasonal change causes a bear’s local environment to change temperature. But the local environment also changes as a result of the organism’s behaviour — the bear can seek shelter, mitigating, neutralising, or overwhelming the effects of seasonal change. We can thus write that the local environment of an organism changes as a function of the global environment, \( G \), and behaviour, \( B \):

\[
\frac{dE}{dt} = h(G, B).
\]

(2)

We consider two forms of behaviour. The first is an exteroceptive response to the organism’s environment. We can describe the effect of an exteroceptive behaviour as a function of its global environment. Substituting the function \( x(G) \) for \( B \) in Equation (2), we get:

\[
\frac{dE}{dt} = h(G, x(G)).
\]

(3)

The second form of behaviour is an interoceptive response to the internal state of the organism, i.e. to one or more essential variables. Note that our usage of “exteroceptive” and “interoceptive” distinguishes between phenomena by how they relate to the viability of the organism, not by their physical location; interoceptive behaviour is a response to an essential variable and exteroceptive behaviour is a response to anything else. Substituting the function \( n(I) \) for \( B \) in Equation (2), for the interoceptive behaviour we get:

\[
\frac{dE}{dt} = h(G, n(I)).
\]

(4)

It is also possible for behaviour to respond to both \( f \) and \( G \), but for simplicity we do not address that case at the moment. Coupling Equation (1) with Equations (3) and (4), we have two systems of coupled differential equations:

**System 1: “Exteroceptive”**

\[
\frac{dI}{dt} = f(I, E); \quad \frac{dE}{dt} = h(G, x(G))
\]

(5)
We use these systems and variations of them, to investigate the robustness of exteroceptive and interoceptive behaviour to organisational-transformations.

**System 2: “Interoceptive”**

\[
\frac{dI}{dt} = f(I, E); \quad \frac{dE}{dt} = h(G, n(I))
\]  

We use these systems and variations of them, to investigate the robustness of exteroceptive and interoceptive behaviour to organisational-transformations.

**Organisational-transformations.** An organisational-transformation is an event that modifies how essential variables change in a given environment (how \(f\) changes for a given \(E\)). We can formalise this as the transformation of the “pre-transformation” function \(f\) into a “post-transformation” form, \(f'\), defining two new systems of equations:

**System 1b: “Post-transformation Exteroceptive”**

\[
\frac{dI}{dt} = f'(I, E); \quad \frac{dE}{dt} = h(G, x(G))
\]

**System 2b: “Post-transformation Interoceptive”**

\[
\frac{dI}{dt} = f'(I, E); \quad \frac{dE}{dt} = h(G, n(I))
\]

Genetic mutation has been given as an example of an organisational-transformation, but this is not the only phenomenon that this formalisation captures. The notion encompasses a wide variety of events, including some that cause long-term or permanent change to the organism, or to the way that an environment affects the organism. Examples include:

1. genetic mutations that permanently increase or decrease the rate at which an organism can metabolise a resource, or that modify an offspring's ability to metabolise a whole category of resources;
2. the infection of an organism by a parasite or symbiont, causing it to require additional resources to survive, or alternatively, allowing it to benefit from a new category of resources;
3. an event that has long-term implications, such as a rare encounter with a chemical that permanently modifies the organism's metabolism; or
4. damage to an organism (e.g. membrane damage causing a slow but steady loss of metabolic products).

These kinds of events are common at evolutionary time scales, and it would clearly be advantageous to be robust to them, i.e. to remain healthy despite them.

**Behavioural robustness to organisational-transformations.** Why might we expect interoceptive behaviour to be more robust to organisational-transformations than exteroceptive behaviour? Organisational-transformations modify how the internal-state changes in a given environment. It follows that in general, an ideal environment for maintaining viability pre-transformation, will not be ideal post-transformation, and a change is therefore required in the organism's behaviour if it is to optimally regulate its interaction with its environment. Exteroceptive behaviour will not produce any such change. We can say this because organisational-transformations modify the dynamics of internal-state variables, but by definition, exteroceptive behaviour is not influenced by these variables (see Fig. 1A and Equation (5)) and so post-transformation exteroceptive regulation will be no different than pre-transformation exteroceptive regulation. Put another way, the environmental needs of the system have changed, but purely exteroceptive behaviour will continue to regulate environmental conditions in the same way that it did before the organisational-transformation.

Interoceptive behaviour is different. It closes a sensorimotor loop that includes both environmental and internal-state dynamics (see Fig. 1B and Equation (6)). Instead of being decoupled from the internal state, interoceptive behaviour is a direct response to it. An organisational-transformation changes the way that an environment...
affects the internal state and when behaviour is interoceptive, the different internal state will result in a different regulation of the local environment. After organisational-transformations the “right” environment will likely have changed, but the right internal state remains the same. We thus might expect interoceptive behaviour to be more robust to organisational-transformations than exteroceptive behaviour.

Results
We now use an abstract model to evaluate the propositions of the previous section. The model acts as an instantiation of the concepts described above, simulating the dynamics of an organism’s internal state that is affected by its local environment and where the interface between the two is regulated either interoceptively or exteroceptively. We conduct a systematic survey, subjecting interoceptive and exteroceptive behaviours to a range of parameter-modification based organisational-transformations. As predicted above, the exteroceptive behaviour turns out to be much less robust to organisational-transformations than the interoceptive behaviours.

Model of Metabolism. Our minimal model simulates the dynamics of the concentration of two distinct categories of chemical. ’A’ is an internal state variable (i.e. A ∈ I) which represents the concentration of all of the different chemicals that constitute an organism’s autocatalytic metabolic network. ‘F’ is an environmental variable (F ∈ E) which represents the concentration of resources present in the environment of the organism that can be transformed by the metabolic-network into metabolites.

The metabolism grows and degrades according to the two following reactions:

\[ 2A + F \xrightarrow{k_f} 3A, \]

\[ A \xrightarrow{k_d} \emptyset, \]

where Reaction (9) represents the autocatalytic transformation of F into A, and Equation (10) captures the degradation of A into something that has no subsequent influence on the system. Applying mass-action kinetics, we get

\[ \frac{dA}{dt} = -k_d A^2 + k_f FA^2 - k_d A. \]

which defines the pre-transformation internal state dynamics (comparable to function f in Equations (5) and (6)) in our example system.

We arbitrarily define limits on this essential variable, saying that A must lie between 0 and 8 if the system is to be considered viable. These viability limits, and the other constants (the stoichiometry of the reaction and its rate-constants k_0 = 0.075, k_F = 0.5, k_d = 1) were selected to produce a system in which certain initial conditions survive and others do not, and where regulation of the environmental conditions (i.e. behaviour) can influence which initial conditions survive and which do not. In our analysis below, we systematically modify the stoichiometric and rate-constant parameters, comparing the ability of interoceptive and exteroceptive behaviours to drive survival-prolonging behaviour. As predicted by the reasoning presented above, the interoceptive behaviours demonstrate a greater resilience to these modifications than the exteroceptive behaviour.

Figure 2A shows A-dynamics for different fixed values of F. In between the viability limits (red lines) lies a set of equilibria (blue curve). For states that are to the right of this curve, A is increasing, and to the left of the curve, A is decreasing (grey arrows). We see that when there is a low concentration of F, the system is incapable of growing at a rate sufficient to compensate for its degradation, resulting in a single stable ‘dead’ equilibrium of no autocatalyst (A = 0). For a range of fixed concentrations of 1 \( \leq F \leq 1.4 \), the system has two equilibria: a stable ‘living’ equilibrium, an unstable living equilibrium, and two ‘dead’ final states (A = 0, A = 8). And finally, for fixed F = 1.4, the system has three possible final states: the two dead states and an unstable equilibrium in between. In the plots in Fig. 2, the viable regions (i.e. the initial conditions that do not encounter the viability limits —see4—is shaded.

Behaviours. For simplicity, our model omits the influence of the global environment (G) upon the local-environment and the behaviour. The model thus corresponds to scenarios where (i) the behaviour is sufficiently influential that it is not overridden by the influence of the global environment, and (ii) the effect of the behaviour upon the local-environment is independent of the non-local environment. The simplification allows us to describe change in the local environment variable F (analogous to the function f described above) as purely the result of the organism’s behaviour.

We investigate two interoceptive and one exteroceptive behaviours. The minimal exteroceptive behaviour is defined by:

\[ \frac{dF}{dt} = \begin{cases} 1 & : F < \theta_F \\ \theta_F & : otherwise. \end{cases} \]

which causes F to increase if it is too low and decreases it if it is high (see Fig. 2B). The value of parameter \( \theta_F = 1.2 \) was determined by approximating the middle of the viable region in the absence of behaviour (grey area in Fig. 2A). This equation is comparable to the function x(G) in the framework outlined above.

The minimal interoceptive behaviour is defined by the following equation (which plays the role of the function \( n(I) \) in the framework outlined above):
\( \theta_A = \begin{cases} 1 : A < \theta_A \\ -1 : \text{otherwise} \end{cases} \) (13)

which causes F to increase when A is low and vice-versa, when A is high, F is reduced. The value of parameter \( \theta_A = 4 \) was selected as it is precisely halfway between the viability limits (see Fig. 2A). This mechanism, like the minimal exteroceptive behaviour, succeeds at regulating F, such that the set of initial conditions that survive is larger than without behaviour (see Fig. 2D).

The two minimal behaviours just described perform qualitatively differently in the same pre-transformation conditions. To evaluate the impact of organisational-transformations upon interoceptive and exteroceptive behaviours that perform precisely the same regulation pre-transformation, we designed a third emulatory behaviour, which is an interoceptive behaviour that performs precisely the same as the minimal exteroceptive behaviour described above. To formulate this behaviour, we see from Equation (11) that:

\[ F = \frac{\frac{dA}{dt} + k_f A^3}{k_f A^2} \] (14)

We can then imagine some (perhaps complicated) machinery that is not directly influenced by F but maintains the concentration of a chemical, P, as proportional to the right-hand-side of Equation (14), thus:

---

**Figure 2. Dynamics and viable regions in pre-transformation and post-transformation conditions.** The first column indicates the system with no behaviour (fixed F). The second column indicates the pre-transformation dynamics of the three behaviours, and the third column shows the dynamics of the same behaviours after an example organisational-transformation, where \( k_f \) has been reduced by 50%. In each plot, the viability limits are indicated by the red lines, nullclines are indicated by the blue and purple curves, the viable region (initial conditions that do not encounter the viability limits) is shaded, and dynamics are indicated by the grey arrows.
Figure 3. Robustness to systematic rate-constant modifications. The left plot indicates the survival rate (proportion of tested initial conditions that survive) for each of the three behaviours under each of the 729 organisational-transformations. To facilitate comparison of the behaviours, in this plot, the organisational-transformations (horizontal-axis) have been sorted according to the survival rate of the minimal interoceptive behaviour. The bar-chart shows the proportion of organisational-transformations that are survived by at least one initial condition for each behaviour. The two interoceptive behaviours are clearly more robust to the organisational-transformations than the exteroceptive behaviour.

\[
P = \frac{\frac{dA}{dt} + \lambda dA + \lambda_2 A^3}{\lambda_3 A^2},
\]

where the parameters \(\lambda_4, \lambda_5,\) and \(\lambda_6\) are given the same pre-transformation values as \(k_f, k_d,\) and \(k_e\) respectively. The interoceptive “emulatory” behaviour is then the same as the exteroceptive behaviour, except that it is a response to \(P:\)

\[
\frac{dF}{dt} = \begin{cases} 
1 & : P < \theta_F \\
-1 & : \text{otherwise}
\end{cases}
\]

The value of the parameter \(\theta_F\) has the same value as \(\theta_E = 1.2\) such that in pre-transformation conditions, this interoceptive behaviour performs precisely the same as the minimal exteroceptive behaviour (as confirmed by identical Figs. 2B,F).

Organisational-transformations. To evaluate the robustness of these three systems, we systematically generated \(9^3 = 729\) organisational-transformations by varying the rate-constants, \(k_f, k_d,\) and \(k_e\) in Equation (11) by the following scaling factors: \((\frac{1}{125}, \frac{1}{10}, \frac{1}{2}, 1, 2, 5, 10, 20)\) (For more extreme parameter changes, the rate of change in \(F(\frac{dF}{dt} = \pm 1)\) is often insufficiently fast to compensate for the organisational-transformation.) For each of these \(9^3\) systems, for each of the three behaviours, we simulated trajectories from 16,384 initial-conditions distributed in a regular \(128 \times 128\) lattice over \(A = [0, 4], F = [0, 8]\). Each initial condition was considered to have survived if, after sufficient time for the system to come to rest (visually approximated to be 50 time units), \(0.1 < A < 7.9\).

Figure 3A plots the proportion of initial conditions that survive for each behaviour for each organisational-transformation. In a few cases, the exteroceptive behaviours out-performs the minimal interoceptive behaviour. This is not surprising, because these two behaviours are different even before the organisational-transformation. The more general result is that the two interoceptive behaviours are significantly more robust to organisational-transformations; their regulation drives survival in many conditions where the exteroceptive behaviour does not, as indicated in Fig. 3B.

The third column of Fig. 2 shows the post-transformation dynamics of the three behaviours after an example organisational-transformation, where \(k_f\) was reduced by 50%. As predicted, the exteroceptive regulation of \(F\) is not affected by the organisational-transformation —the \(dF\) nullcline and more broadly the dynamics in \(F\) are identical in Plots B and C. Accordingly, \(F\) approaches 1.2, the same value it approached in the pre-transformation system. Unfortunately for the simulated organism, in the post-transformation system this environmental state inevitably leads to a loss of viability regardless of the initial condition. The exteroceptive behaviour is clearly not robust to the organisational-transformation.

The situation is quite different for the minimal interoceptive behaviour. The interoceptive regulation causes \(F\) to approach a higher value, and the post-transformation approached values of \(A\) are precisely the same as the pre-transformation values. Unlike for the exteroceptive behaviour, there is a large post-transformation viable region. The regulatory mechanism is simple, but the system has adapted to regulate the environmental conditions to produce the same internal state, despite the organisational-transformation.

In the emulatory behaviour, we see a similar result as in the minimal interoceptive behaviour, the post-transformation approached value of \(A\) (stable point indicated by the upper intersection of nullclines) is the same as in the pre-transformation system, and again there is a large viable region. Both interoceptive behaviours demonstrate a remarkable robustness to the organisational-transformation, unlike the exteroceptive behaviour.
To evaluate the effects of more profound organisational-transformations, we systematically modified the stoichiometry in Equation (9) (see Table 1). The stoichiometric number for each of the reactants was selected from \{1, 2, 3\} and the stoichiometric number for the product was selected such that \( A \) increases by either one or two. The three behaviours were simulated in the same way as above and the reaction rate constants \((k_1, k_2, k_3)\) were also unchanged. In all of the thirteen tested stoichiometric organisational-transformations, the interoceptive and emulatory behaviours were capable of surviving some initial conditions (see green and blue regions in Fig. 4). In contrast, exteroceptive behaviour only maintained a viable region in five of the thirteen tested stoichiometric organisational-transformations.

### Table 1. Reactions and equations used in the simulation of organisational-transformations that modify the autocatalytic reaction stoichiometry.

| Pre-transformation reaction | Pre-transformation equation |
|-----------------------------|-----------------------------|
| \(2A + F \rightleftharpoons 3A\) | \(\frac{dA}{dt} = -k_1A^1 + k_2F_3^2 - k_3A\) |

| Post-transformation reactions | Post-transformation equations |
|------------------------------|-------------------------------|
| \(A + F \rightleftharpoons 2A\) | \(\frac{dA}{dt} = -k_1A^1 + k_2F_3^2 - k_3A\) |
| \(A + 2F \rightleftharpoons 2A\) | \(\frac{dA}{dt} = -k_1A^1 + k_2F_3^2 - k_3A\) |
| \(A + 2F \rightleftharpoons 3A\) | \(\frac{dA}{dt} = -k_1A^1 + k_2F_3^2 - k_3A\) |
| \(2A + F \rightleftharpoons 4A\) | \(\frac{dA}{dt} = -k_1A^1 + k_2F_3^2 - k_3A\) |
| \(2A + 2F \rightleftharpoons 3A\) | \(\frac{dA}{dt} = -k_1A^1 + k_2F_3^2 - k_3A\) |
| \(3A + F \rightleftharpoons 4A\) | \(\frac{dA}{dt} = -k_1A^1 + k_2F_3^2 - k_3A\) |
| \(3A + F \rightleftharpoons 5A\) | \(\frac{dA}{dt} = -k_1A^1 + k_2F_3^2 - k_3A\) |
| \(3A + 2F \rightleftharpoons 4A\) | \(\frac{dA}{dt} = -k_1A^1 + k_2F_3^2 - k_3A\) |
| \(3A + 2F \rightleftharpoons 5A\) | \(\frac{dA}{dt} = -k_1A^1 + k_2F_3^2 - k_3A\) |
| \(3A + 3F \rightleftharpoons 4A\) | \(\frac{dA}{dt} = -k_1A^1 + k_2F_3^2 - k_3A\) |
| \(3A + 3F \rightleftharpoons 5A\) | \(\frac{dA}{dt} = -k_1A^1 + k_2F_3^2 - k_3A\) |

**Discussion**

Interoceptive behaviour, like other forms of phenotypic plasticity allow an organism to adapt to new environments. This flexibility makes it possible for organisms to survive for long enough such that neo-Darwinian evolution can operate. It is also now widely accepted that phenotypic plasticity can also facilitate adaptive evolution by influencing selection pressures via the Baldwin effect \(^{15-18}\). Interoceptive behaviour can provide these benefits, but as demonstrated in the model above, it can also automatically adapt to modifications in the way that an organism’s internal state changes in a given environment. Put another way, interoceptive behaviour can adapt to changes in the organisation of the organism itself \(^{19}\). When metabolic rate and stoichiometric constants were changed in our model, the interoceptive behaviours automatically adapted to the change, finding new environmental conditions that suit the needs of the modified organism. No additional mechanism of adaptation was necessary for the interoceptive behaviour(s) to survive despite a wide range of organisational-transformations.

To see how this automatic adaptation can facilitate adaptive evolution, we need only to remember that organisational-transformations include heritable modifications such as genetic mutations. Consider a mutation that provides a minor fitness advantage, but also changes the ideal operating conditions for the organism’s metabolism. Interoceptive behaviour (as demonstrated above) can automatically compensate for the changed needs, increasing the likelihood of the mutation becoming fixed in the population. In contrast, when behaviour is exteroceptive, organisational-transformations that change the optimal operating conditions will include a negative influence on fitness, for the exteroceptive behaviour will seek the same environment as that sought before the organisational-transformation took place. Interoceptive behaviour can “adapt to the adaptation,” making beneficial what would be a deleterious mutation if behaviour were purely exteroceptive.

What underlies this difference between interoceptive and exteroceptive behaviours? An organism’s internal state is influenced by its environment, but in the absence of interoceptive behaviour, the converse does not generally hold; i.e. the environment is not particularly influenced by the organism’s internal state. We say this because the environment of an organism is generally a larger system with greater “inertia” and with a greater number of factors influencing its trajectory than just a single organism within it. An organism, conversely, is influenced by little other than itself and its environment. This asymmetrical relationship means that the feedback loop closed by exteroceptive behaviour (see Fig. 1) only allows for a response to changes in the environment, while as the loop closed by interoceptive behaviour allows the system to respond to changes in the internal dynamics of the organism, changes in the environment, and to changes in how these two systems interact. In fact, there are some environmental changes that interoceptive behaviour would be better at adapting to than exteroceptive behaviour. For example, if a completely new type of metabolic resource emerged, exteroceptive behaviour would have to evolve a way of sensing that resource to be able to seek it out, but interoceptive behaviour would respond to it the way it responds to other resources \(^{19}\). Similarly, an environmental change that modifies the way that phenomena
influence an organism (e.g. the transformation of a resource into a toxin by the presence of another reactant) is automatically adjusted for when behaviour is interoceptive\(^1\)\(^1\)\(^9\). Finally, it is interesting to note that when an interoceptive behaviour is present, it becomes possible for exteroceptive behaviours to respond indirectly to the internal state (via the interoceptive behaviours influence upon the environment). This is a topic for future study.

The advantages of interoceptive behaviour and its simplicity draw attention to the possibility of it playing an important role in facilitating the early evolution of life. Interestingly, some simple abiological chemistry, such as motile oil-droplets\(^2\)\(^0\)–\(^2\)\(^3\), BZ-gel “worms”\(^2\)\(^4\), simulated reaction-diffusion “spots”\(^2\)\(^5\), simulated self-replicating domains\(^2\)\(^6\) and idealised protocells\(^2\)\(^7\) demonstrate what could be described as interoceptive behaviour —they move towards environments that enable or accelerate their metabolism-esque dissipative chemical reactions. Along similar lines, the advantages of interoceptive behaviour also suggest it as a candidate mechanism that could be of use in efforts to synthesise more robust, adaptable and sophisticated synthetic protocell systems\(^2\)\(^8\) and bio-reactors\(^2\)\(^9\) —systems that are currently only capable of operating in highly regulated lab conditions.

Recapitulation. This paper started by distinguishing between two categories of regulation: exteroceptive regulation, which is a response to the environment and interoceptive regulation, which is a response to essential variables. We then defined organisational-transformations as events that modify how essential variables change in a given environment, and presented an argument as to why we would expect exteroceptive behaviour to be less robust to organisational-transformations than interoceptive behaviour. This argument stemmed from (i) the observation that exteroceptive behaviour will seek out the same environments post-transformation that it sought

---

**Figure 4. Robustness to stoichiometric modifications.** These plots show the dynamics and viable regions for thirteen stoichiometry-based organisational-transformations. For each organisational-transformation, the dynamics and viable regions are indicated for each of the three behaviours. In many cases where the exteroceptive behaviour fails to maintain a viable region, the interoceptive behaviours succeed, demonstrating their greater robustness to the stoichiometric organisational-transformations.
pre-transformation, but that for interoceptive behaviour, the organism can find different environments that may be better suited to its changed needs; and (ii) the identification of an asymmetrical causal relationship where (in the absence of interoceptive behaviour) an organism’s internal state is more influenced by its environment than vice versa. This asymmetrical relationship limits the sensitivity of exteroceptive behaviour, while allowing interoceptive behaviour to adapt not only to changes in the organism’s essential variables, but also to changes in its environment and to the interaction between the two.

As an example system that we could use to clarify and further evaluate our argument, we formulated a minimal abstract model, where we systematically subjected interoceptive and exteroceptive behaviours to a variety of organisational-transformations. As predicted, the minimal interoceptive behaviours demonstrated a much greater robustness to organisational-transformations than the exteroceptive behaviour. Obviously, this model is a single example system, and thus can not prove that the argument holds in general. Further study is needed to elucidate the relative advantages and disadvantages of interoceptive and exteroceptive behaviours (as well as how they might interact). Nevertheless, in addition to serving as an example for making the argument more explicit, analysis of the model demonstrates that even very simple forms of interoceptive behaviour can be remarkably robust to organisational-transformations.

Finally, we suggested that the adaptability of interoceptive behaviour can facilitate adaptive evolution and observed that interoceptive behaviour has already been produced in abiotic systems, and that its implementation could help in the synthesis of more robust artificial life.

References

1. Gerhart, J. C. & Pardee, A. B. The enzymology of control by feedback inhibition. The Journal of Biological Chemistry 237, 891–896 (1962).
2. Vilar, J. M. G., Guet, C. C. & Leibler, S. Modeling network dynamics the lac operon, a case study. The Journal of Cell Biology 161, 471–476 (2003).
3. Ashby, W. R. Design for a Brain: the origin of adaptive behaviour 2nd edn (J. Wiley, 1952).
4. Di Paolo, E. A. Autopoiesis, adaptivity, teleology, agency. Phenomenology and the Cognitive Sciences 4, 429–452 (2005).
5. Sih, A., Ferrari, M. C. O. & Harris, D. J. Evolution and behavioural responses to human-induced rapid environmental change. Evolutionary Applications 4, 367–387 (2011).
6. Schlaepfer, M. A., Runge, M. C. & Sherman, P. W. Ecological and evolutionary traps. Trends in Ecology & Evolution 17, 474–480 (2002).
7. Fusco, G. & Minelli, A. Phenotypic plasticity in development and evolution: facts and receptors. Philosophical Transactions of the Royal Society of London B: Biological Sciences 365, 547–556 (2010).
8. Alexandre, G. Coupling metabolism and chemotaxis-dependent behaviours by energy taxis receptors. Microbiology 156, 2283–2293 (2010).
9. Taylor, B. L. & Zhulin, I. B. In search of higher energy: metabolism-dependent behaviour in bacteria. Molecular Microbiology 28, 683–690 (1998).
10. Alexandre, G. & Zhulin, I. B. More than one way to sense chemicals. Journal of Bacteriology 183, p. 4681–4686 (2001).
11. Egbert, M. D., Barandiaran, X. E. & Di Paolo, E. A. A minimal model of metabolism-based chemotaxis. PLoS Computational Biology 6, e1000104 (2010).
12. Kimura, M. On the probability of fixation of mutant genes in a population. Genetics 47, 713–719 (1962).
13. Kimura, M. & Ohta, T. The average number of generations until fixation of a mutant gene in a finite population. Genetics 61, 763–771 (1969).
14. Barandiaran, X. E. & Egbert, M. D. Norm-establishing and norm-following in autonomous agency. Artificial Life 20, 5–28 (2013).
15. Hinton, G. E. & Nowlan, S. J. How learning can guide evolution. Complex systems 1, 495–502 (1987).
16. Baldwin, J. M. A new factor in evolution. American Naturalist 30, 441–451, 536–553 (1896).
17. Waddington, C. H. Genetic assimilation of an acquired character. Evolution 7, 118–126 (1953).
18. Crispo, E. The baldwin effect and genetic assimilation: revisiting two mechanisms of evolutionary change mediated by phenotypic plasticity. Evolution 61, 2469–2479 (2007).
19. Egbert, M. D., Barandiaran, X. E. & Di Paolo, E. A. Behavioral metabolism: the adaptive and evolutionary potential of metabolism-based chemotaxis. Artificial Life 18, 1–25 (2012).
20. Hanczyc, M., Toyota, T., Ikegami, T., Packard, N. & Sugawara, T. Fatty acid chemistry at the oil-water interface: self-propelled oil droplets. Artificial Life 16, 233–243 (2010).
21. Toyota, T., Maru, N., Hanczyc, M. M., Ikegami, T. & Sugawara, T. Self-propelled oil droplets consuming "fuel" surfactant. Journal of the American Chemical Society 131, 5012–5013 (2009).
22. Hanczyc, M. M. Metabolism and motility in prebiotic structures. Philosophical Transactions of the Royal Society B: Biological Sciences 366, 2885–2893 (2011).
23. Epstein, I. R. et al. Chemical oscillators in structured media. Accounts of Chemical Research 45, 2160–2168 (2011).
24. Virgo, N. Thermodynamics and the structure of living systems. DPhil thesis, University of Sussex, UK (2011).
25. Lesmes, F., Hochberg, D., Morán, F. & Pérez-Mercader, J. Noise-controlled self-replicating patterns. Physical Review Letters 91, 238301 (2003).
26. Egbert, M. D., Di Paolo, E. A. & Barandiaran, X. E. Chemo-ethology of an adaptive protocol: sensorless sensitivity to implicit viability conditions. In Advances in Artificial Life, Proceedings of the 10th European Conference on Artificial Life, ECAL., 242–250 (Springer, 2009).
27. Purnick, P. E. M. & Weiss, R. The second wave of synthetic biology: from modules to systems. Nature Reviews Molecular Cell Biology 10, 410–422 (2009).
28. Noireaux, V. & Libchaber, A. A vesicle bioreactor as a step toward an artificial cell assembly. Proceedings of the National Academy of Sciences of the United States of America 101, 17669–17674 (2004).

Acknowledgements

We would like to thank Jean-Sebastien Gagnon for his comments on an early draft of the manuscript. We would also like to thank Andrés Moya for our discussions on these topics.
Author Contributions
All of the authors made significant contributions to the concept, design, execution and interpretation of the research and the development of the outline. M.D.E. proposed and conducted the research and wrote the first draft. J.P.M. discussed and shaped the research and improved upon the manuscript.

Additional Information
Competing financial interests: The authors declare no competing financial interests.

How to cite this article: Egbert, M. D. and Pérez-Mercader, J. Adapting to Adaptations: Behavioural Strategies That Are Robust to Mutations and Other Organisational-Transformations. Sci. Rep. 6, 18963; doi: 10.1038/srep18963 (2016).

This work is licensed under a Creative Commons Attribution 4.0 International License. The images or other third party material in this article are included in the article’s Creative Commons license, unless indicated otherwise in the credit line; if the material is not included under the Creative Commons license, users will need to obtain permission from the license holder to reproduce the material. To view a copy of this license, visit http://creativecommons.org/licenses/by/4.0/