First order topological phase transition of the Haldane–Hubbard model
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We study the interplay of topological band structure and conventional magnetic long-range order in spinful Haldane model with onsite repulsive interaction. Using the dynamical cluster approximation with clusters of up to 24 sites we find evidence of a first order phase transition from a Chern insulator at weak coupling to a topologically trivial antiferromagnetic insulator at strong coupling. These results call into question a previously found intermediate state with coexisting topological character and antiferromagnetic long-range order. Experimentally measurable signatures of the first order transition include hysteretic behavior of the double occupancy, single-particle excitation gap and nearest neighbor spin-spin correlations. This first order transition is contrasted with a continuous phase transition from the conventional band insulator to the antiferromagnetic insulator in the ionic Hubbard model on the honeycomb lattice.
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I. INTRODUCTION

The Haldane model1 describes non-interacting fermions on a honeycomb lattice in a staggered magnetic field. Over the past decade, this prototypical model of a topologically non-trivial bandstructure has inspired numerous developments in the field of topological insulators,2,3 and has recently been experimentally realized using ultracold fermions in an optical lattice.4 Because of their high degree of controllability, ultracold atomic gases offer a unique opportunity to investigate the interplay of topological bandstructure and the strong interactions, where one expects a variety of fascinating phenomena.5

To experimentally investigate the interaction effects on the Haldane model, one loads two species of ultracold fermionic atoms into an optical lattice and tunes their onsite interaction. However, the Haldane–Hubbard model poses a theoretical challenge. The lack of time-reversal symmetry gives rise to a severe fermion sign problem6 and limits the use of quantum Monte Carlo (QMC) methods.7 This is in contrast with the time-reversal symmetric Kane–Mele–Hubbard (KMH) model, in which the two spin species experience opposite magnetic flux. The KMH model thus allows sign-problem free QMC simulations at half filling that show a continuous phase transition from the quantum spin Hall insulator into an antiferromagnetic insulator (AFI) as the interaction strength increases.8–10

Similarly, in the Haldane–Hubbard model the local onsite interaction favors an AFI in the strong coupling regime,11,12 which competes with a Chern insulator (CI) at weak coupling. To find out how the two limiting cases are connected requires a non-perturbative treatment. Being hard to tackle, some of the previous studies used static mean-field approximations.13–17 All these studies reported an additional phase with coexisting antiferromagnetic long-range order and non-trivial topological character at intermediate interaction strengths. This topologically non-trivial AFI state has a clear mean-field picture: in the vicinity of a putative second order quantum phase transition to the AFI, the antiferromagnetic order parameter increases continuously so that there is a finite region where the topological band gap persists despite of the counteracting topologically trivial band gap due to the magnetic order. However, given the approximate nature of the static mean-field treatment, it is hard to assess whether this intermediate state really exists.

In this paper we thus study the ground state phase diagram of the Haldane–Hubbard model using the dynamical cluster approximation (DCA),18,19 which is a cluster extension of dynamical mean-field theory (DMFT).20 By using clusters embedded in a self-consistently determined bath, both short-range correlations within the cluster and long-range correlations are captured. Solving embedded clusters with up to 24 sites at low temperature we can go beyond static mean-field and exact diagonalization treatments. Our main result is a first order phase transition from a topologically non-trivial band insulating state to a magnetic long-range ordered state, preempting the intermediate “topological AFI” state. Observables such as the antiferromagnetic magnetization, double occupancy, all exhibit hysteretic behavior around the transition point, which are clear signatures of a first order phase transition.21

II. MODEL AND METHOD

The Hamiltonian of the Haldane–Hubbard model reads

\[
\hat{H} = -t \sum_{\langle i,j \rangle, \sigma} \hat{c}^\dagger_{i\sigma} \hat{c}_{j\sigma} - i\lambda \sum_{\langle\langle i,j \rangle \rangle, \sigma} v_{ij} \hat{c}^\dagger_{i\sigma} \hat{c}_{j\sigma} + \Delta \sum_{i, \sigma} \hat{n}_{i\sigma} + U \sum_{i} \left( \hat{n}_{i\uparrow} - \frac{1}{2} \right) \left( \hat{n}_{i\downarrow} - \frac{1}{2} \right),
\]

where \( \hat{c}^\dagger_{i\sigma} \) (\( \hat{c}_{i\sigma} \)) creates (annihilates) a fermion at site \( i \) of the honeycomb lattice with spin \( \sigma \in \{\uparrow, \downarrow\} \), \( \hat{n}_{i\sigma} \equiv \hat{c}^\dagger_{i\sigma} \hat{c}_{i\sigma} \).
denotes the occupation number operator, \( t \) is the hopping amplitude between nearest neighbors \((i, j)\), and \( \lambda \lambda \) is the purely imaginary hopping between next-nearest-neighbor sites \( \langle \langle i, j \rangle \rangle \). \( v_{ij} = -1 (+1) \) for the hopping from site \( i \) to \( j \) in (anti-)clock-wise direction with respect to the center of the hexagon, illustrated in Fig. 1. The sign \( s_i \) is +1 on one sublattice of the honeycomb lattice and −1 on the other. The last term is the onsite repulsive interaction with strength \( U > 0 \). Without loss of generality we assume \( \lambda \geq 0 \).

The main focus of our study is the half-filled Haldane–Hubbard model with \( \lambda \neq 0 \) and \( \Delta = 0 \). Without interactions \((U = 0)\), the ground state is a topologically non-trivial Chern insulator (CI) with Chern number 1 for both spin species and a band gap \( \min(\sqrt{27} \lambda, t) \). For comparison, we also consider the ionic Hubbard model on the honeycomb lattice with staggered chemical potential \( \Delta \neq 0 \) and \( \lambda = 0 \). In this case the non-interacting system also has a finite band gap, determined by \( \Delta \), but it is topologically trivial. The full model (1) can be experimentally implemented with independent tunability of each term.\(^{4,22}\)

To map out the ground state phase diagram of Eq. (1) using the DCA method,\(^{18,19}\) we solve a cluster impurity problem embedded selfconsistently into a bath using continuous-time auxiliary-field QMC method with sub-matrix updates.\(^{23,24}\) Details of the DCA method for multisite unit cells are described in Ref. 25. For most of this study we use the cluster shown in Fig. 1, which respects the three-fold rotational symmetry of the honeycomb lattice. Its reciprocal representation displayed in Fig. 2 contains all the high symmetry reciprocal lattice points of our model. The non-interacting dispersion of \( H \) is linear at \( K \) and \( K' \) only for \( \Delta = \lambda = 0 \). The \( K \) and \( K' \) points remain the points of minimal non-interacting band gap for \( \lambda/t \)\( \geq 1/\sqrt{27} \approx 0.192 \) irrespective of \( \Delta \).

For \( \lambda = 0 \) and \( \Delta = 0 \), the model reduces to the honeycomb lattice Hubbard model where sign-problem free QMC simulations have shown a continuous phase transition from a Dirac semi-metal to an AFI.\(^{26,27}\) However, the model suffers from a sign problem\(^{6,7}\) for \( \lambda \neq 0 \) or \( \Delta \neq 0 \). Even though the sign problem is mitigated in the DCA approach compared to lattice QMC simulations, it still limits the accessible cluster size, temperature, and parameter ranges of \( \lambda \) or \( \Delta \). We perform simulations at a temperature \( T/t = 1/16 \), which corresponds to the bulk non-interacting gap of the Haldane model at \( \lambda/t \approx 0.012 \). This temperature is below all relevant energy scales and should thus exhibit ground state behavior of the model. The sign problem limits the accessible range of \( \lambda \) for the chosen cluster and temperature to \( \lambda/t \leq 0.15 \), which nevertheless lies in the experimentally relevant region.\(^{4}\)

To characterize the magnetic properties of the system we measure the staggered magnetization in the cluster

\[
m = \frac{1}{N} \sum_i s_i (\hat{n}_{i\uparrow} - \hat{n}_{i\downarrow}) ,
\]

with \( N \) being the number of sites of the cluster. While the investigated two-dimensional model cannot spontaneously break the continuous symmetry at non-zero temperature,\(^{28,29}\) the DCA solution at a low but non-zero temperature \( T \) may still develop magnetic long-range order as DCA treats long-range correlations in a mean-field fashion. Such ordered solution should be thought of as a DCA approximation of the ground state. By systematically increasing the cluster size the DCA result then becomes increasingly accurate.
To reveal the topological nature of the phase we compute the Chern number, using the topological Hamiltonian of Ref. 30,

\[ H_{\text{topo}}(\mathbf{k}) \equiv -G^{-1}(i\omega = 0, \mathbf{k}) = H_0(\mathbf{k}) + \Sigma(i\omega = 0, \mathbf{k}) , \]

where \( H_0(\mathbf{k}) \) is the non-interacting part of the Hamiltonian (1). We obtain \( \Sigma(i\omega = 0, \mathbf{K}) \) by a cubic spline interpolation over 40 lowest (positive and negative) Matsubara frequency self energies \( \Sigma(i\omega_n, \mathbf{K}) \). In the DCA, the self energy \( \Sigma(\mathbf{k}) \) is approximated by the impurity self energy \( \Sigma(\mathbf{K}) \) at the closest cluster momentum \( \mathbf{K} \), i.e. it is a patch-wise constant function in reciprocal space. The Chern number calculation utilizing \( H_{\text{topo}} \) is performed by discretization of the Brillouin zone as in Ref. 31. The results are robust with respect to different Brillouin zone discretization meshes. In addition we checked robustness of the results with respect to interpolation of the self energy in reciprocal space using natural neighbor interpolation. The Chern number, being a topological invariant, may change only if the topological gap, i.e. the band gap of \( H_{\text{topo}}(\mathbf{k}) \), closes. We find that for all examined values of \( \lambda \), i.e. for \( \lambda/t \leq 0.15 \), the topological gap closes at the \( K \) and \( K' \) point,\(^{32} \) while the single particle gap of the physical Hamiltonian (1) remains finite.

III. RESULTS

A. Phase diagram

Figure 3 shows our phase diagram of the Haldane–Hubbard model. For \( \lambda/t \geq 0.075 \), we find clear evidence of a first order transition from the CI to the topologically trivial AFI shown by the black solid line. This phase boundary is not extrapolated in cluster size. To assess the systematic error, we consider the \( \lambda = 0 \) limit where the model reduces to the honeycomb lattice Hubbard model where unbiased QMC methods predict a critical interaction to lie between 3.78\( t \) and 3.9t.\(^{26,27} \) The un-extrapolated value \( U_{\text{HH}}(\lambda = 0)/t = 3.575 \pm 0.075 \) based on our 24-site cluster underestimates this value by about 0.3\( t \), as the DCA transition occurs when the correlation length reaches the order of the cluster size. This difference provides an estimate of the systematic error. At the first order transition the systematic error is expected to be smaller. For \( \lambda/t \leq 0.05 \) DCA with 24-site cluster is consistent with a continuous phase transition with intermediate topological AFI. However we believe this to be due to insufficiently large cluster and that using larger clusters will again lead to a first order transition.

1. First order transition for \( \lambda/t \geq 0.075 \)

Figure 4 shows the staggered magnetization as a function of \( U/t \) for various values of \( \lambda \). Noticeably, \( m \) shows a discontinuity for \( \lambda/t \geq 0.075 \), accompanied by hysteretic behavior. The simulation can converge to two different solutions depending on the initial bare cluster Green’s function provided to the self-consistency loop. This provides a clear signature of a first order phase transition at \( \lambda/t \geq 0.075 \). In order to distinguish between slow convergence of the self-consistency procedure and (meta)stable solutions we perform about one hundred iterations.

Around the first order transition other observables also exhibit hysteretic behavior, as shown in Fig. 5 for \( \lambda/t = \)}
0.1. The two curves in each panel are obtained with self-consistent iterations started either from the CI or from the AFI state. Hysteretic behavior in these observables can also be measured experimentally as a signature of a first order phase transition. The single particle gap $\Delta_{sp}$ is obtained from the imaginary time lattice Green’s function at the $K$ point by fitting to $A \cosh(\Delta_{sp}(\tau - B))$ near $\tau = 1/(2T)$. Note that in this case the temperature $T/t = 1/16$ is for all values of $U$ at least four times smaller than the single particle gap, and thus low enough to capture ground state behavior. The average sign of the impurity solver is also notably different in the two phases and exhibits a jump at the transition point. The Chern number (not plotted) equals to 1 for the non-magnetic solutions and to 0 for the magnetic solutions.

This clear evidence of a first order phase transition is different from the continuous phase transition transition found in the static mean-field\cite{13,14,15,16,17} and two-site cellular DMFT\cite{33} (CDMFT) studies. Since our DCA calculation on a 24-site cluster incorporates short-range correlation effects and we can reproduce some of the continuous transition character by using small clusters (see Sec. III C), we believe the first order transition found in the Haldane–Hubbard model is real.

2. Phase transition for $\lambda/t < 0.075$

For $\lambda/t \leq 0.05$, we find a continuous increase of the staggered magnetization, as shown in Fig. 4. As a consequence of the smooth increase of the magnetic order parameter, an intermediate topologically non-trivial AFI appears in between the CI for low $U$ and the AFI for large $U$. The simulation results at $\lambda/t = 0.025$ are depicted in terms of the topological gap at the $K$ point, the staggered magnetization $m$, and the Chern number as a function of $U$ in Fig. 6. The Chern number drops from 1 to 0 inside the magnetic ordered phase. The same scenario is found at $\lambda/t = 0.05$.

Even though our DCA results are consistent with an intermediate topological AFI state in a small region of parameter space, the data is also consistent with the scenario of a first order phase transition for any non-zero $\lambda$, and a diverging correlation length as $\lambda \to 0$. In this scenario, the correlation length at the first order transition remains finite at any non-zero $\lambda$, but is larger than the 24-site cluster employed here, thus resulting in an apparent continuous phase transition for $\lambda/t \leq 0.05$ region. Larger clusters would thus be required to resolve the phase transition character in the small $\lambda$ region, but are intractable because of the sign problem.

Finally, for $\lambda = 0$, the model reduces to the Hubbard model on the honeycomb lattice, where there is a firm evidence that the model undergoes a direct second order phase transition from the paramagnetic semimetal to the AFI.\cite{26,27} A DCA study of that model predicts in agreement with the latter studies the direct second order phase transition.\cite{34} In the vicinity of a second order phase transition the correlation length exceeds the cluster size and then mean-field behavior appears in the DCA solution.

B. Comparison to the ionic Hubbard model on the honeycomb lattice

To further reveal the role of the topological band gap, we compare the phase diagram of the Haldane–Hubbard model with that of the ionic Hubbard model on honeycomb lattice. The latter model is defined by $\lambda = 0$ and a staggered sublattice potential $\pm \Delta$, which opens a
topologically trivial band gap. The non-interacting dispersion of the Haldane and the ionic models are similar if the non-interacting band gaps are adjusted to match each other. The density of states for both models with non-interacting band gap $0.52t$ is shown in the inset of Fig. 7. Thus, in a crude theoretical treatment which only cares about the band gap or density of states, these two models should have similar phase diagrams. However, the phase diagram of the ionic honeycomb model shown in Fig. 7 differs substantially from that of the Haldane–Hubbard model in Fig. 3. The dependence of the critical interaction strength on the non-interacting band gap in the ionic model is weaker than in the Haldane–Hubbard model. More importantly, the character of the transition is second order in the ionic Hubbard model for all simulated parameters.

While the ionic Hubbard model on the square lattice exhibits an intermediate metallic phase between the ionic band insulator (BI) and AFI, 36–38 our simulations find no indication of such phase on the honeycomb lattice. A reason for this difference may be different position of the van Hove singularities, which are at the band edges for the square lattice, but not for the honeycomb lattice. A similar observation was made in Ref. 39.

C. Comparison to small cluster calculations

Both static mean-field calculations 13–17 and CDMFT on 2-site clusters 33 predict a continuous phase transition from CI to the AFI, with an intermediate topologically non-trivial AFI phase for a wide range of $\lambda$. Also results of a variational cluster approximation calculation on 6-site clusters 33,40 indicate an indirect transition from CI to AFI, but via a topologically non-trivial non-magnetic insulating phase with opposite Chern number as the CI. Another recent study using 6-site DCA and CDMFT calculations 31 reports, similar to our findings, a signature of a first order transition for $\lambda/t = 0.2$. Since all studies mentioned above employ quantum cluster approaches of a similar nature, these discrepancies may either be due to insufficiently large clusters or due to subtleties in the cluster embeddings which break the spatial symmetries 42,43.

To shed light on this issue we examined the Haldane–Hubbard model using two additional clusters of different size, shown in Fig. 8. The 6-site cluster contains the $K$ and $K'$ point in its reciprocal representation, while the 8-site cluster does not. Both of them respect the three-fold rotational symmetry. The staggered magnetization obtained using these clusters at $\lambda/t = 0.1$ are shown in Fig. 9. The 6-site cluster displays similar hysteresis as observed above for the 24-site cluster, with a difference in the transition point $U/t$ of at most 0.1. The value of $m$ in the ordered phase is larger than for the 24-site cluster, which is expected, as DCA becomes exact for $N \to \infty$ and $m$ has to vanish in the thermodynamic limit at $T \neq 0$. In contrast, using the 8-site cluster we observe a sharp but continuous increase of $m$ at a strongly shifted transition point $U_{\text{HH}}/t = 5.40 \pm 0.03$ for $\lambda/t = 0.1$, without any trace of hysteresis. These findings are similar to those obtained for Haldane model of
spinless fermions,\textsuperscript{44–46} where Varney \textit{et al.}, using exact diagonalization, observed first order or continuous transition character depending on the presence of the $K$ and $K'$ points in the cluster reciprocal representation. Our findings in DCA support their conclusion that the choice of the cluster is significant and that reliable clusters need to contain the $K$ and $K'$ points.

Examining the model within the DMFT approximation yields further insight. For this we simulate a single site in sublattice $A$. The form of the $k$-independent DMFT self energy for a single unit cell (containing two sites) is obtained only from the self energy of the simulated site. Its form has to respect the symmetry of the studied Hamiltonian \textit{1}, which is invariant (up to irrelevant constants) under particle-hole transformation combined with spatial inversion, ensuring

$$G_{AA\sigma}(i\omega_n, k) = -G_{B\bar{B}B\sigma}^*(i\omega_n, k),$$  \hspace{1cm} (4)

both in the paramagnetic and in the antiferromagnetically ordered phase. The DMFT self energy is then approximated by

$$\Sigma_{BB\sigma}(i\omega_n) = -\Sigma_{AA\sigma}^*(i\omega_n),$$  \hspace{1cm} (5)

$$\Sigma_{AB\sigma}(i\omega_n) = 0 = \Sigma_{BA\sigma}(i\omega_n),$$  \hspace{1cm} (6)

neglecting the $AB$ components, motivated by the dominantly local character of the self energy for a Hubbard interaction. The DMFT mapping is then formulated conveniently with $2 \times 2$ matrices, comprising the sublattice indices,

$$G_{AA\sigma}(i\omega_n) = \frac{1}{\Omega} \int_{BZ} dk \left[ \left( G_0^\sigma(i\omega_n, k) \right)^{-1} - \Sigma_\sigma(i\omega_n) \right]_A^{-1},$$  \hspace{1cm} (7)

integrating over the Brillouin zone (with volume $\Omega$). Here $G_0^\sigma(i\omega_n, k) = \left[ i\omega_n \mathbb{1} - H_0(k) \right]^{-1}$ is the non-interacting lattice Green's function. Surprisingly, the magnetization curve for the Haldane–Hubbard model at $\lambda/t = 0.1$ shows discontinuities and hysteresis (Fig. 9) even in the DMFT simulation. This apparent contradiction to our conclusion about the necessity of the $K$ and $K'$ point in the cluster reciprocal representation can be explained by the prescribed form of the DMFT self energy in Eqs. (5-6), which coincidently obeys the same constraints, of vanishing $AB$ components, as those due to the symmetry of the self energy at the $K$ and $K'$ point, arising from the three-fold rotational symmetry of the model. For the ionic honeycomb model simulated by DMFT at $\Delta/t = 0.52$, $m$ is continuous. Note that the next-nearest neighbor hoppings on the same sublattice ($\lambda \neq 0$) do not allow one to rewrite the mapping Eq. (7) as an integral over the density of states, which explains the possibility of finding qualitatively different behaviors of the magnetization in the Haldane–Hubbard and the ionic honeycomb model despite their very similar non-interacting density of states.

Finally, the 6-site cluster enable simulations at lower temperature since the sign problem is less severe than for the 24-site cluster. Results obtained at twice lower temperature differ only by an enlarged ordered phase (see Fig. 8), while the first order characteristics remain unchanged.

\section*{IV. OUTLOOK}

Our predictions can be checked by the experiments on the Haldane–Hubbard model in optical lattice simulators.\textsuperscript{21,22} The first order phase transition can be detected as a hysteresis of spatially averaged local observables. By tuning the interaction strength to the coexisting region one may also find coexisting domains of CI and AFI phases. Each AFI domain is of the size of the magnetic correlation length at the first order transition point. Interestingly, the topological nature of the CI would imply presence of chiral edge states around the domain walls which may be revealed by an in-situ measurement of the domains in the ultracold atomic gas.
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