HOMOLOGICAL EPIMORPHISMS, RECOLLEMENTS AND
HOCHSCHILD COHOMOLOGY – WITH A CONJECTURE BY
SNASHALL-SOLBERG IN VIEW

REINER HERMANN

Abstract. We show that recollements of module categories give rise to homomorphisms between the associated Hochschild cohomology algebras which preserve the strict Gerstenhaber structure, i.e., the cup product, the graded Lie bracket and the squaring map. We review various long exact sequences in Hochschild cohomology and apply our results in order to realize that the occurring maps preserve the strict Gerstenhaber structure as well. As a byproduct, we generalise a known long exact cohomology sequence of Koenig-Nagase to arbitrary surjective homological epimorphisms. We use our observations to motivate and formulate a variation of the finite generation conjecture by Snashall-Solberg.
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1. Introduction

Let $K$ be a commutative ring and $A$ an algebra over $K$ which we assume to be $K$-projective. The Hochschild cohomology algebra of $A$ (over $K$) can be expressed as $\text{HH}^*(A) = \text{Ext}^*_{A_{ev}}(A, A)$, where $A^e = A \otimes_K A^{op}$ is the enveloping algebra of $A$ over $K$, over which $A$ naturally becomes a left module. The cup product $\smile$ on Yoneda extensions, see [10] and [57], turns $\text{HH}^*(A)$ into a graded commutative algebra; that is, a $\mathbb{Z}$-graded algebra such that $\alpha \smile \beta = (-1)^{mn} \beta \smile \alpha$ for homogeneous elements $\alpha$ and $\beta$ of degrees $|\alpha| = m$ and $|\beta| = n$. The multiplicative structure on $\text{HH}^*(A)$ has been used in [52], see also [51] and [45], to develop a support variety theory for Artin algebras $A$, analogous to the classical ones for group (see [16]) and cocommutative Hopf algebras.

However, the graded commutative product is just part of richer structure on $\text{HH}^*(A)$, for, in 1963, Gerstenhaber discovered a graded Lie bracket,

$$\{-, -\}_A : \text{HH}^m(A) \times \text{HH}^n(A) \longrightarrow \text{HH}^{m+n-1}(A),$$
lowering the degree by 1 and a (divided) squaring map,

\[ s_A : \text{HH}^{2n}(A) \to \text{HH}^{2n-1}(A), \]

which takes over the role of the map \( \alpha \mapsto 2^{-1}\{\alpha, \alpha\} \) if \( 2 \notin \mathbb{K}^\times \). The bracket \( \{-,-\}_A \) is compatible with \( \sim \) in that it acts on \( \text{HH}^*(A) \) through graded derivations, and a derived invariant as shown in [34] (compare with [28] as well). In the initial article [20], see also [21], Gerstenhaber presented \( \{-,-\}_A \) as a tool to study and classify deformations of \( A \). However, by theorems such as the one of Hochschild-Kostant-Rosenberg (see [31]), Gerstenhaber’s bracket found its way into the realm of differential and Poisson geometry, and other branches of mathematics. See [36], [37] and [56] for additional applications.

It is, of course, a fundamental question whether, or when, an exact functor \( \text{Mod}(A^\text{ev}) \to \text{Mod}(B^\text{ev}) \) gives rise to a graded homomorphism \( \text{HH}^*(A) \to \text{HH}^*(B) \) taking the strict Gerstenhaber structure on the source to the one on the target. Fundamental progress in this regard was initiated in [44], [48] and [49] by taking homotopy theoretical properties of extension categories \( \mathcal{E}xt^A_{\mathcal{A}}(A,A) \) into account, leading to a description of the bracket \( \{-,-\}_A \) in terms of Yoneda extensions; see also [8] for some adaptations of those methods in the setting of triangulated categories. In [28], we formulated and investigated a generalisation of the construction presented in [49], leading to the insight, that many monoidal functors \( (\text{Mod}(A^\text{ev}), \otimes_A, A) \to (\text{Mod}(B^\text{ev}), \otimes_B, B) \) give rise to very well-behaved maps between Hochschild cohomology algebras. This is a powerful tool that we will instrument at various stages of this article, as it will allow us to study the Lie bracket in Hochschild cohomology by means of homological algebra.

Our first main result involves recollements of abelian categories, or more specifically, recollements of module categories which are the analogue of split short exact sequences taken in the “category” of abelian categories. As such, a recollement \( \mathcal{R} = (A,B,C) \) between abelian categories \( A, B \) and \( C \) thus comes with exact functors \( A \to B \to C \), which admit “nice” left and right adjoints. Recollements of abelian categories first appeared in the famous article of Beilinson-Bernstein-Deligne on perverse sheaves, see [5], wherein they were obtained from their triangulated analogues, i.e., recollements of triangulated categories. Since then, recollements have been studied by various authors, with different backgrounds; see e.g. [12] and [38]. Note that frequently a recollement of abelian categories induces such of triangulated categories, by deriving the whole diagram.

If the categories \( A, B \) and \( C \) in \( \mathcal{R} = (A,B,C) \) are module categories over \( K \)-algebras \( A, B \) and \( C \), with \( K \)-linear functors in between them, we call \( \mathcal{R} = (A,B,C) \) a \( K \)-linear recollement of module categories, and denote it by \( \mathcal{R} = (A,B,C) \). The theorem in this context predicts that each recollement of module categories gives rise to a map between Hochschild cohomology algebras that preserve all of the rich structure that was mentioned above. It makes use of recent results by Psaroudakis-Vitória; see [40].

**Theorem 1** (= Theorem 4.7). Let \( \mathcal{R} = (A,B,C) \) be a \( K \)-linear recollement of module categories. Assume that \( B \) is projective as a \( K \)-module and that

\[ \text{Tor}_1^\mathcal{R}(j(B)^Y, j(B)) = 0, \]

where \( j \) denotes the functor \( \text{Mod}(B) \to \text{Mod}(C) \) in \( \mathcal{R} \) and \( (-)^Y \) denotes \( \text{Hom}_{B^\text{ev}}(-, B) \). Then the functor \( j^\text{ev}(-) = j(B) \otimes_B (-) \otimes_B j(B)^Y \) determines a recollement \( \mathcal{R}^\text{ev} = (\text{Ker}(j^\text{ev}), \text{Mod}(B^\text{ev}), \text{Mod}(C^\text{ev})) \). Moreover, the image of \( B \) under \( j^\text{ev} : \text{Mod}(B^\text{ev}) \to \text{Mod}(C^\text{ev}) \) is canonically isomorphic to \( C \) (as a \( C^\text{ev} \)-module) and the graded \( K \)-algebra homomorphism

\[ j^\text{ev} : \text{HH}^*(B) \to \text{HH}^*(C), \quad j^\text{ev}(\alpha) = [j^\text{ev}(S)] \quad (\text{for } \alpha = [S] \in \text{Ext}_{B^\text{ev}}^1(B,B)) \]

induced by \( \mathcal{R}^\text{ev} \) is a homomorphism of strict Gerstenhaber algebras, that is, the diagrams

\[
\begin{align*}
\text{HH}^{2n}(B) \times \text{HH}^{2n}(B) & \xrightarrow{(-,-)_{B}} \text{HH}^{2n+1}_{m+n-1}(B) \quad & \text{HH}^{2n}(B) & \xrightarrow{\text{s}_{B}} \text{HH}^{2n+1}_{m+n}(B) \\
\text{HH}^{2n}(C) \times \text{HH}^{2n}(C) & \xrightarrow{(-,-)_{C}} \text{HH}^{2n+1}_{m+n-1}(C) \quad & \text{HH}^{2n}(C) & \xrightarrow{\text{s}_{C}} \text{HH}^{2n+1}_{m+n}(C)
\end{align*}
\]

commute.
If $\text{Tor}^n_i(j(B), j(B)) = 0$, one may want to call the functor $j : \text{Mod}(B) \to \text{Mod}(C)$, or the recollement $\mathcal{R}(A, B, C)$ that it belongs to, pseudo\textit{flat}, a terminology that has been established in [6] for ring homomorphisms $R \to S$ with $\text{Tor}_i^R(S, S) = 0$.

Frequently, the functor $\text{Mod}(A) \to \text{Mod}(B)$ in a recollement $\mathcal{R}(A, B, C)$ of module categories is given by the restriction along a homological epimorphism $\pi : B \to A$, as introduced and studied by Geigle-Lenzing in [18]. Such a homological epimorphism $\pi$ gives rise to a homological epimorphism $\pi^\circ : B^\circ \to A^\circ$, and the left adjoint to the associated restriction functor $\pi_*^\circ : \text{Mod}(A^\circ) \to \text{Mod}(B^\circ)$ has notable properties.

**Theorem 2 (= Theorem 7.6).** Let $\pi : B \to A$ be a homological epimorphism. Then the functor

$$A \otimes_B (-) \otimes_B A : \text{Mod}(B^\circ) \to \text{Mod}(A^\circ)$$

maps $B$ to $A$ and, moreover, induces a homomorphism

$$\pi_* : \text{HH}^*(B) = \text{Ext}_{B^\circ}^*(B, B) \to \text{Ext}_{A^\circ}^*(A, A) = \text{HH}^*(A)$$

of strict Gerstenhaber algebras, that is, $\pi_*$ is a graded $K$-algebra homomorphism and the diagrams

$$\begin{array}{ccc}
\text{HH}^n(B) \times \text{HH}^n(B) & \xrightarrow{(-,-)_B} & \text{HH}^{n+n-1}(B) \\
\pi_m \times \pi_n & \downarrow & \uparrow \pi_{m+n-1} \\
\text{HH}^m(A) \times \text{HH}^n(A) & \xrightarrow{(-,-)_A} & \text{HH}^{m+n-1}(A)
\end{array}$$

commute.

As the function $A \otimes_B (-) \otimes_B A : \text{Mod}(B^\circ) \to \text{Mod}(A^\circ)$ is, in general, not exact, the map $\pi_*$ will not be given by applying $A \otimes_B (-) \otimes_B A$ to extensions directly. However, one may pass to a suitable exact subcategory $\mathcal{C}$ of $\text{Mod}(B^\circ)$ on which $A \otimes_B (-) \otimes_B A$ is exact, and which is, in the sense of Paragraph 2.7, entirely extension closed in that extension groups in $\text{Mod}(B^\circ)$ may be computed by extensions in $\mathcal{C}$. This is indeed some sort of a derived functor, as we will notice along the way.

In the context of triangular algebras, one-point-extensions and stratifying ideals, various long exact sequences for Hochschild cohomology algebras have been established; see, for instance, [7], [11], [25], [26], [23], [24], [35], [13]. The graded maps within those sequences are known to respect the multiplicative structure. Theorems 1 and 2 may be applied, in order to realise that even more structure is preserved. We take care of a long exact sequence of Green-Solberg first; see [24]. Let $B$ be a $K$-algebra.

**Theorem 3 (= Theorem 6.4).** Let $e \in B$ be an idempotent, $e^* = 1 - e$ its complementary idempotent and $C = eBe$, $C^* = e'B'e$. If

$$\text{Tor}^n_i(\pi^*(B), eB) = 0 = \text{Tor}^n_i(\pi^*(B), e'B) \quad \text{for all } i > 0,$$

then there is a long exact sequence

$$\cdots \to \text{Ext}_{C^\circ}^n(C, C) \oplus \text{Ext}_{C^\circ}^n(C', C') \to \text{Ext}_{B^\circ}^n(\Omega_1^B, B) \to \cdots$$

induced from the canonical short exact sequence

$$0 \to \Omega_1^B \to (Be \otimes_B eB) \to (Be' \otimes_{C'} e'B) \to 0.$$
Theorem 4 (⊆ Theorem 8.11). Let $I \subseteq B$ be a stratifying ideal, and $A = B/I$. Assume further that $B$ and $A$ are $K$-projective. Then the following hold true.

1. The short exact sequence $0 \to I \to B \to A \to 0$ gives rise to a long exact sequence

$$\cdots \to \text{HH}^n(B, I) \to \text{HH}^n(B) \xrightarrow{k_0} \text{HH}^n(A) \to \text{HH}^{n+1}(B, I) \to \cdots$$

in Hochschild cohomology. The map $k_0 : \text{HH}^n(B) \to \text{HH}^n(A)$ is a homomorphism of strict Gerstenhaber algebras.

2. The short exact sequence $0 \to I \to B \to A \to 0$ gives rise to a long exact sequence

$$\cdots \to \text{Ext}^n_{B^e}(A, B) \to \text{HH}^n(B) \xrightarrow{l_0} \text{HH}^n(\epsilon Be) \to \text{Ext}^{n+1}_{B^e}(A, B) \to \cdots$$

in Hochschild cohomology. The map $l_0 : \text{HH}^n(B) \to \text{HH}^n(\epsilon Be)$ is a homomorphism of strict Gerstenhaber algebras.

Recall that for a subset $S \subseteq \text{HH}^n(A)$ of homogeneous elements, the Gerstenhaber ideal generated by $S$ is the smallest homogeneous ideal $G(S)$ of $\text{HH}^n(A)$ that contains $S$ and which satisfies

$$\{\alpha, \gamma\}_{A} \in G(S) \quad \text{for all } \alpha, \beta \in \text{HH}^n(A), \gamma \in G(S).$$

If $\text{char}(K) = 2$ or $2 \in K^\times$, and if $S = N$ is the set of all homogeneous nilpotent elements, then the quotient (Gerstenhaber) algebra $\text{HH}^n(A)/G(N)$ is commutative. In light of the Theorems 3 and 4, we end by asking the following question.

**Question** (= Question 9.5). Let $A$ be a finite dimensional algebra over a field $K$. If $N$ denotes the set of all homogeneous nilpotent elements in $\text{HH}^n(A)$, is the commutative $K$-algebra

$$\text{HH}^n_0(A) = \text{HH}^n(A)/G(N)$$

finitely generated? More specifically, can we use (any) of the long exact sequences to deduce that for the one-point-extension $B = \Gamma[M] = (K_{\mathbb{Z}_2 \times \mathbb{Z}_2} K^\times_{\mathbb{Z}_2})$ of $\Gamma = K(\mathbb{Z}_2 \times \mathbb{Z}_2)$ by $M = K\mathbb{Z}_2$, the quotient algebra

$$\text{HH}^n_0(B) = \text{HH}^n(B)/G(N)$$

is finitely generated (if $\text{char}(K) = 2$)?

Note that $B = \Gamma[M]$ is the initial counterexample to the finite generation conjecture of Snashall-Solberg, see [52], which was first mention in [55], and studied in further detail in [51] thereafter. It remains to be checked whether, or when, the algebra $\text{HH}^n_0(A)$ may be used to establish a fruitful support variety theory on a sufficiently broad class of $A$-modules. This question shall be studied in future work.

This article is organised as follows. In Sections 2 we will built up the necessary foundations on exact and monoidal categories. Afterwards, in Section 3, we will give a recap on the theory of Hochschild cohomology, and the definition of the Lie bracket associated with it. We are also going to briefly discuss Schwede’s exact sequence interpretation of the Lie bracket. Section 4 concerns itself with recollements of module categories and provides all the detail to state and prove Theorem 1. In Sections 5 and 6 we apply Theorem 1 to long exact sequences due to Buchweitz and Green-Solberg, thus covering a proof of Theorem 3. We make further observations in the context of one-point-extensions and Happel’s long exact sequence. Section 7 sets up the necessary peripherals on homological epimorphisms in order to formulate and prove Theorem 2. The latter theorem, along with Theorem 1, will be used in Section 8 to improve results relating the long exact sequences due to Koenig-Nagase, i.e., to obtain Theorem 4. Finally, in Section 9, we try to motivate how our results may be used to formulate a refined version of the finite generation conjecture of Snashall-Solberg.

The present paper is a vastly extended version of a talk given during the International Conference on Representations of Algebras 2014 in Sanya City, China. I would like to thank L. Angeleri-Hügel, Ø. Solberg and J. Vitória for awakening my interest in the theory of recollements and homological epimorphisms through most intriguing presentations at various occasions throughout this year.
2. Prerequisites on exact and monoidal categories

2.1. Let us recall the notions of exact and monoidal categories and structure preserving functors (exact and monoidal functors) between them. For further details on exact categories, we refer to [33] and [47], whereas the textbooks [1] and [42] provide background material on monoidal categories. In the following section, and in fact for the entire article, we fix a commutative ring $K$.

2.2. A full subcategory $U$ of an abelian category $A$ is extension closed in $A$ if $0 \to U'' \to U \to U' \to 0$ is an exact sequence in $A$ with $U', U'' \in U$, then also $U \in U$. An exact $K$-category is a pair $(C, i_C)$ consisting of an additive $K$-category $C$ and a full and faithful embedding $i_C : C \to A_C$ into an abelian $K$-category $A_C$, such that the essential image

$$\text{Im}(i_C) = i_C C = \{ A \in A_C \mid i_C(C) \cong A \text{ for some } C \in C \}$$

of $i_C$ is an extension closed subcategory of $A_C$. Exact categories admit a sensible notion of exact sequences. Let $C = (C, i_C)$ be an exact $K$-category. A sequence $0 \to C'' \to C \to C' \to 0$ is an admissible short exact sequence in $C$, if its image $0 \to i_C(C'') \to i_C(C) \to i_C(C') \to 0$ under $i_C$ is exact in $A_C$. Given such an admissible short exact sequence $0 \to C'' \to C \to C' \to 0$, the morphism $C'' \to C$ is called an admissible monomorphism, whereas $C' \to C$ is an admissible epimorphism. The class of admissible short exact sequences is closed under taking isomorphisms and direct sums (in the category of chain complexes over $C$).

2.3. Let $(C, i_C)$ be an exact $K$-category. We say that $C$ is

1. closed under kernels of epimorphisms if the functor $i_C : C \to A_C$ detects admissible epimorphisms, that is, if

$$f \in C \text{ is an admissible epimorphism} \iff i_C(f) \text{ is an epimorphism in } A_C.$$

2. closed under cokernels of monomorphisms if the functor $i_C : C \to A_C$ detects admissible monomorphisms, that is, if

$$f \in C \text{ is an admissible monomorphism} \iff i_C(f) \text{ is a monomorphism in } A_C.$$

2.4. Each exact $K$-category $(C, i_C)$ is closed under taking pushouts along admissible monomorphisms and pullbacks along admissible epimorphisms. Assume that $(D, i_D)$ is another exact $K$-category, and let $\mathcal{X} : C \to D$ be an exact $K$-linear functor, that is, it takes admissible short exact sequences in $C$ to admissible short exact sequences in $D$. Each such functor preserves pushouts along admissible monomorphisms and pullbacks along admissible epimorphisms.

Lemma 2.5. Let $C$ and $D$ be exact $K$-categories, with corresponding abelian categories $A_C$ and $A_D$. Let $\mathcal{X} : C \to A_D$ be an exact and $K$-linear functor. Then the full subcategory $C' \subseteq C$ defined by

$$X \in C \text{ belongs to } C' \iff \mathcal{X}(X) \text{ belongs to } i_D D$$

(that is, $C' = \mathcal{X}^{-1}(i_D D)$) is an exact $K$-category (along with the obvious inclusion $C' \hookrightarrow C \hookrightarrow A_C$) and $\mathcal{X}$ restricts to an exact functor $\mathcal{X}|_C : C' \to i_D D$.

Proof. Additivity and $K$-linearity are obvious. If $0 \to i_C(X'') \to X \to i_C(X') \to 0$ is an exact sequence in $A_C$ with $X', X'' \in C'$, it follows that $X \in i_C C$ by definition; say $X \cong i_C(Y)$ for some object $Y \in C$. We have thus an admissible short exact sequence $0 \to X'' \to Y \to X' \to 0$ in $C$, and hence, after applying $\mathcal{X}$ to it, such in $D$. As $\mathcal{X}(X')$ and $\mathcal{X}(X'')$ belong to $i_D D$, so must $\mathcal{X}(Y)$. Therefore $Y$ belongs to $C'$, as required. □

2.6. For an integer $n \geq 1$, a sequence

$$S \equiv 0 \to C'' \to C_{n-1} \to \cdots \to C_0 \to C' \to 0$$

of morphisms in an exact $K$-category $(C, i_C)$ is called an admissible $n$-extension (of $C'$ by $C''$) in case $i_C S$ is exact in $A_C$, and $\text{Ker}(i_C(C_0 \to C'))$ and $\text{Ker}(i_C(C_k \to C_{k-1}))$ belong to $i_C C$ for all $k = 1, \ldots, n - 1$. As for abelian categories, we let $\text{Ext}_{K}^{n}(C', C'')$ be the set of $n$-extensions of $C'$ by $C''$ modulo the equivalence relation generated by morphisms of admissible $n$-extensions.
2.7. Let $C$ be an additive subcategory of an abelian $K$-category $A$ and let $n \geq 1$ be an integer. The category $C$ is $n$-extension closed in $A$, if the maps
\[ \text{Ext}_i^C(C, D) \to \text{Ext}_i^A(C, D) \] (for all $0 \leq i \leq n$)
induced by the inclusion functor $C \to A$ are isomorphisms for every pair $C, D$ of objects in $C$. If $C$ is $n$-extension closed for all $n \in \mathbb{N}$, then we say that $C$ is entirely extension closed in $A$. Note that $C$ being 1-extension closed is equivalent to $(C, C \to A)$ being an exact category. One has the following criterion as to when $C$ is entirely extension closed in $A$.

**Proposition 2.8** (see [28, Prop. 2.4.6]). Assume that $C$ is 1-extension closed in $A$ and that $A$ has enough projective objects. If $\text{Proj}(A) \subseteq C$ and $C$ is, when viewed as an exact category, closed under kernels of epimorphisms, then $C$ is entirely extension closed in $A$.

**Remark 2.9.** Independently, Coulembier-Mazorchuk introduced and studied entirely extension closed (abelian) subcategories in the context of the representation theory of algebraic groups (see [13] and [14]). However, their terminology slightly differs from ours as they refer to those subcategories as extension full subcategories.

Let us turn to monoidal categories.

2.10. Recall that a monoidal category is a 6-tuple $(C, \otimes, \mathbb{I}, \alpha, \lambda, \varrho)$, where $C$ is a category, $\otimes : C \times C \to C$ is a functor, $\mathbb{I}$ is an object in $C$, and
\[ \alpha : (- \otimes (- \otimes -)) \to (- \otimes (-) \otimes -), \]
\[ \lambda : \mathbb{I} \otimes (-) \to \mathbb{Id}_C, \]
\[ \varrho : (- \otimes \mathbb{I}) \to \mathbb{Id}_C \]
are isomorphisms of functors such that, for all objects $W, X, Y, Z$ in $C$,
\[ W \otimes (X \otimes (Y \otimes Z)) \xrightarrow{\alpha_{W,X,Y,Z}} (W \otimes X) \otimes (Y \otimes Z) \]
\[ x \otimes (Y \otimes Z) \]
commutes and $(\varrho_X \otimes Y) \circ \alpha_{X,Y,Z} = X \otimes \lambda_Y$. In this situation, $\otimes$ is a monoidal (or tensor) product functor for $C$ and $\mathbb{I}$ is the (tensor) unit of $\otimes$.

**Remark 2.11.** Let $(C, \otimes, \mathbb{I}, \alpha, \lambda, \varrho)$ be a monoidal category.

1. We will often suppress a huge part of the structure morphisms and simply write $(C, \otimes, \mathbb{I})$ instead of $(C, \otimes, \mathbb{I}, \alpha, \lambda, \varrho)$; if they are needed without priorly having been mentioned, we will refer to them as $\alpha_C$, $\lambda_C$ and $\varrho_C$.

2. It follows from the axioms (cf. [32, Prop. 1.1]) that the following equations hold true for all $X, Y, Z \in \text{Ob}(C)$:
\[ \lambda_1 = \varrho_1, \quad \varrho_X \circ \alpha_{X,Y,Z} = X \otimes \varrho_Y, \quad (\lambda_X \otimes Y) \circ \alpha_{X,Y,Z} = \lambda_X \otimes Y. \]

3. Note that if $(C, \otimes, \mathbb{I}, \alpha, \lambda, \varrho)$ is a monoidal category, then so is $C^{op}$ together with the structure morphisms $\alpha^{-1}, \lambda^{-1}$ and $\varrho^{-1}$.

2.12. We say that a monoidal category $(C, \otimes, \mathbb{I})$ is a tensor $K$-category, if $C$ is $K$-linear and the tensor product functor $\otimes : C \times C \to C$ is $K$-bilinear on morphisms, that is, it factors through the tensor product category $C \otimes_K C$ which is defined as follows:
\[ \text{Ob}(C \otimes_K C) := \text{Ob}(C \times C), \]
\[ \text{Hom}_{C \otimes_K C}(X,Y) := \text{Hom}_C(X_1, Y_1) \otimes_K \text{Hom}_C(X_2, Y_2) \]
for objects $X = (X_1, X_2)$ and $Y = (Y_1, Y_2)$ in $C \times C$.

2.13. The triple $(C, \otimes, \mathbb{I})$ is weak exact monoidal $K$-category if $C$ is an exact $K$-category and $(C, \otimes, \mathbb{I})$ is a tensor $K$-category such that every object in $C$ is either flat (that is, the functors $X \otimes -$ : $C \to C$ are exact for all $X \in \text{Ob}(C)$) or coflat (that is, the functors $- \otimes X : C \to C$ are exact for all $X \in \text{Ob}(C)$). A strong exact monoidal category is a weak exact monoidal $K$-category whose underlying exact category is closed under kernels of epimorphisms or under cokernels of monomorphisms. Note that these definitions are not
Let $U$ be a full and extension closed subcategory of $C$ that contains 1. Define $\overline{U}$ to be the full subcategory of $U$ consisting of all objects $X \in U$ such that $X \otimes Y \in U$ for all objects $Y \in U$.

**Lemma 2.14.** Keeping the notations from above, the triple $(\overline{U}, \otimes, 1)$ is a full, additive, extension closed and monoidal subcategory of $(C, \otimes, 1)$. It is closed under kernels of epimorphisms (cokernels of monomorphisms) if $U$ is closed under kernels of epimorphisms (cokernels of monomorphisms).

**Proof.** Additivity follows from the additivity of $\otimes$. If $0 \to X'' \to X \to X' \to 0$ is an admissible exact sequence, then so is

$$0 \to X'' \otimes Y \to X \otimes Y \to X' \otimes Y \to 0$$

for all $Y \in U$. Therefore, if $X', X''$ are in $\overline{U}$, it follows that $X \otimes Y$ belongs to $U$, thus, that $X$ belongs to $\overline{U}$. Let $X', X'' \in \overline{U}$ and $Y \in U$. Then, by the associativity isomorphisms,

$$(X' \otimes X'') \otimes Y \cong X' \otimes (X'' \otimes Y) \in U,$$

i.e., $X' \otimes X''$ is a member of $\overline{U}$. Of course, $1 \in \overline{U}$ by the unit isomorphisms. \qed

**2.15.** We are going to recall the definition of certain structure preserving functors between monoidal categories. Let $(C, \otimes, I_C)$ and $(D, \otimes, I_D)$ be monoidal categories. Let $\mathfrak{A} : C \to D$ be a functor, and

$$\phi_{X,Y} : \mathfrak{A}X \otimes_D \mathfrak{A}Y \to \mathfrak{A}(X \otimes_C Y),$$

$$\psi_{X,Y} : \mathfrak{A}(X \otimes_C Y) \to \mathfrak{A}X \otimes_D \mathfrak{A}Y,$$

be natural morphisms in $D$ (for $X, Y \in \text{Ob} C$). Further, let $\phi_0 : I_D \to I_D \otimes_C$ and $\psi_0 : I_C \to \mathfrak{A}I_C$ be morphisms in $D$.

The triple $(\mathfrak{A}, \phi, \phi_0)$ is called an *almost strong monoidal functor* if $\phi_0$ is invertible and the following diagrams commute for all $X, Y, Z \in \text{Ob} C$.

\[
\begin{array}{ccc}
\mathfrak{A}X \otimes_D (\mathfrak{A}Y \otimes_D \mathfrak{A}Z) & \xrightarrow{\mathfrak{A}X \otimes_D \phi_{Y,Z}} & \mathfrak{A}X \otimes_D \mathfrak{A}(Y \otimes_C Z) \\
& \overset{\phi_0 \otimes \phi_{X,Y}}{\downarrow} & \mathfrak{A}((X \otimes_C Y) \otimes_C Z) \\
(\mathfrak{A}X \otimes_D \mathfrak{A}Y) \otimes_D \mathfrak{A}Z & \xrightarrow{\phi_{X,Y} \otimes \phi_{Z,X}} & \mathfrak{A}(X \otimes_C Y) \otimes_D \mathfrak{A}Z \\
\end{array}
\]

\[
\begin{array}{ccc}
\mathfrak{A}I_C \otimes_D (\mathfrak{A}X \otimes_D \mathfrak{A}I_C) & \xrightarrow{\phi_{I_C,\mathfrak{A}X}} & \mathfrak{A}(I_C \otimes_C X) \\
\phi_0 \otimes \mathfrak{A}\alpha & \xrightarrow{\mathfrak{A}X \otimes_D \alpha} & \mathfrak{A}X \\
\mathfrak{A}I_C \otimes_D \mathfrak{A}X & \xrightarrow{\phi_{I_C,\mathfrak{A}X}} & \mathfrak{A}(I_C \otimes_C X) \\
\end{array}
\]

The triple $(\mathfrak{A}, \psi, \psi_0)$ is called an *almost costrong monoidal functor* if $(\mathfrak{A}^p, \psi, \psi_0)$ is an almost strong monoidal functor. The triple $(\mathfrak{A}, \phi, \phi_0)$ is called a *strong monoidal functor* if it is an almost strong monoidal functor and $\phi$ is invertible. The triple $(\mathfrak{A}, \psi, \psi_0)$ is called a *costrong monoidal functor* if it is an almost costrong monoidal functor and $\psi$ is invertible.

The following two examples will reappear at later stages of this article.

**Example 2.16.** Let $A$ be a $K$-algebra which is projective when considered as a $K$-module and $A^{op} = A \otimes_K A^{op}$ the *enveloping algebra* of $A$ over $K$, with factorwise multiplication. Note that there are forgetful functors $\text{Mod}(A^{op}) \to \text{Mod}(A)$ and $\text{Mod}(A^{op}) \to \text{Mod}(A^{op})$.

Let $P_A$ and $P_\mathfrak{a}(A)$ be the following full subcategories of $\text{Mod}(A^{op})$. A module $M \in \text{Mod}(A^{op})$ belongs to

1. $P_A(A)$ if, and only if, $M$ is projective as a left $A$-module.
2. $P_\mathfrak{a}(A)$ if, and only if, $M$ is projective as a right $A$-module.
Both categories are non-empty, as they contain $A$ and $A \otimes_K A$. As short exact sequences ending in a projective module split, $P(A)$ is closed under extensions and kernels of admissible epimorphisms. Summands and arbitrary direct sums of projectives are projective, so that $P(A)$ is closed under taking direct summands and arbitrary direct sums in $\text{Mod}(A^{\text{op}})$. It follows that $P(A)$ is entirely extension closed, due to Proposition 2.8. Moreover, if $M$ and $N$ belong to $P(A)$, then so does $M \otimes_A N$, since $\text{Hom}_A(M \otimes_A N, -) \cong \text{Hom}_A(N, \text{Hom}_A(M, -))$ is an exact functor. Thus $P(A)$ is monoidal, and the functors $- \otimes_A M : P(A) \to P(A)$ are exact for all $M \in P(A)$, thus $P(A)$ is a strong exact monoidal subcategory of $\text{Mod}(A^{\text{op}})$. Likewise, the analogue statements hold true for $P(B)(A)$. It follows that the category $P(A) = P(A) \cap P(B)$ of $A^{\text{op}}$-modules which are projective on either side is entirely extension closed and strong exact monoidal as well.

Example 2.17. Let $A$ be a $K$-algebra which is flat as a $K$-module. Replacing the term $A$-projective (on the left or right) by $A$-flat in the previous example, we obtain three full subcategories $F(A), F_0(A)$ and $F(A) = F(A) \cap F_0(A)$ of $\text{Mod}(A^{\text{op}})$. They contain $A$ and $A \otimes_K A$, as $A$ is $K$-flat. Moreover, by the Snake Lemma, they are closed under taking extensions and tensor products over $A$, thus are weak exact monoidal subcategories of $\text{Mod}(A^{\text{op}})$, $A, A$. However, neither the kernel of a map $M \to N$ in $F(A)$ nor the cokernel of a map $M \to N$ in $F(A)$ needs to be flat on any side. Therefore one cannot expect those subcategories to be entirely extension closed in general.

3. Gerstenhaber algebras and Hochschild cohomology

Fix a unital and associative $K$-algebra $A$. The symbol $\otimes$ will always stand for $\otimes_K$, i.e., the tensor product over the base ring $K$. Let $A^{\text{op}} = A \otimes_K A^{\text{op}}$ be the enveloping algebra of $A$ over $K$. It is a very well-known fact, that $A$-bimodules with symmetric $K$-action bijectively correspond to left modules over $A^{\text{op}}$. In this section, we will recall the definition of Hochschild cohomology, and its (higher) structures, as introduced in [10], [20] and [30].

3.1. Reminder on Hochschild cohomology. Let $M$ be a $A^{\text{op}}$-module. The Hochschild cocomplex $C(A, M) = (C^n(A, M), \partial_M)$ with coefficients in $M$ is the cocomplex concentrated in non-negative degrees which is given by

$$C^n(A, M) = \text{Hom}_K(A^{\otimes n}, M) \quad (n \geq 0)$$

and $\partial_M^n : C^n(A, M) \to C^{n+1}(A, M)$,

$$\begin{align*}
\partial_M^n(f)(a_1 \otimes \cdots \otimes a_{n+1}) &= a_1 f(a_2 \otimes \cdots \otimes a_{n+1}) \\
&+ \sum_{i=1}^n (-1)^n f(a_1 \otimes \cdots \otimes a_{i-1} \otimes a_i a_i+1 \otimes a_{i+1} \otimes \cdots \otimes a_{n+1}) \\
&+ (-1)^{n+1} f(a_1 \otimes \cdots \otimes a_n) a_{n+1}.
\end{align*}$$

The Hochschild cocomplex admits an exterior pairing, in that there is a map $\cup : C^m(A, M) \times C^n(A, N) \to C^{m+n}(A, M \otimes_A N)$ for any pair $M, N \in \text{Mod}(A^{\text{op}})$. Namely,

$$(f \cup g)(a_1 \otimes \cdots \otimes a_{m+n}) = f(a_1 \otimes \cdots \otimes a_m) \otimes g(a_{m+1} \otimes \cdots \otimes a_{m+n}).$$

In fact, through $\cup$, and after identifying $A \otimes_A A \cong A, M \otimes_A A \cong M \otimes_A M \cong A \otimes_A M$, the DG module $C(A, A)$ is a DG $K$-algebra, and $C(A, M)$ will be a left and a right DG module over it. In particular, the cohomology of $C(A, A)$ will be a graded $K$-algebra. We refer to the map $\cup$ on $C(A, A)$ (and also to the induced map in cohomology) as the cup product.

Definition 3.1. For an integer $n \geq 0$, the $n$-th Hochschild cohomology module with coefficients in $M$ is given by

$$\text{HH}^n(A, M) = H^n C(A, M).$$

The graded module

$$\text{HH}^*(A, M) = \bigoplus_{n \geq 0} \text{HH}^n(A, M)$$

is the Hochschild cohomology module of $A$ with coefficients in $M$. We abbreviate $\text{HH}^n(A) = \text{HH}^n(A, A)$ for $n \geq 0$ and call $\text{HH}^*(A)$ the Hochschild cohomology algebra of $A$. 

3.2. There are two immediate observations.

(1) The module $\text{HH}^0(A, M)$ coincides with $M^A$, where

$$M^A = \{ m \in M \mid am = ma \text{ for all } a \in A \}. $$

In particular, $\text{HH}^0(A) = Z(A)$ is the center of $A$.

(2) The module $\text{HH}^1(A, M)$ coincides with the module $\text{Out}_K(A, M)$ of outer derivations which is given by

$$\text{Out}_K(A, M) = \frac{\text{Der}_K(A, M)}{\text{Inn}_K(A, M)},$$

where $\text{Der}_K(A, M)$ denotes the derivations of $M$, and $\text{Inn}_K(A, M)$ the submodule of inner derivations.

3.3. The bar resolution $\mathbb{B}A = (B_*, \beta_*)$ of $A$ is the following exact resolution of $A$ by $A^{\omega}$-modules. To begin with, $B_n = A^{\otimes(n+2)}$ is the $(n + 2)$-fold tensor product of $A$ with itself (over $K$ and for $n \geq 0$). The $A^{\omega}$-linear map $\beta_{n+1} : B_{n+1} \rightarrow B_n$,

$$\beta_{n+1}(a_0 \otimes \cdots \otimes a_{n+2}) = \sum_{i=0}^{n+1} (-1)^i a_0 \otimes \cdots \otimes a_i a_{i+1} \otimes \cdots \otimes a_{n+2},$$

turns $\mathbb{B}A = (B_*, \beta_*)$ into a complex, which is acyclic in all degrees but in degree 0, wherein its homology is isomorphic to $A$. The multiplication map $\mu : A \otimes A \rightarrow A$ provides a suitable augmentation $\mathbb{B}A \rightarrow A \rightarrow 0$.

Now, the adjunction isomorphism

$$\text{Hom}_{A^{\omega}}(A^{\otimes(n+2)}, M) \rightarrow \text{Hom}_K(A^{\otimes n}, M), \varphi \mapsto \varphi(1 \otimes - \otimes \cdots \otimes - \otimes 1)$$

is compatible with the differentials $\partial_M$ and $\text{Hom}_{A^{\omega}}(\beta_*, M)$, that is, the complexes $C(A, M)$ and $\text{Hom}_{A^{\omega}}(\mathbb{B}A, M)$ are isomorphic. Thus $\text{HH}^*(A, M) \cong H^* \text{Hom}_{A^{\omega}}(\mathbb{B}A, M)$ and, since $\mathbb{B}A \rightarrow A \rightarrow 0$ is exact, there is a graded map

$$\chi_M : \text{HH}^*(A, M) \rightarrow \text{Ext}^*_{A^{\omega}}(A, M).$$

It is given by sending a cocycle $\varphi \in \text{Ker} \text{Hom}_{A^{\omega}}(\beta_{n+1}, M)$ to the equivalence class defined by the lower sequence in the pushout diagram below.

$\cdots \xrightarrow{\beta_n} A^{\otimes(n+1)} \xrightarrow{\beta_{n-1}} A^{\otimes n} \xrightarrow{\beta_1} A \otimes A \xrightarrow{\beta_0} A \rightarrow 0$

$\xrightarrow{\varphi} 0 \rightarrow M \rightarrow Q \xrightarrow{\varphi} 0$

$\xrightarrow{\cdots \beta_2} 0 \rightarrow A^{\otimes 3} \xrightarrow{\beta_1} A \otimes A \xrightarrow{\beta_0} A \rightarrow 0$

This map respects the graded ring structures if $M = A$, but will in general not be a bijection (as we will remark later, $\text{HH}^*(A)$ is always graded commutative, whereas a sufficient criterion for $\text{Ext}^*_{A^{\omega}}(A, A)$ being graded commutative is $\text{Tor}^K_i(A, A) = 0$ for all $i > 0$; see [9, Sec. 2.2] and [52]). However, one easily checks that $\mathbb{B}A$ will be a resolution by projective $A^{\omega}$-modules, if $A$ is projective over $K$. Thus the above map is going to be an isomorphism,

$$\chi_M : \text{HH}^*(A, M) \xrightarrow{\sim} \text{Ext}^*_{A^{\omega}}(A, M),$$

if $A$ is $K$-projective.

3.2. The Gerstenhaber bracket in Hochschild cohomology. Let us first recall the definition of a Gerstenhaber algebra over $K$ (following [20], [22] and [40]).

Definition 3.4. Let $G = \bigoplus_{n \in \mathbb{Z}} G^n$ be a graded $K$-algebra. Further, let $\{- , - \} : G \times G \rightarrow G$ be a $K$-bilinear map of degree $-1$ (that is, $[a, b] \in G^{(n) + (m) - 1}$ for all homogeneous $a, b \in G$). The pair $(G, \{- , - \})$ is a Gerstenhaber algebra over $K$ if

(G1) $G$ is graded commutative, i.e., $ab = (-1)^{|a||b|} ba$ for all homogeneous $a, b \in G$;

(G2) $\{a, b\} = \{a, -\} + (-1)^{|a||b|-1}\{b, a\}$ for all homogeneous $a, b \in G$;

(G3) $\{a, 0\} = 0$ for all homogeneous $a \in G$ of odd degree;

(G4) $\{a, a\} = 0$ for all homogeneous $a \in G$ of even degree;
(G5) the graded Jacobi identity holds:
\[ \{a, \{b, c\}\} = \{\{a, b\}, c\} + (-1)^{|a||b|-1}\{b, \{a, c\}\} \]
for all homogeneous \(a, b, c \in G\);  
(G6) the graded Poisson identity holds:
\[ \{a, bc\} = \{a, b\}c + (-1)^{|a||b|}b\{a, c\} \]
for all homogeneous \(a, b, c \in G\).

Assume that \((G, \{-, -\})\) is a Gerstenhaber algebra over \(K\). We call \((G, \{-, -\})\) a strict Gerstenhaber algebra over \(K\) if there is a map \(sq : G^{2n} \rightarrow G^{4n-1}\) of degree 0 such that
\( sq(ra) = r^2 sq(a) \) for all \(r \in K\) and all homogeneous \(a \in G^{2n}\);  
(G8) \( sq(a + b) = sq(a) + sq(b) + \{a, b\} \) for all homogeneous \(a, b \in G^{2n}\);  
(G9) \( \{a, sq(b)\} = \{\{a, b\}, 1\} \) for all homogeneous \(a, b \in G^{2n}\);  
(G10) \( sq(ab) = a^2 sq(b) + sq(a)b + a\{a, b\} \) for all homogeneous \(a, b \in G^{2n}\).

### 3.5. The map \(-, -\) is called a Gerstenhaber bracket for \(G\), whereas \(sq\) is a (graded) squaring map for the Gerstenhaber algebra \((G, \{-, -\})\). Note that any graded commutative \(K\)-algebra can be viewed as (strict) a Gerstenhaber algebra over \(K\) with trivial bracket (and trivial squaring map).

The axioms (G5) and (G6) may be read as follows: The graded Jacobi identity measures the failure of \(-, -\) from being associative, whereas the graded Poisson identity translates to \(-, -\) being a graded derivation of \(G\) of degree \(|a| - 1\) (for \(a \in G\) homogeneous). Also note that by (G7) and (G8), there is precisely one squaring map \(sq\) for a Gerstenhaber algebra \((G, \{-, -\})\) if \(2 \in K^\times\), in which case it is given by \(sq(a) = 2^{-1}\{a, a\}\).

### 3.6. Let \(M\) be a fixed \(A^n\)-module and \(f \in C^m(A, M), g \in C^n(A, A)\) for integers \(m, n \geq 0\). For \(i = 1, \ldots, m\), let \(f \bullet_i g \in C^{m+n-i}(A, M)\)
\[ (f \bullet_i g)(a_1 \otimes \cdots \otimes a_{m+n-1}) = f(a_1 \otimes \cdots \otimes a_{i-1} \otimes g(a_i \otimes \cdots \otimes a_{i+n-1}) \otimes a_{i+n} \otimes \cdots \otimes a_{m+n-1}). \]

Denote by \(f \bullet g \in C^{m+n-1}(A, M)\) the alternating sum of the \(f \bullet_i g\):
\[ f \bullet g = \sum_{i=1}^{m} (-1)^{(i-1)(n-1)} f \bullet_i g. \]
The product \(\bullet\) is, in general, non-unital and highly non-associative. However, the external pairing \(\vee\) and \(\bullet\) are related by the following fundamental formula:
\[ (\partial_M(f \bullet g) + (-1)^n \partial_M(f) \bullet g = f \bullet \partial_M(g) + (-1)^n [g \vee f - (-1)^{mn} f \vee g]. \]
See [20, Thm. 3] for a proof.

### 3.7. The fundamental formula (1) yields two important insights.
(1) If \(M = A\), and \(f\) and \(g\) are cochains (i.e., \(\partial_M(f) = 0 = \partial_A(g)\)), then \(f \vee g = (-1)^{mn} g \vee f\). It follows that \(HH^\ast(A)\) is a graded commutative \(K\)-algebra.

(2) The map
\[ \{-, -\} : C^m(A, A) \times C^n(A, A) \rightarrow C^{m+n-1}(A, A) \]
\[ \{f, g\} = f \bullet g - (-1)^{(m-1)(n-1)} g \bullet f \]
induces a well-defined map
\[ \{-, -\} = \{-, -\}_A : HH^m(A) \times HH^n(A) \rightarrow HH^{m+n-1}(A). \]

(3) The map
\[ sq : C^{2n}(A, A) \rightarrow C^{4n-1}(A, A), \quad sq(f) = f \bullet f \]
induces a well-defined map
\[ sq = sq_A : HH^{2n}(A) \rightarrow HH^{4n-1}(A). \]
It is the main observation of [20] that the hereby obtained quadruple \((HH^\ast(A), \vee, \{-, -\}, sq)\) is a strict Gerstenhaber algebra over \(K\), in the sense of Definition 3.4.
3.3. Schwede’s loop bracket. Let us briefly recall Schwede’s exact sequence interpretation of the Gerstenhaber bracket in Hochschild cohomology; we will give a rough outline, and refer to [27], [28] and [49] for details. Let \( A \) be a \( K \)-algebra which is projective as a \( K \)-module. For an integer \( n \geq 1 \), we let \( \mathcal{E}xt^p_{A^{cn}}(A, A) \) be the category of \( n \)-self extensions of \( A \) over \( A^{cn} \). Its objects are \( n \)-extensions \( S \) of the form \( \cdots \rightarrow E_{n-1} \rightarrow E_0 \rightarrow A \rightarrow 0 \) in \( \text{Mod}(A^{cn}) \), whereas the morphisms are given by \( n \)-morphisms of extensions, i.e., morphisms \( (f_n)_{n \in \mathbb{Z}} : S \rightarrow S' \) of complexes with \( f_{-1} = f_0 = \text{id} \). The 0-th homotopy group \( \pi_0 \mathcal{E}xt^p_{A^{cn}}(A, A) \) of \( \mathcal{E}xt^p_{A^{cn}}(A, A) \) coincides with \( \text{Ext}^n_{A^{cn}}(A, A) \). Moreover, by a theorem of Retakh, see [18], one has isomorphisms
\[
\text{Ext}^n_{A^{cn}}(A, A) = \pi_0 \mathcal{E}xt^p_{A^{cn}}(A, A) \rightarrow \pi_0(\mathcal{E}xt^p_{A^{cn}}(A, A), S)
\]
for each base point \( S \in \mathcal{E}xt^p_{A^{cn}}(A, A) \). Given \( \alpha \in \text{HH}^m(A) \) and \( \beta \in \text{HH}^n(A) \), one may thus think of \( \{\alpha, \beta\}_A \) as an element of \( \pi_1 \mathcal{E}xt^p_{A^{cn}}(A, A) \) (at some basepoint \( \mathcal{E}xt^p_{A^{cn}} \)), that is, a loop (see [47], [49]) in the category \( \mathcal{E}xt^p_{A^{cn}}(A, A) \) based at \( \mathcal{E}xt^p_{A^{cn}} \). In fact, if \( \alpha \) and \( \beta \) are the equivalence classes of extensions \( S = S(\alpha) \) and \( T = T(\beta) \), the loop \( \Omega(\mathcal{S}, T) \) that corresponds to \( \{\alpha, \beta\}_A \) may be realised as

\[
\begin{array}{ccc}
S \boxtimes_A T & \xrightarrow{(-1)^{mn} T \# S} & S \# T \\
\downarrow & & \downarrow \\
(-1)^{mn} T \# S & \xleftarrow{(-1)^{mn} T \# S} & S \boxtimes_A T
\end{array}
\]

by [49, Thm. 3.1], with base point \( S \boxtimes_T \), where \( S \boxtimes_T \) denotes the Yoneda composite of \( S \) and \( T \). The \((m+n)\)-extension \( S \boxtimes_A T \) is obtained by taking the tensor product of the truncated complexes \( 0 \rightarrow A \rightarrow E_{n-1} \rightarrow \cdots \rightarrow E_0 \) and \( 0 \rightarrow A \rightarrow F_{n-1} \rightarrow \cdots \rightarrow F_0 \), denoted by \( S^T \) and \( T^S \) for short, followed by the canonical augmentation \( E_0 \otimes_A F_0 \rightarrow A \otimes_A A \cong A \). Caution is advised, as the complex \( S \boxtimes_A T \) a priori does not need to be acyclic, which however may be bypassed by, for instance, considering the categories \( \mathcal{E}xt^p_{P(A)}(A, A) \) of admissible extensions over \( P(A) \) instead of \( \mathcal{E}xt^p_{A^{cn}}(A, A) \) (recall that \( \text{Ext}^p_{P(A)}(A, A) \cong \text{Ext}^p_{A^{cn}}(A, A) \)). Schwede’s construction also covers an interpretation of the squaring map; the loop corresponding to \( s_{\Omega A}(\alpha) \) for some \( \alpha \in \text{HH}^{n+1}(A) \) is given by the northern hemisphere of the loop \( \Omega_A(S, S) \).

Note that the loop above only covers the cases \( m, n \geq 1 \); see [27] for the remaining cases \( m, n \geq 0, n = 0 \).

Lemma 3.8. Assume that \( S \in \mathcal{E}xt^p_{A^{cn}}(A, A) \) and \( T \in \mathcal{E}xt^p_{A^{cn}}(A, A) \) such that \( S \boxtimes_A T \) is exact. Let \( C \) be an exact monoidal subcategory of \( (\text{Mod}(A^{cn}), \boxtimes_A, A) \) which is entirely extension closed. Assume further, that there are morphisms \( S' \rightarrow S \) and \( T' \rightarrow T \) of extensions with \( S' \in \mathcal{E}xt^p_{C}(A, A) \) and \( T' \in \mathcal{E}xt^p_{C}(A, A) \). Then there exists a morphism \( v : S' \# T' \rightarrow S \# T \) and the conjugate of the loop \( \Omega_A(S, T) \) by \( f \) is homotopically equivalent to \( \Omega_A(S', T') \).

Proof. Of course, the morphisms \( S' \rightarrow S \) and \( T' \rightarrow T \) may be combined to obtain a morphism \( S' \# T' \rightarrow S \# T \) as claimed. They also yield a morphism \( u : S' \boxtimes_A T' \rightarrow S \boxtimes_A T \). These morphisms render the square

\[
\begin{array}{ccc}
S' \boxtimes_A T' & \xrightarrow{u} & S \boxtimes_A T \\
\downarrow & & \downarrow \\
S' \# T' & \xrightarrow{v} & S \# T
\end{array}
\]

commutative, where \( S' \boxtimes_A T' \rightarrow S' \# T' \) is the northwestern face morphism in the loop \( \Omega_A(S', T') \). By similar arguments, we obtain commutative diagrams for the remaining face morphisms as well, whence the claim follows.

Theorem 3.9. Let \( A \) and \( B \) be \( K \)-algebras which are projective when viewed as \( K \)-modules. Let \( C \) be an exact monoidal subcategory of \( (\text{Mod}(A^{cn}), \boxtimes_A, A) \) which is entirely extension closed, and let \( \mathcal{X} : (\text{Mod}(A^{cn}), \boxtimes_A, A) \rightarrow (\text{Mod}(B^{cn}), \boxtimes_A, A) \) be an exact and
almost strong (or almost costrong) monoidal functor such that one of the following conditions holds true for all objects $X \in \mathcal{C}$.

$$0 \rightarrow L \rightarrow M \rightarrow N \rightarrow 0$$

admissible exact in $\mathcal{C}$.

\[ \text{(E)} \implies 0 \rightarrow \mathcal{X}(L) \otimes_A \mathcal{X}(X) \rightarrow \mathcal{X}(M) \otimes_A \mathcal{X}(X) \rightarrow \mathcal{X}(N) \otimes_A \mathcal{X}(X) \rightarrow 0 \]

exact in $\mathcal{Mod}(\mathcal{B}^{\infty})$.

$$0 \rightarrow L \rightarrow M \rightarrow N \rightarrow 0$$
admissible exact in $\mathcal{C}$.

\[ \text{(E')} \implies 0 \rightarrow \mathcal{X}(X) \otimes_A \mathcal{X}(L) \rightarrow \mathcal{X}(X) \otimes_A \mathcal{X}(M) \rightarrow \mathcal{X}(X) \otimes_A \mathcal{X}(N) \rightarrow 0 \]

exact in $\mathcal{Mod}(\mathcal{B}^{\infty})$.

Then the inclusion functor induces an isomorphism $\text{Ext}_{\mathcal{C}}^n(A, A) \xrightarrow{\sim} \text{HH}^n(A)$ and the map

$$\mathcal{X} : \text{HH}^n(A) \xrightarrow{\sim} \text{Ext}_{\mathcal{C}}^n(A, A) \xrightarrow{\sim} \text{Ext}^n_{\mathcal{B}^{\infty}}(B, B) \xrightarrow{\sim} \text{HH}^n(B)$$

that sends the equivalence class of an $n$-extension $0 \rightarrow A \rightarrow E_{n-1} \rightarrow \cdots \rightarrow E_0 \rightarrow A \rightarrow 0$ to the equivalence class of

$$0 \rightarrow B \cong \mathcal{X}(A) \rightarrow \mathcal{X}(E_{n-1}) \rightarrow \cdots \rightarrow \mathcal{X}(E_0) \rightarrow \mathcal{X}(A) \cong B \rightarrow 0$$

renders the following diagrams commutative for all $m, n \geq 0$.

$$\begin{array}{c c c}
\text{HH}^m(A) \times \text{HH}^n(A) & \xrightarrow{(-,-)_A} & \text{HH}^{m+n-1}(A) \\
\downarrow x_m \times x_n & & \downarrow x_{m+n-1} \\
\text{HH}^m(B) \times \text{HH}^n(B) & \xrightarrow{(-,-)_B} & \text{HH}^{m+n-1}(B)
\end{array}$$

$$\begin{array}{c c c}
\text{HH}^n(A) & \xrightarrow{\text{sq}_A} & \text{HH}^{n-1}(A) \\
\downarrow x_2 & & \downarrow x_{n-1} \\
\text{HH}^n(B) & \xrightarrow{\text{sq}_B} & \text{HH}^{n-1}(B)
\end{array}$$

Here $(-,-)_A$ and $\text{sq}_A$ denote the Gerstenhaber bracket and the squaring map on $\text{HH}^n(A)$, whereas $(-,-)_B$ and $\text{sq}_B$ denote the Gerstenhaber bracket and the squaring map on $\text{HH}^n(B)$.

Proof of Theorem 3.9. The theorem summarises some results relating the exact sequence interpretation of the Gerstenhaber bracket in Hochschild cohomology that we mentioned above, and its generalisation to exact monoidal categories, see [28], which incorporates the statement that, under appropriate assumptions, the (generalised) bracket commutes with almost strong (or almost costrong) exact monoidal functors.

To be more precise, the theorem is obtained by puzzling together [49, Thm. 3.1], [28, Lem. 5.3.3], [28, Thm. 5.2.12] and [27, Thm. 5.1]; note that the exactness conditions (E) and (E') ensure that $\mathcal{X}(S) \boxtimes_A \mathcal{X}(T)$ is exact in $\mathcal{Mod}(\mathcal{B}^{\infty})$ for any choice of admissible extensions $S \in \mathcal{E}xt^n_{\mathcal{C}}(A, A)$ and $T \in \mathcal{E}xt^n_{\mathcal{C}}(A, A)$ by (the proof of) the statement [28, Lem. 3.3.4]. Thus the homotopy class of the corresponding loop $\Omega_B(\mathcal{X}(S), \mathcal{X}(T))$ coincides (up to conjugation) with the homotopy class of the loop for the corresponding admissible exact sequences $S'$ and $T'$, with morphisms $S' \rightarrow \mathcal{X}(S), T' \rightarrow \mathcal{X}(T)$, taken in, for instance, $\mathcal{P}(B)$, by Lemma 3.8. \qed

Remark 3.10. Let $\mathcal{X} : (\mathcal{Mod}(\mathcal{A}^{\infty}), \otimes_A, A) \rightarrow (\mathcal{Mod}(\mathcal{B}^{\infty}), \otimes_B, B)$ be an exact and almost strong/costrong monoidal functor. The exactness condition on $\mathcal{X}$ stated in the above theorem is automatically satisfied, if $\mathcal{X}$, for instance, restricts as

$$\mathcal{X} : (\mathcal{P}(A), \otimes_A, A) \rightarrow (\mathcal{P}(B), \otimes_B, B).$$

Similar situations will appear frequently hereinafter.

4. RECOLLEMENTS OF MODULE CATEGORIES

4.1. Let $A, B$ and $C$ be abelian categories. Recall that a diagram

\[ \mathfrak{R}(A, B, C) \equiv \begin{array}{c}
\mathcal{A} \\
\downarrow \iota \\
\mathcal{B} \\
\downarrow \iota_B \\
\mathcal{C} \\
\downarrow \iota_C \\
\mathcal{A} \\
\downarrow \iota \\
\mathcal{B} \\
\downarrow \iota_B \\
\mathcal{C}
\end{array} \]
of additive functors is called a recollement if \((i_0,i,\iota)\) and \((j_0,j,\iota)\) are adjoint triples, the functors \(i, j, \iota\) are fully faithfull, and \(\text{Im}(i) = \text{Ker}(j)\). We call a recollement \((\cdot)\) \(K\)-linear if all the occurring categories and functors are \(K\)-linear. It is well-known, see \cite{17}, that in any recollement situation

1. the functors \(i \colon A \to B\) and \(j \colon B \to C\) are exact;
2. the functor \(j \colon B \to C\) is essentially surjective;
3. the units of the adjoint pairs \((i, \iota)\), \((j_0, j)\) and the counits of the adjoint pairs \((i_\lambda, i)\) and \((j_\lambda, j)\) are isomorphisms;
4. for each object \(B \in \mathcal{B}\), there are objects \(A, A' \in \mathcal{A}\) and exact sequences

\[
0 \to i(A) \to (j_\lambda \circ j)(B) \to B \to (i \circ i_\lambda)(B) \to 0 ,
\]

\[
0 \to (i \circ i_\lambda)(B) \to B \to (j_\circ j)(B) \to i(A') \to 0
\]

induced by the units and counits of the adjunctions.

In particular, for all \(X \in \text{Ob}\mathcal{A}\), the functor \(j \colon \mathcal{B} \to \mathcal{C}\) gives rise to a homomorphism \(j_* = j^\lambda : \text{Ext}^n_\mathcal{B}(X, X)' \to \text{Ext}^n_\mathcal{C}(j(X), j(X))\), \(j_*(\alpha) = [j(S)]\) (for \(S \in \text{Ext}^n_\mathcal{B}(X, X)\)) of graded rings. We make the following definition.

**Definition 4.2.** Let \(\mathcal{B}\) and \(\mathcal{C}\) be abelian categories and let \(f_* : \text{Ext}^n_\mathcal{B}(B, B) \to \text{Ext}^n_\mathcal{C}(C, C)\) be a homomorphism of graded rings for some objects \(B \in \text{Ob}\mathcal{B}\) and \(C \in \text{Ob}\mathcal{C}\). The map \(f_*\) is induced by a recollement if there is a recollement \(\mathcal{R}(\mathcal{A}, \mathcal{B}, \mathcal{C})\) and an isomorphism \(C \cong j(B)\) in such a way that the diagram

\[
\begin{array}{ccc}
\text{Ext}^n_\mathcal{B}(B, B) & \xrightarrow{f_*} & \text{Ext}^n_\mathcal{C}(C, C) \\
\downarrow{j_*} & & \downarrow{\cong} \\
\text{Ext}^n_\mathcal{C}(j(B), j(B)) & & \end{array}
\]

commutes.

4.3. Let \(\mathcal{R} = \mathcal{R}(\mathcal{A}, \mathcal{B}, \mathcal{C})\) and \(\mathcal{R}' = \mathcal{R}(\mathcal{A}', \mathcal{B}', \mathcal{C}')\) be recollements of abelian categories. A triple \((F, G, H)\) of functors \(F : \mathcal{A} \to \mathcal{A}'\), \(G : \mathcal{B} \to \mathcal{B}'\) and \(H : \mathcal{C} \to \mathcal{C}'\) is a morphism of recollements, if the following functors agree up to natural isomorphisms.

1. \(i' \circ F\) and \(G \circ i\);
2. \(F \circ i'_*\) and \(i_\lambda \circ G\);
3. \(F \circ i'_*\) and \(i_\circ G\);
4. \(j' \circ G\) and \(H \circ j\);
5. \(G \circ j'_*\) and \(j_\circ H\);
6. \(G \circ j'_*\) and \(j_\circ G\).

A morphism \((F, G, H) : \mathcal{R} \to \mathcal{R}'\) is an equivalence, if \(F, G\) and \(H\) are equivalences of categories. Note that in this case, \(j' \circ G\) and \(H \circ j\) being naturally isomorphic already implies the same for the composites with the respective adjoint functors of \(i\) and \(i'\), and \(j\) and \(j'\).

Every pair \((G, H)\) of functors satisfying 4.3(4)–(6) gives rise to a (up to natural isomorphism) unique functor \(F : \mathcal{A} \to \mathcal{A}'\) such that \(i' \circ F\) and \(G \circ i\) are naturally isomorphic. \(F\) is an equivalence if \(G\) and \(H\) were and in that case, it also is compatible with the adjoint functors of \(i'\) (in the sense of 4.3(1)–(3)). Thus naming an equivalence \((F, G, H) : \mathcal{R} \to \mathcal{R}'\) of recollements is the same as naming two equivalences \(G : \mathcal{B} \to \mathcal{B}'\) and \(H : \mathcal{C} \to \mathcal{C}'\) of categories such that \(j' \circ G\) and \(H \circ j\) are naturally isomorphic.

**Definition 4.4.** Let \(\mathcal{R} = \mathcal{R}(\mathcal{A}, \mathcal{B}, \mathcal{C})\) and \(\mathcal{R}' = \mathcal{R}(\mathcal{A}', \mathcal{B}', \mathcal{C}')\) be recollements of abelian categories. The recollements \(\mathcal{R}(\mathcal{A}, \mathcal{B}, \mathcal{C})\) and \(\mathcal{R}(\mathcal{A}', \mathcal{B}', \mathcal{C}')\) are equivalent in case there are equivalences \(G : \mathcal{B} \to \mathcal{B}'\) and \(H : \mathcal{C} \to \mathcal{C}'\) of categories such that the functors \(j' \circ G\) and \(H \circ j\) are naturally isomorphic. In other words, \(\mathcal{R}\) and \(\mathcal{R}'\) are equivalent if there is an equivalence \((F, G, H) : \mathcal{R} \to \mathcal{R}'\) of recollements.

4.5. A recollement \(\mathcal{R}(\mathcal{A}, \mathcal{B}, \mathcal{C})\) is a recollement of module categories, if the categories \(\mathcal{A}\), \(\mathcal{B}\) and \(\mathcal{C}\) are module categories over some rings \(A, B\) and \(C\). In that case, we write \(\mathcal{R}(\mathcal{A}, \mathcal{B}, \mathcal{C})\) instead of \(\mathcal{R}(\text{Mod}(A), \text{Mod}(B), \text{Mod}(C))\). Recall from, for instance, \cite{2} that...
an equivalence \((G,H) : \mathcal{R}(A,B,C) \to \mathcal{R}(A',B',C')\) between recollements of module categories is determined by progenerators \(P\) for \(B\) and \(Q\) for \(C\) such that \(B' \cong \text{End}_B(P)^{op}\) and \(C' \cong \text{End}_C(Q)^{op}\), with the functors \(G\) and \(H\) thus being equivalent to \(\text{Hom}_B(P,-) \cong \text{Hom}_B(P,B) \otimes -\) and \(\text{Hom}_C(Q,-) \cong \text{Hom}_C(Q,C) \otimes -\) respectively. A choice of quasi-inverse functors is given by \(P \otimes B -\) and \(Q \otimes C -\).

Any ring \(R\) along with any choice of an idempotent \(e \in R\) gives rise to a recollement of module categories, which we will refer to as the standard recollement associated to \((R,e)\).

**Example 4.6** (Standard recollement). Let \(R\) be a ring and let \(e \in R\) be idempotent. Let us put \(\mathcal{R} = R/ReR\) and let \(\pi : R \to \mathcal{R}\) be the natural projection. If we write \(\pi_* : \text{Mod}(\mathcal{R}) \to \text{Mod}(R)\) for the restriction along \(p\), then the diagram

\[
\begin{array}{ccc}
\mathcal{R}(R,R,eRe) & \cong & \text{Mod}(\mathcal{R}) \\
\downarrow \text{Hom}_{\mathcal{R}(R,-)} & & \downarrow \pi_* \\
\text{Mod}(R) & \xrightarrow{\pi_*} & \text{Mod}(eRe) \\
\downarrow \text{Hom}_{\mathcal{R}(R,-)} & & \downarrow \text{Hom}_{\text{Mod}(eRe)}
\end{array}
\]

of functors defines a recollement which we will denote by \(\mathcal{R}(R,e)\). This recollement will be \(K\)-linear, in case \(R\) is an algebra over \(K\).

**Theorem 4.7** (see [46, Thm. 5.3]). Let \(\mathcal{R}(A,B,C)\) be a recollement of module categories. Then there is a ring \(R\) and an idempotent \(e \in R\) such that \(\mathcal{R}(A,B,C)\) is equivalent to \(\mathcal{R}(R,e)\) in the sense of Definition 4.4.

The theorem immediately yields that if \(B\) is \(K\)-projective, then so is \(C\). As the functors \(\text{Mod}(R/ReR) \to \text{Mod}(R), e(-) = eR \otimes R(-) : \text{Mod}(R) \to \text{Mod}(eRe)\) and their left adjoints \((R/ReR) \otimes_R (-) : \text{Mod}(R) \to \text{Mod}(R/ReR), Re \otimes eR(-) : \text{Mod}(eRe) \to \text{Mod}(R)\) are right exact and preserve arbitrary direct sums, the following consequence is imminent.

**Corollary 4.8.** Let \(\mathcal{R}(A,B,C)\) be a recollement of module categories. Then the functors \(i : \text{Mod}(A) \to \text{Mod}(B)\) and \(j : \text{Mod}(B) \to \text{Mod}(C)\), along with their left adjoints \(i_\lambda\) and \(j_\lambda\), are right exact and preserve arbitrary direct sums. \(\square\)

Let \(R\) and \(S\) be \(K\)-algebras. Watt’s theorem (see [53]) tells that every right exact functor \(\mathcal{X} : \text{Mod}(R) \to \text{Mod}(S)\) which commutes with arbitrary direct sums is of the form \(\mathcal{X} \circ \text{End}_R(X(R))\), that is, \(\mathcal{X}(R)\) is \(S\)-\(R\)-bimodule. Theorem 4.7 yields Watt’s theorem for functors within a recollement.

**Corollary 4.9.** Let \(\mathcal{R}(A,B,C)\) be a recollement of module categories. Then \(i(-) \cong i(A) \otimes_A -\), \(j(-) \cong j(B) \otimes B -\) and \(i_\lambda(-) \cong i_\lambda(B) \otimes_B -\) and \(j_\lambda(-) \cong j_\lambda(C) \otimes C -\).

**Proof.** Assume that \(\mathcal{R}(A,B,C)\) is equivalent to \(\mathcal{R}(R,e)\), and let \(P\) and \(Q\) be progenerators for \(B\) and \(C\) with \(R \cong \text{End}_B(P)^{op}\) and \(eRe \cong \text{End}_C(Q)^{op}\) giving rise to the defining equivalences \(\text{Mod}(B) \xrightarrow{\sim} \text{Mod}(R)\) and \(\text{Mod}(C) \xrightarrow{\sim} \text{Mod}(eRe)\). Then

\[
\begin{align*}
j(-) & \cong Q \otimes eRe \text{Hom}_B(P,-) \\
& \cong Q \otimes eRe \text{Hom}_B(P,B) \otimes_B - \\
& \cong j(B) \otimes B -.
\end{align*}
\]

Similarly, \(i(-) \cong i(A) \otimes_A -\) follows, as well as the statements for the left adjoints. \(\square\)

**4.10.** Let \(R\) and \(S\) be \(K\)-algebras and \(\mathcal{X} : \text{Mod}(R) \to \text{Mod}(S)\) be an additive functor. By taking the dual of \(\mathcal{X}(R)\) with respect to \(R\) we get the \(R\)-\(S\)-bimodule \(\mathcal{X}(R)^\vee = \text{Hom}_{R\text{-}R^\text{op}}(\mathcal{X}(R),R)\). The functor

\[
\mathcal{X}^\text{ev} : \text{Mod}(R^\text{ev}) \to \text{Mod}(S^\text{ev}), \quad \mathcal{X}^\text{ev}(M) = \mathcal{X}(R) \otimes_R M \otimes_R \mathcal{X}(R)^\vee
\]

will be referred to as the enveloping functor of \(\mathcal{X}\).
Proposition 4.11. Let $\mathcal{R}(A, B, C)$ be a recollement which is equivalent to a standard recollement $\mathcal{R}(R, e)$. Let $S = R \oplus R^\oplus$, $f$ be the idempotent $e \otimes e^\oplus$ in $S$ and $\mathcal{S} = S/SfS$. Then the functor $j^\vee$ fits inside a recollement $\mathcal{R}(\mathcal{S}, B^\vee, C^\vee)$ of module categories which is equivalent to the standard recollement $\mathcal{R}(S, f)$.

Proof. Let $P$ be a progenerator for $B$ with $R \cong \text{End}_B(P)^\oplus$ and $Q$ be a progenerator for $C$ with $eRe \cong \text{End}_C(Q)^\oplus$. Let $G : \text{Mod}(B^\vee) \to \text{Mod}(R^\vee)$ and $H : \text{Mod}(C^\vee) \to \text{Mod}(eRe)^\vee$ be the equivalences

$$G(M) = \text{Hom}_{B^\vee}(P \otimes \text{Hom}_B(P, B), M), \quad H(N) = \text{Hom}_{C^\vee}(Q \otimes \text{Hom}_C(Q, C), N).$$

It suffices to show that the functor $j^\vee$ is equivalent to $H^{-1} \circ e(-) \circ G$. Indeed, as

$$G(M) \cong \text{Hom}_{B^\vee}(P \otimes \text{Hom}_B(P, B), B^\vee) \otimes_{B^\vee} M \cong (\text{Hom}_B(P, B) \otimes \text{Hom}_{B^\oplus}(\text{Hom}_B(P, B), B)) \otimes_{B^\oplus} M \cong \text{Hom}_B(P, B) \otimes_B M \otimes_B P,$$

$$\text{Hom}_B(P \otimes eRe \text{Hom}_C(Q, C), B) \cong \text{Hom}_{eRe}(\text{Hom}_C(Q, C), \text{Hom}_B(P \otimes eRe), \text{Hom}_B(P \otimes eRe, B)) \cong Q \otimes eRe \text{Hom}_B(P \otimes eRe, B) \cong j(B)$$

and $H^{-1}(N') \cong Q \otimes eRe N' \otimes eRe \text{Hom}_C(Q, C)$, we may conclude

$$(H^{-1} \circ e(-) \circ G)(M) \cong Q \otimes eRe \text{Hom}_B(P, B) \otimes_B M \otimes_B P \otimes eRe \text{Hom}_C(Q, C) \cong j(B) \otimes_B M \otimes_B j(B)$$

to finish the proof. \hfill \square

4.12. Keep the notation from Proposition 4.11. Note that in general, the category $\text{Mod}(S/SfS)$ will be far from being equivalent to the category of modules over the enveloping algebra of $\mathcal{F} = R/ReR$. There is, however, a canonical epimorphism

$$\pi : \mathcal{S} = S/SfS \to \mathcal{R} \otimes \mathcal{R} \cong \left(\frac{(1-e)R(1-e)}{(1-e)ReR(1-e)}\right)^\vee$$

of algebras which fits inside the diagram

$$\begin{array}{cccccccc}
0 & \longrightarrow & (ReR \otimes R) & + & (R \otimes ReR) & \longrightarrow & S & \longrightarrow & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
0 & \longrightarrow & (ReR \otimes R) & + & (R \otimes ReR) & \longrightarrow & \mathcal{S} & \longrightarrow & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
0 & \longrightarrow & (ReR \otimes R) & + & (R \otimes ReR) & \longrightarrow & \mathcal{S} & \longrightarrow & 0 \\
\end{array}$$

of $S$-modules with exact rows – provided that $R$ and $ReR$ are $K$-flat, and $\text{Tor}^K_i(\overline{R}, \overline{R}) = 0$ for $i = 1, 2$. Indeed, the commutative diagram has exact rows and columns, and as $p \circ i = 0$, the universal property of the cokernel map induces the (necessarily surjective) dashed arrow as indicated. The following lemma can be read off from \((†)\) immediately.

**Lemma 4.13.** Assume that $R$ and $ReR$ are $K$-flat, and $\text{Tor}^K_i(\overline{R}, \overline{R}) = 0$ for $i = 1, 2$. Then the $K$-algebra

$$S = \frac{R \otimes R^\text{op} \otimes (R \otimes R^\text{op})}{(R \otimes R^\text{op})(e \otimes e^\text{op})(R \otimes R^\text{op})} = \frac{R \otimes R^\text{op}}{(R \otimes R^\text{op})(e \otimes e^\text{op})}$$

is isomorphic to $\overline{R}^\text{ev} = \overline{R} \otimes \overline{R}^\text{op}$, through $\pi$, if, and only if, $(ReR \otimes R) + (R \otimes ReR) = SfS$. □

**4.14.** The lemma tells us that in the case of finite dimensional algebras over a field $K$, $\overline{R} \otimes \overline{R}^\text{op}$ being isomorphic to $S$ is equivalent to $ReR \in \{0, R\}$, thus, that it is (almost) never the case.

However, the map $\pi$ is a split surjection of $S$-modules in many cases. For instance, if $K$ is an algebraically closed field and $R = KQ$ is the path algebra of the quiver

\[
\begin{array}{cccc}
1 & 2 & \cdots & n \\
\end{array}
\]

i.e., of the Dynkin graph $A_n$ with linear orientation, then the quiver of $R \otimes R^\text{op}$ is given by $Q^\text{ev} = (A_n)^\text{ev}$
bounded by the commutativity relations $xy = yx$. Considering the primitive idempotent $e = e_1$ that corresponds to the vertex 1, the algebra $S$ comes from the quiver

(4.1)

with commutativity relations $xy = yx$, whereas $R \otimes R'^{op}$ is the path algebra of $(A_{n-1})^{ev}$, bounded by the commutativity relations. It is thus apparent that $\pi$ splits, and a right inverse is given by identifying $R \otimes R'^{op}$ with the submodule of $S$ corresponding to the highlighted piece of the quiver (4.1).

4.15. As $\text{Hom}_S(R \otimes R'^{op}, -)$ is right adjoint to the full and faithful restriction functor $\text{Mod}(R \otimes R'^{op}) \rightarrow \text{Mod}(S)$ along $\pi$, and $R \otimes R'^{op} \cong \text{End}_S(R \otimes R'^{op})^{op}$, Morita theory yields the following statement.

**Proposition 4.16.** Assume that $R$ and $R \circ R$ are $K$-flat, and $\text{Tor}_i^R(R, R) = 0$ for $i = 1, 2$. Then the restriction functor

$$\pi_* : \text{Mod}(R \otimes R'^{op}) \rightarrow \text{Mod}(S)$$

is an equivalence of categories if, and only if, the $S$-module epimorphism $\pi$ splits and there is a surjective $S$-module homomorphism $(R \otimes R'^{op})^n \rightarrow S$ for some integer $n \geq 1$. □

The main theorem of this section is the following.

**Theorem 4.17.** Let $\mathcal{R} = \mathcal{R}(A, B, C)$ be a $K$-linear recollement of module categories. Assume that $B$ is projective as a $K$-module and that

$$\text{Tor}_i^S(j(B)^\vee, j(B)) = 0.$$  

The image of $B$ under $j^{ev}$ is canonically isomorphic to $C$ (as a $C^{ev}$-module) and the graded map

$$j^{ev} : \text{HH}^*(B) \rightarrow \text{HH}^*(C), \quad j^{ev}_\alpha = [j^{ev}(S)] \quad (\text{for } \alpha = [S] \in \text{Ext}^{2n}_{R^{op}}(B, B))$$

induced by $\mathcal{R}^{ev}$ is a homomorphism of strict Gerstenhaber algebras.

The proof of the theorem is spread over the next couple of statements.

**Lemma 4.18.** Let $\mathcal{R}(A, B, C)$ be a recollement of module categories being equivalent to a standard recollement $\mathcal{R}(R, e)$. Then

$$\text{Tor}_i^S(j(B)^\vee, j(L)) = 0 \quad (\text{for all } L \in P(B))$$

$$\iff \quad \text{Tor}_i^S(j(B)^\vee, j(B)) = 0$$

$$\iff \quad \text{Tor}_1^{e \circ R}(R \circ e, R) = 0$$

$$\iff \quad \text{Tor}_1^{e \circ R}(M \circ e, N) = 0 \quad (\text{for all } M, N \in P(R)).$$

**Proof.** Indeed, the first equivalence is due to

$$\text{Tor}_i^S(j(B)^\vee, j(F)) \cong \bigoplus_{i \in \mathcal{L}} \text{Tor}_i^{e \circ R}(j(B)^\vee, j(B))$$
for each free $B$-module $F = \bigoplus_{i \in I} B$ (see Corollary 4.8). For the second equivalence, let $P$ and $Q$ be projective generators for $B$ and $C$ giving rise to the equivalence $\mathcal{R}(A, B, C) \cong \mathcal{R}(R, e)$. We start by taking a projective resolution $F(eR) \rightarrow eR \rightarrow 0$ of $eR$ over $eR$ and assume that $\text{Tor}^1_{eR}(eR, eR) = 0$. The complex 

$$Re \otimes_{eRe} F(eR) \rightarrow Re \otimes_{eRe} eR \rightarrow 0$$

consists of projective $R$-modules in degrees $\geq 0$ and, moreover, has vanishing homology in degrees $0$ and $1$ (as its $i$-th homology computes as $\text{Tor}^i_{eR}(eR, eR)$). Thus we obtain an exact sequence 

$$0 \rightarrow Re \otimes_{eRe} X \rightarrow Re \otimes_{eRe} P_1 \rightarrow Re \otimes_{eRe} P_0 \rightarrow Re \otimes_{eRe} eR \rightarrow 0,$$

where $P_0$ and $P_1$ are projective $eRe$-modules. The composition $j \circ (P \otimes_R -)$ of $j$ with the quasi-inverse functor $P \otimes_R -$ of $\text{Hom}_B(P, -)$ takes that sequence to 

$$(\circ) \quad 0 \rightarrow j(Pe \otimes_{eRe} X) \rightarrow j(Pe \otimes_{eRe} P_1) \rightarrow j(Pe \otimes_{eRe} P_0) \rightarrow j(Pe \otimes_{eRe} eR) \rightarrow 0.$$ 

As $j \circ (P \otimes_R -)$ is naturally isomorphic to $(Q \otimes_{eRe} -) \circ e(-)$, the exact sequence above is (as a complex of $C$-modules) isomorphic to

$$0 \rightarrow Q \otimes_{eRe} X \rightarrow Q \otimes_{eRe} P_1 \rightarrow Q \otimes_{eRe} P_0 \rightarrow Q \otimes_{eRe} eR \rightarrow 0.$$ 

In particular, $j(Pe \otimes_{eRe} P_1)$ and $j(Pe \otimes_{eRe} P_0)$ are projective $C$-modules. Let us write $\overline{j}(\cdot) = j(Pe \otimes_{eRe} (-))$ for abbreviation. We show that the exact sequence $(\circ)$ remains exact after applying $j(B)^\vee \otimes C -$, which will imply that $\text{Tor}^i_{C}(j(B)^\vee, j(Pe \otimes_{eRe} eR)) = 0$.

Indeed, as already mentioned above, we have natural $C$-module isomorphisms 

$$\overline{j}(E) = j(Pe \otimes_{eRe} E) \cong Q \otimes_{eRe} E \quad (\text{for all modules } E \in \text{Mod}(eRe))$$

and the $B$-$C$-bimodule isomorphism 

$$j(B)^\vee \cong \text{Hom}_{Bop}(Q \otimes_{eRe} eR \otimes_R \text{Hom}_B(P, B), B)$$

$$\cong \text{Hom}_{(eRe)^{op}}(Q, \text{Hom}_{R^{op}}(eR, \text{Hom}_{Bop}(\text{Hom}_B(P, B), B)))$$

$$\cong \text{Hom}_{(eRe)^{op}}(Q, Pe)$$

$$\cong Pe \otimes_{eRe} \text{Hom}_{(eRe)^{op}}(Q, eRe).$$

The map $\text{Hom}_{(eRe)^{op}}(Q, eRe) \otimes C Q \xrightarrow{\sim} \text{Hom}_C(Q, C) \otimes C Q \rightarrow eRe, \varphi \otimes q \mapsto \varphi(q)$, see for instance [2, §22], is an $eRe$-$C$-bimodule isomorphism which gives rise to an isomorphism of complexes,

$$0 \rightarrow j(B)^\vee \otimes C \overline{j}(X) \rightarrow j(B)^\vee \otimes C \overline{j}(eP_1) \rightarrow j(B)^\vee \otimes C \overline{j}(eP_0) \rightarrow j(B)^\vee \otimes C \overline{j}(eR) \rightarrow 0$$

whence the top complex is acyclic as claimed. It thus follows that, for some $n \geq 1$,

$$\text{Tor}^n_{C}(j(B)^\vee, j(B)) \cong \text{Tor}^n_{C}(j(B)^\vee, Q \otimes_{eRe} eR \otimes_R \text{Hom}_B(P, B))$$

$$\subseteq \text{Tor}^n_{C}(j(B)^\vee, Q \otimes_{eRe} eR \otimes_R \text{Hom}_B(P, P^n))$$

$$\cong \bigoplus_{i=1}^n \text{Tor}^i_{C}(j(B)^\vee, Q \otimes_{eRe} eR)$$

$$\cong \bigoplus_{i=1}^n \text{Tor}^i_{C}(j(B)^\vee, j(Pe \otimes_{eRe} eR)) = 0$$

whence one implication of the second equivalence follows. Similar arguments apply to deduce the implication

$$\text{Tor}^1_{C}(j(B)^\vee, j(B)) = 0 \implies \text{Tor}^1_{eR}(eR, eR) = 0.$$ 

Finally, the last equivalence follows from 

$$\text{Tor}^1_{eR}(F_1, eR) \cong \bigoplus_{i_1 \in I_1} \bigoplus_{i_2 \in I_2} \text{Tor}^1_{eR}(R, eR)$$

for all free right $R$-modules $F_1 = \bigoplus_{i_1 \in I_1} R$ and all free left $R$-modules $F_2 = \bigoplus_{i_2 \in I_2} R$. □
Proposition 4.21. Let \( \mathcal{R}(A, B, C) \) and \( \mathcal{R}(A', B', C') \) be equivalent recollements of module categories. Then
\[
\text{Tor}_1^C(j(B)^\vee, j(B)) = 0 \iff \text{Tor}_1^C(j'(B')^\vee, j'(B')) = 0.
\]
\[\square\]

4.20. For the next proposition only, we let \( B \) be a \( K \)-algebra, \( e \in B \) be an idempotent, \( C = eBe \) and \( \mathfrak{A}_e \), the functor \( \text{Mod}(B^e) \to \text{Mod}(C^e) \), \( \mathfrak{A}_e(M) = eMe \).

**Proposition 4.21.** The following statements hold true for the functor \( \mathfrak{A}_e = e(-): \text{Mod}(B^e) \to \text{Mod}(C^e) \).

1. \( \mathfrak{A}_e \) is exact.
2. \( \mathfrak{A}_e \) is an almost costrong monoidal functor. It will be a strong monoidal functor, if the restricted multiplication map \( \mu_e : Be \otimes_{eBe} eB \to B \) is an isomorphism.
3. The functor \( Be \otimes_C (-) \otimes_C eB : \text{Mod}(C^e) \to \text{Mod}(B^e) \) is a right inverse of \( \mathfrak{A}_e \), that is, \( \mathfrak{A}_e(Be \otimes_C (-) \otimes_C eB) \cong \text{Id}_{\text{Mod}(C^e)} \). More precisely, \( (Be \otimes_C (-) \otimes_C eB) \mathfrak{A}_e \) forms an adjoint pair, whose unit is an isomorphism. For modules \( M \in \text{Mod}(C^e) \) and \( N \in \text{Mod}(B^e) \), unit and counit are given by \( \eta_M : M \to eBe \otimes C M \otimes eBe, \) \( m \mapsto e \otimes m \otimes e \), \( \varepsilon_N : eBe \otimes_C M \otimes eBe, \) \( m \mapsto e \otimes m \otimes e \).
4. If \( eB \) is projective as a left \( C = eBe \)-module, then \( \mathfrak{A}_e \) is projective as a left \( B \)-module (as a right \( B \)-module), then \( \mathfrak{A}_e(M) \) is projective as a left \( C \)-module (as a right \( C \)-module).

**Proof.** As \( e(-)e \cong eB \otimes B (-) \otimes_B eB \), the statement (1) is obvious. As the second item, we have to name an isomorphism \( t_0 : C = eBe \to \mathfrak{A}_e(B) \) as well as natural homomorphisms
\[ t_{M, N} : \mathfrak{A}_e(M) \otimes_C \mathfrak{A}_e(N) \to \mathfrak{A}_e(M \otimes_C N) \] (for all \( M, N \in \text{Mod}(B^e) \)).

To begin with, notice that \( \mathfrak{A}_e(B) = eBe = C \). The multiplication map \( \mu_e : Be \otimes_{eBe} eB \to B \) gives rise to the homomorphism \( t_{M, N} : eB \otimes_B M \otimes_B \mu_e \otimes_B N \otimes_B eB \), \( t_{M, N} : eB \otimes_B M \otimes_B (Be \otimes_{eBe} eB) \otimes_B N \otimes_B eB \to eB \otimes_B M \otimes_B B \otimes_B N \otimes_B eB \), which leads to a homomorphism \( t_{M, N} \) between
\[
\mathfrak{A}_e(M) \otimes_C \mathfrak{A}_e(N) = eMe \otimes_{eBe} eNe
= (eB \otimes_B M \otimes_B Be) \otimes_{eBe} (eB \otimes_B N \otimes_B Be)
= eB \otimes_B M \otimes_B (Be \otimes_{eBe} eB) \otimes_B N \otimes_B Be
\] and
\[
eB \otimes_B M \otimes_B B \otimes_B N \otimes_B Be \cong eB \otimes_B M \otimes_B N \otimes_B Be
\cong eM \otimes_B Ne
= \mathfrak{A}_e(M \otimes_B N) .
\]

Naturality of the \( t_{M, N} \) is easily established. Item (3) is either a straightforward verification, or a reminder of the fact that \( \mathfrak{A}_e \) actually belongs to the standard recollement \( \mathcal{R}(B^e, e \otimes e^e) \). As for the last item, if \( eB \) is \( C \)-projective, then so is \( eM \), and thus \( \text{Hom}_C(eMe, -) \cong \text{Hom}_C(eM \otimes_B Be, -) \cong \text{Hom}_B(Be, \text{Hom}_C(eM, -)) \) is exact as required.
\[\square\]

**Proposition 4.22.** Let \( R \) be a \( K \)-algebra, \( P \) be a progenerator for \( R \) and let \( S = \text{End}_R(P)^\sim \). Let \( \mathfrak{A}_P \) be the equivalence
\[ \text{Hom}_{R^e}(P \otimes \text{Hom}_R(P, R), -) : \text{Mod}(R^e) \to \text{Mod}(S^e) \]
of categories. The following statements hold true.

1. \( \mathfrak{A}_P \) is exact.
2. \( \mathfrak{A}_P \) is a strong monoidal functor.
(3) If $M$ is an $R^\sigma$-module that is projective as a left $R$-module (as a right $R$-module), then $\mathfrak{A}_P(M)$ is projective as a left $S$-module (as a right $S$-module).

Proof. We will show that $\mathfrak{A}_P$ actually may be expressed as the composite of functors arising from certain idempotents, so that all statements will follow directly from Proposition 4.21. The matrix

$$B = \begin{pmatrix} R & P \\ \text{Hom}_R(P, R) & \text{End}_R(R) \end{pmatrix} \rightarrow \begin{pmatrix} R & P \\ \text{Hom}_R(P, R) & S \end{pmatrix}$$

can be understood as an algebra through the following natural bimodule isomorphisms:

$$P \otimes_S \text{Hom}_R(P, R) \longrightarrow R, \ p \otimes \varphi \mapsto \varphi(p),$$
$$\text{Hom}_R(P, R) \otimes_R P \longrightarrow S, \ \varphi \otimes p \mapsto (p' \mapsto \varphi(p')p).$$

We have two canonical idempotents in $B$, namely

$$e_R = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} \quad \text{and} \quad e_S = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}.$$

The quotient algebras $\overline{B}_R = B/Be_RB$ and $\overline{B}_S = B/Be_SB$ both vanish, whence the functors

$$e_S(-)e_S : \mathcal{M}(B^\sigma) \rightarrow \mathcal{M}(e_SBe_S^\sigma) = \mathcal{M}(\Sigma^\sigma) \quad \text{inside of } \mathcal{M}(B, e_S)$$

are equivalences for $\Sigma \in \{R, S\}$ by Lemma 4.13. Thus, the right adjoint of $e_R(-)e_R$, given by

$$\text{Hom}_{B^\sigma}(e_RB \otimes Be_R, -) = \text{Hom}_{B^\sigma}((0 \ 0) \otimes (\text{Hom}_R(P, R) 0), -),$$

is also an isomorphism and, as $e_R(-)e_R$ is strong monoidal, a strong monoidal functor. When composed with $e_S(-)e_S$, we obtain the functor

$$e_S \text{Hom}_{B^\sigma}(e_RB \otimes Be_R, -) \otimes e_S \text{Hom}_{B^\sigma}(e_SBe_S \otimes (e_SBe_S), -)$$

$$= \text{Hom}_{B^\sigma}(P \otimes \text{Hom}_R(P, R), -)$$

$$= \mathfrak{A}_P(-)$$

which is a strong monoidal equivalence $(\mathcal{M}(R^\sigma), \otimes_R, R) \xrightarrow{\sim} (\mathcal{M}(S^\sigma), \otimes_S, S)$, as desired. It takes left projective modules to left projective modules by Proposition 4.21. □

We can now prove our main theorem.

Proof of Theorem 4.17. The functor $j^\sigma : \mathcal{M}(B^\sigma) \rightarrow \mathcal{M}(C^\sigma)$ restricts to an exact and almost costrong monoidal functor

$$j^\sigma : (P(B), \otimes_B, B) \longrightarrow \mathcal{M}(C^\sigma)$$

by Propositions 4.21 and 4.22. In order to apply Theorem 3.9, it suffices to show (since $P(B)$ is closed under kernels of epimorphisms) that if $0 \rightarrow L \rightarrow M \rightarrow N \rightarrow 0$ is an admissible exact sequence in $P(B)$, then

$$0 \rightarrow j^\sigma(L) \otimes_C j^\sigma(X) \rightarrow j^\sigma(M) \otimes_C j^\sigma(X) \rightarrow j^\sigma(N) \otimes_C j^\sigma(X) \rightarrow 0$$

is exact for all modules $X \in P(B)$. In view of Proposition 4.22(2)+(3), this is equivalent to showing that if $0 \rightarrow L \rightarrow M \rightarrow N \rightarrow 0$ is an admissible exact sequence in $P(R)$, then

$$0 \rightarrow eLe \otimes_{eRe} eXe \rightarrow eMe \otimes_{eRe} eXe \rightarrow eNe \otimes_{eRe} eXe \rightarrow 0$$

is exact for all modules $X \in P(R)$. Indeed, one has the exact sequence

$$\text{Tor}_1^R(Ne, eX) \xrightarrow{\alpha} Le \otimes_{eRe} eX \rightarrow M \otimes_{eRe} eX \rightarrow Ne \otimes_{eRe} eX \rightarrow 0$$

wherein the map $\alpha$ vanishes by Lemma 4.18; thus, applying $e(-)e$ yields the exact sequence

$$0 \rightarrow eLe \otimes_{eRe} eXe \rightarrow eMe \otimes_{eRe} eXe \rightarrow eNe \otimes_{eRe} eXe \rightarrow 0$$

as desired. □

In the following sections, we will illustrate the theorem’s potential by a couple of applications. However, let us close this section by observing that a recollement of module categories $\mathcal{R}(A, B, C)$ gives rise to very nicely behaved exact and monoidal functors if we assume that that $j(B)$ or $\text{Hom}_{B^\sigma}(j(B), B)$ are flat over $C$. 
4.23. Let us define a subcategory $P_A(B; e) \subseteq F_A(B) \subseteq \text{Mod}(B^{op})$ by letting $M \in P(B)$ belong to $P_A(B; e)$ if, and only if, $\mathfrak{A}_e(M)$ belongs to $F_A(C)$. The subcategory $P_A(B; e)$ is non-empty, as $B$ belongs to it. Define further $F_A(B; e) \subseteq P_A(B; e)$ to be the full subcategory that consists of all modules $M$ in $P_A(B; e)$ such that $M \otimes_B N \in P_A(B; e)$ for all $N \in P_A(B)$; it is evident, that $B$ is a member of that category. By replacing $F_A(B)$ by $F_A(B; e)$ we obtain, in a similar way, a full subcategory $F_A(B; e)$ of $\text{Mod}(B^{op})$. Note that $P_A(B; 1) = P_A(B; 1) = P_A(B)$ and $P_A(B; 1) = P_A(B; 1) = P_A(B)$.

**Lemma 4.24.** The subcategories $F_A(B; e)$ and $F_A(B; e)$ of $\text{Mod}(B^{op})$ are closed under taking arbitrary direct sums and direct summands. Furthermore, they are closed under extensions and under taking tensor products over $B$. Thus, $(F_A(B; e), \otimes_B, B)$ and $(F_A(B; e), \otimes_B, B)$ are exact monoidal subcategories of $(\text{Mod}(B^{op}), \otimes_B, B)$.

**Proof.** Direct sums, extensions and direct summands of flat modules are flat. Apply Lemma 4.24 to obtain the remaining statements.

**Lemma 4.25.** Let $\mathcal{R} = \mathcal{R}(A, B, C)$ be a recollement of module categories, and let $\mathcal{R}(R, e)$ be a standard recollement that is equivalent to it. Then

1. $j(B)$ is $C$-flat if, and only if, $eR$ is $e$-$Re$-flat,
2. $j(B) = \text{Hom}_{B^{op}}(j(B), B)$ is $C$-flat if, and only if, $Re$ is $e$-$Re$-flat,
3. $j(B)$ is $C$-projective if, and only if, $eR$ is $e$-$Re$-projective, and
4. $j(B)$ is $C$-projective if, and only if, $Re$ is $e$-$Re$-projective.

**Proof.** Let $P$ and $Q$ be progenerators for $B$ and $C$ defining the equivalence $\mathcal{R}(A, B, C) \cong \mathcal{R}(R, e)$. We only take care of the first item in detail, as the remaining items may be proven similarly. As $\mathcal{R}$ and $\mathcal{R}(R, e)$ are equivalent, there are progenerators $P$ for $B$ and $Q$ for $C$ with $R \cong \text{End}_B(P)^{op}$ and $eR \cong \text{End}_C(Q)^{op}$ such that there is a natural isomorphism

$$j(-) \cong (Q \otimes_{eRe} (-)) \circ e(-) \circ \text{Hom}_B(P, -) = Q \otimes_{eRe} e \text{Hom}_B(P, -).$$

It thus follows that

$$j(B) \cong Q \otimes_{eRe} e \text{Hom}_B(P, B) \cong Q \otimes_{eRe} eR \otimes_R \text{Hom}_B(P, B).$$

As the functors $Q \otimes_{eRe} (-)$ and $\text{Hom}_B(P, -)$ are invertible, with quasi-invers functors $\text{Hom}_C(Q, -)$ and $P \otimes_R (-)$, we also have

$$eR \otimes_R (-) \cong \text{Hom}_C(Q, j(P \otimes_R (-))) \cong \text{Hom}_C(Q, C) \otimes_C j(P \otimes_R (-)),$$

as $Q$ is finitely generated projective over $C$, and hence

$$eR \cong \text{Hom}_C(Q, C) \otimes_C j(P)$$

Observe that $- \otimes_C j(B)$ is exact if, and only if, $- \otimes_C j(P)$ is exact. The modules $Q \in \text{Mod}(C)$, $\text{Hom}_B(P, B) \in \text{Mod}(R)$, $P \in \text{Mod}(B)$ and $\text{Hom}_C(Q, C) \in \text{Mod}(eRe)$ are projective; thus, by the equations (4.2) and (4.3), it follows that $- \otimes_C j(B)$ is exact if, and only if, $- \otimes_{eRe} E$ is exact.

4.26. Let $\mathcal{R} = \mathcal{R}(A, B, C)$ be a recollement of module categories, being equivalent to a standard recollement $\mathcal{R}(R, e)$. Substituting $\mathcal{R}$ in Paragraph 4.23 by $\mathcal{R}$, we obtain full, exact monoidal subcategories $(F_A(\mathcal{R}), \otimes_B, B)$ and $(F_A(\mathcal{R}), \otimes_B, B)$ of $(\text{Mod}(B^{op}), \otimes_B, B)$. Note that $B$ indeed belongs to either of these categories, as $j^{op}(B) \cong C$.

**Proposition 4.27.** Let $\mathcal{R} = \mathcal{R}(A, B, C)$ be a recollement of module categories.

(1) The functor $j^{op} : \text{Mod}(B^{op}) \to \text{Mod}(C^{op})$ restricts to an exact and monoidal functor

$$(F_A(\mathcal{R}), \otimes_B, B) \to (F_A(C), \otimes_C, C)$$

between exact monoidal subcategories. Moreover, the inclusion functor induces an isomorphism

$$\text{Ext}^1_A(\mathcal{R})(B, B) \cong \text{Ext}^1_{B^{op}}(B, B)$$

if $j(B)$ is $C$-projective.
(2) The functor $j^\text{ev}: \text{Mod}(B)^{\text{op}} \rightarrow \text{Mod}(C^{\text{op}})$ restricts to an exact and monoidal functor

$$(\mathfrak{F}_\lambda(R), \otimes_B, B) \rightarrow (\mathfrak{F}_\lambda(C), \otimes_C, C)$$

between exact monoidal subcategories. Moreover, the inclusion functor induces an isomorphism

$$\text{Ext}_{\mathfrak{F}_\lambda(R)}^*(B, B) \overset{\sim}{\longrightarrow} \text{Ext}_{\mathfrak{F}_\lambda(C)}^*(B, B)$$

if $j(B)^{\text{op}}$ is $C$-projective. Furthermore, if for $? \in \{\lambda, \delta\}$ the map $\text{Ext}_{\mathfrak{F}_\lambda(R)}^*(B, B) \rightarrow \text{Ext}_{\mathfrak{F}_\lambda(C)}^*(B, B)$ is an isomorphism, then the induced map

$$\text{Ext}_{\mathfrak{F}_\lambda(R)}^*(B, B) \overset{\sim}{\longrightarrow} \text{Ext}_{\mathfrak{F}_\lambda(C)}^*(B, B) \rightarrow \text{Ext}_{\mathfrak{F}_\lambda(C)}^*(C, C) \rightarrow \text{Ext}_{\mathfrak{F}_\lambda(C)}^*(C, C)$$

agrees with the map $j^\text{ev}$ as mentioned in the statement of Theorem 4.17.

Proof. We only prove item (1). The restriction of $j^\text{ev}$ to $(\mathfrak{F}_\lambda(R), \otimes_B, B)$ is of course exact, and also monoidal by Propositions 4.21 and 4.22. It is by definition that $j^\text{ev}$ maps $\mathfrak{F}_\lambda(R)$ to $\mathfrak{F}_\lambda(C)$. Now assume that $j(B)$ is $C$-projective. Replacing $\mathfrak{F}_\lambda(eB)$ by $\mathfrak{F}_\lambda(C)$, and $\mathfrak{F}_\lambda$ by $j^\text{ev}$ in Paragraph 4.23, we obtain extension closed subcategories $\mathfrak{F}_\lambda(R) \subseteq \mathfrak{F}_\lambda(C) \subseteq \text{Mod}(B^{\text{op}})$, the former being an exact monoidal subcategory of $(\text{Mod}(B^{\text{op}}), \otimes_B, B)$. Further, $\mathfrak{F}_\lambda(R)$ is closed under kernels of epimorphisms, as $\mathfrak{F}_\lambda(C)$ is, and contains $\text{Proj}(B^{\text{op}})$. Indeed, the functor $j^\text{ev}$ sends $B \otimes B$ to

$$Q \otimes_{B^{\text{op}}} (e \text{ Hom}_{B^{\text{op}}}(P \otimes \text{Hom}_B(P, B), B \otimes B)e) \otimes_{eRe} \text{Hom}_C(Q, C).$$

The module $\text{Hom}_{B^{\text{op}}}(P \otimes \text{Hom}_B(P, B), B^{\text{op}})$ is a progenerator for $B^{\text{op}}$ which consequently is a direct summand of $(B^{\text{op}})^n$ for an integer $n \geq 1$. Further $eRe \otimes Re$ is a projective left $eRe$-module by Lemma 4.25(3), therefore so is

$$Q \otimes_{eRe} (eR \otimes Re) \otimes_{eRe} \text{Hom}_C(Q, C)$$

over $C$; thus $j^\text{ev}(B \otimes B)$ is a direct summand of a $C$-projective $C^{\text{op}}$-module, hence itself $C$-projective. It follows that $\mathfrak{F}_\lambda(R)$ is entirely extension closed by Proposition 2.8, whence the commutative diagram

$$\begin{array}{ccc} 
\text{Ext}_{\mathfrak{F}_\lambda(R)}^*(B, B) \overset{\sim}{\longrightarrow} & & \text{Ext}_{\mathfrak{F}_\lambda(C)}^*(B, B) \\
\vphantom{\text{Ext}_{\mathfrak{F}_\lambda(R)}^*(B, B) \overset{\sim}{\longrightarrow}} & \text{ Ext}_{\mathfrak{F}_\lambda(C)}^*(B, B) \rightarrow & \text{Ext}_{\mathfrak{F}_\lambda(C)}^*(C, C) \rightarrow \text{Ext}_{\mathfrak{F}_\lambda(C)}^*(C, C) \\
\end{array}$$

induced by the inclusion functors $\mathfrak{F}_\lambda(R) \hookrightarrow \mathfrak{F}_\lambda(C)$ and $\mathfrak{F}_\lambda(R) \hookrightarrow \text{Mod}(B^{\text{op}})$ yields the claim. \hfill \Box

5. The Long Exact Sequence of Buchweitz

5.1. In this section, we investigate a long exact sequence that has been introduced by Buchweitz in [7]. By $B$ we will denote a $K$-algebra which is projective as a $K$-module. Further, we let $e \in B$ be an idempotent element such that

$$\text{Tor}_1^{B^{\text{op}}}(Be, eB) = 0$$

and abbreviate $\overline{B} = B/BeB$, $C = eBe$. Of course, $C$ is a $K$-projective $K$-algebra as well, whereas $\overline{B}$ does not have to be. We like to point out that the above Tor-vanishing condition will only be relevant for the proof of Theorem 5.6 (as one easily believes in light of Theorem 4.17), but not for the construction of the map it concerns itself with.

5.2. As usual, let $\overline{BB}$ denote the bar resolution of $B$, and let $\overline{BC}$ be the bar resolution for $C$. There is an injection

$$\hat{\mu}_e : Be \otimes_C BC \otimes_C eB \longrightarrow \overline{BB}$$

of complexes that lifts the multiplication map $\mu_e : Be \otimes_C eB \rightarrow B$. It is induced by the canonical isomorphisms

$$Be \otimes_C C^{\otimes(n+2)} \otimes_C eB \overset{\sim}{\longrightarrow} Be \otimes (eBe)^{\otimes n} \otimes eB.$$
for \( n \geq 0 \), which are compatible with the occurring differentials and thus identify \( B e \otimes_C B C \otimes_C e B \) with a direct summand of \( B B \). We put

\[
\mathbb{B}(B/C) = \text{Coker}(\bar{\mu}_e : B e \otimes_C B C \otimes_C e B \to B B),
\]

and hence obtain a short exact sequence

\[
0 \to B e \otimes_C B C \otimes_C e B \to B B \to \mathbb{B}(B/C) \to 0
\]

of complexes; it is semi-split, in that in each degree, the \( B^{n+1} \)-module homomorphisms are split. Since

\[
\text{Hom}_{B^{n+1}}(B e \otimes_C C^{\otimes (n+2)} \otimes_C e B, M) \cong \text{Hom}_{C^{n+1}}(C^{\otimes (n+2)}, eM) \quad \text{(for } n \geq 0\text{)}
\]

by adjunction, we obtain a long exact sequence in Hochschild cohomology:

\[
\cdots \to HH^i(B/C, M) \to HH^i(B, M) \to HH^i(C, eM) \to HH^{i+1}(B/C, M) \to \cdots.
\]

If we specialise to \( M = B \), we in particular get maps

\[
\chi^i_{B/C} = HH^i(\bar{\mu}_e, B) : HH^i(B) \to HH^i(C) \quad \text{(for } i \geq 0\text{)}
\]

**Theorem 5.3** (see [7, Thm. 4.7]). The graded map \( \chi_{B/C} = \chi^i_{B/C} : HH^i(B) \to HH^i(C) \) is a homomorphism of graded \( K \)-algebras.

The goal of the upcoming considerations is to show that the algebra homomorphism \( \chi_{B/C} \) also preserves the Gerstenhaber bracket and the squaring map.

**Proposition 5.4.** Let \( \mathfrak{A}_e \) be the functor \( C(-,-) : \text{Mod}(B^{n+1}) \to \text{Mod}(C^{n+1}) \) as in Proposition 4.21. The induced map

\[
\mathfrak{A}^*_e : HH^* (B) \to HH^* (C)
\]

coincides with the map \( \chi_{B/C} \) occurring in the long exact sequence of Paragraph 5.2. In particular, \( \chi_{B/C} \) is a homomorphism of graded \( K \)-algebras (cf. Theorem 5.3).

**Proof.** We show a slightly stronger statement. Let \( B \subseteq \text{Mod}(B^{n+1}) \) and \( C \subseteq \text{Mod}(C^{n+1}) \) be entirely extension closed subcategories, respectively containing \( B \) and \( C \), as well as their enveloping algebras, such that \( \mathfrak{A}_e B \subseteq C \). Then the induced homomorphism

\[
\mathfrak{A}^*_e : \text{Ext}_{B}^*(B, B) \to \text{Ext}_{C}^*(C, C)
\]

coinsides with \( \chi_{B/C} \). To begin with, through the adjunction isomorphism of the adjoint pair \( (B e \otimes_C (-) \otimes_C e B, \mathfrak{A}_e) \), the morphism \( \bar{\mu}_e \) yields an inclusion

\[
\bar{\mu}_e : B C \cong \text{Hom}_{C^{n+1}}(C \otimes C, \mathfrak{A}_e(Be \otimes_C BC \otimes_C e B)) \to \text{Hom}_{C^{n+1}}(C \otimes C, \mathfrak{A}_e B)
\]

\[
\to \text{Hom}_{B^{n+1}}(Be \otimes e B, B B) \cong e B Be
\]

of complexes, which can also be obtained from the fact that \( C^{\otimes (n+2)} \) is a direct summand of \( e(B^{\otimes (n+2)} e) = e B \otimes B^{\otimes n} \otimes B e \). Observe that \( \mu_e^i \) agrees with the map

\[
\mathbb{B} C \to e B e \otimes_{B e} B C \otimes_{B e} B e \overset{\epsilon(\bar{\mu}_e)}{\to} e \mathbb{B} e\overset{\epsilon(\bar{\mu}_e)}{\to} B B
\]

that is, the diagram

\[
\begin{array}{ccc}
\text{Hom}_{B^{n+1}}(B B, B) & \xrightarrow{-\epsilon \bar{\mu}_e} & \text{Hom}_{B^{n+1}}(B e \otimes_C B C \otimes_C e B, B) \\
\mathfrak{A}_e & \downarrow & \text{adj} \\
\text{Hom}_{C^{n+1}}(e B e, C) & \xrightarrow{-\epsilon \mu^i_e} & \text{Hom}_{C^{n+1}}(B B, B)
\end{array}
\]

commutes, where \( \text{adj} \) denotes the adjunction isomorphism

\[
\text{Hom}_{B^{n+1}}(Be \otimes_C B C \otimes_C e B, B) \to \text{Hom}_{C^{n+1}}(B C, C)
\]

\[
\text{adj}(\phi)(e \otimes c_0 \otimes \cdots \otimes c_{n+1}) = e \varphi(e \otimes c_0 \otimes \cdots \otimes c_{n+1} \otimes e)e.
\]

Thus, the \( i \)-th component of the map \( \chi_{B/C} \) is given by \( \chi^i_{B/C} = H^i(- \circ \mu^i_e) \circ H^i(\mathfrak{A}_e(-)) \).
Due to the assumptions made, \( \mathcal{B}B \) is a complex in \( \mathcal{B} \), and similarly, \( \mathcal{B}C \) is a complex in \( \mathcal{C} \). Pick an \( n \)-extension
\[
S \equiv 0 \to B \xrightarrow{d_n} E_{n-1} \to \cdots \to E_0 \xrightarrow{d_0} B \to 0
\]
in \( \mathcal{B} \) along with a comparison map
\[
\cdots \to B \otimes (n+2) \to B \otimes (n+1) \to \cdots \to B \otimes B \to B \to 0
\]
\[
S \equiv 0 \to B \xrightarrow{\varphi_n} E_{n-1} \to \cdots \to E_0 \xrightarrow{\varphi_0} B \to 0
\]
The map \( \mathfrak{A}_e^n \) sends \( S \) to \( eSe \),
\[
\mathfrak{A}_e^n S \equiv 0 \to C \xrightarrow{e \varphi_n} E_{n-1}e \to \cdots \to eE_0e \to eBe \to 0
\]
whereas \( \chi_{\mathcal{B}/\mathcal{C}} \) maps it to the lower sequence in the pushout diagram below.
\[
\cdots \to C \otimes (n+2) \xrightarrow{\varphi_n e} C \otimes (n+1) \xrightarrow{\varphi_{n-1} e} \cdots \to C \otimes C \to C \to 0
\]
To make sense out of the map \( e(\varphi_n)e : C \otimes (n+2) \to C \), remember that \( C \otimes (n+2) = (eBe) \otimes (n+2) \) is a direct summand of \( e(B \otimes (n+2))e \) to which any map from \( e(B \otimes (n+2))e \) may be restricted; in fact, \( (e \varphi_n e) |_{C \otimes (n+2)} \) is simply \( (\varphi_n e) \circ \mu_\sharp \). However, the commutative diagram
\[
\begin{array}{c}
0 \to C \xrightarrow{\varphi_{n-2}} C \oplus C \otimes (n+2) \xrightarrow{\varphi_{n-1}} \cdots \to C \otimes C \to C \to 0
\end{array}
\]
with the dashed arrow being induced by the map
\[
C \oplus C \otimes (n+1) \to eE_{n-1}e, \quad (c, c_0 \otimes \cdots \otimes c_n) \mapsto e(d_n(c) + \varphi_{n-1}(c_0 \otimes \cdots \otimes c_n)),
\]
now shows that both sequences define the same equivalence class in \( \text{Ext}_{\mathcal{B}/\mathcal{C}}^n(C,C) \) (even in \( \text{Ext}^n_\mathcal{B}(C,C) \)), whence the claim follows.

The proposition yields the direct consequence below.

**Corollary 5.5.** The map \( \chi_{\mathcal{B}/\mathcal{C}} : \text{HH}^*(B) \to \text{HH}^*(C) \) is bijective if \( \overline{\mathcal{B}} = \mathcal{B}/\mathcal{B}e = 0 \).

**Theorem 5.6.** The graded map \( \chi_{\mathcal{B}/\mathcal{C}} : \text{HH}^*(B) \to \text{HH}^*(C) \) is a homomorphism of strict Gerstenhaber algebras.

**Proof.** By Proposition 5.4, the map \( \chi_{\mathcal{B}/\mathcal{C}} \) is given by applying the functor \( e(\cdot)e \), that is, it is induced by the standard recollement \( \mathcal{R}(B,e) \). The assertion now follows from Theorem 4.17.

Recall the following homological invariant of a module.

**Definition 5.7.** Let \( X \) be a module over a ring \( R \). The grade of \( X \) is given by
\[
\text{grade}_R X = \inf \{ i \geq 0 \mid \text{Ext}^i_R(X,R) \neq 0 \} \in \mathbb{Z} \cup \{ \infty \}.
\]

It is obvious that \( \overline{\mathcal{B}} = 0 \) implies \( \text{grade}_B \overline{\mathcal{B}} = \infty \). However, the converse, in general, does not need to hold true. Several conjectures though predict a strong mutual dependance of \( \overline{\mathcal{B}} = 0 \) and \( \text{grade}_B \overline{\mathcal{B}} = \infty \) for certain pairs \( (B,e) \). See [7, Sec. 3] for a very clear exposition of those conjectures, and their interplay.
The following result is [7, Thm. 5.5]. It tells us that the grade of $\overline{B}$, to some extend, controls whether $\chi_{B/C}$ is an isomorphism or not. Indeed, its proof utilises the long exact sequence we briefly introduced in Paragraph 5.2 and vanishing criteria for its somewhat mysterious members $\mathrm{HH}^i(B/C, B)$ (for $i \geq 0$) in terms of grade$_B\overline{B}$ (see [7, Sec. 5]).

**Theorem 5.8.** Let grade$_B\overline{B} = g$ and $E = \mathrm{Ext}_C^g(\overline{B}, B)$. Then the maps

$$\chi_{B/C}^i : \mathrm{HH}^i(B) \rightarrow \mathrm{HH}^i(C)$$

are isomorphisms for $j \leq g-2$, and there is an exact sequence

$$0 \rightarrow \mathrm{HH}^{g-1}(B) \rightarrow \mathrm{HH}^{g-1}(C) \rightarrow \mathrm{HH}^0(B, E) \rightarrow \mathrm{HH}^0(B) \rightarrow \mathrm{HH}^0(C).$$

\[ \square \]

Let $e' = 1 - e$ the complementary idempotent of $e$ in $B$, and $C' = e'Be'$. As a consequence of the Theorems 5.6 and 5.8, we obtain the following result.

**Theorem 5.9.** The following hold true.

1. If grade$_B\overline{B} \geq 3$, then $\chi_{B/C}^i$ defines an isomorphism

$$\frac{\mathrm{Der}_{K}(B)}{\mathrm{Inn}_{K}(B)} = \mathrm{HH}^1(B) \rightarrow \mathrm{HH}^1(C) = \frac{\mathrm{Der}_{K}(C)}{\mathrm{Inn}_{K}(C)}$$

of Lie algebras. Thus, if $\mathrm{Tor}_1^C(Be', e'B) = 0$, the map $\chi_{B/C}^i \circ (\chi_{B/C}^i)^{-1}$ defines a (in general non-trivial) Lie algebra homomorphism $\mathrm{HH}^1(C) \rightarrow \mathrm{HH}^1(C')$.

2. If grade$_C\overline{C} = \infty$, then $\chi_{B/C}$ defines an isomorphism $\mathrm{HH}^*(B) \rightarrow \mathrm{HH}^*(C)$ of strict Gerstenhaber algebras. Thus, there is a homomorphism $\mathrm{HH}^*(C) \rightarrow \mathrm{HH}^*(C')$ of strict Gerstenhaber algebras.

\[ \square \]

6. The long exact sequence of Green–Solberg and Michelena-Platzeck

**6.1.** In this section, we investigate long exact sequences independantly studied and introduced by Green-Solberg and Michelena-Platzeck in [24] and [43]. The results we will present here are fairly similar in taste to the ones in Section 5, however with different outcome, and different applications. Let us fix $K$-algebra $B$ which we assume to be projective over $K$. Let $e \in B$ be an idempotent, and $e' = 1 - e$ be its complementary idempotent. As usual, we abbreviate $C = eBe$ and $C' = e'Be'$.

**Lemma 6.2.** Assume that $\mathrm{Tor}$$_i^{B,e}(eBe, eB) = 0$ for $i > 0$. Then the functor

$$\mathrm{Be} \otimes_{eBe} (-) \otimes_{eBe} eB : \mathrm{Mod}((eBe)^{\omega}) \rightarrow \mathrm{Mod}(B^{\omega})$$

gives rise to an isomorphism

$$\mathrm{Ext}^*_{B^{\omega}}(\mathrm{Be} \otimes_{eBe} eB, B) \xrightarrow{\sim} \mathrm{Ext}^*_{(eBe)^{\omega}}(eBe, eBe) = \mathrm{HH}^{*}(eBe)$$

of graded $K$-modules.

**Proof.** Indeed, if $\mathcal{P}C \rightarrow C \rightarrow 0$ is a projective resolution of $C$ over $C^{\omega}$, then $\mathrm{Be} \otimes_{C} \mathcal{P}C \otimes_{C} eB$ is a complex of projectives, since $e(-)e$ is exact and right adjoint to $\mathrm{Be} \otimes_{C} (-) \otimes_{C} eB$. Moreover,

$$H_i(\mathcal{P}C \otimes_{C} eB) = \mathrm{Tor}^{B}_{i}(C, eB) = 0 \quad (\text{for all } i \neq 0)$$

for $\mathcal{P}C \rightarrow C \rightarrow 0$ in particular is a resolution of $C$ by flat left $C$-modules ($C \otimes_{C} C$ is $C$-flat since $B$, and therefore $C$ are $K$-flat). Furthermore,

$$(-) \otimes_{C} ((C \otimes_{C} eB) \otimes_{C} eB) \cong (-) \otimes_{C} (C \otimes_{C} eB) \cong (-) \otimes_{C} eB$$

as functors $\mathrm{Mod}(C^{\omega}) \rightarrow \mathrm{Mod}(K)$, so $\mathcal{P}C \otimes_{C} eB$ resolves $eB$ by flat left $C$-modules. From

$$H_i(\mathrm{Be} \otimes_{C} \mathcal{P}C \otimes_{C} eB) = \mathrm{Tor}^{B}_{i}(C, eB) = 0 \quad (\text{for all } i \neq 0)$$

we deduce that $\mathrm{Be} \otimes_{C} \mathcal{P}C \otimes_{C} eB \rightarrow \mathrm{Be} \otimes_{C} eB \rightarrow 0$ is a $B^{\omega}$-projective resolution of $\mathrm{Be} \otimes_{C} eB$. Thus,

$$\mathrm{Ext}^{n}_{B^{\omega}}(\mathrm{Be} \otimes_{eBe} eB, B) = H^n \mathrm{Hom}_{B^{\omega}}(\mathrm{Be} \otimes_{eBe} \mathcal{P}(eBe) \otimes_{eBe} eB, B)$$

$$\xrightarrow{\sim} H^n \mathrm{Hom}_{(eBe)^{\omega}}(\mathcal{P}(eBe), C) = \mathrm{Ext}^{n}_{(eBe)^{\omega}}(eBe, eBe),$$

where the isomorphism is by adjunction.

\[ \square \]
6.3. We have the following fundamental short exact sequence of $B^e$-modules.

\[ 0 \rightarrow \Omega^1_B \rightarrow (Be \otimes_C eB) \oplus (Be' \otimes_B e'B) \rightarrow B \rightarrow 0. \]

The second map is induced by the multiplications $\mu_e : (Be \otimes_C eB) \rightarrow B$ and $\mu_{e'} : Be' \otimes_C e'B \rightarrow B$, where surjectivity follows from

\[ \mu_e(e \otimes e) + \mu_{e'}(e' \otimes e') = e \quad (\text{for } e \in B). \]

The sequence \((\ast)\) gives rise to a long exact sequence (after applying $\text{Hom}_{B^{e'}}(-, B)$) which, locally, looks as follows.

\[ \cdots \rightarrow \text{Ext}^n_{B^{e'}}(B, B) \rightarrow \text{Ext}^n_{B^{e'}}((Be \otimes_C eB) \oplus (Be' \otimes_C e'B), B) \rightarrow \text{Ext}^n_{B^{e'}}(\Omega^1_B, B) \rightarrow \cdots. \]

By Lemma 6.2, this long exact sequence reads as

\[ \cdots \rightarrow \text{Ext}^n_{B^{e'}}(B, B) \rightarrow \text{Ext}^n_{B^{e'}}(C, C) \oplus \text{Ext}^n_{C_{C'}^{e'}}(C', C') \rightarrow \text{Ext}^n_{B^{e'}}(\Omega^1_B, B) \rightarrow \cdots. \]

To summarise, we have obtained a stronger statement than [24, Thm. 1.2], in the following sense.

**Theorem 6.4.** Let $e \in B$ be an idempotent, $e' = 1 - e$ its complementary idempotent and $C = eBe$, $C' = e'Be$. If

\[ \text{Tor}_i^C (Be, eB) = 0 = \text{Tor}_{i+1}^C (Be', eB) \quad (\text{for all } i > 0), \]

then there is a long exact sequence

\[ \cdots \rightarrow \text{Ext}^n_{B^{e'}}(B, B) \rightarrow \text{Ext}^n_{B^{e'}}(C, C) \oplus \text{Ext}^n_{C_{C'}^{e'}}(C', C') \rightarrow \text{Ext}^n_{B^{e'}}(\Omega^1_B, B) \rightarrow \cdots \]

induced from the canonical short exact sequence

\[ 0 \rightarrow \Omega^1_B \rightarrow (Be \otimes_C eB) \oplus (Be' \otimes_C e'B) \rightarrow B \rightarrow 0. \]

If, moreover, $B$ is $K$-projective, then the map $g_* : \text{HH}^1(B) \rightarrow \text{HH}^1(eBe) \times \text{HH}^1(eBe')$ is a homomorphism of strict Gerstenhaber algebras.

**Proof.** It suffices to prove that the component maps $g^C_1$ and $g^{C'}_{1'}$ of $g_*$ coincide with the maps $\chi = \chi_{B/eC}$ and $\chi' = \chi_{B/eC'}$ that we have studied earlier. We will only take care of $g^C_0 = \chi$ as the proof for $g^{C'}_{1'} = \chi'$ is identical. Indeed, recall that by Proposition 5.4, the map $\chi$ is given by applying the functor

\[ e(-)e : \text{Mod}(B^{ee}) \rightarrow \text{Mod}(C^{ee}), \]

i.e., it is induced by the standard recollement $\mathcal{R}(B, e)$. We show that the holds true for $g_*$. To begin with, let $\mathcal{P}C \rightarrow C \rightarrow 0$ be a $C^{ee}$-projective resolution of $C$. By the proof of Lemma 6.2, $Be \otimes_C \mathcal{P}C \otimes_C eB \rightarrow Be \otimes_C \mathcal{P}C \otimes_C eB \rightarrow 0$ is a projective resolution of $Be \otimes_C eB$ over $B^{ee}$. Further, pick a lifting

\[ \begin{array}{c}
Be \otimes_C \mathcal{P}C \otimes_C eB \\
\mathcal{P}C \otimes_C eB
\end{array} \rightarrow \begin{array}{c}
\mathcal{P}C \otimes_C eB \\
\mathcal{P}C \otimes_C eB
\end{array} \rightarrow \begin{array}{c}
\mathcal{P}C \otimes_C eB \rightarrow \mathcal{P}C \otimes_C eB
\end{array}, \]

of $\mu_e : Be \otimes_C eB \rightarrow B$. If now $\alpha \in H^n \text{Hom}_{B^{e'}}(\mathcal{B}, B)$ is represented by a cocycle $\varphi : B^{n+2} \rightarrow B$, the map $g^C_0$ will take $\alpha$ to the equivalence class of the cocycle $\varphi \circ \varphi_n : Be \otimes_C eB \rightarrow B$

in $H^n \text{Hom}_{B^{e'}}(Be \otimes_C \mathcal{P}C \otimes_C eB, B)$, which, in turn, will be taken to the map

\[ (e\varphi e) \circ (e \varphi_n e) = e(\varphi \circ \varphi_n)e : \mathcal{P}C \rightarrow eBe \otimes_C eBe \rightarrow eBe = C \]

by the canonical isomorphism $\text{Hom}_{B^{e'}}(Be \otimes_C \mathcal{P}C \otimes_C eB, B) \cong \text{Hom}_{C^{ee}}(\mathcal{P}C, C)$. 

On the other hand, \( \varphi \) corresponds to the Yoneda extension \( S \in \mathcal{E}xt_{B^{op}}^n(B, B) \) given by the lower row in the pushout diagram

\[
\begin{array}{ccccccc}
\cdots & \rightarrow & B \otimes (n+2) & \rightarrow & B \otimes (n+1) & \rightarrow & \cdots & \rightarrow & B \otimes B & \rightarrow & B & \rightarrow & 0 \\
0 & \rightarrow & \psi & \rightarrow & B & \oplus_{B^{op}} & B^{(n+2)} & \rightarrow & B & \otimes & B & \rightarrow & B & \rightarrow & 0,
\end{array}
\]

whereas \( \psi = e(\varphi \circ \varphi_n)\epsilon \) corresponds to the lower sequence \( T \) in

\[
\begin{array}{ccccccc}
\cdots & \rightarrow & P_n & \rightarrow & P_{n-1} & \rightarrow & \cdots & \rightarrow & P_0 & \rightarrow & C & \rightarrow & 0 \\
0 & \rightarrow & \psi & \rightarrow & C & \oplus_{P_n} & P_{n-1} & \rightarrow & \cdots & \rightarrow & P_0 & \rightarrow & C & \rightarrow & 0.
\end{array}
\]

Now the map

\[
C \oplus P_{n-1} \rightarrow C \oplus e(B \otimes (n+1))\epsilon, \ (c, p) \mapsto (c, e\varphi_n(p)\epsilon)
\]

induces a well-defined map

\[
\tilde{\varphi}_{n-1} : C \oplus P_n P_{n-1} \rightarrow e \left( B \oplus_{B^{op}} B^{(n+2)} \right) e.
\]

To conclude, observe that we obtain the commutative diagram

\[
\begin{array}{ccccccc}
T & \rightarrow & C & \rightarrow & C \oplus P_n P_{n-1} & \rightarrow & \cdots & \rightarrow & P_0 & \rightarrow & C & \rightarrow & 0 \\
0 & \rightarrow & eSe & \rightarrow & eB & \rightarrow & e \left( B \oplus_{B^{op}} B^{(n+2)} \right) e & \rightarrow & \cdots & \rightarrow & eB \otimes B & \rightarrow & eBe & \rightarrow & 0,
\end{array}
\]

that is, a morphism \( T \rightarrow eSe \) of \( n \)-extensions over \( C \), which finishes the proof. \( \square \)

**Example 6.5.** Let \( R \) and \( S \) be \( K \)-algebras, and let \( M \) be a \( R \otimes S^{op} \)-module. Assume further, that \( R, S \) and \( M \) are projective as \( K \)-modules. Then the matrix algebra

\[
B = \begin{pmatrix} R & M \\ 0 & S \end{pmatrix}
\]

along with the canonical idempotents

\[
e = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} \quad \text{and} \quad e' = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}
\]

fulfils the requirements of Theorem 6.4, because of \( \text{Tor}^1_{eBe}(eB, eB) = \text{Tor}^R(0, M) = 0 \) and \( \text{Tor}^i_{eBe}(eB', e'B) = \text{Tor}^i_{R}(M, 0) = 0 \) for all \( i > 0 \).

**Corollary 6.6.** Let \( B \) be a matrix algebra as above. Then there is a long exact sequence

\[
\cdots \rightarrow \text{HH}^n(B) \xrightarrow{\sim} \text{HH}^n(R) \oplus \text{HH}^n(S) \xrightarrow{h_n} \text{Ext}^n_{R \otimes S^{op}}(M, M) \rightarrow \cdots
\]

in Hochschild cohomology. The graded map \( g_+ : \text{HH}^*(B) \rightarrow \text{HH}^*(R) \times \text{HH}^*(S) \) is a homomorphism of strict Gerstenhaber algebras.

**Proof.** Under the given assumptions, the module \( \Omega^1_B \) evidently is isomorphic to \( \begin{pmatrix} 0 & M \\ 0 & 0 \end{pmatrix} \). Moreover, we have

\[
\text{Ext}^n_{R^{op}}(M, B) \xrightarrow{\sim} \text{Ext}^n_{R \otimes S^{op}}(M, M)
\]

as any projective resolution \( \mathcal{P}M \rightarrow \rightarrow M \rightarrow 0 \) over \( R \otimes S^{op} \) is already a \( B^{op} \)-projective resolution \( \mathcal{P}M \rightarrow M \rightarrow 0 \). Indeed, we have canonical isomorphisms

\[
Be \otimes_R \mathcal{P}M \otimes_S e'B R \otimes_R \mathcal{P}M \otimes_S S \cong \mathcal{P}(M)
\]

which yield the desired identification. Thus, by adjunction,

\[
H^n \text{Hom}_{B^{op}}(\mathcal{P}M, B) \cong H^n \text{Hom}_{R \otimes S^{op}}(\mathcal{P}M, eB \otimes_B B \otimes_B Be') \cong \text{Hom}_{R \otimes S^{op}}(\mathcal{P}M, M)
\]

and the assertion follows from Theorem 6.4. \( \square \)
Corollary 6.7. Let $B$ be a matrix algebra as above.

1. If $d = p\dim_{R \otimes S}(M)$ is finite, then $g_n : \text{HH}^n(B) \to \text{HH}^n(R) \times \text{HH}^n(S)$ is an isomorphism for $n > d$.
2. If $M$ is strongly exceptional over $R \otimes S^{op}$ (i.e., $\text{Ext}_{R \otimes S}^n(M, M) = 0$ for $n > 0$ and $\text{End}_{R \otimes S}(M) = K$), then there is the short exact sequence
   \[ 0 \to \text{HH}^0(B) \to \text{HH}^0(R) \otimes \text{HH}^0(S) \to K \to 0 \]
   and $g_{>0} : \text{HH}^{>0}(B) \to \text{HH}^{>0}(R) \times \text{HH}^{>0}(S)$ is an isomorphism of non-unital strict Gerstenhaber algebras.

The special case $M = 0$ also yields an interesting consequence.

Corollary 6.8. Let $R$ and $S$ be $K$-algebras being projective as $K$-modules. Then
\[ \text{HH}^*(R \times S) \cong \text{HH}^*(R) \times \text{HH}^*(S) \]
as strict Gerstenhaber algebras; that is, the strict Gerstenhaber structure on Hochschild cohomology commutes with finite products. \hfill \Box

Lemma 6.9. Let $B$ be a matrix algebra as in Example 6.5. The respective restrictions of the functors $\otimes_R M : \text{Mod}(R^{op}) \to \text{Mod}(R \otimes S^{op})$ and $M \otimes_S - : \text{Mod}(S^{op}) \to \text{Mod}(R \otimes S^{op})$ to $\text{P}(R)$ and $\text{P}(S)$ are exact. Moreover, the following statements hold true.

1. Assume that $M = eB' e$ is a projective left $R = eBe$-module. Then the functors
   \[ - \otimes_R M : \text{Mod}(R^{op}) \to \text{Mod}(R \otimes S^{op}) \]
   and $M \otimes_S - : \text{Mod}(S^{op}) \to \text{Mod}(R \otimes S^{op})$
   restrict to exact functors
   \[ - \otimes_R M : \text{P}(R) \to \text{P}(R, S), \quad M \otimes_S - : \text{P}(S) \to \text{P}(R, S) \]
   where $\text{P}_R(R, S) \subseteq \text{Mod}(R \otimes S^{op})$ denotes the full subcategory of those modules that are projective as left $R$-modules.

2. Assume that $M = eB' e$ is a projective right $S = eBe'$-module. Then the functors
   \[ - \otimes_R M : \text{Mod}(R^{op}) \to \text{Mod}(R \otimes S^{op}) \]
   and $M \otimes_S - : \text{Mod}(S^{op}) \to \text{Mod}(R \otimes S^{op})$
   restrict to exact functors
   \[ - \otimes_R M : \text{P}(R) \to \text{P}(S, R), \quad M \otimes_S - : \text{P}(S) \to \text{P}(S, R) \]
   where $\text{P}_S(R, S) \subseteq \text{Mod}(R \otimes S^{op})$ denotes the full subcategory of those modules that are projective as right $S$-modules.

3. The induced maps
   \[ \text{HH}^*(R) \cong \text{Ext}^*_R(R, R) \to \text{Ext}^*_R(R, S)(M, M) \cong \text{Ext}^*_R(S^{op}, M, M) \]
   and
   \[ \text{HH}^*(S) \cong \text{Ext}^*_S(S, S) \to \text{Ext}^*_S(R, S)(M, M) \cong \text{Ext}^*_S(R^{op}, M, M) \]
   are the component maps in the long exact sequence of Corollary 6.6. In particular, those component maps are homomorphisms of graded $K$-algebras.

Proof. Exactness of the restricted functors is automatic, as they are additive and the bimodules they are defined on are projective on either side. If $X$ is a module in $\text{P}(R)$, then
\[ \text{Hom}_R(X \otimes_R M, -) \cong \text{Hom}_R(M, \text{Hom}_R(X, -)) \]
is exact by assumption; thus $X \otimes_R M \in \text{P}_R(R, S)$. Further, for $Y \in \text{P}(S)$,
\[ \text{Hom}_R(M \otimes_S Y, -) \cong \text{Hom}_{S^{op}}(Y, \text{Hom}_R(M, -)) \]
so that $M \otimes_S Y \in \text{P}_R(R, S)$, whence (1) follows. Similar arguments apply to deduce (2).

As for item (3), notice that the bar resolution $\mathbb{B}R \to R \to 0$ gives rise to a projective resolution $Be \otimes_R B \otimes_R eB \to Be \otimes_R eB \to 0$ over $R \otimes S^{op}$ (indeed, as $M$ is projective as
a right $S$-module, the functor $\text{Hom}_{R \otimes S^{op}}((R \otimes R) \otimes_R M, -) \cong \text{Hom}_R(R, \text{Hom}_{S^{op}}(M, -))$ is exact. The latter resolution may be expressed as

$$
\begin{array}{c}
Bc \otimes_R B \otimes_R eB \\
\downarrow \\
\begin{pmatrix} R & \otimes R \\
0 & 0 \end{pmatrix} \\
\downarrow \psi \\
\begin{pmatrix} R & \otimes_R M \\
0 & 0 \end{pmatrix} \\
\downarrow \\
Bc \otimes_R eB \\
\downarrow \\
0
\end{array}
$$

The adjunction isomorphism yields, for $n \geq 0$,

$$
H^n(\text{Hom}_{R^{op}}(Bc, R)) \cong H^n(\text{Hom}_{B^{op}}(Bc \otimes_R B \otimes_R eB, B))
$$

which sends the equivalence class of a cocycle $\varphi : R^{\otimes(n+2)} \to R$ to the map $\psi(\varphi)$ given by

$$
\psi(\varphi) : (r \quad r' \otimes m) = (\varphi(r) \quad \varphi(r')m) \in B \quad (\text{for } r, r' \in R^{\otimes(n+2)} \text{ and } m \in M).
$$

The cocycle $\psi = \psi(\varphi)$ corresponds to the middle sequence in the diagram with exact rows below, whereas the rightmost sequence represents its image (under $h_n^B$) in $\text{Ext}^{n+2}_{B^{op}}(M, B)$.

\[
\begin{array}{ccccccc}
\vdots & & & & & & \\
R^{\otimes(n+2)} & \otimes & R^{\otimes(n+2)} & \otimes_R & M & \rightarrow & R^{\otimes(n+2)} & \otimes_R & M \\
\downarrow & & & & & & \psi & & \\
0 & & & & & & B & & B \\
\downarrow & & & & & & & & \\
R^{\otimes(n+1)} & \otimes & R^{\otimes(n+1)} & \otimes_R & M & \rightarrow & R^{\otimes(n+1)} & \otimes_R & M \\
\downarrow & & & & & & P(\psi) & & P(\psi) \\
\vdots & & & & & & & & \\
R \otimes R & \otimes & R \otimes R & \otimes_R & M & \rightarrow & R \otimes R & \otimes_R & M \\
\downarrow & & & & & & Q(\text{inc}) & & \\
0 & & & & & & 0 & & \\
\downarrow & & & & & & & & \\
R & \otimes_R & M & \rightarrow & R & \otimes_R & M & \rightarrow & M \\
\downarrow & & & & & & \text{inc} & & \\
0 & & & & & & 0 & & 0
\end{array}
\]

Here $P(\psi)$ denotes the pushout and $Q(\text{inc})$ denotes the pullback of the obvious diagrams. Observe that $Q = Q(\text{inc})$ is canonically isomorphic to $(R \otimes R) \otimes_R M \cong R \otimes M$. Further, if $\beta_n : R^{\otimes(n+2)} \to R^{\otimes(n+1)}$ denotes the $n$-th differential in $\beta R$ and $\tilde{\beta}_n$ is the map

$$
\begin{pmatrix} \beta_n & 0 \\
0 & \beta_n \otimes_R M \end{pmatrix} : \begin{pmatrix} R^{\otimes(n+2)} & R^{\otimes(n+2)} \\
0 & 0 \end{pmatrix} \rightarrow \begin{pmatrix} R^{\otimes(n+1)} & 0 \\
0 & 0 \end{pmatrix}.
$$

the module $P(\psi)$ is given by the cokernel in the exact sequence

$$
\begin{pmatrix} R^{\otimes(n+2)} & R^{\otimes(n+2)} \\
0 & 0 \end{pmatrix} \xrightarrow{\psi - \tilde{\beta}_n} B \oplus \begin{pmatrix} R^{\otimes(n+1)} & 0 \\
0 & 0 \end{pmatrix} \xrightarrow{\text{Coker}(\psi - \tilde{\beta}_n)} 0.
$$

Here $P(\psi)$ denotes the pushout and $Q(\text{inc})$ denotes the pullback of the obvious diagrams. Observe that $Q = Q(\text{inc})$ is canonically isomorphic to $(R \otimes R) \otimes_R M \cong R \otimes M$. Further, if $\beta_n : R^{\otimes(n+2)} \to R^{\otimes(n+1)}$ denotes the $n$-th differential in $\beta R$ and $\tilde{\beta}_n$ is the map

$$
\begin{pmatrix} \beta_n & 0 \\
0 & \beta_n \otimes_R M \end{pmatrix} : \begin{pmatrix} R^{\otimes(n+2)} & R^{\otimes(n+2)} \\
0 & 0 \end{pmatrix} \rightarrow \begin{pmatrix} R^{\otimes(n+1)} & 0 \\
0 & 0 \end{pmatrix}.
$$

the module $P(\psi)$ is given by the cokernel in the exact sequence

$$
\begin{pmatrix} R^{\otimes(n+2)} & R^{\otimes(n+2)} \\
0 & 0 \end{pmatrix} \xrightarrow{\psi - \tilde{\beta}_n} B \oplus \begin{pmatrix} R^{\otimes(n+1)} & 0 \\
0 & 0 \end{pmatrix} \xrightarrow{\text{Coker}(\psi - \tilde{\beta}_n)} 0.
$$
and therefore applying the exact functor $e(-) e' \cong eB \otimes_B (-) \otimes_B Be'$ yields the short exact sequence

$$e\left(\begin{array}{cc} R^{\otimes (n+2)} & 0 \\ 0 & R^{\otimes (n+1)} \end{array}\right) e' \longrightarrow eBe' \oplus e\left(\begin{array}{cc} R^{\otimes (n+1)} & 0 \\ 0 & R^{\otimes (n+1)} \end{array}\right) e' \longrightarrow e \text{Coker}\left(\begin{array}{c} \psi \\ -\beta_n \end{array}\right) e'$$

where $P$ and therefore applying the exact functor $e\left(\begin{array}{cc} R^{\otimes (n+2)} & 0 \\ 0 & R^{\otimes (n+1)} \end{array}\right)$.$ 

Thus, under the isomorphism $\text{Ext}^2_{\mathcal A}(M, B) \cong \text{Ext}^2_{\mathcal A}(M, M)$, the sequence that corresponds to $\psi$ is taken to

$$\begin{array}{cccccc}
0 & \longrightarrow & eBu & \longrightarrow & eP(\psi)e' & \longrightarrow & e\left(\begin{array}{cc} R^{\otimes n} & 0 \\ 0 & R^{\otimes n} \oplus_R M \end{array}\right) e' & \longrightarrow & eQe' & \longrightarrow & eMe' & \longrightarrow & 0 \\
0 & \longrightarrow & M & \longrightarrow & P(\varphi) \oplus_R M & \longrightarrow & R^{\otimes n} \oplus_R M & \longrightarrow & (R \otimes R) \oplus_R M & \longrightarrow & M & \longrightarrow & 0 \\
\end{array}$$

which is precisely the image under $- \otimes_R M$ of the sequence that corresponds to $\varphi$. The second assertion follows similarly. $\square$

6.10. Assume that $R = S$ and $M = R$; then $P_R(R, S) = P_\lambda(R)$, and the functors

$$- \otimes_R R, R \otimes_R - : P(R) = P_\lambda(R) \cap P_\epsilon(R) \longrightarrow P_\lambda(R)$$

are isomorphic to the inclusion functor. In particular, these are very strong monoidal functors

$$(P(R), \otimes_R, R) \longrightarrow (P_\lambda(R), \otimes_R, R).$$

Thus Lemma 6.9 implies, when combined with Theorem 3.9 and Theorem 6.4, the following statement.

Corollary 6.11. Let $R$ be a $K$-algebra which is projective as a $K$-module. Further, let $B$ be the matrix algebra

$$B = \begin{pmatrix} R & R \\ 0 & R \end{pmatrix}.$$

Then the long exact sequence

$$\cdots \longrightarrow \text{HH}^n(B) \xrightarrow{\gamma_n} \text{HH}^n(R) \oplus \text{HH}^n(R) \xrightarrow{\beta_n} \text{Ext}^n_{R \otimes R R}(R, R) = \text{HH}^n(R) \longrightarrow \cdots$$

as stated in Theorem 6.4, or Corollary 6.6, decomposes into short exact sequences

$$0 \longrightarrow \text{HH}^n(B) \xrightarrow{\gamma_n} \text{HH}^n(R) \oplus \text{HH}^n(R) \xrightarrow{\beta_n} \text{HH}^n(R) \longrightarrow 0,$$

wherein the graded maps $g_* : \text{HH}^n(B) \rightarrow \text{HH}^n(R) \times \text{HH}^n(R)$ and $h_* : \text{HH}^n(R) \rightarrow \text{Ext}^n_{R \otimes R R}(R, R) \cong \text{HH}^n(R)$, $h_* : \text{HH}^n(R) \rightarrow \text{Ext}^n_{R \otimes R R}(R, R) \cong \text{HH}^n(R)$ are homomorphisms of strict Gerstenhaber algebras. $\square$
6.1. The long exact sequence of Happel. By specialising the long exact sequence in Theorem 6.4 to a matrix algebra \( B = (\begin{array}{cc} R & M \\ 0 & K \end{array}) \), where \( M \) is an \( R \)-module, and \( B = R[M] \) is thus the one-point-extension of \( R \) by \( M \), we arrive at a long exact sequence

\[
0 \rightarrow \text{HH}^0(B) \xrightarrow{\delta_0} \text{HH}^0(R) \oplus K(h_n^R h_n^K) \xrightarrow{\text{Hom}_R(M, M)} \text{HH}^1(B) \rightarrow \cdots
\]

\[
\cdots \rightarrow \text{HH}^n(B) \xrightarrow{\delta_n} \text{HH}^n(R) \oplus K h_n^R \xrightarrow{\text{Ext}^n_R(M, M)} \text{HH}^{n+1}(B) \rightarrow \cdots
\]

first discovered by Happel in [26], and picked up for further analysis by Green-Marcos-Snaashal in [23], resulting in the insight, that the maps \( g_* \) and \( h_n^R \) define homomorphisms of graded \( K \)-algebras. By the results established previously, we immediately deduce the following.

**Proposition 6.12.** Let \( R \) be a \( K \)-algebra and \( M \) be an \( R \)-module. Assume further, that \( R \) and \( M \) are projective as \( K \)-modules. Then the one-point-extension \( B = R[M] \) of \( R \) by \( M \) fits inside a long exact sequence

\[
\cdots \rightarrow \text{HH}^n(B) \xrightarrow{\delta_n} \text{HH}^n(R) \oplus K h_n^R \xrightarrow{\text{Ext}^n_R(M, M)} \text{HH}^{n+1}(B) \rightarrow \cdots
\]

such that the map \( g_* \) is a homomorphism of strict Gerstenhaber algebras, and \( h_n^R \) is a homomorphism of graded \( K \)-algebras.

**Remark 6.13.** Happel’s sequence comes in handy, when examining accessible algebras, as it has been done in work by Lenzing and de la Peña (see [41] and also [4], [19]). Recall that, for a \( K \)-algebra \( B \), a \( B \)-module \( E \) is called exceptional if \( \text{End}_B(E) \cong K \) and \( \text{Ext}_B^k(E, E) = 0 \). The \( K \)-algebra \( B \) is called accessible if there is an accessible tower

\[ K = B_0, B_1, \ldots, B_n = B \]

that is, a sequence of \( K \)-algebras as indicated above, such that \( B_t \cong B_{t-1}[E_{t-1}] \) is the one-point-extension of \( B_{t-1} \) by some exceptional \((B_{t-1})\)-module \( E_{t-1} \) (for \( 1 \leq t \leq n \)).

Thus, the Gerstenhaber algebra structure on \( \text{HH}^n(B) \) may be understood via the same for the Hochschild cohomology of its steps \( B_t \). For instance, we immediately deduce from Happel’s sequence, and the exceptionality of the \( E_t \) that there are short exact sequences

\[ 0 \rightarrow Z(B_t) \rightarrow Z(B_{t-1}) \oplus K \rightarrow K \rightarrow 0 \quad (\text{for } 1 \leq t \leq n) \]

which induce algebra isomorphisms \( Z(B_1) \cong Z(B_{t-1}) \), and Lie algebra isomorphisms

\[ \text{HH}^1(B_t) = \text{Out}_K(B_t) \cong \text{Out}_K(B_{t-1}) = \text{HH}^1(B_{t-1}) \quad (\text{for } 1 \leq t \leq n) \]

Compare this with Corollary 6.7.

6.14. Let us specialise further. Let \( R \) be a \( K \)-projective \( K \)-algebra and consider

\[ B = \left( \begin{array}{cc} R \otimes R & R \\ 0 & K \end{array} \right) \]

that is, the one-point-extension \( B = U[R] \) of \( U = R^e \) by \( R \). By Proposition 6.12, we already know that the map \( g_* \) defines a homomorphism of strict Gerstenhaber algebras. The goal of the considerations of this sections is to show, that the map \( h_* \) is such a homomorphism as well.

6.15. To this end, consider the full subcategory \( \overline{\mathcal{P}}(U) \) of \( \mathcal{P}(U) \) consisting of all objects \( X \in \mathcal{P}(U) \) such that \( X \otimes_U R \) belongs to \( \mathcal{P}(R) \). Of course, \( U \) and \( U \otimes U \) belong to \( \overline{\mathcal{P}}(U) \). Further, let \( \overline{\mathcal{P}}(U) \) be the full subcategory of \( \overline{\mathcal{P}}(U) \) consisting of all objects \( X \in \overline{\mathcal{P}}(U) \) such that \( X \otimes_U Y \) belongs to \( \overline{\mathcal{P}}(U) \) for all objects \( Y \in \overline{\mathcal{P}}(U) \). We will argue that \( \overline{\mathcal{P}}(U) \) defines an exact monoidal subcategory of \( \text{Mod}(U^{e^e}), \otimes_U, U) \).

Firstly, \( \overline{\mathcal{P}}(U) \) is non-empty as \( U \) and \( U \otimes U \) belong to \( \overline{\mathcal{P}}(U) \). Indeed, for \( Y \in \overline{\mathcal{P}}(U) \),

\[ U \otimes_U Y \cong Y \in \overline{\mathcal{P}}(U) \quad \text{and} \quad (U \otimes U) \otimes_U Y \cong U \otimes Y \in \overline{\mathcal{P}}(U) \]

The subcategory \( \overline{\mathcal{P}}(U) \) is closed under arbitrary direct sums and summands (taken in \( \text{Mod}(U^{e^e}) \)). Moreover, \( \overline{\mathcal{P}}(U) \) is extension closed and closed under kernels of epimorphisms,
as any admissible short exact sequence $0 \to X'' \to X \to X' \to 0$ in $\mathcal{P}(U)$ with $X' \in \hat{\mathcal{P}}(U)$ gives rise to a split exact sequence

$$0 \to (X'' \otimes_U Y) \otimes_U R \to (X \otimes_U Y) \otimes_U R \to (X' \otimes_U Y) \otimes_U R \to 0$$

(whenever $Y \in \mathcal{P}(U)$) of left and right $R$-modules. It follows from Proposition 2.8 that $\hat{\mathcal{P}}(U)$ is entirely extension closed in $\mathcal{P}(U)[\Delta]$. Finally, $\hat{\mathcal{P}}(U)$ is closed under taking tensor products over $U$, as $(X \otimes_U X') \otimes_U Y \cong X \otimes_U (X' \otimes_U Y) \in \hat{\mathcal{P}}(U)$ for all $X, X' \in \hat{\mathcal{P}}(U)$ and $Y \in \mathcal{P}(U)$.

**Lemma 6.16.** The functor $- \otimes_U R : \mathcal{P}(U)[\Delta] \to \mathcal{P}(U) = \mathcal{P}(R)[\Delta]$ restricts to an exact functor

$$- \otimes_U R : \mathcal{P}(U), \otimes_U, U) \to (\mathcal{P}(R), \otimes_R, R),$$

taking $U$ to $R$. The induced map

$$\text{HH}^*(U) \cong \text{Ext}^*_R(U, U) \to \text{Ext}^*_R(R, R) \cong \text{HH}^*(R)$$

is a split surjection (in the category of graded $K$-algebras) and agrees with $h_U^* : \text{HH}^*(U) \to \text{HH}^*(R)$.

**Proof.** By definition of $\hat{\mathcal{P}}(U)$ it is apparent, that $- \otimes_U R$ restricts as claimed; since $\hat{\mathcal{P}}(U) \subseteq \mathcal{P}(U)$, the restriction will also be exact. Moreover, we have the natural isomorphism

$$R \cong L_U R, \ r \mapsto 1 \otimes r.$$

The exact functor

$$- \otimes_R U = - \otimes_K R : (\mathcal{P}(R), \otimes_R, R) \to (\mathcal{P}(U)[\Delta], \otimes_U, U)$$

gives rise to an algebra homomorphism $\text{HH}^*(R) \cong \text{Ext}^*_R(R, R) \to \text{Ext}^*_R(U, U) \cong \text{HH}^*(U)$ which is right inverse to the one induced by $- \otimes_U R$ (see [28, Thm. 6.3.12]). Finally, that we retain the map $h_U$ follows by a similar argument as in the proof of Lemma 6.9(3).

□

**Corollary 6.17.** In the long exact sequence of Proposition 6.12 applied to $B = U[R]$,

$$\cdots \to \text{HH}^n(B) \xrightarrow{g^n} \text{HH}^n(U) \xrightarrow{h^n} \text{Ext}^n_{R, R}(R, R) \xrightarrow{\text{HH}^n+1(B)} \cdots,$$

the graded map $g_* : \text{HH}^*(U[R]) \to \text{HH}^*(U) \times K$ is a homomorphism of strict Gerstenhaber algebras and the graded map $h_U^* : \text{HH}^*(U) \to \text{Ext}^*_R(R, R) = \text{HH}^*(R)$ is a homomorphism of graded $K$-algebras. Furthermore, the map $h_U^*$ is surjective, so that the long exact sequence decomposes into short exact sequences

$$0 \to Z(B) \to Z(U) \oplus K \to Z(R) \to 0$$

and

$$0 \to \text{HH}^n(B) \to \text{HH}^n(U) \to \text{HH}^n(R) \to 0$$

for each integer $n \geq 1$.

□

7. Homological Epimorphisms

7.1. The notion of a homological epimorphism has been introduced by Geigle-Lenzing in [18]. Recall that a ring homomorphism $\pi : B \to A$ is an epimorphism in the category of rings, if $f \circ g = g \circ f$ for some ring homomorphisms $f, g : A \to R$ implies that $f = g$. Note that such homomorphisms are in general far from being surjective. For example, the canonical embedding $Z \to Q$ is an epimorphism in the above sense, but certainly not surjective. More generally, if $B$ is commutative and $\Sigma \subseteq B$ is a multiplicative subset, then the canonical map $B \to B[\Sigma^{-1}]$ is an epimorphism. However, any surjective ring homomorphism will, of course, be an epimorphism.

7.2. By [50, Prop. 1.1], a ring homomorphism $\pi : B \to A$ is a ring epimorphism if, and only if, the multiplication map $A \otimes_B A \to A$ is an isomorphism, which is if, and only if, the restriction functor $\pi_* = \text{Res}(\pi) : \text{Mod}(A) \to \text{Mod}(B)$ is full and faithful. A ring epimorphism $\pi : B \to A$ is homological if $\text{Tor}_i^B(A, A) = 0$ for $i > 0$. This is equivalent to the functor

$$D(\pi) : D(\text{Mod}(A)) \to D(\text{Mod}(B))$$

being full and faithful, see [18, Thm. 4.4].
In what follows, we will assume that \( A \) and \( B \) are \( K \)-algebras, and \( \pi : B \to A \) is a \( K \)-linear homological epimorphism.

**Lemma 7.3.** The \( K \)-algebra homomorphism \( \pi^{\text{ev}} = \pi \otimes \pi^{\text{op}} : B^{\text{ev}} \to A^{\text{ev}} \) is a homological epimorphism.

**Proof.** Indeed, one has
\[
\text{Tor}_i^{B \otimes B^{op}}(A \otimes A^{op}, A \otimes A^{op}) \cong \text{Tor}_i^B(A, A \otimes A) = 0 \quad (\text{for } i > 0)
\]
by [10, Chap.IX, Thm.2.8] and [18, Thm.4.4]. Furthermore, if \( f,g : A^{\text{ev}} \to R \) are ring homomorphisms with \( f \circ \pi^{\text{ev}} = g \circ \pi^{\text{ev}} \), they must fulfill \( f(\pi^{\text{ev}}) = g(\pi^{\text{ev}}) \) and \( f(1 \otimes -) = g(1 \otimes -) \) as \( \pi \) and \( \pi^{\text{op}} \) are epimorphisms. Thus \( f = g \). \( \square \).

We state an immediate consequence of Lemma 7.3 and Paragraph 7.2.

**Corollary 7.4.** If the \( K \)-algebras \( B \) and \( A \) are projective as \( K \)-modules, then \( \HH^*(A) \cong \text{Ext}^*_{B^{\text{ev}}}(A, A) \) as graded \( K \)-algebras.

**7.5.** The restriction functor along \( \pi^{\text{ev}} \) has a left adjoint, given by
\[
A^{\text{ev}} \otimes_{B^{\text{ev}}} (-) \cong A \otimes_B (-) \otimes B A.
\]
The following theorem states, that it gives rise to a very well behaved map between the Hochschild cohomology algebras of \( B \) and \( A \).

**Theorem 7.6.** The graded \( K \)-algebra map
\[
A \otimes_B (-) \otimes_B A : \HH^*(B) = \Hom_{\text{Mod}(B^{\text{ev}})}(B, B[\cdot]) \longrightarrow \Hom_{\text{Mod}(A^{\text{ev}})}(A, A[\cdot]) = \HH^*(A)
\]
is a homomorphism of strict Gerstenhaber algebras; that is, it renders the diagrams
\[
\begin{array}{ccc}
\HH^m(B) \otimes \HH^n(B) & \longrightarrow & \HH^{m+n}(B) \\
\downarrow \quad \downarrow \quad \downarrow \quad \downarrow & & \\
\HH^m(A) \otimes \HH^n(A) & \longrightarrow & \HH^{m+n}(A)
\end{array}
\]
commutative for all integers \( m, n \geq 0 \).

The proof requires several preliminary observations.

**7.7.** Recall that \( \text{P}(B) = \text{P}_\lambda(B) \cap \text{P}_\varphi(B) \) denotes the full, exact monoidal subcategory of \( \text{Mod}(B^{\text{ev}}) \), \( B \)-modules which are projective when considered as left and right \( B \)-modules. Let \( T_\infty(B) \) be the full subcategory of \( \text{Mod}(B^{\text{ev}}) \) consisting of all \( B^{\text{ev}} \)-modules \( M \) with
\[
\text{Tor}_i^{B \otimes B^{op}}(A \otimes A^{op}, M) = 0 \quad (\text{for } i > 0).
\]
So, in different words, \( T_\infty(B) = \text{Ker} \text{Tor}^{B \otimes B^{op}}_0(A \otimes A^{op}, -) \). Further, we let \( \text{P}_\infty(B) \) be the full subcategory \( \text{P}(B) \cap T_\infty(B) \) of \( \text{Mod}(B^{\text{ev}}) \). As one has \( \text{Tor}_i^B(A, A) = 0 = \text{Tor}_i^{B^{op}}(A, X) = \text{Tor}_i^B(X, A) \) for all \( X \in \text{P}(B) \) and \( i > 0 \), we may apply [10, Chap.IX, Thm.2.8] to conclude that
\[
\text{Tor}_i^{B \otimes B^{op}}(A \otimes A^{op}, X) \cong \text{Tor}_i^B(A, X \otimes B A) \quad (\text{for } i > 0).
\]
Thus, for \( X \in \text{P}(B) \),
\[
X \in \text{P}_\infty(B) \iff \text{Tor}_i^B(A, X \otimes B A) = 0 \quad (\text{for all } i > 0),
\]
and consequently \( \text{P}_\infty(B) = \text{P}(B) \cap \text{Ker} \text{Tor}_i^{B \otimes B}(A, - \otimes B A) \).

**Lemma 7.8.** The subcategory \( \text{P}_\infty(B) \) is extension closed in \( \text{Mod}(B^{\text{ev}}) \), and contains \( B \) and \( B \otimes B \). Moreover, it is closed under taking direct summands and arbitrary direct sums in \( \text{Mod}(B^{\text{ev}}) \). In particular, the subcategory \( \text{P}_\infty(B) \) is entirely extension closed in the sense of Paragraph 2.7. Lastly, the subcategory \( \text{P}_\infty(B) \) is, viewed as an exact category, closed under kernels of epimorphisms, that is, if \( f : M \to N \) is a surjective map in \( \text{P}_\infty(B) \), then \( \text{Ker}(f) \) belongs to \( \text{P}_\infty(B) \).
conclude that $\mathbb{T}_\infty(B)$ does as well. To begin with, $\text{Hom}_B(B \otimes A, -) \cong \text{Hom}_\mathbb{K}(A, -)$ tells, that the module $(B \otimes B) \otimes_B A \cong B \otimes A$ is in particular $B$-flat, and thus

$$\text{Tor}^B_i(A, B \otimes_B A) \cong \text{Tor}^B_i(A, A) = 0 = \text{Tor}^B_i(A, (B \otimes B) \otimes_B A) \quad (\text{for } i > 0).$$

Consequently $B$ and $B \otimes B$ belong to $\mathbb{T}_\infty(B)$. As $\text{Tor}^B_i(B \otimes B^\text{op}, -)$ commutes with (arbitrary) direct sums, $\mathbb{T}_\infty(B)$ is closed under taking summands and sums. Next, the long exact homology sequence

$$\cdots \rightarrow \text{Tor}^{B^\text{ev}}_{i+1}(A^\text{ev}, N) \rightarrow \text{Tor}^{B^\text{ev}}_i(A^\text{ev}, L) \rightarrow \text{Tor}^{B^\text{ev}}_i(A^\text{ev}, M) \rightarrow \text{Tor}^{B^\text{ev}}_i(A^\text{ev}, N) \rightarrow \cdots$$

for some short exact sequence $0 \rightarrow L \rightarrow M \rightarrow N \rightarrow 0$ in $\text{Mod}(B^\text{ev})$, shows that if $L$ and $N$ (or $M$ and $N$) belong to $\mathbb{T}_\infty(B)$, then so does $M$ (or, respectively, $L$). Finally, we conclude that $\mathbb{T}_\infty(B)$ is entirely extension closed in $\text{Mod}(B^\text{ev})$ by Proposition 2.8.

**Lemma 7.9.** The functor $A \otimes_B (-) \otimes_B A : \text{Mod}(B^\text{ev}) \rightarrow \text{Mod}(A^\text{ev})$ gives rise to an almost costrong monoidal functor

$$A \otimes_B (-) \otimes_B A : (\text{Mod}(B^\text{ev}), \otimes_B, B) \rightarrow (\text{Mod}(A^\text{ev}), \otimes_A, A).$$

Moreover, when restricted to $\text{P}_\infty(B)$, it defines an exact functor $\text{P}_\infty(B) \rightarrow \text{Mod}(A^\text{ev})$.

**Proof.** Let $M$ and $N$ be arbitrary $B^\text{ev}$-modules. It is a straightforward verification that the natural homomorphisms

$$\psi_0 : A \otimes_B B \otimes_B A \sim A \otimes_B A \sim A, \quad a \otimes b \otimes a' \mapsto aba'$$

and

$$\psi_{M,N} : A \otimes_B (M \otimes B N) \otimes_B A \rightarrow A \otimes_B (M \otimes_B A \otimes_B N) \otimes_B A$$

$$\quad \rightarrow A \otimes_B (M \otimes_B A \otimes_B N) \otimes_B A$$

$$\quad \rightarrow (A \otimes_B M \otimes_B A) \otimes_A (A \otimes_B N \otimes_B A)$$

turn $A \otimes_B (-) \otimes_B A$ into an almost costrong monoidal functor $(\text{Mod}(B^\text{ev}), \otimes_B, B) \rightarrow \text{Mod}(A^\text{ev}, \otimes_A, A)$. As for the exactness, each choice of $X \in \text{P}_\infty(B)$ and $i > 0$ satisfies the equality

$$\text{Tor}^B_i(A \otimes A^\text{op}, X) = 0 = \text{Tor}^B_i(A, X \otimes_B A) \quad (\text{for } i > 0)$$

by Paragraph 7.7. Therefore the commutative diagram

$$\begin{array}{ccccccccc}
\text{Tor}^{B^\text{ev}}_i(A^\text{ev}, N) & \rightarrow & A \otimes_B L \otimes_B A & \rightarrow & A \otimes_B M \otimes_B A & \rightarrow & A \otimes_B N \otimes_B A & \rightarrow & 0 \\
0 & \rightarrow & A \otimes_B L \otimes_B A & \rightarrow & A \otimes_B M \otimes_B A & \rightarrow & A \otimes_B N \otimes_B A & \rightarrow & 0
\end{array}$$

has exact rows for each admissible short exact sequence $0 \rightarrow L \rightarrow M \rightarrow N \rightarrow 0$ in $\text{P}_\infty(B)$, whence the exactness of the restriction of $A \otimes_B (-) \otimes_B A$ to $\text{P}_\infty(B)$ follows.

**Proposition 7.10.** There is an exact and entirely extension closed monoidal subcategory $(C, \otimes_C, B)$ of $(\text{Mod}(B^\text{ev}), \otimes_B, B)$ such that

(1) $C$ is a full and exact subcategory of $\text{P}_\infty(B)$ which is closed under taking direct summands and arbitrary direct sums, and

(2) the functor $A \otimes_B (-) \otimes_B A$ restricts to an exact and almost costrong monoidal functor

$$\mathfrak{A} = (A \otimes_B (-) \otimes_B A)_{|C} : (C, \otimes_C, B) \rightarrow (\text{P}(A), \otimes_A, A),$$

that is, one has the following commutative diagram of almost costrong monoidal functors.

$$\begin{array}{ccc}
C & \rightarrow & \text{P}(A) \\
\text{inc} & & \text{inc} \\
\text{Mod}(B^\text{ev}) & \rightarrow & \text{Mod}(A^\text{ev})
\end{array}$$
Proof. Observe that as soon as we have named an appropriate category $C \subseteq P_\infty(B)$ with $A \otimes_B C \otimes_B A \subseteq C(A)$, the exactness of $\mathfrak{A}$, as well as the fact that it is almost costronoidal, will follow from Lemma 7.9 immediately. In order to find $C$, we proceed in several steps.

**Step 1.** Let $C_1$ be the full subcategory of $P_\infty(B)$ defined as follows: An object $M \in P_\infty(B)$ belongs to $C_1$ if, and only if, $M \otimes_B X$ belongs to $P_\infty(B)$ for all $X \in P_\infty(M)$. Apparently, $C_1$ is extension closed in $P_\infty(B)$. It is further closed under direct summands and arbitrary direct sums, as well as under kernels of epimorphisms. Furthermore, for any $X \in P_\infty(B)$, $B \otimes_B X \cong X$ so that $B \in C_1$. Also, the module $(B \otimes_B) \otimes_B X \cong B \otimes X$ is $B$-projective on either side. Moreover, $(-) \otimes_B (B \otimes_B) \otimes_B X \otimes_B A \cong (-) \otimes_B (B \otimes X) \otimes_B A \cong (-) \otimes (X \otimes_B A)$ is an exact functor, since $X \otimes_B A$ is $K$-projective, and hence

$$\text{Tor}_i^B(A, (B \otimes_B) \otimes_B X \otimes_B A) = 0 \quad (\text{for } i > 0).$$

It follows that $B \otimes B$ belongs to $C_1$. From Proposition 2.8 we deduce that $C_1$ is entirely extension closed in $\text{Mod}(B^\infty)$. Finally, $C_1$ is a monoidal subcategory of $\text{Mod}(B^\infty)$, as for all $M, N \in C_1$ and $X \in P_\infty(B)$,

$$(M \otimes_B N) \otimes_B X \cong M \otimes_B (N \otimes_B X) \in P_\infty(B).$$

**Step 2.** Let $C_2$ be the full subcategory of $C_1$ which is defined as follows. An object $M \in C_1$ belongs to $C_2$ if, and only if, $A \otimes_B M \otimes_B A$ belongs to $P(A)$. As $A \otimes_B B \otimes_B A \cong A$ and $A \otimes_B (B \otimes B) \otimes_B A \cong A \otimes A$, the modules $B$ and $B \otimes B$ belong to $C_2$. Except for being monoidal, the subcategory $C_2 \subseteq \text{Mod}(B^\infty)$ has the same properties as $C_1$, that is, it is extension closed, it is closed under direct summands and arbitrary direct sums and it is closed under kernels of epimorphisms. Yet again, these properties combined with $B \otimes B \in C_2$ yield that $C_2$ is entirely extension closed. We therefore have enforced the existence of an exact functor $A \otimes_B (-) \otimes_B A : C_1 \rightarrow P(A)$.

**Step 3.** In the third and conclusive step, we define a full subcategory $C = C_3$ of $C_2$ as follows. A module $M \in C_2$ belongs to $C$ if, and only if, $M \otimes_B X$ for all $X \in C_2$. Evidently, $B$ has that property, thus $B \in C$. Let $X \in C_2$; clearly, $\text{Hom}_A(A \otimes X \otimes_B A, -) \cong \text{Hom}_K(X \otimes_B A, -)$ and thus $A \otimes_B (B \otimes B) \otimes_B X \otimes_B A \cong A \otimes X \otimes_B A$ is projective as a left $A$-module. On the other hand, $\text{Hom}_{A^\text{op}}(A \otimes X \otimes_B A, -) \cong \text{Hom}_{B^\text{op}}(A \otimes X, -)$. Since $A \otimes X$ is a projective right $B$-module, $A \otimes X \otimes_B A$ is projective as a right $A$-module. It thus follows that $B \otimes B \in C$.

The subcategory $C$ inherits all other properties that $C_2$ has, that is, it is extension closed, it is closed under direct summands and arbitrary direct sums and it is closed under kernels of epimorphisms. Naturally, it is entirely extension closed as well. Moreover, it is a monoidal subcategory of $\text{Mod}(B^\infty)$, as for all $M, N \in C$ and $X \in C_2$

$$A \otimes_a (M \otimes_B N) \otimes_B X \otimes_B A \cong A \otimes_B M \otimes_B (N \otimes_B X) \otimes_B A \in P(A).$$

Thus the proof of the proposition is established. \square

Remark 7.11. For a given $K$-linear right exact monoidal functor $\mathfrak{A} : \text{Mod}(B^\infty) \rightarrow \text{Mod}(A^\infty)$ that commutes with arbitrary direct sums, one can, by taking the left derived functors $L_i \mathfrak{A}$ (for $i \geq 0$) of $\mathfrak{A}$ into account, construct an exact monoidal subcategory $C(\mathfrak{A}) \subseteq P(B)$ of $(\text{Mod}(B^\infty), \otimes_B, B)$ so that $\mathfrak{A}$ restricts to an exact functor $(C(\mathfrak{A}), \otimes_B, B) \rightarrow (P(A), \otimes_A, A)$.

Remark 7.12. Observe that the categories $C_1$ and $C = C_3$ in the above proof agree with $P_\infty(B)$ and $C_2$, as introduced in Paragraph 2.13, and thus are extension closed and monoidal by Lemma 2.14. Further, $C_2$ is an exact category that arises in the way as described in Lemma 2.5.

Lemma 7.13. If $B$ denotes the bar resolution for $B$, then the complex

$$\mathbb{B}B \otimes_B A \rightarrow B \otimes_B A \cong A \rightarrow 0$$

is a flat resolution of $A$ over $B$ and, moreover,

$$A \otimes_B \mathbb{B}B \otimes_B A \rightarrow A \otimes_B A \cong A \rightarrow 0$$

is a projective resolution of $A$ over $A^\infty$. 
Proof. First of all, $A \otimes_B (-) \otimes_B A$ is left-adjoint to the restriction functor $\text{Mod}(A^\vee) \to \text{Mod}(B^\vee)$ along the epimorphism $\pi^\vee : B \otimes B^{op} \to A \otimes A^{op}$ (cf. Lemma 7.3) and thus takes projective $B^\vee$-modules to projective $A^\vee$-modules. When considered as a sequence of right $B$-modules, the bar resolution $\mathbb{B}B \to B \to 0$ splits in every degree (in that each degree is the direct sum of the kernel and the image of the bordering homomorphisms). It follows that $\mathbb{B}B \otimes_B A \to B \otimes_B A \cong A \to 0$ is an exact resolution of $A$ by left $B$-modules. Since

$$(\cdot) \otimes_B B^{\otimes n} \otimes_B A \cong (\cdot) \otimes B^{\otimes (n-2)} \otimes A \quad (\text{for all } n \geq 2)$$

this is even a resolution by flat left $B$-modules. Thus,

$$H_i(A \otimes_B \mathbb{B}B \otimes_B A) = \text{Tor}_i^B(A, A) = 0 \quad (\text{for all } i > 0),$$

and, consequently, $A \otimes_B \mathbb{B}B \otimes_B A \to A \otimes_B A \cong A \to 0$ is a projective resolution of $A$ over $A^\vee$. □

**Lemma 7.14.** The maps

$$A \otimes_B L (-) \otimes_B A : \text{Hom}_{D(B^\vee)}(B, B[*]) \to \text{Hom}_{D(A^\vee)}(A, A[*])$$

and

$$\text{HH}^n(B) \cong \text{Ext}_1^C(B, B) \xrightarrow{\delta_1^\vee} \text{Ext}^1(A, A) \cong \text{HH}^n(A)$$

identify under the canonical isomorphisms between $\text{Hom}$ in the derived category and $\text{Ext}$ in the module category.

**Proof.** By Lemma 7.13, $(A \otimes_B L (-) \otimes_B A)(B)$ computes as $A \otimes_B \mathbb{B}B \otimes_B A$ which is, of course, quasi-isomorphic to $A$. If $X = (X_\alpha, B_\alpha)$ is a complex in $\text{Mod}(B^\vee)$, we will denote by $X^\sharp$ the complex obtained from $X$ by replacing $X_\alpha$ by 0 for $n \leq -1$; that is, $X^\sharp$ is the truncation of $X$ in negative degrees. Fix an integer $n \geq 1$ and an admissible $n$-extension

$$S \quad \equiv \quad 0 \to B \to E_{n-1} \to \cdots \to E_0 \to B \to 0$$

in $C$. Moreover, fix a comparison map

$$\xymatrix{ B \ar[r] & B^{\otimes (n+1)} \ar[r] & \cdots \ar[r] & B \ar[r] & B \ar[r] & B \ar[r] & 0 \\
B \ar[r] & B^{\otimes (n+2)} \ar[r] & \cdots \ar[r] & B \ar[r] & B \ar[r] & B \ar[r] & 0 \\
B \ar[r] & B^{\otimes n} \ar[r] & \cdots \ar[r] & B \ar[r] & B \ar[r] & B \ar[r] & 0 \\
B \ar[r] & B^{\otimes (n-1)} \ar[r] & \cdots \ar[r] & B \ar[r] & B \ar[r] & B \ar[r] & 0 \\
B \ar[r] & B^{\otimes 1} \ar[r] & \cdots \ar[r] & B \ar[r] & B \ar[r] & B \ar[r] & 0 \\
B \ar[r] & B \ar[r] & \cdots \ar[r] & B \ar[r] & B \ar[r] & B \ar[r] & 0 }
$$

The map $\Phi^3 : B \to S^3$ is a quasi-isomorphism. Recall from, for instance, [29] or [54], that the canonical isomorphism $\text{Ext}_1^C(B, B) \xrightarrow{\delta_1^\vee} \text{HH}^0(B) \xrightarrow{\delta_1} \text{Hom}_{D(B^\vee)}(B, B[n])$ sends the equivalence class of $S$ to the equivalence class $f_S$ of the roof

$$\xymatrix{ B \ar[r] & B \ar[r] & B \ar[r] & B \ar[r] & B \ar[r] & B \ar[r] & \cdots \\
B \ar[r] & B \ar[r] & B \ar[r] & B \ar[r] & B \ar[r] & B \ar[r] & \cdots \\
B \ar[r] & B \ar[r] & B \ar[r] & B \ar[r] & B \ar[r] & B \ar[r] & \cdots \\
B \ar[r] & B \ar[r] & B \ar[r] & B \ar[r] & B \ar[r] & B \ar[r] & \cdots \\
B \ar[r] & B \ar[r] & B \ar[r] & B \ar[r] & B \ar[r] & B \ar[r] & \cdots \\
B \ar[r] & B \ar[r] & B \ar[r] & B \ar[r] & B \ar[r] & B \ar[r] & \cdots }
$$

in $\text{Hom}_{D(B^\vee)}(B, B[n])$. We claim that there is a morphism $\Psi : \mathbb{B}B \to \mathbb{B}B[n]$ of chain complexes in $\text{Mod}(B^\vee)$, fitting inside the commutative diagram below.

$$\begin{array}{ccc}
\mathbb{B}B & \xrightarrow{q_{\text{qis}}} & \mathbb{B}B[n] \\
\mathbb{B}B & \xrightarrow{\Phi^3} & \mathbb{B}B[n] \\
B & \xrightarrow{q_{\text{qis}}} & B[n] \\
\end{array}$$

(7.1)
Indeed, $\varphi_n$ uniquely factors through $\im(\beta_n)$ as $\varphi_n \circ \beta_{n+1} = 0$. Further, there is some $\overline{\varphi}_n : B^{\otimes(n+2)} \to B \otimes B$ with $(B \otimes B \to B) \circ \overline{\varphi}_n = \varphi_n$ since $B^{\otimes(n+2)}$ is a projective $B^{\rtimes}$-module. A lifting

$$
\cdots \to B^{\otimes(n+4)} \to B^{\otimes(n+3)} \to B^{\otimes(n+2)} \to \im(\beta_n) \to 0
$$

of $\overline{\varphi}_n$ gives rise to the desired morphism $\Psi$. It thus follows that $A \otimes_B f S \otimes_B A$ is represented by the roof $(\id_B, A \otimes_B \Psi \otimes_B A)$ conjugated by the canonical quasi-isomorphism $BB \to B$.

As the diagram (7.1) lives in $\mathcal{C}$, all the quasi-isomorphisms in it will remain so if we apply $A \otimes_B (-) \otimes_B A$ to it. After identifying $A$ with $A \otimes_B B \otimes_B A$, we arrive at the commutative diagram

$$
A \otimes_B BB \otimes_B A \quad \quad \quad \quad A \otimes_B BB \otimes_B A \quad \quad \quad \quad \quad A \otimes_B BB \otimes_B A[n]
$$

which tells us that $A \otimes_B f S \otimes_B A$ is represented by the roof $A \leftarrow (A \otimes_B S \otimes_B A)^2 \to A[n]$. To summarise, we have shown that within the diagram

$$
\Hom_{D_{(B^{\rtimes})}}(B, B[*]) \quad \quad \quad A \otimes_B (-) \otimes_B A \quad \quad \quad \quad \quad \quad \quad \quad \quad A \otimes_B (-) \otimes_B A
$$

the sub-diagram given by the solid arrows commutes, whence the result follows. □

After all preparations made, the proof of Theorem 7.6 is now a single-liner. Recall that it asserted that the functor $A \otimes_B (-) \otimes_B A$ defines a homomorphism $\HH^*(B) \to \HH^*(A)$ of strict Gerstenhaber algebras.

**Proof of Theorem 7.6.** Use Proposition 7.10(2) and Lemma 7.14 with Theorem 3.9. □

We will apply the insights acquired in this and previous sections to long exact sequences by Koenig-Nagase.

8. **The long exact sequences of Koenig-Nagase**

8.1. In the case of **stratifying ideals**, the long exact Hochschild cohomology sequences stated in this paragraph are due to Koenig-Nagase; see [35]. In those sequences, we will identify certain homomorphisms as such of strict Gerstenhaber algebras. Proofs for them being multiplicative can, for $I$ being stratifying, already be found in [35]. In the following, we let $B$ be a $K$-algebra, $I \subseteq B$ a two-sided ideal, $A = B/I$ and $\pi : B \to A$ the canonical surjection. We further assume that $B$ and $A$ are projective as $K$-modules. Observe that one has the following commutative diagrams with exact rows:

$$
0 \to \Tor^B_1(I, A) \to I \otimes_B I \to I \otimes_B B \to I \otimes_B A \to 0
$$

$$
0 \to \Tor^B_2(A, A) \to I \otimes_B I \to I \otimes_B A \to I/I^2 \to 0.
$$
where \( \mu_1 : I \otimes_B I \to I \) denotes the (restricted) multiplication map, and

\[
0 \to \text{Tor}_1^B(A, A) \to I \otimes_B A \to B \otimes_B A \to A \otimes_B A \to 0.
\]

Thus, \( \text{Tor}_1^B(A, A) \cong I/I^2 \) and \( A \cong A \otimes_B A \) as \( A^m \)-modules. It follows that \( \text{Tor}_1^B(A, A) = 0 = \text{Tor}_2^B(A, A) \) holds true if, and only if, the map \( \mu_1 : I \otimes_B I \to I \) is an isomorphism and \( I = I^2 \). See [3] for a thorough study of ideals with such properties, and [18] for some related observations.

**Lemma 8.2.** If \( \text{Tor}_i^B(A, A) = 0 \) for \( i > 0 \), then the functor

\[
A \otimes_B (-) \otimes_B A : \text{Mod}(B^m) \to \text{Mod}(A^m)
\]

gives rise to an isomorphism

\[
\text{HH}^*(B, A) = \text{Ext}_{B^m}^*(B, A) \to \text{Ext}_{A^m}^*(A, A) = \text{HH}^*(A).
\]

**Proof.** By Lemma 7.13, \( A \otimes_B \mathbb{B} \mathbb{B} \otimes_B A \to A \otimes_B A \cong A \to 0 \) is a projective resolution of \( A \) over \( A^m \). Therefore, for all \( n \geq 0 \),

\[
\text{Ext}_{B^m}^n(B, A) \cong H^n \text{Hom}_{B^m}(\mathbb{B} B, A) \quad \text{(by definition)}
\]

\[
\cong H^n \text{Hom}_{A^m}(A \otimes_B \mathbb{B} B \otimes_B A, A) \quad \text{(by adjunction)}
\]

\[
\cong \text{Ext}_{A^m}^n(A, A) \quad \text{(by the remark above)},
\]

whence the claim follows. \( \square \)

**Definition 8.3.** Let \( \Lambda \) be a ring. An idempotent element \( e \in \Lambda \) is a stratifying idempotent if the multiplication map \( \Lambda e \otimes_{e \Lambda} e \Lambda \to \Lambda e \Lambda \) is an isomorphism and \( \text{Tor}_{i}^{e \Lambda \Lambda}(\Lambda e, e \Lambda) = 0 \) for \( i > 0 \). A twosided ideal \( J \subseteq \Lambda \) is a stratifying ideal if there is a stratifying idempotent \( e \in \Lambda \) that generates \( J \), i.e., \( J = \Lambda e \Lambda \).

**Example 8.4.** For \( K \)-algebras \( R \) and \( S \), and a \( R \otimes S^m \)-module \( M \), consider the matrix algebra

\[
B = \begin{pmatrix} R & M \\ 0 & S \end{pmatrix}
\]

along with the canonical idempotents

\[
e = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} \quad \text{and} \quad e' = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}.
\]

Clearly \( I = BeB \) is isomorphic to \( eB \), and \( R = Be = eBe \). Hence \( R \otimes_R eB = B \otimes_{e \Lambda} eBe \to BeB = eB \) is an isomorphism and

\[
\text{Tor}_{i}^{eB}(Be, eB) = \text{Tor}_{i}^{eB}(eBe, eB) = 0 \quad \text{(for } i > 0\text{)}.
\]

Consequently, \( e \) is a stratifying idempotent in \( B \), and \( I = BeB \) is a stratifying ideal. By similar arguments, \( e' \) is a stratifying idempotent as well, and thus, \( I' = Be'B \) is stratifying. See [35, Rem. 3.2] for a proof of these statements in bigger generality.

**Remark 8.5.** A great deal of examples of algebras that are controlled by certain stratifying ideals is given by quasi-hereditary algebras, as studied in, for instance, the very clear note [15]. Let \( \Lambda \) be a ring and \( \text{Rad}(\Lambda) \) its Jacobson radical. Recall that a twosided ideal \( J \) of \( \Lambda \) is called a heredity ideal, if \( J = \Lambda e \Lambda \) for some idempotent element \( 0 \neq e \in \Lambda \), \( J \text{Rad}(\Lambda)J = 0 \) and \( J \) is a projective right \( \Lambda \)-module. By [15, Appendix, Statement 6] every idempotent ideal is of the form \( \Lambda e \Lambda \) for some idempotent \( e \in \Lambda \), if \( \Lambda \) is semiprimary (that is, \( \text{Rad}(\Lambda) \) is nilpotent and \( \Lambda / \text{Rad}(\Lambda) \) is semisimple artinian; therefore, every finite dimensional algebra over a field is semiprimary), so that in this situation the first requirement translates to \( J = J^2 \).
Let \( J = \Lambda e \Lambda \subseteq \Lambda \) be a heredity ideal. It follows from [15, Appendix, Statement 7] that the multiplication map \( \Lambda e \otimes_{\Lambda e} e \Lambda \rightarrow J \) defines a bimodule isomorphism. Moreover, as \( J \) is a projective right \( \Lambda \)-module,

\[
\text{Hom}_{(\Lambda e \Lambda)\Lambda}(\Lambda e, (-) e) \cong \text{Hom}_{\Lambda \Lambda}(\Lambda e \otimes_{\Lambda e} \Lambda e, -) \cong \text{Hom}_{\Lambda \Lambda}(J, -)
\]

is exact, thus \( \Lambda e \) is a projective right \( e \Lambda \Lambda \)-module and, in particular, \( J \) is a stratifying ideal in \( \Lambda \). The ring \( \Lambda \) is called quasi-hereditary, if there is a heredity chain

\[
0 = J_0 \subseteq J_1 \subseteq \cdots \subseteq J_{n-1} \subseteq J_n = \Lambda,
\]

that is, a chain of ideals in \( \Lambda \) such that \( J_t/J_{t-1} \) is a heredity ideal in \( \Lambda/J_{t-1} \) (for \( 1 \leq t \leq n \)). We thus obtain canonical short exact sequences

\[
0 \rightarrow J_t/J_{t-1} \rightarrow \Lambda/J_{t-1} \rightarrow \Lambda/J_t \rightarrow 0 \quad (\text{for } 1 \leq t \leq n),
\]

where the leftmost term in particular is a stratifying ideal of the middle term. Every semiprimary ring of global dimension 2 is quasi-hereditary (see [15, Thm. 2]).

**Lemma 8.6.** If the ideal \( I \) is a stratifying ideal, then \( \text{Tor}_i^B(A, A) = 0 \) for \( i > 0 \), that is, \( \pi : B \rightarrow A \) is a homological epimorphism.

**Proof.** Observe that for \( i > 0 \),

\[
\text{Tor}_i^B(I, A) \cong \text{Tor}_i^B(Be \otimes_{eB} eB, A) \cong \text{Tor}_i^B(Be, eB \otimes_B A) \cong \text{Tor}_i^B(Be, eA) = 0
\]

by [10, Chap. IX, Thm. 2.8] and, moreover,

\[
\text{Tor}_i^B(A, A) = I/I^2 = 0, \quad \text{Tor}_{i+1}^B(A, A) \cong \text{Tor}_i^B(I, A)
\]

by the long exact homology sequence arising from applying \(- \otimes_B A\) to the canonical short exact sequence \( 0 \rightarrow I \rightarrow B \rightarrow A \rightarrow 0 \).

\( \square \)

**Remark 8.7.** The lemma implies that the restriction functor induces isomorphisms

\[
\text{Ext}_i^A(M, N) \rightarrowtail \text{Ext}_i^B(M, N),
\]

for all \( A \)-modules \( M \) and \( N \), as \( \mathbf{D}(\pi_i) \) is full and faithful by Paragraph 7.2. The following statement can also be found in [18]. We still give the (short) proof for completeness.

**Lemma 8.8.** If the ideal \( I \) is a stratifying ideal, then \( \text{Tor}_i^B(A, M) = 0 \) for each \( A \)-module \( M \) and each integer \( i > 0 \).

**Proof.** Indeed, for all \( i > 0 \),

\[
0 = \text{Ext}_i^A(A, \text{Hom}_Z(M, Q/Z)) \quad \text{(as } A \text{ is } \Lambda\text{-projective)}
\]

\[
\cong \text{Ext}_i^B(A, \text{Hom}_Z(M, Q/Z)) \quad \text{(by Remark 8.7)}
\]

\[
\cong \text{Hom}_Z(\text{Tor}_i^B(A, M), Q/Z) \quad \text{(by [10, Chap. VI, Prop. 5.1])}.
\]

As \( Q/Z \) is an injective cogenerator for \( Z \),

\[
\text{Hom}_Z(\text{Tor}_i^B(A, M), Q/Z) = 0 \iff \text{Tor}_i^B(A, M) = 0 \quad (\text{for } i > 0),
\]

thus the claim follows.

\( \square \)

The following observation is an immediate consequence of the above lemma, and Remark 8.7.

**Lemma 8.9** (see [35, Prop. 3.3]). Assume that the ideal \( I \) is a stratifying ideal, and let \( e \in B \) be the stratifying idempotent that generates \( I \), i.e., \( I = BeB \). If \( M \) is a \( B^{\text{rev}} \)-module, then

\[
\text{Ext}_{i^{\text{rev}}}^B(I, M) \rightarrowtail \text{Ext}^B_{i^{\text{rev}}}(Be, eMe) = \text{HH}^* (Be, eMe)
\]

as graded \( K \)-modules.

**Proof.** Since \( I \cong Be \otimes_{eB} eB \) as \( B^{\text{rev}} \)-modules, we conclude

\[
\text{Ext}_{i^{\text{rev}}}^B(I, M) \rightarrowtail \text{Ext}_{i^{\text{rev}}}^B(Be \otimes_{eB} eB, M) \rightarrowtail \text{HH}^* (Be, eMe)
\]

by Lemma 6.2.

\( \square \)
By applying $\text{Hom}_{B^e}(B, -)$ and $\text{Hom}_{B^e}(-, B)$ to the canonical short exact sequence $0 \to I \to B \to A \to 0$ we obtain long exact sequences
\[ \cdots \to \text{HH}^n(B, I) \to \text{HH}^n(B) \to \text{HH}^n(B, A) \to \text{HH}^{n+1}(B, I) \to \cdots \]
and
\[ \cdots \to \text{Ext}^n_{B^e}(A, B) \to \text{HH}^n(B) \to \text{Ext}^n_{B^e}(I, B) \to \text{Ext}^{n+1}_{B^e}(A, B) \to \cdots . \]
The following is our main observation in this section.

**Theorem 8.11.**
(1) If $\text{Tor}^B_i(A, A) = 0$ for all $i > 0$, then the canonical short exact sequence $0 \to I \to B \to A \to 0$ gives rise to a long exact sequence
\[ \cdots \to \text{HH}^n(B, I) \to \text{HH}^n(B) \to \text{HH}^n(B, A) \to \text{HH}^{n+1}(B, I) \to \cdots \]
in Hochschild cohomology. The map $k_\ast : \text{HH}^n(B) \to \text{HH}^n(A)$ is a homomorphism of strict Gerstenhaber algebras, that is, $k_\ast$ is a homomorphism of graded $K$-algebras and
\[
\begin{array}{ccc}
\text{HH}^n(B) \times \text{HH}^n(B) & \xrightarrow{(\cdot , -)} & \text{HH}^{n+1}(B) \\
\downarrow k_{m \times n} & & \downarrow k_{m+n-1} \ \\
\text{HH}^n(A) \times \text{HH}^n(A) & \xrightarrow{(\cdot , -)} & \text{HH}^{n+1}(A)
\end{array}
\]
commute.

(2) If the ideal $I$ is a stratifying ideal, with corresponding stratifying idempotent $e \in B$, then the short exact sequence $0 \to I \to B \to A \to 0$ gives rise to a long exact sequence
\[ \cdots \to \text{Ext}^n_{B^e}(A, B) \to \text{HH}^n(B) \xrightarrow{l_n} \text{HH}^n(eBe) \to \text{Ext}^{n+1}_{B^e}(A, B) \to \cdots \]
in Hochschild cohomology. The map $l_\ast : \text{HH}^n(B) \to \text{HH}^n(eBe)$ is a homomorphism of strict Gerstenhaber algebras, that is, $l_\ast$ is a homomorphism of graded $K$-algebras and
\[
\begin{array}{ccc}
\text{HH}^n(B) \times \text{HH}^n(B) & \xrightarrow{(\cdot , -)} & \text{HH}^{n+1}(B) \\
\downarrow l_{m \times n} & & \downarrow l_{m+n-1} \ \\
\text{HH}^n(eBe) \times \text{HH}^n(eBe) & \xrightarrow{(\cdot , -)} & \text{HH}^{n+1}(eBe)
\end{array}
\]
commute.

We will turn ourselves to the proof after a remark and an immediate corollary of the theorem.

**Remark 8.12.** Let $e \in B$ be a stratifying idempotent, $I = BeB$ and $A = B/I$. In [35], the authors also construct a long exact sequence
\[ \cdots \to \text{Ext}^n_{B^e}(A, I) \to \text{HH}^n(B) \to \text{HH}^n(A) \times \text{HH}^n(eBe) \to \text{Ext}^{n+1}_{B^e}(A, I) \to \cdots , \]
where the component maps of $\text{HH}^n(B) \to \text{HH}^n(A) \times \text{HH}^n(eBe)$ precisely are $k_\ast$ and $l_\ast$ as introduced in Theorem 8.11. Thus the map $\text{HH}^n(B) \to \text{HH}^n(A) \times \text{HH}^n(eBe)$ in that sequence is a homomorphism of strict Gerstenhaber algebras as well. The first part of the corollary below makes use of this additional long exact sequence.

**Corollary 8.13.** Assume that the ideal $I$ is a stratifying ideal, with corresponding stratifying idempotent $e \in B$.

(1) If $d = id_{B^e}(I)$ is finite, then $k_{m} : \text{HH}^n(B) \to \text{HH}^n(A)$ is an isomorphism for $n > d$.

Thus, $\text{HH}^{n+1}(B) \cong \text{HH}^n(A)$ as non-unital strict Gerstenhaber algebras. In particular, $\text{HH}^{d+1}(eBe) = 0$.

(2) If $d' = \text{pd}_{B^e}(A)$ is finite, then $l_{m} : \text{HH}^n(B) \to \text{HH}^n(eBe)$ is an isomorphism for $n > d'$. Thus, $\text{HH}^{d+1}(B) \cong \text{HH}^{d+1}(eBe)$ as non-unital strict Gerstenhaber algebras. □
Proof of Theorem 8.11. Let us first prove item (2). As $\text{Ext}^r(I, B) \xrightarrow{\varphi} \text{HH}(eBc)$ by Lemma 8.9, the existence of the exact sequence is imminent. By arguments being similar to those in the proof of Theorem 6.4, one shows that the map $l_\ast$ is induced by the recollement $\mathcal{R}(B, e)$, thus, the assertion follows from Theorem 4.17.

Thanks to Lemma 8.2, we obtain a long exact sequence as claimed in (1). Let us conclude that $k_\ast$ is a homomorphism of strict Gerstenhaber algebras. In the following, we let $\pi : B \to A$ be the canonical surjection. Thanks to Proposition 7.10, one has the following diagram of graded maps.

\[
\begin{array}{ccc}
\text{Ext}^r_c(B, B) & \xrightarrow{\alpha} & \text{Ext}^r_c(A, A) \\
\cong \downarrow & \cong & \downarrow \\
\text{HH}^r(B) & \xrightarrow{k_\ast} & \text{HH}^r(A)
\end{array}
\]

We are going to prove that this square commutes – and thus an application of Theorem 7.6 yields the desired result. Let $\varphi : B^{\otimes(n+2)} \to B$ be a cocycle representing an element $\alpha \in \text{HH}^n(B)$. The preimage of $\alpha$ in $\text{Ext}^r_c(B, B)$, under the vertical isomorphism, is given by the equivalence class of the lower sequence in the following pushout diagram.

\[
\begin{array}{c}
\cdots \quad B^{\otimes(n+2)} \quad \beta_n^B B^{\otimes(n+1)} \quad \beta_n^B B \quad B \quad B \\
\downarrow \varphi \downarrow \quad B \quad B \oplus_B B^{\otimes(n+2)} \quad B^{\otimes(n+1)} \quad \cdots \quad B \quad B \quad B
\end{array}
\]

Put $P = B \oplus_B B^{\otimes(n+2)} B^{\otimes(n+1)}$. Identifying $A$ with $A \otimes_B B \otimes_B A$, the homomorphism $\mathfrak{A}_n$ maps this equivalence class, by definition, to the equivalence class of the admissible $n$-extension

\[(\circ) \quad 0 \to A \to A \otimes_B P \otimes_B A \to \cdots \to A \otimes_B (B \otimes B) \otimes_B A \to A \to 0,
\]

which, thanks to the vertical isomorphism on the right (= the inclusion), sits inside $\text{HH}^n(A)$. We show that this class coincides with $k_n(\alpha)$. Indeed, if $j_1 : A \otimes_B A \otimes_B A \xrightarrow{=} A$ and $j_2 : A \otimes_B B \otimes_B A \xrightarrow{=} A$ denote the canonical isomorphisms, then $k_n$ maps $\alpha$ to the equivalence class of the cocycle $\tilde{\varphi} = j_1 \circ (A \otimes_B (\pi \circ \varphi) \otimes_B A) = j_2 \circ (A \otimes_B \varphi \otimes_B A)$,

\[
\varphi : A \otimes B^{\otimes n} \otimes A \to A; \quad \varphi(a \otimes b_1 \otimes \cdots \otimes b_n \otimes a') = a \cdot (\pi \circ \varphi)(1 \otimes b_1 \otimes \cdots \otimes b_n \otimes 1) \cdot a',
\]

in $\text{Hom}_{C^\ast}(A \otimes_B B \otimes_B A, A)$. As $A \otimes_B B^{\otimes(m+2)} \otimes_B A \cong A \otimes B^{\otimes m} \otimes A$ belongs to $\mathcal{P}(A)$ for all $m \geq 0$, a preimage of the equivalence class of $\tilde{\varphi}$ in $\text{Ext}^r_c(A, A)$ is given by the equivalence class of the lower sequence in the pushout diagram

\[
\begin{array}{c}
\cdots \quad A \oplus B^{\otimes m} \otimes A \quad A \otimes B^{\otimes(n-1)} \otimes A \quad \cdots \quad A \otimes A \quad A \quad 0 \\
\downarrow \varphi \downarrow \quad A \quad A \quad A \quad A \quad 0
\end{array}
\]

which, as $\mathfrak{A}$ is exact and thus commutes with pushouts along admissible epimorphisms, coincides with the equivalence class of the sequence $(\circ)$. \(\square\)

8.14. Let us close this section by summarizing the observations made so far. Let $e \in B$ be a stratifying idempotent, $e' = 1 - e$ and $I = BeB$. The standard recollement

\[
\mathcal{R}(B, e) \quad \equiv \quad \text{Mod}(B/I) \xrightarrow{\text{res}} \text{Mod}(B) \xrightarrow{e(\cdot)} \text{Mod}(eBe)
\]

gives rise to two homomorphisms of strict Gerstenhaber algebras:

\[
\text{HH}^p(B) \to \text{HH}^p(eBe), \quad \text{HH}^p(B) \to \text{HH}^p(B/I).
\]
The first one is given by applying the functor $e(-)e$, whereas the latter comes from deriving $(B/I) \otimes_B (B/I)$. These homomorphisms fit into several long exact sequences.

$$
\cdots \to \HH^0(B, I) \to \HH^0(B) \to \HH^0(A) \to \HH^{0+1}(B, I) \to \cdots
$$

$$
\cdots \to \Ext^n_B(A, B) \to \HH^n(B) \to \HH^n(eBe) \to \Ext^{n+1}_B(A, B) \to \cdots
$$

$$
\cdots \to \Ext^n_B(A, I) \to \HH^n(B) \to \HH^n(A) \oplus \HH^n(eBe) \to \Ext^{n+1}_B(A, I) \to \cdots
$$

and, provided that $\Tor^n_A eBe (Be', e'B) = 0$ for $i > 0$,

$$
\cdots \to \HH^n(B) \to \HH^n(eBe) \oplus \HH^n(e'Be') \to \Ext^n_B(\Omega^1_B, B) \to \HH^{n+1}(B) \to \cdots.
$$

Any upper or lower triangular matrix algebra, with canonical idempotents, is an example that gives rise to such a situation.

9. The finite generation conjecture of Snashall-Solberg

9.1. The Hochschild cohomology ring of an algebra is usually far away from being finitely generated. This changes, if one factors out the ideal generated by all homogeneous nilpotent elements. The resulting quotient still has very nice properties, even nicer ones than the ring we started with, since it will be a commutative ring (no signs involved!). Also this quotient is finitely generated in many cases, but, however, not always, as it was proven by example in [55], and then even further generalised in [51], contrasting the initial conjecture by Snashall-Solberg; see [52].

However, it seems completely unknown and unstudied, whether or when the quotient by the (strict) Gerstenhaber ideal generated by the homogeneous nilpotent elements is finitely generated. Let us review a couple of examples.

Recall that for a $K$-algebra $B$ and a subset $S \subseteq \HH^*(B)$ of homogeneous elements, we denote by $G(S)$ the Gerstenhaber ideal in $\HH^*(B)$ generated by $S$. If $K$ is a field and $S$ is the set of homogeneous nilpotent elements, then $\HH^*(B)/G(S)$ is a commutative algebra (in the strict sense).

9.2. For the remainder of the section, and in fact of this article, assume that $K$ is a field of characteristic $p > 0$. Let $\mathbb{Z}_p = \mathbb{Z}/p\mathbb{Z}$ and $\mathbb{Z}^*_p$ be the finite elementary abelian $p$-group of rank $r > 0$, with corresponding group algebra $\Gamma = K\mathbb{Z}^*_p$. Let $\{-, -\}$ be the Gerstenhaber bracket on $\HH^*(\Gamma)$. By [39], the Gerstenhaber algebra structure of $\HH^*(\Gamma)$ is given as follows. If $p = 2$, then

$$
\HH^*(\Gamma) \cong \frac{K[x_1, \ldots, x_r, y_1, \ldots, y_r]}{(x_i^2, x_i^2)} , \quad |x_i| = 0, |y_i| = 1
$$

and

$$
\{x_i, x_j\} = \{x_i, y_j\} = 0, \quad \{x_i, y_j\} = \delta_{ij}
$$

for all $i, j = 1, \ldots, r$. The ideal $I(N) \subseteq \HH^*(\Gamma)$ generated by the homogeneous nilpotent $N$ elements in $\HH^*(\Gamma)$ is precisely the ideal $(x_1, \ldots, x_r)$, whereas the Gerstenhaber ideal $G(N)$ generated by $N$ is $(x_1, \ldots, x_r, y_1, \ldots, y_r)$ since $\{x_i, y_i\} = ny_i^2 - 1$. It thus follows that

$$
\HH^*(\Gamma)/I(N) \cong K[y_1, \ldots, y_r] \quad \text{and} \quad \HH^*(\Gamma)/G(N) \cong \frac{K[y_1, \ldots, y_r]}{(y_1^2, \ldots, y_r^2)}.
$$

A squaring map for $\{-, -\}$ is given by $sq(\alpha) = \alpha^2$ (for $\alpha$ of even degree). If $p \neq 2$, one has

$$
\HH^*(\Gamma) \cong \frac{K[x_1, \ldots, x_r, z_1, \ldots, z_r]}{(x_i^2, x_i^2)} \otimes \Lambda(y_1, \ldots, y_r) , \quad |x_i| = 0, |y_i| = 1, |z_i| = 2
$$

and

$$
\{x_i, x_j\} = \{x_i, y_j\} = 0, \quad \{x_i, y_j\} = \delta_{ij}, \quad \{z_i, -\} = 0
$$

for all $i, j = 1, \ldots, r$. Now, $I(N) = (x_1, \ldots, x_r, y_1, \ldots, y_r) = G(N)$ and therefore

$$
\HH^*(\Gamma)/I(N) \cong K[z_1, \ldots, z_r] \cong \HH^*(\Gamma)/G(N).
$$

As we assumed that $p \neq 2$, the squaring map for $\{-, -\}$ is given by $sq(\alpha) = 2^{-1}(\alpha, \alpha)$ (for $\alpha$ of even degree). It sends the $x_i, y_i^2$ and $z_i$ to zero, but $x_i + y_i^2$ to $ny_i^2 - 1 \neq 0$ (for $p \nmid n$).
9.3. Let $C$ be a finite EI-category, that is, a category with $|\text{Mor}(C)| < \infty$ and $\text{End}(X) = \text{Aut}_{C}(X)$ for all $X \in \text{Ob}(C)$. Finite groups and finite acyclic quivers are examples of such categories. The category algebra of $C$ (over $K$) has $K\text{Mor}(C)$ as underlying $K$-module, and the product $f \cdot g$ of morphisms $f, g$ in $C$ is $f \circ g$, whenever this makes sense, and 0 otherwise. If $C$ is a finite group or a finite acyclic quiver, $K C$ agrees with the corresponding group algebra or, respectively, path algebra. For an example that is neither a group algebra nor a path algebra of a quiver, consider the finite EI-category $E_0$

$$
\xymatrix{ & X \ar[dr]^{\alpha} \ar[dl]_{\beta} & \\
X \ar[rr]^{\gamma} & & Y
}
$$

subject to the relations

$$g^2 = \text{id}_X = h^2, \ g h = h g, \ a h = \beta g = a, \ \alpha g = \beta h = \beta.$$

Let $N \subseteq \text{HH}^*(K E_0)$ denote the set of all homogeneous nilpotent elements, and $I(N)$ the graded ideal generated by $N$. It is one of the main results of [55], that $\text{HH}^*(K E_0)/I(N)$ is not finitely generated as a graded $K$-algebra if $K$ is a field of characteristic $2$. One has the following obvious interpretation of the algebra $K E_0$.

**Lemma 9.4.** Assume that $\text{char}(K) = 2$. The category algebra $K E_0$ is isomorphic to the one-point-extension $B = \Gamma[M] = \left[\begin{array}{c} K \mathbb{Z}_2 \times \mathbb{Z}_2 \\ 0 \end{array}\right]$ of $\Gamma = K(\mathbb{Z}_2 \times \mathbb{Z}_2)$ by $M = K \mathbb{Z}_2$. \hfill $\Box$

The following questions shall occupy us in future work.

**Question 9.5.** Let $A$ be a finite dimensional algebra over a field $K$. If $N$ denotes the set of all homogeneous nilpotent elements in $\text{HH}^*(A)$, is the commutative $K$-algebra

$$\text{HH}^*_G(A) = \text{HH}^*(A)/\Gamma(N)$$

finitely generated? More specifically, can we use (any) of the long exact sequences discussed in this article, along with 9.2, to deduce that

$$\text{HH}^*_G(K E_0) = \text{HH}^*(K E_0)/\Gamma(N)$$

is finitely generated (where $E_0$ denotes Xu’s EI-category reviewed above and $\text{char}(K) = 2$)? Especially the results obtained in subsection 6.1 should be of help.

**Question 9.6.** Under the assumptions of the above question, does the commutative algebra $\text{HH}^*_G(A)$ possess enough structure to establish a sensible support variety theory for (special classes of) $A$-modules, in a similar way as described in [52]?
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