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ABSTRACT

Solving systems of \( m \) multivariate quadratic equations in \( n \) variables (MQ-problem) over finite fields is NP-hard. The security of many cryptographic systems is based on this problem. Up to now, the best algorithm for solving the underdefined MQ-problem is Hiroyuki Miura et al.’s algorithm, which is a polynomial-time algorithm when \( n \geq m(m+3)/2 \) and the characteristic of the field is even. In order to get a wider applicable range, we reduce the underdefined MQ-problem to the problem of finding square roots over finite field, and then combine with the guess and determine method. In this way, the applicable range is extended to \( n \geq m(m+1)/2 \), which is the widest range until now. Theory analysis indicates that the complexity of our algorithm is \( O(qn^m (\log q)^3) \) when characteristic of the field is even and \( O(q^{2n}n^m (\log q)^3) \) when characteristic of the field is odd, where \( 2 \leq \omega \leq 3 \) is the complexity of Gaussian elimination.
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1 INTRODUCTION

The problem of solving multivariate quadratic equations over finite fields is called the MQ-problem. It is well known the general MQ-problem is NP-complete [1]. Multivariate Public Key Cryptosystems (Matsumoto-Imai [2], HFE [3], UOV [4], Flash [5], Rainbow [6] and so on) based on this problem have been expected to secure against the quantum attacks. However, we must note that not all quadratic equations are difficult to be solved. In fact, some of such cryptosystems were already broken and some others of them are weaker than expected when they were proposed. Thus, estimating the hardness of the MQ-problem is important for us to characterize the security of Multivariate Public Key Cryptosystems.

Until now, There are many effective algorithms like Gröbner bases algorithms [7,8,9,10,11] and XL-family [12,13,14] to solve the overdefined ( \( m > n \) )
MQ-problem, where \( m, n \) are the numbers of equations and variables respectively. However, not much result seems to be known for finding the solution for the underdefined case \((n > m)\). The algorithm for solving underdefined systems of multivariate quadratic equations over finite fields is important for characterizing the security of cryptographic systems. Several multivariate signature schemes are based on the difficulty of solving the underdefined MQ-problem, for example the cryptosystems Flash submitted to Nessie and the Unbalanced Oil and Vinegar scheme (UOV). In fact, when the number of variables \( n \) is much larger than the number of equations \( m \), it is not necessarily difficult to solve these equations. In 1999, Kipnis et al. [4] found a polynomial time algorithm to solve quadratic equations when \( n \geq m(m+1) \) and the characteristic of the field is even. Followed by Kipnis et al., Courtois et al. [15] extended to odd characteristic. Their present version works for roughly about \( n \geq 2^m(m+1) \) and has an exponential complexity in \( m \). A polynomial-time algorithm was presented by Hashimoto [16] to solve those over arbitrary fields when \( n \geq m^2 - 2m^{3/2} + 2m \). However, Hiroyuki Miura et al. [17] pointed out that due to some unsolved multivariate equations arisen from the linear transformation, Hashimoto’s algorithm doesn’t work efficiently. And they presented a polynomial-time algorithm when \( n \geq m(m+3)/2 \) and the characteristic of the field is even, which is wider than \( n \geq m(m+1) \). Thomae et al. [18] modified Kipnis et al.’s algorithm by using Gröbner bases algorithms to close the complexity gap between \( n = m \) and \( n \geq m(m+1) \), but it is at least a double exponential-time algorithm.

Estimating the difficulty of solving the underdefined MQ-problem, which can provide us a reference for the design of security cryptosystems. For the study of algorithms for solving underdefined MQ-problem, the most central point is to extend the applicable range of the algorithm. In this paper, we face with this difficult problem again, and move forward a step further. Firstly, we reduce the underdefined MQ-problem to the problem of finding square roots over finite field, and then combine with the guess and determine method. In this way, the applicable range is extended to \( n \geq m(m+1)/2 \), which is the widest range until now. Theory analysis indicates that the complexity of our algorithm is \( O(qn^\omega m(\log q)^2) \) when characteristic of the field is even and \( O(q^{2\omega}m(\log q)^2) \) when characteristic of the field is odd, where \( 2 \leq \omega \leq 3 \) is the complexity of Gaussian elimination. While the
complexity of our algorithm is exponential in \( m \) over the fields of even characteristic, it is still essentially far less than the exhaustive search, especially for large fields.

The paper is structured as follows. In Sect. 2 the MQ-problem is described. Our algorithm for solving MQ-problem in the underdefined case is presented in Sect. 3. In Sect. 4 we compare our proposed algorithm to other known algorithms. Sect. 5 concludes this paper.

2 THE MQ-PROBLEM

Let \( q \) be a power of prime, \( F \) be a finite field of order \( q \). A MQ-problem over \( F \) is given by \( m \) equations \( f_k = 0 \) for polynomial functions \( f_k : F^n \rightarrow F \) for \( 1 \leq k \leq m \) and \( a_{k,j}, b_k, c_k \in F \) according to

\[
f_k(x_1, \ldots, x_n) = \sum_{1 \leq i \leq j \leq n} a_{k,i,j} x_i x_j + \sum_{1 \leq i \leq n} b_k i x_i + c_k \tag{1}
\]

Generally, if we speak of solving such an MQ-problem, we always mean trying to find one solution \( (x_1, \ldots, x_n) \in F^n \) such that \( f_k(x_1, \ldots, x_n) = 0 \) for \( 1 \leq k \leq m \). We call \( f_k(x_1, \ldots, x_n) \) defined by (1) inhomogeneous. The homogeneous case consists only of terms in \( x_i x_j \) and is thus defined by

\[
f_k'(x_1, \ldots, x_n) = \sum_{1 \leq i \leq j \leq n} a_{k,i,j} x_i x_j \tag{2}
\]

Let \( x = (x_1, \ldots, x_n)' \in F^n \), \( \bar{x} = (x_0, x_1, \ldots, x_n)' \in F^{n+1} \). For any inhomogeneous \( f_k(x_1, \ldots, x_n) \), we can construct a homogeneous quadratic \( \tilde{f}_k(x) \) such that \( \tilde{f}_k(1, x_1, \ldots, x_n) = f_k(x_1, \ldots, x_n) \). To ease notation, we restrict to homogeneous system in this article. Obviously, it is must be noted that our algorithm also for inhomogeneous system.

Let \( m, n \) be the numbers of equations and variables respectively, an equation system is called underdefined system when \( n > m \), the overdefined system is the opposite.

3 PROPOSED ALGORITHM

In the massively underdefined case \( n \geq m(m+3)/2 \), a polynomial algorithm was developed by Hiroyuki Miura in [17] to solve MQ-problem in case characteristic of the field is even. In this section, we propose a variant algorithm to extend applicable
range wider. Similar to Hiroyuki Miura et al.’s algorithm, firstly we reduce the underdefined MQ-problem to the problem of finding square roots over finite field, and then combine with the guess and determine method.

3.1 Description of the Proposed Algorithm

Let \( (S) \) be the following system:

\[
\begin{align*}
 f_1(x_1, \ldots, x_n) &= \sum_{1 \leq i \leq j \leq n} a_{i,j} x_i x_j = 0 \\
 & \vdots \\
 f_m(x_1, \ldots, x_n) &= \sum_{1 \leq i \leq j \leq n} a_{m,j} x_i x_j = 0
\end{align*}
\]

The main idea of the algorithm consists in using a change of variables such as:

\[
\begin{align*}
 x_1 &= \alpha_{1,1} y_1 + \alpha_{2,1} y_2 + \ldots + \alpha_{t,1} y_i + \alpha_{t+1,1} y_{t+1} + \ldots + \alpha_{n,1} y_n \\
 x_i &= \alpha_{1,i} y_1 + \alpha_{2,i} y_2 + \ldots + \alpha_{t,i} y_i + \alpha_{t+1,i} y_{t+1} + \ldots + \alpha_{n,i} y_n
\end{align*}
\]

whose \( \alpha_{i,j} \) coefficients (for \( 1 \leq i \leq t, 1 \leq j \leq n \)) are found step by step, in order that the resulting system \((S')\) (written with respect to these new variables \( y_1, \ldots, y_n \)) is easy to solve. For \( i = 1, \ldots, m \), let the polynomial \( f_i(x_1, \ldots, x_n) \) be denoted by

\[
f_i(x_1, \ldots, x_n) = \langle t \rangle F_i \langle x \rangle
\]

where \( F_i, i = 1, \ldots, m \) are \( n \times n \) matrixes over \( F \). An \( n \times n \) matrix \( T_t \) over \( F \) of form (3) is used to transform all the unknowns in “Step \( t \)” (\( t = 2, \ldots, m \)).

\[
T_t = \begin{pmatrix}
1 & 0 & \cdots & 0 & a_{i,j} & 0 & \cdots & 0 \\
0 & 1 & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \vdots & \vdots & \ddots & \vdots \\
\vdots & \ddots & 1 & a_{t-1,j} & \vdots & \vdots & \ddots & \vdots \\
\vdots & \ddots & \vdots & 0 & 1 & \ddots & \ddots & \vdots \\
\vdots & \ddots & \vdots & \ddots & \vdots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & a_{n,j} & 0 & \cdots & 0 & 1
\end{pmatrix}
\]

where \( a_{1,j}, \ldots, a_{t-1,j}, a_{t+1,j}, \ldots, a_{n,j} \in F \).

**Step 1.** Replace \( F_i \) by \( F_i - c^{(1)}_i F_m \), where \( c^{(1)}_i \in F (i = 1, \ldots, m-1) \) is a constant such that the \((1,1)\)-element of \( F_i - c^{(1)}_i F_m \) is zero. If the \((1,1)\)-element of \( F_m \) is zero,
exchange $F_m$ for one of $F_1,\ldots,F_{m-1}$ that satisfies the $(1,1)$-element is not zero.

$$F_i := F_i - c_i^{(1)} F_m \mapsto \begin{pmatrix} 0 \\ \ast \end{pmatrix}, i \in 1,\ldots,m-1$$

$$f_i := f_i - c_i^{(1)} f_m, i \in 1,\ldots,m-1$$

Then the $F_i, i \in 1,\ldots,m$ has the following form.

$$F_1,\ldots,F_{m-1}, F_m \mapsto \begin{pmatrix} 0 & \ast & \cdots & \ast \\ \ast & \ast & \cdots & \ast \\ \ast & \ast & \cdots & \ast \\ \ast & \ast & \cdots & \ast \end{pmatrix}$$

Step 2. (i) Put $f_i(x) := f_i(T_2 x), i = 1,\ldots,m$. Determine the $a_{1,2},a_{2,2},\ldots,a_{n,2}$ values in $T_2$ by solving the linear equations such that the coefficients of $x_1 x_2$ in $f_i,\ldots,f_m$ are zero.

$$F_1,\ldots,F_{m-1}, F_m \mapsto \begin{pmatrix} 0 & \ast & \cdots & \ast \\ 0 & \ast & \cdots & \ast \\ \ast & \ast & \cdots & \ast \\ \ast & \ast & \cdots & \ast \end{pmatrix}$$

We must note that the $(1,2)$-element and $(2,1)$-element of $F_i$ are not always equal to zero. The picture above means that the sum of $(1,2)$-element and $(2,1)$-element of $F_i$ is equal to zero for each $i = 1,\ldots,m$.

(ii) Replace $F_i$ by $F_i - c_i^{(2)} F_{m-1}$, where $c_i^{(2)} \in F(i = 1,\ldots,m-2)$ is a constant such that the $(2,2)$-element of $F_i - c_i^{(2)} F_{m-1}$ is zero. Then we have $f_i := f_i - c_i^{(2)} f_{m-1}, i \in 1,\ldots,m-2$. If the $(2,2)$-element of $F_{m-1}$ is zero, exchange $F_{m-1}$ for one of $F_1,\ldots,F_{m-2}$ that satisfies the $(2,2)$-element is not zero.

$$F_1,\ldots,F_{m-1}, F_m \mapsto \begin{pmatrix} 0 & 0 & \ast & \cdots & \ast \\ 0 & 0 & \ast & \cdots & \ast \\ 0 & 0 & \ast & \cdots & \ast \\ \ast & \ast & \ast & \cdots & \ast \\ \ast & \ast & \ast & \cdots & \ast \end{pmatrix}$$

Step 3. (i) Put $f_i(x) := f_i(T_3 x), i = 1,\ldots,m$. Determine the $a_{1,3},a_{2,3},\ldots,a_{n,3}$ values in
$T_3$ by solving the linear equations such that the coefficients of $x_i x_3 \text{ and } x_2 x_3$ in $f_1, \ldots, f_{m-1}$ are zero and the coefficient of $x_1 x_3$ in $f_m$ are zero.

$$F_1, \ldots, F_{m-1}, F_m : \begin{bmatrix}
0 & 0 & * \\
0 & 0 & * \\
0 & 0 & *
\end{bmatrix}_{m-2} \Rightarrow \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & * \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & *
\end{bmatrix}_{m-2} \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix} \begin{bmatrix}
* & 0 \\
* & 0 \\
* & 0 \\
* & 0 \\
* & 0 \\
* & 0
\end{bmatrix}$$

(ii) Replace $F_i$ by $F_i - c_i^{(3)} F_{m-2}$, where $c_i^{(3)} \in F(i = 1, \ldots, m-3)$ is a constant such that the $(3,3)$-element of $F_i - c_i^{(2)} F_{m-2}$ is zero. Then we have $f_i := f_i - c_i^{(3)} f_{m-1}, i \in 1, \ldots, m-3$. If the $(3,3)$-element of $F_{m-2}$ is zero, exchange $F_{m-2}$ for one of $F_1, \ldots, F_{m-3}$ that satisfies the $(3,3)$-element is not zero.

$$F_1, \ldots, F_{m-1}, F_m \Rightarrow \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & *
\end{bmatrix}_{m-3} \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & *
\end{bmatrix}_{m-3} \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & *
\end{bmatrix} \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & *
\end{bmatrix} \begin{bmatrix}
* & 0 & 0 \\
* & 0 & 0 \\
* & 0 & 0
\end{bmatrix}$$

(Repeat the similar operations to “Step m”)

With the computation above, we can obtain $F_1, \ldots, F_{m-1}, F_m$ of the following form

$$\begin{bmatrix}
0 & \cdots & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & 0 & 0 & * \\
0 & \cdots & 0 & 0
\end{bmatrix} \begin{bmatrix}
0 & \cdots & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & 0 \\
0 & \cdots & 0 & 0
\end{bmatrix} \begin{bmatrix}
0 & \cdots & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & 0 \\
0 & \cdots & 0 & 0
\end{bmatrix} \begin{bmatrix}
* & 0 & \cdots & \cdots & 0 \\
* & 0 & \cdots & \cdots & 0 \\
* & 0 & \cdots & \cdots & 0 \\
* & 0 & \cdots & \cdots & 0
\end{bmatrix}$$

By transforming the variables with $T_i, i = 2, \ldots, m$, then we have the following
where each $L_{i,j}$ is a linear polynomial, each $\beta_1,\ldots,\beta_m \in F$ is the coefficient of $x_i^2$ and each $Q_{i,j}$ is a quadratic polynomial.

**Step $m+1$.** Guess the value of $x_1$, and then solve the linear equations $\{L_{i,j}(x_{m+1},\ldots,x_n) = 0 \mid i = 1,\ldots,m-1; j = 2,\ldots,m-i+1\}$. By substituting the solutions $x_{m+1},\ldots,x_n$ into (4), it remains to solve the following system of $m$ equations on $m-1$ unknowns $x_2,\ldots,x_m$:

$$
\begin{align*}
\beta_m x_m^2 + \sum_{1 \leq i \leq m} x_i L_{i,m}(x_{m+1},\ldots,x_n) + Q_{1,2}(x_{m+1},\ldots,x_n) &= 0 \\
\beta_{m-1} x_{m-1}^2 + Q_{2,1}(x_m) + \sum_{1 \leq i \leq m} x_i L_{i,m-1}(x_{m+1},\ldots,x_n) + Q_{2,2}(x_{m+1},\ldots,x_n) &= 0 \\
\beta_{m-2} x_{m-2}^2 + Q_{3,1}(x_{m-1},x_m) + \sum_{1 \leq i \leq m} x_i L_{i,m-2}(x_{m+1},\ldots,x_n) + Q_{3,2}(x_{m+1},\ldots,x_n) &= 0 \\
& \vdots \\
\beta_1 x_1^2 + Q_{m,1}(x_2,\ldots,x_m) + \sum_{1 \leq i \leq m} x_i L_{i,1}(x_{m+1},\ldots,x_n) + Q_{m,2}(x_{m+1},\ldots,x_n) &= 0
\end{align*}
$$

where $\lambda_1,\ldots,\lambda_m \in F$.

**Remark.** The reason why we only guess the value of $x_1$ can be easily got from the proof of Theorem 3.1. Briefly, if we don’t guess the value of $x_1$, $m(m+3)/2$ linear equations $\{L_{i,j}(x_{m+1},\ldots,x_n) = 0 \mid i = 1,\ldots,m; j = 2,\ldots,m-i+1\}$ should be solved. However, if the value of $x_1$ is guessed and determined, then only $m(m+1)/2$ linear equations $\{L_{i,j}(x_{m+1},\ldots,x_n) = 0 \mid i = 1,\ldots,m-1; j = 2,\ldots,m-i+1\}$ need be solved. The number of linear equations should be solve is reduced by $m$, resulting in a wider application range $n \geq m(m+1)/2$ of the algorithm. Of course, it can be obtained by guessing more than one variable if we don’t guess $x_1$, but the computational complexity is increased.

It is very easy for us to solve the quadratic equations of form (5). We solve the first equation in (5) first and then back substitute the solution $x_m$ into other equation.
By substituting the solution $x_m$ to others, we can solve the second equation and then back substitute the solution $x_{m-1}$ into other equation. Repeat the similar operations to the $(m-1)$-th equation. The last equation is used to verify the correctness of the solutions. If the solutions are wrong, we should guess another value of $x_i$ until the correct solutions are obtained. This method is called guess and determine method, which is used widely in the area of cryptanalysis.

3.2 Theoretical Analysis

In this section, we analyse the conditions and complexity of the proposed algorithm.

First, we give the required conditions of our algorithm in Theorem 3.1. 

**Theorem 3.1** For an underdefined multivariate quadratic system of $m$ equations in $n$ variables over $F$, our algorithm works if $n \geq m(m+1)/2$.

**Proof.** We see that “Step $t$.“ ($2 \leq t \leq m$) requires to solve $(m-t+1)(t-1) + \sum_{i=1}^{t-1} i$ homogeneous linear equations with $n-1$ variables. Then one needs the condition

$$n-1 \geq (m-t+1)(t-1) + \sum_{i=1}^{t-1} i$$

until Step$m+1$. That is

$$n-1 \geq \max\{(m-t+1)(t-1) + \sum_{i=1}^{t-1} i\}, t = 2, \ldots, m$$

then

$$n-1 \geq \max\{-\frac{1}{2} \left(t-(m+\frac{3}{2})\right)^2 + \frac{1}{2} m^2 + \frac{1}{2} m + \frac{1}{8}, t = 2, \ldots, m\}$$

Thus, we require $n \geq m(m+1)/2$.

In “Step $m+1$.“, the number of linear equations need to be solved is

$$\sum_{t=1}^{m} (m-t) = \frac{1}{2} m(m-1)$$

and the number of variables is $n-m$. Thus, we require $n-m \geq \frac{1}{2} m(m-1)$, that is $n \geq m(m+1)/2$.

In conclusion, our algorithm works if $n \geq m(m+1)/2$.

The algorithm requires to calculate the square roots. When the characteristic of $F$ is odd, the probability of existence of square roots is approximately 1/2. Moreover, our algorithm uses only $n \times n$ matrix operations. Theorem 3.2 gives the complexity
of our proposed algorithm.

**Theorem 3.2** For an underdefined multivariate quadratic system of \( m \) equations in \( n \) variables over \( F \), the complexity of our algorithm is

\[
\begin{cases}
O(qn^m(\log q)^2) & \text{(char } F \text{ is even)} \\
O(q2^n n^m(\log q)^2) & \text{(char } F \text{ is odd)}
\end{cases}
\]

where \( 2 \leq \omega \leq 3 \) is the complexity of Gaussian elimination.

**Proof.** In this algorithm, about \( m \) times \( n \times n \) matrix operations are calculate. The complexity of this operation is \( O(n^\omega (\log q)^2) \). In **Stepm+1**, The probability to guess the correct value of \( x_i \) is \( q^{-1} \). Therefore, when the characteristic of \( F \) is even, the complexity of the algorithm is \( O(qn^m(\log q)^2) \). When the characteristic of \( F \) is odd, we can find the solution of \( x_i, (i = 1, ..., m) \) with probability of \( 2^{-m} \). So the complexity is \( O(q2^n n^m(\log q)^2) \) when the characteristic of \( F \) is odd.

## 4 Comparing Efficiency of the Algorithms

In this section, we compare the proposed algorithm with other known algorithms.

### 4.1 When the characteristic of \( F \) is even

Table 1 presents the applicable ranges of our proposed algorithm and other known algorithms when the characteristic of \( F \) is even. It is very clear that our approach has a wider applicable range than the others. The applicable ranges of these algorithms are drawn in Fig. 1.

| Algorithm                        | Applicable range | Complexity |
|----------------------------------|------------------|------------|
| Our algorithm                    | \( n \geq m(m+1)/2 \) | (poly.)    |
| Kipnis et al.[4]                 | \( n \geq m(m+1) \) | (poly.)    |
| Courtois et al.[12]              | \( n \geq m(m+1) \) | (poly.)    |
| Hiroyuki Miura et al.[17]        | \( n \geq m(m+3)/2 \) | (poly.)    |

When \( m = 50 \), the applicable range of Kipnis et al.’s algorithm and Courtois et al.’s algorithm is \( n \geq 2550 \). Hiroyuki Miura et al.’s algorithm requires \( n \geq 1325 \). Our algorithm further reduce the number of unknowns, and only requires \( n \geq 1275 \). 
4.2 When the characteristic of $F$ is odd

Table 2 presents the applicable ranges of our proposed algorithm and other known algorithms when the characteristic of $F$ is odd. The applicable ranges of these algorithms are drawn in Fig. 2.

| Algorithm                  | Applicable range          | Complexity |
|----------------------------|----------------------------|------------|
| Our algorithm              | $n \geq m(m+1)/2$         | (exp.)     |
| Kipnis et al.              | $n \geq m(m+1)$           | (exp.)     |
| Courtois et al.            | $n \geq 2^m(m+1)$         | (exp.)     |
| Hiroyuki Miura et al.      | $n \geq m(m+3)/2$         | (exp.)     |

From Fig. 2, we can see that when $m \leq 25$, Courtois et al.’s algorithm has a
wider applicable range than our algorithm. When \( m \geq 26 \), the applicable range of our algorithm is wider than Courtois et al.’s algorithm. Generally, the number of equations \( m \) obtained from a multivariate public key cryptosystem is always satisfying \( m \geq 26 \).

5 CONCLUSIONS AND FUTURE WORK

In this paper, an algorithm for solving the MQ-problem when \( n \geq m(m+1)/2 \) is presented, where \( m, n \) are the numbers of equations and variables respectively. The algorithm has a widest application range when the characteristic of \( F \) is even. When the characteristic of \( F \) is odd and \( m \geq 26 \), the applicable range of our algorithm is also wider than other algorithms. In fact, the number of equations \( m \) obtained from a multivariate public key cryptosystem is always satisfying \( m \geq 26 \). The result can provide a technical support for assessing the security of some cryptosystems. Next, we will continue close the gap between \( n = m \) and \( n \geq m(m+1)/2 \) to make the applicable range wider.
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