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Abstract

We compute the pion quark Generalized Parton Distribution $H^q$ and quark Double Distributions $F^q$ and $G^q$ in a coupled Bethe-Salpeter and Dyson-Schwinger approach in terms of quarks flavors or isospin states. We use simple analytic expressions inspired by the numerical resolution of Dyson-Schwinger and Bethe-Salpeter equations. We explicitly check the support and polynomiality properties, and the behavior under charge conjugation or time invariance of our model. We obtain analytic expressions for the pion Double Distributions and Generalized Parton Distribution at vanishing pion momentum transfer at a low scale. Our model compare very well to experimental pion form factor or Parton Distribution Function data. This paper is the first stage of a GPD-modeling program which will be pursued by incorporating more realistic solutions of the Bethe-Salpeter and Dyson-Schwinger equations.

Introduction

Generalized Parton Distributions (GPDs) were introduced independently by Müller et al.\cite{1}, Ji \cite{2} and Radyushkin \cite{3}. They are related to hadron form factors by sum rules, and contain the usual Parton Distribution Functions (PDFs) as a limiting case. But they not only generalize the classical objects describing the static or dynamical content of hadrons; they also provide unique information about the structure of hadrons, including 3D imaging of their partonic components and access to the quark orbital angular momentum. GPDs have been the object of an intense theoretical and experimental activity ever since (see the reviews Ref. \cite{4–9} and references therein).

Most of the theoretical constraints on GPDs are automatically fulfilled by modeling Double Distributions (DDs) \cite{1,10,11}, which are Radon transform of GPDs \cite{12}. DD modeling has been the most popular way to build realistic models from the early days of GPDs (see \textit{e.g.} the review Ref. \cite{9} and references therein). Yet, these classical models, or alternative models like \textit{e.g.} in Ref. \cite{13–16}, need at some points phenomenological parameterizations. Their comparison to experimental data meet some successes usually depending on the kinematic region. It is nevertheless neither clear how to improve them in a systematic way, nor how to achieve real predictive power for the GPDs that decouple in the forward limit. To obtain a better agreement with the data one may either develop more sophisticated GPD parameterizations, as advocated in Ref. \cite{17}, or try different implementations of DD modeling. Elaborating on ideas employed since the nineties mostly in spectroscopy, some modeling tools have received considerable attention in recent years (see \textit{e.g.} the reviews Ref. \cite{18–22}). They consist in
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implementing the Dyson-Schwinger equations [23–25] to describe the partonic dynamics in a hadron, and the Bethe-Salpeter equation [24–28] to switch from a partonic to an hadronic picture. We apply this strategy in the present paper.

Most of the experimental attention has been devoted so far to nucleon GPDs, with Deeply Virtual Compton Scattering (DVCS) early recognized as a key channel to access GPDs, in particular in the valence region [9]. Pion GPDs offer the theoretical advantage of a much simpler spin structure than nucleon GPDs, and are particularly interesting due to the special role of the pion with respect to chiral symmetry. Accessing pion GPDs from experiment is harder than nucleon GPDs although it seems feasible after the upgrade of Jefferson Lab at 12 GeV through the study of DVCS on a virtual pion target [29].

On the theoretical side, pion GPDs have been studied using different tools. Polyakov and Weiss [30], and Anikin et al. [31], discussed the effect of an instanton vacuum by means of a effective nonlocal quark-hadron lagrangian. Chiral symmetry is also central in the developments of Broniowski et al. [13,32] in the framework of the Nambu - Jona - Lasinio model (see the reviews Ref. [33,34] and references therein). Choi et al. [35,36], then Mukherjee and Radyushkin [37], proposed light-front calculations with gaussian or power-law wavefunctions in a triangle diagram approximation. Later Ji, Mishchenko and Radyushkin [38] discussed the relation between an higher-Fock component of $q\bar{q}g$ type and the nonzero value of the GPD at $x = \xi$. GPD modeling in the Bethe-Salpeter framework has enjoyed several studies [14,39–43], usually with simple Bethe-Salpeter vertices and with computations of triangle diagrams. Note that the authors of Ref. [14] also discussed two other GPD models, but at the very specific values $\xi = 0$ or 1. Amrath et al. [29] modeled the GPD $H$ in the framework of the popular Radyushkin Double Distribution Ansatz [44]. Pion GPD modeling for large, or moderately large, $t$, was investigated by Bakulev et al. [45], Vogt [46] and Hoodboy et al. [47]. At last, let us mention the computation of the generalized form factors in chiral perturbation theory at one-loop order by Diehl et al. [48]. This study focuses on applications to lattice QCD and does not proceed further to a complete model of the pion GPDs.

We develop here an original way to model GPDs, based on Dyson-Schwinger and Bethe-Salpeter equations, and DDs. In the first section of this paper we remind the general GPD and DD formalisms, specify the relevant kinematics and outline the known theoretical constraints. In the second section we describe the computation of pion GPDs in a simplified Bethe-Salpeter and Dyson-Schwinger approach. In the third section we compare our model to existing experimental data to conclude our study in a fourth section.

1 Generalized Parton Distributions: theoretical framework

In this section we introduce the appropriate definitions and deal with the general GPD properties which are relevant for our study.

1.1 Definition and isospin properties

For any four-vector $v$ we note:

$$v^\pm = \frac{1}{\sqrt{2}}(v^0 \pm v^3) \quad \text{and} \quad v = (v^+, v_\perp, v^-). \quad (1)$$

$u \cdot v$ denotes the scalar product of two four-vectors $u$ and $v$. $n$ and $\tilde{n}$ are the light-cone vectors such that $v^+ = v \cdot n$ and $v^- = v \cdot \tilde{n}$.

The GPD $H^q_\pi(x, \xi, t)$, $q$ denoting the quark flavor, is introduced through the matrix element of Eq. (2):

$$H^q_\pi(x, \xi, t) = \frac{1}{2} \int \frac{dz^-}{2\pi} e^{ixP^z z^-} \langle \pi, P + \frac{\Delta}{2} | \bar{q} \left(-\frac{z}{2}\right) g^+ \left[-\frac{z}{2}, \frac{z}{2}\right] q \left(\frac{z}{2}\right) | \pi, P - \frac{\Delta}{2}\rangle_{z^+=0, z_\perp=0}, \quad (2)$$

$z^+, z_\perp = 0$. (1)
where the pion state can be either $\pi^-$, $\pi^0$ or $\pi^+$. We note $\xi = -\Delta^+/(2P^+)$ the skewness, $t = \Delta^2$ the momentum transfert, and $\{\cdot,\cdot\}$ the Wilson line along a light-like path joining the two fields at position $-z/2$ and $+z/2$. Note that $P^2 = m_\pi^2 - t/4$ where $m_\pi$ is the charged pion mass. In all the following we will adopt the light cone gauge, replacing everywhere the Wilson line by the identity.

In order to implement isospin symmetry in the system of pion GPDs, we note $\tau^1$, $\tau^2$ and $\tau^3$ the Pauli matrices, and we write $\tau^\pm = (\tau^1 \pm i\tau^2)/\sqrt{2}$. The isosinglet and isovector GPDs $H^{I=0}$ and $H^{I=1}$ are defined in terms of the following matrix elements:

$$
\left\{ \begin{array}{l}
\delta^{ab} H^{I=0}(x, \xi, t) \\
i \epsilon^{abc} H^{I=1}(x, \xi, t)
\end{array} \right\} = \frac{1}{2} \int \frac{dz^-}{2\pi} e^{ixP^+z^-}
$$

$$
\times \left\{ \begin{array}{l}
\pi^h, P + \Delta \mid \psi\left(-\frac{z}{2}\right) \{ \mathcal{T} \tau^\pm \} [\frac{-z}{2} \frac{z}{2}] \psi\left(\frac{z}{2}\right) \mid \pi^n, P - \frac{\Delta}{2}\rangle
\end{array} \right\}_{z^- = 0, z_+ = 0},
$$

where $\psi$ denotes the doublet of $u$ and $d$ quark fields, $\mathcal{T}$ is the identity, $\tau^c$ the Pauli matrices, and $|\pi^1\rangle$, $|\pi^2\rangle$ and $|\pi^3\rangle$ is a cartesian basis of the adjoint representation of the Lie algebra $su(2)$. The vectors of this base can be expressed in terms of charge eigenstates:

$$
|\pi^\pm\rangle = \frac{1}{\sqrt{2}} (|\pi^1\rangle \pm i|\pi^2\rangle),
$$

$$
|\pi^0\rangle = |\pi^3\rangle.
$$

Therefore we get:

$$
H^{I=0}(x, \xi, t) = H^u_{\pi^0}(x, \xi, t) + H^d_{\pi^0}(x, \xi, t) = H^u_{\pi^0}(x, \xi, t) + H^d_{\pi^0}(x, \xi, t),
$$

$$
H^{I=1}(x, \xi, t) = H^u_{\pi^+}(x, \xi, t) - H^d_{\pi^+}(x, \xi, t) = -(H^u_{\pi^-}(x, \xi, t) - H^d_{\pi^-}(x, \xi, t)),
$$

$$
0 = H^u_{\pi^0}(x, \xi, t) - H^d_{\pi^0}(x, \xi, t).
$$

From Eq. (6) and Eq. (7) we deduce that:

$$
H^u_{\pi^\pm}(x, \xi, t) = H^d_{\pi^\mp}(x, \xi, t),
$$

and adding Eq. (6) and Eq. (8) we get:

$$
H^u_{\pi^0}(x, \xi, t) = H^d_{\pi^0}(x, \xi, t) = \frac{1}{2}(H^u_{\pi^+}(x, \xi, t) + H^d_{\pi^+}(x, \xi, t)).
$$

Therefore isospin symmetry dictates that all the information for the whole system of pions GPDs (and thus of pion form factors or PDFs) can be equivalently encoded into $H^{I=0}$ and $H^{I=1}$ or $H^u_{\pi^+}$ and $H^d_{\pi^+}$. Unless explicitly stated otherwise, we will reserve the notations $H^u$ and $H^d$ for the $\pi^+$ state. The GPDs $H^u$ and $H^d$ are the objects we compute in Sec. 2.

1.2 Properties from discrete symmetries and Lorentz invariance

Discrete symmetries have interesting consequences on GPDs, which are most visible in the isospin representation. Charge conjugation, $H^q_{\pi^+}(x, \xi, t) = -H^q_{\pi^-}(-x, \xi, t)$ for $q = u, d$, combined with isospin symmetry requirements further yields:

$$
H^q_{\pi^+}(x, \xi, t) = -H^q_{\pi^-}(-x, \xi, t).
$$

In terms of the GPDs corresponding to the $\pi^+$ state, we get:

$$
H^I(x, \xi, t) = H^u(x, \xi, t) + (-1)^{1-I} H^u(-x, \xi, t),
$$

3
which makes $H^{I=0}$ (resp. $H^{I=1}$) an odd (resp. even) function of $x$: $H^{I}(-x, \xi, t) = (-1)^{1-I}H^{I}(x, \xi, t)$ for $I = 0, 1$.

Analogous results hold in the forward limit ($\Delta = 0$) and manifest also themselves in sum rules. From the expression of the electromagnetic current, we introduce the quark contributions $F^{u}_{\pi}(t)$ and $F^{d}_{\pi}(t)$ to the pion ($\pi^{+}$) form factor $F_{\pi}(t)$:

$$F_{\pi}(t) = \frac{2}{3}F^{u}_{\pi}(t) - \frac{1}{3}F^{d}_{\pi}(t).$$

(13)

As a consequence of Eq. (11), we derive:

$$F^{u}_{\pi}(t) = \int_{-1}^{+1} dx H^{u}(x, \xi, t) = - \int_{-1}^{+1} dx H^{d}(x, \xi, t) = -F^{d}_{\pi}(t),$$

which means in particular that $F_{\pi}(t) = F^{u}_{\pi}(t) = -F^{d}_{\pi}(t)$. This last result and Eq. (12) imply the following sum rule for $H^{I=1}$:

$$\int_{-1}^{+1} dx H^{I=1}(x, \xi, t) = 2F^{u}_{\pi}(t) = 2F_{\pi}(t),$$

(15)

while it imposes the vanishing of the corresponding sum rule in the isoscalar channel.

On the other hand, GPDs are even functions of $\xi$ from time reversal invariance:

$$H^{a}(x, -\xi, t) = H^{a}(x, \xi, t),$$

(16)

for $a = q$ ($q = u, d$) or $a = I$ ($I = 0, 1$). The physical region for $\xi$ is $[-1, 1]$ but $\xi \geq 0$ for all known processes where GPDs can be measured. In the following we will thus consider that $\xi$ is positive without loss of generality and write:

$$\langle x^m \rangle^{\xi} = \int_{-1}^{+1} dx x^{m} H^{a}(x, \xi, t),$$

(17)

the $(m+1)^{th}$ Mellin moment of the GPD $H^{a}$. From the definition Eq. (2) for $q = u, d$, we see that:

$$\langle x^m \rangle^{q} = \frac{1}{2(P \cdot n)^{m+1}} \left\langle \pi, P + \frac{\Delta}{2} \bigg| \bar{q}(0)\gamma^{+}((\not\!D)^{m}q(0) \bigg| \pi, P - \frac{\Delta}{2} \right\rangle,$$

(18)

where $\not\!D = \frac{1}{2} (\not\!D - \not\!D)$ and $D$ stands for the covariant derivative applied on the left or the right hand sides. It is easy to see that $H$ is uniquely defined by its Mellin moments. Eq. (18) will be our starting point in Sec. 2.

Remembering Eq. (12) and Eq. (16) the polynomiality property reads:

$$\int_{-1}^{+1} dx x^{m} H^{I=0}(x, \xi, t) = 0 \quad (m \text{ even}),$$

(19)

$$\int_{-1}^{+1} dx x^{m} H^{I=0}(x, \xi, t) = \sum_{i=0, \text{ even}}^{m} (2\xi)^{i}C_{m+1}^{I=0}(t) + (2\xi)^{m+1}C_{m+1}^{I=0}(t) \quad (m \text{ odd}),$$

(20)

$$\int_{-1}^{+1} dx x^{m} H^{I=1}(x, \xi, t) = \sum_{i=0, \text{ even}}^{m} (2\xi)^{i}C_{m+1}^{I=1}(t) \quad (m \text{ even}),$$

(21)

$$\int_{-1}^{+1} dx x^{m} H^{I=1}(x, \xi, t) = 0 \quad (m \text{ odd}).$$

(22)

The coefficients $C_{m+1}^{I}(t)$ are sometimes called generalized form factors. For a given integer $m$, Eqs. (19-22) establish that the highest powers of $\xi$ appear only in the isoscalar GPD.
1.3 Double Distributions and support properties

Using notations similar to those of Eq. (2), the DDs $F^q$ and $G^q$ associated to the quark flavor $q$ are defined by the following matrix element:

\[
\left\langle P + \frac{\Delta}{2} \bigg| q\left(-\frac{z}{2}\right) \gamma^\mu q\left(\frac{z}{2}\right) \bigg| P - \Delta \right\rangle_{z^2=0} = 2P^\mu \int_\Omega d\beta d\alpha e^{-i\beta P \cdot z + i\alpha \frac{\Delta}{2} z} F^q(\beta, \alpha, t) - \Delta^\mu \int_\Omega d\beta d\alpha e^{-i\beta P \cdot z + i\alpha \frac{\Delta}{2} z} G^q(\beta, \alpha, t) + \text{higher twist terms.}
\]

(23)

Unless explicitly needed, the $t$-dependence will not be mentioned. $F^q$ and $G^q$ vanish outside the rhombus $\Omega$ defined by:

\[|\alpha| + |\beta| \leq 1.\]

(24)

The invariance of QCD under time reversal implies that $F^q$ is $\alpha$-even and $G^q$ is $\alpha$-odd.

Using the definition of the skewness $\xi$, the projection of Eq. (23) onto the light-cone vector $n$ writes:

\[
\left\langle P + \frac{\Delta}{2} \bigg| q\left(-\frac{z}{2}\right) \gamma^+ q\left(\frac{z}{2}\right) \bigg| P - \Delta \right\rangle_{z^+ = 0, z^- = 0} = 2P^+ \int_\Omega d\beta d\alpha e^{-iP^+ z^- (\beta + \alpha \xi)} (F^q(\beta, \alpha) + \xi G^q(\beta, \alpha)).
\]

(25)

Integrating over $z^-$ the l.h.s. of Eq. (25) multiplied by the phase term $e^{ixP^+ z^-}$ yields the well-known relation between GPDs and DDs:

\[H^q(x, \xi, t) = \int_\Omega d\beta d\alpha (x - \beta - \alpha \xi) (F^q(\beta, \alpha, t) + \xi G^q(\beta, \alpha, t)).\]

(26)

The support property $x \in [-1, +1]$ of the GPD $H^q$ can be readily obtained from this equation.

We now introduce the twist-2 quark operator:

\[O^q_{\mu_1 \cdots \mu_m} = \bar{q} \gamma^\mu_1 \overset{\leftrightarrow}{D} \mu_1 \cdots \overset{\leftrightarrow}{D} \mu_m \gamma^\nu q,\]

(27)

where the notation $\{\ldots\}$ indicates complete symmetrization and trace subtraction of the enclosed indices. The expansion of the l.h.s. of Eq. (23) writes:

\[
\left\langle P + \frac{\Delta}{2} \bigg| q\left(-\frac{z}{2}\right) \gamma^\mu q\left(\frac{z}{2}\right) \bigg| P - \Delta \right\rangle = \sum_{m=0}^{\infty} \frac{(-i)^m}{m!} z_{\mu_1} \cdots z_{\mu_m} \left\langle P + \frac{\Delta}{2} \bigg| O^q_{\mu_1 \cdots \mu_m} (0) \bigg| P - \Delta \right\rangle + \text{higher twist terms},
\]

(28)

while the expansion of the r.h.s. reads:

\[
\begin{align*}
2P^\mu & \int_\Omega d\beta d\alpha e^{-i\beta P \cdot z + i\alpha \frac{\Delta}{2} z} F^q(\beta, \alpha) - \Delta^\mu \int_\Omega d\beta d\alpha e^{-i\beta P \cdot z + i\alpha \frac{\Delta}{2} z} G^q(\beta, \alpha) \\
& = \sum_{m=0}^{\infty} \int_\Omega d\beta d\alpha \left(2F^q(\beta, \alpha)P^\mu - \Delta^\mu G^q(\beta, \alpha)\right) \left(\frac{-i}{m!}\right)^m \left(\beta P \cdot z - \alpha \frac{\Delta \cdot z}{2}\right)^m + \text{higher twist terms}, \\
& = \sum_{m=0}^{\infty} \int_\Omega d\beta d\alpha \left(2F^q(\beta, \alpha)P^\mu - \Delta^\mu G^q(\beta, \alpha)\right) \left(\frac{-i}{m!}\right)^m \sum_{k=0}^{m} \binom{m}{k} \beta^{m-k}(P \cdot z)^{m-k} \alpha^k \left(\frac{\Delta \cdot z}{2}\right)^k + \text{higher twist terms}.
\end{align*}
\]

(29)
Consider the moments $F_{mk}^q(t)$ and $G_{mk}^q(t)$:

$$F_{mk}^q = \int_\Omega d\beta d\alpha \alpha^k \beta^m F_q(\beta, \alpha),$$

(30)

$$G_{mk}^q = \int_\Omega d\beta d\alpha \alpha^k \beta^m G_q(\beta, \alpha).$$

(31)

The identification of leading-twist terms in both Eq. (28) and (29) yields:

$$\langle P + \frac{\Delta}{2} \bigg| \mathcal{O}_{q}^{\mu_1 \ldots \mu_m}(0) \bigg| P - \frac{\Delta}{2} \rangle = \sum_{k=0}^{m} \binom{m}{k} \left[ \frac{F_{mk}^q(t)}{2} \Delta^{\mu} P_{\mu} \ldots P_{\mu_{m-k}} \left( -\frac{\Delta}{2} \right)^{\mu_{m-k+1}} \ldots \left( -\frac{\Delta}{2} \right)^{\mu_m} \right].$$

(32)

Eq. (32) will be the key element for the determination of the DDs from the matrix elements between pion states of the twist-2 quark operators.

2 GPD modeling in the Dyson-Schwinger – Bethe-Salpeter approach

Modeling GPDs remains today a hard task and must be done carefully. Indeed Eq. (2) shows that GPDs are nonlocal nonperturbative objects defined on the light cone of Minkowskian spacetime. GPDs models should pass stringent tests, like the fulfillment of the polynomiality property, which is at the same time hard to implement and not constraining enough to pin down a first principle parameterization.

As emphasized above, a GPD is uniquely defined by its Mellin moments. The relation (18) expresses the Mellin moments of a GPD in terms of matrix elements of local operators; this allows the computation of Mellin moments in Euclidean spacetime (as it is the case in the Dyson-Schwinger or lattice QCD approaches) and the translation of the result back to Minkowskian spacetime. We have also seen that the interplay of Lorentz covariance and discrete symmetry is most visible in the isoscalar and isovector GPDs through Eqs. (19-22).

However the reconstruction of the GPD from the knowledge of its Mellin moments is a nontrivial task that will be further discussed in a future publication. This problem can be solved by computing DDs since the relation (26) allows a direct reconstruction of the GPD. The matrix element involved in the computation (18) of the Mellin moments of the GPD is parameterized in terms of DDs as written down in Eq. (32).

Our modeling strategy thus consists in the identification of the DDs $F^q$ and $G^q$ from the computation of the matrix element between pion states of momenta $P \pm \Delta/2$ of the twist-2 quark operator $\mathcal{O}^{\mu_1 \ldots \mu_m}_q$, as can be diagramatically seen in Fig. 1. From now on, all definitions and computations will be expressed in Euclidean spacetime, and we will come back to Minkowskian spacetime in Sec. 3 to compare our model to existing data.

Among the many attempts to apply the Dyson-Schwinger formalism to describe the structure of hadrons (see, for instance Ref. [20,21] and references therein), we take Ref. [49] as an enlightening starting point. There, the authors developed a systematic procedure to compute the pion DA from the Bethe-Salpeter amplitude. Their model relies on the computation of the DA’s Mellin moments supplemented by an appropriate reconstruction method. This strategy is adapted in the present study to the computation of the pion GPD $H$. In spite of the phenomenological relevance of gluon GPDs [50] or the general interest in gluon contributions by themselves [51], we model only quark GPDs. We further neglect gluon contributions that are not included in the gap equations, the Dyson-Schwinger equation or the evolution equations for QCD. This may be harmless for the phenomenology of pion GPDs since most of the relevant data lie in the valence region [52–54]. Thus, we write the $(m + 1)^{th}$
Mellin moment of $H$ as\(^1\):

$$2(P \cdot n)^{m+1} (x^m)^n = \text{tr}_{CFD} \int \frac{d^4 k}{(2\pi)^4} (k \cdot n)^m \tau_+ i \Gamma_\pi \left( \eta(k - P) + (1 - \eta) \left( k - \frac{\Delta}{2} \right), P - \frac{\Delta}{2} \right)$$

$$S(k - \frac{\Delta}{2}) \ i \gamma^+ S(k + \frac{\Delta}{2})$$

$$\tau_- i \tilde{\Gamma}_\pi \left( (1 - \eta) \left( k + \frac{\Delta}{2} \right) + \eta(k - P), P + \frac{\Delta}{2} \right) S(k - P),$$

where $\text{tr}_{CFD}$ indicates that our expression is traced on color, isospin, and Dirac indices and the $\tau$'s are isospin matrices (see Figs. 1 and 2). In Eq. (33), $S$ stands for the fully dressed renormalized quark propagator, and $\Gamma_\pi$ is the effective pion-quark vertex which can be written in terms of the Bethe-Salpeter amplitude, $\chi$, as

$$\Gamma_\pi(k, K) = S^{-1}(k_2) \chi(k, K) S^{-1}(k_1),$$

where $K = k_1 + k_2$ and $k = (1 - \eta)k_1 - \eta k_2$. $k_1$ and $k_2$ stand for the quark momenta leaving the vertex. The parameter $\eta \in [0, 1]$ describes the arbitrariness in defining the position of the center of mass of the $q\bar{q}$ pair. Owing to Poincaré covariance, the final result does not depend on it. The conjugate pion-quark vertex, $\tilde{\Gamma}_\pi$, writes:

$$\tilde{\Gamma}_\pi(k, K) = C \Gamma_\pi^T (-k, -K) C,$$

where $C = \gamma^0 \gamma^2$ is the charge conjugation matrix and the superscript $T$ denotes transposition. Momentum flows and conventions are pictured in Fig. 2.

Figure 1: Triangle diagram computation of the Mellin moments of the pion GPD $H$. In blue, the propagators taken into account in the computations. The crosses represent the insertions of the tower of twist-2 quark operators $O_{\mu_1 \ldots \mu_j}^{(27)}$ with incoming 4-momentum $\Delta$.

As explained in Ref. [49], both the Bethe-Salpeter amplitude and the full quark propagator can be computed nonpertubatively by solving the corresponding gap and Bethe-Salpeter equations. This requires an appropriate truncation scheme and allows to obtain enough Mellin moments to reconstruct the pion DA. However, in this paper, as a valuable first step, we will apply the following simple algebraic

\(^1\)As discussed in Sec. 1.1, it is enough to compute the GPDs corresponding to the $\pi^+$ state, so the Bethe-Salpeter vertices are accompanied by the matrices $\tau_\pm$. From isospin symmetry we restrict ourselves to the computation of $H^u$ and $H^d$, or simply of $H^u(x, \xi, t)$ and $H^d(-x, \xi, t) \ (0 \leq x \leq 1)$ thanks to Eq. (11) (one function corresponding to a diagram, and the other to its crossed version).
Figure 2: Momenta configurations for the effective pion-quark vertex (a) and its conjugate (b), defined from the Bethe-Salpeter amplitude.

Model for both the euclidean quark propagator and the Bethe-Salpeter amplitude:

\[
S(p) = \left[-i\gamma \cdot p + M\right] \Delta_M(p^2),
\]

\[
\Delta_M(s) = \frac{1}{s + M^2},
\]

\[
\Gamma_\pi(k, p) = i\gamma_5 \frac{M}{f_\pi} M^{2\iota} \int_{-1}^{+1} dz \rho_\nu(z) \left[\Delta_M(k^2 + z)\right]^{\nu};
\]

\[
\rho_\nu(z) = R_\nu(1 - z^2)\nu,
\]

where \(R_\nu\) normalizes to 1 the integral of \(\rho_\nu\) over \(z \in [-1, +1]\) and \(k_{+z} = k - (\frac{1 - z^2}{2} - \eta) p\). \(M\) is the only dimensionful parameter of the model and appears as an effective quark mass. This model has the merit of exhibiting most of the features of a realistic computation involving the numerical solutions of the Bethe-Salpeter and Dyson-Schwinger equations, but being easier to elucidate. It will allow us to control our work and assumptions step by step. To give the reader a quantitative understanding of the variable \(\nu\), let us remind that in Ref. [49], \(\nu = 0\) corresponds to a flat DA while \(\nu = 1\) describes an asymptotic DA.

Concerning the normalization for the Bethe-Salpeter amplitude, Mandelstam [55] proposed a normalization condition relying on charge conservation in the ladder approximation. It amounts to compute a form factor at vanishing momentum transfer with a triangle diagram approximation (as in Eq. (33) for \(m = 0\)).

Let us note \(\Gamma_{\mu}^{e.m.}\) the quark-quark-photon vertex. Using the Ward - Takahashi identity:

\[
i\Delta_\mu \Gamma_{\mu}^{e.m.}(k + \frac{\Delta}{2}, k - \frac{\Delta}{2}) = S^{-1}(k + \frac{\Delta}{2}) - S^{-1}(k - \frac{\Delta}{2}),
\]

Mandelstam’s condition was shown [56, 57] to be equivalent to the canonical normalization of the Bethe-Salpeter amplitude, in which the 2-quark amplitude has unit residue at the bound state pole.

In our algebraic model, the parameterization of the quark propagator Eqs. (36-37) automatically fulfills the condition (40) with the bare vertex \(\gamma_\mu\). Thus our Ansatz Eqs. (38-39) for the Bethe-Salpeter amplitude will be canonically normalized if we impose \(\langle x^m \rangle_{t=1}^1 = 2\) when \(t = 0\).

We will thus inject Eqs. (36-39) into Eq. (33), for \(\eta = 0\), in order to generate the Mellin’s moments for the pion GPD.

### 3 Results: theoretical constraints and phenomenology

Hereafter, our purpose is the evaluation of Eq. (33) with Eqs. (36-39) for the Bethe-Salpeter amplitude and quark propagators, in the chiral limit \(m_\pi \to 0\) \(m_\pi^2 \ll M^2\), \(M\) being the only dimensionful scale
of our algebraic model). First we check the expected constraints on GPDs from general theoretical arguments. Then we proceed to the reconstruction of the pion PDF from its Mellin moments and to the computation of the pion form factor. Finally we compare with experimental results.

3.1 Support, polynomiality and discrete symmetries

First we outline the evaluation of the leftmost ("direct") Feynman graph in Fig. 1, giving access to the valence GPD \( H^u \); the computation of the rightmost ("crossed") Feynman graph, related to \( H^d \), is the same *mutatis mutandis*. Starting from Eq. (33), one should first replace the full quark propagator and effective pion-quark vertex by Eqs. (36-39) and use Eq. (35) for the conjugate pion-quark vertex.

The traces on flavor and color indices merely produce an overall factor. To evaluate the loop integral over \( k \), we extend the approach of Ref. [39] and get rid of the terms linear in \( k \) by introducing explicitly the denominators of the propagators of the triangle diagrams. Namely the trace on Dirac indices give the following structure to the numerator of Eq. (33):

\[
\begin{align*}
\text{Tr} \left( i\gamma_5 \left[-i \left(k - \frac{\Delta}{2}\right) \cdot \gamma + M \right] \gamma^\mu \left[-i \left(k + \frac{\Delta}{2}\right) \cdot \gamma + M \right] i\gamma_5 \right) & = 4i \left[ k^\mu \left(k^2 - 2k \cdot P + M^2 + \left(\frac{\Delta}{2}\right)^2\right) + P^\mu \left(k^2 - \left(\frac{\Delta}{2}\right)^2 + M^2\right) - \frac{\Delta^\mu}{2} 2k \cdot \frac{\Delta}{2} \right].
\end{align*}
\]

with \( A = (k - \frac{\Delta}{2})^2 + M^2 \), \( B = (k + \frac{\Delta}{2})^2 + M^2 \), and \( C = (k - P)^2 + M^2 \). Introducing Feynman parameters \( x, y, u, v, w \in [0, 1] \), one can integrate out the \( k \) dependence. In order to shorten the equations, we set:

\[
\begin{align*}
f(x, y, v, w, z, z') & = \frac{1}{2} \left(\frac{1 + z'}{2} y + \frac{1 + z}{2} x + v - w\right), \\
g(x, y, u, z, z') & = \left(\frac{1 - z'}{2}\right) y + x - \frac{1 - z}{2} + u, \\
M'(t, P^2, x, y, u, v, w, z, z')^2 & = \frac{t}{4} \left(4f^2 + y \left(\frac{1 + z'}{2}\right)^2 + x \left(\frac{1 + z}{2}\right)^2 + v + w\right) \\
& \quad + P^2 \left(-g^2 + \left(\frac{1 - z'}{2}\right)^2 y + \left(\frac{1 - z}{2}\right)^2 x + u\right).
\end{align*}
\]

Our result for any Mellin moment involves the following matrix element:

\[
\begin{align*}
\bigg\langle P + \frac{\Delta}{2} \bigg| & \mathcal{O}_{\nu}^{\mu_1 \ldots \mu_m}(0) \bigg| P - \frac{\Delta}{2} \bigg\rangle_{\text{direct}} = \\
\lambda \int_0^1 & dz dy du dv dw \int_{-1}^{+1} dz' \delta(x + y + u + v + w - 1)(xy)^{\nu-1} \rho(z) \rho(z') \\
\frac{M'^{2\nu}}{2} & \frac{\Gamma(2\nu + 1)}{\Gamma(\nu)^2} \left( f \Delta^\mu P^\mu \left(\frac{\Delta}{2}\right) - 2 P^\mu \left(\frac{\Delta}{2}\right)^2 \right) \frac{1}{(M')^{2\nu+1}} \\
& + \frac{\Gamma(2\nu)}{\Gamma(\nu)^2} \frac{1}{2} \left( P^\mu + \Delta^\mu \right) \delta(v) \frac{1}{(M')^{2\nu}} + \frac{\Gamma(2\nu)}{\Gamma(\nu)^2} \frac{1}{2} \left( P^\mu - \Delta^\mu \right) \delta(w) \frac{1}{(M')^{2\nu}} \\
& + \frac{\Gamma(2\nu)}{\Gamma(\nu)^2} \left( f \Delta^\mu + g P^\mu \right) \delta(u) \frac{1}{(M')^{2\nu}} (f \Delta + g P)^{\mu_1} \ldots (f \Delta + g P)^{\mu_m}.
\end{align*}
\]
where $\lambda$ is a normalization constant. The computation of the crossed diagram can be performed along the same lines. The final expression for the Mellin moments of the isovector and isoscalar GPDs is given in App. A.

The DDs $F^u$ and $G^u$ are then obtained by inspection of Eq. (45) using the following change of variables:

$$
\int_0^1 dx \, dy \, du \, dv \, dw \, \int_{-1}^{+1} dz \, dz' \, \delta(x + y + u + v + w - 1) \phi(x, y, u, v, w, z, z') = \int_\Omega d\beta \, d\alpha \Phi(\beta, \alpha),
$$

with:

$$
\Phi(\beta, \alpha) = \frac{1}{16} \int_{\beta+\alpha}^{\beta-\alpha} dB \, \int_{\beta-\alpha}^{\beta+\alpha} dB' \, \int_B^{1-B} dA \, \int_{-1}^{1-B} dA' \, \theta(A + A') \frac{1}{(B - A)(B' - A')} \phi\left(\frac{-A + B}{2}, \frac{A + A'}{2}, \frac{1 - B}{2}, \frac{1 - B'}{2}, -\frac{(A + B) + 2(\beta + \alpha)}{A - B}, -\frac{(A' + B') + 2(\beta - \alpha)}{A' - B'}\right),
$$

and:

$$
\alpha = -f(x, y, u, v, z, z'), \quad \beta = g(x, y, u, z, z').
$$

To demonstrate that the variables $\alpha$ and $\beta$ indeed live in the rhombus $\Omega$, we introduce a system of barycentric coordinates $(x_i)_{1 \leq i \leq 4}$ in $[0, 1]$ such that:

$$
x = x_4, \quad y = x_3(1 - x_4), \quad u = x_2(1 - x_3)(1 - x_4), \quad v = x_1(1 - x_2)(1 - x_3)(1 - x_4), \quad w = (1 - x_1)(1 - x_2)(1 - x_3)(1 - x_4).
$$

Using these new variables, the expressions of $\beta - \alpha$ and $\beta + \alpha$ read:

$$
\beta + \alpha = 1 - (x_4(1 + z) + (1 - x_4)[2x_1(1 - x_2)(1 - x_3)]),
$$

$$
\beta - \alpha = -1 + 2 \left( x_4 + (1 - x_4) \left[ \frac{1 - z'}{2} + (1 - x_3)(x_2 + (1 - x_2)x_1) \right] \right).
$$

In Eq. (55) we recognize the center of mass of the system $(1 + z)$ and $[2x_1(1 - x_2)(1 - x_3)]$ with respective weights $x_4$ and $1 - x_4$, which means that $x_4(1 + z) + (1 - x_4)[2x_1(1 - x_2)(1 - x_3)]$ can be any number between 0 and 2. Consequently $-1 \leq \beta + \alpha \leq +1$. The same barycentric interpretation applied to Eq. (56) establishes $-1 \leq \beta - \alpha \leq +1$. This set of inequalities can be summarized by $|\alpha| + |\beta| \leq 1$.

In passing, we note that $\beta \geq 0$ for the direct diagram, while $\beta \leq 0$ for the crossed diagrams. From Eq. (26) we see that the valence GPD computed in the crossed diagram has a support $x \in [-\xi, +1]$, which is exactly what is expected on general grounds [6, 7]. Note also that the same change of variables can be particularized to the direct (i.e. without evaluating a GPD as an intermediate step) computation of a meson PDF.

The DDs $F^u$ and $G^u$ we identify in our computation are respectively $\alpha$-even and $\alpha$-odd as requested from discrete symmetry requirements. To complete our calculation we only need to keep track of the normalization of the Bethe-Salpeter amplitude. From Eq. (32) (or its realization Eq. (45)) it is easy to compute the Mellin moments of the GPD $H^u$ and use the normalization condition (15) at $t = 0$, hence specifying the multiplicative factor $\lambda$ (see App. A). Within the previously developed framework, we
are able to compute analytically every integral and thus to give analytic expressions of the DDs $F^u$ and $G^u$, as shown in App. A.

Let us summarize briefly. Starting with a triangle diagram evaluation, five Feynman parameters $x, y, u, v, w$ (living in $[0, 1]$) and two convolution parameters $z, z'$ (living in $[-1, 1]$), we have analytically demonstrated that the support property holds. The quark longitudinal momentum fraction is smaller than 1 and the behavior of DDs at the cusps of the rhombus ensures the vanishing of the GPD at $x = \pm 1$ and the continuity of the GPD at $x = \xi$. We can also analytically prove that the polynomiality property holds up to the highest order.

From now on, we will neglect the pion mass effects, i.e. $P^2 \approx -\frac{t}{4}$. We will also set the single dimensionless parameter of our model, $M$, to a typical constituent quark mass: 350 MeV. The dimensionless parameter $\nu$ is set to 1. The functional form of the GPD is shown on Fig. 3. The support property $x \in [-\xi, 1]$ is manifest.

Our full computation (see results in App. A) gives a direct $t$-dependence as a rational function illustrated on Fig. 4 for $\xi = 0$. On the other hand, we can take Eqs. (66-67) at vanishing $t$, integrate over $\alpha$ and $\beta$ and obtain the following expression for the GPD $H^u$ in the DGLAP region:

$$
H^u_{x \geq \xi}(x, \xi, 0) = \frac{48}{5} \left\{ \frac{3(-22x-1)^4(2x^2-5\xi^2+3)}{20(\xi^2-1)^3} \log(1-x) + \frac{3(4x(15x^2+1)(19x+29)\xi^4+5x(x(x+11)+21)+3)\xi^3}{20(\xi^2-1)^3} \tan^{-1}\left(\frac{x-1}{x-\xi}\right) \right. \\
+ \frac{3(2x-4)x+15-30-15(2x+5+5)\xi^4}{20(\xi^2-1)^3} \log(x^2-\xi^2) \\
+ \frac{3(-5x(x+2)+36)18\xi^2-15\xi^6}{20(\xi^2-1)^3} \log(x^2-\xi^2) \\
+ \frac{3(2x-1)((23x+58)\xi^4+(x(x+67)+112)+6)\xi^2+x((5-2x)x+15)+3))}{20(\xi^2-1)^3} \\
+ \frac{3(15(2x+5)+5)\xi^4+10x(3(x+5)+11)\xi^2}{20(\xi^2-1)^3} \log(1-\xi^2) \\
+ \frac{3(2(5x+2)+6+15\xi^6-5\xi^3+3)\log(1-\xi^2)}{20(\xi^2-1)^3} \right\}, \tag{57}
$$

and in the ERBL region:

$$
H^u_{|x| \leq \xi}(x, \xi, 0) = \frac{48}{5} \left\{ \frac{6x(x-1)^4}{40\xi(\xi^2-1)^3} \log(1-x) + \frac{6x(15x^2+1)(19x+29)\xi^4+5x(x(x+11)+21)+3)\xi^3}{40\xi(\xi^2-1)^3} \log(2x) \\
+ \frac{6x(\xi+1)^3}{40\xi(\xi^2-1)^3} ((38x+13)\xi^2+6x(5x+6)\xi+2x(5x+2)+6-x)\xi^2+15\xi^3-9\xi+3)\log(\xi+1) \\
+ \frac{6x(x-\xi)^3}{40\xi(\xi^2-1)^3} ((7x-58)\xi^2+6(4x-4)\xi+2(4-x)\xi+15)+15\xi^3+75\xi-30)\log(\xi-x) \\
+ \frac{3(\xi-1)(x+\xi)(4x^4\xi-2x^3\xi^2(\xi^2+7)+x^2(\xi((119-25\xi)\xi^2+5)+15))}{40\xi(\xi^2-1)^3} \\
+ \frac{3(\xi-1)(x+\xi)(x\xi(\xi(\xi(\xi(71\xi^2+5)+219)+9)+2\xi(2(34\xi^2+5)+9)+3))}{40\xi(\xi^2-1)^3} \right\}. \tag{58}
$$

We remind that $\xi \geq 0$. Despite apparent singularities at $\xi = 0$ and 1 in Eq. (57) and (58), it should be stressed that the GPD is actually nonsingular at these points.
3.2 Pion Form Factor

As our computations have been done in euclidean theory, the following comparisons require to move our kinematic variables from euclidean space to minkowskian space, i.e. \( t_E = -t_M \).

The sum rule (15) can now be invoked for a first phenomenological test of our simple model. Thus, one can directly compare the \( t \)-behavior of the pion form factor provided by our model to experimental data.

Measurements of space-like pion electromagnetic form factors are mostly contained in two datasets. The first one was obtained by the NA7 Collaboration at CERN [58] and cover the range \( 0.014 < -t < 0.26 \) GeV\(^2\) by scattering 300 GeV pions on the electrons of a liquid hydrogen target. The measured electric charge radius of the pion is:

\[
\langle r^2_\pi \rangle_{\text{exp}} = \left. -6 \frac{d F_\pi}{dt} \right|_{t=0} = 0.439 \pm 0.008 \text{ fm}^2. \tag{59}
\]

The second one is a result of the \( F_\pi \) Collaboration at Jefferson Lab [59] and explores a complementary kinematic domain \( 0.60 < -t < 2.45 \) GeV\(^2\) through the high-energy electroproduction of a pion on a nucleon.

Fig. 5 shows a excellent agreement between experimental data and our model for \( \nu = 1 \) and \( M = 0.35 \) GeV. \( M \) has a typical constituent quark mass, while \( \nu = 1 \) corresponds to the case of an asymptotic DA in Ref. [49]. The model’s sensitivity to the quark mass is also displayed by adding the predictions for two more masses roughly in the same ballpark, \( M = 0.25 \) GeV and \( M = 0.45 \) GeV. After a simple dimensional analysis with Eq. (59), we can see that our model would reach agreement with the NA7 Collaboration value for \( M = 339 \pm 3 \) MeV, which is close to our choice of \( M = 350 \) MeV. Indeed, we see on Fig. 5 that our model tends to pass through the upper part of the error bars of the measurements at small \( t \), and through the lower part of the error bars at large \( t \). Presumably a fit varying both \( M \) and \( \nu \) would permit a perfect agreement to the data at both low \( t \), providing a pion charge radius compatible with NA7 data, and large \( t \). However such precision studies would not be relevant with our simple model. Let us remind that this algebraic model is the first step towards an implementation of the full numerical solution of the Bethe-Salpeter and Dyson-Schwinger equation. The present successful comparison to experimental data is a very encouraging result in our exploratory study.
3.3 Pion Parton Distribution Function

The forward limit is another case where our GPD model can be confronted to experimental data since the GPD reduces to the usual PDF:

\[ q(x) = H^q(x, 0, 0). \]  

(60)

Using Eq. (26), the pion valence PDF \( \beta \geq 0 \) can be expressed in terms of DDs:

\[ q(x) = 2 \int_0^{1-x} d\alpha F^q(x, \alpha). \]  

(61)

This yields:

\[ q(x) = \frac{72}{25} \left( (30 - 15x + 8x^2 - 2x^3)x^3 \log x + (3 + 2x^2)(1 - x)^4 \log(1 - x) + (3 + 15x + 5x^2 - 2x^3)x(1 - x) \right), \]  

(62)

which, by construction, has the correct support property, and vanishes at the endpoints. This expression is derived by other means in Ref. [60]. For large \( x \) we observe the following asymptotic behavior:

\[ q(x) \simeq \frac{108}{5} (1 - x)^2 \text{ when } x \to 1^-. \]  

(63)

This asymptotic \((1 - x)^2\) behavior is predicted in the parton model [61,62]. Either in perturbative QCD [63,64] or within a nonperturbative Dyson-Schwinger approach [20,65,66], a large-\( x \) behavior like \((1 - x)^{2+\gamma}\) (with an anomalous dimension \( \gamma > 0 \)) is predicted. This is completely consistent with our result in Eq. (63). The latter is an interesting and very consistent outcome of our simple algebraic model applied to the GPD computation within the Bethe-Salpeter and Dyson-Schwinger frameworks.

Beyond the intrinsic interest of an expression such as Eq. (62), we can also start a quantitative discussion of the numerical reconstruction of a PDF from the knowledge of its Mellin moments. Indeed we can get a flavor of the shape of the PDF from the knowledge of the \( \simeq 20 \) Mellin moments of GPD that we computed with an absolute numerical uncertainty \( \simeq 10^{-6} \). Consider for example a Gegenbauer polynomial basis \( C_n^{(\alpha)}(x) \):

\[ H^q(x, 0, 0) = (1 - x^2)^{\alpha - \frac{1}{2}} \sum_{n=0}^{N(\alpha)} d_n^{(\alpha)} C_n^{(\alpha)}(x), \]  

(64)

Figure 5: The pion form factor \( F_\pi \) computed at \( M = 0.35 \text{ GeV}(\text{solid black line}), 0.25 \text{ GeV}(\text{dot-dashed blue line}) \) and \( 0.45 \text{ GeV}(\text{dashed blue line}), \) with \( \nu = 1 \) for the three cases. Experimental data are taken from Ref. [58,59]. The rightmost plot corresponds to a zoom of the dash-delimited area in the leftmost plot allowing to emphasize the constrain provided by the large number of data points in the low-momentum region.
for \( a = q, (q = u, d) \) or \( a = I, (I = 0, 1) \). The coefficients \( d^{(\alpha)}_{n} \) can be expressed as linear combinations of the first \( N(\alpha) \) Mellin moments of the PDF. \( \alpha \) and \( N(\alpha) \) can be adjusted to obtain a fast-converging series in Eq. (64). The DD and polynomial reconstructions are compared on the left panel of Fig. 6. Indeed, the knowledge of \( \approx 20 \) Mellin moments of the PDF already allows a good quantitative reconstruction of the pion valence PDF. However we observe the oscillations typical of an expansion onto a polynomial basis for \( x \leq 0 \), while the support property is exactly satisfied in the DD approach.

![Figure 6: Left: Pion valence PDF reconstructed from the first Mellin moments evaluated with \( \nu = 1 \) (red dashed line), compared to the exact results obtained from DDs, Eq. (62). Right: Mellin moments from our model and obtained with the parameterization of Aicher et al.\cite{67} run with DGLAP equation down to \( Q = 0.40 \text{ GeV} \) and 0.42 GeV.]

The Mellin moments \( \langle x^{m} \rangle_{q} (\xi, t) \) (18) are dimensionless functions of \( \xi, t, M \) and \( \nu \), and thus depend only on \( \nu, \xi \) and \( t/M^{2} \). Therefore in the forward limit the pion PDF, defined by its Mellin moments, is a function of \( x \) and \( \nu \) only. In the following we will keep \( \nu = 1 \) and take \( M \) fixed at 0.35 GeV.

The factorization scale dependence of the GPD has not been set yet since form factors, being observable quantities, do not depend neither on factorization nor renormalization scales. We will now consider that our model is defined at an initial scale \( Q_{i} \) to be determined. At this scale the functional form of the GPD is given by Eqs. (36-39).

Pion PDFs have been measured by the E615 Collaboration at Fermilab\cite{52} in a Drell - Yan process and data have been very recently analysed \cite{67} and shown to yield a reliable parameterization of the pion valence PDF at the low scale \( Q_{0} = 0.63 \text{ GeV} \). Thus, in order to find the (low) definition scale \( Q_{i} \) of our model, we can compute the Mellin moments for this parameterization, run a leading-order DGLAP evolution equation \cite{68-70} from \( Q_{0} \) downward until we find a scale where the evolved Mellin moments compare well to our model expectation. This study is summarized in the right panel of Fig. 6, where we see that \( Q_{i} \approx 400 \text{ MeV} \) allows a good agreement with the PDF extracted from experimental data. Very recently, a refined treatment, so far developed only for the pion PDF in a different context \cite{60}, improves its agreement with the E615 data.

4 Conclusion

GPDs contain unique information about the three-dimensional structure of hadrons and have been triggering a lot of theoretical and experimental activities since the mid-nineties. They are also key-component of the physics cases of Jefferson Lab’s upgrade at 12 GeV and of a potential future

---

2They measured a \( \pi^{-} \) beam interacting with a tungsten target to produce a muon pair, where the longitudinal momentum fraction of the struck quark in the pion is larger than 0.21 and the hard scale, provided by the invariant muon mass, is larger than 4.05 GeV.
Electron-Ion Collider. However the computation of GPDs relying on QCD first principles is still an open question, even on the lattice where only few Mellin moments can be evaluated. This paper is a first step forward in a program aimed at modeling GPDs within the nonperturbative framework of QCD Dyson-Schwinger and Bethe-Salpeter equations, using well-defined and systematically improvable approximations.

By definition, GPDs and DDs parameterize matrix elements of nonlocal operators. Here we have followed the Operator Product Expansion approach to expand the pion GPD onto an infinite tower of local operators. Inserted in triangle diagrams, these matrix elements provide systematic expressions for the computation of DDs and of the Mellin moments of pion GPD \( H \) at any order. The pion GPD is then recovered from the DDs thanks to a Radon transform.

The main ingredients for the computations of DDs and GPDs are the full quark propagator and the Bethe-Salpeter amplitude. Both should be derived by solving, respectively, the quark gap and the Bethe-Salpeter equations. Their implementation for the computations of DDs and GPDs is left for future work. Here we applied a simple analytical model for both the full quark propagator and the Bethe-Salpeter amplitudes. This model, exhibiting most of the analytic features of the realistic Dyson-Schwinger and Bethe-Salpeter solutions, satisfies several theoretical constraints. In particular the support and polynomiality properties, and the consequences of time-reversal invariance and charge conjugation can be checked analytically. An analytic expression of the pion valence PDF at a low scale is also derived.

Furthermore, this simple model accounts already well for available experimental data. We successfully compared the zeroth order Mellin moment of the pion GPD to pion form factor measurements for space-like momentum transfer \( -t \) between 0 and 2.5 GeV\(^2\). We obtained a remarkable agreement with the data by adjusting only one parameter encoding a constituent quark mass \( M \). We also confronted our model PDF to an extraction of the valence PDF from Drell - Yan data. The Mellin moments of the extracted PDF run with DGLAP equations down to a scale \( Q_i \approx 400 \) MeV are in good agreement with the Mellin moments directly obtained in the model. At last, we have used a basis of Gegenbauer polynomials for a preliminary discussion of the reconstruction of the pion PDF from its Mellin moments, outlining the advantages of our computational strategy involving DDs. Nicely, the computed PDF behaves in the large-\( x \) domain in a fully consistent way with previous studies on the pion valence quark PDF using (nonperturbative) numerical solutions of the Dyson-Schwinger equation and perturbative QCD arguments.

For the scope of the present exploratory study, we retain that our form factor and PDF results are in good agreement with experiment and validate the general functional form of the model. In a forthcoming work, we will present a detailed study of the reconstruction of the pion GPD in connection with Double Distribution models. We will also discuss more closely the aspects related to QCD evolution, allowing in particular comparisons to lattice evaluations of Mellin moments of pion GPDs [71].
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A Analytic expressions for Mellin moments and Double Distributions

We have obtained the following Mellin moments for the isoscalar (+) and isovector (−) GPDs, as explained in Sec. 3, from Eq. (45):

\[
\langle x^m \rangle_{f=0,1} = \lambda \int dx dy du dv dz' \left( \frac{M^2}{M^2} \right)^{2\nu} \delta(1-x-y-u-v-w)x^{\nu-1}y^{\nu-1}\rho(z)\rho(z') \\
\left[ (g-2\xi f)^m (g+1-2\xi f) \pm (-g-2\xi f)^m (-g-1-2\xi f) \right. \\
+ \frac{1}{2}((-2\xi f+g-1)(g-2\xi f)^m \pm (-2\xi f-g+1)(-g-2\xi f)^m) \\
+ \frac{m}{2} ((g-2\xi f)^m-1)((g-2\xi f)^2-\xi^2) \pm (-g-2\xi f)^{m-1}((-g-2\xi f)^2-\xi^2)) \\
+ \frac{\Gamma(2\nu+1)}{2M^2\Gamma(2\nu)} (g-2\xi f)^m \left( (g-2\xi f)(tf^2 + P^2(y^2 - 2g) + \frac{t}{4} + M^2) \\
+ t^2 f^2 + P^2g^2 - \frac{t}{4} + tf\xi + M^2 \right) \pm \frac{\Gamma(2\nu+1)}{2M^2\Gamma(2\nu)} (-g-2\xi f)^m \left( (-g-2\xi f) \\
\times (tf^2 + P^2(y^2 - 2g) + \frac{t}{4} + M^2) - tf^2 - P^2g^2 + \frac{t}{4} + tf\xi - M^2 \right) \right].
\]

(65)

This proves analytically that our algebraic model fulfills the polynomiality property Eqs. (19-22). Our result is independent of the parameter \(\eta\) appearing in Eq. (33) as expected in a Poincaré-covariant computation. Then, as explained in the main text, the DDs can be readily identified from Eq. (65) using Eq. (18) and Eq. (32):

\[
F^\mu(\beta, \alpha, t) = \frac{48}{5} \left\{ -18M^4t(\beta - 1)(\alpha - \beta + 1)(\alpha + \beta - 1) \left( (\alpha^2 - (\beta - 1)^2) \tanh^{-1} \left( \frac{2\beta}{\alpha^2 + (\beta - 1)^2} \right) + 2\beta \right) \right. \\
+ \frac{9M^4(\alpha + \beta + 1) (-4\beta (\alpha^2 + \beta^2 + 1) + 2\tanh^{-1} \left( \frac{2\beta}{\alpha^2 + \beta^2 + 1} \right))}{4(\alpha - \beta - 1) (4M^2 + t ((\beta - 1)^2 - \alpha^2))^2} \\
+ \frac{9M^4(\alpha - \beta + 1) \left( (\alpha^4 - 2\alpha^2 (\beta^2 + 1) + \beta^2 (\beta^2 - 2)) \log \left( \frac{1(\alpha - \beta - 1)(\alpha + \beta + 1)}{\alpha^2 - (\beta - 1)^2} \right) \right)}{4(\alpha - \beta - 1) (4M^2 + t ((\beta - 1)^2 - \alpha^2))^2} \\
+ \frac{9M^4(\alpha - \beta - 1) \left( -4\beta (\alpha^2 + \beta^2 + 1) + 2\tanh^{-1} \left( \frac{2\beta}{\alpha^2 + \beta^2 + 1} \right) \right)}{4(\alpha + \beta + 1) (4M^2 + t ((\beta - 1)^2 - \alpha^2))^2} \\
+ \frac{9M^4(\alpha + \beta - 1) \left( (\alpha^4 - 2\alpha^2 (\beta^2 + 1) + \beta^4 - 2\beta^2) \log \left( \frac{1(\alpha - \beta - 1)(\alpha + \beta + 1)}{\alpha^2 - (\beta - 1)^2} \right) \right)}{4(\alpha + \beta - 1) (4M^2 + t ((\beta - 1)^2 - \alpha^2))^2} \\
+ \frac{9M^4(\alpha - \beta + 1)(\alpha + \beta - 1)^2 \left( 2(\alpha^2 - \beta^2 + \beta) \right)}{(4M^2 + t ((\beta - 1)^2 - \alpha^2))^2} \\
\times \tanh^{-1} (\alpha - \beta) + \tanh^{-1} (\alpha + \beta) \right\}.
\]

(66)
\[ G^\alpha(\beta, \alpha, t) = \frac{48}{5} \left\{ -18M^4t\alpha(\alpha - \beta + 1)(\alpha + \beta - 1) \left( (\alpha^2 - (\beta - 1)^2) \tan^{-1} \left( \frac{2\beta}{\alpha + \beta} \right) + 2\beta \right) \\
- 9M^4(\alpha - \beta + 1) \left[ -4\beta(-\alpha^2 + \beta^2 + 1) + 2\tan^{-1} \left( \frac{2\beta}{\alpha + \beta} \right) \right] \\
- \frac{4(\alpha - \beta - 1)(4M^2 + t((\beta - 1)^2 - \alpha^2))^2}{4(\alpha - \beta - 1)(4M^2 + t((\beta - 1)^2 - \alpha^2))^2} \\
9M^4(\alpha - \beta + 1) \left( (\alpha^4 - 2\alpha^2(\beta^2 + 1) + \beta^2(\beta^2 - 2)) \log \left( \frac{\alpha - \beta - 1(\alpha + \beta + 1)}{\alpha^2 - (\beta - 1)^2} \right) \right) \\
+ \frac{4(\alpha + \beta - 1)(4M^2 + t((\beta - 1)^2 - \alpha^2))^2}{4(\alpha + \beta + 1)(4M^2 + t((\beta - 1)^2 - \alpha^2))^2} \\
9M^4(\alpha - \beta + 1)^2(\alpha + \beta - 1)^2 \left( \frac{2(\alpha^2 - \beta^2 + \beta)}{\alpha^2 - 2\alpha(\beta + 1) + \beta(\beta - 1)^2} - \tan^{-1}(\alpha - \beta) + \tan^{-1}(\alpha + \beta) \right) \\
+ \frac{4(\alpha + \beta - 1)(4M^2 + t((\beta - 1)^2 - \alpha^2))^2}{4(\alpha + \beta + 1)(4M^2 + t((\beta - 1)^2 - \alpha^2))^2} \right\} \tag{67} \]

Several comments are in order here. First of all, our model corresponds to a very general case where the DDs do not vanish on the edges of the rhombus, but only at the corners. This is enough to fulfill the support property of GPDs and DDs, the continuity at \( x = \xi \) and the vanishing at \(|x| = 1\) of the GPD. Indeed the behavior of the GPD at \( x = \pm 1 \) or \( x = \pm \xi \) is related to the analytic properties of the DDs at the vertices of the rhombus \( \Omega \). More precisely\(^3\) we see that:

\[ H^q(x, \xi) \simeq (1 - x) \frac{2}{1 - \xi^2} \left( F^q(1, 0) + \xi G^q(1, 0) \right) \text{ when } x \to 1^-, \tag{68} \]

and:

\[ H^q(x, \xi) - H^q(\xi, \xi) \simeq \frac{x - \xi}{\xi} \left( \int_{\xi/\xi}^{\xi/\xi} d\beta \left[ \frac{1}{\xi} \partial_\alpha F^q \left( \frac{\beta}{\xi}, \frac{\xi - \beta}{\xi} \right) + \partial_\alpha G^q \left( \frac{\beta}{\xi}, \frac{\xi - \beta}{\xi} \right) \right] \\
+ \frac{-2\xi}{1 - \xi^2} \left( F^q(0, 1) + \xi G^q(0, 1) \right) \right) \text{ when } x \to \xi, \tag{69} \]

with similar relations for \( x \) close to \(-1\) or \(-\xi\). The vanishing of the pion GPD \( H^q \) at \( x = \pm 1 \) has been established in perturbative QCD [72] with a polynomial fall-off:

\[ H^q(x, \xi) \simeq \frac{(1 - x)^2}{1 - \xi^2} \text{ when } x \to 1^- \tag{70} \]

We see from Eq. (68) that the pion GPD \( H^q \) vanishes at \( x = \pm 1 \) as soon as the DDs \( F^q \) and \( G^q \) are finite or not too singular at \( (\beta, \alpha) = (\pm 1, 0) \). The perturbative behavior (70) is matched when the DDs vanish fast enough. Similarly the continuity of the GPD \( H^q \) near \( x = \pm \xi \), necessary to the factorization of the DVCS amplitude [3], requires that the DDs \( F^q \) and \( G^q \) are not too singular at \( (\beta, \alpha) = (\pm 0, 1) \). This last observation has already been made in Ref. [3, 11, 73].

\(^3\)We will make repeated use of the following relation:

\[ \text{When } (b - a) \to 0 \quad \theta(a \leq z \leq b) \simeq (b - a)\delta \left( z - \frac{a + b}{2} \right). \]
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