Optical visibility range estimation device for safety improvement of unmanned navigation
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\textbf{Abstract.} Novel methodology for daytime optical visibility range estimation using digital images is presented. Proposed methodology is proved to be effective by results of computational experiments that are presented in this article. Technical suggestions about calibration, hardware and software requirements visibility range estimation device are made.

\section{1 Introduction}

Modern advanced automatic systems, such as unmanned vessels, that are being developed nowadays have to be equipped with systems for autonomous navigation, collection, processing, reception and transmission of information. The effectiveness of performance of unmanned vessel is largely determined by its ability to adapt to changing sailing conditions, which in particular include visibility conditions. Fig. 1 shows the block diagram of the onboard subsystem of the remote control system of unmanned vessel, that is being developed in [1]. Image acquisition and processing unit performs visibility range (VR) estimation and objects detection and recognition on video images. Image acquisition and processing unit, as well as other units and systems of an unmanned vessel, has to satisfy a number of requirements for mass, metrological and other indicators.

Known VR estimation devices are characterized either by low accuracy and the need for human participation in the measurement process [2], or by high cost, since they require not only a receiver, but also an optical radiation source [3].

Novel methodology for estimation the daytime optical VR using digital images is presented in this article. The results of a computational experiments of VR estimation are presented. The requirements for the hardware and software of the daytime optical VR estimation device that implements the proposed methodology are analysed.

\section{2 Visibility range estimation using digital images}

The daytime optical VR $D_v$ is defined as the greatest distance at which a black object is visible in the daytime against the sky, if the angular dimensions of the object are not less than 15\textdegree [4]. The basis of the VR estimation technique is the model [5], according to which the brightness of the image recorded in a cloudy atmosphere can be represented by the following expression

$$I = Re^{-\beta d}i + (1 - e^{-\beta d})L_{\infty},$$
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where \( R_i \) — brightness of the \( i \)th pixel of the image, determined by the reflectivity of the scene object; \( d_i \) — distance from the recording device to the scene object; \( L_\infty \) — the brightness of the sky near the horizon [4].

When observing a black object \((R = 0)\), we obtain

\[
I_{\text{black}} = (1 - e^{-\beta d_{\text{black}}})L_\infty,
\]

where \( I_{\text{black}} \) — pixel brightness of a black object in the image; \( d_{\text{black}} \) — distance from the recording device to the black object.

The contrast \( K_{\text{black}} \) between brightness \( I_{\text{black}} \) and brightness \( L_\infty \) is

\[
K_{\text{black}} = \frac{L_\infty - I_{\text{black}}}{L_\infty} = \frac{L_\infty - (1 - e^{-\beta d_{\text{black}}})L_\infty}{L_\infty} = e^{-\beta d_{\text{black}}}.
\]

Thus, the daily optical VR is the distance at which the contrast will be equal to the threshold contrast. In assessing the VR, the average threshold contrast value for daytime conditions is 0.02 [4].

Performing the substitution in the expression (3) and expressing \( D_v \), we obtain

\[
D_v = \frac{\ln 0.02}{\beta} = \frac{3.91}{\beta}.
\]

Thus, the problem of evaluating the VR could be solved by determining the attenuation coefficient \( \beta \) and subsequent calculation of \( D_v \) using expression (4).

In the presence of a pair of images (recorded in a clear and cloudy atmosphere) for a known distance from the scene object, there are two unknown values in expression (1) — \( L_\infty \) and \( \beta \). It can also be determined by writing down the expressions for the two brightness values of the image corresponding to the presence of an aerosol, and solving the system of equations

\[
\begin{aligned}
I_1 &= R_1 e^{-\beta d_1} + (1 - e^{-\beta d_1})L_\infty; \\
I_2 &= R_2 e^{-\beta d_2} + (1 - e^{-\beta d_2})L_\infty.
\end{aligned}
\]

Equations (5) is a system of nonlinear equations, the solution of which can be found numerically. To determine the conditions for solving the system of equations (5), we
consider the plan of the VR estimation system, shown in Fig. 2. The brightnesses \( R_1 \) and \( R_2 \) can be determined using an object with known brightnesses measured in a clear atmosphere (when \( \beta = 0 \)) as a marker.

![Diagram of the VR estimation system](image)

**Fig. 2.** Daytime visibility range estimation system by using digital images.

To find the dependence of the relative error in the estimation of the VR on the value of the VR, let’s define the differential \( \Delta D_v \) using expression

\[
\Delta D_v = \left( -\frac{\ln 0.02}{\beta} \right)^t \Delta \beta = \frac{\ln 0.02}{t} \Delta \beta.
\]

To determine \( \Delta \beta \), we consider the case of equality of distances to marker points. Then, with \( d_1 = d_2 \) system (5) could be written as

\[
\begin{align*}
I_1 &= R_1 t + (1 - t)L_\infty; \\
I_2 &= R_2 t + (1 - t)L_\infty,
\end{align*}
\]

where \( t = e^{-\beta d_1} \).

Having expressed \( L_\infty \) and performing the substitution, we obtain

\[
I_1 = R_1 t + (1 - t)\frac{I_2 - R_2 t}{1 - t}; \quad t = \frac{I_1 - I_2}{R_1 - R_2}.
\]

Since \( \beta = -\frac{\ln t}{d_1} \) and \( \Delta \beta = \frac{\Delta t}{td_1} \), we get

\[
\Delta D_v = -\frac{\ln 0.02}{\beta^2} \frac{\Delta t}{td_1}.
\]

And then \( \Delta t \)

\[
\Delta t = \frac{\Delta I_1 - \Delta I_2}{R_1 - R_2} = \frac{\Delta I}{R_1 - R_2}.
\]

Thus, the error in the estimation of the VR is basically determined by the errors in the measurement of brightness \( I_1 \) and \( I_2 \), and also depends on the difference \( (R_1 - R_2) \) that determines the contrast of the marker. With an 8-bit representation of the brightness of the digital image, we take a value \( \Delta I \) to be equal to 1.

As a result of substitutions \( \beta \), \( t \) and \( \Delta t \) in expression (7), the analytical dependence \( \Delta D_{vrel}(D_v) \) of the relative error of the VR estimate (in %) on the value of the VR has the following form

\[
\Delta D_{vrel}(D_v) = \frac{\Delta D_v}{D_v} = \frac{1}{R_1 - R_2} \left( \frac{d_1 \ln 0.02}{D_v} \right) \cdot 100\%.
\]

\[
\Delta D_{vrel}(D_v) = \frac{\Delta D_v}{D_v} = \frac{1}{R_1 - R_2} \left( \frac{d_1 \ln 0.02}{D_v} \right) \cdot 100\%.
\]
Fig. 3 shows the graphs of dependences (9) for various values of the distances $d_1$ when $(R_1 - R_2) = 255$. Analyzing graphs of Fig. 3 it can be concluded that the boundaries of the range of estimated VRs depend on the distance to the marker.

Fig. 4 shows the analytical and experimental dependences $\Delta D_{\text{vrel}}(D_v)$ for the same marker. To calculate the experimental dependence, a set of images was synthesized [6] with values of $\beta$ ranging from 0.0005 to 0.1 m$^{-1}$, which corresponds to a change in VR from 39.1 m up to 7820 m.

![Fig. 3. Dependencies $\Delta D_{\text{vrel}}(D_v)$ with distance $d_1$ used as a parameter.](image1.png)

![Fig. 4. Analytical and experimental dependences of accuracy as a function of visibility.](image2.png)

The obtained results allow us to justify the requirements for the object used as a marker:

1) to reduce the relative error of the VR estimation, the difference in the brightness of the marker $(R_1 - R_2)$ should be chosen as the largest — equal to 255 for an 8-bit representation of brightness;

2) the distance to the marker $d_1$ should be selected concerning the min and max values VR to be estimated, providing range of values for which the relative error does not exceed the specified value.

When deploying a VR estimation system at a real object, for example, a ship, structural elements located at a known distance from the recording device can be used as markers. Mandatory conditions - the marker must be stationary relative to the object on which the system is installed, and its illumination should be determined by natural light sources.

To clarify the brightness of the marker, it is proposed to calibrate, as a result of which the magnitude of the indicator is determined in an atmosphere close to clear. Fig. 5 shows a calibration plan for the VR estimation system. Calibration involves the use of a black object.
located at a known distance from the recording device, which allows us to describe the recorded brightness $I_{\text{black}}$ by expression (2). From (2) we get

$$\beta_c = -\frac{1}{d_{\text{black}}} \ln \left( \frac{L_{\infty} - I_{\text{black}}}{L_{\infty}} \right)$$

**Fig. 5.** Calibration of visibility range estimation system.

The actual brightness of the sky near the horizon, measured during calibration, can be used as a value of $L_{\infty}$. Values $R_1, R_2$ are determined from expressions:

$$R_1 = \frac{I_{1c} - (1 - e^{-\beta_c d_1})L_{\infty}}{e^{-\beta_c d_1}}; \quad R_2 = \frac{I_{2c} - (1 - e^{-\beta_c d_2})L_{\infty}}{e^{-\beta_c d_2}}$$

where $I_{1c}, I_{2c}$ — the brightness values of the markers measured during calibration.

Thus, a single calibration in arbitrary observation conditions allows us to specify the brightness values $R_1, R_2$ of the marker and to ensure the accuracy of the VR estimation using the proposed method will match the result of the model experiment.

## 3 Conclusions

The methodology for estimating the daytime optical VR using digital images was developed. The relative error in the estimation of the VR is analysed, the requirements for the object used as a marker are substantiated. Equations for determining the boundaries of the range of the VR estimation are obtained. A calibrating procedure is proposed.
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