Speeding-up One-vs-All Training for Extreme Classification via Smart Initialization
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Abstract

In this paper we show that a simple, data dependent way of setting the initial vector can be used to substantially speed up the training of linear one-versus-all (OVA) classifiers in extreme multi-label classification (XMC). We discuss the problem of choosing the initial weights from the perspective of three goals. We want to start in a region of weight space a) with low loss value, b) that is favourable for second-order optimization, and c) where the conjugate-gradient (CG) calculations can be performed quickly. For margin losses, such an initialization is achieved by selecting the initial vector such that it separates the mean of all positive (relevant for a label) instances from the mean of all negatives – two quantities that can be calculated quickly for the highly imbalanced binary problems occurring in XMC. We demonstrate a speedup of $\approx 3\times$ for training with squared hinge loss on a variety of XMC datasets. This comes in part from the reduced number of iterations that need to be performed due to starting closer to the solution, and in part from an implicit negative mining effect that allows to ignore easy negatives in the CG step. Because of the convex nature of the optimization problem, the speedup is achieved without any degradation in classification accuracy.
1 Introduction

Extreme Classification  In this work we consider extreme multi-label classification (XMC) problems. Here, the number of labels $l$ is very large (possibly in the millions). Such problems arise in various domains such as annotating large encyclopedia \cite{28}, image-classification \cite{9}, next word prediction \cite{26, 27}, as well as recommendation systems, web-advertising and prediction of related searches \cite{2, 29, 17}.

We assume that the fraction of positive training instances for most labels is very low – the label frequency has a long-tailed distribution \cite{8}. This is a good approximation e.g. for the large dataset from the extreme classification repository \cite{5} (cf. Figures 1 in \cite{31, 4, 28} for some examples), and for many types of data that is gathered at internet-scale \cite{1}.

One-vs-All Classifiers  Many XMC methods employ some form of a one-vs-all (OvA) classifier as the last stage of the classification procedure, in the sense that for a data point $x$ with corresponding features $f(x)$ and label $y \in \{-1, 1\}$, the predictions are calculated as

$$\text{top}_k \{w_i^T f(x) : i \in [l]\}$$  \hspace{1cm} (1)

and the training objective is to minimize (with some additional regularization terms)

$$\phi(y_i, w^T f(x_i)),$$  \hspace{1cm} (2)

where $\phi$ denotes some margin loss and $y_i$ is the corresponding label. Algorithms that follow this general structure are DiSMEC \cite{4} and ProXML \cite{3} for sparse representations $f$, and Slice \cite{17} where $f$ is some pre-trained mapping of instances to dense vectors. Other examples are Parabel \cite{30} and PPDsparse \cite{36}. Embedding-based approaches where the mapping $f$ itself is learnt, such as XML-CNN \cite{19, 37} are incompatible with the method presented in this paper. However, in some cases, even though $f$ is not parameter-free, it is only fine-tuned during the OvA training, as is the case in Astec \cite{7}.

Fast Training  Minimizing this objective using a gradient-based iterative algorithm is very computation-intensive. To reduce compute requirements – and thus energy consumption – we can make use of three generic principles

1. Try to achieve more progress per step, e.g. by using a second-order method \cite{4, 18, 13} or an adaptive step size. \cite{10, 33}
2. Make the computations of each step faster, e.g. by approximating the true loss with negative mining \cite{12, 7, 30, 36, 32}.
3. Reducing the number of necessary steps by taking a good initial guess for the weight vector. \cite{12, 18}

In this work, we focus on the second-order optimization approach using a truncated conjugate-gradient (CG) Newton optimization, as it is used in recent versions of Liblinear \cite{13} (older versions \cite{11} were using a trust-region Newton method).

Implicit Negative-Mining with Hinge-Like Losses  To a certain degree, the second point is achieved implicitly when using a loss function that becomes zero once the point is classified correctly with sufficient margin. In that case, such a training point makes no contribution to the gradient or Hessian, and thus can be skipped in these computations. This can be seen as an implicit negative mining, where the list of negatives is updated each iteration (similar to Yen et al. \cite{36}) based on the values of $y_i w^T f(x_i)$. Unlike explicit negative mining, this is not an approximation, but it also does not enforce sparsity but only exploits it when it exists. Fortunately, close to convergence when most instances are correctly classified, this leads to very sparse computations for the CG procedure. Thus one of our goals is to get into this fast regime as quickly as possible.

Choice of Initial Vector  The third idea is used in Liblinear to speed up hyperparameter sweeps. It is assumed that the solutions for two similar hyperparameter values are closely related, and as such the final weight vector of one training run can be used to warm start the next. The feasibility of this approach in (cold-start) XMC has been shown in Fang et al. \cite{12}. The basic motivation is given by
their Lemma 3.1, which states that if two label vectors are similar (measured in Hamming distance), then the optimal weight vectors with respect to a Lipschitz loss are also similar.

The strategy is thus to train the optimal weight vector for a virtual label that has only negatives. Such a label vector has small Hamming distance to all the label vectors of tail labels, and thus provides a good candidate for a starting vector. They call this strategy OvA-Primal (OvAP).

They extend this idea by building a minimum spanning tree (MST) over the labels (plus the virtual all-negative label at the root), and then training in such an order that during each training process the trained weights of a label that is very similar to the target label can be reused. This is called OvAP++.

**Shortcomings of the Existing Work** OvAP is very simple and easy to implement, but it completely ignores the positive labels for each instance. We will show that there is a computationally cheap method that allows taking them into account.

In contrast, OvAP++ makes use of the positives, but requires much more care to implement, as it breaks the embarrassingly parallel nature of the original OvA approach. Now the individual binary problems need to be solved in a certain (partial) order. This also precludes the application of this strategy to situations where all labels have to be trained simultaneously, e.g. when fine-tuning the feature representations $f$.

The evaluation of that strategy has not been done on datasets which are very large and show extreme tail-label behaviour (Wiki31K is the most "extreme" dataset they have used). In such a situation, the speed-up due to the tree procedure might not be very large, because the tail-labels will not have overlapping positives. This is supported by [12, Lemma 3.2], which implies that two labels with non-overlapping positives need not be considered for the MST. Since the root node is fixed by construction to be the all-zero label, this is likely to lead to a graph for which most of the nodes (corresponding to the tail labels) are direct children of the root, and are trained exactly as they would without the MST.

Important properties of the loss function (such as local smoothness / Lipschitz constant) sometimes are more favourable after some training epochs than right at initialization time, as evidenced e.g. by the success of cyclical learning rates [34] and warmup phases [15]. However, the existing analysis focuses only on finding an initial weight vector that has loss as low as possible.

**Contributions** In this paper, we discuss why considering the loss value at the initial weights alone is not a sufficient criterion for selecting initialization strategies, and discuss which other properties are necessary [section 3]. Based thereon, we present a novel initialization strategy that keeps the simplicity of OvAP, but incorporates information about the positive instances for each label to find even better initial weights [section 4]. We extend the empirical evaluation of Fang et al. [12] to cover larger datasets with up to 3 million labels, and demonstrate that the proposed method works for both sparse and dense feature spaces [section 5].

We show that, when employed in conjunction with the squared-hinge loss function, the benefit of this initialization is not limited to just starting closer to the final weight vector, but also leads to much faster computations in each training step because of the implicit negative mining. In the converse, we present an example where a certain choice of initial vector provides a decrease of initial loss by several orders of magnitude, but still results in no significant improvement in training time.

### 2 Conjugate-Gradient Newton Optimization

**Setup** We are given a dataset $D = \{(x_i, y_i) : i \in [n]\}$ with $n := |X|$ training instance $x \in X = \mathbb{R}^d$ and their corresponding labels $y \in \mathcal{Y} = \{-1, 1\}^l$. For a label $j \in [l]$ we denote with $P(j) := \{x_i : y_{ij} = 1\}$ the instances for which the label is relevant, and analogously $N(j) = X \setminus P(j)$, where $X := \{x_i : i \in [n]\}$ is the set of all training instances. This corresponds to a weight vector $y^{(j)}$ which has entries 1 for each positive instance, $y^{(j)}_i = 1 \iff i \in P(j)$.

We assume that the number of labels $l$ is large enough that a preprocessing step of $O(n)$ does not disrupt the computational budget, and that the labels are sparse, in the sense that for most $j \in [l]$ we have $|P(j)| \ll |N(j)|$. These assumptions are part of what characterizes an XMC problem.
The goal is to find a weight vector $w_j^*$ for each label $j \in [l]$ that minimizes the risk of the corresponding binary problem with some convex margin loss $\phi$, combined with a regularizer $R$:

$$\mathcal{L}[w, y^{(j)}] := \sum_{i=1}^{n} \phi(y_i^{(j)} w^T x_i)$$  \hspace{1cm} (3)

$$w_j^* := w^*(X, y^{(j)}) := \arg\min_w \mathcal{L}[w, y^{(j)}] + R[w].$$  \hspace{1cm} (4)

Throughout this paper, we have used the $L_2$ norm as the regularizer. From here on out we will drop the superscript $y^{(j)}$ and write $y$ for the vector of labels values for a given label.

**Optimization Step**  The minimization is carried out using a CG Newton procedure inspired by Liblinear [11, 13]. There, a descent direction $p$ is determined by minimizing a locally-quadratic approximation $\hat{\mathcal{L}}$ to the loss function

$$\hat{\mathcal{L}}(w + \delta w) = \mathcal{L}(w) + \nabla \mathcal{L} \cdot \delta w + \frac{1}{2} \delta w^T H \delta w,$$  \hspace{1cm} (5)

where $H$ denotes the Hessian. Then a line-search using a backtracking approach is carried out over $w + \lambda p$, $\lambda \in (0, 1]$. The search direction $p$ can be determined efficiently using CG procedure, as that does not need the full Hessian, but only Hessian-vector products which can be calculated as

$$Hd = \sum_{i=1}^{n} \phi''(x_i^T w \cdot y_i) y_i (x_i, d) \cdot x_i.$$  \hspace{1cm} (6)

**Squared Hinge Loss**  As the margin loss $\phi$ we use the squared hinge loss (following e.g. [17, 4, 31])

$$\phi(m) = \max(0, 1 - m)^2.$$  \hspace{1cm} (7)

Even though this function’s second derivative does not exist at $m = 1$, it can be used for second-order optimization [13]. Its hinge structure means that for $m > 1$ we have $\phi(m) = \phi'(m) = \phi''(m) = 0$, which implies that the sum over all data points can be replaced with a sum over implicitly-mined hard instances $A = \{i : x_i^T w \cdot y_i < 1\}$ [18],

$$Hd = \sum_{i \in A} \phi''(x_i^T w \cdot y_i) y_i (x_i, d) \cdot x_i,$$  \hspace{1cm} (8)

which can be computationally much more efficient than the full sum. The active set $A$ has to be recalculated after each weight update, but each weight update requires multiple $Hd$ calculations for the conjugate-gradient procedure.

In order for the CG Newton optimizer to make good progress, the loss $\mathcal{L}$ should be well approximated by its second-order Taylor expansion. As $\phi$ is piecewise-quadratic, this is fulfilled when $m$ is far from the boundary at $m = 1$. Let the quadratic approximation $\hat{\phi}_{m_0}$ be defined as

$$\hat{\phi}_{m_0}(\delta) = \phi(m_0) + \delta \phi'(m_0) + 0.5\delta^2 \phi''(m_0),$$  \hspace{1cm} (9)

then we can calculate the approximation error based on the step size as $e(\delta; m_0) := \hat{\phi}_{m_0}(\delta) - \phi(m_0 + \delta)$. Two examples are shown in Figure 1. For an instance right at the decision boundary, improving the classification margin to exceed one causes the quadratic approximation to over-estimate the true loss value, leading to smaller proposed update vectors $p$. On the other hand, for any instance classified with at least margin 1, the quadratic approximation cannot “see” the increased error as the margin shrinks, and may propose overly large steps $p$ that have to be shrunk using the line search. The practical consequences of this can be seen in the next section.

Figure 1: Approximation errors $e(\delta; m_0)$ for $m_0 = 0$ (blue) and $m_0 = 1$ (red) over $\delta$. 
3 Analysis of Criteria for Initial Weights

Low Loss as a Criterion for Initial Weights  In Fang et al. [12], the authors showed (under some conditions, see their Lemma 3.1) that the optimal weight vector \( w^* (y) \) for one labeling \( y \) results in good performance also for a different labeling \( y' \) if the two label vectors are close in Hamming distance \( l_H \):

\[
L[w^*(y), y'] - L[w^*(y'), y'] \leq \text{const} \cdot l_H(y, y').
\]  

(10)

Given that for tail labels we have \( l_H(y, -1) \ll n \), they conclude that using \( w^*(-1) \) makes the initial vector result in much lower loss than using zero-initialized weights. Then, based on convergence rates of iterative minimizers, they estimate the speedup that \( w_0 = w^*(-1) \) provides over \( w_0 = 0 \).

However, this considers only one of the three criteria for fast convergence we listed in the introduction. As we show below, it is entirely possible for an initial vector to induce an initial loss that is orders of magnitude smaller, but still not provide any speedup. The reason is that their estimation is based on asymptotic convergence rates based on the number of iterations. This does not need to agree with actual computation time, for example if the computations become faster closer to the minimum due to implicit negative mining as discussed above.

Furthermore, certain regions in the weight space may be more benign towards the chosen minimization procedure than others. For example, in deep networks one often chooses an initialization procedure that preserves variance and mean over layers, to prevent vanishing or exploding gradients [14]. Such a technique does not provide any reduced loss for the starting point, but is very effective in speeding up the training. For the concrete case of Newton optimization, this means that we require the local quadratic approximation to fit the true loss well, which may become problematic if many points are classified with margin close to 1.

The reason why the method of Fang et al. [12] works well, even though its derivation only considered the reduction in loss, is that as a byproduct it also increases sparsity, and appears to produce vectors that are amenable to Newton optimization. Below, we construct an initialization method that also induces a strong reduction in loss, but does not provide sparsity or useful second-order approximations.

Running Example  To evaluate the initialization methods and investigate their properties, we take the AmazonCat-13K dataset from the extreme classification repository [5, 21] as a running example in this section and the next. The input features are sparse tf-idf values of a bag-of-words representation augmented by an additional bias feature that is set to 1. The train/test split is taken from the repository.

Bias-Initialization  A simple way to calculate an approximation to \( w^*(-1) \), the optimal weight-vector that predicts the absence of the label for every instance, is to use a weight vector \( w_b = (-1, 0, \ldots) \), where we assume that the bias feature is at index 0[1].

Then, the score for any instance \( x \) will be \( m = -1 \), which means that it is classified as negative with margin one, so this weight vector is a minimizer of the squared hinge loss (without regularization). As can be seen in [Figure 2](left), the initial value of the loss is decreased by three orders of magnitude, in fact to a lower value than with the ovap initializer. Yet after some iterations, the ovap based optimization overtakes bias. In particular, the bias-initialized optimization does not make any substantial progress during the first iteration.

This can be explained by the fact that by choosing \(-1\) for the bias weight, the initial weights are exactly at a position where there is a discontinuity in the Hessian. This suggests that it might be beneficial to use a different value for the bias, e.g. \( w_0 = 0.9w_b \) or \( w_0 = 2w_b \). This intuition is confirmed by [Figure 2](right), where we can see that both variations make significant progress in the first iteration, with \( 2w_b \) clearly outperforming \( w_b \).

So far, we only have looked at the optimization time in terms of number of iterations, but what we really care about is wall-clock time. Here, the difference between the three bias-init variations becomes even more pronounced. For \( 2w_b \) we get 558 seconds, much faster than \( w_0 \) and \( 0.9w_0 \) at 1161 and 995 seconds. This is because the calculations of Hessian-vector products become sparse,

---

[1] Such a strategy seems to have been considered by Fang et al. [12], as it can be found in their code at https://github.com/fanghgit/XC, though it is not mentioned in the paper.
Figure 2: Objective value at different iterations for starting with zero vector, ovap and with bias-initialization \( w_b \). The right side shows the progress for different values of the bias weight. The shaded area spans the 5% to 95% quantiles. Note that the slight increase in objective for the later iterations is just an artifact due to the fact that we plot the loss values averaged for the binary sub-problems that have not yet terminated at the given iteration. The sub-problems with low loss value terminate earlier, causing an increase in average of the remaining trajectories.

as only those instances with non-zero loss need to be taken into account. For \( \lambda w_b, \lambda \geq 1 \), these are all the negatives \( N \). However, for \( \lambda = 1 \) the very first optimization step destroys the sparsity, so even though the first iteration is fast, it does not make progress and makes the following iterations slow again. To a much lesser degree, this also happens for \( \lambda = 2 \) as can be seen from Figure 4. For \( \lambda < 1 \), we are not at the discontinuity of the Hessian, but the quadratic approximation now pessimized the actual loss function, and there is no sparsity in the first iteration.

**OvA-Primal** When running the experiments with the OvA-primal initial vector, we noticed that the choice of stopping criterion for learning the initial vector can have a strong influence on performance. In particular, if we use a criterion as strict as for the actual binary problems, the training time is much larger than for a loose stopping criterion. This can be explained by the fact that the OvA-primal task will converge to a solution with similar characteristics as \( w_b \), i.e. each training instance will be close to the decision boundary. For the main paper, we have used a stopping criterion of \( \| \nabla L[w^*] \| \leq 0.01 \| \nabla L[0] \| \).

A more detailed discussion of the training dynamics with bias and OvA-primal initialization can be found in the supplementary.

## 4 Average-of-Positives Initialization

**Motivation** In this section, we derive a simple way to generate an initial vector which is motivated by the following observation: If the data is linearly separable with margin, then the final weight vector will separate the convex hull of the negatives \( N \) from the positives \( P \), which in particular implies that it separates the centres of mass \( \bar{p} \) of the positives and \( \bar{n} \) of the negatives. This means that we can restrict the search space of weight vectors to those that separate \( \bar{p} \) and \( \bar{n} \). A sketch of this situation is given in Figure 3.

**Derivation** Without making use of any additional information about the training data (as we want a computationally cheap procedure), there are only very general conditions we can impose to choose among these hyperplanes. As a first step, we can parameterize the search space, based on the margins of \( \bar{p} \) and \( \bar{n} \), that is we impose

\[
\langle w_0, \bar{p} \rangle = s, \quad \langle w_0, \bar{n} \rangle = t, \tag{11}
\]

for two hyperparameters \( s \) and \( t \).
These are only two linear constraints in the high dimensional weight space. However, for good generalization, we prefer weight vectors with minimal norm. If we want a minimum-norm solution, then the initial vector to the set of the separating planes of $\vec{p}$ and $\vec{n}$ (orange), which have to lie in the plane spanned by $\vec{p}$ and $\vec{n}$ if we want a minimum-norm solution, except in the unlikely event that $\vec{p}$ and $\vec{n}$ are linearly dependent.

Reparameterization for Efficiency Since most labels have only few positive instances, their mean $\vec{p}$ can be calculated quickly, but calculating $\vec{n}$ directly would be an $O(n)$ operation. However, we can precompute the mean of all instances $\vec{x}$, and use the property

$$|N|\vec{n} + |P|\vec{p} = |X|\vec{x}.$$  \hspace{1cm} (12)

Because $\text{span}(\vec{p}, \vec{n}) = \text{span}(\vec{p}, \vec{x})$, we can make the equivalent parameterization $w_0 = u\vec{p} + v\vec{n}$, leading to the equations

$$s = \langle w_0, \vec{p} \rangle = \langle u\vec{p} + v\vec{x}, \vec{p} \rangle = v\langle \vec{x}, \vec{p} \rangle + u\langle \vec{p}, \vec{p} \rangle$$  \hspace{1cm} (13)

$$|N|t = |N|\langle w_0, \vec{n} \rangle = \langle u\vec{p} + v\vec{x}, |X|\vec{x} - |P|\vec{p} \rangle.$$  \hspace{1cm} (14)

Defining $\alpha := |P|/|X|$ leads to

$$u = \frac{\langle \vec{x}, \vec{p} \rangle (t + (s - t)\alpha) - s\langle \vec{x}, \vec{x} \rangle}{\langle \vec{p}, \vec{x} \rangle^2 - \langle \vec{p}, \vec{p} \rangle \langle \vec{x}, \vec{x} \rangle}$$  \hspace{1cm} (15)

$$v = (s - u\langle \vec{p}, \vec{p} \rangle)/\langle \vec{x}, \vec{p} \rangle.$$  \hspace{1cm} (16)

A short discussion on the situations if the denominators become zero is given in the supplementary.

As we want the loss vector corresponding to the initial weights to be sparse, we want the distance of $\vec{n}$ to the decision boundary to be larger than that of $\vec{p}$. Empirically, we found $s = 1$, $t = -2$ (cf. supplementary) to work well.

Evaluation Does this initialization method work as we expect? As shown in Figure 4, this method induces loss vectors that are a bit more sparse than the ones for ovap, and keep this property over the course of training, inducing faster update times for each iteration. As expected, we get the most benefit for tail labels, where the assumptions of Figure 3 are much better fulfilled than for head labels. Still, our method is faster or at least as fast as any of the other methods across the entire range of number of positives. Additional graphs showing the number of iterations, duration per iteration etc. can be found in the supplementary.
5 Experimental Evaluation

Infrastructure and Training Configuration Our code is a re-implementation of the conjugate-gradient Newton procedure of recent versions of Liblinear [13]. The hyperparameters related to stopping condition for conjugate-gradient iterations ($\epsilon = 0.001$) preconditioner ($\alpha = 0.01$), back-tracking line search ($\alpha = 0.5$, $\eta = 0.01$, max_steps = 20), and stopping condition for the optimization ($\epsilon = 0.001$) have been taken from their code. To reduce model size, all weights below a threshold of 0.01 have been clipped to zero.

All our experiments were run on a single compute node equipped with two AMD Rome 7H12 CPUs. The code is NUMA-aware and produces a copy of the training data for each NUMA-node, but memory bandwidth still is the limiting factor in scalability. We observed very good scaling for 64 cores, but sublinear improvements for more cores. This means that the reported times here cannot be directly converted to single-core timings by multiplying with 128.

Sparse Data We ran tests using the Eurlex-3k [25], AmazonCat-13k [21], WikiSeeAlsoTitles-350K, WikiTitles-500k, Amazon-670k [21], WikiLSHTC-325k [28], Amazon-3M [23, 22], and Wikipedia-500k [5] in their train/test splits as available from Bhatia et al. [5]. For the latter dataset, we could not train the model within the 36 hour job time limit on our cluster system, even with the improved initialization. For Amazon-3M we have only run our initializer due to the large computational cost involved, so we cannot report the speed-up, but we have demonstrated that learning a DiSMEC-style model is feasible even for datasets with more than a million labels.

As shown in Table 1 our method is 3 to 4 times faster than zero initialization, and also significantly faster than bias and ovap initialization. Based on the timing reported in Fang et al. [12], we have also calculated the speedup of the OvA-Primal++ method introduced there, for the datasets for which they have run tests.

Because the optimization problem is convex, the minimum is not affected by the choice of initial parameter. However, because in practice only an approximate minimum is found, there are slight variations (around 0.1%) in precision@k metrics for the different methods. The concrete numbers can be found in the supplementary.

Dense Data We also ran the tests on the same dataset of dense features as used for slice [9]. We noticed that the default setting for the stopping condition as specified by Liblinear, $\epsilon = 0.01$, is far
Table 1: Training time for different datasets and initialization methods. The timings are given in minutes. For the logistic loss, we have changed to $t = -3$. Ratio denotes the time taken with zero-initialization divided by aop-initialization, the ovap++ column is the relative speedup of the spanning-tree based OvA-Primal++ method, calculated from the values reported in Fang et al. [12].

| Dataset          | Setting   | zero | bias | aop   | ovap   | Ratio | ovap++ |
|------------------|-----------|------|------|-------|--------|-------|--------|
| Eurlex-4k        | tf-idf    | 0.18 | 0.13 | 0.10  | 0.12   | 1.8   | 1.9    |
| Amazoncat-13k    | tf-idf    | 17.48| 9.28 | 5.80  | 10.67  | 3.0   | 1.8    |
| Amazoncat-14k    | tf-idf    | 76.05| 29.83| 20.28 | 41.62  | 3.7   | 2.1    |
| Wiki10-31k       | tf-idf    | 3.98 | 3.58 | 2.35  | 3.15   | 1.7   | 1.8    |
| WikiLSHTC       | tf-idf    | 1,110.96| 479.46| 310.45| 687.94 | 3.6   | —      |
| WikiTitles-500k  | tf-idf    | 292.64| 93.30| 71.83 | 315.32 | 4.1   | —      |
| Amazon-670k      | tf-idf    | 317.09| 148.76| 84.08 | 197.33 | 3.8   | —      |
| Amazon-3M        | tf-idf    | —    | —    | 1,162.85| —      | —     | —      |
| Eurlex-4k        | slice     | 0.13 | 0.07 | 0.05  | 0.07   | 2.7   | —      |
| Amazon-670k      | slice     | 782.39| 376.47| 321.19| 489.15 | 2.4   | —      |
| Amazoncat-13k    | logistic  | 29.30| 25.28| 23.50 | 20.23  | 1.3   | —      |

too strict in this setting. Therefore, we’ve increased this parameter for $\epsilon = 1$ here. For these settings, we observed larger variability in the classification accuracy.

**Logistic Loss** We have also run a test where we replaced the squared hinge loss with the logistic loss. As the logistic loss only vanishes asymptotically, this is a setting where we cannot benefit from implicit negative mining. This means that later iterations will take approximately as long as earlier ones, and there is much less benefit from being able to skip the first iterations. The result is a much reduced benefit from our proposed initialization.

Due to the vast number of negatives (for a tail label), the loss function’s minimum will not be achieved when the negatives are classified correctly with margin one as is the case with squared-hinge, but will in fact train a larger margin for the negatives. This suggests that by decreasing the $t$ parameter further, our initial guess for the separating hyperplane will be closer to the truth.

### 6 Discussion

We have provided a way to initialize the weights of a linear OvA extreme classifier in such a way as to reduce training times. Our experiments show that aside from the initial loss value investigated in Fang et al. [12], the implicit sparsity and local smoothness properties of the loss landscape also play an important role in the success of the method.

**Outlook** The choice of initial vector is an underexplored design tool in XMC that is orthogonal to many other design choices such as explicit negative mining [32, 17], training meta classifiers over buckets of labels [24, 7], or the choice of regularizer. Future work should thus look into combining these, for example integrating our initialization into the OvA parts of Slice [17], Parabel [30], Probabilistic Label Trees [35], or Astec [7].

**Limitations** The initialization method discussed in this work is mainly applicable to linear one-vs-rest XMC algorithms. This rules out label-embedding schemes [16, 6], decision-tree based classifiers [29, 20] and deep-learning methods in which the classifier is jointly learnt with the intermediate representations [37].
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7 Supplementary

7.1 What happens if the denominator of $a_{op}$ is zero

The expression in equation (15) diverges if $\bar{p}$ and $\bar{x}$ are linearly dependent, which implies that the means of features for negatives and positives only differs by a factor. In that case, we cannot (except in unlikely special cases) find an initial vector that fulfills our condition, so we return the zero vector.

A second numerical instability occurs if $|\langle \bar{x}, \bar{p} \rangle| \ll 1$, during the calculation of $v$. To investigate this setting, we substitute $\langle \bar{x}, \bar{p} \rangle$ with 0 in (15) and (16).

\[
s = u \langle \bar{p}, \bar{p} \rangle
\]

\[
|N|t = v |X|\langle \bar{x}, \bar{x} \rangle - u |P|\langle \bar{p}, \bar{p} \rangle
\]

This leads to

\[
u = \frac{s}{\langle \bar{p}, \bar{p} \rangle}, \quad v = \frac{|N|t + |P|s}{|X|\langle \bar{x}, \bar{x} \rangle}.
\]

7.2 Additional graphs for training with bias initialization

![Graph](image)

Figure 5: Multiplier found by backtracking line search, i.e. the fraction of the descent direction as found by the CG solver that can be applied to the real objective function and still lead to sufficient reduction in loss. The shaded area indicates $\pm$ one standard deviation. Having a value smaller than one indicates that the quadratic approximation to the loss is overly optimistic in the given direction, and the real step has to be scaled down. As discussed in the main text (Figure 1), this happens when the direction in question is such that it reduces the margin of an instance that is classified correctly with margin more than one. This effect can be seen in the graph here:

For bias $= -0.9$, all the negative instances still have nonzero error, so the update will choose a direction that makes them more negative, which is a direction in which the quadratic approximation is overestimating the loss.

On the other hand, with bias $= -1$, the only nonzero signal is coming from the positive instances, which will cause the bias to be reduced. Thus, most of the negative instances will get nonzero error, and the quadratic approximation severely underestimates the true loss. Consequently, the line search shows that only a minute step towards the desired direction is allowed.

For bias $= -2$, the situation is similar, but this time the distance for each negative instance until it gets nonzero error is much larger, and as such the underestimation effect is reduced and larger stepsize multipliers are possible.
Figure 6: The average sparsity (in percent of nonzeros) and corresponding duration (in µs) of one iteration of the Newton optimization. The averages are taken over the individual binary problems, and the shaded area shows the 2σ error of the mean. The total computation time includes a (sparse) matrix multiplication and a varying number of CG steps. As this data shows, even though −1 and −2 start very sparse, much of the sparsity is lost during the first training steps. For the later iterations, −2 results in slightly less sparsity and slower iterations, however the effect on total running time is far overshadowed by the much faster earlier iterations (note the logarithmic axes). As Figure 7 shows that bias = −2 finishes after at most 15 steps, this graph also indicates that the approximate minima found by the different initialization procedures have slightly different characteristics: The larger sparsity in −0.9 and −1.0 setting means that fewer instances need to have a larger contribution to the overall error.

Figure 7: Number of Newton optimization steps required for convergence. On the left, the data is shown as a histogram, with the bins corresponding to the number of binary problems that required the corresponding number of steps. On the right, the average number of steps, and the 95% quantiles, are plotted as a function of the number of positive instances. The data shows that the benefit of the bias = −2 initialization is not limited purely to faster iterations because of increased sparsity, but it also needs fewer steps, despite having slightly larger initial loss than bias = −1. This indicates that each step has to make more progress, i.e. the loss landscape is more benign to the Newton optimization around the bias = −2 trajectory. The right-hand graph also shows that most of the benefit comes from the tail labels.
7.3 Additional graphs for training with ovap initialization

The two figures in this section justify our choice of using a loose stopping criterion for the ovap baseline in the main part of the paper. A more strict criterion leads to lower initial loss, but results in weights unfavourable for the Newton optimizer [Figure 9]. As a consequence, the strict convergence initial vector leads to overall slower training, as shown in [Figure 10].
Figure 10: Histogram (left) and average with 95% confidence interval in dependence of the number of positive instances (right) of the training time, measured in milliseconds. Overall, the loose training configuration is much faster, though for extreme tail labels with less than 3 positive instances, strict actually performs slightly better.

7.4 Choice of hyperparameters for aop

As argued in the main text, in order to achieve sparsity in the Hessian calculations, having the average of the negative instances be classified very strongly as a negative would be beneficial. Interestingly, Figure 11 shows not only the expected speedup in per-iteration time, but also that \( t = -1 \) requires significantly more iterations than the other two settings.

This is not too surprising, given that we expect that the large number of negative instances fill a larger proportion of the space than the few positives, so the separating hyperplane should be closer to the mean of the positives. One reason for this could be that \( t = -1 \) induces a higher initial loss than the other two settings, as shown in the bottom left graph. However, if we measure the distance that the optimization procedure covers, i.e. the distance between the initial and final weight vector, it turns out that \( t = -1 \) actually starts closest.

7.5 Additional graphs for comparing the methods

As shown in Figure 12 using the aop initialization drastically reduces the number of iterations needed for convergence for tail labels. Whereas for zero and ovap initialization the number of iterations increases as the number of positive instances decreases whereas for bias and aop initialization it remains almost constant. This cannot be explained by looking only at the distance the optimization algorithm has to travel, neither in terms of the initial loss value, nor in terms of the distance between initial and final weight vector. In Figure 13 we see that these values are much lower for tail labels (except for zero init).

In Figure 14 the duration of a single iteration, and the step size multiplier of the backtracking line search are presented.
Figure 11: Average duration of the iterations (top left, in µs), and number of iterations for different numbers of positive instances (top right). The bottom left graph shows the development of the objective function. At first glance, this seems paradoxical, as the algorithm is designed so that for each binary problem, the loss strictly decreases over the iterations. The apparent increase is caused by the fact that the sample of binary problems shrinks for later iterations, as the labels for which the loss is already low before will terminate the optimization. Finally, the bottom right graph shows the Euclidian distance between the initial weight vector and the approximately optimal weight vector for which the minimization is terminated. The shaded area marks the 95% quantile.
Figure 12: Number of Newton optimization steps required for convergence. On the left, the data is shown as a histogram, with the bins corresponding to the number of binary problems that required the corresponding number of steps. On the right, the average number of steps, and the 95% quantiles, are plotted as a function of the number of positive instances.

Figure 13: Loss of the initial weight vector (left) and distance between initial and final vector (right). The shaded area shows 95% quantiles. For all except zero initialization, loss and distance are much lower for tail labels than for head labels.
Figure 14: Duration of a single iteration (left), and line search step multiplier (right). The aop initialization manages to have the early iterations as fast as the later ones, while still working much better in terms of the quadratic approximation than the bias initialization. The decrease of the step multiplier for late iterations is not relevant, because as Figure 12 shows most of the binary problems will have finished by iteration 10.
Table 2: Durations (as given in main paper) and precision@{1,3,5} for training different datasets with the given initialization methods. Since the actual loss function is based on binary classification, we have also calculated the precision and recall as averaged over the individual binary problems. The metrics remain mostly unchanged for tf-idf data, but there is significant fluctuation when slice features are used. The aop* setting refers to a training run where $t = -3$ was used, which turned out to be beneficial in the logistic loss setting.

| Dataset         | Setting | Method | P@1  | P@3  | P@5  | Prec | Rec  | Duration |
|-----------------|---------|--------|------|------|------|------|------|----------|
| Eurlex-4k       | tf-idf  | zero   | 82.8 | 70.3 | 58.8 | 80.3 | 37.6 | 0.18     |
| Eurlex-4k       | tf-idf  | bias   | 82.9 | 70.4 | 58.9 | 80.2 | 37.6 | 0.13     |
| Eurlex-4k       | tf-idf  | aop    | 82.9 | 70.4 | 58.9 | 80.3 | 37.6 | 0.10     |
| Eurlex-4k       | tf-idf  | ovap   | 82.9 | 70.4 | 58.9 | 80.3 | 37.6 | 0.12     |
| Amazoncat-13k   | tf-idf  | zero   | 93.8 | 79.1 | 64.1 | 84.4 | 58.5 | 17.48    |
| Amazoncat-13k   | tf-idf  | bias   | 93.8 | 79.1 | 64.1 | 84.5 | 58.4 | 9.28     |
| Amazoncat-13k   | tf-idf  | aop    | 93.7 | 79.1 | 64.1 | 84.4 | 58.4 | 5.80     |
| Amazoncat-13k   | tf-idf  | ovap   | 93.8 | 79.1 | 64.1 | 84.4 | 58.5 | 10.67    |
| Amazoncat-14k   | tf-idf  | zero   | 89.9 | 69.6 | 54.9 | 87.1 | 66.8 | 76.05    |
| Amazoncat-14k   | tf-idf  | bias   | 89.8 | 69.6 | 54.9 | 87.1 | 66.7 | 29.83    |
| Amazoncat-14k   | tf-idf  | aop    | 89.8 | 69.6 | 54.9 | 87.2 | 66.6 | 20.28    |
| Amazoncat-14k   | tf-idf  | ovap   | 89.8 | 69.6 | 54.9 | 87.2 | 66.6 | 41.62    |
| WikiLSHTC       | tf-idf  | zero   | 64.2 | 42.5 | 31.5 | 84.4 | 19.3 | 1,110.96 |
| WikiLSHTC       | tf-idf  | bias   | 64.1 | 42.5 | 31.5 | 84.5 | 19.3 | 479.46   |
| WikiLSHTC       | tf-idf  | aop    | 64.2 | 42.5 | 31.6 | 84.4 | 19.4 | 310.45   |
| WikiLSHTC       | tf-idf  | ovap   | 64.2 | 42.5 | 31.5 | 84.4 | 19.3 | 687.94   |
| WikiTitles-500k  | tf-idf  | zero   | 39.3 | 20.8 | 14.7 | 66.5 | 5.3  | 292.64   |
| WikiTitles-500k  | tf-idf  | bias   | 39.3 | 20.8 | 14.7 | 66.6 | 5.3  | 93.30    |
| WikiTitles-500k  | tf-idf  | aop    | 39.3 | 20.8 | 14.7 | 66.7 | 5.3  | 71.83    |
| WikiTitles-500k  | tf-idf  | ovap   | 39.3 | 20.8 | 14.7 | 66.5 | 5.3  | 315.32   |
| Amazon-670k     | tf-idf  | zero   | 44.8 | 39.7 | 36.2 | 79.3 | 18.7 | 317.09   |
| Amazon-670k     | tf-idf  | bias   | 44.8 | 39.7 | 36.1 | 79.3 | 18.7 | 148.76   |
| Amazon-670k     | tf-idf  | aop    | 44.8 | 39.7 | 36.2 | 79.3 | 18.7 | 84.08    |
| Amazon-670k     | tf-idf  | ovap   | 44.7 | 39.8 | 36.1 | 79.3 | 18.7 | 197.33   |
| Amazon-670k     | slice   | zero   | 35.6 | 32.1 | 29.4 | 74.6 | 23.0 | 782.39   |
| Amazon-670k     | slice   | bias   | 34.2 | 31.0 | 28.5 | 69.4 | 22.4 | 376.02   |
| Amazon-670k     | slice   | aop    | 35.6 | 32.1 | 29.5 | 73.5 | 23.4 | 321.19   |
| Amazon-670k     | slice   | ovap   | 35.6 | 32.0 | 29.4 | 74.5 | 23.0 | 489.15   |
| Amazoncat-13k   | logistic | zero   | 93.2 | 77.5 | 61.9 | 85.8 | 47.2 | 29.30    |
| Amazoncat-13k   | logistic | bias   | 93.2 | 77.5 | 61.8 | 85.8 | 47.1 | 25.28    |
| Amazoncat-13k   | logistic | aop    | 93.2 | 77.5 | 61.8 | 85.8 | 47.1 | 25.13    |
| Amazoncat-13k   | logistic | ovap   | 93.1 | 77.5 | 61.8 | 85.8 | 47.1 | 20.23    |
| Wiki10-31k      | tf-idf  | zero   | 84.1 | 74.7 | 66.0 | 75.7 | 13.2 | 3.98     |
| Wiki10-31k      | tf-idf  | bias   | 84.2 | 74.8 | 66.0 | 75.7 | 13.2 | 3.58     |
| Wiki10-31k      | tf-idf  | aop    | 84.2 | 74.7 | 66.0 | 75.6 | 13.2 | 2.35     |
| Wiki10-31k      | tf-idf  | ovap   | 84.2 | 74.7 | 66.0 | 75.6 | 13.2 | 3.15     |
| Eurlex-4k       | slice   | zero   | 77.2 | 63.4 | 51.3 | 72.8 | 36.3 | 0.13     |
| Eurlex-4k       | slice   | bias   | 75.3 | 62.1 | 50.2 | 76.0 | 26.4 | 0.07     |
| Eurlex-4k       | slice   | aop    | 76.6 | 63.0 | 51.4 | 67.7 | 39.1 | 0.05     |
| Eurlex-4k       | slice   | ovap   | 76.9 | 63.5 | 51.4 | 72.5 | 36.4 | 0.07     |
| Amazoncat-13k   | logistic | aop*   | 93.0 | 77.4 | 61.7 | 85.7 | 47.1 | 23.50    |
| Amazon-3M       | tf-idf  | aop    | 47.3 | 44.4 | 42.3 | 65.1 | 14.8 | 1,162.85 |