The Sagnac effect [1–4] is the basis for all modern rotation sensors [5] and their applications to inertial navigation systems [6]. Besides its practical applications, the Sagnac effect is being contemplated for studying general relativistic effects, such as Lense-Thirring frame dragging, detecting gravitational waves, and testing local Lorentz invariance [7, 8].

The original experiments of Sagnac consisted of mirrors mounted on a rotating disk, see Fig. 1. The mirrors define two paths, one clockwise (CW) and the other counter-clockwise (CCW) on the disk. A source of light at point $S$ was mounted on the rotating disk, having wavelength $\lambda = 2\pi c/\omega$, where $\omega$ is the angular frequency as measured in an inertial frame and $c$ is the speed of light in vacuum. The beam is split at the beam splitter $BS$ and light is propagated along the clockwise and counterclockwise paths. The two beams are brought together at the beam splitter $BS$ and observed at point $O$. When the interferometer is rotated at angular velocity $\Omega$, with light source and detector mounted on the rotating disk, a fringe shift $\Delta N$ is observed with respect to the fringe position for the stationary interferometer, given by [4, 7]

$$\Delta N = \frac{4A \cdot \Omega}{\lambda c}$$

where $A$ is a vector perpendicular to the area enclosed by the paths, having magnitude $A = |A|$, and $\Omega$ is the vector in the direction of the angular velocity of rotation, with magnitude $|\Omega| = \Omega$. The fringe shift, $\Delta N = \Delta L/\lambda = c\Delta t/\lambda$, can be expressed in terms of the path length difference, $\Delta L$, or time difference, $\Delta t = 4A \cdot \Omega/\lambda^2$, for the CW and CCW paths, as measured in an inertial frame. For typical rotation rates in the laboratory, the classical Sagnac effect is small, and the effect has to be enhanced to make a practical rotation sensor.

The classical Sagnac effect is exploited for sensing rotation by either measuring a frequency shift or a phase shift. In the active ring laser gyroscope (RLG), where the optical medium is inside the cavity [7], or in a resonant fiber-optic gyroscope (R-FOG) [5], a measurement is made of the frequency shift, $\Delta \omega$, between the CW and CCW propagating modes [4, 7]

$$\Delta \omega = \frac{4A \Omega}{L c} \omega = S \Omega$$

where $L$ is the length of the perimeter of the path measured in an inertial frame, and $S$ is commonly called the scale factor.

In a passive fiber ring interferometer (I-FOG) [5], or a passive ring laser gyroscope with light source outside the medium [7], the phase shift $\Delta \phi$, is measured between CW and CCW propagating beams,

$$\Delta \phi = \frac{4A \Omega}{c^2 \omega}$$

For a fiber-optic gyroscope with phase shift enhanced by $N$ turns, the frequency shift is $\Delta \phi_N = N \Delta \phi$.

Recently, much effort has been expended on experiments with quantum Sagnac interferometers, using single-photons [9], using cold atoms [10, 11] and using Bose-Einstein condensates (BEC) [12, 14], in efforts to make improvements over the sensitivity to rotation of the classical Sagnac effect. Schemes have also been proposed to improve the sensitivity of rotation sensing using multi-photon correlations [15] and using entangled particles, which are expected to have Heisenberg limited precision that scales as $1/N$, where $N$ is the number of particles [16].

The utility of these quantum systems as rotation sensors must be compared with the classical Sagnac effect using classical light. The metric used to compare the classical and quantum systems must be sufficiently general to treat both types of systems on an equal basis. Information measures are examples of such metrics because they are general enough to compare quantum and classical systems.

The determination of the rotation rate is a specific example of the more general problem of parameter estimation, whose goal is to determine one or more parameters from measurements [17, 24]. The Cramér-Rao
The fidelity in Eq. (4) is a completely general way to describe any classical or quantum measurement experiment. The classical or quantum apparatus is viewed as a channel through which information flows from the phenomena to be measured to the measurements. The fundamental quantity that describes this process is the conditional probability of a measurement and the probability distribution that describes our prior information, above notated as \( p(\Delta \omega | \Omega) \) and \( p(\Omega') \), respectively. In the language of communication, there is mutual information \( H \) between the continuous alphabet of the parameter, \( \Omega \), and the continuous alphabet of the measurements, \( \Delta \omega \).

In order to compute the fidelity for the classical Sagnac gyroscope from Equation (4) a model is needed for the conditional probability density \( p(\Delta \omega | \Omega) \). In the case of a quantum system, these probabilities are given by a trace:

\[
p(\Delta \omega | \Omega, \rho) = \text{tr} \left( \hat{\rho} \hat{\Pi}(\Delta \omega) \right)
\]

where the state is specified by the density matrix, \( \hat{\rho} \), and the measurements are defined by the positive-operator valued measure (POVM), \( \hat{\Pi}(\Delta \omega) \).

For a classical Sagnac system, I obtain an upper bound on the fidelity in Eq. (4). I consider classical light of bandwidth \( \Delta \omega \) and center frequency \( \bar{\omega} \), input into a Sagnac gyroscope that satisfies Eq. (2). Therefore, I define the classical measurement probabilities, \( p(\Delta \omega | \Omega) \), by

\[
p(\Delta \omega | \Omega) = \sum_{n=0}^{\infty} p(\Delta \omega | \Omega, \omega_n) P_{tn}(\omega_n)
\]
where \( p(\Delta \omega|\Omega, \omega_n) \) is the probability density for measuring \( \Delta \omega \), given that the true rotation rate is \( \Omega \), and the input was monochromatic at frequency \( \omega_n \). In Eq. (6), for convenience, I assume that the allowed frequency modes are discrete, \( \omega_n \), for \( n = 0, 1, \cdots \infty \). The probability \( P_{in}(\omega) \) gives the distribution of input frequencies, which has center frequency \( \bar{\omega} \) and bandwidth \( \Delta \omega \). As an example, I can take \( P_{in}(\omega) \) to be a Gaussian distribution of input frequencies with mean \( \bar{\omega} \) and standard deviation \( \sigma_\omega \)

\[
P_{in}(\omega_n) = \left( \frac{\delta \omega}{2\pi \omega} \right)^{1/2} \exp \left[ -\frac{(\omega_n - \bar{\omega})^2}{2 \delta \omega \bar{\omega}} \right] \tag{7}
\]

where \( \delta \omega = \omega_{n+1} - \omega_n \) and the variance is given by \( \sigma_\omega^2 = \delta \omega \bar{\omega} \). The distribution of frequencies, \( P_{in}(\omega_n) \), is normalized

\[
\sum_{n=0}^{\infty} P_{in}(\omega_n) = 1 \tag{8}
\]

in the limit \( \bar{\omega}/\delta \omega \gg 1 \). The size of bandwidth, \( \sigma_\omega \), is due to fundamental physical processes in the experiment.

I want to obtain an upper bound on the fidelity in Eq. (11) for a classical system. Therefore, I assume that classical measurements are have no noise and no bias. The classical measurement probability, \( p(\Delta \omega|\Omega) \), in Eq. (6) is obtained from Eq. (2) as

\[
p(\Delta \omega|\Omega, \omega) = \delta \left( \Delta \omega - \frac{4A\omega}{Lc} \right) \tag{9}
\]

where \( \delta(x) \) is the Dirac delta function. Using Eq. (9) in Eq. (11) gives the classical probability of measuring \( \Delta \omega \) given the true rotation rate is \( \Omega \):

\[
p(\Delta \omega|\Omega) = \left| \frac{Lc}{4A\Omega} \right| P_{in} \left( \frac{Lc}{4A\Omega} \Delta \omega \right) \tag{10}
\]

Note that Eq. (10) is valid for an arbitrary input frequency distribution \( P_{in}(\omega) \). As an example, for a monochromatic frequency \( \bar{\omega} \)

\[
P_{in}(\omega) = \delta (\omega - \bar{\omega}) \tag{11}
\]

Eq. (10) gives the probability of classical measurement as expected:

\[
p(\Delta \omega|\Omega) = \delta \left( \Delta \omega - \frac{4A\Omega}{Lc} \bar{\omega} \right) \tag{12}
\]

For classical light input, with the Gaussian distribution in Eq. (7), Eq. (10) gives the probability of classical measurement as

\[
p(\Delta \omega|\Omega) = \left( \frac{1}{2\pi} \right)^{1/2} \frac{Lc}{4A|\Omega| \sigma_\omega} \exp \left[ -\frac{\left( \frac{Lc}{4A|\Omega|} \Delta \omega - \bar{\omega} \right)^2}{2 \sigma_\omega^2} \right] \tag{13}
\]

The conditional probability density in Eq. (13) can be inverted by using Bayes’ rule

\[
p(\Omega|\Delta \omega) = \frac{p(\Delta \omega|\Omega) p(\Omega)}{\int_{-\infty}^{+\infty} p(\Delta \omega|\Omega') p(\Omega') d\Omega'} \tag{14}
\]

where \( p(\Omega) \) specifies the prior probability distribution on rate of rotation, based on our prior information on the rotation rate. With the probability distribution in Eq. (13), the conditional probability distribution \( p(\Omega|\Delta \omega) \) defined by Eq. (14) has a divergence. However, our prior information on the rotation rate, given by the distribution \( p(\Omega) \) provides a natural cutoff on the integral in Eq. (14). We can be reasonably sure that \( p(\Omega) \rightarrow 0 \) as \( |\Omega| \rightarrow \pm \infty \). For example, we can take

\[
p(\Omega) = \begin{cases} \frac{1}{2\Omega_{\text{max}}} & -\Omega_{\text{max}} < \Omega < +\Omega_{\text{max}} \\ 0 & \text{otherwise} \end{cases} \tag{15}
\]

where \( \Omega_{\text{max}} \) represents the maximum expected rotation rate on physical grounds.

For the monochromatic input frequency in Eq. (11), the probability of rotation is

\[
p(\Omega|\Delta \omega) = \delta \left( \Omega - \frac{Lc}{4A\bar{\omega}} \Delta \omega \right) \tag{16}
\]

For the Gaussian frequency distribution in Eq. (7), Eq. (14) gives the probability of rotation as

\[
p(\Omega|\Delta \omega) = \frac{\bar{\omega}}{\sqrt{2\pi \sigma_\omega} |\Omega|} \exp \left[ -\frac{1}{2\sigma_\omega^2} \left( \frac{Lc}{4A} \Delta \omega \right)^2 \left( \frac{1}{\Omega} - \frac{4A\bar{\omega}}{Lc\Delta \omega} \right)^2 \right] \tag{17}
\]

In the limit \( \Omega \rightarrow \infty \), the probability distribution for \( \Omega \), defined by Eq. (17) approaches the function

\[
p(\Omega|\Delta \omega) = \frac{\bar{\omega}}{\sqrt{2\pi \sigma_\omega} |\Omega|} \exp \left[ -\frac{1}{2} \left( \frac{\Delta \omega}{\sigma_\omega} \right)^2 \right] \tag{18}
\]

and hence it is not a normalizable probability distribution because its integral diverges logarithmically like \( \log \Omega \) for \( \Omega \rightarrow \infty \). However, this divergence is multiplied by the exponentially small factor

\[
\frac{\bar{\omega}}{\sigma_\omega} \exp \left[ -\frac{1}{2} \left( \frac{\bar{\omega}}{\sigma_\omega} \right)^2 \right] \ll 1 \tag{19}
\]

since \( \bar{\omega}/\sigma_\omega \gg 1 \). Note that the peak in the probability distribution for \( \Omega \) in Eq. (17) occurs at a value \( \Omega = Lc\Delta \omega/(4A\bar{\omega}) \), which is consistent with Eq. (2). The probability distribution for the rotation rate in Eq. (17) is not a Gaussian distribution. However it is possible to define a width, \( \sigma_\Omega \), that depends on \( \Omega \):

\[
\sigma_\Omega = \frac{\sigma_\omega}{\bar{\omega}} \Omega \tag{20}
\]
Equation (20) gives the uncertainty in the rotation rate, $\sigma_\Omega$, in terms of the true rotation rate, $\Omega$, the bandwidth of the input classical light, $\sigma_\omega$, and the center frequency, $\bar{\omega}$, used in the classical Sagnac gyroscope. As expected, the uncertainty in the rotation rate, $\sigma_\Omega$, is proportional to the bandwidth of the input light, $\sigma_\omega$. The uncertainty also decreases with higher input frequency, $\bar{\omega}$.

The upper bound on the fidelity (Shannon mutual information), $H_{\text{max}}$, for the classical Sagnac gyroscope is given by Eq. (4) using Eq. (13) and Eq. (15):

$$H_{\text{max}} = \frac{1}{2} \log_2 \left( \frac{e \left( \frac{\bar{\omega}}{2\pi} \frac{1}{2} \sigma_\Omega \right)}{\sigma_\omega} \right)$$

Equation (21) represents a fundamental theoretical upper bound on the information (in bits) that an ideal classical Sagnac gyroscope can provide to a user, for each measurement of frequency shift, $\Delta \omega$. The value in Eq. (21) is an upper bound because we have assumed an ideal classical measurement that has no associated noise. Therefore, the upper bound in Eq. (21) for the classical Sagnac gyroscope is a benchmark to which we can compare rotation sensors based on new quantum technologies, see references above.

In summary, I have proposed the use of a new metric, the Shannon mutual information (called the fidelity) between the rotation rate and the measurements (frequency shift) to judge the quality of any rotation sensor. The fidelity metric is general enough to allow comparison of classical and quantum rotation sensors. For an ideal classical Sagnac gyroscope, I have computed a theoretical upper bound on the mutual information that the gyroscope can give to a user by assuming a classical measurement model with no noise. Consequently, $H_{\text{max}}$ in Eq. (21) is the Shannon capacity of a classical Sagnac gyroscope. This upper bound is a benchmark to compare the performance of new rotation sensors based on improved classical and quantum technologies. In addition, in Eq. (20) I have derived a relation between the bandwidth of light input into a classical Sagnac gyroscope, $\sigma_\omega$, and an estimate of the uncertainty in the rotation rate, $\sigma_\Omega$.

Finally, the fidelity defined in Eq. (4) is general enough to describe the quality of any physical measurement. Consequently, the fidelity can be used to compare the quality of two different apparatuses (two different experiments) that attempt to measure the same quantity.
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