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**ABSTRACT**

In recent years several distributed ledger technologies based on directed acyclic graphs (DAGs) have appeared on the market. Similar to blockchain technologies, DAG-based systems aim to build an immutable ledger and are faced with security concerns regarding the irreversibility of the ledger state. However, due to their more complex nature and recent popularity, the study of adversarial actions has received little attention so far. In this paper we are concerned with a particular type of attack on the IOTA cryptocurrency, more specifically a *Parasite Chain* attack that attempts to revert the history stored in the DAG structure, also called the *Tangle*.

In order to improve the security of the Tangle, we present a detection mechanism for this type of attack. In this mechanism, we embrace the complexity of the DAG structure by sampling certain aspects of it, more particularly the distribution of the number of approvers. We initially describe models that predict the distribution that should be expected for a Tangle without any malicious actors. We then introduce metrics that compare this reference distribution with the measured distribution. Upon detection, measures can then be taken to render the attack unsuccessful. We show that due to a form of the Parasite Chain that is different from the main Tangle it is possible to detect certain types of malicious chains. We also show that although the attacker may change the structure of the Parasite Chain to avoid detection, this is done so at a significant cost since the attack is rendered less efficient.

1 **Introduction**

With the arrival of Bitcoin [1] a new decentralized payment system based on a trust-less peer-to-peer network has established. Bitcoin is essentially a protocol for reaching consensus between independent entities - that do not need to trust each other - on a chronologically ordered record of transactions. This data structure, which is also called a *blockchain*, is now a corner stone of many other Distributed Ledger Technologies (DLTs) [2], [3], [4], [5].

Despite their great success, events of congestion and the correlated high transaction (tx) fees [6] show that limitations in throughput, which can become costly, exist for these types of DLTs. Since these events are effectively created due to the bottleneck of a limit of txs that can be processed, scalability has become a core research topic. Furthermore, this issue also hinders the adoption of the technology for applications such as Internet of Things (IoT) [7].

To overcome scalability issues, several techniques have been proposed ranging from increasing block size and frequency, to side chains [8], “layer-two” structures like Lightning Network [9], Sharding [10], and other consensus mechanisms [3, 4, 11]. Some DLT’s have also replaced the blockchain structure with a directed acyclic graph (DAG). This approach is used in IOTA [12] and other protocols [13], [14], [15], [16], [17], [18], [19], [20]. DAG-based protocols reach consensus on a partially ordered log of transactions, allowing the log to have width and which can increase the throughput of the system.
1.1 The IOTA protocol

In this paper, we study the DAG-based IOTA protocol introduced in [12], where transactions are recorded in a DAG dubbed the Tangle. The vertices in this DAG are transactions. If there is an edge between two transactions $x \leftarrow y$, we say that $y$ (directly) approves $x$. If there is a directed path from $y$ to $x$ but no edge, $y$ indirectly approves $x$. A transaction with no approvers is called a tip. Under the IOTA protocol, all incoming transactions attach themselves to the Tangle by approving two (not necessarily distinct) tips.

Since the DAG structure is heavily determined by the order and manner in which txs are approved, the algorithm used to select the tips which a new transaction will attach itself to, is of critical importance. It is important to note, that the nodes in this protocol are free to choose from the array of available tip selection methods. In this paper we focus on two tip selection algorithms:

Firstly, the Uniform Random Tip Selection (URTS), is a very basic algorithm: we simply select a tip from the set of all available tips with a uniform random distribution. Despite being the most efficient method numerically, it would also be accompanied by security vulnerabilities and allow for tip selection behavior that is non-beneficial for the safety of the Tangle [12]. However, as we will see in Section 2.2, it is closely related to the next algorithm, which is the one that most resembles the current implementation in the protocol. More particularly, the analytical derivations for the following algorithm depend on the solutions for this URTS algorithm.

The second tip selection algorithm employs a Monte Carlo Markov Chain: here we select the tip at the end of a random walk (RW), beginning at the first tx in the Tangle. In the current implementation of the IOTA protocol, the RW can be biased towards transactions with large cumulative weight, which is a tx’s own weight plus the sum of all own weights of directly or indirectly approving txs. The amount of bias is determined by a parameter $\alpha$. When $\alpha = 0$, we dub the RW as Unbiased Random Walk (URW). Consequently, when $\alpha > 0$, we dub it Biased Random Walk (BRW). As we will see in Section 2.3 under the current network conditions and implementation of the IOTA protocol, the BRW has very similar properties to the URW and, therefore, it is sufficient to study the URW.

1.2 The Parasite Chain attack

Due to the probabilistic nature of the immutability of the ledger state, cryptocurrencies are subject to certain security concerns [21]. One such concern is that an adversary may revert the ledger to an earlier state if he possesses a sufficient amount of hashing or voting power [22]. In practice, such an adversarial action would result in a fork of the ledger and enable the possibility for a double-spend of funds.

[12] describes several attack scenarios under which an adversary may attempt a double-spend on the IOTA protocol. In this paper we focus on the Parasite Chain (PC) attack. In this attack the adversary places a value tx in the main Tangle, whilst also creating a side chain in secret that contains a double-spending tx, see Fig. 1. Once the PC is revealed to the network, the attacker then exploits the tip selection algorithm by leading honest txs to approve the PC instead of the main Tangle. This is possible, through the following mechanism: firstly, by attaching the PC to a particular tx (the root tx), the cumulative weight of this root tx can be significantly increased and the RW tip selection algorithm will then be drawn towards this root. In addition, the attacker can also increase the number of links from the PC to this root tx, to increase the probability for the RW to continue onto the PC. If the attack is successful, the part of the Tangle that approves the originally visible double-spend tx is abandoned and the PC becomes the new main Tangle, thereby changing the ledger history.

[23] discuss this attack in further detail and show that for certain values of the parameter $\alpha$ in the BRW, the attack has an increased likelihood to succeed. Furthermore, although the security is improved with increasing value of $\alpha$, it should not be selected too high, otherwise txs would be left behind and excluded from the ledger. Therefore, $\alpha$ has to be selected in a manner that is a compromise between the safety of the system and avoiding orphanage of txs, i.e. txs not being approved. More generally, [23] also showed that the success of the attack also depends on other variables, such as the time that the PC is revealed to the main tangle and the number of root txs the PC is attached to the main Tangle.

In this paper, we present a method to counter the vulnerability of the PC attack by introducing certain detection mechanisms. These detection methods employ the knowledge of the underlying structure of the Tangle, more particularly the likelihood for txs to have a certain number of direct approvers. We show that by measuring the distribution of approvers for a selected set and comparing it to a reference distribution, the Tangle can be checked for abnormalities.
Upon flagging a suspicious part of the Tangle as a PC, countermeasures can be taken, such as restarting the RW with an increased $\alpha$ value [24]. Since the tip selection method can be switched or restarted immediately during the detection, an honest tx issuer who detected the PC, would avoid approving tips of the PC and hence contribute towards rendering the attack unsuccessful. We show that an adversary would have to significantly reduce the efficacy of the attack if he wants for the PC to remain undetected.

1.3 Contributions of this paper

Our contributions in this paper are twofold: firstly, we present analytical models that capture the underlying structure of the Tangle, in the form of the likelihood for txs to have a certain number of direct approvers. We present models for the UR TS and the URW, and we show that the distribution for the URW is tightly linked with the distribution for UR TS. We compare the analytical models to simulation results and show that generally a good agreement is reached in the high load regime. In the low load regimes, the model predicts the values well only if txs are only allowed to approve the same tx once.

Secondly, we describe a method of how to reduce the susceptibility of the IOTA cryptocurrency towards a specific type of double-spend attack, more particularly a Parasite Chain. This enables a proactive tool against malicious actors and improvements for security. We measure how ‘distant’ a certain sample set of txs is from the derived distributions and we show that we can employ the distance metric, to effectively detect simple versions of a PC. If the attacker decides to avoid the detection methods, he is forced to build the PC in a more complicated way, which is correlated to a decrease of the attack’s efficacy. We demonstrate this for two ways of selecting sample sets: through RWs and through collecting the txs that directly or indirectly approve a particular tx, i.e. the future cone of that tx. We conclude that by combining these two methods, a powerful detection tool is provided to honest tx issuers that allows them to make their tip selection more safe and PC attacks less likely to succeed.
2 Model for the Number of Approvers

Due to the complexity of the Tangle, it can be difficult to derive exact solutions which describe certain mechanics. On the other hand, deterministic solutions can provide a sufficiently good picture to describe certain mechanics despite their simplified assumptions. Here, we attempt to discuss the likelihood of a randomly selected tx having a given number of direct approvers \( n \), through a deterministic model. The model is facilitated by employing a linear approximation of the exit probability distribution, which represents the likelihood of a tip being selected.

Since the tip selection is performed probabilistically, the same tip may get selected twice, although this is only likely to happen in the low load regime, i.e. if the rate of arriving txs is low. Since the tip selection algorithm is not enforced, it remains up to the node to decide what to do in this case. Here, we consider two particular scenarios that do not require rerunning the tip selection algorithm and which are, therefore, considered numerically efficient options. Initially, we will discuss both scenarios, before focusing on the former in more detail: in the single edge model (SEM) only one edge is created instead of two, and in the multi-edge model (MEM) two edges are created to the same tx. As we will show, in the high load regime, i.e. when the rate of arriving txs is high, SEM and MEM converge to the same distributions. Since the Tangle is built to allow for high throughput, we will mainly focus on the high load regime and the difference between SEM and MEM can be neglected. However, since the protocol should also be analyzed in the low load scenario and the node is free to choose the tip selection algorithm, the two methods are discussed for completeness and comparison.

Once a tx is selected for the tip selection, it is assumed that the Proof-of-Work plus the propagation to the network equal to the time \( h \), and that no other node will be aware of the approval before this delay has passed [12]. Let \( p_i \) be the probability of being selected by the tip selection algorithm for the \( i \)-th tx, \( N \), the final number of approvers of \( i \) and \( t_i \) the time of first approval. We notice that \( p_i \) depends on the number of tips and hence may change with the arrival of a new tx. Note that if txs \( i_1 \) and \( i_2 \) are the approvees of \( i \) then no further txs are attached to them later than \( t_i + h \), due to the delay \( h \). It is noteworthy that the following applies for URW: after \( t_i + h \) none of the directly or indirectly approved txs, i.e. the entire past cone of \( i \), receive any further approvers. The exit probability of the URW at \( i \) remains unaffected after \( t_i + h \) by the arrival of new tips and \( p_i \), and also the probability for the random walk to pass through the tx, remains constant at that time. This is not the case if backtracking is allowed, i.e. the RW is allowed to return to the past cone of \( i \) once it left it, however, this is currently not implemented in the IOTA protocol.

Throughout this work we will frequently employ the Poisson distribution function

\[
P(\gamma, n) = e^{-\gamma} \frac{\gamma^n}{n!}
\]

(1)

where \( \gamma \) is a rate.

In the following sections we employ

**Lemma 1.** The number of approvers for a given tx \( i \) is given by

\[
N_i = 1 + p_{i0} + \text{Pois}(\lambda_i)
\]

(2)

where Pois(\( \cdot \)) is the Poisson distribution,

\[
\lambda_i = \lambda \int_{t_i}^{t_i+h} dt \begin{cases} 2p_i(t) & \text{for MEM} \\ 2p_i(t) - p_i(t)^2 & \text{for SEM} \end{cases}
\]

(3)

\( \lambda \) is the tx rate in units of \( h \), and

\[
p_{i0} = \begin{cases} p_i(t_i) & \text{for MEM, approximately} \\ 0 & \text{for SEM} \end{cases}
\]

(4)

**Proof.** Assume there is a Poisson process of arriving txs [12] with rate \( \lambda \), i.e. the number of arrivals within the interval \( h \) after \( i \) receives its first approval is given by the random variable \( N \). Let us consider SEM first. The probability of \( i \) receiving an additional approver, once a tx arrives is \( p_i^+ (t) = 1 - (1 - p_i(t))^2 \). Hence from the viewpoint of \( i \), txs arrive at rate \( p_i^+ \lambda \) (of which all would reference \( i \)). Furthermore, for independent events it holds that \( P(N = n) = P(M_1 + M_2 = n) \), where \( P(X = x) \) is the probability that the random variable \( X \) takes the value
$x$, and $M_1$ and $M_2$ are again Poisson processes, with rates $\mu_1$ and $\mu_2$. We can, therefore, assume that the arrivals of attachments to $i$ occur through a series of Poisson processes with rate $p_i^+ \lambda dt$ at time intervals $dt$, which leads to the integral form. In the case of MEM, we consider two rates of arriving tx that approve $i$: txs that approve $i$ twice or once, and their rates of arrival are $p_i(t)^2 \lambda$ and $(p_i^+(t) - p_i(t)^2) \lambda$, respectively. With the same argument as above, we can find the integral form

$$N_i = 1 + \text{Pois}(\lambda_{i1}) + 2\text{Pois}(\lambda_{i2})$$

where

$$\lambda_{i1} = \lambda \int_{t_i}^{t_i+h} 2p_i(t)(1 - p_i(t))dt$$

$$\lambda_{i2} = \lambda \int_{t_i}^{t_i+h} p_i^2(t)dt$$

These two Poisson processes are independent and can be further combined. Finally, the first approver also has the likelihood $p_{i0}$ to approve the same tip twice. This assumption does not take into account that for small $\lambda$ the Poisson process has a significant impact on the number of approvers. More specifically, for small $\lambda$ the likelihood is increased that a single tip is simultaneously selected by one or multiple txs and hence the probability to have an even number of approving edges is increased compared to an odd number.

Generally the average probability to have $n$ approvers is given by

$$P(n) = \sum_{i=1}^{N} \mathbb{P}(N_i = n)$$

where $N$ is the cardinality of a list of txs that are considered. Since as previously discussed for URW $p_i(t)$ is only variable for a short time (maximally $h$ after $i$ is revealed), we assume $p_i(t) = p_i \forall t$ is approximately true. The integral forms in (3) can, therefore, be further simplified, which we employ in the next section.

### 2.1 Uniform Random Tip Selection

In the URTS algorithm, tips are selected at random from the set of $L$ available tips and with the most recent assumption $p_i = L^{-1}$ on average. According to [12], the number of tips is approximately $L = 2\lambda$. However, for small $\lambda$, the number of tips is limited by one instead. For simplicity, we assume that

$$L = 1 + 2\lambda$$

Using (5) and (2) the probability to have $n$ approvers (or equivalently $n - 1$ beyond the first) is then given by the Poisson distribution function

$$P_U(n) = P(\lambda_U, n - 1)$$

with the rate

$$\lambda_U = \begin{cases} 
2\lambda L^{-1} & \text{for MEM} \\
2\lambda L^{-1}(1 - 0.5L^{-1}) & \text{for SEM}
\end{cases}$$

Note that in the high load regime (i.e. $\lambda$ is large), the quadratic term can be neglected and MEM and SEM converge to the same rate, as previously discussed.

Fig. 2 shows a comparison of the numerical and analytical values of $P_U(n)$ for both SEM and MEM. It can be seen that for SEM the model represents the numerical values well. In both models, the distribution converges towards the same distribution in the high-load regime. This is because for large $\lambda$ almost none of the tips are selected twice. However, in the low load regime (i.e. $\lambda < 10$) the predicted values do not match for MEM. This is due to the discrete nature of the Poisson process, which as described above, is not accounted for. Furthermore, even numbers of approvers have a higher probability (see $n = 4$), while odd numbers of approvers are less likely than predicted (see $n = 3$).
2.2 Unbiased Random Walk

The tip selection algorithm that is currently employed in IOTA is the Monte-Carlo-Markov-Chain RW with the parameter $\alpha$ [12]. Typically, analytical solutions are easier to find by initially considering $\alpha = 0$, where effects such as txs that are left behind, or the dependence of the RW on the cumulative weight, play no role. Here we follow the same path, before increasing the complexity of the analysis by considering $\alpha > 0$ in Section 2.3. We employ SEM for the analysis in this section, since the analytical model provides more accurate results in this case. However, for most of our analysis, both models would be appropriate, since both predict the numerical values well in the high-load regime, which is in the focus in this work. Note that [25] observed that for $\alpha = 0$, the mean tip number converges to $L \approx 2.1 \cdot \lambda$. However, employing this observation does not lead to improvements for this model and hence the same average tip number as for URTS is employed.

For a given number of tips $L$, we can order the exit probabilities by their likelihood. We then define the $L$-normalized exit probability $e(x)$ to be the exit probability distribution that is normalized from the index interval $\{1, \ldots, L\}$ onto the relative index interval $(0, 1]$. For large enough $\lambda$, the expected exit probability of the $i$–th most likely tip is then approximately given by

$$E e_L(i) \approx \int_{i/L}^{(i-1)/L} e(x) dx$$

(8)

The $L$-normalized exit probability can be expressed as

$$e(x) = 1 + f(x)$$

(9)

where $x \in [0, 1]$, $\int_0^1 f(x) = 0$ and $f(x) > -1$.

Fig. 3 shows the numerically calculated $L$-normalized exit probability for URTS and URW, as well as a linear fit for URW. $e(x)$ has numerically been calculated by averaging over $10^3$ samples of tip sets. For each tip set, $10^6$ tip selections are performed and the tips are ordered by their exit probability $e_L(i)$. Despite the high number of tip selection samples, the values of indices close to 0 (1) are slightly over- (under-) estimated due to stochastic effects, as can be seen for URTS where the value is expected to be $e_L(x) = 1$ over the entire interval. It can be seen that for the fitted curve the numerical values agree well for most of the range, apart from the smaller indices, where the exit probability is noticeably increased, suggesting that certain tips in the Tangle have a considerably higher probability to be selected.
For a given relative index number $x$, we can assume a Poisson process of txs and the probability density of having $n$ approvers is then given by

$$p_{URW}(n, x) = P(e_{URW}(x)\lambda_U, n-1)$$  \hspace{1cm} (10)

The expected value is then given by

$$P_{URW}(n) = \int_0^1 dx \, e^{-e_{URW}(x)\lambda_U} \frac{(e_{URW}(x)\lambda_U)^{n-1}}{(n-1)!}$$

$$= P_U(n) \int_0^1 dx \, e^{-f(x)\lambda_U} (1 + f(x))^{n-1}$$  \hspace{1cm} (11)

As can be seen, the distribution for the URW can be decomposed into a product of the distribution for URTS times a factor dependent on the exit probability function. This highlights how these two tip selection algorithms are correlated, and why their distribution appears similar.

For URW, the probability to pass through a given tx, is equal to the final value of the exit probability during the time the tx was a tip. Hence to derive the approver statistics observed along the path of RWs, (10) is weight by $e(x)$, and the expected distribution is

$$P^*_{URW}(n) = \frac{1}{b} \int_0^1 dx \, p_{URW}(n, x)e(x)$$  \hspace{1cm} (12)

where

$$b = \sum_{n=0}^{\infty} \int_0^1 dx \, p_{URW}(n, x)e(x)$$

normalizes the probability.
Figure 4: Values of (13) and (14) with the parameter $a$ for several values of approver numbers $n$. $\lambda = 100$

### Linear approach

A simplified approach is presented by employing the distribution $f(x) = a(x - 0.5)$, $a \in [0, 2]$, where $a$ is limited to achieve only positive values for $f$. The expected value is then given by

$$P_{URW}(n) = P_U(n)g(n-1)$$

$$P_{URW}^*(n) = \frac{P_U(n)g(n)}{\sum_{m=1}^{\infty} P_U(m)g(m)}$$

where

$$g(n) = \frac{1}{a} \sum_{j=0}^{n} \lambda U_{j-1} \frac{n!}{(n-j)!} [e^{-y\lambda U} (1 + y)^{n-j}]^{-0.5a}$$

Note that for $a \to 0$ (13) converges towards URTS:

$$\frac{P_{URW}(n)}{P_U(n)} = \frac{(n-1)!}{(n-1-j)! (n-2-j)!} = 1$$

Fig. 4 shows the probability to have $n$ approvers with the value of the parameter $a$. As can be seen in Fig. 4a), introducing a gradient in the exit probability shifts the likelihood of having a certain number of approvers away from the mean towards less (one approver) or higher numbers of approvers (more than 3), corresponding to increased or decreased exit probabilities. On the other hand, it can be seen from Fig. 4b) that the likelihood for a URW to visit sites with a higher number of approvers, is shifted to only txs with higher numbers (more than 2), since these are sites more frequently visited by the URW.

From Figs. 3 and 5, we can see that a good agreement is achieved with the numerical results for $a = 1.3$.

### 2.3 Biased Random Walk

In the IOTA protocol, the RW is made dependent on the cumulative weight of a tx. The cumulative weight $w_x$ of a tx $x$ is defined as the sum of its own weight, plus all own weights of txs directly or indirectly approving the tx.
The dependency on the RW is introduced to prevent undesirable behaviors, such as the selection of old tips (lazy tip selection), or certain types of PCs [12]. In the current implementation of the Tangle, the path of the RW depends, therefore, on a parameter $\alpha$ and the cumulative weight of txs encountered along the path. More specifically, the probability to transition from a tx $x$ to a tx $y$ is given by [12]:

$$P(x \sim y) = \frac{\exp(\alpha w_y)}{\sum_z \exp(\alpha w_z)}$$  \hspace{1cm} (15)$$

where the denominator normalizes the probability by summing over all direct approvers $z$ (including $y$) of $x$.

It should be noted that the value of the parameter $\alpha$ ought to be selected carefully. Selecting the value too low would result in the BRW having little or no improvement to the security compared to URW, while a too high value would result in txs being orphaned. Typically, orphanage behavior is observed in simulations at about $\alpha \lambda \approx 1$ [26]. The default value in the IOTA reference implementation of $\alpha = 0.001$ [27] ensures that the Tangle structure is the same at least up to a tx rate of $\lambda = 100$, since no orphans are created and the exit probability is the same, as can be seen in Fig. 3.

With the Minimum Weight Magnitude parameter set to 14 (current setting of the difficulty in the IOTA protocol), the average time for the PoW in a Core i7 platform is about 4.1s [28]. At a tx rate in the order of 5 tps (current, over the scope of one day, measured tps by an IRI node [27]), the expected value for the tx rate is $\lambda \approx 20$. Since $\lambda \gg 1$, the difference between SEM and MEM is negligible. Furthermore, since $\lambda \alpha \ll 1$, the difference between the exit probabilities and hence the approver distributions of URW and BRW are negligible, as discussed in the previous paragraph. We, therefore, employ the models developed in Section 2.2 for the following sections.

3 Parasite Chain detection

The vulnerability of the Tangle to the PC attack is first recognized in [12]. A PC is a specific type of a double-spend attack, where the attacker issues a tx on the main Tangle and, simultaneously, issues a double-spending tx, which is not yet revealed. He then continues to issue further txs that approve the double-spend on the PC in secret, to strengthen the PC chain, till the receiver accepts the main Tangle double-spend tx. Upon receiving the goods or value from the to-be-swindled receiver, the adversary then reveals the PC in the hope that it can outpace the incompatible part of the current main Tangle, by attracting as many tip selection RWs as possible. If successful, the part of the Tangle
that approves the main Tangle double-spend tx becomes orphaned, and the PC becomes the new main Tangle, thereby invalidating the main Tangle double-spend tx.

In this paper, we focus on a specific Parasite Chain attack where the adversary pins the PC to one or more (k) honest txs in the main Tangle, which are issued at a similar time as the double-spend tx on the main Tangle. We dub this type of a PC k-pinned PC. Generally, an adversary may choose to attach to multiple root txs. However, for simplicity we assume a 1-pinned PC.

We assume that the adversary attempts to issue as many txs as possible that directly approve the PC root, as well as the previously issued PC tx. This approach is taken for two reasons: firstly, by directly or indirectly approving this root tx, the cumulative weight is increased both by the txs in the main Tangle, as well as by the PC. This can significantly increase the cumulative weight of the root, compared to the double-spend tx in the main Tangle. As a result, the RWs that are performed for tip selection will be drawn towards the root. Secondly, by attaching as many direct approvers to the root, the probability for the RW to hop onto the PC once the RW passes through the root, depends on the number of links to the PC. It can, therefore, be increased by directly attaching as many malicious txs as possible. Fig. 6a) shows the most efficient way of attaching a 1-pinned PC, and we dub it a simple PC (SPC).

In this section, we describe a methodology for how we can employ the distributions that we derived in the previous section, to detect a pinned PC. More particularly, since the distribution of approvers in the PC in Fig. 6a) is significantly different from the distributions derived in the Section 2, we propose the implementation of a metric that compares the encountered approver distribution to the expected one, and allows to identify PCs. This would allow nodes to actively counter the creation and success of PCs.
We define the following distance metric

\[ d_P = \frac{1}{2} \sum_{n=0}^{\infty} |P(n, S) - P_{ref}(n)| \]  \hspace{1cm} (16)

where \( P \) is the measured distribution, or probability vector, that is deduced by measuring on the sample of size \( S \). In this paper, the sample size is varied between 10 and 100, see Fig. 7. \( P_{ref} \) is the reference distribution (equations (13) or (14)) and the factor \( \frac{1}{2} \) normalizes the distance.

As discussed, it is more expensive for the attacker to create txs in the PC with higher numbers of approvers. Hence, it is useful to put increased weight on txs with higher numbers of approvers. However, due to the low probability of having a high number of approvers, the difference between the actual value \( P(n) \) and \( P_{ref}(n) \) can be relatively large for higher values of \( n \). To reward having a high number of approvers (instead of penalizing it because of the high variance), we measure if a tx has more than a given number of approvers, and we can therefore also employ the distance

\[ d_Q = \frac{1}{2} \sum_{n=0}^{\infty} |Q(n) - Q_{ref}(n)| \]  \hspace{1cm} (17)

where

\[ Q(n) = \sum_{m=n}^{\infty} P(m) \]  \hspace{1cm} (18)

is the cumulative probability distribution and \( Q_{ref} \) is the reference cumulative probability distribution. As will be shown in the following figures, employing \( d_Q \) instead of \( d_P \) can lead to a better analysis, whilst adding little or no computational overhead for calculating the more complicated metric \( d_Q \).

We can employ these metrics in the following way: if the measured distance exceeds a critical value \( \eta \), the detection method rejects this path for the RW. More formally, we say a sample \( P \) fails an \( \eta \)-confidence level test if \( d_P > \eta \) (or equivalently, the sample \( Q \) fails if \( d_Q > \eta \)). The exact procedure after rejecting a path can be manifold. For example, the node may simply restart the RW from the last point where no suspicious behavior was noted. Or the node may also switch into some kind of safe mode, where the RW is calculated with a higher \( \alpha \) value [24].

Generally, the measurement of the distance is made on a limited sample size and the distances \( d_P \) and \( d_Q \) can, therefore, only take certain discrete values. To determine how likely it is that a measurement is treated as a false-positive, i.e., the sample is part of the main Tangle but has been flagged to be in a PC, we study how likely it is that a certain distance occurs in a random sample. Due to the discreteness of the above distance metrics, we investigate the cumulative probability rather than the actual distribution. Note that for small sample sizes \( S \), this discreteness can be observed through the clearly visible discontinuity of the derivative of the curves, see e.g., Fig. 7 for \( S = 10 \). Intuitively, the cumulative probability also provides a visual representation as to how many samples would be below a given distance, and how many false-positives we should expect, when setting \( \eta \).

3.1 Random walk detection

In this method of creating a sample of approver numbers, we collect and update the sample set of txs while the RW traverses the Tangle. This method is numerically very inexpensive, since the information for the sample set is readily available, as it is already considered when performing the RW. Hence the node may also decide to test samples of different lengths in parallel, in order to distinguish between very local distributions (small sample size, e.g., \( S = 10 \)) and more global distributions (e.g., \( S > 50 \)).

The pseudo code described in Algorithm 1 provides an example high-level overview of how the PC detection mechanism could be implemented in a tip selection algorithm. The additional algorithm 2 is added, which updates and evaluates for every RW step a sample of approver numbers. If the calculated distance \( d \) is larger than a given threshold, the algorithm 2 returns a flag and the tip selection method restarts, in this case, from the initial starting point of the RW. Furthermore, the RW is changed from the standard RW (with a standard_step) into a safe mode (safe_step). This safe mode could, for example, be a RW with an increased \( \alpha \) value, as described in [24].

Fig. 7 shows the cumulative probability for the distance to be above a certain value, where the sample size of considered txs has been fixed to \( S \) and \( P_{ref} \) is given by (14). It can be seen that for small values of \( S \) the discrete nature of
Algorithm 1: Integration of detection into tip selection.

**input**: The starting point of the RW defined as initial tx

**output**: The selected tip

1. \( tx \leftarrow initial_{tx} \)
2. \( mode \leftarrow standard \)
3. **while** \( tx \) is NOT a tip **do**
   4. **if** \( mode = safe \) **then**
   5. \( tx \leftarrow safe_{step}(tx) \)
   6. **else**
   7. \( tx \leftarrow standard_{step}(tx) \)
   8. **if** Algorithm 2 = TRUE **then**
   9. \( mode \leftarrow safe \)
10. \( tx \leftarrow initial_{tx} \)
11. **return** \( tx \)

Algorithm 2: Sample Management

**input**: current tx, sample list of approver numbers

**output**: bool value whether PC is detected

1. Add number of approvers of tx to the sample list
2. **if** Sample size > \( S \) **then**
   3. Remove the oldest element from the sample list
4. Calculate distance \( d \) by applying Eq. (16) or (17)
5. \( pc_{detected} \leftarrow (d > threshold) \)
6. **return** \( pc_{detected} \)

The distance is clearly visible, while for larger \( S \) it becomes increasingly difficult to observe this phenomenon. Note, that the maximum available number of samples from an RW depends on the depth from which the RW is started. Furthermore, \( S \) should be selected such that local changes (i.e. the start of a PC) can be detected, which puts further restrictions on the upper limit of \( S \).

Let us assume the adversary attaches a 1-pinned PC to the Tangle, and that with probability \( p_R \) a malicious tx directly approves the PC root, as well as the previous malicious tx that was attached in the same manner. We denote the part of the PC that is constructed in this way as the main PC. The remaining malicious txs are attached in whatever way seems most suitable. Then, the most efficient way the adversary can build the PC is with \( p_R = 1 \), see Fig. 6a), where all malicious txs are added as direct approvers to the PC root and the rate at which direct approvers are added to it is given by \( r = \mu \).

As can be seen from Fig. 7, an \( SPC \) is easily detectable, since even for a small number of samples \( S \), the measured distance in the PC is larger than the measurements in the main Tangle. By decreasing \( p_R \) and attaching to txs along the main PC (1-pinned \( PC_1 \), see Fig. 6b), the adversary may render the PC undetectable. However, by doing so he weakens the attack since fewer edges are attached to the PC root. Note also that in the \( PC_1 \) in Fig. 6b), txs that are not part of the main PC are left behind and due to their low cumulative weight, are therefore unlikely to be selected by the RW as tips.

The selected sample size \( S \) should be sufficiently large, since otherwise the detection method may show little success (or return too many false-positives, if the value of \( d_C \) is set too low). For example, denote the following PC as \( PC_A \): an adversary employs the strategy \( PC_1 \), by adding a link to the main PC with the probability \( 1 - 0.5p_{URW}^*(2) \). Then

\[
    d_P = 1 - P^*(1) - P^*(2) \approx 0.26
\]

and the attachment to the root is reduced to the rate

\[
    r = \frac{(1 + 0.5p_{URW}^*(2))}{\mu} \approx 0.85\mu
\]
If \( S \) is selected too low (e.g. \( S = 10 \)) this type of PC may remain undetected, if \( d_P \) (equation 16) is employed for detection, as can be seen from Fig. 7a). However, it still may be detectable when changing the detection metric to \( d_Q \) (equation 17).

The PC would certainly remain undetected, if txs are added to the main PC, such that the encountered distribution is \( P^\ast_{URW}(n) \), i.e. \( d = 0 \). Under this condition, the rate is reduced to

\[
    r = (1 + \sum_{n=1}^{\infty} (n - 1)P^\ast_{URW}(n))^{-1}\mu
\]  

For example, for \( \lambda = 100 \) and \( \alpha = 0.0001 \), \( r \approx 0.46\mu \), which requires the attacker to deploy the malicious txs in a much less efficient way, hence reducing the efficacy of the entire PC attack.

### 3.2 Future cone detection

In a pinned PC, the capability of those txs that are pinned to the root, to divert the RW onto the PC relies on their cumulative weight growing as fast as possible. In other words, it is likely that most of the issued malicious txs reference, directly or indirectly, earlier malicious txs. An effective method to consider most of the PC txs is, therefore, to analyze the future cone of the txs that are encountered along an RW, where the future cone of a tx is defined as the set of txs that directly or indirectly approve a given tx.

Note that compared to the method in the previous section, the sample size \( S \) can be significantly larger, since the number of samples in the main Tangle would increase exponentially with the distance from the cone’s root tx. Until the growth of the future cone reaches the linear phase, where the rate of txs per unit of distance to the root would be constant. However, while the method in Section 3.1 is computationally relatively inexpensive, here we must employ a traverse algorithm to efficiently collect a sample of txs, such as Breath-First Search or Depth-First Search [29]. It is, therefore, recommended to employ this control mechanism only occasionally or if suspicion is raised.

Due to the larger possible sample size and the way it is sampled, the adversary must attempt to achieve a better agreement of the PC with the reference distribution (13). For example, the relatively inexpensive PC in 6b) would exhibit a high distance \( d_P \) (\( d_Q \)), due to the suspiciously large amount of orphans.

The adversary may still create a PC structure that makes the PC less likely to be detected, as Fig. 6c) indicates. However, since the future cone envelopes the distribution of all txs within a certain distance of the investigated root tx (and in the future cone), the necessary structure becomes significantly more complicated. More specifically, since the
reference distribution itself stems from a structure where all links are employed, this leaves effectively little to no spare links for the adversary to attach to the PC root: due to the fact that the PC is created in secret, the only approvers that the txs can receive before being revealed are the txs from within the PC itself. Hence the average number of approvers in the PC is

$$\overline{n}_{PC} = \sum n P_{PC}(n) \leq \sum n P_{ref}(n) = 2$$

where $P_{PC}$ is the probability distribution within the PC and the inequality arises, since the PC creates links to txs within the main Tangle, without receiving any in return. The second equality in the above equation is due to the fact that the total average number of edges per tx in the Tangle must be equal to the number of approvers a tx selects, which is two in the high load regime. Hence, the PC structure that provides optimal resistance to the detection method would require most links to be employed within the PC. The adversary must, therefore, choose a medium between detectability and efficacy of the PC, by deploying links purely within the PC, i.e. he cannot create direct links to the PC root.

In conclusion, the main observation is that, contrary to the approach in Section 3.1 where adding a few tx according to the method in 6b) may be sufficient, in this approach it is more difficult to reproduce the reference distribution. More precisely, in order to imitate the exact distribution, all adversary txs would need to be deployed for mimicking the distribution.

### 3.3 Final remarks

Further improvements can be envisioned for the presented detection tools. For example, we may combine the RW detection in Section 3.1 and the future cone detection 3.2, since their distributions are different as can be seen by comparing Figs. 5a) and 5b). Avoiding both detection mechanisms may be noticeably more difficult and their combination could, therefore, lead to an improved success rate. The numerically expensive method in Section 3.2 may also be more suitable for taking larger samples, while the method in Section 3.1 can be easily implemented without much additional numerical effort. Furthermore, the sample size could be continuously varied and alternative sampling mechanisms could be envisioned, which would make it more difficult for the adversary to adopt his strategy.

### 4 Conclusion

We present models to understand and predict a particular aspect of the Tangle structure, more specifically, the likelihood for a transaction to obtain a particular number of direct approvers. We derive solutions for two tip selection mechanisms: firstly, for a Tangle that is built employing a uniform random selection and secondly, if it is constructed employing a random walk. We show that the distributions for the two tip selection methods are linked tightly and also that the distribution depends on whether samples for transactions are taken from the set of all transactions, or only from transactions which are encountered along random walks.

We then employ the models for the approver distributions to detect a specific double-spend attack on the IOTA cryptocurrency, namely the *Parasite Chain* attack. In this type of attack, an adversary attempts to trick a node’s tip selection mechanism into approving a double-spend transaction, by building a side Tangle in secret and revealing it at a suitable moment. Since the efficacy of the attack relies on building a side tangle that directly approves a limited set of transactions in the main Tangle, the underlying structure of that Paradise Chain is noticeably different to the main Tangle. By measuring the distance to the derived distributions on direct approvers, it is possible to detect certain forms of this side chain. It is shown that the quality of the detection depends on the sample size and we, therefore, propose two different methods of sampling. Firstly, a numerically inexpensive method is proposed, where the node may record the approver statistics along the path of a random walk. However, since the random walk moves relatively fast through the Tangle, a limited amount of transactions can be sampled. In the second approach, the node chooses to sample the future cone of a given transaction. This would ensure that most of the transactions in the Parasite Chain can be measured against the expected distribution.

Through these methods, certain structures of the Parasite Chain may be detectable. This would allow the honest tx issuers to improve their tip selection algorithm to be more safe and may prevent Parasite Chain attacks from being successful. On the other hand, if the adversary chooses to avoid detection by constructing more complex forms that
would be more difficult to detect, he has to deploy a significant proportion of transactions in a less effective manner. In either case, the proposed methods present a tool which can reduce the threat imposed by Parasite Chains.
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