Abstract: Antibiotic persistence is a phenomenon in which rare cells of a clonal bacterial population can survive antibiotic doses that kill their kin, even though the entire population is genetically susceptible. With antibiotic treatment failure on the rise, there is growing interest in understanding the molecular mechanisms underlying bacterial phenotypic heterogeneity and antibiotic persistence. However, elucidating these rare cell states can be technically challenging. The advent of single-cell techniques has enabled us to observe and quantitatively investigate individual cells in complex, phenotypically heterogeneous populations. In this review, we will discuss current technologies for studying persister phenotypes, including fluorescent tags and biosensors used to elucidate cellular processes; advances in flow cytometry, mass spectrometry, Raman spectroscopy, and microfluidics that contribute high-throughput and high-content information; and next-generation sequencing for powerful insights into genetic and transcriptomic programs. We will further discuss existing knowledge gaps, cutting-edge technologies that can address them, and how advances in single-cell microbiology can potentially improve infectious disease treatment outcomes.
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1. Introduction

In a world of diverse threats, phenotypic heterogeneity is a bet-hedging strategy that increases the odds of survival for clonal bacterial populations. In a given cohort, some bacteria may be slow-growing and better prepared to survive external threats, while others are metabolically poised to take advantage of nutrient windfalls for more rapid propagation. Because of this, external insults such as antibiotic treatment may not fully eradicate a bacterial population even if it appears genetically susceptible [1]. Some bacteria can endure antibiotic treatment until the insult ends and they can resume growth and repopulate. These resurgent cells, termed persisters, contribute to recurrent or recalcitrant infections that are difficult to resolve [2,3]. Clinically, persisters are implicated in the chronicity of a range of infections, including urinary tract infections by uropathogenic Escherichia coli, pneumonia in cystic fibrosis patients from Pseudomonas aeruginosa, or tuberculosis from the namesake pathogen, Mycobacterium tuberculosis [4]. Antibiotic resistance is a widely recognized threat to public health, but with increasing evidence suggesting that persistence begets resistance, it is clear that persisters present a multifaceted challenge in clinical infection management [5–8].

Better understanding of bacterial persistence can facilitate the development of anti-persister treatment strategies; however, identifying and studying persistent bacteria is a complex endeavor. Unlike resistant bacteria, persisters lack distinct genetic identifiers and
therefore appear indistinguishable from their susceptible kin [2]. Furthermore, population-based methods may mask the persistent subpopulations that are estimated to comprise only 0.001–1% of a population [9]. Furthermore, phenotypic states are inherently transient and shift in response to environmental conditions; therefore, it is even more important that chosen techniques faithfully capture physiological states with minimal cellular perturbations [10]. The field is currently limited by an inability to predict which cells will die, which will survive treatment and reawaken, or which cells will remain viable through treatment but will fail to resuscitate and replicate after treatment cessation [11]. The use of tools to track phenotypic heterogeneity, together with functional assays, can help elucidate which cells persist and how they do so.

Here, we provide an overview of single-cell techniques that are applicable to studying phenotypic heterogeneity and bacterial persisters (Figure 1). To avoid redundancy with a similar review, we will highlight cutting-edge technologies from the past five years and discuss improvements in classical techniques that can illuminate the aspects of persister biology that elude population-based methods [12].

Figure 1. An overview of approaches to investigate single-cell physiology.

2. Illuminating Single-Cell Traits with Fluorescence

2.1. Fluorescent Biosensors

Fluorescence is the foundation of many biological assays and can be measured in a variety of ways, including flow cytometry, microscopy, or spectrophotometry. One effective way to study phenotypic heterogeneity is with fluorescent reporter plasmids to indicate relative transcription levels of specific genes (Figure 2A) [12–14]. Many studies have utilized fluorescent reporters to study heterogeneity within vital bacterial genes related to persistence, growth, and other phenotypic characteristics [15–19]. Others have developed whole-genome reporter libraries to serve as a resource to better resolve transcriptional distinctions between cells [13]. Additionally, cutting edge “multi-reporter” constructs have been effectively optimized in E. coli and P. aeruginosa to enable observation of multiple transcripts simultaneously while subverting traditional limitations of spectral overlap (Figure 2A) [20–22].

Gene expression reporter plasmids are a reliable tool in analyzing transcription patterns, but additional strategies are needed to measure subsequent translation. Proteins are commonly identified by fluorescently tagged antibodies that bind specific protein epitopes, also allowing for protein abundance and localization studies [23]. Studying a protein of interest can also be accomplished with a transcriptional fluorescent protein (FP) fusion modifying a chromosomal or plasmid-borne copy of a gene (Figure 2B) [24–26]. This process has been scaled to the whole-genome level with the development of fluorescent...
fusion libraries in *E. coli*, among other species, that do not have an observable impact on cell growth [27,28].

**Figure 2.** Principles of fluorescence-based techniques. (A) Plasmid-based fluorescent reporters utilize gene-specific promoters tied to FP molecules to indicate expression. This concept has been further refined to make multi-reporter plasmids, where the expression of multiple genes can be observed simultaneously. (B) FRET-based probes can be incorporated into biomolecules to indicate when the two interact. Other protein-based and enzyme-based sensors can fluoresce upon binding of a ligand (for example, ATP biosensors such as QUEEN and iATPSnFR). FP tags can be incorporated into a chromosomal or plasmid-borne gene copy to create a fluorescent protein-FP fusion. (C) Fluorescent small molecule probes such as DAPI, SYTOX Green, and Redox Sensor Green can directly bind target biomolecules and indicate their presence and localization. Non-fluorescent molecular probes can be modified by alkylation so that they fluoresce upon reacting with an azide-containing fluorescent protein. (D) Nucleic acid-based fluorescence techniques, such as FISH probes, can bind to complementary nucleic acid sequences, which fluoresce upon hybridization of the two strands. Riboswitches, such as Spinach, can change conformation upon binding to a ligand to allow incorporation of a fluorescent molecule such as DFHBI.

Förster resonance energy transfer (FRET) is a protein-FP fusion technique that utilizes a pair of photoexcitable probes to indicate when specific proteins or molecules interact, allowing for the gathering of information on signaling pathways and protein localization [29,30]. Mechanistically, FRET involves the energy transfer from one probe that will excite its proximal partner, resulting in emission at a distinct wavelength (Figure 2B). If the tagged proteins do not interact, the pair of probes will be too far apart and the second probe will not receive the proper excitation wavelength to fluoresce. Keegstra et al. highlighted the value of FRET in studying phenotypic heterogeneity when they utilized FP-bound CheY and CheZ to demonstrate that chemotaxis signaling in *E. coli* is heterogeneous [30].

Protein-FP fusions continue to remain a reliable, efficient, and easily scalable strategy for studying proteins; however, this approach does come with its limitations. The addition of the FP can potentially lead to undesired protein folding, aggregation, or localization. Additionally, this technique is only feasible in genetically tractable species, precluding its use with most environmental or clinical isolates [25].

Small molecule fluorescent probes can be applied to a variety of bacterial systems to resolve single-cell morphological, metabolic, or signaling information (Figure 2C). Probes that bind nucleic acids (e.g., 4',6-diamidino-2-phenylindole (DAPI), SYTOX Green, and Hoechst 33342) can indicate DNA content and are broadly used [23,31–33]. For example, in
a study by Murawski and Brynildsen, the authors stained DNA with Hoechst 33342 and demonstrated that higher genome copy number correlates with increased persistence to the fluoroquinolone antibiotic, Levofloxacin, but that monoploid cells can still survive [34].

Oligonucleotide probes are commonly used to recognize specific RNA transcripts via fluorescent in situ hybridization (FISH) (Figure 2D). FISH protocols have been developed in recent years to bind specific RNA molecules in living, non-fixed bacteria, meaning this protocol could be adapted to studying gene expression heterogeneity in live cells over time [35]. Furthermore, combinatorial FISH using multiple RNA probes in parallel dramatically increases the transcriptomic capabilities of this classic technique. One variation of this approach, called par-seqFISH, was recently implemented to study heterogeneous gene expression of single cells based on their geographic location within a microbial population [36].

Existing biomolecules can also be leveraged in the development of new probes. Fluorescently labelled amino acids incorporated into newly synthesized peptidoglycan can indicate cell wall biosynthesis rates (Figure 2C) [37,38]. Similarly, antibiotic analogs that bind native targets have been engineered into biosensors. For instance, the puromycin analog O-propargyl-puromycin (OPP) was cleverly modified via click chemistry to be able to bind a fluorophore; OPP biosensor incorporation into nascent peptides could therefore be measured to convey single cell translation rates (Figure 2C) [39,40]. However, OPP biosensors are incompatible with intrinsically puromycin-resistant Gram-negative species, thus highlighting the need to consider whether biosensors will reliably colocalize with structures of interest for a given model.

Modern biologists have taken advantage of naturally occurring binding motifs to create ligand-specific biosensors. Notable contributions have been made towards the quantification of intracellular ATP, an essential metabolite at the crux of definitions of cell dormancy, viability, and persistence [41–43]. To study physiologically relevant concentrations of intracellular ATP at single-cell resolution, Yaginuma et al. optimized the ATP synthase epsilon subunit from Bacillus PS3 into the “QUEEN” ATP biosensor (Figure 2B). Intracellular ATP concentrations are measured by exciting the sample at two distinct wavelengths and calculating the ratio of the emission intensities [44]. To facilitate imaging analysis using a single excitation wavelength, Lobas et al. developed the ATP sensor iATPSnFR and demonstrated its compatibility with confocal microscopy for imaging and quantifying ATP within single cells [45]. Note, however, that this sensor was used in mammalian cells and so certain features, such as the integration of the sensor into the plasma membrane via a specific trafficking vector, will require further optimization to be amenable in bacteria.

In addition to proteins, functional nucleic acids have also been engineered into fluorescent biosensors. For example, riboswitch-based biosensors have been developed for specific single-cell analyses. Riboswitches are regulatory RNAs found in both eukaryotes and prokaryotes and are remnants of ancestral RNA-centric organisms [46,47]. These RNA elements can be found in untranslated regions of messenger RNAs and they consist of a ligand binding aptamer domain along with a regulatory expression platform. In response to binding of a specific ligand in the aptamer domain, these small probes change conformation and can act like the switch on a DNA railroad track, diverting RNA polymerase from its default transcriptional pathway to turn transcription either “on” or “off”. Riboswitch conformational changes can also regulate translation by blocking ribosomal binding. Taking advantage of these regulatory elements, biologists have engineered riboswitches for use as intracellular biosensors (Figure 2D). Kellenberger et al. leveraged riboswitch biology to engineer a probe for detecting intracellular cyclic di-GMP, a signaling molecule with critical roles in regulating virulence, planktonic versus biofilm lifestyles, and antibiotic persistence [48,49]. Studying this key intracellular molecule was made possible by combining a c-di-GMP-recognizing riboswitch aptamer to Spinach, another aptamer with a chromophore binding pocket. In this fusion biosensor, binding of c-di-GMP causes a conformational change such that Spinach’s binding pocket becomes accessible for binding and
activating the chromophore 3,5-difluoro-4-hydroxybenzylidene imidazolinone (DFHBI). The fluorescent signal can then be analyzed to determine secondary messenger activity in live cells. This combinatorial approach can be applied for creating biosensors from other naturally occurring aptamers or, in theory, recognition aptamers could be rationally designed for highly specific ligand detection.

The application of riboswitch biosensors has taken off in the last decade. They have been used in both Gram-negative and Gram-positive bacteria; have been implemented in the study of intracellular secondary messengers, amino acids, and nucleobases; and have been designed using a variety of natural and synthetic aptamers (interested readers should refer to a recent review by Husser et al. for details) [50]. Given the importance of intracellular metabolite concentrations in persister formation, this technology could vastly expand our understanding of how specific small molecules and metabolites contribute to persister physiology and heterogeneity [42,43].

2.2. Flow Cytometry

In the pursuit of highlighting distinctions in heterogeneous bacterial populations, flow cytometry remains a reliable and versatile technique in the analysis of single cells. First, the fluidic system injects the cells and buffered solutions into flow lines, with differential pressure allowing the cells to be focused into a single-file line [51,52]. Cells are then directed into the path of an excitation device, which can be used to measure size, granularity (the material inside the cell), and various fluorescent properties of the cell. The photodetectors in cytometers are able to detect photons emanating from individual cells, allowing for the characterization of these properties at a single-cell level [51,52]. In recent decades, flow cytometry has been utilized to provide insights into optical and fluorescence-based cellular properties of single eukaryotic and prokaryotic cells.

One of the most influential developments in flow cytometry was the deployment of fluorescent-activated cell sorting (FACS). When flow cytometry is interfaced with FACS, cells showing a desired fluorescent characteristic can be differentially charged and isolated through the use of electrical currents and electromagnetic devices [53,54]. This technique is crucial in the study of bacterial phenotypic heterogeneity because of its ability to resolve and isolate single cells for further analysis. These appropriately sorted cells can serve multiple purposes, including the return to healthy growing conditions for further division, or for direct analysis through microscopy and other techniques [55]. For example, researchers have used mCherry and Redox Sensor Green (RSG) to sort cells based on growth and metabolic activity, respectively [56,57]. Similar studies used FACS to sort cells based on reporters for persistence-implicated genes following treatment with antibiotics, and then utilized those cells for additional biological assays and sequencing [58,59]. Other experiments have utilized FACS to study biomarkers implicated in persistence and other phenotypes of bacterial heterogeneity [43,60]. For example, previous studies have classified cells by growth or metabolic rates (through the use of fluorescent reporters of gene expression levels) and then tested the cell’s ability to endure various stressors [43,56,57,60].

These fluorescence-based techniques are remarkably effective in the analysis of bacterial identity, development, and physiology, with the capability of differentiating heterogeneous populations. Nonetheless, utilizing these fluorescence-based techniques with flow cytometry or FACS lacks an important level of informational resolution, such as the localization of proteins and other molecules, and the timing of fluorescently tracked physiological events. Because of this, traditional flow cytometry has been interfaced with additional instrumental methods to delve deeper into heterogeneity at the single-cell level.

In order to impart additional resolution in distinguishing individual cells among heterogeneous populations, fluorescent microscopy has been interfaced with flow cytometry in a technique referred to as imaging flow cytometry (IFC). IFC captures multiple images of cells as they move through the flow line [61]. IFC differs from traditional flow cytometry in the way that it can provide fluorescently indicated morphological and physiological information in the context of a single cell image [62]. For example, bacterial length and
granularity data measured through IFC have been used in a model to predict persistence based on a cell’s morphological features [63,64]. Additionally, through continual improvements to IFC, virtual-freezing fluorescence imaging flow cytometry (VIFFI-FC) has been developed. This technique utilizes a microfluidic chip and timing-based device to allow for a much longer exposure time during imaging, drastically improving image quality. While this technique has only been introduced in eukaryotic cell studies, authors acknowledge its applicability for studying bacterial pathogens [65].

3. Microfluidic Devices

Because only some cells from an isogenic population become persisters, it is currently impossible to predict which cells to track in a clonal population. Additionally, considering that persisters are present at very low frequencies in bacterial populations, identifying these cells for further investigation is a challenge. Microfluidic devices, coupled with advancements in cameras and microscope resolution, have been an essential tool to fill this knowledge gap [66]. Over the last fifteen years, these devices have been vastly improved, from their ease of use and affordability to their technical precision to manipulate fluids on a micrometer scale. These advancements have led to novel applications in the field of bacterial persistence, as single cells can be followed through antibiotic treatment and recovery for many generations [66].

This single-cell technology allows exploration of different stresses in order to better understand phenotypic heterogeneity. Persisters can then be found and the data throughout the experimental time course can be used to better predict which cells have the potential to persist. One application of this technique was accomplished by Goormaghtigh and Van Melderen who used a fluorescent reporter to track the genetic expression of the SOS response indicator *sulA* as a measure of DNA damage [67]. There were only 23 persisters in their original population of 47,000 exponentially growing cells, emphasizing the need to study a high quantity of cells before a relevant amount of persister data can be collected.

Antibiotic persistence has been shown to contribute to antibiotic resistance, so evolution is often discussed in the persistence field [6–8]. The Mother Machine is a microfluidic device developed by Wang et al. in 2010 to track these changes on a single-cell level [68]. The design consists of multiple channels, each encapsulating a single cell that can obtain nutrients through diffusion of constantly flowing media. The original cell stays secured in the channel as the progeny are forced up, out, and downstream by the flowing media, allowing for study of generations of cells in a high-throughput manner (Figure 3A). This Mother Machine was originally developed for *E. coli*, has since been used for *B. subtilis*, and was recently adapted for cocci morphologies [68–70]. Other variations on the Mother Machine have expanded its applicability for exploring the effects of different stresses over generations of growth. One such study showed that biased partitioning of efflux pumps favors the mother cell over the daughter, leading to heterogeneous efflux pump activity and variable antibiotic susceptibility within a clonal population [71]. The dual-input Mother Machine (DIMM) enables generational persistence studies by introducing a secondary, antibiotic-containing liquid in addition to the standard growth media [72]. To manage large amounts of visual data, bacteria Mother Machine analysis (BACMMAN) was developed [73]. This software automates the process of analyzing single-cell images and is currently being expanded to other cell types.

A critical function of microfluidic devices is the precise control of fluid flow through channels. This can be used to execute exact antibiotic gradients and flow rates. Bos et al. applied an antibiotic gradient to single cells in a microfluidic device while tracking filamentation and cell size over time to relate single-cell drug response, morphology, and susceptibility simultaneously [74]. Fluid flow can be manipulated to force cells into specific chambers depending on their size and morphology, thus enabling co-culture experiments without interspecies cross contamination [75]. Original experiments using this approach were performed on larger eukaryotic cells and recent work has adapted the parameters for smaller yeast cells, showing the potential for high-throughput morphological sorting
in bacteria [76–78]. The flow through microfluidic devices can also be used to direct the development of certain phenotypes. Biofilms can be formed by controlling the laminar flow of planktonic cells around corners [79,80]. Biofilm imaging at a single-cell level has been recently developed, leading to the exciting future potential to combine not only fluorescent probes or reporters, but also antibiotic gradients with microfluidic devices to understand persister physiology within biofilms [81].

**Figure 3.** Highlighted applications of microfluidic devices. (A) The Mother Machine is a microfluidic device housed in a chip that allows media to flow through an inlet site and exit via the outlet [69]. Cells are inoculated in channels that are designed to ensure the entrapment of the oldest cell (“Mother Cell”) of the lineage. These initial cells give rise to progeny over time which can be studied. The media flows constantly to ensure the cells are fed and will continue to replicate while also allowing for the removal of old progeny that outgrow the rows. (B) Droplets containing single cells can be formed by controlled flow of oil around cells in media. The oil and water-based media do not mix, so the cells stay in their encased bubbles. After the initial droplet formation, droplets can be further analyzed fluorescently or electrically to ensure only a single cell is present.

Similarly, droplet microfluidics have been used to separate out individual cells but keep them contained in a capsule of liquid. Droplets are formed from the use of two liquids—often water-based media and oil—that do not mix (Figure 3B). By controlling the flow of these two liquids as well as the geometry of their interaction, droplets of different sizes can form. Cells floating inside the media can then become trapped in individual droplet bubbles [82]. If desired, these droplets can be machine sorted via an electrode or with fluorescent reporters to allow for automated quality assurance [83]. Droplets can be combined with each other, injected with new media, and sorted after the cells are inside [84]. Because the liquid of each cell is self-contained, it allows for secretion studies and assays to be performed on single cells [85]. Additionally, work has been carried out showing that washing of cells is possible without disrupting the system, meaning that more complex persistence assays of single cells are on the horizon [86].

Microfluidic devices offer a crucial platform for studying individual cell morphologies, functions, and phenotypes and are amenable to downstream analyses that can uncover more layers of detail within a given cell [87]. Highly technical instrumentation and synthetic
biology approaches are helping to bring these molecular-level phenotypic differences to light.

4. Mass Spectrometry

Mass spectrometry is a hallmark analytical technique for identifying molecules with high specificity. While studying factors involved in persister formation and resuscitation often involves targeted methods, such as the fluorescent probes discussed previously, mass spectrometry offers a holistic means of studying cellular composition. Mass spectrometry is often utilized for metabolomic and proteomic studies to understand which cellular processes are altered during persister formation and reawakening [88–91]. The instrumentation and sample preparation protocols for mass spectrometry are diverse, highly technical, and will not be discussed here. Instead, we will focus on the principles of mass spectrometry and how this technique can be applied for inquiries into single-cell persister heterogeneity.

In mass spectrometry, a mixture of molecules is fragmented, ionized, and propelled through an electric field; the time to travel through the field to the detector is then used to calculate the mass of each ion. The fragmentation pattern of the entire sample can then be analyzed to deduce original molecular compositions based on the masses of each atomic element. Because mass spectrometry provides a broad, unbiased snapshot of cell composition, the resultant spectra can be extremely complex. Peak assignment software is continually being improved in order to reduce the burden of data analysis, but it is often a computationally taxing, slow process [92–95].

To circumvent this issue, a fundamental strategy for studying a specific molecule of interest is stable isotope labelling. Isotopes’ unique mass signatures provide a signal to hone in on amidst dense data sets. Isotopically labeled antibodies can also be used to expedite analysis but, like any antibody-based technique, applicability is limited by the availability of antibodies specific to the molecule of interest. A more direct option is to use isotopically labelled nutrient sources, antibiotics, or other substrates; this has been used with nanoscale secondary-ion mass spectrometry (NanoSIMS) to analyze the metabolic heterogeneity of various single-cell populations [96,97].

Researchers can use high-resolution mass spectrometry imaging techniques to examine the spatial distribution of analytes within single cells. Nanoscale imaging (using cluster ToF-SIMS) has been used to demonstrate the localization of ribosome-targeting versus cell wall-targeting antibiotics in individual E. coli cells without the need for substrate labelling [98]. Imaging mass spectrometry can be coupled with imaging fluorescent probes to yield multiple layers of information about a single sample [99]. This is also a strategy to expedite acquisition time: imaging fluorescent markers first allows researchers to focus on areas of interest for subsequent mass analysis, thus increasing the efficiency of a traditionally low-throughput technique.

Interfacing mass spectrometry with other single-cell approaches, such as flow cytometry or microfluidics platforms, is pushing the boundaries of this foundational technique toward new horizons. Beyond isogenic populations, mass spectrometry can offer a highly sensitive platform for studying metabolism in multispecies cohorts. In 2008, Behrens et al. combined fluorescent 16S rDNA probes with stable isotope profiling of carbon and nitrogen substrates to identify which species were responsible for the observed metabolic behaviors in a bacterial cohort [100]. This has inspired a wealth of studies on ecophysiology and offers the potential for studying phenotypic heterogeneity in multispecies contexts [96,101]. But these strategies will only capture intracellular or cell-surface molecular identities; to study single-cell secretomics, droplet mass spectrometry can be employed. As a cell secretes metabolites and enzymes into its surroundings, the analytes will remain associated with that cell due to encapsulation within the same droplet [102]. Therefore, this offers a way to investigate the molecular identities of secreted or excreted products from a single cell and could be relevant to studying the role of antibiotic efflux in persistence [103–105].
However, for the foreseeable future, there is one obstacle in mass spectrometry that cannot be avoided: sample destruction. The ionization process renders samples unusable for downstream analysis. Therefore, mass spectrometry is unsuitable for measuring a single cell’s metabolic perturbations over time and tracking its survival through antibiotic treatment and cessation. In eukaryotic single-cell mass spectrometry, microcapillary sampling has been developed as a means to analyze the cytosolic composition of cells without compromising cell integrity; however, as of yet, this technique has not been scaled down for use in bacterial systems [97]. While we await prokaryotic cell microsampling or alternative technological advancements, other non-destructive methodologies are available for metabolic analysis of bacterial persisters.

5. Raman Spectroscopy

Raman spectroscopy is an alternative to mass spectrometry for detailed molecular analysis and is a rapidly improving technology for single-cell metabolomics. This technique involves measuring the vibrational bond energies between atoms in a molecule then analyzing the resultant spectrum to glean information on molecular structure. In a seminal 2004 manuscript, Huang et al. demonstrated that Raman spectroscopy could be used for single-cell identification based on the distinct spectral “fingerprint” of each species, including non-culturable environmental isolates [106]. Furthermore, they tracked the spectral peak shifts in cells grown in varying amounts of glucose with heavy carbon ($^{13}$C), highlighting the potential for this technique in studying single-cell metabolic activity. However, efficient implementation of stable isotope-labelled substrates requires the use of chemically defined media that could alter cells’ native metabolic states and limit the applicability of this technique only to bacteria that can grow in laboratory conditions.

An elegant alternative to substrate labelling is to measure metabolism holistically by culturing bacteria in partially deuterated water. This technique, called deuterium isotope profiling by Raman spectroscopy (Raman-DIP), takes advantage of the “silent” region of bacterial Raman spectra: in this range between 2040 and 2300 cm$^{-1}$, there are no measurable intramolecular vibrational energies. Conveniently, carbon-deuterium (C-D) bonds are found in this range. As metabolically active cells incorporate deuterated water molecules into new biosynthetic products, they will create new C-D bonds. These bonds are measurable with minimal signal-to-noise complications and can serve as a global indicator of biosynthetic activity [107]. Raman-DIP is label-free, inexpensive, and fast: cells need only 20 min in deuterated water for Raman spectra to begin showing C-D peaks. Raman-DIP therefore provides a practical approach for studying metabolism, an important driver of the persister phenotype, with minimal experimental perturbations [108].

This approach for metabolic profiling at the single-cell level has proven highly informative for studying microbial phenotypic heterogeneity [109–111]. A major wave in the field of persistence comes from the mounting evidence that bacterial persisters are not fully dormant [16,56,112]. Raman-DIP experiments from Ueno et al. supported this hypothesis by revealing that $M.\ tuberculosi$s persisters are non-growing but still metabolically active [113]. Xu et al. used Raman-DIP to elucidate that different intracellular $Salmonella\ enterica$ serovars phenotypically switch from carbohydrate to lipid metabolism for survival within host immune cells and that this switch occurs heterogeneously even within a clonal bacterial population [114]. This is highly relevant to the study of bacterial persisters in the host context because many bacterial species adopt an intracellular lifestyle: $M.\ tuberculosi$s and $Salmonella$ species are two classic examples, but the intracellular pathogenicity of other species, such as $S.\ aureus$ persisters residing in macrophages, is still being uncovered [115–118]. Raman spectroscopy and DIP will continue to play an important role in understanding transient persister phenotypes in a variety of bacterial and host model systems.

Raman spectroscopy is well suited for sorting cells in analytical pipelines because cells remain intact and culturable. For example, Lee et al. created a microfluidics platform for sorting single bacteria based on their Raman spectra, shunting inactive cells to a waste
outlet and harvesting metabolically active cells for additional downstream analysis [119]. However, researchers must consider whether transient phenotypic states are perturbed in these multi-step pipelines. Generally, the minimally intrusive methodologies of Raman spectroscopy make it an attractive option for rapid analysis of the metabolic workings within single cells.

6. Next-Generation Sequencing

Next-generation sequencing (NGS) allows for untargeted, comprehensive analysis of genetic and transcriptomic information [120,121]. While bulk NGS studies of bacteria have led to discoveries such as the identification of novel species in the environmental microbiota, single-cell NGS applications have the power to shed light on the rare genetic events or low-level transcripts that are overwhelmed by bulk sequencing approaches. Single-cell genomics can also provide valuable insight to the consequences or potential genetic drivers of phenotypic heterogeneity, for example, the downregulation or silencing of DNA mismatch repair genes that increases the mutation rates of affected cells [103,122,123].

In recent years, several research groups have developed strategies to sequence and determine the quantitative levels of RNA transcripts in a single bacterial cell [124,125]. An overarching workflow for these different approaches involves isolating a single bacterium, which can be achieved using some of the techniques described in this review (e.g., FACS and the use of microfluidic devices). Then, segregated cells are lysed for access to their RNA pool, the RNA is reverse transcribed into a cDNA library, and NGS is used to read the transcripts.

Compared to single-cell genomic NGS, single-cell RNA sequencing (scRNA-seq) has been more difficult to optimize in bacteria due to inherent differences between prokaryotic and eukaryotic RNA transcripts. Bacterial RNA transcripts are typically single-stranded, short-lived molecules of extremely low abundance: the average number of a given transcript is estimated at only 0.4 copies per cell [125]. Eukaryotic scRNA-seq methods leverage the poly(A) tail of mRNA transcripts for amplification; however, bacteria lack this RNA processing and require alternative enrichment strategies before sequencing. Without enrichment, the signals from abundant rRNAs and tRNAs will obscure the detection of rare transcripts; therefore, the utilization of exonucleases or Cas9 machinery has been implemented to degrade rRNA or tRNA [126,127]. Blocking primers that recognize and bind canonical rRNA sequences can also be used to prevent further reverse transcription [126–128]. These depletion strategies can be complemented by exogenous *E. coli* poly(A) polymerase 1 that artificially adds poly(A) tails to facilitate subsequent amplification [127,129]. These steps enable relevant messenger transcript enrichment and amplification while decreasing the computational burden of sequence analysis in the end.

For truly untargeted amplification of a bacterial transcriptome, using a set of known primers is inappropriate. One method of total transcriptome amplification is multiple displacement amplification, which utilizes a mix of random hexamers to increase the likelihood of probes hybridizing to every transcript at least once. After reverse transcription, additional random hexamer primers are added, directing the phage DNA polymerase Φ29 to elongate the complementary strands over several amplification cycles [128,130]. While transcript amplification using Φ29 has only been applied to transcriptomic analysis via microarray, single primer isothermal amplification (SPIA) is a method that yields ample, clean cDNA suitable for scRNA-seq (Figure 4A) [131]. However, these methods can introduce amplification bias because cDNA of more abundant transcripts becomes exponentially more prevalent with each round of amplification.

To combat this issue, Sheng et al. developed multiple annealing and dC-tailing-based quantitative scRNA-seq (MATQ-seq) for amplifying all RNA transcripts while also reducing amplification bias (Figure 4B) [132]. The principle underlying MATQ-seq’s increased transcriptome coverage is the use of common probes that, at low temperatures, can hybridize anywhere along RNA transcripts to initiate reverse transcription. This technique was recently applied for determining how bacterial single-cell transcriptomes
vary depending on growth state [133]. MATQ-seq is also quantitative, meaning that it allows comparison of transcript levels between cells, not just comparison of the relative transcript levels within a given cell. To circumvent cell-to-cell amplification variance during analysis, MATQ-seq utilizes an amplicon normalization strategy that divides each transcript’s abundance by the cell’s total amplified RNA [132]. MATQ-seq also leverages unique molecular identifiers (UMIs) to aid in quantification; UMIs are random hexamers ligated onto each cDNA template before amplification [132,134]. During data analysis, the prevalence of certain UMIs over others can be used to elucidate the effects of amplification bias versus actual transcript abundance variations.

Figure 4. Approaches to Next-Generation Sequencing library preparation. (A) After single-cell isolation (by a single-cell manipulator, for example), cell lysis, reverse transcription, and first strand synthesis, Single Primer Isothermal Amplification (SPIA) is conducted using the SPIA primer and polymerase for linear amplification. Then, bacterial transcripts are modified, purified, and ready for library preparation. (B) MATQ-seq requires isolation of a single bacterium (by FACS, for example) and cell lysis. RNA templates are reverse transcribed into cDNA using primers that primarily contain G, A, and T bases (GAT27 primers). These complementary strands are given dC-tails by TdT terminal transferase. Finally, second strand synthesis is accomplished with primers that recognize and extend from the poly(C) tail. (C) Split-Pool Barcoding utilizes cellular barcodes to match transcript sequences to individual cells. Cells are permeabilized in batch culture then seeded into a 96-well plate with a unique primer set in each well. Reverse transcription of RNA templates with these primers results in cDNA strands with a primary barcode attached. Bacteria are then pooled and redistributed into a different plate twice more for secondary and tertiary barcode addition. Each tertiary barcode includes a UMI, a randomly generated hexamer which correlates to a single cDNA transcript. Then, bacteria are pooled for bulk cell lysis, transcript amplification, and library preparation.

Many scRNA-seq protocols begin with single-cell isolation and lysis but, because some bacterial species are encapsulated by a rigid cell wall, lysing single bacteria presents
an expensive and labor-intensive challenge [135]. To circumvent the technical hurdle of lysing individual cells with miniscule proportions of reagents, split-pool barcoding can be implemented instead (Figure 4C) [129,136]. This technique involves labeling each cell’s transcripts with a three-part barcode, resulting in nearly one million possible barcode combinations [129,136]. Lysis, amplification, and sequencing can then be performed on all cells en masse because each read will have a barcode ascribing it to its cell of origin [137]. Split-pool barcoding is featured in recent scRNA-seq protocols such as microSPLiT and PETRI-seq that hold promise for studying transcriptional heterogeneity in bacterial populations [129,136]. For example, Blattman and colleagues demonstrated the power of PETRI-seq by detecting an instance of rare gene induction that occurred in only 0.4% of cells in a population of *S. aureus* [136]. However, split-pool barcoding should be limited to analyzing roughly 10,000–30,000 cells or the risk of repeating barcode combinations in multiple cells increases, possibly confounding single-cell identification. Considering the rarity of persisters under certain growth conditions, additional barcoding steps may be required to increase the number of cells that can be analyzed. Overall, this technique makes single-cell sequencing more accessible for laboratories without FACS capabilities, single-cell manipulators, or microfluidic devices while increasing throughput compared to many single-cell isolation protocols.

The advancements discussed above have allowed for large-scale analyses of the phenotypic states and genetic determinants underlying bacterial persistence, but further optimization is needed for bacterial scRNA-seq to be as accessible and reliable as scRNA-seq in eukaryotes. Continued improvements in bacterial isolation and lysis, mRNA enrichment, library amplification, and sequencing protocols can broaden transcriptome coverage, improve assignment to single bacteria, and ease experimental and/or computational workflows.

7. The Future of Studying Single-Cell Histories

Innovative advances in biological engineering have given new life to familiar fluorescence-based techniques for exploring persister physiology. Beyond understanding the status of a single cell at a moment in time, the cutting-edge technologies highlighted here can report on generations of cell division without the need for direct, time-lapse observation. The difference in division rates of clonal bacterial cultures is fundamental to persister formation and resuscitation. Previously, Roostalu et al. investigated the rate of bacterial division and its role in persistence by inducing a parent population to express GFP and then measuring how the GFP signal decreased with successive generations [138]. In the span of only two hours, the GFP signal of individual exponential-phase *E. coli* was nearly diluted to uninduced/baseline levels, demonstrating the limits of this approach to measuring cell division over a longer time span.

In order to measure generations of cell division in individual bacteria, synthetic biologists have designed various intracellular “clocks”, the newest development coming from Riglar et al. with the Repressilator 2.0 (Figure 5A) [139–141]. The improved Repressilator circuit reliably controls fluorescence expression in a cycle that is independent of cell growth or time. The cycle fluctuates based on cellular divisions, allowing researchers to determine the number of bacterial generations occurring between fluorescence measurements without the need for continuous sampling or observation (Figure 5B). Traditional use of fluorescent reporters is limited to reporting on the current state of the cell; the beauty of Repressilator-like technology is the ability to see the growth history of a single cell for longitudinal or in vivo studies of persistence. Riglar et al. used this tool in antibiotic-treated mice to show that pathogenic bacteria divide rapidly upon introduction to a barren gut and that, as the gut is recolonized, fewer generations occur between sampling points [139]. Beyond reliable reporting of bacterial divisions, oscillatory circuits such as the Repressilator could be used for phase-tuned gene expression to study how the timing or fluctuation of gene expression affects bacterial persistence in vivo.
Figure 5. Repressilator gene expression oscillates with cell divisions. (A) The Repressilator 2.0 circuit involves three genes and associated fluorescent proteins (FP) in an inhibitory feedback loop. Each gene’s expression rises and falls once approximately every 15 bacterial divisions, independent of time or cell growth rate. Once repression of cl is relieved, for example, yellow fluorescent protein also begins to be expressed as a measurable indicator of Repressilator phase. Isopropyl β-D-1-thiogalactopyranoside (IPTG) or anhydrotetracycline (aTc) are used to phase synchronize (PS) a population to the same phase of the circuit. (B) Single cells are sampled from a population by plating. As the cell divides and expands into a colony, the outward growth forms a pattern of fluorescent rings. Riglar et al. developed the Repressilator Inference of Growth at the Single-cell level (RINGS) workflow for analyzing colony images and attributing each fluorescence pattern to a generational phase [139]. Bacterial growth rate can be inferred by the phase changes between time points.

Another notable development in cellular recording comes from Farzadfard et al. with DOMINO: the DNA-based Ordered Memory and Iteration Network Operator [142]. This system utilizes gene-editing enzymes that edit specific nucleosides on the chromosome to, essentially, use base pair conversion as the binary 1’s and 0’s of computer code (Figure 6A). The enzymes are directed to edit specific sites by guide RNAs (gRNAs) that are under the control of inducible promoters. When a stimulus induces gRNA expression and gene editing, the resultant base pair alterations become part of the recorded cellular “memory”. The altered base pairs can, in turn, trigger additional effects such as fluorescent protein expression so that cell memories can be “read” without requiring destructive sequencing (Figure 6B). The system can also be programmed with various logic frameworks for recording the synchronicity of multiple stimuli, the temporality of step-wise exposures, and more (Figure 6C). The ability to sort cells by FACS based on their histories (recorded genetically, reported fluorescently) and then resume culturing until later memory interrogation enables longitudinal monitoring of single-cell exposures and their impact on phenotypic heterogeneity. Furthermore, programming logic circuits to not only record cell memory, but to actually control gene expression, allows for fine-tuned experimental interrogation. However, because this system relies on a limited arsenal of tightly controlled inducible promoters, the ability to study a variety of signals and a broader range of signal induction intensities is currently lacking. We anticipate that advancements in rational promoter design or transcriptional regulators such as riboswitches would make this system more applicable to studying biologically relevant pathways, such as DNA damage repair and intercellular signaling, that are implicated in antibiotic persistence [143–146]. Further development of synthetic biology tools for use in memory-recording systems such as DOMINO could revolutionize how we investigate single-cell physiology entirely.
Figure 6. DOMINO is a tool for single-cell memory recording and reporting. (A) Stimulus-induced gRNAs direct the cytidine deaminase- and Cas9-based read/write system to edit specific base pairs.
in the chromosome. These edits can turn on the expression of fluorescent proteins for non-destructive memory reporting. (B) DOMINO circuitry can be programmed using gRNAs that target specific sites on the chromosome for gene editing. Chaining events of gene expression and editing together builds complexity beyond simple recording or reporting. This panel’s schematic details an example of sequential logic. (C) Logic circuits that have been demonstrated with DOMINO include reporting on stimulus reception, stimulus intensity, multiple stimuli, and sequential reception.

8. Clinical Applications of Single-Cell Techniques

While the incorporation of many of these cutting-edge, single-cell techniques has revolutionized the study of bacterial physiology, the techniques are also expanding the diagnostic capabilities of clinical medicine. Traditional, population-based assays used in clinical microbiology labs, such as minimal inhibitory concentration (MIC) assays to identify antibiotic resistant strains, do not allow for the detection of tolerant or persistent organisms that contribute to relapsing infections [2]. While the classification of persistent bacterial populations in a clinical setting is not yet common practice, many groups have begun to incorporate single-cell techniques and NGS to unveil heterogeneous antibiotic sensitivities and improve patient treatment regimens.

The incorporation of microfluidic devices in parallel with imaging provides new opportunities for pathogen identification and antibiotic susceptibility testing at the single-cell level, significantly decreasing the time from sample collection to diagnosis. After collecting a septic patient’s blood sample, blood cells are removed by centrifugation and the supernatant—the bacteria-containing fraction—can be concentrated and loaded into a microfluidic device to isolate, visualize, and test individual bacteria [147]. A microfluidic device with adjustable channel heights can classify bacterial pathogens in a sample by their morphologies [148]. Embedding oxygen-sensing nanoprobe into the design allows additional reporting on metabolic activity [149]. Subsequent antibiotic susceptibility testing (AST) can be accomplished with continuous imaging tracking the growth and reproduction of single cells in increasing concentrations of antibiotics. The methods of swift identification and phenotype testing are exceptionally useful in complicated cases, such as sepsis. Bacterial cultures from septic patients can take anywhere from 5 to 7 days to analyze, costing precious time in which the patient’s condition can rapidly deteriorate. Microfluidic apparatuses enable detection of antibiotic resistance in as little as 3 h [147].

In addition to the applicability in sepsis models, microfluidic devices can utilize a fluid droplet system to identify slow-growing bacteria with greater sensitivity than traditional culture techniques. Fastidious anaerobic pathogens of the gut, such as Clostridioides difficile, can be exceptionally problematic and impervious to antibiotic therapies. Droplet-based technologies offer more sensitive detection because single microbes are aliquoted into liquid droplets where their growth and division can be assessed over time and in various media conditions [150]. These technologies function as a tool for the identification of pathological bacteria by systematically assessing bacterial size, growth rate, antibiotic susceptibility, or genetic material within given patient microbiomes and/or disease states. Interrogating genetic sequences and morphological features of bacteria following microfluidic enrichment can provide additional information for understanding a microbe’s pathological potential.

While microfluidic devices are powerful on their own, their amalgamation with cutting-edge spectroscopic or NGS techniques enhances their analytical power. Liu and colleagues developed a silver nanorod substrate serving as a tool to establish pathogen chemical fingerprints by surface enhanced Raman spectroscopy [151]. This tool enables the identification of known pathogens in a complicated microbiological milieu. Additionally, Raman spectroscopy can be used to concomitantly assess pathogen identity and metabolic activity, which can offer insight into a given cell’s antibiotic sensitivity. Fast Raman-assisted antibiotic susceptibility testing detects deuterium incorporation by bacteria in the presence of antibiotics, allowing clinicians to infer susceptibility based on the measured metabolic rates [152].
Antimicrobial sensitivity and metabolic activity of individual bacterial cells can also be deduced using NGS. DropDx is a microfluidic-based technique in which single bacteria are encapsulated in droplets and briefly exposed to antibiotics before thermal lysis [153]. Then, these droplets are incubated with fluorescent probes designed to hybridize to genes encoding 16S rRNA of bacterial pathogens. This method operates under the assumption that 16S rRNA will be more abundant in droplets containing growing populations than those with non-growing groups; therefore, resistant pathogens growing in the presence of antibiotics will have higher abundance of 16S rRNA and higher fluorescent readout [153].

As antibiotic refractory bacterial infections are becoming increasingly urgent, it is even more essential to obtain fast and accurate diagnoses. Grumaz and colleagues found that, compared to traditional culturing methods, NGS could consistently detect bacteria circulating in patient blood at a six-fold higher positivity rate throughout the course of clinical management [154]. The advent of more efficient, cost-effective, and accurate single-cell technologies for implementation in hospital settings will enhance clinical decision making on optimal antibiotic regimens and the best practices to improve patient outcomes [155,156].

9. Conclusions

Single-cell technologies have shown immense utility in studying antibiotic persistence phenotypes as well as other manifestations of phenotypic heterogeneity. Fluorescence-based techniques utilized in tandem with flow cytometry, FACS, and microscopy are foundational tools for measuring the relative abundances of nucleic acids and proteins, the localization of biomolecules, cellular morphology, and signaling transduction. Mass spectrometry and Raman spectroscopy have further increased the resolution of metabolomics and proteomic investigations. Advancements in microbial NGS technologies, specifically scRNA-seq, have been vital in the holistic identification and analysis of expression trends at the single-cell level. Finally, microfluidic devices provide high-throughput single-cell platforms for studying growth dynamics, division, metabolism, and more. Interfacing these techniques with one another strengthens our ability to bridge knowledge gaps of persister physiology.

Even though these highlighted techniques have significantly contributed to studying phenotypic heterogeneity, there are still shortcomings that could be addressed. To capture morphological heterogeneity across a bacterial population, we need high-resolution imaging at higher throughput. VIFFI-FC is an emerging technique which intends to solve this problem; however, VIFFI-FC has only been used to study eukaryotic systems and requires testing and validation in prokaryotes [65]. Beyond monocultures, persisters in multi-species communities and biofilms remain challenging to characterize. Repurposing of single-cell techniques (such as the development of par-seqFISH to study spatial transcriptomics) can accelerate research on the persisters of complex microbial communities [36]. Additionally, many techniques are limited to measuring a cell’s present state and may require cell destruction for analysis. We can employ systems such as the Repressilator 2.0 and DOMINO to shed light on single-cell growth histories and the timing of expressional events through longitudinal and/or in vivo experiments [139,142]. The refinement of these techniques for use in various bacterial species and with various native promoters will further enhance our capacity to study heterogeneous phenotypes and single-cell physiology.

We anticipate that the insights gained into bacterial phenotypic heterogeneity using these emergent single-cell techniques will also prove informative to relevant eukaryotic systems such as cancer. Many of the same principles governing bacterial persistence can be applied to parallel investigations into cancer persister cells; on the other hand, breakthroughs in eukaryotic single-cell technologies can accelerate the development of finer-resolution tools for prokaryotes [157–159]. There is a clear mutual benefit to advancing these seemingly distinct fields of research. Each advancement in single-cell technology opens new avenues of investigation into persister physiology, helping us realize the broader impact of phenotypic heterogeneity in prokaryotic and eukaryotic systems alike.
Author Contributions: Conceptualization, P.J.H., T.J.L., B.A.B., A.M.D. and W.W.K.M.; writing—original draft preparation, P.J.H., T.J.L., B.A.B. and A.M.D.; writing—review and editing, P.J.H., T.J.L., B.A.B., A.M.D. and W.W.K.M.; supervision, W.W.K.M. All authors have read and agreed to the published version of the manuscript.

Funding: This work was supported by funding from the University of Connecticut start-up fund, the UConn Microbiome Research Seed Grant, the Charles H. Hood Foundation Inc. (Boston, MA), and the National Institutes of Health (NIH; DP2GM146456-01). P.J.H. is supported by the NIH Skeletal, Craniofacial, and Oral Biology Training Grant, grant number T90DE021989-11. The funders had no role in the design or preparation of this manuscript.

Acknowledgments: We would like to thank Maria C. Rocha-Granados for her valuable feedback on the manuscript. We would also like to acknowledge the researchers with relevant manuscripts that could not be cited in this review due to space limitations.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Dhar, N.; McKinney, J.D. Microbial Phenotypic Heterogeneity and Antibiotic Tolerance. Curr. Opin. Microbiol. 2007, 10, 30–38. [CrossRef] [PubMed]
2. Brauner, A.; Fridman, O.; Gefen, O.; Balaban, N.Q. Distinguishing between Resistance, Tolerance and Persistence to Antibiotic Treatment. Nat. Rev. Microbiol. 2016, 14, 320–330. [CrossRef] [PubMed]
3. Gollan, B.; Grabe, G.; Michaux, C.; Helaine, S. Bacterial Persisters and Infection: Past, Present, and Progressing. Annu. Rev. Microbiol. 2019, 73, 359–385. [CrossRef] [PubMed]
4. Fauvart, M.; de Groote, V.N.; Michiels, J. Role of Persister Cells in Chronic Infections: Clinical Relevance and Perspectives on Anti-Persister Therapies. J. Med. Microbiol. 2011, 60, 699–709. [CrossRef]
5. Levin-Reisman, I.; Ronin, I.; Gfen, O.; Braniss, I.; Shoresh, N.; Balaban, N.Q. Antibiotic Tolerance Facilitates the Evolution of Resistance. Science 2017, 355, 826–830. [CrossRef]
6. Liu, J.; Gfen, O.; Ronin, I.; Bar-Meir, M.; Balaban, N.Q. Effect of Tolerance on the Evolution of Antibiotic Resistance under Drug Combinations. Science 2020, 367, 200–204. [CrossRef]
7. Barrett, T.C.; Mok, W.W.K.; Murawski, A.M.; Brynildsen, M.P. Enhanced Antibiotic Resistance Development from Fluoroquinolone Persisters after a Single Exposure to Antibiotic. Nat. Commun. 2019, 10, 1177. [CrossRef]
8. Sulaaiman, J.E.; Lam, H. Evolution of Bacterial Tolerance Under Antibiotic Treatment and Its Implications on the Development of Resistance. Front. Microbiol. 2021, 12, 617412. [CrossRef]
9. Van den Bergh, B.; Fauvart, M.; Michiels, J. Formation, Physiology, Ecology, Evolution and Clinical Importance of Bacterial Persisters. FEMS Microbiol. Rev. 2017, 41, 219–251. [CrossRef]
10. Amato, S.M.; Brynildsen, M.P. Nutrient Transitions Are a Source of Persisters in Escherichia coli Biofilms. PLoS ONE 2014, 9, e0093110. [CrossRef]
11. Wilmaerts, D.; Windels, E.M.; Verstraeten, N.; Michiels, J. General Mechanisms Leading to Persister Formation and Awakening. Trends Genet. 2019, 35, 401–411. [CrossRef]
12. Davis, K.M.; Isberg, R.R. Defining Heterogeneity within Bacterial Populations via Single Cell Approaches. BioEssays 2016, 38, 782–790. [CrossRef]
13. Zaslaver, A.; Bren, A.; Ronen, M.; Itzkovitz, S.; Kikoin, I.; Shavit, S.; Liebermeister, W.; Surette, M.G.; Alon, U. A Comprehensive Library of Fluorescent Transcriptional Reporters for Escherichia coli. Nat. Methods 2006, 3, 623–628. [CrossRef]
14. Malone, C.L.; Boles, B.R.; Lauderdale, K.J.; Thoendel, M.; Kavanaugh, J.S.; Horswill, A.R. Fluorescent Reporters for Staphylococcus aureus. J. Microbiol. Methods 2009, 77, 251–260. [CrossRef]
15. Xia, J.; Chiu, L.Y.; Nehring, R.B.; Bravo Nuñez, M.A.; Mei, Q.; Perez, M.; Zhai, Y.; Fitzgerald, D.M.; Pribis, J.P.; Wang, Y.; et al. Bacteria-to-Human Protein Networks Reveal Origins of Endogenous DNA Damage. Cell 2019, 176, 127.e24–143.e24. [CrossRef]
16. Stapel, D.A.C.; Hill, P.W.S.; Westermann, A.J.; Fisher, R.A.; Thurston, T.L.; Saliba, A.E.; Blommeinstein, I.; Vogel, J.; Helaine, S. Salmonella Persisters Undermine Host Immune Defenses during Antibiotic Treatment. Science 2018, 362, 1156–1160. [CrossRef]
17. Ambriz-Aviña, V.; Contreras-Garduño, J.A.; Pedraza-Reyes, M. Applications of Flow Cytometry to Characterize Bacterial Physiological Responses. Biol. J. Med. Res. 2014, 2014, 461941. [CrossRef]
18. Cui, L.; Lian, J.Q.; Neoh, H.M.; Reyes, E.; Hiramatsu, K. DNA Microarray-Based Identification of Genes Associated with Glycopeptidase Resistance in Staphylococcus aureus. Antimicrob. Agents Chemother. 2005, 49, 3404–3413. [CrossRef]
19. Sánchez-Romero, M.A.; Casadesus, J. Contribution of Phenotypic Heterogeneity to Adaptive Antibiotic Resistance. Proc. Natl. Acad. Sci. USA 2014, 111, 355–360. [CrossRef]
20. Dunlop, M.J.; Cox, R.S.; Levine, J.H.; Murray, R.M.; Elowitz, M.B. Regulatory Activity Revealed by Dynamic Correlations in Gene Expression Noise. Nat. Rev. Microbiol. 2008, 40, 1493–1498. [CrossRef]
21. Mellini, M.; Lucidi, M.; Imperi, F.; Visca, P.; Leoni, L.; Rampioni, G. Generation of Genetic Tools for Gauging Multiple-Gene Expression at the Single-Cell Level. Appl. Environ. Microbiol. 2021, 87, e02956–20. [CrossRef] [PubMed]
22. Heins, A.L.; Reyelt, J.; Schmidt, M.; Kranz, H.; Weuster-Boatz, D. Development and Characterization of *Escherichia coli* Triple Reporter Strains for Investigation of Population Heterogeneity in Bioprocesses. Microb. Cell Fact 2020, 19, 1–20. [CrossRef] [PubMed]

23. Kocaoglu, O.; Carlson, E.E. Progress and Prospects for Small-Molecule Probes of Bacterial Imaging. Nat. Chem. Biol. 2016, 12, 472. [CrossRef] [PubMed]

24. Shee, C.; Cox, B.D.; Gu, F.; Luengas, E.M.; Joshi, M.C.; Chiu, L.-Y.; Magnan, D.; Halliday, J.A.; Frisch, R.L.; Gibson, J.L.; et al. Engineered Proteins Detect Spontaneous DNA Breakage in Human and Bacterial Cells. eLife 2013, 2, e01222. [CrossRef]

25. Thorn, K. Genetically Encoded Fluorescent Tags. Mol. Biol. Cell 2017, 28, 848–857. [CrossRef]

26. Snapp, E. Design and Use of Fluorescent Fusion Proteins in Cell Biology. Curr. Protoc. Cell Biol. 2005, 27, 21. [CrossRef]

27. Taniguchi, Y.; Choi, P.J.; Li, G.; Chen, H.; Babu, M.; Hearn, J.; Emili, A.; Xie, X.S. Quantifying, Imaging, and Tracking Single-Molecule Sensitivity in Single Cells. Science 2011, 329, 533–539. [CrossRef]

28. Watt, R.M.; Wang, J.; Leong, M.; Kung, H.F.; Cheah, K.S.E.; Liu, D.; Danchin, A.; Huang, J.D. Visualizing the Proteome of Bacillus subtilis with Single-Molecule Sensitivity in Single Cells. Curr. Protoc. Cell Biol. 2017, 47, 1–24. [CrossRef]

29. Sherlock, M.E.; Sudarsan, N.; Breaker, R.R. Riboswitches for the Alarmone ppGpp Expand the Collection of RNA-Based Signaling Systems. Science 2011, 333, 786–789. [CrossRef] [PubMed]

30. Keegstra, J.M.; Kamino, K.; Anquez, F.; Lazova, M.D.; Emonet, T.; Shimizu, T.S. Phenotypic Diversity and Temporal Variability in Escherichia coli. Biophys. J. 2007, 92, 151–161. [CrossRef]

31. Kapuscinski, J. DAPI: A DNA-Specific Fluorescent Probe. Nucleic Acids Res. 2007, 35, e37. [CrossRef] [PubMed]

32. Dar, D.; Dar, N.; Cai, L.; Newman, D.K. Spatial Transcriptomics of Planktonic and Sessile Bacterial Populations at Single-Cell Resolution. Science 2021, 373, 155–165. [CrossRef]

33. Maamar, H.; Raj, A.; Dubnau, D. Noise in Gene Expression Determines Cell Fate in Staphylococcus aureus. Proc. Natl. Acad. Sci. USA 2013, 110, 19672–19677. [CrossRef] [PubMed]

34. Batani, G.; Bayer, K.; Böge, J.; Hentschel, U.; Thomas, T. Fluorescence in Situ Hybridization (FISH) and Cell Sorting of Living Cells. Nat. Methods 2006, 3, 861–869. [CrossRef] [PubMed]

35. Murawski, A.M.; Brynildsen, M.P. Ploidy Is an Important Determinant of Fluoroquinolone Persister Survival. Curr. Biol. 2021, 31, 2039.e7–2050.e7. [CrossRef]

36. Dar, D.; Dar, N.; Cai, L.; Newman, D.K. Spatial Transcriptomics of Planktonic and Sessile Bacterial Populations at Single-Cell Resolution. Science 2021, 373, 155–165. [CrossRef]

37. Marshall, A.P.; Shirley, J.D.; Carlson, E.E. Enzyme-Targeted Fluorescent Small-Molecule Probes for Bacterial Imaging. Curr. Opin. Chem. Biol. 2020, 57, 155–165. [CrossRef]

38. Huang, J.D. Visualizing the Proteome of *Bacillus subtilis*. Curr. Protoc. Cell Biol. 2017, 47, 1–24. [CrossRef]

39. Heins, A.L.; Reyelt, J.; Schmidt, M.; Kranz, H.; Weuster-Boatz, D. Development and Characterization of *Escherichia coli* Triple Reporter Strains for Investigation of Population Heterogeneity in Bioprocesses. Microb. Cell Fact 2020, 19, 1–20. [CrossRef] [PubMed]

40. Wang, H.; Wang, M.; Xu, X.; Gao, P.; Xu, Z.; Zhang, Q.; Li, H.; Yan, A.; Kao, R.Y.-T.; Sun, H. Multi-Target Mode of Action of Silver Against *Staphylococcus aureus* Endows It with Capability to Combat Antibiotic Resistance. Nat. Chem. Biol. 2019, 15, 271–284. [CrossRef] [PubMed]

41. Manuse, S.; Shan, Y.; Canas-Duarte, S.J.; Bakshi, S.; Sun, W.-S.; Mori, H.; Paulsson, J.; Lewis, K. Bacterial Persisters Are A Stochastically Formed Subpopulation of Low-Energy Cells. PLoS ONE 2013, 8, e55283. [CrossRef]

42. Yaginuma, H.; Kawai, S.; Tomiyama, K.V.; Tomiyama, K.; Kakizuka, A.; Komatsuzaki, T.; Noji, H.; Imamura, H. Diversity in ATP Concentrations in a Single Bacterial Cell Population Revealed by Quantitative Single-Cell Imaging. Nat. Commun. 2018, 9, 2505. [CrossRef] [PubMed]

43. Shan, Y.; Brown, A.; Gandt, A.B.; Rowe, S.E.; Deisinger, J.P.; Conlon, B.P.; Lewis, K. ATP-Dependent Persister Formation in *Staphylococcus aureus* Stochastically Formed Subpopulation of Low-Energy Cells. PLoS Biol. 2012, 10, e1001390. [CrossRef] [PubMed]

44. Lobas, M.A.; Tao, R.; Nagai, J.; Kronschläger, M.T.; Borden, P.M.; Marvin, J.S.; Looger, L.L.; Khakh, B.S. A Genetically Encoded Single-Wavelength Sensor for Imaging Cytosolic and Cell Surface ATP. Nat. Commun. 2019, 10, 711. [CrossRef] [PubMed]

45. Mandal, M.; Boese, B.; Barrick, J.E.; Winkler, W.C.; Breake, R.R. Riboswitches Control Fundamental Biochemical Pathways in *Bacillus subtilis* and Other Bacteria. Cell 2003, 113, 577–586. [CrossRef]

46. Sherlock, M.E.; Sudarsan, N.; Breake, R.R. Riboswitches for the Alarmone ppGpp Expand the Collection of RNA-Based Signaling Systems. Proc. Natl. Acad. Sci. USA 2018, 115, 6052–6057. [CrossRef] [PubMed]

47. Kellenberger, C.A.; Wilson, S.C.; Sales-Lee, J.; Hammond, M.C. RNA-Based Fluorescent Biosensors for Live Cell Imaging of Second Messengers Cyclic Di-GMP and Cyclic AMP-GMP. J. Am. Chem. Soc. 2013, 135, 4906–4909. [CrossRef] [PubMed]

48. Taniguchi, Y.; Choi, P.J.; Li, G.; Chen, H.; Babu, M.; Hearn, J.; Emili, A.; Xie, X.S. Quantifying, Imaging, and Tracking Single-Molecule Sensitivity in Single Cells. Science 2011, 329, 533–539. [CrossRef]

49. Yaginuma, H.; Kawai, S.; Tomiyama, K.V.; Tomiyama, K.; Kakizuka, A.; Komatsuzaki, T.; Noji, H.; Imamura, H. Diversity in ATP Concentrations in a Single Bacterial Cell Population Revealed by Quantitative Single-Cell Imaging. Nat. Commun. 2018, 9, 2505. [CrossRef] [PubMed]

50. Husser, C.; Dentz, N.; Ryckelynck, M. Structure-Switching RNAs: From Gene Expression Regulation to Small Molecule Detection. Small Struct. 2021, 2, 200132. [CrossRef]
51. Adan, A.; Alizada, G.; Kiraz, Y.; Baran, Y.; Nalbant, A. Flow Cytometry: Basic Principles and Applications. Crit. Rev. Biotechnol. 2017, 37, 163–176. [CrossRef]

52. Steen, H.B.; Lindmo, T. Flow Cytometry: A High-Resolution Instrument for Everyone. Science 1979, 204, 403–404. [CrossRef]

53. Francisco, J.A.; Campbell, R.; Iverson, B.L.; Georgiou, G. Production and Fluorescence-Activated Cell Sorting of Escherichia coli Expressing a Functional Antibody Fragment on the External Surface. Proc. Natl. Acad. Sci. USA 1993, 90, 10444–10448. [CrossRef]

54. Davey, H.M.; Kell, D.B. Flow Cytometry and Cell Sorting of Heterogeneous Microbial Populations: The Importance of Single-Cell Analyses. Microbiol. Rev. 1996, 60, 641–696. [CrossRef]

55. Winson, M.K.; Davey, H.M. Flow Cytometric Analysis of Microorganisms. Methods 2000, 21, 231–240. [CrossRef]

56. Orman, M.A.; Brynildsen, M.P. Dormancy Is Not Necessary or Sufficient for Bacterial Persistence. Antimicrob. Agents Chemother. 2013, 57, 3230–3239. [CrossRef]

57. Mohiuddin, S.G.; Kavossi, P.; Orman, M.A. Flow-Cytometry Analysis Reveals Persister Resuscitation Characteristics. BMC Microbiol. 2020, 20, 202. [CrossRef]

58. Henry, T.C.; Brynildsen, M.P. Development of Persister-FACSeq: A Method to Massively Parallelize Quantification of Persister Physiology and Its Heterogeneity. Sci. Rep. 2016, 6, 25100. [CrossRef] [PubMed]

59. Völzing, K.G.; Brynildsen, M.P. Stationary-Phase Persisters to Ofloxacin Sustain DNA Damage and Require Repair Systems Only during Recovery. mBio 2015, 6, 00731-15. [CrossRef] [PubMed]

60. Zhang, Y.; Delbrück, A.I.; Oh, C.L.; Benke, S.; Mathys, A. Flow Cytometry Combined With Single Cell Sorting to Study Heterogeneous Germination of Bacillus Spores Under High Pressure. Front. Microbiol. 2020, 10, 1–13. [CrossRef] [PubMed]

61. Basiji, D.A.; Ortyń, W.E.; Liang, L.; Venkatachalam, V.; Morrissey, P. Cellular Image Analysis and Imaging by Flow Cytometry. Clin. Lab. Med. 2007, 27, 653–670. [CrossRef]

62. Barteneva, N.S.; Fasler-Kan, E.; Vorobjey, I.A. Imaging Flow Cytometry: Coping with Heterogeneity in Biological Systems. J. Histochem. Cytochem. 2012, 60, 723–733. [CrossRef]

63. Wagley, S.; Morcrette, H.; Kovač-Simon, A.; Yang, Z.R.; Power, A.L.; Tennant, R.K.; Love, J.; Murray, N.; Titball, R.W.; Butler, C.S. Bacterial Dormancy: A Subpopulation of Viable but Non-Culturable Cells Demonstrates Better Fitness for Revival. PLoS Pathog. 2021, 17, e1009194. [CrossRef]

64. Power, A.L.; Barber, D.G.; Groenhof, S.R.M.; Wagley, S.; Liu, P.; Parker, D.A.; Love, J. The Application of Imaging Flow Cytometry for Characterisation and Quantification of Bacterial Phenotypes. Front. Cell Infect. Microbiol. 2021, 11, 1–16. [CrossRef]

65. Mikami, H.; Kawaguchi, M.; Huang, C.J.; Matsumura, H.; Sugimura, T.; Huang, K.; Lei, C.; Ueno, S.; Miura, T.; Ito, T.; et al. Virtual-Freezing Fluorescence Imaging Flow Cytometry. Nat. Commun. 2020, 11, 1162. [CrossRef]

66. Pratt, S.L.; Zath, G.K.; Akiyama, T.; Williamson, K.S.; Franklin, M.J.; Chang, C.B. DropSOAC: Stabilizing Microfluidic Drops for Time-Lapse Quantification of Single-Cell Bacterial Physiology. Front. Microbiol. 2019, 10, 2112. [CrossRef]

67. Goormaghtigh, F.; Van Melder, L. Single-Cell Imaging and Characterization of Escherichia coli Persister Cells to Ofloxacin in Exponential Cultures. Sci. Adv. 2019, 5, eaaq9462. [CrossRef]

68. Wang, P.; Robert, L.; Pelletier, J.; Dang, W.L.; Taddei, F.; Wright, A.; Jun, S. Robust Growth of Escherichia coli. Curr. Biol. 2010, 20, 1099. [CrossRef]

69. Cabrera, M.T.; Losick, R. Single-Cell Microfluidic Analysis of Bacillus subtilis. J. Vis. Exp. JoVE 2018, 2018, 56901. [CrossRef]

70. Hardo, G.; Bakshi, S. Challenges of Analyzing Stochastic Gene Expression in Bacteria Using Single-Cell Time-Lapse Experiments. Essays Biochem. 2021, 65, 67–79. [CrossRef]

71. Bergmüller, T.; Andersson, A.M.C.; Tomasek, K.; Balleza, E.; Kiviet, D.J.; Hauschild, R.; Tkacik, G.; Guet, C.C. Biased Partitioning of the Multidrug Efflux Pump AcrAB-TolC Underlies Long-Lived Phenotypic Heterogeneity. Science 2017, 356, 311–315. [CrossRef]

72. Kaiser, M.; Kaut, F.; Julou, T.; Despande, S.; Pfohl, T.; Silander, O.K.; Myers, G.; van Nimwegen, E. Monitoring Single-Cell Gene Regulation under Dynamically Controllable Conditions with Integrated Microfluidics and Software. Nat. Commun. 2018, 9, 212. [CrossRef]

73. Ollion, J.; Elez, M.; Robert, L. High-Throughput Detection and Tracking of Cells and Intracellular Spots in Mother Machine Experiments. Nat. Protoc. 2019, 14, 3144–3161. [CrossRef]

74. Bos, J.; Zhang, Q.; Vyawahare, S.; Rogers, E.; Rosenberg, S.M.; Austin, R.H. From the Cover: Emergence of Antibiotic Resistance from Multicellular Bacterial Filaments. Proc. Natl. Acad. Sci. USA 2015, 112, 178. [CrossRef]

75. Shields, C.W., IV; Reyes, D.C.D.; López, P.G.P. Microfluidic Cell Sorting: A Review of the Advances in the Separation of Cells from Debulking to Rare Cell Isolation. Lab Chip 2015, 15, 1230. [CrossRef]

76. Zhou, J.; Kulasinghe, A.; Bogseth, A.; O’Byrne, K.; Punyadeera, C.; Papautsky, I. Isolation of Circulating Tumor Cells in Non-Small-Cell-Lung-Cancer Patients Using a Multi-Flow Microfluidic Channel. Micronyst. Nanoeng. 2019, 5, 8. [CrossRef] [PubMed]

77. Liu, V.; Patel, M.; Lee, A.A. Microfluidic Device for Blood Cell Sorting and Morphology Analysis. In Proceedings of the 17th International Conference on Miniaturized Systems for Chemistry and Life Sciences, Freiburg, Germany, 27–31 October 2013; pp. 1003–1005.

78. Yu, B.Y.; Elbukken, C.; Shen, C.; Huissouin, J.P.; Ren, C.L. An Integrated Microfluidic Device for the Sorting of Yeast Cells Using Image Processing. Sci. Rep. 2018, 8, 3550. [CrossRef] [PubMed]

79. Rusconi, R.; Garren, M.; Stocker, R. Microfluidics Expanding the Frontiers of Microbial Ecology. Annu. Rev. Biophys. 2014, 43, 65–91. [CrossRef] [PubMed]
