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Abstract. The ad-hoc imposition of normal ordering on the Lagrangian, energy-momentum tensor and currents is a standard tool in quantum field theory (QFT) to eliminate infinite vacuum expectation values (v.e.v.) However, for fermionic expressions these infinite terms are due to anti-particles only. This exposes an asymmetry in standard QFT, which can be traced back to a bias towards particles in the Dirac bra-ket notation. To counter this bias a new ordering principle (called the $R$-product) is required which restores the symmetry (or rather duality) between particles and anti-particles and eliminates the infinite v.e.v. While this $R$-product was already used in a bound-state application, this paper aims to give it a more general foundation and analyze its overall impact in QFT.

For boson fields the particle bias is hidden and the fields must first be expanded into bilinear particle-anti-particle fermion operators. This new representation also leads to vanishing v.e.v.’s and avoids some common technical problems in the quantization of vector fields, while it admits new constant contributions that mimic the Higgs mechanism without unacceptable contributions to the cosmological constant.

Since the $R$-product does not apply between operators belonging to different space-time coordinates (e.g. propagators and vacuum condensates), most standard QFT calculations remain unaffected by this new principle, preserving those quantitative successes. The boson propagator also retains a standard bosonic form despite the fermionic representation. However, the foundations of QFT are affected strongly as the new principle suggests that the Standard Model is an effective theory built (partly?) on massless bare quarks.
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1. Introduction

The imposition of normal ordering on the Lagrangian, energy-momentum tensor and currents has become a standard feature in QFT, designed to eliminate the infinities in the vacuum expectation values (v.e.v.) of these dynamical entities. Although axiomatic components in fundamental theories are generally acceptable, ad hoc features like this should eventually be replaced by a more principled approach or be shown to be a consequence of such principles. As Dirac has noted in the past “We want to understand how Nature works; to understand the basic ideas which Nature is using, and for that purpose it is not sufficient to have rules giving results in agreement with observation” (p. 759, \[1\]). His comments were directed at renormalization, but they are equally valid here.

Let us see how the ad hoc usage of the normal product was defended in the past. The basic texts on QFT usually start with a discussion of the scalar case which then sets the tone for the rest of QFT and its principles. This order of presentation is an unfortunate one in the current context, as the scalar case does not easily reveal the cause of these unphysical infinities. In the classic texts by Gasiorowicz (\[2\], p.16) and Bogoliubov and Shirkov (\[3\], p.103-104, \[4\], p.76) it is stated that expressions containing products of operators at the same point lead to infinities and must be normal ordered, e.g. in the case of Hamiltonians and currents. Since there is no other obvious cure to the infinity problem in the scalar case, the application of the ad hoc normal ordering recipe has been widely accepted. One has to go to the fermion case to acquire more insight in the source of these infinities.

Schweber (\[5\], p.228) does discuss the fermion case and notices that the infinite contributions come from anti-particles. However, he associates these with the charge of the sea of occupied negative energy states. Sakurai (\[6\], p.151) has a similar comment, contributing the negative infinite vacuum energy of the vacuum to anti-particles in the Dirac sea. Neither author appears concerned about the implied asymmetry between particles and anti-particles. This is unfortunate as this asymmetry holds the key towards a solution of the infinity problem.

In more recent texts by Itzykson and Zuber (\[7\], p.111), Kaku (\[8\], p.67), Peskin and Schroder (\[9\], p.22), and Ryder (\[10\], p.131) the normal product is also introduced for the scalar field, but the dropping of the infinite vacuum term is justified by arguing that such an energy shift is not measurable. However under general relativity (GR) the absolute energy plays an essential role, so this argument is not a principled one. In addition, the shift argument would not apply to currents as the absolute magnitude of a current is physically important. In discussing the zero point momentum some authors argue that the cancellation between positive and negative momenta in the vacuum integral render the v.e.v. zero, so that no ad hoc prescription is required (e.g. \[7\], p.115). This survey shows that the arguments to eliminate the infinite contributions are very diverse (Dirac sea, irrelevant absolute energy scale, ad hoc operational rule to simplify calculations) or opportunistic (we do not need a recipe if there happens to be a cancelation between
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infinite terms). The discussion is also ambiguous about the nature of zero-point energy: is it physical and is it removed for practical reasons, or is it unphysical and does one have to revise the formulation to ensure that it vanishes? Most theorists seem to think that zero-point energy is real and contributes towards the cosmological constant, despite the extreme conflict of this assumption with cosmological observations (a conflict which is not really addressed by introducing cutoffs and renormalization). Even in string theory the role of the ad hoc application of the normal product is still prominent (III, p. 77). In supersymmetry the infinite contributions are considered to be real and the possible cancelation of bosonic and fermionic contributions to the v.e.v. becomes an important motivation for the approach. Clearly, there is no coherent understanding of this problem and a more principled approach is called for.

We will show that by starting with the fermion case, one gets a physical understanding of the reason behind these infinite terms and thereby is able to identify the key towards their removal. This fermionic analysis can then also form the basis for a better understanding and treatment of this phenomenon in the boson case by fermionization of the bosons fields.

2. Analysis of infinities in the fermion problem

Most discussions of the application of the ad hoc normal product start with the scalar field. The operator expression for the energy reads:

$$\hbar \omega \frac{1}{2} [a^\dagger(\vec{k})a(\vec{k}) + a(\vec{k})a^\dagger(\vec{k})] = \hbar \omega a^\dagger(\vec{k})a(\vec{k}) + \frac{1}{2} \hbar \omega \delta_p(0).$$  \hspace{1cm} (1)

After discretization in $\vec{k}$ the delta function is unity and $\frac{1}{2} \hbar \omega$ can be identified as the zero-point energy, corresponding to the lowest harmonic oscillator energy. Since the v.e.v. of this term in the Hamiltonian is infinite one usually applies the normal product (commuting the creation operators to the left) to eliminate it:

$$\hbar \omega \frac{1}{2} : [a^\dagger(\vec{k})a(\vec{k}) + a(\vec{k})a^\dagger(\vec{k})] := \hbar \omega a^\dagger(\vec{k})a(\vec{k}).$$  \hspace{1cm} (2)

Although this procedure is completely ad hoc and is not justified by any physical principle, there is no other obvious way how to eliminate this infinite term. In fact, many theorists nowadays consider this elimination of the infinite term a question of convenience, as they believe that this zero-point energy is a real effect, and that the infinity of the v.e.v. can be controlled somehow by renormalization, although the discrepancy with the observed cosmological constant remains totally unexplained.

We now consider the fermion case, taking the discussion by Sakurai ([6], Eq. 3.364) as a guide. He analyzes the Dirac Hamiltonian:

$$\mathcal{L} = \bar{\psi}(x) (i \gamma_\mu \partial^\mu - m) \psi(x)$$  \hspace{1cm} (3)

and after expanding the Hamiltonian in creation and annihilation operators he obtains ([6], Eq. 3.393):

$$H = \sum_s \int d\vec{p} E_\vec{p} \left( b^\dagger_{s,\vec{p}} b_{s,\vec{p}} - d_{s,\vec{p}} d^\dagger_{s,\vec{p}} \right)$$
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\[ = \sum_s \int d\vec{p} \bar{\epsilon}_{\vec{p}} \left( b^\dagger_{s,\vec{p}} b_{s,\vec{p}} + d^\dagger_{s,\vec{p}} d_{s,\vec{p}} - \delta_p(0) \right). \]  

(4)

Again the v.e.v. of the last term is infinite. In this case the problematic term is exclusively due to anti-particles, suggesting that the cure to this problem must feature a similar opposing asymmetry. Just like in the scalar case, the standard response to the infinity is to normal order the whole Hamiltonian. However, in this case there is an alternative featuring the asymmetry we anticipated, namely to just normal order the anti-particle term:

\[ - : d_{s,\vec{p}} d^\dagger_{s,\vec{p}} := \bar{d}_{s,\vec{p}} d_{s,\vec{p}}. \]  

(5)

At the moment this procedure looks just as ad hoc as the general one. However, we can generalize this procedure to longer chains of operators and provide a physical justification for it. Under this so-called R-product, which was first introduced in [12], the order of all anti-particle operators belonging to a single space-time variable is reversed between the bra-state on the left, and the ket-state on the right. This operation restores the symmetry (or duality) between particles and anti-particles and as a by-product eliminates the aforementioned infinite terms.

To understand the need for this re-ordering product we have a closer look at the nature of the QFT formulation for Dirac particles. After quantization the Dirac field \( \psi \) contains the particle annihilation operator \( b_{s,\vec{p}} \) and the anti-particle creation operator \( d^\dagger_{s,\vec{p}} \); while the reverse statements apply to the conjugate field \( \bar{\psi} \). The creation of a particle and the destruction of an anti-particle both increase the particle number by one, which is why they belong in one expression. The same is true for the creation of an anti-particle and the destruction of a particle, both of which decrease the particle number by one so that they also belong together. Now this is all pretty obvious, however, its consequences are not. When we now multiply these combinations in order to describe a Lagrangian or Hamiltonian that conserves lepton or baryon number, then we can choose between two options (we only display the operators to make our point):

\[ \left( \cdots b^\dagger_{t,\vec{q}} + \cdots d_{t,\vec{q}} \right) \times \left( \cdots b_{s,\vec{p}} + \cdots d^\dagger_{s,\vec{p}} \right) \]  

(6)

or

\[ \left( \cdots b_{s,\vec{p}} + \cdots d^\dagger_{s,\vec{p}} \right) \times \left( \cdots b^\dagger_{t,\vec{q}} + \cdots d_{t,\vec{q}} \right). \]  

(7)

Clearly, in QFT one uses the first form. The historical reason is that this corresponds to the form one would use in a non-relativistic theory with only particles: if we have a one particle state (ket vector) \( |b^\dagger_{s,\vec{p}}|0 \rangle \) then the operator \( b_{s,\vec{p}} \) cancels that state, while the left-hand operator \( b^\dagger_{t,\vec{q}} \) cancels the final state (bra vector) \( \langle 0|b_{t,\vec{q}} \rangle \), thereby selecting the matrix element \( A_{ts} (\vec{q}, \vec{p}) \) in the expansion. However, if the current universe would be dominated by anti-particles then one would need the second form to reach the same goal for anti-particles. This shows that the standard formulation of QFT displays a fundamental asymmetry, due to the historical bias towards particles in non-relativistic formulations. Unfortunately this bias cannot be redressed under the current notational
framework of QFT, and there does not seem to exist another mathematical notation which can both capture the usual constraints of QFT, as well as display the required symmetry and duality between particles and anti-particles. Hence, our only alternative appears to be to reverse the order of the anti-particle operators between the bra and ket vector, so that the anti-particle operator chains become an exact mirror image of the chains of particle operators. This reversal is effected by the $R$-product. Had the current universe been dominated by anti-particles then one could have expected a bias towards anti-particles so that the form (7) would have been used and the $R$-product would have to reverse the order of the particle operators.

We can also illustrate the need for this product using a less formal, more intuitive pictorial analysis by studying some higher order self-interaction diagrams. Consider an operator expressions like $b^\dagger_\alpha d^\dagger_\beta d_\delta b_\varepsilon$ which is accompanied by a product of amplitudes like $A^{pa}_{\alpha\beta}(x)A^{bp}_{\gamma\delta}(x)$, where the superscript $p(a)$ indicates whether the state is a particle or anti-particle. Other indices of the amplitudes are suppressed as they play no role for the argument. Let us try to analyze the physical meaning of such a term for a particle state like $|b^\dagger_\varepsilon|0\rangle$. Clearly we cannot use standard Feynman diagrams to represent this term as all associated amplitudes depend on the same $x = (\vec{x}, t)$, so all lines would share a single vertex, which makes it difficult to express the physical content of these terms. The Dirac notation implies a sequence of operations between the bra and ket state, which are best represented by a sequence of individual vertices, i.e. the physical mechanisms can best be represented by a diagram that may look like a time ordered Feynman diagram, despite the fact that all space-time points are identical. The particle component of the operator expression, namely $b^\dagger_\alpha b_\delta$, has a clear meaning (as one may expect from a formulation that is biased towards particles): a quark in the initial state characterized by a ket vector $|b^\dagger_\varepsilon|0\rangle$, is cancelled by the operator $b_\delta$ for $\delta = \varepsilon$, while at the end a quark is recreated to form the final state $\langle 0|b_\alpha$ by cancelling the operator $b^\dagger_\alpha$. However, to account for the anti-particle operators we need two vertices: one where particle $\delta$ joins the anti-particle $\gamma$, represented by the amplitude $A^{pe}_{\gamma\delta}(x)$, and another vertex where the anti-particle $\beta$ joins the final particle $\alpha$, represented by the amplitude $A^{pe}_{\alpha\beta}(x)$. Diagrammatically the particle can be represented by a line moving upwards, while the anti-particle moves downwards. These vertices are shown in Fig.1. The $\beta\alpha$ vertex appears first, and the $\delta\gamma$ vertex last. So the operator $d^\dagger_\beta$ in the expression $b^\dagger_\alpha d^\dagger_\beta d_\gamma b_\delta$ could represent an anti-quark being created from the vacuum followed by its annihilation with $d_\gamma$. In terms of our bra-ket representation this would imply that $d^\dagger_\beta$ operates on the ket state, while $d_\gamma$ operates on the bra state. Hence, one needs to reverse the order of the anti-particle operators in order to turn this expression in to a physically acceptable one. We thus find that the natural representation for this process in the bra ket notation is the reversed operator $-b^\dagger_\alpha d_\gamma d^\dagger_\beta b_\delta$ (we added a minus sign to respect the anti-commuting nature of fermion operators). The original order with $b^\dagger_\alpha d^\dagger_\beta d_\gamma b_\delta$ would yield zero on the particle state $|b^\dagger_\varepsilon|0\rangle$, so that this physical interaction term would be eliminated.

On the other hand, the operator $d_\gamma b_\delta b^\dagger_\alpha d^\dagger_\beta$, which also appears in the expansion, would generate too many terms if left untreated, namely for $\alpha = \delta$ and $\beta = \gamma$. These
contributions are not dependent on the character of the initial or final state and thus are unphysical. By similarly reversing the order of the anti-particle operators in this expression, we get the operator \(-d_{\beta}^{\dagger}b_{\beta}b_{\alpha}^{\dagger}d_{\gamma}\), which eliminates the unphysical terms. The physical meaning of this re-ordered operator becomes obvious if we operate on an initial anti-particle state \(|d_{\gamma}^{\dagger}|0\rangle\). In this case the initial anti-particle state \(\gamma\) is followed by the creation of an internal particle line \(\alpha\) and the final anti-particle line \(\beta\) at the first vertex. The \(\alpha\) particle line changes to \(\delta\) and meets the initial anti-particle \(\gamma\) at the second vertex. Hence, one can only assign a physical meaning to these single variable diagrams if the order of the anti-particle operators is reversed.

Of course, this illustration deals with a very simple diagram. Much more elaborate diagrams can occur, as was the case when we tried to solve the QCD operator field equations for quarks self-consistently \([12]\). There long - even infinite - series of operators for a single space-time variable occurred and one had to decide how to deal with such long sequences. However, an exact operator solution of the field equations could be constructed once the \(R\)-product was implemented. This product ensured that the important physical interactions were retained, while the prodigious unphysical interactions, which only lead to infinities, were eliminated, just as they were in the example above. The exact operator solution allowed the reduction of the field equations to a finite set of differential equations, which in turn led to a localized solution which could be interpreted as a dressed quark. This illustrates the power of - and need for - this new principle in the case of expectation values or self-consistent QFT calculations of this bound-state character.

Having explained the basic origin of - and need for - the \(R\)-product, we now spell out a number of properties of this product. This will also make it plausible why most QFT calculations could be so successful despite the incompleteness of the standard theory.
We will discuss later how these properties and results can be applied to the boson case.

(i) The general rule for applying the $\mathbb{R}$-product is that for a product of particle and anti-particle operators all belonging to the same space-time point we have:

$$\langle f | \mathbb{R} [b_1 \cdots b_n d_1 \cdots d_m] | i \rangle = (-1)^{m(m-1)/2} \langle f | b_1 \cdots b_n d_m \cdots d_1 | i \rangle,$$

where the final expression can be used as a standard operator product without any reference to the space-time variable they belong to. Whether the operators in the chain are creation or annihilation operators is immaterial for the application of this rule (this is the reason for not displaying the creation or annihilation character of these operators in this equation).

(ii) To emphasize the importance of the link to the space-time variable we give an example of a mixed expression where we give the linked space-time point as a (silent) label:

$$\mathbb{R} [d_1^{(x)} d_2^{(y)} d_3^{(x)} d_4^{(y)}] = \mathbb{R} [d_1^{(x)} \{d_2^{(y)}, d_3^{(x)}\} d_4^{(y)}] - \mathbb{R} [d_1^{(x)} d_3^{(x)} d_2^{(y)} d_4^{(y)}] =$$

$$= \{d_2, d_3\} d_1 d_4 - \mathbb{R} [d_1^{(x)} d_3^{(x)}] \mathbb{R} [d_2^{(y)} d_4^{(y)}] = \{d_2, d_3\} d_1 d_4 - d_3 d_1 d_4 d_2 \quad (9)$$

where we used the fact that the anti-commutator $\{d_2^{(y)}, d_3^{(x)}\}$ is not subjected to the $\mathbb{R}$-product and can be considered a c-number, so that it can be taken out of the $\mathbb{R}$-product. The $\mathbb{R}$-product prescription can be dropped as soon as none of the operators inside it have the same space-time coordinate or are all particle operators. One can also factorize the $\mathbb{R}$-product into separate $\mathbb{R}$-products for each space-time variable provided the operators are already ordered according to space-time variable. Once the $\mathbb{R}$-product has been carried out the space-time labels become redundant and can be dropped. If we apply the same reduction without the $\mathbb{R}$-product we would have obtained $\{d_2, d_3\} d_1 d_4 - d_1 d_3 d_2 d_4$.

(iii) For a common physical expression like $\mathbb{R} [d_1^{(x)} d_3^{(x)} d_2^{(y)} d_4^{(y)}]$ the result is $d_1^{(x)} d_3^{(x)} d_2^{(y)} d_4^{(y)}$, i.e. the same as if one had started with the normal ordered expression : $d_1^{(x)} d_3^{(x)}$ : $d_2^{(y)} : d_4^{(y)}$ : $:= d_5^{(y)} d_1^{(x)} d_4^{(y)} d_2^{(y)} d_3^{(x)}$. The equivalence of these prescriptions for such common physical expressions explains why the normal ordered Lagrangian yields correct results in most cases. Notice, that if we apply the normal product we need to specify the nature of the operator (creation or annihilation). This accentuates the very different philosophies of the two prescriptions.

(iv) Under point (ii) we illustrated the use of the anti-commutator to reduce complex expressions of a mixed form. The anti-commutator referred to operators belonging to different space-time coordinates and could be treated as a c-number. In the case of a single space-time variable one can also apply such a reduction, however, the result is rather surprising:

$$\mathbb{R} [d_1 \cdots \{d_p, d_{p+1}\} \cdots d_m] \equiv \mathbb{R} [d_1 \cdots d_p d_{p+1} \cdots d_m + d_1 \cdots d_p d_{p+1} \cdots d_m]$$

$$= (-1)^{m(m-1)/2} [d_m \cdots d_{p+1} d_p \cdots d_1 + d_m \cdots d_p d_{p+1} \cdots d_1]$$

$$= (-1)^{m(m-1)/2} d_m \cdots \{d_p, d_{p+1}\} \cdots d_1$$
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\begin{align*}
&= \{d_p, d_{p+1}\}(1)^{m-1/2}(1)^{m-2/(m-3)/2}\mathbb{R}[d_1 \cdots d_{p-1}d_{p+2} \cdots d_m] \\
&= -\{d_p, d_{p+1}\}\mathbb{R}[d_1 \cdots d_{p-1}d_{p+2} \cdots d_m]
\end{align*}

(10)

So the anti-commutator between anti-particle operators linked to the same space-time variable inside an \(\mathbb{R}\)-product can still be treated as a c-number, but its value features an extra minus sign. In the self-consistent QFT calculations of dressed quarks [12] we first discovered the need for such minus signs for intermediate anti-particle states. Without these minus signs the equations of motion took on an ugly and unmanageable form, with them they displayed a high degree of symmetry and elegance, and allowed an analytic solution, despite the highly non-linear and strongly coupled nature of the equations. For a long time we suspected a sign error somewhere, however, eventually we found that the needed minus signs could be explained by the identity above. This anti-commutator property is an important tool in the solution of the operator field equations, since it can be applied directly to these equations in \(\mathbb{R}\)-product form. This facilitates the reduction of these operator equations to manageable differential equations. In perturbative QFT calculations one usually encounters only mixed anti-commutators like \(\{d_2^{(y)}, d_3^{(x)}\}\) which do not give rise to the extra minus sign, so that the standard techniques remain valid.

(v) The \(\mathbb{R}\)-product needs to be applied between the bar and ket vector. So we no longer define the Hamiltonian or Lagrangian itself as normal (or \(\mathbb{R}\)) ordered, since there may be a chain of operators (all referring to the same space-time point) between the ket and bra state vector, and the \(\mathbb{R}\)-product must be applied to the whole matrix element. So the Lagrangian, Hamiltonian or currents should be defined without any further (normal ordering) prescription.

(vi) Because of the special role of the bra and ket vector, one cannot simply insert bra and ket vectors inside an existing QFT expression. In particular a closure expansion like:

\[
\langle f|\mathbb{R}[d_1d_2 \cdots d_m]|i\rangle = \sum_j \langle f|\mathbb{R}[d_1d_2 \cdots d_p]|j\rangle \langle j|\mathbb{R}[d_{p+1} \cdots d_m]|i\rangle
\]

(11)

(where the states \(|j\rangle\) form a complete set) is no longer valid in general. Naturally, there are enough circumstances where the insertion works, for example if there are only particle operators or if all anti-particle operators belong to different space-time coordinates (in which case the \(\mathbb{R}\)-product can be omitted and the resulting chain of operators can be handled in the standard way). But we no longer can rely blindly on this expansion as a basis for general proofs. If one wants to use such an insertion on an anti-particle expression then one should first carry out the \(\mathbb{R}\)-product, and only then apply closure. Afterwards one can revert to the \(\mathbb{R}\)-product expression. In this case this would lead to:

\[
\langle f|\mathbb{R}[d_1d_2 \cdots d_m]|i\rangle = (-1)^{p(m-1)} \sum_j \langle f|\mathbb{R}[d_{p+1} \cdots d_m]|j\rangle \langle j|\mathbb{R}[d_1 \cdots d_p]|i\rangle.
\]

(12)
In practice this expansion will hardly be useful, as closure will usually be applied in cases where the operators belong to different space-time variables.

(vii) The fact that many vacuum matrix elements now yield zero does not prevent the creation of particles from the vacuum (vacuum fluctuations):

$$\langle f|\mathcal{R}[a_1^{(x)\dagger}a_2^{(x)\dagger}]|0\rangle \neq 0$$

where $|f\rangle$ is a particle-anti-particle state.

(viii) In higher order Feynman diagrams long chains of operators might appear. However, since the operators involved usually refer to different space-time variables, the $\mathcal{R}$-product usually does not play a role or has the same effect as the ad hoc normal product. This is one reason why the incompleteness of standard field theory has gone unnoticed in perturbative calculations.

3. A fermionic expansion of the boson field

The ad hoc use of normal ordering is usually introduced for scalar fields, as was already noted in the introduction. Since the key to the resolution of the infinity problem in the fermionic case lay in the application of the $\mathcal{R}$-product to anti-particle operators, we can expect that a similar solution would work for bosons. However, in order to apply the $\mathcal{R}$-product to boson fields one must first expand these fields in terms of fermionic operators. While in nuclear structure calculations fermionic expansions of bosons are common (see for example an old paper of ours [13]), in QFT this seems like a drastic step considering the fact that the boson fields are considered very basic and fundamental. However, it is mainly the operator algebra that is modified and after these operations have been carried out the reduced boson and fermion field entities again act to a large extent as elementary boson and fermion fields. So the fermionization of bosons is not as dramatic a step as one might have anticipated. This will be confirmed later in this section, where we demonstrate that the boson field propagator retains a conventional form under the fermionic expansion.

Boson - and in particular scalar - fields are generally considered simpler than fermion fields and with the commutators being analogous to the classical Poisson brackets, these fields are often used to introduce field quantization, before the supposedly more involved case of Dirac fields is entertained. The current discussion turns this picture around as it suggests that the truly fundamental fields are the fermionic fields which have no clear analogy in classical physics. The boson fields can only be correctly understood after they are expressed in terms of fermionic operators, and so the usual analogies with classical physics are misleading at best. As we will demonstrate below, this fermionic representation of bosons ensures that the usual infinite terms in the v.e.v. do not occur. The vanishing of these vacuum terms implies that the huge discrepancy between theory and observation of the cosmological constant is no longer present. Naturally, one still has to show in more detail that the fermionization of boson fields leads to a consistent
theory of bosons and is able to reproduce the successful quantitative results obtained in the standard formulation. The upcoming discussion will also address this point.

In the self-consistent bound-state QFT calculations [12], the fermionic expansion of the boson fields was dictated uniquely by the fermionic source term in the quantized boson field equations. These equations automatically ensured that the boson fields had the correct structure and symmetries. The free boson field satisfies a source-less field equation, so one must use other constraints and considerations to determine the nature of a fermionic expansion. After an in depth analysis we found that to lowest order the following expansion satisfies the necessary demands:

\[
A^\mu_a(x) = \sqrt{\frac{1}{8SV}} \sum_{\alpha,\beta} \int \frac{d\vec{p}}{\sqrt{2p_0}} \left[ (\bar{u}_{\alpha,\frac{\beta}{2}} \gamma^\mu \mathcal{O}_a v_{\beta,\frac{\beta}{2}}) e^{ipx} b^\dagger_{\alpha,\frac{\beta}{2}} d^\dagger_{\beta,\frac{\beta}{2}} + (\bar{v}_{\alpha,\frac{\beta}{2}} \gamma^\mu \mathcal{O}_a u_{\beta,\frac{\beta}{2}}) e^{-ipx} d_{\alpha,\frac{\beta}{2}} b_{\beta,\frac{\beta}{2}} \right] + C \sum_{\alpha,\beta} \int d\vec{p} \left[ (\bar{u}_{\alpha,\frac{\beta}{2}} \gamma^\mu \mathcal{O}_a u_{\beta,\frac{\beta}{2}}) b^\dagger_{\alpha,\frac{\beta}{2}} b_{\beta,\frac{\beta}{2}} + (\bar{v}_{\alpha,\frac{\beta}{2}} \gamma^\mu \mathcal{O}_a v_{\beta,\frac{\beta}{2}}) d_{\alpha,\frac{\beta}{2}} d^\dagger_{\beta,\frac{\beta}{2}} \right] \tag{14}
\]

In this equation \( u(v) \) are the free particle (antiparticle) spinors with the discrete quantum number \( \beta \), which collectively represents quantum numbers like spin, isospin and colour. The factor \( 8 = 2^3 \) is a geometric integration constant due to the composition of the boson momentum of two identical contributions from the particle and anti-particle. The inverse volume factor is needed for the proper normalization of the bilinear expansion. The factor \( S \) counts the number of discrete states. The second term is constant and as such represents a new type of contribution to the boson field made possible by the fermionic representation. We will discuss a possible role for this term when we discuss the Higgs field. In the self-consistent quark bound-state calculation [12] terms with this operator structure play an essential role and are not constant.

The matrix elements of the free spinors can be evaluated and we can write more explicitly:

\[
A^\mu_a(x) = \sqrt{\frac{1}{8SV}} \sum_{\alpha,\beta} \int \frac{d\vec{p}}{\sqrt{2p_0}} \left[ e^{ipx} b^\dagger_{\alpha,\frac{\beta}{2}} d^\dagger_{\beta,\frac{\beta}{2}} + e^{-ipx} d_{\alpha,\frac{\beta}{2}} b_{\beta,\frac{\beta}{2}} \right] \times (\mathcal{O}_a)_{\alpha,\beta} \left[ \frac{p^\mu}{2mp_0} \mathbf{\bar{\sigma}} \cdot \mathbf{\bar{p}} + \left( 0 \begin{pmatrix} 0 \\ \mathbf{\bar{\sigma}} - \mathbf{\bar{p}}(\mathbf{\bar{\sigma}} \cdot \mathbf{\bar{p}}) \end{pmatrix} \right) + \frac{2m}{p_0} \left( \mathbf{\bar{p}}(\mathbf{\bar{\sigma}} \cdot \mathbf{\bar{p}}) \right) \right]_{\alpha,\beta}^\mu + \frac{C}{m} \sum_{\alpha,\beta} \int d\bar{p} p^\mu (\mathcal{O}_a)_{\alpha,\beta} \delta^{\text{spin}}_{\alpha,\beta} \left[ b^\dagger_{\alpha,\frac{\beta}{2}} b_{\beta,\frac{\beta}{2}} + d_{\alpha,\frac{\beta}{2}} d^\dagger_{\beta,\frac{\beta}{2}} \right] \tag{15}
\]

The fermion field in which we expand the boson field should have all the quantum numbers \( \beta \) needed to calculate the matrix element \( (\mathcal{O}_a)_{\alpha,\beta} \) for all known interactions, i.e. they should be quark spinors. As we want to describe massless photons and gluons these quarks should be bare and massless, so that the parameter \( m \) is infinitesimal and should be taken in the limit \( m \downarrow 0 \) once matrix elements are calculated. Slightly different expressions hold for the scalar Higgs field, which will be discussed at the end of this section.
If we calculate the boson vacuum energy we obtain operator products of the following from (the coefficients are irrelevant for our current considerations):

\[
\langle 0 | \mathcal R \left\{ \left[ \exp(ipx) b_{\alpha, \frac{q}{2}}^\dagger d_{\beta, \frac{q}{2}}^\dagger + \exp(-ipx) d_{\alpha, \frac{q}{2}} b_{\beta, \frac{q}{2}} \right] \left[ \exp(ipx) b_{\gamma, \frac{q}{2}}^\dagger d_{\delta, \frac{q}{2}}^\dagger + \exp(-ipx) d_{\gamma, \frac{q}{2}} b_{\delta, \frac{q}{2}} \right] \right\} | 0 \rangle 
\]

\[= \langle 0 | e^{i(p-q)x} \mathcal R \left\{ b_{\alpha, \frac{q}{2}}^\dagger d_{\beta, \frac{q}{2}}^\dagger d_{\gamma, \frac{q}{2}} b_{\delta, \frac{q}{2}} \right\} + e^{-i(p-q)x} \mathcal R \left\{ d_{\alpha, \frac{q}{2}} b_{\beta, \frac{q}{2}} b_{\gamma, \frac{q}{2}}^\dagger d_{\delta, \frac{q}{2}}^\dagger \right\} | 0 \rangle 
\]

\[= -e^{i(p-q)x} \langle 0 | b_{\alpha, \frac{q}{2}}^\dagger d_{\beta, \frac{q}{2}}^\dagger d_{\gamma, \frac{q}{2}} b_{\delta, \frac{q}{2}} | 0 \rangle - e^{-i(p-q)x} \langle 0 | d_{\alpha, \frac{q}{2}} b_{\beta, \frac{q}{2}} b_{\gamma, \frac{q}{2}}^\dagger d_{\delta, \frac{q}{2}}^\dagger | 0 \rangle \]  \hspace{1cm} (16)

The final result displays a very pleasing duality and symmetry. The first term has an anti-particle creation operator on the right, but it yields zero because of the presence of the particle annihilation operator. The second term has a particle creation operator on the right, but it yields zero because of the presence of the anti-particle annihilation operator. Hence, both contributions are zero for - what one could call - complementary reasons. This must be contrasted with the result for the normal boson representation, when the combination \( a^\dagger a + aa^\dagger \) appears symmetric, but is not: the first term yields nothing, while the last term yields a finite (and after integration infinite) contribution to the v.e.v. The consequence of the fermionic representation is that the bosonic quantum contribution to the cosmological constant also vanishes, thereby resolving the biggest discrepancy in modern physics (see also the discussion in [14]). The cosmological constant is thus not determined by QFT processes but must be seen as a constant of Nature, whose presence is a direct consequence of the imposition of the symmetries of general relativity. Its value must be determined by (cosmological) observations. This interpretation of the nature of the cosmological constant also underlies our conformal cosmological theory [15]. The elimination of the vacuum energy, better known as the zero point energy, seems to conflict with phenomena like the Casimir effect. However, Jaffe has shown a couple of years ago that such effects can also be explained through regular QFT calculations and do not necessarily require the presence of the zero-point vacuum energy [16].

The fact that the v.e.v of an expression like \( A_\mu(x)A_\nu(x) \) (we suppress indices and additional factors which are irrelevant for our argument) vanishes in our approach, may lead to the false impression that our theory is in conflict with established results that feature non-zero v.e.v.’s, such as condensates. The reason for this apparent discrepancy is that many of these so-called v.e.v.’s are derived from limiting procedures involving expressions that originally have distinct space-time variables where the \( \mathcal R \)-product does not apply. For example, in the derivation of the Gell-Mann-Oakes-Renner relation [17] one takes the limit \( x \to y \) in an expression like \( \langle 0 | [A_\mu(x), A_\nu(y)] | 0 \rangle \), where \( A \) is a pseudo-vector amplitude. This procedure leads to matrix elements

\[
\delta^{(4)}(x-y) \langle 0 | \bar u(x) u(y) | 0 \rangle \equiv \delta^{(4)}(x-y) \langle 0 | \bar u(x) u(x) | 0 \rangle, \hspace{1cm} (17)
\]

where \( u \) is the quark spinor field. It is then stated that the v.e.v. of \( \bar uu \) is non-zero and can be identified as the pion condensate \( \langle 0 | \bar uu | 0 \rangle \). It is clear that under the applied
limiting procedure this condensate cannot be identified with the physical vacuum matrix element \( \langle 0 | \{ \bar{u}(x)u(x) \} | 0 \rangle \), as the latter is zero. So:

\[
\lim_{x \to y} \langle 0 | \bar{u}(x)u(y) | 0 \rangle \neq \langle 0 | \{ \bar{u}(x)u(x) \} | 0 \rangle .
\] (18)

This does not mean that the matrix element \( \langle 0 | \bar{u}(x)u(x) | 0 \rangle \) without implied \( \mathbb{R} \)-product is not useful: it is clear that in these derivations this non-zero matrix element plays a significant role, and therefore is a useful intermediate theoretical expression. Because most standard QFT calculations are based on Feynman diagrams with distinct space-time points, concepts - like condensates - are not affected by our \( \mathbb{R} \)-product and the vacuum matrix elements based on this limiting procedure retain their usefulness, although denoting them as v.e.v.'s is misleading.

Let us now discuss some of the properties of the new representation for boson fields and indicate where it has advantages over the standard representation. For the electromagnetic field we must replace the matrix element \( (O^a)_{\alpha\beta} \) by \( \delta_{\alpha\beta} \) in Eq. (15). The field automatically satisfies the condition \( \partial_\mu A^\mu_a(x) = 0 \) as an operator equation (as do all boson fields defined by Eq. (15)). Hence we do not need to limit ourselves to a physical Hilbert space to impose this relationship, as is done in theories like the Gupta-Bleuler model ([18], [19]). The standard way to quantize fields is to decompose them into normal modes where each field component is associated with a different elementary particle. This is clearly the case in our representation as each mode corresponds to (combinations of) different quark states. However, in the standard representation this implies that the four components of \( A_\mu \) should correspond to four different polarization states. But the photon only has two polarization degrees of freedom, so this creates a problem. Several techniques have been introduced to fix these problems, amongst which so-called gauge fixing which requires the addition of a non-gauge invariant term to the Lagrangian. These problems also affect the Hilbert space which no longer has the character of a quantum state vector space. In our fermionic representation such problems do not appear. Also, we do not have awkward commutation rules between the boson operators \( a_\mu(p) \) and \( a_\mu^\dag(p) \), which have the wrong sign for \( \mu = 0 \), as all relevant (anti-) commutation rules are between fermion field operators for well-defined states.

If we calculate the electro-magnetic propagator in this representation we find:

\[
\langle 0 | T \{ A^\mu(x)A^\nu(y) \} | 0 \rangle = \frac{1}{(2\pi)^3} \times \int \frac{d^3 p}{2p_0} \left\{ e^{-ip(x-y)}\Theta(x_0 - y_0) + e^{ip(x-y)}\Theta(y_0 - x_0) \right\} \left[ \frac{p^\mu p^\nu}{4m^2} - g^\mu\nu \right],
\] (19)

i.e. there is no trace of the original fermionic representation. The result is a standard massive propagator in the limit \( m^2 \downarrow 0 \). In this derivation we used the identities \( \delta(p^2/2 - q^2/2) = 8\delta(p - q) \) and \( \delta(0) = (2\pi)^{-3} \int d^3 x = (2\pi)^{-3}V \). The spin factor is \( S = 2 \) in the current case.

Finally, we want to discuss the consequences of the higher order terms in the boson field equations for non-Abelian theories such as SU(2) or SU(3). After each iteration of the operator field equations new terms in the solution are introduced which are higher
order in terms of bilinear fermion operators. Surprisingly, one can obtain an exact solution of the free non-linear field equations using a single infinite operator $\Lambda$:

$$A_\mu^\alpha(x) = \sqrt{\frac{1}{8S\Lambda}} \sum_{\alpha,\beta} \int \frac{\mathbf{d}\vec{p}}{2p_0} \left[ e^{ipx} b_\alpha \Lambda d^\dagger_\beta + e^{-ipx} d^\dagger_\alpha \Lambda b_\beta \right]$$

$$\times (\mathbb{O}_a)_{\alpha\beta} \left[ \frac{p^\mu}{2mp_0} \vec{\sigma} \cdot \vec{p} + \left( \begin{array}{cc} 0 & 0 \\ 0 & \hat{\rho}(\vec{\sigma} \cdot \vec{p}) \end{array} \right) \right]^{\mu\nu}$$

$$+ \frac{C}{m} \sum_{\alpha,\beta} \int \mathbf{d}\vec{p} \mathbb{O}_a (\mathbb{Q}_a)_{\alpha\beta} \delta_{\alpha\beta} \left[ b_\alpha \Lambda b_\beta + d^\dagger_\alpha \Lambda d^\dagger_\beta \right]$$

where the operator $\Lambda = \Lambda^p \Lambda^a = \Lambda^a \Lambda^p$ is defined as follows:

$$\Lambda^p = \lim_{n \to \infty} \Lambda^p_n; \quad \Lambda^a_n = \frac{(1 - N^p) (2 - N^p)}{1} \cdots \frac{(n - N^p)}{n} \equiv \left( \begin{array}{c} n - N^p \\ n \end{array} \right)$$

$$\Lambda^a = \lim_{n \to \infty} \Lambda^a_n; \quad \Lambda^a_n = \frac{(1 - N^a) (2 - N^a)}{1} \cdots \frac{(n - N^a)}{n} \equiv \left( \begin{array}{c} n - N^a \\ n \end{array} \right)$$

and

$$N^p = \sum_{\alpha} \int d^3p b_\alpha \Lambda^p b^\dagger_\alpha; \quad N^a = - \sum_{\alpha} \int d^3p d_\alpha \Lambda^a d^\dagger_\alpha.$$

This is a remarkable result as it constitutes an exact solution to the non-linear field equations. The basic properties used in this derivation are:

$$b\Lambda^p = \Lambda^p b = 0 \quad \text{and} \quad d^\dagger \Lambda^a = \Lambda^a d = 0.$$  \hspace{1cm} (24)

The $\mathbb{R}$-product and the minus sign of the anti-particle anti-commutator Eq. (10) are absolutely essential for the derivation of this exact solution. This result provides a correction to the operator $\Lambda$ defined in [12], which was expressed in terms of products of $(n - N^p - N^a)$, rather than being first factorized in terms of $\Lambda^p$ and $\Lambda^a$.

The particle and anti-particle $\Lambda$-operators look like projection operators, as:

$$\Lambda^p \Lambda^p = \Lambda^p; \quad \Lambda^a \Lambda^a = \Lambda^a,$$  \hspace{1cm} (25)

however, $\Lambda^p \Lambda^a \neq 0$ so these are not ordinary projection operators. Rather these operators project out only one-particle states. We illustrate this for the case of two-particle ket-states, when $\Lambda$ yields zero in all possible combinations. For a two-particle state we get:

$$b^\dagger_\delta \Lambda^p b_\epsilon |b^\dagger_\alpha b^\dagger_\beta |0\rangle = \delta_{\delta\alpha} \delta_{\beta\epsilon} \Lambda^p |b^\dagger_\alpha b^\dagger_\beta |0\rangle - b^\dagger_\delta \Lambda^p b_\epsilon |b^\dagger_\alpha b^\dagger_\beta |0\rangle = 0 \quad \text{as} \quad \Lambda^p b^\dagger = 0,$$  \hspace{1cm} (26)

while for a two-anti-particle state we get:

$$\Re[d_\alpha \Lambda^a d^\dagger_\beta |d^\dagger_\alpha d_\beta |0\rangle] = -d^\dagger_\epsilon \Re[\Lambda^a] d_\epsilon d^\dagger_\delta |0\rangle =$$

$$= -\delta_{\alpha\delta} d^\dagger_\epsilon \Re[\Lambda^a] d_\epsilon |d^\dagger_\beta |0\rangle + d^\dagger_\delta \Re[\Lambda^a] d_\delta d^\dagger_\beta |0\rangle =$$

$$\equiv -\delta_{\alpha\delta} d^\dagger_\epsilon \Re[d^\dagger_\delta \Lambda^a] |0\rangle + d^\dagger_\delta \Re[d^\dagger_\alpha \Lambda^a] d_\delta d^\dagger_\beta |0\rangle = 0 \quad \text{as} \quad d^\dagger \Lambda^a = 0.$$  \hspace{1cm} (27)
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Finally, for a particle-anti-particle state we get:

\[ R \left[ d_\alpha \Lambda^a \Lambda^p d_\beta^\dagger \right] b_\alpha^\dagger d_\beta^\dagger |0⟩ = 0 \quad \text{as} \quad \Lambda^p b_\alpha^\dagger = 0 \]
\[ R \left[ b_\alpha^\dagger \Lambda^a \Lambda^p b_\beta \right] b_\alpha^\dagger d_\beta^\dagger |0⟩ = 0 \quad \text{as} \quad R[\Lambda^a] d_\beta^\dagger = R[d_\beta^\dagger \Lambda^a] = 0 . \quad (28) \]

The one-particle projection property has important consequences, which were already highlighted in [12] for the bound-state case. For the current scattering-case it implies that the (energy) expectation values of non-Abealan bosons fields vanish, so that the expectation value differs from the expected value \( E = p_0 \). This inconsistency might well imply that bosons associated with non-Abealan fields cannot exist as stable physical particles (apart from the fact that they can decay into lighter particles). For QED (an Abealan theory) the operator \( \Lambda \) is not required as there are no non-linear terms in the free field equations. Hence, for the photon the demand that the energy expectation value equals \( \hbar \omega \) does not lead to this inconsistency. However, even there this consistency condition leads to further demands as the fermionic representation leads to additional unphysical terms in the expectation energy value, which only vanish after further generalizations of the field expansion. This has significant physical consequences which will be discussed in future paper(s).

For the scalar Higgs field the constant term has interesting characteristics and a possible physical role. We write this term as follows

\[ \phi^{(c)}(x) = C \sum_\alpha \int d\vec{p} \left[ b_\alpha^\dagger \Lambda b_\alpha - d_\alpha^\dagger \Lambda^p d_\alpha^\dagger \right]. \quad (29) \]

If this field is used as an intermediate operator then it simply acts as a constant, as \( \phi^{(c)}(x) b_\alpha^\dagger \Lambda = 8C b_\alpha^\dagger \Lambda \) and \( \phi^{(c)}(x) d_\alpha^\dagger \Lambda = 8Cd_\alpha^\dagger \Lambda \). Note that these identities only hold if the operators on the right also refer to the same space-time coordinate \( x \). Hence, this constant operator \( \phi^{(c)}(x) \) can play the same role as the v.e.v \( \langle 0 | \phi | 0 \rangle \) of the Higgs field in the SM Higgs theory by setting \( C = \langle 0 | \phi | 0 \rangle / 8 \) without leading to the usual disturbing infinite vacuum energy contributions. Its other advantage over the standard theory is that one does not have to make an expansion around a classical vacuum expectation value and can maintain the quantum operator character of the field and the field equations. In our opinion classical concepts in QFT should be treated with great care because of the danger of oversimplification. We already saw how the classical analogy with harmonic oscillators was rather misleading.

4. Summary and historical perspective

A new ordering principle, embodied by the \( \mathbb{R} \)-product, can remove the bias towards particles over anti-particles hidden in the standard formulation of QFT. This \( \mathbb{R} \)-product operates specifically on QFT expressions which contain multiple interactions sharing the same space-time variable. Its application affects vacuum expectation values such as the vacuum energy which no longer feature infinite contributions. The product also enables self-consistent solutions of field equations for self-interacting bound systems, the dressing of single quarks being the prime example [12]. To apply this new principle to
A new ordering principle in quantum field theory and its consequences

boson fields these fields must be represented in terms of bilinear fermionic operators. Since both fermionic and bosonic QFT energy vacuum expectation values vanish now, the enormous discrepancy between the theoretical estimate of the cosmological constant and observation is no longer present. The fermionic representation of the boson fields also avoids certain technical problems in the quantization of vector fields and creates the possibility of adding constant components to the boson fields. These constant components can take over the role of the v.e.v. of the Higgs field in the SM, thereby maintaining the operator nature of the Higgs field and avoiding the hybrid SM formulation with classical c-number as well as quantum components in the Higgs field.

These results suggest that there is a deeper level below the SM populated by bare massless quarks. Both the boson expansion and the bound-state calculations require the underlying bare quarks to be massless; in the boson case because photons and gluons are massless, in the bound-state case as it would be very inelegant to have unexplained dimensionfull parameters at this fundamental level. The boson fields then emerge at the SM level, being a result of pointlike particle-anti-particle operator combinations. This picture of a deeper hierarchical level in QFT with fewer elementary particles and parameters is very appealing, but obviously requires further development. Although the average mass of light quarks was predicted very accurately in terms of fundamental constants of Nature [12], it is not (yet) clear how this success can be extended to the other generations of quarks. We expect that the Higgs field plays an important role for the higher generations. Our first attempts to incorporate this field in the bound-state calculation has yielded interesting - yet inconclusive - results. The lepton sector is more difficult to model because of the peculiar properties of the weak interactions and the low masses involved. Nonetheless, we hope that the renormalization scheme and the self-consistent bound-state calculations can be stitched together in a consistent scheme, where the bound-state calculations together with the Higgs field furnish the quark and lepton SM masses, while the renormalization procedures can be maintained at the effective SM level.

In this paper we also presented some arguments why the new ordering principle took so long to be discovered. There are some specific reasons for this which are worth mentioning, as they also clarify the role of this principle in relation to other developments. Most importantly, despite its important consequences, there are only a few instances where the need for this principle becomes evident, while in many other cases (such as in the boson case) it is well hidden or can be mimicked by ad hoc procedures like the normal ordering prescription. Even in the case where this principle was first discovered [12], its need was established indirectly because it could explain the extra minus signs which were required for diagrams involving anti-particles. Without these minus signs the formulation became unmanageable, while including them led to a highly symmetric, elegant and solvable set of equations. However, once these minus signs were linked to the new ordering principle, the nature and further consequences of this principle became obvious. One may thus ask why a formulation like this was not developed earlier, as any such study would most certainly have revealed the new
principle. In order to answer this question we review some aspects of the analysis in [12].

In [12] we developed a self-consistent spatial bound-state formulation within the framework of QCD, where the binding was also described in terms of the underlying QCD theory. This theory was inspired by the MIT quark bag model of nucleons ([20], [21]), with the main aim of deriving the confining bag from the non-linear QCD field theory itself, instead of postulating it. The quantum field equations could be solved in terms of the field operators (creation and annihilation operators for the bound wave functions), with two important results for the current context. First, the need for the minus signs mentioned above. Second, after introducing the $\mathbb{R}$-product the field equations yield one exact operator solution which describes a single-particle state, and thus appear to constitute a model of a dressed quark. This suggests that multi-particle bound-state problems cannot really be handled by means of such a spatial QCD formulation with single variable field equations, so that the original intention to derive a common binding potential in a many-body system is not realizable in such a framework. This might explain why most bound-state methods in QFT have continued to use standard S-matrix tools, when in non-relativistic quantum mechanics spatial methods based on the field equations (i.e. the Schrodinger equation) are more common. Examples are the Bethe-Salpeter equations [22] and the Blankenbecler-Sugar approach [23]. Even the currently popular lattice calculations of nucleons [24] use techniques inspired by S-matrix theory. We may thus conclude that via the popular QFT bound-state theories it is difficult to discover the new principle. In the one case where the principle plays an essential role (the dressing of elementary quarks) standard QFT uses renormalization techniques and renormalization parameters to capture the dressing process, so that the study of this case via more dynamical spatial methods without free parameters is also discouraged.

Even in the case where the new principle has a big impact, namely in the cosmological constant problem, an analysis of possible solutions of this problem will not easily guide one towards this new principle. Instead, in supersymmetry one relies on the cancellation between the fermionic and bosonic contributions to the vacuum energy. From our perspective, both contributions are unphysical and vanish individually, so that the imposition of such a cancellation condition does not have any special significance.

In keeping with this paper the SM should be seen as an effective theory, formulated in terms of dressed quarks and bosons that must be represented by pairwise fermion anti-fermion operators. However, for (nearly) all practical purposes the SM fields can be considered as elementary and pointlike, so the SM has proved to be an extremely effective effective theory. Our finding that (light) dressed quarks have a very small radius of about 8 Planck lengths [12] and that the composite nature of bosons in terms of fermions and anti-fermions does not contradict the pointlike elementary nature of boson fields, goes a long way to explaining this effectiveness. The implied hierarchical structure of particle physics is another example of the hierarchical structures which abound in Nature and make it susceptible to scientific methods.
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