Crossover in dynamics in the Kob-Andersen binary mixture glass-forming liquid
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Glass-forming liquids are broadly classified as being fragile or strong, depending on the deviation from Arrhenius behavior of their relaxation times. A fragile to strong crossover is observed or inferred in liquids like water and silica, and more recently also in metallic glasses and phase change alloys, leading to the expectation that such a crossover is more widely realised among glass formers. We investigate computationally the well-studied Kob-Andersen model, accessing temperatures well below the mode coupling temperature $T_{MCT}$. We find that relaxation times exhibit a crossover in dynamics around $T_{MCT}$, and discuss whether it bears characteristics of the fragile to strong crossover. Several aspects of dynamical heterogeneity exhibit behavior mirroring the dynamical crossover, whereas thermodynamic quantities do not. In particular, the Adam-Gibbs relation describing the relation between relaxation times and configurational entropy continues to hold below the dynamical crossover, when anharmonic corrections to the vibrational entropy are included.

I. INTRODUCTION

The concept of fragility was introduced by Angell [1–9] as a way of organizing the diversity of the remarkable slow down of dynamics in glass forming liquids as the glass transition is approached. Glass formers such as silica near the glass transition display an Arrhenius variation of viscosity, whereas other commonly investigated glass formers exhibit super-Arrhenius dependence of viscosity and relaxation times on temperature, to various degrees. Glass formers exhibiting Arrhenius temperature dependence are termed strong and those exhibiting super-Arrhenius temperature dependence as termed fragile. Fragility quantifies the degree of deviation from Arrhenius behavior, and has been investigated extensively [4].

In attempting to rationalise experimental results close to the glass transition of water with those obtained at considerably higher temperatures in supercooled water, Angell [5] proposed the possibility of a crossover from fragile behaviour at the higher temperatures to strong behaviour close to the glass transition. In addition to water [6,9], such a fragile to strong transition has been investigated in computer simulations of silica [10–13], and silicon [14–17]. In these liquids, all of which exhibit several well known anomalous properties arising from low density, open tetrahedral order that becomes dominant at low temperatures. The fragile to strong crossover is associated with a change in liquid structure towards more tetrahedral local geometries upon lowering temperature, a possible liquid-liquid transition [12,18], and with the crossover being characterised by the presence of a heat capacity maximum.

In recent years, the fragile to strong crossover in dynamics has also been reported in a variety of other glass formers, including phase change alloys [19,20] used in memory devices, and several metallic glasses [21–25]. In many of these instances, though not all, the fragile to strong crossover has been shown to be accompanied by a heat capacity maximum. Unlike the cases such as silica discussed above, however, there is no broadly applicable picture of structural change that may drive such a crossover.

Interestingly, a well studied computational model glass former that is commonly described as a fragile glass former, the Kob-Andersen 80 : 20 binary Lennard-Jones mixture (KA-BMLJ), also exhibits a crossover in dynamics [26,27] that is reminiscent of the transition seen in computer simulations of silica [11]. Such a crossover has also been recently investigated for the same model potential but for different compositions (2 : 1 and 3 : 1 rather than 4 : 1) [28] and for a soft sphere mixture [29]. In the KA-BMLJ model, below the mode coupling temperature $T_{MCT}$, the relaxation times exhibit a crossover from non-Arrhenius to Arrhenius temperature dependence. We perform molecular dynamics simulations which are roughly an order of magnitude longer than those reported in [27], and characterise the dynamics in detail, including several aspects of dynamical heterogeneity. We perform an analysis of the structure of clusters of mobile particles, to understand the changes in the geometry of such clusters across the dynamical crossover. We investigate the relation between the dynamics to thermodynamic changes. Specifically, we consider the behaviour of the heat capacity. Although the presence of a heat capacity maximum was reported in an earlier study [30], the recent work reported in [27] does not find evidence for such a maximum, a result which we confirm to hold to lower temperatures. We also investigate the validity of the Adam-Gibbs relation, found to be valid in computer simulations of the KA-BMLJ as well as other systems [12,31,32]. However, recent work [32] concludes that a generalised form of the Adam-Gibbs relation is required to describe the relaxation times at temperatures significantly lower than previously investigated, as also observed for two dimensions in [33]. We find deviations from the Adam-Gibbs prediction below the dynamical crossover temperature, when the configurational entropy is evaluated with a harmonic approximation to the vibrational entropy (as has been done in the past for the studied system [31,33]). However, when anharmonic correction to the vibrational entropy estimates are included, the relaxation times are found to obey the Adam-Gibbs
relation across all the temperatures investigated.

We first describe the model studied and the simulation details, followed by a description of the simulation results. We conclude with a discussion of the significance and implication of these results.

II. MODEL AND SIMULATION DETAILS

We study the Kob-Andersen (KA) 80 : 20 binary mixture [37], with the interaction potential between particles given by

\[ U_{\alpha\beta}(r) = 4\epsilon_{\alpha\beta} \left( \frac{\sigma_{\alpha\beta}}{r} \right)^{12} - 2(\frac{\sigma_{\alpha\beta}}{r})^6 \]

\[ + 4\epsilon_{\alpha\beta} \left[ c_0 + c_2 \left( \frac{r}{\sigma_{\alpha\beta}} \right)^2 \right], r_{\alpha\beta} \leq r_c \]

\[ = 0, \quad r_{\alpha\beta} > r_c. \quad (1) \]

Here, \( c_0 \) and \( c_2 \) are chosen such that the potential and force between particles go to zero continuously at the cutoff distance \( r_c = 2.5\sigma_{\alpha\beta} \). The indices \((\alpha, \beta)\) represent particle type \((A \) or \(B)\) in the binary mixture. We report results in reduced units, with units of length, energy and time scales being \( \sigma_{AA}, \epsilon_{AA} \) and \( \sqrt{\epsilon_{AA} m_{AA}/\kappa_{AA}} \), respectively. The model parameters are \( \epsilon_{AB}/\epsilon_{AA} = \epsilon_{BA}/\epsilon_{AA} = 1.5, \epsilon_{BB}/\epsilon_{AA} = 0.5, \) and \( \sigma_{AB}/\sigma_{AA} = \sigma_{BA}/\sigma_{AA} = 0.8, \sigma_{BB}/\sigma_{AA} = 0.88 \). Energy values reported are energies per particle. Constant volume, temperature (NVT) simulations have been performed for the system size \( N = 4000 \) using the Nosé-Hoover thermostat. The initial configurations for the simulation below \( T = 0.466 \) are prepared by quenching equilibrated configurations from \( T = 0.466 \) and for the simulations above \( T = 0.466 \) configurations are obtained by quenching equilibrated configurations from \( T = 1.0 \) to respective target temperatures. We have performed equilibration simulation for a range of temperatures, from \( T = 0.9 \) to \( T = 0.365 \). The number density \( (\rho = N/V, \) where \( V \) is the volume) has been kept constant at 1.2. At each temperature, \( 16 \times 24 \) independent trajectories have been studied. The time step below and above the mode coupling temperature \( T_{MCT} = 0.435 \) are respectively \( dt = 0.01 \) and \( dt = 0.005 \). We note, however, that the use of the larger time step at low temperatures leads to a shift in the per particle energy of \( \approx 5 \times 10^{-3} \). We perform additional runs with the smaller time step of 0.005 to rectify this shift in the energy values employed. At the lowest temperatures, run lengths extend up to \( 2 \times 10^{10} \) integration time steps or a time duration of \( 2 \times 10^8 \). All simulations have been performed using LAMMPS [35]. The relevant quantities are reported for the \( A \) type of particles unless otherwise mentioned. The system is prone to crystallization at low temperatures. In the range of temperatures from \( T_{MCT} \) to the lowest simulated temperature, the percentage of runs that crystallize increases from 5% to 80%. The crystallizing samples have been identified using standard methods employing bond orientational order parameters [39], as described in [27, 10, 41] and discarded from the analysis.

III. RESULTS

We present results concerning the structural relaxation times, and several measures of dynamical heterogeneity, which display a crossover around the mode coupling temperature. We describe next the results concerning the thermodynamic changes with temperature and their relationship with the observed dynamical crossover. Details of the definitions of the quantities investigated and supporting data are provided in appendices in order to streamline the presentation of the main results.

A. Structural relaxation times

Structural relaxation times are computed by considering the overlap function \( q(t) \), defined in [32] and the self intermediate scattering function \( F_s(k,t) \), described in [42]. These time correlation functions (shown in [A] [B]) are fitted with a four parameter functional form, which is expressed for \( q(t) \) as

\[ q(t) = (1 - f_c)\exp(-t/\tau_\alpha)^n + f_c\exp(-t/\tau_\alpha)^{2\beta_{kww}} \quad (2) \]

where \( f_c \) is the non-ergodicity parameter, \( \tau_\alpha \) is the structural relaxation time, \( \beta_{kww} \) is the Kohlrausch-Williams-Watts stretching exponent, and \( \tau_\alpha \) is a relaxation time that describes the short time decay of the correlation functions. The exponent \( n \) describing the short time decay, based on results in [42], is chosen to be \( n = 2 \). The \( \tau_\alpha \) extracted from the fitted form for \( q(t) \) are plotted as the function of the temperature (see Fig. 1).

We next fit the structural relaxation time \( \tau_\alpha \) with the the Vogel Fulcher Tamman relation (VFT) expression

\[ \tau = \tau_0 \exp \left[ \frac{1}{(K_{VFT}(T/T_{VFT} - 1))} \right], \quad (3) \]

that is often employed to describe relaxation times in glass formers. Previous work has estimated the mode coupling temperature \( T_{MCT} \) to be \( T = 0.435 \) from power law fits of relaxation times for higher temperatures \( \tau = \tau_0(T - T_{MCT})^{-\gamma} \). In Fig. 1 (a), we show VFT fits to the relaxation times, by considering data only for \( T > T_{MCT} \) (\( \tau_0 = 0.3101, K_{VFT} = 0.2243, T_{VFT} = 0.2989 \)), as well as the entire range available. The VFT fits to the high temperature data clearly overestimate the relaxation times for \( T < T_{MCT} \). On the other hand, for the VFT fit to the full range (\( \tau_0 = 0.1175, K_{VFT} = 0.1383, T_{VFT} = 0.2592 \)), the VFT form does not provide a good description of the data at higher temperatures. Fig. 1 (b) shows the same results in an Arrhenius plot, which shows that at temperatures below
FIG. 1. (a) Relaxation times $\tau_\alpha$ extracted from the decay of the overlap $q(t)$ for temperatures across $T_{\text{MCT}}$ are shown, along with VFT fits to data for $T > T_{\text{MCT}}$ (red dashed line) and the full range of $T$ values (blue solid line). The fit to high temperature data overestimates relaxation times at lower temperatures, whereas the fit to the entire range shows deviations from the data points at the higher temperatures. (b) Relaxation times $\tau_\alpha$ from the decay of $q(t)$ vs. $1/T$. The fit line through the data for $T < T_{\text{MCT}}$ demonstrates that at low temperatures, relaxation times can be better approximated by an Arrhenius temperature dependence.

$T_{\text{MCT}}$, the slower increase of relaxation times can be better approximated by an Arrhenius form. The value of the activation energy barrier from the fit is $\sim 15$, which agrees well with the the previously reported value in $[27]$ at which the activation energy shows a possible saturation. Such a crossover from super-Arrhenius to Arrhenius behavior has indeed previously been observed $[26, 28]$. Our results extend the range of temperatures explored.

B. Dynamical heterogeneity

We next discuss three quantities that are associated with dynamical heterogeneity, namely the stretching exponent in the stretched exponential fits to the relaxation functions, $\beta_{\text{KWW}}$, the non-Gaussian parameter $\alpha_2$, and the dynamical susceptibility $\chi_4$.

1. Stretching exponent ($\beta_{\text{KWW}}$)

The Kohlrausch-William-Watts (KWW) stretched exponential form exhibited by correlation functions ($q(t)$ and $F_s(k, t)$ in our study) have been investigated as a manifestation of heterogeneous dynamics $[29, 30]$. We extract the exponent $\beta_{\text{KWW}}$ from the fits as expressed in Eq. 2 from $q(t)$ as well as $F_s(k, t)$ at $k = 7.25$, as shown in Fig. 2 (a). We also estimate $\beta_{\text{KWW}}$ by linearizing the long time behavior of $q(t)$, which can be written as $q(t) = f(t) \exp(-(t/\tau)\beta)$. From this, we can write (along the lines in $[44]$)

$$\ln[-d \ln q(t)] = \ln\left(\frac{\beta}{T^\beta}\right) + (\beta - 1)\ln t \quad (4)$$

The stretching exponent $\beta_{\text{KWW}}$ can be obtained from this linearised form as the slope of $\ln[-d \ln q(t)]$ vs $\ln(t)$. The transformed values $\ln[-d \ln q(t)]$ vs $\ln(t)$ are shown in Fig. 2 (b) and the extracted $\beta_{\text{KWW}}$ values are shown in Fig. 2 (a). The obtained values are noisy but, after an initial decrease from 1 as temperature is lowered, $\beta_{\text{KWW}}$ values show a mild decrease as temperature is decreased, with most temperatures showing an exponent value of $\sim 0.7$. With the estimates available, it is difficult to draw any conclusions about a possible change in behavior across $T_{\text{MCT}}$. The exponent values from $F_s(k, t)$ at other $k$ values are shown in $[30]$.

2. Non-Gaussian parameter ($\alpha_2(t)$)

The non-Gaussian parameter $\alpha_2(t)$ is defined as

$$\alpha_2(t) = \frac{3 < r^4(t) >}{5 < r^2(t) >^2} - 1 \quad (5)$$

and is a measure of how non-Gaussian the distribution of single particle displacements is. In the case of normal diffusive dynamics the displacement distribution is Gaussian and $\alpha_2$ is zero. In glass forming liquids, below the onset temperature $[45, 46]$, the parameter goes through a maximum at a characteristic time $t^*$ and is zero in the short and the long time limits $[45, 42, 47]$. The peak value is taken as a measure of the degree of heterogeneity, which increases with the decrease of the temperature. The time at which the peak occurs, $t^*$, is considerably shorter than the alpha relaxation time $\tau_\alpha$. Analysis presented in $[35]$ showed that the heterogeneity reflected in the behavior of $\alpha_2(t)$ is associated with clusters of spatially correlated mobile particles, and that the time scale at which such heterogeneity is maximum is closely related to the diffusive time scale $(D/T)^{-1}$. We will return to these considerations below.
FIG. 2. (a) The stretching exponent $\beta_{kww}$ is shown here as a function of the temperature, obtained from stretched exponential fits of the overlap function $q(t)$ and $F_s(k,t)$, as well as by transforming the $q(t)$ to obtain $\beta_{kww}$ from the resulting linearisation of the data. (b) The transformation of $q(t)$ used to estimate $\beta_{kww}$ from the linearised data. The smallest $q(t)$ value used is $q(t) = 3 \times 10^{-3}$.

Fig. 3 (a) shows the $\alpha_2(t)$ values for the range of temperatures studied, indicating that both the peak value $\alpha_2^\text{peak}$, and the time at which it occurs, $t^\ast$, increases upon lowering temperature. We will discuss the behavior of $t^\ast$ further below when we compare different time scales emerging from our study. Fig. 3 (b) shows the temperature dependence of the peak value $\alpha_2^\text{peak}$, which displays a change in the temperature dependence below $T_{\text{MCT}}$, with values at lower temperatures falling below values one may expect from an extrapolation of the high temperature behavior.

3. Dynamical susceptibility ($\chi_4$)

The dynamical susceptibility $\chi_4(t)$ measures the fluctuations of the overlap function $q(t)$, and is defined (considering only $A$ particles) as

$$\chi_4(t) = N_A \langle q(t)^2 \rangle - \langle q(t) \rangle^2. \quad (6)$$

The peak of the $\chi_4(t)$ [32, 48] gives a measure of the amount of heterogeneity in the system. In Fig. 3 (a), we show $\chi_4(t)$ for the different temperatures studied. Like $\alpha_2(t)$, $\chi_4(t)$ exhibits a peak at a characteristic time $t_\alpha$. We compare $t_\alpha$ with other characteristic time scales below. The peak height $\chi_4^{\text{peak}}$, shown in Fig. 3 (b), clearly displays a crossover in behavior upon crossing $T_{\text{MCT}}$, becoming nearly constant, and possibly exhibiting a weak maximum. Our results are consistent with those obtained in [27], and the change in behavior of $\chi_4(t)$ observed for the 2 : 1 and 3 : 1 KA-BMLJ model reported in [28]. In recent work on a metallic glass model [25], a clear peak in the $\chi_4^{\text{peak}}$ values is observed, along with a specific heat maximum, which are described as manifestations of a fragile to strong crossover. As described later and in [27], no evidence of a specific heat maximum is found in the present model. Further, it is argued in [27] that the occurrence of the crossover near $T_{\text{MCT}}$ may be accidental. Our results are not able to clarify the issue further, although the change in behavior in $\chi_4^{\text{peak}}$ occurs quite convincingly when $T_{\text{MCT}}$ is crossed.

To summarise briefly the results so far, we see a change in the nature of dynamical heterogeneity when the temperature is decreased below $T_{\text{MCT}}$, most convincingly in the case of $\chi_4$, but also in the case of $\alpha_2(t)$. The stretching exponent $\beta_{kww}$ results we have are sufficiently noisy that we can not draw any conclusions of a crossover in behavior, although they do indicate that the dynamics becomes more heterogeneous as temperature decreases.

C. Mobile particle clusters and strings

We next consider the statistics and morphology of clusters of particles that move in a correlated fashion, which have been a subject of considerable study. [25, 28, 35, 48, 58]. In particular, the time dependent size of spatially correlated clusters of mobile and immobile particles, as well as string-like correlated mobile particles were investigated in [35], as also the morphologies of such clusters. It was found that the mean size of mobile particle clusters as well as strings displayed a non-monotonic time dependence, exhibiting a peak size at a time scale $t_{\text{pm}}$ and $t_{\text{peak}}$ respectively. These time scales were found to closely track the time $t^\ast$ at which $\alpha_2(t)$ exhibits a maximum, and in turn, the diffusion time scale $(D/T)^{-1}$. It was found further in [35] that clusters of immobile particles exhibit a maximum mean size at a time that corresponds to the alpha relaxation time. In the present work, we do not investigate immobile particle clusters, but focus attention on clusters of mobile particles and
FIG. 3. (a) The non-Gaussian parameter $\alpha_2(t)$ as a function of time. The temperatures are indicated in the legends. (b) The peak value of the non-Gaussian parameter $\alpha_2^{\text{peak}}$, increases monotonically upon lowering temperature, but displays a change in the manner of increase around $T_{\text{MCT}}$.

FIG. 4. (a) The dynamical susceptibility $\chi_4$ as a function of time. The temperatures are indicated in the legends. (b) The peak value of $\chi_4$ shows a saturation at the lower temperatures.

strings.

The large values of the non-Gaussian parameter for times $\sim t^*$ has been shown in several works \cite{47, 50} to correspond to the presence of a sub-population of particles that move much farther than the remaining particles. Such particles have further been shown to be spatially correlated. In these investigations, analysis of spatially correlated clusters was performed by considering the top 5% most mobile particles, which we also follow here (other works employ slightly different fractions; while the choice of the subset of mobile particles is thus arbitrary, qualitative behavior that emerges from such choices is not sensitively dependent on the choice). For any given time $t$, mobile particles identified as the 5% most mobile particles at that time are defined to belong to the same cluster if they are within a distance $1.4\sigma_{AA}$ of each other (We consider distances at the time the clusters are identified, but do not find significant changes in the distribution of clusters if the separation of particles at the initial time is considered instead). The average of the sizes of these clusters is normalised by the average cluster size when the subset labeled as mobile is randomly chosen in the initial configuration. In practice, we compute the normalisation based on labeling particles as mobile considering their displacements in the first integration step at the time origin.

We next consider string-like cooperatively moving particles. Strings have been identified as groups of mobile particles such that the position of one of the particles is occupied by another particle at a later time \cite{49}. After we identify mobile particles at a time $t$, we check if the $i^{th}$ mobile particle has been replaced by the $j^{th}$ mobile particle within the radius $\delta$ over the interval $t$. If so, those two particles are considered to form a string. Here, two particles are identified as belonging to the same string if $|r_j(0) - r_i(t)| < 0.6\sigma_{AA}$. It has been observed that for a given $i$, multiple other particles may satisfy such a criterion, in which case, the particle $j$ which has the minimum distance $|r_j(0) - r_i(t)|$ is identified as the particle that replaces $i$. In computing the average string length, we include particles that are not connected with any other as strings of length 1, so that at very short and very long
times, the average length of a string tends to a value of 1.

Fig. 5 (a) shows the time dependence of the mean size of mobile clusters, which exhibit a maximum at a characteristic time \( t^\text{peak} \). The mean length of strings is shown as a function of time in Fig. 5 (b), which exhibits a maximum at a characteristic time \( t^\text{peak} \). These times are plotted against the time \( t^* \) at which \( \alpha_2(t) \) is maximum, in Fig. 5 (c). Consistently with observations in [35], these times are seen to be essentially the same (but see below for further discussion on this point).

D. Summary of various timescales

We have reported above on different characteristic times, defined with respect to structural relaxation and dynamical heterogeneity. We summarise the temperature dependence of these timescales here and compare them with each other. Fig. 6 shows an Arrhenius plot of the alpha relaxation time \( \tau_\alpha \) (from \( q(t) \) and \( F_0(k,t) \)), \( \tau_s \), \( t^* \), \((D/T)^{-1}\), \( t^\text{peak} \), \( t^\text{peak}_L \), plotted against \( 1/T \) in an Arrhenius plot. All time scales show a crossover to Arrhenius behavior at low temperatures. They fall in to two groups: \( \tau_\alpha \) and \( \tau_s \) are larger and have stronger \( T \) dependence, whereas \( t^* \), \((D/T)^{-1}\), \( t^\text{peak}_M \), and \( t^\text{peak}_L \), are smaller, and show weaker \( T \) dependence.

The decoupling of the diffusion time scale and the alpha relaxation time scale have been investigated extensively ([42, 55–58] and references therein), in the context of the breakdown of the Stokes-Einstein relation, employing \( \tau_\alpha \) as being proportional to the viscosity [42]. We consider the breakdown of the Stokes-Einstein relation in order to investigate whether it reveals any indication of the crossover in dynamics around \( T_{\text{MCT}} \), as reported in [25]. We plot the diffusion coefficient \( D \) (obtained from mean square displacement plots shown in [55]) vs. \( \tau_\alpha \) in Fig. 4. The results clearly display a breakdown of the Stokes-Einstein relation, consistently with previous results in [42, 68], but do not exhibit any marked change in behavior around \( T_{\text{MCT}} \). The breakdown exponent \( \xi \) we obtain by fitting the \( D \) values to the form \( D \propto \tau_\alpha^{-\xi SE} \) is \( \xi_{SE} = 0.81 \), which is consistent with values in the range 0.78 to 0.83 previously reported [42, 68].
FIG. 7. The diffusion coefficient $D$ is shown against $\tau_\alpha$ exhibiting the breakdown of the Stokes-Einstein relation. A fit to high temperature data with exponent $-1$ is shown for reference. Results below $T = 0.8$ exhibit a best fit exponent of $-0.81$ and the behavior in this regime does not show any indication of a crossover around $T_{\text{MCT}}$.

**E. Morphology of correlated rearrangements**

In addition to the sizes of rearranging regions, there has been considerable interest in analysing the morphology of the correlated rearranging regions. In addition to investigations of string-like cooperative motion already mentioned \[49\], the observation of string-like rearrangements at temperatures accessed in computer simulations had led to theoretical analysis within the framework of the random first order transition theory (RFOT) \[52\], leading to the prediction of a crossover of rearranging regions from compact to fractal morphology at the dynamical transition temperature, identified with the mode coupling transition. In \[35\], the fractal dimensions of mobile, immobile clusters and strings were analysed. It was found that mobile and immobile clusters exhibited a change in the fractal dimension from $d_f \approx 2$ to $d_f \approx 2.5$ as the temperature was lowered, and strings exhibited a change from $d_f \approx 5/3$ to $d_f \approx 2$. For mobile and immobile clusters, the fractal dimensions found were described as being in the range of the $d_f$ value of 2 for lattice animals, to $d_f = 2.5$ observed for branched polymers with screened excluded volume interactions. Similarly, $d_f = 5/3$ is the fractal dimension for self-avoiding walks, and $d_f = 2$ is the fractal dimension for self-avoiding walks with screened excluded volume interactions. We consider here the fractal dimensions for mobile clusters, following the results in \[35\], to investigate whether a crossover in the cluster morphology is observed that accompanies the dynamical crossover.

For a cluster of size $n$, we may define the fractal dimension $d_f$ from its dependence of the radius of gyration,

$$n \sim R_g^{d_f}$$

where,

$$R_g^2 = \frac{1}{2n^2} \sum_{i,j} (r_i - r_j)^2$$

The results obtained at different temperatures of the dependence of the cluster size on the radius of gyration are shown in Fig. 8 (a) for mobile clusters. As observed in \[35\], the cluster size does not depend on $R_g$ with a single power law exponent, which indicates that as the clusters grow larger, their morphology changes. We consider clusters of size $> 5$ and at each temperature, and obtain the fractal dimension with a single best fit to the form in Eq. 7. Such a procedure will provide an underestimate of the fractal dimension of the largest clusters, but alternate procedures lead to comparable estimates. The fractal dimensions so obtained are shown in Fig. 8 (b), both as a function of temperature (inset) and of $\tau_\alpha$. Remarkably, we find that a clear crossover is observed for the fractal dimension in each case, showing that the dynamical transition we observe is indeed accompanied by a change in the morphology of correlated rearranging regions. Although Fig. 8 (a) suggests that the largest clusters approach a fractal dimension of $d_f = 2.5$, our numerical estimates saturate at a lower value.

**F. Thermodynamics**

We consider next the thermodynamic aspects of the dynamical crossover observed. As mentioned in the introduction, the fragile to strong crossover has been associated with the presence of a specific heat maximum. We thus first consider the constant volume specific heat $C_v$ obtained by differentiating numerically the internal energy with temperature. The resulting specific heat, shown in Fig. 9 (a), displays a monotonic increase as the temperature is decreased, consistently with \[27\]. We note that the presence of a specific heat maximum has been reported in \[30, 69\] for the model studied here and a similar binary mixture glass former in a similar temperature range as the lowest temperatures we study, which may have arisen either as a result of a lack of equilibration or system size effects. Such a maximum has also been reported in a metallic glass model which exhibits a more marked fragile to strong crossover \[25\]. Our results indicate that the dynamical crossover we observe is not related to the presence of a specific heat maximum, at least in the temperature range investigated.

A related quantity that has been investigated in the context of the fragile to strong crossover (e. g., in the context of silica \[13, 70\]) is the average energy of local energy minima, or inherent structures, $e_{IS}$, as a function of temperature. The average inherent structure energy displays a $1/T$ dependence for, e. g., KA-BMLJ \[31, 71\], but displays deviations for liquids displaying a fragile to strong crossover. The inherent structure energies shown in Fig. 9 (b) do indeed show a $1/T$ temperature dependence below $T \sim 0.7$, and more importantly, do not show
FIG. 8. The fractal dimension of mobile clusters: (a) The dependence of the size of the clusters on the radius of gyration, for different temperatures. (b) The fractal dimensions $d_f$ shown as a function of $\tau_\alpha$ or temperature (inset) reveal a marked change as $T_{\text{MCT}}$ is traversed. The horizontal lines mark $d_f = 2.0$ and $d_f = 2.5$ respectively, for reference.

FIG. 9. (a) The specific heat $C_v$, plotted against temperature, shows a monotonic increase as the temperature is lowered. (b) The inherent structure energy $e_{\text{IS}}$ plotted against inverse temperature, shows a $1/T$ dependence at all temperatures below $T \sim 0.7$.}

any indication of a deviation from the $1/T$ behavior down to the lowest temperatures investigated.

We next consider the Adam-Gibbs relation, which relates dynamical properties such as relaxation times in glass forming liquids, to the configurational entropy, a thermodynamic quantity. The relationship can be written as

$$\tau = \tau_0 \exp \left( \frac{A}{TS_c} \right)$$

and has been investigated extensively, both experimentally and in computer simulations [12, 31–35, 72, 73] (where $\tau$ is a relaxation time scale, either $\tau_\alpha$ or the diffusion time $(D/T)^{-1}$ in most studies, including here). While several computational investigations find the Adam-Gibbs relationship to be valid, recent work [28, 36] raises questions about whether results from an extended range of temperatures would continue to validate the relationship. We note in particular that in [36], an extrapolation of relaxation times were performed using a parabolic law, which, however, has been found to be valid for the present system in only a limited temperature range, with deviations at higher temperatures and indication of deviations at lower temperatures as well [27]. Thus, accessing directly the relaxation times over a temperature window across which the character of dynamics may change provides a more reliable test. Given the crossover in dynamics in the system investigated here, by performing simulations over a much wider range of relaxation times than the previous studies mentioned, we consider whether the Adam-Gibbs relation continues to hold in this extended range of temperatures.

The configurational entropy is calculated by subtracting the vibrational entropy associated with individual glasses (or basins of free/potential energy minima or in-
Based on the observation that a harmonic approximation to the basin free energy provided a satisfactory description below the onset temperature for the KA-BMLJ, the vibrational entropy has been evaluated in the harmonic approximation. However, it has been found necessary to incorporate anharmonic corrections for other systems investigated, which have been done in several ways, as reviewed in [73].

Accordingly, we first compute the configurational entropy employing the harmonic approximation for the basin entropy, using the procedure outlined in D. The computed entropies, and the configurational entropies, are shown in Fig. 10 (a) and (b) respectively.

In Fig. 11 we show the Adam-Gibbs plots for log $\tau_\alpha$ and the diffusion time scale log $(D/T)^{-1}$, plotted as a function of $(TS_c^h)^{-1}$, where $S_c^h$ is the configurational entropy in the harmonic approximation. The Adam-Gibbs plots, for both $\tau_\alpha$ and $(D/T)^{-1}$, show that for temperatures below $T_{MCT}$, a deviation is observed from the linear behavior observed at temperatures above $T_{MCT}$.

Although similar results have been reported in various contexts [28, 33, 36], the observation of deviations raise questions about the relevance of anharmonic effects, since several results clearly show a change in the energy landscape topology when the mode coupling temperature is crossed [75–79]. We thus compute the anharmonic correction to the vibrational entropy and the configurational entropy [35, 73, 80–82] as outlined in D. The vibrational entropy with anharmonic corrections are shown in Fig. 10 (a), and the configurational entropies with anharmonic corrections are shown in Fig. 10 (b). Although the
change in vibrational entropies appears small in Fig. 10(a), inclusion of anharmonic contributions leads to a substantial change in the configurational entropies, as seen in Fig. 10(b). The corresponding Adam-Gibbs plots are shown in Fig. 12. Both log $\tau_\alpha$ and log $(D/T)^{-1}$ are linear in $(TS^\alpha_a)^{-1}$ (where $S^\alpha_a$ is the configurational entropy obtained after including anharmonic corrections), indicating that they obey the Adam-Gibbs relation across the entire temperature range as was found in previous studies of water \[80, 81\]. We note that the results in this case are noisier, owing to the numerical errors involved in obtaining the anharmonic correction, which needs to be improved upon. However, no systematic deviation from the high temperature Adam-Gibbs behavior is seen at low temperatures, barring small deviations at the lowest two temperatures for which the results are the least reliable. We thus conclude that the observed deviations when the harmonic approximation is used are an artefact of an improper accounting of the vibrational entropy. It is important to note further that, even disregarding the data at temperatures above $T_{MCT}$, the Adam-Gibbs relation is seen to be valid for roughly three decades of relaxation times below $T_{MCT}$.

**IV. DISCUSSION AND CONCLUSIONS**

We have described several dynamical quantities, including those that describe dynamical heterogeneity and the morphology of rearranging regions, that demonstrate a crossover in the dynamics, when the mode coupling temperature is crossed, with relaxation times better approximated by an Arrhenius temperature dependence at lower temperatures. Although it is tempting to describe it as a fragile to strong crossover, whether the dynamical crossover we see is a fragile to strong crossover as originally proposed by Angell \[5-7\] is open to question. Unlike liquids with energetically favorable tetrahedral structure (such as water, for which the fragile to strong crossover was originally proposed, and silica), the model we investigate does not display a thermodynamic signature of a change in regime in the form of a heat capacity maximum. On the other hand, several glass forming liquids typically described as fragile glass formers do display some form of a crossover at low temperatures \[72\], as also seen in computer simulations (for, e. g., a model of ortho-terphenyl \[83\]). A crossover has been predicted as a generic feature in \[52\] within the RFOT, and in extended mode coupling theory \[84\]. Our results do indicate a signature in the changes in morphology of rearranging regions, although with some modifications as compared to those envisaged in \[52\]. In seeking a further structural explanation, it will be interesting to investigate also the morphology of immobile particles, which we have not attempted in this work, in conjunction with investigations of locally preferred structures \[85\]. Investigating the Adam-Gibbs relation, we find deviations from the high temperature conformity to the Adam-Gibbs relation at temperatures lower than $T_{MCT}$, when a harmonic approximation to the vibrational entropy is employed. However, inclusion of anharmonic contributions in estimating the vibrational entropy leads to the conclusion that the Adam-Gibbs relation is valid across the temperature range we study. A more rigorous estimation of the vibrational entropy than what we have presented here should be attempted in light of the results we present here. Another issue to consider in the present system is the possible role of finite size effects. Based on the available results, it has been argued in \[27\] that the observed dynamical crossover is unlikely to be a result of finite size effects. We haven’t addressed this aspect any further in the present work, but with the present day computational resources, this is a question that can be more satisfactorily addressed at the present time. Our
work, and related work that has been described, illustrates that exploring the nature of dynamics below the mode coupling crossover is now feasible computationally. Exploration of such low temperature dynamics should help bridge the gap between the temperature range computer simulations have been able to access in the past, and the temperature range relevant for several experimental and theoretical results.
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Appendix A: The overlap function

The overlap function \( q(t) \), defined as

\[
q(t) = \frac{1}{N} \int dr \rho(r, t) \rho(r, t + t_0) \tag{A1}
\]

\[
= \frac{1}{N} \sum_i \sum_j \delta(|r_i(t_0) - r_j(t + t_0)|)
\]

where \( \rho(r, t) \) is the local density of particles at position \( r \) at time \( t \), can be divided into a self part and a distinct part. In the present work, we will employ the self part, \( q(t)_s \), defined as

\[
q(t)_s = \frac{1}{N} \sum_i \delta(|r_i(t_0) - r_i(t + t_0)|) \tag{A2}
\]

as a good approximation to the full overlap function. In simulations, the \( \delta \) function is approximated by a window \( w(x) \) described below, where we further define the function considering the \( A \) particles only. Thus, we consider

\[
q(t) = \frac{1}{N_A} \sum_{i=1}^{N_A} w(|r_i(t_0) - r_i(t + t_0)|) \tag{A3}
\]

where \( w(x) = 1.0 \) if \( x \leq a \) and \( = 0 \) otherwise. Here, \( t_0 \) is the time origin and the overlap function is calculated with an average over multiple time origins. The value of the overlap function depends on the choice of the cutoff parameter \( a \). This parameter is chosen in such a way that the particle positions separated due to vibrational motion are treated as the same. We choose \( a = 0.3 \), which corresponds to displacements at the plateau region of the mean squared displacement (MSD) curves, as shown in, e. g., [86] and used in previous literature. The \( q(t) \) curves, along with fits to the form

\[
q(t) = (1 - f_c) e^{-\left(-t/\tau_\alpha\right)^3} + f_c e^{-\left(-t/\tau_\alpha\right)\beta_{kww}} \tag{A4}
\]

are shown in Fig. [13] and the fitted values of \( \tau_\alpha \) and \( \beta_{kww} \) are shown in the main text.

Appendix B: Self intermediate scattering function

The structural relaxation time has also been calculated from the self part of the intermediate scattering function \( F_k(t) \) defined as:

\[
F_s(k, t) = \frac{1}{N_A} \sum_{i=1}^{N_A} e^{-i k \cdot (r_i(t_0) - r_i(t + t_0))} \tag{B1}
\]
where we calculate \( F_s(k,t) \) for the A type of particles, performing an isotropic average over the directions of \( k \). The structural relaxation time is measured from the \( F_s(k,t) \), with \( k = |k| = 7.25 \), the first peak of the structure factor, unless otherwise noted. \( F_s(k,t) \) values we report are obtained by averaging over multiple time origins \( (t_0) \). The structural relaxation time is measured from \( F_s(k,t) \), with \( k = |k| = 7.25 \), the first peak of the structure factor, unless otherwise noted. The fit values obtained, of \( \tau_\alpha(k) \), \( \beta_{kw}(k) \) and \( f_c(k) \) are shown in Fig. 15.

**Appendix C: Mean squared displacement**

Mean squared displacement (MSD), considering the A particles only, is defined as:

\[
\Delta r^2(t) = \frac{1}{N_A} \sum_{i=1}^{N} |r_i(t + t_0) - r_i(t_0)|^2
\]  
(C1)

where \( r_i(t) \) is the position of the \( i \)th particle at time \( t \). The MSD values are calculated averaging over multiple time origins. The diffusion coefficient \( D \) is obtained from the long time behavior of the MSD, from \( \Delta r^2(t) = 6Dt \).

**Appendix D: Configurational Entropy**

The configurational entropy is obtained by subtracting from the total entropy of the system the vibrational entropy corresponding to the basins of individual glasses.

\[
S_c = S - S_{vib}
\]  
(D1)

The procedure used to obtain the total entropy, and the vibrational entropy, at a given temperature \( T \) and density \( \rho \) are described below [87].

a. **Total entropy**

The total entropy is computed from the Helmholtz free energy \( A \), and subtracting the internal energy from it. The Helmholtz free energy is obtained by performing thermodynamic integration numerically from the ideal gas reference state at a high temperature \( T_r \), to the desired density, and and a thermodynamic integration at fixed density to the desired low temperature, using the thermodynamic identities:

\[
\left( \frac{\partial A}{\partial V} \right)_{N,T} = -P
\]  
(D2)

\[
\left( \frac{\partial (A/T)}{\partial (1/T)} \right)_{N,V} = U
\]  
(D3)

\[
\left( \frac{\partial A}{\partial (1/T)} \right)_{N,V} = \beta
\]  
(D4)

FIG. 14. The self part of the intermediate scattering function \( F_s(k,t) \) is shown for a range of \( k \) values. The dotted lines are fits to the data.
FIG. 15. The variation of relaxation time $\tau_\alpha(k)$, stretching exponent $\beta_{kww}$ and the non-ergodicity parameter ($f_c$), obtained from $Fs(k,t)$, are shown for several $k$ values.

where $U$ is the internal energy and $P$ is the pressure. We choose a thermodynamic path from zero density to the simulation density of $\rho = 1.2$, at $T_r = 3.0$. Writing the total free energy $A$ as a sum of the ideal and excess parts, we have $A(\rho, T) = A_{id}(\rho, T) + A_{ex}(\rho, T)$, with $A_{id}(\rho, T) = NT(3\ln \Lambda + \ln \rho - 1)$, $\Lambda = \frac{h}{\sqrt{2\pi} T}$. Though not strictly necessary, we use the numerical value of the Planck’s constant $h = 0.1858$ using Argon units, in computing the numbers we report. Thermodynamic integration is performed for the excess free energy, first with respect to density:

$$A_{ex}(\rho, T_r) - A_{ex}(0, T_r) = NT_r \int_0^\rho d\rho \left( \frac{\beta_r P}{\rho^2} - \frac{1}{\rho} \right)$$  \hspace{1cm} (D5)

where the reference excess free energy is

$$A_{ex}(0, T_r) = -T_r \ln \left( \frac{N!}{N_A! N_B!} \right),$$  \hspace{1cm} (D6)

and $\beta = (k_B T)^{-1}$. The pressures employed for the above numerical integration are shown in Fig. 17. The thermodynamic integration to the desired temperature is then performed by integrating the potential energy $E$.

$$A_{ex,T} = T(\beta_r A_{ex}(\rho, T_r) + \int_{\beta_r}^{\beta} d\beta E(\rho, \beta))$$  \hspace{1cm} (D7)

The potential energy, shown in Fig. 17, follows the Rozenfeld-Tarazona scaling ($E = a + bT^{3/5}$) quite well, as noted before [74], but we use the best fit to the numerical data with an exponent of 0.6088 for the numerical integration. The entropy is then obtained from

$$S = - \left[ \frac{A(\rho, T)}{T} - \frac{E(\rho, T)}{T} - \frac{3N}{2} \right].$$  \hspace{1cm} (D8)

b. Vibrational entropy (harmonic approximation)

The vibrational entropy is computed, in the harmonic approximation, by expanding the energy around a local energy minimum of energy $e_{12}$ as
where
\[ z_0 = \left[ \frac{1}{\hbar} \frac{2\pi}{\beta} T^{1/3} \right] \]  \hspace{1cm} (D12)
corresponds to the 3 zero frequency modes. The vibrational entropy is obtained as
\[ S_{\text{vib}} = -\frac{\partial f_{\text{vib}}}{\partial T}. \]  \hspace{1cm} (D13)

\section*{c. Vibrational entropy (anharmonic correction)}

In the harmonic approximation, the (vibrational) potential energy as a function of temperature can be written as
\[ E_{\text{vib}}(T) = <e_{IS}> + \frac{3N}{2} k_B T. \]  \hspace{1cm} (D14)

Thus, if one considers the instantaneous potential energy and subtracts \( e_{IS} \) where \( e_{IS} \) is the local energy minimum to which the instantaneous configuration maps, the difference should equal \( \frac{3N}{2} k_B T \). While this is found to be nearly the case for the KA-BMLJ \[46\], there is a non-negligible anharmonic component. Thus, if one considers the system to be thermalised within the basin of an inherent structure, one can write the anharmonic component as
\[ E_{\text{anh}}(T) = <E_{\text{vib}}(T) - e_{IS}> - \frac{3N}{2} k_B T. \]  \hspace{1cm} (D15)

In order to compute the contribution of this anharmonicity, for inherent structures obtained at a temperature \( T_p \), one considers that \( E_{\text{anh}}(T) \) has a temperature dependence that can be expressed as \[73\]
\[ E_{\text{anh}}(T) = \sum_{n=2}^{n_{\text{max}}} c_n T^n. \]  \hspace{1cm} (D16)

The derivative of \( E_{\text{anh}}(T) \) is the anharmonic component of the vibrational specific heat, and therefore one has, with
\[ S_{\text{anh}}(T_p) = \int_{T=0}^{T_p} dT \frac{1}{T} \frac{\partial E_{\text{anh}}(T)}{\partial T}, \]  \hspace{1cm} (D17)
\[ S_{\text{anh}}(T_p) = \sum_{n=2}^{n_{\text{max}}} \frac{n c_n}{(n-1)} T_p^{n-1}. \]  \hspace{1cm} (D18)

In order to evaluate this contribution, we consider 1000 inherent structures at each temperature \( T_p \). For each of them, a short simulation (of 1000 integration steps, using
Fig. 18. Anharmonic corrections to the energy, along with polynomial fits according to Eq. [16].

TABLE I. Fit coefficients $c_n$ in Eq. [D16] from fits shown in Fig. 18 for selected temperatures.

| $T_p$ | $c_2$   | $c_3$   | $c_4$   |
|-------|---------|---------|---------|
| 0.8   | -0.076596 | 0.0787235 | 0.011623 |
| 0.7   | -0.0973854 | 0.10679 | 0.0143602 |
| 0.6   | -0.0922832 | 0.0587472 | 0.056073 |
| 0.5   | -0.09677 | 0.00530751 | 0.10677 |
| 0.45  | -0.105043 | -0.0221009 | 0.142661 |
| 0.4   | -0.121862 | -0.0144749 | 0.13501 |
| 0.37  | -0.134462 | -0.00880651 | 0.131821 |

A time step of 0.005 is performed for a range of temperatures $T$ from close to 0 to $T_p$. The simulation is chosen so that (a) it is longer than the time required for the system to thermalize (as we verify), and (b) not much longer than the caging time, as judged by the plateau of the mean squared displacement, so that a roughly constant energy is obtained in this time window. The energies from 150 to 650 (150 to 500 for the highest two temperatures) steps are averaged to obtain estimates of $E_{\text{vib}}(T)$, from which $E_{\text{anh}}(T)$ is calculated. The resulting data, for each $T_p$, is fitted to the form Eq. [D16] with $n_{\text{max}} = 4$ (except for $T_p = 0.9$ for which we use $n_{\text{max}} = 5$, from which $S_{\text{anh}}(T_p)$ is computed. The fit coefficients for selected temperatures are shown in Table I below. We show the anharmonic corrections to the energy, along with the fit lines, in Fig. 18.
