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COVID-19 is a type of an infectious disease that is caused by the new coronavirus. The spread of COVID-19 needs to be suppressed because COVID-19 can cause death, especially for sufferers with congenital diseases and a weak immune system. COVID-19 spreads through direct contact, wherein the infected individual spreads the COVID-19 virus through cough, sneeze, or close contacts. Predicting the number of COVID-19 sufferers becomes an important task in the effort to curb the spread of COVID-19. Artificial neural network (ANN) is the prediction method that delivers effective results in doing this job. Backpropagation, a type of ANN algorithm, offers predictive problem solving with good performance. However, its performance depends on the optimization method applied during the training process. In general, the optimization method in ANN is the gradient descent method, which is known to have a slow convergence rate. Meanwhile, the Fletcher–Reeves method has a faster convergence rate than the gradient descent method. Based on this hypothesis, this paper proposes a prediction model for the number of COVID-19 sufferers in Malang using the Backpropagation neural network with the Fletcher–Reeves method. The experimental results show that the Backpropagation neural network with the Fletcher–Reeves method has a better performance than the Backpropagation neural network with the gradient descent method. This is shown by the Means Square Error (MSE) resulting from the proposed method which is smaller than the MSE resulting from the Backpropagation neural network with the gradient descent method.

1. Introduction

At the end of December 2019, Indonesia and the world were shocked by the emergence of an infectious disease that attacks the respiratory organs. This disease is called COVID-19 [1]. The COVID-19 disease is an infection caused by a new type of coronavirus. This virus was first discovered in Wuhan City, Hubei Province, China, and then it spread throughout the world, including Indonesia. It spread through direct contact with disease sufferers who traveled from the infected areas [2].

The effects of this disease are very serious because respiration is a vital human organ that helps metabolic processes and balances substances in the body. In addition, COVID-19 can cause death for the sufferers [3], especially those with congenital diseases or a weak immune system. This disease quickly spreads because, like any other infectious respiratory disease, the transmission of the virus occurs through a droplet from the nose or mouth of the person with COVID-19 when they cough, sneeze, or are in close contacts. Therefore, during a pandemic, it is highly recommended to put on masks or protective equipment and carry out social restrictions to reduce the potential of spreading the virus [4].

The number of people with COVID-19 is increasing every day. The increment of the number of sufferers with this disease should be directly proportional to adequate health services. Predicting the number of COVID-19 sufferers based on the data of the number of preexisting sufferers is
necessary to slow down the spread of the disease and to sustain the provision of health service facilities in the future [5]. Predicting the number of COVID-19 sufferers is crucial for the effort in curbing, the rate of spread of the virus, and as a reference for health policy-making.

The tally of the number of COVID-19 sufferers is influenced by several factors related to the virus spread, including the number of deaths and the cases of patients' recovery. Also, the incubation period of the virus in the human body, which is 14 days, also affects the estimation of the tally on the following day [6].

Many methods have been proposed to predict the spread of viruses. Viruses can be modeled as a population influenced by the spread of the disease. One type of prediction methods is time series analysis, which is looking for variables with the variables that influence them and is associated with time or analysis of only cause and effect. This prediction of the disease spread leads to a time series analysis because the current number of COVID-19 sufferers is influenced by the number of sufferers from the previous time. Furthermore, the regression method is usually used in time series problems. There are two types of regression, namely, linear regression and nonlinear regression. The growth of the population in this study is considered unrealistic due to the conditions in the environment; therefore, nonlinear regression is used to overcome the prediction errors from the expected numbers. Even so, nonlinear regression is considered ineffective when working on more complex factors. Artificial neural network (ANN) is one of the suitable prediction methods. It is much more flexible and can handle more complicated and unassuming cases than the regression method.

Based on the prediction algorithm used, there are several types of ANN algorithm, one of which is the Backpropagation. The Backpropagation algorithm is a method that can be used to solve predictive problems with good results, but its performance is influenced by the optimization method used during training. In general, the optimization method used is the gradient descent method.

The downside of this method is that it has a slow convergence rate [7]. The Fletcher–Reeves method, however, has a better convergence rate than the gradient descent method [8].

This paper proposes a model prediction for the number of COVID-19 sufferers in Malang using the Backpropagation and the Fletcher–Reeves method. This experiment compared the Backpropagation neural network with the Fletcher–Reeves method with the Backpropagation neural network with the gradient descent method. The prediction model is obtained through experiments that combine network architecture and learning rate to get the most optimum prediction model.

2. Materials and Methods

This section explains the research dataset, optimization, the Fletcher–Reeves method, Backpropagation algorithm, and the proposed method. Because this section deals with the data set for the experiment, several theories related to optimization, the Fletcher–Reeves method, and the Backpropagation algorithm are discussed here. The end of this section describes the proposed method, that is, the Backpropagation neural network optimized by the Fletcher–Reeves method, which is used to predict the number of sufferers of COVID-19.

2.1. Data Set. The data informing the number of COVID-19 sufferers used for evaluation were taken from the Gugus Tugas COVID-19 website, Malang city. The data were also published on the Instagram account of Malang City government, @pemkotmalang. In Table 1, it can be seen that as many as 206 data were taken from cases published from March to October 2020.

This research assumes that the factors affecting the number of cumulative confirmed positive cases today are the number of cumulative cases that have been confirmed positive within the previous 14 days \((x_1, x_2, \ldots, x_{14})\), the cumulative number of deaths from the previous day \((x_{15})\), and the cumulative number of sufferers who recovered from the previous day \((x_{16})\). Furthermore, the data set for the ANN is formed based on the factors affecting the cumulative number of confirmed positive cases and the data sets in Table 1. From 192 data evaluated in this research, the results of the dataset are shown in Table 2.

Therefore, the data that have been obtained are classified into two parts: training and testing data. The training data uses 90% of the total data, while the testing data uses 10% of the total data.

2.2. Optimization and Fletcher–Reeves Method. Optimization is the process of finding the best solution or optimal value of a problem. An optimization method is used to find either the maximum value or minimum value. Optimization has been applied to solve everyday life problems, such as water resource management, medicine, agriculture, economics, and others [9–12].

The optimal value of an objective function can be found with optimization methods. Various optimization methods have been created, such as Golden Search and Quadratic Approximation for simple one-dimensional objective function problems, as well as Gradient Descent, Conjugate Gradient, Newton, and others [9–12].

The optimal value of an objective function can be found with optimization methods. Various optimization methods have been created, such as Golden Search and Quadratic Approximation for simple one-dimensional objective function problems, as well as Gradient Descent, Conjugate Gradient, Newton, and others [9–12].

Newton’s method has a property called quadratic termination. Hence, it can precisely minimize quadratic functions in limited iterations, but it requires calculating and storing the second derivative of the function. Newton’s method becomes impractical for calculating all the derivatives when there are too many parameters. ANN requires several hundred to thousands of weights, so the use of optimization methods that require the calculation of derivatives is less practical. Therefore, ANN requires an optimization method that considers only the first derivative and has squared stops [13].

Another optimization method is the Conjugate Gradient method, an iterative method to solve a linear equation system. This method is effective for systems with linear equations which have a positive definite symmetric
coefficient matrix. In general, this method generates conjugate vectors and is also a gradient of the quadratic function. It solves a linear equation system by finding the minimum point of the quadratic function. One of the variants of the Conjugate Gradient Method is the Fletcher–Reeves method.

The following is the algorithm of the Fletcher–Reeves method.

2.2.1. The Fletcher–Reeves Algorithm

(1) Input the initial point \( x_0 \), the stopping criteria \( \varepsilon \), and the number of maximum iteration \( k_{\text{max}} \).

(2) Initialize \( k = 0 \).

(3) Calculate \( p_0 \) by using

\[
p_0 = -g_0 = \nabla f(x_0),
\]

which is a search direction. It is defined by a negative of the gradient of the function.

(4) While \( (\nabla f(x_k) > \varepsilon) \) or \( (k \leq k_{\text{max}}) \), do

(i) Calculate \( p_k \) by using

\[
p_k = -g_k + \beta_k p_{k-1},
\]

(ii) Choose \( \alpha \), which minimizes \( f(x_k + \alpha p_k) \).

(3) Calculate \( x_{k+1} \) by using

\[
x_{k+1} = x_k + \alpha p_k,
\]

where \( \alpha \) is the learning rate.

(4) Calculate \( \beta_k \) by using

\[
\beta_k = \frac{g_k^T g_k}{g_{k-1}^T g_{k-1}},
\]

where \( \beta_k \) is called the Fletcher–Reeves method.

(5) End While

2.2.2. Backpropagation Algorithm. ANN is a method for a system of information processing. ANN is analogous to the generalization of the mathematical model of human understanding (human cognition). ANN contains several neurons, which are connected. Neurons transform the information which is received into other neurons. This relationship in ANN is then known as weight [14].

ANN has three components, which are an architecture, a learning algorithm, and activation functions. The architecture of ANN is the pattern of the relationships between each neuron. It also determines the weight of each relationship between neurons [15].

The Backpropagation algorithm is a systematic method for conducting training at the ANN layer. The Backpropagation algorithm is an algorithm that is often used in solving complex problems. It has been used in many applications, such as rainfall prediction [16] and compound function prediction [17]. The Backpropagation algorithm has several layers, which are input, hidden, and output layers. A hidden layer is consisting of \( m \) units and a bias. Biases \( V_0 \) and \( W_{0k} \) behave like weights where the output bias is always equal to 1 [14].

The training process for the Backpropagation has three stages, which are feedforward step from pattern input training, the Backpropagation of associated errors, and weight updating. During the advanced step, each input unit will be counted in the hidden layers to get the output of the pattern. During the training process, the output from the network will be compared with the target, and then the error is calculated. Subsequently, the optimization is carried out so that the factors that distribute the error are obtained. This factor is used for updating the weight between the input layer and the output layer [15].

2.2.3. Backpropagation Algorithm

(a) Initialize weights

(b) While termination condition is false

(i) Feedforward

(ii) Output of each hidden unit (\( z_j, j = 1, 2, 3, ..., m \)) is obtained by using equation (5). The value is propagated back to the next layer:
\[
    z_{in_j} = v_{0j} + \sum_{i=1}^{n} x_i v_{ij},
\]
\[
    z_j = f(z_{in_j}).
\]

(iii) Each unit output \((y_k, k = 1, 2, ..., p)\) adds up the input that has been weighted using the following equation:
\[
    y_{in_k} = w_{0k} + \sum_{j=1}^{m} z_j w_{jk}.
\]

(iv) The output signal is obtained by calculating the activation function in the following equation:
\[
    y_k = f(y_{in_k}).
\]

(2) Backpropagation of error:

(i) Each output unit \((y_k, k = 1, 2, 3, ..., p)\) obtains a pattern that is associated with the input pattern, and then the error information is calculated using the following equation:
\[
    \delta_k = (t_k - y_k) f'(y_{in_k}).
\]

(ii) Next, the error correction is calculated to update the weights later with
\[
    \Delta w_{jk} = \alpha \delta_k z_j.
\]

(iii) The bias correction is also calculated with equation (10) and then passes \(\delta_k\) to the layer units afterward:
\[
    \Delta w_{0k} = \alpha \delta_k.
\]

(iv) The error information from the units of the previous layer is multiplied with the output weight and the result is added as the input delta is calculated using the following equation:
\[
    \delta_{in_j} = \sum_{k=1}^{p} \delta_k w_{jk}.
\]

(v) The first derivative of the activation function is calculated. Therefore, it is multiplied with the error information with
\[
    \delta_j = \delta_{in_j} f'(z_{in_j}).
\]

(vi) Next, the error correction is calculated with equation (13) to update the weights later:
\[
    \Delta v_{ij} = \alpha \delta_j x_i.
\]

(vii) Furthermore, the bias correction is calculated using the following equation:
\[
    \Delta v_{0j} = \alpha \delta_j.
\]

(3) Updating weights and biases:

(i) The weights and biases of each output unit are updated by using the formulation in equation (15), to minimize the error:
\[
    w_{jk}^{baru} = w_{jk}^{lama} + \Delta w_{jk}.
\]

(ii) Therefore, the weights and biases of each hidden unit are updated by using the formulation in the following equation:
\[
    v_{ij}^{baru} = v_{ij}^{lama} + \Delta v_{ij}.
\]

(c) Check the stop condition.

2.3. The Proposed Method. This paper proposes a method for predicting the number of COVID-19 sufferers using the Backpropagation neural networks with the Fletcher–Reeves method. The flowchart of the proposed method is shown in Figure 1. The short-term prediction of the number of COVID-19 sufferers in Malang City can be formulated based on several factors related to the spread of the COVID-19 virus.

In the study, the first step is preprocessing the data using data normalization. The data were normalized by transforming them into a range of 0 and 1. This is done by dividing all existing data by the number of population in a place (in this case, the population in Malang City). However, the number of COVID-19 sufferers is still too small, so that the pattern of output obtained is not optimal, and the divider for normalization is only 25% of the population of Malang City. The current total population of Malang City is 874890 people. The dataset in Table 2 is divided by 218722.5, 25% of the total population in Malang City. The data after normalization can be seen in Table 3.

Furthermore, the factors that affect the spread of the number of COVID-19 sufferers determine the input variables for the Backpropagation algorithm. The factors related to the spread of the COVID-19 virus are the data of sufferer deaths, recovery cases, and the increase in the number of sufferers 14 days before the predicted day. The weights initialization of the Backpropagation algorithm is determined randomly. Therefore, the Backpropagation algorithm conducts learning based on the training data. In the learning step, the weights of the neural network are updated by minimizing the error between the output of the neural network and the actual value or target. This error is optimized by using the Fletcher–Reeves method. The final weight is used for the network test step. In the testing step, the final weight is used for predicting the number of COVID-19 sufferers. In the testing step, the training data and the testing data are used for validating the accuracy method.

The hypothesis of this research is as follows: the cases of patient deaths, the cases of sufferers recovery, and the increase in the number of sufferers within the previous 14 days influence the number of sufferers of COVID-19 today. The variable inputs of the prediction system are the number of
sufferer deaths, the cases of sufferers recovery, and the number of COVID-19 sufferers within the previous 14 days.

The network architecture is built based on several variables that influence the spread of COVID-19 and the number of COVID-19 sufferers. The variables used as network input are 16 variables, namely, data on the increase of COVID-19 sufferers within the previous 14 days \( (x_1, x_2, \ldots, x_{14}) \), the number of sufferer deaths \( (x_{15}) \), and cases of sufferer recovery \( (x_{16}) \), whereas the variable used as the network output is the increase of COVID-19 sufferers \( (y) \). The network architecture is illustrated in Figure 2. In Figure 2, the Backpropagation neural network architecture has three layers, which are the input layer, the hidden layer, and the output layer.

The goal of the experiment is to find the best architecture and the appropriate learning rate for predicting the number of COVID-19 sufferers accurately. Until now, there has been no precise method to decide the number of neurons in the hidden layer. Therefore, the number of neurons in the hidden layer is determined experimentally in this research. The number of neurons in the hidden layer is decided based on previous research. In this research, several architectural models are trialed in the experiment: 16-5-1, 16-20-1, 16-50-1, 16-100-1, and 16-150-1. The 16-5-1 architectural model means that the neural network has 16 neurons in the input layer, one neuron in the output layer, and five neurons in the hidden layers. The Backpropagation neural network has three steps, which are the feedforward step, the Backpropagation step, and the weight update step.

In this study, the learning rate is determined through experience. Thus far, the method to precisely determine the learning rate in artificial neural networks is yet to be found. In general, if the learning rate is large, then the learning rate is fast. Nevertheless, a fast learning rate often results in the divergence of MSE, which in turn results in errors that cannot be minimized even though iteration is heavily used.
In this study, several learning methods were used, namely, 0.001, 0.005, 0.01, 0.1, and 0.2. The learning is selected based on previous research.

Backpropagation algorithm with the Fletcher–Reeves method:

(a) Initialize $\mathbf{v}_0$ and weight $w_{jk}$

(b) Input $\mathbf{w}_{it_{\text{max}}}$

(c) While $it < it_{\text{max}}$ do

1. Feedforward

   (i) An input signal is sent to input units ($X_i, i = 1, 2, 3, ..., n$) and is passed on to the hidden layer.

   (ii) Output of each hidden unit ($z_j, j = 1, 2, 3, ..., m$) is obtained by using equations (17) and (18). The output value will be propagated back to the next layer:

   $z_{in,j} = v_{0j} + \sum_{i=1}^{16} x_i v_{ij}$.  \hspace{1cm} (17)

   (iii) The activation function is calculated to obtain the output signal. Then, therefore, the value is propagated back to the next layer.

   The activation function is used for the hidden layer and the output layer is the logarithmic sigmoid function which is determined by calculating the following equation:

   $z_j = f(z_{in,j}) = \frac{1}{1 + e^{-z_{in,j}}}$. \hspace{1cm} (18)

   (iv) The output unit ($y$) totals the weighted inputs, represented by

   $y_{in} = w_0 + \sum_{j=1}^{m} z_j w_j$. \hspace{1cm} (19)

   (v) The activation function for calculating the output signal used is defined by

   $y = f(y_{in}) = \frac{1}{1 + e^{-y_{in}}}$. \hspace{1cm} (20)

2. Backpropagation of error:

   (i) Each output unit ($y_k, k = 1, 2, 3, ..., p$) obtains a pattern that is associated with the input pattern. Then, the error information is calculated by using equation (11):

   $\delta = (t - t) f'(y_{in})$. \hspace{1cm} (21)

   (ii) Each hidden unit ($z_j, j = 1, 2, 3, ..., m$) adds up to the delta input from the hidden units in the previous layer:

   $\delta_{in,j} = \delta w_j$. \hspace{1cm} (22)

3. Updating weights and biases:

   (i) The value of $\mathbf{P}_n$ is calculated by the following equation:

   $\mathbf{P}_n = \mathbf{g}_n + \beta_\mathbf{P}_n \mathbf{P}_{n-1}$ \hspace{1cm} (23)

   (ii) The value of $\beta_\mathbf{P}$ is obtained using the following equation:

   $\beta_\mathbf{P} = \frac{\mathbf{g}_n^T \mathbf{g}_n}{\mathbf{g}_n^T \mathbf{g}_{n-1}}$. \hspace{1cm} (24)

   (iii) The biases and weights in the output unit ($j = 0, ..., m$) are updated with equation (5).

   $w_{j+1} = w_j + \alpha \mathbf{P}_n (\delta z_j)$. \hspace{1cm} (25)

   (iv) The biases and weights ($i = 0, ..., 16$) are updated for each hidden unit ($Z_j, j = 1, 2, 3, ..., m$):

   $v_{ij+1} = v_{ij} + \alpha \mathbf{P}_n (\delta x_i)$. \hspace{1cm} (26)

   (v) Check the stop condition.

3. Results and Discussion

To implement the prediction system, the hardware used is a laptop with a 7th Gen Core i3 processor, 2.30 GHz, 8192 MB RAM, 250 SSD. The programming software is MATLAB R2014b.

The input variables from the ANN are the number of COVID-19 sufferers within the previous 14 days, the number of deaths, and the number of recoveries up to the previous day, while the output from the network is the number of confirmed cases to date. Tables 1 and 2 show the performance comparison between the Fletcher–Reeves and gradient descent methods for optimizing Backpropagation ANN with several different architectures. From these tables, it can be concluded that the Fletcher–Reeves method has much better accuracy than the gradient descent method. The Fletcher–Reeves method and gradient descent methods require a similar computation time for Backpropagation neural
network architectures with a few hidden neurons. It means that the optimization method used in the Backpropagation neural network dramatically affects its performance.

Tables 1 and 2 show the architectural effects of the two Backpropagation neural network models. Form Tables 1 and 2, it can be seen that the architecture of neural networks or the number of neurons in the hidden layer also affects the performance of the Backpropagation neural network. Referring to Tables 1 and 2, when the number of hidden neurons in the Backpropagation neural network algorithm using the Fletcher–Reeves method increases, the Means Square Error (MSE) generated from the Backpropagation neural network using the Fletcher–Reeves method also increases significantly in the testing data. However, MSE generated from the Backpropagation neural network using the Fletcher–Reeves method shows no significant changes in the training data. Furthermore, in the Backpropagation neural network algorithm with the gradient descent method, when the number of hidden neurons increases, the Means Square Error (MSE) resulted from the Backpropagation neural network using the Fletcher–Reeves method decreases for both training data and testing data. It means that an overfitting condition in the Backpropagation neural network algorithm with the Fletcher–Reeves method occurs. Contrastingly, overfitting condition does not occur in the Backpropagation neural network algorithm with the gradient descent method. The number of hidden neurons is too many in the Backpropagation neural network algorithm with the Fletcher–Reeves method, which often leads to overfitting. The overfitting condition occurs when the accuracy is too extreme for training data, but the accuracy is too poor for the testing data. Furthermore, this condition causes a decrease in the generalization capability of the Backpropagation neural networks. However, generally, the performance of the Backpropagation neural network using the Fletcher–Reeves method is much better than the Backpropagation neural network using the gradient descent method. Drawing on the results of these experiments, the learning rate with as many as 50 neurons gives the best results. Therefore, the number of neurons to be used in determining the learning rate is 50 neurons.

Table 4 also shows the computational times of the two methods. The Backpropagation neural network algorithm with the Fletcher–Reeves method has a faster computational time than the Backpropagation neural network algorithm with the gradient descent method. In both methods, the increase in the number of neurons consequently increases the computational time required for training (Table 5). Table 5 shows the evaluation of the performance of the prediction method for the number of COVID-19 sufferers by using

| Architecture | MSE | Computational time |
|--------------|-----|--------------------|
| Gradient descent method | Fletcher–Reeves method | Gradient descent method | Fletcher–Reeves method |
| 16-5-1 | 14471.31 | 1.31 | 2.03 | 0.80 |
| 16-20-1 | 1458.48 | 1.44 | 2.13 | 1.09 |
| 16-50-1 | 394.77  | 1.27 | 2.46 | 2.01 |
| 16-100-1 | 168.11 | 1.30 | 4.37 | 5.09 |
| 16-150-1 | 105.45  | 1.97 | 5.37 | 3.40 |

Table 5: Evaluation of the performance of the prediction method for the number of COVID-19 sufferers by using testing data for several architectures for a learning rate equal to 0.005.

| Architecture | MSE |
|--------------|-----|
| Gradient descent method | Fletcher–Reeves method |
| 16-5-1 | 32391.95 |
| 16-20-1 | 11092.24 |
| 16-50-1 | 2901.01 |
| 16-100-1 | 1259.15 |
| 16-150-1 | 915.89 |

Table 6: Evaluation of the performance of the prediction method for the number of COVID-19 sufferers by using training data for several learning rates with 50 hidden neurons.

| Learning rate | MSE | Computational time |
|---------------|-----|--------------------|
| Gradient descent method | Fletcher–Reeves method | Gradient descent method | Fletcher–Reeves method |
| 0.001 | 418.98 | 1.29 | 3.18 | 2.10 |
| 0.005 | 375.47 | 1.39 | 3.88 | 3.45 |
| 0.01 | 354.06 | 1.70 | 4.35 | 2.89 |
| 0.1 | 356.43 | 1.44 | 3.91 | 4.13 |
| 0.2 | 352.57 | 1.81 | 3.45 | 2.19 |
testing data for several architectures for a learning rate equal to 0.005. Table 5 also shows that the backpropagation neural network with Fletcher–Reeves method gives better results than the backpropagation neural network with gradient descent method.

Tables 6 and 7 illustrate the performance evaluation of the Backpropagation neural network with Fletcher–Reeves and gradient descent methods to predict the number of confirmed cases of COVID-19 sufferers with different learning rates. The tables show that the best learning rate is 0.01. The best MSE generated by the Backpropagation neural network with the Fletcher–Reeves method for the training data is 1.29 and 9.95 for the testing data. Contrastingly, the best MSE produced by the Backpropagation neural network with the gradient descent method for the training data is 105.45 and 915.89 for the testing data. From Tables 6 and 7, it can be stipulated that learning failure and poor accuracy result from an overly small or an overly large learning rate.

Figures 3(a) and 3(b) show the comparisons between the actual number of COVID-19 sufferers and the predicted results using the Backpropagation neural network with the gradient descent method and the Backpropagation neural network with the Fletcher–Reeves method.
network with the Fletcher–Reeves method for training data. Figures 4(a) and 4(b) give details on the comparisons of the actual number of COVID-19 sufferers and the predicted results using the Backpropagation neural network with the gradient descent method and the Backpropagation neural network with the Fletcher–Reeves method for data testing. The x-axis shows the day after the first COVID-19 cases occurred, while the y-axis shows the cumulative number of COVID-19-confirmed positive cases and is scaled to 218722.5. Tables 6 and 7 show that the Backpropagation neural network with the Fletcher–Reeves method produces better results than the Backpropagation neural network with the gradient descent method to predict the number of COVID-19 sufferers in Malang City.

4. Conclusions

From the experiment results and discussion, it can be concluded that the Backpropagation neural network performance depends on several factors, which are the total neurons on the hidden layer and the optimization algorithm for learning. When hidden neurons are excessive, the generalization capability of the method decreases. This condition is called the overfitting condition. The Backpropagation neural network algorithm with the Fletcher–Reeves method has a faster computational time than the Backpropagation neural network algorithm with the gradient descent method. In both methods, the increase in the number of neurons consequently increases the computation time required for training. The learning rate of 0.01 gives the best result. If the learning rate is excessively small or large, it will lead to learning failure and, as a result, poor accuracy. Therefore, it is very important to select the appropriate learning rate to get better accuracy. The Backpropagation neural network with the Fletcher–Reeves optimization method gives better results compared to the Backpropagation neural network with the gradient descent method to predict the number of COVID-19 sufferers in Malang City in the future.

Data Availability

The raw data of the number of COVID-19 sufferers used for evaluation were taken from the Gugus Tugas COVID-19 website, Malang City, https://covid19.malangkota.go.id/beranda. They were also published on the Instagram ID of Malang City government, https://www.instagram.com/pemkotmalang/?hl=id.
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