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Abstract

Variational formulas for the Laplace transform of the exit time from an open set of a Hunt process generated by a regular lower bounded semi-Dirichlet form are established. While for symmetric Markov processes, variational formulas are derived for the exponential moments of the exit time. As applications, we provide some comparison theorems and quantitative relations of the exponential moments and Poincaré inequalities.
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1 Introduction

The main concern of this paper is to study the variational formulas for the Laplace transform of the exit time of a Hunt process generated by a lower bounded semi-Dirichlet form and for the exponential moment of the exit time of a reversible ergodic Markov process.

The exit time is a fundamental notion in probability. It plays an important role in the analysis of stochastic processes, especially in ergodic theory, potential theory and martingale theory ([8, 21, 22]). It arises naturally in various applications too, e.g. in statistical physics, mathematical finance and biology (see [31, 36] and references therein).

There are classical results for distributions and moments of exit times of some Markov processes (see e.g. [2, 5, 14, 23, 24, 37]). The relationship between the exponential moments of the exit time and Poincaré inequalities is an important topic in ergodic theory (see e.g. [6, 15, 25]). When the explicit expression of the density of the exit time is not available, its Laplace transform might be very useful (see [10, 28, 30] and the references therein). For example, analytic expressions for the Laplace transform of the exit time of some special Lévy processes can be found in e.g. [8, 12, 32].

However, the study of the Laplace transform and exponential moments of the exit times of general Markov processes is more challenging especially for non-symmetric cases due to the lack of tools to deal with non-self-adjoint operators.
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Variational formulas are powerful tools. E.g. they provide some nice lower bounds of the spectral gap of Markov processes \([7, 10]\), they are helpful in proof of the recurrence of Markov processes \([1, 4, 18, 23]\).

Note that the results cited above are restricted to symmetric Markov processes. Few related results for the non-symmetric case, we refer the reader to \([35]\) for the Dirichlet eigenvalue of diffusions, and \([13, 17, 26]\) for examples involving Dirichlet’s equations and capacity. Very recently, started from Poisson’s equations, Huang, Kim and Mao extended the variational formulas for the mean exit time to non-symmetric Markov chains and diffusions. In the same work, the authors also obtained some new variational formulas for the Laplace transform and the exponential moments of the exit time (see \([19, 20]\) for more details). Their main idea is to establish some variational formulas for a non-symmetric Markov process relying on its dual process. Indeed, one needs to consider a pair of Poisson’s equations together (see Remark \([1.2]\) (1) for more details).

On the other hand, notice that in semi-Dirichlet form theory, a lower bounded semi-Dirichlet form generates a process and its dual process simultaneously. Furthermore, their \(\beta\)-potentials, which are closely related to Poisson’s equations, have a natural relation to the Dirichlet form and the process (see e.g. \([28\text{ Chapter IV}]\) and \([33\text{ Chapter 3}]\)). Therefore to extend the variational formulas for the exit time in \([19, 20]\) to general Markov processes, the Hunt process generated by a lower bounded semi-Dirichlet form seems to be a good starting point.

Let \(X := (X_t)_{t \geq 0}\) be the Hunt process generated by a regular lower bounded semi-Dirichlet form \((\mathcal{E}, \mathcal{F})\) on a locally compact separable metric measure space \((E, d, \mu)\) (see more details in Section 2). We assume that \(\mu\) is a positive \(\sigma\)-finite measure with full support on \(E\). Denote by \(\mathbb{E}_x\) the corresponding expectation starting from \(x\) and \(\mathbb{E}_\mu := \int_E \mathbb{E}_x \mu(dx)\). Let \(L^2(E, \mu)\) be the space of square integrable measurable functions on \(E\) with respect to \(\mu\), furnished with scalar product \(\langle f, g \rangle_2 := \int_E f(x)g(x)\mu(dx)\) and the associated norm \(||f||_2 := \sqrt{\langle f, f \rangle_2}\). Define

\[
\mathcal{E}_\beta(f, g) = \mathcal{E}(f, g) + \beta \langle f, g \rangle_2 \quad \text{for} \quad \beta > \beta_0,
\]

where \(\beta_0\) is the constant in Assumption A in Section 2 below.

For any open set \(\Omega \subset E\), denote by \(\tau_{\Omega} = \inf\{t \geq 0 : X_t \notin \Omega\}\) the first exit time of process \(X\) from \(\Omega\). We define the function spaces

\[
\mathcal{F}^\Omega = \{f \in \mathcal{F} : \hat{f} = 0 \text{ q.e. on } \Omega^c\}
\]

and

\[
\mathcal{N}_{\Omega, \delta} = \{f \in \mathcal{F}^\Omega : \mu(f) := \int_E f \mu = \delta\} \quad \text{for} \quad \delta = 0, 1,
\]

where q.e. stands for quasi-everywhere, and \(\hat{f}\) is the quasi-continuous version of \(f\) (see e.g. \([33\text{ p.51}]\) for more details).

The following is our first main result.

**Theorem 1.1.** Let \(X\) be the Hunt process generated by a regular lower bounded semi-Dirichlet form \((\mathcal{E}, \mathcal{F})\) and \(\Omega \subset E\) an open set. Then for any \(\beta > \beta_0\),

\[
\frac{\beta}{\mathbb{E}_\mu[1 - \exp(-\beta \tau_{\Omega})]} = \inf_{f \in \mathcal{N}_{\Omega, 1}} \sup_{g \in \mathcal{N}_{\Omega, 0}} \mathcal{E}_\beta(f + g, f - g).
\]
Additionally, if the semi-Dirichlet form \((\mathcal{E}^\Omega, \mathcal{F}^\Omega)\), defined by \(\mathcal{E}^\Omega = \mathcal{E}\) on \(\mathcal{F}^\Omega\), is transient and \(\beta_0 = 0\), then
\[
1/\mathbb{E}_\mu[\tau_\Omega] = \inf_{f \in \mathcal{N}_{\Omega,1}} \sup_{g \in \mathcal{N}_{\Omega,0}} \mathcal{E}(f + g, f - g).
\]

Remark 1.2. (1) Note that the above variational formulas for the exit time are derived from Poisson’s equations (2.11)–(2.12) below. We point out that we only require the weak solutions of (2.11)–(2.12), which always exist in our setting. Indeed, they are known as the potentials of \(\Omega\) in the classical theory of Dirichlet form (see e.g. [16, 33]). Moreover, from the proof of Theorem 1.1 below, one can find that the associated Poisson’s equations of its dual process also play an important role. Specifically, we construct functions from both of their solutions to attain the inf and sup in (1.2)–(1.3).

(2) In our setting, \(\mathcal{F}^\Omega\) is the \(\mathcal{E}_\beta\)-closure of \(C_0(\Omega) \cap \mathcal{F}\) for all \(\beta > \beta_0\) (see [33, Theorem 3.5.7]), where \(C_0(\Omega)\) is the space of continuous functions with compact support on \(\Omega\). Thus we can replace \(\mathcal{N}_{\Omega,\delta, \delta} = 0, 1\) in (1.2)–(1.3) with
\[
\mathcal{N}_{\Omega,\delta} = \{f \in C_0(\Omega) \cap \mathcal{F} : \mu(f) = \delta\}, \quad \delta = 0, 1.
\]

(3) As an application of Theorem 1.1 in Subsection 2.2 we consider jump diffusion \(X^{(k)}\) with a growing drift whose infinitesimal generator is given by
\[
\mathcal{L}_k f(x) := \nabla \cdot a \nabla f(x) - kb \cdot \nabla f(x) + \Delta^{\alpha/2} f(x), \quad k \in \mathbb{R}, \quad f \in C_0^\infty(\mathbb{R}^d).
\]

From Theorem 1.1 we obtain that the Laplace transform of the exit time of process \(X^{(k)}\) and that of its dual process are same. Moreover, the Laplace transform of the exit time of the process, perturbed by a growing drift, is non-decreasing (see Theorem 2.3 below). That is, informally we could say that the exit times of a process and its dual process share the same distribution, and the growing drift reduces the mean time that the process exits from any open set \(\Omega\), i.e., intuitively perturbing the growing drift to a process accelerates the convergence rate. Roughly speaking, for any measurable subset \(A\), \(\mathbb{P}_\mu[X_t \in A, t < \tau_\Omega] \leq \mathbb{P}_\mu[t < \tau_\Omega] \leq \mathbb{E}_\mu[\tau_\Omega]/t\), which gives a faster rate when \(\mathbb{E}_\mu[\tau_\Omega]\) becomes smaller.

In particular, if the semi-Dirichlet form \((\mathcal{E}, \mathcal{F})\) is symmetric, i.e., \(\mathcal{E}(f, g) = \mathcal{E}(g, f)\) for all \(f, g \in \mathcal{F}\), the variational formulas in Theorem 1.1 are reduced to the following simple forms.

Corollary 1.3. Let \(X\) be the Hunt process generated by a regular lower bounded symmetric semi-Dirichlet form \((\mathcal{E}, \mathcal{F})\) and \(\Omega \subset E\) an open set. Then for any \(\beta > \beta_0\),
\[
\frac{\beta}{\mathbb{E}_\mu[1 - \exp(-\beta \tau_\Omega)]} = \inf_{f \in \mathcal{N}_{\Omega,1}} \mathcal{E}_\beta(f, f).
\]

Additionally, if the semi-Dirichlet form \((\mathcal{E}^\Omega, \mathcal{F}^\Omega)\) is transient and \(\beta_0 = 0\), then
\[
1/\mathbb{E}_\mu[\tau_\Omega] = \inf_{f \in \mathcal{N}_{\Omega,1}} \mathcal{E}(f, f).
\]
Our second main result involves the study of reversible ergodic Markov processes. Let $Y := (Y_t)_{t \geq 0}$ be a right-continuous strong Markov process on a polish space $(E, \mathcal{B}(E))$, with transition kernel $P_t(x, dy), t \geq 0, x, y \in E$. Assume that process $Y$ is ergodic, i.e., there exists a unique invariant probability measure $\pi$ such that
\[
\lim_{t \to \infty} ||P_t(x, \cdot) - \pi(\cdot)||_{\text{var}} = 0, \quad x \in E,
\]
where $||\nu||_{\text{var}} := \sup_{|h| \leq 1} |\nu(h)|$ is the total variation norm of a signed measure $\nu$ on $\mathcal{B}(E)$. We assume that $Y$ is reversible with respect to $\pi$, that is,
\[
\pi(dx)P_t(x, dy) = \pi(dy)P_t(y, dx) \quad \text{for all } t \geq 0, \ x, y \in E.
\]

Let $(L, \mathcal{D}(L))$ be the infinitesimal generator of process $Y$ in $L^2(E, \pi)$ and denote the associated Dirichlet form by $(\mathcal{E}_\pi, \mathcal{D}(\mathcal{E}_\pi))$. We also assume that $(\mathcal{E}_\pi, \mathcal{D}(\mathcal{E}_\pi))$ is regular, i.e., $\mathcal{D}(\mathcal{E}_\pi) \cap C_0(E)$ is dense both in $\mathcal{D}(\mathcal{E}_\pi)$ and $C_0(E)$. For any $\beta \in \mathbb{R}$, define
\[
\mathcal{E}_{\pi, \beta}(f, g) = \mathcal{E}_{\pi}(f, g) + \beta \langle f, g \rangle_{2, \pi},
\]
where $\langle \cdot, \cdot \rangle_{2, \pi}$ is the usual product in $L^2(E, \pi)$. To simplify the notation, we also denote the associated exit time by $\tau$ and expectation by $\mathbb{E}_\pi$.

**Theorem 1.4.** Let $Y$ be a reversible ergodic right-continuous strong Markov process on $(E, \mathcal{B}(E))$ with regular Dirichlet form $(\mathcal{E}_\pi, \mathcal{D}(\mathcal{E}_\pi))$ and $\Omega \subset E$ an open set. Then for any $\beta > 0$,
\[
\mathbb{E}_\pi[\exp(\beta \tau_{\Omega})] - 1 = \inf_{f \in \mathcal{N}_{\Omega, 1}^\pi} \mathcal{E}_{\pi, -\beta}(f, f) \lor 0, \tag{1.4}
\]
where $\mathcal{N}_{\Omega, 1}^\pi := \{ f \in \mathcal{D}(\mathcal{E}_\pi) : \tilde{f} = 0 \text{ q.e. on } \Omega^c \text{ and } \pi(f) = 1 \}$.

**Remark 1.5.** It is well known that the exponential moments of the exit time are closed related to the local Poincaré inequality. Specifically, we say that process $Y$ possesses the local Poincaré inequality on $\Omega$ if
\[
\pi(f^2) \leq c_1^{-1} \mathcal{E}_{\pi}(f, f) \quad \text{for all } f \in \mathcal{D}(\mathcal{E}_\pi) \text{ with } \tilde{f} = 0 \text{ q.e. on } \Omega^c \tag{1.5}
\]
for some $c_1 > 0$. Denote by $\lambda_0(\Omega)$ its optimal constant, which is given by
\[
\lambda_0(\Omega) = \inf\{ \mathcal{E}_\pi(f, f) : f \in \mathcal{D}(\mathcal{E}_\pi), \tilde{f} = 0 \text{ q.e. on } \Omega^c \text{ and } \pi(f^2) = 1 \}. \tag{1.6}
\]

Then
\[
\lambda_0(\Omega) = \sup\{ \beta > 0 : \mathbb{E}_\pi[\exp(\beta \tau_{\Omega})] < \infty \},
\]
we refer to [14, 27] for more details. As we shall see, when $\beta < \lambda_0(\Omega)$, (1.4) is reduced to
\[
\mathbb{E}_\pi[\exp(\beta \tau_{\Omega})] - 1 = \inf_{f \in \mathcal{N}_{\Omega, 1}^\pi} \mathcal{E}_{\pi, -\beta}(f, f).
\]

Set
\[
\lambda_1 = \inf\{ \mathcal{E}_\pi(f, f) : f \in \mathcal{D}(\mathcal{E}_\pi), \pi(f) = 0 \text{ and } \pi(f^2) = 1 \}, \tag{1.7}
\]
which is the optimal constant of Poincaré inequality (see e.g. [40, Example 1.1.2]). Now as an application of Theorem 1.4, some quantitative inequalities of the exponential moments of the exit time, $\lambda_0(\Omega)$ and $\lambda_1$ are presented as follows.
Corollary 1.6. Let $Y$ be the process as in Theorem 1.4. Let $\Omega \subset E$ be an open set and assume that $\lambda_0(\Omega) > 0$. Then the following statements hold.

(1) (Upper bounds for exponential moments) For any $\beta \in (0, \lambda_0(\Omega))$,

$$
\mathbb{E}_\pi[\exp(\beta \tau_\Omega)] \leq 1 + \frac{\beta}{\lambda_0(\Omega) - \beta}.
$$

In particular, if $\lambda_1 > 0$ and $\pi(\Omega^c) > 0$, then for any $\beta \in (0, \lambda_1 \pi(\Omega^c))$,

$$
\mathbb{E}_\pi[\exp(\beta \tau_\Omega)] \leq 1 + \frac{\beta}{\lambda_1 \pi(\Omega^c) - \beta}.
$$

(2) (Lower bounds for exponential moments) Additionally, if

$$
\begin{cases}
(-\lambda_0(\Omega) - L)u = 0, & \text{in } \Omega; \\
u = 0, & \text{q.e. on } \Omega^c
\end{cases}
$$

has a weak solution $\phi \in D(\mathcal{E}_\pi)$, i.e., $\phi = 0$ q.e. on $\Omega^c$ and

$$
\mathcal{E}_{\pi, -\lambda_0(\Omega)}(\phi, f) = 0 \text{ for all } f \in D(\mathcal{E}_\pi) \text{ with } \tilde{f} = 0 \text{ q.e. } \Omega^c,
$$

then for any $\beta \in (0, \lambda_0(\Omega))$,

$$
\mathbb{E}_\pi[\exp(\beta \tau_\Omega)] \geq 1 + \frac{\beta \pi(\phi)^2}{(\lambda_0(\Omega) - \beta)\pi(\phi^2)}.
$$

Remark 1.7. (1) We mention that the existence assumption for solution of (1.10) is not too strong. In fact, many cases satisfy this condition. For example, it follows from [34, Theorem 3.5.5] that (1.10) of diffusions with some regularity conditions has a unique positive strong solution.

(2) The similar bounds for the Laplace transform of the exit time and the mean exit time are also obtained from Theorem 1.1 which will be presented in Subsection 3.2.

The remaining part of this paper is organized as follows. In Subsection 2.1 the proofs of Theorem 1.1 and Corollary 1.3 are presented. We introduce diffusions with $\alpha$-stable jumps in order to illustrate the application of Theorem 1.1 in Subsection 2.2. Subsection 3.1 is devoted to the proof of Theorem 1.4 while Subsection 3.2 provides the proof of Corollary 1.6 and some bounds of the Laplace transform of the exit time and the mean exit time. Finally, a reversible ergodic diffusion on manifold is provided as an example in Subsection 3.3.

2 The exit time of Hunt processes

The main objective of this section is to prove Theorem 1.1 and give an example to illustrate its application. For that, we present a few definitions that will be used later.

Recall that $(E, d, \mu)$ is the locally compact separable metric measure space equipped with metric $d$ and positive $\sigma$-finite measure $\mu$ with full support. Let $\mathcal{F}$ be a dense subspace of $L^2(E, \mu)$. A bilinear form $\mathcal{E}$ defined on $\mathcal{F} \times \mathcal{F}$ is called a lower bounded semi-Dirichlet form if the following Assumption A is satisfied: there exists a constant $\beta_0 \geq 0$ such that
(1) (lower boundedness) for any \( f \in \mathcal{F} \), \( \mathcal{E}_\beta(f, f) \geq 0 \), where \( \mathcal{E}_\beta(f, g) := \mathcal{E}(f, g) + \beta(f, g) \).

(2) (weak sector condition) there exists a constant \( C \geq 1 \) such that
\[
|\mathcal{E}(f, g)| \leq C \sqrt{\mathcal{E}_\beta(f, f) \mathcal{E}_\beta(g, g)} \quad \text{for all } f, g \in \mathcal{F}.
\]

(3) (closedness) \( \mathcal{F} \) is a Hilbert space relative to the inner product
\[
\frac{1}{2}(\mathcal{E}_\beta(f, g) + \mathcal{E}_\beta(g, f)) \quad \text{for all } \beta > \beta_0.
\]

(4) (Markov property) \( f^+ \land 1 \in \mathcal{F} \) whenever \( f \in \mathcal{F} \), and \( \mathcal{E}(f^+ \land 1, f - f^+ \land 1) \geq 0 \).

We say that a lower bounded semi-Dirichlet form \((\mathcal{E}, \mathcal{F})\) is regular if \( \mathcal{F} \cap C_0(E) \) is uniformly dense in \( C_0(E) \) and \( \mathcal{E}_\beta \)-dense in \( \mathcal{F} \) for \( \beta > \beta_0 \).

It is well known that there exists a Hunt process \( X := (X_t)_{t \geq 0} \) associated with a regular lower bounded semi-Dirichlet form \((\mathcal{E}, \mathcal{F})\) (see e.g. [33, Theorem 3.3.4]). Corresponding to process \( X \), there exists a unique semigroup \((P_t)_{t \geq 0}\) on \( L^2(E, \mu) \). Denote the associated resolvent by \( R_\beta = \int_0^\infty e^{-\beta t} P_t dt, \beta > 0 \). From [33, Theorem 1.1.2], we see that there also exists a strongly continuous semigroup \((\tilde{P}_t)_{t \geq 0}\) such that
\[
\langle \tilde{P}_t f, g \rangle_2 = \langle f, \tilde{P}_t g \rangle_2, \quad t \geq 0, \ f, g \in L^2(E, \mu).
\]

That is, \( \tilde{P}_t \) is the dual operator of \( P_t \) with respect to \( \mu \). Furthermore, let \( \tilde{R}_\beta = \int_0^\infty e^{-\beta t} \tilde{P}_t dt, \beta > 0 \) be the resolvent of semigroup \((\tilde{P}_t)_{t \geq 0}\), which is also called the dual resolvent of \((R_\beta)_{\beta > 0}\). Then for \( \beta > \beta_0 \), \( f \in L^2(E, \mu) \) and \( h \in \mathcal{F} \),
\[
\mathcal{E}_\beta(R_\beta f, h) = \mathcal{E}_\beta(h, \tilde{R}_\beta f) = \langle f, h \rangle_2.
\]

In addition, (A4) in Assumption A yields that \((R_\beta)_{\beta > 0}\) can be extended to a sub-Markov resolvent on \( L^\infty(X, \mu) \). Now define the potential operator
\[
Rf = \lim_{n \to \infty} R_{1/n} f, \quad f \in L^\infty(X, \mu). \tag{2.1}
\]

We say that the semi-Dirichlet form \((\mathcal{E}, \mathcal{F})\) is transient if there exists a strictly positive function \( f \in L^\infty(E, \mu) \) such that \( Rf < \infty, \mu\text{-a.e.} \) (see, e.g. [33, p.13]).

### 2.1 Proof of Theorem 1.1

Recall that \( X = (X_t)_{t \geq 0} \) is the process generated by a regular lower bounded semi-Dirichlet form \((\mathcal{E}, \mathcal{F})\). Denote \((P_t)_{t \geq 0}\) and \((R_\beta)_{\beta \geq 0}\) by its associated transition semigroup and resolvent respectively. Let \((\mathcal{L}, \mathcal{D}(\mathcal{L}))\) be its infinitesimal generator in \( L^2(E, \mu) \), that is,
\[
\mathcal{D}(\mathcal{L}) := \left\{ f \in L^2(E, \mu) : \lim_{t \to 0} \frac{P_t f - f}{t} \text{ exists in } L^2(E, \mu) \right\},
\]
\[
\mathcal{L} f(x) := \lim_{t \to 0} \frac{P_t f(x) - f(x)}{t}.
\]
To prove Theorem 1.1, we introduce a class of Poisson’s equations as follows. Fix an open set $\Omega \subset E$, a function $\xi \in L^2(\Omega, \mu|_{\Omega})$ and $\beta > \beta_0$, where $\beta_0$ is the constant in Assumption A. Consider the Poisson’s equation corresponding to $L$:

$$
\begin{aligned}
(\beta - L)u &= \xi, \quad \text{in } \Omega; \\
u &= 0, \quad \text{q.e. on } \Omega^c.
\end{aligned}
$$

(2.2)

The function $u_\beta \in \mathcal{F}^\Omega$ is called a weak solution of (2.2) if

$$
\mathcal{E}_\beta(u_\beta, f) = \langle \xi, f \rangle_2 := \int_{\Omega} \xi f d\mu \quad \text{for all } f \in \mathcal{F}^\Omega.
$$

In fact, from the proof of [33, Theorem 3.5.7], one could find that

$$
R^\Omega_{\beta} \xi(x) := \mathbb{E}_x \int_0^\tau e^{-\beta t} \xi(X_t) dt, \quad x \in E
$$

is the unique weak solution of (2.2). Furthermore,

$$
\mathcal{E}_\beta(R^\Omega_{\beta} \xi, f) = \mathcal{E}_\beta(f, \tilde{R}^\Omega_{\beta} \xi) = \langle \xi, f \rangle_2 \quad \text{for all } f \in \mathcal{F}^\Omega,
$$

(2.3)

where $\tilde{R}^\Omega_{\beta}$ is the dual resolvent of $R^\Omega_{\beta}$.

Denote two function spaces $\mathcal{M}_{\Omega, \delta}$ by

$$
\mathcal{M}_{\Omega, \delta} = \{ f \in \mathcal{F}^\Omega : \langle \xi, f \rangle_2 = \delta \}, \quad \delta = 0, 1.
$$

For (2.2), we obtain the following variational formulas.

**Theorem 2.1.** Let $X$ be the process as in Theorem 1.1 and $\Omega \subset E$ an open set, $\beta > \beta_0$ and function $\xi \in L^2(\Omega, \mu|_{\Omega})$. Denote by $u_\beta = R^\Omega_{\beta} \xi \in \mathcal{F}^\Omega$ the unique weak solution of (2.2). Then

$$
1/\langle \xi, u_\beta \rangle_2 = \inf_{f \in \mathcal{M}_{\Omega, 1}} \sup_{g \in \mathcal{M}_{\Omega, 0}} \mathcal{E}_\beta(f + g, f - g).
$$

(2.4)

In particular, if $\mathcal{E}$ is symmetric, then

$$
1/\langle \xi, u_\beta \rangle_2 = \inf_{f \in \mathcal{M}_{\Omega, 1}} \mathcal{E}_\beta(f, f).
$$

(2.5)

**Proof.** Fix $\beta > \beta_0$. Denote by $\tilde{u}_\beta = \tilde{R}^\Omega_{\beta} \xi \in \mathcal{F}^\Omega$. Then it follows from (2.3) that

$$
\langle \xi, \tilde{u}_\beta \rangle_2 = \mathcal{E}_\beta(\tilde{u}_\beta, \tilde{u}_\beta) = \mathcal{E}_\beta(u_\beta, \tilde{u}_\beta) = \mathcal{E}_\beta(u_\beta, u_\beta) = \langle \xi, u_\beta \rangle_2.
$$

(2.6)

For the convenience of the notation, we set

$$
w_\beta = \frac{u_\beta}{\langle \xi, u_\beta \rangle_2} \quad \text{and} \quad \tilde{w}_\beta = \frac{\tilde{u}_\beta}{\langle \xi, u_\beta \rangle_2}.
$$

Then from (2.6) and Appendix, it is easy to check that

$$
\overline{w}_\beta := (w_\beta + \tilde{w}_\beta)/2 \in \mathcal{M}_{\Omega, 1} \quad \text{and} \quad \tilde{w}_\beta := (w_\beta - \tilde{w}_\beta)/2 \in \mathcal{M}_{\Omega, 0}.
$$
Moreover,
\[ \mathcal{E}_\beta(w_\beta, w_\beta) = \mathcal{E}_\beta(w_\beta, \tilde{w}_\beta) = 1/\langle \xi, u_\beta \rangle_2 = 1/\mathcal{E}_\beta(u_\beta, \tilde{u}_\beta). \] (2.7)

To prove (2.7), we first take \( f = \overline{w}_\beta \) in the infimum. For any \( g \in \mathcal{M}_{\Omega,0} \), let \( g_1 = g - \tilde{w}_\beta \). It is clear that \( g_1 \in \mathcal{M}_{\Omega,0} \) since \( \tilde{w}_\beta \in \mathcal{M}_{\Omega,0} \). Combining this with (2.3) and (2.6), we get
\[ \mathcal{E}_\beta(w_\beta, g_1) = \mathcal{E}_\beta(g_1, \tilde{w}_\beta) = \frac{\langle \xi, g_1 \rangle_2}{\mathcal{E}_\beta(u_\beta, \tilde{u}_\beta)} = 0. \] (2.8)

Thanks to (2.7)–(2.8) and the fact \( \mathcal{E}_\beta(g_1, g_1) \geq 0 \) by Assumption A (A1), we have
\[ \mathcal{E}_\beta(\overline{w}_\beta + g, \overline{w}_\beta - g) = \mathcal{E}_\beta(\overline{w}_\beta + \tilde{w}_\beta + g_1, \overline{w}_\beta - \tilde{w}_\beta - g_1) \]
\[ = \mathcal{E}_\beta(w_\beta, \tilde{w}_\beta) + \mathcal{E}_\beta(g_1, \tilde{w}_\beta) - \mathcal{E}_\beta(w_\beta, g_1) - \mathcal{E}_\beta(g_1, g_1) \leq 1/\mathcal{E}_\beta(u_\beta, \tilde{u}_\beta), \]
this implies
\[ 1/\mathcal{E}_\beta(u_\beta, \tilde{u}_\beta) \geq \inf_{f \in \mathcal{M}_{\Omega,1}} \sup_{g \in \mathcal{M}_{\Omega,0}} \mathcal{E}_\beta(f + g, f - g). \] (2.9)

On the other hand, we take \( g = \tilde{w}_\beta \) in the supremum of (2.4). For any \( f \in \mathcal{M}_{\Omega,1} \), set \( f_1 = f - \overline{w}_\beta \). We also have that \( f_1 \in \mathcal{M}_{\Omega,0} \) from \( \overline{w}_\beta \in \mathcal{M}_{\Omega,1} \). With replacing \( g_1 \) by \( f_1 \) in (2.8), we arrive at
\[ \mathcal{E}_\beta(f + \tilde{w}_\beta, f - \tilde{w}_\beta) = \mathcal{E}_\beta(w_\beta + f_1, \tilde{w}_\beta + f_1) \]
\[ = \mathcal{E}_\beta(w_\beta, \tilde{w}_\beta) + \mathcal{E}_\beta(w_\beta, f_1) + \mathcal{E}_\beta(f_1, \tilde{w}_\beta) + \mathcal{E}_\beta(f_1, f_1) \geq 1/\mathcal{E}_\beta(u_\beta, \tilde{u}_\beta), \]
which implies
\[ 1/\mathcal{E}_\beta(u_\beta, \tilde{u}_\beta) \leq \inf_{f \in \mathcal{M}_{\Omega,1}} \sup_{g \in \mathcal{M}_{\Omega,0}} \mathcal{E}_\beta(f + g, f - g). \] (2.10)

Combining (2.9)–(2.10), we obtain the first assertion. In particular, if \( \mathcal{E} \) is symmetric, from the fact
\[ \mathcal{E}_\beta(f + g, f - g) = \mathcal{E}_\beta(f, f) - \mathcal{E}_\beta(g, g) \leq \mathcal{E}_\beta(f, f), \]
the proof is complete immediately.

\[ \square \]

Remark 2.2. As we have been seen that the key point in the proof of Theorem 2.1 is the existence of the solution to (2.2), which is widely studied in probability, see for example [16, 28, 33] in Dirichlet theory and [34] in diffusions. It is known that (2.2) is closed related to the properties of the associated process, such as the convergence rate of the semigroup (see e.g. [30]), we leave a more detailed discussion starting from Theorem 2.1 in this topic for future work.

We now proceed to prove Theorem 1.1 and Corollary 1.3.

**Proof of Theorem 1.1.** Fix an open set \( \Omega \subset E \) and \( \beta > \beta_0 \). We first suppose that \( \mu(\Omega) < \infty \). Since \( \beta \mathbb{P}_{\beta} \Omega_\beta \Omega(x) = 1 - \mathbb{E}_x[\exp(-\beta \tau_\Omega)], \) (2.3) yields that \( u_\beta := ((1 - \mathbb{E}_x[\exp(-\beta \tau_\Omega)])/\beta : x \in E) \) is the unique weak solution of Poisson’s equation
\[ \begin{cases} 
(\beta - \mathcal{L})u = 1, & \text{in } \Omega; \\
u = 0, & \text{q.e. on } \Omega.
\end{cases} \] (2.11)

Applying (2.4) to (2.11), we obtain (1.2).
Assume additionally that \((\mathcal{E}_\Omega, \mathcal{F}_\Omega)\) is transient and \(\beta_0 = 0\). According to [33, Theorem 1.3.9] and \(R^\Omega_1(x) = \mathbb{E}_x[\tau_\Omega]\), where operator \(R^\Omega\) is defined in (2.1) replacing \(R_{1/n}\) with \(R^\Omega_{1/n}\), we see that \(u_0 := (\mathbb{E}_x[\tau_\Omega] : x \in E)\) is the weak solution to

\[
\begin{align*}
-\mathcal{L}u &= 1, \quad \text{in } \Omega; \\
u &= 0, \quad \text{q.e. on } \Omega^c.
\end{align*}
\]

(2.12)

Therefore, (1.3) follows from (2.4) and (2.12).

For general open set \(\Omega\), we only prove (1.2), and the proof of (1.3) is quite similar. Let \((\Omega_n)_{n \geq 1}\) be a sequence of open sets such that \(\mu(\Omega_n) < \infty\), \(\Omega_n \subset \Omega_{n+1}\) and \(\bigcup_{n=1}^{\infty} \Omega_n = \Omega\).

\[
\mathcal{N}^\prime_{\Omega_n, \delta} = \{ f \in C_0(\Omega_n) \cap \mathcal{F} : \mu(f) = \delta \} \quad \text{and} \quad \mathcal{N}^\prime_{\Omega, \delta} = \{ f \in C_0(\Omega) \cap \mathcal{F} : \mu(f) = \delta \}, \quad \delta = 0, 1.
\]

We claim that

\[
\frac{\beta}{\mathbb{E}[1 - \exp(-\beta \tau_{\Omega_n})]} = \inf_{f \in \mathcal{N}^\prime_{\Omega_n, 1}} \sup_{g \in \mathcal{N}^\prime_{\Omega_n, 0}} \mathcal{E}_\beta(f - g, f + g),
\]

(2.13)

and then (1.2) holds as we mentioned in Remark 1.2 (2). Indeed, for any \(f_0 \in \mathcal{N}^\prime_{\Omega_n, 1}\), there is integer \(m > 0\) such that \(\text{supp}(f_0) \subset \Omega_m\), thus \(f_0 \in \mathcal{N}^\prime_{\Omega_m, 1}\). Applying the above argument and Remark 1.2 (2) to \(\Omega_m\), we arrive at

\[
\frac{\beta}{\mathbb{E}[1 - \exp(-\beta \tau_{\Omega_m})]} = \inf_{f \in \mathcal{N}^\prime_{\Omega_m, 1}} \sup_{g \in \mathcal{N}^\prime_{\Omega_m, 0}} \mathcal{E}_\beta(f - g, f + g) \leq \sup_{g \in \mathcal{N}^\prime_{\Omega_m, 0}} \mathcal{E}_\beta(f_0 - g, f_0 + g).
\]

Combining this with the fact \(\tau_{\Omega_m} \leq \tau_{\Omega}\) gives that

\[
\frac{\beta}{\mathbb{E}[1 - \exp(-\beta \tau_{\Omega})]} \leq \inf_{f \in \mathcal{N}^\prime_{\Omega, 1}} \sup_{g \in \mathcal{N}^\prime_{\Omega, 0}} \mathcal{E}_\beta(f - g, f + g).
\]

Moreover, it follows directly from the similar argument in the proof of [19, Theorem 3.5] that

\[
\frac{\beta}{\mathbb{E}[1 - \exp(-\beta \tau_{\Omega})]} \geq \inf_{f \in \mathcal{N}^\prime_{\Omega, 1}} \sup_{g \in \mathcal{N}^\prime_{\Omega, 0}} \mathcal{E}_\beta(f - g, f + g).
\]

Hence, by the above analysis (2.13) holds.

Proof of Corollary 1.3. The assertions follow immediately from Theorem 1.1 and the symmetry of \((\mathcal{E}, \mathcal{F})\). \(\square\)

2.2 An example of diffusions with \(\alpha\)-stable jumps

In this subsection, we provide an explicit example to illustrate Theorem 1.1. Take \(E = \mathbb{R}^d\) and \(\mu(dx) = dx\) the Lebesgue measure in the rest of this section.

Consider the following integro-differential operator in divergence form on \(\mathbb{R}^d\):

\[
\mathcal{L}f(x) := \nabla \cdot a \nabla f(x) - b \cdot \nabla f(x) + \Delta^{\alpha/2} f(x), \quad f \in C^\infty_0(\mathbb{R}^d),
\]

(2.14)
where $\Delta^{\alpha/2} := -(-\Delta)^{\alpha/2}$, $\alpha \in (0, 2)$ is the fractional Laplace operator. That is,

$$\Delta^{\alpha/2} f(x) = \int_{\mathbb{R}^d} \left( f(x + z) - f(x) - \nabla f(x) \cdot z \mathbf{1}_{|z| \leq 1} \right) \frac{c_{d,\alpha}}{|z|^{d+\alpha}} dz,$$  \hspace{1cm} (2.15)

where $c_{d,\alpha} = \alpha 2^{\alpha-1} \Gamma(\frac{\alpha+d}{2})/\Gamma(1-\alpha/2)$. For coefficients $a$ and $b$, we give the following conditions:

(B1) $a_{ij} \in C^1(\mathbb{R}^d)$, $1 \leq i, j \leq d$ and there exist constants $0 < \Lambda_1 \leq \Lambda_2$ such that

$$\Lambda_1 |v|^2 \leq v \cdot a(x)v \leq \Lambda_2 |v|^2 \quad \text{for all } x, v \in \mathbb{R}^d.$$

(B2) $b_i \in L^d(\mathbb{R}^d, dx)$ for $i = 1, \cdots, d$ such that $\|b\|_d := \sum_{i=1}^d \|b_i\|_d \leq \frac{\Lambda_1}{C^*}$, where $C^*$ is the constant in the Gagliado-Nirenberg-Sobolev inequality (e.g. see, [38, Lemma 3.1]).

Define the associated bilinear form by

$$\mathcal{E}(f, g) = \int_{\mathbb{R}^d} \nabla f(x) \cdot a(x) \nabla g(x) dx + \int_{\mathbb{R}^d} f(x) b(x) \cdot \nabla g(x) dx + \int_{\mathbb{R}^d} f(x) b(x) \cdot a(x) g(x) dx$$

$$+ \int_{x \neq y} (f(x) - f(y))(g(x) - g(y)) \frac{c_{d,\alpha}}{|x - y|^{d+\alpha}} dx dy, \quad f, g \in C^1_0(\mathbb{R}^d).$$

Under conditions (B1)–(B2), [38 Theorem 3.1] tells us that the bilinear form $\mathcal{E}$ defined by (2.16) extends from $C^1_0(\mathbb{R}^d) \times C^1_0(\mathbb{R}^d)$ to $\mathcal{F} \times \mathcal{F}$, and it is a lower bounded closed form on $L^2(\mathbb{R}^d, dx)$. Moreover, $(\mathcal{E}, \mathcal{F})$ is regular on $L^2(\mathbb{R}^d, dx)$ so that there is an associated Hunt process $X$. Therefore, Theorem 1.1 holds for this example.

In the following, we give some further observations of the exit time of the Hunt process $X$ by Theorem 1.1. For that, we perturb $\mathcal{L}$ by a growing drift and define

$$\mathcal{L}_k = \nabla \cdot a \nabla - k b \cdot \nabla + \Delta^{\alpha/2}, \quad k \in \mathbb{R}.$$  

When conditions (B1) and (B2) for $k b$ hold, denote $X^{(k)}$ by the associated Hunt process of $\mathcal{L}_k$. Note that $X^{(0)}$ is a symmetric process with respect to the Lebesgue measure. For any open set $\Omega \subset \mathbb{R}^d$, let $\tau_\Omega^{(k)}$ be the exit time of process $X^{(k)}$.

From Theorem 1.1 we present the following comparison theorem for the processes $X^{(k)}$, $k \in \mathbb{R}$.

**Theorem 2.3.** Assume that $\mathcal{L}$ defined by (2.14) satisfies $\text{div}(b) := \sum_{i=1}^d \partial_i b_i = 0$ and (B1)–(B2). Let $\Omega \subset \mathbb{R}^d$ be a bounded open set and $k_0 = \Lambda_1 / (2C^* \|b\|_d)$. Then the following statements hold.

(1) For all $|k| \leq k_0$ and $\beta > 0$,

$$\int_\Omega \mathbb{E}_{x}[\exp(-\beta \tau_\Omega^{(k)})] dx = \int_\Omega \mathbb{E}_{x}[\exp(-\beta \tau_\Omega^{(-k)})] dx.$$  \hspace{1cm} (2.17)

Moreover, $\int_\Omega \mathbb{E}_{x}[\tau_\Omega^{(k)}] dx = \int_\Omega \mathbb{E}_{x}[\tau_\Omega^{(-k)}] dx$.

(2) Fix $\beta > 0$. $\int_\Omega \mathbb{E}_{x}[\exp(-\beta \tau_\Omega^{(k)})] dx$ is non-decreasing and $\int_\Omega \mathbb{E}_{x}[\tau_\Omega^{(k)}] dx$ is non-increasing for $k \in [0, k_0]$.  
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Proof. It is straightforward to check that the constant $\beta_0 = 0$ by [38, Proposition 3.2] under the conditions (B1)-(B2) and the definition of $\mathcal{L}$ in (2.14).

For $|k| \leq k_0$, let $\mathcal{E}^{(k)}$ be the semi-Dirichlet form of $\mathcal{L}_k$ defined by

$$
\mathcal{E}^{(k)}(f, g) = \int_{\mathbb{R}^d} \nabla f(x) \cdot a(x) \nabla g(x) \, dx + k \int_{\mathbb{R}^d} f(x) b(x) \cdot \nabla g(x) \, dx \\
+ \int_{x \neq y} (f(x) - f(y))(g(x) - g(y)) \frac{c_{d, \alpha}}{|x - y|^{d+\alpha}} \, dx \, dy, \quad f, g \in C^1_0(\mathbb{R}^d),
$$

and $\mathcal{E}^{(k)}(f, g) := \mathcal{E}^{(k)}(f, g) + \beta \langle f, g \rangle_2$, $\beta > 0$. For convenience, we also define

$$
\tilde{\mathcal{E}}(f, g) = \int_{\mathbb{R}^d} f(x) b(x) \cdot \nabla g(x) \, dx, \quad f, g \in C^1_0(\mathbb{R}^d).
$$

It is easy to see that $\tilde{\mathcal{E}}(f, g) = -\tilde{\mathcal{E}}(g, f)$ as well as $\mathcal{E}^{(k)}(f, g) = \mathcal{E}^{(0)}(f, g) + k \tilde{\mathcal{E}}(f, g)$, $f, g \in C^1_0(\mathbb{R}^d)$.

Let $\Omega \subset \mathbb{R}^d$ be a bounded open set. It is clear that $C^1_0(\Omega)$ is $\mathcal{E}$-dense in $\mathcal{F}^\Omega$ for any $\beta > 0$, thus Theorem [11] is still true if we replace $\mathcal{F}^\Omega$ with $C^1_0(\Omega)$ in the definition of $\mathcal{N}_{\Omega, \delta}$, $\delta = 0, 1$. Therefore, by (1.2) and $\text{div}(b) = 0$ we obtain that

$$
\begin{align*}
\beta \\
= \inf_{f \in \mathcal{N}_{\Omega, 0}} \sup_{g \in \mathcal{N}_{\Omega, 0}} \left\{ \mathcal{E}^{(0)}(f + g, f - g) + k \tilde{\mathcal{E}}(f + g, f - g) \right\} \\
= \inf_{f \in \mathcal{N}_{\Omega, 0}} \sup_{g \in \mathcal{N}_{\Omega, 0}} \left\{ \mathcal{E}^{(0)}(f, f) - \mathcal{E}^{(0)}(g, g) - 2k \tilde{\mathcal{E}}(f, g) \right\} \\
= \inf_{f \in \mathcal{N}_{\Omega, 0}} \sup_{g \in \mathcal{N}_{\Omega, 0}} \left\{ \mathcal{E}^{(0)}(f, f) - \mathcal{E}^{(0)}(g, g) - (-2k) \tilde{\mathcal{E}}(f, g) \right\} \\
= \frac{\beta}{\int_{\Omega} (1 - \mathbb{E}_x[\exp(-\beta \tau^{(k)}_\Omega)]) \, dx}.
\end{align*}
$$

Here we did a change of variable $g \rightarrow -g$ in the third equality. Hence, this equality coupled with the fact that $\Omega$ is bounded, leads to (2.17).

Next fix $\beta > 0$. For $k \in [0, k_0]$ and $f \in \mathcal{N}_{\Omega, 1}$, we claim that the supremum in (2.18) is attained by $g \in \mathcal{N}_{\Omega, 0}$ satisfying $\tilde{\mathcal{E}}(f, g) \leq 0$. To see this, note that for $g \in \mathcal{N}_{\Omega, 0}$ with $\tilde{\mathcal{E}}(f, g) \geq 0$,

$$
\mathcal{E}^{(0)}(f, f) - \mathcal{E}^{(0)}(g, g) - 2k \tilde{\mathcal{E}}(f, g) \leq \mathcal{E}^{(0)}(f, f) - \mathcal{E}^{(0)}(g, g) - 2k \mathcal{E}^{(0)}(f, -g).
$$

Combining this claim with the fact that $k \rightarrow -2k \mathcal{E}^{(0)}(f, g)$ is non-decreasing in $[0, k_0]$ for $g \in \mathcal{N}_{\Omega, 0}$ with $\mathcal{E}^{(0)}(f, g) \leq 0$, we see that $\int_{\Omega} \mathbb{E}_x[\exp(-\beta \tau^{(k)}_\Omega)] \, dx$ is non-decreasing for $k \in [0, k_0]$.

Applying similar arguments to (1.3), we obtain the assertions for the mean exit time.

In the following, we consider another family of operators defined by

$$
\mathcal{L}_{\kappa, \epsilon} = \kappa \nabla \cdot a \nabla + \epsilon \Delta^{n/2}, \quad \kappa, \epsilon > 0.
$$
It can be checked that $L_{\kappa, \epsilon}$ is self-adjoint in $L^2(\mathbb{R}^d, dx)$. Under (B1), we have a family of processes $X^{(\kappa, \epsilon)}$ with generator $L_{\kappa, \epsilon}$ for $\kappa, \epsilon > 0$. For any open set $\Omega \subset \mathbb{R}^d$, denote $\tau^{(\kappa, \epsilon)}_{\Omega}$ by the exit time of process $X^{(\kappa, \epsilon)}$.

Thanks to the variational formulas for the exit time again, a comparison theorem for processes $X^{(\kappa, \epsilon)}$, $\kappa, \epsilon > 0$ is presented as follows.

**Theorem 2.4.** Assume that $L_{\kappa, \epsilon}$, $\kappa, \epsilon > 0$ defined in (2.19) satisfy (B1). Let $\Omega \subset \mathbb{R}^d$ be a bounded open set. Then for any $\beta > 0$, $\int_{\Omega} \mathbb{E}_x[\exp(-\beta \tau^{(\kappa, \epsilon)}_{\Omega})]dx$ is non-decreasing and $\int_{\Omega} \mathbb{E}_x[\tau^{(\kappa, \epsilon)}_{\Omega}]dx$ is non-increasing for both $\kappa$ and $\epsilon$.

**Proof.** For fixed $\kappa, \epsilon > 0$, since $L_{\kappa, \epsilon}$ is self-adjoint in $L^2(\mathbb{R}^d, dx)$, the associated Dirichlet form $E_{\kappa, \epsilon}(f, g) := \kappa \int_{\mathbb{R}^d} \nabla f(x) \cdot a(x) \nabla g(x)dx + \epsilon \int \int_{x \neq y} (f(x) - f(y))(g(x) - g(y)) \frac{c_{d, \alpha}}{|x - y|^{d+\alpha}}dxdy$ is symmetric. So it follows from Corollary 1.3 that

$$\frac{\beta}{\int_{\Omega}(1 - \mathbb{E}_x[\exp(-\beta \tau^{(\kappa, \epsilon)}_{\Omega})])dx} = \inf_{f \in \mathcal{A}_{\Omega, 1}} \mathcal{E}_{\beta}^{(\kappa, \epsilon)}(f, f) \quad \text{for} \ \beta > 0,$$

where $\mathcal{E}_{\beta}^{(\kappa, \epsilon)}(\cdot, \cdot) := \mathcal{E}^{(\kappa, \epsilon)}(\cdot, \cdot) + \beta \langle \cdot, \cdot \rangle_2$, and

$$\left(\int_{\Omega} \mathbb{E}_x[\tau^{(\kappa, \epsilon)}_{\Omega}]dx\right)^{-1} = \inf_{f \in \mathcal{A}_{\Omega, 1}} \mathcal{E}^{(\kappa, \epsilon)}(f, f).$$

Therefore, the monotonicity of the Laplace transform of the exit time and the mean exit time follows by the definition of $\mathcal{E}^{(\kappa, \epsilon)}$ directly. \qed

### 3 The exit time of reversible ergodic Markov processes

We consider reversible ergodic Markov processes in this section. In Subsection 3.1 we give a proof of Theorem 1.4, while Subsection 3.2 is devoted to the proof of Corollary 1.6 and some interesting estimates of the exit time. In final part of this section, we introduce an example.

#### 3.1 Proof of Theorem 1.4

To prove Theorem 1.4 we first begin with some preparation. Recall that $Y = (Y_t)_{t \geq 0}$ is a right-continuous reversible ergodic strong Markov process on the Polish space $(E, \mathcal{B}(E))$ with transition kernel $P_t(x, dy), t \geq 0, x, y \in E$ and stationary distribution $\pi$. Let $L^2(E, \pi)$ be the space of square integrable functions with usual scalar product $\langle \cdot, \cdot \rangle_{2, \pi}$ and norm $\| \cdot \|_{2, \pi}$. Let $(L, \mathcal{D}(L))$ be the infinitesimal generator of the process $Y$ in $L^2(E, \pi)$. The associated Dirichlet form $E_{\pi}$ is defined by the completion of the bilinear form

$$(f, g) \mapsto \langle -Lf, g \rangle_{2, \pi}, \quad f, g \in \mathcal{D}(L)$$
with respect to the norm $(\langle -L, \cdot \rangle_{2,\pi} + \| \cdot \|_{2,\pi})^{1/2}$, and

$$\mathcal{D}(\mathcal{E}_\pi) := \{ f \in L^2(E, \pi) : \mathcal{E}_\pi(f, f) < \infty \}.$$ 

For any $\beta \in \mathbb{R}$, define

$$\mathcal{E}_{\pi,\beta}(f, g) = \mathcal{E}_\pi(f, g) + \beta \langle f, g \rangle_{2,\pi}, \quad f, g \in \mathcal{D}(\mathcal{E}_\pi).$$

It is obvious that $\mathcal{E}_{\pi,0}(\cdot, \cdot) = \mathcal{E}_\pi(\cdot, \cdot)$. Throughout this section, we assume that $(\mathcal{E}_\pi, \mathcal{D}(\mathcal{E}_\pi))$ is regular.

For any open set $\Omega \subset E$, we also denote $\tau_\Omega$ the exit time of process $Y$ from $\Omega$. Recall that $\lambda_0(\Omega)$ and $\lambda_1$, defined in (1.6) and (1.7), are the optimal constants of local Poincaré inequality on $\Omega$ and Poincaré inequality respectively.

Now fix an open set $\Omega \subset E$ and $\beta \in \mathbb{R}$. Consider the following Poisson’s equation

$$
\begin{aligned}
(\beta - L)u &= 1, & & \text{in } \Omega; \\
u &= 0, & & \text{q.e. on } \Omega^c.
\end{aligned}
$$

(3.1)

A function $u_\beta \in \mathcal{D}(\mathcal{E}_\pi)$ with $u_\beta = 0$ q.e. on $\Omega^c$ is called the weak solution of (3.1) if

$$\mathcal{E}_{\pi,-\beta}(u_\beta, f) = \pi(f) \quad \text{for all } f \in \mathcal{D}(\mathcal{E}_\pi) \text{ with } \tilde{f} = 0 \text{ q.e. on } \Omega^c.$$ 

(3.2)

By a modification of the proof of [25, Theorem 2.1], we have the following lemma.

**Lemma 3.1.** Let $\Omega \subset E$ be an open set and assume that $\lambda_0(\Omega) > 0$. Then for any $\beta \in (-\infty, 0) \cup (0, \lambda_0(\Omega))$, $(\mathbb{E}_x[\exp(\beta \tau_\Omega)] : x \in E)$ is in $\mathcal{D}(\mathcal{E}_\pi)$. Furthermore, $v_\beta := ((\mathbb{E}_x[\exp(\beta \tau_\Omega)] - 1)/\beta : x \in E)$ is a weak solution of (3.1).

**Proof.** For $\beta < 0$, the desired result is obvious from [25, Theorem 2.1]. So it suffices to consider the case $\beta \in (0, \lambda_0(\Omega))$ here.

Let $\chi \in C^3(\mathbb{R})$ such that $\chi \geq 0$, $\chi' \leq 0$, $\chi(s) = 1, s \leq 0$ and $\chi(s) = 0, s \geq 1$. Let $\theta \in C^3(\mathbb{R}_+)$ satisfy $\theta' \geq 0$ and $\theta(s) = 1, s \geq 1$. Define

$$\rho_t(s) = \theta(ts) \int_0^s \beta \exp(\beta r) \chi(r - t)dr, \quad s \geq 0, \quad t \geq 1,$$

and $h_{\rho_t}(x) = \mathbb{E}_x[\rho_t(\tau_\Omega)]$ for $x \in E$. By (1.5) and [25, Corollary 2.1 and (10)], there exists a constant $C > 0$ such that

$$\pi(h_{\rho_t}^2) \leq \frac{1}{\lambda_0(\Omega)} \mathcal{E}_\pi(h_{\rho_t}, h_{\rho_t}) = \frac{1}{\lambda_0(\Omega)} \langle h_{\rho_t'}, h_{\rho_t} \rangle_\pi \leq \frac{\beta}{\lambda_0(\Omega)} \pi(h_{\rho_t}^2) + \frac{C}{\lambda_0(\Omega)} \pi(h_{\rho_t}),$$

which implies that

$$\left(1 - \frac{\beta}{\lambda_0(\Omega)}\right) \pi(h_{\rho_t}^2) \leq \frac{C}{\lambda_0(\Omega)} \pi(h_{\rho_t}).$$

Moreover, it follows by the Jensen’s inequality that $\pi(h_{\rho_t}) \leq \| h_{\rho_t} \|_{2,\pi}$. Thus combining the above inequalities with the setting $0 < \beta < \lambda_0(\Omega)$, we have that

$$\| h_{\rho_t} \|_{2,\pi} \leq \frac{C}{\lambda_0(\Omega) - \beta} < \infty.$$
That is, the $L^2$-norms of functions $h_{\rho_t}, t \geq 1$ are uniformly bounded. This, together with the fact that $\rho_t$ is increasing to function $\rho(s) = \exp(\beta s) - 1$ as $t \to \infty$, yields that

$$h_\rho(x) := \mathbb{E}_x[\exp(\beta \tau_\Omega)] - 1, \quad x \in E$$

belongs to $L^2(E, \pi)$, and $h_{\rho_t} \to h_\rho$ as $t \to \infty$ in $L^2(E, \pi)$. Furthermore, from the similar argument in [25, p.77], we see that $h_{\rho_t}$ converges weakly to $h_\rho$ with respect to $\mathcal{E}_{\pi,1}$ as $t \to \infty$. Hence $h_\rho \in \mathcal{D}(\mathcal{E}_\pi)$.

Next for any $f \in \mathcal{D}(\mathcal{E}_\pi)$ with $\tilde{f} = 0$ q.e. on $\Omega^c$, since $(\mathcal{E}_\pi, \mathcal{D}(\mathcal{E}_\pi))$ is regular, there exists a sequence of functions $(f_n)_{n \geq 1} \subset C_0(\Omega) \cap \mathcal{D}(\mathcal{E}_\pi)$ such that $f_n \to f$ with respect to $\mathcal{E}_{\pi,1}$ as $n \to \infty$. Thus combining this fact with the above analysis and the argument in [25, p.77] gives the desired result.

**Remark 3.2.** In [25, Theorem 2.1], the authors showed that

$$(\mathbb{E}_x[\exp(\beta \tau_\Omega)], x \in E) \in \mathcal{D}(\mathcal{E}_\pi) \quad \text{for all } 0 < \beta < \lambda_1 \pi(\Omega^c)$$

if $\pi(\Omega^c) > 0$. Since by the proof of [11, Theorem 3.1] or [8, Theorem 4.10],

$$\lambda_0(\Omega) \geq \lambda_1 \pi(\Omega^c) \quad \text{if } \pi(\Omega^c) > 0, \quad (3.3)$$

Lemma 3.1 provides a more general result.

With the above preparation in hand, we are ready to prove Theorem 1.4.

**Proof of Theorem 1.4.** Let us first consider the case that $\beta \in (0, \lambda_0(\Omega))$ if $\lambda_0(\Omega) > 0$. According to Lemma 3.1, $v_\beta := ((\mathbb{E}_x[\exp(\beta \tau_\Omega)] - 1)/\beta : x \in E)$ is a weak solution of (3.1). Further, $\overline{v}_\beta := \frac{v_\beta}{\pi(v_\beta)} \in \mathcal{N}_{\Omega,1}^\pi$. Thus for any $f \in \mathcal{D}(\mathcal{E}_\pi)$ with $\tilde{f} = 0$ q.e. on $\Omega^c$,

$$\mathcal{E}_{\pi,\beta}(\overline{v}_\beta, f) = \frac{1}{\pi(v_\beta)} \pi(f). \quad (3.4)$$

In particular,

$$\mathcal{E}_{\pi,\beta}(\overline{v}_\beta, \overline{v}_\beta) = \frac{1}{\pi(v_\beta)} = \frac{\beta}{\mathbb{E}_x[\exp(\beta \tau_\Omega)] - 1}. \quad (3.5)$$

For any $f \in \mathcal{N}_{\Omega,1}$, let $f_1 = f - \overline{v}_\beta$. Then $f_1 \in \mathcal{D}(\mathcal{E}_\pi)$ with $\tilde{f}_1 = 0$ q.e. on $\Omega^c$ and $\pi(f_1) = 0$ by $\overline{v}_\beta \in \mathcal{N}_{\Omega,1}^\pi$. Since $L$ is self-adjoint with respect to $\pi$, we combine with (3.1) to obtain

$$\mathcal{E}_{\pi,\beta}(f, f) = \mathcal{E}_{\pi,\beta}(f_1 + \overline{v}_\beta, f_1 + \overline{v}_\beta) = \mathcal{E}_{\pi,\beta}(f_1, f_1) + \mathcal{E}_{\pi,\beta}(\overline{v}_\beta, \overline{v}_\beta) \geq \mathcal{E}_{\pi,\beta}(\overline{v}_\beta, \overline{v}_\beta), \quad (3.6)$$

where in the last inequality we used the fact that

$$\mathcal{E}_{\pi,\beta}(f_1, f_1) = \mathcal{E}_{\pi}(f_1, f_1) - \beta \pi(f_1^2) \geq (\lambda_0(\Omega) - \beta) \pi(f_1^2) \geq 0$$

for $0 < \beta < \lambda_0(\Omega)$. So the desired assertion follows by (3.5)–(3.6).

We now consider the case that $\beta \geq \lambda_0(\Omega)$. It is known that $\mathbb{E}_x[\exp(\beta \tau_\Omega)] = \infty$ for $\beta \geq \lambda_0(\Omega)$ (see e.g. [15, 27]). So in this case, the left-hand side of (1.4) is equal to zero. Moreover, by the definition of $\lambda_0(\Omega)$, one could see that for any $\epsilon > 0$, there exists function...
Let $\pi \in \mathcal{D}(\mathcal{E}_\pi)$ with $\tilde{f}_\epsilon = 0$ q.e. on $\Omega^c$ and $\pi(f_\epsilon^2) = 1$ such that $\mathcal{E}_\pi(f_\epsilon, f_\epsilon) \leq (\lambda_0(\Omega) + \epsilon)$. Therefore, for $\beta > \lambda_0(\Omega)$, by taking $\epsilon < \beta - \lambda_0(\Omega)$, we have that
\[
\mathcal{E}_{\pi, -\beta}(\frac{f_\epsilon}{\pi(f_\epsilon)}, \frac{f_\epsilon}{\pi(f_\epsilon)}) \leq (\lambda_0(\Omega) - \beta + \epsilon) \frac{1}{\pi(f_\epsilon)^2} < 0.
\]
Thus the right-hand side of (1.11) is also zero when $\beta > \lambda_0(\Omega)$. Furthermore, since $\beta \rightarrow \mathcal{E}_{\pi, -\beta}(\tilde{f}, \tilde{f})$ is continuous, our assertion holds true for $\beta = \lambda_0(\Omega)$.

Under the ergodicity, for fixed open set $\Omega \subset E$ with $\pi(\Omega^c) > 0$, we see that for $\pi$-a.e. $x$, $\mathbb{E}_x\tau_\Omega < \infty$ by a similar argument in the proof of [29, Lemma 2.1]. This implies that the Dirichlet form $(\mathcal{E}_{\pi}^\Omega, \mathcal{P}(\mathcal{E}_{\pi}^\Omega))$, defined by $\mathcal{E}_{\pi}^\Omega = \mathcal{E}_{\pi}$ on $\mathcal{P}(\mathcal{E}_{\pi}^\Omega) := \{f \in \mathcal{P}(\mathcal{E}_{\pi}) : \tilde{f} = 0\}$ q.e. on $\Omega^c$, is transient. Thus similar to Theorem 1.1 we obtain the following variational formulas for the Laplace transform of the exit time and the mean exit time starting from $\pi$. The proof, which we omit, is almost same as that of Theorem 1.1.

**Theorem 3.3.** Let $\Omega \subset E$ be an open set. Then for any $\beta > 0$,
\[
\frac{\beta}{1 - \mathbb{E}_\pi[\exp(-\beta \tau_\Omega)]} = \inf_{f \in \mathcal{N}_{\Omega,1}^\pi} \mathcal{E}_{\pi, \beta}(f, f).
\]
Additionally, if $\pi(\Omega^c) > 0$, then
\[
\frac{1}{\mathbb{E}_\pi[\tau_\Omega]} = \inf_{f \in \mathcal{N}_{\Omega,1}^\pi} \mathcal{E}_\pi(f, f).
\]

### 3.2 Bounds for the exit time

In the literature, the relation of the exponential moments of the exit (hitting) time and (local) Poincaré inequality is an important topic in ergodic theory (see e.g. [9] for Markov chains and [25] for symmetric Markov processes). As we have seen in Lemma 3.1 some qualitative analysis of them is provided. Indeed, from Theorem 1.1 we could prove Corollary 1.6 which presents some quantitative inequalities between the exponential moments of the exit time, $\lambda_0(\Omega)$ and $\lambda_1$ as follows.

**Proof of Corollary 1.6.** We consider the upper bound first. For any function $f \in \mathcal{N}_{\Omega,1}^\pi$, let $g = f/||f||_{2,\pi}$, then $\pi(g^2) = 1$ and $\tilde{g} = 0$ q.e. on $\Omega^c$. So by the definition of $\lambda_0(\Omega)$, we arrive at $\mathcal{E}_\pi(g, g) \geq \lambda_0(\Omega)$, i.e., $\mathcal{E}_\pi(f, f) \geq \lambda_0(\Omega)\pi(f^2)$. Hence, for any $0 < \beta < \lambda_0(\Omega)$,
\[
\inf_{f \in \mathcal{N}_{\Omega,1}^\pi} \mathcal{E}_{\pi, -\beta}(f, f) \geq (\lambda_0(\Omega) - \beta) \inf_{f \in \mathcal{N}_{\Omega,1}^\pi} \pi(f^2) \geq \lambda_0(\Omega) - \beta,
\]
where in the second inequality we used the fact $\pi(f^2) \geq \pi(f)^2 = 1$ for $f \in \mathcal{N}_{\Omega,1}^\pi$. Thus (1.8) follows immediately from Theorem 1.1. Additionally if $\lambda_1 > 0$ and $\pi(\Omega^c) > 0$, (1.9) is obtained by (1.8) and (3.3) together.

Next we turn to the lower bound. By the definition of $\phi$, we have
\[
\mathcal{E}_\pi(\phi, \phi) = \lambda_0(\Omega)\pi(\phi^2).
\]
It is obvious that (1.11) holds if $\pi(\phi) = 0$, thus it suffices to consider the case that $\pi(\phi) \neq 0$. Indeed, since $\phi/\pi(\phi) \in \mathcal{N}_{\Omega,1}^\pi$, from Theorem 1.1 we have
\[
\frac{\beta}{\mathbb{E}_\pi[\exp(\beta \tau_\Omega)]} - 1 \leq \frac{\mathcal{E}_{\pi, -\beta}(\phi, \phi)}{\pi(\phi)^2} = \frac{(\lambda_0(\Omega) - \beta)\pi(\phi^2)}{\pi(\phi)^2}
\]
for $0 < \beta < \lambda_0(\Omega)$, which yields (1.11).
Remark 3.4. (1) We note that according to [27, Theorem 2.2] with $f = 1$ and $r(t) = \exp(\beta t)$, it also has
\[
\frac{\mathbb{E}_\pi[\exp(\beta \tau_\Omega)] - 1}{\beta} = \int_0^\infty \exp(\beta t)\|P_t^\Omega\|_{L_2^n}^2 dt \leq \frac{1}{\lambda_0(\Omega) - \beta},
\]
where $P_t^\Omega$ is the semigroup of process $Y$ killed upon leaving $\Omega$. In Corollary 1.6, we obtained the same upper bounds by a new proof.

(2) Since $\mathbb{E}_\pi[\exp(-\beta \tau_\Omega)] \geq 1/\mathbb{E}_\pi[\exp(\beta \tau_\Omega)]$ for all $\beta > 0$, (1.8) yields that
\[
\mathbb{E}_\pi[\exp(-\beta \tau_\Omega)] \geq 1 - \frac{\beta}{\lambda_0(\Omega)}, \quad \text{for } 0 < \beta < \lambda_0(\Omega).
\]

In Corollary 3.5 below, we will provide a more precise lower bound for the Laplace transform of the exit time by its variational formula directly.

**Corollary 3.5.** Let $\Omega \subset E$ be an open set and assume that $\lambda_0(\Omega) > 0$. Then the following statements hold.

(1) For all $\beta > 0$,
\[
\mathbb{E}_\pi[\exp(-\beta \tau_\Omega)] \geq 1 - \frac{\beta}{\lambda_0(\Omega) + \beta} \quad \text{and} \quad \mathbb{E}_\pi[\tau_\Omega] \leq 1/\lambda_0(\Omega).
\]

(2) If there exists a weak solution $\phi$ of (1.10), then for all $\beta > 0$,
\[
\mathbb{E}_\pi[\exp(-\beta \tau_\Omega)] \leq 1 - \frac{\beta \pi(\phi)^2}{(\lambda_0(\Omega) + \beta) \pi(\phi^2)} \quad \text{and} \quad \mathbb{E}_\pi[\tau_\Omega] \geq \frac{\pi(\phi)^2}{\lambda_0(\Omega) \pi(\phi^2)}. \quad (3.8)
\]

**Proof.** (1) Applying the similar arguments in the proof of Corollary 1.6 to Theorem 3.3, we get that
\[
\frac{\beta}{1 - \mathbb{E}_\pi[\exp(-\beta \tau_\Omega)]} = \inf_{f \in N_{\pi,1}^\Omega} \left[ \left( \frac{\mathbb{E}_\pi(f, f)}{\pi(f^2)} + \beta \right) \pi(f^2) \right] \geq \lambda_0(\Omega) + \beta. \quad (3.9)
\]

We turn to the mean exit time. Observe that
\[
\frac{1 - \exp(-\beta \tau_\Omega)}{\beta} \leq \tau_\Omega \quad \text{and} \quad \lim_{\beta \to 0} \frac{1 - \exp(-\beta \tau_\Omega)}{\beta} = \tau_\Omega,
\]
thus it follows from the dominated convergence theorem that
\[
\mathbb{E}_\pi[\tau_\Omega] = \lim_{\beta \to 0} \frac{1 - \mathbb{E}_\pi[\exp(-\beta \tau_\Omega)]}{\beta}. \quad (3.10)
\]
Hence, by letting $\beta \to 0$ in (3.9), we obtain that $\mathbb{E}_\pi[\tau_\Omega] \leq 1/\lambda_0(\Omega)$.

(2) Suppose that there exists a weak solution $\phi$ of (1.10) so that (3.7) holds. We only need to consider the case that $\pi(\phi) \neq 0$ since (3.8) is obvious if $\pi(\phi) = 0$. Combining Theorem 3.3 with $\phi/\pi(\phi) \in N_{\pi,1}^\Omega$ and (3.7),
\[
\frac{\beta}{1 - \mathbb{E}_\pi[\exp(-\beta \tau_\Omega)]} \leq \frac{\mathbb{E}_{\pi,\beta}(\phi, \phi)}{\pi(\phi^2)} = \frac{(\lambda_0(\Omega) + \beta) \pi(\phi^2)}{\pi(\phi^2)}
\]
for all $\beta > 0$. By similar arguments in (1) for the mean exit time, the proof is complete. \qed
Remark 3.6. (1) If $\lambda_1 > 0$ and $\pi(\Omega^c) > 0$, then Corollary 3.5 together with (3.3) implies that
\[
E_\pi[\exp(-\beta \tau_\Omega)] \geq 1 - \frac{\beta}{\lambda_1 \pi(\Omega^c) + \beta} \quad \text{and} \quad E_\pi[\tau_\Omega] \leq \frac{1}{\lambda_1 \pi(\Omega^c)}.
\]

(2) When $\lambda_0(\Omega) > 1$, by combining Corollaries 1.6 and 3.5, we could obtain an interesting inequality
\[
\sum_{n=0}^{\infty} \frac{E_\pi[\tau_\Omega^{2n+1}]}{(2n+1)!} \leq \frac{\lambda_0(\Omega)}{(\lambda_0(\Omega) - 1)(\lambda_0(\Omega) + 1)},
\]

since $2\sum_{n=0}^{\infty} \frac{E_\pi[\tau_\Omega^{2n+1}]}{(2n+1)!} = E_\pi[\exp(\tau_\Omega)] - E_\pi[\exp(-\tau_\Omega)]$.

Next, from Corollaries 1.6 and 3.5, we will present some estimates of the exit time by Lyapunov conditions.

**Corollary 3.7.** Under the conditions given in Corollary 1.6 and assume that there exists a Lyapunov function $\varphi$ which is locally bounded below satisfying $\varphi = 0$ on $\Omega^c$, $\varphi|\Omega > 0$ and
\[
\delta := -\sup_{\Omega} \frac{L\varphi}{\varphi} > 0.
\]
We also assume that the eigenfunction of $L$ corresponding to $\lambda_0(\Omega)$ is locally bounded above. Then
\[
E_\pi[\tau_\Omega] \leq 1/\delta, \quad E_\pi[\exp(\beta \tau_\Omega)] \leq 1 + \frac{\beta}{\delta - \beta} \quad \text{for } 0 < \beta < \delta,
\]
and
\[
E_\pi[\exp(-\beta \tau_\Omega)] \geq 1 - \frac{\beta}{\delta + \beta} \quad \text{for } \beta > 0.
\]

**Proof.** Note that by [39, Theorem 3.2], $\lambda_0(\Omega) \geq \delta$, thus the conclusion is obtained by Corollaries 1.6 and 3.5. \qed

### 3.3 An example of reversible diffusion processes on manifold

Let $M$ be a $d$-dimensional connected complete Riemannian manifold with Riemannian metric $\rho$ and Riemannian volume $d\pi$. Consider an operator $L = \Delta + \nabla V \cdot \nabla$ where $V \in C^2(M)$, and let $Y$ be an ergodic diffusion process on $M$ with the generator $L$ and the stationary distribution $\pi(d\pi) = \exp(V(x))d\pi / \int_M \exp(V(x))d\pi$. For fixed $o \in M$, let $\rho(x)$ be the Riemannian distance function from $o$, and let $\text{cut}(o)$ be the cut-locus. Assume that either $\partial M$ is bounded or $M$ is convex. In this case, the associated Dirichlet form is given by
\[
\mathcal{E}_\pi(f, g) = \int_M \nabla f \cdot \nabla g d\pi \quad \text{and} \quad \mathcal{D}(\mathcal{E}_\pi) = C^1(M) \cap L^2(M, \pi).
\]

Applying Corollaries 1.6 and 3.5 with the variational formula of $\lambda_0(\cdot)$ in [39, Theorem 1.2], some estimates of the exit time are obtained as follows.
Corollary 3.8. Fix $r > 0$ and let $\Omega = B^c_r := \{x \in M : \rho(x) > r\}$ with $\pi(\Omega^c) > 0$ and $\partial \Omega \neq \emptyset$. Denote

$$\gamma(r) = \sup_{\rho(x)=r, x \notin \text{cut}(o)} L\rho(x) \quad \text{and} \quad C(r) = \int_1^r \gamma(s) ds.$$  

Assume that

$$\delta_r := \sup_{t \geq r} \int_r^t \exp(-C(l)) dl \int_t^\infty \exp(C(s)) ds < \infty. \tag{3.11}$$

Then $\mathbb{E}_\pi[\tau_O] \leq 4\delta_r$,

$$\mathbb{E}_\pi[\exp(\beta \tau_O)] \leq 1 + \frac{4\beta\delta_r}{1 - 4\beta\delta_r} \quad \text{for } 0 < \beta < 1/(4\delta_r)$$

and

$$\mathbb{E}_\pi[\exp(-\beta \tau_O)] \geq 1 - \frac{4\beta\delta_r}{1 + 4\beta\delta_r} \quad \text{for } \beta > 0.$$

Proof. First, by [39, Theorem 1.2], for any positive function $f \in C[r, \infty)$ we have

$$\lambda_0(\Omega) \geq \inf_{t \geq r} f(t) \left( \int_r^t \exp(-C(l)) dl \int_l^\infty \exp(C(s)) f(s) ds \right)^{-1}. \tag{3.12}$$

Denote $\varphi(t) = \int_r^t \exp(-C(l)) dl$ and take $f(t) = \sqrt{\varphi(t)}$ in (3.12). From the integration by parts, for $l \geq r$ we see that

$$\int_l^\infty \exp(C(s)) f(s) ds = -\int_l^\infty \sqrt{\varphi(s)} d \left( \int_s^\infty \exp(C(t)) dt \right) \leq \frac{\delta_r}{\sqrt{\varphi(l)}} + \frac{\delta_r}{2} \int_l^\infty \frac{\varphi'(s)}{\varphi^{3/2}(s)} ds,$$

which implies that

$$\int_l^\infty \exp(C(s)) f(s) ds \leq \frac{2\delta_r}{\sqrt{\varphi(l)}} \quad \text{for all } l \geq r.$$

Hence,

$$\int_r^t \exp(-C(l)) dl \int_l^\infty \exp(C(s)) f(s) ds \leq 2\delta_r \int_r^t \frac{\exp(-C(l))}{\sqrt{\varphi(l)}} dl \leq 4\delta_r \sqrt{\varphi(t)}.$$

Combining this with (3.11)–(3.12), we obtain

$$\lambda_0(\Omega) \geq 1/(4\delta_r) > 0. \tag{3.13}$$

So plugging (3.13) into (1.8) yields that

$$\mathbb{E}_\pi[\exp(\beta \tau_O)] \leq 1 + \frac{4\beta\delta_r}{1 - 4\beta\delta_r} \quad \text{for } 0 < \beta < 1/(4\delta_r).$$

The rest of assertions can be obtained by applying (3.13) to Corollar 3.5. $\square$
Appendix. A simple property of “q.e.”

Let $\Omega \subset E$ be an open set, and assume that $f = 0$ and $g = 0$ q.e. on $\Omega^c$. In the following, we claim that $f \pm g = 0$ q.e. on $\Omega^c$.

Indeed, since $f = 0$ and $g = 0$ q.e. on $\Omega^c$, there exist $N_1, N_2 \subset \Omega^c$, with $\text{Cap}^\alpha(N_1) = \text{Cap}^\alpha(N_2) = 0$, such that $f = 0$ on $\Omega^c \setminus N_1$ and $g = 0$ on $\Omega^c \setminus N_2$. Hence, we obtain that

$$f \pm g = 0 \quad \text{on} \quad \Omega^c \setminus (N_1 \cup N_2).$$

We now prove that $\text{Cap}^\alpha(N_1 \cup N_2) = 0$, therefore the claim holds. By the definition of capacity (see e.g. [3], (2.1.9)), there exist sequences of open sets $(D_{i,n})_{n \geq 1}, i = 1, 2$, such that $N_i \subset D_{i,n}$ and

$$\text{Cap}^\alpha(D_{i,n}) \downarrow \text{Cap}^\alpha(N_i).$$

Set $D_n = D_{1,n} \cup D_{2,n}$, then $N_1 \cup N_2 \subset D_n$. It follows from [3], Lemma 2.1.2] that

$$\text{Cap}^\alpha(D_n) \leq \text{Cap}^\alpha(D_{1,n}) + \text{Cap}^\alpha(D_{2,n}),$$

which implies that $\text{Cap}^\alpha(N_1 \cup N_2) = 0$ by the definition of capacity again.
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