Abstract

As 3D scanning solutions become increasingly popular, several deep learning setups have been developed geared towards that task of scan completion, i.e., plausibly filling in regions there were missed in the raw scans. These methods, however, largely rely on supervision in the form of paired training data, i.e., partial scans with corresponding desired completed scans. While these methods have been successfully demonstrated on synthetic data, the approaches cannot be directly used on real scans in absence of suitable paired training data. We develop a first approach that works directly on input point clouds, does not require paired training data, and hence can directly be applied to real scans for scan completion. We evaluate the approach qualitatively on several real-world datasets (ScanNet, Matterport, KITTI), quantitatively on 3D-EPN shape completion benchmark dataset, and demonstrate realistic completions under varying levels of incompleteness.

1 Introduction

Robust, efficient, and scalable solutions now exist for easily scanning large environments and workspaces [6, 3]. The resultant scans, however, are often partial and have to be completed (i.e., missing parts have to be hallucinated and filled in) before they can be used in downstream applications, e.g., virtual walk-through, path planning, etc.

The most popular data-driven scan completion methods rely on paired supervision data, i.e., for each incomplete training scan, a corresponding complete data (e.g., voxels, point sets, etc.) is required. One way to establish such a shape completion network is then to train a suitably designed encoder-decoder architecture [8, 7]. The required
paired training data is obtained by virtually scanning 3D objects (e.g., SunCG [25], ShapeNet [4] datasets) to simulate occlusion effects. Such approaches, however, is unsuited for real scans where large volumes of paired supervision data remain difficult to collect. To the best of our knowledge, no point-based unpaired method exists that learns a mapping to translate noisy and incomplete point cloud from raw scans to clean and complete point sets.

In this paper, we propose an unpaired point-based scan completion method that can be trained without requiring explicit correspondence between partial point sets (e.g., raw scans) and example complete shape models (e.g., synthetic models). Note that the network does not require explicit examples of real complete scans and hence existing (unpaired) large-scale real 3D scan (e.g., [6, 3]) and virtual 3D object repositories (e.g., [25, 4]) can directly be leveraged as training data. Figure 1 shows some example scan completion produced by our framework.

We achieve this by designing a generative adversarial network (GAN) wherein a generator, i.e., an adaptation network, transforms the input into a suitable latent representation such that a discriminator cannot differentiate between the transformed latent variables and the latent variables obtained from training data (i.e., complete shape models). Intuitively, the generator is responsible for the key task of mapping raw partial point sets into clean and complete point sets, and the process is regularized by working in two different latent spaces that has separately learned manifolds of scanned and synthetic object data.

We demonstrate our method on several publicly available real-world scan datasets namely (i) ScanNet [6] chairs and tables; (ii) Matterport [3] chairs and tables; and (iii) KITTI [9] cars. In absence of suitable ground truth, we cannot directly compute accuracy for the completed scans. Hence, in order to quantitatively evaluate the performance of the network, we report numbers on a synthetic benchmark dataset [8] where completed versions are available to measure accuracy of completions. Finally, we compare our method against baseline methods to demonstrate the advantages of the proposed unpaired scan completion framework.

2 Related Work

Deep Learning on Point clouds Our method is built upon recent advances in deep neural networks for point clouds. PointNet [22] is the pioneer work in this field. For a input point set, it uses point-wise MLP layers, followed by a symmetric and permutation-invariant function to aggregate the information of the whole shape and obtain a compact global feature, which can then be for multiple tasks (e.g., classification and segmentation). Although many alternatives to PointNet have been proposed [27, 17, 23, 16, 37] to achieve higher performance, the simplicity and effectiveness of PointNet and its extension PointNet++ make it popular for many other tasks [34, 33, 35, 11].

Recently, [1] showed that their autoencoder network, which is derived from PointNet, is able to learn compact representations of point clouds. The author also performed a study of different generative models on point clouds to show the significant improvement of training GAN in the fixed latent space to generate point cloud from a random vector, over training on raw point clouds. Inspired by this work, we design a GAN to translate between two different latent spaces to perform unpaired shape completion.

Shape Completion With the advances of deep neural networks, many learning-based approaches have been proposed to address the shape completion task. Inspired by CNN based 2D image completion tasks, voxels along with associated 3D convolutional neural networks have been widely adopted for shape completion task in 3D [7, 8, 24, 12, 28, 31, 29]. As quantizing the shape to voxel grids will lead to geometric information loss, several recent approaches [36, 35, 1] that operate directly on point sets have been proposed for filling the missing part of the point sets.

However, these works require paired supervision, i.e., partial-complete paired data as input for training a parameterized model (usually a deep neural network) that directly maps the partial input to its ground truth shape. Since ground truth of real-world data is often unavailable, training and testing paired data is usually generated by a virtual synthesis procedure, and tested on synthetic datasets.

Realizing the gap between synthetically-generated data and real-world data, researchers have proposed to directly work on real-world data [26]. They also work in a latent space created for clean and complete data, but measure reconstruction loss using a maximum likelihood estimator. Instead, we propose two latent spaces, and use a GAN setup to learn the translation between the two spaces. Defining the reconstruction Hausdorff loss on point clouds allows us to directly work with point sets, instead of having to voxelize the input.

Generative Adversarial Network GAN [10] has been more and more popular and introduced into many other tasks since it was proposed. In 2D image domain, researchers have extended the adversarial training to recover richer information from low-resolution images or corrupted images [14, 30, 18, 20, 2, 32, 13]. In 3D context, [31, 29], where the authors combine 3D-CNN and generative adversarial training to complete voxel-CNN and generative adversarial training to complete voxel-based shapes under the supervision of ground truth data.
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3 Method

Given a noisy and partial point set $S = \{s_i\}$ as input, our goal is to lift the input to produce clean and complete point set $R = \{r_i\}$ as output. (Note that there is no explicit correspondence between the point sets $S$ and $R$ – the clean point set being complete is typically sparser than the partial input.) The challenge is to perform this lifting without paired training data. We achieve this by learning two separate point set manifolds, $\mathbb{X}_r$ for the scanned inputs and $\mathbb{X}_c$ for clean and complete shapes. Solving the shape completion problem then amounts to learning a mapping $\mathbb{X}_r \rightarrow \mathbb{X}_c$ between the two latent spaces. We train a generator $G_\theta$ to perform the mapping. In absence of paired training data, we score the generated output, i.e., the learned mapping by setting up a min-max game where the generator is trained to fool a discriminator $F_\psi$, whose goal is to differentiate between encoded clean and complete shapes, and mapped encodings of the raw/partial inputs. Figure 2 shows the setup of the proposed scan completion network. The latent space encoder/decoders, the mapping generator, and the discriminator are all trained as detailed next.

### 3.1 Learning latent spaces for point sets

First, we train two autoencoders (AE) that operate directly on the noisy-partial and clean-complete point sets, respectively. We work directly on the point sets instead of quantizing them to voxel grids or signed distance fields. For the noisy-partial point sets, we learn an encoder network $E^r_\eta$ that maps $S$ from the original parameter space $\mathbb{R}^{3N}$, defined by the concatenation of the coordinates of the $N$ points in $S$ (2048 in all our tests) to a lower-dimensional latent space $\mathbb{X}_r$. A decoder network $D^r_\psi$ performs the inverse transformation back to $\mathbb{R}^{3N}$, giving us a reconstructed point set $\hat{S}$ with $N$ points. Both networks are trained with reconstruction loss,

$$L^{\text{EMD}}(\gamma, \psi) = \mathbb{E}_{S \sim p_{raw}} d(S, D^r_\psi(E^r_\eta(S)))^2,$$

where $S \sim p_{raw}$ denotes point set samples drawn from the set of noisy and partial point sets, $d(X_1, X_2)$ is the Earth mover’s Distance (EMD) between point sets $X_1, X_2$, and $(\gamma, \psi)$ are the parameters of the encoder and decoder networks, respectively. Once trained, the weights of both networks are held fixed and the latent code $z = E^c_\gamma(X)$, $z \in \mathbb{X}_c$ for a raw input pointset $X$ provides a more suitable representation for subsequent training and implicitly captures the manifold of noisy-partial scans. The encoder and decoder blocks consist of MLPs and their details are provided in the supplementary.

The architecture of the encoder and decoder is similar to PointNet [1, 22]: using a 5-layer MLP to lift individual points to a deeper feature space, followed by a symmetric function to maintain permutation invariance. This results in a $k$-dimensional latent code that describes the entire point cloud ($k=128$ in all our experiments). The decoder simply transforms the latent vector using 3 fully connected layers, the first two having ReLUs, to reconstruct a $N \times 3$ point cloud.

Similarly, for point sets coming from the clean and complete point sets $P$, we train another encoder $E^c_\eta : P \rightarrow \mathbb{X}_c$ and decoder $D^c_\phi : \mathbb{X}_c \rightarrow \hat{P}$ pair that provides a latent parameterization $\mathbb{X}_c$ for the clean and complete point sets. Analogous to Eq. 1, the reconstruction loss is defined as,

$$L^{\text{EMD}}(\eta, \phi) = \mathbb{E}_{P \sim p_{\text{complete}}} d(P, D^c_\phi(E^c_\eta(P)))^2,$$

where $P \sim p_{\text{complete}}$ denotes point set samples drawn from clean and complete point sets.

\[\]
As demonstrated in the context of images [15], an encoder-decoder network implicitly performs denoising when trained on noisy images by regressing to the mean image as the low dimensionality of the latent space prevents it from modeling the high entropy noise. The idea naturally extends to point sets, and such an autoencoder $(E^r, D^c)$ can be used to denoise a noisy scan without requiring paired input, i.e., the denoised point set is given by $\tilde{S} = D^c(E^r(S))$. As shown in Figure 3, such an AE works well for denoising complete scans, but cannot be trained to perform scan completion, which is our goal. Hence, as described next, we propose a GAN setup to learn a mapping between the latent spaces of partial and complete scans, i.e., $\mathbb{X}_r \rightarrow \mathbb{X}_c$.

### 3.2 Learning a mapping between latent spaces

We setup a min-max game between a generator and a discriminator to perform the mapping between the latent spaces. The generator $G_\theta$ is trained to perform the mapping $\mathbb{X}_r \rightarrow \mathbb{X}_c$ such that the discriminator fails to reliably tell if the latent variable comes from $\mathbb{X}_c$ or the remapped $\mathbb{X}_r$. The generator and discriminator architecture details can be found in the supplementary material.

The latent representation of a noisy and partial scan $z_r = E^r(S)$ is mapped by the generator to $\tilde{z}_c = G_\theta(z_r)$. Then, the task of the discriminator $F_\chi$ is to distinguish between latent representations $\tilde{z}_c$ and $z_c = E^c(\mathcal{P})$.

We train the trajectory update network using an adversarial loss [10]. Given training examples of clean latent variables $z_c$ and remapped-noisy latent variables $\tilde{z}_c$, we seek to optimize the following adversarial loss over the mapping generator $G_\theta$ and a discriminator architecture $F_\chi$,

$$
\min_\theta \max_\chi \mathbb{E}_{x \sim p_{\text{clean-complete}}} \left[ \log \left( F_\chi(E^c_\eta(x)) \right) \right] + \mathbb{E}_{y \sim p_{\text{noisy-partial}}} \left[ \log \left( 1 - F_\chi(G_\theta(E^r_y(y)) \right) \right]. \quad (3)
$$

In our experiments, we found the least square GAN [19] to be easier to train and hence used the discriminator and generator losses as,

$$
\mathcal{L}_F(\chi) = \mathbb{E}_{x \sim p_{\text{clean-complete}}} \left[ F_\chi(E^c_\eta(x)) - 1 \right]^2 + \mathbb{E}_{y \sim p_{\text{noisy-partial}}} \left[ F_\chi(G_\theta(E^r_y(y))) \right]^2 
$$

$$
\mathcal{L}_G(\theta) = \mathbb{E}_{y \sim p_{\text{noisy-partial}}} \left[ F_\chi(G_\theta(E^r_y(y))) - 1 \right]^2. \quad (5)
$$

The above setup encourages the generator to perform the mapping $\mathbb{X}_r \rightarrow \mathbb{X}_c$ resulting in $D^c_\phi(\tilde{z}_c)$ to be a clean and complete point cloud $\mathcal{R}$. However, the generator is free to map the a noisy latent vector to any point on the manifold of valid shapes in $\mathbb{X}_c$, including shapes that are far from the original partial scan $S$. As shown in Figure 4, the result is a complete and clean point cloud that is not similar in shape to the partial scanned input. To prevent this, we add a reconstruction term to the generator loss:

$$
\mathcal{L}_G(\theta) = \alpha \mathbb{E}_{y \sim p_{\text{noisy-partial}}} \left[ F_\chi(G_\theta(E^r_y(y))) - 1 \right]^2 + \beta \mathcal{L}_{\text{recen}}(S, D^c_\phi(\tilde{z}_c)), \quad (6)
$$

where $\mathcal{L}_{\text{recen}}$ denotes the Hausdorff distance between two point sets and $\alpha, \beta$ are the trade-off parameters. Unless specified, we use $\alpha = 1, \beta = 1$ in all our experiments.

## 4 Experimental Evaluation

In this section, we present quantitative and qualitative experimental results with several noisy and partial datasets as input. First, to evaluate our method, we present our results on 3D-EPN dataset [8] which contains ground truth data for evaluation, and show comparisons to several baseline methods. Second, since the 3D-EPN dataset lacks of control of the point cloud incompleteness, we derive a synthetic dataset based on ShapeNet [4], on which we can investigate the performance of our method under different levels of input incompleteness. Last but not least, we conduct experiments on real-world datasets (ScanNet, Matterport and KITTI) as directly working on real-world data is the main stress of our work.
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Figure 4. Effect of unpaired scan completion without (Equation 5) and with Hausdorff Loss (Equation 6). Without the HL loss term, the network produces a clean point set for a complete chair, that is different in shape from the input. With the HL loss term, the network produces a clean point set that matches the input.

4.1 Datasets

Clean and Complete Point Sets are obtained by virtually scanning the models from ShapeNet. We use a subset of 4 categories, namely (chair, table, plane, and car), in our experiments. To generate clean and complete point set of a model, we virtually scan the models by performing ray-intersection test from virtual scanner cameras placed around the model to obtain dense point set, followed by a down-sampling procedure to obtain a relatively sparse point set of N points. Note that we use the models without any pose and scale augmentation.

This dataset is used for training to learn the clean and complete point set manifold in all our experiments. The following datasets of different data distributions serve as different partial input data to our method.

3D-EPN Dataset provides partial reconstructions of ShapeNet objects (8 categories) by using volumetric fusion method [5] to integrate depth maps scanned along a virtual scanning trajectory around the model. For each model, they generate a set of trajectories with different levels of incompleteness in order to reflect real-world scanning with a hand-held commodity RGB-D sensor. The entire dataset covers 8 categories and a total of 25590 object instances (the test set is composed of 5384 models). We take a subset of 4 categories (namely chair, table, plane, and car) from the training data of 3D-EPN dataset, and corresponding test data. Note that in the original 3D-EPN dataset, the data is represented in Signed Distance Field (SDF) for training data and Distance Field (DF) for test data. As our method works on pure point sets, we only use the point cloud representations of the training data provided by the authors, instead of using the SDF data, which holds richer information and is claimed in [8] to be crucial for completing partial data.

Synthetic Data Generation serves the purpose of having a control of the incompleteness of the partial input, in order to test the performance of our method under varying levels of incompleteness, we also use ShapeNet to generate a synthetic dataset, in which we can control the incompleteness of the synthetic partial point sets. To generate the partial input data with incompleteness control, we take a subset of 4 categories (chair, table, plane and car) of ShapeNet objects, for each category, we split the models into 90%/10% train/test sets. For each model, we have already scanned the clean and complete point set for it (as described earlier in this subsection), we randomly chose a point from its point set, and remove its N × r (r ∈ [0, 1]) nearest neighbor points. The parameter r controls the incompleteness of the synthetically-generated input. Furthermore, we add Gaussian noise \( N(\mu, \sigma^2) \) to each point (\( \mu=0 \) and \( \sigma=0.01 \) for all our experiments). Last, we duplicate the points in the resulting point sets to generate point sets with equal number of N points.

Real-world Data comes from three sources. The first one is derived from Scannet dataset which provide many mesh objects that have been pre-segmented from its surrounding environment. For the purpose of training and testing our network, we extract ~550 chair objects and ~550 table objects from Scannet dataset, and manually align them to be consistently orientated with models in ShapeNet dataset. We also split these objects into 90%/10% train/test sets.

The second one consists of 20 chairs and 20 tables from the Matterport dataset, the same extraction and alignment as is done in Scannet dataset is also applied here. Note that we train our method only on Scannet training data, and use the trained model to test on Matterport data, to show how our method can generalize to absolutely unseen data. For both Scannet and Matterport datasets, we uniformly sample N points on the surface mesh of each object to obtain the partial input.

Last, we extract car observations from the KITTI dataset using the provided ground truth bounding boxes for training and testing our method. We use KITTI Velodyne point clouds from the 3D object detection benchmark and the split of [21]. We filter the observations such that each car observation contains at least 100 points to avoid overly sparse observations.

4.2 Evaluation Metrics

To evaluate the completion results against the ground truth, we adopt three standard metrics in statistical analysis. Analogous to the precision, recall and F1 score, we define the following metrics:
Accuracy  Let $P_{gt}$ denote the ground truth point set and $P_{comp}$ denote the completed point set from the partial input. The accuracy is used to measure the fraction of points in $P_{comp}$ that are matched by the ground truth $P_{gt}$. More specifically, for each point $v \in P_{comp}$, we compute $D(v, P_{gt}) = \min \{\|v - q\|, q \in P_{gt}\}$. If $D(v, P_{gt})$ is within distance threshold $\epsilon = 0.03$, we count it as a correct match. We report the fraction of matched points.

Completeness  Similarly, the completeness records the fraction of point in $P_{gt}$ that are within distance threshold $\epsilon = 0.03$ of any point in $P_{comp}$.

F1  We define the completion F1 score by the harmonic average of the accuracy and completeness, where F1 score reaches its best value at 1 (perfect accuracy and completeness) and worst at 0.

In the following, we will show all experimental and evaluation results. When training our network, we train separate networks for each category in the dataset, during testing, the ground truth class label of the input shape is used to determine which network to use. Note that the ground truth shape is only used for evaluation of our method, as our method does not require ground truth shape for training. More training details can be found in the supplementary.

4.3 Experimental Results on 3D-EPN Data

We train our network using 3D-EPN partial training data and test on its test data to obtain the completion results. We compare our method to several baseline methods (as listed below) and present both quantitative and qualitative comparisons on 3D-EPN test set:

- Autoencoder (AE). The autoencoder trained only with clean and complete point set.
- Ours w/o GAN. To compare with the idea of [26], in which there is no adversarial training and the network only optimizes in a single clean latent space, we modify our network by simply setting $\alpha = 0$ to switch-off the adversarial training module, to show that using adversarial training is very crucial to our success.
- 3D-EPN method. A supervised method, which requires richer (SDF) and paired data and is trained with...
Table 1. Comparison of ours with various baselines on the 3D-EPN benchmark dataset. Note that 3D-EPN [8] requires paired supervision data, while ours does not and hence can be used also for completing raw scans.

| model  | AE | Ours w/o GAN | 3D-EPN | Ours | Ours+ |
|--------|----|--------------|--------|------|-------|
|        | acc. | comp. | F1 | acc. | comp. | F1 | acc. | comp. | F1 | acc. | comp. | F1 | acc. | comp. | F1 | acc. | comp. | F1 |
| chair  | 75.3 | 63.4 | 68.8 | 25.8 | 67.0 | 37.3 | 65.3 | 75.5 | 70.0 | 58.6 | 61.3 | 60.0 | 75.9 | 73.8 | 74.9 |
| table  | 82.6 | 72.8 | 77.4 | 32.6 | 75.9 | 45.6 | 66.8 | 74.6 | 70.5 | 61.1 | 72.5 | 66.3 | 83.3 | 82.5 | 82.9 |
| plane  | 88.9 | 82.6 | 85.7 | 31.9 | 97.8 | 48.2 | 90.0 | 88.2 | 89.1 | 85.5 | 80.6 | 83.0 | 96.0 | 93.6 | 94.8 |
| car    | 56.4 | 54.4 | 55.4 | 51.1 | 91.4 | 65.6 | 60.5 | 73.2 | 66.2 | 77.0 | 75.0 | 76.0 | 92.7 | 92.2 | 92.4 |

The supervision from the ground truth. We obtain the results of 3D-EPN method from the author, then convert their Distance Field representation results into surface mesh, from which we can uniformly sample \(N\) points for calculating our point-based metrics.

- Ours+. Since our method receives no supervision from the ground truth data, we also adapt our network to train with the ground truth for fair comparison. More specifically, we set \(\alpha = 0\) and use EMD loss between the output and input as \(L_{\text{recon}}\). More details and discussion about adapting our method to leverage the supervision from ground truth can be found in the supplementary.

Table 1 shows quantitative results of 4 classes on 3D-EPN test set and summaries the comparisons: while our network is trained with unpaired data, we can still achieve comparable performance to that of 3D-EPN, which is trained with ground truth. After adapting our method to be supervised by the ground truth, Ours+ achieves the best F1 score over all other methods. In addition, switching off the adversarial training leads to a dramatic decrease of the completion performance. Last, we found that a simple autoencoder network trained with only clean and complete data can produce quantitatively good results, especially when the input scan is nearly complete.

Furthermore, we present qualitatively comparisons in Fig 5, where we show side-by-side the partial input, AE, 3D-EPN, Ours, Ours+ result and the ground truth point set. We can see that, even though our method is not quantitatively the best among all these methods, our results are qualitatively very plausible, as the generator is restricted to generate point sets from learned clean and complete shape manifolds.

### 4.4 Experimental Results on Synthetic Data

To further evaluate our method under different levels of incompleteness of the input, we conduct experiments on our synthetic data, in which we can control the fraction of missing points. To be more specific, we train our network with varying levels of incompleteness by randomizing \(r \in U(0, 0.5)\) during training, and afterwards fix \(r\) during the testing. Table 4 shows performance evaluation of different classes under increasing amount of incompleteness.

### 4.5 Experimental Results on Real-world Data

To evaluate the applicability of our method to real-world data, we train and test our network on noisy and partial chairs and tables extracted from Scannet dataset. We further test the network trained on Scannet dataset on chairs and tables extracted from Matterport dataset, to show how well our network can generalize to definitely unseen data. We present the qualitative comparison of our method and AE in Fig 6, we can see that, on real-world data, AE failed to complete the noisy and partial point sets with high quality for most examples, while our method can consistently produce highly plausible completions for Scannet and Matterport data. Note that our network is trained with only around 500 training samples.

Completing the car observations from KITTI is extremely challenging, as each car instance only receives countable measures from the Lidar scanner. Fig 7 shows the qualitative results of our method on completing sparse point sets of KITTI cars, we can see that our network can still generate highly plausible cars with such sparse inputs.

Since the ground truth for these real-world chair, table and car data is unavailable for evaluation, we use a point-based object part segmentation network (as described in [23]) to indirectly evaluate our completion results of real-world data. Due to the absence of ground truth segmentation of our output completion point sets, we propose to calculate the approximated segmentation accuracy for each completion result of real-world data. For example, for a point set of chair class, we count the predicted segmentation label of each point to be correct as long as the predicted label falls into the set of 4 parts (namely, seat, back, leg and armrest) of chair class. Table 3 shows the significant improvements of our completion results on segmentation ac-
4.6 Ablation Study

- Ours w/o GAN, is an ablation test of adversarial training where to verify the effectiveness of using adversarial training in our network, we switch off the GAN module by simply setting $\alpha = 0$.

- Ours w/o reconstruction loss, is an ablation test to verify the effectiveness of the reconstruction loss term in generator loss.

- Ours w/ EMD loss, is to show that using Hausdorff Distance for reconstruction loss (HL) is superior to EMD loss, as HL only guides the network to generate a point set that match the input partially and EMD loss would force the network to reconstruct the overall partial input.

Table 2 shows all quantitative results of all ablation experiments. We demonstrate the importance of various modules in our proposed network.

5 Conclusion

We presented a point-based unpaired shape completion framework that can be applied directly on raw partial scans to obtain clean and complete point clouds. At the core of the algorithm is an adaptation network acting as a generator that transforms latent code encodings of the raw point scans, and maps them to latent code encoding of clean and complete object scans. The two latent spaces regularizes the problem by restricting the transfer problem to respective data manifolds. We extensively evaluated our method on real scans and virtual scans, demonstrating that our approach consistently leads to plausible completions and perform superior to other unpaired methods. The work opens up the possibility of generalizing our approach to scene-level scan completions, rather than object-specific completions. Another interesting future direction will be to combine point- and image-features to apply the completion setup to both geometry and texture details.
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