Schema Matching for Large-Scale Data Based on Ontology Clustering Method
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Abstract—Holistic schema matching is the process of identifying semantic correspondences among multiple schemas at once. The key challenge behind holistic schema matching lies in selecting an appropriate method that has the ability to maintain effectiveness and efficiency. Effectiveness refers to the quality of matching while efficiency refers to the time and memory consumed within the matching process. Several approaches have been proposed for holistic schema matching. These approaches were mainly dependent on clustering techniques. In fact, clustering aims to group the similar fields within the schemas in multiple groups or clusters. However, fields on schemas contain much complicated semantic relations due to schema level. Ontology which is a hierarchy of taxonomies has the ability to identify semantic correspondences with various levels. Hence, this study aims to propose an ontology-based clustering approach for holistic schema matching. Two datasets have been used from ICQ query interfaces consisting of 40 interfaces, which refer to Airfare and Job. The ontology used in this study has been built using the XBenchMatch which is a benchmark lexicon that contains rich semantic correspondences for the field of schema matching. In order to accommodate the schema matching using the ontology, a rule-based clustering approach is used with multiple distance measures including Dice, Cosine, and Jaccard. The evaluation has been conducted using the common information retrieval metrics; precision, recall, and f-measure. In order to assess the performance of the proposed ontology-based clustering, a comparison among two experiments has been performed. The first experiment aims to conduct the ontology-based clustering approach (i.e. using ontology and rule-based clustering), while the second experiment aims to conduct the traditional clustering approaches without the use of ontology. Results show that the proposed ontology-based clustering approach has outperformed the traditional clustering approaches without ontology by achieving an f-measure of 94% for Airfare and 92% for Job datasets. This emphasizes the strength of ontology in terms of identifying correspondences with semantic level variation.
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I. INTRODUCTION

The vast amount of different data sources has dramatically increased and become accessible through the web interfaces or the so-called deep web [1]. These interfaces have a significant impact on the e-business search engine in which multiple web data sources are unified in a mediated schema. This enables the user to compare among the products [2]. Hence, schema matching has been proposed in order to perform a semantic matching among attributes to find correspondences [3]. Schema matching has attracted many researchers regarding its significance in the data warehousing and integration. However, several challenging issues still facing schema matching due to the various representation mechanism of the data where the attributes can be expressed in different semantic ways.

Many challenging issues have faced schema matching. The common challenging issue is handling large-scale data where several schemas have to be matched concurrency [4]. In fact, handling large-scale data will significantly influence the effectiveness and efficiency. Effectiveness indicates the quality of matching results (i.e. the correctness). Whereas, efficiency indicates the time and resource consumption during the matching process. In order to handle large-scale matching, reducing the search space has been proposed as an effective approach for improving both effectiveness and efficiency. Such approach aims at dividing the data into smaller portions which facilitate the process of finding corresponding among attributes.

Clustering technique has been used as a search space reduction method regarding its ability to partition the data into similar groups. Recently, multiple clustering-based approaches have been proposed for holistic schema matching using different clustering techniques such as k-means and hierarchical. K-means is a rapid clustering technique, but it requires the user to specify the numbers of k clusters which is not easy to obtained in the manner of...
holistic schema matching [5]. Whereas, hierarchical produces effective results, but restricted due to its time complexity [6]. Additionally, some approaches have been integrated different clustering techniques in order to get better results [7, 8].

However, there is still room for improvement in terms of accuracy. Basically, the traditional clustering approaches have some drawbacks regarding the levels of categories, for instance, the attribute “Date from” could be mutual in the same cluster with the attribute “Date to” which affects the effectiveness of clustering results. This study aims to propose a holistic schema matching method based on ontology clustering.

Several research efforts have been proposed for holistic schema matching. The earliest effort has been presented by Wu et al. [9] where an interactive clustering method has been proposed based on hierarchical clustering for matching web interfaces. It is an efficient method that has the ability to reduce the search space. It achieved an 82% of accuracy for Airfare dataset. In addition, Wu et al. [10] have proposed a merging clustering approach for holistic schema matching where multiple clustering methods have been merged. The experimental results have shown an 85% of accuracy by applying the proposed method on the Airfare dataset. Furthermore, Alofairi & Ahmad [7] proposed an integrated clustering algorithm of k-means and agglomerative hierarchical clustering for holistic schema matching. It exploited name, label and data type with a domain-specific dictionary. It achieves an 89% of accuracy for Airfare dataset. Similarly, Alshaikhdeeb & Ahmad [8] has proposed an integration of correlation clustering and agglomerative hierarchical clustering for holistic schema matching. The proposed method has been carried out on the Airfare dataset. In addition, it obtains a 90% of accuracy.

Ding & Sun [11] have proposed a novel schema matching clustering approach. Such approach has motivated by the attribute position. The authors’ assumption lies on the importance of position where similar attributes from different sources could be matched based on their position. Such approach consists of three phases; first by creating a matrix to represent the statistical occurrence of the attribute position. Where, the second phase aims to carry out multiple similarity measures to identify the similarity within the attributes. Finally, the third phase aims to apply a traditional mapping algorithm to group the similar attributes.

The latter approaches proposed for holistic schema matching were relying on clustering-based techniques. Basically, the traditional clustering approaches have some drawbacks regarding the levels of categories

This means that the semantic similarity levels in the clustering approaches are being treated unitedly. In fact, there are different and multiple semantic levels could be countered in the process of schema matching in which the relations such as ‘part-of’ commonly occurs within the schemas (e.g. Date and Date from). In this manner, utilizing a linguistic resource would be very useful in terms of identifying these semantic relations. For this purpose, this paper aims to propose a holistic schema matching method based on ontology clustering.

Utilizing an ontology to perform the schema matching would have a significant impact on the effectiveness where the instances that are incorrectly classified in some clusters using the traditional clustering-based approach, will be handled within the ontology by identifying its semantic level.

II. MATERIALS AND METHODS

Holistic schema matching is the process of extracting correspondences among large-scale web interfaces repository [8]. The key challenge behind any schema matching approach lies on its effectiveness of matching results, especially when handling large-scale data. In this vein, this study aims to propose a clustering-based approach. This section describes the application of the objective of this study in which the ontology creation, schema matching, and the evaluation is being discussed. As shown in Figure 1, the research methodology consists of two main phases which are (i) ontology creation and (ii) schema matching. These two phases are being illustrated in the following sub-sections.

As shown in Figure 1, every web interface is being represented as a schema which contains multiple fields $F_i$ where $i$ represents the number of fields contained in the schema.

A. Ontology Creation

This phase aims to create the ontology by creating the main classes, sub-classes and populating the remaining instances. In order to do so, multiple tasks are being conducted. The following sub-sections are discussing these tasks.

1) Dataset

The datasets used in the experiment composed of two main web interfaces that have been brought from ICQ query namely Airfare and Job [12]. Each dataset contains twenty web interfaces schemas and each schema is being interpreted textually by identifying every single field included with its name and label. Every single schema has been described as a text file that includes the strings of the attribute’s names and labels for each field. Figure 2 depicts a sample of the dataset.

As shown in Figure 2, the sample web interface schema consists of three fields which are ‘Locations’, ‘Job Categories’ and ‘Key Words’. Every field has three main details including Label, Name, and Attribute. Label refers to the text associated with the field in the web interface view (e.g. Locations). Whereas, Name refers to the name that has been given to the field in the database record (e.g. States). Finally, Attribute refers to the data type of the entry for certain fields whether string, integer, or date.

2) Pre-processing

This phase aims to get rid of the irrelevant, unnecessary and unwanted information. Obviously, eliminating such information would facilitate and enhance the processing. Multiple tasks have been carried out in order to achieve such phase. These tasks are composed of (i) expanding CamelCase (e.g. turning “CabinClass” into “cabin class”), (ii) removing punctuation (e.g. $^%&#), (iii) removing...
digits (e.g. 0-9), and (iv) remove stopwords (e.g. of, in, is, etc.).

3) Creating main classes

This task aims to create the main classes of the proposed ontology based on the frequent terms. In fact, these frequent terms may indicate valuable and significant fields. Therefore, TF-IDF has been used to calculate the most frequent terms. TF-IDF has been used in schema matching widely by generating the most frequent terms. In order to calculate the TF-IDF, the term frequency TF has to be computed first as follows:

\[ W_s(t) = TD(t, s) \]  

(1)

where \( TD(t, d) \) is the frequency of the term \( t \) in the schemas. Then, IDF which aims to provide high weight for rare conditions and low values for common conditions will be computed as follows:

\[ IDF_t = \log \left( \frac{N}{N_t} \right) \]

(2)

where \( N \) is the number of schemas in the dataset and \( N_t \) is the number of schemas that contain the term. Finally, the combination of the two previous methods TF and IDF will be computed as follows:

\[ W_t = TF(t, d).IDF_t \]

(3)

Basically, after applying TF-IDF on all the terms in the schema’s dataset, every word will be assigned a value of TF-IDF. This study aims to apply the top-N approach which has been introduced by [13]. This approach aims to select the top candidates with the best values of TF-IDF. In this study, the frequency has been computed for all the schemas in which the top candidates have been selected as 10 best candidates.

4) Creating sub-classes

In order to create the sub-classes, the co-occurrence terms should be declared. Since the sub-classes are belonging to one of the main classes such as ‘departure to’ which consists of ‘departure’ and ‘to’ belongs to the main class ‘departure’. Therefore, the co-occurrence would facilitate this process. For this manner, the noun compounds extraction has been utilized. Noun

Fig. 1. The framework of the proposed method
compound is the combination of two or more nouns (e.g. passenger time) or noun with an adjective (e.g. arrival time). In order to identify these noun compounds, it is necessary to utilize a part-of-speech tagging which aims to determine the syntactic class of each word whether noun, adjective or verb. This can be conducted using the following formula:

\[ N_0'sN_1 \]  

where \( N_1 \) is a sub-concept of \( N_0 \). For example, the word ‘city’ in ‘arrival city’ is a sub-concept of ‘arrival’. Table 1 shows a sample of top candidates that have been extracted.

Table 1: Top candidates of noun compounds

| Top Candidates | Pattern          |
|----------------|-----------------|
| Departure city | N + N           |
| Departure month| N + N           |
| Departure day  | N + N           |
| Destination date| N + N          |
| Arrival time   | JJ + NN         |
| Passenger number| N + N          |
| Departure to   | NN + DT         |

5) Ontology population

After creating the main and sub-classes of the ontology, the remaining instances should be included in these classes. Hence, every instance is being measured in terms of lexical and semantic for determining the appropriate class to be joined. The following tasks describe this process.

N-gram similarity: N-gram similarity aims to identify approximate similarity among two words. In fact, there are numerous words that would share same prefix or suffix, for example, the words ‘dep’, ‘departure’ and ‘departures’ are sharing the same prefix ‘dep’. Such similarity aims to address the approximate match among words. Hence, the N-gram similarity between two words \( W_1 \) and \( W_2 \) can be stated as follows:

\[ N_{gram}(W_1,W_2) = \frac{2C}{A+B} \]  

Semantic similarity: in order to identify the similarity between the instances and classes based on the meaning rather than the morphology, semantic dictionary for synonyms is being used. This dictionary is called ‘XBenchMatch’ [14] which has been illustrated using XML and contains rich semantic correspondences for different domain of interest such as Airfare, Job, Computer, Properties and others. Figure 3 depicts a sample of such dictionary.

Fig. 3. Sample of XBenchMatch dictionary

The significance demand for using such dictionary lies on the limitation behind the lexical similarity in which the words that are semantically similar but not lexically would not be identified. For example, the two words ‘Job’ and ‘Career’ have the same meaning however, they are lexically different. In the same manner, adding two independent classes that semantically have the same meaning, would be an inefficient way to build the ontology in which the misleading instances would increase the error rate.
Table 2 shows a sample of semantically matched words in both ‘Job’ and ‘Airfare’ datasets.

| Word    | Synonym   |
|---------|-----------|
| Departure | Leaving   |
| Departure | From      |
| Arrival  | Destination|
| Arrival  | To        |
| Curriculum | Resume   |
| Job      | Career    |
| Passenger | infant    |

**B. Schema Matching**

This phase aims to accommodate the schema matching between the fields of the input schemas. The similar fields are being joined in multiple clusters. Two sub-tasks are being conducted in this phase which stated as follows:

1) **Rule-based Clustering**

In this study, a rule-based clustering approach has been used to accommodate the schema matching. Such rule-based clustering has been brought from the study of Williams et al. [15] in which a set of rules have been developed to carry out the clustering process. In our study, the rules have been developed based on the taxonomies of the built ontology where the input schema’s fields are being processed to identify its branch from the ontology. Let ‘Destination day’ is an input field that required to be processed using the proposed ontology-based clustering. The taxonomy of the ontology will be shown in Figure 4.

As shown in Figure 4, the input field ‘Destination day’ will be processed inside the taxonomy of the ontology. The proposed ontology clustering will identify the similarity between the input and every node in Level 1 including ‘Destination’, ‘To’ and ‘City2’. With a threshold of similarity as $\theta = 0.6$, the proposed clustering approach will identify which node is the most similar to the input. Note that, the threshold value has been brought from the study of Alshaikheeb & Ahmad (2015). As shown in the figure, the highest value of similarity has been obtained by ‘Destination’ therefore, the analysis will go further into the containing nodes in Level 2. Level 2 shown one node which is ‘Destination date’, by measuring the similarity with the input ‘Destination day’, a similarity value of 0.8 has been obtained. Since the similarity value is above mentioned threshold thus, the analysis will go further into the containing nodes in Level 3. Level 3 shown three nodes including ‘day’, ‘month’ and ‘year’ with similarity values of 0.7, 0.4, 0.2 respectively. Obviously, the highest value was obtained by ‘day’. Since there are no further down levels, the proposed method will create a cluster in this level and store the input in such cluster. The pseudo code the proposed clustering method can be depicted in Table 3.

2) **Schema Matching**

In order to identify the similarity between the input field and the nodes in the ontology, there is a significant demand to use a similarity measure that has the ability to determine the morphological similarity between two
strings. For this purpose, the proposed method has utilized three similarity functions including Cosine, Dice Coefficient, and Jaccard Coefficient. These functions can be illustrated as follows:

**Cosine**

Cosine similarity [16] has been used to identify the similarity between the input field and the nodes from the ontology. The similarity considers the lexical similarity between the input field and nodes, for example, ‘departure’ and ‘departures’. Let two strings are \( \overline{t_a} \) and \( \overline{t_b} \), the cosine similarity between them is:

\[
SIM_C(\overline{t_a}, \overline{t_b}) = \frac{\overline{t_a} \cdot \overline{t_b}}{|\overline{t_a}| \times |\overline{t_b}|}
\]  

(6)

where \( \overline{t_a} \) and \( \overline{t_b} \) are m-dimensional vectors over the term set \( T = \{t_1, ..., t_n\} \). The results of cosine will be non-negative and ranged in [0,1].

**Dice**

Similar to Cosine, Dice aims at identifying the lexical similarity between two strings. Let A and B are two strings; Dice can be computed as:

\[
D(A, B) = \frac{2|A \cdot B|}{|A|^2 + |B|^2}
\]  

(7)

**Jaccard**

Similar to Cosine and Dice, Jaccard aims to determine the morphological similarity among two strings by vectorising them [17]. Let two strings are A and B, Jaccard can be computed as:

\[
J(A, B) = \frac{A \cdot B}{|A|^2 + |B|^2 - A \cdot B}
\]  

(8)

**C. Density-based Evaluation**

Prior to discussing the density-based approach, it is necessary to highlight the evaluation method that has been used in this paper to assess the proposed method. Similar to the related work, precision, recall, and f-measure metrics have been used to measure the effectiveness of the retrieval [7, 8]. Precision can be computed as:

\[
Precision = \frac{TP}{TP + FP}
\]  

(9)

where TP is the number of instances that have been retrieved and, at the same time, related to the cluster, and FP is the number of instances that have been retrieved but not related to the cluster. On the other hand, recall can be computed as:

\[
Recall = \frac{TP}{TP + TN}
\]  

(10)

where TN is the number of instances that have not been retrieved even though they are related to the cluster. Finally, f-measure can be computed as:

\[
F - measure = \frac{2 \times Precision \times Recall}{Precision + Recall}
\]  

(11)

Evaluating the performance of a clustering algorithm is a challenging and arguing among the researchers’ community [18]. However, one of the common mechanisms for evaluating any clustering algorithm is the density-based approach. The density-based approach aims to assess each cluster independently in which the components of a particular cluster will be examined. Such examination is intended to identify the dominant element. This dominant element will be assigned as the class label of the cluster. In this vein, the dominant element will be determined based on the majority. Apparently, all the instances that are not belonging to the majority will be considered to be incorrectly clustered items.

**III. RESULTS AND DISCUSSION**

Since the Agglomerative Hierarchical Clustering (AHC) has been demonstrated the best performance in the literature [7, 8]. Therefore, a comparison will be made to compare the performance of the proposed method with AHC using two datasets namely ‘Airfare’ and ‘Job’. Table 4 depicts the ‘Airfare’ results, while Table 5 depicts the results of ‘Job’ dataset.
TABLE IV
RESULTS OF AIRFARE

| Clustering Approach       | Similarity function | Precision | Recall | F-measure |
|---------------------------|---------------------|-----------|--------|-----------|
| Agglomerative Hierarchical| Cosine              | 0.80      | 0.75   | 0.77      |
|                          | Dice                | 0.72      | 0.64   | 0.67      |
|                          | Jaccard             | 0.67      | 0.60   | 0.63      |
| Proposed Ontology-based   | Cosine              | 0.95      | 0.90   | 0.92      |
|                          | Dice                | 0.90      | 0.87   | 0.88      |
|                          | Jaccard             | 0.88      | 0.85   | 0.86      |

TABLE V
RESULTS OF JOB

| Clustering Approach       | Similarity function | Precision | Recall | F-measure |
|---------------------------|---------------------|-----------|--------|-----------|
| Agglomerative Hierarchical| Cosine              | 0.80      | 0.75   | 0.77      |
|                          | Dice                | 0.72      | 0.64   | 0.67      |
|                          | Jaccard             | 0.67      | 0.60   | 0.63      |
| Proposed Ontology-based   | Cosine              | 0.95      | 0.90   | 0.92      |
|                          | Dice                | 0.90      | 0.87   | 0.88      |
|                          | Jaccard             | 0.88      | 0.85   | 0.86      |

As shown in Table 4, in terms of the similarity function, Cosine has obtained the highest values of precision, recall, and f-measure by achieving 85%, 79% and 81%. Similarly, for the proposed ontology-based clustering, Cosine also has shown the greatest results of precision, recall, and f-measure by achieving 97%, 92% and 94%. This superiority of Cosine compared to the other similarity function due to the vectorising mechanism included in its equation which determines the similarity between the strings effectively [17]. Apart from the similarity measures, the greatest values of precision, recall, and f-measure achieved by the traditional clustering approach without ontology (AHC) were 85%, 79% and 81% respectively. In contrast, the greatest values of precision, recall, and f-measure achieved by the proposed ontology-based clustering approach were 97%, 92% and 94% of respectively. Apparently, the proposed clustering approach has outperformed the traditional one significantly.

For the results of ‘Job’ dataset shown in table 4, the greatest values of precision, recall, and f-measure achieved by the traditional clustering approach without ontology (AHC) were 80%, 75% and 72% respectively. In contrast, the greatest values of precision, recall, and f-measure achieved by the proposed ontology-based clustering approach were 95%, 90% and 92% of respectively. Obviously, the proposed clustering approach has outperformed the traditional one significantly.

As the results revealed, the proposed ontology-based clustering approach has the ability to produce superior results compared to the traditional clustering approach such as AHC. Additionally, it is necessary to accommodate a comparison against the state of the art. Several studies that address the holistic schema matching such as Wu et al. [9] who used the same dataset specifically Airfare and produced 82% of f-measure. Similarly, Pei et al. [19] have applied a k-means clustering approach on the same dataset (Airfare) and produced 88%. In addition, Alofairi & Ahmad [7] have proposed a combination clustering approach using the same dataset (Airfare) and obtained 89% of f-measure. Finally, Alshaikhdeeb & Ahmad [8] have proposed an integrated clustering approach using Airfare dataset and achieved 90% of f-measure. Comparing these results with the proposed method’s results (i.e. 94% for Airfare), it is obvious that the proposed method has shown significant enhancement on the clustering results. This is due to the powerful of ontology in terms of identifying multiple and different levels of semantic correspondences.

IV. CONCLUSION

This paper has proposed an ontology-based clustering approach in order to overcome this limitation. Such proposed approach consists of two main phases; creating the ontology and implementing the ontology-based clustering. In fact, the creation of the ontology has been performed using lexical and semantic methods. Lexical methods include term frequency, noun compound extraction, and n-gram similarity. Whereas, a domain specific dictionary which called XBenchMatch has been used as a semantic knowledge. Once the ontology has been created, a rule-based clustering approach has been implemented. Such approach aims to utilize the lexical taxonomy of the proposed ontology in order to perform the holistic schema matching using three similarity measures including Cosine, Dice, and Jaccard. Two benchmark datasets have been used in the experiments including Airfare and Job. In addition, a traditional clustering approach of Agglomerative Hierarchical Clustering (AHC) has been applied too. The experimental results showed that the proposed ontology-based clustering has outperformed the AHC by obtaining an accuracy of 94% and 92% for Airfare and Job respectively.

In fact, the proposed ontology has been intended to serve specific domain of interest. Therefore, building an
open domain ontology for the holistic schema matching has the ability to handle more schemas from different domain of interests in future researches.
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