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Abstract
Minimal codes are a class of linear codes which gained interest in the last years, thanks to their connections to secret sharing schemes. In this paper we provide the weight distributions and the parameters of families of minimal codes recently introduced by C. Tang, Y. Qiu, Q. Liao, Z. Zhou, answering some open questions.
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1 Introduction

A codeword $c$ in a linear code $C$ is called minimal if its support (i.e., the set of nonzero coordinates of $c$) does not contain the support of any other independent codeword. A minimal code is a linear code whose nonzero codewords are minimal. Minimal codewords and minimal codes in general have interesting connections to linear code-based secret sharing schemes (SSS); see \cite{22,23}.

A SSS is a method to distribute shares of a secret to each of the participants $P$ in such a way that only the authorized subsets of $P$ could reconstruct the secret; see \cite{6,24}.

In \cite{22,23} Massey considered the use of linear codes for realizing a perfect (i.e. all authorized sets of participants can recover the secret while unauthorized sets of participants cannot...}
determine any shares of the secret) and ideal (i.e. the shares of all participants are of the same size as that of the secret) SSS. It turns out that the access structure of the secret-sharing scheme corresponding to an \([n, k]_q\)-code \(C\) is specified by the support of minimal codewords in the dual code \(C^\perp\) having 1 as the first component.

In general, it is quite hard to find the whole set of minimal codewords of a given linear code; see [5,9]. For this reason, minimal codes have been widely investigated in the last years; see for instance [11,25]. Most of the known families of minimal codes are in characteristic two.

A sufficient criterion for a linear code to be minimal is given by Ashikhmin and Barg [2].

**Lemma 1.1** A linear code \(C\) over \(\mathbb{F}_q\) is minimal if

\[
\frac{w_{\min}}{w_{\max}} > \frac{q - 1}{q},
\]

where \(w_{\min}\) and \(w_{\max}\) denote the minimum and maximum nonzero Hamming weights in \(C\), respectively.

Families of minimal linear codes satisfying Condition (1.1) have been considered in several papers; e.g. see [10,14,17,27]. However, Condition (1.1) is not necessary and examples of minimal codes not satisfying Condition (1.1) have been constructed in i.e. [1,3,4,7,12,13,18,19,26].

In this paper we provide the weight distribution and the parameters of families of minimal codes recently introduced in [26], answering to some open questions.

The constructions of minimal codes presented in [26] can be described in a geometrical way, thanks to connections of minimal codes with cutting blocking sets. The characterization of minimal codes using cutting blocking sets was also provided by [1] independently. Consider the affine space \(AG(k, q) \cong \mathbb{F}_q^k\) of dimension \(k\) over the finite field \(\mathbb{F}_q\), \(q\) a prime power.

Let \(D = \{P_1, \ldots, P_n\}\) be a multiset of points in \(AG(k, q)\) corresponding to the columns of a generator matrix of an \([n, k]_q\) linear code \(C_D\). For a hyperplane \(H : \alpha_1x_1 + \cdots + \alpha_kx_k = 0\) through the origin of \(AG(k, q)\) and a point \(P = (\overline{x}_1, \ldots, \overline{x}_k) \in AG(k, q)\), \(H(P)\) denotes \(\alpha_1\overline{x}_1 + \cdots + \alpha_k\overline{x}_k\).

With this notation,

\[ C_D := \{ (H(P_1), \ldots, H(P_n)) : H \text{ is an hyperplane of } AG(k, q) \text{ through the origin} \}.\]

The authors of [26], following [15,16], call \(D\) the defining set of \(C_D\). They also presented an interesting machinery which provides new minimal codes from old ones; see [26, Theorem 43], where they make use of the concept of vectorial cutting blocking set [7].

**Theorem 1.2** Let \(k \geq 2\). Let \(M_1\) and \(M_2\) be two vectorial cutting blocking sets in \(AG(k, q)\) such that \(M_1 = a \cdot M_1\) for any \(a \in \mathbb{F}_q^k\). Consider the following subset of \(AG(k + 1, q)\)

\[
[M_1, M_2] := \{(x, 1) \in AG(k + 1, q) : x \in M_1\} \bigcup \{(x, 0) \in AG(k + 1, q) : x \in M_2\}.
\]

Then, \([M_1, M_2]\) is a vectorial cutting blocking set in \(AG(k + 1, q)\). In particular, \(C_{[M_1, M_2]}\) is a minimal code of length \((\#M_1 + \#M_2)\) and dimension \((k + 1)\).

In [26] the authors constructed several families of minimal codes not satisfying Condition (1.1). They left the determination of the weight distribution of some of them as open problems. In general, the computation of the weight distribution or of the weight spectrum (i.e. the set of its nonzero weights) of codes could be a challenging task. On the other hand,
this computation provides important information, since for instance the weight distribution of a code allows the computation of the probability of error detection and correction with respect to some error detection and error correction algorithms; see [21] for more details.

Therefore our aim is to provide the weight spectrum or the weight distribution of specific minimal codes constructed in [26]. In particular, we consider the following families of defining sets.

(1) **Family 1.**

\[ D_1 = \left\{ (x_1, \ldots, x_k) \in AG(k, q) \setminus \{0\} : \left( \sum_{i=1}^{h} x_i \right) \prod_{i=1}^{h} x_i = 0 \right\}, \]

where \( 4 \leq h \leq k \); see [26, Open Problem 37].

(2) **Family 2.**

\[ D_2 = \left\{ (x_1, \ldots, x_k) \in AG(k, q) \setminus \{0\} : \prod_{1 \leq i < j \leq h} (x_i + x_j) = 0 \right\}, \]

where \( 3 \leq h \leq k \); see [26, Open Problem 38].

(3) **Family 3.**

\[ D_3 = \left\{ (x_1, \ldots, x_k) \in AG(k, q) \setminus \{0\} : \prod_{i=1}^{h} x_i \prod_{1 \leq i < j \leq h} (x_i + x_j) = 0 \right\}, \]

where \( 3 \leq h \leq k \); see [26, Open Problem 39].

(4) **Family 4.**

\[ D_4 = \left\{ (x_1, \ldots, x_k) \in AG(k, q) \setminus \{0\} : \prod_{i=1}^{h} x_i = 0 \right\}, \]

where \( 3 \leq h \leq k \); see [26, Open Problem 48].

We determine the weight distribution of \( C_{D_1}, C_{[D_1, D_1]} \), and \( C_{[D_4, D_4]} \) and the parameters of the codes \( C_{D_2} \) and \( C_{D_3} \).

**Remark 1.3** Our computations also show that the Singleton defect of these families of minimal codes is large. This is not uncommon since usually minimal codes are not optimal from an error-correction point of view.

## 2 Preliminaries

Throughout this paper \( AG(k, q) \) denotes the affine space of dimension \( k \) over the Galois field \( \mathbb{F}_q \), where \( q = p^r \) is a prime power. We recall in this section some basic definitions from coding theory; for a detailed exposition see [20].

**Definition 2.1** Let \( C \) be a \( k \)-dimensional vector subspace of \( \mathbb{F}_q^n \). Then \( C \) is an \( \mathbb{F}_q \)-linear code of dimension \( k \) and length \( n \). An element of \( C \) is called a codeword.

**Definition 2.2** For any two vectors \( x, y \in \mathbb{F}_q^n \), the **Hamming distance** of \( x \) and \( y \), denoted by \( d(x, y) \), is the number of coordinates where the two vectors differ. Also, the **Hamming weight** \( w(x) \) of \( x \in \mathbb{F}_q^n \) is defined as the Hamming distance of \( x \) and the null vector of \( \mathbb{F}_q^n \).
Definition 2.3  The minimum distance of a linear code $C$ (or simply distance) is the minimum Hamming distance between any two different codewords of $C$.

If $C$ is an $\mathbb{F}_q$-linear code with length $n$, dimension $k$ and minimum distance $d$, we say that $C$ is an $[n, k, d]_q$ linear code.

Definition 2.4  For an $[n, k, d]_q$ linear code $C$, we denote by $A_i$ the number of codewords of weight $i$. The set $\{A_i\}_{i=1, \ldots, n}$ is also called the weight distribution of $C$, whereas the $A_i$’s are also called the weight elements of $C$. The set $\{i \mid A_i \neq 0\}$ is called the weight spectrum of $C$.

3 Family 1

By [26, Theorem 23] it is readily seen that the dimension of $C_{D_1}$ is $k$. By [26, Lemma 32] and [26, Theorem 33], $C_D$ is a minimal code of length

$$n = q^{k-h-1} (q^{h+1} - (q - 1)^{h+1} + (-1)^h (q - 1)) - 1.$$ 

In order to compute the weight distribution of $C_D$ it is useful to consider the following integers

$$\psi_s := \# \{ (x_1, \ldots, x_s) \in AG(s, q) : \sum_{i=1}^s x_i = 0 \text{ and } x_i \neq 0 \text{ for any } i = 1, \ldots, s \},$$

$$\phi_s := \# \{ (x_1, \ldots, x_s) \in AG(s, q) : \sum_{i=1}^s x_i = 1 \text{ and } x_i \neq 0 \text{ for any } i = 1, \ldots, s \}.$$

As generalization of [26, Lemma 31], we have

$$\psi_s = \frac{(q - 1)^s + (-1)^s(q - 1)}{q}, \quad \phi_s = \frac{(q - 1)^s - \psi_s}{q - 1}.$$ 

In particular note that $\psi_0 = 1$ and $\phi_0 = 0$.

Consider now $a_1, \ldots, a_s \in \mathbb{F}_q^*$. It is readily seen that

$$\psi_s = \# \{ (x_1, \ldots, x_s) \in AG(s, q) : \sum_{i=1}^s a_i x_i = 0 \text{ and } x_i \neq 0 \text{ for any } i = 1, \ldots, s \},$$

$$\phi_s = \# \{ (x_1, \ldots, x_s) \in AG(s, q) : \sum_{i=1}^s a_i x_i = 1 \text{ and } x_i \neq 0 \text{ for any } i = 1, \ldots, s \}.$$

Let $\pi$ be the hyperplane of $AG(k, q)$ through the origin with affine equation

$$a_i x_i + \cdots + a_s x_s + b_{j_1} x_{j_1} + \cdots + b_{j_r} x_{j_r} = 0, \quad (3.1)$$

where $s \geq 0, r \geq 0, a_i, \ldots, a_s, b_{j_1}, \ldots, b_{j_r} \in \mathbb{F}_q^*, i_1, \ldots, i_s \in \{1, \ldots, h\}$ and $j_1, \ldots, j_r \in \{h + 1, \ldots, k\}$.

For the weight distribution of $C_{D_1}$, we need to investigate the number of solutions $\Lambda$ of the system

$$\begin{cases} a_i x_i + \cdots + a_s x_s + b_{j_1} x_{j_1} + \cdots + b_{j_r} x_{j_r} = 0, \\
(x_1 + \cdots + x_h)x_1 \cdots x_h = 0. \end{cases} \quad (3.2)$$
Indeed, the weight of the codeword induced by \( \pi \) is \( n - \Lambda + 1 \).

**Proposition 3.1** Let \( r \geq 1 \). Then

\[
\Lambda = q^{k-1} - q^{k-h-1}(q-1)^h + \psi_h q^{k-h-1} = q^{k-h-1}(q^h + \psi_h - (q-1)^h).
\]

**Proof** An easy computation shows that the number of solutions of the system

\[
\begin{align*}
\{ & a_{i_1}x_{i_1} + \cdots + a_{i_s}x_{i_s} + b_{j_1}x_{j_1} + \cdots + b_{j_r}x_{j_r} = 0, \\
& x_1 \cdots x_h = 0. 
\}
\end{align*}
\]

is \( q^{k-1} - q^{k-h-1}(q-1)^h \). Therefore it remains to compute the number of solutions of

\[
\begin{align*}
\{ & a_{i_1}x_{i_1} + \cdots + a_{i_s}x_{i_s} + b_{j_1}x_{j_1} + \cdots + b_{j_r}x_{j_r} = 0 \\
& x_1 + \cdots + x_h = 0, \\
& x_1 \cdots x_h \neq 0. 
\}
\end{align*}
\]

The above system (3.3) is equivalent to

\[
\begin{align*}
\{ & x_{j_1} = -\alpha_{i_1}x_{i_1} - \cdots - \alpha_{i_s}x_{i_s} - \beta_{j_2}x_{j_2} - \cdots - \beta_{j_r}x_{j_r}, \\
& x_1 + \cdots + x_h = 0, \\
& x_1 \cdots x_h \neq 0, 
\}
\end{align*}
\]

with \( \alpha_{i_j} = a_{i_j}/b_{j_j} \) and \( \beta_{j_r} = b_{j_1}/b_{j_r} \). Since the number of solutions of (3.4) is \( \psi_h q^{k-h-1} \), we obtain \( \Lambda = q^{k-1} - q^{k-h-1}(q-1)^h + \psi_h q^{k-h-1} = q^{k-h-1}(q^h + \psi_h - (q-1)^h) \). \( \square \)

**Proposition 3.2** Let \( l \geq 1 \), \( r_1, \ldots, r_l \geq 1 \), and consider \( l \) pairwise distinct nonzero elements \( \alpha_1, \ldots, \alpha_l \) of \( \mathbb{F}_q \). Let \( A_{r_1, \ldots, r_l} \) be the number of solutions of the system

\[
S_{r_1, \ldots, r_l}(\gamma): \begin{cases} 
\{ & x_{1}^{(1)} + \cdots + x_{r_1}^{(1)} + x_{2}^{(2)} + \cdots + x_{r_2}^{(2)} + \cdots + x_{l}^{(l)} + \cdots + x_{r_l}^{(l)} = \gamma, \\
& \alpha_1(x_1^{(1)} + \cdots + x_{r_1}^{(1)}) + \alpha_2(x_2^{(2)} + \cdots + x_{r_2}^{(2)}) + \cdots + \alpha_l(x_l^{(l)} + \cdots + x_{r_l}^{(l)}) = 0, \\
& \prod_{i, j} x_j^{(i)} \neq 0. 
\end{cases}
\]

Then, for \( l = 1 \), \( A_{r_1} = \psi_{r_1} \) if \( \gamma = 0 \) and \( A_{r_1} = 0 \) otherwise, and for \( l > 1 \)

\[
\begin{cases} 
A_{r_1, \ldots, r_l} = \psi_{r_1} \cdots \psi_{r_l} (\gamma_l - 1) A_{r_1, \ldots, r_{l-1}}, & \text{if } \gamma = 0; \\
(\psi_{r_1} \cdots \psi_{r_l} - A_{r_1, \ldots, r_{l-1}})/(q-1), & \text{if } \gamma \neq 0. 
\end{cases}
\]

**Proof** We proceed by induction on \( l \) and we also show that the number of solutions does not depend on the values \( \alpha_1, \ldots, \alpha_l \). If \( l = 1 \), it is clear that if \( \gamma \neq 0 \) then the number of solutions is 0. Also, if \( \gamma = 0 \), this number is precisely \( \psi_{r_1} \). Clearly, this does not depend on the value \( \alpha_1 \).

Suppose that Formula (3.6) holds for \( \ell \geq 1 \) and that the number of solutions does not depend on the values \( \alpha_1, \ldots, \alpha_{\ell} \). Consider \( \ell + 1 \). We first deal with \( \gamma = 0 \). The system \( S_{r_1, \ldots, r_{\ell}, r_{\ell+1}}(0) \) can be written as

\[
S'_{r_1, \ldots, r_{\ell}, r_{\ell+1}}(0): \begin{cases} 
\{ & x_{1}^{(1)} + \cdots + x_{r_1}^{(1)} + x_{2}^{(2)} + \cdots + x_{r_2}^{(2)} + \cdots + x_{l}^{(l)} + \cdots + x_{r_l}^{(l)} = 0, \\
& (\alpha_1 - \alpha_{r_1+1})x_1^{(1)} + \cdots + x_{r_1}^{(1)} + (\alpha_2 - \alpha_{r_2+1})x_2^{(2)} + \cdots + x_{r_2}^{(2)} + \cdots + (\alpha_{\ell} - \alpha_{r_{\ell}+1})x_{r_{\ell}}^{(r_{\ell})} + \cdots + x_{r_{\ell}}^{(r_{\ell})} = 0, \\
& \prod_{i, j} x_j^{(i)} \neq 0. 
\end{cases}
\]
Each solution of \( S'_{r_1, \ldots, r_l, r_{l+1}}(0) \) is a solution of precisely one of the following systems
\[
S'_{r_1, \ldots, r_l, r_{l+1}}(\gamma) : \begin{cases}
\sum_{i=1}^{r_1} x_1^{(i)} + \cdots + \sum_{i=1}^{r_l} x_l^{(i)} + x_{r_l+1}^{(i)} = \gamma, \\
\sum_{i=1}^{r_l} x_{r_l+1}^{(i)} = -\gamma, \\
(\alpha_1 - \alpha_{l+1})(x_1^{(i)} + \cdots + x_1^{(j)}) + (\alpha_2 - \alpha_{l+1})(x_2^{(i)} + \cdots + x_2^{(j)}) + \cdots + (\alpha_l - \alpha_{l+1})(x_l^{(i)} + \cdots + x_l^{(j)}) = 0, \\
\prod_{i,j} x_{r_l+1}^{(i,j)} \neq 0.
\end{cases}
\]

Vice versa, each solution of a particular \( S'_{r_1, \ldots, r_l, r_{l+1}}(\gamma) \) is a solution of \( S_{r_1, \ldots, r_l, r_{l+1}}(0) \).

The number of solutions of \( S'_{r_1, \ldots, r_l, r_{l+1}}(\gamma) \) is \( A_{r_1, \ldots, r_l} \psi_{rl+1} \) if \( \gamma = 0 \), and
\[
\psi_{rl+1} - A_{r_1, \ldots, r_l} \psi_{rl+1} = \psi_{rl+1} - A_{r_1, \ldots, r_l} \psi_{rl+1} = \psi_{rl+1} - A_{r_1, \ldots, r_l} \psi_{rl+1} + (-1)^{r_{l+1}} A_{r_1, \ldots, r_l}.
\]

It is readily seen that the number of solutions of \( S_{r_1, \ldots, r_l, r_{l+1}}(\gamma) \) is \( S_{r_1, \ldots, r_l, r_{l+1}}(\delta) \) for any non-zero \( \gamma, \delta \in \mathbb{F}_q \). The claim follows. \( \square \)

**Remark 3.3** From Proposition 3.2 it follows that
\[
A_{r_1, \ldots, r_l} = \psi_{r_1+\cdots+r_{l-1}} \psi_{rl} + (q-1)^{r_l+\cdots+r_{l-1}} \psi_{rl} + \sum_{i=1}^{l-2} (-1)^{r_{l-i+1}+\cdots+r_{l-1}} \psi_{r_1+\cdots+r_{l-i-1}} \psi_{r_{l-i}}.
\]

As a notation, for \( r_1, \ldots, r_l \) all distinct from 0, we denote by \( A_{r_1, \ldots, r_l, 0} \) the integer \( A_{r_1, \ldots, r_l} \).

**Proposition 3.4** Let \( r = 0 \). Then the number of solutions of (3.2) is
\[
\Lambda = q^{k-1} - (q-1)^{h-s} q^{k-h} \psi_s + q^{k-h} A_{r_1, \ldots, r_l, h-s}.
\]

**Proof** Without loss of generality we can assume \( (i_1, \ldots, i_s) = (1, \ldots, s) \). As in Proposition 3.1 we count the number of solutions of two different systems, namely
\[
\begin{cases}
a_1 x_1 + \cdots + a_s x_s = 0, \\
x_1 \cdots x_h = 0,
\end{cases}
\]
and
\[
\begin{cases}
x_1 + \cdots + x_h = 0, \\
a_1 x_1 + \cdots + a_s x_s = 0, \\
x_1 \cdots x_h \neq 0.
\end{cases}
\]

In order to count the number of solutions of (3.7), we consider
\[
\begin{cases}
a_1 x_1 + \cdots + a_s x_s = 0, \\
x_1 \cdots x_h \neq 0.
\end{cases}
\]

Here, we have \( (q-1)^{h-s} q^{k-h} \psi_s \) choices for \( x_{s+1}, \ldots, x_k \), while for the remaining coordinates we have \( \psi_s \) possibilities: in total \( (q-1)^{h-s} q^{k-h} \psi_s \) solutions.
This shows that System (3.7) has \( q^{k-1} - (q - 1)^{h-s} q^{k-h} \psi_s \) solutions. We now deal with System (3.8).

We write (3.8) [up to a permutation of \((1, \ldots, s)\)] in blocks of proportionality as

\[
\begin{aligned}
x_1 + \cdots + x_s + x_{s+1} + \cdots + x_l &= 0, \\
\alpha_l(x_1 + \cdots + x_{r_1}) + \cdots + \alpha_l(x_{s-r_l+1} + \cdots + x_s) &= 0, \\
x_1 \cdots x_s \cdot x_{s+1} \cdots x_h \neq 0,
\end{aligned}
\tag{3.9}
\]

for some \( l \geq 1, r_1, \ldots, r_l \geq 1 \) such that \( r_1 + \cdots + r_l = s, \alpha_l \) pairwise distinct and nonzero. Note that if \( s = h \) then the number of solutions of (3.9) is \( q^{k-h} \psi_0 A_{r_1, \ldots, r_l} = q^{k-h} \psi_0 A_{r_1, \ldots, r_l, 0} \).

Suppose now \( s < h \). Each solution of (3.9) is a solution of a certain

\[
S_y : \begin{cases}
x_1 + \cdots + x_s = \gamma, \\
x_{s+1} + \cdots + x_h = -\gamma, \\
\alpha_l(x_1 + \cdots + x_{r_1}) + \cdots + \alpha_l(x_{s-r_l+1} + \cdots + x_s) = 0, \\
x_1 \cdots x_s \cdot x_{s+1} \cdots x_h \neq 0.
\end{cases}
\tag{3.10}
\]

By Proposition 3.2, for \( \gamma = 0 \) System (3.10) has \( q^{k-h} \psi_{h-s} A_{r_1, \ldots, r_l} \) solutions, whereas for \( \gamma \neq 0 \), the number of solutions is \( q^{k-h} \psi_{h-s} (\psi_{r_1+\cdots+r_l - A_{r_1, \ldots, r_l}})/(q - 1) \). Summing up, the number of solutions of (3.8) is

\[
q^{k-h} \psi_{h-s} A_{r_1, \ldots, r_l} + q^{k-h} \psi_{h-s} (\psi_{r_1+\cdots+r_l - A_{r_1, \ldots, r_l}}) = q^{k-h} (\psi_{r_1+\cdots+r_l \psi_{h-s} + (-1)^{h-s} A_{r_1, \ldots, r_l}}) = q^{k-h} A_{r_1, \ldots, r_l, h-s}
\]

The claim follows.

Finally, we provide the weight spectrum and the weight distribution of the code \( C_{D_3} \) answering to [26, Open Problem 37].

For an \( l \)-tuple \( r_1, \ldots, r_l \), we say that it is of type \((i_1, \ldots, i_j)\) if there are \( j \) distinct values among \( r_1, \ldots, r_l \) and they are repeated \( i_1, \ldots, i_j \) times.

**Theorem 3.5** The weight spectrum of the minimal code \( C_{D_3} \) is

\[
\{ n - q^{k-h-1} (q^h + \psi_h - (q - 1)^h) + 1, n - q^{k-1} - (q - 1)^{h-s} q^{k-h} \psi_s + q^{k-h} A_{r_1, \ldots, r_l, h-s} + 1 \}
\]

where \( s \) ranges in \( 1, \ldots, h \) and \( r_1 + \cdots + r_l = s \). Moreover, the number \( B_i \) of codewords of weight \( i \) is

(i) \( q^k - q^h \), if \( i = n - q^{k-h-1} (q^h + \psi_h - (q - 1)^h) + 1; \)

(ii) \( \binom{h}{s} \binom{r_1+\cdots+r_l}{i_1+\ldots+i_j} \binom{q-1}{s-1} \), if \( i = n - q^{k-1} - (q - 1)^{h-s} q^{k-h} \psi_s + q^{k-h} A_{r_1, \ldots, r_l, h-s} + 1 \)

and \( r_1, \ldots, r_l \) is of type \((i_1, \ldots, i_j)\).

**Proof** The claim on the weight spectrum follows from Propositions 3.1 and 3.4.

Let \( \tilde{i} = n - q^{k-h-1} (q^h + \psi_h - (q - 1)^h) + 1 \). By Proposition 3.1, every hyperplane \( H : \alpha_1 x_1 + \cdots + \alpha_k x_k = 0 \) with \((\alpha_{h+1}, \ldots, \alpha_k) \neq (0, \ldots, 0)\) induces a codeword of weight \( \tilde{i} \), whence \( B_{\tilde{i}} = q^k - q^h \).

Assume now \( i = n - q^{k-1} - (q - 1)^{h-s} q^{k-h} \psi_s + q^{k-h} A_{r_1, \ldots, r_l, h-s} + 1 \) for a partition \((r_1, \ldots, r_l)\) of \( s, s \in [1, \ldots, h], l \geq 1, \) of type \( i_1, \ldots, i_j \). We count the number of \( k \)-tuples of \( (\mathbb{F}_q)^k \) such that the last \( k - h \) entries are zero and that admit, among the first \( h \) entries, \( l \) distinct nonzero values and \( h - s \) zeros.
Table 1  Weight distribution of $C_{D_1}$ for $q = 3$, $h = 4$, and $k = 5$

| Weight $i$ | 132 | 138 | 142 | 144 | 150 |
|------------|-----|-----|-----|-----|-----|
| $B_i$      | 1   | 10  | 30  | 162 | 20  | 20  |

Table 2  Weight distribution of $C_{D_1}$ for $q = 5$, $h = 4$, and $k = 5$

| Weight $i$ | 1480 | 1660 | 1680 | 1684 | 1700 | 1720 | 1740 |
|------------|------|------|------|------|------|------|------|
| $B_i$      | 1    | 20   | 180  | 240  | 2500 | 24   | 40   | 120  |

Table 3  Weight distribution of $C_{D_1}$ for $q = 7$, $h = 4$, and $k = 5$

| Weight $i$ | 6636 | 7686 | 7728 | 7746 | 7770 | 7896 | 7938 |
|------------|------|------|------|------|------|------|------|
| $B_i$      | 1    | 30   | 450  | 1200 | 14406| 360  | 60   | 300  |

The $h - s$ zero entries can be chosen in $\binom{h}{s}$ ways among the first $h$ entries. The possible $l$-tuples of nonzero elements of $F_q$ are $\binom{q-1}{l}$. Finally for any chosen $l$-tuple $\alpha_1, \ldots, \alpha_l$, $(r_1, \ldots, r_l)$ counts the number $s$-tuples where $\alpha_1, \ldots, \alpha_l$ appear exactly $r_1, \ldots, r_l$ times.

Each hyperplane $H$ corresponding to such a $k$-tuple induces, by Proposition 3.4, a code-word of weight $i$.

Remark 3.6 The weights in Theorem 3.5 (ii) are not all distinct. For instance, let $h = 4$ and $k \geq h$. Then the weights corresponding to the choices $s = 4$, $r_1 = 3$, $r_2 = 1$ and $s = 2$, $r_1 = 1$, $r_2 = 1$ are equal.

We end this section with explicit tables showing the weight distributions of the codes $C_{D_1}$ (Tables 1, 2, 3).

Remark 3.7 The weight distribution of codes $C_{D_1}$ can be determined using a MAGMA program [8]. For the sake of completeness we include here an example. It can be used to check the correctness of our results. After specifying $q, k,$ and $h$ one can run the following program. Similar programs can be easily obtained for the other codes considered in this paper.

```
V:=VectorSpace(GF(q),k);
P:=PolynomialRing(GF(q),k);
fp:=0;
fm:=1;
for i in [1..h] do
   fp:=P.i;
   fm:=P.i;
end for;
f:=fp*fm;
DS:=[v: v in V| Evaluate(f,ElementToSequence(v)) eq 0 and v ne 0];
WeightDistribution(LinearCode(Transpose(Matrix(GF(q),#DS,k,DS))));
```

4 Family 2

By [26, Theorem 23] it is readily seen that the dimension of $C_{D_2}$ is $k$.

Proposition 4.1 Let

$$\Gamma(h, q) := \min(h, (q-1)/2)\sum_{s=1}^{\min(h, (q-1)/2)} \frac{(q-1)(q-3)\cdots(q-2s+1)}{s!} S(h, s),$$

$$= \frac{1}{2}\left((q-1)(q-3)\cdots(q-2s+1)\right)^{\frac{1}{2}} S(h, s)$$

$$= \left((q-1)(q-3)\cdots(q-2s+1)\right)^{\frac{1}{2}} S(h, s)$$

$$= \left((q-1)(q-3)\cdots(q-2s+1)\right)^{\frac{1}{2}} S(h, s)$$

$$= \left((q-1)(q-3)\cdots(q-2s+1)\right)^{\frac{1}{2}} S(h, s)$$
where $S(x, y)$ is the number of surjective functions from a set of size $x$ to a set of size $y \leq x$.

The code $C_{D_2}$ has length

$$
\begin{align*}
q^{k-h} (q^h - q(q-1) \cdots (q-h+1)) - 1, & \quad \text{if } p = 2 \text{ and } h \leq q; \\
q^k - 1, & \quad \text{if } p = 2 \text{ and } h > q; \\
q^{k-h} (q^h - \Gamma(h, q) - h\Gamma(h-1, q)) - 1, & \quad \text{if } p > 2.
\end{align*}
$$

**Proof** First, we count the number of $h$-tuples for which

$$
n\text{no pairs of entries } (x_i, x_j), 1 \leq i < j \leq h, \text{ satisfy } x_i + x_j = 0. \quad (4.1)
$$

Assume $p = 2$. In this case the number of $h$-tuples for which at least one pair of entries $(x_i, x_j), 1 \leq i < j \leq h,$ satisfies $x_i + x_j = 0$ is $q^{h} - q(q-1) \cdots (q-h+1)$ (in particular it is $q^h$ if $h > q$).

From now on, let us consider the case $p > 2$. We distinguish two cases.

(1) All entries are nonzero. Suppose that the $h$ entries assume exactly $s$ distinct values $\alpha_1, \ldots, \alpha_s$ of $\mathbb{F}_q^*$. Since $\alpha_i \neq \pm \alpha_j$ for any $i \neq j$, $s$ can be at most $(q-1)/2$. For a given chosen number $s \in \{1, \ldots, \min(h, (q-1)/2)\}$, there are $(q-1)(q-3) \cdots (q-2s+1)/s!$ possible choices for the set $\{\alpha_1, \ldots, \alpha_s\}$. In fact $\alpha_1$ can be chosen in $q-1$ ways, $\alpha_2 \neq \pm \alpha_1$, $\alpha_3 \notin \{\pm \alpha_1, \pm \alpha_2\}$ and so on. Now, when the set $\{\alpha_1, \ldots, \alpha_s\}$ is fixed, the $h$ entries can assume only values $\{\alpha_1, \ldots, \alpha_s\}$. The number of possible $h$-tuples equals the number $S(h, s)$ of surjective functions from $\{1, \ldots, h\}$ to $\{\alpha_1, \ldots, \alpha_s\}$. The number of $h$-tuples satisfying (4.1) is $\Gamma(h, q)$.

(2) One entry is 0. In this case, any other entry is nonzero. To the other $h-1$ entries we can apply the same argument as above. Since the unique 0 entry can appear in $h$ different positions, the case the number of $h$-tuples satisfying (4.1) is $h\Gamma(h-1, q)$.

Summing up, there are in total $\Gamma(h, q) + h\Gamma(h-1, q)$ $h$-tuples satisfying (4.1): the number of $h$-tuples for which at least one pair of entries $(x_i, x_j), 1 \leq i < j \leq h,$ satisfies $x_i + x_j = 0$ is $q^{h} - \Gamma(h, q) - h\Gamma(h-1, q)$. The length of the code $C_{D_2}$ is given by the number of $k$-tuples in $\mathbb{F}_q$ for which the first $h$ entries can be chosen in $q^h - \Gamma(h, q) - h\Gamma(h-1, q)$ ways. \hfill $\Box$

**Proposition 4.2** Let $q > 5$ and $p > 2$. Then the minimum weight in $C_{D_2}$ is realized by the hyperplanes $x_i + x_j = 0$, $1 \leq i < j \leq h$.

**Proof** It is readily seen that all the hyperplanes $x_i + x_j = 0$, $1 \leq i < j \leq h$, contain $q^{k-1} - 1$ points of $D_2$ and therefore they correspond to minimum weight codewords. Let $H$ be an hyperplane different from $x_i + x_j = 0$, $1 \leq i < j \leq h$.

- If $H : x_i + \alpha x_j = 0$ for some $i \neq j$ and $\alpha \neq 1$ then the point

$$
\left(1, \ldots, 1, \frac{-\alpha}{i}, 1, \ldots, 1\right) \in H \setminus (D_2 \cup \{0\})
$$

and therefore $w(e_H) > n - q^{k-1} + 1$, where $n$ is the length of $C_{D_2}$.

- Suppose now that $H : x_i = \beta x_l + \sum_{j \in J} \alpha_j x_j$, with $\#J \geq 1$, $\beta \neq 0$, $-1, l \notin J$. Let $\lambda \in \mathbb{F}_q \setminus \{-1, -(\sum_{j \in J} \alpha_j)/\beta\}$. Then the point

$$
\left(1, \ldots, 1, \frac{\lambda}{l}, 1, \ldots, 1, \frac{\lambda \beta + \sum_{j \in J} \alpha_j}{\beta}, 1, \ldots, 1\right) \in H \setminus (D_2 \cup \{0\})
$$
therefore \( w(c_H) > n - q^{k-1} + 1 \).

- Consider now the case \( H : x_i = -x_i - x_j - \sum_{j \in J} x_j \), with \( \# J \geq 0 \). Let \( \lambda \in \mathbb{F}_q \setminus \{-1, -\# J\} \), \( \mu \in \mathbb{F}_q \setminus \{-1, -\lambda, -\# J, 1 - \lambda - \# J\} \). Then the point

\[
\left( 1, \ldots, 1, \lambda, 1, \ldots, 1, \mu, 1, \ldots, 1, -\lambda - \mu - \# J, 1, \ldots, 1 \right) \in H \setminus (D_2 \cup \{0\})
\]

therefore \( w(c_H) > n - q^{k-1} + 1 \). \( \square \)

### 5 Family 3

By [26, Theorem 23] it is readily seen that the dimension of \( C_{D_3} \) is \( k \).

**Proposition 5.1** Let \( \Gamma(h, q) \) be defined as in Proposition 4.1. The code \( C_{D_3} \) has length

\[
\begin{cases} 
q^{k-h} (q^h - (q - 1) \cdots (q - h)) - 1, & \text{if } p = 2 \text{ and } h < q; \\
q^{k-h} (q^h - \Gamma(h, q)) - 1, & \text{if } p = 2 \text{ and } h \geq q; \\
q^{k-h} (q^h - (q - 1) \cdots (q - h)) - 1, & \text{if } p > 2.
\end{cases}
\]

**Proof** First, we investigate the number of \( h \)-tuples for which

no coordinates are zero and no pairs \((x_i, x_j)\), \(1 \leq i < j \leq h\), satisfy \( x_i + x_j = 0 \). (5.1)

Assume first \( p > 2 \). By the proof of Proposition 4.1 [case (1)] the number of \( h \)-tuples satisfying (5.1) equals \( \Gamma(h, q) \). Therefore the number of \( h \)-tuples for which one coordinate is zero or at least one pair of entries \((x_i, x_j), 1 \leq i < j \leq h\), satisfies \( x_i + x_j = 0 \) is \( q^h - \Gamma(h, q) \). The length of the code \( C_{D_3} \) is given by the number of \( k \)-tuples in \( \mathbb{F}_q \) for which the first \( h \) entries are chosen in such \( q^h - \Gamma(h, q) \) ways.

Assume now \( p = 2 \). In this case the number of \( h \)-tuples for which one coordinate is zero or at least one pair of entries \((x_i, x_j), 1 \leq i < j \leq h\), satisfies \( x_i + x_j = 0 \) is \( q^h - (q - 1) \cdots (q - h) \) (in particular it is \( q^h \) if \( h \geq q \)). The claim follows. \( \square \)

**Proposition 5.2** Let \( q > 5 \) and \( p > 2 \). Then the minimum weight in \( C_{D_3} \) is realized by the hyperplanes \( x_i + x_j = 0 \) and \( x_i = 0 \), \( 1 \leq i < j \leq h \).

**Proof** Clearly, for \( 1 \leq i < j \leq h \), any hyperplane \( x_i + x_j = 0 \) or \( x_i = 0 \) contains \( q^{k-1} - 1 \) points of \( D_3 \) and hence such hyperplanes correspond to minimum weight codewords. We will show that if \( H \) is an hyperplane (through the origin) different from \( x_i + x_j = 0 \), \( 1 \leq i < j \leq h \), and \( x_i = 0 \), \( 1 \leq i \leq h \), then there exists a point \( P \in H \setminus D_3 \). We argue as in the proof of Proposition 4.2, the only difference being that \( P \) must not have zero coordinates.

- If \( H : x_i + \alpha x_j = 0 \) for some \( i \neq j \) and \( \alpha \neq 0, 1 \) then the point

\[
\left( 1, \ldots, 1, -\alpha, 1, \ldots, 1 \right) \in H \setminus (D_3 \cup \{0\})
\]

and therefore \( w(c_H) > n - q^{k-1} + 1 \), where \( n \) is the length of \( C_{D_3} \).
• Suppose now that $H : x_i = \beta x_i + \sum_{j \in J} \alpha_j x_j$, with $\# J \geq 1, \beta \neq 0, -1, 1 \not\in J$. Let $\lambda \in \mathbb{F}_q \setminus \{0, -1, -\lambda, \ldots, -\lambda, 0\}$. Then the point

$$
\left(1, \ldots, 1, \frac{\lambda}{l}, 1, \ldots, 1, \lambda \beta + \sum_{j \in J} \alpha_j, 1, \ldots, 1\right) \in H \setminus (D_3 \cup \{0\})
$$

therefore $w(c_H) > n - q^{k-1} + 1$.

• Consider now the case $H : x_i = -x_i - x_j - \sum_{j \in J} x_j$, with $\# J \geq 0$. Let $\lambda \in \mathbb{F}_q \setminus \{0, -1, -\lambda, \ldots, -\lambda, 0\}$. Then the point

$$
\left(1, \ldots, 1, \frac{\lambda}{l}, 1, \ldots, 1, \mu, 1, \ldots, 1, -\lambda - \mu - \# J, 1, \ldots, 1\right) \in H \setminus (D_3 \cup \{0\})
$$

therefore $w(c_H) > n - q^{k-1} + 1$.

\[ \square \]

### 6 Family 4

In this section we deal with codes $C_{[0, D]}$ as defined in Theorem 1.2. Note that if $D$ is a subset of $AG(k, q)$ such that $aD = D$ for every $a \in \mathbb{F}_q^*$ and $\# D = n$, then

$$
D = \mathbb{F}_q^* P_1 \cup \mathbb{F}_q^* P_2 \cup \cdots \cup \mathbb{F}_q^* P_{n/(q-1)},
$$

for some $P_1, \ldots, P_{n/(q-1)} \in D$. Also observe that the weight of any codeword of $C_{[D, D]}$ is divisible by $q - 1$.

Since the defining set of $C_{[D, D]}$ is

$$
\{(x_1, \ldots, x_k, 0) : (x_1, \ldots, x_k) \in D\} \cup \{(x_1, \ldots, x_k, 1) : (x_1, \ldots, x_k) \in D\} \subset AG(k + 1, q),
$$

it follows that for any hyperplane $H \subset AG(k + 1, q)$ through the origin, the corresponding codeword $c_H \in C_{[D, D]}$ can be written as $(c_{H, 0}, c_{H, 1})$ where

$$
c_{H, 0} = (H(x_1, \ldots, x_k, 0))_{x \in (\mathbb{F}_q^*)^\nu} \quad \text{and} \quad c_{H, 1} = (H(x_1, \ldots, x_k, 1))_{x \in (\mathbb{F}_q^*)^\nu}.
$$

Clearly, $w(c_H) = w(c_{H, 0}) + w(c_{H, 1})$.

**Proposition 6.1** For $H : \alpha_1 x_1 + \cdots + \alpha_k x_k + \alpha_{k+1} x_{k+1} = 0$, let $\tilde{H} : \alpha_1 x_1 + \cdots + \alpha_k x_k = 0$.

If $c_H \in C_{[D, D]}$ and $c_{\tilde{H}} \in C_D$ are the codewords corresponding to $H$ and $\tilde{H}$ respectively, then

(i) If $\alpha_{k+1} = 0$ then $w(c_{H, 1}) = w(c_{H, 0})$ and $w(c_H) = 2w(c_{\tilde{H}})$.

(ii) If $\alpha_{k+1} \neq 0$ then $w(c_H) = n + \frac{q-2}{q-1}w(c_{\tilde{H}})$.

**Proof** Point (i) is clear.

Suppose now that $\alpha_{k+1} \neq 0$. From the assumptions on $D$, for each $P = (x_1, \ldots, x_k) \in D$ and $a \in \mathbb{F}_q^*$, the point $aP$ is in $D$. We distinguish two cases:
(a) If $\tilde{H}(P) = 0$ then $\tilde{H}(Q) = 0$ for any $Q \in \mathbb{F}_q^*P$. In this case the entries corresponding to $\mathbb{F}_q^*P$ in $c_{H,0}$ are 0, whereas those in $c_{H,1}$ are nonzero.

(b) If $\tilde{H}(P) \neq 0$ then there exists a unique value $a \in \mathbb{F}_q^*$ such that $H((ax_1, \ldots, ax_k, 1)) = \tilde{H}(aP) + a_{h+1} = 0$. In this case no entry corresponding to $\mathbb{F}_q^*P$ in $c_{H,0}$ is 0, whereas exactly one in $c_{H,1}$ vanishes.

Therefore

$$w(c_{H,1}) = n - \frac{w(c_{\tilde{H}})}{q - 1}$$

and

$$w(c_{H,1}) + w(c_{H,0}) = n - \frac{w(c_{\tilde{H}})}{q - 1} + w(c_{\tilde{H}}) = n + \frac{(q - 2)w(c_{\tilde{H}})}{q - 1}.$$ 

\[ \square \]

Proposition 6.1 shows that the weight distribution of $C_{[D,\tilde{D}]}$ is uniquely determined by the weight distribution of $C_D$. As a corollary of Proposition 6.1 the following holds.

**Corollary 6.2** Let $A_i$ be the number of codewords of weight $i$ in $C_D$. Then the weight spectrum of $C_{[D,\tilde{D}]}$ is

$$\bigcup_{i=1}^n \left\{ 2i, n + \frac{q - 2}{q - 1} i : A_i \neq 0 \right\}.$$ 

Moreover, if $B_i$ denotes the number of codewords of weight $i$ in $C_{[D,\tilde{D}]}$, then

$$B_i = \eta_i A_i + (q - 1)\eta_{i-n} \frac{q - 1}{q - 2} A_{i-n} \frac{q - 1}{q - 2}$$

where

$$\eta_s = \begin{cases} 1, & \text{if } s \in \mathbb{Z}; \\ 0, & \text{otherwise.} \end{cases}$$

In what follows we will focus on the computation of the weight distribution of the code $C_{[\tilde{D},D_4]}$, where $D_4 = \left\{ (x_1, \ldots, x_k) \in AG(k,q) \setminus \{0\} : \prod_{i=1}^k x_i = 0 \right\}$. First, we report some information on $C_{D_4}$ proved in [26, Theorem 23].

**Proposition 6.3** $C_{D_4}$ is a $[n, k, n - q^{k-1} + 1, q]$-code, where $n = q^{k-h}(q^h - (q - 1)^h) - 1$. Moreover,

- $C_{D_4}$ has weight spectrum
  $$\left\{ n - q^{k-1} + q^{k-h-1}(q - 1)^h + 1, n - q^{k-1} + q^{k-h}(q - 1)^{h-s} \psi_s + 1 \right\},$$
  where $s = 1, \ldots, h$.

- If $A_i$ denotes the number of codewords of $C_{D_4}$ of weight $i$, then
  $$A_i = \begin{cases} q^k - q^h, & \text{if } i = n - q^{k-1} + q^{k-h-1}(q - 1)^h + 1; \\ \binom{h}{s} \psi_s (q - 1)^s, & \text{if } i = n - q^{k-1} + q^{k-h}(q - 1)^{h-s} \psi_s + 1. \end{cases}$$
Table 4 Weight distribution of $\tilde{C}_{[D_4, D_4]}$ for $q > 3$

| Weight $i$                                         | $B_i$            |
|---------------------------------------------------|------------------|
| $0$                                                | $1$              |
| $n$                                                | $q - 1$          |
| $2w_s$, for $s = 1, \ldots, h$                    | $\binom{h}{s}(q-1)^s$ |
| $n + w_s \frac{q-2}{q-1}$, for $s = 1, \ldots, h$ | $\binom{h}{s}(q-1)^{s+1}$ |
| $2w$                                               | $q^k - q^h$      |
| $n + w \frac{q-2}{q-1}$                           | $(q^k - q^h)(q-1)$ |

As a notation, let

$$w_s = n - q^{k-1} + q^{k-h}(q-1)^{h-s} \psi_s + 1,$$
$$w = n - q^{k-1} + q^{k-h-1}(q-1)^h + 1.$$

Note that if $h = k$, $A_w = 0$.

We are now in position to address [26, Open Problem 48], providing the parameters and the weight distribution of the code $\tilde{C}_{[D_4, D_4]}$.

Proposition 6.4 $\tilde{C}_{[D_4, D_4]}$ is a $[2n, k+1, n]_q$-code, where $n$ is the length of $C_{D_4}$. Moreover, the weight spectrum of $\tilde{C}_{[D_4, D_4]}$ is

- for $k > h$
  $$\{0, n, 2w_s, n + w_s \frac{q-2}{q-1}, 2w, n + w \frac{q-2}{q-1}\}_{s=1,\ldots,h};$$
- for $k = h$
  $$\{0, n, 2w_s, n + w_s \frac{q-2}{q-1}\}_{s=1,\ldots,h}.$$

Proof The claim on the weight spectrum is a consequence of Propositions 6.1 and 6.3. We only need to prove that the minimum weight of $\tilde{C}_{[D_4, D_4]}$ equals $n$. By Proposition 6.1, the only candidates as minimum weights are those arising from the minimum weight codewords in $C_{D_4}$ and from the null word of $C_{D_4}$. Therefore, the minimum distance of $\tilde{C}_{[D_4, D_4]}$ is

$$\min \left( n, 2(n - q^{k-1} + 1), (n - q^{k-1} + 1) \frac{q-2}{q-1} \right) = n.$$

Clearly there may be collisions between two weights in the weight spectrum of Proposition 6.4. In the next proposition we provide a deeper analysis of the weight distribution of $\tilde{C}_{[D_4, D_4]}$.

Proposition 6.5 Let $B_i$ be the number of codewords of $\tilde{C}_{[D_4, D_4]}$ of weight $i$. If $q > 3$ the weight distribution of $\tilde{C}_{[D_4, D_4]}$ is given in Table 4.
The claim follows by Corollary 6.2 and Proposition 6.4, after proving that there are no collisions between two weights in the weight spectrum of $C_{[D_s,D_h]}$. First, observe that while $w$ and $w_s$ are divisible by $q - 1$, they are not divisible by $(q - 1)^2$ (possibly with the only exception of $w_h$). Indeed,

$$\frac{w}{q - 1} = \frac{w_s}{q - 1} = \frac{q^k - 1}{q - 1} - \frac{q^{k-1} - 1}{q - 1} = q^{k-1} \equiv 0 \mod q - 1$$  \hspace{1cm} (6.2)

for $s = 1, \ldots, h - 1$, while if $s = h$

$$\frac{w_h}{q - 1} = q^{k-h-1}(q^h + (-1)^h) \mod q - 1.$$  \hspace{1cm} (6.3)

We now consider all the possible cases of collision between two weights.

- If $k > h + 1$ it is readily seen that $n \neq 2w_s$ and $n \neq 2w$, since $n \equiv -1 \mod q$ whereas $w, w_s \equiv 0 \mod q$. If $k = h + 1$ or $k = h$, a direct computation shows that $n < \min\{2w, 2w_s\}$. Indeed,

$$2w_s - n = n - 2q^{k-1} + 2q^{k-h}(q - 1)^{h-s} \psi_s + 2 > n - 2q^{k-1} + 1 = q^k - q^{k-h}(q - 1)^h - 2q^{k-1} > 0,$$

for $q > 3$. The same argument yields $n < 2w$.

- $n = n + w \frac{q^2 - 2}{q - 1}$ or $n = n + w_s \frac{q^2 - 2}{q - 1}$ cannot occur for $q > 3$.

- $w_s = w$ (which yields $2w_s = 2w$ and $n + w_s \frac{q^2 - 2}{q - 1} = n + w \frac{q^2 - 2}{q - 1}$) implies

$$(q - 1)^{h-s}q^{k-h} \psi_s = (q - 1)^h q^{k-h-1}$$

that is

$$q \psi_s = (q - 1)^s$$

a contradiction.

- As observed above, since $(q - 1)$ divides $w$ and $w_s$ but $(q - 1)^2$ does not (except possibly for $w_h$), we have

$$2w_s \neq n + \frac{q - 2}{q - 1} w$$

for $s = 1, \ldots, h$, and

$$2w \neq n + \frac{q - 2}{q - 1} w_s$$

for $s = 1, \ldots, h - 1$.

It remains to check if it is possible that $2w = n + \frac{q^2 - 2}{q - 1} w_h$. Note first that if $h$ is odd then $\frac{w_h}{q - 1} \neq 0 \mod q - 1$, whence the same argument as above applies and $2w \neq n + \frac{q^2 - 2}{q - 1} w_h$.

Assume now $h$ even. Then $2w = n + \frac{q^2 - 2}{q - 1} w_h$ reads

$$2(n - q^{k-1} + q^{k-h-1}(q - 1)^h + 1) = n + (q - 2)(q^{k-h-1}(q^h - (q - 1)^h) + q^{k-h-1}),$$

that is

$$n = q^k - q^{k-h}(q - 1)^h + q^{k-h} - 2q^{k-h-1} - 2,$$  \hspace{1cm} (6.4)

a contradiction to $n \equiv -1 \mod q$. 

Springer
Table 5 Weight distribution of $C_{[D_4, D_4]}$ for $q = 3$ and $k = h + 1$

| Weight $i$ | $B_i$ |
|------------|-------|
| 0          | 1     |
| $n$        | 2     |
| $2w_s$, for $s = 1, \ldots, k - 1$ | $(\frac{k-1}{s})^{2s}$ |
| $n + w_s/2$, for $s = 1, \ldots, k - 2$ | $(\frac{k-1}{s})^{2s+1}$ |
| $2w$       | $3^k - 3^{k-1}$ |
| $n + w/2$  | $2(3^k - 3^{k-1})$ |

Table 6 Weight distribution of $C_{[D_4, D_4]}$ for $q = 3$, $h = 4$, and $k = 5$

| Weight $i$ | $B_i$ |
|------------|-------|
| 0          | 1     |
| 194        | 2     |
| 228        | 8     |
| 251        | 16    |
| 252        | 32    |
| 257        | 64    |
| 259        | 324   |
| 260        | 194   |
| 263        | 48    |
| 264        | 16    |
| 276        | 24    |

Table 7 Weight distribution of $C_{[D_4, D_4]}$ for $q = 5$, $h = 4$, and $k = 5$

| Weight $i$ | $B_i$ |
|------------|-------|
| 0          | 1     |
| 1844       | 4     |
| 2440       | 16    |
| 2759       | 64    |
| 2920       | 256   |
| 2939       | 1024  |
| 2951       | 10,000|
| 2952       | 2500  |
| 2954       | 2024  |
| 2960       | 256   |
| 2999       | 384   |
| 3080       | 96    |

• If $w_s = w_{s'}$ for some $s, s' \in \{1, \ldots, h\}$ with $s' > s$, then
  $$( -1)^s(q - 1)^{h-s'} + 1 = (-1)^s(q - 1)^{h-s+1}$$
  that is
  $$( -1)^{s-s'}(q - 1)^{s'-s} = 1,$$
  a contradiction to $q > 3$.
• If $2w = n + w\frac{q-2}{q-1}$, then $(q - 1)n = qw$; a contradiction, since $n$ is not divisible by $q$.
The same argument also shows that $2w_s \neq n + w_s\frac{q-2}{q-1}$.

\[\square\]

Remark 6.6 If $q = 3$, almost the same argument in Proposition 6.5 applies; the only difference arises from Eq. (6.4) when $k = h + 1$. Indeed, in this case, $2w = n + w\frac{q-2}{q-1}$, Table 5 shows the weight distribution of $C_{[D_4, D_4]}$ for $q = 3$ and $k = h + 1$.

The following tables show the weight distributions of $C_{[D_4, D_4]}$ for $h = 4$, $k = 5$ and $q = 3, 5$ (Tables 6, 7).

As an application of Proposition 6.1 we provide the weight distribution of the code $C_{[D_1, D_4]}$. In this case we will not deal with possible collisions of two weights (since this problem is already hard to study for the weight distribution of $C_{D_4}$).

Proposition 6.7 With the same notation as in Theorem 3.5, the weight distribution of $C_{[D_1, D_4]}$ is given in Table 8.
Table 8 Weight distribution of $C_{[D_1,D_1]}$

| Weight $i$ | $B_i$ |
|------------|-------|
| 0          | 1     |
| $n$        | $q - 1$ |
| $2(n - q^{k-1})$ | $q^k - q^h$ |
| $n + (n - q^{k-1})$ | $(q - 1)(q^k - q^h)$ |
| $2(n - q^{k-1}) - (q - 1)^{h-s}$ | $(q - 1)\left(\binom{h}{s} \binom{h}{l} \binom{i}{l} \binom{i}{j} \binom{q-1}{l} \right)$ |
| $n + (n - q^{k-1}) - (q - 1)^{h-s}$ | $(q - 1)\left(\binom{h}{s} \binom{h}{l} \binom{i}{l} \binom{i}{j} \binom{q-1}{l} \right)$ |

The following table shows the weight distribution of $C_{[D_1,D_1]}$ for $h = 4, k = 5$ and $q = 3$ (Table 9).

Finally, we present the following open problems.

**Open Problem 6.8** Determine the weight distribution (without collisions) of $C_{D_1}$ and $C_{[D_1,D_1]}$.

**Open Problem 6.9** Determine the weight distribution of $C_{D_2}$ and $C_{D_3}$.
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