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Abstract: In structural health monitoring (SHM) systems for civil structures, massive amounts of data are often generated that need data compression techniques to reduce the cost of signal transfer and storage, meanwhile offering a simple sensing system. Compressive sensing (CS) is a novel data acquisition method whereby the compression is done in a sensor simultaneously with the sampling. If the original sensed signal is sufficiently sparse in terms of some orthogonal basis (e.g. a sufficient number of wavelet coefficients are zero or negligibly small), the decompression can be done essentially perfectly up to some critical compression ratio; otherwise there is a trade-off between the reconstruction error and how much compression occurs. In this article, a Bayesian compressive sensing (BCS) method is investigated that uses sparse Bayesian learning to reconstruct signals from a compressive sensor. By explicitly quantifying the uncertainty in the reconstructed signal from compressed data, the BCS technique exhibits an obvious benefit over existing regularized norm-minimization CS methods that provide a single signal estimate. However, current BCS algorithms suffer from a robustness problem: sometimes the reconstruction errors are very large when the number of measurements K is a lot less than the number of signal degrees of freedom N that are needed to capture the signal accurately in a directly sampled form. In this paper, we present improvements to the BCS reconstruction method to enhance its robustness so that even higher compression ratios N/K can be used and we examine the tradeoff between efficiently compressing data and accurately decompressing it. Synthetic data and actual acceleration data collected from a bridge SHM system are used as examples. Compared with the state-of-the-art BCS reconstruction algorithms, the improved BCS algorithm demonstrates superior performance. With the same acceptable-error rate based on a specified threshold of reconstruction error, the proposed BCS algorithm works with relatively large compression ratios and it can achieve perfect lossless compression performance with quite high compression ratios. Furthermore, the error bars for the signal reconstruction are also quantified effectively.

1 INTRODUCTION

Structural health monitoring (SHM) for civil engineering infrastructure refers to the process of implementing a damage detection and characterization strategy based on data from sensors distributed over a system (Beck et al., 2001; Gangone et al., 2011; Jiang and Adeli, 2007; Lynch, 2007; Sohn et al., 2003; Vanik et al., 2000). A substantial
A least-stage for CS refers to the data reconstruction or randomly chosen a sensed signal to (e.g. Yoo et al., (2012)) to project compressing in CS is to use a specially-designed sensor sampling. This new technique may become the main usually considered necessary based on Nyquist-Shannon quantification.

It asserts that if certain signals are sparse in acquisition, whose capability, when first met, seems surprising. It has developed. All of these data compression methods belong to a conventional framework for sampling signals that follow the Nyquist-Shannon theorem: the sampling rate must be at least twice the maximum frequency present in the signal.

Compressive sensing (CS) (Candes and Wakin, 2008; Donoho, 2006) is a novel sampling technique for data acquisition, whose capability, when first met, seems surprising. It asserts that if certain signals are sparse in some orthogonal basis, one can reconstruct these signals accurately from far fewer measurements than what is usually considered necessary based on Nyquist-Shannon sampling. This new technique may become the main paradigm for sampling and compressing data simultaneously, therefore increasing the efficiency of data transfer and storage. The basic idea for data sampling and compressing in CS is to use a specially-designed sensor (e.g. Yoo et al., (2012)) to project N time-sampled points of a sensed signal to K ≪ N compressed data points using a randomly chosen K × N projection matrix. The second stage for CS refers to the data reconstruction or decompression, which is performed after the compressed data is transmitted to the data management center. A least-squares method with l1-norm regularization (often called Basis Pursuit (Candes et al., 2006; Chen et al., 1999)) is then used to reconstruct the original signal accurately based on the K compressed measurements. This reconstruction problem has attracted the interest of many researchers and, in recent years, alternatives to the original CS reconstruction method have been proposed, such as Orthogonal Matching Pursuit (Tropp and Gilbert, 2007) and Bayesian Compressive Sensing (BCS) (Ji et al., 2008).

In this article, as in Ji et al. (2008), we apply sparse Bayesian learning for the CS reconstruction problem but we focus on the robustness of this procedure. In contrast to the original CS reconstruction algorithms (Candes et al., 2006; Chen et al., 1999; Tropp and Gilbert, 2007) that provide only a point estimate of the basis coefficients to specify the signal reconstruction, the BCS algorithm uses posterior probability distributions over these coefficients as an efficient way to quantify uncertainty in the reconstructed signals. However, we show that current BCS reconstruction algorithms suffer from a robustness problem: sometimes when the compression ratio is high, these iterative algorithms converge to suboptimal solutions with very large reconstruction errors. Therefore it is desirable to develop a robust reconstruction algorithm that allows higher compression ratios.

An improved BCS algorithm is proposed here to reduce the likelihood of sub-optimal solutions of the optimization problem during the reconstruction process and so to produce more robustly smaller reconstruction errors. We demonstrate with experimental results from synthetic data and actual data from a SHM system on a bridge that the proposed algorithm provides better reconstruction performance than the state-of-the-art BCS methods, both for signal reconstruction robustness and uncertainty quantification.

2 BAYESIAN COMPRESSIVE SENSING

Consider a discrete-time signal \( x = [x(1), \cdots, x(N)]^T \) in \( \mathbb{R}^N \) represented by a set of orthogonal basis vectors as

\[
x = \sum_{n=1}^{N} w_n \Psi_n \text{ or } x = \Psi w
\]

(1)

where \( \Psi = [\Psi_1, \cdots, \Psi_N] \) is the N × N basis matrix with the orthonormal basis of \( N \times 1 \) vectors \( \{\Psi_n\}_{n=1}^{N} \) as columns; \( w \) is the sparse coefficients or weight vector, i.e., it is known that most of its components are zero or very small (with minimal impact on the signal) but not which ones. The total number of the zero components of \( w \) represents the sparsity of the signal \( x \) with respect to the basis \( \{\Psi_n\} \) (Wipf and Rao, 2006).

In the framework of CS, one infers the coefficients \( w \) of interest from compressed data instead of directly sampling the actual signal \( x \). The data vector \( y \) from the compressive sensor is composed of \( K \ll N \) linear projections of the signal \( x \) using a chosen \( K \times N \) random projection matrix \( \Phi \) that is built into the sensor (each element in \( \Phi \) is an independent sample drawn from \( \mathcal{N}(0,1) \)):

\[
y = \Phi x + r
\]

(2)

where \( r \) represents any measurement error. For reconstruction, (1) and (2) are combined to represent the compressed data \( y \) as:

\[
y = \Theta w + e = \sum_{n=1}^{N} w_n \Theta_n + e
\]

(3)

where \( \Theta = \Phi \Psi \) and \( e \) represents the unknown prediction error due to the signal model for specified \( w \) plus the measurement error \( r \). Because \( \Theta \) is a \( K \times N \) matrix with \( K \ll N \), (3) leads to an ill-posed inversion problem for finding the weights \( w \), and hence the signal \( x \) in \( \mathbb{R}^N \), from data \( y \) in \( \mathbb{R}^K \).
By exploiting the sparsity of the representation of $x$ in basis $\{\Psi_n\}_{n=1}^N$, the ill-posed problem can be posed as a convex least-squares regularization problem to estimate $w$ as follows (Chen et al., 1999; Candès et al., 2006; Tropp and Gilbert, 2007):

$$\hat{w} = \arg \min \{ ||y - \Theta w||_2^2 + \lambda ||w||_1 \} \quad (4)$$

where the penalty parameter $\lambda$ scales the regularization term to penalize large weight values. As a result, the optimization problem in (4) represents a trade-off between how well the data is fitted (first term) and how sparse the signal is (second term). Appropriate minimization algorithms have been proposed, including linear programming in Basis Pursuit (Chen et al., 1999; Candès et al., 2006) and greedy algorithms in Orthogonal Matching Pursuit (Tropp and Gilbert, 2007), to solve the CS reconstruction problem as formulated in (4). The choice of a 1-norm for the regularization in (4) is important because it induces sparsity in $\hat{w}$, while still giving a convex optimization problem.

### 2.1 Sparse Bayesian learning of linear regression model for compressive sensing

The ill-posed data inversion problem can also be tackled using a Bayesian perspective, which has certain distinct advantages; for example, in addition to providing a sparse solution to estimate the underlying signal, it automatically estimates penalty parameters like $\lambda$ in (4) and it provides a measure of the uncertainty for the reconstructed signal. The basic idea is to use sparse Bayesian learning (Tipping, 2001; Tipping and Faul, 2003) for the linear regression problem involved in CS reconstruction (Ji et al., 2008). Therefore, Bayes’ theorem is applied to find the posterior probability density function (PDF) $p(w|y)$ for the signal weights $w$ in (3) based on the linearly projected data $y$. The error $e$ in (3) is modeled as a zero-mean Gaussian vector with covariance matrix $\sigma^2 I_k$. This probability model gives the largest uncertainty for $e$ (i.e. maximizes Shannon’s information entropy (Jaynes, 1957)) subject to the first two moment constraints: $E[e_k] = 0, E[e_k^2] = \sigma^2, k = 1,..., K$. Thus, one gets a Gaussian likelihood function:

$$p(y|w, \sigma^2) = (2\pi \sigma^2)^{-\frac{K}{2}} \exp \left( -\frac{1}{2\sigma^2} ||y - \Theta w||_2^2 \right) \quad (5)$$

This likelihood measures how well the signal model for specified parameters $w$ and $\sigma^2$ predicts the observed CS measurements $y$, and it corresponds to the first term of (4) in the deterministic CS data inversion.

For the Bayesian prior distribution on the model parameters, independent prior PDFs are taken for $\sigma^2$ and $w$. A Gamma prior is placed on $\sigma^2$:

$$p(\sigma^2) = \Gamma(\sigma^2 | a, b) = \frac{b^a}{\Gamma(a)} (\sigma^{-2})^{a-1} \exp(-ba \sigma^{-2}) \quad (6)$$

Based on the sparse Bayesian learning approach, a special Gaussian prior distribution is used for the signal coefficients $w$, which is known as the automatic relevance determination prior (ARD prior):

$$p(w|\alpha) = \prod_{n=1}^N p(w_n | \alpha_n) = \prod_{n=1}^N \left[ (2\pi)^{-1/2} \alpha_n^{1/2} \exp \left( -\frac{1}{2\alpha_n} w_n^2 \right) \right] \quad (7)$$

where the hyperparameter $\alpha_n$ is the precision (inverse prior variance) for $w_n$. It is used to control the model sparsity by having an effect similar to the regularization term in (4). Actually, the equivalent Bayesian formulation to the optimization in (4) is to find the MAP (maximum a posteriori) value of $w$ using the likelihood function in (5) with a Laplace prior $p(w|\alpha_0) = \alpha_0 \exp(-\alpha_0 ||w||_1)$, where $\alpha_0 = \lambda / 2\sigma^2$. For this choice, however, the full Bayesian posterior distribution for $w$ and $x$ cannot be found analytically, in contrast to the ARD prior, which corresponds to using a weighted 2-norm on $w$ in (4). Using the 2-norm in (4), however, turns out to not promote sparsity when estimating $w$. To induce sparsity, in sparse Bayesian learning (Tipping, 2001; Tipping and Faul, 2003) we optimize over the hyperparameter vector $\alpha$ to find its MAP value (most probable value based on the data $y$).

Given the CS measurements $y$ and the prior on $w$, the posterior distribution $p(w|y, \alpha, \sigma^2)$ over the weights is obtained based on Bayes’ theorem:

$$p(w|y, \alpha, \sigma^2) = p(y|w, \sigma^2)p(w|\alpha) / p(y|\alpha, \sigma^2) \quad (8)$$

where $p(w|\alpha) = \text{prior PDF of } w$ in (7); $p(y|w, \sigma^2) = \text{likelihood function in (5)}$; and $p(y|\alpha, \sigma^2)$ is the evidence of the signal model class $\mathcal{M}(\alpha, \sigma^2)$ which also serves as a normalizing constant for the posterior distribution. Since both prior and likelihood for $w$ are Gaussian and the likelihood mean $\Theta w$ is linear in $w$, the posterior PDF can be expressed analytically as a multivariate Gaussian distribution $p(w|y, \alpha, \sigma^2) = N(\mu, \Sigma)$ with mean and $N \times N$ covariance matrix (Tipping, 2001; Tipping and Faul, 2003):

$$\mu = \sigma^{-2} \Sigma^T y \quad (9)$$

$$\Sigma = (\sigma^{-2} \Theta^T \Theta + A)^{-1} \quad (10)$$

where $A = \text{diag}(\alpha_1, ..., \alpha_N)$. It follows from (10) that for given hyperparameters $\alpha$ and $\sigma^2$ defining the model class $\mathcal{M}(\alpha, \sigma^2)$, the posterior probability distribution for the reconstructed signal $x$ is Gaussian, $p(x|y, \alpha, \sigma^2) = N(\Psi \mu, \Psi \Sigma \Psi^T)$.

In the next step, Bayesian model class assessment (Beck, 2010) is used to select the MAP value of hyperparameters $\alpha$ and $\sigma^2$. If the problem is globally identifiable (Beck and Katafygiotis, 1998), meaning here that the evidence $p(y|\alpha, \sigma^2)$ has a single pronounced global maximum with respect to $\alpha$ and $\sigma^2$, then reconstruction can be done accurately using the most probable model class $\mathcal{M}(\tilde{\alpha}, \tilde{\sigma}^2)$. 
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based on measurements \( y \) where \( \hat{\alpha} \) and \( \hat{\sigma}^2 \) are the MAP values that maximize \( p(\alpha, \sigma^2|y) \propto p(y|\alpha, \sigma^2)p(\alpha)p(\sigma^2). \) The mathematical justification for using the MAP values rather than the full predictive PDF is that it can be approximated by applying Laplace’s asymptotic approximation (Beck and Katafygiotis, 1998; Beck, 2010):

\[
p(x|y) = \int p(x|y, \alpha, \sigma^2)p(\alpha, \sigma^2|y)\,d\alpha\,d\sigma^2
\approx p(x|y, \hat{\alpha}, \hat{\sigma}^2)
\]

(11)

By taking a uniform prior on \( \alpha \) and inverse Gamma prior on \( \sigma^2 \), maximization of the following objective function is required:

\[
p(\alpha, \sigma^2|y) = p(y|\alpha, \sigma^2)p(\alpha)p(\sigma^2)
\]

\[
= \int p(y|w, \sigma^2)p(w|\alpha)p(\alpha)p(\sigma^2)\,dw
\]

\[
= \frac{p^n}{\Gamma(a)} (2\pi)^{-\frac{K}{2}} (\sigma^2)^{-a-1} |\sigma^2 I + \Theta A^{-1}\Theta^T|^{-\frac{1}{2}} \exp \left\{ -b\sigma^{-2} - \frac{1}{2} y^T (\sigma^2 I + \Theta A^{-1}\Theta^T)^{-1} y \right\}
\]

(12)

Since \( p(\alpha) \) is constant over the important region of the \( \alpha \) space, the optimization over \( \alpha \) for given \( \sigma^2 \) is equivalent to maximizing the evidence function \( p(y|\alpha, \sigma^2) = \int p(y|w, \sigma^2)p(w|\alpha)\,dw \). We now briefly describe two optimization algorithms that have been proposed to find the MAP values \( \alpha \) and \( \sigma^2 \). One is Tipping’s original iterative algorithm (Tipping, 2001), which we call the “Top-down” algorithm. Another one is Tipping and Faul’s “Fast Algorithm” (Tipping and Faul, 2003), which we call the “Bottom-up” algorithm.

2.2 Algorithms for estimation of the optimal hyperparameters \( \alpha \) and \( \sigma^2 \)

**Top-down algorithm.** The Top-down algorithm starts with considering all basis vectors in expansion (1) and (3) and tries to prune out irrelevant basis vectors by maximizing the evidence \( p(y|\alpha, \sigma^2) \) which Tipping has shown automatically yields sparsity in the expansion (Tipping, 2001; Tipping and Faul, 2003). By setting derivatives of the log evidence \( \ln p(y|\alpha, \sigma^2) \) with respect to \( \alpha \) to zero, the following iterative estimation formula is obtained for each \( n \) (see Tipping (2001)):

\[
\alpha_n^{\text{new}} = \frac{1 - \alpha_n \Sigma_{mn}}{\mu^2_n}
\]

(13)

where \( \mu_n \) and \( \Sigma_{mn} \) are computed from (9) and (10) using the current \( \alpha \) and \( \sigma^2 \). For \( \sigma^2 \), setting the derivative of the logarithm of (12) with respect to \( \sigma^2 \) equal to zero and rearranging, gives (see Appendix A):

\[
\sigma^2 = \frac{\sum_{n=1}^{N} |y - \hat{\alpha}_n\Sigma_{mn}|^2 + 2b}{K - \Sigma_{n=1}^{N}(1 - \alpha_n \Sigma_{mn}) + 2(1 - a)}
\]

(14)

where \( N \) is the number of non-zero terms in (1). Additionally, we also find the optimal values of the parameters \( b \) and \( a \) in (6) by taking the derivative of the logarithm of (12) with respect to \( b \) and \( a \), giving (see Appendix A):

\[
b = a\sigma^2
\]

(15)

\[
\log b - \psi(a) - \log\sigma^2 = 0
\]

(16)

where \( \psi(a) \) is the Digamma function. In principle, the process iterates between the hyperparameters \( (\alpha, \sigma^2, b, a) \) and the posterior parameters \( (\mu, \Sigma) \), until a convergence criterion has been satisfied to obtain the optimal hyperparameters.

In this algorithm, the \( n \)th basis vector is deleted when the optimal \( \alpha_n \) approaches infinity during the iteration process. In practice, many of the \( \alpha_n \) approach infinity, which implies that their corresponding coefficients have insignificant amplitudes for representation of the measurements \( y \) because each such \( w_n \) has a zero-mean Gaussian prior with variance approaching zero. Since the number of retained coefficients is usually quite small compared with the length of data, a sparsely reconstructed signal model is obtained. One drawback of the method is that basis vectors are pruned when individual iterated \( \alpha_n \) values grow numerically too large, which is not a precise analytical procedure to produce sparsity of signal models. Also, this algorithm involves inversion of matrices of size \( N \times N \), thereby making this approach relatively slow for reconstruction of signals of large dimension; however, for sparse signal reconstruction from overcomplete dictionaries such as compressive sensing decompression \((K < N)\), we can use the Woodbury inversion identity as follows (Tipping, 2001):

\[
\Sigma = (\sigma^2 \Theta^T + \Theta A^{-1})^{-1} = \Lambda^{-1} - \Lambda^{-1}\Theta^T C^{-1}\Theta \Lambda^{-1}
\]

(17)

where \( C = \sigma^2 I + \Theta A^{-1}\Theta^T \). We now reduce the algorithm to an inversion of matrix \( C \) with \( O(K^2) \) complexity, which is clearly superior when \( K < N \).

**Bottom-up algorithm.** The Bottom-up algorithm starts with no terms in (1) and adds relevant ones to the signal model as the iterations proceed. This method can significantly reduce the reconstruction time and the chance of having ill-conditioning problems during inversion of the matrix in (10). In this algorithm, the log evidence \( \log p(y|\alpha, \sigma^2) \) is expressed as

\[
\mathcal{L}(\alpha, \sigma^2) = \log p(y|\alpha, \sigma^2)
\]

\[
= -\frac{1}{2} [K \log 2\pi + \log |C| + y^T C^{-1} y]
\]

(18)

\[
= \frac{1}{2} [K \log 2\pi + \log |C_{-n}| + y^T C_{-n}^{-1} y - \log \alpha_n + \log(\alpha_n + \Theta_n^T C_{-n}^{-1} \Theta_n)]
\]

\[
+ \log(\alpha_n + \Theta_n^T C_{-n}^{-1} \Theta_n)
\]

\[
+ \log(\alpha_n + \Theta_n^T C_{-n}^{-1} \Theta_n) + \frac{1}{2} \left[ \frac{\Theta_n^T C_{-n}^{-1} \Theta_n}{\alpha_n + S_n} \right]
\]

\[
= \mathcal{L}(\alpha_{-n}, \sigma^2) + \frac{1}{2} \left[ \log \alpha_n - \log(\alpha_n + S_n) + \frac{S_n}{\alpha_n + S_n} \right]
\]

\[
= \mathcal{L}(\alpha_{-n}, \sigma^2) + l(\alpha_n, \sigma^2)
\]
where $\mathbf{C} = \sigma^2 \mathbf{I} + \mathbf{\Theta} \mathbf{A}^{-1} \mathbf{\Theta}^T$ and $\mathbf{C}_{-n} =$covariance matrix $\mathbf{C}$ with the components of $n$ removed, and therefore $\mathcal{L}(\alpha_{-n}, \sigma^2)$ does not depend on $\alpha_n$. In addition, for simplification of forthcoming expressions, we have defined the ‘sparsity factor’ $S_n$ and ‘quality factor’ $Q_n$ by:

$$S_n = \mathbf{\Theta}_n^T \mathbf{C}_{-n}^{-1} \mathbf{\Theta}_n$$

$$Q_n = \mathbf{\Theta}_n^T \mathbf{C}_{-n}^{-1} \mathbf{y}.$$  

Setting derivatives of (18) with respect to $\alpha_n$ to zero leads to

$$\alpha_n = \begin{cases} \infty, & \text{if } Q_n^2 \leq S_n \\ \frac{s^2}{Q_n^2 - S_n}, & \text{if } Q_n^2 > S_n \end{cases}$$

This algorithm enables an efficient sequential optimization by updating one candidate basis term at each iteration to monotonically increase the evidence. Finally, only the components that have finite $\alpha_n$ are used in determining the signal model since each $w_n$ with $\alpha_n = \infty$ has prior mean and variance both zero, giving giving $w_n = 0$, and so its term drops out of (1) and (3). For updating $\sigma^2$, the same equation as in (14) can be used for the Bottom-up algorithm.

When calculating $S_n$ and $Q_n$ in (19) and (20) for updating $\alpha_n$, the Bottom-up algorithm requires the numerical inversion of the $K \times K$ matrix $\mathbf{C}$, which is an $O(K^3)$ operation. The Woodbury inversion identity can be employed:

$$\mathbf{C}^{-1} = (\sigma^2 \mathbf{I} + \mathbf{\Theta} \mathbf{A}^{-1} \mathbf{\Theta}^T)^{-1} = \sigma^{-2} \mathbf{I} - \sigma^{-2} \mathbf{\Theta} \mathbf{\Sigma} \mathbf{\Theta}^T \sigma^{-2}$$

where the $N' \times N'$ covariance matrix $\mathbf{\Sigma}$, which is given in (10), is readily computed in the optimization procedure; it depends on the size $N'$ of the current signal models, which is much smaller than $K$ for the Bottom-up optimization procedure. Therefore, the Bottom-up method has an obvious advantage over the Top-down algorithm in terms of algorithm efficiency.

### 2.3 The robustness problem of BCS reconstruction

**Effect of number of measurements on reconstruction.** In the fully probabilistic framework of BCS, the most plausible signal reconstruction of $\mathbf{x}$ is the posterior mean $\mathbf{\hat{x}} = \mathbf{\Psi} \mathbf{\mu}$ where the posterior mean $\mathbf{\mu}$ of $\mathbf{w}$ is given by (9) with the optimal hyperparameters $\alpha$ and $\sigma^2$. For brevity, we call $\mathbf{\hat{x}}$ the reconstructed signal. The number of measurements $K$ in the compressed data $\mathbf{y}$ has an important influence on the robustness of signal reconstruction. However, in order to compress the signal more effectively, the number of measurements must be reduced to be much smaller than the number of degrees of freedom $N$ of the original signal $\mathbf{x}$. As a result, reconstruction of the signal becomes a severely ill-posed problem that sometimes leads to sub-optimal signal representations during the optimization over the hyperparameters. This occurs because there are a large number of local maxima that trap the optimization and significantly reduce the robustness of the iterative scheme, for both the Top-down and Bottom-up algorithms.

To illustrate the lack of robustness, we apply Bottom-up and Top-down algorithms to synthetic data considering of 1000 different random measurement samples for each specific size $K$ (by changing the random projection matrix $\mathbf{\Phi}$ each time) but using the same original signal $\mathbf{x}$ of length $N = 512$ each time. Two signals are considered, each containing 20 non-zero spikes created by randomly choosing 20 discrete times and randomly drawing the amplitudes of the spikes from two different probability distributions, one uniform with equal probability of $\pm 1$ random spikes and the other a zero-mean unit variance Gaussian. For reconstruction, we take $\mathbf{\Psi} = \mathbf{I}_N$ (identity matrix), so $\mathbf{\Theta} = \mathbf{\Phi}$. The data is noise free but for reconstruction, we fix the prediction error variance to be $\sigma^2 = \text{var}[\mathbf{y}] \times 0.1$. To investigate the effect of the number of measurements $K$ on reconstruction, we present the reconstruction error, log evidence and the size of the final reconstructed signal models (the number of non-zero terms in (1)) as a function of the number of measurements $K$ which has values from 10 to 520 in Figures 1 and 2, for Bottom-up and Top-down algorithms, respectively. The reconstruction error is defined as $\|\mathbf{\hat{x}} - \mathbf{x}\|_2^2/\|\mathbf{x}\|_2^2$, where $\mathbf{\hat{x}}$ denotes the reconstructed signal (posterior mean of $\mathbf{x}$).

The corresponding qualities of the reconstructions of the two types of signal (uniform and non-uniform spikes) versus the number of measurements $K$ is summarized in Table 1 for the two algorithms. It is seen that if the number of measurements $K$ is larger than some specific values (140 (uniform spikes) or 100 (non-uniform spikes) for the Bottom-up algorithm, and 130 (uniform spikes) or 120 (non-uniform spikes) for the Top-down algorithm), the sparse signal can be exactly reconstructed. In this case, either there is only a single maximum in the evidence over $\alpha$, or only a few insignificant local maxima occur, which do not affect the convergence of the algorithm to the global maximum.

If the number of measurements $K$ becomes smaller, the reconstructed results become unstable: many of the optimization runs produce the correct signal size of 20, and all of these reconstructions are quite close to a global maximum of the log evidence. However, the other runs give only local maxima of the evidence that correspond to larger amounts of non-zero signal components and large reconstruction errors. There are visible differences in the log evidence between the correctly reconstructed signal models and the incorrect ones. Fewer measurements result in larger average reconstruction errors and smaller differences in evidence between correctly reconstructed signal models and incorrectly reconstructed signal models.
From these results, it is also found that the global maximum of the evidence corresponds to the most stable signal model; as shown on the right-hand side in Figure 1, one can observe that the spread is a lot more concentrated for the group of samples with reconstructed signal model size of around 20. The signal models with local maxima of the evidence are much less stable; they are very likely to converge to other signal models if they are perturbed slightly and used to restart the reconstruction algorithm.

The results clearly illustrate that the reconstruction process has poor robustness for the smaller values of $K$ relative to $N$, the size of the original signal. Therefore, the specific values in Table 1 are the minimum number of measurements required for faithful reconstruction for this case, corresponding to a compression ratio (CR) for these two algorithms of $N/K = 3.66$ (uniform spikes) and 5.12 (non-uniform spikes), and 3.94 (uniform spikes) and 4.27 (non-uniform spikes), respectively.

However, if the number of measurements is smaller than 60 (uniform spikes) or 40 (non-uniform spikes) for the Bottom-up algorithm, and 50 (uniform spikes) or 40 (non-uniform spikes) for the Top-down algorithm, the difference in evidence between correctly reconstructed signal models and incorrect ones is negligible, which means that correct reconstruction through evidence maximization is not feasible.

Regarding the comparison of reconstruction errors between the cases of uniform and non-uniform spikes in Figures 1 and 2, the reconstruction errors of the local maxima for the non-uniform spikes tend to be smaller for the same $K$ value. This observation is consistent with some theoretical analysis in Wipf and Rao (2006) which led to the conclusion that “the most difficult sparse inverse problem may involve weights of the same or even identical scale”.

A comparison of the performance of the two algorithms shows that the reconstruction errors of the local maxima signal models and the minimum required number of measurements for faithful reconstruction are quite similar, which demonstrates that they have similar robustness for signal reconstruction. However, we are primarily interested

| Quality of the reconstruction | Algorithm | Uniform spikes | Non-uniform spikes |
|------------------------------|-----------|----------------|--------------------|
| All exact                    | Bottom-up | 140-512        | 100-512            |
|                              | Top-down  | 130-512        | 120-512            |
| Some unstable                | Bottom-up | 60-140         | 40-100             |
|                              | Top-down  | 50-130         | 40-120             |
| All poor                     | Bottom-up | <60            | <40                |
|                              | Top-down  | <50            | <40                |

Figure 1 The effects of number of measurements on the evidence and size of reconstructed signal models for the noise-free case run 1000 times (1000 samples) for each $K$ using Bottom-up algorithm: (a) Uniform spikes; (b) Non-uniform spikes.
Effect of measurement noise on reconstruction. The effect of measurement noise ($\sigma$ in (2)) on the reconstruction is investigated in Figure 3 for the Bottom-up algorithm where the reconstruction error and log evidence are given as a function of the size of the reconstructed signal models for added zero-mean Gaussian noise with standard deviation at high levels of 5%, of the RMS of the synthetic measurements (compressive sensors will actually give lower noise to signal ratios). In these figures, we employ the same original signal and projection matrices as used in the noise-free case run 1000 times (1000 samples) for each $K$ using Top-down algorithm: (a) Uniform spikes; (b) Non-uniform spikes.

Figure 3 The effects of number of measurements on the evidence and size of reconstructed signal models for the 5% noise case run 1000 times (1000 samples) for each $K$ using Bottom-up algorithm: (a) Uniform spikes; (b) Non-uniform spikes.
the noise-free case in Figure 1. The figures show that when the noise level increases, the reconstruction error tends to increase and the log evidence tends to decrease for the “optimal” signal models (the cluster of models of smaller sizes), indicating that a poorer reconstruction is produced. Most optimization runs produce reconstructions with signal sizes larger than 20, since the sizes of the reconstructed signal models need to be larger to “explain” the very noisy data.

Effect of prediction error variance $\sigma^2$ on reconstruction. In BCS reconstruction, the prediction error variance $\sigma^2$ is estimated along with the inverse prior variances for the coefficients $w$. However, the initial guess of the $\sigma^2$ value for the iterative scheme may affect the algorithm significantly due to the underdetermined nature of the inverse problem.

The variance $\sigma^2$ has significant influence on the trade-off between how well the reconstructed signal model fits the data and how sparse it is, which is related to the model complexity. There is an information-theoretical interpretation of the trade-off between data fitting and signal model complexity (Beck, 2010) that comes from expressing the log evidence in the following form:

$$
\log[p(y|\alpha, \sigma^2)] = \int \log[p(y|w, \alpha, \sigma^2)p(w|\alpha, \sigma^2)/p(w|y, \alpha, \sigma^2)] \times p(w|y, \alpha, \sigma^2)dw
= \int \log[p(y|w, \alpha, \sigma^2)]p(w|y, \alpha, \sigma^2)dw
$$

$$
= \int \log[p(y|w, \alpha, \sigma^2)/p(w|\alpha, \sigma^2)]p(w|y, \alpha, \sigma^2)dw
= E[\log(p(y|w, \alpha, \sigma^2))]
- E[\log[p(w|y, \alpha, \sigma^2)/p(w|\alpha, \sigma^2)]]
$$

where $E[\cdot]$ denotes the expectation with respect to the posterior PDF of $w$. The equation shows that log evidence is the difference between the posterior mean of the log likelihood function (the first term) and the relative entropy (or Kullback-Leibler information) between the prior and posterior distributions (the second term). The first term measures the average data-fit of the signal model $M(\alpha, \sigma^2)$, and the second term represents the information gain when updating $M(\alpha, \sigma^2)$ using the measurements $y$. It is the trade-off between these two terms that governs the evidence, and hence the posterior probability of $M(\alpha, \sigma^2)$.

The influence of $\sigma^2$ for Bayesian learning is investigated and shown in Figure 4 using synthetic data $y$ with added measurement noise with standard deviation of $\text{RMS}(y) \times 10^{-5}$ where $\text{RMS}(y)$ is the sample RMS of the data $y$. Figure 4(a) and (b) correspond to the uniform and non-uniform spikes, respectively, where the horizontal coordinate represents the relative value of $\sigma^2$ on a log scale. The vertical coordinate represents (i) reconstruction error; (ii) number of non-zero terms in the reconstructed signal model; (iii) log evidence; (iv) data-fit measure; (v) the Kullback-Leibler information (the difference of (iv) and (v) gives the log evidence in (iii)). We run the Bottom-up Algorithm with one selected $\sigma^2$ and fix it for each case to obtain the posterior results. All the log evidence values, data-fit measure and the Kullback-Leibler information in Figures 4(a) (iii)-(v) and 4(b) (iii)-(v) are calculated with fixed $\sigma^2 = 0.01 \times \text{var}(y)$ so that the different optimal signal models for the different $\sigma^2$ values can be judged on a common basis. The original uniform and non-uniform spike signals are shown on the top of Figure 4.

As expected, the data-fit measure (the posterior mean of the log likelihood function) decreases with a lower specified prediction accuracy (larger $\sigma^2$), except for the case that the reconstructed signal model is optimal when there is a significant increase of the data-fit measure. Furthermore, it is observed that larger $\sigma^2$ produces smaller Kullback-Leibler information between the converged posterior PDF and the prior PDF, indicating that less information is extracted from the measurements by the reconstructed signal model. This is because larger $\sigma^2$ allows more of the data misfit to be treated as errors. Therefore, there are generally fewer terms in the signal models, as seen in Fig 4(a)(ii) and 4(b)(ii).

Figure 4 The reconstructed signal model results using the Bottom-up algorithm with various prediction error variances $\sigma^2$. (a) Uniform spikes; (b) Non-uniform spikes (Note the different ranges on the y-axis between (a) and (b) for cases (iv) and (v)).
The most important point is that there is a peak of the log evidence profile in Figure 4(a) (iii) around log_2[100 \times \sigma^2/\text{var}(y)] = 6, that is, \sigma^2 = 0.64 \times \text{var}(y), which agrees with the lowest average reconstruction error; the corresponding reconstructed signal has the optimal trade-off between data-fitting and model complexity. For the non-optimal case, smaller \sigma^2 will produce an under-sparse signal model and larger \sigma^2 corresponds to an over-sparse signal. For non-uniform spikes, the optimal \sigma^2 of the evidence profile is at the point log_2[100 \times \sigma^2/\text{var}(y)] = 2, that is, \sigma^2 = 0.04 \times \text{var}(y).

3 PROPOSED BCS RECONSTRUCTION METHOD

The advantage of the Bottom-up Algorithm is its outstanding efficiency compared to the Top-down Algorithm. However, as we have illustrated, the Bottom-up Algorithm has a robustness problem. Therefore, an improved algorithm is presented to obtain a more robust performance for BCS reconstruction but with a reasonable tradeoff against computational effort.

3.1 Stochastic optimization over the prior variances

In the Bottom-up algorithm of sparse Bayesian learning, adding, deleting or re-estimating a basis vector for each iteration of the optimization over the individual hyperparameters (inverse prior variances) is based on whatever gives the maximum evidence increase. This is a deterministic optimization procedure. In this fast algorithm, the evidence change \Delta \mathcal{L}_n for the \( n \)th term in (3) is controlled by the ‘sparsity factor’ \( S_n \) and ‘quality factor’ \( Q_n \) that are given in (18) and (19) (Tipping and Faul, 2003). Sparsity factor \( S_n \) measures the extent that basis vector \( \Theta_n \) ‘overlaps’ the other basis vectors. The ‘quality factor’ \( Q_n \) can be transformed to:

\[
Q_n = \sigma^2 \Theta_n^T (y - (\Theta w)_{-n})
\]  

(24)

It measures how well \( \Theta_n \) increases the evidence by helping to explain the data (Tipping and Faul, 2003). Both of these factors depend on the specific measurement information.

It is found that the value of the evidence change \Delta \mathcal{L} for each iteration is sensitive to the details of the specific choice of projection matrix and the corresponding measurements when the number of measurements is smaller than a specific threshold (the lower limit in the first row of Table 1). The fewer the number of measurements, the more sensitive the evidence is to the details. This is because the evidence function has multiple significant local maxima when the ratio \( K/N \) falls below a specific threshold and there exists no action (add, delete or re-estimate) that leads to an exceptionally large evidence increase \Delta \mathcal{L} among the set of \Delta \mathcal{L} for all possible actions. Thus, each time an action is chosen to maximize \Delta \mathcal{L} in each iterative step of BCS, the choice is very sensitive to slight changes in the problem setting, such as the choice of projection matrix. Therefore, this deterministic search algorithm shows low robustness for finding the global maximum of the evidence over the hyperparameters, often finding sub-optimal local maxima rather than the optimal signal reconstruction.

This problem of getting stuck in local optima of the evidence function motivates trying a stochastic search method for optimization over the variances of the ARD prior, by introducing uncertainty into the search direction. One of the roles of the injected uncertainty in the proposed stochastic optimization process is to allow for a broader search of potentially unexplored areas which may contain the global maximum solution. Therefore, this approach significantly increases the probability of finding this global maximum, even when the evidence function has many local maxima.

Consider the two cases for the optimal \( \alpha_n \) in (20), when

\[
Q_n^2 > S_n, \quad \frac{\partial \Delta \mathcal{L}}{\partial a_n} \bigg| _{a_n = S_n/\sigma^2} = \frac{-s_n^2}{a_n(S_n + s_n^2)}
\]

is always negative, therefore \( \mathcal{L}(\alpha_n) \) has a unique maximum at \( \alpha_n = S_n^2/(Q_n^2 - S_n^2) \). For the case of \( Q_n^2 < S_n \), the maximum point of the \( \mathcal{L}(\alpha_n) \) is at \( \alpha_n = \infty \) (Tipping and Faul, 2003). This means that the successive action of adding, deleting or re-estimating the individual basis vector by analytical updating \( \alpha_n \) in (20) will always increase the log evidence \( \mathcal{L}(\alpha_n) \), and the corresponding change of log evidence \( \Delta \mathcal{L}_n \) is positive. The basis vector \( \Theta_n \) with larger \( \Delta \mathcal{L}_n \) should have larger probability to be updated when searching for the global maximum of \( \mathcal{L}(\alpha) \), so we set the probability of accepting the action of addition, deletion or re-estimation of the candidate \( n \)th basis vector as

\[
p_n = \Delta \mathcal{L}_n / \max(\Delta \mathcal{L}_n)
\]

(25)

where \( \Delta \mathcal{L}_n \) is the change of log evidence produced by the \( n \)th basis vector being added, deleted or re-estimated and \( \max(\Delta \mathcal{L}_n) \) is the largest increase of the log evidence in a specific step. When the \( n \)th basis vector is not included in the current signal model and \( Q_n^2 < S_n \), we consider \( p_n = 0 \). Thus, if the evidence change \( \Delta \mathcal{L}_n \) is the largest among all basis vectors (\( p_n = 1 \)), then the action of this candidate basis vector is definitely accepted. If the evidence change \( \Delta \mathcal{L}_n \) is not the largest (\( p_n < 1 \)), then the action of the candidate \( n \)th basis vector is accepted with probability \( p_n \). We can accomplish this process by generating an independent value \( u_n \) from the uniform distribution \( U(0,1) \). If \( p_n \geq u_n \), the corresponding action of the \( n \)th basis vector is implemented, otherwise it is skipped. Finally, we use the same termination criterion as the Bottom-up Algorithm, which judges the convergence by the change in all \( \log \alpha_n \)'s being sufficiently small.

It is noted that the stochastic optimization may produce signal models with size \( N' > K \), because it may add multiple terms in one iteration. In this case, we switch to the Top-down algorithm to prune out a number of terms.
The reason for doing this is that the Top-down algorithm tries to increase the evidence at each iteration by updating all the basis vector terms of the current signal model while the Bottom-up algorithm successively optimizes individual ones in each iteration. The matrix inversion involves $O(K^3)$ operations for each iteration of the two algorithms.

### 3.2 Optimization over all hyperparameters by successive relaxation

In the previous subsection, we proposed using stochastic optimization to maximize the evidence over the inverse prior variances. The remaining issue is how to optimize the evidence with respect to the prediction error variance $\sigma^2$. We have found that some care is needed because of the important influence of $\sigma^2$ on the evidence function but that successive relaxation works well where we optimize the evidence in the full hyperparameter space $[\alpha_0, \sigma^2]$ in an iterative fashion: first $\alpha_0$ is optimized with $\sigma^2$ fixed and then $\sigma^2$ is optimized with $\alpha_0$ fixed at its intermediate optimal value, this procedure being repeated until convergence is achieved.

To initialize the algorithm, we select the single inverse prior variance of the $n^{th}$ term that maximizes $\|\Theta_n^T y\|^2/\|\Theta_n\|^2$ over $n$ as $\alpha_n = 1$. All other inverse prior variances are set to infinity, implying that the corresponding terms are excluded in the initial signal model. We update the prediction error variance $\sigma^2$ based on this signal model, then fix this updated $\sigma^2$ and optimize the intermediate evidence function to obtain a set of improved optimal inverse prior variances. Because the updated $\sigma^2$ is optimal for maximizing the evidence function based on the current signal model, there is a high probability for the intermediate optimal hyperparameters $\alpha_0$ to be near the global maximum. Furthermore, the stochastic optimization procedure introduced in Section 3.1 allows a non-zero probability to accept candidates with lower evidence that helps the algorithm to escape being trapped in local maxima.

At each intermediate step, once the intermediate optimum inverse prior variances are found, the updated $\sigma^2$ for the next iteration is estimated based on (14) with $\alpha = 1$:

$$
(\sigma^2)^{j+1} = \frac{\|y - \Theta_n^T \mu_j\|^2 + 2b_j}{\kappa - \Sigma_n (1 - \alpha^0 n_k n^k)} 
$$

where $N_j$ is the current size of the signal model, and $\mu_j$ and $\Sigma_j$ are the posterior mean and covariance of the multivariate Gaussian distribution over the reconstructed sparse coefficients $w$ from the $j^{th}$ iteration, calculated by (9) and (10), respectively. We start with $b^{[1]} = 0$, then parameter $b^{[j+1]}$ can be updated from Eq (15), using the current estimated parameter values at each iteration.

### 3.3 BCS reconstruction algorithm using stochastic optimization and successive relaxation

The ideas in the previous two subsections are combined to produce an improved BCS reconstruction method that iterates between inner and outer loop optimizations. The outer loop updates the prediction-error variance $\sigma^2$ and is terminated when the changes in the reconstructed signal models are sufficiently small, e.g. $\|\langle x \rangle^{j+1} - \langle x \rangle^j \|_2^2 < \epsilon$ for the term that $\alpha = 1$, $b = 0$; and BCS-SO* which uses equation (15) for the optimal $b$ with $\alpha = 1$ (optimization of parameter $\alpha$ from (16) does not converge to a finite value, so we fix $\alpha = 1$).

#### Algorithms BCS-SO and BCS-SO*:

1. **Inputs:** $\Theta$, $y$; **Outputs:** posterior mean and covariance of $w$ and $x$
2. Initialize all inverse prior variances to a very large value except set $\alpha_n = 1$ for the term that maximizes $\|\Theta_n^T y\|^2/\|\Theta_n\|^2$, then initialize $\sigma^2$ using (26) and set parameter $b^{[1]} = 0$.
3. **While** convergence criterion on the $\log \alpha_n$'s is not met (Inner loop)
   4. Calculate $p_n$ in (25) for every basis vector $\Theta_n$ and update $\Theta_n$ if $p_n > u_n$, where $u_n$ is sampled from $U(0,1)$. Calculate $S_n$ and $Q_n$ from (19) and (20). For updating $\Theta_n$ for all $n$, choose a random order covering all values.
   5. If $Q_n^2 - S_n > 0$ and $\alpha_n = \infty$, add $\Theta_n$ and update $\alpha_n$ using (21)
   6. If $Q_n^2 - S_n > 0$ and $\alpha_n < \infty$, re-estimate $\alpha_n$ using (21)
   7. If $Q_n^2 - S_n \leq 0$ and $\alpha_n < \infty$, delete $\Theta_n$ and set $\alpha_n = \infty$
8. **End if**
9. Update $\mu$ and $\Sigma$ in (9) and (10).
10. **Check** if the number of non-zero terms $N'$ of the current signal model is larger than the number of measurements $K$; if not, go to step 11. Otherwise, employ the Top-down algorithm to update $\alpha$ using (13) until the termination criterion on $\log \alpha_n$'s is met, then update $\sigma^2$ using (26) and end algorithm. For initializing Top-down algorithm, the current signal model is expanded to a full signal model by setting the prior variances for terms not included in the current signal model equal to the average prior variance of the current signal coefficients.
11. **End while** (the intermediate optimal inverse prior variances are then established for the current $\sigma^2$)
12. Update $\sigma^2$ using (26) based on the current inverse prior variances. If $\text{BCS-SO}$, set all $b[i] = 0$, and if $\text{BCS-SO}^*$, set $b[i+1] = (\sigma^2)[i+1]$.

13. Check if updating of reconstructed signal model $\hat{x} = \Psi \hat{\mu}$ has converged. If not, use the current intermediate optimal hyperparameters ($\alpha$ and $\sigma^2$) as initial information and repeat the inner loop (steps 3 to 11); otherwise end.

At step 4 of the algorithm, the stochastic optimization scheme is employed and the candidate basis vector $\Theta$ for updating is selected with probability $p_\Theta$ calculated by (25). Another important step in the algorithm is the updating of the prediction error variance $\sigma^2$ based on the current converged inverse prior variances $\alpha$, which uses the idea of successive relaxation as shown in step 12. Finally, updating of the posterior mean and covariance of $w$ and $x$ is done as in the original BCS reconstruction algorithm.

We note that the proposed stochastic optimization algorithm is less efficient than the original deterministic Bottom-up optimization algorithm. There is a fundamental tradeoff between algorithmic efficiency and robustness (reliability and stability) in the optimization procedure.

4 EXAMPLE RESULTS

4.1 Synthetic sparse spike signals

We compare results of our modified algorithms (BCS-SO and BCS-SO*) in Section 3.3 with corresponding results of several other published algorithms used for reconstruction of CS signals. We denote the original Bottom-up algorithm (Ji et al., 2008; Tipping and Faul, 2003) with a constant prediction error variance $\sigma^2 = \text{var}[y] \times 0.1$ as BCS-B-F, and the Bottom-up algorithm (Tipping and Faul, 2003) which updates $\sigma^2$ every 5 iterations using (14) with $a = 1$, $b = 0$ as BCS-B-U. The Matlab code for BCS-B-F was downloaded from http://people.ee.duke.edu/~lcarin/BCS.html while the code for optimization of the hyperparameters $\alpha$ and $\sigma^2$ for BCS-B-U is from http://www.vectoranomaly.com/SparseBayes.htm.

The original Top-down algorithm (Tipping, 2001), denoted BCS-T, is also introduced using the codes from http://www.miketipping.com/sparsebayes.htm; it updates $\sigma^2$ in each iteration using (14) with $a = 1$, $b = 0$. We also make a comparison to the BP algorithm (Candes et al., 2006), which is a norm-minimization algorithm that involves linear programming, by using the $\ell_1$-magic package at http://www-stat.stanford.edu/~candes/l1magic/.

We consider signals which are the same as in Figure 1: one is uniform $\pm 1$ random spikes (Figure 5(a)(i) and 5(b)(i)), and the other is zero-mean unit variance Gaussian spikes (Figure 5(c)(i) and 5(d)(i)). We show one result of optimal signal reconstruction for BCS-SO and BCS-SO* (Figure 5(a) (vi-vii) and 5(c) (vi-vii))) and one suboptimal result (Figure 5(b) (vi-vii) and 5(d) (vi-vii)). Figures 5(a)(ii), 5(b)(ii), 5(c)(ii) and 5(d)(ii) demonstrate reconstruction results for the two types of signals using the
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original BP algorithm while Figure 5(a)(iii-vii), 5(b)(iii-vii), 5(c)(iii-vii) and 5(d)(iii-vii)) show the results of five BCS algorithms. Because of insufficient number of measurements, sub-optimal signal representations are obtained for BCS-B-F, BCS-B-U and BCS-T in all results. However, BCS-SO and BCS-SO* produces almost perfect reconstructions in Figures 5(a)(vi-vii) and 5(c)(vi-vii) for uniform and non-uniform cases with a compression ratio \( CR \) of \( N/K = 5.69 \) and 8.53, respectively.

The error-bars (defined as \( \pm \) one standard deviation) for the reconstruction \( \mathbf{x} \) that are produced by the posterior uncertainty in \( \mathbf{w} \), are also shown in the results; they are computed from the diagonal elements of the covariance matrix of \( \mathbf{x}, \Psi \Sigma \Psi^T = \Sigma \) (since \( \Psi = \mathbf{I}_K \)), where \( \Sigma \) is given by (10) for the optimal hyperparameters. Since the BP algorithm is a norm-minimization algorithm, it does not quantify the uncertainty in its reconstructed signals. For the BCS methods, the error bars estimated for the suboptimal signal model (Figures 5(b)(vi-vii) and 5(d)(vi-vii)) by BCS-SO and BCS-SO* are larger compared with those estimated for the optimal results (Figures 5(a)(vi-vii) and 5(c)(vi-vii)), which indicates that the signal reconstruction confidence is smaller, even though the uncertainty is underestimated because the algorithm has given a local maximum of the evidence (instead of the global maximum), so the MAP approximation in (11) is poor. However, for the original BCS methods (BCS-B-F, BCS-B-U and BCS-T), the estimated posterior error bars generally cannot be used for judging signal reconstruction confidence, which will also be shown in later results.

In Figures 6, the results for the reconstruction error and average estimated error bars for 50 trials with different projection matrices but the same original signal are shown for BCS-SO and BCS-SO*. The number of measurement is 90 and 60 for uniform and non-uniform spikes signal, respectively, and three noise levels of 0.001\%, 2\% and 5\% are compared in these results. The average error bars are computed as the mean of diagonal elements of the covariance matrix of \( \mathbf{x}, \Psi \Sigma \Psi^T = \Sigma \) (since \( \Psi = \mathbf{I}_K \)). It can be observed that better uncertainty estimation performance is obtained for the BCS-SO*. It is seen that for BCS-SO* when the measurement noise level is 0.001\% (Figure 6(b)(i) and 6(d)(i)), all suboptimal reconstructed signal models give average error bars that are much larger than others, while for the optimal signal models they are relatively small. This correspondence can also be observed for BCS-SO ((Figure 6(a)(i) and 6(c)(i))), although it is not so obvious as BCS-SO*. Therefore, the error bars can be considered as a useful tool for signal reconstruction diagnostics. However, for heavier noise cases of 2\% and 5\%, (Figure 6(a)(ii-iii), 6(b)(ii-iii), 6(c)(ii-iii) and 6(d)(ii-iii)), there are only a few average error bars that are large and correspond to incorrect signal reconstructions. One of the reasons for these results is that the \( \epsilon \) value in the termination criterion \( \| (\hat{\mathbf{x}})^{[i+1]} - (\hat{\mathbf{x}})^{[i]} \|^2_2 / (\hat{\mathbf{x}})^{[i]} < \epsilon \) for BCS-SO and BCS-SO* is increased for higher noise cases to avoid excessive numbers of iterations.

In the next examples, the performance is investigated for different compression ratios \( CR \). We fix the signal length as \( N = 512 \) and the number of non-zero coefficients \( T = 20 \), and vary \( K \) from 40 to 120 (compression ratios from 4.27 to 12.8). A Gaussian random projection matrix is constructed for each experiment and the associated reconstruction errors are calculated as \( \| \mathbf{x} - \hat{\mathbf{x}} \|^2_2 / \| \mathbf{x} \|^2_2 \), where \( \mathbf{x} \) and \( \hat{\mathbf{x}} \) are the reconstructed and original signal vectors, respectively. Because of the randomness of the projection matrix for the CS measurements in this set of experiments, we execute the experiment 100 times and report the average performance.

To investigate how the compression ratio \( CR \) affects the reconstruction performance, we compare the six algorithms: BP, BCS-B-F, BCS-B-U, BCS-T, BCS-SO and BCS-SO* for different compression ratios. We repeat the same experiment with two different noise levels of 0.001\% and 5\%, and the results are shown in Figure 7. In these results, different thresholds of acceptable reconstruction error (0.01, 0.10 and 0.50) are employed to investigate the corresponding rates of acceptable performance. As expected, increases in \( CR \) correspond to a decrease in rates of acceptable performance for these methods. BCS-SO* has a little better signal reconstruction performance (higher rate) than BCS-SO. For the nearly noise-free case (noise level=0.001\%) shown in Figure 7(i), BCS-SO and BCS-SO* clearly outperform all other methods, especially when the reconstruction error threshold is low (0.01). The critical value of compression ratio below which nearly perfect lossless reconstruction performance (RE=0.01) occurs is seen to be substantially larger for the BCS-SO and BCS-SO* algorithms than for the other three BCS algorithms (a difference of about 1.0 in the critical compression ratio values for BCS-B-F and BCS-B-U). In Figure 7(ii) with noise level of 5\%, the rates of acceptable performance for higher reconstruction error thresholds (0.1 and 0.5) are slightly smaller than that in the 0.001\% noise level case (Fig 7(i)), as expected, while there is no \( CR > 4 \) that gives a reconstruction error below the threshold of 0.01 for any of the six algorithms. The BCS-SO and BCS-SO* algorithms show strong robustness to noise. The superior performance of BCB-SO and BCS-SO* is demonstrated by its much higher rates of acceptable performance than that of BCS-B-F, BCB-B-U and BCS-T.
From the comparison of performance of the two types of signals (uniform and non-uniform spikes), it is seen that the performance improvement using BCS-SO and BCS-SO* is more obvious for non-uniform spikes. Furthermore, it is observed that for a given compression ratio and reconstruction error threshold, the rates of acceptable performance for the non-uniform spikes is much higher than that for the uniform spikes, even for the cases with higher levels of contaminating noise. These results are consistent with the conclusion from Figures 1-3: higher diversity of the weight magnitudes gives a better chance of finding the optimal solution.

The corresponding computational times for signal reconstruction for uniform spikes and non-uniform spikes on a 2.67 GHz PC are given in Tables 2, respectively. It is seen that the BCS-B-F is the most efficient method, while the BCS-SO and BCS-SO* algorithms are less efficient compared with BCS-B-F, requiring about 6-18 times more computational effort. However, for BCS-SO and BCS-SO*, it can be inferred that signal reconstruction using this PC, if good reconstruction is consistently achieved, can keep up for on-line operation when the sampling frequency of the compressive sensors is less than 350Hz.

4.2 Application to bridge accelerometer data

Tianjin Yonghe Bridge (Figure 8) is one of the earliest cable-stayed bridges constructed in the mainland of China. It has a total length of 512 m, comprising a main span of 260m and two side spans of 125m. A sophisticated long-term structural health monitoring system was designed and

**Table 2**

Average computational time in seconds of six algorithms for different noise levels corresponding to the results in Figures 5-7 with original signals of uniform and non-uniform spikes.

| signal         | Noise level | BP  | BCS-B-F | BCS-B-U | BCS-T | BCS-SO* | BCS-SO |
|----------------|-------------|-----|---------|---------|-------|---------|--------|
| Uniform spikes | 0.001%      | 0.269 | 0.118   | 0.124   | 0.501 | 1.320   | 1.364  |
|                | 5%          | 0.313 | 0.135   | 0.232   | 0.736 | 1.167   | 1.251  |
| Non-Uniform spikes | 0.001% | 0.292 | 0.071   | 0.082   | 0.618 | 1.178   | 1.252  |
|                | 5%          | 0.356 | 0.086   | 0.232   | 0.816 | 0.821   | 0.911  |
implemented on this bridge. The system includes optical fiber Bragg-grating (FBG) strain sensors, accelerometers, electromagnetic sensors, GPSs, anemometer and temperature sensors. Fourteen uniaxial accelerometers and one biaxial accelerometer were permanently installed on the deck of the main span and two side spans, and on one tower top.

Figure 8 Photo of the Tianjin Yonghe Bridge

The signal from one accelerometer which is installed on the deck of the main span is employed here. Figure 9 shows the acceleration response time history of length 512 seconds from this accelerometer. The signal has 51200 samples at a sample frequency of 100 Hz.

Figure 9 Acceleration response of bridge deck from an accelerometer at mid-span.
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and the signals recovered from the measurements segment.

accelerations where shown in Figure 10(b) and divide the time-domain signal sparse signal. We invert the de-noised wavelet coefficients performance of the BCS reconstruction algorithms for a SHM signal which is not sparse but is approximately so.

converter into the sensor itself, so projection arithmetic is integrated with the analog-to-digital us to investigate the BCS reconstruction performance for an

\[
\psi^T x \quad \text{known. In practice, one would acquire data already in a compressed form from CS accelerometers, where the projection arithmetic is integrated with the analog-to-digital converter into the sensor itself, so } x \text{ and } w \text{ are unknown.}
\]

The 100 segments, each of original length \( N=512 \), allow us to investigate the BCS reconstruction performance for an SHM signal which is not sparse but is approximately so. We also consider a second case in order to investigate the performance of the BCS reconstruction algorithms for a sparse signal. We invert the de-noised wavelet coefficients shown in Figure 10(b) and divide the time-domain signal into 100 segments of \( N = 512 \). Each segment \( x_d \) is then compressed using the same projection matrix for each segment. In this case, measurements vector \( y_d \) is expressed as

\[
y_d = \Phi x_d = \Theta w_d
\]

where \( w_d = \psi^T x_d = \psi^T x \) is known. We then obtain optimal reconstructed coefficients \( \hat{w} \) and \( \hat{w}_d \) from measurements \( y \) and \( y_d \), respectively, using the Bayesian reconstruction algorithms. These optimal vectors are the posterior means given by (9) and (10) using the optimal hyperparameters \( \alpha \) and \( \delta^2 \), calculated separately for data \( y \) and \( y_d \). The corresponding optimal reconstructed accelerations \( \hat{x} \) and \( \hat{x}_d \) are then obtained by a wavelet transform using the reconstructed wavelet coefficients: \( \hat{x} = \Psi \hat{w} \) and \( \hat{x}_d = \Psi \hat{w}_d \). The CS reconstruction errors for the signals recovered from the measurements \( y \) and \( y_d \) are calculated based on the following expressions as: \( R = \| x - \hat{x} \|_2^2 / \| x \|_2^2 \) and \( R_d = \| x_d - \hat{x}_d \|_2^2 / \| x_d \|_2^2 \).

It is also of interest to compare the sparsity in the reconstructed coefficients \( \hat{w} \) and the original de-noised coefficients \( w_d \), so we define a sparsity ratio \( SR \) by:

\[
SR = \delta / s_d
\]

where \( \delta \) is the total number of wavelet coefficients which are smaller than the threshold of \( 10^{-4} \) in vector \( \hat{w} \), representing the sparsity of the reconstructed acceleration signal \( \hat{x} \) with respect to the wavelet basis \( \{ \psi_n \} \), and \( s_d \) is the sparsity of the de-noised wavelet coefficients vector \( w_d \).

We also use the optimal reconstructed coefficient vector \( \hat{w}_d \) to calculate a sparsity ratio \( SR_d = \delta_d / s_d \), where \( \delta_d \) is the sparsity of the reconstructed acceleration signal \( \hat{x}_d \) with respect to the wavelet basis \( \{ \psi_n \} \).

Bao et al. (2011) investigated the norm-minimization algorithm BP for CS reconstruction by using real acceleration data collected from a SHM system. In this study, the BP algorithm (Candes et al., 2006) is also applied together with the BCS-B-F, BCS-B-U, BCS-T, BCS-SO and BCS-SO* algorithms to make a comparison of reconstruction errors and sparsity ratio as shown in Figures 12 and 13. In Figures 12 and 13, each evaluated point on the curves is computed based on the results for the 100 segments described before and the same random projection matrix is chosen for each reconstruction. We define the reconstructions corresponding to measurements \( y \) and \( y_d \) as Case 1 and Case 2, respectively. Case 1 is the real non-sparse case which should be tackled in structural health monitoring. The \( \epsilon \) values in the termination criterion
for each method when number of measurements \(0.05\) and \(0.00001\) for Case 1 and 2, respectively.

The compression ratio (2.25-2.75) when the threshold is 0.5, smaller than 2.2. For Case 1, it is seen that BP performs well when the threshold is 0.01. The proposed BCS-SO and BCS-SO* algorithms outperform all other methods, especially when the threshold is 0.01. The proposed BCS-SO and BCS-SO* algorithms outperform all other methods, especially when the threshold is 0.01. For Case 1, it is seen that BP performs well when the threshold is 0.01. The proposed BCS-SO and BCS-SO* algorithms outperform all other methods, especially when the threshold is 0.01.

We also set different thresholds for acceptable reconstruction errors to examine the reconstruction performance for various methods. From the observation of the results on the right-hand side of Figure 12 for Case 2 (sparse signals), the proposed BCS-SO and BCS-SO* algorithms outperform all other methods, especially when the threshold is 0.01. The proposed BCS-SO and BCS-SO* algorithms can achieve exact lossless compression performance (RE<0.01) when the compression ratio is smaller than 2.2. For Case 1, it is seen that BP performs better than all Bayes CS methods for the case of low compression ratio (2.25-2.75) when the threshold is 0.5, though the rates of acceptable performance for BP and BCS-SO* are close. There are no acceptable reconstructions when the thresholds are 0.01 and 0.1 for any of the six algorithms.

From the comparison of the sparsity ratio for both Cases 1 and 2, as shown in Figure 13, the BP algorithm produces less sparse signals than the de-noised signal (SR < 1), which is also the reason why its rates of acceptable performance for the reconstruction error threshold of 0.01 and 0.1 are much lower (Figure 12). In contrast, the reconstructed coefficient vectors of the five BCS algorithms produce more sparse signals than BP and comparable or better sparsity than the de-noised signal. This is beneficial because of the central feature of BCS methods, that the effective dimensionality of the signal model (equivalent to the number of retained coefficients) is determined automatically as part of the fully Bayesian inference procedure. Also, the algorithm can add and delete basis vectors analytically by Eq. (21). The increased numerical precision of the automatic operation is the likely explanation for the improvement in sparsity demonstrated by the BCS algorithms.

The average error bars and reconstruction errors over 50 trials of six algorithms for Cases 1 and 2 with the number of measurements \(K=200\) are shown in Figure 14. The perfect correspondence of larger posterior error bars with suboptimal reconstruction can be observed for BCS-SO* in Case 2 (Figure 14(b)(vi)), although there is no such correspondence for BCS-SO* for Case 1 (Figure 14(a)(vi)) because of the larger \(\epsilon\) values used in the termination criterion to avoid excessive iterations. The correspondence of larger error bars with suboptimal reconstruction for BCS-SO is not so obvious, which may lead to false confidence in the reconstruction. Therefore, the effective uncertainty quantification of the BCS-SO* method is an obvious advantage. Because the sample variance of the measurements \(\Var[y]\) and \(\Var[y_d]\), and the corresponding chosen constant prediction error variance \(\sigma^2 = \Var[y] \times 0.1\) and \(\sigma^2 = \Var[y_d] \times 0.1\) for BCS-B-F, are relatively large in this example, the average error bars for BCS-B-F are larger than those of BCS-SO*; however, it still cannot quantify the signal reconstruction confidence as effectively as BCS-SO*.

For values of \(K\) that are large enough to give good reconstructions, the BCS-SO* method provides the best overall performance among all methods considering reconstruction error, sparsity and uncertainty quantification of the results.

5. CONCLUDING REMARKS

In this paper, the improvement and application of the BCS reconstruction method for compressed signals is studied. This reconstruction method uses a sparse Bayesian learning framework to estimate the sparse signal coefficients in some orthonormal basis. We show that when the number of measurements is much smaller than the length of the discrete-time signal, BCS reconstruction lacks robustness.

Based on these studies, an improved method is developed which uses stochastic optimization and successive relaxation for optimization of the hyper-parameters in sparse Bayesian learning in order to reduce the chance of
suboptimal signal reconstructions. Both synthetic signals and real acceleration data from a bridge SHM system are employed to validate the developed method. It is demonstrated that overall the proposed BCS algorithm has a better performance than state-of-the-art BCS algorithms. The signal reconstruction robustness increases significantly and the reconstruction confidence is quantified effectively by the posterior error bars. The noise robustness ability of the modified BCS reconstruction method is also investigated and it is shown to exhibit strong robustness.

In future studies, it would be useful to explore a Bayesian statistical approach for robust diagnosis of sub-optimal signal reconstructions and to propose algorithms for “healing” them to increase the utility of the BCS technique for SHM signals.
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**APPENDIX A. PREDICTION ERROR VARIANCE OPTIMIZATION**

For the prediction error variance $\sigma^2$ and parameters $a$ and $b$ in Eqs. (14-16), re-estimation equations can be derived as follows.

From the Woodbury inversion identity,

\[
(\sigma^2 I + \Theta A^{-1} \Theta^T)^{-1} = \sigma^{-2} I - \sigma^{-2} \Theta \Sigma^T \sigma^{-2}
\]

Then:

\[
y^T C^{-1} y = y^T (\sigma^2 I + \Theta A^{-1} \Theta^T)^{-1} y = \sigma^{-2} y^T y - \sigma^{-2} y^T \Theta \Sigma^T \sigma^{-2} y = \sigma^{-2} y^T (y - \Theta \mu) = \sigma^{-2} (y - \Theta \mu)^T (y - \Theta \mu) + \sigma^{-2} y^T \Theta \mu - \sigma^{-2} \mu^T \Theta^T \Theta \mu = \sigma^{-2} \|y - \Theta \mu\|^2 + \mu^T \Sigma \mu - \sigma^{-2} \mu^T \Theta^T \Theta \mu = \sigma^{-2} \|y - \Theta \mu\|^2 + \mu^T A \mu
\]

(30)

Therefore, the log of (12) is expressed as (using a determinant identity for $|C|$ in the second equality (Tipping, 2001; Tipping and Faul, 2003)):

\[
\mathcal{L} = -\frac{1}{2} K \log 2\pi - \frac{1}{2} \log |C| - \frac{1}{2} y^T C^{-1} y +alogb - \log \Gamma(a) + (a - 1) \log \sigma^{-2} - b \sigma^{-2}
\]

\[
= -\frac{1}{2} K \log 2\pi + \frac{1}{2} \log |A| - K (2 \sigma^2 + \log |\Sigma|)
\]

(31)

\[
-\frac{1}{2} (\sigma^{-2} \|y - \Theta \mu\|^2 + \mu^T A \mu) + a \log b - \log \Gamma(a) + (a - 1) \log \sigma^{-2} - b \sigma^{-2}
\]

The derivative of $\mathcal{L}$ with respect to $\sigma^{-2}$ is then:

\[
\frac{\partial \mathcal{L}}{\partial \sigma^{-2}} = \frac{1}{2} K \sigma^2 + \frac{1}{2} \frac{\partial |\Sigma|}{\partial \sigma^{-2}} - \frac{1}{2} \|y - \Theta \mu\|^2 + (a - 1) \sigma^{-2} - b
\]

\[
= \frac{1}{2} K \sigma^2 - \frac{1}{2} \sigma^2 \sum_{n=1}^{N} (1 - \alpha_n \Sigma_{nn}) - \frac{1}{2} \|y - \Theta \mu\|^2 + (a - 1) \sigma^{-2} - b
\]

(32)

using

\[
\frac{\partial |\Sigma|}{\partial \sigma^{-2}} = -\text{tr}(\Sigma \Theta^T) = -\text{tr}(\sigma^2 \Sigma^{-1} - \sigma^2 \Sigma A)
\]

(33)

Setting equation (32) to zero gives an equation for updating:

\[
(\sigma^2)^{[j+1]} = \frac{\|y - \Theta \mu\|^2 + 2b[l]}{K - \sum_{n=1}^{N} (1 - \alpha_n \Sigma_{nn}) + 2(a[l]-1)}
\]

(34)

For updating the parameter $b$,

\[
\frac{d\mathcal{L}}{db} = a - \sigma^{-2} = 0
\]

(35)

Then re-estimate $b$ by:

\[
b[l+1] = a[l](\sigma^2)^{[l]}
\]

(36)

Finally, maximizing (31) with respect to $a$, gives:

\[
\frac{d\mathcal{L}}{da} = \log b - \psi(a) - \log \sigma^2 = 0
\]

(37)

where $\psi(a)$ is the Digamma function. The numerical equation for re-estimating $a$ for the $(j+1)^{th}$ iteration is given by:
\[ \log b^{[j+1]} - \psi(a^{[j+1]}) - \log(\sigma^2)^{[j+1]} = 0 \] (38)

It is seen that the optimization of \(a\) cannot converge to a finite value, so we fix \(a = 1\).

Note that if we substitute \(b = a\sigma^2\) into (31), the optimal estimate of \(\sigma^2\) is:

\[ \sigma^2 = \frac{\|y-\hat{\psi}\|^2}{\sum_{n=1}^{N}(1-\alpha_n^2\Sigma_n^2)^{-2}} \] (39)

This is consistent with an iterative solution for \(\sigma^2\) by iterating between (32) and (34) until convergence. We have found it is better to use (32) and (34) successively in each iteration over all hyperparameters.