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Abstract. In the research on complex maneuvering underwater target tracking, the single fading factor adjusts the estimation of all the state variables with the same value. However, the uncertainty of different state variable is different. Only one single fading factor can not get each state variable optimal estimation. Aiming at this problem, multiple fading factors strong tracking SCKF algorithm is proposed. Simulation results show that the multiple fading factors strong tracking SCKF algorithm has higher estimation accuracy than the CKF algorithm, SCKF algorithm and STSCKF algorithm when the underwater target system model is uncertain.

1. Introduction
Underwater target tracking technology has developed for decades[1]. An important topic in underwater target tracking research is the filtering algorithm for estimating the motion state of underwater target[2].

Cubature Kalman Filter(CKF) is a new nonlinear filtering algorithm proposed by Haykin in 2009[3]. Compared to EKF, CKF does not linearize nonlinear functions, which avoids linearization errors. Compared to UKF, the weight of CKF sampling point is always positive and the filtering accuracy is higher when the system state vector is high-dimensional[4-5]. In order to keep the covariance matrix positive definite in the CKF filtering process, square-root CKF(SCKF) is proposed in [6]. Aiming at the problem caused by uncertainty of the target motion model, [7] proposes the idea of strong tracking filter based on EKF. [8] combines the idea of strong tracking filter with the CKF algorithm and proposes the STCKF algorithm. [9] combines the idea of strong tracking filter with the SCKF algorithm and proposes the STSCKF algorithm. The idea of strong tracking filter proposed in [7] uses one single fading factor to adjust the estimation of all the state variables. However, the uncertainty of different state variable is different. Only one single fading factor can not make optimal estimation for each state variable. Hence, [10] proposes multiple fading factors strong tracking filter algorithm based on EKF. By introducing multiple fading factors into the state predicted error covariance matrix, the estimation of each state variable is adjusted to be optimal based on corresponding uncertainty when the system model is uncertain.

In this paper, the solution formula of multiple fading factors for CKF algorithm is derived. Combined with SCKF algorithm, multiple fading factors STSCKF (MSTSCKF) algorithm is proposed. In the simulation, the MSTSCKF algorithm is applied to underwater target tracking field.
Simulation results show that the estimation accuracy of MSTSCKF algorithm is better than STSCKF algorithm, SCKF algorithm and CKF algorithm when the system model is uncertain, which proves that MSTSCKF algorithm can play an important role in underwater target tracking field.

2. Multiple Fading Factors Solution Formula for MSTSCKF Algorithm

We consider the following nonlinear system. It is assumed that the process noise and measurement noise in the system are additive noise:

\[ x_k = f(x_{k-1}) + w_{k-1} \]  \hspace{1cm} (1)

\[ z_k = h(x_k) + v_k \]  \hspace{1cm} (2)

where \( x_k \) denotes state vector and \( z_k \) denotes measurement vector at discrete time \( k \); nonlinear function \( f(\cdot) \) and \( h(\cdot) \) are state function and measurement function, respectively; \( w_{k-1} \) and \( v_k \) are process and measurement Gaussian white noise with covariances \( Q_{k-1} \) and \( R_k \), respectively. For the nonlinear system above, [10] introduces a multiple fading factors solution method based on EKF when the system model is uncertain as follows.

\[ \lambda_k = \text{diag} \left[ \lambda_1^0, \lambda_2^0, \ldots, \lambda_n^0 \right] \]  \hspace{1cm} (3)

\[ \lambda_i^0 = \begin{cases} \alpha c_i & \lambda_i^0 > 1 \\ 1, & \lambda_i^0 \leq 1 \end{cases} \]  \hspace{1cm} (4)

\[ c_i = \frac{\text{tr}(N_i)}{\sum_j \alpha_j M_j^0} \]  \hspace{1cm} (5)

\[ N_i = V_i - H_iQ_{k-1}H_i^T - R_k \]  \hspace{1cm} (7)

\[ M_i = F_iP_{k-1}F_i^T - R_k \]  \hspace{1cm} (8)

\[ F_i = \frac{\partial f(x)}{\partial x} \bigg|_{x=k_{i-1}} \]  \hspace{1cm} (9)

\[ H_i = \frac{\partial h(x)}{\partial x} \bigg|_{x=k_{i-1}} \]  \hspace{1cm} (10)

\[ V_i = \begin{cases} \varepsilon_i^T, & k = 1 \\ \rho V_{i+1} + \varepsilon_i^T, & k \geq 2 \end{cases} \]  \hspace{1cm} (11)

where \( \lambda_k \) denotes multiple fading factors matrix; \( \lambda_i^0 \) denotes fading factor corresponding to each state variable; \( \alpha_i \) is obtained based on prior knowledge; \( V_k \) denotes covariance of residual \( e_k \); \( 0 < \rho \leq 1 \) denotes forgetting factor, usually \( \rho = 0.95 \).

According to the EKF-based multiple fading factors solution method, the MSTSCKF-based multiple fading factors solution formula can be derived. In the EKF-based multiple fading factors solution method, before multiple fading factors matrix is introduced we have

\[ P_{x_k|k-1}^{(i)} = F_iP_{x_{k-1}|k-1}F_i^T + Q_{x_{k-1|k-1}} \]  \hspace{1cm} (12)

\[ P_{z_k|k-1}^{(i)} = E \left[ \begin{bmatrix} x_k - \hat{x}_{k|k-1} \\ z_k - \hat{z}_{k|k-1} \end{bmatrix} \right] = P_{x_k|k-1}^{(i)}H_i^T \]  \hspace{1cm} (13)

where \( P_{x_k|k-1}^{(i)} \) denotes predicted error covariance matrix before multiple fading factors matrix is introduced; \( P_{z_k|k-1}^{(i)} \) denotes cross covariance matrix before multiple fading factors matrix is introduced. According to (12) and (13), we have

\[ P_{x_k|k-1}^{(i)} - Q_{x_{k-1|k-1}} = F_iP_{x_{k-1|k-1}}F_i^T \]  \hspace{1cm} (14)
\[ H_k = \left[ P_{\text{est}, k|k-1}^{(i)} \right] \left[ \left( P_{\text{est}, k|k-1}^{(i)} \right)^{-1} \right]^T \]  

(15)

Substituting (14) and (15) into (7) and (8) yields

\[ N_k = V_k - \left[ P_{\text{est}, k|k-1}^{(i)} \right] \left[ \left( P_{\text{est}, k|k-1}^{(i)} \right)^{-1} \right]^T Q_{k-1} \left[ \left( P_{\text{est}, k|k-1}^{(i)} \right)^{-1} \right]^T - R_k \]  

(16)

\[ M_k = \left( P_{\text{est}, k|k-1}^{(i)} - Q_{k-1} \right) \left[ \left( P_{\text{est}, k|k-1}^{(i)} \right)^{-1} \right]^T \left[ P_{\text{est}, k|k-1}^{(i)} \right] \left[ P_{\text{est}, k|k-1}^{(i)} \right]^T \left[ \left( P_{\text{est}, k|k-1}^{(i)} \right)^{-1} \right]^T \]  

(17)

Hence, using (16) and (17) to replace (7) and (8) respectively, multiple fading factors solution formula based on MSTSCKF algorithm is derived. The specific steps of the MSTSCKF algorithm are described below.

3. MSTSCKF Algorithm Steps

The SCKF algorithm can keep the state error covariance matrix non-negative, suppressing the filtering divergence and improving the numerical stability. The STCKF algorithm can suppress the filtering divergence when the system model is uncertain, thus improving the estimation accuracy. The multiple fading factors algorithm provides corresponding strong tracking intensity based on the uncertainty of different state variable. If the multiple fading factors algorithm and the SCKF algorithm are combined, not only the state error covariance matrix can be kept non-negative but also the filtering divergence is well suppressed when the system model is uncertain. Hence, the MSTSCKF algorithm is proposed.

At first, the operation symbol \( \text{Tria}(A) = \left[ \text{qr}(A^T) \right]^T \) is defined. The specific algorithm steps are described as follows.

(1) Initialization

Step 1  Assuming that initial condition \( \hat{x}_0, P_0, Q_0, R_0 \) are known. Factorize

\[ P_0 = S_0 S_0^T \]  

(18)

(2) Time Update

Step 2  Evaluate cubature points

\[ \chi_{i,k-1} = \hat{x}_{i,k-1} + S_{i,k-1} \xi_j \]  

(19)

Step 3  Evaluate the propagated cubature points

\[ \chi'_{i,k-1} = f(\chi_{i,k-1}), \; i = 1, 2, \ldots, m \]  

(20)

Step 4  Estimate the predicted state

\[ \hat{x}_{k|k-1} = \frac{1}{m} \sum_{i=1}^{m} \chi'_{i,k-1} = \mathbf{S}_{k|k-1} S_{0,k-1} \]  

(21)

where

\[ \chi'_{i,k-1} = \frac{1}{m} \left[ \chi_{1,k|k-1} - \hat{x}_{k|k-1} \right] \left[ \chi_{2,k|k-1} - \hat{x}_{k|k-1} \right] \ldots \left[ \chi_{m,k|k-1} - \hat{x}_{k|k-1} \right] \]  

(23)

\[ Q_{k|k-1} = S_{0,k|k-1} S_{0,k|k-1}^T \]  

(24)

Step 6  Evaluate multiple fading factors

\[ \chi_{i,k|k-1} = \hat{x}_{i,k|k-1} + S_{i,k|k-1} \xi_j \]  

(25)

\[ Z_{i,k|k-1} = h(\chi_{i,k|k-1}), \; i = 1, 2, \ldots, m \]  

(26)

\[ \hat{z}_{i,k|k-1} = \frac{1}{m} \sum_{i=1}^{m} Z_{i,k|k-1} \]  

(27)

\[ Z_{i,k|k-1} = \frac{1}{m} \left[ Z_{i,k|k-1} - \hat{z}_{i,k|k-1} \right] \left[ Z_{i,k|k-1} - \hat{z}_{i,k|k-1} \right] \ldots \left[ Z_{i,k|k-1} - \hat{z}_{i,k|k-1} \right] \]  

(28)
\[ \chi_{k|k-1}^{(t)} = \frac{1}{\sqrt{m}} \left[ \chi_{1,k-1}^{(t)} - \hat{x}_{1,k-1} \quad \chi_{2,k-1}^{(t)} - \hat{x}_{2,k-1} \quad \cdots \quad \chi_{m,k-1}^{(t)} - \hat{x}_{m,k-1} \right] \]  

(29)

\[ P_{k|k-1}^{(t)} = \chi_{k|k-1}^{(t)\top} \chi_{k|k-1}^{(t)} \]  

(30)

\[ P_{w,k|k-1}^{(t)} = \chi_{w,k|k-1}^{(t)\top} \chi_{w,k|k-1}^{(t)} \]  

(31)

\[ \lambda_k = \text{diag}[\lambda_1^k, \lambda_2^k, \ldots, \lambda_n^k] \]  

(32)

\[ \lambda_j^i \in \left\{ \begin{array}{ll} \lambda_j^i > 1, & j = 1, \ldots, n, \\ 1, & j = 1, \ldots, n \end{array} \right. \]  

(33)

\[ \lambda_j^0 = \alpha c_j \]  

(34)

\[ c_j = \frac{\alpha}{\sum_{j=1}^{n} M_j} \]  

(35)

\[ N_k = V_k - R_k \]  

(36)

\[ M_k = (P_{w,k|k-1}^{(t)} - Q_{w,k|k-1}) \]  

(37)

\[ V_k = \begin{bmatrix} e_k e_k^\top & \vdots \\ \vdots & \ddots & \vdots \\ e_k e_k^\top & \vdots & \vdots \end{bmatrix} + \rho V_{k-1} + e_k e_k^\top \]  

(38)

Step 7: Estimate the square-root of the predicted error covariance matrix with multiple fading factors

\[ S_{k|k-1} = \text{Tria} \left[ \sqrt{\lambda_k} \chi_{k|k-1} \quad S_{Q,k-1} \right] \]  

(39)

Step 8: Evaluate the cubature points

\[ Z_{i,k|k-1} = \hat{x}_{i,k-1} + S_{k|k-1} \xi_j \]  

(40)

Step 9: Evaluate the propagated cubature points

\[ Z_{i,k|k-1} = h(x_{i,k-1}), \quad i = 1, 2, \ldots, m \]  

(41)

Step 10: Estimate the predicted measurement

\[ \hat{z}_{i,k|k-1} = \frac{1}{m} \sum_{i=1}^{m} Z_{i,k|k-1} \]  

(42)

Step 11: Estimate the square-root of the innovation covariance matrix

\[ S_{z,k|k-1} = \text{Tria} \left[ \begin{bmatrix} Z_{k|k-1} \quad S_{R,k} \end{bmatrix} \right] \]  

(43)

where

\[ Z_{k|k-1} = \frac{1}{\sqrt{m}} \left[ Z_{1,k|k-1} - \hat{z}_{1,k-1} \quad Z_{2,k|k-1} - \hat{z}_{2,k-1} \quad \cdots \quad Z_{m,k|k-1} - \hat{z}_{m,k-1} \right] \]  

(44)

\[ R_k = S_{R,k} S_{R,k}^\top \]  

(45)

Step 12: Estimate the cross covariance matrix

\[ P_{z,k|k-1} = X_{k|k-1}^\top Z_{k|k-1} \]  

(46)

where

\[ X_{k|k-1} = \frac{1}{\sqrt{m}} \left[ X_{1,k|k-1} - \hat{x}_{1,k-1} \quad X_{2,k|k-1} - \hat{x}_{2,k-1} \quad \cdots \quad X_{m,k|k-1} - \hat{x}_{m,k-1} \right] \]  

(47)

Step 13: Estimate the Kalman gain

\[ K_k = (P_{z,k|k-1}/S_{z,k|k-1}) \]  

(48)
Step 14  Estimate the updated state and the square-root factor of the corresponding error covariance

\[
\hat{x}_k = \hat{x}_{k|k-1} + K_k (z_k - \hat{z}_{k|k-1}) \\
S_k = \text{Tria} \left( \begin{bmatrix} \hat{x}_{k|k-1} - K_k Z_{k|k-1} \end{bmatrix} K_k S_k \right)
\]

(49)  
(50)

4. Simulation

Scenario: Assuming that unmanned underwater vehicle (UUV) moves in a two-dimensional plane Cartesian coordinate system, initial position is on the point (10m, 50m). Initial velocities in the X and Y directions are 0.1m/s and 0.5m/s, respectively. UUV moves along X and Y directions at constant accelerations. Acceleration in the X direction is 0.02m/s². Acceleration in the Y direction is −0.04m/s². 

The observation point is origin of coordinate. The observation time is 50s. The observation time interval between two consecutive measurement is \( T = 0.5s \).

The motion model of UUV is CA model. Hence, we have the state equation and the measurement equation

\[
\begin{bmatrix}
T & \frac{T^2}{2} & 0 & 0 & 0 \\
0 & 1 & T & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & T \\
0 & 0 & 0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
x_k \\
x_{k+1}
\end{bmatrix}
= \begin{bmatrix}
x_k + w_k
\end{bmatrix}
\]

(51)

\[
\begin{bmatrix}
r_k \\
\theta_k
\end{bmatrix} = \begin{bmatrix}
\sqrt{x_k^2 + y_k^2} \\
\tan^{-1} \frac{y_k}{x_k}
\end{bmatrix} + v_k
\]

(52)

where \( x_k = x_k \hat{x}_k \hat{x}_k \hat{y}_k \hat{y}_k \hat{y}_k \) is state vector; \( x_k \) and \( y_k \) denote positions, \( \hat{x}_k \) and \( \hat{y}_k \) denote velocities, \( \hat{x}_k \) and \( \hat{y}_k \) denote accelerations in the X and Y directions, respectively; In the first 30s, the covariance of \( w_k \) is \( Q = \text{diag} \begin{bmatrix} 0.01 & 10^{-6} & 0.01 & 10^{-6} & 10^{-6} \end{bmatrix} \); At the time 30s, the covariance of \( w_k \) mutates to \( 9Q \); \( r_k \) and \( \theta_k \) denote range and bearing, respectively; The standard deviation of measurement noise \( v_k \) is \( \text{diag} \begin{bmatrix} 0.1 \text{m} & 0.001 \text{rad} \end{bmatrix} \); The initial value of state estimation is \( \hat{x}_0 = \begin{bmatrix} 10m & 0.1 \text{m/s} & 0.02 \text{m/s}^2 & 50m & 0.5 \text{m/s} & -0.04 \text{m/s}^2 \end{bmatrix} \); The initial value of error covariance is \( P_0 = \text{diag} \begin{bmatrix} 0.1 & 10^{-2} & 10^{-3} & 0.1 & 10^{-2} & 10^{-3} \end{bmatrix} \); The prior proportionality is \( \alpha = [1.2 \ 1.2 \ 1.2 \ 1.5 \ 1.5 \ 1.5] \). Executing 100 times Monte Carlo runs, the results are shown as follows.

![Fig.1 Comparison of tracking trajectory](image)
The results show that in the first 30s the four filtering algorithms have no significant difference in the estimation of UUV motion state. After the process noise is abruptly changed at the time 30s, the four filtering algorithms output significantly different estimation of UUV motion state: the estimation errors of CKF algorithm and SCKF algorithm increase rapidly; the estimation error of STSCKF algorithm also increases, but less than the CKF algorithm and the SCKF algorithm; the estimation error of the MSTSCKF algorithm does not change significantly.

It is seen from the results that when the system model is uncertain, CKF algorithm and SCKF algorithm can not adapt to the uncertainty of the model and the estimation error of UUV motion state
is very large; STSCKF algorithm has some adaptability to the uncertainty of the model, because the single fading factor in the algorithm has a corrective effect on the estimation of state variables. Although the single fading factor can reduce the error, it is not ensured that the estimation errors of all the state variables can be reduced to a lower normal range; the MSTSCKF algorithm adjusts the estimation of each state variable with different intensity by the multiple fading factors, ensuring the optimal estimation of each state variable and improving the accuracy and stability of the filtering result, which has good adaptability to the model uncertainty.

5. Conclusion
In this paper, MSTSCKF algorithm is proposed to overcome the shortcoming of strong tracking filter algorithm with single fading factor. The single fading factor can reduce the filtering divergence caused by the model uncertainty to a certain extent. Because different state variable has different uncertainty, it is not ensured that each state variable gets the optimal estimation adjusted by the same single fading factor. The multiple fading factors matrix adjusts each state variable based on corresponding uncertainty, so each state variable obtains the optimal estimation when system is uncertain. Combining multiple fading factors with SCKF algorithm, MSTSCKF algorithm is proposed. MSTSCKF algorithm not only keeps the covariance matrix non-negative in the recursion process but also gets each state variable the optimal estimation when system is uncertain, improving the accuracy and numerical stability of filtering result. The simulation results show that the tracking performance of MSTSCKF algorithm is better than STSCKF algorithm, SCKF algorithm and CKF algorithm. The MSTSCKF algorithm can play an important role in the underwater target tracking field.
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