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1 Introduction

The Minkowski inequality in the theory of convex geometry says that if $\Omega \subset \mathbb{R}^n$ is a convex domain with smooth boundary, then

$$\frac{1}{\omega_{n-1}} \int_{\partial \Omega} H \, d\sigma \geq \left( \frac{|\partial \Omega|}{\omega_{n-1}} \right)^{\frac{n-2}{n-1}}$$

(1.1)

with the equality holding if and only if $\Omega$ is a round ball. Here, $H$ is the mean curvature of $\partial \Omega$ with respect to the outward unit normal and $\omega_{n-1} = |S^{n-1}|$, the area of the unit $(n-1)$-sphere.

In recent decades, many mathematicians are interested in the question whether (1.1) holds for non-convex domains. By using smooth solutions to the inverse mean curvature flow, Guan and Li [20] proved that (1.1) holds for star-shaped domains with mean convex boundary. Huisken and Ilmanen [22] developed a level set weak formulation for the inverse mean curvature flow, which was adopted by Huisken [21] to prove (1.1) for outward minimising sets (see also [19]). Quite recently, a powerful and elegant approach based on nonlinear potential theory has been developed by Agostiniani et al. [1] (see also the related
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papers [2, 4, 18]), which enables them to establish a sharp $L^p$ version of the Minkowski inequality involving the $p$-capacity of $\Omega$ ($1 < p < n$) for general bounded domains with smooth boundary

\[
\frac{1}{\omega_{n-1}} \int_{\partial \Omega} \left| \frac{H}{n-1} \right|^p d\sigma \geq \left[ \left( \frac{p-1}{n-p} \right)^{p-1} \frac{1}{\omega_{n-1}} \text{Cap}_p(\Omega) \right]^{\frac{n-p}{n-p-1}}.
\]  

(1.2)

Here, $\text{Cap}_p(\Omega)$ is called the $p$-capacity of $\Omega$, given by

\[
\text{Cap}_p(\Omega) = \inf \left\{ \int_{\mathbb{R}^n} |\nabla u|^p dx : u \in C_0^\infty(\mathbb{R}^n), u \geq 1 \text{ on } \Omega \right\}.
\]

We remark that various geometric inequalities involving the mean curvature integral, the capacity and the surface area have been considered by Xiao [39]. In particular, (1.2) has been proved in [39, Theorem 3.1] in the case of star-shaped, mean-convex domains. As $p \to 1$ in (1.2), Agostiniani et al. [1] have shown that the limit version of (1.2) recovers (1.1) for outward minimizing sets by Huisken [21]. Moreover, they are able to obtain a volumetric version of the Minkowski inequality

\[
\frac{1}{\omega_{n-1}} \int_{\partial \Omega} \left| \frac{H}{n-1} \right|^p d\sigma \geq \left( \frac{\text{Cap}_p(\Omega)}{|\Omega|} \right)^{\frac{n-2}{n}}.
\]  

(1.3)

for any bounded domains. Previously, (1.3) has been shown by Trudinger [32] and Chang and Wang [13] (see also [26]) for bounded domains with 2-convex boundary. The idea of Agostiniani et al. [1] is based on a conformal change of the Euclidean metric and a monotone integral over level sets of $p$-capacitary potentials under the conformal metric. Actually, it turns out that the results can be obtained by working directly on the Euclidean metric rather than the conformal metric. It is worth highlighting that their approach can be used to obtain sharp geometric inequalities for hypersurfaces in manifolds with nonnegative Ricci curvature [2, 4, 18] as well as for static manifolds [3, 10, 11] (see also [12, 38]).

In this paper, we are concerned with an anisotropic version of the Minkowski inequality. Let $F \in C^\infty(\mathbb{R}^n \setminus \{0\})$ be a Minkowski norm on $\mathbb{R}^n$. The unit Wulff ball $W_F$ with respect to $F$ (centered at the origin) is given by

\[ W_F = \{ F^o(x) < 1 \}, \]

where $F^o$ is the dual norm of $F$. For a bounded domain $\Omega$ with smooth boundary, the anisotropic area of $\partial \Omega$ is defined by

\[ |\partial \Omega|_F = \int_{\partial \Omega} F(\nu) d\sigma. \]

The well-known Wulff theorem (see, e.g., [24, Theorem 20.8]) says that Wulff balls are the only minimizers for the anisotropic isoperimetric problem. Equivalently, the Wulff inequality holds true:

\[ |\partial \Omega|_F \geq n |W_F|^\frac{1}{n} |\Omega|^{\frac{1}{n}-\frac{1}{n}}. \]  

(1.4)

The equality in (1.4) holds if and only if $\Omega$ is a Wulff ball.

The anisotropic mean curvature $H_F$ of $\partial \Omega$ arises from the first variational formula for $|\partial \Omega|_F$. The anisotropic Minkowski inequality says that if $\Omega \subset \mathbb{R}^n$ is a convex domain with smooth boundary, then

\[ \frac{1}{\kappa_{n-1}} \int_{\partial \Omega} H_F F(\nu) d\sigma \geq \left( \frac{|\partial \Omega|_F}{\kappa_{n-1}} \right)^{\frac{n-2}{n}} \frac{n-2}{n} \]  

(1.5)

with the equality holding if and only if $\Omega$ is a Wulff ball. Here, $\kappa_{n-1} = n |W_F|$. When $F$ is the Euclidean norm $F(\xi) = |\xi|$, then (1.4) and (1.5) reduce to the classical isoperimetric inequality and the Minkowski inequality (1.1), respectively. Inequality (1.5) is in fact equivalent to the following Minkowski inequality for mixed volumes:

\[ V_{(2)}(\Omega, W_F) \geq V_{(1)}(\Omega, W_F) \frac{n-2}{n-1} |W_F|^{\frac{1}{n-1}}, \]  

(1.6)
where \( V_i(\Omega, W_F) \) is the mixed volume for two convex bodies \( \Omega \) and \( W_F \), which is given by
\[
|\Omega + tW_F| = \sum_{k=0}^{n} \binom{n}{k} t^k V(k)(\Omega, W_F).
\]

Inequality (1.6) is a special one for a class of Alexandrov-Fenchel inequalities for mixed volumes in the theory of convex bodies (see, e.g., Schneider’s celebrated book [29, Subsection 7.3] or [37, Introduction]).

Regarding (1.5), Xia [37] showed that (1.5) holds for star-shaped domains with \( F \)-mean-convex (\( H_F \geq 0 \)) boundary, by using the smooth solution to the inverse anisotropic mean curvature flow in the same spirit of Guan and Li [20]. Della Pietra et al. [15] has considered the level set formulation of the inverse anisotropic mean curvature flow in the spirit of Huisken and Ilmanen [22], and proved the existence of the weak solutions by using an \( L^p \)-type approximation. However, such an approximation seems not sufficient to prove (1.5) for outward \( F \)-minimising sets.

In this paper, we will use the method developed in [1, 4, 18] to study (1.5) for non-convex domains. For \( 1 < p < n \), the anisotropic \( p \)-capacity of \( \Omega \) is defined by
\[
\text{Cap}_{F,p}(\Omega) = \inf \left\{ \int_{\mathbb{R}^n} F^p(\nabla u)dx : u \in C_c^\infty(\mathbb{R}^n), u \geq 1 \text{ on } \Omega \right\}.
\]

We remark that there are early considerations for basic properties of the anisotropic \( p \)-capacity (see, e.g., Maz’ya’s book [25, Subsection 2.2]). Also, the Brunn-Minkowski theory has been extended to the anisotropic \( p \)-capacity [5, 6, 34].

In the following, we generalize (1.2) to the anisotropic case.

**Theorem 1.1.** Let \( \Omega \subset \mathbb{R}^n (n \geq 3) \) be a bounded domain with smooth boundary. Then for every \( 1 < p < n \), the following inequality holds:
\[
\frac{1}{\kappa_{n-1}} \int_{\partial \Omega} \left| \frac{H_F}{n-1} \right|^p F(\nu)d\sigma \geq \left( \frac{n-1}{p-1} \right)^{p-1} \frac{1}{\kappa_{n-1}} \text{Cap}_{F,p}(\Omega)^\frac{n-p}{n-1}.
\]

Moreover, the equality holds in (1.7) if and only if \( \Omega \) is a Wulff ball.

As a direct consequence (with \( p = n - 1 \)), we get the anisotropic Willmore inequality.

**Theorem 1.2.** Let \( \Omega \subset \mathbb{R}^n (n \geq 3) \) be a bounded domain with smooth boundary. Then
\[
\int_{\partial \Omega} \left| \frac{H_F}{n-1} \right|^{n-1} F(\nu)d\sigma \geq \kappa_{n-1}.
\]

Moreover, the equality holds in (1.8) if and only if \( \Omega \) is a Wulff ball.

Theorem 1.1 is a special case of Theorem 5.6. Consider the anisotropic \( p \)-capacitary potential \( u \), which satisfies
\[
\begin{cases}
\Delta_{F,p} u = 0 & \text{in } \mathbb{R}^n \setminus \bar{\Omega}, \\
u = 1 & \text{on } \partial \Omega, \\
u(x) \to 0 & \text{as } |x| \to \infty,
\end{cases}
\]
where \( \Delta_{F,p} \) is the anisotropic \( p \)-Laplace operator (see Section 2). It is not hard to see that
\[
\text{Cap}_{F,p}(\Omega) = \int_{\mathbb{R}^n \setminus \bar{\Omega}} F^p(\nabla u)dx = \int_{\partial \Omega} F^{p-1}(\nabla u)F(\nu)d\sigma.
\]

Let \( 1 < p < n \) and \( q \geq 1 + \frac{1}{p^*} \), where \( p^* := \frac{(n-1)(p-1)}{n-p} \). Let \( \Phi_{p,q} : [1, \infty) \to \mathbb{R} \) be defined by
\[
\Phi_{p,q}(\tau) := \tau^{(q-1)p^*} \int_{\{u = 1/\tau\}} F^{p(q-1)}(\nabla u)F(\nu)d\sigma.
\]

The asymptotic behavior of \( \Phi_{p,q} \) corresponds to \( \text{Cap}_{F,p}(\Omega) \) and the key ingredient to prove Theorem 5.6 is that \( \Phi_{p,q} \) is an (essentially) monotone non-increasing function (see Sections 4 and 5).

Next, by letting \( p \to 1 \) in (1.7), we get the following extended anisotropic Minkowski inequality.
Theorem 1.3. If $\Omega \subset \mathbb{R}^n$ ($n \geq 3$) is a bounded domain with smooth boundary, then

$$\frac{1}{\kappa_{n-1}} \int_{\partial \Omega} \frac{H_F}{n-1} F(\nu) d\sigma \geq \left( \frac{1}{\kappa_{n-1}} \inf_{\Omega \subset U, \partial U \text{ smooth}} |\partial U|_F \right)^{\frac{n-2}{n}}. \quad (1.9)$$

Moreover, the equality in (1.9) is achieved by Wulff balls.

As a consequence, we are able to deduce a sharp anisotropic Minkowski inequality for outward $F$-minimising sets (see Definition 6.3) and a sharp volumetric anisotropic Minkowski inequality.

Corollary 1.4. If $\Omega \subset \mathbb{R}^n$ ($n \geq 3$) is a bounded outward $F$-minimising set with smooth boundary, then

$$\frac{1}{\kappa_{n-1}} \int_{\partial \Omega} \frac{H_F}{n-1} F(\nu) d\sigma \geq \left( \frac{|\partial \Omega|_F}{\kappa_{n-1}} \right)^{\frac{n-2}{n}}. \quad (1.10)$$

Moreover, the equality in (1.10) is achieved by Wulff balls. Conversely, if the equality holds in (1.10) for some bounded strictly outward $F$-minimising open set with smooth and strictly $F$-mean-convex boundary, then $\Omega$ is a Wulff ball.

Corollary 1.5. Let $\Omega \subset \mathbb{R}^n$ ($n \geq 3$) be a bounded set with smooth boundary. Then

$$\frac{1}{\kappa_{n-1}} \int_{\partial \Omega} \frac{H_F}{n-1} F(\nu) d\sigma \geq \left( \frac{n|\Omega|}{\kappa_{n-1}} \right)^{\frac{n-2}{n}}. \quad (1.11)$$

Moreover, the equality holds in (1.11) if and only if $\Omega$ is a Wulff ball.

To end the introduction, we make some remarks on the strictly outward $F$-minimising hull. Let $\Omega$ be a bounded domain with smooth boundary. It is well known that the infimum

$$\inf_{\Omega \subset U, \partial U \text{ smooth}} |\partial U|_F$$

may not be achieved in general. In the setting of the set of finite perimeter, the infimum

$$\inf_{E \text{ a set of finite perimeter}} P_F(E) \quad (1.12)$$

can be achieved by the direct method in calculus of variations. Here,

$$P_F(E) = \int_{\partial^* E} F(\nu_E) d\mathcal{H}^{n-1}$$

is the anisotropic perimeter of $E$, where $\partial^* E$ is the reduced boundary of $E$ and $\nu_E$ is the measure-theoretical outward unit normal of $E$ (see, e.g., [24, Chapter 20]). There is a so-called strictly outward $F$-minimising hull corresponding to $\Omega$ which attains the infimum (see [1, 17, 22]). Similar to [17, Definition 2.12], the strictly outward $F$-minimising hull of $\Omega$ denoted by $\Omega^*$ can be reformulated as the measure-theoretical $\text{Int}(E)$ of any set $E$ that solves the minimisation problem

$$|E| = \inf_{G \in \text{SOFMBE}(\Omega)} |G|,$$

where

$$\text{SOFMBE}(\Omega) = \{ G \mid \Omega \subset G \text{ and } G \text{ is bounded and strictly outward } F\text{-minimising} \}$$

is the strictly outward $F$-minimising bounded envelope (SOFMBE) of $\Omega$. It turns out that $\Omega^*$ is the unique maximal volume solution to the least anisotropic perimeter problem with obstacle $\Omega$, up to zero-measure modification (see [17, Theorem 2.16]). (In our case, the assumption on the existence of an exhaustion of $\mathbb{R}^n$ by a sequence of strictly outward $F$-minimising sets is automatically satisfied. In fact, such an exhaustion is given by the Wulff balls.) In particular, $\Omega^*$ attains the infimum in (1.12), namely,

$$P_F(\Omega^*) = \inf_{E \text{ a set of finite perimeter}} P_F(E).$$
It is direct to see that
\[
\inf_{\Omega \subset U} |\partial U|_F \geq \inf_{\Omega \subset E} P_F(E) = P_F(\Omega^*).
\]

Thus it follows from (1.9) that
\[
\frac{1}{\kappa_{n-1}} \int_{\partial \Omega} \left| \frac{H_F}{n-1} \right| F(\nu) d\sigma \geq \left( \frac{P_F(\Omega^*)}{\kappa_{n-1}} \right)^{\frac{n-2}{n-1}}. \tag{1.13}
\]

**Remark 1.6.** In [1], the isotropic version of (1.13) has been shown. In their argument, a regularity result in [30] and an exterior smooth approximation in [28] for the strictly outward minimising hull \( \Omega^* \) have to play a role. In this paper, by showing a stronger inequality (1.9), we can avoid using the regularity and an exterior smooth approximation for the anisotropic case, which seems unavailable in the reference.

The rest of this paper is organized as follows. In Section 2, we review the basic concepts in the anisotropic setting, including the anisotropic mean curvature for level sets and the anisotropic \( p \)-Laplace operator. In particular, we prove a Kato-type identity for anisotropic \( p \)-harmonic functions. In Section 3, we make a systematic study of the anisotropic \( p \)-capacitary potential, focusing on its asymptotic behavior. In Sections 4 and 5, we establish the essential and effective monotonicity properties for the crucial function \( \Phi_{p,q}(\tau) \), and in turn, prove the \( L^p \) anisotropic Minkowski inequality, Theorem 1.1. In Section 6, we study the outward \( F \)-minimising sets, the limit of Cap\( F;p \) as \( p \to 1^+ \) and finally prove Theorem 1.3 and Corollaries 1.4 and 1.5.

## 2 Preliminaries

### 2.1 The Minkowski norm, the Wulff shape and the anisotropic area

Let \( F \in C^\infty(\mathbb{R}^n \setminus \{0\}) \) be a Minkowski norm on \( \mathbb{R}^n \), in the sense that

(i) \( F \) is a norm in \( \mathbb{R}^n \), i.e., \( F \) is a convex, even, 1-homogeneous function satisfying \( F(x) > 0 \) when \( x \neq 0 \) and \( F(0) = 0 \);

(ii) \( F \) satisfies a uniformly elliptic condition: \( \nabla^2(\frac{1}{2} F^2) \) is positive definite in \( \mathbb{R}^n \setminus \{0\} \).

The dual norm \( F^\circ : \mathbb{R}^n \to [0, +\infty] \) of \( F \) is defined as
\[
F^\circ(x) = \sup_{\xi \neq 0} \frac{\langle \xi, x \rangle}{F(\xi)}.
\]

\( F^\circ \) is also a Minkowski norm on \( \mathbb{R}^n \).

Furthermore,
\[
F(\xi) = \sup_{x \neq 0} \frac{\langle \xi, x \rangle}{F^\circ(x)}.
\]

We remark that throughout this paper, we use conventionally \( \xi \) as the variable for \( F \) and \( x \) as the variable for \( F^\circ \).

Define
\[
\mathcal{W}_F = \{ x \in \mathbb{R}^n : F^\circ(x) < 1 \}.
\]

For the simplicity of notations, we will define \( \mathcal{W}_F = \mathcal{W} \). We call \( \mathcal{W} \) the unit Wulff ball centered at the origin and \( \partial \mathcal{W} \) the Wulff shape.

More generally, we define
\[
\mathcal{W}_r(x_0) = r \mathcal{W} + x_0,
\]
and call it the Wulff ball of radius \( r \) centered at \( x_0 \). We simply define \( \mathcal{W}_r = \mathcal{W}_r(0) \).

The following properties of \( F \) and \( F^\circ \) hold true and will be frequently used in this paper (see, e.g., [15, 36]).
Proposition 2.1. Let $F : \mathbb{R}^n \to [0, \infty)$ be a Minkowski norm. Then for any $x, \xi \in \mathbb{R}^n \setminus \{0\}$, the following hold:

1. $\langle F(\xi), \xi \rangle = F(\xi)$ and $\langle F'_{x}(x), x \rangle = F'(x)$.
2. $\sum_{j} F_{i,j}(\xi)\xi_j = 0$ for any $i = 1, \ldots, n$.
3. $F(F'_{x}(x)) = F'(F(\xi)) = 1$.
4. $F'(x)F_{x}(F'_{x}(x)) = x$ and $F(\xi)F'_{x}(F(\xi)) = \xi$.

Let $\Omega \subset \mathbb{R}^n$ be a bounded open set with smooth boundary $\partial \Omega$ and $\nu$ be its unit outward normal of $\partial \Omega$. The anisotropic area $|\partial \Omega|_F$ of $\Omega$ is defined by

$$|\partial \Omega|_F = \int_{\partial \Omega} F(\nu) d\sigma. \tag{2.1}$$

Note that when $\Omega = W$, the unit Wulff ball, one can check by the divergence theorem that

$$|\partial W|_F = \int_{\partial W} \frac{1}{|\nabla F|} d\sigma = \int_{W} \text{div}(\nabla u) dx = n|W|. \tag{2.2}$$

For notation simplicity, we define $\kappa_{n-1} = |\partial W|_F = n|W|$.

2.2 Anisotropic $p$-Laplacian

Let $u$ be twice continuously differentiable at $x \in \mathbb{R}^n$. We denote by $F_i, F_{ij}, \ldots$ the partial derivatives of $F$ and by $u_i, u_{ij}, \ldots$ the partial derivatives of $u$:

$$F_i = \frac{\partial F}{\partial \xi_i}, \quad F_{ij} = \frac{\partial^2 F}{\partial \xi_i \partial \xi_j}, \quad u_i = \frac{\partial u}{\partial x_i}, \quad u_{ij} = \frac{\partial^2 u}{\partial x_i \partial x_j}.$$

For $x$ such that $\nabla u(x) \neq 0$, define

$$a_{ij}(\nabla u)(x) := \frac{\partial^2}{\partial \xi_i \partial \xi_j} \left( \frac{1}{2} F^2 \right)(\nabla u(x)) = (F_iF_j + FF_{ij})(\nabla u(x)),$$

$$a_{ij,p}(\nabla u)(x) := \frac{\partial^2}{\partial \xi_i \partial \xi_j} \left( \frac{1}{p} F^p \right)(\nabla u(x)) = F^{p-2}(a_{ij} + (p-2)F_{ij})(\nabla u(x)). \tag{2.3}$$

The anisotropic Laplacian and $p$-Laplacian of $u$ at regular points ($|\nabla u| \neq 0$) are given by

$$\Delta_F u := a_{ij}(\nabla u)u_{ij},$$

$$\Delta_{F,p} u := a_{ij,p}(\nabla u)u_{ij} = F^{p-2}(\Delta_F u + (p-2)F_{ij}u_{ij}), \tag{2.4}$$

respectively (see, e.g., [14, 33]). For notation simplicity, we also introduce

$$V(\xi) = \frac{1}{p} F^p(\xi)$$

and

$$W_{ij} = \partial_{x_j}(\partial_{\xi_i} V(\nabla u)) = a_{ik,p}(\nabla u)u_{kj}. \tag{2.5}$$

One easily sees that

$$\text{tr}(W) = \Delta_{F,p} u.$$

Let $1 \leq k \leq n$ be an integer. For an $n$-vector $\lambda = (\lambda_1, \ldots, \lambda_n)$, the $k$-th elementary symmetric function on $\lambda$ is defined by

$$\sigma_k(\lambda) = \sum_{1 \leq i_1 < \cdots < i_k \leq n} \lambda_{i_1} \cdots \lambda_{i_k}.$$
Given a real matrix \( B = (b_{ij}) \in \mathbb{R}^{n \times n} \), we denote by \( S_k(B) \) the sum of all the principal minors of \( B \) of order \( k \). In particular,

\[
S_1(B) = \text{tr}(B),
\]

the trace of \( B \), and

\[
S_n(B) = \det(B),
\]

the determinant of \( B \). When the eigenvalues \( \lambda_B \) of \( B \) are all real, it is clear that

\[
S_k(B) = \sigma_k(\lambda_B).
\]

For more properties on \( S_k(B) \), we refer to [16, 27].

For our purpose, we consider \( k = 2 \). By setting

\[
S^{ij}_2(B) = \text{tr}B^{ij} - b_{ji},
\]

we have

\[
S_2(B) = \frac{1}{2} S^{ij}_2(B) b_{ij} = \frac{1}{2} ((\text{tr}B)^2 - \text{tr}B^2).
\] (2.6)

Of particular interest for our purpose is \( S_2(W) \), where \( W \) is given by (2.5).

Since \( \text{tr}W = \Delta_{F,p}u \), it holds that

\[
S^{ij}_2(W) = \Delta_{F,p}u \delta_{ij} - a_{jk,p}(\nabla u)u_{ki}.
\] (2.7)

Moreover, in this setting, \( S^{ij}_2(W) \) is divergence free (see, e.g., [8, 14, 16]), i.e.,

\[
\partial_{x_j} S^{ij}_2(W) = 0.
\] (2.8)

It follows from (2.6) and (2.8) that if \( \Delta_{F,p}u = 0 \), then

\[
\partial_{x_j}(S^{ij}_2(W)V_{ki}(\nabla u)) = 2S_2(W) = -a_{ik,p}a_{jl,p}u_{kj}u_{il}.
\] (2.9)

2.3 The anisotropic mean curvature

We recall the concept of anisotropic mean curvature for a hypersurface in \( \mathbb{R}^n \) (see, e.g., [33, 37]).

Let \( M \) be a smooth embedded hypersurface in \( \mathbb{R}^n \) and \( \nu \) be one unit normal of \( M \). The corresponding anisotropic normal of \( M \) is defined by

\[
\nu_F = \nabla F(\nu).
\]

The anisotropic principal curvatures

\[
\kappa_F = (\kappa_1^F, \ldots, \kappa_{n-1}^F) \in \mathbb{R}^{n-1}
\]

are defined as the eigenvalues of the map

\[
d\nu_F: T_xM \to T_{\nu_F(x)}\partial W.
\]

The anisotropic mean curvature (with respect to \( \nu \)) is defined to be

\[
H_F = \sigma_1(\kappa_F) = \sum_i \kappa_i^F.
\]

The second anisotropic mean curvature (with respect to \( \nu \)) is defined to be

\[
\sigma_2(\kappa_F) = \sum_{i<j} \kappa_i^F \kappa_j^F.
\]

A well-known variational characterization for \( H_F \) is that it arises from the first variation of the anisotropic area functional \( |\partial \Omega|_F \) (see, e.g., [37, Proposition 2.1]), namely,

\[
\frac{d}{dt} \int_{\partial \Omega_t} F(\nu) d\sigma = \int_{\partial \Omega_t} H_F(Y, \nu) d\sigma,
\]
where $Y$ is the variation vector field for $\partial \Omega_t$.

In this paper, we are interested in the case where $M$ is given by a regular level set of a smooth function $u$, i.e., $M = \{u = t\}$ for some regular value $t$. For our purpose, we choose the unit normal
\[
\nu = -\frac{\nabla u}{|\nabla u|}
\]
and
\[
\nu_F = -F_\xi(\nabla u), \quad H_F = -\text{div}(F_\xi(\nabla u)).
\]
In this case, we have
\[
H_F = -\text{div}(F_\xi(\nabla u)) = -F_{ij}u_{ij}. \tag{2.10}
\]
Here, div is the Euclidean divergence (see, e.g., [16]).

From [16, Theorem 2.5], we also have
\[
\sigma_2(\kappa_F) = S_2(F_{ik}u_{kj}).
\]
It follows that
\[
\frac{n-2}{n-1}S_1^2(F_{ik}u_{kj}) - 2S_2(F_{ik}u_{kj}) = \frac{n-2}{n-1}\sigma_1^2(\kappa_F) - 2\sigma_2(\kappa_F). \tag{2.11}
\]
We remark that the right-hand side of (2.11) is exactly the square of the traceless part of the anisotropic second fundamental form, which is nonnegative.

Next, we give two propositions for the connection between an anisotropic $p$-harmonic function $u$ and the anisotropic curvatures of regular level sets of $u$. The first one is a formula for the anisotropic mean curvature of a regular level set of $u$.

**Proposition 2.2.** Let $u$ satisfy $\Delta_{F,p}u = 0$. Then the anisotropic mean curvature of a regular level set of $u$ is given by
\[
H_F = (p-1)F^{-1}F_iF_ju_{ij}. \tag{2.12}
\]
**Proof.** Note that $\Delta_{F,p}u = 0$ implies
\[
FF_{ij}u_{ij} + (p-1)F_iF_ju_{ij} = 0.
\]
The assertion follows from (2.10). $\Box$

The second is a Kato-type identity for anisotropic $p$-harmonic functions, which generalizes [18, Proposition 4.4].

**Proposition 2.3.** Let $u$ satisfy $\Delta_{F,p}u = 0$. Let $\kappa_F$ denote the anisotropic principal curvature of a regular level set of $u$. Then at any point where $F(\nabla u) \neq 0$, the following identity holds true:
\[
a_{ij}a_{kl}u_{ik}u_{jl} = F^2(\nabla u)\left[\frac{n-2}{n-1}\sigma_1^2(\kappa_F) - 2\sigma_2(\kappa_F)\right]
+ \left(1 + \frac{(p-1)^2}{n-1}\right)|\nabla(F(\nabla u))|_{a_F}^2
+ \left(1 - \frac{(p-1)^2}{n-1}\right)|\nabla^T(F(\nabla u))|_{a_F}^2, \tag{2.13}
\]
where
\[
|\nabla(F(\nabla u))|_{a_F}^2 := a_{ij}(F_ku_{ki})(F_lu_{lj}) \geq 0 \tag{2.14}
\]
and
\[
|\nabla^T(F(\nabla u))|_{a_F}^2 := FF_{ij}(F_ku_{ki})(F_lu_{lj}) \geq 0. \tag{2.15}
\]

**Remark 2.4.** $|\cdot|_{a_F}$ can be viewed as the norm with respect to the positive definite matrix $(a_{ij})$. Also by the definition, we have
\[
|\nabla(F(\nabla u))|_{a_F}^2 = |\nabla^T(F(\nabla u))|_{a_F}^2 + (F_iF_ju_{ij})^2. \tag{2.16}
\]
Proof of Proposition 2.3. The proof is inspired by [36]. Noting that \(a_{ij} = FF_{ij} + F_i F_j\), we can separate

\[
\Delta_F u = a_{ij} u_{ij} = A + B,
\]

where

\[
A = F_i F_j u_{ij} \quad \text{and} \quad B = F F_{ij} u_{ij}.
\]

Since

\[
a_{ij} a_{kl} u_{ik} u_{jl} = A^2 + 2 F F_{kl} F_j u_{ik} u_{jl} + F^2 F_{ij} F_{kl} u_{ik} u_{jl}
\]

and

\[
\frac{(A + B)^2}{n} + \frac{n}{n - 1} \left( B - \frac{n - 1}{n} A \right)^2 = A^2 + \frac{1}{n - 1} B^2,
\]

we have

\[
a_{ij} a_{kl} u_{ik} u_{jl} = \frac{(A + B)^2}{n} + \frac{n}{n - 1} \left( B - \frac{n - 1}{n} A \right)^2 - \frac{1}{n - 1} B^2 + 2 F F_{kl} F_j u_{ik} u_{jl} + F^2 F_{ij} F_{kl} u_{ik} u_{jl}
\]

\[
= \left( \frac{(p - 1)^2}{n - 1} - 1 \right) F(F_{ij} u_{ij})^2 + 2 F F_{ij} F_{kl} u_{ik} u_{jl}
\]

\[
+ 2 F F_{ij} F_{kl} u_{ik} u_{jl} - \frac{1}{n - 1} (F F_{ij} u_{ij})^2
\]

\[
= \left( \frac{(p - 1)^2}{n - 1} - 1 \right) F(F_{ij} u_{ij})^2 + 2 F F_{ij} F_{kl} u_{ik} u_{jl}
\]

\[
+ 2 F F_{ij} F_{kl} u_{ik} u_{jl} - \frac{1}{n - 1} (F F_{ij} u_{ij})^2
\]

\[
+ \left( 1 + \frac{(p - 1)^2}{n - 1} \right) |\nabla(F(\nabla u))|^2_{a_F}
\]

\[
+ \left( 1 - \frac{(p - 1)^2}{n - 1} \right) |\nabla^T(F(\nabla u))|^2_{a_F} + \left( 1 + \frac{(p - 1)^2}{n - 1} \right) |\nabla(F(\nabla u))|^2_{a_F}
\]

\[
= \left( 1 - \frac{(p - 1)^2}{n - 1} \right) |\nabla^T(F(\nabla u))|^2_{a_F} + \left( 1 + \frac{(p - 1)^2}{n - 1} \right) |\nabla(F(\nabla u))|^2_{a_F}
\]

\[
+ 2 F F_{ij} F_{kl} u_{ik} u_{jl} - \frac{1}{n - 1} (F F_{ij} u_{ij})^2,
\]

where in the last equality we have used (2.16). Finally, using (2.11), we obtain

\[
F_{ij} F_{kl} u_{ik} u_{jl} - \frac{1}{n - 1} (F_{ij} u_{ij})^2 = \frac{n - 2}{n - 1} S^2(F_{ik} u_{kj}) - 2 S_2(F_{ik} u_{kj})
\]

\[
= \frac{n - 2}{n - 1} \sigma^2_F(\kappa_F) - 2 \sigma_2(\kappa_F).
\]

This completes the proof of Proposition 2.3.
We also have some facts as follows.

**Proposition 2.5.** Let \( u \) satisfy \( \Delta_{F,p} u = 0 \). Then at any point where \( F(\nabla u) \neq 0 \), the following identities hold true:

\[
F^{2-p} a_{ijkl} F_{i} u_{ik} F_{j} u_{j} = |\nabla T(F(\nabla u))|^{2}_{a_F} + \frac{1}{p-1} H^{2}_{F} F^{2}(\nabla u),
\]

\[
a_{ijkl} u_{ik} u_{lj} F^{4-2p} = \frac{n}{n-1} H^{2}_{F} F^{2} + 2(p-1)|\nabla T(F(\nabla u))|^{2}_{a_F}
+ F^{2}(\nabla u) \left[ \frac{n-2}{n-1} \sigma^{2}_{1}(\kappa_F) - 2\sigma_{2}(\kappa_F) \right].
\]

**Proof.** Identity (2.21) follows directly from (2.3). From Proposition 2.3, we have

\[
a_{ijkl} u_{ik} u_{lj} F^{2} = (a_{ijkl} + (p-2) F_{i} F_{k})(a_{ilm} + (p-2) F_{i} F_{l}) u_{ik} u_{lj}
= a_{ijkl} u_{ik} u_{lj} + 2(p-2)|\nabla (F(\nabla u))|^{2}_{a_F} + \frac{(p-2)^{2}}{(p-1)^{2}} H^{2}_{F} F^{2}
= \frac{n}{n-1} H^{2}_{F} F^{2} + 2(p-1)|\nabla T(F(\nabla u))|^{2}_{a_F}
+ F^{2}(\nabla u) \left[ \frac{n-2}{n-1} \sigma^{2}_{1}(\kappa_F) - 2\sigma_{2}(\kappa_F) \right].
\]

By using (2.3) and (2.23), directing computation gives that

\[
a_{ijkl} u_{ik} u_{lj} F^{4-2p} = (a_{ijkl} + (p-2) F_{i} F_{k})(a_{ilm} + (p-2) F_{i} F_{l}) u_{ik} u_{lj}
= \frac{n}{n-1} H^{2}_{F} F^{2} + 2(p-1)|\nabla T(F(\nabla u))|^{2}_{a_F}
+ F^{2}(\nabla u) \left[ \frac{n-2}{n-1} \sigma^{2}_{1}(\kappa_F) - 2\sigma_{2}(\kappa_F) \right].
\]

This completes the assertion. \( \square \)

## 3 The anisotropic \( p \)-capacitary potential

In this section, we will introduce the anisotropic \( p \)-capacity and its related properties.

**Definition 3.1** (The anisotropic \( p \)-capacity). Let \( \Omega \subset \mathbb{R}^{n} \) be a bounded open set with smooth boundary. For \( p \in [1, n) \), the anisotropic \( p \)-capacity of \( \Omega \) is defined as

\[
\text{Cap}_{F,p}(\Omega) = \inf \left\{ \int_{\mathbb{R}^{n}} F^{p}(\nabla u) dx \bigg| u \in C^{\infty}_{c}(\mathbb{R}^{n}), u \geq 1 \text{ on } \Omega \right\}.
\]

(3.1)

It is easy to check that (see, e.g., [25])

\[
\text{Cap}_{F,p}(\Omega) = \inf \left\{ \int_{\mathbb{R}^{n}} F^{p}(\nabla u) dx \bigg| u \geq \chi_{\Omega}, u \in C^{\infty}_{c}(\mathbb{R}^{n}) \right\}.
\]

(3.2)

Next, we consider the case \( p \in (1, n) \). The variational structure of the above definition leads naturally to the formulation of the problem

\[
\begin{cases}
\Delta_{F,p} u = 0 & \text{in } \mathbb{R}^{n} \setminus \bar{\Omega}, \\
u = 1 & \text{on } \partial \Omega, \\
u(x) \to 0 & \text{as } |x| \to \infty,
\end{cases}
\]

(3.3)

and we say that a function \( u \in W^{1,p}_{\text{loc}}(U) \) is a weak solution of \( \Delta_{F,p} u = 0 \) in an open set \( U \) if

\[
\int_{U} (F^{p-1}(\nabla u) F_{\xi} (\nabla u), \nabla \psi) dx = 0
\]
for any $\psi \in C_0^\infty(U)$. A weak solution satisfying (3.3) is called the anisotropic $p$-capacitary potential associated with $\Omega$.

We collect the existence and regularity results for the anisotropic $p$-capacitary potentials in the following theorem (see, e.g., [8, 9]).

**Theorem 3.2** (The existence and regularity of anisotropic $p$-capacitary potentials). Let $\Omega$ be a bounded open set with smooth boundary, and let $1 < p < n$. Then

1. there exists a unique weak solution $u \in C^{1,\alpha}(\mathbb{R}^n \setminus \bar{\Omega}) \cap C(\mathbb{R}^n \setminus \Omega)$ to (3.3);
2. $u$ is smooth away from $\text{Crit}(u) := \{\nabla u = 0\}$;
3. the solution $u$ fulfills

$$\text{Cap}_{F,p}(\Omega) = \int_{\mathbb{R}^n \setminus \bar{\Omega}} F^p(\nabla u)dx.$$  \hfill (3.4)

**Remark 3.3.** Note that since $\partial \Omega$ is assumed to be smooth, by the Hopf lemma for anisotropic $p$-harmonic functions, we have $\nabla u \neq 0$ in a neighborhood of $\partial \Omega$. In particular, $u$ is smooth in $\partial \Omega$. Coupled with this fact, the asymptotic expansions below imply that

$$\text{Crit}(u) = \{x \in \mathbb{R}^n \setminus \bar{\Omega} \mid Du(x) = 0\}$$

is a compact subset of $\mathbb{R}^n \setminus \bar{\Omega}$ (generically depending on $p$), and in turn that $u$ is analytic outside this set.

For $1 < p < n$, let

$$\Gamma_{F,p}(x) = \frac{p - 1}{n - p} \left(\frac{1}{\kappa_{n-1}}\right)^{\frac{1}{p-1}} F^0(x) \frac{p}{p-n}.$$  \hfill (3.35)

One can check that

$$\Delta_{F,p} \Gamma_{F,p}(x) = \delta_0 \quad \text{in } \mathbb{R}^n,$$

where $\delta_0$ is the Dirac delta function about the origin. We call $\Gamma_{F,p}$ the fundamental solution to $\Delta_{F,p}u = 0$ in $\mathbb{R}^n$ (see [35]).

**Proposition 3.4.** Let $\Omega \subset \mathbb{R}^n$ be a bounded open set with smooth boundary, and $1 < p < n$. Let $u$ be a weak solution of $\Delta_{F,p}u = 0$ in $\mathbb{R}^n \setminus \Omega$. Then $u$ satisfies

1. $\lim_{|x| \to +\infty} \frac{u(x)}{\Gamma_{F,p}(x)} = \text{Cap}_{F,p}(\Omega)^{\frac{1}{p-1}},$
2. $\nabla u(x) = \text{Cap}_{F,p}(\Omega)^{\frac{1}{p-1}} \nabla \Gamma_{F,p}(x) + o(|x|^{-\frac{n+1}{p-1}})$ as $|x| \to +\infty$.

**Proof.** If $u$ is a solution of (3.3), it is a standard argument by using the comparison theorem to show that there exist two positive constants $C_1$ and $C_2$ such that

$$C_1 \Gamma_{F,p} \leq u \leq C_2 \Gamma_{F,p}.$$

Following the argument of [23, Theorem 1.1 and Remark 1.5] (see [35, Theorem 4.1 and Remark 4.1] for the anisotropic case), we conclude that there exists $\gamma \in \mathbb{R}$ such that

$$\lim_{|x| \to +\infty} \frac{u(x)}{\Gamma_{F,p}(x)} = \gamma, \quad \text{as } |x| \to +\infty.$$ \hfill (3.5)

$$\lim_{|x| \to +\infty} (F^0(x))^{\frac{1}{p-1}} (\nabla u - \gamma \nabla \Gamma_{F,p}) = 0.$$ \hfill (3.6)

It remains to show

$$\gamma = \text{Cap}_{F,p}(\Omega)^{\frac{1}{p-1}}.$$  \hfill (3.7)

Through the following integration by parts that holds true by the anisotropic $p$-harmonicity of $u$:

$$\int_{\partial \Omega} F^{p-1}(\nabla u)F(\nu)ds = - \lim_{R \to \infty} \int_{\partial \Omega_R} F^{p-1}(\nabla u)(F_\xi(\nabla u), \nu_{\partial \Omega_R})d\sigma,$$ \hfill (3.37)
where $\nu = -\frac{\nabla u}{|\nabla u|}$ on $\partial \Omega$ and $\nu_{\partial W_R}$ is the outward unit normal of $W_R$, we shall see in Proposition 3.5 below that the left-hand side of (3.7) is exactly $\text{Cap}_{F,p}(\Omega)$. We next compute the limit on the right-hand side of (3.7). Since
\[
\nabla u = \gamma \nabla \Gamma_{F,p} + o(|x|^{-\frac{\alpha-1}{p-1}}),
\]
we have
\[
F(\nabla u) = \gamma F(\nabla \Gamma_{F,p}) + o(|x|^{-\frac{\alpha-1}{p-1}}) = \gamma \left( \frac{1}{K_{n-1}} \right)^{\frac{1}{p-1}} F^o(x)^{-\frac{\alpha-1}{p-1}} + o(|x|^{-\frac{\alpha-1}{p-1}}).
\]
On $\partial W_R$,
\[
\nu_{\partial W_R} = \frac{\nabla F^o}{|\nabla F^o|} = -K_{n-1}^{\frac{1}{p-1}} F^o(x)^{\frac{n-1}{p-1}} \nabla \Gamma_{F,p} = -K_{n-1}^{\frac{1}{p-1}} F^o(x)^{\frac{n-1}{p-1}} \gamma^{-1} \nabla u + o(1).
\]
It follows that on $\partial W_R$,
\[
(F_{\xi}(\nabla u), \nu_{\partial W_R}) = -K_{n-1}^{\frac{1}{p-1}} F^o(x)^{\frac{n-1}{p-1}} \gamma^{-1} \frac{F(\nabla u)}{|\nabla F^o|} + o(1) = -\frac{1}{|\nabla F^o|} + o(1).
\]
Hence
\[
F^{p-1}(\nabla u) \langle F_{\xi}(\nabla u), \nu_{\partial W_R} \rangle = -\gamma^{p-1} \frac{1}{K_{n-1}} \frac{(F^o(x))^{1-n}}{|\nabla F^o|} + o(|x|^{1-n}).
\]
Combining the fact that
\[
\int_{\partial W_R} \frac{(F^o(x))^{1-n}}{|\nabla F^o|} d\sigma = K_{n-1},
\]
we deduce that
\[
\lim_{R \to \infty} \int_{\partial W_R} F^{p-1}(\nabla u) \langle F_{\xi}(\nabla u), \nu_{\partial W_R} \rangle d\sigma = -\gamma^{p-1}.
\]
Thus
\[
\gamma = \text{Cap}_{F,p}(\Omega)^{\frac{1}{p-1}},
\]
and (1) and (2) of Proposition 3.4 follow.

We need the following expression for $\text{Cap}_{F,p}(\Omega)$ in terms of an integral on $\partial \Omega$.

**Proposition 3.5.** Let $\Omega \subset \mathbb{R}^n$ be a bounded open set with smooth boundary, and let $1 < p < n$. Then the solution $u$ to (3.3) satisfies
\[
\text{Cap}_{F,p}(\Omega) = \int_{\partial \Omega} F^{p-1}(\nabla u) F(\nu) d\sigma,
\]
where $\nu = -\frac{\nabla u}{|\nabla u|}$ on $\partial \Omega$.

**Proof.** For $\varepsilon > 0$, let $U_\varepsilon$ be the $\varepsilon$-tubular neighborhood of $\text{Crit}(u)$, namely,
\[
U_\varepsilon = \{ x \in \mathbb{R}^n \setminus \bar{\Omega} \mid \text{dist}(x, \text{Crit}(u)) < \varepsilon \},
\]
where $\text{dist}(x, \text{Crit}(u))$ is the distance of $x$ from $\text{Crit}(u)$. By the compactness of $\text{Crit}(u)$ in $\mathbb{R}^n \setminus \bar{\Omega}$, we have $U_\varepsilon \subset \{ u \geq t \}$ for $\varepsilon > 0$ and $t > 0$ small enough. Since $F(\nabla u) = 0$ on $\text{Crit}(u)$, we have from the identity (3.4) and by the monotone convergence theorem that
\[
\text{Cap}_{F,p}(\Omega) = \lim_{\varepsilon \to 0^+} \lim_{t \to 0^+} \int_{\{ u \geq t \} \setminus U_\varepsilon} F^p(\nabla u) dx.
\]
Then for $\varepsilon$ and $t$ small enough, by integration by parts,

$$\int_{\{u \geq t\} \setminus U_x} F^p(\nabla u) \, dx = \int_{\{u \geq t\} \setminus U_x} \text{div}(u F^{p-1}(\nabla u) F_{\xi}(\nabla u)) \, dx$$

$$= -t \int_{\{u = t\}} F^p(\nabla u) \, |\nabla u| \, d\sigma + \int_{\partial \Omega} F^{p-1}(\nabla u) F(\nu) \, d\sigma$$

$$+ \int_{\partial U_x} u F^{p-1}(\nabla u)(F_{\xi}(\nabla u), \nu_{\partial U_x}) \, d\sigma.$$ 

By the computation in the proof of Proposition 3.4, we see

$$\int_{\{u = t\}} F^p(\nabla u) \, |\nabla u| \, d\sigma$$

is bounded when $t \to 0^+$, which implies

$$-t \int_{\{u = t\}} F^p(\nabla u) \, |\nabla u| \, d\sigma \to 0 \quad \text{as} \quad t \to 0.$$

On the other hand, we have

$$\int_{\partial U_x} u F^{p-1}(\nabla u)(F_{\xi}(\nabla u), \nu_{\partial U_x}) \, d\sigma \to 0 \quad \text{as} \quad \varepsilon \to 0,$$

since $F(\nabla u)$ tends to zero as $x$ approaches $\text{Crit}(u)$. The assertion follows. \qed

### 4 Essential monotonicity

In this section, we assume that $u$ is an anisotropic $p$-harmonic function, i.e., $\Delta_{F,p}u = 0$. We will establish some lemmas for later use.

Let

$$p^* := \frac{(n-1)(p-1)}{n-p}$$

and

$$\Lambda = \left\{ (p, q) \in \mathbb{R}^2 \mid 1 < p < n \text{ and } q \geq 1 + \frac{1}{p^*} \right\}.$$

For $(p, q) \in \Lambda$, we consider the function $\Phi_{p,q} : [1, +\infty) \to \mathbb{R}^n$ given by

$$\Phi_{p,q}(\tau) := \tau^{(q-1)p^*} \int_{\{u = 1/\tau\}} F^{q(p-1)}(\nabla u) F(\nu) \, d\sigma. \quad (4.1)$$

By the asymptotic behavior given in Proposition 3.4, it is direct to check the limits of $\Phi_{p,q}(\tau)$.

**Lemma 4.1.** It holds that

$$\lim_{\tau \to +\infty} \Phi_{p,q}(\tau) = \left( \frac{n-p}{p-1} \right)^{(q-1)p^*} \left( \kappa_{n-1} \right)^{\frac{(q-1)(p-1)}{n-p}} (\text{Cap}_{F,p}(\Omega))^{1 - \frac{(q-1)(p-1)}{n-p}}. \quad (4.2)$$

**Proof.** From the asymptotic behavior of $u$ in Proposition 3.4, we know that for $\varepsilon > 0$, there exists $\tau_0$ such that for $\tau > \tau_0$ and $u(x) = \frac{1}{\tau}$,

$$(1 - \varepsilon)\gamma G_{F,p} \leq u(x) \leq (1 + \varepsilon)\gamma G_{F,p},$$

$$(1 - \varepsilon)\gamma \left( \frac{1}{\kappa_{n-1}} \right)^{\frac{1}{n-1}} F^{\alpha}(x)^{-\frac{n-1}{\alpha - 1}} \leq F(\nabla u(x)) \leq (1 + \varepsilon)\gamma \left( \frac{1}{\kappa_{n-1}} \right)^{\frac{1}{n-1}} F^{\alpha}(x)^{-\frac{n-1}{\alpha - 1}}.$$
From this one deduces that on such \( \{ u(x) = \frac{1}{r} \} \)

\[
(1 - \tilde{\varepsilon}) \gamma \left( \frac{n - p}{p - 1} \right) \left( \frac{q - 1}{p - 1} \right)^p \left( \kappa_{n-1} \right)^{\frac{(q - 1)(p - 1)}{n - p}} \tau^{-(q - 1)p^*} \leq F^{(q - 1)(p - 1)}(\mathbf{\nabla} u(x))
\]

\[
\leq (1 + \tilde{\varepsilon}) \gamma \left( \frac{n - p}{p - 1} \right) \left( \frac{q - 1}{p - 1} \right)^p \left( \kappa_{n-1} \right)^{\frac{(q - 1)(p - 1)}{n - p}} \tau^{-(q - 1)p^*},
\]

where \( \tilde{\varepsilon} \) is some function on \( \varepsilon \) with the property \( \lim_{\varepsilon \to 0} \tilde{\varepsilon} = 0 \). Arguing as in Proposition 3.5, we see that

\[
\int_{\{ u = 1/r \}} F^{p-1} F(\nu) d\sigma = \text{Cap}_{F,p}(\Omega).
\]

Since

\[
\tau^{(q - 1)p^*} \int_{\{ u = 1/r \}} F^{q(p - 1)} F(\nu) d\sigma = \tau^{(q - 1)p^*} \int_{\{ u = 1/r \}} F^{(q - 1)(p - 1)}(F^{p-1} F(\nu)) d\sigma,
\]

it follows that

\[
(1 - \tilde{\varepsilon}) \left( \frac{n - p}{p - 1} \right)^{(q - 1)p^*} \left( \kappa_{n-1} \right)^{\frac{(q - 1)(p - 1)}{n - p}} (\text{Cap}_{F,p}(\Omega))^{1 - \frac{(q - 1)(p - 1)}{n - p}} \leq \tau^{(q - 1)p^*} \int_{\{ u = 1/r \}} F^{q(p - 1)} F(\nu) d\sigma
\]

\[
\leq (1 + \tilde{\varepsilon}) \left( \frac{n - p}{p - 1} \right)^{(q - 1)p^*} \left( \kappa_{n-1} \right)^{\frac{(q - 1)(p - 1)}{n - p}} (\text{Cap}_{F,p}(\Omega))^{1 - \frac{(q - 1)(p - 1)}{n - p}}.
\]

The assertion follows by letting \( \tau \to \infty \) and then \( \varepsilon \to 0 \). \( \square \)

For \( (p, q) \in \Lambda \), let us consider the vector field \( X \) with the component

\[
X^j = -(q - 1)u^{-(q - 1)p^* + 2} F^{q(p - 1) - 1} \left( a_{jk,p} F^{1-p} F_i u_{ik} - p^* \frac{F_j}{u} \right), \quad (4.3)
\]

where

\[
a_{jk,p} = F^{p-2}(a_{jk} + (p - 2) F_j F_k).
\]

Next, we have the following lemma.

**Lemma 4.2.** \( \Phi_{p,q} \) is differentiable at the regular values of \( u \) and

\[
\frac{d}{d\tau} \Phi_{p,q}(\tau) = \int_{\{ u = 1/r \}} \left( X, \frac{\mathbf{\nabla} u}{|\mathbf{\nabla} u|} \right) d\sigma = \int_{\{ u < 1/r \}} \text{div} X dx. \quad (4.4)
\]

**Proof.** By the co-area formula and the divergence theorem, we have

\[
\frac{d}{d\tau} \Phi_{p,q}(\tau) = \frac{d}{d\tau} \left\{ \int_{\{ u = 1/r \}} u^{-(q - 1)p^*} F^{q(p - 1)} F(\nu) d\sigma \right\}
\]

\[
= \frac{d}{d\tau} \left\{ \int_{\{ u < 1/r \}} \partial_{x_i} \left( u^{-(q - 1)p^*} F^{q(p - 1)} F^{p-1} F_i \right) dx \right\}
\]

\[
= \frac{d}{d\tau} \left\{ \int_{\{ u < 1/r \}} (q - 1)u^{-(q - 1)p^*} F^{q(p - 1)} \left( - p^* \frac{F}{u} + (p - 1) \frac{F_i u_{ik}}{F} \right) dx \right\}
\]

\[
= -(q - 1)\tau^{(q - 1)p^* - 2} \int_{\{ u = 1/r \}} F^{q(p - 1) - 1} \left( (p - 1) \frac{F_j u_{ik}}{F} - p^* \frac{F}{u} \right) F(\nu) d\sigma. \quad (4.5)
\]

By using the definition of \( X \) and the fact

\[
a_{jk,p} u_j = (p - 1) F^{p-2} F_j,
\]
we deduce
\[ (X, \nabla u) = - (q - 1) u^{-(q-1)p^*+2} F^q(p-1)^{-1}(p-1)F_k F_i u_{ik} - p^* \frac{F^2}{u}. \]

Then, we obtain the first equality. The second equality follows from the divergence theorem.

Finally, we compute the divergence of \( X \).

**Lemma 4.3 (Divergence of \( X \)).** For any \((p, q) \in \Lambda\), let \( u \) be a solution of (3.3) and \( X \) be the vector field defined in (4.3). Then the following identity holds at any point \( x \in \mathbb{R}^n \setminus \Omega \) such that \( F(\nabla u) \neq 0 \):

\[
\text{div} X = -(q - 1) u^{-(q-1)p^*+2} F^q(p-1)^{-1}(\nabla u) \left\{ \left[ \frac{n-2}{n-1} \sigma^2_1(\kappa_F) - 2\sigma_2(\kappa_F) \right] \right. \\
+ \left. (q(p-1) - 1) \frac{|\nabla^T(F(\nabla u))|^2_{a_F}}{F^2(\nabla u)} \right\} \leq 0.
\]

**Proof.** Using (2.7) and \( \Delta_{F,p} u = 0 \), we can write \( X \) in the following way:

\[
X^j = (q - 1) \{ u^{-(q-1)p^*+2} F^q(p-2)(p-1)^{-1} S^{ij}_{22} V_i(\nabla u) + p^* u^{-(q-1)p^*+1} F^q(p-1)(p-1)^{-1} F^p F_j \}.
\]

Separate
\[
\text{div} X = (q - 1)(I + II),
\]

where
\[
I = \partial_{x_j} (u^{-(q-1)p^*+2} F^q(p-2)(p-1)^{-1} S^{ij}_{22} V_i(\nabla u)), \\
II = p^* \partial_{x_j} (u^{-(q-1)p^*+1} F^q(p-1)(p-1)^{-1} F^p F_j).
\]

By using Proposition 2.2 and (2.9), we have the following computations:
\[
I = -(2 - (q - 1)p^*) u^{-(q-1)p^*+1} F^q(p-1)^{-1} H_F - u^{-(q-1)p^*+2} F^q(p-1)^{-3} \\
\times \left\{ ((q - 2)(p - 1) - 1) F^{2-2p} a_{k,p} F_k F_i u_{ki} u_{ij} + F^{4-2p} a_{k,p} a_{l,p} u_{ik} u_{lj} \right\}
\]

and
\[
II = (1 - (q - 1)p^*) p^* u^{-(q-1)p^*} F^q(p-1)^{-1} + (q - 1) p^* u^{-(q-1)p^*} F^q(p-1)^{-1} H_F.
\]

Next, by using (2.21) and (2.22), we have
\[
((q - 2)(p - 1) - 1) F^{2-2p} a_{k,p} F_k F_i u_{ki} u_{ij} + F^{4-2p} a_{k,p} a_{l,p} u_{ik} u_{lj} \\
= ((q - 2)(p - 1) - 1) \left( |\nabla^T(F(\nabla u))|^2_{a_F} + \frac{1}{p-1} H_F^2 F^2 \right) + \frac{n}{n-1} H_F^2 F^2 \\
+ 2(q - 1)(p - 1) |\nabla^T(F(\nabla u))|^2_{a_F} + F^2 \left[ \frac{n-2}{n-1} \sigma^2_1(\kappa_F) - 2\sigma_2(\kappa_F) \right] \\
= \left( (q - 1) - \frac{1}{p^*} \right) F^2 H_F^2 + (q(p - 1) - 1) |\nabla^T(F(\nabla u))|^2_{a_F} \\
+ F^2 \left[ \frac{n-2}{n-1} \sigma^2_1(\kappa_F) - 2\sigma_2(\kappa_F) \right].
\]

Substituting (4.9)–(4.11) into (4.8) yields (4.6).

\[ \square \]

5 Effective monotonicity and the \( L^p \) anisotropic Minkowski inequality

The aim of this section is to give a complete proof of Theorem 1.1. For this purpose, we will establish the following two effective monotonicity inequalities:
\[
\Phi_{p,q}(1) \leq 0 \quad \text{and} \quad \Phi_{p,q}(+\infty) = \lim_{\tau \to \infty} \Phi_{p,q}(\tau) \leq \Phi_{p,q}(1).
\]
5.1 The first effective inequality

Combining Lemmas 4.2 and 4.3, we see that \( \Phi'_{p,q}(s) \leq \Phi'_{p,q}(S) \) for any \( s < S \) if \( \text{Crit}(u) = \emptyset \). However, in general \( \text{Crit}(u) \neq \emptyset \). Nevertheless, we are able to provide an effective version of the considered monotonicity, showing that is actually in force, provided \( S \) is large enough and \( s \) is close to 1. This is enough to get the desired effective inequality \( \Phi'_{p,q}(1) \leq 0 \).

**Theorem 5.1** (The effective monotonicity formula—1). For \( (p, q) \in \Lambda \), let \( u \) be the solution to (3.3) and let \( 1 < \bar{s} < \bar{S} < +\infty \) be such that \( \text{Crit}(u) \subset \{ \bar{S}^{-1} < u < \bar{s}^{-1} \} \). Then for every \( 1 \leq s \leq \bar{s} \leq \bar{S} \leq S \), the inequality

\[
\Phi'_{p,q}(s) \leq \Phi'_{p,q}(S)
\]

holds true, where \( \Phi_{p,q} \) is defined in (4.1). Moreover, one has \( \Phi'_{p,q}(1) \leq 0 \).

**Remark 5.2.** The existence of \( \bar{s} \) and \( \bar{S} \) follows from Remark 3.3 and Proposition 3.4.

**Proof of Theorem 5.1.** Fix \( s \) and \( S \) such that \( 1 \leq s \leq \bar{s} \leq \bar{S} \leq S \). For given \( \varepsilon > 0 \), let \( \chi : [0, +\infty) \to \mathbb{R} \) be a smooth nonnegative cut-off function such that

\[
\begin{cases}
\chi(t) = 0 & \text{if } t < \frac{1}{2} \varepsilon, \\
\chi'(t) \geq 0 & \text{if } \frac{1}{2} \varepsilon \leq t \leq \frac{3}{2} \varepsilon, \\
\chi(t) = 1 & \text{if } t > \frac{3}{2} \varepsilon.
\end{cases}
\]

(5.2)

Define a smooth vector field

\[
\tilde{X} = \chi(u^{-(q-1)p^*} F^{(q-1)(p-1)}(\nabla u)) X.
\]

Since \( F(\nabla u) = 0 \) on \( \text{Crit}(u) \), we have \( X = 0 \) in \( \text{Crit}(u) \). By choosing \( \varepsilon \) small enough, we can make sure that

\[
\tilde{X} = X \quad \text{on } \{ u = s^{-1} \} \text{ and } \{ u = S^{-1} \},
\]

since \( \text{Crit}(u) \subset \{ \bar{S}^{-1} < u < \bar{s}^{-1} \} \subset \{ S^{-1} < u < s^{-1} \} \). Define

\[
\Theta := (X, \nabla (u^{-(q-1)p^*} F^{(q-1)(p-1)}(\nabla u)))
\]

\[
= (q-1)(p-1)u^{-(q-1)p^*} F^{(q-1)(p-1)-1} \left( X, \nabla (F(\nabla u)) - \frac{n-1}{n-p} \frac{\nabla u}{u} F \right).
\]

Then we have the following computations:

\[
\int_{\{ u = 1/s \}} \left< X, \frac{\nabla u}{|\nabla u|} \right> d\sigma - \int_{\{ u = 1/S \}} \left< X, \frac{\nabla u}{|\nabla u|} \right> d\sigma
\]

\[
= \int_{\{ S < u < 1/s \}} \text{div} \tilde{X} d\sigma = \int_{\{ S < u < 1/s \}} \chi \text{div} X d\sigma + \int_{U_{\delta}/2} \chi' \Theta d\sigma,
\]

(5.3)

where in the last identity we have used the tubular neighborhood of \( \text{Crit}(u) \) defined for every \( \delta > 0 \) as

\[
U_{\delta} = \{ u^{-(q-1)p^*} F^{(q-1)(p-1)}(\nabla u) \leq \delta \}.
\]

From Lemma 4.2, we can see that the first term on the right-hand side of (5.3) is non-positive, and we next prove that \( \Theta \leq 0 \). By using (4.3), (2.12) and (2.15), we have

\[
\Theta = -(q-1)^2(p-1)u^{-2(q-1)p^*+2} F^{(2q-1)(p-1)-2} \times \left\{ \frac{a_{jk,p} F_ik u_i F^{2-p} - p^{F F_j} u_j}{u} \right\} \left( F_t u_j - \frac{(n-1)}{n-p} \frac{F}{u} u_j \right)
\]

\[
= -(q-1)^2(p-1)u^{-2(q-1)p^*+2} F^{(2q-1)(p-1)-1} \times \left\{ \frac{a_{jk,p} F_ik u_i F^{2} F_j (n-1)^2}{F_n u} + \frac{(n-1)^2(p-1) F^2}{(n-p)^2} \frac{2p^* F_k F_i u_{ik}}{u} \right\}
\]
\[(q - 1)^2 u^{-2(q-1)p^*+2} F^{(2q-1)(p-1)-1} \times \left\{ H_F - p^* \frac{F}{u} \right\}^2 + (p - 1) \frac{\nabla^T (F \nabla u))_{\alpha \beta}^2}{F^2} \right\} \leq 0. \tag{5.4} \]

This completes the proof of (5.1).

It follows from (5.1) that for every \( S \geq \bar{S} \),

\[ \Phi'_{p,q}(1) \leq \Phi'_{p,q}(S). \]

Integrating both sides of the above inequality on an interval of the form \((\bar{S}, S)\), we obtain

\[ \Phi'_{p,q}(1)(S - \bar{S}) + \Phi_{p,q}(\bar{S}) \leq \Phi_{p,q}(S). \]

If by contradiction, \( \Phi'_{p,q}(1) > 0 \), letting \( S \to +\infty \) in the above inequality, we deduce

\[ \lim_{S \to +\infty} \Phi_{p,q}(S) \to +\infty \]

against the boundedness of \( \Phi_{p,q} \) by Lemma 4.1. \( \square \)

5.2 The second effective inequality \( \Phi_{p,q}(\infty) \leq \Phi_{p,q}(1) \)

For a given \((p, q) \in \Lambda \) and a given \( 0 < \lambda < 1 \), we consider the vector field

\[ Y_\lambda = (u^{-1} - \lambda) X - F^{q(p-1)} u^{-(q-1)p^*} \nabla F \nabla u. \tag{5.5} \]

It is convenient to observe that at a regular value of \( u \), it holds that

\[ (\tau - \lambda) \Phi'_{p,q}(\tau) - \Phi_{p,q}(\tau) = \int_{\{u = 1/\tau\}} \left\{ Y_\lambda, \frac{\nabla u}{|\nabla u|} \right\}. \tag{5.6} \]

Next, we compute the divergence of \( Y_\lambda \).

**Lemma 5.3** (Divergence of \( Y_\lambda \)). For any \((p, q) \in \Lambda \) and any \( 0 < \lambda < 1 \), let \( u \) be the solution of (3.3) and \( Y_\lambda \) be the vector field defined in (5.5). Then the following identity holds at any point \( x \in \mathbb{R}^n \setminus \bar{\Omega} \) such that \( F(\nabla u) \neq 0 \):

\[ \text{div} Y_\lambda = (u^{-1} - \lambda) \text{div} X \leq 0, \]

where \( \text{div} X \) is non-positive defined in (4.6).

**Proof.** By the definition (5.5) of \( Y_\lambda \), we obtain

\[ \text{div} Y_\lambda = (u^{-1} - \lambda) \text{div} X - u^{-2}(X, \nabla u) - \text{div}(F^{q(p-1)} u^{-(q-1)p^*} F \nabla F \nabla u)). \]

By using the definition of \( X \), we compute

\[ u^{-2}(X, \nabla u) = -(q - 1) u^{-(q-1)p^*} F^{q(p-1)-1} \left( (p - 1) F_k F_i u_{ik} - p^* F^2 \frac{F^2}{u} \right). \]

By using \( \Delta_{F,p}u = \text{div}(F^{p-1} F \nabla u)) = 0 \), we get

\[ \text{div}(F^{q(p-1)} u^{-(q-1)p^*} F \nabla u)) = (q - 1) u^{-(q-1)p^*} F^{q(p-1)-1} \left( (p - 1) F_k F_i u_{ik} - p^* F^2 \frac{F^2}{u} \right). \]

The assertion follows. \( \square \)

**Theorem 5.4** (The effective monotonicity formula—II). For any \( 1 < p < n \), let \( u \) be the solution of (3.3) and let \( 1 < \bar{s} < \bar{S} < +\infty \) be such that \( \text{Crit}(u) \subset \{ \bar{s}^{-1} < u < \bar{s}^{-1} \} \). Then for every \( 1 \leq s \leq \bar{s} \leq \bar{S} \leq S \), the inequality

\[ (s - \lambda) \Phi'_{p,q}(s) - \Phi_{p,q}(s) \leq (S - \lambda) \Phi'_{p,q}(S) - \Phi_{p,q}(S) \tag{5.7} \]

holds true. Moreover, one has \( \Phi_{p,q}(+\infty) \leq \Phi_{p,q}(1) \).
Proof. Fix $s$ and $S$ such that $1 \leq s \leq \bar{s} \leq \bar{S} \leq S$. Let $\chi : [1, +\infty) \to \mathbb{R}$ be the same smooth nonnegative cut-off function as in the proof of Theorem 5.1 so that the properties in (5.2) hold. To simplify the notation, let us also set 

$$\eta_\lambda(u) = (u^{-1} - \lambda)^{-1}.$$ 

Then let us consider the smooth vector field 

$$\tilde{Y}_\lambda = \chi(\eta_\lambda(u))u^{-(q-1)p^*}F^{(q-1)(p-1)}(\nabla u)Y_\lambda,$$

where $Y_\lambda$ has been defined in (5.4). Again, choosing $\varepsilon$ small enough, we can suppose $\tilde{Y}_\lambda = Y_\lambda$ on $\{u = 1/s\}$ and $\{u = 1/S\}$ with $s$ and $S$ as in the statement.

Define 

$$\Psi := \langle \nabla(\eta_\lambda(u))u^{-(q-1)p^*}F^{(q-1)(p-1)}(\nabla u), Y_\lambda \rangle.$$

By applying the divergence theorem to the smooth vector field $\tilde{Y}_\lambda$ on the region $\{1/S < u < 1/s\}$, we have 

$$\int_{\{u = 1/s\}} \langle \tilde{Y}_\lambda, \nabla u \rangle d\sigma - \int_{\{u = 1/S\}} \langle \tilde{Y}_\lambda, \nabla u \rangle d\sigma \int_{\{1 < u < 1\} \setminus U_{\varepsilon/2}} \chi(\eta_\lambda(u))u^{-(q-1)p^*}F^{(q-1)(p-1)}(\nabla u) \text{div} \tilde{Y}_\lambda dx + \int_{U_{3\varepsilon/2} \setminus U_{\varepsilon/2}} \chi(\eta_\lambda(u))u^{-(q-1)p^*}F^{(q-1)(p-1)}(\nabla u) d\sigma,$$

where this time the tubular neighborhood of $\text{Crit}(u)$ is defined for every $\delta > 0$ as 

$$U_\delta = \{\eta_\lambda(u)u^{-(q-1)p^*}F^{(q-1)(p-1)}(\nabla u) \leq \delta\}.$$

As observed in Lemma 5.3, the divergence of $Y_\lambda$ is non-positive on $\{1/S < u \leq 1/s\} \setminus U_{\varepsilon/2}$, where clearly $F(\nabla u) \neq 0$. Next, we prove that $\Psi$ is non-positive on $U_{3\varepsilon/2} \setminus U_{\varepsilon/2}$.

Notice that 

$$\nabla(\eta_\lambda(u))u^{-(q-1)p^*}F^{(q-1)(p-1)}(\nabla u)) = u^{-2(q-1)p^*}\eta_\lambda^2(u)F^{(q-1)(p-1)}(\nabla u) = u^{-2(q-1)p^*}\eta_\lambda^2(u)F^{(q-1)(p-1)}(\eta_\lambda(\nabla u)) + (q-1)(p-1)\eta_\lambda \times u^{-2(q-1)p^*}F^{(q-1)(p-1)}(\nabla u) \left(\nabla(F(\nabla u)) \frac{n-1}{n-p}F \nabla u\right).$$

By using Proposition 2.2, (5.4) and (5.8), a direct computation gives 

$$\Psi = \Theta - 2(q-1)\eta_\lambda(\eta_\lambda(u))u^{-2(q-1)p^*}F^{(2q-1)(p-1)}(\frac{n-1}{n-p}F \nabla u \ n^2) \left(\frac{n-1}{n-p}F \nabla u \ n^2\right)^2 \left(\nabla(F(\nabla u)) \frac{n-1}{n-p}F \nabla u\right)^2 \leq 0.$$ 

This completes the proof of (5.7).

It remains to show that 

$$\lim_{\tau \to +\infty} \Phi_{p,q}(\tau) \leq \Phi_{p,q}(1).$$

Applying the inequality (5.7) with $0 < \lambda < 1$, $s = 1$ and $S = \bar{S}$, we get 

$$\Phi_{p,q}(S) - \Phi_{p,q}(1) \leq (S - \lambda)\Phi_{p,q}'(S) - (1 - \lambda)\Phi_{p,q}'(1).$$
Observe now that (5.1) holds also for $\bar{S} < s < S$, because Crit$(u) \cap [\bar{S}, S] = \emptyset$. Then the same argument as in Theorem 5.1 to deduce $\Phi'_{p,q}(1) \leq 0$ gives also $\Phi'_{p,q}(s) \leq 0$ for any $s > \bar{S}$. In particular, $\Phi'_{p,q}$ is a definitely bounded monotone function, and this implies
\[
\liminf_{S \to +\infty} \Phi'_{p,q}(S) \leq 0.
\]
Hence, passing to the limit inferior as $S \to +\infty$ in the above inequality yields
\[
\lim_{S \to +\infty} \Phi_{p,q}(S) - \Phi_{p,q}(1) = -(1-\lambda)\Phi'_{p,q}(1).
\]
Letting $\lambda \to 1^-$ on the right-hand side leads to the second effective inequality $\lim_{S \to +\infty} \Phi_{p,q}(S) \leq \Phi_{p,q}(1)$. 

5.3 The $L^p$ anisotropic Minkowski inequality

We are ready to prove the following geometric inequalities between anisotropic $p$-capacity and total anisotropic mean curvatures.

**Theorem 5.5.** Let $\Omega \subset \mathbb{R}^n$ be a bounded domain with smooth boundary. Let $(p, q) \in \Lambda$. Then
\[
\left( \int_{\partial \Omega} \frac{H_F}{n-1} |F(\nu)| d\sigma \right)^{\frac{4}{q}} \geq \left( \frac{p-1}{n-p} \right)^{\frac{p-1}{p-1}} \frac{\text{Cap}_{F, p}(\Omega)}{|\partial \Omega|^{\frac{1}{n-1}}}. \tag{5.9}
\]
Moreover, the equality holds in (5.9) if and only if $\Omega$ is a Wulff ball.

**Proof.** Recall the formula (4.5) and also the identity (2.10). Thus the first effective inequality
\[
\Phi'_{p,q}(1) \leq 0
\]
implies that
\[
0 \leq \int_{\partial \Omega} F^{q(p-1)}(\nabla u)(H_F - p^*F(\nabla u))F(\nu) d\sigma,
\]
and thus, by Hölder’s inequality, one gets
\[
\int_{\partial \Omega} F^{q(p-1)}(\nabla u)F(\nu) d\sigma \leq \left( \frac{n-p}{p-1} \right)^{q(p-1)} \int_{\partial \Omega} \left| \frac{H_F}{n-1} \right|^{q(p-1)} F(\nu) d\sigma. \tag{5.10}
\]
On the other hand, by Hölder’s inequality, we obtain
\[
\int_{\partial \Omega} F^{p-1} F(\nu) d\sigma \leq \left( \int_{\partial \Omega} F^{q(p-1)} F(\nu) d\sigma \right)^{\frac{1}{q}} \left( \int_{\partial \Omega} F(\nu) d\sigma \right)^{\frac{q-1}{q}}.
\]
This combining (3.8) and (5.10) yields (5.9).

Assume now that the equality holds in (1.7). Then the equality holds in (5.9), and consequently, $\Phi'_{p,q}(1) = 0$. It follows that div$X = 0$ along $\partial \Omega$. From (4.6), we see that
\[
\frac{n-2}{n-1} \sigma^2_1(\kappa_F) - 2\sigma_2(\kappa_F) = 0.
\]
Then $\partial \Omega$ is umbilical in the anisotropic sense, which yields that $\partial \Omega$ is of a Wulff shape. 

**Theorem 5.6.** Let $\Omega \subset \mathbb{R}^n$ be a bounded domain with smooth boundary. Let $(p, q) \in \Lambda$. Then
\[
\frac{1}{\kappa_{n-1}} \int_{\partial \Omega} \frac{H_F}{n-1} |F(\nu)| d\sigma \geq \left( \frac{p-1}{n-p} \right)^{p-1} \frac{1}{\kappa_{n-1}} \text{Cap}_{F, p}(\Omega)^{1-\frac{(p-1)(p-1)}{n-p}}. \tag{5.11}
\]
The equality holds in (5.11) if and only if $\Omega$ is a Wulff ball.
Proof. The second effective inequality \( \Phi_{p,q}(\infty) \leq \Phi_{p,q}(1) \) combining the asymptotic behavior (4.2) implies that

\[
\left(\frac{n-p}{p-1}\right) \left(\frac{q-1}{p-1}\right) (\kappa_{n-1})^{\frac{(q-1)(p-1)}{n-p}} \left(\text{Cap}_{F,p}(\Omega)\right)^{1-\frac{(q-1)(p-1)}{n-p}} = \lim_{\tau \to \infty} \Phi_{p,q}(\tau) \leq \Phi_{p,q}(1) = \int_{\partial \Omega} F^{(p-1)}(\nabla u) F(\nu) d\sigma.
\]

Then by using (5.10), we obtain (5.11). The rigidity follows from the proof as that for Theorem 5.5. \( \square \)

Proofs of Theorems 1.1 and 1.2. Let \( q = p/(p-1) \) in (5.11). We obtain the anisotropic \( L^q \) Minkowski inequality (1.7) in Theorem 1.1. Let \( q = \frac{n-1}{p-1} \) in (5.11). We obtain the anisotropic Willmore inequality (1.8) in Theorem 1.2.

\section{The anisotropic Minkowski inequality for outward \( F \)-minimising sets}

Definition 6.1. Let \( E \subset \mathbb{R}^n \) be a bounded set of finite perimeter (s.f.p. for short). The anisotropic perimeter of \( E \) is defined by

\[
P_F(E) = \int_{\partial^* E} F(\nu_E) d\mathcal{H}^{n-1},
\]

where \( \partial^* E \) is the reduced boundary of \( E \) and \( \nu_E \) is the measure-theoretical outward unit normal of \( E \).

Remark 6.2. When \( E \) has smooth boundary, then

\[
P_F(E) = |\partial E|_F = \int_{\partial E} F(\nu) d\sigma.
\]

Definition 6.3 (Outward \( F \)-minimising and strictly outward \( F \)-minimising sets). Let \( E \subset \mathbb{R}^n \) be a bounded set of finite perimeter. We say that \( E \) is outward \( F \)-minimising if

\[
P_F(E) \leq P_F(G) \quad \text{for } E \subset G \subset \mathbb{R}^n.
\]

We say that \( E \) is strictly outward \( F \)-minimising if it is outward \( F \)-minimising and the equality in (6.1) holds only if \( |G \setminus E| = 0 \).

Proposition 6.4. Let \( \Omega \) be an outward \( F \)-minimising set with smooth boundary. Then

\[
\inf_{\Omega \subset U \text{ is smooth}} |\partial U|_F = |\partial \Omega|_F.
\]

Proof. It follows directly from the definition. \( \square \)

Proposition 6.5. Let \( \Omega \) be an outward \( F \)-minimising set with smooth boundary. Then \( H_F \geq 0 \).

Proof. It follows from (6.2) and the first variational formula of \( |\partial U|_F \). \( \square \)

Proposition 6.6. Let \( \Omega \subset \mathbb{R}^n \) be a bounded open set with smooth boundary. Then

\[
\lim_{p \to 1^+} \text{Cap}_{F,p}(\Omega) = \text{Cap}_{F,1}(\Omega) = \inf_{\Omega \subset U \text{ is smooth}} |\partial U|_F.
\]

Proof. The second equality can be found in [25, Lemma 2.2.5] (see also [2]). For the convenience of the reader, we provide a proof here.

Step 1. It holds that

\[
\text{Cap}_{F,1}(\Omega) \geq \inf_{\Omega \subset U \text{ is smooth}} |\partial U|_F.
\]

By the co-area formula, for any \( u \in C^\infty_c(\mathbb{R}^n) \) with \( u \geq \chi_\Omega \), we have

\[
\int_{\mathbb{R}^n} F(\nabla u) dx \geq \int_0^1 |\partial \{ u > t \}|_F dt \geq \inf_{\Omega \subset U \text{ is smooth}} |\partial U|_F.
\]
In particular, taking the infimum over any such $u$, we get (6.4).

**Step 2.** It holds that

$$\text{Cap}_{F,1}(\Omega) \leq \liminf_{p \to 1^+} \text{Cap}_{F,p}(\Omega).$$

(6.5)

For every $u \in C^\infty_c(\mathbb{R}^n)$ with $u \geq \chi_\Omega$ and any $q > 0$, by the definition of $\text{Cap}_{F,1}(\Omega)$ and Hölder’s inequality, we have

$$\text{Cap}_{F,1}(\Omega) \leq \int_{\mathbb{R}^n} F(\nabla u^n)dx \leq q \left( \int_{\mathbb{R}^n} u^n \frac{(q-1)p}{n-p} dx \right)^{(p-1)/p} \left( \int_{\mathbb{R}^n} F^p(\nabla u)dx \right)^{1/p}.$$ (6.6)

Choose $q = \frac{p(n-1)}{n-p} > 1$. Then

$$\frac{(q-1)p}{p-1} = \frac{np}{n-p},$$

which is the Sobolev critical exponent of $p$. The anisotropic Sobolev inequality with the best constant [7] says that

$$\left( \int_{\mathbb{R}^n} u^n \frac{np}{n-p} dx \right)^{n/p} \leq \left( \frac{\omega_{n-1}}{\kappa_{n-1}} \right)^{\frac{1}{n}} T_{n,p} \left( \int_{\mathbb{R}^n} F^p(\nabla u)dx \right)^{\frac{1}{p}},$$

(6.7)

where $T_{n,p}$ is the best constant in the classical Sobolev inequality due to Talenti [31].

It follows from (6.6) and (6.7) that

$$\text{Cap}_{F,1}(\Omega) \leq \frac{p(n-1)}{n-p} \left( \frac{\omega_{n-1}}{\kappa_{n-1}} \right)^{\frac{1}{n}} T_{n,p} \left( \int_{\mathbb{R}^n} F^p(\nabla u)dx \right)^{\frac{n-1}{p}}.$$ (6.8)

Taking the infimum over any $u \in C^\infty_c(\mathbb{R}^n)$ with $u \geq \chi_\Omega$ in (6.8), we obtain

$$\text{Cap}_{F,1}(\Omega) \leq \frac{p(n-1)}{n-p} \left( \frac{\omega_{n-1}}{\kappa_{n-1}} \right)^{\frac{1}{n}} T_{n,p} \left( \text{Cap}_{F,p}(\Omega) \right)^{\frac{n-1}{p}}.$$ (6.9)

Passing to the limit in (6.9) as $p \to 1^+$, since $\lim_{p \to 1^+} T_{n,p} = n^{1/2} \omega_{n-1}^{1/2}$, we conclude (6.5).

**Step 3.** It holds that

$$\limsup_{p \to 1^+} \text{Cap}_{F,p}(\Omega) \leq \inf_{1 \in \Omega, U \subset \mathbb{R}^n, \partial U \text{ is smooth}} |\partial U|_F.$$ (6.10)

Let $U \subset \mathbb{R}^n$ be any open and bounded set with smooth boundary such that $\Omega \subset U$. Let $d_U$ be the distance function

$$d_U(x) = \text{dist}(x, U).$$

It is well known that $d_U$ is smooth in a neighborhood of $U$. Introduce a smooth cut-off function $\chi_\varepsilon$ satisfying

$$\begin{cases} 
\chi_\varepsilon = 1 & \text{if } t < \varepsilon, \\
-\frac{1}{\varepsilon} < \chi_\varepsilon'(t) < 0 & \text{if } \varepsilon < t < 2\varepsilon, \\
\chi_\varepsilon = 0 & \text{if } t > 2\varepsilon,
\end{cases}$$

and set $\eta_\varepsilon = \chi_\varepsilon(d_U)$. Choose $\varepsilon$ small enough so that $\eta_\varepsilon$ is smooth. Hence

$$\text{Cap}_{F,p}(\Omega) \leq \int_{\mathbb{R}^n} F^p(\nabla \eta_\varepsilon)dx$$

for any $p \geq 1$. Letting $p \to 1^+$, and using the co-area formula and the mean value theorem, we get

$$\limsup_{p \to 1^+} \text{Cap}_{F,p}(\Omega) \leq \int_{\mathbb{R}^n} F(\nabla \eta_\varepsilon)dx = \int_{\varepsilon}^{2\varepsilon} |\chi_\varepsilon'(t)| \int_{\{d_U = t\}} F(\nu)d\sigma dt.$$

holds for every
\[ (6.12) \]
and (6.11) follows. Hence the equality in (6.13) holds.

**Proof of Corollary 1.4.** The first assertion follows directly from Theorem 1.3 and Propositions 6.4 and 6.5.

Next, we consider the equality case in (1.10) for some strictly outward \( F \)-minimising set \( \Omega \) with smooth and strictly \( F \)-mean-convex boundary. Let \( \{ \partial \Omega_t \}_{t \in [0,T)} \) be the evolution of \( \partial \Omega \) under the smooth inverse anisotropic mean curvature flow for some \( T > 0 \). By [15], we know that the weak inverse anisotropic mean curvature flow starting at \( \partial \Omega \) coincides with the smooth flow \( \{ \Omega_t \}_{t \in [0,T^*)} \) for some \( 0 < T^* \leq T \). In view of [15, Proposition 3.4] (see also [22, Lemma 2.4]), \( \Omega_t \) is strictly outward \( F \)-minimising and strictly \( F \)-mean-convex for every \( t \in [0,T^*) \). Then (1.10) holds for every \( \partial \Omega_t \) with \( t \in [0,T^*) \). For \( t \in [0,T^*) \), we can define a monotonic quantity as follows:

\[ \Psi(t) = |\partial \Omega_t|_F^{-\frac{n-2}{n}} \int_{\partial \Omega_t} H_F F(\nu) d\sigma. \]

By using [37, Proposition 2.1], we have

\[ \Psi'(0) = -|\partial \Omega|_F^{-\frac{n-2}{n}} \int_{\partial \Omega} \left( \frac{1}{H_F} \right) \left( h_F - \frac{H_F}{n-1} g_F \right)^2 d\sigma \leq 0. \]

(6.11)

Here,

\[ h_F - \frac{H_F}{n-1} g_F \]

is the traceless anisotropic second fundamental form. If the strict inequality \( \Psi'(0) < 0 \) holds, it follows that

\[ \Psi(t) < \Psi(0) = (n-1) \kappa_{n-1}^{-1/(n-1)} \quad \text{for some } t \in (0,T^*), \]

which contradicts (1.10) for some outward anisotropic minimising \( \Omega_t \) with strictly anisotropic mean-convex boundary. Therefore, \( \Psi'(0) = 0 \). It follows from (6.11) that \( \partial \Omega \) is totally umbilical in the anisotropic sense, and in turn, \( \partial \Omega \) is of a Wulff shape.

**Proof of Corollary 1.5.** For any bounded set \( U \subset \mathbb{R}^n \) with smooth boundary and \( \Omega \subset U \), by the Wulff inequality (1.4), we have

\[ \frac{|\partial U|_F}{\kappa_{n-1}} \geq \left( \frac{n|U|}{\kappa_{n-1}} \right)^{\frac{n-1}{n}} \geq \left( \frac{n|\Omega|}{\kappa_{n-1}} \right)^{\frac{n-1}{n}}. \]

Thus

\[ \frac{1}{\kappa_{n-1}} \inf_{\Omega \subset U} |\partial U|_F \geq \left( \frac{n|\Omega|}{\kappa_{n-1}} \right)^{\frac{n-1}{n}}. \]

(6.13)
The inequality follows from Theorem 1.3 and (6.13). The equality classification for (1.11) follows from that of the Wulff inequality.
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