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ABSTRACT

We present the CO isotopologue Line Atlas within the Whirlpool galaxy Survey (CLAWS) based on an IRAM 30-m large programme which provides a benchmark study of numerous, faint CO isotopologues in the mm-wavelength regime across the full disc of the nearby grand-design spiral galaxy M51 (NGC 5194). The survey’s core goal is to use the low-J CO isotopologue lines to constrain CO excitation and chemistry, and therewith the local physical conditions of the gas. In this survey paper, we describe the CLAWS observing and data reduction strategies. We map the J = 1→0 and 2→1 transitions of the CO isotopologues 12CO, 13CO, C18O and C17O, as well as several supplementary lines within the 1 mm and 3 mm window (CN (1→0), CS (2→1), CH3OH (2→1), N2H+ (1→0), HC3N (10→9)) at ~1 kpc resolution. A total observation time of 149 h offers unprecedented sensitivity. We use these data to explore several CO isotopologue line ratios in detail, study their radial (and azimuthal) trends and investigate whether changes in line ratios stem from changes in ISM properties such as gas temperatures, densities or chemical abundances. For example, we find negative radial trends for the 13CO/12CO, C18O/12CO and C17O/12CO line ratios in their J = 1→0 transitions. We also find variations with local environment, such as higher 13CO(2→1)/(1→0) or 13CO/12CO line ratios in interarm regions compared to spiral arm regions. We propose that these aforementioned variations of CO line ratios are most likely due to a variation of the optical depth, while abundance variations due to selective nucleosynthesis on a galaxy-wide scale could also play a role. We also study the CO spectral line energy distribution (SLED) using archival JCMT 12CO (3→2) data and find a variation of the SLED shape with local environmental parameters further underlying changes in optical depth, gas temperatures or densities.
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1. Introduction

A key to our understanding of the interstellar medium (ISM) and its chemical evolution is the study of emission from the second most abundant molecule after H2, carbon monoxide (CO) and its isotopologues. Such isotopologue studies allow us to examine the physical conditions within the gas, study the enrichment of the ISM and open up the potential of deciphering the star formation history of a galaxy. Due to CO’s permanent dipole moment and low mass, it has low-energy rotational transitions. Consequently, the emission from these rotational transitions is excited and can be observed at low temperatures (<10 K) — unlike for H2, which is hardly excited and thus not observable under typical ISM conditions. While the low-J CO transitions of the main isotopologue, 12CO, are known to be optically thick, a relation of their emission with the molecular gas mass has been found via the CO-to-H2 conversion factor $a_{\text{CO}}$ (e.g. Solomon et al. 1987; Nakai & Kuno 1995; Leroy et al. 2011a; Sandstrom et al. 2013; or see review by Bolatto et al. 2013).

The 12CO line brightness temperature ratios between different rotational transitions are generally of great interest. High-$\alpha$ coni et al. 2008; Genzel et al. 2012; Cañameras et al. 2018) and conditions of the emitting gas, such as its temperature or density, may vary from typical ISM conditions. While the low-J CO transitions of the main isotopologue, 12CO, are known to be optically thick, a relation of their emission with the molecular gas mass has been found via the CO-to-H2 conversion factor $a_{\text{CO}}$ (e.g. Solomon et al. 1987; Nakai & Kuno 1995; Leroy et al. 2009; Koda et al. 2011, 2020). CO isotopologues in extragalactic sources (Martín et al. 2010; Henkel et al. 2014; Meier et al. 2015; Cao et al. 2017; Jiménez-Donaire et al. 2017a,b; den Brok et al. 2021; Yajima et al. 2021).

The low-J 12CO transitions produce the brightest molecular lines (e.g. at 30 arcsec, we find brightness temperatures of around 60 K km s$^{-1}$ in the centre of M51) and consequently have been covered in numerous previous studies carried out with the IRAM 30-m telescope and IRAM Northern Extended Millimeter Array (NOEMA), the Atacama Large Millimeter/submillimeter Array (ALMA), and further mm-wavelength observatories (Hasegawa et al. 1997; Hasegawa 1997; Sakamoto et al. 1997; Leroy et al. 2009; Koda et al. 2011, 2020). CO isotopologue ratios are harder to observe, as due to their lower abundance, the emission is of order ~10 to ~50 times fainter for 13CO or 18O, respectively, compared to the 12CO emission (see Table 4). Therefore in the past, these transitions were usually either studied in the Milky Way (Langer & Penzias 1990; Wilson & Rood 1994; Sawada et al. 2001; Yoda et al. 2010) or in strongly active star-forming galaxies, such as starburst galaxies or (ultra)luminous infrared galaxies (ULIRGS; Meier & Turner 2004; Costagliola et al. 2011; Aladro et al. 2013; Sliwa et al. 2017b; Brown & Wilson 2019). Only in recent years, due to the advancement of state-of-the-art receivers and the carrying out of large programs, have we seen an increase in CO isotopologue line surveys of star-forming, spiral galaxies.

The EMIR Multitline Probe of the ISM Regulating Galaxy Evolution (EMIRE) survey targeted nine galaxies and covered the 13CO and 18O $J = 1\rightarrow 0$ transitions (Jiménez-Donaire et al. 2019). It has been found, for example, that the 13CO to C$^{18}$O line ratio is much lower in ULIRGs and star-bursting systems than compared to the Milky Way or nearby normal star-forming galaxies (Greve et al. 2009; Matsushita et al. 2009; Jiménez-Donaire et al. 2017b; Brown & Wilson 2019), consistent with recent or ongoing star formation as well as a top-heavy stellar initial mass function (Brown & Wilson 2019). Furthermore, Cormier et al. (2018) used the optically thin 13CO(1–0) line from EMIRE to derive a spatially resolved 13CO-to-H2 conversion factor for nearby galaxies.

\footnote{e-mail: jdenbrok@astro.uni-bonn.de}
With the CO Isotopologue Line Atlas within the Whirlpool galaxy Survey (CLAWS), we use the IRAM 30-m telescope to provide an in-depth analysis of low-J transitions of CO and several isotopologues (\(^1\)\(^2\)CO, \(^1\)\(^2\)\(^1\)CO, \(^1\)\(^3\)\(^2\)CO) over the entire star-forming and molecular disc (6.6 arcmin \texttimes\;6.6 arcmin) of the grand-design spiral galaxy M51 (NGC 5194). Due to its relative proximity (\(D = 8.6\) Mpc; McQuinn et al. 2016) and high surface density, it is routinely observed from high-energy X-ray to radio wavelengths, thus providing a wealth of ancillary data. Previous wide field-of-view imaging observations have targeted different low-J \(^1\)\(^2\)CO and \(^1\)\(^3\)\(^2\)CO emission line transitions (e.g. Koda et al. 2011; Pety et al. 2013 and Schinnerer et al. 2013 as part of PAWS; Jiménez-Donaire et al. 2019 as part of EMPIRE) and even \(^1\)\(^2\)\(^1\)CO was observed towards a few bright regions inside M51 (see Schinnerer et al. 2010; Tan et al. 2011; Watanabe et al. 2014, 2016). We will complement these studies and provide the currently most complete extragalactic CO isotopologue line atlas.

The main goal of this project is to use the large number of CO isotopologues, to study the dependence of excitation on galactic environment and investigate isotopic abundance variations. In addition, we use the CO isotopologues to constrain the spatial variation of the CO-to-H\(_2\) conversion factor.

This paper is organised as follows: In Section 2, we present and describe the IRAM 30-m observations as well as the ancillary data which are used in this paper. Section 3 explains how we convert observational measurements to physical quantities. The main results of the paper, which include the different CO line ratios as well as their spatial variations, are presented in Section 4. Finally, Section 5 discusses our findings and provides an outlook on future projects that can be done with the data from this project.

2. Observations and Data Reduction

2.1. Target

M51 (NGC 5194) is a prime target for the study of faint CO isotopologues in extragalactic systems. With a distance of \(D \approx 8.6\) Mpc (McQuinn et al. 2016) – so an angular scale of 1 arcsec corresponds to physical scale of \(\sim 40\) pc – it is one of the brightest nearby grand-design spiral galaxies. It is a tidally interacting, active star-forming galaxy, with the molecular gas dominating the inner \(\sim 5 \times 6\) kpc (Schuster et al. 2007; Leroy et al. 2008). Furthermore, the galaxy hosts an active galactic nucleus (Querejeta et al. 2016). Figure 1 shows the galaxy in the optical using a Hubble Space Telescope (HST) image. The \(^1\)\(^2\)CO (2\(\rightarrow\)1) emission observed as part of this programme is overlaid. The galaxy is close-to face on (\(i = 22^\circ\); Colombo et al. 2014) and the target’s key parameters are listed in Table 1. M51 is a template for active star-forming galaxies, where we can resolve discrete environments, know molecular cloud properties (e.g. from PAWS; Colombo et al. 2014) and have a wealth of ancillary data and observations from all wavelength regimes. The ancillary data used in this study are provided and described in the following sections.

Table 1. M51 source description

| Property                      | Value                                      |
|-------------------------------|--------------------------------------------|
| Name                          | NGC 5194 (M51)                            |
| R.A. (J2000)\(^{(a)}\)        | 13\(^{h}\)29\(^{m}\)52\(^{s}\)7          |
| Decl (J2000)\(^{(a)}\)        | 47\(^{\circ}\)11\('\)43\(''\)            |
| \(i\)\(^{(b)}\)               | 22\(^{\circ}\)                           |
| \(P.A.\)\(^{(c)}\)            | 172\(^{\circ}\)                          |
| \(\rho\)\(^{(d)}\)            | 3.9\(^{\prime}\)                         |
| \(D\)\(^{(e)}\)               | 8.6 Mpc                                   |
| \(V_{\text{hel}}\)\(^{(f)}\)  | 456.2 km s\(^{-1}\)                      |
| Metallicity\(^{(g)}\)         | [12 + log(O/H)] 8.55                      |
| Morphology\(^{(h)}\)          | SAbc                                      |
| \((\Sigma_{\text{SFR}})\)\(^{(i)}\) | \(20 \times 10^{-3} M_\odot\text{yr}^{-1}\) kpc\(^{-2}\) |
| \(\log_{10}(M_\odot/M_\odot)\)\(^{(j)}\) | 10.5                                      |

Notes: (a) Coordinates of the centre of the galaxy adopted from the NASA Extragalactic Database (NED); From Shetty et al. (2007); (b) inclination of the galaxy with respect to the plane of the sky, from Colombo et al. (2014), (c) position angle of the galaxy; (d) 25th magnitude isophote radius of the B-band taken from the Extragalactic Distance Database (EDD; Tully et al. 2009); (e) distance to the galaxy from (McQuinn et al. 2016); (f) heliocentric systemic velocity from Walter et al. (2008); (g) metallicity averaged across the full galaxy from Moustakas et al. (2010); (h) morphological type as given in Leroy et al. (2013); Adopted from Dale et al. (2009): (i) the average SFR surface density within 0.75\(r_25\), and (j) integrated stellar mass derived from 3.6\(\mu\)m emission.

Fig. 1. RGB image of M51 with \(^1\)\(^2\)CO emission. Colour Hubble Space Telescope image composed of B, V, I filter images taken from Mutel et al. (2005). Overlaid as contours is the IRAM 30-m \(^1\)\(^2\)CO (2\(\rightarrow\)1) integrated line brightness temperature (at a resolution of 13 arcsec, indicated by circle in the lower left). The contours show signal-to-noise levels from 8 to 70 from blue to brown. The beam size of the \(^1\)\(^2\)CO (2\(\rightarrow\)1) observations is indicated on the bottom left of the figure. The dashed region shows the field-of-view of the IRAM 30-m observations.
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Table 2. Summary of the lines covered in CLAWS, the key observational parameters, as well as key characteristics of the extracted data products.

| Setup | Band | Line          | $\nu_{\text{rest}}$ \([\text{GHz}]\) | Beam size \([\text{''}]\) (1) | On-source time \([\text{hr}]\) (2) | $\langle T_{\text{sys}} \rangle$ \([\text{K}]\) (3) | \(\langle \text{pwv} \rangle\) \([\text{mm}]\) (4) |
|-------|------|--------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| 1     | E0   | (3 mm)       | 113.250         | 26.1            | 1.1             | 44.5            | 111             | 1.8             |
|       |      | C\(^{12}\)O (1–0) | 112.359         | 26.3            | 1.1             |                 |                 |                 |
|       |      | C\(^{13}\)O (1–0) | 110.201         | 26.8            | 1.1             |                 |                 |                 |
|       |      | CS (2–1)     | 109.782         | 26.9            | 1.1             |                 |                 |                 |
|       |      | CH\(_2\)OH (2–1) | 97.981          | 30.2            | 1.3             |                 |                 |                 |
|       |      | N\(_2\)H\(^+\) (1–0) | 96.700          | 30.6            | 1.3             |                 |                 |                 |
|       |      | HC\(_3\)N (10–9) | 93.173          | 31.7            | 1.3             |                 |                 |                 |
| 2     | E2   | (1.3 mm)     | 230.538         | 12.8            | 0.53            | 20.9            | 217             | 1.7             |
|       |      | C\(^{12}\)O (2–1) | 220.399         | 13.4            | 0.56            |                 |                 |                 |
|       |      | C\(^{18}\)O (2–1) | 219.560         | 13.5            | 0.56            |                 |                 |                 |

Notes: (1) Beam size of the final data cube after reduction. (2) Total on-source time (spectral time) excluding additional telescope overheads. (3) Average system temperature. (4) Average precipitable water vapour (pwv) during observations.

2.2. Observations

As part of an IRAM 30-m large program (#055-17), the EMIR receiver was used to map emission lines in the 1 mm (220 GHz) and 3 mm (100 GHz) windows in dual polarisation from the entire disc of M51 for a total of 149 h (109.2 h on-source time) between 2017 and 2019. The receiver has an instantaneous bandwidth of 15.6 GHz per polarization. The observations were split into two parts by implementing E90 LO/L1 + UI/UIO (Setup 1) as well as E230 LO/L1 + UI/UIO (Setup 2). The first setup covers the 3 mm range and was carried out under good atmospheric conditions (1.8 mm of precipitable water vapour (pwv) and mean $T_{\text{sys}} = 111$ K [$T^*_\text{sys}$]). The total on-source time accumulated to 65.9 h. The second setup observes $J = 2 \rightarrow 1$ lines in the 1 mm regime. For this setup, good winter conditions were required (1.7 mm pwv and $T_{\text{sys}} = 217$ K [antenna temperature $T^*_\text{sys}$] mean) and the final total on-source time amounted to 43.3 h. The Fast Fourier Transform spectrometers with 195 kHz spectral resolution (FTS200) were used for both setups, to provide a spectral resolution of $\sim 0.5$ km s$^{-1}$ for the E090 and $\sim 0.2$ km s$^{-1}$ for the E230 band. Table 2 lists the lines covered.

A field of 6.6 arcmin $\times$ 6.6 arcmin (around 44 arcmin$^2$) was mapped in the on-the-fly/position switching (OTF-PSW) mode and included two emission-free reference positions nearby. The mapping approach is similar to the one used in the EMPIRE survey (see Jiménez-Donaire et al. 2019). For each spectral setup, a scan of 8 arcsec s$^{-1}$ is performed using multiple paths that are each offset by 8 arcsec from each other. For each execution of the mapping script, the scanned box is shifted by $\sqrt{2} \times (0, 2, 4, 6)$ along the diagonal. So in the end, M51 is covered with a much finer, 2 arcsec instead of 8 arcsec, grid. The read-out dump time is 0.5 s, the final spacing between data points is 4 arcsec. The focus of the telescope was determined using observations of bright quasars or planets at the beginning of each observation session which had typical length of 2–3 h. In the case of longer sessions, the focus was corrected every 3 h, and in addition after sunset and sunrise. Every 1–1.5 h, the pointing of the telescope was adjusted using either a nearby quasar or planet. In order to properly perform the antenna temperature ($T^*_\text{sys}$) calibration, a chopper-wheel calibration was done repeatedly every 10–15 minutes using hot/cold-load absorber and sky measurements. Finally, line calibrators (IRC+10216, W3OH and W51D) were routinely observed to monitor systematic error in amplitude and the flux calibration.

2.3. Data Reduction

The data reduction is performed automatically using the scripts and pipeline used for the EMPIRE survey (see description in Jiménez-Donaire et al. 2019). Basic calibration is done using MRTCAL\(^1\). The first step consists of converting the spectrum to the antenna temperature scale. For this, each science scan is combined with the last previous calibration scan. Next, we subtract from the calibrated spectrum the OFF measurement. These steps constitute the most basic calibration. The target lines are then extracted using the Continuum and Line Analysis Single-dish Software (CLASS\(^2\)). A zeroth-order baseline is subtracted, omitting the range of 50 to 300 km s$^{-1}$ around the centre of the line in the fit. The individual spectra are then rebinned to have a 4 km s$^{-1}$ channel width across the full bandpass. The spectra are saved as FITS files for further processing.

In order to monitor the stability of the flux calibration, spectra of line-calibrator sources (e.g. IRC+10216) were further obtained. From these we find a maximum day-to-day variation in amplitude of $\sim 7.5$ per cent over all observations. The 1σ variation is $\sim 2.4$ per cent only.

Subsequent data reduction is performed using a custom IDL routine based on the HERACLES data reduction pipeline (Leroy et al. 2009). This routine removes pathological data such as bad scans or spectra. Platforming correction at the edges of the FTS units is also corrected for in the EMPIRE pipeline. The baseline fitting is performed again excluding a generous line window using the $^{13}$CO (1–0) line emission from PAWS as a prior: Around the mean $^{13}$CO (1–0) velocity, a window is placed which full width ranges between 50 and 300 km s$^{-1}$, depending on the width of the line for each pixel. Two further windows of the same width are defined adjacent to the central window and a second-order polynomial fit of the baseline is performed in these windows. The resulting baseline is subtracted from the entire spectrum.

\(^{1}\) https://www.iram-institute.org/medias/uploads/mrtcal-check.pdf
\(^{2}\) https://www.iram.fr/IRAMFR/GILDAS/doc/html/class-html/class.html
After these steps, we check for further pathological spectra. These are rejected by sorting the remaining spectra by their rms, which is calculated from the line-free windows after the baseline subtraction, and the highest 10 per cent are rejected. Upon careful inspection by eye, additional spectra were discarded if they showed platforming or other potential issues.

The antenna temperature scale ($T_A^*$) is converted to main beam temperature ($T_{mb}$) using a cubic interpolation of the forward ($F_{eff}$) and beam ($B_{eff}$) efficiencies from the IRAM documentation as function of the observing frequency. In particular, the conversion is performed using the following equation:

$$T_{mb} = \frac{F_{eff}}{B_{eff}} T_A^*.$$  (1)

The $F_{eff}/B_{eff}$ ratio adopted for our observing programme was 1.2 for Setup 1 (3 mm regime) and 1.6 for Setup 2 (1 mm regime). In this study, we will exclusively use the main beam temperature $T_{mb}$.

The final data cube is generated by gridding the spectra onto a 2 arcsec spaced Cartesian grid. Consequently, the final resolution regions outside the central region of the galaxy. The survey employed the Very Large Array (VLA). The natural weighted data used in this study have an angular resolution of $\sim$10 arcsec ($\approx$ 400 pc) and a spectral resolution of $\sim$5 km s$^{-1}$.

2.4. Ancillary Data

2.4.1. PAWS $^{12}$CO (1–0) Emission Line Data

The PdBI Arcsecond Whirlpool Survey (PAWS)$^4$ covers the $^{12}$CO (1–0) line emission at 1 arcsec ($\approx$ 40 pc) resolution across the full disc of M51 (Schinnerer et al. 2013). The survey combines observations from IRAM’s Plateau de Bure Interferometer (PdBI) and the IRAM 30-m single dish telescope. We only use the IRAM 30-m observations for this work, as we do not require high spatial resolution. The data reduction is described in Pety et al. (2013). Observations were carried out in 2010 and the data have a native spatial resolution of 23 arcsec ($\approx$ 1.0 kpc) with a 1σ noise level of 16 mK at 5 km s$^{-1}$ spectral resolution.

2.4.2. NGLS $^{12}$CO (3–2) Emission Line Data

As part of the James Clerk Maxwell Telescope (JCMT) Nearby Galaxy Legacy Survey (NGLS; Wilson et al. 2012), the $^{12}$CO (3–2) emission across the full disc of M51 was mapped (Vlahakis et al. 2013). Observations with an angular resolution of 14.5 arcsec ($\approx$ 600 pc) were carried out with the 16 pixel array receiver HARPB at the JCMT between 2007 and 2009.

2.4.3. THINGS 21-cm H$^1$ Emission Line Data

The H$^1$ data$^5$ from The H$^1$ Nearby Galaxy Survey (THINGS; Walter et al. 2008) is used to map the atomic gas content across the full disc of M51. The H$^1$ emission is of particular interest, as it is very extended, making it a good prior for masking emission regions outside the central region of the galaxy. The survey employed the Very Large Array (VLA). The natural weighted data used in this study have an angular resolution of $\sim$10 arcsec ($\approx$ 400 pc) and a spectral resolution of $\sim$5 km s$^{-1}$.

2.4.4. EMIR High Density Emission Line Data

The EMIR Multiline Probe of the ISM Regulating Galaxy Evolution (EMIR; Jiménez-Donaire et al. 2019) survey covered the emission of a number of high-density emission lines in the 3 mm regime, such as HNC (1–0), HCN (1–0) or HCO$^+$ (1–0), across the entire star-forming disc of a sample of nine nearby spiral galaxies. The survey uses observations$^6$ carried out with the EMIR receiver at the IRAM 30-m single dish telescope. The science goal of the survey was to take deep and extended intensity maps of high critical density lines tracing the dense gas content in the galaxy. While the $J = 1 \rightarrow 0$ transition of $^{13}$CO is also covered in the survey, we will only consider the high density lines HCN (1–0), HNC (1–0) and HCO$^+$ (1–0) in our study and rely on our own $^{13}$CO (1–0) observation (since our observations are deeper).

2.4.5. VNGS Infrared Data

Infrared broadband data in the range of 3.6 to 500 μm are taken from the Very Nearby Galaxy Survey (VNGS; Parkin et al. 2013). These observations were carried out using the MIPS instrument on board the Spitzer Space Telescope, as well as PACS and SPIRE instruments on board of the Herschel Space Observatory. The infrared bands are used to estimate the total infrared emission (TIR) and star formation rate (SFR; see Section 3.3).

2.5. Final Data Products

Due to the large wavelength range covered, we have a variety of spatial resolutions for our observations, ranging from 12.8 arcsec/500 pc for $^{12}$CO (2–1) to 32.5 arcsec/1.3 kpc for HC$_3$N (10–9). To properly match and compare observations of different emission lines, we convolve to the same working resolution and reproject all data to a common grid. In this study, we will use three different working resolutions:

1. 15 arcsec/600 pc: Analysis involving $^{12}$CO (2–1) and (3–2).
2. 27 arcsec/1.1 kpc: Analysis involving all CO isotopologues.
3. 34 arcsec/1.4 kpc: Analysis involving all molecular lines.

Table 4 lists the working resolutions used for every line in our sample. The data are finally resampled onto a hexagonal grid with a grid size of half the beam size (see Fig. 2, note that lines observed as part of other programmes than CLAWS are marked with an asterisk). Regridding onto a hexagonal grid is commonly done in the literature (see e.g. Bigiel et al. 2011; Leroy et al. 2013; Sandstrom et al. 2013; Cormier et al. 2018). One advantage over a Cartesian grid is the equidistance to the neighboring pixels allowing for a more uniform sampling. Furthermore, the exact shape of the IRAM 30-m error beam is difficult to determine and it fluctuates depending on the telescope’s elevation. Consequently, we can only estimate the impact. We see that in the 3 mm regime, the contribution leads to an additional 10 per cent increase in flux in faint regions. In the 1 mm regime, the impact is larger with a contribution of up to 30 to 40 per cent in certain regions. For a more detailed discussion of the estimation of error beam contributions, we refer the reader to Appendix A.

$^3$ The online IRAM documentation can be found at http://www.iram.es/IRAMES/mainWiki/Iram30mEfficiencies.

$^4$ Data can be downloaded from https://www2.mpia-hd.mpg.de/PAWS/PAWS/Data.html.

$^5$ Available at https://www2.mpia-hd.mpg.de/THINGS/Data.html.

$^6$ Details on the survey and the data can be found at https://empiresurvey.webstarts.com/index.html.
Fig. 2. Maps of the velocity-integrated brightness temperature for all lines used in this study. The maps are convolved to certain common beam sizes and regridded onto a common hexagonal grid, which allows a more uniform sampling. The top row (blue) is at 15 arcsec resolution, the second row (green) at 27 arcsec, and the remaining two rows (red) are convolved to 34 arcsec (corresponding to 0.62, 1.1 and 1.4 kpc, respectively). The grid spacing is chosen to be half the beam size. The velocity-integrated brightness temperature is in units of K km s$^{-1}$. The coordinates are relative to the centre coordinates given in Table 1. The black line indicates the S/N = 3 contour. Lines observed by other programmes are indicated by an asterisk after the line name in each panel. $^{12}$CO (1–0) is part of the PAWS survey (Schinnerer et al. 2013; Pety et al. 2013), $^{12}$CO (3–2) is taken from the NGLS survey (Wilson et al. 2012), and HCN (1–0), HNC (1–0) and HCO$^+$ (1–0) are emission lines obtained by the EMPIRE survey (Jiménez-Donaire et al. 2019).

Table 3. Comparing channel rms sensitivities of lines that were observed in other programmes before. The channel rms is computed at 27 arcsec resolution and 4 km s$^{-1}$ channel width.

| Programme | Line Transition | Telescope/Instrument | (rms) [mK] | (rms) CLAWS [mK] |
|-----------|----------------|----------------------|------------|-----------------|
| HERACLES  | $^{12}$CO (2–1) | IRAM 30-m/HERA       | 7          | 11              |
| PAWS      | $^{13}$CO (1–0) | IRAM 30-m/EMIR       | 4          | 5               |
Table 4. List of lines covered as part of CLAWS with measurements regridded onto the same hexagonal grid and convolved to a common working resolution 15, 27 or 34 arcsec.

| Band | Line                  | Resolution ["] | T_{peak} [mK] | (rms) [mK] | W_{line} [K km s^{-1}] | S/N_{line} | W_{line}/W_{CO(2-1)} | 35"/1.4 kpc Aperture* | 60"/2.4 kpc Aperture* |
|------|----------------------|-----------------|---------------|-----------|-------------------------|------------|-----------------------|------------------------|------------------------|
|      |                      | (1)            | (2)          | (3)       | (4)             | (5)       | (6)                   | (7)            | (8)                   |
| 3 mm | CN(1–0)              | 34             | 32           | 4.4       | 1.7             | 66         | 0.05                  | 1.1             | 50                    |
|      | C^{17}O(1–0)         | 27             | 26           | 5.8       | 0.23            | 10         | 0.006                 | 0.1             | 11                    |
|      | 13CO(1–0)            | 34             | 20           | 4.2       | 5.5             | 250        | 0.15                  | 4.2             | 280                   |
| 1 mm | C^{18}O(1–0)         | 27             | 40           | 4.7       | 1.2             | 52         | 0.033                 | 0.9             | 47                    |
|      | CS(2–1)              | 34             | 33           | 3.4       | 0.6             | 35         | 0.016                 | 0.4             | 36                    |
|      | CH_{3}OH (2–1)       | 34             | 13           | 2.8       | 0.2             | 9          | 0.004                 | 0.1             | 7                     |
|      | N_{2}H^{+}(1–0)      | 34             | 14           | 3.0       | 0.3             | 19         | 0.007                 | 0.2             | 11                    |
|      | HC_{3}N (10–9)       | 34             | 16           | 3.7       | 0.2             | 10         | 0.006                 | 0.2             | 15                    |
| 1 mm | 12CO(2–1)            | 15             | 1420         | 20        | 37              | 710        | 1.0                   | 29              | 750                   |
|      |                      | 27             | 850          | 10.6      |                 |            |                       |                 |                       |
|      |                      | 34             | 730          | 8.8       |                 |            |                       |                 |                       |
|      |                      | 15             | 185          | 17.6      |                 |            |                       |                 |                       |
| 1 mm | 13CO(2–1)            | 27             | 103          | 9.2       | 3.3             | 67         | 0.09                  | 2.3             | 73                    |
|      |                      | 34             | 88           | 7.7       |                 |            |                       |                 |                       |
|      |                      | 15             | 88           | 18.3      |                 |            |                       |                 |                       |
| 1 mm | C^{18}O(2–1)         | 27             | 51           | 9.4       | 0.9             | 21         | 0.03                  | 0.6             | 21                    |
|      |                      | 34             | 41           | 7.8       |                 |            |                       |                 |                       |

Notes: (a) Emission of the central region convolved to the given aperture size. (1) Working resolutions used for each molecular line; (2) Maximum peak temperature observed across the full map of M51 for a given emission line at a given working resolution; (3) Average channel rms sensitivity at 4 km s^{-1} channel width; (4, 7) Velocity-integrated brightness temperature within the central aperture; (5, 8) S/N within the central aperture; (6, 9) Line ratio of a given line with respect to the velocity-integrated 13CO (2–1) brightness temperature.

since the beam shape is circular, given that the neighborhood for a hexagonal grid also grows with some circularity, beam effects are captured. Using a half beam-sized hexagonal grid, we have an oversampling factor \(N\) of \(N = 4.6\). The spectra for all lines, sampled in the aforementioned way, are combined into a final data structure for further analysis.

We determine the velocity-integrated brightness temperature by integrating masked spectra of individual sight lines. For the innermost part of the galaxy up to a galactocentric radius of a CO scale length of 0.23 r_{25} (Leroy et al. 2008; Lisenfeld et al. 2011; Puschnig et al. 2020), we use the 13CO (2–1) emission line as a prior for masking. For larger radii, where the CO emission becomes faint, we use the 21-cm H I emission line. By only integrating over the masked velocity region, we can improve the S/N significantly, which is essential to capture also the fainter line emission. The mask is produced by first flagging high S/N voxels in the 12CO (2–1) or H I data, respectively (S/N > 4 for both). An additional lower S/N mask (S/N>2) is produced using the same lines and voxels from the high mask which are then expanded into the low mask. The velocity-integrated brightness temperature and its uncertainty, for both we are adopting units of K km s^{-1} throughout this work, are given by:

\[
W_{\text{line}} = \sum_{\text{mask}} T_{\text{mb}}(v) \cdot \Delta v_{\text{chan}}
\]

\[
\sigma_{W} = \sqrt{n_{\text{chan}} \cdot \sigma_{\text{rms}}^{2} \cdot \Delta v_{\text{chan}}}.
\]

where \(n_{\text{chan}}\) is the masked number of channels along a line of sight, \(T_{\text{mb}}\) is the surface brightness temperature of a given channel in K, \(\sigma_{\text{rms}}\) is the position-dependent \(1\sigma\) root-mean-squared (rms) value of the noise in K, and \(\Delta v_{\text{chan}}\) is the channel width in km s^{-1}. We calculate \(\sigma_{\text{rms}}\) over the signal-free part of the spectrum using the astropy function mad_std. It calculates the median absolute deviation and scales the result by a factor 1.4826 to yield a standard deviation (the factor follows from the assumption that noise follows a Gaussian distribution).

Table 4 provides a summary of the lines observed by CLAWS, as well as information about the data such as the average rms or the S/N of the line detection over a certain aperture. Figure 3 shows spectra of all these lines stacked over the central 1.5 kpc region. All the data of this project are made publicly available on the IRAM Large Programme website.

3. Physical Parameter Estimation

We largely follow the methodology described in Cormier et al. (2018) investigating 13CO line emission in EMPIRE galaxies and the EMPIRE survey paper by Jiménez-Donaire et al. (2019).

---

7 We define the oversampling factor by the ratio of the beam area over the pixel size: \(N = \left(1.13 \times \frac{d_{\text{FWHM}}}{d_{\text{pix}}}ight)^{2}\). Since we sample the data hexagonally, the pixels have a hexagonal shape with the long diagonal being equal to half the beam FWHM.

8 At a radial distance of 0.23 r_{25}, it has been found that the CO surface brightness has dropped, on average, by a factor of 1/e (see for more details Puschnig et al. 2020).

---

9 https://www.iram-institute.org/EN/content-page-434-7-158-240-434-0.html
The line ratios are measured as a function of galactocentric radius, $^{12}\text{CO} (2−1)$ brightness temperature and total infrared surface brightness. For completeness, we also include the derived physical quantities of the molecular gas mass surface density ($\Sigma_{\text{mol}}$) and the star formation rate surface density ($\Sigma_{\text{SFR}}$), which we corrected for the inclination of M51 by applying the factor $\cos(i)$. We note, however, that the conversion from observed to physical quantity is subject to uncertainties (see e.g. Kennicutt & Evans 2012; Bolatto et al. 2013; Usero et al. 2015).

### 3.1. Line Ratio

Line ratios are determined by taking the velocity-integrated brightness temperatures of two lines, in units of K km s$^{-1}$, and dividing them. This is done for every line of sight as well as for the stacked spectra (see Section 3.2). The uncertainty of a line ratio, $R = W_1/W_2$, is given by the propagated uncertainty of the two lines:

$$\sigma_R = \frac{W_1}{W_2} \left( \frac{\sigma_{W_1}}{W_1}^2 + \frac{\sigma_{W_2}}{W_2}^2 \right)^{1/2}. \quad (4)$$

We generally express the average line ratio, $\langle R \rangle$, in terms of the $^{12}\text{CO} (2−1)$ brightness temperature weighted median, which is equivalent to the weighted 50th percentile. Given the ordered set of line ratios $R$ for $N$ lines of sight, with associated (but not necessarily ordered) $^{12}\text{CO} (2−1)$ surface brightness of $W_{^{12}\text{CO}(2−1)}$, we try to estimate the region in the plot in which we cannot observe any measurements. Such a censored region occurs, for example, if we investigate the line ratio of a fainter line to a brighter line. To estimate the censored region, we first bin the line ratios such that the generally brighter line is in the numerator, while larger line ratios can still be observed, as they could originate from points with brighter emission of the faint line. Given that we have the same observed sensitivity, lower line ratios can still be observed, while upper limits are very rare.

Furthermore, because we compare lines with different S/N, we try to estimate the region in the plot in which we cannot obtain any measurements. Such a censored region occurs, for example, if we investigate the line ratio of a fainter line to a brighter line. Given that we have the same observed sensitivity, lower line ratios will be “censored” since we reach the detection threshold for the faint line, while larger line ratios can still be observed, as they could originate from points with brighter emission of the faint line. To estimate the censored region, we first bin the line ratios by a certain quantity (such as, for example, the galactocentric radius). Since we constructed the line ratios such that the (generally) fainter line is in the numerator, we estimate the censored 1$\sigma$ (or 3$\sigma$) region by dividing the average rms (or 3x this value) of the faint line per bin by the average brightness temperature of the brighter line. We notice that because the rms and the line brightness vary across the survey field, we do find also points within the censored region.

---

**Fig. 3.** Spectra of emission lines covered by this programme stacked over the central 1.5 kpc region at 34$''$. The emission lines are normalised to the maximum in the spectrum. The five bottom spectra are taken from different observing programmes (see Section 2.4), while the spectra above come from this project. For the absolute intensities we refer the reader to Table 4. We note that we employ a hexagonal, half beam sized sampling. The angular resolution of 34$''$ corresponds to a physical scale of around 1.4 kpc. So the shown stacked spectra over the central 1.5 kpc region are thus the combination of the spectra of the seven most central sampling points.
3.2. Spectral Stacking

In order to improve the S/N, which is especially crucial for fainter emission lines, we apply a spectral stacking technique. A detailed description of the stacking technique is given in previous studies (e.g. Cormier et al. 2013; Jiménez-Donaire et al. 2017; Jakob et al. 2019; den Brok et al. 2021). In short, the spectral axis of each cube is regridded such that the emission line of each sight line is centred at $v = 0\,\text{km}\,\text{s}^{-1}$. At $r_{\text{gal}} < 0.23\,\text{arcsec}$, $^{12}\text{CO}\,(2\rightarrow1)$ is used as the reference line, while at $r_{\text{gal}} \geq 0.23\,\text{arcsec}$, $^{13}\text{CO}$ is used. We note that for sight lines with both H I and CO detection, we find good agreement between their centroid velocities. With this approach, we can stack the lines of sight by a predefined quantity (for example galactocentric radius or $^{12}\text{CO}$ brightness temperature) and obtain an average spectrum for every bin. We stack all lines of sight, irrespective of their individual S/N. We note that by stacking we disregard the intrinsic scatter of the data. Line ratios are then calculated from the velocity-integrated brightness temperatures of two (separately) stacked emission lines. Again, for an illustration of stacked spectra, we refer the reader to Fig. 3, which shows stacked spectra of the observed emission lines for the central region ($r_{\text{gal}} < 1.5\,\text{kpc}$). With the exception of HC$_3$N (10–9), all emission lines are significantly detected at $S/N > 3$ within the centre.

3.3. Total Infrared Surface Brightness

The total infrared (TIR) surface density can be used as a proxy of the local surface density of star formation. Following Galactic Stellar Mass Surface Density (Galametz et al. 2013), the TIR surface brightness ($\Sigma_{\text{TIR}}$) takes the subsequent form:

$$\Sigma_{\text{TIR}} = \sum_i c_i \Sigma_i$$

with $\Sigma_i$ being the surface brightness of the $Herschel$ bands and $c_i$ coefficients depending on the number of infrared bands available (see table 3 in Galametz et al. 2013 for numerical values of the coefficients). We take the same approach as previous studies (e.g. Usero et al. 2015; Jiménez-Donaire et al. 2017; Cormier et al. 2018) by combining the $Herschel$ 70, 100 and 160$\mu$m bands to estimate the TIR surface brightness. The maps are first convolved to the common beam size of 30 arcsec using the kernels described in Aniano et al. (2011). In their study, Galametz et al. (2013) indicated that the combination of the $Herschel$ 70, 100 and 160$\mu$m bands has a coefficient of determination$^{10}$ of $R^2 = 0.97$, meaning that the calibration we use accounts for 97 per cent of the total variation of the TIR surface brightness.

From the TIR surface brightness we can estimate the SFR surface density. We adopt the calibration given by Murphy et al. (2011):

$$\left(\frac{\Sigma_{\text{SFR}}}{\text{M}_\odot\,\text{yr}^{-1}\,\text{kpc}^{-2}}\right) = 1.48 \times 10^{-10} \left(\frac{\Sigma_{\text{TIR}}}{1\,\text{L}_\odot\,\text{kpc}^{-2}}\right).$$

Notice that compared to the FUV+24$\mu$m SFR prescription, a scatter of 40 per cent is expected based on comparisons between the two prescriptions using resolved measurements in M33 (Williams et al. 2018).

3.4. Molecular Gas Mass Surface Density

The molecular gas mass surface density can be estimated from the $^{12}\text{CO}\,(1\rightarrow0)$ line emission or from $^{12}\text{CO}\,(2\rightarrow1)$ data using the well calibrated CO line ratio, $R_{1213}$ (which we measure in this project). The conversion from CO emission to gas mass surface density relies on the CO-to-H$_2$ conversion coefficient, $\alpha_{\text{CO}}$, as:

$$\left(\frac{\Sigma_{\text{gas}}}{\text{M}_\odot\,\text{pc}^{-2}}\right) = \alpha_{\text{CO}} W_{21} \left(\frac{\Sigma_{\text{CO}}}{1\,\text{L}_\odot\,\text{pc}^{-2}}\right) \cos(i).$$

(11)

For the $\alpha_{\text{CO}}$ parameter usually the Milky Way value of is chosen $\alpha_{\text{CO}} = 4.4\,\text{M}_\odot\,\text{pc}^{-2}\,(\text{K}\,\text{km}\,\text{s}^{-1})^{-1}$ (which includes a factor 1.36 for helium) in the case of massive galaxies with solar metallicity (Bolatto et al. 2013). Galaxy-to-galaxy as well as galaxy-internal variations of the conversion factor have been observed, but studies of nearby main sequence galaxies find largely values of similar order to those in the Milky Way (Sandstrom et al. 2013; Cormier et al. 2018). We note, however, that these $\alpha_{\text{CO}}$ calibrations may not account for CO-dark gas, which could significantly impact the conversion factor in certain regions (see e.g. Gratier et al. 2017; Chevance et al. 2020; Madden et al. 2020).

4. Results

4.1. CLAWS Line Emission

Figure 2 shows the velocity-integrated brightness temperature maps of the lines covered as part of this programme (see coloured panels), all convolved to a common working beam size of 15, 27 or 34 arcsec (corresponding to 0.62, 1.1 or 1.4 kpc, respectively). The $^{12}\text{CO}$ and $^{13}\text{CO}$ emission, and to some extent the C$^{18}\text{O}$ (1$\rightarrow$0) emission is clearly extended and M51’s spiral structure is visible by eye. The fainter C$^{18}\text{O}$ (2$\rightarrow$1) and C$^{17}$O (1$\rightarrow$0) isotopologue lines are only detected in the centre of the galaxy. Besides the CO isotopologues, the other molecular lines are all confined to the centre of the galaxy. This is most likely just attributed to a lack of S/N at larger radii and not necessarily evidence of the molecule being truly more centrally concentrated. We explore radial trends for the CO lines in the following sections. Regarding emission from the centre, we see that for the CO isotopologues, the emission peaks are slightly offset towards the western spiral arm of the galaxy. By contrast, for the dense gas tracers, the emission seems to peak directly in the centre. Radial stacking improves the significant detections of faint emission lines. Among the non-CO lines part of CLAWS, with the reached sensitivity of $1\sigma_{\text{rms}}$~4 mJy at 4 km s$^{-1}$, only the CN (1$\rightarrow$0) and CS (2$\rightarrow$1) emission show radial extension out to $r_{\text{gal}} \sim 3\,\text{kpc}$ (see Fig. 2).

4.2. CO Emission Line Ratios

Line ratios can give insight into the physical conditions of the gas from which the emission originates. For example, under LTE conditions, contrasting optically thin and thick lines allows us to draw conclusions about the optical depth, while comparing two optically thin lines allows for investigating molecular abundances.

In Fig. 4, we inspect spatial variations for a selection of four CO line ratios with a large number of significantly detected sight lines. The figure shows the line ratio maps for $^{12}\text{CO}\,(2\rightarrow1)/(1\rightarrow0)$, $^{12}\text{CO}\,(3\rightarrow2)/(2\rightarrow1)$, $^{12}\text{CO}/^{13}\text{CO}$ (1$\rightarrow$0) and C$^{18}\text{O}/^{12}\text{CO}$ (1$\rightarrow$0) (only for sight lines detected above 5$\sigma$ in both lines). On the one hand, the $^{12}\text{CO}$ lines are generally optically thick so their line ratios relate to gas density or temperature as

\[^{10}\] The coefficient of determination is equal to the square of Pearson’s linear correlation coefficient.
well as optical depth. (For $^{12}$CO (2--1)/(1--0), we find also a non-negligible fraction of values with line ratios $> 1$ at the edges of the map. Such line ratios would require optically thin $^{12}$CO gas. However, at the edge of the map, S/N effects can drive up the ratio as well.) On the other hand, $^{13}$CO and C$^{18}$O are generally optically thinner, thus making it possible to investigate their optical depths. Just qualitatively assessing the spatial variations and trends, we see that there is a tendency of higher line ratios in the centre. Furthermore, $^{13}$CO (2--1)/(1--0) shows clear arm–interarm differences. Along spiral arms, the ratio is lower ($\sim 0.85$) than in interarm regions ($\sim 0.93$; see Table 5). We note that this finding is opposite to the results from Koda et al. (2012), who found a larger line ratio in spiral arm regions (see Section 4.4 and 5.1 for more details). For the C$^{18}$O$/^{12}$CO (1--0) line ratio, we only detect significant sight lines in the centre. With the help of stacking, we can get significant detections also at larger galactocentric radii ($r_{gal} < 6$ kpc), showing a moderate negative radial trend.

In Fig. 5, we investigate the distributions of all CO isotopologue line ratios. These line ratios span a range of around 2 dex. $^{12}$CO (2--1)/(1--0) shows the highest line ratio with CO (2--1) brightness temperature weighted mean of 0.89 ± 0.11. The lowest line ratio is given by C$^{18}$O$/^{12}$CO (1--0) with weighted mean of
Fixed CO Isotopologue

Fig. 6. CO line ratios as function of galactocentric radius, CO (2–1) brightness temperature and TIR surface brightness. Each row shows the line ratio for individual lines of sight for fixed CO isotopologues but different transitions. While each column shows the CO line ratio as function of galactocentric radius, CO (2–1) brightness temperature and TIR surface brightness. The coloured data points show the individual lines of sight with an S/N > 5 while the small black downward triangles indicate 3σ upper limits. To illustrate the point density in the figure, we colour-code the points using a 2D kernel density estimation. Values are normalized to the peak density and range from most dense (1; white) to least dense (0; blue). The shaded area in each panel shows the 1σ (red) and 3σ (orange) censored regions for the individual lines of sight. They are an estimate of where we expect we cannot detect line ratios anymore (due to the lack of S/N of one of the lines). Marked in grey are the line ratios derived from the stacked spectra (downward triangles again mark upper limits). Error bars for significant points are indicated (generally, for the stacked data points, the error bars are not visible due to the plotted point size being larger). For each line ratio, we used the highest resolution possible (indicated in the upper left corner of the panel). To convert to \( \Sigma_{\text{mol}} \), which we provide for comparison on the top x-axis of each panel, we assume a constant \( R_d = 0.89 \). We note that the x- and y-axes are correlated if the \(^{12}\)CO (2–1) emission is used in the line ratio. The stacked points allow us to probe the line ratios in fainter regions which sometimes confirms the trend suggested by the individual (significantly detected) sight line measurements (e.g. the \(^{13}\)CO (2–1)/(1–0) in the top panel row) and sometimes reveals trends which could not be identified from the sight line measurements (e.g. trend in \(^{12}\)CO (3–2)/(2–1) ratio in second row.)

0.031 \pm 0.004. The individual ratios show a 95 per cent inclusion region of \( \sim 0.5 \) to 1 dex. The inset panel shows the effect of increasing the S/N cut of the \(^{12}\)CO(2–1)/(1–0) line ratio. We do not find a significant difference in terms of the mean line ratio with increasing S/N cut.

We also study the line ratios binned by galactocentric radius, CO (2–1) brightness temperature and TIR surface brightness. We order the CO line ratios into three categories:

1. Fixed CO isotopologue – Different Transition (Fig. 6).
2. Different CO isotopologue – Fixed \( J = 1 \to 0 \) (Fig. 7).
3. Different CO isotopologue – Fixed \( J = 2 \to 1 \) (Fig. 8).

We use the highest working resolution possible for each line ratio. For ratios involving the C\(^{17}\)O (1–0) line, we use the lowest resolution of 34 arcsec to maximise sensitivity. We define all line ratios such that the fainter line is in the numerator and the brighter one in the denominator. As a consequence, line ratios in faint regions may (frequently) appear as upper limits, while lower limits are very rare.

In Fig. 6, 7 and 8, we present our measurements in two ways: (i) we plot the line ratios of individual sight lines as function of galactocentric radius, CO (2–1) brightness temperature and TIR surface brightness, and (ii) we stack the emission line spectra within bins of galactocentric radius, CO (2–1) brightness temperature and TIR surface brightness, and plot the line ratio of these stacked spectra. We note that the sample of sight lines usually differs between case (i) where only those sight lines are shown for which both lines have S/N > 5 and case (ii) where all sight lines are included in the stacked spectra while (again) only those line ratios are shown for which both stacked lines
have S/N > 5. We stress that extrapolating these trends based on the stacked points to the individual lines of sight should be done with caution, as by stacking, we discard the intrinsic scatter of the data. This difference in sample implies that frequently the line ratio from stacked spectra does not coincide with the ‘middle’ of the line ratio distribution for individual sight lines (which provide a biased view as long as non-detections are neglected). The censored regions are described in Section 3.1 and show regions in the ratio space which we cannot sample due to the limited sensitivity. In these censored regions line ratios from stacked spectra should be considered as these provide a robust and unbiased measurement (since they include non-detected sight lines).

Table 6 lists Kendall’s τ rank correlation coefficient as well as its significance, the p-value, of various line ratios, based on the stacked data points which have S/N > 5. We employ the Kendall’s τ rank correlation coefficient to measure a monotonic increasing, non-linear relationship in our data. It is more robust to error and discrepancies in the data (Croux & Dehon 2010) than the widely used Spearman’s rank correlation coefficient. We also do not use the Spearman’s rank correlation coefficient, since it is more sensitive to our choice of binning of the stacked datapoints. For the calculation of the coefficients for the CO line ratios as a function of galactocentric radius, we only include stacked points at \( r_{\text{gal}} \leq 5 \) kpc. Since \(^{13}\)CO(1−0) has the high-

**Fig. 7.** CO line ratios keeping a fixed (1−0) transition but different CO isotopologues. For description of the panels see Fig. 6.
est sensitivity and this transition appears in the denominator of our line ratios, this leads to line ratio for individual sight lines to turn upwards at larger radii or at fainter CO (2−1) brightness temperatures. To avoid this, we only include stacks with $W_{\text{CO}(2-1)} > 2 \text{ K km s}^{-1}$ for computation of Kendall’s $\tau$ for the CO line ratios as a function of CO (2−1) brightness temperature. We do not compute the correlation coefficients for CO line ratios with only two or less significantly stacked points.

### 4.2.1. Fixed CO Isotopologue – Different Transitions

Figure 6 shows fixed CO isotopologue line ratios for the three lowest rotational transitions. Such line ratios can give insight into the excitation state of the interstellar medium. Looking at the line ratios as a function of galactocentric radius, we see that especially for lower CO brightness temperatures, the effect of correlated axes might enhance such a trend. Both the $^{12}\text{CO}(2−1)/(1−0)$ and $^{13}\text{CO}(2−1)/(1−0)$ line ratios do not show any clear trend with CO brightness temperature. However, for $^{13}\text{CO}(2−1)/(1−0)$, we find a positive trend in the range $W_{\text{CO}(2-1)} > 2 \text{ K km s}^{-1}$.

Finally, considering the line ratios as function of the TIR surface brightness, we again find positive trends for $^{12}\text{CO}(3−2)/(2−1)$ with $\tau = 1.0$ ($p = 0.083$). While, for $^{12}\text{CO}(2−1)/(1−0)$, we find a flat trend with respect to $\Sigma_{\text{TIR}}$. Due to the faintness of the $^{13}\text{CO}(2−1)$ line, we do not have enough significant points for the $^{13}\text{CO}(2−1)/(1−0)$ line ratio to determine any trend exists.

Of particular conspicuousness is the fact that the stacked $^{12}\text{CO}(3−2)/(2−1)$ line ratio shows opposite trends in every column (i.e. with galactocentric radius, CO brightness temperature and TIR surface brightness) compared to the $^{12}\text{CO}(2−1)/(1−0)$ line ratio. This is opposite to the notion that both ratios show a similar behaviour, but could be coupled to the fact that $^{12}\text{CO}(3−2)$ is more constrained to the denser regions of the molecular interstellar medium.

### 4.2.2. Different CO Isotopologue – Fixed-J Transition

Looking at different CO isotopologue line ratios with fixed rotational transitions can give insight into various physical quantities such as the abundance of the molecule or its optical depth, depending on whether the emission line is optically thin or thick (Davis 2014; Jiménez-Donaire et al. 2017b; Cormier et al. 2018). Figures 7 and 8 show CO line ratios for different CO isotopologues but at fixed-J transition. The $^{13}\text{CO}/^{12}\text{CO}$ line ratio shows for both the $(1−0)$ and $(2−1)$ transition the same significant correlation with galactocentric radius (negative), $^{12}\text{CO}$ brightness temperature (positive) and TIR surface brightness (positive). The $(1−0)$ line ratio shows also indication of an enhancement in the centre of the galaxy of order 20 per cent (see also centre right panel in Fig. 4). The $^{13}\text{CO}/^{12}\text{CO}(1−0)$ line ratio shows a negative trend with galactocentric radius, but positive trends with

---

**Fig. 8. CO line ratio keeping a fixed (2−1) transition but different CO isotopologues.** For description of the panels see Fig. 6.
Fig. 9. Comparing different CO line ratios against each other at 27 arcsec. Individual sight line, significantly detected CO line ratios vs. another line ratios are shown. Contours show the 50 per cent and 75 per cent inclusion region, based on a kernel density estimation (KDE). For each line ratio comparison, Pearson’s $r_p$ correlation coefficients and its $p$-value are indicated in the panel. The histograms indicate the distribution of each line ratio using all significant data points. The CO (2--1) weighted mean and weighted 16th and 84th percentiles. We find a moderate, significant linear correlation ($|r_p| > 0.4$ and $p < 0.05$; panel labels are colour coded in case of a moderate linear correlation) only for ratio comparison in panels (b), (g) and (l).

Table 5. CO line ratios and galactic environment. The CO (2--1) brightness temperature weighted mean line ratios and weighted 16th and 84th percentiles are given for different galactic environments.

| Line Ratio          | Global       | Central 45′′ | Arm          | Interarm     |
|---------------------|--------------|--------------|--------------|--------------|
| $^{12}$CO (2--1)/(1--0) | $0.89^{+0.11}_{-0.07}$ | $0.91^{+0.03}_{-0.05}$ | $0.85^{+0.09}_{-0.05}$ | $0.93^{+0.11}_{-0.07}$ |
| $^{12}$CO (3--2)/(2--1) | $0.37^{+0.09}_{-0.11}$ | $0.42^{+0.04}_{-0.05}$ | $0.31^{+0.06}_{-0.07}$ | $0.26^{+0.07}_{-0.05}$ |
| $^{13}$CO/$^{12}$CO (1--0) | $0.12^{+0.02}_{-0.02}$ | $0.14^{+0.02}_{-0.02}$ | $0.11^{+0.01}_{-0.02}$ | $0.12^{+0.03}_{-0.02}$ |
Table 6. Mean values and Kendall’s τ rank correlation coefficient (p-value given in parenthesis). Measured for the line ratios of stacked spectra as function of galactocentric radius, CO (2–1) brightness temperature and TIR surface brightness (see Fig. 6, 7 and 8). Only stacked points with S/N > 5 are considered. A dash indicates that only two or less significant measurements exist for the specific line ratio.

| Line Ratio | $⟨R⟩$ | $⟨R⟩_{\text{equal}}$ | Kendall’s τ rank correlation coefficient |
|------------|-------|---------------------|---------------------------------------|
|            | (1)   | (2)                | Radius | $W_{CO(2-1)}$ | $\Sigma_{TIR}$ |
| $^{12}$CO(2–1)/(1–0) | $0.89^{+0.11}_{-0.07}$ | $0.9^{+0.3}_{-0.1}$ | $-0.20$ (0.82) | $-0.6$ (0.14) | $-0.6$ (0.23) |
| $^{12}$CO(3–2)/(2–1) | $0.37^{+0.09}_{-0.11}$ | $0.32^{+0.10}_{-0.09}$ | $-0.80$ (0.083) | $1.0$ (0.003) | $1.0$ (0.083) |
| $^{13}$CO(2–1)/(1–0) | $0.61^{+0.09}_{-0.08}$ | $0.61^{+0.10}_{-0.08}$ | $-0.80$ (0.083) | $-0.2$ (0.7) | $1.0$ (0.083) |
| $C^{18}$O(2–1)/(1–0) | $0.87^{+0.24}_{-0.15}$ | $1.0^{+0.2}_{-0.2}$ | - | - | - |

Notes: (1) $⟨R⟩$ indicates the average line ratio weighted by $^{12}$CO (2–1) brightness temperature (see Eq. 8). The uncertainty for each line ratio is given by the weighted 16th and 84th percentiles. (2) The volume weighted median line ratio and 16th and 84th percentiles (since all pixel have the same size, this corresponds to weighing all points equally). (3) For the correlation coefficient computation, we only include stacked points at $r_{\text{gal}} <$ 5 kpc. (4) Only includes stacked points with $W_{CO(2-1)} >$ 2 K km s$^{-1}$. (5) The correlation coefficient computation does not include any additional constraints.

$^{12}$CO brightness temperature and TIR surface brightness. For the C$^{18}$O line, we only have two sight lines with significant detection at 34 arcsec resolution. We are very limited by the censored region and from the individual sightlines alone, we cannot infer any trends with radius, CO brightness and/or the TIR surface density. For C$^{17}$O/C$^{12}$CO (1–0) we find an average value of $-0.02$, for C$^{17}$O/C$^{13}$CO (1–0) $-0.15$, and for C$^{17}$O/C$^{12}$O (1–0) we find $-0.7$. Using stacking, we identify a positive trend with radius out to 4 kpc for the C$^{17}$O/C$^{12}$CO (1–0), C$^{17}$O/C$^{13}$CO (1–0) and C$^{17}$O/C$^{18}$O (1–0) ratios. Since the individual sightlines are affected by the censoring, we also provide the average line ratios using the stacked spectra: For stacked C$^{17}$O/C$^{12}$CO (1–0) we find 0.09 ± 0.02, for the stacked C$^{17}$O/C$^{13}$CO (1–0) we find 0.07 ± 0.03 and for the stacked C$^{17}$O/C$^{18}$O (1–0) we measure 0.4 ± 0.1.

4.2.3. Comparing Different CO Line Ratios

As previously highlighted, different CO line ratios trace different gas characteristics and physical properties, depending on the optical depth of the two lines. By comparing different line ratios which trace different conditions (e.g. the optical depth or the chemical abundance), we can gain insight into the relation between various physical conditions. Figure 9 shows a corner plot comparing different CO isotopologue line ratio combinations against each other. Plotted are the individual sight lines which show significantly detected line ratios in both axes, as well as the 50 per cent and 75 per cent inclusion contours using a kernel density estimation (KDE). We note that we do not account for censoring effects which can affect the wider distribution of the data points. To test for a linear correlation between the different line ratios, we compute the Pearson’s $r_p$ correlation coefficient.

We do not find a clear linear trend for most combinations of line ratios at our working resolution of 1 to 2 kpc. A moderate trend ($r_p > 0.4$) of high significance ($p < 0.05$) can only be seen for $^{12}$CO (2–1)/(1–0) versus $^{13}$CO/C$^{12}$CO (1–0), $^{12}$CO (2–1)/(1–0) versus C$^{18}$O/C$^{12}$CO (1–0) and $^{13}$CO/C$^{12}$CO (1–0) versus C$^{18}$O/C$^{12}$CO (1–0) (ratio comparisons in question are marked in Fig. 9). However, these are the combinations that both have the $^{12}$CO (1–0) line in the denominator. Consequently, the trends may hint more at a correlation between the two numerators. Such trends are expected, given that all CO isotopologues have a similar spatial distribution within the galaxy, so we expect a correlation in the strength of their emission. For all other combinations, no significant linear trend can be determined.

4.3. Line Ratios and the Galactic Environment

For several CO line ratios, an enhancement towards the centre of the galaxy is observed (see Section 4.2). To analyse whether galaxy morphological features, such as the galactic centre, spiral arms or interarm regions, have an impact on the molecular gas properties, we classify each sight line as centre, spiral arm, interarm or general disc (see Fig. 10). This classification is based on visual inspection of optical HST data as well as the extent of the $^{12}$CO (2–1) emission. In our study, the ‘centre’ refers to the central ($r_{\text{gal}} \leq 45$ arcsec $\approx 2$ kpc) region of the galaxy.
distributions for the mean and 16th and 84th percentiles for each environment are shown in Fig. 13. The data are binned using logarithmic spirals, where $k \equiv \tan(\theta)$ with the pitch angle $\theta$ and the spiral phase $\psi$. For M51, we use a pitch angle of $\theta = 20^\circ$. Each segment spans over $40^\circ$ and we increment in steps of $\Delta \psi = 20^\circ$ counterclockwise. For the analysis, we exclude the central ($r_{\text{gal}} \leq 45$ arcsec) region and only bin points with $S/N > 5$. The logarithmic spiral segments can be seen in the left and central panels of Fig. 12. The red and blue lines indicate the molecular spiral arms ($\psi = 40^\circ - 100^\circ$ and $220^\circ - 290^\circ$). We note that the shaded regions in the upper right and bottom left corners are also excluded, as there the molecular arm starts to deviate significantly from a simple logarithmic spiral.

The right panel of Fig. 12 shows the result of the line ratios binned by spiral phase angle. The two spiral arms are based on molecular gas emission. The figure shows the binned arithmetic average of each logarithmic spiral arm segment. Using the same data, we can confirm the larger $^{13}\text{CO}(2-1)/(1-0)$ line ratios in the interarm regions compared to the arm regions found by den Brok et al. (2021). The average line ratio in the central segment of the molecular arm region is 0.85, while in the interarm region the average is $\sim0.93$. We note that the enhancement of the line ratio in the interarm is more concentrated towards the downstream, convex part of the spiral region. A similar variation is also seen in the $^{13}\text{CO}/^{12}\text{CO}(1-0)$ ratio (see Fig. 13). Note that Table 5 also lists the line ratios separated into arm and interarm. But the value in the table are $^{13}\text{CO}(2-1)$ weighted and combine data points spanning a wider range of spiral phases. Consequently, we concentrate the analysis of the azimuthal variation on the analysis plotting the line ratios as function of the spiral phase.

To make sure the trend we find is not due to higher line ratios at larger radii, we vary the $S/N$ threshold and also add a constraint to only include sight lines within a given galactocentric radius. The results are shown in Fig. 14, where besides the $S/N > 5$ threshold (which is used in Fig. 12), we also include thresholds of $S/N > 10, 15, 20$. For the radial thresholds, we include $r_{\text{gal}} < 6, 5, 4$ kpc. We see that the finding of larger $^{12}\text{CO}(2-1)/(1-0)$ line ratios in the interarm region is independent of the threshold implemented.

We note that in particular the 3 mm lines in the interarm region are subject to significant error beam contribution, which to some degree can drive the larger $^{12}\text{CO}(2-1)/(1-0)$ line ratio in the interarm region. We discuss the effect in more detail in Appendix A.

5. Discussion

The rich data set of different CO isotopologues allows us to address a multitude of science questions. First, in Section 5.1, we will look at the various trends we find in the CO isotopologue line ratios. We will compare them to the literature and then, in Section 5.4, investigate what the observed trends in the line ratios may imply. In Section 5.1, we will also look into a particular environmental variation of the line ratio – the arm–interarm differences we find most notably in the $^{13}\text{CO}(2-1)/(1-0)$ line ratio – and constrain the cause for this variation. The galactic environment appears to have an impact on the line ratio, so we will also investigate how environment affects the CO SLED in Section 5.5.

Figure 11 shows histograms of the CO line ratio distributions for $^{12}\text{CO}(2-1)/(1-0)$, $^{12}\text{CO}(3-2)/(2-1)$ and $^{13}\text{CO}(2-1)/(1-0)$, separated by the different environments. These three line ratios show significant pixel detections in the centre, spiral arm and interarm regions. The numerical values of the mean and 16th and 84th percentiles for each environment are given in Table 5. We find again that all three line ratios show higher values in the central region, but this enhancement is significant only in the case of $^{12}\text{CO}(3-2)/(2-1)$. Furthermore, we find evidence for a difference in the line ratios between arm and interarm regions for $^{12}\text{CO}(2-1)/(1-0)$ and $^{12}\text{CO}(3-2)/(2-1)$. We note that the line ratios in the interarm regions are higher for $^{12}\text{CO}(2-1)/(1-0)$ and lower for $^{12}\text{CO}(3-2)/(2-1)$ than the spiral arm regions. For the $^{13}\text{CO}/^{12}\text{CO}(1-0)$ line ratio, we also find a larger average value in the interarm (0.12$^{+0.01}_{-0.02}$) than in the spiral arm region (0.11$^{+0.01}_{-0.02}$), though the two medians lie within the margin of error of each other.

4.4. Spiral Arm and Interarm Variations

In the following section, we further investigate the arm/interarm contrast, as it stands against previous studies, which found a larger $^{12}\text{CO}(2-1)/(1-0)$ line ratio in the spiral arm region than the interarm region (Koda et al. 2012). To further study the systematic variations of the $^{12}\text{CO}(2-1)/(1-0)$, $^{12}\text{CO}(3-2)/(2-1)$ and $^{13}\text{CO}/^{12}\text{CO}(1-0)$ line ratios across the spiral arm and interarm regions, we use a similar approach as described in Koda et al. (2012). The method is illustrated for the $^{12}\text{CO}(2-1)/(1-0)$ line ratio in Fig. 12, while a comparison of all four line ratios is shown in Fig. 13. The data are binned using logarithmic spirals, which are described by:

$$r = \exp(k \psi),$$

where $k \equiv \tan(\theta)$ with the pitch angle $\theta$ and the spiral phase $\psi$. For M51, we use a pitch angle of $\theta = 20^\circ$. Each segment spans over $40^\circ$ and we increment in steps of $\Delta \psi = 20^\circ$ counterclockwise. For the analysis, we exclude the central ($r_{\text{gal}} \leq 45$ arcsec) region and only bin points with $S/N > 5$. The logarithmic spiral segments can be seen in the left and central panels of Fig. 12. The red and blue lines indicate the molecular spiral arms ($\psi = 40^\circ - 100^\circ$ and $220^\circ - 290^\circ$). We note that the shaded regions in the upper right and bottom left corners are also excluded, as there the molecular arm starts to deviate significantly from a simple logarithmic spiral.

The right panel of Fig. 12 shows the result of the line ratios binned by spiral phase angle. The two spiral arms are based on molecular gas emission. The figure shows the binned arithmetic average of each logarithmic spiral arm segment. Using the same data, we can confirm the larger $^{13}\text{CO}(2-1)/(1-0)$ line ratios in the interarm regions compared to the arm regions found by den Brok et al. (2021). The average line ratio in the central segment of the molecular arm region is 0.85, while in the interarm region the average is $\sim0.93$. We note that the enhancement of the line ratio in the interarm is more concentrated towards the downstream, convex part of the spiral region. A similar variation is also seen in the $^{13}\text{CO}/^{12}\text{CO}(1-0)$ ratio (see Fig. 13). Note that Table 5 also lists the line ratios separated into arm and interarm. But the value in the table are $^{13}\text{CO}(2-1)$ weighted and combine data points spanning a wider range of spiral phases. Consequently, we concentrate the analysis of the azimuthal variation on the analysis plotting the line ratios as function of the spiral phase.

To make sure the trend we find is not due to higher line ratios at larger radii, we vary the $S/N$ threshold and also add a constraint to only include sight lines within a given galactocentric radius. The results are shown in Fig. 14, where besides the $S/N > 5$ threshold (which is used in Fig. 12), we also include thresholds of $S/N > 10, 15, 20$. For the radial thresholds, we include $r_{\text{gal}} < 6, 5, 4$ kpc. We see that the finding of larger $^{12}\text{CO}(2-1)/(1-0)$ line ratios in the interarm region is independent of the threshold implemented.

We note that in particular the 3 mm lines in the interarm region are subject to significant error beam contribution, which to some degree can drive the larger $^{12}\text{CO}(2-1)/(1-0)$ line ratio in the interarm region. We discuss the effect in more detail in Appendix A.

The rich data set of different CO isotopologues allows us to address a multitude of science questions. First, in Section 5.1, we will look at the various trends we find in the CO isotopologue line ratios. We will compare them to the literature and then, in Section 5.4, investigate what the observed trends in the line ratios may imply. In Section 5.1, we will also look into a particular environmental variation of the line ratio – the arm–interarm differences we find most notably in the $^{13}\text{CO}(2-1)/(1-0)$ line ratio – and constrain the cause for this variation. The galactic environment appears to have an impact on the line ratio, so we will also investigate how environment affects the CO SLED in Section 5.5.

To be consistent with the study of Koda et al. (2012), we use the value of $20^\circ$ for the pitch angle. This value is similar to the value of $11^\circ$ given by Shetty et al. (2007) and the value of $18^\circ$ found in Pineda et al. (2020).
5.1. Comparing $R_{21}$ with Previous Studies

A first question to address is whether the galaxy M51 conforms to the trends seen in other galaxies regarding the CO line ratios and what we can learn from such trends. When looking at the $^{12}$CO line ratios, a few peculiarities are evident for M51. The well-studied line ratio of $^{12}$CO (2−1)/(1−0) (denoted hereafter as $R_{21}^{12}$CO) is rather high with a luminosity-weighted average value of $R_{21}^{12}$CO = 0.89±0.07. How does this compare to findings from other studies using different data sets? In their $^{12}$CO line ratio study, comparing literature values of a larger set of spiral disc galaxies, den Brok et al. (2021) found a common line ratio of $R_{21}^{12}$CO = 0.59 ± 0.1, making the line ratio we find for M51 clearly stand out. Similarly, Leroy et al. (2021 subm.), studying the low-$J$ $^{12}$CO line ratios using single-dish CO mapping surveys and the PHANGS-ALMA survey find a mean value and respective 16th and 84th percentile of $R_{21}^{12}$CO = 0.65±0.18. Other studies that investigated this line ratio in M51 found lower global values. Koda et al. (2012) found an average value of $R_{21}^{12}$CO ≈ 0.7, while they identified enhanced values in the spiral arm regions which are closer to our mean value. Vlahakis et al. (2013) also investigated the spatial variation of the $^{12}$CO line ratios in M51. They found an overall higher median $R_{21}^{12}$CO of 0.8, which is close to our luminosity-weighted value.

In Fig. 12, we study the spatial variation of the $^{12}$CO (2−1)/(1−0) line ratio across the arm and interarm regions of M51. The main result is the higher line ratios in the interarm regions (∼0.93) as opposed to the arm regions (∼0.85), as also seen in Table 5. This trend stands against previous findings e.g. from Sakamoto et al. (1997) who found the opposite trend in
the Milky Way. Koda et al. (2020) reported higher line ratios in arms as opposed to interarm regions for the spiral galaxy M83. In fact, Koda et al. (2012) and Vlahakis et al. (2013) (using the same data) studied the arm–interarm variation in M51 and found opposing trends with respect to this study.

We have investigated in detail the origin of this discrepancy of the arm–interarm variation in den Brok et al. (2021). The study by Koda et al. (2012) used different CO (1–0) and CO (2–1) data than used here. Their CO (2–1) data were taken from the HERACLES survey (Leroy et al. 2011b), and the CO (1–0) data came from NRO observations (Koda et al. 2011). Performing the same analysis as shown in Fig. 12 for all the different combinations of the CO (1–0) and CO (2–1) data sets, den Brok et al. (2021) found that the cause of the discrepancy comes from substituting the CO (1–0) data and not from substituting CO (2–1) data. This demonstrates that the opposite arm–interarm trend is not an artifact of the new CO (2–1) data taken with the IRAM 30-m telescope as part of this programme and that care should be taken combining data sets from different telescopes and receivers when carrying out measurements of molecular line ratios.

To verify if using $^{13}$CO (2–1) with a different sensitivity and flux calibration uncertainty changes the outcome, we substitute the CLAWS CO (2–1) data with the HERACLES CO (2–1) data (Leroy et al. 2009) as an experiment. We also find a lower line ratio ($R^{21}_{\text{CO}} \approx 0.7$; see Appendix B). Such a dependence of the absolute value on the specific data set has been discussed in den Brok et al. (2021) by comparing HERACLES, ALMA, IRAM 30-m and NRO CO (1–0) and CO (2–1) data. A variation of order 20 per cent has been found between observations of the same line from different telescopes. This variation is attributed to uncertainties in the absolute flux calibration of the individual telescopes, which can vary between 5 per cent to 20 per cent. However, the flux calibration generally affects the observational data globally, so while the absolute values may differ, we would not expect to find different galaxy–wide trends when comparing CO ratios using different single-dish telescope data (e.g. den Brok et al. 2021) find the same arm/interarm $R^{21}_{\text{CO}}$ – i.e. higher values in the interarm region relative to the arm region – trend in M51 when substituting CLAWS with HERACLES data).

The discrepancy could also be explained due to instrumental reasons. As previously mentioned, uncertainties in the absolute flux calibration of order up to 20 per cent can lead to differences in the absolute value found when comparing observations from different telescopes and/or observing runs. Such variations are, however, expected to lead to global differences, so we do not expect local variation. Furthermore, contributions from the error beam might significantly affect the detected emission, in particu-
lar when observing interarm positions, if emission from brighter spiral arm regions enters via the error beam. In Appendix A, we investigate these effects for this survey and show that we still find the same arm–interarm trend even when taking account of these instrumental effects.

The CO (2–1)/(1–0) line ratio is a tracer of both the gas density and excitation temperature. There is strong evidence that interarm regions do not host higher density molecular gas (Sun et al. 2020). Consequently, a higher line ratio in interarm regions would indicate the presence of molecular gas with a higher excitation temperature. If the UV and optical attenuation is lower in a certain region, one can assume that the gas is less shielded and the molecular gas can reach higher excitation temperatures, producing a higher line ratio. By contrast, regions with higher density gas are better shielded and thus showing a lower excitation temperature. We note, however, that Koda et al. (2020) did not exclusively found larger line ratios in spiral arm regions in M83. To be more precise, they found larger $R_{12}^{13}$CO ratios towards the downstream, convex part of the spiral arm, spanning into the interarm region (see fig. 1 in Koda et al. 2020). We also find enhanced line ratios more towards the downstream, convex part of the spiral arm. Further, they postulated that there is a direct or indirect link between dust heating via the interstellar radiation field and molecular cloud conditions, which may explain the trend. The large CO line ratio could then potentially be explained due to the evolution of massive stars after leaving the spiral arm downstream and consequently contributing more heavily to the dust heating because they are no longer obscured by their birth cloud. Based on the timescales of this evolution, we would expect the location to vary within spiral arm and interarm regions. Looking at Fig. 15, we do not find any apparent global correlation between FUV, the sum$^{12}$ FUV+$22\mu m$ or dust colour and $R_{12}^{13}$CO. Consequently, the explanation provided by Koda et al. (2020) for the M83 is at least not straightforward to apply to explain the arm–interarm line ratio variations observed in M51. Alternatively, the presence of diffuse emission can impact the line ratio. The result of a lower $R_{12}^{13}$CO in the spiral arm region could suggest the presence of a diffuse CO gas component, which boosts the $^{12}$CO (1–0) emission (Cormier et al. 2018). Such a diffuse component would be in accordance with the diffuse component found by Pety et al. (2013).

5.2. Interpreting Variations of Other Line Ratios

For the $^{12}$CO (3–2)/(2–1) line ratio, Vlahakis et al. (2013) found a global value of $R_{13}^{12}$CO = 0.5 ± 0.14, which is higher than the value we find ($R_{13}^{12}CO = 0.37^{+0.09}_{-0.11}$), but within the margin of error. Similar to our finding, they identified a trend of larger values in the arm (0.5) than in the interarm (0.4), but their absolute values again are higher than the values we find.

Due to the high sensitivity of the observations we also significantly detect $^{13}$CO (1–0) emission towards the centre of the galaxy, if we use the $34''$ spatial resolution data (see Fig. 7). While we find a positive trend with the galactocentric radius for the $^{13}$CO/^{12}$CO (1–0), $^{13}$CO/^{12}$CO (3–2), and $^{13}$CO/^{18}$O (1–0) ratios, we note, however, the caveat, that this could also be an artefact due to the fact, that are constrained by data points within the censored region. For $^{17}$O/^{18}$O (1–0), when stacking by radius, we find an average value of 0.4 ± 0.1. This is slightly larger than but of similar order of the value of 0.24 ± 0.01 found for the solar neighborhood (Wouterloot et al. 2005).

We also compare the azimuthal trend for the $^{12}$CO (3–2)/(2–1), $^{12}$CO (3–2)/(1–0) and $^{13}$CO/^{12}$CO (1–0) line ratios. We select these line ratios because we already investigated them in Fig. 11. For all three line ratios in Fig. 13, we only include sight lines which have S/N > 5 for both lines for each spiral phase. We notice that particularly the $^{13}$CO/^{12}$CO (1–0) line ratio clearly shows larger values in interarm regions compared to spiral arm regions. Again, such a trend could be attributed to either an increased $^{13}$CO abundance or variation in the optical depth of the gas. Based on our discussion in Section 5.4, in which we argue that $^{13}$CO abundance variations cannot explain the variation in the different CO isotopologue line ratios, we therefore conclude that most likely changes in the optical depth explain the observed difference in the arm–interarm values for the $^{13}$CO/^{12}$CO line ratio.

The $^{12}$CO (3–2)/(2–1) line ratio also shows clear azimuthal variations. We see that the line ratio also peaks in the interarm region at spiral phase of ~150° (see Fig. 13). We note that from the lines analysed in the figure, it is the only one that does not have $^{12}$CO (1–0) in the denominator. The fact that the line ratio also peaks in the interarm region further underlines the presumption that the discrepancy to previous results comes from the use of different $^{13}$CO (1–0) dataset (PAWS and NRO; see discussion in Section 5.1). But for $^{12}$CO (3–2)/(2–1), the line ratio value also peaks in the spiral arm regions. Vlahakis et al. (2013) attributed the larger values in spiral arm compared to interarm regions to the presence of warmer and/or denser molecular gas. This is consistent with the detection of HCN (1–0) in spiral arms (Querejeta et al. 2019), but it does not explain the opposite trend for the $^{12}$CO (2–1)/(1–0) line ratio. We have also see opposite stacked $^{12}$CO (3–2)/(2–1) ratio trends with galactocentric radius, $^{13}$CO (2–1) brightness temperature and TIR surface brightness when comparing to stacked $^{12}$CO (2–1)/(1–0) ratio trends (see Fig. 6). This could be explained by the fact that, because of its higher excitation, $^{13}$CO (3–2) emission is more constrained to denser regions within the molecular gas and the detected emission does not have a large diffuse component.

In Fig. 9, we compared different CO line ratios with each other. We do not find any clear ratio-to-ratio trends. We recognise that in particular noise effects and uncertainties (e.g. flux calibration uncertainty) can wash out any minor existing trends. Furthermore, due to the censoring effect of line ratios with a low value, potential correlations could non-trivially be suppressed in this analysis.

5.3. Comparing CO Line Ratios to Simulations

To better understand what we can learn from specific CO isotopologue lines, we will compare our findings to simulations. Peñaloza et al. (2017) studied the utility of the $^{12}$CO (2–1)/(1–0) line ratio for uncovering the physical and chemical properties of molecular clouds. In their study, they carried out a high resolution smoothed particle hydrodynamics (SPH) simulation of an isolated molecular cloud using the GADGET-2 SPH code supplemented with a model for the time-dependent H$_2$ and CO chemistry. The results of this simulation were resampled onto a hierarchical Cartesian mesh and then post-processed with the RADMC-3D radiative transfer code (Dullemond et al. 2012) to generate synthetic maps of $^{12}$CO (2–1) and (1–0) line emission. We note that the spatial resolution used in the study is on parsec scale, while our observations are on kiloparsec scales. Consequently, any comparison has to be taken with caution, since
differences in the spatial scale can also impact the relations. Peñaloza et al. (2017) found a bimodality in $R_{21}^{12}$CO, with one peak at -0.4 and another one at -0.7, which are below the value we see (~0.89). They attributed the high peak to emission from cold ($T \leq 40$ K) and denser ($n \geq 10^{3}$ cm$^{-3}$) molecular gas, and the lower peak to faint emission from warmer ($T \geq 40$ K) and diffuse ($n \leq 10^{3}$ cm$^{-3}$) molecular gas. We do not see such a bimodality in $R_{21}^{13}$CO (see e.g. Fig. 5). However, we cannot resolve individual giant molecular clouds with our resolution (27 arcsec or ~1–2 kpc). As the lower ratio peak comes from diffuse emission, we would need high sensitivity observations for a secure detection of this component and high spatial resolution to separate it from molecular clouds. In a follow-up study, Peñaloza et al. (2018) investigated the impact of the galactic environment on ‘cloud-averaged’ CO line ratios $R_{21}^{12}$CO and $R_{21}^{13}$CO. They performed simulations similar to Peñaloza et al. (2017), but involving a much broader range of model clouds, and analysed the post-processed CO emission. For $R_{21}^{12}$CO, they reported larger values (~0.6) than what we find (~0.4). However, their inferred scatter is ±0.2 for both $R_{21}^{12}$CO and $R_{21}^{13}$CO when averaging the line ratio over whole clouds. Based on their simulations, they suggested that the scatter is mainly driven by variations in the interstellar radiation field (ISRF) and the cosmic ray ionisation rate (CRIR). Our data show a similar range of scatter, despite the large difference in spatial scale, so variations of the ISRF and CRIR could be a potential explanation for the observed change in $R_{21}^{12}$CO and $R_{21}^{13}$CO.

The ratios of $R_{21}^{12}$CO and $R_{21}^{13}$CO across galactic environments were also investigated in the recent study by Bisbas et al. (2021). They rely on three-dimensional thermochemical simulations and synthetic observations of magnetised, turbulent, self-gravitating molecular clouds. They found a remarkably flat trend for both $R_{21}^{12}$CO and $R_{21}^{13}$CO with respect to several galactic parameters, such as CRIR, FUV emission and metallicity. They suggested that the flat trend is mainly due to the fact that all the environmental factors they investigated affect the $^{12}$CO transitions equally. Matching to this prediction, we do not find any significant systematic variation for $R_{21}^{12}$CO (see Fig. 6). However, we see a clear negative trend with galactocentric radius and SFR surface density for $R_{21}^{13}$CO. Consequently, this hints at another driving factor besides changes in ISRF and CRIR. But we note that Bisbas et al. (2021) only simulated molecular clouds and not the diffuse medium, which could explain the observed discrepancy or it can again be attributed to the fact, that in their study, they use a much higher spatial scale (~pc scales).

So far, we have only discussed $^{12}$CO line ratios. In our further analysis, we will now include the other CO isotopologue lines as well to study the impact of the galactic environment.

5.4. Implications from CO Isotopologue Line Ratio Trends

As discussed in the previous section, we find clear evidence for variations within the galaxy for several combinations of different CO isotopologue line ratios (see Fig. 6, 7 and 8). We remind as a caveat that our observations have a spatial resolution of ~1–2 kpc. Consequently, we study beam-averaged emission, so subbeam variations can play a role (see 5.6). In the subsequent discussion, we will focus on the following line ratios:

$^{12}$CO (2–1)/(1–0)
$^{13}$CO (2–1)/(1–0)
$^{12}$CO/$^{12}$CO (1–0)
$^{18}$O/$^{12}$CO (1–0)

C$^{18}$O/$^{13}$CO (1–0)

There are several potential explanations for the observed variations and trends. In a study of the $^{13}$CO/$^{12}$CO line ratio variations in a sample of early-type galaxies, Davis (2014) offers three major explanations for systematic changes in the line ratio between different isotopologues. Summarised, variations can be explained by (i) different excitation processes for the individual CO isotopologues, (ii) fractional abundance variations of $^{13}$CO and C$^{18}$O relative to $^{12}$CO, and (iii) changes in the optical depth of the gas for one of the CO isotopologues. We note that, while $^{12}$CO is generally optically thick, $^{13}$CO and C$^{18}$O are mostly optically thin (Cormier et al. 2018), so changes in abundance will impact the emission of these lines. Using data from our survey, we can, to first order, try to isolate the main driver for the observed line ratio variations.

$^{12}$CO is mainly excited to higher rotational states by collisions with H$_2$ or He, or through photon trapping (Narayanan & Krumholz 2014). We do assume that the excitation is subthermal for most parts of our observations. Because all CO isotopologues seem to trace the same spatial region at the spatial resolution of this study (~20 arcsec/1 kpc), and the $^{13}$CO/$^{12}$CO (1–0) and (2–1) line ratios both exhibit negative trends with galactocentric radius, and positive trends with CO brightness temperature and TIR surface brightness, it is unlikely that different excitation processes, that we will investigate in more detail below, cause the observed variations.

Potential mechanisms that can cause variations in the relative fractional abundance of $^{13}$CO and C$^{18}$O are selective photodissociation, chemical fractionation or selective nucleosynthesis. In a recent letter, Jiménez-Donaire et al. (2017b) argued that CO isotopologue trends with galactocentric radius and SFR surface density, found across a sample of nearby spiral galaxies, are consistent with fractional abundance variations expected due to fractionation. Chemical fractionation is a process that can enrich $^{13}$CO, but it is highly temperature dependent (Watson et al. 1976; Keene et al. 1998) and favourable in cold conditions. This process occurs in cold regions such as predominantly in the outskirts of galaxies. If this were the main cause of the observed variations, we would find lower $^{13}$CO abundances in warmer regions. Due to more heating from young stars, it is expected that the SFR surface density correlates to a certain degree with gas temperature. Consequently, we expect a decrease of $^{13}$CO abundance with increasing SFR. As C$^{18}$O is not affected by fractionation, the decreasing radial trend that we find for the $^{13}$CO/C$^{18}$O line ratio, is in agreement with this explanation. However, we also see an increasing trend with increasing SFR for the $^{13}$CO/$^{12}$CO line ratio, which contradicts the explanation that abundance variations are due to chemical fractionation alone, as we would expect the opposite trend: A larger line ratio at larger radii and smaller SFR surface densities would be due to an increase in the abundance of $^{13}$CO in these environments.

Also selective photodissociation cannot explain the observed trend in $^{13}$CO/$^{12}$CO. The process occurs in strong interstellar radiation fields. While on the one hand, $^{12}$CO more shielded, $^{13}$CO on the other hand is less well protected over large areas, so strong UV radiation will destroy the molecule (van Dishoeck & Black 1988). As high star formation is linked to the presence of OB stars, a negative trend with star formation rate would have been expected. Abundance variations due to selective nucleosynthesis could explain the observed decreasing trend in the $^{13}$CO/C$^{18}$O line ratio with SFR surface density. While $^{12}$C and $^{18}$O are mainly produced in massive stars, $^{13}$C is primarily produced in low-mass stars (Sage et al. 1991), as it is converted...
further to $^{14}\text{N}$ in high-mass stars ($>8\,M_\odot$), which would lead to only a very small replenishing rate of $^{12}\text{C}$ in the ISM (Prantzos et al. 1996). But in low- and intermediate-mass stars $^{13}\text{C}$ can surface, due to convection, during the red giant phase and consequently enhance the abundance (Wilson & Matteucci 1992). In their study, Brown & Wilson (2019) attributed the extremely low $^{13}\text{CO}/\text{C^{18}O}$ line ratio in ultraluminous infrared galaxies to an excess in massive star formation. Furthermore, an increase of $^{12}\text{C}^{18}\text{O}$ and $^{16}\text{O}^{18}\text{O}$ with galactic radius is observed (Langer & Penzias 1990; Milam et al. 2005). Such a trend arises if we assume an inside-out formation scenario for galaxies (Tang et al. 2019). If M51 exhibits similar carbon and oxygen isotope trends, also the observed $^{13}\text{CO}/\text{CO}$ and $\text{C^{18}O}/\text{CO}$ variation can be explained.

Finally, variations in the optical depth or changes in physical conditions (e.g., gas temperature or density) of the CO isotopologues will also cause variations in the observed line ratios. For example, in local thermodynamic equilibrium (LTE), the $^{12}\text{CO}$ optical depth depends on the gas column density, $N_\text{c}$, the gas velocity dispersion, $\sigma$, and the gas kinetic temperature, $T_\text{k}$, via $\tau \propto N_\text{c}/(\sigma T_\text{k})$ (Paglione et al. 2001). Increased turbulence in the centre, for example, could decrease the optical depth of $^{12}\text{CO}$ (1→0). The trends we observe in the CO isotopologue line ratios are all consistent with the changes in $^{13}\text{CO}/\text{CO}$ and $\text{C^{18}O}/\text{CO}$ line ratios, we reach a similar conclusion to Cormier et al. (2018): Abundance variations due to nucleosynthesis (assuming similar isotope trends as in the Milky Way) and/or changes in the physical conditions (temperature, density, opacity) of the gas can explain the global observed CO isotopologue line ratio variations. We recognise that most likely we are seeing a combination of effect that depends further on the SF history and chemical enrichment.

5.5. CO Spectral Line Energy Distribution

In the previous sections, we have discussed variations we find in the CO line ratios. Here, we want to further analyse in particular $^{12}\text{CO}$ excitation, which is relevant, for example, to accurately estimate molecular gas masses at high redshift where CO low-$J$ transitions are difficult to obtain. Converting CO luminosities to $\text{H}_2$ gas masses generally relies on observations of the $^{12}\text{CO}$ (1→0) transition, or via down-conversion of observed higher-$J$ observations. In particular high redshift studies rely on such down-conversions (Solomon & Vanden Bout 2005; Carilli & Walter 2013). A proper down-conversion requires a good understanding of the CO spectral line energy distribution (CO SLED). Using the three rotational transitions of $^{12}\text{CO}$ presented in this study, $J = 1 \rightarrow 0, 2 \rightarrow 1$ and $3 \rightarrow 2$, we can investigate the CO SLED. As described by Narayanan & Krumholz (2014), the CO excitation and, thus, the precise shape of the SLED, is expected to depend on gas temperatures, densities and optical depth within the ISM. Consequently, we do not expect that the CO SLED is constant across the galaxy. In their study, Narayanan & Krumholz (2014) provided a parametrisation of the CO SLED as a function of SFR surface density. In Fig. 16, we investigate variations of the CO SLED with galactocentric radius, galactic morphology and SFR surface density. We see that, with the exception of sight lines within the central 1 kpc radius (which are also impacted by the central AGN), the CO SLED has reached its turning point already at $J = 2 \rightarrow 1$. The shapes of the CO SLEDs for arm and interarm regions are very similar. But we see that variations of the CO SLED as a function of $\Sigma_\text{SFR}$ do not follow the model presented in Narayanan & Krumholz (2014), as in particular the $^{12}\text{CO}$ (3→2) line seems to be fainter than the predictions of the models (see right panel in Fig. 16). In their study, they compared their model mainly to high-$z$ submillimetre galaxies (SMGs). As SMGs exhibit more extreme star formation, the ISM conditions are very likely different in terms of gas temperature and density from the conditions present in M51, which could explain the discrepancy of the CO SLED in M51 and predicted by the models.

We note that there are also other explanations for a depression of the CO SLED relative to the models. If the beam filling factor differs significantly between the three $^{12}\text{CO}$ transitions, with the beam filling factor for $^{12}\text{CO}$ (3→2) being the smallest, beam dilution could drive down the CO SLED. The model presented in Narayanan & Krumholz (2014) takes into account different beam filling factors for the different CO transitions. In the case of the three $^{12}\text{CO}$ transitions we analyse, the effect is of order 10 per cent decrease if we apply the model which accounts for beam filling factors. Only for higher-$J$ transitions, the effect will increase as their emission is coming from more compact regions due to the larger excitation. For confirmation that the assumed differences in beam filling factors of the model are appropriate in the case of M51, we would need higher resolution observations for all the three $^{12}\text{CO}$ transitions. Narayanan & Krumholz (2014) described other effects that may lead to discrepancy between model and observation. In particular, dust extinction, which affects the very high-$J$ transitions more, can explain the depression of the CO SLED relative to the prediction from the model. However, as our CO lines are observed in the millimetre regime, dust effects will be minimal in a normal star-forming disc galaxy like M51. Consequently, we do not believe that the divergence of the observations from the model can be attributed to the effects of dust.

5.6. Molecular Lines and Systematic Density Variation

In our discussion so far, we have only focused on the CO isotopologue lines. However, also molecular line ratios including denser gas tracers (such as HCN, HNC or HCO$^+$) can be used to study the underlying molecular gas density. The picture is complex: Our working resolution of $>15\,\text{arcsec}/600\,\text{pc}$ is substantially larger than the dense star-forming cores, which have sizes of 0.1–1 pc (e.g. Lada & Lada 2003; André et al. 2014). Consequently, within our beam, a large range of gas volume densities are included. Therefore, the sub-beam density distribution affects the overall emission averaged over the full beam size, because certain lines emit more efficiently for a particular density distribution. Generally speaking, emission lines originate not just at or above the critical density, but the wide density distribution within our coarse observations has to be taken into account.

Leroy et al. (2017) showed by applying non-LTE radiative transfer models on a range of underlying density distributions that the line ratios of high-to-low critical density lines (i.e. emission lines with higher critical density$^{13}$) are more sensitive to changes in gas density. For such lines, a substantial fraction of the emission can originate from regions that have a density below the nominal critical density. They based their predictions on basic radiative transfer models and a parametrised density probability distribution to characterise the effect of sub-beam density.

$^{13}$ For our qualitative discussion in this section, we do not go into detail regarding the various definitions of critical densities. See Leroy et al. (2017) or Shirley (2015) for a more in-depth discussion of the various definitions and their advantage and disadvantages in describing the conditions of efficient line emission.
Fig. 15. $^{12}$CO (2−1)/(1−0) line ratio compared to FUV intensity (left), FUV+22 μm (centre) and infrared colour (right). We only include sight lines with S/N > 5 for the line ratio to minimise scatter from faint $^{12}$CO lines. We use a working resolution of 27 arcsec. FUV emission follows to some extend young (≤100 Myr) stellar populations. Because FUV can be heavily obscured, we correct using 22 μm data from WISE band-4 observations. To combine FUV and 22 μm, we multiply the 22 μm by a factor 3−24 × 10$^{-5}$. The resulting sum is proportional to the SFR surface density (Leroy et al. 2019). The IR 70 μm/250 μm colour is a proxy for the dust temperature. We provide the Pearson’s linear correlation coefficient, $r_p$, in each panel. We do not find any evident correlation of the line ratio with either quantity.

Fig. 16. CO spectral line energy distribution (CO SLED) variation in M51. (Left) CO SLED binned by 1 kpc radial bins ranging up to 6 kpc. With the exception of the most central 1 kpc bin, we see that the CO SLED peak is already reached for $J = 2 → 1$. (Middle) Variation with galactic environment. The spiral arm and interarm regions show a similar shape of the CO SLED. (Right) Variation as a function of SFR surface density. We include predictions for $\Sigma_{SFR} = 0.02, 0.05$ and 0.2 M⊙pc$^{-2}$ based on the model code provided in Narayanan & Krumholz (2014). We use their unresolved model, which takes into account different beam filling factors for the three CO transitions. For this analysis, we use the data at 27 arcsec working resolution.

variations on the observed beam-averaged emission. The crucial point is that a line can still be emitted at densities much below the critical density, just with a reduced emissivity. Consequently, a slight increase of the gas density can significantly increase the emissivity of the emission line. This is not the case for lines with low critical density. The gas density generally exceeds the critical density already for such lines, so a variation in the gas density will not significantly impact the emissivity of the emission line.

The lines observed as part of our sample as well as the ancillary lines can be used to test whether lines with higher critical density show a larger scatter in the line ratio with respect to CO (1−0). We stack the data by CO (1−0) brightness temperature and compute the line ratio with respect to CO (1−0). In Fig. 17, we normalise the line ratios by the median value for each line ratio. Lines with a higher critical density are shown towards the right end of the plot. We colour-code the points by binned CO (1−0) brightness temperature, which we use as a shorthand for gas density. There is a distinct increase of the variation (a ‘flaring’) of the line ratio pattern towards higher density tracers, in agreement with the predictions from Leroy et al. (2017), as these lines are more sensitive to variations in the sub-beam gas density distribution. This is already apparent from looking at the $^{12}$CO transitions. The critical density of $^{12}$CO (3−2) is about an order of magnitude larger than for the (2−1) and (1−0) transitions (in the optically thin case; Carilli & Walter 2013) and we clearly find a larger variation in the ratio with $^{12}$CO (3−2)/(1−0) than in the $^{12}$CO (2−1)/(1−0) line ratio.

With this analysis, we thus find a larger dynamical range of line ratios of lines with a large difference in critical density. This supports the idea that the flaring pattern seen in Fig. 17 is in agreement to higher sensitivity of these line ratios with respect to the mean gas density. Line ratio patterns of such a diverse suite of lines are thus a powerful tool to constrain the molecular gas physical conditions.

6. Conclusion

In this paper, we present observations on several CO isotopologues in the galaxy M51 obtained with the IRAM 30-m telescope. Besides $J = 1 → 0$ and $J = 2 → 1$ transitions of $^{12}$CO and C$^{18}$O, we also detect C$^{17}$O (1−0) emission as well as sup-
1. We study the CO isotopologue line ratios as a function of galactocentric radius, \(^{13}\text{CO}(2-1)\) intensities (which translates to molecular mass surface density) and total infrared surface brightness (which is correlated with the star formation rate surface density). Several line ratios, such as \(^{12}\text{CO}(2-1)/^{13}\text{CO}(2-1)\), \(^{12}\text{CO}(2-1)/^{13}\text{CO}(1-0)\) and \(^{13}\text{CO}(1-0)/^{12}\text{CO}(1-0)\), show a significant increase of order 5 to 40 per cent towards the centre of the galaxy, compared to their disc-averaged line ratios.

2. Galactic morphology, such as spiral arm and interarm regions, seems to affect several line ratios. Besides increased line ratios in the centre, \(^{12}\text{CO}(2-1)/(1-0)\) and \(^{13}\text{CO}/^{12}\text{CO}(1-0)\) show indications of larger values in interarm regions than in spiral arm regions. Previous studies attributed an increase of the \(^{13}\text{CO}(2-1)/(1-0)\) line ratio to the more efficient dust heating by bright, young (<100 Myr) stars at the convex, downstream end of the spiral arm. We do, however, not see any trend of the line ratio with neither UV nor IR radiation.

3. We investigate the potential cause for the observed variations in the \(^{13}\text{CO}/^{12}\text{CO}, ^{18}\text{O}/^{12}\text{CO}\) and \(^{13}\text{CO}^{18}\text{O}/^{12}\text{CO}\) line ratios. A change in optical depth most likely explains the trend seen with galactocentric radius and total infrared surface density, which argues against abundance variations of the CO isotopologues as the cause.

4. The shape of the CO spectral energy distribution, varies with galactic environment. We find a relation between the shape of the CO SLED and the star formation rate surface density, but the turning point of the CO SLED shape is at lower-J than predicted by recent models, which are mostly calibrated on high-\(\zeta\) submillimetre galaxies.

As a potential future study, the high-quality observations at low spatial resolutions can be combined with higher spatially resolved observations to study the diffuse CO component also for the CO isotopologues and furthermore investigate line ratio variation at different spatial scales. In addition, performing non-LTE analyses using modelling tools, it can be possible to gain further constraints on the CO-to-H\(_2\) conversion factor or—in combination with dense gas data from EMPIRE (HCN, HCO\(^{+}\) and HNC (1–0))—the probability density function. This will improve constraints on the average volume density, which constituted on of the major science goals of the EMPIRE survey.
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Fig. 17. Patterns of molecular line ratios for M51. Each molecular line is stacked by CO (1–0) and the line ratio is normalised by the mean stacked line ratio with CO (1–0). We colour coded by the CO (1–0) line brightness of the stacked bin. The line ratios is roughly ordered from left to right by increasing critical density of the line entering in the numerator. We find an increase of the variation of the line ratios towards the right end of the plot. Such a trend is in agreement with the results from the models presented in Leroy et al. (2017).
Appendix A: IRAM 30-m Error Beam Contribution

In this appendix, we analyse the impact of the IRAM 30-m error beam on the detection of extended emission in our data set. The response of the telescope to a point source is not a single perfect Gaussian, but has an additional contribution from the so-called error beams. Greve et al. (2009) characterised these error beams as a series of 2D Gaussians broader than the main beam but with a lesser contribution to the telescope power. The telescope beam pattern was characterised again by Kramer et al. (2013) after the last major upgrade. The most recent characterisation implies that a point source of 1 Jy will only provide about 0.8 and 0.6 Jy in the telescope main beam at 3 and 1 mm, respectively, the flux remaining being scattered in the error beams.

The image of a point source by the telescope will appear fainter at its actual position and the point source will contribute a faint extended brightness halo around it. This can be potentially critical when observing fainter positions inside a galaxy (e.g., interarm positions), as emission from brighter central parts of the galaxy will boost the detected line brightness. For similar observations with the IRAM 30-m telescope, Pety et al. (2013) first modelled the contributions of bright M51 sources on the interarm signal (see their appendix C), and Leroy et al. (2015) proposed a first iterative deconvolution solution. We note that other deconvolution schemes had been proposed in the past (e.g., Westerhout et al. 1973; Bensch et al. 1997; Lundgren et al. 2004). We will describe here the method we use to extract the contribution of the error beam to the emission and investigate its extent. This method will be precised in P. Tarrio et al. (in prep.). Notice that we perform the succeeding error beam estimation after attempt to correct for the main beam efficiency, but that this correction had assumed a signal free error beam, which may not be correct. So here we will account for what happens when there is emission from the galaxy in the (assumed empty) error beam.

Appendix A.1: Model of the Error Beam

The exact pattern and shape of the error beam is hard to measure. It evolves as a function of the telescope’s elevation because of gravitational deformation of the primary dish. It depends also on the evolution of the thermal environment, in particular at sunrise and sunset. We will rely on the beam pattern characterization by Kramer et al. (2013). This characterization comes from On-The-Fly measurements of the Moon edge at the IRAM 30-m optimal elevation of ~50°. Table A.1 lists the details of the error beam parameters used here.

In essence, we are interested in the underlying, ideal, error beam corrected main brightness temperature \( \hat{T}_{mb} \). The main beam brightness temperature is not to be confused with the intrinsic brightness temperature in the sky, \( T \). They are related via:

\[
\hat{T}_{mb} = G_0 \otimes T,
\]

where we indicate the main beam, which has a shape of a 2D circular Gaussian, by \( G_0 \). Similarly, following Kramer et al. (2013), we assume that the error beam consists also of a set of wide 2D Gaussian beams which, indicate, with \( G_i \), where \( i = 1, 2, 3 \) (see Table A.1).

With the telescope, we only have access to the measured brightness in \( T_A \) unit, which we initially converted to \( T_{mb} \) (the brightness temperature we use in the main text) under the simplifying assumption of an empty error beam:

\[
F_{eff} \times T_A = T_{mb},
\]

with the forward efficiency \( F_{eff} \) and the beam efficiency \( B_{eff} \).

The error beam corrected brightness temperature \( \hat{T}_{mb} \) is related to \( T_{mb} \) via the convolution kernel \( K \) as follows (see Fig. A.1):

\[
T_{mb} = (\delta^{2D} + K) \otimes \hat{T}_{mb},
\]

where \( \delta^{2D} \) is the Dirac 2D distribution and the kernel \( K \) is the sum of the error beams components, after deconvolution by the main beam:

\[
K = \sum_{i=1}^{3} \varepsilon_i G_i,
\]

where \( \varepsilon_i = P_i / P_0 \) with \( P_i \) being the relative beam power and \( G_i \) the deconvolution with the main beam (\( \delta^{2D} = G_i \otimes G_0 \), \( \theta^2 = \theta_i^2 - \theta_0^2 \)). Because the error beam consists of very wide 2D Gaussians, we can deconvolve the narrower main beam and get a well behaved function. Finally, to estimate the error beam contribution we have to perform a further deconvolution on Eq. A.3, to determine \( \hat{T}_{mb} \).

Appendix A.2: Deconvolution

There are two ways in which we can approximate the error beam free source brightness temperature \( T_{mb} \).

1. Iterative solution in the image plane: this approach, first described in Leroy et al. (2015), elaborates on the statement by Pety et al. (2013) that the bright intensity part of a galaxy can be approximated by the measured brightness in \( T_{mb} \) unit. It is possible to determine the error beam contribution by convolving the measured brightness in \( T_{mb} \) unit with the error beam part of the PSF of the telescope. This gives another estimation of the source brightness that can be then used iteratively to improve the solution. In particular, we define the \( N^{th} \) approximate solution via the following recursion:

\[
\hat{T}_{mb/N} = T_{mb} - K \otimes \hat{T}_{mb/N-1},
\]

with \( \hat{T}_{mb/0} \equiv T_{mb} \). This iterative process is stopped when the difference between two estimations becomes smaller than a give criterion.
We perform the error beam contribution analysis for both the PAWS $^{12}\text{CO}$ (1–0) and CLAWS $^{12}\text{CO}$ (2–1) observations. To see the effect on the spectrum, we investigate six pointings with a 23 arcsec aperture (see Fig. A.2). Four pointings (1–4) are located in the fainter interarm region and two pointings (5 and 6) are situated in the brighter spiral arm region. The result of the deconvolution can be seen in Fig. A.3 for the six pointings. The blue and green spectrum shows $T_{mb}$ (the brightness temperature we derive from $T^*_\star$ assuming no error beam contributions) for $^{12}\text{CO}$ (1–0) and $^{12}\text{CO}$ (2–1) respectively. In red, we indicate the contribution to the spectrum from the error beam (i.e. $T_{mb} - T_{mb}^*$). We indicated the percentage contribution to the $T_{mb}$ integrated intensity for each pointing. This contribution is calculated only for the spectral range where $S/N > 3$. We performed both methods described in the Appendix A.2. Both methods yield a similar percentage contribution ($< 1\%$ point difference). We continue using the exact approach via Fourier deconvolution, since it is easier to implement. We find that for the $^{12}\text{CO}$ (1–0) line, the impact is minor, with the contribution ranging from $\sim 15$ per cent in the interarm and to only 4 per cent in the spiral arm region. For the $^{12}\text{CO}$ (2–1) emission, because the main beam efficiency is smaller ($B_{eff}^{230\text{GHz}} \approx 60$ per cent), the contribution is more significant. In the interarm, the contribution is up to 40 per cent. This is mainly due to emission from the brighter regions in the galaxy, such as the central region, entering the observation via the different error beam components. Figure A.4 shows the full 2D map. For every pixel, we computed the error beam contribution along its spectral axis. We again see a larger effect for the $^{12}\text{CO}$ (2–1) emission, in particular for the interarm regions (up to 30–35 per cent).

Because the 1 mm lines are affected more than the 3 mm lines by the error beam contribution, we expect the corrected $R_{21}^{\text{CO}}$ to be lower. In Table B.1, we indicate the line ratio before and after correcting for the error beam. Except for pointing 4, we still find larger $R_{21}^{\text{CO}}$ values in the interarm than in the spiral arm. Consequently, even though in certain instances the error beam contribution is far from negligible, it alone cannot explain the arm/interarm trend.

We reiterate that the preceding error beam analysis is subject to many uncertainties: The exact shape of the error beam is difficult to measure and subject to temporal and positional (e.g., the elevation of the telescope) variation. Furthermore, the approach we described will generally in fact overestimate the effect of the error beam in the case of single dish maps of a galaxy. Since the error beam will be comparable to the size of the galaxy, the individual spectra will include a component consisting of a strongly convolved spectrum of the full galaxy. The baseline fitting procedure we performed will then subtract such low and broad emission in resolved observations of galaxies. So the estimated value for the error beam contribution for the different positions should be interpreted with caution. However, we believe that our measurement constitute a reasonable upper limit for the order of magnitude of the error beam contribution. We refrain from suggesting a particular constant percentage uncertainty value for general observations since the error beam contribution is not constant across the galaxy and depends strongly on the galaxy morphology. But generally, one should be aware that an additional uncertainty of order 20–40% can be possible.

---

**Table A.1. Error Beam parameters based on a cubic interpolation from table 1 in Kramer et al. (2013).**

| Frequency  | Main Beam | 1. Error Beam | 2. Error Beam | 3. Error Beam |
|-----------|-----------|---------------|---------------|---------------|
| 121.5 GHz | Beam Width $\theta$ | 21\arcsec | 113\arcsec | 434\arcsec | 1518\arcsec |
|           | Integrated relative power $P$ [%] | 84 | 1 | 9 | 6 |
| 230.5 GHz | Beam Width $\theta$ | 10\arcsec | 56\arcsec | 217\arcsec | 759\arcsec |
|           | Integrated relative power $P$ [%] | 69 | 5 | 13 | 13 |

---

**Fig. A.2. CO (2–1) line brightness temperature map.** Indicated are the six pointings for which we performed the error beam correction analysis in Fig. A.3. Pointings 1–4 are located in interarm regions (marked in orange). Pointings 5 and 6 are located in spiral arm regions (marked in purple). Contours drawn at $S/N = 10, 20, 30$. For the IRAM 30-m DDT project E02-20, we observed these six pointings (see Appendix B.1).

2. Fourier plane solution: Performing a 2D Fourier transform, it follows from Eq. A.3

$$T_{mb}^* = \text{FT}^{-1}\left(\frac{\text{FT}(T_{mb})}{1 + \text{FT}(K)}\right).$$

(A.6)

We implemented the approach in Python using the supervised Wiener-Hunt deconvolution (based on the Wiener-Hunt approach and estimating the hyperparameters automatically).

**Appendix A.3: Result and Implication**

We perform the error beam contribution analysis for both the PAWS $^{12}\text{CO}$ (1–0) and CLAWS $^{12}\text{CO}$ (2–1) observations. To see the effect on the spectrum, we investigate six pointings with a 23 arcsec aperture (see Fig. A.2). Four pointings (1–4) are located in the fainter interarm region and two pointings (5 and 6) are situated in the brighter spiral arm region. The result of the deconvolution can be seen in Fig. A.3 for the six pointings. The
Appendix B: Flux Calibration Uncertainties

The flux measurements from various telescopes are subject to various degrees of calibration uncertainties. den Brok et al. (2021) discuss in detail the impact such calibrational uncertainties can have by comparing ALMA, IRAM 30-m and NRO data. Jiménez-Donaire et al. (2019) find a flux calibration uncertainty rms of order 7 per cent for the EMIR observations from line calibrator monitoring. Finally, based on jack-knifing several HERA data sets, Leroy et al. (2009) estimate that their HERACLES CO (2–1) observations are subject to up to a typical 20 per cent uncertainty in rms. As the data for CLAWS were observed using the EMIR instrument, which has more stable calibration than HERA, we assume our data to have an uncertainty under 10 per cent, as reported by IRAM. 14

In this section, we describe the results from the IRAM 30-m DDT proposal, in which we observed the six pointings shown in Fig. A.2 to address the flux stability in the arm and interarm to understand its impact on the arm–interarm CO line ratio.

14 https://publicwiki.iram.es/EmirforAstronomers#Telescope_efficiencies

Appendix B.1: DDT Proposal E02-20

As we have seen in the previous section, comparing data sets from different telescopes/instruments taken at different times needs extra care as uncertainties in the flux calibration can affect absolute values of line emission and ratios. den Brok et al. (2021) determined that the arm–interarm CO line ratio discrepancy contrast (and the line ratio itself) is sensitive to combining data sets from different telescopes and instruments. For example, Koda et al. (2012) find a different line ratio in the interarm region of M51 using NRO 12CO (1–0) compared to den Brok et al. (2021) and this study. Here we address the question of whether the stability of the flux calibration could explain this discrepancy.

To address this question we obtained 6 h DDT IRAM 30-m time to observe six carefully selected pointings (see Fig. A.2), four in the interarm and two in the spiral arm region. As we observe CO (1–0) and 12CO (2–1) simultaneously, any time dependence is removed when investigating the line ratio.

Observations were carried out on 2021 February 27 and on the night of 2021 March 8. We cannot simply take the line ratio, as the 12CO (2–1) beam is smaller than the 12CO (1–0) beam. To estimate how to scale the high resolution 12CO (2–1) spec-

![Fig. A.3. Error beam contribution analysis for individual pointings.](https://publicwiki.iram.es/EmirforAstronomers#Telescope_efficiencies)
trum when convolving it to the resolution of \(^{12}\text{CO} (1–0)\), we first extract a spectrum using a 11.5 arcsec (i.e. beam-sized) aperture from the CLAWS \(^{12}\text{CO} (2–1)\) map. We then convolve the CLAWS \(^{12}\text{CO} (2–1)\) to the lower angular resolution of 23 arcsec (i.e. PAWS resolution). We now extract a \(^{12}\text{CO} (2–1)\) from the same position in the convolved CLAWS map, but use a 23 arcsec aperture. By comparing the two extracted \(^{12}\text{CO} (2–1)\) spectra, we can determine a scaling factor, which we can apply to the \(^{12}\text{CO} (2–1)\) spectrum obtained from the DDT program.

The comparison of the line ratios is shown in Fig. B.1 and the numerical values are listed in Table B.1. Circles indicate the line ratio using the acquired DDT observations. While there is a global offset between the ratios measured in both experiments, the trend of larger line ratios in the interarm region still remains. The offset of order 20 to 30 per cent between the two data sets is mainly due to an overall calibration difference. We find that the \(^{12}\text{CO} (1–0)\) line intensities are systematically higher by 20 to 30 per cent for the DDT EMIR observations compared to the \(^{12}\text{CO} (1–0)\) data from PAWS, which reduces the line ratio overall (notice, that the discrepancy between NRO and the PAWS \(^{12}\text{CO} (1–0)\) is still grater. Especially in the interarm region, the NRO data are larger by a factor \(\sim 2\). This is related to a change of the calibration strategy of the EMIR receivers which happened in February 2017 when the calibration software swapped from MIRA to MRTCAL. To first order, the calibration factor applied to the spectrometer data is proportional to the measured system temperature computed on the calibration scan. While MIRA was computing this system temperature on spectral chunks of 4 GHz, MRTCAL computes it every 20 MHz. Marka et al. (2017) shows that this leads to an overestimation of the system temperature for lines that lies at the edges of the atmospheric windows as this is the case for \(^{12}\text{CO} (1–0)\) whose rest frequency lies inside the wings of the di-oxygen telluric line. In this case, calibrating the PAWS data with MRTCAL would lead to higher (and more accurate) system temperature, and thus higher line brightnesses.

Relative flux calibration can be significant. But our analysis leads us to conclude that relative flux calibration is not the main cause of the arm–interarm trend, since we find also larger line ratio values in the interarm region using the newer IRAM 30-m DDT observations.

**Appendix C: Products for Public Data Release**
Along with this survey paper, we provide several data products for the various spectral lines. The data products are stored on
Table B.1. Comparison of the $^{12}\text{CO} (2\rightarrow1)/(1\rightarrow0)$ line ratio within the selected positions 1–6 using either the CLAWS $^{12}\text{CO} (2\rightarrow1)$ and PAWS $^{12}\text{CO} (1\rightarrow0)$ dataset or the newly acquired IRAM 30-m data of project E02-20. For the CLAWS/PAWS $R^{\text{CO}}_{12}$, we provide the value without (raw) and with error beam correction (based on error beam contribution indicated in Fig. A.3).

| Position | $R^{\text{CO}}_{12}$ | CLAWS/PAWS data | E02-20 data |
|----------|----------------------|------------------|-------------|
|          | raw | e.b. corrected | raw | e.b. corrected |
| Interarm | 1   | $1.08 \pm 0.03$ | $0.94 \pm 0.03$ | $0.87 \pm 0.02$ |
|          | 2   | $1.05 \pm 0.05$ | $0.84 \pm 0.05$ | $0.80 \pm 0.03$ |
|          | 3   | $1.15 \pm 0.07$ | $0.91 \pm 0.06$ | $0.90 \pm 0.04$ |
|          | 4   | $0.94 \pm 0.07$ | $0.65 \pm 0.05$ | $0.92 \pm 0.05$ |
| Arm      | 5   | $0.75 \pm 0.01$ | $0.70 \pm 0.01$ | $0.52 \pm 0.01$ |
|          | 6   | $0.77 \pm 0.02$ | $0.74 \pm 0.01$ | $0.63 \pm 0.01$ |

The data has been processed following the methodology adopted for the IRAM Large Programmes EMPIRE (Jiménez-Donaire et al. 2019) and HERACLES (Leroy et al. 2009). The IRAM repository for Large Programmes provides the following, non-error beam corrected data products:

- For all lines:
  - 3D data cubes
  - RMS/uncertainty maps
  - Integrated brightness temperature (moment-0) maps
- For $^{12}\text{CO} (2\rightarrow1)$ and $^{13}\text{CO} (1\rightarrow0)$ only:
  - Intensity-weighted velocity (moment-1) maps
  - Equivalent width maps
  - Peak temperature maps

We refer the reader to the Readme file at the IRAM data repository for more detailed information. When using this dataset or parts of it, please cite this paper.

https://www.iram-institute.org/EN/content-page-434-7-158-240-434-0.html