Abstract

Lattice simulations along with studies in continuum QCD indicate that non-perturbative quantum fluctuations lead to an infrared regularisation of the gluon propagator in covariant gauges in the form of an effective mass-like behaviour. In the present work we propose an analytic understanding of this phenomenon in terms of gluon condensation through a dynamical version of the Higgs mechanism, leading to the emergence of color condensates. Within the functional renormalisation group approach we compute the effective potential of covariantly constant field strengths, whose non-trivial minimum is related to the color condensates. In the physical case of an SU(3) gauge group this is an octet condensate. The value of the gluon mass obtained through this procedure compares very well to lattice results and the mass gap arising from alternative dynamical scenarios.
1 Introduction

Yang-Mills theory exhibits a mass gap, in spite of the fact that the fundamental degrees of freedom are massless at the level of the classical action. While perturbation theory is based on massless gluons, non-perturbative quantum fluctuations lead to exponentially decaying correlation functions for gauge invariant observables, which are characteristic of massive excitations. The lightest excitations are glueballs \([1, 2]\), and the lightest glueball mass sets the mass gap or confinement scale. This dynamical emergence of a mass gap in the gauge sector of QCD has been established by numerous lattice studies, see e.g. \([3–7]\), and continuum studies, see e.g. \([8–16]\).

In a gauge fixed version of QCD the effects of the mass gap manifest themselves through the appearance of distinctive patterns in the infrared momentum region of correlation functions. Most of the related investigations have been performed in Landau gauge QCD. In particular the infrared behaviour of the gluon propagator in Landau gauge has been explored within large-volume lattice simulations \([17–26]\) and non-perturbative functional methods, such as Dyson-Schwinger equations (DSEs) \([27–31]\) and the functional renormalisation group (fRG) \([32–35]\).

In combination, these investigations have led to a coherent picture: with exception of the deep infrared regime far below the confinement scale \(\Lambda_{\text{QCD}}\), the results obtained for the gluon propagator in the non-perturbative domain are in excellent agreement. In particular, they are found to be well compatible with a description in terms of an effective gluon mass. Put differently, they show the dynamical emergence of a mass gap in the gluon propagator, and in higher order correlation functions.

The precise relation between the gluon mass in gauge fixed QCD and the physical mass gap in Yang-Mills theory still eludes us. Nonetheless, in covariant gauges a mass gap in the gluon propagator is required for quark confinement to occur, as has been established through the study of the Polyakov loop expectation value in \([36, 37]\).

This situation asks for the identification and investigation of potential mechanisms which
are able to create an effective gluon mass term. Commonly, gauge boson masses are generated by the formation of condensates, even in the absence of fundamental scalar fields. The textbook implementation of such a scenario is realised within the theory of superconductivity. There, the massive photon associated with the Meissner effect is linked to the condensation of the Cooper pairs, see e.g. [38, 39], and references therein. In pure Yang-Mills theory, a potential connection between the effective gluon mass and gluon condensates of dimension four has mostly been discussed within the operator product expansion (OPE) [40–42]. It has been argued in [43] that a non-perturbative condensate of composite color octets in QCD leads to a simple description of gluon masses by the Higgs mechanism. In this scenario, the massive gluons can be identified with the lowest mass vector mesons, with a rather successful phenomenology [44,45].

The present work is a first fRG study of a potential dynamical emergence of the effective mass in the gauge fixed gluon propagator in QCD color condensates. This condensate is computed from the Euclidean effective potential of a constant field strength $F_{\mu\nu}$ as in [46], with precision ghost and gluon propagators obtained within the fRG [47]. We find minima and saddle points for finite non-zero $F_{\mu\nu}$. The minimum value of $F_{\mu\nu}$ is related to an effective gluon mass, and the final color blind result is obtained from an average over color directions. Our computation of the effective gluon mass agrees very well with lattice results and results obtained from alternative dynamical scenarios within the error bars, despite the qualitative nature of the computation. The present study serves as a promising starting point for a systematic exploration of the connection between gluon condensates and gluon mass gap.

2 Gluon Condensates

Gluon condensation can be described by non-vanishing expectation values of composite operators, such as the field strength squared, $F_{\mu\nu}F_{\mu\nu}$, being a scalar under Lorentz transformations. In terms of the free energy or effective action of QCD, this entails that quantum effects would trigger a non-trivial potential in these condensates, with the possibility of capturing also the dynamics of the respective interaction channel. In this context, the classical action of Yang-Mills theory is the first (trivial) term of such a non-trivial potential,

$$S_A[A] = \frac{1}{2} \int \text{tr} F_{\mu\nu}^2 = \frac{1}{4} \int F_{\mu\nu}^a F_{\mu\nu}^a,$$

with the field strength $F_{\mu\nu} = F_{\mu\nu}^a t^a$, where

$$F_{\mu\nu}^a = \partial_\mu A_{\nu}^a - \partial_\nu A_{\mu}^a + g_s f^{abc} A_{\mu}^b A_{\nu}^c.$$  

In eq. (1), the trace is taken over the fundamental representation, with $\text{tr}(t^a t^b) = \frac{1}{2} \delta^{ab}$, and $a, b = 1, \ldots, N_c^2 - 1$ for the gauge group SU($N_c$). Since ensuing computations involve covariantly constant field strengths, for which $[D, F] = 0$, we also report the standard relation

$$F_{\mu\nu} = \frac{i}{g_s} [D_{\mu}, D_{\nu}], \quad \text{with} \quad D_{\mu} = \partial_{\mu} - ig_s A_{\mu},$$

with the algebra valued field $A_{\mu} = A_{\mu}^a t^a$.

2.1 Color condensates

Color condensates [43,48–50] could render the gluons massive through a dynamical realisation of the Higgs mechanism. Note that, strictly speaking, a local gauge symmetry cannot be
broken spontaneously. Nonetheless, as is well-known from the description of the electroweak sector of the Standard Model, the language of spontaneous symmetry breaking in a fixed gauge can be particularly useful, and will be employed in what follows.

Below we discuss a color condensate operator, derived from \( F_{\mu\nu} \) in the case of the physical gauge group \( SU(3) \). Generally, a possible condensate operator of dimension four is given by the traceless hermitian matrices

\[
\chi^{AB} = \left( F^{AC}_{\mu\nu} F^{CB}_{\mu\nu} - \frac{1}{N_c} F^{CD}_{\mu\nu} F^{DC}_{\mu\nu} \delta^{AB} \right), \tag{4}
\]

where \( A, B, C, D = 1, \ldots, N_c \) are color indices in the fundamental representation, \( F^{AB}_{\mu\nu} = F^{a}_{\mu\nu} (t^a)^A_B \). The subtraction of the diagonal term makes the operator traceless, \( \chi^{AA} = 0 \), and for \( N_c = 3 \) this is an octet operator. In terms of the field strength components \( F^a_{\mu\nu} \), the condensate in eq. (4) reads,

\[
\chi^{AB} = \frac{1}{2} F^a_{\mu\nu} F^b_{\mu\nu} \left( \{ t^a , t^b \}^{AB} - \frac{1}{N_c} \delta^{ab} \delta^{AB} \right). \tag{5}
\]

We note in passing that the above operator is only present for \( N_c \geq 3 \). It vanishes in \( SU(2) \), as the symmetric group invariant vanishes, \( d^{abc} = \text{tr} t^a \{ t^b , t^c \} = 0 \). This already suggests that in a realistic condensation scenario leading to a gluon mass gap, eq. (4) should be augmented with further color condensate operators.

Introducing the composite color condensate field \( \chi^{AB} \), the quantum effective action \( \Gamma \) will contain an induced kinetic term,

\[
\Gamma_{\chi} = Z_{\chi} \int_x \left( D_{\mu} \chi \right)^A_B \left( D_{\mu} \chi \right)^{BA}, \tag{6}
\]

with a wave function renormalisation \( Z_{\chi} \). For a non-zero expectation value \( \langle \chi^{AB} \rangle \), this induces a mass term for some of the gluons,

\[
m_N^2 \propto Z_{\chi} g_s^2 \langle \chi \rangle^2. \tag{7}
\]

Mass terms for all gluons in \( SU(3) \) require condensates of more than one octet in different directions since at least a \( U(1) \times U(1) \)-subgroup remains unbroken, as for example in \([43, 48–50]\). This argument also applies to higher gauge groups, \( N_c \geq 3 \), and we have already pointed out in this context that the color condensate operator eq. (5) vanishes for \( N_c = 2 \). Besides different mass terms, octet condensates can also induce different effective gauge couplings for different gluons, due to terms in the effective action, see e.g. \([51, 52]\),

\[
\int_x F^{AB}_{\mu\nu} F^{BC}_{\mu\nu} F^{CA}_{\mu\nu}. \tag{8}
\]

This closes our discussion of color condensation in Yang-Mills theories.

### 2.2 Color condensates and the field strength tensor

The flow equation approach with dynamical composite fields such as the color condensate field discussed in the last section is well understood. It has been introduced and discussed in \([53–62]\), for applications to QCD see \([59, 63–67]\) and the review \([35]\). However, full computations including the composite field \( \chi^{AB} \) require a substantial effort, and will be considered elsewhere.

In the present work we restrict ourselves to a qualitative study, whose principal aim is to gather insights on the possible rôle of non-singlet condensates in the confining dynamics. This is done by building on results for the condensation of the field strength tensor within functional
renormalisation group investigations in \cite{46,68,69}. Such a colored expectation value of $F_{\mu \nu}$ is linked to non-vanishing expectation values of the color condensate operator $\chi$ in eq. (4) as well as potential non-vanishing expectation values of further color condensate operators. Hence, $\langle F_{\mu \nu} \rangle$ can be used to describe the dynamical emergence of the effective gluon mass via color condensates, for details see Section 2.3.

We emphasise that a description in terms of $F_{\mu \nu}$ and its expectation value makes it difficult to include the full dynamics of the color condensate sector as well as the condensation pattern, as this requires the computation of the dynamics of higher order terms in $F_{\mu \nu}$ and covariant derivatives. We also note that such an expansion about $\langle F_{\mu \nu} \rangle$ works naturally for observables or more generally, expectation values of gauge invariant operators. There, singling out a color direction is simply a means of computation. In turn, for gauge-variant expressions the expansion about a non-trivial configuration mixes with the gauge fixing, and it is difficult to undo the color selection quantitatively. Still, it can be done with an additional color averaging $\langle \cdot \rangle_{av}$, which can be implemented systematically. As this concerns the understanding and underlying structure of our work, we further explain this with two simple examples. While important, it is not in our main line of reasoning and hence is deferred to Appendix A.

Note, that such an averaging is to date always implied in lattice simulations of gauge fixed correlation functions as well as in most computations in functional QCD using an expansion about the only color-symmetric background, $\langle F_{\mu \nu} \rangle = 0$. The intricacies mentioned above only occur for a quantitative implementation in an expansion about a colored background. It is the current lack of a quantitatively reliable averaging procedure, that causes the current investigation to be of qualitative nature, and constitutes our largest source of systematic error.

In the present work, we compute the respective gauge invariant effective potential $W_{\text{eff}}(F_{\mu \nu})$ for constant field strength $F_{\mu \nu}$ from the effective action $\Gamma[A]$,

$$W_{\text{eff}}(F_{\mu \nu}) = \frac{1}{V} \Gamma[A(F_{\mu \nu})],$$  \hspace{1cm} (9)

with the space time volume $V$.

Specifically, we choose gauge fields with the following constant self-dual field strengths: the components $F_{\mu \nu} = 0$ for $\mu \nu \neq 01, 10, 23, 32$ vanish, and we have

$$F_{01} = F_{23} = \frac{F}{2 g_s} t^a, \quad F_{01} = \frac{F}{2 g_s}, \quad F^a = g s n^a,$$  \hspace{1cm} (10a)

with a constant vector $n^a$ with $n^a n^a = 1$. The field strength eq. (10a) can be generated from the gauge fields

$$A^a = \frac{1}{2} F_{\mu \nu} x^\nu.$$  \hspace{1cm} (10b)

Evidently, the configuration is self-dual,

$$F_{\mu \nu} = \bar{F}_{\mu \nu}, \quad \text{with} \quad \bar{F}_{\mu \nu} = \frac{1}{2} \epsilon_{\mu \nu \rho \sigma} F_{\rho \sigma},$$  \hspace{1cm} (10c)

and is covariantly constant, $[D_{\mu}, F_{\mu \nu}] = 0$.

The classical action and the classical potential $W_{cl}$ as well as the color condensate eq. (4) is obtained from the field strength squared, which reads for the configuration eq. (10),

$$F_{\mu \nu} F_{\mu \nu} = \frac{F^2}{g_s^2} (n^a t^a)^2, \quad F^a_{\mu \nu} F^a_{\mu \nu} = \frac{1}{g_s^2} F^2.$$  \hspace{1cm} (11)

For example, for the configuration eq. (10) with eq. (11), the classical potential reduces to

$$W_{cl}(F^a) = \frac{1}{2} \text{tr} F^a F^b t^a t^b = \frac{1}{4 g_s^2} F^2,$$  \hspace{1cm} (12)
where tr is the group trace in the fundamental representation as in eq. (1). From now on we only consider configurations of the type eq. (10), and hence \( \mathcal{W}_{\text{eff}} \) will be written as a function of \( F n^a \), that is \( \mathcal{W}_{\text{eff}}(F n^a) \) instead of \( \mathcal{W}_{\text{eff}}(F n^a \mu) \). The factor \( 1/g_s^2 \) in eq. (11) reflects the RG-scaling of the field strength, and has been introduced for convenience. Moreover, as both the gauge fields and the field strength in eq. (10b) point in direction \( n^a \) of the algebra, they can be rotated into the Cartan subalgebra without loss of generality.

Below, we briefly discuss \( SU(2) \) and \( SU(3) \) gauge groups, the former case as the simplest example, the latter case for its physical relevance:

In the \( SU(2) \) gauge group, the Cartan subalgebra is generated by \( t^3 = \sigma^3/2 \) and the self-dual field strength eq. (10) is given by

\[
F_{01} = F_{23} = \frac{F}{2g_s} t^3.
\]

(13)

We have already discussed above that in \( SU(2) \) the symmetric group invariant \( \delta^{abc} \) vanishes, and hence \( \chi_{SU(2)}^{AB} = 0 \), implying \( (F_{\mu\nu} F_{\nu\mu})^{AB} = F_{\mu\nu} F_{\nu\mu} \delta^{AB}/4 \) for all configurations. For eq. (13) we find

\[
(F_{\mu\nu} F_{\nu\mu})^{AB} = \frac{F^2}{4g_s^2} \delta^{AB}.
\]

(14)

The explicit computation in this work is done for the physical gauge group \( SU(3) \) with the Cartan generators \( t^3, t^8 \). These are related to the Gell-Mann matrices by \( t^a = \lambda^a/2 \), the respective vector \( n \) has the components \( n^a = 0 \) for \( a \neq 3, 8 \). A self-dual field strength eq. (10) is given by

\[
F_{01} = F_{23} = \frac{F}{2g_s} (n^3 t^3 + n^8 t^8).
\]

(15)

The octet condensate operator eq. (4) for the configuration eq. (15) reads

\[
\chi^{AB} = \frac{F^2}{2g_s^2} \left[ n^a n^b \{ t^a, t^b \}^{AB} - \frac{1}{3} \delta^{AB} \right] = \frac{F^2}{2g_s^2} \delta^{AB} \left[ \delta^{A1} \nu_+ + \delta^{A2} \nu_- + \delta^{A3} \nu_3 \right],
\]

(16)

where

\[
\nu_\pm = \frac{1}{2} \left( \frac{n^8}{\sqrt{3}} \pm n^3 \right)^2 - \frac{1}{3}, \quad \nu_3 = \frac{2}{3} (n^8)^2 - \frac{1}{3},
\]

(17)

where the trace(less) condition, \( \chi^{A0} = 0 \), translates into \( \nu_+ + \nu_- + \nu_3 = 0 \) with \( (n^3)^2 + (n^8)^2 = 1 \).

Non-vanishing octet condensate expectation values are in one to one correspondence to non-trivial expectation values of its corresponding gauge-invariant eigenvalues. Hence, a non-trivial expectation value of the field strength triggers one for the octet condensate \( \chi^{AB} \) and other color condensate operators. Therefore, in Section 4, we compute the effective potential for covariantly constant field strength or rather \( \mathcal{W}_{\text{eff}}[F n^a] \) for the field strength amplitude \( F n^a \) defined in eq. (10a), and the constant algebra element \( n^a t^a \) is rotated into the Cartan subalgebra leading to eq. (15). The respective effective potential is shown in Figure 1 for the physical \( SU(3) \) case with the two Cartan components \( F_{01} n^3 \) and \( F_{01} n^8 \).

Our explicit computation of the effective gluon mass is based on an expansion about the minimum \( \langle F \rangle (n^a) \) in the three-direction with \( n^a = \delta^{a3} \). In \( SU(2) \) this is the Cartan direction,
and in $SU(3)$ one of the absolute minima points in the three-direction, see Figure 1. Then, the expansion about the minimum reads

$$F^a_{01} = F^a_{23} = \frac{\langle F \rangle}{2g_s} \delta^{a3} + \mathcal{O}(a),$$

(18)

for both gauge groups, where $a_\mu$ is the gauge field, that carries the fluctuations about the field strength expectation value. With eq. (10b) we can deduce a gauge field, that generates eq. (18). We find,

$$A^a_\mu = \frac{\langle F \rangle}{4g_s} \left( x_0 \delta_{\mu1} - x_1 \delta_{\mu0} + x_2 \delta_{\mu3} - x_3 \delta_{\mu2} \right) + a^a_\mu,$$

(19)

which points in the same Cartan direction as the field strength. The fluctuation field $a_\mu$ carries the dynamics of the gauge field, leading to the $\mathcal{O}(a)$-terms in eq. (18). Within this setting we shall derive our estimates for the effective gluon mass as well as discuss constraints and bounds for this mass.

### 2.3 Color condensates and the gluon mass gap

It is left to discuss the emergence of an effective gluon mass term in the presence of gluon condensates via the expectation value $\langle F^a_{\mu\nu} \rangle \propto \delta^{a3}$ in Equation (18), or any other algebra direction. This expectation value is computed from the effective potential $\mathcal{W}(F^a)$ introduced in section 2.2.

Expanding the effective potential in powers of the fluctuation field gauge field $a_\mu$ leads to contributions to the $n$-point functions of the gauge field, including the two-point function. However, neither a contribution to the mass operator $a^a_\mu a^a_\mu$ is generated, nor do we obtain mass terms in specific algebra directions. In particular, no mass contribution in the Cartan $a = 3$ direction is induced, as is readily shown for $SU(2)$. 

![Figure 1: Effective potential $\mathcal{W}_{eff}(F^a)$ in the plane spanned by the Cartan subalgebras. The position of the non-trivial global minimum is highlighted in red.](image)
While the effective potential does not contribute to the effective mass term, the latter receives contributions from other terms in the full, gauge invariant quantum effective action $\Gamma[A]$. Such an action can be defined within the background field approach, which will be detailed in Section 3. For the time being we simply assume its existence and consider the higher order term

$$\Gamma_F[A] = \frac{Z_F}{4} \int_x (D_\mu F_{\nu\rho})^a (D_\mu F_{\nu\rho})^a,$$  \hspace{1cm} (20)

where $Z_F$ is the wave function renormalisation of the condensate term. Equation (20) is the lowest order term that generates an effective gluon mass term within an expansion about the condensate $\langle F \rangle$. An obvious generalisation of eq. (20) is provided by

$$\frac{1}{4} \int_x (D_\mu F_{\rho\sigma})^a Z_F^{ab} (F_{\mu\nu})(D_\mu F_{\alpha\beta})^b,$$  \hspace{1cm} (21)

with $Z_F^{ab\rho\sigma\alpha\beta}(0) = Z_F^{a\rho\sigma a\beta}$. In the following we will use the approximation

$$Z_F^{ab\rho\sigma\alpha\beta}(\langle F_{\mu\nu} \rangle) \approx Z_F^{ab\rho\sigma\alpha\beta}(0),$$  \hspace{1cm} (22)

hence only considering the term eq. (20).

Equation (20) leads to an effective gluon mass, but does not contribute to (covariantly constant) solutions of the equations of motions as its first field derivative vanishes for covariantly constant field strengths. The relevant contribution to the effective gluon mass term is obtained by expanding eq. (20) in powers of the gauge field, while treating the field strength within the expansion eq. (18). To that end we conveniently recast eq. (20) into the form

$$\Gamma_F[A] = -\frac{Z_F}{2} \int_x F^{CB} (D^2)^{BA} F^{AC},$$  \hspace{1cm} (23)

where the factor 1/2 in eq. (20) is now carried by the trace in the fundamental representation. The $\mathcal{O}(A^2)$ term is given by

$$\Gamma_F[A] = \frac{Z_F}{2} g_s^2 \int_x (F_{\nu\rho} F_{\nu\rho})^{AB} (A_\mu A_\mu)^{BA} + \cdots,$$  \hspace{1cm} (24)

and we expand $(F_{\nu\rho} F_{\nu\rho})^{AB}$ about the field strength expectation value eq. (18). This implies a non-vanishing condensate expectation value for eq. (4) as well as non-vanishing values for other color condensate operators. The expansion about eq. (18) leads us to

$$(F_{\nu\rho} F_{\nu\rho})^{AB} = \frac{1}{g_s^2} (F)^2 [(n^a t^a)^2]^{AB} + \mathcal{O}(a).$$  \hspace{1cm} (25)

We drop the higher order terms in eq. (25) and insert it in eq. (24), to wit,

$$\Gamma_F[A] \approx \frac{Z_F}{2} \int_x (t^3)^2 A_\mu^2 + \cdots,$$  \hspace{1cm} (26)

with the group trace in the fundamental representation. Now we evaluate eq. (26) for the configurations eq. (10), which leads to our final expression for the effective gluon mass triggered by an expectation value of the field strength proportional to $t^3$. For general gauge groups, eq. (26) is not color blind, which originates in the colored expansion point. It can be used to deduce the color blind mass by a color average discussed in Appendix A.
Before we come to our final color blind estimates, we exemplify eq. (26) within $SU(2)$ and $SU(3)$. We first discuss the simple example of an $SU(2)$ gauge group. There, the configuration eq. (18) leads to an $F_{\mu\nu}^2$ that is proportional to the identity tensor $1$ in the algebra, as $4(t^3)^2 = 1$. Indeed, as discussed below eq. (13), general field strength tensors lead to diagonal $F_{\mu\nu}^2$. In summary, in $SU(2)$, a field strength condensate in the $t^3$-direction leads to

$$\Gamma_{F}[A] \approx \frac{1}{2} m_3^2 \int_x A^{\mu}_A A^{\mu}_A + \cdots, \quad m_3^2 = \frac{Z_F}{8} \langle F \rangle^2,$$  

(27)

with a uniform mass $m_3$ for all gluons. The subscript indicates that, while uniform, the mass is generated by $\langle F^a_{\mu\nu} \rangle \propto \delta^{a3}$. Importantly, eq. (27) entails that a color condensate leads to gluons with an effective mass. However, the current procedure with an expansion about a non-vanishing field strength does not allow to directly infer the full effective gluon mass obtained in a color blind computation from $m_3^2$ in eq. (27). At this stage we only can offer estimates, whose derivation is deferred to the end of the present section.

Before we come to these estimates, we proceed with the $SU(3)$ example. There, we also use the Cartan-valued configuration eq. (18) (with $n^8 = 0$) as one of the absolute minima in the full effective potential $W_{\text{eff}}$ points in this direction, see Figure 1. In contradistinction to $SU(2)$, the square $4(t^3)^2$ is not the identity matrix in the algebra, but a projection onto the first two colors,

$$[(t^3)^2]_{AB} = \frac{1}{4} \delta^{AB} \left( \delta^{A1} + \delta^{A2} \right).$$  

(28)

As expected, the expansion about a minimum of the field strength, related to one about the octet condensate eq. (4), breaks color, and indeed, the gluon with the third color is massless if only considering contributions from $\Gamma_{F}$. Hence, while the present expansion shows, that the gluons acquire an effective mass term $\propto \delta^{a3}$, the relation of its necessarily color blind value $m_3^2$ to the color-sensitive masses derived here is not straightforward.

Therefore, in the present work we simply deduce self-consistency constraints for the effective mass $m_3^2$ starting with the gluon mass $m_3^2$, inferred from a field strength in the $t^3$ direction. To begin with, color symmetry can be restored by averaging over global color rotations as always implied in lattice simulations as well as in most computations in functional QCD. After this averaging, all masses are identical and non-vanishing. A color average of eq. (26) leads us to

$$\Gamma_{A^c}[A] = \frac{Z_F}{2} f_{av}(N_c) \langle F \rangle^2 \int_x A^{\mu}_A A^{\mu}_A,$$  

(29)

with $f_{av}(N_c)$ encodes the color average of the factor $(t^3)^2$ in eq. (26),

$$f_{av}(N_c) = \langle (t^3)^2 \rangle_{av}. \quad (30)$$

The color average in eq. (30) necessarily leads to a color insensitive sum over all generators squared in the fundamental representation, which is simply the second Casimir $C_2(N_c) = (N_c^2 - 1)/(2N_c)$ times the identity matrix. Moreover, there is an undetermined prefactor $c_{av}(N_c)$, which leads us to

$$\langle (t^3)^2 \rangle_{av} = c_{av}(N_c) \sum_{a=1}^{N_c^2 - 1} (t^a)^2 = c_{av}(N_c) C_2(N_c) 1.$$

(31)
In the present work we will only provide constraints for $c_{av}(N_c)$ and hence for $f_{av}(N_c)$ in eq. (30). For example, a ‘natural’ bound for the averaging factor is unity, $c_{av}(N_c) \leq 1$.

In summary we arrive at

$$m_A^2 = \frac{Z_F}{2} f_{av}(N_c) \langle F \rangle^2.$$  \hspace{1cm} (32)

In Section 3.3 we will show, that self-consistency of the averaging in the large $N_c$ limit entails that in this limit $f_{av}(N_c) \propto N_c$. Indeed, this limit holds true for $N_c$-independent $c_{av}$. In particular this includes the case, where we saturate the ‘natural’ bound $c_{av} = 1$, leading to

$$f_{av} = (N_c^2 - 1)/(2N_c).$$  \hspace{1cm} (33)

For this saturation $f_{av}$ we obtain

$$m_A^2 = \frac{Z_F}{4} \frac{N_c^2 - 1}{N_c} \langle F \rangle^2.$$  \hspace{1cm} (34)

Equation (34) will eventually yield our estimate of the effective gluon mass. In Section 3, we present the formalism employed for working with the constant field strength configurations in eq. (11). The computation of the minimum position $F^n = \langle F \rangle n$ is detailed in Section 4, and an estimate of the wave function of the condensate together with the result for the mass gap is presented in Section 5.

3 Background field approach

The condensate $\langle F \rangle$ for the field strength configuration of eq. (15) is given by the minimum of an effective potential $W_{\text{eff}}(F n)$, derived from a gauge invariant effective action $\Gamma[A]$, see eq. (9). Such an action is defined in the background field approach [70], building on a linear decomposition of the full gauge field $A_\mu$ into a fluctuating and background field. This linear split is given by $A_\mu = \bar{A}_\mu + a_\mu$, where $a_\mu$ denotes the fluctuation field and $\bar{A}_\mu$ the background field. On the quantum level, this relation has to be augmented with the respective wave function renormalisations $Z_{\bar{A}} = Z_{a}^{-2}$ for the background field $\bar{A}_\mu$ and $Z_{a}$ for the fluctuation field $a_\mu$, as the two fields carry different RG scalings: As indicated above, the background field scales inversely to the strong coupling, while the fluctuation field carries the RG-scaling of the gauge field in the underlying gauge without background field. The gauge fixing condition involves the background field,

$$\bar{D}_\mu a_\mu = 0,$$  \hspace{1cm} (35)

with the background covariant derivative $\bar{D} = D(\bar{A})$, see eq. (3). Note, that eq. (35) is invariant under background gauge transformations,

$$a \to a + i [\omega, a], \quad \bar{A} \to \bar{A} + \frac{1}{g_s} D\omega,$$  \hspace{1cm} (36)

implying a standard gauge transformation for the full gauge field: $A_\mu \to A_\mu + (1/g_s) D\omega$. Consequently, the full gauge-fixed classical action is invariant under eq. (36), and so is the full effective action $\Gamma[\bar{A}, a]$. Moreover, the single-field background field effective action $\Gamma[A] := \Gamma[A, 0]$ is gauge invariant and can be expanded in gauge invariant operators. For this reason, it also allows for a more direct access to observables. In what follows we use the potential condensate background eq. (10).
3.1 Background field effective action

The gauge invariance of the background field effective action allows us to embed the momentum-dependent kinetic terms and vertices in an expansion about a vanishing gauge field in full gauge invariant terms that reduce to the original ones for $A_\mu \to 0$. An important example is given by the (transverse) kinetic term of the gauge field, see e.g. [36,37,46],

$$\Gamma[A] \propto \frac{1}{2} \int p A_\mu^a(p) Z_A(p^2) p^2 \Pi_{\mu\nu}(p) A_\nu^a(-p),$$  \hspace{1cm} (37)

with the abbreviation $\int_p = \int d^4p/(2\pi)^4$, and the transverse and longitudinal projection operators

$$\Pi_{\mu\nu}^\perp(p) = \delta_{\mu\nu} - \frac{p_\mu p_\nu}{p^2}, \quad \Pi_{\mu\nu} \parallel(p) = \frac{p_\mu p_\nu}{p^2}. \hspace{1cm} (38)$$

The kinetic operator $Z_A(p^2) p^2$ is identified as the $A_\mu \to 0$ limit of the second field derivative of a gauge invariant term in the effective action $\Gamma[A]$. This leads us straightforwardly to the parametrisation

$$\Gamma[A] = \frac{1}{2} \int \text{tr} F_{\mu \nu} f_{A,\gamma \delta \mu \nu \rho \sigma}(D) F_{\rho \sigma} + \cdots,$$  \hspace{1cm} (39a)

with the split

$$f_{A,\gamma \delta \mu \nu \rho \sigma}(D) = \frac{1}{2} Z_A(\Delta_\gamma)(\delta_{\mu \rho} \delta_{\nu \sigma} - \delta_{\mu \sigma} \delta_{\nu \rho}) + F_{\gamma \delta} f_{A,\gamma \delta \mu \nu \rho \sigma}(D).$$  \hspace{1cm} (39b)

In eq. (39b), we have introduced the spin-s Laplacians

$$\Delta_0 = -D^2, \quad \Delta_{1,\mu \nu} = D_{\gamma \mu \nu} = -D^2 \delta_{\mu \nu} + 2i g_s F_{\mu \nu}, \hspace{1cm} (39c)$$

see also eq. (86). Equation (39b) represents the most general parametrisation for a covariant function coupled to two field strengths. Since $f_{A,\gamma \delta \mu \nu \rho \sigma}$ is a function of the covariant derivative $D$, higher order terms in the field strength tensor are contained in the second term of eq. (39b). For $A_\mu = 0$, all these decompositions reduce to their the momentum-dependent versions. In particular, the kinetic term eq. (37) is obtained from eq. (39b) by taking two gauge field derivatives at $A = 0$.

A further relevant example is the sum of the classical action and the term $\Gamma_F$ in eq. (20) that generates the effective gluon mass. This combination is obtained with

$$Z_A(-D^2) = Z_A - Z_F D^2, \quad f_{A,\gamma \delta \mu \nu \rho \sigma} = 0.$$  \hspace{1cm} (40)

Here, $Z_A$ is the constant background wave function renormalisation multiplying the classical action, which also entails $Z_A = Z_s^{-2}$. The example given in eq. (40) is central for two reasons: Firstly, it demonstrates how the condensate studied in this work emerges from the general, gauge-invariant form of the effective action eq. (39a), which is defined in the next section within the background field formalism. Secondly, it establishes a link between the wave function renormalisation of the condensate and the kinetic operator of the gluon field $Z_A(\Delta_\gamma)$. More explicitly, due to the generality of the split eq. (39b), eq. (40) entails that the wave function renormalisation of the condensate eq. (20) is simply given by the $D^2$-coefficient of the dressing function of the gluon propagator. In the limit of vanishing background, this simply corresponds to the $p^4$-term in the inverse gluon propagator.
Note that the use of different $\Delta_s$ in the split eq. (39b) leads to different forms for $f_{\mu_1 \cdots \mu_n}$, thus modifying the parametrisation of the kinetic term. Still, the different field modes carry different spin, and the use of the respective Laplacians makes the split in eq. (39b) to be the most natural. Typically, higher order terms within this split are suppressed in the effective action. For example, the second derivative of the classical Yang-Mills action with respect to the gauge field is given by $\Delta_\perp = D_\gamma$, multiplied by a covariant transverse projection operator.

Equation (42) defines a decomposition in a covariantly transverse subspace with $D_\mu \Pi^\perp(D) = 0$. It is complete, $\Pi^\perp(D) + \Pi^\parallel(D) = 1$, and trivially orthogonal. Finally, the operators have the projection property $(\Pi^\perp(D))^2 = \Pi^\perp(D)$ and $(\Pi^\parallel(D))^2 = \Pi^\parallel(D)$.

### 3.2 Ghost and gluon two-point functions

When supplemented by a wave function renormalisation $Z_{a}(D_\gamma)$, eq. (41) provides a very good approximation of the full two-point function of the background gluon. This suggests the split in eq. (39b) with the spin one Laplacian $\Delta_\perp = D_\gamma$ for the transverse two-point function, and with the second term being subleading,

$$\Gamma^{(2,0)}_{a,\mu\nu}(A, 0] = Z_{a}(D_\gamma) D_{\gamma,\mu\delta} \Pi^{\perp}_{\gamma\nu}(D) + F_{\gamma\delta} \Delta f_{a,\gamma\delta\mu\nu}(D) \Pi^{\perp}_{\gamma\nu}(D),$$

where $\Delta f_{a,\gamma\delta\mu\nu}$ is a combination of derivatives of $f_{a,\mu\nu\rho\sigma}$ fully contracted with powers of the field strength, see eq. (39b), and $\hat{A} = A$. The transversality of eq. (43) follows from the gauge invariance of the background field effective action, as does its covariance. In eq. (43) we have used the notation

$$\Gamma^{(n,m)}_{A^{\phi_1 \cdots \phi_n}, \phi^m}[\hat{A}, \phi] = \frac{\Gamma[\hat{A}, \phi]}{\delta A^{\phi_1 \cdots \phi_n} \delta \phi^m}, \quad \phi = (a, c, \bar{c}),$$

with $\phi$ denoting the ghost and gluon fluctuation field. We shall use the split eq. (39b) leading to eq. (43) and similar natural splits for the covariant versions of the momentum dependent two-point functions, thus going from the Landau gauge to the Landau-DeWitt gauge.

In particular one finds, that a similar line of arguments holds true for the kinetic operator $Z_a(p^2)p^2$ of the fluctuation field $a_\mu$,

$$\Gamma^{(0,2)}_{a,\mu\nu}[0, 0] = Z_a(p^2)p^2(\Pi^{\perp}_{\mu\nu}(p) + \frac{1}{\xi} p^2 \Pi^{\parallel}_{\mu\nu}(p)), \quad (45)$$

where eq. (38) was employed, and a diagonal form in the algebra, $1^{ab} = \delta^{ab}$, is implied. Background gauge invariance entails that $\Gamma^{(0,2)}_{a, \mu\nu}[A, 0]$ is a covariant operator under the background gauge transformations eq. (35). In consequence, the transverse part of $\Gamma^{(0,2)}_{a, \mu\nu}[A, 0]$ can be parametrised by the generic form of a background gauge covariant function already employed in eq. (39b), i.e.,

$$\Gamma^{(0,2)}_{a, \mu\nu}[0, 0] = Z_a(D_\gamma) D_{\gamma,\mu\delta} \Pi^{\perp}_{\gamma\nu}(D) + \frac{1}{\xi} D^2 \Pi^{\parallel}_{\mu\nu}(D) + F_{\gamma\delta} \Delta f_{a,\gamma\delta\mu\nu}(D) \Pi^{\perp}_{\gamma\nu}(D). \quad (46)$$
In eq. (46) we have used the spin-1 Laplacian $\Delta_1 = D_T$ defined in eq. (39c) in the wave function renormalisation $Z_a$, since the transverse fluctuating gluon is a spin-1 field. For two-flavour QCD, the validity of such covariant expansions has been confirmed explicitly for the quark-gluon vertex, whose non-classical tensor structure can be related to higher order gauge-invariant terms $\bar{q} b^\mu q$ [67].

Finally, in the case of the ghost two-point function we parametrise

$$
\Gamma^{(0,2)}_{c\bar{c}}(A,0) = -D^2 Z_c(-D^2) + F_{\mu\nu} \Delta f_{c,\mu\nu}(D),
$$

where the use of the spin zero Laplacian in eq. (47) is suggested by the ghost being a spin zero field. For $A_\mu = 0$, the ghost two point function in eq. (47) reduces to that in standard covariant gauges.

The infrared behaviour of $Z_a(p)$ in the Landau gauge is an extensively studied subject, both on the lattice as well as with functional approaches, see e.g. [26, 27, 29–31, 35]. In particular, two types of solutions have emerged:

(i) The scaling solution [71] has an infrared vanishing gluon propagator and a scaling infrared behaviour,

$$
Z_{a,IR} \propto (-D^2)^{-2\kappa}, \quad Z_{c,IR} \propto (-D^2)^{\kappa},
$$

with $\kappa \approx 0.6$. In eq. (48) we have dropped terms proportional to the field strength. Note that in this IR solution the ghost dressing function is infrared divergent. For the present computations we shall use the fRG results from [47] within a quantitatively reliable approximation, for respective DSE results see [72].

(ii) An entire family of decoupling or massive solutions [40], where the gluon propagator and the ghost dressing function saturate at finite non-vanishing values at the origin, in agreement with the IR behaviour found in large-volume lattice simulations. Specifically, we have

$$
Z_{a,IR} \propto \frac{1 + c_a D^2 \log \left( \frac{-p^2}{\Lambda^2_{QCD}} \right)}{-D^2}, \quad Z_{c,IR} \propto c_c.
$$

Note that the fluctuating propagator can be mapped to the background one by means of an exact identity, characteristic of the Batalin-Vilkoviski formalism, which involves a special two-point function, see e.g. [30, 73].

We emphasise that both types of solutions agree quantitatively for momenta $p^2 \gtrsim \Lambda^2_{QCD}$, with $\Lambda_{QCD}$ related to the infrared mass gap. As a result, the deviations induced to phenomenological observables by the use of either type are quantitatively minimal, see e.g. [67, 74]. In fact, in the present work we will cover all potential solutions listed above, and show that their IR differences are immaterial to the central question of the presence of dynamical condensate formation.

Both types of solutions, eq. (48) and eq. (49), are infrared irregular, and do not admit a Taylor expansion about $-D^2 = 0$. Instead, we can expand the wave function renormalisations about the infrared asymptotics. Making use of the relation between the condensate and gluon wave function renormalisation established in eq. (40), we arrive at

$$
Z_{a/A}(-D^2) = Z_{a/A,IR}(-D^2) + (-D^2) Z_{a/A,F} + O(D^4),
$$

for both $Z_a$ and $Z_A$ with $Z_{a/A,IR}$ defined in eq. (48) and eq. (49), and $Z_{a/A,F}$ is the wave function $Z_F$ for fluctuation and background field respectively. The first term $Z_{a/A,IR}$ carries the irregular
infrared asymptotic behaviour, and \( Z_{a/A, F} \) is the (uniquely defined) constant prefactor of the linear term in \(-D^2\). The expansion eq. (50) makes explicit that scaling and decoupling solutions only differ in the IR leading term \( Z_{a/A, IR} \), while coinciding in the expansion in powers of \(-D^2\). This in particular entails that the overlap between gluon propagator and the condensate eq. (20) is independent of the leading IR behaviour of the respective solution, scaling or decoupling.

We are ultimately interested in the physical mass gap \( m_{\text{gap}} \) of the fluctuation field \( a_\mu \) resulting from the condensate term eq. (20) in the full field \( A = \bar{A} + a \). The derivation of the fluctuation field mass gap works analogously to that of eq. (32) in Section 2.3, and leads to a contribution \( \Gamma_{\text{gap}} \) in the effective action with

\[
\Gamma_{\text{gap}} = \frac{1}{2} m_{\text{gap}}^2 \int_x a_\mu^b a_\mu^b,
\]

where the effective gluon mass of the fluctuation gluon \( a_\mu \) is given by

\[
m_{\text{gap}}^2 = \frac{Z_{\text{cond}}}{2} f_{\text{av}}(N_c) \langle F \rangle^2,
\]

with \( Z_{\text{cond}} = Z_{a/F} \) and the averaging factor \( f_{\text{av}}(N_c) \) introduced in eq. (29) and discussed there. In particular we have \( Z_F = Z_{A,F} \neq Z_{\text{cond}} \). The wave function \( Z_F \) is used in eq. (32) for the mass term in a gauge invariant effective action, and in the present approach this is the background field effective action. The difference between the wave functions \( Z_F \) and \( Z_{\text{cond}} \) is the ratio of the respective wave functions of the background and fluctuation gluons.

In eq. (40) we observed that the wave function renormalisation \( Z_{\text{cond}} \) of the condensate studied here generally appears in the dressing function of the respective gluon propagator, cf. eq. (50). This connection will be utilised in Section 5 to determine \( Z_{\text{cond}} \) from the input gluon propagators \([47]\) employed in the computation of the background field effective potential \( W_{\text{eff}}(F) \). Supplemented with the non-trivial effective potential minimum \( \langle F \rangle \), this procedure eventually lead to our heuristic estimate of the gluon mass gap in Landau gauge Yang-Mills theory.

### 3.3 Large \( N_c \)-scaling and self-consistency

The effective gluon masses \( m_A^2 \) in eq. (32) and \( m_{\text{gap}}^2 \) in eq. (52) show an explicit \( 1/N_c \)-scaling, while no \( N_c \)-scaling is present in the large \( N_c \) limit, if the theory is formulated in the \( \lambda \) coupling

\[
\lambda = N_c g_s^2.
\]

This property serves as a self-consistency check of our computation and specifically our group average used to derive eq. (32), eq. (52) and entailed in \( f_{\text{av}}(N_c) \).

An illustrative and relevant example are the functional relations of the two-point function \( \Gamma_{aa}^{0(2)}(p) \). Cast in a relation for the wave function \( Z_a(p) \), they read

\[
Z(p^2) = Z_{\text{in}} + g_s^2 N_c \text{Diags}_1 + \mathcal{O}(N_c^0),
\]

where the right hand side stands for the typical loop diagrams of e.g. (integrated) fRG flows or Dyson-Schwinger equations. Here, \( Z_{\text{in}} \) stands for the input dressing, either the one at the initial UV cutoff scale (fRG) or the classical dressing (DSE). In most cases the \( \mathcal{O}(N_c^0) \) term is dropped, for an exception as well as a respective discussion see [75]. The term \( \text{Diags}_1 \) stands for the loop integral that depends on the wave functions of all the fields and the full vertex dressings. Importantly, the functional relations for all other vertex dressings and wave functions have the
same form as eq. (54). Accordingly, if dropping the subleading term of the order \(O(N_c^0)\), all functional relations only depend on the ’t Hooft coupling eq. (56), and so do all correlation functions. Respective lattice studies also reveal that the large \(N_c\)-limit is achieved already for \(N_c \gtrsim 3\) for most correlation functions, for a review see \[76\].

In summary we deduce, that in the large \(N_c\)-limit the only \(N_c\)-dependence of the effective gluon masses \(m_A^2\) in eq. (32) and \(m_{gap}^2\) in eq. (52) is implicit in the dependence on the ’t Hooft coupling eq. (56). This concludes our brief discussion of the \(N_c\)-scaling of correlation functions.

The relations for the effective gluon mass, eq. (32), eq. (52), show an even more direct scaling consistency: \(Z_f\) is an expansion term in the two-point function of the fluctuating gluon. Moreover, in the presence of the condensate this two-point function approaches the effective propagator which is indeed RG-invariant.

The gluon mass gap. The latter can be defined as the inverse screening length of the gluon for vanishing momentum, \[\lim_{p \to 0} \Pi_{\mu\nu}^{-1}(p) \Pi_{\mu\nu}^{(0,2)}(p) = 3 m_{gap}^2.\] (55)

Accordingly, both \(Z_{cond}\) and \(m_{gap}\) have the same \(N_c\)-scaling (only dependent on the ’t Hooft coupling in the large \(N_c\)-limit) as well as the same RG-scaling. In conclusion, the ratio \(Z_{cond}/m_{gap}^2\) is manifestly RG-invariant as well as \(N_c\)-independent in the large \(N_c\)-limit. This implies already, that the RG-invariant information in the effective gluon mass is given by \(f_{av}(N_c)\langle F^2\rangle\). The value of the mass itself depends on the RG-condition and should not be confused with the gluon mass gap. The latter can be defined as the inverse screening length of the gluon propagator which is indeed RG-invariant.

In summary, \(f_{av}(N_c)\langle F^2\rangle\) should be \(N_c\)-independent in the large \(N_c\)-limit. This fixes the \(N_c\)-scaling of \(f_{gap}(N_c)\), given that of \(\langle F^2\rangle\). The \(N_c\)-scaling of the latter is obtained by an \(N_c\)-analysis of the effective potential, whose explicit computation is detailed in Section 4 and Appendix D. Here we only need that it consists out of an ultraviolet classical piece of the form eq. (12) and a term that depends on \(N_c F^2\),

\[\mathcal{W}_{eff}(F^2) = \frac{1}{4\bar{g}_s^2} F^2 + \Delta \mathcal{W}_{eff}(N_c F^2),\] (56)

see Section 4.2. In eq. (56), \(\bar{g}_s^2\) is the strong coupling at a large momentum scale \(k_{UV}\), and we will use \(k_{UV} = 20\) GeV for this scale later on. We now absorb \(N_c\) into the field strength squared amplitude \(F^2\), i.e. \(F^2 = N_c F^2\). With eq. (53) this leads us to

\[\mathcal{W}_{eff}(F^2) = \frac{1}{4\bar{\lambda}} \bar{F}^2 + \Delta \mathcal{W}_{eff}(\bar{F}^2),\] (57)

and consequently

\[\langle \bar{F} \rangle = \bar{F}_{\text{min}}(\lambda) \quad \longrightarrow \quad \langle F \rangle = \frac{1}{\sqrt{N_c}} \bar{F}_{\text{min}}(\lambda).\] (58)

The \(1/N_c\)-scaling for \(\langle F^2\rangle\) derived in eq. (58), is confirmed numerically in Appendix D. There, the effective potential and its minimum is computed in a leading order \(N_c\) approximation and hence shows the asymptotic \(1/N_c\) scaling even for \(N_c = 2\). This \(N_c\)-scaling is rooted in the adjoint representation trace of \(n^a\epsilon^a\) appearing the definition of the covariantly constant field strength in eq. (10), cf. eq. (88). We have confirmed its numerical presence in a comparison of \(N_c = 2,3\).

### 4 Background field effective potential

Now we compute the value of the field strength condensate \(\langle F_{\mu\nu} \rangle\) discussed in Section 2.2. For this purpose, we update the fRG computation done in \[46\] to a self-consistent one with
\[
\partial_t \Gamma_k[\Phi] = \frac{1}{2} \left( \underbrace{\text{Spiralling orange lines depict the full field-dependent gluon propagator } \langle AA \rangle_c = G_{aa}[\bar{A}, \phi], \text{ dashed back lines depicted the full field-dependent ghost propagator } \langle c\bar{c} \rangle_c = G_{cc}[\bar{A}, \phi]}_{\text{connected part}} \right) - \underbrace{\text{The circled cross stands for the regulator insertions } \partial_t R_a \text{ (gluon loop) and } \partial_t R_c \text{ (ghost loop).}}_{\text{regulator insertions}}
\]

Figure 2: Depiction of the flow equation for the effective action, eq. (59).

fRG precision gluon and ghost propagators from [47]. In Section 4.1 we briefly review the approach, and in Section 4.3 we report on the results for the condensate.

### 4.1 Flow of the background field effective potential

For the full computation we resort to the functional renormalisation group approach, for QCD-related reviews see [33–35, 55, 77, 78]. In this approach, an infrared regulator \( R_k(p) \) is added to the classical dispersion. In the infrared, that is \( p/k \to 0 \), the regulator endows all fields with a mass, typically proportional to the cutoff scale \( k \). In addition, the regulator \( R_k(p) \) vanishes rapidly as \( p/k \to \infty \), and the ultraviolet physics is not modified. The change of the scale dependent effective action, \( \Gamma_k \), under a variation of the cutoff scale \( k \) is described by the flow equation. In the background field approach it reads

\[
\partial_t \Gamma_k[\bar{A}, \phi] = \frac{1}{2} \text{Tr} R_a[\bar{A}] G_{aa}[\bar{A}, \phi] - \text{Tr} R_c[\bar{A}] G_{cc}[\bar{A}, \phi],
\]

where \( t = \log k/\Lambda \) is the (negative) RG time, and \( G_A, G_c \) are the fluctuation propagators of gluon and ghost respectively,

\[
G_{\phi_1\phi_2}[\bar{A}, \phi] = \frac{1}{\Gamma_k^{(0,2)}[\bar{A}, \phi] + R_k[\bar{A}]} \phi_1 \phi_2.
\]

The traces in eq. (59) sum over momenta, Lorentz and gauge group indices, details can be found in Appendix C. The regulator function \( R_k = (R_a, R_c) \) transforms covariantly under background gauge transformations, which preserve the background gauge invariance of the effective action. The current work utilises the propagator data from [47], which requires the use of the same regulators for our computation of the background field effective potential. For details on the regulators see Appendix B.

For the derivation of the (background) field strength condensate we solve the equation of motion stemming from the effective potential \( W_{\text{eff}}(F^a) \) of covariantly constant field strength defined in eq. (9). In the fRG approach it is obtained from its scale-dependent analogue,

\[
W_k(F^a) = \frac{1}{V} \Gamma_k[A(F^a), 0],
\]

(61a)
with the full effective potential being defined at vanishing cutoff scale \( k = 0 \),

\[
\mathcal{W}_{\text{eff}}(F^a) = \mathcal{W}_{k=0}(F^a) .
\]  

(61b)

The effective potential \( \mathcal{W}_k \) is obtained by integrating the flow equation of the background field effective action \( \partial_\tau \mathcal{I}_k[A(F),0] \), derived from eq. (59) from the initial ultraviolet scale \( k_{UV} \) to the running cutoff scale \( k \). The only input in this flow are the two-point functions \( \Gamma_{a\bar{a}}^{(0,2)}[A(F),0] \) and \( \Gamma_{c\bar{c}}^{(0,2)}[A(F),0] \), which we can infer from Landau gauge results. This is the background Landau-deWitt gauge with \( \bar{A} = 0 \). For vanishing background the two-point functions only depend on momenta, \( \Gamma_{a\bar{a}}^{(0,2)}(p) \). We use the results from [47], with

\[
\begin{align*}
\Gamma_{a\bar{a},k}^{(0,2)}(p) &= p^2 Z_{a,k}(p^2) \Pi^\perp(p) + p^2 \left[ 1 + Z_{a,k}(p^2) \right] \Pi^\parallel(p) , \\
\Gamma_{c\bar{c},k}^{(0,2)}(p) &= p^2 Z_{c,k}(p^2) ,
\end{align*}
\]

(62)

with the transverse and longitudinal projection operators introduced in eq. (38). In eq. (62), \( \delta_{ab} = \delta^{a\bar{b}} \) is implied in both two-point functions. The longitudinal dressing \( Z_{a,k}^\parallel \) signals the breaking of BRST invariance due to the presence of the regulators, and vanishes in the limit \( k \to 0 \). There, the gluon two-point function in eq. (62) reduces to that of eq. (45). Moreover, \( Z_{a,k}^\perp \) is absent in the gluon propagator for the Landau gauge, \( \xi \to 0 \).

Now we switch on the background field and use the decomposition eq. (46) for the transverse gluon two-point function. In addition, we drop the second line proportional to \( \Delta f_a \) comprising higher order terms. They are associated with non-classical tensor structures and can be shown to be small in the perturbative and semi-perturbative regimes. In the Landau-deWitt gauge, only the gauge-fixing survives in the longitudinal propagator and we can drop the cutoff contribution \( Z_{a,k}^\parallel \). For the ghost we use eq. (47), where we drop the second term proportional to \( \Delta f_c \). This leads us to

\[
\Gamma_{a\bar{a},k}^{(0,2)}(p) \approx \mathcal{D}_\tau Z_{a,k}(\mathcal{D}_\tau) \Pi^\perp(-D) - \frac{1}{\xi} \mathcal{D}_\mu \mathcal{D}_\nu , \\
\Gamma_{c\bar{c},k}^{(0,2)}(p) \approx - D^2 Z_{c,k}(-D^2) ,
\]

(63)

valid for covariantly constant field strength with \([D,F] = 0\). For these configurations, the transverse projection operator commutes with functions of the Laplacians \( \Delta_0 \) and \( \Delta_1 \).

4.2 RG-consistent initial condition

The flow equation eq. (61a) of the effective potential \( \mathcal{W}_k(F^a) \) is readily obtained by inserting the approximations of eq. (63) into the flow eq. (59). The flow is evaluated for the generic condensate background eq. (10). The details can be found in Appendix B. Finally, the effective potential \( \mathcal{W}_{\text{eff}}(F^a) \) of Yang-Mills theory is obtained from the integrated flow. We arrive at

\[
\mathcal{W}_k(F^a) = \mathcal{W}_{k_{UV}}(F^a) + \int_{k_{UV}}^k \frac{dk'}{k'} \partial_{k'} \mathcal{W}_{k'}(F^a) ,
\]

(64)

where \( \mathcal{W}_{k_{UV}} \) is well approximated by the classical potential eq. (12) for a large initial cutoff scale \( k_{UV} \). Perturbation theory is valid for these scales, and the background field effective action \( \Gamma_{k_{UV}}[A] \) reduces to the classical Yang-Mills action of eq. (1), augmented with a wave function renormalisation \( Z_{A,k_{UV}} \). All other terms are suppressed by inverse powers of \( k_{UV} \). This amounts to

\[
\mathcal{W}_{k_{UV}}(F^a) = Z_{A,k_{UV}} \frac{Z_{A,k_{UV}}}{4 g_s^2} F^2 = \frac{F^2}{16 \pi a_s(k_{UV})} ,
\]

(65)
Figure 3: Effective Potential as a function of $F^2$ with a field strength pointing in the $t^3$-direction, $(n^3, n^8) = (1, 0)$, and the cutoff scale $k$. The dashed line singles out the absolute minimum of $W(F)$, see eq. (68). The substructure of the potential at cutoff scale $k \gtrsim 0.5$ GeV is related to the regulator used, see Appendix D. It leaves no trace in the potential for $k \to 0$.

where

$$\alpha_s(k) = \frac{1}{4\pi} \frac{g_s^2}{Z_{A,k}}, \quad \text{with} \quad Z_{A,k\text{UV}} = 1. \quad (66)$$

Here, $Z_{A,k}$ is the background wave function $Z_{A,k}(p = 0)$, and $g_s^2$ is the running coupling at the initial scale $k_{\text{UV}}$.

The onset of this asymptotic UV regime for cutoff scales $k \gtrsim k_{\text{on}}$ depends on the chosen regulator or rather its shape. Roughly speaking, the sharper the regulator drops of in momenta at about the cutoff scale, the larger is the onset scale $k_{\text{on}}$. For the ghost and gluon regulators underlying the computation of the propagators in [47], eq. (83), we choose an initial scale $k_{\text{UV}} = 20$ GeV. This is safely in the asymptotic UV regime of the regulators eq. (83), as is also explicitly discussed in Appendix D. In summary, the computation is initialised at

$$\alpha_s(k_{\text{UV}}) = 0.184, \quad \text{with} \quad k_{\text{UV}} = 20 \text{ GeV}, \quad (67)$$

and the running coupling data are also taken from [47], which ensures the self-consistency of the computation.

In eq. (66) we have used that the background wave function renormalisation $Z_A$ satisfies $Z_A^{-1} = Z_{A,k}^2$, a consequence of background gauge invariance. Moreover, RG-consistency, see e.g. [55, 79], enforces eq. (66): the flow of the initial effective action with an infinitesimal change of the initial cutoff scale is given by the flow equation. Phrased in terms of the effective potential in eq. (64), this is the simple requirement that $W_k$ and in particular $W_{\text{eff}} = W_k$ is independent of $k_{\text{UV}}$. Then, differentiation of eq. (64) with respect to $k_{\text{UV}}$ readily leads to eq. (65). More details are deferred to Appendix D.

4.3 Results

The above derivation allows the numerical computation of the scale dependent effective potential $W_k(F^3)$ by performing the integration in eq. (64) up to the respective RG-scale $k$. The
result is shown in Figure 3, which shows the $k$-dependent effective potential as a function of $F^2$, with a field strength pointing in the $t^3$-direction: $(n^3, n^8) = (1, 0)$. The condensate $\langle F \rangle$ is given by the solution of the equation of motion (EoM) for the effective potential $W_{\text{eff}}(F^a)$, given by

$$
\frac{\partial W_{\text{eff}}(F^a)}{\partial F_{F^a}} = \langle F \rangle = 0,
$$

for the generic field strengths of eq. (15). The emergence of a non-trivial minimum is clearly visible in the non-perturbative regime $\lesssim 1$ GeV, and its position indicated with the black dashed line in Figure 3.

The gauge invariant information of the field strength $F_{\mu \nu}$ is stored in its eigenvalues, which do not change under (unitary) gauge transformations. In the present case, only the $F_{01} = F_{23}$ components and their anti-symmetric counterparts are non-vanishing, and they are proportional to a combination of the Cartan generators, see eq. (15). The traces in the flow equation are in the adjoint representation, and the six non-vanishing eigenvalues of $n^3 t^3 + n^8 t^8$ are given by

$$
\tau_{\pm}^{(1)} = \pm n^3,
\tau_{\pm}^{(2)} = \pm \left( \frac{1}{2} n^3 + \sqrt{3} \frac{1}{2} n^8 \right),
\tau_{\pm}^{(3)} = \pm \left( \frac{1}{2} n^3 - \sqrt{3} \frac{1}{2} n^8 \right),
$$

for more details see e.g. [80, 81]. The global, degenerate minima in Figure 1 are located in the direction of the eigenvectors. The underlying Weyl symmetry maps the different minima into each other, and is seen in Figure 1.

From eq. (68) we determine the expectation values or rather saddle point position of the condensate in both directions. We find that the expectation value in $n^3$-direction is a global minimum, while in the $n^8$-direction the EoM singles out a saddle point. Both points are indicated by the red and blue dots respectively in Figure 1. We determine the value of the minimum by interpolation,

$$
\langle F \rangle^2 = 0.98(11) \text{GeV}^4,
$$

where the error is obtained by a variation of 2% in the initial coupling $\alpha_s$. More details on the RG-consistency of this procedure are provided in Appendix D. Equation (70) is the result of an $SU(3)$ computation without the $N_c$ rescaling.

As discussed below eq. (15), the minimum in eq. (70) is composed by the condensates of both $F^2$ and $\tilde{F} F$. Due to the CP-violating nature of an $F \tilde{F}$ condensate, its contribution to our condensate value is tightly constrained by experimental data. Nonetheless, the value quoted in eq. (70) should be interpreted as an estimate colorless condensate $\langle F^2 \rangle$.

The present first-principle Yang-Mills result eq. (70) corroborates the phenomenological estimates, i.e. $\langle F^2 \rangle = 0.854(16) \text{GeV}^4$ [82], as already remarked in [46]. Indeed, the normalisation procedure used here is similar to that in the phenomenological computation. In contrast, both eq. (70) and the phenomenological estimates disagree with the lattice estimate $\langle F^2 \rangle = 3.0(3) \text{GeV}^4$ [83]. The latter value is extracted from $\langle G^2 \rangle = 0.077(7)$ in [83], and applying $\langle F^2 \rangle = 4\pi^2 \langle G^2 \rangle$. In this context we remark that the total normalisation may differ, even though all procedures provide RG-invariant results: for example, one may multiply the respective result by the RG-invariant ratio of couplings at different momenta, $\alpha_s(p_1^2)/\alpha_s(p_2^2)$, resulting in a global factor. This amounts to mapping the factor $\alpha_s$ from one momentum scale
to another. While we lack a comprehensive interpretation, we simply point out that the lattice definition involves $\alpha_s$ at a low momentum scale, conversely to the present procedure, and that used in phenomenological applications.

For comparison we also provide the saddle point value,

$$\langle F \rangle^2_{\lambda_s} = 0.85(11) \text{GeV}^4,$$

which may be used for a further error estimate of the relation between octet and colorless condensates, as the octet condensate should be averaged over all color directions.

## 5 Gluon mass gap

The aim of this section is to use eq. (52) and eq. (70) for an estimate of the mass gap. Evidently, to accomplish this, the determination of the wave function renormalisation $Z_{\text{cond}}$ is required.

Inspecting the condensate generating kinetic term, see eq. (20), one finds that its analogue for the fluctuating gluon also contains contributions of the type

$$\frac{Z_{\text{cond}}}{2} \int_x a^{a}_\mu (\partial^2)^2 \Pi^\perp_{\mu \nu} (\partial) a^a_{\nu} + \ldots.$$  \hspace{1cm} (72)

Hence, the kinetic term for the field strength not only gives rise to the condensate, but also overlaps with the gluon propagator. More specifically, as can be read off eq. (72), the $p^4$-term of the fluctuation gluon two-point function carries the wave function renormalisation $Z_{\text{cond}}$ as a prefactor, as made explicit in eq. (50).

Note that by means of eq. (39a) and eq. (40), the $p^4$-term must be solely given by eq. (72), as $Z_A$ implicitly defined in eq. (39b) encodes the full gluon propagator dressing function, see eq. (37). In terms of an operator product expansion, $Z_{\text{cond}}$ can be extracted by determining the $p^4$-coefficient in the origin of the inverse input gluon propagator data from [47],
used in the calculation of the condensate effective potential in Section 4. This is done via a fit, given by
\[
Z_{\text{fit}}(p^2) = Z_{\text{as}}(p^2) + Z_{p^2} + Z_{\text{cond}} p^2,
\]  
(73)

where only the infrared asymptotes \(Z_{\text{as}}(p^2)\) distinguish between scaling and decoupling solutions (cf. eq. (48) and eq. (49). A detailed discussion of the fitting procedure is provided in Appendix E, and the respective fits in comparison to the propagator data from [47] and the lattice data of [22] are depicted in Figure 4.

Equation (73) makes it apparent that scaling and decoupling solutions differ only in the infrared, where the \(p^4\)-term is subleading. We determine \(Z_{\text{cond}}\) from the fRG scaling solution of [47] as well as the lattice decoupling solution of [22]. Combining both estimates, we arrive at the value for the wave function renormalisation
\[
Z_{\text{cond}} = 0.149(19) \text{GeV}^{-2}. \tag{74}
\]

Now we use the wave function renormalisation from eq. (74), the condensate value \(\langle F^2 \rangle\) eq. (33) as well as the saturation bound eq. (33) for the averaging factor \(f_{\text{av}}\) in the relation for the effective gluon mass eq. (52). This leads us to
\[
m_{\text{gap}} = 0.312(27) \text{GeV}. \tag{75}
\]

Equation (75) is the main result of the present work and provides an estimate for the effective gluon mass in the Landau gauge. The relatively large uncertainty in eq. (75) originates predominantly from the error for \(Z_{\text{cond}}\) in eq. (74). In particular, it does not include a systematic error estimate, and is solely rooted in the small amount of data points for the gluon propagator of [47] in the deep IR.

A large source for the systematic error is the current lack of a quantitative color average as discussed in detail in Appendix A. Moreover, the field strength condensate eq. (70) also receives contributions from the topological condensate \(\langle F\tilde{F} \rangle\), see the discussion there and below eq. (15). Accordingly, we simply note that inserting the literature value from phenomenological \(\langle F^2 \rangle\) estimates [82] reduces the value in eq. (75) to \(m_{\text{gap}} = 0.291(19) \text{GeV}\). The same value is obtained by the use of the saddle point value eq. (71), which we use as an error estimate.

We can compare our result for the effective gluon mass eq. (75) with that deduced from the lattice data [22] with a continuum and infinite volume extrapolation, see [84,85]. These data are shown in Figure 4, and the mass gap is given by the value of the inverse lattice propagator in the origin. We find
\[
m_{\text{gap}}^{(\text{lattice})} = 0.3536(11) \text{GeV}, \tag{76}
\]

which agrees within two standard deviations with our estimate eq. (75).

A further direct test of the present results is provided by the comparison with the effective gluon mass in eq. (104) obtained via the Schwinger mechanism with \(m_{\text{gap}} = 0.320(35) \text{GeV}\) after scale matching. This is an alternative approach for the dynamical emergence of a gluon mass gap in the Landau gauge, for details see Appendix F. The results compare very well, which is to be expected as our propagator with the gluon mass gap agrees well with the lattice results, as does the propagator obtained with the Schwinger mechanism.

We emphasise that the estimate for the gluon mass gap depends on our choice for the color averaging factor \(f_{\text{av}}\) in eq. (29): with eq. (33) we have saturated the ‘natural’ bound \(c_{\text{av}} = 1\) in eq. (31), leading to eq. (34). In fact, the non-trivial compatibility of the present results with that obtained from lattice propagators and via the Schwinger mechanism corroborates the aforementioned choice.
We close this section with the remark that, while the effective gluon mass or rather the gluon mass gap in the Landau or Landau-DeWitt gauge is a gauge variant quantity, its size is directly related to physical scales such as the string tension and the confinement-deconfinement temperature, see [36, 37]. Still, its value varies with the gauge as does its precise relation to the physical scales and mechanisms. Consequently, the numerical estimates of its value are rather disparate, ranging from a few hundred MeV up to 1 GeV depending on the details of the approach and the definition employed, see e.g. [8, 25, 40, 86–98]. Nonetheless, all these determinations convey information about the same gauge-invariant physical information, namely the Yang-Mills mass gap.

6 Summary and outlook

In the present work we have explored the dynamical emergence of a mass gap in the Yang-Mills correlation functions via the formation of color condensates, in the physical case with the \( SU(3) \) gauge group one of these condensates is the octet condensate, see eq. (4). Such a condensate may be triggered by a Higgs-type mechanism in low energy QCD, similar and potentially related to dynamical chiral symmetry breaking in QCD with the pion as pseudo-Goldstone bosons.

In the current work we have carried out a qualitative analysis within the fRG approach to QCD by computing the minimum \( \langle F \rangle \) of the effective potential \( W(F^a) \) in the three direction of the Cartan subgroup. This non-vanishing field strength is related to non-vanishing color condensates as discussed in Section 2.2. We have computed the effective potential \( W(F^a) \) for covariantly constant field strength which develops a non-trivial minimum if quantum fluctuations are successively taken into account with the fRG flow, see Figure 1. The condensate value eq. (70) is in good agreement with phenomenological estimates, but both disagree with lattice results. As discussed in section 4.3, this latter discrepancy may be due to a difference in the normalisations employed.

The relation between the gluon condensate and the mass gap is given by eq. (52). We emphasise that the mass gap eq. (52) triggered by the condensate depends on the RG-condition and naturally has the RG-properties of a mass function: while the condensate itself is independent of the RG-condition, the condensate wave function is not and carries the RG-properties of the inverse gluon propagator. Consequently, the mass gap derived from eq. (52) has the RG scaling of the inverse gluon propagator, as it should. Accordingly, for a comparison of the results for the mass gap obtained here with that in the literature the potentially different RG-schemes and conditions have to be taken into account. Most fRG-computations including the present one are done in \( \text{MOM}^2 \), for a detailed discussion see [74].

These considerations result in our estimate of the gluon mass gap, \( m_{\text{gap}} = 0.312(27) \text{GeV} \), where our choice eq. (29) for the color averaging factor \( f_{\text{av}} \) saturates the 'natural' bound, see also the discussion below eq. (32). This estimate compares well to the lattice estimate \( m_{\text{gap}}^{(\text{lattice})} = 0.3536(11) \text{GeV} \). The latter values is obtained from the continuum and infinite volume extrapolation [84] of the lattice data in [22], after matching the momentum scales and the renormalisation point.

We have also compared our result for the mass gap with that obtained with the longitudinal Schwinger mechanism within the framework of the pinch technique [30], see Appendix F and the very recent analysis see [99]. This analysis leads to \( m_{\text{gap}}^{(\text{Schwinger})} = 0.320(35) \text{GeV} \), which is in excellent agreement with our estimate.

In summary, the findings of the present work suggest that the gluon condensation as a mechanism for mass generation works well. Beyond improving the systematic error of the numerical estimate, on theoretical grounds it would be desirable to establish a deeper connection
between the Schwinger mechanism and the condensate formation.

Currently, we are upgrading the present computation with the dynamical inclusion of the composite octet condensate operator, discussed in Section 2.1. Then, the octet condensate is taken into account as an effective low energy degree of freedom, allowing us to study the relevance of a potentially non-trivial condensate dynamics. We hope to report on respective results in the near future.
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A Expansions around condensates and color averages

In this Appendix we discuss the implementation of expansions around non-trivial condensates, and comment on the subtleties of the color-averaging procedure associated with the central mass formula in eq. (34). In order to illustrates the properties and subtleties, we employ two simple examples: spontaneous symmetry breaking in a scalar $O(N)$ theory, and (color) center symmetry breaking in finite temperature Yang-Mills theory.

Let us first consider a scalar field theory with an $O(N)$ field $\phi$ (including the discrete $Z_2$ symmetry when $N = 1$) in the symmetric phase. In the symmetric phase, both the effective action, $\Gamma(\phi)$, as well as expectation values of observables, are typically expanded around $\phi = \phi_0$, where

$$\phi_0^2 = \lim_{V \to \infty} \frac{1}{V} \int_V \langle \phi(x) \phi(0) \rangle,$$  \hspace{1cm} (77)

is defined by the order parameter of the theory. The order parameter eq. (77) can also be obtained from

$$\phi_0 = \lim_{J \to 0} \langle \phi \rangle,$$  \hspace{1cm} (78)

where $J$ indicates an external current (or magnetisation) coupled to the field, $\lim_{J \to 0} \int_V J \phi$, which is finally removed. Alternatively, within a finite volume one may use boundary conditions that break the symmetry, and then take the infinite volume limit.

Either way, the effective action $\Gamma$ is invariant under the full symmetry group of the underlying theory by definition, whereas the vacuum state (the solution of the equations of motion) breaks the symmetry.

Thus, quite importantly, the apparent symmetry breaking in $\Gamma$, seemingly induced by the expansion point, is absent for the full effective action. In turn, a given approximation scheme may break this symmetry (for example a finite order of a Taylor expansion about $\phi = \phi_0$). This symmetry can be restored subsequently by averaging the approximated effective action $\Gamma_{\text{app}}[\phi]$ over the symmetry group, $\langle \Gamma[\phi] \rangle = \langle \Gamma_{\text{app}}[\phi] \rangle_{\text{av}}$. Note in this context, that in our example case of an $O(N)$ theory the averaged expectation value of the field vanishes, $\langle \phi \rangle_{\text{av}} = 0$, as it must. Moreover, the operator in eq. (77) has the full symmetry and hence does not change.
under the averaging procedure, while \( \langle \phi \rangle \) does.

In the case of the effective gluon mass, the underlying symmetry is a gauge-symmetry. For this reason we also consider a second, closer, example, the expectation value of the Polyakov loop \( \langle L \rangle \) in finite temperature Yang-Mills theory,

\[
L = \frac{1}{N_c} \text{tr} \mathcal{P} \exp\{ig_0 \oint A_0(x)\},
\]

where the integral \( \oint \) in eq. (79) is over \( x_0 \in [0, 1/T] \), and the trace is taken in the fundamental representation. Here, \( T \) denotes the temperature and \( \mathcal{P} \) is the path ordering operator. The underlying symmetry is the center symmetry \( Z_{N_c} \) of the gauge group with \( L \to z L \) and \( z \in Z_{N_c} \). We have the order parameter

\[
L_0^2 = \lim_{V \to \infty} \frac{1}{V} \int_V \langle L(0)L^\dagger(x) \rangle,
\]

which is non-vanishing in the confining disordered low temperature phase. Typically, both in functional approaches as well as on the lattice, eq. (80) is obtained by an infinitesimal explicit center symmetry breaking in the Cartan direction \( t^3 \), similar to introducing an infinitesimal explicit breaking of \( O(N) \) symmetry described above. In the \( t^3 \) direction the Polyakov loop takes real values and we get \( L_0 = \langle L(x) \rangle \),

with a real positive \( L_0 \), which is a non-trivial solution of the equation of motion (of \( A_0 \)) at finite temperature. The expectation value of the order parameter serves as a physical expansion point for observables as well as the effective action in functional approaches, both in first principle QCD computation and low energy effective theories of QCD. In quantitative approximations the results for observables agree very well with lattice simulations, for the Polyakov loop itself see [81]: The observables are either color blind in the first place and hence do not require a color average and are insensitive to it, or, as in the case of the Polyakov loop, a color direction was singled out for the computation in the first place.

However, the comparison of gauge fixed correlation functions or parts of it is more intricate, as then the averaging is required and may also affect the gauge fixing, for more details and further literature see in particular [67, 101] and the recent review [35]. This intricacy also applies in the present situation and makes a direct comparison of the effective gluon mass difficult.

The lack of a quantitative averaging procedure has forced us to introduce the averaging factor \( f_{av}(N_c) \) in our results, see eq. (29) and the definition of the effective gluon mass, eq. (32) and eq. (52). In the present work we have only determined its \( N_c \)-dependence with the consistency of the large \( N_c \) scaling. As mentioned in the main text, the value of \( f_{av}(N_c) \) is the largest source of systematic error for the effective gluon mass.

### B Flow of the effective potential

Here we provide some details of the computation of the integrated flow eq. (64) of the effective potential, eq. (61a) from the flow equation eq. (59) and the propagators eq. (62). Inserting
the latter into eq. (59) yields,

\[ \bar{\partial}_i \mathcal{W}_k (F^a) = \frac{3}{2} \frac{\partial}{\partial t} \left( \frac{\partial R_a^\dagger (D_T)}{D_T Z_{a,k}(D_T) + R_a^\dagger (D_T)} + \frac{1}{2} \frac{\partial \pi_R^{\dagger} (-\partial^2)}{-\partial^2 + R_a^\dagger (-\partial^2)} \right) + \frac{1}{2} \frac{\partial \pi_R^{\dagger} (-\partial^2)}{-\partial^2 + R_a^\dagger (-\partial^2)} \]

\[ + \frac{1}{2} \text{Tr} \frac{P_0}{-\partial^2 Z_{a,k}(-\partial^2) + R_a^\dagger (-\partial^2)} - \frac{1}{2} \text{Tr} \frac{\partial \pi_R^{\dagger} (p^2)}{p^2 Z_{a,k}(p^2) + R_a^\dagger (p^2)} - \frac{1}{2} \text{Tr} \frac{\partial \pi_R^{\dagger} (p^2)}{p^2 Z_{a,k}(p^2) + R_a^\dagger (p^2)}, \]

where the contributions in the first line are the glue contributions, and \( P_0 \) denotes the projection on the zero-mode. The traces in eq. (82) sum over momenta or space-time, as well as internal and Lorentz indices of the respective field modes. We have three covariant transverse modes and one covariant longitudinal mode, the trivial gauge mode. The term in the second line is the ghost contribution, and the field-independent subtraction in the third line normalises the potential to \( \mathcal{W}_k (F^a = 0) = 0 \). We choose the regulator in consistency with the input data. The regulators in [47] are defined as,

\[ R_{a,k}(p) = p^2 r(x) \left( \tilde{Z}_{a,k} (p) + \pi_R^{\dagger} (p) \right), \]

\[ R_{a,k}(p) = p^2 r(x) \tilde{Z}_{c,a}, \]

with the projection operators \( \pi_R^{\perp,\parallel} \) defined in eq. (38). In eq. (83), \( x \) is the dimensionless momentum variable, \( x = p^2/k^2 \), and the shape function \( r(x) \) used in [47] is given by,

\[ r(x) = \left( \frac{1}{x} - 1 \right) \frac{1}{1 + e^{\frac{x-1}{2}}}, \quad a = 2 \times 10^{-2}. \]

The shape function eq. (84) is a smoothened version of the Litim shape function, [102]. The cutoff dependent prefactors \( \tilde{Z}_{a/c} \) are given by

\[ \tilde{Z}_{a,k} = Z_{a,k}(k), \quad \tilde{Z}_{c,k} = Z_{c,k}(k), \]

with \( k = 1 \) GeV. The choice eq. (85) ensures that the regulators have the same (average) momentum scaling as the two-point functions, regulators proportional to the respective wave function renormalisations of the fields are RG-adapted, see [55]. Moreover, the scale \( k = 1 \) GeV is introduced for computations convenience; it leads to a gluon regulator, that does not diverge at \( p = 0 \) for \( k \to 0 \). While even a singular regulator choice at \( p = 0 \) does not contribute to the momentum integral, it complicates the numerics.

In [67] the regulator was used as it optimises fully momentum dependent approximations, see [55]. However, the resolution of eq. (82) requires the computation of \( \text{Tr} F(-\partial^2) \) and \( \text{Tr} F(-D_T) \) in terms of the discrete Eigenvalues or spectrum of the Laplacians \( -\partial^2 \) and \( D_T \). The spectral properties of the Laplacians are discussed in Appendix C. see also [46].

The optimisation of the approximation in terms of its momentum dependence as used in [67] comes at the price that soft but sharp regulators delay the onset of the asymptotic ultraviolet scaling in the presence of a discrete momentum spectrum, see [103]. Here, asymptotic UV scaling entails, that the effective action reduces to the classical one with a running prefactor, see eq. (65). Indeed, for non-analytic regulators such as the Litim regulator or the sharp regulator the asymptotic UV scaling. In Appendix D we investigate the asymptotic UV scaling in the present set up as well as the regulator (in)dependence of our results.
(a) Integrated UV Flow of the effective potential, \( \mathcal{W}_k(F^a) - \mathcal{W}_{k_{\text{UV}}}(F^a) \), defined in eq. (92), for \( F^a = F_{\delta a} \) as a function of \( F^2 \). Here, \( k_{\text{UV}} = 20 \text{ GeV} \). The substructure for \( k_{\text{on}} \gtrsim k \gtrsim 1 \text{ GeV} \) resolves the shape of the regulator eq. (84).

(b) Effective Potential \( \mathcal{W}_k(F^a) \), defined in eq. (64), for \( F^a = F_{\delta a} \) as a function of \( F^2 \) in the regime \( 0 \leq k \leq k_{\text{UV}} = 20 \text{ GeV} \). The substructure for \( k_{\text{on}} \gtrsim k \gtrsim 1 \text{ GeV} \) resolves the shape of the regulator eq. (84). For \( k = 0 \) see also Figure 1.

Figure 5: Cutoff dependence of the effective potential.

C Spectral properties of Laplacians

In this section we will comment on the background-covariant Laplacians, which were used for the momentum dependence of the Landau-gauge propagators in eq. (59) and eq. (82). Their explicit form follows from the gauge-invariant background field effective action \[104\] and is given by

\[ D_{T\mu\nu} = -D^2 \delta_{\mu\nu} + 2i g F_{\mu\nu}, \quad D_{L\mu\nu} = -D_\mu D_\nu, \quad (86) \]

and \( D_{gh} = -D^2 \). The transverse Laplacian also contains the spin-1 coupling to the background field.

The traces over the Laplace-type operators in eq. (82) can be evaluated upon introduction of Laplace transforms using standard heat-kernel techniques. The subtleties arising from the presence of a self-dual background are discussed in-depth in e.g. \[68,105,106\]. Here, we just quote the relevant spectra in self-dual backgrounds from \[46\],

\[ \text{Spec}\{-D^2\} = F_l(n + m + 1), \quad n, m = 0, 1, 2, \ldots, \]

\[ \text{Spec}\{D_T\} = \left\{ \begin{array}{ll} F_l(n + m + 2), & \text{multiplicity 2} \\ F_l(n + m), & \text{multiplicity 2} \end{array} \right., \quad (87) \]

where \( F_l = |\nu_l|F/\sqrt{2} \). Here, dividing by \( \sqrt{2} \) accounts for the multiplicity in a self-dual formulation of \( F_{\mu\nu} \), and \( \nu_l \) are the eigenvalues to the adjoint color matrix \( n^a \varepsilon^a \). The covariant spin-1 Laplacian \( D_T \) has a double zero mode for \( n = m = 0 \) which is due to the symmetry between colour-electric and colour-magnetic field. The spectral problem of the longitudinal Laplacian \( D_L \) can be mapped onto that of \(-D^2\), such that eq. (87) is sufficient for the calculation in the main part of the paper, see e.g. \[68,105,106\]. The trace \( \text{Tr}' \) is defined as that without the zero
mode, and for a general function $F$ we get,

$$
\text{Tr} F(D_T^2) = 2 \sum_{l=1}^{N^2-1} \left( \frac{F_l}{4\pi} \right)^2 \left[ \sum_{n=0}^{\infty} \sum_{m=1}^{\infty} F(F_l(n+m+2)) + \sum_{n=0}^{m} \sum_{m=1}^{\infty} F(F_l(n+m)) + \sum_{n=1}^{\infty} F(nF_l) \right]
$$

$$
= 4 \sum_{l=1}^{N^2-1} \left( \frac{F_l}{4\pi} \right)^2 \sum_{n,m=0}^{\infty} F(F_l(n+m+1)) = 4 \text{Tr}_{xc} F(-D^2),
$$

where the trace Tr sums over momentum or space-time, internal indices and Lorentz indices of the respective field mode. Equation (88) displays an isospectrality relation between $-D^2$ and the non-zero eigenvalues of $D_T$. As a consequence, all gluon and ghost modes except for the two zero modes couple in the same fashion to the selfdual background. This allows us to compute eq. (82).

D  UV Asymptotics of the effective potential and regulator independence

The present work utilises the ghost and gluon propagators from [47]; which has been obtained within a quantitative approximation to the full Yang-Mills system. There, and in respective works in QCD, [67,75,107] it has been checked that the choice of the regulator is of subleading importance for the propagators at vanishing cutoff scale, which is one of the self-consistency checks that goes into an estimate of the systematic error.

As mentioned at the end of Appendix B, the relatively sharp regulator here delays the onset of UV asymptotics and hence the onset cutoff scale $k \gtrsim k_{on}$ of the regime in which the effective potential reduces to the classical form eq. (65). For the sake of convenience we recall it,

$$
\mathcal{W}_k(F^a) \overset{k \gtrsim k_{on}}{\longrightarrow} \frac{F^2}{16\pi\alpha_s(k)}, \quad \alpha_s(k) = \frac{1}{4\pi} \frac{g_s^2}{Z_{A,k}},
$$
with $Z_{A,k} = Z_{A,k}(p = 0)$. In this regime the flow is simply a linear function in $F^2$ with the slope $\partial_t 1/(16\pi\alpha_s)$. Hence, for large cutoff scales we have,

$$\partial_t \mathcal{W}_k(F^a) \rightarrow \frac{\partial_t \alpha_s(k)}{\alpha_s(k)} \frac{1}{16\pi\alpha_s(k)} F^2. \quad (90)$$

The coupling $\alpha_s$ in eq. (89) is the background coupling which has the same (two-loop) universal $\beta$-function as the fluctuation coupling $\alpha_s,\text{fluc} = g_s^2/(4\pi Z_A Z_2^2)$ computed in [47]. However, the equivalence of the perturbative $\beta$-functions still allows for a global rescaling $\alpha_s = \tilde{\gamma} \alpha_s,\text{fluc}$ whose value is checked by comparing the two flows for $k \rightarrow k_{\text{UV}}$,

$$\tilde{\gamma} = \lim_{F^2 \rightarrow 0} \frac{16\pi\alpha_s^2,\text{fluc}}{\partial_t \alpha_s,\text{fluc}} \int \frac{d^4k}{k^2} \mathcal{W}_k(F^a) \approx 1. \quad (91)$$

This fixes our initial condition, and in Figure 5 we show both, the respective integrated flow, Figure 5a, and the full cutoff dependent effective potential that also involves the initial condition, Figure 5b. The integrated flow from the UV scale $k_{\text{UV}} = 20$ GeV to a general cutoff scale $k$ is given by

$$\mathcal{W}_k(F^a) - \mathcal{W}_{k_{\text{UV}}}(F^a) = -\int_k^{k_{\text{UV}}} \frac{dk}{k} \partial_t \mathcal{W}_k(F^a). \quad (92)$$

One clearly sees the linear dependence on $F^2$ for $k \rightarrow k_{\text{UV}}$. At lower scales $k \rightarrow k_{\text{on}}$ with $k_{\text{on}} \approx 14$ GeV the transition regime sets in, in which the integrated flow resolves the shape function. Finally, for physical cutoff scales $k \lesssim 1$ GeV the form of the shape function gets irrelevant and the integrated flow is getting smooth again. This shows very impressively that the information about the shape function is integrated out and disappears in the physical limit $k \rightarrow 0$.

We have also checked that the effective potential $\mathcal{W}\text{eff}(F^a)$ is RG-consistent [55, 79]. This is the simple requirement that $\mathcal{W}\text{eff}(F^a)$ does not vary if the flow is initiated at another cutoff scale $k_{\text{UV}}$. Accordingly, it is a consistency check on the initial effective potential $\mathcal{W}_k(F^a)$. Figure 6 depicts the physical effective potential $\mathcal{W}\text{eff}(F^a)$, obtained from computations with $k_{\text{UV}} = 15, 18, 20$ GeV. The initial effective potentials are given by eq. (89), where the scale dependency of the coupling $\alpha_s$ is obtained from the 1-loop beta function of the background coupling. These computations confirm the quantitative validity of the one-loop estimate for $\mathcal{W}_{k_{\text{UV}}}$ for these large initial cutoff scales. In turn, for lower cutoff scales, the one-loop form is gradually lost which can be easily seen by the substructure (in $F^2$) of the flow.

Finally, we also report on results for the effective potential obtained by integrating the flow with a smoother regulator

$$R_k(p) = k^2 e^{-p^2/k^2}. \quad (93)$$

Such a regulator decreases the numerical effort considerably. Note that this is not a self-consistent computation as it also requires cutoff-dependent propagators computed with the same regulator eq. (93). However, we use this as a stability test of our results, and hence a further systematic error control. The respective result for the cutoff dependent effective potential is shown in Figure 7, and one clearly sees that the use of a smoother regulator removes the substructures in the flow. The minimum value of $F^2$ at $k = 0$ is given by

$$\langle F^2 \rangle_{\lambda_3} = 0.93(14) \text{GeV}^4, \quad (94)$$

to be compared with eq. (70). These values compare well, which informs our estimate of the systematic error.
Figure 7: Effective Potential $\mathcal{W}_k(F^3)$, defined in eq. (64), for $F^a = F \delta^a_3$ as a function of $F^2$ obtained from integrating the flow with the regulator eq. (93). In comparison to Figure 5b the regulator is much smoother, which translates to the smoothness in $k_\text{on} \gtrsim k \gtrsim 1$ GeV.

E Fitting procedure

Formally, the coefficient $Z_{\text{cond}}$ in eq. (50) is defined via an operator product expansion of the gluon propagator, and stems from the local operator eq. (20). The present computation of the effective potential $\mathcal{W}_{\text{eff}}$ is detailed in Appendix D, Appendix C, Appendix B and uses the scaling propagator from [47]. The latter is obtained within a quantitative approximation of the coupled set of functional equations for Yang-Mills correlation functions, for respective DSE results see [72]. In [47], also decoupling solutions have been computed including a lattice-type solution, for respective lattice propagators see [20,85].

The extraction of the $p^4$-coefficient stemming from eq. (20) requires the distinction of the infrared dynamics in the propagator, which in the present approach relates to the emergence

Table 1: Extrapolation results for the wave function renormalisation $Z_{\text{cond}}$ at $p = 0$ based on the fit results for $Z_{\text{cond}}(p_{\text{min}})$ as a function of the lower fit interval bound $p_{\text{min}}$, see Figure 8. The final estimate is obtained as the average of the scaling fRG and decoupling lattice data. In order to conservatively estimate possible systematic uncertainties (see text), we use the separate scaling fRG and lattice results as error bars.

|                  | $Z_{\text{cond}}$ [GeV$^{-2}$] |
|------------------|---------------------------------|
| scaling (fRG)    | 0.168(31)                       |
| decoupling (lattice) | 0.129(19)                       |
| decoupling (fRG)  | 0.1147(22)                      |
| Estimate         | 0.149(19)                       |
of the color condensates, from the coefficients of the local operators. This mixing for small momenta makes it impossible to extract the $p^4$-coefficient in an expansion about $p = 0$ without further information on the momentum dependence of the condensate. Instead we shall evaluate the propagator for sufficiently large momentum scales, for which the condensate vanishes, $\langle F \rangle \to 0$. The cutoff scale resembles the momentum scale $p$, indeed it is introduced in the two-point function itself as a momentum cutoff. Hence, we deduce from the flow of the minimum of $W_{\text{eff}}$ depicted in Figure 3, that the condensate vanishes for $p \gtrsim 1/2$ GeV. Accordingly we determine $Z_{\text{cond}}$ from fits

$$Z_a^{\text{fit}}(p^2) = \frac{Z_m}{p^2} + Z_{p^2} + Z_{\text{cond}}p^2$$  \hspace{1cm} (95)

to the gluon wave function $Z_a(p^2)$ in the momentum regime

$$p \in [p_{\text{min}}, p_{\text{max}}]$$  \hspace{1cm} (96)

with

$$p_{\text{min}} \in [0.77, 1.27]\text{GeV}, \quad p_{\text{max}} \in [1.95, 2.23]\text{GeV},$$  \hspace{1cm} (97)

where the range of values for $p_{\text{min}}$ is adapted to the data points of the sparse fRG data.

The upper bound $p_{\text{max}}$ is chosen such, that the interval sustains a Taylor expansion while containing a sufficient amount of data points for fitting, also adapted to the fRG data points. Its maximum value is further constrained by the UV boundary of the lattice data from [85], which are used for comparison as well as the error estimate, together with the lattice data from [22].
The constants $Z_m$, $Z_{p^2}$ and $Z_{\text{cond}}$ in eq. (95) are fit parameters. Here $Z_m$ takes care of the infrared gapping dynamics, and $Z_{p^2}$ related to a standard (infrared) wave function renormalisation. Both parts carry the details of the IR behaviour of the propagator and may vary largely for different solutions. In turn, the coefficient $Z_{\text{cond}}$ should not.

We perform the fits for different values of the lower fitting interval bound $p_{\text{min}}$. For every fit, $p_{\text{max}}$ is varied between the points in the $p_{\text{max}}$ interval, comp. eq. (97). In addition, we transform the lattice and fRG data sets into the respective (inverse) dressing function and inverse propagator, and fit those with the respective fit functions corresponding to eq. (95). This provides us with a $Z_{\text{cond}}(p_{\text{min}})$ given as the average over the single fit results for the different values of $p_{\text{max}}$ and representations of the data set, with uncertainty given by the standard deviation.

Eventually, we extract the wave function renormalisation $Z_{\text{cond}}$ at $p = 0$ via a limiting procedure as

$$Z_{\text{cond}} = \lim_{p_{\text{min}} \to 0} Z_{\text{cond}}(p_{\text{min}}).$$

The limit is obtained within an extrapolation of the $Z_{\text{cond}}(p_{\text{min}})$ discussed below. We extract $Z_{\text{cond}}$ from both the scaling fRG data of [47] as well as the lattice solution [85], see Figure 8 and Table 1 for the numerical values. We also provide $Z_{\text{cond}}$ from a lattice-type fRG decoupling solution for comparison in Table 1. When lowering the lower fit interval bound $p_{\text{min}}$, the results for $Z_{\text{cond}}$ differ more and more. This can be attributed to the different infrared behaviour of the two data sets. Accordingly, we exclude as many incompatible data points as possible from the extrapolation fit regime while keeping enough data for a meaningful prediction of $Z_{\text{cond}}(p = 0)$.

As the data from [47] are relatively sparse and hence the respective $Z_{\text{cond}}(p_{\text{min}})$ and the extrapolation show large error bars, we support this extrapolation with one obtained from dense fRG data provided in [108, 109]. While the approximation used in the latter computations is not as sophisticated as that used in [47], it allows for a relatively quick production of dense data. The scaling solution of [108] yields $Z_{\text{cond}} = 0.166(33)$, which agrees extremely well with the scaling solution estimate of [47], comp. Table 1.

Our final estimate for $Z_{\text{cond}}$ is obtained by averaging the scaling fRG and lattice result, yielding

$$Z_{\text{cond}} = 0.149(19).$$

The error bars are given by the separate extrapolation results for scaling fRG and lattice data in order to incorporate systematic uncertainties such as the influence of the different infrared behaviours.

### F Schwinger mechanism

In order to facilitate the comparison with the literature, in this Appendix we modify the notation employed in the main body of the article, denoting by $\Delta(q^2)$ and $D(q^2)$ the gluon and ghost propagators, respectively, and by $Z(q^2)$ and $F(q^2)$ their dressing functions: $Z(q^2) := q^2 \Delta(q^2)$ and $F(q^2) := q^2 D(q^2)$.

According to one of the main approaches put forth in a number of works [99, 110–113], the generation of an effective gluon mass proceeds through the non-Abelian implementation of the well-known Schwinger mechanism [114–117]. Within this scenario, the fundamental vertices that enter in the DSE of the gluon propagator, $\Delta(q^2)$, contain longitudinally coupled massless poles, which eventually trigger the result $\Delta^{-1}(0) := m_{\text{gap}}^2$. 
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The momentum dependence of $C(q^2)$ and $C(q^2)$.

In particular, the three-gluon vertex, $\Gamma_{\mu\alpha\beta}(q, r, p)$, and the ghost-gluon vertex, $\Pi_{\mu}(q, r, p)$, are composed by two distinct types of terms, namely

\[
\Gamma_{\mu\alpha\beta}(q, r, p) = \Gamma_{\mu\alpha\beta}(q, r, p) + \frac{q_\mu}{q^2} g_{\alpha\beta} C_1(q, r, p) + \cdots ,
\]

\[
\Pi_{\mu}(q, r, p) = \Pi_{\mu}(q, r, p) + \frac{q_\mu}{q^2} C(q, r, p),
\]

where the terms $\Gamma_{\mu\alpha\beta}(q, r, p)$ and $\Pi_{\mu}(q, r, p)$ contain all pole-free contributions, which may diverge at most logarithmically as $q \to 0$ [118]. The ellipses in the first relation of eq. (100) denote terms proportional to $r_\alpha/r^2$ or $p_\beta/p^2$, which are annihilated when contracted with the transverse (Landau gauge) gluon propagators inside the relevant diagrams of the DSEs, or tensorial structures that are subleading in the limit $q \to 0$.

A detailed analysis [119] based on the Slavnov-Taylor identities satisfied by the above vertices reveals that

\[
C_1(0, r, -r) = C(0, r, -r) = 0.
\]

Therefore, the Taylor expansion of $C_1(q, r, p)$ and $C(q, r, p)$ around $q = 0$ yields

\[
\lim_{q \to 0} C_1(q, r, p) = 2(q \cdot r) \frac{\partial C_1(q, r, p)}{\partial p^2} \bigg|_{q=0} + O(q^2),
\]

\[
\lim_{q \to 0} C(q, r, p) = 2(q \cdot r) \frac{\partial C(q, r, p)}{\partial p^2} \bigg|_{q=0} + O(q^2).
\]

Thus, inserting the vertices of eq. (100) into the DSE of the gluon propagator and taking the limit $q \to 0$, one arrives at (see Appendix E) [112]

\[
m^2_{\text{gap}} = \frac{3C_A\alpha_s}{8\pi} \int_0^\infty dy \left[ 6\pi\alpha_s C_A Y(y) - 1 \right] C(y) + \frac{C_A\alpha_s}{8\pi} \int_0^\infty dy F^2(y) C(y). \tag{103}
\]

In the above formula, $\alpha_s = g^2/4\pi$, defined at the renormalisation point $\mu$ where the ingredients of eq. (103) have been renormalised, within the momentum subtraction (MOM) scheme; the renormalisation point has been chosen at $\mu = 4.3$ GeV. Moreover, $C_A$ is the Casimir eigenvalue of the adjoint representation with $C_A = N_c$ for $SU(N)$. Finally, $Z(y)$ and $F(y)$ denote the
dressing functions of the gluon and ghost, respectively, and $Y(k^2)$ is an appropriately projected contribution of the subdiagram shown in Appendix E.

The functional form of the pole residues $C(k^2)$ and $C(k^2)$ is determined from the linear homogeneous system of coupled Bethe-Salpeter equations that they satisfy. This system is derived from the corresponding DSEs governing the dynamics of $\Pi_{\mu\alpha\beta}(q, r, p)$ and $\Pi_{\mu}(q, r, p)$, in the limit $q \to 0$; for further details, see [112].

The resulting eigenvalue problem yields non-trivial solutions for $C(k^2)$ and $C(k^2)$, for a specific value of the coupling $\alpha_s$, which depends on the details of the ingredients that enter in the kernels of the Bethe-Salpeter system. It is important to emphasise that the homogeneity and linearity of the equations leaves the overall scale of the corresponding solutions undetermined. The scale setting is implemented by solving the vertex DSEs for general kinematics, using as input the particular $\alpha_s$ that was singled out by the eigenvalue condition. Then, from the general 3-D solution the particular slice that corresponds to $C(k^2)$ and $C(k^2)$ is identified, furnishing precisely the correctly rescaled version of the solutions obtained from the system. The final form of the scale-fixed pole residues is shown in Appendix E.

The next step consists in substituting into eq. (103) the scale-fixed $C(k^2)$ and $C(k^2)$, and use refined lattice data [85] for the gluon and ghost dressing functions, $Z(k^2)$ and $F(k^2)$. The lattice propagators have been normalised at the point $\mu = 4.3$ GeV, namely the highest momentum scale available in this simulation. For the purpose of the comparison with the results computed in the present work we match the scales of the lattice data in [85] with that in [47], which leads us to

$$m_{\text{gap}}^{(\text{Schwinger})} = 0.320(35)\text{ GeV}. \quad (104)$$

Equation (104) is in excellent agreement with the estimate $m_{\text{gap}} = 0.322(34)\text{ GeV}$ obtained in the present work, see eq. (75). Both compare rather favourably to the central lattice value $\Delta^{-1/2}(0) = 0.354\text{ GeV}$. The predominant source of error in the calculation using the Schwinger mechanism originates from the uncertainties in the non-perturbative structure of the pole-free vertex $\Gamma_{\mu\alpha\beta}(q, r, p)$, which affects both the determination of the function $Y(k^2)$ in eq. (103), as well as the kernels of the Bethe-Salpeter equations that determine the functions $C(k^2)$ and $C(k^2)$.

References

[1] H. Fritzsch and M. Gell-Mann, Current algebra: Quarks and what else?, arXiv:hep-ph/0208010.

[2] H. Fritzsch and P. Minkowski, $\Psi$-resonances, gluons and the Zweig rule, Nuov Cim. A 30, 393 (1975), doi:10.1007/BF02730295.

[3] C. Michael and M. Teper, The glueball spectrum in SU(3), Nucl. Phys. B 314, 347 (1989), doi:10.1016/0550-3213(89)90156-9.

[4] G. S. Bali, K. Schilling, A. Hulsebos, A. C. Irving, C. Michael and P. W. Stephens- son, A comprehensive lattice study of SU(3) glueballs, Phys. Lett. B 309, 378 (1993), doi:10.1016/0370-2693(93)90948-H.

[5] C. J. Morningstar and M. Peardon, Glueball spectrum from an anisotropic lattice study, Phys. Rev. D 60, 034509 (1999), doi:10.1103/PhysRevD.60.034509.

[6] E. Gregory, A. Irving, B. Lucini, C. McNeile, A. Rago, C. Richards and E. Rinaldi, Towards the glueball spectrum from unquenched lattice QCD, J. High Energy Phys. 10, 170 (2012), doi:10.1007/JHEP10(2012)170.
[7] A. Athenodorou and M. Teper, *The glueball spectrum of SU(3) gauge theory in 3 + 1 dimensions*, J. High Energy Phys. **11**, 172 (2020), doi:10.1007/JHEP11(2020)172.

[8] A. Szczepaniak, E. S. Swanson, C.-R. Ji and S. R. Cotanch, *Glueball spectroscopy in a relativistic many-body approach to hadronic structure*, Phys. Rev. Lett. **76**, 2011 (1996), doi:10.1103/PhysRevLett.76.2011.

[9] A. P. Szczepaniak and E. S. Swanson, *The low-lying glueball spectrum*, Phys. Lett. B **577**, 61 (2003), doi:10.1016/j.physletb.2003.10.008.

[10] V. Mathieu, N. Kochelev and V. Vento, *The physics of glueballs*, Int. J. Mod. Phys. E **18**, 1 (2009), doi:10.1142/S0218301309012124.

[11] D. Dudal, M. S. Guimaraes and S. P. Sorella, *Glueball masses from an infrared moment problem*, Phys. Rev. Lett. **106**, 062003 (2011), doi:10.1103/PhysRevLett.106.062003.

[12] J. Meyers and E. S. Swanson, *Spin zero glueballs in the Bethe-Salpeter formalism*, Phys. Rev. D **87**, 036009 (2013), doi:10.1103/PhysRevD.87.036009.

[13] I. C. Cloët and C. D. Roberts, *Explanation and prediction of observables using continuum strong QCD*, Prog. Part. Nucl. Phys. **77**, 1 (2014), doi:10.1016/j.ppnp.2014.02.001.

[14] H. Sanchis-Alepuz, C. S. Fischer, C. Kellermann and L. von Smekal, *Glueballs from the Bethe-Salpeter equation*, Phys. Rev. D **92**, 034001 (2015), doi:10.1103/PhysRevD.92.034001.

[15] E. V. Souza, M. N. Ferreira, A. C. Aguilar, J. Papavassiliou, C. D. Roberts and S.-S. Xu, *Pseudoscalar glueball mass: A window on three-gluon interactions*, Eur. Phys. J. A **56**, 25 (2020), doi:10.1140/epja/s10050-020-00041-y.

[16] M. Q. Huber, C. S. Fischer and H. Sanchis-Alepuz, *Spectrum of scalar and pseudoscalar glueballs from functional methods*, Eur. Phys. J. C **80**, 1077 (2020), doi:10.1140/epjc/s10052-020-08649-6.

[17] A. Cucchieri, *What's up with IR gluon and ghost propagators in Landau gauge? An answer from huge lattices*, Proc. Sci. **42**, 297 (2008), doi:10.22323/1.042.0297.

[18] A. Cucchieri and T. Mendes, *Constraints on the infrared behavior of the gluon propagator in Yang-Mills theories*, Phys. Rev. Lett. **100**, 241601 (2008), doi:10.1103/PhysRevLett.100.241601.

[19] A. Cucchieri and T. Mendes, *Landau-gauge propagators in Yang-Mills theories at β = 0: Massive solution versus conformal scaling*, Phys. Rev. D **81**, 016005 (2010), doi:10.1103/PhysRevD.81.016005.

[20] A. Sternbeck, *Lattice study of the infrared behavior of QCD Green’s functions in Landau gauge*, Proc. Sci. **32**, 076 (2006), doi:10.22323/1.032.0076.

[21] I. L’vovich Bogolubsky, E.-M. Ilgenfritz, M. Muller-Preussker and A. Sternbeck, *Landau-gauge gluon and ghost propagators in 4D SU(3) gluodynamics on large lattice volumes*, Proc. Sci. **42**, 290 (2008), doi:10.22323/1.042.0290.

[22] I. L. Bogolubsky, E.-M. Ilgenfritz, M. Müller-Preussker and A. Sternbeck, *Lattice gluodynamics computation of Landau-gauge Green’s functions in the deep infrared*, Phys. Lett. B **676**, 69 (2009), doi:10.1016/j.physletb.2009.04.076.
[23] P. Silva and O. Oliveira, *The lattice infrared Landau gauge gluon propagator: The infinite volume limit*, Proc. Sci. **91**, 2897 (2010), doi:10.22323/1.091.0226.

[24] J. M. Pawlowski, D. Spielmann and I.-O. Stamatescu, *Lattice Landau gauge with stochastic quantisation*, Nucl. Phys. B **830**, 291 (2010), doi:10.1016/j.nuclphysb.2009.12.036.

[25] O. Oliveira and P. Bicudo, *Running gluon mass from a Landau gauge lattice QCD propagator*, J. Phys. G: Nucl. Part. Phys. **38**, 045003 (2011), doi:10.1088/0954-3899/38/4/045003.

[26] A. Maas, *Gauge bosons at zero and finite temperature*, Phys. Rep. **524**, 203 (2013), doi:10.1016/j.physrep.2012.11.002.

[27] A. C. Aguilar, D. Binosi and J. Papavassiliou, *Gluon and ghost propagators in the Landau gauge: Deriving lattice results from Schwinger-Dyson equations*, Phys. Rev. D **78**, 025010 (2008), doi:10.1103/PhysRevD.78.025010.

[28] P. Boucaud, J. P. Leroy, A. Le Yaouanc, J. Micheli, O. Pène and J. Rodríguez-Quintero, *IR finiteness of the ghost dressing function from numerical resolution of the ghost SD equation*, J. High Energy Phys. **06**, 012 (2008), doi:10.1088/1126-6708/2008/06/012.

[29] C. S. Fischer, A. Maas and J. M. Pawlowski, *On the infrared behavior of Landau gauge Yang-Mills theory*, Ann. Phys. **324**, 2408 (2009), doi:10.1016/j.aop.2009.07.009.

[30] D. Binosi and J. Papavassiliou, *Pinch technique: Theory and applications*, Phys. Rep. **479**, 1 (2009), doi:10.1016/j.physrep.2009.05.001.

[31] M. Q. Huber, *Nonperturbative properties of Yang-Mills theories*, Phys. Rep. **879**, 1 (2020), doi:10.1016/j.physrep.2020.04.004.

[32] J. M. Pawlowski, D. F. Litim, S. Nedelko and L. von Smekal, *Infrared behavior and fixed points in Landau-gauge QCD*, Phys. Rev. Lett. **93**, 152002 (2004), doi:10.1103/PhysRevLett.93.152002.

[33] H. Gies, *Introduction to the Functional RG and Applications to Gauge Theories*, in Renormalization group and effective field theory approaches to many-body systems, Springer Berlin Heidelberg, Berlin, Heidelberg, ISBN 9783642273193 (2012), doi:10.1007/978-3-642-27320-9_6.

[34] J. Braun, *Fermion interactions and universal behavior in strongly interacting theories*, J. Phys. G: Nucl. Part. Phys. **39**, 033001 (2012), doi:10.1088/0954-3899/39/3/033001.

[35] N. Dupuis, L. Canet, A. Eichhorn, W. Metzner, J. M. Pawlowski, M. Tissier and N. Wschebor, *The nonperturbative functional renormalization group and its applications*, Phys. Rep. **910**, 1 (2021), doi:10.1016/j.physrep.2021.01.001.

[36] J. Braun, H. Gies and J. M. Pawlowski, *Quark confinement from colour confinement*, Phys. Lett. B **684**, 262 (2010), doi:10.1016/j.physletb.2010.01.009.

[37] L. Fister and J. M. Pawlowski, *Confinement from correlation functions*, Phys. Rev. D **88**, 045010 (2013), doi:10.1103/PhysRevD.88.045010.

[38] E. Farhi and R. Jackiw, eds., *Dynamical gauge symmetry breaking. A collection of reprints*, (1982).
[39] I. J. R. Aitchison and A. J.G. Hey, *Gauge theories in particle physics: A practical introduction, Volume 2: Non-Abelian gauge theories*, CRC Press, Boca Raton, Florida, US, ISBN 9780429185397 (2012), doi:10.1201/9781466513105.

[40] J. M. Cornwall, *Dynamical mass generation in continuum quantum chromodynamics*, Phys. Rev. D 26, 1453 (1982), doi:10.1103/PhysRevD.26.1453.

[41] M. J. Lavelle and M. Schaden, *Propagators and condensates in QCD*, Phys. Lett. B 208, 297 (1988), doi:10.1016/0370-2693(88)90433-9.

[42] M. Lavelle, *Gauge-invariant effective gluon mass from the operator-product expansion*, Phys. Rev. D 44, R26 (1991), doi:10.1103/PhysRevD.44.R26.

[43] C. Wetterich, *Phase transition between three- and two-flavor QCD?*, arXiv:hep-ph/0102248.

[44] C. Wetterich, *Spontaneously broken color*, Phys. Rev. D 64, 036003 (2001), doi:10.1103/PhysRevD.64.036003.

[45] C. Wetterich, *Higgs picture of the QCD-vacuum*, AIP Conf. Proc. 739, 123 (2004), doi:10.1063/1.1843594.

[46] A. Eichhorn, H. Gies and J. M. Pawlowski, *Gluon condensation and scaling exponents for the propagators in Yang-Mills theory*, Phys. Rev. D 83, 045014 (2011), doi:10.1103/PhysRevD.83.069903, [Erratum: Phys.Rev.D 83, 069903].

[47] A. K. Cyrol, L. Fister, M. Mitter, J. M. Pawlowski and N. Strodthoff, *Landau gauge Yang-Mills correlation functions*, Phys. Rev. D 94, 054005 (2016), doi:10.1103/PhysRevD.94.054005.

[48] C. Wetterich, *Gluon-meson duality*, Phys. Lett. B 462, 164 (1999), doi:10.1016/S0370-2693(99)00876-X.

[49] C. Wetterich, *Gluon-meson duality in the Mean Field Approximation*, Eur. Phys. J. C 18, 577 (2001), doi:10.1007/s100520000518.

[50] H. Gies, J. Jaeckel, J. M. Pawlowski and C. Wetterich, *Do instantons like a colorful background?*, Eur. Phys. J. C 49, 997 (2007), doi:10.1140/epjc/s10052-006-0178-2.

[51] C. T. Hill, *Are there significant gravitational corrections to the unification scale?*, Phys. Lett. B 135, 47 (1984), doi:10.1016/0370-2693(84)90451-9.

[52] Q. Shafi and C. Wetterich, *Modification of predictions of grand unified theories in the presence of spontaneous compactification*, Phys. Rev. Lett. 52, 875 (1984), doi:10.1103/PhysRevLett.52.875.

[53] U. Ellwanger and C. Wetterich, *Evolution equations for the quark-meson transition*, Nucl. Phys. B 423, 137 (1994), doi:10.1016/0550-3213(94)90568-1.

[54] H. Gies and C. Wetterich, *Renormalization flow of bound states*, Phys. Rev. D 65, 065001 (2002), doi:10.1103/PhysRevD.65.065001.

[55] J. M. Pawlowski, *Aspects of the functional renormalisation group*, Ann. Phys. 322, 2831 (2007), doi:10.1016/j.aop.2007.01.007.

[56] F. Lamprecht, *Confinement in Polyakov gauge and flow equation of dynamical degrees of freedom*, Ph.D. thesis, Heidelberg (2007).
[57] S. Floerchinger and C. Wetterich, *Exact flow equation for composite operators*, Phys. Lett. B **680**, 371 (2009), doi:10.1016/j.physletb.2009.09.014.

[58] F. Isaule, M. C. Birse and N. R. Walet, *Application of the functional renormalization group to Bose gases: From linear to hydrodynamic fluctuations*, Phys. Rev. B **98**, 144502 (2018), doi:10.1103/PhysRevB.98.144502.

[59] W.-j. Fu, J. M. Pawlowski and F. Rennecke, *QCD phase structure at finite temperature and density*, Phys. Rev. D **101**, 054032 (2020), doi:10.1103/PhysRevD.101.054032.

[60] A. Baldazzi, R. Ben Ali Zinati and K. Falls, *Essential renormalisation group*, arXiv:2105.11482.

[61] R. Daviet and N. Dupuis, *Flowing bosonization in the nonperturbative functional renormalization-group approach*, SciPost Phys. **12**, 110 (2022), doi:10.21468/SciPostPhys.12.3.110.

[62] F. J. Wegner, *Some invariance properties of the renormalization group*, J. Phys. C: Solid State Phys. **7**, 2098 (1974), doi:10.1088/0022-3719/7/12/004.

[63] H. Gies and C. Wetterich, *Universality of spontaneous chiral symmetry breaking in gauge theories*, Phys. Rev. D **69**, 025001 (2004), doi:10.1103/PhysRevD.69.025001.

[64] J. Braun, *The QCD phase boundary from quark-gluon dynamics*, Eur. Phys. J. C **64**, 459 (2009), doi:10.1140/epjc/s10052-009-1136-6.

[65] J. Braun, L. Fister, J. M. Pawlowski and F. Rennecke, *From quarks and gluons to hadrons: Chiral symmetry breaking in dynamical QCD*, Phys. Rev. D **94**, 034016 (2016), doi:10.1103/PhysRevD.94.034016.

[66] F. Rennecke, *Vacuum structure of vector mesons in QCD*, Phys. Rev. D **92**, 076012 (2015), doi:10.1103/PhysRevD.92.076012.

[67] A. K. Cyrol, M. Mitter, J. M. Pawlowski and N. Strodthoff, *Nonperturbative quark, gluon, and meson correlators of unquenched QCD*, Phys. Rev. D **97**, 054006 (2018), doi:10.1103/PhysRevD.97.054006.

[68] M. Reuter and C. Wetterich, *Indications for gluon condensation from nonperturbative flow equations*, arXiv:hep-th/9411227.

[69] M. Reuter and C. Wetterich, *Gluon condensation in nonperturbative flow equations*, Phys. Rev. D **56**, 7893 (1997), doi:10.1103/PhysRevD.56.7893.

[70] L. F. Abbott, *The background field method beyond one loop*, Nucl. Phys. B **185**, 189 (1981), doi:10.1016/0550-3213(81)90371-0.

[71] T. Kugo and I. Ojima, *Local covariant operator formalism of non-Abelian gauge theories and quark confinement problem*, Prog. Theor. Phys. Suppl. **66**, 1 (1979), doi:10.1143/PTPS.66.1.

[72] M. Q. Huber, *Correlation functions of Landau gauge Yang-Mills theory*, Phys. Rev. D **101**, 114009 (2020), doi:10.1103/PhysRevD.101.114009.

[73] D. Binosi and J. Papavassiliou, *Pinch technique and the Batalin-Vilkovisky formalism*, Phys. Rev. D **66**, 025024 (2002), doi:10.1103/PhysRevD.66.025024.
[74] F. Gao, J. Papavassiliou and J. M. Pawlowski, Fully coupled functional equations for the quark sector of QCD, Phys. Rev. D 103, 094013 (2021), doi:10.1103/PhysRevD.103.094013.

[75] L. Corell, A. K. Cyrol, M. Mitter, J. M. Pawlowski and N. Strodthoff, Correlation functions of three-dimensional Yang-Mills theory from the FRG, SciPost Phys. 5, 066 (2018), doi:10.21468/SciPostPhys.5.6.066.

[76] B. Lucini and M. Panero, Introductory lectures to large-N QCD phenomenology and lattice results, Prog. Part. Nucl. Phys. 75, 1 (2014), doi:10.1016/j.ppnp.2014.01.001.

[77] D. F. Litim and J. M. Pawlowski, On gauge invariant Wilsonian flows, arXiv:hep-th/9901063.

[78] J. Berges, N. Tetradis and C. Wetterich, Non-perturbative renormalization flow in quantum field theory and statistical physics, Phys. Rep. 363, 223 (2002), doi:10.1016/S0370-1573(01)00098-9.

[79] J. Braun, M. Leonhardt and J. M. Pawlowski, Renormalization group consistency and low-energy effective theories, SciPost Phys. 6, 056 (2019), doi:10.21468/SciPostPhys.6.5.056.

[80] P van Baal, QCD in a finite volume, in At the frontier of particle physics, World Scientific, Singapore, ISBN 9789812810458 (2001), doi:10.1142/9789812810458_0021.

[81] T. K. Herbst, J. Luecker and J. M. Pawlowski, Confinement order parameters and fluctuations, arXiv:1510.03830.

[82] S. Narison, Power corrections to $\alpha_s(M_r)$, $|V_{us}|$ and $m_s$, Phys. Lett. B 673, 30 (2009), doi:10.1016/j.physletb.2009.01.062.

[83] G. S. Bali and A. Pineda, Phenomenology of renormalons and the OPE from lattice regularization: The gluon condensate and the heavy quark pole mass, AIP Conf. Proc. 1701 (2016), doi:10.1063/1.4938616.

[84] Ph. Boucaud, F. De Soto, K. Raya, J. Rodriguez-Quintero and S. Zafeiropoulos, Discretization effects on renormalized gauge-field Green’s functions, scale setting, and the gluon mass, Phys. Rev. D 98, 114515 (2018), doi:10.1103/PhysRevD.98.114515.

[85] A. C. Aguilar, C. O. Ambrósio, F. De Soto, M. N. Ferreira, B. M. Oliveira, J. Papavassiliou and J. Rodriguez-Quintero, Ghost dynamics in the soft gluon limit, Phys. Rev. D 104, 054028 (2021), doi:10.1103/PhysRevD.104.054028.

[86] G. Parisi and R. Petronzio, On low energy tests of QCD, Phys. Lett. B 94, 51 (1980), doi:10.1016/0370-2693(80)90822-9.

[87] C. Bernard, Monte Carlo evaluation of the effective gluon mass, Phys. Lett. B 108, 431 (1982), doi:10.1016/0370-2693(82)91228-X.

[88] C. Bernard, Adjoint Wilson lines and the effective gluon mass, Nucl. Phys. B 219, 341 (1983), doi:10.1016/0550-3213(83)90645-4.

[89] J. F. Donoghue, Gluon “mass” in the bag model, Phys. Rev. D 29, 2559 (1984), doi:10.1103/PhysRevD.29.2559.
[90] J. E. Mandula and M. Ogilvie, *The gluon is massive: A lattice calculation of the gluon propagator in the Landau gauge*, Phys. Lett. B 185, 127 (1987), doi:10.1016/0370-2693(87)91541-3.

[91] C. Ryong Ji and F. Amiri, *Perturbative QCD analysis of pion and kaon form factors and pair production in photon-photon collisions using a frozen coupling constant*, Phys. Rev. D 42, 3764 (1990), doi:10.1103/PhysRevD.42.3764.

[92] F. Halzen, G. Krein and A. A. Natale, *Relating the QCD Pomeron to an effective gluon mass*, Phys. Rev. D 47, 295 (1993), doi:10.1103/PhysRevD.47.295.

[93] F. J. Ynduráin, *Limits on the mass of the gluon*, Phys. Lett. B 345, 524 (1995), doi:10.1016/0370-2693(94)01677-5.

[94] J. H. Field, *Phenomenological analysis of gluon mass effects in inclusive radiative decays of the J/ψ and Υ*, Phys. Rev. D 66, 013013 (2002), doi:10.1103/PhysRevD.66.013013.

[95] O. Philipsen, *On the non-perturbative gluon mass and heavy quark physics*, Nucl. Phys. B 628, 167 (2002), doi:10.1016/S0550-3213(02)00089-5.

[96] E. G. S. Luna, A. F. Martini, M. J. Menon, A. Mihara and A. A. Natale, *Influence of a dynamical gluon mass in the pp and p ¯p forward scattering*, Phys. Rev. D 72, 034019 (2005), doi:10.1103/PhysRevD.72.034019.

[97] A. Deur, S. J. Brodsky and G. F. de Téramond, *The QCD running coupling*, Prog. Part. Nucl. Phys. 90, 1 (2016), doi:10.1016/j.ppnp.2016.04.003.

[98] S. Weishi Li, P. Lowdon, O. Oliveira and P. J. Silva, *The generalised infrared structure of the gluon propagator*, Phys. Lett. B 803, 135329 (2020), doi:10.1016/j.physletb.2020.135329.

[99] A. C. Aguilar, M. N. Ferreira and J. Papavassiliou, *Exploring smoking-gun signals of the Schwinger mechanism in QCD*, Phys. Rev. D 105, 014030 (2022), doi:10.1103/PhysRevD.105.014030.

[100] J. Braun, Y.-r. Chen, W.-j. Fu, F. Gao, F. Ihssen, A. Geissel, J. Horak, C. Huang, J. M. Pawlowski, F. Rennecke, F. Sattler, B. Schallmo et al., in preparation (2021).

[101] D. Maria van Egmond, U. Reinosa, J. Serreau and M. Tissier, *A novel background field approach to the confinement-deconfinement transition*, SciPost Phys. 12, 087 (2022), doi:10.21468/SciPostPhys.12.3.087.

[102] D. F. Litim, *Optimisation of the exact renormalisation group*, Phys. Lett. B 486, 92 (2000), doi:10.1016/S0370-2693(00)00748-6.

[103] L. Fister and J. M. Pawlowski, *Functional renormalization group in a finite volume*, Phys. Rev. D 92, 076009 (2015), doi:10.1103/PhysRevD.92.076009.

[104] M. Reuter and C. Wetterich, *Effective average action for gauge theories and exact evolution equations*, Nucl. Phys. B 417, 181 (1994), doi:10.1016/0550-3213(94)90543-6.

[105] H. Gies, *Running coupling in Yang-Mills theory: A flow equation study*, Phys. Rev. D 66, 025006 (2002), doi:10.1103/PhysRevD.66.025006.

[106] G. V. Dunne and C. Schubert, *Two-loop self-dual Euler-Heisenberg Lagrangians (I): Real part and helicity amplitudes*, J. High Energy Phys. 08, 053 (2002), doi:10.1088/1126-6708/2002/08/053.
[107] M. Mitter, J. M. Pawlowski and N. Strodthoff, *Chiral symmetry breaking in continuum QCD*, Phys. Rev. D 91, 054035 (2015), doi:10.1103/PhysRevD.91.054035.

[108] J. M. Pawlowski, C. S. Schneider and N. Wink, *On gauge consistency in gauge-fixed Yang-Mills theory*, arXiv:2202.11123.

[109] J. M. Pawlowski, C. S. Schneider and N. Wink, *QMeS-Derivation: Mathematica package for the symbolic derivation of functional equations*, arXiv:2102.01410.

[110] A. C. Aguilar, D. Ibáñez, V. Mathieu and J. Papavassiliou, *Massless bound-state excitations and the Schwinger mechanism in QCD*, Phys. Rev. D 85, 014018 (2012), doi:10.1103/PhysRevD.85.014018.

[111] D. Binosi, D. Ibañez and J. Papavassiliou, *All-order equation of the effective gluon mass*, Phys. Rev. D 86, 085033 (2012), doi:10.1103/PhysRevD.86.085033.

[112] A. C. Aguilar, D. Binosi, C. T. Figueiredo and J. Papavassiliou, *Evidence of ghost suppression in gluon mass scale dynamics*, Eur. Phys. J. C 78, 181 (2018), doi:10.1140/epjc/s10052-018-5679-2.

[113] G. Eichmann, J. M. Pawlowski and J. M. Silva, *Mass generation in Landau-gauge Yang-Mills theory*, Phys. Rev. D 104, 114016 (2021), doi:10.1103/PhysRevD.104.114016.

[114] J. S. Schwinger, *Gauge invariance and mass*, Phys. Rev. 125, 397 (1962), doi:10.1103/PhysRev.125.397.

[115] J. S. Schwinger, *Gauge invariance and mass. II*, Phys. Rev. 128, 2425 (1962), doi:10.1103/PhysRev.128.2425.

[116] R. Jackiw and K. Johnson, *Dynamical model of spontaneously broken gauge symmetries*, Phys. Rev. D 8, 2386 (1973), doi:10.1103/PhysRevD.8.2386.

[117] E. J. Eichten and F. L. Feinberg, *Dynamical symmetry breaking of non-Abelian gauge symmetries*, Phys. Rev. D 10, 3254 (1974), doi:10.1103/PhysRevD.10.3254.

[118] A. C. Aguilar, D. Binosi, D. Ibáñez and J. Papavassiliou, *Effects of divergent ghost loops on the Green’s functions of QCD*, Phys. Rev. D 89, 085008 (2014), doi:10.1103/PhysRevD.89.085008.

[119] A. C. Aguilar, D. Binosi, C. T. Figueiredo and J. Papavassiliou, *Unified description of seagull cancellations and infrared finiteness of gluon propagators*, Phys. Rev. D 94, 045002 (2016), doi:10.1103/PhysRevD.94.045002.