Proximity Effect Aware Detailed Placement in Electron Beam Lithography
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Abstract. Proximity effect is one of the most tremendous consequences that produces unacceptable exposures during electron beam lithography (EBL), and thus distorting the layout pattern. In this paper, we propose the first work which considers the proximity effect during layout stage. We first give an accurate evaluation scheme to estimate the proximity effect by fast Gauss transform. Then, we devote a proximity effect aware detailed placement objective function to simultaneously consider wirelength, density and proximity effect. Furthermore, cell swapping and cell matching based methods are used to optimize the objective function such that there is no overlap among cells. Compared with a state-of-the-art work, experimental result shows that our algorithm can efficiently reduce the proximity variations and maintain high wirelength quality at a reasonable runtime.

1 Introduction

As the feature sizes keep shrinking, the complexity of a circuit design increases dramatically. The resolution of traditional optical lithography is limited due to light diffraction, thus, next-generation lithography technologies are expected to have lower cost and higher resolution. Among them, electron-beam lithography (EBL) is a most promising one, which suits for the fabrication of integrated circuits (IC) with small dimensions and high packing densities.

Since EBL can print custom patterns directly without mask, it is capable to generate patterns accurately. However, there are still some critical challenges inherent in EBL to be settled before it is ready for mass production. In EBL manufacturing process, the electron gun emits electrons to write patterns on wafers directly through a set of lenses and apertures. As shown in Figure 1(a), when a primary electron beam emitted from the electron gun and hits the resist and substrate, the electrons may scattered and the scattered electrons produce backscattered electrons. These back-scattered electrons may hit the bottom of the objective lens and then produce rescattered electrons [6]. Thus, the electrons scattered within the resist and from the substrate cause inaccurate exposure of the resist in regions adjacent to those addressed by the electron beam. This effect is called “proximity effect”. More precisely, the scattered electrons (named forward-scattered electrons) incur forward-proximity effect, where electrons undergo small-angle deflection while going into the resist and the substrate. In contrast, the back-scattered electrons (called backward-scattered electrons) generate backward-proximity effect, and they are usually deflected in a large angle.

Most of the published works have been proposed to handle the proximity effect during the post-layout stage. Ren [9] et al. simulated the electron scattering processes by Monte Carlo method. Hudek [7] et al. developed a software tool (called ”PROX-In”) to determine the optimized control point spread function for proximity effect corrections in EBL. However, the post-layout dosage compensation and/or geometric modification inevitably incur significant computation time. Hence, it...
is desirable to design an effective and efficient algorithm for considering proximity effect as early as possible.

In this paper, we consider the EBL proximity effect during layout stage. During the detailed placement stage, we propose an algorithm to optimize the wirelength, displacement, and proximity variation simultaneously. The main contributions of our work are summarized as follows:

- We give an accurate evaluation scheme to estimate the proximity effect by fast Gauss transform, and devote a proximity effect aware detailed placement objective function to simultaneously consider wirelength, displacement and proximity effect.
- We present proximity aware cell swapping and cell matching technologies, which can make a good tradeoff between minimizing proximity variation and wirelength.
- Experimental results show that our algorithm is effective for the addressed problem. Compared with a state-of-the-art work, our algorithm can achieve 6.6% lower proximity variation.

The remainder of this paper is organized as follows. The next section describes preliminaries and the problem statement. Section III gives our proposed algorithm in detail. Experimental results are proposed in Section IV. Finally, Section V concludes this work.

## 2 Preliminaries

In this section, we first give the energy distribution model of proximity effect briefly. Then, we introduce the detailed placement problem considering the proximity effects in Section II-B.

### 2.1 Energy Distributions of the proximity effect

![Figure 2. Deposited energy model of the proximity effect, which is a double Gaussian distribution centered on the primary electron beam.](image)

In EBL, the proximity effect can be modeled as a double Gaussian function [2]. And the mathematical model of proximity effect \( f_{\text{pro}}(d) \) is:

\[
f_{\text{pro}}(d) = \frac{1}{\pi(1+\eta)} \left( \frac{1}{\beta_f^2} e^{-\frac{d^2}{\beta_f^2}} + \frac{\eta}{\beta_b^2} e^{-\frac{d^2}{\beta_b^2}} \right)
\]

(1)

where \( d = \sqrt{x^2 + y^2} \) is the distance from the incident point, \( \beta_f, \beta_b \) are the ranges of forward-proximity effect and backward-proximity effect, respectively; \( \eta \) is the ratio of the backward-scattered energy to the forward one. Besides, \( \eta \) is 0.6 which is a suitable value for a 100KV e-beam lithography tool, a silicon substrate, and thin resist film. For correctable minimum sizes, \( \beta_f \) is from 0.02\( \mu \)m to 0.06\( \mu \)m, and \( \beta_b \) is 30\( \mu \)m [2]. The proximity effect model are shown in Figure 2. It can be seen from Figure 2 that the proximity effect is a local effect.

### 2.2 Problem statement

In this paper, we consider the problem of minimizing the variation of proximity effect during detailed placement, therefore proximity effect can be corrected and unacceptable exposures induced by the effect can be decreased with dosage adjustment. Our proximity effect aware detailed placement problem is formulated as follows: The text of your paper should be formatted as follows:

- Given a netlist, a standard cell library and a layout after legalization, the objective of proximity effect aware detailed placement is to determine the position of each standard cell such that the total wirelength, displacement and the proximity effect are minimized and the layout is still legal.

## 3 Our algorithm

In this section, we first formulate the proximity effect aware detailed placement as an optimization problem. Then, we describe in detail the proximity aware cell swapping and cell matching techniques. Finally, the framework of our algorithm for proximity effect aware detailed placement is presented.

### 3.1 Proximity Variation Model

The model of the proximity effect is a Gaussian distribution, and this Gaussian distribution is convolved with the density map of a layout to simulate the proximity effect [4]. However, the convolution is a time-consuming process. In [6], the authors presented an efficient and accurate evaluation scheme to estimate the proximity effect by fast Gauss transform. In the evaluation scheme, each standard cell is treated as a source, and evaluation points which spread uniformly over the whole layout with their spacing between two adjacent evaluation points being a constant (e.g., 5 \( \mu \)m) are chosen to estimate the variation of fogging effect.

According to [6], the forward-proximity effect and backward-proximity effect can be calculated by

\[
G_{tk}^K(k) = \sum_{t=1}^{N_t} m_t e^{-\frac{|t-k|^2}{\sigma_k^2}}
\]

(2)

\[
G_{tc}^C(c) = \sum_{t=1}^{N_c} z_t e^{-\frac{|t-c|^2}{\sigma_c^2}}
\]

(3)

In Equations 2 and 3, \( K = \{k_1, k_2, \ldots, k_{N_k}\} \) and \( C = \{c_1, c_2, \ldots, c_{N_c}\} \) are the set of sources caused by the
forward-proximity effect and backward-proximity effect at the evaluation point $t_i$, respectively.

In this paper, we adopt this efficient and accurate evaluation scheme to estimate the proximity effect. Let evaluation points which spread uniformly over the whole layout $T = \{t_1, t_2, \ldots, t_N\}$. The proximity effect variation can be calculated by

$$
S_p(x,y) = \frac{1}{N} \sum_{t \in T} G^e(t, x, y) - \frac{1}{N} \sum_{t \in T} G^e(t, x, y) \left( \frac{\sum_{t \in T} G^e(t, x, y)}{N^2} \right)^2 + \frac{1}{N} \sum_{t \in T} G^e(t, x, y) - \frac{1}{N} \sum_{t \in T} G^e(t, x, y)$$

where $x$ and $y$ are coordinates of the sources, e.g., the positions of standard cells.

**3.2 Objective function**

The goal of proximity effect aware detailed placement problem is to determine the best positions of standard cells such that the total wirelength, proximity variation are minimized, and the density constraint is satisfied. The objective function of our placement can be defined as:

$$F(x,y) = \lambda_1 W(x,y) + \lambda_2 S_p(x,y) + \lambda_3 D(x,y)$$

where $\lambda_1$, $\lambda_2$ and $\lambda_3$ are weights; $W(x,y)$ is total wirelength, $S_p(x,y)$ is proximity variation introduced in (4), and $D(x,y)$ is total displacement of all cells, which is calculated by the Manhattan Distance between the initial positions and current positions of cells.

**3.3 Cell swapping and cell matching**

We optimize the objective function based on dividing windows. According to the objective function described in III-B, we try to reduce the proximity variation on the premise of increasing the wirelength as little as possible. We use two techniques named cell swapping and cell matching respectively to handle the problem.

1) Cell Swapping: We divide the layout row by row such that each sub-region contains consecutive $k$ cells in some row. In experiment $k$ is a constant which is not greater than 6. We apply cell swapping method to each subregion. The specific optimization method is as follows.

We use branch bounding method to find the optimal solution in all permutations of $k$ cells. The cost of each solution is presented as an ordered pair $(A,B)$, where $A = \lambda_1 \Delta W, B = \lambda_2 \Delta p$. We minimize $A$, and if there is a tie, we minimize $B$. We search for the optimal solution in breadth first and the least cost-first way. Specifically, we maintain a minimum heap of currently-searched active nodes, in which nodes with smaller cost are considered first. Each node in the smallest heap is associate with a cost estimate value, which is estimated as a lower bound of the costs of the solutions that can be searched from that node. This value is calculated by our bounding function. We take out the lowest cost node from the heap and denote its cost estimate value by $p$, and if it is already a solution and the minimum heap has no node or minimum cost estimate value from the heap is no less than $p$, we have found the optimal solution based on our search strategy. Otherwise, we remove the nodes with the cost estimate greater than $p$ from the queue, and continue to search until we find the optimal solution.

2) Cell Matching: We extend the window-based detailed placement [8] algorithm to handle proximity effect. The algorithm selects a set of exchangeable cells and a set of free slots in a given window and constructs bipartite matching problem by assigning cells to empty slots in order to keep the layout result valid. A pair with a cell and a free slot is selected only if the width of the cell is not greater than the width of the empty slot.

In this paper, we implement the shortest augmenting path algorithm to solve the bipartite matching problem. Considering if two cells connected by some net are placed at the same time, it will cause errors in the computation of the objective value, so we select independent sets of cells to form the bipartite graph. Here, by independent cells, we mean for any pair of the selected cells there is no net connects them. Due to the excessive assignments of the cells, the execution time of the algorithm is too long. We sort all the assignments in increase order according to the cost of them and we greedily choose a certain amount of larger cost assignments such that the problem can be solved quickly. In addition to the local windows, we also take a certain number of cells randomly from the whole placement region and run the cell matching to optimize globally. Experiments show that our algorithm greatly optimizes the proximity effect.

**3.4 Framework of our algorithm**

Figure 3. Framework of our algorithm considering PE

Figure 3 shows that the overall flow of our FPE-aware placement algorithm. The input is design netlist, standard cell library and our FPE models. Given a legalization result, to handle proximity effect in detailed placement, we propose two methods named cell
swapping and cell matching respectively. Firstly, we run the cell swap algorithm which is described in III-C. In the cell matching phase, the layout region is divided into some sub-regions and the problem of each sub-region is reformulated as a bipartite graph matching problem. As mentioned in III-C, we can only select an independent set of cells at a time, which makes the match insufficient. We apply an iterative approach that selects independent sets of cells in the sub-region that have not been processed before, until the results are no longer improved. Finally, we directly call cell sliding technology [3] to control the cell density of the layout region.

### 4 Experimental Results

Based on NTUplace4dr [5], we implemented our algorithm for proximity effect aware detailed placement in the C++ programming language, and tested it on the benchmarks provided by the authors[6].These benchmarks were modified by modifying the 2015 ISPD Blockage-Aware Detailed Routing-Driven Placement Contest [1], where the fence-region constraints were removed. Table I gives the circuit statistics of these benchmarks, for which the problem size range from 29k to 1292k. The numbers of blocks, movable cells, nets and the design utilization rates for the benchmark are denoted by “#blocks”, “#movable cells”, “#nets” and “util”, respectively.

In this experiment, we compare our proximity effect aware detailed algorithm (named “Ours”) with the original NTUplace4dr [5] (named “NTUplace4dr”) on the tested benchmarks. Table I lists the experimental results. In Table I, “proximity variation” gives the variation of the proximity effect, “HPWL” shows the total wirelength and “CPU(s)” denotes the total runtime in seconds, respectively. The bottom row gives the normalized proximity variation, wirelength and runtime ratios based on NTUplace4dr, and the best results among the two placers are marked in bold.

It can be seen from Table I that our algorithm can achieve the best proximity variation for the first fourteen benchmarks. On average, our algorithm can improves 6.6% proximity variation than “NTUplace4dr” with an average wirelength overhead of 1.3%. Particulary, our algorithm can achieve the best proximity variation and HPWL on benchmark “mgc des perf b” and “mgc matrix mult 1”. Experimental results show that our algorithm is effective and efficient for handling the proximity effect aware detailed placement problem.

### 5 Conclusions

In this paper, we considered the proximity effect aware detailed placement problem. We propose proximity aware cell swapping and cell matching to solve the minimization problem with wirelength, displacement and proximity variation. Experimental results show that our algorithm is effective and efficient for the addressed problem.
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