HIGH ORDER ASYMPTOTIC PRESERVING WELL-BALANCED FINITE DIFFERENCE WENO SCHEMES FOR ALL MACH FULL EULER EQUATIONS WITH GRAVITY
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Abstract. In this paper, we propose a high order semi-implicit well-balanced finite difference scheme for all Mach Euler equations with a gravitational source term. To obtain the asymptotic preserving property, we start from the conservative form of full compressible Euler equations and add the evolution equation of the perturbation of potential temperature. The resulting system is then split into a (non-stiff) nonlinear low dynamic material wave to be treated explicitly, and (stiff) fast acoustic and gravity waves to be treated implicitly. With the aid of explicit time evolution for the perturbation of potential temperature, we design a novel well-balanced finite difference WENO scheme for the conservative variables, which can be proven to be both asymptotic preserving and asymptotically accurate in the incompressible limit. Extensive numerical experiments were provided to validate these properties.

1. Introduction

In this paper, we are interested in the compressible Euler equations with a gravitational source

\[
\begin{align*}
\rho_t + \nabla \cdot (\rho \mathbf{u}) &= 0, \\
(\rho \mathbf{u})_t + \nabla \cdot (\rho \mathbf{u} \otimes \mathbf{u}) + \nabla p &= -\rho \nabla \Phi, \\
E_t + \nabla \cdot ((E + p) \mathbf{u}) &= -\rho \mathbf{u} \cdot \nabla \Phi,
\end{align*}
\]

where \( \rho \) is the density, \( \mathbf{u} \) is the velocity, \( p \) is the pressure, and \( \rho \mathbf{u} \) is the momentum. \( \Phi = \Phi(x) \) is the gravitational potential which is assumed to be time-independent. \( E = \frac{1}{2} \rho |\mathbf{u}|^2 + \rho e \) is the total non-gravitational energy, with \( e \) being the specific internal energy. The system (1.1) needs to be closed by providing an equation of state (EOS), which is usually given in the form \( e = \mathcal{E}(\rho, p) \). For an ideal gas, the EOS can be written as \( e = p/(\gamma - 1)/\rho \), and the energy \( E \) becomes

\[
E = \frac{1}{2} \rho |\mathbf{u}|^2 + \frac{p}{\gamma - 1},
\]

with \( \gamma > 1 \) being the ratio of specific heat.

On one hand, for hyperbolic systems with a source term, one important feature is that they admit equilibrium state solutions, and well-balanced numerical methods are desirable to exactly preserve such equilibrium states, so that small perturbations around an equilibrium state can be well captured on relatively coarse mesh sizes. In recent years, well-balanced schemes are very attractive for shallow...
water equations with source terms, see [8, 29, 1, 43, 45, 44, 33], the review papers [42, 28] and the references therein. The compressible Euler equations with a gravitational source (1.1) have a zero-velocity hydrostatic equilibrium state [46] of the form

$$u = 0, \quad \nabla p = -\rho \nabla \Phi.$$  

Numerically, similar to the shallow water equations, it is essential to develop well-balanced schemes for the Euler equations (1.1) to exactly preserve such an equilibrium state, especially for long-time simulations. Many well-balanced schemes have been studied, including finite difference schemes [46, 32], finite volume schemes [24, 15, 5, 17, 30, 40, 7, 6, 20, 26], and discontinuous Galerkin finite element methods [41, 16, 31]. These schemes are usually based on explicit time discretizations for compressible flows.

On the other hand, the Euler equations (1.1) have many applications with a wide range of Mach numbers. We can rewrite (1.1) into a dimensionless form, by introducing a set of dimensionless variables with some suitable reference values

$$\hat{x} = \frac{x}{\ell_{\text{ref}}}, \quad \hat{t} = \frac{t}{t_{\text{ref}}}, \quad \hat{\rho} = \frac{\rho}{\rho_{\text{ref}}}, \quad \hat{u} = \frac{u}{U_{\text{ref}}}, \quad \hat{p} = \frac{p}{p_{\text{ref}}}, \quad \hat{E} = \frac{E}{p_{\text{ref}}}, \quad \hat{\Phi} = \frac{\Phi}{\Phi_{\text{ref}}},$$

where $U_{\text{ref}} = \ell_{\text{ref}}/t_{\text{ref}}$. Under these dimensionless variables, the system (1.1) becomes [38, 9, 4]

$$\rho_t + \nabla \cdot (\rho u) = 0,$$

$$\rho (\rho u)_t + \nabla \cdot (\rho u \otimes u) + \frac{1}{\varepsilon^2} \nabla p = -\frac{1}{\varepsilon^2} \rho \nabla \Phi,$$

$$E_t + \nabla \cdot ((E+p)u) = -\rho u \cdot \nabla \Phi.$$  

Here we drop the hats for those dimensionless variables for clarity. The parameter $\varepsilon = U_{\text{ref}}/c_{\text{ref}}$ is a referenced global Mach number, with $c_{\text{ref}} = \sqrt{\gamma p_{\text{ref}}/\rho_{\text{ref}}}$ being the acoustic velocity depending on the background flow. The EOS (1.2) becomes

$$E = \frac{1}{2} \varepsilon^2 \rho |u|^2 + \frac{p}{\gamma - 1}.$$  

The dimensionless system (1.5) with the EOS (1.6) is still hyperbolic, and its eigenvalues along the normal direction $n$ are

$$\lambda_1 = u \cdot n - c/\varepsilon, \quad \lambda_2 = u \cdot n, \quad \lambda_3 = u \cdot n + c/\varepsilon,$$

where $c = \sqrt{\gamma p/\rho}$ is the scaled speed of sound. The model (1.5)-(1.6) with the global Mach number $\varepsilon$ ranging from 0 to $O(1)$ is widely used for all-speed flows [10, 38].

For the system (1.5), due to the stiffness of eigenvalues given in (1.7), shock capturing schemes with explicit time discretizations are subject to a very strict time step restriction [3]

$$\Delta t = \text{CFL} \frac{\Delta x}{\max(|u| + c/\varepsilon)} \sim \varepsilon \Delta x,$$

when $\varepsilon$ is small. Here $\Delta t$ is the time step, $\Delta x$ is the mesh size and CFL denotes the CFL number. Besides, for schemes with numerical viscosities depending on the eigenvalues (1.7), e.g. schemes with a Lax-Friedrichs numerical flux, their numerical viscosities would be inversely proportional to $\varepsilon$. As $\varepsilon$ goes to 0, either the time step is too small, or the numerical viscosities are too large, leading to very inefficient numerical schemes [46, 32]. To avoid that, several semi-implicit schemes have been developed for all-Mach Euler systems [8, 27, 38, 10, 4], which devote to efficient schemes of easy implementation and uniform time stabilities with respect to $\varepsilon$, and avoid nonlinear iterative solvers as used in the fully implicit schemes.

In this work, we aim to provide an efficient high order solver for all-Mach full Euler equations with a gravitational source (1.5), which enjoy the benefit of being high order, well-balanced and asymptotic preserving (AP) simultaneously. The design of high order AP method for Euler equations with gravity is a nontrivial task. The target model (1.5) is different from all-Mach homogeneous Euler equations considered in [13], where the stiff acoustic wave only connects to the energy equation, so that only the gradient of pressure in the momentum equation and the flux in the energy equation deserve
implicit treatments. All Froude number shallow water equations with a non-flat bottom topography were recently studied in [22], where the source term (the gradient of the bottom function) can be merged with the pressure gradient, due to the polytropic EOS \( p = p(h) \) with \( h \) being the water height. For our model (1.5), the stiff acoustic wave is balanced by the gravity wave, therefore both of them require implicit treatments, which in turn leads to the requirement of implicit treatments for both the density equation (1.5a) and the energy equation (1.5c). As a result, one new challenge is that, due to the implicit discretizations for these conservative variables, it is very hard to numerically derive a consistent discretization for the perturbation of the potential temperature \( \theta_2 \), which appears in the incompressible limit, see (2.8). This is mainly due to the highly nonlinear relationships between conservative and primitive variables, and the nonlinear EOS (1.6). Therefore, the existing approaches in [13, 22] cannot be directly applied.

To address such an issue, one novel contribution of this paper is to add the evolution of the perturbation \( \theta_2 \) of the potential temperature to (1.5) in the numerical discretization. The original energy equation corresponds to the updating of hydrostatic pressure in the compressible regime for conservative purpose, and the added equation of \( \theta_2 \) extracts the contribution of the energy equation in the scale of \( \mathcal{O}(\varepsilon^2) \), and is corresponding to the update of the hydrodynamic pressure \( p_2 \) in the incompressible regime. The added equation of \( \theta_2 \) has simplified the treatment of the nonlinear EOS (1.6), which helps us to ensure that the correct asymptotic limit is achieved. Then, we split the system (1.5) into a (non-stiff) nonlinear low dynamic material wave to be treated explicitly, and (stiff) fast acoustic and gravity waves to be treated implicitly. A high order implicit-explicit (IMEX) method is utilized as the temporal discretization. With the aid of explicit time evolution for the perturbation of potential temperature \( \theta_2 \), we design a novel well-balanced finite difference WENO scheme for the spatial discretization. The temporal update of the conservative variables \( (\rho, \rho u, E) \) is through the conservative scheme, and \( \theta_2 \) is only an auxiliary variable to aid with the design of AP method. The proposed method can be formally proved to be AP and asymptotically accurate (AA). In addition, in the AP and AA analyses, we can show that, as \( \varepsilon \to 0 \), (1.5c) is a consistent updating of hydrostatic pressure, while \( \theta_2 \) contributes to the hydrodynamic pressure. Extensive one- and two-dimensional numerical experiments demonstrate the high order accuracy, well-balanced, AP and AA properties of our proposed approach, as well as good performances in both high and low Mach regimes.

The rest of the paper is organized as follows. In Section 2, a low Mach limit of all-Mach Euler equations with gravity is reviewed. AP well-balanced numerical methods are described in Section 3, with AP and AA analyses given in Section 4. Numerical experiments are performed in Section 5, followed by concluding remarks in Section 6. The detailed step-by-step flowchart of the fully discrete high order scheme with a multi-stage IMEX time discretization and a corresponding detailed proof of its AA property are presented as supplementary materials.

2. Low Mach limit for full Euler equations with gravity

In this section, let us briefly review the low Mach limit of Euler equations with gravity (1.5). To derive such a limit, it would be more convenient to start with an equation for the pressure \( p \), instead of (1.5c) for the total energy. By utilizing the EOS (1.6), (1.5c) can be replaced by

\[
(2.1) \quad p_t + u \cdot \nabla p + \gamma p \nabla \cdot u = 0.
\]

If we further define a potential temperature \( \theta \) from \( p = (\rho \theta)^\gamma \), it yields

\[
(2.2) \quad (\rho \theta)_t + \nabla \cdot (\rho \theta u) = 0,
\]

which reduces to (after combined with (1.5a))

\[
(2.3) \quad \theta_t + u \cdot \nabla \theta = 0,
\]
namely, the potential temperature $\theta$ satisfies a simple transport equation with the velocity $u$. Now the model \( 2.5 \) can be rewritten as

\[
\begin{align*}
(2.4a) \quad & \rho_t + \nabla \cdot (\rho u) = 0, \\
(2.4b) \quad & (\rho u)_t + \nabla \cdot (\rho u \otimes u) + \frac{1}{\varepsilon^2} \nabla p = -\frac{1}{\varepsilon^2} \rho \nabla \Phi, \\
(2.4c) \quad & \theta_t + u \cdot \nabla \theta = 0.
\end{align*}
\]

Let us perform a Chapman-Enskog expansion in the following form \[10\]

\[
\begin{align*}
\rho(x, t) &= \rho_0(x, t) + \varepsilon^2 \rho_2(x, t) + \cdots, \\
u(x, t) &= u_0(x, t) + \varepsilon u_1(x, t) + \cdots, \\
p(x, t) &= p_0(x, t) + \varepsilon^2 p_2(x, t) + \cdots, \\
\theta(x, t) &= \theta_0(x, t) + \varepsilon^2 \theta_2(x, t) + \cdots.
\end{align*}
\]

By substituting them into \(2.4b\), we can collect the leading order $\mathcal{O}(1/\varepsilon^2)$ terms

\[
\nabla p_0 = -\rho_0 \nabla \Phi,
\]

where $p_0$ is the hydrostatic pressure. The $\mathcal{O}(1)$ terms of \(2.4b\) yield

\[
(\rho_0 u_0)_t + \nabla \cdot (\rho_0 u_0 \otimes u_0) + \nabla p_2 = -\rho_2 \nabla \Phi,
\]

where $p_2$ corresponds to the hydrodynamic pressure.

To obtain a closed system for the low Mach limit, a further assumption is needed due to the extra source term $-\rho_2 \nabla \Phi$ appearing in \(2.7\), which is different from the homogeneous all Mach full Euler system without gravity \[13\]. One commonly used assumption \[25, 10\] is a constant background potential temperature $\theta_0$ with hydrostatic background states $\rho_0(x)$ and $p_0(x)$ satisfying \(2.6\). With such assumption, from \(2.4a\), \(2.7\), \(2.4c\) and the expansion \(2.5\), we obtain the following limiting incompressible equations

\[
\begin{align*}
(\rho_0 u_0)_t + \nabla \cdot (\rho_0 u_0 \otimes u_0) + \nabla p_2 = -\rho_2 \nabla \Phi, \\
(\theta_2)_t + u_0 \cdot \nabla \theta_2 = 0,
\end{align*}
\]

which is known as the Ogura and Phillips model \[34\]. The model \(2.8\) contains four unknowns $u_0$, $\rho_2$, $p_2$, $\theta_2$, and is closed by the relation $p = (\rho \theta)^\gamma$, which yields

\[
p_2 = \lim_{\varepsilon \to 0} \frac{p - p_0}{\varepsilon^2} = \lim_{\varepsilon \to 0} \frac{(\rho \theta)^\gamma - (\rho_0 \theta_0)^\gamma}{\varepsilon^2} = \frac{\gamma p_0}{\rho_0 \theta_0} (\rho_0 \theta_2 + \theta_0 p_2),
\]

where the Chapman-Enskog expansion \(2.5\) is used.

As compared to the homogeneous all Mach full Euler system without gravity \[13\], an extra equation of $\theta_2$ exists in the incompressible system \(2.8\). Due to the existence of the source term in the momentum equation of \(2.8\), the limit model \(2.8\) requires \(2.9\) to close the system, which will lead to additional numerical challenges as described in the next section.

**Remark 2.1.** Another model assumes a stratified background potential temperature $\theta_0(x)$ with $\nabla \theta_0(x) = \mathcal{O}(\varepsilon^2)$, which is typically used in a nearly incompressible regime. Similarly if we have hydrostatic background states $\rho_0(x)$ and $p_0(x)$ satisfying \(2.6\), the nearly incompressible system is given as

\[
\begin{align*}
\nabla \cdot (\rho_0 u_0) &= 0, \\
(\rho_0 u_0)_t + \nabla \cdot (\rho_0 u_0 \otimes u_0) + \nabla p_2 &= -\rho_2 \nabla \Phi, \\
(\theta_2)_t + u_0 \cdot \nabla \theta_2 + \frac{1}{\varepsilon^2} u_0 \cdot \nabla \theta_0 &= 0.
\end{align*}
\]

This is known as the Bannon’s anelastic model \[2\]. As $\varepsilon \to 0$, $\theta_0(x)$ converges to a constant and \(2.10\) becomes \(2.8\).
3. Numerical scheme

In this section, we propose a class of semi-implicit high order finite difference weighted essentially non-oscillatory (WENO) schemes, with both AP and well-balanced properties, for the all-Mach Euler system with gravity (1.5). A novel new framework is presented to design a well-balanced high order semi-implicit scheme, that is AP and AA in the incompressible limit, and is conservative and robust in the compressible regime.

3.1. Model problem and semi-implicit splitting. For the model (1.5)-(1.6), the gravitational source appears both in the second momentum and third energy equations. It couples all the conservative unknowns together, which is different from the source term due to a non-flat bottom topography in the shallow water equations [22]. Compared to all Mach homogeneous Euler equations without gravity in [13], this introduces two extra variables $\rho_2$ and $\theta_2$ in the limiting equations (2.8). As a result, a fully nonlinear coupling of all conservative variables exists, and it is highly nontrivial to extract an elliptic equation for the extra variables $\rho_2$ or $p_2$ from (1.5) through the nonlinear EOS (1.6). Note that such elliptic equation is very important to ensure a correct low Mach limit (2.8). Therefore, the frameworks developed in [22][13] cannot be directly applied to (1.5).

In order to address the difficulty to ensure a correct asymptotic limit from (1.5), one novel idea of this paper is to include the evolution of perturbation of the potential temperature $\theta_2$ to the system

\[
\begin{align*}
\rho_t + \nabla \cdot (\rho \mathbf{u}) &= 0, \\
(\rho \mathbf{u})_t + \nabla \cdot (\rho \mathbf{u} \otimes \mathbf{u}) + \frac{1}{\epsilon^2} \nabla p &= -\frac{1}{\epsilon^2} \rho \nabla \Phi, \\
E_t + \nabla \cdot ((E + p) \mathbf{u}) &= -\rho \mathbf{u} \cdot \nabla \Phi, \\
(\theta_2)_t + \mathbf{u} \cdot \nabla \theta_2 + \frac{1}{\epsilon^2} \mathbf{u} \cdot \nabla \theta_0 &= 0.
\end{align*}
\]

(3.1)

Note that the equation of $\theta_2$ is taken from (2.4c) by assuming an expansion $\theta(x, t) = \theta_0(x) + \epsilon^2 \theta_2(x, t)$, mimicking the one in (2.5). Here $\theta_0(x)$ is assumed to be a pre-determined time independent background potential temperature and $\nabla \theta_0 = \mathcal{O}(\epsilon^2)$. This equation can ensure the right incompressible limit (2.8), and more generally is consistent with (2.10) in the nearly incompressible regime. The advantage of (3.1), compared with (1.5), is that the third energy equation corresponds to the updating of hydrostatic pressure $p_0$ (in the compressible regime) for conservative purpose, while the fourth equation of $\theta_2$ extracts the contribution of the energy equation in the scale of $\mathcal{O}(\epsilon^2)$, and is corresponding to the hydrodynamic pressure $p_2$ which plays the role as a Lagrangian multiplier in the incompressible regime. The fourth equation of $\theta_2$, which is derived from (2.4c), has simplified the treatment of the nonlinear EOS (1.6) as compared to the third energy equation, and this helps us to easily form an elliptic equation for $p_2$ as described in the design of our scheme below.

We first follow the idea in [21][37] to split the system (3.1) into a stiff part and a non-stiff component

\[
\frac{dU}{dt} = -\nabla \cdot \mathcal{F}_E - \nabla \cdot \mathcal{F}_I - \mathcal{S}_E - \mathcal{S}_I,
\]

where $U = (\rho, \rho \mathbf{u}, E, \theta_2)^T$ and

\[
\begin{align*}
\mathcal{F}_E &= \alpha \left( \nabla \cdot (\rho \mathbf{u})_E, \nabla \cdot (\rho \mathbf{u} \otimes \mathbf{u} + p \mathbf{I})_E, \nabla \cdot ((E + p) \mathbf{u})_E, 0 \right)^T, \\
\mathcal{F}_I &= (1-\alpha) \left( \nabla \cdot (\rho \mathbf{u})_I, \frac{1}{\epsilon^2} \nabla p_I, \nabla \cdot ((E + p) \mathbf{u})_I, 0 \right)^T, \\
\mathcal{S}_E &= \alpha \left( 0, \frac{1}{\epsilon^2} \rho \mathbf{u} \cdot \nabla \Phi, (\rho \mathbf{u})_E \cdot \nabla \Phi, 0 \right)^T, \\
\mathcal{S}_I &= (1-\alpha) \left( 0, \frac{1}{\epsilon^2} \rho \mathbf{u} \cdot \nabla \Phi, (\rho \mathbf{u})_I \cdot \nabla \Phi, 0 \right)^T.
\end{align*}
\]

(3.2)
The subscripts $E$ and $I$ represent non-stiff and stiff parts of the flux function $F$ and the source term $S$, which will be discretized explicitly and implicitly, respectively. In the splitting, we take the splitting parameter $\alpha = \min(\varepsilon^2, 1)$, that is, $\alpha = \varepsilon^2$ when $\varepsilon \leq 1$ and \( (3.2) \) turns to be fully explicit if $\varepsilon \geq 1$. In the following, we only consider $\alpha = \varepsilon^2$ with $\varepsilon \leq 1$ for ease of presentation.

3.2. First order IMEX scheme. We start with presenting the first order IMEX AP time discretization for \( (3.1) \). We focus on time discretization only and keep space to be continuous. The spatial discretization will be discussed afterward. Following the splitting in \( (3.2) \), the semi-discrete (in time) scheme takes the form

\[
\begin{align*}
\rho^{n+1} - \rho^n &= \varepsilon^2 \nabla \cdot (\rho u)^n + (1 - \varepsilon^2) \nabla \cdot (\rho u)^{n+1} = 0, \\
(\rho u)^n_{n+1} - (\rho u)^n &= \Delta t \left( \nabla \cdot (\rho u \otimes u + p \mathbb{I})^n + \frac{1 - \varepsilon^2}{\varepsilon^2} \nabla p^{n+1} \right) \\
&= -\rho^n \nabla \Phi - \frac{1 - \varepsilon^2}{\varepsilon^2} \rho^{n+1} \nabla \Phi, \\
\frac{E^{n+1} - E^n}{\Delta t} &= \varepsilon^2 \nabla \cdot ((E + p)u)^n + (1 - \varepsilon^2) \nabla \cdot ((E + p)u)^{n+1} \\
&= -\varepsilon^2 (\rho u)^n \cdot \nabla \Phi - (1 - \varepsilon^2) (\rho u)^{n+1} \cdot \nabla \Phi, \\
\frac{\theta^{n+1} - \theta^n}{\Delta t} &= u^n \cdot \nabla \theta^n + \frac{1}{\varepsilon^2} u^n \cdot \nabla \theta_0 = 0.
\end{align*}
\]

Introducing the variables

\[
\begin{align*}
\tilde{\rho} &= \rho^n - \Delta t \varepsilon^2 \nabla \cdot (\rho u)^n, \\
\tilde{\rho} u &= (\rho u)^n - \Delta t \left( \nabla \cdot (\rho u \otimes u + p \mathbb{I})^n + \rho^n \nabla \Phi \right), \\
\tilde{E} &= E^n - \Delta t \varepsilon^2 \left( \nabla \cdot ((E + p)u)^n + (\rho u)^n \cdot \nabla \Phi \right),
\end{align*}
\]

we can rewrite \( (3.4) \) as

\[
\begin{align*}
\rho^{n+1} &= \tilde{\rho} - \Delta t (1 - \varepsilon^2) \nabla \cdot (\tilde{\rho} u)^n, \\
(\rho u)^n &= \tilde{\rho} u - \Delta t \frac{1 - \varepsilon^2}{\varepsilon^2} \left( \nabla p^{n+1} + \rho^{n+1} \nabla \Phi \right), \\
E^n &= \tilde{E} - \Delta t (1 - \varepsilon^2) \left( \nabla \cdot ((E + p)u)^n + (\rho u)^{n+1} \cdot \nabla \Phi \right), \\
\theta^{n+1} &= \tilde{\theta} + \Delta t \left( u^n \cdot \nabla \theta^n \right) - \Delta t \left( \frac{1}{\varepsilon^2} u^n \cdot \nabla \theta_0 \right),
\end{align*}
\]

which will be solved with the following three steps:

- **Step 1:** Combining \( (3.6a) \) and \( (3.6b) \) leads to

\[
\rho^{n+1} = \tilde{\rho} - (1 - \varepsilon^2) \Delta t \nabla \cdot (\tilde{\rho} u) + \Delta t^2 \frac{(1 - \varepsilon^2)^2}{\varepsilon^2} \nabla \cdot (\nabla p^{n+1} + \rho^{n+1} \nabla \Phi),
\]

We now introduce $p_2$ and $\rho_2$ from

\[
p^{n+1} = p_0(x) + \varepsilon^2 p_2^{n+1}, \quad \rho^{n+1} = \rho_0(x) + \varepsilon^2 \rho_2^{n+1},
\]

according to \( (2.5) \), where $p_0(x)$ and $\rho_0(x)$ satisfy $\nabla p_0 = -\rho_0 \nabla \Phi$ as given in \( (2.6) \). Therefore \( (3.7) \) becomes

\[
\varepsilon^2 \rho_2^{n+1} = \tilde{\rho} - (1 - \varepsilon^2) \Delta t \nabla \cdot (\tilde{\rho} u) + \Delta t^2 (1 - \varepsilon^2)^2 \nabla \cdot (\nabla p_2^{n+1} + \rho_2^{n+1} \nabla \Phi) - \rho_0,
\]

which cannot be solved due to two unknowns $p_2^{n+1}$ and $\rho_2^{n+1}$. From the relation $p = (\rho \theta)^\gamma$, we have

\[
p_2^{n+1} = (p - p_0)/\varepsilon^2 = \left[ \left( (\rho_0 + \varepsilon^2 \rho_2^{n+1}) (\theta_0 + \varepsilon^2 \theta_2^{n+1}) \right) \right] - p_0 / \varepsilon^2.
\]
Substituting it into (3.9) leads to a nonlinear system for \( \rho_2^{n+1} \), which can be solved iteratively. To simplify the computation, we approximate (3.10) with a linearization up to an approximation error \( O(\varepsilon^2) \),

\[
\rho_2^{n+1} = \frac{\gamma p_0}{\rho_0 \theta_0} (\rho_0 \theta_2^{n+1} + \rho_2^{n+1} \theta^{n+1}),
\]

where we denote \( \theta^{n+1} = \theta_0 + \varepsilon^2 \theta_2^{n+1} \). Substituting (3.11) into (3.9) yields

\[
\varepsilon^2 \rho_2^{n+1} = \tilde{\rho} + \Delta t^2 (1 - \varepsilon^2)^2 \nabla \cdot \left( \nabla \left( \frac{\gamma p_0}{\rho_0 \theta_0} \rho_2^{n+1} \right) + \rho_2^{n+1} \nabla \Phi \right),
\]

where

\[
\tilde{\rho} = \rho - (1 - \varepsilon^2) \Delta t \nabla \cdot (\tilde{\rho} \mathbf{u}) + \Delta t^2 (1 - \varepsilon^2)^2 \Delta \left( \frac{\gamma p_0}{\theta_0} \theta_2^{n+1} \right) - \rho_0.
\]

The purpose of adding the fourth equation on \( \theta_2 \) in (3.1) is to evaluate \( \theta_2^{n+1} \) from (3.6d) explicitly. With such information, \( \theta^{n+1} \) can be computed and (3.12) is only a linear system for \( \rho_2^{n+1} \). Otherwise, without (3.6d), (3.12) will be coupled to (3.6c), which is very complicated to solve for \( \rho_2 \) and \( \theta_2 \). After obtaining \( \rho_2^{n+1}, \theta_2^{n+1} \) is available from (3.11).

- **Step 2**: \((\rho \mathbf{u})^{n+1}\) directly follows from (3.6b) and (3.8). In order to ensure exact mass and energy conservation, especially in the compressible regime, we further update \( \rho^{n+1} \) from (3.6a), and finally \( E^{n+1} \) from (3.6c). We note that in (3.6c), the implicit term \((E + p) \mathbf{u})^{n+1}\) is computed based on

\[
((E + p) \mathbf{u})^{n+1} = H^{n+1} (\rho \mathbf{u})^{n+1},
\]

where the enthalpy \( H^{n+1} \) is given by

\[
H^{n+1} = \left( \frac{E + p}{\rho} \right)^{n+1} = \frac{\gamma \rho^{n+1}}{\gamma - 1 \rho^{n+1}} + \frac{1}{2} \varepsilon^2 \left( \frac{|(\rho \mathbf{u})^{n+1}|^2}{(\rho^{n+1})^2} \right),
\]

following the EOS (1.6). To compute \( H^{n+1} \), we use \( \rho^{n+1} \) and \( p^{n+1} \) from (3.8) available after step 1. In this way, \((\rho \mathbf{u})^{n+1}, \rho^{n+1}\) and \( E^{n+1}\) are updated in a conservative form and explicitly via a sequential way.

**Remark 3.1.** In the momentum equation (3.4b), the stiff gravitational source \( \rho \nabla \Phi \) which depends on the unknown variable \( \rho \) needs to be discretized implicitly. Correspondingly, we need an implicit discretization for the density equation (3.4a) in the low Mach regime. On the other hand, the implicit discretization of \( \nabla p \) needs to be coupled with an implicit discretization of the energy equation (3.4c). In this way, the mass, momentum and energy equations in (3.4) all have components needing implicit discretizations, and uniform time stability independent of \( \varepsilon \) can be obtained. This can be viewed as, in some sense, a combination of two approaches for the isentropic and full Euler equations [12, 13]. We refer to [12] for the Fourier analysis with respect to the rationale behind these implicit discretizations.

**Remark 3.2.** In [10], the authors used (2.2) instead of (1.5c), and designed an AP scheme in the low Mach regime. \( \rho \theta \) in (2.2) is not a physically conservative variable. In this work, we keep the energy equation (1.5c), which is important for shock capturing purpose in the high Mach regime. Besides, a numerical discretization of (2.2) does not straightforwardly result in a consistent discretization of \( \theta_2 \) in the limiting equation (2.8) as \( \varepsilon \to 0 \). It requires \( \nabla \cdot (\rho \mathbf{u}) = 0 \) to be satisfied at the discrete level as \( \varepsilon \to 0 \), which is not an easy task.

### 3.3. High order IMEX Runge-Kutta (IMEX-RK) scheme.

We now generalize the first-order semi-implicit scheme (3.4) to high-order, by utilizing a high order IMEX-RK scheme proposed in [11], which has already been used in [12, 13]. We first denote the split system (3.2) as

\[
U_t = \mathcal{H}(U_E, U_I), \quad U(t_0) = U_0.
\]
where $\mathcal{H}(U_E, U_I) = -\nabla \cdot F_E - \nabla \cdot F_I - S_E - S_I$, with $U_E = (\rho_E, (\rho u)_E, E, \theta_2, E)\mathbb{T}$ and $U_I = (\rho_I, (\rho u)_I, E_I, \theta_2, I)\mathbb{T}$ representing the terms that will be discretized explicitly and implicitly. The solutions $U_E$ and $U_I$ will be updated separately, that is

$$
\begin{cases}
(U_E)_t = \mathcal{H}(U_E, U_I), \\
(U_I)_t = \mathcal{H}(U_E, U_I),
\end{cases}
$$

with the same initial condition

$$
U_E(t_0) = U_I(t_0) = U_0.
$$

Following [12, 13], we apply an IMEX-RK scheme to (3.17) with a double Butcher tableau [14]

$$
\begin{array}{c|c}
\tilde{c} & \tilde{A} \\
\hline
\bar{b} & A \\
\end{array}
$$

where $\tilde{A} = (\tilde{a}_{ij})$ is an $s \times s$ matrix for an explicit scheme with $\tilde{a}_{ij} = 0$ for $j \geq i$, and $A = (a_{ij})$ is an $s \times s$ matrix for an implicit scheme. A diagonally implicit RK (DIRK) scheme with $a_{ij} = 0$ for $j > i$ is used, which is simple and efficient for implicit discretization. Other vectors are $\tilde{c} = (\tilde{c}_1, ..., \tilde{c}_s)^T$, $\tilde{b} = (\tilde{b}_1, ..., \tilde{b}_s)^T$, and $c = (c_1, ..., c_s)^T$, $b = (b_1, ..., b_s)^T$, where $\tilde{c}$ and $c$ satisfy the relation $\tilde{c}_i = \sum_{j=1}^i \tilde{a}_{ij}$, $c_i = \sum_{j=1}^i a_{ij}$. For the high order IMEX-RK scheme, as discussed in [12, 13], a stiffly accurate property with $b^T = e_s^T A$ where $e_s = (0, \cdots, 0, 1)^T$ for the implicit part is preferred, which can yield the AA property of the scheme. A sketched procedure of the IMEX-(DI)RK scheme is given as follows:

1. Set $U_E^{(0)} = U_I^{(0)} = U^n$. For each inner stage $i = 1$ to $s$,
   - Update the explicit solution $U_E^{(i)}$

$$
U_E^{(i)} = U^n + \Delta t \sum_{j=1}^{i-1} \tilde{a}_{ij} \mathcal{H}(U_E^{(j)}, U_I^{(j)});
$$

2. Compute $U_I^{(i)}$ based on known solutions at previous stages

$$
U_I^{(i)} = U^n + \Delta t \sum_{j=1}^{i-1} a_{ij} \mathcal{H}(U_E^{(j)}, U_I^{(j)}),
$$

then update the implicit solution $U_I^{(i)}$ via

$$
U_I^{(i)} = U_I^{(i)} + \Delta t a_{ii} \mathcal{H}(U_E^{(i)}, U_I^{(i)});
$$

3. Update the solution $U^{n+1}$ at the next time level $t^{n+1}$ by

$$
U^{n+1} = U^n + \Delta t \sum_{i=1}^{s} b_i \mathcal{H}(U_E^{(i)}, U_I^{(i)}).
$$

3.4. Fully discrete scheme with high order spatial discretizations. In this part, we introduce high order WENO spatial discretizations for (3.2). We expect the following desirable properties from the spatial discretization. Firstly, it should be suitable for all Mach numbers, that is, for $\varepsilon$ ranging from 0 to $O(1)$. Secondly, it can preserve the well-balanced property, namely, the zero-velocity steady state solution [13] can be maintained exactly on the discrete level. To achieve both purposes, we adopt the spatial discretizations proposed in [13], and well-balanced reconstruction strategies from [46, 32].

Without loss of generality, we present (3.2) in the two-dimensional spatial setting. Taking $\alpha = \varepsilon^2$, we denote $U = (\rho, \rho u, \rho v, E, \theta_2)^T$ and

$$
\begin{align}
\nabla \cdot F_E & = \partial_x F_E^x + \partial_y F_E^y, \quad S_E = S_E^x + S_E^y, \\
\nabla \cdot F_I & = (1 - \varepsilon^2)(\partial_x F_I^x + \partial_y F_I^y), \quad S_I = (1 - \varepsilon^2)(S_I^x + S_I^y),
\end{align}
$$

as
with
\begin{align}
(3.25a) \quad \partial_x F_E^x &= \varepsilon^2 \left( \partial_x(pu), \partial_x(pu^2 + p), \partial_x(puv), \partial_x((E + p)u) \right)_E^T \\
&\quad + (1 - \varepsilon^2) \left( 0, \partial_x(pu^2 + p), \partial_x(puv), 0 \right)_E^T \\
&\quad + \left( 0, 0, 0, 0, u \partial_y \theta_2 + \frac{1}{\varepsilon^2} u \partial_x \theta_0 \right)_E^T,
\end{align}
\begin{align}
(3.25b) \quad \partial_y F_E^y &= \varepsilon^2 \left( \partial_y(pv), \partial_y(puv), \partial_y(pv^2 + p), \partial_y((E + p)v) \right)_E^T \\
&\quad + (1 - \varepsilon^2) \left( 0, \partial_y(puv), \partial_y(pv^2 + p), 0 \right)_E^T \\
&\quad + \left( 0, 0, 0, 0, v \partial_y \theta_2 + \frac{1}{\varepsilon^2} v \partial_y \theta_0 \right)_E^T,
\end{align}
\begin{align}
(3.25c) \quad \partial_x F_E^x &= \left( \partial_x(pu), \partial_x(pu^2 + p), \partial_x(puv), \partial_x((E + p)u) \right)_I^T, \\
(3.25d) \quad \partial_y F_E^y &= \left( \partial_y(pv), \partial_y(puv), \partial_y(pv^2 + p), \partial_y((E + p)v) \right)_I^T,
\end{align}
and
\begin{align}
(3.26a) \quad S_E^x &= \left( 0, \rho \partial_x \Phi, 0, \varepsilon^2 \rho u \partial_x \Phi, 0 \right)_E^T, \\
(3.26b) \quad S_I^x &= \left( 0, \rho_2 \partial_x \Phi, 0, \rho_2 u \partial_x \Phi, 0 \right)_I^T.
\end{align}
Here \((\ref{3.8})\) with \(\nabla p_0 = -\rho_0 \nabla \Phi\) is used in \((3.25c)\), \((3.25d)\) and \((3.26b)\), by replacing \(p\) and \(\rho\) with \(p_2\) and \(\rho_2\) respectively.

For a high order finite difference discretization, we take a uniform cartesian mesh with mesh sizes \(\Delta x\) and \(\Delta y\) along \(x\) and \(y\) directions respectively. The grid points are \((x_i, y_j)\) for \(i = 1, 2, \ldots, N_x, j = 1, 2, \ldots, N_y\). We denote \(w_{ij} = w(x_i, y_j)\) for short with any variable \(w\), and the interface values are denoted as \(w_{i \pm \frac{1}{2}, j}\) and \(w_{i, j \pm \frac{1}{2}}\) respectively.

We now briefly describe our spatial discretizations. Denoting \(q = \rho u\), the high order WENO approximation of the spatial operator \(H(U_E, U_I)\) is given by
\begin{align}
(3.27) \quad \mathcal{H}_{WENO}(U_E, U_I) = -
\begin{pmatrix}
\varepsilon^2 \nabla_{CW} \cdot q_E + (1 - \varepsilon^2) \nabla_W \cdot q_I \\
\nabla_{CW} \cdot \left( \frac{q \otimes q}{\rho} + p I \right)_E - \frac{\rho E}{\rho_0} \nabla_{CW} p_0 \\
(1 - \varepsilon^2) (\nabla_W p_{2,E} + \rho_{2,E} \nabla \Phi) \\
\varepsilon^2 (\nabla_{CW} \cdot (H q)_E + q_E \cdot \nabla \Phi) \\
\varepsilon^2 (\nabla_W \cdot (H q)_I + q_I \cdot \nabla \Phi) \\
\varepsilon u_E \cdot \nabla_{UW} \theta_{2,E} + \frac{1}{\varepsilon^2} u_E \nabla \theta_0
\end{pmatrix},
\end{align}
where the WENO operators \(\nabla_{CW}, \nabla_W, \nabla_{UW}\) and \(\nabla_{CW}^{WB}\) will be defined below. The fully discrete scheme can be obtained by combining the spatial discretization \((3.27)\) with the high order IMEX temporal discretization outlined in \((3.20)-(3.23)\). Note that this involves an implicit step in \((3.22)\). Following the approach to solve the first order IMEX method \((3.6)\) in Section 3.2 we can convert it into an elliptic equation and then update the solution in a sequential way. For the high order scheme in \((3.22)\), we form the following elliptic equation for \(\rho_2\)
\begin{align}
(3.28) \quad \varepsilon^2 \rho_2^{(i)} &= \rho_{\ast\ast}^{(i)} + (\Delta t a_{ii})^2 (1 - \varepsilon^2)^2 \left( \Delta \left( \frac{\rho_{0}}{\rho_{0}} \theta_{2,E}^{(i)} + \frac{\gamma_{p_0} \rho_{0}^{(i)}}{\rho_{0} \theta_{0}} \rho_{2,E}^{(i)} \right) + \nabla \cdot \left( \rho_{2,E}^{(i)} \nabla \Phi \right) \right),
\end{align}
with
\begin{align}
(3.29) \quad \rho_{\ast\ast}^{(i)} &= \rho_{\ast}^{(i)} - \Delta t a_{ii} (1 - \varepsilon^2) \nabla_W \cdot q_{\ast}^{(i)} - \rho_0,
\end{align}
Here $\rho_*^{(i)}$ and $q_*^{(i)}$ are updated from (3.21). For this elliptic equation, all the derivative operators in (3.28) are discretized with high order central differences, e.g., the compact central difference for the Laplacian operator as in [12]. After obtaining $U^{(i)}$ from (3.22) explicitly in a sequential way. The detailed step-by-step flowchart of the fully discrete high order scheme is provided in the supplementary material.

Taking the two dimensional model (3.24)-(3.26) described above as an example, these WENO operators $\nabla_{CW}$, $\nabla_{W}$, $\nabla_{UW}$ and $\nabla_{WB}^{WE}$ are defined as follows.

- **Characteristic-wise WENO reconstruction $\nabla_{CW}$**.
  The traditional characteristic-wise WENO reconstruction is applied to those conservative variables of the explicit part. Let us denote $U_{EC} = (\rho, \rho u, \rho v, E, T)^T$ and

$$\begin{align*}
F_{EC}^x &= (\rho u, \rho u^2 + p, \rho uv, (E + P)u)^T, \\
F_{EC}^y &= (\rho v, \rho uv, \rho v^2 + p, (E + P)v)^T,
\end{align*}$$

with

$$\begin{align*}
S_{EC}^x &= (0, -\rho \partial_x \Phi, -\rho u \partial_x \Phi, 0)^T, \\
S_{EC}^y &= (0, -\rho \partial_y \Phi, -\rho v \partial_y \Phi, 0)^T.
\end{align*}$$

We note that $F_{EC}^x$ and $F_{EC}^y$ are the fluxes of 2D compressible Euler equations in a conservative form. They are exactly the first terms on the right-hand side of (3.25a) and (3.25b) (with a factor $\varepsilon^2$), corresponding to the conserved variable $U_{EC}$. We take $F_{EC}^x$ and $F_{EC}^y$ to form our Jacobian matrices and perform a 2D characteristic-wise finite difference WENO reconstruction, as detailed in [23, 36], to obtain their numerical approximation. The same reconstructed values are also used to evaluate the second terms, e.g., $\partial_x(\rho u^2 + p)$ and $\partial_x(\rho uv)$ in the second term on the right side of (3.25a) (with a factor $(1 - \varepsilon^2)$). Such a characteristic-wise WENO reconstruction is denoted by $\nabla_{CW}$. $\nabla_{CW}$ is very important for essentially non-oscillatory shock capturing, compared with component-wise WENO reconstructions, especially for multi-dimensional cases [13].

- **Component-wise WENO reconstructions $\nabla_{W}$ and $\nabla_{UW}$**.
  When the characteristic direction is unclear, the component-wise finite difference WENO reconstruction is applied to some first-order derivative terms, e.g., the third terms in (3.25a) and (3.25b) and those in (3.25c) and (3.25d). We refer to [23, 36] for detailed reconstruction procedures. Such reconstructions with a Lax-Friedrichs flux is frequently used. Denoting

$$\begin{align*}
F_{IC}^x &= (\rho u, p_2, 0, (E + P)u)^T, \\
F_{IC}^y &= (\rho v, 0, p_2, (E + P)v)^T,
\end{align*}$$

and taking $F_{IC}^x$ as an example, a Lax-Friedrichs flux splitting is given by

$$\begin{align*}
(F_{IC}^x)_{ij}^+ = \frac{1}{2} \left( (F_{IC}^x)_{ij} \pm \Lambda(U_{EC})_{ij} \right),
\end{align*}$$

here we take $\Lambda = \max_{\rho, u, p}(|u| + \min(1, 1/\varepsilon) \sqrt{2p})$ and use $U_{EC}$ to obtain numerical viscosities.

For component-wise WENO reconstructions with a Lax-Friedrichs numerical flux, we denote them as $\nabla_{W}$. On the other hand, the component-wise WENO reconstruction with an upwind numerical flux is used in the equation of $\theta_2$, and we denote it as $\nabla_{UW}$, e.g., the $\nabla_{UW}\theta_{2,E}$ term in (3.27).

- **Well-balanced WENO reconstruction**.
  For all Mach Euler equations with static gravitational fields (1.5), it admits an equilibrium steady-state solution (1.3). Namely, if the equilibrium (1.3) holds initially, it will hold for all later times. Numerically, well-balanced schemes are designed in order to preserve such a steady-state solution on the discrete level. Here we follow the approach proposed in [16, 32] to construct well-balanced WENO approximation. The main idea is to use exactly the same
reconstructions to the flux and source terms, and revise the numerical viscosity to a prebalanced form so that the numerical viscosities vanish for equilibrium solutions. For the system (1.5), an equilibrium static solution would have \( \rho = \rho_0(x) \) and \( p = p_0(x) \), which satisfies

\[
\nabla p_0 = -\rho_0 \nabla \Phi.
\]

This is consistent with the asymptotic limit (2.6), namely, the equilibrium solution is also a solution to (2.8) [10]. Here we still take \( \partial x \tilde{F}_{EC} \) as an example to demonstrate how such well-balanced WENO scheme is designed. First, a well-balanced Lax-Friedrichs flux splitting is based on

\[
(F_{EC}^\pm)_{ij} = \frac{1}{2} \left((F_{EC})_{ij} \pm \Lambda(\tilde{U}_{EC})_{ij}\right),
\]

where \( \tilde{U}_{EC} = (\rho - \rho_0, \rho u, E - \frac{\rho_0}{2} T)^T \). For the source term (3.26), we have \( \nabla \Phi = -\nabla p_0/\rho_0 \) from (3.35), and can rewrite (3.26) as

\[
S^r_{EC} = (0, -\frac{\rho}{\rho_0} \partial_x p_0, \rho u \partial_x \Phi, 0)^T, \quad S^b_{EC} = (0, -\frac{\rho}{\rho_0} \partial_y p_0, 0, \rho v \partial_y \Phi)^T.
\]

To approximate \( S^r_{EC} \) numerically, in analogous to (3.36), we split \( p_0 \) as

\[
(p_0)^{\pm}_{ij} = \frac{1}{2}(p_0)_{ij}.
\]

The finite difference characteristic-wise WENO reconstructions used to approximate \( \{(F_{EC}^\pm)_{ij}\} \) will then be applied to \( \{(p_0)^{\pm}_{ij}\} \) with exactly the same weights (evaluated based on the smoothness indicators of \( \{(F_{EC}^\pm)_{ij}\} \)). In this way, we can obtain the exact balance of these two terms on the discrete level, when the equilibrium state is reached. We refer to [46, 32] for more detailed discussions. Similar approximations of \( \partial_y F^p_{EC} \) and \( S^b_{EC} \) can be applied. For those terms with above described well-balanced WENO reconstructions, we denote them as \( \nabla^{WB}_{CW} \).

4. Asymptotic preserving and asymptotically accurate properties

In this section, we will prove that our first order IMEX scheme (3.4) is AP and the high order IMEX-RK scheme in Section 3.3 is AA. For any variable \( w \), let us denote \( w^n(x) = w(x, t^n) \). During the discussion, we focus on time discretization and keep the space continuous. The initial solutions are assumed to be well-prepared, namely, the following expansions

\[
\begin{align*}
(p^n(x) &= \rho_0^n(x) + \varepsilon^2 \rho_2^n(x),
\end{align*}
\]

\[
\begin{align*}
(\rho u)^n(x) &= (\rho u)_0^n(x) + \varepsilon(\rho u)_1^n(x),
\end{align*}
\]

\[
\begin{align*}
p^n(x) &= p_0^n(x) + \varepsilon^2 p_2^n(x),
\end{align*}
\]

hold at \( n = 0 \). The relation \( p = (\rho \theta)^T \) yields

\[
\theta^n(x) = \theta_0^n(x) + \varepsilon^2 \theta_2^n(x).
\]

In addition, the initial conditions should satisfy

\[
\nabla \cdot (\rho u)_0^0 = 0, \quad \nabla p_0^0 = -\rho_0^0 \nabla \Phi.
\]

4.1. Asymptotic preserving. We start with proving the AP property of the first order IMEX scheme (3.4).

**Theorem 4.1.** With well-prepared initial conditions (4.1a)-(4.2) at \( n = 0 \) which satisfy (4.3), and assuming the expansion (4.1a)-(4.2) at all later times, the first order IMEX scheme (3.4) with (3.9), under the assumptions of (3.8), \( \nabla p_0 = -\rho_0 \nabla \Phi \) and \( \theta_0 \) is a constant, is asymptotic preserving, namely, as \( \varepsilon \to 0 \), the limiting scheme of (3.4) is a consistent discretization of (2.8).
Proof. As \( \varepsilon \to 0 \), under the assumptions that \( \nabla p_0 = -\rho_0 \nabla \Phi \), \( \theta_0 \) is a constant, the scheme (3.4) becomes

\[
\begin{align*}
(4.4a) & \quad \frac{\rho_0^{n+1} - \rho_0^n}{\Delta t} + \nabla \cdot (\rho u)_0^{n+1} = 0, \\
(4.4b) & \quad \frac{(\rho u)_0^{n+1} - (\rho u)_0^n}{\Delta t} + \nabla \cdot (\rho u \otimes u + p \mathbb{I})_0^n + \nabla p_2^{n+1} = -\rho_0^n \nabla \Phi - \rho_2^{n+1} \nabla \Phi, \\
(4.4c) & \quad \frac{E_0^{n+1} - E_0^n}{\Delta t} + \nabla \cdot ((E_0 + p_0(u)_0^n)^{n+1} = -(\rho u)_0^{n+1} \cdot \nabla \Phi, \\
(4.4d) & \quad \frac{\theta_2^{n+1} - \theta_2^n}{\Delta t} + u_0^n \cdot \nabla \theta_2^n = 0,
\end{align*}
\]

and the EOS (1.6) reduces to (at the time levels \( t^n \) and \( t^{n+1} \))

\[
(4.5) \quad E_0^n = \frac{p_0^n}{\gamma - 1}, \quad E_0^{n+1} = \frac{p_0^{n+1}}{\gamma - 1}.
\]

We now prove that starting from the well-prepared initial conditions (4.1)-(4.3) at \( n = 0 \), the limiting scheme (4.4) is a consistent discretization to (2.8) after one time step. First of all, due to \( \nabla p_0^n = -\rho_0^n \nabla \Phi \), (4.4b) becomes

\[
\frac{(\rho u)_0^n - (\rho u)_0^0}{\Delta t} + \nabla \cdot (\rho u \otimes u)_0^0 + \nabla p_2^1 = -\rho_2^1 \nabla \Phi.
\]

Taking divergence on both sides of (4.6) and using \( \nabla \cdot (\rho u)_0^0 = 0 \), we have

\[
\frac{\nabla \cdot (\rho u)_0^n}{\Delta t} + \nabla \cdot (\nabla \cdot (\rho u \otimes u)_0^n) + \nabla \cdot (\nabla p_2^1 + \rho_2^1 \nabla \Phi) = 0.
\]

As \( \varepsilon \to 0 \), the elliptic equation (3.9) becomes

\[
0 = \Delta t^2 \nabla \cdot (\nabla \cdot (\rho u \otimes u)_0^n) + \Delta t^2 \nabla \cdot (\nabla p_2^1 + \rho_2^1 \nabla \Phi),
\]

since \( \tilde{\rho} - (1 - \varepsilon^2) \Delta t \nabla \cdot (\rho u) - \rho_0^0 \) in (3.9) approaches \( \Delta t^2 \nabla \cdot (\nabla \cdot (\rho u \otimes u)_0^n) \), due to (3.5a) and (3.5b). Substituting (4.8) into (4.7) leads to

\[
\nabla \cdot (\rho u)_0^n = 0,
\]

and from (4.4a), we obtain \( \rho_1^n = \rho_0^0 \).

Utilizing (4.5), the energy equation (4.4c) becomes

\[
\frac{1}{\gamma - 1} \frac{p_0^0 - p_0^0}{\Delta t} + \nabla \cdot \left( \frac{\gamma p_0^1}{(\gamma - 1)p_0^0} (\rho u)_0^n \right) = -(\rho u)_0^n \cdot \nabla \Phi.
\]

If we assume a constant background potential temperature \( \theta_0 \) as in Section 2, from \( p = (\rho \theta)^\gamma \), we have \( p_0 = C \rho_0^\gamma \) with \( C = \theta_0^\gamma \), which leads to

\[
\nabla \left( \frac{p_0^1}{p_0^0} \right) = C \nabla (\rho_0^1)^{(\gamma - 1)} = C (\gamma - 1) (\rho_0^1)^{\gamma - 2} \nabla \rho_0^1,
\]

and using (4.9), we have

\[
\nabla \cdot \left( \frac{\gamma p_0^1}{(\gamma - 1)p_0^0} (\rho u)_0^n \right) = \frac{\gamma}{\gamma - 1} \left( (\rho u)_0^n \cdot \nabla \left( \frac{p_0^1}{p_0^0} \right) + \frac{p_0^1}{p_0^0} \nabla \cdot (\rho u)_0^n \right) = C \gamma (\rho_0^1)^{\gamma - 2} (\rho u)_0^n \cdot \nabla \rho_0^1.
\]

And \( \nabla p_0^1 = -\rho_0^1 \nabla \Phi \) yields

\[
\nabla \cdot (\rho u)_0^n \cdot \nabla \Phi = (\rho u)_0^n \cdot \nabla \left( \frac{p_0^1}{p_0^0} \right) = C \gamma (\rho_0^1)^{\gamma - 2} (\rho u)_0^n \cdot \nabla \rho_0^1,
\]

therefore, the equation (4.10) leads to \( p_0^1 = p_0^0 \). Note that the update of density equation in (4.4a) yields \( \rho_1^1 = \rho_0^0 \), and the update of energy equation in (4.4c) yields \( p_1^0 = p_0^0 \), which is consistent with the assumption \( \nabla p_0^1 = -\rho_0^1 \nabla \Phi \) at the next time level.
From [4.9], [4.6] and [4.4d], we observe that the limiting scheme (4.4) is a consistent discretization to (2.8) at the next time level, as well as $p_0^1 = p_0^0$ and $\rho_0^1 = \rho_0^0$. By the mathematical induction, we can prove that the same conclusion holds for all later time levels in a similar way, under the assumptions of the expansion (4.1)-(4.2) at any later time level $t^n$, which confirms the AP property of our scheme. □

4.2. Asymptotically accurate. The AP property can ensure the first-order scheme (3.4) to be a consistent discretization of the limiting equation (2.8) when $\varepsilon \to 0$. The high order scheme (3.20)-(3.23) is named AA [35, 12, 13], if it is AP and preserves the high order temporal accuracy as $\varepsilon$ goes to zero.

**Theorem 4.2.** Consider the high order semi-implicit IMEX-RK scheme (3.20)-(3.23) with space continuous, and use a $k$-th order stiffly accurate IMEX-RK scheme (3.19). Under the same assumptions for the AP property, for the solutions after one time step, we have

$$\lim_{\varepsilon \to 0} \theta^1(x; \varepsilon) = \theta_0, \quad \lim_{\varepsilon \to 0} \nabla \cdot \left( \rho^1(x; \varepsilon) u^1(x; \varepsilon) \right) = 0, \quad \lim_{\varepsilon \to 0} \nabla p^1(x; \varepsilon) + \rho^1(x; \varepsilon) \nabla \Phi = 0.$$

If we denote $V^1(x; \varepsilon) = (\rho^1(x; \varepsilon), \rho^1(x; \varepsilon) u^1(x; \varepsilon), \rho^1(x; \varepsilon), \Phi^1(x; \varepsilon))$ and let $V^\varepsilon(x, t) = (\rho^\varepsilon(x, t), \rho^\varepsilon(x, t) u^\varepsilon(x, t), \rho^\varepsilon(x, t))$ be the exact solutions of (2.8), one has the one-step error estimate

$$\lim_{\varepsilon \to 0} V^1(x; \varepsilon) = V^\varepsilon(x, \Delta t) + \mathcal{O}(\Delta t^{k+1}),$$

namely, the high order semi-implicit scheme is AA.

The proof follows from the mathematical induction and similar derivations of the AP analysis. A detailed proof is provided in the supplementary material.

5. Numerical tests

In this section, we will perform some numerical tests for the all-Mach full Euler equations with gravity, where the Mach number ranges from 0 to $\mathcal{O}(1)$. For one-dimensional (1D) problems, we consider the vertical direction with coordinate denoted by $x$. For two-dimensional (2D) problems, we use the coordinate $(x, y)$ with $y$ being the vertical direction, unless specified otherwise.

The proposed method was outlined in Section 3.4. The third order SA IMEX-RK scheme in [13, Section 3.2.2] will be used as temporal discretization, and the fifth order finite difference WENO scheme [36] is adopted in space. The time step is taken to be $\Delta t = \text{CFL} \Delta x / \Lambda$ with $\Lambda = \max\{\|u\| + \min(1, 1/\varepsilon) \sqrt{\gamma \rho/p}, \}$, and we set CFL = 0.2. Our proposed scheme is denoted as the “IMEX” scheme in the following. We will compare our scheme to an explicit fifth order well-balanced finite difference WENO scheme, as was developed in [32], which is denoted as “WB-Xing”. We will demonstrate that our approach is high order accurate, AP and AA, as well as that it is more computationally efficient as compared to WB-Xing in the low Mach regime.

5.1. 1D accuracy test. We first consider the following 1D example with a linear gravitational field $\Phi_x = 1$. The hydrostatic steady state satisfying (2.6) is given by

$$\rho_0(x) = \left(1 - \frac{\gamma - 1}{\gamma} x \right)^{-\frac{\gamma}{\gamma - 1}}, \quad p_0(x) = \left(1 - \frac{\gamma - 1}{\gamma} x \right)^{-\frac{\gamma}{\gamma - 1}}, \quad \theta_0(x) = 1,$$

with the adiabatic index $\gamma = 1.4$. The corresponding perturbations are also at a steady state, where

$$p_2(x) = 1 + 0.2 \sin(\pi x), \quad p_2(x) = 4.5 - x + 0.2 \cos(\pi x) / \pi,$$

so that we have steady-state well-prepared solutions for (3.1)

$$\rho(x) = \rho_0(x) + \varepsilon^2 \rho_2(x), u(x) = 0, p(x) = p_0(x) + \varepsilon^2 p_2(x), \theta_2(x) = \frac{1}{\rho} \left( \frac{\rho_0 \theta_0}{\gamma p_0} p_2 - \rho_2 \theta_0 \right).$$

Here the computational domain is $\Omega = [0, 2]$. We divide $\Omega$ into $N$ uniform cells, where $N = 8 \times 2^{i}$ ($i = 1, 2, \ldots, 5$). The errors are computed by comparing the numerical solution to the exact solution at a final time $T = 0.1$. We show the $L_1$ errors and orders for the density $\rho$ in Table 5.1 by taking four different global Mach numbers $\varepsilon = 1, 10^{-2}, 10^{-4}$ and 0. We observe that our scheme has at least fifth
order accuracy for all $\varepsilon$’s, as the spatial error is dominant and the solutions reach the steady state. The convergence orders of $\rho u$ and $E$ are similar, and we omit them to save space.

Table 5.1. Example 5.1. $L_1$ errors and orders of $\rho$ with $\varepsilon = 1, 10^{-2}, 10^{-4}, 0$. $T = 0.1$.

| N  | $\varepsilon = 1$ | $\varepsilon = 10^{-2}$ | $\varepsilon = 10^{-4}$ | $\varepsilon = 0$ |
|----|------------------|-------------------------|-------------------------|------------------|
|    | error            | order                   | error                   | order            |
| 16 | 9.19E-05         | –                       | 1.20E-08                | –                |
| 32 | 2.94E-06         | 4.96                    | 2.94E-10                | 5.35             |
| 64 | 8.90E-08         | 5.05                    | 5.80E-12                | 5.66             |
| 128| 2.74E-09         | 5.02                    | 8.99E-14                | 6.01             |
| 256| 8.52E-11         | 5.01                    | 1.64E-15                | 5.77             |

5.2. 1D shock tube problem. In this example, we consider a 1D shock tube problem in a high Mach regime where we take $\varepsilon = 0.9$, and the initial conditions are given by

$$(\rho, u, p) = (1, 0, 1), \quad \text{if } x < 0.5; \quad (0.125, 0, 0.1), \quad \text{otherwise};$$

which has been studied in [13] without the gravitational source. Here we consider a linear gravity with $\Phi_x = 1$. The background steady state is still (5.1). The computational domain is $[0, 1]$, with inflow and outflow boundary conditions on the left and right boundaries respectively. We take $N = 200$ and show the results at $T = 0.1$ in Fig. 5.1. We can observe that the IMEX numerical solutions match those of WB-Xing very well, and both schemes work well in the high Mach regime when the shock exists.

![Figure 5.1. Example 5.2. Numerical solutions of $\rho$, $\rho u$ and $p$ with $N = 200$ at $T = 0.1$.](image)

5.3. 2D accuracy test. In this example, we consider a smooth 2D problem with a linear gravitational field $(\Phi_x, \Phi_y) = (1, 1)$. The steady state is given by

$$
\rho_0(x, y) = \left(1 - \frac{\gamma - 1}{\gamma} (x + y - 2)\right)^{\frac{1}{\gamma - 1}}, \quad p_0(x, y) = \left(1 - \frac{\gamma - 1}{\gamma} (x + y - 2)\right)^{\frac{\gamma}{\gamma - 1}},
$$

with $\theta_0(x, y) = 1$ and the adiabatic index $\gamma = 1.4$. Similar to Example 5.1, the perturbations are also at a steady state

$$
\rho_2(x, y) = 1 + 0.2 \sin(\pi (x + y)), \quad p_2(x, y) = 4.5 - x + 0.2 \cos(\pi (x + y)) / \pi,
$$

so that the steady-state exact solutions are

$$
\rho(x, y) = \rho_0(x, y) + \varepsilon^2 \rho_2(x, y), \quad p(x, y) = \rho_0(x, y) + \varepsilon^2 p_2(x, y), \quad \theta_2 = \frac{1}{\rho} \left(\frac{\rho_0 \theta_0}{\gamma p_0} p_2 - \rho_2 \theta_0\right).
$$
Here \( \mathbf{u} = (u_0, -u_0) \) which is perpendicular to the gravitational field, and we take \( u_0 = 1 \). The computational domain is \( \Omega = [0, 2]^2 \), which is divided into \( N^2 \) uniform cells, with \( N = 8 \times 2^i \) \((i = 1, 2, \ldots, 5)\). The errors are computed by comparing the numerical solution to the exact solution at the final time \( T = 0.5 \). Similarly we show the \( L_1 \) errors and orders of \( \rho \) in Tables 5.2 with four different global Mach numbers \( \varepsilon = 1, 10^{-2}, 10^{-4} \) and 0. We can observe the expected convergence rates for all \( \varepsilon \)'s, similar to the 1D case.

![Table 5.2. Example 5.3. \( L_1 \) errors and orders of \( \rho \) with \( \varepsilon = 1, 10^{-2}, 10^{-4}, 0 \).](image)

| \( N \) | \( \varepsilon = 1 \) | \( \varepsilon = 10^{-2} \) | \( \varepsilon = 10^{-4} \) | \( \varepsilon = 0 \) |
|---|---|---|---|---|
| 16 | 4.86E-04 | 1.83E-06 | 1.83E-06 | 1.83E-06 |
| 32 | 3.70E-05 | 8.17E-08 | 8.14E-08 | 8.14E-08 |
| 64 | 1.48E-06 | 2.32E-09 | 2.31E-09 | 2.31E-09 |
| 128 | 5.51E-08 | 5.48E-11 | 5.41E-11 | 5.41E-11 |
| 256 | 1.38E-09 | 1.09E-12 | 1.06E-12 | 1.06E-12 |

5.4. Traveling vortex. This test has been considered for the 2D shallow water equations [22]. In (3.1), if we assume \( \theta = 1 \) and take \( c_p = 2, c_v = 1 \), then the specific gas constant is \( R = c_p - c_v = 1 \), and \( \gamma = c_p/c_v = 2 \), it is equivalent to the shallow water equations and in this case the pressure is \( p = \rho^2/2 \) with \( \varepsilon = 0.05 \). Following the settings in [22], for the source term we take

\[
\Phi(x, y) = e^{-5(x-1)^2},
\]

namely, the gravity is along the \( x \)-direction for this example. Other initial conditions are given by

\[
\rho(x, y, 0) = 110 - \Phi + \begin{cases} 
\left( \frac{x}{\omega} \right)^2 \left( k(\omega \Gamma_c) - k(\pi) \right), & \text{if } \omega \Gamma_c \leq \pi; \\
0, & \text{otherwise},
\end{cases}
\]

\[
u(x, y, 0) = \begin{cases} 
(1 + \cos(\omega \Gamma_c))(0.5 - y), & \text{if } \omega \Gamma_c \leq \pi; \\
0, & \text{otherwise},
\end{cases}
\]

with \( \Gamma_c = \sqrt{(x-0.5)^2 + (y-0.5)^2}, \Gamma = 8, \omega = 4\pi, \) and

\[
k(\xi) = 2 \cos(\xi) + 2\xi \sin(\xi) + \frac{1}{8} \cos(2\xi) + \frac{\xi}{4} \sin(2\xi) + \frac{3}{4} \xi^2.
\]

The hydrostatic steady state takes the form

\[
\rho_0(x, y) = 110 - \Phi, \quad \theta_0 = 1, \quad p_0(x, y) = \frac{1}{2} (110 - \Phi)^2.
\]

Here the computational domain is \([0, 2] \times [0, 1]\), with periodic boundary conditions. We use this example to demonstrate that the new modeling (3.1) and our proposed scheme can have similar good performances as in [22] for this special case. We strictly follow our scheme in Section 3.4 with a mesh grid \( 200 \times 100 \) and show the perturbation of density \( \rho - \rho_0 \) in Fig. 5.2. We can observe that the numerical results are very similar to those obtained in [22], which demonstrates the nice performance of the proposed AP method in the low Mach regime.
5.5. 2D isothermal equilibrium. This example is designed to test the well-balanced property of a given scheme, as well as its ability to capture small disturbances around an equilibrium state [41]. We consider an isothermal equilibrium state

\[ \rho(x, y) = \bar{\rho} \exp\left(\frac{-\bar{\rho}g}{\bar{\rho}}(x + y)\right), \quad u = 0, \quad p(x, y) = \bar{p} \exp\left(\frac{-\bar{\rho}g}{\bar{p}}(x + y)\right), \]

with \( \bar{\rho} = 1.21, \bar{p} = 1 \) and \( g = 1 \). The linear gravitational field with \( (\Phi_x, \Phi_y) = (1, 1) \) is taken. The adiabatic index is \( \gamma = 1.4 \) and the global Mach number is set to be \( \varepsilon = 0.9 \). The problem is defined on a unit square \([0, 1]^2\). We run the simulation up to the final time \( T = 1 \), on three different meshes \( 50 \times 50, 100 \times 100 \) and \( 200 \times 200 \). We compare the numerical solutions to the steady-state exact solutions. It was observed that both IMEX and WB-Xing can preserve the solutions up to machine errors, and a well-balanced property is achieved for both schemes. We omit the results here to save space.

Next, we add a small perturbation to the pressure

\[ p_2(x, y) = \frac{1}{810} \exp\left(-\frac{100\bar{\rho}g}{\bar{\rho}}((x - 0.3)^2 + (y - 0.3)^2)\right) \]

which is a small Gaussian hump centered at \((0.3, 0.3)\). The other terms are kept to be the same. We take a mesh grid \( 100 \times 100 \) and compute the numerical solution up to \( T = 0.15 \). Here a transmissive boundary condition [39] is used. The numerical results are shown in Fig. 5.3, and again we can observe that both schemes can capture the small perturbations very well in this high Mach regime.

Remark 5.1. For this 2D isothermal equilibrium example, numerical boundary conditions are treated as follows. We split our main variable \( U = (\rho, \rho u, E, \theta)^T \) into two parts: a hydrostatic one \( U^0 \) and a perturbation \( U' \), that is, \( U = U^0 + U' \) with

\[ U^0 = \left(\rho_0, 0, \frac{p_0}{\gamma - 1}, \theta_0\right)^T, \quad U' = \left(\varepsilon^2 \rho_2, \rho u, E - \frac{p_0}{\gamma - 1} \varepsilon^2 \theta_2\right)^T. \]

We apply a transmissive boundary condition [39] to the perturbation \( U' \), i.e., ghost values of \( U' \) are assigned by mirror symmetry. Ghost values of the hydrostatic component \( U^0 \) are obtained via extrapolation. The same boundary treatments are also applied to the following two examples.

5.6. Rising thermal bubble. This is a benchmark test problem for atmospheric flows, simulating the dynamics of a warm bubble, which has been studied in [18, 19, 41]. Here we consider a linear gravitational field in the vertical direction with \( \Phi_x = 0 \) and \( \Phi_y = g \), and the gravitational constant is \( g = 9.8 m/s^2 \). The Exner pressure takes the form \( \Pi = 1 - (\gamma - 1)gy/R/T \), with \( T = 300 K, \gamma = 1.4, \)

Figure 5.2. Example 5.4. Numerical solutions for the perturbation of density \( \rho - \rho_0 \).
Mesh \( 200 \times 100 \). From left to right: \( t = 0.3, 0.6, 1.0 \), respectively.
Figure 5.3. Example 5.5. Numerical solutions of the pressure perturbation and the density perturbation at $T = 0.15$ with $N \times N = 100 \times 100$. Left: WB-Xing; middle: IMEX; right: cuts along the line $y = 0.305m$. Top: pressure perturbation; bottom: density perturbation.

$R = 287.058 \text{J/kg K}$ being the gas constant, and the potential temperature is

$$
\theta(x, y, 0) = \theta_0 + \Delta \theta(x, y, 0) = 300K + \begin{cases} 
0, & r > r_c; \\
\frac{\theta_c}{2}(1 + \cos(\pi r/r_c)) & r \leq r_c.
\end{cases}
$$

Here $r = \sqrt{(x-x_c)^2 + (y-y_c)^2}$, $\theta_c = 0.5 K$, $(x_c, y_c) = (500, 350) m$ and $r_c = 250 m$, so that the initial condition can be denoted as

$$
\rho(x, y, 0) = \frac{\bar{p}}{R \theta_0} \Pi^{\frac{1}{\gamma-1}}, \quad \mathbf{u}(x, y, 0) = (0, 0), \quad p(x, y, 0) = \bar{p} \Pi^{\frac{\gamma}{\gamma-1}},
$$

with the hydrostatic steady state

$$
\rho_0(x, y) = \frac{\bar{p}}{R \theta_0} \Pi^{\frac{1}{\gamma-1}}, \quad \theta_0(x, y) = 300 K, \quad p_0(x, y) = \bar{p} \Pi^{\frac{\gamma}{\gamma-1}}.
$$

where $\bar{p} = 10^5 N/m^2$ is a reference pressure at $y = 0 m$, and the computational domain is $[0, 1000] \times [0, 1000] m^2$.

This problem can be rewritten into a dimensionless form by choosing the reference values

$$
p_{\text{ref}} = 10^5 N/m^2, \quad \rho_{\text{ref}} = 10 \text{kg/m}^3, \quad t_{\text{ref}} = 10^3 s, \quad l_{\text{ref}} = 10^3 m,
$$

$$
U_{\text{ref}} = \frac{l_{\text{ref}}}{t_{\text{ref}}} = 1 m/s, \quad \theta_{\text{ref}} = \frac{p_{\text{ref}}}{R \rho_{\text{ref}}} = 10^4 \frac{K}{R}.
$$
so that the global Mach number is
\[ \varepsilon = \frac{U_{\text{ref}}}{\sqrt{p_{\text{ref}}/\rho_{\text{ref}}}} = 10^{-2}. \]

We run the simulation for a very long time until the final stopping time \( t = 700 \) s. We show the perturbation of potential temperature \( \Delta \theta \) on a mesh grid of 200 \( \times \) 200 in Fig. 5.4. Inviscid wall boundary conditions \[41\] are used. We can see that both schemes can correctly capture the shear movement of the rising bubble, which is along the opposite direction of gravity, and eventually, it forms a shape of a mushroom cloud. For this example with smooth solutions, we only use component-wise WENO reconstruction with linear weights for saving computational cost. However, comparing the WB-Xing scheme with our IMEX scheme, our scheme is much less diffusive on the same mesh grid, as the explicit WB-Xing scheme has a numerical viscosity inversely proportional to the Mach number \( \varepsilon \), while our IMEX scheme does not. We also compare the CPU cost of two schemes in Table 5.3, from which we can observe that our IMEX scheme is much more efficient for this low Mach problem.

![Figure 5.4](image-url)

**Figure 5.4.** Example 5.6. Numerical results for the perturbation of potential temperature \( \Delta \theta \). From left to right, \( t = 400s, 600s, 700s \), respectively. Top: WB-Xing; Bottom: IMEX. Mesh: 200 \( \times \) 200.

### 5.7. Inertia-gravity wave
This test arises from atmospheric flows, and has also been studied in [18, 19, 41]. The computational domain is set as \([0, 300000] \times [0, 10000]\) m\(^2\), with a periodic boundary condition in the \( x \) direction and an inviscid wall boundary condition in the \( y \) direction. The linear gravitational field with \((\Phi_x, \Phi_y) = (0, g)\) and \( g = 9.8 \) m/s\(^2\) is considered. The Exner pressure is

\[ \Pi = 1 + \frac{(\gamma - 1)g^2}{\gamma RT_0 \mathcal{N}^2} \left[ \exp\left( -\frac{\mathcal{N}^2 y}{g} \right) - 1 \right], \]
and the initial potential temperature is denoted as
\[ \theta(x, y, 0) = \theta_0(y) + \Delta \theta(x, y, 0), \]
where
\[ \theta_0(y) = \bar{T} \exp \left( \frac{\mathcal{N}}{g} y \right) K, \quad \Delta \theta(x, y, 0) = \theta_c \sin \left( \frac{\pi y}{h_c} \right) \left[ 1 + \frac{(x - x_c)^2}{a_c^2} \right]^{-1}, \]
with the Brunt–Väisälä frequency \( \mathcal{N} = 0.01 \text{ s}^{-1} \), \( \bar{T} = 300 \text{ K} \), \( \theta_c = 0.01 \text{ K} \), \( h_c = 10000 \text{ m} \), \( x_c = 100000 \text{ m} \) and \( a_c = 5000 \text{ m} \). The initial conditions are given by
\[ \rho(x, y, 0) = \frac{\bar{p}}{R \theta_0} \Pi^{\gamma - 1}, \quad u(x, y, 0) = (20, 0) \text{ m/s}, \quad p(x, y, 0) = \bar{p} \Pi^{\gamma - 1}, \]
and the equilibrium state is
\[ p_0 = \bar{p} \Pi^{\gamma - 1}, \quad \theta_0 = \bar{T} \exp \left( \frac{\mathcal{N}}{g} y \right) K, \quad \rho_0 = \frac{\bar{p}}{R \theta_0} \Pi^{\gamma - 1}, \]
with \( \bar{p} = 10^5 \text{ N/m}^2 \). As in Example 5.6, we consider the problem in a dimensionless form, by choosing the following reference values
\[ p_{\text{ref}} = 10^5 \text{ N/m}^2, \quad \rho_{\text{ref}} = 10^{-1} \text{ kg/m}^3, \quad t_{\text{ref}} = 10^5 \text{ m/s}^2, \quad l_{\text{ref}} = 10^5 \text{ m}, \]
\[ U_{\text{ref}} = \frac{l_{\text{ref}}}{t_{\text{ref}}} = 1 \text{ m/s}, \quad \theta_{\text{ref}} = \frac{p_{\text{ref}}}{R \rho_{\text{ref}}} = \frac{10^6}{R} \text{ K}, \]
and the corresponding global Mach number is
\[ \varepsilon = \frac{U_{\text{ref}}}{\sqrt{p_{\text{ref}}/\rho_{\text{ref}}}} = 10^{-3}. \]

In this example, for the WB-Xing scheme, an HLLC flux which is less diffusive than the Lax-Friedrichs flux, is used in the simulation. We run the solution up to \( t = 3000 \text{ s} \) for both schemes. For this example, we take \( \text{CFL}=0.01 \) for our IMEX scheme, and \( \text{CFL}=0.005 \) for the WB-Xing scheme. We show the perturbation of potential temperature \( \Delta \theta \) on the mesh grid 400 \( \times \) 50 and 800 \( \times \) 50 in Fig. 5.5 and Fig. 5.6. From these numerical solutions, especially the cuts in Fig. 5.6, we can see the IMEX scheme has better resolution than the WB-Xing scheme on the coarse grid. We also compare the CPU cost of two schemes in Table 5.3 and observe that the IMEX scheme is much more efficient in this low Mach regime.

| Table 5.3. CPU cost (seconds) for the WB-Xing and IMEX schemes. |
|---------------------------------|------------------|------------------|
| \( N_x \times N_y \)          | WB-Xing   | IMEX          |
| Example 5.6                    | 100 \( \times \) 100 | 7,328.77       | 1,354.02       |
| \( \varepsilon = 10^{-2} \)    | 200 \( \times \) 200 | 55,719.46      | 11,712.07      |
| Example 5.7                    | 400 \( \times \) 50 | 300,512.70     | 12,578.01      |
| \( \varepsilon = 10^{-3} \)    | 800 \( \times \) 50 | 585,356.01     | 32,064.40      |

6. Conclusion

In this work, we designed a high order semi-implicit AP well-balanced finite difference WENO scheme for the all Mach full Euler system with a gravitational field. It is much more challenging than the shallow water equations with a non-flat bottom [22], due to the existence of gravity which couples all equations together in the limit. We proposed to add the evolution for the perturbation of potential temperature in the design of our scheme, which provides a general and easy framework for the development of AP schemes to ensure the correct incompressible limit. The AP and AA properties are formally analyzed. Numerical tests on both 1D and 2D problems have demonstrated the high order accuracy, well-balanced, AP and AA properties of our proposed scheme. Our IMEX scheme has also been shown to yield better resolution and higher efficiency in the low Mach regime when compared with the explicit scheme.
Figure 5.5. Example 5.7. Numerical results for the perturbation of potential temperature $\Delta \theta$ at $t = 3000s$. Mesh grid: $400 \times 50$ (left); $800 \times 50$ (right). Top: WB-Xing; bottom: IMEX.

Figure 5.6. Example 5.7. Numerical results for the perturbation of potential temperature $\Delta \theta$ along the line $y = 4900m$ at $t = 3000s$. Mesh grid: $400 \times 50$ (left); $800 \times 50$ (right).
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