Cosmological constraints from the power spectrum of eBOSS emission line galaxies
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We present cosmological parameter measurements from the effective field theory-based full-shape analysis of the power spectrum of emission line galaxies (ELGs). First, we perform extensive tests on simulations and determine appropriate scale cuts for the perturbative description of the ELG power spectrum. We study in detail non-linear redshift-space distortions (“fingers-of-God”) for this sample and show that they are somewhat weaker than those of luminous red galaxies. This difference is not significant for current data, but may become important for future surveys like Euclid/DESI.

Then we analyze recent measurements of the ELG power spectrum from the extended Baryon acoustic Oscillation Spectroscopic Survey (eBOSS) within the $\nu\Lambda$CDM model. Combined with the BBN baryon density prior, the ELG pre- and post-reconstructed power spectra alone constrain the matter density $\Omega_m = 0.257^{+0.031}_{-0.045}$, the current mass fluctuation amplitude $\sigma_8 = 0.571^{+0.052}_{-0.076}$, and the Hubble constant $H_0 = 84.5^{+2.7}_{-2.8}$ km/s/Mpc (all at 68\% CL). Combining with other full-shape and BAO data we measure $\Omega_m = 0.327^{+0.041}_{-0.016}$, $\sigma_8 = 0.691^{+0.032}_{-0.045}$, and $H_0 = 68.6^{+1.1}_{-1.3}$ km/s/Mpc. The total neutrino mass is constrained to be $M_{\text{tot}} < 0.63$ eV (95\% CL) from the BBN, full-shape and BAO data only. Finally, we discuss the apparent $\sim 3\sigma$ discrepancy in the inferred clustering amplitude between our full shape analysis and the cosmic microwave background data.

1. INTRODUCTION

Historically, the distribution of matter and its luminous tracers on the largest observable scales was one of the earliest sources of cosmological parameter measurements [1]. In particular, some of the first ever limits on matter and baryon densities were extracted from the shape of the 2dFGRS power spectrum [2]. Around this time, the cosmic microwave background (CMB) measurements started to become progressively more and more precise, which soon made them the leading source of cosmological information. The program of measuring cosmological parameters from the CMB anisotropies has culminated with the Planck satellite data, which determined parameters of the minimal $\Lambda$CDM model with percent precision [3]. Similar precisions were recently reached by other CMB experiments, e.g. ACT [4] and SPT [5, 6].

During this program, the large scale structure (LSS) data has also improved in the last years to the extent that now several different datasets are able to constrain our Universe without any input from the CMB anisotropies, and with competitive precision, see e.g. results of photometric surveys KIDS [7], DES [8, 9], and the Baryon acoustic Oscillation Spectroscopic Survey (BOSS) [10, 11].

Over the last decade, the volume of spectroscopic galaxy clustering surveys has been continuously growing, which calls for a constant reassessment of analysis techniques. Early cosmological parameter constraints from redshift space clustering data were based on consistent analyses of the galaxy power spectrum shape, which were carried out in the same fashion as the CMB power spectrum shape analysis [12–15]. These works were based on approximate phenomenological models for nonlinear effects and fits from simulations (e.g. the “Halofit” prescription [16]), which were computationally efficient, but raised concerns about systematic uncertainties of these methods. After the first detection of the baryon acoustic oscillations (BAO) in the clustering of SDSS and 2dFGRS galaxies [17], the focus shifted from the power spectrum shape to this feature, which is widely believed to be more robust than the shape w.r.t. nonlinearities and observational systematics. At some point it became standard to analyze the entire power spectrum just like the
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BAO feature: by using the fixed linear power spectrum shape and varying cosmology only by means of scaling parameters capturing the Alcock-Paczynski (AP) effect [18] and redshift-space distortions (RSD), see e.g. [19–22]. We dub this approach the “RSD/AP fixed template method”.

It is important to emphasize that it has a number of limitations. First, a number of works have shown that the measurements of scaling parameters have a non-negligible dependence on the choice of the underlying linear power spectrum shape template, see e.g. Fig. 3 of Ref. [23] and Fig. 14 of [24]. The typical approach is to compute the linear power spectrum for a set of fiducial cosmological parameters that agree with the Planck CMB measurements. This is justified as long as we are to combine the RSD/AP measurements with the Planck CMB data, which determines these parameters much better than the galaxy power spectrum shape itself. This was roughly true for surveys like BOSS and eBOSS, but will not be the case for future surveys like DESI [25] and Euclid [26]. The second related problem is an interpretation of the AP/RSD parameter constraints in cosmological models different from the one used to fix the template. Indeed, the linear power spectrum shape depends both on the details of early and late time evolution. The early-type processes (e.g. details of the matter-radiation equality) modulate the spectrum at high redshifts, while e.g. massive neutrinos lead to late-time shape distortions [27].

Therefore, it is not clear to what extent the standard AP/RSD constraints are valid for cosmologies different from the fiducial one. In other words, using the fixed template is equivalent to imposing strong Planck/ΛCDM-motivated priors in the analysis, which may bias the result of cosmological inference for extended cosmological models. Recent examples of such situations can be found in analyses of the early dark energy model [28], which alternates the matter power spectrum shape at high redshifts as compared to ΛCDM [29–31], and hence raises concerns about the legitimacy of the standard RSD/AP constraints.

The third drawback of the standard RSD/AP analysis is that it ignores the shape signal. Historically this was partly motivated by the absence of a robust model for nonlinear effects. However, recent theoretical efforts in the effective field theory (EFT) of largescale structure [32, 33] and its extensions [34–37] have demonstrated that an accurate and efficient analytic description of galaxy clustering is possible. In the quasilinear regime all effects of structure formation simplify and can be taken into account by means of a systematic expansion similar to the derivative expansion in field theory. In this regime one can accurately capture quasilinear clustering of underlying matter [38–44], galaxy bias [45–49], redshift-space distortions [50–54], baryonic effects [55], massive neutrinos [56], non-linear smearing of the BAO [57–61] and other effects needed to understand galaxy survey data. Thus, EFT provides a consistent and accurate model for the whole power spectrum shape without necessity to decompose the signal into partial information channels such as RSD, BAO, or AP. Besides, it offers a tool to estimate theory systematic errors [62, 63].

Within the EFT approach, the power spectrum shape itself becomes a rich source of cosmological information [64–67]. Extracting this information is clearly not possible with the standard RSD/AP fixed template methodology. The recent EFT analyses of the BOSS data have shown that the galaxy power spectrum can be used for precise measurements of fundamental cosmological parameters, such as the Hubble constant $H_0$ or the matter density fraction $\Omega_m$, both in the ΛCDM model and in its extensions. In particular, the EFT-based full-shape BOSS likelihood can constrain $\omegaCDM$ [68, 69], $w_0w_aCDM$, $o\LambdaCDM$ [70], early dark energy models [30, 31], ultralight axion dark matter models [71], as well as models with massive neutrinos and extra relativistic degrees of freedom [72].

Recent forecasts suggests that full-shape cosmological constraints can dramatically improve in the era of future spectroscopic surveys such as DESI and Euclid [67, 73, 74]. An important technical aspect of these surveys is that they will mainly target emission line galaxies (ELGs), whereas the recent surveys like BOSS and eBOSS used luminous red galaxies (LRGs) as their main samples [10, 11]. Current data suggests that emission line galaxies reside in relatively low-mass halos and hence are less biased than the LRGs, see e.g. [75]. This is important in the context of the EFT where the accuracy of the perturbative expansion is controlled by a wavenumber cutoff, $k_M$, that can be estimated as the inverse Lagrangian size of typical halos hosting ELGs [45, 49]. Lighter halos imply a larger cutoff and hence the EFT modeling, at face value, may work better for that sample. The situation becomes more complicated when we take into account redshift space distortions
tions, which is the dominant source of nonlinearity in the observed data. The effective cutoff of the redshift space mapping is dominated by the galaxy velocity dispersion, $k_{NL}^2 \sim \sigma_v^{-1}$, which is quite large for LRGs [63, 64]. For ELGs the current data suggests the velocity dispersion may be lower than that of the LRG sample [23, 76–78], and hence one might hope that the EFT modeling can be pushed to shorter scales as compared to previous analyses based on LRGs.

In this paper we explicitly check this expectation with data from the recent eBOSS survey [11], which has collected the largest to date spectroscopic sample of emission line galaxies [79]. To that end we re-analyze the power spectrum of emission line galaxies from eBOSS using the EFT-based full-shape methodology. The motivation for this analysis is two-fold. On the one hand, it is important to determine the regime of validity of the EFT for this sample, which then can be used to estimate the performance of the full-shape analysis for the future DESI-like surveys. On the other hand, it is interesting to see what constraints one can get from this sample in a consistent analysis beyond the RSD/AP fixed template method.

Our paper is structured as follows. We start with the main results in Sec. 2, then discuss technical aspects of the analysis in Sec. 3. Sec. 4 describes tests of our pipeline on Outer Rim ELG mock catalogs. We detail our baseline analyses in Sec. 5 and conclude in Sec. 6. Appendix A contains some additional information.

2. SUMMARY OF MAIN RESULTS

It is convenient to start with a short summary of our main results. We have analyzed the publicly available redshift-space power spectrum monopole ($\ell = 0$), quadrupole ($\ell = 2$) and hexadecapole ($\ell = 4$) moments of eBOSS emission line galaxies [23]. This analysis is based on the pre-reconstructed power spectrum measurements from two samples stretched across the redshift rage $0.7 < z < 1.1$ (effective redshift $z_{\text{eff}} \approx 0.86$) collected from two different patches of sky: North Galactic Cap (NGC) and South Galactic Cap (SGC). We combine them with the post-reconstructed BAO data from the redshift range $0.6 < z < 1.1$ and take into account its covariance with the pre-reconstructed full-shape measurements. Our full-shape + BAO analysis pipeline is essentially the same as the one used in Refs. [64, 66]. We fit the eBOSS ELG full shape data with the one-loop EFT model assuming the minimal flat $\Lambda$CDM cosmology. In our baseline ELG FS+BAO analysis, we constrain the current physical baryon density $\omega_b$ to the BBN prior $\omega_b = 0.02268 \pm 0.00038$, and vary all other cosmological parameters in our MCMC chains: the reduced Hubble constant $^1 h$, total neutrino mass $M_{\text{tot}}$, physical dark matter density $\omega_{\text{cdm}}$, the primordial scalar power spectrum amplitude $A_s$ and its tilt $n_s$. The neutrino sector is approximated with three degenerate mass states. Along with the cosmological parameters, we also vary a set of 26 nuisance coefficients (13 per each cap) capturing fiber collisions, non-linear effects of matter clustering, galaxy bias and redshift-space distortions.

Using large Outer Rim simulations we have checked that our pipeline based on the one-loop EFT model applied at the scale cut $k_{\text{max}} = 0.25 \ h\text{Mpc}^{-1}$ can recover correct values of $H_0$, $\Omega_m$ to within 0.1$σ$ and $\sigma_8$ to within 0.3$σ$ of the full eBOSS errors. This is similar to the scale cut used in previous analyses of the BOSS LRG power spectra data chunks with similar effective volumes, see e.g. [64]. We have found that the ELGs are indeed less affected by non-linearities than LRGs, but this difference is not very significant for the eBOSS data.

The posterior distribution of the ELG FS+BAO data in $\sigma_8 - \Omega_m - H_0$ planes is shown in the left panel of Fig. 1, along with contours from the combined BOSS FS+BAO+BBN analysis [66], and the Planck 2018 data [3] analyses, run for the same baseline $\nu$CDM model. The right panel of Fig. 1 shows the eBOSS ELG $P_f(k)$ data along with the best-fitting theoretical models extracted from our MCMC chains. The 1d marginalized constraints are listed in table I.

The analysis of the combined BOSS+ELG FS+BAO+BBN data are shown in Fig. 2 along with the Planck CMB posteriors [3] for the same cosmological model. We see that the ELG data marginally tightens parameter constraints, in particular, on the total neutrino mass.

---

$^1$ Throughout our paper, we will use both the “usual” Hubble constant $H_0$ and its dimensionless version $h = H_0/(100 \text{ km/s/Mpc}).$
3. DATA AND METHODOLOGY

3.1. Data

ELG FS + BAO. Our main analysis is based on the power spectrum from the ELG SDSS DR16 clustering catalog [80], see Ref. [81] for selection details. The ELG sample was selected from the DECam Legacy Survey (DECaLS) grz photometry [82]. We use the publicly available baseline power spectrum measurements of Ref. [23]. Note that these measurements made use of the so-called “shuffled” scheme where randoms are assigned data redshifts, which suppresses the radial modes on large scales [83]. The eBOSS ELG sample may also be affected by unknown angular systematics, which is mitigated by canceling the angular modes with the so-called pixelated scheme. We refer the reader to Refs. [23, 80, 84] for details on the eBOSS ELG catalog and its systematics.

The NGC and SGC patches used in the full-shape analysis have different effective redshifts $z_{\text{eff}}$, number densi-
Our likelihood is based on the monopole, quadrupole, and hexadecapole moments of Ref. [89], but use the new window-free power spectrum measurements of Ref. [91]. Our likelihood is based on the monopole, quadrupole, and hexadecapole moments with $k_{\text{min}} = 0.01 \, h \, \text{Mpc}^{-1}$ and $k_{\text{max}} = 0.2 \, h \, \text{Mpc}^{-1}$. We include the hexadecapole for completeness, even though it contains very little cosmological information for the BOSS LRG sample [89].

The tail of the BOSS LRG full-shape data has a small overlap with the ELG sample over the redshift range $0.7 < z < 0.75$. This overlap is quite insignificant and we neglect a correlation between the eBOSS ELG and BOSS LRG samples in this work. This assumption was validated in Refs. [11, 92].

As far as the BAO data is concerned, we use measurements from BOSS DR12 [93], and include their cross-covariance with the full-shape data as described in Ref. [66]. We compute the cross-covariance between the BAO and full-shape measurements from the Patchy mocks [94]. Additionally, we use the BAO from 6DF ($z_{\text{eff}} = 0.106$) [95], SDSS DR7 MGS ($z_{\text{eff}} = 0.15$) [96], and Lyman-α forest, which is based on auto and cross-correlation with quasars at $z_{\text{eff}} = 2.33$ [11, 97]. Finally, we also use the BAO measurements from the eBOSS quasar sample ($z_{\text{eff}} = 1.48$) [98].

2 Publicly available at https://github.com/oliverphilcox/BOSS-Without-Windows.
We will combine all our large-scale structure likelihoods with the BBN physical baryon density prior $\omega_b = 0.02268 \pm 0.00038$, extracted from a conservative standard analysis of data from [99, 100].

Finally, let us briefly comment on the data nomenclature. For brevity we do not mention “BBN” in the ELG FS+BAO likelihood, but it should be recalled that it always contains the BBN prior.

3.2. Theory model

We fit the ELG power spectrum multipoles’ data using the one-loop perturbation theory model described in detail in Refs. [63, 64, 70, 89]. The theoretical templates are computed using the CLASS-PT code [89]. In this work we vary all the one-loop power spectrum nuisance parameters in our MCMC chains, including a full set of
stochastic counterterms,
\[ \{b_1, b_2, b_{\gamma_3}, c_0, c_2, c_4, \hat{c}, a_0, a_2, P_{\text{shot}}\}. \] (3)

Even though some of these contributions cannot be determined by the data itself, and they could be set to constant values (typically zero, see e.g. [64]), we believe that it is more appropriate to marginalize over all of them within physically motivated priors. These priors will be discussed shortly.

3.3. Window function

Survey geometry. The publicly available eBOSS ELG power spectrum has been obtained using the FKP estimator, which measures the true spectrum convolved with the survey window function. We use the publicly available measurements of the survey window function [23]. It is important to mention that the eBOSS ELG window function includes fine-grained veto masks, which make the window function kernels scale-dependent even on small scales (see Fig. 3 or Fig. 1 of Ref. [23]).
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**FIG. 3.** Window function multipoles of the eBOSS baseline full shape ELG sample.

We take the window function effects into account by employing the method of Refs. [101, 102] based on the global plane parallel approximation. This method amounts to a simple multiplication of the true position space correlation function multipoles \( \xi^{\text{true}}_\ell \) with window function multipoles \( W^2_\ell \), i.e. for our analysis involving moments up to the hexadecapole we have
\[
\begin{align*}
\xi^{\text{win}}_0 &= \xi^{\text{true}}_0 W^2_0 + \frac{1}{5} \xi^{\text{true}}_2 W^2_2 + \frac{1}{9} \xi^{\text{true}}_4 W^2_4, \\
\xi^{\text{win}}_2 &= \xi^{\text{true}}_0 W^2_0 + \frac{1}{2} \xi^{\text{true}}_2 W^2_2 + \frac{2}{7} \xi^{\text{true}}_4 W^2_4 + \xi^{\text{true}}_4 \left[ \frac{2}{7} W^2_2 + \frac{100}{693} W^4_2 \right], \\
\xi^{\text{win}}_4 &= \xi^{\text{true}}_0 W^2_0 + \frac{18}{35} \xi^{\text{true}}_2 W^2_2 + \frac{20}{77} W^4_2 + \xi^{\text{true}}_4 \left[ \frac{20}{77} W^2_2 + \frac{162}{1001} W^4_2 \right].
\end{align*}
\] (4)

We have checked that higher order window function multipoles do not affect our results, in agreement with conclusions of Ref. [23]. The effect of the window function is illustrated in the upper panel of Fig. 4.

Integral constraints. We also implement the global, radial and angular integral constraints following Refs. [23, 83]. Schematically, the integral constraint corrected (“icc”) correlation functions have the following form,
\[
\xi^{\text{icc}}_\ell (s) = \xi^{\text{win}}_\ell (s) - \sum_{\ell'} \frac{4\pi}{2\ell' + 1} \int s^2 ds' W_{\ell\ell'} (s, s') \xi^{\text{true}}_{\ell'} (s'),
\] (5)

where \( W_{\ell\ell'} \) are Legendre multipole moments of the 3-point correlator of the window function [83]. Note that it is crucial to use in Eq. (5) the masked multipoles \( \xi^{\text{true}}_\ell \) that contain the full pair count shot noise correction, i.e. Fourier transforms of the full power spectrum with the \( 1/n \) shot noise term. The effect of integral constraint corrections is illustrated in the lower panel of Fig. 4. One can notice that the radial constraint corrections suppress the quadrupole, while the angular constraint term enhances it. The effect on the monopole is a suppression, which becomes stronger with the angular integral constraint.

Importantly, we see a relatively large effect of the integral constraint on the hexadecapole. The situation here is qualitatively different from the case of the BOSS LRG sample, which is not strongly affected by the integral constraints [83]. Because of this the hexadecapole of the BOSS LRG sample has a relatively weak amplitude and does not improve cosmological constraints. In contrast to that, the eBOSS ELG hexadecapole is dominated by the leakage from the monopole and quadrupole moments through the integral constraints. This results in a relatively strong amplitude of the hexadecapole signal. Because of this effect we may expect that the ELG \( \ell = 4 \)
where $s$ is the pair separation vector, $s = |s|$, $\mu = (\hat{z}, \hat{s})$, $z$ is the unit line-of-sight vector, $s_\perp = s\sqrt{1-\mu^2}$, $L_\ell$ is the Legendre polynomial of order $\ell$, and $W_{k}\ell(x)$ is the position space top-hat function with the step scale $D_{k}\ell$.

For eBOSS ELGs we have [23]

$$f_s(NGC) = 0.46, \quad f_s(SGC) = 0.38.$$  \hspace{1cm} (7)

The length scale of the fiber collision window is $D_{k}\ell = 0.62 \text{ Mpc}/h$. This is the comoving size that corresponds to the fiber collision angular scale $62''$ at $z_{\text{eff}} = 0.86$.

After the convolution with the effective window kernel and the consequent Fourier space transform one must marginalize over a set of nuisance parameters that renormalize the Fourier integral. Specifically, one needs to add the following higher derivative stochastic corrections $\Delta P^{\text{fc,corr}}_\ell$ for each multipole [103]:

$$\Delta P^{\text{fc,corr}}_0 = C_{0,0} + C_{0,2}k^2 + ...,$$
$$\Delta P^{\text{fc,corr}}_2 = C_{2,2}k^2 + ...,$$
$$\Delta P^{\text{fc,corr}}_4 = C_{4,4}k^4 + ...,$$

and marginalize over new nuisance parameters $C_{\ell,n}$. If the survey window function were scale-independent on large scales, for the monopole and quadrupole these parameters would exactly coincide with the EFT stochastic counterterms $P_{\text{shot}}$, $a_0$ and $a_2$ that are already marginalized over in our analysis. For the hexadecapole there is a new higher order stochastic counterterm $\sim k^4$. The parameters (8) that we use in our analysis will be discussed in detail in the next section.

In Fig. 5 we illustrate the impact of the effective window approach to account for fiber collisions. We show pixelated power spectrum multipoles after correcting them as prescribed by Eq. (6). All nuisance parameters are kept fixed during this procedure. The difference between the “usual” and the fiber-collision corrected spectra are well approximated by a constant for the monopole, by a $k^2$ term for the quadrupole, and by a $k^4$ term for the hexadecapole.

The general approximate formula for the effective window corrections can be written as

$$P_{\ell} = P_{\ell}^{\text{unc}} - \Delta P^{\text{fc}}_\ell, \quad \Delta P^{\text{fc}}_\ell = b_\ell \left( \frac{k}{k_{\text{NL}}} \right)^{\ell} \frac{1}{n},$$

where $k_{\text{NL}} = 0.45 \text{ hMpc}^{-1}$. The best-fitting values for the NGC footprint are given

$$b_0 = 0.032, \quad b_2 = -0.014, \quad b_4 = 0.0028.$$  \hspace{1cm} (10)
counterterm $\sim$ collision correction renormalizes the two-loop stochastic EFT nuisance parameters. The hexadecapole fiber correction scheme captures the effective window function corrections.

We see that for the monopole and quadrupole the effective window corrections just renormalize the one-loop EFT nuisance parameters. The hexadecapole fiber collision correction renormalizes the two-loop stochastic counterterm $\sim k^4 \mu^4$, which is higher order in our nomenclature but we still include it in our model in order to accurately capture fiber collisions.

The degeneracy between the effective window scheme and EFT nuisance parameters was pointed out in Ref. [64], which argued that marginalization over the stochastic EFT parameters completely captures the effect of fiber collisions even without an explicit implementation of the effective window function corrections. However, including these corrections has no impact on computational time, and we prefer to keep them in our analysis for completeness.

### 3.4. Parameters and priors

Let us discuss priors on cosmological and nuisance parameters that we impose in our ELG full-shape analysis. These priors are similar to those used in the DES year 3 cosmological analysis [9],

\[
h \in \text{flat}[0.4, 1], \quad \omega_{cdm} \in \text{flat}[0.03, 0.7],
\]

\[
\ln(10^{10} A_s) \in \text{flat}[0.1, 10], \quad n_s \in \text{flat}[0.87, 1.07],
\]

\[
M_{tot} \in \text{flat}[0, 1] \text{ eV}.
\]

As far as the nuisance parameters are concerned, we use the following priors for biased parameters [89, 90],

\[
\begin{align*}
    &b_1 \in \text{flat}[0, 4], \quad b_2 \sim \mathcal{N}(0, 2^2), \quad b_{g_2} \sim \mathcal{N}(0, 2^2), \\
    &b_{\ell_3} \sim \mathcal{N}\left(\frac{23}{42} (b_1 - 1)^2\right),
\end{align*}
\]

higher derivative terms (counterterms)

\[
\begin{align*}
    &\frac{c_0}{[\text{Mpc}/h]^2} \sim \mathcal{N}(0, 30^2), \quad \frac{c_2}{[\text{Mpc}/h]^2} \sim \mathcal{N}(10, 30^2), \\
    &\frac{c_4}{[\text{Mpc}/h]^4} \sim \mathcal{N}(0, 30^2), \quad \frac{c_6}{[\text{Mpc}/h]^4} \sim \mathcal{N}(200, 500^2),
\end{align*}
\]

and stochastic contributions

\[
    P_{\text{shot}} \sim \mathcal{N}(0, 4^2), \quad a_0 \sim \mathcal{N}(0, 4^2), \quad a_2 \sim \mathcal{N}(0, 2^2),
\]

where we have introduced the notation $\mathcal{N}(\bar{a}, \sigma_a^2)$ for a Gaussian distribution of a variable $a$ with mean $\bar{a}$ and variance $\sigma_a^2$. Note that our convention for the stochastic contributions is given by,

\[
P_{\text{stoch}} = \frac{1}{\bar{n}} \left(1 + P_{\text{shot}} + a_0 \left(\frac{k}{k_{NL}}\right)^2 + a_2 \mu^2 \left(\frac{k}{k_{NL}}\right)^2\right),
\]

with $k_{NL} = 0.45 \text{ hMpc}^{-1}$. The publicly available eBOSS measurements have the windowed Poissonian shot noise contribution subtracted from the data [23]. To account to this we subtract the $W^2_\ell(0)/\bar{n}$ term from the window-convolved monopole templates in our likelihood.

As part of the effective window method to capture fiber collisions, we need to marginalize the windowed theory model over stochastic contributions given in Eq. (8). Because of the scale-dependence of the window function, the fiber-collision induced stochastic terms are not exactly degenerate with the "fundamental" stochastic contribution (15). Hence, we additionally marginalize over the
stochastic fiber collision corrections (8). Based on tests with mocks with injected fiber collisions, we found that it is sufficient to use the three new parameters $C_{0,0}, C_{2,2}$ and $C_{4,4}$ with the following priors:
\[
\frac{C_{0,0}}{n^{-1/2}} \sim \mathcal{N}(0,1^2), \quad \frac{C_{2,2}}{n^{-1}k_{NL}^2} \sim \mathcal{N}(-1,0.2^2), \quad \frac{C_{4,4}}{n^{-1}k_{NL}^4} \sim \mathcal{N}(0,0.1^2).
\]

Note a few differences in the choice of priors w.r.t. former LRG analyses [70, 89]. We double the standard deviations in priors for $b_2$ and $b_{2,}^*,$ which is motivated by recent simulation-based evidence that these biases deviate from those of host halos for weakly biased galaxies such as ELGs [104, 105]. The second point is that we use smaller mean values in priors for fingers-of-God counterterms $c_2$ and $\hat{c},$ which reflects the fact that the velocity dispersion of ELGs is expected to be somewhat smaller than that of LRGs. The third point is that we use a more conservative model for the stochastic contributions. We explicitly marginalize over the higher derivative stochastic counterterm $a_0$ now and also significantly increase the standard deviation in the prior for the constant shot noise contribution, which is chosen in order to account for a possible super-Poissonian sampling, which can take place for weakly biased tracers such as ELGs [106]. Since the SGC and NGC samples have different sky calibrations, we use a separate set of nuisance parameters for each footprint.

3.5. Likelihood

We sample the Gaussian power spectrum likelihood
\[
-2 \ln \mathcal{L}_P = \sum_{i,j} (C_{ij}^{\ell \ell'})^{-1} \Delta P_{\ell}(k_j) \Delta P_{\ell'}(k_j), \quad \text{where}
\]
\[
\Delta P_{\ell}(k_j) = P_{\ell}^{\text{theory}}(k_j) - P_{\ell}^{\text{data}}(k_j),
\]
and $\ell, \ell' = 0, 2, 4$. We use the publicly available covariance matrix estimated from 1000 realizations of EZ mocks [107]. Our combined FS+BAO analysis will be based on the datavector $[P_0, P_2, P_4, \alpha],$ where $\alpha$ is the isotropic BAO scaling parameter. The covariance of this datavector will be estimated from the same EZ mocks using the method of Ref. [66].

4. TESTS ON SIMULATIONS

4.1. Outer Rim mocks

We determine the maximal scale cut $k_{\text{max}}$ of our theory model by analyzing Outer Rim ELG mocks. These mocks were designed to match observed properties of the eBOSS ELG sample [75] and were used to validate the baseline eBOSS analysis pipeline [108, 109]. The mocks are generated from the Outer Rim dark matter simulation [110], which has 27 $h^{-3}\text{Gpc}^3$ volume and has been run for the following fiducial $\Lambda$CDM cosmology:
\[
\begin{align*}
  h &= 0.71, \quad \omega_{cdm} = 0.1109, \quad \omega_b = 0.02258, \\
  n_s &= 0.963, \quad \sigma_8 = 0.8, \quad M_{\text{tot}} = 0 \text{ eV}.
\end{align*}
\]

The simulation snapshot at $z = 0.865$ was populated with mock ELGs using several different halo occupation distribution (HOD) models. In our analysis we focus on the HOD-3 model, which was a default choice of the eBOSS collaboration [75]. Within this model, the large-scale power spectrum primarily depends on the satellite galaxy fraction $f_{\text{sat}}$. This is an important parameter in the EFT context as well, as it controls the strength of the fingers-of-God effect, and hence is linked with the cutoff of the redshift-space mapping expansion [64, 73, 89, 111]. Given this reason, we analyze three sets of HOD-3 mocks that differ by the satellite fraction, $f_{\text{sat}} = 0, 0.3, 0.45$. These mocks have large number densities of $\bar{n}^{-1} \sim 500 \text{ [Mpc}/h]^3$, which is approximately 10 times larger than the number density of the actual ELG sample.

| $k_{\text{max}}$ | Param     | $\Omega_m$ | $H_0$   | $\sigma_8$ |
|-----------------|-----------|------------|---------|-------------|
| 0.16hMpc$^{-1}$ | 0.2683$^{+0.0049}_{-0.005}$ | 71.87$^{+0.49}_{-0.5}$ | 0.7973$^{+0.015}_{-0.015}$ |
| 0.18hMpc$^{-1}$ | 0.2678$^{+0.0047}_{-0.0061}$ | 71.47$^{+0.44}_{-0.44}$ | 0.8041$^{+0.013}_{-0.013}$ |
| 0.20hMpc$^{-1}$ | 0.2674$^{+0.0046}_{-0.0048}$ | 71.41$^{+0.37}_{-0.4}$ | 0.8071$^{+0.012}_{-0.012}$ |
| 0.23hMpc$^{-1}$ | 0.2649$^{+0.0041}_{-0.0044}$ | 71.26$^{+0.38}_{-0.4}$ | 0.8133$^{+0.011}_{-0.012}$ |
| 0.25hMpc$^{-1}$ | 0.2636$^{+0.0042}_{-0.0042}$ | 71.23$^{+0.39}_{-0.4}$ | 0.8219$^{+0.011}_{-0.01}$ |
| 0.27hMpc$^{-1}$ | 0.2626$^{+0.004}_{-0.004}$ | 71.28$^{+0.37}_{-0.37}$ | 0.8274$^{+0.0099}_{-0.0097}$ |
| 0.30hMpc$^{-1}$ | 0.2611$^{+0.0036}_{-0.0037}$ | 71.33$^{+0.35}_{-0.35}$ | 0.8331$^{+0.0088}_{-0.0088}$ |

| TABLE II. 1d marginalized constrains for parameters $\Omega_m$, $H_0$, $\sigma_8$ extracted from the Outer Rim HOD-3 $f_{\text{sat}} = 0.3$ mocks for several choices of $k_{\text{max}}$. The fiducial values are $\Omega_m = 0.2648$, $H_0 = 71 \text{ km/s/Mpc}$, $\sigma_8 = 0.8$. |
FIG. 6. One dimensional marginalized 68% confidence limits on the parameters $\Omega_m$, $H_0$ and $\sigma_8$ extracted from full-shape analyses of Outer Rim mocks as a function of scale cut $k_{\text{max}}$. We use three mock catalogs generated for the HOD-3 model of Ref. [75] for different choices of the satellite fraction $f_{\text{sat}}$. The shaded regions mark the errobars of the $f_{\text{sat}} = 0.3$ mocks, which are scaled to match the effective volume of the eBOSS ELG sample. The measurements are offset along the $x$-axis for better visibility.

The corresponding mock catalogs are publicly available in the form of 27 non-overlapping subboxes of size $1 \, h^{-3}\text{Gpc}^3$, which were cut out from the full Outer Rim box. We combine these public subboxes into the original large box with periodic boundary conditions, and compute the mock power spectrum multipoles with the \textit{nbodykit} code [88] using a $512^3$-grid and Triangular-Shape-Cloud mass assignment. We bin the power spectrum in uniform $k$-shells of width $\Delta k = 0.01 \, h\text{Mpc}^{-1}$, and assume the true fiducial $\Lambda$CDM cosmology with $\Omega_m = 0.2648$ in the redshift/angles-to-distance conversion.

For each HOD we fit the mock power spectrum from the total Outer Rim box, which has the volume of $27 \, h^{-3}\text{Gpc}^3$. Additionally, in order to reduce statistical scatter in the velocity field we average power spectrum multipoles over three independent line-of-sight directions following Ref. [112]. At this level of precision, we also account for binning and discreteness effects along the lines of Ref. [113]. We employ the Gaussian periodic box boundary condition approximation for the covariance matrix with the effective volume $27 \, h^{-3}\text{Gpc}^3$. We have computed the covariance both using the analytic linear theory disconnected part expression [114] and the empirical estimator for the diagonal elements from 27 sub-boxes. In the latter case we divided the covariance

FIG. 7. Triangle plot for parameters $\Omega_m$, $H_0$, $\sigma_8$ and linear bias $b_1$ extracted from the Outer Rim HOD-3 $f_{\text{sat}} = 0.3$ mocks for several choices of $k_{\text{max}}$. Dashed lines mark the true values used in simulations.
elements by 27 to match the total simulation volume.\(^3\)

The two options give statistically consistent posteriors, and here we present results obtained with the analytic Gaussian covariance. As an additional test, we have repeated our analysis for the covariance that includes the connected non-Gaussian contribution computed in perturbation theory along the lines of Ref. \cite{114}. In agreement with previous studies \cite{90,116}, we have found the impact of the non-Gaussian covariance elements to be negligibly small.\(^4\)

We have fitted the Outer Rim ELG mock power spectrum multipoles \(\ell = 0, 2, 4\) using the full one-loop perturbation theory model of Refs. \cite{64,70,89} with the priors on nuisance parameters specified above. We have fixed \(n_s, M_{\text{tot}}\) and \(\omega_b\) to their fiducial values and explicitly varied \(\omega_{\text{cdm}}, h \text{ and } \ln(10^{10} A_s)\) in our MCMC chains. Fixing \(n_s, M_{\text{tot}}\) and \(\omega_b\) is optional. We do so in order to access the accuracy of the other parameter recovery in the situation when they are most tightly constrained. Varying \(n_s, M_{\text{tot}}\) and \(\omega_b\) in the fit would inflate the posteriors and might obscure the model performance evaluation. We choose to present our main results for \(H_0\) and derived parameters \(\sigma_8\) and \(\Omega_m\), which we expect to constrain from the actual data and which are more common in the large-scale structure literature.

**Strength of fingers-of-God.** As a first step, we have verified that the ELG power spectrum requires the next-to-leading order fingers-of-God \cite{117} operator \(\tilde{c}k^4 \mu^4 P_{\text{lin}}(k)\) just like the LRG sample, but its amplitude is smaller than that of the LRGs (taken e.g. from the analysis of Ref. \cite{113}):

\[\begin{align*}
\tilde{c}_{\text{ELG}}^{\text{ELG}}(z = 0.85) &= (300 \pm 140) \, [h^{-1}\text{Mpc}]^4, \\
\tilde{c}_{\text{LRG}}^{\text{LRG}}(z = 0.61) &= (734 \pm 130) \, [h^{-1}\text{Mpc}]^4.
\end{align*}\]  \(19\)

Here we quote \(\tilde{c}_{\text{ELG}}^{\text{ELG}}\) obtained from the analysis of the \(f_{\text{sat}} = 0.3\) mocks at \(k_{\text{max}} = 0.16\ h\text{Mpc}^{-1}\). Recalling the relationship between \(\tilde{c}\) and the cutoff of the redshift-space mapping in the EFT \(\tilde{c} \propto (k_{\text{NL}}^\ast)^{-4}\) we obtain estimates

\[\begin{align*}
k_{\text{NL}}^{\text{LRG}}(z = 0.61) &\sim 0.2 \, h\text{Mpc}^{-1}, \\
k_{\text{NL}}^{\text{ELG}}(z = 0.85) &\sim 0.25 \, h\text{Mpc}^{-1}.\end{align*}\]  \(20\)

Thus, we see that the ELG RSD cutoff \(k_{\text{NL}}^{\text{ELG}}\) is of the same order as the cutoff of the LRG sample. A similar conclusion holds true even for mocks with \(f_{\text{sat}} = 0\).

It is also instructive to compare the cutoffs extracted from the quadrupole counterterms \(\sim k^2 \mu^2\) of ELG and LRG samples. We have

\[\begin{align*}
(c_2)^{\text{ELG}}(z = 0.85) &= (25 \pm 10) \, [h^{-1}\text{Mpc}]^2, \\
(c_2)^{\text{LRG}}(z = 0.61) &= (35 \pm 3) \, [h^{-1}\text{Mpc}]^2,
\end{align*}\]  \(21\)

which gives the same estimates for the nonlinear scale as in Eq. \(20\). Note that these counterterms can be interpreted as the short-scale velocity dispersion \(\sigma_v\), implying

\[\begin{align*}
\sigma_v^{\text{ELG}}(z = 0.85) &\simeq 5 \, \text{Mpc}/h, \\
\sigma_v^{\text{LRG}}(z = 0.61) &\simeq 6 \, \text{Mpc}/h.\end{align*}\]  \(22\)

All in all, we conclude that the fingers-of-God effect is indeed somewhat weaker for the ELG sample, but it is not sufficiently small to allow us to set \(\tilde{c} = 0\) even for the vanishing satellite fraction \(f_{\text{sat}} = 0\).

**Cosmological constraints.** As a second step, we fit the mock spectra for seven data cut choices

\[k_{\text{max}} = \{0.16, 0.18, 0.2, 0.23, 0.25, 0.27, 0.30\} \, h\text{Mpc}^{-1}.\]

Our results for the 1d marginalized posteriors of \(\Omega_m, \sigma_8\) and \(H_0\) are displayed in Fig. 6. We show the fractional difference between the recovered and the true values, e.g. \(\sigma_8^{\text{fit}}/\sigma_8^{\text{true}} - 1\). The blue band represents the errorbar estimates for the 54 times smaller survey volume, which is roughly equal to the ratio of volumes of the mocks and the actual eBOSS ELG sample. The triangle plot for the parameters measured in the \(f_{\text{sat}} = 0.3\) case are shown in Fig. 7, the 1d marginalized posteriors are displayed in Table II.

Looking at the top of Fig. 6, we see that the true values of \(\Omega_m\) and \(H_0\) are recovered within \((68-95)\%\) CL for all \(k_{\text{max}}\) and HOD variants.\(^6\) The \(\sigma_8\) recovery is unbiased until \(k_{\text{max}} = (0.23 - 0.25)\ h\text{Mpc}^{-1}\), after which the

---

\(^3\) The mean from individual subboxes is expected to deviate from the power spectrum computed from the full box at the level of \(10^{-3}\) due to super-sample effects \cite{115}, which is totally negligible for our purposes. This was explicitly checked in Ref. \cite{109}.

\(^4\) We thank Jay Wadkar for his help with this analysis.

\(^5\) In contrast to the original East Coast Team analysis of Ref. \cite{113}, in order to extract \(\tilde{c}\) here we fitted the full set of nuisance parameters, including the stochastic counterterms. This is crucial for unbiased estimation of nuisance parameters, which are highly correlated among each other.

\(^6\) The difference w.r.t. the previous version of this paper that had some bias on \(\Omega_m\) is due to the subboxes’ treatment. Previously,
measured $\sigma_8$ exhibits a bias growing with $k_{\text{max}}$. The situation here is similar to the behavior seen in the analyses of large-volume LRG mock data [63–65, 113]. In the LRG case the $\sigma_8$ recovery is unbiased up to $k_{\text{max}} \simeq 0.16 \, h\,\text{Mpc}^{-1}$, after which the bias grows and reaches the level of $\simeq 3\%$ at $k_{\text{max}} = 0.2 \, h\,\text{Mpc}^{-1}$. It is important to mention that this LRG trend hardly depends on redshift (in the range $z = 0.3 − 0.6$), which suggests that it would also hold true at the redshift of our mock ELG sample $z = 0.85$. We see that the ELG sample is somewhat better because the analysis is unbiased up to $k_{\text{max}} = 0.23 \, h\,\text{Mpc}^{-1}$, and the $3\%$ bias appears at $k_{\text{max}} \simeq 0.27 \, h\,\text{Mpc}^{-1}$. Even though this difference is quite insignificant for eBOSS, it may be important for future surveys like DESI/Euclid, for which our results suggest that the EFT analysis indeed may be pushed to smaller scales.

To put this claim in context, let us notice that several forecasts, e.g. [25, 72, 74] suggest that DESI will probe the velocity fluctuation amplitude $f\sigma_8$ with $\sim 0.5\%$ precision if the analysis is carried out at scales $k_{\text{max}} \simeq 0.20 \, h\,\text{Mpc}^{-1}$. Achieving this goal is feasible with the ELG sample within our analysis, which produces unbiased results at this $k_{\text{max}}$. Notice also that at this $k_{\text{max}}$ DESI is not affected by observational or instrumental systematics, and not dominated by shot noise [25]. However, if the strength of non-linear RSD were comparable to that of the LRG sample, we would be forced to stop at $k_{\text{max}} \simeq 0.14 \, h\,\text{Mpc}^{-1}$ [113] by theoretical systematics, so that the $f\sigma_8$ precision would degrade by a factor of two, i.e. down to $\sim 1\%$ [25, 113].

The bias on $\sigma_8$ is somewhat stronger for mocks with larger $f_{\text{sat}}$, in agreement with arguments from the previous literature, see e.g. [73, 118]. However, we see a similar bias even for mocks without satellites, which suggests that they are not the main culprit of strong fingers-of-God. In the EFT context, the apparent bias on $\sigma_8$ is a signature of two-loop corrections omitted in our theory model. In principle, the two-loop corrections can be partly taken into account by the theoretical error covariance [63]. However, in terms of the true eBOSS ELG error bars, the bias due to two-loop corrections is quite small. This bias reaches $0.3\sigma$ of the true statistical error on $\sigma_8$ from the eBOSS data at $k_{\text{max}} = 0.25 \, h\,\text{Mpc}^{-1}$. Therefore, we believe that the choice $k_{\text{max}} = 0.25 \, h\,\text{Mpc}^{-1}$ accomplishes a good balance between the statistical and systematic errors.

All in all, we conclude that our theory model should describe the actual ELG data accurately enough up to $k_{\text{max}} = 0.25 \, h\,\text{Mpc}^{-1}$.  

4.2. Reference EZ mocks

![FIG. 8. 2d and 1d marginalized posteriors from the analysis of the reference EZ mocks.](image)

In this section we test our pipeline on approximate EZ lightcone mocks. These mocks are based on the Zel’’dovich approximation for the gravity solver, but they capture the lightcone effects, survey geometry, veto masks, and other observational features present in the actual data [107]. We start by analyzing the reference set of mocks, which include the survey geometry and veto masks, but not the observational systematics. The reference set consists of 1000 catalog realizations mimicking ELG clustering in northern and southern galactic caps.
in the redshift range $0.6 < z < 1.1$. Following [23], we model corresponding spectra as if they were taken at a single snapshot with $z_{\text{eff}} = 0.845$. The mock fiducial cosmology is given by

$$
h = 0.6777, \quad \Omega_m = 0.307115, \quad \omega_b = 0.02214, \quad \omega_{cdm} = 0.1189, \quad \sigma_8 = 0.8225, \quad n_s = 0.9611.
$$

We fit the mean of 1000 mocks with the corresponding empirical sample covariance rescaled by 27 in order to match the volume of the Outer Rim mocks. Since the reference mocks do not contain observational systematics, we do not implement the integral constrains and fiber collision corrections in our theory templates. We restrict our analysis to $k_{\text{min}} = 0.03 \ h\text{Mpc}^{-1}$ (following Ref. [23]) and $k_{\text{max}} = 0.25 \ h\text{Mpc}^{-1}$. As in the previous section, we vary the cosmological parameters $\omega_{cdm}, A_s$ and $h$ in our chains and fix all other cosmological parameters to their fiducial values. In Fig. 8 and table III we show results of our analysis for SGC and NGC chunks separately and their combination. For clarity we show only the parameters $\Omega_m, H_0$ and $\sigma_8$. The first important observation is that our pipeline recovers true values of cosmological parameters without any noticeable bias. The second observation is that the precision of cosmological parameter measurements from the EZ mocks is noticeably worse than those from the OR mocks without the survey window function, especially for $\Omega_m$ and $H_0$.

In the next section we will see the actual ELG full-shape data alone cannot strongly constrain the Hubble parameter. This happens because of several reasons. First, the effective volume of this sample, is relatively small. Second, this sample has a specific shape of the window function, which is noticeably suppressed for pair separations $s > 100 \ h^{-1}\text{Mpc}$. This suppression translates into a suppression of the BAO feature, which is crucial for the $H_0$ measurement from the full shape [64]. Because of these effects, previous analyses were not able to confidently detect the BAO feature in ELG sample even after applying the reconstruction technique [23]. The suppression effect can be observed in Fig. 9, which displays a typical ELG power spectrum from our MCMC chains before and after the convolution with the window function. We see that the unwindowed power spectrum monopole exhibits a clear BAO signature, which becomes suppressed after the window function application. As far as the quadrupole moment is concerned, we do not expect to have a strong BAO feature without reconstruction. The BAO in the quadrupole is suppressed due to IR resummation to begin with [53], and the relatively high shot noise level of the eBOSS ELG sample makes it unlikely that the residual BAO signature could be detected even if the effects of the window function were completely absent.

| Sample     | $\Omega_m$          | $H_0$    | $\sigma_8$   |
|------------|---------------------|----------|--------------|
| SGC        | $0.3106^{+0.021}_{-0.022}$ | $67.91^{+1.5}_{-1.6}$ | $0.83^{+0.027}_{-0.031}$ |
| NGC        | $0.313^{+0.021}_{-0.022}$  | $67.54^{+1.6}_{-1.7}$  | $0.8236^{+0.027}_{-0.032}$ |
| SGC+NGC    | $0.3115^{+0.014}_{-0.015}$ | $67.67^{+1.1}_{-1.1}$ | $0.8244^{+0.02}_{-0.021}$ |

TABLE III. 1d marginalized intervals of parameters $\Omega_m, H_0$ (in units km/s/Mpc), and $\sigma_8$ extracted from the reference EZ mocks. In all analyses the covariance was divided by 27 to match the OR simulation volume. The fiducial values are $\Omega_m = 0.307115$, $H_0 = 67.77 \text{ km/s/Mpc}$, $\sigma_8 = 0.8225$.

FIG. 9. Typical power spectrum multipoles of the reference EZ mocks before (solid lines) and after (dashed lines) convolution with the survey window function.
4.3. Contaminated EZ mocks

In order to test the performance of our pipeline on actual observations, we analyze now the “contaminated” EZ mocks with injected systematic effects. The dominant effects are angular photometric uncertainties, shuffling that is used to generate random catalogs, and fiber collisions. In order to mitigate the angular systematics, the correction (“pixelation”) scheme is used, which introduces new alternations to the power spectrum shape.

FIG. 10. Mean of EZ mocks without observational systematics (solid blue), with all systematics (dotted red) and with all systematics after pixelation (dashed orange). Left and right panels show the SGC and NGC footprints, respectively. The shaded blue band represents the variance over reference mocks without systematics.
The cumulative systematic effect with and without pixelation, as modelled in the mocks, can be seen in Fig. 10. There we display the power spectrum multipoles of the contaminated mock catalogs, along with their pixelated version, and the reference mocks discussed before. Note that both contaminated and pixelated mocks correspond to slightly different redshift interval $0.7 < z < 1.1$, which is chosen in order to exclude data with large variations of the redshift density with photometric depth present in the range $0.6 < z < 0.7$. The effective redshift of the contaminated mocks is $z_{\text{ef}} = 0.86$.

We can see that the contaminated mocks exhibit a clear suppression in the quadrupole, and this suppression can be partly taken into account means of the radial integral constraint. In contrast, after applying the pixelation scheme, the quadrupole becomes enhanced. This enhancement can be taken into account by means of the radial and angular integral constraints. In order to illustrate that, in Fig. 11 we overplot the fiducial theory templates curves on top of curves from Fig. 10. To obtain the theory predictions we took the best-fit parameters of the reference mocks (“Ref. bf”) and applied global+radial integral constraint to model the unpixelated data (“Ref. bf + RIC”) and the global+radial+angular integral constraint to model the pixelated measurements (“Ref. bf + ARIC”). We see that in the unpixelated case (“All syst”) the agreement between the model and the mocks is not perfect for the quadrupole and hexadecapole on large scales $k \lesssim 0.05$ hMpc$^{-1}$. This is a result of unaccounted for angular systematics. Once the angular systematics is mitigated by means of the pixelated scheme, the agreement between the mocks and the theory model becomes restored essentially on all scales.

If not accounted for, the scale-dependent modulation of the power spectrum due to radial and angular systematics would be a very strong source of systematics in our full-shape analysis. As an example, in Fig. 12 and table IV we present the results of the analysis of the pixelated spectra without implementing integral constraint corrections (“all syst. & pix, no corr.”). We see that $\Omega_m$ and $\sigma_8$ are strongly biased in that case. As a second test, we present the analysis of the non-pixelated spectra with all systematics injected and with full modeling including the integral constraints and fiber collisions (“all syst. & nopix, corr.”). We see that parameter recovery is satisfactory in this case, but the unaccounted for angular systematics leads to a $1\sigma$ bias on $\sigma_8$. This bias originates

FIG. 11. Effects of various systematic corrections on the monopole (upper panel), quadrupole (middle panel), and hexadecapole (lower panel) moments of the mock power spectra simulating the eBOSS NGC ELG sample. We show mocks without systematics (“reference,” solid blue curves), with systematics (dashed red) and with systematics and pixelation (dashed orange). Green curves of similar styles display appropriate modifications of the reference best-fit model.
due to the additional suppression of the quadrupole on large scales clearly seen in Fig. 11. As anticipated, cosmological parameter recovery is unbiased after implementing the pixelated scheme, which is accurately modeled by means of the angular integral constraint, see “all syst. & pix, corr.” in Fig. 12.

![Graph showing marginalized posteriors and parameter recovery](image)

**FIG. 12.** 2d and 1d marginalized posteriors from the analysis of the contaminated EZ mocks with the partial (“all syst. & pix, fc”) and full (“all syst. & pix, fc, corr.”) correction of systematic effects.

![Table showing marginalized intervals](table)

**TABLE IV.** 1d marginalized intervals of parameters $\Omega_m, H_0$ (in units km/s/Mpc), and $\sigma_8$ extracted from the contaminated EZ mocks. In all analyses the covariance was divided by 27. The true values are $\Omega_m = 0.307115, H_0 = 67.77$ km/s/Mpc, $\sigma_8 = 0.8225$.

4.4. Post-reconstructed BAO data

Now let us discuss the post-reconstructed power spectra, which we analyze using the method proposed in [66]. We have found that the eBOSS ELG data cannot constrain the anisotropic BAO signal, and hence we focus only on the isotropic part, which is extracted from the post-reconstructed monopole power spectrum moment. The angle-averaged BAO signal is encapsulated by a parameter $\alpha$,

$$\alpha = \frac{D_V(\bar{z}_{\text{eff}})}{r_s} \left( \frac{r_s}{D_V(\bar{z}_{\text{eff}})} \right)^{-1}_{\text{fid.}},$$

(24)

where we introduced the effective spherically averaged comoving distance

$$D_V(z) \equiv [(1 + z)^2 D_A(z) H^{-1}(z)]^{1/3},$$

(25)

$D_A$ is the comoving angular diameter distance, $H$ is the Hubble parameter, $r_s$ is the comoving sound horizon at the drag epoch, and “fid.” refers to quantities computed in reference cosmology used to generate the fixed power spectrum template. We choose the same fiducial cosmology as Ref. [23]. We stress here that unlike the full-shape measurements, the use of a fixed template is accurate in the BAO context. Our post-reconstructed power spectrum model is the same as in Ref. [66]. We account for non-linear effects on the broadband part by means of the theoretical error approach [62, 63], which provides an efficient way to marginalize over the shape uncertainties.

As a first step, we measure the isotropic BAO signal from 1000 contaminated SGC EZ mocks. We use the mocks that span the full redshift range $0.6 < z < 1.1$, because the photometric systematics discussed above does not bias the BAO signal recovery. For each mock we fit the parameters $\Sigma_{\text{NL}}$ (post-reconstructed BAO smearing scale), $b_1$ and $\alpha$. The latter is constrained to a prior range $[0.8, 1.2]$ [23]. The binned histogram of extracted best-fit values of $\alpha$ are shown in Fig. 13. Apparent enhancements at the prior boundaries correspond to mocks where the BAO feature is not detected. The robust BAO detection can be characterized by requirements that the best-fit lies within 68% confidence interval and this interval does not touch the prior boundaries,

$$\alpha_{\text{upper 68% CL}} < 1.2, \quad \alpha_{\text{lower 68% CL}} > 0.8,$$

(26)

where $\alpha_{\text{upper/lower 68% CL}}$ is the upper/lower boundary of the 68% confidence interval computed using the two-tailed method.
FIG. 13. Best fit distribution of the BAO parameter $\alpha - 1$ from 1000 realizations of SGC EZ mocks. Orange histogram contains all mocks, the violet histogram only those where the BAO is detected.

Overall, we have not detected the BAO in 46 mocks out of 1000. We discard them in the further analysis. The mean value of $\alpha$ from the remaining set matches the true value to 0.01% accuracy,

$$\frac{\langle \alpha \rangle}{\alpha_{\text{true}}} = \frac{0.99895}{0.99937} = 0.99958.$$  \hfill (27)

The rms standard deviation from the “good” mocks is 0.077. Using the best-fit value of $\alpha$ from each SGC mock we compute the covariance between the pre-reconstructed SGC spectra $\{P_0, P_2, P_4\}$ and $\alpha$ with the usual empirical estimator. We have also repeated the same analysis for the NGC chunk, but unfortunately we were not able to detect the BAO feature in the actual NGC data. This was also the case in the official eBOSS ELG analysis [23]. Therefore, for this footprint we proceed with the pre-reconstructed data only.

4.5. Joint FS+BAO analysis

Now we jointly fit the full-shape and BAO EZ mock data using the same pipeline and similar analysis choices as in the actual data analysis. We will vary now all relevant cosmological parameters assuming the priors (11). As before, we will fit the mean of mocks and rescale the covariance by a factor 27. As a first step we analyze the full-shape ELG data with $k_{\text{max}} = 0.25 \text{ hMpc}^{-1}$. As a second step we add the BAO data and fit the joint ELG FS+BAO likelihood. As before, we use the FS-BAO EZ mock data covariance rescaled by 27 and fit the mean of the BAO parameter $\alpha$ extracted from SGC EZ mocks. For the NGC part we use only the full-shape measurements.

FIG. 14. 2d and 1d marginalized posteriors of the full-shape and BAO data from the contaminated EZ mocks obtained after marginalizing all $\Lambda$CDM cosmological parameters within the priors (11).

| Set       | $\Omega_m$       | $H_0$       | $\sigma_8$       |
|-----------|------------------|-------------|------------------|
| FS        | $0.3285^{+0.023}_{-0.03}$ | $67.98^{+1.4}_{-1.3}$ | $0.8163^{+0.03}_{-0.032}$ |
| FS+BAO    | $0.3272^{+0.022}_{-0.029}$ | $68.13^{+1.2}_{-1.3}$ | $0.8152^{+0.028}_{-0.032}$ |

TABLE V. 1d marginalized intervals of parameters $\Omega_m, H_0$ (in units km/s/Mpc), and $\sigma_8$ extracted from full-shape and BAO data from the mean of EZ mocks. In all analyses the covariance was divided by 27. The true values are $\Omega_m = 0.307115$, $H_0 = 67.77 \text{ km/s/Mpc}$, $\sigma_8 = 0.8225$.

Our results are presented in Fig. 14 and Table V. We observe that the contours have more non-Gaussian shape now because of correlations between the measured parameters $\Omega_m, \sigma_8, H_0$ and parameters $n_s, M_{\text{tot}}$ that are determined by priors. This also explains some apparent shifts in the posteriors, which are driven by prior volume effects. In particular, $\sigma_8$ is shifted down w.r.t.
the reference analysis in table III because of marginalization over the neutrino mass. Finally, we see that the addition of the post-reconstructed BAO data improves the parameter constraints only marginally. In particular, the posterior for $H_0$ sharpens only by $\sim 10\%$.

5. RESULTS

ELG full-shape data alone. Let us start with the baseline analysis of the ELG FS data alone. We jointly fit the SGC+NGC monopole, quadrupole and hexadecapole power spectra with $k_{\text{min}} = 0.03 \text{ hMpc}^{-1}$ (following the analysis of Ref. [23]) and for three choices of $k_{\text{max}} = 0.2$, 0.25 and 0.3 $\text{ hMpc}^{-1}$.

In all analyses, we have found that the $H_0$ posterior is not sufficiently narrower than the prior. Hence, we do not present its measurements. As we have explained before, this happens because of a relatively small effective volume and a particular shape of the ELG window function.

![Fig. 15. Marginalized constraints (68% and 95% confidence intervals) on $\Omega_m$ and $\sigma_8$ in the flat $\Lambda$CDM from the eBOSS ELG full-shape data for three choices of the data cut $k_{\text{max}}$.](image)

Due to a limited effective volume, we cannot significantly constrain other parameters like $n_s$ and $M_{\text{tot}}$. Because of this, we present the results for $\Omega_m$ and $\sigma_8$ only. The posteriors for the three different data cuts are shown in Fig. 15 and in table VI. The posterior is significantly non-Gaussian. We see that results at $k_{\text{max}} = 0.2 \text{ hMpc}^{-1}$ and $k_{\text{max}} = 0.25 \text{ hMpc}^{-1}$ are very consistent with one another, with the contours being somewhat narrower in the latter case. However, the 1d marginalized $\sigma_8$ posterior shifts upward by $1\sigma$ when $k_{\text{max}}$ is increased up to $0.3 \text{ hMpc}^{-1}$. This shift is very similar to the typical biases induced by two-loop corrections that we have seen in the simulation data analysis. Another interesting feature is the increase of the 1d marginalized error on $\sigma_8$ at $k_{\text{max}} = 0.3 \text{ hMpc}^{-1}$. This may indicate residual systematics in the data or be an artifact of the one-loop EFT, which is expected to break down at these scales. All in all, we select $k_{\text{max}} = 0.25 \text{ hMpc}^{-1}$ as our baseline.

As an additional test, we repeat our baseline analysis without the fiber collision corrections, see table VI. In this case we find almost identical optimal values of relevant cosmological parameters. The only noticeable effect is that the variance of $\sigma_8$ is underestimated by $\sim 10\%$ if the fiber collision corrections are completely ignored.

Addition of the ELG BAO data. Applying our BAO analysis pipeline to the SGC data we have obtained the following measurement of the isotropic BAO parameter,

$$\text{SGC: } \alpha = 0.9889 \ (0.9926)^{+0.048}_{-0.043},$$

where in the parenthesis we quote the best-fit value. As an additional test, we fix $\Sigma_{\text{NL}} = 4 \text{ hMpc}^{-1}$ as in Ref. [83] and obtain essentially the same result,

$$\text{SGC: } \alpha = 0.9897 \ (0.9927)^{+0.049}_{-0.045}.$$ (29)

The NGC chunk does not carry any detectable BAO signal [23]. Now we perform a joint ELG FS+BAO fit, whose results are summarized in Table VI and in Fig. 1. The addition of the BAO allows us to measure the Hubble constant, although with large errors. Indeed, unlike the case of the FS data alone, the 95% confidence limit on $H_0$ from the ELG FS+BAO analysis is within the prior, $H_0 = 84.5^{+13.1}_{-11.6} \text{ km/s/Mpc} \ (95\% \ \text{CL})$.

To put our measurements in context, in Fig. 1 we plot our posteriors along with the CMB Planck 2018 and FS+BAO+BBN measurements for the same parameters. Overall, we observe a satisfactory agreement between the FS+BAO measurements from BOSS and eBOSS ELG. At face value, the agreement with Planck is worse, but the interpretation here is complicated by the fact that
ELG contours are significantly non-Gaussian. In particular, the $\sigma_8$ posterior exhibits a massive tail towards large values. Regardless of this issue, the ELG posterior overlaps with the Planck one within 99\%CL, which is still consistent with a hypothesis that both data vectors are drawn from the same parameter set.

**Comparison with previous work.** Let us compare our results with the official ELG BOSS analysis from Ref. [23]. Note that the RSD/AP parameters $f\sigma_8(z = 0.85)$, $D_H(z = 0.85)/r_{\text{drag}}$ and $D_M(z = 0.85)/r_{\text{drag}}$ are\(^\text{7}\) derived parameters in our FS+BAO analysis, and also they are subject to the $\Lambda$CDM model priors. The values extracted from our MCMC chains read:

\[
\begin{align*}
    f\sigma_8(z = 0.85) &= 0.309^{+0.029}_{-0.041}, \\
    \frac{D_H(z = 0.85)}{r_{\text{drag}}} &= 16.67^{+0.58}_{-0.52}, \\
    \frac{D_M(z = 0.85)}{r_{\text{drag}}} &= 17.89 \pm 0.83.
\end{align*}
\]

Our measurements agree within 95\% confidence intervals with the baseline RSD/AP measurements from the eBOSS ELG power spectrum reported in Ref. [23]:

\[
\begin{align*}
    f\sigma_8(z = 0.85) &= 0.289^{+0.085}_{-0.096}, \\
    \frac{D_H(z = 0.85)}{r_{\text{drag}}} &= 20.0^{+2.4}_{-2.2}, \\
    \frac{D_M(z = 0.85)}{r_{\text{drag}}} &= 19.17 \pm 0.99.
\end{align*}
\]

**Joint analysis of ELG and LRG FS and BAO data.** Given a satisfactory agreement between the BOSS FS+BAO+BBN dataset and the ELG FS+BAO data in the $\Omega_m - H_0 - \sigma_8$ planes, we can combine them. The joint BOSS FS+BAO+BBN + ELG FS+BAO likelihood provides reasonable constraints on all cosmological parameters, including the neutrino mass and the spectral index. The results for this analysis, along with the Planck CMB contours for the same $\nu$CDM model are displayed in Fig. 2. We see that the addition of the ELG data slightly tightens the LSS parameter constraints. The maximal improvement can be seen in the $\ln(10^{10} A_s) - M_{\text{tot}}$ plane.

A standard output of RSD measurements is the value of the rms velocity fluctuations $f\sigma_8$ at effective redshifts of given samples. These are derived parameters in our joint analysis, which are given by

\[
\begin{align*}
    f\sigma_8(z = 0.38) &= 0.406 \pm 0.024, \\
    f\sigma_8(z = 0.61) &= 0.399 \pm 0.024.
\end{align*}
\]

Using the following tension metric between two measurements [119],

\[
T \equiv \frac{|\text{mean}_1 - \text{mean}_2|}{\sqrt{\text{variance}_1 + \text{variance}_2}},
\]

we estimate that our growth rates from BOSS and eBOSS are in 2.8\sigma tension with the Planck 2018 results for the same $\nu$CDM model\(^\text{8}\),

\[
\begin{align*}
    f\sigma_8(0.61) &= 0.4689^{+0.0070}_{-0.0045}, \\
    f\sigma_8(0.38) &= 0.4766^{+0.0062}_{-0.0053}.
\end{align*}
\]

In order to check whether this conclusion is sensitive to Bayesian marginalization effect, we do the following test. First, we analyze the BOSS+ELG FS+BAO data fixing all cosmological parameters to the Planck 2018 (P18) baseline best-fit values. All nuisance parameters are allowed to vary. The total neutrino mass is fixed to its minimal value 0.06 eV. Second, we repeat the same analysis

\[
\text{8 https://wiki.cosmos.esa.int/planck-legacy-archive/images/b/be/Baseline_params_table_2018_65pc.pdf}
\]

**TABLE VI.** 1d marginalized intervals of parameters $\Omega_m, H_0$ (in units km/s/Mpc), and $\sigma_8$ extracted from the eBOSS ELG FS and BAO data. We use $k_{max} = 0.25$ hMpc\(^{-1}\).

| Param Set | $\Omega_m$ | $H_0$ | $\sigma_8$ |
|-----------|-----------|-------|-----------|
| FS ($k_{max} = 0.20h$Mpc\(^{-1}\)) | $0.2742^{+0.0043}_{-0.0061}$ | $> 76.23$ (95\% CL) | $0.5725^{+0.0057}_{-0.0088}$ |
| FS ($k_{max} = 0.25h$Mpc\(^{-1}\)) | $0.2486^{+0.0032}_{-0.0047}$ | $> 75.17$ (95\% CL) | $0.5724^{+0.0032}_{-0.0072}$ |
| FS ($k_{max} = 0.30h$Mpc\(^{-1}\)) | $0.2474^{+0.0031}_{-0.0043}$ | $> 75.66$ (95\% CL) | $0.6292^{+0.0098}_{-0.0097}$ |
| FS ($k_{max} = 0.25h$Mpc\(^{-1}\)) no fc | $0.2426^{+0.0035}_{-0.0050}$ | $> 75.19$ (95\% CL) | $0.5698^{+0.0048}_{-0.0070}$ |
| FS ($k_{max} = 0.25h$Mpc\(^{-1}\)) +BAO | $0.2565^{+0.0031}_{-0.0045}$ | $84.5^{+5.8}_{-7.7}$ | $0.5713^{+0.0062}_{-0.0070}$ |

\(^7\) The latter are defined as $D_H \equiv c/H(z)$, ($c$ is the speed of light) $D_M \equiv (1+z)D_A(z)$.
but additionally vary the primordial spectral amplitude $A_s$ in our MCMC chains. We find the constraints,

$$
s_8 = 0.705 \pm 0.035 \mathrm{\, (0.711)}_{-0.036}^{+0.035} \mathrm{\, (0.711)}_{-0.036}^{+0.035}, \quad \ln(10^{10} A_s) = 2.761 \pm 0.1. \tag{34}
$$

The effective $\chi^2$ difference between these two cases is

$$
\Delta \chi^2_{\text{eff}} = \chi^2_{\text{eff}}(\text{P18 fix.} + A_s) - \chi^2_{\text{eff}}(\text{P18 fix.}) = -5.4, \tag{35}
$$

which corresponds to a $2.3\sigma$ tension. We conclude that the tension is present even from the frequentist point of view but the impact of Bayesian volume effects is not negligible; it accounts for about $0.5\sigma$ of the “Bayesian” tension.

Another cosmological parameter important in the context of the weak lensing measurements is $S_8 \equiv \sigma_8 \sqrt{\Omega_m/0.3}$, whose value from our MCMC chains is given by

$$
S_8 = 0.720 \pm 0.042. \tag{36}
$$

This value is broadly consistent with the DES year 3 weak lensing measurement $S_8 = 0.776^{+0.017}_{-0.017}$ [9] ($T = 1.2$ in this case), but it is still in some tension with the Planck CMB [3] $S_8 = 0.832 \pm 0.013$, $T = 2.5$.

On the one hand, our analysis confirms the trend of lower structure clustering observed in other large-scale structure datasets, known as “$S_8$ tension,” see Ref. [120] for a recent review. On the other hand, the statistical significance is still not very significant, which suggests that this “tension” can still be treated as a statistical fluctuation. Systematic errors in the RSD measurements, such as the contamination by selection bias [121, 122], are also not excluded.

**Bias parameters.** The posteriors for nuisance parameters are not significantly narrower than the priors, except for the linear bias. The values extracted from the most constraining joint FS+BAO+BBN analysis yield

$$
b^\text{NGC}_1 = 1.53^{+0.14}_{-0.14}, \quad b^\text{SGC}_1 = 1.64^{+0.14}_{-0.14}, \tag{37}
$$

which are broadly consistent with expected values for the ELGs. For completeness, we present measurements of nuisance parameters, even though their posteriors are mostly determined by the priors (see Appendix A for the full table including the BOSS samples),

$$
b^\text{NGC}_2 = 0.87^{+2}_{-1.9}, \quad b^\text{SGC}_2 = 0.13^{+1.9}_{-2.1}, \quad b^\text{NGC}_2 = -0.02^{+0.04}_{-0.85}, \quad b^\text{SGC}_2 = 0.63^{+0.89}_{-0.85}. \tag{38}
$$

## 6. Discussion

In this work we have carried out a full-shape analysis of the eBOSS emission line galaxy sample. Our main results are:

- We determined the data cut for the one-loop EFT description of the ELG power spectrum at $z \simeq 0.86$ to be $k_{\text{max}} \simeq (0.23 - 0.25) \, h \text{Mpc}^{-1}$, depending on the target theoretical error tolerance.

- The ELG power spectrum model requires the next-to-leading order finger-of-God operator $k^4 \mu^4 P_{\text{lin}}(k)$ just like the power spectrum of LRGs. However, the momentum cutoff scale of this operator $k_{\text{NL}}$ is $\sim 20\%$ higher for ELGs than that of LRGs, and hence the EFT analysis could be pushed to somewhat smaller scales.

- The current eBOSS ELG power spectrum and BAO data alone constrain $\Omega_m = 0.257^{+0.031}_{-0.045}$, $\sigma_8 = 0.571^{+0.052}_{-0.076}$, and $h = 0.845^{+0.058}_{-0.07}$. These results are in a $\sim 3\sigma$ tension with the Planck $\Lambda$CDM model, but this discrepancy is not statistically significant. Our measurements are broadly consistent with other CMB and large-scale structure datasets.

Forecasts of Refs. [73, 74] suggest that the full-shape analysis of power spectra from Euclid/DESI-like surveys will be able to strongly constrain our Universe’s parameters and detect neutrino masses. These surveys will mainly target emission line galaxies, whose observational properties are not fully understood. In this work we have started exploring these galaxies in the context of the full-shape analysis using the largest to date eBOSS catalog. We believe that our analysis will initiate a systematic study of the ELG clustering statistics within the effective field theory framework, which will be important for cosmological parameter measurements from future spectroscopic surveys like DESI and Euclid.
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Parameter estimates presented in this paper have been obtained with the CLASS+PT Boltzmann code [89] (see also [123]) interfaced with the Montepython MCMC sampler [124, 125]. The triangle plots are generated with the getdist package [11] [126], which is part of the CosmoMC code [127, 128].

### Appendix A: Constraints table

| Param | best-fit | mean±σ | 95% lower | 95% upper |
|-------|----------|---------|-----------|-----------|
| $\omega_m$ | 0.1542 | 0.1538$^{+0.021}_{-0.022}$ | 0.1056 | 0.2072 |
| $n_s$ | 0.9187 | 0.9496$^{+0.026}_{-0.028}$ | 0.87 | 1.05 |
| $\beta_1^{(4)}$ | 2.321 | 2.155$^{+0.29}_{-0.21}$ | 1.549 | 2.767 |
| $\beta_2^{(4)}$ | 0.8151 | 0.55$^{+0.42}_{-0.19}$ | 0. | 1. |
| $\beta_2^{(4)}$ | 1.924 | 2.044$^{+0.28}_{-0.31}$ | 1.46 | 2.656 |
| $\beta_2^{(5)}$ | 0.004065 | 0.6738$^{+1.9}_{-1.9}$ | -3.06 | 4.47 |
| $\beta_3^{(5)}$ | -1.312 | -1.243$^{+1.4}_{-1.2}$ | -3.954 | 1.259 |
| $\Omega_m$ | 1.983 | 2.135$^{+0.28}_{-0.31}$ | 1.542 | 2.742 |
| $\sigma_8$ | -0.1093 | 0.1966$^{+1.9}_{-1.2}$ | -3.642 | 4.082 |
| $\Omega_m$ | -0.4071 | 0.2771$^{+1.3}_{-1.1}$ | -2.223 | 2.67 |
| $H_0$ | 0.2651 | 0.2565$^{+0.031}_{-0.045}$ | 0.1821 | 0.3374 |
| $\Omega_m$ | 83.61 | 84.5$^{+5.8}_{-7.7}$ | 72.95 | 97.64 |
| $\sigma_8$ | 0.581 | 0.5713$^{+0.052}_{-0.076}$ | 0.4442 | 0.7106 |

| Param | best-fit | mean±σ | 95% lower | 95% upper |
|-------|----------|---------|-----------|-----------|
| $\omega_m$ | 2.246 | 2.267$^{+0.038}_{-0.039}$ | 2.19 | 2.346 |
| $\omega_m$ | 0.1316 | 0.1286$^{+0.008}_{-0.0097}$ | 0.1111 | 0.1469 |
| $\beta_1^{(4)}$ | 0.6862 | 0.6858$^{+0.011}_{-0.011}$ | 0.6649 | 0.7068 |
| $\beta_2^{(4)}$ | 2.721 | 2.733$^{+0.15}_{-0.19}$ | 2.406 | 3.086 |
| $\beta_2^{(4)}$ | 0.9174 | 0.9393$^{+0.063}_{-0.068}$ | 0.8048 | 1.066 |
| $\beta_2^{(4)}$ | 0.08057 | 0.2258$^{+0.051}_{-0.23}$ | 0. | 0.6272 |
| $\beta_2^{(4)}$ | 2.302 | 2.379$^{+0.15}_{-0.16}$ | 2.064 | 2.686 |
| $\beta_2^{(4)}$ | -1.321 | -1.11$^{+1}_{-1}$ | -3.147 | 0.9087 |
| $\beta_2^{(4)}$ | -0.2543 | -0.1792$^{+0.5}_{-0.5}$ | -1.243 | 0.8593 |
| $\beta_2^{(4)}$ | 2.5 | 2.53$^{+0.15}_{-0.16}$ | 2.225 | 2.842 |
| $\beta_2^{(4)}$ | -0.3781 | 0.001504$^{+0.04}_{-0.099}$ | -1.896 | 1.912 |
| $\beta_2^{(4)}$ | -0.2396 | -0.2865$^{+0.53}_{-0.51}$ | -1.331 | 0.7363 |
| $\beta_2^{(4)}$ | 2.221 | 2.273$^{+0.14}_{-0.14}$ | 2 | 2.549 |
| $\beta_2^{(4)}$ | -0.5626 | -0.3479$^{+0.85}_{-0.91}$ | -2.045 | 1.419 |
| $\beta_2^{(4)}$ | -0.4498 | -0.2702$^{+0.43}_{-0.42}$ | -1.114 | 0.5783 |
| $\beta_2^{(4)}$ | 2.217 | 2.299$^{+0.14}_{-0.14}$ | 2.021 | 2.578 |
| $\beta_2^{(4)}$ | -0.4374 | -0.1263$^{+0.08}_{-0.094}$ | -1.914 | 1.699 |
| $\beta_2^{(4)}$ | 0.04727 | 0.1894$^{+0.04}_{-0.04}$ | -0.6876 | 1.071 |
| $\beta_2^{(4)}$ | 1.482 | 1.529$^{+0.14}_{-0.14}$ | 1.248 | 1.81 |
| $\beta_2^{(4)}$ | 0.4475 | 0.87$^{+2}_{-1.9}$ | -2.916 | 4.631 |
| $\beta_2^{(4)}$ | -0.4962 | -0.01636$^{+0.94}_{-0.85}$ | -1.859 | 1.79 |
| $\beta_2^{(4)}$ | 1.55 | 1.643$^{+0.014}_{-0.14}$ | 1.361 | 1.928 |
| $\beta_2^{(4)}$ | 0.1653 | 0.1282$^{+1.9}_{-2.1}$ | -3.745 | 4.077 |
| $\beta_2^{(4)}$ | 0.8926 | 0.6258$^{+0.89}_{-0.85}$ | -1.15 | 2.386 |
| $\beta_2^{(4)}$ | 0.3271 | 0.3267$^{+0.14}_{-0.16}$ | 0.2986 | 0.3561 |
| $H_0$ | 86.82 | 86.58$^{+1}_{-1.1}$ | 66.49 | 70.68 |
| $\sigma_8$ | 0.7183 | 0.6896$^{+0.033}_{-0.045}$ | 0.6077 | 0.7742 |

TABLE VII. 1d marginalized limits for cosmological and galaxy bias parameters of the ELG NGC and SGC FS+BAO samples analyzed independently from other probes.

In this appendix we present the full parameter constraints tables VII, VIII from our ELG FS+BAO and BOSS+ELG FS+BAO+BBN analyses. We use the following convention for the upper indices of bias parameter
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9 https://github.com/Michalychforever/CLASS-PT
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10 https://github.com/brinckmann/montepython_public.
11 https://getdist.readthedocs.io/en/latest/
The other nuisance parameters are marginalized over in our likelihood by means of the exact analytic marginalization.

\[
\begin{align*}
\text{BOSS NGC high-z} \ (z_{\text{eff}} = 0.61) &= (1), \\
\text{BOSS SGC high-z} \ (z_{\text{eff}} = 0.61) &= (2), \\
\text{BOSS NGC low-z} \ (z_{\text{eff}} = 0.38) &= (3), \\
\text{BOSS SGC low-z} \ (z_{\text{eff}} = 0.38) &= (4), \\
\text{eBOSS ELG NGC} \ (z_{\text{eff}} = 0.86) &= (5), \\
\text{eBOSS ELG SGC} \ (z_{\text{eff}} = 0.86) &= (6).
\end{align*}
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