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Abstract

We propose an end-to-end network that takes a single perspective RGB image of a complex road scene as input, to produce occlusion-reasoned layouts in perspective space as well as a top-view parametric space. In contrast to prior works that require dense supervision such as semantic labels in perspective view, the only human annotations required by our method are for parametric attributes that are cheaper and less ambiguous to obtain. To solve this challenging task, our design is comprised of modules that incorporate inductive biases to learn occlusion-reasoning, geometric transformation and semantic abstraction, where each module may be supervised by appropriately transforming the parametric annotations. We demonstrate how our design choices and proposed deep supervision help achieve accurate predictions and meaningful representations. We validate our approach on two public datasets, KITTI and NuScenes, to achieve state-of-the-art results with considerably lower human supervision.

1. Introduction

Understanding road layout from images is essential for real-world applications such as autonomous driving or path planning \cite{11, 3, 6, 25}, where besides the usual perspective space outputs, top-view representations of geometry and semantics have been popular. Non-parametric representations such as pixel-level semantics \cite{25} generally require labor-intensive and potentially ambiguous supervision in the top-view, for example, when dealing with occluded regions. On the other hand, parametric representations for top-view layout are desirable for their interpretability, which is beneficial for higher-level reasoning and decision-making in downstream applications.

Parametric attributes such as presence of side roads, number of lanes or distance to intersection may be easily annotated by humans given sensor inputs, in particular, requiring less effort than pixel-level semantic annotations. However, besides parametric annotations\textsuperscript{1} in the top-view, previous works that estimate parametric top-view layouts also require pixel-level supervision in perspective images \cite{39, 21}. This paper seeks to obtain parametric top-view maps, using only the cheaper form of supervision on attributes. As a by-product of our design, we also obtain pixel-level semantics in both the perspective and top-views.

While relying on cheap supervision only is undoubtedly a goal worth pursuing, removing the dense perspective supervision makes the problem harder. This is non-trivial, since there exists a large gap between sparse parametric supervision and dense pixel-level semantic supervision. To bridge the gap, one must figure out the underlying geometry to map the parametric supervision to top-view and get the correct semantics, even in occluded regions.

We address this challenge through two key insights. First, rather than directly regressing the parametric bird-eye-view (BEV)\textsuperscript{2} layout from RGB image space, we introduce two intermediate modules — Perspective Semantics (PS) module and Top-view Semantics (TS) module — to predict

\textsuperscript{1}Parametric annotations and attribute-level annotations are interchange-

\textsuperscript{2}BEV and top-view are interchangeable in our paper.
intermediate occlusion-reasoned per-pixel perspective and top-view layouts. Second, the parametric annotations can be converted to occlusion-reasoned per-pixel annotations in both the top-view and perspective view, by exploiting a simple renderer and thereafter a geometric transformation, respectively.

Further, our approach allows meaningful deep supervision [16, 17] of intermediate modules without additional annotation costs. Our deep supervision, on the one hand, is beneficial in terms of obtaining meaningful occlusion-reasoned pixel-level semantics in both perspective and top-view without per-pixel human annotations. On the other hand, it also improves our final parametric layout predictions in BEV. Together, these two insights drive the Perspective Semantics (PS) module and Top-view Semantics (TS) module to introduce inductive biases on the type of reasoning the network should perform, thereby facilitating complex tasks such as occlusion reasoning, geometric transformation and semantic abstraction that corresponds to the parametric supervision (See Fig. 1).

We validate the concept of the intermediate modules on KITTI [7] and NuScenes [23], and obtain the state-of-the-art (SOTA) accuracy. We demonstrate that our method even outperforms previous methods that rely on perspective-view dense supervision for semantic segmentation. This verifies our intuitions on the benefits of the deeply supervised modules for perspective and top-view semantics. To summarize, our key contributions are:

- An end-to-end model for occlusion-reasoned perspective and top-view parametric layout in complex scenes.
- Intermediate module design that incorporates inductive biases to learn occlusion-reasoning, geometric transformation and semantic abstraction.
- Deep supervision with cheap parametric annotations, rather than expensive per-pixel labeling.
- State-of-the-art results on publicly available datasets.

2. Related Work

3D scene understanding on outdoor scenes is an important yet challenging task in computer vision. Applications such as robot navigation [11], autonomous driving [6, 15], augmented reality [1] or real estate [22, 32] always require comprehensive understanding on given scenes.

Road Scene Understanding: Scene understanding for outdoor scenarios is very challenging mainly due to the lack of strong priors. To this end, non-parametric approaches have been proposed [10, 33, 34], where layered representations are utilized to reason about the geometry as well as semantics in occluded areas. Other typical non-parametric representations in perspective view are joint pixel-level semantics and depth [19], pixel-level semantics and geometric labels [9]. In contrast, parametric approaches provide abstract understanding, such as road scene attributes [29, 6] and graph-based representation [15]. Perhaps [39, 21] are the most recent works that are able to handle complex road layout, e.g., multiple lanes and different types of intersections. Our work follows the parametric representation proposed in these methods. Unlike [39, 21] that request additional information, e.g., models [13] pre-trained with dataset-specific per-pixel semantics, depth and 3D objects [7], to map semantics to top-view as pre-processing, our model is end-to-end trainable that directly takes RGB as input. More importantly, we exploit deep supervision [16, 17] by introducing meaningful intermediate modules (PS and TS), with which we are able to obtain occlusion-reasoned pixel-level semantics in both perspective and top-view without per-pixel human annotations. It is also beneficial in terms of improving final parametric layout predictions. Please also note that although we focus only on single images, our model can be easily extend to video-version by introducing spatio-temporal graphical model [20, 39], LSTM [4, 31] or FTM [40, 41, 35].

Scene Understanding in Top-view: Top-view representations can be more beneficial when occlusion relationships are desired, e.g., two objects cannot occupy the same position in top-view while they can potentially occlude each other in perspective view. Such intuition is widely exploited in 3D object localization literature [37] where camera to top-view projection is fulfilled with the help of depth estimation and 2D detection in perspective view. Although [26] proposes an end-to-end trainable model that explicitly exploits the perspective to top-view projection to perform 3D localization task, the performance of this method is not comparable to [37] due to the lack of explicit depth-aware re-projection. As for general scene understanding, the initial steps are taken in [28, 30]. However, due to the lack of ground truth, no quantitative evaluation is performed in [28]. More recent work [25, 24] extends [26] and predicts top-view semantic map from single monocular image or multiple streams of images. In contrast to non-parametric approaches [25, 24] that require expensive per-pixel supervision in top-view and focus on predicting semantics on visible regions, our method aims to predict parametric layouts in BEV and also provides occlusion-aware non-parametric representations in both BEV and perspective view as by-products. All these meaningful representations are obtained without per-pixel human annotations but relying on cheap parametric annotations.

3. Our Framework

Our model consists of three modules. (1) Perspective Semantics (PS) module inputs the RGB image and outputs the Occlusion-reasoned pixel-level Semantics in Perspective
Figure 2. Overview of our proposed framework: Taking a single RGB as input, our model predicts (1) occlusion-reasoned semantics in perspective view, (2) hallucinated semantics in top-view and (3) parametric layout predictions in top-view, with only attribute-level annotations in top-view. This is achieved with multiple intermediate modules and deeply supervised training.

3.1. Full Model

Let us first assume that we have collected a data set $D = \{ I, x^p, x, \Theta \}_{i=1}^N$ of $N$ samples. Specifically, $I \in \mathbb{R}^{H \times W \times 3}$ is the RGB perspective image, with height $H$ and width $W$. $x^p \in \mathbb{R}^{H \times W \times (C+1)}$ denotes semantic segmentation map in perspective view. $x \in \mathbb{R}^{h \times w \times (C+1)}$, with spatial dimensions $h \times w$, containing the same $C + 1$ semantic categories. Finally, for each data sample, we denote its corresponding scene attributes as $\Theta$.

Our full model is is defined as:

$$\Theta = f^{\text{full}}(I) = (f^{\text{pp}} \circ f^{\text{ts}} \circ f^{\text{ps}})(I),$$

(1)

where $\circ$ defines a function composition. $f^{\text{ps}}$, $f^{\text{ts}}$ and $f^{\text{pp}}$ correspond to our three modules PS, TS, and TPP.

3.1.1 Perspective Semantics Module

The PS module predicts per-pixel occlusion-reasoned semantics in the perspective view (OSP). Note that compared to traditional semantic segmentation models (e.g. [36, 2]) that predict semantics on visible pixels only, our module focuses on predicting both visible and occluded background classes (See Fig. 3(d)). Such occlusion reasoning is also demonstrated in Fig. 3(b) and (c). As shown, we aim to predict road semantics in the top-view despite that they are occluded, e.g. by cars and buildings, in the perspective view.

Compared to conventional semantic segmentation problem, ours is more challenging in terms of both data and model training. As for data, the semantic ground-truth on occluded regions can be ambiguous, hence difficult and time-consuming to annotate accurately in pixel-level. For instance, it takes more than 20 minutes to annotate only the visible regions on KITTI images while in comparison, parametric annotation in BEV takes about 20s for an image [38]. We refer the readers to Sec. 4 and supplementary for annotation details. As for model training, our module predicts semantics in invisible/occluded regions, which again leads to ambiguity. For instance, regions occluded by a foreground instance, e.g. building, can be either another building or road. This requires the module to learn to predict semantics with contextual cues rather than fully relying on visible information.

Assuming that such desired ground-truths, $x^P$, are available in our dataset, we then follow the structure of [36], or HRNetV2-W18, as our semantic segmentation backbone as it achieves very good trade-offs between accuracy and efficiency. Formally, given an $I \in \mathbb{R}^{H \times W \times 3}$, the PS module would output a $x^P \in \mathbb{R}^{H \times W \times (C+1)}$, which denotes the probability of each pixel belongs to specific category.

We define the PS module as:

$$x^P = f^{\text{ps}}(I).$$

(2)
3.1.2 Top-view Semantics Module

Our second module, i.e. the Top-view Semantics module, takes as input the OSP and learns to explicitly project the semantics in perspective view to top-view. Formally, this module takes the input \( x^p \in \mathbb{R}^{h \times w \times (C+1)} \) and outputs \( x \in \mathbb{R}^{h \times w \times (C+1)} \). Given camera parameters, it seems that the projection is trivial if one has the depth estimation available, say, via a depth network. However, there are several problems in this simple solution. First of all, pixel-wise dense depth estimation with single image as input can be inaccurate. With \([19]\) or without \([8, 5]\) ground-truth supervision, depth accuracy can be unsatisfactory on far away regions and boundaries. Furthermore, standard single image depth network typically do not reason depth in occluded regions, which is nevertheless required for our occlusion-aware projection. In addition, resolution is low for distant regions and thus may lead to sparser/noisier semantics in top-view. Lastly, top-view semantics on close-by regions can be incomplete due to limited field of view.

In view of these challenges, we first make use of the prior that the road forms nearly a plane, which facilitates the projection without requiring depth estimation. We term this step a transformation module. Second, we introduce a hallucination module to address the sparser/noisy semantics in perspective view to top-view. Formally, this module takes the input \( \eta \in \mathbb{R}^{h \times w \times (C+1)} \) and outputs \( \eta \in \mathbb{R}^{h \times w \times (C+1)} \). After the transformation module, we assume known camera intrinsic and extrinsic w.r.t. to the ground plane; this is a mild assumption since they could be obtained a prior via calibration \([12]\) in advance. As such, it is well-known \([12]\) that one can back project each pixel in the perspective view to the BEV view and vice versa.

Hallucination module. After the transformation module that maps the OSP to top-view, the hallucination module then learns to predict the unseen far away regions as well as recover the noisy semantics with contextual information in top-view. We borrow the structure from \([27]\) and utilize a shallow version, e.g. 5-layer encoder and decoder, as our hallucination module. Note that our input and outputhallucination module are both of the size \( h \times w \times (C+1) \). Fig. 4 visualizes two sets of inputs and outputs of this module. Compared to inputs that generated with ground-truth OSP, the target HST improves at far away (right) regions as well as close-by area where predictions are limited/noisy (left).

In summary, we define the TS module as:

\[
x = f_{\text{halln}}^t(x^p) = (f_{\text{halln}} \circ f_{\text{trans}})(x^p),
\]

where \( f_{\text{halln}} \) and \( f_{\text{trans}} \) are the hallucination and transformation module, respectively.

3.1.3 Top-view Parametric Prediction Module

Given the Hallucinated Semantics in Top-view (HST), our next step is to predict the layout attributes. As aforementioned, we follow the attribute definition in \([39, 21]\). In brief, we introduce the Top-view Parametric Prediction (TPP) module that maps the HST \( x \) into the scene model parameters \( \Theta \). Our \( \Theta \) consists of three groups—\( \Theta_b \) for 14 binary, \( \Theta_m \) for 2 multi-class and \( \Theta_c \) for 10 continuous attributes of scene model, respectively. Binary attributes consists of information like whether the road is one-way or not. Number of lanes on the left hand-side of the ego car is an example of the multi-class attribute and distance to right side-road can be one of the continuous attributes. We refer readers to supplementary materials for more details on scene attribute definition.

Our TPP module is defined as:

\[
\Theta = f_{\text{tpp}}^t(x) = (f \circ g)(x),
\]

where \( f \) and \( g \) are respectively multi-layer perceptron (MLP) and convolutional neural networks. Specifically, \( f \) is implemented as a multi-task network with three separate predictions \( \eta_b, \eta_m \) and \( \eta_c \) for each of the parameter groups \( \Theta_b, \Theta_m, \Theta_c \).
and $\Theta_c$ of the scene model. And $g$ is introduced for feature extraction. Note that similar to [39], this module is also able to exploit rich simulated data during training. We leave this extension to future work.

### 3.2. Model Training

Following our above description of intermediate modules assuming supervision available, we describe in this section the generation of such supervision with only annotations for parametric layout $\Theta$, as well as deep supervision training. Instead of training the full model in an end-to-end manner from scratch in the very beginning, we propose a multi-stage training protocol. After pretraining all three modules, we then relax all modules and learn the full model in an end-to-end manner. In practice, end-to-end training provides a 1% performance improvement in our experiments.

Our full loss function $L$ is defined as:

$$L = \lambda \times L_{\text{pp}} + \gamma \times L_{\text{ts}} + \beta \times L_{\text{ps}}$$  \hspace{1cm} (5)

where $\lambda$, $\gamma$ and $\beta$ are the weights for each module.

**Loss Functions on Top-view Parametric Prediction Module:** Since $\Theta$ and $I$ are already available,

$$L_{\text{pp}} = \sum_{i=1}^{N} BCE(\Theta_b, i, \eta_b, i) + CE(\Theta_m, i, \eta_m, i) + \ell_1(\Theta_c, i, \eta_c, i),$$  \hspace{1cm} (6)

where (B)CE is the (binary) cross-entropy loss and $\ell_1$ denotes L1 loss. $\{\Theta, \eta\}_{i, i}$ denotes the $i$-th sample in the data set. For regression, we discretize continuous variables into 100 bins by convolving a dirac delta function centered at $\Theta_c$ with a Gaussian of fixed variance. Such multi-modal predictions allow potential application of our model output with subsequent probabilistic graphical models.

#### 3.2.1 Top-view Semantics Module

Unlike the straightforward design in parametric space, our second module requires per-pixel supervision in top-view. To this end, we propose to exploit a rendering function that generates pixel-wise semantics from parametric annotations. Specifically, for each $\Theta$, we will render a map $x$. Some examples of our paired $\{x, \Theta\}$ can be found in Fig. 5, which shows that our rendered $x^p$ accurately reflects the layout of the road in top-view. Since we only need on parametric abstractions, our renderer can be implemented using simple Python code, rather than the complex machinery of image renderers. We refer the readers to supplementary materials for more details on our renderer.

**Loss Functions on Top-view Semantics Module:** The loss function for TS module is defined as:

$$L_{\text{ts}} = \sum_{i=1}^{N} CE(x_i, \hat{x}_i)$$  \hspace{1cm} (7)

where $\hat{x}_i$ and $x_i$ denotes the predictions and the rendered ground-truth of the top-view semantics of $i$-th sample in $D$.

#### 3.2.2 Perspective Semantics Module

Obtaining the top-view semantics $x$, we can project [12] it to perspective view with camera parameters as well as plane assumption. Fig. 3(a) demonstrates the effectiveness of our mapping. Our back projection can indeed recover the occluded regions and aligns the semantics well with respect to input image in perspective view.

**Loss Functions on Perspective Semantics Module:** Similarly, we introduce the loss function for PS module as:

$$L_{\text{ps}} = \sum_{i=1}^{N} CE(x^p_i, \hat{x}^p_i)$$  \hspace{1cm} (8)

where $\hat{x}^p_i$ and $x^p_i$ denotes our predictions and the back-projected ground-truth of the perspective semantics of $i$-th sample in $D$.

### 4. Experiments

**Datasets and Model Details:** We validate our ideas on KITTI [7] and NuScenes [23], utilizing the annotation and data split in [21]. $h$ and $w$ are set to 256 and 128, presenting a $60m \times 30m$ space in real world. Camera parameters are available in the original datasets [7, 23] through calibration. Weights $(\lambda, \gamma, \beta)$ are set experimentally on validation set.

**Parametric annotations:** We summarize the annotation time for each type of supervision in Tab. 2. Unlike non-parametric annotations such as pixel-level semantics that require several dozens of minutes per frame, our parametric annotations require less than a minute per frame. Moreover, this time is heavily amortized across a video sequence to just around 20 seconds on the KITTI dataset, since parametric attributes change predictably across consecutive frames. Binary and multiclass attributes (such as presence of side-road, or number of lanes) change less frequently and their extension to future work.

![Figure 5. Examples of rendered ground-truth for TS module. From left to right: RGB, parametric human annotations and rendered pixel-level semantics in top-view.](image-url)
annnotations can often be inherited from previous frames. Further, continuous attributes (such as distance to intersection) typically change smoothly across frames, which facilitates annotation. We refer the readers to supplementary materials for more details. Our annotations will be publicly released.

**Evaluation metrics:** Since our output space $\Theta$ consists of three types of predictions and involves both discrete and continuous variables, we follow the metrics in [39, 21]. Specifically, as for binary variables $\Theta_b$ and multi-class variables $\Theta_m$, the prediction accuracy is defined as $\text{Accu.-Bi} = \frac{1}{n_1} \sum_{k=1}^{14} [p_k = \Theta_{bk}]$ and $\text{Accu.-Mc} = \frac{1}{n_2} \sum_{k=1}^{2} [p_k = \Theta_{mk}]$.

We further report the F1 score on $\Theta_b$ to have a better idea about the overall performance given the observation that the binary classes are extremely biased. Formally, $\text{F1} = \frac{1}{n_1} \sum_{k=1}^{14} 2 \times \frac{p_k \times r_k}{p_k + r_k}$, where $p_k$ and $r_k$ are the precision and recall rate on $\Theta_{bk}$. For continuous variables, we report the mean square error (MSE).

Apart from parametric predictions, our model also outputs intermediate representations, e.g. OSP and HST. We further report the IoU as well as the accuracy for these two semantic segmentation tasks. Please note that since we do not have human annotated per-pixel ground-truth for these two tasks, we report our performance by comparing our predictions with rendered semantics $x$ and $x^p$ instead.

### 4.1. Evaluations of Parametric Road Layout

**Baselines:** We choose several appropriate baselines as presented in [39, 21]:

- **RGB (RGB):** A ResNet-101 [14]) backbone is introduces and trained on the manually-annotated ground truth. Note that this setup is the Only one that directly comparable to ours as it requires only the parametric annotations as ground-truth.

- **RGB+Depth (RGB+D):** Same as RGB but with the additional task of monocular pixel-wise depth prediction.

In contrast, we do not require dense depth information.

- **BEV (BEV):** BEV uses the output of [28], which is a top-view semantic map. Note that to obtain such map, additional pixel-level semantic annotation and depth supervision are required in perspective space.

We also report the performance of SOTA methods for single image top-view layout prediction, or $\text{H-BEV-DA}$ and $\text{BEV-J-O}$ in [39, 21]. Please note that both of them require far more human annotations compared to our method.

**Quantitative results:** Tab. 1 summarizes our main results on KITTI [7]. First of all, if we compare only to method with the same setting, or RGB, our method outperforms it with a large margin, which indicates the effectiveness of introducing PS and TS as intermediate modules. Furthermore, compared to $\text{RGB+D}$ method that introduces depth channel, or even the BEV that further requires thousands of human labelled semantic segmentation images in perspective space, our method achieves better results, which is of significance given that our method requires far less human annotations. Note that both $\text{H-BEV-DA}$ and $\text{BEV-J-O}$ are based on BEV but require even more human annotations. By comparing to $\text{H-BEV-DA}$ that further exploits additional simulated data and $\text{BEV-J-O}$ that requires the 3D object information as well as entire video sequence as input, we can see that our method achieves comparable results with far less human annotations.

We further report results on NuScenes [23] in Tab. 3. Our method beats RGB significantly. It also outperforms [21, 39] with far less human annotations required.

**Qualitative results:** We demonstrate some qualitative results in Fig. 6. Note that in KITTI test sequences, rather than the road being occluded by cars driving in front, significant occlusions happen between parked cars and road/sidewalk, or between foreground classes, e.g. buildings or trees, and curved road or sideroad. As observed in this figure, our model is able to output satisfactory results on all three representations. We are able to handle complex road layout such as arbitrary number of lanes with heavy occlusions. Again, please note that OSP and HST are obtained without per-pixel

| Method     | Parametric | Depth | Semantics | Simulated | Video+Object |
|------------|------------|-------|-----------|-----------|--------------|
| RGB [29, 13] | ✓          |       |           |           |              |
| RGB [29, 13]+D | ✓          | ✓     |           |           |              |
| BEV [28]     | ✓          | ✓     |           |           |              |
| H-BEV+DA [39]| ✓          | ✓     | ✓         |           |              |
| BEV-J-O [21] | ✓          | ✓     | ✓         | ✓         |              |
| Ours         | ✓          | ✓     | ✓         | ✓         |              |

Table 1. Performances on single image based road layout prediction on KITTI. we observe that our method beats RGB when having the same model setting. In addition, our results are comparable to other SOTA (H-BEV+DA and BEV-J-O) but with far less human annotations required.

| Supervision Required | KITTI [7] |
|----------------------|-----------|
|                     | Accu.-Bi | Accu.-Mc | MSE | F1 |
| RGB [29, 13]        | .811     | .778     | .230 | .176 |
| RGB [29, 13]+D      | .818     | .819     | .154 | .109 |
| BEV [28]            | .820     | .797     | .141 | .324 |
| H-BEV+DA [39]       | .834     | .831     | .134 | .435 |
| BEV-J-O [21]        | .831     | .837     | .142 | .494 |
| Ours                | .833     | .832     | .140 | .473 |

Table 2. Average annotation time (sec.) on KITTI dataset.
human annotations. Our final layout prediction is also better than [21]. We further visualize our final results on NuScenes in Fig. 7. It can be seen that our model is able to handle various road layouts. We refer readers to supplementary material for more qualitative results.

**Occlusion study:** Here, we study performance against increasing number of objects in the scene, indicating increasingly severe occlusions. Since [38, 7] do not provide pixel-level semantic ground-truths on our test sequences, to analyze our ability to handle occlusions, we instead report the average image-level IoU on four classes against number of foreground objects with respect to rendered ground truth \( x \) in Tab. 6, with objects detected by Stereo-RCNN [18]. As one can see, our method outperforms the state-of-the-art consistently, with increasing gap when having more objects.

### 4.2. Ablation Study

To demonstrate the effectiveness of intermediate modules as well as deep supervision, we further conduct experiments on incrementally adding modules. \( RGB \) is the one without any module. \( RGB+PS \) contains the PS module and directly predicts parametric predictions with perspective outputs. Formally, \( RGB+PS \) is formulated as:

\[
\Theta = f^{bgp}(I) = (f^{pp} \circ f^{ps})(I),
\]

Similarly, \( RGB+PS+T \) is formulated as:

\[
\Theta = f^{bgpf}(I) = (f^{pp} \circ f^{trans} \circ f^{ps})(I),
\]  

We report the quantitative results in Tab. 4. The results show that first of all, comparing the \( RGB \) to \( RGB+PS \), perspective representation, or the OSP, is beneficial in terms of improving final parametric predictions. Secondly, the performance gap between \( RGB+PS+T \) and \( RGB+PS \) demonstrates the effectiveness of introducing top-view semantics as intermediate representation. Finally, by comparing the full model with \( RGB+PS+T \), we can tell that the hallucination module is also critical to further boost the final performance.
Table 3. Results on NuScenes dataset. We observe that our method beats RGB significantly when having the same model setting. Meanwhile, it also outperforms H-BEV+DA and BEV-J-O with far less human annotations required.

Table 5. Intermediate results on KITTI. We report both IoU and accuracy for each semantic category. Compared to Table 3. Results on NuScenes dataset. We observe that all these methods share the same amount of human annotations. We can see that our introduced PS and TS modules, on the one hand, provide meaningful intermediate representations at no additional costs. On the other hand, they also prove to be beneficial individually for the final parametric prediction task.

Table 6. Average per-image IoU w.r.t. number of road participants.

Table 4. Ablation study on single image based road layout prediction on KITTI. Note that our introduced PS and TS modules, on the one hand, provide meaningful intermediate representations at no additional costs. On the other hand, they also prove to be beneficial individually for the final parametric prediction task.

Figure 9. Input image, generated ground-truth pixel-level semantics and predicted semantics from top to bottom row. Our model is able to predict the semantics quite well despite occlusions.

4.3. Evaluations of Intermediate Representations

Apart from requiring less annotation while maintaining comparable performance, another advantage of the proposed method is being able to provide meaningful pixel-level intermediate representations, OSP and HST, as by-products. To demonstrate that these intermediate representations are indeed semantically useful for downstream tasks, we study their IoU as well as accuracy score, as an indication for their performance. Please note that compared to existing work that requires dense and time-consuming pixel-wise human annotation, ours only requires cheap parametric human annotations and produces pixel-level occlusion-reasoned semantic segmentation in perspective and top-view.

As shown in Tab. 5, our method is able to provide multiple meaningful intermediate representations. Also, our deep supervision proves to be beneficial in an end-to-end manner, which can be observed from the performance gap on OSP between RGB+PS and our full model. In addition, our model also achieves reasonably good performance on HST. As a reference, [25], which aims to predict pixel-level semantics of visible regions in top-view with perspective images as input, reports about 63.0% IoU for drivable category on two different datasets. However, please note that [25] requires pixel-level dense annotations in top-view during training and the predictions are not occlusion-reasoned. We further visualize quantitative results in Fig. 8 and Fig. 9. As can be seen, our method obtain high quality semantics in both perspective and top-view despite occlusions.

5. Conclusion

In this paper, we propose a novel end-to-end model that inputs the RGB perspective image and outputs multi-aspect representations for road layout, including top-view parametric predictions, OSP and HST. Specifically, we introduce two intermediate modules, PS and TS, to learn inductive biases in occlusion-reasoning, geometric transformation and semantic abstraction. More importantly, we exploit deep supervision during training with very cheap parametric annotations, without any per-pixel human supervision. We demonstrate the effectiveness of our proposed method on publicly available datasets and demonstrate that we can achieve state-of-the-art performance with far less human annotations. We also conduct detailed experiments to demonstrate the effectiveness and usefulness of intermediate modules.
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