Bio-inspired multiobjective clustering optimization: A survey and a proposal
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ABSTRACT

Multiobjective clustering techniques have been used to simultaneously consider several complementary aspects of clustering quality. They optimize two or more cluster validity indices simultaneously, they lead to high-quality results, and have emerged as attractive and robust alternatives for solving clustering problems. This paper provides a brief review of bio-Inspired multiobjective clustering, and proposes a bee-inspired multiobjective optimization (MOO) algorithm, named cOptBees-MO, to solve multiobjective data clustering problems. In its survey part, a brief tutorial on MOO and multiobjective clustering optimization (MOCO) is presented, followed by a review of the main works in the area. Particular attention is given to the many objective functions used in MOCO. To evaluate the performance of the algorithm it was executed for various datasets and the results presented high quality clusters, diverse solutions an the automatic determination of a suitable number of clusters.
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1. INTRODUCTION

Data clustering consists of finding groups of data in datasets based on the similarities or dissimilarities of their objects.[1] The objects in a cluster may present high similarity among themselves and high dissimilarity to objects of the other clusters. To calculate the similarity of objects different measures can be used, depending on each problem. An important feature of the clustering task is its unsupervised nature, in other words, the information about to which cluster each object belongs is not known a priori. Considering the existence of several internal and external criteria to assess the quality of a clustering solution,[2] it is increasingly necessary to see clustering as a multiobjective problem, with conflicting objectives, such as the overall deviation and connectivity. The non-dominated set allows the observation of feasible solutions found by optimization algorithms by considering different objectives.

Population-based algorithms are often used to deal with multiobjective problems due to their ability to perform a guided search over the search space and to maintain diversity of non-dominated solutions. Some variations of multiobjective evolutionary algorithms use an external population that serves as a memory for the evolution process.[3] This population is used to store the best solutions found during all generations. This paper proposes a multiobjective clustering algorithm inspired by the foraging behavior of bee colonies,
Another important aspect is the application of local search operators that contribute to the better exploration of the search space. These and other features allow cOptBees-MO to be competitive when compared to other algorithms from the literature which require a smart initialization process or the number of clusters to be input a priori.

Performance experiments were conducted in two phases: The first with three machine learning consolidated datasets, whose results were compared to those reported by two other bioinspired algorithms from the literature; and in the second set of experiments seven well-known datasets were used and the results compared to other bio-inspired algorithms from the multiobjective clustering literature. The obtained results open up avenues for a number of new researches in the multiobjective clustering area.

This paper has the following organization. Section 2 introduces multiobjective optimization (MOO) and Section 3 presents multiobjective clustering optimization (MOCO). Section 4 presents a review of bioinspired multiobjective algorithms. Section 5 surveys the most common objective functions used in multiobjective clustering and Section 6 introduces the proposed multiobjective clustering algorithm. Section 7 shows the datasets and experimental results. Section 8 presents the conclusions with general comments about the results and perspectives for future investigations.

2. MULTIOBJECTIVE OPTIMIZATION

In the optimization context, there is a class of problems called multiobjective optimization (MOO) whose main characteristic is the presence of two or more objective functions, which are usually in conflict with one another, that must be optimized simultaneously. This type of situation occurs naturally in many practical problems, for instance, in a generic design engineering it is common for its designers to want to minimize production costs and the time taken for completing the project, while still optimizing various performance indices. MOO problems consist of finding a set of decision variables which satisfies all the constraints of the problem and optimizes a set of objective functions simultaneously.\[6\]

Formally, the MOO task is defined as follows:\[5-7\]

Definition 1: A MOO solution minimizes (or maximizes) \[F(\vec{x}) = (f_1(\vec{x}), \cdots, f_n(\vec{x}))\] subject to: \[g_i(\vec{x}) \leq 0, i = \{1, 2, \cdots, m\}\] and \[h_j(\vec{x}) = 0, j = \{1, 2, \cdots, p\}, \vec{x} \in \Omega,\] where \[\vec{x} = (x_1, \cdots, x_d)\] is a d-dimensional decision variable vector within some universe \(\Omega\). Equations \(g_i(\vec{x}) \leq 0\) and \(h_j(\vec{x}) = 0\) represent constraints that must be met during the minimization (or maximization) of \(F(\vec{x})\), and \(\Omega\) contains the values of \(\vec{x}\) that satisfy an evaluation of \(F(\vec{x})\).

The \(n\) objective functions may be continuous or discrete and linear or nonlinear.

A fundamental difference between a mono-objective and a multiobjective problem is the solution concept. In the mono-objective problem, an optimal solution corresponds to a vector \(x\) that satisfies all the constraints (a condition that characterizes it as a feasible solution) and finds an extreme value of the objective function (max or min). On the other hand, in multiobjective problems, the notion of optimal solution gives way to the concept of efficient solutions. An efficient solution is characterized by the absence of another feasible solution that improves simultaneously all objectives. That is, the improvement in one of the objective functions can only be achieved by degrading the value of at least one other objective. The efficient solution concept is formalized as follows:\[5, 6\]

Definition 2: Vector \(\vec{x}^* = (x_1^*, \cdots, x_d^*)\) is an efficient solution (in a minimizing problem) if and only if there is no \(\vec{x} \in S\) such that \(f_i(\vec{x}^*) \leq f_i(\vec{x})\) for all \(i \in \{1, \cdots, n\}\), with at least one strict inequality, where \(S\) is the feasible search space.

Another common concept in MOO (Definition 3) is the weak dominated solution; which can be understood as a relaxation of Definition 2.

Definition 3: A vector \(\vec{x}^\prime = (x_1^\prime, \cdots, x_d^\prime)\) is a weak efficient solution if and only if there is no \(\vec{x} \in S\) such that \(f_i(\vec{x}^\prime) < f_i(\vec{x})\), \(\forall i \in \{1, \cdots, n\}\).

Classically, in mono-objective optimization, the process of searching the optimum point is strictly technical, in the sense that the solution is implicit in the model. Thus, the work of the solution algorithm is to just find it.

The notion of optimum changes for multiobjective problems, because MOO aims at finding good compromises among the objective functions instead of a single solution, as well as in global optimization.\[6\] This solution concept, no longer understood as a single point, but now as a number of great options, was initially proposed by Edgeworth\[8\] and later generalized by Pareto et al.,\[9\] thus being called Pareto Optimum Front, as formalized in Definition 4.\[5-7\]

Definition 4: The set \(P\) of all efficient solutions (including the weak solutions) is named Pareto optimal front.
In order to illustrate the concept of Pareto optimum front, Figure 1 shows an example with two objective functions \( f_1(\mathbf{x}) \) and \( f_2(\mathbf{x}) \) to be minimized simultaneously.

In Figure 1, the shaded area represents the feasible region, that is, set of vector solutions that satisfies all constraints. The dark line on the edge is the Pareto optimum front. By defining a boundary in the space of the functions, this region is called the Pareto front.\(^5\) It can be seen that the points on the Pareto set do not allow to choose between one solution and another without degrading one of the two functions. The best solution is subjective and an expert can choose one or more solutions according to the problem requirements.\(^5, 10, 11\)

In a population-based algorithm a set of random points are started within the decision space, where each point represents a candidate solution for solving the multiobjective problem, the objective space has the mapped solution for the selected fitness functions.

Figure 2a represents the solutions inside the decision space as circles and the ones in the objective space as squares and stars. The stars are the candidate solutions inside the Pareto front (solutions which are non-dominated), and the squares are the dominated solutions. Figure 2b represents an intermediary step of the non-dominated set concept, where the candidate solutions move closer to the Pareto front according to movimentation in decision space and explore different areas, becoming part of the Pareto front. Finally, in Figure 2c, all candidate solutions appear over the Pareto front, exploring promising and heterogeneous areas in the decision space.

The algorithm’s search phase is made over the decision space by considering all involved variables, meanwhile its evaluation phase is performed over the objective space by considering all objective functions involved and the Pareto dominance concept. Under the Pareto perspective, a solution \( \mathbf{u} \) dominates another solution \( \mathbf{v} \) if \( \mathbf{u} \) is not worse than \( \mathbf{v} \) in all objectives (fitness functions); and \( \mathbf{u} \) is strictly dominated if it is better than \( \mathbf{v} \) in at least one objective.

As MOO provides advance in numerical optimization,\(^14\) researchers soon started using it in different tasks, such as knowledge-discovery in databases, including feature selec-
tion,[15] association rule mining,[16] classification,[17] and clustering.[18]

3. MULTIOBJECTIVE CLUSTERING OPTIMIZATION (MOCO)

Multiobjective clustering is a process performed in two steps:[19] first, the independent or parallel discovery of clusters; and second the search for an optimal partition of the found clusters. Multiobjective clustering techniques have been used to simultaneously consider several complementary aspects of clustering quality.[20] They optimize two or more cluster validity indices (as well as the number of clusters) simultaneously, leading to high quality results, and have emerged as attractive and robust alternatives for clustering problems.[11] An important step to multiobjective clustering is the choice of suitable objective functions. Different cluster validity indices in different combinations are used in multiobjective clustering algorithms. In Mukhopadhyay et al.[11] the authors divided the cluster validity indices into two groups: 1) Indices based on cluster prototypes; 2) Those based on cluster labels.

The objective function used by a clustering algorithm may not indicate the partitions’ quality due to different arrangements of objects over the dataset. The quality of each cluster must be assessed by the clustering algorithm that generated it and an external evaluation criterion not used during the search phase in order to validate the final clusters found.[21, 22]

The main approaches to MOO are:[23] 1) transformation of the multiobjective problem into a mono objective one by means of a weighted formula; 2) ordering the objectives according to their importance; and 3) the Pareto approach, where multiobjective functions are optimized simultaneously to generate a resultant set with a number of non-dominated solutions.[23] Population-based algorithms, for example genetic,[24, 25] bee inspired[4, 26] and ant colony[27] algorithms are particularly suitable for approximating the entire Pareto front because they work with a pool of solutions rather than a single candidate solution. This enables approximating several solutions of the Pareto set simultaneously in a unique algorithm run.

In a multiobjective clustering task, a candidate solution is a vector \( \vec{x} = (x_1, x_2, \ldots, x_d)^T \), where \( x_i \) represents a decision variable in the decision space in which the search occurs, and \( d \) is the problem dimension. The objective vector is represented by \( f(\vec{x}) = (f_1(\vec{x}), f_2(\vec{x}), \ldots, f_n(\vec{x}))^T \), where \( f_i(\vec{x}) \) represents its coordinate in the objective space in which the results are evaluated. The Pareto dominance concept is used to compare the quality of the solutions, because the quality of a candidate solution is measured as a vector instead of a scalar. Figure 3 illustrates MOCO by using the non-dominance Pareto concept. The small circles are solutions whose qualities are measured by the non-dominance concept, in this case we are maximizing both objective functions. As detailed in Figure 3, each solution in the objective space has all variables from the decision space in the left hand side of the picture.

![Image](http://air.sciedupress.com)

**Figure 3.** Decision space and objective space for population-based clustering algorithms

| Objective functions | Cluster validity indices |
|---------------------|-------------------------|
| Connectedness and cluster deviation | \( J_m \) and XB |
| Number of clusters and TWCV | Cluster deviation and silhouette |
| Intra-cluster entropy and cluster separation |XB and \( J_m \) |
| MinMaxCut and silhouette | Cluster deviation and edge Index |
| Cluster deviation and fuzzy separation | Normalized \( J_m \) and fuzzy separation |
| DB and Dunn | \( J_m \) and cluster separation |
| Connectivity and cohesion | Average deviation, ABGSS and connectedness |

4. MOCO: A REVIEW

Several multiobjective clustering approaches, bioinspired and non-bioinspired, have been proposed in the literature. The most popular one is the multiobjective evolutionary clustering algorithm.[11] In Mukhopadhyay et al.[11] the authors present a review of multiobjective evolutionary clustering and introduce the main concepts of the area, such as the encoding strategies, choice of objective functions, effects of
objective functions on the encoding strategies, main evolutionary operators and different approaches for generating the final solution. The authors also present an overview of different combinations of cluster validity indices normally used in multiobjective evolutionary clustering algorithms, and that can be extended to other non-evolutionary approaches, present in the literature, as summarized in Table 1.

In the context of evolutionary algorithms, most multiobjective clustering algorithms are based on genetic algorithms. The genetic algorithms (GAs), firstly, were applied to solve mono objective optimization problems. The simple genetic algorithm (SGA) is used when an optimization problem has an unique objective. In the real world, however, problems appear to be more complex and most of them require two or more objectives, which are to be optimized at the same time.

There are other evolutionary approaches also employed to solve such problems, such as differential evolution, genetic programming, and gene expression programming. Other bioinspired methods have been used for multiobjective clustering, such as ant colony optimization, artificial immune systems, particle swarm optimization, among others. Some of these works are summarized below. No work was found applying neural networks and bee inspired algorithms for solving multiobjective clustering tasks. Concerning neural networks, the self organizing maps have been addressed as useful tools for visualizing and analyzing the Pareto front.

In Santos et al., it was presented an algorithm, called multi ant colony clustering algorithm (MACC), which works with two artificial colonies, each one with k bees working in parallel, to cluster a dataset taking account two different objectives: compactness and connectedness. Experiments were performed with the Iris dataset from UCI to assess the quality of the ant clustering algorithm for multiobjective problems, and the results were compared with other results present in the literature.

In Wu et al., the authors proposed the multiobjective ant colony optimization (MOACO) algorithm to address the multiobjective clustering problem in mobile ad hoc nets (MANETs). The algorithm optimizes three objectives simultaneously: number of cluster heads (an object that represents a group); number of nodes covered by each cluster head; and total power consumption (proportional to the distance between two communicating nodes). The performance of the MOACO was compared with three algorithms and the experimental results showed that MOACO can find a set of high-quality solutions.

The multiobjective k-means genetic algorithm (MOKGA) was presented in Ozzy et al. The algorithm consists of an iterative process that integrates weighted k-means with a multiobjective genetic algorithm. The algorithm was applied to a well-known dataset from the literature. Two objective functions were used: inter-cluster distance and intra-cluster distance.

In Matake et al., the authors presented a multiobjective clustering algorithm for web mining. They applied multiobjective clustering with automatic determination of k (MOCK), a clustering algorithm based on a multiobjective genetic algorithm presented in Handl and Knowles. Two objective functions were used: connectivity (based on cluster connectedness); and overall deviation (based on cluster compactness). The algorithm was tested in nine datasets present in the literature and the results were compared with k-means, agglutination methods, and other evolutionary algorithms.

In Bandyopadhyay and Saha, the Variable String Length Point Symmetry-Based (VGAPS) clustering technique was presented. This technique is able to encoding of a variable number of clusters by means a variable string length GA. The Sym-index was used as the fitness function and it provides the most approximate partitioning even when the number of clusters is varied.

In Saha and Bandyopadhyay, it was presented the GenClustMOO, a multiobjective clustering technique that optimizes three objective functions: compactness; total symmetry of the clusters; and connectedness. A simulated annealing based on a MOO method was used to optimizes the objective functions. The results were compared with that of MOCK, a single objective genetic algorithm based on an automatic clustering technique (VGAPS-clustering), k-means, and single linkage clustering. The technique was applied to nineteen artificial and seven real-world datasets.

The GenClustPESA2 algorithm, has exactly the same approach as GenClustMOO, with the underlying MOO strategy replaced by the Pareto envelope-based selection algorithm II (PESA-II).

In Yang et al., the authors proposed an immune MOO algorithm, which has the features of adaptive rank clones and diversity maintenance by k-nearest-neighbor, besides incorporating two fuzzy clustering validity indices that are optimized simultaneously.

An additional difficulty in multiobjective problems is the visualization of the Pareto front for cases where there are more than three objective functions. This is important to a more clear understanding of the tradeoff among the potential solutions. A very promising approach, based on Self Organizing Maps, for visualizing the Pareto front has been
An important aspect of multiobjective clustering is the choice of reliable objective functions that are to be optimized simultaneously. In general, cluster validity indices are chosen as the objective functions. Several validity indices in different arrangements have been used in bio-inspired multiobjective clustering algorithms. These indices can be divided into two types: 1) Based on cluster prototypes (internal indices); and 2) based on cluster labels (external indices). Table 2 summarizes the symbols used in the indices reviewed.

### Table 2. Definitions for symbols in the cluster validity indices

| Symbol | Description |
|--------|-------------|
| $n$    | Number of objects |
| $d$    | Number of attributes |
| $K$    | Number of clusters |
| $m$    | Fuzzy exponent |
| $x_i$  | $i$-th object |
| $z_k$  | $k$-th cluster prototype |
| $u_{ki}$ | Membership degree of the $i$-th object to the $k$-th cluster |
| $D(\ldots)$ | Distance function |
| $C$    | Set of all clusters |
| $C_k$  | $k$-th cluster |

#### 5.1 Internal indices

This section provides details of cluster validity indices based on cluster prototypes.

##### 5.1.1 Overall cluster deviation ($Dev(C)$)

The $Dev(C)^{[51]}$ is the summed distances between all objects and their corresponding cluster center:

\[
Dev(C) = \sum_{k=1}^{K} \sum_{i=1}^{n_k} D(z_k^i, x_i^k)
\]

where $K$ is the number of cluster centroids in a clustering $C$; $n_k$ is the number of objects in cluster $k$; $z_k^i$ is the $k$-th cluster centroid; and $D(\ldots)$ is the Euclidian distance. The overall deviation is to be minimized in order to obtain compact clusters. $Dev(C) \in [0, 1]$, where values closer to 0 represent better clusters. This objective is similar to the objective of the $k$-means clustering.

##### 5.1.2 $J_m$ index

The $J_m$ index$^{[52]}$ is formulated to be minimized by fuzzy $C$-means clustering:

\[
J_m = \sum_{k=1}^{K} \sum_{i=1}^{n_k} u_{ki}^m D(z_k^i, x_i^k)
\]

where $D(z_k^i, x_i^k)$ is the distance of the $i$-th data point $x_i^k$ to the $k$-th cluster center $z_k^i$. $J_m$ represents the global fuzzy cluster variance. Smaller values of $J_m$ correspond to more compact clusters and its value depends on the number of clusters $K$, gradually decreasing with an increase in $K$. Note...
that $J_m$ takes its minimum value 0 for $K = n$.[50] The normalized version of the $J_m$ index, denoted by $J_m$, is defined as:

$$J_m = \frac{\sum_{k=1}^{K} \sum_{i=1}^{n_k} u_{ki}^2 D(\overline{z}_k, \overline{x}_i)}{\sum_{i=1}^{n} u_{ki}}$$

This one is also to be minimized to obtain more compact clusters.

5.1.3 Davies-Bouldin (DB)

The DB index[50] is a function of the ratio of the sum of within-cluster scatter to between-cluster separation. The scatter within the $i$-th cluster, $S_i$, is computed as:

$$S_i = \frac{1}{n_k} \sum_{i=1}^{n_k} D(\overline{z}_k, \overline{x}_i)$$

where $n_k$ is the number of objects in cluster $k$.

The distance between two clusters $C_i$ and $C_j$, $d_{ij}$, defined as the distance between their centers:

$$d_{ij} = D(\overline{z}_i, \overline{z}_j)$$

The DB index is then defined as:

$$DB = \frac{1}{K} \sum_{i=1}^{K} R_i$$

where

$$R_i = \max_{j \neq i} \left\{ \frac{S_i + S_j}{d_{ij}} \right\}$$

The DB index value must be minimized to achieve proper clustering.

5.1.4 Xie-Beni (XB)

The $XB$ index is a function of the ratio of the total fuzzy cluster variance $\sigma$ to the minimum separation (sep) of the clusters. Here $\sigma$ and sep are formulated as:

$$\sigma = \sum_{k=1}^{K} \sum_{i=1}^{n_k} u_{ki}^2 D(\overline{z}_k, \overline{x}_i)$$

$$sep = \min_{k \neq l} \{ D(\overline{z}_k, \overline{z}_l) \}$$

The $XB$ index is then written as:

$$XB = \frac{\sigma}{n \times sep} = \frac{\sum_{k=1}^{K} \sum_{i=1}^{n_k} u_{ki}^2 D(\overline{z}_k, \overline{x}_i)}{n \times \min_{k \neq l} \{ D(\overline{z}_k, \overline{z}_l) \}}$$

In compact and well-separated clusterings, the value of $\sigma$ should be small, while $sep$ should be large, thereby giving smaller values of the $XB$ index. Therefore, the objective is to minimize the $XB$ index for achieving a proper clustering.[50]

5.1.5 Intracluster entropy

The intracluster entropy (H)[53] measures the average purity of clusters without using the class labels of the objects:

$$H = \sum_{i=1}^{K} \left[ 1 - H(C_i \cdot g(\overline{x}_i)) \right]^\frac{1}{2}$$

where

$$H(C_i) = - \left\{ g(\overline{z}_i)^2 \log g(\overline{z}_i) + [1 - g(\overline{z}_i)] \log [1 - g(\overline{z}_i)] \right\}$$

The average similarity between a cluster center $\overline{z}_i$ and the objects belonging to cluster $i$ is defined as:

$$g(\overline{z}_i) = \frac{1}{n} \sum_{j=1}^{n} CO(\overline{z}_i, \overline{x}_j)$$

where CO is the cosine distance defined as:

$$CO(\overline{z}_i, \overline{x}_j) = \frac{\langle \overline{z}_i, \overline{x}_j \rangle}{|\overline{z}_i| \cdot |\overline{x}_j|}$$

Index $H$ has to be maximized to obtain homogeneous clusters.

5.1.6 Cluster separation

The cluster separation (Sep) index, or intercluster distance, is computed as the average distance among the cluster centers:

$$Sep(C) = \frac{1}{K(K-1)} \sum_{i=1}^{K} \sum_{j=1, j \neq i}^{K} D(\overline{z}_i, \overline{z}_j)$$

$Sep(C)$ must be maximized to obtain well-separated clusters.

A fuzzy version of cluster separation is also available. The fuzzy separation $S$ is computed as follows: the center $\overline{z}_i$ of the $i$-th cluster is assumed to be the center of a fuzzy set $\{ z_i \mid 1 \leq j \leq K, j \neq i \}$. Thus, the membership degree of each $z_i$ to $\overline{z}_j$, $j \neq i$ is computed as:

$$u_{ij} = \frac{1}{\sum_{l=1}^{K} \sum_{j \neq l} \frac{D(\overline{z}_l, \overline{z}_j)}{D(\overline{z}_l, \overline{z}_j)}} \cdot \frac{1}{i \neq j}$$

Then, the fuzzy separation is defined as:

$$S = \sum_{i=1}^{K} \sum_{j=1, j \neq i}^{K} u_{ij}^m D(\overline{z}_i, \overline{z}_j)$$

5.1.7 Average between group sum of squares (ABGSS)

ABGSS is a variant of the cluster separation measure,[54]This computes the average distance of the cluster centers from the centroid of the dataset as:

$$ABGSS = \frac{1}{K} \sum_{i=1}^{K} n_i \cdot D(\overline{z}_i, \overline{z})$$

where $\overline{z}$ is the dataset center, that is, the mean of all objects, and $n_i$ is the number of objects in cluster $i$. The goal is to maximize $ABGSS$ to obtain well-separated clusters.
5.1.8 j index

The j index is defined as follows:

\[ j = \left( \frac{1}{K} \times \frac{E_1}{E_K} \times D_k \right)^\gamma \]  

(19)

where

\[ E_K = \sum_{k=1}^{K} \sum_{j=1}^{n_k} u_{kj}D(z_i^j, x_j^i) \]  

(20)

\[ D_K = \max_{i,j=1} E_K \{ D(z_i^j, z_j^i) \} \]  

(21)

The j index is composed of three factors: \( \frac{1}{K}, \frac{E_1}{E_K}, \) and \( D_k. \)

The first factor decreases \( j \) as \( K \) increases. The second factor represents the ratio between \( E_1 \) and \( E_K, \) where \( E_1 \) is constant for a given dataset, and \( E_K \) is reduced with an increase in \( K. \) Therefore, the j index value increases with an increase in \( E_K. \) This, in turn, contributes to the formation of more compact clusters. And the third factor, \( D_k, \) which represents the highest separation between any pair of clusters, tends to increase with the value of \( K. \) However, it should be noted that \( D_k \) cannot be greater than the maximum separation between two points in the dataset. Hence, these factors critically balance one another through contention. The contrast between the different cluster configurations is controlled by the power \( \gamma. \) A larger value of index \( j \) implies a better clustering.[50]

5.1.9 Sym-index

The Sym-index[55] is a cluster validity index based on a point symmetry that depends on the distance \( d_{ps}(z, \bar{z}). \) Given a single point \( \bar{z}, \) the symmetrical (reflected) point of \( \bar{z} \) with respect to a particular center \( \bar{z} \) is \( (2, \bar{z} - \bar{z}^2) \) and denote this by \( z^2. \) Let \( knear \) unique nearest neighbors of \( z^2 \) be at Euclidean distances of \( d, s = 1, \ldots, knear, \) then:

\[ \begin{align*}
    d_{ps}(z, \bar{z}) &= d_{sym}(z, \bar{z}) \times d_{e}(\bar{z}, z^2) \\
    &= \sum_{i=1}^{k} d_{i}^{\text{kneak}} \times d_{e}(\bar{z}, z^2)
\end{align*} \]  

(22)

where \( d_{e}(\bar{z}, z^2) \) is the Euclidean distance between \( \bar{z} \) and \( z^2, \) and \( d_{sym}(\bar{z}, z^2) \) is a symmetry measure of \( \bar{z} \) with respect to \( z^2. \) The value of kneak cannot be equal 1, since in this case if \( x^2 \) exists in the dataset, then \( d_{ps}(\bar{z}, z^2) = 0 \) and, hence, there will be no impact over the Euclidean distance. By contrast, large values of kneak may not be suitable because they may underestimate the symmetry of a point with respect to a particular cluster center. In this work, the value of kneak is chosen equal to 2. The proper value of \( \text{kneak} \) depends on the distribution of the dataset.

Sym-index is a cluster validity function which measures the average symmetry with respect to the cluster centers. Assume a partition of the dataset \( X = \{ \bar{x}_j^i : j = 1, \ldots, n \} \) into \( K \) clusters where the center of cluster \( \bar{x}_i \) is computed by using \( \bar{x}_i = \frac{\sum_{i=1}^{n}\bar{x}_j^i}{n_i(i=1, \ldots, K)} \) where \( n_i(i=1, \ldots, K) \) is the number of points in cluster \( i \) and \( x_j^i \) denotes the \( j \)-th point of the \( i \)-th cluster. The new cluster validity function \( Sym \) is defined as:

\[ Sym(K) = \left( \frac{1}{K} \times \frac{1}{\varepsilon_k} \times D_k \right) \]  

(23)

where

\[ \varepsilon_k = \sum_{i=1}^{K} E_i \]  

(24)

such that

\[ E_i = \sum_{j=1}^{n_i} d_{ps}(x_j^i, z_i^j) \]  

(25)

\[ D_k = \max_{i,j=1}^{K} \| z_i^j - z_j^i \| \]  

(26)

where \( D_k \) is the maximum Euclidean distance between two cluster centers among all pairs of centers. \( d_{ps}(x_j^i, z_i^j) \) is defined by equation (6) with some constraint. Here, the first knear nearest neighbors of \( x_j^i = (2, \bar{z}_i^j - \bar{z}_j^i) \) will be searched among only those points within cluster \( i, \) i.e., the knear nearest neighbors of \( x_j^i, \) the reflected point of \( x_j^i \) with respect to \( z_i^j, \) and \( x_j^i \) should belong to the \( i \)-th cluster. This index is maximized in order to obtain the suitable number of clusters.

5.1.10 Con-index

The Con-index is based in a relative neighborhood graph measures the connectivity among a set of objects using the relative neighborhood graph and quantifies the connectivity degree of well-separated clusters.[56] To measure the distance between a pair of points two steps are required:

- Build a relative neighborhood graph of the dataset.
- Compute \( d_{short}(\bar{x}_i, \bar{y}_j), \) the distance between any two objects, \( \bar{x}_i \) and \( \bar{y}_j. \) This distance is measured along the relative neighborhood graph and then find all possible paths among these objects along the relative neighborhood graph. Suppose there is a total of \( p \) paths between \( \bar{x}_i \) and \( \bar{y}_j, \) and the number of edges along the \( i \)-th path is \( n_{edge}, \) for \( i = 1, \ldots, p. \) If the edges along the \( i \)-th path are denoted as \( ed_{i}^1, \ldots, ed_{i}^{n_{edge}}, \) and the corresponding edge weights are \( w(ed_{i}^1), \ldots, w(ed_{i}^{n_{edge}}), \) then the shortest distance between \( x \) and \( y \) is defined as follows:

\[ d_{short}(\bar{x}_i, \bar{y}_j) = \min_{i=1}^{p} \max_{j=1}^{n_{edge}} w(ed_{i}^j) \]  

(27)

The Con-index is defined as follows:

\[ Con = \frac{\sum_{i=1}^{K} \sum_{j=1}^{n_k} d_{short}(z_i^j, x_j^i)}{n \times \max_{i,j=1}^{K} d_{short}(z_i^j, x_j^i)} \]  

(28)
where \( d_{\text{short}}(\vec{z}_i^j, \vec{x}_j^i) \) is the shortest distance along the graph between the objects \( \vec{z}_i^j \) and \( \vec{x}_j^i \), the \( j \)-th object of the \( i \)-th cluster. The Con-index has to be minimized to obtain its minimum when clusters are connected as well as separated.

5.1.11 I-index
An Euclidian distance-based cluster validity index, I-index,\(^{[44]}\) is defined as follows:

\[
I(K) = \left( \frac{1}{K} \times \frac{\varepsilon_1}{\varepsilon_k} \times D_k \right)^p
\]

(29)

where \( K \) is the number of clusters. Here \( \varepsilon_k = \sum_{k=1}^{K} \sum_{j=1}^{n_k} d_e(\vec{z}_k^j, \vec{x}_j^k) \) and \( D_k = \max_{i,j=1}^{K} d_e(\vec{z}_i^j, \vec{z}_j^i) \)

where \( \vec{z}_i^j \) denotes the center of \( j \)-th cluster and \( \vec{x}_j^k \) denotes the \( j \)-th object of the \( k \)-th cluster. The I-index is composed of three factors, namely \( \frac{1}{K}, \frac{\varepsilon_1}{\varepsilon_k} \) and \( D_k \).

5.2 External indices
There are some indices based on cluster labels, as discussed in this section.

5.2.1 Dunn index
Dunn index\(^{[57]}\) is formulated as follow:

\[
DN = \min_{1 \leq i \leq k} \{ \min_{1 \leq i \leq k, j \neq i} \left[ \frac{\delta(C_i, C_j)}{\min_{1 \leq k \leq K} (\Delta C_k)} \right] \}
\]

(30)

In the original form, the Dunn index used the following forms of \( \delta \) and \( \Delta \):

\[
\delta(C_i, C_j) = \min_{x_i \in C_i, x_j \in C_j} \{D(\vec{x}_i^j, \vec{x}_j^i)\}
\]

(31)

\[
\Delta C_i = \max_{x_i, x_k \in C_i} \{D(\vec{x}_i^k, \vec{x}_k^i)\}
\]

(32)

A larger value of the Dunn index corresponds to compact and well-separated clusters. Finally, the main objective is, therefore, to maximize its value.\(^{[50]}\)

5.2.2 Cluster connectedness (Conn(C))
The \( \text{Conn}(C) \) represents the connectedness of the clusters. This index is defined as:\(^{[44]}\)

\[
\text{Conn}(C) = \sum_{i=1}^{n} \left( \sum_{j=1}^{L} k_{i, n_{i,j}} \right)
\]

(33)

where \( k_{i, n_{i,j}} = \frac{1}{2} \) if \( \vec{x}_i^j \in C_k \land m_{i,j} \in C_k \), and \( k_{i, n_{i,j}} = 0 \) otherwise. Here \( m_{i,j} \) is the \( j \)-th nearest neighbor of data point \( i \). \( L \), a user-defined parameter, decides the number of neighbors contributing to the connectedness measure. In order to facilitate. The objective is to minimize cluster connectedness for obtaining highly connected clusters.\(^{[50]}\)

5.2.3 Edge
The Edge index\(^{[58]}\) measures the overall summed distances on boundaries between the clusters. This index is a value of the difference in the boundary between the clusters:

\[
\text{Edge}(C) = -\sum_{i=1}^{n} \sum_{j \in E_i} \xi_{i,j}
\]

(34)

where \( \xi_{i,j} = D(\vec{x}_i^j, \vec{x}_j^i) \) if \( \vec{x}_i^j \in C_k \land \vec{x}_j^i \in C_k \), and \( \xi_{i,j} = 0 \), otherwise. Where, \( E_i \) is the set of \( N \) nearest neighbors of \( i \)-th point. In turn, \( N \) is a user-defined integer number. The Edge\((C) \) index must be minimized in order to obtain a well-separated clustering solution.

5.2.4 Silhouette
The silhouette \( S_i \) of a point can be defined as:

\[
S_i = \frac{b_i - a_i}{\max\{a_i, b_i\}}
\]

(35)

where \( a_i \) is the mean distance of a point \( \vec{x}_i^j \) from the other points of the cluster to which \( \vec{x}_i^j \) belongs, and let \( b_i \) be the minimum of the mean distances of \( \vec{x}_i^j \) from the points of the other clusters. The silhouette index \( S \)\(^{[59]}\) is the mean silhouette of all data points:

\[
S = \frac{1}{n} \sum_{i=1}^{n} S_i
\]

(36)

The silhouette index score lies between -1 and 1; a higher value corresponds to better clustering.\(^{[50]}\)

5.2.5 Silhouette (Simplified)
The Silhouette measure, \( s(\vec{x}_i^j) \), for an object \( \vec{x}_i^j \), is calculated by:

\[
s(x_i) = \frac{b_i(\vec{x}_i^j) - a_i(\vec{x}_i^j)}{\max\{a_i(\vec{x}_i^j), b_i(\vec{x}_i^j)\}}
\]

(37)

where \( a_i(\vec{x}_i^j) \) is the dissimilarity between \( \vec{x}_i^j \) and its centroid, and \( b_i(\vec{x}_i^j) \) is the smallest dissimilarity between \( \vec{x}_i^j \) and the centroid of the other clusters. The global Silhouette \( S \) evaluates the clustering quality according to the set of objects and is calculated by:

\[
S(C) = \frac{1}{N} \sum_{i=1}^{N} s(\vec{x}_i^j)
\]

(38)

where \( N \) is the total number of objects\(^{[37]}\) and \( C \) is the set of all clusters. \( S(C) \in [-1, 1] \), where 1 represents better clusters.

5.2.6 Min-Max Cut
The Min-Max cut index\(^{[60]}\) that evaluate the clustering based on the minimization of the distances among the points within a same cluster and the maximization of the distances of the points from different clusters:
Algorithm 1 cOptBees-MO

1: Input: \( n_{\text{min}} \) (initial number of active bees); \( n_{\text{max}} \) (maximum number of active bees); \( \rho \) (inhibition radius); \( n_{\text{mean}} \) (average foraging effort); \( p_{\text{min}} \) (minimum probability of a bee being a recruiter); \( p_{\text{rec}} \) (percentage of non-recruiter bees that will be actually recruited); \( r_{\text{max}} \) (maximum number of active bees).

2: Randomly generate a swarm.

3: While (stopping criterion is not met) do
   3.1 Evaluate the quality of the sites being explored.
   3.2 Apply local search.
   3.3 Determine the recruiter bees.
   3.4 Update the number of bees.
   3.5 Determine the recruited and scout bees.
   3.6 Perform the recruitment process.
   3.7 Perform the exploration process.

4: End while

5: Evaluate the quality of the sites being explored by the bees.

6: Apply local search.

7: Output: Swarm of bees and their respective fitness values.

6. cOPTBEES-MO: A MULTIOBJECTIVE 
BEE-INSPRIRED CLUSTERING ALGORITHM

Natural computing\cite{25} is a research field that aims to understand natural phenomena in terms of information processing and, from this understanding, to investigate, model, abstract and apply this knowledge in different contexts.\cite{62,63} Natural computing is composed of many subfields, one of them is Swarm Intelligence,\cite{64} which aims at investigating and designing problem solving techniques inspired by the collective behavior of social animals. The number of researches about the Swarm Intelligence methods, more specifically those based on the behavior of social bees, has increased significantly over the past years.\cite{65–68} Inspired by the collective decision making process of social bees many methods have been proposed in the literature and the popularity of these methods has stimulated the development of several data mining approaches, such as clustering algorithms.\cite{69} In this context, this paper proposes a multiobjective clustering algorithm, called cOptBees-MO, inspired by the foraging behavior of bee colonies.

The method summarized in Algorithm 1, is an extension of cOptBees,\cite{4,70} a monoobjective clustering algorithm able to generate and maintain diversity of candidate solutions in a way to find multiple local optima without compromising its global search capability.\cite{71} cOptBees was first presented by Cruz et al.\cite{4} and the algorithm was applied to different clustering problems, being capable of finding optimal clusters, generating and maintaining the diversity of solutions, and finding the correct number of clusters. A parametric sensitivity analysis of cOptBees was presented by Cruz et al.\cite{72} and it was applied to training a Radial Basis Function (RBF) neural network.\cite{73} In the multiobjective version of cOptBees, introduced here, clustering is performed by simultaneously optimizing more than one objective function.

In cOptBees-MO, as in cOptBees, the artificial bees can play different roles: 1) Recruiters, responsible for attracting other bees to explore a promising region of the search space; 2) recruited, those who explore a promising region of the search space; or 3) scouts, responsible for randomly looking for new promising regions of the space.\cite{71}

cOptBees-MO is summarized in Algorithm 1 and its main steps are detailed in the following sections.

6.1 Encoding scheme

The proposed algorithm works with a swarm of \( N \) artificial bees. For each bee, the objects in the database are associated with the nearest prototype. Initially, the swarm is randomly generated, respecting the maximum number of clusters, \( r_{\text{max}} \) (an input parameter of cOptBees-MO), and the number of bees is updated at each iteration, as will be shown in Section 6.3.

Each artificial bee encodes a potential solution for the clustering problem. A bee is composed of a set of prototypes and is defined by a matrix \( B \in \mathbb{R}^{p \times r_{\text{max}}} \), where \( p \) is the dimension of the input vector, and \( r_{\text{max}} \) is the maximum number of clusters in a clustering. Thus, in a given column \( j \), rows 1 to \( p \) represent the dimensions of prototype \( c_j \) and the last row is a threshold value, \( L_j \in [0, 1] \), that defines if the
centroid $\overrightarrow{z}$ is active or not. The centroid $\overrightarrow{z}$ is active when its threshold is greater than or equal to 0.5. Figure 5 shows how an artificial bee is represented in a matrix format.\(^{[70, 74]}\)

\[
B = \begin{bmatrix}
Z_{1,1} & \cdots & Z_{1,r_{MAX}} \\
Z_{2,1} & \cdots & Z_{2,r_{MAX}} \\
\vdots & \ddots & \vdots \\
Z_{p,1} & \cdots & Z_{p,r_{MAX}} \\
L_1 & \cdots & L_{r_{MAX}}
\end{bmatrix}
\]

Figure 5. Matrix representation of a bee\(^{[70]}\)

### 6.2 Determining the recruiter bees

The total number of recruiter bees in each iteration is determined in three steps. Firstly, a probability $pr_i$ of being a recruiter bee is calculated for each active bee:

\[
pr_i = \left(1 - \frac{pr_{min}}{Q_{max} - Q_{min}}\right) \cdot (q_i - Q_{min}) + pr_{min} \tag{41}
\]

where $q_i$ is the quality region being explored by bee $i$, $Q_{min}$ and $Q_{max}$ are, respectively, the minimum and maximum qualities among the region being explored by each active bee in the current iteration (the quality of a region is determined by an objective-function). In the second step the bees are classified as recruiters or non-recruiters according to the $pr_i$ previously calculated. The third step consists of inhibiting those recruiters who explore the same regions of the search space. For this, the recruiter bees are processed from best to worst qualities of the region explored and, for each recruiter bee, the other recruiters who have a high similarity are inhibited. The recruiters that were inhibited are classified as non-recruiters.\(^{[75]}\)

In eOptBees-MO the similarity degree between two bees is determined based on the objects classified in the same cluster: The greater the number of objects classified in the same cluster, the greater the similarity degree. If the similarity between two bees is greater than or equal to the inhibition radius $\rho$, which is an input parameter, the bee that explores the worst site is inhibited. This process avoids that many recruiters explore the same promising regions of the search space.\(^{[70]}\)

### 6.3 Updating the swarm size

This step aims to adjust the foraging effort according to the number of recruiters. At each iteration, $n_d = (n_r + 1) \cdot n_{mean}$ determines the required number of bees in the swarm. The input parameter $\varepsilon$ is the average foraging effort, i.e., it determines the desired number of non-recruiter bees for each recruiter, and $n_r$ is the number of recruiters to be determined in Section 6.3. If $n_d$ is greater than the current number of active bees in the swarm, $n_{adjust} = n_d - n_{active}$ is the number of bees that have to become active to achieve $n_d$ active bees; if this number is less than the current number of active bees, $n_{adjust} = n_{active} - n_d$ bees have to become inactive to achieve $n_d$ active bees. The swarm size is limited by the input parameters $n_{max}$ and $n_{min}$, that represent the maximum and minimum numbers of active bees, respectively. If $n_d > n_{max}$, then $n_d$ is set to $n_{max}$; otherwise, if $n_d < n_{min}$, then $n_d$ is set to $n_{min}$. Bees are selected taking account the corresponding qualities of the region they explore, from the worst to the best, for the inactivation process. The removal of a bee from the swarm depends on it being inactivated, whilst the insertion of a bee $n$ the swarm depends on it being activated. Activated bees are placed in a random position in the search space, i.e., the swarm size is updated dynamically in each iteration.\(^{[75]}\)

### 6.4 Determining the scout and recruited bees

The number of artificial bees attracted by each recruiter is proportional to the quality of the explored food sources. Thus, a percentage of bees that was classified as non-recruiters are classified as recruited and associated with each recruiter proportionally. The number of non-recruiter bees is $n_{nr} = n_{active} - n_r$ and the number of recruited is $n_r = \lfloor p_{rec} \cdot n_{nr} \rfloor$, where $p_{rec}$ is the percentage of non-recruiters that will be recruited and $\lfloor \cdot \rfloor$ denotes the nearest integer function. The recruited bees exploit the promising regions already found by the recruiters. Each recruited bee is associated with the most similar recruiter. The bees that were not classified as recruited become scouts and are responsible for randomly exploring the search space to find new promising regions, reinforcing the generation and maintenance of diversity. The number of scout bees is $n_s = n_{nr} - n_r$.\(^{[75]}\)

### 6.5 Recruiting

The recruiters explore promising regions of the search space and perform a recruitment process to attract the closest bees to the sites they explore. The recruitment, implemented by equation (42) or equation (43), is performed with 50% probability (for each equation), where $\alpha$ is an input parameter that represent the recruitment rate, $\overrightarrow{u}$ and $\overrightarrow{z}$ are, respectively, the recruiter and recruited bee, $\overrightarrow{u}$ is a random number with uniform distribution in the interval $[0, 1]$, $\overrightarrow{u}$ is a vector containing random numbers with uniform distribution in the interval $[0, 1]$ ($\overrightarrow{u}$ has the same dimension as $\overrightarrow{z}$ and $\overrightarrow{u}$) and $\otimes$ is the element-wise product:\(^{[75]}\)

\[
\overrightarrow{z}_i = \overrightarrow{z}_i + \overrightarrow{u} \cdot \alpha \cdot (\overrightarrow{z} - \overrightarrow{z}_i) \tag{42}
\]

\[
\overrightarrow{z}_i = \overrightarrow{z}_i + \alpha \cdot \overrightarrow{u} \otimes (\overrightarrow{z} - \overrightarrow{z}_i) \tag{43}
\]
6.6 Exploration process
The exploration process allows that different regions of the search space to be explored by the scouts, and contributes to the discovery of new promising regions. In this process the scout bees are positioned randomly in a new position in the search space.\cite{75}

6.7 Calculating the fitness
In cOptBees-MO different combinations of objective functions can be used, and they may have a great impact on the algorithm’s performance. In the experiments to be presented here two different scenarios were chosen:

- **Two objective functions:** The modified Silhouette\cite{36,37} combined with the Dev(C);\cite{111} and the modified Silhouette combined with the number of clusters.
- **Three objective functions:** The I-index, Con-index and Sym-index.\cite{44}

In both scenarios, to improve the distinction between the quality of the solutions in the swarm, the concept of strength\cite{3} was used in a simplified way.\cite{78} Here, the strength measure was calculated to evaluate the solution quality considering the objective functions employed. The strength measure, $S_t(i)$, is used as the fitness function in the search process of cOptBees-MO, instead of the Silhouette as in cOptBees:

$$S_t(i) = \frac{n_{Dom_i}}{t_{Dom} + 1}$$ \hspace{1cm} (44)

where $n_{Dom_i}$ is the number of solutions dominated by or equal to solution $i$ in relation to the objective values, $t_{Dom}$ is the total number of solutions dominated by all solutions, i.e., it is the number of solutions dominated by each solution.

In the scenarios evaluated the objective functions used were: the modified Silhouette\cite{36,37} combined with the Dev(C),\cite{111} and the Modified Silhouette combined with the Number of Clusters; and in the second scenario, three different cluster validity indices are considered: Con-index, Sym-index and I-index.\cite{44} These objective functions capture three different aspects of a clustering solution: the first quantifies the symmetry of a particular partitioning; the second and third measure, respectively, assess the connectedness and compactness of a solution taking into account the Euclidean distance. These three indices were detailed in Section 5.

7. EXPERIMENTAL RESULTS
To assess the performance of cOptBees-MO, a Matlab R2014b\cite{77} implementation was made and it was applied to different datasets from the UCI Machine Learning Repository. The results obtained by cOptBees-MO were compared to those obtained by other multiobjective algorithms available in the literature.

Experiments were performed in two scenarios, as discussed above, and the results were compared to those obtained by other multiobjective algorithms available in the literature by means of the Minkowski Score (MS).\cite{78} In the second scenario three objective functions were optimized simultaneously, according to.\cite{44} The clustering quality was assessed by the F-Measure\cite{44} and the results obtained were compared with those of other multiobjective clustering algorithms present in the literature.

7.1 Datasets
The following datasets from the UCI were used to assess the performance of cOptBees-MO and its competitors:

- Congressional Votes: The dataset is composed of 435 instances, each one characterized by 16 Boolean attributes. It is the United States Congressional voting records in 1984 separated in two classes: Republicans and Democrats;
- Soybean: Contains 47 instances on soybean diseases. Each object has 35 categorical attributes and is classified as one of the four diseases;
- Zoo: Composed of 101 instances of animals, each one represented by its name plus 16 attributes. The dataset consists of 7 different animal classes;
- Spiral: composed of 1,000 bidimensional instances distributed over 2 spiral clusters;
- Iris: Composed of 150 instances characterized by four attributes. The instances are separated in 3 clusters (Setosa, Versicolor, and Virginica), each one composed of 50 instances and two of them non-linearly separable;
- Cancer: composed of 683 data points and nine features. The data points are divided in two linearly separable classes: malignant and benign;
- Newthyroid: composed of 215 instances, each one characterized by five attributes. The data are distributed over 3 classes: euthyroidism, hypothyroidism and hyperthyroidism;
- Wine: Composed of 178 instances with 13 attributes resulting from a chemical analysis of wines grown in the same region in Italy but derived from three different cultivars;
- LiverDisorder: Composed of 345 instances with 6 attributes each, separated in two classes;
- LungCancer: This dataset contains 32 instances having 56 attributes that describe 3 types of pathological lung cancers; and
- Glass: Composed of 214 instances having 9 attributes. The instances are divided into 6 categories.
7.2 Scenario I

In the first set of experiments the cOptBees-MO algorithm was applied to three datasets: Votes, Zoo and Soybean. The algorithm was run 20 times for each dataset, with the following input parameters (defined based on previous experiments): $n_{min} = 50; n_{max} = 100; \varepsilon = 10; r_{max} = 14; p_{min} = 0.1$; prec varying linearly between 0.1 and 0.5 with the number of iterations; $\rho$ linearly varying between 0.1 and 0.5 with the number of iterations; number of iterations = 50.

Let matrices $C$ and $T$ be the clustering result and the true clustering, respectively. A clustering solution $C$ is a $n \times n$ matrix for a set of $n$ elements, where $C_{ij} = 1$ if point $i$ and $j$ are in the same cluster according to the solution, and $C_{ij} = 0$ otherwise. We compared the obtained results with those presented by Mukhopadhyay et al.\cite{79} considering the Minkowski Score (MS).\cite{78} The algorithms used for comparison were the SGA\cite{80} and MOGA.\cite{81} The MS of a clustering result $C$ with reference to $T$, the matrix corresponding to the correct clustering, is defined as:

$$MS(TC) = \frac{||T - C||}{||T||} \quad (45)$$

where $||T|| = \sqrt{\sum_{i} \sum_{j} T_{i,j}}$. Thus, the obtained MS is the normalized distance between the two matrices, $T$ and $C$. Lower values of MS imply better clustering solutions, and a perfect solution has a score of zero.

Table 3 presents the average Minkowski Score for the SGA, MOGA and cOptBees-MO for the Votes, Zoo and Soybean datasets. Two versions of cOptBees-MO were used: cOptBees-MO$_1$ was configured to optimize simultaneously the Silhouette and Cluster Deviation, and cOptBees-MO$_2$ was configured to optimize simultaneously Silhouette and the Number of Clusters.

As can be observed in the results presented in Table 3, cOptBees-MO does not perform well when combining the Silhouette with the Cluster Deviation, but when it is trained to optimize the Silhouette and the Number of Clusters its performance is significantly increased, beating all the other algorithms for all problems. This result may be a consequence of the fact that the mathematical definition of the Minkowski Score tends to provide a much lower quality when the solution presents a number of clusters different from the desired one.

7.3 Scenario II

In the second set of experiments the cOptBees-MO algorithm was applied over eight datasets available in the Machine Learning Repository from University of California, Irvine (UCI): Spiral; Iris; Cancer; Newthyroid; Wine; LiverDisorder; LungCancer; and Glass. The algorithm was run 30 times for each dataset, with the following input parameters (defined based on previous experiments): $n_{min} = 100; n_{max} = 100; \varepsilon = 10; r_{max} = 8; p_{min} = 0.1; p_{rec} = 0.7$; with the number of iterations; $\rho = 0.3$; number of iterations $= 50$. We evaluated the quality of the clustering based on the F-Measure\cite{44} and the results were compared with those presented by four multiobjective clustering algorithms;\cite{44} GenClustMOO, MOCK, VGAPS and GenClustPESA2.

Table 4 presents the average F-Measure values for the different datasets by GenClustMOO, MOCK, VGAPS, GenClustPESA2 and cOptBees-MO clustering algorithms. The best methods for each data set are marked in bold. The F-Measure (FM) and the number of clusters (OC) of the best solution obtained by GenClustMOO, MOCK, VGAPS, GenClustPESA2 and cOptBees-MO clustering algorithms for each dataset are presented in Table 5. Here $d$ and $k$ denote the dimension and...
the correct number of clusters, respectively.

The results exhibited in Table 5 show that the cOptBees-MO had a competitive performance when compared with other multiobjective clustering approaches from the literature. When compared with GenClustMOO, MOCK, VGAPS, GenClustPESA2 algorithms, the cOptBees-MO presented better performance for the Glass data, with an average F-measure of 0.797 ± 0.040, followed by MOCK, VGAPS, GenClustPESA2 with average F-Measure equals to 0.534. The GenClustMOO algorithm obtained the best performances for the Iris, Cancer, LungCancer and Glass datasets.

### Table 5. The F-Measure (FM) and number of clusters (OC) of the best solution obtained by GenClustMOO, MOCK, VGAPS, GenClustPESA2 and cOptBees-MO clustering algorithms for each dataset

| Dataset   | Instances | d  | k  | GenClustMOO OC | FM | MOCK OC | FM | VGAPS OC | FM | GenClustPESA2 OC | FM | cOptBees-MO OC | FM |
|-----------|-----------|----|----|---------------|----|---------|----|----------|----|----------------|----|---------------|----|
| Iris      | 150       | 4  | 3  | 3             | 0.79| 2       | 0.78| 3        | 0.76| 3              | 0.93| 3              | 0.86|
| Cancer    | 683       | 9  | 2  | 2             | 0.97| 2       | 0.82| 2        | 0.95| 2              | 0.97| 3              | 0.94|
| Newthy    | 215       | 5  | 3  | 3             | 0.86| 2       | 0.74| 5        | 0.66| 9              | 0.69| 4              | 0.86|
| Wine      | 178       | 13 | 3  | 3             | 0.71| 3       | 0.73| 6        | 0.62| 13             | 0.44| 2              | 0.65|
| LiverDis  | 345       | 6  | 2  | 2             | 0.67| 2       | 0.67| 2        | 0.70| 5              | 0.60| 2              | 0.67|
| LungCan   | 33        | 56 | 2  | 2             | 0.80| 7       | 0.44| 3        | 0.74| 4              | 0.84| 2              | 0.83|
| Glass     | 214       | 9  | 6  | 6             | 0.49| 5       | 0.53| 5        | 0.53| 5              | 0.53| 2              | 0.88|

Considering the best solution of the thirty execution, the cOptBees-MO obtained the best F-Measure values for the NewThyroid and Glass datasets. For the NewThyroid dataset the best solution presented F-Measure value equals to 0.86 and 4 clusters. For the Glass dataset the F-Measure was equal to 0.88 and 2 clusters, followed by MOCK, VGAPS and GenClustPESA2 algorithms that presented an F-Measure of 0.53.

**Figure 6.** Solutions presented by the cOptBees-MO for the Ruspini
To illustrate the diversity of solutions obtained by cOptBees-MO, Figure 6 presents the solutions obtained by the algorithm for the well-known Ruspini dataset. In the function space presented, the star (★) represents a solution encoded by a recruiter bee on the non-dominated set; the triangles (▲) are the recruiter bees that are outside the Pareto front; and the circles (●) are the non-recruiter bees. The clustering represented by three of these bees are presented on the right hand side of the picture. This example shows that the cOptBees-MO is able to maintain the diversity of solutions, both at the Pareto front and outside it.

8. Discussion and Future Trends
This paper presented a brief survey of bio-inspired multiobjective clustering algorithms, emphasizing a description of the task and the evaluation metrics to be used, and then proposed a multiobjective clustering algorithm, named cOptBees-MO, inspired by the foraging behavior of bee colonies. To evaluate the performance of cOptBees-MO two different scenarios were considered: Scenario I with three different datasets and comparisons with SGA and MOGA; and Scenario II with seven datasets and comparisons with GenClustMOO, MOCK, VGAPS and GenClustPESA2. Different types and combinations of objective functions were also considered in each scenario.

The results showed that cOptBees-MO is competitive when compared to other multiobjective clustering algorithms from the literature. To achieve a better performance with the Minkowski score (Scenario I) and the F-Measure (Scenario II) cOptBees-MO was run with the Silhouette and the Number of Clusters; and Sym-index, I-index and Con-index as objective functions, respectively. The results showed a better performance of Silhouette and Number of Clusters as objective functions.

The algorithm proposed obtained a good performance, being able to find high quality cluster partitions in datasets without the need to inform the correct number of clusters in the dataset. By contrast, SGA and MOGA rely on this kind of information to be used, as well as GenClustMOO, MOCK, VGAPS and GenClustPESA2 and the last one uses k-means as a heuristic initialization process. The cOptBees-MO has shown to be able to generate and maintain the diversity of solutions by finding multiple suboptimal solutions in a single run, a feature useful for solving MOO problems, such as optimal multiobjective data clustering.

In a summarized way, the main advantages of using cOptBees-MO are the fact that it does not require the value k, the number of clusters, and neither the use of external memory to store the best solutions found during the search process, like other algorithms from the literature. It automatically finds the number of clusters by applying its artificial bees with different bee-inspired behaviors to explore and map the search space.

As future work, keeping in mind that agents with different bee-inspired behaviors are able to find feasible and competitive clustering solutions, our efforts will be concentrated on local operators to improve the Minkowski Score and F-Measure indices over distinct dataset types. Furthermore, by considering the results presented by cOptBees-MO, it is important to further explore other objective functions over real and artificial clustering datasets. The objective functions chosen are directly connected to the quality of the obtained clusterings. Therefore, they are constant targets of study in clustering analysis. It is also important to emphasize the influence of objective functions in the MOO algorithms to find high quality clusterings.
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