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ABSTRACT
AI has found a wide range of application areas in the financial services industry. As the number and the criticality of the applications continue to increase, fair and ethical AI has emerged as an industry-wide objective. In recent years, numerous ethical principles, guidelines and techniques have been proposed. However, the model development organizations face serious challenges in building ethical AI solutions. This paper focuses on the overarching issues model development teams face, which range from the design and implementation complexities, to the shortage of tools, and the lack of organizational constructs. It argues that focusing on the practical considerations is an important step in bridging the gap between the high-level ethics principles and the deployed AI applications, as well as starting industry-wide conversations toward solution approaches.

1 INTRODUCTION
Over the last decade, AI has gained significant interest in the financial services industry. It has been used in all key business functions from operations to new product development, customer service, marketing and risk management. According to the latest industry reports, AI implementation efforts across the core business functions is around 90% in the leading financial firms [131]. Today, financial services functions like market making, trading, investment management, credit services and retail banking increasingly rely on AI [27]. Due to its growing prominence in finance, building fair and ethical AI solutions has become an industry-wide goal. Industry surveys indicate that over 50% of the financial firms perceive AI ethics as a major or extreme concern, yet only a third report preparedness for potential issues [40]. These concerns are quite valid as numerous studies showed that AI is capable of exhibiting unethical behaviors. AI agents have been shown to produce biased outcomes [63, 110] and even demonstrate the ability to independently develop deceptive tactics such as deception in experimental settings [29, 90]. Although a large number of techniques have been developed in recent years, the practice of ethical AI techniques in finance is still in its nascent stages.

To date, ethical AI practice has been largely focused on the regulatory mandates on fairness and explainability in financial services. Model development organizations face a wide range of issues in building ethical applications ranging from organizational issues to the lack of standards and methodologies. This paper overviews the existing and emerging complexities of the ethical AI practice and argues that addressing the broader challenges is critically important in ensuring ethical behavior. The purpose of this paper is not to provide a comprehensive overview of the current practices or techniques (as it should be understood that they change relatively quickly). The paper has 2 main goals, as it: (i) aims to highlight overarching challenges and pain-points of building ethical solutions for financial services teams; (ii) tries to start industry-wide conversations across the organizational lines to tackle the pervasive, systematic and organizational challenges.

The paper is structured as follows: Section 2 discusses the need for ethical AI; Section 3 overviews the practical issues in ethical AI development from a model development perspective; and finally Section 4 outlines potential solution opportunities and outlook.

2 THE NEED FOR ETHICAL AI IN FINANCE
Financial services firms show significant diversity in their practices of AI and AI ethics. Therefore, this section aims to present selected highlights instead of a comprehensive overview.

Traditional Financial Service Providers: (i) Credit Scoring and Credit Limits: Adjusting customers credit risk evaluations and scores based on affinity profiling has been a common theme in the FTC complaints [77, 99]. Similarly, gender-based discrimination has been reported in the credit limit decisions in the emerging payment systems [72]. (ii) Lending: In the U.S., credit models are expected to comply with numerous regulations enforced at local, federal and state levels (such as ECOA). A wide range of fairness, bias and discrimination issues have been reported in lending applications as regulatory violations according to the CFPB [25]. (iv)
Operational Models: Financial firms use AI pervasively for their operations ranging from customer service, to customer loyalty programs, and authentication etc., each of which have varying levels of ethical risks. Image processing (used in authentication solutions, security functions etc.) have been shown to carry bias risk [24]. Similarly, NLP (used in the customer service applications, financial assistants, recruiting, and personnel management) has a tendency to inherit and exhibit discriminatory patterns [8, 47, 112], even when preventative measures are taken. Overall, there has been limited focus on the ethical profiles of the operational models in financial services.

FinTech & Big Tech: Financial technology firms experienced a remarkable growth in the past few years. According to the industry surveys, fintech has reached over 60% global adoption rate [43]. Consequently, the reports of bias and other ethical issues also increased in recent years [55]. As non-bank lenders face less regulatory scrutiny, their AI models pose growing ethical concerns [22], among which unorthodox data usage and feature selection emerge as common problem areas [99]. According to [96], global fintech firms utilize thousands of features for credit scoring and lending. Digital footprints are frequently used to analyze the individuals in many dimensions and serve as a gateway for protected class information (like age, race, gender, marital status, disability etc.) [19].

The use of customers marital and dating status, social media profiles, SMS message contents [102], activity tracker data [101], typing speed and accuracy, customers life-stage (e.g., growing family vs. empty nester) [127], facial analysis and micro-expressions have been reported for lending decisions [123]. These create concerns related to privacy, transparency, autonomy and fairness. The limited regulatory oversight, along with fintechs increased prominence in the finance exacerbate the impact of the underlying ethical issues [22]. In recent years, technology companies have been entering the financial services industry directly or through partnership with financial firms [73]. These trends further motivated the recent debates for more regulatory oversight on technology companies.

3 PRACTICAL CHALLENGES OF ETHICAL AI

3.1 Conceptual Challenges

Challenge 1. The complexity and the interdisciplinary nature of ethics is perceived as an obstacle for many development organizations.

Complexity: Despite the emerging interest, dedicated AI ethics efforts are still not common among the model development teams in financial services. Ethics involves numerous interdisciplinary theories, hard to quantify criteria, and remarkable breadth and depth. These factors make it difficult for the development organizations to come up with clear goals and strategies [5]. Hence, they often perceive this complexity as an obstacle in starting AI ethics efforts. Defining and implementing ethical AI behavior for a wide range of financial AI applications (from trading to retail banking applications) is a non-trivial task.

Scope: (i) Long list of Principles: During the last few years, a large number of AI ethics guidelines and policy documents has been published globally, each presenting a long list of principles. Recent studies have quantitatively analyzed these documents to pinpoint the shared principles [66]. Even from a limited set of guidelines, over 60 individual principles have been identified [66]. Out of these, the top 5 shared principles were: transparency (encompassing explainability, interpretability etc.), fairness (including but not limited to non-bias, non-discrimination, equality), non-maleficence (capturing the primum non nocere, security, safety), responsibility (consisting of accountability, liability etc.) and privacy. Guideline documents exhibit significant divergence with respect to their specificity, as well as the interpretation of the principles and their implementations. This also yields consequential variations in their overall impact [107]. (ii) Limited Application Span: Banks tend to focus on the regulated and higher-visibility models for ethical AI, and rely on the legal and regulatory requirements as the primary guidelines. However, the reports of ethical issues in unexpected applications and unregulated industries showcase that this limited scope carries significant risks. (iii) Fintech: The limited regulatory oversight of the financial technology firms also poses a significant risk as noted earlier [22].

Challenge 2. Ethical norms are not universal or static, showing variations over time, across applications, and cultures.

The inherent variations among ethical norms have been showcased by various studies: (i) Context and Application-Specific Variations: Acceptable norms in one application or context may not be acceptable in others [109]. (ii) Population Variations: Ethical variations are common across populations, geographical regions and cultures [10], [67]. (iii) Temporal Variations: Ethical norms change over time and in some cases relatively quickly. Examples of such changes can be found in the medical ethics [26] (such as the shift from beneficence to the increased patient autonomy in medicine [28]). Despite the need to fine-tune the AI-based solutions for such variations, relying on moral subjectivity carries tremendous risks for AI [97]. Graded governance frameworks were proposed to capture the variations at population, culture and individual-level [130]. However, current AI applications do not have access to such frameworks.

3.2 Design-Time Considerations

Challenge 3. Picking the right approach from a rapidly expanding list of fairness techniques is a difficult task for the development teams.

Fast-Growing List of Criteria: Even in the past few years alone, a large number of fairness definitions and metrics has been proposed [32, 79, 83]. This rapidly-expanding list and the complexity of the individual criterion are challenging from an implementation perspective [48, 59]. Moreover, in the past few years, studies have started exploring the inherent limitations, conflicts, interactions and the unexpected long-term consequences of the state-of-the-art techniques [18, 20, 36], which results in open-ended and difficult explorations for the development teams.

Process Complexity: (i) Model Governance Timelines: As a part of the model risk management review, AI teams are expected to justify all design decisions made during the model development [74]. This implies that the selected fairness criteria has to be compared
with all viable alternatives and justified for its own merits. The extensive list of techniques, combined with the lack of industry standards, increases the amount of time required to complete the analysis and reviews. As a result, some development teams try to avoid using AI ethics techniques if there is no clear regulatory mandate. 

(ii) **Design-time Analysis**: Likewise, model development organizations are frequently overwhelmed with the difficulties of picking and implementing the right set of techniques during development. Since there are no standards, the effort to incorporate the fairness metrics scales with the number of alternative approaches.

**Challenge 4.** Ethics principles involve complex design trade-offs, with no clear guidelines on how to manage them.

**Design Trade-offs**: During the development process, even a few principles translate to complex, multi-objective optimization problems for AI [66] (involving numerous design trade-offs and possible conflicts [20]). Navigating this complex design space requires tool and infrastructure support in addition to consistent and clear criteria. Yet, AI development organizations have limited no access to such tools, supporting infrastructures or guidelines.

**Incompatible or Conflicting Criteria**: The difficulties and in some cases the potential impossibility of satisfying multiple principles at the same time have been demonstrated by studies like [49]. (i) **Explainability vs. Accuracy**: The possible clashes between explainability and model accuracy have been studied by many researchers in the machine learning community [78]. Though new studies posit that there is no inherent conflict between the two principles [104], explainability remains to be challenging for most high-performance machine learning approaches (like deep learning) [56]. (ii) **Privacy vs. Fairness**: Potential compatibility of fairness and privacy principles raise fundamental questions [42], [35] claims that it is impossible to achieve exact fairness with differential privacy. The resulting conflicts showcase the need for more guidance during the design and development stages. (iii) **Fairness Criteria**: Conflicts can also occur among the criteria used for a single ethics principle such as fairness. [18, 71] argue that it is not possible to simultaneously satisfy calibration and forms of classifi- 

**Transparency vs. Security and Privacy**: Transparency is a critically important tool to ensure trustworthy AI behavior. The black-box nature of AI in commercial and unregulated applications has been a growing concern in the industry [57]. Intellectual property protections and liability considerations appear to play a significant role in the secrecy. Algorithmic transparency aims to make the underlying algorithms, and in some cases the model data, public. However, it faces confidentiality and security issues in financial use cases. A large number of models (such as transaction processing, fraud detection, risk models) lose effectiveness with even limited public information sharing. In transaction processing and retail banking applications, criminals quickly develop custom attacks to bypass the fraud detection models. Novel solution approaches are needed to balance these opposing forces and enable increased transparency without sacrificing the security and privacy.

**Challenge 5.** The selection of fairness definitions and metrics is a complex process, requiring analysis to ensure long-term consequences, compatibility with other ethics and fairness principles etc.

**Long-Term Consequences and Sufficiency**: Fairness techniques may have different effects over time. A technique that helps the protected classes in the short-term may end up hurting them in the long-term. These effects are hard to predict and are often counter-intuitive [36]. They require tool and infrastructure support as well as extensive analysis. Others studies raised important questions on the quality and the adequacy of the existing techniques in detecting bias and discrimination [34].

**External Interactions**: AI applications in finance are often tightly intertwined with various external processes. As AI-based decisions have growing influence in the society, individuals have the incentive to change their behavior to positively affect the outcomes [84]. This interconnectivity often yields unexpected interactions and occasionally positive feedback loops. Identifying, analyzing and profiling external interaction and feedback patterns are essential, due to their potential to go out of control and yield negative outcomes [12, 34]. However, these efforts are highly demanding and require significant research investments.

**Counterintuitive Effects**: In credit decisions, some scholars emphasize counterfactual fairness (i.e. the outcome would not change if the entity belonged to a different class) [75], while others assert that AI systems should have the capacity to compensate for the existing social inequalities. Recently, it has been shown that compensation techniques have the potential to negatively impact the long-term outcomes for the protected classes [62, 84], which motivates thorough analysis of the consequences of such approaches during design and development stages.

### 3.3 Implementation Challenges

**Challenge 6.** Ethical principles and processes are often hard to quantify and implement in AI applications.

**Individual Principles & Criteria**: Fairness definitions have been quite effective in providing metrics and criteria for AI applications in finance [89]. However, beyond fairness, ethical principles are harder to quantify and implement in computing systems. A multitude of context-specific intricacies, application-specific variations, singularities, conflicts and boundary cases make the practical implementations complex and the resulting characteristics unclear [7]. **Processes & Systems**: Focusing solely on the individual principles is not sufficient for ethical behavior, as the supporting architectures and mechanisms to operationalize the principles are missing. As an example, humans prioritize among different principles and rules (of varying rigidity and importance) while making ethical judgements [14]. Presently, AI lacks such mechanisms and the system architecture to accommodate ethical processes.

**Challenge 7.** Almost all stages of the AI development process impact the resulting ethical profile.

**Many Sources of Bias**: Model development involves numerous stages, each of which can affect the overall behavior of the model [12]. (i) **Problem Formulation**: Bias may be introduced as early as the initial problem formulation and during the high-level definition of the solution [94]. (ii) **Data Biases**: may occur during the
data source selection, data acquisition, analysis, evaluation, measurement, sampling, aggregation and representation. Biases during the predevelopment include historical data biases, temporal bias, external biases, historical interaction and channel biases, data limitation biases, data quality and processing biases. (iii) Algorithmic Bias: Later, during the algorithm selection, solution design, algorithm selection, objective function selection, and threshold selection stages need to be carefully designed for prevention. During the feature selection, each feature candidate carries the potential for bias. The omitted variables and feature preprocessing may also inject bias. [61] shows that compressed models can also over amplify the bias compared to a non compressed baseline. (iv) Interaction Bias: During the model execution, bias may occur as a result of the interaction differences between segments (such as the mobile banking application usage among young and elderly client populations). Financial applications crucially need specialized techniques for data quality, data hygiene, provenance and debiasing to address the underlying data problems: (i) Debiasing & Detection: Specialized techniques and processes are needed to detect, assess and mitigate bias; (ii) Traceability & Provenance: Required to track and manage the model data throughout its life-cycle; (ii) Data Quality Criteria: Such as metrics, benchmarks, and data quality frameworks [60]); (iii) Tool & Infrastructure Support: Needed to cover the end-to-end model life-cycle for bias detection and mitigation.

**Data & Model Ownership:** In most financial firms, the data used for model development comes from numerous sources, owned and maintained by different organizations and lines-of-businesses (LOBs). Yet, current AI ethics efforts and mandates remain mostly within the development organizations. AI teams usually have limited/no access to the source databases and reference data systems. Furthermore, they have limited control over the data during its life-cycle (including the upstream data processes until the data reaches the model development systems). Firm-wide data ethics processes and organizational changes are needed to ensure that the model data is acquired, processed and used according to the firms AI standards and guidelines.

**Challenge 8.** Model development alone does not guarantee ethical behavior; post-development and deployment are equally important.

(i) *Testing and Profiling:* Due to its inherent opacity, AI requires extensive profiling to assess its behavior in different scenarios. Currently, AI testing and profiling stages are primarily focused on the model performance and compliance. In order to achieve the desired deployment behavior, AI applications need to be thoroughly profiled and tested for their adherence to the ethics principles in different scenarios. (ii) *Post-Development Stages:* AI ethics procedures need to cover the entire model life-cycle to be effective. Post-development stages including model validation, model maintenance, monitoring and audit are essential to ensure the desired behavioral profile. (iii)*Monitoring & Mitigation:* Currently, regulated models are go through on-going monitoring reviews periodically (with minimum of once a year). Beyond the periodic reviews, AI and machine learning models are rarely continuously monitored in real-time [74]. As a result, it is hard to detect and mitigate issues in a timely manner. [118] uses robotics examples to illustrate the dangers of solely focusing on the development stages for ethics. Without real-time mitigation, models may be exposed to interventions and change their behavior over time. Ethics architectures and design-layers have been explored to further ensure consistent and reliable behavior during run-time [117, 125]. With AI’s ever-growing application list and sophistication, similar constructs may be needed for financial applications in the near future. 

(iv) *Socio-Technical Systems:* [69, 115] argues factors such as trust, algorithmic recourse and human-interactions are key components to maximize the overall deployment system utility.

**Challenge 9.** Ethical AI is hard to define and implement in the broader financial applications.

**Defining What is Ethical:** Even though AI has been pervasively used across the industry, defining what is ethical has been considered a difficult task for a wide range of financial applications (including trading systems, financial advisory services, investment and portfolio management systems, customer service applications, marketing and loyalty campaigns, retail banking applications etc). [124] discusses the potential dangers of AI through various scenarios, including an AI-based trading system that makes decisions with no ethical considerations or capabilities. Such systems have the potential to cause remarkably negative outcomes without concern for the broader economic, societal or ethical implications of their decisions. However, so far, there has been very limited work on the definition of ethical behavior for the broad range financial applications that use AI (with the exception of a few areas like high-frequency trading algorithms [37]). Similarly, the implications of ethics principles (beyond fairness and explainability) need to be considered for the full application scope. For example, autonomy is an important ethics goal according to numerous guidelines, yet the implications on customer interaction models (marketing, sales and user experience systems) or retail banking applications of AI has not been analyzed.

**Application & Scale:** (i) *Unforeseen Issues in Unexpected Applications:* A large portion of the AI ethics issues has been reported in unexpected applications like chatbots, image labeling and face recognition systems. The limited purview of the ethical AI practices in finance is a significant drawback in addressing such unforeseen issues. This underscores the need to incorporate the design principles pervasively and universally across all AI deployments. (ii) *Scale of Impact:* In other application areas, AI models have been used to build economies of attention like social media. In these systems attention is harvested and traded whether or not the attention-seeking behavior is moral [17]. By nature, the financial services industry also has significant economic and societal impact, in which the scale of AI’s impact is currently not accounted for [58]. Designing AI applications for their full potential instead of the incremental value-add may yield improved outcomes in terms of such broader impact.

**Beyond Individual Models:** (i) *Individual Models vs. Complex Systems:* In most financial firms, decision systems involve numerous interconnected and interdependent models. However, the definition of ethical behavior at the individual model-level vs. system-level remains unclear for most systems. (ii) *External Interactions & Feedback Loops:* Algorithmic solutions often exhibit strong interactions with the external environment [34]. In 2013, algorithmic trading systems spiraled out of control (by going into a positive feedback loop on shorting) when the Associated Press’s Twitter
account was hacked [68]. Such robustness problems may have ethical implications for other AI applications in the future. Without AI ethics practices and run-time oversight, autonomous AI agents may adopt fraudulent behaviors like bid-rigging, price fixing and other forms of collusion [45].

3.4 Guidelines, Standards and Regulations

**Challenge 10.** Development organizations face a gap between the high-level ethics guidelines and the deployment systems.

**Principles & Guidelines:** In recent years, a large number of AI ethics guideline documents have been published: International guidelines (e.g. OECD Principles [92], E.U. Guidelines, G7 Vision on AI), country guidelines (e.g. U.K., Singapore, Australia), association guidelines (e.g. ACM [1], IEEE Principles [64]), AI non-profit and consortium guidelines (e.g. Asilomar Principles [51]), company guidelines (e.g. Google, Microsoft, IBM), state and regional guidelines etc. These policy and guideline documents include a long list of high-level principles and recommendations, while providing limited guidance on specifics, interpretation, accountability and implementation aspects [66], which affect their impact factor according to studies like [58]. Some scholars have criticised and questioned the overall adequacy and sufficiency [57] However, principles and high-level guidelines had limited impact on the practice so far [85].

**Application & Industry-wide Guidelines:** While high-level guidelines are valuable, a full-stack of supporting rules and processes is necessary to make them actionable during the implementation: (i) **Application-Specific Guidelines:** Application-specific guidelines are needed to ensure consistent AI behavior across in financial applications such as mortgages, lending, credit scoring, financial advisors, risk management etc. (ii) **Industry Standards:** Financial industry AI standards may provide critical guidance, similar to the robotics standards like BSIs BS8611, IEEEs P7000 that outline the potential risk categories and guidance on the mitigation strategies. (iii) **Administrative Organizations and Codes of Practice:** Codes of ethics for AI, similar to the code of ethics for medical professionals, have been proposed by some researchers and professionals [87, 120]. Likewise, social license concepts [39] and specialized regulatory entities (similar to FDA and other regulators) have been suggested for industry-wide guidance [116]. Regardless of the alternative paths, the need for clear and thorough guidelines is evident.

**Firm-wide Policies, Standards & Processes:** (i) **Ethics Policies and Frameworks:** Similar to the existing risk management frameworks and risk policies in the financial institutions, firm-wide ethics frameworks and ethics policies are essential in ensuring the desired outcomes as well as consistent implementation practices across the firm. Since the resulting AI behavior is impacted by all design stages, end-to-end coverage of the model life-cycle (from the problem formulation, to development, testing, run-time monitoring and mitigation) is imperative to achieve this. Furthermore, extending the European Commission’s traceability criteria for AI is critical in the highly-complex model development landscape (which requires traceability for all datasets and processes involved in the data gathering and labelling phases) [44]. (ii) **Standards and Metrics:** Additionally, firm-wide and application-specific (quantitative and qualitative) criteria are required to standardize the firm-wide development efforts. Post-development, similar criteria can be used for run-time management and mitigation purposes (such as alerting and mitigation mechanisms). (iii) **Libraries:** Firm-wide libraries are essential for the pervasive dissemination and implementation of the ethical AI principles, rules and guidelines. Libraries may include references for the principles, quantitative and qualitative criteria, process guidelines, ethics review guidelines, application-specific standards, operational specifications, standard ethics tools and techniques etc.

**Tools & Methodologies:** As a result of the infrastructure and tool limitations, AI development teams are frequently compelled to pick one approach against another without the ability to perform thorough analysis to support their decisions. In the last few years, a number of AI ethics tools have been presented [16, 126], yet many external AI tools are not permissible or approved for internal use in the financial firms. Thus, financial AI models are in need of industry-grade and internally approved tool and infrastructure support to improve the resulting model behavior.

**Regulatory Guidance:** Regulations are unique in their ability to enforce the desired behavior (at times through fines and penalties), as well as reducing the complexity and subjectivity of the ethical criteria. (i) **Fine-tuning Existing Regulations:** According to the industry reports, most financial regulators are in the process of reviewing the existing financial regulations for potential adjustments and expansions to address the growing use of AI [38, 91]. In 2019, SEC announced rule amendments to modernize the risk factor disclosures that are mandated pursuant to the Regulation S-K, to capture the emerging concerns on AI risks through materiality [108]. According to the news reports, FDIC has been pushing for expanded AI regulations [129]. CFTC and FINRA published their comprehensive reports with recommendations on AI use [30, 47]. More regulatory guidance for AI and AI ethics is expected in the next few years. (ii) **New Regulations:** New regulations were introduced in response to the latest AI and data concerns. These regulations have strong emphasis on transparency, accountability, interpretability and explainability, while their characteristics range from broad-scope to local and application-specific acts (e.g. the Illinois Act on the use of AI in specific applications [65]). (iii) **Next Generation Regulations:** Lately, there has been significant interest in regulation development for AI (such as the OECD efforts to support a global governance framework [92]). Numerous regulators, including the Basel Committee, held workshops towards future guidance for AI [15] (akin to earlier data completeness and data quality efforts). The upcoming EU AI Act requires the financial firms to fulfill conformity assessments and categorizes most financial services (e.g. credit scoring system, underwriting tools) as high-risk [128].

**Regulatory Enforcement:** Regulatory enforcement is an important component of ensuring ethical behavior. Exploring the limitations of the current enforcement practices and the use of regulatory technology to assist enforcement [22] have gained significant interest lately. The operational aspect of some of the upcoming E.U. regulations [119] require clarifications and further work for enforcement.

**Human Judgement:** Although they remain controversial, numerous tests have been proposed to capture the human moral judgement. (i) **Human Judgement Tests:** Comparative Moral Turing Tests (cMTT) rely on humans to judge the ethical performance of humans and machines [4]. Ethical Turing Tests, use committees of
ethicists to make decisions on the agreeableness of the AI decisions [6]. (ii) *Human-in-the-loop Decision-making*: Human-in-the-loop decisions have been explored in various industries to improve the trustworthiness of AI. Due to the prominence of the high-bandwidth and real-time applications in the financial services industry, such approaches may be confined to a limited set of applications. Furthermore, as noted in [41] both humans and AI have their unique strengths and weaknesses in ethical judgement. Designing for such strengths and weaknesses is essential for solution design. (iii) *Reviews and AI Ethics Committees*: Reviews and executive-in-charge models have been proposed for AI ethics evaluations [23]. Also, in the past few years, some companies have announced firm-wide AI ethics committees. Despite the on-going interest, at this point in time, the adoption rate has been lower in the financial firms and the reports of dismantling and overruling of AI committees in other industries illustrate the uncertainty of the outlook [88, 106, 122].

### 3.5 Process & Organizational Considerations

**Challenge 11.** Contrary to the popular belief, AI development organizations have very limited power in the modeling decisions. Despite the external perception, in financial firms, most of the design decisions are controlled by the business units and the stakeholders. Model development and technical organizations are generally in service roles, responsible for implementing the decisions. One of the practical challenges is that decision making groups (like the business teams and stakeholders) frequently have limited/no understanding of the technical or ethical considerations of AI. The inherent complexity of AI ethics makes the decision-making process and the final solutions prone to issues. Despite their limited power, the model development organizations are still key, as intermediaries in ensuring that AI ethics decisions are made across the organizational boundaries.

**Challenge 12.** Although AI is pervasively used in almost all of its functions, financial services industry lacks organizational constructs and processes for ethical and fair AI.

**Organizational Boundaries & Role Definitions:** (i) *System vs. Model Ownership*: As noted earlier, AI is frequently a component in much larger and complex computational systems. AI components within such systems are frequently developed and owned by different teams and LOBs. As a result of this distributed and complex ownership practice, it is hard to achieve the desired system-level characteristics by solely focusing on the individual AI components. (ii) *Data Ownership*: Akin to the model ownership concerns, reference data systems are typically owned and managed by number of different organizations. This leaves gaps in the overall design flow, which cannot be solely resolved by the efforts of the model development teams, as they have limited/no-access to the reference data sources or the processes being used. (iii) *Role Definitions*: AI development involves a large number of developers as well as involvement from business units, data owners, risk and compliance teams, deployment teams etc. Currently there is no clear guidance on the role definitions for the participating teams (or ownership for ethics-related decisions). Most of the AI ethics efforts are voluntarily driven the model development organizations, yet they have limited power in the overall process.

**AI Ethics Organizations:** Even though firm-level ethics committees have been assembled by a number of companies, relying on ethics committees alone leaves large operational gaps in the AI design and development process. Building dedicated model ethics organizations (with direct involvement and responsibility in the model development) is key in closing these gaps. AI ethics organizations may fit within the existing model risk management framework, with or within the MRM organizational constructs. Despite the well-publicized diversity challenges in the AI development organizations [2], the decision-making groups (such as stakeholders, line-of-business leads) frequently exhibit much more prominent diversity issues. Hence, it is not possible to represent the subtleties of human judgement with the current development and decision-maker populations. Ethics committees and AI ethics organizations need to be formed cognizant of such difficulties.

**Resource & Time Pressures:** (i) *Development Constraints*: The demand for AI and machine learning development has been surging in the financial services industry. According to the industry surveys, the number of models in the large financial firms increase by 10-25% each year [82]. Model development teams face serious resource and time pressures, leaving limited bandwidth for AI ethics initiatives. (ii) *Model Risk Management Constraints*: Comparably, model risk management groups face resource and bandwidth constraints, which affects the AI development and governance timelines negatively. Model governance process was designed for traditional financial models like capital analysis and faces problems in assessing and managing AI risk. Risk management reviews frequently take many months to sometimes years [74] (even without AI ethics techniques). For many development teams, this creates pressures to avoid sophisticated AI ethics techniques to meet the governance review timelines. The lack of clear ethics guidelines and theoretical guarantees on AI performance, makes the model governance for AI ethics challenging and time consuming.

**Community Involvement:** (i) *Industry Community*: As a result of the organizational restrictions, most AI development teams in the financial firms have limited involvement in the broader AI community, which makes it difficult to follow and adopt the state-of-the-art techniques. (ii) *Academic Community*: Likewise, the limited data sharing between the industry and academic groups often reduces the applicability of the resulting academic techniques in deployment systems. The highly-sensitive nature of the financial data and the resulting access restrictions are major obstacles in this process. Latest proposals attempt to tackle these issues by improving the quality of synthetic data [9] and building legal-technical frameworks in order to balance the opposing openness and privacy forces [135]. (iii) *Non-Profits and AI Consortia*: Lately, a number of non-profits and AI consortia has been formed to primarily focus on responsible and trustworthy AI development (e.g. Partnership on AI, Machine Intelligence Research Institute). These efforts play an important role in trying bridge the gap between academia, industry, governments and regulators.

### 3.6 Emerging Challenges & Autonomy

**Challenge 13.** Ensuring ethical behavior in autonomous agents is significantly more difficult than the current AI systems.
(i) **Increased Autonomy:** Adaptive machine learning approaches have gained significant interest in recent years (e.g. online and reinforcement learning) [86, 132]. Despite their performance advantages, adaptive techniques like reinforcement models are known to surprise developers with their unexpected actions [111], which cause issues in ensuring ethical behavior [134]. (ii) **Enhanced Ethical Agency:** AI is pervasively used in increasingly sophisticated decision systems for risk management, trading, financial market forecasting, portfolio management [114]. Implicitly ethical AI has limited capacity to perform ethical scenario analysis or trade-offs. However, with the growing sophistication of AI applications and increased autonomy, these capabilities may be needed soon. AI may be faced with limited and rigid modes of operation and undesired outcomes without such capabilities. Scenario-based ethical analysis has been studied for robotics use cases in controlled lab environments [118], and remains to be challenging outside of such structured and supervised set-ups.

**Challenge 14.** *AI may exhibit novel unethical behaviors and discrimination patterns, which may be hard to discover and mitigate.*

**Novel Issues:** As noted in Section 1, AI systems have demonstrated the ability to learn and independently develop unethical strategies (e.g. deception [90], aggression [76]). In the near future, it will be vital to assess AI’s novel behavioral patterns from an ethical perspective. This illustrates the importance of: (i) **Extending the Scope of AI Ethics Practice:** Broadening the scope of research beyond the human discrimination patterns will be important in detecting and evaluating novel AI behaviors. (ii) **Principled AI Approach:** A systematic and principled design approach (with potential use of human oversight) may help tackle the emerging behaviors and scenarios [130]. AI may require more diligent and continuous analysis of its actions, mechanisms for intervention and mitigation, as it progresses towards increased autonomy.

**Beyond Human Biases:** (i) **Implicitly Ethical AI:** During its implicitly ethical stage, AI discrimination has been shown to possess many characteristics of the human biases (due to factors like historical data use etc.). Thus far, AI fairness techniques have been relying on the human biases as the primary guideline to detect AI bias. As AI becomes increasingly autonomous, this strategy will not be sufficient as novel AI behaviors will emerge. (ii) **Increased Autonomy:** In the past decade, AI has been fed extensive amounts of data about individuals, which carries bias risk, based on characteristics and patterns that may not even be obvious to humans. AI discrimination may affect the external outcomes through the numerous feedback loops (in some cases foster and self-reward for the original discrimination). Such issues have the potential to reach algorithmic starvation for some groups, which may require novel legal protections [54].

**Detecting Non-Intuitive AI Discrimination:** AI relies on large amounts data, complex patterns and feature combinations, in which discrimination is difficult to detect by humans. In contrast, on many occasions, human biases are easier to discover and even can be visually detected (e.g. gender, age, race etc.). **Correlation Causation Fallacy:** The difficulties of causal inference may lead AI to falsely interpret coincidental associations as causal. Often, not only an individual would not be aware of the discrimination [21, 121], experts may require specialized detection techniques to identify such cases. Informal associations, social networks, browsing activity, personality traits (e.g. introversion), images of personal property [70], behavioral patterns have the potential for AI discrimination. According to FTC, in AI-based recruiting applications, subtle facial expressions, gestures and intonation variations have been used for hiring decisions [11, 121]. Further, there are concerns of insufficient legal protections for the resulting discrimination [80]. This has motivated a wave of new legislation [65]. While explainability and transparency principles play an important role in the prevention, the emerging AI discrimination issues will likely become more difficult to detect and mitigate in the near future.

**Reward & Feedback Mechanisms:** Feedback mechanisms play a key role in the moral functions of the human brain. Deficient emotional feedback and the dysfunction of reward mechanisms derail the moral outcome even when correct ethical judgements can be reached [33]. Objective functions, reward and feedback mechanisms also play a critical role in controlling the overall AI system behavior and in producing more trustworthy solutions. If not carefully designed at the system-level, they may lead to dangerous outcomes.

**Challenge 15.** *Emerging security issues and machine learning attacks pose serious risks.*

Potential security issues are becoming an increasing concern for highly-critical AI applications in financial services and other industries [133]. AI models have been shown to have vulnerabilities to machine learning attacks [13, 50, 93]. Similarly, deep learning applications are known to be sensitive to even small perturbations in the data [91]. Hence, reducing their vulnerability to adversarial attacks and designing robust models have become a major implementation goal [53, 113]. Exploring model robustness during possible poisoning, evasion, and inference attacks is an emerging topic of interest [136]. Beyond their security implications, machine learning attacks have the potential to cause serious impact on ethical behavior. According to [118], even with minor interventions, a robots behavior can be turned from collaborative to aggressive. So far, there has been limited work on such emerging issues in financial models.

**Challenge 16.** *The growing use of alternative data in financial services AI models is an ethical concern.*

Lately, alternative and non-traditional data sources have gained significant interest in the financial services industry. Although the initial use was to improve credit scoring for the segments with limited/no credit history, fintech firms have significantly broadened the scope through the use of data from data brokers and aggregators [81]. Alternative data sources include social media, public records, digital footprints, bill payments, transaction data, along with health-indicators, alcohol consumption and other personal data [3, 98]. According to the industry reports, data from brokers and aggregators frequently have quality, bias and privacy issues [81, 103]. Furthermore, FTC complaints list numerous unethical practices during the data acquisition, processing and sale [100]. According to [46], some data brokers were charged for selling data for criminal organizations and fraud rings. With the exception of
the latest CCPA and CPRA requirements (for data brokers to register with the state), the regulatory oversight over broker data is extremely limited/non-existent, which remains as a serious concern. The use of alternative data sources in AI and machine learning models poses serious threats to ethical AI.

**Challenge 17.** The lack of ethical design practices in the current and next-generation AI applications may be a bigger problem than the long list of technical challenges.

Ethics ties to other critically important topics in AI like causality and rationality [52, 105]. Combined with the unpredictability of the emerging autonomous agents, these factors ensure that AI ethics will remain as a serious challenge in the near future. However, AI is pervasively used in critical functions in countless applications in many industries. The lack of ethical design considerations in the current and next-generation AI applications is a greater concern than the technical challenges.

**4 CONCLUSIONS & OUTLOOK**

AI and model development teams face numerous issues in ethical AI solution development, tied to the complexity of the underlying ethics concepts, design complexities, implementation issues, shortage of supporting tools, as well as organizational obstacles. This paper aims to highlight the overarching themes and challenges of building ethical AI solutions in financial services. It aims to bring awareness to the issues and start industry-wide conversations on the potential solution paths.

Analyzing the practical challenges considerations enables a number of observations towards actionable steps and solution opportunities: (i) Due to the unpredictability of AI, ethical design practices need to be implemented pervasively across all models and applications. Current ethics scope for AI deployments is limited and needs to be extended both in terms of the principles and the application scope. (ii) Defining what is ethical behavior for a broader range of applications requires industry-level discussions and collaboration with regulators and academic experts. (iii) Regulations and novel regulatory frameworks are essential in ensuring and enforcing the desired behavior. Without regulations it is really difficult to reach any ethics goals in the financial services industry. (iv) AI and model development organizations face significant issues because of the gap between high-level guidelines and the AI applications. Firm-wide AI ethics frameworks (similar to risk frameworks), ethics guidelines, processes, standards, tools, methodologies, organizational constructs are needed. (v) AI development teams have limited power in their efforts to develop more ethical solutions. Organizational adjustments and support are essential in ensuring the success of such efforts. (vi) Finally, emerging issues pose serious difficulties in the design of next generation AI applications. They require innovative solutions and collaboration across industry, academia and regulators.
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