Persistent topological features of dynamical systems

Slobodan Maletić¹,², Yi Zhao¹, Milan Rajković²

¹Shenzhen Graduate School, Harbin Institute of Technology, Shenzhen, China
²Institute of Nuclear Sciences Vinča,
University of Belgrade, Belgrade, Serbia

Abstract
A general method for constructing simplicial complex from observed time series of dynamical systems based on the delay coordinate reconstruction procedure is presented. The obtained simplicia complex preserves all pertinent topological features of the reconstructed phase space and it may be analyzed from topological, combinatorial and algebraic aspects. In focus of this study is computation of homology of the invariant set of some well known dynamical systems which display chaotic behavior. Persistent homology of simplicial complex and its relationship with the embedding dimensions are examined by studying the lifetime of topological features and topological noise. The consistency of topological properties for different dynamic regimes and embedding dimensions is examined. The obtained results shed new light on the topological properties of the reconstructed phase space and open up new possibilities for application of advanced topological methods. The method presented here may be used as a generic method for constructing simplicial complex from a scalar time series which has a number of advantages compared to the the mapping of the same time series to a complex network.
The state-space reconstruction of a dynamical system from a scalar time series involves determination of the optimal delay time and the appropriate embedding dimension in order to ensure a diffeomorphic mapping between the true and the reconstructed attractor. Most of the important properties of the attractors of dynamical systems are topological and their topological structure may be revealed by constructing simplicial complex from the numerically or experimentally obtained time series. A method for the construction of a coarse-grained simplicial complex is presented which involves mapping of a certain number of closely distributed points contained in a high dimensional ball of a phase space to a single point, so that the procedure becomes less computationally demanding while preserving the intended topological properties. From the trajectories of several classic chaotic systems the dynamics is reconstructed using the method of delays and the coarse-grained Čech simplicial complex is constructed. Persistent homology is evaluated for several different embedding dimensions with the purpose of monitoring the lifetime of the basic topological features, the $n$-dimensional holes. The role of topological noise (short-lived topological structures) is examined and the observed features are interpreted from the aspect of the selection of appropriate reconstruction parameters.

I. INTRODUCTION

Recent advances in computational topology methods [1] enable a number of possibilities for a novel approach to the problem of phase space reconstruction of dynamical systems from an observed time series and of characterization of various phase space properties. The reconstruction of phase space is of great importance for understanding complex dynamical systems as it indirectly involves several other directions of research. The extension of the standard delay reconstruction procedure presented here, being rooted in the geometrical and algebraic topological methods and concepts, sets a stage for new directions of research on the properties of dynamical systems. Although the approaches originating from geometrical and topological perspective are not novelty in phase space reconstruction [2], the recent advancements in the algebraic topology provide new tools for data analysis [1] and characterization of complex systems [3], and most importantly they are convenient for applications in the theory and analysis of nonlinear dynamic systems.

Unlike the case of mathematical models where the trajectory in phase space can be reconstructed directly from differential (or difference) equations, the reconstruction of phase space of real-world dynamical systems is not so simple and straightforward. The available information about the evolution of real-world nonlinear dynamical system is encoded in the experimental time series. Therefore, the challenge lies in the
development of adequate and consistent methods for the reconstruction of phase space from time series, as well as for understanding its geometrical [2] and topological [4] structure, which would lead to better understanding, description and prediction of behavior of underlying complex dynamic system. The cornerstone and the starting point for development of such methods is the Takens embedding theorem [5] the proof of which indicates that the dynamics of smooth finite-dimensional dynamic systems evolving on smooth manifolds may be reproduced from the relevant time series of measurements performed on an evolving system. This method was later expanded in [6] to apply to a more general case when the dynamics evolves on fractal sets, with particular relevance for reconstruction of attractors in a finite-dimensional phase space. Since the proof of Takens theorem is based on the time delay embedding of the data in Euclidean space determination of the embedding dimension is closely related to the choice of the optimal delay time. Many different methods for phase space reconstruction have been developed although there is no consensus on the most favorable way to choose either the optimal time delay and/or the embedding dimension [7]. The more popular choices, for example, are the mutual information method for estimation of the optimal time delay [8], and false nearest neighbor method for the determination of proper embedding dimension [9].

In recent years the attention has been moved from solely reconstructing the qualitative features of the phase space to tendency for deeper understanding of geometrical and topological structure. The link that connected time series and the structure of phase space lies in another growing field of research, that is, the complex networks [10]. Namely, different methods have been developed for mapping a time series into a complex network and all of them proved to be useful for understanding of the dynamical system evolution. Depending on the way how the nodes and links are associated with the characteristics of dynamical system we mention here three of the more widely used networks: proximity networks, visibility graphs and transition networks [11]. Proximity networks are constructed from time series based on properties of reconstructed phase space, such as vectors in phase space or portions of time series. The representatives of proximity networks are the recurrence networks [12] and cyclic networks [13]. In the visibility graphs the stored information is related to the specific patterns emerging in time series [14]. Finally, the transition networks describe transitions between (meta)stable states of dynamical systems and are constructed from time series based on transition probabilities[15]. Since these approaches have been demonstrated as useful and practical in understanding complex dynamical systems, the attention has been turned toward mapping of time series into other types of complex networks, such as the weighted directed networks [16]. Transformations in the opposite direction have been explored as well, i.e., construction of time series from complex networks [17], and criteria based on geometrical invariability [18] have been introduced to confirm that the dynamical character of time series is preserved when mapped into a complex network.
Meanwhile, recognition of the importance and usefulness of simplicial complexes as convenient mathematical objects for scientific inquiry is slowly gaining ground. The importance of simplicial complexes and their topological and combinatorial properties in physics has been known for some time. Some of the prominent applications include the work of R. Atkin on applications in social systems [19] and discretization of physics [20], or the work of T. Regge on general relativity [21] and the applications in computational electromagnetism [22], to name a few. More recently, some of the applications include the alternative study of complex networks [3], topological data analysis [23], opinion dynamics [24] or topics in the study of social networks [25], [26]. One of the basic qualitative information that may be obtained by constructing a simplicial complex from a time series of a dynamical system is the dimension of the state space (the number of degrees of freedom of the system). Another basic information concerns the topology of the space. And although both of these basic properties are mostly qualitative, they are useful as, for example, in the case of a multifrequency periodic system. For such a system the geometry of the state space is an $n$-torus, where $n$ denotes the number of independent, possibly nonlinear, oscillators. Determination of the homology group would give information on the topological invariant characteristic of the system which may be used for recognition purposes. We extend these basic qualitative information by the application of persistent homology [27] and the quantities emerging from the Q-analysis [19], [28].

One way to construct a simplicial complex from a time series is first to map the time series into a complex network and then to construct a simplicial complex from the obtained network. The advantage of this method is that several different simplicial complexes may be constructed from a single network [3], [29], while the shortcomings are related to the time and computational requirements needed to perform the desired transformations. A more efficient approach which we pursue here is to construct a simplicial complex directly from the observe time series. More specifically, the construction includes a sequence of gradually nested simplicial complexes embedded in spaces of different dimensions determined by the embedding procedure.

It was during the course of writing of this paper that the authors became aware of two papers [30] and [31] with the similar subject matter. Although the focus of attention of these works includes the reconstruction of phase space based on the persistent homology of a specific type of simplicial complex, the so called witness complex [32], the purpose and the approach are essentially different from ours. The main interest of our work lies in the higher-order structures which emerge in the phase space topology expressed through preservation of the topological noise at different dimensions. The motivation of [30] is development of the
method to avoid the full diffeomorphic reconstruction and to diminish the computational complexity, while of [31] is clustering of time series which have similar recurrent behavior. Nevertheless, the results of these two works and the present contribution are complementary and should bring to light advantages of the topological approach and perspectives for further advancements.

II. THEORETICAL BACKGROUND

A. Phase space reconstruction method

One of the important findings of dynamical systems theory is the existence of strange attractors in the phase spaces of nonlinear systems. Usually, the information about the dynamics is obtained from direct observations of relatively small number of dynamic variables, and the important contribution in this direction is that of “embedology” [6], a branch of dynamical systems theory which addresses an important problem of determining certain features of phase space solely from time series of a single observable. However, the realm of embedology is not a completed field of research in spite of reliable techniques which have been developed and successfully used for some time. In the standard procedure the starting point is an observed scalar time series, say $X = \{x_1, x_2, ..., x_n\}$ of some variable $X$ measured at even time intervals and the signal is lifted to $d$ dimensions using time-delay embedding [5], so that the signal becomes a path in a higher-dimensional phase space of unknown dimension and shape. The points in the reconstructed space usually converge to a manifold or some other subspace of the $n$-dimensional Euclidean space or attractors of fractal dimension [6]. Note that Taken’s theorem assumes idealized conditions in the sense that the observed time series is not contaminated by noise. From the practical aspect, the procedure of mapping the state vector of a dynamical system to a point in the reconstructed space consists of taking the $m$ uniformly spaced samples of the observed time series of the appropriate variable and concatenating them into a single vector:

$$\tilde{v}_i(t) = [x_t, x_{t-\tau}, x_{t-2\tau}, ..., x_{t-(m-1)\tau}].$$

The key parameters in the reconstruction procedure are $\tau$, the time delay, and $m$, the embedding dimension. Taken’s embedding theorem guarantees the preservation of topological properties of the attractor however not of its geometrical properties. This implies that the choice of the time delay and the embedding dimension have an important impact on the quality of the obtained results in applications. A requirement of the embedding theorem is that the embedding dimension should satisfy $m > 2d$, where $d$ is the real dimension of the dynamical system, that is, the true number of variables. The first step in the reconstruction procedure is the estimation of the (optimal) time delay $\tau$, and once this goal has been achieved the appropriate embedding
dimension $m$ is determined. The nontrivial aspect of phase space reconstruction is reflected in the large number of suggested techniques for estimations of $\tau$ and $m$. Two most often used methods for estimation of the delay time are based on determination of the first minimum of either the average mutual information [8] or autocorrelation function [33]. The advantage of the former is that both linear and nonlinear correlations are taken into account while the later includes only linear correlations. For the purposes of this study, the first local minimum of the mutual information is used to determine the optimal delay time.

The next step is the estimation of embedding dimension. For each value $m = 2, 3, 4, ...$ of embedding dimension a simplicial complex is constructed which captures the topology of the reconstruction space followed by the calculation of topological invariants and properties using methods of the topological data analysis [1].

**B. Simplicial complex**

Let $v_i \in \mathbb{R}^m$ be the points in $m$-dimensional space. The $q$-simplex $\sigma$ is defined as the convex hull of $q+1$ affinely independent points $\sigma = \langle v_0, v_1, ..., v_q \rangle$, and the points $v_i$ are called vertices [35]. Since the $q$-simplex $\sigma$ builds a $q$-dimensional subspace of $\mathbb{R}^m$ its dimension is $q$ ($\dim \sigma = q$). Any subset of a simplex, called a face, is also a simplex, since any subset of affinely independent points inherit that property. If we impose the ordering of vertices of a simplex (and accordingly the faces), an oriented simplex is defined. The geometric representation of a simplex is a polyhedron [35], for example, 0-simplex is a vertex, 1-simplex is an edge, 2-simplex is a triangle, 3-simplex is tetrahedra, etc. (Fig. 1).
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**FIG. 1.** Oriented 0-, 1-, 2-, and 3-dimensional simplices.
The collection of simplices, together with their faces is called a simplicial complex, \( K \), which is therefore closed under inclusion. In other words, simplicies, all of their faces and nonempty intersections of simplices (which are faces) are the building blocks of a simplicial complex. In the geometrical representation, simplicial complex is constructed by gluing polyhedra along the common faces. From this general definition it is obvious that in practice the rules for construction of a complex depend on the context and desired topological invariants and properties of the specific problem to be resolved. At this point it is useful to define an important topological invariant, the Betti number [35], which is helpful in distinguishing topological spaces.

Let \( q \)-chain be a collection of \( q \)-simplices in \( K \), and a formal sum of two \( q \)-chains is also a \( q \)-chain. The collection of all \( q \)-chains together with the formal sum as a binary relation constructs a chain group \( C_q \) [35] with properties of a vector space. If we define a boundary of a \( q \)-simplex \( \sigma_q \) as a set of its \((q-1)\)-faces (see Fig. 2), then the boundary of a \( q \)-chain is the sum of their \((q-1)\)-faces, and hence, it is a \((q-1)\)-chain. Formally, a \( q \)-th boundary operator is a mapping from \( q \)-chain group to \((q-1)\)-chain group:

\[
\partial_q: C_q \rightarrow C_{q-1}.
\]

![Fig. 2. Boundary operator maps a 3-simplex to four 2-simplices.](image)

A gradual sequence of chain groups and boundary mappings between them is called the chain complex of \( K \):

\[
\emptyset \rightarrow C_q \xrightarrow{\partial_q} C_{q-1} \xrightarrow{\partial_{q-1}} \cdots \xrightarrow{\partial_2} C_1 \xrightarrow{\partial_1} C_0 \rightarrow \emptyset.
\]

In order to define Betti numbers a definition of a homology group is required. Let \( Z_q \) be the subgroup of \( C_q \), such that its elements are all those \( q \)-chains whose boundary is empty. The elements of group \( Z_q \) are \( q \)-cycles. Further, group \( B_q \) is another subgroup of \( C_q \), such that its elements are the boundary of a \((q+1)\)-chain (i.e., \( b \in B_q \subset C_q, c \in C_{q+1}, b = \partial_q c \)). Finally, the \( q \)-th homology group \( H_q \) is defined as: \( H_q = Z_q / B_q \). A homology group is a collection of all those \( q \)-cycles that are not boundary of \((q+1)\)-simplices. The rank (i.e., the number of homology group generators) of \( q \)-th homology group is called the \( q \)-th Betti number, \( \beta_q = \text{rank}H_q \). Less formally, the \( k \)-th Betti number reveals the number of unconnected \( k \)-dimensional
components. Intuitively, $\beta_0$ represents the number of connected components, $\beta_1$ represents the number of one-dimensional (circular) holes, $\beta_2$ is the number of two-dimensional holes (voids), etc..

C. Persistent homology method

The arbitrariness in simplicial complex formation leaves ample freedom for choosing the appropriate construction procedure which could be adequate for various applications and topological requirements. A procedure of gradual formation of a simplicial complex starting from the simplest to the final one which is structurally stable is known as the filtration which is performed through the sequence of nested subcomplexes. Each subcomplex is contained in the next one of the filtration stage. Such method lies at the core of the computational algebraic topology approach called persistent homology [27]. More formally, an increasing sequence

$$\emptyset = K_0 \subset K_1 \subset \cdots \subset K_n = K,$$

is the filtration of a simplicial complex $K$, and it can be understood as an addition of new simplices usually by changing some free parameter. Through the transitions from one filtration stage to another various topologically relevant changes occur, one of the most important being the creation/destruction of holes (i.e., increase/decrease of Betti numbers). Practitioners use different filtration procedures for building a simplicial complex [23] according to the context and the origin of the data. In the present study we have chosen a Čech complex filtration which is based on the change of radii of balls whose centers are associated to the points in the phase space. If two balls overlap then points in the phase space are connected by an edge, and if three balls overlap, they form a triangle (2-simplex), as illustrated in Fig. 3. In the same figure we show a situation when increasing the balls associated to the four points overlap to form a tetrahedron (3-simplex). The filtration of a given dataset is generated in the course of changing a single parameter, the ball radius $r$, and as a consequence homology classes are born (that is Betti numbers are increased), whereas some homology classes die (that is Betti numbers are decreased).

![Fig. 3. Stages in building a Čech complex (tetrahedron) by increasing the radius over four points.](image-url)
For visualization of persistence intervals of the homology group generator $\chi$ (that is, the interval from its birth in filtration stage $i_\chi$ to its death in filtration stage $f_\chi$) we use persistence barcodes [36] and persistence diagrams [27]. In persistence barcode the horizontal axes represents the change of filtration parameter, vertical axes represents homology group generators, and the persistence interval (or bar) is represented as a horizontal line associated to the $p$-th homology generator’s birth/death filtration stage. Hence, for each $p$ we have a sequence of horizontal lines with different lengths (Fig. 4). In the persistence diagram abscissa is associated with radius values of the birth of homology generators, and ordinate is associated with radius values of the death of homology generators. Hence, the coordinates of a point in persistence diagram represent birth and death of a particular generator (i.e., a $q$-dimensional hole) of the $q$-th homology group. Short bars in persistence barcode and points on and near diagonal in persistence diagram are associated with short-lived $q$-dimensional holes and they represent topological noise.

![Persistence diagram example](image)

**FIG. 4.** An example of filtration and the barcode of an arbitrary simplicial complex. The intersection of the vertical dashed line and the horizontal line for different $H_k$ equals the rank of $H_k$, and persistent homologies are $H_0$ and $H_1$.

### D. Q-vector

An important quantity which characterizes intrinsic relational structure between collections of simplices is the **Q-vector** [19], whose statistical scaling features have been recently explored in the context of simplicial complexes [28]. Consider a chain of simplices so that each two consecutive ones share at least a $q$-face. Two...
simplices $\sigma_p^i$ and $\sigma_s^j$, having dimensions $p$ and $s$ respectively, are $q$-connected if between them is a sequence of $q$-face-shared simplices, which means that any pair of consecutive simplices share at least $q + 1$ vertices. The $q$-connectivity between simplices in a complex $K$ induces an equivalence relation which is reflexive, symmetric, and transitive. Let us denote this binary relation by $\varepsilon_q$ and then

$$(\sigma^i, \sigma^j) \in \varepsilon_q \text{ iff } \sigma^i \text{ is } q\text{-connected to } \sigma^j.$$ 

Let us denote by $K_q$ the subset of $K$ such that all simplices in $K_q$ have dimension larger than or equal to $q$. Applying the equivalence relation $\varepsilon_q$ we partition $K_q$ into equivalence classes of $q$-connected simplices. The equivalence classes are then members of the quotient set $K_q/\varepsilon_q$, and every simplex in one class is $q$-connected to every other simplex in that class without overlapping between classes. The cardinality of $K_q/\varepsilon_q$, labeled by $Q_q$, enumerates the number of $q$-connectivity equivalence classes in a simplicial complex $K$. The value $Q_q$ is the $q$-th entry of Q-vector [19], an integer vector with the length $\dim(K) + 1$.

The Q-vector carries information on the structural relationship between simplices and we use it to make comparison between different topological structures emerging in different dynamical regimes. We assume that normalized Q-vectors are points in an abstract space, the Q-space, and we quantify similarity of two structures with the Euclidean distance between their corresponding Q-vectors.

**E. The search for topological signatures**

Construction of simplicial complex from points in phase space can be extremely computationally demanding due to the emergence of large number of simplices and high simplicial dimensions, so some sort of coarse-graining is necessary. In order to overcome this obstacle we devised a coarse-graining procedure which consists of two steps:

1. replacement of the group of 10 to 15 initial data points by a point at the center of the smallest Euclidean ball containing the initial set of points. The exact number of replaced points depends on their distribution and density in the phase space.

2. application of Čech complex filtration on the new data set. A Čech complex is a simplicial complex formed such that a $k$-dimensional simplex is added any time a subset of $k$ points with common intersection of balls of certain predetermined radius formed around each point is encountered.

Note that the correlation sum [37] of the new and the coarse-grained data have the same scaling behavior for chaotic systems, due to the fractal nature of the strange attractors. The correlation sum for some set of $N$
points in $d$-dimensional space $\{\vec{x}_1, \vec{x}_2, ..., \vec{x}_N\}$ is defined by [37]

$$C_d(l) = \lim_{N \to \infty} \frac{1}{N^2} \sum_{i \neq j} \theta(l - \|\vec{x}_i - \vec{x}_j\|),$$

where $\theta(\ldots)$ is the Heaviside function. When the data size is infinite and $l$ small, the correlation sum scales like $C(l) \sim l^D$, where $D$ is called correlation dimension. This scaling relationship remains the same when coarse-graining is performed since the condition requiring large number of points is fulfilled for the data under consideration, and due the fractal property of the systems used in the study.

The coarse-graining procedure may be interpreted as a special case of the reconstruction theorem [34]. Namely, the reconstruction theorem considers a set of neighboring points $M$ on the attractor of a dynamical system, where neighborhood is defined as a distance smaller than a certain threshold value. If there is a mapping from this set $M$ onto another set $N$ such that two points are neighbors in $N$ only if they are neighbors in $M$, then the mapping is homeomorphism and the two sets are topologically equivalent. In our calculations the neighboring distance between points is determined by the ball radius which is not fixed and depends on the distribution of points. An illustration of the procedure is presented in Fig. 5 for a dynamics of a simple pendulum in 2-dimensional embedding space. The initial data are represented as points and the new points are represented with asterisks. It is obvious that both sets of points preserve the topological features of the dynamics since both are distributed along a closed orbit (limit cycle).

The procedure of persistent homology through the Čech filtration is applied after coarse-graining, and topological noise as well as persistent invariants are detected. In the construction of the Čech complex the radius around each point is increased enlarging its immediate neighborhood. As the circles around two points overlap to a certain degree, holes appear like the islands of inaccessibility (i.e., obstacles). By further expanding the radius holes may continue to exist or they disappear. The subspace of the phase space corresponding to the short-lived hole may be interpreted as temporary inaccessible (temporary obstacles), whereas persistent holes display a signature of permanent obstacles.
FIG. 5. The coarse-graining procedure for data points of a pendulum in a 2-dimensional embedding space. The initial points are represented as dots, whereas new points (i.e., centers of circles) are represented with asterisks.

III. APPLICATIONS OF THE METHOD

In this section we illustrate the proposed method for the well known dynamical systems displaying chaotic behavior. Persistent homology is calculated using computational topology package ”Plex” [38].

A. Hénon map

The Hénon map [39] is a 2-dimensional iteration map given by equations

\[ x_{i+1} = 1 + y_i - \alpha x_i^2 \]
\[ y_{i+1} = \beta x_i \]

(1)

where \( \alpha > 0 \) and \( |\beta| < 1 \). For particular values of parameters \( \alpha = 1.4 \) and \( \beta = 0.3 \) the system exhibits chaotic behavior with a characteristic shape of the strange attractor (Fig. 6). A time series of the variable \( x \) was generated and the proposed reconstruction method was applied.
A brief visual inspection reveals that the Hénon attractor in 2-dimensional space does not contain any persistent holes, which means that its 1-st Betti number is zero. Topological noise exposed through the emergence of short-lived holes is expected. To address this phenomena, we calculated persistent homology for different embedding dimensions. For the embedding dimension 2, the persistent barcode and the persistent diagram for $\beta_1$ (Fig. 7 left and right, respectively), display emergence of short-lived holes, especially for lower values of the filtering parameter, i.e., the Čech radius. It is easy to notice in the barcode diagram and in the persistent diagram of Fig. 7 that the two points above the diagonal originate from the holes which appear/dissappear between two stripes of the strange attractor.

The same procedure was repeated for the embedding dimension 3. From the persistent barcode (Fig. 8 left) we see that only the 0-th and the 1-st Betti numbers have nonzero values during filtration process. In contrast to the 2-dimensional embedding, 1-holes persist longer, but not enough to escape the topological noise.

Comparing Figures 7 and 8 it is evident that only 1-dimensional holes appear, but they are short-lived and contribute to the topological noise, thus the same phenomena occur even when the embedding dimension is increased. We have checked it for 4-dimensional embedding also, and it follows this same qualitative pattern.
FIG. 7. Persistent barcodes of non-trivial homology groups (left) and persistent diagram (right) of the $H_1$ homology group of the Hénon map for 2-dimensional embedding. To initial and end Čech radii of each barcode on the left diagram correspond the birth and death radii of the diagram on the right.

FIG. 8. Persistent barcodes of non-trivial homology groups (left) and persistent diagrams of $H_1$ homology group of the Hénon map for the 3-dimensional embedding.

B. The Lorenz system

As a paradigm of a higher dimensional systems we consider the Lorenz dynamical system [40] represented by equations:
\[
\begin{align*}
\dot{x} &= \sigma(y - x) \\
\dot{y} &= rx - y - xz \\
\dot{z} &= xy - bz 
\end{align*}
\] (2)

where \(\sigma, r\) and \(b\) are parameters. The system is solved using the fourth order Runge-Kutta method for parameter values corresponding to the chaotic regime, namely \(\sigma = 10, b = 8/3\) and \(r = 28\).

A time series of the \(x\)-component is used for the reconstruction procedure and the well-known strange attractor is presented in Fig. 9. A brief visual inspection of the attractor discloses two holes so it would be expected that the persistence barcode and the persistence diagram indicate their appearance. For the embedding dimension equal to 2, the persistence barcode for generators of the 1 – st homology group (Fig. 10 left) clearly indicate persistent lifetime of the two holes. Their lifetime is preserved when the embedding dimension is increased to 3 (Fig. 11 top left) and 4 (Fig. 12 top left).

FIG. 9. Strange attractor of Lorenz system.

FIG. 10. Persistent barcodes (left) and persistent diagram of the \(H_1\) homology group (right) of the Lorenz system for the 2-dimensional embedding.
To gain a better insight into the dynamics of appearance and disappearance of the main topological features of the Lorenz system we call attention to persistent diagrams of the 1-st Betti number for embeddings in dimensions 2, 3, and 4 (Figs. 10 (right), 11 (bottom), and 12 (bottom), respectively). Two points appearing above the horizontal line correspond to two persistent holes that survive filtration. For practical reasons the death-value is chosen arbitrary although its value in terms of persistent homology is actually infinity. With the increase of the embedding dimension the holes which contribute to the topological noise become more distant from the diagonal, but the topological structure is preserved.

An interesting behavior is observed in the cases of 3- and 4-dimensional embeddings, where topological noise for the 2-nd Betti number emerges (11 (top right), and 12 (top right), respectively). A similar behavior is observed in the case of the 5-dimensional embedding suggesting the possibility of persistent topological noise for the 2-nd homology group.
C. The Rössler system

So far we have considered systems which are in a particular dynamic regime, specifically in the chaotic state characterized by the existence of a strange attractor. As an example of the phase space reconstruction of a dynamical system in different dynamic regimes we use the Rössler system [41]:

\[
\begin{align*}
\dot{x} &= -(y + z) \\
\dot{y} &= x + ay \\
\dot{z} &= b + xz - cz
\end{align*}
\]

(3)

where \(a\), \(b\) and \(c\) are constants. The system is solved using the fourth order Runge-Kutta for different parameter values and we used a time series of the \(x\)-component for the application of our method. For the same fixed values of \(a\) and \(b\) (say \(a = b = 0.2\)) and for different values of constant \(c\) the system displays significantly different behavior manifested in the existence of a particular type of the attractor in the phase space. Specifically, we consider the dynamics when the attractor is a period-one limit cycle \((c = 2.3)\) Fig. 13 upper left, period-two limit cycle \((c = 3.3)\) Fig. 13 upper right, period-three limit cycle \((c = 5.3)\) Fig. 13 lower left, and the strange attractor \((c = 6.3)\) Fig. 13 lower right.
As in the case of the Lorenz system, for embedding dimensions 3 and 4 and for all values of parameter $c$, 2-dimensional topological noise appears due to the emergence of short-lived 2-dimensional holes. Figures 14 and 15 present how the 1-st Betti number changes through filtration for all values of the parameter $c$, and embedding dimensions 2, 3, and 4. The parameter values (Čech radius) for birth and death are properly normalized for easier comparison of the results and points associated to the persistent holes are above the horizontal line. For 2-dimensional embedding (Fig. 14 left) we can see that topological noise does not emerge. On the other hand, for 3- and 4-dimensional embeddings (Fig. 14 right and Fig. 15) it is overwhelmingly present.

Comparison of persistent diagrams corresponding to the non-chaotic and chaotic regimes does not reveal any self-evident disparities. However, difference is noticeable in persistent barcodes of the 1-st and the 2-nd homology group generators in Fig. 16 for the embedding dimension 4 and for parameter values $c = 3.3$ (top left), $c = 5.3$ (top right) and $c = 6.3$ (bottom). For the 4-dimensional embedding we can notice an increased emergence of short-lived 2-dimensional holes, i.e. topological noise.
FIG. 14. Persistent diagrams of the $H_1$ homology group of the Rössler system for all considered values of parameter $c$ for the 2-dimensional (left) and the 3-dimensional (right) embedding.

FIG. 15. Persistent diagrams of the $H_1$ homology group of the Rössler system for all considered values of parameter $c$ for the 4-dimensional embedding.

The calculation of the Q-vector is carried out for the clique complex (i.e., simplicial complex built by the maximal cliques) [42] of the 1-skeleton (i.e., of the edges) of the Čech complex at the end of filtration for the embedding dimension 3. In order to compare topological structures embodied in the Q-vectors corresponding to different dynamic regimes the calculated vector values are normalized. The distance between Q-vectors in dynamic regimes corresponding to parameter values $c = 2.3$ and $c = 3.3$ is 1.09. The distance between Q-vectors in regimes of $c = 3.3$ and $c = 5.3$ is 0.88, and between regimes corresponding to parameter values $c = 5.3$ and $c = 6.3$ is 0.54. Thus, as the system moves toward chaotic behavior the distances between Q-vectors decrease. In other words, as the system is closer to the chaotic behavior attractors become more structurally similar.
FIG. 16. Barcodes of Rössler system for 4-dimensional embedding for $c = 3.3$ (top left), $c = 5.3$ (top right) and $c = 6.3$ (bottom)

D. Experimentally obtained data: ECG time series

As a final example of the applications of our method we use an electrocardiograph (ECG) time series measured on the healthy person during sleep. The measured time series is nonlinear (Fig. 17) and it represents a segment taken from a longer ECG recording. Technical details are unimportant for the brief analysis presented here.

FIG. 17. Time series of the ECG measurement.

A false nearest neighbor method [9] yields an embedding dimension of four. The same methods of topological data analysis are applied as for the numerically generated dynamical systems. The emergence and lifetime of the topological noise is monitored for the embedding dimensions ranging from 3 to 7.
Inspection of the persistent barcode diagrams reveals that topological noise persists at certain dimensions (as for the 2-nd homology group), whereas it vanishes at other dimensions (as for the 3-rd homology group). The results for the 3-dimensional and for the 7-dimensional embedding are presented in Figure 18 left and right, respectively.

Interestingly, topological noise persists at dimensions smaller than the minimal embedding dimension similarly as for dynamical systems in the chaotic regime. As in the cases of chaotic systems, topological noise appears up to a certain dimension of the homology-group and considerably decreases and even disappears at the same dimension when the embedding dimension is increased. This interesting behavior suggests a criterion for the choice of the topologically optimal embedding dimension and points to the significance of the short-lived structures for the topological properties of the nonlinear dynamical systems.

FIG. 18. Barcodes of $H_1$ and $H_2$ homology groups for 3-dimensional (left) and 7-dimensional (right) embedding of ECG.

IV. SUMMARY AND CONCLUSION

A topological framework combining novel methods of computational topology, such as persistent homology, and standard methods for the analysis of nonlinear dynamic systems is presented. One aspect of this framework represents a general method for constructing a simplicial complex directly from a time series of an observed quantity, which may provide information not attainable from the networks constructed from the same time series. From the aspect of the nonlinear dynamic systems, the method offers new prospects for obtaining information on the topology of the invariant set and parameters necessary for the reconstruction of the state-space topology. One of the important results of the study presented here is that topological noise plays an important role in the delay-coordinate reconstruction procedure and future efforts should be made in order to understand the impact of short-lived topological structures on the reconstruction procedure and the choice of the optimal parameters, namely the embedding dimension and the delay time. In the cases considered topological noise appears at a certain rank of the homology-group and abruptly decreases or even disappears at the same rank when the embedding dimension is increased, suggesting the importance of that
particular embedding dimension. A rule for the determination of the topologically relevant embedding dimension may be established based on this property however further studies are needed in order to determine whether this is a generic property. The significance of such behavior points to the importance of topological noise in discovering hidden or short-lived topological structures. The construction of the simplicial complex based on the coarse-graining procedure presented here makes computation more economical and less computationally demanding than some other similar techniques. Solely topological aspect of the difference between the reconstructed and the true attractors puts less stringent requirements on the reconstruction procedure as basic features are observed even at low embedding dimensions, the fact observed also in [30]. This is the consequence of the fact that preservation of topological features in the reconstruction procedure requires only the property of homeomorphism in contrast to the diffeomorphism of the delay-reconstruction procedure. For example, the main macro topological features of the Lorenz system, namely the two holes, are clearly distinguished for the embedding dimension as low as 2. Further applications of new methods of computational topology are envisaged, such as the multidimensional persistent homology [43] as well as applications of the quantities from the Q-analysis [19]. From the aspect of dynamical systems, topological signatures of unstable periodic orbits [44] and topological properties of bifurcations are particularly interesting in relationship with the persistent structures and topological noise.
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