Spin-driven spatial symmetry breaking of spinor condensates in a double-well
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The properties of an $F = 1$ spinor Bose-Einstein condensate trapped in a double-well potential are discussed using both a mean-field two-mode approach and a simplified two-site Bose-Hubbard Hamiltonian. We focus in the region of phase space in which spin effects lead to a symmetry breaking of the system, favoring the spatial localization of the condensate in one well. To model this transition we derive, using perturbation theory, an effective Hamiltonian that describes $N/2$ spin singlets confined in a double-well potential.
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I. INTRODUCTION

For the last few years, there has been a remarkable progress in the study of Bose-Einstein condensates (BEC) after its first experimental realization in 1995 [1–3]. When the atomic confinement is achieved using magnetic traps, the spin degrees of freedom are frozen and the system is described by a scalar condensate, which is modeled by the Gross-Pitaevskii (GP) equation [4–6]. However, optical trapping [7, 8] has opened the possibility to trap the atoms at time $t$, becomes a system of three coupled non-linear partial differential equations, which can be solved analytically [9]. The important feature in these systems is the appearance of strong correlations in their ground state [14], or the presence of a spatial symmetry breaking when the interactions are attractive and strong enough, that make the condensate to mostly localize in one well [15]. Strongly correlated effects in double-well potentials can be described by a simplified Bose-Hubbard (BH) Hamiltonian [16, 17].

The aim of this work is to reveal the mechanisms that govern the spatial symmetry breaking in spinor Josephson junctions. For this goal we derive first a mean-field two-mode approach and compare it with a fully quantum model for the two-site setup. The latter predicts the bifurcation is originated by the creation and tunneling of singlets between the two wells. We focus here on the zero magnetization case, where the dimension of the Hilbert space associated to the BH Hamiltonian is maximum and the effects of the spin degrees of freedom are enhanced. Previous studies of Josephson junctions have focused on scalar condensates [18–21], mixtures [22–23], or spinors [24–27], but the effects of spin in spatial symmetric breaking have not been previously addressed.

This paper is organized as follows. We start by presenting in Sec. II the formalism corresponding to the mean-field two-mode approach to describe a spin-1 BEC in a double-well potential. Then, we present the Bose-Hubbard model for the same setup in Sec. III. The results obtained by the two different descriptions are compared in Sec. IV. In Sec. V we derive a new Hamiltonian based on the tunneling of singlets that accurately accounts for the previous results, concerning the spatial symmetry breaking, and confirm the role of correlations in the spinor condensate. Finally, the conclusions are summarized in Sec. VI.

II. MEAN-FIELD DESCRIPTION OF AN $F = 1$ SPINOR BEC IN A DOUBLE-WELL

Spinor $F = 1$ condensates trapped in an external potential can be described by the GP equation, which, in this case, becomes a system of three coupled non-linear equations [3]:

\[
\begin{align*}
        i\hbar \frac{\partial \Psi_{\pm 1}}{\partial t} & = \left[ \mathcal{H}_0 + c_2 \left( n_{\pm 1} + n_0 - n_{\mp 1} \right) \right] \Psi_{\pm 1} + c_2 \Psi_0^2 \Psi_{\mp 1}, \\
        i\hbar \frac{\partial \Psi_0}{\partial t} & = \left[ \mathcal{H}_0 + c_2 \left( n_1 + n_{-1} \right) \right] \Psi_0 + 2c_2 \Psi_1 \Psi_0^* \Psi_{-1},
\end{align*}
\]

where

\[
\mathcal{H}_0 = -\frac{\hbar^2}{2M} \nabla^2 + V_{\text{ext}} + c_0 n .
\]

For each component $\alpha = 0, \pm 1$, $\Psi_\alpha(r,t)$ is the wave function of the atoms, $n_\alpha(r,t) = |\Psi_\alpha(r,t)|^2$ is the density of the atoms at time $t$, and $N_\alpha(t) = \int n_\alpha(r,t) \, dr$ is the number of atoms in the $\alpha$ component, which depends on time. The total density is $n(r,t) = \sum_\alpha n_\alpha(r,t)$ and the total number of particles, $N = \sum_\alpha N_\alpha(t)$, is constant. $V_{\text{ext}}$
is the external double-well potential, which is considered symmetric. The contact interaction between atoms is characterized by the couplings $c_0 = 4\pi\hbar^2(a_0 + 2a_2)/3M$ and $c_2 = 4\pi\hbar^2(a_2 - a_0)/3M$, with $M$ the mass of the atom, and $a_0$ and $a_2$ the scattering lengths describing binary elastic collisions in the channels of total spin 0 and 2, respectively.

When the condensates of the two wells are weakly linked, each of them preserve a large degree of coherence, and the two-mode ansatz provides a good approximation of the full GP equations. This condition is fulfilled when the first two energy levels of the single particle Hamiltonian $\mathcal{H}_0$ are very close, forming an almost degenerate doublet, while the other ones have a much higher energy: $E_1 - E_0 \ll E_2 - E_0$. The low energy physics of the system can then be described using only the ground $\Phi_\alpha^+$ and first excited $\Phi_\alpha^-$ states of each component $\alpha$. In addition, as the three components have the same mass, for $|c_2| \ll |c_0|$, one can retain only the $\mathcal{H}_0$ term in Eqs. (1), and the ground and first excited states are independent of $\alpha = 0, \pm 1$, namely $\Phi_+^+$ and $\Phi_-$. This is what is known as the single mode approximation (SMA) [30]. It is more intuitive to work with the linear combinations of these two modes, which results in one mode mostly localized in the left well $\Phi_L = (\Phi_+ + \Phi_-)/\sqrt{2}$, and another in the right $\Phi_R = (\Phi_+ - \Phi_-)/\sqrt{2}$.

In the present work we also explore the properties of the condensate when $|c_2| \sim |c_0|$, and thus, out of the validity of the above approximation. However, it has been shown [24] that either when $c_2 < 0$ or in the particular case of $c_2 > 0$ and zero magnetization, the three components $\alpha = 0, \pm 1$ have also the same wave function, which is now solution of the full GP equations, and the SMA can be recovered. The wave function of each component under the SMA, and using the two-mode ansatz is written as:

$$\Psi_\alpha(\vec{r}, t) = \Psi_{\alpha L}(t)\Phi_L(\vec{r}) + \Psi_{\alpha R}(t)\Phi_R(\vec{r}), \quad (3)$$

where the time dependent coefficients are $\Psi_{\alpha j}(t) = \sqrt{N_{\alpha j}(t)} e^{i\phi_{\alpha j}(t)}$. The number of particles at each side, neglecting the small overlap between the left and right modes, is $N_{\alpha L} = \int_{-\infty}^{+\infty} dx \int_{-\infty}^{+\infty} dy \int_{-\infty}^{+\infty} dz |\Psi_\alpha(\vec{r}, t)|^2$ and $N_{\alpha R} = \int_{-\infty}^{+\infty} dx \int_{-\infty}^{+\infty} dy \int_{-\infty}^{+\infty} dz |\Psi_\alpha(\vec{r}, t)|^2$.

We introduce this two-mode ansatz into the GP equation (1) to obtain the two-mode equations for the spinor condensates [23, 27] (see Appendix A). These equations result in a system of eight coupled nonlinear differential equations relating the population imbalance of each component, $n_{\alpha}(t) = (N_{\alpha L}(t) - N_{\alpha R}(t))/N_0(t)$, the phase difference $\phi_{\alpha}(t) = \phi_{\alpha L}(t) - \phi_{\alpha R}(t)$, the population of the $m = 0$ component, $N_0(t)$, and the phase $\Delta\phi_L(t) = 2\phi_{0L}(t) - \phi_{-1L}(t) - \phi_{+1L}(t)$. The parameters that control the dynamics are the tunneling rate $K$ and the interaction energies $\xi_{0,2}$:

$$K = -\int d^3r \left[ \frac{\hbar^2}{2M} \nabla \Phi_L \cdot \nabla \Phi_R + \Phi_L \nabla \cdot V \Phi_R \right]$$

$$\xi_{0}(2) = \frac{c_{0,2}}{2} \int d^3r \Phi_L^4(\vec{r}). \quad (4)$$

### III. BOSE-HUBBARD MODEL FOR $F = 1$ SPINORS IN A DOUBLE-WELL

The generalization of the two-site BH Hamiltonian for an $F = 1$ BEC is [28]:

$$H = -J \sum_{\alpha = 0, \pm 1} \left( a_{\alpha L}^\dagger a_{\alpha R} + a_{\alpha R}^\dagger a_{\alpha L} \right)$$

$$+ \frac{U_0}{2} \left( \hat{N}_L (\hat{N}_L - 1) + \hat{N}_R (\hat{N}_R - 1) \right)$$

$$+ \frac{U_2}{2} \left( \hat{S}_L^2 - 2\hat{N}_L + \hat{S}_R^2 - 2\hat{N}_R + \sum_{j=L,R} \varepsilon_j \hat{N}_j \right), \quad (5)$$

where $J$ is the tunneling coupling between sites, $U_0$ is equivalent to scalar interactions, and therefore spin-independent, while $U_2$ derives from the spin interactions. The operator $\hat{a}_{\alpha j} (\hat{a}_{\alpha j}^\dagger)$ is the annihilation (creation) operator of a particle of component $m_\alpha$ in the $j$-th site, and obeys the usual bosonic commutation rules, $[\hat{a}_{\alpha j}, \hat{a}_{\beta k}] = [\hat{a}_{\alpha j}^\dagger, \hat{a}_{\beta k}^\dagger] = 0$ and $[\hat{a}_{\alpha j}, \hat{a}_{\beta k}^\dagger] = \delta_{\alpha \beta} \delta_{jk}$. The number of particles populating the $\alpha$ component is defined as $\hat{N}_{\alpha j} = \hat{a}_{\alpha j}^\dagger \hat{a}_{\alpha j}$, and the total number of particles in the $j$-th site is $\hat{N}_j = \sum_{\alpha} \hat{N}_{\alpha j}$. The operator $\hat{S}_j$ is a pseudo-angular momentum operator in the $j$-site defined as:

$$\hat{S}_j^{(z)} = \hat{N}_{+j} - \hat{N}_{-j} = \hat{a}_{+j}^\dagger \hat{a}_{+j} - \hat{a}_{-j}^\dagger \hat{a}_{-j},$$

$$\hat{S}_j^{(+)} = \sqrt{2} (\hat{a}_{+j}^\dagger \hat{a}_{0j} + \hat{a}_{0j}^\dagger \hat{a}_{-j}),$$

$$\hat{S}_j^{(-)} = \hat{S}_j^{(+)} \dagger, \quad (6)$$

with $[\hat{S}_j^{(+)}, \hat{S}_k^{(-)}] = 2\delta_{jk} \hat{S}_j^{(z)}$ and $[\hat{S}_j^{(z)}, \hat{S}_k^{(\pm)}] = \pm \delta_{jk} \hat{S}_j^{(\pm)}$. Finally, $\varepsilon_j$ acts as a bias that breaks the degeneracy between wells and controls the spatial symmetry breaking.

For convenience, we introduce the Fock basis, that is labeled by the number of particles of each component in each well: $\{ |N_{-1L}, N_{-1R}, N_{0L}, N_{0R}, N_{1L}, N_{1R} \rangle \}$, with a fixed total number of particles, $N = \sum_{\alpha j} \hat{N}_{\alpha j}$, and magnetization, $M = \sum_{\alpha} (N_{+j} - N_{-j})$. The minimum dimension of the Hilbert space spanned by this basis is $N + 1$ and corresponds to maximum magnetization ($M = N$ or $M = -N$). In this case all the particles are in the same state $m = +1$ or $m = -1$, and the system reduces to the single component case with an effective interaction $U_0 + U_2$. When the magnetization decreases, the dimension grows and reaches its maximum
(N + 2)(N + 4)(12 + 6N + N²)/96 for M = 0, growing with N as N⁴.

For our subsequent discussion, it is useful to introduce another basis, which is defined as the simultaneous eigenstates of the number of particles $\hat{N}_j$, the angular momentum $\hat{S}^2_j$, and the magnetization $\hat{S}^z_j$ in each $j = L, R$:

\[
\hat{N}_j |s_j, m_j, n_j \rangle = n_j |s_j, m_j, n_j \rangle, \quad \hat{S}_j^2 |s_j, m_j, n_j \rangle = s_j(s_j + 1) |s_j, m_j, n_j \rangle, \\
\hat{S}_j^z |s_j, m_j, n_j \rangle = m_j |s_j, m_j, n_j \rangle,
\]

and where the sum $s_j + n_j$ has to be even [29].

It is interesting to compare the results obtained with the two descriptions, described in Sects. II and III. The standard procedure consists in replacing the field operators $\hat{a}_{\alpha_j}^\dagger (\hat{a}_{\alpha_j})$ by c-numbers $\sqrt{N_{\alpha_j}} e^{i\phi_{\alpha_j}} (\sqrt{N_{\alpha_j}} e^{-i\phi_{\alpha_j}})$, to obtain a semiclassical Hamiltonian $H_s$ (see Appendix B). Assuming that the variables $(N_{j\alpha}, \phi_{j\alpha})$ are canonical conjugate, we obtain the equations of motion using Hamilton’s equations $\dot{N}_{j\alpha} = \partial H_s / \partial \phi_{j\alpha}$ and $\dot{\phi}_{j\alpha} = - \partial H_s / \partial N_{j\alpha}$.

Remarkably, the dynamics predicted by these equations and by the mean-field two-mode equations derived in Sec. II is exactly the same, when $J = K$, $U_0 = 2\xi_0$ and $U_2 = 2\xi_2$. Moreover, it is also in agreement with the results reported in Ref. [27], which were obtained in the limit $z_\alpha \sim 0$, $\delta \phi_\alpha \sim 0$, $\Delta \phi L \sim 0$ and $M = 0$.

In the case of only one component, a similar result was derived when the mean-field two-mode approximation was compared with the semiclassical version of the two-site BH Hamiltonian [21].

IV. GROUND STATE PROPERTIES

In this section, first we review the results for the ground state of a spinor $F = 1$ condensate confined in a single well, and then discuss the results found with the double-well.

A. Single well

1. Mean-field description

The Gross-Pitaevskii equations, Eqs. (11), are invariant under the gauge transformation $\Psi \rightarrow e^{i\theta} \Psi$, where $\Psi = (\Psi_{-1}, \Psi_0, \Psi_{+1})$, and any spin rotation $\Psi \rightarrow U(\alpha, \beta, \tau) \Psi$, where $U(\alpha, \beta, \tau) = e^{-iF_{\alpha} \alpha} e^{-iF_{\beta} \beta} e^{-iF_{\tau} \tau}$. $F_i$ are the corresponding spin-1 matrices, and $(\alpha, \beta, \tau)$ the Euler angles [4], that define the spin rotation, with ranges $\theta, \alpha, \tau \in (-\pi, \pi)$ and $\beta \in (-\pi/2, \pi/2)$. This invariance produces a degeneracy in the eigenstates of the Hamiltonian [9].

For the polar case, $c_2 > 0$, the degenerate ground state is:

\[
|\Psi_{g.s.}\rangle_{c_2 \geq 0} = e^{i\theta} \left( \begin{array}{c}
\frac{1}{\sqrt{2}} e^{-i\alpha} \cos \beta \\
\frac{1}{\sqrt{2}} e^{i\alpha} \sin \beta
\end{array} \right),
\]

that have an average number of atoms in the different components of $(N_{-1}, N_0, N_{+1}) = (\sin^2 \beta, 2 \cos^2 \beta, \sin^2 \beta)/2$, depending only on $\beta$.

For the ferromagnetic case, $c_2 < 0$, the ground state set is:

\[
|\Psi_{g.s.}\rangle_{c_2 < 0} = e^{i\theta-\tau} \left( \begin{array}{c}
\frac{1}{\sqrt{2}} e^{i\alpha} \cos \frac{\beta}{2} \\
\frac{1}{\sqrt{2}} e^{-i\alpha} \sin \frac{\beta}{2}
\end{array} \right),
\]

with $(N_{-1}, N_0, N_{+1}) = (\cos^4(\beta/2), (\sin^2 \beta)/2, \sin^4(\beta/2))$.

Note that, for the particular case of $M = 0$, the angle $\beta$ can take any value for $c_2 > 0$ whereas only one value is allowed for $c_2 < 0$, i.e. $\beta = \pi/2$.

2. Quantized description

As the number of particles is fixed, in the quantized Hamiltonian:

\[
H = \frac{U_0}{2} \hat{N} (\hat{N} - 1) + \frac{U_2}{2} (\hat{S}^2 - 2\hat{N}) ,
\]

the only relevant term to find the ground state is the one proportional to $U_2$ [30]. In the following, we consider an even number of particles, although similar arguments apply for an odd $N$.

For $U_2 > 0$, the ground state has the minimal value of $\hat{S}^2$, i.e. $s = 0$, and there is only one possible magnetization $M = 0$. In the basis labeled by $|N_{-1}, N_0, N_{+1}\rangle$, the ground state can be written as [30]:

\[
|\Psi_{g.s.}\rangle = \sum_{k=0}^{N/2} A_k |k, N - 2k, k\rangle ,
\]

\[
A_k = -\sqrt{\frac{N - 2k + 2}{N - 2k + 1}} A_{k-1} ,
\]

which gives an average number of atoms of $\langle \hat{N}_{+1} \rangle = \langle \hat{N}_0 \rangle = \langle \hat{N}_{-1} \rangle = N/3$ and large fluctuations in each component, e.g. $\langle \Delta \hat{N}_0 \rangle \approx 2N/\sqrt{5}$ for $N \gg 1$.

On the other hand, when $U_2 < 0$ the ground state maximizes the pseudo-spin, so that $s = N$, and the magnetization can take any even value from $M = 0$ to $M = \pm N$. These states have the general form:

\[
|\Psi_{g.s.}\rangle = \sum_k B^{(M)}_k |k, N - 2k - M, k + M\rangle ,
\]

and the values of $B^{(M)}_k$ are determined starting from the state $|N, 0, 0\rangle$, which has $M = -N$ and only $B^{(-N)}_N = 1$. 

and applying repeatedly the rising operator \( S(+) \). In this case, the amplitudes \( P^{(M)}_{k(\Lambda)} \) have a narrow distribution around a certain \( k \) value, which indicates that the number of particles in each component is reasonably well defined.

Finally, note that in both cases the BH description is compatible with the mean-field results presented in Sec. [V A 1] when \( N \gg 1 \).

### B. Double-well

#### 1. Mean-field description

To fix ideas and notations, let us first review the results of the mean-field two-mode approximation \([18]\) for a scalar condensate. The Hamiltonian in this case is very simple:

\[
H_{\text{s.c.}} = -\sqrt{1 - z^2} \cos \delta \phi + \Lambda z^2 ,
\]

where \( z \) is the population imbalance, \( \delta \phi \) the phase difference between wells and \( \Lambda = NU_0/(2J) \) is the only free parameter of the system, with \( N \) the number of particles, \( U_0 \) is proportional to the atom-atom scattering length and \( J \) the tunneling rate. The ground state can be found minimizing the Hamiltonian \( H_{\text{s.c.}} \), and has \( \delta \phi = 0 \) and an imbalance that depends on \( \Lambda \): \( z = 0 \) when \( \Lambda \geq -1 \) and \( z = \pm \sqrt{1 - 1/\Lambda^2} \) when \( \Lambda < -1 \). This means that for the critical value \( \Lambda_c = -1 \), the population imbalance of the ground state bifurcates into two different degenerate solutions, each one corresponding to the atomic cloud mostly localized in a different well.

In Fig. [1] we plot the population imbalance of the ground state as a function of \( U_0/J \). For weak interactions, \( z = 0 \) and the condensate has the same amount of atoms in each well. At the bifurcation point, defined by \( \Lambda = \Lambda_c = -1 \), the interaction for \( N = 14 \) is \( U_0/J = -2\Lambda_c/N = -0.143 \), and the population imbalance bifurcates into two different non-zero solutions \( \pm \sqrt{1 - 1/\Lambda^2} \). However, only the positive branch, which corresponds to having more atoms in the left well, is plotted in Fig. [1].

For a spinor \( F = 1 \) condensate with zero magnetization, we obtain the ground state by minimizing the semiclassical two-mode Hamiltonian. We assume that the ground state has the same population imbalance for each component \( \alpha = 0, \pm 1 \), \( z_\alpha \equiv z \), and the same phase difference \( \delta \phi_\alpha = \delta \phi \).

The solution for \( z, \delta \phi \), is the same as in the scalar case but with an interaction parameter \( \Lambda = NU_0/(2J) \) for \( U_2 > 0 \), and \( \Lambda = N(U_0 + U_2)/(2J) \) for \( U_2 < 0 \). In Fig. [2] we plot the bifurcation point, defined by \( \Lambda = \Lambda_c = -1 \), as a function of both \( U_0/J \) and \( U_2/J \).

The distribution in the number of particles and the phase \( \Delta \phi_L \) for the ground state are found to be \((N/2, 0, N/2)\) and \( \Delta \phi_L = \pi \) for \( U_2 > 0 \), and \((N/4, N/2, N/4)\) and \( \Delta \phi_L = 0 \) for \( U_2 < 0 \). These solutions are compatible with the semiclassical results for the single well.
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tion of the interaction the many-body state are plotted in Fig.3 as a function of the interaction $U_0$. For strong interactions the ground state becomes strongly correlated and has two different peaks, each of them centered around an imbalanced Fock state. Finally, the ground state peaks towards large $N_L$, meaning that on average the atoms are more likely to be found in the left well than in the right well. As the interaction is increased, the distribution of $|c_{NL}|^2$ is peaked around a Fock state closer to the state $|N,0\rangle$. It is worth noting that in the quantum case, localization only appears in the thermodynamic limit, when the ground and the first excited states are degenerate and a spontaneous symmetry breaking occurs. However, when the energy spacing between the ground and first excited states becomes smaller than the precision of the numerical calculations, the system behaves as if it had an effective degeneration, and asymmetric states can be achieved. For a fixed number of particles, this phenomenon only occurs when $U_0$ is negative and sufficiently large.

To drive the localization on the left well we intro-

duce a small bias $\varepsilon_L$ and $\varepsilon_R = 0$. The effect of this bias in the localization can be seen in Fig. 1 [1] where we plot the expected value of the population imbalance operator, $\hat{z} = (\hat{N}_L - \hat{N}_R)/N$ and its dispersion $\sigma_z = \sqrt{\langle \hat{z}^2 \rangle - \langle \hat{z} \rangle^2}$, for the ground state for two different values of $\varepsilon_L$. One can see that the population imbalance $z$ depends on the bias, and that the behavior of $z$ and $\sigma_z$ before the symmetry breaking is independent of the bias [12].

This allows us to define a quantum analog of the semiclassical bifurcation point, independent of the bias, as the value of $U_0/J$ where the dispersion $\sigma_z$ has an inflexion point. In Fig. 1 we can see that this point corresponds to $U_0/J \sim -0.2$, and in Fig. 3 we can see that at this value of the interaction the many-body ground state is very broad and approximately goes from having one to two peaks. See Appendix C for an estimation of the value of $U_0$ corresponding to the bifurcation point as a function of $J$ and $N$.

For the spin $F = 1$ condensate, the ground state is found by diagonalizing the BH Hamiltonian Eq. (15) for a fixed number of particles and magnetization. The distribution of the number of particles of this state turns out to be only dependent of the sign of $U_2$ and equal to the distribution found for the single well, described by Eqs. (11) and (13). This is because neither $J$ nor $U_0$ depend on the spin component $m$, and only the $U_2$ term determines the population of the components. Therefore, there are only two relevant parameters to characterize the GS: the total population imbalance $z = \frac{1}{N} \sum_n (\hat{N}_n^L - \hat{N}_n^R)$ and its dispersion $\sigma_z = \sqrt{\langle \hat{z}^2 \rangle - \langle \hat{z} \rangle^2}$. In the following, we focus in the case of $M = 0$.

Applying the same arguments used for the single well, for $U_2 > 0$ the ground state minimizes the pseudo-spin in each side, $s_L = s_R = 0$, so that effectively the $U_2$ term in the Hamiltonian for the ground state reduces to the constant term $-U_2N$. The Hamiltonian is equivalent to a scalar Hamiltonian Eq. (15) with interaction $U_0$, and thus, the bifurcation is independent of $U_2$.

When $U_2 < 0$ the ground state maximizes the pseudo-spin in both sides, so $s_L = N_L$ and $s_R = N_R$, and the spin-changing term of the Hamiltonian reduces to:

$$\frac{U_2}{2} \left[ \hat{N}_L (\hat{N}_L - 1) + \hat{N}_R (\hat{N}_R - 1) \right].$$

This allows us to consider the Hamiltonian as an scalar one, Eq. (15), with an effective interaction $U_0 + U_2$.

The quantum analog of the semiclassical bifurcation is defined in a similar way as in the scalar case, and is taken, for every $U_2/J$, as the value of $U_0/J$ for which $\sigma_z$ has an inflexion point. In Fig. 2 we plot this point for different values of $U_2$, were we can see that for $U_2 > 0$ (top) this point depends on the strength of the interaction in contrast to the mean-field two-mode predictions, also plotted. This means that the many-body state de-localizes when the value of $U_2$ is increased, and at some point, and due to the bias, localizes in the left region of
the Fock space. This discrepancy between the full quantum and the semiclassical two-mode descriptions will be explained in the next section. On the other hand, when \( U_2 < 0 \), the bifurcation point has exactly the same dependence with the strength of \( U_2 \) as the mean-field two-mode prediction.

V. SPIN DRIVEN SYMMETRY BREAKING

To understand why the system delocalizes as we increase the value of \( U_2 \), we study the composition of the ground state of the system. We characterize the seniority of the ground state [31], as the number of pairs of atoms that are coupled to total spin 0 in the many-body state. As we will see in the following, the symmetry breaking described in the previous section is directly linked to the presence of a large amount of spin-zero pairs in the many-body ground state.

It is useful to define the creation operator of a spin singlet:

\[
\hat{\Theta}^\dagger = \hat{a}_{01}^\dagger - 2\hat{a}_{1}^\dagger \hat{a}_{-1}^\dagger ,
\]

which creates a two-particle spin-zero state. It can be applied to the vacuum \( k \) times to produce \( k \) singlets. This state, in the basis defined by (17) is:

\[
|0, 0, 2k\rangle_{j} = \frac{(\hat{\Theta})^{k}_{j}}{y(1) \ldots y(k)} |0, 0, 0\rangle_{j} ,
\]

with \( y(k) = \sqrt{2k(2k+1)} \) and \( j = L, R \).

Fixing the total number of particles \( N \) and the total magnetization \( M \), the basis can be labeled only by four quantum numbers:

\[
|s_L, m_L, n_L\rangle |s_R, m_R, n_R\rangle = |s_L, s_R, m_L, m_R, n_L, n_R\rangle .
\]

In Fig. 2 one can see that the spin interaction influences the occurrence of the bifurcation and its behavior changes depending on the sign of \( U_2 \). The case of \( U_2 < 0 \) is easily understood, since in this regime the spin on each site tends to be as large as possible. When the system starts to localize one can assume that \( \hat{S}_z^2 \approx n_j(n_j + 1) \), so that Eq. (5) reduces to a scalar Bose-Hubbard Hamiltonian with and effective \( U_0 \) given by \( U_0 + U_2 \).

Also for \( U_2 > 0 \), Fig. 2 shows that the spin interaction leads to a bifurcation, but the explanation is not as easy as in the \( U_2 < 0 \) case. The mechanism at the basis of the localization is the creation of local singlets, promoted by the \( U_2 \) term, which competes with the hopping.

To understand this mechanism, let us consider the case of an even number of particles \( N = 2N_S \) with \( U_0 < 0 \), in the limit where \( U_2 \) is the dominant energy term (\( U_2 \gg |U_0|, J \)). We also impose that \( |U_0| < \frac{4J}{N-1} \) i.e. smaller than the critical point for the bifurcation in the equivalent scalar case (see Appendix C). So the following constraints are satisfied \( U_2 \gg J > (N-1)|U_0|/4 \).

In this regime, the hopping can be considered as a perturbation and \( U_0 \) represents the smallest energy scale. The unperturbed Hamiltonian is:

\[
\hat{H}_2 = \frac{U_2}{2} (\hat{S}_L^2 + \hat{S}_R^2) - U_2 \hat{N},
\]

whose ground state is degenerate:

\[
|k\rangle \equiv |s_L = 0, s_R = 0, m_L = 0, n_L = 2k\rangle , \tag{21}
\]

with \( k = 0, 1, \ldots, N_S \). This state represents \( k \) singlets in \( L \) and \( N_S - k \) singlets in \( R \). We note that the term \( H_0 = U_0 \hat{N}_L(\hat{N}_L - \hat{N}_R) + U_0 \hat{N}_R(\hat{N}_R - \hat{N}_L) \) commutes with \( \hat{H}_2 \) so, even if it is the smallest contribution, it can be included in the unperturbed Hamiltonian. Moreover, this term breaks the degeneracy:

\[
(\hat{H}_0 + \hat{H}_2) |k\rangle = \epsilon_0(k) |k\rangle , \tag{22}
\]

with

\[
\epsilon_0(k) = 4U_0 k(k - N_S) + U_0 N_S (2N_S - 1) - 2U_2 N_S . \tag{23}
\]

The aim is to construct an effective perturbative Hamiltonian in this subspace:

\[
H_{\text{eff}} = \sum_{k, k'} \epsilon_{k, k'} |k\rangle \langle k'| . \tag{24}
\]

Since the hopping term destroys a singlet, allowing one particle to move from one site to the other, in order to remain in the singlet subspace the first contribution to the effective Hamiltonian will be of second order in \( J \). Following [32], the form of the effective Hamiltonian is:

\[
H_{\text{eff}} = \sum_{k} \epsilon_0(k) |k\rangle \langle k| - \frac{J^2}{2} \sum_{k, k'} |k\rangle \hat{H}_J \left[ \sum_{\alpha} \left( \frac{1}{\epsilon_0(\alpha) - \epsilon_0(k)} + \frac{1}{\epsilon_0(\alpha) - \epsilon_0(k')} \right) |\psi_\alpha\rangle \langle \psi_\alpha| \right] \hat{H}_J |k'\rangle \langle k'| , \tag{25}
\]

where

\[
\hat{H}_J = \sum_{\sigma = 0, \pm 1} \left( \hat{a}_{L, \sigma}^\dagger \hat{a}_{R, \sigma} + \hat{a}_{R, \sigma}^\dagger \hat{a}_{L, \sigma} \right), \tag{26}
\]

and \( |\psi_\alpha\rangle \) are intermediate states with one singlet broken.
but still eigenstates of \( \hat{H}_0 + \hat{H}_2 \) with
\[
(\hat{H}_0 + \hat{H}_2) |\psi_\alpha\rangle = \epsilon_0(\alpha) |\psi_\alpha\rangle.
\] (27)

In our case, \( \alpha \) corresponds to a set of indexes \( \{\sigma, \gamma, k\} \) characterizing the intermediate states:
\[
|\psi_{\sigma,\gamma,k}\rangle = |s_L = 1, s_R = 1, m_L = \sigma, n_L = 2k + \gamma\rangle,
\] (28)
with \( \sigma = 0, \pm 1 \) and \( \gamma = \pm 1 \). Note that \( |\sigma, 1, k\rangle = |\sigma, -1, k + 1\rangle \) and \( |\sigma, -1, k\rangle = |\sigma, 1, k - 1\rangle \). So the form of the effective Hamiltonian is:
\[
H_{\text{eff}} = \sum_k \left[ D(k) |k\rangle \langle k| + T(k) (|k - 1\rangle \langle k| + |k\rangle \langle k - 1|) \right]
\] (29)
with
\[
D(k) = \epsilon_0(\alpha) - 3J^2 \left( \frac{f^2(k)}{\Delta_{k,1}} + \frac{g^2(k)}{\Delta_{k,-1}} \right),
\] (30)
\[
T(k) = -\frac{J^2}{2} f(k - 1) g(k) \left( \frac{1}{\Delta_{k,1}} + \frac{1}{\Delta_{k,-1}} \right),
\] (31)
\[
f(k) = \frac{1}{3} \sqrt{2(3N_S + k(2N_S - 3 - 2k))},
\] (32)
\[
g(k) = \frac{1}{3} \sqrt{2(k(2N_S + 3 - 2k))},
\] (33)
\[
\Delta_{k,\gamma} = \epsilon_0(\gamma, k) - \epsilon_0(\alpha) = 2U_2 + \gamma U_0 \delta(k + \gamma - 2N_S).
\] (34)

This Hamiltonian resembles the scalar one but with the singlets playing the role of the particle (see Appendix C). The hopping term is of the order of \( \frac{T^2}{U_2^2} \). It is possible to see numerically that, for \( U_0 = 0 \), the ground state energy of \( H_{\text{eff}} \) scales as:
\[
E_{\text{eff}}^0(U_0 = 0) = -\frac{J^2}{U_2} N_S^2,
\] (35)
where \( c \) is a constant of the order of \( c \simeq 0.7 \). The presence of \( U_0 \) will give a correction
\[
E_{\text{eff}}^1 = U_0 N_S (N_S - 1).
\] (36)
As in the scalar case, \( E_{\text{eff}}^0 + E_{\text{eff}}^1 \) has to be compared with the atomic limit \( \frac{T^2}{U_2^2} = 0 \), giving \( \epsilon_0(0) = U_0 N_S (2N_S - 1) \). So the condition for the bifurcation is:
\[
E_{\text{eff}}^0 + E_{\text{eff}}^1 \simeq U_0 N_S (2N_S - 1),
\] (37)
which reads:
\[
\frac{J^2}{U_2|U_0|} \simeq c.
\] (38)

It is worth stressing that these expansion is only valid for an even number of particles. Here, in contrast to what happens in the scalar case, the bifurcation condition seems independent on the number of particles. This is not completely true, because the condition \( |U_0| < 4J/(N - 1) \) makes sense only if the bifurcation is not reached in the corresponding scalar case. This means that, according to (38), \( |U_0| < 4J/(N - 1) \), and for large \( N \) the bifurcation needs higher values of \( U_2 \) to occur. In the limit of \( N \rightarrow \infty \), there is no distinction between even and odd filling.

The BH model has been studied numerically by Davidson diagonalization method which allows to find the lowest eigenstates of sparse matrices. The diagonalization is carried out in the subspaces with fixed \( N \) and \( M \). In all the simulations we take a bias \( \varepsilon_L = 10^{-9} \) and \( \varepsilon_R = 0 \).

One can write the ground state isolating the terms including singlets in \( L, R \) or both.

\[
|GS\rangle = \sum_k c_k |0,0,2k\rangle_L |0,0,N-k\rangle_R + \sum_k d_k^L |0,0,2k\rangle_L |\nu_k\rangle_R + \sum_k d_k^R |\nu_k\rangle_L |0,0,2k\rangle_R + |\phi_0\rangle,
\] (39)
where \( |\nu_k\rangle \) and \( |\phi_0\rangle \) are not singlet states, i.e. they do not have the form (18). The component in which both sites are populated only by singlets is referred as pure singlet component, meaning that it lies in the subspace of singlets defined in the perturbative expansion. So, we can define the average density of pure singlets on site \( L \) as
\[
n_{ps}^L = \frac{2}{N} \sum_k |c_k|^2,
\] (40)
and the average density of total singlets on site \( L \) as
\[
n_s^L = \frac{2}{N} \sum_k \left( |c_k|^2 + |d_k|^2 \right).
\] (41)
Clearly, if the number of bosons is odd, \( n_{ps}^L = 0 \) and singlets can be created only in one site.

Here, we fix a value of \( U_0 \) corresponding to a state out of the bifurcation in the scalar case, and increase the value of \( U_2 \). In Fig. 3 (a) and (c) we plot the value of \( n_{ps}^L \) for an even number of particle as a function of \( U_2 \). As expected, increasing \( U_2 \) the density of pure singlets grows and saturates to one, confirming the validity of the Hilbert space truncation we did in the perturbative expansion. In the same plots, the population imbalance and its dispersion are also reported, showing the occurrence of a quantum analogous to the bifurcation. As discussed in Sec. IV B, the bifurcation can be characterized by the inflection point of the dispersion, which appears when almost all the population is constituted by singlets. The exact dispersion is compared with the one obtained from the effective Hamiltonian, showing a good agreement.

As previously commented, for any finite number of particles, no localization should occur since the spatial
symmetry is not broken. Nevertheless, after the bifurcation point, the small symmetry breaking induced by the bias is sufficient to localize the condensate. When this occurs, the dispersion of the imbalance drops abruptly. This phenomenon appears evident looking at the density distribution of the $L$-site (Figs. 5 (a) and (c)). Here, we observe that the density, symmetric and unimodal for small $U_2$, spreads when increasing $U_2$. At the same time the odd occupation probabilities are suppressed because of the population of singlets. At the inflection point, the density becomes flat and starts to be bimodal. Then, the bias causes the localization on the left well.

On the other hand, the same analysis can be done for an odd number of particles (Figs. 4 and 5 (b) and (d)). Here, as stressed before, there are no pure singlets components and the density of total singlet is plotted, showing a saturation to $1/2$. No bifurcation appears and the imbalance dispersion does not have inflection points. This difference between the even and odd cases disappears for a large number of particles when no bifurcation should occur, recovering the semiclassical picture where the bifurcation is independent on $U_2$.

VI. SUMMARY AND CONCLUSIONS

We have studied a spin-1 condensate in a double-well using two-mode approaches of both a mean-field and a fully quantized descriptions. First we have presented the mean-field two-mode equations, which conform a system of eight coupled non-linear equations relating the independent variables of the problem. These equations have been used to describe the main features of the ground state, and in future works, will be used to explore in more detail the dynamics of this system.

Then, starting from the two-site Bose-Hubbard Hamiltonian we have recovered a semiclassical Hamiltonian, and we have found, as expected, that the equations of motion derived from the latter are equivalent to those of the mean-field two-mode approximation.

We have focused in the study of the ground state properties, and we have found that, for both the mean-field two-mode and the two-site BH descriptions, the number of particles of each component only depends on the sign of the spin-dependent interaction, $U_2$. In each description, the population distribution on each component is equivalent to the corresponding single well distribution, i.e. described by Eqs. (8) and (9) for the mean-field and
FIG. 5: Representation of the ground state of a spinor condensate. The color corresponds to the value of the coefficients $|c_{NL}|^2$, which are plotted as a function of the number of particles in the left well $N_L$ and the interaction $U_2/J$, for $N = 14$ (a), $N = 15$ (b), $N = 30$ (c) and $N = 31$ (d). In all figures we take $\varepsilon_L/J = 10^{-6}$ and $\varepsilon_R/J = 0$.

by Eqs. (11) and (13) for the fully quantized description.

Furthermore, we have analyzed the problem of spatial symmetry breaking driven by the spin. For $M = 0$, when $U_2 < 0$ the dependence of the bifurcation with the interactions is well understood and characterized by the mean-field theory. However, when $U_2 > 0$ the BH model shows a dependence with $U_2$ that the mean-field does not capture. This bifurcation is related to the creation of spin singlets, which drives the symmetry breaking in the system. We have derived an effective Hamiltonian in the double-well potential that describes accurately this transition, and relates it to the total population imbalance and its dispersion.
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Appendix A: Equations for the Two-mode approximation to the time-dependent GP equations

The two-mode equations for a spinor $F = 1$ condensate confined in a symmetric double-well potential are a system of eight coupled non-linear differential equations relating the population imbalance and the phase difference of each component $\alpha = 0, \pm 1$, defined by

$$z_\alpha(t) = \frac{N_{\alpha L}(t)}{N_\alpha(t)} - \frac{N_{\alpha R}(t)}{N_\alpha(t)},$$

$$\delta\phi_\alpha(t) = \phi_{\alpha R}(t) - \phi_{\alpha L}(t),$$

the population of the $m = 0$ component, $N_0(t)$, and the phase $\Delta\phi_L(t) = 2\phi_{0 L}(t) - \phi_{-1 L}(t) - \phi_{+1 L}(t)$. The equations obtained, neglecting crossed terms of the left and right modes of the order larger than 1, are are:
\[ h\dot{z}_{-1} = -2K \sqrt{1 - z_{-1}^2} \sin \delta \phi_{-1} + \frac{\xi_2 N_0 \sqrt{N_{-1}N_{+1}}}{N_{-1}} \left[ (1 - z_{-1}) \sqrt{(1 + z_{-1})(1 + z_{+1})(1 + z_0)} \sin \Delta \phi_L 
abla \right. \\
\left. - (1 + z_{-1}) \sqrt{(1 - z_{-1})(1 - z_{+1})(1 - z_0)} \sin \Delta \phi_R \right] \]

\[ h\dot{z}_{+1} = -2K \sqrt{1 - z_{+1}^2} \sin \delta \phi_{+1} + \frac{\xi_2 N_0 \sqrt{N_{-1}N_{+1}}}{N_{-1}} \left[ (1 + z_{+1}) \sqrt{(1 + z_{-1})(1 + z_{+1})(1 + z_0)} \sin \Delta \phi_L 
abla \right. \\
\left. - (1 + z_{+1}) \sqrt{(1 - z_{-1})(1 - z_{+1})(1 - z_0)} \sin \Delta \phi_R \right] \]

\[ h\dot{z}_0 = -2K \sqrt{1 - z_0^2} \sin \delta \phi_0 - 2\xi_2 \sqrt{N_{-1}N_{+1}} (1 - z_{+1}) \left[ \sqrt{(1 + z_{-1})(1 + z_{+1})(1 + z_0)} \sin \Delta \phi_L 
abla \right. \\
\left. + \sqrt{(1 - z_{-1})(1 - z_{+1})(1 - z_0)} \sin \Delta \phi_R \right] \]

\[ h\dot{\phi}_{-1} = 2\xi_0 \sum_{\alpha} N_{\alpha} z_{\alpha} + 2K \frac{z_{-1}}{1 - z_{-1}^2} \cos \delta \phi_{-1} + \xi_2 \left( N_{-1}z_{-1} + N_0z_0 - N_{+1}z_{+1} \right) 
abla \]

\[ h\dot{\phi}_{+1} = 2\xi_0 \sum_{\alpha} N_{\alpha} z_{\alpha} + 2K \frac{z_{+1}}{1 - z_{+1}^2} \cos \delta \phi_{+1} + \xi_2 \left( -N_{-1}z_{-1} + N_0z_0 + N_{+1}z_{+1} \right) 
abla \]

\[ h\dot{\phi}_0 = 2\xi_0 \sum_{\alpha} N_{\alpha} z_{\alpha} + 2K \frac{z_0}{1 - z_0^2} \cos \delta \phi_0 + \xi_2 \left( N_{-1}z_{-1} + N_{+1}z_{+1} \right) 
abla \]

\[ h\dot{N}_0 = -2\xi_2 N_0 \sqrt{N_{-1}N_{+1}} \left[ \sqrt{(1 + z_{-1})(1 + z_{+1})(1 + z_0)} \sin \Delta \phi_L 
abla \right. \\
\left. + \sqrt{(1 - z_{-1})(1 - z_{+1})(1 - z_0)} \sin \Delta \phi_R \right] \]

\[ h\dot{\phi}_L = \xi_2 \left[ N_0 - N_{-1} - N_{+1} + N_0z_0 - N_{-1}z_{-1} - N_{+1}z_{+1} \right] 
abla \\
+ 2K \sqrt{\frac{1 - z_0}{1 + z_0}} \cos \delta \phi_0 - K \sqrt{\frac{1 - z_{-1}}{1 + z_{-1}}} \cos \delta \phi_{-1} - K \sqrt{\frac{1 - z_{+1}}{1 + z_{+1}}} \cos \delta \phi_{+1} 
abla \\
- \xi_2 \sqrt{N_{-1}N_{+1}} \sqrt{(1 + z_{-1})(1 + z_{+1})} \cos \Delta \phi_L \left[ 4 - \frac{N_0(1 + z_0)}{N_{-1}(1 + z_{-1})} - \frac{N_0(1 + z_0)}{N_{+1}(1 + z_{+1})} \right] \]

(A5)

where the parameter

\[ K = -\int d^3r \left[ \frac{\hbar^2}{2M} \nabla \Phi_L \cdot \nabla \Phi_R + \Phi_L V_{\text{ext}} \Phi_R \right] \]  

(A6)

\[ \xi_{0(2)} = \frac{c_{0(2)}}{2} \int d^3r \Phi_L^4(\vec{r}) = \frac{c_{0(2)}}{2} \int d^3r \Phi_L^4(\vec{r}) \]  

(A7)
is proportional to the strength of the atom-atom interaction in each well.

Note that there are only 8 independent variables, as the phase $\Delta \phi_R(t) = 2\phi_0R(t) - \phi_{-1R}(t) - \phi_{+1R}(t)$ can be written as a function of $\Delta \phi_L$ and $\delta \phi_R$, and for a given number of particles $N$ and magnetization $M$, the population of the other components is known $N_{\pm 1}(t) = (N - N_0(t) \pm M)/2$.

These equations reduce to the standard two-mode equations for the scalar case \textsuperscript{18} when $N_0 = N_{-1} = 0$

and to the binary mixture without particle interchange when $N_0 = 0$ and $c_2 = 0$ \textsuperscript{18}.

\textbf{Appendix B: Semiclassical BH Hamiltonian}

The semiclassical approximation to the BH Hamiltonian Eq. (5) gives the semiclassical Hamiltonian:

\begin{align*}
H_c &= -2J \sum_{\alpha = 0, \pm 1} \sqrt{N_{\alpha L}N_{\alpha R}} \cos \delta \phi_{\alpha} + \frac{U_0}{2} (N_{L}^2 + N_{R}^2) \\
&+ \frac{U_2}{2} \left[ (N_{+1, L} - N_{-1, L})^2 + (N_{+1, L} + N_{-1, L})(2N_{0, L} + 1) + 2N_{0, L} + 4N_{0, L} \sqrt{N_{+1, L}N_{-1, L}} \cos \Delta \phi_{L} \\
&+ (N_{+1, R} - N_{-1, R})^2 + (N_{+1, R} + N_{-1, R})(2N_{0, R} + 1) + 2N_{0, R} + 4N_{0, R} \sqrt{N_{+1, R}N_{-1, R}} \cos \Delta \phi_{R} \right].
\end{align*} \textsuperscript{B1}

\textbf{Appendix C: Scalar BH model: estimation of the bifurcation point}

The scalar two-site BH model for $N$ particles is

\begin{equation}
H = -J \left( \hat{a}_L^\dagger \hat{a}_R + \hat{a}_R^\dagger \hat{a}_L \right) + U_0 \hat{n}_R \hat{n}_L + \frac{U_0}{2} \left( \hat{n}_R - \hat{n} \right), \tag{C1}
\end{equation}

where the last term can be considered as a constant since it commutes with the whole Hamiltonian. The Hilbert space is spanned by the complete basis

\begin{equation}
|n_R \rangle |n_L \rangle = |n_R \rangle |N - n_R \rangle, \tag{C2}
\end{equation}

which, being labeled by only one quantum number, can be denoted as

\begin{equation}
|\nu \rangle = |n_R \rangle |N - n_R \rangle, \tag{C3}
\end{equation}

with $\nu = n_R = 0, 1, \ldots, N$. In terms of projectors the Hamiltonian reads

\begin{equation}
H = \sum_{\nu = 0}^{N} \left[ T_\nu(\nu) |\nu - 1 \rangle \langle \nu| + |\nu \rangle \langle \nu - 1| \right] \\
+ D_\nu(\nu) |\nu \rangle \langle \nu |, \tag{C4}
\end{equation}

with

\begin{equation}
D_\nu(\nu) = U_0 \left[ \nu (\nu - N) + \frac{N}{2} (N - 1) \right], \tag{C5}
\end{equation}

\begin{equation}
T_\nu(\nu) = -J \sqrt{\nu(N + 1 - \nu)}, \tag{C6}
\end{equation}

For $U_0 < 0$ there is a bifurcation point where the ground state starts to be self trapped. Here we give a raw estimation of the value of this point. To start with, since the bifurcation occurs for $|U_0| \ll J$, we consider the free particle case with the interaction to be treated as a perturbation.

For $U_0 = 0$ the ground state has energy

\begin{equation}
E_0 = -JN, \tag{C7}
\end{equation}

the interaction can be added perturbatively

\begin{equation}
E_1 = U_0 \frac{N(N - 1)}{4}. \tag{C8}
\end{equation}

In the other limit, $J = 0$, the ground state is degenerate with energy

\begin{equation}
\epsilon_0 = U_0 \frac{N}{2} (N - 1), \tag{C9}
\end{equation}

with a zero correction in the first order in t. Bifurcation is expected to occur when

\begin{equation}
E_0 + E_1 \simeq \epsilon_0. \tag{C10}
\end{equation}

So, the bifurcation condition is given by

\begin{equation}
\frac{(N - 1) |U_0|}{4J} \simeq 1. \tag{C11}
\end{equation}

For $N \rightarrow \infty$, the bifurcation occurs also for an infinitesimal value of $U_0$. 
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