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Abstract

For each closed surface Σ of genus $g \geq 3$, we find a finite subcomplex of the separating curve complex that is rigid with respect to incidence-preserving maps.

1 Introduction

This paper is about rigidity properties of the complex $C^*(\Sigma)$ of separating curves on a closed, oriented surface $\Sigma$ of genus $g \geq 3$.

For a subcomplex $Z \subset C^*(\Sigma)$, a simplicial map $\phi : Z \to C^*(\Sigma)$ is said to be incidence preserving if $i(\alpha, \beta) \neq 0$ implies that $i(\phi(\alpha), \phi(\beta)) \neq 0$ for vertices $\alpha, \beta$ of $Z$. Here $i(\cdot, \cdot)$ denotes the geometric intersection number (see §2 for definitions).

The goal of this paper is to prove the following result.

**Theorem A** (Finite rigid set of separating curves). Fix a closed, oriented surface $\Sigma$ of genus $g \geq 3$. There is a finite subcomplex $Y^* \subset C^*(\Sigma)$ such that any incidence-preserving map $\phi : Y^* \to C^*(\Sigma)$ is induced by an extended mapping class, i.e. there exists $h \in \text{Mod}^\pm(\Sigma)$ such that $h|_{Y^*} = \phi$. Furthermore, $h$ is unique.

The construction of $Y^*$ is explicit and is given in §3. We assume $g \geq 3$ because the $C^*(\Sigma_2)$ is discrete and $C^*(\Sigma_1)$ is empty. We also note that the case $g = 3$ is easy because we can take $Y^*$ to be a single vertex. Below we restrict to $g \geq 4$, an assumption necessary for our argument.

**Remark 1.1** (Incidence preserving vs. superinjective). Incidence-preserving maps $C^*(\Sigma) \to C^*(\Sigma)$ are typically called superinjective maps in the literature. This terminology originates in work of Irmak [Irm04]. We do not use the term “superinjective” because it would be misleading, since for general $Z \subset C^*(\Sigma)$, an incidence-preserving map $Z \to C^*(\Sigma)$ need not be injective.

**Remark 1.2** (Similar rigidity results). Theorem A may be viewed as a “hybrid” of two results.

- In [AL13], Aramayona–Leininger construct a finite subcomplex $X$ of the curve complex $C(\Sigma)$ with the property that any locally injective map $X \to C(\Sigma)$ is induced by an extended mapping class.
- In [BM04], Brendle–Margalit prove that any incidence-preserving map $C^*(\Sigma) \to C^*(\Sigma)$ is induced by an extended mapping class.
These results have as common ancestor Ivanov’s rigidity result Aut(C(Σ)) ∼= Mod±(Σ) (see [Iva97]), which itself is motivated by the fundamental theorem of projective geometry.

For other results about finite rigid subcomplexes, see Shinkle’s work [Shi20, Shi21].

One may view Theorem A (and the similar aforementioned rigidity results) as curve-complex analogues of the fact that an isometry of a Riemannian manifold is determined by its values on a small open set.

**Remark 1.3** (Different notions of rigidity). For the subcomplex Ys constructed in the proof of Theorem A, one can ask if any locally injective map Ys → C*(Σ) is induced by an extended mapping class, in analogy to the result of [AL13]. We do not know whether or not this is true, and it seems difficult to prove using the same strategy as [AL13].

Theorem A raises two questions:

**Question 1.4.** Is the finite rigid subset Ys ⊂ C*(Σ) produced in Theorem A homologically nontrivial in C*(Σ)?

The analogue of Question 1.4 for the Aramayona–Leininger rigid set X ⊂ C(Σ) is asked in [AL13, Question 2] and is answered by Birman–Broaddus–Menasco [BBM15]. One difficulty in answering Question 1.4 is that the homotopy type of C*(Σ) is not completely known. Looijenga proved that C*(Σ) is (g − 3)-connected [Loo13], and Looijenga and van der Kallen [vdKL11] proved that the quotient C*(Σ)/Ig by the Torelli group is homotopy equivalent to a wedge of (g − 2)-dimensional spheres. The complex Ys that we define has dimension 2g − 4, which is equal to the dimension of C*(Σ).

In §7, we construct a rigid set in the genus-3 separating curve complex that is homotopy equivalent to a wedge of 21 circles. This gives a very concrete example to test Question 1.4.

**Question 1.5.** Does there exist finite rigid subsets of C*(Σ) of arbitrarily large diameter?

The analogue of Question 1.5 for C(Σ) is asked in [AL13, Question 1] and answered affirmatively in [AL16].

### 1.1 Strategy of the proof

To define Ys, we first define a subcomplex Y of the (full) curve complex C(Σ), and then we define Ys = Y ∩ C*(Σ) (see §3). The proof proceeds in the following steps.

**Step 1 (rigidity of Y).** We show that any locally injective map Y → C(Σ) is induced by a mapping class (Proposition 4.1). To prove this, we use that our Y contains the finite rigid set X ⊂ C(Σ) of Aramayona–Leininger [AL13]. Although rigidity is not generally inherited by supersets, we can show Y is rigid by showing that each element of Y \ X is uniquely determined (in the sense of [AL13, Defn. 2.1]) by a subset of X.

Given Step 1, we would like to show that any incidence-preserving map φ : Ys → C*(Σ) extends to a locally injective map φ : Y → C(Σ). For then Step 1 implies that φ, and hence φ, is induced by an extended mapping class h. Furthermore, h is unique by the uniqueness part of [AL13, Thm. 5.1].
To define an extension, we need to define $\tilde{\phi}(y)$ for nonseparating curves. We do this using sharing pairs (defined by Brendle–Margalit [BM04, §4]), which give a way to specify a nonseparating curve by a pair of genus-1 separating curves. The key to using sharing pairs to define the extension is showing that certain sharing pairs are preserved under incidence-preserving maps and that the image is independent of our choice of the sharing pair.

**Step 2 (sharing pairs are preserved).** An incidence-preserving map $\phi : Y^s \to C^s(\Sigma)$ sends certain sharing pairs to sharing pairs (Theorem 5.2). In order to prove this, we also show that $\phi$ preserves the genus of each curve in $Y^s$ (Theorem 5.1). The proofs of these statements are intertwined: cases of Theorem 5.2 are used to prove cases of Theorem 5.1 which are used to prove other cases of Theorem 5.2, and so on. A key tool in this analysis is the characterization of sharing pairs given in [BM04, Lem. 4.1].

**Step 3 (extending from $Y^s$ to $Y$).** Any incidence-preserving map $\phi : Y^s \to C^s(\Sigma)$ extends to a locally-injective map $\tilde{\phi} : Y \to C(\Sigma)$ (Theorem 6.1). Given $\phi$, for $y \in Y \setminus Y^s$, we define $\tilde{\phi}(y)$ to be the curve shared by $\phi(\alpha), \phi(\beta)$, where $\alpha, \beta$ are a sharing pair for $y$. We need to prove that $\tilde{\phi}$ is well-defined, simplicial, and locally injective. The proofs of these statements build on the results of Step 2. An important ingredient is to show that $\tilde{\phi}$ preserves (certain) chains of nonseparating curves (Lem. 6.6).

Steps 2 and 3 are fairly involved and are at the technical heart of the paper.

**Remark 1.6 (Comparison with [BM04]).** Steps 2 and 3 above are similar to steps in an argument of Brendle–Margalit [BM04, §4] (part of which was corrected by Kida [Kid13, §5]) that proves that an incidence-preserving map $C^s(\Sigma) \to C^s(\Sigma)$ extends to an incidence preserving map $C(\Sigma) \to C(\Sigma)$. One difference in replacing the domain $C^s(\Sigma)$ by a finite subcomplex $Z$ is that this greatly reduces the flexibility of certain constructions. As a simple example if $\alpha \neq \beta$ are disjoint separating curves, then it is easy to prove that there is another separating curve $\gamma$ with $i(\alpha, \gamma) \neq 0$ and $i(\beta, \gamma) = 0$. But this fact is not generally true if $\alpha, \beta, \gamma$ are restricted to a finite subcomplex $Z \subset C^s(\Sigma)$. This is related to the fact that an incidence-preserving map on a finite subcomplex is not generally injective (c.f. Remark 1.1).

**Acknowledgements.** The authors thank C. Leininger and D. Margalit for several helpful comments on a draft of this paper.

## 2 Background and terminology

### 2.1 Curves and curve complexes

An essential simple closed curve $\alpha \subset \Sigma$ is an embedded circle that does not bound a disk. The curve complex $C(\Sigma)$ is the simplicial complex with a vertex for each isotopy class of essential, simple closed curve on $\Sigma$ and a $k$-simplex for every collection of $(k + 1)$ isotopy classes that can be realized disjointly on $\Sigma$. See e.g. [FM12, §4.1]. Below “curve” always means “essential simple closed curve”. We will usually not distinguish between a curve an its isotopy class.
A curve $\alpha \subset \Sigma$ is separating if $\Sigma \setminus \alpha$ is disconnected. The genus of a separating curve $\alpha \subset \Sigma$ is the minimum genus of the two components of $\Sigma \setminus \alpha$. The separating curve complex $C^s(\Sigma) \subset C(\Sigma)$ is defined as the subcomplex spanned by separating curves.

For a pair of isotopy classes of curves $\alpha, \beta$, the geometric intersection number $i(\alpha, \beta)$ is the minimum of $|a \cap b|$ over all representatives $a \in \alpha$ and $b \in \beta$. See [FM12, §1.2]. Whenever working with curves $\alpha, \beta \subset \Sigma$, we always assume that they are in minimal position, i.e. realize the geometric intersection number of their isotopy classes. If $i(\alpha, \beta) = 0$, we say that $\alpha$ and $\beta$ are disjoint; otherwise we say that $\alpha$ and $\beta$ intersect.

A chain is a sequence of curves $(x_1, \ldots, x_n)$ such that

$$i(x_j, x_k) = \begin{cases} 1 & \text{if } |k - j| = 1 \\ 0 & \text{else} \end{cases}.$$

Given a chain, we use $N(x_1 \cup \cdots \cup x_n)$ to denote a regular neighborhood. The boundary $\partial N(x_1 \cup \cdots \cup x_n)$ is a simple closed curve when $n$ is even, and a bounding pair when $n$ is odd. We will frequently use chains to define curves on $\Sigma$; furthermore, in our pictures we will often indicate a curve by drawing a chain defining it, rather than drawing the curve itself.

### 2.2 Locally injective and incidence-preserving maps

A simplicial map $f : Z_1 \to Z_2$ is locally injective if the restriction to the star of every vertex is injective. When $Z_2$ is a curve complex and $Z_1 \subset Z_2$ is a subcomplex, this criterion in particular implies that if $\alpha \neq \beta$ are disjoint curves, then also $f(\alpha) \neq f(\beta)$ are disjoint curves.

Given a subcomplex $Z \subset C^s(\Sigma)$, a simplicial map $\phi : Z \to C^s(\Sigma)$ is incidence-preserving if $i(\alpha, \beta) \neq 0$ implies that $i(\phi(\alpha), \phi(\beta)) \neq 0$ for $\alpha, \beta \in Z$. Note that for a simplicial map $i(\alpha, \beta) = 0$ implies that $i(\phi(\alpha), \phi(\beta)) = 0$, so for incidence preserving maps we have $i(\alpha, \beta) = 0$ if and only if $i(\phi(\alpha), \phi(\beta)) = 0$.

The proof of the following lemma is easy using the definitions; see [Irm04, Lem. 3.1]

**Lemma 2.1.** Fix $Z \subset C^s(\Sigma)$. Assume that whenever $\alpha, \beta \in Z$ and $i(\alpha, \beta) = 0$ then exists $\gamma \in Z$ so that $i(\alpha, \gamma) = 0$ and $i(\beta, \gamma) \neq 0$. Then any incidence-preserving map $Z \to C^s(\Sigma)$ is injective.

### 2.3 Sharing pairs and spines

For a nonseparating curve $y \subset \Sigma$, we say that curves $\alpha_1, \alpha_2$ are a sharing pair that shares $y$ if (1) $\alpha_1, \alpha_2$ are genus-1 curves; (2) if $\Sigma_j$ denotes the genus-1 subsurfaces bounded by $\alpha_j$, then $\Sigma_1 \cap \Sigma_2$ is an annulus containing $y$; and (3) the complement of $\Sigma_1 \cup \Sigma_2$ in $\Sigma$ is connected.

It is often convenient to specify a sharing pair by a choice of spine. A triple $(x_1, y, x_2)$ of curves is called a spine if $i(x_j, y) = 1$ and $i(x_1, x_2) \leq 1$. If $(x_1, y, x_2)$ is a spine, then $\alpha_1 := \partial N(x_1 \cup y)$ defines a sharing pair. We call $(x_1, y, x_2)$ a spine of the sharing pair $\alpha_1$ and $\alpha_2$. For example, a chain of length 3 is the spine of a sharing pair.
Remark 2.2. We will only ever need to use spines that are actually chains. Nevertheless, we will continue to use this more general notion to make it easier to reference the results of [BM04] that we use.

The following lemma from [BM04, Lem. 4.1] gives a characterization of sharing pairs in terms of genus and intersection data of curves. The subsequent Corollary 2.5 gives a checkable condition for showing that an incidence-preserving map preserves sharing pairs.

**Lemma 2.3** (Brendle–Margalit). Assume \( \Sigma \) has genus \( \geq 4 \). Let \( \alpha, \beta \) be genus-1 separating curves in \( \Sigma \). Then \( (\alpha, \beta) \) is a sharing pair if and only if there exist separating curves \( w, x, y, z \) in \( \Sigma \) with the following properties: \( z \) bounds a genus-2 subsurface \( \Sigma_z \); \( \alpha \) and \( \beta \) are in \( \Sigma_z \) and intersect each other; \( x \) and \( y \) are disjoint; \( w \) intersects \( z \), but not \( a \) and not \( b \); \( x \) intersects \( a \) and \( z \), but not \( b \); \( y \) intersects \( b \) and \( z \), but not \( a \).

We say that the curves \( w, x, y, z \) certify that \( (\alpha, \beta) \) are a sharing pair.

**Remark 2.4.** The condition that \( z \) has genus 2 is the only place where genus \( g \geq 4 \) is needed in Lemma 2.3 (for \( g = 3 \), all separating curves have genus 1).

**Corollary 2.5.** Let \( Z \subset C^s(\Sigma) \) be a subcomplex, and fix an incidence-preserving map \( \phi : Z \to C^s(\Sigma) \). Let \( \alpha, \beta \in Z \) be a sharing pair certified by \( w, x, y, z \in Z \). Suppose that \( \phi(\alpha), \phi(\beta) \) are genus-1 curves, that \( \phi(z) \) is a genus-2 curve, and that \( \phi(\alpha) \) and \( \phi(\beta) \) are in the genus-2 subsurface bounded by \( \phi(z) \). Then \( \phi(\alpha), \phi(\beta) \) is a sharing pair.

**Proof.** By Lemma 2.3, it suffices to show that \( \phi(x), \phi(y), \phi(z), \phi(w) \) certify that \( \phi(\alpha), \phi(\beta) \) is a sharing pair. This is true because \( \phi(\alpha) \) and \( \phi(\beta) \) are in the genus-2 subsurface bounded by \( \phi(z) \) by assumption and because incidence-preserving maps preserve whether two curves are disjoint or intersect.

### 2.4 (Extended) mapping class group

The **mapping class group** \( \text{Mod}(\Sigma) := \pi_0(\text{Homeo}^+(\Sigma)) \) is the group of isotopy classes of orientation-preserving homeomorphisms of \( \Sigma \). The **extended mapping class group** \( \text{Mod}^+(\Sigma) = \pi_0(\text{Homeo}(\Sigma)) \) is an index-2 super-group that includes orientation-reversing mapping classes. It is necessary for us to consider \( \text{Mod}^+(\Sigma) \) because the automorphism group of \( C(\Sigma) \) is \( \text{Mod}^+(\Sigma) \) [Iva97].

### 3 The finite rigid set of separating curves

In this section we give the construction of the subcomplex \( Y^s \subset C^s(\Sigma) \) in Theorem A. The complex \( Y^s \) will be defined as \( Y \cap C^s(\Sigma) \) for a certain subcomplex \( Y \subset C(\Sigma) \).
We define $Y$ as the subcomplex spanned by a certain set of vertices. For ease of exposition, we will not distinguish between $Y$ and its set of vertices. In particular, we will define

$$Y = C \cup S \cup B \cup U \cup V,$$

where $C, S, B, U, V$ are certain collections of curves on $\Sigma$. We proceed now to define these curves.

**Chain, separating, and bounding pair curves.** Let $C = \{c_0, \ldots, c_{2g+1}\}$ denote the chain of curves in Figure 2.

![Figure 2: Left: chain curves in $C$. Right: sample curves in $S$ and $B$.](image)

It is convenient to identify $\{0, \ldots, 2g + 1\} \cong \mathbb{Z}/(2g + 2)\mathbb{Z}$, and define an interval $J \subset \{0, \ldots, 2g + 1\}$ to be a sequence of consecutive equivalence classes. Sometimes we write $[i, j]$ for the interval $\{i, i+1, \ldots, j\}$. For an interval $J$, define $c_J = \bigcup_{j \in J} c_j$ and $s_J = \partial N(c_J)$.

When $|J| \geq 2$ is even, $s_J$ is a separating curve of genus $|J|/2$. When $|J| > 1$ is odd, $s_J$ is a bounding pair. Note that the union of the even chain curves $c_0 \cup c_2 \cup \cdots \cup c_{2g}$ separates $\Sigma$ into $\Sigma^+_e$ and $\Sigma^-_e$. Similarly, the union of the odd chain curves $c_1 \cup c_3 \cup \cdots \cup c_{2g+1}$ cuts $\Sigma$ into $\Sigma^+_o$ and $\Sigma^-_o$. Let $b_J^+$ be the curve in $s_J$ that lies in $\Sigma^+_o$ or $\Sigma^+_e$, and let $b_J^-$ be the curve in $s_J$ that lies in $\Sigma^-_o$ or $\Sigma^-_e$. Then $s_J = b_J^+ \cup b_J^-$. Write $S = \{s_J : |J| \text{ even}\}$ and $B = \{b_J^+ : |J| \text{ odd}\}$ for the collection of these curves. See Figure 2 for an example.

**Genus-1 curves.** Next we consider the following collection $U$ of genus-1 curves. Fix $J = [i, j]$ with $|J|$ is odd. Noting that $i(b_J^+, c_{i-1}) = 1 = i(b_J^+, c_{j+1})$, we define

$$u_{i-1,J}^+ = \partial N(c_{i-1} \cup b_J^+) \quad \text{and} \quad u_{j+1,J}^+ = \partial N(c_{j+1} \cup b_J^-),$$

and we let $U$ denote the collection of all such curves. Figure 3 contains an example.

![Figure 3: Sample curves in $U$ (left) and $V$ (right).](image)

**Genus-2 curves.** Finally, we consider the following collection $V$ of genus-2 curves. These curves are obtained by taking $v = \partial N(x_1 \cup \cdots \cup x_4)$, where $x_1, \ldots, x_4$ is a chain of
length 4 with three of the $x_j$ in $C$ and one in $B$. There are various cases depending on the position of the curve in $B$ in the chain.

To make this precise, write $J = [i, j]$, where $|J|$ is odd. A predecessor interval (resp. successor interval) for $J$ is an interval of the form $[* , i - 1]$ or $[i - 1, *]$ (resp. $[j + 1, *]$ or $[* , j + 1]$). If $\pi$ and $\sigma$ are predecessor and successor intervals, respectively, and $|\pi| + |\sigma| = 3$, then we define

$$v_{\pi \ast J \ast \sigma}^\pm = \partial N(c_\pi \cup b_j^\pm \cup c_\sigma),$$

and we define $V$ as the collection of all such curves. Note that we allow one of $\pi$ or $\sigma$ to be empty. The assumption $|\pi| + |\sigma| = 3$ implies that $v_{\pi \ast J \ast \sigma}^\pm$ is a genus-2 curve. See Figure 3 for an example.

Now we define

$$Y = C \cup S \cup B \cup U \cup V$$

and

$$Y^s = S \cup U \cup V$$

Remark 3.1. It is easy to check that $Y^s$ satisfies the assumption of Lemma 2.1, so we observe that any incidence-preserving map $\phi : Y^s \to C^s(\Sigma)$ is injective.

The following is a more precise statement of Theorem A.

**Theorem 3.2.** Fix $g \geq 4$. Let $Y^s \subset C^s(\Sigma_g)$ be the subcomplex defined by (3). Any incidence-preserving map $\phi : Y^s \to C^s(\Sigma)$ is induced by a mapping class.

**Symmetries of Y.** To prove Theorem 3.2, it will be helpful to observe that $Y$ has several symmetries. This will significantly reduce the casework in our arguments.

**Lemma 3.3.** There are mapping classes $r, s \in \text{Mod}(\Sigma)$ that preserve $C = \{c_0, \ldots, c_{2g - 1}\}$ and act on $C$ by

$$r(c_i) = c_{i+1} \quad \text{and} \quad s(c_i) = c_{-i - 2}$$

with indices interpreted modulo $2g + 2$.

Here $s$ acts on $C$ as the “reflection” fixing $c_g$ and $c_{2g + 1}$.

**Proof of Lemma 3.3.** The homeomorphism $s$ is pictured in Figure 4; the description depends on whether the genus of $\Sigma$ is odd or even.

![Symmetries of \(\Sigma\) and \(\Sigma/\langle \iota \rangle\)](image)

To define $r$, observe that $C$ is invariant by a hyperelliptic involution $\iota$. The image of $C$ on $\Sigma/\langle \iota \rangle \cong S^2$ is a sequence of arcs between the branch points, and an order-$(2g + 2)$
rotation \( \bar{r} \) of \( S^2 \) that permutes the branched points, as pictured in Figure 4, lifts to a homeomorphism \( r \) of \( \Sigma \) with the desired properties.

**Remark 3.4.** By the construction of \( Y \), a mapping class that preserves \( C \) will preserve \( Y \). Therefore, we can also view \( r, s \) as automorphisms of \( Y \). They generate a dihedral group. In addition, there is an obvious hyperelliptic involution that preserves \( Y \). It acts trivially on \( C \), but interchanges \( b^+ \leftrightarrow b^- \) and \( u^+ \leftrightarrow u^- \) for \( b^\pm \in B \) and \( u^\pm \in U \).

## 4 \( Y \) is rigid in \( C(\Sigma) \)

In this section we start the proof of Theorem A, as outlined in the introduction for the set \( Y^s \) defined in §3. In what follows \( \Sigma \) denotes a fixed closed surface of genus \( g \geq 4 \).

**Proposition 4.1.** Let \( Y \subset C(\Sigma) \) be the subcomplex defined in (2). Any locally injective map \( \Phi : Y \rightarrow C(\Sigma) \) is induced by an extended mapping class.

Using the notation of §3, we set

\[
X = C \cup S \cup B \cup U. \tag{4}
\]

This is the finite rigid set of [AL13, Thm. 5.1].

**Theorem 4.2** (Aramayona–Leininger). Let \( X \subset C(\Sigma) \) be the subcomplex defined in (4). Any locally injective map \( \Phi : X \rightarrow C(\Sigma) \) is induced by an extended mapping class.

**Proof of Proposition 4.1.** Recall from [AL13, Defn. 2.1] that a vertex \( v \) of \( C(\Sigma) \) is uniquely determined by a \( A \subset C(S) \) if \( v \) is the unique isotopy class of curve that can be realized disjointly from every curve in \( A \).

**Claim.** Each \( v \in V \) is uniquely determined by a subset \( A \subset X \).

First we explain why the claim implies the proposition. Let \( \Phi : Y \rightarrow C(\Sigma) \) be a locally injective map. Since \( Y \supset X \) and \( X \) is rigid by [AL13, Thm. 5.1] (see Theorem 4.2 above), there exists \( h \in \text{Mod}^{\#}(\Sigma) \) such that \( h \mid_X = \Phi \mid_X \). To show \( h \mid_Y = \Phi \), it remains to show that \( h(v) = \Phi(v) \) for \( v \in V \). By the claim, for \( v \in V \), there exists \( A \subset X \) such that \( v \) is uniquely determined by \( A \). Since \( \Phi \) is simplicial, \( \Phi(v) \) is disjoint from \( \Phi(A) \). Since \( h \in \text{Mod}^{\#}(\Sigma) \), there is a unique vertex \( v' \in C(\Sigma) \) that is disjoint from \( h(A) \), and \( h(v) = v' \). Thus \( \Phi(v) = v' = h(v) \), as desired.

**Proof of Claim.** Fix \( v = v^\epsilon_{\pi, j_{\sigma}} \) in \( V \), where \( \epsilon \in \{\pm\} \). Using the automorphisms defined in Lemma 3.3, we can assume that \( |\pi| < |\sigma| \) and \( J = [2, \ldots, 2k] \). For concreteness we take \( \epsilon = + \); the case \( \epsilon = - \) is similar.

We want to find a collection of curves in \( X \) that fill \( \Sigma_0 := S \setminus v \). In fact, we will show that there are two chains in \( \Sigma_0 \) of length 4 and \( 2(2g - 2) \) that fill the two components of \( \Sigma_0 \) (which have genus 2 and \( g - 2 \)). For the chain of length-4, we use the chain used to define \( v \). A choice for the other chain is pictured in Figure 5.

---

## 5 Incidence-preserving maps \( Y^s \rightarrow C^s(\Sigma) \)

The goal of this section is to prove the following two theorems, which say that incidence-preserving maps \( \phi : Y^s \rightarrow C^s(\Sigma) \) preserve genus and (certain) sharing pairs.
Figure 5: A chain of length $2g - 4$ that fills the complement of the chain of length 4. Top row: the case $|\pi| = 1$. Bottom row: the case $|\pi| = 0$.

**Theorem 5.1** (Genus is preserved). Fix $Y^s$ as defined in (3), and let $\phi : Y^s \to C^s(\Sigma)$ be an incidence-preserving map. For $\alpha \in Y^s$, the curves $\alpha$ and $\phi(\alpha)$ have the same genus.

**Theorem 5.2** (Sharing pair is preserved). Let $\phi : Y^s \to C^s(\Sigma)$ be an incidence-preserving map, and let $(\alpha, \beta)$ be a sharing pair with one of the following spines.

1. $(c_i, c_{i+1}, c_{i+2})$
2. $(c_{i-2}, c_{i-1}, b^\pm_{[i,j]})$
3. $(c_i, c_{i-1}, b^\pm_{[i,j]})$
4. $(b^\pm_{[i,j]}, c_{j+1}, c_{j+2})$
5. $(b^\pm_{[i,j]}, c_{j+1}, c_j)$
6. $(c_{i-1}, b^\pm_{[i,j]}, c_{j+1})$

Then $(\phi(\alpha), \phi(\beta))$ is also a sharing pair.

We prove these results in a “bootstrapping” fashion. We prove, in order, the following statements.

(A) The genus is preserved for curves in $X^s$.

(B) Sharing pairs of type (i) are preserved.

(C) The genus is preserved for $v^\pm_{\pi*J*\sigma} \in V$ such that either $\pi$ or $\sigma$ is empty.

(D) Sharing pairs of type (ii)–(v) are preserved.

(E) The genus is preserved for $v^\pm_{\pi*J*\sigma} \in V$ such that both $\pi$ and $\sigma$ are nonempty.

(F) Sharing pairs of type (vi) are preserved.

Each statement is used to prove the next statement. Together these statements prove Theorems 5.1 and 5.2.
We begin with the proofs. Fix an incidence-preserving map \( \phi : Y^s \rightarrow C^s(\Sigma) \).

**Proof of (A)** Fix \( \alpha \in X^s \). We want to show that \( \alpha \) and \( \phi(\alpha) \) have the same genus. Recall that \( X^s = S \cup U \). Up to a permutation of \( X \) (c.f. Remark 3.4), we can assume \( \alpha \) belongs to the collection \( \Delta \) of curves in Figure 6, which form a maximal simplex of \( X^s \), and also a maximal simplex of \( C^s(\Sigma) \). The curve \( \alpha \) gives a decomposition \( \Delta = \Delta_L \cup \{ \alpha \} \cup \Delta_R \) into curves on either side of \( \alpha \). (If \( \alpha \) has genus 1, then one of \( \Delta_L \) or \( \Delta_R \) is empty.)

![Figure 6: Curves in \( \Delta \)](image)

**Claim.** The curves in \( \phi(\Delta_L) \) lie on the same side of \( \phi(\alpha) \), and similarly for \( \phi(\Delta_R) \).

Given the claim, we deduce that \( \alpha \) and \( \phi(\alpha) \) have the same genus as follows. The genus of a separating curve \( \gamma \) is determined by the maximum number of disjoint separating curves that fit on either of the two components of \( \Sigma \setminus \gamma \). The claim implies that this number is the same for \( \alpha \) and \( \phi(\alpha) \) unless \( \phi(\Delta_L) \) and \( \phi(\Delta_R) \) lie on the same side of \( \phi(\alpha) \). This is not an issue when \( \alpha \) has genus 1 (since then one of \( \Delta_L \) or \( \Delta_R \) is empty). Assume that \( \alpha \) has genus \( \geq 2 \) and suppose for a contradiction that \( \phi(\Delta_L) \) and \( \phi(\Delta_R) \) lie on the same side of \( \phi(\alpha) \). Since \( \phi(\Delta_L) \) is disjoint from \( \phi(\Delta_R) \), this implies that \( \phi(\alpha) \) has genus 1. This implies that \( \phi(\Delta) \) has more genus-1 curves than \( \Delta \), but this is impossible because every maximal collection of separating curves on \( \Sigma \) has exactly \( g \) curves with genus 1.

To prove the claim, it suffices to observe that for each pair \( x, x' \in \Delta_L \), there exists \( y \in Y^s \) that intersects both \( x \) and \( x' \) and such that \( y \) is disjoint from \( \alpha \). This is easy to check and implies that \( \phi(y) \) intersects both \( \phi(x) \) and \( \phi(x') \), and \( \phi(y) \) is disjoint from \( \phi(\alpha) \). Thus \( \phi(x) \) and \( \phi(x') \) lie on the same side of \( \phi(\alpha) \). The same argument works for \( \Delta_R \).

**Proof of (B)** The strategy for proving cases of Theorem 5.2 is the same in every case. By Corollary 2.5, it suffices to find curves \( w, x, y, z \in Y^s \) that certify that \( (\alpha, \beta) \) is a sharing pair and show the following properties: \( \phi(\alpha) \) and \( \phi(\beta) \) are genus-1 curves; \( \phi(z) \) is a genus-2 curve; \( \phi(\alpha) \) and \( \phi(\beta) \) lie in the genus-2 subsurface bounded by \( \phi(z) \). It is easy enough to find \( w, x, y, z \). But to know the genus of \( \phi(\alpha), \phi(\beta), \phi(z) \), we need \( \alpha, \beta, z \) to belong to the list of cases for which Theorem 5.1 has been verified.

Fix a sharing pair \( (\alpha, \beta) \) with spine \( (c_i, c_i+1, c_i+2) \). By a permutation, it suffices to consider \( (c_0, c_1, c_2) \). Here we take \( x = c_{(2g,2g+1)}, y = c_{(3,4)}, z = c_{(0,3)}, \) and \( w = c_{(4,5)} \), as in Figure 1. Note that here \( \alpha = s_{(0,1)}, \beta = s_{(1,2)}, \) and \( z = c_{(0,3)} \) all belong to \( X^s \), so we know that \( \phi(\alpha), \phi(\beta), \phi(z) \) have the right genus by (A). Moreover, we know that \( \phi(\alpha) \) is in the genus-2 subsurface bounded by \( \phi(z) \) by the proof of (A). The same is true for \( \phi(\beta) \) because \( \phi \) is an incidence-preserving map and \( \alpha \) intersects \( \beta \). Hence by Corollary 2.5, the curves \( \phi(x), \phi(y), \phi(z), \phi(w) \) certify that \( (\phi(\alpha), \phi(\beta)) \) is a sharing pair.

**Proof of (C)** The strategy for (C) and (E) are similar. We are given a genus-2 curve \( \alpha \in V \) and we want to show \( \phi(\alpha) \) has genus 2. We will reduce to showing the following two statements.

(i) There exists a sharing pair \( (\beta_1, \beta_2) \) that is contained in the genus-2 component of \( \Sigma \setminus \alpha \) and that belongs to the list of sharing pairs for which Theorem 5.2 has been
verified.

(‡) There exist distinct, disjoint genus-1 curves $x_1, \ldots, x_{g-2}$ in $X^s$ that lie in the genus-$(g-2)$ component of $\Sigma \setminus \alpha$ and such that for every pair $x_j, x_k$, there exists a third curve $\gamma \in Y^s$ that intersects both $x_j$ and $x_k$ and is disjoint from $\alpha$.

Once we prove (†) and (‡), we conclude that $\phi(\alpha)$ has genus 2 as follows. First, the curves $\phi(x_1), \ldots, \phi(x_{g-2})$ are disjoint (because $x_1, \ldots, x_{g-2}$ are disjoint) genus-1 curves (because $x_1, \ldots, x_{g-2}$ are in $X^s$), and they lie in one component of $\Sigma \setminus \phi(\alpha)$ (by an argument similar to the argument for (A)). This shows that there is a component of $\Sigma \setminus \phi(\alpha)$ that has genus $\geq g-2$. Then $\phi(\alpha)$ either has genus 1 or 2.

Suppose for a contradiction that $\phi(\alpha)$ has genus 1. Consider the sharing pair $(\beta_1, \beta_2)$ given in (‡). Since Theorem 5.2 has been verified for $(\beta_1, \beta_2)$, we know that $(\phi(\beta_1), \phi(\beta_2))$ is a sharing pair. Let $\Sigma_j$ be the genus-1 subsurface bounded by $\phi(\beta_j)$, $j = 1, 2$. Since we assume that $\phi(\alpha)$ has genus 1, the curves $\phi(\beta_1), \phi(\beta_2)$ lie in the component of $\Sigma \setminus \phi(\alpha)$ with genus $g-1$. Since $\phi(\beta_1)$ and $\phi(\beta_2)$ are disjoint from the genus-1 curves $\phi(x_1), \ldots, \phi(x_{g-2})$, we deduce that $\phi(\beta_1), \phi(\beta_2)$ lie in a subsurface $\Sigma'$ with genus 1 and $g-1$ boundary components. See Figure 7. One component $\Sigma''$ of $\Sigma' \setminus \phi(\beta_1)$ has genus 0 and $g$ boundary components. Any arc on $\Sigma''$ with endpoints on a single component of $\partial \Sigma''$ (such as $\phi(\beta_2) \cap \Sigma''$) separates $\Sigma''$, and since the components of $\partial \Sigma''$ are separating in $\Sigma$, it follows that $\Sigma \setminus (\Sigma_1 \cup \Sigma_2)$ is disconnected, contradicting the fact that $\phi(\beta_1), \phi(\beta_2)$ is a sharing pair. Therefore, $\phi(\alpha)$ does not have genus 1.

![Figure 7](image)

Now we prove (†) and (‡) for $\alpha = v_{\pi, J, \sigma}^{\pm}$ with $\pi$ or $\sigma$ empty. After a permutation, we can assume $\sigma = \emptyset$, $\pi = \{1, 2, 3\}$ and either $J = [2, 2k]$ or $J = [4, 2k]$. See Figure 8. In these cases, the genus-2 component of $\Sigma \setminus \alpha$ contains the sharing pair with spine $(c_1, c_2, c_3)$, which is covered by (B). Therefore (†) holds. Figure 8 also shows a choice of $g-2$ disjoint genus-1 curves $x_1, \ldots, x_{g-2} \in X^s$ in the genus-$(g-2)$ component of $\Sigma \setminus \alpha$. Now (‡) is easily verified.

![Figure 8](image)
Proof of (D) We proceed just as in (B). For case (ii) it suffices to treat \((c_2, c_3, b_{[4,2k]}^+)\). Here we choose \(x = c(0,1), y = u_{2k+1, [0,2k]}, z = v_{\{1,2,3\}+[4,2k]}^+\), and \(w = c_{(2g+1,0)}\). See Figure 9 (top right). Observe that the curves \(\alpha, \beta \in X^s\) and \(z \in V\) are of the form covered by (C).

We also know by the proof of (C) that \(\phi(\alpha), \phi(\beta)\) are in the genus-2 subsurface bounded by \(\phi(z)\) because the sharing pair \((\phi(\alpha) = \phi(s_{\{2,3\}}), \phi(s_{\{1,2\}}))\) is in the genus-2 subsurface bounded by \(\phi(z)\). Case (iii) is similar: it suffices to treat \((c_4, c_3, b_{[4,2k]}^+)\), and we choose \(w, x, y, z\) in Figure 9 (bottom right).

Finally, observe that cases (iv), (v) are equivalent to (ii) and (iii), up to automorphisms of \(X\).

Statement (E) As in (C), we proceed by proving the statements (†) and (‡).

Fix \(\alpha = v_{\pi \ast J \ast \sigma}^\pm\) with both \(\pi\) and \(\sigma\) nonempty. After a permutation, it suffices to consider the case \(\pi = \{1\}, J = [2, 2k]\), and either \(\sigma = \{2k + 1, 2k + 2\}\) or \(\sigma = \{2k, 2k + 1\}\). See Figure 10.

In these cases, the genus-2 component of \(\Sigma \setminus \alpha\) contains the sharing pair with spine either \((b_J, c_{2k+1}, c_{2k+2})\) or \((b_J, c_{2k+1}, c_{2k})\), both of which are covered by (D). Therefore (†) holds. Figure 10 also shows a choice of \(g-2\) disjoint genus-1 curves \(x_1, \ldots, x_{g-2} \in X^s\) in the genus-(\(g-2\)) component of \(\Sigma \setminus \alpha\). Now (‡) is easily verified.

Statement (F) We proceed just as in (B) and (D). For case (vi) it suffices to treat \((c_1, b_{[2,2k]}^+, c_{2k+1})\). Here we choose \(x = c_{(0,1)}, y = s_{\{2k+2,2k+3\}}, z = v_{\{0,1\}+[2,2k]+[2k+1]}^+,\) and \(w = c_{(2g,2g+1)}\). See Figure 11. Observe that the curves \(\alpha, \beta \in X^s\) and \(z \in V\) are of the form covered by (E). Using arguments similar to the proof of (D) we can deduce that the curves \(\phi(\alpha)\) and \(\phi(\beta)\) are in the genus-2 subsurface bounded by \(\phi(z)\).
6 Extending the incidence-preserving map

Recall that we have a defined subcomplexes \( Y^s \subset Y \subset C(\Sigma) \) in (2) and (3). In this section we prove the last step in the proof of Theorem A:

**Theorem 6.1.** Any incidence-preserving map \( \phi : Y^s \to C^s(\Sigma) \) admits a locally injective extension \( \tilde{\phi} : Y \to \tilde{C}(\Sigma) \).

### 6.1 Defining the extension \( \tilde{\phi} \)

Fix an incidence-preserving map \( \phi : Y^s \to C^s(\Sigma) \). Since \( Y = Y^s \cup C \cup B \), we want to define \( \tilde{\phi}(y) \) for \( y \in C \cup B \).

For \( y \in B \), there is a unique sharing pair \( \alpha, \beta \) with spine \((x, y, z)\) with \( x, z \in C \). By Theorem 5.2, \( \phi(\alpha), \phi(\beta) \) is a sharing pair, so we define \( \tilde{\phi}(y) \) to be the curve shared by \( \phi(\alpha), \phi(\beta) \).

For \( y \in C \), choose a sharing pair \( \alpha, \beta \) with spine \((x, y, z)\) such that \( x, z \in C \cup B \) and at most one of \( x, z \) is in \( B \). Again \( \phi(\alpha), \phi(\beta) \) is also a sharing pair by Theorem 5.2, and we define \( \tilde{\phi}(y) \) to be the curve shared by \( \phi(\alpha), \phi(\beta) \).

When \( y \in C \), there are multiple choices for the spine \((x, y, z)\) and hence for \( \alpha, \beta \). As such, we need to show that \( \tilde{\phi} \) is well-defined, independent of this choice. For this, we follow the approach from [BM04, §4.2]. Two spines \((x, y, z)\) and \((x, y, z')\) are said to differ by a move if \((z, y, z')\) is also a spine. The proof of the following lemma is exactly the same as [BM04, Lem. 4.4].

**Lemma 6.2.** Let \( \phi : Y^s \to C^s(\Sigma) \) be an incidence-preserving map, and fix sharing pairs \((\alpha, \beta)\) and \((\alpha', \beta')\) with spines \((x, y, z)\) and \((x, y, z')\) that differ by a move. Assume that \( \alpha, \beta, \beta', x, y, z, z' \) are curves in \( Y \). Assume that (i) there exists \( \gamma \in Y^s \) such that \( \gamma \) intersects \( z' \) but intersects none of \( x, y, z \), and (ii) each of \( (\phi(\alpha), \phi(\beta)), (\phi(\alpha), \phi(\beta')) \), and \( (\phi(\beta), \phi(\beta')) \) are sharing pairs. Then \( (\phi(\alpha), \phi(\beta)) \) and \( (\phi(\alpha), \phi(\beta')) \) share the same curve.

Now we can show \( \tilde{\phi} \) is well defined on \( C \). First note that any two spines used in the definition of \( \tilde{\phi}(y) \) for \( y \in C \) differ by at most two moves (they all differ by a single move from the (unique) spine consisting only of chain curves). It is easy to check that condition (i) in Lemma 6.2 holds; see e.g. Figure 12.

Finally, condition (ii) in Lemma 6.2 holds by Theorem 5.2. Therefore, \( \tilde{\phi} \) is well defined.

**Remark 6.3.** Having defined \( \tilde{\phi} \) on the vertices of \( Y \), to show that \( \tilde{\phi} \) extends simplicially to the subcomplex spanned by these vertices (which we are also denoting by \( Y \)), it suffices to show that if \( \alpha, \beta \in Y \) are disjoint, then \( \tilde{\phi}(\alpha), \tilde{\phi}(\beta) \) are also disjoint. This is proved in Proposition 6.4 below.
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6.2 The extension \( \tilde{\phi} \) is locally-injective

This section contains the final step in the proof of Theorem A. We need to show that \( \tilde{\phi} \) is simplicial (c.f. Remark 6.3) and that \( \tilde{\phi} \) is injective on the star of each vertex \( v \in Y \). These statements follow from Propositions 6.4 and 6.5 below (which in fact show that \( \tilde{\phi} \) is injective on \( Y \)).

**Proposition 6.4.** If \( \alpha \neq \beta \) are vertices in \( Y \) and \( i(\alpha, \beta) = 0 \), then \( \tilde{\phi}(\alpha) \neq \tilde{\phi}(\beta) \) and \( i(\tilde{\phi}(\alpha), \tilde{\phi}(\beta)) = 0 \).

**Proposition 6.5.** If \( \alpha, \beta \) are vertices in \( Y \) and \( i(\alpha, \beta) \neq 0 \), then \( \tilde{\phi}(\alpha) \neq \tilde{\phi}(\beta) \).

The proofs of Propositions 6.4 and 6.5 rely on the following lemma.

**Lemma 6.6 (Chains under \( \tilde{\phi} \)).** Fix \( x_1, x_2 \in X \setminus X^s \equiv C \cup B \).

(i) Assume that \( x_1 \) and \( x_2 \) do not form a bounding pair. If \( x_1 \) and \( x_2 \) are distinct and disjoint, then \( \tilde{\phi}(x_1) \) and \( \tilde{\phi}(x_2) \) are distinct and disjoint.

(ii) Assume that at most one of the \( x_1, x_2 \) belongs to \( B \). Then if \( i(x_1, x_2) = 1 \), then \( i(\tilde{\phi}(x_1), \tilde{\phi}(x_2)) = 1 \).

**Proof.** (i) It suffices to observe that there exists \( y_1, y_2 \in C \) so that \( i(x_j, y_k) = \delta_{jk} \) (Kronecker delta). For then one can find \( z_1, z_2 \in C \) so that \( (y_j, x_j, z_j) \) is the spine for a sharing pair \( (\alpha_j, \beta_j) \) for \( x_j \) (this is illustrated in Figure 13); by construction \( \alpha_1 = \partial N(x_1 \cup y_1) \) and \( \alpha_2 = \partial N(x_2 \cup y_2) \) are distinct and disjoint. Then so too are \( \tilde{\phi}(\alpha_1) \) and \( \tilde{\phi}(\alpha_2) \) (by Remark 3.1), and from this we deduce that \( \tilde{\phi}(x_1) \) and \( \tilde{\phi}(x_2) \) are disjoint and distinct because they lie in the disjoint genus-1 subsurfaces bounded by \( \tilde{\phi}(\alpha_1) \) and \( \tilde{\phi}(\alpha_2) \) (by Theorem 5.2).

(ii) There are two cases to consider: either \( x_1, x_2 \in C \) or \( x_1 \in C \) and \( x_2 \in B \). First assume that \( x_1, x_2 \in C \). Up to a permutation of \( X \), we can assume that \( x_1 = c_1 \) and \( x_2 = c_2 \). Consider the chain \( (x_0, x_1, x_2, x_3, x_4) \) in Figure 14 (left).
Each triple \((x_{j-1}, x_j, x_{j+1})\) is a spine of a sharing pair \(\alpha_j, \beta_j\) for \(x_j\) (note with this notation that \(\alpha_{j+1} = \beta_j\)). By Theorem 5.2 and the definition of \(\phi\), \(\phi(\alpha_j), \phi(\beta_j)\) is a sharing pair for \(\tilde{\phi}(x_j)\). Denoting \(\Sigma_j\) the genus-1 component of \(\Sigma \setminus \tilde{\phi}(\beta_j)\) for \(j = 1, 2\), we deduce that \(\tilde{\phi}(x_j)\) and \(\tilde{\phi}(x_{j+1})\) are contained in \(\Sigma_j\) (for example, \(\tilde{\phi}(\beta_1 = \alpha_2)\) forms a sharing pair with both \(\tilde{\phi}(\alpha_1)\) and \(\tilde{\phi}(\beta_2)\), which implies that \(\Sigma_1\) contains both \(\tilde{\phi}(x_1)\) and \(\tilde{\phi}(x_2)\)).

Since \(\tilde{\phi}(x_1)\) and \(\tilde{\phi}(x_3)\) are distinct and disjoint by part (i) of the lemma, it follows that \(\tilde{\phi}(x_1) \neq \tilde{\phi}(x_2)\) and \(\tilde{\phi}(x_3) \neq \tilde{\phi}(x_2)\). This implies that \(\tilde{\phi}(x_1), \tilde{\phi}(x_3)\) both intersect \(\tilde{\phi}(x_2)\) (distinct curves on a torus with one boundary component must intersect).

Since \(\phi(\alpha_2 = \beta_1), \phi(\beta_2)\) is a sharing pair for \(\tilde{\phi}(x_2)\), the subsurface \(\Sigma_1 \cup \Sigma_2\) is obtained from an annular neighborhood \(A\) of \(\tilde{\phi}(x_2)\) by attaching two rectangles as pictured in Figure 15.
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Figure 14: The subsurface \(\Sigma_1 \cup \Sigma_2\) is homeomorphic to an annulus \(A\) with two rectangles attached along the boundary.

Observe that if \(i(\tilde{\phi}(x_1), \tilde{\phi}(x_2)) > 1\), then \(\tilde{\phi}(x_1)\) and \(\tilde{\phi}(x_3)\) are not disjoint, which is a contradiction (this is because the condition \(i(\tilde{\phi}(x_1), \tilde{\phi}(x_2)) > 1\) implies that \(\tilde{\phi}(x_1) \cap A\) separates the two intervals in \(\partial A\) where the rectangle for \(\Sigma_2\) is attached). From this we conclude that \(i(\tilde{\phi}(x_1), \tilde{\phi}(x_2)) = 1\), as desired.

The proof in the case \(x \in C\) and \(y \in B\) is entirely similar, except we work with the chain \((x_0, \ldots, x_4)\) pictured in Figure 14 (right).

**Proof of Proposition 6.4.** We consider cases depending on whether or not \(\alpha, \beta\) are separating, i.e. whether or not \(\alpha, \beta \in Y^s\).

**Case 1:** \(\alpha \in Y^s\) and \(\beta \in Y^s\). We already know that \(\tilde{\phi}(\alpha)\) and \(\tilde{\phi}(\beta)\) are disjoint because \(\tilde{\phi}|_Y = \phi\), and \(\phi\) is incidence preserving. Furthermore, \(\tilde{\phi}(\alpha) \neq \tilde{\phi}(\beta)\) by Remark 3.1.

**Case 2:** \(\alpha \in Y^s\) and \(\beta \notin Y^s\).

First observe that it suffices to find a sharing pair \(\gamma, \delta\) for \(\alpha\) such that \((\gamma, \delta)\) is on the list in Theorem 5.2 and \(\gamma\) is disjoint from \(\beta\). For then \(\tilde{\phi}(\gamma), \tilde{\phi}(\delta)\) is a sharing pair for \(\tilde{\phi}(\alpha)\) (by
Claim. If \( \beta \) is the spine of a sharing pair for \( \alpha \), then the details of this claim are not hard to check: since \( \beta = \phi(\beta) \) is a separating curve disjoint from \( \phi(\gamma) \), this implies that \( \phi(\beta) \) lies in the genus-(\( g - 1 \)) component of \( \Sigma \setminus \phi(\gamma) \). Therefore \( \phi(\alpha) \) and \( \phi(\beta) \) are both disjoint and distinct since they lie in different components of \( \Sigma \setminus \phi(\gamma) \).

Case 2(i): Assume that \( \alpha \in C \). Without loss of generality \( \alpha = c_1 \). Consider \((c_0, c_1, c_2)\), which is the spine of a sharing pair for \( \alpha = c_1 \). If \( \beta \) is disjoint from either \( c_0 \) or \( c_1 \), then we are done.

Claim. If \( \beta \) intersects both \( c_0 \) and \( c_2 \), then \( \beta \) has one of the following forms (see also Figure 16)

\[
\partial N(c_3 \cup c_4 \cup b^\pm_{[0,2]} \cup c_{2g+1}) \quad \text{or} \quad \partial N(c_3 \cup b^\pm_{[0,2]} \cup c_{2g+1} \cup c_{2g}) \quad \text{or} \quad \partial N(c_1 \cup b^\pm_{[2,2k]})
\]

or

\[
\partial N(c_1 \cup b^\pm_{[2,2k]} \cup c_{2k+1} \cup c_{2k}) \quad \text{or} \quad \partial N(c_1 \cup b^\pm_{[2,2k]} \cup b^\pm_{[2,2k]} \cup c_{2k+1} \cup c_{2k+2}).
\]

The details of this claim are not hard to check: since \( \beta \in S \cup U \cup V \), we can write \( \beta = \partial N(x_1 \cup \cdots \cup x_\ell) \), where \( \ell \) is even, the \( x_j \) belong to \( C \cup B \), and at most one \( x_j \) is in \( B \); in order for \( \beta \) to intersect \( c_0 \) and \( c_2 \), at least one of the \( x_j \) has to intersect \( c_0 \) and similarly for \( c_2 \), and none of the \( x_j \) can be equal to \( c_0 \) or \( c_2 \); examining the possibilities yields the claim.
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Figure 16: Curves \( \beta \) in \( Y^\star \) that intersect both \( c_0 \) and \( c_2 \). In the bottom figure, one can either ignore the two green curves or include two adjacent green curves in defining \( \beta \).

Observe that in every case there is a different spine \((c_0, c_1, \ast)\) for a sharing pair for \( \alpha = c_1 \) with \( \beta \) disjoint from \( \ast \), so again we are done. In the first two examples in Figure 16, one can choose \( \ast = b^\pm_{[2,4]} \). In the last case, one can take \( \ast = b^\pm_{[3,j]} \).

Case 2(ii): Assume that \( \alpha \in B \). Without loss of generality \( \alpha = b^\pm_{[2,2k]} \). Consider the spine \((c_1, \alpha, c_{2k+1})\) for a sharing pair for \( \alpha \) (note: there is only one sharing pair for \( \alpha \) in \( Y^\star \)). As in Case 2(i), if \( \beta \) disjoint from either \( c_1 \) or \( c_{2k+1} \), then we are done, so assume \( \beta \) intersects both \( c_1 \) and \( c_{2k+1} \). Examining the cases, we conclude that either

\[
\beta = \partial N(c_0 \cup b^\pm_{[1,2k+1]} \cup c_{2k+2} \cup c_{2k+3})
\]

or

\[
\beta = \partial N(c_{2g+1} \cup c_0 \cup b^\pm_{[1,2k+1]} \cup c_{2k+2}).
\]

See the Figure 17.
These cases can be treated similarly. For concreteness, take the former definition of $\beta$. By Lemma 6.6 and Theorem 5.1, the image of the chain $(c_0, b_{[1,2k+1]}^+, c_{2k+2}, c_{2k+3})$ under $\phi$ is also a chain and is supported in the genus-2 component of $\Sigma \setminus \phi(\beta)$. Since $\tilde{\phi}(\alpha)$ is disjoint from the curves in this chain (again by Lemma 6.6), we deduce that $\alpha$ is supported in the genus-$(g-2)$ component of $\Sigma \setminus \phi(\beta)$. This shows $\tilde{\phi}(\alpha)$ and $\phi(\beta)$ are disjoint. (They are necessarily distinct because one is separating and the other is nonseparating.)

**Case 3:** $\alpha \notin Y^s$ and $\beta \notin Y^s$.

The case when $\alpha$ and $\beta$ do not form a bounding pair is treated in Lemma 6.6. Assume then that $\alpha$ and $\beta$ form a bounding pair. Without loss of generality, assume $\alpha = b_{[2,2k]}^+$ and $\beta = b_{[2,2k]}^-$. 

First we show that $i(\tilde{\phi}(\alpha), \tilde{\phi}(\beta)) = 0$. Consider the chain $c = (c_0, \ldots, c_{2g})$. By Lemma 6.6, $\tilde{\phi}(c)$ is also a chain and

$$i(\tilde{\phi}(\alpha), \tilde{\phi}(c_j)) = i(\tilde{\phi}(\beta), \tilde{\phi}(c_j)) = \begin{cases} 1 & j = 1, 2k + 1 \\ 0 & \text{else} \end{cases}$$

Since $\tilde{\phi}(c)$ is a chain of length $2g + 1$, its complement $\Sigma \setminus \tilde{\phi}(c)$ is a union of two disks; similarly

$$\Sigma \setminus \{ \tilde{\phi}(c_0) \cup \tilde{\phi}(c_2) \cup \cdots \cup \tilde{\phi}(c_{2g}) \}$$

(5)

is a union of two genus-0 surfaces, each with $g + 1$ boundary components. Since $\tilde{\phi}(\alpha)$ and $\tilde{\phi}(\beta)$ are disjoint from each $\tilde{\phi}(c_{2k})$, they define curves on (5). If $\tilde{\phi}(\alpha)$ and $\tilde{\phi}(\beta)$ lie in different components of (5), we are done. If $\tilde{\phi}(\alpha)$ and $\tilde{\phi}(\beta)$ lie on the same component, then they must be isotopic (there is only one curve on the punctured sphere with the given intersection data with the $\phi(c_j)$). In any case, we have shown that $i(\tilde{\phi}(\alpha), \phi(\beta)) = 0$.

It remains to show that $\tilde{\phi}(\alpha)$ and $\phi(\beta)$ are actually distinct. Suppose for a contradiction that $\tilde{\phi}(\alpha) = \phi(\beta)$. Consider the curves

$$\gamma = \partial N(b_{[2,2k]}^+, c_{2k+1}, c_{2k+2}, c_{2k+3})$$

and

$$\delta = \partial N(b_{[2,2k]}^-, c_{2k+1}).$$

See Figure 18.

On the one hand, $\gamma, \delta \in Y^s$ intersect, so $\tilde{\phi}(\gamma) = \phi(\gamma)$ and $\tilde{\phi}(\delta) = \phi(\delta)$ also intersect. By Theorem 5.1 and Lemma 6.6, $\phi(\delta)$ has genus 1 and $\tilde{\phi}(\delta), \tilde{\phi}(c_{2k+1})$ are a chain in the genus-1 component of $\Sigma \setminus \phi(\delta)$. Similarly, $\tilde{\phi}(\gamma)$ is a genus-2 curve that contains the chain $(\tilde{\phi}(\alpha), \phi(c_{2k+1}), \phi(c_{2k+2}), \phi(c_{2k+3}))$ in the genus-2 component of $\Sigma \setminus \phi(\gamma)$. In particular, $\tilde{\phi}(\beta) = \tilde{\phi}(\alpha)$ and $\tilde{\phi}(c_{2k+1})$ are disjoint from $\tilde{\phi}(\gamma)$, but this implies that $\phi(\delta) = \partial N(\phi(\beta) \cup \tilde{\phi}(c_{2k+1}))$ is disjoint from $\phi(\beta)$, a contradiction. This shows that $\tilde{\phi}(\alpha) \neq \tilde{\phi}(\beta)$, as desired. 

\[\Box\]
Proof of Proposition 6.5. If α and β are both separating, then the proposition follows from the fact that ˜φ extends φ, and φ is incidence-preserving. If exactly one of α, β is separating, then the proposition holds because then exactly one of ˜φ(α), ˜φ(β) is separating.

Now consider the case α, β ∈ C ∪ B and both nonseparating. If α, say, belongs to C, then we can apply Lemma 6.6 to conclude that i( ˆφ(α), ˆφ(β)) = 1, which implies that ˆφ(α) ̸= ˆφ(β). If both α and β belong to B, then α and β do not form a bounding pair because we assume that α and β intersect. This implies that α and β have a different intersection pattern with the curves in C. Since this intersection pattern is preserved under ˆφ by Lemma 6.6, this implies ˆφ(α) ̸= ˆφ(β).

7 A finite rigid set of separating curves for g = 3

In this section, let Σ be a closed oriented surface of genus 3. As is observed in §1, we can take a single vertex in C∗(Σ) to be a finite rigid set because every separating curve in Σ is genus-1. However, larger finite rigid sets may also exist and identifying them may shed some light on Question 1.4 and Question 1.5. We will present explicitly another finite rigid set X∗ ⊂ C∗(Σ) similar to the ones constructed in §3 for g ≥ 4. The homotopy type of X∗ is determined as well.

The collections of curves C, S, B and U on Σ are defined as in §3. Let

\[ X = C ∪ S ∪ B ∪ U. \]  

and

\[ X^s = S ∪ U \]

In fact X is the finite rigid set for Σ defined in [AL13] and X∗ = X ∩ C∗(Σ). Here is the main results of this section.

**Theorem 7.1.** Let Σ be a closed, oriented surface of genus 3 and set X∗ ⊂ C∗(Σ) be the subcomplex defined by (7). Then the simplicial complex X∗ has the homotopy type of a wedge of 21 circles, and any incidence-preserving map φ : X∗ → C∗(Σ) is induced by a mapping class.

**Proof.** The same method used above to prove Theorem 3.2 can be applied to verify that X∗ is rigid. Below we prove that X∗ is homotopy equivalent to a wedge of 21 circles.

First we understand the vertices of X∗, starting with S ⊂ X∗. (For this, it is helpful to recall the notation from §3.) Note that every curve sJ ∈ S has the form s_{[i,i+1]}, and there are eight of these curves. To see this, first observe that in genus 3, there are 8 chain curves, so curves in S have the form sJ where |J| ∈ {2, 4, 6}. If |J| = 6, then sJ is
null-homotopic, and if $|J| = 4$, then $s_J = s_{J'}$ where $|J'| = 2$ (concretely, if $J = [j, j + 3]$, then $J' = \{j + 5, j + 6\}$). For simplicity, we denote

$$s_i := s_{\{i, i+1\}} \quad \text{for} \quad i = 0, \ldots, 7.$$ 

Similarly, we find that the curves in $U \subset X^s$ all have the form

$$u_i^\pm := \partial N(c_i \cup b^\pm_{\{i+1, i+2, i+3\}}) \quad \text{for} \quad i = 0, \ldots, 7.$$ 

(Note in particular that $b^\pm_{\{i+1, i+2, i+3\}} = b^\pm_{\{i-3, i-2, i-1\}}$ for each $i$.) Therefore $X^s = S \cup U$ has 24 vertices.

Next we consider the edges in $X^s$. It is easy to check the following incidence relations

$$i(s_k, s_j) = \begin{cases} 0 & \text{if } |k - j| > 2 \\ \neq 0 & \text{else} \end{cases}$$

$$i(u_k, s_j) = \begin{cases} 0 & \text{if } j = k + 2 \text{ or } j = k - 3 \\ \neq 0 & \text{else} \end{cases}$$

and

$$i(u_k^\pm, u^\epsilon_j) = \begin{cases} 0 & \text{if } j = k \pm 2 \text{ and } \epsilon = \mp \\ \neq 0 & \text{else} \end{cases}$$

Here $|k - j|$ denotes the distance in $\mathbb{Z}/8\mathbb{Z} = \{0, \ldots, 7\}$. For checking this, it is helpful to observe that if $a = \partial N(x \cup y)$ and $b = \partial N(z \cup w)$ are distinct genus-1 curves (here $x, y$ and $z, w$ are chains of length 2), then $i(a, b) = 0$ if and only if $x \cup y$ is disjoint from $z \cup w$.

From the intersection data, we find that the subcomplex $S \subset X^s$ is 1-dimensional (see Figure 19 (left)), and that the subcomplex $U \subset X^s$ is the disjoint union of 4 simplicial circles, each with 4 vertices. These circles are pictured in Figure 20.

Finally, each vertex of $U$ is connected to two vertices of $S$, and together these three vertices span a 2-simplex in $X^s$. See Figure 19 (right). Observe that the edges $\{s_i, s_{i+5}\}$ each belong to two 2-simplices (the other vertices are $u_i^\pm$), while each edge connecting a vertex in $U$ to a vertex in $S$ belongs to a single 2-simplex. Therefore, each 2-simplex of $X^s$ has a “free edge”, which implies that $X^s$ deformation retracts to a 1-dimensional complex. The simplicial complex $X^s$ has 24 vertices, 60 edges and 16 faces, so it has Euler characteristic

$$\chi(X^s) = 24 - 60 + 16 = -20$$

and we conclude that $X^s$ is homotopy equivalent to a wedge of 21 circles.

![Figure 19](image-url)

Figure 19: Left: the subcomplex $S \subset X^s$. Right: the circle $\{a, b, c, d\}$ is connected to $S$ by four 2-simplices.
Figure 20: Each frame is a circle in $U$ with four vertices. In total, $U$ is the disjoint union of these circles.

References

[AL13] J. Aramayona and C. J. Leininger, *Finite rigid sets in curve complexes*, J. Topol. Anal. **5** (2013), no. 2, 183–203. MR 3062946 1, 2, 8, 18

[AL16] ———, *Exhausting curve complexes by finite rigid sets*, Pacific J. Math. **282** (2016), no. 2, 257–283. MR 3478935 2

[BBM15] J. Birman, N. Broaddus, and W. Menasco, *Finite rigid sets and homologically nontrivial spheres in the curve complex of a surface*, J. Topol. Anal. **7** (2015), no. 1, 47–71. MR 3284389 2

[BM04] T. E. Brendle and D. Margalit, *Commensurations of the Johnson kernel*, Geom. Topol. **8** (2004), 1361–1384. MR 2119299 1, 3, 5, 13

[FM12] B. Farb and D. Margalit, *A primer on mapping class groups*, Princeton Mathematical Series, vol. 49, Princeton University Press, Princeton, NJ, 2012. MR 2850125 3, 4

[Irm04] E. Irmak, *Superinjective simplicial maps of complexes of curves and injective homomorphisms of subgroups of mapping class groups*, Topology **43** (2004), no. 3, 513–541. MR 2041629 1, 4

[Iva97] N. V. Ivanov, *Automorphism of complexes of curves and of Teichmüller spaces*, Internat. Math. Res. Notices (1997), no. 14, 651–666. MR 1460387 2, 5

[Kid13] Y. Kida, *The co-Hopfian property of the Johnson kernel and the Torelli group*, Osaka J. Math. **50** (2013), no. 2, 309–337. MR 3080802 3

[Loo13] E. Looijenga, *Connectivity of complexes of separating curves*, Groups Geom. Dyn. **7** (2013), no. 2, 443–450. MR 3054577 2

[Shi20] E. Shinkle, *Finite rigid sets in arc complexes*, Algebr. Geom. Topol. **20** (2020), no. 6, 3127–3145. MR 4185937 2

[Shi21] Emily Shinkle, *Finite rigid sets in flip graphs*, 2021. 2

[vdKL11] W. van der Kallen and E. Looijenga, *Spherical complexes attached to symplectic lattices*, Geom. Dedicata **152** (2011), 197–211. MR 2795243 2
