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Abstract. If \( G \) is a reductive Lie group of Harish-Chandra class, \( H \) is a symmetric subgroup, and \( \pi \) is a discrete series representation of \( G \), the authors give a condition on the pair \( (G, H) \) which guarantees that the direct integral decomposition of \( \pi|_H \) contains each irreducible representation of \( H \) with finite multiplicity. In addition, if \( G \) is a reductive Lie group of Harish-Chandra class, and \( H \subset G \) is a closed, reductive subgroup of Harish-Chandra class, the authors show that the multiplicity function in the direct integral decomposition of \( \pi|_H \) is constant along ‘continuous parameters’. In obtaining these results, the authors develop a new technique for studying multiplicities in the restriction \( \pi|_H \) via convolution with Harish-Chandra characters. This technique has the advantage of being useful for studying the continuous spectrum as well as the discrete spectrum.

1. Introduction

If \( \pi \) is an irreducible representation of a Lie group \( G \) and \( H \subset G \) is a type 1 closed Lie subgroup, it is natural to consider the restriction \( \pi|_H \) and to decompose this restriction into irreducible representations of \( H \). This type of problem comes up naturally in physics; see for instance [27], [33]. It also arises naturally in number theory; see for instance section 9 of [29], [2], or [21]. In the first case, the multiplicities in this decomposition should correspond to physical quantities and in the second case they should correspond to dimensions of spaces of automorphic forms. Either way, one observes that many branching laws of particular significance have the property that \( \pi|_H \) has finite multiplicities.

In [18] and [19], Kobayashi gives a sufficient condition for an irreducible representation of a real reductive Lie group \( G \) of type \( \mathfrak{a}(\lambda) \) to restrict discretely to a closed reductive subgroup of Harish-Chandra class, \( H \). In [20], he gives a necessary condition for infinitesimal discrete decomposability, and he shows that the necessary and sufficient conditions agree when \( (G, H) \) is a symmetric pair. In addition, he shows that when \( (G, H) \) is a symmetric pair and the restriction is infinitesimally discretely decomposable, the branching law \( \mathfrak{a}(\lambda)|_H \) contains each irreducible \( H \) representation with finite multiplicity. More recently, it has been shown that if \( (G, H) \) is a strong Gelfand pair of real, reductive algebraic groups and \( \pi \) is an irreducible, unitary representation of \( G \), then the discrete spectrum of \( \pi|_H \) contains each irreducible representation of \( H \) with multiplicity at most one (see [35] and the
references therein). Finally, in the recent preprint [22], Kobayashi and Oshima give a sufficient condition on pairs of reductive Lie groups \((G, H)\) which guarantees that \(\pi|_H\) contains finite multiplicities in the discrete spectrum of \(H\) for each irreducible, unitary representation \(\pi\) of \(G\).

These are all very powerful finite multiplicity theorems for branching laws. However, in each case, the finite multiplicity theorem only applies to the discrete part of the direct integral decomposition \(\pi|_H\). In this paper, we attempt to study the continuous spectrum of branching laws in a very special case. In order to do this, we make use of many recent ideas of Ørsted and Vargas [30], [31], [38].

In this paper we will work with reductive Lie groups of Harish-Chandra class. For the sake of completeness, we give the definition of a reductive Lie group of Harish-Chandra class (taken from pages 105-106 of [12] where this class of groups was introduced). We say that \(G\) is a reductive Lie group of Harish-Chandra class if \(G\) satisfies the following four conditions:

- \(\text{Lie}(G) = \mathfrak{g}\) is a reductive Lie algebra.
- \(\text{Ad}(G) \subset \text{Int} \mathfrak{g}_C\) where \(\mathfrak{g}_C \cong \mathfrak{g} \otimes \mathbb{C}\) is the complexification of \(\mathfrak{g}\) and \(\text{Int} \mathfrak{g}_C\) is the connected, analytic subgroup of \(\text{Aut} \mathfrak{g}_C\) with Lie algebra \(\text{Der} \mathfrak{g}_C\), the set of derivations of \(\mathfrak{g}_C\).
- If \(G_1\) is the connected, analytic subgroup of \(G\) with Lie algebra \(\mathfrak{g}_1 = [\mathfrak{g}, \mathfrak{g}]\), then the center of \(G_1\) is finite.
- \([G : G_c] < \infty\) where \(G_c\) denotes the identity component of \(G\).

Here are our results.

**Theorem 1.1.** Suppose \(G\) is a reductive Lie group of Harish-Chandra class and suppose \(H \subset G^\times \subset G\) is an open subgroup of a symmetric subgroup of \(G\). Choose a maximal compact subgroup \(K \subset G\) such that \(H \cap K \subset H\) is maximal compact, and denote by \(\theta\) the associated Cartan involutions of both \(G\) and \(\mathfrak{g}\). Let \(s\) be the \(-1\) eigenspace of \(\theta\) on \(\mathfrak{g}\), and let \(\mathfrak{a}\) be the \(-1\) eigenspace of \(\tau\) on \(\mathfrak{g}\). Suppose \(H \cong K_0 \times H_1\) where \(K_0\) is compact and \(H_1\) is noncompact. Let \(\mathfrak{b} \subset \mathfrak{h}_1 \cap \mathfrak{s}\) be a maximal abelian subspace, and let \(\mathfrak{a} \subset \mathfrak{s} \cap \mathfrak{q}\) be a maximal abelian subspace. Assume

\[
Z_{H_1 \cap K}(\mathfrak{a})Z_{H_1 \cap K}(\mathfrak{b}) = H_1 \cap K.
\]

If \(\pi\) is a discrete series representation of \(G\), then the direct integral decomposition of the restriction \(\pi|_H\) has finite multiplicities.

Observe that, under slightly weaker hypotheses, it is proved in Theorem 4 of [30] on page 628 in [30], the authors remark that they have not yet determined whether the irreducible continuous factors occur with finite multiplicity in the restriction of a discrete series representation of \(\text{Spin}(2n, 1)\) to the subgroup \(\text{Spin}(2k) \times \text{Spin}(2n - 2k, 1)\). This generalization of their result answers their question in the affirmative.

One checks that the symmetric pairs \((O(2n, 1), O(k) \times O(2n - k, 1)), (U(n, 1), U(k) \times U(n - k, 1)), (\text{Sp}(n, 1), \text{Sp}(k) \times \text{Sp}(n - k, 1))\) are all examples of symmetric pairs satisfying the hypotheses of the Theorem. We note that in [22], a class of pairs \((G, H)\) was identified such that \(\pi|_H\) has finite multiplicities in the discrete spectrum for every irreducible unitary representation \(\pi\) of \(G\). The above examples are also examples of the class of pairs \((G, H)\) identified in [22]. However, the class in [22] contains additional pairs including \((\text{SO}(p,q), \text{SO}(p-1,q))\) for \(p, q > 1\) that are not covered by the above Theorem. Most likely these pairs also satisfy a finite multiplicity theorem for the continuous spectrum in discrete series branching laws.
The proof of the Theorem utilizes many techniques from [30]. One new technique involves convolution of certain Harish-Chandra Schwartz functions on $G$ with Harish-Chandra characters of irreducible, tempered representations of $H$. This technique is also helpful in proving the following result.

**Theorem 1.2.** Suppose $G$ is a reductive Lie group of Harish-Chandra class, and $H \subset G$ is a closed reductive subgroup of Harish-Chandra class. Let $P = MAN \subset H$ be a cuspidal parabolic subgroup, let $\delta$ be a discrete series representation of $M$, and let $(\hat{A})'$ be the set of $H$ regular characters of $A$. Let $\sigma(\delta, \nu)$ be the family of irreducible tempered representations corresponding to $\delta \in \hat{M}$ and $\nu \in (\hat{A})'$ (see Section 3 for notation). Let $\pi$ be a discrete series representation of $G$, and let $m(\sigma(\delta, \nu), \pi|_H)$ be the multiplicity of the irreducible tempered representation of $\sigma(\delta, \nu)$ in $\pi|_H$. Then $m(\sigma(\delta, \nu), \pi|_H)$ is constant as a function of $\nu \in (\hat{A})'$.

In [38], Vargas considers $m(\sigma(\delta, \nu), \pi|_H)$ as a measurable function of $\nu$ for fixed $\delta$. In Proposition 2, he shows that whenever $m(\sigma(\delta, \nu), \pi|_H)$ is not identically zero almost everywhere as a function of $\nu$, it is zero on a set of measure zero. Thus, our Theorem is a slight generalization of the one obtained in [38].

Finally, we attempt to use Kahler geometry to obtain more information about the multiplicities in discrete series branching laws in the special case $(U(n,1), U(1) \times U(n-1,1))$. Let $\psi_m(e^{i\theta}) = e^{im\theta}$ denote the unitary character of $U(1)$ with parameter $m \in \mathbb{Z}$.

**Proposition 1.3.** Suppose $\pi$ is a discrete series representation of $G = U(n,1)$, and consider the symmetric subgroup $H = U(1) \times U(n-1,1)$. Decompose

$$\pi|_{U(1)} \cong \bigoplus_{\psi_m \in \hat{U}(1)} \psi_m \otimes \text{Hom}_{U(1)}(\psi_m, \pi) = \bigoplus_{\psi_m \in \hat{U}(1)} \psi_m \otimes \tau_m$$

into irreducibles under the action of $U(1)$. Here $\tau_m$ is a unitary representation of $U(n-1,1)$. Next, write

$$\tau_m = \int_{\sigma(\delta, \nu) \in U(n-1,1)_{\text{temp.}}} m(\sigma(\delta, \nu), \tau_m) \sigma(\delta, \nu)$$

as a direct integral of irreducible representations of $U(n-1,1)$ (See Section 3 for notation). Then $m(\sigma(\delta, \nu), \tau_m) \neq 0$ for finitely many elliptic parameters $\delta$ and $m(\sigma(\delta, \nu), \tau_m) < \infty$ for all $\sigma, \nu$. In particular, at most finitely many discrete series occur in $\tau_m$.

One could ask if a similar Proposition holds for all of the symmetric pairs $(O(2n,1), O(k) \times O(2n-k,1))$, $(U(n,1), U(k) \times U(n-k,1))$, and $(\text{Sp}(n,1), \text{Sp}(k) \times \text{Sp}(n-k,1))$. While this may be the case, attempting to prove this generalization using techniques similar to those in the last section of this paper would be computationally unpleasant at best.

We end the introduction with a remark. It seems likely that for most symmetric pairs $(G, H)$, there will exist discrete series $\pi$ such that $\pi|_H$ has only finite multiplicities as well as discrete series $\pi'$ such that $\pi'|_H$ has some infinite multiplicities. For example, if $G$ has holomorphic discrete series, then the holomorphic discrete series of $G$ always restrict with finite multiplicities to any symmetric subgroup ([17], [20], [25]). On the other hand, in many cases one can check using the Mackey restriction principle that large unitary principal series of $G$ will restrict with infinite
multiplicities to $H$, and one expects large discrete series to behave the same way. It would be nice to have a criterion to determine when each of these cases occurs that is analogous to the known criteria for discrete decomposability in [20], [3]. Certainly, the authors of this paper are very far from understanding this problem.

2. A Framework for Studying Multiplicities

Suppose $G$ is a reductive Lie group of Harish-Chandra class and $H \subset G$ is a closed reductive subgroup of Harish-Chandra class. Let $\pi$ be a discrete series representation of $G$, and let $\sigma$ be a tempered representation of $H$. Let $\chi$, be the infinitesimal character of $\pi$, and let $\psi_{\sigma}$ be the infinitesimal character of $\sigma$. Let $K \subset G$ be a maximal compact subgroup such that $H \cap K \subset H$ is a maximal compact subgroup of $H$. Let $\theta$ be the Cartan involution of $g = \operatorname{Lie}(G)$ with fixed points $\mathfrak{k} = \operatorname{Lie}(K)$, let $\mathfrak{s}$ be the $-1$ eigenspace of $\theta$, let $\mathfrak{h} = \operatorname{Lie}(H)$ be the Lie algebra of $H$, and let $\mathfrak{q}$ be a $\theta$ stable and $H \cap K$ stable complement to $\mathfrak{h}$ in $\mathfrak{g}$. In particular, we have the decomposition

$$\mathfrak{g} = \mathfrak{k} \cap \mathfrak{h} \oplus \mathfrak{k} \cap \mathfrak{q} \oplus \mathfrak{s} \cap \mathfrak{h} \oplus \mathfrak{s} \cap \mathfrak{q}.$$ 

Let $(\xi, \mathcal{V}_\xi)$ be the lowest $K$ type of $\pi$, let $\mathcal{V}_\xi$ be the corresponding $G$ equivariant, Hermitian vector bundle on $K\backslash G$, and let

$$L^2(K\backslash G, \mathcal{V}_\xi)_{\chi_*}$$

be the $\chi_*$-eigenspace of the action of $\mathcal{Z}\mathcal{U}(\mathfrak{g})$ on space of square integrable sections of $\mathcal{V}_\xi$ over $K\backslash G$. Note that the Casimir operator $\Omega \in \mathcal{Z}\mathcal{U}(\mathfrak{g})$ acts as an elliptic operator on $K\backslash G$; hence, this is a space of analytic functions by the elliptic regularity theorem. The group $G$ acts on $L^2(K\backslash G, \mathcal{V}_\xi)_{\chi_*}$ by right translation, and this representation of $G$ is isomorphic to $\pi$ ([10], [40]). Let

$$\mathcal{S}(K\backslash G, \mathcal{V}_\xi)_{\chi_*}$$

be the dense subspace of those sections that pullback to Harish-Chandra Schwartz functions on $G$ with values in $\mathcal{V}_\xi$. The Harish-Chandra Schwartz space was first introduced on page 19 of [10].

Whenever $D \in \mathcal{U}(\mathfrak{g})$, left translation by $D$ will be denoted by $L_D$, and right translation by $D$ will be denoted by $R_D$. For instance, if $X \in \mathfrak{g}$, then

$$(L_X f)(g) = \left. \frac{d}{dt} \right|_{t=0} f(\exp(-tX)g), \quad (R_X f)(g) = \left. \frac{d}{dt} \right|_{t=0} f(g \exp(tX)).$$

Recall that if $G$ is a Lie group, then there is a natural bijective linear map

$$\exp_* : S(\mathfrak{g}) \to \mathcal{U}(\mathfrak{g}).$$

If we regard $S(\mathfrak{g})$ as the space of translation invariant differential operators on $\mathfrak{g}$, and we regard $\mathcal{U}(\mathfrak{g})$ as the space of left invariant differential operators on $G$, then this map is given by

$$R_{\exp_* (u)}(f)(g) := (u \exp(\mathfrak{i}_g^{-1}f))(0).$$

If we instead regard $\mathcal{U}(\mathfrak{g})$ as the space of right invariant differential operators on $G$, then the map can be written

$$L_{\exp_* (u)}(f)(g) := (u \exp(\mathfrak{i}_g f))(0).$$

Of course, $l_g f(x) = f(\mathfrak{g}^{-1}x)$ (respectively $(r_g f)(x) = r(xg)$) denotes left translation (respectively right translation) by $g$, $(\exp^* f)(X) = f(\exp(X))$ denotes the pullback
of $f$ by $\exp$, and $(\iota^* f)(x) = f(x^{-1})$ denotes the pullback of $f$ by the inversion map $\iota(x) = x^{-1}$. For more details on this map, see pages 281-283 of [15].

If $V$ is a real vector space, let $S_m(V)$ denote the elements of the complex symmetric algebra over $V$ with degree at most $m$. The following Proposition is a consequence of Theorem 1.3 in [31], and it is a slight modification of Theorem 3 in [30].

**Proposition 2.2.** (Orsted-Vargas). There exists a family of continuous, $H$ equivariant maps

$$r_m : L^2(K\backslash G, V)_{\chi_e} \rightarrow L^2((H \cap K)\backslash H, \text{Hom}_c(S_m(s \cap q), V)) \cap (H \cap K)\backslash H).$$

The map $r_m$ is defined by

$$r_m(f)(x) = (L_{\exp(x^0)})f(h).$$

Moreover, we have

$$\ker(r_m) \supset \ker(r_{m+1})$$

for all $m$ and

$$\bigcap_{m=0}^\infty \ker(r_m) = \{0\}.$$

Observe that our notation differs slightly from the notation in [30]. Let

$$r_m = U_m(r_m r_m)^{1/2}$$

denote the polar decomposition of the operator $r_m$. Then $\{U_m\}$ is a family of $H$ equivariant partial isometries with $r_m = ker U_m$ and $\text{Image}(U_m) = \overline{\text{Image}(r_m)}$ for every $m$. In particular, $\ker(U_m) = \{0\}$. We require the following complementary Proposition, which is a close relative of Lemma 1 of [37].

**Proposition 2.2.** The map $r_m$ restricts to an $H$ equivariant map between the dense subspaces of Harish-Chandra Schwartz functions

$$r_m : S(K\backslash G, V)_{\chi_e} \rightarrow S((H \cap K)\backslash H, \text{Hom}_c(S_m(s \cap q), V) \cap (H \cap K)\backslash H).$$

To prove the proposition, we will need a Lemma. Since $H \cap K \subset H$ is maximally compact, we have compatible Cartan decompositions $g = \mathfrak{t} \oplus s$ and $h = (\mathfrak{h} \cap \mathfrak{t}) \oplus (\mathfrak{h} \cap s)$. Let $a_H \subset h \cap s$ be a maximal abelian subspace, and let $a \subset s$ be a maximal abelian subspace satisfying $a \cap (\mathfrak{h} \cap s) = a_H$. Let $A = \exp(a)$ and $A_H = \exp(a_H)$. Let $\Delta(g, a)$ denote the roots of $g$ with respect to $a$, and choose positive roots $\Delta^+(g, a) \subset \Delta(g, a)$. Let $\Delta$ be the positive Weyl chamber for this choice, let $A^+ = \exp(a^+)$, and let

$$\rho_a^+ = \frac{1}{2} \sum_{\alpha \in \Delta^+(g, a)} \alpha.$$

Let $q : a^+ \rightarrow a^+_H$ be the pullback of the inclusion, and observe

$$q(\Delta(g, a)) \subset \Delta(h, a_H).$$

Note that we can choose positive roots $\Delta^+(h, a) \subset \Delta(h, a)$ so that each positive root $\alpha$ of $h$ with respect to $a_H$ is of the form $q(\beta)$ for a positive root $\beta \in \Delta^+(g, a)$. 

Fix such a choice and let $a^+_H$ be the positive Weyl chamber for these positive roots. Let $A^+_H = \exp(a^+_H)$, and let
\[
\rho_{a^+_H} = \frac{1}{2} \sum_{\alpha \in \Delta^+(h,a_H)} \alpha.
\]

Let $W_G$ be the Weyl group of the root system $\Delta(g,a)$, and let $W_H$ be the Weyl group of the root system $\Delta(h,a_H)$.

**Lemma 2.3.** If $a \in A^+_H$ and $w \in W_G$ such that $wa \in A^+$, then
\[
\rho_{a^+}(w \log(a)) - \rho_{a^+}(\log(a)) \geq 0.
\]

**Proof.** Note $\Delta^+(h,a_H) \subset g(w^{-1} \Delta^+(g,a))$. Writing things out, we obtain
\[
\rho_{a^+}(w \log(a)) - \rho_{a^+}(\log(a)) = \sum_{\alpha \in \Delta^+(g,h)} (w^{-1}\alpha)(\log(a)) - \sum_{\alpha \in \Delta^+(h,a_H)} \alpha(\log(a))
\]

The final sum is nonnegative since $wa \in A^+$ implies $\alpha(\log(a)) \geq 0$ for all $\alpha \in w^{-1}\Delta^+(g,a)$. \qed

Next, we prove the proposition.

**Proof.** To prove this Proposition, it is enough to check that the restriction to $H$ of a Harish-Chandra Schwartz function on $G$ is a Harish-Chandra Schwartz function on $H$. Let $\Xi_G$ be the Harish-Chandra spherical function on $G$, and let $\Xi_H$ be the Harish-Chandra spherical function on $H$ (see for instance page 186 of [23] for a definition; in his notation $\Xi_G = \phi''(G)$). Recall that $f \in C^\infty(G)$ lies in the Harish-Chandra Schwartz space, $\mathcal{S}(G)$, of $G$ iff for every $D_1, D_2 \in \mathcal{U}(g)$ and every $m \in \mathbb{N}$, there exists a constant $C_{D_1,D_2,m} > 0$ such that
\[
|(1 + |g|)^m(R_{D_1}L_{D_2}f)(g)| \leq C_{D_1,D_2,m}||\Xi_G||_{m} |g|
\]
for all $g \in G$.

To define $| \cdot |$, we choose a $W_G$ invariant norm $| \cdot |_a$ on $a$, and we define
\[
|g| = |kad| = |\log(a)|_a.
\]

Of course, the definition of the Harish-Chandra Schwartz space is independent of the choice of norm on $a$. Using well-known upper and lower bounds on $\Xi_G$ (see Theorem 3 on page 279 of [17] and (8.83) on page 259 of [23]), we observe that $f$ is in the Harish-Chandra Schwartz space of $G$ iff for every $D_1, D_2 \in \mathcal{U}(g)$ and $m \in \mathbb{N}$, there exists a constant $C_{D_1,D_2,m}$ such that
\[
|(R_{D_1}L_{D_2}f)(k_1ak_2)| \leq C_{D_1,D_2,m}(1 + |\log(a)|_a)^{-m} e^{-\rho_{a^+}(\log(a))}
\]
for all $k_1, k_2 \in K$ and $a \in A^+$.

Now, fix $a \in A^+_H$, and choose $w \in W_G$ such that $wa \in A^+$. Choose $k' \in K$ that acts on $A$ by $w$, and define $| \cdot |_{a_H}$ to be the restriction of $| \cdot |_a$ to $a_H$. If $D_1, D_2 \in \mathcal{U}(h) \subset \mathcal{U}(g)$, then we obtain
\[
|(R_{D_1}L_{D_2}f)(k_1ak_2)| = |(R_{D_1}L_{D_2}f)(k_1k'(k'-1)ak')k'-1k_2)|
\]
\[
\leq C_{D_1,D_2,m}(1 + |\log(wa)|_a)^{-m} e^{-\rho_{a_H}(\log(wa))}
\]
Let Harish-Chandra Schwartz spaces be continuous with respect to the locally convex topology of the representation \( \pi \) by an irreducible tempered representation \((V \rightarrow \sigma)\). In particular, \( \pi \) is given by integration against an analytic function on the dense subspace of functions that pullback to \( V \) valued Harish-Chandra Schwartz functions on \( H \).

Let \( \Theta_\sigma \in C^{-\infty}(H) \) be the character of \( \sigma \) on \( H \). Recall that in [6], [8] it is proved that \( \Theta_\sigma \) is given by integration against an analytic function on the dense subset of regular, semisimple elements \( H' \subset H \) that is locally \( L^1 \) on all of \( H \). We will write \( \Theta_\sigma \) for the distribution as well as the analytic function on \( H' \).

Define \( C^\omega((H \cap K) \backslash H, V)_{\psi_\sigma} \) to be the space of analytic sections of the bundle \( \mathcal{V} \rightarrow (H \cap K) \backslash H \) satisfying

\[ R_D f = \psi_\sigma(D)f \text{ for all } D \in \mathcal{ZU}(h). \]

Further, if \( \mu \in \hat{H} \cap \mathbb{K} \) is an \( H \cap \mathbb{K} \) type, let

\[ C^\omega((H \cap K) \backslash H, V)_{\psi_\sigma} \subset C^\omega((H \cap K) \backslash H, V)_{\psi_\sigma} \]

be the subspace that transforms by \( \mu \) under right translation by \( H \cap \mathbb{K} \).

We define a map

\[ *\Theta_\sigma : \mathcal{S}((H \cap K) \backslash H, V) \rightarrow C^\omega((H \cap K) \backslash H, V)_{\psi_\sigma} \]

by

\[ f \mapsto f * \Theta_\sigma \text{ where } (f * \Theta_\sigma)(h) = \int_H f(hh_1^{-1})\Theta_\sigma(h_1)dh_1. \]

The integral converges because integration against \( \Theta_\sigma \) defines a tempered distribution (see the remarks on page 45 of [10] together with Lemma 27 of [9] or page 456 of [23]). Note that we may also write

\[ (f * \Theta_\sigma)(h) = \int_H f(h_1)\Theta_\sigma(hh_1^{-1})dh_1 = \int_H f(h_1^{-1}h)\Theta_\sigma(h_1)dh_1. \]

Here we have used substitution and the fact that \( \Theta_\sigma \) is conjugation invariant. From these formulas, it is clear that \( *\Theta_\sigma \) is an \( H \times H \) equivariant map. In particular,

\[ (f * \Theta_\sigma)(kh) = \eta(k)^{-1}(f * \Theta_\sigma)(h) \]

for \( k, h \in H \cap K \). Applying the Lemma, we obtain

\[ (R_{D_1}L_{D_2}f)(k_1ak_2) \leq C_{D_1,D_2,m}(1 + |\log(a)|_{A_H})^{-m}e^{-\rho_{k_1}(\log(a))} \]

whenever \( D_1, D_2 \in \mathcal{ZU}(h), m \in \mathbb{N}, a \in A^*_H, k_1, k_2 \in K \cap H, \) and \( f \in \mathcal{S}(G) \). This implies that the restriction of \( f \) to \( H \) is in \( \mathcal{S}(H) \).

As a corollary of the proof, we observe that the restriction of the map \( r_m \) to Harish-Chandra Schwartz spaces is continuous with respect to the locally convex topologies of the Harish-Chandra Schwartz spaces.

Next, we wish to understand the part of the image of the map \( r_m \) that transforms by an irreducible tempered representation \( \sigma \) of \( H \). This will help us understand the multiplicity of the representation \( \sigma \) in \( \pi \mid_H \). We need to introduce an additional map.

Suppose \((\eta, V) \) is a finite dimensional, unitary representation of \( H \cap K \), and let \( \mathcal{V} \rightarrow (H \cap K) \backslash H \) be the corresponding \( H \) equivariant, Hermitian vector bundle. Let \( L^2((H \cap K) \backslash H, \mathcal{V}) \) denote the space of \( L^2 \) sections of \( \mathcal{V} \) over \((H \cap K) \backslash H \) with respect to the \( H \) invariant measure on \((H \cap K) \backslash H \), and let \( \mathcal{S}((H \cap K) \backslash H, \mathcal{V}) \subset L^2((H \cap K) \backslash H, \mathcal{V}) \) be the dense subspace of functions that pullback to \( V \) valued Harish-Chandra Schwartz functions on \( H \).

The integral converges because integration against \( \Theta_\sigma \) defines a tempered distribution (see the remarks on page 45 of [10] together with Lemma 27 of [9] or page 456 of [23]). Note that we may also write

\[ (f * \Theta_\sigma)(kh) = \eta(k)^{-1}(f * \Theta_\sigma)(h) \]

for \( k, h \in H \cap K \). Applying the Lemma, we obtain

\[ (R_{D_1}L_{D_2}f)(k_1ak_2) \leq C_{D_1,D_2,m}(1 + |\log(a)|_{A_H})^{-m}e^{-\rho_{k_1}(\log(a))} \]

whenever \( D_1, D_2 \in \mathcal{ZU}(h), m \in \mathbb{N}, a \in A^*_H, k_1, k_2 \in K \cap H, \) and \( f \in \mathcal{S}(G) \). This implies that the restriction of \( f \) to \( H \) is in \( \mathcal{S}(H) \).

As a corollary of the proof, we observe that the restriction of the map \( r_m \) to Harish-Chandra Schwartz spaces is continuous with respect to the locally convex topologies of the Harish-Chandra Schwartz spaces.

Next, we wish to understand the part of the image of the map \( r_m \) that transforms by an irreducible tempered representation \( \sigma \) of \( H \). This will help us understand the multiplicity of the representation \( \sigma \) in \( \pi \mid_H \). We need to introduce an additional map.
for every $k \in H \cap K$. Moreover, if $\tilde{D} \in \mathcal{U}(h)^H$, write $\tilde{D} = \exp_\ast(D)$ with $D \in S(h)^H$, and observe

$$R_{\exp_\ast D}(f \ast \Theta_\sigma)(h) = DX \int_H f(\exp(X)h_1^{-1})\Theta_\sigma(h_1)dh_1 \quad \text{for every } h_1 \in H.$$

Then

$$= DX \int_H f(hh_1^{-1}\exp(\Ad(h_1,X))\Theta_\sigma(h_1)dh_1 \quad \text{for every } h_1 \in H,$$

and

$$= DX \int_H f(hh_1^{-1}\exp(X))\Theta_\sigma(h_1)dh_1 \quad \text{for every } h_1 \in H,$$

and

$$= DX \int_H f(hh_1^{-1}\exp(\Ad(h_1,X))\Theta_\sigma(h_1)dh_1 \quad \text{for every } h_1 \in H,$$

and

$$= \langle R_{\exp_\ast D}\Theta_\sigma, \ast_l h^{-1}f \rangle = \psi_\sigma(\hat{D})(f \ast \Theta_\sigma)(h).$$

Here we have used that integration against $\Theta_\sigma$ is an invariant eigendistribution with infinitesimal character $\psi_\sigma$. Finally, the function $f \ast \Theta_\sigma$ is analytic because it is an eigenfunction for the Casimir operator of $H$, which is elliptic on the Riemannian symmetric space $(H \cap K) \backslash H$. Let $\sigma \in \hat{H}_{\text{temp}}$, and let $\mu \in \widehat{H \cap K}$ be a minimal $K$ type for $\sigma$. Let $\phi_{\pi,\sigma,m}$ be the composition of the map $m$ and the map $\ast \Theta_\sigma$ from

$$S((H \cap K) \backslash H, \text{Hom}_\mathbb{C}(S_m(s \cap q), V_\xi|_{(H \cap K) \backslash H}))$$

to

$$C^\infty((H \cap K) \backslash H, S_m(s \cap q)^* \otimes V_\xi)_{\psi_\sigma}.$$ 

Let $m(\sigma, \pi|_H)$ denote the multiplicity of $\sigma$ in the direct integral decomposition of $\pi|_H$.

**Lemma 2.4.** We have the equality

$$m(\sigma, \pi|_H) = \lim_{m \to \infty} \dim \phi_{\pi,\sigma,m}(S(K \backslash G, V_\xi)_{\chi_\sigma})(\mu)$$

$$= \lim_{m \to \infty} \dim \phi_{\pi,\sigma,m}(S(K \backslash G, V_\xi)_{\chi_\sigma})(\mu).$$

Before beginning the proof of the Lemma, we recall the Plancherel formula for $H$ ([34, 29, 13] for the original papers, [11, 5, 41] for expository pieces). First, we have an abstract direct integral decomposition

$$L^2(H) \cong \int_{\hat{H}_{\text{temp}}} V_\sigma^* \otimes V_\sigma.$$

Recall that we may view $V_\sigma^* \otimes V_\sigma \cong \text{End}(V_\sigma)_{\text{HS}}$ as the space of Hilbert Schmidt operators on $V_\sigma$. Let the isomorphism between $L^2(H)$ and the direct integral be denoted $f \mapsto \hat{f}$. Then for $f \in (L^1 \cap L^2)(H)$, we have $\hat{f}(\sigma) = \sigma(f) \in \text{End}(V_\sigma)_{\text{HS}}$. In fact, when $f$ is in the Harish-Chandra Schwartz space, we can make things even more explicit. We have a unique $H \times H$ equivariant, continuous map

$$M_\sigma : (V_\sigma^* \otimes V_\sigma)^\infty \to C^\infty(H)$$

satisfying

$$M_\sigma(w \otimes v)(h) = \langle \sigma(h)v, w \rangle$$

for $v \in V_\sigma^\infty, w \in (V_\sigma^*)^\infty$.

Let $C^\infty(H)_{\sigma^* \otimes \sigma}$ denote the image of this map. If $\Theta_\sigma$ is the Harish-Chandra character of $\sigma$, then we have an $H \times H$ equivariant map $S(H) \to C^\infty(H)_{\sigma^* \otimes \sigma}$ given by

$$f \mapsto f \ast \Theta_\sigma.$$
Moreover, for \( f \in \mathcal{S}(H) \), we have

\[ M_\sigma(f) = f \ast \Theta_\sigma. \]

Now, let \( V \) be a finite dimensional complex vector space, and let \( W \subset L^2(H) \otimes V \) be a closed, right \( H \) invariant subspace such that \( \mathcal{S}(W) := W \cap (\mathcal{S}(H) \otimes V) \subset W \) is dense. Then for each \( \sigma \in \hat{H}_{temp.} \), we must have \( W_\sigma \subset V_\sigma^\ast \otimes V \) such that

\[ W \cong \int_{\hat{H}_{temp.}} W_\sigma \otimes V_\sigma. \]

The point is that we can use our explicit Fourier transform to describe \( W_\sigma \). Extend \( M_\sigma \) to a map on \( \mathcal{S}(H) \otimes V \) (trivially on \( V \)), and note that

\[ \{ f \ast \Theta_\sigma \mid f \in \mathcal{S}(W) \} \subset M_\sigma(V_\sigma \otimes W_\sigma)^{\infty} \]

is a dense subspace. Since the maps \( \ast \Theta_\sigma \) and \( M_\sigma \) are \( H \times H \) equivariant, we may look at the part of both sides that transforms on the right by the minimal \( K \) type \( \mu \) of \( \sigma \). Then we obtain

\[ \{ f \ast \Theta_\sigma \mid f \in \mathcal{S}(W)(\mu) \} \subset M_\sigma(V_\sigma(\mu) \otimes W_\sigma)^{\infty} \]

is dense. Since \( \mu \) is a minimal \( H \cap K \) type of \( \sigma \), it follows from \( \ref{E:dim} \) that \( \dim V_\sigma(\mu) = 1 \). In particular,

\[ \dim W_\sigma = \dim \{ f \ast \Theta_\sigma \mid f \in \mathcal{S}(W)(\mu) \}. \]

Finally, note that \( \dim W_\sigma = m(\sigma,W) \), the multiplicity of \( \sigma \) in \( W \).

**Proof.** Now, to compute the multiplicity of \( \sigma \) in \( \pi|_H \), we first realize \( \pi \) as \( L^2(K \backslash G, \mathcal{V}_\xi)_{\chi_\sigma} \). Recall \( \{ \ker(U_m)^\perp \} \) is a filtration of \( \pi|_H \) by \( H \) invariant, closed subspaces. Since each \( \{ \ker(U_m)^\perp \} \) can be identified with a closed subspace of

\[ L^2((H \cap K) \backslash H, \text{Hom}_\mathbb{C}(\mathcal{S}(s \cap q), \mathcal{V}_\xi|_{(H \cap K) \backslash H})) \subset L^2(H) \otimes \text{Hom}_\mathbb{C}(S_m(s \cap q), \mathcal{V}_\xi), \]

we may take the measure on \( \hat{H} \) in the direct integral decomposition of \( \ker(U_m)^\perp \) to be the Plancherel measure on \( \hat{H} \) for every \( m \). In particular, this implies

\[ m(\sigma, \pi|_H) = \lim_{m \to \infty} m(\sigma, \ker(U_m)^\perp). \]

We may identify \( \ker(U_m)^\perp \) as an \( H \) representation with

\[ \mathcal{R}_m(L^2(K \backslash G, \mathcal{V}_\xi)_{\chi_\sigma}) \subset L^2((H \cap K) \backslash H, S_m(s \cap q)^* \otimes \mathcal{V}_\xi). \]

Since Harish-Chandra Schwartz functions on \( G \) are dense in \( L^2(K \backslash G, \mathcal{V}_\xi)_{\chi_\sigma} \) and the restriction of Harish-Chandra Schwartz functions to \( H \) are Harish-Chandra Schwartz functions on \( H \) by Proposition 2.2, we may use the above discussion of the Plancherel formula to compute the multiplicity of \( \sigma \) in \( \ker(U_m)^\perp \). Explicitly, we have

\[ m(\sigma, \ker(U_m)^\perp) = \dim \phi_{\pi|_H,m}(\mathcal{S}(K \backslash G, \mathcal{V}_\xi)_{\chi_\sigma}(\mu)). \]

The lemma follows. \( \square \)
3. A Constant Multiplicity Theorem

Given a cuspidal parabolic subgroup \( P = MAN \subset H \), a discrete series representation \( \delta \in \hat{M} \) and a unitary character \( \nu \in \hat{A} \), we may form the (possibly infinite dimensional) vector bundle on \( G/P \) corresponding to the tensor product of \( \delta \otimes \nu \otimes 1 \) with the square root of the density bundle on \( G/P \). The space of \( L^2 \) sections of this vector bundle is a tempered representation of \( H \), which we will call \( \sigma(\delta,\nu) \); if \( \nu \) is regular it is irreducible [13]. Moreover, every irreducible tempered representation \( \sigma \in \hat{H} \) with regular infinitesimal character is of this form with \( \nu \in \hat{A} \) regular [30].

Let \( \hat{A}' \) denote the set of regular characters of \( A \), and consider \( \{ \sigma(\delta,\nu)|\ \nu \in (\hat{A}') \} \) for fixed \( \delta \in \hat{M} \). This set of irreducible tempered representations is an open subset of \( \hat{H}_{\text{temp}} \), and the union of all such open subsets has full measure in \( \hat{H}_{\text{temp}} \). [4], [11], [13], [23]. In particular, we may study the multiplicity function \( m(\sigma(\delta,\nu),\pi) \) as a function of \( \nu \in (\hat{A}') \) for fixed \( \pi \in \hat{G}_{\text{disc}} \), and \( \delta \in \hat{M}_{\text{disc}} \).

**Theorem 3.1.** Let \( \pi \in \hat{G}_{\text{disc}} \) be a discrete series representation of \( G \), a reductive Lie group of Harish-Chandra class, let \( H \subset G \) be a closed reductive subgroup of \( G \) of Harish-Chandra class, and let \( P = MAN \subset H \) be a cuspidal parabolic subgroup of \( H \). Let \( \delta \in \hat{M}_{\text{disc}} \) be a discrete series representation of \( M \), and let \( \nu \in (\hat{A}') \) be a regular, unitary character of \( A \). Let \( \sigma(\delta,\nu) \) be the irreducible tempered representation of \( H \) induced from the representation \( \delta \otimes \nu \otimes 1 \) of \( P = MAN \). Let \[ m(\sigma(\delta,\nu),\pi|_H) \] be the multiplicity function that records the multiplicity of \( \sigma(\delta,\nu) \) in the direct integral decomposition of \( \pi|_H \). Then, as a function of \( \nu \in (\hat{A}') \), the multiplicity function \( m(\sigma(\delta,\nu),\pi|_H) \) is constant.

In [38], Vargas considers \( m(\sigma(\delta,\nu),\pi|_H) \) as a measurable function of \( \nu \) for fixed \( \delta \). In Proposition 2, he shows that whenever \( m(\sigma(\delta,\nu),\pi|_H) \) is not identically zero almost everywhere as a function of \( \nu \), it is zero on a set of measure zero. In particular, this Theorem is a generalization of Proposition 2 of [38].

**Proof.** By Lemma 2.4, we have the formula \[ m(\sigma(\delta,\nu),\pi|_H) = \lim_{m \to \infty} \dim \phi_{\pi,\sigma,m}(S(K\setminus G, V_\xi)_{\chi_\sigma}(\mu)). \]

Fix \( \delta \) and \( \pi \), and first assume that \( m(\sigma(\delta,\nu),\pi|_H) \) is bounded almost everywhere for \( \nu \in (\hat{A}') \) with maximum \( N \). Choose \( \nu_0 \in (\hat{A}') \) such that \( N = m(\sigma(\delta,\nu_0),\pi|_H) \), and choose \( f_1,\ldots,f_N \in S(K\setminus G, V_\xi)_{\chi_\sigma}(\mu) \) such that \[ \{ \phi_{\pi,\sigma(\delta,\nu_0),m}(f_j) = r_m(f_j) * \Theta_{\sigma(\delta,\nu_0)} \} \] is linearly independent for sufficiently large \( m \). Let \( m_0 \) be a natural number that is sufficiently large. Recall \[ r_m(f_j) * \Theta_{\sigma(\delta,\nu_0)} \in C^\infty((H \cap K)\setminus H, S_m(s \cap q)^* \otimes V_\xi)_{\psi_\sigma}(\mu). \]

In particular, one may think of each \( r_m(f_j) * \Theta_{\sigma(\delta,\nu_0)} \) as a complex valued function on \( H \times S_m(s \cap q) \otimes V_\xi^* \). We require the following Lemma.

**Lemma 3.2.** Let \( X \) be a set, and let \( \{ F_1,\ldots,F_N \} \) be a linearly independent set of complex valued functions on \( X \). Then there exists a subset \( \{ x_1,\ldots,x_N \} \subset X \) such that \[ \det(F_i(x_j)) \neq 0. \]
The proof of this Lemma is an easy linear algebra exercise that is left to the reader. In our case, we may find \((h_j, w_j) \in H \times S_{m_0}(\mathfrak{s} \cap \mathfrak{q}) \otimes V_\nu^*\) for \(j = 1, \ldots, N\) such that
\[
\det((r_{m_0}(f_i) * \Theta_{\sigma(\delta, \nu_0)})(h_j, w_j)) \neq 0.
\]
Now, observe that
\[
\nu \mapsto \det((r_{m_0}(f_i) * \Theta_{\sigma(\delta, \nu)})(h_j, w_j))
\]
is an analytic function on \(\hat{A}\) since \(\Theta_{\sigma(\delta, \nu)}\) is analytic as a function of \(\nu\) (Observe that \(\Theta_{\sigma(\delta, \nu)}\) is well-defined and analytic function for all \(\nu \in \hat{A}\)). If \(\nu \in A\) even if \(\sigma(\delta, \nu)\) isn’t irreducible for singular \(\nu\). In particular, since this function is non-zero somewhere, it is non-zero almost everywhere. Therefore,
\[
\{r_{m_0}(f_i) * \Theta_{\sigma(\delta, \nu)}\}
\]
is a linearly independent set for almost all \(\nu \in (\hat{A})'\). Since \(m\) is a lowest \(K\) type of \(\sigma(\delta, \nu_0)\), it is also a lowest \(K\) type for \(\sigma(\delta, \nu)\) for every \(\nu \in (\hat{A})'\) (an easy calculation shows that all of these representations have the same \(K\) types). In particular, Lemma 2.4 implies that
\[
m(\sigma(\delta, \nu), \pi|_H) \geq N
\]
for almost every \(\nu \in (\hat{A})'\). Since \(N\) was chosen to be the maximum, \(m(\sigma(\delta, \nu))\) is the constant function \(N\) almost everywhere on the subset \(\{\sigma(\delta, \nu) : \nu \in (\hat{A})'\}\). Because \(m\) is a measurable function that is only well-defined up to subsets of measure zero anyway, we might as well say \(m\) is the constant function \(N\) on \(\{\sigma(\delta, \nu) : \nu \in (\hat{A})'\}\).

Next, suppose \(\{m(\sigma(\delta, \nu), \pi|_H) : \nu \in (\hat{A})'\}\) is unbounded. Thus, for any \(N\), we may find \(\nu_0\) such that \(m(\sigma(\delta, \nu_0), \pi|_H) \geq N\), and the above argument then implies \(m(\sigma(\delta, \nu), \pi|_H) \geq N\) for almost every \(\nu \in (\hat{A})'\). Since this is true for every \(N\), we observe \(m(\sigma(\delta, \nu), \pi|_H) = \infty\) for almost every \(\nu \in (\hat{A})'\). Again, since \(m\) is a measurable function, we might as well call it the constant function \(\infty\) on all of \(\{\sigma(\delta, \nu) : \nu \in (\hat{A})'\}\). \(\square\)

4. A SPACE OF SPHERICAL FUNCTIONS

Now, we specialize to the case where \(H \subset G' \subset G\) is an open subgroup of a symmetric subgroup of \(G\). Let \(\chi_G\) be a character of the center of the universal enveloping algebra \(\mathcal{U}(\mathfrak{g})\), and let \(\psi_H\) be a character of \(\mathcal{U}(\mathfrak{h})\). Let \((\xi, V_\xi)\) be an irreducible representation of \(K\), and let \(\mu \in \hat{K} \cap \hat{H}\). Define
\[
C^\omega(K\backslash G, V_\xi)_{\chi_G, \psi_H}(\mu)
\]
to be the vector space of analytic sections of the bundle \(V_\xi \to K\backslash G\) satisfying
\begin{enumerate}
\item \(R_D f = \chi_G(D)f\) for all \(D \in \mathcal{U}(\mathfrak{g})\).
\item \(R_D f = \psi_H(D)f\) for all \(D \in \mathcal{U}(\mathfrak{h})\).
\item If we let \(K \cap H\) act on the space of functions on \(G\),
\[
\text{Span}_C \{f(gk') : k' \in K \cap H\}
\]
by right translation, then the corresponding representation is isomorphic to a Hilbert space sum of copies of \(\mu\).
Recall that we have the decomposition
\[ g = \mathfrak{k} \cap \mathfrak{h} \oplus \mathfrak{t} \cap \mathfrak{q} \oplus s \cap \mathfrak{h} \oplus s \cap \mathfrak{q} \]
Here \( s \) is the \(-1\) eigenspace of the Cartan involution of \( g \) with respect to \( \mathfrak{k} \), and \( \mathfrak{q} \) is the \(-1\) eigenspace of the action of \( \tau \) on \( g \) (we write \( \tau \) for both the involution on \( G \) and its differential on \( g \)). The following Theorem is a slight generalization of Lemma 1 on page 623 of [30].

**Theorem 4.1** (Ørsted-Vargas). Suppose \( H \subset G^* \subset G \) is an open subgroup of a symmetric subgroup of a reductive Lie group of Harish-Chandra class \( G \), let \( \chi_G \) be a character of \( \mathcal{Z}U(g) \), and let \( \psi_H \) be a character of \( \mathcal{Z}U(h) \). Further, suppose \( H \cong K_0 \times H_1 \) where \( K_0 \) is compact and \( H_1 \) is noncompact. Let \( b \subset h_1 \cap s \) be a maximal abelian subspace, and let \( a \subset s \cap q \) be a maximal abelian subspace. Suppose
\[ Z_{H_1 \cap K}(b)Z_{H_1 \cap K}(a) = H_1 \cap K. \]
Then
\[ C^\omega(K \setminus G, \mathcal{V}_\xi)_{\chi_G \cdot \psi_H}(\mu) \]
is finite dimensional for every \( \mu \in \overline{K} \cap H \).

One observes that the symmetric pairs \((O(2n,1), O(k) \times O(2n-k,1)), (U(n,1), U(k) \times U(n-k,1)), \) and \((Sp(n,1), Sp(k) \times Sp(n-k,1))\) are all examples of symmetric pairs that satisfy the hypothesis of the above Theorem.

Technically, this Theorem is a very slight generalization of Lemma 1 of [30]. Thus, we point out how to prove this version. The key is a Lemma of Harish-Chandra.

**Lemma 4.2** (Harish-Chandra). Suppose \( H_1 \) is a reductive Lie group of Harish-Chandra class with maximal compact subgroup \( K_1 \subset H_1 \), and let \( h_1 = t_1 + s_1 \) be the corresponding Cartan decomposition of \( h_1 \). Let \( b \subset s_1 \) be a maximal abelian subspace, and let \( M = Z_{K_1}(b) \). Suppose \( K_2 \subset K_1 \) is a subgroup satisfying \( K_2 M = K_1 \). Let \((\mu_1, V_1) \in \overline{K_1} \), let \((\mu_2, V_2)\) be a finite dimensional representation of \( K_2 \), and let \( \psi \) be a character of \( \mathcal{Z}U(h_1) \). Let
\[ C^\omega(K_2 \setminus H_1, V_2)_{\psi}(\mu_1) \]
be the space of analytic sections of the vector bundle \( V_2 \to K_2 \setminus H \) that transform by \( \mu_1 \) on the right and by \( \psi \) under \( \mathcal{Z}U(h) \). Then
\[ C^\omega(K_2 \setminus H_1, V_2)_{\psi}(\mu_1) \]
is finite dimensional.

This Lemma is a very slight modification and generalization of Corollary 2 on page 65 of [14] or Lemma 8 on page 67 of [14]. For the sake of completeness, we give a proof.

**Proof.** Choose \( b \in \exp(b) \) regular. Then Corollary 1 of [14] says that there exists a finite collection \( \{v_i\}_{i=1}^r \subset \mathcal{U}(b) \) such that
\[ \mathcal{U}(h_1) = (\text{Ad}(b^{-1})\mathcal{U}(t_2)) \left( \sum_{i=1}^r \mathcal{Z}U(h_1)v_i \right) \mathcal{U}(t_1). \]
Now, view $C^\omega(K_2 \backslash H_1, \mathcal{V}_2)_\psi(\mu_1)$ as a space of analytic functions from $H_1$ to $V_2$. Denote the annihilator of $V_1$ in $\mathcal{U}(t_1)$ by Ann($V_1$), and let $\{w_j\}_{j=1}^m$ be a basis for the finite dimensional vector space $\mathcal{U}(t_1)/\text{Ann}(V_1)$. We have a map
\[ C^\omega(K_2 \backslash H_1, \mathcal{V}_2)_\psi(\mu_1) \to V_2 \otimes C^{\omega+m} \]
by
\[ f \mapsto (R_{v_i}, R_{w_j}f)(b). \]
If we show that this map is injective, then the Lemma follows. Therefore, we suppose $f \in C^\omega(K_2 \backslash H_1, \mathcal{V}_2)_\psi(\mu_1)$ with $(R_{v_i}, R_{w_j}f)(b) = 0$ for all $i,j$. Since $f$ is analytic, to conclude $f = 0$, it is enough to show $(R_Df)(b) = 0$ for all $D \in \mathcal{U}(h_1)$. Using the above decomposition of $\mathcal{U}(h_1)$, we write $D = (Ad(b^{-1})D_2)(\sum z_i v_i)D_1$ with $D_2 \in \mathcal{U}(t_2)$, $z_i \in \mathcal{Z}\mathcal{U}(h_1)$ and $D_2 \in \mathcal{U}(t_1)$. Further, write $D_1 = \sum_{j=1}^m a_j w_j \bmod(\text{Ann}(V_1))$. Then
\[ (R_Df)(b) = dp_2(D_1) \left( \sum_{i,j} \psi(z_i) a_j R_{v_i} R_{w_j} f \right)(b) = 0. \]
The Lemma follows.

Now, we explain how to modify the proof on pages 623-625 of [30] to obtain Theorem 3.1 under our slightly weaker assumptions. Let $a \subset s \cap q$ be a maximal abelian subspace, and let $a \in \exp(a)$ be regular. Given $f \in C^\omega(K \backslash G, \mathcal{V}_\xi)_{\chi_G, \psi_H}(\mu)$, Ørsted and Vargas define the middle differentiation of $f$ by $X \in g$ at $(a, h)$ to be
\[ f(a; X; h) = \frac{d}{dt} \bigg|_{t=0} f(a \exp(tX)h). \]
They extend this definition to any $X \in \mathcal{U}(\mathfrak{g})$ by iteration. Then, utilizing arguments on page 624, Ørsted and Vargas show that there is a finite set $\{v_i\} \subset \mathcal{Z}\mathcal{U}(Z_{\mathfrak{g}}(a))$ such that $f \in C^\omega(K \backslash G, \mathcal{V}_\xi)_{\chi_G, \psi_H}(\mu)$ is determined by the set of functions $H_1 \to V_1$ of the form
\[ h_1 \mapsto g_{f,k_0}(h_1) = f(a; v_j; k_0 h_1) \]
for all $k_0 \in K_0$ and $j$. This part of their argument is unchanged by our weaker set of hypotheses. Let $\psi_{H_i}$ be the restriction of $\psi_H$ to $\mathcal{Z}\mathcal{U}(h_1)$, and let $\zeta_i$ for $i = 1, \ldots, r$ be the finite collection of irreducible $H_1 \cap K = K_1$ representations in $\mu|_{H_1 \cap K}$. Now, it is clear that
\[ g_{f,k_0} \in \text{Span}_{i=1}^r C^\omega(K_2 \backslash H_1, \mathcal{V}_2)_{\psi_{H_1}}(\zeta_i) \subset C^\omega(K_2 \backslash H_1, \mathcal{V}_2)_{\psi_{H_1}}. \]
In the last Lemma, we showed that this space is finite dimensional. Following [30], we then consider $g_{f,k_0}(h_1)$ as a function on $K_0$ with values in the finite dimensional space $\text{Span}_{i=1}^r C^\omega(K_2 \backslash H_1, \mathcal{V}_2)_{\psi_{H_1}}(\zeta_i)$. Note that $\mathcal{Z}\mathcal{U}(t_0)$ acts by a fixed character on $K_0 \mapsto g_{f,k_0}$. Moreover, the space of vector valued functions on a compact group $K_0$ in a fixed eigenspace for $\mathcal{Z}\mathcal{U}(t_0)$ is always a finite dimensional space. The Theorem follows.

5. A Finite Multiplicity Theorem

We return to the assumptions of the first section. In particular, $G$ is a reductive Lie group of Harish-Chandra class, $H \subset G$ is a closed reductive subgroup of Harish-Chandra class, and $K \subset G$ is a maximal compact subgroup, chosen in such a way that $H \cap K \subset H$ is maximal compact. We wish to use the space $C^\omega(K \backslash G, \mathcal{V}_\xi)_{\chi_G, \psi_H}(\mu)$ introduced in the last section to study multiplicities. To do
this, we need to add two additional maps to the framework developed in section one.
Define
\[ *_H \Theta_\sigma : S(K \backslash G, \mathcal{V}_\chi)_{\chi_\sigma} \to C^\infty(K \backslash G, \mathcal{V}_\chi)_{\chi_\sigma, \psi_\sigma} \]
by
\[ f \mapsto f *_H \Theta_\sigma \text{ where } (f *_H \Theta_\sigma)(g) = \int_H f(gh^{-1})\Theta_\sigma(h)dh. \]
This definition depends on a choice of Haar measure on \( H \); thus, our map is well-defined only up to a positive constant. However, this constant is inconsequential for our applications; thus, we will ignore this ambiguity.

The integral converges because \( l_{g^{-1}t^*}f \) is in the Harish-Chandra Schwartz space of \( G \) for every \( g \in G \) (see Lemma 13 of \[ 10 \]); thus, by the proof of Proposition 2.2, its restriction to \( H \) is in the Harish-Chandra Schwartz space of \( H \). Convergence now follows from the fact that integration against \( \Theta_\sigma \) defines a tempered distribution (see the remarks on page 45 of \[ 10 \] together with Lemma 27 of \[ 9 \] or page 456 of \[ 23 \]).

We must check that the image of \( *_H \Theta_\sigma \) is indeed contained in \( C^\infty(K \backslash G, \mathcal{V}_\chi)_{\chi_\sigma, \psi_\sigma} \).
Note that \( f \mapsto f *_H \Theta_\sigma \) is left \( G \) invariant as a map from functions on \( G \) to functions on \( G \); in particular, \( f *_H \Theta_\sigma \) transforms by \( \xi \) on the left and can be thought of as a section of the appropriate vector bundle. To check the \( \chi_\sigma \) condition, observe that the map \( \exp \), defined earlier is equivariant for the adjoint action. In particular, every \( \tilde{D} \in ZU(g) = U(g)^G \) is of the form \( \exp_\sigma(D) \) for \( D \in S(g)^G \). Choosing such a \( D \), we observe
\[ R_{\exp_\sigma}(D)(f * \Theta_\sigma)(g) = D_X \int_H f(g \exp(X)h^{-1})\Theta_\sigma(h)dh \]
\[ = D_X \int_H f(gh^{-1} \exp(Ad_h X))\Theta_\sigma(h)dh \]
\[ = (Ad_h^{-1} D)_X \int_H f(gh^{-1} \exp(X))\Theta_\sigma(h)dh \]
\[ = \int_H D_X f(gh^{-1} \exp(X))\Theta_\sigma(h)dh = \chi_\sigma(\tilde{D})(f * \Theta_\sigma)(g). \]
To check the \( \psi_\sigma \) condition, let \( D \in S(h)^H \) be homogeneous and observe
\[ R_{\exp_\sigma}(D)(f * \Theta_\sigma)(g) = D_X \int_H f(g \exp(X)h^{-1})\Theta_\sigma(h)dh \]
\[ = D_X \int_H f(g(h \exp(-X))^{-1})\Theta_\sigma(h)dh = \langle \Theta_\sigma, (-1)^{\deg D} R_{\exp_\sigma}(D)l_{g^{-1}t^*}f \rangle \]
\[ = \langle R_{\exp_\sigma}(D)\Theta_\sigma, l_{g^{-1}t^*}f \rangle = \psi_\sigma(\exp_\sigma D)(\langle \Theta_\sigma, l_{g^{-1}t^*}f \rangle) \]
\[ = \psi_\sigma(\exp_\sigma D)(f * \Theta_\sigma)(g). \]
Here we have used that \( \Theta_\sigma \) is an invariant eigendistribution with infinitesimal character \( \psi_\sigma \). Note that \( f *_H \Theta_\sigma \) is analytic by the elliptic regularity theorem, since the Casimir operator of \( G \) acts on \( K \backslash G \) by an elliptic operator.

To complete our commutative diagram, we need one final map. Define
\[ \tilde{\tau}_m : C^\infty(K \backslash G, \mathcal{V}_\chi)_{\chi_\sigma, \psi_\sigma} \to C^\infty((H \cap K) \backslash H, S_m(\mathfrak{g} \cap \mathfrak{q})^* \otimes \mathcal{V}_\chi)_{\psi_\sigma} \]
In particular, if \( \pi \) is a character of \( \sigma \), they all preserve \( \chi \) character.

**Proposition 5.1.**

Lowest

Now, since all four of the maps, \( r_m, \tilde{r}_m, \ast_H \Theta_\sigma \), and \( \ast \Theta_\sigma \) are right \( H \)-equivariant, they all preserve \( H \cap K \) types. Hence, we may take the piece of each of our four spaces that transforms on the right by a minimal \( H \cap K \) type \( \mu \) of \( \sigma \), and we obtain a commutative diagram.

Next, we check that this diagram commutes. Observe

\[
\tilde{r}_m(f \ast \Theta_\sigma)(h, D) = L_{\exp_h(D)}(f \ast_H \Theta_\sigma)(h)
\]

by

\[
\tilde{r}_m(f)(h)(D) = (L_{\exp_h(D)}f)(h)
\]

for \( D \in S_m(s \cap q) \). It is not difficult to verify that this map is right \( H \)-equivariant and left \( H \cap K \)-equivariant. Hence, its image does indeed lie in

\[
C^\omega((H \cap K) \backslash H, S_m(s \cap q)^* \otimes V_\xi)_{\psi_\sigma}.
\]

Here is the commutative diagram formed from the four maps we have introduced.

Next, we check that this diagram commutes. Observe

\[
\tilde{r}_m(f \ast \Theta_\sigma)(h, D) = L_{\exp_h(D)}(f \ast_H \Theta_\sigma)(h)
\]

by

\[
\tilde{r}_m(f)(h)(D) = (L_{\exp_h(D)}f)(h)
\]

for \( D \in S_m(s \cap q) \). It is not difficult to verify that this map is right \( H \)-equivariant and left \( H \cap K \)-equivariant. Hence, its image does indeed lie in

\[
C^\omega((H \cap K) \backslash H, S_m(s \cap q)^* \otimes V_\xi)_{\psi_\sigma}.
\]

Using this commutative diagram together with Lemma 2.4, we obtain the following.

**Proposition 5.1.** Suppose \( \pi \) is a discrete series representation of a reductive Lie group of Harish-Chandra class \( G \) with lowest \( K \) type \( (\xi, V_\xi) \) and infinitesimal character \( \chi_\pi \), and suppose \( \sigma \) is a tempered representation of a closed reductive subgroup \( H \subset G \) of Harish-Chandra class with minimal \( H \cap K \) type \( \mu \) and infinitesimal character \( \psi_\sigma \). If \( m(\sigma, \pi|_H) \) denotes the multiplicity of \( \sigma \) in the direct integral decomposition of \( \pi|_H \), then

\[
m(\sigma, \pi|_H) \leq \dim C^\omega(K \backslash G, V_\xi)_{\chi_\pi, \psi_\sigma}(\mu).
\]

In particular, if \( C^\omega(K \backslash G, V_\xi)_{\chi_\pi, \psi_\sigma}(\mu) \) is finite dimensional, then the multiplicity of \( \sigma \) in \( \pi|_H \) is finite.
Proof. To prove the proposition, we utilize Lemma 2.4 and the above commutative diagram. We may write \( \phi_{\pi,\sigma,m} = \tilde{r}_m \circ \ast_H \Theta_\sigma \), and the dimension of the image of \( \tilde{r}_m \) cannot exceed the dimension of its domain. Taking the limit and applying Lemma 2.4, the result follows. □

**Theorem 5.2.** Suppose \( G \) is a reductive Lie group of Harish-Chandra class and suppose \( H \subset G^\tau \subset G \) is an open subgroup of a symmetric subgroup of \( G \). Choose a maximal compact subgroup \( K \subset G \) such that \( H \cap K \subset H \) is maximal compact, and denote by \( \theta \) the associated Cartan involutions of both \( G \) and \( g \). Let \( s \) be the \(-1\) eigenspace of \( \theta \) on \( g \), and let \( q \) be the \(-1\) eigenspace of \( \tau \) on \( g \). Suppose \( H \cong K_0 \times H_1 \) where \( K_0 \) is compact and \( H_1 \) is noncompact. Let \( b \subset h_1 \cap s \) be a maximal abelian subspace, and let \( a \subset s \cap q \) be a maximal abelian subspace. Assume

\[
Z_{H_1 \cap K}(a)Z_{H_1 \cap K}(b) = H_1 \cap K.
\]

If \( \pi \) is a discrete series representation of \( G \), then the direct integral decomposition of the restriction \( \pi|_H \) has finite multiplicities.

Observe that \( H \) may not be of Harish-Chandra class even though we have assumed \( G \) to be of Harish-Chandra class. However, we observe that the identity component \( H_e \) is always of Harish-Chandra class. Indeed, referring to the definition of Harish-Chandra class in the introduction, the first condition follows from the well-known fact that the fixed point set of a complex reductive Lie algebra under an involutive automorphism is a complex reductive Lie algebra. For the second condition, we observe

\[
Ad(G^\tau) \subset Ad(G)^\tau \subset (\text{Int} \, g_C)^\tau.
\]

Therefore,

\[
Ad(H_e) = Ad((G^\tau)_e) \subset (\text{Int} \, g_C)^\tau = (\text{Int} \, g_C^\tau).
\]

The third condition follows from part (b) of Proposition 7.20 of [24]. The fourth condition is automatically satisfied since \( H_e \) is connected.

The statement of the Theorem for \( H_e \) then follows immediately from Theorem 4.1 and Proposition 5.1, and the statement for \( H \) follows immediately from the statement for \( H_e \). Observe that the symmetric pairs \( (O(2n,1),O(k) \times O(2n-k,1)) \), \( (U(n,1),U(k) \times U(n-k,1)) \), and \( (\text{Sp}(n,1),\text{Sp}(k) \times \text{Sp}(n-k,1)) \) all satisfy the hypothesis of the Theorem.

It was proven in [30] that the discrete series occurring in \( \pi|_H \) have finite multiplicities. Our Theorem says that the continuous spectrum has finite multiplicities as well.

### 6. The Pair \( (U(n,1),U(1) \times U(n-1,1)) \)

In this section, we prove the following slightly stronger result for the symmetric pair \( (U(n,1),U(1) \times U(n-1,1)) \).

**Proposition 6.1.** Suppose \( \pi \) is a discrete series representation of \( G = U(n,1) \), and consider the symmetric subgroup \( H = U(1) \times U(n-1,1) \). Decompose

\[
\pi|_{U(1)} \cong \bigoplus_{\psi_m \in U(1)} \psi_m \otimes \tau_m
\]
into irreducibles under the action of $U(1)$. Here $\tau_m$ is a unitary representation of $U(n - 1, 1)$. Next, write

$$\tau_m = \int_{\sigma(\delta, \nu) \in U(n-1, 1)} m(\sigma(\delta, \nu), \tau_m) \sigma(\delta, \nu)$$

as a direct integral of irreducible representations of $U(n - 1, 1)$ (See Section 3 for notation). Then $m(\sigma(\delta, \nu), \tau_m) \neq 0$ for finitely many elliptic parameters $\delta$ and $m(\sigma(\delta, \nu), \tau_m) < \infty$ for all $\sigma, \nu$. In particular, at most finitely many discrete series occur in $\tau_m$.

The proof of this result will require some notation. First, recall the bounded domain model for $U(n, 1)/U(n) \times U(1)$. Let $G = U(n, 1)$, let $T \subset U(n, 1)$ be the diagonal torus, and let $K = U(n) \times U(1) \subset G$ be the maximal compact subgroup of $G$. Let $G_C = GL(n + 1, \mathbb{C})$ denote the complexification of $G$, and let $K_C = GL(n, \mathbb{C}) \times GL(1, \mathbb{C})$ denote the complexification of $K$. Let

$$P_C^+ = \left\{ \begin{pmatrix} I & B \\ 0 & 1 \end{pmatrix} \right\} \subset GL(n + 1, \mathbb{C})$$

and let

$$P_C^- = \left\{ \begin{pmatrix} I & 0 \\ C & 1 \end{pmatrix} \right\} \subset GL(n + 1, \mathbb{C}).$$

Then the product map

$$P_C^+ \times K_C \times P_C^- \to GL(n + 1, \mathbb{C})$$

is a diffeomorphism onto an open subset of $G_C$, which contains $G = U(n, 1)$.

Suppose

$$g = \begin{pmatrix} A & B \\ C & d \end{pmatrix} \in U(n, 1)$$

with $A \in M(n, \mathbb{C})$ an $n$ by $n$ matrix, $B$ an $n$ by 1 matrix, $C$ a 1 by $n$ matrix, and $d$ a single entry. Then we may decompose

$$g = \begin{pmatrix} A & B \\ C & d \end{pmatrix} = \begin{pmatrix} I & Bd^{-1} \\ 0 & 1 \end{pmatrix} \begin{pmatrix} A - Bd^{-1} & 0 \\ 0 & d \end{pmatrix} \begin{pmatrix} I & 0 \\ d^{-1}C & 1 \end{pmatrix}$$

with respect to the above decomposition. We will call the first term $p_C^+(g)$ and the second term $\kappa_C(g)$. One checks that the set of possible $Bd^{-1}$ that can arise in this way is precisely the set of points in the unit disc, $D_n$, in $\mathbb{C}^n$. We define an action of $U(n, 1)$ on $D_n$ by thinking of $D_n \subset P_C^+$ and taking the $P_C^+$ part of $g \cdot z$ for $g \in U(n, 1)$ and $z \in D_n$. Written out this action looks like

$$\begin{pmatrix} A & B \\ C & d \end{pmatrix} \cdot Z = \frac{AZ + B}{CZ + d}.$$
Let $\Delta^+_c$ denote the compact, imaginary roots in $\Delta^+$. The $G$ invariant complex structure on $G/K$ gives rise to a $K$-equivariant splitting
\[
T_e(G/K) \otimes \mathbb{C} \cong T^{(1,0)}_e(G/K) \oplus T^{(0,1)}_e(G/K)
\]
that is preserved under the bracket. Note that $T^{(1,0)}_e(G/K) \subset \mathfrak{g}_C/\mathfrak{k}_C$ is of the form $\mathfrak{b}_C/\mathfrak{k}_C$ where $\mathfrak{b}_C \subset \mathfrak{g}_C$ is a Lie subalgebra containing $\mathfrak{k}_C$. The noncompact, imaginary root spaces contained in $\mathfrak{b}_C$ determine a choice of positive noncompact imaginary roots, $\Phi^+_C$. Let $\Phi^+$ be a choice of positive roots with $\Phi^+ \cap \Delta_n = \Phi^+_n$ and $\Phi^+_C = \Delta^+_C$.

Define
\[
\tilde{\rho} = \frac{1}{2} \sum_{\alpha \in \Phi^+_n} \alpha.
\]

Let $(\xi_{\lambda-\tilde{\rho}}, V_{\lambda-\tilde{\rho}})$ be the irreducible representations of $K = U(n) \times U(1)$ with highest weight $\lambda - \tilde{\rho}$. Let $V_{\lambda-\tilde{\rho}}$ be the corresponding $G$-equivariant, holomorphic vector bundle on $G/K$. The discrete series with Harish-Chandra parameter $\lambda$ is isomorphic to
\[
L^2(G/K, V_{\lambda-\tilde{\rho}} \otimes T^{(0,q_\lambda)}(G/K))\]
where $[\blacksquare] = \overline{\partial^c J} + J \overline{\partial^c J}$ and $q_\lambda = \# (\Phi^+_n \cap \Delta^+)$. Here the subscript $[\blacksquare]$ means that we are taking the kernel of the elliptic differential operator $[\blacksquare]$. This result is well-known. It is proved for sufficiently regular parameter in [29], and Schmid remarks in [32] that the general statement follows from his proof of the Blattner formula for groups of Hermitian type. Although Schmid does not carry out the details of the proof in this paper, they are very similar to his argument for the Parahararaa Dirac operator model on page 138 of [32].

Note that we have isomorphisms of vector bundles
\[
V_{\lambda-\tilde{\rho}} = G \times_K V_{\lambda-\tilde{\rho}} \cong GK_{\mathfrak{p}^-_C} \times_{K_{\mathfrak{p}^-_C}} V_{\lambda-\tilde{\rho}} \cong D_n \times V_{\lambda-\tilde{\rho}}.
\]
In particular, the bundle $V_{\lambda-\tilde{\rho}}$ is holomorphically (though not equivariantly) trivial. The group $G = U(n, 1)$ acts on $D_n \times V_{\lambda-\tilde{\rho}}$ by
\[
g_1 \cdot (z, v) = (g_1 \cdot z, \xi_C(g_1)z, \xi_C(g_1)z^{-1}v).
\]
Here we have chosen $g \in U(n, 1)$ with $p^C_\mathfrak{g}(g) = z$ and $g_1 \cdot z$ is the above action of $U(n, 1)$ on $D_n$. One checks that this definition is independent of the choice of $g$. Above, $\xi_C$ denotes the holomorphic representation of $K_{\mathfrak{p}^-_C}$ that is the complexification of the representation $\xi_{\lambda-\tilde{\rho}}$ of $K$.

Let $V_{\lambda-\tilde{\rho}}$ denote the trivial bundle on $D_n$ with fiber $V_{\lambda-\tilde{\rho}}$. We obtain a holomorphic isomorphism of vector bundles
\[
V_{\lambda-\tilde{\rho}} \otimes T^{(0,q_\lambda)}(G/K) \cong V_{\lambda-\tilde{\rho}} \otimes T^{(0,q_\lambda)}D_n
\]
by tensoring the above isomorphism with the map on tangent bundles induced by $G/K \cong D_n$.

Suppose
\[
F \in L^2(G/K, V_{\lambda-\tilde{\rho}} \otimes T^{(0,q_\lambda)}(G/K))\]
\[
\cong L^2(D_n, V_{\lambda-\tilde{\rho}} \otimes T^{(0,q_\lambda)}D_n)\]
Let $w_1, \ldots, w_{n-1}, w_n = z$ be holomorphic coordinates on $D_n \subset \mathbb{C}^n$ induced from the standard coordinates on $\mathbb{C}^n$. Write
\[
F = \sum F_{0,j}dw^j + \sum F_{1,j}dw^j \wedge dz.
\]
Here \( J \subset \{1, \ldots, n-1 \} \) is a multi-index of cardinality \( q_\lambda \), \( J \subset \{1, \ldots, n-1 \} \) is a multi-index of cardinality \( q_\lambda - 1 \), and \( F_{0,I}, F_{1, J} : D_n \to V_{\lambda - \beta} \) are analytic functions for each \( I \) and \( J \).

Then \( \overline{\partial} F = 0 \) implies
\[
\frac{\partial F_{0,I}}{\partial \overline{\sigma}} = \sum_{i \in I} \epsilon_{i,I} \frac{\partial F_{1, I-i}}{\partial w_i}
\]
where \( \epsilon_{i,I} = \pm 1 \) for each \( i \).

Next, we must calculate \( \overline{\partial} \). We will calculate \( \overline{\partial} \ast \) by using the formula on page 86 of [1].
\[
\overline{\partial} = -\# \ast \overline{\partial} \ast \#.
\]
To use this formula, we must define the operators \( \# \), \( \ast \), and then calculate them in local coordinates. Let
\[
\ast : C^\omega(D_n, V_{\lambda - \beta} \otimes T^{(0,q_\lambda)}D_n) \to C^\omega(D_n, V_{\lambda - \beta} \otimes T^{(0,q_\lambda)}D_n)
\]
be the usual Hodge * operator. Let \( m = (m_{ij}) \) be the invariant Hermitian metric on \( T^*D_n \) associated to the invariant Riemannian metric on \( D_n \) (well-defined up to multiplication by a positive scalar) written in the above coordinates, i.e.
\[
m = \sum_{i,j=1}^n m_{ij} dw_i d\overline{w}_j.
\]

Then
\[
m_{ij} = \frac{1 - \sum_{k \neq i} |w_k|^2}{(1 - |w|^2)^2}, \quad m_{ij} = \frac{\overline{w}_i w_j}{(1 - |w|^2)^2} \text{ if } i \neq j.
\]

Let \( m^{-1} = (m^{ij}) \) be the inverse matrix. Applying Cramer’s rule, we observe that the diagonal entries of \( m^{-1} \) have the constant term 1 in their Taylor expansions at zero while the off diagonal \( ij \) term is of the form
\[
m^{ij} = w_i \overline{w}_j n^{ij}.
\]
Here \( n^{ij} \) is an analytic function on \( D_n \) for \( i \neq j \).

Note that \( m^{-1} \in \text{End}(T^*D_n) \) naturally gives rise to an endomorphism \( M_{q_\lambda} \in \text{End}(T^{(0,q_\lambda)}D_n) \). We express \( M_{q_\lambda} = (M_{q_\lambda}^{I,J}) \) in the coordinates \( d\overline{w} \) with \( |I| = q_\lambda \) a multi-index. The diagonal entries of \( M_{q_\lambda} \) are analytic functions with constant term one in their Taylor expansions at \( w = 0 \). Suppose \( I, J \) are multi-indices with \( I \cap J = K \). Then the \( I, J \) off diagonal entry of \( M_{q_\lambda} \) is of the form
\[
M_{q_\lambda}^{I,J} = w_{I-K} \overline{w}_J w_{-K} N_{q_\lambda}^{I,J}.
\]
The function \( N_{q_\lambda}^{I,J} \) is analytic on \( D_n \).

In coordinates, we obtain
\[
\ast(F_{0,I} d\overline{w}^I) = \det(m_{ij}) \sum_{I \cap K = L, \ n \in K} F_{0,I} \epsilon_{I,K} w_{I-L} \overline{w}_K - L - n N_{q_\lambda}^{I,K} d\overline{w}_K^I
\]
\[
+ \det(m_{ij}) \sum_{I \cap K = L, \ n \notin K} F_{0,I} \epsilon_{I,K} M_{q_\lambda}^{I,K} d\overline{w}_K^I.
\]
Here \( K^c = \{1, \ldots, n \} - K \) is the complement of \( K \) and \( \epsilon_{I,K} = \pm 1 \). Similarly, we obtain
\[
\ast(F_{1,J} d\overline{w}^J \wedge d\overline{z})
\]
\[= \det(m_{ij}) \sum_{K \cap (J \cup n) = L, \ n \notin K} F_{1,j} \epsilon_{1,j,K} M_{q_1}^{j,n,K} \omega_{K^c} \]
\[+ \det(m_{ij}) \sum_{K \cap (J \cup n) = L, \ n \in K} F_{1,j} \epsilon_{1,j,K} M_{q_1}^{j,n,K} \omega_{K^c}.\]

Here \(\epsilon_{1,j,K} = \pm 1.\)

In order to define \(\overline{\partial}\), we need another operator as well. Let

\[A \in C^\omega(D_n, \text{Hom}_{\mathbb{C}-\text{anti}}(V_{\lambda-\bar{p}}, V_{\lambda-\bar{p}}^{*}))\]

be the Hermitian metric on the bundle \(V_{\lambda-\bar{p}}.\) Here \(\text{Hom}_{\mathbb{C}-\text{anti}}(V_{\lambda-\bar{p}}, V_{\lambda-\bar{p}}^{*})\) denotes the space of \(\mathbb{C}\) antilinear homomorphisms from \(V_{\lambda-\bar{p}}\) to \(V_{\lambda-\bar{p}}^{*}.\) Define

\[\# : C^\omega(D_n, V_{\lambda-\bar{p}} \otimes T^{(0,q_\lambda)}D_n) \rightarrow C^\omega(D_n, V_{\lambda-\bar{p}} \otimes T^{(0,q_\lambda)}D_n)\]

by

\[F \mapsto AF.\]

(One might write \((A \otimes I)F\) to be more precise).

Following \[\square\] page 86, we define

\[\overline{\partial} = -\# \ast \overline{\partial} \ast \#.\]

**Lemma 6.2.** Suppose \(F \in C^\omega(D_n, V_{\lambda-\bar{p}} \otimes T^{(0,q_\lambda)}D_n)\), assume \(F|_{D_{n-1}} = 0,\) and write

\[F = \sum F_{0,l} \omega_{l} + \sum F_{1,j} \omega_{j} \wedge \omega_{l} = F_0 + F_1.\]

In the Taylor expansion of \(F\) at zero in the variables \(z = w_n, \ \bar{z} = \bar{w}_n,\) the leading term is holomorphic in \(z\) in the \(F_0\) part and antiholomorphic in \(z\) in the \(F_1\) part.

A more precise statement of the Lemma is as follows. Taylor expand each \(F_{0,l}\) and \(F_{1,j}\) in the variables \(z = w_n\) and \(\bar{z} = \bar{w}_n\) at zero, and suppose that the first nonvanishing term in any of the expansions is of order \(k > 0\) with \(v_1 \in V_{\lambda-\bar{p}}\) and \(F_{1,j} \sim \bar{z}^k v_2 + \cdots\) with \(v_2 \in V_{\lambda-\bar{p}}.\)

The first part follows from the equation \(\overline{\partial} F = 0.\) Recall that this implied

\[\frac{\partial F_{0,l}}{\partial \bar{z}} = \sum_{i \in I} \epsilon_{i,l} \frac{\partial F_{1,l-i}}{\partial \bar{w}_i}\]

where \(\epsilon_{i,l} = \pm 1\) for each \(i.\) Choose \(k_1 + k_2 = k - 1,\) and differentiate the above equation to obtain

\[\frac{\partial^{k_1+k_2+1} F_{0,l}}{\partial z^{k_1} \partial \bar{z}^{k_2+1}} = \sum_{i \in I} \epsilon_{i,l} \frac{\partial^{k_1+k_2+1} F_{1,l-i}}{\partial \bar{w}_i \partial z^{k_1} \partial \bar{z}^{k_2+1}}.\]

If we plug in \(z = \bar{z} = 0\) in the right hand side, we get zero, since we know that every \(F_{0,l}\) and \(F_{1,j}\) vanishes to degree \(k - 1\) on \(D_{n-1}\) by assumption. Thus, the left hand side vanishes on \(D_{n-1}\) as well. The only possibility left for a degree \(k\) term is \(z^k.\) Thus, \(F_{0,l} \sim z^k v_1 + \text{terms of higher order.}\)

For the second part, we must use the \(\overline{\partial}\) operator, which is a bit more complicated. First, observe that \(*\) and \(\#\) are injective maps; hence, \(\overline{\partial} \ast \# F = 0\) iff \(\overline{\partial} \ast \# F = 0.\) Write \(F = \sum F_{0,l} \omega_{l} + \sum F_{1,j} \omega_{j} \wedge \omega_{l}.\) Suppose \(K \subset \{1, \ldots, n-1\}\) is a multi-index. The coefficient of \(\omega_{K^c}\) in \(\overline{\partial} \ast \# F = 0\) is

\[\sum_{I \cap K = L} \epsilon_{I,K \cup n} \frac{\partial}{\partial \bar{z}} \left(\det(m_{ij}) \overline{AF_{0,l} \omega_l} \bar{z} \omega_{K-L}; \bar{N}_{I,K \cup n}\right)\]
\[ + \sum_{l} \sum_{k \neq K, k \neq n} \epsilon_{l, K \cup k} \frac{\partial}{\partial m_k} \left( \det(m_{ij}) A F_{0, l} M_{\partial K \cup k} \right) \]

\[ + \sum_{J} \sum_{k \neq K, k \neq n} \epsilon_{l, J \cup k} \frac{\partial}{\partial m_k} \left( \det(m_{ij}) A F_{1, J} M_{\partial \cup n, K \cup k} \right) \]

\[ + \sum_{K \cup J = L} \epsilon_{l, K \cup J} \frac{\partial}{\partial z} \left( \det(m_{ij}) A F_{1, J} M_{\partial \cup n, K \cup k} \right) . \]

This follows from the calculation of \( \ast \) in coordinates on the last page together with the definition of \#'. Since \( \overline{\partial} F = 0 \), we know that the above expression is zero for every \( K \). Now, choose \( k_1 + k_2 = k - 1 \), and apply the differential operator

\[ \frac{\partial^{k_1}}{\partial z^{k_1}} \frac{\partial^{k_2}}{\partial \overline{z}^{k_2}} \]

to the above expression and restrict to \( D_{n-1} \). The second and third expressions are zero since \( F_{0, l} \) and \( F_{1, J} \) vanish to order \( k - 1 \) in \( z \) and \( \overline{z} \) on \( D_{n-1} \). The first expression vanishes because of the extra factor of \( z \). If we use one of our \( z \) derivatives to differentiate this \( z \), then the \( F_{1, J} \) vanishes. If we do not differentiate the \( z \), then plugging in \( z = 0 \) makes the expression vanish. Thus, we are left with

\[ \sum_{K} \epsilon_{l, J, K} \left( \frac{\partial^k}{\partial z^{k_1} \partial \overline{z}^{k_2+1}} F_{1, J} \right) \det(m_{ij}) M_{\partial \cup n, K \cup k} = 0 \]

on \( D_{n-1} \). Applying the product rule and using the facts that \( F_{1, J} \) vanishes to degree \( k - 1 \) on \( D_{n-1} \), we obtain

\[ \sum_{K} \epsilon_{l, J, K} \overline{A} \left( \frac{\partial^k}{\partial z^{k_1} \partial \overline{z}^{k_2+1}} \overline{F}_{1, J} \right) \det(m_{ij}) M_{\partial \cup n, K \cup k} = 0 \]

on \( D_{n-1} \). Now, let \( \mathcal{M} \) be the matrix that takes a vector \( (v_j) \) to the vector \( (\det(m_{ij}) \sum_{K} \epsilon_{K, J, 1} M_{\partial \cup n, K \cup k} v_j) \). At zero, \( \mathcal{M} \) is a diagonal matrix with entries \( \pm 1 \) along the diagonal. Since the entries of \( \mathcal{M} \) are analytic, we conclude that \( \mathcal{M} \) must be invertible in a neighborhood of zero. In particular,

\[ (\det(m_{ij}) \sum_{K} \epsilon_{K, J, 1} M_{\partial \cup n, K \cup k} v_j) = 0 \Rightarrow (v_j) = 0 \]

in a neighborhood of zero. We conclude

\[ \overline{A} \left( \frac{\partial^k}{\partial z^{k_1} \partial \overline{z}^{k_2+1}} \overline{F}_{1, J} \right) = 0 \]

in a neighborhood of zero inside \( D_{n-1} \) for every \( K \) and every \( k_1 + k_2 = k - 1 \). But, \( \overline{A} \) is invertible everywhere; therefore,

\[ \frac{\partial^k}{\partial z^{k_1} \partial \overline{z}^{k_2+1}} F_{1, J} = 0 \]

in a neighborhood of zero in \( D_{n-1} \). By analyticity of \( F_{1, J} \), this expression is zero on all of \( D_{n-1} \), and taking the complex conjugate, we obtain

\[ \frac{\partial^k}{\partial z^{k_1} \partial \overline{z}^{k_2+1}} F_{1, J} = 0 \]

on \( D_{n-1} \). We conclude \( F_{1, J} \sim \overline{z}^k v_{2+} \) higher order terms for every \( J \). The Lemma has been proven.
Now, we restrict $\pi_\lambda$ to $H = U(1) \times U(n-1,1) \subset G = U(n,1)$. Note that $H$ has a two dimensional center. We consider the one dimensional subgroup

$$U(1) = \left\{ k_\theta = \begin{pmatrix} e^{i\theta} & 0 \\ 0 & I_n \end{pmatrix} \right\}$$

where $I_n$ is the $n$ by $n$ identity matrix and the zeroes are $n$ by 1 and 1 by $n$ matrices. Note that this subgroup is central in $U(1) \times U(n-1,1)$, but it is not central in $U(n,1)$. Note that the irreducible, unitary characters of $U(1)$ are the characters $\psi_m : e^{i\theta} \mapsto e^{im\theta}$ for $m \in \mathbb{Z}$. We may decompose

$$\pi_\lambda = \bigoplus_{m \in \mathbb{Z}} (\pi_\lambda)_m \cong \bigoplus_{m \in \mathbb{Z}} \psi_m \otimes \text{Hom}(\psi_m, \pi_\lambda) = \bigoplus_{m \in \mathbb{Z}} \psi_m \otimes \tau_m$$

under the action of $U(1)$. Observe $\tau_m$ is a representation of $U(n,1)$. We identify $\pi_\lambda \cong L^2(D_n, V_{\lambda - \bar{\rho}} \otimes T(0,q\lambda)D_n)$, and ($\pi_\lambda)_m$ is therefore a subspace of these $L^2$-sections.

**Lemma 6.3.** Suppose $F \in (\pi_\lambda)_m \subset L^2(D_n, V_{\lambda - \bar{\rho}} \otimes T(0,q\lambda)D_n)$, and write

$$F = \sum_{l} F_{0,l} d\omega_l^T + \sum_{j} F_{1,j} d\omega_l^T \wedge dz = F_0 + F_1$$

in coordinates. Decompose $V_{\lambda - \bar{\rho}} = \bigoplus V_{\lambda - \bar{\rho}}^s$ under $U(1)$, and let $F_{0,l} = \sum F_{0,l}^s$ and $F_{1,j} = \sum F_{1,j}^s$ be the corresponding decompositions into components. Now, Taylor expand $F_{0,l}^s$ and $F_{1,j}^s$ in the variables $z$ and $\bar{z}$ at zero. Then

$$F_{0,l}^s = \sum_{i = \max(0,s-m)}^{\infty} F_{0,l}^{s,i} z^i \bar{z}^{m-s+i},
F_{1,j}^s = \sum_{i = \max(0,s-m-1)}^{\infty} F_{1,j}^{s,i} z^i \bar{z}^{m-s+1+i}.$$

**Proof.** We begin the proof of the Lemma by calculating the action of $U(1)$ on $V_{\lambda - \bar{\rho}} \otimes T(0,q\lambda)D_n$. We compute

$$k_\theta \cdot (z, w_1, \ldots, w_{n-1}, v \otimes d\omega_l^T)
= (e^{i\theta} z, w_1, \ldots, w_{n-1}, \xi_C(\kappa_C(k_\theta g))\xi_C(\kappa_C(g))^{-1}v \otimes d\omega_l^T)
= (e^{i\theta} z, w_1, \ldots, w_{n-1}, \xi_{\lambda - \bar{\rho}}(k_\theta) v \otimes d\omega_l^T).$$

Here $g \in U(n,1)$ is chosen so that $g \cdot 0 = (z, w_1, \ldots, w_{n-1})$ and we have used $\xi_C(\kappa_C(k_\theta g)) = \xi_{\lambda - \bar{\rho}}(k_\theta) \xi_C(\kappa_C(g))$. Similarly, we have

$$k_\theta \cdot (z, w_1, \ldots, w_{n-1}, v \otimes d\omega_l^T \wedge d\bar{z})
= (e^{i\theta} z, w_1, \ldots, w_{n-1}, \xi_C(\kappa_C(k_\theta g))\xi_C(\kappa_C(g))^{-1}v \otimes e^{-i\theta} d\omega_l^T \wedge d\bar{z})
= (e^{i\theta} z, w_1, \ldots, w_{n-1}, \xi_{\lambda - \bar{\rho}}(k_\theta) v \otimes e^{-i\theta} d\omega_l^T \wedge d\bar{z}).$$

Now, decompose $V_{\lambda - \bar{\rho}} = \bigoplus V_{\lambda - \bar{\rho}}^s$ as in the statement of the Lemma, and similarly decompose $F_{0,l} d\omega_l^T = \sum F_{0,l}^s d\omega_l^T$. Fix $s$ and Taylor expand

$$F_{0,l}^s d\omega_l^T = \sum_{j,l} F_{0,l}^{s,j,l} z^j \bar{z}^l$$

at zero in $z$ and $\bar{z}$. Here $F_{0,l}^{s,j,l}$ is an analytic function on $D_{n-1}$. Then we have

$$k_\theta \cdot \left( \sum F_{0,l}^{s,j,l} z^j \bar{z}^l d\omega_l^T \right) = \xi_{\lambda - \bar{\rho}}(k_\theta) \sum F_{0,l}^{s,j,l} e^{i(l-j)\theta} z^j \bar{z}^l d\omega_l^T
= \sum F_{0,l}^{s,j,l} e^{i(s+l-j)\theta} z^j \bar{z}^l d\omega_l^T.$$
Now, we assume $F \in (\pi_{\lambda})_m$. Thus,

$$k_\theta \left( \sum F_{0,l}^{s,j,l}z^{j+1}\overline{z}^{l}\overline{w}^l \right) = e^{i\theta\overline{w}^l} \left( \sum F_{0,l}^{s,j,l}z^{j+1}\overline{z}^{l}\overline{w}^l \right).$$

In particular, $F_{0,l}^{s,j,l} \neq 0$ implies $s + l - j = m$ or $l - j = m - s$. Thus, the Taylor expansion of $F_{0,l}$ in the variables $z$ and $\overline{w}$ at zero is of the form

$$F_{0,l} = \sum F_{0,l}^{s,j,l}z^{j+1+m-s}\overline{z}^{l+m-s}\overline{w}^l.$$ 

Now, consider the case

$$F_{0,l}^{s,j,l} = \sum F_{1,l}^{s,j,l}z^{j+1+s}\overline{z}^{l}.$$ 

Then we have

$$k_\theta \cdot \left( \sum F_{1,l}^{s,j,l}z^{j+1+s}\overline{z}^{l}\overline{w}^l \right) = \xi_{\lambda,\tilde{\rho}} \left( \sum F_{1,l}^{s,j,l}e^{i(l-j)\theta}z^{j+1+s}\overline{z}^{l}\overline{w}^l \right) = \sum F_{1,l}^{s,j,l}e^{i(l-j)\theta}z^{j+1+s}\overline{z}^{l}\overline{w}^l.$$ 

And since $F \in (\pi_{\lambda})_m$, we must have $s + l - j = m$ or $l - j = 1 + m - s$. The lemma follows.

Now, we have all of the Lemmas we need to prove the Proposition at the beginning of this section.

Proof. We write $H = U(1) \times U(n-1,1)$, and we decompose $\pi_{\lambda} = \sum_m (\pi_{\lambda})_m$ as a representation of $U(1)$. Let $\tau$ be the involution of $G$ with $G^\tau = H$, and let $\theta$ be the Cartan involution of $G$ with $G^\theta = K$. Differentiate $\tau$ and $\theta$ to obtain involutions of the Lie algebra $\mathfrak{g}$: we will abuse notation and call these involutions $\tau$ and $\theta$ as well. Let $\mathfrak{g} = \mathfrak{t} \oplus \mathfrak{p}$ be the decomposition of $\mathfrak{g}$ into $+1$ and $-1$ eigenspaces of $\theta$, and let $\mathfrak{g} = \mathfrak{h} \oplus \mathfrak{q}$ be the decomposition of $\mathfrak{g}$ into $+1$ and $-1$ eigenspaces of $\mathfrak{g}$. Then we have the simultaneous decomposition

$$\mathfrak{g} = \mathfrak{t} \cap \mathfrak{h} \oplus \mathfrak{t} \cap \mathfrak{q} \oplus \mathfrak{p} \cap \mathfrak{h} \oplus \mathfrak{p} \cap \mathfrak{q}.$$ 

Let $s$ be a highest weight of $V_{\lambda,\tilde{\rho}}|_{U(1)}$. Consider the $H$-equivariant map introduced in Proposition 2.1 and \cite{30,31}

$$\tau_1 : L^2(D_{n-1}, V_{\lambda,\tilde{\rho}} \otimes T^{(0,q_\lambda)}D_{n}) \rightarrow L^2(D_{n-1}, \text{Hom}_{\mathbb{C}}(S_l(\mathfrak{p} \cap \mathfrak{q}), (V_{\lambda,\tilde{\rho}} \otimes T^{(0,q_\lambda)}D_{n})(D_{n-1}))$$

where $l = |m - s| + 1$. We claim that the restriction of $\tau_1$ to $(\pi_{\lambda})_m$ is injective. To see this, let $F \in (\pi_{\lambda})_m$, and write $F = \sum F_{0,l}d\overline{w}^l + \sum F_{1,l}d\overline{w}^l \wedge d\overline{z}$. By Lemma 6.2, we know that the leading term of $F$ is holomorphic in $F_0$ and antiholomorphic in $F_1$. And by Lemma 6.3, we know that the terms in the Taylor expansions of $F_{0,l}$ and $F_{1,l}$ at zero in $z$ and $\overline{z}$ must be of the form

$$z^{j+1+s} \overline{z}^l \text{ or } z^{j+1+s} \overline{z}^{l+m-s+1}.$$ 

In particular, a holomorphic or antiholomorphic term cannot be of degree greater than $|m-s|+1$. Thus, $F$ cannot vanish to degree greater than $|m-s|+1$ at zero, and our map is indeed injective. As in section one, we utilize the Polar decomposition to obtain a unitary map

$$U_1 : (\pi_{\lambda})_m \rightarrow L^2(D_{n-1}, \text{Hom}_{\mathbb{C}}(S_l(\mathfrak{p} \cap \mathfrak{q}), (V_{\lambda,\tilde{\rho}} \otimes T^{(0,q_\lambda)}D_{n})(D_{n-1})).$$ 

Now, suppose $G$ is a reductive Lie group of Harish-Chandra class, suppose $K \subset G$ is a maximal compact subgroup, suppose $(\eta, V)$ is a finite dimensional representation.
of $K$, and let $\mathcal{V} \to G/K$ be the corresponding $G$-equivariant vector bundle. Then $\sigma(\delta, \nu)$ occurs in $L^2(G/K, \mathcal{V})$ iff one of the irreducible constituents of $(\eta, V)$ occurs as a $K$ type of $\sigma(\delta, \nu)$ by Frobenius reciprocity. In addition, all such representations occur with finite multiplicity. One observes that there are a finite number of elliptic parameters $\delta$ such that $\sigma(\delta, \nu)$ contains a fixed $K$ type. Thus, $L^2(G/K, \mathcal{V})$ contains $\sigma(\delta, \nu)$ for a finite number of elliptic parameters $\delta$ and each $\sigma(\delta, \nu)$ occurs with finite multiplicity. Finally, since we have an injective, unitary map of $(\pi_\lambda)_m$ into a finite number of such spaces, the Theorem follows. \hfill $\Box$
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