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Abstract

Unmanned aerial vehicles (UAVs) have played an important role in air-ground integration network. Especially in Internet of Things (IoT) services, UAV equipped with communication equipments is widely adopted as a mobile base station (BS) for data collection from IoT devices on the ground. In this paper, we consider an air-ground network in which the UAV flies straightly to collect information from the IoT devices in a 2-D plane based on the CSMA/CA protocol. Due to UAV’s continuous mobility, the communication durations of devices in different locations with UAV are not only time-limited, but also vary from each other. To analyze the throughput performance of uplink multiple access control (MAC) protocol, we propose a new analysis model to deal with the communications heterogeneity in the network. Firstly, we divide the devices in the coverage into different clusters according to their communication durations. Then, a quitting probability indicating the probability that a device quits the UAV’s coverage at each time slot is clarified. A modified three-dimensional Markov chain model adopting the quitting probability and cluster division is developed for the performance analysis. Besides, we also propose a modified CSMA/CA protocol which fully considers the heterogeneity of the access time and adaptively allocates the time resource among the devices in different clusters. Finally, the effects of retry limit, initial contention window size, the density of the devices, UAV’s speed and coverage area are discussed in the simulation section.
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I. INTRODUCTION

Wireless communication with unmanned aerial vehicles (UAVs) has been a popular technology in air-ground integration network for military, public, and emergency applications [1]. Compared with the terrestrial communication system, UAV-based air-ground network is not only easy for deployment, but also has better wireless channels [2], [3]. Therefore, numerous UAV-related wireless communication systems have been developed [4]–[7]. One typical application is the UAV-based air-ground IoT system [8], in which UAV is deployed as a mobile BS flying over the IoT devices to collect the sensor information [9], [10]. In this way, the UAV-based network gets rid of the complex routing design and greatly improves the efficiency of information collection. However, there are still some challenges in analyzing and designing the UAV-based data collection system.

One of the challenges is that it is difficult to model the UAV-based communication system compared with the traditional static network due to UAV’s mobility. Generally, the fixed-wing UAV is usually adopted in data collection scenario for its long endurance. This characteristic requires the UAV to fly continuously without hovering, causing the time-varying channels between the transceivers. In this case, the devices can only access the UAV when the UAV is close to them while the wireless links break if the UAV flies away, resulting in the limited communication time. On the other hand, the UAV is usually equipped with directional antennas for energy-efficient transmission, forming a circular signal coverage on the ground. In this way, devices located in different areas can communicate with the UAV for different time, leading to the communication heterogeneity in the coverage. This heterogeneity causes an unfair accessing opportunity in the network. Specifically, the devices with longer communication time have more opportunities to transmit information while others may not be able to access the channel for data uploading due to the limited time. Therefore, how to select or design an appropriate multiple access control (MAC) protocol for uplink channel to tackle those issues is a challenging problem.

In fact, the Time Division ulitple Access (TDMA) scheme may not be an effective solution to deal with the heterogeneity of the access time. While the Frequency Division Multiple Access (FDMA) scheme is also not appropriate because it is difficult to maintain the stringent synchronization of the frequencies distributed to all the devices [11]. As a widely adopted MAC protocol, CSMA/CA could be a good choice in UAV-based data collection network for its flexible access strategy [12]. Multiple theoretical models for the performance analysis of CSMA/CA protocol in conventional communication system with...
Motivated by the challenges above, in this paper, we develop a theoretical model of CSMA/CA protocol in UAV-based system to analyze the network performance. In detail, we first divide the devices in the coverage into different clusters according to the communication durations. Then, we introduce a quitting probability indicating the probability that a device quits the UAV’s coverage at each time slot. Based on the quitting probability and cluster division, a modified three-dimensional Markov chain model is developed for performance analysis. According to the theoretical analysis, we also propose a new MAC protocol that fully considers the heterogeneity of the access time and adaptively allocates the time resource among the devices within different clusters.

Our main novelty and contributions are summarized as follows.

- We analyze the characters of the UAV-based IoT network and propose a new quitting probability and cluster division strategy to describe the devices access process by considering the location difference among the devices.
- Based on the quitting probability and cluster division, a modified three-dimensional Markov chain model is set up to calculate the saturation throughput of CSMA/CA protocol in UAV-based IoT network.
- Based on the quantitative analysis, we propose a modified CSMA/CA protocol, which fully considers the heterogeneity of the access time, to adaptively allocate the time resource among the devices in different clusters.

The rest of this paper is organized as follows. The related work is shown in Section II. System model is presented in Section III. Section IV introduces the proposed 3-D Markov chain model. Section V analyzes the Markov model process and gives the computation of throughput. The modified CSMA/CA protocol is proposed in Section VI. Numerical results are shown in Section VII. Finally, Section VIII gives some conclusions about this paper.

II. RELATED WORK

In this section, we present the related work on UAV-based communications network.

[15] gave an extensive literature review about UAV communications network. It presented various communication schemes by considering the mobility of the BS. [16] proposed a basic framework for aerial data collection by considering the deployment of networks, node positioning, anchor points searching, fast path planning for UAV, and data collection schemes. [17] proposed a framework in linear wireless sensor network based on UAV and developed three different network models based on UAV’s movement strategy. In [18], the general fading channel model for sensor nodes and links was considered. The sensors’ wake-up scheme and UAV’s trajectory were jointly optimized using a convex sub-optimal optimization solution for energy-efficiency. The UAV in [19] was assumed to be able to either cruise or hover while collecting the sensors’ data. It focused on the UAV’s flight time minimization problem for data collection over wireless sensor network. [20] analyzed the effects of some UAV mobility patterns such as angular mobility, square mobility, and circular mobility patterns on data collection in wireless sensor network. [21] studied the fairness-aware UAV-assisted data collection problem and proposed four data collection algorithms by considering the multi-data-rate transmission and the contact duration time between the sensors and the UAV. In [22], UAV was deployed as a mobile relay and the UAV’s trajectory and energy and service time allocations were optimized jointly to minimize the average peak age-of-information for a source-destination pair. [23] proposed a AC-POCA algorithm based on partially overlapping channels and game theory to overcome the problem caused by the dynamic topology and high mobility nodes in a combined UAV and D2D based network.

Aforementioned work focused on the system architecture or the design of UAV’s trajectory. Few of them have analyzed the performance of the data collection protocol, which is important for guidance of UAV communication network design.

For MAC protocol performance analysis, [13] gave a simple but extremely accurate model to calculate the throughput of CSMA/CA protocol using Markov chain model. This model could be applied to the basic access, the RTS/CTS access mechanisms and the combination of these two schemes. [14] extended the multi-dimensional Markov model by considering the impacts of both non-ideal channel and capture effects in Rayleigh fading environment. It also proposed a new idle state to describe the unsaturated traffic condition. Both the saturated and unsaturated throughput could be calculated according to the analytical model. [24] took the effects of packet retry limits and transmission errors into account in order to obtain a more accurate model. Unfortunately, all the analytical models mentioned above are based on a static communication system.

For the UAV-based MAC protocols, [25] did a survey of MAC protocol for UAV-aided wireless sensor networks. Various MAC protocols were extensively investigated and compared with each other in terms of major features, pros, and cons. [26] adopted a conventional CSMA/CA and used a priority-based optimized frame selection scheme to propose an effective data gathering protocol. It divided the UAV’s coverage into multiple frames which were assigned with different transmission priorities respectively. [27] proposed a novel data acquisition framework to increase the efficiency of the data gathering. In this framework, a priority-based frame selection was accepted. An adaptive hybrid beacon based MAC protocol was proposed in [12] by combining CSMA/CA with physical parameters based scheduling. [28] introduced a new MAC protocol based on IEEE 802.11 standard for data gathering in wireless sensor networks. This protocol gave a fair chance to each sensor to communicate with the drone and its performance was analyzed using NS-2 simulations.
However, the performance of the protocols proposed in [12, 26–28] was evaluated using simulation tools, i.e. MATLAB or NS2. None of them gave a theoretical model of the protocols’ throughput. In addition, only the RTS/CTS mechanism was treated in those papers, ignoring the basic access mechanism.

[29] presented a collision-free MAC protocol called CF-MAC for UAVs Ad-Hoc networks. This protocol enabled the UAV to access the networks rapidly and the collision probability could be reduced to near zero by utilizing a region marking scheme. [30] considered the delay tolerant transmission in UAV data collection networks. It proposed a delay tolerant multiple access control protocol called UD-MAC and different access priorities were set in UD-MAC to achieve superior access efficiency. In addition, some MAC protocols for UAV communication have been proposed by considering the effects of directional antennas. [31] proposed a position-prediction-based directional MAC protocol and a propagation delay-aware MAC scheme for long-distance UAV networks called LDMAC was given in [32]. [33] presented a location orientated directional MAC protocol which incorporated the utilization of directional antennas and location estimation of the neighboring nodes. The MAC protocols in [29]–[33] were designed for communications among UAVs in UAV ad-hoc network instead of the UAV-based data collection scenario where the UAV communicated with multiple IoT devices on the ground.

In our paper, we provide an theoretical model to compute the CSMA/CA protocol throughput in UAV data collection system. The proposed analysis model can be applied both to the RTS/CTS mechanism and the basic access mechanism. Moreover, considering the varied communication durations among devices, we propose a modified MAC protocol based on CSMA/CA protocol. According to the simulation results, the modified protocol can improve the throughput of the data collection system enormously.

III. System Model

In this section, a scenario where a UAV collects data from the IoT devices on the ground is described. Then, a classic Markov chain model in CSMA/CA protocol is introduced briefly. After that, we design a strategy of the cluster division. Finally, a new concept called quitting probability in MAC protocol is defined and derived.

A. UAV-based Air-ground Network Model

We consider a scenario where a UAV equipped with a data collector tries to collect the data from a set of IoT devices distributed normally on a 2-D plane. Assume the UAV’s position is \((x_u, y_u, z_u)\). Let \((x_i, y_i)\) denote the location of device \(s_i, i = 1, 2, \ldots, K\), where \(K\) is the total number of IoT devices in the UAV’s coverage. For a certain period of time, the UAV is assumed to move in a straight trajectory over the devices because the UAV is not supposed to turn too frequently for the aerodynamic limitation. All the devices in the UAV’s coverage try to access the UAV randomly.

During the data collection process, the UAV broadcasts beacon signal periodically to wake up and synchronize the attached IoT devices on the ground. Once the devices are waked up and covered by the UAV, they will try to access to the UAV followed the CSMA/CA protocol. In addition, for energy efficiency, the UAV is deployed with directional antennas for communications, resulting a circular coverage on the ground, as shown in Fig. 1. Compared with the traditional data collection system with terrestrial infrastructures, the BS deployed on the UAV moves continuously and its coverage changes along with the UAV’s trajectory. Therefore, the devices can not connect with the UAV for a long continuous time. Moreover, the UAV-Devices communication durations are also different under the straight trajectory because of devices’ different locations. Specifically, for device \(s_i\), the communication duration can be expressed as:

\[
T_i = \frac{2R \cos \theta_i}{v},
\]

where \(R\) is the radius of the UAV coverage, \(v\) is the velocity of the UAV, and \(\theta_i \in (0, \pi/2)\) is the locations of the device and can be calculated as \(\theta_i = \arcsin(y_i/R)\).

Obviously, the devices located right below the flight trajectory (where \(\theta = 0\)) can connect with the UAV for the longest durations.

B. Classic Markov Chain Model

For easy understanding of our cluster division and quitting probability, a classic Markov chain model in traditional CSMA/CA protocol with static BS is presented briefly.

Generally, the CSMA/CA access scheme employs a binary exponential backoff technique, which can be regarded as a Markov chain. For the retry limit \(J\), there are \(J + 1\) backoff stages (from 0 to \(J\)) in total. The \(j\)th stage \((j \in (0, 1, \ldots, J))\) includes \(2^jW_0\) states, where \(W_0\) is the initial contention window size in the CSMA/CA protocol. In the \(j\)th backoff stage, the backoff time is uniformly chosen in the range of \((0, W_j - 1)\), where \(W_j = 2^jW_0\).

At the beginning of each transmission, the packet will be in the first backoff stage and begins to backoff. During the backoff process, the value of the backoff counter will be chosen from \((0, W_0 - 1)\). Here we define \(q\) as the probability that a device senses the channel busy in a backoff stage. The backoff counter decreases if the channel is sensed idle and stops when the channel is busy. Accordingly, the value of the backoff counter decreases by one with a probability \((1 - q)\) or keeps the
same value with a probability $q$ at each time slot. When the backoff counter is reduced to 0, the packet will be transmitted successfully if the channel is sensed idle. Otherwise, the packet transfers to the next backoff stage and repeats the process described above. The contention window size is doubled in the next backoff stage up to its maximum $2^J W_0$. For example, the contention window size is $2^J W_0$ in the $j$th stage and it will become $2^{j+1} W_0$ in the next stage.

When the packet is in the last backoff stage, if the backoff time counter decreases to 0, the packet will be transmitted successfully with an idle channel. Otherwise, this packet will be discarded instead of entering the next stage because the stage $J$ is the last one.

C. The Division of Device Clusters

As mentioned before, the devices in different locations can access the UAV for different time durations. The access process following CSMA/CA is modeled as a Markov process. The times of each device traversing all the states in the Markov process is critical for its transmission. The more times a devices traversing the whole Markov chain, the higher probability of successful transmission.

Therefore, we divide the devices into different band-shaped clusters paralleled to the flight trajectory according to the times that they can traverse the whole Markov process, as shown in Fig. 1. One device will be allocated into the cluster $C_i$ if it can traverse the Markov process for $m_i$ times. Here $m_i$ can be expressed as

$$m_i = \left\lfloor \frac{T_i}{\Delta} \right\rfloor = \left\lfloor \frac{2R \cos \theta_i}{v \times \Delta} \right\rfloor,$$

where $\lfloor x \rfloor$ represents the rounding down to $x$. $\Delta$ is the time cost for a packet to traverse all the Markov stages. According to [23], $\Delta$ is shown as

$$\Delta = E(B) \delta + E(F) \left[ \frac{P_s}{P_b} T_s + \frac{(P_b - P_s)}{P_b} T_c \right] + J(T_c + T_o),$$

where $P_s$ and $P_b$ are the probabilities that the devices transmit a packet successfully, and the probability that there is at least one device transmitting the packet, respectively. $B$ represents the total number of backoff counter, and $E(B)$ is the average number of backoff counter during the backoff stage, which can be shown as

$$E(B) = \sum_{j=0}^{J} \frac{W_j}{2} - 1.$$

$F$ is the overall time when the counter freezes, and $E(F)$ is shown as

$$E(F) = \frac{E(B)}{1-q} q.$$
In [3], $T_s$ and $T_c$ denote the average time that the channel is sensed as busy and the average time for a collision. $T_o$ is the time that a device has to wait after the access collides before the next channel sensing.

There are two handshaking techniques, i.e. the two-way handshaking technique (basic access mechanism) and the four-way handshaking technique (RTS/CTS mechanism) in CSMA/CA. Please refer to [13] for the detailed process of these two mechanisms and we are not allowed to explain it because of the space limitation. The definitions of $T_s$, $T_c$ and $T_o$ are different in the basic access mechanism and RTS/CTS mechanism. For clarity, we use $T^b_s$, $T^b_c$, $T^b_o$ and $T^r_s$, $T^r_c$, $T^r_o$ to denote the parameters in basic access mechanism and RTS/CTS mechanism, respectively. Then, we have

$$T^b_s = T_H + T_E + \text{SIFS} + T_{\text{ACK}} + \text{DIFS} + 2 \times \delta,$$

$$T^b_c = T_H + T_E + \text{DIFS} + \delta,$$

$$T^b_o = \text{SIFS} + T_{\text{ACK_timeout}},$$

$$T^r_s = T_{\text{RTS}} + T_{\text{CTS}} + T_H + T_E + 3 \times \text{SIFS} + T_{\text{ACK}} + \text{DIFS},$$

$$T^r_c = T_{\text{RTS}} + \text{SIFS} + T_{\text{ACK}} + \text{DIFS},$$

$$T^r_o = \text{SIFS} + T_{\text{CTS_timeout}},$$

where $T_H$, $T_E$, $T_{\text{ACK}}$, $\text{SIFS}$, $\text{DIFS}$, $T_{\text{RTS}}$ and $T_{\text{CTS}}$ denote the time to transmit the header (including MAC header, physical header), the time to transmit a payload with length $E$, the time to transmit an ACK, the time durations of a SIFS and DIFS, and the time to transmit an RTS and CTS, respectively. $T_{\text{ACK_timeout}}$ and $T_{\text{CTS_timeout}}$ denote the duration of the ACK and CTS timeouts respectively. $\delta$ denotes the duration for an idle time slot.

Under this division strategy, the devices located in the center band of the UAV’s coverage can connect with the UAV for the longest time. If these devices repeat the backoff process for $N$ times, they belong to the cluster $C_N$ and $N = \left\lfloor \frac{H}{E \times \Delta} \right\rfloor$. In this way, all the devices in the coverage can be divided into $N$ clusters and each devices in the cluster $C_i$, $i = 1, 2, ..., N$ can repeat the Markov process for $i$ times.

On the other hand, we assume that the devices are uniformly distributed in the UAV’s coverage with density $\rho$, the number of the devices in the area follows the Poisson distribution according to [35]. The probability that there are $n$ devices in the cluster $C_i$, can be shown as

$$f_i(n) = \frac{(\rho A_i)^n e^{-\rho A_i}}{n!}, n = 0, 1, 2, ..., \infty,$$

where $A_i$ is the area of $C_i$. This distribution can help us to analysis the saturation throughput of the network in the following section.

D. Quitting Probability

Due to UAV’s mobility, the devices on the ground will quit the access process when they are out of the coverage. To model this special scenario, a new concept called quitting probability $Q$ is proposed to indicates the probability that any device is out of the UAV’s coverage at each time slot. According to the cluster division, we also define $Q_i$ as the quitting probability of devices in cluster $C_i$.

Since the devices have different communication durations with the UAV, their packets will go through the whole Markov process for different times. The longer they stay in the UAV’s coverage, the higher probability they can transmit packets successfully to the UAV because they have more opportunities to repeat the network access. Once a device quits the UAV’s coverage, the packet transmitted from it cannot traverse all the Markov states.

To calculate the quitting probability of the devices in cluster $C_i$, we first consider a situation in which a packet sent by a certain device traverses all the backoff stages. In this case, the transmission state transfers to state $(J, 0)$. Here we use $P_b$ to denote the stationary probability of state $(J, 0)$. If the communication link breaks, the packet can not contend for transmission and the Markov state transition process will stop. As a result, the packet can never get to the final state $(J, 0)$ and this scenario is regarded as the packet quitting the access process. Under this situation, the probability can be shown as $(1 - P_b)$. Therefore, we defined $(1 - P_b)$ as the probability that a packet quits the contention process for one time.

For devices in cluster $C_i$, they can repeat the whole Markov process for $m_i$ times. If a device fails to transmit a packet for all $m_i$ times with a probability $Q_i$, it means that the device can not upload information to the UAV. Thus, $Q_i$ reflects the probability that a device quits the UAV’s coverage at each time slot during the access process, and it can be calculated as

$$Q_i = (1 - P_b)^{m_i}.$$  

By introducing the quitting probability into the Markov chain model, we can provide insight to the transmission process in the UAV-based network and build a modified model which is more appropriate for the UAV data collection system.
the stages of the device stays in the coverage area and the channel is idle at the same time. The equation (14b) tells us the

\[ P_{j} \text{band-shaped clusters along the flight trajectory. In each cluster } C_i (i = 1, \ldots, N), \text{there are } n_i \text{ devices, each of which is assumed} \]

\[ \text{to have a packet available for transmission. Meanwhile, we assume that the packet collides with constant and independent} \]

\[ \text{probability regardless of the number of retransmission suffered.} \]

\[ \text{the access process of a packet in UAV-based air-ground network. To clearly describe Markov chain model, we introduce} \]

\[ \text{three coefficients } (i, j \text{ and } b(t)) \text{ to represent the Markov process. Here } b(t) \text{ represents the backoff counter for a certain} \]

\[ \text{device at time } t \text{ and } i \text{ denotes the number of cluster. Let } s(t) \text{ be the stochastic process indicating the devices’ backoff stage} \]

\[ (j = 0, \ldots, J, s(t) = j) \text{ at time } t. \text{ The backoff stage changes after any unsuccessful access transmission until it reaches the} \]

\[ \text{maximum value } J. J \text{ also indicates the last backoff stage and the retry limit. In addition, we define } W_{i,j} \text{ as the contention window} \]

\[ \text{in the } j \text{th backoff stage for the devices in the cluster } i. \text{ For the first access round, the } W_{i,0} \text{ equals to } C W_{\text{min}}. \]

\[ \text{After each failed access, contention window will be doubled, up to the maximum } C W_{\text{max}}. \text{ Therefore, the size of contention window} \]

\[ \text{in stage } j \text{ will be } W_{i,j} = 2^j W_{i,0}, 0 \leq j \leq J. \]

\[ \text{Moreover, the quitting probability is adopted in this model. In the classic model, the backoff time counter decreases if the} \]

\[ \text{channel is sensed idle. However, in this modified model, the backoff counter decreases if the channel is sensed idle and the} \]

\[ \text{device does not quit the UAV’s coverage at each time slot. Therefore, the probability that the backoff counter decreases} \]

\[ (1 - q_i)(1 - q_i), \text{ where } q_i \text{ is the probability that a device in cluster } C_i \text{senses the channel channel as busy.} \]

\[ \text{The detail stage transition process is shown in Fig.2. In Fig.2 the ellipses with three parameters } (i, j \text{ and } b(t)) \text{ represent} \]

\[ \text{the states of this Markov process. The arrows show the direction of the state transmission. The formulas along the arrows, like} \]

\[ 1 (1 - Q_i)(1 - q_i), (1 - Q_i)q_i + Q_i, \text{ are the probabilities for one-step transmission. According to Fig.2 the one-step transmission} \]

\[ \text{probabilities of the Markov process is shown below.} \]

\[
\begin{align*}
\{ P_{i,j,k | i,j,k+1} &= (1 - Q_i)(1 - q_i) \\
& j \in [0, J], \ k \in [0, W_{i,j} - 2] , \\
\{ P_{i,j,k | i,j,k} &= (1 - Q_i)q_i + Q_i \\
& j \in [0, J], \ k \in [1, W_{i,j} - 1] , \\
\{ P_{i,0,k | i,j,0} &= \frac{(1 - Q_i)(1 - q_i)}{W_{i,0}} \\
& j \in [0, J - 1], \ k \in [1, W_{i,0} - 1] \}
\end{align*}
\]

\[
\begin{align*}
\{ P_{i,0,k | i,j,0} &= \frac{1}{W_{i,0}} \\
& j \in [1, J], \ k \in [0, W_{i,j} - 1] \}
\end{align*}
\]

\[
\begin{align*}
\text{where } P_{i,j,k | i,j,k} = \text{is a short notation and it is defined as} \\
P_{i,j,k | i,j,k+1, k_0} = P\{i, s(t + 1) = j, b(t + 1) = k_1 \mid i, s(t) = j_0, b(t) = k_0\}.
\end{align*}
\]

\[ \text{The equation (14b) means that the backoff counter decreases in the beginning of each time slot with the probability that} \]

\[ \text{the stages of the device stays in the coverage area and the channel is idle at the same time. The equation (14b) tells us} \]

\[ \text{the probability of the Markov process is shown below.} \]

\[ q_i = 1 - \prod_{h=1}^{i-1} \left( \sum_{n=0}^{\infty} f_h(n)(1 - \tau_h)^n h \right) \left( \sum_{n=0}^{\infty} f_i(n)(1 - \tau_i)^{n-1} \right) \prod_{h=1}^{i+1} \left( \sum_{n=0}^{\infty} f_h(n)(1 - \tau_h)^n h \right) \]

\[ b_{i,j,k} = \frac{W_{i,j} - k}{W_{i,j}} \left\{ \begin{array}{ll}
(1 - q_i)(1 - Q_i) \sum_{j=0}^{J} b_{i,j,0} + b_{i,j,0}, & j = 0 \\
(q_i(1 - Q_i) + Q_i) b_{i,j-1,0}, & j \in [1, J] 
\end{array} \right. \\
\]

\[ b_{i,0,0} = \frac{2P_a P_b}{2W_{i,0} P_{eq}[P_a(1 - (2P_{eq})^2) - (1 - P_{eq})P_b] + 2P_b(1 - P_{eq}^{J+1}) + P_b[(1 - q_i)(1 - Q_i)(1 - P_{eq}) + P_{eq}^{J+1}][W_{i,0} - 1]} \]
probability that the device stays in the same stages because it quits the coverage or the channel is sensed as busy at each time slot. The equation (14c) and (14d) represent the probability that the backoff stages return to 0 from the former stages. For devices in stages \((i, j, 0)\), they will transmit to \((i, 0, k)\) after a successful transmission or quit the network. For the stages in \((i, J, 0)\), they will return to stages 0. The last equation shows the probability of rescheduling a contention state after an unsuccessful transmission.

V. PERFORMANCE ANALYSIS

This section analyzes the Markov chain process and gives the solution of the saturation throughput.

A. Markov Chain Process Analysis

The 3-D Markov process is convergent and the proof is presented in Appendix A. Before the analysis, we first define the stationary distribution of the chain \(b_{i,j,k}\) as

\[
b_{i,j,k} = \lim_{t \to \infty} P\{\text{cluster} = i, s(t) = j, b(t) = k\},
\]

\(j \in [0, J], \; k \in [0, W_{i,j}].\) \hfill (16)

Then, for a device in the cluster \(i\), we get

\[
b_{i,j,0} = P_{eq}b_{i,j-1,0} = P_{eq}b_{i,0,0}, \; j \in [0, J],
\]

where \(P_{eq}\) is expressed as

\[
P_{eq} = (1 - Q_i)q_i + Q_i,
\]

where \(q_i\) is the probability that the channel is busy when the device is in the backoff stage.

During the access process, according to the CSMA/CA protocol, once a device in the cluster \(C_i\) connects to the UAV, other devices either in the cluster \(C_i\) or not can transmit information to the UAV. Combining the Poission distribution of the number of the devices in \(C_i\), we can calculate the \(q_i\) as \(19\).

\[
b_{i,0,0} = \frac{2P_aP_b}{2CW_{min}P_{eq}[P_a(1 - (2P_{eq})^{J}) - (1 - P_{eq}^{J})P_b] + 2P_b(1 - P_{eq}^{J+1}) + P_b[(1 - q_i)(1 - Q_i)(1 - P_{eq}) + P_aP_{eq}^{J}](CW_{min} - 1)}
\]

\(29\)
According to the chain regularities, each value of the backoff counter $k \in [1, W_{i,j} - 1]$ can be obtained by the equation (20).

By substituting (17) in (20), all the values $b_{i,j,k}$ can be expressed as a function of $b_{i,0,0}$. Then, considering the normalization condition, we can easily obtain:

$$1 = \sum_{j=0}^{J} \sum_{k=0}^{W_{i,j}-1} b_{i,j,k}$$

$$= \sum_{j=0}^{J} b_{i,j,0} + \sum_{k=1}^{W_{i,j}-1} b_{i,0,k} + \sum_{j=1}^{J} \sum_{k=1}^{W_{i,j}-1} b_{i,j,k},$$

where $P_a = (1 - P_{eq}), P_b = (1 - 2P_{eq})$. Therefore, we can obtain the expression of $b_{i,0,0}$, as shown in (22).

According to the Markov chain in Fig. 2, the devices stop the transmission when their backoff counters decrease to 0. Thus, the probability $\tau_i$ that one device in the cluster $C_i$ transmits a packet in a randomly selected time slot can be shown as:

$$\tau_i = \sum_{j=0}^{L} b_{i,j,0} = \frac{1 - P_{eq}^{i+1}}{1 - P_{eq}} b_{i,0,0}. \quad (23)$$

By combining (19) and (23), we can calculate the value of parameters $\tau_i$ numerically.

**B. Saturation Throughput Computation**

Let $P_{tr}$ be the probability that there is at least one device doing the transmission for a certain time. The probability can be shown as

$$P_{tr} = 1 - \prod_{h=1}^{N} \left( \sum_{n=0}^{\infty} f_h(n)(1 - \tau_h)^n \right). \quad (24)$$

For the devices in cluster $C_i$, the probability of successful transmission $P_{si}$ can be calculated as

$$P_{si} = \left[ \sum_{n=1}^{\infty} f_h(n)n\tau_i(1 - \tau_i)^{n-1} \right] \times \prod_{h=0, h \neq i}^{N-1} \left[ \sum_{n=0}^{\infty} f_h(n)(1 - \tau_h)^n \right]. \quad (25)$$

Therefore, in the whole coverage, the overall probability $P_s$ of successful packet transmission to UAV can be shown as $P_s = \sum_{i=1}^{N} P_{si}$. Finally, by combining the (24) and (25), the throughput of the network can be shown as

$$S = \frac{P_s P_{tr} E[P]}{(1 - P_{tr})\sigma + P_s P_{tr} T_s + P_{tr}(1 - P_s)T_c}. \quad (26)$$

**VI. Modified CSMA/CA Protocol**

In this UAV-based data collection network, the UAV moves continuously because of its aerodynamic characteristics and the large area of the IoT devices, causing the unfair access time among devices in different locations. According to the performance analysis above, we have insight about how the network parameters affect the saturation throughput according to the equations in Section IV. Therefore, we fully consider the characteristics of this special network and propose a modified CSMA/CA protocol that is expected to provide a more fair access control scheme for the devices.

In our new protocol, we adaptively adjust the size of the contention window ($[CW_{\min}, CW_{\max}]$) for each device in different cluster. Under this scheme, for the devices with short communication duration, we set lower contention window size to make them access the channel within shorter time. Without loss of generality, the contention window size for those which have longer communication duration is larger because they have more time and opportunities to participate in the access process. The larger contention window size make them wait a little longer during each transmission, which gives more opportunities to those devices with shorter communication time to access the channel.

Here we modify the values of $CW_{\min}$ and $CW_{\max}$ to change the contention window size. The binary exponential backoff mechanism is also adopted in this model. According to this mechanism, $CW_{\max} = 2^J \times CW_{\min}$. Thus, we only need to change the values of $CW_{\min}$ and $J$ for each cluster. According to the performance analysis above, the durations of access process for devices in each cluster are limited and distinct. Thus, we adjust the initial contention window size and the retry limit of devices in each cluster according to their communication durations.
Let $CW_{\text{min}}^\text{max}$ be the maximum value of $CW_{\text{min}}$ for devices in cluster $C_1$ and $T$ be the longest communications duration for $C_1$. Then, the initial contention window size for devices in cluster $C_i$ is calculated as:

$$CW_{\text{min}}^i = \left\lceil (1 - t_i/T) \times CW_{\text{min}}^\text{max} \right\rceil,$$

where $t_i = i \times \Delta$ is the communications duration for cluster $C_i$. $\lceil x \rceil$ denotes the upper integer which is the closest to $x$.

On the other hand, we hope that the devices in cluster $C_N$ have the largest contention window size. Thus, we assign a retry limit $J_{\text{max}}$ in cluster $N$. Similarly, the values of the retry limit in other clusters should be smaller than $J_{\text{max}}$. Therefore, for the cluster $C_i$, the value of retry limit is expressed as

$$J_i = \left\lceil J_{\text{max}} \times t_i/T \right\rceil.$$

Finally, the saturation throughput of this modified protocol can be calculated using our analytical model proposed above.

Fig. 3 plots the theoretical and simulation saturation throughput as a function of UAV’s velocity under different parameters, marked as ‘Mod’ and ‘Sim’ in legends respectively. To fully verify the network performance, we validate the results in both basic access and RTS/CTS cases. The user density in this simulation is $\rho = 50/\text{km}^2$ and the retry limit is $J = 7$ for all devices. In addition, we adopt two values of the initial contention window size ($CW_{\text{min}} = 8, 16$) to explore the network performance.

It is clear to see that the theoretical results (lines) match the simulation results (symbols) well, which perfectly validates our model.

VII. SIMULATION AND NUMERICAL RESULTS

In this section, we validate our system model firstly by comparing the theoretical results with those obtained from the Monte Carlo simulation. Then, the effects of some network parameters, such as UAV’s velocity and the density of the devices, on the throughput are analyzed. An idle time slot $\delta$ is $50\mu s$, $\text{ACK}_{\text{timeout}} = 300\mu s$, $\text{CTS}_{\text{timeout}} = 300\mu s$, $\text{ACK} = 112\mu s$, $\text{RTS} = 160\mu s$, $\text{CTS} = 112\mu s$, $\text{SIFS} = 28\mu s$, $\text{DIFS} = 128\mu s$. Assume the channel data rate is equal to $1\text{Mbit/s}$ and the frame size, denoted by $EP$, is fixed at 8k Bytes. The coverage radius is assumed to be 1000 m unless stated otherwise.

Fig. 3 plots the theoretical and simulation saturation throughput as a function of UAV’s velocity under different parameters, marked as ‘Mod’ and ‘Sim’ in legends respectively. To fully verify the network performance, we validate the results in both basic access and RTS/CTS cases. The user density in this simulation is $\rho = 50/\text{km}^2$ and the retry limit is $J = 7$ for all devices. In addition, we adopt two values of the initial contention window size ($CW_{\text{min}} = 8, 16$) to explore the network performance. It is clear to see that the theoretical results (lines) match the simulation results (symbols) well, which perfectly validates our model.
Moreover, the saturation throughput of proposed model decreases along with the increase of the UAV’s velocity. This trend is expected, since the devices connect with the UAV for shorter time when the UAV flies faster. In this situation, it is hard for all the devices to access the channel in short communication durations, resulting in the lower throughput. From Fig. 3 we can also get some interesting observations that RTS/CTS access scheme always has better performance than the basic access scheme. This is because, compared with the basis mechanism, RTS/CTS is designed to combat the problem of hidden terminal and it can reduce the duration of a collision to improve the system performance. Therefore, RTS/CTS is more likely to perform better than the basic access mechanism, especially when long messages are transmitted.

In order to validate the theoretical results of our modified CSMA/CA, we also implement some experiments using the same parameters adopted in Fig. 3. The theoretical and simulation results of the modified protocol are presented in Fig. 4. Similarly, both the basic access mechanism and RTS/CTS are considered. As expected, the curves of our theoretical results also fit the simulation results very well. It means that the theoretical model can also be applied to analyze the throughput performance of the modified protocol. In addition, comparing the results in Fig. 3 and Fig. 4 it can be concluded that the modified protocol improves the throughput enormously. Specifically, for the basic access mechanism, the maximal throughput is a little larger than 0.2 when $v = 10\, \text{m/s}$, as shown in Fig. 3. However, the modified protocol improves throughput to 0.8. Meanwhile, the maximal throughput for RTS/CTS mechanism in Fig. 3 is no more than 0.8, but the throughput in Fig. 4 is improved to above 0.85 after adopting the modified protocol.

In Fig. 5, we plot the normalized saturation throughput in terms of the density of the devices for basic access mechanism under two different UAV’s velocities ($v = 10, 20\, \text{m/s}$). Results for both conventional CSMA/CA and the modified protocol are presented. From Fig. 5 we can see that, as the devices’ density increases, the throughput decreases correspondingly. For the spectrum resource limitation, the more devices participate in the access process simultaneously, the more access collision will happen, leading to the lower throughput.

In addition, comparing the throughput of those two protocol, we see that the modified protocol performs better than the conventional CSMA/CA in throughput, since the new protocol provides a fair contending environment which alleviates the congestion among devices in the UAV’s coverage.

Fig. 6 shows the saturation throughput of the system for RTS/CTS mechanism as a function of the density of the devices when $v = 10\, \text{m/s}$ and 20 m/s. In this case, device’s density has similar impacts on throughput performance compared with the results in Fig. 5. Additionally, the modified protocol can also improve the throughput performance for the RTS/CTS mechanism. In detail, the improvement of the throughput is near to 0.1 compared with basic mechanism when $\rho = 80/\text{km}^2$. In addition, the modified MAC protocol is more robust to density of the devices for the RTS/CTS mechanism. The difference of the throughput from 50/\text{km}^2 to 100/\text{km}^2 is less than 0.01 under the modified protocol. The throughput only changes 0.01 along with the increase of device’s density (from 50 to 100/\text{km}^2).

Moreover, we also implement some experiments to analyze the influence of the retry limit on the saturation throughput for both basic access and RTS/CTS mechanisms. The biggest retry limit on the horizontal axis in Fig. 7 and Fig. 8 is the retry limit for the devices in cluster $C_N$. We assume that the retry limit for all the devices in the traditional CSMA/CA protocol is the same and equal to the biggest one. While in the modified protocol, the retry limit for devices in different clusters is
Fig. 5: Saturation throughput vs. the density of the devices for basic access mechanism ($CW_{\min} = 8$, $J = 7$, $EP = 8k$ Bytes, $R = 1000$ m).

Fig. 6: Saturation throughput vs. the density of the devices for RTS/CTS mechanism ($CW_{\min} = 8$, $J = 7$, $EP = 8k$ Bytes, $R = 1000$ m).

We observe that the increase of the retry limit (from 7-14) has negative impacts on the throughput. The reason is that the devices have more opportunities to retry the transmission with larger retry limit, causing more collision and resulting in lower throughput. Furthermore, the modified protocol is reliable when the biggest retry limit increases for both basic access and RTS/CTS mechanism. Specially, it has better performance in RTS/CTS mechanism. The throughput in basic access mechanism declines to the half of the maximum when the retry limit increases to 14. However, the throughput just falls a little in RTS/CTS mechanism when the retry limit increases to 14.

The impacts of the initial contention window sizes are analyzed for both basic access mechanism and RTS/CTS mechanism, as shown in Fig. 5 and Fig. 6. For conventional CSMA/CA protocol, the initial contention windows size for all the devices are the same. However, they are different in the modified protocol according to the equations in Section VI. The biggest initial contention window size is set for the devices in the cluster $C_1$ and that for other devices is obtained from $2^{7}$. The horizontal
axis of Fig. 9 and Fig. 10 denotes the biggest initial contention window size. Comparing the results in Fig. 9 and Fig. 10, we see that the initial contention window size affects the throughput seriously. For the basic access mechanism, the throughput declines to almost zero when the initial contention window size climbs to 256. For the RTS/CTS mechanism, the effects cannot be ignored either. The throughput drops to below 0.1 in this scenario.

The reason is that if the initial contention window increases, the devices will spend more time in the backoff process. Therefore, the channel is more likely to stay in idle state, leading to the waste of the channel resource. On the other hand, the transmission delay will be longer with larger contention window size which also influences the throughput performance. On the contrary, the modified protocol still gives better throughput though the initial contention window size increases to 256. In this case, the throughput for basic access mechanism and RTS/CTS is around 0.1 and 0.4 respectively, which are much better than those of the conventional protocol.

Finally, the impacts of UAV’s coverage are considered. Since the UAV’s coverage is a circle, only the effects of the radius of the coverage need to be considered. Here we set the density of the devices as $\rho = 50/\text{km}^2$, and the radius of the coverage
Fig. 9: Throughput for different initial contention window size for basic access mechanism ($J = 8$, $EP = 8k$ Bytes, $R = 1000$ m, $\rho = 50/\text{km}^2$).

Fig. 10: Throughput for different initial contention window size for RTS/CTS mechanism ($J = 8$, $EP = 8k$ Bytes, $R = 1000$ m, $\rho = 50/\text{km}^2$).

increases from 1000 m to 2000 m. The results for basic access mechanism and RTS/CTS mechanism are given in Fig. 11 and Fig. 12 respectively.

The throughput falls off along with the increase of the radius for both the basic access mechanism and the RTS/CTS mechanism. Larger coverage area means that more devices are able to be covered by UAV and transmit the packet simultaneously, resulting in more congestion and the falloff of the system throughput. Though both increasing the density of the devices and UAV’s coverage radius enlarge the number of the devices that the UAV serves, there is still some difference between these two methods. Increasing the device’s density means only the number of the devices increases. However, larger coverage not only increases the number of the devices, but also improves the communication durations between the devices and the UAV. Thus, the results in Fig. 5 and Fig. 11, Fig. 6 and Fig. 12 are different. As expected, the modified protocol is also reliable when coverage radius increases and gives better performance than the conventional one.
Fig. 11: Throughput in terms of different coverage radius for basic access mechanism \((J = 8, EP = 8k \text{ Bytes}, CW_{\text{min}} = 8, \rho = 50/km^2)\).

Fig. 12: Throughput in term of different coverage radius for RTS/CTS mechanism \((J = 8, EP = 8k \text{ Bytes}, CW_{\text{min}} = 8, \rho = 50/km^2)\).

VIII. Conclusion

In our paper, a scenario where a UAV flies straightly to collect data from a set of IoT devices is considered. Based on the characteristics of the UAV-based network, the devices in UAV’s coverage is divided into different clusters and a quitting probability is proposed. The proposed theoretical model is proved accurate for the performance analysis of CSMA/CA protocol in UAV-based system. Then, a modified protocol based on CSMA/CA is proposed that fully considers the heterogeneity of the access time to adaptively allocate the time resource among the devices within the difference clusters. This modified protocol enormously improves the system performance. We also analyze the impacts of different network parameters including retry limit, initial contention window size, UAV’s velocity, the density of the devices, and the UAV’s coverage.
APPENDIX A

PROOF OF CONVERGENCE OF THE MARKOV CHAIN MODEL

The convergence of a Markov process indicates that there is a stationary distribution of the Markov process. Here we prove that the modified Markov process proposed in our paper is convergent by illustrating that there is only one stationary distribution for this process.

For clear presentation, we first give some definitions about Markov chain.

Definition 1. Let \( \{X_n, n \geq 0\} \) be a discrete-time stochastic process, whose state space is denoted by \( S = \{1, 2, \ldots\} \). If for any \( n \geq 0 \), and \( i_0, \ldots, i_n, i_{n+1} \in S \), we have

\[
P(X_{n+1} = i_{n+1} | X_0 = i_0, X_1 = i_1, \ldots, X_n = i_n) = P(X_{n+1} = i_{n+1} | X_n = i_n)
\]

where \( n \) denotes the number of the time slot.

Definition 2. (1) Let \( \{X_n, n \geq 0\} \) be a discrete-time Markov chain with the state space \( S \), then for any \( n \geq 0 \),

\[
p_{ij}(n, n + 1) = P(X_{n+1} = j | X_n = i), i, j \in S
\]

where \( p_{ij} \) is the one-step transition probability of the Markov chain.

(2) If the transition probability \( p_{ij}(n, n + 1), i, j \in S \), defined in (32) are independent of \( n \), then it will be denoted by \( p_{ij}^{(1)} \) and the corresponding \( \{X_n, n \geq 0\} \) is called a homogeneous Markov chain.

According to the definitions above, the Markov chain proposed in our paper is a homogeneous Markov chain with finite states.

Next, we give the definition of period of a state.

Definition 3. Let \( \{X_n, n \geq 0\} \) be a Markov chain with state space \( S \). For any state \( j \in S \), if \( \{n : p_{jj}^{(n)} \neq 0\} \) is the set of all times \( n \) for which \( p_{jj}^{(n)} > 0 \), then for any \( j \in S \),

\[
d(j) = GCD\{n : p_{jj}^{(n)} > 0\}
\]

where \( GCD \) is the greatest common divisor, \( p_{jj}^{(n)} \) denotes the probability state \( j \) returns to itself after \( n \) steps. \( d(j) \) is called the period of state \( j \). Moreover, state \( j \) is called aperiodic if \( d(j) = 1 \).

According to this definition, the states in our Markov process are all aperiodic and the Markov chain is aperiodic.

Next, we give some lemmas and the detailed proofs of those lemmas can be found in [36], [37].

Lemma 1. A Markov chain is called irreducible if its state space \( S \) is a communicating class. If the chain has finite states, the communicating class is recurrent.

Lemma 2. For a finite aperiodic irreducible Markov chain model, it has a stationary distribution.

Lemma 3. A Markov chain has a unique stationary distribution if and only if there is only one positive-recurrent communicating class.

Assume the state space \( S_1 \) of our proposed Markov process. For all the states \( i, j \in S_1 \), \( i \) can transit to \( j \) and \( j \) and can get to state \( i \). It means \( S_1 \) is a communicating class. Therefore, according to Lemma [1] and all the definitions listed, the Markov chain is a aperiodic irreducible Markov chain with finite states and there is only one positive recurrent communicating class. Then, according to Lemma [2] and Lemma [3] we can conclude that there is only one stationary distribution for the proposed Markov process. Thus, the convergence of the Markov process is proved. The stationary distribution is denoted by [17] and [20].
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