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Abstract—Media-based modulation (MBM) is a recently proposed modulation scheme that uses radio frequency (RF) mirrors at the transmit antenna(s) to create different channel fade realizations based on their ON/OFF status. These complex fade realizations constitute the modulation alphabet. MBM has the advantage of increased spectral efficiency and performance. In this paper, we investigate the performance of some physical layer techniques when applied to MBM. Particularly, we study the performance of 1) MBM with generalized spatial modulation (GSM), 2) MBM with mirror activation pattern (MAP) selection based on a Euclidean distance (ED)-based metric, and 3) MBM with feedback-based phase compensation and constellation rotation (PC-CR). Our results show that for the same spectral efficiency, GSM-MBM can achieve better performance compared to MIMO-MBM. Also, it is found that MBM with ED-based MAP selection results in improved bit error performance, and that phase compensation and MBM constellation rotation increases the ED between the MBM constellation points and improves the performance significantly. We also analyze the diversity orders achieved by the ED-based MAP selection scheme and the PC-CR scheme. The diversity orders predicted by the analysis are validated through simulations.

Index Terms—Constellation rotation, generalized spatial modulation media-based modulation (GSM-MBM), MAP selection, media-based modulation (MBM), mirror activation pattern (MAP), multiple-input multiple output media-based modulation (MIMO-MBM), phase compensation, radio frequency (RF) mirrors.

I. INTRODUCTION

TRADITIONALLY, symbols chosen from complex modulation alphabets, such as quadrature amplitude modulation (QAM) and phase-shift keying (PSK), are used to convey information bits, and complex fades introduced by the channel are viewed as detrimental effects that cause amplitude and phase distortion to the transmitted symbols. An alternative and interesting approach is to consider the complex channel fade coefficients themselves to constitute a modulation alphabet. One simple and known example of this approach is space-shift keying (SSK) [1], [2], which can be briefly explained as follows.

A. SSK

Suppose there are two transmit antennas and one receive antenna. Assume rich scattering. Let $h_1 \sim \mathcal{CN}(0, 1)$ and $h_2 \sim \mathcal{CN}(0, 1)$ denote the complex channel fade coefficients from transmit antennas 1 and 2, respectively, to the receive antenna. Now, assuming that a tone of unit amplitude is transmitted by any one of the transmit antennas in a given channel use, $\mathbb{H} \triangleq \{h_1, h_2\}$ can be viewed as the underlying modulation alphabet, i.e., $h_1$ and $h_2$ are the random constellation points. The alphabet $\mathbb{H}$, therefore, can convey $\log_2 |\mathbb{H}| = \log_2 2 = 1$ information bit. To realize this, if the information bit is 0, antenna 1 transmits the tone and antenna 2 remains silent, and if the information bit is 1, antenna 1 remains silent and antenna 2 transmits the tone. For this, it is enough to have only one transmit radio frequency (RF) chain whose output is switched to either antenna 1 or antenna 2 depending on the information bit being 0 or 1, respectively. The modulation alphabet (i.e., $\mathbb{H}$) needs to be known at the receiver for detection, which can be obtained through pilot transmission and channel estimation. Note, however, that the transmitter need not know the alphabet $\mathbb{H}$. The information bit is detected using the estimated $\hat{\mathbb{H}}$ at the receiver.

Similar to the binary SSK scheme with $|\mathbb{H}| = 2$ described above, higher order SSK with $|\mathbb{H}| = n_t$ and $\mathbb{H} = \{h_1, h_2, \ldots, h_{n_t}\}$ can be realized using $n_t = 2^n$ transmit antennas, and sending the tone on an antenna chosen based on $m$ information bits. Therefore, using $n_t = 2^n$ transmit antennas, SSK achieves a throughput of $m = \log_2 n_t$ bits per channel use (bpcu).

If the receiver has $n_r$ receive antennas, then the alphabet $\mathbb{H}$ will consist of vector constellation points, i.e., $\mathbb{H} = \{h_1, h_2, \ldots, h_{n_r}\}$, where $h_j = [h_{1,j} \ h_{2,j} \ \ldots \ h_{n_r,j}]^T$, and $h_{1,j} \sim \mathcal{CN}(0, 1)$ is the channel fade coefficient from $j$th transmit antenna to $i$th receive antenna [see Fig. 1(a)]. Because of the increased dimensionality of the constellation points for increasing $n_r$, the performance of SSK improves significantly.
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with increasing \(n_r\). SSK has the advantages of requiring only one transmit RF chain and a \(1 \times n_t\) RF switch for any \(n_t\), and yielding attractive performance at higher spectral efficiencies. A key drawback, however, is that SSK needs an exponential increase in number of transmit antennas to increase the spectral efficiency. For example, to achieve \(m = 8\) bpcu, SSK requires \(n_t = 2^k = 256\) transmit antennas. This drawback of the need to have a large number of transmit antennas to increase the spectral efficiency is significantly alleviated in the recently proposed media-based modulation (MBM) scheme [3]–[7], realized through the use of RF mirrors that are turned on/off\(^1\) on a channel-use-by-channel-use basis depending on information bits to “modulate” the fade coefficients of the channel [7]. The basic MBM can be briefly explained as follows.

\[ B. \text{ MBM} \]

The basic version of MBM, such as SSK, transmits a tone and uses the complex channel fade realizations themselves as the modulation alphabet [3]–[5]. While multiple transmit antennas are needed to create the complex fade symbols of the alphabet in SSK, MBM creates the complex fade symbols of the alphabet, even with a single transmit antenna through the use of multiple RF mirrors [7]. This is achieved by placing a number of RF mirrors near the transmit antenna that transmits a tone. Placing RF mirrors near a transmit antenna is equivalent to placing scatterers in the propagation environment close to the transmitter. The radiation characteristics of each of these scatterers (i.e., RF mirrors) can be changed by an ON/OFF control signal applied to it; it reflects the incident wave originating from the transmit antenna or passes the wave depending on whether it is OFF or ON, respectively. We call the ON/OFF status of the mirrors as the “mirror activation pattern (MAP).” The positions of the ON mirrors and OFF mirrors change from one MAP to the other, i.e., the propagation environment close to the transmitter changes from one MAP to the other MAP. Note that in a rich scattering environment, since a small perturbation in the propagation environment will be augmented by many random reflections, it will result in an independent channel. The RF mirrors create such perturbations by acting as controlled scatterers, which, in turn, create independent fade realizations for different MAPs.

Consider a single transmit antenna. Let \(M_{rf}\) denote the total number of RF mirrors placed near the antenna. We call the unit comprising of a transmit antenna and the set of \(M_{rf}\) RF mirrors associated with it as the “MBM transmit unit (MBM-TU)” [see Fig. 1(b)]. Of the \(M_{rf}\) available RF mirrors, let \(m_{rf}\), where \(1 \leq m_{rf} \leq M_{rf}\), denote the number of RF mirrors actually used. Each of these \(m_{rf}\) mirrors is turned ON or OFF in a given channel use based on one information bit. A realization of the ON/OFF status of all the \(m_{rf}\) mirrors, determined by \(m_{rf}\) information bits, is called a MAP. Therefore, \(2^{m_{rf}}\) MAPs are possible. Each of these patterns results in a different realization of the channel fade, resulting in an MBM alphabet of size \(|\mathbb{A}| = 2^{m_{rf}}\). Therefore, MBM can convey \(m_{rf}\) information bits in one channel use, where \(m_{rf}\) is the number of RF mirrors used. That is, the spectral efficiency in MBM scales linearly with the number of RF mirrors used. Note that the spectral efficiency in SSK scales logarithmically in the number of transmit antennas \(n_t\), given by \(\log_2 n_t\) bpcu. In generalized SSK (GSSK) [6], where \(n_{rf}\) out of \(n_t\) antennas are activated using \(n_{rf}\) RF chains, the spectral efficiency increases more than logarithmically and less than linearly in \(n_t\), given by \(\log_2 \binom{n_t}{n_{rf}}\) bpcu. As in SSK, in MBM also, the alphabet \(\mathbb{A}\) needs to be known at the receiver and not at the transmitter.

MBM has been shown to achieve significant performance gains compared to conventional modulation schemes [3]–[5]. Even with a single transmit antenna and \(n_r\) receive antennas, MBM has been shown to achieve significant energy savings compared to a conventional \(n_r \times n_t\) MIMO system with \(n_r = n_t\) [3]. It has also been shown that MBM with 1 transmit and \(n_r\) receive antennas over a static multipath channel asymptotically achieves the capacity of \(n_r\) parallel AWGN channels [4]. Implementation of an MBM-TU consisting of \(M_{rf} = 14\) RF mirrors placed in a compact cylindrical structure with a dipole transmit antenna element placed at the center of the cylindrical structure has been reported in [7].

We note that the MBM alphabet \(\mathbb{A}\) has to be estimated a priori at the receiver. This is achieved through pilot transmissions. Since the number of complex fade symbols to be estimated is \(n_{u}2^{m_{rf}}\), the number of pilot channel uses needed grows exponentially in \(m_{rf}\). Channel sounding to learn the alphabet a priori, therefore, is a key issue in MBM.

\[ C. \text{ Spatial Modulation (SM), Generalized Spatial Modulation (GSM), MIMO} \]

The need to exponentially increase the number of transmit antennas to increase the spectral efficiency in SSK can be alleviated by allowing the transmission of an \(M\)-ary QAM/PSK symbol on the chosen antenna instead of a tone. This allows an additional \(\log_2 M\) bits to be conveyed per channel use by the QAM/PSK symbol. This scheme is called the SM scheme, which achieves a spectral efficiency of \(\log_2 n_t + \log_2 M\) bpcu [8], [9], [10]. A further generalization is to use more than one transmit RF chain (say, \(n_{rf}\) transmit RF chains, \(1 \leq n_{rf} \leq n_t\)), and transmit \(n_{rf}\) QAM/PSK symbols through these RF chains. This scheme is called the GSM scheme, whose spectral efficiency is given by \(\log_2 \binom{n_t}{n_{rf}} + n_{rf} \log_2 M\) bpcu [11], [12], [13]. For \(n_{rf} = n_t\), the GSM scheme specializes to the well-known MIMO (spatial multiplexing) scheme, whose spectral efficiency is given by \(n_t \log_2 M\) bpcu. SM systems in frequency-selective channels have been studied in [14]–[16]. The design of SM systems for frequency-selective channels has been summarized in [17], which also discusses SM variants, such as single-carrier SM (SC-SM), SC-GSM, orthogonal frequency-division multiplexing SM, space- and time-dispersion modulation, and space-frequency shift keying (SFSK).

\[ D. \text{ MBM, GSM-MBM, MIMO-MBM} \]

Multiple MBM-TUs (i.e., multiple transmit antennas, each having its own set of RF mirrors) can be used to increase the spectral efficiency in MBM. Also, like QAM/PSK symbols (as

\[ ^1\text{An RF mirror in ON status implies that the mirror allows the incident wave to pass through it transparently, and an OFF status implies that the mirror reflects back the incident wave.} \]
in SM) and additional transmit RF chains (as in GSM, MIMO) could be used to increase the spectral efficiency beyond that can be achieved using SSK, one could use a similar approach to increase the spectral efficiency beyond that can be achieved using the basic MBM. Spatial modulation when used with MBM is referred to as the SM-MBM scheme, whose spectral efficiency is given by $m_{tf} + \lceil \log_2 n_{tu} \rceil + \log_2 M$ bpcu, where $n_{tu}$ is the number of MBM-TUs. Similarly, GSM and MIMO (spatial multiplexing) when used with MBM are called GSM-MBM and MIMO-MBM, respectively. The spectral efficiency of GSM-MBM is given by $n_{tf} m_{tf} + \lceil \log_2 \binom{n}{m} \rceil + n_{tf} \log_2 M$ bpcu. The spectral efficiency of MIMO-MBM is given by $n_{tu} m_{tf} + n_{tu} \log_2 M$ bpcu. Note that GSM-MBM specializes to SM-MBM when $n_{tu} > 1$ and $n_{tf} = 1$. In each channel use, GSM-MBM has two levels of indexing, namely, MBM-TU indexing: $n_{tf}$ out of $n_{tu}$ MBM-TUs are selected using $\lceil \log_2 \binom{n}{m} \rceil$ bits, and RF mirror indexing: a MAP (ON/OFF status of the mirrors) is selected in each of the selected MBM-TUs using $m_{tf}$ bits. The performance of MIMO-MBM has been studied in [7], where it has been shown that MIMO-MBM can achieve better performance compared to conventional MIMO. GSM-MBM performance has not been studied in [7]. One of our contributions in this paper is to present the performance of GSM-MBM and compare it with that of MIMO-MBM.

E. MBM Viewed as an Instance of Index Modulation

MBM can be viewed as an instance of index modulation, where information bits are conveyed through the indices of certain transmit entities that get involved in the transmission. Indexing transmit antennas in multiantenna systems (e.g., SSK, SM, GSM [1], [2], [8]–[13]), indexing subcarriers in multicarrier systems [18]–[20], indexing both transmit antennas and subcarriers [21], and indexing precoders [22] are examples of such instances. In this context, MBM also can be viewed as an index modulation scheme whereby RF mirrors act as the transmit entities that are indexed to convey information bits. In SM-MBM and GSM-MBM, indexing is done both on the MBM-TUs as well as the RF mirrors in each of the chosen MBM-TUs for transmission.

F. Parasitic Elements and Reconfigurable Antennas

The idea of using parasitic elements external to the antenna (which may include capacitors, varactors, or switched capacitors that can adjust the resonance frequency) for the purpose of creating multiple antenna patterns is widely known in the literature [23]–[28]. By adjusting the resonance frequency of the different parasitic elements, different channel states for the signal radiating from the antenna can be realized. The use of parasitic elements for beamforming purposes (i.e., to focus the radiated RF energy in specific directions) has been widely studied [23]. Other applications of parasitic elements reported in the literature include selection/switched diversity [24], base station tracking using switched parasitic antenna array [25], direction of arrival estimation with a single-port parasitic array antenna [26], and reconfigurable antennas [27], [28]. These applications do not index antenna patterns to convey information bits, i.e., they do not use parasitic elements for index modulation purposes. Termed as “aerial modulation,” the idea of indexing orthogonal antenna patterns (realized using a single antenna surrounded by parasitic elements) to convey information bit(s) in addition to bits conveyed through M-PSK symbol has been studied in [29] and [30]. The idea of conveying information bits through antenna pattern indexing has also been highlighted in [31]. MBM in [3]–[5] also, in a similar way, exploits the idea of indexing a multiplicity of channel gain profiles realized by placing RF mirrors around the antenna and allowing information bits to control the transparent/opaque status of these mirrors. Extension of MBM to multiple transmit antennas is studied in [7]. The advantages of such systems, such as additive properties of information over multiple receive antennas, are highlighted in [3]–[7].

G. Contributions in this Paper

In this paper, we investigate the performance of some physical layer techniques when applied to MBM [32]. These techniques include GSM, MAP selection (analogous to antenna selection in MIMO systems), and phase compensation and constellation rotation (PC-CR). Our contributions in this paper can be summarized as follows.

1) We study the performance of MBM with generalized spatial modulation (referred to as GSM-MBM), and compare its performance with that of MIMO-MBM. Our results show that, for the same spectral efficiency, GSM-MBM can achieve better performance compared to MIMO-MBM. A union-bound-based upper bound on the average bit error probability (BEP) of GSM-MBM is shown to be tight for moderate-to-high SNRs.

2) We investigate a MAP selection scheme based on an Euclidean distance (ED)-based metric, and compare its bit error performance with that of a mutual information (MI)-based MAP selection scheme. The ED-based MAP selection scheme is found to perform better than the MI-based MAP selection scheme by several dBs. The diversity order achieved by the ED-based MAP selection scheme is shown to be $n_r (2^{M_{rf}} - 2^{n_{tu}} + 1)$, which is validated through simulations as well.

3) We investigate a scheme with feedback-based phase compensation and MBM constellation rotation, which increases the ED between the constellation points and improves the bit error performance significantly. The diversity order achieved by this scheme is shown to be $n_r (n_{tu} + 1)$, which is also validated through simulations.

The rest of this paper is organized as follows. Section II presents the GSM-MBM scheme. Section III presents the ED-based MAP selection scheme and its diversity analysis. Section IV presents the feedback-based PC-CR scheme and its diversity analysis. Section V presents the results and discussions. Conclusions are presented in VI.

II. GSM-MBM Scheme

In this section, we introduce the GSM-MBM scheme and analyze its bit error performance. The GSM-MBM transmitter is shown in Fig. 2. It consists of $n_{tu}$ MBM-TUs, $n_{tf}$ transmit RF chains, $1 \leq n_{tf} \leq n_{tu}$, and an $n_{tf} \times n_{tu}$ RF switch. In each MBM-TU, $n_{tf}$ RF mirrors are used. In GSM-MBM, information
GSM signal vectors that can be transmitted, which is given by

$$S_{gsm} = \{ s : s_j \in \mathcal{A} \cup \{0\}, \|s\|_0 = n_{rf}, \mathcal{I}(s) \in S_T \} \quad (2)$$

where $s$ is the $n_{tu} \times 1$ transmit vector, $s_j$ is the $j$th entry of $s$, $j = 1, 2, \ldots, n_{tu}$, $\|s\|_0$ is the 0-norm of the vector $s$, and $\mathcal{I}(s)$ is a function that gives the MBM-TU activation pattern for $s$. For example, when $\mathcal{A}$ is BPSK, $n_{tu} = 4$ and $n_{rf} = 3$, $s = [+1 \ 0 \ -1 \ -1]^T$ is a valid GSM signal vector, and $\mathcal{I}(s)$ in this case is given by $\mathcal{I}(s) = [+1 \ 0 \ -1 \ -1]^T = [1 \ 0 \ 1 \ 1]^T$.

### B. GSM-MBM Received Signal

In GSM-MBM, in addition to the bits conveyed by the GSM signal vector, the channel fade symbols created by the RF mirrors in the active MBM-TUs also convey additional bits. Let $n_r$ denote the number of receive antennas. Since $n_{rf}$ mirrors are used in each MBM-TU, the number of MAPs on each MBM-TU is given by $N_m = 2^{n_{rf}}$. Let $S_m$ denote the set of all $N_m$ MAPs per MBM-TU. Let $\mathbb{H}_j$ denote the MBM alphabet of size $N_m$, consisting of $n_r \times 1$-sized vector constellation points formed using the channel fade coefficients corresponding to the $N_m$ MAPs of the $j$th MBM-TU to the receive antennas. Let $h_j^k = [h^1_j, h^2_j, \ldots, h^{n_r}_j, k]^T$ denote the $n_r \times 1$-sized channel coefficient vector at the receiver for the $k$th MAP of the $j$th MBM-TU, where $h^1_j, h^2_j$ are independent identically distributed (i.i.d.) and distributed as $CN(0, 1)$. We, then, have $\mathbb{H}_j = \{ h^1_j, h^2_j, \ldots, h^{n_r}_j \}$. Let $s_j \in \mathcal{A}$ denote the $M$-ary QAM/PSK symbol transmitted on the $j$th MBM-TU. The received signal vector $y = [y_1 \ y_2 \ \cdots \ y_{n_t}]^T$ in a given channel use is then given by

$$y = \sum_{j=1}^{n_t} s_j h_j^T + n \quad (3)$$

where $s_j \in \mathcal{A} \cup \{0\}$, $l_j \in \{1, \ldots, N_m\}$ is the index of the MAP chosen on the $j$th MBM-TU, $h_j^T \in \mathbb{H}_j$, and $n = [n_1 \ n_2 \ \cdots \ n_m]^T$ is the additive noise vector, whose elements are i.i.d. and distributed as $CN(0, \sigma^2)$. Let $\mathbb{H}^j = \{ h^1_j, h^2_j, \ldots, h^{n_r}_j \}$ denote the $n_r \times N_m$ channel matrix corresponding to the $j$th MBM-TU. The received vector $y$ in (3) can be written as

$$y = \sum_{j=1}^{n_t} s_j \mathbb{H}^j e_l + n \quad (4)$$

where $e_l_j$ is an $N_m \times 1$ vector whose $l_j$th coordinate is 1 and all other coordinates are zeros. Now, defining $\mathbb{H} = [\mathbb{H}^1 \ \mathbb{H}^2 \ \cdots \ \mathbb{H}^{n_t}]$ as the overall $n_r \times N_m n_{tu}$ channel matrix, we can write $y$ as

$$y = \mathbb{H} x + n \quad (5)$$

where $x$ belongs to the GSM-MBM signal set $S_{gsm-mbm}$, which is given by

$$S_{gsm-mbm} = \{ x : [x_1^T \ x_2^T \ \cdots \ x_{n_{tu}}^T]^T : x_j = s_j e_l, \ l_j \in \{1, \ldots, N_m\}; \ s = [s_1 \ s_2 \ \cdots \ s_{n_t}]^T \in S_{gsm} \} \quad (6)$$
The maximum likelihood (ML) decision rule is given by
\[ \hat{x} = \arg\min_{x \in \mathcal{S}_{\text{sym}-\text{mbm}}} \| y - Hx \|^2. \] (7)

The bits corresponding to \( \hat{x} \) are demapped as follows.
1. The MBM-TU activation pattern for \( s \) gives \( \lfloor \log_2 \left( \frac{n_u}{n_{tu}} \right) \rfloor \) MBM-TU index bits.
2. The nonzero entries in \( s \) give \( n_{tu} \log_2 \) M QAM/PSK bits.
3. For each nonzero location \( j \) in \( s \), \( l_j \) gives \( m_{rf} \) mirror index bits; since \( s \) has \( n_{tu} \) nonzero entries, a total of \( n_{tu} \cdot m_{rf} \) mirror index bits are obtained from \( l_j \).

C. Average BEP Analysis

The ML decision rule for GSM-MBM is given by (7). The conditional pairwise error probability (PEP) of \( x \) being decoded as \( \hat{x} \) can be written as
\[ P(x \rightarrow \hat{x}|H) = P(\| y - Hx \|^2 > \| y - H\hat{x} \|^2|H). \] (8)

From (5), we can write (8) as
\[ P(x \rightarrow \hat{x}|H) = P(\| n \|^2 > \| H(x - \hat{x}) + n \|^2|H) = P(2\Re\{n^\dagger H(x - \hat{x})\} > \| H(x - \hat{x}) \|^2|H) \] (9)

where \( \Re(\cdot) \) denotes real part, \( (\cdot)^\dagger \) denotes conjugate transpose, and \( 2\Re\{n^\dagger H(x - \hat{x})\} \) is a Gaussian random variable with zero mean and variance \( 2\sigma^2\|H(x - \hat{x})\|^2 \). Therefore,
\[ P(x \rightarrow \hat{x}|H) = Q\left(\sqrt{\|H(x - \hat{x})\|^2/2\sigma^2}\right). \] (10)

The computation of the unconditional PEP \( P(x \rightarrow \hat{x}) \) requires the expectation of the \( Q(\cdot) \) function in (10) w.r.t. \( H \), which can be obtained as follows [33]:
\[ P(x \rightarrow \hat{x}) = E_H \left\{ P(x \rightarrow \hat{x}|H) \right\} = E_H \left\{ Q\left(\sqrt{\|H(x - \hat{x})\|^2/2\sigma^2}\right) \right\} = f(\beta)^{n_r - 1} \sum_{i=0}^{n_r - 1} \binom{n_r - 1}{i} (1 - f(\beta))^i \] (11)

where \( f(\beta) = \frac{1}{2} \left( 1 - \sqrt{\frac{\beta}{1 + \beta}} \right) \) and \( \beta = \frac{\|x - \hat{x}\|^2}{4\sigma^2} \). Now, an upper bound on the average BEP for GSM-MBM based on union bounding can be obtained as
\[ P_B \leq \frac{1}{2} \sum_{x} \sum_{x \neq \hat{x}} P(x \rightarrow \hat{x}) \frac{\delta(x, \hat{x})}{\eta} \] (12)

where \( \delta(x, \hat{x}) \) is the number of bits in which \( x \) differs from \( \hat{x} \). The BEP upper bound for SIMO-MBM can be obtained from the above expression by setting \( n_{tu} = n_{tu} = 1 \). Likewise, the BEP upper bound for MIMO-MBM can be obtained by setting \( n_{tu} > 1 \) and \( n_{tu} = n_{tu} \). The bit error rate (BER) performance of GSM-MBM and other multiantenna schemes are presented in Section V-A. Note that the SIMO-MBM, MIMO-MBM, and GSM-MBM schemes do not need any feedback for their operation. In the next two sections, we study how feedback-based physical layer techniques can be beneficial when used in MBM schemes.

III. ED-BASED MAP SELECTION

In practice, an MBM-TU may be designed to have more RF mirrors available for use than the number of RF mirrors actually used. Let \( M_{rf} \) denote the number of mirrors available in an MBM-TU.\(^2\) This means that the maximum number of channel fade symbols (aka MBM constellation points) that can be generated by the MBM-TU is \( 2^M_{rf} \), i.e., one MBM constellation point per MAP. But not all \( 2^M_{rf} \) MAPs, and, hence, not all the corresponding MBM constellation points may be used. Only a subset of the \( 2^M_{rf} \) MAPs, say \( 2^{m_{rf}} \), \( m_{rf} \leq M_{rf} \), are actually used to convey \( m_{rf} \) bits through indexing mirrors. Now, one can choose the best subset of \( 2^{m_{rf}} \) MAPs from the set of all \( 2^M_{rf} \) possible MAPs. In other words, select the best \( 2^{m_{rf}} \) among the \( 2^M_{rf} \) MBM constellation points and form the MBM alphabet \( \mathbb{H} \) of size \( |\mathbb{H}| = 2^{m_{rf}} \) constellation points. Such MAP selection in MBM can be viewed as analogous to transmit antenna selection (TAS) in multiantenna systems in which a subset of antennas among the available antennas is selected for transmission and the selection is based on channel knowledge.

Here, we consider MAP selection in MIMO-MBM. Let \( S_{\text{all}} \) denote the set of all possible MAPs per MBM-TU. So, \( |S_{\text{all}}| = 2^M_{rf} \). Let \( S_{\text{sub}} \) denote a possible subset of \( S_{\text{all}} \), where \( |S_{\text{sub}}| = 2^{m_{rf}} \leq |S_{\text{all}}| \). The receiver estimates all the \( |S_{\text{all}}| \) MBM constellation points for every coherence interval, selects the best \( |S_{\text{sub}}| \) constellation points among them, and conveys the indices of the corresponding MAPs to the transmitter. The transmitter uses these selected MAPs to index the mirrors in that coherence interval.

We consider two MAP selection schemes: one that uses an MI-based metric (which is studied in [4], [5]) and another that uses an ED-based metric. ED-based antenna selection has been studied in the context of SM systems in [37]. In [38], an ED-based adaptive spatial modulation scheme has been presented, in which the receiver feeds back the most suitable modulation alphabet size for each of the transmit antennas based on the channel estimates for every coherence interval. Also, various link adaptation techniques, such as transmit precoding and antenna selection, based on ED has been summarized in [39], which also summarizes various SM variants, such as GSSK, GSM, and space-time shift keying. In what follows in this section, we present MI-based and ED-based MAP selection schemes.

A. MI-Based MAP Selection

In [4] and [5], a selection scheme that chooses the MBM constellation points with the highest energies is studied. This scheme is motivated by the observation that MI is proportional to the energy (norm) of the MBM constellation point, and hence selecting the MBM constellation points with the highest energies maximizes the MI.

Let \( \mathcal{M}_{\text{MI}} = \{ l_{j_1}, l_{j_2}, \ldots, l_{j_{|S_{\text{sub}}|}} \} \) be the set of MAP indices corresponding to the \( |S_{\text{sub}}| \) largest energies for the \( j \)th MBM-TU, which expects that
\[ \| h_{j_1} \|^2 \geq \| h_{j_2} \|^2 \geq \cdots \geq \| h_{l_{j_{|S_{\text{sub}}|}}} \|^2 \]
\(^2\)A typical implementation of an MBM-TU reported in the literature has \( M_{rf} = 14 \) RF mirrors available [7].
\[ j = 1, 2, \ldots, n_{\text{tu}}. \] Let \( L_{\text{MI}} = \{L_{\text{MI}}^1, L_{\text{MI}}^2, \ldots, L_{\text{MI}}^{n_{\text{tu}}}\} \) be the set of MAP indices corresponding to all the MBM-TUs. The received signal vector considering this MAP selection is given by

\[ y = H_{\text{MI}} x + n \]

where \( H_{\text{MI}} \) is the channel matrix of size \( n_r \times n_{\text{tu}} |S_{\text{all}}| \), given by \( H_{\text{MI}} = [H_{\text{MI}}_1, H_{\text{MI}}_2, \ldots, H_{\text{MI}}^{n_{\text{tu}}}] \), and \( H_{\text{MI}}^{l_{\text{tu}}} = [h_{i_{j_1}} h_{i_{j_2}} \ldots h_{i_{j_{|S_{\text{sub}}|}}}] \). That is, the selected MBM vector constellation points of all the MBM-TUs form the column vectors of the \( H_{\text{MI}} \) matrix. At the receiver, ML detection is performed using the knowledge of the channel matrix \( H_{\text{MI}} \).

### B. ED-Based MAP Selection

Another way to do MAP selection is to choose the best MBM constellation points based on ED. Let \( \mathcal{I} \) denote the collection of sets of MAP indices corresponding to the enumerations of the \( |S_{\text{all}}| \) combinations of selecting \( |S_{\text{sub}}| \)-MAP on \( |S_{\text{all}}| \) of the \( j \)-th MBM-TU. Let \( \mathcal{L} \) denote the following set, defined as

\[ \mathcal{L} = \{ L = \{l_{1}, l_{2}, \ldots, l_{n_{\text{tu}}} \} : l_{j} \in \mathcal{I}, \quad j = 1, \ldots, n_{\text{tu}} \} \]

Among the \( |\mathcal{L}| \) possible sets, choose that set that maximizes the minimum ED among all possible transmit vectors. That is,

\[ L_{\text{ED}} = \arg \max \mathcal{L} \{ \min_{x : x \neq \tilde{x}} ||H_{L} (x - \tilde{x})||^2 \} \]

where \( H_{L} \) is the channel matrix of size \( n_r \times n_{\text{tu}} |S_{\text{sub}}| \) corresponding to the set \( L \), given by \( H_{L} = [H_{L}^1, H_{L}^2, \ldots, H_{L}^{n_{\text{tu}}}] \), and \( H_{L}^{l_{\text{tu}}} = [h_{i_{j_1}}, h_{i_{j_2}}, \ldots, h_{i_{j_{|S_{\text{sub}}|}}}], l_{j_{k}} \) is the \( k \)-th element in the set \( l_{j} \), and \( \mathcal{X} \) represents the set of all possible transmit vectors. The received signal vector considering this MAP selection is

\[ y = H_{L_{\text{ED}}} x + n. \]

At the receiver, ML detection is performed using the knowledge of the channel matrix \( H_{L_{\text{ED}}} \). In Section V-B, we present the BER performance of the ED-based and MI-based selection schemes.

**Complexity:** The order of complexity of the MI-based MAP selection scheme per MBM-TU is \( O(|S_{\text{all}}|) \). Hence, the order of total complexity is \( O(n_{\text{tu}} |S_{\text{all}}|) \), which is linear in \( n_{\text{tu}} \) and \( |S_{\text{all}}| \), whereas, the order of complexity of ED-based MAP selection in (14) is \( O(|\mathcal{L}||\mathcal{X}|^2) \), where \( |\mathcal{L}| = \frac{|S_{\text{all}}|}{|S_{\text{sub}}|} \) and \( |\mathcal{X}| = |S_{\text{sub}}| |\mathcal{M}|^{n_{\text{tu}}} \), which is exponential in \( n_{\text{tu}} \) and \( |S_{\text{all}}| \). Note that complexity in ED-based selection is dependent on \( M \), whereas MI-based selection scheme complexity does not depend on \( M \). The set \( \mathcal{L} \) is assumed to be known to both the transmitter and the receiver. If \( L_{\text{MI}} \) in an MI-based scheme (or \( L_{\text{ED}} \) in ED-based scheme) is the \( k \)-th element in the set \( \mathcal{L} \) (i.e., \( k \) is the index of the selected set), then the receiver feeds back the integer value \( k \) to the transmitter. Since \( |\mathcal{L}| = \frac{|S_{\text{all}}|}{|S_{\text{sub}}|} |\mathcal{M}|^{n_{\text{tu}}} \), the number of feedback bits required is \( \lceil \log_2 \left( \frac{|S_{\text{all}}|}{|S_{\text{sub}}|} \right) \rceil n_{\text{tu}} \).

1) **Diversity Analysis:** In this section, we present an analysis of the diversity order achieved by the ED-based MAP selection scheme. We can write \( H_{L} \) as \( H_{L} = H A_{L} \), where \( H \) is the channel matrix of size \( n_r \times n_{\text{tu}} |S_{\text{all}}| \), given by \( H = [H^1 H^2 \ldots H^{n_{\text{tu}}}], H^j = [h_{i_{j_1}}, h_{i_{j_2}}, \ldots, h_{i_{j_{|S_{\text{sub}}|}}}], A_{L} \) is the MAP selection matrix of size \( n_{\text{tu}} |S_{\text{all}}| \times n_{\text{tu}} |S_{\text{sub}}| \) corresponding to the set \( L \), given by \( A_{L} = \text{diag} \left( A_{L_1}, A_{L_2}, \ldots, A_{L_n} \right) \), and \( A_{L_j} = [e_{i_1}, e_{i_2}, \ldots, e_{i_{|S_{\text{sub}}|}}] \). Note that for every \( j \), \( A_{L_j} \) can have at most one nonzero element in each row and each column. Now, (14) can be written as

\[ L_{\text{ED}} = \arg \max_{\mathcal{L} \in \mathcal{L}} \left\{ \min_{x : x \neq \tilde{x}} ||H A_{L} (x - \tilde{x})||^2 \right\} \]

\[ = \arg \max_{\mathcal{L} \in \mathcal{L}} \left\{ \min_{z : z \neq \tilde{z}} ||H (z - \tilde{z})||^2 \right\} \]

where \( \mathcal{X}_{L} \) is the set corresponding to \( L \) defined as \( \mathcal{X}_{L} = \{ z : z = A_{L} x, x \in \mathcal{X} \} \). Let \( \Delta \mathcal{X}_{L} \) be the set of difference vectors corresponding to the set \( \mathcal{X}_{L} \), i.e., \( \Delta \mathcal{X}_{L} = \{ z - \tilde{z} : z, \tilde{z} \in \mathcal{X}_{L}, z \neq \tilde{z} \} \). Let \( \Delta \mathcal{D} \) be the set of matrices defined as

\[ \Delta \mathcal{D} = \{ D = [d_1 d_2 \ldots d_{|\mathcal{L}|}] : d_k \in \Delta \mathcal{X}_{L_k}, k = 1, \ldots, |\mathcal{L}| \} \]

where \( d_k \) is the \( k \)-th element in the set \( \mathcal{L} \). The size of each matrix in \( \Delta \mathcal{D} \) is \( n_{\text{tu}} |S_{\text{all}}| \times |\mathcal{L}| \). The following proposition gives the diversity order achieved by the ED-based MAP selection scheme in MIMO-MBM.

**Proposition 1:** The diversity order achieved by the ED-based MAP selection scheme in MIMO-MBM is given by \( d = n_r \ (|S_{\text{all}}| - |S_{\text{sub}}| + 1) \).

**Proof:** See Appendix A.

In Section V-B, we present the numerical results that validate this proposition. It can be shown that the diversity order achieved by the ED-based MAP selection in GSM-MBM is also given by \( d \). It is further noted that the diversity order for ED-based TAS for SM and V-BLAST systems with ML detection has been analyzed in [40] and [41], respectively, where it has been shown that the diversity order in both these systems is given by \( n_r (n_{\text{tu}} - n_s + 1) \), where \( n_r \) is the total number of available transmit antennas and \( n_s \) is the number of selected antennas in TAS.

### IV. PHASE COMPENSATION AND CONSTELLATION ROTATION

In this section, we study the performance of another feedback-based transmission scheme called the PC-CR scheme. A PC-CR scheme in the context of GSSK has been studied in [42]. This scheme exploits the knowledge of the random channel phases (not the amplitudes) at the transmitter to enhance performance. The idea is to cophase the channels of the active transmit antennas for any spatial-constellation point. That is, the channel phases are compensated at the transmitter, which can be viewed as equal-gain combining at the transmitter using knowledge of channel phases at the transmitter. The cophased spatial-constellation points are further phase-rotated by a deterministic angle that is chosen from \([0, 2\pi)\) so that the minimum ED of the constellation points at the receiver is maximized. Here, we study the performance of the PC-CR scheme applied to MIMO-MBM. Consider \( n_{\text{tu}} \) MBM-TUs at the transmitter, where each MBM-TU uses \( n_{\text{tu}} \) mirrors. Assume that each MBM-TU transmits a tone.
A. Case of $n_r = 1$

Consider the case when $n_r = 1$. The number of MAPs is $N_m = 2^{nn}$. For every coherence interval, the receiver estimates all the MBM constellation points, i.e., estimates $h_{n,k}^1$ for every $k \in \{1, 2, \ldots, N_m\}$, $j \in \{1, 2, \ldots, n_m\}$. Let $|h_{n,k}^1|$ and $\phi_{n,k}^1$ denote the magnitude and phase of $h_{n,k}^1$. The receiver feeds back all the phases, i.e., $\phi_{n,k}^1$, for every $k \in \{1, 2, \ldots, N_m\}$, $j \in \{1, 2, \ldots, n_m\}$, to the transmitter. Assume that the feedback is perfect. Using this feedback, the transmitter cophases (i.e., phase compensates) the channel corresponding to the active MAP in each MBM-TU. Specifically, let $u$ denote the phase-compensated transmit vector obtained by multiplying the transmit vector $x$ by phase compensation matrix, given by $W = \text{diag}([\phi_1^1]^T \phi_2^1]^T \cdots (\phi_{n_m}^1)]^T)$, where $\phi_1^1 = [e^{-i\phi_{1,1}} \cdots e^{-i\phi_{1,n_m}}]^T$, $j \in \{1, 2, \ldots, n_m\}$, and $\psi = \sqrt{-1}$. Let $U_{\text{pc}} \triangleq \{u: u = Wx, x \in \mathcal{X}\}$, denote the phase-compensated signal set, where $\mathcal{X}$ represents the set of all possible transmit vectors without phase compensation. After phase compensation, the resultant phase-compensated transmit vectors are further rotated to improve performance. Specifically, denoting the $k$th vector in $U_{\text{pc}}$ as $u_k$, each element in $u_k$ is rotated by the angle $\psi_k$. The rotation angles $\{\psi_k\}_{k=1}^{|X|}$ are chosen such that the minimum ED of the constellation at the receiver is maximized. The optimum angles are obtained as the solution to the following optimization problem:

$$\begin{align*}
\{\psi_k\} = \arg\max_{\psi_k \in (0, \pi]} \left\{ \min_{u_k \in U_{\text{pc}}} \left\| \tilde{h}_k^1 (u_k e^{i\psi_{k,1}} - u_k e^{i\psi_{k,1}}) \right\| \right\}
\end{align*}$$

where $\tilde{h}_k = [h_{1,1} \cdots h_{1,1}^{1,n_m} \cdots h_{1,1}^{2,n_m} \cdots h_{1,1}^{N_m,n_m}]^T$. Taking a geometrical view of the above optimization problem, we can see that its solution is given by $\psi_k = (k-1)2\pi/|X|$. Let $V_{\text{pc-cr}}$ denote the resulting signal set after PC-CR described above. The $k$th vector in $V_{\text{pc-cr}}$, denoted by $v_k$, is then given by $e^{i\psi_k} u_k$. The received signal at the receiver can be written as

$$\begin{align*}
y = \tilde{h}_k^T v + n
\end{align*}$$

and the corresponding ML decision rule is given by

$$\begin{align*}
\hat{v} = \arg\min_{v \in V_{\text{pc-cr}}} |y - \tilde{h}_k^T v|^2.
\end{align*}$$

Now, from $\hat{v}$, the detected $x$ vector, denoted by $\hat{x}$, can be obtained as $\hat{x} = (\hat{v})^T \odot \hat{v}$, where $\odot$ denotes the element-wise multiplication operator. The $\hat{x}$ vector is demapped to get the corresponding information bits.

B. Case of $n_r > 1$

When there are more than one receive antenna, the phase compensation presented in the previous section for $n_r = 1$ is not directly applicable, since there are $n_r > 1$ complex-valued channels between each MBM-TU and the receiver. Let $\tilde{h}_k = [h_{k,1}^1 \cdots h_{K,1}^{1,n_m} \cdots h_{k,2}^{1,n_m} \cdots h_{k,1}^{N_m,n_m} \cdots h_{k,M}^{1,n_m} \cdots h_{k,K}^{N_m,n_m}]^T$ denote the channel coefficient vector of size $N_m n_r \times 1$ of the $k$th receive antenna, $k = 1, 2, \ldots, n_r$. Here, we present two receiver schemes for phase compensation when $n_r > 1$.

1) Receiver Scheme 1: A possible extension of phase compensation for multiple receive antennas ($n_r > 1$) is presented in [43], in which the upper bound on the conditional BEP for the ML decision rule in (18) is evaluated for each receive antenna and the receive antenna with the lowest upper bound is selected. We refer this scheme as receiver scheme 1 (Rx. scheme 1). The upper bound on the conditional BEP (i.e., given $\tilde{h}_k$) for ML detection in (18) is given by

$$\begin{align*}
P_B|\tilde{h}_k &\leq \frac{1}{2^nn_r} \sum_{v_1 \neq v_2} P(v_1 \rightarrow v_2|\tilde{h}_k) \frac{\delta(v_1, v_2)}{\eta} \\
&= \frac{1}{2^nn_r} \sum_{v_1 \neq v_2} Q\left(\sqrt{\frac{\tilde{h}_k^T (v_1 - v_2)^2}{2\sigma^2}}\right) \frac{\delta(v_1, v_2)}{\eta}. \tag{19}\end{align*}$$

The receiver selects the receive antenna with lowest upper bound, i.e.,

$$\hat{k} = \arg\min_{k \in \{1, 2, \ldots, n_r\}} P_B|\tilde{h}_k. \tag{20}$$

The receiver feeds back all the phases of $\tilde{h}_{\hat{k}}$. Let $V_{\text{pc-cr}}$ denote signal set corresponding to the PC-CR defined as in Section IV-A. Only the selected receive antenna (i.e., $\hat{k}$) will be active and others will be silent. The received signal can then be written as

$$\begin{align*}
y = \tilde{h}_k^T v + n
\end{align*}$$

and the corresponding ML decision rule is given by

$$\begin{align*}
\hat{v} = \arg\min_{v \in V_{\text{pc-cr}}} |y - \tilde{h}_k^T v|^2. \tag{22}\end{align*}$$

Now, from $\hat{v}$, the detected $x$ vector, denoted by $\hat{x}$, can be obtained as $\hat{x} = (\hat{v})^T \odot \hat{v}$. A drawback in this scheme is that it uses only one antenna to receive signal even though multiple antennas are available at the receiver. To overcome this drawback, we present another possible extension of phase compensation scheme for multiple receive antennas, referred as receiver scheme 2 (Rx. scheme 2) in which signals from all the receive antennas will be used for detection.

2) Receiver Scheme 2: The receiver selects the receive antenna for phase compensation as in Section IV-B1, and feeds back its corresponding phases to the transmitter. Let $\hat{k}$ denote the selected receive antenna, and let $V_{\text{pc-cr}}$ denote signal set corresponding to the PC-CR. The signals from all the receive antennas are used. Then, the received signal vector is given by

$$\begin{align*}
y = H v + n \tag{23}\end{align*}$$

where $H$ is $n_r \times N_m n_r$ channel matrix given by $H = [h_{1,1} \cdots h_{1,N_m} \cdots h_{K,1} \cdots h_{K,N_m} \cdots h_{K,1} \cdots h_{K,N_m}]^T$. Since phase compensation is carried out based on the phases of $\hat{k}$th receive antenna, the effect of phase compensation needs to be eliminated at other receiver antennas. To account for this, we present the modified decision rule as

$$\begin{align*}
\hat{v} = \arg\min_{v \in V_{\text{pc-cr}}} |y - H^T v|^2. \tag{24}\end{align*}$$

Now, from $\hat{v}$, the detected $x$ vector, denoted by $\hat{x}$, can be obtained as $\hat{x} = (\hat{v})^T \odot \hat{v}$. A drawback in this scheme is that it uses only one antenna to receive signal even though multiple antennas are available at the receiver. To overcome this drawback, we present another possible extension of phase compensation scheme for multiple receive antennas, referred as receiver scheme 2 (Rx. scheme 2) in which signals from all the receive antennas will be used for detection.
follows:

$$\tilde{v} = \arg\min_{v \in \mathbb{V}_{n-1,c}} \|y - H^{(v)}v\|^2$$

(24)

where $H^{(v)} \triangleq [\tilde{h}_1^{(v)} \ldots \tilde{h}_n^{(v)} \ldots \tilde{h}_N^{(v)}]^T$, and $\tilde{h}_i^{(v)}$s are given by

$$\tilde{h}_i^{(v)} \triangleq \begin{cases} 
\tilde{h}_i, & \text{if } i = \hat{k}; \\
\hat{h}_i \odot (v_1)^T, & \text{if } i \neq \hat{k}.
\end{cases}$$

(25)

Since $x = (\tilde{v})^T \odot \tilde{v}$, we have $(\tilde{h}_i^{(v)})^T v = \hat{h}_i^T x$ for $i \neq \hat{k}$. Now, (24) becomes

$$\tilde{v} = \arg\min_{v \in \mathbb{V}_{n-1,c}} \|y_k - \tilde{h}_k^T v\|^2 + \sum_{i \neq \hat{k}} |y_i - \tilde{h}_i^T ((\tilde{v})^T \odot \tilde{v})|^2$$

$$= \arg\min_{v \in \mathbb{V}_{n-1,c}} \|y_k - \tilde{h}_k^T v\|^2 + \sum_{i \neq \hat{k}} |y_i - \tilde{h}_i^T x|^2.$$  

(26)

From (26), we can see that this decision rule gives the advantage of both phase compensation (by $\hat{k}$th receive antenna) and SNR gain by using other $n_r - 1$ receive antennas.

3) Diversity Analysis: In this section, we present an analysis of the diversity order achieved by the PC-CR scheme. We present the analysis considering the case of $n_r > 1$ with Rx. scheme 1 at the receiver. A similar analysis applies to Rx. scheme 2 as well as the scheme with $n_r = 1$.

The conditional BEP $P_{B|\bar{h}_k}$ in (19) can be approximated by applying the nearest neighbor approximation in the high SNR region [44, eq. (5.45)] as

$$P_{B|\bar{h}_k} \approx Q\left(\sqrt{\frac{1}{2\sigma^2} \min_{v \neq v_2} |\tilde{h}_k^T (v_1 - v_2)|^2} \frac{\delta(v_1, v_2)}{\eta}\right).$$

(27)

Let $\tilde{h} = [\tilde{h}_1^T \tilde{h}_2^T \cdots \tilde{h}_N^T]^T$ denote the channel coefficient vector of size $N_m n_u n_r \times 1$. Then, we can write $\tilde{h}_k^T = \tilde{h}^T B_k$, where $B_k$ is the receive antenna selection matrix of size $n_u n_m \times n_u N_m$ corresponding to the $k$th receive antenna, which is given by $B_k = \{e_{(k-1)n_u N_m + 1} e_{(k-1)n_u N_m + 2} \cdots e_{k n_u N_m}\}$. Now, (20) can be written as

$$\hat{k} = \arg\max_{k \in \{1, \ldots, n_r\}} \left\{ \min_{v_1, v_2 \in \mathbb{V}_{n-1,c}, v_1 \neq v_2} |\tilde{h}_k^T (v_1 - v_2)|^2 \right\}$$

$$= \arg\max_{k \in \{1, \ldots, n_r\}} \left\{ \min_{v_1, v_2 \in \mathbb{V}_{n-1,c}, v_1 \neq v_2} |\tilde{h}^T B_k (v_1 - v_2)|^2 \right\}. \tag{28}$$

The following proposition gives the diversity order achieved by the PC-CR scheme.

**Proposition 2:** The diversity order achieved by the PC-CR scheme is given by $d_{pc-cr} = n_u (n_u + 1)$.

**Proof:** See Appendix B.

In Section V-C, we present the numerical results that validate this proposition. Section V-C also presents the BER performance of schemes with and without PC-CR.

V. RESULTS AND DISCUSSIONS

The numerical results and discussions for the GSM-MBM scheme (in Section II), the MAP selection schemes (in Section III), and the PC-CR scheme (in Section IV) are presented in Sections V-A, V-B, and V-C, respectively.

A. Performance of GSM-MBM

1) Comparison Between Systems With and Without RF Mirrors: First, in Fig. 3, we illustrate the effectiveness of MBM schemes with RF mirrors (SIMO-MBM and MIMO-MBM) and other multiantenna schemes without RF mirrors (SIMO, SM, GSM) at 8 bpcu and $n_r = 16$.

![Fig. 3. BER performance comparison between MBM schemes with RF mirrors (SIMO-MBM and MIMO-MBM) and other multiantenna schemes without RF mirrors (SIMO, SM, GSM) at 8 bpcu and $n_r = 16$.](image-url)

2) SIMO-MBM with $n_u = n_{rf} = 1$, $n_{rf} = 6$, and 4 QAM (6 bits from indexing RF mirrors and 2 bits from one 4-QAM symbol);

3) MIMO-MBM with $n_u = n_{rf} = 2$, $n_{rf} = 4$, and 4 QAM (4 bits from indexing RF mirrors and 4 bits from two 4-QAM symbols);

4) MIMO (spatial multiplexing) with $n_t = 2$, $n_{rf} = 2$, and 16-QAM (8 bits from two 16-QAM symbols);

5) SIMO-MBM with $n_t = 4$, $n_{rf} = 3$, and 4-QAM (8 bits from three 4-QAM symbols);

6) GSM with $n_t = 4$, $n_{rf} = 1$, and 64-QAM (2 bits from indexing antennas and 6 bits from one 64-QAM symbol);

7) GSM with $n_t = 4$, $n_{rf} = 3$, and 4-QAM (2 bits from indexing antennas and 6 bits from three 4-QAM symbols). Note that among the above schemes, SIMO-MBM and MIMO-MBM are schemes that use RF mirrors, and the others are non-MBM schemes that do not use RF mirrors. It can be seen that the MBM schemes (i.e., SIMO-MBM and MIMO-MBM) with RF mirrors achieve better BER performance compared to the other multiantenna schemes that do not use RF mirrors.
The SIMO-MBM and MIMO-MBM schemes perform better than non-MBM schemes because of the use of RF mirror index bits, small QAM size (4-QAM), and no interference ($\tau_{\text{rf}} = 1$ in SIMO-MBM)/less interference ($\tau_{\text{rf}} = 2$ in MIMO-MBM). This illustrates the BER performance advantage possible with systems that employ MBM using RF mirrors. Note that both SIMO-MBM and MIMO-MBM in this example use 4-QAM to achieve 8 bpcu. In this case, SIMO-MBM performs better than MIMO-MBM because there is no spatial interference in SIMO-MBM, whereas there is spatial interference in MIMO-MBM. Further note that, since the number of RF mirrors used is more in SIMO-MBM ($m_{\text{rf}} = 6$) than in MIMO-MBM ($m_{\text{rf}} = 2$), the number of MAPs given by $n_{\text{map}} = 2^n$ is more in SIMO-MBM ($1 \times 2^6 = 64$) than in MIMO-MBM ($2 \times 2^2 = 8$). This means 64 pilot channel uses are needed in SIMO-MBM, whereas only 8 pilot channel uses are needed in MIMO-MBM.

2) Comparison Among SIMO-MBM, MIMO-MBM, and GSM-MBM: Next, we evaluate the BER performance of GSM-MBM scheme through analysis and simulations. We also evaluate the bit error performance of SIMO-MBM and MIMO-MBM schemes for comparison. We compare these three schemes for the same spectral efficiency. Fig. 4 shows the BER performance comparison among the following schemes, namely SIMO-MBM, MIMO-MBM, and GSM-MBM schemes, all achieving the same 10 bpcu:

1) SIMO-MBM using $n_{\text{tu}} = n_{\text{rf}} = 1$, $m_{\text{rf}} = 4$, and 64-QAM (4 bits from indexing mirrors and 6 bits from one 64-QAM symbol);
2) MIMO-MBM using $n_{\text{tu}} = n_{\text{rf}} = 2$, $m_{\text{rf}} = 2$, and 8-QAM (4 bits from indexing mirrors, 6 bits from two 8-QAM symbols); and
3) GSM-MBM using $n_{\text{tu}} = 4$, $n_{\text{rf}} = 2$, $m_{\text{rf}} = 2$, and 4-QAM (4 bits from indexing mirrors, 2 bits from indexing MBM-TUs, and 4 bits from two 4-QAM symbols).

All the three schemes use $n_{\text{rf}} = 8$ and ML detection. The following observations can be made from Fig. 4. The analytical upper bound is tight for moderate-to-high SNRs. It is seen that MIMO-MBM achieves better performance compared to SIMO-MBM. For example, at a BER of $10^{-4}$, MIMO-MBM requires about 4.4 dB less SNR compared to SIMO-MBM. This is because, although MIMO-MBM has spatial interference, it has the benefit of using a lower QAM size compared to SIMO-MBM (8-QAM in MIMO-MBM and 64-QAM in SIMO-MBM). GSM-MBM is found to perform better than both SIMO-MBM and MIMO-MBM. For example, at $10^{-4}$ BER, GSM-MBM gives an SNR advantage of about 3.2 dB and 7.8 dB over MIMO-MBM and SIMO-MBM, respectively. This is because more bits are conveyed through indexing in GSM-MBM (i.e., through indexing of mirrors and MBM-TUs), which results in a reduced QAM size (4-QAM for GSM-MBM compared to 8-QAM and 64-QAM for MIMO-MBM and SIMO-MBM, respectively).

3) Effect of Spatial Correlation: In the analysis and simulation results presented above, the $h_{l,k}^{\text{in}}$ are considered to be i.i.d. However, due to space limitation in the MBM-TU, there can be spatial correlation effects. For example, the channel fades corresponding to different MAPs (i.e., corresponding to the different ON/OFF status of the RF mirrors) in an MBM-TU can be correlated. Likewise, the fades corresponding to the MAPs of different MBM-TUs can also be correlated. Here, we study the effect of these correlations on the performance of MBM. We also present trellis coded modulation (TCM) based symbol mapping to alleviate these correlation effects.

We use the Kronecker model [34], which is commonly used to model spatial correlation. The correlated channel matrix in the Kronecker model is given by

$$ H = R_{\text{tx}}^{1/2} \tilde{H} R_{\text{tx}}^{1/2} $$

where $R_{\text{tx}}$ is the $n_{\text{rf}} \times n_{\text{rf}}$ receive correlation matrix, $\tilde{H}$ is a matrix of size $n_{\text{tu}} \times N_{\text{map}}$ whose entries are i.i.d. and distributed as $CN(0, 1)$, and $R_{\text{tx}}$ is the $N_{\text{map}} \times n_{\text{tu}} \times N_{\text{map}}$ transmit correlation matrix. In our system, the transmit correlation matrix is determined by two types of correlation, one among fades across MBM-TUs and another across MAPs in an MBM-TU. The exponentially decaying correlation model [35] is used to characterize the correlation between MBM-TUs, and the equicorrelated model is used to characterize the correlation between fades across MAPs in an MBM-TU. Accordingly, the transmit correlation matrix $R_{\text{tx}}$ is written as

$$ R_{\text{tx}} = \begin{bmatrix} R_{1,1} & R_{1,2} & \cdots & R_{1,n_{\text{tu}}} \\ R_{2,1} & R_{2,2} & \cdots & R_{2,n_{\text{tu}}} \\ \vdots & \vdots & \ddots & \vdots \\ R_{n_{\text{map}},1} & R_{n_{\text{map}},2} & \cdots & R_{n_{\text{map}},n_{\text{tu}}} \end{bmatrix} $$

where $R_{i,j}$ is an $N_{\text{tu}} \times N_{\text{tu}}$ matrix whose $(k,l)$th entry is the correlation coefficient between $k$th MAP of the $i$th MBM-TU and $l$th MAP of the $j$th MBM-TU. Note that $i = j$ corresponds to correlations across MAPs in an MBM-TU, and $i \neq j$ corresponds to correlations across MBM-TUs. Let $\rho_{n,m}$ denote the correlation coefficient in the equicorrelation model in an MBM-TU, i.e., the diagonal elements of $R_{i,i}$ are 1 and the off-diagonal elements are $\rho_{n,m}$. Let $\phi_{n,m}^{i,j}$ denote the correlation coefficient in the exponentially decaying correlation model across $i$th and $j$th MBM-TUs, i.e., $R_{i,j}$ for $i \neq j$ is given by $R_{i,j} = \rho_{n,m}^{i-j} \mathbf{1}$, where
1 represents all ones matrix of size $N_m \times N_m$. Based on the above, the $R_{Tx}$ matrix for an example system with $n_m = 3$ and $m_{rf} = 1$ is given by

$$R_{Tx} = \begin{bmatrix} 1 & \rho_a & \rho_a & \rho_a^2 & \rho_a^2 \\ \rho_a & 1 & \rho_a & \rho_a & \rho_a \\ \rho_a & \rho_a & 1 & \rho_a & \rho_a \\ \rho_a^2 & \rho_a^2 & \rho_a^2 & 1 & \rho_a \\ \rho_a^2 & \rho_a^2 & \rho_a^2 & \rho_a^2 & 1 \end{bmatrix}.$$  

The receive correlation matrix $R_{Rx}$ is also considered to follow the exponentially decaying correlation model, i.e., the $(i, j)$th entry of $R_{Rx}$ is given by $\rho_{ij}^{i-j}$.

In Fig. 5, we illustrate the effect of spatial correlation on the BER performance of GSM-MBM with $n_m = 4$, $n_{sf} = 2$, $m_{rf} = 1$, $n_r = 8$, and 6 bpcu. For a system with no TCM encoding: BPSK and MLD. For a system with TCM encoding: 64-state trellis convolution encoder of rate 6/8, 4-QAM, soft Viterbi decoding. Viterbi decoder are used. It can be seen in Fig. 5 that, for the same bpcu, TCM encoding improves the BER performance of GSM-MBM in the presence of spatial correlation. For example, for $\rho_a = \rho_m = 0.3$ and $\rho_a = \rho_m = 0.8$, TCM results in an improvement of about 2.5 dB and 4.5 dB, respectively, at a BER of $10^{-3}$. We have observed similar improvements for various combinations of $\rho_a$ and $\rho_m$ values.

B. Performance of MAP Selection Schemes

In Fig. 6, we present a comparison between the BER performance achieved by MIMO-MBM schemes with and without MAP selection. Three schemes, all with $n_m = n_{sf} = 2$, BPSK, 4 bpcu, and $n_r = 2$, are considered. The first scheme is a scheme with no MAP selection, i.e., $M_d = m_{sd} = 1$. The second scheme is a scheme with MI-based MAP selection where $M_d = 2$ and $m_{sd} = 1$. The third scheme is a scheme with ED-based MAP selection where $M_d = 2$ and $m_{sd} = 1$. We also see that ED-based selection achieves significantly better performance compared to MI-based selection. In fact, ED-based selection achieves a higher diversity order compared to MI-based selection. Again, the reason for this is that, because it maximizes the minimum ED, the constellation points chosen by ED-based selection have better minimum distance between constellation points achieved by the selection schemes. We also see that ED-based selection achieves significantly better performance compared to MI-based selection.
Fig. 7. Constellation diagrams with and without MAP selection. (a) Set of all constellation points. (b) Constellation points selected by MI-based selection. (c) Constellation points selected by ED-based selection.

Fig. 8. Diversity orders achieved by ED-based MAP selection in MIMO-MBM for various system parameters.

Fig. 9. Diversity orders achieved by MI-based MAP selection in MIMO-MBM with $n_{tu} = n_{rf} = 2$, $m_{rf} = 1$, 4-QAM, and 6 bpcu for various values of $M_{rf}$ and $n_r$: 1) $M_{rf} = 2$, $n_r = 2$; 2) $M_{rf} = 3$, $n_r = 2$; 3) $M_{rf} = 2$, $n_r = 4$; 4) $M_{rf} = 3$, $n_r = 4$.

Fig. 10. BER performance of MIMO-MBM with and without PC-CR (perfect feedback and limited feedback) for $n_{tu} = n_{rf} = 2$, $m_{rf} = 1$, tone, 2 bpcu, $n_r = 1$, and ML detection.

C. Performance of the PC-CR Scheme

Fig. 10 shows the BER performance of MIMO-MBM with and without PC-CR (perfect feedback and limited feedback) for $n_{tu} = n_{rf} = 2$, $m_{rf} = 1$, tone, 2 bpcu, $n_r = 1$, and ML detection. It can be seen that the feedback-based PC-CR scheme significantly improves the BER performance, e.g., PC-CR scheme with perfect feedback is found to achieve an improved performance of about 20 dB at $10^{-3}$ BER compared to
the scheme without PC-CR. This is because of the maximization of the minimum ED at the receiver in the PC-CR scheme. Note that the number of phase values to be fed back in the PC-CR scheme is $n_m 2^{m_1}$, which is exponential in $m_1$. To study the effect of limited feedback on the performance of PC-CR, we consider that each feedback phase value is quantized using $B$ bits and these quantized bits are fed back. Since $n_m 2^{m_1}$ phase values need to be fed back, the number of feedback bits required is $n_m 2^{m_1} B$. Since the phases are uniformly distributed in $[-\pi, \pi]$, the quantization levels are $-\pi + \frac{2 \pi k}{2^B}, 1 \leq k \leq 2^B$. For each feedback phase value, the receiver finds the nearest quantization level and feeds back its corresponding $k$ using $B$ bits to the transmitter. In Fig. 10, we illustrate the effect of number of feedback bits $B$ on the BER performance. It can be seen that the performance with 1-bit feedback is severely degraded, i.e., there is a degradation of about 14 dB at $10^{-3}$ BER compared to the case of perfect feedback. However, increasing $B$ from 1 bit to 2 bits significantly improves the performance (by about 11 dB at $10^{-3}$ BER). It can be further noted that with just 4-bit feedback ($B = 4$), performance very close to perfect feedback is achieved.

Fig. 11 shows the BER performance of MIMO-MBM with and without PC-CR using Rx. scheme 1 and Rx. scheme 2 for $n_{tu} = n_{tf} = 2, m_{tf} = 1$, tone, 2 bpcu, $n_r = 3$, and ML detection. The scheme also shows the performance with limited feedback for $B = 1, 2$, and 4 bits per feedback phase. It can be seen that $B = 4$-bit feedback is sufficient to achieve performance very close to that with perfect phase feedback. Furthermore, it can be seen that the Rx. scheme 2 performs better than the Rx. scheme 1 by about 1.5 dB at $10^{-3}$ BER. This is because Rx. scheme 2 uses signals from all the receive antennas for detection, whereas Rx. scheme 1 uses the signal only from the selected receive antenna.

Fig. 12 presents a validation of the diversity orders predicted by Proposition 2. The slopes of the simulated BER plots in the high SNR regime show that the achieved diversity orders are 6, 6, 4, 8, and 7 for the schemes with $(n_{tu} = 1, m_{tf} = 1, n_r = 3, 1 \text{ bpcu}), (n_{tu} = 2, m_{tf} = 1, n_r = 2, 2 \text{ bpcu}), (n_{tu} = 1, m_{tf} = 3, n_r = 2, 3 \text{ bpcu}), (n_{tu} = 3, m_{tf} = 1, n_r = 2, 3 \text{ bpcu}),$ and $(n_{tu} = 6, m_{tf} = 1, n_r = 1, 6 \text{ bpcu})$, respectively, which are the same as the ones obtained from the diversity order given by $n_r(n_{tu} + 1)$. The constants used in Fig. 12 are $c_1 = 50, c_2 = 2000, c_3 = 2000, c_4 = 9 \times 10^7,$ and $c_5 = 4 \times 10^7$.

VI. CONCLUSION

We investigated the performance of some interesting physical layer techniques when applied to MBM, which is a recently proposed modulation scheme that uses RF mirrors to perturb the propagation environment to create independent channel fade realizations which themselves are used as the constellation points. The considered physical layer techniques included GSM, MAP selection (analogous to antenna selection in MIMO systems), and PC-CR. It was shown that, for the same spectral efficiency, GSM-MBM can achieve better performance compared to MIMO-MBM. The ED-based MAP selection scheme was found to perform better than the MI-based MAP selection scheme by several dBs. The diversity order achieved by the ED-based MAP selection scheme was shown to be $n_r(2m_{tf} - 2m_1 + 1)$, which was also validated through simulations. Feedback-based phase compensation and MBM constellation rotation was found to increase the ED between the constellation points, thereby improving the bit error performance significantly. The diversity order achieved by the PC-CR scheme was shown to be $n_r(n_{tu} + 1)$, which was validated through simulations.

APPENDIX A

PROOF OF PROPOSITION 1

Proof: Let $d_{x,x}$ denote the diversity order of PEP $P(x \rightarrow x)$. Then, the diversity order $(d)$ achieved by ED-based
MAP selection scheme is given by
\[ d = \min_{x \in x} d_{x, \hat{x}}. \] (30)
Let \( \mathbb{L}_{ED} \) be the \( k_{ED} \)th element in the set \( \mathcal{L} \). In the following, we derive lower and upper bounds on \( d \) and show that both these bounds turn out to be the same, given by \( n_r (|S_{all}| - |S_{sub}| + 1). \)

1) **Lower Bound on \( d \):** The conditional PEP between \( x \) and \( \hat{x} \) is given by
\[ P(x \rightarrow \hat{x} | H) = Q\left( \sqrt{\frac{\|HA_{\mathbb{L}_{ED}} (x - \hat{x})\|_2^2}{2\sigma^2}} \right), \]
\[ \leq \frac{1}{2} \exp\left(-\frac{\|H(z - \hat{z})\|_2^2}{4\sigma^2} \right) \tag{31} \]
where \( z = A_{\mathbb{L}_{ED}} x, \hat{z} = A_{\mathbb{L}_{ED}} \hat{x}, \) and the inequality in (31) follows from Chernoff bound. For a given \( k, k = 1, \ldots, |\mathcal{L}| \), let \( d_{\min}(k) \) represent the difference vector in \( \Delta x_{\mathbb{L}_{k}} \) corresponding to the minimum ED, i.e., \( d_{\min}(k) = \operatorname{argmin}_{d \in \Delta x_{\mathbb{L}_{k}}} \| H d \|_2^2 \). Let \( D_{\min} \) be the matrix defined as \( D_{\min} = [d_{\min}(1) \, d_{\min}(2) \, \cdots \, d_{\min}(|\mathcal{L}|)] \). Then, we have
\[ \|H(z - \hat{z})\|_2^2 \geq \|Hd_{\min}(k_{ED})\|_2^2 \]
\[ \geq \frac{1}{|\mathcal{L}|} \|Hd_{\min}(k_{ED})\|_2^2 = \frac{1}{|\mathcal{L}|} \operatorname{Tr}(HD_{\min}D_{\min}^\dagger H^\dagger) \tag{32} \]
where \( \operatorname{Tr}(.) \) denotes the trace operator, the inequality in (32) follows from the definition of \( d_{\min}(k_{ED}) \), and the inequality in (33) follows from the fact \( \|Hd_{\min}(k_{ED})\|_2^2 \geq \|Hd_{\min}(k)\|_2^2, 1 \leq k \neq k_{ED} \leq |\mathcal{L}| \). Using eigenvalue decomposition, we have \( D_{\min}H_{\min}^\dagger = U:\Sigma:U^\dagger \), where \( U \) is a unitary matrix and \( \Lambda = \operatorname{diag}\{\lambda_1, \lambda_2, \ldots, \lambda_{\lambda_1}, 0, 0, \ldots, 0\}, \lambda_i \neq 0, i = 1, \ldots, p, p = \operatorname{rank}(D_{\min}) \). Then, we have
\[ \|H(z - \hat{z})\|_2^2 \geq \frac{1}{|\mathcal{L}|} \operatorname{Tr}(\hat{H}\hat{\Lambda}\hat{H}^\dagger) = \frac{1}{|\mathcal{L}|} \sum_{i=1}^{n_r} \sum_{j=1}^{p} \lambda_j \|\hat{h}_{i,j}\|_2^2 \]
\[ \geq \frac{\lambda_{\min}}{|\mathcal{L}|} \sum_{i=1}^{n_r} \sum_{j=1}^{p} \|\hat{h}_{i,j}\|_2^2 \tag{34} \]
where \( \hat{H} = HU, \lambda_{\min} = \min_{D \in \Delta D} \lambda_\Psi (DD^\dagger), \) and \( \lambda_\Psi (DD^\dagger) \) is the smallest nonzero eigenvalue of \( DD^\dagger \). Since \( U \) is unitary, the entries of \( \hat{H} \) are i.i.d. and \( \mathcal{CN}(0,1) \). From (31) and (34), we have
\[ P(x \rightarrow x | H) \leq \frac{1}{2} \exp\left(-\frac{\lambda_{\min}}{4\sigma^2 |\mathcal{L}|} \left( \sum_{i=1}^{n_r} \sum_{j=1}^{p} \|\hat{h}_{i,j}\|_2^2 \right) \right) \tag{35} \]
The unconditional PEP is then given by
\[ P(x \rightarrow x) \leq \mathbb{E}_H \left\{ \frac{1}{2} \exp\left(-\frac{\lambda_{\min}}{4\sigma^2 |\mathcal{L}|} \left( \sum_{i=1}^{n_r} \sum_{j=1}^{p} \|\hat{h}_{i,j}\|_2^2 \right) \right) \right\}. \tag{36} \]
Since \( |\hat{h}_{i,j}|^2 \)'s are independent and exponentially distributed with unit mean, we have
\[ P(x \rightarrow x | H) \leq \frac{1}{2} \prod_{i=1}^{n_r} \prod_{j=1}^{p} \left( 1 + \frac{\lambda_{\min}}{4\sigma^2 |\mathcal{L}|} \right)^{-1}. \tag{37} \]
At high SNRs, \( \frac{\lambda_{\min}}{4\sigma^2 |\mathcal{L}|} \gg 1 \). Hence, we can write
\[ P(x \rightarrow x) \leq \frac{1}{2} \left( \frac{\lambda_{\min}}{4\sigma^2 |\mathcal{L}|} \right)^{-n_r} \tag{38} \]
Based on union bound, average BEP at high SNRs can be bounded as
\[ P_B \leq \frac{1}{2\eta} \sum_{x} \sum_{\xi \neq x} P(x \rightarrow x) \delta(x, \hat{x}) \]
\[ \leq \left( \frac{2^n - 1}{2} \right) \left( \frac{\lambda_{\min}}{4\sigma^2 |\mathcal{L}|} \right)^{-n_r} \tag{39} \]
which shows that the diversity order achieved by the ED-based MAP selection scheme is lower bounded by \( n_r p \). Next, we show that \( p \geq (|S_{all}| - |S_{sub}| + 1) \). Any matrix \( D \in \Delta D \) can be viewed in the form \( D = D_1^\dagger D_2^\dagger \cdots D_n^\dagger D_n' \), where \( D_i \) is a submatrix of size \( |S_{all}| \times |\mathcal{L}| \). Consider a matrix \( D \in \Delta D \) which is constrained such that only one submatrix (say, \( D_k \)) is a nonzero sub matrix and all other submatrices \( (D_j, j \neq k) \) are zero submatrices. That is, the constrained matrix is of the form \( D = [0^T \, 0^T \, \cdots \, 0^T \, D_k']^T \), \( k \in \{1, 2, \ldots, n_r\} \). Therefore, \( \operatorname{rank}(D) = \operatorname{rank}(D_k) \). Any matrix in \( \Delta D \) that does not have the above constraint can be obtained by replacing one or more zero sub matrices by nonzero submatrices. Since a rank of a matrix will not reduce if some of its zero rows/columns are replaced by nonzero rows/columns, the minimum rank is obtained by matrices with the above constraint. Let \( \Delta A \) denote the set of nonzero difference QAM/PSK constellation points, given by \( \{s_1 - s_2 : s_1, s_2 \in A, s_1 \neq s_2\} \). Note that every column of \( D_k \) is either from the set \( E_k \triangleq \{c e_i : c \in \mathbb{C}\} \) for \( 1 \leq l \leq \frac{|S_{all}|}{|S_{sub}|} \) or from the set \( E_k \triangleq \{s_1 e_i - s_2 e_i : s_1, s_2 \in A\} \) for \( 1 \leq l \neq q \leq \frac{|S_{all}|}{|S_{sub}|} \). Now, using [40, Proposition 2], the minimum rank of \( D_k \) is \( \frac{|S_{all}|}{|S_{sub}|} + 1 \). Hence, \( p = \operatorname{rank}(D_{\min}) \geq \min \{\operatorname{rank}(D) : D \in \Delta D \} = \frac{|S_{all}|}{|S_{sub}|} + 1 \). Therefore, \( d \) is lower bounded by \( n_r p \geq n_r (|S_{all}| - |S_{sub}| + 1) \), i.e.,
\[ d \geq n_r (|S_{all}| - |S_{sub}| + 1). \tag{40} \]

2) **Upper Bound on \( d \):** Consider a pair of transmitted vectors \( x, \hat{x} \) such that \( x_1 \neq \hat{x}_1, x_1 = s_1 e_i, \hat{x}_1 = s_1 e_i, x_i = \hat{x}_i, \) for \( 2 \leq i \leq n_r \), where \( x_1, \hat{x}_1, x_i, \) and \( \hat{x}_i \) are defined as in (6). Since we are selecting \( |S_{sub}| \) out of \( |S_{all}| \) MAPs, there exist at least one \( l_i, i = 1, \ldots, |S_{sub}| \) such that \( 1 \leq l_i \leq p_d \), where \( p_d = |S_{all}| - |S_{sub}| + 1 \). Now, we have
\[ \|HA_{\mathbb{L}_{ED}} (x - \hat{x})\|_2^2 = \|H^\dagger A_{\mathbb{L}_{ED}} (x_1 - \hat{x}_1)\|_2^2 \leq \max_{l \in \mathbb{L}_{ED}} \|H^\dagger A_{l} (x_1 - \hat{x}_1)\|_2^2 \]
\[ = |s_1 - \hat{s}_1|^2 \max_{l \leq l_i \leq p_d} \|h_{1,l}^\dagger\|_2^2 \]
\[ \leq |s_1 - \hat{s}_1|^2 \sum_{k=1}^{n_r} \sum_{i=1}^{p_d} \|h_{i,k}^\dagger\|_2^2. \tag{43} \]
Note that the set $\mathbb{L}_{ED}$ in (41) is dependent on $\mathbf{H}$, whereas the set $\mathbb{L}^1$ in (42) is independent of $\mathbf{H}$. The unconditional PEP between $\mathbf{x}$ and $\hat{\mathbf{x}}$ is given by

$$
P(\mathbf{x} \rightarrow \hat{\mathbf{x}}) = \mathbb{E}_\mathbf{H}\left\{\mathcal{Q}\left(\sqrt{\| \mathbf{H} \mathbf{A}_{ED} (\mathbf{x} - \hat{\mathbf{x}}) \|^2 / 2\sigma^2} \right)\right\}
$$

$$
= \mathbb{E}_\mathbf{H}\left\{\frac{1}{\pi} \int_{\theta = 0}^{\pi/2} \exp\left(-\frac{\| \mathbf{H} \mathbf{A}_{ED} (\mathbf{x} - \hat{\mathbf{x}}) \|^2}{4\sigma^2 \sin^2(\theta)}\right) d\theta\right\}
$$

$$
\geq \frac{1}{\pi} \int_{\theta = 0}^{\pi/2} \mathbb{E}_\mathbf{H}\left\{\exp\left(-\frac{|s_1 - \hat{s}_1|^2}{4\sigma^2 \sin^2(\theta)} \sum_{j=1}^{n_r} |h_{1,j}|^2\right)\right\} d\theta.
$$

(44)

Since $|h_{1,j}|^2$'s are independent and exponentially distributed with unit mean, we have

$$
P(\mathbf{x} \rightarrow \hat{\mathbf{x}}) \geq \frac{1}{\pi} \int_{\theta = 0}^{\pi/2} \left(1 + \frac{|s_1 - \hat{s}_1|^2}{4\sigma^2 \sin^2(\theta)}\right)^{-n_r p_d} d\theta.
$$

(45)

Since $|s_1 - \hat{s}_1|^2 \geq 4\sigma^2 \sin^2(\theta) \gg 1$ at high SNRs, we can write

$$
P(\mathbf{x} \rightarrow \hat{\mathbf{x}}) \geq \left(\frac{|s_1 - \hat{s}_1|^2}{4\sigma^2}\right)^{-n_r p_d} \frac{1}{\pi} \int_{\theta = 0}^{\pi/2} \sin^{n_r p_d} 1 d\theta 
$$

(46)

which shows that the diversity order of $P(\mathbf{x} \rightarrow \hat{\mathbf{x}})$ is upper bounded by $n_r p_d = n_r (|S_{all}| - |S_{sub}| + 1)$, i.e., $d_{x,\hat{x}} \leq n_r (|S_{all}| - |S_{sub}| + 1)$. From (30), an upper bound on $d$ is obtained as

$$
d = \min_{\mathbf{x} \neq \hat{\mathbf{x}}} d_{x,\hat{x}} \leq n_r (|S_{all}| - |S_{sub}| + 1).
$$

(47)

Finally, from (40) and (47), we see that the diversity order ($d$) achieved by the ED-based MAP selection scheme is $n_r (|S_{all}| - |S_{sub}| + 1)$.

**APPENDIX B**

**PROOF OF PROPOSITION 2**

**Proof:** Let $k^*$ be the solution to the optimization problem in (28) for a given realization $\tilde{h}$, i.e., the $k^*$th receive antenna is selected. Let $d_{pc-c^*}$ denote the diversity order achieved by the PC-CR scheme. In the following, we derive upper and lower bounds on $d_{pc-c^*}$ and show that these bounds turn out to be the same, given by $n_r (n_u + 1)$.

1) **Lower Bound on $d_{pc-c^*}$.** Let $\Delta \mathbb{V}^k_{pc-c^*}$ be the set of difference vectors corresponding to the set $\mathbb{V}^k_{pc-c^*}$, i.e.,

$$
\Delta \mathbb{V}^k_{pc-c^*} = \{\mathbf{v}_1 - \mathbf{v}_2 : \mathbf{v}_1, \mathbf{v}_2 \in \mathbb{V}^k_{pc-c^*}, \mathbf{v}_1 \neq \mathbf{v}_2\}.
$$

Let $\Delta \mathcal{D}$ be the set of matrices defined as $\Delta \mathcal{D} = \{\mathcal{D} = [\mathbf{B}_1 \mathbf{d}_1, \mathbf{B}_2 \mathbf{d}_2, \ldots, \mathbf{B}_{n_r} \mathbf{d}_{n_r}] : \mathbf{d}_k \in \Delta \mathbb{V}^k_{pc-c^*}, k = 1, \ldots, n_r\}$. The size of each matrix in $\Delta \mathcal{D}$ is $n_r n_u N_m \times n_r$. The conditional BEP at high SNRs is given by

$$
P_{B|\tilde{h}} \approx P_{B|\tilde{h}_l} \leq \mathbb{E}_h\left\{\mathcal{Q}\left(\sqrt{\frac{|\mathbf{H}^T \mathbf{B}_l \mathbf{d}_l|^2}{2\sigma^2}}\right)\right\}.
$$

(48)

The inequality in (48) follows from $1 \leq \delta(\mathbf{v}_1, \mathbf{v}_2) \leq \eta$. Let $\mathbf{d}_{min} = \text{argmin}_{d \in \Delta \mathbb{V}^k_{pc-c^*}} |\mathbf{H}^T \mathbf{B}_l \mathbf{d}|^2$ for $1 \leq k \leq n_r$, denote the difference vector from $\Delta \mathbb{V}^k_{pc-c^*}$ corresponding to the minimum ED. We then have

$$
P_{B|\tilde{h}} \leq \mathbb{E}_h\left\{\mathcal{Q}\left(\sqrt{\frac{|\mathbf{H}^T \mathbf{B}_l \mathbf{d}_{min}|^2}{2\sigma^2}}\right)\right\}
$$

$$
\leq \frac{1}{2} \exp\left(-\frac{1}{4\sigma^2} \mathbb{E}_h\left\{\mathbb{E}_h\left[\exp\left(-\frac{1}{4\sigma^2} |\mathbf{H}^T \mathbf{B}_l \mathbf{d}_{min}|^2\right)\right]\right\}\right) \leq \frac{1}{2} \exp\left(-\frac{1}{4\sigma^2} \mathbb{E}_h\left\{\mathbb{E}_h\left[\exp\left(-\frac{1}{4\sigma^2} |\mathbf{H}^T \mathbf{B}_l \mathbf{d}_{min}|^2\right)\right]\right\}\right).
$$

(49)

(50)

(51)

where the equality in (51) follows from the independent and identical distribution of $\tilde{h}$. Next, we show that the diversity order of $P_{B|\tilde{h}}$ is lower bounded by $n_u + 1$.

**Diversity Order of $P_{B|\tilde{h}}$:** Let $d_{PC-c^*}^k$ denote the diversity order of PEP $P(\mathbf{v}_k \rightarrow \mathbf{v}_k')$. The code word error probability can be approximated by approximating nearest neighbor approximation in the high SNR region ([44], eq. 5.45), as

$$
\sum_{\mathbf{v}_k \neq \mathbf{v}_k'} P(\mathbf{v}_k \rightarrow \mathbf{v}_k') \approx \mathbb{E}_{\mathbf{h}_1}\left\{\mathcal{Q}\left(\sqrt{\frac{|\mathbf{H}^T \mathbf{B}_l \mathbf{d}_{min}|^2}{2\sigma^2}}\right)\right\} = \frac{P_{BU}}{2}.
$$

(52)

From (52), the diversity order of $P_{B|\tilde{h}}$, denoted by $d_{BU}$, is given by $n_u + 1$. Let $l_j^k$, $j = 1, \ldots, n_u$, denote the index of the MAP chosen on the $j$th MBM-TU in the transmit vector $\mathbf{v}_k$, i.e., $l_j^k$ is the index of the nonzero entry in the vector $[\mathbf{v}_{(j-1) N_u + 1}, \mathbf{v}_{(j-1) N_u + 2}, \ldots, \mathbf{v}_{j N_u}]$. Let $G^k_{c,k'}$, denote the set defined as $G^k_{c,k'} = \{ j : l_j^{k'} = l_j^k, j = 1, \ldots, n_u \}$, i.e., set of $j$s for which $l_j^{k'}$ and $l_j^k$ are same. Likewise, let $G^k_{k',c}$ denote the set defined as $G^k_{k',c} = \{ j : l_j^k \neq l_j^{k'}, j = 1, \ldots, n_u \}$, i.e., set of $j$s for which $l_j^{k'}$ and $l_j^k$ are different. Note that, for any $k \neq k'$, $|G^k_{c,k'}| + |G^k_{k',c}| = n_u$, and 0 $\leq |G^k_{c,k'}| \leq n_u - 1$. 


Now, the PEP between $v_k$ and $v_{k'}$ is given by

$$P(v_k \to v_{k'}) = E_{h_1}\left\{ Q\left( \sqrt{h_1^T (v_k - v_{k'})^2 / 2\sigma^2} \right) \right\}$$

$$= E_{h_1}\left\{ Q\left( \frac{1}{2\sigma^2} \sum_{j=1}^{n_k} |h_{1,j}^T| |e^{j\psi_k} - e^{j\psi_{k'}}| \right)^2 \right\}$$

$$= E_{h_1}\left\{ Q\left( \sqrt{(t_c + t_d + \Delta) / 2\sigma^2} \right) \right\}$$

(53)

where $t_c = S_c P_c t_d = S_d^k + S_d^{k'} - 2S_d^k S_d^{k'} \cos(\psi_k, \psi_{k'})$, $\Delta = 2S_c^k S_d^{k'} (1 - \cos(\psi_k, \psi_{k'})) + \sum_{j \neq j' \in G_{k,k'}} |h_{1,j}^T h_{1,j'}^T| P_c + \sum_{j \in G_{k,k'}} P_c |h_{1,j}^T| + |h_{1,j}^T| P_c = |e^{j\psi_k} - e^{j\psi_{k'}}|$, $S_d^k = \sum_{j \in G_{k,k'}} |h_{1,j}^T|^2$, $S_d^{k'} = \sum_{j \in G_{k,k'}} |h_{1,j}^T|^2$, $S_c = \sum_{j \in G_{k,k'}} |h_{1,j}^T|^2$, $\Delta = \sum_{j \neq j' \in G_{k,k'}} |h_{1,j}^T h_{1,j'}^T|$, and $\psi_k, \psi_{k'}$. Since $\Delta \geq 0$, we have

$$P(v_k \to v_{k'}) \leq E_{h_1}\left\{ Q\left( \sqrt{(t_c + t_d + \Delta) / 2\sigma^2} \right) \right\}$$

$$= E_{h_1}\left\{ \frac{1}{2} \exp\left(-\frac{(t_c + t_d)}{4\sigma^2}\right) \right\}$$

(54)

where the inequality in (54) follows from Chernoff bound, and the equality in (55) follows from independence of $(h_{1,j}^T, \cdots, h_{1,j}^T) \in G_{k,k'}^c$} and $(h_{1,j}^T, \cdots, h_{1,j}^T) \in G_{k,k'}^d$. Now, since $|h_{1,j}^T|^2$s are independent and distributionally with unit mean, from (55), $T_c$ can be written as

$$T_c = E_{h_1}\left\{ \exp\left(-\frac{P_c}{4\sigma^2} \sum_{j \in G_{k,k'}} |h_{1,j}^T|^2 \right) \right\}$$

$$= (1 + \frac{P_c}{4\sigma^2})^{-|G_{k,k'}^c|}.$$  

Since $\frac{P_c}{4\sigma^2} \gg 1$ at high SNRs, we can approximate $T_c$ as

$$T_c \approx (P_c/4)^{-|G_{k,k'}^c|} \left(1/\sigma^2\right)^{-|G_{k,k'}^c|}.$$  

(56)

Similarly, from (55), $T_d$ can be written as

$$T_d = E_{h_1}\left\{ \exp\left(-\frac{1}{4\sigma^2} \left(S_d^{k'} + S_d^k - 2S_d^k S_d^{k'} \cos(\psi_k, \psi_{k'}) \right) \right) \right\}$$

$$\leq E_{h_1}\left\{ \exp\left(-\frac{1}{4\sigma^2} \left(S_d^{k'} + S_d^k - 2|G_{k,k'}^d| \left(S_d^k S_d^{k'} \right)^{1/2} \right) \right) \right\}$$

(57)

where the inequality in (57) follows from Cauchy–Schwartz inequalities given by $S_d^{k'} \leq \left( |G_{k,k'}^d| S_d^k \right)^{1/2}$ and $S_d^k \leq \left( |G_{k,k'}^d| S_d^{k'} \right)^{1/2}$. Let $p = (S_d^{k'})^{0.5}$ and $q = (S_d^k)^{0.5}$. Note that $p$ and $q$ are equal Chi distributed with $2|G_{k,k'}^d|$ degrees of freedom. Therefore, (57) can be written as

$$T_d \leq \int_{p=0}^{p=q} e^{-\frac{(z^2 + q^2 - 2pq \cos(\psi_k, \psi_{k'}))}{2}} \frac{(pq)^2 G_{k,k'}^d - 1}{4 G_{k,k'}^d - 1} \left(\Gamma(|G_{k,k'}^d|)\right)^2 dpdq$$

where $\Gamma(.)$ denotes the Gamma function. Substituting $p = r \cos \theta$ and $q = r \sin \theta$, we have

$$T_d \leq \int_{\theta=0}^{\theta=2\pi} \frac{8 \sin^2 |G_{k,k'}^d|}{|G_{k,k'}^d|} \frac{e^{-\frac{(r^2 - \sin(2\theta) \cos(\psi_k, \psi_{k'}))}{2 |G_{k,k'}^d|}}}{r} \frac{1}{|G_{k,k'}^d|} \frac{1}{\sin(2\theta) \sigma^2}$$

Since $1 \gg 2\sigma^2$ at high SNRs, we can write

$$T_d \leq \left(\frac{1}{\sigma^2}\right)^{-2 |G_{k,k'}^d|}.$$  

(58)

Note that $k_d$ is independent of $\sigma^2$. Now, from (55), (56), and (58), we can write

$$P(v_k \to v_{k'}) \leq \frac{k_d}{2} \left( \frac{P_c}{4} \right)^{-|G_{k,k'}^c| - 2 |G_{k,k'}^d|}.$$  

(59)

which shows that the diversity order $d_{v_k, v_{k'}} \geq |G_{k,k'}^c| + 2|G_{k,k'}^d|$. Hence, the diversity order of $P_{BU}$ is $d_{BU} = \min_{k \neq k'} d_{v_k, v_{k'}} \geq \min_{k \neq k'} |G_{k,k'}^c| + 2|G_{k,k'}^d|$. Since $|G_{k,k'}^c| + |G_{k,k'}^d| = n_u$ for any $k \neq k'$, the minimum value for $|G_{k,k'}^c| + 2|G_{k,k'}^d| = 2n_u - |G_{k,k'}^c|$ is obtained when $|G_{k,k'}^c|$ is maximum. That is, $\min_{k \neq k'} |G_{k,k'}^c| + 2|G_{k,k'}^d| = 2n_u - \max_{k \neq k'} |G_{k,k'}^c|$. Also, since $0 \leq |G_{k,k'}^c| \leq n_u - 1$ for any $k \neq k'$, $\max_{k \neq k'} |G_{k,k'}^c| = n_u - 1$. Hence, $\min_{k \neq k'} |G_{k,k'}^c| + 2|G_{k,k'}^d| = 2n_u - (n_u - 1) = n_u + 1$, which gives $d_{BU} \geq n_u + 1$. Therefore, from (51), the diversity order achieved by the PC-CR scheme is lower bounded as

$$d_{pc-cr} \geq n_r d_{BU} \geq n_r (n_u + 1).$$  

(60)

2) Upper Bound on $d_{pc-cr}$: Consider a pair of transmitted vectors $v_k, v_{k'}$ such that $|G_{k,k'}^c| = n_u - 1$. Without loss of
generality, assume $G_{k,k'} = \{1, 2, \ldots, n_{tu} - 1\}$. We have
\[
|\hat{h}_k^T (\mathbf{v}_k - \hat{\mathbf{v}}_k)|^2 \leq \sum_{i=1}^{n_r} |\hat{h}_k^T (\mathbf{u}_{k, i} e^{j\varphi_{k, i}} - \hat{\mathbf{u}}_{k, i} e^{j\varphi_{k, i}})|^2
\]
\[
\leq \sum_{i=1}^{n_r} |\hat{h}_k^T (\mathbf{u}_k + \hat{\mathbf{u}}_k)|^2
\]
(61)
\[
= \sum_{i=1}^{n_r} \left( \sum_{j=1}^{n_{tu} - 1} |h_{k,i,j}^1|^2 + |h_{k,i,0}^1|^2 + |h_{k,i,1}^1|^2 \right)^2
\]
\[
\leq \left( 4n_{tu} - 2 \right) \sum_{i=1}^{n_r} \sum_{j=1}^{n_{tu} - 1} |h_{k,i,j}^1|^2 + |h_{k,i,0}^1|^2 + |h_{k,i,1}^1|^2
\]
(62)
where the inequality in (61) follows from the fact that the distance between two points is maximum when phase difference between them is $\pi$, and the inequality in (62) follows from Cauchy–Schwarz inequality. Using (62) and following similar derivation steps in (44)–(46) in Appendix A, the unconditional PEP between $\mathbf{v}_k$ and $\hat{\mathbf{v}}_k$, $P(\mathbf{v}_k \rightarrow \hat{\mathbf{v}}_k)$, can be obtained as
\[
P(\mathbf{v}_k \rightarrow \hat{\mathbf{v}}_k) = \mathbb{E}_H \left\{ Q \left( \sqrt{\frac{|\hat{h}_k^T (\mathbf{v}_k - \hat{\mathbf{v}}_k)|^2}{2\sigma^2}} \right) \right\}
\]
\[
\geq \left( \frac{4n_{tu} - 2}{4\sigma^2} \right)^{-n_r (n_{tu} + 1)} \frac{1}{\pi} \int_0^{\pi} \sin^{2n_r (n_{tu} + 1)}(\theta) d\theta
\]
(63)
which shows that the diversity order of $P(\mathbf{v}_k \rightarrow \hat{\mathbf{v}}_k)$ is upper bounded by $n_r (n_{tu} + 1)$, i.e., $d_{\mathbf{v}_k, \hat{\mathbf{v}}_k} \leq n_r (n_{tu} + 1)$. Therefore, we have
\[
d_{\text{PC-CR}} = \min_{\mathbf{v}_k \neq \hat{\mathbf{v}}_k} d_{\mathbf{v}_k, \hat{\mathbf{v}}_k} \leq d_{\mathbf{v}_k, \hat{\mathbf{v}}_k} \leq n_r (n_{tu} + 1).
\]
(64)
From (60) and (64), we see that the diversity order ($d_{\text{PC-CR}}$) achieved by the PC-CR scheme is $n_r (n_{tu} + 1)$.
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