FLOOD DETECTION IN TIME SERIES OF OPTICAL AND SAR IMAGES
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ABSTRACT:

These last decades, Earth Observation brought a number of new perspectives from geosciences to human activity monitoring. As more data became available, Artificial Intelligence (AI) techniques led to very successful results for understanding remote sensing data. Moreover, various acquisition techniques such as Synthetic Aperture Radar (SAR) can also be used for problems that could not be tackled only through optical images. This is the case for weather-related disasters such as floods or hurricanes, which are generally associated with large clouds cover. Yet, machine learning on SAR data is still considered challenging due to the lack of available labeled data. To help the community go forward, we introduce a new dataset composed of co-registered optical and SAR images time series for the detection of flood events and new neural network approaches to leverage these two modalities.

Figure 1. The SEN12-FLOOD dataset is composed of SAR and optical time series in which a flood event may occur.

1. MOTIVATION AND SIGNIFICANCE OF THE TOPIC

Recently, new datasets dealing with natural disaster detection were proposed. Most of them are constituted of RGB or multispectral images. These datasets are built from acquisitions performed by sensors with a high resolution, either temporal (e.g. Landsat, Sentinel 2) as in the MediaEval 2019 Multimedia Satellite task \cite{Bischke2019} or spatial (e.g. Quickbird, WorldView) as in XView2 \cite{Gupta2019}. AI and, in particular, deep learning techniques proved to be efficient in retrieving semantic land cover information and specific behaviors from such datasets \cite{Zhu2017, Audebert2019}. However, the analysis of optical images time series may be impossible when looking at areas where the cloud cover is important. Even when the Earth’s surface is visible, wetlands and floods are very difficult to characterize visually. SAR images offer an alternative as they can be acquired without the sun’s illumination and independently from the cloud cover. In particular, new satellites such as Sentinel 1 provide an extensive amount of data with a high time-frequency (an image every 6 days), allowing to monitor large areas of the Earth. So, there is a need for new machine learning approaches for disaster monitoring that leverage both passive optical and active radar imaging modalities.

Detecting floods and measuring their extent on the basis of satellite images is a core topic in remote sensing for disaster management, especially as floods can develop slowly or sometimes very quickly. Several previous works have investigated detecting flooding events from satellite imagery, either multispectral – Landsat/IKONOS \cite{Glaesser2005}, MODIS \cite{Brakenridge2006} – or SAR \cite{Nico2000}. As recent work \cite{Gomez-Chova2015} has shown, multimodal machine learning can leverage the complementary information from multiple sensors to improve the accuracy of the models. For example, in MediaEval 2017, \cite{Bischke2017} learned deep models to perform flood detection in natural images using ancillary data from social networks. Our work digs in the same direction: we aim to provide strategies to perform multimodal flood detection to leverage as many remote sensing data as possible.

We present in this paper the new SEN12-FLOOD dataset composed of both Sentinel 1 and Sentinel 2 images to foster the development of new flood detection techniques (Fig. 1). Then, we propose a first baseline based on off-the-shelf deep networks for multimodal time series analysis to classify the images in the dataset.

2. PRESENTATION OF THE SEN12-FLOOD DATASET

The city-centered satellite sequences provided by the MediaEval 2019 Multimedia Satellite task \cite{Bischke2019} give access to series of multispectral Sentinel 2 images. The observed areas correspond to African, Iranian, and Australian cities and their surroundings with or without a flood event occurring during the time series. These images are composed of 12 bands, 10m ground-sampling distance and are provided with Level 2A atmospheric correction. Here, we propose a new dataset corresponding to the Sentinel 1 sequences for the same areas and periods. However, since SAR is independent of
cloud cover, more SAR images are retrieved for the same time period, leading to a higher sampling rate. This SAR dataset is composed of roughly two times more images than the optical one. To leverage both SAR and optical modalities, we merge the MediaEval dataset and our own in the new SEN12-FLOOD dataset.

Each image has a binary label specifying whether a flood event is visible or not in the observed area. The labels have been provided by the original MediaEval 2019 dataset and were obtained from the Copernicus Emergency Management Service. The Sentinel 1 images were downloaded from the Scientific ESA hub website. The data were acquired in Interferometric Wide Swath (IW) mode at polarization VV and VH. The SAR images are delivered in Ground Range Detected High Resolution (GRDH) products with a resolution of 10 × 10 m. Pre-processing – including radiometric calibration as well as Range Doppler Terrain Correction using the shuttle radar topographic mission digital elevation model – was applied to the SAR images thanks to the SNAP ESA software. The dataset is composed of 412 time series with 4 to 20 optical images and 10 to 58 SAR images in each sequence. On average, there are 9 optical and 14 SAR images per sequence. The period of acquisition goes from December 2018 to May 2019. A flood event is occurring in 40% of the optical Sentinel 2 images and in 47% of the SAR Sentinel 1 images. As in the MediaEval dataset, once a flood occurred in a sequence, all the subsequent images are labeled as flooded which corresponds to the hypothesis that the surface still presents characteristic modifications after the event.

### 3. BENEFIT OF MULTISPECTRAL AND SAR DATASET

This dataset has been constituted to train a new architecture of neural networks for dual-mode and multi-temporal flood classification. We provide an in-depth study of the various components of the model. Indeed, our goal is to assess the relevance of each modality and the contribution of temporal analysis.

First, SAR images are expected to help the ground classification generally conducted on multispectral data. For example, the normalized water difference index is widely used to detect the presence of water bodies. However, depending on the sensor, this index may suffer from one drawback: bands associated with the near-infrared and short-waved infrared can present a loss of resolution compared to the RGB ones. On the other hand, SAR images are more sensitive to the geometrical distribution of the backscattering elements. For instance, smooth, plane surfaces such as roads or open water areas behave as mirrors and backscatter most of the transmitted wave in the specular direction from the sensor. These surfaces produce typical dark areas in the resulting SAR images, allowing to identify these classes quickly. Moreover, polarization is also affected by the presence of water, and statistical approaches combining the VV and VH bands have shown promising performances.

Finally, the time consistency is essential to distinguish floods from permanent elements like water bodies. So, multitemporal analysis is the key for the detection of abnormal events such as natural disasters and even their prediction ahead of time. This is becoming more and more necessary to avoid potential harms.

### 4. FLOOD DETECTION

In order to show the interest of this dataset, we used the state-of-the-art ResNet-50 network for the detection...
Table 1. First row: accuracy achieved by a state of the art network (Resnet-50) for a flood detection task on each image. Second row: accuracy given by a recurrent network on the sequence of image features.

| Model          | Data             | Accuracy |
|----------------|------------------|----------|
| Resnet-50      | RGB              | 0.885    |
|                | Multispectral    | 0.793    |
|                | SAR              | 0.753    |
| Resnet-50 +    | RGB              | 0.930    |
| GRU            | SAR              | 0.875    |
| SAR+RGB        |                  | 0.957    |

of flooding events in each image. This network was designed for RGB images classification and the first convolutional layer was modified to take into account the correct number of bands for multispectral (12 bands) and SAR (2 bands) data. This implies that the network had to be retrained from scratch for these two configurations while on the RGB images the pretrained network could be used explaining part of the accuracy gap in the baseline. For the SAR and multispectral configuration, the models were trained for 400 epochs using Stochastic Gradient Descent with a learning rate of $7 \times 10^{-6}$. The ResNet-50 network may not be optimal when considering a large number of channels, which may also explain the lower accuracy on multispectral data. When no temporal information is considered, only the spatial context gives insight on the presence or absence of flood phenomena and optical images seem to be more suited for this task than SAR images.

To take into account the temporal dimension, we extracted the features of each image with respect to the trained Resnet-50 and applied a Gated Recurrent Unit (GRU) (Cho et al., 2014) on each sequence. For the multimodal classification, we simply concatenate the features from SAR and RGB ResNets and feed those to the GRU layer. The final result is a sequence of binary labels giving the result of the flood detection task for every frame. The pipeline of the model is illustrated in Fig. 3.

5. DISCUSSION

The accuracy scores obtained with the ResNets on each image as well as the proposed network on each sequence are presented in Table 1 where the metric was computed for each image in the dataset. The experiments performed on the SEN12-FLOOD dataset give several insights on the interest to use optical and SAR images for flood detection. On the first hand, state of the art techniques perform well on both optical and SAR images and manage to retrieve most of the flood phenomena. On the second hand, it appears clearly that the temporal dimension is a key to characterize these events. Indeed, considering the temporal dimension leads to a significant error reduction using optical as well as SAR images. Moreover, SAR and optical modalities appear to be complementary for the detection of flood phenomena as the best accuracy on the dataset is achieved by using both kinds of data.

To go further, several points may be explored. First, architectures able to handle multispectral data (Sumbul et al., 2019) should allow to retrieve more information from all the Sentinel 2 images and thus achieve a better classification. Second, flood detection on SAR images may seem harder than on optical images. However, it appears that on areas where the water is clearly visible to the sensor, the detection is close or even better than with optical images, whereas when it is occluded by vegetation, optical images are more useful. In the results, areas in Zimbabwe where the flood mostly consisted in soaked ground and vegetation, were often miss-classified using the SAR images sequences but not with the optical ones. On the contrary, areas in Iran where the flood events consisted in large open water areas, the accuracy may go down to 0.5 using optical images while the detection is almost perfect using SAR images. This may speak in favor of a specific weighting of the input data depending on the observed area configuration, as illustrated in Fig. 2.
Finally, other fusion strategies could be considered in order to give more freedom to the network to learn specific behaviors associated to each kind of input data. For example, attentional models could be used to focus more specifically on one sensor or the other based on image characteristics such as cloud cover, noise or environmental properties.

6. CONCLUSION

In this paper we presented a new dataset composed of optical and SAR images for the detection of flood events in time series. We also proposed a baseline for multitemporal classification of floods based on spatial-temporal processing by residual and GRU networks. Our experiments show the interest to consider both of these modalities for this task. Future work may include the search for better fusion strategies as well as the efficient processing of multispectral data. The SEN12-FLOOD dataset as well as the code of the proposed approach can be downloaded at https://clmrmb.github.io/SEN12-FLOOD.
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