Abstract

Using various techniques from dynamical systems theory, we rigorously study an experimentally validated model by [Barkley et al., Nature, 526:550-553, 2015], which describes the rise of turbulent pipe flow via a PDE system of reduced complexity. The fast evolution of turbulence is governed by reaction-diffusion dynamics coupled to the centerline velocity, which evolves with advection of Burgers’ type and a slow relaminarization term. Applying to this model a spatial dynamics ansatz and geometric singular perturbation theory, we prove the existence of a heteroclinic loop between a turbulent and a laminar steady state and establish a cascade of bifurcations of various traveling waves mediating the transition to turbulence. The most complicated behaviour can be found in an intermediate Reynolds number regime, where the traveling waves exhibit arbitrarily long periodic-like dynamics indicating the onset of chaos. Our analysis provides a systematic mathematical approach to identifying the transition to spatio-temporal turbulent structures that may also be applicable to other models arising in fluid dynamics.
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1 Introduction

Understanding turbulence in fluids has been among the most challenging scientific problems for many years. Even in spatial domains with a relatively simple geometry, such as pipe flow, one has still not fully understood the transition mechanism(s) to spatio-temporal turbulence. Already back in the late 19th century, experiments of Reynolds [59] indicated that above a critical velocity, turbulence seems to persist in pipe flow for quite a broad range of initial conditions [60]. It is now common to express the critical velocity via the Reynolds number, defined for pipe flow by $Re = U \rho / n$, where $U$ is the mean velocity, $\rho$ stands for pipe diameter, and $n$ is the kinematic viscosity. There is no precise single Reynolds number value for the transition from laminar flow to fully turbulent flow [20, 38]. The transition occurs within an entire range of Reynolds numbers. Yet, even the boundaries of the parameter region are still somewhat unclear [19]. One main obstacle to study the transition is that the parabolic laminar profile in pipe flow is linearly stable for
all Reynolds numbers hinting at a more global dynamical effect. Experiments and direct numerical simulations for the Navier-Stokes equation show that the transition to turbulence can be caused via finite-size perturbations from the laminar flow. A key component in the transition to turbulence are finite-time localized patterns, so-called turbulent puffs. Puffs are turbulent patches existing within the laminar flow decaying after a finite but very long time. Puffs can not only decay but can also split so that balancing splitting and decay rates is one possible option to estimate a critical Reynolds number for the transition to turbulence and to determine the interaction length of puffs. It is highly desirable to understand the precise dynamical mechanisms, e.g., near the onset of the transition. The splitting and decay processes of puffs lead one to consider stochastic processes as possible models, e.g., exploiting the analogy to coupled map lattice dynamics or chemical/ecological systems. Near the onset, the directed percolation universality class matches many experiments and simulations remarkably well. Although a simplified statistical description is extremely helpful, it does not illuminate the transition mechanisms and geometry in phase space. A direct approach would be to mathematically analyze the Navier-Stokes equations. However, even many elementary-looking questions about Navier-Stokes quickly run into technical problems recognized already at the beginning of the twentieth century. One could even argue that the situation has recently further worsened as weak solutions to Navier-Stokes are not even unique.

A natural approach is to consider models of “intermediate complexity”, which are more tractable than Navier-Stokes but still capture many essential spatio-temporal features, dynamical mechanisms and statistics of turbulence. In this work, we focus on one of these models recently proposed, and experimentally validated extensively for pipe flow, by Barkley et al.

\[
\begin{align*}
\partial_t q &= D \partial_x^2 q + (\zeta - u) \partial_x q + f(q, u; r), \\
\partial_t u &= -u \partial_x u + \varepsilon g(q, u),
\end{align*}
\]

where \( t \geq 0 \) represents time, \( x \in \mathbb{R} \) is interpreted as the stream-wise coordinate, \( u = u(x, t) \) represents the centerline velocity, \( q = q(x, t) \) models the turbulence level, and the reaction terms are given by

\[
\begin{align*}
f(q, u; r) &= q(r + u - 2 - (r + 0.1)(q - 1)^2) \quad \text{and} \quad g(q, u) = 2 - u + 2q(1 - u).
\end{align*}
\]

Regarding the parameters, \( D > 0 \) controls the coupling of turbulent patches to the laminar flow via diffusion, \( r > 0 \) models the Reynolds number in a suitable rescaling, \( \zeta > 0 \) takes into account the slower time scale of turbulent advection in comparison to the centerline velocity, while the small parameter \( \varepsilon > 0 \) controls the time scale separation between fast excursions of \( q \) relative to slow recovery of \( u \) after relaminarization. Structurally, one observes that this is a mixed system combining a bistable reaction-diffusion system with advective nonlinear terms of Burgers’ type. Both individual elements are quite classical intermediate complexity simplifications, e.g., in modeling approaches as well as in localized reduced amplitude equations.

In this work, we are going to rigorously establish the existence of a wide variety of different traveling waves for the pipe flow turbulence model. There is ample motivation to study traveling waves in more detail. Navier-Stokes simulations and experiments strongly indicate that the transition to turbulence in pipe flow is intimately connected to traveling waves. In particular, one current conjecture is that the existence of a boundary crisis, where an attractor collides with its basin boundary, generates a chaotic saddle. This saddle (or edge) state seems to contain several interesting traveling waves.
Our analysis of traveling waves in the turbulence model \((1.1)-(1.2)\) is based on several steps. (S1) We re-write the problem via a standard spatial dynamics ansatz \([41, 64]\) obtaining a three-dimensional system of ordinary differential equations (ODEs). In this context, bounded orbits correspond to traveling waves, e.g., homoclinic orbits to impulses, heteroclinic orbits to fronts, and periodic orbits to wave trains. (S2) The ODEs are singularly perturbed in the small parameter \(\varepsilon > 0\) having the structure of a fast-slow dynamical system \([22, 36, 40, 34]\) with two fast and one slow variable. We exploit the associated geometric decomposition in phase space and very explicitly construct singular heteroclinic orbits, which correspond to laminar-to-turbulent fronts and backs. Employing geometric singular perturbation theory in combination with Melnikov’s method, one obtains the persistence of these orbits for the full three-dimensional ODE system. (S3) Using the existence of these heteroclinic orbits, we distinguish two parameter regimes, one for large Reynolds number, represented by the parameter \(r\), and one for intermediate \(r\). For the large \(r\) case, we establish that the heteroclinic orbits form a twisted heteroclinic loop, while for the intermediate \(r\) scenario a double-twisted heteroclinic loop is proven to exist. (S4) Having the existence of these orbits corresponding to spatio-temporal puff structures, we employ results due to Deng \([16]\) as well as Homburg and Sandstede \([32]\), to study bifurcations under parameter variation, which yields additional heteroclinic and also homoclinic structures forming connections between the laminar and turbulent states. All in all, we establish:

\textbf{Theorem 1.1} (Informal statement). Let \(\zeta > \frac{2}{5}\).

(i) \textbf{Large Reynolds number regime, single twist}: For sufficiently large \(r > 0\) and sufficiently small \(\varepsilon > 0\) there exists an open interval \(I_{\varepsilon,r} \subset (0, \infty)\) of diffusion rates such that for \(D \in I_{\varepsilon,r}\) the pipe flow model \((1.1)-(1.2)\) exhibits simple laminar-to-turbulent front and back solutions, which are traveling-wave solutions, whose profiles possess a single interface. The fronts and backs can be propagating upstream or downstream, depending on the value of \(\zeta\).

(ii) \textbf{Intermediate Reynolds number regime, double twist}: There exists \(\gamma > 0\) such that for \(r \in (\frac{2}{3}, \frac{2}{3} + \gamma)\) and sufficiently small \(\varepsilon > 0\) there exists an open interval \(I_{\varepsilon,r} \subset (0, \infty)\) of diffusion rates such that for \(D \in I_{\varepsilon,r}\) the pipe flow model \((1.1)-(1.2)\) admits infinitely many laminar-to-turbulent \(k\)-front and \(k\)-back solutions for arbitrary \(k \in \mathbb{N}_0\), which are traveling waves whose profiles exhibit \(k\) well-separated patches of turbulence, before converging towards fixed (laminar or turbulent) states at \(\pm \infty\). The \(k\)-fronts and \(k\)-backs can be propagating upstream or downstream, depending on the value of \(\zeta\).

In both of the above parameter regimes, the pipe flow model \((1.1)-(1.2)\) admits impulse solutions, which are traveling waves whose profiles are either laminar with a localized patch of turbulence, or they exhibit a localized absence of turbulence.

More details can be found in \(\S 2\) where we rigorously state our main results. The technical challenges of the associated mathematical proofs lie in finding a suitable approximation of the Melnikov integrals and a detailed geometric analysis of the twist regimes.

The most interesting part of our result is the case of intermediate Reynolds number (ii). This is the regime, where the model \((1.1)-(1.2)\) was cross-validated both experimentally and via full Navier-Stokes simulations in \([4]\). Our main results establish in the intermediate Reynolds number regime that infinitely many spatio-temporal invariant structures with different arbitrarily long transient periodic-like dynamics exist in the model \((1.1)-(1.2)\), cf. Figure 2. The existence of infinitely many different periodic structures is a \textit{common hallmark} feature among various definitions.
of chaos \cite{24,76}. Therefore, we have identified, via a concrete phase space construction, dynamical solutions that can organize the transition to turbulence. Furthermore, our steps (S1)-(S4) provide a general strategy, how to very explicitly and fully mathematically rigorously unravel many important parts of the spatio-temporal features of turbulent dynamics. Hence, we have not only obtained important results for the turbulence model (1.1)-(1.2) concerning pipe flow but established a systematic approach to identify spatio-temporal turbulent solutions rigorously that can be applicable for other models in fluid dynamics and potentially in the long-term even directly to the Navier-Stokes equations. Regarding our mathematical results (i) for large Reynolds numbers for (1.1)-(1.2), additional experimental and/or numerical cross-validation would be necessary to make them directly applicable; see also §5.

The remainder of the paper is structured as follows. In §2 we rigorously state our main results after introducing the necessary terminology. The proofs of our main results can be found in §3 and §4. In particular, in §3 we establish a heteroclinic loop, whereas in §4 we analyze the bifurcating traveling waves in the large and intermediate Reynolds number regimes. We conclude with a discussion and outlook in §5.

2 Main results

In this paper we establish a wide variety of traveling waves for the pipe flow turbulence model (1.1)-(1.2). Traveling waves are solutions to (1.1) of the form

\[
(q(x,t), u(x,t)) = (q_e(x - st), u_e(x - st)),
\]

which propagate with a fixed speed \(s \in \mathbb{R}\) without changing their profile. Inserting the ansatz (2.1) into (1.1) and introducing the co-moving variable \(\xi = x - st\), we arrive at the so-called traveling-wave equation. We adopt a spatial dynamics formulation, cf. \cite{41,64}, and write the traveling-wave equation as a three-dimensional dynamical system

\[
\begin{align*}
q_\xi &= p, \\
p_\xi &= D^{-1} \left( (u + \mu)p - f(q,u;r) \right), \\
u_\xi &= \varepsilon q(q,u)
\end{align*}
\]

where we have conveniently replaced the variable \(\zeta\) in (1.1), which accounts for the difference in advection between turbulence and the centerline velocity, by the new variable \(\mu = -\zeta - s\), which then represents this difference in advection relative to the speed \(s\) of the traveling wave.

Bounded orbits \((q_e(\xi), p_e(\xi), u_e(\xi))\) in (2.2) directly correspond to traveling-wave solutions to (1.1). In particular, the parabolic laminar flow in (1.1), exhibiting no turbulence and a constant centerline velocity \(u = 2\), corresponds to the equilibrium \(X_1 = (0,0,2)\) in (2.2). We are interested in the Reynolds number regime \(r > \frac{2}{3}\), where (2.2) admits a second, \(r\)-dependent equilibrium \(X_2 = (q_{b,+}(r), 0, u_{b}(r))\), which corresponds to a turbulent steady state in (1.1) with constant (but non-zero) turbulence level \(q = q_{b,+} > 0\) and centerline velocity \(u = u_{b}(r) \in (\frac{6}{5}, \frac{4}{3})\).

The stability of the steady states \((q,u) = (0,2)\) and \((q,u) = (q_{b,+}(r), u_{b}(r))\) in the pipe flow model (1.1) is readily established by computing the spectra of the linearizations of (1.1) about both states. Thus, for \(r > \frac{2}{3}\) one finds that the pipe flow model (1.1) is bistable.

Our results strongly rely on the existence of forward and a backward heteroclinic connections between the equilibria \(X_1\) and \(X_2\) in (2.2). Such heteroclinic connections directly correspond to
traveling laminar-to-turbulent fronts and backs in \( (1.1) \). A *traveling front* is a solution to \( (1.1) \) of the form \( (2.1) \) with
\[
\lim_{\xi \to -\infty} \left( q^*(\xi), q'_*(\xi), u_*(\xi) \right) = X_1, \quad \lim_{\xi \to \infty} \left( q^*(\xi), q'_*(\xi), u_*(\xi) \right) = X_2.
\]
Similarly, a *traveling back* is a solution to \( (1.1) \) of the form \( (2.1) \) satisfying
\[
\lim_{\xi \to -\infty} \left( q^*(\xi), q'_*(\xi), u_*(\xi) \right) = X_2, \quad \lim_{\xi \to \infty} \left( q^*(\xi), q'_*(\xi), u_*(\xi) \right) = X_1.
\]
Thus, depending on the sign of the speed \( s \) in \( (2.1) \) such front and backs travel up- or downstream, and are describing either invasion of the parabolic laminar flow by the turbulent state or a recovery process of the laminar flow from the turbulent state, see Figure 2.

We will identify parameter regimes such that the pipe flow model \( (1.1) \) admits both a traveling front and a traveling back propagating with the same speed \( s \) (hence one must be invading and the other recovering the laminar state). Together, the associated forward and backward heteroclinic connection in \( (2.2) \) form a so-called *heteroclinic loop or cycle*, see Figure 1. We will prove that the heteroclinic loop satisfies certain twisting conditions, so that the general bifurcation theory of Deng \[16\] applies, see also \[32\]. More specifically, we establish that the heteroclinic loop is single twisted in the large Reynolds number regime, whereas for intermediate Reynolds numbers we show that it is double twisted. This leads us to infinitely many nearby heteroclinics and homoclinics in \( (2.2) \) connecting the equilibria \( X_1 \) and \( X_2 \), which directly correspond to traveling waves in the pipe flow model \( (1.1) \) exhibiting arbitrarily long transient periodic-like dynamics. Before stating our main results, we introduce the necessary terminology to specify the type of traveling waves generated by such heteroclinic and homoclinic connections.

**Remark 2.1.** We note that the pipe flow model \( (1.1) \) was also studied (and experimentally validated) in the bistable regime \( r > \frac{2}{3} \) in \[4\]. Here, the existence of traveling laminar-to-turbulent fronts and backs was also recognized (albeit formally), see Remark 2.3 for more details. However, the existence of a single or double twisted heteroclinic loop in \( (2.2) \) and the large variety of nearby homoclinic and heteroclinic structures, yielding traveling waves in \( (1.1) \) with arbitrarily long transient periodic-like dynamics, seems to not have been observed before. Global homoclinic/heteroclinic structures often act as organizing centers of chaotic dynamics \[6, 24, 52, 76\] but are incredibly difficult to verify in spatio-temporal dynamics. This makes it very remarkable that we can, mathematically rigorously and via explicit calculations, construct such an organizing center for \( (1.1) \).

### 2.1 Terminology

First, we call a traveling wave \( (2.1) \) an *impulse* of \( X_1 \) if
\[
\lim_{\xi \to \pm \infty} \left( q^*(\xi), q'_*(\xi), u_*(\xi) \right) = X_1,
\]
which corresponds to an orbit homoclinic to the equilibrium \( X_1 \) in the dynamical system \( (2.2) \). We will say that a traveling wave \( (2.1) \) has a *pulse* or a *puff* if there is a closed interval \( \xi_0 \leq \xi \leq \xi_1 \) such that, as \( \xi \) increases, the associated solution \( (q^*(\xi), q'_*(\xi), u_*(\xi)) \) to \( (2.2) \) leaves a small neighborhood of \( X_1 \), enters a small neighborhood of \( X_2 \), and then goes back to the neighborhood of \( X_1 \) where it
Figure 1: A heteroclinic loop or cycle connecting the equilibria $X_1$ and $X_2$ in the dynamical system (2.2). The forward and backward connection between the equilibria $X_1$ and $X_2$ correspond to a simple front and back solution in the pipe flow model (1.1), respectively, see Figure 2.

is found at $\xi = \xi_1$. That way, we can define $k$-fronts, $k$-backs and $k$-impulses as fronts, backs and impulses with $k$ pulses, see Figure 2. A front (back) without a pulse is called a simple front (back), whereas an impulse with a single pulse is called a simple impulse. For traveling fronts, backs or impulses the number of pulses, $k$, can be identified with the winding number of the corresponding heteroclinic or homoclinic orbits in (2.2) in a small tubular neighborhood of the heteroclinic loop, see Figure 1, with one full circumvolution corresponding to a single pulse. Thus, these orbits are called $k$-heteroclinic or $k$-homoclinic (and again simple for heteroclinics with $k = 0$ and homoclinics with $k = 1$).

2.2 Existence of a heteroclinic loop

We are now in the position to formulate our first result, which establishes a parameter regime in which the traveling-wave equation (2.2) admits a heteroclinic loop connecting the equilibria $X_1$ and $X_2$, see Figure 1.

We obtain such a heteroclinic loop by exploiting the fact that $\epsilon$, which controls the time scale separation in (1.1) between fast excursions of $q$ relative to slow recovery of $u$ after relaminarization, is a small parameter. That is, by taking the limit $\epsilon \downarrow 0$ in properly scaled versions of (2.2), we arrive at the so-called fast and slow subsystems; we note that the fast subsystem is sometimes called layer equation and the slow subsystem is referred to as reduced system, which can be slightly confusing as both subsystems effectively “reduce” the dimensionality of the problem in the singular limit $\epsilon \downarrow 0$ as we shall see below. Next, we look for parameter values for which a singular heteroclinic loop exists, which is a concatenation of orbits in these slow and fast subsystems. Geometrically piecing these orbits together yields two algebraic matching conditions in the parameters $D, \mu$ and $r$ in (2.2), which can then be explicitly solved for $D$ and $\mu$, leading to expressions $\mu_0(r)$ and $D_0(r)$, see Figure 3. An additional condition arises by requiring that the flow on the slow orbit segments is directed towards the equilibria $X_1$ and $X_2$. That is, fixing the free parameter $r > \frac{2}{3}$, we will observe that the wave speed $s$ has to satisfy $s < \min\{u_b(r), -\mu_0(r)\}$. Since the algebraic matching conditions yield $\mu_0(r) > -\frac{8}{5}$ and since we have $u_b(r) > \frac{6}{5}$, we will assume $\zeta > \frac{2}{5}$ in the following
Figure 2: Schematic depiction of the profiles of various traveling waves exhibited by the pipe flow model (1.1). The profiles exhibit sharp transitions in turbulence level $q$. Along such transitions the centerline velocity $u$ stays to leading order constant. In between the sharp transitions the turbulence level and centerline velocity evolve slowly. More precisely, in the presence of turbulence the centerline velocity slowly decreases down to the point where a new balance between turbulence and the centerline velocity is reached (corresponding to the equilibrium $X_2$ in (2.2)). On the other hand, in the absence of turbulence the centerline velocity slowly recovers up to the point where it reaches the laminar state (corresponding to the equilibrium $X_1$ in (2.2)). We note that the associated orbits in (2.2) lie in a tubular neighborhood of the heteroclinic loop depicted in Figure 1. Thus, the simple front and back depicted in the first two panels are the building blocks for the more complicated profiles depicted in the other panels.
so that the variables \( \mu \) and \( s = -\zeta - \mu \) are interchangeable. We stress that \( \zeta > \frac{2}{5} \) captures the physically relevant regime. Indeed, in [4], one finds \( \zeta = 0.79 \) for pipe flow and \( \zeta = 0.56 \) for duct flow to be in good accordance with experimental data.

Having established a singular heteroclinic loop, we can then employ Melnikov’s method and geometric singular perturbation theory, cf. [40] and references therein, to prove that, for each \( \varepsilon > 0 \) sufficiently small, an actual heteroclinic loop exists in the vicinity of the singular one for parameter values \((\mu, D)\) close to \((\mu_0(r), D_0(r))\).

The Melnikov analysis provides the technical nondegeneracy assumption \( \hat{M}(r) \neq 0 \) in terms of the function \( \hat{M}: \left( \frac{2}{3}, \infty \right) \rightarrow \mathbb{R} \), defined in (3.30). We emphasize that \( \hat{M}(r) \) consists of Melnikov integrals, which are all fully explicit in terms of \( r \), \( \varepsilon \), and \( \zeta \). Thus, the nondegeneracy assumption \( \hat{M}(r) \neq 0 \) could theoretically be verified. However, we refrain from doing so as the resulting expressions are highly involved. A numerical computation, see also the plot in Figure 11c, suggests that the assumption is in fact satisfied for all \( r > \frac{2}{3} \). On the other hand, we will theoretically establish \( \lim_{r \rightarrow \infty} \hat{M}(r) \neq 0 \), so that the assumption is rigorously satisfied for all \( r > \frac{2}{3} \) sufficiently large.

All in all, we establish the following result, which is valid in the regime of intermediate and large Reynolds number.

**Theorem 2.2.** There are smooth functions \( \mu_0: \left( \frac{2}{3}, \infty \right) \rightarrow (-\frac{8}{5}, \frac{1}{66} (3\sqrt{115} - 65)) \) and \( D_0: \left( \frac{2}{3}, \infty \right) \rightarrow (0, \infty) \) satisfying

\[
\lim_{r \downarrow \frac{2}{3}} \mu_0(r) = \frac{1}{66} (3\sqrt{115} - 65), \quad \lim_{r \rightarrow \infty} \mu_0(r) = -\frac{8}{5},
\]

and

\[
\lim_{r \downarrow \frac{2}{3}} D_0(r) = \frac{10}{363} (34 + 3\sqrt{115}), \quad \lim_{r \rightarrow \infty} D_0(r) = 0,
\]

such that for each fixed Reynolds parameter \( r > \frac{2}{3} \) satisfying \( \hat{M}(r) \neq 0 \), cf. (3.30), there exists \( \varepsilon_0(r) > 0 \) such that the following holds: for each \( \varepsilon \in (0, \varepsilon_0(r)) \) there exist a diffusion rate \( D = \hat{D}(\varepsilon, r) \) and a velocity \( \mu = \hat{\mu}(\varepsilon, r) \) such that system (2.2) admits a heteroclinic loop, which consists of a simple heteroclinic front and a simple heteroclinic back connecting the equilibria \( X_1 \) and \( X_2 \). The functions \( \hat{D}(\varepsilon, r) \) and \( \hat{\mu}(\varepsilon, r) \) are smooth in their variables and it holds

\[
\lim_{\varepsilon \downarrow 0} \hat{D}(\varepsilon, r) = D_0(r), \quad \lim_{\varepsilon \downarrow 0} \hat{\mu}(\varepsilon, r) = \mu_0(r).
\]

We emphasize that our analysis provides explicit expressions for the functions \( \mu_0(r) \) and \( D_0(r) \) in Theorem 2.2 see (3.17). Moreover, the wave speed of the orbits in the heteroclinic loop is selected through \( \hat{s}(\varepsilon, r, \zeta) = -\zeta - \hat{\mu}(\varepsilon, r) \). Noting that

\[
\lim_{\varepsilon \downarrow 0} \hat{s}(\varepsilon, r, \zeta) = -\zeta - \mu_0(r),
\]

we observe that the wave speed \( \hat{s}(\varepsilon, r, \zeta) \) can be positive or negative for all \( \varepsilon \in (0, \varepsilon_0(r)) \), depending on the values of \( r \) and \( \zeta \). That is, the heteroclinic loop can consist of a simple front recovering the laminar state and a simple back invading the laminar state, or a simple front invading the laminar
state and a simple back recovering the laminar state, depending on the values of $r$ and $\zeta$. For instance, taking $\zeta = 0.79$ as in [4], we find by (2.3) that the wave speed $\hat{s}(\varepsilon, r, \zeta)$ is negative for intermediate $r$-value close to $\frac{2}{3}$ and positive for large $r$-values. For all further details and the proof of Theorem 2.2 we refer to [3].

**Remark 2.3.** Also in [4] simple fronts and backs are constructed for the pipe flow model (1.1) in the bistable regime $r > \frac{2}{3}$ (albeit formally). One finds the same matching conditions for the existence of the associated singular forward and backward heteroclinic connecting $X_1$ with $X_2$ in (2.2), see (3.10) and (3.12). However, instead of solving this as a system of two algebraic equations in $D, \mu, r$ with respect to $D$ and $\mu$ in order to find a singular heteroclinic loop, the equations are solved separately with respect to $\mu$ leading to two solutions $\mu_1(r, D)$ and $\mu_2(r, D)$. That is, fixing free parameters $D, r > 0$, one finds a simple front and a simple back in (1.1) propagating with different speeds. These fronts and backs are then formally pieced together in [4] yielding an expanding plateau state in (1.1). We stress that such expanding states do no satisfy the definition of a traveling wave (as their profiles are not fixed), and are therefore necessarily different from the traveling-wave solutions constructed in this paper.

**Remark 2.4.** We note that given free parameters $r > \frac{2}{3}, \zeta > \frac{2}{5}$ and $0 < \varepsilon < \varepsilon_0(r)$, Theorem 2.2 selects a diffusion coefficient $D = \hat{D}(\varepsilon, r)$ and a speed $s = \hat{s}(\varepsilon, r, \zeta) = -\zeta - \hat{\mu}(\varepsilon, r)$ for which a heteroclinic loop exists. Although the selection of a wave speed by the model parameters is natural, see also [4], the selection of a diffusion coefficient indicates that the existence of a heteroclinic loop is a codimension one-phenomenon. In contrast, the traveling waves, whose profiles lie in the vicinity of the heteroclinic loop and which are constructed in upcoming Theorems 2.5 and 2.8, exist in open regions of the $(r, \zeta, D, \varepsilon)$-parameter space with only the wave speed being selected. More precisely, for any combination of model parameters $r > \frac{2}{3}, \zeta > \frac{2}{5}, \varepsilon \in (0, \varepsilon_0(r))$ and $D \in [\hat{D}(\varepsilon, r) - \delta(\varepsilon, r), \hat{D}(\varepsilon, r) + \delta(\varepsilon, r)]$, a wave speed $s$ is selected by the bifurcation curves in Figure 4.

We note that for the same parameter values there is no co-existence of the heteroclinic loop, which is established in Theorem 2.2 and corresponds to the intersection point of the bifurcation curves in Figure 4, and the traveling waves, which are established in Theorems 2.5 and 2.8 and correspond to all points on the bifurcation curves away from the intersection point in Figure 4.

### 2.3 Large Reynolds number regime

We state our first bifurcation result about the heteroclinic loop, for the case of large Reynolds number.

**Theorem 2.5.** Consider system (1.1) and let $\hat{D}(\varepsilon, r)$ and $\hat{s}(\varepsilon, r, \zeta) = -\zeta - \hat{\mu}(\varepsilon, r)$ be as in Theorem 2.2. For any $\zeta > \frac{2}{3}$ and any sufficiently large $r > \frac{2}{3}$ there exists $\varepsilon_0(r) > 0$ such that for any
\( \varepsilon \in (0, \varepsilon_0(r)) \) there exists \( \delta(\varepsilon, r) > 0 \), which depends smoothly on \( \varepsilon \) and \( r \), such that the following holds:

(i) **Simple fronts and back:** In the \((D,s)\)-parameter plane there are the smooth curves \( s = s_{i,0}(D) \), \( i = f,b \), defined on the interval \([\hat{D}(\varepsilon, r) - \delta(\varepsilon, r), \hat{D}(\varepsilon, r) + \delta(\varepsilon, r)]\), corresponding to simple fronts of speed \( s_{f,0}(D) \) and simple backs of speed \( s_{b,0}(D) \), respectively, which intersect transversely at \((\hat{D}(\varepsilon, r), \hat{s}(\varepsilon, r, \zeta))\).

(ii) **Bifurcation of 1-backs, and generation of impulses:** There are smooth curves \( s_{b,1}(D) \) and \( s_{b,\infty}(D) \), defined on \([\hat{D}(\varepsilon, r) - \delta(\varepsilon, r), \hat{D}(\varepsilon, r)]\), corresponding to 1-backs of wave speed \( s_{b,1}(D) \) and simple impulses of \( X_2 \) of wave speed \( s_{b,\infty}(D) \), respectively. Furthermore, there is a smooth curve \( s_{f,\infty}(D) \), defined on \([\hat{D}(\varepsilon, r), \hat{D}(\varepsilon, r) + \delta(\varepsilon, r)]\), of wave speeds associated with simple impulses of \( X_1 \). The curves \( s_{f,\infty}(D), s_{b,\infty}(D) \) and \( s_{b,1}(D) \) intersect at \((\hat{D}(\varepsilon, r), \hat{s}(\varepsilon, r, \zeta))\).

The statements are illustrated in Figure 4. Note that, for an open region in the \((r,\zeta,D,\varepsilon)\)-parameter space corresponding to large Reynolds numbers, we have established the existence of various heteroclinic and homoclinic structures associated with different patterns of turbulent puffs. Whereas the homoclinics of \( X_1 \) and \( X_2 \) correspond to excursions from the laminar and turbulent states, respectively, the heteroclinics describe changes between the two regimes.

In the large Reynolds number regime it follows by (2.3) and (2.6) that the selected wave speed \( \hat{s}(\varepsilon, r, \zeta) \) can be positive or negative for all \( \varepsilon \in (0, \varepsilon_0(r)) \), depending on the value of \( \zeta \). Indeed, taking \( \zeta = 0.79 \) as in [1] one finds a positive wave speed, whereas taking \( \zeta > \frac{5}{9} \) leads to a negative wave speed for sufficiently large \( r > \frac{3}{2} \) and sufficiently small \( \varepsilon > 0 \). Consequently, the fronts, backs and impulses established in Theorem 2.5 can be propagating upstream or downstream.

For the proof of Theorem 2.5 as well as the upcoming Theorem 2.8 we will follow the arguments by Bo Deng [17] and Homburg and Sandstede [32]. Note that the statements in Theorems 2.5 and 2.8 correspond directly to statements on heteroclinic and homoclinic orbits in terms of the ODE (2.2). The existence of such heteroclinic and homoclinic orbits follow from an application of Deng’s general results on the bifurcations of a single twisted (Theorem 2.5) and double twisted (Theorem 2.8) heteroclinic loop [16]. To apply Deng’s result we verify five conditions on the vector field of the ODE (2.2). Here, we use a small variation of [17, Theorem 2.1], in combination with Hypothesis 5.16 (ii)). For all further details and the proof of Theorems 2.5 and 2.8 we refer to [41].

**Remark 2.6.** We note that, in the case of positive wave speed, the upstream 1-backs are the most intricate solutions established in Theorem 2.5, which correspond to turbulent flows that almost fully relaminarize before going back again to the vicinity of the turbulent steady state \( X_2 \), just to finally leave this regime and asymptotically relaminarize again, see Figure 2(f). This may seem surprising for large \( r \), as one would rather expect the stronger concentration at the turbulent part. However, note that such an upstream 1-back does not have to be a stable object.\(^2\) Moreover, Theorem 2.5 does not imply that no other (bifurcating) traveling waves exist in (1.1), which might represent invasion of turbulence, see also Remark 2.9.

### 2.4 Intermediate Reynolds number regime

Our bifurcation result about the heteroclinic loop for the intermediate Reynolds number regime requires the following technical assumption:

\(^2\)For the general question of stability of the established traveling waves we refer to the discussion in §5.
Hypothesis 2.7. There exists $\gamma > 0$ such that the function $\tilde{M}_f: \left(\frac{2}{3}, \infty\right) \rightarrow \mathbb{R}$ defined by (3.27) satisfies $\tilde{M}_f(r) > 0$ for all $r \in \left(\frac{2}{3}, \frac{4}{3} + \gamma\right)$.

We emphasize that $\tilde{M}_f(r)$ is fully explicit in terms of $r$. Thus, Hypothesis 2.7 could theoretically be verified. However, we refrain from doing so as the resulting expressions are highly involved. A numerical computation, see also the plot in Figure 11b, suggest that one can take $\gamma = 0.0627$.

We are now in the position to formulate our bifurcation result about the heteroclinic loop for the intermediate Reynolds number regime.

Theorem 2.8. Assume Hypothesis 2.7 is satisfied and let $\tilde{D}(\varepsilon, r)$ and $\tilde{s}(\varepsilon, r, \zeta) = -\zeta - \tilde{\mu}(\varepsilon, r)$ be as in Theorem 2.2. For system (1.1), taking $\zeta > \frac{2}{3}$ and $r \in \left(\frac{2}{3}, \frac{4}{3} + \gamma\right)$, satisfying $\tilde{M}(r) \neq 0$, cf. (3.30), there exists $\varepsilon_0(r) > 0$ such that for any $\varepsilon \in (0, \varepsilon_0(r))$ there exists $\delta(\varepsilon, r) > 0$, which depends smoothly on $\varepsilon$ and $r$, such that the following holds:

(i) **Simple fronts and back:** In the $(D, s)$-parameter plane there are the smooth curves $s = s_{i, 0}(D), i = f, b$, defined on the interval $[\tilde{D}(\varepsilon, r) - \delta(\varepsilon, r), \tilde{D}(\varepsilon, r) + \delta(\varepsilon, r)]$, corresponding to simple fronts of speed $s_{f, 0}(D)$ and simple backs of speed $s_{b, 0}(D)$, respectively, which intersect transversely at $(\tilde{D}(\varepsilon, r), \tilde{s}(\varepsilon, r, \zeta))$.

(ii) **Bifurcation of $k$-fronts and $k$-backs, and generation of impulses:** There is a sequence $\{s_{f, k}(D)\}_{k=1}^{\infty}$ of smooth curves, defined on $[\tilde{D}(\varepsilon, r) - \delta(\varepsilon, r), \tilde{D}(\varepsilon, r) + \delta(\varepsilon, r)]$, corresponding to $k$-fronts of wave speed $s_{f, k}(D)$, and converging to a curve $s_{f, \infty}(D)$ of waves associated with simple impulses of $X_1$. Similarly, there is a sequence $\{s_{b, k}(D)\}_{k=1}^{\infty}$ of smooth curves, defined on $[\tilde{D}(\varepsilon, r) - \delta(\varepsilon, r), \tilde{D}(\varepsilon, r)]$, corresponding to $k$-backs of wave speed $s_{b, k}(D)$, and converging to a curve $s_{b, \infty}(D)$ of wave speeds associated with simple impulses of $X_2$. The curves $s_{f, k}(D), s_{b, k}(D), k = 1, \ldots, \infty$ intersect at $(\tilde{D}(\varepsilon, r), \tilde{s}(\varepsilon, r, \zeta))$.

The statements are illustrated in Figure 4. The key observation here is that local bifurcations along the double-twisted heteroclinic loop generate infinitely many $k$-front and $k$-back solutions for arbitrary $k \in \mathbb{N}$. These are traveling waves whose profiles exhibit $k$ well separated patches of turbulence, before converging towards fixed states at $\pm \infty$.

Here, the wave speed $\tilde{s}(\varepsilon, r, \zeta)$ can also be positive or negative for all $\varepsilon \in (0, \varepsilon_0(r))$ depending on the value of $\zeta$. Indeed, it follows by (2.3) and (2.6) that for $\zeta \in \left(\frac{2}{3}, \frac{1}{66}(65 - 3\sqrt{115})\right)$ the wave speed is positive, whereas for $\zeta > \frac{1}{66}(65 - 3\sqrt{115})$ the wave speed is negative, provided $r > \frac{2}{3}$ lies sufficiently close to $\frac{2}{3}$ and $\varepsilon > 0$ is sufficiently small. Consequently, the $k$-fronts and $k$-backs established in Theorem 2.8 can be propagating upstream or downstream, which determines whether they are invading or recovering the laminar state.

Further details, as well as the proof of Theorem 2.8 can be found in §4.

Remark 2.9. Comparing Theorems 2.5 and 2.8, it may seem rather surprising that the result in the large Reynolds number regime provides fewer bifurcating traveling waves than in the intermediate Reynolds number regime, whereas one could naively expect that a large Reynolds number leads to “more complex” pipe flow. There are several reasons that may explain why we obtain fewer bifurcating travelling waves for large Reynolds numbers here. First, the (statistical) description of fully-developed turbulence may potentially be possible with a much simpler phase space structure compared to the intermediate regime characterizing the transition from laminar to turbulent flow. Second, we stress that Theorem 2.5 does not imply that no other bifurcating traveling waves exist. Third, the pipe flow model (1.1) might exhibit intricate solutions for large Reynolds number, which
Figure 4: Bifurcation diagrams for the single twisted (a) and double twisted (b) heteroclinic loop, as found in Theorem 2.5 and Theorem 2.8 respectively. The figures show the various functions $s(D)$ in the $(D,s)$-parameter plane, along which different kinds of traveling-wave solutions to (1.1) exist. Note that in both figures the transversal intersection point of $s_{b,0}$ and $s_{f,0}$ is precisely $(\hat{D}(\varepsilon, r), \hat{s}(\varepsilon, r, \zeta))$, where $\hat{s}(\varepsilon, r, \zeta) = -\zeta - \hat{\mu}(\varepsilon, r)$, which corresponds to the heteroclinic loop established in Theorem 2.2.

are not of traveling-wave type, or which are of traveling-wave type, but do not arise as bifurcating orbits from the heteroclinic loop. Finally, as outlined in §5 the pipe flow model has been validated experimentally and numerically for the onset of turbulence and it is therefore an open question, whether it is valid in the large Reynolds number regime.

3 Proof of Theorem 2.2

The traveling-wave equation (2.2) has the structure

$$
\Psi_\xi = F_{\text{fast}}(\Psi, \Phi),
\Phi_\xi = \varepsilon F_{\text{slow}}(\Psi, \Phi),
$$

of a fast-slow dynamical system, where $\varepsilon > 0$ is a small parameter. The dynamics in such systems can geometrically be described by fast and slow subsystems that arise in the limit $\varepsilon \downarrow 0$. In our setting of the pipe flow model (1.1), the fast subsystem captures sharp interfaces, which represent a quick drop or rise in turbulence level while the centerline velocity is unaffected. On the other hand, the slow subsystem describes the dynamics of (1.1) in between these interfaces, where the turbulence and centerline velocity are ‘slaved’ to each other and evolve slowly, cf. Figure 2.

We outline our approach to constructing the desired heteroclinic loop in the fast-slow system (2.2) and proving Theorem 2.2. The first step is to geometrically assemble a singular heteroclinic loop by concatenating orbits of the fast and slow subsystems. We study the slow and fast subsystems in §3.1 and §3.2 and establish parameter regimes such that the relevant orbits exist.
Figure 5: Schematic depiction of various homoclinic and heteroclinic orbits exhibited by the traveling-wave ODE \((2.2)\) associated with the different bifurcation curves shown in Figure 4. The orbits lie in the vicinity of the heteroclinic loop depicted in Figure 1 and are in one-to-one correspondence to the traveling waves of the pipe flow model \((1.1)\) portrayed in Figure 2: (a) a simple heteroclinic from \(X_1\) to \(X_2\) (simple front), (b) a simple heteroclinic from \(X_2\) to \(X_1\) (simple back), (c) a simple homoclinic of \(X_1\) (simple impulse of \(X_1\)), (d) a 1-heteroclinic from \(X_1\) to \(X_2\) (1-front), (e) a 2-heteroclinic from \(X_1\) to \(X_2\) (2-front), (f) a 1-heteroclinic from \(X_2\) to \(X_1\) (1-back).
The construction of the singular heteroclinic loop can be found in §3.3. Subsequently, we will prove that an actual heteroclinic loop exists in the vicinity of the singular one, provided $\varepsilon > 0$ is sufficiently small. In more technical detail, finding heteroclinic connections between the equilibria $X_1$ and $X_2$ boils down to locating intersections between the stable and unstable manifolds of $X_1$ and $X_2$ in the dynamical system (2.2). Indeed, since the stable manifold of the equilibrium $X_1$ consists of all orbits in (2.2) converging to $X_1$ as $\xi \to \infty$ and the unstable manifold of $X_2$ consists of all orbits in (2.2) converging to $X_2$ as $\xi \to -\infty$, any heteroclinic connecting $X_2$ with $X_1$ must lie in the intersection of the stable manifold of $X_1$ and unstable manifold of $X_2$. Therefore, we need good mathematical control on the relevant stable and unstable manifolds. We obtain such control through geometric singular perturbation theory in §3.4, which allows us to describe the stable and unstable manifolds in terms of the fast and slow subsystems. Subsequently, we employ Melnikov’s method in §3.5 to locate intersections between the stable and unstable manifolds for $\varepsilon > 0$ sufficiently small, which yields the existence of the desired heteroclinic loop, see §3.6.

3.1 Slow subsystem

To capture the slow dynamics in the fast-slow dynamical system (2.2), we introduce the ‘stretched’ spatial coordinate $\tau = \varepsilon \xi$. In this rescaled spatial coordinate the system reads

$$
\begin{align*}
\varepsilon q_{\tau} &= p, \\
\varepsilon p_{\tau} &= D^{-1}((u + \mu)p - f(q, u; r)), \\
(u - s)u_{\tau} &= g(q, u).
\end{align*}
$$

(3.1)

Subsequently setting $\varepsilon = 0$ we arrive at the slow subsystem

$$
\begin{align*}
0 &= p, \\
0 &= f(q, u; r), \\
(u - s)u_{\tau} &= g(q, u).
\end{align*}
$$

(3.2)

We note that (3.2) is a differential-algebraic system of equations in which the dynamics is one-dimensional as the $q$-component is slaved to the $u$-component through the relation $f(q, u; r) = 0$. That is, orbits in (3.2) are confined to the nullcline

$$M_0 = \{(q, 0, u) \in \mathbb{R}^3 : f(q, u; r) = 0\},$$

which is also called critical manifold. It is the union of the line and the parabola

$$M_1 = \{(0, 0, u) : u \in \mathbb{R}\}, \quad M_2 = \{(q, 0, 2 - r + (r + 0.1)(q - 1)^2) : q \in \mathbb{R}\},$$

which intersect in the point $(0, 0, 2.1)$, see Figure 6. The parabola attains its global minimum value at the point $(1, 0, 2 - r)$. The equilibria of both the slow subsystem (3.2) and the traveling-wave equation (2.2) with $\varepsilon > 0$ are located by intersecting $M_0$ with the second nullcline, which is the hyperbola

$$H_0 = \{(q, 0, u) \in \mathbb{R}^3 : g(q, u) = 0\}.$$

As already mentioned before, one of these equilibria is $X_1 = (0, 0, 2)$ which corresponds to the laminar flow profile in (1.1). For Reynolds parameter $r > \frac{2}{3}$ we establish a second, $r$-dependent equilibrium $X_2$, which corresponds to a turbulent steady state in (1.1).
Figure 6: Portrait of the dynamics of the slow subsystem (3.2) in the plane $p = 0$ for $r > \frac{2}{3}$ and $s < 2 - r$. The dynamics is confined to the critical manifold $M_0 = M_1 \cup M_2$, which is the union of the line $M_1$ (dashed) and the parabola $M_2$ (solid). Equilibria arise at points where the nullclines $H_0$ and $M_0$ intersect. The relevant equilibria $X_1$ and $X_2$ are sinks. The blue dots on $M_0$ indicate fold points in which the flow of the slow subsystem is no longer defined. We stress that these fold points are irrelevant for our analysis as we do not consider the dynamics of (2.2) in their vicinity. We refer to [40, 48] for more background material and references on fold points.

**Lemma 3.1.** Let $D > 0$, $\mu, s \in \mathbb{R}$ and $\varepsilon \geq 0$. For each $r > \frac{2}{3}$ system (3.1) has an equilibrium $X_2 = (q_{b,+}(r), 0, u_{b}(r))$, which resides on the right branch of the parabola $M_2$. We have $u_{b}(r) \in \left(\frac{6}{5}, \frac{4}{3}\right)$ with

$$
\lim_{r \to \frac{2}{3}} u_{b}(r) = \frac{4}{3}, \quad \lim_{r \to \infty} u_{b}(r) = \frac{6}{5},
$$

and

$$
q_{b,+}(r) = 1 + \sqrt{\frac{r + u_{b}(r) - 2}{r + 0.1}} > 0.
$$

**Proof.** The hyperbola $H_0$ has one, two or three intersection points with the parabola $M_2$, depending on the value of the Reynolds parameter $r > 0$. The $u$-values of these intersection points are readily seen to correspond to the roots of the cubic polynomial

$$
K(u; r) = 40u^3 - (50r + 169)u^2 + (160r + 224)u - 120r - 96,
$$

in $u$. The discriminant of $K(u; r)$ is an upward-facing quartic polynomial in $r$ admitting two real roots, which are located at $r = -0.1$ and at $r = r_* := \frac{1}{50}(38 + 9\sqrt{3} - 9\sqrt{5}) > 0$. Thus, the transition from one to three intersection points of the hyperbola $H_0$ and the parabola $M_2$ takes place as the Reynolds parameter $r > 0$ crosses the critical value $r = r_*$. By evaluating the cubic $K(u; r)$ at $u = \frac{6}{5}$, $u = \frac{4}{3}$ and $u = 2$, these intersection points can be located with the aid of the intermediate value theorem. Thus, one finds that for each $r > 0$ there is an intersection point to the left of the line $M_1$. For $r \in (r_*, \frac{2}{3})$ there are three intersection points lying on the left branch
of the parabola $M_2$, whereas for $r > \frac{2}{3}$ there is one intersection point $X_2 = (q_{b,+}(r), 0, u_b(r))$ with $u_b(r) \in \left(\frac{6}{5}, \frac{4}{3}\right)$, which resides on the right branch of $M_2$ and satisfies (3.3), and two others located on the left branch of $M_2$, see also Figure 6. Since $u_b(r)$ is the smallest root of the cubic $K(u; r)$ for $r > r_*$ and it holds $f(q_{b,+}(r), u_b(r); r) = 0$, we arrive at (3.4). □

We require that the equilibria $X_1$ and $X_2$ are both sinks for the slow dynamics (3.2). Thus, the flow of (3.2), which is confined to the critical manifold $M_0$, must be directed towards the hyperbola $H_0$. Using that $X_2$ lies on the parabola $M_2$ with minimum $(1, 0, 2 - r)$ and $u_b(r) \in \left(\frac{6}{5}, \frac{4}{3}\right)$ holds by Lemma 3.1, one readily establishes for which $s$-values this is the case.

**Lemma 3.2.** Let $D > 0$, $r > \frac{2}{3}$ and $\mu, s \in \mathbb{R}$. The equilibria $X_1$ and $X_2$ in the slow subsystem (3.2) are sinks if and only if $s < u_b(r)$. A sufficient condition is $s < \max\{2 - r, \frac{6}{5}\}$.

As already mentioned before, the dynamics in the slow subsystem (3.2) describe the regime in the pipe flow model (1.1) in between fast drops and rises of turbulence, where turbulence and centerline velocity are slaved to each other and evolve slowly. In particular, those orbits segments in (3.2) confined to the line $M_1$, which converge to the equilibrium $X_1$, represent slow recovery of the centerline velocity in (1.1) towards the laminar profile in the absence of turbulence. On the other hand, orbit segments on the right branch of the parabola $M_2$, converging to the equilibrium $X_2$, represent a slow decrease of the centerline velocity in the presence of turbulence up to the point where a new balance between turbulence and centerline velocity, away from the laminar profile, has been reached, see also Figure 6.

### 3.2 Fast subsystem

Setting $\varepsilon = 0$ in (2.2) yields the fast subsystem or layer problem

$$
\begin{align*}
q_\xi &= p, \\
(p_\xi, q_\xi, u_\xi) &= D^{-1} ((u + \mu)p - f(q, u; r)), \\
(u_\xi, q_\xi) &= 0,
\end{align*}
$$

(3.6)

in which the variable $u$ is constant, and thus can be regarded as a parameter. More specifically, for each fixed value of the centerline velocity $u$, one has a two-dimensional dynamical system describing the evolution of the turbulence $q$ in that ‘layer’, see Figure 7. Thus, the fast subsystem (3.6) captures fast transitions in turbulence level in the pipe flow model (1.1), while the centerline velocity stays to leading order constant. In particular, the sharp interfaces of the traveling waves depicted in Figure 2 correspond to heteroclinic connections between equilibria in the fast subsystem (3.6). One observes that the equilibria of (3.6) are precisely those points on the critical manifold $M_0$.

We establish the relevant heteroclinic connections for the construction of the singular heteroclinic loop, which are the connections in the layers $u = 2$ and $u = u_b(r)$ in which the equilibria $X_1$ and $X_2$ for the full system (2.2) are located, cf. Lemma 3.1. In the layer $u = 2$ the fast subsystem (3.6) has two additional equilibria residing on the left and right branch of the parabola $M_2$, which are given by $(q_{l,\pm}(r), 0, 2)$ with

$$
q_{l,\pm}(r) = 1 \pm \sqrt{\frac{r}{r + 0.1}}.
$$

(3.7)
Moreover, in the layer $u = u_b(r)$ system (3.6) admits the additional equilibrium $(0, 0, u_b(r))$ on the line $M_1$ and the equilibrium

$$
(q_{b,-}(r), 0, u_b(r)), \quad q_{b,-}(r) = 1 - \sqrt{\frac{r + u_b(r) - 2}{r + 0.1}},
$$

on the left branch of the parabola $M_2$. Thus, we wish to establish heteroclinic connections between $X_1$ and $(q_{f,+}(r), 0, 2)$ and between $X_2$ and $(0, 0, u_b(r))$. We proceed by rescaling (3.6) so that it transforms to the well-known Nagumo (or real Ginzburg-Landau) equation for which the existence theory of heteroclinics is well-established. In particular, we obtain explicit expressions for the heteroclinic solutions, which are relevant for the Melnikov analysis in the upcoming §3.5. All in all, we arrive at the following result.

**Lemma 3.3.** Let $D > 0$, $r > \frac{2}{3}$ and $\mu, s \in \mathbb{R}$. Define $\phi: \mathbb{R} \to \mathbb{R}$ by

$$
\phi(\chi) = \frac{1}{1 + e^{-\frac{1}{2}\sqrt{2} \chi}}.
$$

If

$$
2 + \mu = \frac{1}{2} \sqrt{2D(r + 0.1)} (q_{f,+}(r) - 2q_{f,-}(r)),
$$

then the fast subsystem (3.6) admits a heteroclinic front solution

$$
X_f(\xi) = (q_{f,+}(\xi; r), p_{f,+}(\xi; r), u_f(\xi)) = \left( q_{f,+}(r) \phi \left( q_{f,+}(r) \sqrt{\frac{r + 0.1}{D}} \xi \right), q_{f,+}(\xi; r), 2 \right),
$$

connecting the hyperbolic saddles $X_1$ to $(q_{f,+}(r), 0, 2)$ within the layer $u = 2$. Moreover, if we have

$$
u_b(r) + \mu = -\frac{1}{2} \sqrt{2D(r + 0.1)} (q_{b,+}(r) - 2q_{b,-}(r)),
$$

then (3.6) possesses the heteroclinic back solution

$$
X_b(\xi) = (q_{b,+}(\xi; r), p_{b,+}(\xi; r), u_b(\xi)) = \left( q_{b,+}(r) \phi \left( -q_{b,+}(r) \sqrt{\frac{r + 0.1}{D}} \xi \right), q_{b,+}(\xi; r), u_b(\xi) \right),
$$

connecting the hyperbolic saddles $X_2$ to $(0, 0, u_b(r))$ within the layer $u = u_b(r)$.

**Proof.** Our approach is to rescale the fast subsystem (3.6) in the relevant layers, so that we arrive at the traveling-wave equation associated with the Nagumo (or real Ginzburg-Landau) equation

$$
q_t = q_{xx} + q(q - \alpha)(1 - q),
$$

with parameter $\alpha \in (0, 1]$, cf. [41]. Thus, in the rescaled variables

$$
q = q_{t,+}(r) \tilde{q}, \quad p = (q_{t,+}(r))^2 \sqrt{\frac{r + 0.1}{D}} \tilde{p}, \quad \chi = q_{t,+}(r) \sqrt{\frac{r + 0.1}{D}} \xi,
$$
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the fast subsystem \([3.6] \) in the layer \(u = 2\) reads

\[
\begin{align*}
\tilde{q}_\chi &= \tilde{p}, \\
\tilde{p}_\chi &= c_t(r, \mu, D)\tilde{p} - \tilde{q}(\tilde{q} - \alpha_t(r))(1 - \tilde{q}),
\end{align*}
\]

with parameters

\[
c_t(r, \mu, D) = \frac{2 + \mu}{q_t(r)\sqrt{D(r + 0.1)}}, \quad \alpha_t(r) = \frac{q_{t,-}(r)}{q_{t,+}(r)} \in (0, 1).
\]

We note that \((3.15)\) indeed coincides with the traveling-wave equation associated with the Nagumo equation upon substituting the traveling-wave ansatz \(q(x + ct)\) into \((3.14)\). Linearizing \((3.15)\) about its equilibria \((0, 0)\) and \((1, 0)\) we find that both are hyperbolic saddles, where we use \(\alpha_t(r) \in (0, 1)\).

We are looking for a heteroclinic connecting \((0, 0)\) and \((1, 0)\) in \((3.15)\). Inserting the parabolic ansatz \(\tilde{p} = b\tilde{q}(1 - \tilde{q})\) with \(b \in \mathbb{R}\) into \((3.15)\), one observes that such a heteroclinic exists if

\[
(3.16) \quad c_t(r, \mu, D) = \sqrt{2} \left(\frac{1}{2} - \alpha_t(r)\right),
\]

and is then explicitly given by (any translate of) \((\phi(\chi), \phi'(\chi))\). Thus, undoing the rescaling, we establish that the condition \((3.16)\) boils down to \((3.10)\), yielding the existence of the heteroclinic front solution \((3.11)\) to the fast subsystem \((3.6)\) connecting the hyperbolic saddles \(X_1\) and \((q_{t,+}(r), 0, 2)\) in the layer \(u = 2\). Using an analogous approach one finds the condition \((3.12)\) for the existence of the heteroclinic back solution \((3.13)\) in the layer \(u = u_b(r)\).

**3.3 Construction of singular heteroclinic loop**

By piecing together orbit segments of the fast and slow subsystems we construct a so-called *singular heteroclinic loop* connecting the equilibria \(X_1\) and \(X_2\). More specifically, the singular heteroclinic loop consists of four pieces. The first is the heteroclinic front connecting the equilibrium \(X_1\) to \((q_{t,+}(r), 0, 2)\) in the fast subsystem \((3.6)\), which was established in Lemma \((3.3)\) and corresponds to a sharp interface describing a quick rise in turbulence level from the laminar flow while the centerline velocity stays roughly constant. The second is the orbit segment in the slow subsystem \((3.2)\) connecting the point \((q_{t,+}(r), 0, 2)\) to the sink \(X_2\) on the right-branch of the parabola \(M_2\), which describes a gradual decrease of the centerline velocity in the presence of turbulence up to the point where a new balance between turbulence and center velocity has been reached. The third is the heteroclinic back connecting the equilibrium \(X_2\) to \((0, 0, u_b(r))\) in the fast subsystem \((3.6)\), which corresponds to a sharp interface describing a quick drop to zero turbulence level while the centerline velocity is to leading order constant. Finally, the fourth is the orbit segment in the slow subsystem \((3.2)\) connecting the point \((0, 0, u_b(r))\) to the sink \(X_1\) on the line \(M_1\), which describes a gradual recovery of the centerline velocity towards the laminar profile in the absence of turbulence. We refer to Figure \(8\) for a schematic depiction of the singular heteroclinic loop.

The existence of the singular heteroclinic loop is a direct consequence of Lemmas \((3.1)\) \((3.2)\) and \((3.3)\).
Figure 7: Both panels depict the dynamics in two layers of the fast subsystem (3.6). Equilibria arise at intersections of the critical manifold $M_0$ with the layers. In each layer we depict an orbit converging to an equilibrium on the right branch of the parabola $M_2$ as $\xi \to \infty$ (upper layer) or $\xi \to -\infty$ (lower layer), and an orbit converging to an equilibrium on the line $M_1$ as $\xi \to -\infty$ (upper layer) or $\xi \to \infty$ (lower layer). In the right panel these two orbits coincide, so that both layers possess a heteroclinic connection, which is a necessary condition for the existence of a singular heteroclinic loop.

**Corollary 3.4.** Fix a Reynolds parameter $r > \frac{2}{3}$ and a speed $s < \min\{u_b(r), -\mu_0(r)\}$. The functions $\mu_0: \left(\frac{2}{3}, \infty\right) \to \left(-\frac{8}{5}, \frac{1}{66}(3\sqrt{115} - 65)\right)$ and $D_0: \left(\frac{2}{3}, \infty\right) \to (0, \infty)$ given by

$$
\mu_0(r) = \frac{2(2q_{b,-}(r) - q_{b,+}(r)) + u_b(r)(2q_{f,-}(r) - q_{f,+}(r))}{q_{b,+}(r) - 2q_{b,-}(r) + q_{f,+}(r) - 2q_{f,-}(r)},
$$

$$
D_0(r) = \frac{2(2 - u_b(r))^2}{(r + 0.1)(2q_{b,-}(r) - q_{b,+}(r) + 2q_{f,-}(r) - q_{f,+}(r))^2},
$$

satisfy (2.3) and (2.4). Moreover, the singular heteroclinic loop connecting the equilibria $X_1$ and $X_2$ exists for $D = D_0(r)$ and $\mu = \mu_0(r)$.

**Proof.** By Lemma 3.2 the relevant orbits in the slow subsystem (3.2) exist. On the other hand, the conditions (3.10) and (3.12) for the existence of the relevant heteroclinic connections in the fast subsystem (3.6) constitute an algebraic system of equations in the parameters $r, D$ and $\mu$, which can be uniquely solved for $D = D_0(r)$ and $\mu = \mu_0(r)$. Using $u_b(r) > 2 - r$, one readily observes that

$$
q_{f,+}(r) - 2q_{f,-}(r) > 6\sqrt{\frac{5}{23}} - 1 > 1, \quad q_{b,+}(r) - 2q_{b,-}(r) > -1,
$$

for $r > \frac{2}{3}$. So, $D_0(r)$ is positive. Moreover, recalling $u_b(r) \in \left(\frac{4}{5}, \frac{1}{5}\right)$ from Lemma 3.1, we find $\mu_0(r) \in \left(-\frac{8}{5}, \frac{1}{66}(3\sqrt{115} - 65)\right)$. Finally, (3.3) yields

$$
\lim_{r \to \infty} q_{j,+(r)} = 2, \quad \lim_{r \to \infty} q_{j,-}(r) = 0, \quad j = f, b.
$$

Hence, (2.3) and (2.4) follow with the aid of (3.3) and (3.18).
Figure 8: The left panel depicts the singular heteroclinic loop consisting of the heteroclinic connections $X_f$ and $X_b$ in the fast subsystem (3.6), which are established in Lemma 3.3, and the orbit segments in the slow subsystem (3.2) on the manifold $M_0$ connecting them. The right panel depicts an actual heteroclinic loop (orange) connecting the equilibria $X_1$ and $X_2$ in system (2.2) lying in the vicinity of the singular one (black).

We emphasize that the singular heteroclinic loop is purely a geometric object and does not contain actual heteroclinic connections between the equilibria $X_1$ and $X_2$ in (2.2) (even for $\varepsilon = 0$). Indeed, such heteroclinic connections are smooth, whereas the singular heteroclinic loop has sharp edges at $(q_{f/+}(r), 0, 2)$ and $(0, 0, u_b(r))$, see Figure 8. However, we will prove in the next subsection that for $\varepsilon > 0$ sufficiently small an actual heteroclinic loop between $X_1$ and $X_2$ exists in (2.2) lying in the vicinity of the singular one.

Remark 3.5. In [4] one finds that the model parameters $D = 0.13$ and $r = 1.2$ in the pipe flow model (1.1) capture the regime where turbulence first begins to expand. It is interesting to note that $D_0(1.2) \approx 0.1286$, which yields that a singular heteroclinic loop exist for nearby parameter values upon selecting the wave speed $s = -\zeta - \mu_0(r)$. This indicates, in addition to the results in the current paper, that the existence of a heteroclinic loop in (2.2) might be intimately connected to the transition to fully turbulent flow.

3.4 Dynamics near the singular heteroclinic loop

We fix a Reynolds parameter $r > \frac{2}{3}$ and a speed $s < \min\{u_b(r), -\mu_0(r)\}$. By Corollary 3.4 there exists a singular heteroclinic loop at parameter values $\alpha = \alpha_0$, where we use the short-hand notation

$$\alpha = (D, \mu, \varepsilon), \quad \alpha_0 = \alpha_0(r) = (D_0(r), -\mu_0(r), 0).$$

In the remaining part of this section, we will prove that an actual heteroclinic loop between the equilibria $X_1$ and $X_2$ exists in the vicinity of the singular one for parameter values $\varepsilon > 0$ and $\alpha$ close to $\alpha_0$, see Figure 8. This requires knowledge about the dynamics in (2.2) near the singular heteroclinic loop. Of particular interest are the so-called stable and unstable manifolds of the equilibria $X_1$ and $X_2$. The stable manifold $W_s^\alpha(X_i)$ is the union of all orbits in (2.2) converging to
As \( \xi \to \infty \), whereas the unstable manifold \( W^u_\alpha(X_i) \) is the union of all orbits in (2.2) converging to \( X_i \) as \( \xi \to -\infty \). Thus, orbits in \( W^u_\alpha(X_1) \) and \( W^u_\alpha(X_2) \) correspond to traveling waves in the pipe flow model (1.1), whose profiles connect to the laminar state as \( \xi \to +\infty \) and \( \xi \to -\infty \), respectively. Similarly, orbits in \( W^u_\alpha(X_2) \) and \( W^u_\alpha(X_2) \) relate to traveling waves, whose profiles connect to the turbulent steady state as \( \xi \to +\infty \) and \( \xi \to -\infty \), respectively.

Clearly, heteroclinic fronts connecting \( X_1 \) with \( X_2 \) must lie in \( W^u_\alpha(X_1) \cap W^s_\alpha(X_2) \) and heteroclinic backs connecting \( X_2 \) with \( X_1 \) lie in \( W^s_\alpha(X_1) \cap W^u_\alpha(X_2) \). Thus, establishing a heteroclinic loop in (2.2) boils down to identifying parameter values \( \alpha \) for which the intersections \( W^u_\alpha(X_1) \cap W^s_\alpha(X_2) \) and \( W^s_\alpha(X_1) \cap W^u_\alpha(X_2) \) are both nonempty.

To understand how such intersections behave under perturbations, the dimension of the stable and unstable manifolds \( W^{s/u}_\alpha(X_i) \), \( i = 1, 2 \) as geometric objects is of interest. It is a basic result from dynamical systems theory that the dimension is determined by the eigenvalues of the linearization of (2.2) about the equilibrium \( X_i \). In the following lemma, we establish that, for \( \alpha \) close to \( \alpha_0 \), the linearization of (2.2) about \( X_i \) possesses two real eigenvalues of opposite sign, which are bounded away from the imaginary axis, and one real negative eigenvalue converging to 0 as \( \varepsilon \downarrow 0 \).

**Lemma 3.6** (The relative expansion of \( X_i \)). The equilibria \( X_1 \) and \( X_2 \) in (2.2) are hyperbolic and relatively expansive in the sense that the eigenvalues of the linearization of (2.2) about \( X_i \) satisfy

\[
\lambda_1(X_i) < \lambda_2(X_i) < 0 < \lambda_3(X_i), \quad \text{and} \quad \lambda_2(X_i) + \lambda_3(X_i) > 0, \quad i = 1, 2,
\]

when \( \varepsilon > 0 \) is taken sufficiently small.

**Proof.** Taking the limit \( \varepsilon \downarrow 0 \) in system (2.2), we arrive at the fast subsystem (3.6). By Lemma 3.3, the equilibria \( X_1 \) and \( X_2 \) are hyperbolic saddles in (3.6) in the layers \( u = 2 \) and \( u = u_0(r) \), respectively. Hence, for \( \varepsilon > 0 \) sufficiently small, the linearization of (2.2) about \( X_i \) possesses two real eigenvalues \( \lambda_1(X_i) \) and \( \lambda_3(X_i) \) of opposite sign, which are bounded away from 0 as \( \varepsilon \downarrow 0 \), and one real eigenvalue \( \lambda_2(X_i) \) converging to 0 as \( \varepsilon \downarrow 0 \).

Recall that upon introducing the stretched spatial coordinate \( \tau = \varepsilon \xi \), system (2.2) transforms into (3.1). Thus, the eigenvalues of the linearizations of (2.2) and (3.1) about \( X_i \) are also related through rescaling by a factor \( \varepsilon \). Taking the limit \( \varepsilon \downarrow 0 \) in system (3.1), we arrive at the slow subsystem (3.2), for which the equilibrium \( X_i \) is a sink by Lemma 3.2. Thus, provided \( \varepsilon > 0 \) is sufficiently small, the linearization of (3.1) about \( X_i \) possesses a negative eigenvalue, which stays bounded as \( \varepsilon \downarrow 0 \). Hence, this eigenvalue must be \( \varepsilon^{-1} \lambda_2(X_i) \). This proves the claim. \( \square \)

Thus, the stable manifold \( W^s_\alpha(X_i) \) is two-dimensional and the unstable manifold \( W^u_\alpha(X_i) \) is one-dimensional. The eigenvalues \( \lambda_2(X_i) \) and \( \lambda_3(X_i) \) are called the principal stable and unstable eigenvalues with corresponding principal stable and unstable eigenvectors \( e_2(X_i) \) and \( e_3(X_i) \), respectively.

We aim to establish a heteroclinic loop by perturbing off the singular one. As outlined before, the singular heteroclinic loop, which arises at \( \alpha = \alpha_0 \), is not an actual heteroclinic loop connecting the equilibria \( X_1 \) and \( X_2 \) in (2.2). Indeed, setting \( \varepsilon = 0 \) in (2.2) yields the fast subsystem (3.6) in which the dynamics is layered, so that no heteroclinic connections between \( X_1 \) and \( X_2 \) can exist. Although this seems a serious obstruction to obtain a heteroclinic loop by perturbing off the singular one, it is still possible using geometric singular perturbation theory (GSPT), cf. [22 36 40 34]. The crucial observation is that the singular heteroclinic loop is an actual heteroclinic loop connecting the sets \( M_1 \) and \( M_2 \). Indeed, at \( \alpha = \alpha_0 \), there exist, by Corollary 3.4, forward and backward heteroclinic connections between the line \( M_1 \) and the (right branch of) the parabola \( M_2 \), see Figure 9.
Figure 9: Depicted are the compact sets $K_{1,0}$ and $K_{2,0}$ of equilibria in the fast subsystem (3.6), which lie on the critical manifold $M_0$, and the heteroclinic connections $X_f$ and $X_b$, established in Lemma 3.3, connecting them.

Hence, it makes sense to define stable and unstable manifolds associated with the relevant segments in $M_1$ and $M_2$. Thus, we set

$$Z_1(u) = (0, 0, u), \quad Z_2(u) = \left(1 + \sqrt{\frac{r + u - 2}{r + 0.1}}, 0, u\right),$$

and take compact subsets

$$K_{1,0} = \{Z_1(u) : u \in U_1\} \subset M_1, \quad K_{2,0} = \{Z_2(u) : u \in U_2\} \subset M_2,$$

with $U_1, U_2 \subset \mathbb{R}$ such that the orbit segments of the singular heteroclinic loop on the line $M_1$ and on the right branch of the parabola $M_2$ are strictly contained in $K_{1,0}$ and $K_{2,0}$, respectively. The stable manifold $W^s_{\alpha_0}(K_{1,0})$ of the set $K_{1,0}$ consists of all orbits (locally) converging to $K_{1,0}$ as $\xi \to \infty$, whereas the unstable manifold $W^u_{\alpha_0}(K_{1,0})$ of the set $K_{1,0}$ consists of all orbits (locally) converging to $K_{1,0}$ as $\xi \to -\infty$. Clearly, the existence of the singular heteroclinic loop, cf. Corollary 3.4, implies that the unstable manifold $W^u_{\alpha_0}(K_{2,0})$ intersects the stable manifold $W^s_{\alpha_0}(K_{1,0})$ in system (3.6) along the heteroclinic back $X_b(\xi)$, and the unstable manifold $W^u_{\alpha_0}(K_{1,0})$ intersects $W^s_{\alpha_0}(K_{2,0})$ along the heteroclinic front $X_f(\xi)$. We prove in the upcoming sections that these intersections are transversal, i.e. the singular heteroclinic loop is nondegenerate, which is an important prerequisite for applying the results of Deng [16].

We now employ GSPT to describe the sets $K_{1,0}$ and $K_{2,0}$ and the associated stable and unstable manifolds for $\alpha$ close to $\alpha_0$. Linearizing the fast subsystem (3.6) about each equilibrium point in $K_{i,0}$ for $i = 1, 2$, yields two nonzero eigenvalues so that it is a hyperbolic saddle in the associated layers of the fast subsystem (3.6), i.e. the compact manifold $K_{i,0}$ is normally hyperbolic — the calculation is similar to the one in the proof of Lemma 3.3. GSPT now implies that the manifold $K_{i,0}$ persists as a (locally) invariant one-dimensional manifold $K_{i,\alpha}$ in system (2.2), which depends smoothly on $\alpha$, provided $\alpha$ is close to $\alpha_0$. 
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The equilibrium $X_{i} \in K_{i,0}$ is a global attractor for the dynamics of the slow subsystem (3.2) restricted to $K_{i,0}$ for $i = 1, 2$, cf. Lemma 3.2. Since $X_{i}$ is also an equilibrium of system (2.2) for $\alpha \neq \alpha_{0}$, it must serve as a global attractor for the dynamics of (2.2) restricted to the invariant manifold $K_{i,\alpha}$, too. Therefore, GSPT implies that the stable manifold $W^{s}_{\alpha}(X_{i})$ of the equilibrium $X_{i}$ in system (2.2) coincides for $\varepsilon > 0$ with the stable manifold $W^{s}_{\alpha}(K_{i,\alpha})$ of the invariant manifold $K_{i,\alpha}$ for $i = 1, 2$.

The (un)stable manifold $W^{u/s}_{\alpha}(K_{i,\alpha})$ of the invariant manifold $K_{i,\alpha}$ in (2.2) depends smoothly on $\alpha$ for $\alpha$ close to $\alpha_{0}$, and is at $\alpha = \alpha_{0}$ given by the two-dimensional union of (un)stable fibers

$$W^{u/s}_{\alpha_{0}}(K_{i,0}) = \bigcup_{a \in U_{i}} W^{u/s}_{\alpha_{0}}(Z_{i}(u)),$$

where $W^{u/s}_{\alpha_{0}}(Z_{i}(u))$ is the one-dimensional (un)stable manifold of the equilibrium $Z_{i}(u) \in K_{i,0}$ of the fast subsystem (3.6). Clearly, this implies that $W^{u/s}_{\alpha}(K_{i,\alpha})$ is a two-dimensional geometric object.

### 3.5 Melnikov analysis

As outlined in the previous subsection, our approach is to establish a heteroclinic loop in (2.2) by identifying parameter values $\alpha$ close to $\alpha_{0}$ for which intersections between $W^{u}_{\alpha}(X_{1})$ and $W^{s}_{\alpha}(X_{2})$ and between $W^{s}_{\alpha}(X_{1})$ and $W^{u}_{\alpha}(X_{2})$ exist, where we exploit that $W^{s}_{\alpha}(X_{i})$, $i = 1, 2$ coincides with the stable manifold $W^{s}_{\alpha}(K_{i,\alpha})$ of the locally invariant set $K_{i,\alpha}$ for $\varepsilon > 0$.

To locate such intersections we employ Melnikov’s method, cf. [31, 46, 53, 74]. Let us introduce the necessary mathematical framework, see also Figure 10. Thus, let $\Sigma$ be a plane perpendicular to the heteroclinic front $X_{f}(\xi)$ at $\xi = 0$. Then, the one-dimensional unstable manifold $W^{u}_{\alpha_{0}}(X_{1})$ intersects $\Sigma$ transversely at $X_{f}(0)$. Hence, by smooth dependency on parameters, there exists a unique intersection point $X^{u}_{\alpha}$ between $W^{u}_{\alpha}(X_{1})$ and $\Sigma$ for $\alpha$ close to $\alpha_{0}$ satisfying $X^{u}_{\alpha_{0}} = X_{f}(0)$. On the other hand, by (3.19) the intersection of the two-dimensional stable manifold $W^{s}_{\alpha_{0}}(K_{2,0})$ with $\Sigma$ is a curve through the point $X_{f}(0)$ parameterized by $u$. Consequently, the vector $e_{f} = (-p_{1}'(0; r), q_{1}'(0; r), 0) \in \Sigma$, which is perpendicular to the tangent vector $X_{f}'(0)$, is transverse to the tangent vector of the curve $\Sigma \cap W^{s}_{\alpha_{0}}(K_{2,0})$ at $X_{f}(0)$. Moreover, by smooth dependency on parameters, $\Sigma \cap W^{s}_{\alpha}(K_{2,0})$ is also a one-dimensional curve depending smoothly on $\alpha$ for $\alpha$ close to $\alpha_{0}$. So, the line $t_{\alpha} \subset \Sigma$ through $X^{u}_{\alpha}$ parallel to $e_{f}$ intersects the curve $\Sigma \cap W^{s}_{\alpha}(K_{2,0})$ in a unique point $X^{s}_{\alpha}$ provided $\alpha$ is close to $\alpha_{0}$, with $X^{s}_{\alpha_{0}} = X_{f}(0)$. We have

$$X^{u}_{\alpha} - X^{s}_{\alpha} = Q_{f}(\alpha; r)e_{f},$$

for some smooth function $Q_{f}: U \times (\frac{2}{3}, \infty) \rightarrow \mathbb{R}$, where $U \subset \mathbb{R}^{3}$ is a small neighborhood of $\alpha_{0}$.

The roots of this so-called Melnikov function $Q_{f}(\cdot; r)$ coincide with the parameter values $\alpha$ for which an intersection of the unstable manifold $W^{u}_{\alpha}(X_{1})$ with the stable manifold $W^{s}_{\alpha}(K_{2,0})$ exists. Since we have $W^{s}_{\alpha}(K_{2,0}) = W^{s}_{\alpha}(X_{2})$ for $\varepsilon > 0$, such an intersection for $\varepsilon > 0$ thus yields a heteroclinic front in (2.2) connecting the equilibrium $X_{1}$ to $X_{2}$. Analogously, one constructs a Melnikov function $Q_{b}(\cdot; r)$, whose roots for $\varepsilon > 0$ correspond to the parameter values $\alpha$ for which an intersection of the unstable manifold $W^{u}_{\alpha}(X_{2})$ with the stable manifold $W^{s}_{\alpha}(K_{1,0}) = W^{s}_{\alpha}(X_{1})$ exists, yielding a heteroclinic back in (2.2) connecting $X_{2}$ to $X_{1}$.

Hence, to establish a heteroclinic loop one must solve $Q_{f}(\alpha; r) = 0 = Q_{b}(\alpha; r)$ with $\alpha = (D, \mu, \varepsilon)$ and $\varepsilon > 0$. Our approach in [3, 6] will be to apply the implicit function theorem and show
that these two equations can be solved for the parameters $D$ and $\mu$ for $\alpha$ close to $\alpha_0 = \alpha_0(r)$ yielding functions $D(\varepsilon;r)$ and $\mu(\varepsilon;r)$ with $D(0;r) = D_0(r)$ and $\mu(0;r) = \mu_0(r)$. To verify the conditions for the implicit function theorem, one needs to compute the derivatives of $Q_j(\alpha_0(r);r)$ and $\mu Q_l/b(\alpha_0(r);r)$. Moreover, we later need the signs of $\partial D Q_l/b(\alpha_0(r);r)$ and $\partial \mu Q_l/b(\alpha_0(r);r)$ to determine whether the heteroclinic loop is single or double twisted, as elaborated in the proofs of Theorems 2.5 and 2.8 in §4.

We write the dynamical system (2.2) in the abstract form

$$\partial X = F(X;\alpha, r),$$

with $F: \mathbb{R}^3 \times \mathcal{U} \times (\frac{2}{3}, \infty) \to \mathbb{R}^3$. Following [31] [46] [53], one finds that the derivatives of $Q_j(\alpha; r)$ are explicitly given by the so-called Melnikov integrals

$$\partial_t Q_j(\alpha_0(r);r) = - \int_{\mathbb{R}} \Psi_j(\xi;r) \cdot \partial_t F(X_j(\xi);\alpha_0(r), r) d\xi, \quad i = D, \mu, j = f, b,$$

where $\Psi_j(\xi;r)$ is the solution to the adjoint variational equation

$$\partial_t \Psi = - (\partial_X F(X_j(\xi);\alpha_0(r), r))^T \Psi,$$

about the heteroclinic $X_j(\xi)$ with initial condition $\Psi_j(0;r) = e_j$. One readily checks that

$$\Psi_f(\xi;r) = e^{-\frac{\mu_j(r)}{\mu_0(r)} \xi} \left( -p_f(\xi), p_f(\xi;r), 0 \right), \quad \Psi_b(\xi;r) = e^{-\frac{\mu_j(r)}{\mu_0(r)} \xi} \left( -p_b(\xi), p_b(\xi;r), 0 \right),$$

cf. (3.11) and (3.13). We compute the Melnikov integrals (3.20) in §3.5.1 and §3.5.2.

Figure 10: The left panel shows the equilibria $X_1$ and $X_2$ on the critical manifold $M_0$ in the dynamical system (2.2). A top view of the section $\Sigma$, which is perpendicular to the heteroclinic front $X_f(\xi)$ at $\xi = 0$, is depicted in the right panel. The one-dimensional unstable manifold $W^u_\alpha(X_1)$ intersects $\Sigma$ transversally in a unique point $X^u_\alpha$ satisfying $X^u_{\alpha_0} = X_f(0)$. Moreover, the two-dimensional stable manifold $W^s_\alpha(X_2)$ intersects $\Sigma$ in a curve (orange). The vector $e_f$ is transversal to the curve $W^s_\alpha(X_2) \cap \Sigma$ (dashed) at the point $X_f(0)$. The line $\ell_\alpha$ through $X^s_\alpha$ is parallel to $e_f$ and intersects $W^s_\alpha(X_2) \cap \Sigma$ in the point $X^s_\alpha$, where $X^s_{\alpha_0} = X^s_{\alpha_0} = X_f(0)$. The Melnikov function $Q_l(\alpha)$ measures the distance between the points $X^s_\alpha$ and $X^u_\alpha$.  
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To apply the theory of Deng and prove Theorems 2.5 and 2.8 we need to show that the singular heteroclinic loop satisfies certain twisting conditions. That is, we need to understand the orientation of the intersection of the two-dimensional unstable manifold $W^u_{\alpha_0}(K_{1,0})$ with the two-dimensional stable manifold $W^s_{\alpha_0}(K_{2,0})$ along the heteroclinic front $X_t(\xi)$ in the fast subsystem (3.6), and similarly for the intersection of $W^u_{\alpha_0}(K_{2,0})$ with $W^s_{\alpha_0}(K_{1,0})$ along the heteroclinic back $X_b(\xi)$. Since $u$ can be regarded as a parameter in the fast subsystem (3.6), the problem reduces to the study of the Melnikov functions $Q_t(u, D, \mu)$ associated with the heteroclinic connections $X_t(\xi)$ and $X_b(\xi)$ in the two-dimensional system

$$
q_\xi = p, \\
p_\xi = D^{-1}((u + \mu)p - f(q, u; r)),
$$
arising at $(u, D, \mu) = (u_t(r), D_0(r), \mu_0(r))$, with $u_t(r) = 2$, and at $(u, D, \mu) = (u_b(r), D_0(r), \mu_0(r))$, respectively. We proceed as before. Thus, we write the dynamical system (3.22) in the abstract form

$$
\partial_\xi Y = F(Y; u, D, \mu, r),
$$
with $F: \mathbb{R}^2 \times \mathbb{R} \times \mathcal{V} \times (\mathbb{Z}, \infty) \to \mathbb{R}^2$, where $\mathcal{V} \subset \mathbb{R}^2$ is a small neighborhood of $(D_0(r), \mu_0(r))$, and find that the associated derivatives are explicitly given by

$$
\partial_t Q_j(u_j(r), D_0(r), \mu_0(r); r) = -\int_{\mathbb{R}} \tilde{\Psi}_j(\xi; r) \cdot \partial_t F(Y_j(\xi); u_j(r), D_0(r), \mu_0(r), r) d\xi,
$$
for $i = u, D, \mu$ and $j = f, b$ with

$$
\tilde{\Psi}_f(\xi; r) = e^{-\frac{\mu_0(r)+2}{D_0(r)}\xi} \left(-p'_f(\xi), q'_f(\xi; r)\right), \quad \tilde{\Psi}_b(\xi; r) = e^{-\frac{\mu_0(r)+u_b(r)}{D_0(r)}\xi} \left(-p'_b(\xi), q_b(\xi; r)\right).
$$
Clearly, it holds

$$
\partial_t Q_j(u_j(r), D_0(r), \mu_0(r); r) = \partial_t Q_j(\alpha_0(r); r),
$$
for $i = D, \mu$ and $j = f, b$, cf. (3.20). Thus, it remains to determine $\partial_t Q_j(u_j(r), D_0(r), \mu_0(r); r)$, whose computation can also be found in the upcoming sections 3.5.1 and 3.5.2.

### 3.5.1 Computation of Melnikov integrals along the heteroclinic front

Using (3.20) and (3.21) we compute

$$
\partial_\mu Q_t(\alpha_0(r); r) = -\int_{\mathbb{R}} e^{-\frac{\mu_0(r)+2}{D_0(r)}\xi} p_t(\xi; r)^2 \frac{q_{t,+}(r)^2(r + 0.1)}{D_0(r)^2} \widetilde{M}_t(r),
$$
with

$$
\tilde{\Psi}_t(\xi) = -\frac{q_+(r)D_0(r)\sqrt{2}(q_+(r) - 2q_-(r))}{2(\mu_0(r) + 2)} \int_{\mathbb{R}} e^{-\sqrt{2}\left(\frac{1}{2} - \frac{q_-(r)}{q_+(r)}\right)\chi} \phi'(\chi)^2 d\chi < 0.
$$
Moreover, using (3.10), (3.11), (3.20) and (3.21) we obtain
\[
\partial_D Q_f(\alpha_0(r); r) = \int_{\mathbb{R}} \frac{p_t(\xi; r) \left( (\mu_0(r) + 2)p_t(\xi; r) - q_t(\xi; r)(r - (r + 0.1)(q_t(\xi; r) - 1)^2) \right)}{e^{\frac{\mu_0(r)+2}{\mu_0(r)} \xi} D_0(r)^2} d\xi
\]
\[
= \frac{q_{t,+}(r)^2(r + 0.1)}{D_0(r)^2} M_f(r),
\]
with
\[
M_f(r) = \frac{q_{t,+}(r)}{2} \sqrt{2} (q_{t,+}(r) - 2q_{t,-}(r)) \int_{\mathbb{R}} e^{-\sqrt{2} \left( \frac{1}{2} \frac{q_{t,-}(r)}{q_{t,+}(r)} \right) \chi} \phi(\chi)^2 d\chi
\]
\[
\qquad + \frac{0.1}{r + 0.1} \int_{\mathbb{R}} e^{-\sqrt{2} \left( \frac{1}{2} \frac{q_{t,-}(r)}{q_{t,+}(r)} \right) \chi} \phi(\chi) \phi(\chi) d\chi - 2q_{t,+}(r) \int_{\mathbb{R}} e^{-\sqrt{2} \left( \frac{1}{2} \frac{q_{t,-}(r)}{q_{t,+}(r)} \right) \chi} \phi(\chi)^2 d\chi
\]
\[
\qquad + q_{t,+}(r)^2 \int_{\mathbb{R}} e^{-\sqrt{2} \left( \frac{1}{2} \frac{q_{t,-}(r)}{q_{t,+}(r)} \right) \chi} \phi(\chi) \phi(\chi)^3 d\chi.
\]

(3.26)

Although the integrals in \( M_f(r) \) can be computed explicitly, we refrain from doing so as the obtained expressions are highly involved. Instead, we determine \( M_f(r) \) in the limit \( r \to \infty \). Using (3.3) and (3.18) we find
\[
\lim_{r \to \infty} M_f(r) = \frac{1}{3}.
\]

Hence, for \( r > \frac{2}{3} \) sufficiently large, \( \partial_D Q_f(\alpha_0(r); r) \) is positive. The plot in Figure 11a suggests that \( \partial_D Q_f(\alpha_0(r); r) \) is in fact positive for all \( r > \frac{2}{3} \).

As outlined in §3.5, the third Melnikov integral to compute along the heteroclinic front is \( \partial_u Q_f(u_t(r), D_0(r), \mu_0(r); r) \). Thus, using (3.10), (3.11), (3.23) and (3.24) we obtain
\[
\partial_u Q_f(u_t(r), D_0(r), \mu_0(r); r) = -\int_{\mathbb{R}} \frac{e^{-\frac{\mu_0(r)+2}{\mu_0(r)} \xi} p_t(\xi; r) (p_t(\xi; r) - q_t(\xi; r))}{D_0(r)} d\xi = \frac{q_{t,+}(r)^2}{D_0(r)} \tilde{M}_f(r),
\]
with
\[
\tilde{M}_f(r) = -q_{t,+}(r) \sqrt{\frac{r + 0.1}{D_0(r)}} \int_{\mathbb{R}} e^{-\sqrt{2} \left( \frac{1}{2} \frac{q_{t,-}(r)}{q_{t,+}(r)} \right) \chi} \phi(\chi)^2 d\chi
\]
\[
\qquad + \int_{\mathbb{R}} e^{-\sqrt{2} \left( \frac{1}{2} \frac{q_{t,-}(r)}{q_{t,+}(r)} \right) \chi} \phi(\chi) \phi(\chi) d\chi.
\]

(3.27)

Again, we refrain from computing \( \tilde{M}_f(r) \) explicitly, and determine its value in the limit \( r \to \infty \). Using (2.4), (3.3) and (3.18) we find
\[
\lim_{r \to \infty} \tilde{M}_f(r) = -\infty.
\]

Hence, for \( r > \frac{2}{3} \) sufficiently large, \( \partial_u Q_f(u_t(r), D_0(r), \mu_0(r); r) \) is negative. Numerical computations, see also the plot in Figure 11b, suggest that \( \partial_u Q_f(u_t(r), D_0(r), \mu_0(r); r) \) is negative for all \( r > 0.72946 \), whereas it is positive for \( r \in (\frac{2}{3}, 0.72946) \), see also Hypothesis 2.7.
3.5.2 Computation of Melnikov integrals along the heteroclinic back

Using (3.20) and (3.21) we compute

$$
\partial_D Q_b(\alpha_0(r); r) = - \int_\mathbb{R} e^{-\mu_0(r) + u_b(r)} \frac{p_b(\xi; r)}{D_0(r)} \frac{q_{b,+}(r)^2(r + 0.1)}{D_0(r)^2} M_b(r),
$$

with

$$
\tilde{M}_b(r) = - q_{b,+}(r) \sqrt{2} \left(q_{b,+}(r) - 2q_{b,-}(r)\right) \int_\mathbb{R} e^{-\sqrt{2} \left(\frac{1 - q_{b,-}(r)}{q_{b,+}(-r)}\right) \chi} \phi'(-\chi)^2 \mathrm{d}\chi < 0.
$$

Moreover, using (3.12), (3.13), (3.20) and (3.21) we arrive at

$$
\partial_D Q_b(\alpha_0(r); r) = \int_\mathbb{R} \frac{p_b(\xi; r) \left((\mu_0(r) + u_b(r))p_b(\xi; r) - q_b(\xi; r) \left(r - (r + 0.1)(q_b(\xi; r) - 1)^2\right)\right)}{e^{-\mu_0(r) + u_b(r)} \xi D_0(r)^2} \mathrm{d}\xi
$$

$$
= q_{b,+}(r)^2(r + 0.1) \frac{M_b(r)}{D_0(r)^2}.
$$
with

\[ M_b(r) = -\frac{q_{b,+}(r)}{2} \sqrt{2} (q_{b,+}(r) - 2q_{b,-}(r)) \int_{\mathbb{R}} e^{-\sqrt{2} \left( \frac{1}{2} - \frac{q_{b,-}(r)}{q_{b,+}(r)} \right)} \phi'(\chi)^2 d\chi \\
+ \frac{u_b(r) - 2.1}{r + 0.1} \int_{\mathbb{R}} e^{-\sqrt{2} \left( \frac{1}{2} - \frac{q_{b,-}(r)}{q_{b,+}(r)} \right)} \phi'(\chi) \phi(\chi) d\chi \\
+ 2q_{b,+}(r) \int_{\mathbb{R}} e^{-\sqrt{2} \left( \frac{1}{2} - \frac{q_{b,-}(r)}{q_{b,+}(r)} \right)} \phi'(\chi) \phi(\chi)^2 d\chi \\
- q_{b,+}(r)^2 \int_{\mathbb{R}} e^{-\sqrt{2} \left( \frac{1}{2} - \frac{q_{b,-}(r)}{q_{b,+}(r)} \right)} \phi'(\chi) \phi(\chi)^3 d\chi. \]

\( (3.29) \)

Again, we proceed by computing \( M_b(r) \) in the limit \( r \to \infty \). Using \( (3.3) \) and \( (3.18) \) we find

\[ \lim_{r \to \infty} M_b(r) = -\frac{1}{3}. \]

Hence, for \( r > \frac{2}{3} \) sufficiently large, \( \partial_D Q_b(\alpha_0(r); r) \) is negative.

For establishing a nondegenerate heteroclinic loop via the implicit function theorem in the upcoming \( (3.6) \) one requires that the Jacobi matrix \( (\partial_D, \mu, Q_f(\alpha_0(r); r)) \) associated with the algebraic system of equations \( Q_f(\alpha; r) = 0 \) is invertible, which is the case precisely if the quantity

\[ \tilde{M}(r) := \frac{\partial D Q_b(\alpha_0(r); r)}{\partial \mu Q_b(\alpha_0(r); r)} - \frac{\partial D Q_f(\alpha_0(r); r)}{\partial \mu Q_f(\alpha_0(r); r)} = \frac{M_b(r)}{M_f(r)} - \frac{M_f(r)}{\tilde{M}_f(r)}, \]

\( (3.30) \)

is non-zero. For sufficiently large \( r > \frac{2}{3} \), it follows rigorously by the previous observations that \( \tilde{M}(r) \) is positive, and hence non-zero. On the other hand, the plot in Figure \( 11c \) suggests that \( \tilde{M}(r) \) is in fact non-zero for all \( r > \frac{2}{3} \), which indicates that the nondegeneracy hypothesis \( \tilde{M}(r) \neq 0 \) is always satisfied.

The last Melnikov integral to compute along the heteroclinic back is \( \partial_u Q_b(u_b(r), D_0(r), \mu_0(r); r) \). Thus, using \( (3.23) \) and \( (3.24) \) we obtain

\[ \partial_u Q_b(u_b(r), D_0(r), \mu_0(r); r) = -\int_{\mathbb{R}} e^{-\frac{\mu_0(r) + u_b(r)}{D_0(r)}} \xi p_b(\xi; r) \frac{(p_b(\xi; r) - q_b(\xi; r))}{D_0(r)} d\xi. \]

It directly follows from \( (3.13) \) that \( q_b(\xi; r) \) is a monotonically decreasing back connecting \( q = q_{b,+}(r) > 0 \) with \( q = 0 \). Hence, the Melnikov integral \( \partial_u Q_b(u_b(r), D_0(r), \mu_0(r); r) \) is negative for all \( r > \frac{2}{3} \).

### 3.6 Establishing the heteroclinic loop

We can now use the Melnikov computations of the previous subsection to establish the existence of heteroclinic loops for \( \varepsilon > 0 \) sufficiently small and particular parameter combinations \( (\tilde{D}(\varepsilon, r), \tilde{\mu}(\varepsilon, r)) \). The heteroclinic loop is a critical dynamical object about which the dynamics are organized; in particular, its existence formalizes the occurrence of turbulent puffs, as transitions from the laminar to the turbulent state and back. The nondegeneracy of the heteroclinic loop guarantees the continuation of such heteroclinic connections along different parameter curves, yielding
a large variety of traveling waves exhibiting turbulent patches, see Theorems 2.5 and 2.8 and their proofs in the upcoming §4.

**Lemma 3.7** (Existence of heteroclinic loop). Let \( r > \frac{2}{3} \) be such that \( \hat{M}(r) \neq 0 \). Then, there exists \( \varepsilon_0(r) > 0 \) such that for each \( \varepsilon \in (0, \varepsilon_0(r)) \) there is a parameter combination \( \alpha(\varepsilon; r) = (\tilde{D}(\varepsilon, r), \tilde{\mu}(\varepsilon, r), \varepsilon) \) such that the ODE \((2.2)\) has a heteroclinic loop, i.e., it possesses both a heteroclinic orbit \( X_f^\varepsilon \) from \( X_1 \) to \( X_2 \) and a heteroclinic orbit \( X_b^\varepsilon \) from \( X_2 \) to \( X_1 \). The stable manifold \( W^s_{\alpha(\varepsilon; r)}(K_2, \alpha(\varepsilon; r)) \) and the unstable manifold \( W^u_{\alpha(\varepsilon; r)}(K_1, \alpha(\varepsilon; r)) \) intersect transversally along \( X_f^\varepsilon \), and similarly \( W^s_{\alpha(\varepsilon; r)}(K_1, \alpha(\varepsilon; r)) \) and \( W^u_{\alpha(\varepsilon; r)}(K_2, \alpha(\varepsilon; r)) \) intersect transversally along \( X_b^\varepsilon \). Finally, the functions \( \tilde{D}(\varepsilon, r) \) and \( \tilde{\mu}(\varepsilon, r) \) are smoothly dependent on their parameters and satisfy \((2.5)\).

**Proof.** Note that the persistence of the stable and unstable manifolds about the singular limit \( \varepsilon = 0 \) is discussed in §3.4. In addition, we have already established there that, for \( \alpha_0 = (0, \mu_0(r), 0) \), the one-dimensional unstable manifold \( W^u_{\alpha_0}(X_1) \) intersects the two-dimensional stable manifold \( W^s_{\alpha_0}(K_2,0) \) along the heteroclinic front solution \( X_f(\xi) = (q_1(\xi; r), p_1(\xi; r), 0) \) which implies that, due to the fibering \((3.19)\), the two-dimensional unstable manifold \( W^u_{\alpha_0}(K_1,0) \) intersects \( W^s_{\alpha_0}(K_2,0) \) along the heteroclinic front. Similarly, at \( \alpha = (0, \mu_0(r), 0) \) the one-dimensional unstable manifold \( W^u_{\alpha_0}(X_2) \), which is contained in the two-dimensional unstable manifold \( W^u_{\alpha_0}(K_2,0) \), intersects the two-dimensional stable manifold \( W^s_{\alpha_0}(K_1,0) \) in system \((3.6)\) along the heteroclinic back solution \( X_b(\xi) = (q_b(\xi; r), p_b(\xi; r), 0) \).

We can construct the continuation of the intersections of these manifolds for \( \varepsilon > 0 \) sufficiently small via Melnikov’s method, using the computations in §3.5 since \( \partial_\mu Q_1(\alpha_0(r); r) \neq 0 \), we conclude with the implicit function theorem that the solutions of \( Q_1(\alpha; r) = 0 \) can be expressed as a function \( \mu = \mu_0(D, \varepsilon) \), near \( \alpha_0 = (D, \mu_0(r), 0) \), such that \( \mu_0(D_0(r); 0) = \mu_0(r) \). In particular, the continuation of the front heteroclinic, as an intersection of \( W^u_{\alpha}(X_1) \) and \( W^s_{\alpha}(K_2,0) = W^s_{\alpha}(X_2) \), is established for the parameter values \( \alpha = (D, \mu_0(D; \varepsilon), \varepsilon) \) with \( \varepsilon > 0 \). The connection between \( W^u_{\alpha}(X_2) \) and \( W^s_{\alpha}(K_2,0) \) can be established analogously by recalling from §3.5 that \( \partial_\mu Q_b(\alpha_0(r); r) \neq 0 \), yielding a function \( \mu = \mu_0(D; \varepsilon) \) satisfying \( \mu_0(D_0(r); 0) = \mu_0(r) \).

Additionally, by the fact that \( \hat{M}(r) \neq 0 \), we know, by the implicit function theorem, that

\[
\frac{\partial \mu_0(D_0(r); 0)}{\partial D} \frac{\partial D}{\partial \mu_0} = \frac{\partial D}{\partial \mu_0} Q_1(\alpha_0(r); r) \neq \frac{\partial D}{\partial \mu_0} Q_b(\alpha_0(r); r) = \frac{\partial \mu_0(D_0(r); 0)}{\partial D}.
\]

Hence, provided \( \varepsilon > 0 \) is sufficiently small, the curves \( \mu_0(\cdot; \varepsilon) \) and \( \mu_0(\cdot; \varepsilon) \) in the \((\mu, D)\)-parameter plane intersect transversely near \( (D_0(r), \mu_0(r)) \) at some point \( (\tilde{D}(\varepsilon, r), \tilde{\mu}(\varepsilon, r)) \), where we have a heteroclinic loop of trajectories \( X_f^\varepsilon \) from \( X_1 \) to \( X_2 \) and \( X_b^\varepsilon \) from \( X_2 \) to \( X_1 \). By the implicit function theorem the functions \( \tilde{D}(\varepsilon, r) \) and \( \tilde{\mu}(\varepsilon, r) \) depend smoothly on their variables.

Let \( \alpha(\varepsilon; r) = (\tilde{D}(\varepsilon, r), \tilde{\mu}(\varepsilon, r), \varepsilon) \). Note that \( \hat{M}(r) \neq 0 \) implies that the Jacobi matrix

\[
\begin{pmatrix}
\partial_\varepsilon Q_1(\alpha(\varepsilon; r); r) & \partial_D Q_1(\alpha(\varepsilon; r); r) \\
\partial_\varepsilon Q_b(\alpha(\varepsilon; r); r) & \partial_D Q_b(\alpha(\varepsilon; r); r)
\end{pmatrix}
\]

is invertible for \( \varepsilon > 0 \) sufficiently small. Hence, the transverse crossing of the stable and unstable manifolds \( W^u_{\alpha(\varepsilon; r)}(K_1, \alpha(\varepsilon; r)) \) and \( W^s_{\alpha(\varepsilon; r)}(K_2, \alpha(\varepsilon; r)) \) along the heteroclinic front \( X_f^\varepsilon \) follows. Similarly, \( W^u_{\alpha(\varepsilon; r)}(K_2, \alpha(\varepsilon; r)) \) and \( W^s_{\alpha(\varepsilon; r)}(K_1, \alpha(\varepsilon; r)) \) intersect transversely along the heteroclinic back \( X_b^\varepsilon \).

We note that the proof of Theorem 2.2 follows directly from Corollary 3.4 and the above Lemma 3.7.
4 Proofs of Theorems 2.5 and 2.8

We wish to apply Deng’s general results [16] on the bifurcations of a single twisted and double twisted heteroclinic loop in order to prove Theorems 2.5 and 2.8, respectively. To do so, we must verify five conditions for the heteroclinic loop obtained in Lemma 3.7, see also [17, Theorem 2.1]. In this section, we will establish those conditions one by one.

The first condition concerns the relative expansion of the equilibria $X_1$ and $X_2$ of the heteroclinic loop and is already given by our statement in Lemma 3.6. The second condition is the transverse crossing of the stable and unstable manifolds $W^s_{\sigma_\varepsilon}(K_i,\alpha_{\varepsilon;r})$, $i = 1, 2$ along the heteroclinic connections $X^r_i$ and $X^s_i$, which was established in Lemma 3.7. The third condition concerns the nondegeneracy of the heteroclinic loop, which is the content of the following lemma.

**Lemma 4.1** (Nondegeneracy of heteroclinic loop). Assume Hypothesis 2.7 is satisfied. There exists $r_0 > \frac{2}{3}$ such that for $r \in (\frac{2}{3}, \frac{2}{3} + \gamma) \cup (r_0, \infty)$ the heteroclinic loop established in Lemma 3.7 is nondegenerate in the sense that:

(i) the heteroclinic front $X^r_1(\xi)$ is asymptotically tangent to the principal stable eigenvector $e_2(X_2)$ of $X_2$ as $\xi \to \infty$, and the principal unstable eigenvector $e_3(X_1)$ of $X_1$ as $\xi \to -\infty$, respectively, and the same holds true for the heteroclinic back $X^s_2(\xi)$ with $X_2$ and $X_1$ interchanged;

(ii) the strong inclination conditions

$$\lim_{\xi \to -\infty} TX^r_1(\xi)W^s_{\alpha_{\varepsilon;r}}(X_2) = TX_1W^u_{\alpha_{\varepsilon;r}}(X_1) + TX_1W^{ss}_{\alpha_{\varepsilon;r}}(X_1),$$

are met, where $T_pW$ denotes the tangent space of a manifold $W$ at the base point $p \in W$ and $W^s_{\alpha_{\varepsilon;r}}(X_1)$, $W^u_{\alpha_{\varepsilon;r}}(X_1)$, and $W^{ss}_{\alpha_{\varepsilon;r}}(X_1)$ are the (two-dimensional) stable, (one-dimensional) unstable and (one-dimensional) strong stable manifolds, respectively. Similarly, we have

$$\lim_{\xi \to -\infty} TX^r_1(\xi)W^s_{\alpha_{\varepsilon;r}}(X_1) = TX_2W^u_{\alpha_{\varepsilon;r}}(X_2) + TX_2W^{ss}_{\alpha_{\varepsilon;r}}(X_2).$$

**Proof.** (i) Convergence along the principal stable eigenvector $e(X_2)$ for the heteroclinic front can be derived by observing that $X^r_1$ is, by continuity, not contained in the strong stable manifold $W^{ss}_{\alpha_{\varepsilon;r}}(X_2)$, because $W^{ss}_{\alpha_{\varepsilon;r}}(X_2)$ lies in the layer $u = u_0(r)$ in the fast subsystem (3.6), whereas the orbit of $X^r_1$ approaches the singular heteroclinic front as $\varepsilon \downarrow 0$, which consists of the heteroclinic $X_1$ in the fast subsystem (3.6) in the layer $u = 2$ and the slow orbit segment in the slow subsystem (3.2) connecting $(q_f(r), 0, 2)$ with $X_2$, cf. Figure 3. Convergence along the principal unstable eigenvector of $X_1$ follows directly from the fact that the linearization about the equilibrium $X_1$ has only one unstable eigenvalue, cf. Lemma 3.6. The statement for the heteroclinic back is obtained analogously.

(ii) For showing the strong inclination property, we can use

$$\partial_u Q_j(u_j(r), D_0(r), \mu_0(r); r) \neq 0,$$

for $j = f,b$, which follows from the analysis in [3,5] in combination with Hypothesis 2.7 for $r \in (\frac{2}{3}, \frac{2}{3} + \gamma) \cup (r_0, \infty)$ for some $r_0 > 0$ sufficiently large. Specifically, this implies that $W^s_{\alpha_0}(K_j,0)$ and $W^u_{\alpha_0}(K_j,0)$ intersect transversely and the strong inclination property is then satisfied by the strong $\lambda$-lemma [15] for the manifolds at $\varepsilon = 0$. Due to robustness of the strong inclination property, we can deduce the statement for sufficiently small $\varepsilon > 0$. □
The fourth condition, as stated in the lemma below, concerns the continuation of the corresponding heteroclinics associated with fronts and backs, respectively.

**Lemma 4.2** (Continuation of $X^\varepsilon_f$). Consider the heteroclinic loop established in Lemma 3.7. There are two curves $0$-het$^{\varepsilon}_{12}$ and $0$-het$^{\varepsilon}_{21}$ in the $(D, \mu)$-parameter plane (see also Figure 4), which intersect transversely at $(\hat{D}(\varepsilon, r), \hat{\mu}(\varepsilon, r))$ such that for $\alpha = (D, \mu, \varepsilon)$, with $\varepsilon > 0$ sufficiently small and $(D, \mu) \notin 0$-het$^{\varepsilon}_{12}$, there is a simple heteroclinic orbit $X_{f, \alpha}$ from $X_1$ to $X_2$ being the continuation of $X_f$ in the sense that $X_{f, \alpha}(\varepsilon) = X^\varepsilon_f$ and $X_{f, \alpha}(\xi)$ is continuous in $\xi$ and $\alpha = (D, \mu, \varepsilon)$ for $(D, \mu)$ along the curve $0$-het$^{\varepsilon}_{12}$. The analogous holds for the curve $0$-het$^{\varepsilon}_{21}$ corresponding to heteroclinic orbits $X_{b, \alpha}(\xi)$ being the continuation of the heteroclinic back $X^\varepsilon_b$.

**Proof.** The follows directly from the existence of the curves $\mu = \mu_{f, 0}(D; \varepsilon)$ and $\mu = \mu_{b, 0}(D; \varepsilon)$, corresponding to simple heteroclinic front and back connections between $X_1$ and $X_2$, as established in the proof of Lemma 3.7. 

The final condition concerns the twist properties of the heteroclinic loop and yields the distinction between the statements in Theorem 2.5 (single twisted) and Theorem 2.8 (double twisted). We will establish this condition in the upcoming two subsections.

### 4.1 Single twisted regime

The twist properties of the established nondegenerate heteroclinic loop are crucial for obtaining the adequate bifurcation diagram, see [32, Hypothesis 5.16]. In fact, for large $r$, the geometry of our model yields a single twist. To describe such a twist along the back we use that the principal stable and unstable eigenvectors $e_2(X_2)$ and $e_3(X_1)$ are transverse to the principal eigenvectors $e_3(X_2)$ and $e_2(X_1)$, which are by Lemma 4.1 tangent to the back as $\xi \to \infty$ and $\xi \to -\infty$, respectively, see Figure 12a. Similarly, we use the principal eigenvectors $e_2(X_1)$ and $e_3(X_1)$ to describe twist properties along the front, see Figure 12b.

**Lemma 4.3** (Single twist of the heteroclinic loop). Consider the heteroclinic loop established in Lemma 3.7. For sufficiently large $r > \frac{2}{3}$, the principal eigenvectors $e_2(X_2)$ and $e_3(X_1)$ point to opposite sides of the tangent space $T_{X^\varepsilon_f(\xi)}W^s_{\alpha(\varepsilon, r)}(X_1)$ as $\xi \to -\infty$ and $\xi \to +\infty$, respectively, which means that the heteroclinic back $X^\varepsilon_b$ is twisted. Furthermore, $e_2(X_1)$ and $e_3(X_2)$ point to the same sides of $T_{X^\varepsilon_b(\xi)}W^s_{\alpha(\varepsilon, r)}(X_2)$ as $\xi \to -\infty$ and $\xi \to +\infty$, respectively, which means that the heteroclinic front $X^\varepsilon_f$ is not twisted.

**Proof.** We argue at the hand of Figure 12a. Recall from §3.4 that the stable manifold $W^s_{\alpha}(K_1, \alpha)$ depends smoothly on $\alpha$ for $\alpha$ close to $\alpha_0$. Moreover, for $\varepsilon > 0$ we have $W^s_{\alpha}(K_1, \alpha) = W^s_{\alpha}(X_1)$. So, by continuous dependency on $\varepsilon$, it suffices to show that $e_3(X_1)$ and $e_2(X_2)$ point to opposite sides of $W^s_{\alpha}(K_1, 0)$. We can deduce this fact from $\partial_{\alpha} Q_{\alpha}(\alpha_0(\varepsilon); r) < 0$, see §3.3 which determines the relative positions of $W^s_{\alpha}(K_1, 0)$ and $W^u_{\alpha}(K_2, 0)$, see Figure 12a. Hence, we establish the twist of the heteroclinic $X^\varepsilon_f$.

On the other hand, one can observe analogously that $\partial_{\alpha} Q_{\alpha}(\alpha_0(\varepsilon); r) < 0$ implies that $e_3(X_2)$ and $e_2(X_1)$ point to the same side of $W^s_{\alpha}(K_2, 0)$, see Figure 12b. Hence, we obtain that $X^\varepsilon_f$ is not twisted.

Having shown the above Lemmas 3.6, 3.7, 4.1, 4.2 and 4.3, Theorem 2.5 now follows from [32, Theorem 5.27], taking $s = -\mu - \zeta$, see also [17].
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Lemma 4.3, since we have again Consider again Figure 12. Observe that the twist of Proof.
which means that the heteroclinic front Theorem 5.27, see also [17].
\[e \to \xi \to e\]
\[X \to e \to \xi \to e \to X\]
\[\text{Lemma 3.7. Assume Hypothesis 2.7 is satisfied. For} \]
\[\text{r} \in (\frac{2}{3}, \frac{7}{3} + \gamma), \text{the principal eigenvectors} \]
\[e_2(X_2) \text{ and } e_3(X_1) \text{ point to opposite sides of the tangent space} \]
\[T_{X_1^s(\xi)} W^s_{\alpha(\varepsilon r)}(X_1) \text{ as } \xi \to -\infty \text{ and} \]
\[\xi \to +\infty, \text{ respectively, which means that the heteroclinic back} X_b^s \text{ is twisted. Furthermore,} \]
\[e_2(X_1) \text{ and } e_3(X_2) \text{ also point to opposite sides of} \]
\[T_{X_2^s(\xi)} W^s_{\alpha(\varepsilon r)}(X_2) \text{ as } \xi \to -\infty \text{ and} \]
\[\xi \to +\infty, \text{ respectively, which means that the heteroclinic front} X_f^s \text{ is also twisted.} \]

**Proof.** Consider again Figure 12. Observe that the twist of \(X_b^s\) is established as in the proof of Lemma 4.3, since we have again \(\partial_u Q_b(\alpha_0(r); r)u < 0\), cf. §3.5.

On the other hand, due to \(\partial_u Q_f(\alpha_0(r); r) > 0\), cf. Hypothesis 2.7, the vectors \(e_2(X_1)\) and \(e_3(X_2)\) point to opposite sides of \(W^u_{\alpha_0}(K_2,0)\). Hence, we obtain that, for sufficiently small \(\varepsilon > 0\), the heteroclinic front \(X_f^s\) is also twisted. In particular, we are in the situation of Hypothesis 5.16 (iii)].

Having shown the above Lemmas 3.6, 3.7, 4.1, 4.2 and 4.4, Theorem 2.8 now follows from [32] Theorem 5.27, see also [17].

4.2 Double twisted regime

We now turn to the intermediate Reynolds number regime, where we establish that the heteroclinic loop is double twisted.

**Lemma 4.4** (Double twist of the heteroclinic loop). Consider the heteroclinic loop established in Lemma 3.7. Assume Hypothesis 2.7 is satisfied. For \(r \in (\frac{2}{3}, \frac{7}{3} + \gamma)\), the principal eigenvectors \(e_2(X_2)\) and \(e_3(X_1)\) point to opposite sides of the tangent space \(T_{X_1^s(\xi)} W^s_{\alpha(\varepsilon r)}(X_1) \) as \(\xi \to -\infty\) and \(\xi \to +\infty\), respectively, which means that the heteroclinic back \(X_b^s\) is twisted. Furthermore, \(e_2(X_1)\) and \(e_3(X_2)\) also point to opposite sides of \(T_{X_2^s(\xi)} W^s_{\alpha(\varepsilon r)}(X_2) \) as \(\xi \to -\infty\) and \(\xi \to +\infty\), respectively, which means that the heteroclinic front \(X_f^s\) is also twisted.

\[\text{Proof.} \] Consider again Figure 12. Observe that the twist of \(X_b^s\) is established as in the proof of Lemma 4.3, since we have again \(\partial_u Q_b(\alpha_0(r); r)u < 0\), cf. §3.5.

On the other hand, due to \(\partial_u Q_f(\alpha_0(r); r) > 0\), cf. Hypothesis 2.7, the vectors \(e_2(X_1)\) and \(e_3(X_2)\) point to opposite sides of \(W^u_{\alpha_0}(K_2,0)\). Hence, we obtain that, for sufficiently small \(\varepsilon > 0\), the heteroclinic front \(X_f^s\) is also twisted. In particular, we are in the situation of Hypothesis 5.16 (iii)].

Having shown the above Lemmas 3.6, 3.7, 4.1, 4.2 and 4.4, Theorem 2.8 now follows from [32] Theorem 5.27, see also [17].
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5 Discussion and outlook

Our main result identifies the precise mechanism leading to the rise of turbulent spatio-temporal structures in the intermediate Reynolds number regime for the model \((1.1)-(1.2)\). The model was previously validated experimentally and numerically via simulations of the full Navier-Stokes equations, precisely in this intermediate Reynolds number regime \([4]\). The main organizing center of the chaotic structures turns out to be a heteroclinic loop in the associated singularly perturbed traveling-wave equation. We anticipate that, although we have identified a large variety of spatio-temporal structures mediating the transition to turbulence, there could be many further interesting bifurcations of \((1.1)-(1.2)\). To investigate these, it seems natural to exploit relations of \((1.1)-(1.2)\) with the FitzHugh-Nagumo (FHN) PDE, which is also bistable but has no advective term. For FHN, there are several works, which study bifurcation structures varying multiple parameters over broad ranges \([11,17,23,26]\). In the context of FHN, the question of stability of complex spatio-temporal waves has also raised quite a bit of attention \([10,51,65]\). However, it seems doubtful whether long-term asymptotic stability of waves is the correct concept to unravel the transition to turbulence, where transient chaotic structures might play a much more prominent role \([23,43]\). Therefore, we believe that it is of primary importance to understand even more about the organization of invariant solutions in phase and parameter space.

Furthermore, we have also studied \((1.1)-(1.2)\) in the large Reynolds number regime. The question regarding the practical applicability of our results in this regime has already been discussed in Remark 2.6. In fact, our results indicate that some complex spatio-temporal patterns mediating the transition to turbulence in \((1.1)-(1.2)\) disappear as the Reynolds number is increased further into the fully turbulent regime. Whether one observes in experiments only dynamics about the one turbulent state, i.e. the equilibrium \(X_2\), and corresponding simple heteroclinic and homoclinic connections towards it, still has to be studied for large \(r\). Answering this question will decide if the model \((1.1)-(1.2)\) can give physically meaningful answers to turbulence also for large Reynolds number.
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