Correlated quantum screening model for non-ideal plasmas
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For an ion embedded in dense plasma, the electron screening will greatly alter its atomic properties and leads to the various phenomena, such as ionization potential depression (IPD) and line shift etc. An accurate description of electron screening effect is of crucial importance in the simulations of radiation transport and Equation of State in dense plasmas. In the present work, an electron screening model considering electron correlation and quantum degeneracy effects is proposed for treating non-ideal plasma. In this model, the Fermi-Dirac distribution is modified to include the electron correlation effect, and plasma electrons are assumed be able to occupy the bound orbitals (with negative energy) of an embedded ion. When investigating the screening effect on a specific bound state of the embedded ion, the quantum degeneracy between negative-energy electrons and the studied bound state is considered and leads to a dependence of the plasma-electron distribution on the specific bound state. The model is applied to calculate line shifts of He-like ion embedded in non-ideal plasma and much better agreements with the latest two experimental results are achieved in comparison with other screening models’ calculations. It can be a useful tool for calculating atomic/molecular structure and dynamics processes within dense plasmas, and has potential applications to the investigation involving dense plasma, such as astrophysics, initial confinement fusion, and the study of matter in extreme conditions.
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Since dense plasma exists widely in all types of stars,1 the interior of giant planets,2,3 inertial confinement fusion,4,5 and laboratory opacity measurements,6–8 the studies of its thermodynamic and transport properties attract much attention. Examples of recent experimental investigations include the X-ray free-electron laser excited plasmas,9–13 inertial confinement fusion experiments9,14 and laboratory opacity measurements10,11. For an ion embedded in dense plasma, electron screening, which is the damping of electric fields caused by the presence of mobile electrons in plasmas, can significantly shift ionic energy levels toward the continuum, resulting in ionization potential depression (IPD) and line shift. These atomic energy shifts result in a significant modification of ionization balance in the plasma. Therefore, understanding the influence of electron screening on atomic properties is important for interpreting spectra, modeling opacity and equation of state (EOS) in dense plasmas12,13. In addition, the investigation of electron screening in dense plasmas is also of great interest from a fundamental viewpoint, since it reflects the complex quantum many-body interactions in a statistic manner. How to explicitly treat the many-body interaction of non-ideal plasma is still an open question up to now.

The well-known Debye-Hückel screening model14 is valid only for non-degenerate and weakly coupled plasmas. Thereafter, the Thomas-Fermi screening and self-consistent field ion-sphere models have been used to study the electron screening effects in degenerate plasmas.15–18. For the convenience of application, analytic solutions, such as uniform electron gas model12, Ecker-Kröll (EK) model18, Stewart-Pyatt (SP) model19, and analytic fits to ion-sphere potential20–22 are proposed and widely used to calculate the IPDs and line shifts in dense plasmas. Due to the complicated many-body interactions and quantum effects involved, these models are proposed with various approximations and are applicable to the plasmas with specific conditions. Their reliabilities are questionable in treating non-ideal dense plasma and must be verified by comparing with experimental observations. Since the significant advances in obtaining uniform, well-characterized and high-energy-density plasmas, it becomes possible to measure the ionic level shift of warm- and hot-dense plasmas5,23–25. Recently, Stillman et al.25 and Beiersdorfer et al.26 present their line-shift measurements of Al11+ and Cl15+ in hot-dense plasmas as sensitive benchmarks for screening models. However, inconsistent results are shown in comparison with the predictions of the Li and Rosmej’s analytical model21, which is a fit of the self-consistent field ion-sphere model. Thereafter, by employing numerical self-consistent field ion-sphere model27,28, line-shift model based on Stewart-Pyatt screening potential29 and other analytical fits of ion-sphere model27,30,31, the agreements between theoretical results and measured shifts of 1s3p − 1s2 transition of Cl15+26 are achieved. However, the line-shift measurements 1s2p − 1s2 transition of Al11+25 remains unexplained up to present days, since the available results of these models27,30,32 are shown to considerably underestimate the measured shifts. Therefore, a more general screening model is expected to explain both line-shift measurements.

In this letter, a correlated quantum screening model for non-ideal plasma is proposed, in which the plasma-electron density is obtained by using a modified Fermi-Dirac distribution and the electron correlation effect can be addressed based on
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classical molecular dynamics (CMD) simulations. It should be noted that in this model the electrons from plasma environment are allowed to occupy the bound orbital of an embedded ion, and this leads to a dependence of the plasma-electron density distribution on the ionic bound state. As an application of our model, we calculate the line shifts of both Al\textsuperscript{11+}(1s2p – 1s2) transition and Cl\textsuperscript{15+}(1s3p – 1s2) transition, and good agreements with the two experiments\textsuperscript{25,26} are achieved. The present screening model can be used to investigate atomic/molecular structure and dynamic properties in dense plasmas, and is helpful for fundamental understanding of quantum many-body interactions.

CMD simulations - CMD method, in which the multi-particle interactions between ions and electrons are taken into account exactly, has been extensively employed in simulating the dynamical evolution and coupling properties of ultracold neutral plasmas (UNPs)\textsuperscript{33-35}. In our previous work\textsuperscript{36}, the evolution dynamics of UNPs has been simulated by this method and are consistent with experiment. In this work, in order to address the electron correlation effect on screening in non-ideal plasma, CMD simulations of UNPs are performed to obtain the electron density distribution, which is the key factor determining the screening effects and can be used to check the reliability of existing plasma screening models. Here, UNP is selected as a prototype of non-ideal plasma, for which the quantum degeneracy effects are negligible. For a typical UNP, the De Broglie wavelength for an electron at 5 K (\(\lambda \approx 60 \text{nm}\)) compare to the Wigner-Seitz radius at density of 10\(^9\) cm\(^{-3}\) (a\(_W\) \approx 6200 nm).

In this work, we present CMD simulations of two-component UNPs with electron density of 10\(^9\) cm\(^{-3}\) and electron temperatures of 5 K and 11.5 K. In simulations, 1000 electrons and 1000 ions (Z=1) are included, and the periodic boundary condition is applied to maintain constant density. Since considering static screening approximation, the mobility of ions is neglected and the ions are fixed in the evolutions. Then the electron density distribution that changed by a given ion located in the center of box is calculated by

\[
\delta \rho(r) = \rho(r) - \rho'(r), \tag{1}
\]

where \(\rho(r)\) and \(\rho'(r)\) are the average electron densities obtained from two simulations of the UNP with and without this ion, respectively. The time step \(\Delta t = 0.5 \text{ps}\) and the total evolution time \(t = 25000 \text{ps}\) are employed for each simulation. In order to reduce the statistical error, these simulations are repeated 1000 times with different random initial positions and velocities of electrons.

In figure\textsuperscript{[1]} the CMD results of electron density deviations \(\delta \rho(r)\) are compared with those of Fermi-Dirac distribution and the linear Debye-Hückel model with \(\rho_0 = 10^9 / \text{cm}^3; T_e = 5.5 \text{K}\), \(\Gamma_e = 0.49\) and \(T_e = 11.5 \text{K}\), \(\Gamma_e = 0.23\), respectively. Here, \(\Gamma_e = e^2/(4\pi e_0 a_W k_B T_e)\) is the electron Coulomb coupling parameter, and a plasma is called ideal one for \(\Gamma_e \ll 1\). It should be noted that the Fermi-Dirac distribution gives same results with the Boltzmann distribution, since the quantum degeneracy effects are negligible in the present cases. In Debye-Hückel model, the electron density is given by \(\rho(r) = \rho_0 [1 + e\Phi(r)/(k_B T)]\), which is is obtained by linearizing the Boltzmann distribution \(\rho(r) = \rho_0 \exp[-e\Phi(r)/(k_B T)]\). But the electron densities obtained from MD simulations are significantly different with these from both Boltzmann distribution and Debye-Hückel model when \(e\Phi(r)/(k_B T)\) is close or greater than 1, where the electron correlation effects have important influences on the plasma screening. The Boltzmann and Fermi-Dirac distributions work no more in such conditions, and will leads to the failure of popular Debye-Hückel and Thomas-Fermi screening model. Therefore, a more general screening model is required for treating the screening effects of non-ideal plasma, where the electron correlation effects become important.

Model formulation — In this work, the Fermi-Dirac distribution is modified to consider the electron correlation effect which is addressed based on the CMD results. The Fermi-Dirac statistics is derived based on the independent electron and mean-field approximations, and the number density of electrons is given as

\[
\rho(r) = \frac{1}{2\pi^2\hbar^2} \int_0^\infty f_{FD}(p, r) p^2 dp \tag{2}
\]

where \(f_{FD}(p, r)\) is the Fermi-Dirac distribution function, \(\mu\) is the chemical potential, \(\Phi(r)\) is the total effective potential at position \(r\), and \(p\) is the magnitude of electron momentum. For an ion embedded in plasma, the free electrons are defined by the condition of

\[
p > p_0 = \sqrt{2m_e e\Phi(r)}, \tag{4}
\]

which guarantees that the kinetic energy of the free electrons is larger than the absolute value of the potential energy.

For comparison, figure\textsuperscript{[1]} also present the free-electron in Fermi-Dirac distribution, in which \(p_0\) is obtained by using
Debye-Hückel potential $\Phi_{DH}(r)$. Obviously, the free-electron density distribution is not adequate for describing the electron screening effect in moderately coupled plasma. Moreover, the CMD results of electron density with limitation of $p \geq \sqrt{2m_e e}\Phi_{DH}(r)$ are also presented in figure 1 and it agrees well with the one in Fermi-Dirac distribution. As learned in CMD simulations, the plasma electron can occupy the bound orbitals of the embedded ion, i.e. with momentum of $p < p_0$, due to the electron correlation effects. Throughout this article, the plasma electron with $p < p_0$ is called negative-energy electron to distinguish it from free electron and the studied bound state of embedded ion. The above comparisons indicate that the electron density discrepancies between CMD and other results mainly come from the different treatment of negative-energy electron distributions. Therefore, the Fermi-Dirac distribution can be modified reasonably to obtain consistent electron density distribution, in which the electron correlations are well considered.

In the present CMD simulations, there is one implicit assumption that the negative-energy electrons are evolve from free electrons through collisions. For the negative-energy electron with $p < p_0$, the energy of the correlated collided electron should be restricted to be larger than $\varepsilon_p = (p^2 - p_0^2)/2m_e$. Therefore, such an energy restriction of collided electron should be applied to describe the electron-electron correlation effect and modify the distribution function of negative-energy electrons as

$$\int_{\epsilon_0}^{\varepsilon_p} \frac{f_{FD}(p, r, r') \rho^2 dp}{\int_0^{\varepsilon_p} f_{FD}(p', r') \rho^2 dp}$$

(5)

which is depends on the position of the collision (i.e. $r'$). In this letter, in order to illustrate the main influence of electron correlation on negative-energy electron distribution and obtain an analytic expression, Boltzmann distribution function is employed instead of $f_{FD}(p', r')$ in the correction term, and then the distribution function is given by

$$f_{FD}(p, r, r') = \int_{\epsilon_0}^{\varepsilon_p} \frac{f_{FD}(p, r) \rho^2 dp}{\int_0^{\varepsilon_p} \exp \left( \frac{\varepsilon_0 - \varepsilon'}{k_B T} \right) \rho^2 dp}$$

(6)

$$= \int_0^{\varepsilon_p} \exp \left( \frac{\varepsilon_0}{k_B T} \right) + E RFC \left( \frac{\varepsilon_0}{k_B T} \right)$$

where $RFC(x)$ is the error function. For the UNP and hot-dense plasmas studied here, this simplification is reasonable since the condition of $-\mu/k_B T > 1$ (weak degeneracy) is satisfied. Using this new distribution function, electron density $\rho(r)$ is obtained by

$$\rho(r) = \frac{1}{2\pi^2 k^2} \left( \int_0^{p_0} f(p, r) p^2 dp + \int_0^{\infty} f_{FD}(p, r) p^2 dp \right)$$

(7)

where the effective potential $\Phi(r)$ is dependent on $\rho(r)$ and can be calculated though a self-consistent iteration process.

In this model, the negative-energy electron distribution is modified by considering electron correlation effect, and will significantly change the total electron distribution and screening effect of non-ideal plasmas. For classical UNP, its reliability can be validated straightforwardly by CMD simulations. As shown in figure 1 using the modified Fermi-Dirac distribution, good agreements are obtained in comparison with the results of CMD simulations for $\Gamma_e = 0.49$ and 0.23. These agreements reveal that the electron-electron correlations are well considered in the modify distribution function.

**Line-shift calculations** — In order to further evaluate its validity, the line shifts investigated in the recent experiments of hot-dense plasmas 25,26 are calculated. In the line-shift calculations, the effects of bound state of the ion should be taken into account. On the one hand, the degeneracy effect between bound electrons and negative-energy plasma electrons is considered in our model. For an incompletely ionized ion within ground state, the energy of a plasma electron $\varepsilon_p$ cannot be lower than the energy of outermost bound electron $\varepsilon_b$ since the lower-energy orbitals are occupied. Therefore, the limitation $\varepsilon_p > \varepsilon_b$ is applied on the distribution of plasma electrons. Despite excited initial states involved in the calculation of line shifts, $\varepsilon_p$ will always be the orbital energy of outermost bound electron not only because of the quantum degeneracy but also due to the condition of experiments. It will be discussed later in the comparison of line-shift calculations with experiments. On the other hand, the distribution of bound electrons will influence the total effective potential $\Phi(r)$. For a given ion located at origin, $\Phi(r)$ is given by

$$\Phi(r) = \int_{\epsilon_0}^{\varepsilon_p} \frac{\rho_0(r)}{4\pi \varepsilon_0 |r - r'|} \left[ \delta \rho(r') - \rho_0(r') - \delta \rho(r') \right] dr'$$

(8)

where $\delta \rho(r) = \rho(r) - \rho_0$ is the plasma-electron density fluctuation induced by the ion, and the density of bound electrons $\rho_b(r)$ is calculated by

$$\Phi(r) = \int_{\epsilon_0}^{\varepsilon_p} \frac{\rho_0(r)}{4\pi \varepsilon_0 |r - r'|} \left[ \delta \rho(r') - \rho_b(r') - \delta \rho(r') \right] dr'$$

(9)

Here $q_j$ is the occupation number of electrons in the orbital $j$, and $P_j(r)$ and $Q_j(r)$ are the relativistic radial wave functions of the large and small components, respectively. The bound wave functions are obtained by using multi-configuration Dirac-Fock approach 22,24.

Once the plasma-electron densities have been determined, the level shift for orbital $j$ can be given by

$$\Delta \varepsilon_j = \int_0^{\varepsilon_p} \left[ \Phi_j(r) + Q_j(r) \right] V(r)^2 dr$$

(10)

with $V(r) = \int_{\epsilon_0}^{\varepsilon_p} \frac{\rho(r')}{\epsilon_0 |r - r'|} \delta \rho(r') dr'$,

where $V(r)$ is the potential energy derived from plasma electrons.

In the line-shift experiments for $1s2p - 1s^2$ transition in Al$^{11+}$ in plasmas with electron densities $\rho_e$ of $1 - 5 \times 10^{23} / \text{cm}^3$ and temperatures $T_e$ of $250 - 375$ eV 25 and $1s3p - 1s^2$ transition in Cl$^{15+}$ with $\rho_e$ of $3 - 6 \times 10^{23} / \text{cm}^3$ and $T_e$ of $600 - 650$ eV 26, the Coulomb coupling parameters $\Gamma_e$ are as low as about 0.05. However, it is found that the electron density distributions around highly charged ions embedded in these hot-dense plasmas cannot be described by
Debye-Hückel or Thomas-Fermi model. For example, different theoretical results of the electron deviation $\delta \rho(r)$ induced by a given Al ion in hot-dense plasma with $\rho_0 = 3 \times 10^{23} / \text{cm}^3$, $T_e = 300 \text{ eV}$ and $\Gamma_e = 0.052$ are presented in figure 2. Here, the screening length $\lambda$ of Debye-Hückel and Thomas-Fermi models are 4.442 and 4.449 in atomic unit, respectively, thus the lines of $\delta \rho(r)$ from these two models will be coincided in figure 2. For the case of $Z=1$, different distributions agree with each other in such a weakly coupled plasma. The present model naturally reduces to Fermi-Dirac distribution and Thomas-Fermi screening model in the weak-coupling limit. However, for the case of $Z=11$ (i.e. Al$^{11+}$) the present modified Fermi-Dirac distribution gives a much larger electron density around the ion than the one of linear Debye-Hückel distribution. Despite the small coupling strength of $\Gamma_e = 0.052$, the electron density distribution around the highly charged ion shows to be a non-linear function of potential. The Debye-Hückel and Thomas-Fermi models will work no longer to describe the electron screening effect around a highly charged ion.

In figure 3, the line shifts of Al$^{11+}$($1s2p - 1s^2$) and Cl$^{15+}$($1s3p - 1s^2$) transitions from the present screening model are compared with experimental value\textsuperscript{28,29}, as well as the numerical calculations of multi-configuration-Dirac-Fock self-consistent finite-temperature ion-sphere model (MCDF-SCFTIS$^{27}$) and average-atom ion-sphere model (AA-IS$^{28,32}$). The calculations are done at $T = 300 \text{ eV}$ for $1s2p - 1s^2$ transition and at $T = 625 \text{ eV}$ for $1s3p - 1s^2$ transition. Despite that the self-consistent field ion-sphere model has been thought to be reliable for dense plasmas, MCDF-SCFTIS and AA-IS models largely underestimate the measured shifts of $1s2p - 1s^2$ transition. In Li and Rosmej’s work\textsuperscript{28}, an analytical b-potential approach, which is based on MCDF-SCFTIS model and uses an adjustable parameter $b$ to characterize the plasma-electron density, is also presented. It matches the measurements of $1s2p - 1s^2$ transition with $b = 4$ and $1s3p - 1s^2$ transition with $b = 2$, respectively, but the discrepancy of parameter $b$ (i.e. different plasma-electron density distributions) is not explained in their work. By using the present screening model, the line shifts are calculated without any adjustable parameter and are in reasonable agreement with both experiments. This reveals that our model can well describe the plasma-electron density distributions in these cases.

In our screening model, the limitation $\epsilon_p > \epsilon_b$, in which the $\epsilon_b$ is the outermost bound orbital energy, is used to guarantees the quantum degeneracy between bound and negative-energy plasma electrons. For $1s3p - 1s^2$ transition in Cl$^{15+}$, the initial state is excited, and the plasma electron can turn to $2s$ or $2p$ orbital. But we do not take account of its contributions in line-shift calculations, because of that the energy of $1s2l'3p - 1s^22l'$ transitions is far away from $1s3p - 1s^2$ transition and have not been included in the experimental measurements. For example, the energy difference between $1s2l'3p - 1s^22l'$ transitions and $1s3p - 1s^2$ transition is about 50-60 eV and considerably greater than the experimental full width at half maximum (FWHM) of $1s3p - 1s^2$ line (about 20 eV). Therefore, the line shift of $1s3p - 1s^2$ transition are calculated by using the outermost bound orbital energy $\epsilon_{3p}$, and the limitation $\epsilon_p > \epsilon_{3p}$ is applied in line-shift calculations for $1s2p - 1s^2$ transition.

For a further study of the quantum degeneracy effect between bound and plasma electrons, the plasma electron density deviations $\delta \rho(r)$ with limitations of different bound orbital energy ($\epsilon_{2p}$ and $\epsilon_{3p}$) of Al$^{11+}$ ion are presented in figure 2(b). It is found that the electron density around ion with limiting energy $\epsilon_{2p}$ are significantly larger than that with limiting energy $\epsilon_{3p}$, and will lead to a stronger screening effect in present model. This reveals that the plasma-electron density distribution and its screening effect are sensitive dependent on the limiting energy $\epsilon_b$, which is decided by the studied bound state as discussed above. By considering this dependence, good agreements with the two line-shift experiments are achieved. In contrast, the previous self-consistent field ion-sphere models, which cannot reflect the sensitive dependence of electron screening on bound state, failed to agree with the experiments.

In conclusion, the correlated quantum screening model, which incorporates the quantum degeneracy and electron correlation effects, is proposed and successfully describes the re-
cent experimental line-shifts measurements in hot-dense plasmas. In this model, the electron correlation effect is included based on modified Fermi-Dirac distribution, and the plasma electron is allowed to occupy the bound orbitals (with negative energy) of an embedded ion. It is found that the plasma-electron density distribution is sensitively dependent on the bound state and will significantly influences the level shift. Based on our model, a unified framework for describing dense plasma screening effects on different ions and specific bound states is proposed. More high-precision experiments are expected for examining its validity. Besides atomic structure, the present model also provides the basis for calculating various dynamics processes in dense plasmas, such as photoionization, electron-ion collision, Auger decay, dielectronic recombination, and ion-ion collision. We expect its applications in plasma physics, atomic and molecular physics, high-energy-density physics, astrophysics, and fusion science.
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