Negative Sample Matters: A Renaissance of Metric Learning for Temporal Grounding

Zhenzhi Wang  Limin Wang*  Tao Wu  Tianhao Li  Gangshan Wu
State Key Laboratory for Novel Software Technology, Nanjing University, China
{zhenzhiwang,tianhaolee}@outlook.com, {lmwang,gswu}@nju.edu.cn, wt@mail.nju.edu.cn

Abstract
Temporal grounding aims to localize a video moment which is semantically aligned with a given natural language query. Existing methods typically apply a detection or regression pipeline on the fused representation with the research focus on designing complicated prediction heads or fusion strategies. Instead, from a perspective on temporal grounding as a metric-learning problem, we present a Mutual Matching Network (MMN), to directly model the similarity between language queries and video moments in a joint embedding space. This new metric-learning framework enables fully exploiting negative samples from two new aspects: constructing negative cross-modal pairs in a mutual matching scheme and mining negative pairs across different videos. These new negative samples could enhance the joint representation learning of two modalities via cross-modal mutual matching to maximize their mutual information. Experiments show that our MMN achieves highly competitive performance compared with the state-of-the-art methods on four video grounding benchmarks. Based on MMN, we present a winner solution for the HC-STVG challenge of the 3rd PIC workshop. This suggests that metric learning is still a promising method for temporal grounding via capturing the essential cross-modal correlation in a joint embedding space. Code is available at https://github.com/MCG-NJU/MMN.

1 Introduction
Video analysis is a fundamental problem in computer vision and has drawn increasing attention in recent years because of the potential applications in surveillance, robotics, and Internet videos. While considerable progress has been made in video classification (Wang et al. 2016, 2018; Feichtenhofer et al. 2019; Wang et al. 2021) and action localization (Zhao et al. 2017; Lin et al. 2019; Li et al. 2020), such tasks are still limited to recognizing a pre-defined list of activities, such as playing baseball or peeling potatoes. As videos often contain complex activities that may cause a combinatorial explosion if described by a list of actions and objects, the task of grounding language queries in videos (Hendricks et al. 2017; Gao et al. 2017a; Tang et al. 2020), as a generalization of the action localization task to overcome the constraints, has recently gained plenty of interest (He et al. 2019; Zhang et al. 2019; Zeng et al. 2020; Yuan et al. 2019; Zhang et al. 2020d; Tang et al. 2020) in both computer vision and language community. Formally, given a verbal description, the goal of temporal grounding is to determine the temporal moment (i.e., the start and end time) that semantically corresponds to the query best in a given video.

Although temporal grounding opens up great opportunities for detailed video perception by using the new language modality to capture the complex relations between sentences and videos, most of the previous approaches (Zhang et al. 2019; Yuan et al. 2019; Zhang et al. 2020d; Zeng et al. 2020; Tang et al. 2020) still tackle this problem in a detection/regression way with early-fusion designs, e.g., using the fused multi-modal features to predict the offset of action moments from anchors; or directly regressing the desired region on
a globally aggregated multi-modal feature. These indirect grounding methods typically ignore the essential relation between all cross-modal pairs (i.e., pairs of moment and language queries), and they only simply utilize the IoU-based scores between the given sentence and moments from the same video as supervision (Fig. 1(b)). However, we argue that the negative relations between the given moment and other unmatched descriptions are also important for learning a joint cross-modal embedding. Intuitively, the auxiliary task, given a video moment with visually informative actions, training the model to contrast the matched query and unmatched descriptions, (Fig. 1(a)) is beneficial for the temporal grounding task. We propose to use this auxiliary task for the first time in temporal grounding, which shows advantages in less extra computational cost compared with previous auxiliary tasks. In order to model such relations from mutual directions (Fig. 1(c)), we revisit the temporal grounding task from a metric-learning perspective, which allows us to directly model the essential similarity measurement in joint cross-modal embedding space, rather than designing sophisticated detection/regression strategies based on the fused representation as in many previous methods.

In our metric-learning view, sentences and moments play an equally important role in temporal grounding and both matching directions are adopted, i.e., select the right instance in a modality given the groundtruth of another modality. Thus, supervisions are constructed in a symmetric form for two modalities by our approach (Fig. 1(c)), creating more supervisions than previous methods. Our framework shows several advantages: Firstly, the metric-learning perspective enables us to mine negative samples from a mutual matching scheme. In this sense, an unmatched relation is also informative by implying that this moment and sentence should be pushed away in the joint space. To achieve this, we adopt a cross-modal mutual matching objective to contrast pos./neg. moment-sentence pairs inspired by a cross-modal pretraining method (Li and Wang 2020). Secondly, we exploit much more negative samples to improve our representation learning by adopting inter-video negative samples. In contrast, most of the previous methods only utilize intra-video moment-sentence pairs as supervision due to the early-fusion strategy. Finally, we model the video and language feature in a Siamese-alike network architecture and use a simple dot-product for cross-modal similarity computation. Thus, our framework has less computation cost by sharing moment features among sentences inside each video.

While using the negative pairs can lead to a better feature, the binary supervision signal itself (i.e., matched or unmatched) is still weak to precisely rank the moments inside a video. In addition, although the negative pairs used in our mutual matching scheme provide much more supervision signals, most of them are easy negatives (especially the inter-video ones). So we adopt another embedding space for learning the cross-modal similarity for precisely ranking moments based on the IoU supervision, which enables us to estimate finer relations (i.e., a scalar instead of a binary signal) and accurately differentiate the correct pair among hard negatives (e.g., negative moments with high IoU). These two complementary objectives share the same feature encoders as backbone and have their own customized heads.

Our main contributions are three-fold: (1) We revisit the metric-learning perspective on the temporal grounding task in a late-fusion fashion and leverage inter-video negative visual-language pairs. Our framework shows advantages on both performance and training cost. (2) Our metric-learning view enables a new auxiliary task for temporal grounding, named cross-modal mutual matching to significantly add more supervision signals. Instead of heavy additional networks for previous auxiliary tasks, ours has a more direct idea and is also more effective. (3) Comprehensive quantitative and qualitative analyses are conducted on four benchmarks from both temporal and spatio-temporal video grounding tasks to show our method’s generalization ability.

2 Related Works

2.1 Temporal Grounding

Temporal Grounding Methods. Previous methods can be mainly categorized into four groups: (1) Regression based methods directly predict the boundaries (i.e., start and end) of the target moment from the fused multi-modal features relying on either a clip-wise boundary classification in local regions (Ghosh et al. 2019; Opazo et al. 2020; Zhang et al. 2019; Chen et al. 2020a) or a direct boundary regression on the aggregated global feature (Yuan, Mei, and Zhu 2019; Wang, Ma, and Jiang 2020; Mun, Cho, and Han 2020). Some methods also introduce some heuristics, e.g., aggregating clip-wise actionness scores modeled by compositional reasoning (Lu et al. 2018) or taking the expectation of probability for start/end (Ghosh et al. 2019). (2) Detection based methods often first generate candidate moments and then evaluate them on the fused multi-modal features (Gao et al. 2017a; Ge et al. 2019). Their evaluation on moments utilize various designs, e.g., LSTM (Chen et al. 2018; Xu et al. 2019), dynamic filtering (Zhang et al. 2019; Opazo et al. 2020) or modulation (Yuan et al. 2019), graph convolution (Zhang et al. 2019), anchor-free detectors (Lu et al. 2019; Zeng et al. 2020), and 2D moment map (Zhang et al. 2020a). (3) Reinforcement Learning based methods (He et al. 2019; Wang, Huang, and Wang 2019; Wu et al. 2020) localize the target moment iteratively by defining the state and action on the video and treating this task as a sequential decision-making process. (4) The only previous metric learning based method (Hendricks et al. 2017) uses a triplet loss with \(\ell_2\) distance as the similarity measurement to match the given sentence to the correct video moment. However, it lacks both the important supervision of negative sentence samples, i.e., our novel mutual matching scheme and the effective relation modeling of moments, thus achieves much worse results than ours.

Multi-modal Fusion. Many methods from the group 1) to 3) mainly adopt an early-fusion pipeline for cross-modal modeling, e.g., by concatenation (Chen et al. 2018; Lin et al. 2020; Wang, Ma, and Jiang 2020), dynamic convolution (Opazo et al. 2020; Zhang et al. 2019; Yuan et al. 2019), cross-attention (Lu et al. 2019; Zhang et al. 2020a), or hadamard product (Zeng et al. 2020; Mun, Cho, and Han 2020; Zhang et al. 2020a). On the contrary, we use a simple inner-product
in the joint visual-language space to measure the cross-modal similarity in a late-fusion manner. It not only enables our mutual matching scheme, but also shows advantages in computational cost during training by sharing the video feature among sentences in the same video.

**Auxiliary Tasks in Temporal Grounding.** Query reconstruction as an auxiliary task for temporal grounding was explored by [Lin et al. 2020] and [Xu et al. 2019] who added a video caption loss following image-based grounding methods ([Ramanishka et al. 2017]). Yet it introduces extra overhead of parameters and computational cost, e.g., LSTM ([Xu et al. 2019]) or Transformer ([Lin et al. 2020]). Our proposed auxiliary task of mutual matching avoids the usage of the heavy additional network and is also more direct and effective.

### 2.2 Spatio-Temporal Video Grounding

As the recent progress achieved in spatio-temporal action localization ([Li et al. 2020]), spatio-temporal video grounding ([Tang et al. 2020]) is also proposed as an extension of temporal grounding. By adapting our MMN on the linked human bounding boxes ([Kalogeiton et al. 2017]) for temporal grounding, significant performance gain is achieved over the previous transformer-based method ([Tang et al. 2020]).

#### 2.3 Metric Learning

The family of metric learning loss has been explored to learn powerful representations with the supervised setting ([Hadsell, Chopra, and LeCun 2006; Khosla et al. 2020]), where the positive sample is chosen from the same class and the negative one from other classes; or self-supervised setting ([Wu et al. 2018; Chen et al. 2020; He et al. 2020]), which select positive samples with data augmentation or co-occurrence. Different from both setting, we choose pos./neg. samples according to the groundtruth in a supervised way, yet we have no pre-defined categories. Furthermore, most aforementioned methods use single-modal samples, e.g., images, while we utilize cross-modal moment-sentence pairs.

There are some video-language pre-training methods ([Li and Wang 2020; Miech et al. 2020]) similar to our setting, yet they aim to learn video-level representations in an unsupervised way while we want to enhance proposal-level features in a supervised way, where no pre-training dataset is used. We adopt cross-modal pair discrimination loss ([Li and Wang 2020]) for our mutual matching scheme, where each instance in both modalities defines an unique class and the binary classes for cross-modal pairs, i.e., matched or unmatched, provide us valuable supervisions. Cross-modal image/video retrieval methods ([Wang, Li, and Lazebnik 2016; Gabeur et al. 2020]) also utilize negative samples in a metric learning framework, yet they still treat the image/video as a whole. Thus we address a different problem from them.

### 3 Model

We propose to use negative sentence samples to construct a cross-modal mutual matching scheme for modeling bidirectional matching relations in visual and language modalities. To enable this auxiliary task, we adopt a late modality fusion from the metric-learning perspective with the advantage of less computational cost than the baseline ([Zhang et al. 2020]).

Sec. 3.1 introduces the formulation of temporal grounding. Sec. 3.2 illustrates how to construct our MMN from the baseline. Then, we analyze the two complementary loss of IoU regression and mutual matching in Sec. 3.3.

#### 3.1 Problem Formulation

Given an untrimmed video \( V \) and a natural language query \( S \), the temporal grounding task aims to localize a temporal moment \((x_i, x_e)\) that matches the query. We denote the video as a sequence of frames \( V = \{x_i\}_{i=1}^{l_v} \), where \( x_i \) is a frame and \( l_v \) is the total number of frames; the query sentence as a sequence of words \( S = \{s_i\}_{i=1}^{l_s} \), where \( s_i \) is a word and \( l_s \) is the total number of words. Ideally, the retrieved moment \((x_i^*, x_e^*)\) should deliver the same semantic as the sentence \( S \). We adopt the feature vectors in the joint space to represent sentence \( S \) and moments \((x_i, x_j)\), therefore the inner product of visual and text features after \( \ell_2 \)-norm should be maximized.

#### 3.2 Architecture

Our MMN adopts a Siamese-alike network architecture with a late modality fusion by a simple inner product in the joint visual-language space, as illustrated in Fig. 2.

**Language Encoder.** Previous works commonly utilize a LSTM ([Hochreiter and Schmidhuber 1997]) upon a sequence of word vectors embedded by GloVe ([Pennington, Socher, and Manning 2014]). Yet, some concerns about unfair comparisons in previous methods, e.g., GloVe models pre-trained on different corpora, motivate us to adopt a standard language encoder. We choose DistilBERT ([Sanh et al. 2019]) for its light-weighted model capacity. For each input sentence \( S \), we first generate the tokens of words by the tokenizer and add a class embedding token ‘[CLS]’ in the beginning. Then we feed the tokens into DistilBERT to get a feature sequence \( \{f^S_i\}_{i=1}^{l_s+1} \), where \( f^S_i \in \mathbb{R}^{d^S} \) and \( d^S = 768 \) is the feature dimension. There are two commonly used aggregation approaches to get the whole sentence’s embedding: 1) global average pooling over all tokens ; 2) the class embedding ‘[CLS]’. Our experiment shows that global average pooling has faster convergence and better performance in this task, so we take average pooling as default.

**Video Encoder.** We extract features of the input video and encode them as a 2D temporal moment feature map following the baseline 2D-TAN ([Zhang et al. 2020d]). We segment the input video stream into small video clips \( \{v_i\}_{i=1}^{l_v/t} \) with each clip \( v_i \) containing \( t \) frames, then extract clip-level features with an off-the-shelf pre-trained CNN model (e.g., C3D). We perform a fixed-length sampling to obtain \( N \) clip-level features for each video by an even stride \( \frac{l_v}{2N} \) and pass the fixed-length features through an FC layer to reduce their dimension, denoted as \( \{f^V_i\}_{i=1}^{N} \), where \( f^V_i \in \mathbb{R}^{d^V} \). Then we build up the 2D feature map for candidate moments following the baseline ([Zhang et al. 2020d]) as \( F^M \in \mathbb{R}^{N \times N \times d^V} \), where we adopt the max-pooling as the moment-level feature aggregation strategy following. We also utilize the sparse sampling strategy which removes highly overlapped moments to reduce the number of candidate moments as
as well as computation cost following 2D-TAN. Different from 2D-TAN [Zhang et al. 2020], we directly model the relations of moments $F \in \mathbb{R}^{N \times N \times d^V}$ by $L$ layers of 2D convolution with kernel size $K$ only based on visual features. As discussed in [Otani et al. 2020], the performance of 2D-TAN has no significant drop when the order of input video clips is randomly permuted (i.e., the ‘sanity check’), which is counter-intuitive. It indicates that to some extent 2D-TAN ignores the visual features and overfits the bias in the dataset, such as temporal distributions of actions conditioned on sentences. The design of our MMN forces the convolution filters to actually utilize the visual features.

**Joint Visual-Language Embeddings.** Finally, we estimate the matching quality of each moment based on the similarity of two modalities for both supervision signals (i.e., IoU regression and cross-modal mutual matching). We adopt a LayerNorm [Ba, Kiros, and Hinton 2016] for more stable convergence in language feature aggregation. We use a linear projection layer or a 1x1 convolution to project the language and visual features into the same dimension $d^H$ respectively. The final representations of sentence feature are $f_{mm}^S, f_{iou}^S \in \mathbb{R}^{d^H}$ for cross-modal mutual matching (subscript mm) and IoU regression (subscript iou). Moment features are $F_{mm}^V, F_{iou}^V \in \mathbb{R}^{N \times N \times d^H}$.

$$f_S^S = \text{LayerNorm}(f_i^S) \text{ or } \text{LayerNorm}(\frac{1}{l_i+1} \sum_{i=2}^{l_i+1} f_i^S) \quad (1)$$

$$f_{mm}^S = W_{mm} f_S^S + b_{mm}, \quad f_{iou}^S = W_{iou} f_S^S + b_{iou} \quad (2)$$

$$F_{mm}^V = \text{conv}_{mm}(F, 1, 1), \quad F_{iou}^V = \text{conv}_{iou}(F, 1, 1) \quad (3)$$

where $W$ and $b$ are learnable parameters, $\text{conv}(x, k, s)$ is 2D convolution with kernel size $k$ and stride $s$ for 2D feature map $x$. The subscripts id or iou means the weights of two branches are independent. Then we regard the cosine similarity as moments’ estimation scores for both losses.

$$\forall f_{mm}^V \in F_{mm}^V, s_{mm}^i = f_{mm}^V f_{mm}^S \quad (4)$$

$$\forall f_{iou}^V \in F_{iou}^V, s_{iou}^i = f_{iou}^V f_{iou}^S$$

where we enforce the embedding $\|f_v^V\|_2 = \|f_S^S\|_2 = 1$ via a $\ell_2$-normalization layer.

### 3.3 Loss Functions

Our MMN integrates two complementary losses: a binary cross entropy loss for regressing the IoU and a pair discrimination loss for learning discriminative features.

**Binary Cross Entropy.** We follow 2D-TAN [Zhang et al. 2020] to adopt the scaled IoU values $y_i$ for each candidate moments as the supervision signal, as shown in Tab. 1 (IoU regression). The IoU values are linearly scaled from $(t_{min}, t_{max})$ to $(0,1)$ and truncate the values beyond $(0,1)$. We directly use the value of $t_{min}$ and $t_{max}$ reported in 2D-TAN for fair comparisons. We notice that the range of cosine similarity is $s_{iou}^i \in (-1,1)$, yet the IoU signal is $y_i \in (0,1)$. So we adopt a commonly-used sigmoid function $\sigma$ to highlight the value change near the neutral region (e.g., $y_i=0.5$). We heuristically amplify the $s_{iou}^i$ by a factor of 10 to make the range of final prediction of our model $p_{iou}^i = \sigma(10 \cdot s_{iou}^i)$ cover most of the regions in $(0,1)$. The regression branch of our MMN is trained by a BCE loss:

$$L_{bce} = -\frac{1}{C} \sum_{i=1}^{C} \left(y_i \log p_{iou}^i + (1-y_i) \log(1-p_{iou}^i)\right), \quad (5)$$

where $p_{iou}^i$ is the final score of a moment and $C$ is the total number of valid candidates.

**Cross-modal Mutual Matching.** As discussed in Sec. 4 our cross-modal mutual matching creates more supervision signals for temporal grounding. By contrasting the positive
The size of the training video corpus is large enough.

The objective of our cross-modal mutual matching is to maximize the likelihood $\prod_{i=1}^{N} p(i_s|v_i) \prod_{i=1}^{N} p(i_v|s_i)$ where $N$ is the total number of moment-sentence pairs for training. The cross-correlation enables the network to effectively capture the mutual information between modalities by guiding the learning process of feature representation learning with the binary pair supervision. The loss function is as follows

$$L_{mm} = - \left( \sum_{i=1}^{N} \log p(i_v|s_i) + \sum_{i=1}^{N} \log p(i_s|v_i) \right)$$  \hspace{1cm} (7)

Our final loss function $L$ is a linear combination of binary cross entropy loss and mutual matching loss, and the final prediction score $s$ for candidate moments given the query sentence are these two scores’ product.

$$L = L_{bce} + \lambda L_{mm}, \quad s = s^{iou} \cdot s^{mm}.$$  \hspace{1cm} (8)

### 4 Experiments

#### 4.1 Datasets

**ActivityNet-Captions** (Krishna et al. 2017) is built on ActivityNet v1.3 dataset (Heilbron et al. 2015), where videos cover a wide range of complex human actions. It is originally designed for video captioning, and recently introduced into temporal grounding. There are 37,417, 17,505, and 17,031 moment-sentence pairs for training, validation, and testing respectively. Following the setting of 2D-TAN (Zhang et al. 2020d), we report the evaluation result on val_2 set.

**TACoS** consists of 127 videos selected from the MPII-Cooking dataset (Rohrbach et al. 2012). It is comprised of 18,818 video-language pairs of different cooking activities in the kitchen annotated by (Regneri et al. 2013). A standard split (Gao et al. 2017a) consists of 10,146, 4,589, and 4,083 moment-sentence pairs for training, validation, and testing respectively. We report evaluation results on test set in our experiments.

**Charades-STA** (Gao et al. 2017a) is an extended version of action recognition and localization dataset Charades (Sigurdsson et al. 2016) by (Gao et al. 2017a) for temporal grounding. It contains 5,338 videos and 12,408 query-moment pairs in the training set, and 1,334 videos and 3,720 query-moment pairs in the test set.

**HC-STVG** dataset is introduced by (Tang et al. 2020) to spatio-temporally localize an action tubelet of the target person from an untrimmed video based on a given textual description. The dataset contains 5,660 videos selected from Ava (Gu et al. 2018) where each video has one video-sentence pair. A standard split consists of 4,500 pairs for training and 1,160 pairs for testing.

#### 4.2 Experimental Settings

**Evaluation Metrics.** Following previous setting (Gao et al. 2017a) of temporal grounding, we evaluate our model by computing $Rank n@m$. It is defined as the percentage of sentence queries having at least one correctly localized moment, i.e. IoU $\geq m$, in the top-$n$ retrieved moments. There are specific settings of $n$ and $m$ for different datasets. Specifically,
we report the results as $m \in \{0.5, 0.7\}$ for Charades-STA, $m \in \{0.1, 0.3, 0.5\}$ for TACoS and $m \in \{0.3, 0.5, 0.7\}$ for ActivityNet Captions dataset with $n \in \{1, 5\}$.

For spatio-temporal video grounding, we report the mean of vIoU and vIoU@0.3, 0.5 following HC-STVG benchmark (Tang et al. 2020), where vIoU is computed by the top-1 predicted tube with the GT tube.

**Implementation Details.** We adopt standard off-the-shelf video feature extractors without fine-tuning on each dataset. Our convolution network for 2D proposal feature modeling uses exactly the same settings with 2D-TAN (Zhang et al. 2020d) (max-pool version) for fair comparisons, including visual features (VGG feature for Charades and C3D feature for ActivityNet-Captions and TACoS), number of sampled clips $N$, number of 2D convolution network layers $L$, kernel size $K$ and channels $d^V$, non maximum suppression (NMS) threshold, scaling thresholds $t_{\min}$ and $t_{\max}$. We set the dimension of the joint feature space $d^H = 256$, and temperatures $\tau_s = \tau_r = 0.1$. We use the HuggingFace (Wolf et al. 2019) implementation of DistilBERT (Sanh et al. 2019) with pre-trained model “distilbert-base-uncased” for better standardization in temporal grounding. In pair discrimination loss, we only sample negative samples lower than IoU=0.5 and set margin $m$ as 0.1, 0.3 and 0.4 for TACoS, ActivityNet-Captions and Charades-STA respectively. We use AdamW (Loshchilov and Hutter 2019) optimizer with learning rate of $1 \times 10^{-4}$ and batch size 48 for Charades, learning rate of $8 \times 10^{-4}$ and batch size 48 for ActivityNet Captions and learning rate of $1.5 \times 10^{-3}$ and batch size 4 for TACoS. We set $\lambda$ of pair discrimination loss as 0.1 for ActivityNet Captions and 0.05 for Charades and TACoS following the principle that both loss should contribute equally weighted gradients. We early stop the pair discrimination loss when we observe the performance on validation set starts to drop. The learning rate of DistilBERT is always 1/10 of our main model. Each mini-batch has $B$ videos instead of $B$ moment-sentence pairs, where $B$ is batch size.

### 4.3 Ablation Study

**Cross-modal Mutual Matching.** We investigate the most important part in our method, i.e., ‘cross-modal mutual matching’, by ablating different types of negative samples on both Charades-STA and ActivityNet Captions datasets, as shown in Tab. 2. Row 1 is the baseline of our model for not using mutual matching. Row 2 uses the same information with previous works (e.g., intra-video moment negatives), which shows similar performance with row 1. By introducing sentence negatives, the notable performance gain is observed in row 3 to row 6 when compared to row 1 and row 2. It proves the effectiveness of our mutual matching scheme. Besides, we conclude some observations based on the differences inside row 3 to row 8: (1) Due to the larger number of negatives, only using inter-video negatives (row 4) tend to be more effective than only using intra-video negatives (row 3), especially on smaller datasets (e.g., Charades-STA); (2) Best results are often obtained by both intra and inter-video negatives (row 8), and sub-optimal results are often achieved in row 5 and 6 by discarding some specific type of inter-video negatives. It indicates hard negative mining of inter-video samples could be further investigated; (3) Only using our mutual matching scheme achieves similar or better performance than original BCE loss on two datasets (row 7 vs. row 1), demonstrating the powerful additional supervision signals introduced by our mutual matching scheme.

**Number vs. Type of Negatives.** We have shown inter-video negatives are beneficial by introducing much more negatives than previous methods in Tab. 2. However, whether the number or the type of negatives is more important in our method? To ablate this, we construct a baseline that randomly picks the same numbers of negatives with intra-video negatives among all intra and inter-video negatives (row 2). Therefore, it uses the same number with only intra-video negatives (row 1) in each iteration yet will eventually see more types of negatives in the training process. Tab. 3 shows that the performance of this baseline (row 2) is similar to only using intra-video negatives (row 1) in R@1 metrics yet is better in R@5 metrics, indicating the importance of more types of negatives introduced by our mutual matching scheme.

**Previous Methods with DistilBERT.** Two baselines (DRN (Zeng et al. 2020) and 2D-TAN (Zhang et al. 2020d)) with DistilBERT are constructed in Tab. 3 which shows that the usage of DistilBERT has very little impact to the final performance of both methods. Therefore, we believe comparisons of MMN with previous SOTA methods are fair.

**Aggregation of Text Feature.** In Tab. 5 (top), we compare two aggregation strategies for the sentence feature. While many methods in NLP including BERT (Devlin et al. 2019)

### Table 2: Ablation on negative samples in our mutual matching scheme. (top) Charades-STA; (bottom) ActivityNet Captions. Intra/inter-video means we use video moments (vid.) or sentences (sent.) inside or cross videos as negatives.

| Method       | BCE intra-video | BCE inter-video | R@1 | R@5 |
|--------------|-----------------|-----------------|-----|-----|
|              | vid. sent.      | vid. sent.      | IoU0.3 | IoU0.5 | IoU0.7 | IoU0.3 | IoU0.5 | IoU0.7 |
| Only Intra   | 62.73           | 62.77           | 63.67 | 77.20 | 61.64 |
| #neg. = Intra| 63.11           | 63.75           | 64.86 | 78.17 | 62.50 |
| Intra + Inter| 65.05           | 64.51           | 65.75 | 79.50 | 64.76 |

### Table 3: Ablation on number of negatives (ActivityNet).

| Method       | BCE intra-video | BCE inter-video | R@1 | R@5 |
|--------------|-----------------|-----------------|-----|-----|
|              | vid. sent.      | vid. sent.      | IoU0.3 | IoU0.5 | IoU0.7 | IoU0.3 | IoU0.5 | IoU0.7 |
| Only Intra   | 63.41           | 64.18           | 63.75 | 78.17 | 62.50 |
| #neg. = Intra| 64.18           | 64.18           | 65.05 | 79.50 | 64.76 |
| Intra + Inter| 64.51           | 64.51           | 65.05 | 79.50 | 64.76 |
Table 4: Previous methods with DistilBERT. † means our implementation.

| Charades-STA | R@1 | R@5 |
|--------------|-----|-----|
| DRN† [Zeng et al. 2020] | C3D | 43.36 | 23.95 | 85.43 | 52.82 |
| DRN w/ DistilBERT | C3D | 42.62 | 23.50 | 85.84 | 53.59 |
| 2D-TAN† [Zhang et al. 2020d] | VGG | 39.70 | 23.31 | 80.32 | 51.26 |
| 2D-TAN† | VGG | 40.03 | 23.15 | 82.18 | 49.89 |
| 2D-TAN w/ DistilBERT | VGG | 40.32 | 23.81 | 79.49 | 51.96 |

Table 5: Ablation on (top) text feature aggregations and (bottom) hyper-parameters in the loss function.

| Charades-STA | R@1 | R@5 |
|--------------|-----|-----|
| Class Embedding 'CLS' | 45.11 | 27.25 | 82.37 | 58.09 |
| Average Pooling | 47.31 | 27.28 | 83.74 | 58.41 |
| $m = 0.3$ | 45.30 | 27.13 | 83.33 | 59.02 |
| $m = 0.4$ | 47.31 | 27.28 | 83.74 | 58.41 |
| $m = 0.5$ | 46.32 | 26.82 | 83.09 | 58.10 |
| $\lambda = 0.05$ | 47.31 | 27.28 | 83.74 | 58.41 |
| $\lambda = 0.1$ | 45.63 | 27.13 | 83.34 | 57.33 |
| $\lambda = 0.2$ | 44.93 | 26.95 | 82.97 | 57.69 |
| $\tau_s = \tau_r = 0.1$ | 47.31 | 27.28 | 83.74 | 58.41 |
| $\tau_s = \tau_r = 0.2$ | 43.88 | 25.81 | 82.23 | 57.55 |

4.4 Comparison with the State of the Art

We achieve highly competitive results on three datasets in temporal grounding: ActivityNet Captions, Charades-STA and TACoS, as reported in Tab. 7, Tab. 6, and Tab. 8. The top-2 performance values in tables are highlighted by bold or underline. Based on the results, we have several observations. Firstly, our proposed MMN outperforms the strong baseline (Zhang et al. 2020d) with a significant margin by leveraging our mutual matching scheme (i.e., using both video and sentence negative samples from both intra and inter videos). As a result, it outperforms or is on par with most of the previous or recently proposed SOTA methods. Specifically, we compare our MMN with several concurrent approaches which share the similar loss function or architecture with ours, i.e., IVG-DCL (Nan et al. 2021), SSCS (Ding et al. 2021) and FVMR (Gao and Xu 2021). IVG-DCL and SSCS use contrastive loss to align the sentences and video clips instead of the sentences and moments in MMN. Thus they lack our important auxiliary task ‘mutual matching’ and ignore the important sentence negative samples. They are also more complex than ours due to the additional IVG module (in IVG-DCL) or captioning/support-set module (in SSCS). As a result, they achieve similar or worse results than ours. They also do not address temporal grounding from a metric-learning perspective, thus their proposed mod-
grained sentence feature, while we use a simple average a complex semantic role tree for extracting phrase-level fine-struct more supervisions like ours. Besides, FVMR utilizes it uses the same supervisions as 2D-TAN and fails to con-

common space without other fusion strategies as guidance.
a contrastive loss and directly uses a inner-product in the
tures for fusion with a MLP for prediction and the student is
teacher is the original hadamard product of cross-modal fea-
1) FVMR adopts a knowledge distillation loss where the
spective, yet our supervision signals are totally different:
stead of reducing them, which is different from ours. FVMR
ules will only add more computations to their baselines in-
stead of reducing them, which is different from ours. FVMR
also address temporal grounding from a metric-learning per-
se, yet our supervision signals are totally different: 1) FVMR
adopts a knowledge distillation loss where the teacher is the original hadamard product of cross-modal features for fusion with a MLP for prediction and the student is the inner-product in the common space. Our MMN adopts a contrastive loss and directly uses a inner-product in the common space without other fusion strategies as guidance. 2) FVMR also ignores the important sentence negative samples and lacks our proposed ‘mutual matching scheme’, thus it uses the same supervisions as 2D-TAN and fails to construct more supervisions like ours. Besides, FVMR utilizes a complex semantic role tree for extracting phrase-level fine-grained sentence feature, while we use a simple average pooling over all words to obtain our sentence features. We achieve a better performance than FVMR on two datasets out of three, including the largest ActivityNet. Secondly, it is worth noting that our framework is independent to the moment-relationship modeling network or language encoders, so our MMN could be implemented in any proposal-based temporal grounding methods and further boost the performances on strong baselines, e.g., MS-2D-TAN (Zhang et al. 2020c) with multi-scale modelling capacity.

Thirdly, our computational cost is significantly reduced compared with 2D-TAN (Zhang et al. 2020d) due to shared video features between sentences inside each video. The training process of the baseline takes 36 GPU hours to converge on ActivityNet-Captions dataset while ours only takes 10 GPU hours on the same GPU server. The testing cost could also be reduced if there are multiple sentences in a video, e.g., there are hundreds of sentences per video in TACoS dataset.

Visualizations. In Fig. 5 we show the visualizations on test

Table 6: Performance comparison on Charades-STA (VGG feature). Our re-production with official code is much lower than the value reported in paper.

| Method          | R@1 | IoU0.5 | IoU0.7 | R@5 | IoU0.5 | IoU0.7 |
|-----------------|-----|--------|--------|-----|--------|--------|
| MCN (Hendricks et al. 2017) | 17.46 | 8.01 | 48.22 | 26.73 |
| SAP [Chen and Jiang 2019] | 27.42 | 13.36 | 66.37 | 38.15 |
| MAN [Zhang et al. 2019] | 41.21 | 20.54 | 83.21 | 51.85 |
| DRN [Zhang et al. 2020] | 42.90 | 23.68 | 87.80 | 54.87 |
| 2D-TAN [Zhang et al. 2020d] | 39.70 | 23.31 | 80.32 | 51.26 |
| CBLN [Liu et al. 2021] | 43.67 | 24.44 | **88.39** | 56.49 |
| CPN [Zhao et al. 2021] | 46.08 | 25.06 | – | – |
| FVMR [Gao and Xu 2021] | 42.36 | 24.14 | 83.97 | 50.15 |
| SSCS [Ding et al. 2021] | 43.15 | 25.54 | 84.26 | 54.17 |
| Our MMN | **47.31** | **27.28** | **83.74** | **58.41** |

Table 7: Performance comparison on ActivityNet Captions (C3D feature).

| Method          | R@1 | IoU0.3 | IoU0.5 | IoU0.7 | R@5 | IoU0.3 | IoU0.5 | IoU0.7 |
|-----------------|-----|--------|--------|--------|-----|--------|--------|--------|
| MCN (Hendricks et al. 2017) | 39.35 | 21.36 | 6.43 | 68.12 | 51.23 | 29.70 |
| CTRL [Gao et al. 2017] | 47.43 | 29.01 | 10.34 | 75.32 | 59.17 | 37.54 |
| QSPN [Xu et al. 2017] | 52.13 | 33.26 | 13.43 | 77.72 | 62.39 | 40.78 |
| SCDM [Xiao et al. 2018] | 54.80 | 36.75 | 19.86 | 77.29 | 64.99 | 41.53 |
| PMI [Liu et al. 2020] | 59.69 | 38.28 | 17.83 | – | – | – |
| LGI [Liu, Cao, and Fan 2020] | 58.52 | 41.51 | 23.07 | – | – | – |
| CMIN [Grass et al. 2020] | 63.61 | 44.62 | 24.48 | 82.39 | 69.66 | 52.96 |
| DRN [Zeng et al. 2020] | – | 45.85 | 24.39 | – | 77.97 | 50.30 |
| 2D-TAN [Zhang et al. 2020d] | 59.46 | 44.51 | 26.54 | 85.53 | 77.13 | 61.96 |
| IVG-DCL [Nan et al. 2021] | 63.22 | 43.84 | 27.10 | – | – | – |
| CBLN [Liu et al. 2021] | **66.34** | **48.14** | **27.60** | **88.91** | **79.32** | **63.41** |
| CPN [Zhao et al. 2021] | 62.81 | 45.00 | 28.10 | – | – | – |
| FVMR [Gao and Xu 2021] | 60.63 | 45.00 | 26.85 | 86.11 | 77.42 | 61.04 |
| SSCS [Ding et al. 2021] | 63.35 | 46.67 | 27.56 | 86.89 | 78.37 | 63.78 |
| Our MMN | **65.03** | **48.59** | **29.26** | **87.22** | **79.50** | **64.76** |
and we do not need to design complex evaluation module (e.g., transformer \cite{Tang2020}) to select the right candidate tube to be refined.

**Performance Comparisons.** In Tab. \ref{tab:stvg} our MMN shows significant performance gain over some baselines or recently proposed transformer-based methods, e.g., 2D-TAN+WSSTG \cite{Chen2019}, STGVT \cite{Tang2020} and STVG\textsc{bert} \cite{Su2021}. Our MMN also shows notable performance gain over 2D-TAN \cite{Zhang2020} on the same candidate tubes generated from our stage 1. Finally, our method outperforms some competitive opponents \cite{Yu2021,Tan2021} which use strong multi-modal pre-training models (e.g., LXMERT \cite{Tan2019} or MDETR \cite{Kamath2021}) and ranks first in the HC-STVG challenge of the 3rd PIC workshop. In contrast, cross-modal interaction modeling in our method is solely achieved by our MMN and no multi-modal pre-training model on extra large-scale video datasets is used.

5 Conclusion

In this paper, we propose the Mutual Matching Network (MMN) in the metric-learning perspective for temporal grounding. Particularly, we first propose to use the auxiliary task of mutual matching which asks the model to select the correct sentence in a constructed negative sentence set for video moments in addition to existing supervisions. By leveraging the powerful textual negatives, more discriminative features for both modalities are learned by cross-modal mutual matching. Moreover, inter-video negatives in temporal grounding are effectively exploited for the first time in our method. With this simple, effective and efficient framework, we achieve state-of-the-art performance on four challenging video grounding benchmarks: Charades-STA, TACoS, ActivityNet-Captions, and HC-STVG.
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Table 8: Performance comparison on TACoS (C3D feature).

| Method      | IoU@0.1 | IoU@0.3 | IoU@0.5 | IoU@0.1 | IoU@0.3 | IoU@0.5 |
|-------------|---------|---------|---------|---------|---------|---------|
| MCN \cite{Hendricks2017} | 14.21   | 5.56    | 37.33   | 14.21   | 5.56    | 37.33   |
| CTRL \cite{Guo2018}         | 24.42   | 18.32   | 13.30   | 24.42   | 18.32   | 13.30   |
| QSPN \cite{Avery2018}       | 25.31   | 20.15   | 15.23   | 25.31   | 20.15   | 15.23   |
| SCDM \cite{Yuan2019}        | 36.68   | 27.33   | 19.57   | 36.68   | 27.33   | 19.57   |
| CMIN \cite{Li2020}          | 4.25    | 2.50    | 0.57    | 4.25    | 2.50    | 0.57    |
| DRN \cite{Zhu2020}          | 47.59   | 37.29   | 25.32   | 47.59   | 37.29   | 25.32   |
| IVG-D\textsc{c} \cite{Nakani2021} | 49.36   | 38.84   | 29.07   | 49.36   | 38.84   | 29.07   |
| CBLN \cite{Li2021}          | 51.71   | 41.48   | 29.12   | 51.71   | 41.48   | 29.12   |
| FVMB \cite{Avery2021}       | 50.78   | 41.33   | 29.56   | 50.78   | 41.33   | 29.56   |
| SSCS \cite{Ding2021}        | 51.70   | 41.24   | 29.67   | 51.70   | 41.24   | 29.67   |

**Our MMN**       | 51.39   | 39.24   | 26.17   | 51.39   | 39.24   | 26.17   |

Table 9: Performance comparison on HC-STVG val set. \(^{†}\) use smaller train set, values reported in (\cite{Tang2020}). \(^{‡}\) uses an ensemble of 10 models.

| Method          | m_vIoU | vIoU@0.3 | vIoU@0.5 |
|-----------------|--------|---------|---------|
| 2D-TAN + WSSTG \(^{†}\) | 15.43  | 19.83   | 6.81    |
| STGVT \cite{Tang2020} \(^{‡}\) | 18.15  | 26.81   | 9.48    |
| STVG\textsc{bert} \cite{Su2021} \(^{†}\) | 20.42  | 29.37   | 11.31   |
| Yu et al. \cite{Yu2021} \(^{‡}\) | 30.30  | –       | –       |
| Tan et al. \cite{Tan2021} \(^{†}\) | 30.40  | 50.40   | 18.80   |
| Our stage-1+2D-TAN | 22.83  | 36.07   | 16.96   |

| Our stage-1+MMN | 30.32  | 49.02   | 25.56   |
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