Improving confidence estimation on out-of-domain data for end-to-end speech recognition
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ABSTRACT

As end-to-end automatic speech recognition (ASR) models reach promising performance, various downstream tasks rely on good confidence estimators for these systems. Recent research has shown that model-based confidence estimators have a significant advantage over using the output softmax probabilities. If the input data to the speech recogniser is from mismatched acoustic and linguistic conditions, the ASR performance and the corresponding confidence estimators may exhibit severe degradation. Since confidence models are often trained on the same in-domain data as the ASR, generalising to out-of-domain (OOD) scenarios is challenging. By keeping the ASR model untouched, this paper proposes two approaches to improve the model-based confidence estimators on OOD data: using pseudo transcriptions and an additional OOD language model. With an ASR model trained on LibriSpeech, experiments show that the proposed methods can greatly improve the confidence metrics on TED-LIUM and Switchboard datasets while preserving in-domain performance. Furthermore, the improved confidence estimators are better calibrated on OOD data and can provide a much more reliable criterion for data selection.

Index Terms— confidence scores, end-to-end, automatic speech recognition, out-of-domain

1. INTRODUCTION

Confidence scores are an important attribute associated with speech recognisers [1–3]. Various downstream tasks rely on high-quality confidence scores, such as keyword spotting, dialogue systems and active / semi-supervised learning [4–6]. For hidden Markov model (HMM)-based systems, word posterior probabilities from lattices or confusion networks can provide reasonably good estimates of confidence scores [7, 8]. In order to have more reliable estimates, many model-based approaches have been proposed [9–13]. More recently, as end-to-end speech recognition systems reach competitive performance with a simplified pipeline [14–16], confidence estimation for end-to-end models has become a much-needed component of an ASR system.

Because popular end-to-end systems such as recurrent neural network transducers [17] and attention-based encoder-decoder models [18] have auto-regressive decoders that depend on the full history, it is not straightforward to generate lattice-like representations for a large number of hypotheses, from which word posteriors can be derived [19]. Recent work has focused on data-driven approaches, where dedicated neural networks are used to predict confidence scores with various features extracted from end-to-end ASR models. For example, multi-layer perceptrons (MLPs), recurrent neural networks (RNNs) and self-attention networks have been used to learn token-level [20, 21], word-level [22], and utterance-level confidence scores [23–25]. [26] proposes to jointly learn word and utterance level confidence scores together with deletion prediction via multi-task learning. With effective confidence estimation, simply rescoring \( n \)-best hypotheses with confidence scores can directly improve the ASR performance [24, 26].

Although model-based confidence estimators can yield good performance on both HMM-based systems and end-to-end systems, they are normally trained on the same data as the ASR system. Therefore, it is questionable whether the confidence estimation on out-of-domain (OOD) data will be reliable [27]. Under mismatched acoustic and / or linguistic conditions, it may be hard for the ASR model to generalise well on unseen data. However, a reliable confidence estimator should ideally provide a good indication of the quality of the automatic transcription, even for OOD data. In this paper, assuming that the accessible OOD data is not transcribed, \( i.e. \) only acoustic data and text data but they are not paired, and the ASR model is fixed, two approaches are proposed to improve OOD confidence estimation. By using automatically generated “pseudo” transcriptions on OOD acoustic data and features from an additional language model (LM) trained from OOD text, experiments show that the quality of confidence scores can be improved greatly on two OOD datasets while maintaining in-domain performance.

In the rest of the paper, Sec. 2 describes the model-based confidence estimator used for end-to-end ASR model and Sec. 3 presents the two approaches for improving OOD confidence scores. Section 4 details the data, model and metrics used for producing the experimental results in Sec. 5. Conclusions are given in Sec. 6.

2. CONFIDENCE ESTIMATION FOR END-TO-END ASR

In the confidence estimation module (CEM) approach [21], a small additional network that processes relevant features from attention-based encoder-decoder models is used to estimate the confidence scores for each output token. The CEM can improve the confidence estimation performance regardless of the regularisation techniques used during ASR training.

The residual energy-based model (R-EBM) [24] was proposed to complement the locally normalised auto-regressive decoder to improve the recognition performance by \( n \)-best rescoring. Furthermore, R-EBMs can also be viewed as a discriminator between correct and erroneous hypotheses, which generates utterance-level confidence scores. Compared with simply aggregating all token-level confidence scores for an utterance-level score, directly optimising at the utterance level was shown to be better. Since the R-EBM is trained to automatically aggregate confidence information across the whole utterance, it can also take deletion errors into account.

As shown in the dotted box in Fig. 1, the CEM and R-EBM share the same skeleton that assigns the associated confidence scores for
3. OUT-OF-DOMAIN CONFIDENCE ESTIMATION

Using the CEM and R-EBM can provide much more reliable confidence scores than the softmax scores obtained directly from the ASR model. Although training data is augmented more aggressively during CEM / R-EBM training than ASR training to avoid being over-confident [21, 24], training data used for confidence estimation is often the same as the ASR model. A useful confidence estimator should not only perform well on in-domain data, but also generalise well to OOD data without modifying the ASR model. Assuming that some unlabelled OOD data is available, the following two methods are proposed to improve the OOD confidence scores: pseudo transcriptions and an additional language model.

3.1. Pseudo Transcriptions

One approach of exposing the confidence estimators to OOD acoustic data is to include it in the training process (blue blocks in Fig. 1). To this end, the existing ASR model can be used to transcribe unlabelled OOD data to give pseudo transcriptions without any data augmentation. During CEM / R-EBM training, \(n\)-best hypotheses are generated on-the-fly with data augmentation, and are then aligned with the pseudo transcription to produce binary confidence targets. Note that \(n\)-best hypotheses are nearly always erroneous w.r.t. the pseudo transcription because beam search is run with augmented input acoustic data. The effectiveness of this approach depends on the similarity between the in-domain and OOD data. If the OOD data has, for example, very mismatched acoustic conditions and a different speaking style, the quality of pseudo transcriptions may be poor, which gives misleading training labels for confidence estimators.

3.2. Additional Language Model

Linguistic information can be very useful for confidence estimation. In CEM / R-EBM, an in-domain language model (LM) is normally used. However, the difference in speaking style can lead to very different linguistic patterns. For example, comparing audiobooks with telephone conversations, the vocabularies used are distinct, as telephone conversations are generally much more casual and spontaneous. Therefore, it may be useful to leverage the OOD text data to train an additional LM, which can provide additional features for confidence estimators (red block in Fig. 1). If either an in-domain LM or an OOD LM has a high probability for a hypothesis token, then the token is more likely to be recognised correctly.

4. EXPERIMENTAL SETUP

4.1. Data

The in-domain speech data used in this paper is from audiobooks. For training, there are 57.7 thousand hours of unlabelled speech data from Libri-light [28] (“unlab-60k” subset) for unsupervised pre-training and 100 hours of transcribed data from LibriSpeech [29] (“train-clean-100” subset) for fine-tuning. The text data for language modelling has around 810 million words. The standard dev and test sets from LibriSpeech [29] (“dev-clean/-other” and “test-clean/-other”) are used for in-domain development and evaluation.

Two out-of-domain datasets are used in the experiments. The TED-LIUM release 3 corpus [30] contains 452 hours of talks, which is in a slightly different domain from audiobooks. Although the talks are mostly well prepared, the speaking style is more casual and the language is sometimes colloquial. The text data to train language models has around 255 million words [31]. The standard dev and test sets from TED-LIUM are used.

Another out-of-domain dataset is Switchboard (SWBD). It has 319 hours of telephony conversations for training. The text data for language modelling is the combination of SWBD transcriptions and Fisher Transcriptions, which has approximately 25 million words. The Hub5’00 set is used as the development set, and RT03 is used as the evaluation set. Since all SWBD data was collected at 8 kHz, it is upsampled to 16 kHz before sending to the ASR model.

4.2. Models

The ASR model is an attention-based encoder-decoder network. The encoder architecture follows the “Conformer XL” setup in [32] with 24 Conformer layers and around 600M parameters. Wave2vec 2.0 [33], an unsupervised pre-training method, was used to pre-train the encoder using the unlabelled in-domain Libri-light data. The decoder is a single-layer long short-term memory (LSTM) network with 640 units. The randomly initialised decoder was fine-tuned jointly with the encoder initialised from wav2vec 2.0 using LibriSpeech 100h labelled data. Regularisation techniques such as SpecAugment [34], dropout, label smoothing, Gaussian weight noise and exponential moving average were used to improve performance. The modelling units are a set of 1024 word-pieces [35] derived from the LibriSpeech 100h training transcriptions.

The confidence estimation models, i.e., CEM and R-EBM, were trained on the LibriSpeech 100h dataset while freezing the ASR model. 8-best hypotheses were generated on-the-fly with more aggressive SpecAugment masks to simulate errors on unseen data [24]. Both the CEM and R-EBM have two-layer bi-directional LSTMs.

---

1The LDC catalogue numbers are LDC97S62 for SWBD training set, LDC2002S09 and LDC2002T43 for Hub5’00, LDC2007S10 for RT03, and LDC2004T19 and LDC2005T19 for Fisher transcription.
with 512 units in each direction. Since the direct output of the CEM is the token-level confidence, the word-level confidence is obtained by taking the minimum score among all the tokens for each word.

4.3. Metrics

For ASR performance, the word error rate (WER) and sentence error rate (SER) are used. For confidence estimation performance, the area under the precision-recall curve (AUC) and equal error rate (EER) are reported for both word-level and utterance-level confidence scores. For a given threshold, precision is the fraction of true positives over all samples that are deemed to be positives by the confidence estimator, and recall is the fraction of true positives over all samples that are actually positive. A higher threshold generally implies a higher precision but a lower recall. Pairs of precision and recall values can be plotted by varying the threshold. The area under such a curve is an indication of the estimator’s performance. Using precision-recall curves is more informative than the receiver operating characteristics (ROC) curves under imbalanced classes [36]. In practice, a downstream application normally needs to make decisions based on confidence scores. EER is where the false negative rate equals the false positive rate, which is the optimal operating point if false acceptance and false rejection have equal costs.

5. EXPERIMENTAL RESULTS

5.1. Baselines

The simplest baseline for confidence estimation is to directly use the softmax probability from the decoder output as the confidence scores. As discussed in [21], the softmax-based confidence scores can be severely impacted by the regularisation techniques used during training. As shown in Tables 1 and 2, by having a dedicated confidence estimation module at either the word-level [21] or utterance-level [24], the in-domain performance on LibriSpeech test-clean/-other is greatly improved. Especially at the utterance level, the AUC increases from around 70% to around 90% while the EER is approximately halved.

5.2. Out-of-Domain Information for Confidence Estimation

On the two OOD sets, the benefit of using CEM or R-EBM is also noticeable. However, the relative improvement of confidence estimation performance by using a confidence module diminishes as the data becomes increasingly dissimilar to the in-domain data. For example, in Table 2, the AUC on TED increased from 33.57% to 71.24% whereas the AUC on SWBD only increased from 34.91% to 52.31%. The EER on TED is reduced by more than half whereas the EER on SWBD is only reduced by 23% relatively. This is expected as the confidence module is trained only on in-domain data.

Table 1: Baseline WERs (%) and word-level confidence estimation performance in AUC (%) and EER (%).

| dataset       | WER (±) | softmax | CEM [21] |
|---------------|--------|---------|----------|
|               |        |         | AUC↑ EER↓ | AUC↑ EER↓ |
| LS (test-clean)| 2.7    | 99.29   | 21.59    | 99.64   | 16.40   |
| LS (test-other)| 4.9    | 98.79   | 19.93    | 99.40   | 15.39   |
| TED (test)    | 9.4    | 96.49   | 24.07    | 98.78   | 18.28   |
| SWBD (RT03)   | 28.3   | 92.88   | 20.15    | 96.45   | 18.59   |

Table 2: Baseline SERs (%) and utterance-level confidence estimation performance in AUC (%) and EER (%).

| dataset       | SER (±) | softmax | R-EBM [24] |
|---------------|--------|---------|------------|
|               |        |         | AUC↑ EER↓ | AUC↑ EER↓ |
| LS (test-clean)| 31.4  | 77.63   | 41.97     | 91.68   | 21.53   |
| LS (test-other)| 45.2  | 67.84   | 38.63     | 88.05   | 18.43   |
| TED (test)    | 72.1   | 33.57   | 47.66     | 71.24   | 23.17   |
| SWBD (RT03)   | 82.7   | 34.91   | 36.59     | 52.31   | 28.35   |

Table 3: Word and utterance-level confidence estimation performance in AUC (%) and EER (%) on TED dataset with additional OOD information for CEM and R-EBM.

To further validate the effectiveness of the two proposed approaches, the OOD acoustic data is included during pretraining. This is a more challenging setup because confidence performance baseline will improve as pretraining can effectively reduce the WERs on OOD data. After continuing training the wav2vec 2.0 model with a mixture of in-domain and OOD data with a reduced learning rate, the new encoder is then fine-tuned on the LibriSpeech 100th dataset. The final WERs on the in-domain dataset are very similar to the baseline ASR model (within ±0.1%), but the WER is reduced by 10.6% relative on TED-LIUM and 14.5% relative on SWBD. An improved ASR model generally suggests that the quality of confidence scores are also improved. By comparing the confidence metrics before and after pretraining with OOD data shown in Table 4, AUCs are generally better with pretraining. However, EERs can be higher for the better ASR model because EER only represents a single operating point whereas AUC presents the overall picture of the confidence estimator at all operating points. Nevertheless, after including the OOD information for CEM or R-EBM, the confidence quality is consistently improved on OOD datasets, even when OOD acoustic data is used for pretraining.
5.3. Word-Level Confidence Calibration

Previous confidence metrics such as AUC and EER are only influenced by the rank ordering of the confidence scores, but not their absolute values. However, well-calibrated word-level confidence scores can be important for some downstream applications. In other words, the absolute value of the confidence score should ideally reflect the probability of the word being recognised correctly. Two commonly used metrics for evaluating calibration performance is NCE and ECE [38]. For a dataset with $N$ words, each word has a predicted confidence $p$ and a binary target $c$. NCE is defined as

$$\text{NCE}(c, p) = \frac{H(c) - H(c, p)}{H(c)},$$  

(1)

where $H(c)$ is the entropy of the target sequence and $H(c, p)$ is the binary cross-entropy between the target and the estimated confidence scores. When confidence estimation is systematically better than the word correct ratio $\frac{\sum c}{N}$, NCE is positive. For perfect confidence scores, NCE is 1. NCE measures how close the confidence score is to the probability of the recognised word being correct. ECE is computed as the averaged gap between expected confidence and predicted confidence after binning all words into $M$ buckets, i.e.

$$\text{ECE} = \frac{1}{M} \sum_{m=1}^{M} \left| \frac{B_m}{N} \right| \left| \text{acc}(B_m) - \text{conf}(B_m) \right|,$$

(2)

where $B_m$ represents the words fall within $m$-th bin ranked by their confidence scores.

5.4. Utterance-Level Data Selection

Although aggregating all word-level confidence scores can yield an utterance-level score, [34] showed that the utterance-level confidence is more effectively modelled by R-EBM which directly optimises the utterance-level objective. The improved utterance-level confidence scores can be readily used for data selection tasks. For active learning, utterances with low confidence are normally selected for manual transcription. For semi-supervised learning, utterances with high confidence are often included as additional training data because the hypotheses can be used as high-quality pseudo transcriptions.

| dataset  | estimator | bottom SER↑ | top SER↓ |
|----------|-----------|-------------|----------|
| TED (test) | softmax | 93.5 | 48.5 |
|          | R-EBM     | 98.0 | 25.5 |
|          | +OOD info | 99.5 | 18.5 |
| SWBD (RT03) | softmax | 100.0 | 57.5 |
|          | R-EBM     | 99.5 | 23.0 |
|          | +OOD info | 100.0 | 17.0 |

Table 6: Sentence error rates (SERs) (%) of the bottom and top 200 utterances of TED & SWBD test sets.

In Table 6, the SERs of 200 utterances with the lowest and the highest confidence scores from each dataset are reported. As expected, the R-EBM with additional OOD information during training can effectively filter utterances at either regime. Especially for the high-confidence utterances, OOD information is very helpful in reducing the SERs for R-EBM.

6. CONCLUSION

Although model-based confidence scores are more reliable than softmax probabilities from end-to-end models as confidence estimators for both in-domain and OOD data, the performance on OOD data lags far behind the in-domain scenario. Using pseudo transcriptions to provide binary targets for training model-based confidence estimators and including additional features from an OOD LM are useful for improving the confidence scores on OOD datasets, even when pretraining uses OOD data. By exposing the CEM or R-EBM to OOD data, the calibration performance is also improved. Selecting OOD data using the improved confidence estimators is expected to considerably aid active or semi-supervised learning.
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