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Abstract

Long document summarisation, a challenging summarisation scenario, is the focus of the recently proposed LongSumm shared task. One of the limitations of this shared task has been its use of a single family of metrics for evaluation (the ROUGE metrics). In contrast, other fields, like text generation, employ multiple metrics. We replicated the LongSumm evaluation using multiple test set samples (vs. the single test set of the official shared task) and investigated how different metrics might complement each other in this evaluation framework. We show that under this more rigorous evaluation, (1) some of the key learnings from LongSumm 2020 and 2021 still hold, but the relative ranking of systems changes, and (2) the use of additional metrics reveals additional high-quality summaries missed by ROUGE, and (3) we show that SPICE is a candidate metric for summarisation evaluation for LongSumm.

1 Introduction

Text summarisation is an increasingly sought-after capability that is required by corporations and governments for productivity gains. For such use-cases, long documents with complex structures are often used as the input data. However, work on summarizing long documents into detailed summaries has not dominated the summarisation research field. There have been some exceptions to this, for example, work on government reports (Huang et al., 2021; Cao and Wang, 2022) and PubMed literature (Gupta et al., 2021). In contrast, most of the text summarisation work focuses on shorter documents or generating shorter summaries (for example, Wikipedia data (Gholipour Ghalandari et al., 2020), scientific articles (Teufel and Moens, 2002; Cohan et al., 2018), and news summarisation (See et al., 2017)).
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To bridge this gap, the shared task of summarizing long scientific articles (LongSumm) was proposed, where the system should produce a detailed and informative technical summary of a source article. This shared task was introduced in the 2020 Scholarly Document Processing workshop (Chandrasekaran et al., 2020). The shared task includes an extractive and abstractive version of the problem. The former is based on the TalkSumm dataset (Lev et al., 2020), an alignment of presentation transcripts to the publication. The latter is captured using a data set of technical blogs and publications (Chandrasekaran et al., 2020).

The abstractive data set is interesting in that summaries must provide both high-level and low-level details. An example is provided in Figure 1, where the summary is a blog "walkthrough" of the main points of a paper (presented using the SUMMVis tool (Vig et al., 2021), showing colored alignments of content to the source material).

The 2020/2021 LongSumm shared tasks resulted
in a couple of key learnings for abstractive summarisation: (1) that there was no clear difference in performance between extractive and abstractive methods; and (2) approaches that focus on the representation of long documents, such as the Bigbird (Zaheer et al., 2020) and Pegasus (Zhang et al., 2020a) combination outperformed simpler abstractive methods like BART (Lewis et al., 2020).

One potential weakness of the LongSumm shared tasks is that they were limited to the ROUGE family of metrics (Lin, 2004), including recall of unigrams (ROUGE-1), bigrams (ROUGE-2), and longest common subsequences (ROUGE-LCS). In contrast, current trends in Natural Language Generation (NLG), for example, the E2E evaluation (Dušek et al., 2020), and Image Caption Generation (ICG), for example, the MS Coco evaluation (Chen et al., 2015), employ multiple metrics.

There are also issues with the application of ROUGE to new data sets. For example, ROUGE has been shown to be problematic when used on text types other than news, like microblogs (Mackie et al., 2014), meeting summaries, (Liu and Liu, 2008) and online review text (Tay et al., 2019).

Given that it is not clear that ROUGE is necessarily the best metric for this new domain, we take the approach that diversity of metrics is key. We thus employ the metrics from NLG E2E shared task and MS Coco evaluation scripts. We also add some of the new metrics from these fields, such as SPICE (Anderson et al., 2016), a metric considering semantic graphs that has been demonstrated to improve image captioning evaluation, and BERTScore (Zhang et al., 2020b), a metric that utilizes BERT contextual embeddings to better capture lexical and structural semantics and which is increasingly used in evaluating text summarisation. These metrics can be seen as covering a range of linguistic phenomena. We provide more detail on the metrics in Section 4.

To consider the role of the different metrics for the LongSumm evaluation, we use a spectrum of different system approaches, including oracle methods, baselines, and state-of-the-art approaches. In addition, where the original LongSumm evaluation uses a single test set, we repeat our experiments multiple times with different training-testing data set splits to account for variance.

Our contributions are as follows. (I) We retest key outcomes from the earlier shared tasks, e.g., (i) abstractive and extractive methods perform similarly on the LongSumm abstractive data set, and (ii) the relative performance of tested algorithms. (II) We show that the informativeness of ROUGE might be affected by stopword matching. (III) We show that SPICE agrees somewhat with ROUGE and BERTScore, offering a complementary view on summarisation quality.

The remainder of the paper is structured as follows. In Section 2, we outline related work. Section 3 describes the different summarisation methods and baseline approaches. We outline our experimental procedure in Section 4. In Section 5, we describe our experimental results that address the research questions above. Section 6 presents qualitative analysis and future work. We present concluding remarks in Section 7.

2 Related Work

In this section, we outline some of the highlights in which the NLP community has critically examined evaluation methodology. We provide more details on shared task data, leading approaches, and metrics examined in subsequent sections.

We note that the field of machine translation has been a source of inspiration for other NLP fields. Indeed, the ROUGE metric is itself inspired by the BLEU metric from translation research. This field has shown that reliance on intrinsic metrics and reference summaries is problematic. For example, the BLEU metric may not correlate with human judgments (Callison-Burch et al., 2006). Indeed, in recent years, machine translation has turned to the research topic of Quality Estimation (QE) (Speer and Astudillo, 2018), the task of estimating run-time translation quality without ground truth data. Our work has some superficial similarities to QE methodology, in examining summary rankings and high and low-quality quartiles. However, our analysis differs from the core focus of QE, as we investigate the utility of multiple metrics.

Within the NLG community, BLEU has been used as an evaluation metric even though it is problematic. For example, it has been shown not to correlate with human judgments (for example, (Belz and Reiter, 2006) and (Cahill, 2009)). The use of these metrics is further called into doubt when we
see that n-gram matching metrics like BLEU are also not suitable for evaluating text simplification (Sulem et al., 2016), a closely related task to text summarisation. This has led to the research in new metrics (for example, GLEU (Mutton et al., 2007) and BLEURT (Das and Parikh, 2019)). In this work, we follow the NLG and ICG best practice, which is to use a combination of metrics, knowing that each individual metric may have its failings.

There have been some recent works on evaluating summarisation metrics (Bhandari et al., 2020; Fabbri et al., 2021), which highlights the limitation of current metrics and the need for upgrading evaluation protocols. We note that other metrics exist to overcome some of the limitations of ROUGE (Schluter, 2017), such as needing to account for multiple judgments of content saliency as in the Pyramid method (Nenkova and Passonneau). A linear ensemble of diverse metrics has also been shown to be able to outperform metrics in isolation (Kasai et al., 2022). The NLG community has tended to report human quality assessments, for example, collecting judgments for quality and naturalness (Novikova and Rieser, 2018). In this respect, our work is again complementary in that we use SUMMVis (Vig et al., 2021) to inspect the quality of the system summaries.

3 Baselines and Approaches

3.1 Oracles

To estimate an upper bound on performance for the metrics, we employ a series of "oracle" methods, so-called because they use the reference summaries to approximate a perfect content selection mechanism. The oracle methods are:

(Or-TopK) Oracle-Top K Sentences Matching
For each sentence from the reference summary, we extract the $k$ most similar sentence from the document. Similarity is measured through the longest contiguous matching subsequence by using SequenceMatcher from difflib.

(Or-TopK-SS) Oracle-Surrounding Sentences
The process is similar to Oracle-Single Sentence Matching, except the preceding and subsequent sentence of the most similar sentence will also be selected.

(Or-TopK-PM) Oracle-Paragraph Matching
Instead of finding the most similar sentence, paragraphs are chosen and included in the summary.

We do this by selecting the paragraph to which the most similar sentence belongs.

(Or-SW) Oracle-only Stopwords
This entry only includes stopwords in the summaries. We do this by selecting stopwords from the reference summaries and including them in the summary.

3.2 Baseline Text Summarizers

The baseline summarisation methods are:

(RandN) Randomly select $n$ sentences and include them in the summary.

(LeadN) Select the first $n$ sentences. This is known to be a strong baseline for other data sets.

3.3 2020/2021 Best Published Methods

For this study, we take the extractive and abstractive entries from the 2020 (Chandrasekaran et al., 2020) and 2021 (Ying et al., 2021a) LongSumm shared tasks. For each method tested, we use the authors' public code repository and use system parameters as described in the original published works.

The published performance of these methods is presented in Table 1. The extractive methods ranking using ROUGE-LCS is: DGCNN > SummaRuNNer > BERTSum-Multi. The abstractive methods ranking is: Bigbird-Pegasus > BART.

3.3.1 DGCNN

Dilated Gated Convolutional Neural Networks (DGCNN) have been used for extractive summarisation (Ying et al., 2021b). It is based on Conv1D layers with residual connections and different dilation rates. The sentences from each document are passed through RoBERTa and the output from the last hidden layers with average pooling is used as the feature representations. These are passed into the DGCNN layers to output a binary label for sentence selection.4

3.3.2 SummaRuNNer

SummaRuNNer (Nallapati et al., 2017) is an extractive model consisting of a two-layer bi-directional GRU. The first layer operates on the word level to produce hidden state representations of words while the second layer operates on the sentence level to encode sentence representations. A document representation is obtained through a non-linear transformation of the sentence representations. Selection (binary) classification is made on

---

4https://aclanthology.org/2021.sdp-1.12
Recall | ROUGE-1 | ROUGE-2 | ROUGE-L | Recall | ROUGE-1 | ROUGE-2 | ROUGE-L | F-measure | ROUGE-1 | ROUGE-2 | ROUGE-L
--- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | ---
BERTSum-Multi (Sotudeh Gharebagh et al., 2020) | 0.5460 | 0.1728 | 0.2090 | 0.5311 | 0.1677 | 0.2034
SummaRuNNer (Ghosh Roy et al., 2020) | 0.4390 | 0.1498 | 0.1898 | 0.4938 | 0.1686 | 0.2138
DGCNN (Ying et al., 2021a) | 0.5275 | 0.1711 | 0.2209 | 0.2262 | 0.1747 | 0.5415
Bigbird-Pegasus (Ying et al., 2021a) | 0.5080 | 0.1740 | 0.2156 | 0.1654 | 0.4755 | 0.2016
BART (Ying et al., 2021a) | 0.1921 | 0.0533 | 0.1062 | 0.1122 | 0.0310 | 0.0620

Table 1: Top-performing entries reported by SDP-2020 and SDP-2021 and their reported performance.

sentences, which considers the content, document context, salience and novelty. Ghosh Roy et al. (2020) apply this method in LongSumm.  

3.3.3 BERTSum-Multi
BERTSum-Multi (Sotudeh Gharebagh et al., 2020; Sotudeh et al., 2021) is a variant of extractive summarisation approach BERTSum (Liu and Lapata, 2019). The variant, proposed for the LongSumm shared task, uses joint task training to select sentences and predict section labels for each sentence. It outperforms the standard BERTSum algorithm for LongSumm data (Sotudeh Gharebagh et al., 2020; Sotudeh et al., 2021).

3.3.4 Bigbird-Pegasus
The Bigbird-Pegasus approach (Ying et al., 2021a) is an abstractive model proposed for the Long-Summ shared task. It incorporates Bigbird (Zaheer et al., 2020), a sparse attention mechanism that overcomes the quadratic complexity in the encoder, which is designed to capture more context at the document level. This document representation is then used with Pegasus, an abstractive summarisation approach that is pretrained through gap sentences generation and masked language modeling (Zhang et al., 2020a).

3.3.5 BART
BART (Lewis et al., 2020) is an abstractive model whose pretrained objective is to denoise the input text, which is corrupted by token deletion, token masking, sentence permutation, text infilling and document rotation. It was proposed for use in LongSumm by (Ying et al., 2021a).

4 Experimental Procedure
4.1 Data
In this work, we use the abstractive subset of the LongSumm data set for evaluation purposes. As the public release of this data set does not have a specified test set, we are required to create our own training, development, and testing partitions.

4.2 Evaluation conditions
We randomly sample 22 test cases from the public data set as held out data, repeating this procedure 10 times, ensuring disjoint training and testing sets. Summaries are limited to 600 words for evaluation, following the LongSumm shared task.

4.3 Evaluation Metrics
In this work, we use a diverse set of evaluation metrics, following best practices from the NLG and ICG communities. Unless otherwise specified, we use the implementation from the E2E shared task.

Our categories of metrics are (with the dominant metrics used in that community in bold):
- Translation: BLEU, NIST, METEOR
- Summarisation: ROUGE family of metrics
- Image Captioning: CIDEr, SPICE
- Semantic: BERTScore, METEOR, SPICE

4.3.1 BLEU
BLEU (Papineni et al., 2002) was originally proposed for machine translation. It is based on the product of modified n-gram precision and brevity penalty that penalizes short sentences. BLEU weights each n-gram equally.

4.3.2 NIST
Adapted from BLEU, NIST (Doddington, 2002) pays more attention to less frequent n-grams. It uses the arithmetic mean as opposed to the geometric mean in BLEU for the modified n-gram
precision and weights each n-gram by its frequency in the references.

4.3.3 ROUGE*

ROUGE family of metrics (Lin, 2004) is based on n-gram overlap between system-generated summaries and reference summaries. Following the SDP workshops, we use ROUGE-1, ROUGE-2 and ROUGE-LCS as our evaluation metrics.

4.3.4 CIDEr

CIDEr (Vedantam et al., 2015) was first proposed for image captioning tasks to capture consensus. CIDEr computes the cosine similarity using Term Frequency Inverse Document Frequency (TF-IDF) vectors for each n-gram. We use a variant of CIDEr with Gaussian penalty (named CIDEr-D) introduced to reduce the effects of word repetition.

4.3.5 METEOR

METEOR (Banerjee and Lavie, 2005) aligns the system output and references based on exact word matching and morphological variations such as stems, synonyms, and paraphrases of words. METEOR is calculated as the harmonic mean of precision and recall, along with a penalty factor to favour longer matching sequences.

4.3.6 SPICE

Metrics mentioned above are sensitive to n-gram overlap. However, n-gram overlap is neither necessary nor sufficient for two sentences to convey the same meaning (Giménez and i Villodre, 2007). SPICE is based on the hypothesis that semantic propositional content is an important component of image caption human evaluation (Anderson et al., 2016). SPICE constructs scene graphs based on input text processed via semantic parsing. It computes precision, recall and F1 score based on the binary matching of logical tuples, which contains objects, attributes and relations from the scene graphs.

Although SPICE is designed to operate on a system generated and reference caption, we adapt it to the summarisation scenario, and use a full system generated and reference summaries as input. While the captioning scenario corresponds to a comparison of two sentences, our usage is a comparison of sets of sentences. We show that even this simple adaptation shows agreement with ROUGE and BERTScore metrics.

4.3.7 BERTScore

N-gram models can under-estimate performance on semantically-correct matched phrases (Zhang et al., 2020b) and fail to penalize semantically-critical ordering changes (Isozaki et al., 2010). To overcome such issues, BERTScore (Zhang et al., 2020b) maps tokens to BERT contextual embeddings (Devlin et al., 2019) and computes precision, recall and F-measure through cosine similarity of word tokens, optionally weighted by the inverse document frequency to emphasize rare tokens.14

5 Results

5.1 Agreement of Metrics on Baselines

We begin by examining how the metrics score the oracle and baseline methods. These will provide some insights on upper bounds in performance (oracle methods), performance due to chance (random methods), and performance due to trivial generation (stopword baseline).

We present the baseline and oracle methods in Table 2. We see that the best oracle method is one that takes the best matching source document sentence (that is aligned with a reference sentence), and that adding additional context, whether by paragraph or surrounding sentences, does not improve performance (e.g., Or-TopK=1-PM does not improve on Or-TopK=1). Similarly, returning the top 3-5 aligned sentences does not help. This may be due to lexical divergences between the reference and system summaries, so matches are predominantly in the first sentence.

Interestingly, there is not a large difference in scores between random and lead methods; both increase as more sentences are selected. Note, BERTScore measures for baselines and oracle methods have a narrow range of 2-3 points.

We note that stopwords account for a large proportion of lexical correspondences in ROUGE, as evidenced by the high ROUGE-1 and ROUGE-2 scores for Or-SW, which are in the same range as the SOTA scores in Table 3. This suggests yet another weakness; namely, word recall may be overly dominated by non-content words like stopwords.

5.2 Agreement of Metrics on Systems

We present the results of system comparisons in Table 3. It is clear that the best systems outperform the baseline methods in every case. However, there

13 github.com/tylin/coco-caption

14 pypi.org/project/bert-score/
Table 2: Baselines and Non-trivial Measurement, where N=number of sentences in the ground truth summary. Each cell contains the average score across the 10 test sets (with standard deviation in brackets). Best values are in bold.

| system       | BLEU     | NIST    | ROUGE-1-F1 | ROUGE-2-F1 | ROUGE-LCS-F1 | CIDEr    | METEOR   | SPICE   | BERTScore |
|--------------|----------|---------|------------|------------|---------------|----------|----------|---------|-----------|
| On-Tokp=1    | 0.2739(0.0432) | 6.2482(0.5135) | 0.5439(0.0233) | 0.2455(0.0538) | 0.3438(0.0299) | 0.2270(1.1656) | 0.2456(0.0141) | 0.3960(0.0387) | 0.8521(0.0057) |
| On-Tokp=3    | 0.1400(0.0216) | 4.5771(0.1952) | 0.4995(0.0393) | 0.1820(0.0196) | 0.1820(0.0118) | 0.1230(0.0101) | 0.1270(0.0040) | 0.1770(0.0117) | 0.8218(0.0035) |
| On-Tokp=1-PM | 0.0970(0.0115) | 3.6976(0.1293) | 0.4269(0.0615) | 0.1230(0.0101) | 0.1230(0.0101) | 0.1230(0.0101) | 0.1270(0.0040) | 0.1770(0.0117) | 0.8218(0.0035) |
| On-Tokp=1-SS | 0.1241(0.0145) | 4.1964(0.1516) | 0.4668(0.0767) | 0.1553(0.0159) | 0.1979(0.0126) | 0.3466(0.0535) | 0.1848(0.0171) | 0.1960(0.0160) | 0.8285(0.0036) |
| On-2W        | 0.0134(0.0020) | 0.7140(0.0084) | 0.4995(0.0069) | 0.1484(0.0058) | -              | 0.0004(0.0002) | 0.0850(0.0132) | 0.0030(0.0025) | 0.7377(0.0339) |

Table 3: Extractive or Abstractive models. Each cell contains the average score across the 10 test sets (with standard deviation in brackets). Best values in bold, second best in italics.

| system       | BLEU     | NIST    | ROUGE-1-F1 | ROUGE-2-F1 | ROUGE-LCS-F1 | CIDEr    | METEOR   | SPICE   | BERTScore |
|--------------|----------|---------|------------|------------|---------------|----------|----------|---------|-----------|
| SummaRuNNer  | 0.0640(0.0300) | 0.3297(0.2287) | 0.4205(0.0266) | 0.2200(0.0175) | 0.4254(0.0534) | 0.7727(0.0161) | 0.1170(0.0140) | 0.1500(0.0060) | 0.1610(0.0048) |
| DGCCNN       | 0.0575(0.0189) | 3.3905(2.5906) | 0.3975(0.0249) | 0.1075(0.0151) | 0.1631(0.0089) | 0.1641(0.0035) | 0.0335(0.0016) | 0.1600(0.0070) | 0.1522(0.0139) |
| BERTSum-Multi| 0.2140(0.0421) | 0.3257(0.0412) | 0.3875(0.0388) | 0.1359(0.0080) | 0.0302(0.0054) | 0.0664(0.0144) | 0.1132(0.0069) | 0.4204(0.0041) |
| Bigbird-Pegasus | 0.2020(0.0040) | 0.1399(0.0280) | 0.3257(0.0412) | 0.1359(0.0080) | 0.0302(0.0054) | 0.0664(0.0144) | 0.1132(0.0069) | 0.4204(0.0041) |
| Best Oracle  | 0.2739 | 6.2882 | 0.5439 | 0.2453 | 0.4857 | 0.2207 | 0.2456 | 0.3960 | 0.8521 |
| Best Baseline| 0.2020 | 6.1399 | 0.3279 | 0.2453 | 0.5339 | 0.0683 | 0.1539 | 0.1592 | 0.8218 |
| J/Oracle-Baseline | 0.2537 | 6.1283 | 0.2160 | 0.1616 | 0.3318 | 0.2175 | 0.1592 | 0.1740 | 0.3017 |

is still a considerable margin between the oracle methods (an estimate of an upper bound) and the best system, suggesting that there is still plenty of room for improvement for the task of selecting the content for the generated summary.

As we use multiple test set samples, our results are not exactly the same as the published results displayed in Table 1, however the scores are roughly in the same neighbourhood as the published results. Using ROUGE-LCS F1, our ranking of extractive systems in this replication of LongSum results is SummerRuNNer > BERTSum-Multi > DGCCNN. Curiously, the best-placed extractive method is now ranked last based on ROUGE-LCS alone. For the abstractive systems, we note that Bigbird-Pegasus performed worse than BART, and that the BART ROUGE performance was very different from published results. We suspect the difference is in part due to our use of multiple test sets, which will account for variance in the test data.

Rankings by other metrics are different. However, the three methods which were repeatedly ranked first were SummerRuNNer, BERTSum-Multi, and BART. The translation metrics ranked extractive approaches best. ROUGE metrics ranked the BART system first, CIDER and SPICE, favour different systems, BART and SummerRuNNer, respectively. For the semantic metrics, the METEOR and SPICE systems ranked extractive methods highest, and BERTScore ranked BART best. However, the ranking of methods differs slightly.

5.3 Inspecting top and bottom ranks per metric

We explore the notion of the complementarity of the metrics by examining the top and bottom n ranked generated summaries, as ranked by each of the different metrics. Due to space constraints, we present and discuss a subset of the results here, limiting the discussion to the dominant community metrics (BLEU, ROUGE-LCS (hereafter ROUGE), SPICE, and BERTScore), and considering only output from the three systems that had some agreement on the top metrics as performing well (SummerRuNNer, BERTSum-Multi, and BART).

In Table 4, we present a summary of the simi-
Table 4: Agreement in the top and bottom quartiles of test cases, as ranked by the BLEU (BL), ROUGE-LCS (RL), SPICE (SP), and BERTScore (BS) metrics.

| Comparisons | BART | SummaRunner | BERTSum | Avg. |
|-------------|------|-------------|---------|------|
| RL. vs BS. | 0.62(0.19)/0.64(0.12) | 0.70(0.13)/0.56(0.15) | 0.72(0.13)/0.62(0.11) | 0.67(0.15)/0.61(0.13) |
| RL. vs BL. | 0.34(0.13)/0.46(0.22) | 0.30(0.16)/0.44(0.15) | 0.28(0.16)/0.40(0.15) | 0.31(0.16)/0.43(0.17) |
| RL. vs SP. | 0.60(0.15)/0.70(0.10) | 0.64(0.15)/0.74(0.04) | 0.56(0.15)/0.74(0.20) | 0.60(0.15)/0.73(0.11) |
| BS. vs BL. | 0.26(0.18)/0.36(0.22) | 0.22(0.17)/0.38(0.14) | 0.26(0.13)/0.46(0.20) | 0.25(0.16)/0.40(0.18) |
| BS. vs SP. | 0.56(0.15)/0.68(0.13) | 0.68(0.13)/0.60(0.18) | 0.52(0.10)/0.62(0.17) | 0.59(0.13)/0.63(0.16) |
| BL. vs SP. | 0.44(0.20)/0.44(0.20) | 0.30(0.18)/0.44(0.15) | 0.38(0.11)/0.60(0.18) | 0.37(0.16)/0.49(0.18) |
| Avg.       | 0.47(0.17)/0.55(0.17) | 0.47(0.16)/0.53(0.14) | 0.45(0.13)/0.57(0.17) | 0.46(0.15)/0.55(0.16) |

6 Discussion

6.1 Qualitative Analysis of Metric Complementarity

The results in Table 4 raise an interesting question. When utilizing a diverse set of metrics, what are the complementary qualities of a system summary that might be captured by the metrics? That is, do the summaries ranked highly by SPICE and BLEU represent quality summaries that are neglected by ROUGE and BERTScore? For this manual analysis, there are 3 test cases agreed upon by ROUGE and BERTscore, and 4 complementary test cases ranked highly by SPICE and BLEU. Upon inspection of these summaries manually, we find that all seven summaries are generally reasonable.

For insight, we examine the source-summary alignments generated SUMMVis for the 3 test cases that ROUGE and BERTScore agree upon, and the 4 complementary, presented in Figure 3. We note that the last 4, representing the complementary summaries, seem to share the property that content is selected later in the source document. That is 3 summaries ranked highly by ROUGE/BERTScore summaries seem "top-heavy" and the complementary set seem "bottom-heavy", with respect to where content from the source is drawn from.

We present an example of the ROUGE/BERTScore highly-ranked summary and an example from the complementary set in Figure 2. Upon inspection, the leftmost summary seems to rely heavily on copying and rewriting content from the source document, as indicated by the SUMMVis color-coding of long common sequences. In contrast, the complementary summary (rightmost) seems to exhibit shorter fragments, possibly from novel sentences.

---

15 We use a test set with a size of 22 documents as in the official evaluation.
16 The values are the mean across over 10 test sets, and the standard deviation is in brackets.
6.2 Future Work

Our results show that using multiple metrics may be beneficial in identifying summaries that are of a similar high calibre. In future work, we aim to investigate how the multiple metrics might be used in concert to evaluate systems and provide incremental intrinsic measures of progress.

We also intend to investigate how metrics like SPICE might be used to identify high-quality novel sentences, and to see if the graph comparison underpinnings allows SPICE to make qualitatively different judgments to metrics like BERTScore. Finally, we will explore other adaptations of SPICE accounting for multiple sentences in texts.

7 Conclusions

We present a detailed evaluation of multiple text summarisation metrics for long document summarisation. Utilising an oracle, baseline and state-of-the-art systems, we show that a diverse suite of metrics can capture work in a complementary fashion, so that an evaluation framework is not subject to the limitations of a single metric. In a rigorous analysis over 10 repeated trials, we show that performance of the tested approaches is roughly the same as published results. However, while some findings from the LongSumm shared task can be replicated, we find the ranking of methods in our experiments differs from prior results. When we examine the top and bottom quartiles of summarisation performance, we show that ROUGE and BERTScore are often in agreement. Further diversity in evaluation
may be obtained using the metrics commonly used natural language generation and image captioning. In particular, we present preliminary results that show that the SPICE metric, which considers graph comparisons of semantic information, also agrees with the ROUGE and BERTScore metrics. We see that SPICE can identify other situations in which summarisation systems are performing well, complementing the insights gained from ROUGE and BERTScore.
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