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Abstract

Estimating accurate lane lines in 3D space remains challenging due to their sparse and slim nature. In this work, we propose the M²-3DLaneNet, a Multi-Modal framework for effective 3D lane detection. Aiming at integrating complementary information from multi-sensors, M²-3DLaneNet first extracts multi-modal features with modal-specific backbones, then fuses them in a unified Bird’s-Eye View (BEV) space. Specifically, our method consists of two core components. 1) To achieve accurate 2D-3D mapping, we propose the top-down BEV generation. Within it, a Line-Restricted Deform-Attention (LRDA) module is utilized to effectively enhance image features in a top-down manner, fully capturing the slenderness features of lanes. After that, it casts the 2D pyramidal features into 3D space using depth-aware lifting and generates BEV features through pillarization. 2) We further propose the bottom-up BEV fusion, which aggregates multi-modal features through multi-scale cascaded attention, integrating complementary information from camera and LiDAR sensors. Sufficient experiments demonstrate the effectiveness of M²-3DLaneNet, which outperforms previous state-of-the-art methods by a large margin, i.e., 12.1% F1-score improvement on OpenLane dataset. Our code will be released at https://github.com/JMoonr/mmlane.

1 Introduction

Accurate and robust lane detection is the foundation for safety in autonomous driving. Over the past few years, camera-based 2D lane detection has been extensively studied and achieved impressive results (Gopalan et al. 2012; Li et al. 2016; Lee et al. 2017; Neven et al. 2018; Zhang et al. 2018; Hou et al. 2019; Liu et al. 2021a; Tabelini et al. 2021a; Han et al. 2022; Zheng et al. 2022). However, detecting lanes on monocular 2D images cannot provide accurate localization in 3D space due to the depth ambiguity.

Fortunately, large-scale datasets with 3D lane annotations (Garnett et al. 2019; Guo et al. 2020; Yan et al. 2022) have been proposed, triggering a surge of interest in developing 3D lane detection algorithms (Garnett et al. 2019; Efrat et al. 2020; Guo et al. 2020; Liu et al. 2022; Chen et al. 2022a; Yan et al. 2022). These methods detect 3D lanes in a vision-centric manner, which takes camera images as inputs and predicts 3D lanes in the bird’s eye view (BEV) space.

Due to the lack of depth information, these approaches map the 2D features into BEV via an inverse perspective mapping (IPM) to transform front-view image features to BEV features, through either ground truth or learned camera poses. (b) M²-3DLaneNet first lifts image features to 3D space with the help of LiDAR point cloud, and then fuse multi-modality features in the BEV for the 3D lane detection.
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lanes are usually slender and thus submerged by their surrounding surfaces.

Based on the above observation, we aim to improve 3D lane detection by leveraging complementary information from camera images and LiDAR point clouds. In this paper, we propose the M$^2$-3DLaneNet, a multi-modal framework for accurate 3D Lane detection, breaking the limitations of previous single-modal approaches, as shown in Figure 1 (b). Taking geometric-rich point clouds and texture-rich images as inputs, M$^2$-3DLaneNet first processes them in two modal-specific streams and then predicts the 3D lanes based on multi-scale cross-modal feature fusion. In practice, to obtain 3D lane prediction, we propose to conduct feature fusion in a unified BEV space. Specifically, for the LiDAR inputs, we simply generate the corresponding features in BEV space using a 3D pillar-based backbone (Lang et al. 2019). For the camera stream, the input image is first encoded into multi-scale feature maps and then transformed into the BEV space via our Top-Down BEV generation (TD-BEV) module. With explicit consideration of the sparse and slim nature of 3D lanes, the proposed TD-BEV module first mines lane information from the 2D feature maps. The texture-rich features are then effectively transformed to BEV space via depth-aware lifting, followed by BEV projection via pillarization and the nearest BEV completion operation. After having the multi-scale BEV features from two modalities, we generate the fused features in a bottom-up manner (BU-BEV), which are used for the final lane prediction. Experiments on OpenLane dataset show that our model outperforms the previous state-of-the-art by a large margin. The extensive analysis also confirms the effectiveness of each proposed component.

In summary, our main contributions are threefold:

- We propose the M$^2$-3DLaneNet, a multi-modal framework for accurate 3D lane detection. It utilizes complementary features from camera image and LiDAR point cloud for 3D lane detection.
- Two novel components, namely top-down BEV generation and bottom-up BEV fusion, are proposed, in which the former effectively lifts the 2D image features into the BEV space, and the latter aggregate multi-modal features in a cascaded attention.
- We demonstrate that M$^2$-3DLaneNet significantly exceeded the previous state-of-the-art on the OpenLane benchmark (+12.1% in the metric of F1-score).

## 2 Related work

### 2.1 2D Lane Detection

The goal of 2D lane detection is to detect the positions of lane in the 2D images. Among recent methods, there are four main stream strategies adopted to perform this task: (a) Anchor-based methods (Li et al. 2019, Torres et al. 2020, Qin, Wang, and Li 2020) leverage line-like anchors to detect lanes out of special nature of the slender lane. (b) Segmentation-based methods (Hou et al. 2019, Neven et al. 2018, Liu et al. 2021a, Wu et al. 2021) aim to predict the lane mask through pixel-wise classification task. (c) Parametric-based methods (Liu et al. 2021b, Feng et al. 2022, Tabelini et al. 2021b) are in a characteristic way to resolve the traffic line detection, i.e., learn to predict parameters used to fit the polynomial curves of lanes. (d) Key-point-based methods (Qu et al. 2021, Wang et al. 2022) formulate lane detection problem from key points perspective and finally get lanes through associating points in the same lane. However, since lane annotations are defined on the 2D images, these methods lack the ability to accurately localize lanes in 3D space.

### 2.2 3D Lane Detection

3D lane detection aims at predicting lane lines in the 3D space. Although generating 3D predictions, most deep-learning-based 3D lane detection algorithms still take monocular images as inputs due to the lack of public 3D datasets. Among them, 3D-LaneNet (Garnett et al. 2019) is the first to detect 3D lanes using monocular front-view images. To predict lanes on a 3D plane, it applies inverse perspective mapping (IPM) to transform the front view image into the top-view, using camera poses predicted by a learning branch. Gen-LaneNet (Guo et al. 2020) proposes a virtual top view as a surrogate to address the misalignment between anchor representation and internal features projected by IPM. CLGo (Liu et al. 2022) realizes a two-stage framework with pose estimation and polynomials estimation. These methods rely on IPM to project image features to top-view features. However, IPM will cause distortion when encountering uphill or downhill, which jeopardizes the model to perceive the scene correctly and consistently. By contrast, ONCE (Yan et al. 2022) directly generates 3D lanes without relying on IPM by detecting 2D lanes on images and projecting them into 3D space with the help of depth estimation. And Persformer (Chen et al. 2022a) leverages the deformable attention mechanism to adaptively update features on the BEV plane, which also mitigates the discrepancy introduced by IPM. Nevertheless, these monocular approaches heavily rely on the camera features, which are depth ambiguous and sensitive to the light condition. Although some approaches attempt to detect 3D lanes using LiDAR data (Jung and Bag 2018, Thuy and León 2019, Kammel and Pitzer 2008). They heavily rely on the hand-craft intensity threshold, which is hard to determine across different environments. Fortunately, Chen et al. (2022a) provides a large-scale 3D lane detection dataset (OpenLane), which is the first public 3D lane dataset containing both LiDAR and camera data with pixel-to-point correspondences. Such a new dataset enables us to develop a multi-modal approach to achieve better 3D lane detection.

### 2.3 Multi-sensor Approaches

Since cameras and LiDARs capture complementary information, multi-sensor approaches are widely adopted in different fields. In 3D object detection, PointPainting (Vora et al. 2020) provides point clouds with their corresponding 2D semantics. Taking advantage of the attention mech-
Figure 2: Overview of the proposed \(M^2\)-3DLaneNet. It parallelly generates BEV features through taking image and LiDAR point cloud as inputs, where features from the former is gained by top-down BEV generation. Afterward, two BEV features are fused together with bottom-up BEV fusion and finally used to predict 3D lanes.

3 Method

The architecture of \(M^2\)-3DLaneNet is shown in Figure 2 in which two streams (i.e., camera and LiDAR streams) are adopted for multi-scale feature generation. After that, the multi-scale image features are further enhanced through Top-Down BEV generation (TD-BEV). Then, Bottom-Up BEV fusion (BU-BEV) is applied to aggregate multi-modal features. Finally, the 3D lane prediction is gained by an anchor-based prediction head.

3.1 Two-Stream Architecture

In the initial stage, there is a two-stream backbone in parallel used for multi-scale feature generation. **Camera Stream.** For the image stream, RGB images are encoded into multi-scale feature maps. Specifically, following (Chen et al. 2022a), we use EfficientNet-B5 (Tan and Le 2019) as our image backbone, which generates features from four different scales.

**LiDAR Stream.** For the LiDAR stream, the LiDAR point cloud is encoded through PointPillars (Lang et al. 2019). Concretely, it first divides the point cloud into different pillars and then encodes each pillar into a high-dimensional feature vector using a mini-PointNet (Qi et al. 2017). After that, all pillars are scattered into the 2D BEV space and processed by a 2D-CNN. Similar to the camera stream, we generate LiDAR BEV features in four scales, which will be further aggregated with the image BEV features in the bottom-up BEV fusion module.

3.2 Top-Down BEV Generation

Taking features from the camera stream as input, the target of Top-Down BEV generation (TD-BEV) is obtaining multi-scale image BEV features. It firstly enhances the 2D feature maps using the newly proposed Cross-Scale Line-Restricted Deform-Attention (CS-LRDA) module, which aggregates deeper features with shallow ones and explores the long and slim nature of lane lines. After that, it transforms these enhanced features into the BEV space through depth-aware lifting and nearest BEV completion.

**Line Restricted Deform-Attention.** Deformable attention (DA) is initially proposed in Deformable-DETR (Zhu et al. 2020), which breaks the limitation of traditional grid sampling by selecting sparse and deformable neighbors around each pixel. The core idea of DA is to adaptively attend to relevant regions with predicted offsets, and thus can capture objects on different scales with the attention mechanism. Nonetheless, compared with generic object detection,
detecting lane lines relies on more fine-grained features because lanes tend to be slim.

Based on this observation, we propose Line Restricted Deform-Attention (LRDA) to enhance the feature representation of lane lines (Figure 3(b)). Unlike previous DA that could attend to any position, LRDA restricts that the sample points lie in a line crossing the key point, where the line is given by a predicted angle. To obtain the position of sample points for a key point, LRDA simply samples on the predicted line using predefined steps. After that, LRDA updates the feature of each key point by applying the attention mechanism between sample points and the key point. Specifically, it can be formulated as

\[
\text{LRDA}(q_i, p_i, f) = \sum_{n=1}^{N} W_n \cdot F_{LR},
\]

\[
F_{LR} = \sum_{k=1}^{K} A_{nik} \cdot W'_n f(p_i + \Delta p_{nik}),
\]

\[
\Delta p_{nik} = (\cos \theta \cdot s_{nik}, \sin \theta \cdot s_{nik}),
\]

where \( f \in \mathbb{R}^{C \times H \times W} \) represents a feature map, \( i \) indexes a query component with feature \( q_i \) and a position \( p_i \), \( n \) and \( k \) respectively denote the index of attention head and sampled points, and \( K \) illustrates the number of sampled points. \( \Delta p_{nik} \) and \( A_{nik} \) further represent offsets and weight of the \( k \)-th sample point in the \( n \)-th attention head. Note that \( A_{nik} \) is a normalized scalar over \( K \) sampled points, and in the range of \([0, 1]\). Therefore, the offsets \( \Delta p_{nk} \in \mathbb{R}^2 \) are determined by the predicted angle \( \theta \) and step \( s_{nik} \), i.e., the sampling distance between the \( k \)-th sampled point and the reference point \( p_i \). Following (Zhu et al. 2020), we conduct the bilinear interpolation to obtain features at fractional sampling positions. Through such a scheme, lane-aware discriminative features can get enhanced and negative influences from the background could be alleviated in each layer.

To further integrate the features with different receptive fields, as inspired by (Lin et al. 2017; Liu et al. 2018), we apply LRDA in a multi-scale manner, as shown in Figure 3(a). Concretely, for a feature map from a certain scale, we enhance its representation by merging it with features from the last scale. After that, we conduct LRDA (Eqn. (1)) to enhance the feature maps further. Finally, the original feature map of the current scale is added back to the enhanced one to maintain backbone information. After conducting CS-LRDA, multi-scale updated features are gained.

**Depth-Aware Lifting.** Given a LiDAR point cloud \( P \in \mathbb{R}^{N \times 3} \), we first project it into the image plane, obtaining a sparse depth map \( D \). Considering the original LiDAR point cloud only maps to a small proportion of pixels on the image, we apply the depth completion as (Wu et al. 2022) to generate the dense depth map \( \hat{D} \). Then, we transform the features in the image plane into 3D space assisted by the dense depth map, as shown in Figure 4.

In practice, given the input image with the size of \((H, W)\), we first generate image coordinates \( \mathbb{C} \) according to the dense depth map \( \hat{D} \),

\[
\mathbb{C} = \{(u, v, d) | u \in [1, W], v \in [1, H], \}
\]

where \( d = \hat{D}_{uv} \). Afterward, we transform the image coordinates \( \mathbb{C} \) into the 3D space, utilizing the camera intrinsic and extrinsic matrices \( K \in \mathbb{R}^{3 \times 3} \) and \( T \in \mathbb{R}^{4 \times 4} \). Specifically, given \( i \)-th image coordinate \( C_i = (u_i, v_i, d_i) \), its coordinate \((x_i, y_i, z_i)\) in the world system can be calculated as

\[
[x_i, y_i, z_i, 1]^T = T^{-1} \cdot K^{-1} \cdot [u_i \times d_i, v_i \times d_i, d_i, 1]^T.
\]

After the above transformation, we lift the multi-scale image features into the 3D space. To unify the image features into a common space, we conduct pillarization (Lang et al. 2019) on the above multi-scale features, obtaining multi-scale BEV features as shown in Figure 4.

**Nearest BEV Completion.** Due to occlusion and limited field-of-view, the above BEV maps from the camera stream.
still contain noticeable empty grids. To tackle this problem, we apply the Nearest Bev Completion to complete the empty bev areas. For each bev feature map, we first generate an occupancy map, which records the occupancy status of the current lattices. After that, for each empty lattice, we interpolate it with its nearest neighbor. Meanwhile, we record the replacement and its offset with euclidean distance, and they will be used as additional two-channel concatenated on the original bev features.

3.3 Bottom-Up BEV Fusion

After top-down bev generation, we adopt a bottom-up manner for multi-modality fusion, as shown in Figure 2. For each scale, we first concatenate the two feature maps from different modalities and then apply the channel-wise attention (Hu, Shen, and Sun 2018) for single-scale fusion to process the merged feature map. In this way, multi-scale bev feature maps from two modalities are fused into a single pyramid. Afterward, we leverage the feature fusion strategy in (Chen et al. 2022a) to merge the multi-scale fused feature maps together, obtaining a single fused bev feature map.

3.4 Prediction and Objective

Following (Chen et al. 2022a), we detect 3D lanes in an anchor-based manner. The 3D prediction \( Y_{3d}^{reg} \) contains a regression component \( Y_{3d}^{reg} \in \mathbb{R}^{N_s \times 2} \) and two classification components, \( Y_{cls}^{3d} \in \mathbb{R}^{N_s} \) and \( Y_{vis}^{3d} \in \mathbb{R}^{N_s \times 1} \). Here \( Y_{reg}^{3d} \) represents the predicted offsets to the anchor. And \( Y_{cls}^{3d} \) and \( Y_{vis}^{3d} \) denote the category and visibility of the anchor, respectively. Here, \( N_s \) denotes the number of sampled points along the y-axis, which is a hyperparameter. To enhance the capability of 2D features, we also adopt auxiliary losses for 2D lane detection, which consists of three parts as the 3D one, i.e., regression, classification, and visibility. Moreover, a semantic segmentation loss is adopted on the fused bev feature supervised by the projection of 3D annotation, which helps the bev feature learn the semantics of the lane lines. Overall, the final loss is a weighted sum of the above losses:

\[
\mathcal{L}_{all} = \lambda_1 \mathcal{L}_{3d}(Y_{3d}^{reg}, Y_{3d}^{gt}) + \lambda_2 \mathcal{L}_{2d}(Y_{2d}^{reg}, Y_{2d}^{gt}) + \lambda_3 \mathcal{L}_{seg}(Y_{cls}, Y_{cls}^{gt}) + \lambda_4 \mathcal{L}_{vis}(Y_{vis}, Y_{vis}^{gt})
\]

where \( Y_{gt}^{(i)} \) denotes the corresponding ground truth, \( Y_{(i)} \) denotes the corresponding prediction and \( \lambda_{(i)} \) is the weight for a specific task.

4 Experiment

Since OpenLane dataset (Chen et al. 2022a) is the sole public dataset containing LiDAR-camera input with corresponding alignment, we conduct all experiments on it.

4.1 Datasets

OpenLane is built on Waymo Open Dataset (Sun et al. 2020a), which contains 200K frames and 880K annotated lanes. Each sequence of Waymo (Sun et al. 2020a) is sampled at 10Hz for 20s with 64-beam LiDARs. Considering OpenLane (Chen et al. 2022a) only annotated the lanes in the front-view, we ignore points in LiDAR data that outside the image. In addition, OpenLane provides a category information for each lane, e.g., white dash line, as well as the road curbside. In total, there are 14 categories.

4.2 Evaluation Metrics

Following the official metric of the OpenLane (Chen et al. 2022a), the evaluation of 3D lane detection is formulated as a bipartite matching problem between predictions and ground truth, which is based on edit distance. After matching, the corresponding metrics can be calculated in terms of F1 score, category accuracy and x/z error over matched lanes. A right prediction requires the point-wise distances of 75% points between ground truth are less than the max-allowed distance.

In this paper, we modify the original metrics in (Chen et al. 2022a) in a more challenging manner. The modifications and reasons are as follows: 1) We reduce the point-wise max-allowed distance to 0.5m for a successful matching. In the original OpenLane, they set 1.5m as the threshold. However, in the real-world autonomous driving, a 1.5m bias would seriously hamper the safety. 2) Instead of using 100m as the evaluation range as in (Chen et al. 2022a), we evaluate the 3D lane only inside the furthest distance that point clouds can cover, i.e., 75m in Waymo (Sun et al. 2020b). 3) We include all points covered in ground truth to conduct point-wise distance measurement, and remain the same \( d_p = 1.5m \) for false positive penalization, which further reformulate the original cost as

\[
c_i^{pg} = \begin{cases} 
\| x_i^p - x_i^g \|_2 + \| z_i^p - z_i^g \|_2 & \text{if } v_i^p = 1, \\
\frac{d_p}{v_i^c} & \text{if } v_i^c = 0 \text{ and } v_i^p = 1, \\
0 & \text{otherwise},
\end{cases}
\]

where \( i \) is the index of the anchor in the y-axis. \((\cdot)^{p}\) and \((\cdot)^{g}\) denote the ground truth and the predictive values, respec-
Table 1: Performance comparison on OpenLane dataset. L and C represent LiDAR and camera, respectively.  
13DLaneNet (Garnett et al. 2019) originally predicts camera height and pitch for transformation, while OpenLane has already provided the extrinsic of cameras. Therefore, we keep their prediction as an auxiliary task but exploit ground truth extrinsic during the transformation. *GenLaneNet (Guo et al. 2020) is a two-stage method, where they first train a segmentation network to estimate the foreground and background, and then fix it during second stage training. In our experiments, we directly train their model with their pretrained segmentation network in the first stage. Particularly, the original 3D-LaneNet and Gen-LaneNet only distinguish the lane and background, i.e., without category prediction. For 3D-LaneNet, we modify their predictions as multi-class one and apply the same multi-class loss on it as ours. For Gen-LaneNet, since their pretrained segmentation model is a binary classification network, we do not apply category prediction. Notably, in the table, except X error and Z error, a higher value indicates better performance. The last three columns denote the F1 score under three special cases as (Chen et al. 2022a).

| Methods               | Modalities | F1   | Category | X error↓ | Z error↓ | Up & Down | Curve | Extreme Weather |
|-----------------------|------------|------|----------|----------|----------|-----------|-------|-----------------|
| 3DLaneNet† (Garnett et al. 2019) | C          | 42.8 | 84.5     | 0.452    | 0.153    | 32.7      | 38.5  | 43.4            |
| GenLaneNet* (Guo et al. 2020)   | C          | 29.3 | -        | 0.431    | 0.164    | 22.8      | 28.4  | 27.8            |
| Persformer (Chen et al. 2022a)  | C          | 49.9 | 86.9     | 0.419    | 0.134    | 40.8      | 47.0  | 51.1            |
| M²-3DLaneNet (ours)         | C+L        | 62.0 | 90.8     | 0.236    | 0.097    | 53.9      | 60.8  | 59.5            |
| Improvement               | -          | ↑12.1| ↑3.9     | ↓0.183   | ↓0.037   | ↑13.1     | ↑12.2 | ↑8.4            |

Figure 6: Visualization. We show the lane detection of M²-3DLaneNet in the 3D space and the corresponding image in various scenarios, where the green lines represent ground truth and the other colors are determined by different categories. Notably, the yellow line denotes the predicted road curbside, which is a class included in OpenLane.

4.3 Implementation Details

For all experiments, we use the same hyperparameters and training protocols. Specifically, we use AdamW (Loshchilov and Hutter 2017) as the optimizer, the learning rate is set to $2 \times 10^{-4}$ at the beginning of training, and we use a cosine annealing scheduler (Loshchilov and Hutter 2016) with $T_{max} = 8$ to update the learning rate. All models are trained with batch size 16 and overall epochs 25. Input images are resized to 480 x 360 in both training and testing. The data augmentation only includes image random rotation from $-10^\circ$ to $10^\circ$. The architecture details will be illustrated in the supplementary material.

4.4 Main Results

We present the main results of our experiments on OpenLane (Chen et al. 2022a) dataset in Table 1. We evaluate 3DLaneNet (Garnett et al. 2019), GenLaneNet (Guo et al. 2020) and Persformer (Chen et al. 2022a) based on their officially codes and retrain them on OpenLane dataset. The results show that M²-3DLaneNet effectively utilizes the information of different modalities, which achieves the state-of-the-art performance among all previous methods, surpassing PersFormer (Chen et al. 2022a) by 12.1% in F1 score. We provide visualization of M²-3DLaneNet in Figure 6.
Table 2: Results with different modalities. L and C represent LiDAR and camera, respectively. L(-) denotes that the intensity information in the LiDAR point cloud is not used.

| Method                        | Modalities | F1 score | Cat. Acc. |
|-------------------------------|------------|----------|-----------|
| Camera stream                 | C          | 49.9     | 86.9      |
| LiDAR stream                  | L(-)       | 52.2     | 80.9      |
| LiDAR stream                  | L          | 52.6     | 81.8      |
| PointPainting$^*$             | C+L        | 58.0     | 85.1      |
| AutoAlignV2$^+$               | C+L        | 57.4     | 92.0      |
| Ours w/o LiDAR stream         | C+L        | 60.4     | 90.6      |
| M$^2$-3DLaneNet(ours)         | C+L        | 62.0     | 90.8      |

Table 3: Ablation studies on TD-BEV and BU-BEV. The upper part shows the results without the LiDAR stream, while the lower one is illustrated with the LiDAR stream. Here, SSF, LRDA and NBC are single-scale fusion in BU-BEV, line-restricted deformable attention and nearest BEV completion, respectively.

| LiDAR stream | SSF | LRDA | NBC | F1  |
|--------------|-----|------|-----|-----|
|              | ✓   | ✓    | ✓   | 59.0|
|              | ✓   | ✓    | ✓   | 59.7(+0.7) |
|              | ✓   | ✓    | ✓   | 59.6(+0.6) |
|              | ✓   | ✓    | ✓   | 60.4(+1.4) |
|              | ✓   | ✓    | ✓   | 60.6(+1.6) |
|              | ✓   | ✓    | ✓   | 61.1(+2.1) |
|              | ✓   | ✓    | ✓   | 61.3(+2.3) |
|              | ✓   | ✓    | ✓   | 61.7(+2.7) |
|              | ✓   | ✓    | ✓   | 61.3(+2.3) |
|              | ✓   | ✓    | ✓   | 62.0(+3.0) |

4.5 Design Analysis

To understand the effectiveness of our proposed module, we conduct experiments on each component in M$^2$-3DLaneNet.

Results with Different Modalities. We demonstrate the results using different modalities in Table 2. As shown in the table, using the pure camera stream can only achieve a low F1 score of 49.9. When exploiting the LiDAR stream, it has already exceeded the results of the camera stream, even if the intensity information is not used (i.e., L(-)). The reason is that the geometric information in the point cloud provides the model with rich structure information of the scene to perceive the targets. Specifically, the LiDAR provides clear cues as shown in the Figure 7, i.e., the lane lines and road have different reflectivity and geometrics.

In the bottom part of the table, we compare results in different multi-modal manners, in which PointPainting (Vora et al. 2020) and AutoAlignV2 (Chen et al. 2022b) are used as our baselines, where we enhance the point cloud features through painting the RGB features or adaptive fusion. Moreover, we ablate the LiDAR stream (i.e., PointPillars (Lang et al. 2019)) and only exploiting camera stream with TD-BEV and BU-BEV. Here, since the LiDAR information is utilized in the depth-aware lifting, it also belongs to the multi-modal method and achieves superior results upon single-modal manner. Finally, when using the full architecture, we achieve the state-of-the-art results.

Figure 7: Why LiDAR works? (a) shows the point cloud with RGB retrieved from the image and (b) shows the point cloud with intensity. (c) demonstrate the raw point cloud, in which we zoom in on three areas in red, blue, and green boxes. It can be found that the geometry shape of the point cloud changes at the location of lane lines and road curbs.

5 Conclusions

In this work, we present M$^2$-3DLaneNet, a novel Multi-Modal 3D Lane Detection framework that utilizes camera and LiDAR for recognition. By lifting image through generated dense depth map and fuse features in BEV space, M$^2$-3DLaneNet effectively extracts useful feature from different modalities. M$^2$-3DLaneNet also contains a Line-Restricted Defrom-Attention and the Nearest BEV Completion to further improve the performance. The architecture is validated on OpenLane dataset and outperforms all previous work.
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