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Abstract—We consider the open federated learning (FL) systems, where clients may join and/or leave the system during the FL process. Given the variability of the number of present clients, convergence to a fixed model cannot be guaranteed in open systems. Instead, we resort to a new performance metric that we term the stability of open FL systems, which quantifies the magnitude of the learned model in open systems. Under the assumption that local clients’ functions are strongly convex and smooth, we theoretically quantify the radius of stability for two FL algorithms, namely local SGD and local Adam. We observe that this radius relies on several key parameters, including the function condition number as well as the variance of the stochastic gradient. Our theoretical results are further verified by numerical simulations on synthetic data.

I. INTRODUCTION

Federated learning (FL) [1] is a machine learning setup where a group of clients work cooperatively to learn a statistical model. The learning process is coordinated by a central server which facilitates the exchange of model updates. FL algorithms enjoy the benefits of model sharing among clients while preserving data privacy, and they also reduce the number of communications without making too much sacrifice on the performance [2]. In a canonical FL algorithm, the central server broadcasts the initial model to all clients, and then, each client performs several steps of local updates before sending the model to the server. Once receiving models from a subset of clients, the server performs a global aggregation, typically in the form of average. The aggregated model will then be broadcasted again to all clients, and the algorithm continues.

FL emerges as a new paradigm to address the following four challenges in distributed machine learning [1], [3]. The first concern is communication efficiency, where FL algorithms often reduce the communication frequency in distributed architectures [4]. The second problem is that the local objective functions are different across clients, which is a consequence of having different data-sets (and optimal solutions) in respective clients. This challenge is termed as statistical heterogeneity [5]. The third challenge is systems heterogeneity, which accounts for the devices (rather than data) varying from one client to another, including differences in processing speeds, communication bandwidth, and reliability [6]. Lastly, privacy is another concern in FL [7], which can be partially mitigated by preventing from directly transmitting local data to the central server.

In this work, we consider a new FL setting that we term the open FL system, where clients may join and/or leave the system during the learning process. More generally, the local clients’ functions may change over time. Open FL systems are common in real-life scenarios. For example, a node failure in a large distributed system is almost inevitable, which translates to clients leaving the open FL system. In social platforms, users constantly join and leave. Also, it is possible that a present user might not be willing to share its model at a certain time. Therefore, addressing open systems is critical for FL architectures. There are recent works such as [8], [9], [10] that consider the client drop-out. However, these works mostly emphasize the partial cooperation of the clients, and the clients are still considered to be within the system. We view an open FL system through a different lens, where at certain times (when the system is still operating), new clients may join and old clients may leave the system; see an illustration in Fig. 1.

In open FL systems, due to the possible change in local objective functions for various clients, the global objective function also varies over time. As a result, analyzing the convergence to an exact statistical model (i.e., fixed optimization solution) is not possible for this type of systems. Additionally, when a client joins or leaves the system, the network size (i.e., number of clients) increases or decreases, respectively, which poses another challenge. In order to address this issue, we focus on the stability rather than the convergence of the open FL system. The concept of stability is precisely defined in Section II-D, which quantifies the magnitude of the learned model in open systems.

Our contributions are as follows

• [Stability as a new FL metric] We provide a formal definition of stability for open FL systems. Then, we provide analysis on the global stability of the open FL system under the assumption that the local optimization methods are stable.

• [Stability of two FL algorithms] We focus on two most common optimization methods used for FL (local SGD and local Adam) and provide theoretical guarantee on their stability, respectively.

• [Empirical verification of stability] Experiments on both synthetic data as well as real world datasets are conducted, and our empirical results further verify our theoretical findings.
A. Related Work

We provide the literature review on several aspects of FL and distributed optimization. **Federated learning.** Federated averaging (FedAvg) proposed by [1] was the first algorithm that introduced the federated learning setup. Since then, many variants have been proposed for a variety of motivations. FedAvg can be simplified to LocalSGD proposed by [11], which has been thoroughly analyzed in recent works ([12], [13], [14], [2]). Recently [15] established linear convergence while considering client heterogeneity and sparse gradients. [5] considered a regularized objective function in order to deal with statistical heterogeneity. [10] introduced SCAFFOLD, where the difference in clients are monitored to reduce the variance. [16] added momentum to the local clients and obtained better convergence results with the cost of extra communication. [17], [18] introduced adaptivity in local clients. A different approach to add adaptivity and acceleration to FedAvg was proposed by [19], [20], where the adaptivity is introduced in the server instead of clients. Apart from adaptive optimization methods, the communication can also be considered as adaptive, as shown in [21]. We refer to [22] for a more general overview of the literature.

**Open multi-agent networks.** In this literature, clients are often referred to as *agents*. The behavior of agents joining and leaving the system has long been studied by the community of distributed computing. [23] proposed FIRE and [24] proposed THOMAS, both addressing this mechanism in computations. Due to the recent resurgence of distributed optimization motivated by machine learning, a new line of work focusing on the dynamics of the system has been proposed. [25] provided analysis for open systems, and [26] provided further analysis for distributed gradient descent under more general network assumptions. The open system setup has also been discussed for algorithms such as online optimization [27] and dual averaging [28]. To the best of our knowledge, however, open FL systems have not been addressed.

**Dynamical system stability.** The stability of a dynamical system is an important topic in control and optimization. A very well-known notion of stability is the Lyapunov stability. [29], [30] introduced the notion of Lyapunov stability in the $m$-th mean for stochastic systems, which is akin to our definition of stability in Section II-D. Similar stability notions have also been discussed recently under different setups. [31] and [32] considered the second-moment stability of discrete-time linear systems. The Markov jump system has also been discussed in [33]. However, all of these works touch upon the stability of the system dynamics rather than the stability of a FL architecture.

Another well-known line of work includes [34]. These works consider the stability of optimization methods in the sense of [35], which is closely related to the algorithm generalization. These works are not directly related to the notion of stability in this paper, and we only provide this remark to note the difference.

II. Problem Formulation

**Notation:** We denote by $[n]$ the set $\{1, 2, 3, \ldots, n\}$ for any integer $n$. We use $\langle x, y \rangle$ to denote the standard inner product between $x$ and $y$, and $\| x \| = \sqrt{\langle x, x \rangle}$ is the Euclidean norm of vector $x$. We use col$\{v_1, \ldots, v_n\}$ to denote the vector that stacks all vectors $v_i$ for $i \in [n]$. We use $1_d$ to denote a $d$-dimensional vector consists of ones. We use diag$\{a_1, \ldots, a_n\}$ to represent an $n \times n$ diagonal matrix that has the scalar $a_i$ in its $i$-th diagonal element. We denote the $k$-th element of a sequence $\{x^{(1)}, x^{(2)}, x^{(3)} \ldots\}$ by $x^{(k)}$. We write $B(x, r) = \{y : \|y - x\| \leq r\}$ to denote a ball of radius $r$ centered at $x$. The $i$-th element of a vector $v$ is denoted as $[v]_i$.

A. Federated Learning Setup

In the canonical FL setup, we have a set of $N$ clients and one central server that together perform a distributed optimization. The ultimate goal for the entire FL architecture is to minimize the following global objective function

$$\min_{x \in \mathbb{R}^d} F(x) = \sum_{i=1}^{N} f_i(x) = \sum_{i=1}^{N} E[f_i(x, \xi_i)],$$

which outputs a global statistical model learned by the entire network. However, consistent with privacy-preserving aspect of FL, each client $i \in [N]$ is associated with the local objective function $f_i(x) : \mathbb{R}^d \rightarrow \mathbb{R}$ that encapsulates its own data $\xi_i$. Therefore, clients perform local updates and every once in a while communicate with the central server, which performs averaging among local models. We classify the iterations into two separate categories, namely, the communication iterations and the local update iterations, where during the communication iterations, the clients do not perform any local update.

B. Open Federated Learning Architecture

In this work, we are concerned with *open* FL systems, where clients may join or leave the system, or more generally, the local functions for clients may slightly change over time. A common real-life example is a social platform where users become online/offline frequently with a user base that evolves over time. We are inspired to consider this approach to FL architectures following the work of [25] on open multi-agent systems. We note that when all local agents in the FL system perform gradient descent and communicate
every round, our setup reduces to the open system distributed gradient descent formulation, which is addressed in [26]. In order to adapt FL algorithms to the open system setting, we need to make some adjustments to the FedAvg algorithm. If a client joins the system in between two communications, it will not be initialized since the server might not be available for broadcasting. When the next communication happens, the FedAvg algorithm does not consider the newly joined client as an eligible client, and this new client will only start its local update after receiving broadcasting from the server in the coming communication round. For the ease of analysis, we assume that the availability of agents (i.e., joining/leaving the system) is modeled with i.i.d. random variables, and there is at least one eligible client available for every communication. However, this i.i.d. assumption is not necessary.

C. Local Optimization Methods

Recent works have studied many forms of FL; one variation of the original FedAvg algorithm is to change the local optimizer from gradient descent to other optimization methods. Our main focus is to study open FL systems, and to that end, we consider two standard local optimization methods, namely stochastic gradient descent (SGD) and Adam. SGD is the workhorse of training for many machine learning models, commonly embedded into FL architecture for large-scale data [1]. In SGD, the local clients perform the following update

\[ x_i^{(k+1)} = x_i^{(k)} - \eta \nabla f_i(x_i^{(k)}, \epsilon_i^{(k)}), \]  

(2)

where \( k \) is the iteration index, and \( i \in [N] \) is the client index, respectively. On the other hand, Adam can exhibit a superior performance due to its adaptive nature without significantly increasing time/space costs [36]. In particular, for the Adam algorithm, at the \( k \)-th local iteration all local clients perform the following update

\[
\begin{align*}
  h_i^{(k+1)} &= \beta_1 h_i^{(k)} + (1 - \beta_1) \nabla f_i(x_i^{(k)}, \epsilon_i^{(k)}) \\
  \hat{v}_i^{(k+1)} &= \beta_2 \hat{v}_i^{(k)} + (1 - \beta_2)(\nabla f_i(x_i^{(k)}, \epsilon_i^{(k)}))^2 \\
  v_i^{(k+1)} &= \frac{\eta}{\sqrt{\hat{v}_i^{(k+1)}}} h_i^{(k+1)},
\end{align*}
\]

(3)

where \( v_i^{(k)} \in \mathbb{R}^d \) is a vector that estimates the second moment of the stochastic gradient, and \( \hat{v}_i^{(k)} \in \mathbb{R}^{d \times d} \) is a diagonal matrix, such that \( \hat{v}_i^{(k+1)} := \text{diag}\{v_i^{(k+1)}\} \) and \( \hat{v}_i^{(k+1)} := \max\{v_i^{(k+1)}, \epsilon_i^{(k)}\} \).

D. Stability in Open FL Systems

Given that in open FL architectures, clients may join and leave the system, exact convergence analysis is not possible. Here, we present the notion of stability in open FL systems with respect to the second-moment of optimization iterates.

Definition 1. For an iterative stochastic optimization algorithm \( \mathcal{A} \), which produces a sequence of iterates \( \{x_i^{(k)}\} \), we say that \( \mathcal{A} \) is stable with respect to the second-moment if there exist a finite constant \( R \) and an iteration index \( k_0 \), such that

Algorithm 1 Federated Learning in Open Systems

1: \textbf{client initialize:} Local optimizer with respective hyperparameters, e.g. learning rate \( \eta \).
2: \textbf{global initialize:} Initial model \( x^{(0)} \), broadcast model to available clients, and mark all clients eligible.
3: \textbf{for} \( k = 1, 2, \ldots, K \), \textbf{do}:
   4: \hspace{1em} \textbf{if} the iteration is local update iteration:
   5: \hspace{2em} Eligible clients perform a local update.
   6: \hspace{1em} \textbf{else}:
   7: \hspace{2em} Server randomly selects a subset of clients from eligible clients and averages local parameters.
   8: \hspace{1em} Broadcast parameters to all clients.
   9: \hspace{1em} Mark all clients eligible.
10: \hspace{1em} \textbf{end if}
11: \hspace{1em} Current clients randomly leave the system and become ineligible.
12: \hspace{1em} New clients randomly enter the system; initialize local optimizer and set client state to ineligible; wait for broadcasted model parameters.
13: \textbf{end for}

\[ \text{when } \|x_i^{(k)}\|^2 \leq R^2, \quad \text{then } \mathbb{E} \left[ \|x_i^{(k+1)}\|^2 \right] \leq R^2 \text{ for all } k \geq k_0. \]

E. Technical Assumptions

In this paper, we impose the following assumptions on the local objective function.

Assumption 1. For any client \( i \in [N] \) in the network, we assume that the local objective function \( f_i : \mathbb{R}^d \rightarrow \mathbb{R} \) is \( \mu \)-strongly convex and \( L \)-Lipschitz smooth.

The smoothness assumption is standard in FL systems. The strong convexity assumption is not typical, but we require that to analyze the dynamics of optimization iterates \( x_i^{(k)} \). Without strong convexity, one cannot analyze the distance between \( x_i^{(k)} \) and \( x^* \) given that the optimal solution might not be unique. Additionally, having both strong convexity and Lipschitz smoothness allows us to define the condition number \( \kappa = \frac{L}{\mu} \geq 1 \), which is crucial in the analysis of similar works [26]. Note that the strongly convex part of Assumption 1 implies that the global objective function \( F(x) \) is also strongly convex, and hence, there exists a unique finite minimizer \( x^* \).

Assumption 2. For any client \( i \in [N] \) in the system, we denote the optimal solution of the local function \( f_i(x) \) by \( x_i^* \), and we assume that \( x_i^* \in B(0, r) \) with \( f_i(x_i^*) = 0 \).

Since all local functions satisfy Assumption 1, Assumption 2 holds without loss of generality by simply re-centering the functions. This assumption only simplifies our analysis.

III. MAIN RESULTS

A. System-wide Stability

FL systems generally consist of two components. First is the local update (e.g., SGD or Adam), and second is the federated averaging, wherein the central server aggregates the
information from a selection of local clients to construct an improved global model. In regards to the stability of open FL systems, our first result is to show that when the local update satisfies stability in the sense of Definition 1, the stability over the entire open FL system can be claimed consequently.

**Proposition 1.** Given Assumptions 1-2, for a local optimizer $A^{loc}$ defined in a Federated Learning system $A^{Fed}$, if $A^{loc}$ satisfies the stability in the sense of Definition 1, then the entire system $A^{Fed}$ is also stable in the sense that

$$\text{when } ||x_i^{(k)}||^2 \leq R^2 \text{ for all } i \in [N],$$

then $E[||x_i^{(k+1)}||^2|x_i^{(k)}] \leq R^2$ for all $i \in [N], k \geq k_0$.

Proof. (i) If the current iteration $k$ is a local update iteration, each of the clients performs a local update; therefore, stability follows from Definition 1.

(ii) If the current iteration $k$ is a communication iteration, consider the averaging setup discussed in Section II-A. The system takes an average over a random subset of clients. Since the selection of clients is independent of client number, we can write the averaged result as $x^{(k)} = \frac{\sum_{i=1}^{N} \delta_i x_i^{(k)}}{\sum_{i=1}^{N} \delta_i}$, where $\delta_1, ..., \delta_N$ are non-negative i.i.d. random variables. We note that for the vanilla FedAvg algorithm, $\delta_i$ follows a Bernoulli distribution though $\delta_i$ can also follow other distributions, which corresponds to the central server taking a weighted average over clients. Then, after averaging and broadcasting to all agents, we have

$$E \left[ \frac{\sum_{i=1}^{N} \delta_i x_i^{(k)}}{\sum_{i=1}^{N} \delta_i} \right]^2 \leq R^2. \quad (4)$$

Therefore, the system has stability on both local update iterations and communication iterations. \hfill \square

Although the analysis of stability in Proposition 1 was for system variable $x_i$ (i.e., client $i$), we note that this also provides us with insights about objective error. From Assumption 2 we know that since the optimal solution $x_i^* \in B(0, r)$, when $x_i^{(k)} \in B(0, R)$, the distance $||x_i^{(k)} - x_i^*||$ is upper bounded. Therefore, the optimization error is also upper bounded due to Lipschitz smoothness from Assumption 1.

**B. Open FL System Stability - SGD**

We now consider the stability of FL systems under the SGD algorithm, which is the most common algorithm used in FL. We impose the following assumption on the stochastic gradient of the objective function.

**Assumption 3.** The stochastic gradient is unbiased with bounded variance, i.e.

$$E \left[ \nabla f_i(x_i^{(k)}, \xi_i^{(k)}) \right] = \nabla f_i(x_i^{(k)})$$

$$E \left[ ||\nabla f_i(x_i^{(k)}, \xi_i^{(k)}) - \nabla f_i(x_i^{(k)})||^2 \right] \leq \sigma^2.$$

The assumption above is quite standard and essential for the analysis in many previous works on SGD under various settings, including [1], [9], [37] and more. In the following theorem, we quantify the radius of stability for open FL systems using SGD as the local optimizer. We remark that since our analysis holds for any available client, we present the result with a generic function $f(x)$, instead of a client-specific function $f_i(x)$.

**Theorem 2.** For any function $f(x)$ that satisfies the Assumption 1 with the optimal solution $x^* \in B(0, r)$, if the SGD algorithm runs with a learning rate $\eta \in (0, \frac{1}{L})$, under Assumption 3 there exists a radius

$$R = r + \sqrt{\text{max}(3, \kappa)} \sqrt{2\eta^2 + \frac{\sigma^2}{L^2}},$$

for the FL system to have stability with respect to the second moment defined in Definition 1.

The complete proof of this theorem is given in [38].

C. Open FL System Stability - Adam

We now quantify the radius of stability for open FL systems using Adam as the local optimizer. Similar to SGD, we first impose an assumption on the stochastic gradient used in the Adam algorithm, which is also commonly used in previous related works such as [18].

**Assumption 4.** The stochastic gradient is unbiased and bounded, i.e.

$$E \left[ \nabla f_i(x_i^{(k)}, \xi_i^{(k)}) \right] = \nabla f_i(x_i^{(k)})$$

$$||\nabla f_i(x_i^{(k)}, \xi_i^{(k)})|| \leq \sigma.$$

Again, since our analysis holds for any available client, we present the result with a generic function $f(x)$, instead of a client-specific function $f_i(x)$.

**Theorem 3.** For any function $f(x)$ that satisfies Assumption 1 with the optimal solution $x^* \in B(0, r)$, if the Adam algorithm runs with learning rate $\eta \in (0, \frac{1}{L})$, under Assumption 4 there exists a finite radius

$$R = C_5 r + \sqrt{\frac{1 + 3\kappa C_1}{(1 - \kappa C_1)^2} \eta^2 + \frac{2(C_2 + C_3 + C_1 C_4)}{\mu - LC_1}}, \quad (5)$$

with constants $C_1 - C_5$ for the FL system to have stability with respect to the second moment defined in Definition 1.

We refer to [38] for explicit forms of constants $C_1 - C_5$ and the proof of this theorem. We remark that $\sigma$ should be small enough for the radius to exist. More discussion can be found in [38] (Section VI-B).
IV. NUMERICAL EXPERIMENTS

In order to verify our analysis, we conduct simulations using logistic regression on a synthetic dataset. Data are uniformly distributed across a group of dynamic clients during all tests. We implement local Adam and local SGD in the open FL setting, where clients perform local iterate updates independently, which are averaged periodically at a central server over all currently available clients. We specify the details of our simulation setting below.

**Open FL system setup.** We simulate a synthetic open FL system as follows. The open FL system consists of $N$ clients in total, each containing $m$ data. Initially, the system has $N_0$ clients that communicate with server. Each of the clients currently communicating with the server has a probability of leaving $p$ before the next communication round, and similarly there is a probability $p$ of a new client joining the system. Once a client leaves, it never joins the current system again. At the $k$-th communication round, the server communicates with $N_k$ clients in the system. The newly joined clients will upload their local iterates to the server only after receiving the global iterate from the server in the previous communication iteration. For simplicity we allow only one client to leave and one client to join the system, at any given global iteration. We assume $N_k > 0$ for all $k = 0, 1, 2, \ldots$, that is, the system will consist of at least one client at all times.

We plot the norm of the global iterate at each communication round under different choice of regularization $\lambda$ of local loss function, probability $p$ of clients joining/leaving the system, and in the synthetic setting the standard deviation of the data $\sigma$. We investigate the stability of the global iterate with changing $\lambda$, since $\lambda$ determines the condition number $\kappa$ of the loss function, which has a significant effect on $R$.

![Fig. 2: Comparison of iterate norms for different $\lambda$.](image)

![Fig. 3: Comparison of iterate norms for different $p$.](image)

### A. Synthetic setting

In the synthetic data setting, the clients will have data of dimension $d = 100$ corresponding two label classes $y = -1$ and $y = 1$. The two label classes correspond to two Gaussian distributions constructed as follows: the mean vector for each label class is sampled as $\mu = 2\text{Bern}(0.5) - 1$ element-wise, and the standard deviation of the data (element-wise) is $\sigma$. Each client will have $m = 100$ data.

We use the logistic loss as the local loss function at each client, given by

$$f_i(x) = \frac{\lambda}{2} \|x\|^2 + \frac{1}{m} \sum_{j=1}^{m} \log(1 + \exp(-y_{i,j} x^\top \xi_{i,j})), $$

where $x$ is the local iterate, $\lambda$ is the regularization parameter, $\{\xi_{i,j}, y_{i,j}\}_{j=1}^{m}$ is the local dataset.

For the synthetic data setting, we use $N_0 = 10$ and $N = 1000$. We run 100 Monte-Carlo simulations for each choice of $p$, $\lambda$ and $\sigma$, and plot the average results. The local optimization parameters for local SGD are set as $\eta = 1$, and for local Adam as $\beta_1 = 0.9$, $\beta_2 = 0.999$, $\epsilon = 10^{-3}$ and $\eta = 0.1$. Fig. 2 shows the norm of the global iterate for different $\lambda$, where the remaining system parameters are set to $p = 1$ and $\sigma = 2$. Here we can observe that in both local Adam and local SGD cases, the norm of the global iterate converges to a stable value faster when the regularization coefficient is larger. Fig. 3 shows the norm of the global iterate for different $p$, where the remaining system parameters are set to $\lambda = 0.01$ and $\sigma = 2$. Here, it can be observed that when the system is highly dynamic, i.e. when $p$ is closer to 1, the expectation of the stable value of the iterate is larger. The smallest global iterate norm corresponds to $p = 0$, when the system is static.

**Fig. 4: Comparison of iterate norms for different $\sigma$.**

We further verify our results with extensive experiments in various settings including real-world data, where details of these experiments are provided in [38]. From the results for synthetic and real world data settings, the global iterate of the algorithms local SGD and local Adam maintains stability in systems with dynamic clients. The empirical results show how the norm of the global iterate changes with dynamic nature of the system and also with local loss function parameters such as $\lambda$ and $\sigma$. The experiment results align...
with the relationship between stability radius and function parameters given in Section III.

V. CONCLUSIONS

We introduced a novel formulation for FL, named open FL systems, where clients are able to join and/or leave the system during execution. We provided a formal definition for stability in open FL systems. We then provided theoretical analysis for stability for two commonly used optimization methods. The analytical results of this paper was further validated by numerical experiments on synthetic data.
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