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Abstract In this paper we are concerned with absolute, relative and Tate Tor modules. In the first part of the paper we generalize a result of Avramov and Martsinkovsky by using the Auslander–Buchweitz approximation theory, and obtain a new exact sequence connecting absolute Tor modules with relative and Tate Tor modules. In the second part of the paper we consider a depth equality, called the depth formula, which has been initially introduced by Auslander and developed further by Huneke and Wiegand. As an application of our main result, we generalize a result of Yassemi and give a new sufficient condition implying the depth formula to hold for modules of finite Gorenstein and finite injective dimension.
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1 Introduction

Throughout $R$ denotes a commutative noetherian local ring. Moreover, all $R$-modules, unless otherwise stated, are assumed to be finitely generated.
Relative and Tate (co)homology theories for $R$-modules of finite Gorenstein dimension were introduced and studied by Avramov and Martsinkovsky in their beautiful paper [7]. In particular, an interesting connection between absolute, relative and Tate homology, and cohomology, modules was established in [7]; see also [25, Theorem 1]. We recall the homology version of the aforementioned result next:

**Theorem 1.1** (Avramov and Martsinkovsky; see [7, 7.1 and 7.4]) Let $M$ and $N$ be $R$-modules. Assume $M$ has finite Gorenstein dimension $n$ for some positive integer $n$. Then there exists an exact sequence of the form:

$$
0 \longrightarrow \hat{\text{Tor}}_n^R(M,N) \longrightarrow \text{Tor}_n^R(M,N) \longrightarrow \mathcal{G} \text{Tor}_n^R(M,N) \longrightarrow \cdots \longrightarrow \hat{\text{Tor}}_1^R(M,N) \longrightarrow \text{Tor}_1^R(M,N) \longrightarrow \mathcal{G} \text{Tor}_1^R(M,N) \longrightarrow 0.
$$

Our first purpose in this paper is to improve Theorem 1.1, and prove the following generalization:

**Theorem 1.2** Let $M$ and $N$ be $R$-modules, and let $C$ be a semidualizing $R$-module. Assume $M$ has finite $\mathcal{G}C$-dimension $n$ for some positive integer $n$. Assume further $N$ belongs to the Auslander class $\mathcal{A}_C$. Then there is an exact sequence of the form:

$$
0 \longrightarrow \hat{\text{Tor}}_n^{\mathcal{G}C}(M,N) \longrightarrow \text{Tor}_n^R(M,N) \longrightarrow \mathcal{G} \text{Tor}_n^R(M,N) \longrightarrow \cdots \longrightarrow \hat{\text{Tor}}_1^{\mathcal{G}C}(M,N) \longrightarrow \text{Tor}_1^R(M,N) \longrightarrow \mathcal{G} \text{Tor}_1^R(M,N) \longrightarrow 0.
$$

We use the Auslander–Buchweitz approximation theory to prove the above result. The classical Tate Tor modules $\hat{\text{Tor}}_n^R(M,N)$ are computed by using a complete resolution of $M$, i.e., by using a diagram $T \xrightarrow{\tau} P \xrightarrow{\cong} M$, where $P \xrightarrow{\cong} M$ is a projective resolution of $M$, $T$ is a totally acyclic complex of free $R$-modules, and $\tau_i$ is an isomorphism for all $i \gg 0$. Therefore, $\tau_i$ induces a well-defined map on the Tor modules $\hat{\text{Tor}}_n^R(M,N) \to \text{Tor}_n^R(M,N)$ for each $i = 1, \ldots, n$. However, we are not aware of a morphism, similar to $\tau_i$, which induces a map $\hat{\text{Tor}}_i^{\mathcal{G}C}(M,N) \to \text{Tor}_i^R(M,N)$ for each $i = 1, \ldots, n$, so a completely new approach is needed in proving Theorem 1.2; we prove this result via maps induced on Tor modules via a $\mathcal{G}C$-approximation of $M$ introduced by Auslander and Buchweitz [5].

Let us also draw attention to an important point concerning Theorem 1.2: we prove in Proposition 2.15 that Tate Tor modules $\hat{\text{Tor}}_n^R(M,N)$ with respect to a semidualizing module $C$ are well-defined as long as $N$ belongs to the Auslander class $\mathcal{A}_C$; see also 2.4.

We recall the definitions of relative and Tate Tor modules, $\mathcal{G} \text{Tor}_n^R(M,N)$ and $\hat{\text{Tor}}_n^R(M,N)$, and record various preliminary results in Section 2. Here let us point out that Theorem 1.2 is a generalization of Theorem 1.1; more precisely Theorem 1.1 follows immediately from Theorem 1.2 when the semidualizing module $C$ equals $R$.

***

Auslander [3] proved that, if $M$ and $N$ are $R$-modules with $\text{pd}_R(M) < \infty$ and

$$q = \sup \{i \mid \text{Tor}_i^R(M,N) \neq 0\},$$

then the depth equality

$$\text{depth}_R(M) + \text{depth}_R(N) = \text{depth} R + \text{depth}_R(\text{Tor}_i^R(M,N)) - q$$

holds.
holds, provided that either \( q = 0 \) or \( \text{depth}_R(\text{Tor}^R_q(M, N)) \leq 1 \). Huneke and Wiegand [24] studied this depth equality over complete intersection rings for the case where \( q = 0 \), and dubbed it “the depth formula.” Following the work of Huneke and Wiegand, the depth formula has been a subject of intense study and various conditions implying the depth formula have been obtained by researchers including Araya and Yoshino [2], Foxby [18] and Iyengar [27]; see also [10, 13, 35].

A result of Yassemi [44, 2.11] concerning the depth formula, implies that, if \( M \) and \( N \) are \( R \)-modules such that \( \text{G-dim}_R(M) < \infty \), \( \text{id}_R(N) < \infty \), and \( \text{Tor}^R_i(M, N) = 0 \) for all \( i \geq 1 \), then the depth formula holds, i.e., one has \( \text{depth}_R(M) + \text{depth}_R(N) = \text{depth}_R(\text{Tor}^R_q(M, N)) \). One of the reasons why Yassemi’s result is interesting for us is that it uses the finiteness of the injective dimension instead of the projective dimension to establish the depth formula. In Section 4, we make use of Theorem 1.2 and generalize Yassemi’s result as follows:

**Theorem 1.3** Let \( M \) and \( N \) be \( R \)-modules, and let \( C \) be a semidualizing \( R \)-module. Assume \( \text{G-dim}_R(M) < \infty \) and \( \text{id}_R(N) < \infty \). Set \( q = \sup\{i \mid \text{Tor}^R_i(M, N) \neq 0\} \). If \( q = 0 \) or \( \text{depth}_R(\text{Tor}^R_q(M, N)) \leq 1 \), then it follows that

\[
\text{depth}_R(M) + \text{depth}_R(N) = \text{depth}_R(\text{Tor}^R_q(M, N)) - q.
\]

We should note that, under the setup of Theorem 1.3, we have \( \text{Tor}^R_i(M, N) \cong \text{Tor}^C_i(\text{Tor}^R_q(M, N)) \) for all \( i \geq 0 \) so that \( \text{Tor}^R_i(M, N) = 0 \) for all \( j \gg 0 \), i.e., \( q < \infty \); see Theorems 1.2, 2.8 (iii), and Proposition 4.5. We should also note that Yassemi’s result discussed above is an immediate consequence of Theorem 1.3 when \( q = 0 \) and \( C = R \); see Section 2 for the definitions and notations.

Section 4 is devoted to the proof of Theorem 1.3: as the proof of the theorem requires substantial preparation, we first establish several preliminary results, and then give a proof of the theorem at the end of the section; see the paragraph following the proof of Proposition 4.5. One of these preliminary results we prove is Theorem 4.4: this theorem plays an important role in the proof of Theorem 1.3, and it is a vast generalization of Auslander’s classical depth formula result stated above.

In the appendix, we provide motivation for our work concerning Section 4 on why we study new conditions that imply the depth formula. More precisely, to facilitate the discussion, we record some remarks and questions, and recall several related applications of Auslander’s depth formula from the literature.

2 Preliminary Definitions and Properties

In this section we collect various definitions and results needed for our arguments, and provide some background on relative homological algebra. For the unexplained standard terminology, we refer the reader to [4, 9].

2.1 (Semidualizing modules; see [17, 21, 42]) An \( R \)-module \( C \) is called a *semidualizing* module provided that the homothety morphism \( R \rightarrow \text{Hom}_R(C, C) \) is bijective, and \( \text{Ext}^i_R(C, C) = 0 \) for all \( i \geq 1 \).

Semidualizing modules were initially studied by Foxby [17], Vasconcelos [42] and Golod [21]. A dualizing module, if it exists, is an example of a semidualizing module.
In this paper $C$ denotes a semidualizing module.

2.2 (Auslander transpose; see [4, 17]) Let $P_1 \xrightarrow{f} P_0 \to M \to 0$ be a projective presentation of $M$. The transpose of $M$ with respect to $C$, denoted by $\text{Tr}_C M$, is given by the following exact sequence

$$0 \to M^\vee \to P_0^\vee \xrightarrow{f^\vee} P_1^\vee \to \text{Tr}_C M \to 0,$$

where $(-)^\vee = \text{Hom}_R(-, C)$.

2.3 (Reflexivity [17, 21]) The module $M$ is said to be $C$-reflexive if the canonical map $M \to M^{\vee\vee}$ is bijective. Also, $M$ is said to be totally $C$-reflexive if $M$ is $C$-reflexive and $\text{Ext}^i_R(M, C) = 0 = \text{Ext}^i_R(M^{\vee}, C)$ for all $i \geq 1$.

We recall the definitions and some basic properties of Auslander and Bass classes:

2.4 (Auslander and Bass classes [17])

(i) The Auslander class with respect to $C$, denoted by $\mathcal{A}_C$, consists of all $R$-modules $X$ satisfying:

(a) The natural map $\nu X : X \to \text{Hom}_R(C, X \otimes_R C)$ is bijective.

(b) $\text{Tor}^i_R(X, C) = 0 = \text{Ext}^i_R(C, X \otimes_R C)$ for all $i \geq 1$.

(ii) The Bass class with respect to $C$, denoted by $\mathcal{B}_C$, consists of all $R$-modules $Y$ satisfying:

(a) The natural evaluation map $\nu^Y : C \otimes_R \text{Hom}_R(C, Y) \to Y$ is bijective.

(b) $\text{Tor}^i_R(\text{Hom}_R(C, Y), C) = 0 = \text{Ext}^i_R(C, Y)$ for all $i \geq 1$.

(iii) If any two modules in a short exact sequence of $R$-modules belong to $\mathcal{A}_C$ (respectively, to $\mathcal{B}_C$), then so does the third one; see [17, 1.3]. Hence, each $R$-module of finite projective dimension belongs to the Auslander class $\mathcal{A}_C$. Moreover, the class $\mathcal{B}_C$ contains all modules of finite injective dimension.

(iv) Assume $R$ is Cohen–Macaulay with a dualizing module $\omega_R$. Then it follows that $M \in \mathcal{A}_{\omega_R}$ if and only if $G\text{-dim}_R(M) < \infty$; see [19, Theorem 1].

(v) Assume $M \in \mathcal{B}_C$. Then it follows from the definition that $\text{Ext}^i_R(C, M) = 0$ for all $i \geq 1$. Hence [2, 4.1] shows that $\text{depth}_R(M) = \text{depth}_R(\text{Hom}_R(C, M))$.

(vi) Assume $M \in \mathcal{A}_C$. Then it follows that $\text{depth}_R(M) = \text{depth}_R(M \otimes_R C)$; see [15, 2.11].

(vii) If $N \in \mathcal{A}_C$ is a module, then [34, 5.1] extends the result of Auslander and Bridger [4, 2.6] and yields an exact sequence: $0 \to \text{Ext}^1_R(\text{Tr}_C M, N \otimes_R C) \to M \otimes_R N \to \text{Hom}_R(M^{\vee}, N \otimes_R C) \to \text{Ext}^2_R(\text{Tr}_C M, N \otimes_R C) \to 0$.

In order to recall the definitions of Tors with respect to a semidualizing module, we first set up some conventions:

2.5 In our context, an $R$-complex $X$ is a complex of $R$-modules that is indexed homologically. For an integer $n$, we define

(i) the $n$-fold shift of $X$ is the complex $\Sigma^n X$ with $(\Sigma^n X)_i = X_{i-n}$, and $\partial_{i}^{\Sigma^n X} = (-1)^n \partial_{i-n}^{X}$.

(ii) the hard truncation complex $X_{\geq n}$ of $X$ is defined as follows: $(X_{\geq n})_i = 0$ for $i < n$, $(X_{\geq n})_i = X_i$ for $i \geq n$, and $\partial_i^{X_{\geq n}} = \partial_i^X$ for $i > n$.

2.6 ([23]) The category $\mathcal{P}_C(R)$ of $C$-projective modules is defined as

$$\{ P \otimes_R C : P \text{ is a projective } R\text{-module} \}.$$
module $C$.

Similarly, one defines the category of $C$-injective modules as
\[ \mathcal{I}_C(R) = \{ \text{Hom}_R(C, I) : I \text{ is an injective } R\text{-module} \}. \]

Note that a $C$-injective $R$-module is not necessarily finitely generated. In fact, injective $R$-modules are not necessarily finitely generated as we do not assume the ring $R$ to be Cohen-Macaulay; see [9, 9.6.2 and 9.6.4].

2.7 (Sequences and resolutions) (i) A sequence $\eta$ of $R$-module homomorphisms is called $G_C$-proper if the induced sequence $\text{Hom}_R(A, \eta)$ is exact for every totally $C$-reflexive $R$-module $A$; see 2.3.

(ii) A $G_C$-resolution of $M$ is a right acyclic complex $X$ of totally $C$-reflexive $R$-modules such that $H_0(X) \cong M$.

(iii) A $G_C$-proper resolution of $M$ is a $G_C$-resolution $X$ of $M$ such that the augmented resolution $X^+$ is a $G_C$-proper sequence, i.e., the complex
\[ \text{Hom}_R(A, X^+) = \cdots \to \text{Hom}_R(A, X_1) \to \text{Hom}_R(A, X_0) \to \text{Hom}_R(A, M) \to 0 \]
is acyclic for each totally $C$-reflexive $R$-module $A$; see 2.3.

(iv) A $P_C$-resolution of $M$ is a right acyclic complex $X$ of $C$-projective $R$-modules such that $H_0(X) \cong M$. One defines a $P_C$-proper resolution as in part (iii). It follows from [37, Lemma 3.1(c)] that every $R$-module has a $P_C$-proper resolution.

(v) An $I_C$-resolution of $M$ is a left acyclic complex $X$ of $C$-injective $R$-modules such that $H^0(X) \cong M$.

(vi) A complete $\mathcal{PC}$-resolution is an acyclic complex $X$ of $R$-modules such that
(a) $X_i$ is projective for each $i \geq 0$, and $X_i$ is $C$-projective for each $i \leq -1$.
(b) $\text{Hom}_R(X, A)$ is an acyclic complex for each $C$-projective $R$-module $A$.

The classical Gorenstein dimension [4] was extended to $G_C$-dimension by Foxby in [17] and Golod in [21]. We recall its definition along with some other homological dimensions with respect to the semidualizing module $C$.

2.8 (Homological dimensions) (i) The $G_C$-dimension of $M$, denoted by $G_C\text{-dim}_R(M)$, is said to be finite if $M$ has a $G_C$-resolution of finite length. We set $G_C\text{-dim}_R(0) = -\infty$. If $M$ is not zero, it follows $G_C\text{-dim}_R(M) = 0$ if and only if $M$ is totally $C$-reflexive. If $G_C\text{-dim}_R(M) = n < \infty$, then $M$ has a $G_C$-proper resolution $X$, even one such that $X_i$ is $C$-projective for each $i = 1, \ldots, n$ and $X_0 = 0$ for each $i \geq n + 1$; see [1, 2.3].

(ii) The $P_C$-dimension of $M$, denoted by $P_C\text{-dim}_R(M)$, is said to be finite if $M$ has a $P_C$-resolution of finite length; see [41, 2.10(a)]. Note that, if $P_C\text{-dim}_R(M) < \infty$, then $M \in \mathcal{B}_C$; see [41, 2.9(a)]. Moreover, $P_C\text{-dim}_R(M) = \text{pd}_R(\text{Hom}_R(C, M))$; see [41, 2.11].

(iii) The $I_C$-injective dimension of $M$, denoted by $I_C\text{-id}_R(M)$, is said to be finite if $M$ has an $I_C$-resolution of finite length; see [41, 2.10(b)]. Note that, if $I_C\text{-id}_R(M) < \infty$, then $M \in \mathcal{A}_C$; see [41, 2.9(b)]. Moreover, $I_C\text{-id}_R(M) = \text{id}_R(M \otimes_R C)$ [41, 2.11].

In the following, we record some facts about $G_C$-dimension:

2.9 The semidualizing module $C$ is dualizing if and only if $G_C\text{-dim}_R(Y) < \infty$ for all $R$-modules $Y$; see [20, 1.3]. Furthermore, by [21], it follows that:
\(\Omega\) module \(\Omega\)

where it follows from the definition that 

\[ G_X \] (in this case \(M\)) is acyclic.

\(R\) of \(\Omega\)

properties:

\[ \text{dim}_R R \geq 2 \]

\(2.11\) \((\mathcal{P}_C\text{-Relative homology; see [37, 3.10 and 4.3]})\) Let \(M\) be an \(R\)-module. For an \(R\)-module \(N\) and an integer \(i\), we define the \(\mathcal{P}_C\text{-relative Tor}\)

\[ \mathcal{P}_C \text{Tor}_i^R(M, N) = H_i(X \otimes_R N), \]

where \(X\) is a \(\mathcal{P}_C\)-proper resolution of \(M\).

It is known that this construction is well-defined, and also functorial in \(M\) and \(N\). Notice, it follows from the definition that \(\mathcal{P}_C \text{Tor}_i^R(M, N) = M \otimes_R N\).

\[ \mathcal{P}_C \text{Tor}_i^R(M, N) = H_i(X \otimes_R N), \]

where \(X\) is a \(\mathcal{P}_C\)-proper resolution of \(M\); see 2.7(iv). We note that:

(i) There are natural isomorphisms \(\text{Tor}_i^{\mathcal{P}_C}(M, N) \cong \text{Tor}_i^R(\text{Hom}_R(C, M), N \otimes_R C)\) for each \(i \geq 0\).

(ii) If \(M \in \mathcal{B}_C\) and \(N \in \mathcal{A}_C\), it follows that \(\mathcal{P}_C \text{Tor}_i^R(M, N) \cong \text{Tor}_i^R(M, N)\) for each \(i \geq 0\).

\[ \text{Tor}_i^{\mathcal{P}_C}(M, N) = H_i(X \otimes_R N), \]

where \(X\) is a \(\mathcal{P}_C\)-proper resolution of \(M\); see 2.7(iv). We note that:

(i) There are natural isomorphisms \(\text{Tor}_i^{\mathcal{P}_C}(M, N) \cong \text{Tor}_i^R(\text{Hom}_R(C, M), N \otimes_R C)\) for each \(i \geq 0\).

(ii) If \(M \in \mathcal{B}_C\) and \(N \in \mathcal{A}_C\), it follows that \(\mathcal{P}_C \text{Tor}_i^R(M, N) \cong \text{Tor}_i^R(M, N)\) for each \(i \geq 0\).

\[ \text{Tor}_i^{\mathcal{P}_C}(M, N) = H_i(X \otimes_R N), \]

where \(X\) is a \(\mathcal{P}_C\)-proper resolution of \(M\); see 2.7(iv). We note that:

(i) There are natural isomorphisms \(\text{Tor}_i^{\mathcal{P}_C}(M, N) \cong \text{Tor}_i^R(\text{Hom}_R(C, M), N \otimes_R C)\) for each \(i \geq 0\).

(ii) If \(M \in \mathcal{B}_C\) and \(N \in \mathcal{A}_C\), it follows that \(\mathcal{P}_C \text{Tor}_i^R(M, N) \cong \text{Tor}_i^R(M, N)\) for each \(i \geq 0\).
Note that, by construction, there are isomorphisms
\[ \widetilde{\text{Tor}}_i^{G_C} (M, N) \cong \text{Tor}^R_i (M, N) \text{ for all } i > \mathcal{G}_C \cdot \dim_R (M). \quad (2.12.2) \]

We finish this section by proving in Proposition 2.15 that the Tor modules \( \widetilde{\text{Tor}}_*^{G_C} (M, N) \), defined as in 2.12, are independent of the choice of the acyclic complex \( T \). It is worth noting, for this property, we need to assume \( N \in \mathcal{A}_C \). We proceed and record a result from [41] which will be used later. In passing, we recall that \( C \)-injective \( R \)-modules are not necessarily finitely generated; see 2.6.

2.13 ([41, 2.3(b)]) Assume \( M \in \mathcal{A}_C \). Then there exists an exact sequence
\[ 0 \to M \to X \to Y \to 0, \]
where \( X \) is an \( C \)-injective module and \( Y \in \mathcal{A}_C \).

\[ \square \]

Lemma 2.14 \( T \otimes_R J \) is an acyclic complex if \( T \) is a complete \( \mathcal{P} \mathcal{P}_C \)-resolution and \( J \) is an \( C \)-injective \( R \)-module.

Proof \( \) Note, as \( J \) is \( C \)-injective, it follows from [40, 4.1] that \( J^+ = \hom_{\mathbb{Z}}(J, \mathbb{Q}/\mathbb{Z}) \) is \( C \)-flat. Therefore \( J^+ \) admits a bounded \( \mathcal{P}_C \)-resolution because every flat module has finite projective dimension; see [28, Prop. 6]. Hence, by [43, 2.7], we see that the complex \( \hom_R (T, J^+) \) is acyclic; this implies \( T \otimes_R J \) is acyclic.

\[ \square \]

Proposition 2.15 Let \( M \) and \( N \) be \( R \)-modules such that \( \mathcal{G}_C \cdot \dim_R (M) = n < \infty \) and \( N \in \mathcal{A}_C \). Let \( (T, P) \) and \( (T', P') \) be a pair of complexes defined as in 2.12. Then, for each \( i \in \mathbb{Z} \), there is an isomorphism \( H_i (T \otimes_R N) \cong H_i (T' \otimes_R N) \). Therefore, \( \widetilde{\text{Tor}}_*^{G_C} (M, N) \) is independent of the choice of the acyclic complex \( T \) constructed in 2.12.

Proof \( \) Note, since \( N \in \mathcal{A}_C \), it follows from 2.13 that there is an exact sequence of \( R \)-modules
\[ 0 \to N \to J \to K \to 0, \]
where \( J \) is \( C \)-injective. One has \( K \in \mathcal{A}_C \), so that \( \text{Tor}^R_i (Q, K) = 0 \) for all \( C \)-projective \( R \)-modules \( Q \) and for all \( i \geq 1 \). Thus, we have an exact sequence of complexes
\[ 0 \to T \otimes_R N \to T \otimes_R J \to T \otimes_R K \to 0. \]
Note, by Lemma 2.14, the complex \( T \otimes_R J \) is acyclic.

Therefore, it follows that \( H_i (T \otimes_R N) \cong H_{i+1} (T \otimes_R K) \) for all \( i \in \mathbb{Z} \). Similarly, we see that \( H_i (T' \otimes_R N) \cong H_{i+1} (T' \otimes_R K) \) for all \( i \in \mathbb{Z} \).

Recall that \( T \geq n = P \geq n \) and \( T' \geq n = P' \geq n \); see 2.12. Hence, for all \( i \geq n + 1 \), we have \( H_i (T \otimes_R N) \cong H_i (T' \otimes_R N) \) and \( H_i (T \otimes_R K) \cong H_i (T' \otimes_R K) \). This yields the isomorphism \( H_i (T \otimes_R N) \cong H_i (T' \otimes_R N) \) for each \( i \in \mathbb{Z} \).

\[ \square \]

3 Proof of the Main Result

In this section we give a proof of our main theorem, namely Theorem 1.2. First we prove and record several results that are needed for our argument.

Remark 3.1 Let \( M \) and \( N \) be \( R \)-modules.

(i) If \( M \) is totally \( C \)-reflexive and \( \mathcal{P}_C \cdot \dim_R (N) < \infty \), then it follows \( \text{Ext}^i_R (M, N) = 0 \) for all \( i \geq 1 \); see [38, 3.7].

(ii) Assume \( \mathcal{P}_C \cdot \dim_R (M) < \infty \). Then it follows from part (i) that each \( \mathcal{P}_C \)-resolution of \( M \) is also a proper \( G_C \)-resolution. Therefore, \( G_C \cdot \text{Tor}_i (M, N) \) is well-defined for each integer \( i \); see 2.8 (i) and 2.10. Also, we have that \( \text{Tor}^{P_C}_i (M, N) \cong G_C \cdot \text{Tor}_i (M, N) \) for each \( i \geq 0 \); see 2.11.
Lemma 3.3
If $P_C \text{-dim}_R(M) < \infty$ and $N \in A_C$, then we have $\text{Tor}_i^R(M, N) \cong \text{Tor}_i^{P_C}(M, N) \cong G_C \text{Tor}_i(M, N)$ for each $i \geq 0$; note that this isomorphism follows from part (ii) in view of 2.8 (ii) and 2.11 (ii).

Lemma 3.2
Let $0 \to Q \to X \to M \to 0$ be a $G_C$-proper exact sequence of $R$-modules of finite $G_C$-dimension, and let $N$ be an $R$-module. Then, for each integer $i$, there is an exact sequence of the form:

$$\cdots \to G_C \text{Tor}_i(Q, N) \to G_C \text{Tor}_i(X, N) \to G_C \text{Tor}_i(M, N) \to G_C \text{Tor}_{i-1}(Q, N) \to \cdots$$

Proof
The claim is a consequence of [16, 8.2.3].

Lemma 3.3
Let $0 \to N' \to N \to N'' \to 0$ be an exact sequence of $R$-modules, where $N'$, $N$ and $N''$ belong to $A_C$, and let $M$ be an $R$-module such that $G_C \text{-dim}_R(M) < \infty$. Then, for each integer $i$, there is an exact sequence of the form:

$$\cdots \to \hat{\text{Tor}}_i^{G_C}(M, N) \to \hat{\text{Tor}}_i^{G_C}(M, N'') \to \hat{\text{Tor}}_{i-1}^{G_C}(M', N') \to \cdots$$

Proof
Let $G_C \text{-dim}_R(M) = n$. Consider a projective resolution $P$ of $M$ and an acyclic complex $T$ such that $T_{\geq n} = P_{\geq n}$ and $\Sigma^{-n}T$ is a complete $PP_C$-resolution; see 2.12. As $N'' \in A_C$, the exact sequence $0 \to N' \to N \to N'' \to 0$ yields the exact sequence of complexes as $0 \to T \otimes_R N' \to T \otimes_R N \to T \otimes_R N'' \to 0$; see 2.4(i)(b). This exact sequence of complexes yields the required long exact sequence.

Lemma 3.4
Let $0 \to M' \to M \to M'' \to 0$ be an exact sequence of $R$-modules of finite $G_C$-dimension, and let $N$ be an $R$-module that belongs to $A_C$. Then, for each integer $i$, there is an exact sequence of the form:

$$\cdots \to \hat{\text{Tor}}_i^{G_C}(M', N) \to \hat{\text{Tor}}_i^{G_C}(M, N) \to \hat{\text{Tor}}_i^{G_C}(M'', N) \to \hat{\text{Tor}}_{i-1}(M', N) \to \cdots$$

Proof
Set $\max\{G_C \text{-dim}_R(M'), G_C \text{-dim}_R(M'')\} = n$. Let $P' \to M'$ and $P'' \to M''$ be projective resolutions of $M'$ and $M''$, respectively. Then, by the classical Horseshoe lemma, there is a projective resolution $P \to M$ of $M$ such that the sequence $0 \to P' \to P \to P'' \to 0$ is degree-wise split exact.

Let $T'$ and $T''$ be acyclic complexes such that $T'_{\geq n} = P'_{\geq n}$, $T''_{\geq n} = P''_{\geq n}$, and $\Sigma^{-n}T'$ and $\Sigma^{-n}T''$ are complete $PP_C$-resolutions; see 2.12. Now, by using a similar construction as in [7, 5.5] (see also [39, 3.9]), one gets an acyclic complex $T$ such that $T_{\geq n} = P_{\geq n}$, $\Sigma^{-n}T$ is a complete $PP_C$-resolution, and there is a degree-wise split exact sequence $0 \to T' \to T \to T'' \to 0$ (we note that, for this argument, there is no requirement to construct a morphism of complexes from $T$ to $P$). This yields the exact sequence $0 \to T' \otimes_R N \to T \otimes_R N \to T'' \otimes_R N \to 0$. Now the desired long exact sequence follows due to the facts $\hat{\text{Tor}}_i^{G_C}(M', N) \cong H_i(T' \otimes_R N)$, $\hat{\text{Tor}}_i^{G_C}(M, N) \cong H_i(T \otimes_R N)$ and $\hat{\text{Tor}}_i^{G_C}(M'', N) \cong H_i(T'' \otimes_R N)$.

Proposition 3.5
Let $M$ be an $R$-module such that $G_C \text{-dim}_R(M) < \infty$. If $N$ is an $R$-module such that $N \in A_C$, then the module $\hat{\text{Tor}}_i^{G_C}(M, N)$ is defined and vanishes for each integer $i$.

Proof
It is clear from 2.8 that $G_C \text{-dim}_R(M) < \infty$. Hence, if $Y$ is an $R$-module such that $Y \in A_C$, then $\hat{\text{Tor}}_i^{G_C}(M, Y)$ is defined for each integer $i$; see (2.12.1).
Set $P_C \dim_R M = n$. Note that $M \in \mathcal{B}_C$; see 2.8(ii). Moreover, by [43, 2.16], it follows that $G_C \dim_R M = n$. Hence, for each $R$-module $Y$ with $Y \in \mathcal{A}_C$, we have:

$$\widetilde{\Tor}_i^G(M, Y) \cong \Tor_i^R(M, Y) \cong \Tor_i^{P_C}(M, Y) = 0 \text{ for each } i > n.$$  \hfill (3.5.1)

Here, in (3.5.1), the first isomorphism follows from (2.12.2), the second isomorphism holds by Remark 3.1(iii), and the equality is due to the assumption $P_C \dim_R M = n$. Next we proceed to prove a claim.

**Claim** If $J$ is a $C$-injective $R$-module, then $\widetilde{\Tor}_i^G(M, J)$ is defined and vanishes for each integer $i$.

**Proof of the Claim** Note that $J \in \mathcal{A}_C$; see 2.8(iii). Therefore, $\widetilde{\Tor}_i^G(M, J)$ is defined for each integer $i$; see (2.12.1). Let $P \rightarrow M$ be a projective resolution of $M$, and let $T$ be an acyclic complex such that $T_{\geq n} = P_{\geq n}$ and $\Sigma^{-n}T$ is a complete $P_P_C$-resolution; see 2.12. Then Lemma 2.14 implies that $H_i(T \otimes_R J) = 0$ for each integer $i$. As $\widetilde{\Tor}_i^G(M, J) \cong H_i(T \otimes_R J)$ for each integer $i$, the claim follows.

Now let $N$ be an $R$-module such that $N \in \mathcal{A}_C$. Fix an integer $j$ and consider $\widetilde{\Tor}_j^G(M, N)$. If $j > n$, then $\widetilde{\Tor}_j^G(M, N)$ vanishes by (3.5.1). Hence we may assume $j \leq n$.

It follows from 2.13 that there is an exact sequence $0 \rightarrow N \rightarrow J_1 \rightarrow Y_1 \rightarrow 0$, where $J_1$ is $C$-injective and $Y_1 \in \mathcal{A}_C$. It follows by the claim and Lemma 3.3 that:

$$\widetilde{\Tor}_i^G(M, N) \cong \widetilde{\Tor}_{i+1}(M, Y_1) \text{ for each integer } i.$$  

As $Y_1 \in \mathcal{A}_C$, we make use of 2.13 with $Y_1$, and obtain an exact sequence

$$0 \rightarrow Y_1 \rightarrow J_2 \rightarrow Y_2 \rightarrow 0,$$

where $J_2$ is $C$-injective and $Y_2 \in \mathcal{A}_C$. It follows by the claim and Lemma 3.3 that:

$$\widetilde{\Tor}_i^G(M, Y_1) \cong \widetilde{\Tor}_{i+1}(M, Y_2) \text{ for each integer } i.$$  

Therefore, for each integer $i$, it follows that $\widetilde{\Tor}_i^G(M, N) \cong \widetilde{\Tor}_{i+2}(M, Y_2)$. We continue in this way; for each $r \geq 1$, we obtain an $R$-module $Y_r$ such that $Y_r \in \mathcal{A}_C$ and the following isomorphism holds:

$$\widetilde{\Tor}_i^G(M, N) \cong \widetilde{\Tor}_{i+r}(M, Y_r) \text{ for each integer } i.$$  \hfill (3.5.2)

Now letting $r = n - j + 1$, (3.5.2) yields $\widetilde{\Tor}_i^G(M, N) \cong \widetilde{\Tor}_{n+1}(M, Y_{n-j+1}) = 0$ by (3.5.1). This proves $\widetilde{\Tor}_i^G(M, N) = 0$ for each $i \leq n$, and completes the proof of the proposition.  

**Remark 3.6** ([5, 1.1]) Let $M$ be an $R$-module of finite $G_C$-dimension.

(i) There is an exact sequence of $R$-modules of the form $0 \rightarrow Y \rightarrow X \rightarrow M \rightarrow 0$, where $X$ is totally $C$-reflexive and $Y$ has finite $P_C$-dimension. Such a short exact sequence is called a $G_C$-approximation of $M$.

(ii) There is an exact sequence of $R$-modules of the form $0 \rightarrow M \rightarrow X \rightarrow Y \rightarrow 0$, where $Y$ is totally $C$-reflexive and $G_C \dim_R(M) = P_C \pd_R(X)$. Such a short exact sequence is called a $G_C$-hull of $M$.

We are now ready to prove our main result: 
Proof of Theorem 1.2  

We recall that $G_C$-$\dim_R(M) = n$, and consider a $G_C$-approximation of $M$, i.e., a short exact sequence of $R$-modules

$$0 \to Y \to X \to M \to 0,$$

(1.2.1)

where $X$ is totally $C$-reflexive and $P_C$-$\dim_R(Y) < \infty$; see Remark 3.6 (i).

Note, since $X$ is totally $C$-reflexive, we have $G_C \text{Tor}_i(X, N) = 0$ for all $i \geq 1$; see 2.10.

Hence, by Remark 3.1 (i), the exact sequence in (1.2.1) is $G_C$-proper. Therefore, Lemma 3.2 induces the following exact sequence:

$$0 \to G_C \text{Tor}_i^R(M, N) \to Y \otimes_R N \to X \otimes_R N \to M \otimes_R N \to 0.$$  

(1.2.2)

Moreover, for each $i \geq 2$, the following isomorphisms hold:

$$G_C \text{Tor}_i^R(M, N) \cong G_C \text{Tor}_{i-1}^R(Y, N) \cong \text{Tor}_i^R(Y, N).$$  

(1.2.3)

Here, in (1.2.3), the first isomorphism follows from (1.2.1) and Lemma 3.2. Moreover, as $N \in A_C$ and $P_C$-$\dim_R(Y) < \infty$, the second isomorphism in (1.2.3) is due to Remark 3.1 (iii).

We have that $\widehat{\text{Tor}}_s^G(Y, N) = 0$; see Proposition 3.5. So, for each integer $i$, it follows from Lemma 3.4 that there is an exact sequence of the form:

$$0 = \widehat{\text{Tor}}_i^G(Y, N) \to \widehat{\text{Tor}}_i^G(X, N) \to \widehat{\text{Tor}}_i^G(M, N) \to \widehat{\text{Tor}}_{i-1}^G(Y, N) = 0.$$  

(1.2.4)

The construction given in 2.12 yields the following isomorphism for each $i > G_C$-$\dim_R X = 0$:

$$\widehat{\text{Tor}}_i^G(X, N) \cong \text{Tor}_i^R(X, N).$$  

(1.2.5)

The short exact sequence in (1.2.1), along with 2.9(ii), imply that

$$G_C$-$\dim_R(Y) = P_C$-$\dim_R(Y) = n - 1.$$  

Thus, $\text{Tor}_i^P(Y, N) \cong \text{Tor}_i^R(Y, N) = 0$ for all $i \geq n$; see 3.1 (iii). Now, by applying $- \otimes_R N$ to the short exact sequence in (1.2.1), we get the following long exact sequence:

$$0 \to \text{Tor}_n^R(X, N) \to \text{Tor}_n^R(M, N) \to \text{Tor}_{n-1}^R(Y, N) \to \beta_{n-1} \to \cdots 

\to \text{Tor}_1^R(X, N) \to \text{Tor}_1^R(M, N) \to \delta_1 \to \text{Tor}_0^R(Y, N) \to \text{Tor}_0^R(M, N) \to 0.$$  

(1.2.6)

We make use of the maps from (1.2.4) and (1.2.5), and set $\psi_i = \phi_i \circ g_i \circ f_i^{-1}$ for each $i \geq 1$.

Thus we obtain the following commutative diagram:

$$\begin{array}{ccc}
\widehat{\text{Tor}}_i^G(X, N) & \xrightarrow{f_i} & \widehat{\text{Tor}}_i^G(M, N) \\
\downarrow g_i & & \downarrow \psi_i \\
\text{Tor}_i(X, N) & \xrightarrow{\phi_i} & \text{Tor}_i(M, N)
\end{array}$$

Next, for each $i \geq 2$, we set $\alpha_i : \text{Tor}_{i-1}^R(Y, N) \xrightarrow{\cong} G_C \text{Tor}_i^R(M, N)$ to be the isomorphism obtained from (1.2.3), and $\xi_i = \alpha_i \circ \delta_i : \text{Tor}_i^R(M, N) \to G_C \text{Tor}_i^R(M, N)$. Moreover, we define $\xi_1$ as the composition of the following maps:

$$\text{Tor}_1^R(M, N) \to \text{im}(\delta_1) = \ker(Y \otimes_R N \to X \otimes_R N) \cong G_C \text{Tor}_1(M, N).$$  

(1.2.7)
Here, in (1.2.7), the arrow and the first equality follow from (1.2.6), while the isomorphism is due to (1.2.2).

Finally, for each $i \geq 1$, we define the map $\delta'_i$ to be the composition of the following maps:

$$
\mathbb{G}_C \text{Tor}_i^R(M,N) \xrightarrow{\alpha_i} \text{Tor}_i^R(Y,N) \xrightarrow{\beta_i} \text{Tor}_i^R(X,N) \xrightarrow{g_i} \hat{\text{Tor}}_i^G(C,M,N) \xrightarrow{f_i} \hat{\text{Tor}}_i^G(M,N).
$$

(1.2.8)

Now, it follows that the following sequence

$$
\cdots \to \mathbb{G}_C \text{Tor}_i^R(M,N) \xrightarrow{\delta'_i} \hat{\text{Tor}}_i^G(C,M,N) \xrightarrow{\psi} \text{Tor}_i^R(M,N) \xrightarrow{\xi_i} \mathbb{G}_C \text{Tor}_i(M,N) \to \cdots
$$

(1.2.9)

is exact. As the sequence obtained in (1.2.9) is the required one, the conclusion of the theorem follows.

□

Remark 3.7 It should be noted that Sather-Wagstaff, Sharif and White [39] studied Tate cohomology of objects in abelian categories. Their work generalizes the cohomological version of Theorem 1.1 for modules $M$ of finite $G_C$-dimension which belong to the Bass class $\mathcal{B}_C$; see also [14, 4.4].

4 On Generalizations of the Depth Formula

Our main purpose in this section is to give an application of Theorem 1.2 and prove Theorem 1.3, which generalizes an interesting result of Yassemi discussed in the introduction; see also [44, 2.11]. Along the way, we also generalize several related results from the literature. For example, Theorem 4.4 is a vast generalization of Auslander’s depth formula, which we recall here:

**Theorem 4.1** (Auslander [3, 1.2]) Let $M$ and $N$ be $R$-modules and let

$$
q = \sup \{i \mid \text{Tor}_i^R(M,N) \neq 0\}.
$$

Assume $\text{pd}_R(M) < \infty$. Then, if $q = 0$ or $\text{depth}_R(\text{Tor}_q^R(M,N)) \leq 1$, then the depth formula holds, i.e.,

$$
\text{depth}_R(M) + \text{depth}_R(N) = \text{depth} R + \text{depth}_R(\text{Tor}_q^R(M,N)) - q.
$$

The proof of Theorem 1.3, which is given at the end of this section, relies upon Theorem 1.2, Proposition 4.5 and Theorem 4.4; see the paragraph following the proof of Proposition 4.5. We start by proving the next proposition which generalizes a result of Avramov and Buchweitz; see [6, 4.4.7]:

**Proposition 4.2** Let $M$ and $N$ be $R$-modules such that $M$ is totally $C$-reflexive and $N \in \mathcal{A}_C$. Then, for each $i \leq 0$, the following isomorphism holds:

$$
\hat{\text{Tor}}_i^G(C,M,N) \cong \text{Ext}_R^{i+1}(\text{Tr}_C M, N \otimes_R C).
$$

**Proof** We set $(-)^\vee = \text{Hom}_R(-, C)$, and consider the projective resolutions $P \to M \to 0$ and $Q \to M^\vee \to 0$, as well as the acyclic complex $T = \cdots \to P_1 \to P_0 \to Q_0^\vee \to Q_1^\vee \to \cdots$ constructed in 2.12 (recall $G_C \dim_R(M) = 0)$. Then there exist a totally $C$-reflexive $R$-module $M_1$ and a short exact sequence of $R$-modules of the form:

$$
0 \to M \to Q_0^\vee \to M_1 \to 0.
$$

(4.2.1)
Note that $\operatorname{Ext}^1_R(M_1, C) = 0$. Therefore, by applying the functors $(-)^\vee$ and $\operatorname{Hom}_R(-, N \otimes_R C)$ to (4.2.1), respectively, we obtain the following commutative diagram:

$$
\begin{array}{ccc}
M \otimes_R N & \xrightarrow{\psi} & Q_0^\vee \otimes_R N \\
\eta & & \downarrow \phi \\
\operatorname{Hom}_R(M^\vee, N \otimes_R C) & \xrightarrow{\alpha} & \operatorname{Hom}_R(Q_0^\vee, N \otimes_R C)
\end{array}
$$

Here, in the diagram, $\alpha$ is injective and the maps $\eta$ and $\phi$ are natural; see 2.4(vii). Notice, since $Q_0$ is projective, $\phi$ is an isomorphism. Thus, we have that $\ker(\psi) = \ker(\eta)$.

Next, by tensoring (4.2.1) with $N$ and noting that $\operatorname{Tor}_1^R(Q_0^\vee, N) = 0$ (as $N \in \mathcal{A}_C$), we conclude that the following sequence is exact:

$$0 \to \operatorname{Tor}_1^R(M_1, N) \to M \otimes_R N \xrightarrow{\psi} Q_0^\vee \otimes_R N \to M_1 \otimes_R N \to 0. \quad (4.2.2)$$

It now follows from 2.4(vii) and (4.2.2) that:

$$\operatorname{Tor}_1^R(M_1, N) \cong \ker \psi = \ker \eta \cong \operatorname{Ext}^1_R(\operatorname{Tr}_C M, N \otimes_R C). \quad (4.2.3)$$

On the other hand, for each $i \geq 1$, we have:

$$\operatorname{Tor}_i^R(M_1, N) \cong \widetilde{\operatorname{Tor}}_i^G(M_1, N) \cong \widetilde{\operatorname{Tor}}_{i-1}^G(M, N), \quad (4.2.4)$$

The first isomorphism of (4.2.4) follows since $M_1$ is totally $C$-reflexive. Furthermore, the second isomorphism of (4.2.4) follows from (4.2.1) in view of Lemma 3.4 since $N \in \mathcal{A}_C$.

We now see from (4.2.3) and (4.2.4) that the conclusion of the proposition holds for $i = 0$, i.e.,

$$\widetilde{\operatorname{Tor}}_0^G(M, N) \cong \operatorname{Ext}^1_R(\operatorname{Tr}_C M, N \otimes_R C). \quad (4.2.5)$$

We know $\operatorname{Ext}^1_R(M_1, C) = 0$. So we use [15, 2.2] with (4.2.1) and deduce that the following sequence is exact:

$$0 \to \operatorname{Tr}_C M_1 \to (\operatorname{Tr}_C C)^{\oplus n} \to \operatorname{Tr}_CM \to 0. \quad (4.2.6)$$

It follows from 2.4(vii) that $\operatorname{Ext}^i_R(\operatorname{Tr}_C C, N \otimes_R C) = 0$ for $i = 1, 2$. Thus, (4.2.6) yields the isomorphism $\operatorname{Ext}^2_R(\operatorname{Tr}_C M, N \otimes_R C) \cong \operatorname{Ext}^1_R(\operatorname{Tr}_C M_1, N \otimes_R C)$. As $M_1$ is totally $C$-reflexive, the isomorphism obtained in (4.2.5) also holds for the pair $(M_1, N)$. In other words, we have that $\widetilde{\operatorname{Tor}}_0^G(M_1, N) \cong \operatorname{Ext}^1_R(\operatorname{Tr}_C M_1, N \otimes_R C)$. So, in view of (4.2.4), we conclude that the following isomorphisms hold:

$$\operatorname{Ext}^2_R(\operatorname{Tr}_C M, N \otimes_R C) \cong \operatorname{Ext}^1_R(\operatorname{Tr}_C M_1, N \otimes_R C) \cong \widetilde{\operatorname{Tor}}_0^G(M_1, N) \cong \widetilde{\operatorname{Tor}}_{-1}^G(M, N). \quad (4.2.7)$$

As the isomorphisms in (4.2.7) establish the conclusion of the proposition for the case where $i = -1$, we proceed to handle the case where $i \leq -2$.

Notice, as each $Q_i$ in the resolution $\mathbf{T}$ is projective, the tensor evaluation $(Q_i)^\vee \otimes_R N \to \operatorname{Hom}_R(Q_i, C \otimes_R N)$ is an isomorphism for each integer $i$. Therefore, for all $j \geq 1$, we have:

$$\operatorname{Ext}^j_R((Q_i)^\vee, N \otimes_R C) = \operatorname{H}^j(\operatorname{Hom}_R(Q_i, N \otimes_R C)) = \operatorname{H}_{-j-1}(\mathbf{T} \otimes_R N) = \widetilde{\operatorname{Tor}}_{-j-1}^G(M, N). \quad (4.2.8)$$

Fix $t \geq 2$. Then, by the exact sequence in (2.2.1), we see that $\operatorname{Ext}^{t-1}_R((Q_i)^\vee, N \otimes_R C) \cong \operatorname{Ext}^{t+1}_R(\operatorname{Tr}_C M, N \otimes_R C)$. Consequently, letting $j = t - 1$ in (4.2.8), we conclude that $\widetilde{\operatorname{Tor}}_{-t}^G(M, N) \cong \operatorname{Ext}^{t-1}_R((Q_i)^\vee, N \otimes_R C) \cong \operatorname{Ext}^{t+1}_R(\operatorname{Tr}_C M, N \otimes_R C)$.
Consequently, setting $i = -t$, the conclusion of the proposition follows. \hfill \Box

**Lemma 4.3** Let $M$ and $N$ be $R$-modules such that $0 < \mathcal{G}_C \dim_R(M) < \infty$ and $N \in \mathcal{A}_C$. If $\hat{\operatorname{Tor}}_0^G(M, N) = 0$ and $0 \to M \to X \to Y \to 0$ is a $\mathcal{G}_C$-hull of $M$ (see 3.6(ii)), then $\mathcal{G}_C \operatorname{Tor}_i^R(M, N) \cong \operatorname{Tor}_i^R(X, N)$ for all $i \geq 1$.

**Proof** Note that $Y$ is totally $C$-reflexive, and $\mathcal{G}_C \dim_R(M) = \mathcal{P}_C \operatorname{pd}_R(X) < \infty$ so that $X \in \mathcal{B}_C$; see 2.8(ii). It follows by Proposition 3.5 that $\hat{\operatorname{Tor}}_i^G(X, N) = 0$ for all $i \in \mathbb{Z}$. Therefore, the $\mathcal{G}_C$-hull of $M$ and Lemma 3.4 induce $\hat{\operatorname{Tor}}_i^G(M, N) \cong \hat{\operatorname{Tor}}_{i+1}^G(Y, N)$ for all $i \in \mathbb{Z}$. Hence, by our assumption, we have that $\operatorname{Tor}_i^R(Y, N) \cong \hat{\operatorname{Tor}}_{i+1}^G(Y, N) = 0$.

Note that a finite $\mathcal{P}_C$-resolution of $X$ yields an exact sequence of $R$-modules

$$0 \to X' \to C^{\oplus t} \to X \to 0,$$

where $\mathcal{P}_C \dim_R(X') < \infty$; see 2.7(iv) and 2.8(ii).

As $N \in \mathcal{A}_C$, we have that $\operatorname{Tor}_i^R(C, N) = 0$ for all $i \geq 1$. Hence, for all $i \geq 1$, we obtain:

$$\operatorname{Tor}_i^R(X', N) \cong \operatorname{Tor}_{i+1}^R(X, N). \quad (4.3.1)$$

Next, by taking the pull-back of the maps $M \to X$ and $C^{\oplus t} \to X$, we get the following commutative diagram with exact rows and columns:

\[
\begin{array}{ccccccc}
0 & 0 & & & & & \\
\downarrow & & & & & & \\
X' & \xrightarrow{=} & X' & & & & \\
\downarrow & & & & & & \\
0 & \to & Z & \to & C^{\oplus t} & \to & Y & \to & 0 \\
\downarrow & & & & & \| & & & \\
0 & \to & M & \to & X & \to & Y & \to & 0 \\
\downarrow & & & & & & & \\
0 & & & & & & & 0
\end{array}
\]

As $\mathcal{P}_C \dim_R(X') < \infty$, the exact sequence $0 \to X' \to Z \to M \to 0$ is $\mathcal{G}_C$-proper; see 2.7(i) and Remark 3.1(i). Therefore, for each $i \geq 0$, Lemma 3.2 yields the following long exact sequence:

$$\cdots \to \mathcal{G}_C \operatorname{Tor}_{i+1}^R(M, N) \to \mathcal{G}_C \operatorname{Tor}_i^R(X', N) \to \mathcal{G}_C \operatorname{Tor}_i^R(Z, N) \to \cdots \quad (4.3.2)$$

Note that, $Z$ is totally $C$-reflexive since $Y$ is totally $C$-reflexive. Thus it follows that $\mathcal{G}_C \operatorname{Tor}_i^R(Z, N) = 0$ for all $i \geq 1$. Therefore, (4.3.2) yields the following isomorphism for all $i \geq 1$:

$$\mathcal{G}_C \operatorname{Tor}_{i+1}^R(M, N) \cong \mathcal{G}_C \operatorname{Tor}_i^R(X', N). \quad (4.3.3)$$

Note that, by Remark 3.1(iii), we have $\mathcal{G}_C \operatorname{Tor}_i^R(X', N) \cong \operatorname{Tor}_i^R(X', N)$ for all $i \geq 1$. Hence, for each $i \geq 1$, (4.3.1) and (4.3.3) yield:

$$\mathcal{G}_C \operatorname{Tor}_{i+1}^R(M, N) \cong \mathcal{G}_C \operatorname{Tor}_i^R(X', N) \cong \operatorname{Tor}_i^R(X', N) \cong \operatorname{Tor}_{i+1}^R(X, N). \quad (4.3.4)$$
Next we consider above pull-back diagram, along with (4.3.2), and obtain the following commutative diagram with exact rows:

\[
\begin{array}{ccc}
0 & \longrightarrow & \mathcal{G}_C \text{Tor}_1^R(M, N) \\
& & \downarrow g \\
0 & \longrightarrow & \text{Tor}_1^R(X, N)
\end{array}
\begin{array}{ccc}
\longrightarrow & \longrightarrow & \longrightarrow \\
& & \downarrow f \\
\longrightarrow & \longrightarrow & \longrightarrow
\end{array}
\]

\[
\begin{array}{ccc}
X' \otimes_R N & \longrightarrow & Z \otimes_R N \\
& & \downarrow 1 \\
X' \otimes_R N & \longrightarrow & C^\oplus \otimes_R N
\end{array}
\]

Here the leftmost vertical map \( g \) is induced by 1 and \( f \). Recall that \( \text{Tor}_1^R(Y, N) = 0 \). Hence, \( f \) is injective. This shows that \( g \) is an isomorphism, i.e.,

\[
\mathcal{G}_C \text{Tor}_1^R(M, N) \cong \text{Tor}_1^R(X, N).
\]

Consequently, the conclusion of the lemma follows from (4.3.4) and (4.3.5). \( \square \)

The next theorem plays an important role in the proof of Theorem 1.3; it also generalizes Theorem 4.1, namely Auslander’s depth formula, as well as the main result of [11].

**Theorem 4.4** Let \( M \) and \( N \) be \( R \)-modules with \( \mathcal{G}_C \text{-dim}_R(M) < \infty \) and \( N \in \mathcal{A}_C \). Set \( q = \sup \{i \mid \mathcal{G}_C \text{Tor}_i^R(M, N) \neq 0 \} \). Assume \( \widehat{\text{Tor}}_i^C(M, N) = 0 \) for all \( i \leq 0 \). If \( q = 0 \) or \( \text{depth}_R(\mathcal{G}_C \text{Tor}_q^R(M, N)) \leq 1 \), then it follows that

\[
\text{depth}_R(M) + \text{depth}_R(N) = \text{depth}_R(\mathcal{G}_C \text{Tor}_q^R(M, N)) - q.
\]

**Proof** Let \( 0 \rightarrow M \rightarrow X \rightarrow Y \rightarrow 0 \) be a \( \mathcal{G}_C \)-hull of \( M \); see Remark 3.6(ii). Then \( Y \) is totally \( C \)-reflexive and \( \mathcal{G}_C \text{-dim}_R(M) = \mathcal{P}_C \text{-pd}_R(X) < \infty \) so that \( X \in \mathcal{B}_C \); see 2.8(ii). Setting \( A = \text{Hom}_R(C, X) \) and \( B = C \otimes_R N \), we have:

\[
\text{depth}_R(X) = \text{depth}_R(A) \text{ and } \text{depth}_R(B) = \text{depth}_R(N).
\]

The first and second equalities in (4.4.1) are due to 2.4(v) and 2.4(vi), respectively. Also, it follows from 2.8(ii) that \( \text{pd}_R(A) < \infty \). Next we use 2.11(i) and 2.11(ii), and record that the following isomorphisms hold for all \( i \geq 0 \):

\[
\text{Tor}_i^R(A, B) = \text{Tor}_i^R(\text{Hom}_R(C, X), B) \cong \text{Tor}_i^P C(X, N) \cong \text{Tor}_i^R(X, N).
\]

We proceed by considering the cases where \( q \neq 0 \) and \( q = 0 \), separately.

**Case 1** Assume \( q \neq 0 \) and \( \text{depth}_R(\mathcal{G}_C \text{Tor}_q^R(M, N)) \leq 1 \).

Note, as \( q \neq 0 \), it follows \( \mathcal{G}_C \text{-dim}_R(M) > 0 \). So, by Lemma 4.3, we have that \( \mathcal{G}_C \text{Tor}_i^R(M, N) \cong \text{Tor}_i^R(X, N) \) for all \( i \geq 1 \). Thus (4.4.2) yields \( \text{Tor}_i^R(A, B) \cong \mathcal{G}_C \text{Tor}_i^R(M, N) \) for all \( i \geq 1 \). This yields \( q = \sup \{i \mid \text{Tor}_i^R(A, B) \neq 0 \} \) and \( \text{depth}_R(\text{Tor}_q^R(A, B)) = \text{depth}_R(\mathcal{G}_C \text{Tor}_q^R(M, N)) \leq 1 \). Hence, as \( \text{pd}_R(A) < \infty \), we use Theorem 4.1, applied to the pair \((A, B)\), and conclude that:

\[
\text{depth}_R(A) + \text{depth}_R(B) = \text{depth}(R) + \text{depth}_R(\text{Tor}_q^R(A, B)) - q.
\]

Now the required equality follows from (4.4.1) and (4.4.3).

**Case 2** Assume \( q = 0 \), i.e., \( \mathcal{G}_C \text{Tor}_i^R(M, N) = 0 \) for all \( i \geq 1 \).

Set \( n = \mathcal{G}_C \text{-dim}_R(M) \) and proceed by induction on \( n \). First assume \( n = 0 \), i.e., \( M \) is totally \( C \)-reflexive. Then it follows by our assumption and Lemma 4.2 that \( 0 = \widehat{\text{Tor}}_i^C(M, N) \cong \text{Ext}^i_R(\text{Tr}_C M, B) \) for all \( i \leq 0 \). Hence, by 2.4(vii), we conclude that \( M \otimes_R N \cong \text{Hom}_R(M^\mathcal{Q}, B) \).
Notice, since $N \in \mathcal{A}_C$, it follows that $\text{Ext}^i_R(C, B) = 0$ for all $i \geq 1$; see 2.4 (i) (b). As we know the vanishing of $\text{Ext}^i_R(\text{Tr}_C M, B)$ for all $j \geq 1$, we see from (2.2.1) that $\text{Ext}^i_R(M \mathcal{F}, B) = 0$ for all $i \geq 1$. Hence [2, 4.1] yields $\text{depth}_R(B) = \text{depth}_R(\text{Hom}_R(M \mathcal{F}, B))$. As $M \otimes_R N \cong \text{Hom}_R(M \mathcal{F}, B)$, we obtain $\text{depth}_R(B) = \text{depth}_R(M \otimes_R N)$. Recall that $\text{depth}_R(N) = \text{depth}_R(B)$; see (4.4.1). So we conclude that $\text{depth}_R(N) = \text{depth}_R(M \otimes_R N)$. On the other hand, since $M$ is totally $C$-reflexive, we have that $\text{depth}_R(M) = \text{depth}(R)$; see 2.9 (ii). This establishes the equality $\text{depth}_R(M) + \text{depth}_R(N) = \text{depth}(R) + \text{depth}_R(M \otimes_R N)$, and completes the proof for the case where $n = 0$.

Next assume $n \geq 1$. It follows from Proposition 3.5 that $\text{Tor}^i_\mathcal{G}(X, N) = 0$ for all $i \in \mathbb{Z}$. Hence, for all $i \in \mathbb{Z}$, the exact sequence $0 \to M \to X \to Y \to 0$, i.e., the $\mathcal{G}_C$-hull of $M$, and Lemma 3.4 yield the isomorphisms:

$$\text{Tor}^i_\mathcal{G}(M, N) \cong \text{Tor}^{i+1}_\mathcal{G}(Y, N).$$

(4.4.4)

So, our assumption on the vanishing of $\text{Tor}^i_\mathcal{G}(M, N)$ and (4.4.4) imply that $\text{Tor}^i_\mathcal{G}(Y, N) = 0$ for all $i \leq 1$. As $Y$ is totally $C$-reflexive, it follows that $\text{depth}_R(Y) = \text{depth}(R)$ and $\mathcal{G}_C \text{Tor}^i_Y(Y, N) = 0$ for all $i \geq 1$. Therefore, by the induction hypothesis, we have:

$$\text{depth}_R(Y \otimes_R N) = \text{depth}_R(N).$$

(4.4.5)

Recall that, by (4.4.2), we have $\text{Tor}^i_R(A, B) \cong \text{Tor}^i_Y(X, N)$ for all $i \geq 0$. This shows $A \otimes_R B \cong X \otimes_R N$. Note, since $n = \mathcal{G}_C \text{-dim}_R(M) > 0$ and $q = 0$, Lemma 4.3 implies that $\text{Tor}^i_R(X, N) = 0$ for all $i \geq 1$. Therefore, we see $\text{Tor}^i_R(A, B) = 0$ for all $i \geq 1$. Recall $\text{pd}_R(A) < \infty$ and note $n = \mathcal{P}_C \text{-dim}_R(X) = \text{pd}_R(A)$; see 2.8(ii). Thus, we use Theorem 4.1 for the pair $(A, B)$ and obtain:

$$\text{depth}_R(X \otimes_R N) = \text{depth}_R(A \otimes_R B) = \text{depth}_R(B) - n = \text{depth}_R(N) - n < \text{depth}_R(N).$$

(4.4.6)

We have:

$$0 = \text{Tor}^0_\mathcal{G}(M, N) \cong \text{Tor}^1_\mathcal{G}(Y, N) \cong \text{Tor}^R_1(Y, N).$$

(4.4.7)

In (4.4.7), the first equality is by the hypothesis, while the second and the third isomorphisms follow from (4.4.4) and 2.12, respectively. So the short exact sequence $0 \to M \to X \to Y \to 0$ induces the following exact sequence:

$$0 \longrightarrow M \otimes_R N \longrightarrow X \otimes_R N \longrightarrow Y \otimes_R N \longrightarrow 0.$$  

(4.4.8)

It follows from (4.4.5) and (4.4.6) that $\text{depth}_R(X \otimes_R N) < \text{depth}_R(Y \otimes_R N)$. Hence the depth lemma applied to (4.4.8) shows that $\text{depth}_R(M \otimes_R N) = \text{depth}_R(X \otimes_R N)$. So we conclude that $\text{depth}_R(M \otimes_R N) = \text{depth}_R(N) - n$; see (4.4.6). Recall, by 2.9(ii), we have $n = \text{depth}(R) - \text{depth}_R(M)$. Therefore, we obtain the depth equality $\text{depth}_R(M \otimes_R N) = \text{depth}_R(N) - n = \text{depth}_R(M) + \text{depth}_R(N) - \text{depth}(R)$, which completes the proof.

It is known that, if $M$ and $N$ are $R$-modules such that $\mathcal{G}_C \text{-dim}_R(M) < \infty$ and $\text{id}_R(N) < \infty$, then Tate Tor modules $\text{Tor}^i_R(M, N)$ vanish for all $i \in \mathbb{Z}$; see [13, 2.4 (1)]. In the following proposition we show that this vanishing result carries over to Tate Tor modules with respect to a semidualizing module $C$; see 2.12. Recall that, if $N$ is an $R$-module such that $\mathcal{I}_C \text{-id}_R(N) < \infty$, then $N \in \mathcal{A}_C$; see 2.8 (iii).
Proposition 4.5 Let $M$ and $N$ be $R$-modules such that $\mathcal{G}_C$-$\text{dim}_R(M) < \infty$ and $\mathcal{I}_C$-$\text{id}_R(N) < \infty$. Then it follows that $\tilde{\text{Tor}}_i^{G_C}(M, N) = 0$ for all $i \in \mathbb{Z}$. In particular, we have $\text{Tor}^R(M, N) = 0$ for all $i > \mathcal{G}_C$-$\text{dim}_R(M)$.

Proof Note that $N \in \mathcal{A}_C$; see 2.8(iii). As the second part of the claim follows from the construction of Tate Tor modules, we proceed and prove the vanishing of $\tilde{\text{Tor}}_i^{G_C}(M, N) = 0$ for all $i \in \mathbb{Z}$; see 2.12.

Claim 1 If $F$ is a free $R$-module, then $\tilde{\text{Tor}}_j^{G_C}(F, N) = 0$ for all $j \in \mathbb{Z}$.

Proof of Claim 1 Let $F$ be a free $R$-module. Then $\tilde{\text{Tor}}_j^{G_C}(F, N) \cong \text{Tor}^R(F, N) = 0$ for all $j > \mathcal{G}_C$-$\text{dim}_R(F) = 0$; see 2.12. Moreover, $\text{Ext}_R^j(\text{Tr}_C F, -) = 0$ for all $j \geq 1$ since $\text{Tr}_C F = 0$. Hence Claim 1 follows from Proposition 4.2.

Claim 2 If $T$ is a totally $C$-reflexive $R$-module, then it follows that $\tilde{\text{Tor}}_i^{G_C}(T, N) = 0$ for all $i \leq 0$.

Proof of Claim 2 Let $T$ be a totally $C$-reflexive $R$-module. Then it follows that $\text{depth}_R(\text{Tr}_C T) = \text{depth}(R)$; see 2.9(i). Note that $\text{id}_R(N \otimes_R C) < \infty$; see 2.8(iii). Therefore, we conclude from [26, 2.6] that $\text{Ext}_R^j(\text{Tr}_C T, N \otimes_R C) = 0$ for all $j \geq 1$. Now Proposition 4.2 shows that $\tilde{\text{Tor}}_i^{G_C}(T, N) = 0$ for all $i \leq 0$, i.e., the claim follows.

Next consider a $\mathcal{G}_C$-approximation of $M$, i.e., a short exact sequence $0 \to Y \to X \to M \to 0$, where $X$ is a totally $C$-reflexive $R$-module and $\mathcal{P}_C$-$\text{dim}_R(Y) < \infty$; see Remark 3.6(i). As $N \in \mathcal{A}_C$, it follows from Proposition 3.5 that $\tilde{\text{Tor}}_i^{G_C}(Y, N) = 0$ for all $i \in \mathbb{Z}$. Therefore, Lemma 3.4 yields $\tilde{\text{Tor}}_i^{G_C}(M, N) \cong \tilde{\text{Tor}}_i^{G_C}(X, N)$ for all $i \in \mathbb{Z}$. So, in view of Claim 2, it is enough to prove the vanishing of $\tilde{\text{Tor}}_i^{G_C}(X, N)$ for all $i \geq 1$.

Let $n$ be a positive integer and consider $\tilde{\text{Tor}}_n^{G_C}(X, N)$. Note that the conclusion of Claim 1 allows us to use the dimension shifting and conclude that $\tilde{\text{Tor}}_n^{G_C}(X, N) \cong \tilde{\text{Tor}}_0^{G_C}(\Omega^n X, N)$, where $\Omega^n X$ is the $n$th syzygy of $X$. We know $X$ is totally $C$-reflexive; so $\Omega^n X$ is also totally $C$-reflexive; see 2.9(ii). Hence the vanishing of $\tilde{\text{Tor}}_0^{G_C}(\Omega^n X, N)$ follows from Claim 2. This argument implies that $\tilde{\text{Tor}}_i^{G_C}(X, N) = 0$ for all $i \geq 1$ and completes the proof. \qed

We are now ready to give a proof of Theorem 1.3:

Proof of Theorem 1.3 Note that, by Proposition 4.5, we have $\tilde{\text{Tor}}_i^{G_C}(M, N) = 0$ for all $i \in \mathbb{Z}$. Note also that $N$ belongs to the Auslander class $\mathcal{A}_C$; see 2.8(iii). Therefore, Theorem 1.2 implies that $\text{Tor}^R_i(M, N) \cong \mathcal{G}_C \text{Tor}^R_i(M, N)$ for all $i \geq 0$. Now the required conclusion follows from Theorem 4.4. \qed

Appendix: A Discussion on Auslander’s Depth Formula

In this section, we revisit Theorem 4.1, namely Auslander’s the depth formula, discuss some of its applications, and highlight its relation with some open problems in the literature. We should note that the depth formula, especially for the case where $q = 0$, i.e., for the case where the modules in question are Tor-independent, is an important tool in commutative homological algebra and has many applications in the literature; see, for example, [10, 13]. Here we discuss only a few basic applications and consequences of the depth formula. The main purpose of such a discussion is to provide some motivation for our work from Section 4 concerning the
generalizations of the depth formula, explain why the depth formula is useful, and indicate why it is worth studying the conditions implying the depth formula to hold. In the following, we record various remarks about the depth formula:

(1) It is an open question whether or not the depth formula always holds for Tor-independent modules. More precisely, it is not known if the equality $\text{depth}_R(M) + \text{depth}_R(N) = \text{depth}(R) + \text{depth}_R(M \otimes_R N)$ holds whenever $M$ and $N$ are nonzero $R$-modules such that $\text{Tor}_i^R(M, N) = 0$ for all $i \geq 1$.

(2) If $M$ and $N$ are $R$-modules, then the depth equality $\text{depth}_R(M) + \text{depth}_R(N) = \text{depth}(R) + \text{depth}_R(M \otimes_R N)$ may fail, in general, even if $\text{Tor}_i^R(M, N) = 0$ for all $i \gg 0$. For example, if $R = k[x, y, z]/(xz - y^2, xy - z^2)$, $M = R/(x, y)$ and $N = R/(x, z)$, then it follows that $\text{Tor}_i^R(M, N) \neq 0$ and $\text{Tor}_i^R(M, N) = 0$ for all $i \geq 2$; see [29, 4.2]. Furthermore, one has $\text{depth}_R(M) + \text{depth}_R(N) = 0 < 1 = \text{depth}(R) + \text{depth}_R(M \otimes_R N)$. On the other hand, the depth formula in the form $\text{depth}_R(M) + \text{depth}_R(N) = \text{depth} R + \text{depth}_R(\text{Tor}_q^R(M, N)) - q$ holds, where $q = \sup\{i \mid \text{Tor}_i^R(M, N) \neq 0\} = 1$.

(3) The depth formula is an extension of the classical Auslander–Buchsbaum formula. In fact, let $M$ be a nonzero $R$-module such that $\text{pd}_R(M) < \infty$ and let $N = k$. Then it follows from Theorem 4.1 that $\text{depth}_R(M) + \text{depth}_R(N) = \text{depth} R + \text{depth}_R(\text{Tor}_q^R(M, N)) - q$, where $q = \text{pd}_R(M)$. This yields the classical Auslander–Buchsbaum formula, i.e., $\text{pd}_R(M) + \text{depth}_R(M) = \text{depth}(R)$; see also Jorgensen’s dependency formula [30] for further applications of the depth formula in this direction.

(4) The depth formula determines the projective dimension of the tensor product of two nonzero Tor-independent modules, when each of the module considered has finite projective dimension. More precisely, let $M$ and $N$ be nonzero $R$-modules such that $\text{pd}_R(M) < \infty$ and $\text{pd}_R(N) < \infty$. If $\text{Tor}_i^R(M, N) = 0$ for all $i \geq 1$, then it follows that $\text{pd}_R(M \otimes_R N) < \infty$, and hence the depth formula yields

$$(\text{depth}(R) - \text{pd}_R(M)) + (\text{depth}(R) - \text{pd}_R(N)) = \text{depth}(R) + (\text{depth}(R) - \text{pd}_R(M \otimes_R N)),$$

which recovers the well-known equality $\text{pd}_R(M \otimes_R N) = \text{pd}_R(M) + \text{pd}_R(N)$.

(5) If $M$ and $N$ are nonzero $R$-modules such that $M \otimes_R N$ is an $n$th syzygy module, then the depth formula can be used to prove that $M$ or $N$ are $n$th syzygy modules. For example, Huneke and Wiegand [24, 2.6] used the depth formula and proved that, if $R$ is a complete intersection domain and $M \otimes_R N$ is an $n$th syzygy module, then both $M$ and $N$ are $n$th syzygy modules; see also [12] for several applications of the depth formula on the depth of tensor products of modules over complete intersection rings.

(6) The depth formula is useful in studying the Cohen–Macaulayness of tensor products. For example, it can be used to prove the following result of Kawasaki [32, 3.3(i)]: if $R$ is a Cohen–Macaulay local ring with canonical module $\omega$ and $M$ is a nonzero $R$-module such that $\text{pd}_R(M) < \infty$, then $M \otimes_R \omega$ is Cohen–Macaulay if and only if $M$ is Cohen–Macaulay. In fact, if $N$ is a faithful maximal Cohen–Macaulay $R$-module (e.g., $N = \omega$) and $M$ is a nonzero $R$-module such that $\text{pd}_R(M) < \infty$, then $M$ and $N$ are Tor-independent [45, 2.2] so that the depth formula yields $\text{depth}_R(N) = \text{depth}_R(M \otimes_R N) \leq \dim_R(M \otimes_R N) = \dim_R(M)$, which shows $M$ is Cohen–Macaulay if and only if $M \otimes_R N$ is Cohen–Macaulay; see [33] for further applications of the depth formula in this direction.
(7) It is an open question whether or not the vanishing of all higher homology modules imply finite homological dimension. More precisely, if \( M \) is an \( R \)-module such that \( \text{Tor}^R_i(M, M) = 0 \) for all \( i \geq 1 \), then it is not known whether or not \( M \) must have finite projective dimension, in general; see, for example, [36, the paragraph preceding 2.6]. It is also not known if this question has an affirmative answer in case the depth formula for Tor-independent \( R \)-modules always holds. It seems worth pointing out that easy applications of the depth formula give affirmative answers for this Tor-vanishing problem in some special, albeit important, cases.

For example, if \( R \) is a one-dimensional domain over which the depth formula holds for all Tor-independent \( R \)-modules, and \( I \) is an ideal of \( R \) such that \( \text{Tor}^R_i(I, I) = 0 \) for all \( i \geq 1 \), then the depth formula yields the equality

\[
\text{depth}_R(I) + \text{depth}_R(I) = \text{depth}(R) + \text{depth}_R(I \otimes_R I),
\]

which implies that \( I \otimes_R I \) is torsion-free. This shows that \( I \) is a free \( R \)-module; see, for example, [24, the paragraph preceding 4.4].

Another application of the depth formula, which is related to the aforementioned Tor-vanishing problem is that, if \( R = S/(x) \), where \( S \) is a reduced Cohen-Macaulay ring and \( (x, y) \) is a pair of exact zero-divisors such that \( yM = 0 \), then the vanishing of \( \text{Tor}^R_i(M, M) \) for all \( i \geq 1 \) implies that \( M \) has infinite complete intersection dimension, and hence infinite projective dimension; see [8, 2.10].

In view of the foregoing discussion, it seems reasonable to raise the following question: if \( M \) is an \( R \)-module such that \( \text{Tor}^R_i(M, M) = 0 \) for all \( i \geq 1 \), and the depth formula holds for all Tor-independent \( R \)-modules, then must \( \text{pd}_R(M) < \infty \)? This problem can also be considered for different types of Tors, including Tate homology with respect to a semidualizing module \( C \), or \( G_C \)-relative homology; see 2.10 and 2.12.

(8) A long standing conjecture of Huneke and Wiegand [24, page 473] claims that, if \( R \) is a one-dimensional domain and \( M \) is an \( R \)-module such that \( M \otimes_R M^* \) is nonzero and torsion-free, where \( M^* = \text{Hom}_R(M, R) \), then \( M \) is free. This conjecture is wide open, even for two-generated ideals over complete intersection rings. It seems worth noting that an easy application of the depth formula give an affirmative answer to the conjecture when the module considered has finite projective dimension: if \( \text{pd}_R(M) < \infty \), then \( \text{Tor}^R_i(M, M^*) = 0 \) for all \( i \geq 1 \) [45, 2.2] so that the depth formula shows that \( M \) is torsion-free; consequently, \( M \) is free by the Auslander–Buchsbaum formula. In fact, by using the depth formula, one can easily see that, if \( R \) is a one-dimensional ring, and \( M \) and \( N \) are \( R \)-modules such that \( M \otimes_R N \) is torsion-free and \( \text{pd}_R(M) < \infty \), then \( M \) is free.

(9) There are several conjectures from the representation theory of finite-dimensional algebras that have been transplanted to commutative algebra. An example is the celebrated Auslander–Reiten Conjecture, which states that a finitely generated module \( M \) over a finite-dimensional algebra \( A \) satisfying \( \text{Ext}^i_A(M, M) = \text{Ext}^i_A(M, A) = 0 \) for all \( i \geq 1 \) must be projective. This long-standing conjecture of Auslander and Reiten is closely related to other important conjectures such as the Finitistic Dimension Conjecture from representation theory.

The Auslander–Reiten conjecture, over Gorenstein rings, can be stated as follows: if \( M \) is a maximal Cohen–Macaulay \( R \)-module such that \( \text{Ext}_R^i(M, M) = 0 \) for all \( i \geq 1 \), then \( M \) must be free. If, in addition, the depth formula holds for Tor-independent modules over the Gorenstein
ring considered, then the conjecture is equivalent to the following claim: if $M$ or $M \otimes_R M^*$ is a maximal Cohen–Macaulay $R$-module such that $\text{Tor}_i^R(M, M^*) = 0$ for all $i \geq 1$, then $M$ must be free; see, for example, [31, 2.7]. Thus, the depth formula, when holds, gives a new perspective on the celebrated conjecture of Auslander and Reiten, and is one of the tools that allows one to consider the conjecture in terms of the vanishing of homology and the depth of the tensor product of modules.

Acknowledgements We thank the anonymous referees for many useful comments that helped improve the exposition.
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