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Abstract

The evaluation of multi-loop Feynman integrals is one of the main challenges in the computation of precise theoretical predictions for the cross sections measured at the LHC. In recent years, the method of differential equations has proven to be a powerful tool for the computation of Feynman integrals. It has been observed that the differential equation of Feynman integrals can in many instances be transformed into a so-called canonical form, which significantly simplifies its integration in terms of iterated integrals.

The main result of this thesis is an algorithm to compute rational transformations of differential equations of Feynman integrals into a canonical form. Apart from requiring the existence of such a rational transformation, the algorithm needs no further assumptions about the differential equation. In particular, it is applicable to problems depending on multiple kinematic variables and also allows for a rational dependence on the dimensional regulator. First, the transformation law is expanded in the dimensional regulator to derive differential equations for the coefficients of the transformation. Using an ansatz in terms of rational functions, these differential equations are then solved to determine the transformation.

This thesis also presents an implementation of the algorithm in the Mathematica package CANONICA, which is the first publicly available program to compute transformations to a canonical form for differential equations depending on multiple variables. The main functionality and its usage are illustrated with some simple examples. Furthermore, the package is applied to state-of-the-art integral topologies appearing in recent multi-loop calculations. These topologies depend on up to three variables and include previously unknown topologies contributing to higher-order corrections to the cross section of single top-quark production at the LHC.
Zusammenfassung

Die Auswertung von Mehrschleifen-Feynman-Integralen ist eine der größten Herausforderungen bei der Berechnung präziser theoretischer Vorhersagen für die am LHC gemessenen Wirkungsquerschnitte. In den vergangenen Jahren hat sich die Nutzung von Differentialgleichungen bei der Berechnung von Feynman-Integralen als sehr erfolgreich erwiesen. Es wurde dabei beobachtet, dass die von den Feynman-Integralen erfüllte Differentialgleichung oftmals in eine sogenannte kanonische Form transformiert werden kann, welche die Integration der Differentialgleichung mittels iterierter Integrale wesentlich vereinfacht.

Das zentrale Ergebnis der vorliegenden Arbeit ist ein Algorithmus zur Berechnung rationaler Transformationen von Differentialgleichungen von Feynman-Integralen in eine kanonische Form. Neben der Existenz einer solchen rationalen Transformation stellt der Algorithmus keinerlei weitere Bedingungen an die Differentialgleichung. Insbesondere ist der Algorithmus auf Mehrskalenprobleme anwendbar und erlaubt eine rationale Abhängigkeit der Differentialgleichung vom dimensionalen Regulator. Bei der Anwendung des Algorithmus wird zunächst das Transformationsgesetz im dimensionalen Regulator entwickelt, um Differentialgleichungen für die Koeffizienten in der Entwicklung der Transformation herzuleiten. Diese Differentialgleichungen werden dann mit einem rationalen Ansatz für die gesuchte Transformation gelöst.

Es wird zudem eine Implementation des Algorithmus in dem Mathematica Paket CANONICA vorgestellt, welches das erste veröffentlichte Programm dieser Art ist, das auf Mehrskalenprobleme anwendbar ist. Die wesentlichen Funktionen des Pakets werden zunächst mit einfachen Beispielen illustriert. CANONICAs Potential für moderne Mehrschleifenrechnungen wird anhand mehrerer nicht trivialer Mehrschleifen-Integraltopologien demonstriert. Die gezeigten Topologien hängen von bis zu drei Variablen ab und umfassen auch vormals ungelöste Topologien, die zu Korrekturen höherer Ordnung zum Wirkungsquerschnitt der Produktion einzelner Top-Quarks am LHC beitragen.
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1 Introduction

The current knowledge of the fundamental constituents of matter and their interactions is largely based on scattering experiments. The pioneering gold foil experiment [1], which led Rutherford to hypothesize the nuclear structure of the atom [2], was the first in a long series of scattering experiments conducted to improve the understanding of subatomic phenomena. With ever more sophisticated instruments, researchers were able to increase both the energy and the intensity of the involved particle beams by several orders of magnitude since the early experiments [3]. Over the course of the last century, this led to the discovery of a plethora of new particles [4], which prompted the conception of the Standard Model of particle physics [5–11] to describe their interactions. In 2012, this development culminated in the observation [12, 13] of the Higgs boson [14–17] at CERN’s Large Hadron Collider (LHC). With the Higgs boson being the last constituent of the Standard Model to be discovered, it is now considered to be complete in the sense that it is self-consistent up to energy scales far beyond current experimental reach.

The Standard Model successfully describes almost all observations made at past and present collider experiments [18, 19], often with remarkable precision. Although the conception of the Standard Model represents a great success of particle physics, it provides no explanation for some observed properties of the universe. Numerous astronomical observations strongly suggest the existence of dark matter in the universe [20–22]. In the most commonly accepted scenario of cold dark matter [23, 24], the dark matter is comprised of weakly interacting non-relativistic particles. However, the Standard Model does not offer any suitable candidates for these particles [25] and thus needs to be extended. A second open problem is posed by the observed asymmetry of matter and anti-matter in the universe [26, 27], since it is unknown which dynamical mechanism, if any, has created it. The observed value of the Higgs boson mass and the amount of CP-violation in the Standard Model render it very unlikely that the Standard Model can accommodate such a mechanism [28]. A further shortcoming of the Standard Model is that it does not account for the non-vanishing neutrino masses [29–31], which have been experimentally observed [32–34]. Lastly, the Standard Model does not incorporate the gravitational interactions, which would have to be included in any fundamental theory of physics.

In order to address the aforementioned open problems, many extensions of the Standard Model have been proposed. Among the most popular are supersymmetric extensions [35–37], models with additional or composite Higgs bosons [38–42], models with extra dimensions [43–45] and those with heavy partners of the gauge bosons [46, 47]. However, the experimental data from the LHC does currently not show any
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significant deviations from the Standard Model. Since the LHC is operating almost at its design center of mass collision energy of 14 TeV and the construction of new colliders is likely to take decades [48], it will not be possible to directly probe the Standard Model at much higher energy scales in the near future. The only possibility left is to look for deviations from the Standard Model by increasing the precision of the comparisons between theory and experiment. The principal observables used in this comparison are cross sections of the particle reactions taking place at the LHC. For some processes, the experimental uncertainties [49–51] have reached the level of the theoretical uncertainties and are predicted to drop further with the LHC accumulating more data [52]. Thus, more precise theoretical predictions for the background and the signal processes are necessary to harness the LHC’s full potential.

The calculation of cross section predictions in quantum field theory is very challenging and mostly only accessible by perturbative methods. In the perturbative approach, the cross section is expanded as an asymptotic power series [53] for small values of the coupling constants and truncated at some finite order. This is only a good approximation if the respective coupling strength is small enough at the energy scale the process is considered at. For the typical energy scales of the hard particle reactions at the LHC, the couplings in the Standard Model are small enough for the perturbative approach to be feasible [4].

The accuracy of the theoretical predictions is limited by the accuracy of the experimentally determined input parameters and the order at which the perturbation series is truncated. Therefore, great effort is dedicated to the precise measurement of the input parameters and to the calculation of higher-order corrections in the perturbative expansion. These calculations are highly non-trivial and often take several years until completion. One of the main challenges is posed by the evaluation of integrals over unconstrained momenta, called Feynman integrals or loop integrals. Each order in the perturbative expansion introduces a further unconstrained momentum and thereby increases the difficulty of the respective Feynman integrals.

Given the enormous complexity of higher-order corrections, computers have become an indispensable tool for their calculation. Since many calculational techniques apply to a wide range of scattering processes, it is worthwhile to automatize them as much as possible. Over the past decades, great progress has been made in the automation of next-to-leading order (NLO) corrections. There are numerous tools [54] publicly available allowing the automated calculation of NLO corrections for most processes of interest at the LHC. Among other insights [55–60], it was the explicit knowledge of the Feynman integrals occurring in NLO computations that made these developments possible.

In recent years, several advances [61–66] allowed to also calculate the next-to-next-to-leading order (NNLO) corrections for many processes [67–86]. Even higher-order corrections are known for the Higgs boson production cross section in the gluon fusion channel [87]. The recent progress has in part been enabled by new developments in the field of Feynman integrals. Most calculations of higher-order
corrections are organized such that a huge number of Feynman integrals appear at intermediate stages of the calculation. These integrals are related by an enormous number of linear relations, called integration-by-parts (IBP) relations [88, 89]. By virtue of these relations, all integrals can be expressed in terms of a finite basis of independent integrals, the so-called master integrals. After this reduction process, only the relatively small number of master integrals need to be evaluated.

A vast array of techniques has been developed for the evaluation of Feynman integrals. In practice, however, these techniques remain limited in their scope, and there is currently no general solution available for the problem of evaluating Feynman integrals. A rather general technique is to derive a differential equation [90–92] for the master integrals by differentiating them with respect to the kinematic invariants and masses they depend on. However, solving this differential equation in terms of known functions can, in general, be prohibitively difficult. In 2013 it was discovered by Henn [65] that the solution can often be simplified dramatically by using a particular basis of master integrals coined canonical basis. The differential equation of a canonical basis of master integrals attains a simple so-called canonical form that renders its integration in terms of iterated integrals a merely combinatorial task. With this remarkable observation, the evaluation of Feynman integrals is essentially reduced to the problem of constructing a canonical basis of master integrals, given it exists. This new technique has been successfully applied to the calculation of numerous previously unknown Feynman integrals [65, 93–126] and thereby contributed to the aforementioned proliferation of NNLO calculations.

Despite the recent advances, the automation of NNLO calculations has not yet reached the same level as NLO calculations have. In contrast to the fully automated frameworks available for NLO cross sections, there are only computer codes available to perform certain steps of the calculation. Concerning the evaluation of the Feynman integrals, the systematic application of the IBP relations for the reduction to master integrals is widely considered as a conceptually solved problem, and there is a number of programs available [127–135] to perform this computation. After the reduction to some basis of master integrals, the derivation of their differential equation is straightforward and has been implemented in [129, 130].

This leaves the process of constructing a canonical basis as the next step to be automated. In this thesis, an algorithm will be described to compute a rational transformation to a canonical basis from a given basis of master integrals, provided such a transformation exists. Prior to the publication of this algorithm [136], some methods to attain a canonical basis had already been proposed [65, 96, 98, 99, 102, 118, 137, 138]. In particular, an algorithm to compute a transformation to a canonical form for differential equations depending on only one variable has been described in detail by Lee [137]. Most of the other methods do not rise to the same level in terms of their algorithmic description, but rather represent recipes for specific cases. This is also reflected by the fact that Lee’s algorithm is the only one with publicly available implementations [139–141]. The main drawback of Lee’s algorithm is that it
is only applicable to differential equations depending on one variable, which severely restricts the range of processes it can be applied to. For instance, most $2 \rightarrow 2$ scattering processes depending on one or more mass scales are not accessible with this method. The motivation for the development of the algorithm described in this thesis is to overcome this restriction. To this end, the algorithm is devised such that it is applicable to differential equations depending on an arbitrary number of variables. In order to facilitate the application of this algorithm, it has been implemented and made publicly available \cite{142} in a Mathematica package called CANONICA.

The outline of this thesis is as follows. After introducing some basic concepts related to Feynman integrals, Chapter 2 reviews the IBP reduction to master integrals and the derivation of the corresponding differential equations. The solution of this differential equation is then shown to simplify considerably by using a canonical basis of master integrals.

Chapter 3 is dedicated to the problem of transforming a given differential equation of Feynman integrals into canonical form. After examining some general properties of such transformations, it is shown that they can be computed by solving a finite number of differential equations with a rational ansatz. Moreover, it is argued that this computation can be split into a series of smaller computations by exploiting certain structural properties of the differential equation. Altogether, Chapter 3 lays out an algorithm to compute rational transformations to canonical bases, which is applicable to differential equations depending on an arbitrary number of variables.

The implementation of the aforementioned algorithm in the Mathematica package CANONICA is presented in Chapter 4. The usage of its main features is explained with a number of simple examples along with a discussion of its limitations.

The power of CANONICA and the underlying algorithm are demonstrated in Chapter 5, which presents the application of CANONICA to a variety of non-trivial multi-loop Feynman integrals. In particular, this includes differential equations depending on up to three variables and previously unknown integrals.

The conclusions are drawn in the final Chapter 6.
2 Aspects of multi-loop calculations

The main part of this thesis is devoted to the presentation of an algorithm related to the evaluation of Feynman integrals. While Feynman integrals are an interesting topic in their own right, the main motivation for the techniques developed in this thesis is the calculation of higher-order corrections to cross section predictions for the LHC. After showing how Feynman integrals arise in these calculations, this chapter discusses the techniques for treating Feynman integrals used in modern calculations of higher-order corrections. Particular emphasis will be on those technical aspects related to the method of differential equations, which is a powerful technique for the evaluation of Feynman integrals. The development of an algorithm to transform these differential equations into a canonical form, which is the main result of this thesis, is then motivated by illustrating the tremendous benefits such a form provides for the integration of the differential equation.

Most of the material presented in this chapter is well established and can be found in much more detail in the references given below. The exposition here aims to provide the practical context for the following more abstract chapters by introducing the relevant concepts and illustrating them with a simple example.

2.1 From cross sections to Feynman integrals

The most frequently used observables in collider experiments are cross sections of the various scattering processes. This section reviews the relation of cross sections to scattering amplitudes and shows how Feynman integrals arise in their perturbative calculation.

2.1.1 Cross sections and Feynman diagrams

Scattering processes are modeled in quantum field theory by the transition of an initial state $|i\rangle$ to a final state $|f\rangle$, which are considered as Heisenberg picture states in the infinite past and infinite future, respectively. The time evolution operator $\mathcal{S} = U(\infty, -\infty)$ encodes the interaction and depends on the specific quantum field theory used, which can, for example, be the Standard Model. The scattering amplitudes $\langle f|\mathcal{S}|i\rangle$ are conveniently separated into a trivial and an interacting part by defining the transition operator $\mathcal{T}$ by

$$\mathcal{S} = \mathbb{I} + i(2\pi)^4 \delta^{(4)} (\Sigma p_f - \Sigma p_i) \mathcal{T}, \tag{2.1}$$
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where the δ-function enforces momentum conservation. The non-trivial part of the interaction is then contained in the matrix elements

\[ M_{fi} = \langle f | T | i \rangle. \] (2.2)

The matrix elements are directly related to the total cross section via

\[ \sigma \sim \int |M_{fi}|^2 d\Pi, \] (2.3)

where the integration is over the phase space of the final state and the constant of proportionality depends on the kinematics of the specific process. Predictions for hadron colliders require additional integrations over the parton momenta in order to relate the partonic cross section to the hadronic cross section.

In perturbation theory, matrix elements are expanded as a power series in the respective coupling strength, for instance, the coupling strength of the strong interactions \( \alpha_s \)

\[ M_{fi} = \alpha_s^{2n} \left( M_{fi}^{(0)} + \alpha_s M_{fi}^{(1)} + \mathcal{O}(\alpha_s^2) \right). \] (2.4)

The coefficients of this expansion are the building blocks for the calculation of higher-order corrections to the cross section [143, 144]. The individual terms contributing to the calculation of \( M_{fi}^{(l)} \) have a diagrammatic representation in terms of so-called Feynman diagrams. These are graphs comprised of a specific set of edges and vertices connecting the initial and final state external legs, which is illustrated in Fig. 2.1 by the Drell–Yan process \( q\bar{q} \rightarrow e^+e^- \). The allowed vertices and edges are determined by the specific quantum field theory via a set of rules known as Feynman rules, which translate Feynman diagrams into their corresponding analytic expressions.

Generally, each additional loop in a Feynman diagram raises the power of the coupling strength in the corresponding analytic expression by one. As a consequence, only Feynman diagrams of a fixed loop order contribute to a given order in the perturbative expansion of a matrix element. In practice, Feynman diagrams provide a convenient way to generate the analytic representation of a given matrix element \( M_{fi}^{(l)} \). First, all Feynman diagrams with the given loop order and the right initial and final state are generated. These diagrams are then converted into analytic expressions by virtue of

![Figure 2.1: Drell–Yan tree level and one-loop Feynman diagrams.](image)
the Feynman rules.

### 2.1.2 Dimensionally regulated Feynman integrals

The independent loops in a Feynman diagram are each associated with the integration over an unconstrained so-called *loop momentum*. In general, these *Feynman integrals* are of the form

\[
\int \prod_{k=1}^{L} \frac{d^d l_k}{\Gamma(\Delta s/2)} \frac{l_1^{\mu_1} \cdots l_t^{\mu_t} \cdots l_{L}^{\mu_L}}{P_1 \cdots P_t},
\]

where the *inverse propagators* \( P_i \) are given by

\[
P_i = q_i^2 - m_i^2,
\]

with \( m_i \) denoting the mass of the propagator and \( q_i \) being a linear combination of the loop momenta and the momenta of the initial and final state particles, which are referred to as *external momenta*. Since momentum conservation always allows to eliminate one of the external momenta, the term external momenta is in the following understood to refer to the remaining \( N_{\text{ex}} \) momenta after momentum conservation has been enforced. A typical example of a one-loop Feynman integral is given by

\[
I^\mu(p^2) = \int \frac{d^d l}{\Gamma(\Delta s/2) [(l^2 - m^2)(l - p)^2 - m^2]},
\]

which corresponds to the Feynman diagram in Fig. 2.2. The naive evaluation of

\[
\begin{array}{c}
\text{Figure 2.2: One-loop massive bubble integral.}
\end{array}
\]

Feynman integrals in four space-time dimensions leads, in general, to divergent results. Therefore, it is necessary to regularize these integrals. While there are several different regularization schemes available, modern calculations almost exclusively employ variants of *dimensional regularization* \[145\]. In dimensional regularization, the four-dimensional loop integrations are rendered convergent by promoting them to integrations in

\[
d = 4 - 2\epsilon
\]

\[1\] An additional term of \(+i\delta\) in the inverse propagator ensuring the correct time-ordering of the propagator by shifting its poles away from the real axis is omitted here and in the following.
dimensions. The divergencies in four dimensions are then reflected by poles in the regulator $\epsilon$. The integration over non-integer dimensional vector spaces is, of course, not to be understood literally. Instead, $d$-dimensional integration can be defined as a functional of the integrand satisfying the following axioms:\textsuperscript{146}:

**Linearity:**

$$\int \! d^d l [a f(l) + b g(l)] = a \int \! d^d l f(l) + b \int \! d^d l g(l), \quad a, b \in \mathbb{C},$$  \hspace{1cm}(2.9)

**Scaling:**

$$\int \! d^d l f(s l) = |s^{-d}| \int \! d^d l f(l), \quad s \in \mathbb{C},$$  \hspace{1cm}(2.10)

**Translation invariance:**

$$\int \! d^d l f(l + q) = \int \! d^d l f(l), \quad q = \text{const.},$$  \hspace{1cm}(2.11)

which resemble properties of ordinary integration if $d$ is a positive integer. The axioms above can be shown\textsuperscript{146, 147} to uniquely fix the values of all dimensionally regulated integrals up to a universal normalization, and therefore all explicit constructions of such a functional must yield equivalent results up to normalization. The universal normalization is often fixed by defining the value of the integral over the $(d - 1)$-dimensional unit sphere

$$\int \! d\Omega_{d-1} := \frac{2\pi^{d/2}}{\Gamma (\frac{d}{2})},$$  \hspace{1cm}(2.12)

which also holds for ordinary integration in positive integer dimensions. In practice, it is rarely necessary to resort to an explicit construction of the integration functional\textsuperscript{2}. Instead, it is often sufficient to use the axioms above and some additional properties derived from them. In particular, the integration-by-parts\textsuperscript{88, 89} property given by

**Integration-by-parts:**

$$\int \! d^d l \frac{\partial}{\partial l^\mu} f(l) = 0,$$  \hspace{1cm}(2.13)

is widely used in practice, as will be explained in Sec.\textsuperscript{2.2} The properties outlined above are sufficient for the purposes of this thesis; for a more extensive account of the properties of Feynman integrals the reader is referred to\textsuperscript{147, 148}.

\textsuperscript{2}Explicit constructions may be obtained by a parametric representation of Feynman integrals\textsuperscript{148} or by a prescription using integrations over finite dimensional subspaces of an infinite dimensional vector space\textsuperscript{147}.
2.1 From cross sections to Feynman integrals

2.1.3 The projection method

In the calculation of matrix elements, the tensor structures in the numerator of the Feynman integrals in Eq. (2.5) are either contracted with loop momenta, external momenta, polarization vectors or with Dirac gamma matrices. This section presents a technique frequently employed in multi-loop calculations to separate the spin degrees of freedom from the loop integrals. As a result, all loop momenta in the numerator of the Feynman integrals are only contracted with either loop momenta or external momenta. These scalar products in the numerators can then be reduced to a minimal set of irreducible scalar products.

The first step is to identify an independent set of spin structures $D_j$ sufficient to decompose the matrix element (cf. e.g., [149, 150])

$$\mathcal{M}_{fi}^{(l)} = \sum_j m_j D_j.$$  \hfill (2.14)

An efficient way to organize the computation of the scalar coefficients $m_j$ is to define projection operators $\mathcal{P}_j$ to project the Feynman diagrammatic representation of the matrix element onto the spin structures. The projectors can be decomposed with respect to the basis of spin structures:

$$\mathcal{P}_j = \sum_k c_{jk} D^\dagger_k.$$  \hfill (2.15)

The coefficients $c_{jk}$ are determined by the condition

$$\sum_{\text{spins}} \mathcal{P}_j \mathcal{M}_{fi}^{(l)} = \sum_{k,r} c_{jk} \sum_{\text{spins}} D^\dagger_k D_r m_r = m_j.$$  \hfill (2.16)

It is convenient to define the matrix

$$\mathcal{D}_{ij} = \sum_{\text{spins}} D^\dagger_i D_j,$$  \hfill (2.17)

which allows to express the coefficients of the projectors through its inverse

$$c_{ij} = (\mathcal{D}^{-1})_{ij}.$$  \hfill (2.18)

Using the representation of $\mathcal{M}_{fi}^{(l)}$ in terms of Feynman diagrams, the contribution of each Feynman diagram to the coefficients $m_j$ can be extracted by applying the respective projectors as in Eq. (2.16). The resulting scalar coefficients $m_j$ are linear
combinations of Feynman integrals of the form
\[ \int \prod_{k=1}^{L} \frac{d^{d/2}l_k}{i\pi^{d/2}} \frac{Q_{t+1}^{-\nu_{t+1}} \cdots Q_{t+N_s}^{-\nu_{t+N_s}}}{P_1 \cdots P_t}, \] (2.19)
with non-positive integer powers \(\nu_{t+1}, \ldots, \nu_{t+N_s}\). The numerator factors \(Q_i\) are given by the
\[ N_s = \frac{L(L + 1)}{2} + N_{\alpha L} \] (2.20)
different scalar products of loop momenta and external momenta, involving at least one loop momentum. The inverse propagators \(P_1, \ldots, P_t\) are independent linear combinations of the scalar products \(Q_i\) and terms independent of the loop momenta. Therefore, there are \(N_s - t\) linear combinations of the scalar products \(Q_i\) and terms independent of the loop momenta which are linearly independent of the inverse propagators. Upon choosing such a set of \(N_s - t\) so-called irreducible scalar products \(P_{t+1}, \ldots, P_{N_s}\), the integrals in Eq. (2.19) can be uniquely written as linear combinations of the integrals
\[ I(\nu_1, \ldots, \nu_{N_s}) = \int \prod_{k=1}^{L} \frac{d^{d/2}l_k}{i\pi^{d/2}} \frac{P_{t+1}^{-\nu_{t+1}} \cdots P_{N_s}^{-\nu_{N_s}}}{P_1^{\mu_1} \cdots P_t^{\mu_t}}, \] (2.21)
where the powers \(\nu_i\) of the inverse propagators are now allowed to assume any integer value\(^3\). In state-of-the-art computations, the number of integrals of the form in Eq. (2.21) necessary to express the whole matrix element is often of the order of several thousands or more. Thus, it is clearly desirable to treat these with an automatized procedure rather than attempting a case by case analysis.

### 2.2 Reduction to master integrals

The integrals of the form in Eq. (2.21) are related by a class of linear relations known as integration-by-parts (IBP) identities, which allow to express all such integrals as linear combinations of a relatively small number of so-called master integrals. As a result of this reduction, it is sufficient to evaluate only the master integrals. This section reviews the basic concepts related to the IBP reduction as well as some aspects of the practical organization of such calculations.

---

\(^3\)For one-loop integrals, there are no irreducible scalar products since \(N_s = t\). This fact is exploited in the Passarino–Veltman [151] reduction procedure, which is widely used in one-loop calculations to relate tensor integrals to scalar integrals.
2.2 Reduction to master integrals

2.2.1 Topologies and sectors

It is beneficial to group the integrals occurring in a particular multi-loop calculation into sets of integrals that can be expressed by the same set of propagators and irreducible scalar products. Allowing for arbitrary integer powers of the inverse propagators and non-positive integer powers of the irreducible scalar products, each of these sets contains an infinite number of integrals of the form in Eq. (2.21). These infinite sets of integrals are called topologies\(^4\). The integrals within a given topology can be further divided into different sectors, where a sector is a set of integrals which share the same set of propagators with positive exponent. Therefore, there are \(2^t\) sectors in a topology with \(t\) propagators. A sector is said to be a subsector of another sector if its set of propagators is a subset of the other sector’s set of propagators. Since two sectors may have disjoint sets of propagators, the sector-subsector relation defines only a partial ordering on the set of sectors. This partial ordering can be turned into a total ordering by defining an integer-valued function on the integrals of the topology:

\[
\text{ID}[I] = \sum_{k=1}^{t} 2^{k-1} \Theta(\nu_k),
\]

(2.22)

\[
\Theta(x) = \begin{cases} 
1 & x > 0, \\
0 & x \leq 0.
\end{cases}
\]

(2.23)

This function is constant on sectors, and therefore it can be understood as assigning an integer to each sector, called sector-id. Moreover, the sector-id is compatible with the partial ordering induced by the sector-subsector relation, because the sector-id of a sector is always greater than the sector-ids of all of its subsectors. Note that the definition of the sector-id depends on the ordering of the propagators.

2.2.2 Integration by parts identities

While a topology contains an infinite number of integrals, there also exists an infinite number of linear relations among them. These integration-by-parts (IBP) relations arise from the property in Eq. (2.13) of dimensionally regularized Feynman integrals\(^8\),\(^9\), which can be cast in the form

\[
\int \prod_{k=1}^{L} \frac{d^{d}l_{k}}{i^{d/2}} \frac{\partial}{\partial l_{j}^{\mu}} \left( q^{\mu} P_{t+1}^{-\nu_{t+1}} \cdots P_{N}^{-\nu_{N}} P_{1}^{\nu_{1}} \cdots P_{t}^{\nu_{t}} \right) = 0, \quad j = 1, \ldots, L.
\]

(2.24)

This relation holds for any value of the propagator powers and for \(q\) being any loop or external momentum. The derivative in the integrand can be carried out explicitly to

\(^4\)Some authors also use the term integral family.
generate a relation between integrals with different powers of the inverse propagators and irreducible scalar products. Using the fact that all scalar products which may occur due to the contraction with \( q \) can be written as a linear combination of the inverse propagators and irreducible scalar products, Eq. (2.24) can be expressed as a linear combination of integrals of the same topology with their propagator powers possibly lowered or raised by one:

\[
\sum_j c_j I_j(\nu_1 + \Delta^j_1, \ldots, \nu_{N_s} + \Delta^j_{N_s}) = 0, \quad \Delta^j_i \in \{-1, 0, 1\}.
\]

(2.25)

The coefficients of these relations are linear functions of the scalar products of external momenta, the internal masses and the space-time dimension \( d \). Since there is one IBP relation for each allowed value of the powers \( \nu_i \) and each choice of \( q \) and the derivative, there exists an infinite number of such relations between the infinite number of integrals in each topology.

It has been shown that by virtue of the IBP relations all integrals in a topology can be expressed as a linear combination of a finite number [152, 153] of integrals with the coefficients being rational functions of the external momenta, the masses and \( d \). The choice of this finite basis of so-called master integrals is not unique. In fact, the master integrals can be chosen to be any set of linear combinations of integrals of the form in Eq. (2.21) that is both independent with respect to the IBP relations and suffices to express all other integrals.

The following one-loop integral illustrates the use of IBP relations and will be used in later sections of this chapter as well. The integral topology is defined by its two propagators

\[
I(\nu_1, \nu_2) = \int \frac{d^dl}{(2\pi)^{d/2}} \frac{1}{[l^2 - m^2]^{\nu_1}[(l - p)^2 - m^2]^{\nu_2}},
\]

(2.26)

which corresponds to the Feynman diagram in Fig. 2.2. There is no need for additional irreducible scalar products in this situation because, for \( L = 1 \) and \( N_{ex} = 1 \), the number \( N_s = 2 \) of possible scalar products is equal to the number of propagators. Both scalar products involving the loop momentum \( l \) can thus be expressed as linear combinations of the inverse propagators:

\[
l^2 = P_1 + m^2,
\]

(2.27)

\[
l \cdot p = \frac{1}{2}(P_1 - P_2 + p^2).
\]

(2.28)
In order to generate IBP relations, consider Eq. (2.24) for \( q = l \)

\[
0 = \int \frac{d^d l}{i\pi^{d/2}} \frac{\partial}{\partial l^\mu} \left( l^\mu \frac{1}{P_1^\nu P_2^\nu} \right) \tag{2.29}
\]

\[
= d \cdot I(\nu_1, \nu_2) + \int \frac{d^d l}{i\pi^{d/2}} l^\mu \frac{\partial}{\partial l^\mu} \frac{1}{P_1^\nu P_2^\nu} \tag{2.30}
\]

\[
= d \cdot I(\nu_1, \nu_2) - \nu_1 \int \frac{d^d l}{i\pi^{d/2}} \frac{2l_2^2}{P_1^{\nu_1+1} P_2^{\nu_2}} - \nu_2 \int \frac{d^d l}{i\pi^{d/2}} \frac{2(l^2 - l \cdot p)}{P_1^{\nu_1} P_2^{\nu_2+1}}. \tag{2.31}
\]

The scalar products in the numerators can be rewritten in terms of the propagators by virtue of Eqs. (2.27) and (2.28)

\[
0 = (d - 2\nu_1 - \nu_2)I(\nu_1, \nu_2) - 2\nu_1 m^2 I(\nu_1 + 1, \mu_2) - \nu_2 I(\nu_1 - 1, \nu_2 + 1) - \nu_2 (2m^2 - p^2) I(\nu_1, \nu_2 + 1). \tag{2.32}
\]

In addition to these IBP relations, the integral topology also enjoys the symmetry

\[
I(\nu_1, \nu_2) = I(\nu_2, \nu_1), \tag{2.33}
\]

which corresponds to the change

\[
l \to -l - p \tag{2.34}
\]

of the loop momentum integration variable in Eq. (2.26). This symmetry and the IBP relations are sufficient to relate all integrals of the topology to two master integrals, which may be chosen to be

\[
g_1 = I(1, 0), \quad g_2 = I(1, 1). \tag{2.35}
\]

For instance, by setting \( \nu_1 = 1 \) and \( \nu_2 = 0 \) in Eq. (2.32), the integral \( I(2, 0) \) can be reduced to the master integral \( I(1, 0) \):

\[
I(2, 0) = \frac{(d - 2)}{2m^2} I(1, 0). \tag{2.36}
\]

Using this relation and the IBP relation obtained from Eq. (2.32) for \( \nu_1 = \nu_2 = 1 \), the integral \( I(2, 1) \) is reduced to the master integrals as follows:

\[
I(2, 1) = \frac{(d - 3)}{(4m^2 - p^2)} I(1, 1) - \frac{(d - 2)}{2m^2(4m^2 - p^2)} I(1, 0). \tag{2.37}
\]

The reduction relations Eq. (2.36) and Eq. (2.37) are sufficient to calculate the differential equation of this topology, which is demonstrated in Sec. 2.3. In practice,
the IBP reduction is used to generate such relations for all integrals occurring in the matrix element of interest.

### 2.2.3 Lorentz invariance identities

The Lorentz invariance of the integrals in Eq. (2.21) implies a further set of relations [92], which is widely used in practice for the reduction to master integrals. In addition to that, these relations are useful for the differentiation of Feynman integrals with respect to kinematic invariants and are therefore reviewed in the following. Consider the action of an infinitesimal Lorentz transformation

\[
 \Lambda^\mu_\nu = \delta^\mu_\nu + \omega^\mu_\nu, \quad \omega^\mu_\nu = -\omega^\nu_\mu \tag{2.38}
\]

on one of the \( N_{\text{ex}} \) external momenta

\[
 p'^\mu_j = \Lambda^\mu_\nu p^\nu_j = p^\mu_j + \omega^\mu_\nu p^\nu_j. \tag{2.39}
\]

Then, Lorentz invariance implies for any scalar integral \( I \) that

\[
 I(p_j) = I(p'_j) \tag{2.40}
\]

\[
 = I(p_j) + \omega^\mu_\nu \sum_{j=1}^{N_{\text{ex}}} p^\nu_j \frac{\partial}{\partial p^\mu_j} I(p_j) \tag{2.41}
\]

holds for all infinitesimal \( \omega^\mu_\nu \). Using the antisymmetry of \( \omega^\mu_\nu \), the above equation implies

\[
 \sum_{j=1}^{N_{\text{ex}}} \left( p^\nu_j \frac{\partial}{\partial p^\mu_j} - p^\mu_j \frac{\partial}{\partial p^\nu_j} \right) I(p_j) = 0, \tag{2.42}
\]

which can be turned into scalar relations by contracting with antisymmetric combinations of external momenta. For instance, for \( N_{\text{ex}} = 2 \), there is only the identity

\[
 (p'^\mu_1 p'^\nu_2 - p'^\mu_2 p'^\nu_1) \sum_{j=1}^{2} \left( p^\nu_j \frac{\partial}{\partial p^\mu_j} - p^\mu_j \frac{\partial}{\partial p^\nu_j} \right) I(p_j) = 0. \tag{2.43}
\]

Since at most \( d \) of the \( N_{\text{ex}} \) external momenta can be linearly independent, the number of linearly independent external momenta after using momentum conservation is given by \( N_{\text{ind}} = \min(d, N_{\text{ex}}) \). Thus, there are \( N_{\text{ind}}(N_{\text{ind}} - 1)/2 \) independent Lorentz invariance relations of the above form, because this is the number of antisymmetric combinations of the independent external momenta.

It has been shown [154] that the Lorentz invariance identities are not linearly independent of the IBP relations and thus not strictly necessary for the reduction to master integrals. In practice, however, they can speed up the reduction process and
are therefore widely used.

### 2.2.4 Systematic reduction strategies

As mentioned before, the number of Feynman integrals contributing to a particular matrix element can be relatively large. It is thus desirable to automate their reduction to master integrals. One strategy to attempt an automatized reduction is to combine IBP identities with symbolic propagator powers, such as Eq. (2.32), into symbolic reduction rules [130, 131, 154–156], which may be interpreted as ladder operators acting on the propagator powers. Applied recursively, the reduction rules relate all integrals of a given topology to master integrals. Once the reduction rules have been found, the reduction itself is very efficient. However, a systematic way of constructing symbolic reduction rules has not yet been found, and thus implementations of this strategy have to resort to heuristic methods.

Laporta proposed [157] the completely systematic but rather brute-force strategy of considering the IBP relations for a finite range of integer values of the propagator powers. The integrals within this range are called seed integrals. For each seed integral, Eq. (2.24) generates an IBP relation for all of the $L(N_{\text{ex}} + L)$ choices of $q$ and the derivative, which usually results in a large system of equations for the seed integrals. The next step is to essentially perform a Gaussian elimination to triangularize the system of equations. By defining a so-called Laporta ordering on the integrals that reflects their complexity, the elimination can be performed such that more complex integrals are eliminated in favor of less complicated ones. Usually, this ordering is chosen to be compatible with the ordering of the sectors induced by the sector-id. If this is the case, every integral is reduced to master integrals from the same or lower sectors.

Variations of the Laporta strategy have been implemented in numerous publicly available programs [127–129, 131, 132, 135]. In practice, these calculations suffer from the fact that most of the IBP relations generated from the seed integrals are linearly dependent. In fact, in the limit of large ranges of seed integrals only one relation per $L(N_{\text{ex}} + L)$ IBP relations can be linearly independent, since the number of master integrals remains fixed. The unnecessary computations due to linearly dependent IBP relations can be avoided by eliminating such relations with finite field techniques [133, 158, 159] prior to the Gaussian elimination step. By mapping the time-consuming computations over the field of rational functions to the modular arithmetic of finite fields, the linearly dependent relations can be eliminated very efficiently.

Altogether the IBP reduction to master integrals can be considered as a conceptually solved problem, but in practice, the computations are often limited by the computational resources at disposal.
2.3 Differential equations of Feynman integrals

After the reduction to master integrals, it remains to evaluate the relatively small number of master integrals as functions of the kinematic invariants. This problem has been approached in numerous ways, but despite many advances, a general solution has not yet been found and still appears to be far out of reach. However, in recent years the method of differential equations [90–92] has been successfully applied to a large class of Feynman integrals. This development has been enabled by the observation [65] that a particular choice of the basis of master integrals drastically simplifies the solution of the corresponding differential equation. The key ideas of the differential equations approach are reviewed in this section.

2.3.1 Differentiation of Feynman integrals

The master integrals are functions of \( N_{\text{ex}} \) external momenta and a number of internal mass scales. Lorentz invariance implies that Feynman integrals can only depend on the external momenta via kinematic invariants \( X_1, \ldots, X_E \), which are independent Lorentz invariant functions of the external momenta. In addition to these invariants, the integrals may also depend on internal masses \( X_{E+1}, \ldots, X_Q \). The goal is to evaluate the master integrals as functions of all kinematic invariants \( X_1, \ldots, X_Q \).

The basic idea of the method of differential equations is to derive a system of differential equations for the master integrals by calculating the derivatives of all master integrals with respect to the kinematic invariants \( X_1, \ldots, X_E \) and then solve it in terms of known functions. The derivative of an integral with respect to one of the internal masses \( X_{E+1}, \ldots, X_Q \) is straightforward to perform in the representation Eq. (2.21) since the mass dependence is explicit. By interchanging the derivative with the loop momentum integration [160] and using the product rule on the propagators, the derivative results in a linear combination of integrals from the same sector with possibly raised propagator powers.

The derivatives with respect to the kinematic invariants \( X_1, \ldots, X_E \) are related to the derivatives with respect to the external momenta by the chain rule

\[
\frac{\partial}{\partial p_i^\mu} = \sum_{j=1}^E \frac{\partial X_j}{\partial p_i^\mu} \frac{\partial}{\partial X_j}, \quad i = 1, \ldots, N_{\text{ex}}.
\] (2.44)

Each of these relations can be contracted with any of the \( N_{\text{ind}} \) independent external momenta to give the scalar relations

\[
p_k^\mu \frac{\partial}{\partial p_i^\mu} = \sum_{j=1}^E p_k^\mu \frac{\partial X_j}{\partial p_i^\mu} \frac{\partial}{\partial X_j}, \quad i = 1, \ldots, N_{\text{ex}}, \quad k = 1, \ldots, N_{\text{ind}}.
\] (2.45)

The contracted derivatives on the left-hand side are related by Lorentz invariance...
relations of the form in Eq. (2.43), if they are applied to Lorentz invariant scalars. Therefore, only
\[ N_{\text{ex}}N_{\text{ind}} - \frac{N_{\text{ind}}(N_{\text{ind}} - 1)}{2} \]
(2.46)
of the relations in Eq. (2.45) are independent, which precisely corresponds to the number \( E \) of independent Lorentz invariants that can be formed from the \( N_{\text{ex}} \) external momenta.

Thus, after choosing a set of \( E \) independent relations from Eq. (2.45), these can be solved for the \( E \) derivatives with respect to the kinematic invariants \( X_1, \ldots, X_E \), which are then expressed as linear combinations of the contracted derivatives with respect to the external momenta. This allows to evaluate the derivatives with respect to the kinematic invariants by acting on the integrals with the derivatives with respect to the external momenta, which can be interchanged with the integration and evaluated directly on the integrand.

The derivative of the integrand with respect to the external momenta and the subsequent contraction with an external momentum can be written as a linear combination of inverse propagators and irreducible scalar products, which results in a linear combination of integrals with shifted propagator powers. Note that this operation can never generate new propagators with positive powers. Thus, the derivative of a scalar integral with respect to an external invariant can always be written as a linear combination of integrals from the same or lower sectors.

As an example, consider the derivative of \( g_2 = I(1, 1) \) with respect to the kinematic invariant \( s = p^2 \). There is only one relation of the form in Eq. (2.45)
\[ p^\mu \frac{\partial}{\partial p^\mu} = p^\mu \frac{\partial s}{\partial p^\mu} \frac{\partial}{\partial s} = 2s \frac{\partial}{\partial s}. \]
(2.47)
The derivative with respect to \( p^\mu \) raises the power of \( P_2 \) and generates a linear combination of scalar products in the numerator upon contraction with \( p^\mu \). By virtue of Eq. (2.28), the scalar product \( l \cdot p \) is rewritten in terms of the inverse propagators, which allows to express the derivative as a linear combination of scalar integrals with shifted propagator powers
\[ p^\mu \frac{\partial I(1, 1)}{\partial p^\mu} = \int \frac{d^dl}{i\pi^{d/2}} \frac{2l \cdot p - 2p^2}{P_1 P_2^2} = I(0, 2) - I(1, 1) - p^2 I(1, 2). \]
(2.48)
Solving Eq. (2.47) for the derivative with respect to \( s \) leads to
\[ \frac{\partial I(1, 1)}{\partial s} = \frac{1}{2s} \left( I(0, 2) - I(1, 1) \right) - I(1, 2). \]
(2.49)
Since the master integral \( g_1 = I(1, 0) \) does not depend on the external momentum,
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its derivative with respect to \( s \) vanishes due to Eq. (2.47)

\[
\frac{\partial I(1,0)}{\partial s} = 0.
\] (2.50)

The strategy described here to calculate derivatives of Feynman integrals with respect to their invariants in terms of integrals of the same topology is completely algorithmic and has for example been implemented in [128, 129].

2.3.2 Differential equations and canonical bases

In the previous section, it has been shown that derivatives of Feynman integrals with respect to the kinematic invariants can be expressed as linear combinations of scalar integrals from the same or lower sectors. By applying the IBP reduction to those integrals, derivatives of scalar integrals can always be written as linear combinations of master integrals. If the differentiated integrals are master integrals, this results in a coupled first-order linear system of differential equations for the master integrals. Solving these differential equations in terms of known functions, and imposing appropriate boundary conditions then achieves the goal of evaluating the master integrals as functions of the kinematic invariants.

In the case of the previously considered example, the scalar integrals on the right-hand side of Eq. (2.49) are reduced to master integrals with Eq. (2.36) and Eq. (2.37)

\[
\frac{\partial g_2}{\partial s} = \frac{(d-2)}{s(4m^2-s)} g_1 - \frac{1}{2} \left( \frac{1}{s} + \frac{(d-3)}{(4m^2-s)} \right) g_2, \]

(2.51)

\[
\frac{\partial g_1}{\partial s} = 0.
\] (2.52)

A differential equation of this form can be derived for all of the kinematic invariants. However, the dependence of the master integrals on one of the kinematic invariants can always be reconstructed from the mass dimension \( \text{dim}(I) \) of the integral, which is easily determined by counting the powers of its propagators and irreducible scalar products. Then, by choosing any of the kinematic invariants, for instance, \( X_Q \), the basis of master integrals can be normalized such that all integrals have mass dimension zero

\[
f_i = (X_Q)^{-\text{dim}(g_i)/\text{dim}(X_Q)} g_i.
\] (2.53)

Due to their trivial mass dimension, the integrals \( f_i \) must be functions of \( M = Q - 1 \) dimensionless functions of the kinematic invariants. These can, for example, be chosen to be the dimensionless ratios

\[
x_i = \frac{X_i}{X_Q^{\text{dim}(X_i)/\text{dim}(X_Q)}}, \quad i = 1, \ldots, M.
\] (2.54)
Using dimensionless master integrals is straightforward in practice and reduces the number of variables by one.

The integrals in the above example depend on the two dimensionful invariants $s$ and $m$. By choosing $m$ as the variable to be factored out, a dimensionless basis of master integrals is obtained by

$$
\begin{align*}
  f_1 &= (m)^{-(d-2)} e^{\gamma_E} e g_1, \\
  f_2 &= (m)^{-(d-4)} e^{\gamma_E} e g_2,
\end{align*}
$$

(2.55)

where $\epsilon$ denotes the dimensional regulator as introduced in Eq. (2.8). The integral vector has been multiplied with the overall factor $e^{\gamma_E}$ because it conveniently removes terms involving the Euler–Mascheroni constant $\gamma_E$ from the expansion of $\vec{f}$. The additional factor of $\epsilon$ ensures that the $\epsilon$-expansion of the $f_i$ starts at a non-negative order. Due to their trivial mass dimension, the integrals $\vec{f}$ must be functions of the dimensionless ratio

$$
  x = \frac{s}{m^2}.
$$

(2.56)

Using the chain rule and Eq. (2.49) yields for the derivatives with respect to $x$

$$
\begin{align*}
  \frac{\partial f_2}{\partial x} &= m^{6-d} \frac{\partial g_2}{\partial s} = m^{6-d} \left( \frac{(d-2)}{s(4m^2-s)} g_1 - \frac{1}{2} \left( \frac{1}{s} + \frac{(d-3)}{4m^2-s} \right) g_2 \right), \\
  &= \frac{(d-2)}{x(4-x)} f_1 - \frac{1}{2} \left( \frac{1}{x} + \frac{(d-3)}{4-x} \right) f_2
\end{align*}
$$

(2.57)

and

$$
\frac{\partial f_1}{\partial x} = m^{4-d} \frac{\partial g_1}{\partial s} = 0.
$$

(2.58)

Upon replacing the dimension with $d = 4 - 2 \epsilon$ and considering the full vector of master integrals, the derivative can be written as

$$
\frac{\partial \vec{f}}{\partial x} = \begin{pmatrix} 0 & 0 \\ \frac{2-2\epsilon}{x(4-x)} & -\frac{1}{2} \left( \frac{1}{x} + \frac{(1-2\epsilon)}{4-x} \right) \end{pmatrix} \vec{f}.
$$

(2.59)

(2.60)

For a general topology with $m$ master integrals depending on $M$ dimensionless invariants, the derivative can be taken with respect to all dimensionless invariants, which results in a coupled system of linear differential equations for the master integrals

$$
\partial_i \vec{f}(\epsilon, \{x_j\}) = a_i(\epsilon, \{x_j\}) \vec{f}(\epsilon, \{x_j\}), \quad i = 1, \ldots, M,
$$

(2.61)

with the $a_i(\epsilon, \{x_j\})$ being $m \times m$ matrices of rational functions in the kinematic invariants $\{x_j\}$ and $\epsilon$. The fact that the matrices $a_i(\epsilon, \{x_j\})$ are rational functions of the kinematic invariants and $\epsilon$ is evident from the structure of the integration-by-parts relations in Eq. (2.24). In Sec. 2.3.1 it was argued that the derivative of a Feynman integral can be represented as a linear combination of integrals from
the same or lower sectors. If the Laporta ordering is compatible with the sector structure, each of these integrals has a representation in terms of master integrals from the same or lower sectors. Altogether this leads to a lower-left block-triangular form of the \( a_i(\epsilon, \{x_j\}) \) matrices if the vector of master integrals \( \vec{f} \) is ordered according to the sector-id. It is convenient to use the more compact differential notation for the system of differential equations in Eq. (2.61)\(^5\)

\[
d\vec{f}(\epsilon, \{x_j\}) = a(\epsilon, \{x_j\})\vec{f}(\epsilon, \{x_j\}),
\]

with

\[
a(\epsilon, \{x_j\}) = \sum_{i=1}^{M} a_i(\epsilon, \{x_j\})dx_i.
\]

The choice of the basis of master integrals is not unique. Changing the basis of master integrals to a new basis \( \vec{f}' \) that is related to the original basis by an invertible transformation \( T \)

\[
\vec{f} = T(\epsilon, \{x_j\})\vec{f}',
\]

as suggested in \cite{65}, leads to a transformation law for \( a(\epsilon, \{x_j\}) \):

\[
a' = T^{-1}aT - T^{-1}dT.
\]

In the following, some notation and terminology related to particular forms of \( a(\epsilon, \{x_j\}) \) is introduced. The differential equation is said to be in \textit{dlog-form} if the differential form \( a(\epsilon, \{x_j\}) \) can be written as

\[
a(\epsilon, \{x_j\}) = dA(\epsilon, \{x_j\}),
\]

with

\[
A(\epsilon, \{x_j\}) = \sum_{l=1}^{N} A_l(\epsilon) \log(L_l(\{x_j\})).
\]

Here \( L_l(\{x_j\}) \) denotes functions of the invariants, and the \( A_l \) are \( m \times m \) matrices, which solely depend on \( \epsilon \). The set of functions

\[
\mathcal{A} = \{ L_1(\{x_j\}), \ldots, L_N(\{x_j\}) \}
\]

is commonly referred to as the \textit{alphabet} of the differential equation. The individual \( L_l(\{x_j\}) \) are called \textit{letters} of the differential equation. In \cite{65} it was observed that with a suitable change of the basis of master integrals it is often possible to arrive at

---

\(^5\)The differential equation Eq. (2.62) is completely determined by the differential form \( a(\epsilon, \{x_j\}) \). Therefore, \( a(\epsilon, \{x_j\}) \) is also frequently referred to as the \textit{differential equation} in the following.
2.3 Differential equations of Feynman integrals

A dlog-form in which the dependence on $\epsilon$ factorizes

$$a(\epsilon, \{x_j\}) = \epsilon \, d\tilde{A} \{\{x_j\}\} = \epsilon \sum_{l=1}^{N} \tilde{A}_l \, d \log(L_l(\{x_j\})),$$

(2.69)

with $\tilde{A}_l$ being constant $m \times m$ matrices. In this form, which is called canonical form or $\epsilon$-form, the integration of the differential equation simplifies significantly as will be shown in Sec. 2.4. A basis of master integrals for which the differential equation assumes a canonical form is called a canonical basis.

Note that in the derivation of the differential equation Eq. (2.62) described in the previous sections, the master integrals and the invariants $\{x_j\}$ can always be chosen such that the resulting differential form $a(\epsilon, \{x_j\})$ is rational in the invariants and the regulator. For rational transformations to the canonical form, it follows that the resulting canonical form is rational as well and thus the letters are polynomials in the invariants. However, there are differential equations for which the transformation to a canonical form necessarily contains roots of polynomials in the invariants, which may lead to letters containing these roots.

The differential equation Eq. (2.60) of the example considered above can also be transformed into canonical form. To this end, it is advantageous to first change the coordinates to

$$x = \frac{-(1 - y)^2}{y},$$

(2.70)

because this allows for a rational transformation of the differential equation to a canonical form to exist. With respect to the new coordinate $y$, the differential equation Eq. (2.60) reads in differential form

$$d\vec{f} = \left( \begin{array}{ccc} 0 & 0 & 1 \\ -1-\epsilon & -1+\epsilon & -1 y + 1+\epsilon \\ 1+\epsilon & 1+\epsilon & 1+\epsilon \\ \end{array} \right) dy \vec{f}.$$

(2.71)

The transformation given by

$$T = \left( \begin{array}{ccc} 1 & 0 & 1+\epsilon \\ 1 & 0 & 1+\epsilon \\ 1 & 0 & 1+\epsilon \\ \end{array} \right)$$

(2.72)

transforms the differential equation into the canonical form

$$d\vec{f} = \epsilon \left( \begin{array}{ccc} 0 & 0 & 1 \\ -\frac{1}{y} & -\frac{1}{y} & 0 \\ 1+\epsilon & 1+\epsilon & 1+\epsilon \\ \end{array} \right) dy \vec{f}.$$

(2.73)

$$= \epsilon \left[ \left( \begin{array}{ccc} 0 & 0 & \frac{2}{1+y} \\ 0 & \frac{2}{1+y} & 0 \\ 0 & 0 & -2 \\ \end{array} \right) d \log(y) + \left( \begin{array}{ccc} 0 & 0 & 0 \\ 0 & 0 & 0 \\ -2 & -2 & 0 \\ \end{array} \right) d \log(1+y) \right] \vec{f}.$$

(2.74)

The main part of this thesis will be devoted to the problem of finding such a trans-
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formation for a given differential equation.

2.4 Solving differential equations in canonical form

The main part of this thesis is concerned with the problem of finding a transformation to a canonical basis for a given differential equation of Feynman integrals. In this section, it will be shown that once a canonical form is found, the integration of the corresponding differential equation is essentially reduced to a simple combinatorial procedure (c.f. e.g., [94, 97–100]).

2.4.1 Integrating differential equations in canonical form

Consider a differential equation of Feynman integrals in canonical form

\[ df(\epsilon, \{x_j\}) = \epsilon \, d\tilde{A}(\{x_j\}) \tilde{f}(\epsilon, \{x_j\}), \]  

(2.75)

with

\[ d\tilde{A}(\{x_j\}) = \sum_{l=1}^{N} \tilde{A}_l \, d \log(L_l(\{x_j\})). \]  

(2.76)

The differential form \( d\tilde{A} \) is singular on the zero-sets of the letters

\[ V_l = \{ \{x_j\} \in \mathcal{M} \mid L_l(\{x_j\}) = 0 \}, \]  

(2.77)

where \( \mathcal{M} = \mathbb{C}^M \) denotes the manifold of the \( M \) invariants. Therefore, \( d\tilde{A} \) is well-defined on

\[ \overline{\mathcal{M}} = \mathcal{M} \setminus \left( \bigcup_{l=1}^{N} V_l \right), \]  

(2.78)

which is the natural domain for the following considerations about the solutions of Eq. (2.75). Upon normalizing the vector of master integrals with appropriate powers of \( \epsilon \), it can be assumed to have an expansion starting at the constant order

\[ \tilde{f}(\epsilon, \{x_j\}) = \sum_{n=0}^{\infty} \epsilon^n \tilde{f}^{(n)}(\{x_j\}). \]  

(2.79)

Due to the factorization of the \( \epsilon \) dependence on the right-hand side of the differential equation Eq. (2.75), its expansion is of the simple form

\[ d\tilde{f}^{(n)}(\{x_j\}) = d\tilde{A}(\{x_j\}) \tilde{f}^{(n-1)}(\{x_j\}). \]  

(2.80)
A recursive relation for the coefficients $\vec{f}^{(n)}(\{x_j\})$ is obtained by integrating Eq. (2.80)

$$\vec{f}^{(n)}(\{x_j\}) = \int_\gamma d\tilde{A}(\{x_j\})\vec{f}^{(n-1)}(\{x_j\}) + \vec{f}^{(n)}(\{x_{j_0}\}),$$

(2.81)

where the integration path is a smooth path $\gamma : [0, 1] \to \overline{M}$ with $\gamma(0) = \{x_{j_0}\}$ and $\gamma(1) = \{x_j\}$. The integration does only depend on the homotopy class of $\gamma$ and is otherwise path independent if the differential form $d\vec{f}$ is closed [161]. For a generic basis of master integrals $\vec{f}$, demanding $d\vec{f} = a\vec{f} = a \wedge \vec{f}$ to be closed implies

$$0 = dd\vec{f} = da \wedge \vec{f} - a \wedge d\vec{f}$$

$$= da \wedge \vec{f} - a \wedge a \wedge \vec{f} = (da - a \wedge a) \wedge \vec{f}.$$  

(2.82)

Since the master integrals are assumed to be linearly independent over the field of rational functions, the above equation implies the integrability condition

$$da - a \wedge a = 0.$$  

(2.84)

In practice, this condition may be used as consistency check of the differential equation. Employing Eq. (2.81), the solution can be constructed by iterated integration of the integration kernel $d\tilde{A}$. According to Eqs. (2.79) and (2.81), the iteration starts at order $n = 0$ with constant coefficients

$$\vec{f}^{(0)}(\{x_j\}) = \vec{f}^{(0)}(\{x_{j_0}\}).$$  

(2.85)

For all practical purposes, it is sufficient to stop this iteration at a finite order in the $\epsilon$-expansion.

An alternative but equivalent way to represent the solution of Eq. (2.75) to all orders is given by the formal expression

$$\vec{f}(\epsilon, \{x_j\}) = \mathbb{P} \exp \left( \epsilon \int_\gamma d\tilde{A} \right) \vec{f}(\epsilon, \{x_{j_0}\}),$$  

(2.86)

where the operator $\mathbb{P}$ is a path-ordering operator, which is defined below. First, consider the pull-back of $d\tilde{A}$ by $\gamma$ to a differential form $\gamma^*(d\tilde{A})$ on $[0, 1]$. After choosing a coordinate $s$ on $[0, 1]$, the pull-back may be written as

$$\gamma^*(d\tilde{A}) = \tilde{a}(s)ds$$  

(2.87)

and thus

$$\int_\gamma d\tilde{A} = \int_{[0,1]} \tilde{a}(s)ds.$$  

(2.88)

With this notation, the exponential and the path ordering in Eq. (2.86) can be defined
by
\[ f'(\epsilon, \{x\}) = \sum_{k=0}^{\infty} \frac{\epsilon^k}{k!} \int_{[0,1]^k} \mathbb{P}[\tilde{\alpha}(s_k) \cdots \tilde{\alpha}(s_1)] ds_1 \cdots ds_k f'(\epsilon, \{x_{j0}\}) \]
(2.89)
\[ = \sum_{k=0}^{\infty} \epsilon^k \int_{0 \leq s_1 \leq \cdots \leq s_k \leq 1} \tilde{\alpha}(s_k) \cdots \tilde{\alpha}(s_1) ds_1 \cdots ds_k f'(\epsilon, \{x_{j0}\}), \]
(2.90)
where the integral for \( k = 0 \) is understood to be the \( m \times m \) unit matrix. Integrals of this type are called Chen iterated integrals and have been studied in [162]. See also [163] for a pedagogical review. The recursive integration formula Eq. (2.81) can be recovered by first inserting the expansion Eq. (2.79) in Eq. (2.90)
\[ f'(n)(\{x\}) = \sum_{k=0}^{n} \int \tilde{\alpha}(s_k) \cdots \tilde{\alpha}(s_1) ds_1 \cdots ds_k f'(n-k)(\{x_{j0}\}) \]
(2.91)
\[ = \sum_{k=0}^{n-1} \int \tilde{\alpha}(s_{k+1}) \cdots \tilde{\alpha}(s_1) ds_1 \cdots ds_{k+1} f'(n-1-k)(\{x_{j0}\}) \]
+ \[ f'(n)(\{x_{j0}\}), \]
(2.92)
where the integration domains have been omitted for brevity. Separating the outer integration then leads to Eq. (2.81)
\[ f'(n)(\{x\}) = \int_{[0,1]} \tilde{\alpha}(s_{k+1}) f'(n-1)(s_{k+1}) ds_{k+1} + f'(n)(\{x_{j0}\}) \]
(2.93)
\[ = \int_{\gamma} d\tilde{A} f'(n-1) + f'(n)(\{x_{j0}\}), \]
(2.94)
which proves that Eq. (2.86) is equivalent to Eq. (2.81) and therefore satisfies the differential equation as well.

### 2.4.2 Multiple polylogarithms

The solution of differential equations in canonical form has been shown to be constructible by the iterated integrations in Eq. (2.90) in the previous section. This representation is convenient from a theoretical point of view, as it makes the homotopy invariance of the result manifest. However, for applications in phenomenology, it is necessary to have a representation of the result that is suitable for fast and stable numerical evaluation. Such a representation in terms of classes of functions for which numerical routines exist can usually be obtained by choosing particular integration paths. The rather general class of multiple polylogarithms [164][165] is of particular interest here, since many Feynman integrals can be represented in terms of these
functions. Moreover, there is a library available allowing for the numerical evaluation of general multiple polylogarithms with arbitrary precision [166]. For various special cases, there are other routines available as well [167,170]. The goal of this section is to introduce multiple polylogarithms and elucidate the relation between their series and integral representation, which is used in [166] for the numerical evaluation of multiple polylogarithms.

Multiple polylogarithms may be defined by the following representation in terms of nested sums

\[ \text{Li}_{m_1,\ldots,m_k}(x_1,\ldots,x_k) = \sum_{i_1>i_2>\cdots>i_k>0} \frac{x_1^{i_1} \cdots x_k^{i_k}}{i_1^{m_1} \cdots i_k^{m_k}} \]  

(2.95)

which converges for \(|x_i| < 1\). Special cases [165,171,172] of multiple polylogarithms include

**Classical polylogarithms:**

\[ \text{Li}_n(x) = \sum_{i=1}^{\infty} \frac{x^i}{i^n}, \]  

(2.96)

**Multiple zeta values:**

\[ \zeta_{m_1,\ldots,m_k} = \sum_{i_1>i_2>\cdots>i_k>0} \frac{1}{i_1^{m_1} \cdots i_k^{m_k}}, \]  

(2.97)

**Nielsen’s polylogarithms:**

\[ S_{n,p}(x) = \text{Li}_{n+1,1,\ldots,1}(x,1,\ldots,1). \]  

(2.98)

The representation of multiple polylogarithms in terms of nested sums in Eq. (2.95) is very useful to evaluate Feynman integrals by applying symbolic summation techniques [173,177]. However, for the integration of differential equations of the form in Eq. (2.75), the integral representation of multiple polylogarithms is more convenient. The integral representation of multiple polylogarithms, introduced by Goncharov in [164], is recursively defined by

\[ G(z_1, \ldots, z_k; y) = \int_0^y \frac{dt}{t-z_1} G(z_2, \ldots, z_k; t) \]  

(2.99)

for \((z_1, \ldots, z_k) \neq \bar{0}_k\). The variables \(z_1, \ldots, z_k\) are called *indices* and \(y\) the *argument*.

---

6Several conventions regarding the ordering of the arguments and indices are used in the literature. The exposition here adopts the conventions in [166].
of the multiple polylogarithms. The empty index set, \( G(; y) \) is defined as

\[
G(; y) = 1. \tag{2.100}
\]

For the all-zero index set, the definition reads

\[
G(0, \ldots, 0; y) = \frac{1}{k!} \log(y)^k. \tag{2.101}
\]

In order to make contact with the series representation in Eq. (2.95), it is convenient to introduce the following shorthand notation

\[
G_{m_1, \ldots, m_k}(z_1, \ldots, z_k; y) = G(0, \ldots, 0, z_1, \ldots, z_{k-1}, 0, \ldots, 0, z_k; y). \tag{2.102}
\]

The integral representation is related to the series representation inside its radius of convergence by

\[
\text{Li}_{m_1, \ldots, m_k}(x_1, \ldots, x_k) = (-1)^k G_{m_1, \ldots, m_k} \left( \frac{1}{x_1}, \frac{1}{x_1 x_2}, \ldots, \frac{1}{x_1 \cdots x_k}; 1 \right). \tag{2.103}
\]

This relation can be proven by rewriting the integrands of the integral representation in terms of a geometric series. For instance, in the case of the dilogarithm, the following relation has to be proven

\[
\text{Li}_2(x) = -G_2 \left( \frac{1}{x}; 1 \right). \tag{2.104}
\]

According to the definitions Eq. (2.99) and Eq. (2.102), the right-hand side is given by the iterated integral

\[
-G_2 \left( \frac{1}{x}; 1 \right) = - \int_0^1 \frac{dt}{t} \int_0^t \frac{dt'}{t' - \frac{1}{x}} \tag{2.105}
= \int_0^1 \frac{dt}{t} \int_0^{xt} \frac{dt}{1 - \tilde{t}}, \quad \tilde{t} = t'x. \tag{2.106}
\]

The integrand of the inner integration may be rewritten as a geometric series

\[
\frac{1}{1 - \tilde{t}} = \sum_{n \geq 0} \tilde{t}^n, \tag{2.107}
\]

which converges for all \(|\tilde{t}| = |t| \cdot |x| < 1\). On the domain of the outer integration \(|t| < 1\) holds and therefore the series converges for \(|x| < 1\). Interchanging the summation
with the integrations then proves Eq. \((2.104)\)

\[-G_2 \left( \frac{1}{x}; 1 \right) = \int_0^1 \frac{dt}{t} \int_0^{x^t} d\tilde{t} \sum_{n \geq 0} \tilde{t}^n = \sum_{n > 0} \frac{x^n}{n} \int_0^1 dt \, t^{n-1} \tag{2.108}\]

\[= \sum_{n > 0} \frac{x^n}{n^2} = \text{Li}_2(x). \tag{2.109}\]

The proof of the general statement Eq. \((2.103)\) proceeds along the same lines and establishes the equality of the integral representation and the series representation within its radius of convergence. Both the integral and the series representation lead to large classes of functional relations among multiple polylogarithms. The study of these functional relations is a rich subject on its own, but since it is not directly relevant for the later chapters of this thesis, the interested reader is referred to the vast literature on the subject [163, 166, 172, 178, 179].

### 2.4.3 Solution in terms of multiple polylogarithms

The iterated integrals occurring in the general solution Eq. \((2.81)\) of differential equations in canonical form can often be cast in the form of the integral representation of multiple polylogarithms in Eq. \((2.99)\) upon choosing an appropriate integration path. Due to the homotopy invariance of Eq. \((2.81)\), different but homotopy equivalent paths will generally produce different but equivalent representations of the result. Typically, the choice of piecewise linear integration paths recovers the definition of multiple polylogarithms in Eq. \((2.99)\), but this obviously depends on the form of the letters present in \(d\tilde{A}\).

In the following, the integration procedure is illustrated for the one-loop bubble integral considered in previous sections. The corresponding differential equation in canonical form in Eq. \((2.74)\) is a linear combination of the differential forms

\[\omega_0 = \frac{dy}{y}, \quad \omega_{-1} = \frac{dy}{1 + y}. \tag{2.110}\]

Let the integration path \(\gamma\) be given by the linear path along the real axis from some \(y_0 > 0\) to \(y > y_0\). Since the resulting integrations will appear repeatedly, the computation can be streamlined by first examining all possible cases. Integrations of \(\omega_0\) against \(G(0, \ldots, 0; y)\) lead to

\[\int_\gamma \frac{dy}{y} G(0, \ldots, 0; y) = \frac{\log^{k+1}(y)}{(k+1)!} - \frac{\log^{k+1}(y_0)}{(k+1)!} = G(0, \ldots, 0; y) + \text{const.} , \tag{2.111}\]

for all \(k \geq 0\) by virtue of the definition Eq. \((2.101)\) and partial integration. In all other cases, it is useful to split the integration path into a path \(\gamma_1\) from \(y_0\) to 0 and a path…
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\( \gamma_2 \) from 0 to \( y \), where it is demanded that the concatenation of the segments \( \gamma_1 \star \gamma_2 \) is homotopy equivalent to the original path \( \gamma \). This allows to split the integration as follows

\[
\int_{y}^{y} \frac{dy}{y} G(z_1, \ldots, z_k; y) = \int_0^{y} \frac{dt}{t} G(z_1, \ldots, z_k; t) + \text{const.}
\]

(2.112)

\[
= G(0, z_1, \ldots, z_k; y) + \text{const.},
\]

(2.113)

where the constant corresponds to the integration along \( \gamma_1 \), and it is assumed that at least one index is non-zero:

\[
(z_1, \ldots, z_k) \neq \vec{0}_k.
\]

(2.114)

Similarly, the integration of \( \omega_{-1} \) yields

\[
\int_{y}^{y} \frac{dy}{1+y} G(z_1, \ldots, z_k; y) = \int_0^{y} \frac{dt}{t - (-1)} G(z_1, \ldots, z_k; t) + \text{const.}
\]

(2.115)

\[
= G(-1, z_1, \ldots, z_k; y) + \text{const.},
\]

(2.116)

but in this case, the restriction \((z_1, \ldots, z_k) \neq \vec{0}_k\) is not necessary since the integration of \( \omega_{-1} \) leads to a non-zero index. Altogether, this shows that the integration of any polylogarithm against one of the forms in Eq. (2.110) amounts to prepending the corresponding index to the list of indices of the polylogarithm and adding an unknown integration constant. Applying this strategy to the integration on the right-hand side of Eq. (2.81), generates constants, which are combined with \( \vec{f}^{(n)}(y_0) \) to an unknown constant denoted by \( \vec{c}^{(n)} \). By a slight abuse of notation, the vector \( \vec{c}^{(n)} \) will also be used to denote the constants before performing the integration:

\[
\vec{f}^{(n)}(\{y\}) = \int_{y}^{y} d\vec{A}(\{y\}) \vec{f}^{(n-1)}(y) + \vec{c}^{(n)}.
\]

(2.117)

With this preparation, the computation of the one-loop bubble integral becomes entirely combinatoric in nature. Starting at order \( n = 0 \) of Eq. (2.117) and using that the master integrals \( \vec{f} \) are normalized such that their expansion starts at the order \( \epsilon^0 \), leads to

\[
\vec{f}^{(0)}(y) = \vec{c}^{(0)}.
\]

(2.118)

The constants \( \vec{c}^{(0)} \) have to be determined by boundary conditions. Inserting this
result in the next order \( n = 1 \) yields

\[
f^{(1)}(y) = \int_\gamma \begin{pmatrix} 0 & 0 & 1 \\ -2 & 0 & 1 \\ 0 & 0 & -2 \end{pmatrix} \frac{d\vec{y}}{y} + \int_\gamma \begin{pmatrix} 0 & 0 & 0 \\ -2 & 0 & 1 \\ 0 & 0 & -2 \end{pmatrix} \frac{d\vec{y}}{1+y} + \vec{c}'(1) \tag{2.119}
\]

\[
= \begin{pmatrix} c_1^{(1)} \\ (-2c_1^{(0)} + c_2^{(0)})G(0; y) - 2c_2^{(0)}G(-1; y) + c_2^{(1)} \end{pmatrix}. \tag{2.120}
\]

It is beneficial to determine the integration constants before proceeding with the next order to keep the expressions compact. The integral \( f'_1 \) is given by the constants \( c_1 \)

\[
f'^{(n)}_1(y) = c_1^{(n)}, \quad n \geq 0, \tag{2.121}
\]

because its derivative with respect to \( y \) is zero, which is reflected in the vanishing first row of \( d\vec{A} \). In this case, the integral is entirely determined by the boundary conditions, which amounts to solving the integral with other methods. Typically, this is only necessary for a small number of relatively simple integrals. The integral \( g_1 \) is calculated in App. A by other means and can be related to \( f'_1 \) by Eq. (2.55) and the transformation in Eq. (2.72)

\[
f'_1 = -\epsilon(1 - \epsilon)e^{\epsilon\gamma_{\epsilon}}\Gamma(\epsilon - 1), \tag{2.122}
\]

which fixes all constants \( c_1^{(n)} \). In particular, the lowest orders of \( f'_1 \) evaluate to

\[
c_1^{(0)} = 1, \quad c_1^{(1)} = 0, \quad c_1^{(2)} = \frac{1}{2} \zeta_2. \tag{2.123}
\]

The remaining integration constants can be fixed by exploiting the regularity of the integral \( g_2 = I(1, 1) \) for \( s = 0 \), which implies the regularity of \( f_2 \) at \( y = 1 \) via Eq. (2.55) and Eq. (2.70). Using the inverse of the transformation \( T \) from Eq. (2.72), \( f'_2 \) can be expressed in terms of \( f_1 \) and \( f_2 \)

\[
f'_2 = 2\frac{(-1 + \epsilon)(-1 + y)}{1+y} f_1 + 2\frac{(1 - 2\epsilon)(-1 + y)}{1+y} f_2. \tag{2.124}
\]

Since \( f_1 \) is constant and \( f_2 \) is regular at \( y = 1 \), this relation implies

\[
f'_2(1) = 0, \tag{2.125}
\]

which fixes all remaining boundary conditions. At order \( n = 0 \) this condition implies \( c_2^{(0)} = 0 \). Together with Eq. (2.123) this leads to

\[
f''_2(1)(y) = -2G(0; y) + c_2^{(1)}. \tag{2.126}
\]
The constant $c_2^{(1)}$ is fixed by evaluating Eq. (2.126) at $y = 1$ and applying Eq. (2.125)
\[ 0 = f_2'^{(1)}(1) = c_2^{(1)}, \] (2.127)
where $G(0; 1) = \log(1) = 0$ was used. Since all orders of $f_1'$ are fixed by Eq. (2.122), only $f_2'$ needs to be considered for the next order in the iterated integration
\[ f_2'^{(2)} = \int \gamma \frac{dy}{y} (-2c_1^{(1)} + f_2'^{(1)}) - 2 \int \gamma \frac{dy}{1 + y} f_2'^{(1)} + c_2^{(2)}. \] (2.128)
Inserting $c_1^{(1)} = 0$ and $f_2'^{(1)} = -2G(0; y)$ yields
\[ f_2'^{(2)} = -2 \int \gamma \frac{dy}{y} G(0; y) + 4 \int \gamma \frac{dy}{1 + y} G(0; y) + c_2^{(2)}, \] (2.129)
which integrates to
\[ f_2'^{(2)} = -2G(0, 0; y) + 4G(-1, 0; y) + c_2^{(2)}. \] (2.130)
Again, the integration constant is fixed by Eq. (2.125), which in this case leads to the following evaluations of polylogarithms
\[ G(0, 0; 1) = \frac{\log(1)^2}{2} = 0 \] (2.131)
and
\[ G(-1, 0; 1) = -\frac{1}{2} \zeta_2, \] (2.132)
where the former directly follows from Eq. (2.101) and the latter may be verified by using relations among polylogarithms [163, 166, 172, 178, 179]. Thus, the boundary condition yields
\[ c_2^{(2)} = 2\zeta_2. \] (2.133)
In summary, the first orders of the master integral $f_2'$ are given by
\[ f_2'^{(0)} = 0, \quad f_2'^{(1)} = -2G(0; y), \] (2.134)
\[ f_2'^{(2)} = -2G(0, 0; y) + 4G(-1, 0; y) + 2\zeta_2. \] (2.135)
2.4 Solving differential equations in canonical form

thereby the distribution of the indices among the master integrals. The integration procedure illustrated in this section can be generalized to cases with several variables and is well suited for the implementation in a recursive routine.

2.4.4 Determination of boundary conditions

For differential equations of Feynman integrals in canonical form, the problem of solving them is essentially reduced to the determination of the boundary conditions, as was illustrated in Sec. 2.4.3. The information needed to fix the boundary conditions corresponds to calculating the value of the vector of master integrals at one fixed kinematic point using, for instance, a Mellin–Barnes representation of the integrals [180, 181]. While this is simpler than the original problem of calculating the integral vector with full dependence on the kinematics, it is not the way most calculations actually proceed. In practice, researchers often combine several approaches to determine all boundary conditions (cf. e.g., [93–100]). Usually, the evaluation of some of the master integrals is elementary to obtain in terms of Γ-functions, such as the integral $f_1$ in the example considered in the previous section. For the other integrals, the boundary conditions can often be inferred by imposing their regularity in certain kinematic points. In addition to these methods, the expansion of master integrals in certain kinematic limits with the expansion by regions approach [182–187] may be used to generate additional boundary conditions.
3 Algorithm

In the previous chapter it has been illustrated that the evaluation of Feynman integrals can be drastically simplified by using a canonical basis. In recent years this approach has been successfully applied to many phenomenologically relevant integral topologies [63, 93–126], demonstrating the broad scope of this approach.

The methods used to determine canonical bases can be broadly divided in those which solely operate on the differential equation and those using in addition some other representation of the master integrals. The latter methods usually proceed by identifying candidate integrals with certain properties that have been observed to lead to a canonical form of their differential equation. Most notably, it has been advocated [63, 138] that integrals with constant leading singularities [188] and those admitting a certain dlog-representation of their integrand lead to a canonical form. It has also been argued that suitable integrals can be identified by using a parametric representation of the master integrals [65, 102]. The identified candidate integrals may only lead to a form of the differential equation close to a canonical form making additional transformations necessary.

Methods relying solely on the differential equation include an approach using Magnus and Dyson series [189] applicable to differential equations with polynomial dependence on the regulator [96] and a technique exploiting the block-triangular structure of the differential equations that requires a linear dependence of the homogeneous part of the differential equation on the regulator [99]. Another approach based on the differential equation uses factorization properties of the differential operator [190]. For differential equations depending on one variable, an algorithm to compute a transformation to a canonical basis has been described in detail by Lee [137]. Most of the aforementioned approaches lack such a detailed algorithmic description, which is reflected by the fact that Lee’s algorithm is the only one with publicly available implementations [139–141]. Since Lee’s algorithm can only compute transformations depending on one variable, the range of processes it can be used for is severely restricted.

The goal of this chapter is to overcome this restriction by developing an algorithm applicable to differential equations depending on an arbitrary number of scales. Regarding the distinction made above, the presented algorithm falls into the second category of methods relying solely on the differential equation. It is clear that the differential equation must contain all information necessary to compute a transformation to a canonical form, if it exists at all. However, to the best of the author’s knowledge there is no necessary and sufficient criterion for the existence of a canonical form known that is readily computable from the differential equation. In fact,
it is not even known whether a canonical form can always be achieved for Feynman
integrals evaluating to Chen iterated integrals, although there appears to be no coun-
terexample either. Moreover, it is well known [120, 191–200] that Feynman integrals
exist that do not evaluate to Chen iterated integrals and therefore a canonical form
as in Eq. (2.69) cannot exist for these integrals.

The strategy throughout this chapter is to assume the existence of a transforma-
tion to a canonical form and develop the algorithm based on general properties of
such transformations avoiding unnecessary assumptions as much as possible. These
general properties are studied in Sec. 3.1. Then, it is shown in Sec. 3.2 that transforma-
tions to a canonical form are determined by a finite number of differential equa-
tions, which are obtained by expanding a reformulated version of the transformation
law Eq. (2.65). In Sec. 3.3 this strategy is adapted to be applicable recursively by
exploiting the block-triangular structure of the differential equations. A generalized
partial fractions technique is used in Sec. 3.4 to devise a rational ansatz to solve the
aforementioned differential equations for a rational transformation.

The limitations of the algorithm are discussed together with the limitations of its
implementation in Chapter 4.

The material presented in this chapter is based on the publications [136, 142, 201].

3.1 General properties of the transformation

This section explores general properties of transformations from a given basis of
master integrals to a canonical basis, which are later exploited for the construction
of the algorithm. Assuming the existence of a transformation $T$ that transforms the
differential equation $a(\epsilon, \{x_j\})$ into the canonical form

$$a'(\epsilon, \{x_j\}) = \epsilon \, d\tilde{A}(\{x_j\}) = \epsilon \sum_{l=1}^{N} \tilde{A}_l \, d \log(L_l(\{x_j\})) \quad (3.1)$$

is equivalent to demanding the transformation law

$$\epsilon \, d\tilde{A} = T^{-1}aT - T^{-1}dT \quad (3.2)$$
to be satisfied for some invertible $T$. The problem of computing such a transformation
can thus be rephrased as finding a $T$ and a $d\tilde{A}$ for a given $a(\epsilon, \{x_j\})$ such that Eq. (3.2)
holds.

3.1.1 Trace formula

In the following, it will be shown that the determinant of $T$ and the trace of $d\tilde{A}$ can
be inferred from the trace of the given $a(\epsilon, \{x_j\})$. Taking the trace on both sides of
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Eq. (3.2) leads to
\[ \epsilon \text{Tr}[\hat{A}] = \text{Tr}[a] - \text{Tr}[T^{-1}dT]. \]  
(3.3)

Applying Jacobi’s formula for the differential of determinants
\[ d \det(T) = \det(T)\text{Tr}[T^{-1}dT], \]  
(3.4)
leads to
\[ d \log(\det(T)) = \text{Tr}[\dot{a}] - \epsilon \text{Tr}[\hat{A}]. \]  
(3.5)

It follows immediately that the differential form \( \text{Tr}[a] \) necessarily has to be closed in order for a canonical form to exist:
\[ \text{Tr}[a] = d \left( \epsilon \text{Tr}[\hat{A}] + \log(\det(T)) \right). \]  
(3.6)

In fact, with Eq. (3.1) it is evident that \( \text{Tr}[a] \) has to be in form
\[ \text{Tr}[a] = \epsilon \sum_{l=1}^{N} \text{Tr}[\dot{A}_l]d \log(L_l(\{x_j\})) + d \log(\det(T)). \]  
(3.7)

This form is a slightly more general dlog-form than in the definition of the term in Eq. (2.67), since here the argument \( \det(T) \) of the logarithm, in general, also depends on the regulator.

Assuming the transformation \( T \) to be rational in the invariants and \( \epsilon \), it follows that \( \det(T) \) is rational as well. Then, the summands of \( \det(T) \) can be put on a common denominator, and the resulting numerator and denominator polynomials can be factorized into irreducible polynomials in \( K[\epsilon, \{x_j\}] \). Here, \( K[\epsilon, \{x_j\}] \) denotes the ring of polynomials in the invariants and \( \epsilon \) with coefficients in a field \( K \). There is no need to further specify the field at this point, for the present application the real or complex numbers are most relevant. Denoting the irreducible factors depending only on the invariants by \( p \) and those depending on both the invariants and the regulator by \( q \), allows to write the factorization of \( \det(T) \) as
\[ \det(T) = F(\epsilon)p_1(\{x_j\})^{e_1} \cdots p_K(\{x_j\})^{e_K}q_1(\epsilon, \{x_j\})^{d_1} \cdots q_L(\epsilon, \{x_j\})^{d_L}, \]  
(3.8)
with \( e_i, d_j \in \mathbb{Z} \). The product of all factors solely depending on \( \epsilon \) is denoted by \( F(\epsilon) \).

The factorization of \( \det(T) \) then allows to rewrite Eq. (3.7):
\[ \text{Tr}[a] = \epsilon X(\{x_j\}) + Y(\epsilon, \{x_j\}), \]  
(3.9)
with
\[ X(\{x_j\}) = \sum_{l=1}^{N} \text{Tr}[\dot{A}_l]d \log(L_l(\{x_j\})), \]  
(3.10)
and

\[ Y(\epsilon, \{x_j\}) = \sum_{i=1}^{K} e_i \log(p_i(\{x_j\})) + \sum_{j=1}^{L} d_j \log(q_j(\epsilon, \{x_j\})). \]  

(3.11)

This equation can be understood as a necessary condition on the form of Tr[a] for a rational transformation T to exist that transforms the differential equation into canonical form. Note that Eq. (3.9) is violated for non-integer \(e_i\) or \(d_j\), while the condition in Eq. (3.6) would still be satisfied. This leaves the possibility of rational differential equations to exist that require non-rational transformations to achieve a canonical form. While such differential equations do indeed exist and are briefly discussed in Sec. 4.2, the differential equations considered here are assumed to admit a rational transformation to a canonical form and thus satisfy Eq. (3.9) with integer \(e_i\) and \(d_j\). From the right-hand side of Eq. (3.9) it is apparent that

\[ \text{Tr}[a^{(k)}] = 0, \quad \forall k < 0, \]  

(3.12)

where the \(a^{(k)}\) denote the coefficients of the \(\epsilon\)-expansion of \(a(\epsilon, \{x_j\})\). The coefficients on the right-hand side of Eq. (3.9) of the dlog-terms stemming from det(T) are independent of \(\epsilon\), whereas the coefficients of the dlog-terms from Tr[d\(\tilde{A}\)] are proportional to \(\epsilon\). The determinant of T can therefore be extracted from Tr[a] up to a rational function \(F(\epsilon)\). Moreover, the traces of the \(\tilde{A}_l\) in the resulting canonical form can be read off as well. In practice, it can be tested whether Tr[a] is of the form in Eq. (3.9). If this is not the case, a rational transformation that transforms \(a(\epsilon, \{x_j\})\) into canonical form cannot exist. Otherwise, it is possible to extract

\[ \text{det}(T) = F(\epsilon) \exp \left( \int_{\gamma} Y(\epsilon, \{x_j\}) \right), \]  

(3.13)

\[ \text{Tr}[d\tilde{A}] = X(\{x_j\}), \]  

(3.14)

from the coefficients of the dlog-terms. As will be argued later, both equations provide useful information for the determination of \(T\). Often, the factors \(q_j\) are absent and therefore \(Y(\epsilon, \{x_j\}) = Y(\{x_j\})\). In this case, the above observations turn into statements about the coefficients of the \(\epsilon\)-expansion of \(a(\epsilon, \{x_j\})\):

\[ \text{det}(T) = F(\epsilon) \exp \left( \int_{\gamma} \text{Tr}[a^{(0)}] \right), \]  

(3.15)

\[ \text{Tr}[d\tilde{A}] = \text{Tr}[a^{(1)}]. \]  

(3.16)

Furthermore, Eq. (3.9) implies in this case

\[ \text{Tr}[a^{(k)}] = 0, \quad \forall k \neq 0, 1. \]  

(3.17)
3.1 General properties of the transformation

As an example, consider the differential equation Eq. (2.71) for which the trace may be written as

\[
\text{Tr}[a] = \epsilon (d \log(y) - 2d \log(1 + y)) + (-d \log(-1 + y) + d \log(1 + y)),
\]

and thus

\[
X\{y\} = d \log(y) - 2d \log(1 + y),
\]

\[
Y(\epsilon, \{y\}) = -d \log(-1 + y) + d \log(1 + y).
\]

Employing Eq. (3.13) and Eq. (3.14) yields the following results:

\[
\det(T) = F(\epsilon)(-1 + y)^{-1}(1 + y),
\]

\[
\text{Tr}[\tilde{A}_y] = 1, \quad \text{Tr}[\tilde{A}_{1+y}] = -2,
\]

which are easily verified by comparing them to the transformation in Eq. (2.72) and the resulting canonical form in Eq. (2.74).

Note that for one-dimensional sectors Eq. (3.13) already fixes the transformation up to a rational function in \( \epsilon \), which is irrelevant for the resulting differential equation. Thus, upon fixing this function, the transformation is completely fixed. In Sec. 3.4.2, the determinant is used to extract valuable information for the computation of \( T \) for higher-dimensional sectors as well.

3.1.2 On the uniqueness of canonical bases

The transformation of a differential equation in canonical form with a constant invertible transformation \( C \), in general, leads to a different but still canonical form of the differential equation:

\[
a' = \epsilon \sum_{i=1}^{N} \left( C^{-1} \tilde{A}_i C \right) d \log(L_i).
\]

This raises the question whether all other canonical forms can be obtained in this way from a given one. The following claim shows that indeed every canonical form can be obtained by a constant transformation from any other canonical form. In this sense, the canonical form of a given differential equation is unique up to constant transformations.

**Claim 1.** Let \( a(\epsilon, \{x_j\}) \) be a differential equation of Feynman integrals and \( T_1(\epsilon, \{x_j\}) \) and \( T_2(\epsilon, \{x_j\}) \) be invertible rational transformations, which transform \( a(\epsilon, \{x_j\}) \) into the canonical forms \( \epsilon d\tilde{A}_1(\{x_j\}) \) and \( \epsilon d\tilde{A}_2(\{x_j\}) \), respectively. Then there exists a constant invertible transformation \( C \) that transforms \( \epsilon d\tilde{A}_1(\{x_j\}) \) into \( \epsilon d\tilde{A}_2(\{x_j\}) \).
Consider the transformation $T = T_{1}^{-1}T_{2}$, which transforms $\epsilon d\tilde{A}_{1}$ into $\epsilon d\tilde{A}_{2}$. First, the transformation $T$ has to be shown to be independent of the invariants. The corresponding transformation law reads

$$\epsilon d\tilde{A}_{2} = T^{-1}\epsilon d\tilde{A}_{1}T - T^{-1}dT.$$  \hfill (3.25)

It is instructive to rewrite this equation:

$$dT = \epsilon \left( d\tilde{A}_{1}T - Td\tilde{A}_{2} \right)$$ \hfill (3.26)

$$= \epsilon \sum_{l=1}^{N} \left( \tilde{A}_{1l}T - T\tilde{A}_{2l} \right) d\log(L_{l}).$$ \hfill (3.27)

The summation over the letters is meant to run over the union of the sets of letters of the two canonical forms since it is a priori not clear that they both have exactly the same set of letters. The letters are assumed to be irreducible polynomials, and the union is meant to remove all scalar multiples of letters as well. Since the transformation law is invariant under the multiplication of $T$ with any rational function $g(\epsilon)$, the $\epsilon$-expansion of $T$ can be assumed to start at the order $\epsilon^{0}$. Then the first order in the expansion of the above equation reads

$$dT^{(0)} = 0$$ \hfill (3.28)

and therefore $T^{(0)}$ has to be constant. At any order $n > 0$ the expansion of the above equation is given by

$$dT^{(n)} = \sum_{l=1}^{N} \left( \tilde{A}_{1l}T^{(n-1)} - T^{(n-1)}\tilde{A}_{2l} \right) d\log(L_{l}).$$ \hfill (3.29)

Assuming $T^{(n-1)}$ to be constant, this equation can easily be integrated

$$T^{(n)} = \sum_{l=1}^{N} \left( \tilde{A}_{1l}T^{(n-1)} - T^{(n-1)}\tilde{A}_{2l} \right) \log(L_{l}) + \text{const.}$$ \hfill (3.30)

Since $T_{1}$ and $T_{2}$ are assumed to be rational in $\epsilon$ and the invariants, the same holds for $T$, and therefore the coefficients of its $\epsilon$-expansion have to be rational as well. This implies

$$\tilde{A}_{1l}T^{(n-1)} - T^{(n-1)}\tilde{A}_{2l} = 0, \quad \forall l,$$ \hfill (3.31)

and consequently $T^{(n)}$ has to be constant. By induction, these arguments imply that all coefficients of the $\epsilon$-expansion of $T$ are constant and therefore $T = T(\epsilon)$. As $T$ is
independent of the invariants, the transformation law Eq. (3.25) has the form

\[ d \tilde{A}_2 = T(\epsilon)^{-1} d \tilde{A}_1 T(\epsilon). \]  
(3.32)

It can be concluded that \( T(\epsilon) \) transforms \( d \tilde{A}_1 \) into \( d \tilde{A}_2 \) for all non-singular values of \( \epsilon \), because the left-hand side does not depend on \( \epsilon \). Upon choosing such a value \( \epsilon_0 \), a constant invertible transformation \( C = T(\epsilon_0) \) is obtained, which concludes the proof of the claim. The same argument also holds for the more general case of an algebraic dependence of \( T_1 \) and \( T_2 \) on \( \epsilon \) and the invariants. Altogether, canonical forms have been shown to be unique modulo \( GL(m, K) \) transformations.

In Sec. 3.2.5 this result is utilized for the construction of the algorithm. The uniqueness of canonical forms can also be used for the comparison of two different canonical forms of the same problem, provided they are expressed in the same set of invariants. In this situation, claim \( \square \) asserts the existence of a constant transformation relating the two canonical forms. This can be tested by checking whether the following system of linear equations

\[ C \tilde{A}_2l = \tilde{A}_1lC, \quad l = 1, \ldots, N, \]  
(3.33)

has a non-singular solution for the components of \( C \).

### 3.2 Algorithm for diagonal blocks

Every invertible transformation \( T \) to a canonical form has to satisfy Eq. (3.2) for some \( d \tilde{A} \), which has to be determined as well. For invertible \( T \), Eq. (3.2) can equivalently be written as

\[ dT - aT + \epsilon T d\tilde{A} = 0. \]  
(3.34)

The general idea to find a solution of this equation is to expand Eq. (3.34) in \( \epsilon \) and solve for the coefficients of the expansion of \( T \) and \( d \tilde{A} \) order by order with a rational ansatz. The form of the transformation law in Eq. (3.34) has the advantage of not containing the inverse of \( T \) and thus does not require the ansatz for \( T \) to be inverted.

In general, the \( \epsilon \)-expansion of \( T \) may have infinitely many non-vanishing coefficients. This poses a problem for the algorithmic computation of these coefficients since in this case solving the expansion of Eq. (3.34) order by order would not stop after a finite number of orders. In the following, it will be shown how this problem can be circumvented by reformulating Eq. (3.34) in terms of quantities with finite \( \epsilon \)-expansion.

#### 3.2.1 Reformulation in terms of quantities with finite expansion

It is evident that for any solution \( T \) of Eq. (3.34), the multiplication with a rational function \( g(\epsilon) \) leads to another solution. Thus, there is the freedom to fix the normal-
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ization of the solution with a function \( g(\epsilon) \) without loss of generality. Any rational function \( g(\epsilon) \) can be written as a product of some power of \( \epsilon \) and a rational function \( \eta(\epsilon) \) with non-vanishing constant coefficient

\[
g(\epsilon) = \epsilon^\tau \eta(\epsilon), \quad \tau \in \mathbb{Z},
\]

\[
\eta(\epsilon) = c_0 + \epsilon c_1 + \mathcal{O}(\epsilon), \quad c_0 \neq 0.
\]  

(3.35) \hspace{1cm} (3.36)

The freedom to choose \( \tau \) can be exploited by demanding the expansion of \( T \) to start at order \( \epsilon^0 \)

\[
T = \sum_{n=0}^{\infty} \epsilon^n T^{(n)}, \quad T^{(0)} \neq 0.
\]  

(3.37)

The value of the rational function \( \eta(\epsilon) \) is not affected by this condition and will be fixed later on.

As \( a(\epsilon, \{x_j\}) \) is required to be rational in both the invariants and \( \epsilon \), a polynomial \( h(\epsilon, \{x_j\}) \) exists such that \( \hat{a} = ah \) has a finite Taylor expansion in \( \epsilon \)

\[
\hat{a} = \sum_{k=0}^{k_{\text{max}}} \epsilon^k \hat{a}^{(k)}.
\]  

(3.38)

Likewise, there exists a polynomial \( f(\epsilon, \{x_j\}) \) such that \( \tilde{T} = Tf \) has a finite expansion in \( \epsilon \)

\[
\tilde{T} = \sum_{q=0}^{q_{\text{max}}} \epsilon^q \tilde{T}^{(q)}, \quad \tilde{T}^{(0)} \neq 0.
\]  

(3.39)

Note that Eqs. (3.37) and (3.39) imply that the expansion of \( f \) starts at the constant term

\[
f(\epsilon, \{x_j\}) = f^{(0)}(\{x_j\}) + \mathcal{O}(\epsilon), \quad f^{(0)}(\{x_j\}) \neq 0,
\]  

(3.40)

whereas the condition Eq. (3.38) may require the expansion of \( h \) to start at some higher order \( l_{\text{min}} \)

\[
h(\epsilon, \{x_j\}) = \sum_{l_{\text{min}}}^{l_{\text{max}}} \epsilon^l h^{(l)}(\{x_j\}), \quad l_{\text{min}} \geq 0,
\]  

(3.41)

because \( a(\epsilon, \{x_j\}) \) can, in general, have negative powers of \( \epsilon \) in its expansion, which in the case of \( T \) have already been absorbed by the choice of \( \tau \). In addition to the above conditions, \( h \) and \( f \) are required to be minimal in the sense that they shall have the smallest possible number of irreducible factors for which \( \hat{a} \) and \( \tilde{T} \) have finite \( \epsilon \)-expansions of the form in Eq. (3.38) and Eq. (3.39), respectively. This fixes \( h \) and \( f \) up to multiplicative constants, which are irrelevant here. Let the factorizations of
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$h$ and $f$ into irreducible factors in $K[\epsilon, \{x_j\}]$ be denoted by

$$f = \prod_{i=1}^{N_f} f_i, \quad h = \prod_{i=1}^{N_h} h_i. \tag{3.42}$$

3.2.2 Investigating the relation of $f$ and $h$

It is straightforward to compute $h$ for a given $a(\epsilon, \{x_j\})$. However, $f$ could only be computed directly if $T$ was known. Since this is not the case, it is explored in the following which information about $f$ can be extracted from $h$. In terms of the quantities defined above, Eq. (3.34) may be rewritten as

$$\frac{h\tilde{T}df}{f} = \left(d\tilde{T} + \epsilon\tilde{T}d\tilde{A}\right)h - \hat{a}\tilde{T}. \tag{3.43}$$

The right-hand side of Eq. (3.43) only consists of sums and products of quantities with finite expansions. Therefore, both sides of the above equation have a finite expansion. For the left-hand side, this implies that

$$\frac{h\tilde{T}df}{f} = \sum_{i=1}^{N_f} \frac{h\tilde{T}df_i}{f_i}. \tag{3.44}$$

has a finite expansion. In fact, already each individual summand of the above sum can be shown to have a finite expansion. To this end, it is sufficient to show that there is no number $n$ of such terms with infinite expansion that can sum up to give a finite expansion. For $n = 1$ this is obvious, and therefore it remains to be shown that if the assertion holds for $n$ terms, it also holds for $n + 1$ terms. Consider $f_1, \ldots, f_{n+1}$ and assume that the assertion is not true, i.e., each $h\tilde{T}df_i/f_i$ has an infinite expansion but the sum of all of these terms has a finite expansion. Defining $F_n = f_1 \cdots f_n$ allows to write

$$\frac{h\tilde{T}dF_n}{F_n} + \frac{h\tilde{T}df_{n+1}}{f_{n+1}} = \frac{h\tilde{T}(F_nf_{n+1})}{F_nf_{n+1}}. \tag{3.45}$$

The second term on the left-hand side has an infinite expansion by assumption, and the first term has to have an infinite expansion because the assertion holds for $n$ terms. Since the right-hand side is assumed to have a finite expansion, both $F_n$ and $f_{n+1}$ have to be canceled by corresponding factors in the numerator. However, neither $h$ nor $\tilde{T}$ can be a product of one or both of these factors with a quantity with finite expansion, since this would render the expansions of the terms on the left-hand side finite. Thus, the only possibility left to investigate is

$$d(F_nf_{n+1}) = r(\epsilon, \{x_j\})F_nf_{n+1}, \tag{3.46}$$
where $r(\epsilon, \{x_j\})$ denotes a rational differential form with finite expansion. Upon integration, this relation leads to

$$F_n f_{n+1} = \rho(\epsilon) \exp \left( \int \gamma r(\epsilon, \{x_j\}) \right),$$  \hspace{1cm} (3.47)

with $\rho$ denoting a polynomial in $\epsilon$. Since $F_n \cdot f_{n+1}$ is polynomial in the invariants and $\epsilon$, the finiteness of the expansion of $r$ implies

$$r^{(k)}(\{x_j\}) = 0, \quad \forall k \neq 0,$$

$$r^{(0)}(\{x_j\}) = d \log (p(\{x_j\})),\hspace{1cm} (3.48)$$

with $p$ being a polynomial in the invariants. However, since $f$ is required to be minimal, it cannot contain any irreducible factors independent of $\epsilon$. Therefore, $p$ has to be a constant which implies

$$F_n f_{n+1} = \rho(\epsilon).$$  \hspace{1cm} (3.50)

Both, $F_n$ and $f_{n+1}$ need to have non-vanishing differentials, because otherwise the terms on the left-hand side of Eq. (3.45) would have a finite expansion. Consequently, both factors have a non-trivial dependence on the invariants. Since $F_n$ and $f_{n+1}$ are polynomials, their product has a non-trivial dependence on the invariants as well, which contradicts Eq. (3.50). Thus, the assertion has to be true for $n + 1$ terms as well and therefore, by induction, hold for all $n > 0$. Altogether, this shows that each summand in Eq. (3.44) has to have a finite expansion.

The minimality of $f$ implies that $\tilde{T}$ cannot be of the form $\tilde{T} = r f_i$ for some rational $r(\epsilon, \{x_j\})$ with finite expansion because otherwise the factor $f_i$ would not be necessary to render the expansion of $T$ finite and consequently $f$ would not be minimal. Also, note that the minimality of $f$ implies that its irreducible factors must all depend non-trivially on the regulator. There are only the following two possibilities for a summand of Eq. (3.44) to have a finite expansion:

$$d f_i = r_i f_i \quad \lor \quad h = r_i f_i,$$  \hspace{1cm} (3.51)

where $r_i$ denotes a rational differential form or function of the invariants and $\epsilon$ with finite expansion. However, since the left-hand side of Eq. (3.51) are polynomial, a denominator of $r_i$ would have to be canceled by $f_i$, but this would imply that $r_i$ has an infinite expansion. Thus, $r_i$ has, in fact, to be polynomial. The first of the above possibilities implies $f_i = c_i(\epsilon)$ by an argument analogous to the one around Eq. (3.46), where $c_i(\epsilon)$ denotes an irreducible polynomial in $\epsilon$. In the second case, $f_i$ is equal to one of the irreducible factors of $h(\epsilon, \{x_j\})$. Thus, the irreducible factors of $f$ that are not given by an irreducible factor of $h$ are independent of the invariants.
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3.2.3 Obtaining a finite expansion with \( h \)

As mentioned before, the polynomial \( f \) cannot be used to render the transformation finite, since it cannot be directly determined before the computation of \( T \). In the previous section, it was shown that an irreducible factor of \( f \) can either be determined from \( h \) or is independent of the invariants. The latter factors may conveniently be absorbed by the remaining freedom to choose \( \eta(\epsilon) \). In the following, it is outlined how this leads to a formulation of the transformation law with a finite expansion.

Let \( S \) denote the set of indices of the irreducible factors of \( h \) that both depend non-trivially on the invariants and are equal to an irreducible factor of \( f \). The product of all irreducible factors of \( f \) depending only on \( \epsilon \) is denoted by \( c(\epsilon) \). Using this notation, \( f \) can be written as follows

\[
 f = c(\epsilon) \prod_{i \in S \subseteq \{1, \ldots, N_h\}} h_i. \tag{3.52}
\]

From Eq. (3.40) it is clear that \( c(\epsilon) \) is of the form

\[
 c(\epsilon) = c^{(0)} + \mathcal{O}(\epsilon), \quad c^{(0)} \neq 0. \tag{3.53}
\]

The remaining freedom in the choice of the overall factor \( g(\epsilon) \) can be used to absorb \( c(\epsilon) \) by demanding \( \eta(\epsilon) = c(\epsilon) \). This choice completely fixes \( g(\epsilon) \) and reduces \( f \) to

\[
 f = \prod_{i \in S \subseteq \{1, \ldots, N_h\}} h_i. \tag{3.54}
\]

Since the set \( S \) is unknown prior to the computation of \( T \), it is not possible to use the minimal set of factors necessary to render the expansion of \( T \) finite. However, by multiplying with all irreducible factors of \( h \), the resulting transformation will have a finite expansion, though possibly contain some unnecessary factors. This amounts to defining \( \hat{T} = Th \), which can now easily be seen to have a finite expansion by

\[
 \hat{T} = Th = \hat{T} \prod_{i \in \{1, \ldots, N_h\} \setminus S} h_i. \tag{3.55}
\]

3.2.4 Solving the expanded transformation law

The transformation law Eq. (3.34) can now be rewritten entirely in terms of quantities with finite expansion:

\[
 -\hat{T} dh + \epsilon \hat{T} d \hat{A} - \hat{a} \hat{T} + \epsilon h \hat{T} d \hat{A} = 0. \tag{3.56}
\]
Altogether, it was shown that for any solution $T$ of Eq. (3.34) there exists a solution $\hat{T}$ of Eq. (3.56) with finite expansion

$$\hat{T} = \sum_{n=l_{\text{min}}}^{n_{\text{max}}} \epsilon^n \hat{T}^{(n)}. \quad (3.57)$$

Conversely, each solution $\hat{T}$ of Eq. (3.56) corresponds to a solution $T$ of Eq. (3.34) via $T = \hat{T}/h$. Thus, it can be avoided to calculate infinitely many coefficients in the expansion of $T$ by computing $\hat{T}$ instead. This can be done by expanding Eq. (3.56) in the regulator:

$$-\hat{T} dh + h d\hat{T} = \sum_{n=2l_{\text{min}}}^{n_{\text{max}}+l_{\text{max}}} \epsilon^n \sum_{k=l_{\text{min}}}^{\min(l_{\text{max}}, n-l_{\text{min}})} \left( -dh^{(k)} \hat{T}^{(n-k)} + h^{(k)} d\hat{T}^{(n-k)} \right), \quad (3.58)$$

$$\epsilon h \hat{T} d\hat{A} = \sum_{n=2l_{\text{min}}}^{n_{\text{max}}+l_{\text{max}}+1} \epsilon^{n+1} \sum_{k=l_{\text{min}}}^{\min(l_{\text{max}}, n-l_{\text{min}}-1)} h^{(k)} \hat{T}^{(n-k)} d\hat{A}, \quad (3.59)$$

$$\hat{a} \hat{T} = \sum_{n=l_{\text{min}}}^{n_{\text{max}}+k_{\text{max}}} \epsilon^n \sum_{k=0}^{\min(k_{\text{max}}, n-l_{\text{min}})} \hat{a}^{(k)} \hat{T}^{(n-k)}. \quad (3.60)$$

Note that the equation at some order $k$ only involves $\hat{T}^{(n)}$ with $n \leq k$. Therefore, the $\hat{T}^{(n)}$ can be computed successively, starting with the lowest order. Given some $a(\epsilon, \{x_j\})$, the first step is to calculate $h$ and $\hat{a}$, which fixes the values of $l_{\text{min}}$, $l_{\text{max}}$ and $k_{\text{max}}$. The value of $n_{\text{max}}$ remains unknown until the solution for $\hat{T}$ is known. Therefore, it is tested at each order $k$ whether $k = n_{\text{max}}$. In order to do so, it has to be checked if $\hat{T}^{(n)} = 0$ for all $n > k$ solves the equations of the remaining $\max(k_{\text{max}}, l_{\text{max}} + 1)$ subsequent orders. The algorithm stops as soon as this test is successful and returns $T = \hat{T}/h$.

Each order in the expansion of Eq. (3.56) is a differential equation for the coefficients $\hat{T}^{(n)}$ and the resulting canonical form $d\hat{A}$. These differential equations do in general admit transcendental solutions for $\hat{T}^{(n)}$. In order to single out the rational solutions, it suggests itself to solve these equations with a rational ansatz of the form

$$\hat{T}^{(n)} = \frac{\left| R_T \right|}{\prod_{k=1}^{\left| R_T \right|} r_k^{(n)}(\{x_j\})}, \quad (3.62)$$
3.2 Algorithm for diagonal blocks

\[ \mathcal{R}_T = \left\{ r_1(\{x_j\}), \ldots, r_{|\mathcal{R}_T|}(\{x_j\}) \right\}, \tag{3.63} \]

where the \( \tau_k^{(n)} \) denote unknown \( m \times m \) matrices independent of the invariants and the regulator, which are to be determined by the algorithm. The choice of the set \( \mathcal{R}_T \) of rational functions is discussed in detail in Sec. 3.4. Choosing the ansatz to be linear in the unknown parameters results in equations linear in the unknown parameters \( \tau \) since Eq. (3.56) is linear in \( T \). The dependence of the unknown resulting canonical form \( d\hat{A} \) on the invariants is restricted by its dlog-form, which suggests an ansatz of the form

\[ \hat{A}(\{x_j\}) = \sum_{l=1}^{N} \alpha_l \log(L_l(\{x_j\})), \tag{3.64} \]

where the \( \alpha_l \) are considered to be unknown \( m \times m \) matrices independent of the invariants and the regulator. In Sec. 3.4.3 the set of letters in the resulting canonical form is proven to be a subset of the irreducible denominator factors of \( a(\epsilon, \{x_j\}) \) that are independent of the regulator. Thus, the ansatz in Eq. (3.64) is guaranteed to encompass the resulting canonical form if all of the aforementioned denominator factors are included in the ansatz.

3.2.5 Treatment of nonlinear parameter equations

In the course of applying the algorithm, the ansatz in Eqs. (3.62) and (3.64) is inserted in the expansion of Eq. (3.56). By requiring the resulting equations to hold for all allowed values of the invariants, a system of equations in the unknown parameters is obtained at each order of the expansion. Due to the term \( \epsilon T d\hat{A} \) in Eq. (3.34) these equations can contain products of the unknown \( \tau \) and \( \alpha \) parameters and therefore be nonlinear in the unknowns. Instead of directly solving these nonlinear equations, it will be shown below how these equations can be reduced to linear equations by imposing appropriate constraints without compromising the generality of the algorithm.

In Sec. 3.1.2 it has been proven that the resulting canonical form is uniquely fixed up to an invertible constant transformation. Exactly this ambiguity leads to the nonlinear equations, because if \( d\hat{A} \) was fixed, the term \( \epsilon T d\hat{A} \) would not generate nonlinear equations. Therefore, the nonlinear equations can be turned into linear equations by fixing the degrees of freedom in the ansatz that correspond to a subsequent invertible constant transformation. In order to fix these degrees of freedom directly, they would have to be disentangled from those which are determined by the equations in the parameters. Since this would require a parameterization of the solution set of the nonlinear equations, which is essentially equivalent to solving them, a more indirect approach of fixing the freedom needs to be taken.

To this end, suppose for the moment that the parameters of the ansatz can be separated in those which are fixed by the parameter equations \( \{\tau\} \) and those which correspond to the remaining freedom \( \{\tau'\} \). Let \( T(\epsilon, \{x_j\}, \{\tau\}, \{\tau'\}) \) be a solution of
Eq. (3.34), provided the parameters \{τ\} solve the parameter equations. According to the proof of claim \[\text{I}\], this transformation can be thought of as the product of some fixed transformation \(T_1(\epsilon, \{x_j\}, \{τ\})\), which transforms the original differential equation to some canonical form \(\epsilon \, dA_1\), and a transformation \(C(\epsilon, \{τ'\})\) parameterizing the transformation of \(dA_2\) to any other possible canonical form \(\epsilon \, dA_2(τ')\):

\[
T(\epsilon, \{x_j\}, \{τ\}, \{τ'\}) = T_1(\epsilon, \{x_j\}, \{τ\})C(\epsilon, \{τ'\}),
\]

\[
dA_2(\{τ'\}) = C(\epsilon, \{τ'\})^{-1}dA_1C(\epsilon, \{τ'\}).
\]

It should be noted that \(\tilde{A}_2\) does in general only depend on a subset of the parameters \{\(τ'\}\} because some parameters can correspond to a non-trivial \(ε\) dependence of \(C(\epsilon, \{τ'\})\). As mentioned above, the goal is to fix the resulting differential equation \(dA_2\) by fixing the corresponding parameters of \{\(τ'\)\}. This can be achieved by demanding \(C(\epsilon, \{τ'\})\) to equal a fixed constant invertible transformation at some non-singular value \(ε = ε_0\). Since the left-hand side of Eq. (3.66) does not depend on \(ε\), this completely fixes \(\tilde{A}_2\) irrespective of the particular value of \(ε_0\). However, fixing \(C(\epsilon, \{τ'\})\) directly would require the computation of the factorization in Eq. (3.65), which is only possible if the separation of the parameters into the sets \{\(τ\)\} and \{\(τ'\)\} is known. Instead, \(C(\epsilon, \{τ'\})\) can be fixed indirectly by demanding

\[
T(\epsilon_0, \{x_{j0}\}, \{τ\}, \{τ'\}) = \mathbb{I}
\]

(3.67)

to hold at some non-singular point \(\{x\} = \{x_{j0}\}, \epsilon = ε_0\). This is equivalent to fixing \(C(\epsilon, \{τ'\})\) as follows

\[
C(\epsilon_0, \{τ'\}) = T_1(\epsilon_0, \{x_{j0}\}, \{τ\})^{-1}.
\]

(3.68)

The constraints given by Eq. (3.67) can be imposed without being able to separate the parameters into \{\(τ\)\} and \{\(τ'\)\}. Moreover, these constraints are linear in both the \{\(τ\)\} and the \{\(τ'\)\}, since the ansatz in Eq. (3.62) is linear in all parameters. Therefore, the additional constraints in Eq. (3.67) can be used to completely fix the resulting canonical form, which turns the nonlinear parameter equations into linear equations.

Recall that the parameter equations are generated order by order in the expansion of Eq. (3.56), and at each order it is tested whether the series terminates at the current order. The constraints in Eq. (3.67) can only be imposed if the full \(T(\epsilon, \{x_j\}, \{τ\}, \{τ'\})\) is known. Thus, the computation must have reached the order at which the series terminates. However, nonlinear equations can already occur at lower orders in the expansion, i.e., before Eq. (3.67) can be imposed to turn them into linear equations. The strategy described in the following overcomes this point by essentially just solving the linear equations at each order and keeping the nonlinear equations until the constraints can be imposed.

At each order in the expansion of Eq. (3.56), the linear equations are solved first, and then their solution is inserted into the nonlinear ones, which possibly turns
3.3 Recursion over sectors

The strategy presented in Sec. 3.2 is applicable to differential equations \( a(\epsilon, \{x_j\}) \) of an arbitrary number of master integrals. However, if \( a(\epsilon, \{x_j\}) \) is comprised of more than one sector, the computational cost can be significantly reduced by making use of its block-triangular form. More precisely, the block-triangular form allows to compute the transformation to a canonical form in a recursion over the sectors of \( a(\epsilon, \{x_j\}) \). Starting from the lowest sector, at each step of the recursion the next diagonal block is transformed into canonical form with strategy presented in Sec. 3.2. The off-diagonal blocks are transformed into canonical form in a subsequent part of the recursion step, which is the topic of this section. Similar considerations have been made in [98, 99, 137].

3.3.1 General structure of the recursion step

In order to investigate the recursion step, it is assumed that the first \( p \) sectors have already been transformed into a block-triangular canonical form by a transformation \( t_p \). Using the general strategy from Sec. 3.2 a transformation \( t_{p+1} \) can be computed to transform the next diagonal block into canonical form. Thus, up to this point, the
3 Algorithm

transformation

\[
t = \begin{pmatrix} t_p & 0 \\ 0 & t_{p+1} \end{pmatrix}
\] (3.69)

has been applied to the original \(a(\epsilon, \{x_j\})\). The intermediate differential equation \(a_I\)

\[
a_I = t^{-1}at - t^{-1}dt
\] (3.70)

is of the form

\[
a_I = \begin{pmatrix} \epsilon \tilde{c} & 0 \\ b & \epsilon \tilde{c} \end{pmatrix},
\] (3.71)

where \(\tilde{c}\) and \(\tilde{e}\) are in dlog-form with \(\tilde{c}\) being block-triangular. The goal of this section
is to devise an algorithm to compute the remaining transformation \(t_r\), such that

\[
a' = t_r^{-1}a_1t_r - t_r^{-1}dt_r
\] (3.72)

attains a block-triangular canonical form

\[
a' = \begin{pmatrix} \epsilon \tilde{c}' & 0 \\ \epsilon \tilde{e}' \end{pmatrix}.
\] (3.73)

By assumption, there exists a transformation

\[
T = \begin{pmatrix} T_p & 0 \\ T_{p+1,p} & T_{p+1} \end{pmatrix},
\] (3.74)

transforming the original differential equation \(a(\epsilon, \{x_j\})\) to the canonical form \(a'\). Since both \(t_p\) and \(T_p\) transform the first \(p\) sectors of \(a(\epsilon, \{x_j\})\) into a canonical form, they must be related by a transformation \(g_p(\epsilon)\) that is independent of the invariants according to the proof of claim [1]

\[
t_p = T_p g_p(\epsilon).
\] (3.75)

Similarly, there exists a transformation \(g_{p+1}(\epsilon)\) relating the transformations of the sector \(p + 1\):

\[
t_{p+1} = T_{p+1} g_{p+1}(\epsilon).
\] (3.76)
The remaining transformation $t_r$ is related to the full transformation $T$ by requiring
\[ t \cdot t_r = T. \] (3.77)
Solving this relation for $t_r$ and using Eq. (3.75) and Eq. (3.76) to eliminate $t$ leads to
\[ t_r = \begin{pmatrix} g_p^{-1} & 0 \\ g_{p+1}^{-1} T_{p+1}^{-1} T_{p+1,p} & g_{p+1}^{-1} \end{pmatrix}. \] (3.78)

It is convenient to split the computation of $t_r$ into two consecutive steps using the following factorization
\[ t_r = t_D t_g, \] (3.79)
with
\[ t_D = \begin{pmatrix} I & 0 \\ D & I \end{pmatrix}, \quad t_g = \begin{pmatrix} g_p^{-1}(\epsilon) & 0 \\ 0 & g_{p+1}^{-1}(\epsilon) \end{pmatrix}, \] (3.80)
and
\[ D = g_{p+1}^{-1} T_{p+1}^{-1} T_{p+1,p} g_p. \] (3.81)
The quantities $D$, $g_p$ and $g_{p+1}$ are determined by the following equations, which are implied by Eq. (3.72)
\[ g_p \tilde{c} g_p^{-1} = \tilde{c}', \quad g_{p+1} \tilde{c} g_{p+1}^{-1} = \tilde{c}', \] (3.82)
\[ dD - \epsilon(\tilde{c} D - D \tilde{c}) = b - \epsilon g_{p+1}^{-1} \tilde{b} g_p. \] (3.83)
In the latter equation, the product of three unknown quantities occurs in the term $\epsilon g_{p+1}^{-1} \tilde{b} g_p$. A linear ansatz for these quantities would result in nonlinear equations in the coefficients of the ansatz. This can be prevented by defining $\tilde{b}' = g_{p+1}^{-1} \tilde{b} g_p$ which leads to
\[ dD - \epsilon(\tilde{c} D - D \tilde{c}) = b - \tilde{b}'. \] (3.84)
Note that $\tilde{b}'$ has to be in dlog-form, since $g_p$ and $g_{p+1}$ are independent of the invariants and therefore do not spoil the dlog-form of $\tilde{b}'$. Then, for a given $b$, the remaining transformation can be calculated by first solving Eq. (3.84) for a rational $D$ and a $\tilde{b}'$ in dlog-form. In a second step, the transformation $t_g$ is determined from Eq. (3.82) and $\tilde{b}' = g_{p+1}^{-1} \tilde{b}' g_p$, which is the topic of Sec. 3.3.8. Altogether, the above argument has shown that the calculation of a canonical basis can without loss of generality be split into the calculation of the diagonal blocks and the steps presented here. The performance gain of the recursive approach compared with transforming the
differential equation all at once is mostly due to the more specific ansatizes that can be used in the various steps of the recursion. The following sections are dedicated to the solution of Eq. (3.84) and the determination of \( t_g \).

### 3.3.2 Setting up a recursion over sectors for \( t_D \)

The first step in the determination of the remaining transformation is the computation of \( t_D \). To that end, it is necessary to solve Eq. (3.84) for a rational \( D \) and a \( b' \) in dlog-form. In this section, it is argued that the block-triangular form of \( \tilde{c} \) can be used to split the computation of \( D \) into a recursion over sectors. Therefore, all quantities are considered to be split into sectors according to the block-triangular structure:

\[
D = (D_1, \ldots, D_p), \quad b = (b_1, \ldots, b_p), \quad b' = (b'_1, \ldots, b'_p),
\]

(3.85)

\[
\tilde{c} = \begin{pmatrix}
\tilde{c}_1 \\
\vdots \\
\tilde{c}_{p-1} \\
\tilde{c}_{p,1} & \cdots & \tilde{c}_{p,p-1} & \tilde{c}_p
\end{pmatrix}.
\]

(3.86)

In this notation, Eq. (3.84) may equivalently be written as a system of \( p \) equations of the form

\[
dD_k - \epsilon(\tilde{c}D_k - D_k\tilde{c}_k) = (b_k - \epsilon \sum_{i=k+1}^{p} D_i\tilde{c}_{i,k}) - b'_k, \quad k = 1, \ldots, p.
\]

(3.87)

Note that the equation for a sector \( k \) only depends on the \( D_n \) of higher sectors with \( n \geq k \). It is, therefore, possible to solve for the \( D_k \) in a recursion that starts with the highest sector. As for the recursion step, suppose that the equations for the topmost \( p - k \) sectors have already been solved. The contribution of the higher sectors to the equation of sector \( k \) is most naturally absorbed into the definition of

\[
\tilde{b}_k = b_k - \epsilon \sum_{i=k+1}^{p} D_i\tilde{c}_{i,k}.
\]

(3.88)

Thus, the following equation has to be solved

\[
dD_k - \epsilon(\tilde{c}D_k - D_k\tilde{c}_k) = \tilde{b}_k - b'_k,
\]

(3.89)

with \( \tilde{b}_k \) being determined by the solution of the higher sectors. In summary, this procedure allows to split the computation of a solution of Eq. (3.84) into several smaller computations of the same form, which turns out to be beneficial for the
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performance of the algorithm.

3.3.3 Uniqueness of the rational solution

The following sections are concerned with the solution of Eq. (3.89). As the sector index in Eq. (3.89) is irrelevant for these considerations, it will be suppressed from now on. In this section, the rational solution of this equation for $D$ is proven to be unique up to the addition of terms depending solely on the regulator. In practice, this result allows to exclude terms with trivial dependence on the invariants from the ansatz without losing generality.

For a given $\bar{b}$, let $D$ and $b'$ satisfy

$$dD - \epsilon(\bar{c}D - D\tilde{c}) = \bar{b} - b',$$  \hspace{1cm} (3.90)

with $b'$ assumed to be in dlog-form. Adding a term $C(\epsilon)$ to the solution $\tilde{D} = D + C(\epsilon)$ solves the same equation

$$d\tilde{D} - \epsilon(\bar{c}\tilde{D} - D\tilde{c}) = \bar{b} - \tilde{b'},$$ \hspace{1cm} (3.91)

with

$$\tilde{b'} = b' + \epsilon(\bar{c}C(\epsilon) - C(\epsilon)\tilde{c}),$$  \hspace{1cm} (3.92)

which is also in dlog-form, since $\bar{c}$ and $\tilde{c}$ are in dlog-form. This argument establishes the freedom to add terms independent of the invariants to a solution of Eq. (3.90). The following argument proves this to be the only possible relation between two solutions of Eq. (3.90). Let $D_1$ and $D_2$ satisfy Eq. (3.90) for a given $\bar{b}$:

$$dD_1 - \epsilon(\bar{c}D_1 - D_1\tilde{c}) = \bar{b} - b'_1,$$ \hspace{1cm} (3.93)

$$dD_2 - \epsilon(\bar{c}D_2 - D_2\tilde{c}) = \bar{b} - b'_2.$$ \hspace{1cm} (3.94)

Then the difference $\bar{D} = D_1 - D_2$ satisfies

$$d\bar{D} - \epsilon(\bar{c}\bar{D} - D\tilde{c}) = b'_2 - b'_1.$$ \hspace{1cm} (3.95)

Let $\hat{D} = \bar{D}\epsilon^r$ be defined such that the expansion of $\hat{D}$ starts at the constant order. The equation for $\hat{D}$ reads

$$d\hat{D} - \epsilon(\bar{c}\hat{D} - D\tilde{c}) = B,$$  \hspace{1cm} (3.96)

with $B = \epsilon^r(b'_2 - b'_1)$, which is in dlog-form. The first order in the expansion of Eq. (3.96) reads

$$d\hat{D}^{(0)} = \sum_{l=1}^{N} B_l^{(0)} d \log(L_l),$$  \hspace{1cm} (3.97)
which integrates to
\[
\hat{D}^{(0)} = \sum_{l=1}^{N} B_l^{(0)} \log(L_l) + \text{const.} \quad (3.98)
\]
As \(D_1\) and \(D_2\) are assumed to be rational, \(\hat{D}\) has to be rational as well and therefore
\[
B_l^{(0)} = 0, \quad l = 1, \ldots, N, \quad (3.99)
\]
which implies that \(\hat{D}^{(0)}\) is constant. Consider the expansion of Eq. (3.96) at some order \(n > 0\)
\[
d\hat{D}^{(n)} = (\tilde{e}\hat{D}^{(n-1)} - \hat{D}^{(n-1)}\tilde{c}) + \sum_{l=1}^{N} B_l^{(n)} d\log(L_l). \quad (3.100)
\]
The right-hand side is in dlog-form for constant \(\hat{D}^{(n-1)}\), and therefore \(\hat{D}^{(n)}\) can only be rational if it is constant as well. This proves by induction that \(\hat{D}\) is independent of the invariants. Consequently, the difference of the solutions \(\hat{D} = \hat{D}_{\epsilon - \tau}\) has to be independent of the invariants as well. Altogether, the argument establishes the uniqueness of a rational solution for \(D\) of Eq. (3.90) up to the addition of terms that are independent of the invariants. This fact can be used in practice to fix this freedom without losing generality.

### 3.3.4 Determination of the lowest order in the expansion of \(D\)

The general strategy to solve Eq. (3.90) for a rational \(D\) is to expand Eq. (3.90) in the regulator and solve the resulting equations with a rational ansatz. The previous section has revealed that for any solution \(D\) there is the freedom to add a term \(C(\epsilon)\) independent of the invariants and the result \(D + C(\epsilon)\) is still a solution of Eq. (3.90). This freedom may be used to remove terms in the expansion of \(D\) with trivial dependence on the invariants. Let \(m_{\text{min}}\) denote the lowest order in the expansion of \(D\) with a non-trivial dependence on the invariants, which therefore cannot be removed with the choice of \(C(\epsilon)\). Note that \(m_{\text{min}}\) is well defined since the rational solutions of Eq. (3.90) have been shown in the previous section to be unique up to the aforementioned freedom. The ansatz for the coefficients of \(D\) can without loss of generality be restricted to orders higher than or equal to \(m_{\text{min}}\). In the following, a lower bound on \(m_{\text{min}}\) will be shown to be given by the lowest order in the expansion of \(b\). Let \(D\) and \(\tilde{b}\) have the expansions
\[
D = \sum_{m=m_{\text{min}}}^{\infty} \epsilon^m D^{(m)}, \quad D^{(m_{\text{min}})} \neq \text{const.,} \quad (3.101)
\]
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\[ \bar{b} = \sum_{n=n_{\text{min}}}^{\infty} \epsilon^n \tilde{b}^{(n)}. \] (3.102)

The bound \( m_{\text{min}} \geq n_{\text{min}} \) can be proven by contradiction. To that end, assume for the moment \( m_{\text{min}} < n_{\text{min}} \) and expand Eq. (3.90) in the regulator:

\[
\begin{align*}
dD^{(n_{\text{min}})} - (\hat{c}D^{(n_{\text{min}}-1)} - D^{(n_{\text{min}}-1)}\hat{c}) &= \tilde{b}^{(n_{\text{min}})} - b^{(n_{\text{min}})} \\
dD^{(n_{\text{min}}-1)} - (\hat{c}D^{(n_{\text{min}}-2)} - D^{(n_{\text{min}}-2)}\hat{c}) &= -b^{(n_{\text{min}}-1)} \\
\vdots \\
dD^{(m_{\text{min}}+1)} - (\hat{c}D^{(m_{\text{min}})} - D^{(m_{\text{min}})}\hat{c}) &= -b^{(m_{\text{min}}+1)} \\
dD^{(m_{\text{min}})} &= -b^{(m_{\text{min}})}.
\end{align*}
\] (3.103 - 3.107)

Integrating the last equation yields

\[ D^{(m_{\text{min}})} = -\sum_{l=1}^{N} B_l^{(m_{\text{min}})} \log(L_l) + \text{const.}, \] (3.108)

for constant matrices \( B_l^{(m_{\text{min}})} \). Since \( D \) is assumed to be rational, these matrices have to vanish, and therefore it follows \( D^{(m_{\text{min}})} = \text{const.} \), which contradicts Eq. (3.101). Altogether, it has been established that \( m_{\text{min}} \geq n_{\text{min}} \), which allows to start the expansion of the ansatz for \( D \) at the order \( n_{\text{min}} \).

3.3.5 Obtaining finite expansions

The expansion of \( D \) in the regulator may have infinitely many non-vanishing terms. Using ideas similar to those in Sec. 3.2, it will be shown that Eq. (3.90) can be reformulated such that a solution for \( D \) can be obtained by solving only finitely many differential equations.

Since \( D \) is assumed to be rational in \( \epsilon \) and the invariants, a polynomial \( f(\epsilon, \{ x_j \}) \) has to exist such that \( \tilde{D} = D\hat{f} \) has a finite \( \epsilon \)-expansion. Similarly, there exists a polynomial \( k(\epsilon, \{ x_j \}) \) such that \( \tilde{b} = \hat{b}k \) has a finite \( \epsilon \)-expansion as well. In order to fix \( f \) and \( k \) up to constant factors, both are required to only contain the minimal number of irreducible factors that are necessary to satisfy the aforementioned conditions. The products of all irreducible factors of \( f \) and \( k \) that are independent of the invariants are subsequently denoted by \( \hat{f} \) and \( \hat{k} \), respectively. Then their factorizations read

\[ f(\epsilon, \{ x_j \}) = \hat{f}(\epsilon) \prod_{i=1}^{N_f} \tilde{f}_i(\epsilon, \{ x_j \}), \] (3.109)

\[ k(\epsilon, \{ x_j \}) = \hat{k}(\epsilon) \prod_{i=1}^{N_k} \tilde{k}_i(\epsilon, \{ x_j \}), \] (3.110)

where \( N_f \) and \( N_k \) are the number of irreducible factors of \( f \) and \( k \), respectively.
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\[
k(\epsilon, \{x_j\}) = \hat{k}(\epsilon) \prod_{i=1}^{N_k} \tilde{k}_i(\epsilon, \{x_j\}). \tag{3.110}
\]

Furthermore, let \(\gamma(\epsilon)\) be a polynomial with a minimal number of irreducible factors, such that \(b'\gamma\) has a finite expansion. Note that \(\gamma(\epsilon)\) does not depend on the invariants since \(b'\) is in dlog-form.

For a given \(\bar{b}\) it is straightforward to compute \(k\), but as \(D\) is not known in advance, \(f\) cannot be calculated directly. Therefore, the relation between \(f\) and \(k\) has to be investigated. In order to do so, consider the Eq. (3.90) rewritten in terms of \(\tilde{D}\)

\[
\sum_{i=1}^{N_f} \frac{-k\gamma\tilde{D}d\bar{f}_i}{\bar{f}_i} = -k\gamma\tilde{D} + \epsilon k\gamma(\tilde{e}\tilde{D} - \tilde{D}\tilde{c}) + f\gamma b - f\gamma kb'. \tag{3.111}
\]

The right-hand side obviously has a finite expansion, and thus also the left-hand side has to have a finite expansion. By similar arguments as in Sec. 3.2.2, each of the summands on the left-hand side has to have a finite expansion. Note that \(d\bar{f}_i/\bar{f}_i\) cannot be equal to a rational differential form with finite expansion due to an argument analogous to the one after Eq. (3.46). Similarly, \(\tilde{D}/\bar{f}_i\) cannot have a finite expansion due to the minimality of \(f\). Since \(\gamma\) does not depend on the invariants, it follows that each \(\bar{f}_i\) is equal to some \(\bar{k}_j\) and thus

\[
k = \hat{k}(\epsilon) p(\epsilon, \{x_j\}) \bar{f}(\epsilon, \{x_j\}), \tag{3.112}
\]

with \(p(\epsilon, \{x_j\})\) being a polynomial and \(\bar{f}\) denoting the product of all irreducible factors of \(f\) that depend on the invariants. By applying this relation to Eq. (3.111) and dividing by \(\bar{f}\), the following equation is obtained

\[
\sum_{i=1}^{N_f} \frac{-kp\gamma\tilde{D}d\bar{f}_i}{\bar{f}_i} = -kp\gamma\tilde{D} + kp\gamma(\tilde{e}\tilde{D} - \tilde{D}\tilde{c}) + \hat{f}\gamma b - \hat{f}k\gamma b'. \tag{3.113}
\]

The same argument as above leads to \(p(\epsilon, \{x_j\}) = r(\epsilon, \{x_j\}) \bar{f}(\epsilon, \{x_j\})\) for some polynomial \(r(\epsilon, \{x_j\})\). Combining this relation with Eq. (3.112), it is evident that the product \(\bar{k}\) of all irreducible factors of \(k\) that depend on the invariants contains two powers of \(\bar{f}\)

\[
\bar{k} = r \bar{f}^2. \tag{3.114}
\]

In order to learn about \(\hat{f}\), the above equation is applied to Eq. (3.113) and subsequently divided by \(\hat{f}\)

\[
\frac{kr\gamma(f\tilde{D} - \tilde{D}\tilde{f} - \epsilon \tilde{f}(\tilde{e}\tilde{D} - \tilde{D}\tilde{c}))}{\hat{f}} = \gamma b - \gamma kb'. \tag{3.115}
\]
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The irreducible factors of $r(\epsilon, \{x_j\})$ cannot be equal to irreducible factors of $\hat{f}(\epsilon)$ because they are not independent of the invariants. The other factors in the numerator can be a product of an irreducible factor of $\hat{f}$ and a quantity with finite expansion. Since only $\hat{k}$ is known before solving the equations, some irreducible factors of $\hat{f}$ remain unknown.

3.3.6 Reformulation in terms of quantities with finite expansion

Since $f$ cannot be used in practice, as it is not computable before solving for $D$, an alternative factor

$$h(\epsilon, \{x_j\}) = \bar{h}(\epsilon, \{x_j\})\hat{h}(\epsilon), \quad (3.116)$$

will be defined such that the expansion of

$$\hat{D} = Dh, \quad (3.117)$$

is finite. The minimality of $f$ implies that all irreducible factors of $f$ need to be irreducible factors of $h$ as well. The irreducible factors of $h$ that depend on both the invariants and $\epsilon$ can be defined by

$$\bar{h}(\epsilon, \{x_j\})^2 = \bar{k}(\epsilon, \{x_j\})s(\epsilon, \{x_j\}), \quad (3.118)$$

where the polynomial $s(\epsilon, \{x_j\})$ is required to have the minimal number of irreducible factors. By virtue of Eq. (3.114), this definition ensures that $h$ captures all irreducible factors of $\bar{f}$. As for the irreducible factors of $\hat{f}$, it is only known that some of them may be equal to irreducible factors of $\hat{k}$. The following definition incorporates all of these factors and leaves the missing factors to a factor $g(\epsilon)$ that has to be solved for

$$\hat{h}(\epsilon) = \hat{k}(\epsilon)g(\epsilon). \quad (3.119)$$

Note that the minimality of $\hat{f}$ implies that $g(\epsilon)$ has a non-vanishing constant coefficient

$$g^{(0)} \neq 0. \quad (3.120)$$

With the definitions $\hat{b} = \bar{b}\hat{h}^2\hat{k}$ and $\hat{b}' = \hat{k}gb'$, the differential equation Eq. (3.90) can be rewritten entirely in terms of quantities with finite $\epsilon$-expansion

$$-d\hat{h}\hat{D} + \bar{h}d\bar{D} - \epsilon\hat{h}(\bar{e}\hat{D} - \bar{D}\bar{e}) = g(\epsilon)\hat{b} - \hat{b}'\hat{h}^2. \quad (3.121)$$

All quantities on the left-hand side have finite expansions by definition. The expansion of $\hat{b}$ must be finite as well because $\hat{b} = bs$ and the expansion of $b$ is finite by definition. Together, this implies that $b'\hat{h}^2$ must have a finite expansion. Since $b'$ is in dlog-form, only factors that are independent of the invariants can render its expansion infinite. However, these factors could not be compensated by $\hat{h}^2$, which is
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a product of irreducible factors depending on both $\epsilon$ and the invariants, and therefore $b'$ itself has to have a finite expansion. Thus, all quantities in Eq. (3.121) indeed have a finite expansion.

Altogether, the procedure is as follows: First, $\bar{k}$ and $\hat{\epsilon}$ are computed from the given $\bar{b}$, which then allows to infer $\hat{h}$ and $\hat{b}$. Subsequently, Eq. (3.121) can be solved for $\hat{D}$, $g$ and $\hat{b}'$ all of which have a finite expansion. Finally, a solution of Eq. (3.90) is obtained via $D = \hat{D}/(\hat{h}\hat{g})$.

3.3.7 Expansion of the reformulated equation for $t_D$

As already mentioned above, the strategy to solve Eq. (3.121) is to expand it in the regulator and solve the resulting equations with a rational ansatz. The Taylor series of the polynomials $\hat{h}$, $\hat{k}$ and $g$ all start with a non-vanishing constant coefficient due to their minimality. This implies that the expansions of $\hat{D}$, $\hat{b}$ and $\hat{b}'$ start at the same orders as those of $D$, $b$ and $b'$

$$\hat{D} = \sum_{m=\min(\bar{m})}^{\max} \epsilon^m \hat{D}^{(m)}, \quad \hat{b} = \sum_{p=\min(\bar{p})}^{\max} \epsilon^p \hat{b}^{(p)}, \quad \hat{b}' = \sum_{s=\min(\bar{s})}^{\max} \epsilon^s \hat{b}'^{(s)}.$$

(3.122)

Let $\bar{h}_{\max}, g_{\max} \in \mathbb{N}$ denote the highest non-vanishing order of the Taylor expansions of $h$ and $g$, respectively. Expanding Eq. (3.121) in the regulator yields

$$\sum_{n=\min(\bar{n})}^{\max} \epsilon^n E^{(n)} = 0,$$

(3.123)

with

$$E^{(n)} = \begin{align*}
&\min(\bar{h}_{\max}, n-n_{\min}) \sum_{k=0}^{\min(\bar{h}_{\max}, n-n_{\min}-1)} -d\hat{h}^{(k)} \hat{D}^{(n-k)} + \bar{h}^{(k)} d\hat{D}^{(n-k)} \\
&- \sum_{k=\min(\bar{p})}^{\max} \bar{h}^{(k)} (\hat{c} \hat{D}^{(n-k-1)} - \hat{D}^{(n-k-1)} \hat{c}) \\
&- \sum_{k=\min(n)}^{\max} \hat{b}^{(k)} g^{(n-k)} \\
&+ \sum_{k=0}^{\min(\bar{2}\max, n-n_{\min})} (\bar{h}^2)^{(k)} \hat{b}'^{(n-k)},
\end{align*}$$

(3.124)

$$E_{\max} = \max(n_{\max} + \bar{h}_{\max} + 1, p_{\max} + g_{\max}, 2\bar{h}_{\max} + s_{\max}).$$

(3.128)
3.3 Recursion over sectors

The rational ansatz for the coefficients \( \hat{D}^{(n)} \) is chosen to be

\[
\hat{D}^{(n)} = \sum_{k=1}^{\lvert \mathcal{R}_D \rvert} \delta_k^{(n)} r_k(\{x_j\}),
\]

(3.129)

\[
\mathcal{R}_D = \{ r_1(\{x_j\}), \ldots, r_{\lvert \mathcal{R}_D \rvert}(\{x_j\}) \},
\]

(3.130)

where the \( \delta_k^{(n)} \) are unknown matrices of the same dimensions as \( \hat{D} \) that are independent of the regulator and the invariants. The choice of the set of rational functions \( \mathcal{R}_D \) is discussed in detail in Sec. 3.4. Since the unknown coefficients of \( \hat{b}' \) are assumed to be in dlog-form, an ansatz of the following form can be made:

\[
\hat{b}'^{(n)} = \sum_{l=1}^{N} \beta_l^{(n)} d \log (L_l(\{x_j\})) ,
\]

(3.131)

where the \( \beta_l^{(n)} \) denote unknown matrices of the same dimensions as \( \hat{b}' \) that are independent of the regulator and the invariants. The polynomials \( L_l(\{x_j\}) \) are taken from set of irreducible denominator factors of \( a_I \), which is shown to encompass all possible cases in Sec. 3.4.3. Since the constant coefficient \( g(0) \) of \( g(\epsilon) \) is non-zero, Eq. (3.121) can be divided by \( g(0) \). Subsequently, this factor can be absorbed into the definitions of \( \hat{D} \) and \( \hat{b}' \). Effectively, this amounts to setting \( g(0) = 1 \) without loss of generality. All higher Taylor coefficients of \( g(\epsilon) \) are treated as unknown parameters. Inserting the ansatzes above into the equations \( E^{(n)} = 0 \) and demanding the resulting equations to hold for all allowed values of the invariants implies linear equations in the parameters of the ansatzes. These equations are then solved order by order, starting at the lowest order \( n = n_{\text{min}} \). Since \( E_{\text{max}} \) is unknown until the solution is known, it is tested at each order \( n \) whether \( n = E_{\text{max}} \). To this end, it is checked whether the parameter equations corresponding to

\[
\hat{D}^{(i)} = 0, \quad i = n - \bar{h}_{\text{max}}, \ldots, n, \tag{3.132}
\]

\[
g^{(i)} = 0, \quad i = n - p_{\text{max}} + 1, \ldots, n - n_{\text{min}}, \tag{3.133}
\]

\[
\hat{b}'^{(i)} = 0, \quad i = n - 2\bar{h}_{\text{max}} + 1, \ldots, n, \tag{3.134}
\]

are satisfied. Once this test has been successful, Eq. (3.121) is satisfied to all orders upon setting the coefficients of \( \hat{D} \) and \( \hat{b}' \) of all, still undetermined, higher orders to zero too. Then, the algorithm stops and returns \( D = \hat{D}/(\bar{h}kg) \).
Algorithm

3.3.8 Determination of $t_g$

After $D$ and $b'$ have been calculated by solving Eq. (3.84), the second part of the recursion step is to compute the transformation

$$ t_g = \begin{pmatrix} g_p^{-1}(\epsilon) & 0 \\ 0 & g_{p+1}^{-1}(\epsilon) \end{pmatrix}, \quad (3.135) $$

which is determined by

$$ g_p \tilde{c} g_p^{-1} = c', \quad g_{p+1} \tilde{c} g_{p+1}^{-1} = c', \quad b' = g_{p+1}^{-1} \tilde{b}' g_p. \quad (3.136) $$

Applying the transformation $t_D$ to the intermediate differential equation $a'\epsilon$ in Eq. (3.70) yields

$$ a^D(\epsilon, \{x_j\}) = \begin{pmatrix} \tilde{c}(\{x_j\}) & 0 \\ b'(\epsilon, \{x_j\}) & \epsilon \tilde{e}(\{x_j\}) \end{pmatrix}, \quad (3.137) $$

which is in dlog-form. The conditions in Eq. (3.136) are equivalent to demanding $t_g$ to transform $a_D$ into the canonical form $a'$ in Eq. (3.73). A procedure to calculate a transformation from a differential equation in dlog-form to a canonical form has been outlined in [137] and is reproduced in the following. Since $a^D$ is in dlog-form, it can be written as

$$ a^D = \sum_{l=1}^{N} a_l^D(\epsilon) d\log(L_l(\{x_j\})). \quad (3.138) $$

Every transformation $V(\epsilon)$ that transforms $a^D$ into canonical form has to satisfy

$$ V(\epsilon)^{-1} a_l^D(\epsilon) V(\epsilon) = \tilde{a}_l, \quad l = 1, \ldots, N, \quad (3.139) $$

for constant matrices $\tilde{a}_l$. A necessary condition for $V(\epsilon)$ to exist is that the eigenvalues of $a_l^D(\epsilon)/\epsilon$ are constant. The following argument shows that this is indeed the case. Each of the $a_l^D$ is again of the same block-triangular form as $a^D$. The determinant of a block-triangular matrix equals the product of the determinants of its diagonal blocks. This leads to a factorization of the characteristic polynomials of the $a_l^D$:

$$ \det(a_l^D - \lambda I) = \det(\tilde{c}_l - \lambda I) \det(\epsilon \tilde{e}_l - \lambda I). \quad (3.140) $$

In this form, it is obvious that the eigenvalues of $a_l^D(\epsilon)$ are proportional to $\epsilon$. Therefore, the eigenvalues of $a_l^D(\epsilon)/\epsilon$ must be constant. In order to actually calculate $V(\epsilon)$,
Eq. (3.139) would have to be solved. Since the constant matrices on the right-hand side are unknown, the components of \( V(\epsilon) \) cannot be solved for directly. However, as the right-hand side of Eq. (3.139) is manifestly independent of \( \epsilon \), the following holds

\[
V(\epsilon) - a D l(\epsilon) \epsilon V(\epsilon) = V(\mu) - a D l(\mu) \mu V(\mu),
\]

with \( V(\epsilon, \mu) = V(\epsilon)V(\mu)^{-1} \). In the last form, for each \( l = 1, \ldots, N \) there is a linear equation for \( V(\epsilon, \mu) \). This set of equations can now be solved for the components of \( V(\epsilon, \mu) \) subject to the constraint that the block-triangular form is preserved. Finally, a constant \( \mu_0 \) needs to be chosen such that \( t g = V(\epsilon, \mu_0) \) is non-singular. It is straightforward to check that this \( t_g \) does indeed transform \( a D \) into canonical form:

\[
t_g^{-1} a D l(\epsilon)t_g = \epsilon V(\mu_0)V(\mu)^{-1} a D l(\epsilon) V(\mu_0) = \epsilon V(\mu_0) \partial_{\epsilon} V(\mu_0)^{-1} = \epsilon \tilde{A}_l.
\]

Altogether, the above procedure provides a convenient method to compute \( t_g \) by solving the linear system of equations in Eq. (3.143).

### 3.4 Ansatz in terms of rational functions

In the previous sections, it was shown that the computation of a rational transformation to a canonical form is equivalent to finding a rational solution of finitely many differential equations in the invariants. Since these equations do in general admit transcendental solutions as well, a rational solution is conveniently obtained with a rational ansatz. This section will investigate the type of rational functions to be used in the ansatz and develop a procedure to compute a suitable set of rational functions from the given differential equation.

#### 3.4.1 Leinartas decomposition

The ansatizes proposed in the previous sections depend linearly on the parameters since this will translate linear differential equations into equations in the parameters that are linear again. This raises the question whether there is a subset of rational
functions that is sufficient to express any other rational function as a linear combination. An answer will be given in this section by showing that any rational function can be decomposed as a linear combination of a certain simple type of rational functions, which allows to restrict the ansatz to functions of this type.

In the univariate case, a partial fractions decomposition of the denominator polynomial allows to decompose rational functions as a linear combination of simpler ones. However, in the multivariate case a naive generalization of partial fractioning may run into an infinite loop. This is illustrated by the following example

\[
\frac{1}{x(x+y)} = \frac{1}{xy} - \frac{1}{y(x+y)} = \frac{1}{xy} - \left[ \frac{1}{xy} - \frac{1}{x(x+y)} \right] = \frac{1}{x(x+y)}. \tag{3.148}
\]

\[
\frac{1}{x(x+y)} = \frac{1}{xy} - \frac{1}{y(x+y)} = \frac{1}{x(x+y)}. \tag{3.149}
\]

In the first equation, the partial fractions decomposition was applied with respect to \(x\), and in the second equation it was applied with respect to \(y\). Apparently, this naive procedure runs into a loop, which can be avoided by a more careful generalization of the partial fractioning procedure, as was outlined in [202, 203]. In the following, a brief account of this Leinartas decomposition method is given, based on the above references and [204]. The focus will be on the computational aspects, and only those proofs will be shown that are relevant for the implementation of the decomposition. For the readers convenience, some definitions and standard results about polynomial rings that are used throughout this section are collected in App. [B].

**Denominator decomposition**

Let \(K[X]\) denote the ring of polynomials in \(d\) variables \(X = \{x_1, \ldots, x_d\}\) with coefficients in a field \(K\). Again, the cases \(K = \mathbb{R}\) and \(K = \mathbb{C}\) are the most relevant for the present application, but there is no need to specify the field for the following considerations.

**Definition 1** (Algebraic Independence). A set of polynomials \(\{f_1, \ldots, f_m\} \subset K[X]\) is called algebraically independent if there exists no non-zero polynomial \(\kappa\) in \(m\) variables with coefficients in \(K\) such that \(\kappa(f_1, \ldots, f_m) = 0\) in \(K[X]\). \(\kappa\) is called annihilating polynomial.

For the Leinartas decomposition, it is necessary to compute annihilating polynomials. Let \(\{f_1, \ldots, f_m\} \subset K[X]\) be a set of algebraically dependent polynomials and consider the ideal \(I = \langle Y_1 - f_1, \ldots, Y_m - f_m \rangle \subset K[X, Y_1, \ldots, Y_m]\). It is straightforward to check that the elements of the ideal \(E = I \cap K[Y_1, \ldots, Y_m]\) are annihilating polynomials. The following theorem provides a means to actually compute the elements of \(E\).

**Theorem 1** (Elimination Theorem). Let \(I \subset K[X, Y_1, \ldots, Y_m]\) be an ideal and \(G\) be
a Gröbner basis of $I$ with respect to lexicographic order with $X > Y_1 > \cdots > Y_m$. Then
$$G_Y = G \cap K[Y_1, \ldots, Y_m]$$
is a Gröbner basis of the ideal $I \cap K[Y_1, \ldots, Y_m]$.

Thus, a Gröbner basis of $\langle Y_1 - f_1, \ldots, Y_m - f_m \rangle$ can be computed with standard algorithms [204–206], and the intersection of this basis with $K[Y_1, \ldots, Y_m]$ gives a Gröbner basis for $E$. Every element of this basis is an annihilating polynomial.

Lemma 1. Any set of polynomials $\{f_1, \ldots, f_m\} \subset K[X]$ with $m > d$ is algebraically dependent.

Lemma 2. A finite set of polynomials $\{f_1, \ldots, f_m\} \subset K[X]$ is algebraically dependent if and only if for all positive integers $e_1, \ldots, e_m$ the set of polynomials $\{f_1^{e_1}, \ldots, f_m^{e_m}\}$ is algebraically dependent.

The following considerations rely on a corollary of Hilbert’s weak Nullstellensatz:

Corollary 1 (Nullstellensatz certificate). A finite set of polynomials $\{f_1, \ldots, f_m\} \subset K[X]$ has no common zero in $K^d$ if and only if there exist polynomials $h_1, \ldots, h_m \in K[X]$ such that
$$1 = \sum_{i=1}^{m} h_if_i.$$The set of polynomials $\{h_1, \ldots, h_m\}$ is called a Nullstellensatz certificate.

A Nullstellensatz certificate is said to have degree $k$ if
$$\max\{\deg(h_i) \mid i = 1, \ldots, m\} = k. \quad (3.150)$$Algorithm is a simple but sufficiently fast way to compute a Nullstellensatz certificate for a set of polynomials with no common zero.

The Leinartas decomposition is based on the following theorem, which provides a generalization of the partial fractions decomposition to the multivariate case.

Theorem 2 (Leinartas). Let $f = p/q$ be a rational function with $p, q \in K[X]$ and $q = q_1^{e_1} \cdots q_m^{e_m}$ be the unique factorization of $q$ in $K[X]$ and $V_i = \{x \in K^d \mid q_i(x) = 0\}$. Then $f$ can be written in the following form:
$$f = \sum_S \frac{p_S}{\prod_{i \in S} q_i^{b_i}}, \quad b_i \in \mathbb{N} \setminus \{0\}, \quad p_S \in K[X],$$with the sum running over all subsets $S \subseteq \{1, \ldots, m\}$ with $\cap_{i \in S} V_i \neq \emptyset$ and $\{q_i \mid i \in S\}$ being algebraically independent.\[1\]

1Throughout this thesis, the number zero is understood to be included in the natural numbers.
Input: \( \{f_1, \ldots, f_m\} \) with no common zero.
Output: Nullstellensatz certificate \( \{h_1, \ldots, h_m\} \) such that \( \sum_{i=1}^{m} h_i f_i = 1 \).

\[
\begin{align*}
& k = 0 \\
& \text{do} \\
& \quad \sum_{i=1}^{m} h_i f_i = 1 \text{ with the } h_i \text{ being polynomials of degree } k \text{ with unknowns as coefficients. Extract a linear system of equations from this relation and solve it.} \\
& \quad \text{if solution exists then} \\
& \qquad \text{return certificate} \\
& \quad \text{else} \\
& \qquad k = k + 1 \\
& \text{end}
\end{align*}
\]

Algorithm 1: Nullstellensatz certificate.

The proof of this theorem will be presented because it directly translates to an algorithm that decomposes rational functions into the above form. The decomposition can be separated into two consecutive steps. In the first step, a form is attained that satisfies \( \cap_{i \in S} V_i \neq \emptyset \) for each summand. This step is called Nullstellensatz decomposition. Let \( f = p/q \) be a rational function. In the case \( \cap_{i=1}^{m} V_i \neq \emptyset \), the Nullstellensatz decomposition is already complete. Thus, it remains to consider the case \( \cap_{i=1}^{m} V_i = \emptyset \). As \( q_i \) has the same zero-set as \( q_i^{e_i} \), it follows that \( \{q_1^{e_1}, \ldots, q_m^{e_m}\} \) has no common zero in \( \mathbb{K}^d \). According to corollary 1 a Nullstellensatz certificate \( 1 = \sum_{i=1}^{m} h_i q_i^{e_i} \) exists in this situation. Multiplying \( f \) with this factor of one yields

\[
f = \frac{p \sum_{i=1}^{m} h_i q_i^{e_i}}{q} = \sum_{i=1}^{m} \frac{ph_i}{q_i^{e_1} \cdots q_i^{e_i} \cdots q_m^{e_m}}. \tag{3.151}
\]

This step is applied repeatedly until the denominator factors of each term have a common zero. Note that this procedure will eventually stop since single irreducible factors always have a zero, i.e., \( V_i \neq \emptyset \). In the second step, the goal is to achieve that \( \{q_1, \ldots, q_m\} \) is algebraically independent for each summand. Let \( f = p/q \) be a summand of the Nullstellensatz decomposition. If \( \{q_1, \ldots, q_m\} \) is algebraically independent, then this term is already in the desired form. If this is not the case, the set \( \{q_1^{e_1}, \ldots, q_m^{e_m}\} \) is also algebraically dependent by virtue of lemma 2. Therefore, an annihilating polynomial \( \kappa = \sum_{\nu \in S} c_{\nu} Y \in K[Y_1, \ldots, Y_m] \) exists, which has been written in multi-index notation with \( S \subset \mathbb{N}^m \). Let \( \mu \in S \) refer to the powers of the monomial with the smallest norm \( \|\mu\| = \sum_{i=1}^{m} \mu_i \). The annihilating polynomial
vanishes on \( Q = (q_1^{e_1}, \ldots, q_m^{e_m}) \):

\[
\kappa(Q) = 0,
\]

\[
\Rightarrow c_\mu Q^\mu = - \sum_{\nu \in S\setminus\{\mu\}} c_\nu Q^\nu,
\]

\[
\Rightarrow 1 = - \frac{\sum_{\nu \in S\setminus\{\mu\}} c_\nu Q^\nu}{c_\mu Q^\mu}.
\]

This factor of one can be used to decompose \( f = p/q = \sum_{\nu \in S\setminus\{\mu\}} \frac{-pc_\nu Q^\nu}{c_\mu Q^{\mu+1}} = \sum_{\nu \in S\setminus\{\mu\}} \frac{-pc_\nu}{c_\mu} \prod_{i=1}^m \frac{q_i^{e_{i\nu}}}{q_i^{e_{i(\mu+1)}}} \).

As \( \mu \) has the smallest norm in \( S \), there has to exist some \( j \) for each \( \nu \in S \) such that \( \mu_j + 1 \leq \nu_j \) and therefore \( c_j(\mu_j + 1) \leq e_j \nu_j \). So in each summand at least one factor in the denominator cancels. Again, this step is applied repeatedly to all summands whose denominator factors are algebraically dependent. Eventually, this procedure will stop, since a single irreducible factor is obviously algebraically independent. This completes the proof of the Leinartas theorem. Following this proof, a recursive algorithm can be built that computes the above decomposition of rational functions.

**Numerator decomposition**

The Leinartas decomposition as presented in \[202, 203\] leaves the numerator polynomial untouched. However, by employing multivariate polynomial division, the above decomposition can be extended to the numerator polynomial as well, which results in summands with simpler numerator polynomials. The precise meaning of *simple* in this context will be stated below.

Consider a summand \( f = p/(q_1^{e_1} \ldots q_m^{e_m}) \) of the above decomposition, i.e., with \( \bigcap_{i \in S} V_i \neq \emptyset \) and the \( q_i \) being algebraically independent. The numerator polynomial \( p \) can be decomposed according to the following theorem (cf. \[204\]).

**Theorem 3** (Division Algorithm). Fix some monomial ordering on \( \mathbb{N}^d \) and let \((f_1, \ldots, f_m)\) be an ordered \( m \)-tuple of polynomials in \( K[X] \). Then every \( p \in K[X] \) can be written as

\[
p = \beta_1 f_1 + \cdots + \beta_m f_m + r,
\]

with \( \beta_1, \ldots, \beta_m, r \in K[X] \) and either \( r = 0 \) or \( r \) is a linear combination of monomials with coefficients in \( K \) such that no monomial is divisible by any of the \( \text{LT}(f_1), \ldots, \text{LT}(f_m) \). Moreover, for all \( \beta_i f_i \neq 0 \) the following holds

\[
\text{multideg}(p) \geq \text{multideg}(\beta_i f_i).
\]
Algorithm

It should be noted that the resulting decomposition depends on both the ordering of the \((f_1, \ldots, f_m)\) and the monomial ordering. Let the ordered tuple of polynomials be given by the set of denominator polynomials \((q_1, \ldots, q_m)\) and apply the above theorem to the numerator polynomial

\[
p = \beta_1 q_1 + \cdots + \beta_m q_m + r,
\]

(3.156)
to arrive at

\[
f = \frac{r}{q_1^{e_1} \cdots q_m^{e_m}} + \sum_{i=1}^{m} \frac{\beta_i}{q_1^{e_1} \cdots q_i^{e_i-1} \cdots q_m^{e_m}}.
\]

(3.157)

The denominator factors of the resulting summands are still algebraically independent since every subset of an algebraically independent set of polynomials is algebraically independent. Moreover, every subset of a set of polynomials that share a common zero has a common zero as well. So after decomposing the numerator as above, the denominator polynomials of the resulting summands still have a common zero and are algebraically independent. Therefore, this decomposition can be applied recursively. The recursion stops at a summand whenever there is no monomial of the numerator polynomial that is divisible by the leading term of any of the denominator polynomials. It has to be shown that the recursion will always stop after a finite number of steps. For the first summand in Eq. (3.157) the recursion trivially stops. Concerning the other terms, it is sufficient to show that the multidegree strictly decreases

\[
multideg(p) > \multideg(\beta_i)
\]

(3.158)
at each step, due to property 3 of definition 5 given in App. B. Lemma 4 implies \(\multideg(q_i) \geq 0\) with respect to any monomial ordering. However, the case \(\multideg(q_i) = 0\) cannot occur, since it implies \(q_i = \text{const}\). Thus, \(\multideg(q_i)\) is strictly greater than zero. Using property 2 of definition 5 and lemma 3 it follows

\[
\multideg(\beta_i q_i) = \multideg(q_i) + \multideg(\beta_i) > \multideg(\beta_i).
\]

(3.159)
Theorem 3 implies \(\multideg(p) \geq \multideg(\beta_i q_i)\), which together with the above inequality proves Eq. (3.158). This completes the decomposition of the numerator polynomial.

The terms in such a decomposition are not necessarily linearly independent over \(K\), as the following example illustrates

\[
\frac{1}{x + y} + \frac{y}{x(x + y)} - \frac{1}{x} = 0.
\]

(3.160)

In the last step, this redundancy is removed by eliminating all such relations from the set of summands. Altogether, it has been demonstrated that every multivariate rational function can be decomposed into \(K\)-linearly independent summands.
such that the denominator polynomials of each summand share a common zero and are algebraically independent, and the numerator polynomial is not divisible by the leading term of any of its denominator polynomials. In the following, the individual summands of this decomposition are referred to as Leinartas functions.

### 3.4.2 Ansatz for diagonal blocks

In this section, the choice of the set $\mathcal{R}_T$ of rational functions used in the ansatz for diagonal blocks is discussed. The basic compromise with the ansatz is to choose it large enough to encompass the solution and as small as possible to keep the resulting number of equations small and therefore allow the algorithm to perform well. The goal of this section is to present a procedure to generate a finite set of rational functions for a given differential form $a(\epsilon, \{x_j\})$, which can then be used as an ansatz. The first step towards this goal is to determine the set of possible denominator factors of the transformation to a canonical basis. A natural guess is to consider the set of irreducible denominator factors of $\hat{a}$, which is proven in the following to contain all possible factors.

It is useful to first define some notation. Let $f(\{x_j\})$ be an irreducible polynomial and $S(\epsilon, \{x_j\})$ some matrix-valued rational differential form or function. Then, the notation

$$S \sim \frac{1}{f^n}$$

indicates $n \in \mathbb{N}$ to be the maximal number for which $S$ can be written as

$$S = R \frac{1}{f^n}. \quad (3.162)$$

Here $R$ is required to be non-zero and not to be the product of $f$ and a quantity, which is finite on the set of all zeros of $f$. The set $\mathcal{I}(S)$ of irreducible denominator factors of $S$ is then given by those factors $f$ with $S \sim 1/f^k$ and $k \geq 1$.

**Claim 2.** Each irreducible denominator factor $f(\{x_j\})$ of a rational solution $\hat{T}$ of Eq. (3.56) is an irreducible denominator factor of $\hat{a}$.

The assertion in the claim is equivalent to $\mathcal{I}(\hat{T}) \subseteq \mathcal{I}(\hat{a})$, which will be proven by showing that

$$\hat{T} \sim \frac{1}{f^n}, \quad n \geq 1 \quad (3.163)$$

implies

$$\hat{a} \sim \frac{1}{f^k}, \quad k \geq 1. \quad (3.164)$$

To this end, Eq. (3.163) is assumed to hold. It is instructive to rearrange the terms in Eq. (3.56)

$$-\hat{T}dh + h(d\hat{T} + \epsilon \hat{T}d\hat{A}) = \hat{a}\hat{T}. \quad (3.165)$$
Since $dh$ is polynomial, the term $\hat{T}dh$ behaves as

$$\hat{T}dh \sim \frac{1}{f^k}, \quad k \leq n. \quad (3.166)$$

Given Eq. (3.163), there must be a lowest order $s \in \mathbb{Z}$ in the $\epsilon$-expansion of $\hat{T}$ with

$$\hat{T}^{(s)} \sim \frac{1}{f^n}, \quad (3.167)$$

and consequently

$$\hat{T}^{(s-1)} \sim \frac{1}{f^{k}}, \quad k < n. \quad (3.168)$$

The derivative raises the power of $f$ by one, which implies

$$d\hat{T}^{(s)} \sim \frac{1}{f^{n+1}}. \quad (3.169)$$

Note that $d\tilde{A}$ is in dlog-form, and therefore

$$d\tilde{A} \sim \frac{1}{f^k}, \quad k \leq 1. \quad (3.170)$$

Taking both Eq. (3.168) and Eq. (3.170) into account, it follows

$$\hat{T}^{(s-1)}d\tilde{A} \sim \frac{1}{f^k}, \quad k \leq n. \quad (3.171)$$

This implies for the order $s$ of the expansion of $(d\hat{T} + \epsilon \hat{T}d\tilde{A})$

$$d\hat{T}^{(s)} + \hat{T}^{(s-1)}d\tilde{A} \sim \frac{1}{f^{n+1}}, \quad (3.172)$$

which also holds for the full expression $(d\hat{T} + \epsilon \hat{T}d\tilde{A})$. Due to the minimality requirement, $h$ does not contain any irreducible factors independent of $\epsilon$, and therefore the multiplication of the term in brackets with $h$ in Eq. (3.165) cannot cancel any power of $f$, because $f$ is independent of $\epsilon$. Since Eq. (3.166) shows that the term $\hat{T}dh$ is of lower order in $f$ than $h(d\hat{T} + \epsilon \hat{T}d\tilde{A})$, the whole left-hand side of Eq. (3.165) is of order $1/f^{n+1}$ and consequently the right-hand side as well:

$$\hat{a}\hat{T} \sim \frac{1}{f^{n+1}}. \quad (3.173)$$
Since $\hat{T}$ is only of order $1/f^n$, it can be concluded
\[ \hat{a} \sim \frac{1}{f^k}, \quad k \geq 1, \quad (3.174) \]
which proves the claim. Thus, the ansatz can without loss of generality be restricted to the set
\[ Q = \left\{ \frac{x_1^{p_1} \cdots x_M^{p_M}}{f_1^{q_1} \cdots f_U^{q_U}} \left| p_1, \ldots, p_M, q_1, \ldots, q_U \in \mathbb{N} \right. \right\} \quad (3.175) \]
of rational functions with the denominator factors drawn from the set $\mathcal{I}(\hat{a}) = \{f_1, \ldots, f_U\}$ of irreducible denominator factors of $\hat{a}$.

As was argued in Sec. 3.4.1, rational functions may be decomposed in terms of Leinartas functions. Let $\mathcal{L}(Q)$ denote a basis of the $K$-span of $Q$ in terms of Leinartas functions. While $\mathcal{L}(Q)$ is guaranteed to contain the correct ansatz, it is still an infinite set. Therefore, a constructive procedure is needed to generate a finite subset of $\mathcal{L}(Q)$ for a given $a(\epsilon, \{x_j\})$. This procedure should be inexpensive to compute while yielding a correct ansatz for most practical examples. Since the procedure outlined in the following is not proven to generate a correct ansatz, it is important to be able to systematically enlarge the ansatz in a way that is guaranteed to eventually encompass the solution.

The strategy to define a finite subset of $\mathcal{L}(Q)$ is to set restrictions on the powers of the invariants in the numerator as well as on the powers of the denominator factors. While the powers of those factors occurring in $a(\epsilon, \{x_j\})$ may be suspected to be a good indicator for the powers in the transformation, the following simple example demonstrates this to be false. Consider the differential form
\[ a(\epsilon, \{x\}) = \left( -\frac{\alpha}{x} + \frac{\epsilon}{x^2} \right) dx, \quad \alpha \in \mathbb{Z}, \quad (3.176) \]
which contains the factor $x$ with the negative power one. However, for any given integer $\alpha$, the rational transformation to the canonical form reads
\[ T(\epsilon, \{x\}) = \frac{1}{x^\alpha}. \quad (3.177) \]
Consequently, the transformation can contain any power of the factor $x$, while the power of the same factor in the differential equation remains fixed. A much better predictor is given by the determinant of the transformation, which in the one-dimensional example above is identical to the transformation itself and therefore always yields the correct power of the factor $x$. For higher-dimensional differential equations, the determinant does not fix the transformation but still carries information on the powers of the irreducible denominator factors of the transformation.
the determinant of the transformation read

\[
\det(T) = F(\epsilon, \{x_j\}) \prod_{i=1}^{U} f_i^{-\lambda_i}, \quad \lambda_i \in \mathbb{Z}, \ f_i \in \mathcal{I}(\hat{a}),
\]  

(3.178)

where \( F(\epsilon, \{x_j\}) \) denotes the product of all irreducible factors with a non-trivial dependence on the regulator. Then, for each factor \( f_i \) with \( \lambda_i > 0 \), there has to be a component \( T_{jl} \) of the transformation satisfying

\[
T_{jl} \sim \frac{1}{f^k}, \quad k \geq \left\lceil \frac{\lambda_i}{m} \right\rceil,
\]  

(3.179)

where \( m \) denotes the dimension of the differential equation. Thus, the determinant sets lower bounds on the maximal powers of the denominator factors in the transformation, which have to be taken into account in the construction of the ansatz.

In the following, a finite subset of \( \mathcal{Q} \) will be constructed, which then leads to a finite subset of \( \mathcal{L}(\mathcal{Q}) \) by taking a basis of its \( K \)-span in terms of Leinartas functions. The powers \( \lambda_i \) are used to define a set of denominators

\[
\mathcal{D}(\delta_D) = \left\{ \frac{1}{f_1^{p_1} \ldots f_M^{p_M}} \middle| \ f_{i_j} \in \mathcal{I}(\hat{a}), 0 \leq p_i \leq \Theta(\lambda_i)\lambda_i + \delta_D, i_j \neq i_k \text{ for } j \neq k \right\},
\]  

(3.180)

which has been restricted to at most \( M \) denominator factors with \( M \) denoting the number of invariants. Any higher number of polynomials in \( M \) invariants is algebraically dependent and therefore reducible in terms of Leinartas functions with \( M \) or fewer denominator polynomials. The parameter \( \delta_D \in \mathbb{N} \) has been introduced to define a way to enlarge the set of \( \mathcal{D}(\delta_D) \) systematically. The default value is going to be \( \delta_D = 0 \). The lower bounds in Eq. (3.179) are satisfied for all allowed values of \( \delta_D \).

For the numerators, consider the set of all possible monomials up to a fixed bound on their total degree

\[
\mathcal{N}(\delta_N) = \left\{ x_1^{\nu_1} \cdots x_M^{\nu_M} \middle| \ \nu_1, \ldots, \nu_M \in \mathbb{N}, \ \sum_{i=1}^{M} \nu_i \leq 3 + \delta_N \right\},
\]  

(3.181)

where the parameter \( \delta_N \) has been introduced to control the highest total degree of the monomials in \( \mathcal{N}(\delta_N) \). For the default value \( \delta_N = 0 \), the highest total degree of the numerator monomials is three. This choice is made based on practical examples and is intended to make the default value \( \delta_N = 0 \) work for most cases and at the same time yield a rather small ansatz. Furthermore, it has proven useful to also include the following sets of monomials

\[
\mathcal{N}_{\text{det}} = \{ \text{numerator monomials of } \det(T) \},
\]  

(3.182)
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\[ N_a = \{ \text{numerator monomials of the } \hat{a}^{(k)}(\{x_j\}) \}, \]  
(3.183)

in order to capture the correct ansatz in more cases already with the default value \( \delta_N = 0 \). Usually, the inclusion of \( N_{\text{det}} \) and \( N_a \) does not significantly enlarge the ansatz, while making the default value work for more examples. Finally, the ansatz \( R_T \) is obtained by computing a basis of Leinartas functions of the \( K \)-span of the set of rational functions drawing their numerators and denominators from the sets defined above:

\[ R_T(\delta_D, \delta_N) = \mathcal{L}\left( \left\{ \frac{p}{f} \bigg| f \in D(\delta_D), \ p \in N(\delta_N) \cup N_a \cup N_{\text{det}} \right\} \right). \]  
(3.184)

The set \( R_T(\delta_D, \delta_N) \) is finite and contains all elements of \( \mathcal{L}(Q) \) necessary to represent the elements of \( Q \) with denominators from \( D(\delta_D) \) and numerators from \( N(\delta_N) \). Therefore, by increasing the values of \( \delta_D \) and \( \delta_N \), the set \( R_T(\delta_D, \delta_N) \) can be systematically extended to the whole set of \( \mathcal{L}(Q) \), which contains the correct ansatz. While the correct ansatz is necessarily contained in \( \mathcal{L}(Q) \), the choice of the finite subset \( R_T \subset \mathcal{L}(Q) \) presented here is a heuristic procedure. However, the knowledge of upper bounds on \( \delta_D \) and \( \delta_N \) would be enough to turn the algorithm into a computable criterion for the existence of a rational transformation that transforms a given differential equation into a canonical form.

3.4.3 Ansatz for the resulting canonical form

The ansatz for the resulting canonical form in Eq. (3.64) requires the knowledge of a set of polynomials in the invariants that encompasses the set of letters of the resulting canonical form. In this section, these letters will be shown to be a subset of the set \( \mathcal{I}(a) \) of irreducible denominator factors of the original differential equation with trivial dependence on the regulator. This result immediately implies a similar statement for the ansatz in Eq. (3.131) used in the calculation of the remaining transformation in Sec. 3.3.

Consider the transformation law in Eq. (3.2):

\[ \epsilon \, d\hat{A} = T^{-1}(aT - dT). \]  
(3.185)

Since the transformation \( T \) is rational, the derivative does not alter the set of its denominator factors, i.e., \( \mathcal{I}(dT) = \mathcal{I}(T) \). Claim 2 implies \( \mathcal{I}(T) \subseteq \mathcal{I}(a) \) and thus

\[ \mathcal{I}(aT - dT) \subseteq \mathcal{I}(a). \]  
(3.186)

The denominator factors of \( T^{-1} \) can be deduced by writing the inverse as

\[ T^{-1} = \det(T)^{-1}\text{adj}(T). \]  
(3.187)
The cofactors in the adjugate of $T$ are a sum of products of components of $T$, which implies
\[ \mathcal{I}(\text{adj}(T)) \subseteq \mathcal{I}(T) \subseteq \mathcal{I}(a). \] (3.188)

According to Eq. (3.8), the determinant of $T$ can be written in the form
\[ \det(T) = F(\epsilon, \{x_j\}) \prod_{i=1}^{U} f_i(\{x_j\})^{-\lambda_i}, \quad \lambda_i \in \mathbb{Z}, \quad f_i \in \mathcal{I}(a), \] (3.189)
which leads to
\[ \mathcal{I}(\det(T)^{-1}) \subseteq \mathcal{I}(a). \] (3.190)

Thus, the irreducible denominator factors of the right-hand side of Eq. (3.185) have been shown to be a subset of $\mathcal{I}(a)$, hence the same holds for those of the left-hand side:
\[ \mathcal{I}(\hat{dA}) \subseteq \mathcal{I}(a). \] (3.191)

Since $\mathcal{I}(\hat{dA})$ is equal to the set of letters of $\hat{A}$, this allows to restrict the set of polynomials in the ansatz in Eq. (3.64) to the set $\mathcal{I}(a)$.

The ansatz in Eq. (3.131) for the dlog-form achieved by the transformation $t_D$ also requires the choice of a set of letters. The set of letters occurring in this dlog-form and in particular in $\hat{b}'$ cannot be changed by the subsequent transformation $t_\epsilon(\epsilon)$, and therefore $\mathcal{I}(\hat{b}') \subseteq \mathcal{I}(d\hat{A})$ must hold. Applying the above argument to this situation then leads to $\mathcal{I}(\hat{b}') \subseteq \mathcal{I}(a')$. Thus, the letters in the ansatz may safely be restricted to $\mathcal{I}(a')$.

### 3.4.4 Ansatz for off-diagonal blocks

The transformation $t_D$, which transforms the off-diagonal blocks into dlog-form, is determined by Eq. (3.84). A rational solution of this equation for $D$ has been shown to be computable by solving the reformulated Eq. (3.121) for $D$ by making a rational ansatz in Eq. (3.129) in terms of Leinartas functions. The goal of this section is to develop a procedure to construct a set of Leinartas functions $\mathcal{R}_D$ to be used as an ansatz. First, the set of irreducible denominator factors of $D$ will be shown to be a subset of the irreducible denominator factors of $b$. Here and in the following, these factors are assumed not to depend on the regulator unless stated otherwise. The argument proceeds similarly to the one in the proof of claim 2. In this case, it will even be possible to derive upper bounds on the powers of the irreducible denominator factors of $D$. In a second step, these global upper bounds will be refined to upper bounds for the individual components of $D$, which reduces the number of rational functions in the ansatz considerably. Note that the bounds derived for $D$ apply to $\hat{D}$ as well.

The set of possible irreducible denominator factors occurring in a rational solution
3.4 Ansatz in terms of rational functions

\( D \) of

\[ dD - \epsilon(\tilde{c}D - D\tilde{c}) = b - b' \]  \hspace{1cm} (3.192)

can be determined from the denominator factors of \( b \). In order to demonstrate this, assume

\[ D \sim \frac{1}{f_n}, \quad n \geq 1, \]  \hspace{1cm} (3.193)

where the same notation as in Sec. 3.4.2 is used. Then, there exists a lowest order \( s \in \mathbb{Z} \) in the expansion of \( D \) with

\[ D^{(s)} \sim \frac{1}{f^n}, \]  \hspace{1cm} (3.194)

and therefore

\[ D^{(s-1)} \sim \frac{1}{f^k}, \quad k < n. \]  \hspace{1cm} (3.195)

The derivative raises the order of \( f \) by one:

\[ dD^{(s)} \sim \frac{1}{f^{n+1}}. \]  \hspace{1cm} (3.196)

Since \( \tilde{c} \) and \( \tilde{c} \) are in dlog-form and thus at most of order \( 1/f \), it follows

\[ dD^{(s)} - (\tilde{c}D^{(s-1)} - D^{(s-1)}\tilde{c}) \sim \frac{1}{f^{n+1}}, \]  \hspace{1cm} (3.197)

which in turn implies the left-hand side and therefore also the right-hand side of Eq. (3.192) to be of order \( 1/f^{n+1} \):

\[ b - b' \sim \frac{1}{f^{n+1}}. \]  \hspace{1cm} (3.198)

As \( b' \) is in dlog-form and consequently at most of order \( 1/f \), it can be concluded

\[ b \sim \frac{1}{f^{n+1}}. \]  \hspace{1cm} (3.199)

This result allows to extract upper bounds on the order of the irreducible denominator factors of \( D \) from a given \( b \). Let \( \mathcal{I}(b) = \{ f_1, \ldots, f_U \} \) denote the set of irreducible denominator factors of \( b \) and \( \lambda_i \) the order of the denominator factor \( f_i \)

\[ b \sim \frac{1}{f_i^{\lambda_i}}, \quad i = 1, \ldots, U. \]  \hspace{1cm} (3.200)
According to the argument above, the upper bounds $\mu_i$

$$D \sim \frac{1}{f_i^{k_i}}, \quad 0 \leq k_i \leq \mu_i, \quad i = 1, \ldots, U, \quad (3.201)$$

are given by

$$\mu_i = \lambda_i - 1, \quad i = 1, \ldots, U. \quad (3.202)$$

Rather than using these bounds to make an ansatz, it is beneficial to reduce the combinatorics of the ansatz by refining the above bounds. The idea is to infer bounds on the powers of the denominator factors of individual components of the solution $D$ rather than for all components at once. To this end, assume

$$D_{ij} \sim \frac{1}{f^n}, \quad n \geq 1, \quad (3.203)$$

and let $s \in \mathbb{Z}$ denote the lowest order in the expansion of $D_{ij}$ with

$$D_{ij}^{(s)} \sim \frac{1}{f^s}. \quad (3.204)$$

The derivative raises the order by one:

$$dD_{ij}^{(s)} \sim \frac{1}{f^{n+1}}. \quad (3.205)$$

Consider a component of the order $s$ in the expansion of Eq. (3.192)

$$dD_{ij}^{(s)} - (\varepsilon D_{ij}^{(s-1)} - D_{ij}^{(s-1)} \varepsilon)_{ij} = b_{ij}^{(s)} - b_{ij}^{(s)}. \quad (3.206)$$

Since $b'$ is in dlog-form, this term cannot cancel the order $1/f^{n+1}$ of the derivative term. Therefore at least one of the following cases must be true:

**case 1:**

$$b_{ij}^{(s)} \sim \frac{1}{f^k}, \quad k \geq n + 1, \quad (3.207)$$

**case 2:**

$$(\varepsilon D_{ij}^{(s-1)} - D_{ij}^{(s-1)} \varepsilon)_{ij} \sim \frac{1}{f^k}, \quad k \geq n + 1. \quad (3.208)$$

In case 2, there has to be at least one index $\alpha$ with either

$$\varepsilon_{i\alpha} \sim \frac{1}{f^1} \quad \text{and} \quad D_{\alpha j}^{(s-1)} \sim \frac{1}{f^k}, \quad k \geq n$$

\( (3.209) \)
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or
\[ \tilde{c}_{i\alpha} \sim \frac{1}{f^{0}} \quad \text{and} \quad D_{i\alpha j}^{(s-1)} \sim \frac{1}{f^{k}}, \quad k \geq n + 1, \]  
(3.210)
or there exists at least one index \( \beta \) with either

\[ \tilde{c}_{j\beta} \sim \frac{1}{f^{1}} \quad \text{and} \quad D_{i\beta j}^{(s-1)} \sim \frac{1}{f^{k}}, \quad k \geq n \]  
(3.211)
or
\[ \tilde{c}_{j\beta} \sim \frac{1}{f^{0}} \quad \text{and} \quad D_{i\beta j}^{(s-1)} \sim \frac{1}{f^{k}}, \quad k \geq n + 1. \]  
(3.212)

So far, the assumption \( D_{ij}^{(s)} \sim 1/f^n \) has been demonstrated to imply either \( b_{ij}^{(s)} \sim 1/f^k \) for some \( k \geq n + 1 \) (case 1) or that some other component of \( D^{(s-1)} \) is of order \( 1/f^k \) with \( k \geq n \) (case 2). In case 2, the whole argument can be applied again to the respective components of \( D^{(s-1)} \). This can be repeated until either the lowest order in the expansion is reached and therefore case 2 is not possible anymore or at some point only case 1 is possible due to the structure of \( \tilde{e} \) and \( \tilde{c} \). Thus, all possible chains of this argument necessarily end with case 1. Since \( \tilde{e}, \tilde{c} \) and \( b \) are known prior to the computation of \( D \), the chains can be followed backwards in order to derive upper bounds on the powers of the denominator factors of the components of \( D \). The idea is to consider all chains at once and start at the last step by reversing case 1 for all components of \( D \). Using the powers of the denominator factors of \( b \)

\[ b_{ij} \sim \frac{1}{f^{k_{ij}}}, \]  
(3.213)

case 1 is reversed for all components by setting the upper bounds \( \mu_{k,ij} \) of \( D_{ij} \) on \( f_k \)

\[ D_{ij} \sim \frac{1}{f^{p}}, \quad 0 \leq p \leq \mu_{k,ij}, \]  
(3.214)
to

\[ \mu_{k,ij} = \lambda_{k,ij} - 1, \quad \forall k, i, j. \]  
(3.215)

It can then be deduced from \( \tilde{e} \) and \( \tilde{c} \) for each component which other components could have implied the current bounds via case 2. For instance, if there exists an \( \alpha \) with

\[ \tilde{c}_{i\alpha} \sim \frac{1}{f^{1}}, \]  
(3.216)

and the current bound for the order in \( 1/f \) of \( D_{ij} \) is \( n \), case 2 is reversed by setting the bound on the order of \( D_{ij} \) to \( n \) as well unless it is already higher. At each step it is checked for all components \( D_{ij} \), whether there is an \( \tilde{c}_{i\alpha} \) as in Eq. (3.209) or Eq. (3.210) or a \( \tilde{c}_{j\beta} \) as in Eq. (3.211) or Eq. (3.212). If this is the case, the bounds are updated accordingly. This is repeated until the bounds do not change anymore, and therefore
they incorporate all possible cases. Algorithm 2 summarizes the procedure. Since

**Input:** \{\lambda_{k,ij}\}, \tilde{e}, \tilde{c}.

**Output:** Set of upper bounds \mu_{k,ij} with \( D_{ij} \sim 1/f_k \) and \( 0 \leq k \leq \mu_{k,ij} \).

\[ \mu_{k,ij} = \lambda_{k,ij} - 1 \]

repeat

foreach \( k, i, j, \alpha, \beta \) do

if \( \tilde{e}_{i\alpha} \sim \frac{1}{f_0} \) then \( \mu_{k,ij} = \max(\mu_{k,ij}, \mu_{k,\alpha j} - 1) \)

if \( \tilde{e}_{i\alpha} \sim \frac{1}{f_1} \) then \( \mu_{k,ij} = \max(\mu_{k,ij}, \mu_{k,\alpha j}) \)

if \( \tilde{c}_{\beta j} \sim \frac{1}{f_0} \) then \( \mu_{k,ij} = \max(\mu_{k,ij}, \mu_{k,i\beta} - 1) \)

if \( \tilde{c}_{\beta j} \sim \frac{1}{f_1} \) then \( \mu_{k,ij} = \max(\mu_{k,ij}, \mu_{k,i\beta}) \)

end

until bounds \( \mu \) do not change anymore

return \{\mu_{k,ij}\}

**Algorithm 2:** Determination of upper bounds on the powers of the denominator factors of the components of \( D \).

the values of the bounds \( \mu_{k,ij} \) can only increase during each iteration in algorithm 2 and the overall bounds \( \mu_k \) given in Eq. (3.202) are upper bounds on the bounds of the components

\[ \mu_{k,ij} \leq \mu_k, \quad \forall k, i, j, \quad (3.217) \]

it is clear that the algorithm terminates after a finite number of steps. The bounds computed with algorithm 2 hold for \( \hat{D} = \hat{h}kgD \) as well, since \( \hat{h}, k \) and \( g \) do not contain any irreducible factors with trivial dependence on the regulator. To obtain an ansatz for the coefficients of \( \hat{D} \) define

\[ R_{ij}(\delta_N) = \left\{ \frac{p}{f_1^{\nu_1} \cdots f_M^{\nu_M}} \bigg| p \in \mathcal{N}(\delta_N), 0 \leq q_k \leq \mu_{k,ij} \forall k \right\}, \quad (3.218) \]

with

\[ \mathcal{N}(\delta_N) = \left\{ x_1^{\nu_1} \cdots x_M^{\nu_M} \bigg| \nu_1, \ldots, \nu_M \in \mathbb{N}, \sum_{i=1}^{M} \nu_i \leq 3 + \delta_N \right\}. \quad (3.219) \]

The above argument shows that for high enough \( \delta_N \), the coefficients in the expansion of the component \( \hat{D}_{ij} \) are an element of the \( K \)-span of \( R_{ij}(\delta_N) \). For the ansatz, a basis of Leinartas functions of the \( K \)-span of the union of all \( R_{ij}(\delta_N) \) is taken:

\[ R_D(\delta_N) = \mathcal{L}\left( \bigcup_{i,j} R_{ij}(\delta_N) \right). \quad (3.220) \]
It would be more efficient to make a different ansatz for each component of $\hat{D}$ using $\mathcal{L}(\mathcal{R}_{ij}(\delta_N))$. However, this functionality has not been implemented yet.
4 The **CANONICA** package

The algorithm presented in Chapter 3 has been implemented in the **Mathematica** package **CANONICA** [142], which represents the first publicly available program to compute transformations to a canonical form for differential equations depending on multiple variables. This chapter aims to give an overview of the package and its capabilities. The most frequently used functions and data structures of **CANONICA** are introduced in Sec. 4.1 along with simple examples of their usage. A detailed description of all functions and options can be found in the interactive manual notebook of the package. Also note that a quick reference guide in App. C provides details on the installation, the files contained in the package and a short description of all available functions and options. The limitations of the algorithm and its implementation are discussed in Sec. 4.2.

The material presented in this chapter is based on the publication [142], which accompanies the **CANONICA** package.

### 4.1 Usage examples

The most common input required by **CANONICA** is a differential equation of the form in Eq. (2.62), which is determined by the differential form \( a(\epsilon, \{x_j\}) \). A simple example depending on the invariants \( x \) and \( y \) is given by

\[
a(\epsilon, \{x, y\}) = \left( \begin{array}{cc} \frac{-2+\epsilon}{x} & 0 \\ 0 & \frac{-1+\epsilon}{x} \end{array} \right) dx + \left( \begin{array}{cc} 0 & 0 \\ \frac{(-1+\epsilon)x}{(-1+y)y} & \frac{1-\epsilon(1+y)}{(-1+y)y} \end{array} \right) dy.
\]

(4.1)

The differential form \( a(\epsilon, \{x_j\}) \) is represented in **CANONICA** as a list of the matrix-valued coefficients of the differentials of the invariants. For the dimensional regulator \( \epsilon \), the protected symbol \( \text{eps} \) must be used. The above differential equation is assigned to the symbol \( a \) with

\[
a = \{
\{-(2+\text{eps})/x, 0\}, \{0, -(1+\text{eps})/x\}
, \{0, 0\}, \{(1+\text{eps})x/(-1+y)y, (1-\text{eps}(1+y))/(-1+y)y\}\}
\];
Most functions in CANONICA that require a differential equation as input, also require a list of the invariants indicating the order of the corresponding coefficient matrices in the differential equation argument. In the case of the example, this list is given by

\[
\text{invariants} = \{x, y\};
\]

The algorithm to compute a transformation to a canonical form for diagonal blocks as outlined in Sec. 3.2 is implemented in the function TransformDiagonalBlock. For the above example, this function is called as follows:

\[
\text{res} = \text{TransformDiagonalBlock}[a, \text{invariants}]
\]

which returns the output

\[
\begin{align*}
&\left\{ \begin{array}{l}
(1-2\epsilon)/x^2, (1-2\epsilon)/x^2, (1-\epsilon)/x, (1-\epsilon)/(xy) \\
(\epsilon/x), (\epsilon/x)
\end{array} \right.
\right\}, \\
&\left\{ \begin{array}{l}
(-\epsilon/x), 0, 0, (-\epsilon/x) \\
-\epsilon/(-1+y), -\epsilon/(y-y^2), \epsilon/(-1+y), \epsilon/(y-y^2)
\end{array} \right.
\right\}
\]

TransformDiagonalBlock returns a list with two entries. The first entry contains the transformation

\[
T = \begin{pmatrix}
\frac{(1-2\epsilon)}{x} & \frac{(1-2\epsilon)}{xy} \\
\frac{(1-\epsilon)}{x} & \frac{(1-\epsilon)}{xy}
\end{pmatrix},
\]

and the second entry contains the differential equation in canonical form

\[
\epsilon \frac{d\tilde{A}}{dx} = \begin{pmatrix}
-\frac{\epsilon}{x} & 0 \\
0 & -\frac{\epsilon}{x}
\end{pmatrix} dx + \begin{pmatrix}
-\frac{\epsilon}{-1+y} & -\frac{\epsilon}{y-y^2} \\
\frac{\epsilon}{1+y} & \frac{\epsilon}{y-y^2}
\end{pmatrix} dy.
\]

The resulting canonical form is, of course, redundant information since it can be computed by applying the transformation to the original differential equation. However, the resulting differential equation is generated in the course of the computation of the transformation and applying the transformation can be a costly operation in itself for larger differential equations.

The application of a transformation to a differential equation, according to the transformation law Eq. (2.65), is implemented in the function TransformDE, which for some transformation

\[
\text{trafo} = \text{res}[[1]];
\]
is called as

\texttt{TransformDE[a, invariants, trafo]}

and returns the resulting differential equation. In order to apply Eq. (2.65), the inverse of the transformation needs to be computed. With the build-in Mathematica command, this can consume significant computation time for larger matrices. A considerably better performance is achieved in \texttt{TransformDE} by exploiting the block-triangular structure of the transformations.

The function \texttt{TransformDiagonalBlock} is in principle applicable to differential equations comprising several sectors. However, it has been argued in Sec. 3.3 that the performance can be improved significantly by splitting the computation according to the block-triangular structure of the differential equation and performing the computation in a recursion over the sectors of the differential equation. In \texttt{CANONICA}, this recursive approach is implemented in the function \texttt{RecursivelyTransformSectors}. In addition to the two arguments related to the differential equation itself, this function expects an argument that defines the boundaries of the diagonal blocks. The differential equation in the example actually splits into two blocks of dimension one leading to the boundaries

\begin{verbatim}
boundaries = {{1, 1}, {2, 2}};
\end{verbatim}

Each entry of the boundaries list corresponds to one diagonal block, which is specified by the position of its lowest and highest integral. Instead of using \texttt{TransformDiagonalBlock} to transform \texttt{a} into canonical form all at once, the following command

\begin{verbatim}
RecursivelyTransformSectors[a, invariants, boundaries, {1, 2}]
\end{verbatim}

computes the transformation in a recursion over the sectors, as described in Sec. 3.3. The last argument determines the sectors at which the computation starts and ends. The output is of the same format as described above for \texttt{TransformDiagonalBlock}. If some lower sectors have already been transformed into canonical form and the computation should therefore not start at the first sector, the differential equation of the lower sectors in canonical form and the transformation leading to it need to be provided as two additional arguments.

\texttt{CANONICA} also has functionality to extract the boundaries of the diagonal blocks from the differential equation. The function \texttt{SectorBoundariesFromDE} extracts the most fine-grained boundaries compatible with the differential equation. For instance, in the example above

\begin{verbatim}
SectorBoundariesFromDE[a]
\end{verbatim}

returns

\begin{verbatim}
{{1, 1}, {2, 2}}
\end{verbatim}
The boundaries obtained in this way may be too fine for the algorithm to find the solution because the solution space could be over-constrained by splitting the transformation into smaller blocks. It is safer to choose the boundaries according to the sector-ids of the integrals, which in general yields coarser-grained boundaries. For a given list of integrals specified by their propagator powers

```math

masterIntegrals = {Int["T1", {0, 1, 0, 1, 0, 1, 0, 0, 0}],
                  Int["T1", {0, 1, 0, 1, 1, 1, 0, 0, 0}],
                  Int["T1", {0, 0, 1, 1, 1, 1, 0, 0, 0}],
                  Int["T1", {0, 1, 1, 1, 1, 1, 0, 0, 0}],
                  Int["T1", {1, 1, 0, 0, 0, 0, 1, 0, 0}],
                  Int["T1", {1, 1, -1, 0, 0, 0, 1, 0, 0}]};
```

the boundaries for the corresponding differential equation can be computed via

```
SectorBoundariesFromID[masterIntegrals]
```

provided the integrals are ordered with respect to their sector-ids. `SectorBoundariesFromID` then groups integrals with identical sector-ids together in a sector and returns

```
{{1, 1}, {2, 2}, {3, 3}, {4, 4}, {5, 6}}
```

While the main function of `CANONICA` is `RecursivelyTransformSectors`, it is in some cases useful to be able to perform only certain steps of the algorithm. For this reason, there is a hierarchy of functions available in `CANONICA` allowing to break the calculation of the transformation into smaller steps. The hierarchy of these lower-level functions is illustrated in Fig. 4.1. For more information on specific functions see the manual notebook included in the package or App. C.

### 4.2 Tests and limitations

`CANONICA` has been successfully tested on a variety of non-trivial single- and multi-scale problems, some of which are presented in the following Chapter. Additional examples are included in the `CANONICA` package. All tests have been performed with the `Mathematica` versions 10 and 11 on a Linux operating system.

The algorithm is limited to differential equations for which a rational transformation to a canonical form exists. This represents a limitation of the algorithm since it is well known that rational differential equations can require non-rational transformations to attain a canonical form. The following example illustrates this behavior:

```
a(\epsilon, \{x\}) = \left(\frac{1}{2x} + \frac{\epsilon}{x}\right) dx,
```

(4.4)
where the transformation to a canonical form is given by

$$T(\epsilon, \{x\}) = \sqrt{x}.$$  \hfill (4.5)

In such a case it may be possible to render the transformation rational with a change of coordinates. For instance, in the above example, the differential form transforms under the change of variables

$$x = y^2$$  \hfill (4.6)

into

$$a(\epsilon, \{y\}) = \left( \frac{1}{y} + \frac{2\epsilon}{y} \right) dy,$$  \hfill (4.7)

which admits the rational transformation to a canonical form

$$T(\epsilon, \{y\}) = y.$$  \hfill (4.8)

While a change of coordinates can remove non-rational letters in more complicated examples as well \[94, 97, 99, 100\], this has neither been proven to be always possible nor is a general method to construct such coordinate changes known. In fact, the existence of such a procedure appears to be unlikely, given that the number of
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independent roots can largely outgrow the number of variables in a problem \cite{120}. It is therefore desirable to extend the algorithm to transformations with algebraic dependence on the invariants.

A further limitation stems from the heuristic nature of the ansatz used to solve the transformation law. The algorithm is able to compute a rational transformation of a given differential equation into canonical form whenever such a transformation exists, and it is decomposable in terms of the ansatz that is used. However, if no such transformation exists for the given ansatz, the equations in the parameters of the ansatz will not have a solution. In this case, either the ansatz is not general enough, or a rational transformation to a canonical form does not exist at all. A sufficient condition for the latter case is the presence of non-rational factors in the determinant of the transformation, which can be computed via Eq. (3.13). However, if a canonical form does not exist at all or requires a non-rational transformation with rational determinant, CANONICA has no functionality to distinguish these cases from the case where a rational transformation exists but the ansatz that is used is insufficient.

In practice, CANONICA is limited by the size of the available memory, which imposes limits on the size of the systems of linear parameter equations that can be handled. The main factors determining the sizes of these systems of linear equations are the size of the differential equation itself and the size of the ansatz. Thus, the size of the ansatz and thereby the range of feasible problems is typically limited by the available memory. In general, the run time and memory consumption are highly problem dependent, which makes it complicated to specify the scaling behavior of the algorithm. For instance, the most complex example discussed in Chapter 5 has a run time of about 20 minutes and a memory consumption of less than 8 GB. This topology is a two-loop double box topology depending on three dimensionless scales, which contributes to the NNLO QCD corrections to the production of single top-quarks.

More generally, it should be noted that the strategy of using a canonical basis of master integrals is known to be limited, as there exist Feynman integrals which do not admit such a basis. However, typically only a few sectors (cf. e.g., \cite{120,199}) of such integral topologies do not admit a canonical basis, while all lower sectors can still be cast in a canonical form. Thus, CANONICA can still be useful for the treatment of integral topologies not evaluating to Chen iterated integrals.
5 Applications

In this chapter, CANONICA is applied to state-of-the-art multi-loop topologies encountered in phenomenologically relevant calculations. For most of the presented topologies, the transformation and the resulting differential equation are too large to be displayed completely. Therefore, some simpler univariate problems are included as well, for which the resulting differential equations are compact enough to be shown in full detail. In all other cases, only some samples of the result are shown. However, all topologies are included in full detail as examples in the CANONICA package \[142\].

The reduction to master integrals and the corresponding differential equations have for all topologies been computed with Reduze \[128, 129\] and are included in the package as well. The cited run times of the examples are obtained on a single core machine.

5.1 Massless planar double box

\[\begin{align*}
P_1 &= l_1^2, \\
P_2 &= (l_1 - p_3)^2, \\
P_3 &= (l_1 - p_3 - p_4)^2, \\
P_4 &= (l_2 - p_3 - p_4)^2, \\
P_5 &= (l_2 - p_1)^2, \\
P_6 &= l_2^2, \\
P_7 &= (l_1 - l_2)^2, \\
P_8 &= (l_2 - p_3)^2, \\
P_9 &= (l_1 - p_1)^2.
\end{align*}\]  \hspace{9cm} (5.1)

Figure 5.1: Massless planar double box.

The massless planar double box topology in Fig. 5.1 contributes, for instance, to the NNLO QCD corrections to the production of two jets \[207\]. This topology has first been computed in \[180\], and a treatment with the differential equations approach can be found in \[65\]. The topology is given by the following set of inverse propagators and irreducible scalar products:
The momenta \( p_1 \) and \( p_2 \) are incoming, and \( p_3 \) and \( p_4 \) are outgoing with the kinematics given by
\[
p_1 + p_2 = p_3 + p_4, \quad (5.2)
\]
\[
p_1^2 = 0, \quad p_2^2 = 0, \quad p_3^2 = 0, \quad p_4^2 = 0, \quad (5.3)
\]
\[
s = (p_1 + p_2)^2, \quad t = (p_1 - p_3)^2. \quad (5.4)
\]
The topology has a basis of 8 master integrals:
\[
\vec{g}_{DBP}(\epsilon, s, t) = (I_{DBP}(1, 0, 1, 0, 1, 0, 1, 0), I_{DBP}(1, 0, 1, 0, 1, 0, 1, 0), \quad (5.5)
\]
\[
I_{DBP}(1, 1, 0, 1, 0, 1, 0, 0), \quad I_{DBP}(1, 1, 0, 1, 0, 1, 0, 0),
\]
\[
I_{DBP}(1, 1, 1, 1, 1, 1, -1, 0), \quad I_{DBP}(1, 1, 1, 1, 1, 1, 0, 0).
\]
The notation \( x_{124} \) in the topology name refers to the topology with the external momenta \( p_1, p_2 \) and \( p_4 \) cyclically permuted. A vector of dimensionless master integrals is obtained by factoring out the mass-dimension
\[
f_i^{DBP}(\epsilon, x) = (t)^{-\text{dim}(g_i^{DBP})/2} g_i^{DBP}(\epsilon, s, t), \quad (5.6)
\]
with
\[
x = \frac{s}{t}. \quad (5.7)
\]
After loading the CANONICA package with
\[
\text{Get["CANONICA.m"]};
\]
and assigning the differential equation with respect to the master integrals \( \vec{f} \) to the symbol \( a \), the sector boundaries are extracted from the differential equation by calling
\[
\text{boundaries=SectorBoundariesFromDE[a]}
\]
which returns
\[
\{\{1, 1\}, \{2, 2\}, \{3, 3\}, \{4, 4\}, \{5, 5\}, \{6, 6\}, \{7, 8\}\}
\]
Using the extracted boundaries, the recursive strategy presented in Sec. 3.3 can be applied by calling the function \text{RecursivelyTransformSectors} as follows:
\[
\text{RecursivelyTransformSectors[a, \{x\}, boundaries, \{1, 7\}]}
\]
After a run time of about two seconds, this function returns the transformation and the resulting differential equation in canonical form. Below, the transformation is shown by expressing the original basis of master integrals \( \vec{f} \) in terms of the integrals of the canonical basis \( \vec{f}' \):
\[
f_1^{DPB} = f_1^{DBP}, \quad f_2^{DPB} = \left( \frac{2\epsilon(2\epsilon - 1)}{(3\epsilon - 2)(3\epsilon - 1)} \right) f_2^{DBP}, \quad (5.8)
\]
\[ f_{\text{DBP}}^3 = \left( \frac{2\epsilon(2\epsilon - 1)x}{(3\epsilon - 2)(3\epsilon - 1)} \right) f_{\text{DBP}}^1 + \left( \frac{2\epsilon(2\epsilon - 1)x}{(3\epsilon - 2)(3\epsilon - 1)} \right) f_{\text{DBP}}^3, \]
\[ f_{\text{DBP}}^4 = \left( \frac{2 - 4\epsilon}{1 - 3\epsilon} \right) f_{\text{DBP}}^4, \quad f_{\text{DBP}}^5 = \left( \frac{2\epsilon - 1}{\epsilon x} \right) f_{\text{DBP}}^5, \quad f_{\text{DBP}}^6 = \left( \frac{(1 - 2\epsilon)^2}{\epsilon^2(x + 1)} \right) f_{\text{DBP}}^6, \]
\[ f_{\text{DBP}}^7 = \left( \frac{(1 - 2\epsilon)^2}{\epsilon^2 x^2} \right) f_{\text{DBP}}^7, \quad f_{\text{DBP}}^8 = \left( \frac{(1 - 2\epsilon)^2}{\epsilon^2 x^2} \right) f_{\text{DBP}}^8. \]

The resulting canonical form can be written as
\[ dA = \epsilon \left[ \frac{\tilde{A}_1}{x} + \frac{\tilde{A}_2}{1 + x} \right] dx, \]
where the constant matrices \( \tilde{A}_1 \) and \( \tilde{A}_2 \) are given by
\[
\tilde{A}_1 = \begin{pmatrix}
-2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -2 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -2 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 \\
-2 & 2 & -2 & 0 & 0 & -2 & 0 & 0 \\
2 & 0 & 0 & 0 & 0 & 0 & -2 & 0 \\
-10 & 0 & -12 & 6 & 0 & 0 & 2 & -2
\end{pmatrix},
\]
and
\[
\tilde{A}_2 = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 2 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 2 & 0 & 0 \\
11 & 18 & 12 & 15 & 12 & -18 & -1 & 1 \\
22 & 12 & 24 & 6 & 12 & -12 & -2 & 2
\end{pmatrix}.
\]

The alphabet of the canonical form is given by
\[ \mathcal{A} = \{ x, 1 + x \}. \]

In the following applications, the usage of \textsc{canonica} is very similar and will, therefore, be omitted.
5.2 Massless non-planar double box

The massless non-planar double box topology in Fig. 5.2 contributes, for instance, to the NNLO QCD corrections to the production of two jets \[207\]. This topology has first been computed in \[181\], and a treatment using differential equations can be found in \[96\]. The topology is given by the following set of inverse propagators and irreducible scalar products:

\[
\begin{align*}
P_1 &= l_1^2, \\
P_2 &= (l_1 - p_4)^2, \\
P_3 &= (l_2 - p_3)^2, \\
P_4 &= l_2^2, \\
P_5 &= (l_2 - l_1 - p_3)^2, \\
P_6 &= (l_1 + p_3)^2, \\
P_7 &= (l_1 - l_2 + p_3 - p_1)^2, \\
P_8 &= (l_1 + p_2)^2, \\
P_9 &= (l_2 - p_3)^2.
\end{align*}
\]

The momenta \(p_1\) and \(p_2\) are incoming, and \(p_3\) and \(p_4\) are outgoing with the kinematics given by

\[
\begin{align*}
p_1 + p_2 &= p_3 + p_4, \\
p_1^2 &= 0, \\
p_2^2 &= 0, \\
p_3^2 &= 0, \\
p_4^2 &= 0,
\end{align*}
\]

The topology has a basis of 12 master integrals:

\[
g^{DBNP}(\epsilon, s, t) = \left( I^{DBNP}_{x124}(1, 0, 1, 0, 1, 0, 0, 0, 0), I^{DBNP}_{x12}(1, 0, 1, 0, 1, 0, 0, 0, 0), I^{DBNP}_{x123}(1, 1, 1, 1, 0, 0, 0, 0, 0), I^{DBNP}_{x12}(0, 1, 1, 0, 1, 0, 0, 0, 0), I^{DBNP}_{x12}(1, 1, 1, 1, 1, 0, 0, 0, 0), I^{DBNP}_{x12}(0, 1, 1, 1, 1, 1, 0, 0, 0), I^{DBNP}_{x12}(1, 1, 1, 1, 1, 1, 1, -1, 0) \right).
\]

A vector of dimensionless master integrals is obtained by factoring out the mass-dimension

\[
f_i^{DBNP}(\epsilon, x) = (t)^{-\dim(g^{DBNP}_i)/2}g_i^{DBNP}(\epsilon, s, t),
\]

with

\[
x = \frac{s}{t}.
\]
Recursively computing the transformation to a canonical basis with \textit{CANONICA} takes about four seconds. In the following, the original basis of master integrals $\tilde{f}$ is expressed in terms of the canonical basis $\hat{f}$:

$$f_{1}^{\text{DBNP}} = \left( \frac{2\epsilon^3 x}{(2\epsilon - 1)(3\epsilon - 2)(3\epsilon - 1)} \right) f_{1}^{\text{DBNP}'},$$  \hspace{1cm} (5.23)

$$f_{2}^{\text{DBNP}} = \left( \frac{2\epsilon^3}{(2\epsilon - 1)(3\epsilon - 2)(3\epsilon - 1)} \right) f_{2}^{\text{DBNP}'},$$  \hspace{1cm} (5.24)

$$f_{3}^{\text{DBNP}} = \left( \frac{2\epsilon^3(x + 1)}{(2\epsilon - 1)(3\epsilon - 2)(3\epsilon - 1)} \right) f_{3}^{\text{DBNP}'},$$  \hspace{1cm} (5.25)

$$f_{4}^{\text{DBNP}} = \left( \frac{1}{x} \right) f_{4}^{\text{DBNP}'} , \quad f_{5}^{\text{DBNP}} = \left( \frac{1}{x + 1} \right) f_{5}^{\text{DBNP}'} , \quad f_{6}^{\text{DBNP}} = f_{6}^{\text{DBNP}'} ,$$  \hspace{1cm} (5.26)

$$f_{7}^{\text{DBNP}} = \left( \frac{2\epsilon^2}{(2\epsilon - 1)(3\epsilon - 1)} \right) f_{7}^{\text{DBNP}'} , \quad f_{8}^{\text{DBNP}} = \left( \frac{\epsilon}{(2\epsilon - 1)x} \right) f_{8}^{\text{DBNP}'} ,$$  \hspace{1cm} (5.27)

$$f_{9}^{\text{DBNP}} = \left( \frac{\epsilon}{(2\epsilon - 1)x} \right) f_{9}^{\text{DBNP}'} , \quad f_{10}^{\text{DBNP}} = \left( \frac{1}{x^2} \right) f_{10}^{\text{DBNP}'} ,$$  \hspace{1cm} (5.28)

$$f_{11}^{\text{DBNP}} = \left( \frac{6(\epsilon(x^2 + 14x + 12) + 3(x + 1))}{4(\epsilon + 1)x^2(x + 1)} \right) f_{1}^{\text{DBNP}'} + \left( \frac{6\epsilon(5x + 6) + x + 1}{4(\epsilon + 1)x^2(x + 1)} \right) f_{2}^{\text{DBNP}'}$$

$$\quad + \left( \frac{\epsilon(x + 6) + 1}{4(\epsilon + 1)x^2} \right) f_{3}^{\text{DBNP}'} + \left( \frac{6\epsilon(14x + 3) + 9x + 6}{(4\epsilon + 1)x^2(x + 1)} \right) f_{4}^{\text{DBNP}'}$$

$$\quad + \left( \frac{6\epsilon(5x + 6) + x + 1}{4(\epsilon + 1)x^2(x + 1)} \right) f_{5}^{\text{DBNP}'} + \left( \frac{2}{x^2} \right) f_{6}^{\text{DBNP}'} + \left( \frac{1}{x^2} \right) f_{11}^{\text{DBNP}'} ,$$  \hspace{1cm} (5.29)

$$f_{12}^{\text{DBNP}} = \left( \frac{3(24\epsilon(2x + 1) + 11x + 6)}{(4\epsilon + 1)x^2(x + 1)} \right) f_{1}^{\text{DBNP}'} + \left( \frac{-3(4\epsilon(x - 3) + x - 2)}{(4\epsilon + 1)x^2(x + 1)} \right) f_{2}^{\text{DBNP}'}$$

$$\quad + \left( \frac{12\epsilon(4x + 3) + 9x + 6}{(4\epsilon + 1)x^2(x + 1)} \right) f_{3}^{\text{DBNP}'} + \left( \frac{-12\epsilon}{(4\epsilon + 1)x(x + 1)} \right) f_{4}^{\text{DBNP}'}$$

$$\quad + \left( \frac{-3(4\epsilon(4x + 3) + 3x + 2)}{(4\epsilon + 1)x^2(x + 1)} \right) f_{5}^{\text{DBNP}'} + \left( \frac{3(4\epsilon(x - 3) + x - 2)}{(4\epsilon + 1)x^2(x + 1)} \right) f_{6}^{\text{DBNP}'}$$

$$\quad + \left( \frac{-1}{x^2} \right) f_{10}^{\text{DBNP}'} + \left( \frac{-1}{x^2} \right) f_{11}^{\text{DBNP}'} + \left( \frac{-1}{x(x + 1)} \right) f_{12}^{\text{DBNP}'} .$$  \hspace{1cm} (5.30)

The resulting canonical form can be written as

$$dA = \epsilon \left[ \frac{\tilde{A}_1}{x} + \frac{\tilde{A}_2}{1 + x} \right] dx ,$$  \hspace{1cm} (5.31)
where the constant matrices $\tilde{A}_1$ and $\tilde{A}_2$ are given by

\[
\tilde{A}_1 = \begin{pmatrix}
-2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-2 & 2 & 0 & 0 & -2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
2 & 0 & 2 & 0 & 0 & -2 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -2 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 12 & 6 & 6 & 0 & 1 & 0
\end{pmatrix}
\] (5.32)

and

\[
\tilde{A}_2 = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -2 & -2 & -2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-2 & 0 & -2 & 0 & 0 & -2 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 2 & 0 & 0 & 0 & 0 & 2 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 2 & 0 & 0 & 0 & -2 & 0 & -2 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-36 & 0 & 0 & -12 & 0 & 0 & 0 & 0 & 0 & 2 & 1 & 2 \\
0 & -12 & -12 & 6 & -12 & -12 & -6 & 0 & -6 & 0 & 0 & -2
\end{pmatrix}
\] (5.33)

The alphabet of the resulting canonical form is given by

\[
\mathcal{A} = \{x, 1 + x\}.
\] (5.34)
5.3 K4 integral

The K4 integral topology in Fig. 5.3 contributes, for instance, to the NNNLO QCD corrections to the production of two jets, which have yet to be calculated. This integral topology was first evaluated with the differential equations method in [95]. The topology is given by the following set of inverse propagators and irreducible scalar products:

\[
P_1 = (l_1 + l_3)^2, \quad P_6 = (l_1 + l_2 + l_3 + p_3)^2, \quad P_{11} = (l_1 + l_2)^2, \\
P_2 = (l_1 + l_2 + p_1 + p_2)^2, \quad P_7 = l_1^2, \quad P_{12} = (l_3 + p_1)^2, \\
P_3 = l_2^2, \quad P_8 = (l_1 + p_1 + p_2)^2, \quad P_{13} = (l_2 + p_1)^2, \\
P_4 = l_2^2, \quad P_9 = (l_1 + l_2 + l_3)^2, \quad P_{14} = (l_1 - p_3)^2, \\
P_5 = (l_1 + p_1)^2, \quad P_{10} = (l_1 + l_2 + l_3 + p_1 + p_2)^2, \quad P_{15} = (l_3 - p_3)^2.
\]

The momenta \( p_1 \) and \( p_2 \) are incoming, and \( p_3 \) and \( p_4 \) are outgoing with the kinematics given by

\[
p_1 + p_2 = p_3 + p_4, \quad p_1^2 = 0, \quad p_2^2 = 0, \quad p_3^2 = 0, \quad p_4^2 = 0, \quad s = (p_1 + p_2)^2, \quad t = (p_1 - p_3)^2.
\]

The topology has a basis of 10 master integrals:

\[
\hat{g}^{K4}(\epsilon, s, t) = \left( I_{K41234}(1, 1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0), \\
I_{K41234}(1, 1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0), \\
I_{K4}(1, 1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0), \\
I_{K4}(1, 1, 1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0), \\
I_{K4}(1, 1, 1, 1, 1, 1, 0, 0, 0, 0, 0, 0, 0), \\
I_{K4}(1, 1, 1, 1, 1, 1, 1, 0, 0, 0, 0, 0, 0, 0), \\
I_{K4}(1, 1, 1, 1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0), \\
I_{K4}(1, 1, 1, 1, 1, 1, 1, 1, 0, 0, 0, 0, 0, 0, 0),\right) \tag{5.39}
\]
5 Applications

A vector of dimensionless master integrals is obtained by factoring out the mass-dimension
\[ f^K_7(\epsilon, x) = (t)^{-\text{dim}(g^K_7)/2} g^K_7(\epsilon, s, t), \]  
with
\[ x = \frac{s}{t}. \]  

CANONICA computes the transformation to a canonical basis in about 10 minutes. For brevity, only a sample of the transformation is shown in the following:

\[ f^K_6 = \left( \frac{(2\epsilon - 1)(4\epsilon - 1)(36\epsilon^3 - 63\epsilon^2 + 35\epsilon - 6)}{9\epsilon^4x} \right) f^K_6, \]  

\[ f^K_7 = \left( \frac{(3\epsilon - 2)(3\epsilon - 1)(4\epsilon - 3)(2\epsilon^3(9x + 47) + 5\epsilon^2(x - 9) + \epsilon(5 - 6x + x))}{4\epsilon^3(2\epsilon - 1)(5\epsilon - 2)(5\epsilon - 1)} \right) f^K_7 \]
\[ + \left( \frac{(3\epsilon - 2)(3\epsilon - 1)(4\epsilon - 3)(6^3)(76x + 94) - 5\epsilon^2(10x + 9) + \epsilon(11x + 5) - x)}{4\epsilon^3(2\epsilon - 1)^2(5\epsilon - 2)(5\epsilon - 1)} \right) f^K_7 \]
\[ + \left( \frac{(3\epsilon - 2)(4\epsilon - 3)(148\epsilon^6 - 184\epsilon^4 + 128\epsilon^3 - 55\epsilon^2 + 12\epsilon - 1)}{4\epsilon^3(2\epsilon - 1)^2(5\epsilon - 2)(5\epsilon - 1)} \right) f^K_7 \]
\[ + \left( \frac{2(36\epsilon^3 - 63\epsilon^2 + 35\epsilon - 6)(x(x + 1) - \epsilon(4\epsilon^2 + 7x + 2))}{9\epsilon(2\epsilon - 1)(5\epsilon - 2)(5\epsilon - 1)} \right) f^K_7 \]
\[ + \left( \frac{2(36\epsilon^3 - 63\epsilon^2 + 35\epsilon - 6)(\epsilon(\epsilon^2 + 3x - 2) - x)}{9\epsilon(2\epsilon - 1)(5\epsilon - 2)(5\epsilon - 1)(x + 1)} \right) f^K_7 \]
\[ + \left( \frac{2(36\epsilon^3 - 63\epsilon^2 + 35\epsilon - 6)(\epsilon(\epsilon^2 + 8x + 8) - 2x + 1)}{9\epsilon(2\epsilon - 1)(5\epsilon - 2)(5\epsilon - 1)} \right) f^K_7 \]
\[ + \left( \frac{2(36\epsilon^3 - 63\epsilon^2 + 35\epsilon - 6)(2\epsilon^2(x + 9) - 9\epsilon + 1)}{9\epsilon^2(2\epsilon - 1)(5\epsilon - 2)(5\epsilon - 1)\epsilon} \right) f^K_7 \]
\[ + \left( \frac{4(36\epsilon^3 - 63\epsilon^2 + 35\epsilon - 6)(\epsilon^2 + x + 2)}{9(2\epsilon - 1)(5\epsilon - 2)(5\epsilon - 1)} \right) f^K_7 \]
\[ + \left( \frac{-2(7\epsilon - 1)(36\epsilon^3 - 63\epsilon^2 + 35\epsilon - 6)}{9\epsilon^2(5\epsilon - 2)(5\epsilon - 1)} \right) f^K_7 \]
\[ + \left( \frac{2(36\epsilon^3 - 63\epsilon^2 + 35\epsilon - 6)(2\epsilon^3(79x - 30) - 112\epsilon^2x + 7\epsilon x + x)}{9\epsilon^3(2\epsilon - 1)(5\epsilon - 2)(5\epsilon - 1)} \right) f^K_7. \]
$$f_{10}^{K4} = \left( -\frac{(2\epsilon - 1)(3\epsilon - 2)(3\epsilon - 1)(4\epsilon - 3)}{2\epsilon^3(5\epsilon - 1)} \right) f_{1}^{K4} + \left( -\frac{(2\epsilon - 1)(3\epsilon - 2)(3\epsilon - 1)(4\epsilon - 3)}{2\epsilon^3(5\epsilon - 1)} \right) f_{2}^{K4} + \left( -\frac{(2\epsilon - 1)(3\epsilon - 2)(3\epsilon - 1)(4\epsilon - 3)}{2\epsilon^3(5\epsilon - 1)} \right) f_{3}^{K4} + \left( -\frac{(2\epsilon - 1)(3\epsilon - 2)(3\epsilon - 1)(4\epsilon - 3)}{2\epsilon^3(5\epsilon - 1)} \right) f_{4}^{K4} + \left( -\frac{(2\epsilon - 1)(3\epsilon - 2)(3\epsilon - 1)(4\epsilon - 3)}{2\epsilon^3(5\epsilon - 1)} \right) f_{5}^{K4} + \left( -\frac{(2\epsilon - 1)(3\epsilon - 2)(3\epsilon - 1)(4\epsilon - 3)}{2\epsilon^3(5\epsilon - 1)} \right) f_{6}^{K4} + \left( -\frac{(2\epsilon - 1)(3\epsilon - 2)(3\epsilon - 1)(4\epsilon - 3)}{2\epsilon^3(5\epsilon - 1)} \right) f_{7}^{K4} + \left( -\frac{(2\epsilon - 1)(3\epsilon - 2)(3\epsilon - 1)(4\epsilon - 3)}{2\epsilon^3(5\epsilon - 1)} \right) f_{8}^{K4} + \left( -\frac{(2\epsilon - 1)(3\epsilon - 2)(3\epsilon - 1)(4\epsilon - 3)}{2\epsilon^3(5\epsilon - 1)} \right) f_{9}^{K4} + \left( -\frac{(2\epsilon - 1)(3\epsilon - 2)(3\epsilon - 1)(4\epsilon - 3)}{2\epsilon^3(5\epsilon - 1)} \right) f_{10}^{K4}.$$  

The resulting canonical form can be written as

$$dA = \epsilon \left[ \frac{\tilde{A}_1}{x} + \frac{\tilde{A}_2}{1 + x} \right] dx,$$

where the constant matrices $\tilde{A}_1$ and $\tilde{A}_2$ are given by

$$\tilde{A}_1 = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -2 & 1 & 1 & -2 & -2 & 4 & 30 \\
0 & 0 & 0 & 1 & -2 & -1 & 2 & -2 & -4 & -90 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 0 & -16 & -5 & 30 & 390 \\
0 & 0 & -27 & 0 & 0 & 1 & -16 & 0 & 32 & 496 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & -2 & -31 & \\
\end{pmatrix},$$

and

$$\tilde{A}_2 = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -2 & -1 & -1 & 2 & 2 & -4 & -30 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
-27 & -27 & 0 & -1 & -1 & -2 & 2 & 2 & 0 & 30 \\
27 & 27 & 27 & 1 & -1 & -1 & 2 & 0 & -7 & -104 \\
-54 & 180 & 0 & 0 & -1 & 0 & 16 & 16 & -16 & 16 \\
-351 & 189 & 27 & 1 & 0 & -1 & 16 & 14 & -21 & -90 \\
-27 & -27 & -27 & 0 & 0 & 0 & -1 & -1 & 1 & -1 \\
\end{pmatrix}.\)
5 Applications

5.4 Triple box

The triple box topology in Fig. 5.4 contributes, for instance, to the NNNLO QCD corrections to the production of two jets. Analytical results for the triple box integral have first been obtained in [208] and more recently in [93] by using differential equations. The topology is given by the following set of inverse propagators and irreducible scalar products:

\begin{align}
P_1 &= l_1^2, & P_6 &= (l_3 + p_1 + p_2)^2, & P_{11} &= (l_1 + p_3)^2, \\
P_2 &= (l_1 + p_1 + p_2)^2, & P_7 &= (l_1 + p_1)^2, & P_{12} &= (l_2 + p_1)^2, \\
P_3 &= l_2^2, & P_8 &= (l_1 - l_2)^2, & P_{13} &= (l_2 + p_3)^2, \\
P_4 &= (l_2 + p_1 + p_2)^2, & P_9 &= (l_2 - l_3)^2, & P_{14} &= (l_3 + p_1)^2, \\
P_5 &= l_3^2, & P_{10} &= (l_3 + p_3)^2, & P_{15} &= (l_1 - l_3)^2. \\
\end{align} (5.49)

The momenta \( p_1 \) and \( p_2 \) are incoming, and \( p_3 \) and \( p_4 \) are outgoing with the kinematics given by

\begin{align}
p_1 + p_2 &= p_3 + p_4, & \quad (5.50) \\
p_1^2 &= 0, & p_2^2 &= 0, & p_3^2 &= 0, & p_4^2 &= 0, & \quad (5.51) \\
s &= (p_1 + p_2)^2, & t &= (p_1 - p_3)^2. & \quad (5.52)
\end{align}
The topology has a basis of 26 master integrals:

\[ g^{TB}(\epsilon, s, t) = I_{TB}(1,1,1,1,0,0,0,0,0,0,0,0,0), \]
\[ I_{TB}(0,0,1,1,1,1,0,0,0,0,0,0,0), \]
\[ I_{TB}(0,1,0,0,1,0,0,1,1,0,0,0,0,0), \]
\[ I_{TB}(1,1,0,0,1,1,0,1,1,0,0,0,0,0), \]
\[ I_{TB}(0,0,0,0,1,1,1,1,1,0,0,0,0,0), \]
\[ I_{TB}(1,1,0,0,0,0,1,1,1,1,0,0,0,0,0), \]
\[ I_{TB}(-1,0,1,1,0,1,1,1,1,0,0,0,0,0), \]
\[ I_{TB}(1,1,1,1,1,1,1,1,1,0,0,0,0,0,0), \]
\[ I_{TB}(1,0,0,0,1,1,1,1,1,1,0,0,0,0,0), \]
\[ I_{TB}(1,1,0,1,1,1,1,1,1,1,0,0,0,0,0), \]
\[ I_{TB}(1,1,1,1,1,1,1,1,1,1,0,0,0,0,0), \]
\[ I_{TB}(1,1,1,1,1,1,1,1,1,1,0,0,0,0,0), \]
\[ I_{TB}(1,1,1,1,1,1,1,1,1,1,0,0,0,0,0). \]

(5.53)

A vector of dimensionless master integrals is obtained by factoring out the mass-dimension

\[ f_i^{TB}(\epsilon, x) = (t)^{-\dim(g_i^{TB})/2}g_i^{TB}(\epsilon, s, t), \]

with

\[ x = \frac{s}{t}. \]

(5.54)

(5.55)

The transformation to a canonical basis of which a sample is shown below is computed with CANONICA in about two minutes.

\[ f_T^{TB} = \left( \frac{15\epsilon^3}{4(2\epsilon - 1)^2(3\epsilon - 1)^2(4\epsilon - 1)} \right) f_1^{TB} + \left( \frac{15\epsilon^3}{4(2\epsilon - 1)^2(3\epsilon - 1)^2(4\epsilon - 1)} \right) f_2^{TB} \]
\[ + \left( \frac{75\epsilon^3}{8(2\epsilon - 1)^2(3\epsilon - 1)^2(4\epsilon - 1)} \right) f_3^{TB} + \left( \frac{15\epsilon^3}{8(2\epsilon - 1)^2(3\epsilon - 1)^2(4\epsilon - 1)} \right) f_4^{TB} \]
\[ + \left( \frac{315\epsilon^3}{8(2\epsilon - 1)^2(3\epsilon - 1)^2} \right) f_5^{TB} + \left( \frac{45\epsilon^3}{8(2\epsilon - 1)^2(3\epsilon - 1)} \right) f_6^{TB}. \]

(5.56)
The alphabet of the resulting canonical form is given by
\[ A = \{ x, 1 + x \}. \] (5.59)

For brevity, the resulting canonical form is not presented here but is given in the CANONICA package.

### 5.5 Drell–Yan with one internal mass

![Figure 5.5: Drell–Yan with one massive propagator indicated by the double line.](image-url)
The Drell–Yan topology in Fig. 5.5 contributes to the mixed electroweak and QCD corrections to the Drell–Yan process. This topology has been calculated with the differential equations approach in [117]. The topology is given by the following set of inverse propagators and irreducible scalar products:

\[
P_1 = l_1^2, \quad P_4 = (l_2 - p_3 - p_4)^2, \quad P_7 = (l_1 - l_2)^2, \\
P_2 = (l_1 - p_3)^2, \quad P_5 = (l_2 - p_1)^2, \quad P_8 = (l_2 - p_3)^2, \\
P_3 = (l_1 - p_3 - p_4)^2 - m^2, \quad P_6 = l_2^2, \quad P_9 = (l_1 - p_1)^2.
\] (5.60)

The momenta \(p_1\) and \(p_2\) are incoming, and \(p_3\) and \(p_4\) are outgoing with the kinematics given by

\[
p_1 + p_2 = p_3 + p_4, \\
p_1^2 = 0, \quad p_2^2 = 0, \quad p_3^2 = 0, \quad p_4^2 = 0, \\
s = (p_1 + p_2)^2, \quad t = (p_1 - p_3)^2.
\] (5.61) (5.62) (5.63)

The topology has a basis of 25 master integrals:

\[
g_{\text{DYOM}}(\epsilon, s, t, m) = (I_{\text{DYOM}}(0,0,1,1,0,1,0,0,0), I_{\text{DYOM}}(0,1,1,0,1,0,0,0,0), I_{\text{DYOM}}(1,0,1,1,0,0,1,0,0), I_{\text{DYOM}}(1,0,1,1,0,0,1,0,0), I_{\text{DYOM}}(0,1,0,1,0,1,0,0,0), I_{\text{DYOM}}(1,0,0,0,1,0,0,1,0,0), I_{\text{DYOM}}(1,1,1,0,0,1,0,0,0), I_{\text{DYOM}}(1,0,1,0,0,1,1,1,0,0), I_{\text{DYOM}}(0,1,0,0,1,0,0,1,0,0), I_{\text{DYOM}}(0,1,0,0,0,1,1,1,0,0), I_{\text{DYOM}}(1,1,1,0,0,1,1,1,0,0), I_{\text{DYOM}}(1,0,1,0,0,1,1,1,0,0), I_{\text{DYOM}}(1,1,0,0,1,0,1,1,1,0,0)).
\] (5.64)

A vector of dimensionless master integrals is obtained by factoring out the mass-dimension

\[
f_i^{\text{DYOM}}(\epsilon, x, y) = (m)^{-\dim(g_i^{\text{DYOM}})} g_i^{\text{DYOM}}(\epsilon, s, t, m),
\] (5.65)

with

\[
x = \frac{s}{m^2}, \quad y = \frac{t}{m^2}.
\] (5.66)

The transformation to a canonical basis of which a sample is shown in the following is computed with CANONICA in about one minute.
\begin{equation}
    f_{15}^{\text{DYOM}} = \left(-\frac{15\epsilon^3 (x^2 - 1)}{2(2\epsilon - 1)(3\epsilon - 2)(3\epsilon - 1)x}\right) f_{14}^{\text{DYOM}} \\
    + \left(-\frac{45\epsilon^2 (\epsilon (3x^2 - 7x - 4) + 2x)}{4(2\epsilon - 1)(3\epsilon - 2)(3\epsilon - 1)x}\right) f_{15}^{\text{DYOM}},
\end{equation}

\begin{equation}
    f_{18}^{\text{DYOM}} = \left(-\frac{9}{16x}\right) f_{1}^{\text{DYOM}} + \left(-\frac{63\epsilon^5 - 99\epsilon^4 - 25\epsilon^3 + 85\epsilon^2 - 44\epsilon + 8}{8(\epsilon - 1)(2\epsilon - 1)(3\epsilon - 1)x}\right) f_{5}^{\text{DYOM}} \\
    + \left(\frac{45}{8x}\right) f_{15}^{\text{DYOM}} + \left(\frac{45}{16x}\right) f_{16}^{\text{DYOM}} + \left(\frac{3}{2x}\right) f_{18}^{\text{DYOM}},
\end{equation}

\begin{equation}
    f_{23}^{\text{DYOM}} = \left(\frac{3}{2xy}\right) f_{3}^{\text{DYOM}} + \left(-\frac{189\epsilon^4 - 477\epsilon^3 + 519\epsilon^2 - 289\epsilon + 62}{8(\epsilon - 1)(2\epsilon - 1)(3\epsilon - 1)xy}\right) f_{5}^{\text{DYOM}} \\
    + \left(\frac{3}{2xy}\right) f_{8}^{\text{DYOM}} + \left(\frac{3}{2xy}\right) f_{12}^{\text{DYOM}} + \left(\frac{135}{8xy}\right) f_{15}^{\text{DYOM}} \\
    + \left(-\frac{3}{2xy}\right) f_{18}^{\text{DYOM}} + \left(-\frac{3}{xy}\right) f_{21}^{\text{DYOM}} + \left(-\frac{1}{xy}\right) f_{23}^{\text{DYOM}}.
\end{equation}

The alphabet of the resulting canonical form is given by

\[ \mathcal{A} = \{-1 + x, x, y, 1 + y, x + y, xy - x - y\}. \]

For brevity, the resulting canonical form is not presented here but is given in the \textsc{Canonica} package.

### 5.6 Vector boson pair production

![Figure 5.6: Vector boson pair production topology 1.](image)
5.6 Vector boson pair production

The topologies in Figs. 5.6 and 5.7 occur in the computation of the NNLO QCD corrections to the production of two massive vector bosons \[ [70, 71, 79] \]. These topologies have been considered in \[ [97, 99, 100, 108, 209, 210] \] with the differential equations approach and are given by the following sets of inverse propagators and irreducible scalar products:

**Topology 1:**
\[
\begin{align*}
P_1 &= l_1^2, & P_1 &= (l_2 - p_3 - p_4)^2, & P_7 &= (l_2 - p_1)^2, \\
P_2 &= (l_1 - p_3 - p_4)^2, & P_5 &= (l_1 - p_3)^2, & P_8 &= (l_2 - p_3)^2, \\
P_3 &= l_2^2, & P_6 &= (l_1 - l_2)^2, & P_9 &= (l_1 - p_1)^2. \\
\end{align*}
\]

**Topology 2:**
\[
\begin{align*}
P_1 &= l_1^2, & P_4 &= (l_2 + p_1 - p_3)^2, & P_7 &= (l_2 + p_4)^2, \\
P_2 &= (l_1 + p_1 - p_3)^2, & P_5 &= (l_1 - p_3)^2, & P_8 &= (l_2 - p_3)^2, \\
P_3 &= l_2^2, & P_6 &= (l_1 - l_2)^2, & P_9 &= (l_1 + p_4)^2. \\
\end{align*}
\]

The momenta \( p_1 \) and \( p_2 \) are incoming, and \( p_3 \) and \( p_4 \) are outgoing, and the kinematics of both topologies are given by
\[
\begin{align*}
p_1 + p_2 &= p_3 + p_4, \\
p_1^2 &= 0, & p_2^2 &= 0, & p_3^2 &= m_3^2, & p_4^2 &= m_4^2, \\
s &= (p_1 + p_2)^2, & t &= (p_1 - p_3)^2.
\end{align*}
\]
5 Applications

Topology 1 has a basis of 31 master integrals:

\[
\hat{g}^{VV1}(\epsilon, s, t, m_3, m_4) = \left( I_{VV1}(1, 1, 1, 1, 1, 0, 0, 0, 0, 0) , \ I_{VV1}(1, 0, 1, 1, 1, 0, 0, 0, 0, 0) , \ I_{VV1}(1, 1, 1, 1, 1, 0, 0, 0, 0, 0) , \ I_{VV1}(1, 0, 0, 1, 1, 1, 0, 0, 0, 0) , \ I_{VV1}(0, 0, 1, 1, 1, 1, 0, 0, 0, 0) , \ I_{VV1}(0, 1, 0, 1, 1, 1, 0, 0, 0, 0) , \ I_{VV1}(0, 1, 1, 1, 1, 1, 0, 0, 0, 0) , \ I_{VV1}(0, 1, 1, 1, 1, 1, 1, 0, 0, 0) \right) .
\]

(5.76)

Topology 2 has a basis of 29 master integrals:

\[
\hat{g}^{VV2}(\epsilon, s, t, m_3, m_4) = \left( \ I_{VV2}(1, 1, 1, 1, 1, 1, 0, 0, 0, 0, 0) , \ I_{VV2}(1, 0, 1, 1, 1, 1, 0, 0, 0, 0, 0) , \ I_{VV2}(0, 1, 0, 1, 1, 1, 0, 0, 0, 0, 0) , \ I_{VV2}(1, 1, 1, 0, 1, 1, 0, 0, 0, 0, 0) , \ I_{VV2}(1, 0, 0, 1, 1, 1, 0, 0, 0, 0, 0) , \ I_{VV2}(0, 1, 1, 0, 1, 1, 0, 0, 0, 0, 0) , \ I_{VV2}(1, 1, 0, 1, 1, 1, 0, 0, 0, 0, 0) , \ I_{VV2}(1, 0, 0, 1, 1, 1, 1, 0, 0, 0, 0) \right) .
\]

(5.77)

A vector of dimensionless master integrals is obtained by factoring out the mass-dimension

\[
f_{i}^{VV1}(\epsilon, x, y, z) = (m_3)^{-\dim(g_i^{VV1})} g_{i}^{VV1}(\epsilon, s, t, m_3, m_4), \quad (5.78)
\]

\[
f_{i}^{VV2}(\epsilon, x, y, z) = (m_3)^{-\dim(g_i^{VV2})} g_{i}^{VV2}(\epsilon, s, t, m_3, m_4), \quad (5.79)
\]
where the set of dimensionless parameters is taken to be the same as in [97]:

\[
(1 + x)(1 + xy) = \frac{s}{m_3^2}, \quad -xz = \frac{t}{m_3^2}, \quad x^2y = \frac{m_4^2}{m_3^2}.
\]

(5.80)

The calculation of the transformation to a canonical basis with CANONICA takes about 8 minutes for topology 1 and about 15 minutes for topology 2. Samples of the transformations are presented in the following:

**Topology 1:**

\[
f_{8}^{VV1} = \left( \frac{2e^2(x + 1)}{2\varepsilon - 1)(3\varepsilon - 1)x(y - 1)} \right) f_{5}^{VV1} + \left( -\frac{2e^2(xy + 1)}{(2\varepsilon - 1)(3\varepsilon - 1)x(y - 1)} \right) f_{6}^{VV1},
\]

(5.81)

\[
f_{10}^{VV1} = \frac{2e^2 \varepsilon (5x^2y + 3x(y + 1) - x(2xy + y + 1))}{(2\varepsilon - 1)(3\varepsilon - 1)(3\varepsilon - 1)} f_{5}^{VV1} + \left( -\frac{2e^2x(xy + y + 1)}{(2\varepsilon - 1)(3\varepsilon - 1)} \right) f_{10}^{VV1}
\]

(5.82)

\[
f_{31}^{VV1} = \frac{17}{x(x + 1)^2z(xy + 1)^2} f_{4}^{VV1} + \frac{24}{x(x + 1)^2z(xy + 1)^2} f_{5}^{VV1}
\]

(5.83)
Topology 2:

\[
\begin{align*}
\mathcal{P}_{16}^{VV2} &= \left(\frac{2\epsilon^2}{(2\epsilon - 1)(3\epsilon - 1)}\right) \mathcal{P}_{14}^{VV2} + \left(\frac{2\epsilon^2}{(2\epsilon - 1)(3\epsilon - 1)}\right) \mathcal{P}_{15}^{VV2} \\
&\quad + \left(\frac{\epsilon(\epsilon x y + \epsilon)}{2(2\epsilon - 1)(3\epsilon - 1)(y - 1)}\right) \mathcal{P}_{16}^{VV2}, \\
\mathcal{P}_{18}^{VV2} &= \left(\frac{\epsilon^2(\epsilon (x^2 y (2y - 1) - xy - 2) - x^2 y^2 + 1)}{(2\epsilon - 1)(3\epsilon - 2)(3\epsilon - 1)x(y - 1)}\right) \mathcal{P}_{14}^{VV2} \\
&\quad + \left(\frac{2\epsilon^2 (x + 1)(\epsilon (x(y - 2) + 2) + x - 1)}{(2\epsilon - 1)(3\epsilon - 2)(3\epsilon - 1)x(y - 1)}\right) \mathcal{P}_{18}^{VV2} \\
&\quad + \left(\frac{-2\epsilon^2(\epsilon(2x(y + 1) + 1) - x(y + 1))}{(2\epsilon - 1)(3\epsilon - 2)(3\epsilon - 1)}\right) \mathcal{P}_{19}^{VV2}, \\
\mathcal{P}_{28}^{VV2} &= \left(\frac{y(z - 2) + z}{x z (x y + z)(x y z - x y + x z + z)}\right) \mathcal{P}_{23}^{VV2} + \left(\frac{1}{x^2 z(x y + z)}\right) \mathcal{P}_{28}^{VV2}.
\end{align*}
\]

The resulting canonical forms, which are omitted here for brevity, exhibit the alphabets

\[
\begin{align*}
\mathcal{A}_{VV1} &= \{x, 1 + x, 1 - y, y, 1 + x y, 1 + x (1 + y - z), 1 - z, \\
&\quad 1 + (1 + x)y - z, z, z - y, z + x y, 1 + x z\}, \\
\mathcal{A}_{VV2} &= \{x, 1 + x, 1 - y, y, 1 + x y, 1 + x (1 + y - z), 1 - z, \\
&\quad 1 + (1 + x)y - z, z, z - y, z + x y, 1 + x z, \\
&\quad z - y + y z + x y z, z - x y + x z + x y z\}.
\end{align*}
\]

5.7 Single top-quark production

Figure 5.8: Single top-quark production topology 1.
5.7 Single top-quark production

The integral topologies in Figs. 5.8 and 5.9 are necessary to include certain color-suppressed contributions in the NNLO QCD corrections to single top-quark production [211], which have been neglected in other calculations [69, 212]. These integrals have not been considered before and therefore represent a new result. The topologies are given by the following sets of inverse propagators and irreducible scalar products:

**Topology 1:**

\[
\begin{align*}
P_1 &= l_2^2, & P_4 &= (l_2 + p_2)^2, & P_7 &= (l_1 + l_2 - p_1 + p_3)^2, \\
P_2 &= l_1^2 - m_W^2, & P_5 &= (l_1 - p_4)^2, & P_8 &= (l_1 - p_2)^2, \\
P_3 &= (l_1 + p_3)^2, & P_6 &= (l_2 - p_1)^2, & P_9 &= (l_2 + p_3 + p_1)^2.
\end{align*}
\] (5.89)

**Topology 2:**

\[
\begin{align*}
P_1 &= l_2^2, & P_4 &= (l_2 - p_2)^2, & P_7 &= (l_1 - l_2 - p_1 + p_3)^2, \\
P_2 &= l_1^2 - m_W^2, & P_5 &= (l_1 - p_4)^2, & P_8 &= (l_1 + p_2)^2, \\
P_3 &= (l_1 + p_3)^2, & P_6 &= (l_2 - l_1 - p_3)^2, & P_9 &= (l_2 - p_3)^2.
\end{align*}
\] (5.90)

The momenta \(p_1\) and \(p_2\) are incoming, and \(p_3\) and \(p_4\) are outgoing, and the kinematics of both topologies are given by

\[
\begin{align*}
p_1 + p_2 &= p_3 + p_4, \\
p_1^2 = 0, & p_2^2 = 0, & p_3^2 = 0, & p_4^2 = m_W^2, \\
s &= (p_1 + p_2)^2, & t &= (p_2 - p_3)^2.
\end{align*}
\] (5.91) (5.92) (5.93)

Figure 5.9: Single top-quark production topology 2.
5 Applications

Topology 1 has a basis of 31 master integrals:

\[
g^{ST1}(\epsilon, s, t, m_t^2, m_W^2) = \begin{pmatrix}
I_{ST1}(0, 1, 0, 1, 0, 0, 0), & I_{ST1}(0, 1, 0, 1, 1, 0, 0), \\
I_{ST1}(0, 0, 1, 1, 1, 0, 0), & I_{ST1}(0, 1, 1, 1, 1, 0, 0), \\
I_{ST1}(1, 1, 0, 0, 0, 0, 1, 0, 0), & I_{ST1}(1, 1, -1, 0, 0, 0, 1, 0, 0), \\
I_{ST1}(0, 1, 0, 1, 0, 0, 1, 0, 0), & I_{ST1}(-1, 1, 0, 0, 0, 1, 0, 0), \\
I_{ST1}(0, 1, 1, 0, 0, 0, 1, 0, 0), & I_{ST1}(0, 1, 1, 1, 0, 0, 1, 0, 0), \\
I_{ST1}(1, 1, 1, 1, 0, 0, 1, 0, 0), & I_{ST1}(1, 1, 1, 1, 1, 0, 0, 1, 0, 0), \\
I_{ST1}(1, 1, 0, 0, 0, 1, 0, 0, 1, 0), & I_{ST1}(1, 1, 1, 0, 0, 1, 0, 0, 1, 0), \\
I_{ST1}(0, 1, 0, 0, 1, 0, 1, 0, 0, 1), & I_{ST1}(0, 1, 1, 0, 1, 0, 1, 0, 0, 1), \\
I_{ST1}(1, 1, 1, 1, 1, 1, 0, 0), & I_{ST1}(1, 1, 1, 1, 1, 1, 1, -1, 0)
\end{pmatrix}.
\]

(5.94)

Topology 2 has a basis of 35 master integrals:

\[
g^{ST2}(\epsilon, s, t, m_t^2, m_W^2) = \begin{pmatrix}
I_{ST2}(1, 1, 0, 0, 0, 0, 1, 0, 0, 0), & I_{ST2}(1, 1, 0, 0, 1, 0, 0, 0, 0), \\
I_{ST2}(0, 1, 0, 1, 0, 0, 0, 0, 0), & I_{ST2}(1, 0, 0, 0, 0, 1, 0, 0, 0), \\
I_{ST2}(1, 1, 0, 1, 1, 0, 0, 0, 0), & I_{ST2}(1, 0, 0, 1, 0, 0, 0, 0, 0), \\
I_{ST2}(0, 1, 1, 1, 0, 0, 0, 0, 0), & I_{ST2}(1, 0, 1, 0, 1, 0, 0, 0, 0), \\
I_{ST2}(1, 1, 1, 1, 1, 1, 0, 0, 0), & I_{ST2}(1, 1, 1, 1, 1, 0, 1, 0, 0, 0), \\
I_{ST2}(0, 1, 1, 1, 0, 0, 1, 0, 0, 0), & I_{ST2}(1, 0, 1, 1, 0, 0, 0, 0, 0, 0), \\
I_{ST2}(1, 1, 1, 1, 1, 1, 0, 0, 0), & I_{ST2}(1, 1, 1, 1, 1, 1, 1, 0, 0, 0), \\
I_{ST2}(1, 1, 1, 1, 1, 0, 0, 0, 0, 0), & I_{ST2}(1, 1, 1, 1, 1, 1, 0, 0, 0, 0), \\
I_{ST2}(1, 1, 1, 1, 1, 1, 1, 0, 0, 0), & I_{ST2}(1, 1, 1, 1, 1, 1, 1, 1, -1, 0)
\end{pmatrix}.
\]

(5.95)

A vector of dimensionless master integrals is obtained by factoring out the mass-dimension

\[
f_i^{ST1}(\epsilon, x, y, z) = (m_W)_{-\dim(g^{ST1})} g_i^{ST1}(\epsilon, s, t, m_t, m_W),
\]

(5.96)

\[
f_i^{ST2}(\epsilon, x, y, z) = (m_W)_{-\dim(g^{ST2})} g_i^{ST2}(\epsilon, s, t, m_t, m_W),
\]

(5.97)
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The calculation of the transformation to a canonical basis with CANONICA takes about 12 minutes for topology 1 and about 20 minutes for topology 2. Samples of the transformations are presented in the following:

**Topology 1:**

\[
\begin{align*}
 f_{10}^{\text{ST1}} &= \left( \frac{3x^2 ((3\epsilon - 1)x^2 + x(-5\epsilon(z - 1) + z - 1) + 2\epsilon(z - 1)z)}{4(2\epsilon - 1)^2(3\epsilon - 1)(x-z)^2} \right) f_7^{\text{ST1'}} \\
 &+ \left( \frac{3\epsilon^2((3\epsilon - 1)x - 4\epsilon z + z)}{2(2\epsilon - 1)^2(3\epsilon - 1)(x-z)} \right) f_8^{\text{ST1'}} \\
 &+ \left( \frac{3^3x}{4(2\epsilon - 1)^2(3\epsilon - 1)(x-z)} \right) f_9^{\text{ST1'}} + \left( \frac{9\epsilon^2(x-z+1)}{40(2\epsilon - 1)^2(x-z)^2} \right) f_{10}^{\text{ST1'}},
\end{align*}
\]  

\[
\begin{align*}
 f_{18}^{\text{ST1}} &= \left( \frac{\epsilon^2}{20(2\epsilon - 1)(3\epsilon - 1)} \right) f_3^{\text{ST1'}} + \left( \frac{3\epsilon^2(x-z+1)}{2(2\epsilon - 1)(3\epsilon - 1)(x-z)} \right) f_7^{\text{ST1'}} \\
 &+ \left( \frac{3\epsilon(\epsilon(x-z-3)+1)}{2(2\epsilon - 1)(3\epsilon - 1)(x-z)} \right) f_8^{\text{ST1'}} + \left( -\frac{\epsilon}{20(2\epsilon - 1)(x-z)} \right) f_{17}^{\text{ST1'}} \\
 &+ \left( -\frac{\epsilon^2(x-z+1)}{(2\epsilon - 1)(3\epsilon - 1)(x-z)} \right) f_{18}^{\text{ST1'}} + \left( -\frac{\epsilon(3\epsilon(3x - 3z + 5) - 2)}{2(2\epsilon - 1)(3\epsilon - 1)(x-z)} \right) f_{19}^{\text{ST1'}},
\end{align*}
\]  

\[
\begin{align*}
 f_{31}^{\text{ST1}} &= \left( \frac{6x + 6y - 3z}{20x^2(x+y-z+1)} \right) f_3^{\text{ST1'}} + \left( -\frac{3}{8x(x-z)} \right) f_7^{\text{ST1'}} + \left( \frac{3(-x+y+z)}{8x(x-z)(x+y-z)} \right) f_9^{\text{ST1'}} \\
 &+ \left( -\frac{9(2x+2y-z)}{4x^2(x+y-z+1)} \right) f_9^{\text{ST1'}} + \left( \frac{9y}{40x(x-z)(x+y-z)} \right) f_{10}^{\text{ST1'}} \\
 &+ \left( -\frac{7y}{4x(x-z)(x+y-z)} \right) f_{11}^{\text{ST1'}} + \left( -\frac{y}{4x(x-z)(x+y-z)} \right) f_{12}^{\text{ST1'}} \\
 &+ \left( \frac{6x + 6y - 3z}{4x^2(x+y-z+1)} \right) f_{14}^{\text{ST1'}} + \left( -\frac{x+y+z}{80x(x-z)(x+y-z)} \right) f_{17}^{\text{ST1'}} \\
 &+ \left( \frac{1}{x(x+y-z)} \right) f_{18}^{\text{ST1'}} + \left( \frac{9}{2x(x+y-z)} \right) f_{19}^{\text{ST1'}} + \left( \frac{2y}{x(x-z)(x+y-z)} \right) f_{21}^{\text{ST1'}} \\
 &+ \left( \frac{y}{x(x-z)(x+y-z)} \right) f_{22}^{\text{ST1'}} + \left( \frac{64(2x + (y - 1)z)}{15x^2(x-z)(x+y-z+1)} \right) f_{23}^{\text{ST1'}} \\
 &+ \left( \frac{32(x+y-1)}{15x^2(x+y-z+1)} - \frac{14}{5x(x-z)} \right) f_{24}^{\text{ST1'}} + \left( \frac{8(x+y-1)}{x^2(x+y-z+1)} \right) f_{25}^{\text{ST1'}} \\
 &+ \left( \frac{16(x+y-1)}{5x^2(x+y-z+1)} \right) f_{26}^{\text{ST1'}} + \left( \frac{x+y-1}{x^2(x+y-z+1)} \right) f_{29}^{\text{ST1'}} + \left( \frac{1}{x(x-z)} \right) f_{31}^{\text{ST1'}}.
\end{align*}
\]
Topology 2:

\[ f_{ST2}^2 = \left( \frac{e^2(x(2z-1) + (5-2z)z) + z(-x+z-2)}{2(2e-1)(3e-2)(3e-1)z} \right) f_{ST2}^2 + \left( \frac{5e^2(x(z-1)}{(2e-1)(3e-2)(3e-1)z} \right) f_{ST2}^2 \]

\[ + \left( 5e^2(x+z+1)(e(x+2z-1)-2(z-1)z + z(-x+z-1)) \right) f_{ST2}^2 \]

\[ + \left( \frac{5e^2(z-1)((z-1)z-x(z+1))}{(3e-2)(3e-1)z^2} \right) f_{ST2}^2, \quad (5.102) \]

\[ f_{21}^{ST2} = \left( \frac{10e^3(z-1) \left( e \left( 2z^2 + 7z - 1 \right) - 2z^2 - 5z + 1 \right) (x+y)}{9(e-1)(2e-1)(3e-2)(3e-1)z^2} \right) f_{ST2}^2 \]

\[ + \left( \frac{20e^3 \left( e^2 \left( z^2 + 14z + 1 \right) - cz(z+15) + 3z \right) (x+y)}{9(e-1)(2e-1)(3e-2)(3e-1)z} \right) f_{ST2}^2, \quad (5.103) \]

\[ f_{34}^{ST2} = \left( \frac{5(x+y)(x+y+1)}{3x^2(z-1)(x+y-z+1)} \right) f_{ST2}^2 + \left( \frac{5(x+y)(x+y+1)}{3x^2(z-1)(x+y-z+1)} \right) f_{ST2}^2 \]

\[ + \left( \frac{5(x+y+1)(23x + 23y-32z + 32)}{6x^2(z-1)(x+y-z+1)} \right) f_{ST2}^2 \]

\[ + \left( \frac{20(y+1)}{3x^2(y-1)} \right) f_{ST2}^2 \]

\[ + \left( \frac{5(x+y+1)(37x + 37y-4z + 4)}{6x^2(z-1)(x+y-z+1)} \right) f_{ST2}^2 \]

\[ + \left( \frac{29(x+y+1)}{12x^2(y-1)} \right) f_{ST2}^2 \]

\[ + \left( \frac{5(x+y+1)}{3x^2(z-1)} + \frac{5(y+1)}{x^2(y-1)} \right) f_{ST2}^2 + \left( \frac{43(y+1)}{3x^2(y-1)} - \frac{29(x+y+1)}{12x^2(x+y-z+1)} \right) f_{ST2}^2 \]

\[ + \left( \frac{55(y^2+1)}{12x^2(y-1)} \right) f_{ST2}^2 + \left( \frac{z}{x^2(x+y-z+1)} + \frac{y}{x^2} + \frac{1}{2} \right) f_{ST2}^2 \]

\[ + \left( \frac{z}{x^2(x+y-z+1)} \right) f_{ST2}^2 + \left( \frac{x+y+1}{x^2(x+y-z+1)} \right) f_{ST2}^2 \]

\[ + \left( \frac{z}{x^2(x+y-z+1)} \right) f_{ST2}^2 + \left( \frac{x+y+1}{x^2(x+y-z+1)} \right) f_{ST2}^2, \quad (5.104) \]

The resulting canonical forms, which are omitted here for brevity, exhibit the alphabets

\[ A^{ST1} = \{ x, y, x+y, x-z, y-z, x+y-z, 1+x+y-z, -1+z, z, 1+x-z, y(-1+z) + (1+x-z)z \}, \]

(5.105)
\[ A^{\text{ST2}} = \{ x, -1 + y, y, x + y, x - z, 1 + x - z, y - z, x + y - z, 1 + x + y - z, -1 + z, z, x + y(1 - z), x(-1 + y) + y(y - z), y(-1 + z) + (1 + x - z)z \}. \]
6 Conclusions

The calculation of higher-order corrections for the observables measured at the LHC is necessary to match the ever-increasing experimental precision. One of the main challenges in these calculations is posed by the evaluation of multi-loop Feynman integrals. Many phenomenologically interesting processes involve Feynman integrals depending on several kinematic invariants and mass scales such as the top-quark, the Higgs boson or the electroweak gauge bosons masses. Therefore, it is important to develop techniques for the evaluation of multi-scale Feynman integrals. In recent years the strategy to transform Feynman integrals to a canonical basis has been very successful. However, publicly available programs to compute such transformations have been limited to Feynman integrals depending on a single dimensionless scale. This thesis presents both an algorithm to transform multi-loop Feynman integrals depending on an arbitrary number of scales to a canonical basis and its implementation in the Mathematica package CANONICA.

Analyzing the transformation law that governs transformations to a canonical form has been the main guiding principle in the construction of the algorithm. It has been shown that the expansion of a variant of the transformation law in the dimensional regulator leads to a finite number of differential equations for the coefficients in the expansion of the transformation. Using the decomposition of multivariate rational functions in terms of Leinartas functions, a method to generate an ansatz for the solution of these differential equations has been developed. The resulting equations in the parameters of the ansatz were argued to be linear upon fixing the freedom of a subsequent constant transformation. As a consequence, the transformation can be computed by solving only linear equations. It was suggested in previous approaches to compute the transformation in a recursion over sectors by exploiting the block-triangular structure of the differential equations. This strategy has been incorporated as well because it allows to make more specific ansatzes for the individual steps of the recursion and therefore leads to a better performance of the proposed algorithm.

It has been instrumental to pursue the construction of the algorithm from a rather broad perspective by first studying general properties of transformations to a canonical form. This strategy not only led to an algorithm with a wide range of applicability but also allowed to derive interesting results beyond the construction of the algorithm. Most notably, it has been proven that canonical forms of differential equations are unique up to constant transformations. This property may prove useful as guiding principle for generalizing the notion of a canonical form beyond the realm of Chen iterated integrals.

The algorithm has been implemented in the publicly available Mathematica pack-
age CANONICA, which allows to compute rational transformations of differential equations of Feynman integrals into a canonical form. In addition to the main functionality, the package also provides numerous supplemental functions to perform frequently occurring computations with differential equations of Feynman integrals. The package has an extensive documentation including an interactive manual notebook, short usage messages of all functions and options as well as numerous examples of its usage. CANONICA has been successfully tested on a variety of non-trivial multi-loop problems of which a selection has been discussed in this thesis. The presented examples are two- and three-loop integral topologies depending on up to three dimensionless scales including previously unknown topologies contributing to the NNLO QCD corrections to single top-quark production at the LHC.

In its current form, the algorithm is limited to differential equations that admit a rational transformation to a canonical form. The presented applications illustrate that a wide range of phenomenologically relevant integral topologies can be transformed into a canonical form with a rational transformation. Moreover, as most of the main aspects of the algorithm carry over to the case of transformations with an algebraic dependence on the invariants, it can be expected that the generalization of the algorithm to the algebraic case is achievable in the future. Another possible direction of future work is to improve the choice of the ansatz in terms of rational functions. In particular, it would be desirable to constrain the set of rational functions that occur in the decomposition of the transformation to a finite set by deriving bounds on their numerator and denominator polynomials. If such bounds were known, the failure of the algorithm to compute a rational transformation to a canonical form would imply that no such transformation exists.

In conclusion, this thesis presented an algorithm that allows to drastically simplify the computation of multi-loop Feynman integrals by transforming them to a canonical basis. The implementation of this algorithm in the CANONICA package is the first publicly available program to calculate such transformations for Feynman integrals depending on multiple scales. Therefore, it can be used for a much wider range of processes than alternative programs based on Lee’s algorithm, which are restricted to single-scale problems. It has been demonstrated through complex multi-loop examples that CANONICA is capable of handling state-of-the-art integral topologies. On this account, CANONICA is expected to be a valuable contribution to the ongoing efforts to automatize the calculation of higher-order corrections beyond the next-to-leading order.
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A Massive tadpole integral

In this appendix, the calculation of the one-loop tadpole integral

\[ g_1 = \int \frac{d^d l}{i \pi^{d/2} l^2 - m^2}, \tag{A.1} \]

is presented, because this integral is needed as a boundary condition in Sec. 2.4.3. Similar treatments may be found in most standard textbooks on quantum field theory [215–218]. The first step is to perform a Wick rotation [219] to obtain a Euclidean loop momentum

\[ l_0 \rightarrow i l_0 \Rightarrow l^2 \rightarrow -l_E^2, \tag{A.2} \]

which allows to express the integral as

\[ g_1 = \frac{-1}{\pi^{d/2}} \int d^d l_E \frac{1}{l_E^2 + m^2}. \tag{A.3} \]

Using spherical coordinates in \( d \) dimensions, the integration is split into an integration over the \((d-1)\)-dimensional unit sphere and a radial integration

\[ \int d^d l_E = \int d\Omega_{d-1} \int_0^\infty l_{E}^{d-1}. \tag{A.4} \]

With the surface area of the \((d-1)\)-dimensional unit sphere given by

\[ \Omega_{d-1} = \int d\Omega_{d-1} = \frac{2\pi^{d/2}}{\Gamma \left( \frac{d}{2} \right)}, \tag{A.5} \]

this leads to

\[ g_1 = \frac{-2}{\Gamma \left( \frac{d}{2} \right)} \int_0^\infty dl_E \frac{l_{E}^{d-1}}{l_E^2 + m^2}. \tag{A.6} \]

By virtue of the substitution

\[ x = \frac{m^2}{l_E^2 + m^2}, \tag{A.7} \]

1The mostly minus convention for the Minkowski metric is adopted here.
the radial integration is cast in the form

\[ g_1 = -m^{d-2} \frac{d}{2} \int_0^1 dx (1 - x)^{d-1} x^{-\frac{d}{2}}, \quad (A.8) \]

which resembles the following integral representation of the $\beta$-function:

\[ \beta(a, b) = \frac{\Gamma(a)\Gamma(b)}{\Gamma(a + b)} = \int_0^1 dx (1 - x)^{a-1} x^{b-1}. \quad (A.9) \]

Inserting this representation allows to express the tadpole integral in terms of a $\Gamma$-function:

\[ g_1 = -m^{d-2} \Gamma \left( 1 - \frac{d}{2} \right). \quad (A.10) \]
B Polynomial rings

For the reader’s convenience, this appendix reproduces some standard definitions and results about polynomial algebra, which are used in Sec. 3.4.1. For a more detailed exposition, the reader is referred to [204]. The ring of polynomials in $d$ variables and coefficients in the field $K$ is denoted by $K[X]$ with $X = \{x_1, \ldots, x_d\}$. Also, recall that in this thesis the natural numbers $\mathbb{N}$ include zero.

Definition 2 (Ideal). A subset $I \subseteq K[X]$ is called an ideal if the following conditions are satisfied:

1. $0 \in I$.
2. If $f, g \in I$, then $f + g \in I$.
3. If $f \in I$ and $h \in K[X]$, then $hf \in I$.

Definition 3 (Ideal generated by a set of polynomials). Let $\{f_1, \ldots, f_m\} \subseteq K[X]$ be a set of polynomials. Then

$$\langle f_1, \ldots, f_m \rangle = \left\{ \sum_{i=1}^{m} h_i f_i \mid h_1, \ldots, h_m \in K[X] \right\}$$

is an ideal, which is called the ideal generated by $\{f_1, \ldots, f_m\}$.

Definition 4 (Irreducible polynomial). A polynomial $f \in K[X]$ is called irreducible over $K$ if $f$ is non-constant and is not the product of two non-constant polynomials in $K[X]$.

Theorem 4 (Factorization). Every non-constant $f \in K[X]$ can be written as a product $f = f_1^{e_1} \cdots f_m^{e_m}$ of irreducible polynomials over $K$. This factorization is unique up to multiplication with constant factors and reordering of the irreducible factors $f_i$.

Theorem 5 (Weak Nullstellensatz). Let $I \subseteq K[X]$ be an ideal that satisfies

$$V(I) = \bigcap_{f \in I} V(f) = \emptyset,$$

then $I = K[X]$. 
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Definition 5 (Monomial order). A monomial order on $K[\mathbf{X}]$ is a relation $>$ on the set of monomials $x^\alpha$, $\alpha \in \mathbb{N}^d$ which satisfies:

1. $>$ is a total order on $\mathbb{N}^d$.
2. If $\alpha > \beta$ and $\gamma \in \mathbb{N}^d$, then $\alpha + \gamma > \beta + \gamma$.
3. For all $A \subseteq \mathbb{N}^d$ there exists an $\alpha \in A$ such that $\beta > \alpha$ for all $\beta \neq \alpha$ in $A$.

While the considerations in Sec. 3.4.1 are agnostic about the monomial order, in practice the lexicographic order has proven to be a good choice.

Definition 6 (Lexicographic order). For $\alpha = (\alpha_1, \ldots, \alpha_d)$ and $\beta = (\beta_1, \ldots, \beta_d)$ in $\mathbb{N}^d$, it is said that $\alpha >_{\text{lex}} \beta$ if the leftmost non-zero entry of $\alpha - \beta \in \mathbb{N}^d$ is positive.

Note that different orders of the variables give rise to different lexicographic orders.

Definition 7. Let $f = \sum_\alpha a_\alpha x^\alpha$ be a non-zero polynomial in $K[\mathbf{X}]$ and $\alpha \in \mathbb{N}^d$ and let $>$ be a monomial order.

1. The multidegree of $f$ is

$$\text{multideg}(f) = \max \{ \alpha \in \mathbb{N}^d \mid a_\alpha \neq 0 \}$$

the maximum is taken with respect to the monomial order $>$.

2. The leading coefficient of $f$ is

$$\text{LC}(f) = a_{\text{multideg}(f)} \in K.$$

3. The leading monomial of $f$ is

$$\text{LM}(f) = x^{\text{multideg}(f)}.$$

4. The leading term of $f$ is

$$\text{LT}(f) = \text{LC}(f) \cdot \text{LM}(f).$$

Lemma 3. Let $f, g \in K[\mathbf{X}]$ be non-zero polynomials. Then

$$\text{multideg}(fg) = \text{multideg}(f) + \text{multideg}(g).$$

Lemma 4. Let $>$ be a relation on $\mathbb{N}^d$ satisfying:

1. $>$ is a total order on $\mathbb{N}^d$.
2. If $\alpha > \beta$ and $\gamma \in \mathbb{N}^d$, then $\alpha + \gamma > \beta + \gamma$. 
Then $\alpha \geq 0$ for all $\alpha \in \mathbb{N}^d$ if and only if for all $A \subseteq \mathbb{N}^d$ there exists an $\alpha \in A$ such that $\beta > \alpha$ for all $\beta \neq \alpha$ in $A$.

This lemma implies that $\alpha \geq 0$ holds for any monomial order and for all $\alpha \in \mathbb{N}^d$.

**Definition 8** (Set of leading terms). Fix a monomial order on $K[X]$ and let $I \subseteq K[X]$ be an ideal other than $\{0\}$, then $\text{LT}(I)$ denotes the set of leading terms of non-zero elements of $I$:

$$\text{LT}(I) = \{cx^\alpha \mid \exists f \in I \setminus \{0\} \text{ with } \text{LT}(f) = cx^\alpha\}.$$ 

**Definition 9** (Gröbner basis). Fix a monomial order on $K[X]$. A finite subset $G = \{g_1, \ldots, g_t\}$ of an ideal $I \subseteq K[X]$ other than $\{0\}$ is said to be a Gröbner basis if

$$\langle \text{LT}(g_1), \ldots, \text{LT}(g_t) \rangle = \langle \text{LT}(I) \rangle.$$
C CANONICA quick reference guide

C.1 Installation

CANONICA is a Mathematica package and requires an installation of version 10 or higher of Mathematica. The CANONICA repository can be copied to the local directory with

    git clone https://github.com/christophmeyer/CANONICA.git

Alternatively, an archive file can be downloaded at

    https://github.com/christophmeyer/CANONICA/archive/v1.0.tar.gz

which may be extracted with

    tar -xvzf CANONICA-1.0.tar.gz

There is no further installation necessary, in particular, there are no dependencies other than Mathematica. In a Mathematica session, the package can be loaded by

    Get["CANONICA.m"];

provided the file CANONICA.m is placed either in the current working directory or in one of the search paths. If this is not the case, Get either has to be called with the full path of the file CANONICA.m, or its location has to be added to the list of Mathematica’s search paths, which is stored in the global variable $Path, by

    AppendTo[$Path,"/path/to/CANONICA/src/"]

Changes to $Path can be made permanent by adding them to the initialization file init.m.

C.2 Files of the package

The root directory of the CANONICA package contains the following files and directories.

    ./src/CANONICA.m

    Contains the source code of the program, in particular, all function definitions as well as short usage messages for the public functions and options.
C CANONICA quick reference guide

./manual.nb
An interactive manual in the Mathematica notebook format explaining the usage of all functions and options with short examples.

./examples
Several examples are provided in this directory. The directory of each example contains a .m file with the corresponding differential equation and a .nb notebook file illustrating the application of CANONICA to this example. The calculation of the full transformation can also be run in terminal mode with the script RunExample.m. The script is started by calling

    math -run "<<RunExample.m"

or

    math -script RunExample.m

Some basic information about the examples, such as the master integrals and the definition of the kinematic invariants, is provided in the ./examples/examples.pdf file.

./LICENSE
A copy of the third version of the GNU General Public License.

./README
A README file providing basic information on the package.

C.3 List of functions provided by CANONICA

CalculateDlogForm:
CalculateDlogForm[a, invariants, alphabet] returns a list of matrices of the same dimensions as a, where each matrix is the matrix-residue of one of the letters. The ordering is the same as the one in alphabet. Returns False if a cannot be cast in a dlog-form with the given alphabet.

CalculateNexta:
CalculateNexta[aFull, invariants, sectorBoundaries, trafoPrevious, aPrevious] applies trafoPrevious to aFull and returns the differential equation of the next sector. aPrevious is used to recycle the transformation of lower sectors.

CalculateNextSubsectorD:
CalculateNextSubsectorD[a, invariants, sectorBoundaries, previousD] computes the $D_k$ of the next sector, prepends it to previousD and returns the result. The ansatz to be used can be specified with the optional argument
userProvidedAnsatz. If no ansatz is provided, an ansatz is generated automatically. The size of the automatically generated ansatz can be controlled with the option DDeltaNumeratorDegree.

CheckDlogForm:
CheckDlogForm[a, invariants, alphabet] tests whether the differential equation \(a\) is in dlog-form for the given alphabet. Returns either True or False.

CheckEpsForm:
CheckEpsForm[a, invariants, alphabet] tests whether the differential equation \(a\) is in canonical form with the given alphabet. Returns either True or False.

CheckIntegrability:
CheckIntegrability[a, invariants] tests whether \(a\) satisfies the integrability condition \(da - a \wedge a = 0\) and returns either True or False.

CheckSectorBoundaries:
CheckSectorBoundaries[a, sectorBoundaries] tests whether the sectorBoundaries are compatible with \(a\) and returns either True or False.

ExtractDiagonalBlock:
ExtractDiagonalBlock[a, boundaries] returns the diagonal block of the differential equation \(a\) specified by the boundaries argument. boundaries is expected to be of the format \{nLowest, nHighest\}, where nLowest and nHighest are positive integers indicating the lowest and highest integrals of the diagonal block, respectively.

ExtractIrreducibles:
ExtractIrreducibles[a] returns the irreducible denominator factors of \(a\) that do not depend on the regulator. The option AllowEpsDependence->True allows the irreducible factors to depend on both the invariants and the regulator.

FindAnsatzSubsectorD:
FindAnsatzSubsectorD[a, invariants, sectorBoundaries, previousD] takes a differential equation \(a\), which is required to be in canonical form except for the off-diagonal block of the highest sector. Needs to be provided with all previous \(D_k\) in the argument previousD and computes the ansatz \(R_D\) for the computation of the next \(D_k\). Takes the option DDeltaNumeratorDegree to enlarge the ansatz. For more details see Sec. 3.4.4

FindAnsatzT:
FindAnsatzT[a, invariants] takes a differential equation \(a\) in the invariants and computes an ansatz \(R_T\) as described in Sec. 3.4.2. The ansatz can
be enlarged with the options TDeltaNumeratorDegree and TDeltaDenominatorDegree.

**FindConstantNormalization:**
FindConstantNormalization[invariants, trafoPrevious, aPrevious] calculates a constant diagonal transformation to minimize the number of prime factors present in the matrix-residues. The transformation is composed with trafoPrevious and returned together with the resulting differential equation.

**FindEpsDependentNormalization:**
FindEpsDependentNormalization[a, invariants] calculates a diagonal transformation depending only on the dimensional regulator in order to attempt to minimize the number of orders that need to be calculated in a subsequent determination of the transformation to a canonical form. Returns the transformation together with the resulting differential equation.

**RecursivelyTransformSectors:**
RecursivelyTransformSectors[aFull, invariants, sectorBoundaries, {nSecStart, nSecStop}] calculates a rational transformation of aFull to a canonical form in a recursion over the sectors of the differential equation, which have to be specified by sectorBoundaries. The arguments nSecStart and nSecStop set the first and the last sector to be computed, respectively. If nSecStart is greater than one, the result of the calculation for the sectors lower than nSecStart needs to be provided in the additional arguments trafoPrevious and aPrevious. RecursivelyTransformSectors returns the transformation of aFull to a canonical form for the sectors up to nSecStop and the resulting differential equation. The ansatzes for the individual blocks are generated automatically. The sizes of the ansatzes for the diagonal blocks can be controlled with the options TDeltaNumeratorDegree and TDeltaDenominatorDegree. Similarly, the sizes of the ansatzes for the off-diagonal blocks are controlled by the option DDeltaNumeratorDegree.

**SectorBoundariesFromDE:**
SectorBoundariesFromDE[a] returns the most fine-grained sector boundaries compatible with a.

**SectorBoundariesFromID:**
SectorBoundariesFromID[masterIntegrals] takes a list of masterIntegrals, which need to be ordered by their sector-ids and returns the sector boundaries computed from the sector-ids.

**TransformDE:**
TransformDE[a, invariants, t] applies the transformation t to the differ-
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Differential equation $a' = t^{-1}at - t^{-1}dt$. The option `SimplifyResult->False` deactivates the simplification of the result.

**TransformDiagonalBlock:**

`TransformDiagonalBlock[a, invariants]` calculates a rational transformation to transform $a$ into canonical form and returns the transformation together with the resulting differential equation. With the optional argument `userProvidedAnsatz`, the user can specify the ansatz to be used. If no ansatz is provided, an ansatz is generated automatically. The size of the automatically generated ansatz can be controlled with the options `TDeltaNumeratorDegree` and `TDeltaDenominatorDegree`.

**TransformDlogToEpsForm:**

`TransformDlogToEpsForm[invariants, sectorBoundaries, traoPrevious, aPrevious]` computes a transformation depending only on the regulator in order to transform $aPrevious$ from dlog-form into canonical form (cf. [137]). The transformation is composed with `trafoPrevious` and returned together with the resulting differential equation. Per default, the transformation is demanded to be in a block-triangular form induced by `sectorBoundaries`. This condition can be dropped with the option `EnforceBlockTriangular->False`.

**TransformNextDiagonalBlock:**

`TransformNextDiagonalBlock[aFull, invariants, sectorBoundaries, traoPrevious, aPrevious]` calls `TransformDiagonalBlock` to compute the transformation of the next diagonal block into canonical form and composes it with `trafoPrevious`. Returns the composed transformation together with the resulting differential equation. With the optional argument `userProvidedAnsatz`, the user can specify the ansatz to be used. If no ansatz is provided, an ansatz is generated automatically. The size of the automatically generated ansatz can be controlled with the options `TDeltaNumeratorDegree` and `TDeltaDenominatorDegree`.

**TransformNextSector:**

`TransformNextSector[aFull, invariants, sectorBoundaries, traoPrevious, aPrevious]` transforms the next sector into canonical form, composes the calculated transformation with `trafoPrevious` and returns it together with the resulting differential equation. With the optional argument `userProvidedAnsatz`, the user can specify the ansatz to be used for the diagonal block. If no ansatz is provided, an ansatz is generated automatically. The size of the automatically generated ansatz for the diagonal block can be controlled with the options `TDeltaNumeratorDegree` and `TDeltaDenominatorDegree`. Similarly, the sizes of the ansatzes for the off-diagonal blocks are controlled by the option `DDeltaNumeratorDegree`.  
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TransformOffDiagonalBlock:
TransformOffDiagonalBlock[invariants, sectorBoundaries, trafoPrevious, aPrevious] assumes aPrevious to be in canonical form except for the highest sector of which only the diagonal block is assumed to be in canonical form. Computes a transformation to transform the off-diagonal block of the highest sector into dlog-form. This transformation is composed with trafoPrevious and returned together with the resulting differential equation. Proceeds in a recursion over sectors, which can be resumed at an intermediate step by providing all previous $D_k$ in the optional argument userProvidedD. The sizes of the automatically generated ansatzes for the off-diagonal blocks are controlled by the option DDeltaNumeratorDegree.

C.4 List of options

AllowEpsDependence:
AllowEpsDependence is an option of ExtractIrreducibles controlling whether irreducible factors depending on both the invariants and the regulator are returned as well. The default value is False.

DDeltaNumeratorDegree:
DDeltaNumeratorDegree is an option controlling the numerator powers of the rational functions in the ansatz used for the computation of $D$ for the transformation of off-diagonal blocks. The default value is 0. For more details see Sec. 3.4.4. DDeltaNumeratorDegree is an option of the following functions: CalculateNextSubsectorD, FindAnsatzSubsectorD, RecursivelyTransformSectors, TransformNextSector, TransformOffDiagonalBlock.

EnforceBlockTriangular:
EnforceBlockTriangular is an option of TransformDlogToEpsForm controlling whether the resulting transformation is demanded to be in the block-triangular form induced by the sectorBoundaries argument. The default value is True.

FinalConstantNormalization:
FinalConstantNormalization is an option of RecursivelyTransformSectors controlling whether FindConstantNormalization is invoked after all sectors have been transformed into canonical form in order to simplify the resulting canonical form. The default value is False.

PreRescale:
PreRescale is an option of TransformDiagonalBlock controlling whether FindEpsDependentNormalization is called prior to the main computation in order to attempt to minimize the number of orders that need to be calculated in
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a subsequent determination of the transformation to a canonical form. The default value is True.

SimplifyResult:
SimplifyResult is an option of TransformDE controlling whether the resulting differential equation is simplified. The default value is True.

TDeltaDenominatorDegree:
TDeltaDenominatorDegree is an option controlling the denominator powers of the rational functions in the ansatz used for the computation of the transformation of diagonal blocks. The default value is 0. For more details see Sec. 3.4.2. TDeltaDenominatorDegree is an option of the following functions: FindAnsatzT, RecursivelyTransformSectors, TransformNextDiagonalBlock, TransformNextSector.

TDeltaNumeratorDegree:
TDeltaNumeratorDegree is an option controlling the numerator powers of the rational functions in the ansatz used for the computation of the transformation of diagonal blocks. The default value is 0. For more details see Sec. 3.4.2. TDeltaNumeratorDegree is an option of the following functions: FindAnsatzT, RecursivelyTransformSectors, TransformNextDiagonalBlock, TransformNextSector.

VerbosityLevel:
VerbosityLevel is an option controlling the verbosity of several main functions. Takes integer values from 0 to 12 with a value of 12 resulting in the most detailed output about the current state of the computation and a value of 0 suppressing all output but warnings about inconsistent inputs. The default value is 10. The following functions accept the VerbosityLevel option: CalculateNextSubsectorD, FindConstantNormalization, RecursivelyTransformSectors, TransformDiagonalBlock, TransformDlogToEpsForm, TransformNextDiagonalBlock, TransformNextSector, TransformOffDiagonalBlock.

C.5 List of global variables and protected symbols

$ComputeParallel:
$ComputeParallel is a global variable that needs to be set to True to enable parallel computations. The number of kernels to be used is controlled by $NParallelKernels.

$NParallelKernels:
$NParallelKernels is a global variable setting the number of parallel kernels
to be used. `$NParallelKernels` has no effect if `$ComputeParallel` is not set to `True`. If `$ComputeParallel` is `True` and `$NParallelKernels` is not assigned a value, then all available kernels are used for the computation.

**eps:**

`eps` is a protected symbol representing the dimensional regulator.
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