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Abstract

We present Talrómur\(^1\), a large high-quality Text-To-Speech (TTS) corpus for the Icelandic language. This multi-speaker corpus contains recordings from 4 male speakers and 4 female speakers of a wide range in age and speaking style. The corpus consists of 122,417 single utterance recordings equating to approximately 213 hours of voice data. All speakers read from the same script which has a high coverage of possible Icelandic diphones. Manual analysis of 15,956 utterances indicates that the corpus has a reading mistake rate no higher than 0.25%. We additionally present results from subjective evaluations of the different voices with regards to intelligibility, likeability and trustworthiness.

1 Introduction

All statistical TTS models require some training data to learn the mapping from text to speech. Unit selection TTS models are capable of producing an intelligible voice using less than 2 hours of aligned speech (Conkie, 1999). HMM-based TTS models can produce somewhat natural-sounding speech using less than 500 utterances (Yoshimura et al., 1999). The more recent neural end-to-end models have reached a considerably higher mean opinion score (MOS) in regard to naturalness. However, they require a much larger training corpus; most require tens of thousands of utterances to converge and reach natural sounding synthesis (Wang et al., 2017) (Ren et al., 2019). The widely used LJ Speech corpus consists of 13,100 recordings amounting to approximately 24 hours (Ito and Johnson, 2017).

To produce high quality synthesised speech with minimal noise, the corpora used for training TTS models are most often captured in a studio under supervision. New approaches have lowered the language-specific expertise needed for high quality TTS but at the cost of requiring larger amounts of training data (Sotelo et al., 2017) (Arik et al., 2017) (Wang et al., 2017) (Ren et al., 2019). The large amount of data needed and the quality of that data limits the ability of many low resource language communities to benefit from these recent advancements in the TTS domain.

The Icelandic language program (ILP) is a 5 year government funded program to make the Icelandic language viable in the digital world (Nikulásdóttir et al., 2020). TTS development for Icelandic is a significant part of the ILP ranging from unit selection voices to multi-speaker TTS models. A prerequisite for all TTS projects of the ILP is a large high quality TTS corpus which up to this point has not been available for open use (Nikulásdóttir et al., 2020).

Previous work in spoken language technology for Icelandic has been more focused on speech recognition, both in terms of data acquisition and acoustic modelling (Helgadóttir et al., 2017) (Guðnason et al., 2012) (Steingrímsson et al., 2017) (Mollberg et al., 2020). Since most of that data is found or crowd-sourced data from multiple speakers it is not ideal for speech synthesis where low background noise and high recording quality is important. An Icelandic pronunciation dictionary for TTS exists as well as a limited text normalisation system (Nikulásdóttir et al., 2018) (Nikulásdóttir and Guðnason, 2019). To address the lack of high quality Icelandic TTS data, Talrómur has been created.

2 The Talrómur Corpus

One of the aims of the Talrómur project is to attain diversity in age, speaking style, dialect and
Dialect diversity is low in Iceland and six main but rather similar regional variants are listed in the Icelandic pronunciation dictionary (Nikulásdóttir et al., 2018). Speakers A-F all speak in the most frequent standard dialect while speakers G and H speak in the second most frequent regional variant. Speakers A, B and C differ a bit from the rest of the group and their qualities deserve a specific mention.

Speaker A was the first speaker we recorded. At that time the development of the recording client was ongoing and we had limited experience with the studio and equipment. As shown in table 1 that speaker has significantly fewer hours recorded.

Speaker B is a 70 year old man with limited eyesight. This speaker often had issues with reading the prompts fluently. This results in unnatural pauses in the middle of sentences that correspond with where the line is split on the screen. We have looked into using silence detection to remove these silences and current results suggest that this task is easily automated. We release the data in the raw format however, without any trimming.

Speaker C is a female voice actor with a deep, breathy voice. This speaker’s recordings are more similar to audio-book recordings in that they have a more animated speaking style when compared to the other speakers.

Technical Details
Each speaker reads single sentence prompts from the same reading list. The reading list was designed to have a high coverage of diphones in the Icelandic language (Sigurgeirsson et al., 2020). The prompts were sourced from Risamálheild, a large Icelandic text corpus consisting of text from many different types of sources (Steingrimsson et al., 2018).

Recording sessions were carried out in a stu-
dio at the national broadcaster of Iceland. After recording the first 2 speakers, the project was moved to a different studio at the national broadcaster due to restrictions caused by the COVID-19 pandemic. The last two speakers reside in northern Iceland and they were therefore recorded in a third studio. The recordings were captured between November 2019 and September 2020.

Since the speakers read prompts from the same reading list nearly all sentences in the corpus are spoken by multiple speakers. This makes the corpus ideal for multi-speaker TTS development, prosody transfer, voice conversion and other research domains where the speaker identity and linguistic content have to be disentangled by the TTS model (Skerry-Ryan et al., 2018) (Wang et al., 2018).

The same recording hardware was used for all recordings. The hardware consisted of an AKG ULS series condenser microphone equipped with a CK-61 cardioid capsule, an SPL channel one pre-amplifier and a Clarett 2Pre sound card. The recordings are captured using a recording client specifically made for this project (Sigurgeirsson et al., 2020).

We store some information about every recording captured, such as how the text appeared on the monitor to the speaker, the session ID and technical information about the recordings. Most recordings are sampled at 48kHz with a 16 bit depth. Some recordings of speakers A and B are sampled at 44.1kHz. All recordings are single channel.

3 Recording Analysis

| Type of error       | Occurrence | Rate   |
|---------------------|------------|--------|
| Volume too low      | 8          | 0.05%  |
| Volume too high     | 70         | 0.44%  |
| Audio flaw          | 347        | 2.17%  |
| Prompt mismatch     | 196        | 1.23%  |
| Actual mismatch     | 39         | 0.25%  |

Table 2: The results of 15,956 recording analyses. The evaluators judge long silences as prompt mismatches resulting in 196 prompt mismatch evaluations. Subtracting those results in a much lower number or 39.

We have analysed a portion of the recordings for quality. Of the approximately 122,417 recordings 15,956 recordings have been analysed. Using a proprietary tool, human evaluators are asked to first listen to a single recording and then indicate whether the recording matches the prompt and whether the recording quality is good. We specifically ask the evaluators to indicate whether the volume is either too high, resulting in pops or distortions, or too low making the recording hard to comprehend or whether any other audio flaws are audible in the recording.

Of the recordings analysed 613 were marked as bad or about 3.8%. Only 1.23% of the recordings were indicated to have a mismatch between the prompt and the recording. Upon further inspection it seems that the evaluators marked recordings with untimely silences as prompt mismatches. Most of those are spoken by speaker B as explained in section 2. After a second pass over the evaluations we are confident that a better estimate of prompt mismatches is no more than 0.25%.

The rate of audio flaws is 2.17% but reviewing the samples in question revealed that a significant portion of these recordings do not have any unwanted artefacts. Upon inspection we believe some of these recordings have a higher than normal volume, making them sound unpleasant when compared to other recordings. This is particularly common for speaker B. The volume of recordings can be too high if the speaker has moved too close to the microphone, the hardware has not been configured correctly or the speaker speaks with more effort than is natural to the speaker. There are however some recordings that do have unwanted artefacts. In most cases this consists of a small pop at a random location in the recording. These pops mostly appear in recordings from speakers A and B and we therefore deduce that the source of this artefact is the hardware configuration in the recording studio for those speakers.

4 Subjective Listening Experiment

To gain further information about which voice would be most suitable for general TTS use, we set up a subjective listening experiment with 50 participants. During the listening experiment, the participants listen to a single recording at a time. They are then asked one of three questions:

Q1: How easy is it to understand this voice?  
Q2: How pleasant is this voice?  
Q3: How trustworthy is this voice?

In Icelandic: Q1: Hversu auðskiljanleg þykir þér þessi rödd? Q2: Hversu viðkunnanleg þykir þér þessi rödd? Q3: Hversu traustverðug þykir þér þessi rödd?
| ID | SR (words/sec) | F0 (Mean ± SD) | Duration (Mean ± SD) |
|----|----------------|----------------|---------------------|
| A  | 2.34           | 147.77         | 6.01 ± 1.55         |
| B  | 1.73           | 198.82         | 150.71 ± 24.57      |
| C  | 1.89           | 173.61         | 157.48 ± 24.52      |
| D  | 2.24           | 107.62         | 331.10              |
| E  | 2.94           | 79.69          | 210.22              |
| F  | 3.26           | 143.69         | 14.57               |
| G  | 2.39           | 187.13         | 6.57 ± 1.53         |
| H  | 2.60           | 214.39         | 15.97               |

Table 3: Estimation of speaking rate (SR) and average F0. Pitch was estimated by averaging pitch over voiced segments in the phrase used in figure 1. ProsodyPro was used for pitch tracking (Xu, 2016).

The participants then rate the recording on a scale from 1 to 5, e.g. from very untrustworthy to very trustworthy. Before starting the evaluation participants are made aware that the sentences being spoken should not affect their judgement and that they should focus on the voice itself.

Each participant listens to 3 recordings from each speaker for each of the three questions, resulting in 24 evaluations per question and 72 evaluations in total per participant. We used a balanced Latin square experimental design with 24 different recordings tested for each evaluation question (MacKenzie, 2002). This resulted in 1074 Q1 responses, 1074 Q2 responses and 1088 Q3 responses. The number of responses per utterance ranges from 4 to 8.

Results from this experiment are shown in table 4. These scores are relative between the 8 speakers since listeners only listen to recordings from the Talróumur corpus. Due to the fact that the listening test wasn’t anchored, the interpretation of the rating scale varied noticeably between listeners. The results we present here are normalised per listener, and the raw scores are higher, particularly for Q1. Voice G is rated as the most intelligible, voice H as the most likable and most trustworthy, although they didn’t score significantly higher than the second highest for each question.

### 5 Summary and Future Work

In this paper we introduce the Talróumur corpus which is the result of the first TTS data acquisition phase of the Icelandic language program. Talróumur is a large, high quality speech corpus designed specifically for TTS. The corpus consists of 8 different voices with a wide range in prosodic effect, speaking style and age. The quality and amount of data in Talróumur matches or exceeds that used in many state-of-the-art end-to-end neural TTS models for the English language. A subjective evaluation indicates which voice users are likely to prefer but we believe most of the voices are good candidates for general TTS use. As with other deliverables belonging to the ILP, the data will be published under open licenses to encourage wide use and adoption of the data. The data has been made available through the CLARIN project.
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