Development of android-based interface to determine color additives in food embedded with convolution neural networks technique
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Abstract. Recent advanced technology enables Android smartphone suitable for quality evaluation of food. In this research, image processing technique was used to detect food color additives. In this research, a smartphone application was developed to determine the availability of color additives in food products. Local food namely geplak was made by adding food grade (i.e. tartrazine and erythrosine) and non-food grade (Rhodamin B and Methanyl Yellow) additives in three concentrations. A mobile phone captured geplak images resulting 1200 images which were divided into 1000 images for training and 200 images for validation. Image data was processed with the python programming language of tensorflow function. The output of python in nominal weight was then trained and tested by using a convolutional neural networks (CNN) method. The weights were then processed by Android Studio version 3.2.1 using .java as backend from CNN and .xml as an application layout. Validation result showed that the program successfully determined class of food additive in high degree accuracy of 98 %.

1. Introduction

Artificial colorants are used to improve original color of products usually to give more attractive appearance. Artificial colorants provide uniformity and applicability compared to natural colorants [1]. Several artificial colorants, such as tartrazine, erythrosine, amaranth, or acid are permitted but pararosaniline (PA), auramine O (AO), methanyl yellow (MY), and rhodamine B (RB) are not permitted since they are carcinogenic and toxic to humans and animals.

Several cases of fraud in additives were found on food circulated in the community. Research conducted by the Ministry of Health in 2013 and 2014 showed that the highest agents in snacks for school children contained bacteria, cyclamate use, and textile dyes. Study in India found around 11% of food sample contained non-permitted color [2]. Non-permitted colorants are prohibited for food application regardless their concentration, but for permitted colorants although they are safe but their use need to consider the acceptable daily intake (ADI).

Detection of non-food grade colorant usually done by using special kits, chromatography [1], HPLC [3], Thin Layer Chromatography (TLC) method, or mass spectroscopy [4,5]. Rhodamine B (RB) is the oldest and most widely used synthetic dye and has been designated as an illegal additive in food in Europe and China. Initially RB was used for dyes in the textile and plastic industries, chemical analysis, and biological studies. The method of determining the content of RB in chili and its derivative products was developed by Qi et al. (2014) with HPLC combined with fluorescence detection (FLD). Those
methods require sample preparation and certain laboratory equipment which are timely and labor intensive and expensive. Apart from methods mentioned previously, non-destructive methods were also applied for determination of color pigments in food, such as UV-VIS-NIR and Raman spectroscopy [6,7]. Those methods were rapid and timeless but currently the instruments are still expensive.

As colorants are easy to visualize, color additives can be detected from images through color machine vision system. The system will capture, process, and analyze images without contact or destruct samples [8]. With the development of digital camera and computer technology, it is now becoming easier to analyze and quantify colors comprehensively compared to conventional color instruments [9,10]. The current development of smartphones supported by excellent operating system, methods for detection of color in food can be rapidly executed [11]. In this research, an image processing program based on Python programming language and Android Studio was developed. The program provided color values in RGB and Lab format. Color information was used to determine color additives of food products using convolution neural network technique.

Convolutional Neural Networks (CNN) is one of deep learning technique commonly used in visual or speech recognition. CNN is a development of multilayer perceptron (MLP) that is designed to process two-dimensional data in the form of images. Multi-layer artificial neural network architectures are now developing started by LeNet-5, ZFNet, VGGNet, GoogleNet, and ResNet [12]. All those constructions basically consist of three types of layers, namely convolutional, pooling, and fully-connected layers [13].

The convolutional layer learns feature of inputs consisted of several convolution kernels used to compute different feature maps. Each neuron in a feature map is linked to a region of neighborhood neurons which are referred to as the neuron’s receptive field in the previous layer. By convolving the input with a learned kernel and followed by using an element-wise nonlinear activation function on the convolved results, new feature map is obtained. Each feature map is generated from the kernel which is shared by all spatial locations on the input. By using several different kernels, the complete feature maps are obtained. A pooling layer is used to reduce the dimensions of feature maps and network parameters. Pooling layers computation involve neighboring pixels which is called translation invariant. The final layers in CNN architecture are fully connected layers which convert the 2D feature maps into a 1D feature vector, for further feature representation.

Recently, CNN study related to food is increasing. Ciocca, et al. (2018) applied CNN-based features for food recognition and retrieval. They used different kind of architecture to obtain the best result. A CNN model was developed to detect cleanliness of online food which resulted in good model (Chen, et al., 2018). Kiwi and apple tree branch detection on site was also successfully done by using CNN [16,17]. This research aimed at developing CNN color image based features and developing Android-based application to determine class of food grade (i.e. tartrazine and erythrosine) and non-food grade (Rhodamin B and Methanyl Yellow) colorants.

2. Materials and Methods

2.1. Materials

Samples used in this research were local food namely Geplak. Geplak was made of rice flour of 100 gr, shredded coconut of 134 gr, sugar of 67 gr, water of 60 ml, and salt of ¼ teaspoon. Food-grade colorants were added i.e. Eritrosin CI 45430 for giving red color with concentration of 280, 300, 320 mg/kg and Tartrazin CI 19140 for yellow with concentration of 50, 70, 90 mg/kg. Non-food grade colorants were also added i.e. Rhodamin B making red color and Methanyl Yellow making yellow color with concentration of 280, 300, 320 mg/kg and 50, 70, 90 mg/kg, respectively. Rice flour was mashed and roasted until dry then shredded coconut were added. Sugar was boiled in water and salt until well mixed. The solution was then added to the mix of flour and shredded coconut and finally colorant was added. The dough was then air-dried and geplak was produced. Picture of Geplak on various colorant were shown on Figure 1.a. to 1.d.
2.2. Image capture
Images of geplak were taken using a CCD camera from the XMIOMI REDMI 3 smartphone with a 13 megapixel rear camera specification with Geo Tag camera software features and video resolution of 1080p / 30fps. The image was in .jpeg format. The total image captured were 1200 images which comprises of 300 images of each concentration of colorants. There were 4 types of colorants, i.e. Erythrosine, Tartrazin, Rhodamin B, as well as Methanyl Yellow, and each colorant had 3 concentrations. Of 1200 images, 1000 data 200 images were used as training and testing in CNN method.

2.3. Development of Convolutional Neural Networks (CNN) Architecture.
There was two stages in CNN architecture development namely feature learning and classification. Flow chart for learning and classification process was shown in Figure 2. Data training will follow the Inception-v3 model, which was a model of deep learning made by GoogleNet for machine learning and has been trained using the ImageNet Large Scale Visual Recognition Challenge (ILSVRC) 2012 dataset. There were 4 stages in training, namely: data input; image crop; bottleneck value calculation; and CNN architecture design. Data used as input was image of geplak previously taken using a smartphone. The image data was processed using Python software version 3.7.3 (Python Software Foundation, https://www.python.org/). The data analysis method used was CNN method aimed to classify geplak image containing colorants, i.e. Eritrosin cl 45430, Tartrazin cl 19140, Rhodamin B, and Methanyl Yellow. The software used library address (Directory library) in tensorflow function which was installed via the command prompt (CMD) on Windows 8.1. After inputting the image data, cropping of image was done to increase size of 224x224x3 pixel. Each image bottleneck value was then calculated to be used for the classification process. When the bottleneck value was completed, training process for final layer by using the CNN started. The output of the bottleneck process was the weight that contained the nominal layer of the image as input for CNN.
Training was conducted using total training steps of 500 with the default from GoogleNet original conditions having a maximum of 4000 steps. In the training process, the input image was 64x64x3. Value 64x64 and 3 represented number of pixels in the image and an image having 3 channels, i.e. Red Green Blue (RGB). Images were processed through convolution and pooling processes at the feature learning stage. This study applied 2 convolution layers. Each convolution and pooling layer have different filter and kernel sizes. Figure 3 showed architecture of CNN model. The image input on this model was 64x64 number of pixels. Here terms of batch and kernel were found. Batch size was the number of samples propagated into the neural network architecture. At the convolutional layer, the first number of filters was 64 with kernel size of 3x3. The kernel was a matrix to calculate and detect a pattern used during the convolution process. Pooling was process of reducing the dimensions of feature maps. As shown in Figure 4, the image had convolutional layers with 32 filters with 3x3 kernel size and pooling layers with 32 filters with a 2x2 kernel size. The feature map from the pooling layer was then converted into the direction vector as the output of the fully connected layer. Output of the CNN training process was model weights with the ability to classify images based on color. The resulting model will be stored in graph (file.pb) and label (file.txt).
2.4. Development of Computer Vision System (CVS) with Android Studio Program

CVS developed was Android-based system intended to detect colorant added in particular food in this study was geplak. The CVS method was an initial design and development of Android-based food detection applications. The Android-based application used Android Studio version 3.2.1 (Android Studio, https://developer.android.com/studio). Data was processed using a Python language which processed and analyzed image data with tensorflow using the CNN method. The output of CNN was weights of the model which were then used as input for the CVS development using Android Studio 3.2.1 in .java language. In Android Studio there was a .xml programming language as an output display. The final user interface of Android Studio was installed in an Android smart-phone. At this moment, only Android in Marshmallow and above which can use this application.

2.5. Accuracy of the Program

The developed program was ran and tested using SAMSUNG DUOS C7 PRO smartphones. A total of 200 test data from samples stored in the application program were tested to measure the accuracy of the program. Accuracy was measured from the percentage of ratio of true positive to total number of testing entries.

3. Results and Discussion

3.1. Convolutional Neural Networks (CNN) Development

As shown in Figure 4, the input image size of 64x64x3 was processed using the CNN architecture which had 5 layers, i.e. first convolution layer, first pooling layer, second convolutional layer, second pooling layer, and fully connected layer. The first convolution layer process (Figure 4.a) used a 3x3 kernel and 32 filters. The convolution layer process was the process of combining different matrices to produce a new matrix value. The result of the first convolution layer was 64x64, the same as the input, because it used a padding value of 0 (matrix layer). Pooling layer was a reduction size of the matrix or spatial input which basically consisted of a filter of a certain size. The pooling process was used to get a new matrix value. Figure 4.b showed of the first pooling layer which produced a new 32x32 matrix using a 2x2 kernel pooling that was applied in two steps and operated on each slice of the input. The second convolution layer process (Figure 4.c) was the continuation of the first pooling result. The image matrix input was 32x32 having number of filters of 64 by using a 3x3 kernel. The second pooling process was similar to the first pooling process, but there was a difference in the final value of the matrix. The resulting output had an image size of 16x16, as shown in Figure 4.d. The last layer was the fully
connected layer (Figure 3). The flatten or fully connected layer converted the pooling layer output into a direction vector.

![First Convolution Layer Process](image1)

![First Pooling Layer Process](image2)

![Second Convolution Layer Process](image3)

![Second Pooling Layer Process](image4)

**Figure 4.** Illustration of first convolution, first pooling, second convolution, and second pooling layers with input of 64x64x3 images, filter of 32 kernel of 3x3, and output of 64x64x3 images (a), input of 64x64x3 images, filter of 32 kernel of 2x2, and output of 32x32x3 images (b), input of 32x32x3 images, filter of 64 kernel of 3x3, and output of 32x32x3 images (c), as well as input of 32x32x3 images, filter of 32 kernel of 2x32 and output of 16x16x3 images (d).

**Table 1. CNN Model Results**

| Layer                      | Kernel Size | Parameters |
|----------------------------|-------------|------------|
| Input Images               | -           | 12288      |
| **First Convolutional Layer** | 32x64x3     | 12288      |
| **First Pooling Layer**    | 32x32x3     | 3072       |
| **Second Convolutional Layer** | 64x32x3     | 3072       |
| **Second Pooling Layer**   | 32x16x3     | 768        |
| **Fully-Connected Layer**  | - 15360     | 15360      |
| **Output**                 | - 3         | 3          |
| **Total**                  |             | 47107      |

Based on the description of the explanation of the network architecture previously, the architecture was used for the training process. Total parameters formed from the model were 47107 neurons (Table 1). There were 8 main parameters used in the image training process, namely Training Steps, Learning
Rate, Testing Percentage, Validation Percentage, Eval Step Interval, Train Batch Size, Batch Size Test, and Validation Batch Size. Training Steps were the number of stages in the image training process. Learning Rate was the level of learning in the image training process. Percentage testing was the percentage of images for testing. Validation Percentage was the percentage of images for validation. The Eval Step Interval was the interval of the image training stage. Train Batch Size was a measure of the number of images that will be trained at one time. Validation Batch Size was a measure of the number of images that are validated at one time. The parameter values in the image training process can be seen in Table 2.

| Parameter             | Parameter Value |
|-----------------------|-----------------|
| Training Steps        | 500 steps       |
| Learning Rate         | 0.01            |
| Testing Percentage    | 10 %            |
| Validation Percentage | 10 %            |
| Eval Step Interval    | 10              |
| Train Batch Size      | 100             |
| Test Batch Size       | -1              |
| Validation Batch Size | 100             |

3.2. *VisioApps Development*

The developed program can be applied on any types and model of smartphones as long as they are Android based system. The program appearance after installation on the (Figure 5) showing several menu such as buttons for downloading previously uploaded images or for capturing images using embedded camera. After image was uploaded or captured, it was processed resulting in RGB and Lab color information, but only Lab information were used as input for CNN structure.

![Figure 5. User interface on a screen](image)
Figure 6 shown detection results for geplak contained Tatrazin and Eritrocyn which were categorized as safe colorant, and detection results for geplak contained Methanyl yellow and Rhodamin B categorized as unsafe colorant. L value obtained from the developed program were similar for all images either using safe or unsafe colorants, but geplak added with Eritrocyn showed much lower L value. Geplak contained Eritrocyn had lower a and b values compared to other colorants meaning that it was less red and less yellow. Those values resulted from several concentrations used as explained in Methodology.

![Figure 6. Detection results for geplak contained Methanyl yellow (a) and Rhodamin B (b) as unsafe colorant, and Tatrazin (c) and Eritrocyn (d) as safe colorant](image)

### 3.3. Accuracy of the program
By using 50 samples each of previously known colorants, the VisioApps program could successfully detected 50 correct out of 50 samples geplak contained eritrocyn, 48 correct out of 50 samples geplak contained tatrazin, 49 correct out of 50 samples geplak contained Rhodamine B, and 49 correct out of 50 samples geplak contained Methanyl Yellow, as shown in Table 3. In general, the developed program had the accuracy of 98%.

| Actual Class | Predicted Class | Eritrosin | Tatrazin | Rhodamine B | Methanyl Yellow |
|--------------|-----------------|-----------|----------|-------------|-----------------|
| Eritrosin    |                 | 50        | 0        | 0           | 0               |
| Tatrazin     |                 | 0         | 48       | 1           | 1               |
| Rhodamine B  |                 | 1         | 0        | 49          | 0               |
| Methanyl Yellow |             | 0         | 1        | 0           | 49              |

### 4. Conclusion
In this research, convolution neural network was used to classify geplak into four class regarding colorant used in the product, i.e. eritrocyn, tatrazin, Rhodamine B, and Methanyl Yellow. The developed program could also be used to determine color value of object. The accuracy of the program using image stored in the smartphone was 98%.
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