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Abstract—Monte Carlo tree search (MCTS) is a sampling best-first method to search for optimal decisions. One popular selection mechanism that has proved to be reliable in MCTS is based on the Upper Confidence bounds for Trees (UCT). This attempts to balance exploration and exploitation. However, some tuning of the MCTS UCT is necessary for this to work well. In this work, we use Evolutionary Algorithms (EAs) to evolve mathematical expressions with the goal to substitute the UCT formula and use the evolved expressions in MCTS. Specifically, we evolve expressions using our proposed semantic-inspired evolutionary algorithm in MCTS (SIEA-MCTS). This is inspired by semantics in Genetic Programming (GP), where the use of fitness cases is seen as a requirement to be adopted in GP. Fitness cases are normally used to determine the fitness of individuals and can be used to compute the semantic similarity (or dissimilarity) of individuals. However, fitness cases are not available in MCTS. We extend this notion by using multiple reward values from MCTS that allow us to determine both the fitness values of individuals and their semantics. We show how SIEA-MCTS is able to successfully evolve expressions that yield better or competitive results compared to UCT. We compare the performance of the proposed SIEA-MCTS against MCTS algorithms, MCTS rapid action value estimation algorithms, three variants of the *-minimax family of algorithms, a random controller, and two more EA approaches. We consistently show how SIEA-MCTS outperforms most of these intelligent controllers in the game of Carcassonne.
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I. INTRODUCTION

MONTe Carlo tree search (MCTS) is a sampling method for finding optimal decisions by performing random samples in the decision space and building a tree according to partial results. The evaluation function of MCTS relies directly on the outcomes of simulations. The optimal search tree is guaranteed to be found with infinite memory and computation [14]. However, in more realistic scenarios, MCTS can produce good approximate solutions [9], [10].

The success or failure of MCTS depends heavily on how the MCTS statistical tree is built. The selection policy, responsible for this, behaves incredibly well when using the upper confidence bounds for trees (UCT) [15]. Some conditions are to be met for this to work well, for example, the selection of a child of a given node is based on the exploration/exploitation tradeoff. To this end, the UCT expression is normally used, yielding good results. As we shall see in Section III, some of the parameters’ values can be changed contributing to a better performing MCTS. However, more sophisticated bounds have been proposed such as the single-player MCTS, adding a third term to the UCT formula and changing the value of a parameter [19]. The UCB1-tuned also modifies the UCT expression to reduce the impact of the exploration term [3]. Thus, it is evident that while the UCT performs well on a range of problems, its adjustment or modification can have a more positive effect. This motivated us to evolve the selection expression based on the UCT formula. In this work, we use evolutionary algorithms (EAs) [7] to evolve mathematical expressions that can be used instead of the UCT expression.

We propose a semantic-inspired EA in MCTS (SIEA-MCTS). Our approach is inspired by semantics in genetic programming (GP) [16], where the use of fitness cases is seen as a prerequisite to promote semantic diversity. The adoption of semantics in GP has increased considerably in the last few years due to multiple scientific studies reporting how it improves GP performance [8], [11], [12], [20]. The adoption of semantics in MCTS is challenging: MCTS does not use fitness cases. The latter are normally used in GP to determine the fitness values of individuals and to compute the semantic diversity between them. We extend this notion and use multiple reward values from MCTS simulations that allow us to determine both individuals fitness values and the semantic diversity between them.

To show how a semantic-based approach makes a positive impact in MCTS, we also adopt two more EAs without semantics. One is partially integrated in MCTS: it uses a single reward value returned by the MCTS roll outs to determine the fitness of individuals. The other EA variant uses these reward values and propagates them in the MCTS statistical tree to determine the fitness value of a candidate solution. We also compare these three EA methods against six variants of the MCTS UCT and six variants of the MCTS rapid action value...
estimation (RAVE), three variants of the *-minimax family of algorithms and a random controller. We show how SIEA-MCTS outperforms all these controllers in the game of Carcassonne, when the same number of roll out simulations are used for those Monte Carlo-based algorithms. SIEA-MCTS performs similar w.r.t. MCTS when the latter uses seven times more roll out simulations.

The main contributions of this work are as follows.

1) We show how it is possible to evolve expressions using a simple EA, $(\mu + \lambda)$-ES, GP and a compact population, where these are used in lieu of the MCTS UCT formula.

2) This leads to proposing: EA partially integrated in MCTS (EA-p-MCTS) and EA in MCTS (EA-MCTS).

3) During the evolutionary search, we gather valuable information from the MCTS roll out simulations. From this, we extend the notion of fitness cases-based semantics to reward values-based semantics. We dubbed this method as semantic-inspired EA in MCTS (SIEA-MCTS).

4) Through extensive empirical experiments, we show how SIEA-MCTS outperforms all the methods used in this work or is competitive to finned tuned algorithms.

As we shall see in the following section, the use of EAs in the evolution of an UCT expression has been done before. In this work, however, we use an EA $(\mu + \lambda)$-ES and GP using a dramatically smaller population size compared to other inspiring works, leading to its use in this type of games/problems that require to make a relatively fast decision (first contribution).

We then propose three EA variants to evolve the UCT formula: 1) EA-p-MCTS does not propagate the reward values from a given node to the root of the tree; 2) EA-MCTS fully incorporates this as normally done in MCTS; 3) SIEA-MCTS uses a semantic-based approach to promote diversity (second and third contributions). By taking this step-by-step approach, we show how the evolution of UCT expressions alone is not enough to make a positive impact in MCTS (EA-p-MCTS), but instead this should be done in conjunction with the four steps of MCTS (EA-MCTS). Given the size of the population used in this work, we promote diversity through the use of a semantic-inspired approach (SIEA-MCTS). All these motivations were complemented by carrying out fair comparisons between these EAs approaches and other well-known approaches including MCTS, RAVE and MiniMax (fourth contribution).

The rest of this article is organized as follows. Section II discusses how our work fits within the related work. Section III provides some background in MCTS, EAs and in the game of Carcassonne. Section IV discusses in detail the controllers used in this work. Section V presents the experimental setup. Section VI discusses the results obtained by each of the controllers while Section VII discusses the evolved expressions. Section VIII discusses how the contributions of this work have been achieved. Finally, Section IX concludes this article.

II. RELATED WORK

There are some interesting works using EAs in MCTS. Cazenave [6] used GP to evolve the UCT formula to be used in MCTS. The author used Swiss tournament selection, reproduction, and mutation to be applied in the 128 or 256 individuals. Moreover, the author destroyed GP individuals that were not appropriate. Cazanave used around 13 specialized functions plus basic functions. The author tested his approach using the game of Go. He demonstrated how his GP approach outperformed MCTS and RAVE when a relatively small number of playouts were used, but UCT outperformed his approach when more playouts were allowed.

Motivated by Cazenave’s studies, a decade later, Bravi et al. [5] evolved the MCTS UCB1 formula tested in the general video game AI framework, focusing on five games. The authors used a GP system, using three types of mutations, crossover and elitism. They used a population of 100 GP trees and the initial population started with a seeded UCT individual and 99 random trees. In their studies, they considered three different scenarios: (a) only given access to the same information as UCB1; (b) given access to additional game-independent information; (c) given access to game-specific information. The authors showed that, in average, Scenario (c) outperformed the rest of the scenarios including the UCB1.

More recently, Holmgård et al. [13] used GP to evolve persona-specific evaluation formulae to be used in MCTS instead of the UCB1 in the deterministic game of MiniDungeons 2. The authors used a tree-based GP system using four basic functions as well as constant and variables suitable for the game. To evolve the 100 GP individuals over 100 generations, the authors used selection, crossover, mutation and elitism, as well as an island model. Holmgård et al. reported that their evolved personas were able to play the game more efficiently compared to the UCB1 agents.

Other interesting works include those carried out by Alhelali and Lucas [1], where they used a GP system to enhance MCTS during the roll out simulations tested in the game of Ms PacMan. The authors used multiple functions including comparison, conditional, logical operators. They also used different types of terminals including action, local and numerical terminals. They used 100 or 500 individuals evolved, using selection and mutation operators, over 50 or 100 generations, where a single run took around 18 days to finish, for the latter case. Another interesting work is related to handling prohibitive branching factors in MCTS through EAs, as proposed by Baier and Cowling [4] in the deterministic game of Hero Academy. Lucas et al. [17] used an EA as a source of control parameters to bias the roll outs of MCTS. They showed how their proposed approach significantly outperforms the vanilla MCTS using the Mountain Car benchmark problem and a simplified version of Space Invaders.

III. BACKGROUND

A. Mechanics Behind MCTS

MCTS relies on two elements: 1) that the true value of an action can be approximated using simulations; and 2) that these values can be used to adjust the policy towards a best-first strategy. The algorithm builds a partial tree, guided by the results of previous exploration of that tree. Thus, the algorithm iteratively builds a tree until a condition is reached, then the search is halted and the best performing action is executed.

The most accepted steps involved in MCTS are the following.

1) Selection: A selection policy is recursively applied to descend through the built tree until an expandable node
has been reached (a node is classified as expandable if it represents a nonterminal state and also, if it has unvisited child nodes).

2) **Expansion:** Normally one child is added to expand the tree subject to available actions.

3) **Simulation:** From the new added nodes, a simulation is run to get an outcome.

4) **Back-propagation:** The outcome obtained from the simulation step is back-propagated through the selected nodes.

Simulations in MCTS start from the root state and are divided in two stages: when the node is added in the tree, a tree policy is used to select the actions. A default policy is used to roll out simulations to completion, otherwise.

1) **Upper Confidence Bounds for Trees:** MCTS works by approximating “real” values of the actions that may be taken from the current state. This is achieved through building a decision tree. The success of MCTS depends heavily on how the tree is built and the selection process plays a fundamental role in this. One particular selection mechanism that has proven to be reliable is the UCB1 tree policy [15]. Formally, UCB1 is defined as

\[
\text{UCT} = \bar{X}_j + 2K \sqrt{\frac{2 \cdot \ln n_j}{n_j}}
\]

where \(n\) is the number of times the parent node has been visited, \(n_j\) is the number of times child \(j\) has been visited. \(K\) is a constant.

**B. Evolutionary Algorithms**

Evolutionary algorithms (EAs) [7] refer to a set of bioinspired algorithms that use evolutionary principles to build adaptive systems. EAs work with a population of \(\mu\)-encoded (representation of the) potential solutions to a particular problem. Each solution represents a point in the search space, where the optimal solution lies. The population is evolved by means of genetic operators, over a number of generations, to produce better results to the problem. Each individual is evaluated using a fitness function. The fitness value assigned to each individual in the population probabilistically determines how successful the individual will be at propagating (part of) its code to future generations.

In this work, we briefly describe the two methods used.

1) **Evolutionary Algorithm: Genetic Programming (GP):** GP [16] is a form of automated programming where individuals are randomly created by using function and terminal sets required to solve a given problem. Multiple types of GP have been proposed in the literature with the typical tree-like structure being the predominant form of GP in EAs.

2) **Evolutionary Algorithm: Evolution Strategies (ES):** In ES [18], mutation is the main operator whereas crossover is the secondary, optional, operator. Historically, there were two basic forms of ES, known as the \((\mu, \lambda)\)-ES and the \((\mu + \lambda)\)-ES. \(\mu\) refers to the size of the parent population, whereas \(\lambda\) refers to the number of offspring that are produced in the following generation before selection is applied. In the former ES, the offspring replace the parents whereas in the latter form of ES, selection is applied to both offspring and parents to form the population in the following generation.

**C. Semantics**

For clarity purposes, we first briefly give some definitions on semantics, based on the first author’s work [8], that will allow us to describe our approach later in Section IV.

Let \(p \in P\) be a program from a language \(P\). When \(p\) is applied to an input \(in \in I\), \(p\) produces an output \(p(in)\).

**Definition 1:** The semantic mapping function \(s : P \rightarrow S\) maps any program \(g\) to its semantics \(s(g)\).

This means, \(s(g_1) = s(g_2) \iff \forall in \in I : g_1(in) = g_2(in)\). The semantics specified in Definition 1 has three properties. First, every program has only and only one semantics. Second, two or more programs can have the same semantics. Third, programs that produce different outputs have different semantics.

Definition 1 is general as it does not specify how semantics is represented. This work is inspired by a popular version of semantics GP where the semantics of a program is defined as the vector of output values computed by this program for an input set (also known as fitness cases). The latter are not available in MCTS. We then extrapolate this idea to the fitness space. Thus, assuming we use a finite set of simulations, as normally adopted in MCTS, we can now define, without losing the generality, the semantics of a program in the simulations.

**Definition 2:** The semantics \(s(p)\) of a program \(p\) is the vector of values from each independent simulation \(sim\).

Thus, we have that the semantics of a program in MCTS is given by \(s(p) = [p(sim_1), p(sim_2), \ldots, p(sim_l)]\), where \(l = |I|\) is the number of independent simulations.

Based on Definition 2, we can define the sampling semantics distance (SSD) between two programs \((p, q)\). That is, let \(P = \{p_1, p_2, \ldots, p_N\}\) and \(Q = \{q_1, q_2, \ldots, q_N\}\) be the sampling semantic of Program 1 (\(p_1\)) and Program 2 (\(p_2\) on the same set of sample points, then the SSD between \(p_1\) and \(p_2\) is defined as \(\text{SSD}(p, q) = (|p_1 - q_1| + |p_2 - q_2| + \cdots + |p_N - q_N|)/N\), where \(S_p = \{p_1, \ldots, p_N\}\) and \(S_q = \{q_1, \ldots, q_N\}\) are the SS of programs \(p\) and \(q\) based on simulations.

We are now in position to use the well-known semantic similarity (SSi) proposed by the first author and colleagues [20]. This indicates whether the SSD between two programs lies between a lower bound \(\alpha\) and upper bound \(\beta\) or not. It determines if two programs are similar without being semantically identical. The SS of two programs \(p\) and \(q\) on a domain is formally defined as

\[
\text{SSi}(p, q) = \frac{\alpha}{\beta - \alpha} \max(\text{SSD}(p, q)\alpha, \beta)
\]

where \(\alpha\) and \(\beta\) are the lower and upper bounds for semantic sensitivity, respectively. In our work, we set these to 5 and 10, respectively.

**D. Game of Carcassonne**

The game consists of 72 tiles that are used to build the board. The tiles contain sections of a landscape (see Fig. 1).

1) **Placing Tiles:** The game board begins with the same tile being placed face up, and the remaining tiles placed face down in a shuffled deck. In each turn, the player picks up the tile from the deck and must place legally the tile adjacent to any of the previously played tiles on the game board.

2) **Meeples:** The player can then choose to place one of the seven meeples on any of the features in their recently placed tile. The player can only place a meeple if they have any left. The player can choose not to place any meeple on their turn. The
player cannot place a meeple on a feature that already contains an opponents’ meeple.

3) **Scoring System:** Scores are added to players’ tallies when a feature containing a meeple(s) is completed. A city is finished when the entire section of outer walls are entirely connected. A city tile containing a pennant symbol is worth double points. To gain scores from a road, this must be closed. Monasteries are city tile containing a pennant symbol is worth double points. To gain scores from a road, this must be closed. Monasteries are

IV. AI CONTROLLERS

In this work, we use seven controllers. A summary of these are: (a) MCTS uses UCT to guide tree search; (b) RAVE memorizes, in every node of the tree, the statistics for all possible moves; (c) EA-p-MCTS uses ($\mu$+$\lambda$)-ES and is called during the selection step in MCTS. The fitness of the evolved expression is the score attained in the game of Carcassonne. This value is not backpropagated through the selected nodes; (d) EA-MCTS extends (c) and the fitness of the evolved formula is the result of the average of 30 independent simulations. The value is backpropagated through the selected nodes; (e) SIEA-MCTS extends (d) where selection favours the individual that is semantically different to its parent; (f) Minimax algorithms are expectimax variants that use an alpha-beta pruning techniques; (g) Random actions are executed.

A. Monte Carlo Tree Search

The core idea of MCTS is based on its four steps: selection, expansion, rollout, and backpropagation. The completion of these stages is known as a single simulation. When all simulations conclude, normally the node with the highest action value is chosen, which is the approach taken in this work. The MCTS is explained in detail in Section III.

B. MCTS and Rapid Action Value Estimation

MCTS-RAVE operates similarly to MCTS. Their main difference is how they treat action-state pairs ($s$, $a$) in the search tree.

With MCTS-RAVE, the value function of a pair ($s$, $a$) factors in the average results of simulations when $a$ is selected at any state between the state $s$ and the terminal state. Two new values, $\bar{N}(s_t, a_u)$ and $\bar{Q}(s_t, a_u)$, are introduced to track the number of times action $a_u$ is selected after state $s_t$ and the average results of these instances, respectively.

C. Evolutionary Algorithm Partially Integrated in MCTS

We now turn our attention to the proposed AI controller based on EAs to evolve online the mathematical expression to be used during the selection phase of the MCTS. Algorithm 1 shows the steps of our approach. To this end, we use ($\mu$+$\lambda$)-ES (see Section III). We first seed the UCT expression [see (1)] as our initial individual (Line 4). We then proceed to generate the offspring (Line 6). We evolve a candidate solution in every turn that we need to make a decision. At each turn, a new solution is built from scratch. The tree considers and tries to find the best possible opponent move. In the selection step of the MCTS algorithm, the reward is multiplied by “$-1$” when it is an action performed by the opponent. The argmax selection will maximize the opponent’s expected reward.

Our proposed method aims to evolve mathematical expressions that can replace UCT with the goal to get better or competitive results compared to UCT. Thus, ES is called during the selection step in MCTS. Once a node has been selected by our evolved expression, we proceed to compute the fitness of the expression. We do so by performing roll outs as done in MCTS, but rather than replicating the values from these until the root node of the MCTS tree and updating the values of the nodes that are in a given path from the tree, we simply keep track of this fitness value to evolve our mathematical expressions. The fitness is the score achieved when selecting a node from the MCTS tree and playing Carcassonne (Line 7). We dubbed this method Evolutionary Algorithm partially integrated in Monte Carlo tree search (EA-p-MCTS).

D. Evolutionary Algorithm in MCTS

We now proceed to describe how the previous method can be fully integrated in MCTS. We call it evolutionary algorithm in Monte Carlo tree search (EA-MCTS). The steps of our approach are shown in Algorithm 2. We first use the UCT formula as parent (Line 4) to later generate the offspring (Line 8). We assess the

---

**Algorithm 1: EA-p-MCTS.**

1: **Input:** Current state $S$, number of generations $G$, lambda $\lambda$
2: **Output:** Evolved tree policy
3: **Procedure** Evolving_UCT_using_EA-p-MCTSS, $G$, $\lambda$
4: Parent $\leftarrow$ UCT formula
5: for $i = 0, \ldots, G$ do
6: Create $\lambda$ offspring from Parent
7: Get the fitness of each $\lambda$ offspring using rollouts from $S$
8: Parent $\leftarrow$ Best performing $\lambda$ offspring
9: end for
10: return Parent
11: end procedure

---

**Algorithm 2: EA-MCTS.**

1: **Input:** Current state $S$, number of generations $G$, lambda $\lambda$
2: **Output:** Evolved tree policy
3: **Procedure** Evolving_UCT_using_EA-MCTSS, $G$, $\lambda$
4: Parent $\leftarrow$ UCT formula
5: for $i = 0, \ldots, G$ do
6: Create $\lambda$ offspring from Parent
7: Get the fitness of each $\lambda$ offspring using rollouts from $S$
8: Parent $\leftarrow$ Best performing $\lambda$ offspring
9: end for
10: return Parent
11: end procedure

---

**Fig. 1.** Example of legal and illegal placements of tiles.
Algorithm 2: EA-SIEA-MCTS

1: **Input:** Number of gen. \( G \), lambda \( \lambda \), simulations \( S \)
2: **Output:** Evolved tree policy
3: **Procedure** Evolving UCT EA SIEA
4: \( P \leftarrow UCT \) formula
5: \( T_{copy} \leftarrow T \)
6: for \( g \leftarrow 0, \ldots, G \) do
7: for \( i \leftarrow 0, \ldots, \lambda \) do
8: \( O_i \leftarrow subtree\_mutation(P) \)
9: \( a_{fitness} \leftarrow 0 \)
10: for \( s \leftarrow 0, \ldots, S \) do
11: \( \text{tem_fit}(O_i) \leftarrow \text{select}\_\text{copy}(S) \) and rollout\( (O_i) \)
12: update \( T_{copy} \)
13: \( a_{fitness}(O_i) \leftarrow a_{fitness}(O_i) + \text{tem_fit}(O_i) \)
14: end for
15: fitness\( (O_i) \leftarrow a_{fitness}(O_i) / S \)
16: end for
17: if Using EA-MCTS then
18: \( P \leftarrow \text{best offs.} \)
19: else
20: Sem Sel\( (O,P) \) procedure
21: end if
22: end for
23: return \( P \)
24: end procedure
25:
26: **Input:** Population offspring \( O \), Parent \( P \)
27: **Output:** Best program based on fitness and semantics
28: **Procedure** Sem Sel\( (O,P) \)
29: \( H_f \leftarrow \text{max}\{\text{fitness}(O)\} \)
30: if More than one offspring from \( O \) equals \( H_f \) then
31: SSD \( \leftarrow \text{Sampling}_\text{sem}\_\text{dist}(O,P) \)
32: SSi \( \leftarrow \text{Sel. ind}(s) \) within sem. sim. range \((\alpha, \beta)\)
33: if more than one individual within range then
34: \( \text{New}_P \leftarrow \text{individual closest to lower-bound \alpha} \)
35: else
36: \( \text{New}_P \leftarrow \text{random}(O) \)
37: end if
38: else
39: \( \text{New}_P \leftarrow \text{random}(O) \)
40: end if
41: return \( \text{New}_P \)
42: end procedure

fitness of an expression by using the game score coming from the game’s state after applying rollouts (Line 11). The value of these are used to update a copy of the MCTS statistical tree (Line 12), from the selected node to the root including the nodes given in a branch. We perform 30 simulations to compute the fitness of the evolved expression (Line 10). The fitness of our evolved individual is the average of these 30 simulations (Line 15). We pick the best offspring to act as parent (Line 19).

E. Semantic-Inspired Evolutionary Algorithm in MCTS

A potential major limitation in using a small population size, as adopted in this work, could be the lack of diversity leading to poor performance. To prevent this, we use semantics as inspiration to promote diversity (see Section III). We dubbed this method semantic-inspired evolution algorithms in Monte Carlo tree search (SIEA-MCTS), We take as basis the EA-MCTS algorithm, shown in Algorithm 2 and incorporate semantics into it, shown in the semantic selection procedure of the algorithm, starting in Line 28.

This controller extends EA-MCTS. The main difference is in the selection of the offspring. We first get the highest fitness, \( H_f \), from the offspring (Line 29). If there is more than one offspring with \( H_f \) (Line 30), we compute the sampling semantic distance from each offspring with respect to Parent (Line 31). We then proceed to compute the semantic similarity metric using thresholds (Line 32). If there is more than one individual from the offspring population that falls within this threshold, defined by \( \alpha \) and \( \beta \), then the individual closest to the \( \alpha \) value is picked (Line 34). Otherwise, we select an individual randomly from the offspring population (Line 36).

F. Minimax

The \(*\)-minimax family of algorithms, including Star1, Star2, and Star2.5, are the most common expectimax variants that use an alpha-beta pruning technique adapted for stochastic trees. In the Star1 algorithm, the theoretical maximum value \( U \) and the theoretical minimum value \( L \) are used as the guess for the worst and best scenarios of the chance nodes that have not been evaluated in an attempt to prune the tree if the predicted values fall outside an \( \alpha \beta \) window. In the worst-case scenario, no nodes are pruned and the search behaves as expectimax.

Star2 is meant for regular \(*\)-minimax games, in which the actions for each player are influenced by a stochastic event at the beginning of each turn. In Star2, the first node is evaluated and used as the guessed value for the rest of the sister nodes to prune as in Star1, in the probing phase. Thus, ordering of the actions is required to get more reliable results and to prune more often. The actions available from each state are ordered as soon as each state is reached for the first time according to how promising they are. If the probing phase fails to achieve a cutoff, the search behaves as the Star1.

A probing factor \( f > 1 \) can be predefined in the Star2.5 algorithm. The probing factor determines the number of nodes to be evaluated during the probing phase. In other words, a \( f = \{0,1\} \) refers to Star1 and Star2, respectively, and \( f > 1 \) refers to Star2.5. We used all these three computationally intensive variants in our studies.

G. Random

We also use a controller that chooses moves at random. This controller chooses an action from a set of available possible moves with uniform probability during its turn. This player will predominantly be used as a baseline to demonstrate that the remaining AI controllers are well-informed players.

V. EXPERIMENTAL SETUP

A. Function and Terminal Sets

The terminal set is defined by \( T = \{ Q(s,a), N(s), N(s,a), K \} \), where \( N(s) \) is the number of visits to the node from the MCTS search tree, \( N(s,a) \) is the number of visits to a child node, \( Q(s,a) \) is the child’s node action-value and \( K \) is
TABLE I
SUMMARY OF PARAMETERS USED IN OUR EXPERIMENTS

| Parameter          | Value     |
|--------------------|-----------|
| Max Depth          | 2 for Star 1, 2 and 2.5 |
| Lower Bound        | \( L = -100 \) for Star 1, 2 and 2.5 |
| Upper Bound        | \( U = 100 \) for Star 1, 2 and 2.5 |
| Probing factor     | 0, 1, 4, for Star 1, 2 and 2.5, respectively |
| \( \gamma \)       | \( \mu = 1, \lambda = 4 \) |
| Generations        | 20        |
| Type of Mutation   | Subtree (90% internal node, 10% leaf) |
| Mutation Rate      | One per individual |
| Initialization Method | Seeded and mutated |
| Maximum depth      | 8         |
| MCTS and MCTS-Rave | 8         |
| No. of simulations | 400, 2800 |
| K                  | \( 0.25, 0.5, 1, 2, 3, 5, 7, 10 \) |
| \( \delta \) (RAVE only) | 10 |

TABLE II
POINTS AWARDED TO A GAME OF CARCASSONNE

| Acronym | Description | Points |
|---------|-------------|--------|
| BWP     | Number of Bonus Points | 2, 1, 1 |
| W, L, D | Number of wins, losses, draws | 4, 0, 2 |
| PD      | PD=Player Score-Opponent Score | – |

the exploration–exploitation constant. When \( K \) is chosen to be mutated, it can take a random value from the following set \( r = \{ 0.25, 0.5, 1, 2, 3, 5, 7, 10 \} \). The function set is defined by \( F = \{ +, -, *, \div, \log, \sqrt{\cdot} \} \), where the division operator is protected against division by zero and will return 1 for any divisor less than 0.001. Similarly, the natural log and square root operators are protected by taking the absolute values of input values. The values used for all our controllers are shown in Table I.

B. League Competition Scoring System

Carcassonne gives a slight advantage to the player that begins the game. Thus, when two controllers face each other, it is important that each gets an equal number of games. A match between two players will consist of a fixed number of games with first and second player not switching between each game. Thus, we will require two matches. This ensures that for a given pair of controllers, each will go as a first player in either Match 1 or Match 2. The result of a match will be decided by the number of wins each player achieves during that match. The two-matches arrangement is analogous to most major professional sport leagues, with players/teams playing each other twice in a given season. Inspired by this, we also adopted a score system that allows us to highlight the best controller. Table II shows the points given in a game.

C. Extensive Empirical Experimentation

To obtain meaningful results, we carried out an extensive empirical experimentation: 3990 independent games. This was done as follows. We first group the MCTS controllers to play against each other. Given that we have six MCTS variants, we performed 750 independent games (30 matches of 25 games each). We carry out the same experiments for the MCTS RAVE (750 independent games). We also grouped the three Star algorithms. This led to 150 independent games (six matches of 25 games each).

Finally, we compared our three EA-based MCTS controllers against the best controllers of MCTS, RAVE and Star algorithms. We also considered a random controller and the MCTS and the RAVE controllers with the highest average point difference value. The MCTS and RAVE algorithms each used 400 and 2800 roll out simulations, independently. The comparison of these controllers only led to 2340 independent games (156 matches of 15 games each).

VI. DISCUSSION OF RESULTS

A. Reward Systems

When MCTS is used in a two-player game, the reward value is normally defined as +1, 0, and 1 when the player wins, draws, or loses against its opponent, respectively. However, as suggested in [2], when the difference of scores between the two players is used as reward value is more beneficial.

Table III shows the results when using these reward systems: +1, 0, −1 denoted by R1 and the difference of scores between the two players denoted by R2. We used these controllers to compete against each other using 400 simulations in 50 independent games. When R1 is used as first player, it only wins two games against R2 that is the second player. In the latter case, R2 wins 45 games (see top right-hand side of the table). When R2 is used as first player and R1 as second player, we can see that R2 wins 45 games and R1 only wins four games (see top right-hand side of the table). In summary, R2 (difference of scores between the two players to be used as a reward value) yields the best results and is the reward system used in the rest of the experiments.

B. Performance of MCTS Using Various UCT K Values

The performance of MCTS is greatly determined by the exploitation-exploration constant \( K \) in the UCT function [see (1)]. Increasing this value will result in less visited nodes or nodes with smaller action-values to be explored more. A lower value for \( K \) will closely resemble a greedy algorithm that will exploit the best possible action during each simulation. A round-robin tournament with six MCTS controllers with different \( K \) values (see Table I for the values used in this experiment) is adopted in this work to determine what value yields the most competitive MCTS’ results.

Table IV shows the results of the matches between pairs of MCTS controllers using different values for \( K \) in the UCT. When \( K = \sqrt{2} \) and playing as Player 1 (left-hand side of the table), we can see that this controller wins four matches and loses one.
TABLE IV
NUMBER OF WINS OUT OF 25 GAMES, FOR EACH OF THE 30 PAIR MATCHES
(25 × 30 = 750 INDEPENDENT GAMES) WHEN USING MCTS AND SIX DIFFERENT K VALUES

| $K$ | Players | $K = 0.25$ | $K = 0.5$ | $K = 1$ | $K = 2$ | $K = \sqrt{2}$ | $K = 3$ |
|-----|---------|-------------|------------|----------|----------|----------------|--------|
| 1   |         | 10-3      | 15-10      | 15-10    | 15-10    | 15-10          | 15-10  |
| 2   |         | 10-3      | 15-10      | 15-10    | 15-10    | 15-10          | 15-10  |
| 3   |         | 15-10     | 15-10      | 15-10    | 15-10    | 15-10          | 15-10  |
| 4   |         | 15-10     | 15-10      | 15-10    | 15-10    | 15-10          | 15-10  |
| 5   |         | 15-10     | 15-10      | 15-10    | 15-10    | 15-10          | 15-10  |
| 6   |         | 15-10     | 15-10      | 15-10    | 15-10    | 15-10          | 15-10  |

Table IV shows details of results per match.

TABLE V
RANKING OF THE MCTS CONTROLLERS BASED ON POINTS AND PD

| Rank | MCTS | Points | BWP | BLP | W | L | D | PD |
|------|------|--------|-----|-----|---|---|---|----|
| 1    | K = 2 | 35     | 0   | 1   | 6 | 4 | 0 | +6.44 |
| 2    | K = 1 | 19     | 0   | 1   | 4 | 5 | 1 | +22.32 |
| 3    | K = 0.5 | 17   | 0   | 1   | 4 | 6 | 0 | -26.08 |
| 4    | K = 0.25 | 15   | 0   | 1   | 3 | 6 | 1 | -43.96 |

TABLE VI
NUMBER OF WINS OUT OF 25 GAMES, FOR EACH OF THE 30 PAIR MATCHES (25 × 30 = 750 INDEPENDENT GAMES) WHEN USING MCTS-RAVE AND SIX DIFFERENT K VALUES

We can see that the best MCTS-RAVE controller is when setting $K = 0.5$ (see Table VII). It wins all the matches against all its opponents (five wins) when acting as first player and only loses one match when going as second player when competing against $K = 0.25$ (16-9 games). Thus, it wins nine matches (recall one match is equivalent to 25 independent games of Carcassonne). When MCTS-RAVE $K = 0.25$ we can see a similar scenario: it wins all five matches when going as first player and only loses one match when acting as second player against MCTS-RAVE $K = 0.5$. Thus, in total it wins nine out of ten matches. The difference in points between MCTS-RAVE $K = 0.5$ and $K = 0.25$, ranked first and second, respectively, is due to the fact that the former achieves eight further bonus win points. That is, in eight matches the ratio of wins is equal or greater to 75:25. Whereas MCTS-RAVE $K = 0.25$ achieves only four bonus win points.

D. Performance of Star1, Star2, and Star2.5

Let us now focus our attention on the performance achieved by the Star controllers. Table I shows the parameters’ values for these controllers. With only three controllers and using a round-robin tournament match, as done with all the experiments reported in this section, we have six matches (one match is composed of 25 games). The results of these matches are shown in Table VIII. From this table, we can see that Star1, acting as first player is able to win a match against Star2 and it attains a draw against Star2.5. When Star1 is now Player 2, we can see that this controller wins all the matches (11-14, in both cases, against Star2 and Star2.5). This and the rest of the summary of wins, losses and draws, among other informative values are shown in Table IX. Star1 yields the best results among all the controllers, without losing any matches.

C. Performance of MCTS-RAVE Using Various UCT K Values

Let us now turn our attention to the results yield when using MCTS-RAVE. Given that one match between a pair of controllers is composed of 25 games and that each controller acts as first or second player, as well as having defined six different $K$ values, we have executed 600 independent games (30 matches × 25 games). The number of wins from this extensive experimentation is shown in Table VI.
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E. Comparison of Performance of Evolutionary Algorithms
MCTS Controllers Against the Rest of the Controllers

1) Difficulties in Fair Performance Comparison: The comparison of performance of the algorithms used in this work is problematic: the nature of each of these compared to another one can be radically different. In this work, we are primarily interested to automatically evolve the UCT formula by means of EAs used in MCTS rather than manually tuning it. Of particular interest is the number of roll out simulations used in our work that allow us to make fair comparisons. To this end, we use 2800 and 400 roll out simulations for MCTS and MCTS-RAVE. We define 400 roll out simulations for EA-based MCTS only (EA-p-MCTS, EA-MCTS, SIEA-MCTS). We will discuss in detail the reasons for choosing these number of roll out simulations for these controllers. For completeness, we also report the results attained by Star1 and Random controllers. All these controllers led to 156 matches of 15 games each, resulting in 2340 independent games. The results of this extensive experimentation are shown in Table X.

2) Using the Same Number of Roll Out Simulations for EA-Based MCTS, MCTS, and MCTS-RAVE: Recall that our three EA-based MCTS controllers use 400 roll outs simulations during the MCTS process. We in turn use the same number of simulations for MCTS and MCTS-RAVE. When we focus our attention on Semantic-inspired EA in MCTS (SIEA-MCTS) playing against MCTS ($K = \{0.5, \sqrt{2}\}$) and MCTS-RAVE ($K = \{0.25, 0.5\}$), we can see that SIEA-MCTS wins all the matches (eight wins), regardless of this going as first or second player. The same happens when playing against Star1 and Random controllers (four wins). When SIEA-MCTS plays against EA-MCTS and EA-p-MCTS it wins three matches and loses one against EA-MCTS when the latter plays first. The remaining three wins come when SIEA-MCTS plays against RAVE (2800 roll out simulations). We discuss the role of this number of simulations later. In total, SIEA-MCTS with 400 simulations, wins 18 matches as summarized in Table XI.

When we focus our attention on EA-MCTS, we can see that this wins all the matches against MCTS and MCTS-RAVE, except when EA-MCTS goes second against MCTS $K = 0.5$, totaling seven wins. EA-MCTS wins three matches against the rest of its EA-variants. It also wins all the matches against Star1 and Random (four wins). It also wins three matches when MCTS and MCTS-RAVE use 2800 roll out simulations. Specifically, EA-MCTS wins against MCTS-RAVE ($K = 0.25$), this as second player, and MCTS and MCTS-RAVE ($K = 0.5$, both), these as first players. In total, EA-MCTS wins 17 matches. Table X shows the details of these matches. Table XI summarizes this.

We can see that SIEA-MCTS and EA-MCTS attain the best results compared to the rest of the controllers, except when MCTS uses seven times the number of simulations that these EA methods use. This is discussed next.

3) Using a Higher Number of Roll Out Simulations for MCTS and MCTS-RAVE: From Table I, we can see that we use $\lambda = 4$, 20 generations, and 30 roll out simulations during the evolutionary process. This gives us 2400 simulations. Although not all of these simulations are roll out simulations, but a fraction. Every time, the EA-based MCTS uses an evolved equation, this uses 400 roll out simulations, giving us a total of 2800 evolved and roll out simulations.

When MCTS uses 2800 roll out simulations and EA-based MCTS use 400 roll out simulations (plus 2400 evolved and roll out simulations), we can see that MCTS wins all four matches versus SIEA-MCTS, although in two of them by a narrow margin (7-8), when MCTS goes as second player. When MCTS plays against EA-MCTS, the former only wins three matches, from which two are again by a small margin (7-8), and loses one against EA-MCTS ($MCTS \quad K = 0.5$ as first player). These marginal wins by manually fine tuned MCTS with 2800 roll out simulations allow it to be ranked first and second in Table XI.

When we focus our attention on the performance of EA-based MCTS against MCTS-RAVE (2800 simulations), we can see that SIEA-MCTS wins three out of four matches, with a draw
(MCTS-RAVE \( K = 0.25 \), as second player). Although, it is fair to say that the three wins obtained by SIEA-MCTS are also by a small margin (7-8). When EA-MCTS plays against MCTS-RAVE, the former wins two and loses two matches. Only one of these wins is by a large margin (10-4) and two small margins for a win and a lose.

4) Summary of Results: It is difficult to make a fair comparison of our proposed EA-based MCTS vs MCTS and MCTS-RAVE given the different nature of these methods. We have, however, made different comparisons to shed some light on the performance of our proposed methods against MCTS and MCTS-RAVE. We have learned that our SIEA-MCTS and EA-MCTS perform much better compared to MCTS and MCTS-RAVE when all these four algorithms use the same number of roll out simulations. They also perform much better compared to Star1, EA-p-MCTS, and a Random controller.

This trend continues when MCTS-RAVE uses 2800 roll out simulations. In this case, SIEA-MCTS and EA-MCTS perform slightly better, even when these two use 400 roll out simulations (plus 2400 roll out and evolved simulations). This situation, however, changes when we compare the performance of MCTS versus SIEA-MCTS and EA-MCTS. In this case, these two EA-based methods perform slightly worse than MCTS, where the latter marginally wins a few matches. This is amplified in Table XI by considering that each win match is worth four points. However, as we will see in the following section, the results yielded by SIEA-MCTS and MCTS (using 2800 roll out simulations) are not statistically significant.

The strength of SIEA-MCTS and EA-MCTS stem from the fact that these algorithms could find better adjustments to the UCT formula given its bioinspired form of working: the lack of both problem-specific preconceptions and biases of the algorithm designer opens up the way to unexpected find optimal solutions based on the findings captured during simulations. In stark contrast to this, MCTS and MCTS-RAVE work incredibly well when these are manually well-tuned and enough roll out simulations are used during the sampling process. Moreover, our EA-based MCTS methods, specifically EA-MCTS and SIEA-MCTS, work incredibly well for the right problems that require a high number of MCTS roll out simulations.

F. Statistically Significant Results

We used the scores attained by each controller and elaborated a statistical analysis using t-test to determine if a controller is statistically better than another one (the null hypothesis can be rejected at 1% level). Let us start analysing the results yield by MCTS, shown in Tables IV and V. The best performing controller, \( K = \sqrt{2} \), is statistically significant to \( K = 0.25 \) (ranked last) and not statistically significant to the rest of the MCTS \( K \) values.

When we analyse the results of MCTS-RAVE shown in Tables VI and VII, we can see that when MCTS-RAVE \( K = 0.5 \) (ranked first), the results obtained by this are statistically significant to RAVE \( K = \{ 1, 2, \sqrt{2}, 3 \} \) and not statistically significant to \( K = 0.25 \). When we focus our attention on the results obtained by Star algorithms, shown in Tables VIII and IX, we can see that the best controller, Star1, is not statistically significant to the rest of the Star controllers.

Finally, when we analyse the results of the controllers used in this work (MCTS, MCTS-RAVE each using independently 2800 and 400 roll out simulations, referred as S1 and S2, respectively, and each using two different \( K \) values as well as Star1 and a Random controller) and our three EA-based MCTS controllers, shown in Tables X and XI, we can see that MCTS \( K = \sqrt{2} \) (S1), ranked first, is statistically significant to EA-p-MCTS, EA-MCTS, MCTS \( K = \{ 0.5, \sqrt{2} \} \) (S2), MCTS-RAVE \( K = \{ 0.25, 0.5 \} \) (S2) and MCTS-RAVE \( K = 0.5 \) (S1), Star1, and the Random controller. MCTS \( K = \sqrt{2} \) (S1) is not statistically significant to SIEA-MCTS, MCTS \( K = 0.5 \) (S1) and MCTS-RAVE \( K = 0.25 \) (S1).

VII. Evolved Expressions

We keep track of all the evolved expressions generated by our three EA-based proposed approaches when each of these play against MCTS, MCTS-RAVE, Star1, and Random controllers. The top of Fig. 2 shows the number of nodes (y-axis) of these evolved expressions throughout the game of Carcassonne with 36 turns (x-axis). The solid horizontal line denotes the size of the UCT expression [see (1)].

Fifty percent of the central data is around the size of the UCT expression (see first and third quartiles of the box plots in Fig. 2), regardless of the EA method used: SIEA-MCTS (left), EA-MCTS (center), and EA-p-MCTS (right). This can go as small as, e.g., 10 nodes up to +20 nodes. Note how this varies as the game progresses. In particular, it is interesting to observe how at the end of the game (turn 36, right-hand side in each plot of Fig. 2), SIEA-MCTS and EA-MCTS (the two best performing EA-based MCTS methods) tend to produce expressions of similar length compared to UCT or slightly shorter when the game is about to finish. These fluctuations in the sizes of the evolved UCT formulae, along with the performance discussed in the previous section, indicate how our proposed EA-based MCTS methods uses formulae different to the UCT formula in most of the turns in the game of Carcassonne.

The bottom of Fig. 2 shows some of the expressions automatically generated by our proposed EA-based MCTS approaches. For illustrative purposes, we show six small expressions picked randomly in Turns 1, 7, 13, 19, 25, and 31, as indicated by six different markers.

VIII. Discussion of Contributions

As discussed in Section I, we have shown throughout the article, specifically in Section VI, how it is possible to successfully evolve a well-performing selection policy formula in lieu of the well-known UCT using a relatively simple EA using a compact population (1st contribution).

Furthermore, we have shown in Sections III, IV, and VI, step by step what the main elements are in an EA that can have a positive effect in the evolution of selection policies, specifically by using EA-p-MCTS and extending this to propose EA-MCTS (2nd contribution). We further extended the latter to propose SIEA-MCTS (3rd contribution). Moreover, ablation studies have been carried out by using this approach. For example, we argue that the use of a semantic-based approach (SIEA-MCTS) can have a more positive effects compared to an EA without promoting a form of semantics (EA-MCTS).
Finally, we have shown throughout extensive empirical experiments (see, for example, Sections VI and VII), how the proposed SIEA-MCTS is better or competitive to well-known tuned methods such as MCTS UCT $K = \sqrt{2}$ ($4^{th}$ contribution).

IX. CONCLUSION

A breakthrough in MCTS was the adoption of the UCT, which yields extraordinary results provided that this is well calibrated and enough simulations are employed in MCTS. We have shown how when EA-based methods are fully integrated in MCTS, named SIEA-MCTS and EA in MCTS, these can have a positive impact in MCTS by using an automatically evolved mathematical expressions to be used in lieu of the well-known finetuned UCT.

SIEA-MCTS is particularly interesting since this uses information from roll out MCTS simulations to assess the fitness of evolved individuals and promote semantic diversity. In the near future, we will carry out research on the optimal values for the lower and upper bounds to be used in the semantic similarity metric. These values determine the success or failure in promoting diversity through semantics in genetic programming. We believe that the same principle carries over in MCTS. Furthermore, in the specialized related literature, most of the studies have focused their attention on the use of a single game. In order to generalise our findings, we will investigate the use of EA-based MCTS in other games.
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