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Abstract—Federated learning (FL) is a collaborative machine learning framework that requires different clients (e.g., Internet of Things devices) to participate in the machine learning model training process by training and uploading their local models to an FL server in each global iteration. Upon receiving the local models from all the clients, the FL server generates a global model by aggregating the received local models. This traditional FL process may suffer from the straggler problem in heterogeneous client settings, where the FL server has to wait for slow clients to upload their local models in each global iteration, thus increasing the overall training time. One of the solutions is to set up a deadline and only the clients that can upload their local models before the deadline would be selected in the FL process. This solution may lead to a slow convergence rate and global model overfitting issues due to the limited client selection. In this paper, we propose the Latency aware Semi-synchronous Client Selection and Model aggregation for Federated Learning (LESSON) method that allows all the clients to participate in the whole FL process but with different frequencies. That is, faster clients would be scheduled to upload their models more frequently than slow clients, thus resolving the straggler problem and accelerating the convergence speed, while avoiding model overfitting. Also, LESSON is capable of adjusting the tradeoff between the model accuracy and convergence rate by varying the deadline. Extensive simulations have been conducted to compare the performance of LESSON with the other two baseline methods, i.e., FedAvg and FedCS. The simulation results demonstrate that LESSON achieves faster convergence speed than FedAvg and FedCS, and higher model accuracy than FedCS.
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I. INTRODUCTION

With the development of Internet of Things (IoT), numerous smart devices, such as smartphones, smartwatches, and virtual reality headsets, are widely used to digitize people’s daily lives. Traditionally, a huge volume of data generated by these IoT devices is uploaded to and analyzed by a centralized cloud data center that generates high-level knowledge and provides corresponding services to users, thus facilitating their lives [1]. A typical example is smart home, where various IoT devices, such as smart meters, thermostats, motion detectors, and humidity sensors, are deployed to monitor the status of the smart homes. The data generated by the IoT devices would be uploaded to a centralized data center, which applies deep reinforcement learning models to intelligently and autonomously control, for example, the smart bulbs and air conditioners in the smart homes, to improve the quality of experience and reduce the energy usage of smart homes [2].

On the other hand, sharing data with third-party data centers may raise privacy concerns as data generated by the IoT devices may contain personal information, such as users’ locations and personal preferences [3], [4]. As a result, various policies have been made, such as General Data Protection Regulation (GDPR) made by the European Union [5], to regulate and hinder data sharing. In order to fully utilize these personal data while preserving privacy (i.e., without sharing the data), federated learning (FL) is proposed to distributively train machine learning models by enabling different IoT devices to analyze their data locally without uploading them to a central facility [6]. A typical example to use FL is to train a next word prediction model, which is used to predict what word comes next based on the existing text information [7]. Basically, as shown in Fig. 1, an FL server would first initialize the parameters of the global model and then broadcast the global model to all the clients via wireless networks. Each client would train the received global model based on its local data sets (i.e., their text messages) and upload the updated model to the FL server via wireless networks. The FL server then aggregates the received models from the clients to generate a new global model, and then starts a new iteration by broadcasting the new global model to the clients. The iteration continues until the model is converged.

The traditional FL method can resolve the privacy issue to allow the clients to train the model locally, and it applies the synchronous strategy, where the FL server has to wait until it receives the models from all the clients in each global iteration. This may lead to the straggler problem when the configurations of clients are heterogeneous, meaning that they have different computing and communications capabilities. Hence, some stragglers take much longer time to train and upload their models in a global iteration because of their lower computing and communications capabilities, and thus
significantly prolong the model training process. To resolve the straggler problem, many client selection methods have been proposed [8]–[12], which would select the qualified clients that can finish their model training and uploading before a predefined deadline. Normally, client selection and resource allocation are jointly optimized to maximize the number of the selected qualified clients. Selecting the qualified clients can resolve the straggler problem, but may raise other issues. First, the proposed client selection may significantly reduce the number of participated clients, which may slow down the convergence speed [13], thus leading to longer training latency (which equals to the sum of the latency for all the global iterations). Second, the proposed client selection may result in the model overfitting issue caused by the reduction of data diversity. That is, if the FL server only selects the qualified clients to participate in the model training, then the generated model can only fit the data samples in these qualified clients, but not the non-qualified clients. The model overfitting issue would be compounded if the data samples of the qualified clients are not sufficient [14]. The other solution to solve the straggler problem is to apply asynchronous FL, where the FL server does not need to wait until the deadline expires for each global iteration, but would update the global model once it receives a local model from a client [15]. However, the asynchronous FL may suffer from 1) the high communications cost since both the FL server and clients will more frequently exchange their models, and 2) the stale issue, where some slow clients are training based on an outdated global model, which may lead to slow convergence rate or even global model divergence [16], [17].

In order to solve the slow convergence and model overfitting issues in the synchronous FL while avoiding model divergence in the asynchronous FL, we propose a semi-synchronous FL method, i.e., Latency aware Semi-synchronous client Selection and mODEr aggregation for federated learnIng (LESSON). The basic idea of LESSON is to allow all the clients to participate in the whole learning process with different frequencies. Specifically, the clients are clustered into different tiers based on their model training and uploading latency. The clients in a lower tier (i.e., lower model training and uploading latency) would participate in the learning process more frequently than those in a higher tier (with higher model training and uploading latency). As a result, the straggler problem can be resolved (since the FL server does not need to wait for stragglers in each global iteration) and the model overfitting problem can be fixed (since all the clients join the learning process to provide high data diversity). The main contributions of the paper are summarized as follows.

1) In LESSON, we propose a latency-aware client clustering method to group different clients into different tiers based on their model training and uploading latency.

2) In LESSON, we design a model aggregation based on the proposed client clustering. The designed model aggregation method determines the weight and time for the clients in each tier to aggregate their local models. Also, LESSON can flexibly adjust its performance to change the tradeoff between model accuracy and model convergence rate.

3) The performance of LESSON is evaluated via extensive experiments. The results demonstrate that LESSON achieves a faster convergence speed than FedAvg and FedCS, and higher model accuracy than FedCS.

The rest of this paper is organized as follows. The related work is summarized in Section II. System models are described in Section III. Section IV elaborates the proposed LESSON algorithm, which comprises client clustering and model aggregation. In Section V, the performance of LESSON is compared with the other two baseline algorithms via extensive simulations, and simulation results are analyzed. Finally, Section VI concludes this paper.

II. RELATED WORK

How to solve the straggler issue is one of the main challenges in synchronous FL. The existing solutions mainly focus on jointly optimizing client selection and resource allocation. Nishio and Yonetani [18] aimed to maximize the number of selected clients that can finish their model training and uploading before a predefined deadline in each global iteration. By assuming that the selected clients have to iteratively upload their models to the FL server, they designed FedCS that jointly optimizes the uploading schedule and client selection to achieve the objective. Abdulrahman and Tout [19] designed a similar client selection method FedMCCS. The goal of FedMCCS is to maximize the number of selected clients, who can not only finish the model training and uploading before a predefined deadline but also guarantee the resource utilization less than the threshold to avoid device dropout. Albelaihi et al. [12] proposed a client selection method that tries to achieve the same objective as FedCS, but they argued that the latency of a client in waiting for the wireless channel to be available for model uploading should be considered; otherwise, the selected clients may not upload their local models before the deadline. Yu et al. [20] proposed to dynamically adjust and optimize the tradeoff between maximizing the number of selected clients and minimizing the total energy consumption of the selected clients by picking suitable clients and allocating appropriate resources (in terms of CPU frequency and transmission power) in each global iteration. Shi et al. [21] also jointly optimized the client selection and resources allocation for FL. However, the objective is to minimize the overall learning latency (which equals the product of the average latency of one global iteration and the number of global iterations), while achieving a certain model accuracy. They formulated a
system model to estimate the number of global iterations given the global model accuracy requirement. All the mentioned client selection method for synchronous FL can alleviate the straggler problem, but may lead to the slow convergence rate and model overfitting issues as we illustrated previously.

Instead of selecting qualified clients to avoid stragglers, Li et al. [22] proposed to let fast clients train their local models by running more gradient descent iterations in each global iteration. In this way, the fast and slow clients could upload their models at the similar time, but the fast clients may provide better models to fit their local data samples, thus potentially speedup the model convergence. This method, however, may lead to local model overfitting issue when some fast clients run too many gradient descent iterations over the limited data samples. The overfitted local models would significantly slow down the global model convergence. Wu et al. [23] proposed to perform split learning, where a global neural network is divided into two parts. The parameters in the former and latter layers are trained in the clients and the FL server, respectively. As a result, the computational complexity of the clients is reduced, thus potentially reducing the training time and energy consumption of the clients.

Other works aim to design asynchronous FL, where the FL server does not need to wait for the selected clients to upload their local models; instead, once the FL server receives a local model from a client, it would aggregate the received local model to update the global model, and then send the updated global model to the client [24]–[27]. However, as mentioned before, the fast clients and the FL server have to more frequently exchange their models, thus leading to higher communications cost for both the fast clients and FL server [28], [29]. Meanwhile, in asynchronous FL, the slower clients may train their local models based on an outdated global model, which results in slow convergence or even leads to model divergence [30], [31].

To overcome the drawbacks in synchronous and asynchronous FL, we propose the semi-synchronous FL to allow all the clients to participate in the whole learning process with different frequencies. Although the term “semi-synchronous FL” has been used by the existing works, the definitions are different from what we defined in this paper. For example, Stripelis and Ambite [32] defined semi-synchronous FL as the clients to train their local models over different sizes of local data sets, depending on their computing capabilities. The semi-synchronous FL proposed in [33] periodically re-selects a number of clients, and follows the same method as asynchronous FL to aggregate and update the global model.

III. SYSTEM MODELS

A. Federated learning preliminary

The idea of FL is to enable distributed clients to cooperatively train a global model such that the global loss function, denoted as $\mathcal{F}(\omega)$, can be minimized. That is,

$$\arg\min_{\omega} \mathcal{F}(\omega) = \arg\min_{\omega} \sum_{i \in \mathcal{I}} \frac{1}{|\mathcal{D}_i|} f_i(\omega),$$

where $\omega$ is the set of the parameters for the global model, $\mathcal{I}$ is the set of the selected clients, $|\mathcal{D}|$ is the number of the training data samples of all the clients, $|\mathcal{D}_i|$ is the number of the training data samples at client $i$ (where $\mathcal{D} = \bigcup_{i \in \mathcal{I}} \mathcal{D}_i$), and $f_i(\omega)$ is the local loss function of client $i$, i.e.,

$$f_i(\omega) = \frac{1}{|\mathcal{D}_i|} \sum_{n \in \mathcal{D}_i} f_i(\omega, a_{i,n}, b_{i,n}).$$

Here, $(a_{i,n}, b_{i,n})$ is the input-output pair for the $n^{\text{th}}$ data sample in user $i$’s data set, and $f(\omega, a_{i,n}, b_{i,n})$ captures the error of the local model (with parameter $\omega$) over $(a_{i,n}, b_{i,n})$.

In each global iteration, FL comprises four steps.

1) In the $k$-th global iteration, the FL server broadcasts the global model generated in the previous global iteration, denoted as $\omega^{(k-1)}$, to all the selected clients.

2) Each client $i$ trains its local model over its local data set $\mathcal{D}_i$, i.e., $\omega_i^{(k)} = \omega_i^{(k-1)} - \delta \nabla f_i(\omega_i^{(k-1)})$, where $\delta$ is the learning rate.

3) After deriving the local model $\omega_i^{(k)}$, client $i$ uploads its local model to the FL server.

4) The FL server aggregates the local models from the clients and updates the global model based on, for example, FedAvg [6], i.e., $\omega^{(k)} = \sum_{i \in \mathcal{I}} \frac{|\mathcal{D}_i|}{|\mathcal{D}|} \omega_i^{(k)}$.

The global iteration keeps executed to update the global model $\omega^{(k)}$ until the global model converges.

B. Latency models of a client

There are four steps in each global iteration for FL, and so the latency of a global iteration equals the sum of the latency for these four steps. The local model training latency in Step 2) and local model uploading latency in Step 3) are different among the clients, depending on their computing and communications capacities. In addition, the broadcast latency in Step 1) and model aggregation latency in Step 4) are the same for all the clients, and they are negligible as compared to local model training and uploading latency. Thus, we define the latency of client $i$ in a global iteration as follows.

$$t_i = t_{i,comp} + t_{i,upload},$$

where $t_{i,comp}$ is the computing latency of client $i$ in training its local model over its local data samples, and $t_{i,upload}$ is the uploading latency of client $i$ in uploading its local model to the FL server.

1) Computing latency: The computing latency of client $i$ in a global iteration can be estimated by [34]

$$t_{i,comp} = \theta \log_2 \left( \frac{1}{\epsilon} \frac{C_i}{|\mathcal{D}_i| f_i} \right),$$

where $\theta$ is a constant determined by the structure of the desired model; $\theta \log_2 \left( \frac{1}{\epsilon} \right)$ is the number of iterations required for a desired accuracy $\epsilon$; $C_i$ is the number of CPU cycles required for training one data sample of the model $\omega$; varied by the complexity of a sample and CPU design; $|\mathcal{D}_i|$ is number of samples on each client; and $f_i$ is CPU frequency for training the model.
training and uploading before deadline (i.e., $x_i$ of client $i$). Assume that the size of the local model is $s$ and the latency of client $i$ in uploading its local model to the BS is $t_i$.

IV. LATENCY AWARE SEMI-SYNCHRONOUS CLIENT SELECTION AND MODEL AGGREGATION FOR FEDERATED LEARNING (LESSON)

Different from synchronous FL, the proposed LESSON method aims to allow all the clients to participate in the whole learning process while avoiding the straggler problem. The basic idea of LESSON is to cluster the clients into different tiers based on their latency and the deadline. The clients in different tiers would train and upload their local models at different frequencies.

A. Latency-aware client clustering

Denote $\tau$ as the deadline of a global iteration. The FL server would accept all the models uploaded from the clients before the deadline $\tau$ and reject the rest in each global iteration. Hence, we cluster the clients into a number of tiers, and $x_{ij}$ is used to indicate client $i$ is in tier $j$ (i.e., $x_{ij} = 1$) or not (i.e., $x_{ij} = 0$). Basically, if client $i$ can finish its local model training and uploading before deadline $\tau$, i.e., $t_i \leq \tau$, then client $i$ is in tier-1, i.e., $x_{i1} = 1$. Similarly, if client $i$ can finish its local model training and uploading between $\tau$ and $2 \times \tau$, i.e., $\tau < t_i \leq 2 \times \tau$, then client $i$ is in tier-2, i.e., $x_{i2} = 1$. The following equation provides a general mathematical expression to cluster client $i$ into a specific tier.

$$x_{ij} = \begin{cases} 1, & \text{if } \tau \times (j - 1) < t_i \leq \tau \times j, \\ 0, & \text{otherwise}, \end{cases} \quad (7)$$

where $j$ is the index of tiers.

B. Semi-synchronized model aggregation

In each global iteration, clients from different tiers would upload their local models, and the FL server is able to estimate when a client may upload its local model according to its associated tier. Fig. 2 provides one example to illustrate the scheduling of the clients from four tiers in LESSON. For example, the clients in tier-1 are expected to upload their local models in each global iteration, and the clients in tier-2 are expected to upload their local models in every two global iterations. Denote $k$ as the index of the global iterations, and let $y_{jk}$ be the binary variable to indicate whether the clients in tier-$j$ are expected to upload their local models by the end of $k^{th}$ global iteration, where

$$y_{jk} = \begin{cases} 1, & \text{if } k \% j = 0, \\ 0, & \text{otherwise}, \end{cases} \quad (8)$$

where $\%$ is the modulo operation, and so $k \% j = 0$ indicates $k$ is divisible by $j$. Meanwhile, let $z_{ik}$ be the binary variable to indicate whether client $i$ is expected to upload its local model by the end of $k^{th}$ global iteration ($z_{ik} = 1$) or not ($z_{ik} = 0$), where

$$z_{ik} = x_{ij} y_{jk}. \quad (9)$$

Based on the value of $z_{ik}$, the FL server would expect which clients will upload their local models in global iteration $k$, and then aggregate all the received local models based on

$$\omega^{(k)} = \sum_{i \in \mathbb{Z}} |D_i| \sum_{i \in \mathbb{Z}} |D_i| z_{ik} \omega^{(k)} z_{ik}, \quad (10)$$

where $\sum_{i \in \mathbb{Z}} |D_i| z_{ik}$ indicates the total number of the data samples among all the clients, who would upload their local models in global iteration $k$. 

Fig. 2. Illustration of client scheduling in LESSON.
Note that, in synchronous FL (e.g., FedAvg), each selected client would update its local model \( \omega_i^{(k)} \) based on Eq. (11) in each global iteration.

\[
\omega_i^{(k)} = \omega_i^{(k-1)} - \delta \nabla f_i \left( \omega_i^{(k-1)} \right),
\]

(11)

where \( \delta \) is the step size, which is the same for all the selected clients. In LESSON, different clients update their local models in different frequencies, depending on their associated tiers, and so it is reasonable to adopt different step sizes for the clients in different tiers [24]. Here, we adjust the step size \( \omega_i \) based on Eq. (12). If \( \delta \) is proportional to its tier (i.e., \( \delta \times j \)). Thus, when \( k \times j = 0 \), client \( i \) in tier-\( j \) would update its local model based on

\[
\omega_i^{(k)} = \omega_i^{(k-j)} - j \delta \nabla f_i \left( \omega_i^{(k-j)} \right)
\]

(12)

C. Summary of LESSON

Algorithm 1 summarizes the LESSON algorithm. Initially, the FL server estimates the latency of all the clients and cluster the clients into different tiers based on Eq. (7), i.e., Steps 1-2 in Algorithm 1. Then, the FL server broadcasts the initial global model \( \omega^{(0)} \) to start the collaborative model training process, which comprises many global iterations. In any global iteration \( k \), each client trains and updates its local model \( \omega_i^{(k)} \) based on Eq. (12). If \( z_{ik} = 1 \), client \( i \) should upload its local model to the FL server by the end of global iteration \( k \). Then, client \( i \) would wait until it receives the updated global model \( \omega^{(k)} \) from the FL server to start the next round of local model training. On the other hand, the FL server keeps receiving the local models from the clients in global iteration \( k \). Once the deadline expires, the FL server updates the global model \( \omega^{(k)} \) based on Eq. (10), and then broadcasts the new global model \( \omega^{(k)} \) to the clients, who just uploaded their local models in global iteration \( k \).

Note that the deadline of a global iteration, i.e., \( \tau \), is a very important parameter to adjust the performance of LESSON. Specifically, if \( \tau \rightarrow +\infty \), there is only one tier and all the clients in the network would be in this tier, and so LESSON acts as FedAvg, where the FL server has to wait until it receives the local models from all the clients in each global iteration. On the other hand, if \( \tau \rightarrow 0 \), LESSON acts as asynchronous FL, where clients with different latency (i.e., \( t_i \)) will be in different tiers. The FL server will immediately aggregate the local models from the clients with the same latency and then update and broadcast the global model. Thus, one of the advantages of LESSON is that it can change \( \tau \) to adjust its performance, and we will discuss how \( \tau \) affects the performance of LESSON in Section V.

V. SIMULATION

In this section, we conduct extensive simulations to evaluate the performance of LESSON.

A. Simulation setup

1) Configuration of clients: We assume that there are 50 clients that are uniformly distributed in a 2 km \( \times \) 2 km area, which is covered by a BS located at the center of the area.

All the clients upload their local models to the FL server via the BS. The pathloss between the BS and client \( i \) is calculated based on \( 128.1 + 37.6 d_i \), where \( d_i \) is the distance in kilometer between the BS and client \( i \). Meanwhile, the transmission power \( p_i \) is set to be 1 Watt for all the clients, and the amount of available bandwidth for each client in uploading its local model is 30 kHz. In addition, each client has around \( |D_i| = 1,000 \) data samples (i.e., 50,000 combined for all clients) to train its local model. The number of CPU cycles required for training one data sample (i.e., \( C_i \)) among clients are randomly selected from a uniform distribution, i.e., \( C_i \sim U(3, 5) \times 10^5 \) CPU cycles/sample. The CPU frequency

Algorithm 1: LESSON algorithm

1. Estimate the latency of all the clients based on Eq. (3).
2. Cluster the clients into different tiers based on Eq. (7).
3. The FL server initializes the global model \( \omega^{(0)} \) and broadcasts to all the clients.
4. \( k = 1 \).
5. for each global iteration \( k \) do
   6. **Client side:**
      7. Update its local model based on Eq. (12);
      8. if \( z_{ik} = 1 \) then
         9. Upload its local model \( \omega_i^{(k)} \) to the FL server;
         10. Wait until it receives the global model \( \omega^{(k)} \)
             broadcast by the FL server;
      end
     \( k := k + 1; \)
   11. **FL server side:**
        12. Receive all the local models uploaded from the clients during global iteration \( k \);
        13. Update the global model \( \omega^{(k)} \) based on Eq. (10);
        14. Broadcast the updated global model \( \omega^{(k)} \) to the corresponding clients;
        15. \( k := k + 1; \)
   end

Fig. 3. Clients’ latency distribution.
of a client $f_i$ is also randomly selected from a uniform distribution, i.e., $f_i \sim \mathcal{U}(0.8, 3)$ GHz. Other simulation parameters are listed in Table I.

| Parameter                                           | Value                      |
|-----------------------------------------------------|----------------------------|
| Noise and inter-cell interference ($N_0$)           | -94 dBm                   |
| Size of the local model ($s$)                       | 100 kbit                  |
| Number of local iterations ($\theta \log_2(\frac{1}{\epsilon})$) | $1 \times \log_2(\frac{1}{\epsilon_{	ext{max}}})$ |
| Number of local samples $|\mathcal{D}_i|$ | 1000                      |
| Number of local epochs                              | 1                         |
| Number of local batch size                          | 1                         |
| Non-IID Dirichlet distribution parameter $\beta$    | 1                         |

Fig. 3 shows the probability density function of the latency (i.e., $t_i$) among all the clients in a specific time instance. The median value in the clients’ latency is around 10 seconds, and so we initially set up the deadline $\tau$ of a global iteration to be 10 seconds, and we will change the value of $\tau$, later on, to see how it affects the performance of LESSON.

2) Machine learning model and training datasets: We will use two benchmark datasets to train the corresponding machine learning model.

1) CIFAR-10 [35] is an image classification dataset containing 10 classes/images, each of which has 6,000 images. Among the 60,000 images, 50,000 are used for model training and 10,000 for model testing.

2) MNIST [36] is a handwritten digits dataset that includes many 28x28 pixel grayscale images of handwritten single digits between 0 and 9. The whole dataset has a training set of 60,000 examples and a test set of 10,000 examples.

We apply the convolutional neural network (CNN) to classify the CIFAR-10 images. The CNN model has four 3x3 convolution layers (where the first layer has 32 channels, and each of the following three layers has 64 channels. Also, only the first two layers are followed with 2 x 2 max pooling), followed with a dropout layer with rate of 75%, a fully connected 256 units ReLu layer, and a 10 units softmax output layer. There are totally 1,144,650 parameters in this CNN model.

With respect to MNIST, which is a much simpler image dataset than CIFAR-10, a smaller CNN model has been used. Specifically, the CNN model has two 5x5 convolution layers (where the two layers have 6 and 16 channels, respectively, each of which is followed with a 2 x 2 max pooling), followed with two fully connected ReLu layers with 120 and 84 units, respectively, and a 10 units softmax output layer. There are totally 61,706 parameters in this CNN model.

In addition, we partition the MNIST/CIFAR-10 dataset among the 50 clients based on non-independent and identical distribution (Non-IID), and the probability of having $\eta_m$ images in label class $m$ at client $i$ is assumed to follow a Dirichlet distribution [37], i.e.,

$$f(\eta_1, \eta_2, \ldots, \eta_M; \beta) = \frac{\Gamma(\beta M)}{\Gamma(\beta)^M} \prod_{m=1}^{M} \eta_m^{\beta-1}, \quad (13)$$

where $M$ is the total number of label classes (i.e., $M = 10$ for both CIFAR-10 and MNIST), $\Gamma()$ is the gamma function\(^1\), and $\beta$ is the concentration parameter that determines the level of label imbalance. A larger $\beta$ results in more balanced data partition among different labels within a client (i.e., much closer to IID), and vice versa. Fig. 4 shows how different labels of images are distributed by varying $\beta$. In addition, we assume each client would train its CNN model over $|\mathcal{D}_i| = 20$ data samples locally based on stochastic gradient descent (SGD) with base learning rate $\delta = 0.1$ [38] and epoch equal to 1.

4) Baseline algorithms: The performance of LESSON will be compared with the other two baseline client selection algorithms, i.e., FedCS [18] and FedAvg [13]. FedCS only selects the clients that can finish their model uploading before the deadline $\tau$ in each global iteration, i.e., only the clients in tier-1 will be selected to participate in the training process. In FedAvg, all the clients in the network will be selected to participate in the training process for each global iteration. That is, the FL server would wait until it receives the local models from all the clients, and then update the global model for the next global iteration.

B. Simulation results

Assume that $\beta = 1$ and $\tau = 20$ seconds. Fig. 5 shows the test accuracy of the three algorithms over the global iterations and simulation time for CIFAR-10 and MNIST. From Figs 5(a) and 5(b), we can find that LESSON and FedAvg have similar test accuracy, i.e., $\sim 70\%$ for CIFAR-10 and $\sim 95\%$ for MNIST. However, the test accuracy achieved by FedCS is lower than LESSON and FedAvg, i.e., $\sim 60\%$ for CIFAR-10 and $\sim 90\%$ for MNIST. This is because FedCS only selects fast clients to participate in the training process, and so the derived global model can only well fit the data samples for fast clients, not slow clients, thus reducing the model accuracy.

\(^1\) $\Gamma(z) = \int_0^\infty x^{z-1}e^{-x}dx$
shown in Figs 5(c) and 5(d), we find out that LESSON is faster than FedAvg. For example, the global model in LESSON has already converged at 20,000 seconds for MNIST, but the global model in FedAvg is still under-trained. This is because the FL server in FedAvg has to wait until the local models from all the clients have been received in each global iteration, and thus the latency of a global iteration incurred by FedAvg is much higher than that incurred by LESSON. Table II shows the average delay of a global iteration incurred by different algorithms, where the average latency of a global iteration incurred by LESSON is 48 seconds faster than FedAvg. As a result, FedAvg only runs around 588 global iterations at 20,000 seconds in Figs and 5(d), respectively, but LESSON runs 2,000 global iterations.

| Algorithms | Average latency of a global iteration |
|------------|-------------------------------------|
| FedAvg     | 68 seconds                           |
| FedCS      | 20 seconds                           |
| LESSON     | 20 seconds                           |

We further investigate how the data sample distribution affects the performance of the algorithms based on CIFAR-10. As mentioned before, $\beta$ is used to change the data sample distribution, i.e., a larger $\beta$ implies a more balanced data partition among the labels in a client or data sample distribution much closer to IID, and vice versa. Assume $\tau = 20$ seconds, and Fig. 6 shows the test accuracy of different algorithms over the number of global iterations by selecting different values of $\beta$. From the figures, we can see that if the data sample distribution exhibits non-IID, i.e., $\beta = 0.1$, FedAvg has higher test accuracy than LESSON and FedCS. As $\beta$ increases, i.e., the data sample distribution is getting closer to IID, the test accuracy gap between FedAvg and LESSON is getting smaller, while the test accuracy of FedCS remains unchanged. On the other hand, Fig. 7 shows the test accuracy of different algorithms over the time by selecting different values of $\beta$. From the figure, we can see that LESSON achieves much faster convergence rate than FedAvg and FedCS under different values of $\beta$. Therefore, we conclude that LESSON achieves a faster convergence rate at the cost of reducing the model accuracy, especially when the data distribution exhibits non-IID.

As mentioned in Section III.C, the deadline of a global iteration, i.e., $\tau$, is a very important parameter to adjust the performance of LESSON. Basically, if $\tau \to +\infty$, LESSON acts as FedAvg, and if $\tau \to 0$, LESSON acts as asynchronous FL. Fig. 8 shows the test accuracy of LESSON by having different values of $\tau$ and $\beta$ for CIFAR-10 over global iterations, where we can find that $\tau = 60$ seconds incurs the highest test accuracy for both $\beta = 0.1$ and $\beta = 1$. This is because a larger $\tau$ 1) reduces the number of tiers in the system, thus alleviating the performance degradation caused by stale issue, and 2) increases the average number of clients in uploading their local models in a global iteration, which can mitigate the impact caused by non-IID. Also, we can see that the blue curve, i.e., $\tau = 10$ seconds, is more sensitive to the change of $\beta$ than the other two curves. This is because as $\tau$ reduces, LESSON acts more like asynchronous FL, which has the convergence issue under non-IID. Figs. 9 show the test accuracy of LESSON by having different values of $\tau$ and $\beta$ for CIFAR-10 over the time. From Figs. 9(a), we can find that $\tau = 60$ exhibits the slowest convergence rate with respect to the time because a larger $\tau$ implies a longer latency of a global latency, i.e., $\tau = 60$ runs the fewest global iterations than $\tau = 10$ and $\tau = 20$ within a time period. Therefore, we conclude that changing $\tau$ can adjust the tradeoff between the model accuracy and model convergence rate with respect to the time. A large $\tau$ can increase the model accuracy but reduce the model convergence rate, and vice versa. Meanwhile, as the data distribution is closer to IID (i.e., as $\beta$ increases), the difference of the convergence rate among the three algorithms increases as shown in Fig. 9(b).

VI. CONCLUSION

In order to solve the data diversity and straggler issues in the synchronous FL while avoiding model divergence in the asynchronous FL, we propose a semi-synchronous client selection and model aggregation algorithm, i.e., LESSON, which allows all the clients to participate in the FL process but with different frequencies. Simulation results demonstrate that, in the IID setting, the model accuracy incurred by LESSON and FedAvg is similar but higher than FedCS, and the convergence rate incurred by LESSON is the highest. In the non-IID setting, FedAvg achieves the highest model accuracy at the cost of lowering the convergence rate, and LESSON still incurs the highest convergence rate. Also, the other advantage of LESSON is that we can adjust the deadline $\tau$ in LESSON to change the tradeoff between the model accuracy and model convergence rate with respect to the time. In the future, we will investigate on how to dynamically adjust $\tau$ such that overall performance of LESSON can be maximized.
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