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Abstract—The aim of this work is to develop a fully-distributed algorithmic framework for training graph convolutional networks (GCNs). The proposed method is able to exploit the meaningful relational structure of the input data, which are collected by a set of agents that communicate over a sparse network topology. After formulating the centralized GCN training problem, we first show how to make inference in a distributed scenario where the underlying data graph is split among different agents. Then, we propose a distributed gradient descent procedure to solve the GCN training problem. The resulting model distributes computation along three lines: during inference, during back-propagation, and during optimization. Convergence to stationary solutions of the GCN training problem is also established under mild conditions. Finally, we propose an optimization criterion to design the communication topology between agents in order to match with the graph describing data relationships. A wide set of numerical results validate our proposal. To the best of our knowledge, this is the first work combining graph convolutional neural networks with distributed optimization.

Index Terms—Graph convolutional networks, distributed optimization, networks, consensus.

I. INTRODUCTION

Nowadays, graph-based data are pervasive, with applications ranging from social networks [1] to epidemiology [2], recommender systems [3], cyber-security [4], sensor networks [5], natural language processing [6], genomics [7], and many more. In fact, graphs are the natural format for any data where the available structure is given by pairwise relationships.

In the field of machine learning, graphs can be found in two varieties. In the case of graph models, such as graph neural networks (GNNs) [5], [8]–[10], graph kernels [11], [12], or manifold regularization techniques [13], [14], input data are provided in the form of a graph (such as relations among friends in a social network), and the model must exploit this relational structure when evaluating its output. For example, many classes of GNNs alternate local operations on the components of the graph with message-passing steps between neighboring nodes [10]. In this case, edges represent semantic connections between two data points, such as relations in a knowledge base or friendship in a social network.

Alternatively, in distributed optimization of machine learning models, the graph represents the underlying physical communication pattern between agents, which possess only a partial view on the overall dataset and/or model. For convex models, notable examples include the alternating direction method of multipliers (ADMM) [15], [16], diffusion optimization [17], and distributed sub-gradient methods [18]. More recently, several distributed optimization models have been proposed also in the non-convex case [19]–[23], with applications to machine learning [24], [25]. In this setting, the graph imposes stringent constraints on the way information can be propagated across the nodes, i.e., an operation is allowed only if its implementation can be done through message passing between two neighboring agents.

The majority of works on distributed optimization of machine learning models assumes that different examples (be they vectors, images, or similar) are independently distributed across physical agents, with no relation among them. In several situations, however, data has meaningful relational structure that can be exploited. In this context, a distributed optimization algorithm should be able to exploit both kinds of connections, physical and semantic. In this paper, we investigate a problem at the boundary of these two worlds. In particular, we assume that a graph is available representing similarity among data points, but these points are also physically distributed among multiple agents. A second communication graph then represents feasible communication paths among the agents.

Our algorithm is tailored to situations in which data is naturally represented in terms of a graph, requiring graph neural network models for its processing. Furthermore, data are collected by a set of independent agents, and sharing local information with a central processor is either unfeasible or not economical/efficient, owing to the large size of the network and volume of data, time-varying network topology, energy constraints, and/or privacy issues. For example, this is the case of sensor networks [26], in which energy requirements restrict communication between sensors, and at the same time their spatial relation correlates their measurements. A practical case is studied in Sec. V-F, where we consider a network of distributed traffic sensors. We assume that the sensors send data to a fixed set of base stations (the agents in our paper), which in turn communicate between them to perform the training of a graph neural network model to forecast traffic. Similarly, we can think of medical entities possessing text databases, wherein distributed communication is used to ensure privacy, while the data graph can describe relations (e.g., citations) among texts and/or patients.

Related works

In this paragraph, we review the relevant literature on graph-based machine learning, optimization, and signal processing, considering separately the single research areas.

Distributed optimization: Classical machine learning techniques assume that the training data is given by a set of
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Fig. 1. Illustration of the proposed approach. In step 1, nodes communicate to perform inference. In step 2, a symmetric communication phase is executed to compute local gradients. In step 3, agents exchange local variables to asymptotically reach agreement. For steps 1-2, a representative active node is shown in red. Directed arrows show the flow of messages.

In distributed optimization, it is further assumed that these samples are distributed across multiple agents having only sparse connectivity, either because of communication or privacy concerns [27]. The objective is to devise globally convergent algorithms that can be implemented with local exchanges across agents. As mentioned in the introduction, this class of approaches includes ADMM [15], diffusion methods [17], non-convex distributed gradient descent [19], sub-gradient methods [18], [28], projection-based methods [29]–[31], and several others, e.g., [20]–[22]. Some works can also be found in the specific application of distributed optimization of neural networks [24]. Differently from this class of works, in this paper we assume that the data has an additional relational structure, in the form of pairwise connections between training points. Such structure typically induces a coupling among the objective functions of the agents, which must be properly taken into account in the development of tailored distributed optimization methods. In fact, graph data has been receiving renewed interest in the machine learning literature, as detailed next.

Graph signal processing: The field of graph signal processing (GSP) is motivated with extending classical signal processing tools to graph-based data [32]. Notable results include the definition of a graph Fourier transform [32], uncertainty principle [33], graph filters [34]–[36], and adaptive reconstruction strategies [37]. Closer to our work, several authors have considered completely distributed strategies for GSP techniques, including distributed recursive least-squares [37], [38], distributed graph filtering [39], diffusion adaptation for graph signals [40], [41], and also kernel-based approaches [5]. Linear and kernel methods, however, lack the flexibility in modelling nonlinear data with respect to modern deep neural networks. In addition, the majority of these works assume that the connections between data points exactly match the communication structure underlying the agents; an assumption that we relax in this paper.

Graph neural networks: Similarly to GSP, the field of graph neural networks (GNNs) tries to extend the impressive results of deep neural networks to graph-based data. The literature on GNNs is vast and we refer to recent surveys for an overview [10], [42]–[44]. Most GNNs can be categorized in three broad classes: message-passing neural networks (MPNNs) [45], extensions of recurrent networks to graph-based data [46], and non-linear extensions of GSP techniques, going under the broad name of geometric deep learning [10]. The last class originates from [8], which proposed to use graph Fourier transforms to replicate classical filtering operations used in convolutional neural networks (CNNs). Depending on the type of graph filter used for the graph convolution, a number of GNNs with varying characteristics can be obtained [9], [47], [48]. In the limiting case of a linear filter, the resulting network only requires messages with 1-hop neighbors and can be implemented as a MPNN. The resulting order-1 GCN [9] (or simply GCN for shortness in the paper) has gained widespread popularity, especially for semi-supervised learning on graphs. While the output of a GNN (and the corresponding backpropagation rule) naturally decomposes over the nodes of the graph [46], its computation requires that all nodes possess a shared copy of the GNN weights, which is not feasible in the distributed scenario considered here.

Parallel and federated learning: Several authors have considered parallel implementations of GNNs [49], [50] to exploit multiple workers in parallel to optimize large-scale GCNs. The aim of these works, however, is only to scale and speed up training, with the possibility of freely exchanging data and parameters between the coordinator and the workers. More in general, federated learning (FL) [51], [52] considers the scenario where data belongs to multiple owners, with possibly strong privacy and/or communication constraints. The vast majority of FL works, however, considers the presence of one or more coordinators of the training process, while we work in a fully-distributed scenario. In addition, no author to the best of our knowledge has considered a scenario where both data and agents have a meaningful connectivity structure.

Contributions of the paper

In this paper, we propose the first algorithm for distributed training of GCNs in the scenario described above. We extend the basic graph convolutional network (GCN) model [9], incorporating ideas from distributed optimization [29]–[31] to perform inference and training using only message-passing exchanges among different agents. Interestingly, the resulting model is naturally distributed along three different lines: (i) during prediction, agents communicate among them according
to the standard GCN model to compute their output; (ii) during backpropagation, a symmetric set of communication steps is executed to compute a local gradient for updating the model agent-wise; and (iii) a local consensus step is done to ensure convergence to a common architecture across the entire network. We refer to Fig. 1 for a pictorial description of the approach. The convergence properties of the proposed strategy to stationary solutions of the GCN training problem are also analyzed in some detail. The method hinges on distributed projected gradient methods [29]–[31], extending them to the case of nonseparable objective functions, whose coupling comes from the relational structure given by the data graph.

In our formulation, we assume that the data graph is given, while the user has a certain flexibility in designing the connectivity between the physical agents. To this end, we also propose a simple (convex) criterion to optimize the connectivity between agents and ensure convergence of the distributed GCN training, given the underlying constraints arising from the data graph. The convex problem is solved using a low-complexity ADMM algorithm, which is applicable also in the case of large number of network agents.

We experimentally evaluate our distributed GCN on a number of benchmark datasets for graph neural network models, associating a data sub-graph to each different agent. We illustrate that our protocol can reach performance on par with a standard centralized GCN, and vastly superior to any neural network that does not exploit the relational structure in the data. Also, we evaluate the robustness of the model in the case where the communication graph between agents is not consistent with the structure of the data, and we show that it scales favorably even for sparse communication graphs. Finally, we apply our method to a vehicular traffic prediction problem, using real data collected by a network of sensors located in the San Francisco area [53].

Organization of the paper: In Sec. II we introduce the basic GCN model. Sec. III is the main innovative contribution of the work, describes our distributed setup, the proposed training algorithm, and its convergence properties. In Sec. IV we describe a criterion to optimize the agents’ connectivity in order to match with the data graph. Finally, we numerically validate the proposed approach in Sec. V before drawing some conclusions in Sec. VI.

A note on indexing: Throughout the paper, we consider two types of graphs, either related to the data (data graph) or related to the connectivity of the physical agents (communication graph). To simplify reading, we use i, j, l to index nodes in the data graph, whereas k and z are used to index agents inside the communication graph.

II. GRAPH CONVOLUTIONAL NETWORKS

In this section, we introduce the GCN model [43]. We focus on order-1 GCNs [9] (corresponding to an order-1 FIR filter over the graph [48]) to enhance readability. Our framework can however be applied to any graph neural network that can be implemented via iterative message-passing over a graph, e.g., GAT [54], GINN [55], and several others. In particular, we show an extension to order- P GCNs, equivalent to a generic FIR filter over the graph [48], [56], in Section III-E.

Consider a generic data graph \( G_D = (V_D, E_D) \), where \( V_D = \{1, \ldots, n\} \) is the set of \( n \) vertexes (each corresponding to a data point), and \( E_D \) a set of edges between them. The edges may encode different kinds of relationships among the data as, e.g., similarities, correlations, causal dependencies, etc. The graph is equivalently described by a (weighted) matrix \( D \in \mathbb{R}^{n \times n} \) encoding adjacency information (i.e., a shift operator, in the GSP terminology). Every vertex is associated with a data vector \( x_i \in \mathbb{R}^d \) (e.g., a bag-of-words for a text, or a vector of features for a user in a social network). A subset \( T_D \subset V_D \) of vertexes has associated a corresponding label \( y_i \), \( i \in T_D \) The task of (semi-supervised) node classification aims at assigning a label also to the remaining set \( V_D \setminus T_D \).

An order-1 graph convolutional (GC) layer is defined by

\[
H = \phi (DXW),
\]

where \( X \in \mathbb{R}^{n \times d} \) is a matrix collecting all vertex features row-wise, \( W \in \mathbb{R}^{d \times q} \) is a matrix of trainable coefficients, and \( \phi \) is an element-wise non-linear function (e.g., for ReLU \( \phi(s) = \max(0, s) \)). The matrix \( D \) encodes edge information in the data graph, and can be chosen as any graph shift operator such as the Laplacian matrix, or normalized versions of it.

A graph convolutional network (GCN) \( f \) is built by stacking multiple layers in the form \( \phi \). For example, a two-layered GCN for classification is described by

\[
f(W, V; X) = \text{softmax} (D \phi (DXW)V),
\]

where \( W \) and \( V \) are the two matrices of adaptable coefficients. The generalization to more than two layers is straightforward. Note that the GCN in (2) acts on the data graph through the matrix \( D \). For instance, the output of (2) for a single data point depends on the 2-hop neighbourhood of the node. In general, for a GCN with \( K \) layers of the form (1), the output for node \( i \) will depend on neighbours up to \( K \) steps away. We denote this set by \( N^K_i \). Also, denote by \( y_i \) the prediction of the GCN on node \( i \) (i.e., the \( i \)-th element of \( f \)), and by \( w \) the vector collecting all the trainable coefficients of \( f \) (e.g., \( w = [\text{vec}(W); \text{vec}(V)] \) in (2)). Then, the optimal trained vector \( w^* \) of the GCN is obtained by solving the optimization problem:

\[
w^* = \arg\min_w \left\{ \frac{1}{|T_D|} \sum_{i \in T_D} l(w; \hat{y}_i, y_i) \right\},
\]

where \( l(w; \cdot, \cdot) \) is a suitable loss function, e.g., squared loss for prediction, or cross-entropy for multi-class classification. Problem (3) is generally solved in a centralized manner by gradient descent or some accelerated first-order algorithm [43].

III. DISTRIBUTED GRAPH CONVOLUTIONAL NETWORKS

In this section, we introduce our model for distributed GCNs, devising a simple, but very effective, algorithmic solution that performs inference and training using only message-passing exchanges in the neighbourhood of each agent.
A. Problem setup

Let us consider a setting in which the vertexes of the data graph $\mathcal{V}_D$ (i.e., the data points) are distributed across a set of physically separated agents (Fig. 1) left, where every white node represents a vertex in the data graph $\mathcal{V}_D$. We assume that the number $m$ of agents is much lower than the number $n$ of data points, i.e., $m \ll n$. The agents are physically distributed, and they can communicate among them according to a communication graph (or agents’ graph) $\mathcal{G}_C = (\mathcal{V}_C, \mathcal{E}_C)$. That is, agent $k$ can send messages to agent $z$ only if the link $(k, z) \in \mathcal{E}_C$. No centralized coordinator is assumed to be available. Node $i$ in the data graph is assigned to agent $a(i) \in \mathcal{V}_C$, where we refer to $a(·)$ as the assignment function that matches data points with agents. The data graph and assignment function are supposed to be given in the current problem setup. We also assume that, whenever there is an edge $(i, j) \in \mathcal{E}_D$ in the data graph, there is a corresponding viable communication path $(a(i), a(j)) \in \mathcal{E}_C$. Once this assumption is satisfied, the rest of the communication graph can be optimized to balance the amount of messages exchanged on the agents’ network and the speed of convergence of our algorithm. In Section IV, we describe an optimization procedure to select a connectivity matrix that satisfies both the agreement of the agents’ graph with the data graph, and a user-selected level of global connectivity.

Before proceeding, we introduce some additional notation that will be helpful in the sequel. The set of training points available to agent $k$ is given by:

$$T_k = \{i \mid a(i) = k\},$$  

(4)

that is, training points assigned by $a(i)$ to agent $k$. Alternatively, we also use a shorthand $\mathbb{I}_k(a(i))$ to define an indicator function evaluating the proposition $a(i) = k$. Finally, we denote by $\mathcal{C}^K_k = \{a(i) \mid i \in \mathcal{N}^K_k\}$ the set of agents having access to (at least one) of the $K$-hop neighbors of the data point $i$. We underline that $\mathcal{N}^K_k$ and $\mathcal{C}^K_k$ are different: the first one is a set of data points, whereas the latter is a set of agents. For instance, all the neighbors of datum $i$ can be on the same agent $k$, or they can be found across multiple agents (see Fig. 1). This makes the design of a fully-distributed strategy especially challenging due to the coupling between data and communication graphs. Naturally, we have that $\mathcal{C}_1^{\lambda} \subseteq \mathcal{C}_2^{\lambda} \subseteq \ldots \subseteq \mathcal{C}_K^{\lambda}$.

B. Distributed GCN Inference

To devise a distributed GCN, we need to rewrite the basic layer (1) in a way that is amenable for a fully-distributed implementation. Then, stacking multiple layers of this form will naturally provide us with a distributed GCN model. In particular, the operation of a GC layer is composed of a local component (the right-most multiplication by $W$), and a communication step that is coherent with the communication topology under our assumption. However, the matrix $W$ is a global parameter, and it is unrealistic to assume that all agents have access to it in the distributed scenario that we are considering in this work. Thus, we relax the model by assuming that each agent has its own set of weights $W_k$, i.e., a local copy of the global variable $W$ (see Sec. III.C for distributed training of the local weights). In such a case, the $i$-th output row of the GC layer in (1) reads as:

$$\mathbf{h}_i = \phi \left( \sum_{j \in \mathcal{N}_i} D_{ij} [W^{T}_{a(j)} \mathbf{x}_j] \right),$$  

(5)

where $\mathcal{N}_i$ is the (one-hop) inclusive neighborhood of vertex $i$. For a GC layer in the form (5), the $i$-th output depends on the agents in the set $\mathcal{C}_1^\lambda$. The question is: What messages should be sent across the agents’ network for computing layer (5)?

To evaluate (5) at node $i$, the agent $k = a(i)$ must receive the following messages from agents $z \in \mathcal{C}_1^\lambda$:

$$\sum_{j \in \mathcal{N}_i} \mathbb{I}_z(a(j)) \cdot D_{ij} [W^{T}_{z} \mathbf{x}_j].$$  

(6)

In particular, denoting by $B_{kz} = \sum_{(i,j) \in \mathcal{E}_D} \mathbb{I}_z(a(i)) \mathbb{I}_z(a(j))$ the number of data points that share a connection from agent $z$ to agent $k$ (e.g., $B_{12} = 2$ in Fig. 1), and assuming that the GC layer inputs and outputs have size $H$, the two agents $z$ and $k$ must exchange $B_{kz} H$ values for the inference phase.

Stacking multiple layers in the form (5), we obtain a fully-distributed version of a GCN. For example, the $i$-th output of a two-layer GCN can be written as:

$$\hat{y}_i = \phi \left( \sum_{l \in \mathcal{N}_i} D_{il} \mathbf{V}^{T}_{a(l)} \phi \left( \sum_{j \in \mathcal{N}_l} D_{lj} [W^{T}_{a(j)} \mathbf{x}_j] \right) \right).$$  

(7)

The expression in (7) depends on $\mathbf{V}_k$ for $k \in \mathcal{C}_1^\lambda$, but also on $\mathbf{W}_k$ for $k \in \mathcal{C}_2^\lambda$. Thus, increasing the number of layers of the GCN, we enlarge the set of multi-hop neighbors of node $i$ in the data graph, thus potentially increasing the number of agents participating in the prediction (7). Note that (7) can be implemented by two sequential communication steps over the network of agents, both exploiting messages in the form (6).

C. Distributed GCN training

To train the GCN in a distributed fashion, we need to solve (3) exploiting only message-passing over the communication graph. Let $w_k \in \mathbb{R}^p$ be the vector comprising all trainable parameters of agent $k$ (e.g., $w_k = [\vec{\text{vec}}(\mathbf{W}_k); \vec{\text{vec}}(\mathbf{V}_k)]$ in (7)). Then, we reformulate (3) introducing a consensus constraint that forces all the local copies $\{w_k\}^m_{k=1}$ to be equal:

$$\arg \min_{w_1, \ldots, w_m} \frac{1}{|T_D|} \sum_{i \in T_D} l(w_1, \ldots, w_m; \hat{y}_i, y_i)$$  

(8)

s.t. $w_1 = w_2 = \ldots = w_m$.

Inspired by the methods in [29]–[31], we proceed minimizing (8) by means of a distributed projected gradient algorithm, which we will explain in the sequel.
Letting \( \mathbf{w} = [\mathbf{w}_1^T, \ldots, \mathbf{w}_m^T]^T \) be the stack of all agents’ vectors, the agreement constraint set in (8) can be equivalently rewritten as:

\[
S = \left\{ \mathbf{w} \mid \left( \frac{1}{m} \mathbf{1}_m \mathbf{1}_m^T \otimes \mathbf{I}_p \right) \mathbf{w} = \mathbf{0} \right\},
\]

where \( \otimes \) is the Kronecker product, \( \mathbf{1}_m \) is the \( m \)-dimensional vector of all ones, and \( \mathbf{I}_p \) is the \( p \)-dimensional identity matrix. In other words, the matrix

\[
\Pi_S = \frac{1}{m} \mathbf{1}_m \mathbf{1}_m^T \otimes \mathbf{I}_p
\]

is the orthogonal projection operator onto the consensus space. Then, letting

\[
L(\mathbf{w}) = \frac{1}{|D|} \sum_{i \in T_D} l(\mathbf{w}; \hat{y}_i, y_i),
\]

a centralized projected gradient algorithm would proceed by iteratively minimizing (8) as:

\[
\mathbf{w}^{t+1} = \Pi_S (\mathbf{w} - \eta^t \nabla_\mathbf{w} L(\mathbf{w})),
\]

where \( \eta^t \) is a (possibly time-varying) step-size sequence.

In principle, the procedure in (10) can be implemented only by a central processor that has access to all the data. Indeed, in first place, the function \( L(\mathbf{w}) \) is not separable among the agents’ variables (a key difference with respect to [29]-[31]). However, thanks to the specific coupling induced among the agents's variables (a key difference with respect to [29]-[31]), the equality in (12) can be seen readily from the definition (11), and an agent \( z \notin \mathcal{C}_k \). Then, by the definition in (4), we have that \( D_{ij} = 0 \) in (5) and (6) whenever \( a(i) = k \) and \( a(j) = z \), so that no component in \( L \) can depend on \( \mathbf{w}_i \). Similarly to the inference phase (see Sec. III.B), the computation of (12) requires (possibly sequential) communication steps, where network agents send messages that are symmetric to those in (6), as can be seen by explicitly differentiating (7) [or (5)]. Note that, in this phase, nodes without labeled examples will act in a passive way, simply diffusing the required messages across the network.

Now, even if the gradient step can be computed in a distributed fashion, the projection step performed in (10) through the multiplication by the matrix \( \Pi_S \) is inherently a global averaging step from all agents. In the distributed setting that we consider in this work, there is no central agent that can perform such data fusion step. Thus, to find a distributed implementation capable of solving problem (8), we substitute the projection operator \( \Pi_S \) in (10) with a sparse combination matrix \( C \), whose sparsity pattern reflects the topology of the communication graph. In the sequel, we illustrate the properties of the combination matrix \( C \).

Assumption A: The matrix \( C \in \mathbb{R}^{m \times m} \) satisfies the following properties:

1. \( C \) is a (possibly time-varying) step-size sequence.
2. \( \Pi_S = \Pi_{\Pi_S} = \Pi_{C} \).
3. \( \Pi_{C} \) is invertible, this could still pose a non-negligible privacy threat.

In other words, the matrix \( C \) is inherently a combination matrix with specific properties:

(A1) The matrix is symmetric and doubly stochastic, i.e., \( C^T = C \) and \( \Pi_{C} = 1 \).

(A2) \( \rho \left( C - \frac{1}{m} \mathbf{1}_m \mathbf{1}_m^T \right) \leq 1 - \gamma < 1 \), where \( \rho(X) \) denotes the spectral radius of matrix \( X \).

(A3) \( C_{kz} = 0 \) if the edge \( (k, z) \notin E_{C} \), for all \( (k, z) \), i.e., the matrix reflects the connectivity between agents.

Assumption (A2) ensures that the communication graph is connected, and information can propagate all over the network. Indeed, w.l.o.g., any combination matrix can be written as \( C = I - L \), where \( L \) is a weighted Laplacian matrix. By construction, \( C \) has a constant eigenvector associated with the unitary eigenvalue, whose multiplicity is equal to the number of connected components of the graph [29]. Thus, A2 states that, once we remove the constant eigenvector (i.e., the consensus subspace) from \( C \), the spectral radius of the resulting matrix is strictly less than one, thus ensuring graph connectivity and stability of the consensus recursion [18]. Then, under (A1) and (A2), the matrix \( C \) satisfies:

\[
\lim_{t \to \infty} C^t = \frac{1}{m} \mathbf{1}_m \mathbf{1}_m^T,
\]

i.e., the iterative application of the combination matrix \( C \) performs in the limit the orthogonal projection onto the agreement set \( S \). In conclusion, the proposed distributed training algorithm has the following structure:

\[
\mathbf{w}^{t+1} = (C \otimes \mathbf{I}_p) \left( \mathbf{w} - \eta^t \nabla_\mathbf{w} L(\mathbf{w}) \right),
\]

Recursion (14) can now be implemented in a fully-distributed fashion. Then, exploiting (14), and letting

\[
\psi^t_k = \mathbf{w}_k^t - \eta^t \nabla_\mathbf{w}_k L(\mathbf{w}_k^t) \]

be the result of the \( k \)-th component of the gradient step in (14), the update of the local estimate at agent \( k \) is given by:

\[
\mathbf{w}^{t+1}_k = \sum_{z \in \mathcal{N}_k} C_{kz} \psi^t_z,
\]

where \( \mathcal{N}_k \) is the inclusive neighborhood of agent \( k \) in the communication graph (including agent \( k \) itself).

The main steps of the proposed distributed training strategy for GCNs are summarized in Algorithm 1.

**A note on privacy:** In a distributed optimization context, it is generally required that the algorithm is privacy-preserving, i.e., no input data is ever transparently exposed over the network. While the consensus step in (16) trivially ensures this property, this is slightly more critical for the inference of the first layer, in which the agents exchange linear combinations of the data points. While the matrices \( \mathbf{W}_k \) are not necessarily invertible, this could still pose a non-negligible privacy threat.
Algorithm 1: Distributed GCN training and inference

**Data:** Number of iterations $T$; matrix $C$ satisfying (A1)-(A3); step-size sequence $\eta_t$.
1: Randomly initialize $w_0^0, \ldots, w_0^m$.
2: for $t \in \{0, \ldots, T - 1\}$, all agents in parallel do
3: Evaluate the prediction $\hat{y}_i$ for all labeled data.
4: Compute the local estimate $\psi^t_k$ using (15).
5: $w_{t+1} = \sum_{z \in N_k} C_{kz} \psi^t_z$.
6: end for

whenever the two agents share a large number of connections. We leave an investigation of differentially-private [57] versions of this algorithm for a future work.

D. Convergence Analysis

In this section, we illustrate the convergence of the proposed distributed training algorithm to stationary solutions of $L$.

**Proposition 1:** A point $w^* \in S$ is a stationary solution of Problem (8) if a gradient $\nabla L(w^*)$ exists such that
$$\Pi_S \nabla L(w^*) = 0.$$ 
(17)

**Proof.** From the minimum principle, any stationary solution $\bar{w}^*$ of (8) must satisfy
$$\bar{w}^* = \Pi_S (w^* - \nabla L(w^*)).$$
(18)

Since $\Pi_S \bar{w}^* = \bar{w}^*$, (18) leads immediately to (17). \hfill \Box

We consider the following assumptions on function $L(w) = \sum_{i \in T_0} l(\hat{y}_i, y_i)$ in problem (8).

**Assumption B [On the objective function]:** The objective function $L$ in (8) is continuous and satisfies:

(A1) $L$ is a differentiable, nonconvex function, with Lipschitz continuous gradient, i.e.,
$$\|\nabla L(w) - \nabla L(z)\| \leq c_L \|w - z\|, \text{ for all } w, z;$$

(A2) $L$ has bounded gradients, i.e., there exists $G > 0$ such that $\|\nabla L(w)\| \leq G$ for all $w$;

(A3) $L$ is coercive, i.e., $\lim_{\|w\| \to \infty} L(w) = +\infty$.

**Assumption C [On the step-size]:** The step-size sequence $\{\eta_t\}_t$ is chosen as:

(C1) a constant, i.e., $\eta_t = \eta > 0$ for all $t$;
(C2) a diminishing sequence such that $\eta^t > 0$, for all $t$,
$$\sum_{t=0}^{\infty} \eta^t = \infty \quad \text{and} \quad \sum_{t=0}^{\infty} (\eta^t)^2 < \infty.$$

Now, letting $w_S^t = \Pi_S w^t$ be the orthogonal projection of the sequence $\{\bar{w}^t\}_t$ onto $S$, we define the performance metric
$$g^t = \|\nabla L(w_S^t)\|_{\Pi_S} = \nabla L(w_S^t)^T \Pi_S \nabla L(w_S^t).$$
(19)

which quantifies proximity to a stationary solution of (8) [cf. (17)]. Also, let
$$g^t_{best} = \inf_{n=1,\ldots,t} g^n = \inf_{n=1,\ldots,t} \|\nabla L(w_S^n)\|_{\Pi_S}^2.$$ 
(20)

We now illustrate the convergence properties of the proposed distributed training strategy, which are summarized in the following Theorem.

**Theorem 2:** Let $\{\bar{w}^t\}_t$ be the sequence generated by Algorithm 1, and let $w_S^t = \Pi_S w^t$ be its orthogonal projection onto $S$. Suppose that conditions (A1)-(A3) and (B1)-(B3) hold. Then, the following results hold.

(a) [Consensus]: Under (C1), we have:
$$\lim_{t \to \infty} \|w^t - w^*_S\| = O(\eta);$$
(21)

if (C2) holds, the sequence $\{w^t\}_t$ asymptotically converges to the consensus subspace $S$, i.e.,
$$\lim_{t \to \infty} \|w^t - w^*_S\| = 0;$$
(22)

(b) [Convergence]: Under (C1), we obtain:
$$\lim_{t \to \infty} g^t_{best} = O(\eta),$$
(23)

with convergence rate $O\left(\frac{1}{t+1}\right)$; finally, if (B2) holds, we have:
$$\lim_{t \to \infty} g^t = 0,$$
(24)

i.e., $\{w_S^t\}_t$ converges to a stationary solution of (8).

**Proof.** See Appendix B. \hfill \Box

E. Extension to order-P GCN

The GCNs we considered up to now can be interpreted as a sequence of order-1 filters, interleaved with pointwise nonlinearities. More generic order-$P$ GC layers generalize this setup, and they can be shown to outperform their order-1 counterparts [56], [58], [59]. Extending (1), an $order-P$ GC layer can be written as [56]:
$$H = \hat{\phi} \left( \sum_{p=0}^{P} D^p X W_P \right),$$
(25)

where $P$ is a hyper-parameter, and $W_0, \ldots, W_P$ are separate trainable parameters. While the $i$th output in (25) depends on neighbors up to $P$ hops away, the layer is still implementable as $P$ iterative rounds of message passing across the graph. As a result, it is immediate to extend our setup to include them. Consider for example a distributed version of an order-2 GC layer, where agent $z$ is endowed with three local sets of parameters $W_{p,z}, p = 0, 1, 2$. Define for simplicity $\tilde{x}_{p,i} = W_{p,z} x_i$. Then, the distributed layer can be written as:
$$\textbf{h}_i = \hat{\phi} \left( \tilde{x}_{0,i} + \sum_{j \in N_i} D_{ij} \tilde{x}_{1,j} + \sum_{l \in N_j} D_{jl} \tilde{x}_{2,l} \right),$$
(26)

where $\tilde{x}_{1,j}$ and $\tilde{x}_{2,l}$ are the messages to be exchanged across the graph. Similarly, we can concatenate multiple layers of the form (26) to obtain distributed order-2 GCNs. In this case, the $i$th output of $L$ order-$P$ layers will depend on the set $c_i^{P,L}$. 

To ease the notation, from now on we will use $\nabla L$ instead of $\nabla w$. 

\footnote{To ease the notation, from now on we will use $\nabla L$ instead of $\nabla w$.}
IV. MATCHING DATA AND COMMUNICATION GRAPHS

To implement Algorithm 1, the communication network between the agents (described by $C$) must satisfy three constraints: (i) it must be connected (even when the underlying data graph is disconnected) [cf. (A2)]; (ii) the matrix $C$ must be symmetric and doubly stochastic [cf. (A1)]; and (iii) the graph must allow communication between two agents whenever they share at least one edge in the data graph, in order to enable the proposed distributed instruction and training.

Recall from Section III that we denote with $B_{kz}$ the number of data edges in common between agents $k$ and $z$. Then, let us denote by $A \in \{0, 1\}^{m \times m}$ a Boolean matrix such that:

$$A_{kz} = \begin{cases} 1 & \text{if } B_{kz} = 0; \\ 0 & \text{otherwise, and if } k = z. \end{cases}$$

(27)

Thus, the set of all feasible matrices $C$ is described by:

$$\mathcal{X} = \left\{ C \mid C1 = 1, C^T = C, \rho \left( C - \frac{1}{m} 1_m 1_m^T \right) < 1, \right\}$$

(28)

$$C_{kz} \neq 0 \text{ if } A_{kz} = 0 \right\}.$$

We can identify two extremes in the set $C$. On one hand, we can connect only agents that share at least one connection between data points (the sparsest possible connectivity). On the other hand, we can consider fully-connected networks, where every pair of agents is connected. Of course, connectivity also has an impact on the convergence speed of the proposed distributed procedure. Thus, in general, we would like a principled way to optimize the communication topology given the constraints on the data graph and a target convergence speed of the consensus mechanism in [16]. To this aim, we propose the following optimization problem to design the matrix $C$ (and, consequently, the communication topology of the agents’ network):

$$\arg \min_{C} \|C \circ A\|_1$$

s.t. $C = C^T$, $C1 = 1$,

$$\rho \left( C - \frac{1}{m} 1_m 1_m^T \right) \leq 1 - \gamma$$

(29)

where $\circ$ denotes the Hadamard product, $\|\cdot\|_1$ is the $\ell_1$ norm on the elements of the matrix, and $\gamma$ is a hyper-parameter to be chosen. The rationale underlying (29) is to impose sparsity on the links that are not necessary to train the distributed GCN model (i.e., those such that $A_{kz} = 1$ for all $k \neq z$), while enforcing conditions (A1) and (A2) on matrix $C$. In particular, the last constraint in (29) ensures the network connectivity, and controls the convergence speed of the consensus step in (16). In particular, lower values of $1 - \gamma$ lead to larger graph connectivity and, consequently, to faster diffusion of information over the network. Thus, solving (29) while varying $\gamma$ enables us to explore multiple feasible connectivities between the two extremes discussed above, while guaranteeing convergence of the proposed algorithm for distributed GCN training. Note that this problem must be solved only once, before deploying the distributed GCN model.

Problem (29) is convex, and can be solved using standard numerical tools based on semi-definite programming (SDP) [60]. However, it is known that such methods might become extremely inefficient if the number of variables (in this case, the number $m$ of agents) becomes too large, e.g., of the order of hundreds of agents. Thus, in the sequel, we propose an efficient iterative method based on the alternating direction method of multipliers (ADMM) [15] to solve (29).

ADMM solution

Let us denote the feasible set of (29) as:

$$\tilde{X} = \left\{ C \mid C1 = 1, C^T = C, \rho \left( C - \frac{1}{m} 1_m 1_m^T \right) \leq 1 - \gamma \right\}.$$

Then, let us consider the equivalent problem formulation of (29), which writes as:

$$\arg \min_{C, Z} \|Z \circ A\|_1 + I_{X}(C),$$

s.t. $C = Z$

(30)

where $I_{\tilde{X}}(\cdot)$ is the indicator function with respect to the feasible constraint set $\tilde{X}$. Now, we exploit the scaled version of the ADMM algorithm [15], which alternates among the following three optimization steps. First, letting $U^t$ be the estimate at time $t$ of the (scaled) Lagrange multiplier associated with the equality constraint in (30), we solve a regularized problem with respect to $C$, given by:

$$C^{t+1} = \arg \min_{C} \left\{ I_{\tilde{X}}(C) + \frac{1}{2} \|C - Z^t + U^t \|_F^2 \right\}.$$

(31)

The step in (31) can be computed in closed-form as:

$$C^{t+1} = P_{\tilde{X}} \left( Z^t - U^t \right),$$

(32)

where $P_{\tilde{X}}(\cdot)$ denotes the orthogonal projection onto the feasible set $\tilde{X}$. Following similar arguments as in [30], letting $\Pi_1 = 1_m 1_m^T / m$, the projection of a generic matrix $X$ onto the set $\tilde{X}$ is given by:

$$P_{\tilde{X}}(X) = \Pi_1 + \sum_{i=1}^{m} \beta_i v_i v_i^T,$$

(33)

where

$$\beta_i = \begin{cases} -1 + \gamma, & \text{if } \lambda_i < -1 + \gamma; \\ 1 - \gamma, & \text{if } \lambda_i > 1 - \gamma; \\ \lambda_i, & \text{if } |\lambda_i| \leq 1 - \gamma. \end{cases}$$

(34)

and $\{\lambda_i, v_i\}$ denote the eigenvalues and eigenvectors of matrix

$$(I - \Pi_1) \left( \frac{X + X^T}{2} \right) (I - \Pi_1).$$

(35)

The second step of scaled ADMM performs the following optimization with respect to the primal variable $Z$:

$$Z^{t+1} = \arg \min_{Z} \left\{ \|Z \circ A\|_1 + \frac{\varrho}{2} \|C^{t+1} - Z + U^t\|_F^2 \right\},$$

(36)

where $\varrho > 0$ is the penalty parameter of the augmented Lagrangian in ADMM. By setting the subgradient of the
Algorithm 2: ADMM-based solution for (29)

Data: matrix \( A \); \( C^0 \), \( U^0 \), and \( Z^0 \) chosen at random; \( \rho > 0 \).

Then, for each time \( t \geq 0 \), repeat the following steps:

1. \( C^{t+1} = \mathcal{P}_{\hat{X}} \left( Z^t - U^t \right) \)
   where the projector \( \mathcal{P}_{\hat{X}}(\cdot) \) is given by (33)–(35);

2. \( Z^{t+1} = S_{\gamma} \left( \left( C^{t+1} + U^t \right) \odot A \right) 
   + \left( C^{t+1} + U^t \right) \odot \left( I_{m \times m} - A \right) \),

3. \( U^{t+1} = U^t + C^{t+1} - Z^{t+1} \).

Fig. 2. Sparsity of the final solution (percentage of zero entries) when solving the optimization problem for a varying \( \gamma \).

objective in (36) to zero, it is straightforward to see that the solution is given by:

\[
Z^{t+1} = S_{\frac{1}{\rho}} \left( \left( C^{t+1} + U^t \right) \odot A \right) 
+ \left( C^{t+1} + U^t \right) \odot \left( I_{m \times m} - A \right), \tag{37}
\]

where \( S_\epsilon(x) = \text{sign}(x) \cdot \max(|x| - \epsilon, 0) \) is the (element-wise) soft-thresholding operator with threshold parameter \( \epsilon \). Finally, we perform the multipliers update of scaled ADMM:

\[
U^{t+1} = U^t + C^{t+1} - Z^{t+1}. \tag{38}
\]

The main steps of the proposed ADMM solution are summarized in Algorithm 2. The computational complexity of Algorithm 2 is determined by the projection step in (S.1), which requires \( O(m^3) \) operations.

As a numerical example, we show in Fig. 2 the sparsity of the matrix \( C \) (defined as the percentage of zero entries) with respect to \( 1 - \gamma \), when solving the optimization problem (29) for \( m = 20 \) agents and randomly initialized matrix \( A \). From Fig. 2, we can notice how the sparsity of the communication graph improves by increasing the value of the hyper-parameter \( 1 - \gamma \), until it reaches the minimally-connected network corresponding to the perfect matching with the data graph (i.e., \( C_k > 0 \) i.f.f. \( A_k = 0 \)).
times with respect to the initial weights, and figures illustrate both the mean and the standard deviation. All experiments are implemented in JAX [62].

B. Comparisons and discussion

In Fig. 3 we summarize the results of the simulations. Each column represents a dataset, while we show the training losses on the upper row (in log scale) and the test accuracies on the bottom row. The first trivial observation we can make is that the GCN clearly outperforms the standard NN in all three scenarios in terms of test accuracy. While this is far from being novel [9], it is worth underlining it here as the clearest motivation for proposing a distributed protocol for graph convolutional networks. Second, we can see that the dGCN asymptotically matches the performance of the centralized GCN when looking at accuracy in all three cases. In term of losses, it matches very closely the performance of the dGCN 5
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D. Results with a different update rule

While we framed our method in the context of a standard gradient descent, the only requirement for convergence is that the local update rule for every agent provides a reasonably good descent direction. To this end, we replace the GD step in (15) with an Adam and a momentum optimizers, where the

C. Results with sparse connectivity

Up to now, we assumed that the connectivity between agents matches the connectivity between data points, i.e., [5] is feasible according to the agents’ topology. Next, we evaluate the performance of our method whenever this assumption is relaxed and the connectivity of the agents does not exactly match the connectivity of the underlying data graph (e.g., because of physical constraints in the available communications among agents). To this end, we replicate the experiments of the previous section, but we randomly drop up to 75% of the connections between agents, while ensuring that the agents’ graph remains connected overall. In addition, we experiment with ring and line topologies, to show the effect of the most minimal connectivity. After this, we renormalize both the data graph and the agents’ graph and run our dGCN. First, we can evaluate the impact of removing all data graph connections that are not consistent with the new agents’ connectivity in Fig. 4(a), where we show the number of edges remaining in $E_D$ after the renormalization step. Note that, even in the most minimal connectivity (the line one), only up to 35% of the original data connections are lost. The results in terms of training loss and test accuracies for the CORA dataset with $D$ in (14) we look at how to close this gap by modifying the update rule of the proposed approach. In all our experiments, consensus between the parameters belonging to different agents is reached relatively quickly, with the average absolute distance between any two set of parameters decreasing below $10^{-2}$ in approximately 200-300 iterations. The averaging step of our algorithm (line 5 in Algorithm 1) is essential to guarantee stability, as we show with an ablation study later on in Section 6-E.
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additional hyper-parameters are always manually fine-tuned for the quickest convergence.

In our implementation, for Adam every agent keeps track of a local set of first-order and second-order statistics of the data that are used for the update step, while for momentum we simply reuse a running average of the agents’ local gradients. We consider a consensus step on the weights after updating the local statistics, although we have found no noticeable difference in interleaving the two. The results are shown in Fig. 5 for a maximum number of 20000 iterations of optimization. We see that both techniques are able to vastly accelerate the algorithm compared to a naive gradient descent. This is especially important in a distributed context, where each iteration requires exchanging data over the network.

**E. Ablation study**

In this paragraph, we illustrate a simple ablation study on the consensus step (i.e., step 5 in Algorithm 1). In particular, we evaluate the results of the algorithm when multiple gradient descent steps are executed before each consensus step, and with an ablated version where no consensus is ever performed. The results are shown in Fig. 6. From 6 we can see that running a consensus step every iteration is required for reaching the highest accuracy. In fact, long intervals with no consensus tend to destabilize the training phase, while removing the consensus step quickly makes all agents go into a strong overfitting phase. This last behaviour can be understood as each agent minimizing the loss only on its own local portion of the training data graph, with minimal influence from the outside parts (i.e., the parts belonging to other agents). In fact, we expect the importance of the consensus constraint to grow as the ratio between the number of agents and the overall size of the data graph decreases.


| Dataset  | Linear       | GCN          | Order-2 GCN |
|----------|--------------|--------------|-------------|
| PeMSD4   | 0.231 ± 0.001 | 0.148 ± 0.002 | 0.126 ± 0.001 |
| PeMSD8   | 0.266 ± 0.001 | 0.185 ± 0.002 | 0.147 ± 0.003 |

### F. Experiments on a traffic prediction scenario

We conclude the experimental section validating our model on two highway traffic prediction datasets (PeMSD4 and PeMSD8) collected by the Caltrans Performance Measurement System (PeMS) of California [53]. The measurement system collects data from more than 39,000 sensors every 30 seconds. PeMSD4 aggregates the data in January and February 2018 of the San Francisco Bay Area, while PeMSD8 aggregates the data from July to September 2016 in San Bernardino. We use the same preprocessing procedure from [63]. In particular, we resample the data at 5 minutes interval, remove any sensor that is distant more than 3.5 km from any other sensor, and fill any missing value using linear interpolation. We also perform the same train/test split as in [63]. The adjacency data matrix is given by \( A_{ij} = \exp(-d_{ij}/10) \), with \( d_{ij} \) being the distance between two sensors [64]. The matrix is then sparsified by removing all elements below 0.5 [64].

We assume that each sensor sends its measurements to the closest among 6 base stations that we artificially place on a ring topology across the area (i.e., we have \( m = 6 \) agents equispaced on a ring connectivity). For each timestep \( t \), the input \( x_t \) for each sensor is a collection of the last 6 recordings (i.e., the last half hour of measurements). Each sensor is then tasked with predicting the successive measurement. The loss function is computed by averaging the squared error for all timesteps in the training dataset and for each sensor. Then, beyond the distributed GCN of the previous section, we also consider a distributed linear model obtained by removing the hidden layer from the GCN definition, and we average the results, at the cost of requiring approximately 3 times the number of messages exchanged over the network. The resulting mean-squared error on the test portion of the datasets in Table II is 0.001 ± 0.001.

### VI. CONCLUSIONS AND FUTURE WORK

In this paper, we propose the first algorithmic framework for distributed training of graph convolutional networks, which can be implemented in the absence of any form of central coordination. The proposed method extends previous works on distributed machine learning to the case data have some relational structure, in the form of pairwise connections between points. The resulting model is naturally distributed along three different lines: (i) during inference, (ii) during backpropagation, and (iii) during consensus phase.

Because this is one of the first works connecting these two fields of research, several extensions and contributions are possible. On one hand, our algorithm requires three communication steps instead of a single consensus, opening the possibility of compression and/or reduction protocols for the number of messages exchanged across the network. In addition, we plan to evaluate the algorithm on different graph NN variants and problems, especially in situations wherein the agents’ connectivity might be time-varying. An open challenge concerns situations in which our assumption of a proper matching between the data graph and the agents’ graph is not satisfied. In this case, ‘lost’ edges in the data graph should be recovered exploiting multi-hop exchanges of information among agents, which will be explored in future works. Finally, an important open research question in graph neural networks is scaling up to larger graphs and streaming data. We believe our approach might represent an important stepping stone in this exciting research direction.

### APPENDIX A

#### A LEMMA ON CONVERGENCE OF SCALAR SEQUENCES

We introduce a lemma dealing with convergence of some sequences, which will be used in the following arguments.

**Lemma 3:** Let \( 0 < \zeta < 1 \), and let \( \{\alpha^t\} \) and \( \{\nu^t\} \) be two positive scalar sequences. Then, the following hold:

(a) If \( \lim_{t \to \infty} \alpha^t = 0 \), then

\[
\lim_{t \to \infty} \sum_{n=1}^{t} \zeta^{t-n} \sigma^n = 0. \tag{39}
\]

(b) If \( \sum_{t=1}^{\infty} (\alpha^t)^2 < \infty \) and \( \sum_{t=1}^{\infty} (\nu^t)^2 < \infty \), then

\[
\lim_{t \to \infty} \sum_{n=1}^{t} \sum_{l=1}^{n} \zeta^{n-l} \sigma^n \nu^l < \infty. \tag{40}
\]

### APPENDIX B

#### PROOF OF THEOREM 2

**Point (a):** Let \( \Pi_{S^\perp} = I - \Pi_S \) be the projector onto the subspace orthogonal to \( S \). We will now study the temporal evolution of

\[
\mathbf{w}_S^{t+1} = \Pi_{S^\perp} \mathbf{w}_S^t = \mathbf{w}_S^t - \Pi_S \mathbf{w}_S^t = \mathbf{w}_S^t - \mathbf{w}_S^t \tag{41}
\]

i.e., the component of \( \mathbf{w}_S^t \) that lies in the subspace orthogonal to \( S \). To this aim, multiplying (14) from the left side by \( \Pi_{S^\perp} \), and letting \( c^t = \Pi_{S^\perp} (C \otimes I_p) \nabla L(\mathbf{w}_S^t) \), we obtain:

\[
\Pi_{S^\perp} \mathbf{w}_S^{t+1} = \Pi_{S^\perp} (C \otimes I_p) \mathbf{w}_S^t - \eta^t c^t. \tag{42}
\]

Now, since \( \Pi_{S^\perp} (C \otimes I_p) = \Pi_{S^\perp} (C \otimes I_p) \Pi_{S^\perp} \) if (A1) holds, eq. (42) becomes:

\[
\mathbf{w}_S^{t+1} = \Pi_{S^\perp} (C \otimes I_p) \mathbf{w}_S^{t} - \eta^t c^t \\
= \left( C - \frac{1}{m} I_m (\mathbf{1}_m^T) \otimes I_p \right) \mathbf{w}_S^{t} - \eta^t c^t. \tag{43}
\]
Iterating recursion (43), we have:
\[
\mathbf{w}_S^{l+1} = \left( \left( \mathbf{C} - \frac{1}{m} \mathbf{1}_m \mathbf{1}_m^T \right) \otimes \mathbf{I}_p \right) \mathbf{w}_S^0 - \sum_{t=1}^{l} \left( \left( \mathbf{C} - \frac{1}{m} \mathbf{1}_m \mathbf{1}_m^T \right) \otimes \mathbf{I}_p \right)^{t-1} \eta^t \mathbf{c}^{t-1}.
\] (44)

Now, taking the norm of (44) and using (B2), (A2), we obtain:
\[
\|\mathbf{w}_S^{l+1}\| \leq \|\mathbf{w}_S^0\| + G \sum_{t=1}^{l} \|1 - \gamma\|^t \eta^t \mathbf{c}^{t-1}.
\] (45)

Then, if (C1) holds, taking the limit of (45), since \( (1 - \gamma)^t \to 0 \) as \( t \to \infty \) and \( \lim_{t \to \infty} \sum_{t=1}^{l} \|1 - \gamma\|^t = 1 \), we have:
\[
\lim_{t \to \infty} \|\mathbf{w}_S^{l+1}\| \leq \frac{G \eta^l}{\gamma} = O(\eta),
\] (46)

which proves (21) [cf. (41)]. On the other side, if (C2) holds, invoking Lemma 3(a) [cf. [39]], from (45) we conclude that:
\[
\lim_{t \to \infty} \|\mathbf{w}_S^{l+1}\| = 0,
\] (47)

thus proving also (22), and completing the proof of point (a).

**Point (b):** We now prove the convergent behavior of \( \mathbf{w}_S^l \), i.e., the component of \( \mathbf{w}^l \) that lies in \( S \). Thus, multiplying (14) from the left side by \( \mathbf{I}_S \), and using (A1), we obtain:
\[
\mathbf{w}_S^{l+1} = \mathbf{w}_S^l - \eta^l \mathbf{I}_S \nabla L(\mathbf{w}^l).
\] (48)

Now, under (A1), invoking the descent lemma on \( L \) and using (48), we obtain:
\[
L(\mathbf{w}_S^{l+1}) \leq L(\mathbf{w}_S^l) - \eta^l \nabla L(\mathbf{w}_S^l)^T \mathbf{I}_S \nabla L(\mathbf{w}^l) + \frac{cL}{2}(\eta^l)^2 \|\mathbf{I}_S \nabla L(\mathbf{w}^l)\|^2.
\] (49)

Now, summing and subtracting the vector \( \nabla L(\mathbf{w}_S^l) \) properly in the second term on the RHS of (49), we obtain:
\[
L(\mathbf{w}_S^{l+1}) \leq L(\mathbf{w}_S^l) - \eta^l \|\nabla L(\mathbf{w}_S^l)\|_{\mathbf{I}_S} + \frac{cL}{2} G^2 (\eta^l)^2 - \eta^l \|\nabla L(\mathbf{w}_S^l)\|^2_{\mathbf{I}_S} + \|\nabla L(\mathbf{w}^l)\|^2 - L(\mathbf{w}^l)\|
\]
\[
\leq L(\mathbf{w}_S^l) - \eta^l g^l + \frac{cL}{2} G^2 (\eta^l)^2 + \eta^l cL G \|\mathbf{w}^l - \mathbf{w}_S^l\|
\]
\[
\leq L(\mathbf{w}_S^l) - \eta^l g^l + \eta^l cL G \|\mathbf{w}_S^l - \mathbf{w}_S^l\| + (1 - \gamma)^l \eta^l
\]
\[
+ cL G^2 (\eta^l)^2 \sum_{t=1}^{l} (1 - \gamma)^t \eta^t \mathbf{c}^{t-1},
\] (50)

where in (a) we used (B2); (b) comes from (B1), (B2), and (19), and in (c) we used (45) [cf. (41)]. Now, applying recursively (50), since under (B3) \( L \) is bounded from below (w.l.o.g., we consider \( L(\mathbf{w}_S^{l+1}) \geq 0 \) for all \( l \)), we obtain:
\[
\sum_{n=0}^{t} \eta^n g^n \leq L(\mathbf{w}_S^0) + cL G \|\mathbf{w}_S^0\| \sum_{n=0}^{t} (1 - \gamma)^n \eta^n
\]
\[
+ \frac{cL}{2} G^2 \sum_{n=0}^{t} (\eta^n)^2 + cL G^2 \sum_{n=0}^{t} \sum_{t=1}^{l} (1 - \gamma)^{t-n} \eta^n \mathbf{c}^{t-1}.\]
\] (51)

Using \( \sum_{n=0}^{t} \eta^n g^n \geq \left( \sum_{n=0}^{t} \eta^n \right) g_{\text{best}}^t \) in (51) [cf. (20)], we get:
\[
g_{\text{best}}^t \leq \left( L(\mathbf{w}_S^0) + cL G \|\mathbf{w}_S^0\| \sum_{n=0}^{t} (1 - \gamma)^n \eta^n + \frac{cL}{2} G^2 \sum_{n=0}^{t} (\eta^n)^2\right)
\]
\[
+ cL G^2 \sum_{n=0}^{t} \sum_{t=1}^{l} (1 - \gamma)^{t-n} \eta^n \mathbf{c}^{t-1}.
\] (52)

Then, if (C1) holds, exploiting \( \sum_{n=0}^{t} (1 - \gamma)^n \eta^n \leq 1/\gamma \) for all \( t \), from (52) we obtain:
\[
g_{\text{best}}^t \leq L(\mathbf{w}_S^0) + \frac{cL G \|\mathbf{w}_S^0\| \eta}{\gamma} + \frac{cL}{2} (t + 1) G^2 \eta^2
\]
\[
+ \frac{cL G^2 \eta^2}{\gamma} (t + 1) \left( \frac{1}{(t + 1)\eta} \right).
\] (53)

Thus, from (53), it is easy to see that
\[
\lim_{t \to \infty} g_{\text{best}}^t \leq cL G^2 (2 + \gamma) \eta = O(\eta),
\] (54)

with convergence rate \( O \left( \frac{1}{t+1} \right) \), thus proving (23).

Finally, using (C2) in (52), and exploiting (39) and (40), we directly obtain:
\[
\lim_{t \to \infty} g_{\text{best}}^t = \lim \inf_{t \to \infty} \|\nabla L(\mathbf{w}_S^t)\|_{\mathbf{I}_S} = 0.
\] (55)

Using similar arguments as in [65, p.1887] (omitted due to lack of space), we can also prove:
\[
\lim_{t \to \infty} \sup_{t \to \infty} \|\nabla L(\mathbf{w}_S^t)\|_{\mathbf{I}_S} = 0,
\] (56)

In conclusion, from (55) and (56), we must have:
\[
\lim_{t \to \infty} \|\nabla L(\mathbf{w}_S^t)\|_{\mathbf{I}_S} = 0,
\] (57)

i.e., the sequence \( \{\mathbf{w}_S^t\}_t \) converges to a stationary point of \( g \) [cf. (17)]. This concludes the proof of Theorem 2.
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