Palm-vein verification based on U-Net
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Abstract: As one of the biometric characteristics, palm-vein have received more and more attention in recent years. However, in practical applications, the vein image capturing is affected by various factors, so many low quality images are produced in recognition system. Generally, the vein networks extracted from such low quality images contains many noises, which degrades the recognition accuracy. To address these problems, this paper proposes an end-to-end convolutional neural network to extract vein feature for verification. Firstly, we label the palm-vein pixel by the combination of some handcraft-based palm-vein image segmentation methods and build a training dataset. Secondly, a U-Net network is trained based on the resulting dataset and its outputs are the probability of pixels to belong to vein pattern. Thirdly, we propose a scheme to encode the outputs of U-Net to obtain the vein network patterns. The experiment results on the public CASIA palm-vein dataset implies the effectiveness of our proposed method.

1. Introduction
With the development of the economy and wide applications of internet technology, the demand for information and property security is increasing\cite{1}. As one of personal identification, biometrics characteristics have developed rapidly in past years. Biometric recognition technologies are divided into two categories: (1) Extrinsic characteristics: finger print\cite{2}, iris\cite{3}, gait\cite{4}, face\cite{5}. (2) Intrinsic characteristics: finger-vein\cite{6}, palm-vein\cite{7}. Unlike the extrinsic biometric features, vein verification technology has many advantages such as intrinsic features, living identification, uniqueness, not easy to replicate, etc. In addition, compared with the finger-vein, the palm vein has more complex lines and structures, which are beneficial to improve the verification rate of palm-vein. Based on these excellent characteristics, the palm-vein verification technology has received more and more attention from researchers and industry in recent years.

2. Related Works
Despite recent advances in palm-vein recognition, palm-vein still faces many challenges in real life. In practical application, imaging process is affected by many factors such as temperature, equipment, user habits, illumination, etc. so the palm-vein images contains ambiguous regions where the separability between vein and background is poor. In general, matching such regions degrades the recognition accuracy. To solve these problems, many palm-vein segmentation methods are proposed to extract vein network. In general, they can be divided into two categories as follows. Handcraft-based segmentation approaches. These methods mainly build mathematical models to extract vein based on the assumption that the vein pattern shows in valleys or straight-line, etc. Han\cite{7} proposed an innovative and robust...
adaptive Gabor filtering method, which encodes palm vein features into bit string representations. Based on the Scale-invariant feature transform (SIFT) method, Kang[8] proposed the ROOTSIFT method, a more stable local invariant feature extraction. Zhang[9] extracted the palm vein by multi-scale filtering. Deep learning-based segmentation methods. Convolutional neural network have outperformed the state of the art in computer vision field[10-12]. Different with handcraft-based segmentation methods, deep learning segmentation methods is an end-to-end architecture without the manual attribute distribution assumption. Some researchers have made some explorations. For example, Qin[13] proposed an iterative deep neural network for hand-vein verification. These existing methods do not always perform well in practical application. For example, handcraft-based segmentation methods are based on the distribution assumption. However, many vein patterns show more complex shape instead of valley or straight-line, so these assumption may not be always effective. Based on the good performance of U-Net[14] network in the field of image segmentation, we employ it for palm vein segmentation.

3. The Proposed Method
In this paper, we design a convolutional neural network structure to extract palm vein features. Firstly, we assign the vein pixel label by some handcrafted segmentation methods in the training datasets. Secondly, we build a U-Net and train it. Finally, we match the vein features for verification. The overview of the proposed method is shown in Figure 1.

![Figure 1. The overview of the proposed system](image)

3.1. Label vein pixel
In this Section, we will use four baselines e.g. repeated line tracking[15], mean curvature[16], maximum principle curvature[17], and Gabor filters[18] to segment vein pattern for each vein images. For each image, four binary vein images is extracted based on four approaches. Finally, we average four binary images to obtain a map which is subject to binarization by a threshold of 0.5 to compute a labeling image (vein pixel and background are labeled as 1 and 0). The label approach is detail in [13].

3.2. U-Net model
Unlike general convolutional neural network, this network consists of encoder layers and decoder layers. Encoder layers gradually reduce the spatial dimension of the layers, and decoders gradually repair the details and spatial dimension of objects. There is usually a fast connection between the encoder layers and the decoder layers, so it can help the decoder layers to repair the details of the target better. In the final layer, the outputs are the probability of each pixel which belongs to palm vein or the background. The network architecture is illustrated in Figure 2.
As shown in the Figure 2, the U-Net architecture consists of a contracting path and an expansive path. In the contracting path, down-sampling is a classical convolutional neural network, which consists of five layers. In each layer, there are two 3×3 convolution layers, followed by a rectified linear unit (ReLU) and a 2×2 max pooling layer with stride 2. And the number of convolution kernels in the next layer is twice times than the number of convolution kernels in the previous layer, and finally the number of convolution kernels in the fifth layer is 1024. In the expansive path, each layer have two 2×2 up-convolution layers, followed by two 3×3 convolution layers and a rectified linear unit (ReLU). With the number of layers increasing, we halve the number of convolution kernels. After training, the U-Net outputs a map in which the values of each pixel is its probability being to vein pattern. Then, the map is further subject to binarization for matching.

3.3. Supervised Feature Encoding

In some approach, the output map of U-Net is encoded by a threshold of 0.5 for matching. To achieve robust matching, we encode the feature map to a threshold which is related to matching scores. In our encoding scheme, a threshold is obtained by maximizing the distance between intra-class and inter-class, and employed to encode feature map. We assume that there are m samples, and each sample have n classes. Then there are m × n images. We generate intra-class scores by matching binary images from the same classes using Hamming distance in [19], and generate inter-class scores by matching binary images from the different classes. Finally, we obtain $a_1 = m \times c_n^2$ genuine matching scores $U_1 = \{d_1(T), d_2(T), ..., d_{a_1}\}$ and $a_2 = n \times m \times c_m^2$ imposter matching scores $U_2 = \{d'_1(T), d'_2(T), ..., d'_{a_2}\}$. To get a robust threshold, we formulate the following optimization objective function:

$$max J(T) = \frac{|u_1(T) - u_2(T)|}{D_1(T) + D_2(T)} \tag{1}$$

Where $T$ denote the threshold, $u_1(T)$ and $u_2(T)$ are the means of the scores in the sets $U_1$ and $U_2$, and $D_1(T)$ and $D_2(T)$ are the variance of the scores in the sets $U_1$ and $U_2$. The parameter T is assigned from 0 to 255, so 256 different values $J(T)$ are computed using Eq. (1).
3.4. Enhanced hamming distance
Hamming distance [19] is used to calculate the difference between two vectors. The vein network are stored in binary image, so we employ Hamming distance to compute the similarity between two palm-vein images. Because there are translations among palm-vein images, we propose an enhanced hamming distance to match them. We assume $E$ and $F$ are two binary feature images with size of $w \times h$. The length and width of image $E$ are extended to $w + 2i$, $h + 2j$. Its expanded images $\bar{E}$ are expressed as:

$$
\bar{E}(w, h) = \begin{cases} 
E(w-i, h-j) & \text{if } 1 + i \leq w \leq g + i, \\
-1 & \text{otherwise} \end{cases} 
$$

The parameters $w$ and $h$ that control the translation distance in horizontal and vertical directions are set to 100 and 100, and the matching distance between $E$ and $F$ is obtained by

$$
d(E, F) = \min_{0 \leq m \leq 2l, 0 \leq n \leq 2j} \frac{\sum_{w=1}^{x} \sum_{h=1}^{y} \text{hamdis}(\bar{E}(w+m, h+n), F(w, h))}{\sum_{w=1}^{x} \sum_{h=1}^{y} \theta(\bar{E}(w+m, h+n), -1)}
$$

hamdis denotes the hamming distance between two binary images and

$$
\theta(U, V) = \begin{cases} 
1 & \text{if } U \neq V \\
0 & \text{otherwise} \end{cases}
$$

4. Experiment and results

4.1. CASIA Datasets
There are 1200 images in the CASIA Multi-Spectral Palm-print Image Database. In our experiments, a pre-processing method[13] is employed to extract the region of interest (ROI) image. we split the database into two datasets. There are 100 hands associated with 600 images in the training dataset, and 100 hands associated with 600 images in the test dataset.

4.2. Verification results
In this experiment, we visually assess the performance of various approach. We employ the proposed to extract the vein network and segmentation results is shown in Figure 3. In addition, the vein patterns extracted by four baselines are illustrated in Figure 3 for comparison. From Figure 3, we can see that the proposed model can extract more continuous and smoothness vein patterns compared to four handcrafted approaches. This can be explained by the following fact. the proposed model can directly learn rich prior knowledge acquired by training the U-Nets on a huge train set from different images without depending any assumptions.
In this section, the experiments are carried out to estimate the verification performance of our approach. Based on Eq (1), we encode the output of U-Nets and obtain the binary images. In test dataset, there are 600 (100 x 6) genuine scores are generated by matching samples from same hand and (100x99x6/2) impostor scores are generated by matching samples from different hands. The FAR and FRR are computed using genuine sores and imposter scores. The EER is the error rate when FAR is equal to FRR. The receiver operating characteristics of various approaches is depicted in Figure.4 and the corresponding EER is listed in Table 1. The experimental results from Figure.4 and Table 1 implies that the proposed approach outperform handcrafted approaches and achieve lowest EER, e.g. 0.47%.

| Methods                     | EER(%) |
|-----------------------------|--------|
| Gabor filters               | 0.93   |
| Maximum principle curvature | 1.85   |
| Mean curvature              | 0.93   |
| Repeated line tracking      | 3.59   |
| Proposed method             | 0.47   |
5. Conclusion
In this paper, we present a U-Net based palm segmentation approach to extract palm vein pattern. Firstly, we label the vein pixel by the combination of several handcraft-based segmentation methods. Secondly, the U-Net model is employed to predict the probability of pixel to belong to vein pattern. Thirdly, we propose a robust scheme to encode the vein patterns. Finally, experimental results on the public dataset demonstrate the proposed approach’s effectiveness.
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