Understanding Species Abundance Distributions in Complex Ecosystems of Interacting Species
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Niche and neutral theory are two prevailing, yet much debated, ideas in ecology proposed to explain the patterns of biodiversity. Whereas niche theory emphasizes selective differences between species and interspecific interactions in shaping the community, neutral theory supposes functional equivalence between species and points to stochasticity as the primary driver of ecological dynamics. In this work, we draw a bridge between these two opposing theories. Starting from a Lotka-Volterra (LV) model with demographic noise and random symmetric interactions, we analytically derive the stationary population statistics and species abundance distribution (SAD). Using these results, we demonstrate that the model can exhibit three classes of SADs commonly found in niche and neutral theories and found conditions that allow an ecosystem to transition between these various regimes. Thus, we reconcile how neutral-like statistics may arise from a diverse community with niche differentiation.

I. INTRODUCTION

The enduring challenge of community ecology is to understand the salient processes that shape the patterns of biodiversity observed across many ecosystems. From the work of MacArthur, ecological niches became a popular explanation of community structure and dynamics. In niche theory, each species has a unique set of traits that specializes them to particular resources and habitats. Through competition with other species, the ecosystem is partitioned into distinctive niches occupied by one species, thus allowing many species with differing traits to coexist within the same ecosystem. Hence, niche theory proposes that diversity arises from environmental heterogeneity and species interactions, highlighting the central role of selection in shaping ecosystems [1–8]. However, in recent decades, Hubbell’s studies of island biogeography and biodiversity sparked an opposing neutral theory of ecology. Ecological neutrality starts from an assumption of functionally equivalent species, where species from the same trophic level compete for similar resources and share similar phenotypic traits [1, 3–5, 7, 9]. To explain the coexistence of many species, neutral theory identifies ecological processes such as population drift, migration, and dispersal. These mechanisms are independent of species traits and capture the inherent randomness of ecological events and population dynamics. So, instead of niche differences and selection, neutral theory promotes stochasticity as the main driver of community assembly.

Both niche and neutral theory have found success in explaining ecological data. Although the latter has been criticized for its unrealistic assumption of functional equivalence and neglect of phenotypic differences observed between species, the minimal neutral model still reproduces many of the observed macro-ecological patterns and statistics [1, 7, 10]. One of the most common and fundamental patterns is the species abundance distribution (SAD), which quantifies the community structure by counting the number of species of a particular population size. Not only are SADs relatively easy to compute from data, they have been used to verify the ecological mechanisms that give rise to the observed structure of the community. Over the years, studies of real ecosystems and theoretical models have yielded numerous species abundance distributions, with the most popular being the Fisher log-series and the lognormal-like distributions [1, 7, 10]. Theoretically, species-rich metacommunities shaped by neutral processes are typically described by log-series distributions, which are characterized by many rare species and relatively few abundant species. On the other hand, lognormal-like SADs (such as the zero-sum multinomial distributions) are usually found in local communities with migration from a species pool [1, 7]. Instead of a decrease in number of species as abundance increases, these lognormal-like SADs have very few species at extremely low and high abundances and a distinct peak at intermediate population sizes. Plots of these common classes of neutral SADs are shown in Figure 1.

It is accepted nowadays that niche and neutral theory are not dichotomous paradigms of ecology, but are rather frameworks that only emphasize the importance of one set of processes in shaping community assembly. In real ecosystems, both niche and neutral mechanisms are vital and must be incorporated into a unified framework. [2–5]. To reconcile niche and neutral theories, ecologists have been investigating how neutral statistics might emerge from a community model with niche differences without the assumption of functional equivalence. In these models integrating both niche and neutral processes, one can tune the model parameters to continuously traverse between regimes dominated by se-
lective differences and those dominated by stochasticity [1, 3, 4, 11]. More recently, some ecologists have proposed the idea of emergent neutrality (EN) [1, 7, 12–14]. Starting from an ecosystem of ecologically distinctive species, interspecific interactions and evolution can drive the community to exhibit clusters of ecologically similar species. Although only one species in each cluster ultimately survives, similar species can transiently coexist for many generations. Hence, EN unifies niche and neutral theory by proposing neutrality as an emergent property of ecosystems shaped by niche differentiation. In addition to bridging the two theories, emergent neutrality has gained some traction as it produces SADs with multiple modes, which have been found across various communities ranging from phytoplankton to birds [12–16]. An example of an SAD with a secondary maximum is shown in Figure 1.

From exploring the species diversity of numerous ecosystems, ecologists have found a collection of different species abundance distributions and have applied neutral models to explain the various forms of SADs. However, it still remains an issue to reconcile traditional niche theory with neutral theory. Here, we construct a stochastic Lotka-Volterra (LV) niche model of a biodiverse ecosystem that incorporates both random interactions between species and neutral processes such as demographic noise and migration. Within this stochastic LV model, we capture three main classes of species abundance distributions: log-series-like, log-normal-like, and bimodal. The boundaries between the different SAD behavior hinge on the balance of niche and neutral processes and the relative values of the macro-ecological parameters shaping ecological dynamics. Furthermore, we find that at high levels of noise, the neutral phase can occupy a large volume of the ecological "phase" diagram. Although setting the stochasticity parameter to high levels may be deemed unrealistic, we argue heuristically that this may actually correspond to typical realizations of real ecosystems. Not only does this demonstrate how neutral-like statistics can manifest in the presence of selective forces, but it also explains the prevalence of these neutral macro-ecological patterns observed across many ecosystems.

II. THE MODEL

Consider a well-mixed community with a pool of $S$ different species, each with an abundance $\tilde{N}_i \geq 0$ where $i = 1, 2, \ldots, S$. The population size of each species is shaped by processes such as birth, death, migration, and interactions with other species. An effective model that captures the population dynamics of such ecosystem is the stochastic Lotka-Volterra equation, which reads

$$\frac{d\tilde{N}_i}{dt} = \lambda + \frac{\tilde{r}_i}{\tilde{K}_i} \tilde{N}_i \left( \tilde{K}_i - \tilde{N}_i - \sum_{j \neq i} \tilde{\alpha}_{ij} \tilde{N}_j \right) + \sqrt{2D\tilde{N}_i}\eta_i(t)$$

(i)

In this community, a species can increase in abundance by immigrating from an external species pool at a rate $\lambda$, or by reproducing at a rate $\tilde{r}_i$. However, their population sizes cannot grow indefinitely due to intraspecies and interspecies competition for limited resources. In the absence of other species, the ecosystem can only sustain a finite number of individuals and this abundance ceiling is enforced by the carrying capacity $\tilde{K}_i$ and is manifested in a quadratic density-dependent death term. As for competition between different species, we make a simplifying assumption that resource dynamics occur much faster than population dynamics. As a result, interactions between species $i$ and $j$ are effectively modeled by a bilinear interaction term with a symmetric interaction matrix $\{\tilde{\alpha}_{ij}\}$. The final term in (1) represents the demographic fluctuations. The noise $\eta_i(t)$ is modeled by a Wiener process with the $\langle \eta_i(t) \rangle = 0$ and correlation $\langle \eta_i(t)\eta_j(t') \rangle = \delta_{ij}\delta(t-t')$, where $\langle \ldots \rangle$ represents the long time average of a quantity. This multiplicative demographic noise is interpreted according to the Ito convention. All parameters and variables in (1), along with their definitions, are summarized in Table I

To incorporate species diversity and niche differences into the model, we construct a heterogeneous random community. The carrying capacity $\tilde{K}_i$ is drawn randomly from the Gaussian distribution, $P(\tilde{K}_i) \sim N(\tilde{K}, \sigma_K)$, with $\tilde{K}$ and $\sigma_K^2$ being the mean and variance in carrying capacity, respectively. Similarly, we pick the interaction strengths $\tilde{\alpha}_{ij}$ from another normal distribution $P(\tilde{\alpha}_{ij}) \sim N(\tilde{\mu}/S, \tilde{\sigma}/\sqrt{S})$, where $\tilde{\mu}/S$ and $\tilde{\sigma}^2/S$ represent the mean and variance in interaction strength. These random species parameters are fixed for a given com-

FIG. 1. Common marginal distributions $P(N)$, or species abundance distributions (SADs) found in real ecosystems and theoretical models. When the rate of immigration into the community is high compared to demographic noise strength, the SAD resembles a log-normal distribution (orange). However, if demographic noise dominates over migration, then there are two scenarios. A community dominated by noise has very few species surviving at high abundances and thus has an SAD that behaves like the Fisher log-series (blue). If selection is the primary driver of ecological dynamics, then a local maximum manifests at intermediate abundances (green).
TABLE I. Definition of parameters and variables in the stochastic Lotka-Volterra model and their corresponding dimensionless versions

| Parameter/Variable | Dimensionless parameter/variable | Definition [with units] |
|--------------------|----------------------------------|-------------------------|
| \( \dot{N}_i \)  | \( N_i = \dot{N}_i / \bar{K} \) | Population size of species \( i \) [abundance] |
| \( t \)            | \( t = \bar{r}_i \bar{K} / \bar{K}_i \) | Time in generations [time] |
| \( \bar{r}_i \)    | \( r_i = \bar{r}_i \bar{K} / \bar{K}_i = \text{const.} \) | Intrinsic growth rate of species \( i \) [1/time] |
| \( \bar{K}_i \)    | \( K_i = \bar{K}_i / \bar{K} \) | Intrinsic carrying capacity of species \( i \) [abundance] |
| \( \bar{K} \)      | \( K = 1 \) | Average carrying capacity of each species [abundance] |
| \( \bar{\sigma}_K \) | \( \sigma_K = \bar{\sigma}_K / \bar{K} \) | Standard deviation of carrying capacity [abundance] |
| \( \bar{\alpha}_{ij} \) | \( \alpha_{ij} = \bar{\alpha}_{ij} \) | Interaction strength between species \( i \) and \( j \) |
| \( \bar{\mu} \)     | \( \mu = \bar{\mu} \) | Average interaction strength over all pairs of species |
| \( \bar{\sigma} \)   | \( \sigma = \bar{\sigma} \) | Standard deviation in interaction strengths |
| \( \bar{D} \)       | \( D = \bar{D} / \bar{K} \) | Noise strength [abundance] |
| \( \bar{\lambda} \)  | \( \lambda = (\bar{\lambda} / \bar{K}) / (\bar{r}_i \bar{K}) \) | Immigration rate [abundance/time] |
| \( \bar{\eta}_i \)  | \( \eta_i \) | Gaussian white noise with mean zero and variance one [1/time] |

munity, and are hence quenched random variables. The \( 1/S \) scaling in the statistics of the interaction strengths \( \bar{\alpha}_{ij} \) are important because it ensures that the population neither grows without bound nor collapses too quickly. Hence, the ecosystem has an infinite species limit that would enable a statistical physics analysis.

Including this population noise term is vital to accurately model ecosystem dynamics as growth, death, and interactions with biotic and abiotic environments are inherently stochastic processes. As such, the dynamical equations must reflect this randomness. Independent populations controlled by a constant average birth and death rate features fluctuations that follow Poisson statistics, scaling as \( \sqrt{N_i} \). In reality, the presence of density dependent death, interspecific interactions, and a fluctuating environment affect the population noise as well. A quantitative prediction of ecological dynamics should include these corrections to the multiplicative noise; however, numerical studies have suggested that the qualitative phase diagram is insensitive to the precise details of the noise term [2]. Thus, it suffices to model the population fluctuations of each species by an independent Wiener process with a standard deviation, \( \sqrt{N_i} \), modified by an effective noise strength parameter, \( \bar{D} \). In this model of noise, higher levels of environmental stochasticity would translate to larger values of \( \bar{D} \). In addition to being a reasonable noise model of complex ecosystems with both neutral and non-neutral processes, it is one of the few analytically tractable models to solve.

III. RESULTS

Before solving the model for the macro-ecological properties, we can reparameterize the Lotka-Volterra equation in (1). Not only does this simplify the equation into a more general form, but it also reduces the space of parameters we need to explore and allows us to identify the effective parameters that govern the overall dynamics.

For example, instead of following the temporal dynamics of the absolute population size, we only need to measure the population of each species with respect to the average carrying capacity, i.e. \( N_i = \dot{N}_i / \bar{K} \). In addition to normalizing the abundances, we make a simplifying assumption that \( r_i = \bar{r}_i \bar{K} / \bar{K}_i \) is a constant for all species. This allows us to rescale time for all species by \( t = \bar{r}_i \bar{K} / \bar{K}_i \) and . As a consequence of reparameterizing \( \dot{N}_i \) and \( \bar{r}_i \), we rescale the noise term and define a new dimensionless parameter \( D = (\bar{D} / \bar{K})(\bar{K}_i / (\bar{r}_i \bar{K}))^2 \).

Since the second term in the parentheses is a constant, then the relevant scaling parameter for the noise is \( \bar{D} / \bar{K} \). Hence, the new dimensionless form of the stochastic LV equation is

\[
\frac{dT(t)}{dt} = \lambda \frac{\dot{N}_i (K_i - N_i - \sum_{j \neq i} \alpha_{ij} N_j)}{\sqrt{2DN_i \eta_i(t)}} (2)
\]

All conversions between eq. (1) and the dimensionless eq. (2) are summarized in the second column of Table I.

For a given set of macro-ecological parameters, we can numerically solve (2) by first drawing the interactions and carrying capacities from their corresponding distributions, and then integrating the system of stochastic differential equations using the Milstein method [2]. This yields the population trajectory of each species over time, from which we can compute the equilibrium population statistics. Under certain parameter regimes, the simulation might not produce an SAD that is representative of the ecosystem. There can be large variations between different simulations of the same ecosystem because the population dynamics is noisy and the community can have multiple equilibrium solutions. Hence, averaging over multiple replicates of the ecosystem is required to
obtain a more accurate species abundance distribution. The computational cost of running these replicated simulations makes it challenging to explore the vast parameter space and determine the boundaries that separate the ecosystem with different SAD behaviors. As such, we seek an analytical solution to eq. (2).

### A. Analytical Solution

To solve eq. (2) analytically, we transform it into the corresponding Fokker-Planck equation (FPE). In exchange for the exact population trajectory of each species, we gain access to the distribution of population sizes over time. As we are only concerned with the ecosystem at long times, we only need to solve for the stationary joint distribution of abundances of all species, $P_S\{\{N_i\}\}$. Since the interaction matrix $\alpha_{ij}$ is symmetric, we can find an exact solution that resembles the Boltzmann distribution from statistical physics.

Even with the stationary joint distribution, extracting population statistics for a representative species from $P_S\{\{N_i\}\}$ remains challenging due to the quenched random variables $K_i$ and $\alpha_{ij}$. The joint distribution for all species is also rather uninformative due to the sheer number of species represented in the distribution. Instead, distributions and statistics of a representative species of the community are preferred. Long-time average population statistics such as the mean $\langle N_i \rangle$ and second moment $\langle N_i^2 \rangle$ in abundance generally depend on the exact values of carrying capacities $K_i$, interactions $\alpha_{ij}$, and the abundance of all other species. However, in the limit $S \to \infty$, the community is highly diverse, macroecological statistics simplify and only depend on the bulk parameters $D, K, \sigma_K, \mu$, and $\sigma$. To handle the quenched random variables and obtain the statistics of a representative species, we draw on techniques from the physics of disordered systems. 

Naively, one could treat the interaction field term $h_i = \sum_{j=1}^{S} \alpha_{ij} N_j$ as a sum of many independent random variables, and therefore be approximated by its mean via the law of large numbers. This is the naive mean field approach and it yields the incorrect population statistics. Let us consider the population dynamics of species $i$. Changes in the abundance $N_i$ ripples throughout the community, generating fluctuations in the population sizes $N_j$ of other species and hence $h_i$. In turn, this change in abundances of other species in the community affects the population of species $i$. It turns out that the fluctuations in $h_i$ are of the same order as its mean, and therefore cannot be neglected [17–20]. To truly capture these reactions and correlations in the community, we rely on the replica symmetric cavity method from the physics of disordered systems.

The cavity method starts by introducing a new species 0 into the community. In the thermodynamic limit $S \to \infty$, the community with $S+1$ species exhibits the same statistical properties as the original one with $S$ species. Now, let us define a new cavity field $h_c = \sum_{j=1}^{S} \alpha_{0j} N_j$, the local field felt by new species 0 due to interactions with all of the original species. By construction, these new interaction strengths $\alpha_{0j}$ are completely uncorrelated to the abundances $N_j$. Hence, the advantage of the replica symmetric cavity method is that we can leverage the central limit theorem and treat the cavity field $h_c$ as a Gaussian random variable with distribution $P(h_c)$ instead of a quantity that depends on the original populations $\{N_j\}$.

Now, upon replacing the interaction term with $h_c$, we can integrate over $h_c$ to obtain a marginal distribution for the new species, $P_{S+1}(N_0)$ (See Supplementary Information). From this marginal distribution, we can extract the population statistics of species 0. Given that the species pool is large, $S \to \infty$, then the statistics of species 0 are no different than any other species in the $S+1$ ecosystem. Although the invasion of the new species can cause the community to reshuffle and the equilibrium abundances of each species to change, the overarching statistics of the entire ecosystem and the species abundance distribution should remain unaltered. Namely, the marginal distribution for a representative species is

$$P_{S+1}(N_0) = \int \frac{Dz}{\bar{N}(z)N_0^{1-\beta}} \exp \left[ -\frac{\beta}{2} \left( (1-\sigma^2\beta\Delta q)N_0^2 - 2(K - \mu \bar{N}) + \sqrt{\sigma_K^2 + q\sigma^2 z} N_0 \right) \right]$$

(3)

Here, $\langle ... \rangle$ represents the quenched average of a population statistic, where the average is taken over long times and the ensemble of possible ecological communities, i.e., the distribution of possible $\alpha_{ij}$ and $K_i$. So, $\langle N \rangle$, $\langle N^2 \rangle$, $q = \langle N^2 \rangle$, and $\Delta q = \langle N^2 \rangle - \langle N \rangle^2$ represent the quenched mean population size, the quenched mean squared abundance, the quenched average of the square of the mean abundance, and the quenched variance in population size, respectively. The equations for these quantities can be derived using the cavity method and they must be computed self-consistently. Furthermore, we define $\beta = 1/D$ as the inverse "temperature" of the community and $\bar{N}(z)$ as the normalization of the distribution. Also, note that the marginal distribution in (3) consists of integrating a function over a Gaussian random variable $Dz = dz e^{-z^2/2}$, which captures the ensemble average over all possible ecosystems. The derivation of the marginal distribution is detailed in the Supplementary...
FIG. 2. Marginal distributions of species abundance. Using population trajectories from integrating the stochastic Lotka-Volterra equations, we extracted the population mean of each species to construct a probability density histogram of the species abundances (orange bars). Each histogram consists of 30 ecosystem replicates each with 1000 species. Additionally, we solved for the theoretical population statistics using the iterative scheme and used these quantities to calculate the marginal distribution $P(N)$ (blue line). For our numerical computations, we set $(K, \sigma_K) = (1, 0.2)$. Each row of the figure corresponds to a different level of noise: (a) $D = 0.005$, (b) $D = 0.01$, (c) $D = 0.1$, and (d) $D = 1.0$. Each column represents the lower left (first column), upper left (second column), lower right (third column), and upper right (fourth column) corners of the $\mu$-$\sigma$ phase diagram, respectively. First column: $(\mu, \sigma) = (1.0, 0.1)$. Second column: $(\mu, \sigma) = (1.0, 0.6)$. Third column: $(\mu, \sigma) = (4.0, 0.1)$. Fourth column: $(\mu, \sigma) = (4.0, 0.6)$. The distributions from the Milstein method and iterative scheme tend to agree for small values of $D$, but tend to be different as we increase the noise level. Furthermore, as we move toward the lower right diagrams, noise increases and the variability in interactions decreases, corresponding to the neutral-like regime. The theoretical probability distribution of species abundances (blue) start to look more generic with a rapid decay towards zero as $N$ increases and a divergence at $N = 0$. This is quite reminiscent of the Fisher log-series distribution commonly found in neutral ecosystems except with a continuous $N$ rather than a discrete one.

Information.

B. Comparing Numerical to Analytical Marginal Distributions

To verify our marginal distribution in equation (3), we compare it to the results of numerical analysis of the stochastic Lotka-Volterra equation. As shown in Fig. 2, the population trajectories of 1000 species are computed in 30 replicate ecosystems (with parameters $D, K, \sigma_K, \mu, \sigma, \lambda$) and their long-time equilibrium abundances $\langle N \rangle$ are collected into a histogram and normalized to construct a probability density function.

First, for many parameter sets, the constructed histogram generally agrees with the corresponding marginal distributed computed from equation (3). When the strength of stochasticity $D$ is high, there tends to be between the near-extinct species and the more abundant species. This is expected in numerical simulations as high levels of noise can quickly drive rare species to extinction. Only those with higher abundances would have a good chance of overcoming the noise and surviving. Despite some mismatch between numerical histograms and the theoretical marginal distribution, the quenched statistics $\langle N \rangle, \langle N^2 \rangle, q$, and $\Delta q$ calculated from the histogram match those computed self-consistently from the cavity method. The comparisons of the quenched statistics are shown in Fig. 3.

Second, the theoretical marginal distributions tend to fall into the typical categories of species abundance distributions. As seen in Fig. 3, an ecosystem where noise levels $D$ are low and species are less competitive (i.e. when $\mu$ is low) tend to have SADs that have one internal mode at high populations and an integrable singularity at zero abundance. On the other hand, ecosystems with high
levels of stochasticity and stronger competition exhibit SADs that resemble the Fisher log-series with a monotonic decay in probability density as abundance increases. In addition to these distributions, there are SADs with an inflection point. The parameters corresponding to these communities represent the transition point that separate the ecosystems with log-series-like SADs from those with an internal mode.

There is another transition line that is characterized by the balance of stochastic effects from demographic noise and migration. From the marginal distribution in eq.(3), when there is a net migration away from the community to other ecosystems, $\beta \lambda < 0$, then $P_{S+1}(N_0)$ contains a non-integrable singularity. Hence, the steady-state of the stochastic LV equations is a delta-function at $N_0 = 0$ with all species ultimately going extinct. If $0 < \beta \lambda < 1$, then the SADs have an integrable singularity and a possible internal mode, as seen in Fig. 3. However, if the effects of immigration is stronger than demographic stochasticity, $\beta \lambda > 1$, then the singularity disappears. All species can be supported at least by immigration and the SAD has a peak with few species at very low and very high abundances. Although this type of SAD is not the log-normal distribution, it shares many of its general characteristics and agrees qualitatively with neutral theories of local communities.

C. SAD Phase Diagram

With the gamut of possible SADs characterized within this stochastic LV model, we now explore the range of macro-ecological parameters that give rise to each class of SADs and the boundaries separating the different regimes. In Fig. 4, we logarithmically sweep through the noise strength $D$ and produce $50 \times 50$ phase diagrams in $\mu - \sigma$ space that depicts the location of the secondary maximum, if it exists. Macro-ecological parameters such as the carrying capacity statistics $(K, \sigma_K)$ are fixed at $(1,0,0.2)$, and the migration rate is set such that $\beta \lambda = 0.5$.

At high levels of stochasticity, predominantly cooperative communities ($\mu < 0$) are able to maintain coexistence of many species at high abundances whereas competition results in many species going extinct. Although some mutualism can protect coexistence, it is not without caveats. If mean cooperation is too strong ($\mu < -1$) or if the heterogeneity of interaction strengths $\sigma$ is too high, the quenched statistics of the community, $\langle N \rangle$ and $\Delta q = \langle N^2 \rangle - \langle N \rangle^2$, both diverge. In this region, the ecosystem is unstable and the positive feedback between different species causes all populations to grow unbounded [21–26].

However, with decreasing noise strength $D$, a wider range of ecosystems are able to support a local maximum in the SAD. Low levels of mutualism continue to promote the coexistence of many species at very high abundances. As $\mu$ increases towards positive values, the ecosystem becomes more competitive and the local maximum in the species abundance distribution shifts left toward lower abundance. Although competition can give rise to stable coexistence, it is a negative feedback process and a few strong competitors can drive more species toward increasing rarity. Eventually, with stronger competition, the behavior of the SAD shifts from one exhibiting an internal mode to one that resembles the Fisher log-series. At this point, the community consists of many rare or extinct species and very few abundant species. A similar phenomenon occurs as the spread of interaction strength $\sigma$ increases. Even if the mean competition strength $\mu$ is low, a larger spread in the distribution of interaction strengths leads to the presence of more species that can easily outcompete less-fit species. Consequently, there is a transition to a log-series-like SAD as $\sigma$ increases.

However, in the small $D$ limit of predominantly competitive communities ($\mu > 0$), increasing the strength and heterogeneity of interactions eventually causes the ecosystem to experience a sharp transition from a single unique equilibrium to a multiple equilibria phase. This is a distinct phase akin to the spin-glass phase in disordered system physics in which the original replica-symmetry assumption breaks down [18, 19, 25]. However, if the variation in interaction strength $\sigma$ is too great, then the ecosystem can also destabilize with many species being driven to extinction and highly competitive species growing without bound. In this multiple equilibria regime,
correlations between species become larger and ever more influential in determining the population size of each species. With the increasing importance of correlations, the community becomes extremely susceptible to small perturbations with minute fluctuations causing drastic changes to the population of each species [18, 19, 21–25]. Details of calculations for the transition between the replica symmetric (RS) and replica symmetry breaking (RSB) phase are found in the Supplemental Information.

With the assumptions of replica symmetry and negligible correlations breaking down, our calculations of the population statistics in this RSB regime no longer hold. Instead, we must account for the multiple equilibria and the non-Gaussianity of the cavity field distribution \( P(h_c) \) to compute the correct abundance statistics and the marginal distribution \( P(N) \) [18, 19]. Despite the inconsistencies in the replica symmetric calculations, the \( P(N) \) in (3) still matches the histogram of equilibrium abundances obtained from numerically integrating the Lv equations. This suggests that the RS solution is not drastically different from the RSB one. Hence, we can still use the RS cavity method to obtain a qualitative picture of the behavior of SADs in the RSB regime. In fact, upon closer examination of the theoretical \( P(N) \), we find a secondary maximum reemerges in the SAD albeit with a low and broad peak. Since this secondary peak is not very prominent, it becomes difficult to practically distinguish the marginal distribution \( P_{S+1}(N) \) from a log-series-like distribution where there is a high representation of species with very low abundances.

Within highly diverse ecosystems, the residing species often exhibit diverse sets of traits and occupy various niches. These inherent differences between species have long been thought to be the main mechanism shaping the structure of ecosystems, and the statistics should reflect the results from niche theory. Surprisingly, many of the species abundance distributions collected from ecological data match either the Fisher log-series or lognormal-like distribution derived from neutral theory. Although Hubbell’s neutral theory imposes an unrealistic assumptions, this agreement between data and neutral theory suggests that processes which are agnostic to species identity such as ecological drift are just as vital in influencing community dynamics.

### IV. DISCUSSION

To reconcile niche and neutral theory, we constructed a stochastic Lotka-Volterra model of a diverse community that incorporates both niche differentiation and some neutral processes common to many ecosystems. Diversity is captured through drawing each species’ carrying capacity and interspecific interactions randomly from a distribution. Although niches are not explicitly modeled, the unique set of interaction strengths for each species already partitions the community into distinct niches. As for neutral processes, we included population noise, en-
vvironmental noise, and migration from a species pool.

Using techniques from the physics of disordered sys-
tems, we explored the space of macro-ecological pa-
rameters and analyzed the population statistics corre-
sponding to each parameter set. The "phase" diagram
for the stochastic LV model is divided into several dis-
tinct regimes, with each characterized by different species
abundance distributions: lognormal-like, log-series-like,
or multimodal. Local communities with high rates of mi-
gration from a larger metacommunity tend to have SADs
which have the semblance of a lognormal distribution
with many species at intermediate abundances and few
species at extremely low and high population sizes. How-
ever, once demographic stochasticity gains prominence
over migration, then ecosystem’s SAD can behave in two
possible ways depending on the characteristics of the in-
terspecific interactions. For a community with uniform
and weak competitive interactions, many species die out,
but a subset of species survive and coexist at high abun-
dances, resulting in a multimodal SAD. On the other hand,
strong and highly heterogeneous competition gener-
ates many strong competitors that drives many species
to rarity or even extinction, leaving only a few abundant
species. This SAD resembles the Fisher log-series dis-
britution. Interestingly, pushing the mean and variance
in competitive strength of the community a little further
destabilizes the ecosystem to have multiple equilibrium
states and to be sensitive to perturbations. It turns out
the SAD transitions back to one with a shallow local peak
at intermediate abundances. However, if the heteroge-
neity in competitive interactions were increased any fur-
ther, the ecosystem destabilizes again and enters an un-
bounded growth phase with a few surviving species grow-
ing indefinitely. For an ecosystem consisting of predomi-
nantly mutualistic interactions between species, many
species survive and coexist higher abundances compared
to competitive networks of species. This coexistence is
remains even at higher levels of noise. However, commu-
nities that are strongly cooperative and highly heteroge-
neous are very unstable, collapsing to an ecosystem with
few surviving species growing unbounded.

Using a stochastic Lotka-Volterra niche model, we have
shown that neutral statistics need not stem from unre-
alistic assumptions of species equivalence. Instead they
can emerge from the stochastic nature of birth-death pro-
cesses, migration, and environmental fluctuations. The
balance of these neutral processes with the effects of se-
lection generated by niche partitioning and interaction
heterogeneity determines whether an ecosystem displays
a SAD matching niche theories or neutral theories.

Interestingly, looking at the $\mu$-$\sigma$ phase diagram at
$D = 1.0$ in Figure 4(a), the neutral regime with log-
series-like has nearly dominated the entire phase diagram
while niche phase has nearly disappeared. As the noise
strength continues to rise, eventually, the only phase left
is the statistically neutral one. Returning to the orig-
inal un-normalized form of the stochastic LV model in
equation 1, a noise strength of $D = D/\sqrt{K} \approx 1.0$ cor-
responds to a model where each species experiences wild
population fluctuations of order $\sqrt{KN_i}$. Since the car-
rying capacity $K$ is quantity generally controlled by the
availability of resources and other abiotic factors, then an
ecosystem with strong environmental noise would gener-
ically yield population statistics and biodiversity pat-
terns that match a neutral model. However, there is an
alternative interpretation to the $\sqrt{KN_i}$ fluctuations.
Since the abundance of the surviving dominant species
$N_i$ tend to be proportional to their carrying capacities
$K_i$, then generic neutral-like statistics is expected to arise
when the population dynamics start to have fluctuations
of order $\alpha N_i$. This is identical to the noise term of
the stochastic Verhulst model, another common logis-
tic model in ecology. In our model where our noise is
proportional to $\sqrt{N_i}$, we have implicitly assumed that
population fluctuations are predominantly governed by
the stochasticity of the linear processes, such as birth in
our case. In the stochastic Verhulst model, the $N_i$ scaling
commonly arises from the presence of environmental fluc-
tuations, pairwise interactions, quadratic density depen-
dent terms, and other population regulation mechanisms
[27–30]. With this in mind, we would expect typical di-
verse ecosystems governed by birth, density dependent
death, interactions, and fluctuating environments exhibit
phase diagrams where the neutral phase occupies most of
the parameter space. This would explain why biodiver-
sity patterns observed across many ecosystems around
the world are well-fitted by neutral theory.

In light of the implicit assumptions in modeling pop-
ulation noise, one fruitful direction would be to study
other population noise models with scaling stronger than
$\sqrt{N_i}$. In fact, several empirical studies have suggested
that noise in some ecosystems scale with the abundance
as $N_i^{\nu}$ where $1/2 < \nu < 1$. This lies between the pure de-
ographic case and the stochastic Verhulst model [6, 30–
32]. Analyzing the $\nu = 1$ case and extracting the corre-
sponding SAD "phase" diagram would provide further
insight into the prevalence of neutral statistics across
ecosystems shaped in part by niche processes.

Another direction would be to relax the assumptions
on the interaction network. Real ecosystems may ex-
hibit particular network structures such as trophic lay-
ers present in the food webs [33, 34]. These graphi-
ical models require us to establish a degree distribu-
tion to describe the number of interactions connected
to each node (species), along with a distribution for the
interaction strength. Conveniently, the cavity method
from disordered systems physics provides an algorithm
to solve for the dynamics on networks that are locally
tree-like [20, 35, 36]. Even if the network has interaction
loops, the cavity method still provides a good approxima-
tion. It would be interesting to explore how network
structure, finite connectivity, and distribution of interac-
tion strengths influence the population statistics and the
"phase" diagram of species abundance distributions.
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Understanding Species Abundance Distributions in Complex Ecosystems of Interacting Species: Supplementary Material

Jim Wu, Pankaj Mehta, and David Schwab

A. Reparameterizing the Stochastic LV Model

A diverse ecosystem of $S \gg 1$ interacting species in a fluctuating environment can effectively be modeled by a stochastic Lotka-Volterra (LV) equation of the form

$$\frac{d\tilde{N}_i}{dt} = \tilde{\lambda}\frac{\tilde{r}_i}{\tilde{K}_i}\tilde{N}_i - \tilde{N}_i - \sum_{j \neq i} \tilde{\alpha}_{ij}\tilde{N}_j + \sqrt{2D\tilde{N}_i}\eta_i(t) \tag{S1}$$

Here, each species $i$ grows at a rate $\tilde{r}_i$, immigrates at a rate $\tilde{\lambda}$, has a carrying capacity $\tilde{K}_i = \tilde{K} + \tilde{\sigma}_K z_K$, and interacts with all other species with strength $\tilde{\alpha}_{ij} = (\tilde{\mu} + \tilde{\sigma}\sqrt{Sz_{Kij}})/S$. The $z_K$ and $z_{ij}$ are random variables drawn from a standard normal distribution $N(0,1)$ to capture the heterogeneities and variations between different species. The mean and variance in the carrying capacity are captured by the parameters $\tilde{K}$ and $\tilde{\sigma}_K^2$, while the corresponding statistics of the interaction strengths are summarized by $\tilde{\mu}/S$ and $\tilde{\sigma}^2/S$. The $1/S$ scaling is vital to maintain the stability of the ecosystem. In addition to these deterministic effects, the abundance of each species fluctuate as $\sqrt{2D\tilde{N}_i}$ due to intrinsic birth-death noise and coupling of the population size to environmental noise. In our case, we interpret the multiplicative noise under the Ito convention.

As stated in the main text, equation (S1) can be simplified by making certain reparameterizations and simplifying assumptions about the species parameters that do not change the qualitative picture of the ecosystem. First, since the carrying capacity sets the scale of the population size, we measure the population size in terms of the average carrying capacity $\tilde{K}$. Second, we simplify (S1) by assuming $\tilde{r}_i\tilde{K}/\tilde{K}_i$ to be a constant. This allows us to uniformly rescale the generational time across all species. Subsequently, we reparameterize all the variables:

$$\frac{\tilde{N}_i}{\tilde{K}} \rightarrow N_i \tag{S2}$$
$$\tilde{t}(\tilde{r}_i\tilde{K}/\tilde{K}_i) \rightarrow t \tag{S3}$$
$$\frac{\tilde{K}}{\tilde{K}} \rightarrow 1 \tag{S4}$$
$$\frac{\tilde{\sigma}_K}{\tilde{K}} \rightarrow \sigma_K \tag{S5}$$
$$\tilde{\mu} \rightarrow \mu \tag{S6}$$
$$\tilde{\sigma} \rightarrow \sigma \tag{S7}$$
$$(\tilde{\lambda}/\tilde{K})(\tilde{r}_i\tilde{K}/\tilde{K}_i) \rightarrow \lambda \tag{S8}$$

This effectively reduces (S1) to

$$\frac{dN_i}{dt} = \lambda + N_i \left(K_i - N_i - \sum_{j \neq i} \alpha_{ij}N_j\right) + \sqrt{2DN_i}\eta_i(t) \tag{S10}$$

B. Distribution of Species Abundances

To solve the stochastic LV equation, we can transform (S10) to the corresponding Fokker-Planck equation (FPE) for the joint probability distribution of all species abundances over time

$$\frac{\partial}{\partial t} P(\{N_i\}; t) = -\sum_{i=1}^S \frac{\partial}{\partial N_i} \left[ \lambda + N_i \left( K_i - N_i - \sum_{j \neq i} \alpha_{ij}N_j \right) P(\{N_i\}; t) \right] + D \sum_{i=1}^S \frac{\partial^2}{\partial N_i^2} \left( N_iP(\{N_i\}; t) \right) \tag{S11}$$
We can equivalently write the FPE as a gradient of some probability flux $J(N)$

$$\frac{\partial}{\partial t} P(N; t) = \nabla_N \cdot J(N) = \nabla_N \cdot \left[ -F(N)P(N; t) + DN \cdot \nabla_N P(N; t) + (D - \lambda)P(N; t) \right] \tag{S12}$$

with $N = (N_1, N_2, \ldots, N_i, \ldots, N_S)$ and

$$F_i(N) = N_i \left( K_i - N_i - \sum_{j \neq i}^S \alpha_{ij}N_j \right) \tag{S13}$$

Since we are interested in the long-time structure of the ecosystem, then we only need the steady-state distribution of the ecosystem. Setting the left-hand side of equation (S12) to zero, we find that the probability flux $J(N)$ must be constant. Recall that the stationary distribution $P(N)$ is a normalized quantity with assumed finite moments, implying that both $P(N)$ and $\nabla_N P(N)$ must decay to zero as the abundance of any species goes to infinity. Therefore, the probability flux must also be zero when any $N_i \to \infty$, and since the probability flux is constant, then $J(N)$ must be zero everywhere. Hence,

$$-F_i(N)P(N) + DN_i \frac{\partial P(N)}{\partial N_i} + (D - \lambda)P(N) = 0 \tag{S14}$$

and from rearrangement, we have

$$\frac{\partial P(N)}{\partial N_i} = \left[ \frac{F_i(N_i)}{D} - \left( 1 - \frac{\lambda}{D} \right) \right] \frac{P(N)}{N_i} \tag{S15}$$

Suppose that the probability distribution has the usual Boltzmann equilibrium form of

$$P(N) = \frac{1}{Z} e^{-\beta H(N)} \tag{S16}$$

where $\beta = 1/D$ and $Z$ is the partition function that normalizes the probability distribution. Substituting this into equation (S15), we obtain

$$-\beta P(N) \frac{\partial H(N)}{\partial N_i} = \left( \beta F_i(N_i) - (1 - \beta \lambda) \right) \frac{P(N)}{N_i} \tag{S17}$$

which simplifies to

$$\frac{\partial H(N)}{\partial N_i} = -\frac{1}{N_i} \left( F_i(N_i) - \frac{1}{\beta} (1 - \beta \lambda) \right) \tag{S18}$$

Given the form of $F_i(N_i)$ in equation (S13), the Hamiltonian of the system is

$$H(N) = -\sum_{i=1}^S N_i \left( K_i - \frac{1}{2} N_i - \sum_{j \neq i}^S \alpha_{ij}N_j \right) + \frac{1 - \beta \lambda}{\beta} \ln N_i \tag{S19}$$

and thus the joint probability distribution is

$$P(N) = \frac{1}{Z \prod_{i=1}^S N_i^{1 - \beta \lambda}} \exp \left[ \beta \sum_{i=1}^S N_i \left( K_i - \frac{1}{2} N_i - \sum_{j \neq i}^S \alpha_{ij}N_j \right) \right] \tag{S20}$$

C. The Finite Temperature Cavity Method

1. A Summary of the Cavity Method

The challenge of extracting the population moments from the joint probability distribution in equation (S20) is due to the heterogeneities in $K_i$ and $\alpha_{ij}$. These are random variables and the goal is to obtain statistics that are
independent of the exact values of all $S^2$ parameters. To accomplish this, we must rely on techniques from the disordered systems literature, such as the cavity method.

The essence of the cavity method is to add (or remove) one species to a large ecosystem already consisting of $S$ species. Every species feels the effect of the new species through the extra interaction term, $h^c = \sum_j \alpha_{0j} N_j$, which disrupts the original population structure and causes it to reshuffle in response. This is called the “cavity field” and is denoted by the superscript $c$. Naively under mean-field theory (MFT), the average effect of the new species can be approximated as

$$h^c_{\text{naive}} = \sum_{j \neq 0} \alpha_{0j} (N_j)$$  \hspace{1cm} (S21)

where $\langle \ldots \rangle$ signify the equilibrium average for a given set of $\alpha_{ij}$. The problem with the naive MFT approach is that it misses important fluctuations. If elements of the matrix $\alpha_{ij}$ were equal to $\mu/S$ and scaled as $O(1/S)$, then the fluctuations in $h^c$ would scale as

$$\delta h^c = \sqrt{\text{Var}(h^c)} = \sqrt{S \left( \frac{\mu}{S} \right)^2 (\langle N^2 \rangle - \langle N \rangle^2)} \sim O(S^{-1/2})$$  \hspace{1cm} (S22)

which decays to zero as $S \to \infty$. However, in our random ecosystem model, the heterogeneities in the pairwise interactions scale as $O(1/\sqrt{S})$. Hence, the fluctuation in the cavity field is

$$\delta h^c = \sqrt{S \left( \frac{\sigma}{\sqrt{S}} \right)^2 (\langle N^2 \rangle - \langle N \rangle^2)} \sim O(1)$$  \hspace{1cm} (S23)

which is finite in the thermodynamic limit. The simple mean-field approximation fails to account for these $O(1)$ fluctuations in the cavity field [18–20].

We can cure mean field theory by making a correction that the cavity field follows a Gaussian distribution. In truth, $h^c$ is not truly Gaussian as the abundances of different species are actually correlated. Increasing the population size $\alpha_j$ is not truly Gaussian as the abundances of different species are actually correlated. Increasing the population size

$$\langle \ldots \rangle$$

generate a reaction in the ecosystem where competing species decrease in abundance and species in mutualistic relationships with species $i$ increase in abundance. However, if these connected correlations $\langle N_i N_j \rangle - \langle N_i \rangle \langle N_j \rangle$ are sufficiently weak, scaling as $O(1/\sqrt{S})$, then central limit theorem holds and the cavity field $h^c$ is well-approximated by a normal distribution [18–20].

From this simplification of the interaction term, we can then compute the population statistics of the $S + 1$ system. Taking the thermodynamic limit, the macroscopic observables of the $S + 1$ system must be equal to the ones derived for the ecosystem with a species pool of size $S$. From this, we can derive the self-consistent TAP (Thouless-Anderson-Palmer) equations for the population statistics.

2. Computing the Marginal Distribution

Starting from the joint probability distribution for the abundances of all species in the ecosystem in equation (S20), we add species 0 to the ecosystem, yielding the distribution

$$P_{S+1}(\{N_i\}, N_0) \propto P_S(\{N_i\}) \times \frac{1}{N_0^{1-\beta \lambda}} \exp \left[ \beta N_0 \left( K_0 - \frac{1}{2} N_0 - \sum_{j=1}^{S} \alpha_{0j} N_j \right) \right]$$  \hspace{1cm} (S24)

Notice that the joint distribution for the $S + 1$ system is factorized into the original $P(\{N_i\})$ and a Boltzmann factor for the new species. Integrating over all possible values of the abundances of the original $S$ species, the marginal distribution for species 0 is

$$P_{S+1}(N_0) \propto \int_0^\infty \left( \prod_{j=1}^{S} dN_i \right) P_S(\{N_i\}) \times \frac{1}{N_0^{1-\beta \lambda}} \exp \left[ \beta N_0 \left( K_0 - \frac{1}{2} N_0 - \sum_{j=1}^{S} \alpha_{0j} N_j \right) \right]$$  \hspace{1cm} (S25)

The only link between species 0 and the other $S$ species is through the cavity field $h^c = \sum_j \alpha_{0j} N_j$. Hence, we can rewrite the marginal distribution in equation (S25) as a joint distribution between $N_0$ and $h^c$,

$$P_{S+1}(N_0, h^c) = \frac{1}{N} \frac{1}{N_0^{1-\beta \lambda}} \exp \left[ \beta N_0 \left( K_0 - \frac{1}{2} N_0 - h^c \right) \right] P_S(h^c)$$  \hspace{1cm} (S26)
where $\mathcal{N}$ is the normalization, and

$$P_S(h^c) = \int_{0}^{\infty} \left( \prod_{i=1}^{S} dN_i \right) \delta \left( h^c - \sum_{j} \alpha_{ij} N_j \right) P(\{N_i\})$$  \hspace{1cm} (S27)

Assuming that the connected correlations between species is negligible, then we can invoke the central limit theorem and propose that the cavity distribution is

$$P_S(h^c) \approx \frac{1}{\sqrt{2\pi V}} \exp \left( -\frac{(h^c - h_S)^2}{2V} \right)$$ \hspace{1cm} (S28)

where the mean and variance of the cavity field are

$$\langle h^c \rangle_S = \sum_{j} \alpha_{0j} \langle N_j \rangle_S \xrightarrow{S \to \infty} h$$ \hspace{1cm} (S29)

$$\langle (h^c)^2 \rangle_S - \langle h^c \rangle_S^2 = \sum_{j=1}^{S} \sum_{i=1}^{S} \alpha_{0j} \alpha_{0i} \left( \langle N_i N_j \rangle_S - \langle N_i \rangle_S \langle N_j \rangle_S \right) \approx \sum_{i=1}^{S} \alpha_{0i}^2 \left( \langle N_i^2 \rangle - \langle N_i \rangle^2 \right) \xrightarrow{S \to \infty} V$$ \hspace{1cm} (S30)

Substituting this back into the joint distribution of $N_0$ and $h^c$, the new marginal distribution for the abundance of species 0 is

$$P_{S+1}(N_0) = \frac{1}{\mathcal{N}} \int_{-\infty}^{\infty} \frac{dh^c}{\sqrt{2\pi V}} \exp \left( -\frac{(h^c - h_S)^2}{2V} \right) \times \frac{1}{N_0^{b-\beta\lambda}} \exp \left[ \beta N_0 \left( K_0 - \frac{1}{2} N_0 - h^c \right) \right]$$ \hspace{1cm} (S31)

$$= \frac{1}{\mathcal{N}} \int_{-\infty}^{\infty} \frac{dh^c}{\sqrt{2\pi V}} \exp \left[ \beta N_0 \left( K_0 - \frac{1}{2} N_0 \right) \right] \exp \left[ -\beta N_0 h + \frac{1}{2} \beta^2 V N_0^2 \right]$$ \hspace{1cm} (S32)

$$= \frac{1}{\mathcal{N}} \int_{-\infty}^{\infty} \frac{dh^c}{\sqrt{2\pi V}} \exp \left[ \frac{\beta}{2} \left( (1 - \beta V) N_0^2 - 2 (K_0 - h_S) N_0 \right) \right]$$ \hspace{1cm} (S33)

The normalization of the marginal distribution $P_{S+1}(N_0)$ is given by

$$\mathcal{N} = \int_{0}^{\infty} \frac{dN_0}{N_0^{b-\beta\lambda}} \exp \left\{ -\frac{\beta}{2} \left[ (1 - \beta V) N_0^2 - 2 (K_0 - h_S) N_0 \right] \right\}$$ \hspace{1cm} (S34)

$$= \left\{ \begin{array}{ll}
(2\beta a)^{-c} \Gamma(2c) U \left( c, \frac{1}{2}, \frac{\beta b^2}{2a} \right) & \text{if } b < 0 \\
\frac{1}{2} \left( \frac{2}{\beta a} \right)^c \Gamma(c) M \left( c, \frac{1}{2}, \frac{\beta b^2}{2a} \right) + 2 \sqrt{\frac{\beta b^2}{2a}} \Gamma \left( \frac{1}{2} + c \right) M \left( \frac{1}{2} + c, \frac{3}{2}, \frac{\beta b^2}{2a} \right) & \text{if } b \geq 0
\end{array} \right.$$ \hspace{1cm} (S35)

where

$$a = 1 - \beta V$$ \hspace{1cm} (S36)

$$b = K_0 - h_S$$ \hspace{1cm} (S37)

$$c = \frac{\beta \lambda}{2}$$ \hspace{1cm} (S38)

and $M(x, y, z)$ and $U(x, y, z)$ are the Kummer and Tricomi’s confluent hypergeometric functions, respectively. Note that we require $a > 0$ and $c > 0$ for the integral in (S33) to converge.

### 3. Computing the Population Statistics: TAP Equations

Now that we have the marginal distribution of a representative species in equation (S33), we can extract the population moments

$$\langle N_0 \rangle_{S+1} = \frac{1}{\mathcal{N}} \int_{0}^{\infty} dN_0 \ N_0^{\beta \lambda} \exp \left\{ -\frac{\beta}{2} \left[ (1 - \beta V) N_0^2 - 2 (K_0 - h_S) N_0 \right] \right\}$$ \hspace{1cm} (S39)

$$\langle N_0^2 \rangle_{S+1} = \frac{1}{\mathcal{N}} \int_{0}^{\infty} dN_0 \ N_0^{\beta \lambda + 1} \exp \left\{ -\frac{\beta}{2} \left[ (1 - \beta V) N_0^2 - 2 (K_0 - h_S) N_0 \right] \right\}$$ \hspace{1cm} (S40)
Notice that the left-hand side consist of averages over the $S + 1$ system while the right-hand side has averages over the $S$ system. Our goal is to obtain self-consistent equations where the averages are only over one system size. We accomplish this by finding relations for the two unknowns left, namely the mean $h$ and variance $V$ of the cavity field. We can determine the mean of the cavity field of the $S$ + 1 system by multiplying the joint distribution of $N_0$ and $h^c$ in equation (S26) by $h^c$ and integrating over all possible values of the cavity field and the abundance of species 0:

\[ h_{S+1} = \int_0^\infty dN_0 \int_{-\infty}^{\infty} dh^c \ h^c P_{S+1}(N_0, h^c) \]

\[ = \frac{1}{N} \int_0^\infty dN_0 \int_{-\infty}^{\infty} dh^c \left( \frac{h^c}{N_0^{1-\beta}} \right) \exp \left[ \beta N_0 \left( K_0 - \frac{1}{2} N_0 - h^c \right) \right] \times \frac{1}{\sqrt{2\pi} V} \exp \left[ -\frac{(h^c - h_S)^2}{2V} \right] \]

\[ = \int_0^\infty dN_0 \left( h - \beta VN_0 \right) \times \frac{1}{N} \int_{-\infty}^{\infty} \left( \frac{h^c}{N_0^{1-\beta}} \right) \exp \left\{ -\frac{\beta}{2} \left[ \left( 1 - \beta V \right) N_0^2 - 2 \left( K_0 - h_S \right) N_0 \right] \right\} \]

\[ = h_S - \beta V \langle N_0 \rangle_{S+1} \]

The variance in the cavity field $h^c$ as according to equation (S30) is

\[ V = \sum_{i=1}^{S} \alpha_{0i}^2 \left( \langle N_i^2 \rangle_S - \langle N_i \rangle_S^2 \right) \]

Taking the quenched average, i.e. averaging over the distribution of $\alpha_{ij}$, we have

\[ \overline{V} = \sum_{i=1}^{S} \alpha_{0i}^2 \left( \langle N_i^2 \rangle_S - \langle N_i \rangle_S^2 \right) \]

\[ = \sum_{i=1}^{S} \left( \frac{\mu}{S} + \frac{\sigma}{\sqrt{S} \alpha_{0i}} \right)^2 \left( \langle N_i^2 \rangle - \langle N_i \rangle^2 \right) \]

\[ = \sum_{i=1}^{S} \left( \frac{\mu^2}{S^2} + \frac{2\mu\sigma}{S\alpha_{0i}} + \frac{\sigma^2}{\alpha_{0i}^2} \right) \left( \langle N_i^2 \rangle - \langle N_i \rangle^2 \right) \]

\[ = \sigma^2 \left( \frac{1}{S} \sum_{i=1}^{S} \left( \langle N_i^2 \rangle - \langle N_i \rangle^2 \right) \right) = \sigma^2 \Delta q \]

In computing the quenched averages of the population fluctuation, we dropped the $S$ subscript in the averages. The difference between the population moments averages over the $S$ and $S + 1$ systems is negligible and this is especially true as we take the $S \rightarrow \infty$ limit.

In summary, the TAP equations are

\[ \langle N_0 \rangle_{S+1} = \frac{1}{N} \int_0^\infty dN_0 \ N_0^{1-\beta} \exp \left\{ -\frac{\beta}{2} \left[ \left( 1 - \sigma^2 \beta \Delta q \right) N_0^2 - 2 \left( K_0 - \sigma^2 \beta \Delta q - h_{S+1} \right) N_0 \right] \right\} \]

\[ \langle N_0^2 \rangle_{S+1} = \frac{1}{N} \int_0^\infty dN_0 \ N_0^{1-\beta+1} \exp \left\{ -\frac{\beta}{2} \left[ \left( 1 - \sigma^2 \beta \Delta q \right) N_0^2 - 2 \left( K_0 - \sigma^2 \beta \Delta q - h_{S+1} \right) N_0 \right] \right\} \]

\[ \mathcal{N} = \int_0^{\infty} dN_0 \ \frac{N_0^{1-\beta}}{\alpha_{0i}^2} \exp \left\{ -\frac{\beta}{2} \left[ \left( 1 - \sigma^2 \beta \Delta q \right) N_0^2 - 2 \left( K_0 - \sigma^2 \beta \Delta q - h_{S+1} \right) N_0 \right] \right\} \]

\[ h_{S+1} = \sum_j \alpha_{0j} \langle N_j \rangle_{S+1} \]

4. Computing the Population Statistics: Self-Consistent Integral Equations

Alternatively, we can obtain self-consistent integral equations for all the population moments. Returning to the moments in equations (S39) and (S40), we know that both $K_0$ and $h_S$ are random with the latter depending on the distribution of $\alpha_{ij}$. So, let us average over the all possible ecosystems, or equivalently, taking the ensemble average over all values of the carrying capacity and the interaction matrix elements. Note that we must take the ensemble average after the average over the species abundances. The reasons is that we want to compute the population
moments of an ecosystem given a particular instance of the carrying capacities \( K_i \) and interaction matrix \( \alpha_{ij} \), and then obtain the overall statistics independent of the exact values of \( K_i \) and \( \alpha_{ij} \) via an ensemble average. This is the meaning of a quenched average. If we swap the two averages, then we allow the \( K_i \) and \( \alpha_{ij} \) to equilibrate on the same time scale as the abundances, yielding the annealed average instead.

Now let us compute the quenched average population statistics. Recall that the carrying capacity follows a normal distribution

\[
P(K_0) = \frac{1}{\sqrt{2\pi \sigma_K^2}} \exp \left[ -\frac{(K_0 - \langle K \rangle)^2}{2\sigma_K^2} \right]
\] (S54)

with \( K = 1 \) because we normalized the population size with the average carrying capacity. As for the cavity field, the quenched average of the mean \( h_S \) is

\[
\langle h_S \rangle = \sum_{j=1}^{S} \alpha_{0j} \langle N_j \rangle = \sum_{j=1}^{S} \frac{\mu}{S} \langle N_j \rangle = \mu \langle N_j \rangle
\] (S55)

The quenched average of the second moment in \( h_S \) is given by

\[
\langle h_S^2 \rangle = \sum_{i,j=1}^{S} \alpha_{0i} \alpha_{0j} \langle N_i \rangle \langle N_j \rangle = \sigma^2 \left( \frac{1}{S} \sum_i \langle N_i \rangle^2 \right) = \sigma^2 q
\] (S56)

since the \( \alpha_{0i} \) and \( \alpha_{0j} \) are uncorrelated. By the central limit theorem, the cavity field \( h_S \) follows a Gaussian:

\[
P(h_S) = \frac{1}{\sqrt{2\pi \sigma^2 \Delta q}} \exp \left[ -\frac{(h_S - \langle h_S \rangle)^2}{2\sigma^2 q} \right]
\] (S57)

Now that we have the distributions for \( K_0 \) and \( h_S \), let us compute the quenched population moments. Notice in equations (S33), (S39), and (S40) that we have a difference of two random variables, \( u = K_0 - h_S \). Since both follow normal distributions, then \( u \) must also follow a normal distribution as well:

\[
P(u) = \frac{1}{\sqrt{2\pi (\sigma^2_K + q\sigma^2)}} \exp \left[ -\frac{(u - (K - \mu \langle N \rangle))^2}{2(\sigma^2_K + q\sigma^2)} \right]
\] (S58)

Therefore, the quenched average population size for a representative species is

\[
\langle N_0 \rangle = \int_{-\infty}^{\infty} \frac{du}{\sqrt{2\pi (\sigma^2_K + q\sigma^2)}} \exp \left[ -\frac{(u - (K - \mu \langle N \rangle))^2}{2(\sigma^2_K + q\sigma^2)} \right] \times \int_{0}^{\infty} \frac{dN_0}{N} N^\alpha \exp \left\{ -\frac{\beta}{2} \left[ 1 - \sigma^2 \beta \Delta q \right] N_0^2 - 2uN_0 \right\}
\] (S59)

\[
= \int_{-\infty}^{\infty} Dz \int_{0}^{\infty} \frac{dN_0}{N(z)} N_0^\alpha \exp \left\{ \frac{\beta}{2} \left[ 1 - \sigma^2 \beta \Delta q \right] N_0^2 - 2 \left( K - \mu \langle N \rangle + \sqrt{\sigma^2_K + q\sigma^2 z} \right) N_0 \right\}
\] (S60)

where we made a change of variables to \( z = \frac{u - (K - \mu \langle N \rangle)}{\sqrt{\sigma^2_K + q\sigma^2}} \) and defined \( Dz = d_z \exp(-z^2/2)/\sqrt{2\pi} \). The normalization \( N(z) \) is given by (S35) with the same substitution for \( u = K_0 - h_S = K - \mu \langle N \rangle + \sqrt{\sigma^2_K + q\sigma^2 z} \):

\[
N(z) = \left\{ \begin{array}{ll}
(2\beta \alpha)^{-\alpha} \Gamma(2\alpha) & \Gamma \left( c, \frac{1}{2}, \frac{\beta \alpha^2}{2a} \right) \\
\frac{1}{2} \left( \frac{2}{\beta \alpha^2} \right)^c \Gamma \left( c, \frac{1}{2}, \frac{\beta \alpha^2}{2a} \right) + 2 \sqrt{\frac{2\beta \alpha^2}{2a}} \Gamma \left( \frac{1}{2} + c, \frac{3}{2}, \frac{\beta \alpha^2}{2a} \right) & \text{if } b < 0
\end{array} \right.
\] (S61)

with

\[
a = 1 - \sigma^2 \beta \Delta q
\] (S62)

\[
b = K - \mu \langle N \rangle + \sqrt{\sigma^2_K + q\sigma^2 z}
\] (S63)

\[
c = \beta \lambda / 2
\] (S64)
We can repeat the same steps for the quenched average of the second moment in abundance, yielding
\[
\langle N_0^2 \rangle = \int_{-\infty}^\infty Dz \int_0^\infty \frac{dN_0}{N_N^0} N_0^{\beta \lambda + 1} \exp \left\{ -\frac{\beta}{2} \left[ (1 - \sigma^2 \beta \Delta q) N_0^2 - 2 \left( K - \mu (\langle N_i \rangle + \sqrt{\sigma_K^2 + \sigma^2 \Delta z}) N_0 \right) \right] \right\}
\]  
(S65)

Although we have only computed the quenched average statistics for the new species 0, there is no fundamental difference between any of the species. Each species undergo the same ecological processes and exhibit traits all follow similar distributions. Hence, both equations (S60) and (S65) represent the quenched average first and second moment in population size for any species in the ecosystem.

5. Summary of Cavity Calculations

Although we have computed both the TAP equations and the self-consistent integral equations for the population moments, we will be primarily using the latter. Let us summarize all the results computed in the previous subsection and evaluate some of the integrals.

Let us start by defining
\[
A = \frac{\sigma_K^2 + q \sigma^2}{1 - \sigma^2 \beta \Delta q}
\]  
(S66)
\[
\Delta = \frac{K - \mu (\langle N_i \rangle)}{\sqrt{\sigma_K^2 + q \sigma^2}}
\]  
(S67)

which allows us to rewrite the ubiquitous term
\[
\frac{\beta (K - \mu (\langle N_i \rangle) + \sigma_K^2 + q \sigma^2 z)^2}{4 (1 - \sigma^2 \beta \Delta q)} = \frac{\beta A}{4} (z + \Delta)^2
\]  
(S68)

Furthermore, for convenience, let us also define the function
\[
G(x, y) = \begin{cases} 
-x U(1 + x, \frac{1}{2}, y^2) & \text{if } y < 0 \\
2 \Gamma(1 + x) M(1 + x, \frac{1}{2}, y^2) + y^{-1} \Gamma(\frac{1}{2} + x) M(\frac{1}{2} + x, \frac{1}{2}, y^2) & \text{if } y \geq 0
\end{cases}
\]  
(S69)

Now, if we evaluate all the integrals over $N_0$ in equations (S60) and (S65), and substitute the normalization in (S61), we find
\[
\langle N \rangle = \langle N^2 \rangle - \langle N \rangle^2
\]  
(S70)
\[
\langle N^2 \rangle = \int_{-\infty}^\infty Dz \left[ \frac{\sigma_K^2 + q \sigma^2}{1 - \sigma^2 \beta \Delta q} \right] (z + b)^2 G \left( \frac{\beta A}{2}, \sqrt{\frac{\beta A}{2}} (z + \Delta) \right)
\]  
(S71)

In addition to these population moments, we need to find self-consistent equations for the quantities $q = \langle N \rangle^2$ and $\Delta q = \langle N^2 \rangle - \langle N \rangle^2$:
\[
q = \frac{\sigma_K^2 + q \sigma^2}{(1 - \sigma^2 \beta \Delta q)^2} \int_{-\infty}^\infty Dz (z + b)^2 G^2 \left( \frac{\beta A}{2}, \sqrt{\frac{\beta A}{2}} (z + \Delta) \right)
\]  
(S72)
\[
\beta \Delta q = \int_{-\infty}^\infty Dz \left[ \frac{\beta (\sigma_K^2 + q \sigma^2)}{(1 - \sigma^2 \beta \Delta q)^2} (z + b)^2 G \left( \frac{\beta A}{2}, \sqrt{\frac{\beta A}{2}} (z + \Delta) \right) \left( 1 - G \left( \frac{\beta A}{2}, \sqrt{\frac{\beta A}{2}} (z + \Delta) \right) \right) + \frac{\beta A}{(1 - \sigma^2 \beta \Delta q)} \right]
\]  
(S73)

Notice that the integrals over the measure $Dz$ are computed over the range $(-\infty, \infty)$. None of the species go extinct in the community due to the steady supply of species from immigration.
D. Asymptotics of the Population Statistics

To verify these equations for the population statistics, we want to compute the asymptotics of equations (S70) - (S73) and check that they match in the $D = 0$ (or equivalently $\beta \to \infty$) results in [25]. In the limit $\beta \to \infty$, the quenched average fluctuations in the abundance $\Delta q = \langle N^2 \rangle - \langle N \rangle^2$ approaches zero. However, it is possible that the quantity $\beta \Delta q$ remains finite. So, the only term that needs to be treated asymptotically is $G(x,y)$. For large arguments $y$,

$$G(x,y) \sim \begin{cases} \frac{x}{2y} - \frac{x(1+2x)}{4y^2} + \frac{x(1+2x)(3+4x)}{8y^3} - \frac{x(1+2x)(15+34x+20x^2)}{16y^4} + \mathcal{O} \left( y^{-5} \right) & \text{if } y < 0 \\ \frac{x-1}{y} + \frac{x(3-2x)-1}{2y^2} + \frac{(x-1)(2x-1)(4x-5)}{4y^3} - \frac{(x-1)(2x-1)(20x^2-54x+37)}{8y^4} + \mathcal{O} \left( y^{-5} \right) & \text{if } y \geq 0 \end{cases} \quad (S74)$$

When the noise strength $D \to 0$, or $\beta \to \infty$, then the case where $y = \sqrt{\frac{\Delta A}{2}}(z + \Delta) < 0$ goes to zero since the leading term scales as $y^{-1}$, provided that $\beta \lambda$ is small. So, only the case where $y \geq 0$, or $z > -\Delta$ survives. This makes sense since at zero noise, only the species with a positive effective carrying capacity will survive and all those with a negative effective carrying capacity will go extinct.

Substituting only the zeroth order asymptotic expansion into equations (S70) - (S72), we arrive at

$$\langle N \rangle = \frac{\sqrt{\sigma_K^2 + q\sigma^2}}{1 - \sigma^2\beta \Delta q} \int_{-\Delta}^{\infty} Dz \ (z + \Delta) \quad (S75)$$

$$\langle N^2 \rangle = \frac{\sigma_K^2 + q\sigma^2}{(1 - \sigma^2\beta \Delta q)^2} \int_{-\Delta}^{\infty} Dz \ (z + \Delta)^2 \quad (S76)$$

$$q = \frac{\sigma_K^2 + q\sigma^2}{(1 - \sigma^2\beta \Delta q)^2} \int_{-\Delta}^{\infty} Dz \ (z + \Delta)^2 \quad (S77)$$

Notice that $\langle N^2 \rangle$ and $q = \langle N \rangle^2$ match in the $\beta \to \infty$ limit, which agrees with intuition that there are no population fluctuations when noise is absent. As for $\beta \Delta q$, the factor of $\beta$ in the first term of (S73) presents a problem. In the small noise limit, $\beta$ will go to infinity while $G(x,y)$ will approach zero if we only asymptotically expand up to zeroth order. Controlling the first term requires a first order asymptotic expansion of $G(\beta \lambda/2, \beta A(z+\Delta)^2/2)$, yielding

$$\beta \Delta q = \frac{1}{1 - \sigma^2 \beta \Delta q} \int_{-\Delta}^{\infty} Dz \quad (S78)$$

All of our results agree with the self-consistent equations derived in [25] in the $D \to 0$ limit.

E. Bifurcation in Species-Abundance Distributions

As discussed in the main text, communities dominated by neutral processes with little immigration tend to exhibit unimodal species abundance distributions with a peak at very low populations and a Fisher-log series decay with population size. Neutral-like communities can also exhibit a log-normal distribution, but this occurs only under high immigration as this allows usually rare species to maintain a higher abundance. However, if the ecosystem is partitioned into niches, then the SAD can exhibit multimodality with a peak at low abundance and one or more peaks at a higher population size.

Depending on the strength of the noise $D$, immigration $\lambda$, the variance in carrying capacity $\sigma_K$, and the mean $mnu$ and variance $\sigma^2$ of the interaction strength, the community can transition between different SADs. For example, communities of competitive species in a highly stochastic environment are expected to exhibit SADs that are more akin to neutral theory. On the other hand, at low levels of noise, more species can coexist at higher abundances, resulting in a multimodal SAD found in niche theory.

Here, we explore how these various SADs can arise from the Lotka-Volterra Model. We start off with a simple model of a community with independent species and no interactions, and show how a bifurcation can arise between neutral-like and niche-like SADs based on the carrying capacity and strength of stochasticity. However, in more realistic ecosystems with interactions, this transition becomes more complicated and the effective carrying capacity is now also shaped by the heterogeneities in species interactions.
1. Stochastic LV equation - No Interactions

To illustrate the transition between niche and neutral species abundance distributions, let us start with a simple ecosystem with many independent species and no interactions. The population of each species is modeled by a simple differential equation

\[ \frac{dN}{dt} = \lambda + N(K - N) + \sqrt{2DN}\eta(t) \] (S79)

with \( \langle \eta(t) \rangle = 0 \) and \( \langle \eta(t) \eta(t') \rangle = \delta(t - t') \). The corresponding Fokker-Planck Equation for this Langevin equation with multiplicative noise is

\[ \frac{dP(N)}{dt} = -\frac{\partial}{\partial N} \left( \left( \lambda + N(K - N) \right) P(N) \right) + D \frac{\partial^2}{\partial N^2} \left( NP(N) \right) \] (S80)

which has the solution

\[ P(N) = \frac{1}{(N\sqrt{N})^2} \exp \left( 2 \int dN \frac{\lambda + N(K - N)}{\sqrt{2DN}}^2 \right) \] (S81)

\[ = \frac{1}{N^{N^{1+\frac{1}{2}}}} \exp \left( \frac{KN}{D} - \frac{N^2}{2D} \right) \] (S82)

with \( \mathcal{N} \) being the normalization. Note that this is a product of a Gaussian and a power-law decay. So, if immigration is small, \( (\lambda/D < 1) \), then depending on the parameters \( K \) and \( D \), the distribution \( P(N) \) should exhibit a secondary local maximum in addition to an integrable singularity at \( N = 0 \). To find the location of this secondary maximum of \( P(N) \) at \( N_* \), we just need to satisfy

\[ \left. \frac{dP(N)}{dN} \right|_{N=N_*} = 0 \quad \text{and} \quad \left. \frac{d^2P(N)}{dN^2} \right|_{N=N_*} < 0 \] (S83)

Taking the derivative of \( P(N) \) with respect to \( N \), we find

\[ 0 = \left. \frac{dP(N)}{dN} \right|_{N=N_*} = -\left( 1 - \frac{\lambda}{D} \right) \frac{1}{N^{N^{1+\frac{1}{2}}}} \exp \left( \frac{KN}{D} - \frac{N^2}{2D} \right) + \frac{1}{N^{N^{1+\frac{1}{2}}}} \left( \frac{K}{D} - \frac{N}{D} \right) \exp \left( \frac{KN}{D} - \frac{N^2}{2D} \right) \] (S84)

\[ = \left( 1 - \frac{\lambda}{D} \right) \frac{1}{N} + \left( \frac{K}{D} - \frac{N}{D} \right) P(N) \] (S85)

Since \( P(N) \) is not zero, then the expression in the parentheses must be zero. Solving this yields the locations of the local extrema:

\[ N^\pm_* = \frac{K}{2} \pm \sqrt{\left( \frac{K}{2} \right)^2 -(D - \lambda)} \] (S86)

If we look for where the second derivative is negative, then we find the local maximum is at \( N^+_* \). Notice that we have a local maximum only if the discriminant in (S86) is greater than zero, i.e.

\[ \frac{K^2}{4(D - \lambda)} > 1 \] (S87)

2. Stochastic LV equation - With Interactions

We can take a similar approach on ecosystems with many species and with a fully connected network of interspecies interactions. We have already solved the corresponding Fokker-Planck equation to the stochastic LV equation and obtained the marginal distribution for a representative species in the ecosystem. Depending on the macro-ecological parameters of the ecosystem, the species abundance distribution can exhibit either niche-like or neutral-like properties with a critical boundary between the two regimes.
Our dimensionless stochastic LV equation is

\[
\frac{dN_i}{dt} = \lambda + N_i \left( K_i - N_i - \sum_{j \neq i}^S \alpha_{ij} N_j \right) + \sqrt{2DN_i \eta_i(t)}
\]  

(S88)

and the marginal distribution for a representative species is

\[
P(N_0, z) = \frac{1}{\mathcal{N}(z)N_0^{1-\beta \lambda}} \exp \left[ -\frac{\beta}{2} \left( (1 - \sigma^2 \beta \Delta q)N_0^2 - 2(K - \mu(N)) + \sqrt{2} \sigma^2 N_0 \right) \right]
\]

(S89)

where the normalization is

\[
\mathcal{N}(z) = \begin{cases} 
(2\beta a)^{-c} \Gamma(2c) U \left( c, \frac{1}{2}, \frac{\beta b^2}{2a} \right) & \text{if } b < 0 \\
\frac{1}{2} \left( \frac{2}{\beta a} \right)^c \Gamma \left( c, \frac{1}{2}, \frac{\beta b^2}{2a} \right) + 2 \sqrt{\frac{\beta b^2}{2a}} \Gamma \left( \frac{1}{2} + c, \frac{3}{2}, \frac{\beta b^2}{2a} \right) & \text{if } b \geq 0
\end{cases}
\]

(S90)

with \( U(x, y, z) \) and \( M(x, y, z) \) being the Tricomi and Kummer’s confluent hypergeometric function, respectively, and with

\[
a = 1 - \sigma^2 \beta \Delta q
\]

(S91)

\[
b = K - \mu(N) + \sqrt{\sigma_K^2 + q \sigma^2 z}
\]

(S92)

\[
c = \beta \lambda / 2
\]

(S93)

To fully integrate out the interactions, we must marginalize over \( z \) to obtain \( P(N_0) \):

\[
P(N_0) = \int \frac{Dz}{\mathcal{N}(z)N_0^{1-\beta \lambda}} \exp \left[ -\frac{\beta}{2} \left( (1 - \sigma^2 \beta \Delta q)N_0^2 - 2(K - \mu(N)) + \sqrt{2} \sigma^2 N_0 \right) \right]
\]

(S94)

Again, to find the location of the secondary maximum at higher abundance, we must take a derivative of \( P(N_0) \) with respect to \( N_0 \):

\[
\frac{dP(N_0)}{dN_0} = \left[ -\frac{1 - \beta \lambda}{N_0} - \beta \left( 1 - \sigma^2 \beta \Delta q \right) N_0 + \beta(K - \mu(N)) \right]
\]

\[
+ \beta \sqrt{\sigma_K^2 + q \sigma^2} \left( \frac{\int_{-\infty}^{\infty} Dz \left( \frac{1}{N(z)} z e^{\beta \sqrt{\sigma_K^2 + q \sigma^2 N_0} z} \right) \right)
\]

\[
\left. \right|_{N_0} P(N_0)
\]

\[
= \left[ -\frac{1 - \beta \lambda}{N_0} - \beta \left( 1 - \sigma^2 \beta \Delta q \right) N_0 + \beta(K - \mu(N)) \right]
\]

\[
+ \beta \sqrt{\sigma_K^2 + q \sigma^2} \left( \frac{\int_{-\infty}^{\infty} Dz \left( \frac{1}{N(z)} z e^{\beta \sqrt{\sigma_K^2 + q \sigma^2 N_0} z} \right) \right)
\]

\[
\left. \right|_{N_0} P(N_0)
\]

(S95)

(S96)

Setting the first derivative to zero, we find that a secondary maximum in \( P(N) \) exists only if the equation

\[
(1 - \beta \lambda) + (1 - \sigma^2 \beta \Delta q) N_0^2 - \left( K - \mu(N) + \sqrt{\sigma_K^2 + q \sigma^2} \left( \frac{\int_{-\infty}^{\infty} Dz \left( \frac{1}{N(z)} z e^{\beta \sqrt{\sigma_K^2 + q \sigma^2 N_0} z} \right) \right) \right) N_0 = 0
\]

(S97)

has positive real solutions. It turns out that if the secondary maximum exists, equation (S97) has two real solutions, one for the local minimum and another corresponding to the local maximum. The larger solution \( N_* \) is always the local maximum and this can be verified by checking if the second derivative of \( P(N_0) \) is negative at \( N_* \).
F. Iterative Algorithm for Solving the Self-Consistent Equations

Analytically solving the self-consistent equations for the population statistics in (S70) - (S73) is intractable due to the ratio of sums of modified Bessel functions in $F(x)$. Instead, we can still extract the desired statistics by numerically solving the integral equations via an iterative scheme.

The algorithm starts by initializing the quenched population statistics $A = \{A_i\} = \{\langle N \rangle, \langle N^2 \rangle, q, \beta \Delta q\}$ with random values in the interval $[0,1]$ since the normalized population size tends to be in this range. Substituting these initial values $A_{\text{old}}$ into the integrals in (S70) - (S73), we compute new values $A_{\text{new}}$. We update the population statistics by taking a linear combination of $A_{\text{old}}$ and the $A_{\text{new}}$ with a parameter $\alpha$:

$$A_{\text{updated}} = (1 - \alpha)A_{\text{old}} + \alpha A_{\text{new}} \quad (S98)$$

By setting $\alpha$ to be in the range $[0,1]$, we dampen any wild oscillations in $A$ over consecutive iterations and allow the solution to settle more gently to their true values. We find that $\alpha = 0.3$ works fairly well [26].

The iterative scheme stops when the $L^2$ norm of the difference between $A_{\text{old}}$ and $A_{\text{new}}$ satisfies the convergence criteria

$$L = \sqrt[4]{\sum_{i=1}^{4} (A_{\text{old}}^i - A_{\text{new}}^i)^2} < \theta \quad (S99)$$

where $\theta$ is the threshold. In our computations, we set $\theta = 1 \times 10^{-7}$, and the population statistics tend to converge quite quickly independent of the initialization of $A$. However, if the convergence criteria is not satisfied within 1000 iterations, then there is no equilibrium solution and the ecosystem is deemed to have collapsed.

Using this algorithm, we swept through a $50 \times 50$ grid of $\mu - \sigma$ space for various values of $D$. For $D = 0$, since the integral equations are much easier to numerically compute, we can sweep over a larger $500 \times 500$ grid instead. Similarly, we sweep over $50 \times 50$ grids of $D - \sigma$ space for various values of $\mu$ to obtain a more complete picture of the niche-neutral phase diagrams.

G. Numerical Integration of Stochastic LV Equations

In addition to the solving the self-consistent integral equations, we also numerically integrate the stochastic Lotka-Volterra equations in (S10) to verify our results. We created a community of $S = 1000$ species, randomly assigning each species with a carrying capacity from a normal distribution $\mathcal{N}(1, \sigma_R^2)$ and initializing each species with a random abundance from a uniform distribution. We also generate an interaction matrix with each element drawn from a Gaussian distribution $\mathcal{N}(\mu/S, \sigma^2/S)$.

Most numerical integration schemes for stochastic differential equations (SDE), such as the Euler-Maruyama and Milstein method, are built for the equations interpreted under the Ito convention. The non-anticipating nature of the noise in the Ito convention makes it ideal and easier to implement in numerical computations. Nevertheless, we can still easily modify the Milstein method for Stratonovich SDEs. For a Stratonovich SDE of the form

$$dX_t = a(X_t)dt + b(X_t) \circ dW_t \quad (S100)$$

the corresponding Ito SDE is

$$dX_t = \left( a(X_t) + \frac{1}{2} b(X_t)b'(X_t) \right)dt + b(X_t)dW_t \quad (S101)$$

where $W_t$ represents a Wiener process with $\Delta W_t = W_{t+1} - W_t$ distributed normally with mean zero and variance $\Delta t$. Hence, the Milstein scheme for this SDE is

$$X_{t+1} = X_t + \left( a(X_t) + \frac{1}{2} b(X_t)b'(X_t) \right) \Delta t + b(X_t)\Delta W_t + \frac{1}{2} b(X_t)b'(X_t) ((\Delta W_t)^2 - \Delta t) \quad (S102)$$

$$= X_t + a(X_t)\Delta t + b(X_t)\Delta W_t + \frac{1}{2} b(X_t)b'(X_t)(\Delta W_t)^2 \quad (S103)$$

We can generalize this for system of Stratonovich SDEs when we have diagonal noise, i.e. when the Wiener process for each species is independent of each other. If there were off-diagonal terms coupling the dynamics of one variable to
the noise of another, then the final term in the Milstein method would be a bit more complicated. For our stochastic LV equation, the Milstein scheme is

\[
N_i^{t+1} = N_i^t + N_i^t \left( K_i - N_i^t \sum_{j \neq i} S_{ij} N_j^t \right) \Delta t + \sqrt{2D N_i^t} \Delta W_i + \frac{D}{2} (\Delta W_i)^2
\]

(S104)

The system of SDEs was integrated using the Milstein method over \( T = 10^5 \) time steps with a step size of \( \Delta t = 0.005 \). If the population of any species goes below zero at any point, the abundance is set to zero for all subsequent times. For the surviving species, once their abundances start to plateau, we use the last half of the time points to compute the steady state population moments for each species. These simulations were replicated \( R = 30 \) times with different interaction matrices and carrying capacity vectors sampled from the same distributions. With these \( S \times R = 30,000 \) simulated species and their corresponding population moments, we can construct a histogram for the probability density of species abundances. Furthermore, we can compute the quenched moments by averaging the population moments of the 30,000 simulated species. We can then compare the simulated distributions and the quenched population statistics to the ones computed theoretically from the cavity method as shown in Figures 2 and 3.

H. Replica-Symmetry Breaking (RSB)

In addition to the niche-neutral transition, there is another transition corresponding to replica-symmetry breaking (RSB) where the ecosystem can exhibit multiple equilibrium solutions. In the replica symmetry scenario, we assumed that the connected correlation between two different species is negligible and only used the variance in abundances to compute the quenched population statistics. However, if we include these \( 1/\sqrt{S} \) correlations between species abundances, then the replica symmetric solution becomes unstable and gives rise to new solutions.

To find the multiple equilibria phase, we need to analyze a system of size \( S + 2 \), denoted by \( N_0 \) and \( N_{0'} \) [19, 20]. The local fields associated with each of the two species are similarly \( h_0 \) and \( h_{0'} \) and they will be correlated

\[
\langle h_0 h_{0'} \rangle_c = \langle h_0 h_{0'} \rangle - \langle h_0 \rangle \langle h_{0'} \rangle = \sum_{i,j=1}^S \alpha_{ij} \alpha_{i'j'} \langle N_i N_{i'} N_j N_{j'} \rangle_c \sim \mathcal{O}(1/\sqrt{S})
\]

(S105)

Instead of a bivariate normal distribution of independent variables, We assume that the probability distribution is of the form

\[
\mathcal{P}(h_0, h_{0'}) = \mathcal{N}(\mu, \Sigma) = \frac{1}{\sqrt{(2\pi)^2 \det \Sigma}} \exp \left( -\frac{1}{2} (h - \mu)^T \Sigma^{-1} (h - \mu) \right)
\]

(S106)

where

\[
h = \begin{pmatrix} h_0 \\ h_{0'} \end{pmatrix}, \quad \mu = \begin{pmatrix} \langle h_0 \rangle \\ \langle h_{0'} \rangle \end{pmatrix}, \quad \Sigma^{-1} = \begin{pmatrix} 1/\epsilon & \epsilon \\ -\epsilon & -1/\epsilon \end{pmatrix}
\]

(S107)

so that the probability distribution can be rewritten in the form

\[
\mathcal{P}(h_0, h_{0'}) \sim \exp (\epsilon (h_0 - \langle h_0 \rangle)(h_{0'} - \langle h_{0'} \rangle)) \exp \left( -\frac{(h_0 - \langle h_0 \rangle)^2}{2V} \right) \exp \left( -\frac{(h_{0'} - \langle h_{0'} \rangle)^2}{2V} \right)
\]

(S108)

Notice the products of Gaussians, which would represent the joint probability distributions of the local fields at species 0 and 0’ if they were independent from each other. The term in front introduces a small correlation between the two species. Inverting \( \Sigma^{-1} \), we find that

\[
\Sigma = \frac{1}{(1/V)^2 - \epsilon^2} \begin{pmatrix} 1/\epsilon & \epsilon \\ \epsilon & 1/\epsilon \end{pmatrix}
\]

(S109)

and hence the correlations between \( h_0 \) and \( h_{0'} \) is

\[
\langle h_0 h_{0'} \rangle_c = \frac{V^2 \epsilon}{1 - V^2 \epsilon^2} \approx V^2 \epsilon
\]

(S110)

provided that \( \epsilon \) is small.
Now returning back to the LV model, by adding a new species $0$ and $0'$, the joint probability distribution of $y_0, y_0', h_0, h_0'$ is

$$P(N_0, N_0', h_0, h_0') = \frac{1}{Z\sqrt{N_0 N_0'}} \exp \left( \beta N_0 \left( K_0 - \frac{1}{2} N_0 - h_0 \right) \right) \exp \left( \beta N_0' \left( K_{0'} - \frac{1}{2} N_{0'} - h_{0'} \right) \right) \exp \left( -\beta \alpha_{00'} N_0 N_0' \right)$$

$$\times \exp \left( \epsilon (h_0 - \langle h_0 \rangle)(h_{0'} - \langle h_{0'} \rangle) \right) \exp \left( -\frac{(h_0 - \langle h_0 \rangle)^2}{2V} \right) \exp \left( -\frac{(h_{0'} - \langle h_{0'} \rangle)^2}{2V} \right)$$

(S111)

Now we must integrate out $h_0$ and $h_{0'}$:

$$P(N_0, N_0') \propto \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{-\beta N_0 h_0 - \beta N_0' h_{0'} - \beta \alpha_{00'} N_0 N_0'} P(h_0, h_{0'}) dh_0 dh_{0'}$$

(S112)

$$= \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{-\frac{\beta^2}{2} h_0 - \frac{\beta^2}{2} h_{0'} - \epsilon (h_0 - \langle h_0 \rangle)(h_{0'} - \langle h_{0'} \rangle)} \exp \left( -\frac{(h_0 - \langle h_0 \rangle)^2}{2V} \right) \exp \left( -\frac{(h_{0'} - \langle h_{0'} \rangle)^2}{2V} \right) dh_0 dh_{0'}$$

(S113)

This integral is identical to the moment generating function $\langle e^{\mathbf{t} h} \rangle$ where $\mathbf{t} = -\left( \frac{y_0^2}{D}, \frac{y_{0'}^2}{D} \right)$. For a multivariate Gaussian, the moment generating function is

$$M(\mathbf{t}) = \exp \left( \mu^T \mathbf{t} + \frac{1}{2} \mathbf{t}^T \Sigma \mathbf{t} \right)$$

(S114)

Therefore, the joint distribution between $N_0$ and $N_0'$ is

$$P(N_0, N_0') \approx \frac{1}{Z(N_0 N_0')^{1-\beta\lambda}} \exp \left( \beta N_0 \left( K_0 - \frac{1}{2} N_0 \right) \right) \exp \left( \beta N_0' \left( K_{0'} - \frac{1}{2} N_{0'} \right) \right) \exp \left( -\beta \left( N_0 \langle h_0 \rangle + N_0' \langle h_{0'} \rangle \right) \right)$$

$$\times \exp \left( -\beta \alpha_{00'} N_0 N_0' \right)$$

(S115)

$$\times \exp \left[ \beta (\beta V^2 \epsilon - \alpha_{00'}) N_0 N_0' \right]$$

(S116)

Since $V^2 \epsilon - \alpha_{00'}$ is very small, then we can approximate the joint distribution as

$$P(N_0, N_0') \approx \frac{1}{Z(N_0 N_0')^{1-\beta\lambda}} \exp \left[ -\frac{\beta}{2} \left( 1 - \beta V \right) N_0^2 + \beta(K_0 - \langle h_0 \rangle) N_0 + \beta(K_{0'} - \langle h_{0'} \rangle) N_0' \right]$$

$$\times (1 + \beta(\beta V^2 \epsilon - \alpha_{00'}) N_0 N_0')$$

(S117)

Hence the effective partition function is

$$Z \approx \left( \int_{0}^{\infty} dN_0 N_0^{1-\beta\lambda} \exp \left[ -\frac{\beta}{2} (1 - \beta V) N_0^2 + \beta(K_0 - \langle h_0 \rangle) N_0 \right] \right) \left( \int_{0}^{\infty} dN_0' N_0'^{1-\beta\lambda} \exp \left[ -\frac{\beta}{2} (1 - \beta V) N_0'^2 + \beta(K_{0'} - \langle h_{0'} \rangle) N_0' \right] \right)$$

$$+ \beta \beta V^2 \epsilon - \alpha_{00'} \left( \int_{0}^{\infty} dN_0 N_0^{1-\beta\lambda} \exp \left[ -\frac{\beta}{2} (1 - \beta V) N_0^2 + \beta(K_0 - \langle h_0 \rangle) N_0 \right] \right)$$

$$\times \left( \int_{0}^{\infty} dN_0' N_0'^{1-\beta\lambda} \exp \left[ -\frac{\beta}{2} (1 - \beta V) N_0'^2 + \beta(K_{0'} - \langle h_{0'} \rangle) N_0' \right] \right)$$

(S118)

$$= Z_0^{RS} Z_{0'}^{RS} (1 + \beta(\beta V^2 \epsilon - \alpha_{00'}) N_0^{RS} N_0'^{RS})$$

(S119)

with the $RS$ denoting the replica-symmetric version. This means that we can rewrite the joint probability distribution as

$$P(N_0, N_0') = \frac{(1 + \beta(\beta V^2 \epsilon - \alpha_{00'}) N_0 N_0') P_{RS}(N_0) P_{RS}(N_0')}{(1 + \beta(\beta V^2 \epsilon - \alpha_{00'})(N_0^{RS} N_0'^{RS}) P_{RS}(N_0) P_{RS}(N_0')}$$

(S120)

$$\approx (1 - \beta(\beta V^2 \epsilon - \alpha_{00'}) N_0^{RS} N_0'^{RS} + \beta(\beta V^2 \epsilon - \alpha_{00'}) N_0 N_0') P_{RS}(N_0) P_{RS}(N_0')$$

(S121)
Since $\beta(\beta V^2 - \alpha_0^0)$ is small. From this, we can compute the connected correlation:

$$\langle N_0 N_0' \rangle_{RSB} = \langle N_0 N_0' \rangle_{RSB} - \langle N_0 \rangle_{RSB} \langle N_0' \rangle_{RSB}$$  \hfill (S122)

$$= \int_0^\infty dN_0 dN_0' \ N_0 N_0' P(N_0, N_0') \left( \int_0^\infty dN_0 dN_0' \ N_0 P(N_0, N_0') \right)$$  \hfill (S123)

$$= \left( \langle N_0 \rangle_{RS} \langle N_0' \rangle_{RS} - \beta(\beta V^2 - \alpha_0^0) \langle N_0 \rangle_{RS} \langle N_0' \rangle_{RS} + \beta(\beta V^2 - \alpha_0^0) \langle N_0^2 \rangle_{RS} \langle N_0'^2 \rangle_{RS} \right)$$

$$- \left( \langle N_0 \rangle_{RS} - \beta(\beta V^2 - \alpha_0^0) \langle N_0 \rangle_{RS} + \beta(\beta V^2 - \alpha_0^0) \langle N_0^2 \rangle_{RS} \right) \langle N_0' \rangle_{RS} \langle N_0'^2 \rangle_{RS}$$

$$\times \left( \langle N_0' \rangle_{RS} - \beta(\beta V^2 - \alpha_0^0) \langle N_0' \rangle_{RS} + \beta(\beta V^2 - \alpha_0^0) \langle N_0'^2 \rangle_{RS} \right)$$  \hfill (S124)

$$\approx \beta(\beta V^2 - \alpha_0^0) \left( \langle N_0 \rangle_{RS}^2 \langle N_0'^2 \rangle_{RS} - \langle N_0 \rangle_{RS} \langle N_0^2 \rangle_{RS} - \langle N_0^2 \rangle_{RS} \langle N_0' \rangle_{RS} + \langle N_0' \rangle_{RS} \langle N_0'^2 \rangle_{RS} \right)$$  \hfill (S125)

$$= \beta(\beta V^2 - \alpha_0^0) \left( \langle N_0^2 \rangle_{RS} - \langle N_0' \rangle_{RS} \right) \left( \langle N_0' \rangle_{RS} - \langle N_0^2 \rangle_{RS} \right)$$  \hfill (S126)

Substituting our definition for the correlation between the local fields for species 0 and 0’,

$$\langle N_0 N_0' \rangle_c = (\beta(h_{00'}, \omega') - \alpha_0^0) \left( \langle N_0^2 \rangle_{RS} - \langle N_0 \rangle_{RS} \right) \left( \langle N_0' \rangle_{RS} - \langle N_0' \rangle_{RS} \right)$$  \hfill (S127)

$$\Rightarrow \frac{\langle (N_0 N_0')^2 \rangle}{\langle N_0' \rangle_{RS}^2} = \beta^2 \left( \sum_{j} \sum_{k} \alpha_{0j} \omega_{0,k} \langle N_j N_k \rangle^c - \alpha_{00'} \right) \left( \langle N_0^2 \rangle_{RS} - \langle N_0 \rangle_{RS} \right) \left( \langle N_0' \rangle_{RS} - \langle N_0' \rangle_{RS} \right)$$  \hfill (S128)

Recalling that the term in the parenthesis of equation (S128) is small, then sample average of the correlation vanishes, i.e. $\langle N_0 N_0' \rangle_c \to 0$ as $M \to \infty$ where $M$ is the number of samples or replicas of the matrix $\omega_{ij}$ drawn. Hence, we need to compute the sample average of the correlation squared, yielding the nonlinear spin-glass correlation function. Just squaring equation (S128) yields

$$\langle (N_0 N_0')^2 \rangle = \beta^2 \left( \alpha_{00'}^2 + \beta^2 \sum_{j} \sum_{k} \alpha_{0j} \alpha_{0,k} \alpha_{0,m} \langle N_j N_k \rangle^c \langle N_l N_m \rangle^c - 2 \alpha_{00'} \sum_{j} \sum_{k} \alpha_{0j} \omega_{0,k} \langle N_j N_k \rangle^c \right)$$  \hfill (S129)

$$\times \left( \langle N_0^2 \rangle_{RS} - \langle N_0 \rangle_{RS} \right) \left( \langle N_0' \rangle_{RS} - \langle N_0' \rangle_{RS} \right)$$  \hfill (S130)

and taking the ensemble average yields

$$\langle (N_0 N_0')^2 \rangle^2 = \beta^2 \left( \alpha_{00'}^2 + \beta^2 \sum_{j} \sum_{k} \alpha_{0j} \alpha_{0,k} \sqrt{(\langle N_j N_k \rangle^c)^2 + \beta^2 \sum_{j} \sum_{k} \alpha_{0j} \alpha_{0,k} \sqrt{(\langle N_j N_k \rangle^c)^2}} \right)$$

$$\times \left( \langle N_0^2 \rangle_{RS} - \langle N_0 \rangle_{RS} \right) \left( \langle N_0' \rangle_{RS} - \langle N_0' \rangle_{RS} \right)$$  \hfill (S131)

$$= \beta^2 \left( \frac{\sigma^2}{S} + \beta^2 \sigma^4 \langle N_j N_k \rangle^c + \frac{\beta^2 \sigma^4}{S} \right) \left( \langle N_0^2 \rangle_{RS}^2 - \langle N_0' \rangle_{RS}^2 \right)$$  \hfill (S132)

$$= \beta^2 \left( \frac{\sigma^2}{S} + \beta^2 \sigma^4 \langle N_0 N_0' \rangle^c \right) \left( \langle N_0^2 \rangle_{RS}^2 - \langle N_0' \rangle_{RS}^2 \right)$$  \hfill (S133)

In the last line, we work in the thermodynamic limit, which means that $S + 2$ and the $S$ ecosystem must yield equivalent macroscopic quantities, i.e. $\langle N_0 \rangle_{RS}^2 = \langle N_0 \rangle_{Rs}^2$ and $\langle (N_0^2)_{RS} \rangle^2 \langle (N_0^2)_{Rs} \rangle^2 = \langle (N_0^2)_{RS} \rangle^2$. Now, solving for desired square of the connected correlation and dropping the RS subscript, we find

$$\langle (N_0 N_0')^2 \rangle^2 = \frac{\sigma^2}{S} \frac{1 + \beta^2 \sigma^2 \langle N_0^2 \rangle_{RS}^2}{1 - \beta^2 \sigma^2} \left( \langle N_0^2 \rangle_{RS}^2 - \langle N_0 \rangle_{RS}^2 \right)^2$$  \hfill (S134)

Hence, in the $S \to \infty$ limit, the nonlinear spin-glass susceptibility is

$$\chi_2 = \frac{1}{\beta^2 S} \sum_{kl} \langle N_k N_l \rangle^c \to \frac{\sigma^2}{1 - \beta^2 \sigma^2} \left( \langle (N_0^2)_{RS} \rangle^2 - \langle N_0 \rangle_{RS}^2 \right)^2$$  \hfill (S135)
For the nonlinear susceptibility to remain positive definite and finite, we require the stability condition

\[ x = 1 - \beta^2 \sigma^2 \left[ \langle N^2_0 \rangle - \langle N_0 \rangle^2 \right] > 0 \]  
(S136)

Substituting the equations for \( \langle N^2_0 \rangle \) and \( \langle N_0 \rangle \) from the cavity method, we find that the replica symmetric solution is stable only when

\[
1 - \sigma^2 \int_{-\Delta}^{\infty} Dz \left[ \frac{\beta (\sigma^2 + q \sigma^2)}{(1 - \sigma^2 \beta q)^2} (z + \Delta)^2 G \left( \frac{\beta \lambda}{2}, \frac{\beta A}{2} (z + \Delta)^2 \right) \right] \left( 1 - G \left( \frac{\beta \lambda}{2}, \frac{\beta A}{2} (z + \Delta)^2 \right) \right) + \frac{\beta \lambda}{1 - \sigma^2 \beta q} \right]^2 \geq 0
\]

(S137)

In the low temperature limit, \( \beta \to \infty \), and when the immigration rate is low, this stability criteria reduces to

\[
1 - \sigma^2 \int_{-\Delta}^{\infty} Dz \geq 0
\]

(S138)

which matches the replica-symmetry breaking results in [25].

Using our numerical cavity solutions to the population moments, we can construct the phase diagram and find the region in parameter space where the ecosystem exhibits multiple equilibria. These diagrams are depicted in Figure S1.
FIG. S1. RS-RSB phase diagrams over \( \mu-\sigma \) space. The right hand side of the replica-symmetry breaking criteria in equation (S137) is computed over parameter space with \((K, \sigma_K) = (1, 0.2)\) and (a) \( D = 0 \), (b) \( D = 1 \times 10^{-6} \), (c) \( D = 1 \times 10^{-3} \), (d) \( D = 10^{-1} \), and (e) \( D = 1.0 \). The blue color corresponds to the stability criteria being satisfied, implying that the replica symmetric solution is stable and the ecosystem exhibits a unique equilibrium. On the other hand, the red region is where the stability criteria is violated, and the ecosystem is in the RSB phase where the ecosystem has multiple equilibrium solutions. Notice that the RSB phase gradually shrinks as one increases the noise level of the system with the region completely disappearing between \( D = 0.1 \) and \( D = 1.0 \).