UNIVERSALITY OF COVARIANCE MATRICES

BY NATESH S. PILLAI, JUN YIN

In this paper we prove the universality of covariance matrices of the form $H_{N \times N} = X^\dagger X$ where $X$ is an $M \times N$ rectangular matrix with independent real valued entries $x_{ij}$ satisfying $E x_{ij} = 0$ and $E x_{ij}^2 = \frac{1}{M}$, $N, M \to \infty$. Furthermore it is assumed that these entries have sub-exponential tails or sufficiently high number of moments. We will study the asymptotics in the regime $N/M = d_N \in (0, \infty), \lim_{N \to \infty} d_N \neq 0, \infty$. Our main result is the edge universality of the sample covariance matrix at both edges of the spectrum. In the case $\lim_{N \to \infty} d_N = 1$, we only focus on the largest eigenvalue. Our proof is based on a novel version of the Green function comparison theorem for data matrices with dependent entries. En route to proving edge universality, we establish that the Stieltjes transform of the empirical eigenvalue distribution of $H$ is given by the Marcenko-Pastur law uniformly up to the edges of the spectrum with an error of order $(N \eta)^{-1}$ where $\eta$ is the imaginary part of the spectral parameter in the Stieltjes transform. Combining these results with existing techniques we also show bulk universality of covariance matrices. All our results hold for both real and complex valued entries.

1. Introduction. In this paper we prove the universality of covariance matrices. Let $X = (x_{ij})$ be an $M \times N$ data matrix with independent centered real valued entries with variance $M^{-1}$:

$$x_{ij} = M^{-1/2} q_{ij}, \quad E q_{ij} = 0, \quad E q_{ij}^2 = 1 . \tag{1.1}$$

Furthermore, the entries $q_{ij}$ have a sub-exponential decay, i.e., there exists a constant $\vartheta > 0$ such that for $u > 1$,

$$\mathbb{P}(|q_{ij}| > u) \leq \vartheta^{-1} \exp(-u^\vartheta) . \tag{1.2}$$

The covariance matrix corresponding to data matrix $X$ is given by $H = X^\dagger X$. We will be working in the regime

$$d = d_N = N/M, \quad \lim_{N \to \infty} d \neq 0, \infty .$$
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Thus without loss of generality, we will assume henceforth that for some small constant $\theta$, for all $N \in \mathbb{N}$,

$$\theta < d_N < \theta^{-1}.$$ 

All our constants may depend on $\theta$ and $\vartheta$ but we will not denote this dependence. In this paper we focus on the case where the matrix $X$ has real valued entries which is a natural assumption for applications in statistics, economics, etc. However all of the results in this paper also hold for complex valued entries with the moment condition (1.1) replaced with its complex valued analogue:

$$x_{ij} = M^{-1/2}q_{ij}, \quad \mathbb{E}q_{ij} = 0, \quad \mathbb{E}q_{ij}^2 = 0, \quad \mathbb{E}|q_{ij}|^2 = 1.$$ (1.3)

Furthermore, in some technical results in the present work, the independence of matrix entries are weakened (see Theorem 3.6), which are the key inputs of [3] and [33].

Covariance matrices are fundamental objects in modern multivariate statistics where the advance of technology has led to high dimensional data. They have manifold applications in various applied fields; see [7, 22, 23, 24] for an extensive account on statistical applications, [21, 29] for applications in economics and [30] in population genetics to name a few. In the regime we study in this paper where $N, M$ are proportional to each other, the exact asymptotic distribution of the eigenvalues is not known, except for some cases under specific assumptions on the distributions of the entries of the covariance matrix, e.g., the entries are Gaussian. In this context, akin to the central limit theorem, the phenomenon of universality helps us to obtain the asymptotic distribution of the eigenvalues without having restrictive assumptions on the distribution on the entries. Borrowing a physical analogy, as observed by Wigner, the eigenvalue gap distribution for a large complicated system is universal in the sense that it depends only on the symmetry class of the physical system but not on other detailed structures.

A fundamental example is the well studied Wishart matrix (the covariance matrix obtained from a data matrix $X$ consisting of i.i.d centered Gaussian random variables) for which one has closed form expressions for many objects of interest including the joint distribution of the eigenvalues. In this paper we prove the universality of covariance matrices (both at the bulk and at the edges) under the assumption that entries of the corresponding data matrix are independent, have mean 0, variance 1 and have a sub-exponential tail decay. This implies that, asymptotically, the distribution of the local statistics of eigenvalues of the covariance matrices of the above kind are identical to those of the Wishart matrix.

Over the past two decades, great progress has been made in proving the universality properties of i.i.d. matrix elements (standard Wigner ensembles). The most general results to date for the universality of Wigner ensembles are obtained in Theorem 7.3 and 7.4 of [11], in which bulk (edge) universality is proved for Wigner matrices under the assumption that
entries have a uniformly bounded $4 + \varepsilon (12 + \varepsilon)$ moment for some $\varepsilon > 0$, and then recently improved further by [15] and [27]. The key ideas for the universality of Wigner ensembles were developed through several important steps in [13, 12, 16, 17, 18]. The ideas we use in this paper are also adapted from the above cited papers. There are also related results by [37, 36]. However, the results regarding universality of local statistics for covariance matrices have been obtained only recently, which we survey below.

1.1. Review of previous work. First we review previous results for extreme eigenvalues. In [2, 1, 40], the authors showed the almost sure convergence of extreme eigenvalues. In [20], the authors derived the rate of convergence of the spectrum to the Marchenko-Pastur law. In [34], Soshnikov showed that for $d_N = 1 - O(N^{-1/3})$, if $q_{ij}$ in (1.1) have a symmetric distribution and Gaussian decay, then the largest eigenvalues (appropriately rescaled) converge to the Tracy-Widom distribution. This condition on $d_N$ was replaced with $\lim_{N \to \infty} d_N \in (0, \infty)$ by Péché [31]. Using similar assumptions as in [34] and [31], Feldheim and Sodin [19] showed that the smallest eigenvalues (appropriately rescaled) converge to the Tracy-Widom distribution for $\lim_{N \to \infty} d_N \neq 1$. More recently, for $\lim_{N \to \infty} d_N \neq 1$, Wang [39] proved the Tracy-Widom law for the limiting distribution of the extreme eigenvalues under the assumption that $q_{ij}$ in (1.1) have vanishing third moment and sufficiently high number of moments. For “square” matrices, i.e., when $N = M$ and thus $d_N = 1$, Tao and Vu [35] proved the universality of the smallest eigenvalues assuming the matrix entries have sufficiently high number of moments. The limiting distribution of the smallest eigenvalue for square matrices with standard Gaussian entries were computed by Edelman [9]. In our main result below, we show universality of eigenvalues for “rectangular” data matrices at both edges of the spectrum, assuming only (1.1) and (1.2).

Now we review results for the local statistics of the eigenvalues in the bulk of the spectrum. It was widely believed until recently that the distribution of the distance between adjacent eigenvalues is independent of the distribution of $q_{ij}$ in (1.1). In [4] Arous and Péché showed this bulk universality when $d_N = 1 + O(N^{-5/48})$. Tao and Vu [38] proved that the asymptotic distribution for local statistics at the bulk corresponding to two covariance matrices are identical, if the entries in these two matrices have identical first four moments. On the other hand, in [32] and [14], Péché, Erdős, Schlein, Yau and the second author of this paper showed this bulk universality under some regularity conditions and decay assumptions on the distribution of the matrix entries. We also show bulk universality but under weaker assumptions than those in [32] and [14]; see Remark 1.7 for more details.

1.2. Our key results. Let $X^v = [x^v_{ij}]$ with independent entries satisfying (1.1) and (1.2) and let

$$\lambda^v_1 \geq \lambda^v_2 \ldots \lambda^v_{\min(M,N)} \geq 0$$
denote the non-trivial singular values of the data matrix \( X \). Let \( P^v \) denote the probability measure according to which the entries of \( X \) are distributed. Let \( X^w, \{ \lambda_k^w \}_{k \leq \min\{M,N\}} \) and \( P^w \) be defined analogously. The following is our main result:

**Theorem 1.1 (Universality of extreme eigenvalues).** For \( \lim_{N \to \infty} d_N \in (0, \infty) \), there is an \( \varepsilon > 0 \) and \( \delta > 0 \) such that for any real number \( s \) (which may depend on \( N \)),

\[
\mathbb{P}^v\left(N^{2/3}(\lambda_1^v - \lambda_+) \leq s - N^{-\varepsilon} - N^{-\delta}\right) \leq \mathbb{P}^w\left(N^{2/3}(\lambda_1^w - \lambda_+) \leq s\right) \leq \mathbb{P}^v\left(N^{2/3}(\lambda_+ - \lambda_+) \leq s + N^{-\varepsilon} + N^{-\delta}\right)
\]

(1.4)

for \( N \geq N_0 \) sufficiently large, where \( N_0 \) is independent of \( s \). An analogous result holds for the smallest eigenvalues \( \lambda_{\min\{M,N\}}^w \), when \( \lim_{N \to \infty} d_N \in (0, \infty) \setminus \{1\} \).

In [34], [31] and [19], Soshnikov, Péché, Feldheim and Sodin proved that for the covariance matrices whose entries have a symmetric probability density function (which includes the Wishart matrix), the largest and smallest \( k \) eigenvalues after appropriate centering and rescaling converge in distribution to the Tracy-Widom law\(^1\). We have the following immediate corollary of Theorem 1.1:

**Corollary 1.2.** Let \( X \) with independent entries satisfying (1.1) and (1.2) and let \( \lim_{N \to \infty} d_N \in (0, \infty) \). For any fixed \( k > 0 \), we have

\[
\left( \frac{M\lambda_1 - (\sqrt{N} + \sqrt{M})^2}{(\sqrt{N} + \sqrt{M})(\frac{1}{\sqrt{N}} + \frac{1}{\sqrt{M}})^{1/3}}, \ldots, \frac{M\lambda_k - (\sqrt{N} + \sqrt{M})^2}{(\sqrt{N} + \sqrt{M})(\frac{1}{\sqrt{N}} + \frac{1}{\sqrt{M}})^{1/3}} \right) \to \text{TW}_1,
\]

where \( \text{TW}_1 \) denotes the Tracy-Widom distribution. An analogous statement holds for the smallest eigenvalues, when \( \lim_{N \to \infty} d_N \in (0, \infty) \setminus \{1\} \).

**Remark 1.3.** Clearly, our result covers the case where the matrix entries have Gaussian divisible distribution (see [39], Section 2) and the case where the support of the distribution of the matrix entries consists of only two points. Using these two cases and the results of [39], the sub-exponential-decay assumption in Corollary 1.2 can be replaced with the existence of sufficiently high number of moments. For details, see the discussion below the Theorem 2.2 of [39]. However we believe that all of our results can be proved under a uniform bound on \( p \)th moments of the matrix elements (say \( p = 4 \) or 5), using the methods in [11] and [27]; we will pursue this elsewhere.

\(^1\)Here we use the term Tracy-Widom law as in [34].
Remark 1.4. Theorem 1.1 can be extended to obtain universality of finite correlation functions of extreme eigenvalues. For example, we have the following extension of (1.4): for any fixed $k$,
\[
\mathbb{P}^v\left(N^{2/3}(\lambda_1 - \lambda_+) \leq s_1 - N^{-\varepsilon}, \ldots, N^{2/3}(\lambda_k - \lambda_+) \leq s_k - N^{-\varepsilon}\right) - N^{-\delta}
\leq \mathbb{P}^w\left(N^{2/3}(\lambda_1^w - \lambda_+) \leq s_1, \ldots, N^{2/3}(\lambda_k^w - \lambda_+) \leq s_k\right)
\leq \mathbb{P}^v\left(N^{2/3}(\lambda_1^v - \lambda_+) \leq s_1 + N^{-\varepsilon}, \ldots, N^{2/3}(\lambda_k^v - \lambda_+) \leq s_k + N^{-\varepsilon}\right) + N^{-\delta}
\]
for all sufficiently large $N$. The proof of (1.5) is similar to that of (1.4) and we will not provide details except stating the general form of the Green function comparison theorem (Theorem 4.4) needed in this case. We remark that edge universality is usually formulated in terms of joint distributions of edge eigenvalues in the form (1.5) with fixed parameters $s_1, s_2, \ldots, \varepsilon$ etc. Our result holds uniformly in these parameters, i.e., they may depend on $N$. However, the interesting regime is $|s_j| \leq O((\log N)^{\log \log N})$, otherwise the rigidity estimate obtained in (3.6) will give stronger control than (1.5).

The first step towards proving Theorem 1.1 is to obtain a strong local Marcenko-Pastur law, a precise estimate of the local eigenvalue density in the optimal scale $N^{-1+o(1)}$. We state and prove this in Theorem 3.1. This theorem is our key technical tool for proving rigidity of eigenvalues (see Theorem 3.3) and universality. En route to this, we also obtain precise bounds on the matrix elements of the corresponding Green function. All of our results regarding the strong Marcenko-Pastur law do not require independence of the entries of the data matrix, but need only weak dependence as will be explained in Section 3. An important technical ingredient required for the estimates for our strong Marcenko-Pastur law and the rigidity of eigenvalues is an abstract decoupling lemma (Lemma 7.3) for weakly dependent random variables, proved in Section 7.

Using the strong Marcenko-Pastur law and the existing results (such as [17] and Theorem 2.1 in [14]), we also show bulk universality holds for covariance matrices in almost optimal scale:

**Theorem 1.5** (Universality of eigenvalues in bulk). Let $X^v, X^w$ be as defined before. Assume that $\lim_{N \to \infty} d_N \in (0, \infty) \setminus \{1\}$. Let $E \in [\lambda_- + r, \lambda_+ - r]$ with some $r > 0$. Then for any $\varepsilon > 0$, $N^{-1+\varepsilon} < b < r/2$, any fixed integer $n \geq 1$ and for any compactly supported continuous test function $O : \mathbb{R}^n \to \mathbb{R}$ we have
\[
\lim_{N \to \infty} \int_{E-b}^{E+b} \frac{dE'}{2b} \int_{\mathbb{R}^n} O(\alpha_1, \ldots, \alpha_n) \left( p_{v,N}^{(n)}(E') - p_{w,N}^{(n)}(E) \right) \left( E' + \frac{\alpha_1}{\varrho_c(E)}, \ldots, E' + \frac{\alpha_n}{\varrho_c(E)} \right) \prod_i d\alpha_i / \varrho_c(E) = 0
\]
where $p_{v,N}^{(n)}$ and $p_{w,N}^{(n)}$ are the $n$-points correlation functions of the eigenvalues of $(X^v)\dagger X^v$ and $(X^w)\dagger X^w$, respectively.

**Remark 1.6.** As in Remark 1.3, using the four moment theorem in [38], the sub-exponential-decay assumption for the matrix entries can be replaced with the existence of a sufficiently high number of moments.

**Remark 1.7.** Compared to the results obtained in [32, 14], our Theorem (1.5) is an improvement in two fronts: (i) In [32, 14], for (1.6), the authors required that

$$\sum_{i=1}^{M_k} |\partial_x^i \log u_0(x)| \leq C_k (1 + |x|)^{C_k}$$

for some $M_k$ and $C_k$, where $u_0$ is the probability density function of the matrix entries (see formulas (1.3)-(1.5) in [32] and formula (3.6) in [14]). (ii) We show that the bulk universality holds in almost optimal scale: $b = N^{-1+\varepsilon}$. In the main theorem of [14], bulk universality was shown for $b \sim O(1)$. We also note that in [32], the integral in (1.6) is not required. On the other hand, the proof in [32] does not work for covariance matrices with real valued entries.

**Remark 1.8.** Our result heavily relies on the Theorem 2.1 of [14], but we are able to show universality up to this optimal scale mainly because of our stronger results on the strong local Marcenko-Pastur law and the rigidity result for eigenvalues obtained in Theorem 3.1 and Theorem 3.3 respectively.

**Remark 1.9.** Tao and Vu [38] derived bulk universality without the integral in (1.6), but they required that the matrix entries of the two covariance matrices have identical first four moments.

### 1.3. Main Ideas

The approach we take in this paper to prove universality is the one developed in a recent series of papers [10, 11, 13, 12, 14, 16, 17, 18], however there are some important differences which we highlight below. Our proof of the above result proceeds via the Green function comparison theorem as in the case of Wigner matrices, however _unlike Wigner matrices_, the elements within the same column of a covariance matrix are not independent. In order to address this key difficulty, we introduce new ideas and establish a novel version of the Green function comparison theorem. In particular, in Theorem 4.5 (see Section 6)

---

For two quantities $a, b$ we write $a \sim b$ to denote $cb \leq a \leq Cb$ for some $c, C > 0.$
we give sufficient criteria for proving edge universality for matrix ensembles of the form $Y^\dagger Y$ for a generic data matrix $Y$ with dependent entries (e.g., correlation matrices). This enables us to show the edge universality for covariance matrices when $\lim_{N\to\infty} d_N \in (0, \infty)$, under the assumption that the first two moments of the matrix entries are equal to that of the standard Gaussian. Our method is also useful for establishing universality for a huge class of matrix ensembles with dependent entries. For example, in a recent paper [3], Bao, Pan and Zhou used our method to show universality for a class of correlation matrices. For more general edge universality results for correlation matrices, see a later paper [33], which is also based on our Green function comparison theorem. As mentioned above, for our strong Marcenko-Pastur law, we use an abstract decoupling lemma (Lemma 7.3) for weakly dependent random variables. This lemma is novel and is applicable in other settings such as non-Hermitian ensembles [5].

For proving bulk universality of eigenvalues, we follow the general approach for the universality of Gaussian divisible ensembles [17, 18, 10, 11, 25, 26] by embedding the covariance matrix into a stochastic flow of matrices and so that the eigenvalues evolve according to a distinguished coupled system of stochastic differential equations, called the Dyson Brownian motion [8]. An important idea in the papers mentioned above is to estimate the time to local equilibrium for the Dyson Brownian motion with the introduction of a new stochastic flow, the local relaxation flow, which locally behaves like a Dyson Brownian motion but has a faster decay to global equilibrium. This approach, first introduced in [13, 14], eliminates entirely the usage of explicit formulae. We will also follow this route and use the strong local Marcenko-Pastur law to show that the time for the Dyson Brownian motion (corresponding to the covariance matrix) to reach local equilibrium is about $O(N^{-1})$. Once we prove this result, all that remains to be done is to show that the local statistics at $t = O(N^{-1})$ coincide with those of the initial matrix, i.e., $t = 0$. To achieve this, we again use the Green function comparison method. Roughly speaking, the Green function comparison method exploits the fact that the equilibrium time is very “small” ($O(N^{-1})$) and therefore the first few moments of the matrix entries at time $t = N^{-1}$ will be nearly identical to those at $t = 0$.

1.4. Comments on other limiting regimes of $d_N$. The assumption $\lim_{N\to\infty} d_N \in (0, \infty)$ is mostly for simplicity and we believe that with some more effort, most of our results can be extended to the case $\lim_{N\to\infty} d_N = \{0, \infty\}$. This will be pursued in our future works.

However, we believe that universality at the soft edge for $\lim_{N\to\infty} d_N = 1$ will be much harder. There is a singularity of the eigenvalue density at $x = 0$. More precisely, the typical distance between adjacent eigenvalues near $x = 0$ is $O(N^{-2})$. For studying the smallest eigenvalue one needs to overcome several obstacles: (1) The usual moment method which estimates $\mathbb{E}(X^\dagger X)^k$ with large $k \in \mathbb{Z}$ does not work in obtaining bounds for the smallest eigenvalue. (2) For the ‘square case’ ($N = M$), in [35] the authors proceeded via analyzing
8 \( X^{-1} \) directly; this strategy seems out of reach for the non-square case. (3) In fact, as in [5, 6], one can prove that the \( m(z) \) does satisfy the local Marchenko-Pastur law in the case \( \lim_{N \to \infty} d_N = 1 \) up to the scale \( \eta \gg (N|m_c|)^{-1} \). Note \( \eta = (N \Im m_c)^{-1} \) is the scale of individual eigenvalue. At the soft edge (i.e., for largest eigenvalues), it can be shown that \( \Im m_c \leq |m_c| \), so our method used for estimating \( m_c \) at the soft edge cannot be directly applied to the hard edge. It is proved in [5, 6] that the density of eigenvalues satisfy the Marchenko-Pastur Law. (Only the case \( d_N = 1 \) is proved in [5, 6], but the result can be easily extended to the case \( \lim_{N \to \infty} d_N = 1 \).) For the distribution of the smallest eigenvalues, the only universality result we know is in [35], as mentioned above.

Finally we note that, the authors in [27] recently showed a necessary and sufficient condition on the edge universality of Wigner matrices. Based on this, we conjecture that for the edge universality of covariance matrices whose entries are i.i.d., the necessary and sufficient condition on the distribution of the matrix entries is given by \( \lim_{s \to \infty} s^4 \Pr(|q_{12}| \geq s) = 0 \).

1.5. Organization of the paper. In Section 2 we set notations and give some basic definitions. In Section 3 we give statements of the strong version of the Marchenko-Pastur law, rigidity and delocalization of eigenvectors. In Sections 4-5, we prove respectively the edge and bulk universality results. In Sections 6-8 we give proofs of the strong Marchenko-Pastur law and rigidity of eigenvalues. In Section 7, we state and prove an abstract decoupling lemma for weakly dependent random variables which is used to prove the strong Marchenko-Pastur law.

2. Preliminaries. Define

\[
H := X^\dagger X, \quad G(z) := (H - z)^{-1} = (X^\dagger X - z)^{-1}, \quad m(z) := \frac{1}{N} \text{Tr} G(z),
\]

\[
G(z) := (XX^\dagger - z)^{-1}.
\]

Since the non-zero eigenvalues of \( XX^\dagger \) and \( X^\dagger X \) are identical and \( XX^\dagger \) has \( M - N \) more (or \( N - M \) less) zero eigenvalues,

\[
\text{Tr} G(z) - \text{Tr} G(z) = \frac{M - N}{z}.
\]

We will often need to consider minors of \( X \) defined below:

**Definition 2.1 (Minors).** For \( \mathcal{T} \subset \{1, \ldots, N\} \) we define \( X^{(\mathcal{T})} \) as the \( (M \times (N - |\mathcal{T}|)) \) minor of \( X \) obtained by removing all columns of \( X \) indexed by \( i \in \mathcal{T} \). Note that we keep the names of indices of \( X \) when defining \( X^{(\mathcal{T})} \),

\[
(X^{(\mathcal{T})})_{ij} := 1(j \notin \mathcal{T})X_{ij}.
\]
The quantities $G^{(T)}(z), G^{(T)}(z), \lambda^{(T)}_+, \lambda^{(T)}_-, \alpha^{(T)}_i, \alpha^{(T)}_j, \text{etc.}$ are defined similarly using $X^{(T)}$. Furthermore, we abbreviate $(i) = (\{i\})$ as well as $(i{T}) = (\{i\} \cup T)$. We also set

$$m^{(T)}(z) := \frac{1}{N} \sum_{i \in T} G^{(T)}_{ii}(z). \quad (2.3)$$

We denote the $i^{th}$ column of $X$ by $x_i$, which is an $M \times 1$ vector. Recall $\lambda_+, \lambda_-$ from (2.8). For $z = E + i\eta$, set

$$\kappa := \min(|\lambda_+ - E|, |E - \lambda_-|). \quad (2.4)$$

Throughout the paper we will use the letters $C, C_\zeta, c$ to denote generic positive constants whose precise value may change from one occurrence to the next but independent of everything else.

Define the Green function of $X^{\dagger}X$ by

$$G_{ij}(z) = \left( \frac{1}{X^{\dagger}X - z} \right)_{ij}, \quad z = E + i\eta, \quad E \in \mathbb{R}, \quad \eta > 0. \quad (2.5)$$

The Stieltjes transform of the empirical eigenvalue distribution of $X^{\dagger}X$ is given by

$$m(z) := \frac{1}{N} \sum_j G_{jj}(z) = \frac{1}{N} \text{Tr} \left( \frac{1}{X^{\dagger}X - z} \right). \quad (2.6)$$

We will be working in the regime

$$d := d_N := N/M, \quad \lim_{N \to \infty} d \neq 0, \infty. \quad (2.7)$$

For our results at the hard-edge (smallest eigenvalues) and for bulk universality results, we will further require that $\lim_{N \to \infty} d_N \neq 1$. Define

$$\lambda_\pm := \left( 1 \pm \sqrt{d} \right)^2. \quad (2.8)$$

The Marchenko-Pastur law [28] (henceforth abbreviated by MP) is given by:

$$\varrho_c(x) = \frac{1}{2\pi d} \sqrt{\left( (\lambda_+ - x)(x - \lambda_-) \right)_+} x^2. \quad (2.9)$$

We define $m_c(z), z \in \mathbb{C}$, as the Stieltjes transform of $\varrho_c$, i.e.,

$$m_c(z) = \int_{\mathbb{R}} \frac{\varrho_c(x)}{x - z} \, dx. \quad (2.10)$$
The function $m_c$ depends on $d$ and has the closed form expression

$$m_c(z) = \frac{1-d-z+i\sqrt{(z-\lambda_+)(\lambda_+-z)}}{2dz},$$

(2.11)

where $\sqrt{}$ denotes the square root on the complex plane whose branch cut is the negative real line. One can check that $m_c(z)$ is the unique solution of the equation

$$m_c(z) + \frac{1}{z-(1-d)+zd}\cdot m_c(z) = 0,$$

with $\Im m_c(z) > 0$ when $\Im z > 0$. Define the normalized empirical counting function by

$$n(E) := \frac{1}{N}\#\{\lambda_j \geq E\}.$$  

(2.12)

Let

$$n_c(E) := \int_{E}^{\infty} \varrho_c(x)dx$$

(2.13)

so that $1 - n_c(\cdot)$ is the distribution function of the MP law.

By the singular value decomposition of $X$, there exist orthonormal bases $\{u_1, u_2, \ldots, u_M\} \subset \mathbb{C}^M$ and $\{v_1, \ldots, v_N\} \subset \mathbb{R}^N$ such that

$$X = \sum_{\alpha=1}^{M} \sqrt{\lambda_\alpha} u_\alpha v_\alpha^\dagger = \sum_{\alpha=1}^{N} \sqrt{\lambda_\alpha} u_\alpha v_\alpha^\dagger,$$

(2.14)

where $\lambda_1 \geq \lambda_2 \geq \ldots \lambda_{\max\{M,N\}} \geq 0$, $\lambda_\alpha = 0$ for $\min\{N,M\} + 1 \leq \alpha \leq \max\{N,M\}$ and we let $v_\alpha = 0$ if $\alpha > N$ and $u_\alpha = 0$ for $\alpha > M$. We also define the classical location of the eigenvalues with $\varrho_c$ as follows

$$\int_{\gamma_j}^{\lambda_+} \varrho_c(x)dx = \int_{\gamma_j}^{+\infty} \varrho_c(x)dx = j/N.$$  

(2.15)

Define the parameter

$$\varphi := (\log N)^{\log \log N}.$$  

(2.16)

For $\zeta \geq 0$, define the set

$$S(\zeta) := \{z \in \mathbb{C} : 1-d>1(\lambda_1/5) \leq E \leq 5\lambda_+, \varphi^\zeta N^{-1} \leq \eta \leq 10(1+d)\}.$$  

(2.17)
Note that $m_c \sim 1$ in $S(0)$. Also the cases $d > 1$ and $d < 1$ are not symmetric in the above definition. Actually the proof of universality in the case $d > 1$ is much harder, since it has many zero eigenvalues. This issue can be easily avoided if matrix entries are independent since $X^\dagger X$ and $XX^\dagger$ have the same non-zero eigenvalues. Since, in the strong Marchenko-Pastur law established next section, we do not assume independence unlike previous works, the proof is more difficult.

**Definition 2.2 (High probability events).** Let $\zeta > 0$. We say that an event $\Omega$ holds with $\zeta$-high probability if there exists a constant $C > 0$ such that

$$P(\Omega^c) \leq N^C \exp(-\varphi^\zeta)$$

for large enough $N$.

The next lemma collects the main identities of the resolvent matrix elements $G_{ij}^{(T)}$ and $G_{ij}^{(T)}(z)$.

**Lemma 2.3 (Resolvent identities).**

\[
G_{ii}(z) = \frac{1}{-z - z \langle x_i, G^{(i)}(z)x_i \rangle}, \quad i, e., \quad \langle x_i, G^{(i)}(z)x_i \rangle = \frac{-1}{z G_{ii}(z)} - 1 ,
\]

\[
G_{ij}(z) = z G_{ii}(z) G_{jj}(z) \langle x_i, G^{(j)}(z)x_j \rangle, \quad i \neq j ,
\]

\[
G_{ij}(z) = G_{ij}^{(k)}(z) + \frac{G_{ik}(z)G_{kj}(z)}{G_{kk}(z)}, \quad i, j \neq k .
\]

**Proof.** The proof is straightforward and needs only elementary linear algebra; see Lemma 3.2 of [18].

3. **Strong Marchenko-Pastur law.** Our goal in this section is to estimate the following quantities

\[
\Lambda_d := \max_k |G_{kk} - m_c|, \quad \Lambda_o := \max_{k \neq \ell} |G_{k\ell}|, \quad \Lambda := |m - m_c|,
\]

where the subscripts refer to “diagonal” and “off-diagonal” matrix elements. All these quantities depend on the spectral parameter $z$ and on $N$ but for simplicity we suppress this in the notation.

For simplicity of exposition, henceforth in this section we focus on the $\lim_N d_N \neq 1$ case. The proof of the distribution of the largest eigenvalue in the case $\lim_{N \to \infty} d_N = 1$ is a simple extension of our proof of the case $\lim_{N \to \infty} d_N \in (0, \infty) \setminus \{1\}$. Therefore, we will give only a brief discussion at the end of Section 4.

The following is the main result of this section and our main technical tool for establishing universality. It holds for both real and complex valued entries. The proof of the results in this section are given in Sections 6-8.
Theorem 3.1 (Strong local Marchenko-Pastur law). Let $X = [x_{ij}]$ with entries $x_{ij}$ satisfying (1.1) and (1.2) and let $\lim_{N \to \infty} d_N \in (0, \infty) \setminus \{1\}$. For any $\zeta > 0$ there exists a constant $C_{\zeta}$ such that the following events hold with $\zeta$-high probability.

(i) The Stieltjes transform of the empirical eigenvalue distribution of $H$ satisfies

$$\bigcap_{z \in S(C_{\zeta})} \left\{ \Lambda(z) \leq \varphi^{C_{\zeta}} \frac{1}{N\eta} \right\}. \quad (3.2)$$

(ii) The individual matrix elements of the Green function satisfy

$$\bigcap_{z \in S(C_{\zeta})} \left\{ \Lambda_0(z) + \Lambda_d \leq \varphi^{C_{\zeta}} \left( \sqrt{\frac{3m_c(z)}{N\eta}} + \frac{1}{N\eta} \right) \right\}. \quad (3.3)$$

(iii) The smallest non-zero and largest eigenvalues of $X^\dagger X$ satisfy

$$\lambda_- - N^{-2/3} \varphi^{C_{\zeta}} \leq \min_{j \in \min\{M, N\}} \lambda_j \leq \max_j \lambda_j \leq \lambda_+ + N^{-2/3} \varphi^{C_{\zeta}}. \quad (3.4)$$

(iv) Delocalization of the eigenvectors of $X^\dagger X$:

$$\max_{\alpha: \lambda_\alpha \neq 0} \|v_\alpha\|_{\infty} \leq \varphi^{C_{\zeta}} N^{-1/2}. \quad (3.5)$$

Remark 3.2. To our knowledge, there are two weaker versions of the above theorem previously established in [20, 14]. In [14] the error term obtained in (3.2) is of order $(N\eta)^{-1/2}/(\kappa + (N\eta)^{-1/2})^{1/2}$ (see 2.4) and similar comments apply for the results in [20], whereas we need the above stronger estimates for our work, especially for edge universality.

The main theorem above is then used to obtain the following results:

Theorem 3.3 (Rigidity of the eigenvalues of covariance matrix). Recall $\gamma_j$ in (2.15). Let $X = [x_{ij}]$ with entries $x_{ij}$ satisfying (1.1) and (1.2) and $\lim_{N \to \infty} d_N \in (0, \infty) \setminus \{1\}$. For any $1 \leq j \leq N$, let

$$\tilde{j} = \min \left\{ \min\{N, M\} + 1 - j, j \right\}.$$

For any $\zeta > 0$ there exists a constant $C_{\zeta}$ such that

$$|\lambda_j - \gamma_j| \leq \varphi^{C_{\zeta}} N^{-2/3} \tilde{j}^{-1/3} \quad (3.6)$$

and

$$|n(E) - n_c(E)| \leq \varphi^{C_{\zeta}} N^{-1} \quad (3.7)$$

hold with $\zeta$-high probability for any $1 \leq j \leq N$. 

The above two results are stated under the assumption that the matrix entries are independent. The independence assumption (of the elements in each column vector of $X$) required in Theorems 3.1 and 3.3 can be replaced with a large deviation criteria as will be explained below.

Let us first recall the following large deviation lemma for independent random variables (see [16], Appendix B for a proof).

**Lemma 3.4 (Large deviation lemma).** Suppose $a_i$ are independent, mean 0 complex variables, with $\mathbb{E}|a_i|^2 = \sigma^2$ and have a sub-exponential decay as in (1.2). Then there exists a constant $\rho \equiv \rho(\vartheta) > 1$ such that, for any $\zeta > 0$ and for any $A_i \in \mathbb{C}$ and $B_{ij} \in \mathbb{C}$, the bounds

\begin{align}
|\sum_{i=1}^{M} a_i A_i| &\leq (\log M)^{\rho \zeta \log \log M} \|A\|, \quad (3.8) \\
|\sum_{i=1}^{M} \bar{a}_i B_{ii} a_i - \sum_{i=1}^{M} \sigma^2 B_{ii}| &\leq (\log M)^{\rho \zeta \log \log M} \sigma^2 \left(\sum_{i=1}^{M} |B_{ii}|^2\right)^{1/2}, \quad (3.9) \\
|\sum_{i \neq j} \bar{a}_i B_{ij} a_j| &\leq (\log M)^{\rho \zeta \log \log M} \sigma^2 \left(\sum_{i \neq j} |B_{ij}|^2\right)^{1/2} \quad (3.10)
\end{align}

hold with $\zeta$-high probability.

**Remark 3.5.** When $M \sim N$, Equation (3.8) yields that for any $\zeta > 0$, $|\sum_{i=1}^{M} a_i A_i| \leq \varphi C_{\zeta} \sigma \|A\|$ for some $C_{\zeta} > 0$ with $\zeta$-high probability. Here $\varphi$ is as defined in (2.16).

Next we extend Theorems 3.1 and 3.3 by relaxing the independence assumption.

**Theorem 3.6.** Let $X = [x_{ij}]$ be a random matrix with $\mathbb{E}(x_{ij}^2) = 1/M$ and $\lim_{N \to \infty} d_N \in (0, \infty) \setminus \{1\}$. Assume that the column vectors of the matrix $X$ are mutually independent. Furthermore, suppose that for any fixed $j \leq N$, the random variables defined by $a_i = x_{ij}, 1 \leq i \leq M$ satisfy the large deviation bounds (3.8), (3.9) and (3.10), for any $A_i \in \mathbb{C}$ and $B_{ij} \in \mathbb{C}$ and some $\zeta > 0$. Then the conclusions of Theorem 3.1 and 3.3 hold for the random matrix $X$.

Thus Theorem 3.6 extends the universality results to a large class of matrix ensembles. For instance, let $h_{ij}$ be a sequence of i.i.d random variables and set

$$x_{ij} = \frac{h_{ij}}{\sqrt{\sum_{i=1}^{M} h_{ij}^2}}, \quad 1 \leq i \leq M, 1 \leq j \leq N. \quad (3.11)$$
Thus the entries of the column vector \((x_{1j}, x_{2j}, \ldots, x_{Mj})\) are not independent, but exchangeable. Clearly \(E(x_{ij}^2) = \frac{1}{M}\). The random variables \(x_{ij}\) given by (\ref{3.11}) are called self-normalized sums and arise in various statistical applications. For instance, the matrix \(X = [x_{ij}]\) constructed above is called the correlation matrix (see \cite{22,33}) and is often preferred in applications such as principal component analysis (PCA) due to the scale invariance of the correlation matrix.

**Proof of Theorem 3.6.** In the proofs of Theorems 3.1 and 3.3, we use only the large deviation properties of \(a_i = x_{ij}\) and the fact that \(E(x_{ij}^2) = 1/M\), instead of independence and sub-exponential decay. Therefore the proofs of Theorems 3.1 and 3.3 in fact yield Theorem 3.6. \(\Box\)

4. Universality of eigenvalues at edge. In this section we give the proof of edge universality stated in Theorem 1.1. For simplicity, we focus on the case \(\lim_{N \to \infty} d_N \in (0, \infty) \setminus \{1\}\) first and return to the \(\lim_{N \to \infty} d_N = 1\) at the end of this section. The proof is loosely based on Theorem 2.4 of \cite{18} which is an analogous result for Wigner matrices but in our case there is a key difference: the entries within the same column of the matrix \(H = X^\dagger X\) are dependent. To address this difficulty, we give a novel argument involving the Green function comparison. In the following we consider the largest eigenvalue \(\lambda_1\), but the same argument applies to the smallest non-zero eigenvalue as well. Also for the rest of this section, let us fix a constant \(\zeta > 0\).

For any \(E_1 \leq E_2\) let

\[ \mathcal{N}(E_1, E_2) := \#\{E_1 \leq \lambda_j \leq E_2\} \]

denote the number of eigenvalues of the covariance matrix \(X^\dagger X\) in \([E_1, E_2]\) where \(X\) is a random matrix whose entries satisfy (\ref{1.1}) and (\ref{1.2}). By Theorems 3.1 and 3.3 (rigidity of eigenvalues), there exists a positive constant \(C_\zeta\) such that

\[ |\lambda_1 - \lambda_+| \leq \varphi^{C_\zeta} N^{-2/3}, \]

\[ \mathcal{N}\left(\lambda_+ - 2\varphi^{C_\zeta} N^{-2/3}, \lambda_+ + 2\varphi^{C_\zeta} N^{-2/3}\right) \leq \varphi^{2C_\zeta} \]

hold with \(\zeta\)-high probability. Using these estimates, we can assume that the parameter \(s\) in (\ref{1.4}) satisfies

\[ -\varphi^{C_\zeta} \leq s \leq \varphi^{C_\zeta}. \]

Set

\[ E_\zeta := \lambda_+ + 2\varphi^{C_\zeta} N^{-2/3} \]
and for any $E \leq E_\zeta$ define $\chi_E := 1_{[E, E_\zeta]}$ to be the characteristic function of the interval $[E, E_\zeta]$. For any $\eta > 0$ we define

$$\theta_\eta(x) := \frac{\eta}{\pi (x^2 + \eta^2)} = \frac{1}{\pi} \Im \frac{1}{x - i\eta}$$

(4.5)

to be an approximate delta function on scale $\eta$. In the following elementary lemma we compare the sharp counting function $N(E, E_\zeta) = \text{Tr} \chi_E(H)$ by its approximation smoothed on scale $\eta$. Notice that for any $\ell > 0$,

$$\text{Tr} \chi_{E-\ell} \ast \theta_\eta(H) = N \frac{1}{\pi} \int_{E-\ell}^{E_\zeta} \Im m(y + i\eta) \, dy .$$

Let us fix $\varepsilon > 0$ and set

$$\eta_1 = N^{-2/3 - 9\varepsilon} .$$

(4.6)

**Lemma 4.1.** For any $\varepsilon > 0$, set $\ell_1 := N^{-2/3 - 3\varepsilon}$. Then for any $E$ satisfying

$$|E - \lambda_+| \leq \frac{3}{2} \varphi C_\zeta N^{-2/3}$$

(4.7)

where the constant $C_\zeta$ is as in (4.1)-(4.4), the bound

$$| \text{Tr} \chi_E(H) - \text{Tr} \chi_E \ast \theta_{\eta_1}(H) | \leq C \left( N^{-2\varepsilon} + N(E - \ell_1, E + \ell_1) \right)$$

(4.8)

holds with $\zeta$-high probability.

**Proof of Lemma 4.1.** From inequalities (4.1), (4.2) above, and (6.13) and (the first line of) (6.17) of [18] we obtain

$$| \text{Tr} \chi_E(H) - \text{Tr} \chi_E \ast \theta_{\eta_1}(H) | \leq C \left( N(E - \ell_1, E + \ell_1) + N^{-5\varepsilon} \right)$$

$$+ C N \eta_1 (E_\zeta - E) \int_{\mathbb{R}} \frac{1}{y^2 + \ell_1^2} \Im m(E - y + i\ell_1) \, dy .$$

(4.9)

By definition, $\int_{\mathbb{R}} \Im m(E - y + i\ell_1) \, dy = O(1)$. For any fixed small enough $c > 0$,

$$\int_{|y| \geq c} \frac{1}{y^2 + \ell_1^2} \Im m(E - y + i\ell_1) \, dy = O(c^{-2}) .$$

On the interval $|y| \leq c$ we use (3.2), i.e.,

$$\Im m(E - y + i\ell_1) \leq \Im m_c(E - y + i\ell_1) + \varphi C_\zeta N \ell_1$$
and the elementary estimate \( \Im m_c(E - y + i\ell_1) \leq C\sqrt{\ell_1 + |E - y - \lambda_+|}. \) Using the definitions of \( \ell_1 \) and \( \eta_1 \) it can be shown that (see inequality (6.18) of [18])

\[
N \eta_1 (E_\zeta - E) \int_\mathbb{R} \frac{1}{y^2 + \ell_1^2} \Im m(E - y + i\ell_1)\,dy \leq N^{-2\varepsilon}.
\]

Now the Lemma follows from (4.9).

Let \( q: \mathbb{R} \to \mathbb{R}_+ \) be a smooth cutoff function such that

\[
q(x) = 1 \quad \text{if} \quad |x| \leq 1/9, \quad q(x) = 0 \quad \text{if} \quad |x| \geq 2/9,
\]

and we assume that \( q(x) \) is decreasing for \( x \geq 0 \). Then we have the following corollary for Lemma 4.1 (which is the counterpart of Corollary 6.2 in [18]):

**Corollary 4.2.** Let \( \ell_1 \) be as in Lemma 4.1 and set \( \ell := \frac{1}{2}\ell_1 N^{2\varepsilon} = \frac{1}{2}N^{-2/3-\varepsilon} \). Then for all \( E \) such that

\[
|E - \lambda_+| \leq \varphi C \zeta N^{-2/3}
\]

where the constant \( C_\zeta \) is as in (4.1)-(4.4), the following inequality

\[
\text{Tr} \chi_{E + \ell} \ast \theta_{\eta_1}(H) - N^{-\varepsilon} \leq \mathcal{N}(E, \infty) \leq \text{Tr} \chi_{E - \ell} \ast \theta_{\eta_1}(H) + N^{-\varepsilon}
\]

holds with \( \zeta \)-high probability. Furthermore, there exists \( N_0 \in \mathbb{N} \) independent of \( E \) such that for all \( N \geq N_0 \),

\[
\mathbb{E} q(\text{Tr} \chi_{E - \ell} \ast \theta_{\eta_1}(H)) \leq \mathbb{P}(\mathcal{N}(E, \infty) = 0) \leq \mathbb{E} q(\text{Tr} \chi_{E + \ell} \ast \theta_{\eta_1}(H)) + Ce^{-\varphi C \zeta}.
\]

**Proof.** For any \( E \) satisfying (4.10) we have \( E_\zeta - E \gg \ell \) thus \( |E - \lambda_+ - \ell| N^{2/3} \leq \frac{3}{2} \varphi C \zeta \) (see (4.7)), therefore (4.8) holds for \( E \) replaced with \( y \in [E - \ell, E] \) as well. We thus obtain

\[
\text{Tr} \chi_E(H) \leq \ell^{-1} \int_{E - \ell}^E \text{dy} \, \text{Tr} \chi_H(H)
\]

\[
\leq \ell^{-1} \int_{E - \ell}^E \text{dy} \, \text{Tr} \chi_y \ast \theta_{\eta_1}(H) + C\ell^{-1} \int_{E - \ell}^E \text{dy} \left[ N^{-2\varepsilon} + \mathcal{N}(y - \ell_1, y + \ell_1) \right]
\]

\[
\leq \text{Tr} \chi_{E - \ell} \ast \theta_{\eta_1}(H) + CN^{-2\varepsilon} + C\frac{\ell_1}{\ell} \mathcal{N}(E - 2\ell, E + \ell)
\]
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holds with $\zeta$-high probability. From (3.7), (4.10), $\ell_1/\ell = 2N^{-2\epsilon}$ and $\ell \leq N^{-2/3}$, we gather that
\[
\frac{\ell_1}{\ell} \mathcal{N}(E - 2\ell, E + \ell) \leq N^{1-2\epsilon} \int_{E-2\ell}^{E+\ell} \varrho_\ell(x)dx + N^{-2\epsilon}(\log N)^L_1 \leq \frac{1}{2} N^{-\epsilon}
\]
holds with $\zeta$-high probability, where we estimate the explicit integral using the fact the integration domain is in a $CN^{-2/3} \varphi_C \zeta$-vicinity of the edge at $\lambda_+$. We have thus proved
\[
\mathcal{N}(E, E_\zeta) = \text{Tr} \chi_E(H) \leq \text{Tr} \chi_{E-\ell} * \theta_{\eta}(H) + N^{-\epsilon}.
\]
Using (4.1) we can replace $\mathcal{N}(E, E_\zeta)$ by $\mathcal{N}(E, \infty)$ with a change of probability of at most $O(e^{-\varphi_C \zeta})$. This proves the upper bound of (4.11) and the lower bound can be proved similarly.

When the event (4.11) holds, the condition $\mathcal{N}(E, \infty) = 0$ implies that $\text{Tr} \chi_{E+\ell} * \theta_{\eta}(H) \leq 1/9$. Thus we have
\[
\mathbb{P}(\mathcal{N}(E, \infty) = 0) \leq \mathbb{P}(\text{Tr} \chi_{E+\ell} * \theta_{\eta}(H) \leq 1/9) + Ce^{-\varphi_C \zeta}.
\] (4.13)
Together with the Markov inequality, this proves the upper bound in (4.12). For the lower bound, we use
\[
\mathbb{E} q(\text{Tr} \chi_{E-\ell} * \theta_{\eta}(H)) \leq \mathbb{P}(\text{Tr} \chi_{E-\ell} * \theta_{\eta}(H) \leq 2/9) \leq \mathbb{P}(\mathcal{N}(E, \infty) \leq 2/9 + N^{-\epsilon}) = \mathbb{P}(\mathcal{N}(E, \infty) = 0)
\]
where we used the upper bound from (4.11) and the fact that $\mathcal{N}(E, \infty)$ is an integer. This completes the proof of the Corollary 4.2.

4.1. Green Function comparison theorem. Let $X^v = [x^v_{ij}]$, with the entries $x^v_{ij}$ satisfying (1.1) and (1.2), $H^v = X^v \dagger X^v$ and let $G^v(z) = (X^v \dagger X^v - z)^{-1} = (H^v - z)^{-1}$ be the Green function corresponding to $X^v$. Define the matrices $X^w$, $H^w$ and the Green function $G^w(z)$ analogously. Define $m^v(z) = 1/N \text{Tr} G^v(z)$ and $m^w(z) = 1/N \text{Tr} G^w(z)$. The operators $E^v, E^w$ denote the expectations under the distributions of $X^v$ and $X^w$ respectively.

Also notice from (4.5) that $\theta_{\eta}(H) = \frac{1}{\pi} \Im m(i\eta)$. Corollary 4.2 bounds the probability of $\mathcal{N}(E, \infty) = 0$ in terms of the expectations of two functionals of Green functions. In this subsection, we show that the difference between the expectations of these functionals with respect to the two ensembles $X^v$ and $X^w$ is negligible assuming their second moments match. The precise statement is the following Green function comparison theorem on the edges. All statements are formulated for the upper spectral edge $\lambda_+$, but identical arguments hold for the lower spectral edge $\lambda_-$ as well.
Theorem 4.3 (Green function comparison theorem on the edge). Let $F : \mathbb{R} \to \mathbb{R}$ be a function whose derivatives satisfy

$$\max_x |F^{(\alpha)}(x)| (|x| + 1)^{-C_1} \leq C_1, \quad \alpha = 1, 2, 3, 4$$

(4.14)

with some constant $C_1 > 0$. Then there exists $\varepsilon_0 > 0$, $N_0 \in \mathbb{N}$ depending only on $C_1$ such that for any $\varepsilon < \varepsilon_0$ and $N \geq N_0$ and for any real numbers $E$, $E_1$ and $E_2$ satisfying

$$|E - \lambda_+| \leq N^{-2/3+\varepsilon}, \quad |E_1 - \lambda_+| \leq N^{-2/3+\varepsilon}, \quad |E_2 - \lambda_+| \leq N^{-2/3+\varepsilon},$$

and $\eta = N^{-2/3-\varepsilon}$, we have

$$\left| \mathbb{E}^v F(N \int_{E_0}^{E_2} dy \Re m^v(y+i\eta)) - \mathbb{E}^w F(N \int_{E_0}^{E_k} dy \Re m^w(y+i\eta)) \right| \leq CN^{-1/6+C\varepsilon}, \quad z = E + i\eta,$$

(4.15)

and

$$\left| \mathbb{E}^v F \left( N \int_{E_1}^{E_2} dy \Re m^v(y+i\eta) \right) - \mathbb{E}^w F \left( N \int_{E_1}^{E_2} dy \Re m^w(y+i\eta) \right) \right| \leq CN^{-1/6+C\varepsilon}.$$  

(4.16)

Theorem 4.3 holds in much greater generality. We state the following extension which can be used to prove (1.5), the generalization of Theorem 1.1. The class of functions $F$ in the following theorem can be enlarged to allow some polynomially increasing functions similar to (4.14). But for our application of the above theorem to prove (1.5), the following form is sufficient.

Theorem 4.4. Suppose that the assumptions of Theorem 1.1 hold. Fix any $k \in \mathbb{N}_+$ and let $F : \mathbb{R}^k \to \mathbb{R}$ be a bounded smooth function with bounded derivatives. Then there exists $\varepsilon_0 > 0$, $N_0 \in \mathbb{N}$ depending only on $C_1$ such that for any $\varepsilon < \varepsilon_0$ and $N \geq N_0$, there exists $\delta > 0$ such that for any sequence of real numbers $E_k < \ldots < E_1 < E_0$ with $|E_j - \lambda_+| \leq N^{-2/3+\varepsilon}$, $j = 0, 1, \ldots, k$, and $\eta = N^{-2/3-\varepsilon}$ we have

$$\left| \mathbb{E}^v F \left( N \int_{E_1}^{E_0} dy \Re m(y+i\eta), \ldots, N \int_{E_k}^{E_0} dy \Re m(y+i\eta) \right) - \mathbb{E}^w F (m^v \to m^w) \right| \leq N^{-\delta},$$

(4.17)

where in the second term the arguments of $F$ are changed from $m^v$ to $m^w$ and all other parameters remain unchanged.
Proof. The proof of Theorem 4.4 is similar to that of Theorem 4.3 and will be omitted.

Before proceeding further, let us state the following theorem which gives sufficient criteria for proving edge universality for matrix ensembles of the form $Y \dagger Y$ for various types of data matrices $Y$. Let $Y_{M \times N} = [y_{ij}], Z_{M \times N} = [z_{ij}]$ be two matrix ensembles, and set $H^Y = Y \dagger Y, H^Z = Z \dagger Z$. Define the corresponding Green functions $G^Y = (H^Y - z)^{-1}, G^Z = (H^Z - z)^{-1}$ and denote their respective empirical Stieltjes transforms by $m^Y, m^Z$.

**Theorem 4.5.** Assume that the matrices $Y, Z$ satisfy the conclusions stated in items (i), (ii) and (iii) of Theorem 3.1. Furthermore, assume that $m^Y$ and $m^Z$ satisfy the conclusions of Theorems 4.3 and 4.4. Then the asymptotic eigenvalue distribution of the matrices $H^Y, H^Z$ at the edge are identical, i.e., the conclusions of Theorem 1.1 are satisfied with $X^Y = Y$ and $X^w = Z$.

**Remark 4.6.** Thus our results can be used to show edge universality for cases far beyond covariance matrices. In [33] we use Theorem 4.5 to prove the edge universality of correlation matrices.

**Proof of Theorem 4.5.** An inspection of the proofs will reveal that, for the arguments used in our application of the Green function comparison method to go through, all we need are the strong MP law and the rigidity of eigenvalues (items (i), (ii) and (iii) of Theorem 3.1) and Theorem 4.3 and 4.4.

Recall that all discussion so far in this section has been under the assumption that $\lim_{N \to \infty} d_N \in (0, \infty) \setminus \{1\}$. Now we first prove Theorem 1.1 when $\lim_{N \to \infty} d_N \in (0, \infty) \setminus \{1\}$, assuming that Theorem 4.3 holds and then give the proof of Theorem 4.3. Finally we return to prove Theorem 1.1 for $\lim_{N \to \infty} d_N = 1$ at the end of this section.

**Proof of Theorem 1.1 for the case** $\lim_{N \to \infty} d_N = (0, \infty) \setminus \{1\}$. Define $E_\zeta$ as in (4.4) with a constant $C_\zeta$ such that (4.1) and (4.2) hold. Therefore we can assume that (4.3) holds for the parameter $s$. Let $E := \lambda_+ + sN^{-2/3}$ so that $|E - \lambda_+| \leq \varphi C_\zeta N^{-2/3}$. Using (4.12), for any sufficiently small $\varepsilon > 0$, we have

$$\mathbb{E}^w q (\text{Tr} \chi_{E-\ell} \ast \theta_{\eta_1}(H)) \leq \mathbb{P}^w (N(E, \infty) = 0)$$

with

$$\ell := \frac{1}{2} N^{-2/3 - \varepsilon}, \quad \eta_1 := N^{-2/3 - 9\varepsilon}.$$
Recall that by definition, 
\[ \text{Tr} \chi_{E-\ell} \ast \theta_\eta(H) = N \frac{1}{\pi} \int_{E-\ell}^E \Im m(y + i\eta) dy. \]

The bound (4.16) applied to the case \( E_1 = E - \ell \) and \( E_2 = E_\xi \) shows that there exists \( \delta > 0 \), such that
\[ \mathbb{E}^v q(\text{Tr} \chi_{E-\ell} \ast \theta_\eta(H)) \leq \mathbb{E}^w q(\text{Tr} \chi_{E-\ell} \ast \theta_\eta(H)) + N^{-\delta}. \] (4.18)

Then applying the right side of (4.12) in Lemma 4.2 to the left hand side of (4.18), we have
\[ \mathbb{P}^v(\mathcal{N}(E - 2\ell, \infty) = 0) \leq \mathbb{E}^v q(\text{Tr} \chi_{E-\ell} \ast \theta_\eta(H)) + C \exp \left( -c \varphi^{O(1)} \right). \]

Combining these inequalities, we have
\[ \mathbb{P}^v(\mathcal{N}(E - 2\ell, \infty) = 0) \leq \mathbb{P}^w(\mathcal{N}(E, \infty) = 0) + 2N^{-\delta} \] (4.19)
for sufficiently small \( \varepsilon > 0 \) and sufficiently large \( N \). Recalling that \( E = \lambda_+ + sN^{-2/3} \), this proves the first inequality of (1.4) and, by switching the roles of \( v, w \), the second inequality of (1.4) as well. This completes the proof of Theorem 1.1.

**Proof of Theorem 4.3.** We need to compare the matrices \( H^v \) and \( H^w \). Instead of replacing the matrix elements one by one (\( NM \) times) and comparing their successive differences, the key new idea here is to estimate the successive difference of matrices which differ by a column. Indeed for \( 1 \leq \gamma \leq N \), denote by \( X_\gamma \) the random matrix whose \( j \)-th column is the same as that of \( X^v \) if \( j < \gamma \) and that of \( X^w \) otherwise; in particular \( X_0 = X^v \) and \( X_N = X^w \). As before, we define 
\[ H_\gamma = X_\gamma^\dagger X_\gamma. \]

We will compare \( H_{\gamma - 1} \) with \( H_\gamma \) using the following lemma. For simplicity, we denote
\[ \tilde{m}^{(i)}(z) = m^{(i)}(z) - (Nz)^{-1}. \]

**Lemma 4.7.** For any random matrix \( X \) whose entries satisfy (1.1) and (1.2), if \( |E - \lambda_+| \leq N^{-2/3+\varepsilon} \) and \( N^{-2/3} \gg \eta \geq N^{-2/3-\varepsilon} \) for some \( \varepsilon > 0 \), then we have
\[ \mathbb{E} F(N\eta \Im m(z)) - \mathbb{E} F(N\eta \Im \tilde{m}^{(i)}(z)) = A(X^{(i)}, m_1, m_2) + N^{-7/6+C\varepsilon} \] (4.20)
where the functional \( A(X^{(i)}, m_1, m_2) \) depends only on the distribution of \( X^{(i)} \) and the first two moments \( m_1, m_2 \) of \( \sqrt{M}x_{ji} = \sqrt{M}(X)_{ji} \), \( 1 \leq j \leq M \).
Notice that $X^{(γ)}_γ$ is equal to $X^{(γ)}_{γ-1}$. We also have that the first two moments of the entries of $X^v$ and $X^w$ are identical. Thus Lemma 4.7 implies that
\[
\mathbb{E} F \left( \eta \Im \frac{1}{H_{γ - 1} - z} \right) - \mathbb{E} F \left( \eta \Im \frac{1}{H_{γ} - z} \right) = O(N^{-7/6 + Cε}).
\]
(4.21)
Now the proof of Theorem 4.3 now can be completed via a simple telescoping argument. Thus to finish the proof of Theorem 4.3, all that needs to be shown is Lemma 4.7 which is proven below.

**Proof of Lemma 4.7.** Fix $ζ > 0$, $ε > 0$ and, without loss of generality, assume that $i = 1$. Recall that $N^{-2/3} ≫ η ≳ N^{-2/3 - ε}$ and $|E - λ_+| ≲ N^{-2/3 + ε}$. First, we claim the following bounds for $G^{(1)}$ and $G^{(1)}$:
\[
\left| ⟨x_1, (G^{(1)}(z))^2 x_1⟩ \right| \leq N^{1/3 + Cε}, \quad z = E + iη
\]
(4.22)
\[
\left| [G^{(1)}(z)]_{ij} \right| \leq N^{Cε}, \quad \left| [G^{(1)}(z)^2]_{ij} \right| \leq N^{1/3 + Cε}, \quad z = E + iη
\]
(4.23)
with $ζ$-high probability for some $C > 0$. In the above, $x_1$ denotes the first column of the matrix $X$. In (4.23) we allow $i = j$. The proof of these bounds is postponed to the end.

Now using (2.19) and (2.21), we have
\[
\text{Tr } G - \text{Tr } G^{(1)} + z^{-1} = (G_{11} + z^{-1}) + \frac{⟨x_1, X^{(1)}(z)G^{(1)}X^{(1)}(z) x_1⟩}{-z - z(x_1, G^{(1)}(z) x_1)} = z G_{11} ⟨x_1, (G^{(1)})^2(z) x_1⟩.
\]
(4.24)
Define the quantity $B$ to be
\[
B = -z m_c \left[ ⟨x_1, G^{(1)}(z) x_1⟩ - \left( \frac{-1}{z m_c(z)} - 1 \right) \right].
\]
(4.25)
By (2.19),
\[
B = -z m_c \left[ \left( \frac{-1}{z G_{11}(z)} - 1 \right) - \left( \frac{-1}{z m_c(z)} - 1 \right) \right] = \frac{m_c - G_{11}}{G_{11}}.
\]
From (3.3), we obtain that
\[
|B| \leq N^{-1/3 + 2ε} \ll 1,
\]
(4.26)
with \( \zeta \)-high probability. Therefore, we have the identity
\[
G_{11} = \frac{m_c}{B + 1} = m_c \sum_{k \geq 0} (-B)^k .
\]

Define \( y \) with the left hand side of (4.24):
\[
y := \eta \left( \text{Tr} \, G - \text{Tr} \, G^{(1)} + z^{-1} \right)
\]
so that we have
\[
N \eta \Im \, m(z) = N \eta \Im \, \tilde{m}^{(1)}(z) + y .
\]

Using (4.24) and (4.27) we obtain
\[
y = \eta z \, G_{11} \langle x_1, (G^{(1)})^2 x_1 \rangle = \sum_{k=1}^{\infty} y_k, \quad y_k := \eta z \, m_c (-B)^{k-1} \langle x_1, (G^{(1)})^2 x_1 \rangle .
\]

Since \( z \) and \( m_c \) are \( O(1) \), together with (4.22) and (4.26) we see that the bounds
\[
|y_k| \leq O(N^{-k/3+C\varepsilon}) \quad \text{and} \quad |y| \leq O(N^{-1/3+C\varepsilon})
\]
hold with \( \zeta \)-high probability. Consequently, using (4.29), the expansion
\[
F \left( N \eta \Im \, m(z) \right) - F \left( N \eta \Im \, \tilde{m}^{(1)}(z) \right) = \sum_{k=1}^{3} \frac{1}{k!} F^{(k)} \left( N \eta \Im \, \tilde{m}^{(1)}(z) \right) (\Im \, y)^k + O(N^{-4/3+C\varepsilon})
\]
holds with \( \zeta \)-high probability.

Now we estimate each of the three terms \( (k = 1, 2, 3) \) in the right hand side of (4.31) individually. First, using (4.30) we obtain that
\[
F^{(3)} \left( N \eta \Im \, \tilde{m}^{(1)}(z) \right) (\Im \, y)^3 = F^{(3)} \left( N \eta \Im \, \tilde{m}^{(1)}(z) \right) (\Im \, y_1)^3 + O(N^{-4/3+C\varepsilon})
\]
holds with \( \zeta \)-high probability. Moreover, we have
\[
E_1(\Im \, y_1)^3 = E_1(\eta z \, m_c)^3 \langle x_1, (G^{(1)})^2 x_1 \rangle^3
= (\eta z \, m_c)^3 \sum_{k_1, \ldots, k_6 = 1}^{M} E_1 \left( \prod_{i=1}^{6} x_{k_i} \right) \prod_{i=1}^{3} [(G^{(1)})^2]_{k_{2i-1}, k_{2i}} .
\]
where $\mathbb{E}_1$ is the expectation value with respect to $x_1$, the first column of $X$. Recall that $m_k$ denotes the $k$-th moment of $\sqrt{M}x_{j1}$. If there is an index $k_i$ which is different from all the others in the product $\prod_{i=1}^6 x_{k1}$ then

$$\mathbb{E}_1(\prod_{i=1}^6 x_{k1}) = 0 = m_1,$$

and if each $k_i$ appears exactly twice, then

$$\mathbb{E}_1(\prod_{i=1}^6 x_{k1}) = m_2^3.$$

Isolating the above two cases from the sum (4.33), we have

$$\mathbb{E}_1(\Im y_1)^3 = \tilde{A}_3(X^{(1)}, m_1, m_2) + (\eta z m_c)^3 \sum_{A} \mathbb{E}_1(\prod_{i=1}^6 x_{k1})[\mathcal{G}^{(1)}]_{k_1k_2}^2[\mathcal{G}^{(1)}]_{k_3k_4}^2[\mathcal{G}^{(1)}]_{k_5k_6}^2$$

where $A$ denotes the set of indices $k_i \in \{1, 2, \cdots M\}$ such that (1) no $k_i$ appears exactly once in the product $\prod_{i=1}^6 x_{k1}$ and (2) there is an index $k_i$ which appears at least three times. Clearly, the functional $\tilde{A}_3(X^{(1)}, m_1, m_2)$ depends only on $X^{(1)}$, $m_1$ and $m_2$. Furthermore, it readily follows that

$$\#A \leq CN^2.$$

Then using (4.23) and the bounds on $m_k$’s, it follows that

$$\mathbb{E}_1(\Im y_1)^3 = \tilde{A}_3(X^{(1)}, m_1, m_2) + O(N^{-2+C\varepsilon}) .$$

(4.34)

It is easy to prove that $|N\eta \Im \tilde{m}^{(1)}| \leq N^{C\varepsilon}$ with $\zeta$-high probability. Using (4.32) and the fact that $\tilde{m}^{(1)}$ depends only on $X^{(1)}$, we have

$$\mathbb{E}F^{(3)}(N\eta \Im \tilde{m}^{(1)}(z))(\Im y)^3 = A_3(X^{(1)}, m_1, m_2) + O(N^{-4/3+C\varepsilon}),$$

(4.35)

where $A_3(X^{(1)}, m_1, m_2)$ depends only on the distribution of $X^{(1)}$, $m_1$ and $m_2$.

Now we estimate the term with $F^{(2)}$ in (4.31). As in (4.32), we have

$$F^{(2)}(N\eta \Im \tilde{m}^{(1)}(z))(\Im y)^2 = F^{(2)}(N\eta \Im \tilde{m}^{(1)}(z))[(\Im y_1)^2 + 2(\Im y_1)(\Im y_2)] + O(N^{-4/3+C\varepsilon}).$$

(4.36)
By definition,
\[ \mathbb{E}_1(\Im y_1)^2 + 2(\Im y_1)(\Im y_2) = C_1(z)\eta^2(x_1, (G^{(1)})x_1)(x_1(G^{(1)})^2x_1)^2 + C_2(z)\eta^2(x_1(G^{(1)})^2x_1)^2 \]
where \( C_1(z), C_2(z) = O(1) \) are constants which depend only on \( z \) and \( m_c(z) \). Using the bounds on \( G^{(1)} \) in (4.23), as in (4.34), we have
\[ \mathbb{E}_1[(\Im y_1)^2 + (\Im y_1)(\Im y_2)] = \tilde{A}_2(X^{(1)}, m_1, m_2) + O(N^{-5/3+C\varepsilon}) \]
where \( \tilde{A}_2(X^{(1)}, m_1, m_2) \) depends only on the distribution of \( X^{(1)} \), \( m_1 \) and \( m_2 \). Then with (4.36), as in (4.35), we conclude that
\[ \mathbb{E}F^{(2)}(N\eta \Im \tilde{m}^{(1)}(z))(\Im y)^2 = A_2(X^{(1)}, m_1, m_2) + O(N^{-4/3+C\varepsilon}) \], 
(4.37)
for some functional \( A_2 \) which depends only on the distribution of \( X^{(1)} \), \( m_1 \) and \( m_2 \).

Finally we estimate the term \( F^{(1)} \) in (4.31). As in (4.32), we have
\[ F^{(1)}(N\eta \Im \tilde{m}^{(1)}(z))(\Im y)^2 = F^{(1)}(N\eta \Im \tilde{m}^{(1)}(z))[\Im y_1 + \Im y_2 + \Im y_3] + O(N^{-4/3+C\varepsilon}) \].
(4.38)
A similar argument as in (4.37) and (4.35) yields
\[ \mathbb{E}F^{(1)}(N\eta \Im \tilde{m}^{(1)}(z))(\Im y) = A_1(X^{(1)}, m_1, m_2) + O(N^{-4/3+C\varepsilon}) \].
(4.39)
Inserting (4.39), (4.37) and (4.35) into (4.31), we obtain (4.20). Now to complete the proof of Lemma 4.7 we need to prove (4.22) and (4.23).

For (4.22), using the large deviation lemma (Lemma 3.4), we obtain that for any \( \zeta > 0 \),
\[ |(x_1(G^{(1)})^2x_1)| \leq \varphi^{C\zeta}(N^{-1} \text{Tr} |G^{(1)}|^4)^{1/2} \leq \varphi^{C\zeta} \left( \frac{1}{N} \sum_{\alpha} \frac{1}{|\lambda^{(1)}_\alpha - z|^4} \right)^{1/2} \]
\[ \leq \varphi^{C\zeta} \left( \frac{1}{N\eta^2} \sum_{\alpha} \frac{1}{|\lambda^{(1)}_\alpha - z|^2} \right)^{1/2} \leq \varphi^{C\zeta} \left( \frac{1}{N\eta^2} \Im m^{(1)}(z) \right)^{1/2} \]
with \( \zeta \)-high probability. Then using (3.2) we have (4.22). For (4.23), we note that
\[ G^{(1)} = \frac{1}{X^{(1)}(X^{(1)})^\dagger - z} \].
Comparing with (2.5), we see that the pair \( \{G^{(1)}, (X^{(1)})^\dagger\} \) plays the role of \( \{G, X\} \). Since \( \sqrt{\frac{M}{N-1}}(X^{(1)})^\dagger \) is just an \( (N - 1) \times M \) random data matrix, whose entries have variance
\( (N - 1)^{-1} \), the results in (3.3) also hold for \( \mathcal{G}^{(1)} \) with slight changes. One can easily obtain that

\[
\max_{ij} |[\mathcal{G}^{(1)}]_{ij}| \leq C, \quad \max_{i \neq j} |[\mathcal{G}^{(1)}]_{ij}| \leq CN^{-1/3 + C\varepsilon}
\]

with \( \zeta \)-high probability showing (4.23) and finishing the proof of Lemma 4.7 and consequently we have proved Theorem 4.3.

**Proof of Theorem 1.1 for the case \( \lim_{N \to \infty} d_N = 1 \).** Note that this proof holds only for the largest eigenvalues. Without loss of generality, set \( 1/2 \leq d_N \leq 2 \). First, in the proof of estimates in (3.2) and (3.3) of \( m(z) \), we never used the assumption \( \lim_{N \to \infty} d_N \neq 1 \) directly. We only needed the property of \( m_c(z) \) listed in Lemma 6.5. One can easily check that if \( \Re z \geq \varepsilon \) for some constant \( \varepsilon \) independent of \( N \), then \( m_c(z) \) also satisfies the properties in Lemma 6.5, even if \( \lim_{N \to \infty} d_N = 1 \). Therefore for any fixed \( \varepsilon > 0 \), the expressions (3.2) and (3.3) still hold with \( \zeta \)-high probability if we replace \( \bigcap_{z \in \Sigma(C_{\zeta})} \) with \( \bigcap_{z \in \Sigma(C_{\zeta})} \) and \( \Re z \geq \varepsilon \).

Next, in step 1 in the proof of (3.4), using the estimate of \( m(z) \) from (3.2) and (3.3), and properties on \( m_c(z) \) in Lemma 6.5, we obtain that for any \( \zeta > 0 \), there exists some \( D_{\zeta} > 0 \) such that

\[
\max \{ \lambda_j : \lambda_j \leq 5\lambda_+ \} \leq \lambda_+ + N^{-2/3} \varphi^{4D_{\zeta}}
\]

holds with \( \zeta \)-high probability. In the proof, we used only the estimates of \( m(z) \) from (3.2) and (3.3) for \( z \in \Sigma(C_{\zeta}) \) and \( \Re z \in [\lambda_+, 5\lambda_+] \). Now, using our modified version of (3.2) and (3.3) (obtained by replacing \( \bigcap_{z \in \Sigma(S_{C_{\zeta}})} \) with \( \bigcap_{z \in \Sigma(S_{C_{\zeta}}) \text{ and } \Re z \geq \varepsilon} \), (4.41) can be easily extended to the case \( \lim_{N \to \infty} d_N = 1 \).

Now, we claim that when \( \lim_{N \to \infty} d_N = 1 \), \( \lambda_1 \leq 5\lambda_+ \) holds with \( \zeta \)-high probability. The \( M \times N \) data matrix can be considered as a minor of a matrix \( \tilde{X} \), which (1) is an \( M \times \tilde{N} \) matrix with \( \lim_{N \to \infty} \tilde{N}/M \geq 1 + c \) for some fixed \( c > 0 \), (2) satisfies the condition of Theorem 1.5. Let \( \lambda_1, \tilde{\lambda}_1 \) be the largest eigenvalue of \( X^\dagger X \) and \( \tilde{X}^\dagger \tilde{X} \). By definition and Theorem 1.5, for small enough \( c \) we have

\[
\lambda_1 \leq \tilde{\lambda}_1 \leq 5\lambda_+.
\]

Combining the above two statements we obtain that for any \( \zeta > 0 \), there exists some \( D_{\zeta} > 0 \) such that with \( \zeta \)-high probability

\[
\lambda_1 \leq \lambda_+ + N^{-2/3} \varphi^{4D_{\zeta}}.
\]

Likewise, step 2 (formula (8.6)) in the proof of (3.4) can also be extended to

\[
\left| (n(E_1) - n(E_2)) - (n_c(E_1) - n_c(E_2)) \right| \leq \frac{C(\log N)\varphi^{C_{\zeta}}}{N}, \quad E_1, E_2 \in [\lambda_+/2, \lambda_+]
\]
since the proof relies only on the estimates of \( m(z) \) for \( z \in S(C_\zeta) \) and \( \Re z \in [E_1, E_2] \) given by our modified version of (3.2) and (3.3). Together with (4.42), we obtain that for any fixed \( \varepsilon > 0 \), the rigidity result (3.6) holds for \( j \leq (1 - \varepsilon)N \) and (3.7) holds for \( E \geq \varepsilon \).

Therefore, we conclude that (4.1) and (4.2) hold with \( \zeta \)-high probability for the case \( \lim_{N \to \infty} d_N = 1 \). Now to obtain Theorem 1.1 when \( \lim_{N \to \infty} d_N = 1 \), one needs only to repeat the argument in this section. We note that in the proof of (4.9), we used (3.2), but only for \( z \)'s such that \( \Re z \) is very close to \( \lambda_+ \), which is covered by our modified version of (3.2). Similarly for Corollary 4.2, we used (3.7) but only for \( E \)'s which are very close to \( \lambda_+ \). Therefore, we obtain Theorem 1.1 in the case \( \lim_{N \to \infty} d_N = 1 \).

5. Universality of eigenvalues in bulk. In this section, our goal is to prove Theorem 1.5. This follows from our key technical result in Section 3 and the usual arguments using the ergodicity of the Dyson Brownian motion mentioned in the introduction. Throughout this section we assume that \( \lim_{N \to \infty} d_N \in (0, \infty) \setminus \{1\} \). Again, we note that our arguments are valid for both real and complex valued entries.

First, we consider a flow of random matrices \( X_t \) satisfying the following matrix valued stochastic differential equation

\[
dX_t = \frac{1}{\sqrt{M}} d\beta_t - \frac{1}{2} X_t dt,
\]

where \( \beta_t \) is a real matrix valued process whose elements are standard real valued independent Brownian motions. The initial condition \( X_0 = X = [x_{ij}] \) satisfies (1.1) and (1.2). For any fixed \( t \geq 0 \), the distribution of \( X_t \) coincides with that of

\[
X_t \overset{d}{=} e^{-t/2} X_0 + (1 - e^{-t})^{1/2} V,
\]

where \( V \) is a real matrix with Gaussian entries which have mean 0 and variance \( 1/M \). The singular values of the matrix \( X_t \) also satisfy a system of coupled SDEs which is also called the Dyson Brownian motion (with a drift in our case). More precisely, let

\[
\mu = \mu_N(dw) = \frac{e^{-\mathcal{H}_W^\beta(w)}}{Z_\beta} dw,
\]

\[
\mathcal{H}_W^\beta(w) = \beta \left[ \sum_{i=1}^N w_i^2/2d - \frac{1}{N} \sum_{i<j} \log |w_j^2 - w_i^2| - \left( \frac{1}{d} - 1 + \frac{1 - \beta^{-1}}{N} \right) \sum_{i=1}^N \log |w_i| \right]
\]

(5.3)

denote the joint distribution of the singular values of \( X \) when the matrix \( X \) has independent Gaussian entries (so that \( X^* X \) is a Wishart random matrix). In (5.3), the constant \( \beta \) takes values \( \{1, 2\} \) with \( \beta = 2 \) for complex entries and \( \beta = 1 \) for real valued entries. Also, \( Z_\beta \) is
the normalization constant so that \( \mu \) is a probability measure. Denote the distribution of the singular values at time \( t \) by \( f_t(w) \mu(dw) \). Then \( f_t \) satisfies

\[
\partial_t f_t = \mathcal{L}_t^W f_t, \tag{5.4}
\]

where

\[
\mathcal{L}_t^W = \sum_{i=1}^{N} \frac{1}{2N} \partial_i^2 + \sum_{i=1}^{N} \left( -\frac{\beta w_i}{2d} + \frac{\beta}{N} \sum_{j \neq i} \frac{w_i w_j}{w_i^2 - w_j^2} + \frac{1}{2} \left( \frac{\beta}{d} - 1 \right) \frac{1}{w_i} \right) \partial_i. \tag{5.5}
\]

For any \( n \geq 1 \) we define the \( n \)-point correlation functions (marginals) of the probability measure \( f_t \mu \) by

\[
p^{(n)}_{t,N}(w_1, w_2, \ldots, w_n) = \int_{\mathbb{R}^{N-n}} f_t(w) \mu(dw_{n+1} \ldots dw_N). \tag{5.6}
\]

With a slight abuse of notation, we will sometimes also use \( \mu \) to denote the density of the measure \( \mu \) with respect to the Lebesgue measure. The correlation functions of the equilibrium measure are denoted by

\[
p^{(n)}_{\mu,N}(w_1, w_2, \ldots, w_n) = \int_{\mathbb{R}^{N-n}} \mu(dw_{n+1} \ldots dw_N). \tag{5.7}
\]

Now we are ready to prove the strong local ergodicity of the Dyson Brownian motion which states that the correlation functions of the Dyson Brownian motion \( p^{(n)}_{t,N} \) and those of the equilibrium measure \( p^{(n)}_{\mu,N} \) are close:

**Theorem 5.1.** Let \( X = [x_{ij}] \) with entries \( x_{ij} \) satisfying (1.1) and (1.2). Let \( E \in [\lambda_+ - r, \lambda_+ + r] \) with some \( r > 0 \). Then for any \( \varepsilon' > 0, \delta > 0, 0 < b = b_N < r/2 \), any integer \( n \geq 1 \) and for any compactly supported continuous test function \( O : \mathbb{R}^n \to \mathbb{R} \) we have

\[
\sup_{C_{N+1+\delta+\varepsilon'}} \left| \int_{E-b}^{E+b} \frac{dE'}{2b} \int_{\mathbb{R}^n} d\alpha_1 \ldots d\alpha_n O(\alpha_1, \ldots, \alpha_n) \frac{1}{\varrho_c(E)^n} \times \left( p^{(n)}_{t,N} - p^{(n)}_{\mu,N} \right) \left( E' + \frac{\alpha_1}{N \varrho_c(E)}, \ldots, E' + \frac{\alpha_n}{N \varrho_c(E)} \right) \right| \leq C_N N^{2\varepsilon'} \left[ b^{-1} N^{-1+\varepsilon'} + b^{-1/2} N^{-\delta/2} \right], \tag{5.8}
\]

where \( p^{(n)}_{t,N} \) and \( p^{(n)}_{\mu,N} \) (5.6)–(5.7), are the correlation functions of the eigenvalues of the Dyson Brownian motion flow (5.2) and those of the equilibrium measure respectively and \( C_n \) is a constant.
Remark 5.2. Notice that if we choose $\delta = 1 - 2\varepsilon'$ and thus $t = N^{-\varepsilon'}$, then we can set $b \sim N^{-1+8\varepsilon'}$ so that the right hand side of (5.8) vanishes as $N \to \infty$. From the MP law we know that the spacing of the eigenvalues in the bulk is $O(N^{-1})$ and thus we see that Theorem 5.1 yields universality with almost no averaging in $E$.

Proof of Theorem 5.1. The proof follows from the main result in [14] (Theorem 2.1) which states that the local ergodicity of Dyson Brownian motion ((5.8)) holds for $t \geq N^{-2a+\delta}$ for any $\delta > 0$ provided that there exists an $a > 0$ such that

$$\sup_{t \geq N^{-2a}} \frac{1}{N} \sum_{j=1}^{N} (\lambda_j(t) - \gamma_j)^2 \leq CN^{-1-2a} \quad (5.9)$$

holds with a constant $C$ uniformly in $N$. Here $\sqrt{\lambda_j(t)}$ is the singular value of the matrix $X_t$ given in (5.2). The condition (5.9) is a simple consequence of (3.6) as long as $a < 1/2$.

Strictly speaking, there are four assumptions in the hypothesis of Theorem 2.1 in [14]. Assumptions I and II of Theorem 2.1 in [14] are automatically satisfied in the setting that the Dyson Brownian motion is generated by flows on the covariance matrix ensembles. Assumption IV of Theorem of [14] states that the local density of the singular values of $X_t$ in the scale larger than $N^{-1+c}$ for any $c > 0$, is bounded above by a constant. As in [14] this follows from the large deviation estimate (3.2) since a bound on $3m(z)$, $z = E + i\eta$, can be easily used to prove an upper bound on the local density of eigenvalues in a window of size $\eta$ about $E$. As usual, the additional condition in [14] on the entropy $S_\mu(f_{t_0}) \leq CN^m$ for some constant $m$ for $t_0 = N^{-2a}$, holds due to the regularization property of the Ornstein-Uhlenbeck process. Thus for a given $0 < \varepsilon' < 1$, choosing $a = 1/2 - \varepsilon'/2, A = \varepsilon'$ in the second part of Theorem 2.1 in [14] and using (3.6), we obtain (5.9) and the proof is finished.

For any $\varepsilon > 0$, applying Theorem 5.1 with $\delta = 1 - 2\varepsilon, \varepsilon' = \varepsilon$ and $b = -1 + 8\varepsilon$, we obtain universality for all ensembles with the matrix elements distributed according to $M^{-1/2} \xi_t$ with

$$\xi_t = e^{-t/2} \xi_0 + (1 - e^{-t})^{1/2} \xi_G, \quad (5.10)$$

where the matrix $\xi_G$ has independent Gaussian random variables with mean 0 and variance 1, $t \sim N^{-\varepsilon}$ and the initial condition $\xi_0$ has entries satisfying our conditions (1.1) and (1.2). In other words, for $t \sim N^{-\varepsilon}$ the random matrices $\xi_t$ which are distributed according to (5.10) have the same correlation functions as that of the matrix with Gaussian entries, averaged on a length of $O(N^{-1+8\varepsilon})$. Thus in order to prove Theorem 1.5, it remains to find a random matrix $\tilde{\xi}_t$ of the form (5.10) (with time $t = N^{-\varepsilon}$) whose eigenvalue correlation functions well approximate that of the spectrum of the given matrix $X$ satisfying (1.1) and (1.2).

The requirements on entries of the matrix $\xi_t$ are just mean zero, variance one and sub-exponential decay; however it turns out that for any fixed $X$ and $\varepsilon$, one may find a $\tilde{\xi}_0$ such
that $\tilde{\xi}_t$ satisfies (5.10), with $t \sim N^{-\varepsilon}$, and the entries $[\tilde{\xi}_t]_{ij}$ have mean 0, variance 1 and the same third moment as those of the (rescaled) initial condition $\sqrt{M}X$. Moreover $\tilde{\xi}_t$ can be chosen in such a way so that its entries have fourth moment very close to those of $X$. More precisely, Lemma 3.4 in [17] yields that for any given matrix $X$ satisfying (1.1) and (1.2) and $t \sim N^{-\varepsilon}$, there exists a matrix $\tilde{\xi}_t$ of the form (5.10) such that for $1 \leq k \leq 3$,

$$E \sqrt{M}x_{ij}^k = E [\tilde{\xi}_t]_{ij}^k, \quad \left| E (\sqrt{M}x_{ij})^4 - E [\tilde{\xi}_t]_{ij}^4 \right| \leq Ct \sim N^{-\varepsilon}.$$ 

Now to finish the proof of Theorem 1.5, it remains only to show that the correlation functions of the eigenvalues of two matrix ensembles at a fixed energy (i.e., for a fixed value of $E = \Re(z)$) are identical up to the scale $1/N$ provided that the first four moments of the matrix elements of these two ensembles are almost identical in above sense. To achieve this, as shown for the Wigner matrices [16] (see Section (8.6-8.13) of [16]), it is enough to show that the corresponding Green functions are close for these two matrix ensembles. This is the content of the following theorem which we call, following [16], the Green function comparison theorem.

Recall the matrices $X^v, X^w, H^v, H^w$ and the Green functions $G^v, G^w$ from Section 4.

**Theorem 5.3.** Assume that the first three moments of $x^v_{ij}$ and $x^w_{ij}$ are identical, i.e.,

$$E(x^v_{ij})^u = E(x^w_{ij})^u, \quad 0 \leq u \leq 3,$$

and the difference between the fourth moments of $x^v_{ij}$ and $x^w_{ij}$ is much less than 1, say

$$\left| E(\sqrt{M}x^v_{ij})^4 - E(\sqrt{M}x^w_{ij})^4 \right| \leq N^{-\delta}, \quad (5.11)$$

for some given $\delta > 0$. Let $\varepsilon > 0$ be arbitrary and choose an $\eta$ with $N^{-1-\varepsilon} \leq \eta \leq N^{-1}$. For any sequence of positive integers $k_1, \ldots, k_n$, set complex parameters

$$z^m_j = E^m_j \pm i\eta, \quad j = 1, \ldots k_i, \quad m = 1, \ldots, n$$

with an arbitrary choice of the $\pm$ signs and $\lambda_- + \kappa \leq |E^m_j| \leq \lambda_+ - \kappa$ for some $\kappa > 0$. Let $F(x_1, \ldots, x_n)$ be a function such that for any multi-index $\alpha = (\alpha_1, \ldots, \alpha_n)$ with $1 \leq |\alpha| = \sum |\alpha_i| \leq 5$ and for any $\varepsilon' > 0$ sufficiently small, we have

$$\max \left\{ |\partial^\alpha F(x_1, \ldots, x_n)| : \max_j |x_j| \leq N^{\varepsilon'} \right\} \leq N^{C_0 \varepsilon'}, \quad (5.12)$$

$$\max \left\{ |\partial^\alpha F(x_1, \ldots, x_n)| : \max_j |x_j| \leq N^2 \right\} \leq N^{C_0}, \quad (5.13)$$
for some constant $C_0$.

Then, there is a constant $C_1$, depending on $\alpha$, $\sum_i k_i$ and $C_0$ such that for any $\eta$ with $N^{-1-\varepsilon} \leq \eta \leq N^{-1}$ and for any choices of the signs in the imaginary part of $z_j^n$,

$$\left| \mathbb{E} \left( \frac{1}{N^{k_1}} \text{Tr} \left[ \prod_{j=1}^{k_1} G^v(z_j^1) \right], \ldots, \frac{1}{N^{k_n}} \text{Tr} \left[ \prod_{j=1}^{k_n} G^v(z_j^n) \right] \right) - \mathbb{E} (G^v \to G^w) \right| \leq C_1 N^{-1/2} + C_1 \varepsilon + C_1 N^{-\delta} + C_1 \varepsilon,$$

where in the second term the arguments of $F$ are changed from the Green functions of $H^v$ to $H^w$ and all other parameters remain unchanged.

Once again we note the equivalence of (5.8) and (5.14) as discussed in [16] (Sections 8.6-8.13). The only difference is that in [16], the equivalence is proved for Wigner matrices, but the arguments are easily adapted for covariance matrices. Thus to complete the proof of Theorem 1.5, all that remains is Theorem 5.3 which is proved below.

**Proof of Theorem 5.3.** The proof is very similar to Lemma 2.3 of [16]. The only differences are a few simple linear algebraic identities. Therefore, we will only prove the simple case of $k = 1$ and $n = 1$.

Fix a bijective ordering map on the index set of the independent matrix elements,

$$\phi : \{(i, j) : 1 \leq i \leq M, 1 \leq j \leq N\} \to \{1, \ldots, MN\},$$

and define the family of random matrices $X_\gamma$, $0 \leq \gamma \leq MN$,

$$[X_\gamma]_{ij} = [X^v]_{ij} \quad \phi(i, j) > \gamma,$$

$$= [X^w]_{ij} \quad \phi(i, j) \leq \gamma.$$

In particular we have $X_0 = X^v$ and $X_{MN} = X^w$. Denote $H_\gamma$, $G_\gamma$ and $G_\gamma$ as

$$H_\gamma = X_\gamma^\dagger X_\gamma, \quad G_\gamma = (H_\gamma - z)^{-1}, \quad G_\gamma = (X_\gamma X_\gamma^\dagger - z)^{-1}.$$

First, using the delocalization result (3.5) and the rigidity of eigenvalues (3.6), it is easy to have the following estimate on the matrix elements of the resolvent:

$$\max_{\gamma} \max_{k, l} \max_{\eta > N^{-1-\varepsilon}} \max_{\kappa > c} \left| [G_\gamma(z)]_{k\ell} \right| + \left| [G_\gamma(z)]_{k\ell} \right| \leq N^{c \varepsilon}$$ (5.15)
with \( \zeta \)-high probability for any \( \zeta > 0 \). For instance, for \( \gamma = 0 \), we have the identity \( G_0(z) = \sum_{\alpha=1}^{N} \frac{\nu_\alpha \nu_\alpha^\dagger}{\lambda_\alpha - z} \) where \( \lambda_\alpha, \nu_\alpha \) are the eigenvalues and eigenvectors of \( H_0 \). By the delocalisation result (3.5) we obtain

\[
|G_0(z)| \leq \frac{\varphi^{C_\zeta}}{N} \sum_{\alpha=1}^{N} \frac{1}{|\lambda_\alpha - z|}.
\]

We write the above sum as

\[
\sum_{\alpha} \frac{1}{|\lambda_\alpha - z|} = \sum_{k} \sum_{\alpha \in I_k} \frac{1}{|\lambda_\alpha - z|} \leq \sum_{k} |I_k| \frac{1}{|\lambda_\alpha - E| + \eta}, \tag{5.16}
\]

where \( I_k \) is the set of all \( \alpha \) such that

\[
N^{-1/2} \leq (\lambda_\alpha - E) \leq N^{-1/2}.
\]

By the rigidity of eigenvalues we obtain that \( |I_K| \leq C^2 K \) with \( \zeta \)-high probability. Substituting this bound in (5.16) yields the estimate (5.15).

Recall that \( x_\ast i \) denotes the \( i \)th column of \( X \). For \( 1 \leq i \leq N \), using straightforward algebra, it is easy to check that

\[
G_{kl}^{(i)} = G_{kl} + \frac{(G x_i) k (x_i^\dagger G)_l}{1 - \langle x_i, G(z) x_i \rangle}, \quad G_{kl} = G_{kl}^{(i)} + \frac{(G_i x_i)_k (x_i^\dagger G_i)_l}{1 + \langle x_i, G_i(z) x_i \rangle}. \tag{5.17}
\]

From (2.19) we obtain

\[
\langle x_i, G^{(i)}(z) x_j \rangle = -1 + \frac{1}{z G_{ii}}, \quad \langle x_i, G(z) x_i \rangle = 1 + z G_{ii}, \tag{5.18}
\]

\[
G x_i = \frac{G^{(i)} x_i}{1 + \langle x_i, G^{(i)}(z)x_i \rangle} = -z G_{ii} G^{(i)} x_i. \tag{5.19}
\]

Furthermore, from (2.20) it follows that

\[
\langle x_i, G^{(i)} x_j \rangle = \langle x_i, G^{(ij)} x_j \rangle - \langle x_i, G^{(ij)} x_j \rangle \langle x_j, G^{(ij)} x_j \rangle \frac{1}{1 + \langle x_j, G^{(ij)} x_j \rangle} = \frac{\langle x_i, G^{(ij)} x_j \rangle}{1 + \langle x_j, G^{(ij)} x_j \rangle} = -z G_{jj}^{(i)} \langle x_i, G^{(ij)} x_j \rangle = -\frac{G_{ij}^{(i)}}{G_{ii}}.
\]

Similarly

\[
\langle x_i, G x_j \rangle = -z G_{ii} \langle x_i, G^{(i)} x_j \rangle = z G_{ij}. \tag{5.20}
\]
which implies that
\[
\langle x_i, G^{(i)} x_j \rangle = \frac{G_{ij}}{G_{ii}}, \quad \langle x_i, G x_j \rangle = -zG_{ij}.
\] (5.21)

Let \( x_i \) be the \( i \)th row of \( X \). By symmetry, the above identities also hold if one switches \( \{ G, x_i \} \) and \( \{ G, x_i \} \).

Combining the above identities with (5.15), we obtain the bound
\[
\max_{\gamma} \max_{k,l} \max_{\eta \geq \gamma \eta^\gamma} \max_{\kappa \geq \gamma} \left| [G_\gamma(z)]_{kl} + [X_\gamma G_\gamma(z)]_{kl} + [G_\gamma X^\dagger_\gamma(z)]_{kl} + [X_\gamma G_\gamma X^\dagger_\gamma(z)]_{kl} \right| \leq N^{C\epsilon},
\] (5.22)

with \( \zeta \)-high probability.

Consider the telescopic sum of differences of expectations
\[
\mathbb{E} F \left( \frac{1}{N} \operatorname{Tr} \left( \frac{1}{H^w} - z \right) \right) - \mathbb{E} F \left( \frac{1}{N} \operatorname{Tr} \left( \frac{1}{H^v} - z \right) \right) = \sum_{\gamma=1}^{MN} \left[ \mathbb{E} F \left( \frac{1}{N} \operatorname{Tr} \frac{1}{H^\gamma} - z \right) - \mathbb{E} F \left( \frac{1}{N} \operatorname{Tr} \frac{1}{H^\gamma_{\gamma-1}} - z \right) \right].
\] (5.23)

Let \( E^{(ij)} \) denote the matrix whose matrix elements are zero everywhere except at the \((i,j)\) position, where it is 1, i.e., \( E^{(ij)}_{kl} = \delta_{ik} \delta_{jl} \). Fix a \( \gamma \geq 1 \) and let \((i,j)\) be determined by \( \phi(i,j) = \gamma \). We will compare \( H_\gamma \) with \( H_\gamma \). Note that these two matrices differ only in the \((i,j)\) matrix element and they can be written as
\[
X_{\gamma-1} = Q + V, \quad V := x^v_{ij} E^{(ij)}, \quad X_\gamma = Q + W, \quad W := x^w_{ij} E^{(ij)}
\]
with a matrix \( Q \) that has zero matrix element at the \((i,j)\) position. Define the Green functions
\[
R = \frac{1}{Q^\dagger Q - z}, \quad S = \frac{1}{H_{\gamma-1} - z}, \quad T = \frac{1}{H_\gamma - z}.
\]

The following lemma is at the heart of the Green function comparison first established in [16] (subsequently used in [17, 18, 11]) which states that the difference of smooth functionals of Green functions of two matrices which differ by a single entry can be bounded above as a function of its first four moments.

**Lemma 5.4.** Let \( m_k \) be the \( k \)th moment of \( \sqrt{M} x^\nu_{ij} \), then
\[
\mathbb{E} \left[ F \left( \frac{1}{N} \operatorname{Tr} S \right) - F \left( \frac{1}{N} \operatorname{Tr} R \right) \right] = A(Q, m_1, m_2, m_3) + N^{-5/2+C\epsilon} + \tilde{A}(Q)m_4
\]
for a functional $A(Q, m_1, m_2, m_3)$ which depends only on the distribution of $Q$ and $m_1, m_2, m_3$. The constant $\tilde{A}(Q)$ depends only on the distribution of $Q$ and satisfies the bound

$$|\tilde{A}(Q)| \leq N^{-2+C\varepsilon}.$$  

Before giving the proof of Lemma 5.4, let us use it to conclude the foregoing argument in the proof of Theorem 5.3. Note that the matrices $H_\gamma$ and $Q$ also differ by one entry, and therefore applying Lemma 5.4 yields

$$\mathbb{E} \left[ F \left( \frac{1}{N} \text{Tr} T \right) - F \left( \frac{1}{N} \text{Tr} R \right) \right] = A(Q, m_1, m_2, m_3) + N^{-5/2+C\varepsilon} + \tilde{A}(Q)m'_4 \quad (5.25)$$

where $m'_4$ is the fourth moment of $\sqrt{M}x_{ij}^w$ (by hypothesis, the first three moments of $x_{ij}^w$ are identical to those of $x_{ij}^v$.) Since $|m'_4 - m_4| \leq N^{-\delta}$ by hypothesis, we have

$$\mathbb{E} F \left( \frac{1}{N} \text{Tr} \frac{1}{H_\gamma - z} \right) - \mathbb{E} F \left( \frac{1}{N} \text{Tr} \frac{1}{H_{\gamma-1} - z} \right) \leq CN^{-5/2+C\varepsilon} + CN^{-2-\delta+C\varepsilon}.$$

Using the above estimate and summation over $\gamma$ yields (see (5.23))

$$\mathbb{E} F \left( \frac{1}{N} \text{Tr} \frac{1}{H^v - z} \right) - \mathbb{E} F \left( \frac{1}{N} \text{Tr} \frac{1}{H^w - z} \right) \leq CN^{-1/2+C\varepsilon} + CN^{-\delta+C\varepsilon},$$

obtaining precisely what we set out to show in (5.14). The proof can be easily generalized to functions of several variables. Thus to conclude the proof of Theorem 5.3, we just need to give the proof of Lemma 5.4.

**Proof of Lemma 5.4.** We first claim that the estimate (5.15) holds for the Green function $R$ as well. To see this, from the resolvent expansion we obtain

$$R = S + S(V^\dagger X + X^\dagger V + V^\dagger V)S + \ldots + [S(V^\dagger X + X^\dagger V + V^\dagger V)]^9 S + [S(V^\dagger X + X^\dagger V + V^\dagger V)]^{10} R.$$  

Since the matrix $V$ has only at most one non-zero entry, when computing the $(k, \ell)$ matrix element of the matrix identity above, each term is a finite sum involving matrix elements of $S$, $XS$, $SX^\dagger$, $XSX^\dagger$ or $R$ (only for the last term) and $x_{ij}^v$. Using the bound (5.22) for the $S$ matrix elements, the subexponential decay for $x_{ij}^v$ and the trivial bound $|R_{ij}| \leq \eta^{-1}$, we obtain that the estimate (5.15) holds for $R$. Similarly by expanding $XR$, $RX$ and $XRX$, we can obtain (5.22) for $XR$, $RX$ and $XRX$, $QR$, $RQ$ and $QRQ$.  

\[ (5.24) \]
Now we prove (5.24). By the resolvent expansion,

\[ S = R - R(V^\dagger Q + Q^\dagger V + V^\dagger V)R + \ldots - [R(V^\dagger Q + Q^\dagger V + V^\dagger V)]^9 R + O(N^{-4}) \] (5.26)

holds with extremely high probability. Thus we may write

\[ \frac{1}{N} \text{Tr} S = \frac{1}{N} \text{Tr} R + \sum_{k \leq 20} y_k + O(N^{-4}), \]

where \( y_k \) is the sum of the terms in (5.26), in which there are exactly \( k \) \( V \)'s. Recall that \( m_k \)

is the \( k \)-th moment of \( \sqrt{N} x_{ij} \), which is \( O(1) \) if \( k = O(1) \). The terms \( y_k \) satisfy the bound

(\( K = (k_1, k_2, \ldots, k_n) \) and \( |K| := \sum_i k_i \))

\[ |y_k| \leq N^{C\varepsilon} N^{-k/2}, \quad \mathbb{E} y_{k_1} y_{k_2} \cdots y_{k_n} = N^{-|K|/2} m_{|K|} z_K(Q), \quad |z_K(Q)| \leq N^{C\varepsilon} \] (5.27)

for some \( z_K(Q) \) depending only on the distribution \( Q \) and the last inequality holds with \( \varepsilon \)-high probability. Here \( \mathbb{E}_v \) is the expectation value with respect to the distribution of the entries of the matrix \( X^v \). Then we have

\[ \mathbb{E} F \left( \frac{1}{N} \text{Tr} \frac{1}{H_{\gamma-1} - z} \right) = \mathbb{E} \sum_{n=0}^{4} \frac{1}{n!} F^{(n)} \left( \frac{1}{N} \text{Tr} R \right) \left( \sum_{k \leq 20} y_k \right)^n + O(N^{-5/2+C\varepsilon}). \] (5.28)

From (5.27) we obtain

\[ \mathbb{E} F \left( \frac{1}{N} \text{Tr} \frac{1}{H_{\gamma-1} - z} \right) = \mathbb{E} \sum_{n=0}^{4} \frac{1}{n!} F^{(n)} \left( \frac{1}{N} \text{Tr} R \right) \left( \sum_{k_1, \ldots, k_n} N^{-|K|/2} m_{|K|} z_K(Q) \right) + O(N^{-5/2+C\varepsilon}) \]

\[ = B + O(N^{-5/2+C\varepsilon}) + A(Q, m_1, m_2, m_3) + \tilde{A}(Q) m_4. \]

where \( A(Q, m_1, m_2, m_3) \) depends only on the distribution of \( Q \) and \( m_1, m_2, m_3 \) and

\[ B = \mathbb{E} \sum_{n=0}^{4} \frac{1}{n!} F^{(n)} \left( \frac{1}{N} \text{Tr} R \right) \left( \sum_{k_1, \ldots, k_n: |K| \geq 5, k_i \leq 20} N^{-|K|/2} m_{|K|} z_K(Q) \right), \]

\[ \tilde{A}(Q) = \mathbb{E} \sum_{n=0}^{4} \frac{1}{n!} F^{(n)} \left( \frac{1}{N} \text{Tr} R \right) \left( \sum_{k_1, \ldots, k_n: |K| = 4} N^{-2} z_K(Q) \right). \]

In the above \( K = \sum_i k_i \). Now it remains only to prove

\[ |B| \leq O(N^{-5/2+C\varepsilon}), \quad \tilde{A}(Q) \leq O(N^{-2+C\varepsilon}). \]
Using the estimate (5.22) for $R$ and the derivative bounds (5.12) for the typical values of $\frac{1}{N} \text{Tr} R$, we see that $F^{(n)} \left( \frac{1}{N} \text{Tr} R \right)$ $(n \leq 4)$ are bounded by $N^{C\varepsilon}$ with $\zeta$-high probability. Similarly $z_K$ $(k_i \leq 20)$ is also bounded by $N^{C\varepsilon}$ for some $C > 0$ with $\zeta$-high probability. Now we define $\Xi_g$ as the good set where these quantities are bounded by $N^{C\varepsilon}$. Furthermore, using (5.13) and the definition of $z_K$, we know that $F^{(n)} \left( \frac{1}{N} \text{Tr} R \right)$ and $z_K$ are bounded by $N^{C}$ for some $C > 0$ in $\Xi_g$. Since $\Xi_g$ has a very small probability by (5.22), we have

$$\tilde{A}(Q) = \mathbb{E}_{\mathcal{g}} \sum_{n=0}^{4} \frac{1}{n!} F^{(n)} \left( \frac{1}{N} \text{Tr} R \right) \left( \sum_{k_1, \ldots, k_n : |K| = 4} N^{-2} z_K(Q) \right) + O(N^{-5/2+C\varepsilon}).$$

Then with the bounds on $F^{(n)}$ and $z_K$ in $\Xi_g$, we obtain $\tilde{A}(Q) \lesssim O(N^{-2+C\varepsilon})$. Similarly with $m_{|K|} \lesssim O(1)$, we have $\tilde{B} \lesssim O(N^{-5/2+C\varepsilon})$ completing the proof of Lemma 5.4 and thereby also finishing the proof of Theorem 5.3.

6. A priori bound for the strong local Marcenko-Pastur law. Our goal in this section is to prove the following weaker form of Theorem 3.1, and in Section 8 we will use this a priori bound to obtain the stronger form as claimed in Theorem 3.1. Throughout this section, we will assume that $\lim_{N \to \infty} d_N \in (0, \infty) \setminus \{1\}$.

**Theorem 6.1.** Let $X = [x_{ij}]$ with the entries $x_{ij}$ satisfying (1.1) and (1.2). For any $\zeta > 0$ there exists a constant $C_{\zeta}$ such that the following event holds with $\zeta$-high probability:

$$\bigcap_{z \in S(C_{\zeta})} \left\{ \Lambda_d(z) + \Lambda_o(z) \leq \varphi_{\zeta} \frac{1}{(N\eta)^{1/4}} \right\}. \quad (6.1)$$

6.1. A roadmap for the reader. For conveying the key ideas of the computations involved in this section, we first give a brief outline of the proof of Theorem 6.1. For the reader’s convenience, we also indicate the corresponding theorems/lemmas in which the estimates mentioned below are proved.

The proof of Theorem 6.1 proceeds via “self consistent equations” explained below. Let us fix $\zeta > 0$. By definition it follows that

$$m(z) = \frac{1}{N} \sum_i G_{ii}(z) = \frac{1}{N} \sum_i \frac{1}{-z - z \frac{1}{M} \text{Tr} G^{(i)} - Z_i},$$

where

$$Z_i := z\langle x_i, G^{(i)} x_i \rangle - \frac{z}{M} \text{Tr} G^{(i)}. \quad (6.2)$$
We will first establish Theorem 6.1 for $\Im z = \eta \sim 1$. For $\eta \sim 1$, the empirical Stieltjes transform satisfies

$$m(z) = \frac{1}{N} \sum_i \frac{1}{1 - z - d - z d m(z) + Y_i}, \quad \max_i |Y_i| \leq \varphi^{C_\zeta} \Psi$$

with $\zeta$-high probability (see Lemma 6.10) where

$$\Psi := \sqrt{\frac{\Im m_c + \Lambda}{N\eta}}. \quad (6.3)$$

**Remark 6.2.** Notice that when $m_c + \Lambda \leq O(1)$, we have

$$\Psi \leq O(\sqrt{N\eta})^{-1/2}. \quad (6.4)$$

Consequently, we deduce that for $\eta \sim 1$, the function $m(z)$ satisfies the following “self-consistent” equation

$$m(z) = \frac{1}{1 - z - d - z d m(z)} + O(\varphi^{C_\zeta} \Psi) \quad (6.5)$$

with $\zeta$-high probability. Notice that the above equation satisfied by $m(z)$ is nearly identical to the fixed point equation satisfied by the Stieltjes transform of the MP-law, namely

$$m_c(z) + \frac{1}{z - (1 - d) + z d m_c(z)} = 0, \quad (6.6)$$

with $\Im m_c > 0$ when $\Im z > 0$. From (6.5) and (6.6), we immediately deduce that (Lemma 6.10) for $\eta \sim 1$, with $\zeta$-high probability,

$$|m - m_c| = \Lambda(z) \leq \varphi^{C_\zeta} \frac{1}{(N\eta)^{1/4}}. \quad (6.7)$$

We now use (6.7) to establish Theorem 6.1 for $\eta \sim 1$. To this end, we identify the following “bad sets” (improbable events). For $z \in S(0)$, define

$$\Omega(z, K) := \left\{ \max \left\{ \Lambda_a(z), \max_i |G_{ii}(z) - m(z)|, \max_i |Z_i| \right\} \geq K \Psi(z) \right\}. \quad (6.8)$$

Then the event (Lemma 6.9)

$$\bigcap_{z \in S(0), \eta \sim 1} \Omega(z, \varphi^{C_\zeta})^c \quad (6.9)$$
holds with $\zeta$-high probability. Here $A^c$ denotes the complement of the set $A$. The estimate (6.9) coupled with (6.7) immediately establishes Theorem 6.1 for $\eta \sim 1$.

Before proceeding, we notice the following important point. When $\eta$ is not assumed to be $\sim 1$, a statement analogous to (6.9) holds with a different assumption. Set

$$B(z) := \{ \Lambda_d(z) + \Lambda_d(z) > (\log N)^{-1} \}, \quad (6.10)$$

$$\Gamma(z, K) := \Omega(z, K)^c \cup B(z). \quad (6.11)$$

In Lemma 6.8 we show that

$$\bigcap_{z \in S(C^c)} \Gamma(z, \varphi^c \zeta) \quad (6.12)$$

holds with $\zeta$-high probability. It can also be shown that for $\eta \sim 1$, the event $B^c(z)$ holds with $\zeta$-high probability.

For proving the result for all $z \in S(C^c)$ (i.e., for all $\eta \geq \varphi^c N^{-1}$) we proceed as follows. For a function $u(z)$, define its “deviance” to be

$$D(u)(z) := (u^{-1}(z) + z d u(z)) - (m_c^{-1}(z) + z d m_c(z)). \quad (6.13)$$

Clearly, $D(m_c) = 0$. The plan is to show that $|D(m)| \approx 0$ and therefore $|m_c - m| \approx 0$.

More precisely, suppose that for two numbers $L, K$ satisfying $\varphi L \geq K^2 (\log N)^4$ and for some $A \subset \bigcap_{z \in S(L)} \Gamma(z, K) \cap \eta \sim 1 \quad (6.14)$

one has the bound

$$|D(m)(z)| \leq \delta(z) + \infty 1_{B(z)} \quad \forall z \in S(L)$$

where $\delta : \mathbb{C} \mapsto \mathbb{R}_+$ is a continuous function, decreasing in $\Im z$ and $|\delta(z)| \leq (\log N)^{-8}$. Then, via a continuity argument, we show in Lemma 6.12 that from (6.14) one indeed has the following stronger conclusion:

$$\Lambda \leq C(\log N) \frac{\delta(z)}{\sqrt{K + \eta + \delta}}, \quad \forall z \in S(L) \quad (6.15)$$

and $A \subset \bigcap_{z \in S(L)} B^c(z)$ (i.e., $A$ is contained in the bad sets of $z$ for all $z \in S(L)$). This estimate with a brief additional argument will yield that for large enough $C$ and $z \in S(\varphi^c)$, we have $\Lambda = o(1)$ and $\Omega(z, \varphi^c)^c$ holds with $\zeta$-high probability. These two conclusions immediately yield Theorem 6.1.
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6.2. Preliminary estimates. We start with the following elementary lemma whose proof is standard:

**Lemma 6.3.** For any rectangular matrix $M$, and partition matrices $A, B$ and $D$ of $M$ given by $M = \begin{pmatrix} A & B \\ B^\dagger & D \end{pmatrix}$, we have the following identity:

$$M^{-1} = \begin{pmatrix} U^{-1} & -U^{-1}BD^{-1} \\ -D^{-1}B^\dagger U^{-1} & D^{-1} + D^{-1}B^\dagger U^{-1}BD^{-1} \end{pmatrix}.$$  

$U = A - BD^{-1}B^\dagger$.

**Lemma 6.4.** For any $z$ not in the spectrum of $X^\dagger X$, we have

$$X(X^\dagger X - z)^{-1}X^\dagger = I + z(XX^\dagger - z)^{-1}.$$

**Proof.** Indeed from the SVD decomposition given in (2.14) we have

$$X(X^\dagger X - z)^{-1}X^\dagger = \sum \frac{\lambda_\alpha}{\lambda_\alpha - z} u_\alpha u_\alpha^\dagger$$

$$= \sum (1 + \frac{z}{\lambda_\alpha - z}) u_\alpha u_\alpha^\dagger = I + z(XX^\dagger - z)^{-1}$$

and the lemma is proved.

We record the following properties of $m_c$ without proof.

**Lemma 6.5 (Properties of $m_c$).** For $z = E + i\eta \in S(0)$ we have the following bounds:

$$|m_c(z)| \sim 1,$$

$$|1 - m_c^2(z)| \sim \sqrt{\kappa + \eta},$$

$$\Im m_c(z) \sim \begin{cases} 
\frac{\eta}{\sqrt{\kappa + \eta}} & \text{if } \kappa \geq \eta \text{ and } |E| \notin [\lambda_-, \lambda_+] \\
\sqrt{\kappa + \eta} & \text{if } \kappa \leq \eta \text{ or } |E| \in [\lambda_-, \lambda_+].
\end{cases}$$

Furthermore

$$\frac{\Im m_c(z)}{N\eta} \geq O\left(\frac{1}{N}\right) \quad \text{and} \quad \eta \frac{\Im m_c(z)}{\eta} \leq 0.$$

Recall $B(z)$ from (6.10).
LEMMA 6.6 (Rough bounds of $\Lambda^o_{T}$ and $\Lambda^o_{d}$). Fix $T \subset \{1, 2, \cdots, N\}$ such that $|T| = O(1)$. For $z \in S(0)$, there exists a constant $C = C_{|T|}$ such that the following estimates hold in $B^c(z)$:

\[
\begin{align*}
\max_{k \notin T} |G^{(T)}_{kk} - G_{kk}| &\leq C \Lambda^2_o, \\
\frac{1}{C} &\leq |G^{(T)}_{kk}| \leq C, \\
\Lambda^o_T &\leq C \Lambda_o.
\end{align*}
\]

Proof. For $T = \emptyset$, (6.19) and (6.21) follow from definition, (6.20) follows from the definition of $B^c(z)$ and (6.16). For nonempty $T$, one can prove the lemma using an induction on $|T|$. For example, for $|T| = 1$, using (2.21) we can show that

\[
|G_{kk}(z) - G^{(T)}_{kk}(z)| \leq C \Lambda^2_o,
\]

which implies the bound (6.19). A similar argument will yield (6.20) and (6.21).

On the other hand, when $\eta \sim 1$, a bound similar to (6.20) holds without the assumption of $B^c$.

LEMMA 6.7 (Rough bounds for $G_{kk}$ for $\eta \sim 1$). Fix $T \subset \{1, 2, \cdots, N\}$ such that $|T| = O(1)$. For any $z \in S(0)$ and $\eta \sim 1$, we have the bound

\[
\max_i |G^{(T)}_{ii}(z)| \leq C
\]

for some $C > 0$ and $1 \leq i \leq N$.

Proof. Let us show the result first for $|T| = \emptyset$. By definition

\[
|G_{ii}| = \left| \sum_\alpha \frac{u_\alpha(i)\overline{u}_\alpha(i)}{\lambda_\alpha - z} \right| \leq \frac{1}{\eta} \sum_\alpha u_\alpha(i)\overline{u}_\alpha(i) \leq \frac{1}{\eta} \leq C
\]

where in the second inequality we have used $|\lambda_\alpha - z| \geq \Im z = \eta$. The claim for a general $T$ follows similarly.

Recall from (6.8) and (6.11), the event

\[
\Gamma(z, \varphi^{C\ast}) = \Omega(z, \varphi^{C\ast})^c \cup B(z).
\]
Define the events
\[
\Omega_o(z, K) := \left\{ \Lambda_0 \geq K \Psi(z) \right\},
\Omega_d(z, K) := \left\{ \max_i |G_{ii}(z) - m(z)| \geq K \Psi(z) \right\},
\Omega_Z(z, K) := \left\{ \max_i |Z_i| \geq K \Psi(z) \right\}.
\]

Note: \(\Omega_d(z, K)\) is defined with \(m\), not \(m_c\). Set
\[
\Omega(z, K) = \Omega_o(z, K) \cup \Omega_d(z, K) \cup \Omega_Z(z, K).
\]

**Lemma 6.8.** For any \(\zeta > 0\) there exists a constant \(C_\zeta\) such that
\[
\bigcap_{z \in S(C_\zeta)} \Gamma(z, \varphi^{C_\zeta})
\]
holds with \(\zeta\)-high probability.

**Proof.** We need to prove only that there exists a uniform constant \(C_\zeta\) such that for any \(z \in S(C_\zeta)\) the event
\[
\Gamma(z, \varphi^{C_\zeta})
\]
holds with \(\zeta\)-high probability. It is clear that (6.24) follows from (6.25) and the fact that
\[
|\partial_z G_{ij}| \leq N^C, \quad \eta > N^{-1}.
\]

Note \(\Gamma(z, K) = (\Omega_o^c \cup B) \cap (\Omega_d^c \cup B) \cap (\Omega_Z^c \cup B)\). First we shall prove that the \(\Omega_o^c \cup B\) holds with \(\zeta\)-high probability. Using formula (2.20) and the fact that \(|G|^2 = G^*G\), we infer that there exists a constant \(C_\zeta\) such that with \(\zeta\)-high probability,
\[
\Lambda_o(z) \leq C |z| \max_{i \neq j} \left| \langle x_i, G^{(ij)} x_j \rangle \right| \leq \varphi^{C_\zeta} \frac{|z|}{N} \left( \sum_{k,l} |g^{(ij)}_{kl}|^2 \right)^{1/2} \leq \varphi^{C_\zeta} \frac{|z|}{N} \left( \text{Tr} |G^{(ij)}|^2 \right)^{1/2}
\]
\[
\leq \varphi^{C_\zeta} |z| \sqrt{\frac{\text{Tr} G^{(ij)} N}{N^2 \eta}}, \quad \text{in } B^c(z)
\]
where in the last step we used the identity \(\eta^{-1} \sum \text{Tr} G^{(ij)} = \text{Tr} |G^{(ij)}|^2\). Using the identity
\[
\text{Tr} G^{(T)}(z) - \text{Tr} G^{(T)}(z) = \frac{M - N + |T|}{N},
\]
formulas (6.19) and \( \Im(z^{-1}) = \eta|z|^{-2} \), we deduce that with \( \zeta \)-high probability

\[
\Lambda_o(z) \leq \varphi^{C} \sqrt{\frac{\Im m_c + \Lambda + \Lambda_o^2}{N\eta}} + \frac{1}{N} \quad \text{in } B^c(z).
\]

For the above choice of \( C \zeta \), for \( z \in S(3C \zeta) \), with \( \Im m_c \leq O(1) \), the bound

\[
\Lambda_o(z) \leq \varphi^{C} \sqrt{\frac{\Im m_c + \Lambda + \Lambda_o^2}{N\eta}} + \frac{1}{N} + o(\Lambda_o) \quad \text{in } B^c(z) \tag{6.29}
\]

holds with \( \zeta \)-high probability. From (6.29) and (6.18) it follows that \( \Omega^c \cup B^c \) holds with \( \zeta \)-high probability.

A similar argument using the large deviation lemma will give

\[
|Z_i| = |z| \left| \langle x_i, G^{(i)} x_i \rangle - \frac{1}{M} \text{Tr} G^{(i)} \right| \leq |z| \varphi^{C} \sqrt{\frac{\Im \text{Tr} G^{(i)}}{N^2 \eta}} \leq \varphi^{C} \Psi, \quad \text{in } B^c(z) \tag{6.30}
\]

holds with \( \zeta \)-high probability implying that

\[
\max_i |Z_i| \leq \varphi^{C} \Psi
\]

and therefore \( \Omega^c \cup B \) holds with \( \zeta \)-high probability.

Finally notice that \( \max_i |G^{ii} - m| \leq \max_{i \neq j} |G^{ii} - G^{jj}|. \) From (2.19) we obtain that

\[
|G^{ii} - G^{jj}| \leq \left| \frac{1}{-z - z} \langle x_i, G^{(i)}(z) x_i \rangle - \frac{1}{-z - z} \langle x_j, G^{(j)}(z) x_j \rangle \right|
\]

\[
\leq |G^{ii} G^{jj}| \left( |Z_i - Z_j| + \frac{|z|}{M} |\text{Tr} G^{(i)} - \text{Tr} G^{(j)}| \right)
\]

\[
\leq C(\varphi^{C} \Psi + \Lambda_o^2 + N^{-1}) \quad \text{in } B^c(z)
\]

holds with \( \zeta \)-high probability, where the last inequality follows from (6.30), (2.2), (6.19) and (6.20). Thus we have shown that \( \Omega^c \cup B \) holds with \( \zeta \)-high probability and the lemma is proved.

On the other hand, in the case of \( \eta \sim 1 \), a result similar to Lemma 6.8 holds without the assumption of \( B^c \).

**Lemma 6.9.** For any \( \zeta > 0 \), there exists a constant \( C_\zeta \) such that the event

\[
\bigcap_{z \in S(0), \eta \sim 1} \Omega(z, \varphi^{C})^c
\]

holds with \( \zeta \)-high probability.
Proof. From (6.26) we see that we need only to prove (6.31) for fixed \( z \). First we note in this case, i.e., \( \eta \sim 1 \), we have \( \Im m_c \sim 1 \) and from Lemma 6.7 we have \( \Lambda = O(1) \) and therefore

\[
\Psi \sim N^{-1/2}.
\]

As in (6.27) and Lemma 6.7 we obtain that

\[
\Lambda_o \leq \varphi^{C_\zeta} \sqrt{\frac{3 \tr G^{(ij)}}{N^2}} \leq \varphi^{C_\zeta} N^{-1/2} \leq \varphi^{C_\zeta} \Psi
\]

with \( \zeta \)-high probability. The estimate for \( Z_i \) can be proved as in (6.30) using Lemma 6.7. The estimate for \( \Omega_d \) (see (6.23)) can also be proved similarly using the identity

\[
\tr G^{(i)} - \tr G^{(j)} = \tr G^{(i)} - \tr G^{(j)} = O(\eta)^{-1}
\]

which follows from Cauchy’s interlacing theorem of eigenvalues, i.e.,

\[
|m - m^{(i)}| \leq (N\eta)^{-1}
\]

and the proof is finished.

6.3. Self consistent equations. In Section 2, we have bounded \( \Lambda_o \) and \( \max_i(G_{ii} - m) \) in term of \( m_c, \eta \) and \( \Lambda \) in \( B^c \) (we do not need the event \( B^c \) when \( \eta \sim 1 \)). In this subsection, we will give the desired bound for \( \Lambda \) and show that the event \( B^c \) holds with \( \zeta \)-high probability.

First we give the bound for \( \Lambda \) in the case of \( \eta \sim 1 \).

Lemma 6.10. For any \( \zeta > 0 \), there exists a constant \( C_\zeta \) such that

\[
\bigcap_{z \in S(0), \eta = 10(1+d)} \Lambda(z) \leq \varphi^{C_\zeta} N^{-1/4}
\]

holds with \( \zeta \)-high probability.

Proof. By the definition of \( Z_i \) given in formulas (6.2) and (2.19),

\[
(G_{ii}(z))^{-1} = -z - z \frac{1}{M} \tr G^{(i)} - Z_i.
\]

Using (6.28) and (6.33), we obtain that if \( \eta \sim 1 \),

\[
\left| z \frac{1}{M} \tr G^{(i)} - z d m(z) + 1 - d \right| \leq C N^{-1}.
\]
Together with $|Z_i| \leq \varphi^C \Psi$ (see (6.31)), the estimate (6.36) implies that
\[ m(z) = \frac{1}{N} \sum_i \frac{1}{1 - d - z \cdot m(z) + Y_i}, \quad \max_i |Y_i| \leq \varphi^C \cdot \Psi \leq O(\varphi^C \cdot N^{-1/2}) . \]

It thus follows that $|m(z)| \sim 1$ for $\eta \sim 1$ with $\zeta$-high probability. Then using the fact that $\sum_i (G_{ii} - m) = 0$ we obtain that
\[ \sum_i (G_{ii}(z))^{-1} = m^{-1}(z) + O(\max_i |G_{ii} - m|)^2 . \]

Recall $\mathcal{D}$ in (6.13). Using (6.35), (6.32) and the bound $|Z_i| + |G_{ii} - m| \leq \varphi^C \Psi$ (see (6.31)), and we have
\[ \mathcal{D}(m) = \delta(z), \quad |\delta(z)| \leq \varphi^C \Psi \leq O(\varphi^C \cdot N^{-1/2}) . \]

The two solutions $m_1, m_2$ of the equation $\mathcal{D}(m) = \delta(z)$ for a given $\delta(\cdot)$ are given by
\[ m_{1,2} = \delta(z) + 1 - d - z \pm \frac{\sqrt{(z - \lambda_{-\delta})(\lambda_{+\delta} - z)}}{2 \cdot d}z, \quad \lambda_{\pm,\delta} = 1 + d \pm 2 \sqrt{d - \delta(z) - \delta(z)}, \quad |\lambda_{\pm,\delta} - \lambda_{\pm}| = O(\delta) . \]

Therefore, we obtain $m = m_1$ or $m_2$. It is easy to see that $|m_1 - m_2| \geq O(1)$, since $\eta \sim 1$. Since $m(z)$ is continuous with respect to $E$ (for fixed $\eta$), $m = m_1$ (say) for $E = 0$ implies that $m = m_1$ for all $E = O(1)$. Using this fact and $\Im m > 0$, we obtain that
\[ m(z) = \frac{\delta(z) + 1 - d - z \pm \sqrt{(z - \lambda_{-\delta})(\lambda_{+\delta} - z)}}{2 \cdot d}z, \quad \text{and thus we obtain (6.34) and the proof of the lemma is finished.} \]

Now combining (6.31) with (6.34), we have proved that for any $\zeta > 0$, there exists a constant $C_\zeta$ such that, for $\eta = 10(1 + d)$, formula (6.1) holds with $\zeta$-high probability. It immediately follows that the event
\[ \bigcap_{z \in S(0), \eta = 10(1 + d)} B^c(z) \]
holds with $\zeta$-high probability for any $\zeta > 0$.

Now we prove (6.1) for general $\eta > 0$. Recall the deviance function from (6.13), $Z_i$ from (6.2) and set
\[ \left[Z\right] = \frac{1}{N} \sum_{i=1}^N Z_i . \]

Recall the set $B(z)$ from (6.10) and $\Gamma(z, K^*)$ from Lemma 6.8.
Lemma 6.11. Fix $1 \leq K \leq (\log N)^{-1}(N\eta)^{1/2}$. Then, on the set $\Gamma(z, K)$, we have the bound

$$|D(m)| \leq |[Z]| + O(K^2\Psi^2) + \infty 1_{B(z)}.$$ 

Proof. Using (2.19), (6.19), (6.28) and the definition of $m_c$, on the set $\Gamma(z, K)$, we obtain a more precise version of (6.35):

$$G_{ii}^{-1} = m_c(z)^{-1} + z \left[ m_c(z) - m(z) \right] - Z_i + O(K^2\Psi^2) + O(N^{-1}) \quad \text{in } B^c \cap \Omega^c,$$

where $\Omega := \Omega(z, K)$. Then

$$G_{ii}^{-1} - m^{-1} = D(m) - Z_i + O(K^2\Psi^2) + O(N^{-1}) \quad \text{in } B^c \cap \Omega^c \quad (6.40)$$

and averaging over $i$ yields

$$\frac{1}{N} \sum_{i=1}^{N} (G_{ii}^{-1} - m^{-1}) = D(m) - [Z] + O(K^2\Psi^2) + O(N^{-1}) \quad \text{in } B^c \cap \Omega^c.$$

It follows from the assumptions $K \ll (N\eta)^{1/2} \leq O(\Psi^{-1})$ that $G_{ii} - m = o(1)$. Expanding the left hand side and using the facts that $\sum_i (G_{ii} - m) = 0$,

$$\sum_{i=1}^{N} (G_{ii}^{-1} - m^{-1}) = \sum_{i=1}^{N} \frac{G_{ii} - m}{G_{ii} m} = \frac{1}{m} \sum_{i=1}^{N} (G_{ii} - m)^2 + \sum_{i=1}^{N} O\left(\frac{(G_{ii} - m)^3}{m^4}\right) \quad \text{in } B^c \cap \Omega^c.$$

Together with (6.20) and (6.8), it follows that

$$\frac{1}{N} \sum_{i=1}^{N} (G_{ii}^{-1} - m^{-1}) \leq C(K\Psi)^2 \quad \text{in } B^c \cap \Omega^c \quad (6.41)$$

Now the lemma follows from (6.40) and (6.41).

Lemma 6.12. Let $K, L > 0$ be two numbers such that $\varphi^L \geq K^2(\log N)^4$ and let $A$ be an event given by

$$A \subset \bigcap_{z \in S(L)} \Gamma(z, K) \cap \bigcap_{z \in S(L), \eta = 10(1+d)} B^c(z).$$

Suppose that, in $A$, we have the bound

$$|D(m)(z)| \leq \delta(z) + \infty 1_{B(z)}, \quad \forall z \in S(L)$$

then
where \( \delta : \mathbb{C} \mapsto \mathbb{R}_+ \) is a continuous function, decreasing in \( \Im z \) and \( |\delta(z)| \leq (\log N)^{-8} \). Then for some constant \( C > 0 \), the bound

\[
|m(z) - m_c(z)| = \Lambda(z) \leq C(\log N) \frac{\delta(z)}{\sqrt{\kappa + \eta + \delta}}, \quad \forall z \in S(L)
\]  

holds in \( A \) and

\[
A \subset \bigcap_{z \in S(L)} B^c(z).
\]  

**Remark 6.13.** Formula (6.42) says that if \( \Im z = 10(1+d) \), then \( A \subset \Omega(z, K)^c \), i.e., \( A \) is not in the bad sets of such \( z \), and (6.44) implies that \( A \) is not in the bad sets of all \( z \in S(L) \). The difficulty in the proof is that our hypothesis yields the bound \( D(m) \leq \delta(z) \) only in the set \( B^c \) but we need to prove (6.43) for both \( B \) and \( B^c \).

**Proof.** Let us first fix \( E \) and define the set

\[
I_E = \{ \eta : \Lambda_o(E + i\eta) + \Lambda_d(E + i\eta) \leq \frac{1}{\log N}, \quad \forall \eta \geq \eta, E + i\eta \in S(L) \}. 
\]  

We first prove (6.43) for all \( z = E + i\eta \) with \( \eta \in I_E \). Define

\[
\eta_1 = \sup_{\eta \in I_E} \left\{ \eta : \delta(E + i\eta) \geq (\log N)^{-1}(\kappa + \eta) \right\}. 
\]  

Since \( \delta \) is a continuous decreasing function of \( \eta \) by assumption, \( \delta(E + i\eta) \leq (\log N)^{-1}(\kappa + \eta_1) \) for \( \eta \geq \eta_1 \). Let \( m_1 \) and \( m_2 \) be the two solutions of the equation \( D(m) = \delta(z) \) as given in (6.37). Note by assumption we do have \( |D(m)| \leq \delta(z) \) for \( z = E + \eta i \) and \( \eta \in I_E \), since we are in \( B^c(z) \). Then it can be easily verified that

\[
|m_1 - m_2| \geq C \sqrt{\kappa + \eta}, \quad \eta \geq \eta_1
\]  

\[
\leq C(\log N) \sqrt{\delta(z)}, \quad \eta \leq \eta_1. 
\]  

The difficulty here is that we don’t know which of the two solutions \( m_1, m_2 \) is equal to \( m \). However for \( \eta = O(1) \), we claim that \( m = m_1 \). For \( \eta = O(1) \), \( |m - m_c| = \Lambda \leq \Lambda_d \ll 1 \). Also a direct calculation using (6.37) gives

\[
|m_1 - m_c| = C \frac{\delta(z)}{\sqrt{\kappa + \eta}} \ll \frac{1}{\log N}. 
\]  

\[
\Lambda \ll 1.
\]
Since \( |m_1 - m_2| \geq C \sqrt{\kappa + \eta} \) for \( \eta = O(1) \) (see (6.45)), it immediately follows that \( m = m_1 \) for \( \eta = O(1) \). Furthermore, since the functions \( m_1, m_2 \) and \( m \) are continuous and since \( m_1 \neq m_2 \) for \( \eta > \eta_1 \), it follows that \( m = m_1 \) for \( \eta \geq \eta_1 \). Thus for \( \eta \geq \eta_1 \),

\[
|m(z) - m_c(z)| = |m_1(z) - m_c(z)| \leq C \frac{\delta(z)}{\sqrt{\kappa + \eta}} \leq C \frac{\delta(z)}{\sqrt{\kappa + \eta + \delta}}
\]

where in the last step we have used \( \delta \leq \kappa + \eta \).

For \( \eta \leq \eta_1 \), we take advantage of the fact that the difference \( |m_1 - m_2| \) is the same order as the middle term of (6.46). Indeed, for \( \eta \leq \eta_1 \), if \( m = m_2 \) (say), then using (6.45)

\[
|m - m_c| \leq |m_2 - m_1| + |m_1 - m_c| \leq (\log N) \sqrt{\delta(z)} \leq C (\log N) \frac{\delta(z)}{\sqrt{\kappa + \eta + \delta}}
\]

verifying (6.43) for \( \eta \in I_E \).

From the above computations for \( \eta \sim 1 \), we know \( I_E \neq \emptyset \). Now we prove that \( I_E \) is exactly the desired region \( i.e., \, [\varphi^L N^{-1}, 10(1 + d)] \), and this will verify (6.44). We argue by contradiction. Indeed, assume that \( I_E \neq [\varphi^L N^{-1}, 10(1 + d)] \). Let \( \eta_0 = \inf I_E \). Then the continuity assumption yields that

\[
\Lambda_0(z_0) + \Lambda_0(z_0) = (\log N)^{-1}, \quad z_0 = E + i\eta_0
\]

and thus \( \Lambda(z_0) \leq \Lambda_0(z_0) \leq (\log N)^{-1} \). On the other hand, from the calculations done above we deduce that (6.43) holds for \( \eta \leq I_E \) and thus

\[
\Lambda(z_0) \leq (\log N)^{-3}.
\]

By definition

\[
\{ \Lambda_0(z_0) + \Lambda_0(z_0) = (\log N)^{-1} \} \cap \Gamma(z_0) \subset (\Omega_0(z_0) \cup \Omega_0(z_0))^c,
\]

and therefore

\[
\Lambda_0(z_0) + \max_k |G_{kk}(z_0) - m(z_0)| \leq CK|\Psi(z_0)|.
\]

From the assumption \( \varphi^L \geq K^2(\log N)^4 \), we have \( \Psi(z_0) \leq \sqrt{\frac{3 m_c}{N\eta}} + \frac{\Lambda(z_0)}{N\eta} \ll K^{-1}(\log N)^{-2} \) which immediately implies that \( \Lambda_0(z_0) + \max_k |G_{kk}(z_0) - m(z_0)| \ll (\log N)^{-1} \). Using this estimate and (6.48) we deduce that

\[
\Lambda_0(z_0) + \Lambda_0(z_0) \leq \Lambda_0(z_0) + \max_k |G_{kk}(z_0) - m(z_0)| + \Lambda \ll \log N^{-1}
\]

which contradicts (6.47) and therefore (6.44) is verified. This concludes the proof of the lemma.
Now we complete the proof of Theorem 6.1.

**Proof of Theorem 6.1.** From (6.30), Lemmas 6.8 and 6.11 it follows that for any \( \zeta > 0 \), there exist constants \( C_\zeta, D_\zeta \) and \( \tilde{C}_\zeta \) that

\[
|D(m)(z)| \leq \varphi \tilde{C}_\zeta \Psi + \infty 1_{B(z)}, \quad \forall z \in S(C_\zeta)
\]

holds on the event \( A_\zeta \) given by

\[
A_\zeta = \bigcap_{z \in S(C_\zeta)} \Gamma(z, \varphi^{D_\zeta}).
\]  

(6.49)

Choosing a larger \( C_\zeta \), applying Lemma 6.12 with

\[
A = A_\zeta \cap \bigcap_{z \in S(0), \eta = 10(1+d)} B^c(z)
\]

and \( \delta(z) = \varphi^{C\zeta}(N\eta)^{-1/2} \), we obtain that

\[
\Lambda(z) \leq \varphi^{C\zeta}(N\eta)^{-1/4}, \quad \forall z \in S(C_\zeta)
\]

(6.50)

holds in \( A \). Furthermore, (6.44) implies that

\[
A \subset \bigcap_{z \in S(C_\zeta)} B^c(z).
\]  

(6.51)

This observation gives that \( \Lambda(z) \leq \Lambda_d(z) = o(1) \) in \( A \) and \( \Psi \leq C(N\eta)^{-1/2} \) in \( A \). Now since both \( A_\zeta \) and \( \bigcap_{z \in S(0), \eta = 10(1+d)} B^c(z) \) hold with \( \zeta \)-high probability (proved respectively in Lemma 6.8 and (6.38)) it follows that the event \( A \) holds with \( \zeta \)-high probability. Now from the observation (6.51) we see that \( \Omega(z, \varphi^{C\zeta})^c \) holds with \( \zeta \)-high probability. Together with \( \Psi \leq C(N\eta)^{-1/2} \) in \( A \), we obtain (6.1). This completes the proof of Theorem 6.1. \( \square \)

7. **Strong bound on \([Z]\).** For proving Theorems 3.1 and 3.3, the key input is the following lemma which gives a much stronger bound on \([Z]\). Throughout this section, we will assume that \( \lim_{N \to \infty} d_N \in (0, \infty) \setminus \{1\} \). The following is the main result of this section:

**Lemma 7.1.** Let \( K, L > 0 \) be such that \( \varphi^L \geq K^2(\log N)^4 \). Suppose for some event

\[
\Xi \subset \bigcap_{z \in S(L)} (\Gamma(z, K) \cap B^c(z)),
\]


we have
\[ \Lambda(z) \leq \tilde{\Lambda}(z), \quad \forall z \in S(L) \]
where \( \tilde{\Lambda}(z) \) is some deterministic number and \( \mathbb{P}(\Xi^c) \leq e^{-p(\log N)^2} \) with
\[ 1 \ll p \ll (\log(NK))^{-1}\varphi^{L/2}. \]

Then there exists \( \Xi' \) such that \( \mathbb{P}(\Xi') \geq 1 - \frac{1}{2}e^{-p} \) and for any \( z \in S(L) \),
\[ ||Z|| \leq C p^5 K^2 \bar{\Psi}^2, \quad \bar{\Psi} := \sqrt{\frac{3 m_c + \tilde{\Lambda}}{N\eta}}, \quad \text{in} \quad \Xi'. \]

**Remark 7.2.** In the application of the above lemma in Section 8, we will set \( p_N \) and \( K = O(\varphi^{O(1)}) \). This lemma is analogous to Lemma 5.2 in [17] (with \( p = O(1) \)), Corollary 4.2 in [18] and Lemma 4.1 in [11], which are used in the contexts of Wigner matrices and sparse matrices. The basic idea is to utilize the fact that the entries of Green's function are weakly correlated. But in our work, we give a simple, general lemma (Lemma 7.3) on the cancellation of weakly coupled random variables, which may not have the special structure of Green function, and is thus useful in more general contexts. For instance, our lemma is used for proving universality in non-Hermitian matrices in [5].

### 7.1. Abstract decoupling lemma.

First, we are going to introduce the following abstract decoupling lemma \(^3\) which is similar to Theorem 5.6 of [10] and Lemma 4.1 of [18]. However, our lemma as stated here is more general and focuses on weakly coupled random variables and thus is independent of the structure of the matrix ensemble. Due to this generality, it has been useful in other contexts; for instance in [5] where the authors used it in the context of local circular law.

Let \( \mathcal{I} \) be a finite set which may depend on \( N \) and \( \mathcal{I}_i \subset \mathcal{I}, \quad 1 \leq i \leq N. \)

Let \( \{x_\alpha, \alpha \in \mathcal{I}\} \) be a collection of independent random variables and \( Z_1, \ldots, Z_N \) be random variables which are functions of \( \{x_\alpha, \alpha \in \mathcal{I}\} \). Let \( \mathbb{E}_i \) denote the expectation value operator with respect to \( \{x_\alpha, \alpha \in \mathcal{I}_i\} \). Define the commuting projection operators
\[ Q_i = 1 - \mathbb{E}_i, \quad P_i = \mathbb{E}_i, \quad P_i^2 = P_i, \quad Q_i^2 = Q_i, \quad [Q_i, P_j] = [P_i, P_j] = [Q_i, Q_j] = 0 \]

\(^3\)This lemma is joint work with Prof. H.T. Yau, and we thank him for kindly allowing us to include it here.
and, for \( A \subset \{1, 2, \ldots, N\} \),

\[
Q_A := \prod_{i \in A} Q_i, \quad P_A := \prod_{i \in A} P_i.
\]

We use the notation

\[
[QZ] = \frac{1}{N} \sum_{i=1}^{N} Q_i Z_i.
\]

**Lemma 7.3 (Abstract decoupling lemma).** Let \( \Xi \) be an event and \( p \) an even integer, which may depend on \( N \). Suppose the following assumptions hold with some constant \( C_0, c_0 > 0 \).

(i) (Bound on \( Q_A Z_i \) in \( \Xi \)). There exist deterministic positive numbers \( \mathcal{X} < 1 \) and \( \mathcal{Y} \) such that for any set \( A \subset \{1, 2, \ldots, N\} \) with \( i \in A \) and \( |A| \leq p \), \( Q_A Z_i \) in \( \Xi \) can be written as the sum of two new random variables:

\[
1(\Xi)(Q_A Z_i) = Z_{i,A} + 1(\Xi)Q_A 1(\Xi^c) \tilde{Z}_{i,A}
\] (7.3)

and

\[
|Z_{i,A}| \leq \mathcal{Y}(C_0 \mathcal{X}|A|)^{|A|}, \quad |\tilde{Z}_{i,A}| \leq \mathcal{Y}N^{C_0|A|}.
\] (7.4)

(ii) (Rough bound on \( Z_i \)).

\[
\max_i |Z_i| \leq \mathcal{Y}N^{C_0}.
\] (7.5)

(iii) (\( \Xi \) is a high probability event).

\[
P[\Xi^c] \leq e^{-c_0(\log N)^{3/2}p}.
\] (7.6)

Then, under the assumptions (i), (ii) and (iii) above, we have

\[
E[QZ]^p \leq (Cp)^4p[\mathcal{X}^2 + N^{-1}]^p \mathcal{Y}^p
\] (7.7)

for some \( C > 0 \) and any sufficiently large \( N \).

The intuition behind Lemma 7.3 is the following. If \( Z_i \) are totally independent, i.e., \( Q_A Z_i = 0 \) if \( \exists j \in A \) and \( i \neq j \), we see that \( \sum Z_i \) is less than \( \sum |Z_i| \) by a factor \( N^{-1/2} \). In this case \( Z_i \) depends only on \( \{x_{\alpha}, \alpha \in I_i\} \). For the general case considered in Theorem 7.3, \( Z_i \) also weakly depends on sets \( \{x_{\alpha}, \alpha \in I_j\} \) for \( i \neq j \). Here \( Q_j Z_i \) can be considered as the set \( \{x_{\alpha}, \alpha \in I_j\} \)
“acting” on $X_i$, and $Q_k Q_j Z_i$ the action of $\{x_\alpha, \alpha \in I_k\}$ on the action of $\{x_\alpha, \alpha \in I_j\}$ on $X_i$, so on and so forth. This lemma show that if the “action” is hierarchical, then indeed $\sum Z_i$ is much less than $\sum |Z_i|$ in the sense of (7.7).

Before we give a proof of Lemma 7.3, we introduce a trivial but useful identity

$$\prod_{i=1}^{n} (x_i + y_i) = \sum_{s=1}^{n+1} \left[ \left( \prod_{i=1}^{s-1} x_i \right) y_s \left( \prod_{i=s+1}^{n} (x_i + y_i) \right) \right]$$

(7.8)

with the convention that $\prod_{i \in \emptyset} = 1$. It implies that

$$\left| \prod_{i=1}^{n} (x_i + y_i) - \prod_{i=1}^{n} (x_i) \right| \leq n \max_i |y_i| \left( \max_i |x_i + y_i| + \max_i |x_i| \right)$$

For any $1 \leq k \leq n$, it follows from $\prod_{i=1}^{n} (x_i + y_i) = (x_k + y_k) \prod_{i \neq k} (x_i + y_i)$ and formula (7.8) that

$$\prod_{i=1}^{n} (x_i + y_i) = \sum_{s \neq k, s=1}^{n} (x_k + y_k) \left[ \left( \prod_{i \neq k, i=1}^{s-1} x_i \right) y_s \left( \prod_{i \neq k, i=s+1}^{n} (x_i + y_i) \right) \right].$$

(7.9)

**Proof of Lemma 7.3.** First, by definition, we have

$$\mathbb{E}[Q Z]^p = \frac{1}{N^p} \sum_{j_1, \ldots, j_p} \mathbb{E} \prod_{\alpha=1}^{p} Q_{j_\alpha} Z_{j_\alpha}.$$ 

For fixed $j_1, \ldots, j_p$, let $T_\alpha = Q_{j_\alpha} Z_{j_\alpha}$. Now choosing $k = 1$, $x_i = P_{j_1} T_i$ and $y_i = Q_{j_1} T_i$ in (7.9) (noting that $x_i + y_i = T_i$), we have

$$\prod_{\alpha=1}^{p} T_\alpha = \sum_{s=2}^{p+1} T_1 \left[ \left( \prod_{\alpha < s, \alpha \neq 1} P_{j_1} T_\alpha \right) \left( Q_{j_1} T_s \right) \left( \prod_{\alpha > s, \alpha \neq 1} T_\alpha \right) \right].$$

We define $A_{\alpha, s} := 1_{\{\alpha < s, \alpha \neq 1\}} \{j_1\}$ and $B_{\alpha, s} := 1_{\{\alpha = s\}} \{j_1\}$; thus $B_{\alpha, s} = \{j_1\}$ if $\alpha = s$, otherwise $A_{\alpha, s} = \emptyset$. It is clear that $A_{1, s} = B_{1, s} = \emptyset$. Then

$$\prod_{\alpha=1}^{p} T_\alpha = \sum_{s=2}^{p+1} \prod_{\alpha} P_{A_{\alpha, s}} Q_{B_{\alpha, s}} T_\alpha.$$
Generalizing, we replace \( s \) with \( s_1 \) to obtain

\[
\prod_{\alpha=1}^{p} T_{\alpha} = \sum_{s_1=1}^{p+1} 1(s_1 \neq 1) \prod_{\alpha} P_{A_{\alpha,s_1}} Q_{B_{\alpha,s_1}} T_{\alpha}
\]

and

\[
A_{\alpha,s_1} = \{ j_1 : \alpha < s_1, \alpha \neq 1 \}, \quad B_{\alpha,s_1} = \{ j_1 : s_1 = \alpha \}.
\]

Iterating for \( 1 \leq j_1, j_2, \ldots, j_p \leq N \), we have

\[
\prod_{\alpha=1}^{p} T_{\alpha} = \sum_{s_1,s_2,\ldots,s_p=1}^{p+1} \prod_{i} 1(s_i \neq i) \prod_{\alpha} P_{A_{\alpha,s}} Q_{B_{\alpha,s}} T_{\alpha},
\]

where \( s \) denotes \( s_1, s_2, \ldots, s_p \) and \( A_{\alpha,s} \) and \( B_{\alpha,s} \) are defined as

\[
A_{\alpha,s} = \{ j_i : \alpha < s_i, \alpha \neq i \}, \quad B_{\alpha,s} = \{ j_i : s_i = \alpha \}.
\]

Then it follows that

\[
\left| \mathbb{E} \prod_{\alpha=1}^{p} Q_{J_{\alpha}} Z_{J_{\alpha}} \right| \leq (2p)^{\max_{s} \prod_{i} 1(s_i \neq i)} \left| \mathbb{E} \prod_{\alpha} P_{A_{\alpha,s}} Q_{B_{\alpha,s}} T_{\alpha} \right|.
\]

Now to prove (7.7), it remains only to show that for any \( \{j_1, \ldots, j_p\} \) and \( s = \{s_1, s_2, \ldots, s_p\} \) such that \( s_i \neq i \), we have

\[
\left| \mathbb{E} \prod_{\alpha} P_{A_{\alpha,s}} Q_{B_{\alpha,s}} T_{\alpha} \right| \leq (Cp)^{2p} \left( 2t \right)^{2t}, \quad t := |\{j_1, \ldots, j_p\}|.
\]

For simplicity, we denote \( A_{\alpha,s} \) and \( B_{\alpha,s} \) by \( A_{\alpha} \) and \( B_{\alpha} \) and denote the characteristic function \( 1(\Xi) \) by \( \Xi \). Thus we need to show that

\[
\left| \mathbb{E} \prod_{\alpha} P_{A_{\alpha}} Q_{B_{\alpha}} T_{\alpha} \right| \leq (Cp)^{2p} \left( 2t \right)^{2t}, \quad t := |\{j_1, \ldots, j_p\}|.
\]

Since \( T_1 = Q_{j_1} T_1 \) and the operators \( P_{A_{\alpha}} \) and \( Q_{B_{\alpha}} \) commute, we have

\[
\mathbb{E} \prod_{\alpha} P_{A_{\alpha}} Q_{B_{\alpha}} T_{\alpha} = \mathbb{E}(Q_{j_1} P_{A_1} Q_{B_1} T_1) \left( \prod_{\alpha=2}^{p} (P_{A_{\alpha}} Q_{B_{\alpha}}) T_{\alpha} \right).
\]
Hence we can assume that \( j_1 \not\in \cap_{\alpha \neq 1} A_{\alpha} \), and so \( 1 < s_1 \leq p \), (see (7.10)). Similarly for \( j_i \), we have \( j_i \in \cup_{\alpha \neq i} B_{\alpha} \) where \( i = 2, \ldots, p \). Recall that \( j_\alpha \not\in B_{\alpha} \). With these two constraints, \( B_{\alpha} \) satisfies the inequality
\[
p + t \geq \sum \alpha \{ B_{\alpha} \cup \{ j_\alpha \} \} \geq 2t, \quad t := |\{ j_1, \ldots, j_p \}| .
\]  
(7.14)

Now it remains only to prove (7.12) under the condition (7.14). First, we write
\[
\mathbb{E} \prod_{\alpha} P_{\alpha} Q_{B_{\alpha}} T_{\alpha} = \mathbb{E} \prod_{\alpha=1}^{p} (P_{\alpha} Q_{B_{\alpha}} Z_{j_\alpha}), \quad \tilde{B}_{\alpha} := B_{\alpha} \cup \{ j_\alpha \} .
\]
Using (7.8) with \( x = P\Xi Q Z \) and \( y = P\Xi^c Q Z \) \( x + y = PQ Z \), we have
\[
\mathbb{E} \prod_{\alpha=1}^{p} (P_{\alpha} Q_{B_{\alpha}} Z_{j_\alpha}) = \sum_{s=1}^{p+1} \left( \mathbb{E} \prod_{i=1}^{s-1} (P_{\alpha} (\Xi) Q_{B_{i}} Z_{j_i}) \left( P_{\alpha} (\Xi^c) Q_{B_{s}} Z_{j_s} \right) \prod_{i=s+1}^{p} (P_{\alpha} Q_{B_{i}} Z_{j_i}) \right) .
\]
(7.15)

First for \( s \leq p \), we use the following formula. For any bounded functions \( f \) and \( h \)
\[
\mathbb{E}|h(P\Xi^c Q f)| \leq \|h\|_{\infty} \|(\Xi^c Q f)\|_{2} \leq \sqrt{\mathbb{P}(\Xi^c)} \|f\|_{\infty} \|h\|_{\infty} .
\]
(7.16)

Let
\[
h = \prod_{i=1}^{s-1} (P_{\alpha} (\Xi) Q_{B_{i}} Z_{j_i}) \prod_{i=s+1}^{p} (P_{\alpha} Q_{B_{i}} Z_{j_i}), \quad f = Z_{j_s}, \quad P = P_{A_s}, \quad Q = Q_{B_s} .
\]

By (7.5) and \( p \geq 1 \), we have
\[
|h| \leq \mathbb{Y}^{p-1} N^{Cp}, \quad |f| \leq \mathbb{Y} N^C .
\]

Then with (7.6), we have proved that (see (7.15))
\[
\sum_{s=1}^{p} \left( \mathbb{E} \prod_{i=1}^{s-1} (P_{\alpha} (\Xi) Q_{B_{i}} Z_{j_i}) \left( P_{\alpha} (\Xi^c) Q_{B_{s}} Z_{j_s} \right) \prod_{i=s+1}^{p} (P_{\alpha} Q_{B_{i}} Z_{j_i}) \right) \leq \mathbb{Y}^{p} N^{Cp} \exp[-c (\log N)^{3/2} p] .
\]

Thus the contribution from the above term can be neglected in proving (7.12). It remains only to bound the r.h.s of (7.15) in the case \( s = p + 1 \), i.e., we need to show that
\[
\left| \mathbb{E} \prod_{\alpha=1}^{p} (P_{\alpha} \Xi Q_{B_{\alpha}} Z_{j_\alpha}) \right| \leq (Cp)^2 \mathbb{Y}^{p} \mathbb{X}^{2t}, \quad t := |\{ j_1, \ldots, j_p \}| .
\]
(7.17)
under the assumption \((7.14)\). Using \((7.3)\) and \((7.8)\), with \(x = P\Xi\) and \(y = P\Xi Q\Xi^c \tilde{Z}\) we can write the l.h.s. of \((7.17)\) as

\[
(7.18) \quad E \prod_{\alpha=1}^p (P_{A_\alpha} \Xi Q_{\tilde{B}_\alpha} Z_{j_\alpha}) = \sum_{s=1}^{p+1} \left( E \prod_{i=1}^{s-1} (P_{A_i}(\Xi) Z_{j_i, \tilde{B}_i}) \left( P_{A_s}(\Xi) Q_{\tilde{B}_s}(\Xi^c) \tilde{Z}_{j_s, \tilde{B}_s} \right) \prod_{i=s+1}^p (P_{A_i} \Xi Q_{\tilde{B}_i} Z_{j_i}) \right).
\]

Now we repeat the argument for \((7.15)\). For \(s \leq p\), one can use the following formula similar to \((7.16)\). For any bounded function \(f\) and \(h\)

\[
E|h(P\Xi Q\Xi^c f)| \leq ||h||_\infty ||(\Xi^c f)||_2 \leq \sqrt{P(\Xi^c)} ||f||_\infty ||h||_\infty.
\]

Let

\[
h = \prod_{i=1}^{s-1} (P_{A_i}(\Xi) Z_{j_i, \tilde{B}_i}) \prod_{i=s+1}^p (P_{A_i} \Xi Q_{\tilde{B}_i} Z_{j_i}), \quad f = \tilde{Z}_{j_s, \tilde{B}_s}, \quad P = P_{A_s}, \quad Q = Q_{\tilde{B}_s}
\]

With the assumptions in \((7.4)\) and \((7.14)\), we know the sum over \(1 \leq s \leq p\) of r.h.s. of \((7.18)\) is bounded above by

\[
Y^p N^{Cp} \exp[-c(\log N)^{3/2}]p
\]

which can be neglected in proving \((7.17)\). For the main term, with \(s = p + 1\) in r.h.s. of \((7.18)\), using \((7.4)\) and \((7.14)\), we have

\[
E \prod_{\alpha=1}^p (P_{A_\alpha} \Xi Z_{j_\alpha, \tilde{B}_\alpha}) \leq (C\Upsilon)^p (C_0 \chi)^p \leq (C\Upsilon^p)^p \chi^p X^2,
\]

and this completes the proof of Lemma 7.3.

7.2. A stronger bound on \([Z]\). In this section we are going to apply Lemma 7.3 to prove a stronger bound on \([Z]\). We note that using \((2.19)\) and \((6.2)\), \(Z\) can be written as

\[
Z_i = Q_i \left[ -\frac{1}{G_{ii}} \right], \quad Q_i := 1 - P_i, \quad P_i := E_{x_i}.
\]

**Lemma 7.4.** Let \(Z_i = (G_{ii})^{-1}, P_i\) and \(Q_i\) defined as in \((7.19)\). We assume that \(\eta = \Xi z \geq N^{-C}\) for some \(C > 0\). Suppose there exists an even integer \(p\) and an event \(\Xi\), such that \(P(\Xi^c) \leq e^{-p(\log N)^{3/2}}\), and in \(\Xi\),

\[
\max_i |Q_i Z_i| \leq C\Upsilon \chi, \quad \frac{\Lambda_i(z)}{\min_i |G_{ii}(z)|} \leq C \chi \ll 1, \quad \min_i |G_{ii}(z)| \geq \Upsilon^{-1}, \quad p \leq \frac{C}{(\log N)\chi}
\]
where $\mathcal{X} \ll 1$ and $\mathcal{Y}$ are deterministic numbers. Then there exists $\Xi'$ with $P((\Xi')^c) \leq e^{-p}$ and in $\Xi$,

$$\left| \frac{1}{N} \sum_i Q_i Z_i \right| \leq C p^5 (\mathcal{X}^2 + N^{-1}) \mathcal{Y}.$$ (7.21)

**Proof of Lemma 7.4.** We are going to apply Lemma 7.3. The claim given in (7.21) will follow from (7.7) and Markov’s inequality. Using the hypothesis, one can easily verify (7.5) and (7.6) in the hypotheses of Lemma 7.3. It remains only to show that for $i \in A \subset \{1, 2 \cdots, N\}$ and $|A| \leq p$, there exist $Z_{i,A}$ and $\tilde{Z}_{i,A}$ such that

$$1(\Xi)(Q_A Z_i) = Z_{i,A} + 1(\Xi)Q_A(\Xi) \tilde{Z}_{i,A}, \quad Z_{i,A} \leq \mathcal{Y}(C \mathcal{X}|A|)^{|A|}, \quad \tilde{Z}_{i,A} \leq \mathcal{Y} N^{|A|}.$$ (7.22)

for some $C > 0$. By assumption, formula (7.22) holds when $A = \{i\}$. Thus we assume that $|A| \geq 2$. As in Lemma 5.1 in [10], let $A = A(H) = A(X^\dagger X)$ be a function of $X^\dagger X$, and define

$$(A)^{S,U} := \sum_{S \setminus U \subset V \subset S} (-1)^{|V|} A^{(V)}, \quad A^{(V)} := A((X^{(V)} \dagger (X^{(V)}))^\dagger),$$

for any $S, U \subset \{1, 2, \cdots, N\}$. Then we have

$$A = \sum_{U \subset S} (A)^{S,U}.$$ By definition, $(A)^{S,U}$ is independent of the $j$-th column of $X$, if $j \in S \setminus U$. Therefore,

$$Q_S A = Q_S (A)^{S,S}.$$ In our case,

$$Q_A Z_i = Q_i Q_A(\{i\}) Z_i = Q_A \left( \frac{1}{G_{ii}} \right)^{A \setminus \{i\}, A \setminus \{i\}}.$$ Now we choose

$$Z_{i,A} := 1(\Xi)Q_A \Xi \left( \frac{1}{G_{ii}} \right)^{A \setminus \{i\}, A \setminus \{i\}}, \quad \tilde{Z}_{i,A} := \left( \frac{1}{G_{ii}} \right)^{A \setminus \{i\}, A \setminus \{i\}}.$$
It is easy to prove the bound for $\tilde{Z}_{i,A}$ in (7.22) using its definition. For bounding $Z_{i,A}$, it remains only to prove that, for $2 \leq |A| \leq p_N$,

$$1(\Xi) \left( \frac{1}{G_{ii}} \right)^{A/(i),A/(i)} \leq \mathcal{Y}(C \mathcal{X}|A)|^{A|}.$$  \hfill (7.23)

To prove this, we first show that for $|T| \leq p$,

$$\max_{i,j \notin T} |G^{(T)}_{ij}| \leq C \max_{i,j} |G_{ij}|, \quad \min_{i \notin T} |G^{(T)}_{ii}| \geq c \min_{i} |G_{ii}|,$$  \hfill (7.24)

with the constants $C, c$ independent of $N, i, j$. We start from $|T| = 1$, i.e., $T = \{k\}$. First using (2.21) and the hypotheses of this lemma, we have

$$(G_{ii})^{-1} = \frac{-G_{ij}G_{ji}}{G_{ii}G_{jj}G^{(j)}_{ii}} + (G^{(j)}_{ii})^{-1} = (1 + O(\mathcal{X}^2))(G_{ii}^{(j)})^{-1},$$

$$|G_{ij}^{(k)}| = \left| G_{ij} - \frac{G_{ik}G_{kj}}{G_{kk}} \right| \leq \Lambda_0(1 + O(\mathcal{X})).$$

It follows that

$$\max_{i,j \neq k} |G^{(k)}_{ij}| \leq (1 + O(\mathcal{X})) \max_{i,j} |G_{ij}|, \quad \min_{i \neq k} |G^{(k)}_{ii}| \geq (1 - O(\mathcal{X})) \min_{i} |G_{ii}|.$$  \hfill (7.24)

Then using induction on $|T|$ and the assumption $\mathcal{X}p \ll 1$, we obtain the desired result (7.24). Now we return to prove (7.23) for the case $|A| = 2$. If $i \neq j$, using (2.21), (7.24) and (7.20), we have

$$\left( \frac{1}{G_{ii}} \right)^{j,j} = (G_{ii})^{-1} - (G_{ii}^{(j)})^{-1} = \frac{-G_{ij}G_{ji}}{G_{ii}G_{jj}G^{(j)}_{ii}} \leq O(\mathcal{Y}\mathcal{X}^2).$$

The general case has been proved in Lemma 5.11 of [10] (also see below), which gives that

$$\left( \frac{1}{G_{ii}} \right)^{A/(i),A/(i)} \leq (C|A|)\left|\frac{\max_{i,j \notin T,T \subset A/(i)} |G^{(T)}_{ij}|}{\min_{j \notin T,T \subset A/(i)} |G^{(T)}_{jj}|}\right|^{A|}.\right.$$  \hfill (7.20)

Together with (7.24) and (7.20), we obtain (7.23) for $|A| = 2$.

Finally we need to point out that the definition of $G_{ij}^{(V)}$ ($ij \notin V$) in [10] is different from the definition in our paper, although they are equivalent. We have

$$G^{(V)} = \left( (X^{(V)})^\dagger (X^{(V)}) - z \right)^{-1}$$
and [10] has

\[ G^{(V)} = (H^{(V)} - z)^{-1} \]

where \( H^{(V)} \) is the minor of \( H \) obtained by removing all \( i^{th} \) rows and columns of \( H \) indexed by \( i \in V \). But one can see that if \( H = X^\dagger X \) then \( H^{(V)} = (X^{(V)})^\dagger (X^{(V)}) \). Thus we finish the proof of Lemma 7.4.

Finally we give the proof of the main result of this section.

**Proof of Lemma 7.1.** It is a special case of Lemma 7.4 with \( \mathcal{X} = K\tilde{\Psi} \) and \( \mathcal{Y} = C \) for a constant \( C \) (possibly large, but independent of \( N \)). First, the bound \( \max_i |Q_iZ_i| \leq CYX \) is proved in (6.30). By assumption, if \( \Xi \subset \cap_{z \in S(L)} (\Gamma(z, K) \cap B_c(z)) \), then

\[ \Lambda_\omega, \Lambda_d \leq K\Psi \leq K\tilde{\Psi} = X \leq CK(N\eta)^{-1/2} \ll 1 \]

in \( \Xi \). Thus we obtain

\[ \frac{\Lambda_\omega(z)}{\min_i |G_{ii}(z)|} \leq CX \ll 1, \quad \min_i |G_{ii}(z)| \geq Y^{-1}. \]

Furthermore formula (7.1) and \( \eta \geq N^{-1} \varphi^L \) (since \( z \in S(L) \)) imply that \( p \leq C((\log N)X)^{-1} \) and the proof of Theorem 7.1 is finished.

**8. Strong Marcenko Pastur law and rigidity of eigenvalues.** In this section, our goal is to prove Theorem 3.1 and Theorem 3.3. Throughout this section, we will assume that \( \lim_{N \to \infty} d_N \in (0, \infty) \setminus \{1\} \).

Let us first give a brief sketch of the proof strategy for the main technical estimate (3.2). We will prove, by an induction on the exponent \( \tau \), that \( \Lambda(z) \leq (N\eta)^{-\tau} \) holds modulo logarithmic factors with high probability. Notice that we have already proved this statement for \( \tau = 1/4 \) in Theorem 6.1. Lemma 6.12 asserts that if this statement is true for some \( \tau \), then it also holds for \( \frac{1+\tau}{2} \) assuming a bound on \( [Z] \). Now, an application of Lemma 7.1 will yield that the required bound for \( [Z] \) holds with high probability. Repeating the induction step for \( O(\log \log N) \) times, we will obtain that \( \tau \) is essentially one, implying Theorem 3.1. However, we must keep track of the increasing logarithmic factors and the deteriorating probability estimates of the exceptional sets.

**8.1. Proof of Theorem 3.1.** We start by establishing (3.2) and (3.3).
Proof of (3.2) and (3.3). Without loss of generality, we assume $\zeta \geq 1$. Using Lemma 6.8 and Theorem 6.1, for any $\zeta > 0$, there exists $C_\zeta$ such that

$$\Xi_1 \subset \bigcap_{z \in S(C_\zeta)} B^c(z) \cap \Gamma(z, C_\zeta)$$

holds with $(\zeta + 4)$-high probability. Then from Lemma 6.11, we see that for $z \in S(3C_\zeta)$,

$$|D(m)(z)| \leq \varphi^{2C_\zeta} \Psi^2 + |[Z]|, \quad \text{in } \Xi_1. \quad (8.1)$$

Let $\Lambda_1 = 1$, so that $\Lambda \leq \Lambda_1$ in $\Xi_1$. Therefore, we can apply Lemma 7.1 with

$$p = p_1 = -\log[1 - \mathbb{P}(\Xi_1)]/(\log N)^2.$$

Without loss of generality, we can assume that $\mathbb{P}(\Xi_1)$ is not too close to 1; otherwise, we can replace $\Xi_1$ by a subset of itself. It follows that

$$p_1 = C \varphi^{C+4}/(\log N)^2.$$

We assume that $C_\zeta \geq 6\zeta$ and therefore (7.1) holds. Then (7.2) gives that, for $z \in S(3C_\zeta)$, there exists $\Xi_2$ such that

$$\Xi_2 \subset \Xi_1, \quad \mathbb{P}(\Xi_2) = 1 - e^{-p_1}$$

and

$$|[Z]| \leq \varphi^{2C_\zeta + 11\zeta} \Psi_1^2, \quad \Psi_1 := \sqrt{\frac{3 m_w + \Lambda_1}{N \eta}}, \quad \text{in } \Xi_2. \quad (8.2)$$

Since in $\Xi_2 \subset \Xi_1$, by (8.2), $\Lambda \leq \Lambda_1$ and thus $\Psi \leq \Psi_1$ in $\Xi_2$, and consequently

$$|D(m)(z)| \leq \varphi^{2C_\zeta + 11} \frac{3 m_w + \Lambda_1}{N \eta}, \quad \text{in } \Xi_2. \quad (8.3)$$

Then applying Lemma 6.12, (6.44) shows that, for $z \in S(3C_\zeta)$,

$$\Lambda(z) \leq \Lambda_2(z) := \varphi^{C_\zeta + 6\zeta} \Lambda_1^{1/2} (N \eta)^{-1/2}, \quad \text{in } \Xi_2.$$

Now the proof proceeds via iterating the above process. Indeed, by choosing

$$p_2 = -\log[1 - \mathbb{P}(\Xi_2)]/(\log N)^2 = C \varphi^{C+4}/(\log N)^4$$
we deduce that there exists $\Xi_3$ such that
\[ \Xi_3 \subset \Xi_2, \quad \mathbb{P}(\Xi_3) = 1 - e^{-p^2} \]
and, for $z \in S(3C_\zeta)$,
\[ \Lambda(z) \leq \Lambda_3(z) := \varphi^{C_\zeta} \lambda_2^{1/2}(N\eta)^{-1/2} \leq \varphi^{2C_\zeta+12\zeta}(N\eta)^{-3/4}, \quad \text{in } \Xi_3. \]
We iterate this process $K$ times, $K := \log \log N/ \log 1.9$. For $k \leq K$, we infer that for some $\Xi_k \subset \Xi_{k-1}$,
\[ \mathbb{P}(\Xi_k) = 1 - e^{-p_k} \]
where
\[ p_k = -\log(1 - \mathbb{P}(\Xi_{k-1}))/\log N = C\varphi^{\zeta+1}/(\log N)^{2k} \geq \varphi \]
and, for $z \in S(3C_\zeta)$,
\[ \Lambda(z) \leq \Lambda_{k+1}(z) := \varphi^{C_\zeta} \lambda_k^{1/2}(N\eta)^{-1/2} \leq \varphi^{2C_\zeta+12\zeta}(N\eta)^{-1+(1/2)^k}, \quad \text{in } \Xi_{k+1}. \]
Note that
\[ N^{(1/2)^k} \leq \varphi. \]
Thus for $k = K$ and $z \in S(3C_\zeta)$, the bound
\[ \Lambda(z) \leq \Lambda_{k+1}(z) \leq \varphi^{2C_\zeta+12\zeta}(N\eta)^{-1+(1/2)^K} \leq \varphi^{2C_\zeta+12\zeta+1}(N\eta)^{-1} \] (8.4)
holds with $\zeta$-high probability and this completes the proof of (3.2). Furthermore, since $\Xi_{K+1} \subset \Xi_1$ with (8.1), we obtain (3.3). \hfill \Box

Next we assume (3.4) holds and prove (3.5) first.

**Proof of (3.5).** Using (3.3), we have for any $i$,
\[ \max_{\lambda_-/5 \leq E \leq 5\lambda_+} \Re G_{ii}(E + i\varphi^{C_\zeta}N^{-1}) \leq C. \] (8.5)
By definition,
\[ \Re G_{ii} = \sum_{\alpha} \frac{|v_{\alpha}(i)|^2 \eta}{(\lambda_{\alpha} - E)^2 + \eta^2}. \]
Then choosing $E = \lambda_\alpha$ and $\eta = \varphi^{C_\zeta}N^{-1}$, using (8.5), we deduce that for any index $\alpha$
\[ |v_{\alpha}(i)|^2 \leq \eta = \varphi^{C_\zeta}N^{-1} \]
which implies (3.5). Here formula (3.4) guarantees that $\lambda_-/5 \leq E \leq 5\lambda_+$. \hfill \Box
Now to establish Theorem 3.1 all that remains is the proof of (3.4) which we give below.

**Proof of (3.4).** The proof proceeds via taking the following four steps.

- **Step 1:** For any \( \zeta > 0 \), there exists some \( D_\zeta > 0 \) such that
  \[
  \max \{ \lambda_j : \lambda_j \leq 5 \lambda_+ \} \leq \lambda_+ + N^{-2/3} \varphi^{4D_\zeta}
  \]
  and
  \[
  \min \{ \lambda_j : \lambda_j \geq 1_d > 1/5 \lambda_+ \} \geq \lambda_- - N^{-2/3} \varphi^{D_\zeta}
  \]
  hold with \( \zeta \)-high probability.

- **Step 2:** Recall \( n(E) \) and \( n_c(E) \) from (2.12) and (2.13). We will show that
  \[
  \left| (n(E_1) - n(E_2)) - (n_c(E_1) - n_c(E_2)) \right| \leq \frac{C(\log N) \varphi^{C\zeta}}{N}, \quad E_1, E_2 \in [1_d > 1/4, 4\lambda_+]
  \]
  which implies that
  \[
  \# \{ j : \lambda_j \notin [1_d > 1/5, 5\lambda_+] \} \leq \varphi^{C\zeta}.
  \]
  (8.7)
  We note that though we need only (8.7) for (3.4), but (8.6) will be used later to prove Theorem 3.3.

- **Step 3:** Next, using the above two steps we will show that \( \max \lambda_j \leq 5 \lambda_+ \), with \( \zeta \)-high probability. This step will imply (3.4) in the case \( d < 1 \).

- **Step 4:** Finally, we show that, for \( d > 1 \), i.e., \( N > M \), we have \( \lambda_M \geq \lambda_- / 5 \), with \( \zeta \)-high probability.

Step 1 of proof of (3.4): By repeating the iteration in the proof of (3.4) one more time, i.e., replacing \( \Lambda_1 \) in (8.3) with \( \Lambda_{k+1} \) in (8.4), we obtain

\[
|\mathcal{D}(m)(z)| \leq \varphi^{C\zeta} \frac{3 m_c + \frac{1}{N\eta}}{N\eta}
\]

for some large \( C_\zeta \). From (6.43) again, we obtain that for some \( D_\zeta \geq 1 \)

\[
\Lambda(z) \leq \varphi^{D_\zeta} \frac{\delta}{\sqrt{K + \eta + \delta}}, \quad \delta := \left( \frac{3 m_c + \frac{1}{(N\eta)^2}}{N\eta} \right)
\]

(8.8)

For any \( E \) such that \( E \geq \lambda_+ + N^{-2/3} \varphi^{4D_\zeta} \), and

\[
\eta := \varphi^{-D_\zeta} N^{-1/2} \kappa^{1/4}, \quad \kappa = E - \lambda_+
\]
Thus $\kappa \geq N^{-2/3} \varphi^{4D\zeta}$, it is easy to check that
\begin{equation}
\kappa \gg \varphi^{D\zeta} \eta, \quad N\eta \sqrt{\kappa} \gg \varphi^{D\zeta}, \quad \frac{\sqrt{\kappa}}{N\eta^2} \gg 1 . \tag{8.9}
\end{equation}

Using (6.17) and (8.9), we have
\begin{equation}
\Im m_c(z) = C \frac{\eta}{\sqrt{\kappa}} \tag{8.10}
\end{equation}
which implies
\[\delta \leq C \frac{1}{N \sqrt{\kappa} \eta} + (N\eta)^{-2} .\]

Therefore, $\kappa \geq \delta$. Together with (8.8) and (8.9), we have
\[\Lambda(z) \leq C \varphi^{D\zeta} \left( \eta \frac{1}{\sqrt{\kappa}} + \frac{1}{N\eta \sqrt{\kappa}} \right) \frac{1}{N\eta} \ll \frac{1}{N\eta} .\]

Combining (8.10) and the last inequality of (8.9) yields
\[\exists m_c(z) \ll \frac{1}{N\eta}\]
and therefore we can conclude that
\[\exists m(z) \ll \frac{1}{N\eta} .\]

Note that if $\Im m(z) < (2N\eta)^{-1}$ (recall $z = E + i\eta$), then the number of the eigenvalues in the interval $[E - \eta, E + \eta]$ is zero, which is implied by the following observation
\begin{equation}
\Im m(z) = \frac{1}{N} \sum_{\alpha} \frac{\eta}{(\lambda_{\alpha} - E)^2 + \eta^2} \geq \sum_{\alpha : |\lambda_{\alpha} - E| \leq \eta} \frac{1}{2N\eta} . \tag{8.11}
\end{equation}

Since $\Im m(z) \ll \frac{1}{N\eta}$ holds for any $E \geq \lambda_+ + N^{-2/3} \varphi^{AD\zeta}$, we have proved that for any $\zeta > 0$, there exists some $D\zeta > 0$ such that
\[\max\{\lambda_j : \lambda_j \leq 5\lambda_+\} \leq \lambda_+ + N^{-2/3} \varphi^{AD\zeta}\]
holds with $\zeta$-high probability. An analogous bound for the smallest eigenvalue can be proved similarly.
Step 2 of proof of (3.4): The proof is similar to that of Theorem 2.2 in [18]. The strategy is to translate the information on the Stieltjes transform obtained in Theorem 3.1 to prove (8.6) on the location of the eigenvalues.

In the following lemma, $A_1, A_2$ represent two numbers with $|A_1 + A_2| \leq O(1)$. For any $E_1, E_2 \in [A_1, A_2]$, and $\eta = N^{-1}$ we define

$$ f(\lambda) := f_{E_1, E_2, \eta}(\lambda) $$

to be the characteristic function of $[E_1, E_2]$ smoothed on scale $\eta$, i.e., $f \equiv 1$ on $[E_1 + \eta, E_2 - \eta]$, $f \equiv 0$ on $\mathbb{R} \setminus [E_1, E_2]$ and $|f'| \leq C\eta^{-1}, |f''| \leq C\eta^{-2}$.

**Lemma 8.1.** Let $\rho^{\Delta}$ be a signed measure on the real line and $m^{\Delta}$ be the Stieltjes transform of $\rho^{\Delta}$. Suppose for some positive number $U$ (which may depend on $N$) we have

$$ |m^{\Delta}(x + iy)| \leq \frac{CU}{Ny} \quad \text{for} \quad y < 1, \quad x \in [A_1, A_2]. \quad (8.12) $$

Then

$$ \left| \int_{\mathbb{R}} f_{E_1, E_2, \eta}(\lambda) \rho^{\Delta}(\lambda)d\lambda \right| \leq \frac{CU|\log \eta|}{N}. \quad (8.13) $$

**Proof of Lemma 8.1:** For notational simplicity, we drop the $\Delta$ superscript in the proof. Let $\chi(y)$ be a smooth cutoff function with support in $[-1,1]$, with $\chi(y) = 1$ for $|y| \leq 1/2$ and with bounded derivatives. Using Helffer-Sjostrand functional calculus, we obtain

$$ f(\lambda) = \frac{1}{2\pi} \int_{\mathbb{R}^2} \frac{iyf''(x)\chi(y) + i(f(x) + iyf'(x))\chi'(y)}{\lambda - x - iy} dx dy. $$

Since $f$ and $\chi$ are real,

$$ \left| \int f(\lambda) \rho(\lambda)d\lambda \right| \leq C \int_{\mathbb{R}^2} (|f(x)| + |y||f'(x)||\chi'(y)||m(x + iy)| dx dy $$

$$ + C \left| \int_{|y| \leq \eta} \int_{\mathbb{R}} yf''(x)\chi(y) \Im m(x + iy) dx dy \right| $$

$$ + C \left| \int_{|y| \geq \eta} \int_{\mathbb{R}} yf''(x)\chi(y) \Im m(x + iy) dx dy \right|. \quad (8.14) $$

Using (8.12), the first term can be estimated as

$$ \int_{\mathbb{R}^2} (|f(x)| + |y||f'(x)||\chi'(y)||m(x + iy)| dx dy \leq CU. \quad (8.15) $$
For the second term in r.h.s. of (8.14), notice that from (8.12) it follows that, for any $0 < y \leq 1$,
\[ y| \Im m(x + iy) | \leq CU. \]  
(8.16)

With $|f''| \leq C\eta^{-2}$ and
\[ \text{supp} f'(x) \subset \{|x - E_1| \leq \eta\} \cup \{|x - E_2| \leq \eta\}, \]  
(8.17)

we get
\[ \left| \int_{|y| \leq \eta} \int yf''(x)\chi(y) \Im m(x + iy) dx dy \right| \leq CU. \]
Now we integrate the third term in (8.14) by parts first in $x$, then in $y$. Then we bound it in absolute value by
\begin{align*}
C \int_{\mathbb{R}} \eta|f'(x)||\Re m(x + i\eta)| dx &+ C \int_{\mathbb{R}^2} y|f'(x)\chi'(y)| \Re m(x + iy)| dx dy \\
+ \frac{C}{\eta} \int_{\eta \leq y \leq 1} \int_{\text{supp} f'} |\Re m(x + iy)| dx dy.
\end{align*}

(8.18)

By using (8.12) and (8.17) in the first term, (8.15) in the second and (8.12) in the third, we have
\[ (8.18) \leq CU + C Ud^{-1} \int_{\text{supp} f'} dx \int_{\eta \leq y \leq 1} \frac{1}{yN} dy \leq CU|\log \eta|. \]

This finishes the proof of Lemma 8.1.

We will apply Lemma 8.1 with $[A_1, A_2] \subset [\frac{1}{d + 1}\lambda_\wedge /4, 4\lambda_\wedge]$ and the signed measure $\varrho^\Delta$ equal to the difference of the empirical density and the MP law:
\[ \varrho^\Delta(d\lambda) = \varrho(d\lambda) - \varrho_c(d\lambda), \quad \varrho(d\lambda) := \frac{1}{N} \sum_i \delta(\lambda_i - \lambda). \]

Now we prove that (8.6) holds. By Theorem 3.1, if $y \geq y_0 := \varphi^{C\zeta}/N$, the assumptions of Lemma 8.1 hold for the difference $m^\Delta = m - m_c$ and $U = \varphi^{C\zeta}$. For $y \leq y_0$, set $z = x + iy$, $z_0 = x + iy_0$ and estimate
\[ |m(z) - m_c(z)| \leq |m(z_0) - m_c(z_0)| + \int_{y_0}^{y_0} \left| \partial_\eta (m(x + i\eta) - m_c(x + i\eta)) \right| d\eta. \]  
(8.19)
Note that

\[
|\partial_\eta m(x + i\eta)| = \left| \frac{1}{N} \sum_j \partial_\eta G_{jj}(x + i\eta) \right| \\
\leq \frac{1}{N} \sum_{jk} |G_{jk}(x + i\eta)|^2 = \frac{1}{N\eta} \sum_j \Im G_{jj}(x + i\eta) = \frac{1}{\eta} \Im m(x + i\eta),
\]

and similarly

\[
|\partial_\eta m_c(x + i\eta)| = \left| \int \frac{g_c(s)}{(s - x - i\eta)^2} ds \right| \leq \int \frac{g_c(s)}{|s - x - i\eta|^2} ds = \frac{1}{\eta} \Im m_c(x + i\eta).
\]

Now we use the fact that the functions \( y \to y \Im m(x + iy) \) and \( y \to y \Im m_W(x + iy) \) are monotone increasing for any \( y > 0 \) since both are Stieltjes transforms of a positive measure. Therefore the integral in (8.19) can be bounded by

\[
\int_y^{y_0} \frac{d\eta}{\eta} [\Im m(x + i\eta) + \Im m_W(x + i\eta)] \leq y_0 [\Im m(z_0) + \Im m_W(z_0)] \int_y^{y_0} \frac{d\eta}{\eta^2}. \tag{8.20}
\]

By definition, \( \Im m_c(x + iy_0) \leq |m_c(x + iy_0)| \leq C \). By the choice of \( y_0 \) and Theorem 3.1, we have

\[
\Im m(x + iy_0) \leq \Im m_c(x + iy_0) + \frac{\varphi^C}{N y_0} \leq C \tag{8.21}
\]

with \( \zeta \)-high probability for any \( \zeta > 0 \). Together with (8.20) and (8.19), this proves that (8.12) holds for \( y \leq y_0 \) as well if \( U \) is increased to \( U = C \varphi^C \zeta \).

The application of Lemma 8.1 shows that, for any \( \eta \geq 1/N \),

\[
\left| \int_R f_{E_1, E_2, \eta} \varphi(\lambda) \varrho(\lambda) d\lambda - \int_R f_{E_1, E_2, \eta} \varphi_c(\lambda) \varrho_0(\lambda) d\lambda \right| \leq \frac{C (\log N) \varphi^C \zeta}{N}. \tag{8.22}
\]

Using the fact \( y \to y \Im m(x + iy) \) is monotone increasing for any \( y > 0 \), we now use (8.21) to deduce a crude upper bound on the empirical density. Indeed, for any interval \( I := [x - \eta, x + \eta] \), with \( \eta = 1/N \), we have

\[
\mathbb{n}(x + \eta) - \mathbb{n}(x - \eta) \leq C\eta \Im m(x + i\eta) \leq Cy_0 \Im m(x + iy_0) \leq \frac{C \varphi^C \zeta}{N}. \tag{8.23}
\]

Formulas (8.22) and (8.23) yield (8.6) and we have achieved Step 2.
Step 3 of proof of (3.4): Now we prove \( \lambda_1 \leq 5\lambda_+ \) holds with \( \zeta \)-high probability. Note that there is nothing special about the number 5 and below we show that some large \( K \),

\[
\lambda_1 \leq K\lambda_+
\]

with \( \zeta \)-high probability. Let

\[
z = E + i\eta, \quad E \geq K\lambda_+, \quad \eta = EN^{-2/3}.
\] (8.24)

With (8.6) and choosing \( E_1 = \lambda_+ \) and \( E_2 = K\lambda_+ \), we have proved that there are at least \( \varphi^{O(1)} \) eigenvalues larger than \( K\lambda_+ \). Then by definition,

\[
\Im m(T) \leq \frac{C\eta}{E^2} + \frac{\varphi C\zeta}{N\eta}, \quad |\Re m(T)| \leq CE^{-1} + \frac{\varphi C\zeta}{N\eta} \leq O(E^{-1}),
\] (8.25)

for any index set \( T \) with \(|T| = O(1)\). Now using the large deviation lemma, as in (6.27) and (6.30), we have

\[
|Z_i| \leq |E| \left( E^{-1}N^{-1/2} + \frac{\varphi C\zeta}{N\eta} \right), \quad \langle x_i, G^{(i,j)} x_j \rangle \leq E^{-1}N^{-1/2} + \frac{\varphi C\zeta}{N\eta}.
\] (8.26)

First we estimate \( G_{ii} \), with (2.19), (6.2) and (6.28),

\[
|G_{ii}| = |1 - z - d - z d m^{(i)}(z) - Z_i|^{-1}
\]

and

\[
\frac{1}{2}E^{-1} \leq |G_{ii}| \leq 2E^{-1}
\] (8.27)

where we used (8.25), (8.26), \( \eta = EN^{-2/3} \) and the fact \( K \) is large enough. Similarly for \( G_{ij} \), from (2.20) and (6.27) it follows that

\[
|G_{ij}| \leq E^{-1} \left( \frac{\varphi C\zeta}{N\eta} + E^{-1}N^{-1/2} \right).
\] (8.28)

Furthermore with (2.21) and (2.20),

\[
|m^{(i)} - m| = \frac{1}{N} \left| \sum_j G_{ji} G_{ij} \right| \leq E^{-1} \left| \frac{\varphi C\zeta}{N\eta} + E^{-1}N^{-1/2} \right|^2.
\]
Using these bounds,
\[ G_{ii} = \frac{1}{1 - z - d - z d m} + O(m^{(i)} - m) + \frac{Z_i}{(1 - z - d - z d m)^2} + E^{-3}O(Z_i^2) \]
and
\[ m = \frac{1}{N} \sum_i G_{ii} = \frac{1}{1 - z - d - z d m} + O(E^{-1}) \left( \frac{C_\zeta}{N\eta} + E^{-1}N^{-1/2} \right)^2 + O(E^{-2}[Z]) \tag{8.29} \]
Since \(|\Re(1 - z - d - z d m)| \geq |\Im(1 - z - d - z d m)|\),
\[ \Re \frac{1}{1 - z - d - z d m} \leq CE^{-2}\eta + \frac{1}{2} \Re m(z) \tag{8.30} \]
Together with (8.29) and (8.26), with \(\zeta\)-high probability,
\[ \Re m(z) \leq CE^{-2}\eta + E^{-1} \left( \frac{C_\zeta}{N\eta} + E^{-1}N^{-1/2} \right) = \left( \frac{N\eta^2}{E^2} + \frac{\eta N^{1/2}}{E^2} + \frac{C_\zeta}{E} \right) \frac{1}{N\eta} \tag{8.31} \]
If \(E \geq N^\varepsilon\) for some \(\varepsilon > 0\), with \(\zeta\)-high probability we have
\[ \Re m \leq \frac{1}{N\eta} \tag{8.32} \]
From the observation made in (8.11), it follows that there are no eigenvalues in the interval \([E - \eta, E + \eta]\) with \(\zeta\)-high probability, or equivalently there are no eigenvalues larger than \(N^\varepsilon\) with \(\zeta\)-high probability.

Now, it only remains to prove (8.32) for \(K\lambda_+ \leq E \leq N^\varepsilon\). Using the above result, \(\max_j \lambda_j \leq N^\varepsilon\), with \(\zeta\)-high probability we have
\[ |G_{ii}| \geq N^{-2\varepsilon} \]
Therefore, applying (7.21) and (7.19) with \(\mathcal{X} = N^\varepsilon \left( N^{-1/2} + C_\zeta \right)\), \(\mathcal{Y} = N^{2\varepsilon}\) and \(p = N^\varepsilon\) and by using (8.24), (8.28), (8.26), (8.27), we have
\[ ||Z|| \leq N^{C_e} \left( N^{-1/2} + \frac{C_\zeta}{N\eta} \right)^2 \]
Inserting this in (8.29), with (8.25), (8.30), we obtain that the conclusion (8.32) with \(\zeta\)-high probability for \(K\lambda_+ \leq E \leq N^\varepsilon\). Again using (8.11), we deduce that there are no eigenvalues...
located in the interval \([K\lambda_+, N^\varepsilon]\) with \(\zeta\)-high probability. Thus we have achieved Step 3.

Step 4 of proof of (3.4): Now we prove the last component of the proof for (3.4), \(i.e.,\) in the case of \(d > 1\) and thus \(N > M\), we have \(\lambda_M \geq \lambda_-/5\). As remarked earlier, it remains only to prove that for some large \(K\), the following bound holds with \(\zeta\)-high probability,

\[
\lambda_M \geq \lambda_-/K.
\] (8.33)

Recall \(\mathcal{G} = (XX^\dagger - z)^{-1}\). Let

\[
z = E + i\eta, \quad 0 \leq E \leq \lambda_-/K, \quad \eta = N^{-1/2-\varepsilon}
\] (8.34)

for some small enough \(\varepsilon > 0\). Recall we have proved that among \(\lambda_i, i \leq M\), there are at least \(\varphi \mathcal{O}(1)\) eigenvalues less than \(\lambda_-\). Then for some \(C, c \geq 0\)

\[
\exists \frac{1}{N} \text{Tr} \mathcal{G}(z) \leq C\eta + \frac{\varphi \zeta}{N\eta}, \quad c \leq \Re \frac{1}{N} \text{Tr} \mathcal{G}(z) \leq C.
\] (8.35)

In the above, the term \(\frac{\varphi \zeta}{N\eta}\) is contributed by these \(\varphi \mathcal{O}(1)\) eigenvalues. Using Cauchy’s interlacing theorem of eigenvalues, it is easy to see that (8.35) also holds for \(\mathcal{G}^{(T)}\) for \(|T| = \mathcal{O}(1)\).

Using the large deviation lemma, with \(\zeta\)-high probability,

\[
|Z_i| \leq |z| \left( N^{-1/2} + \frac{\varphi \zeta}{N\eta} \right) \leq |z| N^{-1/2+2\varepsilon}, \quad \langle x_i, \mathcal{G}^{(ij)} x_j \rangle \leq N^{-1/2} + \frac{\varphi \zeta}{N\eta} \leq N^{-1/2+2\varepsilon}.
\] (8.36)

First using (2.19), we obtain,

\[
G_{ii} = \left( -z - z d \frac{1}{N} \text{Tr} \mathcal{G}^{(i)}(z) - Z_i \right)^{-1}.
\] (8.37)

Then using (8.35) we deduce that with \(\zeta\)-high probability,

\[
c|z|^{-1} \leq |G_{ii}| \leq C|z|^{-1}.
\] (8.38)

Similarly from (2.20), it follows that with \(\zeta\)-high probability,

\[
|G_{ij}| \leq |z|^{-1} N^{-1/2+C\varepsilon}.
\] (8.39)

We have

\[
\text{Tr} \mathcal{G}^{(i)}(z) - \text{Tr} \mathcal{G}^{(i)}(z) = \frac{M - N + 1}{z} = \text{Tr} \mathcal{G}(z) - \text{Tr} \mathcal{G}(z) + \frac{1}{z}.
\]
Together with (8.37),
\[ G_{ii} = \left( -z - z d \frac{1}{N} \text{Tr} G(z) - z d \left( m^{(i)} - m - \frac{1}{N} z \right) - Z_i \right)^{-1} . \]

Using the bound (see (8.35)),
\[ c|z| \leq | - z - z d \frac{1}{N} \text{Tr} G(z) | \leq C|z| , \]

Equation (8.36) and \(|m^{(i)} - m| \leq (N\eta)^{-1}\), we take the average of \(G_{ii}\) and use Taylor expansion to obtain (similar to (8.29))
\[ m = \frac{1}{1 - z - d - z d m(z)} + \delta , \tag{8.40} \]
\[ \delta := |z|^{-1}O \left( \frac{1}{N} \sum_i (m^{(i)} - m) - (Nz)^{-1} \right) + |z|^{-2}O([Z]) + |z|^{-1}O(N^{-1+C\varepsilon}) \]

with \(\zeta\)-high probability. Similarly, by estimating the difference \(G_{ii} - G_{jj}\), we have
\[ |G_{ii} - m| \leq |z|^{-1}N^{-1/2+C\varepsilon} \tag{8.41} \]

with \(\zeta\)-high probability. First for the term \(m^{(i)} - m\) in (8.40), using (2.21), (8.38) and (8.41), we have
\[ m^{(i)} - m = -\frac{1}{N} \sum_j G_{ij} G_{ij} = -\frac{1}{N} G_{ii}^2 + \frac{1}{N} G_{ii}^2 m + O(|z|N^{-3/2+C\varepsilon}) \left| (G^2)_{ii} \right| . \]

Averaging \(m^{(i)} - m\), we obtain that
\[ \frac{1}{N} \sum_i (m^{(i)} - m) = -\frac{1}{N^2} \text{Tr}[G^2] m + O(|z|N^{-5/2+C\varepsilon}) \sum_i \left| (G^2)_{ii} \right| . \tag{8.42} \]

Since we have proved that there are at least \(\varphi^{O(1)}\) non-zero eigenvalues less than \(0.9\lambda_-\), then under (8.34), with \(\zeta\)-high probability
\[ \text{Tr}[G^2] = \sum_{\alpha} \frac{1}{(\lambda_{\alpha} - z)^2} = \frac{N - M}{z^2} + O(\varphi^{C\zeta}) \eta^{-2} + O(N) . \tag{8.43} \]

These three terms come from zero eigenvalues, small eigenvalues (which are less than \(0.9\lambda_-\)) and the eigenvalues in the interval \([\lambda_-, \lambda_+]\) respectively. We denote the three terms appearing
in the r.h.s. of (8.43) as $T_0$, $T_s$ and $T_n$ respectively. Similarly, we have (note that here $z \leq O(1)$ is small enough)

$$Nm = \text{Tr}[G] = \frac{N - M}{-z} + O(\varphi \zeta \eta^{-1}) + O(N) = \frac{N - M}{-z} (1 + O(z)) \quad (8.44)$$

with $\zeta$-high probability and

$$\left| (G^2)_{ii} \right| \leq \sum_{\alpha} \frac{|u_{\alpha}(i)|^2}{(\lambda_{\alpha} - z)^2} \leq C \sum_{\alpha \in T_0} \frac{|u_{\alpha}(i)|^2}{|z|^2} + C \sum_{\alpha \in T_s} \frac{|u_{\alpha}(i)|^2}{\eta^2} + C \sum_{\alpha \in T_n} |u_{\alpha}(i)|^2 .$$

The last bound implies that

$$\sum_i \left| (G^2)_{ii} \right| \leq C \frac{N}{|z|^2} + O(\varphi \zeta \eta^{-2}) + O(N) .$$

Together with (8.42), we have

$$\frac{1}{N} \sum_i (m^{(i)} - m) = -\frac{1}{N^2} \frac{\text{Tr}(G^2)}{m} + O(|z|^{-1}N^{-3/2+C\epsilon}) . \quad (8.45)$$

Dividing (8.43) by $Nm$ (see (8.44)), for $|z|$ small enough, we have

$$\frac{\text{Tr}(G^2)}{Nm} = -\frac{1}{z} + O(zN^{2\epsilon}) + O(1) . \quad (8.46)$$

Recall $\delta$ from (8.40). Now combining (8.45) and (8.46) with (8.40), we obtain

$$\delta \leq O \left( |z|^{-2}N^{-3/2+C\epsilon} + |z|^{-1}N^{-1+C\epsilon} \right) + |z|^{-2}O([Z]) . \quad (8.47)$$

Now we apply Lemma 7.4 (with $\mathcal{X} = N^{-1/2+C\epsilon}$, $\mathcal{Y} = C|z|$ and $p = N^{\epsilon}$) to estimate $[Z]$. Using Lemma 7.4, (8.36), (8.38) and (8.39), we get

$$|z|^{-2}[Z] \leq |z|^{-1}N^{-1+C\epsilon} .$$

Combining the above with (8.47) gives

$$\delta \leq O \left( |z|^{-2}N^{-3/2+C\epsilon} + |z|^{-1}N^{-1+C\epsilon} \right) . \quad (8.48)$$

Using (8.40) and the definition of $m_c$,

$$m - m_c = \frac{1}{1 - z - d - z d m(z)} - \frac{1}{1 - z - d - z d m_c(z)} + \delta$$
which implies that
\[
\frac{zd}{(1 - z - d - z d m(z))(1 - z - d - z d m_c(z))} - 1 \right) (m - m_c) = \delta .
\]
As above, we have \( c |z| \leq |1 - z - d - z d m(z)|, |1 - z - d - z d m_c(z)| \leq C |z| \) for all \( |z| \leq \varepsilon_0 \)
for a constant \( \varepsilon_0 \) independent of \( N \). Therefore, we have
\[
|m - m_c| \leq |z\delta| .
\]
Using (8.48), we have
\[
|m - m_c| \leq O \left( |z^{-1}| N^{-3/2 + C\varepsilon} + N^{-1 + C\varepsilon} \right) \ll (N\eta)^{-1} .
\]
Furthermore, it is easy to prove that
\[
\Im \left( m_c - \frac{1 - d^{-1}}{-z} \right) = O(\eta) \ll (N\eta)^{-1} .
\]
Together with \( \Tr G = \Tr G - z^{-1}(N - M) \), we obtain
\[
\Im \Tr G(z) \ll \frac{1}{\eta}
\]
with \( \zeta \)-high probability. As in (8.11), we have \( \lambda_\alpha \notin [E - \eta, E + \eta] \) for \( E \in [0, \lambda_-/K] \) with
large enough \( K = O(1) \) obtaining (8.33). This completes step 4 and we have thus proved
(3.4). \( \square \)

Thus we have verified (3.2), (3.2), (3.4) and (3.5) and have finished the proof of Theorem
3.1.

8.2. Proof of Theorem 3.3. We confirm formulas (3.7) and (3.6) separately.

Proof of (3.7). Recall (8.6) and the fact that there is no eigenvalue in \((0, \lambda_-/4] \cup
[4\lambda_+, +\infty]\). We deduce that
\[
\max_{E \in \mathbb{R}} \left| n(E) - n_c(E) \right| \leq \frac{C(\log N) \varphi \zeta}{N}
\]
holds with \( \zeta \)-high probability. The supremum over \( E \) is a standard argument for extremely
small events and we omit the details. \( \square \)

Now we give the proof of (3.6).
Proof of (3.6). The proof is very similar to the one for generalized Wigner matrix obtained in formula (2.25) of [18]. For the reader’s sake, we reproduce that argument below. By symmetry, we assume that $1 \leq j \leq N/2$ and set $E = \gamma_j$, $E' = \lambda_j$. Also $t_N = (\log N)\varphi^C\gamma$ for compactness of notation. From (8.49) we have

$$n_c(E) = n(E') = n_c(E') + O(t_N/N). \quad (8.50)$$

Clearly $E \geq \lambda_C := (\lambda_+ + 3\lambda_-)/4$, and using (8.49) we see that $E' \geq \lambda_C$ also holds with $\zeta$-high probability. First, using (3.4) and

$$n_c(x) \sim (\lambda_+ - x)^{3/2}, \text{ for } \lambda_C \leq x \leq \lambda_+, \quad (8.51)$$

or equivalently,

$$n_c(E) = n_c(\gamma_j) = \frac{j}{N} \sim (\lambda_+ - E)^{3/2},$$

we know that (3.6) holds (possibly with a larger constant) if

$$E, E' \geq \lambda_+ - t_N N^{-2/3}.$$  

Hence, we can assume that one of $E$ and $E'$ is in the interval $[\lambda_C, \lambda_+ - t_N N^{-2/3}]$. With (8.51), this assumption implies that at least one of $n_c(E)$ and $n_c(E')$ is larger than $t_N^{3/2}/N$. Inserting this information into (8.50), we obtain that both $n_c(E)$ and $n_c(E')$ are positive and

$$n_c(E) = n_c(E') \left[1 + O(t_N^{-1/2})\right],$$

and in particular, $\lambda_+ - E \sim \lambda_+ - E'$. Using the fact that $n'_c(x) \sim (\lambda_+ - x)^{1/2}$ for $\lambda_C \leq x \leq \lambda_+$, we obtain that $n'_c(E) \sim n'_c(E')$, and in fact $n'_c(E)$ is comparable with $n'_c(E'')$ for any $E''$ between $E$ and $E'$. Then with Taylor’s expansion, we have

$$|n_c(E') - n_c(E)| \leq C|n'_c(E)||E' - E|. \quad (8.52)$$

Since $n'_c(E) = g_c(E) \sim \sqrt{\kappa}$ and $n_c(E) \sim \kappa^{3/2}$, moreover, by $E = \gamma_j$ we also have $n_c(E) = j/N$, we obtain from (8.50) and (8.52) that

$$|E' - E| \leq \frac{C|n_c(E') - n_c(E)|}{n'_c(E)} \leq \frac{Ct_N}{N n'_c(E)} \leq \frac{Ct_N}{N(n_c(E))^{1/3}} \leq \frac{Ct_N}{N^{2/3} j^{1/3}},$$

which proves (3.6), again with a larger constant. \hspace{1cm} \square

We have proved (3.6) and (3.7) and the proof of Theorem 3.3 is finished.
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