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Abstract

We find a class of non-supersymmetric multi-center solutions of the STU model of five-dimensional ungauged supergravity. The solutions are determined by a system of linear equations defined on a four-dimensional Kähler manifold with vanishing Ricci scalar and a \( U(1) \) isometry. The most general class of such Kähler manifolds was studied by LeBrun and they have non-trivial 2-cycles that can support the topological fluxes characteristic of bubbled geometries. After imposing an additional \( U(1) \) symmetry on the base we find explicit multi-center supergravity solutions. We show that there is an infinite number of regular multi-center solutions with non-trivial topology that are asymptotic to the near-horizon limit of a BMPV black hole.
1 Introduction

The construction of microstate geometries for black holes and black rings is now a fairly well developed subject. The defining idea of such geometries is that they have the same asymptotics...
at infinity as a given black hole or black ring and yet the solutions are completely smooth and, as a consequence, they resolve the black-hole or black-ring singularity into smooth “bubbled geometries.” More generally, it is interesting to see what classes of smooth, multi-centered geometries can be inserted into a black-hole, or black-ring throat since such additional structure may be thought of as “hair” on the black object. Since the throat geometries are typically asymptotic to an anti de Sitter space, such geometric “hair in the back of a throat” can be studied quite precisely using holography. One of the primary purposes in finding such backgrounds is not only to elucidate the possible microstate geometries but also to obtain a better semi-classical description of black-hole microstates in general.

Most of the progress on microstate geometries has been for BPS solutions [1, 2, 3] because such solutions are generically far simpler and are, in fact, governed by a linear system of differential equations [4]. However, recent work has shown that there are also linear systems of equations that govern very large families of extremal, non-BPS solutions [5, 6, 7, 8, 9, 10]. These families not only include most of the known extremal, non-BPS black holes and black rings but also greatly generalize these solutions by including more charges and extending the results to completely new non-BPS, multi-centered black-ring solutions. The construction of such solutions is a very important first step in understanding the structure and properties of non-BPS solutions in general, particularly since such solutions have played a pivotal role in the analysis of attractor flows [11, 12, 13, 14, 15, 16, 17], black-hole bound states, deconstruction [18, 19, 20], wall crossing and entropy enigmas [21, 22, 23].

Ultimately one would like to find the non-BPS analogs of bubbled solutions in which the singularity of the underlying black object has been resolved and the black-hole, or black-ring, throat is rounded off in some form of smooth geometry. Such solutions have come to be known as microstate geometries and the requisite geometric transition to the bubbled geometries that lies at the heart of such objects has been found and extensively studied for BPS solutions [1, 2, 3]. However, there are very few examples of the corresponding smooth, non-BPS geometries [8, 9, 10]. Indeed, there are rather few examples of non-BPS solutions with more than one non-trivial bubble in a black-hole background. One of the purposes of this paper is to investigate an interesting new class of bubbled geometries and to find new non-BPS bubbled solutions.

A crucial first step in finding bubbled geometries is to find smooth, four-dimensional “base geometries” with non-trivial homology (the “bubbles”) that supports the cohomological fluxes that give rise to the charges of the solution. In BPS solutions (and in some non-BPS solutions) these base geometries are necessarily hyper-Kähler manifolds and are usually chosen to be asymptotic to $\mathbb{R}^4$ or $\mathbb{R}^3 \times S^1$ so that the final, five-dimensional geometry is asymptotic to five-dimensional, or four-dimensional, Minkowski space. There are a rich variety of such admissible base geometries because the metrics are allowed to be ambi-polar, that is, the base metric is allowed to reverse
sign from regions with signature +4 to regions with signature −4. In spite of this apparent peculiarity, the presence of very non-trivial warp factors means that such base metrics can give rise to perfectly viable, smooth, Lorentzian five-dimensional geometries. The ambi-polar generalizations of Gibbons-Hawking (GH) metrics [24] have proven extremely valuable in that they have given rise to extensive and highly computable classes of BPS microstate geometries.

It was one of the important realizations of [8, 9] that one could relax the hyper-Kähler condition on the base geometry and still obtain non-BPS solutions from linear systems of equations. In particular, it was shown in [8] how this could be achieved by starting from a four-dimensional Euclidean solution to Einstein’s equations coupled to an electromagnetic field. This led to some interesting examples based upon Israel-Wilson metrics but it turns out that many of these naturally arise as spectral flows of more standard non-BPS solutions based upon Gibbons-Hawking metrics. One can also construct a regular non-BPS solution with an Euclidean Kerr-Newman base [10], however the base has only one topological two-cycle and there is no obvious way to generalize it easily. A natural follow-up question is whether there are any other classes of Euclidean electrovac solutions that contain appropriate non-trivial homology and that can be used to generate non-BPS microstate geometries. It turns out that there is a relatively straightforward generalization of the Gibbons-Hawking metrics to Kähler electrovac solutions and these geometries were studied extensively by LeBrun in [25].

The central result in [25] is to find the explicit local form of all Euclidean, four-dimensional Kähler metrics that have a $U(1)$ isometry and a vanishing Ricci scalar. It is then shown in a follow-up paper, [26], that these solutions are necessarily electrovac solutions whose electromagnetic field is related to the Kähler form. This generalizes earlier work on the classification of hyper-Kähler metrics with $U(1)$ isometry [27, 28] in which it is shown that the metric is determined by a single function that is required to satisfy the Affine Toda equation. The Gibbons-Hawking metrics then emerge as precisely the metrics for which the $U(1)$ action preserves all three complex structures (that is, the $U(1)$ is tri-holomorphic). The “LeBrun metrics” in [25] are defined by two functions, one of which must satisfy the Affine Toda equation and the other of which must essentially be harmonic in a background defined by the Affine Toda solution. This family of solutions collapses to either the general class of $U(1)$-invariant hyper-Kähler metrics, or to the GH family if one makes an essentially trivial choice for one of the two functions.

Amongst the general class of LeBrun metrics is what we will call the “LeBrun-Burns metrics,” which provide a simple, explicit class of Kähler metrics on $\mathbb{C}^2$ with $n$ points blown up\footnote{One of the original motivations in [25] for finding this metric is that there is a simple conformal compactification that yields an explicit Kähler metric on the connected sum of several $\mathbb{C}P_2$’s.}. The end result is rather similar to the Gibbons-Hawking metrics except that the $\mathbb{R}^3$ sections and the harmonic functions on $\mathbb{R}^3$ are now replaced by the hyperbolic space, $\mathbb{H}^3$, and its harmonic...
functions. The LeBrun-Burns metrics are also asymptotic to $\mathbb{R}^4$ and, interestingly enough, the $U(1)$ isometry on this $\mathbb{R}^4$ does not act in a manner that matches the tri-holomorphic $U(1)$ action on a Gibbons-Hawking metric that is similarly asymptotic to $\mathbb{R}^4$. Thus the solutions obtained from the LeBrun-Burns metrics will be intrinsically different from those obtained from GH solutions.

In this paper we explicitly solve the equations of motion of five-dimensional supergravity on an axisymmetric LeBrun-Burns base and thus provide an infinite class of non-supersymmetric multi-centered solution. We find that, due to the Maxwell flux on the four-dimensional Kähler base, the five-dimensional backgrounds are not asymptotically flat and have the asymptotics of a warped, rotating $AdS_2 \times S^3$ space. For certain choices of parameters this becomes the near horizon limit of a BMPV black hole \cite{29}. We would like to emphasize that although our approach to finding these solutions was inspired by the construction of BPS microstate geometries we find the most general axisymmetric solutions within the floating brane Ansatz \cite{8} and with an axisymmetric LeBrun-Burns base. In particular our solutions include superpositions of non-supersymmetric concentric black rings and other potentially interesting solutions with horizons.

In section 2 of this paper we review the process through which one can construct five-dimensional non-BPS solutions using the floating-brane Ansatz \cite{8}. In Section 3 we introduce the general LeBrun metrics and begin solving the linear system in this background, and in Section 4 we specialize to the LeBrun-Burns metrics, discuss their properties and further reduce the linear system and exhibit all the necessary Green functions. We will also show, in Section 4, that because the Maxwell field on the four-dimensional base involves the Kähler form, the energy-momentum tensor does not fall off at infinity and hence the LeBrun-Burns base metrics do not naturally lead to five-dimensional solutions that are asymptotic to flat space.

In Section 5 we start with the simplest possible LeBrun-Burns metric, $\mathbb{R}^4$, and use the linear system and Green functions of Section 4 to construct very simple, explicit examples of non-BPS solutions. We find that the natural asymptotic geometries that arise from LeBrun-Burns base metrics are a warped, rotating $AdS_2 \times S^3$ space. In Section 6 we consider more general LeBrun-Burns base metrics with non-trivial topology and find the general axisymmetric solution to the system of non-BPS equations on such a base. Five-dimensional regularity and the absence of closed time-like curves (CTCs) puts very stringent conditions on our solutions but in spite of this we find a family of regular solutions with non-trivial bubbles that are asymptotic to the near-horizon region of a BMPV black hole. In Section 7 we present our conclusions and suggest some directions for further work. Some of the technical details of the construction of the solutions are relegated to the Appendix.
2 The family of non-BPS solutions

It is simplest to characterize our solutions in terms of $\mathcal{N} = 2$, five-dimensional ungauged supergravity with three $U(1)$ gauge fields. This theory may also be thought of as arising from a truncation of eleven-dimensional supergravity on $T^6$. The bosonic action is given by:

$$S = \frac{1}{2\kappa_5} \int \sqrt{-g} \, d^5x \left( R - \frac{1}{2} Q_{IJ} F^I_{\mu\nu} F^{J\mu\nu} - Q_{IJ} \partial_{\mu} X^I \partial^{\mu} X^J - \frac{1}{24} C_{IKL} F^I_{\mu\nu} F^J_{\rho\sigma} A^K_{\lambda} \epsilon^{\mu\nu\rho\sigma\lambda} \right),$$  

where we use the conventions of [8]. The matrix that defines the kinetic terms can be written as:

$$Q_{IJ} = \frac{1}{2} \text{diag} \left( (X^1)^{-2}, (X^2)^{-2}, (X^3)^{-2} \right).$$  

The scalar fields themselves are not independent and are most conveniently parametrized in terms of three other scalar fields, $Z_I$:

$$X^1 = \left( \frac{Z_2 Z_3}{Z_1^2} \right)^{1/3}, \quad X^2 = \left( \frac{Z_1 Z_3}{Z_2^2} \right)^{1/3}, \quad X^3 = \left( \frac{Z_1 Z_2}{Z_3^2} \right)^{1/3},$$  

which satisfy the constraint $X^1 X^2 X^3 = 1$. The reason why we use three scalars, $Z_I$, to parametrize two independent scalar fields becomes evident once we write the metric Ansatz

$$ds_5^2 = -Z^{-2} (dt + k)^2 + Z \, ds_4^2,$$  

and define $Z$ by:

$$Z \equiv (Z_1 Z_2 Z_3)^{1/3}.$$  

This turns out to be an extremely convenient way to express both the scalar fields and the warp factors.

The electromagnetic fields are given by the “floating brane” Ansatz of [8], which relates metric coefficient and scalar fields to the electrostatic potentials. In particular, the Maxwell potentials are given by:

$$A^{(I)} = -Z_I^{-1} (dt + k) + B^{(I)},$$  

where $B^{(I)}$ is a one-form on the base $ds_4^2$. It is convenient to introduce the magnetic two-from field strengths

$$\Theta^{(I)} \equiv dB^{(I)}.$$  

The four-dimensional base space, $ds_4^2$, has to be a solution of Euclidean Einstein-Maxwell equations:\footnote{The normalization of the fields in this equation is different from most standard sources on general relativity and is chosen to agree with the four-dimensional conventions in [8].}

$$R_{\mu\nu} = \frac{1}{2} \left( F_{\mu\rho\sigma} F^{\rho\sigma} - \frac{1}{2} g_{\mu\nu} F_{\rho\sigma} F^{\rho\sigma} \right),$$  

(2.8)
where all quantities are computed in the four-dimensional base metric. The Maxwell field is then decomposed as:

\[ \mathcal{F} = \Theta^{(3)} - \omega^{(3)} \tag{2.9} \]

where \( \Theta^{(3)} \) is self-dual and \( \omega^{(3)} \) is anti-self-dual. The equations of motion \( d\mathcal{F} = d*\mathcal{F} = 0 \) imply that \( \Theta^{(3)} \) and \( \omega^{(3)} \) are harmonic. As the notation implies, this defines the magnetic two-form field strength \( \Theta^{(3)} \).

The linear system that solves the equations of motion can now be written as [8]:

\[
\hat{\nabla}^2 Z_1 = *_4 [\Theta^{(1)} \wedge \Theta^{(3)}], \quad (\Theta^{(2)} - *_4 \Theta^{(2)}) = 2 Z_1 \omega^{(3)} \tag{2.10}
\]

\[
\hat{\nabla}^2 Z_2 = *_4 [\Theta^{(1)} \wedge \Theta^{(3)}], \quad (\Theta^{(1)} - *_4 \Theta^{(1)}) = 2 Z_2 \omega^{(3)} \tag{2.11}
\]

and

\[
\hat{\nabla}^2 Z_3 = *_4 [\Theta^{(1)} \wedge \Theta^{(2)} - \omega^{(3)} \wedge (dk - *_4 dk)], \quad \tag{2.12}
\]

\[
dk + *_4 dk = \frac{1}{2} \sum_I Z_I (\Theta^{(I)} + *_4 \Theta^{(I)}) \tag{2.13}
\]

where \( \hat{\nabla}^2 \) is the Laplacian on \( ds^2_4 \). Indeed, having chosen the electrovac solution that defines the base metric, one uses (2.9) to read off \( \Theta^{(3)} \) and \( \omega^{(3)} \). As a result, (2.10) and (2.11) are two linear coupled equations for \( Z_1 \) and \( \Theta^{(2)} \) and \( Z_2 \) and \( \Theta^{(1)} \) respectively. Once these equations are solved, \( k \) and \( Z_3 \) are solutions to the system of linear equations (2.12) and (2.13). Our purpose here is to implement this procedure for the LeBrun metrics.

### 3 The non-BPS equations for the LeBrun metrics

#### 3.1 The metric

The LeBrun metric, [25], is

\[
ds^2_4 = w^{-1} (d\tau + A)^2 + w (e^u (dx^2 + dy^2) + dz^2) \tag{3.1}
\]

where \( u \) and \( w \) are two functions of \((x, y, z)\) which obey the \( su(\infty) \) Toda equation and its linearized form:

\[
\partial_x^2 u + \partial_y^2 u + \partial_z^2 (e^u) = 0, \tag{3.2}
\]

\[
\partial_x^2 w + \partial_y^2 w + \partial_z^2 (e^u w) = 0. \tag{3.3}
\]

The one-form, \( A \), satisfies:

\[
dA = \partial_x w \, dy \wedge dz - \partial_y w \, dx \wedge dz + \partial_z (e^u w) \, dx \wedge dy \tag{3.4}
\]
and the integrability of this differential, \(d^2 A = 0\), is equivalent to the equation (3.3).

The metric is Kähler, with Kähler form:

\[
J = (d\tau + A) \wedge dz - we^u dx \wedge dy. \tag{3.5}
\]

It is convenient to introduce frames:

\[
e^0 \equiv w^{-\frac{1}{2}}(d\tau + A), \quad e^1 \equiv w^{\frac{1}{2}} e^u dx, \quad e^2 \equiv w^{\frac{1}{2}} e^u dy, \quad e^3 \equiv w^{\frac{1}{2}} dz, \tag{3.6}
\]

and the self-dual forms

\[
\Omega_+^{(1)} \equiv e^{-\frac{u}{2}} (e^0 \wedge e^1 + e^2 \wedge e^3) = (d\tau + A) \wedge dx + w dy \wedge dz, \\
\Omega_+^{(2)} \equiv e^{-\frac{u}{2}} (e^0 \wedge e^2 - e^1 \wedge e^3) = (d\tau + A) \wedge dy - w dx \wedge dz, \tag{3.7}
\]

\[
\Omega_+^{(3)} \equiv (e^0 \wedge e^3 + e^1 \wedge e^2) = (d\tau + A) \wedge dz + we^u dx \wedge dy.
\]

We will also frequently denote the coordinates by \(\vec{y} \equiv (y_1, y_2, y_3) = (x, y, z)\).

### 3.2 Harmonic fluxes

One can then verify that:

\[
\Theta \equiv \sum_{a=1}^{3} \left( \partial_a \left( \frac{H}{w} \right) \right) \Omega_+^{(a)} \tag{3.8}
\]

is harmonic if and only if \(H\) satisfies (3.3):

\[
\partial_x^2 H + \partial_y^2 H + \partial_z^2 (e^u H) = 0. \tag{3.9}
\]

Note that if one differentiates (3.2) with respect to \(z\) one finds that \(H = \partial_z u\) satisfies (3.9) and (3.4).

Define the Maxwell field, \(\mathcal{F}\), by

\[
\mathcal{F} \equiv \Theta + \alpha J, \quad \text{with} \quad H = -\frac{1}{2\alpha} \partial_z u. \tag{3.10}
\]

The metric, (3.1), is then a solution to the Einstein-Maxwell equations (2.8).

This fits the form of the linear system obtained in [8] and so we take:

\[
\Theta^{(3)} = -\frac{1}{2\alpha} \sum_{a=1}^{3} \left( \partial_a \left( \frac{\partial_z u}{w} \right) \right) \Omega_+^{(a)}, \quad \omega_+^{(3)} = -\alpha J. \tag{3.11}
\]

One can now use this in the linear system (2.10), (2.11), (2.12) and (2.13) to solve the equations of motion of supergravity. Note that we can absorb the constant \(\alpha\) by rescaling the coordinate \(\tau\) and the function \(w\) (which in turn rescales the one-form, \(A\)). Throughout the rest of this paper, we set \(\alpha = -1\).
### 3.3 Solving the first layer

One finds that the first part of the system is solved by an Ansatz:

\[
\Theta^{(1)} = Z_2 J + \sum_{a=1}^{3} p_a^{(1)} \Omega^{(a)}_+, \quad \Theta^{(2)} = Z_1 J + \sum_{a=1}^{3} p_a^{(2)} \Omega^{(a)}_+, \tag{3.12}
\]

\[
Z_1 = \frac{1}{2} \left( K^{(2)} \partial_z u \right) + L_1, \quad Z_2 = \frac{1}{2} \left( K^{(1)} \partial_z u \right) + L_2. \tag{3.13}
\]

The Bianchi identities imply the following relations

\[
p_1^{(1)} = \partial_x \left( \frac{K^{(1)}}{w} \right), \quad p_2^{(1)} = \partial_y \left( \frac{K^{(1)}}{w} \right), \quad p_3^{(1)} = -Z_2 + \partial_z \left( \frac{K^{(1)}}{w} \right), \tag{3.14}
\]

\[
p_1^{(2)} = \partial_x \left( \frac{K^{(2)}}{w} \right), \quad p_2^{(2)} = \partial_y \left( \frac{K^{(2)}}{w} \right), \quad p_3^{(2)} = -Z_1 + \partial_z \left( \frac{K^{(2)}}{w} \right). \tag{3.15}
\]

One can add arbitrary functions of \( z \) alone to the \( p_3^{(I)} \), but these can be absorbed by a shift \( K^{(I)} \to K^{(I)} + w g^{(I)}(z) \), for some function \( g^{(I)} \).

The functions \( L_1 \) and \( L_2 \) can be any solution of \((3.3)\), that is:

\[
\partial_x^2 L_1 + \partial_y^2 L_1 + \partial_z^2 (e^u L_1) = 0, \quad I = 1, 2, \tag{3.16}
\]

and given these solutions the functions \( K^{(1)} \) and \( K^{(2)} \) are determined by the linear equations:

\[
\partial_x^2 K^{(1)} + \partial_y^2 K^{(1)} + \partial_z (e^u \partial_z K^{(1)}) = 2 \partial_z (e^u w L_2), \tag{3.17}
\]

\[
\partial_x^2 K^{(2)} + \partial_y^2 K^{(2)} + \partial_z (e^u \partial_z K^{(2)}) = 2 \partial_z (e^u w L_1). \tag{3.18}
\]

### 3.4 Solving the second layer

As usual one makes the Ansatz

\[
k = \mu (d\tau + A) + \omega, \tag{3.19}
\]

where \( \omega = \vec{\omega} \cdot d\vec{y} \) is a one-form on the three-dimensional base. One then finds that the solution may be written as:

\[
Z_3 = \left( \frac{K^{(1)} K^{(2)}}{w} \right) + L_3, \tag{3.20}
\]

\[
\mu = -\frac{1}{2} \left( \frac{K^{(1)} K^{(2)}}{w^2} \partial_z u \right) - \frac{1}{2} \left( \frac{K^{(1)} L_1 + K^{(2)} L_2}{w} \right) - \frac{1}{4} \left( \partial_z u L_3 \right) + M. \tag{3.21}
\]

The functions \( L_3 \) and \( M \) must then satisfy the linear equations:

\[
\partial_x^2 M + \partial_y^2 M + \partial_z (e^u \partial_z M) = \partial_z (e^u L_1 L_2), \tag{3.22}
\]

\[
\partial_x^2 L_3 + \partial_y^2 L_3 + e^u \partial_z L_3 = -2 e^u [2 w (-L_1 L_2 + \partial_z M) + L_1 \partial_z K^{(1)} + L_2 \partial_z K^{(2)}]. \tag{3.23}
\]
Finally, the components of $\vec{\omega}$ are determined from:

\[
\begin{align*}
(\partial_y \omega_z - \partial_z \omega_y) + (M \partial_x w - w \partial_x M) + \frac{1}{2} \sum_{l=1}^{2} (K^{(l)} \partial_x L_l - L_l \partial_x K^{(l)}) \\
+ \frac{1}{4} \left( (\partial_z u) \partial_x L_3 - L_3 \partial_x (\partial_z u) \right) &= 0, \quad (3.24) \\
- (\partial_x \omega_z - \partial_z \omega_x) + (M \partial_y w - w \partial_y M) + \frac{1}{2} \sum_{l=1}^{2} (K^{(l)} \partial_y L_l - L_l \partial_y K^{(l)}) \\
+ \frac{1}{4} \left( (\partial_z u) \partial_y L_3 - L_3 \partial_y (\partial_z u) \right) &= 0, \quad (3.25) \\
(\partial_x \omega_y - \partial_y \omega_x) + (M \partial_z (e^u w) - e^u w \partial_z M) + \frac{1}{2} \sum_{l=1}^{2} (K^{(l)} \partial_z (e^u L_l) - e^u L_l \partial_z K^{(l)}) \\
+ \frac{1}{4} \left( (\partial_x e^u) \partial_z L_3 - L_3 \partial_z^2 (e^u) \right) + 2 e^u w L_1 L_2 &= 0. \quad (3.26)
\end{align*}
\]

The integrability of these equations for $\vec{\omega}$ follows from the differential equations satisfied by all the other functions.

### 3.5 The complete solution

The complete solution is thus obtained by first choosing a background metric, (3.1), with functions $u$ and $w$ that satisfy (3.2) and (3.3). The choice of background fixes one of the three electromagnetic fields, via (3.5) and (3.10) and, in particular, determines $\Theta^{(3)}$ via (3.11). One then finds $L_1$ and $L_2$ as solutions to the homogeneous equations (3.16) and uses these solutions as sources in the linear equations, (3.17) and (3.18), for $K^{(1)}$ and $K^{(2)}$. These functions then determine the remaining magnetic fluxes, $\Theta^{(j)}$, and the electrostatic potentials, or warp factors, $Z_j$, $j = 1, 2$ from (3.12), (3.13), (3.14) and (3.15). Next one solves the linear equation, (3.22), for $M$ with a source determined by $L_1 L_2$ and then solves the linear equation for $L_3$, (3.23), whose source is made from $L_j, K^{(j)}$ and $M$. The last step is to use all of these functions to solve the linear, first order system, (3.24)-(3.26) for $\vec{\omega}$ and obtain $Z_3$ and the angular momentum vector from (3.20), (3.21) and (3.19). While complicated, this is a linear system of equations once one has chosen a solution for the metric function, $u$.

Before concluding, it is worth noting that taking the function, $u$, to be a constant is a trivial solution to (3.2) and then (3.3) becomes the harmonic equation on $\mathbb{R}^3$ and the metric reduces to the familiar class of Gibbons-Hawking metrics. Similarly, if one takes $w = \partial_z u$ then it also satisfies (3.3), as can be seen by differentiating (3.2) with respect to $z$. This yields the general class of hyper-Kähler metrics with a non-triholomorphic $U(1)$ isometry [27, 28, 30], which are
based upon the Affine Toda equation. The resulting system of equations for non-BPS solutions in five dimensions does not, however, reduce to that considered in the bubbling BPS solutions [1, 2, 3] but is rather more akin to the fluxes considered in [8]. This is because the flux background is a mixture of self-dual and anti-self-dual fluxes and these break supersymmetry. In particular, the anti-self-dual flux is non-normalizable since it is proportional to the complex structure. Thus even the simple Gibbons-Hawking and Toda limits of the LeBrun backgrounds extend the class of solutions considered thus far.

The LeBrun solutions are four-dimensional Euclidean Einstein-Maxwell solutions and it is natural to ask whether some of them preserve supersymmetry. Supersymmetric solutions of four-dimensional Euclidean Einstein-Maxwell theory were classified in [31]. The maximally supersymmetric solutions are $\mathbb{R}^4$ or $H_2 \times S^2$. There are two classes of solutions which preserve half of the supersymmetries - the well-known Gibbons-Hawking solutions and the Euclidean Israel-Wilson metrics discussed in [32]. Therefore the classification of [31] also demonstrates that the general LeBrun solutions, albeit Kähler, are non-supersymmetric solutions of Einstein-Maxwell theory.

4 The LeBrun-Burns metrics

The LeBrun-Burns metrics represent a very natural generalization of the Gibbons-Hawking metrics in that they are four-dimensional Kähler metrics with $n$ 2-cycles and associated moduli and they satisfy Einstein’s equations coupled to a $U(1)$ gauge field. They were constructed [25] (see also [3] as cited in [25]) as explicit metrics on a decompactification of $n\mathbb{C}\mathbb{P}_2$, the connected sum of $n\mathbb{C}\mathbb{P}_2$’s.

4.1 Defining the metric

The simplest class of metrics arises if one takes:

$$u = \log(2z),$$

and it is then convenient to reparametrize by defining:

$$z \equiv \frac{1}{2} \zeta^2, \quad V \equiv e^u w = 2zw = \zeta^2 w.$$ 

The LeBrun-Burns metric can then be written as

$$ds_4^2 = \zeta^2 \left[ V^{-1} (d\tau + A)^2 + V \left( \frac{dx^2 + dy^2 + d\zeta^2}{\zeta^2} \right) \right].$$
Note that the three-dimensional metric is the standard constant-curvature metric on the hyperbolic plane, $\mathbb{H}^3$:

$$ds^2_{\mathbb{H}^3} = \frac{dx^2 + dy^2 + d\zeta^2}{\zeta^2}. \tag{4.4}$$

The equations (3.3) and (3.4) that define the four-dimensional base imply that $V$ is a harmonic function on the hyperbolic plane and that $A$ is an appropriate one-form on $\mathbb{H}^3$:

$$\nabla^2_{\mathbb{H}^3} V = 0, \quad dA = \ast_{\mathbb{H}^3} dV. \tag{4.5}$$

## 4.2 Geometry of the LeBrun-Burns metric

### 4.2.1 Asymptotics

To avoid a conical singularity at $\zeta = 0$, one must have $V \to 1$ at this point so that the metric in the $(\zeta, \tau)$ direction limits to that of $\mathbb{R}^2$ in polar coordinates. Thus the metric in the neighborhood of $\zeta = 0$ is that of $\mathbb{R}^4$ and regularity requires that one restrict the space to $\zeta \geq 0$. Similarly, if one requires $V \to 1$ at infinity, the space is asymptotic to $\mathbb{R}^4 = \mathbb{C}^2$. Note that the circle defined by $\tau$ lies in an $\mathbb{R}^2$ plane of the $\mathbb{R}^4$, and the associated isometry therefore only commutes with another $U(1)$ factor in the generic $SO(4)$ holonomy of the base metric. This is quite different from the way in which the isometry associated with the $U(1)$ fiber behaves in GH spaces.

The Green functions of the Laplacian on $\mathbb{H}^3$ are the functions:

$$G(x, y, \zeta; a, b, c) \equiv \left( \frac{(x-a)^2 + (y-b)^2 + \zeta^2 + c^2}{\sqrt{((x-a)^2 + (y-b)^2 + \zeta^2 + c^2)^2 - 4c^2 \zeta^2}} - 1 \right) = \left( \frac{(x-a)^2 + (y-b)^2 + \zeta^2 + c^2}{\sqrt{((x-a)^2 + (y-b)^2 + (\zeta - c)^2)((x-a)^2 + (y-b)^2 + (\zeta + c)^2)}} - 1 \right), \tag{4.6}$$

where one should remember that $\zeta \geq 0$ on $\mathbb{H}^3$ and so this function only has one singularity in the domain of definition. The constant has been added so that $G$ vanishes at infinity. Given $G$, we can then solve for $A$ in (4.5). Putting $A = D(x, y, \zeta; a, b, c) \, d\phi$, we obtain

$$D(x, y, \zeta; a, b, c) \equiv \frac{(x-a)^2 + (y-b)^2 + \zeta^2 - c^2}{\sqrt{((x-a)^2 + (y-b)^2 + \zeta^2 + c^2)^2 - 4c^2 \zeta^2}} = \frac{(x-a)^2 + (y-b)^2 + \zeta^2 - c^2}{\sqrt{((x-a)^2 + (y-b)^2 + (\zeta - c)^2)((x-a)^2 + (y-b)^2 + (\zeta + c)^2)}}. \tag{4.7}$$

One can then take:

$$V = \varepsilon_0 + \sum_{j=1}^{N} q_j G(x, y, \zeta; a_j, b_j, c_j) \tag{4.8}$$
\[ A = \sum_{j=1}^{N} q_j D(x, y, \zeta; a_j, b_j, c_j) \, d\phi \] (4.9)

With these choices and \( \varepsilon_0 = 1 \), the LeBrun-Burns metric is a smooth Kähler metric on \( \mathbb{C}^2 \) blown up at \( N \) points. It is thus a Kähler, electrovac generalization of the Gibbons-Hawking metrics.

Near \( (a_j, b_j, c_j) \), one has

\[
G(x, y, \zeta; a_j, b_j, c_j) \sim \frac{c_j}{\sqrt{(x-a_j)^2 + (y-b_j)^2 + (\zeta-c_j)^2}} \equiv \frac{c_j}{r},
\] (4.10)

\[
D(x, y, \zeta; a_j, b_j, c_j) \sim \frac{\zeta - c_j}{\sqrt{(x-a_j)^2 + (y-b_j)^2 + (\zeta - c_j)^2}} \equiv \cos \theta,
\] (4.11)

and the metric (4.3) behaves as:

\[
d s_A^2 = c_j q_j \left[ q_j^{-2} r (d\tau + \cos \theta \, d\phi)^2 + r^{-1} (dr^2 + r^2 d\theta^2 + r^2 \sin^2 \theta \, d\phi^2) \right] \\
= c_j q_j \left[ d\rho^2 + \frac{1}{4} \rho^2 (d\theta^2 + \sin^2 \theta \, d\phi^2) + q_j^{-2} (d\tau + \cos \theta \, d\phi)^2 \right],
\] (4.12)

where we have introduced spherical polar coordinates about \( (a_j, b_j, c_j) \) and made a change of variable \( r = \frac{1}{4} \rho^2 \). Thus near the singular points of \( V \), the metric is locally \( \mathbb{R}^4/\mathbb{Z}_{q_j} \), and hence may be viewed as regular in string theory.

At infinity one has:

\[
G(x, y, \zeta; a_j, b_j, c_j) \sim \frac{2 c_j^2 \zeta^2}{(x^2 + y^2 + \zeta^2)^2},
\] (4.13)

\[
D(x, y, \zeta; a_j, b_j, c_j) \sim 1,
\] (4.14)

and hence \( V \to \varepsilon_0 \) and \( A \to d\phi \), and the metric is asymptotic to \( \mathbb{R}^4 = \mathbb{C}^2 \) for \( \varepsilon_0 = 1 \).

### 4.2.2 Homology and periods

Exactly as in Gibbons-Hawking geometries, the LeBrun-Burns metrics have non-trivial two-cycles defined by the \( U(1) \) fibers over any curve between the poles of \( V \). More specifically, the \( U(1) \) fiber (defined by \( \tau \)) taken over a generic line interval in the \( \mathbb{H}^3 \) base describes a cylinder. However, if one runs this interval between two poles of \( V \) at points, \( \vec{y}^{(i)} \) and \( \vec{y}^{(j)} \) then the fiber is pinched off at the ends and the result is essentially a topological two-sphere. The asymptotic behavior of the metric at each end of the interval, (4.12), means that this two-sphere may, in fact, be modded out by some discrete group that depends upon the values of \( q_i \) and \( q_j \). The two-cycles defined in this way will be denoted as \( \Delta_{ij} \) and are depicted in Fig. [I].

The periods of these cycles are trivial to compute using (3.5):

\[
\frac{1}{2 \pi} \int_{\Delta_{ij}} J = \frac{1}{2 \pi} \int_{\Delta_{ij}} d\tau \wedge dz = 2(z_j - z_i) = \zeta_j^2 - \zeta_i^2,
\] (4.15)
Figure 1: The non-trivial cycles of the LeBrun-Burns metrics are defined by sweeping the $U(1)$ fiber along a path, in $\mathbb{H}^3$, between any two poles of the potential, $V$. The fiber is pinched off at the poles. Here the fibers sweep out a pair of intersecting two-cycles.

where $z_i = \frac{1}{2} \zeta_i^2$ denote the $z$-coordinates of the corresponding poles of $V$.

The Maxwell fields, $\Theta^{(1)}$, $\Theta^{(2)}$ and $\Theta^{(3)}$ defined in (3.12) and (3.11) have components along the fiber of the form

$$\Theta^{(I)} = \tilde{V} \left( \frac{K^{(I)}}{w} \right) \cdot d\tau \wedge d\vec{y}, \quad I = 1, 2, 3,$$  
(4.16)

where $K^{(1)}$ and $K^{(2)}$ satisfy (3.17) and (3.18) and

$$K^{(3)} \equiv \frac{1}{2} \partial_z u.$$  
(4.17)

From this it follows that these fields have fluxes

$$\Pi_{ij}^{(I)} \equiv \left. \frac{K^{(I)}}{w} \right|_{\vec{y}(j)} \left. \frac{K^{(I)}}{w} \right|_{\vec{y}(i)}, \quad I = 1, 2, 3.$$  
(4.18)

Note, in particular, that for the LeBrun-Burns metric $K^{(3)} w^{-1} = V^{-1}$ which vanishes at all the $\vec{y}(i)$. Therefore $\Theta^{(3)}$ has no non-trivial fluxes on the compact two cycles.

On the other hand, the complete Maxwell field, $F$, (3.10), does have non-trivial fluxes because it has an anti-self-dual component involving $J$.

$$\frac{1}{2\pi} \int_{\Delta_{ij}} F = -\frac{1}{2\pi} \int_{\Delta_{ij}} J = -(\zeta_j^2 - \zeta_i^2),$$  
(4.19)

There is potentially a similar contribution from the “electric parts” of the complete gauge fields defined in (2.16). Specifically, the complete Maxwell fields, $F^{(I)}$, have a component along the fiber:

$$F^{(I)} \equiv dA^{(I)} = d\tau \wedge d(Z_{i}^{-1} \mu) + \ldots.$$  
(4.20)

This will generically lead to fluxes of the form

$$\tilde{\Pi}_{ij}^{(I)} \equiv \left. \frac{\mu}{Z_i} \right|_{\vec{y}(j)} \left. \frac{\mu}{Z_i} \right|_{\vec{y}(i)}, \quad I = 1, 2, 3.$$  
(4.21)
however, regularity of the metric and the absence of closed time-like curves typically requires that \( Z_I \) be finite and \( \mu \) vanish at the points \( y^{(i)} \). Thus these fluxes are usually zero.

In summary, the bubbled non-BPS solutions generically have non-vanishing fluxes for all three Maxwell fields but the self-dual part of the third Maxwell field, \( \Theta^{(3)} \), will have trivial fluxes.

### 4.3 Solving the non-BPS system

The differential operators of interest are:

\[
\mathcal{L}_1 H \equiv \partial_x^2 H + \partial_y^2 H + \zeta^{-1} \partial_\zeta (\zeta \partial_\zeta H), \tag{4.22}
\]

\[
\mathcal{L}_2 G \equiv \partial_x^2 G + \partial_y^2 G + \zeta \partial_\zeta (\zeta^{-1} \partial_\zeta G). \tag{4.23}
\]

Note that \( \zeta^2 \mathcal{L}_2 \) is simply the Laplacian on \( S^3 \). The operator, \( \mathcal{L}_1 \) has been introduced for later convenience because it appears in the equations of motion and it is also useful to note that it has a simple geometric interpretation. Observe that the Laplacian on \( \mathbb{R}^4 = \mathbb{R}^2 \times \mathbb{R}^2 \) may be written as

\[
\hat{\mathcal{L}}_1 H = \partial_x^2 H + \partial_y^2 H + \zeta^{-1} \partial_\zeta (\zeta \partial_\zeta H) + \zeta^{-2} \partial_\varphi^2 H, \tag{4.24}
\]

where \((x, y)\) are Cartesians on the first \( \mathbb{R}^2 \) and \((\zeta, \varphi)\) are polars on the second \( \mathbb{R}^2 \). Thus solving equations that involve \( \mathcal{L}_1 \) may simply be viewed as looking for \( \varphi \)-independent solutions with the flat Laplacian on \( \mathbb{R}^4 \). The equations and solutions that involve \( \mathcal{L}_1 \) are thus extremely familiar from the extensive literature on black rings. In particular, it is useful to note that the following are Green functions for \( \mathcal{L}_1 \):

\[
H(x, y, \zeta; a, b, c) \equiv \frac{1}{\sqrt{(x-a)^2 + (y-b)^2 + \zeta^2 + c^2} - 4c^2\zeta^2} = \frac{1}{\sqrt{(x-a)^2 + (y-b)^2 + (\zeta-c)^2} ((x-a)^2 + (y-b)^2 + (\zeta+c)^2)}.
\]

(4.25)

At infinity one has:

\[
H(x, y, \zeta; a, b, c) \sim \frac{1}{(x^2 + y^2 + \zeta^2)}.
\]

(4.26)

To solve the linear system, one first solves the homogeneous equations:

\[
\mathcal{L}_2 V = 0, \quad \mathcal{L}_2 (\zeta^2 L_1) = 0, \quad \mathcal{L}_2 (\zeta^2 L_2) = 0,
\]

(4.27)

and then uses these solutions in the equations that define the magnetic fluxes and the angular momentum function, \( M \):

\[
\mathcal{L}_1 K^{(1)} = 2\zeta^{-1} \partial_\zeta (V L_2), \quad \mathcal{L}_1 K^{(2)} = 2\zeta^{-1} \partial_\zeta (V L_1), \quad \mathcal{L}_1 M = \zeta^{-1} \partial_\zeta (\zeta^2 L_1 L_2).
\]

(4.28)
The last step is to use these solutions in:

\[ L_2 L_3 = 4 V (L_1 L_2 - \zeta^{-1} \partial_\zeta M) - 2 \zeta (L_1 \partial_\zeta K^{(1)} + L_2 \partial_\zeta K^{(2)}) . \]  

(4.30)

The physical functions now have the form

\[ Z_1 = \frac{K^{(2)}}{V} + L_1 , \quad Z_2 = \frac{K^{(1)}}{V} + L_2 , \quad Z_3 = \frac{\zeta^2 K^{(1)} K^{(2)}}{V} + L_3 , \]  

(4.31)

\[ \mu = - \frac{\zeta^2 K^{(1)} K^{(2)}}{V^2} - \frac{1}{2} \frac{\zeta^2 (K^{(1)} L_1 + K^{(2)} L_2)}{V} - \frac{1}{2} \frac{L_3}{V} + M . \]  

(4.32)

The equations for \( \omega \) reduce to

\[
(\partial_y \omega_x - \partial_x \omega_y) + \frac{1}{\zeta} (M \partial_x V - V \partial_x M) + \frac{1}{2 \zeta} \sum_{j=1}^{2} (K^{(j)} \partial_x (\zeta^2 L_j) - \zeta^2 L_j \partial_x K^{(j)}) + \frac{1}{2 \zeta} \partial_x L_3 = 0, \\
(\partial_x \omega_x - \partial_x \omega_y) + \frac{1}{\zeta} (M \partial_y V - V \partial_y M) + \frac{1}{2 \zeta} \sum_{j=1}^{2} (K^{(j)} \partial_y (\zeta^2 L_j) - \zeta^2 L_j \partial_y K^{(j)}) + \frac{1}{2 \zeta} \partial_y L_3 = 0, \\
(\partial_x \omega_y - \partial_y \omega_x) + \frac{1}{\zeta} (M \partial_\zeta V - V \partial_\zeta M) + \frac{1}{2 \zeta} \sum_{j=1}^{2} (K^{(j)} \partial_\zeta (\zeta^2 L_j) - \zeta^2 L_j \partial_\zeta K^{(j)}) \\
+ \frac{1}{2 \zeta} \partial_\zeta L_3 + 2 V L_1 L_2 = 0. 
\]  

(4.33)

This system of equations has a gauge invariance that leaves the physical solution completely invariant. See Appendix [A.1] for details.

### 4.4 Asymptotics

Ideally one would like to find solutions that are asymptotically flat and for the metric (2.4) this means that one must have \( Z_I \rightarrow 1 \) at infinity. However, this is generically not possible because the Maxwell fields, \( F \), in (2.9) and \( \Theta^{(j)} \) in (3.12) involve the Kähler form and thus the norm of these fields does not vanish at infinity.

To see this, suppose that the \( Z_I \) go to constants at infinity, then the space-space and time-time components of the full five-dimensional Einstein’s equations imply that, at infinity,

\[
\sum_{I=1}^{3} (\Theta^{(I)}_{ik} \Theta^{(I)}_{j}^k - \frac{1}{4} \delta_{ij} \Theta^{(I)}_{kl} \Theta^{(I)}_{kl}) \rightarrow 0 , \\
\sum_{I=1}^{3} \Theta^{(I)}_{kl} \Theta^{(I)}_{kl} \rightarrow 0 . 
\]  

(4.34)  

(4.35)
The self-dual parts of the $\Theta^{(I)}$ can be made to vanish at infinity, and so (4.34) can be satisfied. However, the left-hand-side of (4.35) is positive-definite, and so this equation cannot be satisfied because the $\Theta^{(j)}, j = 1, 2$ always have a non-vanishing anti-self-dual part (given by the Kähler form $J$). This is in contrast to the solutions based on Gibbons-Hawking metrics for which the $\Theta^{(I)}$ vanish at infinity.

One cannot, therefore, arrange to have $Z_I \to 1$ at infinity. On the other hand, we will now show that there are solutions that are asymptotic to the near-horizon limit of a BMPV black hole.

5 Solutions with a flat base space

Here we consider solutions in which the base space is completely flat, taking $V \equiv 1$ in the LeBrun-Burns metric. One of the purposes in doing this is to see what kind of asymptotic geometries and black-object geometries can be generated from the LeBrun-Burns metric using the solution technique of Section 4. Indeed, we will show that the natural boundary conditions correspond to the near-horizon regions of black holes and black rings. It is also important to note that even though we have set $V = 1$ and thus trivialized the metric on the base, the Maxwell field, $F$, is still non-zero but is now purely anti-self-dual\(^3\) and proportional to the complex structure, $J$. Similarly, the other Maxwell fields (3.12) have both anti-self-dual and self-dual parts on the base. This will generically mean that supersymmetry is completely broken and that the solutions we get will be non-BPS.

5.1 The near-horizon limit of a black hole

Perhaps the simplest non-trivial solution is a spherically symmetric one, whose sources necessarily lie at $(x, y, \zeta) = (0, 0, 0)$. In addition we set some of the electric potentials to zero:

$$L_1 \equiv L_2 \equiv 0.$$  \hspace{1cm} (5.1)

It is also convenient to introduce polar coordinates in $\mathbb{R}^2$ and $\mathbb{R}^4$: We already have $\zeta$ and $\tau$ in one copy of $\mathbb{R}^2$ and so we define\(^4\)

$$x = \eta \cos \phi, \quad y = \eta \sin \phi; \quad \zeta = \rho \cos \theta, \quad \eta = \rho \sin \theta; \quad \rho \equiv x^2 + y^2 + \zeta^2.$$ \hspace{1cm} (5.2)

The functions $K^{(I)}$ and $M$ are then homogeneous solutions to $\mathcal{L}_1 H = 0$ and the spherically symmetric solutions are proportional to $H(x, y, \zeta; 0, 0, 0) = \rho^{-2}$ (see (4.25)). We therefore take

$$Z_1 = K^{(2)} = \frac{\beta_2}{\rho^2}, \quad Z_2 = K^{(1)} = \frac{\beta_1}{\rho^2}, \quad M = \frac{\gamma}{\rho^2},$$ \hspace{1cm} (5.3)

\(^3\)This means that $F$ has vanishing energy-momentum tensor, consistent with the flatness of the base.

\(^4\)The coordinate $\theta$ here is not the same as the one in (4.12).
where $\beta_1, \beta_2$ and $\gamma$ are constant parameters.

It is easy to see that one can satisfy (4.30) by taking:

$$L_3 = \hat{L}_3 + 2M, \quad \mathcal{L}_2 \hat{L}_3 = 0,$$

for some function, $\hat{L}_3$. The natural choice for $\hat{L}_3$ is the function $G$ in (4.6), but this vanishes for $c = 0$, and one must take a limit:

$$\hat{L}_3 = \beta_3 \lim_{c \to 0} \frac{1}{2c^2} G(x, y, \zeta; 0, 0, c) = \beta_3 \frac{\zeta^2}{\rho^4} = \beta_3 \frac{\cos^2 \theta}{\rho^2},$$

(5.5)

One then has

$$Z_3 = \zeta^2 K^{(1)} K^{(2)} + L_3 = (\beta_1 \beta_2 + \beta_3) \frac{\cos^2 \theta}{\rho^2} + \frac{2\gamma}{\rho^2},$$

(5.6)

$$\mu = -\zeta^2 K^{(1)} K^{(2)} - \frac{1}{2} \hat{L}_3 = -\frac{1}{2} (2\beta_1 \beta_2 + \beta_3) \frac{\cos^2 \theta}{\rho^2}.$$

(5.7)

The last step is to solve for $\vec{\omega}$, for which we can choose the gauge $\omega_z = 0$. Equations (3.24) – (3.26) then reduce to:

$$\zeta \partial_\zeta \omega_y = \frac{1}{2} \partial_x \hat{L}_3, \quad \zeta \partial_\zeta \omega_x = -\frac{1}{2} \partial_y \hat{L}_3, \quad \partial_x \omega_y - \partial_y \omega_x = -\frac{1}{2} \zeta^{-1} \partial_\zeta \hat{L}_3$$

(5.8)

for which the solution is:

$$\omega = -\frac{\beta_3}{2} \frac{1}{\rho^4} (y dx - x dy) = \frac{\beta_3}{2} \frac{\sin^2 \theta}{\rho^2} d\phi,$$

(5.9)

where the homogeneous solutions have been chosen so that $\omega$ goes to zero at infinity.

The five-dimensional metric is then:

$$ds_5^2 = -W_0(\theta)^{-2} \rho^4 \left( dt - \frac{1}{2} (2\beta_1 \beta_2 + \beta_3) \frac{\cos^2 \theta}{\rho^2} d\tau + \frac{\beta_3}{2} \frac{\sin^2 \theta}{\rho^2} d\phi \right)^2 + W_0(\theta) \left( \frac{d\rho^2}{\rho^2} + d\theta^2 + \cos^2 \theta d\tau^2 + \sin^2 \theta d\phi^2 \right),$$

(5.10)

where

$$W_0(\theta) \equiv \left( \beta_1 \beta_2 (2\gamma + (\beta_1 \beta_2 + \beta_3) \cos^2 \theta) \right)^{\frac{1}{2}}.$$

(5.11)

The conditions for absence of causal pathologies for solutions of our Ansatz are discussed in Appendix A.2. For the simple solution in this section there is no Dirac-Misner string in $\omega$ and the condition for absence of CTC’s is that all constants $\gamma, \beta_1, \beta_2$ are non-negative and

$$8\gamma \beta_1 \beta_2 \geq \beta_3.$$

(5.12)
For generic choice of parameters satisfying (5.12) the metric (5.10) has the form of a warped rotating $AdS_2 \times S^3$. The general solution has unequal angular momenta in each $\mathbb{R}^2$, and has a distorting warp factor, function, $W_0(\theta)$. For the special choice $\beta_3 = -\beta_1 \beta_2$, the function $W_0$ becomes a constant and the two angular momenta become equal. The metric then is precisely the near horizon limit of the BMPV black hole [29]. It is worth emphasizing that the BMPV black hole (and its near horizon limit) is a supersymmetric solution of supergravity whereas our solution has anti-self-dual flux that breaks supersymmetry.

5.2 Near-horizon limit of a black ring with two dipole charges

5.2.1 Solving the equations

To get the black ring (or supertube) generalization of the foregoing solution, we simply need to use the source functions (4.6) and (4.25) with $c \neq 0$. We can, without loss of generality, take $a = b = 0$ since we are going to consider a single source. We therefore start by taking:

$$L_J = \frac{\ell_J}{\zeta^2} G(x, y, \zeta; 0, 0, c), \quad J = 1, 2,$$

(5.13)

for some constants $\ell_J$. The supertube will thus be located at $(0, 0, c)$.

The functions $K^{(j)}$ now have a source part and a homogeneous part that is proportional to $H$:

$$K^{(1)} = -\frac{\ell_2}{\zeta^2} G(x, y, \zeta; 0, 0, c) + \beta_1 H(x, y, \zeta; 0, 0, c) = -L_2 + \beta_1 H(x, y, \zeta; 0, 0, c),$$

(5.14)

$$K^{(2)} = -\frac{\ell_1}{\zeta^2} G(x, y, \zeta; 0, 0, c) + \beta_2 H(x, y, \zeta; 0, 0, c) = -L_1 + \beta_2 H(x, y, \zeta; 0, 0, c),$$

(5.15)

and hence

$$Z_1 = K^{(2)} + L_1 = \beta_2 H(x, y, \zeta; 0, 0, c), \quad Z_2 = K^{(1)} + L_2 = \beta_1 H(x, y, \zeta; 0, 0, c),$$

(5.16)

where, once again, $\beta_1$ and $\beta_2$ are constants. The next step is to solve (4.29) and (4.30) for $M$ and $L_3$, and as in (5.4) it is convenient to shift $L_3$ by $M$. One finds

$$L_3 = \tilde{L}_3 + 2M, \quad \mathcal{L}_3 = -2 (\beta_1 \ell_1 + \beta_2 \ell_2) \zeta^{-1} G \partial_\zeta H.$$

(5.17)

It is straightforward to show that this and (4.29) are satisfied by:

$$\tilde{L}_3 = (\beta_1 \ell_1 + \beta_2 \ell_2) \left[ (\rho^2 + c^2 - 2 \zeta^2)H^2 - H \right] + \ell_3 G,$$

(5.18)

$$M = -\frac{\ell_1 \ell_2}{2} \left( \zeta^{-2} G^2 - 4 \rho^2 H^2 \right) + \mu_0 H,$$

(5.19)
where the constants $\ell_3$ and $\mu_0$ multiply homogeneous solutions to the relevant differential equations. Combining these results in (3.20) and (3.21) one obtains:

$$Z_3 = \left( (2\ell_2 - \beta_1)(2\ell_1 - \beta_2)\zeta^2 + 4\ell_1\ell_2(\rho^2 - \zeta^2) \right) H^2 + \ell_3 G + 2\mu_0 H, \quad (5.20)$$

$$\mu = -\frac{1}{2} \left[ 2(\beta_1\beta_2 - (\beta_1\ell_1 + \beta_2\ell_2))\zeta^2 H^2 + \ell_3 G \right]. \quad (5.21)$$

The last step is to solve for (3.24)–(3.26) for $\omega$ and one can easily verify that:

$$\omega = \left[ -\frac{\ell_3}{2}(G - 2c^2 H) - (\beta_1\ell_1 + \beta_2\ell_2) H^2 \rho^2 \sin^2 \theta \right] d\phi, \quad (5.22)$$

where a constant of integration has been adjusted so that $\omega$ goes to zero at infinity.

The Green functions, $G$ and $H$, and the metric that we construct here are, of course, familiar from the standard description of black rings. This is explained further in Appendix A.4.

### 5.2.2 Regularity near the supertube

The first step in checking regularity of the metric is to look for closed time-like curves (CTC’s) in the $\tau$ and $\phi$ directions near the ring. Indeed there is a divergent negative coefficient of $d\tau^2$ unless one requires:

$$\beta_1\ell_1 = \beta_2\ell_2, \quad (5.23)$$

which we will use to eliminate $\ell_2$. This condition is a familiar regularity requirement for the three-charge, two-dipole charge supertube [33, 34].

Once this term is dealt with there is a sub-leading divergence that then requires

$$\beta_2\mu_0 = -2c^2\ell_1\ell_3. \quad (5.24)$$

Since the radius of the supertube is related to $c$ we can interpret this relation as a radius formula for the supertube. There is a Dirac-Misner string in $\omega$ that leads to CTC’s for $x = y = 0$ and $\zeta < c$, and this requires that $\ell_3 = 0$ and so we must fix the homogeneous solutions by taking:

$$\ell_3 = \mu_0 = 0. \quad (5.25)$$

With these choices the five-dimensional metric simplifies significantly and it is convenient to introduce two manifestly non-negative functions:

$$W_1(\rho, \theta) \equiv \rho^4 \left( (\rho^2 + c^2)^2 - 4c^2\rho^2 \cos^2 \theta \right)^{-1}, \quad W_2(\theta) \equiv (2\ell_2 - \beta_2)^2 \cos^2 \theta + 4\ell_1^2 \sin^2 \theta, \quad (5.26)$$

and define

$$\hat{Z}(\rho, \theta) \equiv \left( \beta_1^2 W_1^2 W_2 \right)^{1/3}. \quad (5.27)$$

See Appendix A.4 for more details on this.
The angular momentum vector simplifies to:

\[ k = \rho^{-2} W_1(\rho, \theta) \left[ \left( (\beta_1 \ell_1 + \beta_2 \ell_2) - \beta_1 \beta_2 \right) \cos^2 \theta \, d\tau - (\beta_1 \ell_1 + \beta_2 \ell_2) \sin^2 \theta \, d\phi \right], \tag{5.28} \]

and the five dimensional metric may be written as:

\[ ds_5^2 = -\tilde{Z}(\rho, \theta)^{-2} \rho^4 (dt + k)^2 + \tilde{Z}(\rho, \theta) \left( \frac{d\rho^2}{\rho^2} + d\theta^2 + \cos^2 \theta \, d\tau^2 + \sin^2 \theta \, d\phi^2 \right). \tag{5.29} \]

This form of the metric is reminiscent of the “decoupling limit” for supersymmetric black rings/supertubes discussed in [35]. It would be interesting to dualize our solutions to the D1-D5 duality frame and compare in more detail with the background in [35].

This metric has no CTC’s but is singular at the location of the supertube. This is a generic property of the supertube with two dipole charges and is familiar from the corresponding supersymmetric solutions [33].

5.2.3 Asymptotics at infinity

At infinity one has:

\[ Z_1 \sim \frac{\beta_2}{\rho^2}, \quad Z_2 \sim \frac{\beta_1}{\rho^2}, \quad Z_3 \sim \frac{\beta_1 W_2(\theta)}{\rho^2}, \tag{5.30} \]

\[ k \sim \rho^{-2} \left[ \left( (\beta_1 \ell_1 + \beta_2 \ell_2) - \beta_1 \beta_2 \right) \cos^2 \theta \, d\tau - (\beta_1 \ell_1 + \beta_2 \ell_2) \sin^2 \theta \, d\phi \right], \tag{5.31} \]

and hence:

\[ (Z_1 Z_2 Z_3)^{\frac{1}{3}} \sim \frac{\left( \frac{\beta_2}{\rho^2} W_2(\theta) \right)^{\frac{1}{3}}}{\rho^2}. \tag{5.32} \]

The five-dimensional asymptotic metric, (5.29), now takes the form:

\[ ds_5^2 = -\left( \frac{\beta_2^2 W_2(\theta)}{\rho^2} \right)^{-2/3} \rho^4 (dt + k)^2 \]

\[ + \left( \frac{\beta_1^2 W_2(\theta)}{\rho^2} \right)^{1/3} \left( \frac{d\rho^2}{\rho^2} + d\theta^2 + \cos^2 \theta \, d\tau^2 + \sin^2 \theta \, d\phi^2 \right), \tag{5.33} \]

which is precisely of the form discussed in Section 5.1, i.e. a warped form of rotating \( AdS_2 \times S^3 \). For the special choice \( \beta_2 = 4 \ell_1 \) we have \( W_2(\theta) = 4 \ell_1^2 \) and (5.33) reduces to the near horizon BMPV metric. Therefore we can consider the metric (5.10) as the metric to which all black hole, black ring and multi-center solutions within our Ansatz will asymptote for \( \rho \to \infty \). We will describe this in more detail in the next section.
6 Multi-centered solutions

We have been able to solve in complete generality the system of differential equation (4.27), (4.28), (4.29), (4.30) and (4.33) on an axisymmetric LeBrun-Burns base. This provides an infinite class of explicit five-dimensional multi-centered solutions with (at least) one time-like and two space-like Killing vectors ($\partial_t, \partial_\tau, \partial_\phi$). Amongst our solutions are multi-center generalizations of the solutions in Section 5.1 and 5.2 as well as a class of regular bubbled geometries that we discuss in some detail in Section 6.2 below.

6.1 General axisymmetric solutions

We will look for solutions on an axisymmetric LeBrun-Burns base in which the geometry at infinity has the form (5.10). The singular points of the harmonic function, $V$, that determines the LeBrun-Burns base are located along the $\zeta$ axis at points $c_j$:

$$V = \varepsilon_0 + \sum_{j=1}^{N} q_j G_j .$$

(6.1)

Where for convenience we have defined

$$G_i \equiv G(x, y, \zeta; 0, 0, c_i) = \frac{\rho^2 + c_i^2}{\sqrt{(\rho^2 + c_i^2)^2 - 4\zeta^2 c_i^2}} - 1,$$

(6.2)

$$H_i \equiv H(x, y, \zeta; 0, 0, c_i) = \frac{1}{\sqrt{(\rho^2 + c_i^2)^2 - 4\zeta^2 c_i^2}} ,$$

(6.3)

$$D_i \equiv D(x, y, \zeta; 0, 0, c_i) = \frac{\rho^2 - c_i^2}{\sqrt{(\rho^2 + c_i^2)^2 - 4\zeta^2 c_i^2}} ,$$

(6.4)

where we will assume that $c_i \neq 0$. It is trivial to solve (4.27) for the functions $L_1$ and $L_2$

$$L_a = \frac{1}{\zeta^2} \left( \ell^0_a + \sum_{i=1}^{N} \ell^i_a G_i \right) , \quad a = 1, 2 .$$

(6.5)

Solving (4.28) and (4.29) for $K^{(a)}$ and $M$ one finds

$$K^{(1)} = k_1^0 + \frac{\beta_1}{\rho^2} + \sum_{i=1}^{N} k_{i1}^0 H_i - V L_2 + 4\rho^2 \sum_{i,j=1}^{N} q_i \ell_j^1 H_i H_j ,$$

(6.6)

$$K^{(2)} = k_2^0 + \frac{\beta_2}{\rho^2} + \sum_{i=1}^{N} k_{i2}^0 H_i - V L_1 + 4\rho^2 \sum_{i,j=1}^{N} q_i \ell_j^2 H_i H_j ,$$

(6.7)

$$M = m_0 + \frac{\gamma}{\rho^2} + \sum_{i=1}^{N} m_i H_i - \frac{\zeta^2}{2} L_1 L_2 + 2\rho^2 \sum_{i,j=1}^{N} \ell_i^1 \ell_i^2 H_i H_j .$$

(6.8)
After a somewhat tedious exercise\(^6\) one can also solve equation (4.30)

\[
L_3 = \ell_3^0 + \sum_{i=1}^{N} \ell_3^i G_i - \zeta^2 V L_1 L_2 + \sum_{i=1}^{N} (2(\varepsilon_0 - Q)m_i + (\ell_1^0 - \Lambda_1)k_i^1 + (\ell_2^0 - \Lambda_2)k_i^2)H_i
\]

\[+ \beta_3 \frac{\zeta^2}{\rho^4} + (2(\varepsilon_0 - Q)\gamma + (\ell_1^0 - \Lambda_1)\beta_1 + (\ell_2^0 - \Lambda_2)\beta_2) \frac{1}{\rho^2} + 2\gamma \sum_{i=1}^{N} \frac{q_i \rho^{-2} - H_i}{H_i}, \]

\[+ \sum_{i=1}^{N} \left(2q_i m_i + \ell_1^i k_i^1 + \ell_2^i k_i^2 \right) \left(\eta^2 - \zeta^2 + c_i^2 \right) H_i^2 \]

\[+ \sum_{i\neq j=1}^{N} \left(2q_i m_j + \ell_1^i k_j^1 + \ell_2^i k_j^2 \right) \left(\eta^2 - \zeta^2 + c_j^2 \right) H_i H_j \]

\[+ \sum_{i,j,k=1}^{N} q_i \ell_1^i \ell_2^k \rho^2 \left(3\rho^2 - 4\zeta^2 + c_i^2 + c_j^2 + c_k^2 \right) H_i H_j H_k. \]

where we have defined

\[Q \equiv \sum_{i=1}^{N} q_i, \quad \Lambda_1 \equiv \sum_{i=1}^{N} \ell_1^i, \quad \Lambda_2 \equiv \sum_{i=1}^{N} \ell_2^i. \quad (6.10)\]

The one form \(\omega = \omega_0 d\phi\) is given by

\[
\omega_0 = \omega_0 + \frac{\beta_3 \sin^2 \theta}{2} - \gamma \sum_{i=1}^{N} \frac{q_i}{c_i^2} D_i - \sum_{j=1}^{N} \left(m_0 q_j + k_1^0 \ell_1^j + k_2^0 \ell_2^j + \ell_3^j \right) D_j
\]

\[- \sum_{j=1}^{N} \left(2m_j q_j + k_1^j \ell_1^j + k_2^j \ell_2^j \right) \eta^2 H_j^2 - \sum_{i\neq j=1}^{N} \frac{2q_i m_j + k_1^i \ell_1^j + k_2^i \ell_2^j}{2(c_i^2 - c_j^2)} \left(D_i D_j + 4\eta^2 c_i^2 H_i H_j \right)
\]

\[-8 \sum_{i,j,k=1}^{N} q_i \ell_1^i \ell_2^k \eta^2 \rho^2 H_i H_j H_k, \quad (6.11)\]

where \(\omega_0\) is a constant which should be fixed so as to avoid CTCs and Dirac-Misner strings.

Substituting (6.5), (6.6), (6.7), (6.8) and (6.9) in the expressions for \(Z_1, Z_2, Z_3\) and \(\mu\), (4.31) and (4.32), one finds the most general non-BPS solution on an axisymmetric LeBrun-Burns base captured by the floating brane Ansatz of [8]. For easy comparison with the solution in Section 5.1 we have chosen to single out the terms in the solution which have poles at \(\rho = 0\), i.e. the terms with coefficients involving \(\beta_1, \beta_2, \beta_3\) and \(\gamma\).

In addition to the parameters \(\beta_1, \beta_2, \beta_3\) and \(\gamma\), the solution in general has \((8N+7)\) parameters: \(\{c_i, \varepsilon_0, q_i, \ell_1^0, \ell_1^i, k_1^0, k_1^i, m_0, m_i\}\). As we will see in the next subsection imposing regularity and absence of causal pathologies will greatly reduce the number of independent parameters.

\(^6\)Some of the identities used to solve the equations for \(K^{(a)}\), \(M\), \(L_3\) and \(\omega_0\) are collected in Appendix A.8.
6.2 Regular bubbled solutions

The solution we construct here will be asymptotic to the metric (5.10), which can be viewed as the “elementary” solution within our Ansatz. These regular solutions on a base with non-trivial topology can be viewed as a non-supersymmetric generalization of the BPS bubbled solutions of [1, 2].

We begin by defining a radial coordinate around each of the poles of the harmonic functions

$$\rho_i^2 = \eta^2 + (\zeta - c_i)^2 .$$

We will be interested in constructing a solution that is regular at the locations of the poles of the harmonic functions, $\rho_i \to 0$, and is free of CTCs and Dirac-Misner strings.

For $\rho_i \to 0$ we have the following expansion of the harmonic functions

$$G_i \sim \frac{c_i}{\rho_i} , \quad H_i \sim \frac{1}{2c_i\rho_i} .$$

Since we are looking for a regular bubbled solution in five dimensions we will assume that all functions in the solution have the same singular points (excluding the point $\rho = 0$ which, as discussed in the previous section, will be treated separately). The functions $Z_1$ and $Z_2$ near a singular point, $\rho_i \to 0$, diverge as

$$Z_1 \sim \frac{\ell_1}{c_i\rho_i} , \quad Z_2 \sim \frac{\ell_2}{c_i\rho_i} .$$

To ensure regularity we should set

$$\ell_1 = \ell_2 = 0 , \quad \forall \ i .$$

The function $Z_3$ near a singular point, $\rho_i \to 0$, is

$$Z_3 \sim \left( \ell_3 c_i + \frac{k_i k_j}{4c_i q_i} \right) \frac{1}{\rho_i} + \frac{m_i}{c_i \rho_i} \left( \varepsilon_0 + \sum_{k=1,k \neq i}^N q_k \text{sign}(c_k^2 - c_i^2) \right) + \frac{q_i m_i (\eta^2 - \zeta^2 + c_i^2)}{2c_i^2 \rho_i^2} .$$

The last term in the expression above is divergent and could be made to vanish only for $m_i = 0$. Therefore for a regular $Z_3$ one should set

$$m_i = 0 , \quad \ell_3 = -\frac{k_i k_j}{4c_i q_i} , \quad \forall \ i .$$

It is not hard to show that with this choice of constants the function $\mu$ will limit to a constant near a singular point. The condition for absence of CTC's\footnote{This comes from $Q \geq 0$, where $Q$ is defined in Appendix A.2.} requires that $\mu$ should vanish at a singular point of $V$ and this leads to the constraint:

$$m_0 + \frac{\gamma}{c_i^2} - \frac{k_i k_j}{8c_i^2 q_i^2} = 0 , \quad \forall \ i .$$
There is one more condition on the constant parameters of the solutions coming from removing a possible Dirac-Misner string in $\omega$. However it turns out that after setting $\omega_0 = 0$ the absence of a Dirac-Misner string in $\omega$ is guaranteed by \((6.18)\).

To summarize, the conditions for regularity and absence of CTC’s and Dirac-Misner strings near the poles of the harmonic functions requires that we set:

\[
m_i = \ell_i^0 = \ell_i^0 = 0 , \quad \ell_3^0 = -\frac{k_1^i k_2^i}{4c_i^2 q_i} , \quad m_0 + \frac{\gamma}{c_i^2} - \frac{k_1^i k_2^i}{8c_i^2 q_i^2} = 0 , \quad \forall \ i .
\]

\((6.19)\)

Note that these conditions are quite different from the regularity and causality constraints for BPS bubbled solutions with a GH base [3]. In particular for the class of bubbled solutions discussed here there is no analogue of the “bubble equations” (or integrability conditions) familiar from the supersymmetric multi-center solutions [3, 22]. However we still have an equation that fixes the locations of the poles in the harmonic functions (but not the distance between them) in terms of the parameters \(\{\gamma, m_0, k_1^i, k_2^i, q_i\}\).

Our analysis so far does not guarantee the regularity of the supergravity scalars (i.e. the Kähler moduli of the tori in M-theory) and the absence of causal pathologies at asymptotic infinity. To ensure that we should study the behavior of the solution at $\rho \rightarrow \infty$. The harmonic functions have the following expansion

\[ G_i \sim 2c_i^2 \frac{\epsilon^2}{\rho^4} , \quad H_i \sim \frac{1}{\rho^2} . \]

\((6.20)\)

Imposing the regularity and causality constraints at $\rho \rightarrow \infty$ one finds the following constraints on the parameters of the solution:

\[ m_0 = k_1^0 k_2^0 = 0 , \quad \ell_3^0 - (k_1^0 \rho_1^0 + k_2^0 \rho_2^0) = 0 , \quad k_1^0 \beta_2 + k_2^0 \beta_1 + k_1^i \sum_{i=1}^{N} k_2^i + k_2^0 \sum_{i=1}^{N} k_1^i = 0 . \]

\((6.21)\)

The constraints are easily solved by imposing $\ell_3^0 = k_1^0 = k_2^0 = m_0 = 0$, however there are in principle other ways to satisfy the relations in \((6.21)\), so we will not commit to a specific solution.

The asymptotic expansion ($\rho \rightarrow \infty$) of the metric functions in the solution is

\[ Z_1 \sim \frac{1}{\epsilon_0} \left( \beta_2 + \sum_{i=1}^{N} k_2^i \right) \frac{1}{\rho^2} , \quad Z_2 \sim \frac{1}{\epsilon_0} \left( \beta_1 + \sum_{i=1}^{N} k_1^i \right) \frac{1}{\rho^2} , \]

\[ Z_3 \sim 2(\epsilon_0 - Q) \frac{\gamma}{\rho^2} + \frac{1}{\epsilon_0} \left( \beta_3 \epsilon_0 + \beta_1 \beta_2 + \sum_{i=1}^{N} (\beta_2 k_1^i + \beta_1 k_2^i - \epsilon_0 k_1^i k_2^i / 2q_i) + \sum_{i,j=1}^{N} k_1^i k_2^j - 4 \epsilon_0 \gamma Q \right) \frac{\epsilon^2}{\rho^2} . \]

\[ \mu \sim -\frac{1}{2 \epsilon_0^2} \left( \beta_3 \epsilon_0 + 2 \beta_1 \beta_2 + \sum_{i=1}^{N} (\beta_2 k_1^i + \beta_1 k_2^i) + 2 \sum_{i,j=1}^{N} k_1^i k_2^j - \epsilon_0 \sum_{i=1}^{N} k_1^i k_2^i / 2q_i - 4 \epsilon_0 \gamma Q \right) \frac{\epsilon^2}{\rho^2} . \]
The constraints (6.21) together with (6.19) lead to
\[ \omega = \frac{\beta_3 \sin^2 \theta}{2} \rho^2 d\phi , \] (6.22)

It is clear that at \( \rho \to \infty \) these regular bubbled solutions are asymptotic to the warped, rotating \( AdS_2 \times S^3 \) solution presented in Section 5.1. The parameters of the solution can be arranged such that the warp factor in the metric is a constant and the solution is asymptotic to the near horizon BMPV black hole.

The axisymmetric multi-center solutions have \( 8N + 11 \) parameters. The regularity and causality constraints studied in this section impose \( 5N + 4 \) relations on them, therefore we have a \( (3N + 7) \)-parameter family of regular solutions with non-trivial topology on the base. It should be emphasized that we have only analyzed in detail the condition for absence of CTC’s near the singularity of the harmonic functions and at asymptotic infinity. In principle one needs to ensure that there are no CTC’s globally and for this one usually has to rely on numerics [36]. On the other hand, experience with many examples suggests that once one has addressed this at singular points and ensured that the metric coefficients are well-behaved then there are no CTC’s globally.

It is interesting to note that there is no analog of the bubble equations [3, 22] for our regular non-BPS solutions. Bubble equations can be viewed as a form of angular momentum balance that constrains the location of sources and with pure flux solutions, non-trivial bubble equations require non-zero sources for all three fluxes. In our solutions, the magnetic flux of \( \Theta^{(3)} \) is trivial on the topological two-cycles and the complete Maxwell field \( \mathcal{F} \), has no localized sources. Thus one should not be too surprised at the absence of constraints on the location of the remaining flux sources.

7 Conclusions

Using the floating brane Ansatz of [8] we have constructed a large class of non-BPS multi-centered supergravity solutions. The solutions are determined by a four-dimensional Kähler base with non-trivial topology and that is a solution of the Euclidean Einstein-Maxwell equations. To find explicit solutions one has to solve a coupled linear system of inhomogeneous differential equations on this base. We managed to construct the most general explicit solution of these equations on the axisymmetric LeBrun-Burns base. The generic multi-centered solutions will have horizons but we showed explicitly that by a judicious choice of parameters one can make the solutions completely smooth and regular. Due to the Maxwell flux on the four-dimensional base the five-dimensional solutions are not asymptotically flat but can be arranged to look like a warped, rotating \( AdS_2 \times S^3 \) space at asymptotic infinity. For specific choice of parameters the
asymptotic metric is exactly the near horizon throat metric of the BMPV black hole. We have thus constructed “hair in the back of a throat”.

There are a number of possible directions for further work in this area. First, it well-known that BPS supertubes with two electric and one magnetic dipole charge are regular in six dimensions in the D1-D5 duality frame [37, 38, 39]. Such solutions can thus potentially provide richer classes of regular geometries. Indeed, five-dimensional regularity requires that all the $Z_I$ be non-singular but supertubes allow two of the $Z_I$ to have poles and the singularities are resolved as Kaluza-Klein monopoles in six dimensions. The solutions presented in Section 6.1 before five-dimensional regularity was imposed, include solutions that correspond to families of concentric supertubes. Removing the singularities as in (6.14) required us to set some of the parameters to zero (see (6.15)) and while we still found regular solutions with microstate structure, it restricted that family of solutions quite strongly and led us to solutions for which the bubble equations were trivial. We expect that for solutions with supertubes there will be some analog of the familiar radius formula arising from the bubble equations, or integrability conditions. We therefore expect there to be even richer classes of bubbles and “hair” if one allows solutions that are regular in six dimensions but not necessarily in five.

It is also worth recalling that there are spectral flow methods that map regular, six-dimensional supertube geometries onto five-dimensional, regular bubbled geometries [40]. For BPS solutions, these transformations do not substantially modify the geometry of the four-dimensional base, though they can modify the asymptotics at infinity. On the other hand, for non-BPS solutions such spectral flows can completely change the geometry of the base, for example, mapping a hyper-Kähler geometry onto an Israel-Wilson electrovac solution [8]. It would be interesting to see how such spectral flows might modify the solutions considered here, particularly if one first includes supertube configurations. It will almost certainly move one beyond the LeBrun class of solutions and perhaps give a richer class of geometries at infinity.

There are other natural generalizations of the solutions considered here. Our solutions can be uplifted to eleven dimensions where they are sourced by intersecting M2 and M5 branes on $T^6$ [3]. It is fairly evident that there will also be solutions that can be obtained from intersecting M2 and M5 branes wrapping two-cycles and four-cycles in a more general Calabi-Yau three-fold. Going in the opposite direction, any solution with a LeBrun base has a space-like Killing vector (defined by $\tau$-translations) and so one can perform a dimensional reduction along this direction to find supergravity solutions in four dimensions. These solutions will clearly be non-BPS and will represent an infinite class of multi-center four-dimensional solutions that are non-supersymmetric generalizations of the solutions of [22].

It would be interesting to explore the attractor mechanism for our solutions and make connections with recent discussions on non-BPS attractors. The multi-centered solutions of Section
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may realize non-BPS split attractors. It is interesting to note that in a recent discussion on non-supersymmetric split attractor flows the authors of \[41\] also found that there are no bubble equations (or integrability conditions). This fits with our analysis in Section 6 and it will be very interesting to make this connection more precise.

Since our solutions are asymptotic to anti-de Sitter space one can do holographic analysis of the “hair” corresponding to our geometries and understand them as duals to states (or thermal ensembles) in the corresponding CFT. The solutions presented here have a warped and rotating \(AdS_2\) region and while the \(AdS_2/CFT_1\) correspondence is not understood in such detail as its higher dimensional analog[8] there might be some effective approach similar to the one in \[42\]. Alternatively, one might use a series of dualities and transform the solutions to the D1-D5-P IIB duality frame \[39\] and study the states in the D1-D5 CFT. One might then be able to study the stability of the solutions and make some connection with the recent discussion of Hawking radiation from non-supersymmetric solutions of the D1-D5 system \[43, 44, 45\].

One would also very much like to find explicit non-supersymmetric solutions that have a throat region that looks like the solutions discussed in this paper but are asymptotically flat at infinity. To achieve this, one will probably have to find a way of breaking the relationship between the background electromagnetic field and the Kähler form. To achieve this one will probably have to relax some of the simplifying assumptions of the floating brane Ansatz \[8\] and work with more general (and complicated) equations of motion. However, there are almost certainly even broader classes of non-supersymmetric solutions that are determined by linear systems of equations and thus such explicit non-BPS solutions may well be within reach.
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A More details on the solutions

A.1 Gauge invariance

The general solutions on a LeBrun-Burns base discussed in Section 4 have a “gauge invariance” similar to the one present in multi-centered BPS solutions with a GH base (see equation (94) in \[8\]. For a recent discussion on holography for backgrounds with and \(AdS_2\) factor see \[45\].
It is easy to check that the following transformation leaves (4.31) and (4.32) invariant

\[ K^{(1)} \rightarrow K^{(1)} + \gamma_1 V, \quad K^{(2)} \rightarrow K^{(2)} + \gamma_2 V, \quad (A.1) \]

\[ L_1 \rightarrow L_1 - \gamma_2, \quad L_2 \rightarrow L_2 - \gamma_1, \quad (A.2) \]

\[ L_3 \rightarrow L_3 - \gamma_1 \zeta^2 K^{(2)} - \gamma_2 \xi^2 K^{(1)} - \gamma_1 \gamma_2 \zeta^2 V, \quad (A.3) \]

\[ M \rightarrow M + \frac{1}{2} \gamma_1 \zeta^2 L_1 + \frac{1}{2} \gamma_2 \xi^2 L_2 - \frac{1}{2} \gamma_1 \gamma_2 \zeta^2, \quad (A.4) \]

One can also show that the equation for the one-form \( \omega \), (4.33), is invariant, therefore the transformation above is a symmetry of the full solution.

### A.2 Causality

A supergravity background is causal only if there are no CTCs and Dirac-Misner strings. To study the constraints imposed by these conditions one should study the five-dimensional metric at a constant time slice:

\[
d s^2 = Q \left( d \tau + A - \frac{\mu V^2}{Q} \omega \right)^2 + W^2 V \left( \eta^2 d \phi^2 - \frac{\zeta^2}{Q} \omega^2 \right) + W^2 V (d \eta^2 + d \zeta^2), \quad (A.5)\]

where

\[ Q \equiv W^6 \zeta^2 V - \mu^2 V^2, \quad W^2 \equiv (Z_1 Z_2 Z_3)^{1/3}. \quad (A.6)\]

For absence of CTC’s we need to impose the following conditions

\[ Q \geq 0, \quad W^2 V \geq 0, \quad Z_I^{-1} W^2 \geq 0, \quad I = 1, 2, 3. \quad (A.7)\]

The last inequality comes from imposing positive definite metric in the six internal directions along \( T^6 \) upon uplift of our solutions to eleven-dimensional supergravity. The expression for \( Q \) resembles quite closely the one for solutions with a GH base (see equation (102) in [3])

\[
Q = -M^2 V^2 + 2M \zeta^2 K^{(1)} K^{(2)} + MV \left( \zeta^2 K^{(1)} L_1 + \zeta^2 K^{(2)} L_2 + L_3 \right) - \frac{1}{4} \left( \zeta^2 K^{(1)} L_1 + \zeta^2 K^{(2)} L_2 + L_3 \right)^2 \\
+ \zeta^2 V L_1 L_2 L_3 + \left( \zeta^4 K^{(1)} L_1 K^{(2)} L_2 + L_3 \zeta^2 K^{(1)} L_1 + L_3 \zeta^2 K^{(2)} L_2 \right) \quad (A.8)\]

There is also the possibility of having Dirac-Misner strings in \( \omega \). To ensure that this does not happen one has to require that \( \omega_\phi \) vanishes for \( \eta = 0. \)
A.3 Useful identities

Here we collect some identities used in Section 6. We used the following identities to solve the equations for $K^{(a)}$ and $M$

\[
\mathcal{L}_1 \left( \frac{1}{\zeta^2} \right) = \frac{4}{\zeta^4}, \\
\mathcal{L}_1 \left( -\frac{1 + G_i}{\zeta^2} \right) = \frac{2}{\zeta} \partial_\zeta \left( \frac{1 + G_i}{\zeta^2} \right), \\
\mathcal{L}_1 \left( -\frac{(1 + G_i)(1 + G_j) + 4\rho^2 H_i H_j}{\zeta^2} \right) = \frac{2}{\zeta} \partial_\zeta \left( \frac{(1 + G_i)(1 + G_j)}{\zeta^2} \right). 
\]

The following identities are useful when one solves the equation for $L_3$

\[
\mathcal{L}_2 \left( \frac{1}{\zeta^2} \right) = \frac{8}{\zeta^4}, \quad \mathcal{L}_2 \left( -\frac{1 + G_i}{\zeta^2} \right) = \frac{4}{\zeta} \partial_\zeta \left( \frac{1 + G_i}{\zeta^2} \right), \quad \mathcal{L}_2 (-H_i) = \frac{2}{\zeta} \partial_\zeta H_i, 
\]

\[
\mathcal{L}_2 \left( -\frac{(1 + G_i)(1 + G_j) + 4\rho^2 H_i H_j}{\zeta^2} \right) = \frac{4}{\zeta} \partial_\zeta \left( \frac{(1 + G_i)(1 + G_j)}{\zeta^2} \right) - \frac{8}{\zeta} \partial_\zeta (\rho^2 H_i H_j), \\
\mathcal{L}_2 \left( -\frac{1}{c_i^2 - c_j^2} \frac{H_j - H_i}{H_i} \right) = \frac{2}{\zeta} (1 + G_i) \partial_\zeta H_j, \quad i \neq j \]

\[
\mathcal{L}_2 (-\rho^2 + c_i^2 - 2\zeta^2) H_i^2 = \frac{2}{\zeta} (1 + G_i) \partial_\zeta H_i. 
\]

\[
\mathcal{L}_2 \left( -\frac{(1 + G_i)(1 + G_j)(1 + G_k) + 4\rho^2 (3\rho^2 - 4\zeta^2 + c_i^2 + c_j^2 + c_k^2) H_i H_j H_k}{\zeta^2} \right) - \frac{8}{\zeta} \left[ \partial_\zeta (\rho^2 H_j H_k) + (1 + G_j) \partial_\zeta (\rho^2 H_k H_i) + (1 + G_k) \partial_\zeta (\rho^2 H_i H_j) \right]. 
\]

There are similar identities involving $D_i$, $H_i$ and $G_i$ that we have used to solve the equation for $\omega_\phi$, however they are pretty lengthy and we refrain from presenting them explicitly.

A.4 Black ring coordinates

To facilitate comparison of our solutions with the more standard black-ring and supertube solutions, it is useful to recall the canonical separable bipolar coordinates on $\mathbb{R}^4$, \[47\] (we set $a = b = 0$ below):

\[
\tilde{x} \equiv -(G + 1 - 2c^2 H) = -\frac{x^2 + y^2 + \zeta^2 - c^2}{\sqrt{((\zeta - c)^2 + x^2 + y^2)((\zeta + c)^2 + x^2 + y^2)}}, \quad \text{(A.13)}
\]

\[
\tilde{y} \equiv -(G + 1) = -\frac{x^2 + y^2 + \zeta^2 + c^2}{\sqrt{((\zeta - c)^2 + x^2 + y^2)((\zeta + c)^2 + x^2 + y^2)}}, \quad \text{(A.14)}
\]
In these coordinates the flat metric on $\mathbb{R}^4$ takes the form:

$$
\frac{ds^2}{R^2} = \left( \frac{d\tilde{y}^2}{\tilde{y}^2 - 1} + \frac{d\tilde{x}^2}{1 - \tilde{x}^2} \right) \left( (\tilde{y}^2 - 1)d\tau^2 + (1 - \tilde{x}^2)d\phi^2 \right).
$$

(A.15)

where $R = c$. In particular, note that the canonical coordinates, $\tilde{x}$ and $\tilde{y}$, are simply related to the Green functions that we have been using and thus the solutions of Sections 5 and 6 can easily be expressed as rational functions of $\tilde{x}$ and $\tilde{y}$.

References

[1] I. Bena and N. P. Warner, “Bubbling supertubes and foaming black holes,” Phys. Rev. D 74, 066001 (2006) [arXiv:hep-th/0505166].

[2] P. Berglund, E. G. Gimon and T. S. Levi, “Supergravity microstates for BPS black holes and black rings,” JHEP 0606, 007 (2006) [arXiv:hep-th/0505167].

[3] I. Bena and N. P. Warner, “Black holes, black rings and their microstates,” Lect. Notes Phys. 755, 1 (2008) [arXiv:hep-th/0701216].

[4] I. Bena and N. P. Warner, “One ring to rule them all ... and in the darkness bind them?,” Adv. Theor. Math. Phys. 9, 667 (2005) [arXiv:hep-th/0408106].

[5] K. Goldstein and S. Katmadas, “Almost BPS black holes,” JHEP 0905, 058 (2009) [arXiv:0812.4183 [hep-th]].

[6] I. Bena, G. Dall’Agata, S. Giusto, C. Ruef and N. P. Warner, “Non-BPS Black Rings and Black Holes in Taub-NUT,” JHEP 0906, 015 (2009) [arXiv:0902.4526 [hep-th]].

[7] I. Bena, S. Giusto, C. Ruef and N. P. Warner, “Multi-Center non-BPS Black Holes - the Solution,” JHEP 0911, 032 (2009) [arXiv:0908.2121 [hep-th]].

[8] I. Bena, S. Giusto, C. Ruef and N. P. Warner, “Supergravity Solutions from Floating Branes,” JHEP 1003, 047 (2010) [arXiv:0910.1860 [hep-th]].

[9] I. Bena, S. Giusto, C. Ruef and N. P. Warner, “A (Running) Bolt for New Reasons,” JHEP 0911, 089 (2009) [arXiv:0909.2559 [hep-th]].

[10] N. Bobev and C. Ruef, “The Nuts and Bolts of Einstein-Maxwell Solutions,” JHEP 1001, 124 (2010) [arXiv:0912.0010 [hep-th]].

[11] S. Ferrara, R. Kallosh and A. Strominger, “N=2 extremal black holes,” Phys. Rev. D 52, 5412 (1995) [arXiv:hep-th/9508072].
[12] S. Ferrara and R. Kallosh, “Supersymmetry and Attractors,” Phys. Rev. D 54, 1514 (1996) [arXiv:hep-th/9602136].

[13] A. Ceresole and G. Dall’Agata, “Flow Equations for Non-BPS Extremal Black Holes,” JHEP 0703, 110 (2007) [arXiv:hep-th/0702088].

[14] G. Lopes Cardoso, A. Ceresole, G. Dall’Agata, J. M. Oberreuter and J. Perz, “First-order flow equations for extremal black holes in very special geometry,” JHEP 0710, 063 (2007) [arXiv:0706.3373 [hep-th]].

[15] L. Andrianopoli, R. D’Auria, E. Orazi and M. Trigiante, “First Order Description of Black Holes in Moduli Space,” JHEP 0711, 032 (2007) [arXiv:0706.0712 [hep-th]].

[16] S. Ferrara, A. Gnecchi and A. Marrani, “d=4 Attractors, Effective Horizon Radius and Fake Supergravity,” Phys. Rev. D 78, 065003 (2008) [arXiv:0806.3196 [hep-th]].

[17] S. Bellucci, S. Ferrara, A. Marrani and A. Yeranyan, “STU Black Holes Unveiled,” arXiv:0807.3503 [hep-th].

[18] F. Denef, D. Gaiotto, A. Strominger, D. Van den Bleeken and X. Yin, “Black hole deconstruction,” arXiv:hep-th/0703252.

[19] D. Gaiotto, W. W. Li and M. Padi, “Non-Supersymmetric Attractor Flow in Symmetric Spaces,” JHEP 0712, 093 (2007) [arXiv:0710.1638 [hep-th]].

[20] E. G. Gimon, F. Larsen and J. Simon, “Constituent Model of Extremal non-BPS Black Holes,” JHEP 0907, 052 (2009) [arXiv:0903.0719 [hep-th]].

[21] F. Denef, “Quantum quivers and Hall/hole halos,” JHEP 0210, 023 (2002) [arXiv:hep-th/0206072].

[22] B. Bates and F. Denef, “Exact solutions for supersymmetric stationary black hole composites,” arXiv:hep-th/0304094.

[23] F. Denef and G. W. Moore, “Split states, entropy enigmas, holes and halos,” arXiv:hep-th/0702146.

[24] G. W. Gibbons and S. W. Hawking, “Gravitational Multi - Instantons,” Phys. Lett. B 78, 430 (1978).

[25] C. LeBrun, “Explicit Self-Dual Metrics on $\mathbb{CP}_2 \# \ldots \mathbb{CP}_2$,” J. Diff. Geom. 34 (1991) 223-253.
[26] C. LeBrun, “The Einstein-Maxwell Equations, Extremal Kahler Metrics, and Seiberg-Witten Theory,” arXiv:0803.3734 [math.DG].

[27] C. P. Boyer and J. D. Finley, “Killing Vectors In Self-dual, Euclidean Einstein Spaces,” J. Math. Phys. 23, 1126 (1982).

[28] A. Das and J. Gegenberg, “Stationary Riemannian space-times with self-dual curvature,” Gen. Rel. Grav. 16, (1984) 817.

[29] J. C. Breckenridge, R. C. Myers, A. W. Peet and C. Vafa, “D-branes and spinning black holes,” Phys. Lett. B 391, 93 (1997) [arXiv:hep-th/9602065].

[30] I. Bena, N. Bobev and N. P. Warner, “Bubbles on Manifolds with a U(1) Isometry,” JHEP 0708, 004 (2007) [arXiv:0705.3641 [hep-th]].

[31] J. B. Gutowski and W. A. Sabra, “Gravitational Instantons and Euclidean Supersymmetry,” Phys. Lett. B 693, 498 (2010) [arXiv:1007.2421 [hep-th]].

[32] M. Dunajski and S. A. Hartnoll, “Einstein-Maxwell gravitational instantons and five dimensional solitonic strings,” Class. Quant. Grav. 24, 1841 (2007) [arXiv:hep-th/0610261].

[33] I. Bena and P. Kraus, “Three Charge Supertubes and Black Hole Hair,” Phys. Rev. D 70, 046003 (2004) [arXiv:hep-th/0402144].

[34] I. Bena, “Splitting hairs of the three charge black hole,” Phys. Rev. D 70, 105018 (2004) [arXiv:hep-th/0404073].

[35] H. Elvang, R. Emparan, D. Mateos and H. S. Reall, “Supersymmetric black rings and three-charge supertubes,” Phys. Rev. D 71, 024033 (2005) [arXiv:hep-th/0408120].

[36] I. Bena, C. W. Wang and N. P. Warner, “Mergers and Typical Black Hole Microstates,” JHEP 0611, 042 (2006) [arXiv:hep-th/0608217].

[37] O. Lunin and S. D. Mathur, “AdS/CFT duality and the black hole information paradox,” Nucl. Phys. B 623, 342 (2002) [arXiv:hep-th/0109154].

[38] O. Lunin, J. M. Maldacena and L. Maoz, “Gravity solutions for the D1-D5 system with angular momentum,” arXiv:hep-th/0212210.

[39] I. Bena, N. Bobev, C. Ruef and N. P. Warner, “Supertubes in Bubbling Backgrounds: Born-Infeld Meets Supergravity,” JHEP 0907, 106 (2009) [arXiv:0812.2942 [hep-th]].
[40] I. Bena, N. Bobev and N. P. Warner, “Spectral Flow, and the Spectrum of Multi-Center Solutions,” Phys. Rev. D 77, 125025 (2008) [arXiv:0803.1203 [hep-th]].

[41] S. Nampuri and M. Soroush, “New Perspectives on Attractor Flows and Trees from CFT,” arXiv:1009.5768 [hep-th].

[42] M. Guica, T. Hartman, W. Song and A. Strominger, “The Kerr/CFT Correspondence,” Phys. Rev. D 80, 124008 (2009) [arXiv:0809.4266 [hep-th]].

[43] B. D. Chowdhury and S. D. Mathur, “Radiation from the non-extremal fuzzball,” Class. Quant. Grav. 25, 135005 (2008) [arXiv:0711.4817 [hep-th]].

[44] S. G. Avery, B. D. Chowdhury and S. D. Mathur, “Emission from the D1D5 CFT,” JHEP 0910, 065 (2009) [arXiv:0906.2015 [hep-th]].

[45] S. G. Avery, B. D. Chowdhury and S. D. Mathur, “Excitations in the deformed D1D5 CFT,” JHEP 1006, 032 (2010) [arXiv:1003.2746 [hep-th]].

[46] A. Sen, “State Operator Correspondence and Entanglement in $AdS_2/CFT_1$,” arXiv:1101.4254 [hep-th].

[47] R. Emparan and H. S. Reall, “A rotating black ring in five dimensions,” Phys. Rev. Lett. 88, 101101 (2002) [arXiv:hep-th/0110260].