A fourth-moment phenomenon for asymptotic normality of monochromatic subgraphs
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1 | INTRODUCTION

Consider a deterministic sequence of simple undirected graphs \( G_n = (V(G_n), E(G_n)) \), where graph \( G_n \) has vertex set \( V(G_n) = \{1, 2, \ldots, v(G_n)\} \) and edge set \( E(G_n) \). We denote the adjacency matrix of \( G_n \) by \( A(G_n) = (a_{ij}(G_n))_{i,j \in V(G_n)} \), where \( a_{ij} = 1 \{ (i,j) \in E(G_n) \} \). We color the vertices of \( G_n \) uniformly at random and independently with \( c \) colors, so that

\[
\mathbb{P}[X_v = a] = \frac{1}{c} \quad \text{for} \quad a \in \{1, 2, \ldots, c\},
\]

where \( X_v \) denotes the color of vertex \( v \in V(G_n) \). Given a simple connected fixed subgraph \( H \), we say that a copy of \( H \) is monochromatic if all of its vertices have the same color, that is, \( X_u = X_v \) for
all \( u, v \in V(H) \). In this paper, we propose a general framework to study asymptotic normality for the statistic \( T(H, G_n) \), the number of monochromatic copies of \( H \) in \( G_n \).

When \( H = K_2 \) is an edge, the statistic \( T(K_2, G_n) \) counts the number of monochromatic edges in \( G_n \). This statistic arises in a variety of contexts. As one example, \( T(K_2, G_n) \) counts the number of pairs of friends on friendship network \( G_n \) that have the same birthday, thus generalizing the classical birthday paradox (which takes \( G = K_n \)). Consequently, the asymptotics of \( T(K_2, G_n) \) arise in various works studying generalizations of the birthday paradox \([1,2,11–13]\) including the discrete logarithm problem \([16,19]\) and problems related to testing discrete distributions \([3]\). The asymptotics of \( T(K_2, G_n) \) also naturally arise in a variety of applications, including understanding coincidences, cryptology, and occupancy urns \([4,13,20]\).

The asymptotic distribution of \( T(K_2, G_n) \) exhibits various universality phenomena, depending on how the number of colors \( c \) scales with the number of edges \( |E(G_n)| \). In particular, for fixed \( c \geq 2 \), using the method of moments, Bhattacharya, Diaconis, and Mukherjee \([7]\) concluded that \( T(K_2, G_n) \) is asymptotically normal whenever \( |E(G_n)| \rightarrow \infty \) and the fourth moment of a suitably normalized version of \( T(K_2, G_n) \) converges to 3 (the fourth moment of the normal distribution). The principle that a central limit theorem for nonlinear functions of random fields can arise as a consequence of convergence of the corresponding sequence of fourth moments arises in a variety of problems. This phenomenon was first observed in \([21,23]\); we refer to Remark 1.8 for a detailed discussion. Later, Bhattacharya, Fang, and Yan \([10]\) gave a limit theorem for the count of monochromatic triangles in family of graphs \( G_n \), described by the statistic \( T(K_3, G_n) \). By writing this statistic as martingale difference sequence, they were able to give a central limit theorem for \( T(K_3, G_n) \), with an associated error bound for any fixed number of colors \( c \geq 2 \). When \( c \geq 5 \), these error bounds exhibit a similar fourth moment phenomenon to \( T(K_2, G_n) \), but the authors observed that such a phenomenon does not necessarily arise for \( 2 \leq c \leq 4 \). For more general \( H \), Bhattacharya and Mukherjee \([6]\) obtained asymptotic results for \( T(H, G_n) \), but only under the additional assumption that \( G_n \) is dense.

In the Poisson regime, when \( \mathbb{E}[T(H, G_n)] \) is bounded, the limiting distribution \( T(H, G_n) \) is far better understood. Asymptotics have been shown for counts of edges \([2,7]\), stars \([5]\), and for more general subgraphs \([8]\). The corresponding questions in the Gaussian setting are less studied. Apart from the special cases of \( H = K_2, K_3 \), there has been little prior work giving precise conditions describing when \( T(H, G_n) \) has a Gaussian limit for a general sequence of (not necessarily dense) graphs \( G_n \).

In this paper, we initiate a systematic study of \( T(H, G_n) \) for connected subgraphs \( H \). The principal contributions of this article are:

1. We prove a central limit theorem with an explicit error bound for the normalized version of \( T(H, G_n) \), which we call \( Z(H, G_n) \) (Theorem 1.4). The error bounds hold for every \( c \geq 2 \), every sequence of deterministic graphs \( G_n \) and for every connected subgraph \( H \).

2. We provide a clear description of the graph counts which contribute to the error rates in this central limit theorem. We refer to these graph counts as good joins and 2-shared 2-joins of \( H \). We introduce and discuss these definitions in Section 1.1.

3. We show that the difference between the fourth moment of \( Z(H, G_n) \) and 3 (the fourth moment of the normal distribution) is governed by counts of the same collection of subgraphs. This leads to a fourth moment phenomenon. For \( c \geq 30 \), we show that \( Z(H, G_n) \) is asymptotically normal whenever \( \mathbb{E}[Z(H, G_n)^4] \rightarrow 3 \) (Theorem 1.5). This confirms the prediction made by \([10]\) about fourth moment phenomena for general subgraphs. Interestingly, the lower bound “30” does not depend on \( H \).
(4) We show that the fourth-moment condition is necessary to have a normal limit for any \( c \geq 2 \) fixed (Theorem 1.7). This yields asymptotic normality if and only if the fourth moment converges to 3 whenever \( c \geq 30 \).

These results provide a comprehensive characterization of the asymptotic normality of \( T(H, G_n) \) for any connected \( H \).

1.1 The model and the main results

Given a subgraph \( H \), recall that \( T(H, G_n) \) denotes the number of monochromatic copies of \( H \) in \( G_n \),

\[
T(H, G_n) := \frac{1}{|\text{Aut}(H)|} \sum_{s \in V(G_n)|V|H|} 1\{X_s\} \prod_{(i,j) \in E(H)} a_{s,i,j}(G_n), \tag{1.1}
\]

where

- \( V(G_n)_k = \{s = (s_1, \ldots, s_k) \in V(G_n)^k : s_i \text{ distinct} \} \).
- \( \text{Aut}(H) \) is the automorphism group of \( H \), or the vertex permutations \( \sigma \) such that \( (i,j) \in E(H) \) if and only if \( (\sigma(i), \sigma(j)) \in E(H) \).
- \( 1\{X_s\} := 1\{X_{s_1} = \cdots = X_{s_k}\} \) is the indicator variable that all of the vertices of \( s \in V(G_n)_k \) have the same color.

For the rest of the paper, we assume \( H \) is simple and connected and that \( |V(H)| = r \geq 3 \). Our main result provides central limit error rates in terms of \textit{joins} of graph counts.

\textbf{Definition 1.1} (\( k \)-join). A graph \( F = (V(F), E(F)) \) is a \( k \)-join of \( H \) if there exist subgraphs \( H_1, H_2, \ldots, H_k \) of \( F \) such that each \( H_i \) is isomorphic to \( H \), \( V(F) = V\left( \bigcup_{i=1}^k H_i \right) \), and \( E(F) = E\left( \bigcup_{i=1}^k H_i \right) \).

Here we consider two special classes of joins of a given graph \( H \): \textit{good joins} and \textit{2-shared 2-joins}.

\textbf{Definition 1.2} (Good join). Given a simple connected graph \( H \), a good join of \( H \) is a graph formed by joining four copies of \( H \), say \( H_1, H_2, H_3, H_4 \), such that for all \( i = 1, 2, 3, 4 \)

\[
|V(H_1 \cup H_2 \cup H_3 \cup H_4)| - |V\left( \bigcup_{j \neq i} H_j \right)| \leq |V(H)| - 2. \tag{1.2}
\]

and

\[
|V(H_1 \cup H_2 \cup H_3 \cup H_4)| \leq \min_{\pi \in S_4} \{ |V(H_{\pi_1} \cup H_{\pi_2})| + |V(H_{\pi_3} \cup H_{\pi_4})| - 2 \}. \tag{1.3}
\]

In the expression above, we take the minimum over all \( \pi \in S_4 \), the set of permutations of \( \{1, 2, 3, 4\} \). We denote the collection of all good joins of \( H \) by \( G_H \).

\textbf{Definition 1.3} (2-shared \( k \)-join). Given a simple, connected graph \( H \), a \textit{2-shared} \( k \)-join of \( H \) is a graph formed by joining \( k \) copies of \( H \), say \( H_1, H_2, \ldots, H_k \), such that \( |V\left( \bigcap_{i=1}^k H_i \right)| \geq 2 \). There are at least two distinct vertices which are present in all copies of \( H_i \). We denote the collection of all 2-shared \( k \)-joins of \( H \) as \( Q_H^k \).

The collections \( Q_H^H \) and \( G_H \) both contain \( H \). In either case, all the copies of \( H \) in the join can completely overlap. Conditions (1.2) and (1.3) force a good join to be connected. However as illustrated
in Figures 1A and 2A, a connected 4-join is not necessarily a good join. The $Q^H_2$ collection is a subcollection of $G^H$ (we can take $H_1 = H_2$ and $H_3 = H_4$ and arrange $H_1$ and $H_3$ with two common vertices). See Figures 1 and 2 for several examples of joins of two-stars $K_{1,2}$ and triangles $K_3$ (respectively).
Before we can state our results, we must introduce a couple more pieces of notation. We denote the centered and rescaled version of $T(H, G_n)$ by

$$Z(H, G_n) := \frac{T(H, G_n) - \mathbb{E}[T(H, G_n)]}{\sigma_H(G_n)}, \quad \sigma_H(G_n) := \sqrt{\text{Var}[T(H, G_n)]}.$$  \hfill (1.4)

Given a graph $F$, the number of copies of $F$ in $G_n$ is

$$N(F, G_n) := \frac{1}{|\text{Aut}(F)|} \sum_{s \in \mathcal{V}(G_n)} \prod_{(i,j) \in E(F)} a_{s,i,j}(G_n).$$

For a collection of graphs $\mathcal{H}$, $N(\mathcal{H}, G_n) := \sum_{F \in \mathcal{H}} N(F, G_n)$ denotes the total number of copies of all graphs in $\mathcal{H}$ that can be found in $G_n$. We assume that $N(H, G_n) \geq 1$ for all $n \geq 1$. We are now ready to state our main result.

**Theorem 1.4.** Fix a connected graph $H$ with $|V(H)| = r \geq 3$ and consider $Z(H, G_n)$ defined in (1.4). For all $c \geq 2$, there exist a constant $K = K(r, c) > 0$ such that

$$\sup_{x \in \mathbb{R}} |\mathbb{P}[Z(H, G_n) \leq x] - \Phi(x)| \leq K \left( \frac{N(G_H, G_n)}{N(Q^2_H, G_n)^2} \right)^{1/20}, \hfill (1.5)$$

where $G_H$ and $Q^2_H$ denote the collections of good joins and 2-shared 2-joins of $H$ defined in Definition 1.2 and 1.3, respectively. Here $\Phi$ denotes the cumulative distribution function of $\mathcal{N}(0, 1)$, the standard normal distribution.

Theorem 1.4 implies that $Z(H, G_n) \xrightarrow{D} \mathcal{N}(0, 1)$ whenever

$$\frac{N(G_H, G_n)}{N(Q^2_H, G_n)^2} \to 0.$$}

The proof of Theorem 1.4 proceeds by writing $Z(H, G_n)$ as a martingale difference sequence. This decomposition result (Proposition 2.3) is the starting point of our analysis. Proposition 2.3 can be derived from the Hoeffding decomposition [18]. Instead, we directly prove Proposition 2.3 by verifying martingale properties of the decomposition in Section 2. By applying the standard martingale CLT with error bounds, a result in [17], we obtain error rates in terms of moments of the martingale sequence. One of the main contributions of this paper is a delicate understanding of these error rates in terms of graph counts. We show that the nontrivial contributions from the errors precisely come from the good joins of $H$ introduced in Definition 1.2.

Our error rates are also related to the fourth moment of $Z(H, G_n)$ which leads to the following result.

**Theorem 1.5.** Fix a connected graph $H$ with $|V(H)| = r \geq 3$ and consider $Z(H, G_n)$ defined in (1.4). For all $c \geq 30$, there exist a constant $K = K(r, c) > 0$ such that

$$\sup_{x \in \mathbb{R}} |\mathbb{P}[Z(H, G_n) \leq x] - \Phi(x)| \leq K \left( \mathbb{E}[Z(H, G_n)^4] - 3 \right)^{1/3},$$

where $\Phi$ denotes the cumulative distribution function of $\mathcal{N}(0, 1)$.

The above result shows that the asymptotic normality of normalized counts of monochromatic copies of $H$ are governed by a fourth moment phenomenon (see Remark 1.8 for a discussion). Indeed,
Theorem 1.5 claims that for $c \geq 30$, when $E[Z(H, G_n)^4]$ converges to 3 (the fourth moment of normal distribution), $Z(H, G_n)$ converges weakly to the standard normal distribution. One caveat of the above theorem is that it requires $c \geq 30$. A nontrivial lower bound on the number of colors is necessary. Indeed, it was demonstrated in [10, theorem 2 (2)] that in the case of triangles, for $2 \leq c \leq 4$, fourth moment convergence to 3 may not be sufficient for asymptotic normality.

**Remark 1.6.** The lower bound “30” for $c$ given in Theorem 1.5 is a uniform lower bound for any connected graph $H$. One interesting direction for future work could be determining the optimal lower bound for a specific $H$. Further, we study $T(H, G_n)$ only in the regime where $c$ is fixed. In the setting where $c = c_n \to \infty$, [7,14] gave asymptotic normality results for $H = K_2$. Another interesting direction for future work could be to extend the results in this paper to the asymptotic case where $c_n \to \infty$.

A natural follow up question is whether the converse of Theorem 1.5 holds. Our next result answers this question affirmatively.

**Theorem 1.7.** For $c \geq 2$ fixed, we have that $Z(H, G_n) \Rightarrow \mathcal{N}(0, 1)$ implies $E[Z(H, G_n)^4] \to 3$.

This result, along with Theorem 1.5, shows that for all $c \geq 30$, asymptotic normality for $Z(H, G_n)$ occurs if and only if the fourth moment of $Z(H, G_n)$ converges to 3. To prove Theorem 1.7, we find that all higher moments of $Z(H, G_n)$ are uniformly bounded in $n$ (Theorem 5.1). Theorem 1.7 then follows by an application of uniform integrability. To prove Theorem 5.1, we adopt the approach of [10], which relies on estimates from extremal combinatorics.

**Remark 1.8.** The fourth moment phenomenon was first observed for Wiener-Itô stochastic integrals in [23], and [21] later provided error bounds for the fourth moment result in [23]. In subsequent years, the fourth moment approach has appeared as a governing principle for many central limit results for non-linear functionals of random fields. The book [22] provides a survey on the topic and the web site https://sites.google.com/site/malliavinstein/home holds an up-to-date list of related results. In the context of coloring problems, fourth moment phenomena have been observed for monochromatic edges [7] and for triangles [10]. Instead of considering monochromatic copies of $H$, one can also consider monochromatic copies of $H$ of a fixed color. In this framework, [9] observed that a certain fourth moment phenomenon holds for counts of monochromatic copies of $H$ of a fixed color.

### 1.2 Assumptions and notation

We write $\nu(F)$ to denote the number of vertices of a graph $F$. For the remainder of the paper we work with a deterministic sequence of graphs $G_n$, where $G_n = (V(G_n), E(G_n))$ with adjacency matrix $A(G_n) = (a_{ij}) \in \{0, 1\}^{\nu(G_n) \times \nu(G_n)}$. We work with a fixed connected subgraph $H$ with $\nu(H) = r \geq 3$.
and a fixed number of colors $c \geq 2$. We assume $N(H, G_n) \geq 1$ for all $n \geq 1$. For $s \in V(G_n)_k$, we set $\bar{s} = \{s_1, s_2, \ldots, s_k\}$ and define

$$a_{H,s} := \prod_{(i,j) \in E(H)} a_{i,j}.$$  

Note that $a_{H,s}$ depends on $G_n$. We will often hide this dependency.

Throughout the paper, we use standard asymptotic notation. In particular, $f(n) \preccurlyeq g(n)$ and $f(n) \succcurlyeq g(n)$ denote that $f(n) \leq C_1 \cdot g(n)$ and $f(n) \geq C_2 \cdot g(n)$ for $C_1, C_2 > 0$ which depend on the subscript parameters. We write $f(n) \preccurlyeq g(n)$ if $f(n) \preccurlyeq g(n)$ and $f(n) \succcurlyeq g(n)$ holds simultaneously. It is important to note that the $\preccurlyeq$ and $\succcurlyeq$ appearing in later sections will always depend on $r$ and $c$. We won’t mention this further. We will only highlight the dependencies on other parameters. Finally, for $a, b \in \mathbb{R}$ we use $[[a, b]] := [a, b] \cap \mathbb{Z}$, $a \wedge b = \min(a, b)$, and $[a] = [[1, a]]$.

1.3 | Organization

In Section 2 we provide a decomposition of $Z(H, G_n)$ as a martingale difference sequence. In Section 3 we prove Theorem 1.4. Proofs of Theorem 1.5 and Theorem 1.7 are given in Section 4 and Section 5 respectively.

2 | A DECOMPOSITION FOR Z(H,GN)

The goal of this section is to prove Proposition 2.3, which gives a decomposition of the normalized subgraph counts $Z(H, G_n)$ (defined in (1.4)). To state the decomposition precisely, we need a few definitions. First, we introduce the notion of strictly increasing tuples of vertices (as opposed to the distinct tuples $V(G_n)_k$ considered in (1.1)) along with some other helpful notation.

**Definition 2.1** (Strictly increasing tuples). For $k \in [[2, r]],$

$$\Lambda_{k,s} := \{w := (w_1, w_2, \ldots, w_k) \in V(G_n)_k | 1 \leq w_1 < w_2 < \cdots < w_k \leq v(G_n)\},$$

denotes collection of all strictly increasing $k$-tuples of vertices from $V(G_n)$. Since elements of $w \in \Lambda_{k,s}$ are always arranged in strictly increasing order, we can also view $w$ as a set.

For $t \in V(G_n)$ and $k \in [[2, r]],$

$$\Lambda_{k,t} := \{w := (w_1, w_2, \ldots, w_k) \in \Lambda_{k,s} | w_k = t\},$$

denotes the collection of strictly increasing $k$-tuples with last vertex fixed to be $t \in V(G_n)$. For $w_1, w_2 \in \Lambda_{k,t}$ we write $w_1 \neq w_2$ if they do not define the same set.

For any $k_1, k_2 \in [[2, r]], t \in V(G_n)$ and $u \in [[1, k_1 \wedge k_2]]$, we set

$$\Lambda_{k_1,k_2,t}^{(u)} := \{(w_1, w_2) | w_1 \in \Lambda_{k_1,t}, |w_1 \cap w_2| = u\}.$$  

This means that $\Lambda_{k_1,k_2,t}^{(u)}$ contains pairs of strictly increasing tuples of size $k_1$ and $k_2$ which have the same last vertex, $t$, and which share exactly $u$ elements. Note that $u \geq 1$ as $t$ is a common element.
Remark 2.2. We remark that \( \Lambda_{k,*} \) and \( \Lambda_{k,t} \) both depend on \( n \) via \( V(G_n) \), but we have suppressed this dependence. We will typically reserve the letter \( w \) to denote \( k \)-tuples from \( \Lambda_{k,*} \) or \( \Lambda_{k,t} \) (as opposed to \( s \) which will be used for elements from \( V(G_n)_k \)). The value of \( k \) or \( t \) will always be clear from the context and therefore we suppress it from the notation \( w \).

Given integer \( k \in [r] \) and \( w = (w_1, \ldots, w_k) \in \Lambda_{k,*} \), let \( D_w(G_n) \) be the number of copies of \( H \) in \( G_n \) that include vertices \( w_1, \ldots, w_k \). More precisely,

\[
D_w := \frac{1}{\text{Aut}(H)} \sum_{s \in V(G_n), s \supseteq w} a_{H,s}. \tag{2.3}
\]

Next, we define the building blocks of our decomposition of \( Z(H, G_n) \) : the random variables \( Y_w \). For \( w \in \Lambda_{k,*} \) we let

\[
\tilde{Y}_w := D_w \cdot \sum_{p=2}^{k} (-1)^{k-p} \sum_{1 \leq i_1 < \cdots < i_p \leq k} \frac{1}{c^{r-p}} 1\{X_{w_{i_1}} = \cdots = X_{w_{i_p}}\}. \tag{2.4}
\]

We also define a centered analogue:

\[
Y_w := D_w \cdot \sum_{p=2}^{k} (-1)^{k-p} \sum_{1 \leq i_1 < \cdots < i_p \leq k} \left( \frac{1}{c^{r-p}} 1\{X_{w_{i_1}} = \cdots = X_{w_{i_p}}\} - \frac{1}{c^{r-1}} \right). \tag{2.5}
\]

Finally, for any \( t \in V(G_n) \), we set

\[
U_t := \frac{1}{\sigma_H} \sum_{k=2}^{r} \sum_{w \in \Lambda_{k,t}} Y_w, \tag{2.6}
\]

where \( \Lambda_{k,t} \) is defined in (2.1) and \( \sigma_H \) is defined in (1.4).

With the above notation in place, we state a decomposition result for \( Z(H, G_n) \) (defined in (1.4)).

**Proposition 2.3** \( (Z(H, G_n) \) decomposition). The random variables \( U_t \) form a martingale difference sequence with respect to the filtration \( \mathcal{F}_t \) generated by \( X_1, X_2, \ldots, X_t \). In other words, \( U_t \) is measurable with respect to \( X_1, X_2, \ldots, X_t \) and \( \mathbb{E}[U_t | X_1, X_2, \ldots, X_{t-1}] = 0 \). Furthermore,

\[
Z(H, G_n) = \sum_{t=1}^{v(G_n)} U_t. \tag{2.7}
\]

**Proof of Proposition 2.3.** Recall \( U_t \) from (2.6). From its definition, it is clear that \( U_t \) is a measurable function of \( X_1, \ldots, X_t \). To show that \( U_t \) is a martingale difference sequence we rely on the following lemma.

**Lemma 2.4.** Fix any \( k \in [2, r] \). Recall \( \Lambda_{k,*} \) from Definition 2.1. Fix any \( w = (w_1, w_2, \ldots, w_k) \in \Lambda_{k,*} \). Let \( \Gamma \subset V(G_n) \) such that \( w \not\in \Gamma \). We have

\[
\mathbb{E}[Y_w | X_v, v \in \Gamma] = 0.
\]

Note that \( U_t \) is a linear combination of terms of the form \( Y_{w_1 \ldots w_k} \) for \( 1 \leq w_1 < \cdots < w_{k-1} \leq t - 1 \). Thus, the fact that \( U_t \) is a martingale with zero expectation is immediate from
Lemma 2.4. To check the last part of Proposition 2.3, that the \( U_i \) form a decomposition of \( Z(H, G_n) \) via (2.7), we use the following result.

**Lemma 2.5.** Recall \( \Lambda_{k, s} \) from Definition 2.1. Then,

\[
T(H, G_n) = \sum_{k=2}^{r} \sum_{w \in \Lambda_{k, s}} \overline{Y}_w,
\]

where \( \overline{Y}_w \) is defined in (2.4).

Since \( E[\{X_{w_{i_1}} = \cdots = X_{w_{i_p}}\}] = \frac{1}{c^{r-1}} \) for \( 1 \leq i_1 < \cdots < i_p \leq k \), we subtract this expectation from both sides of (2.8) and divide by \( \sigma_H \) to get

\[
Z(H, G_n) = \frac{1}{\sigma_H} \sum_{k=2}^{r} \sum_{w \in \Lambda_{k, s}} Y_w.
\]

Fixing the largest vertex \( w_k \) to be \( t \) for each \( k \), and then summing over other vertices first, we obtain the alternative representation of \( Z(H, G_n) \) in (2.7). This completes the proof of Proposition 2.3, up to proving Lemmas 2.4 and 2.5. \( \blacksquare \)

**Proof of Lemma 2.4.** Fix any \( w = (w_1, w_2, \ldots, w_k) \in \Lambda_{k, s} \). Note that \( Y_w \) defined in (2.5) is a symmetric function of \( w_1, \ldots, w_k \) only. Hence to prove the lemma it suffices to show

\[
E[Y_w|X_{w_1}, \ldots, X_{w_{k-1}}] = 0.
\]

We first break up the terms in the definition of \( Y_w \) based on whether or not they contain \( w_k \). Toward this end, we define \( M_1 \) to consist of the terms in the expansion of \( Y_w \) that do not contain \( w_k \) (so we require \( i_p < k, p < k \)),

\[
M_1 := \sum_{p=2}^{k-1} (-1)^{k-p-1} \sum_{1 \leq i_1 < \cdots < i_p < k} \left( \frac{1}{c^{r-1}} \{X_{w_{i_1}} = \cdots = X_{w_{i_p}}\} - \frac{1}{c^{r-1}} \right).
\]

\( M_2 \) comprises the terms in the expansion in (2.5) that contain \( w_k \), but with \( p > 2 \):

\[
M_2 := \sum_{p=3}^{k} (-1)^{k-p} \sum_{1 \leq i_1 < \cdots < i_{p-1} < i_p = k} \left( \frac{1}{c^{r-1}} \{X_{w_{i_1}} = \cdots = X_{w_{i_{p-1}} = X_{w_k}}\} - \frac{1}{c^{r-1}} \right).
\]

Lastly, the collection of terms which remain form \( M_3 \):

\[
M_3 := (-1)^{k-2} \sum_{i=1}^{k-1} \left( \frac{1}{c^{r-2}} \{X_{w_i} = X_{w_k}\} - \frac{1}{c^{r-1}} \right).
\]

Therefore,

\[
Y_w = D_w \cdot (M_1 + M_2 + M_3).
\]
We take the conditional expectation of the $M_i$, conditioning on $X_{w_1}, \ldots, X_{w_{k-1}}$. Observe that $M_1$ is measurable with respect to $X_{w_1}, \ldots, X_{w_{k-1}}$. For $M_2$ note that for any $1 \leq i_1 \leq \cdots \leq i_{p-1} < k$

$$
\mathbb{E}[1\{X_{w_1} = \cdots = X_{w_{p-1}} = X_{w_i}\}] = \frac{1}{c} 1\{X_{w_1} = \cdots = X_{w_{p-1}}\}.
$$

This implies

$$
\mathbb{E}[M_2|X_{w_1}, X_{w_2}, \ldots, X_{w_{k-1}}] = \sum_{p=3}^{k} (-1)^{k-p} \sum_{1 \leq i_1 < \cdots < i_{p-1} < k} \left[ \frac{1}{c^{p-1}} 1\{X_{w_1} = \cdots = X_{w_{p-1}}\} - \frac{1}{c^{p-1}} \right].
$$

Making the change of variable $q := p - 1$ we see that the above sum is the same as $-M_1$. Finally for $M_3$, note that $\mathbb{P}(X_{w_i} = X_{w_{i}}|X_{w_i}) = \frac{1}{c}$ for all $i \in [k-1]$, forcing $\mathbb{E}[M_3|X_{w_1}, \ldots, X_{w_{k-1}}] = 0$. Thus, as desired,

$$
\mathbb{E}[Y_w|X_{w_1}, \ldots, X_{w_{k-1}}] = D_w \cdot \mathbb{E}[M_1 + M_2 + M_3|X_{w_1}, \ldots, X_{w_{k-1}}] = 0.
$$

\begin{proof}[Proof of Lemma 2.5] Recall $\tilde{Y}_w$ from (2.4). Using the definition of $D_w$, we have

$$
\tilde{Y}_w = \frac{1}{|Aut(H)|} \sum_{s \in V(G_n)} a_{H,s} 1\{w \subset \emptyset\} \cdot \tilde{M}_w,
$$

where

$$
\tilde{M}_w := \sum_{p=2}^{k} (-1)^{k-p} \sum_{1 \leq i_1 < \cdots < i_{p-1} \leq k} \frac{1}{c^{p-1}} 1\{X_{w_1} = \cdots = X_{w_{p-1}}\}.
$$

Interchanging the ordering of the sum on the right-hand side of (2.8), we have

$$
\sum_{k=2}^{r} \sum_{w \in \Lambda_{k,s}} \tilde{Y}_w = \frac{1}{|Aut(H)|} \sum_{s \in V(G_n)} a_{H,s} \sum_{k=2}^{r} \sum_{w \in \Lambda_{k,s}} 1\{w \subset \emptyset\} \cdot \tilde{M}_w.
$$

Fix any $s \in V(G_n)$. Choose any $p \in \{2, r - 1\}$ (note that $p$ is strictly less than $r$). Fix a set of $p$ distinct vertices $\{v_1, \ldots, v_p\}$. Let $C_{v_1,\ldots,v_p}(s)$ be the coefficient of $1\{X_{v_1} = X_{v_2} = \cdots = X_{v_p}\}$ appearing in the double sum

$$
\sum_{k=2}^{r} \sum_{w \in \Lambda_{k,s}} 1\{w \subset \emptyset\} \cdot \tilde{M}_w.
$$

We claim that $C_{v_1,\ldots,v_p}(s) = 0$. Clearly given any $w \in \Lambda_{k,s}$, the indicator appears in $\tilde{M}_w$ if and only if $\{v_1, v_2, \ldots, v_p\} \subset w$, doing so with coefficient $(-1)^{k-p} c^{p-r}$. Consequently, we observe that

$$
C_{v_1,\ldots,v_p}(s) = \sum_{k=2}^{r} \sum_{w \in \Lambda_{k,s}} 1\{v_1, v_2, \ldots, v_p \subset w \subset \emptyset\}(-1)^{k-p} c^{p-r}.
$$
\end{proof}
Clearly $1\{\{v_1, v_2, \ldots, v_p\} \subset w \subset \mathcal{S}\} = 0$ for $w \in \Lambda_{k,s}$ with $k < p$. For $k \geq p$, given any $s \in V(G_n)_r$ and $\{v_1, v_2, \ldots, v_p\}$, there are $\binom{r-p}{k-p}$ distinct $k$-tuples $w_1 < \cdots < w_k$ such that $\{v_1, \ldots, v_p\} \subset \{w_1, \ldots, w_k\} \subset \mathcal{S}$. Thus, summing first over $w \in \Lambda_{k,s}$ we have

$$C_{v_1,\ldots,v_p}(s) = \sum_{k=p}^{r} \binom{r-p}{k-p} (-1)^{k-p} e^{p-r}.$$ 

By the binomial theorem, $\sum_{k=p}^{r} (-1)^{k-p} \binom{r-p}{k-p} = (1 - 1)^{r-p} = 0$. Thus $C_{v_1,\ldots,v_p}(s) = 0$. Hence the only terms that contribute are indicators involving $p = r$ variables. The indicator $1\{X_{v_1} = \cdots = X_{v_r}\}$ shows up in the double sum only when $w = \mathcal{S}$. This implies $p = r = k$, and $\{v_1, \ldots, v_r\} = \mathcal{S}$. In that case, this forces the coefficient $C_{v_1,\ldots,v_p}(s)$ to $(-1)^{k-p} e^{p-r} = 1$. Thus, in conclusion, we have

$$\sum_{k=2}^{r} \sum_{w \in \Lambda_{k,s}} \hat{Y}_w = \frac{1}{\text{Aut}(H)} \sum_{s \in V(G_n)} a_{H,s} 1\{X_{s_1} = \cdots = X_{s_r}\},$$

which is precisely the definition of $T(H, G_n)$ from (1.1). Thus (2.8) holds.

### 3 PROOF OF THEOREM 1.4

In this section, we prove Theorem 1.4, showing a quantitative central limit theorem for $Z(H, G_n)$. We start by leveraging the decomposition of $Z(H, G_n)$ from Proposition 2.3, which allows us to write $Z(H, G_n)$ as sum of a martingale difference sequence $\{U_t\}_{t \in V(G_n)}$ (defined in (2.6)). We then apply a following normal approximation result for martingale difference sequences of [17, theorem, eq (1)], to find

$$\sup_{x \in \mathbb{R}} |\mathbb{P}[Z(H, G_n) \leq x] - \Phi(x)| \lesssim (A + B)^{1/2},$$

where

$$A := \sum_{i=1}^{v(G_n)} \mathbb{E}[U_i^4], \quad B := \text{Var} \left[ \sum_{i=1}^{v(G_n)} U_i^2 \right].$$

This reduces our original problem to the task of understanding the quantities $A$ and $B$, which we do through careful subgraph counting.

**Lemma 3.1.** We have that

$$A \lesssim \frac{N(G_H, G_n)}{N(Q_2^H, G_n)^2} + \frac{N(Q_4^H, G_n)^{1/4}}{N(Q_2^H, G_n)^{1/2}},$$

where $G_H$ and $Q_4^H$ denote the families of good joins and 2-shared $k$-joins of $H$ defined in Definitions 1.2 and 1.3, respectively.
Lemma 3.2. We have that

\[ B \lesssim \frac{N(G_H, G_n)}{N(Q^H_2, G_n)^2} + \frac{N(Q^H_4, G_n)^{1/4}}{N(Q^H_2, G_n)^{1/2}}, \]  

(3.4)

where \( G_H \) and \( Q^H_k \) are good joins and 2-shared \( k \)-joins of \( H \) defined in Definition 1.2 and Definition 1.3, respectively.

We defer the proofs of the above pair of lemmas to Section 3.2 and Section 3.3, respectively. Assuming these lemmas, we can complete the proof of Theorem 1.4.

Proof of Theorem 1.4. The error bound in Theorem 1.4, (1.5), follows immediately when \( N(G_H, G_n) \geq N(Q^H_2, G_n)^2 \). Assume instead that \( N(G_H, G_n) < N(Q^H_2, G_n)^2 \). Then

\[ \frac{N(G_H, G_n)}{N(Q^H_2, G_n)^2} \lesssim \frac{N(G_H, G_n)^{1/4}}{N(Q^H_2, G_n)^{1/2}}. \]

Since \( Q^H_4 \subset G_H \), we conclude \( N(Q^H_4, G_n) \leq N(G_H, G_n) \). This yields

\[ \frac{N(Q^H_4, G_n)^{1/4}}{N(Q^H_2, G_n)^{1/2}} \lesssim \frac{N(G_H, G_n)^{1/4}}{N(Q^H_2, G_n)^{1/2}}. \]

Plugging these bounds into (3.3) and (3.4), in view of the martingale central limit theorem bound (3.1), we arrive at (1.5). This completes the proof. \( \Box \)

It remains to prove Lemmas 3.1 and 3.2.

3.1 Preliminary observations

We begin with some preliminary observations about \( Y_w \) (defined in (2.5)) which will prove useful in our subsequent analysis.

Lemma 3.3. Fix \( q \in \mathbb{Z}_{>0} \). Take \( k_1, k_2, \ldots, k_q \in [2, r] \) and recall \( Y_w \) from (2.5).

(a) Let \( w_j \in \Lambda_{k_j,*} \) for \( j \in [q] \). Then, \( \mathbb{E} \left[ \prod_{j=1}^{q} Y_{w_j} \right] \) is nonzero only if

\[ w_i \subset \bigcup_{j \neq i} w_j \text{ for all } i \in [q]. \]  

(3.5)

(b) Let \( w_j \in \Lambda_{k_j,*} \) for \( j \in [q] \). Given \( \alpha_i \in \mathbb{Z}_{>0} \), we have

\[ \mathbb{E} \left[ \prod_{j=1}^{q} Y_{w_j}^{\alpha_j} \right] \lesssim \prod_{j=1}^{q} D_{w_j}^{\alpha_j}, \]

where \( D_w \) is defined in (2.3). Here the constant in \( \lesssim \) may depend on \( \alpha_i \)'s, \( q \) and \( k \), but it does not depend \( G_n \) and on our choices \( w_1, \ldots, w_q \).

(c) Fix any \( k, k' \in [2, r] \). For any \( w \in \Lambda_{k,*}, w' \in \Lambda_{k',*} \) and \( v \in V(G_n) \), we have

\[ \mathbb{E}[Y_w Y_{w'}|X_v] = \mathbb{E}[Y_w Y_{w'}]. \]
Proof. (a) Suppose (3.5) fails. Without loss of generality we may assume \( w_1 \not\subset \cup_{j=2}^q w_j \). Thus there exists a vertex \( v \) which appears in \( w_1 \) and does not appear in any \( w_j \) for \( j \in [2, q] \). By the tower property of the expectation we have

\[
\mathbb{E} \left[ \prod_{j=1}^q Y_{w_j} \right] = \mathbb{E} \left[ \mathbb{E} \left[ \prod_{j=1}^q Y_{w_j} \mid \{ X_{w_1} = \cdots = X_{w_p} \} \right] \right] = \mathbb{E} \left[ \prod_{j=2}^q Y_{w_j} \mathbb{E} \left[ Y_{w_1} \mid \{ X_{w_1} = \cdots = X_{w_p} \} \right] \right].
\]

By Lemma 2.4, the inner expectation in the right hand side of the above equation is zero, forcing \( \mathbb{E}[\prod_{j=1}^q Y_{w_j}] \) to be zero as well. This proves part (a).

(b) For \( w \in \Lambda_{k,s} \), we denote

\[
M_w(p) := \sum_{1 \leq i_1 < \cdots < i_p \leq k} \left[ \frac{1}{c^{r-p}} 1_{\{ X_{w_1} = \cdots = X_{w_p} \}} - \frac{1}{c^{r-1}} \right],
\]

so that \( Y_w := D_w \sum_{p=2}^k (-1)^{k-p} M_w(p) \). In particular,

\[
\mathbb{E} \left[ \prod_{j=1}^q Y_{w_j}^{a_j} \right] \leq \left[ \prod_{j=1}^q D_{w_j}^{a_j} \right] \cdot \left[ \prod_{p=2}^k \mathbb{E} \left[ \sum_{p=2}^k (-1)^{k-p} M_w(p) \right]^{a_j} \right],
\]

(3.6)

For the expectation term above, applying Hölder inequality we get

\[
\mathbb{E} \left[ \prod_{j=1}^q \sum_{p=2}^k (-1)^{k-p} M_w(p) \right]^{\frac{a_j}{q}} \leq \prod_{j=1}^q \left[ \sum_{p=2}^k (-1)^{k-p} M_w(p) \right]^{\frac{a_j}{q}} \leq \prod_{j=1}^q \left[ \sum_{p=2}^k \mathbb{E} \left[ M_w(p) \right]^{a_j} \right]^{\frac{1}{q}}.
\]

Here the constant in \( \leq \) depends only on \( \alpha_j \)'s, \( c \), \( q \), and \( k \). The last inequality follows from the standard inequality \( \sum_{p=2}^k \mathbb{E} \left[ M_w(p) \right] \leq \sum_{p=2}^k \mathbb{E} \left[ M_w(p) \right]^{a_j} \leq k^p c^{(p-r)q \alpha_j} \).

The above expectation estimate leads to

\[
\mathbb{E} \left[ \prod_{j=1}^q \sum_{p=2}^k (-1)^{k-p} M_w(p) \right]^{a_j} \leq 1,
\]

where the constant in \( \leq \) depends only \( \alpha_j \)'s, \( c \), \( q \) and \( k \). Inserting this back in (3.6) leads to the desired estimate in part (b).

(c) Using the same notation as above, observe that

\[
\mathbb{E}[Y_w Y_{w'} | X_v] = D_w D_{w'} \sum_{p=2}^k \sum_{q=2}^k (-1)^{2k-p-q} \mathbb{E} \left[ M_w(p) M_{w'}(q) | X_v \right].
\]
A product of indicators is still an indicator, so $M_w(p)M_w(q)$ is just a linear combination of indicators of the form $\mathbf{1}\{X_{v_1} = \cdots = X_{v_p}\}$ where $\{v_1, v_2, \ldots, v_p\} \subset \overline{w} \cup \overline{w}'$. It suffices to check

$$P[X_{v_1} = X_{v_2} = \cdots = X_{v_p}] = P[X_{v_1} = X_{v_2} = \cdots = X_{v_p}].$$

(3.7)

If $v \notin \{v_1, \ldots, v_p\}$, the above equality is immediate. If $v \in \{v_1, \ldots, v_p\}$. The left-hand side requires all the other vertices to have same color as $X_v$. This happens with probability $c^{1-p}$. We can compute the right-hand side:

$$P[X_{v_1} = X_{v_2} = \cdots = X_{v_p}] = \sum_{a=1}^{c} P[X_{v_1} = X_{v_2} = \cdots = X_{v_p} = a] = \sum_{a=1}^{c} c^{-p} = c^{1-p}.$$

This proves (3.7), proving (c). □

We also give an estimate for the variance $\sigma_H^2$ defined in (1.4) in terms of graph counts.

Lemma 3.4. For any fixed $c \geq 2$,

$$\sigma_H^2 \asymp N(Q^H_2, G_n) \asymp \sum_{k=2}^{r} \sum_{w \in \Lambda_k} D_w^2,$$

(3.8)

where $D_w$ is defined in (2.3) and $Q^H_2$ is defined in Definition 1.3.

Proof. From (1.1) we have

$$\sigma_H^2 = \text{Var}[T(H, G_n)] = \frac{1}{|\text{Aut}(H)|^2} \sum_{s_1, s_2 \in V(G_n)} a_{H,s_1}a_{H,s_2} \text{Cov}[\mathbf{1}\{X_{s_1}\}, \mathbf{1}\{X_{s_2}\}].$$

Clearly the covariance $\text{Cov}[\mathbf{1}\{X_{s_1}\}, \mathbf{1}\{X_{s_2}\}]$ is zero when $|s_1 \cap s_2| = 0$ due to independence. If $|s_1 \cap s_2| \geq 1$, then

$$\text{Cov}[\mathbf{1}\{X_{s_1}\}, \mathbf{1}\{X_{s_2}\}] = \mathbb{E}[\mathbf{1}\{X_{s_1}\} \mathbf{1}\{X_{s_2}\}] - \mathbb{P}[X_{s_1}]\mathbb{P}[X_{s_2}] = c^{1-|s_1 \cup s_2|} - c^{-|s_1| - |s_2|}.$$ 

Thus the covariance is still zero when $|s_1 \cap s_2| = 1$. For $|s_1 \cap s_2| \geq 2$ observe that

$$c^{-2r}(1-c) \leq \text{Cov}[\mathbf{1}\{X_{s_1}\}, \mathbf{1}\{X_{s_2}\}] = c^{1-|s_1 \cup s_2|} - c^{-|s_1| - |s_2|} \leq c^{1-r}.$$ 

Thus,

$$\sigma_H^2 \asymp \sum_{s_1, s_2 \in V(G_n)} a_{H,s_1}a_{H,s_2} \asymp N(Q^H_2, G_n).$$

This proves the first part in (3.8). For the second part, for all $k \in [2, r]$, and $w \in \Lambda_k$, we define

$$R_w := \sqrt{\sum_{s_1, s_2 \in V(G_n)} a_{H,s_1}a_{H,s_2}}.$$
Clearly $R_w^2 \leq D_w^2$. We thus have

$$\sigma_H^2 \simeq \sum_{s_1, s_2 \in \mathcal{H}_{k, s}} a_{H, s_1} a_{H, s_2} \simeq \sum_{k=2}^r \sum_{w \in \Lambda_{k, s}} R_w^2 \leq \sum_{k=2}^r \sum_{w \in \Lambda_{k, s}} D_w^2.$$  

To show the other side inequality observe that

$$\sum_{w \in \Lambda_{k, s}} D_w^2 = \sum_{w \in \Lambda_{k, s}} \sum_{r=k}^r \sum_{w' \in \Lambda_{r, s}, w > w} R_w^2 = \sum_{r=k}^r \sum_{w' \in \Lambda_{r, s}} \binom{r}{k} R_w^2 \leq 2^r \sum_{r=k}^r \sum_{w' \in \Lambda_{r, s}} R_w^2.$$  

Thus,

$$\sum_{k=2}^r \sum_{w \in \Lambda_{k, s}} D_w^2 \lesssim \sum_{k=2}^r \sum_{w \in \Lambda_{k, s}} R_w^2 \simeq \sigma_H^2.$$  

This proves the other side inequality, completing the proof of Lemma 3.4. ▫

While upper bounding the terms $A$ and $B$ defined in (3.2), we encounter error functions involving the following expression

$$\Upsilon_H(G_n) := \sum_{2 \leq k_1, k_2 \leq r} \sum_{t=1}^{v(G_n)} \sum_{(w_1, w_2) \in \Lambda^{(1)}_{k_1, k_2, t}} D_{w_1}^2 D_{w_2}^2, \quad (3.9)$$

where $\Lambda^{(1)}_{k_1, k_2, t}$ and $D_w$ are defined in (2.2) and (2.3), respectively. Observe that $\Upsilon_H(G_n)$ as defined above has a dependence on our choice of vertex ordering. Through the rest of the article, we will fix a particular ordering on the vertices of $G_n$, per the subsequent Lemma 3.5.

Before going on to prove Lemma 3.1 and Lemma 3.2, we end this subsection with a technical lemma that provides an upper bound for this error function $\Upsilon_H(G_n)$.

**Lemma 3.5.** There exists an ordering of the vertices of $V(G_n)$ such that for $\Upsilon_H(G_n)$ defined as in (3.9) with respect to this ordering,

$$\Upsilon_H(G_n) \lesssim N(Q^H_2, G_n)^{3/2} \cdot N(Q^H_4, G_n)^{1/2}, \quad (3.10)$$

where $Q^H_k$ is the collection of all 2-shared $k$-joins defined in Definition 1.3.

**Proof.** Recall the definition of a strictly increasing tuple and the associated Definition 2.1. We claim that

$$\Upsilon_H(G_n) \lesssim \sum_{1 \leq a < b \leq v(G_n)} D_{ab}^2 D_{bt}^2, \quad (3.11)$$

where $D_{ab} = D_w$ for $w = (a, t)$. To see this, we start by fixing $k \in [2, r]$ and $t \in V(G_n)$. We make the following initial observation. By summing over $D_w$ where $w = (w_1, \ldots, w_{k-2}, y, t) \in \Lambda_{k, t}$ for some fixed $y < t$, we find that

$$\sum_{w \in \Lambda_{k, t} : w_{k-1} = y} D_w^2 \leq \left( \sum_{w \in \Lambda_{k, t} : w_{k-1} = y} D_w \right)^2 \lesssim D_{yt}^2, \quad (3.12)$$
where the first inequality uses the fact that $D_w \geq 0$ and the second follows from the definition of $D_w$ as counting the number of copies of $H$ that pass through $w$.

Recall that $(w_1, w_2) \in \Lambda_{k_1, k_2, t}^{(1)}$, then $w_1 \in \Lambda_{k_1, t}$, $w_2 \in \Lambda_{k_2, t}$, and $w_1 \cap w_2 = \{t\}$. We write $w_1 = (w_{1,1}, \ldots, w_{1,k_1})$ and $w_2 = (w_{2,1}, \ldots, w_{2,k_2})$. Consequently, each term of the innermost sum in $\Upsilon_H(G_n)$ can be bounded as follows:

$$
\sum_{(w_1, w_2) \in \Lambda_{k_1, k_2, t}^{(1)}} D_{w_1}^2 D_{w_2}^2 \lesssim \sum_{w_{j_1} \in \Lambda_{j_1, t}^{(1)}, j_1^2 = \{k_1, k_2, t\}} D_{w_{j_1-1, j_1, t}}^2 D_{w_{j_2-1, j_2, t}}^2.
$$

Above, the first inequality follows by extending the sum over all pairs of tuples $w_1, w_2$ which are required to have distinct penultimate entries $w_{1, k_1-1} \neq w_{2, k_2-1}$. The next bound follows by applying (3.12); we sum over the first $k_1 - 2$ and $k_2 - 2$ entries of $w_1$ and $w_2$ respectively. The right-hand side of the above inequality is precisely equal to the right hand side of (3.11). This proves (3.11).

The rest of the proof is adapted from lemma 3.1 in [10] which deals with the case when $H$ is a triangle. We include this argument in order to be self-contained. Following [10], we use the following notation for the rest of the argument:

- $Q_{2,s}^H$ is the collection of 2-joins of $H$ in which the copies share at least two vertices with $s$ as one of the vertices.
- $Q_{2,s_1,s_2}^H$ is the collection of 2-joins of $H$ in which the copies share vertices $s_1$ and $s_2$.
- $L_{s_1,s_2,t}$ is the collection of 4-joins of $H$ formed by two copies which share vertices $s_1$ and $s_2$ and two copies which share the vertices $s_2$ and $s_3$.

We set $\xi_t := N(Q_{2,t}^H, G_n)$ and fix an ordering of the vertices so that

$$
\xi_1 \geq \cdots \geq \xi_t(G_n), \quad (3.13)
$$

The expression $D_{at}^2 D_{bt}^2$ counts the possible combinations of two copies of $H$ with $\{a, t\}$ as shared vertices, and two copies of $H$ with $\{b, t\}$ as an shared vertices. Clearly these four copies of $H$ together form one of the motifs from the collection $L_{a,b,t}$. Thus,

$$
\sum_{1 \leq a < b < t \leq \xi_t(G_n)} D_{at}^2 D_{bt}^2 \lesssim \sum_{1 \leq a < b < t \leq \xi_t(G_n)} N(L_{a,b,t}, G_n). \quad (3.14)
$$

Fix a vertex $a \geq 1$. If we fix $t > a$, an element of $L_{a,b,t}$ in $G_n$ (for some $b$ satisfying $a < b < t$) arises from a choice of two copies of $H$ that share vertices $a$ and $t$ (there are at most $N(Q_{2,a,t}^H, G_n)$ such choices) and a pair of copies of $H$ sharing vertices $b, t$ (at most $\xi_t$ choices over all possibilities of $b$). This implies the following upper bound:

$$
\sum_{b, t : a < b < t \leq \xi_t(G_n)} N(L_{a,b,t}, G_n) \lesssim \sum_{t : a < t \leq \xi_t(G_n)} N(Q_{2,a,t}^H, G_n) \cdot \xi_t.
$$

By a similar analysis, we can also obtain the following different upper bound:

$$
\sum_{b, t : 1 \leq a < b < t \leq \xi_t(G_n)} N(L_{a,b,t}, G_n) \lesssim \xi_t \cdot \xi_t \lesssim \xi_t^2.
$$
The above inequalities follow by noting that we can choose two copies of $H$ sharing two vertices, one of which is $a$, in $\xi_a$ ways, and two copies of $H$ sharing two vertices, one of which is $t$, in $\xi_t \leq \xi_a$ ways. By taking a geometric average of the two bounds and summing over $a$ we find that

$$\sum_{1 \leq a < b < t \leq \nu(G_n)} N(E_{a,b,t}, G_n) \lesssim \sum_{a=1}^{\nu(G_n)} \sqrt{\frac{2}{\xi_a}} \left( \sum_{t=1}^{\nu(G_n)} N(Q_{2, a,t}^H, G_n)^{1/2} \right).$$  \hspace{1cm} (3.15)

Observe that $N(Q_{4, a}^H, G_n) \gtrsim \max_{a,t} N(Q_{2, a,t}^H)^2$ (recall that $Q_{4, a}^H$ is the collection of all 2-shared $k$-joins of $H$, $k$-joins of $H$ with two vertices common to all copies). We also have $\sum_t \xi_t \lesssim N(Q_{2}^H, G_n)$. Thus,

$$\text{r.h.s. of } (3.15) \lesssim N(Q_{4}^H, G_n)^{1/4}N(Q_{2}^H, G_n)^{3/2}.$$  

In view of (3.11) and (3.14), we get the desired bound in (3.10). This completes the proof.

In the rest of this section, we fix an ordering on $V(G_n)$ given by (3.13) in Lemma 3.5.

### 3.2 Proof of Lemma 3.1

Recall $U_t$ from (2.6). Using the fact $\left( \sum_{k=2}^{p} a_k \right)^4 \lesssim_p \sum_{k=2}^{p} a_k^4$, we have

$$A := \sum_{t=1}^{\nu(G_n)} \mathbb{E}[U_t^4] \leq \frac{1}{\sigma_H} \sum_{t=1}^{\nu(G_n)} \sum_{k=2}^{\nu(G_n)} \mathbb{E} \left[ \left( \sum_{w \in A_{k,t}} Y_w^4 \right)^4 \right],$$  \hspace{1cm} (3.16)

where $Y_w$ is defined in (2.5). We now expand the fourth powers on the right hand side of (3.16) to get

$$\text{r.h.s. of } (3.16) \lesssim \frac{1}{\sigma_H} \sum_{k=2}^{\nu(G_n)} (A_1^{(k)} + A_2^{(k)} + A_3^{(k)} + A_4^{(k)}),$$  \hspace{1cm} (3.17)

where

$$A_1^{(k)} := \sum_{t=1}^{\nu(G_n)} \sum_{w \in \Lambda_{k,t}} \mathbb{E} [Y_w^4], \quad A_2^{(k)} := \sum_{t=1}^{\nu(G_n)} \sum_{w_1, w_2 \in \Lambda_{k,t}} \mathbb{E} [Y_{w_1}^2 Y_{w_2}^2],$$  \hspace{1cm} (3.18)

$$A_3^{(k)} := \sum_{t=1}^{\nu(G_n)} \sum_{w_1, w_2, w_3 \in \Lambda_{k,t}} \mathbb{E} [Y_{w_1}^3 Y_{w_2} Y_{w_3}],$$  \hspace{1cm} (3.19)

$$A_4^{(k)} := \sum_{t=1}^{\nu(G_n)} \sum_{w_1, w_2, w_3, w_4 \in \Lambda_{k,t}} \mathbb{E} [Y_{w_1} Y_{w_2} Y_{w_3} Y_{w_4}].$$  \hspace{1cm} (3.20)

Observe that terms of the form $Y_w^3, Y_w$ do not appear on the right-hand side of (3.17) as whenever $w_1 \neq w_2$, we have $\mathbb{E}[Y_{w_1}^3 Y_{w_2} X_{v \in w_1}] = Y_{w_1}^3 \mathbb{E}[Y_{w_1} X_{v \in w_1}] = 0$, by Lemma 2.4.
The following claim provides an estimate for each $A^{(k)}_i$.

Claim 3.6. For each $k \in [2, r]$ we have

$$A^{(k)}_2 \lesssim \sum_{i=1}^{v(G_n)} \sum_{w_1, w_2 \in \Lambda_{k,i}} D^2_{w_1} D^2_{w_2} \lesssim \Upsilon_H(G_n) + N(G_H, G_n), \quad (3.21)$$

and

$$A^{(k)}_1, A^{(k)}_3, A^{(k)}_4 \lesssim N(G_H, G_n),$$

where $\Upsilon_H(G_n)$ and $G_H$ are defined in Definition 3.9 and Definition 1.2, respectively.

Assuming the claim, we can bound the right-hand side of (3.17) as follows

$$\text{r.h.s. of (3.17)} \lesssim \frac{1}{\sigma_H^4} (N(G_H, G_n) + \Upsilon_H(G_n)).$$

Plugging in the estimate for $\sigma_H^2$ from Lemma 3.4 and the upper bound for $\Upsilon_H(G_n)$ from Lemma 3.5 into the right hand side of the equation above, we arrive at (3.3). This completes the proof of Lemma 3.1 except for the proof of Claim 3.6.

Proof of Claim. 3.6 $A^{(k)}_1$ terms. Recall $A^{(k)}_1$ from (3.18) and $\Lambda_{k,s}, \Lambda_{k,t}$ from Definition 2.1. We see that

$$A^{(k)}_1 = \sum_{i=1}^{v(G_n)} \sum_{w \in \Lambda_{k,i}} \mathbb{E} \left[ Y^2_w \right] = \sum_{w \in \Lambda_{k,s}} \mathbb{E} \left[ Y^2_w \right] \lesssim \sum_{w \in \Lambda_{k,s}} D^2_w \lesssim N(G_H, G_n).$$

The last inequality follows from the observation that each contribution to $D^2_w$ is given by a quadruple of copies $H$ that have at least $k$ vertices amongst all four copies. For $k \geq 2$, such a join belongs to $G_H$ (see Definition 1.2 and 1.3).

$A^{(k)}_2$ terms. Recall $A^{(k)}_2$ from (3.18). Applying Lemma 3.3(b) again, we find that

$$A^{(k)}_2 := \sum_{i=1}^{v(G_n)} \sum_{w_1, w_2 \in \Lambda_{k,i}} \mathbb{E} \left[ Y^2_{w_1} Y^2_{w_2} \right] \lesssim \sum_{i=1}^{v(G_n)} \sum_{w_1, w_2 \in \Lambda_{k,i}} D^2_{w_1} D^2_{w_2}$$

$$= \sum_{i=1}^{v(G_n)} \sum_{w_1, w_2 \in \Lambda_{k,i}} D^2_{w_1} D^2_{w_2} \sum_{w_1, w_2 \in \Lambda_{k,i}} \sum_{|w_1 \cap (w_2 \cup w_3)| \geq 2} D^2_{w_1} D^2_{w_2}.$$

The first term in the resulting equation is a subset of terms contributing to $\Upsilon_H(G_n)$ (see (3.9)). The second term counts the number of 4-joins of $H$, where there are at least two vertices common to all four copies. Such a 4-join falls into $G_H$. This proves (3.21).

$A^{(k)}_3$ terms. For $A^{(k)}_3$ defined in (3.19), consider any individual term $\mathbb{E} \left[ Y^2_{w_1} Y_{w_2} Y_{w_3} \right]$, where $w_1, w_2, w_3 \in \Lambda_{k,t}$. By the definition of $\Lambda_{k,t}$ (see (2.1)), $w_1, w_2, w_3$ must all share common vertex $t$. Thus, $|w_1 \cap \{w_2 \cup w_3\}| \geq 1$. We claim that $\mathbb{E} \left[ Y^2_{w_1} Y_{w_2} Y_{w_3} \right]$ is nonzero only if $|w_1 \cap \{w_2 \cup w_3\}| \geq 2$. Indeed if $w_1 \cap \{w_2 \cup w_3\} = \{t\}$, then

$$\mathbb{E} \left[ Y^2_{w_1} Y_{w_2} Y_{w_3} \right] = \mathbb{E} \left[ Y^2_{w_1} \right] \mathbb{E} \left[ Y_{w_2} Y_{w_3} \right] = Y^2_{w_1} \mathbb{E} \left[ Y_{w_2} Y_{w_3} \right].$$
As \( t \in w_3 \), by tower property of the conditional expectation we have
\[
\mathbb{E} \left[ Y_{w_2} Y_{w_1} \mid X_t \right] = \mathbb{E} \left[ \mathbb{E} \left[ Y_{w_2} \mid X_t, v \in w_3 \right] \mid X_t \right].
\]
But, also by Lemma 2.4, \( \mathbb{E} \left[ Y_{w_2} \mid X_t, v \in w_3 \right] = 0 \) as \( w_2 \neq w_3 \). This leads to a contradiction. Appealing to Lemma 3.3(b) we have
\[
A_3^{(k)} \lesssim \sum_{w_1, w_2, w_3 \in \Lambda_{k,v}} D_{w_1}^2 D_{w_2} D_{w_3},
\]
The right-hand side of the above equation counts number of four joins of \( H \) such that there are two vertices, say \( v_1, v_2 \), where \( v_1 \) appears in all four copies of \( H \) and \( v_2 \) appears in at least three of these copies. This forces conditions (1.2) and (1.3) to be satisfied. Thus the right-hand side of the above equation is bounded above by \( N(G_H, G_u) \) (up to a constant), which is precisely what we wanted to show.

3.3 \ Proof of Lemma 3.2

Recall from (3.2) that \( B \) is the variance of the sum of \( U^2_t \) for \( U_t \) as defined in (2.6). We begin by expanding \( \sigma_H^2 U^2_t \).
\[
\sigma_H^2 U^2_t = \left( \sum_{k=2}^{r} \sum_{w \in \Lambda_{k,t}} Y_w \right)^2 = \sum_{2 \leq k_1, k_2 \leq r} \sum_{w \in \Lambda_{k_1,t}} \sum_{w \in \Lambda_{k_2,t}} Y_{w_1} Y_{w_2} = \sum_{2 \leq k_1, k_2 \leq r} \sum_{a=1}^{k_1 \wedge k_2} \sum_{(w_1, w_2) \in \Lambda^{(a)}_{k_1,t} \Lambda^{(a)}_{k_2,t}} Y_{w_1} Y_{w_2}.
\]
The notation \( \Lambda^{(a)}_{k_1, k_2, t} \) was introduced in Definition 2.1. The last equality above follows by partitioning the inner sum into terms according to number of vertices \( u \) on which \( w_1 \) and \( w_2 \) overlap. Since \( \text{Var} \left[ \sum_{i=1}^{p} R_i \right] \leq \sum_{i=1}^{p} \text{Var} [R_i] \), we find
\[
B := \text{Var} \left( \sum_{i=1}^{v(G_u)} U^2_t \right) \leq \frac{1}{\sigma_H^2} \sum_{2 \leq k_1, k_2 \leq r} \sum_{a=1}^{k_1 \wedge k_2} \sum_{(w_1, w_2) \in \Lambda^{(a)}_{k_1,t} \Lambda^{(a)}_{k_2,t}} B_{k_1, k_2}^{(a)},
\]
\[ (3.23) \]
We define the term $B^{(a)}_{k_1,k_2}$ as

$$B^{(a)}_{k_1,k_2} := \text{Var} \left[ \sum_{i=1}^{v(G_n)} \sum_{(w_1,w_2) \in \Lambda^{(a)}_{k_1,k_2,i}} Y_{w_1} Y_{w_2} \right]$$

$$= \sum_{t_1,t_2 \in \mathcal{V}(G_n)} \sum_{(w_1,w_2) \in \Lambda^{(a)}_{k_1,k_2,t_1,t_2}} \text{Cov}[Y_{w_1}, Y_{w_2}, Y_{w_1}].$$

(3.24)

We now proceed to estimate $B^{(a)}_{k_1,k_2}$ for different choices of $k_1, k_2,$ and $u$.

Claim 3.7. Recall $Y_H(G_n)$ and $G_H$ from Definitions 3.9 and 1.2, respectively.

(1) For each $k \in [2, r]$ we have $B^{(k)}_{k,k} \lesssim N(G_H,G_n)$.

(2) Fix any $k_1, k_2 \in [2, r]$. For $u \in [1,k_1 \wedge k_2 - 1]$ or $k_1 \neq k_2$ we have

$$B^{(a)}_{k_1,k_2} \lesssim Y_H(G_n) + N(G_H,G_n).$$

Plugging in the above estimates into (3.23), we have

$$\text{r.h.s. of (3.23)} \lesssim \frac{1}{\sigma_H^2} (N(G_H,G_n) + Y_H(G_n)).$$

Finally, applying our earlier estimate for $\sigma_H^2$ from Lemma 3.4 and the upper bound on $Y_H(G_n)$ from Lemma 3.5 to the right-hand side of above equation, we arrive at (3.3). This completes the proof of Lemma 3.2 except for Claim 3.7.

Proof of Claim. 3.7 (a). We study the individual terms that appear in the characterization of $B^{(k)}_{k,k}$ of (3.24). For any $(w_1, w_2) \in \Lambda^{(k)}_{k,k,t_1}$ and $(w_3, w_4) \in \Lambda^{(k)}_{k,k,t_2}$ we must have $w_1 = w_2$ and $w_3 = w_4$ (per (2.2), since $u = k$). We upper bound the expression $\text{Cov}[Y_{w_1}, Y_{w_2}, Y_{w_1}, Y_{w_2}]$ in (3.24) by considering three cases:

- If $w_1, w_3$ are disjoint, then the covariance is zero by independence.
- If $w_1, w_3$ have precisely one vertex in common, say $v$ then by Lemma 3.3(c), we have
  $$\mathbb{E} \left[ Y^2_{v} Y^2_{w_{1}} | X_{v} \right] = \mathbb{E} \left[ Y^2_{w_{1}} | X_{v} \right] \mathbb{E} \left[ Y^2_{w_{1}} | X_{v} \right] = \mathbb{E} \left[ Y^2_{w_{1}} \right] \mathbb{E} \left[ Y^2_{w_{1}} \right],$$
  which forces the covariance of $Y^2_{v}$ and $Y^2_{w_{1}}$ to be zero.
- If $w_1, w_3$ have at least two vertices in common, then by Lemma 3.3 (b) we have
  $$\text{Cov}[Y^2_{w_{1}}, Y^2_{w_{3}}] \leq \mathbb{E}[Y^2_{w_{1}} Y^2_{w_{3}}] \lesssim D_{w_{1}} D_{w_{3}},$$
where $D_w$ is defined in (2.3).

Only the final list item will have nonzero contribution to the covariance bound. The expression $D_{w_{1}} D_{w_{3}}$ counts the number of 4-joins of $H$ such that at least two copies of $H$ pass through $w_1$ and at least two copies of $H$ through $w_3$. Since $w_1$ and $w_3$ share at least two vertices, the corresponding 4-joins satisfy (1.2) and (1.3) and thus belong to the collection...
$G_H$, defined in Definition 1.2. By summing first over all such $w_1$ and $w_3$ and then over $t_1, t_2$, we arrive at Claim 3.7(a).

(b). Recall $\Lambda_{k_1,k_2,t}$ from (2.2). Take any $(w_1, w_2), (w_3, w_4) \in \Lambda_{k_1,k_2,t}$ meeting the conditions of part (b). Since $u < k_1 \land k_2$ or $k_1 \neq k_2$, there must be at least one vertex which does not appear in both $w_1$ and $w_2$. This forces $\mathbb{E}[Y_{w_1}Y_{w_2}] = 0$ by Lemma 3.3(a). Thus,

$$\text{Cov}[Y_{w_1} Y_{w_2}, Y_{w_3} Y_{w_4}] = \mathbb{E}[Y_{w_1} Y_{w_2} Y_{w_3} Y_{w_4}].$$

By Lemma 3.3(a), $\mathbb{E}[Y_{w_1} Y_{w_2} Y_{w_3} Y_{w_4}]$ is nonzero only if

$$w_i \subset \bigcup_{j \neq i} w_j \text{ for all } i \in [4]. \quad (3.25)$$

We upper bound $\mathbb{E}[Y_{w_1} Y_{w_2} Y_{w_3} Y_{w_4}]$ in cases.

**Case 1.** Suppose $t_1 = t_2 = t$. Let

$$A := \left\{(w_1, w_2, w_3, w_4) \mid (w_1, w_2), (w_3, w_4) \in \Lambda_{k_1,k_2,t}, \right\}$$

$$\{w_{\pi(1)} \cup w_{\pi(2)}\} \cap \{w_{\pi(3)} \cup w_{\pi(4)}\} = \{t\} \text{ for some } \pi \in \mathbb{S}_4. \right\}. \quad (3.26)$$

If $(w_1, w_2, w_3, w_4) \in A$ satisfies (3.25), we must have $w_{\pi(1)} = w_{\pi(2)}$ and $w_{\pi(3)} = w_{\pi(4)}$ for some $\pi \in \mathbb{S}_4$. Lemma 3.3(b) then implies

$$\mathbb{E}[Y_{w_1} Y_{w_2} Y_{w_3} Y_{w_4}] \leq D^2_{w_{\pi(1)}} D^2_{w_{\pi(3)}}.$$

where $D_w$ is defined in (2.3). However, by definition of $Y_H(G_n)$ in (3.9),

$$\sum_{t=1}^{v(G_n)} \sum_{(w_1, w_2, w_3, w_4) \in A} \mathbb{E}[Y_{w_1} Y_{w_2} Y_{w_3} Y_{w_4}] \leq Y_H(G_n).$$

**Case 2.** We assume either $t_1 \neq t_2$ or we have both that $t_1 = t_2$ and that $(w_1, w_2, w_3, w_4) \notin A$ (as defined in (3.26)).

Suppose $H_1 \cup H_2 \cup H_3 \cup H_4$ is a 4-join of $H$ with $w_1 \subset V(H_1)$. By (3.25), we observe that $\bigcup_{i=1}^{4} H_i$ satisfies (1.2). We claim that $\bigcup_{i=1}^{4} H_i$ is also satisfies (1.3). When $t_1 = t_2$ and $(w_1, w_2, w_3, w_4) \notin A$, it is clear from the definition of $A$, that $\bigcup_{i=1}^{4} H_i$ satisfies (1.3).

Consider the case when $t_1 \neq t_2$. Note that $t_1$ is common to $H_1, H_2$ and $t_2$ is common to $H_3, H_4$. Consequently,

$$\nu\left(\bigcup_{i=1}^{4} H_i\right) \leq \min\{\nu(H_1 \cup H_3) + \nu(H_2 \cup H_4) - 2, \nu(H_1 \cup H_4) + \nu(H_2 \cup H_3) - 2\}. \quad (3.21)$$

**Case 2.1** If $u < k_1 \land k_2$, then there are at least two vertices which appear exactly once among $w_1$ and $w_2$. By (3.25), these two vertices must be in $w_3 \cup w_4$. Thus, $\nu\left(\bigcup_{i=1}^{4} H_i\right) \leq \nu(H_1 \cup H_3) + \nu(H_2 \cup H_4) - 2$, which forces $\bigcup_{i=1}^{4} H_i$ to satisfy (1.3), meaning that $\bigcup_{i=1}^{4} H_i \in G_H$.

**Case 2.2**. If $u = k_1 \land k_2$, then by assumption, $k_1 \neq k_2$. Without loss of generality assume $k_1 < k_2$. Since $u = k_1$, we have $w_1 \subset w_2$ and $w_3 \subset w_4$.

The expectation $\mathbb{E}[Y_{w_1} Y_{w_2} Y_{w_3} Y_{w_4}]$ is nonzero only if $\bigcup_{i=1}^{4} H_i \in G_H$ for any 4-join of $H$ with $w_1 \subset V(H_1)$. By way of contradiction, suppose that $\nu\left(\bigcup_{i=1}^{4} H_i\right) \geq \nu(H_1 \cup H_2) + \nu(H_3 \cup H_4)$. Then $\bigcup_{i=1}^{4} H_i \notin G_H$.
PROOF OF THEOREM 1.5

We begin by characterizing the expectation of products of $r$-cliques. We associate an $r$-clique to each vertex $v$, taking the conditional expectation with respect to $X_v$ gives

$$
\mathbb{E}[Y_w Y_w] = \mathbb{E}[\mathbb{E}[Y_w Y_w | X_v] \mathbb{E}[Y_w Y_w | X_i]] = \mathbb{E}[\mathbb{E}[Y_w Y_w] \mathbb{E}[Y_w Y_w]].
$$

The last equality follows from Lemma 3.3(c). Since $\mathbb{E}[Y_w Y_w] = 0$ by Lemma 3.3(a), the term above is zero. Thus, the expectation is nonzero only if the corresponding $\bigcup_{i=1}^4 H_i$ satisfy (1.3).

By Lemma 3.3(b), $\mathbb{E}[Y_w Y_w Y_w Y_w] \leq D_w D_w D_w D_w$. This expression counts the number of 4-joins $\bigcup_{i=1}^4 H_i$ of $H$ with $w_i \subset V(H_i)$ for $i \in [[1, 4]]$ (see (2.3)). By the argument above, in Case 2 it suffices to consider only the $\bigcup_{i=1}^4 H_i$ which lie in $G_H$. Thus, summing over all possibilities in Case 2 produces $\mathcal{N}(G_H, G_n)$ as an upper bound. Combining this with the estimate from Case 1 proves Claim 3.7(b).

4 PROOF OF THEOREM 1.5

In this section we characterize the fourth moment of $Z(H, G_n)$ in terms of good joins and we prove Theorem 1.5, the fourth-moment result for our central limit theorem. For the duration of this section we associate an $r$-clique to $s \in V(G_n)$, by joining all pairs of vertices $\{s_i, s_j\}$ for $i \neq j$ and we define

$$Z_s = 1\{X_s\} - c^{1-r}.
$$

We begin by characterizing the expectation of products of $Z_s$’s in Lemmas 4.1 and 4.2. These estimates will be crucial in proving Theorem 1.5 at the end of this section.

**Lemma 4.1.** Let $s_1, s_2, \ldots, s_L \in V(G_n)$, and set $Z_{s_i} = 1\{X_{s_i}\} - c^{1-r}$ for $i \in [L]$. Suppose that the $r$-cliques associated with the tuples $s_1, \ldots, s_L$ collectively form a connected graph.

(a) If for all $i \in [L]$,

$$\left| \bigcup_{j=1}^L \mathcal{S}_j\right| - \left| \bigcup_{j \neq i} \mathcal{S}_j\right| \leq r - 2, \quad (4.1)
$$

then for all $c \geq 2^{L+1} - 2$ we have

$$\frac{1}{2} c^{1-|L|^L \mathcal{S}_i|} \leq \mathbb{E}[Z_{s_1} Z_{s_2} \cdots Z_{s_L}] \leq \frac{3}{2} c^{1-|L|^L \mathcal{S}_i|}.$$

(b) If $\{s_1, \ldots, s_L\}$ does not satisfy (4.1), then $\mathbb{E}[Z_{s_1} Z_{s_2} \cdots Z_{s_L}] = 0$.

**Proof.**

(a) We expand $\mathbb{E}[Z_{s_1} Z_{s_2} \cdots Z_{s_L}]$ and apply linearity of expectation to find

$$
\mathbb{E}[Z_{s_1} Z_{s_2} \cdots Z_{s_L}] = \sum_{A \subset [L]} (-1)^{|A|} \mathbb{E} \left[ c^{(1-r)(L-|A|)} \prod_{j \in A} 1\{X_{s_j}\} \right] 
= \sum_{A \subset [L]} (-1)^{|A|} c^{(1-r)(L-|A|) + 1 - |L| \mathcal{S}_i|}. \quad (4.2)
$$

...
Suppose that $A \neq \{L\}$. In that case, without loss of generality, suppose that $A = \{1, \ldots, a\}$ for some $0 \leq a < L$. Let $F_A = \{s_1, \ldots, s_a\}$ be the graph formed by joining the $a$ $r$-cliques associated to the tuples $s_i$. We consider iterative additions to $F_A$ by adding $s_j$ for $j > a$ one at a time until we reach $F_{\{L\}}$. Since $F_{\{L\}}$ is connected, we can choose an ordering so that each $s_j$ for $j > a$ adds at most $r - 1$ unique vertices. Further, due to (4.1), the final tuple $s_L$ can add at most $r - 2$ unique vertices to $F_{\{L\}}$. Therefore,

$$\left| \bigcup_{j=1}^{L} s_j \right| \leq (r - 1)(L - |A|) + \left| \bigcup_{j \in A} s_j \right| - 1.$$

The $A = \{L\}$ term in (4.2) evaluates to $c^{1-|\bigcup_{j=1}^{L} s_j|}$. By moving this term to the left-hand side of (4.2) and taking absolute values, we find that whenever $c > 2^{L+1} - 2$,

$$\left| \mathbb{E}[Z_{s_1} \cdots Z_{s_L}] - c^{1-|\bigcup_{j=1}^{L} s_j|} \right| \leq \sum_{A \subseteq \{L\}} c^{-|\bigcup_{j=1}^{L} s_j|} \leq (2^L - 1)c^{-|\bigcup_{j=1}^{L} s_j|} \leq \frac{1}{2}c^{1-|\bigcup_{j=1}^{L} s_j|}.$$

(b) Take $\{s_1, s_2, \ldots, s_L\}$ not satisfying (4.1). Without loss of generality we may assume $|\bigcup_{j=1}^{L} s_j| = |\bigcup_{j=1}^{L-1} s_j| + r - 1$. That means the $r$-tuple $s_L$ introduces $r - 1$ new vertices, which we will call $u_1, u_2, \ldots, u_{r-1}$. Applying the tower property of expectation and taking conditional expectation over all vertices except $u_1, \ldots, u_{r-1}$, we find

$$\mathbb{E}[Z_{s_1} \cdots Z_{s_L}] = \mathbb{E}\left[ \mathbb{E}[Z_{s_1} \cdots Z_{s_{L-1}} | X_v : v \in \bigcup_{j=1}^{L-1} s_j \setminus \{u_1, \ldots, u_{r-1}\}] \right]$$

$$= \mathbb{E}\left[ Z_{s_1} \cdots Z_{s_{L-1}} \mathbb{E}[Z_{s_{L}} | X_v : v \in \bigcup_{j=1}^{L-1} s_j \setminus \{u_1, \ldots, u_{r-1}\}] \right] = 0.$$

The last expectation is zero as $\mathbb{E}[Z_{s_{L}} | X_v] = 0$ for any $v \in s_L$. This completes the proof.

**Lemma 4.2.** If $s_1, s_2, s_3, s_4 \in V(G_n)$, with $|s_1 \cap s_2| \geq 2$, $|s_3 \cap s_4| \geq 2$, and $|\{s_1 \cup s_2\} \cap \{s_3 \cup s_4\}| = 1$ then

$$\mathbb{E}[Z_{s_1} Z_{s_2} Z_{s_3}] = \mathbb{E}[Z_{s_1} Z_{s_2}] \mathbb{E}[Z_{s_3} Z_{s_4}].$$

**Proof.** Suppose $\{v\} = \{s_1 \cup s_2\} \cap \{s_3 \cup s_4\}$. Conditioning on $v$ gives us

$$\mathbb{E}[Z_{s_1} Z_{s_2} Z_{s_3} | X_v] = \mathbb{E}[Z_{s_1} Z_{s_2} | X_v] \mathbb{E}[Z_{s_3} Z_{s_4} | X_v]$$

$$= (c^{1-|s_1 \cup s_2|} - c^{2-2r})(c^{1-|s_1 \cup s_2|} - c^{2-2r}) = \mathbb{E}[Z_{s_1} Z_{s_2}] \mathbb{E}[Z_{s_3} Z_{s_4}].$$

We get the desired result by taking the expectation of this expression again.

We need one more observation in order to conclude Theorem 1.5 from Theorem 1.4.

**Proposition 4.3.** Let

$$W_s := \frac{1}{|\text{Aut}(H)|} a_{H,s}(1\{1_{X_{s_n}}\} - c^{1-r}) = \frac{1}{|\text{Aut}(H)|} a_{H,s} Z_s,$$

where $Z_s := 1_{X_{s_n}} - c^{1-r}$, and observe that $Z(H, G_n) = \frac{1}{\sigma_H} \sum_s W_s$. For all $c \geq 30$ we have

$$\mathbb{E}[Z(H, G_n)^4 - 3] \geq \frac{1}{\sigma_H} \sum_{s_1, s_2, s_3, s_4 \in G_n} \mathbb{E}[W_{s_1} W_{s_2} W_{s_3} W_{s_4}],$$

(4.3)
where $G_r := G_K$ and $\{s_1, s_2, s_3, s_4\} \in G_r$ means the sum is over all quadruples of $r$-tuples whose associated four $r$-cliques form a good join of $K_r$ (see Definition 1.2).

**Proof.** Let $Q_r^2 = Q_r^K = \{ \{s_1, s_2\} | s_i \in V(G_n), |s_1 \cap s_2| \geq 2 \}$. Note that

$$
\sigma_H^4 = (\sigma_H^2)^2 = \sum_{s_1, s_2} \sum_{s_3, s_4} \mathbb{E}[W_{s_1} W_{s_2}] \mathbb{E}[W_{s_3} W_{s_4}].
$$

(4.4)

We are able to restrict the sum to $|s_1 \cap s_2| \geq 2$ and $|s_3 \cap s_4| \geq 2$ due to Lemma 4.1(b). On the other hand,

$$
\mathbb{E}[Z(H, G_n)^4] = \frac{1}{\sigma_H^4} \sum_{s_1, s_2, s_3, s_4} \mathbb{E}[W_{s_1} W_{s_2} W_{s_3} W_{s_4}].
$$

Given $\{s_1, s_2, s_3, s_4\}$, $\mathbb{E}[W_{s_1} W_{s_2} W_{s_3} W_{s_4}]$ is nonzero in only a few cases:

(a) $\{s_1, s_2, s_3, s_4\}$ is connected. By Lemma 4.1(b), the expectation is nontrivial only if (4.1) is satisfied. Thus either

(i) $\{s_1, s_2, s_3, s_4\} \in G_r$ or

(ii) $\{s_1, s_2, s_3, s_4\}$ can be written as $F_1 \cup F_2$ where $F_1 = \{s_{\pi_1} \cup s_{\pi_2}\}$ and $F_2 = \{s_{\pi_3} \cup s_{\pi_4}\}$ and $|F_1 \cap F_2| = 1$ for some permutation $\pi \in S_4$. Note that (4.1) forces $F_1, F_2 \in Q_r^2$. Since there are three ways to form the pairing, the overall contribution of the expectation coming from terms $\mathbb{E}[W_{s_1} W_{s_2} W_{s_3} W_{s_4}]$ when $\{s_1, s_2, s_3, s_4\}$ is connected is

$$
\sum_{\{s_1, s_2, s_3, s_4\} \in G_r} \mathbb{E}[W_{s_1} W_{s_2} W_{s_3} W_{s_4}] + 3 \sum_{\{s_1, s_2\} \in Q_r^2} \sum_{\{s_3, s_4\} \in Q_r^2} \mathbb{E}[W_{s_1} W_{s_2}] \mathbb{E}[W_{s_3} W_{s_4}].
$$

(The expectation in the second term splits up due to Lemma 4.2).

(b) $\{s_1, s_2, s_3, s_4\}$ has two connected components. By Lemma 4.1(b), the corresponding expectation is nontrivial only if both the connected components are 2-shared 2-joins. Since there are three ways to pair up terms from the quadruple, the overall contribution of terms $\mathbb{E}[W_{s_1} W_{s_2} W_{s_3} W_{s_4}]$ when $\{s_1, s_2, s_3, s_4\}$ has two connected components is

$$
3 \sum_{\{s_1, s_2\} \in Q_r^2} \sum_{\{s_3, s_4\} \in Q_r^2} \mathbb{E}[W_{s_1} W_{s_2}] \mathbb{E}[W_{s_3} W_{s_4}].
$$

Here the expectation factors by independence.

Consequently,

$$
\mathbb{E}[Z(H, G_n)^4] - 3
$$

$$
= \frac{1}{\sigma_H^4} \sum_{\{s_1, s_2, s_3, s_4\} \in G_r} \mathbb{E}[W_{s_1} W_{s_2} W_{s_3} W_{s_4}] + \frac{3}{\sigma_H^4} \sum_{\{s_1, s_2\} \in Q_r^2} \sum_{\{s_3, s_4\} \in Q_r^2} \mathbb{E}[W_{s_1} W_{s_2}] \mathbb{E}[W_{s_3} W_{s_4}]$$

$$
\{s_1 \cup s_2\} \cap \{s_3 \cup s_4\} = \emptyset
$$
\[
+ \frac{3}{\sigma_H^4} \sum_{(s_1, s_2) \in Q^*_r} \left[ \sum_{(s_1, s_4) \in Q^*_r} \mathbb{E}[W_{s_1} W_{s_2}] \mathbb{E}[W_{s_1} W_{s_3}] \right] - 3
\]

\[
= \frac{1}{\sigma_H^4} \sum_{[s_1, s_2, s_3, s_4] \in G_r} \left[ \mathbb{E}[W_{s_1} W_{s_2} W_{s_3} W_{s_4}] - \frac{3}{\sigma_H^4} \sum_{(s_1, s_2) \in Q^*_r} \sum_{(s_1, s_4) \in Q^*_r} \mathbb{E}[W_{s_1} W_{s_2}] \mathbb{E}[W_{s_1} W_{s_3}] \right].
\]

The second equality follows from (4.4). Whenever \( \{s_1, s_2, s_3, s_4\} \in Q^*_r \) with \( (s_1 \cup s_2) \cap (s_3 \cup s_4) \geq 2 \), the corresponding 4-join must be a good join of \( K_r \) (see Definition 1.2). By Lemma 4.1 we know that all the individual expectations appearing above are nonnegative for \( c \geq 30 \). Thus,

\[
\mathbb{E}[Z(H, G_n)^4] - 3 \geq \frac{1}{\sigma_H^4} \sum_{[s_1, s_2, s_3, s_4] \in G_r} \left[ \mathbb{E}[W_{s_1} W_{s_2} W_{s_3} W_{s_4}] - 3 \mathbb{E}[W_{s_1} W_{s_2}] \mathbb{E}[W_{s_1} W_{s_3}] \right].
\]  

(4.5)

Applying Lemma 4.1 and taking \( c \geq 30 \), then, if \( \{s_1, s_2, s_3, s_4\} \in G_r \),

\[
\mathbb{E}[Z_{s_1} Z_{s_2} Z_{s_3} Z_{s_4}] \geq \frac{1}{2} c^{1-|s_1 \cup s_2 \cup s_3 \cup s_4|} \geq \frac{1}{2} c^{1-|s_1 \cup s_2|+1-|s_3 \cup s_4|} \geq \frac{20}{3} \mathbb{E}[Z_{s_1} Z_{s_2}] \mathbb{E}[Z_{s_3} Z_{s_4}].
\]

Thus for \( c \geq 30 \), we have

\[
\mathbb{E}[W_{s_1} W_{s_2} W_{s_3} W_{s_4}] - 3 \mathbb{E}[W_{s_1} W_{s_2}] \mathbb{E}[W_{s_1} W_{s_3}] \geq \frac{1}{2} \mathbb{E}[W_{s_1} W_{s_2} W_{s_3} W_{s_4}].
\]

Plugging the above bound into (4.5) proves (4.3).

**Proof of Theorem 1.5.** We use the same notation as in Proposition 4.3. Applying Lemma 4.1 and taking \( c \geq 30 \), we find that

\[
\sum_{[s_1, s_2, s_3, s_4] \in G_r} \mathbb{E}[W_{s_1} W_{s_2} W_{s_3} W_{s_4}] \geq \sum_{[s_1, s_2, s_3, s_4] \in G_r} a_{H,s_1} a_{H,s_2} a_{H,s_3} a_{H,s_4} \mathbb{E}[Z_{s_1} Z_{s_2} Z_{s_3} Z_{s_4}] \geq N(G_H, G_n).
\]

To see the final inequality, note that \( a_{H,s_i} \) is nonzero only when \( G_n \) contains a copy of \( H \) on each \( s_i \). Consequently, the sum over quadruples that form good joins of \( r \)-cliques can be reduced to counting good joins of \( H \). We estimate \( \sigma_H^4 \) as in Lemma 3.4 and then conclude by Proposition 4.3 that

\[
\mathbb{E}[Z(H, G_n)^4] - 3 \geq \frac{N(G_H, G_n)}{N(Q^*_2, G_n)^2}.
\]

This shows that Theorem 1.5 follows from (1.5).
5 | PROOF OF THEOREM 1.7

It remains to show Theorem 1.7 (that we have convergence of the fourth moment \( \mathbb{E}[Z(H, G_n)^4] \to 3 \) as soon as asymptotic normality holds for \( Z(H, G_n) \)). The proof relies on a uniform bound on the higher moments of \( Z(H, G_n) \).

**Theorem 5.1.** For all \( m \in \mathbb{Z}_{\geq 0} \) and \( c \geq 2 \) we have that for some \( C(c, r, m) < \infty \)

\[
\sup_{n \in \mathbb{Z}_{\geq 0}} \mathbb{E} \left[ |Z(H, G_n)|^m \right] \leq C(c, r, m).
\]

**Proof of Theorem 1.7 given Theorem 5.1.** By applying Theorem 5.1 with \( m = 8 \), we observe that the family \( \{Z(H, G_n)^4\}_{n=1}^{\infty} \) is uniformly integrable,

\[
\lim_{a \to \infty} \sup_{n} \mathbb{E} \left[ Z(H, G_n)^4 \mathbf{1}_{\{Z(H, G_n)^4 > a\}} \right] \leq \lim_{a \to \infty} \mathbb{P}(Z(H, G_n)^4 > a) \sup_{n} \mathbb{E} \left[ Z(H, G_n)^8 \right] \leq \lim_{a \to \infty} C(c, r, 8) \mathbb{P}(Z(H, G_n)^4 > a) = 0.
\]

Consequently, \( \mathbb{E}[Z(H, G_n)^4] \to \mathbb{E}[\mathcal{N}(0, 1)^4] = 3. \)

The proof Theorem 5.1 comprises the rest of this section. It will be helpful to recall some basic notions related to set systems and hypergraphs, as in [15].

**Definition 5.2.** A hypergraph is a set system \( F := (S, B) \), where \( S \) is a set and \( B \) is a collection of subsets of \( S \). We call the elements of \( B \) hyperedges. Given \( v \in S \), the degree of a vertex in \( F \) is

\[
d_F(v) := |\{A \ni v | A \in B\}|,
\]

and \( d_{\min}(F) := \min_{v \in S} d_F(v) \) is the minimum degree of \( F \). Hypergraph \( F \) is \( s \)-uniform for integer \( s \geq 2 \) if all elements of \( B \) have cardinality \( s \).

More generally, an \( s \)-uniform multi-hypergraph is an \( s \)-uniform hypergraph which may have repeated hyperedges, thus \( B \) is a multiset.

**Example 5.3.** A graph is a 2-uniform hypergraph and the hyperedges are the edges. In this case, \( d_F(v) \) is just the usual degree of a vertex \( v \).

Let \( F = (S, B) \) with \( S = \{1, 2, 3, 4\} \) and \( B = \{\{1, 3, 4\}, \{2, 3, 4\}, \{2, 3, 4\}\} \). \( F \) is a 3-uniform multi-hypergraph, with \( d_F(1) = 1, d_F(2) = 2 \), and \( d_F(3) = d_F(4) = 3 \).

Now we are ready to prove Theorem 5.1.

**Proof of Theorem 5.1.** For a color \( b \) and vertex \( v \), define \( R_s(b) := \mathbf{1}_{X_v = b} - \frac{1}{c} \). Observe that

\[
\sum_{b=1}^{c} R_s(b) = 0.
\]

For any \( w \in \Lambda_k \), we let \( R_w(b) = \prod_{i=1}^{k} R_{w_i}(b) \).

For \( s \in V(G_n) \), let \( D_k(s) = \{w \in \Lambda_k|w \subset s\} \) be the collection of strictly increasing tuples of \( s \) with \( k \) elements. By construction, \( |D_k(s)| = \binom{r}{k} \). Note that

\[
\mathbf{1}_{X_v = s} - \frac{1}{c^r - 1} = \sum_{b=1}^{c} \left( \prod_{k=1}^{r} \left( \mathbf{1}_{X_v = b} - \frac{1}{c} + \frac{1}{c} \right) - \frac{1}{c^r} \right) = \sum_{b=1}^{c} \sum_{k=2}^{r} \frac{1}{c^r - 1} \sum_{w \in D_k(s)} R_w(b).
\]
Without loss of generality, let \( m \in 2\mathbb{Z}_{>0} \). From the above observation and the elementary inequality \((\sum_{i=1}^{p}a_i)^m \leq p^{m-1}\sum a_i^m\), we obtain

\[
(T(H, G_n) - \mathbb{E}T(H, G_n))^m = \left[ \frac{1}{|\text{Aut}(H)|} \sum_{s \in V(G_n)} a_{H,s} \left[ 1\{X_{es} \} - \frac{1}{c^{r-1}} \right] \right]^m \\
\leq \sum_{b=1}^{c} \sum_{k=2}^{r} \frac{(c(r - 1))^{m-1}}{c^{m-km}} \left[ \frac{1}{|\text{Aut}(H)|} \sum_{s \in V(G_n)} a_{H,s} \sum_{w \in D_k(s)} R_w(b) \right]^m.
\]

By fixing \( k \) and interchanging the order of the sum, we observe that

\[
\frac{1}{|\text{Aut}(H)|} \sum_{s \in V(G_n)} a_{H,s} \sum_{w \in D_k(s)} R_w(b) = \sum_{w \in \Lambda_{k,s}} \frac{1}{|\text{Aut}(H)|} \sum_{s \in \Lambda_{k,s}} a_{H,s} = \sum_{w \in \Lambda_{k,s}} R_w(b)D_w,
\]

where the last equality follows by definition of \( D_w \) (see (2.3)). Therefore, to complete the argument it suffices to show

\[
\mathbb{E} \left[ \sum_{w \in \Lambda_{k,s}} R_w(b)D_w \right]^m \lesssim_m \text{Var}(T(H, G_n))^{m/2}. \tag{5.1}
\]

We expand the left-hand side of the above equation to get

\[
\text{l.h.s. of (5.1)} = \sum_{w_1, \ldots, w_m \in \Lambda_{k,s}} \left[ \prod_{i=1}^{m} D_{w_i} \right] \mathbb{E} \left[ \prod_{i=1}^{m} R_{w_i}(b) \right]. \tag{5.2}
\]

Let \( P_{k,m} \) denote the set of \( k \)-uniform multi-hypergraphs that have \( m \) hyperedges (per Definition 5.2). Fix any \( w_1, w_2, \ldots, w_m \in \Lambda_{k,s} \) and let \( F \in P_{k,m} \) be the corresponding \( k \)-uniform multi-hypergraph. Whenever there exists some \( v \in V(F) \) with degree \( d_F(v) = 1 \),

\[
\mathbb{E} \left[ \prod_{i=1}^{m} R_{w_i}(b) \right] = \mathbb{E} \left[ R_v(b) \cdot \frac{1}{R_v(b)} \prod_{i=1}^{m} R_{w_i}(b) \right] = \mathbb{E} \left[ R_v(b) \right] \mathbb{E} \left[ \frac{1}{R_v(b)} \prod_{i=1}^{m} R_{w_i}(b) \right] = 0,
\]

by independence. In all other cases the expectation above is trivially bounded by some constant depending on \( m \) (and also \( r \) and \( c \)). This implies

\[
\text{r.h.s. of (5.2)} \lesssim_m \sum_{F \in P_{k,m}} \sum_{d_{\text{min}(F)} \geq 2} \prod_{s_{\alpha} \leq m} D_{s_1, s_2, \ldots, s_k}, \tag{5.3}
\]

where we let \( D_s := D_F \) for \( D_F \) defined in (2.3). Applying corollary A.1 in [10] with \( w(\mathcal{F}) := D_F \) (see also lemma 3.3 in [15]) we find

\[
\text{r.h.s. of (5.3)} \lesssim_m \sum_{F \in P_{k,m}} \left( \sum_{w \in \Lambda_{k,s}} D_w^2 \right)^{m/2} \lesssim_m \text{Var}[T(H, G_n)]^{m/2},
\]
where the last inequality follows from Lemma 3.4 and the fact that $|P_{k,m}| \lesssim m^1$. This completes the proof of (5.1).
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