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Abstract

We prove that finitely generated relatively hyperbolic groups are bi-exact if and only if all peripheral subgroups are bi-exact. This is a generalization of Ozawa’s result which claims that finitely generated relatively hyperbolic groups are bi-exact if all peripheral subgroups are amenable.

1 Introduction

Bi-exactness is an analytic property of groups defined by Ozawa in [16] (by the name of class $S$). Recall that a group $G$ is exact if there exists a compact Hausdorff space on which $G$ acts topologically amenably and bi-exact if it is exact and there exists a map $\mu: G \rightarrow \text{Prob}(G)$ such that for every $s, t \in G$, we have

$$\lim_{x \to \infty} \|\mu(sxt) - s.\mu(x)\|_1 = 0.$$ 

It is known that exactness is equivalent to Yu’s property A (cf. [13]).

The notion of bi-exactness is of fundamental importance to the study of operator algebras. Notably, Ozawa proved in [14] that the group von Neumann algebra $L(G)$ of any non-amenable bi-exact icc group $G$ is prime (i.e. it cannot be decomposed as a tensor product of two II$_1$ factors) by showing that $L(G)$ is solid. In [18], Ozawa and Popa proved a unique prime factorization theorem which states that if $G_1, \ldots, G_n$ are non-amenable bi-exact icc groups and $L(G_1)\overline{\otimes} \cdots \overline{\otimes} L(G_n)$ is decomposed as a tensor product of $m$ II$_1$ factors with $m \geq n$ i.e. $L(G_1)\overline{\otimes} \cdots \overline{\otimes} L(G_n) = N_1\overline{\otimes} \cdots \overline{\otimes} N_m$, then we have $m = n$ and after permutation of indices and unitary conjugation, each $N_i$ is isomorphic to an amplification of $L(G_i)$. Subsequently, various rigidity results were proved for bi-exact groups. In particular, Sako showed measure equivalence rigidity for direct product (cf. [20]) and Chifan and Ioana showed rigidity result in von Neumann algebra sense for amalgamated free product (cf. [3]).

It is known that the class of bi-exact groups contains amenable groups, hyperbolic groups, discrete subgroups of connected simple Lie groups of rank one, and $\mathbb{Z}^2 \rtimes SL_2(\mathbb{Z})$ (cf. [2][16][17]). On the other hand, unlike exactness, bi-exactness is not preserved under some basic group theoretic constructions. For example, direct products and increasing
unions of bi-exact groups are not necessarily bi-exact (e.g. $F_2 \times F_2$ and $G \times F_2$, where $F_2$ is a free group of rank 2 and $G$ is an infinite countable locally finite group, are exact but not bi-exact).

The standard way of proving bi-exactness is using topologically amenable action on a special compact space called ‘boundary small at infinity’. Using this method, Ozawa proved in [15] that any finitely generated group hyperbolic relative to amenable peripheral subgroups is bi-exact. In this paper, we use a different approach and generalize Ozawa’s result by proving the following.

**Theorem 1.1.** Suppose that $G$ is a finitely generated group hyperbolic relative to a collection of subgroups $\{H_\mu\}_{\mu \in \Lambda}$ of $G$. Then, $G$ is bi-exact if and only if all subgroups $H_\mu$ are bi-exact.

The ‘Only if’ direction is obvious and the whole paper is devoted to proving the ‘if’ direction. In relation to this result, it is worth mentioning the following folklore conjecture.

**Conjecture 1.2.** Suppose that a finitely generated group $G$ is hyperbolic relative to a collection of subgroups $\{H_\mu\}_{\mu \in \Lambda}$ of $G$. If all subgroups $H_\mu$ are exact, then $G$ is bi-exact relative to $\{H_\mu\}_{\mu \in \Lambda}$.

For the definition of relative bi-exactness, the reader is referred to Definition 15.1.2 of [2]. Note that the ‘if’ direction of Theorem 1.1 is not a weak version of Conjecture 1.2. Indeed, while the assumption of Theorem 1.1 is stronger, the conclusion is also stronger.

Our proof of Theorem 1.1 is based on a characterization of bi-exactness using exactness and the existence of a proper array (cf. Proposition 2.2) and uses two technologies related to relatively hyperbolic groups. The first one is a bicombing of fine hyperbolic graphs, which was constructed by Mineyev and Yaman in [10] using the same idea as in [9]. The second one is based on the notion of separating cosets of hyperbolically embedded subgroups, which was introduced by Hull and Osin in [8] and developed further by Osin in [12]. We will construct two arrays using each of these techniques and combine them to make a proper array. It is worth noting that the Mineyev-Yaman’s bicombing of relatively hyperbolic groups alone is not sufficient to derive Conjecture 1.2 for the reason explained in Remark 3.7. Therefore, Conjecture 1.2 is still considered open.

The paper is organized as follows. In Section 2, we discuss the necessary definitions and known results about bi-exact groups and relatively hyperbolic groups. In Section 3.1, we give an outline of our proof. Section 3.2 and 3.3 discuss the constructions of arrays based on ideas of [10] and [8], respectively, and Section 3.4 provides the proof of Theorem 1.1.

**Acknowledgment.** I thank Denis Osin for introducing this topic to me, for sharing his ideas, and for many helpful discussions.
2 Preliminary

2.1 Bi-exact groups

In this section, we introduce some equivalent conditions of bi-exact groups. The definition of an array given below was suggested in [4].

**Definition 2.1.** Suppose that $G$ is a group, $K$ a Hilbert space, and $\pi: G \to U(K)$ a unitary representation. A map $r: G \to K$ is called an array on $G$ into $(K, \pi)$, if $r$ satisfies (1) and (2) below. When there exists such $r$, we say that $G$ admits an array into $(K, \pi)$.

1. $\pi_{g^{-1}}(r(g^{-1})) = -r(g)$ for all $g \in G$.
2. For every $g \in G$, we have $\sup_{h \in G} \|r(gh) - \pi_{g}(r(h))\| < \infty$.

If, in addition, $r$ satisfies (3) below, $r$ is called proper.

3. For any $N \in \mathbb{N}$, $\{g \in G \mid \|r(g)\| \leq N\}$ is finite.

Conditions (2) and (3) in Proposition 2.2 are simplified versions of Proposition 2.3 of [4] and Proposition 2.7 of [19] respectively.

**Proposition 2.2.** For any countable group $G$, the following three conditions are equivalent.

1. $G$ is bi-exact.
2. $G$ is exact and admits a proper array into the left regular representation $(\ell^{2}(G), \lambda_{G})$.
3. $G$ is exact, and there exist an orthogonal representation $\eta: G \to O(K_{R})$ to a real Hilbert space $K_{R}$ that is weakly contained in the regular representation of $G$ and a map $c: G \to K_{R}$ that is proper and satisfies

$$\sup_{k \in G} \|c(gkh) - \eta_{g}c(k)\| < \infty$$

for all $g, h \in G$.

2.2 Relatively hyperbolic groups

There are several equivalent definitions of relatively hyperbolic groups due to Gromov, Bowditch, Farb, and Osin. We adopt Farb’s definition with the Bounded Coset Penetration property replaced by fineness of coned-off Cayley graphs. [7], [5, Appendix], and [11, Appendix] contain proofs of the equivalence of these definitions. To state our definition, we first prepare some terminologies. When we consider a graph $Y$ without loops or multiple edges, the edge set $E(Y)$ is defined as a irreflexive symmetric subset of $V(Y) \times V(Y)$, where $V(Y)$ is the vertex set (see Section 2.3 for details).
Definition 2.3 (Coned-off Cayley graph). Suppose that $G$ is a finitely generated group with a finite generating set $X$ and $\{H_\lambda\}_{\lambda \in \Lambda}$ is a collection of subgroups of $G$. Let $\Gamma(G, X)$ be the Cayley graph of $G$ with respect to $X$, in which we don’t allow loops nor multiple edges. More precisely, its vertex set and edge set are defined by

$V(\Gamma(G, X)) = G, \quad E(\Gamma(G, X)) = \{(g, gs), (gs, g) \mid g \in G, s \in X \setminus \{1\}\}$. (1)

We define a new graph $\hat{\Gamma}$ whose vertex set $V(\hat{\Gamma})$ and edge set $E(\hat{\Gamma})$ are given by

$V(\hat{\Gamma}) = G \cup \bigsqcup_{\lambda \in \Lambda} G/H_\lambda,$

$E(\hat{\Gamma}) = E(\Gamma(G, X)) \cup \bigsqcup_{\lambda \in \Lambda} \{(g, xH_\lambda), (xH_\lambda, g) \mid xH_\lambda \in G/H_\lambda, g \in xH_\lambda\}.$

The graph $\hat{\Gamma}$ is called coned-off Cayley graph with respect to $X$.

We set the length of any edge of $\hat{\Gamma}$ to be 1. $G$ acts on $\hat{\Gamma}$ naturally by graph automorphism. For a vertex $v \in V(\hat{\Gamma})$, we denote its stabilizer by $G_v = \{g \in G \mid gv = v\}$.

Definition 2.4 (Hyperbolic space). A geodesic metric space $(X, d)$ is called hyperbolic if there exists $\delta \in [0, \infty)$ such that for any $x, y, z \in X$, any geodesic path $[x, y], [x, z], [z, y]$, and any point $a \in [x, y]$, there exists $b \in [x, z] \cup [z, y]$ satisfying $d(a, b) \leq \delta$.

Definition 2.5 (Circuit). A closed path $p$ in a graph is called circuit, if $p$ doesn’t have self-intersection except its initial and terminal vertices.

Definition 2.6 (Fine graph). A graph $Y$ is called fine, if for any $n \in \mathbb{N}$ and any edge $e$ of $Y$, the number of circuits of length $n$ containing $e$ is finite.

The following is the definition of relatively hyperbolic groups on which we work. The reader is referred to [5, Appendix] for the equivalence of Definition 2.7 and the other definitions.

Definition 2.7. A finitely generated group $G$ is called hyperbolic relative to a collection of subgroups $\{H_\lambda\}_{\lambda \in \Lambda}$, if $\Lambda$ is finite and for some (equivalently, any) finite generating set $X$ of $G$, the coned-off Cayley graph $\hat{\Gamma}$ is fine and hyperbolic. A member of the collection of subgroups $\{H_\lambda\}_{\lambda \in \Lambda}$ is called a peripheral subgroup.

Some definitions (e.g. Osin’s definition in [11]) can be stated without requiring $\Lambda$ to be finite. In Osin’s definition, finiteness of $\Lambda$ follows if $G$ is finitely generated.

2.3 Mineyev-Yaman’s bicombing

In [10], Mineyev and Yaman constructed a bicombing of a fine hyperbolic graph using the same idea as in [9]. We first discuss 1-chains on a graph and a unitary representation of a group acting on a graph in general and then introduce Mineyev-Yaman’s bicombing.
In this section, we consider graphs without loops nor multiple edges, following [10] and [1]. More precisely, for a graph $Y$ with a vertex set $V(Y)$, its edge set $E(Y)$ is a subset of $V(Y) \times V(Y) \setminus \{(v, v) \mid v \in V(Y)\}$ such that $\overline{E}(Y) = E(Y)$, where we define $(u, v) = (v, u)$ for any $(u, v) \in V(Y)^2$. We call a subset $E^+(Y)$ of $E(Y)$ a set of positive edges if it satisfies $E(V) = E^+(Y) \cup \overline{E}^+(Y)$. Choosing a set of positive edges $E^+(Y)$ means choosing directions of edges. Note that when we consider a group action on a graph, we allow inversion of edges.

We begin with auxiliary notations.

For a graph $Y$, we denote by $C_1(Y)$ the set of 1-chains on $Y$ over $\mathbb{C}$. More precisely, $C_1(Y)$ is defined as follows. Consider a direct product $\mathbb{C}^{E(Y)} = \{ \sum_{e \in E(Y)} c_e e \mid c_e \in \mathbb{C} \}$ of vector spaces over $\mathbb{C}$. Note that this summation notation is just a formal sum. We define a quotient space $\ell^0(Y)$ by

$$
\ell^0(Y) = \mathbb{C}^{E(Y)} / \left\{ \sum_{e \in E(Y)} c_e e \in \mathbb{C}^{E(Y)} \mid \forall e \in E(Y) c_e = c_e \right\}.
$$

Here, we denote by $[e] = [u, v]$ the element in $\ell^0(Y)$ corresponding to $e = (u, v) \in \mathbb{C}^{E(Y)}$ where $e = (u, v) \in E(Y)$. Note that for any $e = (u, v) \in E(Y)$, we have

$$[\tilde{e}] = [v, u] = -[u, v] = -[e].$$

Fix a set of positive edges $E^+(Y)$. The map

$$\mathbb{C}^{E^+(Y)} \ni \sum_{e \in E^+(Y)} c_e e \mapsto \sum_{e \in E^+(Y)} c_e [e] \in \ell^0(Y)$$

is an isomorphism of vector spaces. The space of 1-chains is defined by

$$C_1(Y) = \left\{ \sum_{e \in E^+(Y)} c_e [e] \in \ell^0(Y) \mid \exists F \subset E^+(Y), |F| < \infty \land \forall e \not\in F c_e = 0 \right\}.$$

Note that $C_1(Y)$ is independent of the choice of $E^+(Y)$. For $a, b \in V(Y)$ and a path $q = (v_0, v_1, \ldots, v_n)$ from $a = v_0$ to $b = v_n$, we define a 1-chain

$$q = [v_0, v_1] + \cdots + [v_{n-1}, v_n] \in C_1(Y). \quad (2)$$

Here, we use the same notation $q$ to denote a path and the corresponding 1-chain by abuse of notation.

For each $p \in [1, \infty)$ (in fact, we use only cases $p = 1, 2$), define a subspace $\ell^p(Y)$ of $\ell^0(Y)$ by

$$\ell^p(Y) = \left\{ \sum_{e \in E^+(Y)} c_e [e] \in \ell^0(Y) \mid \sum_{e \in E^+(Y)} |c_e|^p < \infty \right\}.$$

and for each $\xi = \sum_{e \in E^+(Y)} c_e [e] \in \ell^p(Y)$ define a norm

$$\|\xi\|_p = \left( \sum_{e \in E^+(Y)} |c_e|^p \right)^{1/p}.$$
\((\ell^p(Y), \| \cdot \|_p)\) becomes a Banach space isomorphic to \(\ell^p(E^+(Y))\). In particular, \((\ell^2(Y), \| \cdot \|_2)\) is a Hilbert space. Note that \((\ell^p(Y), \| \cdot \|_p)\) doesn’t depend on the choice of \(E^+(Y)\). We also have \(C_1(Y) \subset \ell^p(Y)\) for any \(p \in [1, \infty)\).

**Definition 2.8.** Suppose that a group \(G\) acts on \(Y\) by graph automorphisms, then \(G\) acts on \((\ell^p(Y), \| \cdot \|_p)\) isometrically by

\[
G \times \ell^p(Y) \ni (g, \sum_{(u,v) \in E^+(Y)} c_{(u,v)}[u,v]) \mapsto \sum_{(u,v) \in E^+(Y)} c_{(u,v)}[gu, gv] \in \ell^p(Y).
\]

In particular, this action on \((\ell^2(Y), \| \cdot \|_2)\) becomes a unitary representation of \(G\) and we denote this unitary representation by \((\ell^2(Y), \pi)\).

There exists a unique well-defined linear map

\[
\partial: C_1(Y) \to C_0(Y) = \left\{ \sum_{v \in F} c_v v \mid F \subset V(Y), |F| < \infty, c_v \in \mathbb{C} \right\}
\]

such that \(\partial[u, v] = v - u\) for any \((u, v) \in E(Y)\).

**Definition 2.9.** Suppose that \(Y\) is a graph. A map \(q: \text{V}(Y)^2 \to C_1(Y)\) is called a homological bicombing, if for any \((a, b) \in \text{V}(Y)^2\), we have \(\partial q[a, b] = b - a\). In particular, if all coefficients of \(q[a, b]\) are in \(\mathbb{Q}\) for any \(a, b \in \text{V}(Y)\), \(q\) is called a \(\mathbb{Q}\)-bicombing.

**Definition 2.10** (2-vertex-connectivity). A graph \(Y\) is called 2-vertex-connected, if \(Y\) is connected and for any \(v \in \text{V}(Y), Y \setminus \{v\}\) is connected, where \(Y \setminus \{v\}\) is an induced subgraph of \(Y\) whose vertex set is \(V(Y) \setminus \{v\}\).

Theorem 2.11 is a simplified version of Theorem 47 and Proposition 46 (3) in [10].

**Theorem 2.11.** Suppose that \(Y\) is a 2-vertex-connected fine hyperbolic graph and \(G\) is a group acting on \(Y\). If the number of \(G\)-orbits of \(E(Y)\) is finite and the edge stabilizer \(G_e = G_u \cap G_v\) is finite for any \(e = (u, v) \in E(Y)\), then there exists a \(\mathbb{Q}\)-bicombing \(q\) of \(Y\) satisfying the following conditions.

1. \(q\) is \(G\)-equivariant, i.e. \(q[ga, gb] = g \cdot q[a, b]\) for any \(a, b \in \text{V}(Y)\) and any \(g \in G\).
2. \(q\) is anti-symmetric, i.e. \(q[b, a] = -q[a, b]\) for any \(a, b \in \text{V}(Y)\).
3. There exists a constant \(T \geq 0\) such that for any \(a, b, c \in \text{V}(Y)\),

\[
\|q[a, b] + q[b, c] + q[c, a]\|_1 \leq T.
\]

4. There exist constants \(M' \geq 0\) and \(N' \geq 0\) such that for any \(a, b \in \text{V}(Y)\),

\[
\|q[a, b]\|_1 \leq M'd_Y(a, b) + N',
\]

where \(d_Y\) is the graph metric of \(Y\).
Remark 2.12. By examining the explicit construction of \( q \) in Section 6 of [10], we can see that for any \( a, b \in V(Y) \), \( q[a,b] \) is a convex combination of paths from \( a \) to \( b \) (see (2)), i.e. there exist paths \( p_1, \ldots, p_n \) from \( a \) to \( b \) and \( \alpha_1, \ldots, \alpha_n \in \mathbb{Q}_{\geq 0} \) with \( \sum_{j=1}^{n} \alpha_j = 1 \) such that
\[
q[a,b] = \sum_{j=1}^{n} \alpha_j p_j.
\]

Remark 2.13. Theorem 2.11 was actually proved for what Mineyev and Yaman called a ‘hyperbolic tuple’ which was defined in their paper as a quadruple consisting of a graph, a group acting on it, a subset of the vertex set, and a set of vertex stabilizers (cf. [10, Definitions 20, 27, 29, 38]). However, the statement and the proof of Theorem 47 and Proposition 46 (3) in [10] does not require the whole quadruple, and we simplify their exposition.

Remark 2.14. Theorem 2.11 (4) is necessary only for Remark 3.7.

2.4 Separating cosets of hyperbolically embedded subgroups

In this section, we define Hull-Osin’s separating cosets and explain their properties required for our discussion in Section 3.3. The notion of separating cosets of hyperbolically embedded subgroups was first introduced by Hull and Osin in [8] and further developed by Osin in [12]. There is one subtle difference in the definition of separation cosets in [8] and in [12], which is explained in Remark 2.21, though other terminologies and related propositions are mostly the same between them. With regards to this difference, we follow definitions and notations of [12] in our discussion. In this section, suppose that \( G \) is a group, \( X \) is a subset of \( G \), and \( \{H_\lambda\}_{\lambda \in \Lambda} \) is a collection of subgroups of \( G \) such that \( X \cup (\bigcup_{\lambda \in \Lambda} H_\lambda) \) generates \( G \). Note that \( \Lambda \) and \( X \) are possibly infinite. We begin with defining some auxiliary concepts.

Let \( \mathcal{H} = \bigcup_{\lambda \in \Lambda} (H_\lambda \setminus \{1\}) \). Note that this union is disjoint as sets of labels, not as subsets of \( G \). Let \( \Gamma(G,X \cup \mathcal{H}) \) be the Cayley graph of \( G \) with respect to \( X \cup \mathcal{H} \), which allows loops and multiple edges, that is, its vertex set is \( G \) and its positive edge set is \( G \setminus (X \cup \mathcal{H}) \). We call \( \Gamma(G,X \cup \mathcal{H}) \) the relative Cayley graph.

For each \( \lambda \in \Lambda \), we consider the Cayley graph \( \Gamma(H_\lambda, H_\lambda \setminus \{1\}) \), which is a subgraph of \( \Gamma(G,X \cup \mathcal{H}) \), and define a metric \( \tilde{d}_\lambda : H_\lambda \times H_\lambda \to [0, \infty] \) as follows. We say that a path \( p \) in \( \Gamma(G,X \cup \mathcal{H}) \) is \( \lambda \)-admissible, if \( p \) doesn’t contain any edge of \( \Gamma(H_\lambda, H_\lambda \setminus \{1\}) \). Note that \( p \) can contain an edge whose label is an element of \( H_\lambda \) (e.g. the case when the initial vertex of the edge is not in \( H_\lambda \)) and also \( p \) can pass vertices of \( \Gamma(H_\lambda, H_\lambda \setminus \{1\}) \). For \( f,g \in H_\lambda \), we define \( \tilde{d}_\lambda \) to be the minimum of lengths of all \( \lambda \)-admissible paths from \( f \) to \( g \). If there is no \( \lambda \)-admissible path from \( f \) to \( g \), then we define \( \tilde{d}_\lambda(f,g) = \infty \). For convenience, we extend \( \tilde{d}_\lambda \) to \( \tilde{d}_\lambda : G \times G \to [0, \infty] \) by defining \( \tilde{d}_\lambda(f,g) = \tilde{d}_\lambda(1,f^{-1}g) \) if \( f^{-1}g \in H_\lambda \) and \( \tilde{d}_\lambda(f,g) = \infty \) otherwise.

Definition 2.15. Suppose that \( G \) is a group and \( X \) is a subset of \( G \). The collection of
subgroups \( \{H_{\lambda}\}_{\lambda \in \Lambda} \) of \( G \) is said to be hyperbolically embedded in \((G, X)\), if it satisfies the two conditions below.

1. \( X \cup (\bigcup_{\lambda \in \Lambda} H_{\lambda}) \) generates \( G \) and \( \Gamma(G, X \cup \mathcal{H}) \) is hyperbolic.

2. For any \( \lambda \in \Lambda \), \( (H_{\lambda}, \widehat{d}_{\lambda}) \) is locally finite, i.e. for any \( n \in \mathbb{N} \), \( \{g \in H_{\lambda} \mid \widehat{d}_{\lambda}(1, g) \leq n\} \) is finite.

The following is a simplified version of Proposition 4.28 of [6].

**Proposition 2.16.** Suppose that \( G \) is a finitely generated group hyperbolic relative to a collection of subgroups \( \{H_{\mu}\}_{\mu \in \Lambda} \) of \( G \). Then, for any finite generating set \( X \) of \( G \), \( \{H_{\lambda}\}_{\lambda \in \Lambda} \) is hyperbolically embedded in \((G, X)\).

In the remainder of this section, suppose that \( \{H_{\lambda}\}_{\lambda \in \Lambda} \) is hyperbolically embedded in \((G, X)\).

**Definition 2.17.** [12, Definition 4.1] Suppose that \( p \) is a path in the relative Cayley graph \( \Gamma(G, X \cup \mathcal{H}) \). A subpath \( q \) of \( p \) is called an \( H_{\lambda} \)-subpath if the labels of all edges of \( q \) are in \( H_{\lambda} \). In the case \( p \) is a closed path, \( q \) can be a subpath of any cyclic shift of \( p \). An \( H_{\lambda} \)-subpath \( q \) of a path \( p \) is called \( H_{\lambda} \)-component if \( q \) is not contained in any longer \( H_{\lambda} \)-subpath of \( p \). In the case \( p \) is a closed path, we require that \( q \) is not contained in any longer \( H_{\lambda} \)-subpath of any cyclic shift of \( p \). Further, by a component, we mean an \( H_{\lambda} \)-component for some \( H_{\lambda} \). Two \( H_{\lambda} \)-components \( q_1, q_2 \) of a path \( p \) is called connected, if all vertices of \( q_1 \) and \( q_2 \) are in the same \( H_{\lambda} \)-coset. An \( H_{\lambda} \)-component \( q \) of a path \( p \) is called isolated, if \( q \) is not connected to any other \( H_{\lambda} \)-component of \( p \).

**Remark 2.18.** Note that all vertices of an \( H_{\lambda} \)-component lie in the same \( H_{\lambda} \)-coset.

The following proposition is important, which is a particular case of Proposition 4.13 of [6].

**Proposition 2.19.** [8, Lemma 2.4] There exists a constant \( C > 0 \) such that for any geodesic \( n \)-gon \( p \) in \( \Gamma(G, X \cup \mathcal{H}) \) and any isolated \( H_{\lambda} \)-component \( a \) of \( p \), we have \( \widehat{d}_{\lambda}(a_{-}, a_{+}) \leq nC \).

In what follows, we fix any constant \( D > 0 \) with \( D \geq 3C \).

We can now define separating cosets.

**Definition 2.20.** [12, Definition 4.3] A path \( p \) in \( \Gamma(G, X \cup \mathcal{H}) \) is said to penetrate a coset \( xH_{\lambda} \) for some \( \lambda \in \Lambda \), if \( p \) decomposes as \( p_1ap_2 \), where \( p_1, p_2 \) are possibly trivial, \( a \) is an
$H_\lambda$-component, and $a_- \in xH_\lambda$. Note that if $p$ is a geodesic, $p$ penetrates any coset of $H_\lambda$ at most once. In this case, $a$ is called the component of $p$ corresponding to $xH_\lambda$ and also the vertices $a_-$ and $a_+$ are called the entrance and exit points of $p$ and are denoted by $p_{\text{in}}(xH_\lambda)$ and $p_{\text{out}}(xH_\lambda)$ respectively. If in addition, we have $d_\lambda(a_-, a_+) > D$, then we say that $p$ essentially penetrates $xH_\lambda$. For $f, g \in G$ and $\lambda \in \Lambda$, if there exists a geodesic path from $f$ to $g$ in $\Gamma(G, X \cup \mathcal{H})$ which essentially penetrates an $H_\lambda$-coset $xH_\lambda$, then $xH_\lambda$ is called an $(f, g; D)$-separating coset. We denote the set of $(f, g; D)$-separating $H_\lambda$-cosets by $S_\lambda(f, g; D)$.

Remark 2.21. In Definition 3.1 of [8], whenever $f, g \in G$ are in the same $H_\lambda$-coset $xH_\lambda$ for some $\lambda \in \Lambda$, $xH_\lambda$ is included in $S_\lambda(f, g; D)$, but in our Definition 2.20, $S_\lambda(f, g; D)$ can be empty even in this case.

The following lemma is immediate from the above definition.

Lemma 2.22. [8, Lemma 3.2] For any $f, g, h \in G$ and any $\lambda \in \Lambda$, the following holds.

(a) $S_\lambda(f, g; D) = S_\lambda(g, f; D)$.

(b) $S_\lambda(hf, hg; D) = \{hxH_\lambda \mid xH_\lambda \in S_\lambda(f, g; D)\}$.

We state some nice properties of separating cosets, all of which were proven in [8]. For $f, g \in G$, we denote by $\mathcal{G}(f, g)$ the set of all geodesic paths in $\Gamma(G, X \cup \mathcal{H})$ from $f$ to $g$.

Lemma 2.23. [8, Lemma 3.3] For any $\lambda \in \Lambda$, any $f, g \in G$, and any $(f, g; D)$-separating coset $xH_\lambda$, the following holds.

(a) Every path in $\Gamma(G, X \cup \mathcal{H})$ connecting $f$ to $g$ and composed of at most 2 geodesics penetrates $xH_\lambda$.

(b) For any $p, q \in \mathcal{G}(f, g)$, we have

$$\tilde{d}_\lambda(p_{\text{in}}(xH_\lambda), q_{\text{in}}(xH_\lambda)) \leq 3C \quad \text{and} \quad \tilde{d}_\lambda(p_{\text{out}}(xH_\lambda), q_{\text{out}}(xH_\lambda)) \leq 3C.$$  

Proof of Lemma 2.23 is the same as Lemma 3.3 of [8], though their statements are slightly different. Actually, in Lemma 2.23, we don’t need to assume $f^{-1}g \notin H_\lambda$. This difference comes from the difference of definitions of separating cosets, which was mentioned in Remark 2.21.

Corollary 2.24. [8, Corollary 3.4] For any $f, g \in G$ and any $p \in \mathcal{G}(f, g)$, we have $S_\lambda(f, g; D) \subset P_\lambda(p)$, where we define $P_\lambda(p)$ to be the set of all $H_\lambda$-cosets which $p$ penetrates. In particular, we have $|S_\lambda(f, g; D)| \leq d_{X \cup \mathcal{H}}(f, g)$, hence $S_\lambda(f, g; D)$ is finite.

The following lemma makes $S_\lambda(f, g; D)$ into a totally ordered set.
Lemma 2.25. [8, Lemma 3.5] Suppose \( f, g \in G \) and that \( p \in \mathcal{G}(f, g) \) penetrates an \( H_\lambda \)-coset \( xH_\lambda \) and decomposes as \( p = p_1a_p2 \), where \( p_1, p_2 \) are possibly trivial and \( a \) is an \( H_\lambda \)-component corresponding to \( xH_\lambda \). Then, we have \( d_{X\cup H}(f, a_p) = d_{X\cup H}(f, xH_\lambda) \).

Definition 2.26. [8, Definition 3.6] Given any \( f, g \in G \), a relation \( \tilde{\cdot} \) on the set \( S_\lambda(f, g; D) \) is defined as follows.

\[
xH_\lambda \tilde{\cdot} yH_\lambda \iff d_{X\cup H}(f, xH_\lambda) \leq d_{X\cup H}(f, yH_\lambda).
\]

Next, we define a set of pairs of entrance and exit points of a separating coset. That is, for \( f, g \in G, \lambda \in \Lambda, \) and \( xH_\lambda \in S_\lambda(f, g; D) \), we define

\[
E(f, g; xH_\lambda, D) = \{ (p_{in}(xH_\lambda), p_{out}(xH_\lambda)) \mid p \in \mathcal{G}(f, g) \}.
\]

Note that because \( xH_\lambda \) is a \((f, g; D)\)-separating coset, any geodesic from \( f \) to \( g \) penetrates \( xH_\lambda \) by Lemma 2.23 (a).

Lemma 2.27. [8, Lemma 3.8] For any \( f, g, h \in G, \lambda \in \Lambda, \) and \( xH_\lambda \in S_\lambda(f, g; D) \), the following holds.

(a) \( E(f, g; xH_\lambda, D) = \{ (v, u) \mid (u, v) \in E(f, g; xH_\lambda, D) \} \).

(b) \( E(hf, hg; hxH_\lambda, D) = \{ (hu, hv) \mid (u, v) \in E(f, g; xH_\lambda, D) \} \).

(c) \( |E(f, g; xH_\lambda, D)| < \infty \).

Lemma 2.28. For any \( f, g, h \in G \) and any \( xH_\lambda \in S_\lambda(f, g; D) \), \( xH_\lambda \) is either penetrated by all geodesics from \( f \) to \( h \) or penetrated by all geodesics from \( h \) to \( g \).

Proof. Suppose there exists a geodesic \( q \in \mathcal{G}(f, h) \) which doesn’t penetrate \( xH_\lambda \). For any geodesic \( r \in \mathcal{G}(h, g) \), we can apply Lemma 2.23 (a) to a path \( qr \) and conclude \( r \) penetrates \( xH_\lambda \).

The following lemma is crucial in constructing an array that satisfies the bounded area condition.

Lemma 2.29. [8, Lemma 3.9] For any \( f, g, h \in G \) and any \( \lambda \in \Lambda, \) \( S_\lambda(f, g; D) \) can be decomposed as \( S_\lambda(f, g; D) = S' \sqcup S'' \sqcup F \) where

(a) \( S' \subset S_\lambda(f, h; D) \setminus S_\lambda(h, g; D) \) and we have \( E(f, g; xH_\lambda, D) = E(f, h; xH_\lambda, D) \) for any \( xH_\lambda \in S' \),

(b) \( S'' \subset S_\lambda(h, g; D) \setminus S_\lambda(f, h; D) \) and we have \( E(f, g; xH_\lambda, D) = E(h, g; xH_\lambda, D) \) for any \( xH_\lambda \in S'' \),

(c) \( |F| \leq 2 \).
3 Main theorem

3.1 Overview of proof

In this section, we explain the idea of the construction of a proper array in the proof of Proposition 3.20 (see (9) (10)) by considering two particular cases.

First, suppose that $G$ is a hyperbolic group i.e., the collection of peripheral subgroups is empty. We take a symmetric finite generating set $X_0$ of $G$ with $1 \in X_0$ and define

$$X = X_0^2 = \{ gh \mid g, h \in X_0 \}.$$ 

The Cayley graph $\Gamma(G, X)$, as defined by (1), has no loops or multiple edges and is a 2-vertex-connected locally finite hyperbolic graph. Let $Y$ be the barycentric subdivision of $\Gamma(G, X)$. Note that $Y$ is fine, $G$ acts on $Y$ without inversion of edges, and all edge stabilizers are trivial. By Theorem 2.11, there exists a $G$-equivariant anti-symmetric $\mathbb{Q}$-bicombing $q$ of $Y$ and a constant $T \geq 0$ such that for any $a, b, c \in V(Y)$, we have

$$\|q[a,b] + q[b,c] + q[c,a]\|_1 \leq T.$$ 

We define a map $Q: G \to \ell^2(Y)$ by (see Definition 3.4 for details of this definition)

$$Q(g) = \bar{q}[1,g].$$ 

It is straightforward to check that $Q$ is an array into $(\ell^2(Y), \pi)$ (cf. Definition 2.8) by using Lemma 3.5 (2). Also, we have

$$d_Y(1, g) \leq \|q[1,g]\|_1 = \|Q(g)\|_2^2$$ 

(see Remark 2.12, Lemma 3.3, and Lemma 3.5 (1)). Since $Y$ is a barycentric subdivision of $\Gamma(G, X)$, we have $d_Y(1, g) = 2d_X(1, g)$ for any $g \in G$, where $d_X$ is a word metric on $G$ with respect to $X$. Hence, for any $N \in \mathbb{N}$, if $g \in G$ satisfies $\|Q(g)\|_2 \leq N$, we have

$$d_X(1, g) = \frac{1}{2}d_Y(1, g) \leq \frac{1}{2}\|Q(g)\|_2^2 \leq \frac{1}{2}N^2.$$ 

This implies that $Q$ is proper. Combined with Proposition 2.2 (3), this gives another proof of the fact that hyperbolic groups are bi-exact. Here, note that $(\ell^2(Y), \pi)$ is a direct sum of copies $(\ell^2(G), \lambda_G)$, because $G$ acts on $Y$ without inversion of edges and its action on $E(Y)$ is free. Hence, it is weakly contained by $(\ell^2(G), \lambda_G)$. We can also use Mineyev’s bicombing in [9] instead of Theorem 2.11 in this case.

Second, suppose that $G$ is a free product of bi-exact groups $H_1$ and $H_2$. In this case, $\{H_1, H_2\}$ are peripheral subgroups and we can construct a proper array on $G$ using the normal forms of elements of the free product and proper arrays on $H_1$ and $H_2$ as follows. Let $r_i: H_i \to \ell^2(H_i)$ be a proper array into the left regular representation $(\ell^2(H_i), \lambda_{H_i})$ for each $i = 1, 2$. We can assume $\|r_i(a)\|_2 \geq 1$ for any $a \in H_i \setminus \{1\}$ by changing values.
of \( r_i \) on a finite subset of \( H_i \), if necessary. Also, we regard each \( r_i \) as a map from \( H_i \) to \( \ell^2(G) \) by composing it with the embedding \( \ell^2(H_i) \hookrightarrow \ell^2(G) \). For \( g \in G \setminus \{1\} \), without loss of generality, let \( g = h_1k_1 \cdots h_nk_n \) be the normal form of \( g \), where \( h_1, \ldots, h_n \in H_1 \setminus \{1\} \) and \( k_1, \ldots, k_n \in H_2 \setminus \{1\} \). We define a map \( R_1: G \rightarrow \ell^2(G) \) by

\[
R_1(g) = \lambda_G(1)r_1(h_1) + \lambda_G(h_1k_1)r_1(h_2) + \cdots + \lambda_G(h_1k_2 \cdots h_{n-1}k_{n-1})r_1(h_n).
\]

Here, we define \( R_1(1) = 0 \). In the same way, we define a map \( R_2: G \rightarrow \ell^2(G) \) from \( r_2 \). It is not difficult to show that the map \( R: G \rightarrow \ell^2(G) \oplus \ell^2(G) \) defined by

\[
R(g) = (R_1(g), R_2(g))
\]

is a proper array into \( (\ell^2(G) \oplus \ell^2(G), \lambda_G \oplus \lambda_G) \).

The case of general relatively hyperbolic groups is a combination of the above two cases. To every finitely generated relatively hyperbolic group, we associate two arrays. The first one is constructed in Section 3.2 starting with a fine hyperbolic graph as in the case of a hyperbolic group above. The second array is a generalized version of the array in the free product case. One technical remark is that the condition \( \{r_i(a)\}_2 \geq 1 \forall a \in H_i \setminus \{1\} \) in the free product case is used to prevent the set \( \{g \in G \mid \|R(g)\| = 0\} \) from becoming infinite, but in the proof of Proposition 3.20, we don’t need this condition thanks to the first array.

### 3.2 First array

This section is basically a continuation of Section 2.3. Notation and terminology related to graphs follow those in Section 2.3. The goal of this section is to prove Proposition 3.1 by using Mineyev-Yaman’s bicombing.

**Proposition 3.1.** Suppose that \( G \) is a finitely generated group hyperbolic relative to a collection of subgroups \( \{H_\lambda\}_{\lambda \in \Lambda} \) of \( G \). Then, there exist a finite generating set \( X \) of \( G \), a 2-vertex-connected fine hyperbolic graph \( Y \) on which \( G \) acts without inversion of edges, and an array \( Q: G \rightarrow \ell^2(Y) \) into \( (\ell^2(Y), \pi) \) that satisfy the following conditions.

1. The edge stabilizer is trivial for any edge in \( E(Y) \).
2. For any \( g \in G \), we have

\[
d_{\hat{\Gamma}}(1, g) \leq \frac{1}{2} \|Q(g)\|^2,
\]

where \( \hat{\Gamma} \) is the coned-off Cayley graph of \( G \) with respect to \( X \).

**Remark 3.2.** The unitary representation \( (\ell^2(Y), \pi) \) in Proposition 3.1 is weakly contained by the left regular representation \( (\ell^2(G), \lambda_G) \). Indeed, since \( G \) acts on \( Y \) without inversion of edges and all edge stabilizers are trivial, \( (\ell^2(Y), \pi) \) is a direct sum of copies of \( (\ell^2(G), \lambda_G) \).
We first prove a few general lemmas about graphs. Lemma 3.3 can be proven for graphs with loops and multiple edges as well exactly in the same way, but we stick to our current setting.

**Lemma 3.3.** Suppose that $Y$ is a connected graph without loops or multiple edges. If $a, b \in V(Y)$ are two vertices, $(p_j)_{j=1}^N \subset C_1(Y)$ are paths from $a$ to $b$ as 1-chains, and $(\alpha_j)_{j=1}^N \subset \mathbb{C}$ are complex numbers, then we have

$$\left| \sum_{j=1}^N \alpha_j \right| \cdot d_Y(a, b) \leq \left| \sum_{j=1}^N \alpha_j p_j \right|_1.$$

*Proof.* We have $|d_Y(o(e), a) - d_Y(t(e), a)| \leq d_Y(o(e), t(e)) \leq 1$ for any $e = (u, v) \in E(Y)$, where we define $o(e) = u$ and $t(e) = v$. Hence, by defining

$$C = \{ e \in E(Y) \mid d_Y(o(e), a) = d_Y(t(e), a) \}$$

and

$$D_n = \{ e \in E(Y) \mid d_Y(o(e), a) = n - 1 \land d_Y(t(e), a) = n \}$$

$$\cup \{ e \in E(Y) \mid d_Y(t(e), a) = n - 1 \land d_Y(o(e), a) = n \}$$

for each $n \in \mathbb{N}$, we get the decomposition of edges $E(Y) = C \cup (\bigsqcup_{n \in \mathbb{N}} D_n)$. Also, we can choose directions of edges so that they point outward from $a$, that is, there exists a set of positive edges $E^+(Y)$ such that

$$D_n \cap E^+(Y) = \{ e \in E(Y) \mid d_Y(o(e), a) = n - 1 \land d_Y(t(e), a) = n \}$$

and

$$D_n \cap E^-(Y) = \{ e \in E(Y) \mid d_Y(t(e), a) = n - 1 \land d_Y(o(e), a) = n \}$$

for all $n \in \mathbb{N}$, where $E^-(Y) = \overline{E^+(Y)}$. For simplicity, we use the notation $C^+ = C \cap E^+(Y)$, $D^+_n = D_n \cap E^+(Y)$, and $D^-_n = D_n \cap E^-(Y)$. Given a 1-chain $\xi = \sum_{e \in E^+(Y)} c_e[e] \in C_1(Y)$, we define linear maps $Pr_{C^+}, Pr_{D^+_n} : C_1(Y) \to C_1(Y) (n \in \mathbb{N})$ by

$$Pr_{C^+}(\xi) = \sum_{e \in C^+} c_e[e] \quad \text{and} \quad Pr_{D^+_n}(\xi) = \sum_{e \in D^+_n} c_e[e].$$

By $E^+(Y) = C^+ \cup (\bigsqcup_{n \in \mathbb{N}} D^+_n)$, we have for any $\xi \in C_1(Y)$,

$$\xi = Pr_{C^+}(\xi) + \sum_{n \in \mathbb{N}} Pr_{D^+_n}(\xi) \quad \text{and} \quad \|\xi\|_1 = \|Pr_{C^+}(\xi)\|_1 + \sum_{n \in \mathbb{N}} \|Pr_{D^+_n}(\xi)\|_1.$$

In particular, we have

$$\left| \sum_{j=1}^N \alpha_j p_j \right|_1 = \left| Pr_{C^+}(\sum_{j=1}^N \alpha_j p_j) \right|_1 + \sum_{n \in \mathbb{N}} \left| Pr_{D^+_n}(\sum_{j=1}^N \alpha_j p_j) \right|_1.$$
We will show that, for any \( n \in \mathbb{N} \) with \( 1 \leq n \leq d_Y(a,b) \), we have

\[
| \sum_{j=1}^N \alpha_j | \leq \left\| \Pr_{D_n^+} \left( \sum_{j=1}^N \alpha_j p_j \right) \right\|_1.
\]

By identifying \( \ell^0(Y) \) with \( \mathbb{C}^E(Y) \) as explained in Section 2.3, we define a linear map \( \psi : C_1(Y) \to \mathbb{C} \) by \( \psi(\sum_{e \in E^+(Y)} c_e [e]) = \sum_{e \in E^+(Y)} c_e \). Note that the sums are finite and \( \psi \) depends on the chosen set \( E^+(Y) \) of positive edges. For any \( \xi = \sum_{e \in E^+(Y)} c_e [e] \in C_1(Y) \), we have

\[
|\psi(\xi)| = \left| \sum_{e \in E^+(Y)} c_e \right| \leq \sum_{e \in E^+(Y)} |c_e| = \|\xi\|_1.
\]

Here, for any path \( p_j \) from \( a \) to \( b \) and any \( n \in \mathbb{N} \) with \( 1 \leq n \leq d_Y(a,b) \), we have

\[
\psi(\Pr_{D_n^+}(p_j)) = 1.
\]

Indeed, let \( p_j = (e_1, \ldots, e_{k}) \) as a sequence of edges, where \( o(e_1) = a \) and \( t(e_k) = b \), and \( p_j \cap D_n = (e_{i_1}, \ldots, e_{i_{m}}) \) as its subsequence by abuse of notation, i.e. \( p_j = \sum_{j=1}^m [e_{i_j}] \) and \( \Pr_{D_n^+}(p_j) = \sum_{j=1}^m [e_{i_j}] \) as a 1-chain. We can see that \( m \) is odd, i.e. \( m = 2l - 1 \) with \( l \in \mathbb{N} \) and also \( e_{i_1} \in D^+_n, e_{i_2} \in D^-_n, e_{i_3} \in D^+_n, e_{i_4} \in D^-_n, \ldots, e_{i_{2l-1}} \in D^+_n \). This implies

\[
\psi(\Pr_{D_n^+} p_j) = \psi([e_{i_1}]) + \psi([e_{i_2}]) + \psi([e_{i_3}]) + \psi([e_{i_4}]) + \cdots + \psi([e_{i_{2l-1}}]) = 1 + (-1) + 1 + (-1) + \cdots + 1 = 1.
\]

Hence,

\[
\left\| \Pr_{D_n^+} \left( \sum_{j=1}^N \alpha_j p_j \right) \right\|_1 \geq \left| \psi(\Pr_{D_n^+} \left( \sum_{j=1}^N \alpha_j p_j \right)) \right| = \left| \psi \left( \sum_{j=1}^N \alpha_j \Pr_{D_n^+}(p_j) \right) \right| = \left| \sum_{j=1}^N \alpha_j \psi(\Pr_{D_n^+}(p_j)) \right| = \left| \sum_{j=1}^N \alpha_j \right|.
\]

Thus, we finally get

\[
\left\| \sum_{j=1}^N \alpha_j p_j \right\|_1 \geq \left\| \Pr_{C^+} \left( \sum_{j=1}^N \alpha_j p_j \right) \right\|_1 + \sum_{n \in \mathbb{N}} \left\| \Pr_{D_n^+} \left( \sum_{j=1}^N \alpha_j p_j \right) \right\|_1 \\
\geq 0 + \sum_{n=1}^{d_Y(a,b)} \left| \sum_{j=1}^N \alpha_j \right| = \sum_{j=1}^N \alpha_j \cdot d_Y(a,b).
\]

\( \square \)
**Definition 3.4.** Suppose that $Y$ is a graph without loops or multiple edges and $E^+(Y)$ is a set of positive edges. For $\xi = \sum_{e \in E^+(Y)} c_e [e] \in \ell^1(Y)$ such that $c_e \in \mathbb{R}$ for any $e \in E^+(Y)$, we define an element $\tilde{\xi} = \sum_{e \in E^+(Y)} b_e [e] \in \ell^2(Y)$ by

$$b_e = \begin{cases} \sqrt{c_e} & \text{if } c_e \geq 0 \\ -\sqrt{|c_e|} & \text{if } c_e < 0. \end{cases}$$

Note that the above definition is independent of the choice of a set of positive edges.

**Lemma 3.5.** For any $\xi_1, \xi_2 \in \ell^1(Y)$ whose coefficients are real, the following hold.

1. $\|\tilde{\xi}_1\|_2^2 = \|\xi_1\|_1$.
2. $\|\tilde{\xi}_1 - \tilde{\xi}_2\|_2^2 \leq 2\|\xi_1 - \xi_2\|_1$.

**Proof.** (1) follows trivially from Definition 3.4. We will prove (2). For any $c_1, c_2 \in \mathbb{R}_{\geq 0}$, we have

$$|\sqrt{c_1} - \sqrt{c_2}|^2 \leq |\sqrt{c_1} - \sqrt{c_2}|(\sqrt{c_1} + \sqrt{c_2}) = |c_1 - c_2|,$$

$$|\sqrt{c_1} + \sqrt{c_2}|^2 = 2(c_1 + c_2) - (\sqrt{c_1} - \sqrt{c_2})^2 \leq 2|c_1 + c_2|.$$

Therefore, given

$$\xi_1 = \sum_{e \in E^+(Y)} c_1[e], \quad \xi_2 = \sum_{e \in E^+(Y)} c_2[e], \quad \tilde{\xi}_1 = \sum_{e \in E^+(Y)} b_1[e], \quad \tilde{\xi}_2 = \sum_{e \in E^+(Y)} b_2[e],$$

we have $|b_1[e] - b_2[e]|^2 \leq 2|c_1[e] - c_2[e]|$ for any $e \in E^+(Y)$.

**Lemma 3.6.** If $G$ is a group and $X_0$ is a generating set of $G$ such that $X_0 = X_0^{-1}$ and $1 \in X_0$, then the Cayley graph $\Gamma(G, X_0^2)$ is 2-vertex-connected, where

$$X_0^2 = \{ gh \in G \mid g, h \in X_0 \}.$$ 

**Proof.** Note that $X_0^2$ generates $G$ since $X_0 \subset X_0^2$. Since $G$ acts transitively on $V(\Gamma(G, X_0^2))$ by graph automorphisms, it’s enough to prove that $\Gamma(G, X_0^2) \setminus \{1\}$ is connected. Any two vertices $g, h \in X_0 \setminus \{1\}$ are connected in $\Gamma(G, X_0^2) \setminus \{1\}$ by an edge having label $g^{-1}h \in X_0^2$. Also, for any vertex $gh \in X_0^2 \setminus \{1\}$, if $g \neq 1$, then $gh$ is connected to a vertex $g$ in $\Gamma(G, X_0^2) \setminus \{1\}$ by an edge of label $h^{-1} \in X_0$. Hence, any two vertices adjacent to 1 are connected in $\Gamma(G, X_0^2) \setminus \{1\}$ by a path of length at most 3. This implies that $\Gamma(G, X_0^2) \setminus \{1\}$ is connected.

In the following proof, recall that our coned-off Cayley graph is a graph without loops or multiple edges (see Definition 2.3).
Proof of Proposition 3.1. We take a symmetric finite generating set $X_0$ of $G$ with $1 \in X_0$, and define $X = X_0^2$. The Cayley graph $\Gamma(G, X)$ is 2-vertex-connected by Lemma 3.6. Without loss of generality, we can assume that the subgroups $H_\lambda$ are non-trivial. The coned-off Cayley graph $\hat{\Gamma}$ with respect to $X$ is 2-vertex-connected, because $\Gamma(G, X)$ is 2-vertex-connected and $\{H_\lambda\}_{\lambda \in \Lambda}$ doesn’t contain the trivial subgroup. We denote by $Y$ the barycentric subdivision of $\hat{\Gamma}$. $G$ acts on $Y$ without inversion of edges. Since $\hat{\Gamma}$ is a 2-vertex-connected fine hyperbolic graph, so is $Y$. Here, we used the fact that $\hat{\Gamma}$ doesn’t have loops to ensure $Y$ is 2-vertex-connected. Also, since the number of $G$-orbits of $E_{\hat{\Gamma}}$ is finite and the edge stabilizer is trivial for any edge in $E(\hat{\Gamma})$, the action of $G$ on $Y$ satisfies these conditions as well. Therefore, by Theorem 2.11, there exist a $G$-equivariant anti-symmetric $Q$-bicombing $q$ of $Y$ and a constant $T \geq 0$ such that for any $a, b, c \in V(Y)$, we have

$$\|q[a, b] + q[b, c] + q[c, a]\|_1 \leq T.$$  

We define a map $Q: G \to \ell^2(Y)$ by

$$Q(g) = q[1, g].$$

For every $g \in G$, we have

$$\pi_g Q(g^{-1}) = \overline{q[g, 1]} = -\overline{q[1, g]} = -Q(g),$$

because $q$ is $G$-equivariant and anti-symmetric. Given any $g, h \in G$, Lemma 3.5 (2) implies

$$\|Q(gh) - \pi_g Q(h)\|^2 = \|q[1, gh] - q[1, g] - q[gh, g]\|^2 \leq 2\|q[1, gh] - q[gh, g]\|_1 \leq 2(\|q[1, gh]\| + \|q[gh, g]\| + \|q[1, g]\|_1 + \|q[1, g]\|_1) \leq 2(T + \|q[1, g]\|_1).$$

Hence, $Q$ is an array into $(\ell^2(Y), \pi)$. By Remark 2.12, for any $g \in G$, the 1-chain $q[1, g]$ is a convex combination of paths from 1 to $g$ i.e. there exist paths $p_1, \cdots, p_N$ from 1 to $g$ and $\alpha_1, \cdots, \alpha_N \in \mathbb{Q}_{\geq 0}$ with $\sum_{j=1}^N \alpha_j = 1$ such that

$$q[1, g] = \sum_{j=1}^N \alpha_j p_j.$$  

Hence, by Lemma 3.3 and Lemma 3.5 (1), we have

$$d_Y(1, g) = \left\| \sum_{j=1}^N \alpha_j \right\| \cdot d_Y(1, g) \leq \left\| \sum_{j=1}^N \alpha_j p_j \right\|_1 = \|q[1, g]\|_1 = \|Q(g)\|^2.$$  

Since $Y$ is a barycentric subdivision of $\hat{\Gamma}$, we have for any $g \in G$,

$$2d_{\hat{\Gamma}}(1, g) = d_Y(1, g),$$

hence

$$d_{\hat{\Gamma}}(1, g) = \frac{1}{2} d_Y(1, g) \leq \frac{1}{2} \|Q(g)\|^2.$$  

$\square$
Remark 3.7. Note that $Q$ is not even proper relative to $\{H_\lambda\}_{\lambda \in \Lambda}$. For example, if $G$ is a free product of infinite groups $H_1$ and $H_2$, then by Theorem 2.11 (4), we can show that there exists some $N'' \in \mathbb{N}$ such that $\{h_1h_2 \mid h_1 \in H_1, h_2 \in H_2\} \subset \{g \in G \mid \|Q(g)\|_2 \leq N''\}$.

3.3 Second array

This section is a continuation of Section 2.4. The goal of this section is to prove Proposition 3.8. We will construct an array on $G$ from an array on a subgroup $H_\mu$ which is a member of a hyperbolically embedded collection of subgroups $\{H_\lambda\}_{\lambda \in \Lambda}$. The construction follows Section 4 of [8] and uses the notion of separating cosets explained in Section 2.4.

Proposition 3.8. Suppose that $G$ is a group, $X$ is a subset of $G$, and $\{H_\lambda\}_{\lambda \in \Lambda}$ is a collection of subgroups hyperbolically embedded in $(G,X)$. Then, for any $\mu \in \Lambda$ and any array $r$ on $H_\mu$ into $(\ell^2(H_\mu), \lambda_{H_\mu})$, there exists an array $R$ on $G$ into $(\ell^2(G), \lambda_G)$ and a constant $K_\mu > 0$ satisfying the following: for any $g \in G$, any separating coset $xH_\mu \in S_\mu(1,g;D)$, and any geodesic path $p$ in the relative Cayley graph $\Gamma(X \cup H)$ from 1 to $g$, we have

$$\|r(p_{\text{in}}(xH_\mu)^{-1}p_{\text{out}}(xH_\mu))\|_2 \leq \|R(g)\|_2 + K_\mu. \quad (5)$$

The proof of Proposition 3.8 is essentially the same as the proof of Theorem 4.2 of [8], but because we deal with arrays instead of quasi-cocycles, we give full details with all necessary changes to make the proof self-contained.

Suppose that $r: H_\mu \to \ell^2(H_\mu)$ is an array on $H_\mu$ into the left regular representation $(\ell^2(H_\mu), \lambda_{H_\mu})$. By the embedding $\ell^2(H_\mu) \hookrightarrow \ell^2(G)$, we can think of $r$ as a map $r: H_\mu \to \ell^2(G)$. We define a map $\tilde{r}: G \times G \to \ell^2(G)$ by

$$\tilde{r}(f,g) = \begin{cases} 
\lambda_G(f)r(f^{-1}g) & \text{if } f^{-1}g \in H_\mu \\
0 & \text{if } f^{-1}g \notin H_\mu,
\end{cases}$$

where $(\ell^2(G), \lambda_G)$ is the left regular representation of $G$.

Remark 3.9. If $f, g \in G$ are in the same coset of $H_\mu$, i.e. there exists a $H_\mu$-coset $xH_\mu$ for some $x \in G$ such that $f, g \in xH_\mu$, then the support of $\tilde{r}(f,g)$ is in $xH_\mu$.

Lemma 3.10. For any $f, g, h \in G$, the following hold.

1. $\tilde{r}(g,f) = -\tilde{r}(f,g)$.
2. $\tilde{r}(hf, hg) = \lambda_G(h)\tilde{r}(f,g)$.

Proof. (1) For any $f, g \in G$, $f^{-1}g \in H_\mu$ if and only if $g^{-1}f \in H_\mu$. If $f^{-1}g \in H_\mu$, we have

$$\tilde{r}(g,f) = \lambda_G(g)r(g^{-1}f) = \lambda_G(g)(-\lambda_{H_\mu}(g^{-1}f)r((g^{-1}f)^{-1})) = -\lambda_G(f)r(f^{-1}g) = -\tilde{r}(f,g).$$
(2) If \( f^{-1}g \in H_\mu \), we have
\[
\tilde{r}(hf, hg) = \lambda_G(hf) r((hf)^{-1}hg) = \lambda_G(h) \lambda_G(f) r(f^{-1}g) = \lambda_G(h) \tilde{r}(f, g).
\]

Lemma 3.11. For any \( g \in H_\mu \), we have
\[
\sup_{h \in H_\mu} \| \tilde{r}(g, h) - \tilde{r}(1, h) \|_2 = \sup_{h \in H_\mu} \| \tilde{r}(1, h) - \tilde{r}(1, hg) \|_2 < \infty.
\]

Proof. For any \( g \in H_\mu \), we have
\[
\sup_{h \in H_\mu} \| \tilde{r}(g, h) - \tilde{r}(1, h) \|_2 = \sup_{h \in H_\mu} \| \lambda_{H_\mu}(g) r(g^{-1}h) - r(h) \|_2
\]
\[
= \sup_{h \in H_\mu} \| r(g^{-1}h) - \lambda_{H_\mu}(g^{-1}) r(h) \|_2 < \infty,
\]
and by Lemma 3.10,
\[
\sup_{h \in H_\mu} \| \tilde{r}(1, h) - \tilde{r}(1, hg) \|_2 = \sup_{h \in H_\mu} \| \lambda_{H_\mu}(h^{-1}) (\tilde{r}(1, h) - \tilde{r}(1, hg)) \|_2
\]
\[
= \sup_{h \in H_\mu} \| \tilde{r}(h^{-1}, 1) - \tilde{r}(h^{-1}, g) \|_2
\]
\[
= \sup_{h \in H_\mu} \| - \tilde{r}(1, h^{-1}) + \tilde{r}(g, h^{-1}) \|_2
\]
\[
= \sup_{h \in H_\mu} \| \tilde{r}(g, h) - \tilde{r}(1, h) \|_2.
\]

In the following, we denote
\[
K_g = \sup_{h \in H_\mu} \| \tilde{r}(g, h) - \tilde{r}(1, h) \|_2 = \sup_{h \in H_\mu} \| \tilde{r}(1, h) - \tilde{r}(1, hg) \|_2. \tag{6}
\]

Remark 3.12. For any \( g \in H_\mu \), we have
\[
K_g = \sup_{h \in H_\mu} \| \tilde{r}(1, h) - \tilde{r}(1, hg) \|_2 = \sup_{h \in H_\mu} \| \tilde{r}(1, hg^{-1}) - \tilde{r}(1, (hg^{-1})g) \|_2
\]
\[
= \sup_{h \in H_\mu} \| \tilde{r}(1, h) - \tilde{r}(1, hg^{-1}) \|_2 = K_{g^{-1}}.
\]

Remark 3.13. By Lemma 3.10 (1), \( \tilde{r}(1, 1) = 0 \), hence for any \( g \in H_\mu \), we have
\[
\| \tilde{r}(1, g) \|_2 = \| \tilde{r}(g, 1) - \tilde{r}(1, 1) \|_2 \leq \sup_{h \in H_\mu} \| \tilde{r}(g, h) - \tilde{r}(1, h) \|_2 = K_g.
\]
Lemma 3.14. For any elements $f_1, f_2, g_1, g_2 \in G$ that are in the same coset of $H_\mu$, we have
\[
\|\hat{\tau}(f_1, g_1) - \hat{\tau}(f_2, g_2)\|_2 \leq K_{f_1^{-1}f_2} + K_{g_1^{-1}g_2}.
\]

Proof. By Lemma 3.11, we have
\[
\|\hat{\tau}(f_1, g_1) - \hat{\tau}(f_2, g_2)\|_2 \leq \|\hat{\tau}(f_1, g_1) - \hat{\tau}(f_2, g_1)\|_2 + \|\hat{\tau}(f_2, g_1) - \hat{\tau}(f_2, g_2)\|_2
\]
\[
\leq \|\hat{\tau}(1, f_1^{-1}g_1) - \hat{\tau}(f_1^{-1}f_2, f_1^{-1}g_1)\|_2 + \|\hat{\tau}(1, f_2^{-1}g_1) - \hat{\tau}(1, f_2^{-1}g_1 \cdot g_1^{-1}g_2)\|_2
\]
\[
\leq K_{f_1^{-1}f_2} + K_{g_1^{-1}g_2}.
\]

For $f, g \in G$ and $xH_\mu \in S_\mu(f, g; D)$, we define $\tilde{R}(f, g; xH_\mu) \in \ell^2(G)$ by
\[
\tilde{R}(f, g; xH_\mu) = \frac{1}{|E(f, g; xH_\mu, D)|} \sum_{(u, v) \in E(f, g; xH_\mu, D)} \hat{\tau}(u, v).
\]

Remark 3.15. This is well-defined because $E(f, g; xH_\mu, D)$ is finite by Lemma 2.27 (c). Also, the support of $\tilde{R}(f, g; xH_\mu)$ is in $xH_\mu$ by Remark 3.9.

Lemma 3.16. For any $f, g, h \in G$ and $xH_\mu \in S_\mu(f, g; D)$, the following holds.

(a) $\tilde{R}(g, f; xH_\mu) = -\tilde{R}(f, g; xH_\mu)$.

(b) $\tilde{R}(hf, hg; hxH_\mu) = \lambda_G(h)\tilde{R}(f, g; xH_\mu)$.

Proof. It follows from Lemma 2.22, Lemma 2.27, and Lemma 3.10.

For $n \in \mathbb{R}_{\geq 0}$, we define a constant by
\[
K_n = \max\{K_g \mid g \in H_\mu \wedge \hat{d}_\mu(1, g) \leq n\},
\]
where $K_g$ is defined by (6). Because $(H_\mu, \hat{d}_\mu)$ is a locally finite metric space (cf. Definition 2.15 (2)), we have $K_n < \infty$.

Lemma 3.17. For any $f, g \in G$, any $xH_\mu \in S_\mu(f, g; D)$, and any $(u, v) \in E(f, g; xH_\mu, D)$, we have
\[
\|\tilde{R}(f, g; xH_\mu) - \hat{\tau}(u, v)\|_2 \leq 2K_D.
\]

Proof. For any $(u, v), (u', v') \in E(f, g; xH_\mu, D)$, we have $\hat{d}_\mu(u, u') \leq 3C \leq D$ and $\hat{d}_\mu(v, v') \leq 3C \leq D$ by Lemma 2.23 (b). This implies, by Lemma 3.14,
\[
\|\hat{\tau}(u, v) - \hat{\tau}(u', v')\|_2 \leq K_{u^{-1}u'} + K_{v^{-1}v'} \leq K_D + K_D = 2K_D.
\]
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Thus, for any \((u, v) \in E(f, g; xH_\mu, D)\), we have

\[
\|\tilde{R}(f, g; xH_\mu) - \tilde{r}(u, v)\|_2 = \left\| \frac{1}{|E(f, g; xH_\mu, D)|} \sum_{(u', v') \in E(f, g; xH_\mu, D)} (\tilde{r}(u', v') - \tilde{r}(u, v)) \right\|_2
\]

\[
\leq \frac{1}{|E(f, g; xH_\mu, D)|} \sum_{(u', v') \in E(f, g; xH_\mu, D)} \|\tilde{r}(u', v') - \tilde{r}(u, v)\|_2
\]

\[
\leq \frac{1}{|E(f, g; xH_\mu, D)|} \sum_{(u', v') \in E(f, g; xH_\mu, D)} 2K_D = 2K_D.
\]

Finally, we define a map \(\tilde{R}: G \times G \to \ell^2(G)\) by

\[
\tilde{R}(f, g) = \sum_{xH_\mu \in S_\mu(f, g; D)} \tilde{R}(f, g; xH_\mu).
\]

This implicitly means that if \(S_\mu(f, g; D)\) is empty, then \(\tilde{R}(f, g) = 0\).

**Lemma 3.18.** For any \(f, g, h \in G\), the following hold.

(a) \(\tilde{R}(g, f) = -\tilde{R}(f, g)\).

(b) \(\tilde{R}(hf, hg) = \lambda_G(h)\tilde{R}(f, g)\).

(c) \(\|\tilde{R}(f, g)\|^2_2 = \sum_{xH_\mu \in S_\mu(f, g; D)} \|\tilde{R}(f, g; xH_\mu)\|_2^2\).

**Proof.** (a) and (b) follow from Lemma 2.22 and Lemma 3.16. (c) follows from the fact that the support of \(\tilde{R}(f, g; xH_\mu)\) is in \(xH_\mu\) as stated in Remark 3.15.

For \(g \in G\), we define

\[
L_g = \max\{\tilde{d}_\mu(u, v) \mid (u, v) \in E(1, g; xH_\mu, D), xH_\mu \in S_\mu(1, g; D)\}.
\]

(8)

\(L_g \in \mathbb{N} \cup \{0\}\) is well-defined by Corollary 2.24 and Lemma 2.27 (c).

The proof of the following lemma is similar to Lemma 4.7 of [8].

**Lemma 3.19.** For any \(g \in G\), we have

\[
\sup_{h \in G} \|\tilde{R}(1, h) + \tilde{R}(h, g) + \tilde{R}(g, 1)\|_2 < \infty.
\]
Proof. For $g,h \in G$, suppose that $\tilde{R}(1,h) + \tilde{R}(h,g) + \tilde{R}(g,1) = \sum_{v \in G} \alpha_v v \in \ell^2(G)$. We define $\xi_{xH_\mu} = \sum_{v \in xH_\mu} \alpha_v v$ for each $H_\mu$-coset $xH_\mu$. Note that we have

$$\tilde{R}(1,h) + \tilde{R}(h,g) + \tilde{R}(g,1) = \sum_{xH_\mu \in G/H_\mu} \xi_{xH_\mu}.$$ 

Let $S_\mu(1,h;D) = S_{1,h}^1 \sqcup S_{1,h}^\mu \sqcup F_{1,h}$, $S_\mu(h,g;D) = S_{h,g}^1 \sqcup S_{h,g}^\mu \sqcup F_{h,g}$, and $S_\mu(g,1;D) = S_{g,1}^1 \sqcup S_{g,1}^\mu \sqcup F_{g,1}$ be the decomposition in Lemma 2.29.

If $xH_\mu \notin S_\mu(1,h;D) \cup S_\mu(h,g;D) \cup S_\mu(g,1;D)$, then we have $\xi_{xH_\mu} = 0$ by Remark 3.15.

If $xH_\mu \in S_{1,h}^1$, we have

$$\xi_{xH_\mu} = \tilde{R}(1,h;xH_\mu) + \tilde{R}(g,1;xH_\mu) = \tilde{R}(1,h;xH_\mu) - \tilde{R}(1,g;xH_\mu) = 0$$

since $S_{1,h}^1 \subset S_\mu(g,1;D) \setminus S_\mu(h,g;D)$ and $E(1,h;xH_\mu,D) = E(1,g;xH_\mu,D)$. We can argue similarly for $S_{1,h}^1$, $S_{h,g}^1$, $S_{h,g}^\mu$, $S_{g,1}^1$, $S_{g,1}^\mu$. Hence, we have

$$\tilde{R}(1,h) + \tilde{R}(h,g) + \tilde{R}(g,1) = \sum_{xH_\mu \in F_{1,h} \cup F_{h,g} \cup F_{g,1}} \xi_{xH_\mu}.$$ 

If $xH_\mu \in F_{1,h}$, there are three cases to consider (see Figures 1, 2). We fix geodesic paths $p \in G(1,h)$, $q \in G(h,g)$, and $r \in G(g,1)$.
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**Figure 1:** Case 1, Case 2 a), Case 3 a)  

![Figure 2](image2.png)  

**Figure 2:** Case 2 b), Case 3 b)

**Case 1:** $xH_\mu \in S_\mu(h,g;D) \cap S_\mu(g,1;D)$. Let $a,b,c$ be the $H_\mu$-components of $p,q,r$ respectively, corresponding to $xH_\mu$, i.e. we have $p = p_1 a p_2$, $q = q_1 b q_2$, $r = r_1 c r_2$. Let $e_1, e_2, e_3$ be paths of length at most 1 connecting $a_+$ to $b_-$, $b_+$ to $c_-$, $c_+$ to $a_-$ respectively, whose labels are in $H_\mu$. We claim that $e_1$ is isolated in the geodesic triangle $e_1 q_1^{-1} p_2^{-1}$. Indeed, if $e_1$ is connected to an $H_\mu$-component $f$ of $p_2$ where we have $p_2 = s_1 f s_2$, then there exists a path $t$ of length at most 1 connecting $a_-$ to $f_+$ since $a_-$ and $f_+$ are in the same
Combining with Lemma 3.17 and Lemma 3.18 (c) (also note (3)), we obtain $d$ is a geodesic. Similarly, $H$ is defined by (8). Note that the inclusion $(c_-, c_+) \in E(g, 1; xH_\mu, D)$ follows from the inclusions $r \in G(g, 1)$ and $xH_\mu \in S_\mu(g, 1; D)$. Hence, by Lemma 3.14 (see also (7)), we have
\[\|\tilde{r}(a_-, a_+) - \tilde{r}(b_-, b_-)\|_2 \leq K^{-1}a_+ + K^{-1}a_- \leq K_6C + L_g + K3C.\]
Combining with Lemma 3.17 and Lemma 3.18 (c) (also note (3)), we obtain
\[\|\xi_{xH_\mu}\|_2 = \|	ilde{R}(1, h; xH_\mu) + \tilde{R}(h, g; xH_\mu) + \tilde{R}(g, 1; xH_\mu)\|_2 \leq \|\tilde{r}(a_-, a_+) + \tilde{r}(b_-, b_-)\|_2 + \tilde{R}(g, 1; xH_\mu)\|_2 \leq 2K_D + 2K_D + K_{6C + L_g} + K_{3C} + \tilde{R}(g, 1)\|_2 \leq 10K_{10D} + K_{6C + L_g} + \tilde{R}(g, 1)\|_2.\]

Case 2: $xH_\mu \in S_\mu(g, 1; D) \setminus S_\mu(h, g; D)$ or $xH_\mu \in S_\mu(h, g; D) \setminus S_\mu(g, 1; D)$. We can assume $xH_\mu \in S_\mu(g, 1; D) \setminus S_\mu(h, g; D)$ without loss of generality.

2 a) If $q$ penetrates $xH_\mu$, then as in Case 1, let $a, b, c$ be the $H_\mu$-components of $p, q, r$ respectively, corresponding to $xH_\mu$ and $e_1, e_2, e_3$ be paths of length at most 1 connecting $a_+$ to $b_-$, $b_+$ to $c_-$, $c_+$ to $a_-$ respectively, whose labels are in $H_\mu$. In the same way as Case 1, we have $\hat{d}_\mu(a_+, b_-) \leq 3C$, $\hat{d}_\mu(b_+, c_-) \leq 3C$, $\hat{d}_\mu(c_+, a_-) \leq 3C$. Also, by $xH_\mu \notin S_\mu(h, g; D)$, we have $\hat{d}_\mu(b_-, b_+) \leq D$, hence
\[\hat{d}_\mu(a_+, c_-) \leq \hat{d}_\mu(a_+, b_-) + \hat{d}_\mu(b_-, b_+) + \hat{d}_\mu(b_+, c_-) \leq 3C + D + 3C \leq 3D.\]

2 b) If $q$ doesn’t penetrate $xH_\mu$, let $a, c$ be the $H_\mu$-components of $p, r$ respectively, corresponding to $xH_\mu$, i.e. $p = p_1ap_2$, $r = r_1cr_2$, and let $e_2, e_3$ be paths of length at most 1 connecting $a_+$ to $c_-$, $c_+$ to $a_-$ respectively, whose labels are in $H_\mu$. Because $e_3$ is isolated in the geodesic triangle $e_3p_1^{-1}r_1^{-1}$, we have $\hat{d}_\mu(c_+, a_-) \leq 3C$. Also, because $q$ doesn’t penetrate $xH_\mu$, $e_2$ is isolated in the geodesic 4-gon $e_2r_1^{-1}q_1^{-1}p_2^{-1}$, hence we have $\hat{d}_\mu(c_+, a_-) \leq 4C \leq 3D$ by Proposition 2.19.

In both 2 a) and 2 b), we have $\hat{d}_\mu(c_+, a_-) \leq 3C$ and $\hat{d}_\mu(a_+, c_-) \leq 3D$. Thus, by Lemma
3.14 and 3.17, we have
\[
\|\xi_{xH_{\mu}}\|_2 = \|\tilde{R}(1, h; xH_{\mu}) + \tilde{R}(g, 1; xH_{\mu})\|_2 \\
\leq \|\tilde{R}(1, h; xH_{\mu}) + \tilde{R}(g, 1; xH_{\mu})\|_2 - \|\tilde{R}(a_-, a_+) + \tilde{R}(c_-, c_+)\|_2 \\
+ \|\tilde{R}(a_-, a_+) - \tilde{R}(c_-, c_+)\|_2 \\
\leq 2K_D + 2K_D + K_{3C} + K_{3D} \leq 10K_{10D}.
\]
When \(xH_{\mu} \in S_{\mu}(h, g; D) \setminus S_{\mu}(g, 1; D)\), we can show \(\|\xi_{xH_{\mu}}\|_2 \leq 10K_{10D}\) in the same way.

Case 3: \(xH_{\mu} \notin S_{\mu}(h, g; D) \cup S_{\mu}(g, 1; D)\). Note that by \(xH_{\mu} \in F_{1,h} \subset S_{\mu}(1, h; D)\) and Lemma 2.23 (a), at least one of \(q\) and \(r\) penetrate \(xH_{\mu}\).

3 a) If both \(q\) and \(r\) penetrate \(xH_{\mu}\), let \(a, b, c, e_1, e_2, e_3\) be as in Case 1. Then, we have
\[
\hat{d}_{(a_+, b_-)} \leq 3C, \hat{d}_{(a_+, b_-)} \leq 3C, \hat{d}_{(a_+, c_-)} \leq 3C \text{ in the same way as Case 1. Also, by } xH_{\mu} \notin S_{\mu}(h, g; D) \cup S_{\mu}(g, 1; D), \text{ we have } \hat{d}_{(a_+, b_-)} \leq D, \hat{d}_{(a_+, c_-)} \leq D.
\]
Hence,
\[
\hat{d}_{(a_+, a_-)} \leq \hat{d}_{(a_+, b_-)} + \hat{d}_{(b_-, b_-)} + \hat{d}_{(b_-, b_-)} + \hat{d}_{(b_-, c_-)} + \hat{d}_{(c_-, c_-)} + \hat{d}_{(c_-, a_-)} \\
\leq 3C + D + 3C + D + 3C \leq 5D.
\]
In both 3 a) and 3 b), we have \(\hat{d}_{(a_+, a_-)} \leq 5D\), hence by Lemma 3.14 and Remark 3.13, we have
\[
\|\xi_{xH_{\mu}}\|_2 = \|\tilde{R}(1, h; xH_{\mu})\|_2 \leq \|\tilde{R}(1, h; xH_{\mu}) - \tilde{R}(a_-, a_+)\|_2 + \|\tilde{R}(a_-, a_+)\|_2 \\
\leq 2K_D + K_{5D} \leq 10K_{10D}.
\]
Here, we used \(\|\tilde{R}(a_-, a_+)\|_2 = \|\tilde{R}(1, a_-^{-1}a_+)\|_2 \leq K_{a_-^{-1}a_+} \leq K_{5D}\). When only \(q\) penetrates \(xH_{\mu}\), we can show \(\|\xi_{xH_{\mu}}\|_2 \leq 10K_{10D}\) in the same way.

Summarizing Case 1, 2, 3, if \(xH_{\mu} \in F_{1,h}\), we have
\[
\|\xi_{xH_{\mu}}\|_2 \leq 10K_{10D} + K_{6C+L_g} + \|\tilde{R}(g, 1)\|_2.
\]
We can argue similarly for \(F_{h,g}\) and \(F_{g,1}\) as well. Also, by Lemma 2.29 (c), we have \(|F_{1,h}|, |F_{h,g}|, |F_{g,1}| \leq 2\). Thus, for any \(g, h \in G\) we have
\[
\|\tilde{R}(1, h) + \tilde{R}(h, g) + \tilde{R}(g, 1)\|_2 \leq \sum_{xH_{\mu} \in F_{1,h}, F_{h,g}, F_{g,1}} \|\xi_{xH_{\mu}}\|_2 \\
\leq \sum_{xH_{\mu} \in F_{1,h}, F_{h,g}, F_{g,1}} \left(10K_{10D} + K_{6C+L_g} + \|\tilde{R}(g, 1)\|_2\right) \\
\leq 6 \left(10K_{10D} + K_{6C+L_g} + \|\tilde{R}(g, 1)\|_2\right).
\]
**Proof of Proposition 3.8.** We define a map \( R : G \to \ell^2(G) \) by

\[
R(g) = \tilde{R}(1, g).
\]

By Lemma 3.18 (a) and (b), we have for any \( g \in G \),

\[
\lambda_G(g)R(g^{-1}) = \tilde{R}(g, 1) = -\tilde{R}(1, g) = -R(g).
\]

Also, by Lemma 3.19, we have for any \( g \in G \),

\[
\sup_{h \in G} \|R(gh) - \lambda_G(g)R(h)\|_2 = \sup_{h \in G} \|R(g \cdot g^{-1}h) - \lambda_G(g)R(g^{-1}h)\|_2 \\
= \sup_{h \in G} \|\tilde{R}(1, h) - \tilde{R}(g, h)\|_2 \\
\leq \sup_{h \in G} \left( \|\tilde{R}(1, h) + \tilde{R}(h, g) + \tilde{R}(g, 1)\|_2 + \|\tilde{R}(1, g)\|_2 \right) \\
= \|\tilde{R}(1, g)\|_2 + \sup_{h \in G} \|\tilde{R}(1, h) + \tilde{R}(h, g) + \tilde{R}(g, 1)\|_2 \\
< \infty.
\]

Thus, \( R \) is an array. For any \( g \in G \), any \( xH_\mu \in S_\mu(1, g; D) \), and any geodesic path \( p \) in \( \Gamma(X \cup \mathcal{H}) \) from 1 to \( g \), let \( a \) be the component of \( p \) corresponding to \( xH_\mu \). By Lemma 3.17 and Lemma 3.18 (c), we have

\[
\|r(a_{-}^{-1}a_{+})\|_2 = \|\tilde{r}(a_{-}, a_{+})\|_2 \\
\leq \|\tilde{r}(1, g; xH_\mu)\|_2 + 2K_D \\
\leq \|\tilde{r}(1, g)\|_2 + 2K_D = \|R(g)\|_2 + 2K_D,
\]

hence \( R \) satisfies (5) with a constant \( K_\mu = 2K_D \).

3.4 Proof of main theorem

**Proposition 3.20.** Suppose that \( G \) is a finitely generated group hyperbolic relative to a collection of subgroups \( \{H_\mu\}_{\mu \in \Lambda} \) of \( G \). If all subgroups \( H_\mu \) are bi-exact, then \( G \) is also bi-exact.

**Proof.** Note that \( \Lambda \) is finite by definition. Because \( H_\mu \)'s are exact, \( G \) is also exact by Corollary 3 of [15]. In the following, we will verify the condition of Proposition 2.2 (3). We take a finite generating set \( X \) of \( G \), a unitary representation \((\ell^2(Y), \pi)\), and an array \( Q \) as in Proposition 3.1. Since every \( H_\mu \) is bi-exact, there exists a proper array \( r_\mu \) on \( H_\mu \) into \((\ell^2(H_\mu), \lambda_{H_\mu})\) for each \( \mu \in \Lambda \) by Proposition 2.2 (2). By Proposition 3.8, for each \( r_\mu \), there exist an array \( R_\mu \) on \( G \) into \((\ell^2(G), \lambda_G)\) and a constant \( K_\mu \geq 0 \) satisfying (5). Here, we
used the fact that \( \{H_\mu\}_{\mu \in \Lambda} \) is hyperbolically embedded in \((G, X)\) by Proposition 2.16. We define a Hilbert space \( \mathcal{K} \) and a unitary representation \( \rho \) of \( G \) by

\[
\mathcal{K} = \ell^2(Y) \oplus \left( \bigoplus_{\mu \in \Lambda} \ell^2(G) \right), \quad \rho = \pi \oplus \left( \bigoplus_{\mu \in \Lambda} \lambda_\mu \right).
\]

(9)

Since \((\mathcal{K}, \rho)\) is a direct sum of copies of \((\ell^2(G), \lambda_\mu)\) by Remark 3.2, \((\mathcal{K}, \rho)\) is weakly contained by \((\ell^2(G), \lambda_G)\). Now, we define a map

\[
P : G \ni g \mapsto (Q(g), (R_\mu(g))_{\mu \in \Lambda}) \in \ell^2(Y) \oplus \left( \bigoplus_{\mu \in \Lambda} \ell^2(G) \right) = \mathcal{K}.
\]

(10)

Because \(Q\) and \(R_\mu\)'s are arrays, \(P\) is an array on \(G\) into \((\mathcal{K}, \rho)\). Hence, for any \(g, h, k \in G\), we have

\[
\|P(kh) - \rho_gP(g^{-1}k)\| \leq \|P(kh) - P(k)\| + \|P(k) - \rho_gP(g^{-1}k)\|
\]

\[
= \| - \rho_{kh}P((kh)^{-1}) + \rho_kP(k^{-1})\| + \|\rho_{g^{-1}}P(k) - P(g^{-1}k)\|
\]

\[
= \| - P(h^{-1}k^{-1}) + \rho_{h^{-1}}P(k^{-1})\| + \|\rho_{g^{-1}}P(k) - P(g^{-1}k)\|
\]

\[
\leq C(h^{-1}) + C(g^{-1}),
\]

where we denote for each \(s \in G\),

\[
C(s) = \sup_{teG} \|P(st) - \rho_s(P(t))\| < \infty.
\]

Hence, for any \(g, h, k \in G\), we have

\[
\sup_{k \in G} \|P(kh) - \rho_gP(k)\| = \sup_{k \in G} \|P(g(g^{-1}k)h) - \rho_gP(g^{-1}k)\| \leq C(h^{-1}) + C(g^{-1}).
\]

Finally, we will show that \(P\) is proper. Let \(N \in \mathbb{N}\) and \(g \in G\) satisfy \(\|P(g)\| \leq N\). Since \(\|Q(g)\|^2 + \sum_{\mu \in \Lambda} \|R_\mu(g)\|^2 = \|P(g)\|^2\), we get \(\|Q(g)\| \leq N\) and \(\|R_\mu(g)\| \leq N\) for any \(\mu \in \Lambda\). Because the identity map \(id : (G, d_\Gamma) \to (G, d_{X \cup \mathcal{H}})\) is bi-Lipschitz, there exists \(\alpha \in \mathbb{N}\) such that \(d_{X \cup \mathcal{H}}(1, x) \leq \alpha d_\Gamma(1, x)\) for any \(x \in G\). By (4), this implies

\[
d_{X \cup \mathcal{H}}(1, g) \leq \alpha d_\Gamma(1, g) \leq \frac{1}{2} \alpha \|Q(g)\|^2 \leq \frac{1}{2} \alpha N^2.
\]

We denote \(\alpha_N = \frac{1}{2} \alpha N^2\) for simplicity.

Let \(g = w_0h_1w_1 \cdots h_nw_n\) be the label of a geodesic path from 1 to \(g\) in \(\Gamma(G, X \cup \mathcal{H})\), where \(w_i\) is a word in the alphabet \(X \cup X^{-1}\) and \(h_i \in \bigsqcup_{\mu \in \Lambda}(H_\mu \setminus \{1\})\). We have

\[
|w_0| + 1 + |w_1| + \cdots + 1 + |w_n| = d_{X \cup \mathcal{H}}(1, g) \leq \alpha_N,
\]

where \(|w_i|\) denotes the number of letters in \(w_i\). In particular, we have \(n \leq \alpha_N\) and \(|w_i| \leq \alpha_N\) for any \(w_i\).
On the other hand, for each $h_i$, there exists $\mu \in \Lambda$ such that $h_i \in H_\mu$. For simplicity, we denote

$$x_i = w_0 h_1 \cdots w_{i-1}.$$ 

If $x_i H_\mu \notin S_\mu(1, g; D)$, then we have $\hat{d}_\mu(1, h_i) = \hat{d}_\mu(x_i, x_i h_i) \leq D$ by definition of separating cosets. If $x_i H_\mu \in S_\mu(1, g; D)$, then by (5), we have

$$\|r_\mu(h_i)\|_2 \leq \|R_\mu(g)\|_2 + K_\mu \leq N + K_\mu.$$ 

In either case, we have $h_i \in A_\mu$, where

$$A_\mu = \{ h \in H_\mu \mid \hat{d}_\mu(1, h) \leq D \} \cup \{ h \in H_\mu \mid \|r_\mu(h)\|_2 \leq N + K_\mu \}.$$ 

Note that $A_\mu$ is finite, because $\hat{d}_\mu$ is a locally finite metric on $H_\mu$ and $r_\mu$ is proper. Therefore, we have

$$\{ g \in G \mid \|P(g)\| \leq N \} \subset \left\{ w_0 h_1 w_1 \cdots h_n w_n \mid n \leq \alpha_N, \ |w_i| \leq \alpha_N, \ h_i \in \bigcup_{\mu \in \Lambda} A_\mu \right\}.$$ 

Since $X$, $A_\mu$’s, and $\Lambda$ are finite, the set on the right-hand side above is finite, hence $P$ is proper. □

**Lemma 3.21.** Subgroups of countable bi-exact groups are also bi-exact.

**Proof.** Let $G$ be a countable bi-exact group and $H$ be a subgroup of $G$. $H$ is exact, because $G$ is exact and subgroups of exact groups are exact (cf. [2]). By Proposition 2.2 (2), there exists a proper array $r: G \to \ell^2(G)$ on $G$ into $(\ell^2(G), \lambda_G)$. Note that the restriction of $\lambda_G$ to $H$, that is, $(\ell^2(G), \lambda_G|_H)$ is unitarily isomorphic to $(\bigoplus_{H \in H G, G} \ell^2(H), \lambda_H)$, hence we have $(\ell^2(G), \lambda_G|_H) < (\ell^2(H), \lambda_H)$. Also, it is straightforward to show that $r|_H: H \to \ell^2(G)$ is a proper array on $H$ into $(\ell^2(G), \lambda_G|_H)$. Thus, by Proposition 2.2 (3), $H$ is bi-exact. □

**Proof of Theorem 1.1.** It follows from Proposition 3.20 and Lemma 3.21. □
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