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Abstract

Recently diversity-inducing regularization methods for latent variable models (LVMs), which encourage the components in LVMs to be diverse, have been studied to address several issues involved in latent variable modeling: (1) how to capture long-tail patterns underlying data; (2) how to reduce model complexity without sacrificing expressivity; (3) how to improve the interpretability of learned patterns. While the effectiveness of diversity-inducing regularizers such as the mutual angular regularizer [1] has been demonstrated empirically, a rigorous theoretical analysis of them is still missing. In this paper, we aim to bridge this gap and analyze how the mutual angular regularizer (MAR) affects the generalization performance of supervised LVMs. We use neural network (NN) as a model instance to carry out the study and the analysis shows that increasing the diversity of hidden units in NN would reduce estimation error and increase approximation error. In addition to theoretical analysis, we also present empirical study which demonstrates that the MAR can greatly improve the performance of NN and the empirical observations are in accordance with the theoretical analysis.

1 Introduction

One central task in machine learning (ML) is to extract underlying patterns from observed data [2] [3] [4], which is essential for making effective use of big data for many applications [5] [6]. Among the various ML models and algorithms designed for pattern discovery, latent variable models (LVMs) [7] [8] [9] [10] [11] [12] [13] or latent space models (LSMs) [14] [15] [16] [17] [18] are a large family of models providing a principled and effective way to uncover knowledge hidden behind data and have been widely used in text mining [15] [19], computer vision [16] [17], speech recognition [7] [19], computational biology [20] [21] and recommender systems [22] [23]. Although LVMs have now been widely used, several new challenges have emerged due to the dramatic growth of volume and complexity of data: (1) In the event that the popularity of patterns behind big data is distributed in a power-law fashion, where a few dominant patterns occur frequently whereas most patterns in the long-tail region are of low popularity [24] [1], standard LVMs are inadequate to capture the long-tail patterns, which can incur significant information loss [21] [1]. (2) To cope with the rapidly growing complexity of patterns present in big data, ML practitioners typically increase the size and capacity of LVMs, which incurs great challenges for model training, inference, storage and maintenance [25]. How to reduce model complexity without compromising expressivity is a challenging issue. (3) There exist substantial redundancy and overlapping amongst patterns discovered by existing LVMs from massive data, making them hard to interpret [26].

To address these challenges, several recent works [27] [11] [25] have investigated a diversity-promoting regularization technique for LVMs, which controls the geometry of the latent space during learning to encourage the learned latent components of LVMs to be diverse in the sense that they are favored to be mutually ”different” from each other. First, concerning the long-tail phenomenon in extracting latent patterns (e.g., clusters, topics) from data: if the model components are biased to be far apart from each other, then one would expect that such components will tend to be less overlapping and less aggregated over dominant patterns (as one often experiences in standard clustering algorithms [27]), and therefore more likely to capture the long-tail patterns. Second, reducing
model complexity without sacrificing expressivity: if the model components are preferred to be different from each other, then the patterns captured by different components are likely to have less redundancy and hence complementary to each other. Consequently, it is possible to use a small set of components to sufficiently capture a large proportion of patterns. Third, improving the interpretability of the learned components: if model components are encouraged to be distinct from each other and non-overlapping, then it would be cognitively easy for human to associate each component to an object or concept in the physical world. Several diversity-inducing regularizers such as Determinantal Point Process [27], mutual angular regularizer [1] have been proposed to promote diversity in various latent variable models including Gaussian Mixture Model [27], Latent Dirichlet Allocation [27], Restricted Boltzmann Machine [1], Distance Metric Learning [1].

While the empirical effectiveness of diversity-inducing regularizers has been demonstrated in [27] [1] [25], their theoretical behaviors are still unclear. In this paper, we aim to bridge this gap and make the first attempt to formally understand why and how introducing diversity into LVMs can lead to better modeling effects.

We focus on the mutual angular regularizer proposed in [1] and analyze how it affects the generalization performance of supervised latent variable models. Specifically, we choose neural network (NN) as a model instance to carry out the analysis while noting that the analysis could be extended to other LVMs such as Restricted Boltzmann Machine and Distance Metric Learning. The major insights distilled from the analysis are: as the diversity (which will be made precise later) of hidden units in NN increases, the estimation error of NN decreases while the approximation error increases; thereby the overall generalization error (which is the sum of estimation error and generalization error) reaches the minimum if an optimal diversity (which is the sum of estimation error and generalization error of NN decreases while the approximation error increases, c fine later) of hidden units in NN increases, the estimation and approximation errors of MAR-NN are analyzed in Section 3. Section 4 presents empirical studies of MAR-NN. Section 5 reviews related works and Section 6 concludes the paper.

2 Diversify Neural Networks with Mutual Angular Regularizer

In this section, we review diversity-promoting regularization of latent variable models and propose diversified neural networks with mutual angular regularization.

2.1 Diversity-Promoting Regularization of Latent Variable Models

Uncover latent patterns from observed data is a central task in big data analytics [2] [3] [5] [6]. Latent variable models [14] [17] [15] [10] [9] [17] [15] [10] [11] [12] [13] elegantly fit into this task. The knowledge and structures hidden behind data are usually composed of multiple patterns. For instance, the semantics underlying documents contains a set of themes [25] [10], such as politics, economics and education. Accordingly, latent variable models are parametrized by multiple components where each component aims to capture one pattern in the knowledge and is represented with a parameter vector. For instance, the components in Latent Dirichlet Allocation [10] are called topics and each topic is parametrized by a multinomial vector.

To address the aforementioned three challenges in latent variable modeling: the skewed distribution of pattern popularity, the conflicts between model complexity and expressivity and the poor interpretability of learned patterns, recent works [27] [1] [25] propose to diversify the components in LVMs, by solving a regularized problem:

$$\max_{\mathbf{A}} \quad \mathcal{L}(\mathbf{A}) + \lambda \Omega(\mathbf{A})$$  \hspace{1cm} (1)$$

where each column of $\mathbf{A} \in \mathbb{R}^{d \times k}$ is the parameter vector of a component, $\mathcal{L}(\mathbf{A})$ is the objective function of the original LVM, $\Omega(\mathbf{A})$ is a regularizer encouraging the components in $\mathbf{A}$ to be diverse and $\lambda$ is a tradeoff parameter. Several regularizers have been proposed to induce diversity, such as Determinantal Point Process [27], mutual angular regularizer [1]

Here we present a detailed review of the mutual angular regularizer [1] as our theoretical analysis is based on it. This regularizer is defined with the rationale that if each pair of components are mutually different, then...
the set of components are diverse in general. They utilize the non-obtuse angle $\theta_{ij} = \arccos\left(\frac{\langle a_i, a_j \rangle}{\| a_i \| \| a_j \|}\right)$ to measure the dissimilarity between component $a_i$ and $a_j$ as angle is insensitive to geometry transformations of vectors such as scaling, translation, rotation, etc. Given a set of components, angles $\{\theta_{ij}\}$ between each pair of components are computed and the MAR is defined as the mean of these angles minus their variance.

$$\Omega(A) = \frac{1}{K(K-1)} \sum_{i=1}^{K} \sum_{j=1,j\neq i}^{K} \theta_{ij} - \frac{1}{K(K-1)} \left( \sum_{q=1}^{K} \sum_{p=1,q\neq p}^{K} \theta_{pq} \right)^2$$

where $\gamma > 0$ is a tradeoff parameter between mean and variance. The mean term summarizes how these vectors are different from each on the whole. A larger mean indicates these vectors share a larger angle in general, hence are more diverse. The variance term is utilized to encourage the vectors to evenly spread out to different directions. A smaller variance indicates that these vectors are uniformly different from each other.

### 2.2 Neural Network with Mutual Angular Regularization

Recently, neural networks (NNs) have shown great success in many applications, such as speech recognition [19], image classification [29], machine translation [30], etc. Neural networks are nonlinear models with large capacity and rich expressiveness. If trained properly, they can capture the complex patterns underlying data and achieve notable performance in many machine learning tasks. NNs are composed of multiple layers of computing units and units in adjacent layers are connected with weighted edges. NNs are a typical type of LVMs where each hidden unit is a component aiming to capture the latent features underlying data and is characterized by a vector of weights connecting to units in the lower layer.

We instantiate the general framework of diversity-regularized LVM to neural network and utilize the mutual angular regularizer to encourage the hidden units (precisely their weight vectors) to be different from each other, which could lead to several benefits: (1) better capturing of long-tail latent features; (2) reducing the size of NN without compromising modeling power. Let $L(\{ A_i \}_{i=0}^{l-1})$ be the loss function of a neural network with $l$ layers where $A_i$ are the weights between layer $i$ and layer $i+1$, and each column of $A_i$ corresponds to a unit. A diversified NN with mutual angular regularization (MAR-NN) can be defined as

$$\min_{\{ A_i \}_{i=0}^{l-1}} L(\{ A_i \}_{i=0}^{l-1}) - \lambda \sum_{i=0}^{l-2} \Omega(A_i)$$

where $\Omega(A_i)$ is the mutual angular regularizer and $\lambda > 0$ is a tradeoff parameter. Note that the regularizer is not applied to $A_{l-1}$ since in the last layer are output units which are not latent components.

### 3 Generalization Error Analysis

In this section, we analyze how the mutual angular regularizer affects the generalization error of neural networks. Let $L(f) = \mathbb{E}_{(x,y)\sim p^*}[\ell(x,y,f)]$ denote the generalization error of hypothesis $f$, where $p^*$ is the distribution of input-output pair $(x, y)$ and $\ell(\cdot)$ is the loss function. Let $f^* \in \arg\min_{f \in F} L(f)$ be the empirical risk minimizer. Let $\hat{L}(f) = \frac{1}{n} \sum_{i=1}^{n} \ell(x^{(i)}, y^{(i)}, f)$ be the training error and $\tilde{f} \in \arg\min_{f \in F} \hat{L}(f)$ be the empirical risk minimizer. We are interested in the generalization error $L(\hat{f})$ of the empirical risk minimizer $\hat{f}$, which can be decomposed into two parts $L(\hat{f}) = L(\hat{f}) - L(f^*) + L(f^*)$, where $L(\hat{f}) - L(f^*)$ is the estimation error (or excess risk) and $L(f^*)$ is the approximation error. The estimation error represents how well the algorithm is able to learn and usually depends on the complexity of the hypothesis and the number of training samples. A lower hypothesis complexity and a larger amount of training data incur lower estimation error bound. The approximation error indicates how expressive the hypothesis set is to effectively approximate the target function.

Our analysis below shows that the mutual angular regularizer can reduce the generalization error of neural networks. We assume with high probability $\tau$, the angle between each pair of hidden units is lower bounded by $\theta$. $\theta$ is a formal characterization of diversity. The larger $\theta$ is, the more diverse these hidden units are. The analysis in the following sections suggests that $\theta$ incurs a tradeoff between estimation error and approximation error: the larger $\theta$ is, the smaller the estimation error bound is and the larger the approximation error bound is. Since the generalization error is the sum of estimation error and approximation error, $\theta$ has an optimal value to yield the minimal generalization error. In addition, we can show that under the same probability $\tau$, increasing the mutual angular regularizer can increase $\theta$. Given a set of hidden units $A$ learned by the MAR-NN, we assume their pairwise angles $\{\theta_{ij}\}$ are i.i.d. samples drawn from a distribution $p(X)$ where the expectation and variance of random variable $X$ is $\mu$ and $\sigma$ respectively. Lemma 1 states that $\theta$ is an increasing function of $\mu$ and decreasing function of $\sigma$. By the definition of MAR, it encourages larger mean and smaller variance. Thereby, the larger the MAR is, the larger $\theta$ is. Hence properly controlling the MAR can generate a desired $\theta$ that produces the lowest generalization error.

**Lemma 1.** With probability at least $\tau$, we have $X \geq \theta = \mu - \sqrt{\frac{\sigma^2}{1 - \tau}}$. 


3.1 Setup

For the ease of presentation, we first consider a simple neural network whose setup is described below. Later on we extend the analysis to more complicated neural networks.

- Network structure: one input layer, one hidden layer and one output layer.
- Activation function: Lipschitz continuous function $h(t)$ with constant $L$. Example: rectified linear $h(t) = \max(0, t)$, $L = 1$; $\tanh h(t) = \tanh(t)$, $L = 1$; sigmoid $h(t) = \text{sigmoid}(t)$, $L = 0.25$.
- Task: univariate regression.
- Let $x \in \mathbb{R}^d$ be the input vector with $\|x\|_2 \leq C_1$.
- Let $y$ be the response value with $|y| \leq C_2$.
- Let $w_j \in \mathbb{R}^d$ be the weights connecting to the $j$-th hidden unit, $j = 1, \ldots, m$, with $\|w_j\|_2 \leq C_3$. Further, we assume with high probability $\tau$, the angle $\rho(w_i, w_j) = \arccos(\frac{|w_i|\cdot|w_j|}{\|w_i\|_2\|w_j\|_2})$ between $w_i$ and $w_j$ is lower bounded by a constant $\theta$ for all $i \neq j$.
- Let $\alpha_j$ be the weight connecting the hidden unit $j$ to the output with $\|\alpha\|_2 \leq C_4$.
- Hypothesis set: $\mathcal{F} = \{f| f(x) = \sum_{j=1}^m \alpha_j h(w_j^T x)\}$.
- Loss function set: $\mathcal{A} = \{\ell(\hat{f}(x, y) = (f(x) - y)^2\}$.

3.2 Estimation Error

We first analyze the estimation error bound of MAR-NN and are interested in how the upper bound is related with the diversity (measured by $\theta$) of the hidden units. The major result is presented in Theorem 1.

**Theorem 1.** With probability at least $(1 - \delta)\tau$

\[
L(\hat{f}) - L(f^*) \leq 8(\sigma \sqrt{J + C_2^2}) + 2L^2C_1^2C_2^2C_3^2((m - 1) \cos \theta + \eta) + 2\sqrt{m}C_1C_3C_4L|h(0)| \sqrt{(m - 1) \cos \theta + 1}.
\]

where $J = mC_1^2h^2(0) + L^2C_1^2C_2^2C_3^2((m - 1) \cos \theta + 1) + 2\sqrt{m}C_1C_3C_4L|h(0)| \sqrt{(m - 1) \cos \theta + 1}$.

Note that the right hand side is a decreasing function w.r.t $\theta$. A larger $\theta$ (denoting the hidden units are more diverse) would induce a lower estimation error bound.

3.2.1 Proof

A well established result in learning theory is that the estimation error can be upper bounded by the Rademacher complexity. We start from the Rademacher complexity, seek a further upper bound of it and show how the diversity of the hidden units affects this upper bound. The Rademacher complexity $R_n(A)$ of the loss function set $A$ is defined as

\[
R_n(A) = \mathbb{E}[\sup_{\ell \in A} \frac{1}{n} \sum_{i=1}^n \sigma_i \ell(f(x(i)), y(i))]\]

where $\sigma_i$ is uniform over $\{-1, 1\}$ and $\{(x(i), y(i))\}_{i=1}^n$ are i.i.d samples drawn from $p^*$. The Rademacher complexity can be utilized to upper bound the estimation error, as shown in Lemma 2.

**Lemma 2.** [32, 33, 34] With probability at least $1 - \delta$

\[
L(\hat{f}) - L(f^*) \leq 4 R_n(A) + B \sqrt{\frac{2 \log(2/\delta)}{n}}
\]

for $B \geq \sup_{x, y, f} |\ell(f(x), y)|$.

Our analysis starts from this lemma and we seek further upper bound of $R_n(A)$. The analysis needs an upper bound of the Rademacher complexity of the hypothesis set $\mathcal{F}$, which is given in Lemma 3.

**Lemma 3.** Let $R_n(\mathcal{F})$ denote the Rademacher complexity of the hypothesis set $\mathcal{F} = \{f| f(x) = \sum_{j=1}^m \alpha_j h(w_j^T x)\}$, then

\[
R_n(\mathcal{F}) \leq \frac{2L C_1 C_2 C_4 \sqrt{m}}{\sqrt{n}} + \frac{C_4 h(0) \sqrt{m}}{\sqrt{n}}
\]

**Proof.**

\[
\begin{align*}
R_n(\mathcal{F}) &= \mathbb{E}[\sup_{f \in \mathcal{F}} \frac{1}{n} \sum_{i=1}^n \sigma_i \sum_{j=1}^m \alpha_j h(w_j^T x_i)] \\
&= \mathbb{E}[\sup_{f \in \mathcal{F}} \frac{1}{n} \sum_{j=1}^m \alpha_j \sum_{i=1}^n \sigma_i h(w_j^T x_i)]
\end{align*}
\]

Let $\alpha = [\alpha_1, \ldots, \alpha_m]^T$ and $h = [\sum_{i=1}^n \sigma_i h(w_1^T x_i), \ldots, \sum_{i=1}^n \sigma_i h(w_m^T x_i)]^T$, the inner product $\alpha \cdot h$ is $\|\alpha\|_2 \cdot \|h\|_\infty$ as $\|\cdot\|_1$ and $\|\cdot\|_\infty$ are dual norms. Therefore

\[
\alpha \cdot h \leq \|\alpha\|_2 \|h\|_\infty = \sum_{i=1}^m |\alpha_j|(\max_{j=1, \ldots, m} |\sum_{i=1}^n \sigma_i h(w_j^T x_i)|)
\]

\[
\leq \sqrt{m} \|\alpha\|_2 \cdot \max_{j=1, \ldots, m} \sum_{i=1}^n |\sigma_i h(w_j^T x_i)|
\]

\[
\leq \sqrt{m} C_1 \cdot \max_{j=1, \ldots, m} \sum_{i=1}^n |\sigma_i h(w_j^T x_i)|
\]

So $R_n(\mathcal{F}) \leq \sqrt{m} C_1 C_2 C_3 C_4 \sum_{i=1}^n |\sigma_i h(w_j^T x_i)|$. Denote $R_1(\mathcal{F}) = \mathbb{E}[\sup_{f \in \mathcal{F}} |\frac{1}{n} \sum_{i=1}^n \sigma_i h(w_j^T x_i)|]$, which is another form of Rademacher complexity used in some
literature such as [33]. Let $F = \{f | f(x) = h(w^T x)\}$ where $w, x$ satisfy the conditions specified in Section 3.1. Then $R_n(F) \leq \frac{mC_4}{\sqrt{2}} R_\| (F')$.

Let $G = \{g | g(x) = w^T x\}$ where $w, x$ satisfy the conditions specified in Section 3.1. Then $R_\| (F') = R_\| (h \circ g)$.

Let $h'(\cdot) = h(\cdot) - h(0)$, then $h'(0) = 0$ and $h'$ is also L-Lipschitz. Then

$$R_\| (F') = R_\| (h \circ g) \leq R_\| (h' \circ g + h(0)) \leq R_\| (h' \circ g) + \frac{2h(0)}{\sqrt{m}} \text{ (Theorem 12 in [33])} \leq 2LR_\| (g) + \frac{2h(0)}{\sqrt{m}} \text{ (Theorem 12 in [33])}$$

Now we bound $R_\| (g)$:

$$R_\| (g) = \text{E} [\sup_{g \in G} \| \sum_{i=1}^{n} \sigma_i w_i^T x_i \|^2] \leq 2E \| \sum_{i=1}^{n} \sigma_i w_i \|^2 \leq 2E \| \sum_{i=1}^{n} \sigma_i x_i \|^2 \leq \frac{2}{\sqrt{m}} \text{ (concavity of \( \| \cdot \| )} \leq \frac{2}{\sqrt{m}} \text{ (vi \neq j \sigma_i \perp \sigma_j)} \leq \frac{2}{\sqrt{m}} \text{ (Note 2)}$$

Putting Eq. (11) and Eq. (12) together, we have $R_\| (F') \leq \frac{4LC_4}{\sqrt{m}} + \frac{2h(0)}{\sqrt{m}}$. Plugging into $R_n(F) \leq \frac{mC_4}{\sqrt{2}} R_\| (F')$ completes the proof.

In addition, we need the following bound of $|f(x)|$.

**Lemma 4.** With probability at least $\tau$

$$\sup_{x \neq f(x)} \leq \sqrt{J} \text{ (13)}$$

where $J = mC_4^2 h^2(0) + L^2 C_4^2 C_4^2 ((m-1) \cos \theta + 1) + 2\sqrt{mC_4} C_4^2 L h(0) \sqrt{(m-1) \cos \theta + 1}$.

**Proof.** Let $\alpha = [\alpha_1, \ldots, \alpha_m]^T$, $W = [w_1, \ldots, w_m]$, $h = [h(w_1^T x), \ldots, h(w_m^T x)]$, then we have

$$f^2(x) = (\sum_{j=1}^{m} \alpha_j h(w_j^T x))^2 \leq (\|w\|^2 \|h\|^2)^2 \leq C_4^2 \|h\|^2$$

Now we want to derive an upper bound for $\|h\|^2$. As $h(t)$ is L-Lipschitz, $|h(w_j^T x)| \leq L |w_j^T x| + |h(0)|$.

Therefore

$$\|h\|^2 \leq \sum_{j=1}^{m} (L |w_j^T x| + |h(0)|)^2 \leq \sum_{j=1}^{m} h^2(0) + L^2 (w_j^T x)^2 + 2L |h(0)| |w_j^T x| \leq m h^2(0) + L^2 |w_j^T x|^2 + 2\sqrt{m} C_4 L |h(0)| |w_j^T x|^2 \leq m h^2(0) + L^2 |w_j^T x|^2 \leq 2\sqrt{m} C_4 L |h(0)| \sqrt{(m-1) \cos \theta + 1} \leq m C_4^2 h^2(0) + L^2 C_4^2 C_4^2 ((m-1) \cos \theta + 1) + 2\sqrt{mC_4} C_4^2 L h(0) \sqrt{(m-1) \cos \theta + 1} \leq J \text{ (15)}$$

where $\| \cdot \|_{op}$ denotes the operator norm. We can make use of the lower bound of $\rho(w_j, w_k)$ for $j \neq k$ to get a bound for $\|W\|_{op}$:

$$\|W\|_{op}^2 = \sup_{\|u\|_{2}=1} \|W u\|^2 = \sup_{\|u\|_{2}=1} \|u^T W^T W u\| \leq \sup_{\|u\|_{2}=1} \|u^T W u\| \leq 1 \sup_{\|u\|_{2}=1} \|u^T W u\| \leq \sup_{\|u\|_{2}=1} \|u^T W u\| \leq \sup_{\|u\|_{2}=1} \|u^T W u\| \leq C_4^2 \text{ (16)}$$

Define $u' = [u_1, \ldots, u_m]^T$, $Q = \mathbb{R}^{m \times m}$: $Q_{jk} = \cos \theta$ for $j \neq k$ and $Q_{jj} = 1$, then $\|u'\|_{2} = \|u\|$ and

$$\|W\|_{op}^2 \leq C_4^2 \text{ (17)}$$

where $\lambda_1(Q)$ is the largest eigenvalue of $Q$. By simple linear algebra we can get $\lambda_1(Q) = (m-1) \cos \theta + 1$, so

$$\|W\|_{op}^2 \leq (m-1) \cos \theta + 1 \text{ (18)}$$

Substitute to Eq. (15), we have

$$\|W\|_{op}^2 \leq m C_4^2 h^2(0) + L^2 C_4^2 C_4^2 ((m-1) \cos \theta + 1) + 2\sqrt{mC_4} C_4^2 L h(0) \sqrt{(m-1) \cos \theta + 1} \leq J \text{ (19)}$$

Substitute to Eq. (14):

$$f^2(x) \leq m C_4^2 h^2(0) + L^2 C_4^2 C_4^2 ((m-1) \cos \theta + 1) + 2\sqrt{mC_4} C_4^2 L h(0) \sqrt{(m-1) \cos \theta + 1} \text{ (20)}$$

In order to simplify our notations, define

$$J = m C_4^2 h^2(0) + L^2 C_4^2 C_4^2 ((m-1) \cos \theta + 1) + 2\sqrt{mC_4} C_4^2 L h(0) \sqrt{(m-1) \cos \theta + 1} \text{ (21)}$$

Then $\sup_{x \neq f(x)} f(x) \leq \sqrt{\sup_{x \neq f(x)} f^2(x)} = \sqrt{J}$. Proof completes. \qed
Given these lemmas, we proceed to prove Theorem 1.

The Rademacher complexity $\mathcal{R}_n(A)$ of $A$ is

$$\mathcal{R}_n(A) = \mathbb{E}[\sup_{f \in A} \frac{1}{n} \sum_{i=1}^{n} \sigma_i \ell(f(x), y)]$$  \hspace{1cm} (22)

where $\ell(\cdot, y)$ is Lipschitz continuous with respect to the first argument, and the constant $L$ is $\sup_{x,y,f} |f(x) - y| \leq 2 \sup_{x,y,f} (|f(x)| + |y|) = 2(\sqrt{J} + C_2)$. By applying the composition property of Rademacher complexity, we have

$$\mathcal{R}_n(A) \leq 2(\sqrt{J} + C_2)\mathcal{R}_n(F)$$  \hspace{1cm} (23)

Using Lemma 3, we have

$$\mathcal{R}_n(A) \leq 2(\sqrt{J} + C_2)(\frac{2L\|C_1\|\sqrt{m}}{\sqrt{n}} + C_4|h(0)|\sqrt{m})$$  \hspace{1cm} (24)

Note that $\sup_{x,y,f} |\ell(f(x), y)| \leq (\sqrt{J} + C_2)^2$, and plugging Eq. (24) into Lemma 2 completes the proof.

### 3.2.2 Extensions

In the above analysis, we consider a simple neural network described in Section 3.1. In this section, we present how to extend the analysis to more complicated cases, such as neural networks with multiple hidden layers, other loss functions and multiple outputs.

#### Multiple Hidden Layers

The analysis can be extended to multiple hidden layers by recursively applying the composition property of Rademacher complexity to the hypothesis set.

We define the hypothesis set $F^p$ for neural network with $P$ hidden layers in a recursive manner:

$$F^0 = \{ f^0 | f^0(x) = w^0 \cdot x \}$$

$$F^1 = F = \{ f^1 | f^1(x) = \sum_{j=1}^{n_0} w_j h_j(f^0_j(x)) \}$$

$$F^p = \{ f^p | f^p(x) = \sum_{j=1}^{n_{p-1}} w_j h_j(f^{p-1}_j(x)) \}$$

where $w_j$ is the connecting weight from the $j$-th unit in hidden layer $p-1$ to $p$. (We index hidden layers from $0$, where $w^0$ is the connecting weight from input to hidden layer 0). When $P = 1$ the above definition recovers the one-hidden-layer case in Section 3.1 if we treat $w^1$ as $\alpha$. We make similar assumptions as Section 3.1: $h(\cdot)$ is $L$-Lipschitz, $\|x\|_2 \leq C_1$, $\|w^p\|_2 \leq C_3^p$. We also assume that the pairwise angles of the connecting weights $\rho(w^p_j, w^p_k)$ for $j \neq k$ are lower bounded by $\Theta_p$ with probability at least $\tau^p$. Under these assumptions, we have the following result:

**Theorem 2.** For a neural network with $P$ hidden layers, with probability at least $(1 - \delta) \prod_{p=1}^{P} \tau^p$

$$L(\hat{f}) - L(f^*) \leq 8(\sqrt{J} + C_2)(\frac{2L\|C_1\|^p\sqrt{m}}{\sqrt{n}} \prod_{p=0}^{P-1} \sqrt{m^pC_3^p} + \frac{|h(0)|}{\sqrt{n}} \sum_{p=0}^{P-1} (2L)^{p-1} \prod_{j=0}^{p-1} \sqrt{m^jC_3^p}) + (\sqrt{J} + C_2)^2 2^{\sqrt{2 \log(2/\delta)}}$$  \hspace{1cm} (26)

where

$$J^0 = C_1^0((m_0 - 1) \cos \Theta^0 + 1)$$

$$J^p = (C_3^p)^2((m^p - 1) \cos \Theta^p + 1) L^2 J^{p-1} + 2(C_3^p)^2 L|h(0)| \sqrt{m^{p-1}}((m^p - 1) \cos \Theta^p + 1) J^{p-1} + (C_3^p)^2 ((m^p - 1) \cos \Theta^p + 1)(P - 1)$$  \hspace{1cm} (27)

When $P = 1$, Eq. (26) reduces to the estimation error bound of neural network with one hidden layer. Note that the right hand side is a decreasing function w.r.t $\Theta^p$, hence making the hidden units in each hidden layer to be diverse can reduce the estimation error bound of neural networks with multiple hidden layers.

In order to prove Theorem 2, we first bound the Rademacher complexity of the hypothesis set $F^p$.

**Lemma 5.** Let $\mathcal{R}_n(F^p)$ denote the Rademacher complexity of the hypothesis set $F^p$, then

$$\mathcal{R}_n(F^p) \leq \frac{(2L)^p C_1 C_3^p}{\sqrt{n}} \prod_{p=0}^{P-1} \sqrt{m^pC_3^p} + \frac{|h(0)|}{\sqrt{n}} \sum_{p=0}^{P-1} (2L)^{p-1} \prod_{j=0}^{p-1} \sqrt{m^jC_3^p}$$  \hspace{1cm} (28)

**Proof.** Notice that $\mathcal{R}_n(F^p) \leq \frac{1}{2} \mathcal{R}_n(F^0)$:

$$\mathcal{R}_n(F^p) = \mathbb{E}[\sup_{f \in F^p} \frac{1}{n} \sum_{i=1}^{n} \sigma_i f(x_i)]$$

$$\leq \mathbb{E}[\sup_{f \in F^0} \frac{1}{n} \sum_{i=1}^{n} \sigma_i f(x_i)]$$

$$= \frac{1}{2} \mathcal{R}_n(F^p)$$

So we can bound $\mathcal{R}_n(F^p)$ by bounding $\frac{1}{2} \mathcal{R}_n(F^p)$. We bound $\frac{1}{2} \mathcal{R}_n(F^p)$ recursively: $\forall p = 1, \ldots, P$, we have

$$\mathcal{R}_n(F^p) = \mathbb{E}[\sup_{f \in F^p} \frac{1}{n} \sum_{i=1}^{n} \sigma_i f(x_i)]$$

$$\leq \mathbb{E}[\sup_{f \in F^{p-1}} \frac{1}{n} \sum_{i=1}^{n} \sigma_i f(x_i)]$$

$$\leq \sqrt{m^{p-1} C_3^p} \mathbb{E}[\sup_{f \in F^{p-1}} \frac{1}{n} \sum_{i=1}^{n} \sigma_i h_j(f_j(x_i)))]$$

$$\leq \sqrt{m^{p-1} C_3^p} (2LR||F^{p-1}|| + \frac{|h(0)|}{\sqrt{n}})$$  \hspace{1cm} (30)

where the last two steps are similar to the proof of Lemma 3. Applying the inequality in Eq. (30) recursively, and noting from the proof of Lemma 3 that
\[ R_{||}(F^0) \leq \frac{2C_4}{\sqrt{n}} \] we have

\[ R_{||}(F^p) \leq \frac{2(2L)^p C_1 C_0}{\sqrt{n}} \prod_{p=0}^{p-1} \sqrt{m^p C_3^p} + \frac{2(h(0))^{p-1} (2L)^{p-1}}{\sqrt{n}} \prod_{j=0}^{p-1} \sqrt{m^j C_3^j} \] (31)

Plugging into Eq. (29) completes the proof. \[ \square \]

In addition, we need the following bound.

**Lemma 6.** With probability at least \( \prod_{p=0}^{p-1} \tau^p \),

\[ \sup_{x, f^p \in F^p} \| f^P(x) \| \leq \sqrt{J^P}, \]

where

\[ J^0 = C_1^2 ((m^0 - 1) \cos \theta^0 + 1) \]

\[ J^p = (C_3^p)^2 ((m^p - 1) \cos \theta^p + 1) L^2 J^{p-1} \]

\[ + 2(C_3^p)^2 L |h(0)| \sqrt{m^{p-1}}((m^p - 1) \cos \theta^p + 1) \sqrt{J^{p-1}} \]

\[ + (C_3^p)^2 ((m^p - 1) \cos \theta^p + 1) m^{p-1} h^2(0)(1, \ldots, P) \]

(32)

**Proof.** For a given neural network, we denote the outputs of the \( p \)-th hidden layer before applying the activation function as \( v^p \):

\[ v^0 = [w^T_1 x, \ldots, w^T_0 w^0] \]

\[ v^p = [\sum_{j=1}^{m_{p-1}} w^p_{1j} h(v^{p-1}_j), \ldots, \sum_{j=1}^{m_{p-1}} w^p_{pj} h(v^{p-1}_j)]^T \]

(33)

where \( w^p_{ij} \) is the connecting weight from the \( j \)-th unit of the hidden layer \( p - 1 \) to the \( i \)-th unit of the hidden layer \( p \).

To facilitate the derivation of bounds, we also denote

\[ w^p_i = [w^p_{1i}, \ldots, w^p_{m_{p-1}i}]^T \]

(34)

and

\[ h^p = [h(v^{p-1}_1), \ldots, h(v^{p-1}_{m_{p-1}})]^T \]

(35)

where \( v^{p-1}_i \) is the \( i \)-th element of \( v^{p-1} \).

Using the above notations, we can write \( v^p \) as

\[ v^p = [w^T_1 \cdot h^p, \ldots, w^T_{m_{p-1}} \cdot h^p]^T \]

(36)

Hence we can bound the \( L_2 \) norm of \( v^p \) recursively:

\[ \| v^p \|_2^2 = \sum_{i=1}^{m_{p-1}} (w^p_i \cdot h^p)^2 \]

(37)

Denote \( W = [w^p_{1}, \ldots, w^p_{m_{p-1}}] \), then

\[ \| v^p \|_2^2 = \| W^T h^p \|_2^2 \]

\[ \leq \| W^T \|_2^2 \| h^p \|_2^2 \]

\[ = \| W \|_2^2 \| h^p \|_2^2 \]

(38)

where \( \| \cdot \|_op \) denotes the operator norm.

We can make use of the lower bound of \( \rho(w^p_j, w^p_k) \) for \( j \neq k \) to get a bound for \( \| W \|_op \):

\[ \| W \|_2^2 = \sup_{\| w \|_2 = 1} \| W u \|_2^2 \]

\[ \leq \| W \|_2^2 \| u \|_2^2 + \| W \|_2^2 \| W^T W u \|_2^2 \]

\[ \leq \| W \|_2^2 \| u \|_2^2 + \sum_{j=1}^{m_{p-1}} \sum_{k=1}^{m_{p-1}} u_j u_k w^p_j \cdot w^p_k \]

(39)

Define \( u' = [u_1, \ldots, u_{m^p}]^T \), \( Q \subseteq \mathbb{R}^{m^p \times m^p} : Q_{jk} = \cos \theta^p \) for \( j \neq k \) and \( Q_{jj} = 1 \), then \( \| u' \|_2 = \| u \| \) and

\[ \| W \|_2^2 \leq (C_3^p)^2 \sup_{\| u \|_2 = 1} u^T Q u' \]

\[ \leq (C_3^p)^2 \sup_{\| u \|_2 = 1} u^T Q \lambda_1(Q) \| u' \|_2^2 \]

\[ \leq (C_3^p)^2 \lambda_1(Q) \]

where \( \lambda_1(Q) \) is the largest eigenvalue of \( Q \). By simple linear algebra we can get \( \lambda_1(Q) = (m^p - 1) \cos \theta^p + 1 \), so

\[ \| W \|_2^2 \leq (C_3^p)^2 ((m^p - 1) \cos \theta^p + 1)(C_3^p)^2 \]

(41)

Substituting Eq. (41) back to Eq. (38), we have

\[ \| v^p \|_2^2 \leq (C_3^p)^2 ((m^p - 1) \cos \theta^p + 1) h^p \|_2^2 \]

(42)

Then we make use of the Lipschitz-continuous property of \( h(t) \) to further bound \( h^p \|_2^2 \):

\[ \| h^p \|_2^2 \leq \sum_{i=1}^{m_{p-1}} h^2(v^{p-1}_i) \]

\[ \leq \sum_{i=1}^{m_{p-1}} (h(0) + L |v^{p-1}_i|) \| v^{p-1}_i \|_2 \]

\[ \leq \sum_{i=1}^{m_{p-1}} h^2(0) + L^2 \| v^{p-1}_i \|_2^2 + 2L h(0) \| v^{p-1}_i \|_2 \]

\[ = m^{p-1} h^2(0) + L^2 \| v^{p-1}_i \|_2^2 + 2L h(0) \sqrt{m^{p-1}} \| v^{p-1}_i \|_2 \]

\[ \leq m^{p-1} h^2(0) + L^2 \| v^{p-1}_i \|_2^2 + 2L h(0) \sqrt{m^{p-1}} \| v^{p-1}_i \|_2 \]

(43)

Substituting Eq. (43) to Eq. (42), we have

\[ \| v^p \|_2^2 \leq (C_3^p)^2 ((m^p - 1) \cos \theta^p + 1) L^2 \| v^{p-1}_i \|_2^2 \]

\[ + 2(C_3^p)^2 L h(0) \sqrt{m^{p-1}}((m^p - 1) \cos \theta^p + 1) \| v^{p-1}_i \|_2 \]

\[ + (C_3^p)^2 ((m^p - 1) \cos \theta^p + 1) m^{p-1} h^2(0) \]

(44)

And noticing that \( \| v_0 \|_2^2 \leq ((m^0 - 1) \cos \theta^0 + 1) \| x \|_2^2 \leq C_1^2 ((m^0 - 1) \cos \theta^0 + 1) \), we can bound \( \| v^p \| \) recursively now. Denote

\[ J^0 = C_1^2 ((m^0 - 1) \cos \theta^0 + 1) \]

\[ J^p = (C_3^p)^2 ((m^p - 1) \cos \theta^p + 1) L^2 J^{p-1} \]

\[ + 2(C_3^p)^2 L h(0) \sqrt{m^{p-1}}((m^p - 1) \cos \theta^p + 1) \sqrt{J^{p-1}} \]

\[ + (C_3^p)^2 ((m^p - 1) \cos \theta^p + 1) m^{p-1} h^2(0) \]

(45)
then \( \|v^p\|_2^2 \leq \mathcal{J}^p \) and \( \mathcal{J}^p \) decreases when \( \theta^i(i = 0, \ldots, p) \) increases.

Now we are ready to bound \( \sup_{x, f^p \in \mathcal{F}^p} |f^p(x)| \):

\[
\sup_{x, f^p \in \mathcal{F}^p} |f^p(x)| = \sup_{x, f^p \in \mathcal{F}^p} |v^p| \leq \sqrt{\mathcal{J}^p} \tag{46}
\]

Given these lemmas, we proceed to prove Theorem 4. The Rademacher complexity \( \mathcal{R}_n(A) \) of \( A \) is

\[
\mathcal{R}_n(A) = \mathbb{E}[\sup_{f \in \mathcal{F}} \frac{1}{n} \sum_{i=1}^n \sigma_i \ell(f(x_i), y)]
\]

\( \ell(\cdot, y) \) is Lipschitz continuous with respect to the first argument, and the constant \( L = \sup_{x, y, f} |f(x) - y| \) ≤ 2\( \sup_{x, y, f} (|f(x)| + |y|) = 2(\sqrt{\mathcal{J}} + C_2) \). Applying the composition property of Rademacher complexity, we have

\[
\mathcal{R}_n(A) \leq 2(\sqrt{\mathcal{J}} + C_2) \mathcal{R}_n(\mathcal{F}) \tag{48}
\]

Using Lemma 4, we have

\[
\mathcal{R}_n(A) \leq 2(\sqrt{\mathcal{J}} + C_2)(\frac{2L^2C_0^3}{\sqrt{n}} \sum_{p=0}^{P-1} \sqrt{m^p C_3^p} + \frac{|h(0)|}{\sqrt{n}} \sum_{p=0}^{P-1} (2L)^{P-1-p} \sum_{j=p}^{p-1} \sqrt{m^j C_3^j}) \tag{49}
\]

Note that \( \sup_{x, y, f} |\ell(f(x), y)| \leq (\sqrt{J} + C_2)^2 \), and plugging Eq. (49) into Lemma 2 completes the proof.

**Other Loss Functions** Other than regression, a more popular application of neural network is classification. For binary classification, the most widely used loss functions are logistic loss and hinge loss. Estimation error bounds similar to that in Theorem 1 can also be derived for these two loss functions.

**Lemma 7.** Let the loss function \( \ell(f(x), y) = \log(1 + \exp(-yf(x))) \) be the logistic loss where \( y \in \{-1, 1\} \), then with probability at least \((1 - \delta)\tau\)

\[
|\ell(f(x), y) - \ell(f^*(x), y)| \leq \frac{L(\mathcal{J}) - L(f^*)}{1 - \exp(-\sqrt{\mathcal{J}})} \sum_{j=0}^{p} \sqrt{m^j C_3^j} + \text{log}(1 + \exp(\sqrt{\mathcal{J}})) \sqrt{\frac{2\log(2/\delta)}{n}} \tag{50}
\]

Proof.

\[
\frac{\partial \ell(f(x), y)}{\partial f} = \frac{\exp(-yf(x))}{1 + \exp(-yf(x))} = \frac{1}{1 + \exp(-yf(x))} \tag{51}
\]

As \( \frac{1}{1 + \exp(-yf(x))} \geq \frac{1}{1 + \exp(-\sup_{f \in \mathcal{F}} |f(x)|)} = \frac{1}{1 + \exp(-\sqrt{\mathcal{J}})} \), we have proved that the Lipschitz constant \( L \) of \( \ell(\cdot, y) \) can be bounded by \( \frac{1}{1 + \exp(-\sqrt{\mathcal{J}})} \).

And the loss function \( \ell(f(x), y) \) can be bounded by

\[
|\ell(f(x), y)| \leq \log(1 + \exp(\sqrt{\mathcal{J}})) \tag{52}
\]

Similar to the proof of Theorem 1, we can finish the proof by applying the composition property of Rademacher complexity, Lemma 5 and Lemma 2.

**Lemma 8.** Let \( \ell(f(x), y) = \max(0, 1 - yf(x)) \) be the hinge loss where \( y \in \{-1, 1\} \), then with probability at least \((1 - \delta)\tau\)

\[
L(\mathcal{J}) - L(f^*) \leq 4(2LC_0^3C_1^3 + C_1\sum_{k=1}^K |h_k(0)| \sqrt{\mathcal{J}}) + \text{log}(1 + \exp(\sqrt{\mathcal{J}})) \sqrt{\frac{2\log(2/\delta)}{n}} \tag{53}
\]

Proof. Given \( y \), \( \ell(\cdot, y) \) is Lipschitz with constant 1. And the loss function can be bounded by

\[
|\ell(f(x), y)| \leq 1 + \sqrt{\mathcal{J}} \tag{54}
\]

The proof can be completed using similar proof of Lemma 4.

**Multiple Outputs** The analysis can be also extended to neural networks with multiple outputs, provided the loss function factorizes over the dimensions of the output vector. Let \( y \in \mathbb{R}^K \) denote the target output vector, \( x \) be the input feature vector and \( \ell(f(x), y) \) be the loss function. If \( \ell(f(x), y) \) factorizes over \( k \), i.e., \( \ell(f(x), y) = \sum_{k=1}^K \ell(f_k(x), y_k) \), then we can perform the analysis for each \( \ell(f_k(x), y_k) \) as that in Section 3.2.1 separately and sum the estimation error bounds up to get the error bound for \( \ell(f(x), y) \). Here we present two examples. For multivariate regression, the loss function factorizes as \( \sum_{k=1}^K \ell(f_k(x), y_k)^2 \). We can obtain an estimation error bound for each \( (f_k(x) - y_k)^2 \) according to Theorem 1, then sum these bounds together to get the bound for \( \sum_{k=1}^K (f_k(x) - y_k)^2 \).

For multiclass classification, the commonly used loss function is cross-entropy loss: \( \ell(f(x), y) = -\sum_{k=1}^K y_k \log \hat{a}_k \), where \( a_k = \frac{\exp(f_k(x))}{\sum_{k=1}^K \exp(f_k(x))} \). We can also derive error bounds similar to that in Theorem 1 by using the composition property of Rademacher complexity. First we need to find the Lipschitz constant:

**Lemma 9.** Let \( \ell(x, y, f) \) be the cross-entropy loss,
then for any \( f, f' \)
\[
|\ell(f(x), y) - \ell(f'(x), y)| \leq \\
\frac{K - 1}{K - 1 + \exp(-2\sqrt{J})} \sum_{k=1}^{K} |f(x)_k - f'(x)_k| 
\]
(55)

Proof. Note that \( y \) is a 1-of-K coding vector where exactly one element is 1 and all others are 0. Without loss of generality, we assume \( y_{k'} = 1 \) and \( y_k = 0 \) for \( k \neq k' \). Then
\[
\ell(f(x), y) = -\log \frac{\exp(f(x)_{k'})}{\sum_{j=1}^{K} \exp(f(x)_j)} 
\]
(56)
Hence for \( k \neq k' \) we have
\[
\left| \frac{\partial \ell(f(x), y)}{\partial f(x)_{k'}} \right| = \\
\frac{1 + \sum_{j 
eq k'} \exp(f(x)_j)}{1 + (K-1)\exp(-2\sqrt{J})} 
\]
(57)
and for \( k' \) we have
\[
\left| \frac{\partial \ell(f(x), y)}{\partial f(x)_{k'}} \right| = \\
\frac{1 + \sum_{j \neq k'} \exp(f(x)_j)}{1 + (K-1)\exp(-2\sqrt{J})} 
\]
(58)
As \( \frac{K - 1}{K - 1 + \exp(-2\sqrt{J})} \geq \frac{1}{1 + (K-1)\exp(-2\sqrt{J})} \), we have proved that for any \( k \), \( \left| \frac{\partial \ell(f(x), y)}{\partial f(x)_k} \right| \leq \frac{K - 1}{K - 1 + \exp(-2\sqrt{J})} \).
Therefore
\[
\|\nabla f(x)\ell(f(x), y)\|_{\infty} \leq \frac{K - 1}{K - 1 + \exp(-2\sqrt{J})} 
\]
(59)

Using mean value theorem, for any \( f, f', \exists \xi \) such that
\[
|\ell(f(x), y) - \ell(f'(x), y)| = \\
\left| \nabla f(x) \ell(\xi(x), y) \cdot (f(x) - f'(x)) \right| 
\]
\[
\|\nabla f(x)\ell(f(x), y)\|_{\infty} \|f(x) - f'(x)\|_1 
\]
\[
\leq \frac{K - 1 + \exp(-2\sqrt{J})}{K - 1} \sum_{k=1}^{K} |f(x)_k - f'(x)_k| 
\]
(60)

With Lemma 9, we can get the Rademacher complexity of cross entropy loss by performing the Rademacher complexity analysis for each \( f(x)_k \) as that in Section 3.2.1 separately, and multiplying the sum of them by \( \frac{K - 1 + \exp(-2\sqrt{J})}{K - 1} \) to get the Rademacher complexity of \( \ell(f(x), y) \). And as the loss function can be bounded by
\[
|\ell(f(x), y)| \leq \log(1 + (K - 1)\exp(2\sqrt{J})) 
\]
(61)
we can use similar proof techniques as in Theorem 1 to get the estimation error bound.

3.3 Approximation Error

Now we proceed to investigate how the diversity of weight vectors affects the approximation error bound. For the ease of analysis, following [33], we assume the target function \( g \) belongs to a function class with smoothness expressed in the first moment of its Fourier representation: we define function class \( \Gamma_C \) as the set of functions \( g \) satisfying
\[
\int_{||x||_2 \leq C_1} |w| |\hat{g}(w)| dw \leq C 
\]
(62)
where \( \hat{g}(w) \) is the Fourier representation of \( g(x) \) and we assume \( ||x||_2 \leq C_1 \) throughout this paper. We use function \( f \) in \( \mathcal{F} = \{ f | f(x) = \sum_{j=1}^{m} a_j h(w_j^T x) \} \) which is the NN function class defined in Section 3.1 to approximate \( g \in \Gamma_C \). Recall the following conditions of \( \mathcal{F} \):
\[
\forall j \in \{1, \ldots, m\}, ||w_j||_2 \leq C_3 
\]
(63)
\[
||a||_2 \leq C_4 
\]
(64)
\[
\forall j \neq k, \rho(w_j, w_k) \geq \theta (\text{with probability at least } \tau) 
\]
(65)
where the activation function \( h(t) \) is the sigmoid function and we assume \( ||x||_2 \leq C_1 \). The following theorem states the approximation error.

Theorem 3. Given \( C > 0 \), for every function \( g \in \Gamma_C \) with \( g(0) = 0 \), for any measure \( P \), if
\[
C_1 C_3 \geq 1 
\]
(66)
\[
C_4 \geq 2 \sqrt{mC} 
\]
(67)
\[
m \leq 2(\frac{\tau}{\theta} - 1) + 1 
\]
(68)
then with probability at least \( \tau \), there is a function \( f \) in \( \mathcal{F} \) such that
\[
||g - f||_L \leq 2C(\frac{1}{\sqrt{n}} + \frac{1 + 2\ln C_1 C_3}{C_1 C_3}) + 4mCC_1 C_3 \sin(\theta') \frac{\theta'}{2} 
\]
(69)
where \( ||f||_L = \sqrt{\int_x f^2(x) dP(x)} \), \( \theta' = \min(3m\theta, \pi) \).

Note that the approximation error bound in Eq. 69 is an increasing function of \( \theta \). Hence increasing the diversity of hidden units would hurt the approximation capability of neural networks.

3.4 Proof

Before proving Theorem 3, we need the following lemma:

Lemma 10. For any three nonzero vectors \( u_1, u_2, u_3 \), let \( \theta_{12} = \arccos(\frac{u_1 \cdot u_2}{\|u_1\| \|u_2\|}) \), \( \theta_{23} = \arccos(\frac{u_2 \cdot u_3}{\|u_2\| \|u_3\|}) \), \( \theta_{13} = \arccos(\frac{u_1 \cdot u_3}{\|u_1\| \|u_3\|}) \). We have \( \theta_{13} \leq \theta_{12} + \theta_{23} \).
Proof. Without loss of generality, assume \(\|u_1\|_2 = \|u_2\|_2 = \|u_3\|_2 = 1\). Decompose \(u_1 = u_{1\perp} + u_{1\parallel}\) where \(u_{1\parallel} = c_{12}u_2\) for some \(c_{12} \in \mathbb{R}\) and \(u_{1\perp} \perp u_2\). As \(u_{1\parallel} \cdot u_2 = \cos \theta_{12}\), we have \(c_{12} = \cos \theta_{12}\) and \(\|u_{1\perp}\|_2 = \sin \theta_{12}\).

Similarly, decompose \(u_3 = u_{3\parallel} + u_{3\perp}\) where \(u_{3\parallel} = c_{23}u_2\) for some \(c_{23} \in \mathbb{R}\) and \(u_{3\perp} \perp u_2\). We have \(c_{23} = \cos \theta_{23}\) and \(\|u_{3\perp}\|_2 = \sin \theta_{23}\).

So we have

\[
\begin{align*}
\cos \theta_{13} &= u_{1\parallel} \cdot u_3 \\
&= (u_{1\parallel} + u_{1\perp}) \cdot (u_{3\parallel} + u_{3\perp}) \\
&= u_{1\parallel} \cdot u_{3\parallel} + u_{1\parallel} \cdot u_{3\perp} + u_{1\perp} \cdot u_{3\parallel} + u_{1\perp} \cdot u_{3\perp} \\
&\geq \cos \theta_{12} \cos \theta_{23} - \sin \theta_{12} \sim \theta_{23} \\
&= (\cos \theta_{12} + \theta_{23})
\end{align*}
\]

If \(\theta_{12} + \theta_{23} \leq \pi\), \(\arccos(\cos(\theta_{12} + \theta_{23})) = \theta_{12} + \theta_{23}\). As \(\arccos(\cdot)\) is monotonically decreasing, we have \(\theta_{13} \leq \theta_{12} + \theta_{23}\). Otherwise, \(\theta_{13} \leq \pi \leq \theta_{12} + \theta_{23}\). \(\square\)

In order to approximate the function class \(\Gamma_C\), we first remove the constraints \(\rho(w_j, w_k) \geq \theta\) and obtain an approximation error:

**Lemma 11.** Let \(F = \{f \mid f(x) = \sum_{j=1}^{m} \alpha_j h(w_j^T x)\}\) be the function class satisfying the following constraints:

- \(|\alpha_j| \leq 2C\)
- \(\|w_j\|_2 \leq C_3\)

Then for every \(g \in \Gamma_C\) with \(g(0) = 0\), \(\exists f' \in F\) such that

\[
\|g(x) - f'(x)\|_L \leq 2(1 + \frac{1 + 2 \ln C_1C_3}{1 + \frac{1}{\sqrt{n}}}) \leq 2C(1 + \frac{1 + 2 \ln C_1C_3}{1 + \frac{1}{\sqrt{n}}})
\]

**Proof.** Please refer to Theorem 3 in [35] for the proof. Note that the \(\tau\) used in their paper is \(C_1C_3\) here. Furthermore, we omit the bias term \(b\) as we can always add a dummy feature 1 to the input \(x\) to avoid using the bias term. \(\square\)

We also need the following lemma:

**Lemma 12.** For any \(0 < \theta < \frac{\pi}{2}\), \(m \leq 2(|\frac{2-\theta}{\theta}| + 1)\), \((w_{j})_{j=1}^{m}, \exists (w_{j})_{j=1}^{m}\) such that

\[
\begin{align*}
\forall j \neq k \in \{1, \ldots, m\}, &\rho(w_j, w_k) \geq \theta \\
\forall j \in \{1, \ldots, m\}, &\|w_j\|_2 = \|w_{j'}\|_2 \\
\forall j \in \{1, \ldots, m\}, &\arccos(\frac{w_j \cdot w_{j'}}{\|w_j\|_2 \|w_{j'}\|_2}) \leq \theta' \leq 3\theta
\end{align*}
\]

where \(\theta' = \min(3m\theta, \pi)\).

**Proof.** To simplify our notations, let \(\phi(a, b) = \arccos(\frac{a \cdot b}{\|a\| \|b\|})\). We begin our proof by considering a 2-dimensional case: Let

\[
k = \left(\frac{\pi - \theta}{\theta}\right)
\]

Let index set \(I = \{- (k + 1), -(k - 1), 1, 2, \ldots, k + 1\}\). We define a set of vectors \((e_i)_{i \in I}\): \(e_i = (\sin \theta_i, \cos \theta_i)\), where \(\theta_i \in (-\frac{\pi}{2}, \frac{\pi}{2})\) is defined as follows:

\[
\theta_i = \text{sgn}(i)(\frac{\theta}{2} + (|i| - 1)\theta)
\]

From the definition we can verify the following conclusions:

\[
\begin{align*}
\forall i \neq j \in I, &\rho(e_i, e_j) \geq \theta \\
&-\frac{\pi}{2} + \frac{\theta}{2} \leq \theta - (k+1) < -\frac{\pi}{2} + \frac{3\theta}{2} \\
&\frac{\pi}{2} - \frac{3\theta}{2} < \theta_k + 1 \leq \frac{\pi}{2} - \frac{\theta}{2} \\
\end{align*}
\]

And we can further verify that \(\forall i \in I\), there exists different \(i_1, \ldots, i_{2k+1} \in I\) such that \(\phi(e_i, e_i) \leq j\). For any \(e = (\sin \beta, \cos \beta)\) with \(\beta \in [-\frac{\pi}{2}, \frac{\pi}{2}]\), we can find \(i \in I\) such that \(\phi(e_i, e) \leq \frac{3\theta}{2}\):

- if \(\beta \geq \theta_k + 1\), take \(i = k + 1\), we have \(\phi(e_i, e) \leq \frac{\pi}{2} - \theta_k < \frac{3\theta}{2}\).
- if \(\beta \leq \theta_{k+1}\), take \(i = -(k + 1)\), we also have \(\phi(e_i, e) \leq \frac{3\theta}{2}\).
- otherwise, take \(i = \text{sgn}(\beta)(\frac{\beta - \frac{\pi}{2}}{\theta})\), we also have \(\phi(e_i, e) \leq \frac{3\theta}{2}\).

Recall that for any \(i\), there exists different \(i_1, \ldots, i_{2k+1} \in I\) such that \(\phi(e_i, e_i) \leq j\theta\), and use Lemma 10 we can draw the conclusion that for any \(e = (\sin \beta, \cos \beta)\) with \(\beta \in [-\frac{\pi}{2}, \frac{\pi}{2}]\), there exists different \(i_1, \ldots, i_{2k+2}\) such that \(\phi(e_i, e_i) \leq \frac{3\theta}{2}\theta + (j - 1)\theta = (j + \frac{1}{2})\theta\).

For any \((w_{j'})_{j=1}^{m}\), assume \(w_j' = \|w_j'\|_2(\sin \beta_j, \cos \beta_j)\), and we assume \(\beta_j \in [-\frac{\pi}{2}, \frac{\pi}{2}]\). Using the above conclusion, for \(w_j'\), we can find some \(r_j\) such that \(\phi(w_j', e_{r_j}) \leq \frac{3\theta}{2}\theta\). For \(w_j\), we can find different \(i_1, i_2\) such that \(\phi(w_{i_1}, e_{i_1}) \leq \frac{3\theta}{2}\theta < \frac{3\theta}{2}(j + \frac{1}{2})\theta\). So we can find \(r_2 \neq r_1\) such that \(\phi(w_j', e_{r_2}) \leq \frac{3\theta}{2}(j + \frac{1}{2})\theta\). Following this scheme, we can find \(r_j \neq \{i_1, \ldots, r_{j-1}\} \) and \(\phi(w_j, e_{r_j}) \leq \frac{3\theta}{2}(j + \frac{1}{2})\theta < \frac{3\theta}{2}(j + \frac{1}{2})\theta\). As we have assumed that \(m \leq 2(k + 1)\). Let \(w_j = \|w_j'\|_2e_{r_j}\), then we have constructed \((w_j)_{j=1}^{m}\) such that

\[
\begin{align*}
\forall j \in \{1, \ldots, m\}, &\rho(w_j, w_j) \leq 3m\theta \\
\forall j \in \{1, \ldots, m\}, &\|w_j\|_2 = \|w_{j'}\|_2 \\
\forall j \neq k, &\rho(w_j, w_k) \geq \theta
\end{align*}
\]
Note that we have assumed that $\forall j = 1, \cdots, m, \beta_j \in [-\frac{\pi}{2}, \frac{\pi}{2}]$. In order to show that the conclusion holds for general $w'_j$, we need to consider the case where $\beta_j \in [-\frac{\pi}{2}, \frac{\pi}{2}]$. For that case, we can let $\beta'_j = \beta_j + \pi$, then $w'_j = -w_j$. Let $w''_j = \|w'_j\|_2 (\sin \beta'_j, \cos \beta'_j)$, we can find the $e_{\rho}$ such that $\phi(w'', e_{\rho}) \leq m\theta$ following the same procedure. Let $w_j = -\|w'_j\|_2 e_{\rho}$, then $\phi(w'_j, w) = \phi(w''_j, e_{\rho}) \leq 2m\theta$ and as $\rho(-e_{\rho}, e_{\rho}) = \rho(e_{\rho}, e_{\rho})$, the $\rho(w_j, w_k) \geq \theta$ condition is still satisfied. Also note that $\phi(b, b) \leq \pi$, the proof for 2-dimensional case is completed.

Now we consider a general $d$-dimensional case. Similar to the 2-dimensional one, we construct a set of vectors with unit $l_2$ norm such that the pairwise angles $\rho(w_j, w_k) \geq \theta$ for $j \neq k$. We do the construction in two phases:

In the first phase, we construct a sequence of unit vectors indexed by $I = \{-(k+1), \cdots, -1, 1, \cdots, k+1\}$ for $N = 1$.

$$\forall i \in I, \forall \rho \in \mathbb{R}^{d} ||e_i||_2 = 1, e \cdot (1, 0, \cdots, 0) = \cos \theta$$

where $\theta_i = \text{sgn}(i)(\frac{d}{2} + |i| \theta)$ is defined as the same we did in Eq. (76). It can be shown that $\forall i \neq j, \forall e_i \in \mathcal{E}_i, e_j \in \mathcal{E}_j$,

$$\rho(e_i, e_j) \geq \theta$$

The proof is as follows. First, we write $e_i$ as $e_i = (\cos \theta_i, 0, \cdots, 0) + r_i$, where $\|r_i\|_2 = |\sin \theta_i|$. Similarly, $e_j = (\cos \theta_j, 0, \cdots, 0) + r_j$, where $\|r_j\|_2 = |\sin \theta_j|$. Hence we have

$$e_i \cdot e_j = \cos \theta_i \cos \theta_j + r_i \cdot r_j$$

Hence

$$\cos(\rho(e_i, e_j)) = \frac{|e_i \cdot e_j|}{\|e_i\| \|e_j\|}$$

$$\leq \cos \theta_i \cos \theta_j + |\sin \theta_i \sin \theta_j|$$

$$= \max(\cos(\theta_i + \theta_j), \cos(\theta_i - \theta_j))$$

We have shown in the 2-dimensional case that $\cos(\theta_i + \theta_j) \geq \cos \theta$ and $\cos(\theta_i - \theta_j) \geq \cos \theta$, hence $\rho(e_i, e_j) \geq \theta$. In other words, we have proved that for any two vectors from $\mathcal{E}_i$ and $\mathcal{E}_j$, their pairwise angle is lower bounded by $\theta$. Now we proceed to construct a set of vectors for each $\mathcal{E}_i$ such that the pairwise angles can also be lower bounded by $\theta$. The construction is as follows.

First, we claim that for any $\mathcal{E}_i$, if $\mathcal{W} \subseteq \mathcal{E}$ satisfies

$$\forall w_j \neq w_k \in \mathcal{W}, \phi(w_j, w_k) \geq \theta$$

then $|\mathcal{W}|$ is finite. In order to prove that, we first define $B(x, r) = \{ y \in \mathbb{R}^n : ||y - x||_2 < r \}$. Then $\mathcal{E}_i \subseteq \cup_{\mathcal{E} \subseteq \mathcal{E}} B(e, \frac{1 - \cos \theta}{1 + \cos \theta})$. From the definition of $\mathcal{E}_i$, it is a compact set, so the open cover has a finite subcover. Therefore we have $\exists \mathcal{V} \subseteq \mathcal{E}$ with $|\mathcal{V}|$ being finite and

$$\mathcal{E}_i \subseteq \cup_{\mathcal{V} \subseteq \mathcal{E}} B(v, \frac{1 - \cos \theta}{1 + \cos \theta})$$

Furthermore, we can verify that $\forall \mathcal{V} \subseteq \mathcal{E}, \forall e_1, e_2 \subseteq B(v, \frac{1 - \cos \theta}{1 + \cos \theta})$, $\phi(e_1, e_2) \leq \theta$. So if $\mathcal{W} \subseteq \mathcal{E}_i$ satisfies $\forall w_j \neq w_k \in \mathcal{W}, \phi(w_j, w_k) \geq \theta$, then for each $v$, $|B(v, \frac{1 - \cos \theta}{1 + \cos \theta}) \cap \mathcal{W}| = 1$. As $\mathcal{W} \subseteq \mathcal{E}_i$, we have

$$|\mathcal{W}| = |\mathcal{W} \cap \mathcal{E}_i|$$

$$= |\mathcal{W} \cap (\cup_{\mathcal{V} \subseteq \mathcal{E}} B(v, \frac{1 - \cos \theta}{1 + \cos \theta}))|$$

$$= |\cup_{\mathcal{V} \subseteq \mathcal{E}} \mathcal{W} \cap B(v, \frac{1 - \cos \theta}{1 + \cos \theta})|$$

$$\leq \sum_{\mathcal{V} \subseteq \mathcal{E}} |\mathcal{W} \cap B(v, \frac{1 - \cos \theta}{1 + \cos \theta})|$$

$$\leq |\mathcal{V}|$$

Therefore, we have proved that $|\mathcal{W}|$ is finite. Using that conclusion, we can construct a sequence of vectors $w_j \in \mathcal{E}_j(j = 1, \cdots, l)$ in the following way:

1. Let $w_1 \in \mathcal{E}_i$ be any vector in $\mathcal{E}_i$.

2. For $j = 2, \cdots$, let $w_j \in \mathcal{E}_i$ be any vector satisfying

$$\forall k = 1, \cdots, j - 1, \phi(w_j, w_k) \geq \theta$$

$$\exists k \in \{1, \cdots, j - 1\}, \phi(w_j, w_k) = \theta$$

until we cannot find such vectors any more.

3. As we have proved that $|\mathcal{W}|$ is finite, the above process will end in finite steps. Assume that the last vector we found is indexed by $l$.

We can verify that such constructed vectors satisfy

$$\forall j \neq k \in \{1, \cdots, l\}, \rho(w_j, w_k) \geq \theta$$

Note that due to the construction, $\phi(w_j, w_k) \geq \theta$, as $\rho(w_j, w_k) = \min(\phi(w_j, w_k), \pi - \phi(w_j, w_k))$, we only need to show that $\pi - \phi(w_j, w_k) \geq \theta$. To show that, we use the definition of $\mathcal{E}_i$ to write $w_j$ as $w_j = (\cos \theta_i, 0, \cdots, 0) + r_j$, where $\|r_j\|_2 = |\sin \theta_i|$. Similarly, $w_k = (\cos \theta_i, 0, \cdots, 0) + r_k$, where $\|r_k\|_2 = |\sin \theta_i|$. Therefore $\cos(\phi(w_j, w_k)) = w_j \cdot w_k \geq \cos^2 \theta_i - \sin^2 \theta_i = \cos(2\theta_i) \geq \cos(\pi - \theta)$, where the last inequality follows from the construction of $\theta_i$. So $\pi - \phi(w_j, w_k) \geq \theta$, the proof for $\rho(w_j, w_k) \geq \theta$ is completed.

Now we will show that $\forall \mathcal{V} \subseteq \mathcal{E}_i$, we can find $j \in \{1, \cdots, l\}$ such that $\phi(e, w_j) \leq \theta$. We prove it by contradiction: assume that there exists $e$ such that
\[\min_{j \in \{1, \ldots, t\}} \phi(e, w_j) > \theta,\] then as \(E_j\) is a connected set, there is a path \(q : t \in [0, 1] \to E_j\) connecting \(e\) to \(w_1\), and when \(t = 0\), the path starts at \(q(0) = e\); when \(t = 1\), the path ends at \(q(1) = w_1\). We define functions \(r_j(t) = \phi(q(t), w_j)\) for \(t \in [0, 1]\) and \(j = 1, \ldots, l\). It is straightforward to see that \(r_j(t)\) is continuous, hence \(\min_j(r_j(t))\) is also continuous. As \(\min_j(r_j(0)) > \theta\) and \(\min_j(r_j(0)) = 0 < \theta\), there exists \(t^* \in (0, 1)\) such that \(\min_j(r_j(t^*)) = \theta\). Then \(q(t^*)\) satisfies Condition 91 which contradicts the construction in \(W\) as the construction only ends when we cannot find such vectors. Hence we have proved that

\[\forall e \in E_1, \exists j \in \{1, \ldots, l\}, \phi(e, w_j) \leq \theta\]  \hspace{1cm} (94)

Now we can proceed to prove the main lemma. For each \(i \in I\), we use Condition 91 to construct a sequence of vectors \(w_{ij}\). Then such constructed vectors \(w_{ij}\) have pairwise angles greater than or equal to \(\theta\). Then for any \(e \in \mathcal{R}^d\) with \(\|e\|_2 = 1\), we write \(e\) in sphere coordinates as \(e = (\cos r_1, \sin r_1 \cos r_2, \ldots, \prod_{j=2}^d \sin r_j)\). Use the same method as we did for the 2-dimensional case, we can find \(\theta_i\) such that \(|\theta_i - r| \leq \frac{3}{2}\theta\). Then \(e' = (\cos \theta_i, \sin \theta_i \cos r_2, \ldots, \sin \theta_i \prod_{j=2}^d \sin r_j) \in E_1\). It is easy to verify that \(\phi(e, e') = |\theta_i - r| \leq \frac{3}{2}\theta\). As \(e' \in E_1\), there exists \(w_{ij}\) as we constructed such that \(\phi(e', w_{ij}) \leq \theta\). So \(\phi(e, w_{ij}) \leq \phi(e, e') + \phi(e', w_{ij}) \leq \frac{5}{2}\theta < 3\theta\). So we have proved that for any \(e \in \mathcal{R}^d\) with \(\|e\|_2 = 1\), we can find \(w_{ij}\) such that \(\phi(e, w_{ij}) < 3\theta\).

For any \(w_{ij}\), assume \(i + 1 \in I\), we first project \(w_{ij}\) onto \(w^* \in E_{i+1}\) with \(\phi(w_{ij}, w^*) \geq \frac{3}{2}\theta\), then we find \(w_{i+1,j'} \in E_{i+1}\) such that \(\phi(w_{i+1,j'}, w^*) \leq \theta\). So we have found \(w_{i+1,j'}\) such that \(\phi(w_{ij}, w_{i+1,j'}) \leq \frac{5}{2}\theta < 3\theta\). We can use similar scheme to prove that \(w_{ij}\), there exists different \(w_{i_1,j_1}, \ldots, w_{i_2k+1,j_2k+1}\) such that \((i_r, j_r) \neq (i, j)\) and \(\phi(w_{ij}, u_{i_r,j_r}) \leq 3r\theta\). Following the same proof as the 2-dimensional case, we can prove that if \(m \leq 2k + 1\), then we can find a set of vectors \(\{w_j\}_{j=1}^m\) such that

\[\forall j \in \{1, \ldots, m\}, \phi(w_j, w_j) \leq \phi(3m\theta, \pi)\]  \hspace{1cm} (95)

\[\forall j \in \{1, \ldots, m\}, \|w_j\|_2 \leq \|w_j\|_2\]  \hspace{1cm} (96)

\[\forall j \neq k, \rho(w_j, w_k) \geq \theta\]  \hspace{1cm} (97)

The proof completes. \(\Box\)

**Lemma 13.** For any \(f' \in F'\), \(\exists f \in F''\) such that

\[\|f' - f\|_L \leq 4mCC_1C_3 \sin \left(\frac{\theta'}{2}\right)\]  \hspace{1cm} (98)

where \(\theta' = \min(3m\theta, \pi)\).

**Proof.** According to the definition of \(F'\), \(\forall f' \in F'\), there exists \((\alpha_{ij})_{j=1}^m, (w_{ij})_{j=1}^m\) such that

\[f' = \sum_{j=1}^m \alpha_{ij} h(w_j^T x)\]  \hspace{1cm} (99)

\[\forall j \in \{1, \ldots, m\}, |\alpha_{ij}| \leq 2C\]  \hspace{1cm} (100)

\[\forall j \in \{1, \ldots, m\}, \|w_j\|_2 \leq C_4\]  \hspace{1cm} (101)

According to Lemma 12 there exists \((w_{ij})_{j=1}^m\) such that

\[\forall j \neq k \in \{1, \ldots, m\}, \rho(w_j, w_k) \geq \theta\]  \hspace{1cm} (102)

\[\forall j \in \{1, \ldots, m\}, \|w_j\|_2 \leq \|w_j\|_2\]  \hspace{1cm} (103)

\[\forall j \in \{1, \ldots, m\}, \alpha_j \leq C_3 \sin \left(\frac{\theta'}{2}\right)\]  \hspace{1cm} (104)

where \(\theta' = \min(3m\theta, \pi)\). Let \(f = \sum_{j=1}^m \alpha_j h(w_j^T x)\), then \(\|f\|_2 \leq \frac{1}{\sqrt{m}}\|\alpha\|_1 \leq 2\sqrt{mC} \leq C_4\). Hence \(f \in F\). Then all we need to do is to bound \(\|f' - f\|_L:\)

\[\|f - f'\|_L^2 = \int_{\|x\|_2 \leq C_1} (f(x) - f'(x))^2 dP(x)\]

\[= \int_{\|x\|_2 \leq C_1} (\sum_{j=1}^m \alpha_j h(w_j^T x) - \sum_{j=1}^m \alpha_{ij} h(w_j^T x))^2 dP(x)\]

\[= \int_{\|x\|_2 \leq C_1} (\sum_{j=1}^m \alpha_j (h(w_j^T x) - h(w_j^T x))^2 dP(x)\]

\[= \int_{\|x\|_2 \leq C_1} (\sum_{j=1}^m (\|w_j - w_j\|_2^2)^2 dP(x)\]

As \(\arccos \left(\frac{\|w_j - w_j\|_2}{\|w_j\|_2 \|w_j\|_2}\right) \leq \theta'\), we have \(w_j \cdot w_j' \geq \|w_j\|_2 \cos \theta'\). Hence

\[\|w_j - w_j\|_2^2 \leq 2\|w_j\|_2 - 2w_j \cdot w_j'\]

\[\leq 4C_3^2 \sin^2 \left(\frac{\theta'}{2}\right)\]  \hspace{1cm} (106)

Substituting back to Eq. (105), we have

\[\|f - f'\|_L^2 \leq C_1^2 \int_{\|x\|_2 \leq C_1} (\sum_{j=1}^m (\|w_j\|_2^2 - 2w_j \cdot w_j')^2 dP(x)\]

\[\leq 16m^3 C_3^2 C_1^2 \sin^2 \left(\frac{\theta'}{2}\right)\]  \hspace{1cm} (107)

With this lemma, we can proceed to prove Theorem 3.

For every \(g \in \Gamma_C\) with \(g(0) = 0\), according to Lemma 11 \(\exists f' \in F'\) such that

\[\|g - f'\|_L \leq 2C\left(\frac{1}{\sqrt{m}} + \frac{1 + 2\ln C_1 C_4}{C_1 C_4}\right)\]  \hspace{1cm} (108)

According to Lemma 13 we can find \(f \in F\) such that

\[\|f - f'\|_L \leq 4mCC_1C_3 \sin \left(\frac{\theta'}{2}\right)\]  \hspace{1cm} (109)

The proof is completed by noting

\[\|g - f\|_L \leq \|g - f\|_L + \|f' - f\|_L\]  \hspace{1cm} (110)
4 Experiments

In this section, we present the experimental results on MAR-NN. Specifically, we are interested in how the performance of neural networks varies as the trade-off parameter $\lambda$ in MAR-NN increases. A larger $\lambda$ would induce a stronger regularization, which generates a larger angle lower bound $\theta$. We apply MAR-NN for phoneme classification [36] on the TIMIT [7] speech dataset. The inputs are MFCC features extracted with context windows and the outputs are class labels generated by the HMM-GMM model through forced alignment [36]. The feature dimension is 360 and the number of classes is 2001. There are 1.1 million data instances in total. We use 70% data for training and 30% for testing. The activation function is sigmoid and loss function is cross-entropy. The networks are trained with stochastic gradient descent and the mini-batch size is 100.

Figure 1 shows the testing accuracy versus the trade-off parameter $\lambda$ achieved by four neural networks with one hidden layer. The number of hidden units varies in {50, 100, 200, 300}. As can be seen from these figures, under various network architectures, the best accuracy is achieved under a properly chosen $\lambda$. For example, for the neural network with 100 hidden units, the best accuracy is achieved when $\lambda = 0.01$. These empirical observations are aligned with our theoretical analysis that the best generalization performance is achieved under a proper diversity level. Adding this regularizer greatly improves the performance of neural networks, compared with unregularized NNs. For example, in a NN with 200 hidden units, the mutual angular regularizer improves the accuracy from $\sim$0.415 (without regularization) to 0.45.

5 Related Works

5.1 Diversity-Promoting Regularization

Diversity-promoting regularization approaches, which encourage the parameter vectors in machine learning models to be different from each other, have been widely studied and found many applications. Early works [37, 38, 39, 40, 41, 42, 43] explored how to select a diverse subset of base classifiers or regressors in ensemble learning, with the aim to improve generalization error and reduce computational complexity. Recently, [27, 1, 25] studied the diversity regularization of latent variable models, with the goal to capture long-tail knowledge and reduce model complexity. In a multi-class classification problem, [44] proposed to use the determinant of the covariance matrix to encourage classifiers to be different from each other. Our work focuses on the theoretical analysis of diversity regularized latent variable models, using neural network as an instance to study how the mutual angular regularizer affects the generalization error.

5.2 Regularization of Neural Networks

Among the vast amount of neural network research, a large body of works have been devoted to regularizing the parameter learning of NNs [45, 46], to restrict model complexity, prevent overfitting and achieve better generalization on unseen data. Widely studied and applied regularizers include L1 [47], L2 regularizers [45, 2], early stopping [2], dropout [46] and DropConnect [48]. In this paper, we study a new type of regularization approach of NN: diversity-promoting regularization, which bears new properties and functionalities complementary to the existing regularizers.

5.3 Generalization Performance of Neural Networks

The generalization performance of neural networks, in particular the approximation error and estimation error, has been widely studied in the past several decades. For the approximation error, [49] demonstrated that finite linear combinations of compositions of a fixed, univariate function and a set of affine functionals can uniformly approximate any continuous function. [50] showed that neural networks with a single hidden layer, sufficiently many hidden units and arbitrary bounded and nonconstant activation function are universal approximators. [51] proved that multi-
layer feedforward networks with a non-polynomial activation function can approximate any function. Various error rates have also been derived based on different assumptions of the target function. [32] showed that if the target function is in the hypothesis set formed by neural networks with one hidden layer of $m$ units, then the approximation error rate is $O(1/\sqrt{m})$. [33] showed that neural networks with one layer of $m$ hidden units and sigmoid activation function can achieve approximation error of order $O(1/\sqrt{m})$, where the target function is assumed to have a bound on the first moment of the magnitude distribution of the Fourier transform. [33] proved that if the target function is of the form $f(x) = \int_Q c(w, b) h(w^T x + b) d\mu$, where $c(\cdot, \cdot) \in L_\infty(Q, \mu)$, then neural networks with one layer of $m$ hidden units can approximate it with an error rate of $n^{-1/2-1/(2d)} \sqrt{\log n}$, where $d$ is the dimension of input $x$. As for the estimation error, please refer to [32] for an extensive review, which introduces various estimation error bounds based on VC-dimension, flat-shattering dimension, pseudo dimension and so on.

6 Conclusions

In this paper, we provide theoretical analysis regarding why the diversity-promoting regularizers can lead to better latent variable modeling. Using neural network as an instance, we analyze how the generalization performance of supervised latent variable models is affected by the mutual angular regularizer. Our analysis shows that increasing the diversity of hidden units leads to the decrease of estimation error bound and increase of approximation error bound. Overall, if the diversity level is set appropriately, a low generalization error can be achieved. The empirical experiments demonstrate that with mutual angular regularization, the performance of neural networks can be greatly improved and the empirical observations are consistent with the theoretical implications.
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