An essential role for the SHIP2-dependent negative feedback loop in neuritogenesis of nerve growth factor–stimulated PC12 cells
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Introduction

Neuritogenesis is an essential event in making the complex architecture of neuronal networks. Initially, the original round shape of neurons is broken down to make buds. Thereafter, some protrusions are selected and stabilized into neurites. These morphological changes are accompanied by the cytoskeletal rearrangement of actin and microtubules (da Silva and Dotti, 2002). Rho-family GTPases (RhoA, Rac1, and Cdc42) play central roles in cytoskeletal regulation involved in a range of cellular functions, including axon growth and guidance, dendritic elaboration, and the formation of synapses (Van Aelst and D’Souza-Schorey, 1997; Hall, 1998). Also, they are committed to neuronal morphogenesis, including axon growth and guidance, dendritic elaboration, and the formation of synapses (Luo, 2000; Govek et al., 2005). Our previous studies using fluorescence resonance energy transfer (FRET)–based probes have shown that Rac1 and Cdc42 are locally and repetitively activated at protruding sites during neurite outgrowth in NGF-stimulated PC12 cells and in sensory neurons (Aoki et al., 2004; Nakamura et al., 2005), suggesting that their local activation is required for neurite outgrowth.

The local accumulation of phosphatidylinositol (3,4,5) trisphosphate (IP₃) and resulting activation of Rac1/Cdc42 play a critical role in nerve growth factor (NGF)–induced neurite outgrowth. To further explore the mechanism, we visualized IP₃, phosphatidylinositol (3,4) bisphosphate, and Rac1/Cdc42 activities by fluorescence resonance energy transfer (FRET) imaging in NGF-stimulated PC12 cells. Based on the obtained FRET images, and with the help of in silico kinetic reaction model, we predicted that IP₃-phosphatase positively regulates IP₃ upon NGF stimulation. In agreement with this model, depletion of Src homology 2 domain–containing inositol polyphosphate 5-phosphatase 2 (SHIP2) markedly potentiated NGF-induced Rac1/Cdc42 activation and IP₃ accumulation and considerably increased the number and the length of neurites in phosphate and tensin homologue–depleted PC12 cells. Further refinement of the computational model predicted Rac1 regulation of PI3-kinase and SHIP2, which was also validated experimentally. We propose that the SHIP2-mediated negative feedback on IP₃ coordinates with the PI3-kinase–mediated positive feedback to form an initial protrusive pattern and, later, to punctuate the IP₃ accumulation to maintain proper neurite outgrowth.
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However, the dynamic and interdependent properties of this signaling network make it difficult to analyze these negative regulators intuitively. We have therefore used in silico simulation of the kinetic reaction (Sasagawa et al., 2005; Fujioka et al., 2006) as a tool to help generate hypotheses and to validate the reliability of experimental results.

In this study, we demonstrate that two phosphatidylinositol (3,4,5) trisphosphate (PIP₃) phosphatases, i.e., Src homology 2 domain–containing inositol phosphatase 2 (SHIP2) and phosphate and tensin homologue (PTEN), act as key molecules of negative regulation in the NGF–PI3K–Rac1/Cdc42 signaling network. Depletion of SHIP2 and PTEN by RNA interference markedly potentiated NGF-induced Rac1/Cdc42 activation and PIP₃ accumulation and substantially increased the number and the length of neurites in PC12 cells. Moreover, our computational and experimental studies showed the presence of an NGF-dependent negative feedback from Rac1 to SHIP2. This negative feedback loop has previously been unexpected. Finally, direct activation of PI3K and SHIP2 by Rac1 was indicated by acute Rac1 activation using the inducible translocation technique. We propose that SHIP2 and PTEN work coordinately with positive regulators to form the initial protrusive pattern and, after initial neuritogenesis, punctuate the PIP₃ accumulation to maintain proper neurite outgrowth in neuronal cells.

Results

NGF-induced negative regulation of PIP₃, Rac1, and Cdc42

We examined the effect of shutting down TrkA activity on the regulation of PIP₃, Rac1, and Cdc42 in NGF-treated PC12 cells.

As a control, Fig. 1 A shows the spatiotemporal change of PIP₃ level and Rac1/Cdc42 activity after NGF stimulation. Immediately after NGF addition (<5 min), PI3-kinase, Rac1, and Cdc42 were transiently activated in broad areas at the cell periphery, where the lamellipodial extension was concurrently observed. Thereafter, the local accumulation of PIP₃ and active Rac1 and Cdc42 was observed at the protruding tips (>10 min). Next, we inhibited TrkA phosphorylation with 10 nM K252a at 10 min after NGF addition (Fig. S1, available at http://www.jcb.org/cgi/content/full/jcb.200609017/DC1). K252a treatment immediately induced a transient decrease in Rac1 activity to below the basal level and the suppression of cell protrusion (Fig. 1, B and E, red line). Rac1 activity and the morphological repression returned to the basal levels within 20 min. A similar change was observed for PIP₃ level and Cdc42 activity (Fig. 1, D and F, red lines). Meanwhile, without NGF pretreatment, K252a did not induce any changes in the PIP₃ level or Rac1/Cdc42 activity (Fig. S1 D). Therefore, the K252a-induced suppression in NGF-treated cells indicated the presence of an NGF-dependent negative regulation of PIP₃, Rac1, and Cdc42. We similarly examined the effect of LY294002, a specific PI3-kinase inhibitor. 20 μM LY294002 treatment at 10 min after NGF addition decreased the PIP₃ concentration and Rac1/Cdc42 activity to below the basal level for >20 min (Fig. 1, C–F, green lines). The addition of LY294002 without NGF pretreatment also suppressed the PIP₃ concentration and Rac1/Cdc42 activity to below the basal level (Fig. S1 E). The kinetics of the LY294002-induced down-regulation of Rac1/Cdc42 activity in unstimulated cells (Fig. S1 E) was comparable to that of NGF-stimulated cells (Fig. 1, E and F).
This observation excludes GTPase-activating proteins (GAPs) for Rac1 and Cdc42 from the potential NGF-dependent negative regulator.

### Monitoring of PI(3,4)P₂ levels after NGF stimulation

To obtain a clue for identifying the negative regulators of PIP₃, Rac1, and Cdc42, we examined the change in phosphatidylinositol (3,4) bisphosphate (PI(3,4)P₂) level after NGF stimulation. The basic structure of the FRET probe for PI(3,4)P₂ named Pippi-PI(3,4)P₂ (Yoshizaki et al., 2007) was identical to that of the PIP₃ reporter Pippi-PIP₃/flip-pm (Sato et al., 2003) except that the pleckstrin homology (PH) domain of TAPP1, which binds specifically to PI(3,4)P₂ (Dowler et al., 2000), was substituted for the PH domain of general receptor of phosphoinositides (GRP). Upon NGF stimulation of PC12 cells, PI(3,4)P₂ was rapidly produced and then gradually decreased (Fig. 2, A [top] and B [blue line]). The spatiotemporal pattern of PI(3,4)P₂ production was different from that of PIP₃; the increase in PI(3,4)P₂ showed a wide distribution throughout the cells and was sustained above the basal level for >30 min. K252a or LY294002 treatment at 10 min after NGF stimulation gradually decreased PI(3,4)P₂ to or below the basal level, respectively (Fig. 2, A [middle and bottom] and B [red and green lines]).

A PI-5-phosphatase generates PI(3,4)P₂ from PIP₃. If this 5-phosphatase activity is NGF independent, the time course of PI(3,4)P₂ level after K252a treatment should be similar to that of PIP₃ level. However, this was not the case. Thus, the 5-phosphatase is a candidate for NGF-dependent negative regulator of PIP₃.

### Modeling and computational simulation of the NGF–PIP₃–Rac1 signaling pathway

We attempted to construct a simple kinetic model (Fig. 2 C and Fig. S2, available at http://www.jcb.org/cgi/content/full/jcb.200609017/DC1) that could reproduce the behaviors of PIP₃, Rac1, Cdc42, and PI(3,4)P₂ in NGF-treated PC12 cells. At first, we determined the concentration of TrkA, p85 (a regulatory subunit of PI3-kinase), Vav2, and Rac1 in PC12 cells (Fig. S2, G and H; and Table I). Then, we constructed the kinetic model by assuming (1) that the putative 3-phosphatase activity on PIP₃ was constant with and without NGF, (2) that TrkA activated both PI3-kinase and a putative 5-phosphatase for PIP₃ upon NGF stimulation (based on the results in Fig. 1 D and Fig. 2 B), and (3) that the kinetics of the 5-phosphatase for PIP₃ (activation and inactivation rates) were slower than that of PI3-kinase (Fig. 2, E and F, blue lines). We simulated this minimal model numerically in silico and demonstrated that the model approximately reproduced the results of our experiments (Fig. 2, G–I). This implies that NGF-induced PI-5-phosphatase activity inhibited an excess production of PIP₃ by NGF stimulation and that the constant activity of PI-3-phosphatase determined the basal level of PIP₃.

### Depletion of SHIP2 and PTEN and validation of kinetic simulation

To validate our kinetic model, we used targeted depletion of candidate phosphatases for PIP₃ by RNA interference. Candidates for such PI-5- and PI-3-phosphatases include SHIP2 and PTEN, respectively, which are expressed in a wide range of tissues, including neuronal cells. We used a short hairpin RNA (shRNA) expression vector with the pac gene to allow selection
of shRNA-expressing cells with puromycin. In SHIP2 or PTEN shRNA-expressing cells, 80–90% of endogenous SHIP2 or PTEN protein was depleted, respectively (Fig. 3 A). In Fig. 3 (B–D), K252a was added to the control or knockdown cells at 10 min after NGF stimulation. In the control and PTEN-depleted cells, K252a treatment induced a transient decrease in the level of PIP3 and in the activity of Rac1/Cdc42 to below the basal level (Fig. 3, B–D, blue and green lines). However, in the SHIP2-knockdown cells, the PIP3 level and Rac1/Cdc42 activity decreased only up to the basal level after K252a addition (Fig. 3, B–D, red lines). Therefore, SHIP2 was responsible for the NGF-dependent negative regulation of PIP3. The data in Fig. 3 E and Fig. S3 (A–C; available at http://www.jcb.org/cgi/content/full/jcb.200609017/DC1) confirmed that SHIP2 and PTEN had a major role in P(3,4)P2 production and degradation after NGF stimulation of PC12 cells, respectively.

Hyperaccumulation of PIP3 and overactivation of Rac1/Cdc42 in NGF-treated PC12 cells deficient for SHIP2 and PTEN

Next, we examined roles of SHIP2 and PTEN in PIP3 production and Rac1/Cdc42 activation after NGF stimulation. In the SHIP2 and PTEN double-knockdown cells, marked and prolonged activation of Rac1 and Cdc42 was observed upon NGF stimulation, although there was no substantial difference amongst the control, SHIP2-knockdown, and PTEN-knockdown cells (Fig. 4, A–C). Furthermore, the SHIP2 and PTEN double-knockdown cells exhibited a sustained lamellipodial structure and delayed localization of Rac1 activity (Fig. 4 A). However, we could not detect a further increase in PIP3 levels, as monitored by Pippi-PIP3, in the knockdown cells as compared with the control cells (Fig. 4 D). This seemed strange considering the results on Rac1/Cdc42 activity in double-knockdown cells (Fig. 4, A–C); thus, we assumed that the PIP3 production in these cells exceeded the upper limit of detection by Pippi-PIP3.

To overcome this difficulty, we developed another method to semiquantitatively measure the amount of PIP3 using EGFP-tagged GRP (for detail, see Fig. S4, available at http://www.jcb.org/cgi/content/full/jcb.200609017/DC1). Figure 3 (A) shows that the control cells showed a transient translocation of GRP-EGFP by 2 min after the addition of NGF. In contrast, the SHIP2 and PTEN double-knockdown cells demonstrated a massive and sustained translocation of GRP-EGFP upon NGF stimulation (Fig. 4 F). These results suggested that the depletion of SHIP2 and PTEN caused the sustained overproduction of PIP3 (orange line). The SHIP2-knockdown cells (red line) showed no difference from the control cells (blue line), whereas in the PTEN-knockdown cells (green line), a transient PIP3 overproduction was observed in the early phase after NGF treatment (<10 min).

NGF-dependent negative feedback loop from Rac1 to SHIP2

To reproduce the temporal pattern of PIP3 production in knockdown cells (Fig. 4 G), we improved the initial model by introducing NGF-dependent positive and negative feedback loops (Fig. 5 A). In SHIP2- and PTEN-knockdown cells of Fig. 4 G, the level of PIP3 was transiently increased upon NGF stimulation and returned to the basal levels during the late phase (>10 min). However, this was not reproduced in our initial model (Fig. 5 B).

Table I. The number and concentration of TrkA, p85, Vav2, Rac1, SHIP2, and PTEN in PC12 cells

| Protein | Number per cell | Concentration* | μM/cell |
|---------|-----------------|----------------|---------|
| TrkA    | 3.2 x 10^5      | 0.24           |         |
| p85     | 1.2 x 10^5      | 0.091          |         |
| Vav2    | 4.1 x 10^5      | 0.31           |         |
| Rac1    | 1.1 x 10^6      | 0.80           |         |
| SHIP2   | 4.4 x 10^5      | 0.33           |         |
| PTEN    | 4.6 x 10^4      | 0.035          |         |

*Concentration was calculated from the number of molecules per cell volume. The diameter of a suspended PC12 cell was 16.1 μm; therefore, the volume was 2.2 pl.
To resolve this contradiction, we added a negative feedback loop from Rac1 to SHIP2 to our model (Fig. 5 A). In this improved model, computer simulations of SHIP2- and PTEN-knockdown cells reproduced a return to the basal level in the late phase (Fig. 5 C). A transient PI3 overproduction in the early phase of NGF stimulation in PTEN-knockdown cells was also reproduced. Furthermore, the depletion of both SHIP2 and PTEN in the improved model showed an overproduction of PI3 upon NGF stimulation, as observed in Fig. 4 G.

Next, we attempted to provide evidence of this negative feedback from Rac1 to SHIP2. The production of PI(3,4)P2 and PI3 in PC12 cells expressing the dominant-negative mutant of Rac1 (Rac1N17) was examined. Our improved model predicted that the expression of Rac1N17 would inhibit the up-regulation of SHIP2 by Rac1, leading to a decrease in PI(3,4)P2 production and an increase in PI3 production (Fig. 5 D and G). We monitored the change of PI(3,4)P2 levels in PC12 cells expressing Rac1N17 and demonstrated that PI(3,4)P2 production induced by NGF treatment was decreased as compared with the control cells (Fig. 5, E and F). Further, NGF-induced PI3 production was increased in the Rac1N17-expressing cells (Fig. 5, H and I). Interestingly, the local accumulation of PI3 was not observed in Rac1N17-expressing cells (Fig. 5 I), suggesting the involvement of SHIP2 in localizing the PI3 production during NGF treatment.

Excess number and length of neurites in PC12 cells deficient for SHIP2 and PTEN

We examined the effect of depletion of SHIP2 and PTEN on NGF-induced neurite outgrowth in PC12 cells. In the absence of NGF, depletion of SHIP2 and/or PTEN did not induce any neurites in PC12 cells (Fig. S3 D). Within 60 h of treatment with NGF, the control PC12 cells transfected with an empty pSUPER vector developed neurites (Fig. 6 A, top left). It is remarkable that depletion of both SHIP2 and PTEN caused a considerable increase in the number and the length of neurites extending from cell bodies (Fig. 6 A, bottom right). The proportions of neurite-bearing cells showed no clear difference among the control and single- and double-knockdown cells (Fig. 6 B). However, the depletion of both SHIP2 and PTEN obviously increased the fraction of cells having more than five neurites, although there was no clear difference between the control and single-knockdown cells (Fig. 6 C). This increase in the neurite number of double-knockdown cells seemed consistent with the sustained overproduction of PI3 and the overactivation of Rac1 and Cdc42 during NGF treatment in these cells. We noted that differentiated PC12 cells deficient for SHIP2 had longer neurites as compared with controls (Fig. 6, D and E). The length of neurites in double-knockdown cells was even longer than that in the SHIP2-knockdown cells.

To further explore the role of SHIP2 and PTEN on the number and the length of neurites, we varied the intervals between the transfection of shRNA vectors and NGF stimulation (Fig. S3, E–H). The decay of SHIP2 and PTEN after the transfection was determined in a preliminary experiment (Fig. S3 D). When pSUPER-SHIP2 and pSUPER-PTEN were transfected on the day of NGF stimulation (KD 0 d), neither the number nor the length of neurites did not increase, whereas the number and the length of neurites increased substantially when the shRNA vectors were transfected 2 or 3 d before NGF stimulation.
Intriguingly, the transfection of the shRNA vectors 1 d before NGF stimulation increased the neurite length without affecting its number (Fig. S3, F–H). These observations indicate that the increase in PIP3 and the following cytoskeletal changes observed immediately after NGF stimulation play a pivotal role in the determination of the number of neurites in the differentiated PC12 cells.

NGF-dependent positive feedback loop from Rac1 to PI3-kinase

We investigated Rac1-mediated PI3-kinase activation by using the inducible translocation technique to rapidly activate Rac1.
Rapamycin triggers the heterodimerization of a Lyn N-terminal sequence-tagged FRB (LDR) with an FKBP-fused protein. FKBP-Tiam1 translocated to the plasma membrane after rapamycin addition and activated Rac1 within 2 min (Fig. 7 A, left). However, we could not detect a rapamycin-triggered production of PIP3 (Fig. 7 A, middle) or PI(3,4)P2 (Fig. 7 A, right). These findings clearly demonstrated that Rac1 activation alone is not sufficient for PI3-kinase activation and argue against a positive feedback loop composed of Rac1 and PI3-kinase. Therefore, we next treated the PC12 cells expressing LDR, FKBP (blue), or FKBP-Tiam1 (red) and the indicated FRET probe with rapamycin at 15 min after NGF addition. The means of normalized FRET/CFP ratios of Rac1 (left), PIP3 (middle), and PI(3,4)P2 (right) are shown. The number of experiments is as follows: Rac1 (FKBP, n = 10; FKBP-Tiam1, n = 8), PIP3 (FKBP, n = 7; FKBP-Tiam1, n = 8), PI(3,4)P2 (FKBP, n = 8; FKBP-Tiam1, n = 6). Error bars indicate SD. (B) PC12 cells expressing LDR, FKBP (blue), or FKBP-Tiam1 (red) and the indicated FRET probe were serum starved, stimulated with NGF, and treated with rapamycin at 15 min after NGF addition. The means of normalized FRET/CFP ratios of Rac1 (left), PIP3 (middle), and PI(3,4)P2 (right) are shown. The number of experiments is as follows: Rac1 (FKBP, n = 3; FKBP-Tiam1, n = 7), PIP3 (FKBP, n = 5; FKBP-Tiam1, n = 7), PI(3,4)P2 (FKBP, n = 6; FKBP-Tiam1, n = 8). Error bars indicate SD. (C) PC12 cells expressing LDR, FKBP (blue), or FKBP-Tiam1 (red) and the indicated FRET probe were serum starved, stimulated with NGF, and treated with rapamycin at 15 min after NGF addition. The means of normalized FRET/CFP ratios of Rac1 (left), PIP3 (middle), and PI(3,4)P2 (right) are shown. The number of experiments is as follows: Rac1 (FKBP, n = 3; FKBP-Tiam1, n = 7), PIP3 (FKBP, n = 5; FKBP-Tiam1, n = 7), PI(3,4)P2 (FKBP, n = 6; FKBP-Tiam1, n = 8). Error bars indicate SD. (D) Results of computer simulation for Rac1 (left), PIP3 (middle), and PI(3,4)P2 (right) are shown. Blue or red lines indicate the results of NGF addition (at 0 min) followed by rapamycin treatment (at 15 min) in FKBP- or FKBP-Tiam1-expressing cells, respectively.

Mechanism of initial budding of neurites in PC12 cells

Finally, we investigated the mechanism of determining neurite-budding sites from cell bodies. During the chemotaxis of Dictyostelium, the combination of a PIP3-dependent positive

Figure 7. NGF-dependent positive feedback loop. (A) LDR and FKBP (blue) or FKBP-Tiam1 (red) were transfected with pRaichu-Rac1 (left), pPippi-PIP3 (middle), or pPippi-PI(3,4)P2 (right). After serum starvation, the cells were treated with 50 nM rapamycin. The means of normalized FRET/CFP ratios are shown as described in the legend to Fig. 1 (D and E). The number of experiments is as follows: Rac1 (FKBP, n = 3; FKBP-Tiam1, n = 7), PIP3 (FKBP, n = 5; FKBP-Tiam1, n = 7), PI(3,4)P2 (FKBP, n = 6; FKBP-Tiam1, n = 8). Error bars indicate SD.
feedback at the cell front and localization of PTEN at the side and back of the cell has been shown to establish cell polarity (Iijima et al., 2002; Merlot and Firtel, 2003). In PC12 cells, Vav2 and Vav3 were translocated to the plasma membrane in response to NGF (Aoki et al., 2005). Thus, we examined the localization of SHIP2 and PTEN during the neuritogenesis. Upon NGF stimulation, SHIP2 was rapidly recruited to lamellipodia and protrusions, whereas PTEN did not show any translocation (Fig. S5, A–F, available at http://www.jcb.org/cgi/content/full/jcb.200609017/DC1). This observation indicates that the mechanism of initial neurite budding in PC12 cells is different from that of the polarity formation in Dictyostelium. On the other hand, the existence of both positive and negative feedback loops in the induction of neurites raises the possibility that the polarity of PC12 cells may be generated by Turing's reaction-diffusion system (Fig. 8 A); the combination of local positive feedback loop and long-range negative feedback loop generates a spatial pattern autonomously (Meinhardt, 1999; Meinhardt and Gierer, 2000). Therefore, we examined the diffusion rate of a positive regulator, Vav2, and negative regulators, SHIP2 and PTEN, in the NGF-induced protrusions, where these feedbacks were operating. We found that the diffusion of Vav2 was slower than those of SHIP2 and PTEN (Fig. 8, B and C; and Fig. S5, G and H), supporting the model that the polarity of PC12 cells was generated by Turing’s reaction-diffusion system (Fig. 8 D).

Discussion

In this study, we have shown that the PI-5-phosphatase SHIP2 constitutes a critical component of a negative feedback loop regulating the PIP3 level in NGF-stimulated PC12 cells and that the PIP3 level in PC12 cells is primarily regulated by SHIP2 and PTEN, a constitutively active PI-3-phosphatase. This proposal is supported by the finding that the double knockdown of SHIP2 and PTEN caused a PIP3 overproduction, a Rac1/Cdc42 overactivation, and an increase in the number and length of neurites in NGF-treated PC12 cells, whereas no marked change was observed in SHIP2 or PTEN single-knockdown cells. Our finding is in line with previous reports showing that the depletion of PTEN by antisense oligonucleotide did not affect the NGF-induced neurite outgrowth (Lachyankar et al., 2000) but that overexpression of PTEN blocks NGF-induced neurite outgrowth of PC12 cells (Musatov et al., 2004). Meanwhile, SHIP2 has been shown to be phosphorylated and form a complex with Shc after NGF treatment (Habib et al., 1998). This finding agrees with our observation that depletion of SHIP2 impaired PI(3,4)P2 generation upon NGF stimulation (Fig. 3 E).

Based on the identification of the SHIP2-mediated negative feedback loop and our previous finding that a positive feedback loop composed of PI3-kinase, Vav2/Vav3, and Rac1/Cdc42 is operated in NGF-treated PC12 cells (Aoki et al., 2005), we presumed that the initial budding sites of neurites from cell bodies may be determined by the Turing’s reaction-diffusion system. In this system, long-range lateral inhibition (a negative feedback loop that diffuses rapidly), in conjunction with local self-activation (a positive feedback loop that diffuses slowly), autonomously generates spatial patterns (Meinhardt, 1999; Meinhardt and Gierer, 2000). In accordance with this model, we found that the diffusion of Vav2 is slower than that of SHIP2 in the NGF-induced membrane protrusions. Therefore, NGF stimulation of PC12 cells generates the slowly diffusing positive and the rapidly diffusing negative feedback loops regulating the PIP3 level, which fulfill the conditions of Turing’s spatial pattern formation (Fig. 8 D).
formation in the PIP3 level and the following Rac1/Cdc42 activation contributes to the initial neuritogenesis of PC12 cells.

A positive feedback loop involving PIP3 and Rac1 has also been demonstrated in leukocytes (Wang et al., 2002; Weiner et al., 2002) and Dictyostelium (Merlot and Firtel, 2003); however, because these studies used dominant-negative mutants or inhibitors, direct evidence of the positive feedback loop has not been provided. Here, we directly validated the presence of the positive feedback loop from Rac1 to PI3-kinase using the rapamycin-induced acute activation system. Intriguingly, however, we found that this positive feedback loop only operated in the presence of NGF (Fig. 7 C). Which model can reconcile these findings? Based on a previous report that the p85 regulatory subunit of PI3-kinase binds to GTP-loaded Rac1 through its RhoGAP homology domain (Zheng et al., 1994), we hypothesized that the active PI3-kinase is actually a complex of phosphorylated PI3-kinase and Rac1-GTP. In this way, Rac1-GTP promotes the production of PIP3 by two related mechanisms; Rac1-GTP increases the active complex and competitively inhibits tyrosine phosphatases. In model integrating this assumption, we could faithfully reproduce the experimental results in silico (Fig. 7, C and D).

To consider the mechanism of the negative feedback from Rac1 to SHIP2, the regulation of OCRL1, another PI5-phosphatase, may provide some clues. After growth factor stimulation, OCRL1 has been shown to bind to GTP-Rac1 through its RhoGAP domain and to be translocated to the plasma membrane (Faucherre et al., 2005). Although SHIP2 does not bind to GTP-Rac1 directly, SHIP2 binds to several proteins associated with cytoskeletal reorganization, i.e., Cas, Filamin, and Vinexin (Dyson et al., 2001; Prasad et al., 2001; Paternotte et al., 2005). Because Rac1 stimulates actin assembly, it is possible that these SHIP2 binding proteins are relocated to the actin accumulation sites, accompanied by SHIP2 recruitment, where SHIP2 can then dephosphorylate PIP3 at these sites.

In morphogenesis, similar but different mechanisms exist that coordinate multiple signaling pathways, depending on the cellular context. During the chemotaxis of Dictyostelium, the combination of a PIP3-dependent positive feedback loop at the cell front and localization of PTEN at the side and back of the cell has been shown to establish cell polarity and promote the forward movement (Iijima et al., 2002; Merlot and Firtel, 2003). On the other hand, the present study demonstrates the presence of PIP3-dependent positive and negative feedback loops in NGF-stimulated neuritogenesis. Further differences can be pointed out. In neutrophils, the PIP3-dependent positive feedback loop is independent of receptor-mediated signals because the delivery of exogenous PIP3 into these cells induces the formation of cell polarity (Weiner et al., 2002). In contrast, an NGF-TrkA signal was required for the positive feedback loop in PC12 cells (Fig. 7).

During the elongation process, SHIP2 and PTEN downregulated neurite protrusion (Fig. 6). Considering the negative feedback from Rac1 to SHIP2, the inhibitory role of SHIP2 should be prominent at the neurite tips, which showed the recurrent activation of Rac1 during neurite elongation (Aoki et al., 2004). In fact, the depletion of SHIP2 considerably increased the length of neurites (Fig. 6, D and E). The inhibitory role of the PIP3 phosphatases might be involved in the repeated resetting of the concentration of PIP3 to the basal levels to allow sensing and adapting to an environment by changing the extending direction, although neurite tips of PC12 cells have lost such guidance ability during transformation.

We developed a method to measure the level of PIP3 semiquantitatively in living cells. FRET efficiency obtained by Pippi-PIP3 is dependent on both the amount of endogenous PIP3 and the expression level of the FRET probe. In addition, the detection range of Pippi-PIP3 is affected by the dissociation constant of the PH domain for PIP3, like Ca2+ indicators. In Fig. 4 D, we could not observe the enhancement of NGF-induced PIP3 production in the SHIP2 and PTEN double-knockdown cells, suggesting that the level of PIP3 in these cells exceeded the upper limit of detection of Pippi-PIP3. Although many groups use the translocation of the PH domain to measure the level of phosphoinositides (Lemmon and Ferguson, 2000; Cullen et al., 2001; Halet, 2005), the amount of translocation strongly depends on the expression level of the PH domain and cell morphology. Further, Akt phosphorylation is used as an indicator of PIP3 levels. However, the level of Akt phosphorylation reflects the balance of upstream kinases and phosphatases, and not the level of PIP3. Our new method of PIP3 quantification used in this study basically utilizes the dose dependency of PIP3-induced translocation of GRP and obtains the amount of PIP3 as an asymptotic value. Thereby, this method overcomes the afore-mentioned problems.

In this study, we used in silico simulation of kinetic reactions as a tool to help generate hypotheses and validate the reliability of experimental results. As shown here, combining in vivo analyses with in silico simulation helps us understand the systemic properties of signaling networks. In fact, many groups have been trying to dissect complex signaling pathways using computational simulation (Wiley et al., 2003; Bhatta, 2004; Kholodenko, 2006). Here, we built a simple kinetic model of NGF–PIP3–Rac1 signaling. Most of the parameters were estimated arbitrarily except the concentration of all proteins. And no spatial information was taken into account in this model, although many reactions in NGF–PIP3–Rac1 signaling occur on the plasma membrane. Nevertheless, this model could reproduce the results of several experiments, i.e., perturbation with inhibitors (K252a and LY294002) and knockdown experiments (SHIP2 and PTEN). Therefore, we emphasize a potential of in silico analysis as a powerful tool in the research of complicated signal transduction pathways.

Materials and methods

**FRET probes**

The plasmids encoding the FRET probes, Raichu-Rac1/1011x, Raichu-Cdc42/1054x (Itoh et al., 2002), Pippi-PIP3/FIPE-pm (Sato et al., 2003; Aoki et al., 2005), and Pippi(3,4)P2 (Yoshizaki et al., 2007) have been described previously.

**Plasmids**

The RNA targeting constructs were generated using pSUPER.retro.puro vector (OligoEngine). The 19-nucleotide sequences used to target rat SHIP2 and PTEN mRNAs were 5′-GGCCCTACGTGAATGTTGAAG-3′ and 5′-GTCAGAGGCCCGCAATGTATA-3′, respectively. Rat GRP cDNA was obtained by
RT-PCR and subcloned into the pcXN2-FLAG vector fused with EGFP at the C terminus (Fujikawa et al., 2006). pCAGGS-Red-NES encoded Exo70 (Liu and Inagaki, 2005) was expressed from pcDNA3.1-Zeo (Invitrogen) in COS-7 cells. All transfections were performed using FuGENE 6 Transfection Reagent (Roche). Western blotting was performed as described (Nakamura et al., 2004). The cDNAs for TrkA, PTEN, SHIP2 and Rac1 were cloned into pCAGGS-FLAG, pCAGGS-Flag-PTEN, pCAGGS-Flag-SHIP2, and pCAGGS-Flag-Rac1 cloning vectors and transfected into 3T3 cells. The expression of EGFP proteins was a gift from S. Okabe (Tokyo Medical and Dental University, Tokyo, Japan; Sugiyama et al., 2005). Anti-GFP rabbit serum was prepared in our laboratory (Ohba et al., 2003). Anti-Trk (I-20), anti-anti-tyrosine-phospho-Trk (Thr490), and anti-anti-phospho-Akt (Thr308) polyclonal antibodies were purchased from Santa Cruz Biotechnology, Inc. Anti-PTEN, anti-Akt, anti-phospho-Akt (Thr308), and anti-anti-phospho-Trk (Thr490) were obtained from Cell Signaling Technology, and anti-tubulin monoclonal antibody was obtained from Calbiochem. Anti-Rac1, anti-Cdc42, and anti-p85 monoclonal antibodies came from Cell Signaling Technology. Rapamycin was purchased from LC Laboratories. Fluorescent microscopy for calibration of EGFP proteins was a gift from S. Okabe (Tokyo Medical and Dental University, Tokyo, Japan; Sugiyama et al., 2005). Anti-GFP rabbit serum was prepared in our laboratory (Ohba et al., 2003). Anti-Trk (I-20), anti-Vav2 (H-200), and anti-SHIP2 (I-20) polyclonal antibodies were purchased from Santa Cruz Biotechnology, Inc. Anti-PTEN, anti-Akt, anti-phospho-Akt (Thr308), and anti-phospho-Trk (Thr490) were obtained from Cell Signaling Technology, and anti-tubulin monoclonal antibody was obtained from Calbiochem. Anti-Rac1, anti-Cdc42, and anti-p85 monoclonal antibodies came from BD Biosciences.

RNA interference experiments
PC12 cells were transfected with the desired pSUPER constructs by using Lipofectamine 2000 (Invitrogen). After recovery, the cells were selected by a 2-d incubation with 3 μg/ml puromycin and then used for further analysis. For FRET imaging, the indicated plasmidic plasmids were transfected into the siRNA-expressing cells 1 d after the addition of puromycin as described. After an additional 1-d incubation with puromycin, the cells were starved and used for imaging.

Time-lapse FRET imaging
PC12 cells expressing FRET probes were starved for 6–12 h with phenal red–free DMEM/F12 medium containing 0.1% BSA and then treated with 50 ng/ml NGF. The medium was covered with mineral oil (Sigma-Aldrich) to preclude evaporation. Cells were imaged with an inverted microscope (IX81; Olympus) at 37°C, equipped with a cooled charge-coupled device camera (Cool SNAP-HQ; Roper Scientific), a laser-based auto-focusing system (IX2-ZDC; Olympus), and an automatically programmable XY stage (MD-XY30100MT; METO, SIGMA KOKI), which allowed us to obtain time-lapse images of several view fields in a single experiment. The filters used for the dual-emission imaging were obtained from Omega Optical: an XF1071 (440AF21) excitation filter, an XF2034 (455DRLP) dichroic mirror, and two emission filters [XF3075 (480AF30) for CFP and XF3079 (535AF52) for RED]. Cells were illuminated with a 75-W Xenon lamp through a 12% ND filter and viewed through a 60× oil-immersion objective lens (PlanApo 60×/1.4. The exposure times for 4 × 4 binning were 400 ms for CFP and FRET images and 100 ms for differential interference contrast images. After background subtraction, FRET/CFP ratio images were created with MetaMorph software (Universal Imaging Corp.), and the images were used to represent FRET efficiency. FRET/CFP ratio images were shown after normalization as follows. First, in each sample, we determined the mean ratio over the whole cell before NGF addition and used that ratio as the reference value. Then, the raw FRET/CFP ratio of each pixel was divided by the reference value, and this normalized value was used to generate a normalized ratio image.

Neurite extension assay
PC12 cells were transfected with the indicated pSUPER constructs and selected with 3 μg/ml puromycin for 2 d. Then, neurite outgrowth was stimulated with 50 ng/ml NGF and allowed to proceed for 60 h in DMEM/F12 medium containing 0.1% BSA and 3 μg/ml puromycin. Quantification of neurite outgrowth was performed as described previously (Nakamura et al., 2002).

Photoactivabilization experiments
PC12 cells on polyethyleneimine-coated 35-mm glass-based dishes were transfected with PA-GFP fusion plasmids. After a 3-h incubation, the cells were serum starved for 6 h and stimulated with 50 ng/ml NGF. The cells were imaged with a confocal microscope (FV1000; Olympus) equipped with an argon laser, a 405-nm laser diode, and a 60× oil-immersion objective lens (UPlanSapo). For photoactivation, a region of interest (3-μm diameter) in an NGF-induced protrusion was illuminated with 405-nm laser light. Images were obtained every 0.065 s by illuminating with the argon laser. The filters used were a DM405/488 dichroic mirror and an emission filter (BA505/1.4). The exposure times for 400 ms for CFP and FRET images and 100 ms for differential interference contrast images were used for calibration of EGFP proteins.

Numerical simulation of biochemical reactions and block diagram
All reactions were represented by linear molecule–molecule interactions and enzymatic reactions. The biochemical reactions and the rate constants used in this study are shown in Fig. S3 and Table S1 (available at http://www.jcb.org/cgi/content/full/jcb.200609017/DC1), respectively. GENESIS simulator (version 2.2) with a KinettoKt interface (version 9.0) was used for solving the ordinary differential equations with a time step of 100 ms as described previously (Sasagawa et al., 2005; Fujioka et al., 2006).

Online supplemental material
Fig. S1 shows the NGF-induced phosphorylation of TrkA in various conditions and the effect of K252a or LY294002 treatment on Rac1/Cdc42 activity and the levels of PIP3 and PI(3,4)P2 in the absence of NGF. Fig. S2 shows the schematic representation of all reactions in the model of the NGF–PIF–Rac1 signaling pathway and the quantification of endogenous TrkA, p85, Vav2, SHIP2, PTEN, and Rac1. Fig. S3 shows the NGF-induced PI(3,4)P2 production in control, SHIP2– or PTEN-depleted PC12 cells, and the effect of depletion of SHIP2 and PTEN on neurite outgrowth of PC12 cells. Fig. S4 depicts the method of semiquantitative measurement of intracellular PIP2 levels. Fig. S5 demonstrates the subcellular localization of SHIP2 and PTEN in PC12 cells stimulated with NGF and the different diffusion rate among Vav2, SHIP2, and PTEN. Table S1 describes the parameters of the molecule–molecule interactions in the computational model. Table S2 describes the parameters of the enzymatic reactions. Table S3 describes the initial concentration of NGF and PIP2, PIP3 in the computational model. The supplemental text gives details of the quantification of endogenous TrkA, p85, PTEN, SHIP2, Vav2, and Rac1 and the semiquantitative measurement of intracellular PIP2 level. Online supplemental material is available at http://www.jcb.org/cgi/content/full/jcb.200609017/DC1.
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