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Abstract

We give a parametrization of square roots of the ideal class of the inverse different of rings defined by binary forms in terms of the orbits of a coregular representation. This parametrization, which can be construed as a new integral model of a “higher composition law” discovered by Bhargava and generalized by Wood, was the missing ingredient needed to solve a range of previously intractable open problems concerning distributions of class groups, Selmer groups, and related objects. For instance, in this paper, we apply the parametrization to bound the average size of the 2-class group in families of number fields defined by binary \( n \)-ic forms, where \( n \geq 3 \) is an arbitrary integer, odd or even; in the paper [41], we applied it to prove that most integral odd-degree binary forms fail to primitively represent a square; and in the paper [11], joint with Bhargava and Shankar, we applied it to bound the second moment of the size of the 2-Selmer group of elliptic curves.

1 Introduction

1.1 The parametrization

A famous theorem of Hecke [25, Theorem 176] states that the ideal class of the different of the ring of integers of a number field is a perfect square. Motivated by Hecke’s result, Ellenberg posed the following question:

Question (Ellenberg, [23]). Could there be a “parametrization” in anything like Bhargava’s sense for cubic rings together with a square root of the ideal class of the inverse different?

Our first main contribution is to give a positive answer to Ellenberg’s question, not just for cubic rings, but for rings of any degree \( n \geq 3 \) defined by integral binary \( n \)-ic forms. Specifically, let \( F \) be a separable primitive integral binary form of degree \( n \geq 3 \) with leading coefficient \( F(1,0) = f_0 \neq 0 \), and let \( R_F \) denote the ring of global sections of the subscheme of \( \mathbb{P}^1_\mathbb{Z} \) cut out by \( F \). Letting \( G_n := \text{SL}_n \) if \( n \) is odd and \( G_n := \text{SL}_n^\pm = \{ g \in \text{GL}_n : \det g = \pm 1 \} \) if \( n \) is even, we prove the following roughly stated parametrization result, to be made precise in \( \S 2.2 \):

**Theorem 1.** Square roots of the class of the inverse different of \( R_F \) naturally give rise to \( G_n(\mathbb{Z}) \)-orbits of pairs \((A, B) \in \mathbb{Z}^2 \otimes \mathbb{Z} \text{Sym}_n \mathbb{Z}^n \) of symmetric \( n \times n \) integer matrices such that

\[
\det(xA + yB) = \pm f_0^{-1} F(x, f_0 y) \in \mathbb{Z}[x, y],
\]

where \( g \in G_n(\mathbb{Z}) \) acts on \((A, B) \) via \( g \cdot (A, B) = (gAg^T, gBg^T) \). The locus of pairs \((A, B) \) that arise in this way is cut out of the hypersurface \( \det A = \pm 1 \) by congruence conditions modulo \( f_0^{n-1} \).

This new parametrization has made it possible to pursue a range of statistical applications concerning class groups of number fields and rational/integral points on varieties. As examples:

- In this paper, we apply Theorem 1 to bound (and precisely determine, conditional on a tail estimate) the average size of the 2-class group in families of number fields defined by binary \( n \)-ic forms, where \( n \geq 3 \) is arbitrary (see Theorems 2 to 6). Similar bounds and conditional equalities have previously been proven when \( n \) is odd (see, e.g., the work of Ho–Shankar–Varma [27]) and when the binary forms under consideration are monic (see, e.g., the work of Siad [37, 38]). The new parametrization in Theorem 1 allows us to handle all cases simultaneously, including the non-monic even-degree case, which was not amenable to existing methods.

- In the paper [11], we used Theorem 1 to prove that most integral odd-degree binary forms fail to primitively represent a square because of a Brauer–Manin obstruction.

- In the paper [11], joint with Bhargava and Shankar, we applied Theorem 1 to bound the second moment of the size of the 2-Selmer group of elliptic curves.
1.2 Relation to earlier work

Theorem 1 may be regarded as giving a new integral model of a “higher composition law” discovered by Bhargava and generalized by Wood. In his thesis [2, Theorem 4], Bhargava demonstrated that when $\deg F = 3$, the elements of $\mathrm{Cl}(R_F)/[2]$—i.e., square roots of the trivial class—are parametrized by $G_3(\mathbb{Z})$-orbits of pairs $(A, B) \in \mathbb{Z}^2 \otimes \mathbb{Z} \text{Sym}_3 \mathbb{Z}^3$ such that $\det(xA + yB) = \pm F(x, y)$. More generally, let $I_F^n$ be the space of global sections of the pullback to $\text{Spec } R_F$ of the line bundle of degree $k$ on $\mathbb{P}^2_{\mathbb{Z}}$. In her thesis [44, Theorem 1.3], Wood proved that when $\deg F = n \geq 3$, square roots of the class of $I_F^{n-3}$ are parametrized by $G_n(\mathbb{Z})$-orbits of pairs $(A, B) \in \mathbb{Z}^2 \otimes \text{Sym}_2 \mathbb{Z}^n$ such that $\det(xA + yB) = \pm F(x, y)$.

These results of Bhargava and Wood precipitated two decades of progress in arithmetic statistics. Indeed, their parametrizations were used to (1) prove that most hyperelliptic curves have no rational points [5, (2) bound the average size of the 2-group of rings defined by odd-degree binary forms [13, 27, 39] or by monic binary forms [37, 38], and (3) determine the density of polynomials with squarefree discriminant [12, 34]. Related parametrizations on the space of pairs of symmetric integer matrices were used to bound the average size of the 2-Selmer groups in families of hyperelliptic curves with marked points [10, 36].

Despite their remarkable versatility, the parametrizations of Bhargava and Wood have what is, in view of certain applications, a fundamental limitation: when $n$ is even and $|f_0| > 1$, the class of $I_F^{n-3}$ sometimes fails to have a square root. Furthermore, the forms $F$ for which this failure occurs are expected to contribute non-negligibly to the average size of $\mathrm{Cl}(R_F)/[2]$. This limitation is the reason why the papers [10, 27, 39] on average sizes of 2-torsion in class groups considered only those rings defined by odd-degree or monic binary forms.

The new parametrization in Theorem 1 overcomes the limitation described above. Indeed, a result of Simon [43, Theorem 2.4] states that $I_F^{n-2}$ represents the class of the inverse different of $R_F$, so Theorem 1 gives a parametrization of square roots of the class of $I_F^{n-2}$, rather than $I_F^{n-3}$. Such square roots always exist when $n$ is even, and when $n$ is odd, Hecke’s theorem implies such square roots exist whenever $R_F$ is the maximal order in its fraction field. Thus, as we show in this paper, Theorem 1 can be used to study the distribution of 2-class groups of number fields defined by binary forms having any degree $n \geq 3$ and any leading coefficient $f_0 \neq 0$; see §4.3.1.

As it happens, the failure of $I_F^{n-3}$ to have a square root plays a crucial role in [8], where Bhargava, Gross, and Wang used it to prove that a positive proportion of hyperelliptic curves of any given genus have no odd-degree closed points. Essentially, they show that if $C_F$ denotes the curve $z^2 = F(x, y)$, locally soluble 2-covers of the variety $\text{Pic}^1(C_F)$ give rise to square roots of the class of $I_F^{n-3}$; thus, if no such square root exists, $\text{Pic}^1(C_F)$ has no rational points. On the other hand, this construction is insufficient to study locally soluble 2-covers of $\text{Pic}^1(C_F)$, unless $C_F$ has an odd-degree closed point, in which case $\text{Pic}^1(C_F) \simeq \text{Pic}^1(C_{\overline{F}})$. It is for this reason that the papers [10, 27, 36] on average sizes of 2-Selmer groups restricted their consideration to special families of curves with marked points. In contrast, Theorem 1 can be used to bound (and conditionally determine) the average size of the 2-Selmer group for the universal family of locally soluble hyperelliptic curves of any given genus; see §4.3.3.

In sum, a key innovation of this paper is the surprising discovery that the parametrizations of Bhargava and Wood can be modified—by simply replacing $I_F^{n-3}$ with $I_F^{n-2}$—to obtain a new parametrization with an array of compelling applications of its own. Our work constitutes the first example of what could be a promising new line of inquiry, in which one investigates whether existing orbit parametrizations—such as those developed in the aforementioned theses of Bhargava and Wood, as well as those introduced in the work of Ho [23], Thorne [12], and others—can be modified to obtain new parametrizations with applications to solving previously inaccessible questions in arithmetic statistics.

1.3 Summary of applications

We now outline the applications of Theorem 1, some of which are treated in this paper, others of which are treated in the related papers [11, 11], and others still that will be treated in forthcoming work.

1.3.1 Impact of $f_0$-monogenicity on 2-class group distributions

An order $\mathcal{O}$ in a number field $K$ of degree $n$ is said to be monogenic if it is singly generated as an algebra over $\mathbb{Z}$. More generally, for an integer $f_0 \neq 0$, we say that the order $\mathcal{O}$ is $f_0$-monogenic if there exists an
integral binary $n$-ic form $F$ with leading coefficient $F(1,0) = f_0$ such that $\mathcal{O} \simeq R_F$. Note that when $|f_0| = 1$, the notions of $f_0$-monogenicity and monogenicity coincide.

In recent work [9], Bhargava, Hanke, and Shankar made a surprising discovery: imposing the condition of $f_0$-monogenicity has the effect of increasing the average size of the 2-torsion in the class groups of cubic number fields (i.e., the case $n = 3$). In [37][38], Siad showed that an analogous increase occurs for monogenic number fields of any given degree $n \geq 3$ (i.e., the case $|f_0| = 1$). The second main contribution of this paper is to use Theorem 1 to study the effect of $f_0$-monogenicity on the average 2-torsion in class groups of degree-$n$ number fields for any $f_0 \neq 0$ and $n \geq 3$. Specifically, we determine upper bounds on the average size of the 2-torsion in the class groups of $f_0$-monogenic number fields of given degree $n \geq 3$, and conditional on a tail estimate, we show that these bounds are optimal.

For this application, our parametrization has two key advantages. Firstly, it allows us to obtain the 2-class group average for every choice of the pair $(f_0, n)$ simultaneously, including the case where $|f_0| > 1$ and $n$ is even, which was not previously tractable. Secondly, as the parametrization is leading-coefficient-dependent, it is conducive to applications concerning binary forms with fixed leading coefficient. Thus, although the case where $|f_0| > 1$ and $n$ is odd can be handled using the parametrizations of Bhargava and Wood, Theorem 1 leads to a simpler proof.

While $f_0$-monogenicity may seem at first glance to be an unnatural condition, the bounds we obtain (which are conditionally the exact values) depend in a surprisingly beautiful way on $f_0$. As explained in §1.4 (to follow), our results suggest that imposing the condition of $f_0$-monogenicity causes the average 2-torsion in the class group to increase, relative to the value predicted by the heuristics of Cohen–Lenstra [16], Cohen–Martinet [17], Malle [30], and Breu [15]. When $n$ is odd, the size of this increase decays rapidly to zero as the number of odd-multiplicity prime factors of $f_0$ grows, whereas when $n$ is even, the size of this increase is bounded away from zero, independent of $f_0$. The manner in which the averages depend on $f_0$ demonstrates that $f_0$-monogenicity is a natural and interesting condition to study in the context of class group distributions for number fields.

### 1.3.2 Solubility of superelliptic equations

Let $F$ be an integral binary form of odd degree $n \geq 5$. In the paper [11], we proved that primitive integer solutions to the “superelliptic equation” $z^2 = F(x, y)$ give rise to square roots of the class of $I_{F}^{n-2}$. We then applied Theorem 1 to prove that most superelliptic equations $z^2 = F(x, y)$, where $F$ ranges over separable integral binary forms of odd degree $n \gg 1$ with fixed leading coefficient $f_0 \in \mathbb{Z} \setminus \pm\mathbb{Z}^2$, have no primitive integer solutions, and further that most such equations have a Brauer–Manin obstruction to being soluble. This gives a strong asymptotic version of a well-known result of Darmon and Granville [20, Theorem 1], which states that any such superelliptic equation has at most finitely many primitive integer solutions.

### 1.3.3 2-Selmer groups of hyperelliptic Jacobians

Let $F$ be a separable integral binary form of even degree $n \geq 4$. In the paper [11], we proved that 2-Selmer elements of Pic$^0(C_F)$ give rise to square roots of the class of $I_{F}^{n-2}$, and we showed that the dependence of the parametrization on the leading coefficient can be overcome using the averaging methods introduced in [3][4] along with new equidistribution techniques involving Fourier analysis. As applications, we resolved two new cases of the Poonen–Rains heuristics [33] by proving that the average size of the 2-Selmer group of locally soluble genus-1 curves is at most 6, and that the second moment of the size of the 2-Selmer group of elliptic curves is at most 15. In forthcoming work, we will bound (and conditionally determine) the average size of the 2-Selmer group in the universal family of locally soluble hyperelliptic curves of any given genus.

### 1.4 Main results on class group distributions

In this section, we state our results concerning the effect of $f_0$-monogenicity on the average size of the 2-torsion in class groups of number fields. We begin by introducing the necessary notation:
1.4.1 Notation and setup

Let \( n \geq 3 \) and \( f_0 \neq 0 \) be integers. Let \( R \) be a principal ideal domain with fraction field \( K \). Then we define \( \mathcal{F}_n(f_0, R) \) to be the set of binary \( n \)-ic forms over \( R \) with leading coefficient \( f_0 \). Given \( F \in \mathcal{F}_n(f_0, R) \), let \( K_F := K \otimes_R R_F \). If \( R = \mathbb{Z} \) or \( \mathbb{Z}_p \) for a prime \( p \), we use a subscript \( \text{max} \) to indicate the subset of \( F \) such that:

(a) \( R_F \) is the maximal order in \( K_F \), and
(b) \( 2 \) does not ramify in \( R_F \).

If \( R = \mathbb{Z} \) or \( \mathbb{R} \), we use a superscript \( ^r_1: r_2 \) to indicate the subset of \( F \) such that \( K_F \) has real signature \( (r_1, r_2) \).

Let \( N \subset \text{SL}_2 \) denote the lower-triangular unipotent subgroup. The group \( N(R) \) acts on \( \mathcal{F}_n(f_0, R) \) via linear change-of-variable — i.e., given \( (N \cdot F)(x, y) = F(x + uy, y) \) — and if \( F' \) is an \( N(R) \)-translate of \( F \), then \( R_F' \simeq R_F \). Thus, to minimize redundancies, we count integral binary forms up to the action of \( N(\mathbb{Z}) \).

For \( F \in \mathcal{F}_n(f_0, \mathbb{R}) \), we define its height \( \text{H}(F) \) as follows: letting \( \tilde{F}(x, y) = x^n + \sum_{i=2}^{n} \tilde{f}_i x^{n-i} y^i \in \mathcal{F}_n(1, \mathbb{R}) \) denote the unique \( N(\mathbb{R}) \)-translate of \( f_0^{-1}F(x, f_0 y) \) with \( x^{n-1}y \)-coefficient 0, then we put

\[
\text{H}(F) := \max\{|\tilde{f}_i|^{1/i} : 2 \leq i \leq n\}. \tag{1}
\]

Note that \( \text{H} \) descends to a well-defined height on \( N(\mathbb{Z}) \setminus \mathcal{F}_n(f_0, \mathbb{R}) \). Given an \( N(\mathbb{Z}) \)-invariant subset \( \mathcal{F} \subset \mathcal{F}_n(f_0, \mathbb{Z}) \) and an \( N(\mathbb{Z}) \)-invariant map \( \phi : \mathcal{F} \rightarrow \mathbb{Z}_{\geq 0} \), the average of \( \phi \) on \( \mathcal{F} \) is given by

\[
\text{Avg}_{F \in \mathcal{F}} \phi(F) := \lim_{X \to \infty} \left( \frac{\sum_{F \in \mathcal{F} \cap N(\mathbb{Z}) \setminus \mathcal{F}} \phi(F)}{\sum_{F \in N(\mathbb{Z}) \setminus \mathcal{F}, \text{H}(F) < X} 1} \right). \tag{2}
\]

We write \( \text{Avg}_{F \in \mathcal{F}} \phi(F) \leq \ast \) if the limsup as \( X \to \infty \) of the fraction in (2) is at most \( \ast \).

1.4.2 Statements of results, part (i): odd degree

Factor \( f_0 \) as \( f_0 = m^2 k \), where \( k \) is squarefree. Our first main result bounds (and conditionally determines) the average 2-torsion in the class groups of the \((f_0\)-monogenic) number fields cut out by binary forms in \( \mathcal{F}_n^{r_1: r_2}(f_0, \mathbb{Z}) \), generalizing [9, Theorem 5] and [37, Theorem 6]:

**Theorem 2.** Let \( n \geq 3 \) be odd. Then we have

\[
\text{Avg}_{F \in \mathcal{F}_n^{r_1: r_2}(f_0, \mathbb{Z})} \# \text{Cl}(R_F)[2] \leq 1 + 2^{1-r_1-r_2} \left( 1 + \frac{1}{k^{-\frac{r_1-r_2}{2} \sigma(k)}} \right) \tag{3}
\]

where \( \sigma(k) := \sum_{1 \leq d \mid k} d \). If the estimate [61] holds, then we have equality in (3).

In fact, our methods allow us to prove a generalization of Theorem 2 to families of fields in \( \mathcal{F}_n^{r_1: r_2}(f_0, \mathbb{Z}) \) satisfying certain “acceptable” infinite sets of local conditions (see [61] for the definition). To state this generalization, we make the following definition: for a prime \( p \mid k \), we say that a primitive form \( F \in \mathcal{F}_n(f_0, \mathbb{Z}_p) \) is squareful if \( F/y \) is a unit multiple of a perfect square modulo \( p \). Note that, by [22, Proposition 8.3], squarefulness amounts to a condition on the splitting type of \( p \) in \( R_F \). Then we have the following result, generalizing [9, Theorem 7]:

**Theorem 3.** Let \( n \geq 3 \) be odd, and let \( \Sigma \) be a family of local specifications defining an “acceptable” subfamily \( \mathcal{F}_n(f_0, \Sigma) \subset \mathcal{F}_n^{r_1: r_2}(f_0, \mathbb{Z}) \). For each prime \( p \), let \( r_p(\Sigma) \) denote the \( p \)-adic density within \( \mathcal{F}_n(f_0, \Sigma) \) of the subset of forms \( F \in \mathcal{F}_n(f_0, \Sigma) \) that are squareful at \( p \). Then we have

\[
\text{Avg}_{F \in \mathcal{F}_n(f_0, \Sigma)} \# \text{Cl}(R_F)[2] \leq 1 + 2^{1-r_1-r_2} \left( 1 + \prod_{p \mid k} r_p(\Sigma) \right) \tag{4}
\]

If the estimate [61] holds, then we have equality in (4).

The squareful densities \( r_p(\Sigma) \) can be calculated in various cases of interest. For example, the \( p \)-adic density of squareful forms among forms defining maximal orders is given by Theorem 11 to be \( p^{\frac{r_1-r_2}{2}}(1+p^{-1})^{-1} \), and substituting this density into Theorem 8 yields Theorem 2. Upon applying Theorem 8 to the subset of forms that fail to be squareful in at least one place, we obtain the following result, generalizing [9, Theorem 6]:
Theorem 4. With notation as in Theorem 3 suppose \( r_p(\Sigma) = 0 \) for some \( p \mid k \). Then we have
\[
\text{Avg}_{F \in \mathcal{F}_n(f_0, \Sigma)} \# \text{Cl}(R_F)[2] \leq 1 + 2^{1-r_1-r_2}.
\] (5)

If the estimate (61) holds, then we have equality in (3).

1.4.3 Statements of results, part (ii): even degree

We say that a primitive form \( F \in \mathcal{F}_n(f_0, \mathbb{Z}_p) \) is evenly ramified if \( F \) is a unit multiple of a perfect square modulo \( p \). Note that, by [32, Proposition 8.3], \( F \) being evenly ramified amounts to \( p \) having total ramification of degree 2 in \( R_F \). Our next result bounds (and conditionally determines) the average 2-torsion in the ordinary and narrow class groups of the \((f_0\text{-monogenic})\) number fields cut out by binary forms in \( \mathcal{F}_{r_1,r_2}^{n,\max}(f_0, \mathbb{Z}) \), generalizing [38, Theorem 9]:

Theorem 5. Let \( n \geq 4 \) be even, and let \( \Sigma \) be a family of local specifications defining an “acceptable” subfamily \( \mathcal{F}_n(f_0, \Sigma) \subset \mathcal{F}_{r_1,r_2}^{n,\max}(f_0, \mathbb{Z}) \). For each prime \( p \), let \( r_p(\Sigma) \) denote the \( p \)-adic density within \( \mathcal{F}_n(f_0, \Sigma) \) of the subset of forms \( F \in \mathcal{F}_n(f_0, \Sigma) \) that are evenly ramified at \( p \). If \( r_1 = 0 \), then \( \# \text{Cl}(R_F)[2] = \# \text{Cl}^+(R_F)[2] \), and
\[
\text{Avg}_{F \in \mathcal{F}_n(f_0, \Sigma)} \# \text{Cl}(R_F)[2] \leq (1 + 2^{2-r_2}) \prod_{p > 2} (1 + r_p(\Sigma))
\] (6)

If \( r_1 > 0 \), then we have the following pair of inequalities:
\[
\text{Avg}_{F \in \mathcal{F}_n(f_0, \Sigma)} \# \text{Cl}(R_F)[2] \leq \frac{1}{2} \left(1 + 2^{3-r_1-r_2} \prod_{p > 2} (1 + r_p(\Sigma)) + \prod_{p > 2} (1 + (-1)^{r_p(\Sigma)})\right)
\] (7)
\[
\text{Avg}_{F \in \mathcal{F}_n(f_0, \Sigma)} \# \text{Cl}^+(R_F)[2] \leq (1 + 2^{r_2} + 2^{1-\frac{r_1}{2}}) \prod_{p > 2} (1 + r_p(\Sigma))
\] (8)

If the estimate (61) holds, then we have equality in (6), (7), and (8).

The even ramification densities \( r_p(\Sigma) \) can be calculated in various cases of interest. For example, if \( p \not| f_0 \), the \( p \)-adic density of evenly ramified forms among forms defining maximal orders is given by Theorem 33 to be \( p^{-\frac{r_1}{2}}(1 + p^{-1})^{-1} \). However, unlike in the odd-degree case, substituting this formula for \( r_p(\Sigma) \) into any one of (6), (7), or (8) fails to produce a closed-form expression. Upon applying Theorem 3 to the subset of forms that are nowhere evenly ramified, we obtain the following result, generalizing [38, Corollary 12]:

Theorem 6. With notation as in Theorem 3 suppose \( r_p(\Sigma) = 0 \) for every \( p \). If \( r_1 = 0 \), then \( \# \text{Cl}(R_F)[2] = \# \text{Cl}^+(R_F)[2] \), and
\[
\text{Avg}_{F \in \mathcal{F}_n(f_0, \Sigma)} \# \text{Cl}(R_F)[2] \leq 1 + 2^{2-r_2}
\] (9)

If \( r_1 > 0 \), then we have the following pair of inequalities:
\[
\text{Avg}_{F \in \mathcal{F}_n(f_0, \Sigma)} \# \text{Cl}(R_F)[2] \leq 1 + 2^{2-r_1-r_2}
\] (10)
\[
\text{Avg}_{F \in \mathcal{F}_n(f_0, \Sigma)} \# \text{Cl}^+(R_F)[2] \leq 1 + 2^{-r_2} + 2^{1-\frac{r_1}{2}}
\] (11)

If the estimate (61) holds, then we have equality in (9), (10), and (11).

An easy consequence of Theorem 6 is that number fields cut out by even-degree binary forms (with any fixed nonzero leading coefficient) often have odd class number; a similar result for odd-degree forms (with varying leading coefficient) was proven in Ho–Shankar–Varma [27, Corollary 6.7].

Corollary 7. The density of \( F \in \mathcal{F}_{r_1,r_2}^{n,\max}(f_0, \mathbb{Z}) \) with \( 2 \nmid \# \text{Cl}(R_F) \) is \( 1 - O(2^{-\frac{r_1}{2}}) \).
1.5 Comparison with class group heuristics

In their foundational paper [10], Cohen and Lenstra formulated definitive heuristics for the distribution of the class groups of quadratic fields. Their heuristics were later generalized by Cohen and Martinet to predict the distribution of class groups of number fields of any fixed degree over a fixed base field, with the caveat that their predictions about the $p$-part of the class group only apply when $p$ is a so-called good prime [17]. Subsequently, Malle adjusted the heuristics of Cohen–Martinet to account for discrepancies in the $p$-parts of the class groups of field extensions over a base field containing the $p$th-roots of unity [30]. The heuristics of Cohen–Lenstra–Martinet–Malle yield the following prediction about the average size of the 2-torsion in class groups of odd-degree number fields:

**Conjecture 8** (Cohen–Lenstra–Martinet–Malle). Let $n \geq 3$ be odd. Consider the set of isomorphism classes of degree-$n$ number fields with real signature $(r_1, r_2)$ and Galois group $S_n$. When these fields are ordered by discriminant, the average size of the 2-torsion in the class group is $1 + 2^{1-r_1-r_2}$. 

To this day, only one case of Conjecture 8 has ever been proven: using a variant of the parametrization mentioned in [12], Bhargava determined the average 2-torsion in class groups of cubic number fields [3]. Prior to Bhargava, the only other case of the Cohen–Lenstra–Martinet–Malle heuristics that had been tackled was that of the average 3-torsion in class groups of quadratic fields, the determination of which is due to Davenport and Heilbronn in their seminal paper [21].

In the years since Bhargava’s breakthrough, a considerable body of evidence has been generated to support the view that Conjecture 8 remains robust when one passes to subfamilies of fields defined by local or global conditions. For instance, Bhargava and Varma showed that, in the cubic case, the average stays the same for subfamilies of fields satisfying infinite sets of local conditions [13]. Subsequently, Ho, Shankar, and Varma considered families of fields cut out by odd-degree binary forms and applied Wood’s generalization of Bhargava’s parametrization to prove that the average 2-torsion in their class groups is as predicted by Conjecture 8 — even though fields cut out by binary $n$-ic forms are expected to be sparse among all degree-$n$ fields as soon as $n > 3$ [27].

In light of the apparent robustness of Conjecture 8, Theorems 2 and 3 are quite surprising: somehow, imposing the condition of $f_0$-monogenicity causes the average 2-torsion in the class group to deviate from the conjectured value. The effect of $f_0$-monogenicity on the averages in (3) and (4) can be seen in the extra term $2^{1-r_1-r_2} \prod_{p \mid k} P_p(\Sigma)$, which is nonzero whenever a positive density of the forms under consideration are squareful at each prime $p | k$.

The problem of studying the distribution of the 2-parts, or more generally the 2-Sylow subgroups, of class groups of even-degree number fields is far more subtle — here, 2 is a bad prime in the sense of Cohen–Martinet. Significant progress has been made in the quadratic case: Fouvry and Klüners determined the distribution of the 4-torsion [24] in class groups of quadratic fields, and Smith recently handled the case of the 2$^d$-torsion for every $d \geq 2$ [40]. Along with Sidar’s results in the monogenic case, Theorems 5 and 6 are the first of their kind to describe the distribution of the 2-torsion in class groups of number fields of even degree $n \geq 4$.

A complete set of heuristics for the distribution of the 2-torsion in class groups of even-degree number fields remains to be formulated. A key obstacle to formulating such heuristics has been understanding the effect of even ramification (also known as genus theory in the sense of Gauss), which can cause the 2-torsion in the class group to increase. At least for number fields cut out by binary forms, Theorem 5 demonstrates that even ramification at a prime $p$ has a doubling effect on the average 2-torsion in the class group. This is not entirely surprising: if an integral binary form $F$ defining a maximal order $R_F$ is evenly ramified over $\mathbb{Z}_p$, then the ideal $(p)$ has a square root, which could contribute to the 2-torsion in the class group of $R_F$.

Nonetheless, in the absence of even ramification, we have the following recent conjecture of Breen (see [14 Conjecture 6.0.2]), building on the work of Cohen–Lenstra–Martinet–Malle:

**Conjecture 9.** Let $n \geq 4$ be even. Consider the set of isomorphism classes of nowhere-evenly-ramified degree-$n$ number fields with real signature $(r_1, r_2)$ and Galois group $S_n$. When these fields are ordered by discriminant, the average size of the 2-torsion in the class group is $1 + 2^{1-r_1-r_2}$.

The average we obtained in Theorem 6 is notably larger than that predicted in Conjecture 9. This bears both similarities to and differences from the odd-degree case: while imposing the condition of $f_0$-monogenicity
has an increasing effect on the mean number of 2-torsion elements in the class groups of number fields of any degree \( n \geq 3 \), this effect vanishes (resp., remains constant) upon averaging this mean over all leading coefficients when \( n \) is odd (resp., even).

In light of the above discussion, it is natural to ask: Why does \( f_0 \)-monogenicity have an increasing effect on the average 2-torsion? The results of this paper bring us closer to answering this question. To see how, note that the extra 2-torsion is supported in the odd-degree case on fields cut out by binary forms that are squareful at every prime \( p \mid k \), and in the even-degree case on all fields cut out by binary forms. The fields on which the extra 2-torsion is supported share a beautiful property: the set of square roots of the class of the inverse different — which makes up a torsor of the 2-torsion in the class group — has a “distinguished” element, in a sense to be made precise in \( \text{[33]} \). Indeed, we have the following result:

**Theorem 10.** Let \( n \geq 3 \), and take a primitive form \( F \in \mathcal{F}_n^\tau(f_0, \mathbb{Z}) \). If \( n \) is even or if \( n \) is odd and \( F \) belongs to \( \mathcal{F}_{n, \text{max}}(f_0, \mathbb{Z}_p) \) for each prime \( p \mid f_0 \) and is squareful at each \( p \mid k \), then the ideal class of the inverse different of \( R_F \) has a “distinguished” square root.

We expect that the presence of a distinguished square root of the class of the inverse different plays a role in causing the aforementioned increase in the average 2-torsion in the class group, and it remains open to determine the precise mechanism by which this increase occurs.

**Remark 11.** Theorem 10 gives a partial answer to a question of Emerton, who was motivated by Hecke’s theorem to ask whether the class of the different has a canonical square root \( \text{[23]} \).

As it happens, Hecke’s theorem does not extend to all non-maximal orders in number fields. Indeed in \( \text{[39, §4]} \), Simon shows that when \( F(x, y) = 7x^3 + 10x^2y + 5xy^2 + 6y^3 \), the ring \( R_F \) is not the maximal order in \( K_F \) and the class of the inverse different of \( R_F \) is not a square! Nonetheless, Theorem 10 implies that when forms \( F \in \mathcal{F}_n^\tau(f_0, \mathbb{Z}) \) are ordered by height, a positive proportion are such that \( R_F \) satisfies the conclusion of Hecke’s theorem despite not being maximal.

We conclude by discussing in detail what happens when the leading coefficient is permitted to vary. In \( \text{[27]} \), Ho, Shankar, and Varma obtained a (conditionally tight) upper bound on the mean number of 2-torsion elements in the class groups of rings defined by binary forms of odd degree \( n \), when such forms are ordered by the height function \( H' \) defined by \( H'(f_0x^n + \cdots + f_ny^n) := \max\{|f_0|, \ldots, |f_n|\} \). Theorem 8 is consistent with their result — averaging the bound in Theorem 3 over all leading coefficients \( f_0 \) yields the bound obtained in \( \text{[24, Theorem 2]} \). This averaging argument can be made precise using the Fourier-analytic equidistribution methods developed in \( \text{[11]} \), thus yielding a new proof of the result of Ho, Shankar, and Varma. A key issue that arises is that the height function \( H \) that we use to order binary forms changes with \( f_0 \) and is different from \( H' \). This issue is resolved by making two observations: first, when counting 2-torsion classes of rings \( R_F \) defined by binary forms \( F \) with \( H'(F) < X \), all but negligibly many classes arise from forms \( F \) with leading coefficient \( f_0 \) $\asymp X$; and second, if \( F \) is a binary form with \( H'(F) < X \) and \( f_0 \asymp X \), then \( H'(F) \asymp H(F) \). In other words, when averaging over all leading coefficients \( f_0 \), the regime of large \( f_0 \) dominates, and in this regime, the height functions \( H \) and \( H' \) are roughly the same. In forthcoming work with Bhargava and Shankar, we will apply a similar averaging argument to prove an analogue of Theorem 5 for binary forms with varying leading coefficient. Specifically, we will determine (conditionally tight) upper bounds on the average size of the 2-torsion in the class groups of number fields cut out by even-degree forms ordered by the height \( H' \).

### 1.6 Method of proof

We now summarize the proofs of our main results. First, in \( \text{[32]} \) we introduce the new parametrization alluded to in Theorem 1 and prove several useful properties about it. Because this parametrization produces \( G_n(\mathbb{Z}) \)-orbits of pairs \((A, B) \in \mathbb{Z}^2 \otimes \text{Sym}_2 \mathbb{Z}^n \) such that \( \det(xA + yB) = \pm f_0^{-1} F(x, f_0y) \) as output, it has the effect of reducing the problem of counting 2-torsion classes in rings associated to forms with leading coefficient \( f_0 \) into the simpler problem of counting \( G_n(\mathbb{Z}) \)-orbits on \( \mathbb{Z}^2 \otimes \text{Sym}_2 \mathbb{Z}^n \) over the space of forms with leading coefficient \( \pm 1 \), which is precisely the problem that Siad solved in \( \text{[37, 38]} \). By reducing the non-monic case to the monic case (up to a sign), our new parametrization allows us to largely avoid doing the intricate mass calculations that form a key ingredient in the argument in \( \text{[9]} \). We conclude \( \text{[32]} \) by explaining the connection between our parametrization, which \( a \text{ priori} \) concerns the class of the inverse different, and the problem of counting 2-torsion elements in class groups.
Next, in [33] we characterize the orbits of $G_n(R)$ on $R^2 \otimes_R \text{Sym}_2 R^n$ that arise from our parametrization, where $R = \mathbb{Z}_p$ for a prime $p$ or $R$ is a field. We use this characterization to prove Theorem [10] and calculate the squareful and even ramification densities $r_p(\Sigma)$ for interesting families of local specifications $\Sigma$. Finally, in [41] we complete the proofs of the main results by combining the parametrization from [22] the characterization of $p$-adic orbits and density calculations from [33] and the asymptotics for the number of $G_n(\mathbb{Z})$-orbits on $\mathbb{Z}^2 \otimes \mathbb{Z} \text{Sym}_2 \mathbb{Z}^n$ of bounded height that Sia in [37, 38]. The trickiest part of this final step is sieving to orbits that satisfy 2-adic local specifications, which we achieve using ad hoc techniques.

2 Orbit parametrization

Let $R$ be a principal ideal domain, and let $K$ be the fraction field of $R$. Let $n \geq 1$, and let $F(x, y) = \sum_{i=0}^{n} f_i x^{n-i} y^i \in R[x, y]$ be a binary form of degree $n$ having leading coefficient $f_0 \in R \setminus \{0\}$ that is separable over $K$. Consider the monic form $f_0^{-1} F(x, f_0 y)$; we call this form the monicized form of $F$ and denote it by $F_{\text{mon}}$. Note that $F_{\text{mon}}$ is monic and has coefficients in $R$.

Let $\text{Mat}_n$ denote the affine $\mathbb{Z}$-scheme whose $S$-points are given by the set of $n \times n$ matrices with entries in $S$. For a matrix $M \in \text{Mat}_n(S)$, we define

$$\text{inv}(M) := (-1)^{\frac{1}{2}n} \det(M).$$

Then the affine $\mathbb{Z}$-scheme whose $S$-points are given by $S^2 \otimes S \text{Sym}_2 S^n$ can be thought of as a representation of $G_n$, where $g \in G_n(S)$ acts on a pair of symmetric matrices $(A, B) \in S^2 \otimes S \text{Sym}_2 S^n$ by $g \cdot (A, B) = (gAg^T, gBg^T)$. (Note that when $n$ is odd, the action of $-\text{Id} \in \text{SL}_n(S)$ centralizes elements of $S^2 \otimes S \text{Sym}_2 S^n$, so it suffices to work with $\text{SL}_n(S)$ instead of $\text{SL}_n^n(S)$.)

In this section, we define the ring $R_F$ cut out by $F$, and we parametrize square roots of the class of the inverse different of $R_F$ in terms of $G_n(R)$-orbits of pairs $(A, B) \in R^2 \otimes R \text{Sym}_2 R^n$ satisfying $\text{inv}(xA + yB) = rF_{\text{mon}}(x, y)$ where $r \in R^\times$ is a unit, thus proving Theorem [11].

2.1 Rings associated to binary forms

Before we describe our parametrization, we define and recall the basic properties of rings associated to binary forms. Consider the étale $K$-algebra $K_F := K[x]/(F(x, 1))$, and let $\theta$ denote the image of $x$ in $K_F$. For each $i \in \{1, \ldots, n-1\}$, let $p_i$ be the polynomial defined by $p_i(t) := \sum_{j=0}^{i-1} f_j t^{i-j}$, and let $\zeta_i := p_i(\theta)$. To the binary form $F$, there is a naturally associated free $R$-submodule $R_F \subset K_F$ having rank $n$ and $R$-basis given by

$$R_F := R\{1, \zeta_1, \zeta_2, \ldots, \zeta_{n-1}\}. \quad (12)$$

The module $R_F$ has been studied extensively in the literature. In [14] proof of Lemma 3, Birch and Merriman proved that the discriminant of $F$ is equal to the discriminant of $R_F$, and in [31] Proposition 1.1], Nakagawa proved that $R_F$ is actually a ring with the following multiplication table: taking $1 \leq i \leq j \leq n-1$ and setting $\zeta_0 := 1$ and $\zeta_n := -f_n$ for convenience, we have

$$\zeta_i \zeta_j = \sum_{k=j+1}^{\min\{i+j, n\}} f_{i+j-k} \zeta_k - \sum_{k=\max\{i+j-n,1\}}^{i} f_{i+j-k} \zeta_k \quad (13)$$

Also contained in $K_F$ is a natural family of free $R$-submodules $I_F^k$ of rank $n$ for each integer $k \in \{0, \ldots, n-1\}$, having $R$-basis given by

$$I_F^k := R\{1, \theta, \ldots, \theta^k, \zeta_{k+1}, \ldots, \zeta_{n-1}\}. \quad (14)$$

Note that $I_F^0 = R_F$ is the unit ideal. By [33] Proposition A.1], each $I_F^k$ is an $R_F$-module and hence a fractional ideal of $R_F$; moreover, the notation $I_F^k$ makes sense, since $I_F^k$ is the $k^{th}$ power of $I_F^1$. By [33] Corollary 2.5 and Proposition A.4], if $n > 2$, the fractional ideals $I_F^k$ are invertible precisely when $R_F$ is Gorenstein, which happens precisely when $F$ is primitive (i.e., $\gcd(f_0, \ldots, f_n) = 1$).

\footnote{Nakagawa’s results are stated for irreducible $F$, but as noted in [33] §2.1, their proofs continue to hold otherwise.}
Remark 12. The ring \( R_F \) and ideals \( I_F^\gamma \) admit a simple geometric interpretation: by \([23] \, \S 1\), we have

\[
\text{Spec } R_F = \text{Proj } (\mathbb{Z}[x, y]/(F(x, y))) \hookrightarrow \text{Proj } \mathbb{Z}[x, y] = \mathbb{P}_\mathbb{Z}^2,
\]

so \( R_F \) can be thought of as the coordinate ring of the closed subscheme of \( \mathbb{P}_\mathbb{Z}^2 \) naturally associated to the binary form \( F \). Letting \( \mathcal{O}_{R_F}(k) \) denote the pullback to \( \text{Spec } R_F \) along the closed embedding \((15)\) of the line bundle of degree \( k \) on \( \mathbb{P}_\mathbb{Z}^2 \), we have that \( I_F^\gamma \simeq H^0(\mathcal{O}_{R_F}(k)) \) as \( R_F \)-modules.

Given a fractional ideal \( I \) of \( R_F \) with specified basis (i.e., a based fractional ideal), the norm of \( I \), denoted by \( N(I) \), is the determinant of the \( K \)-linear transformation taking the basis of \( I \) to the basis of \( R_F \) in \([12]\). It is easy to check that \( N(I_F^k) = f_0^{-k} \) for each \( k \) with respect to the basis in \((14)\). The norm of \( \kappa \in K_F^\times \) is the determinant of the \( K \)-linear transformation taking the basis \( \langle 1, \zeta_1, \ldots, \zeta_{n-1} \rangle \) to the basis \( \langle \kappa, \kappa\zeta_1, \ldots, \kappa\zeta_{n-1} \rangle \).

Note that we have the multiplicative relation

\[
N(\kappa I) = N(\kappa)N(I) \tag{16}
\]

for any \( \kappa \in K_F^\times \) and fractional ideal \( I \) of \( R_F \) with a specified basis.

The ideal \( I_F^{-2} \) plays a key role in the parametrization that we introduce in \([22] \, \text{Theorem } 2.4\) (cf. \([39] \, \text{Proposition } 14\)), \( I_F^{-2} \) is the class of the inverse different of \( R_F \); i.e.,

\[
[I_F^{-2}] = \left[ \text{Hom}_\mathbb{Z}(R_F, \mathbb{Z}) \right] \in \text{Cl}(R_F). \tag{17}
\]

Thus, to parametrize square roots of the ideal class of the inverse different of \( R_F \), we can work with the ideal \( I_F^{-2} \), which has the virtue of possessing the explicit \( \mathbb{Z} \)-basis given by \((13)\).

Remark 13. There is a geometric way to verify \((17)\). The class of the inverse different of \( R_F \) corresponds to the class of the relative dualizing sheaf \( \omega_{R_F/\mathbb{Z}} \) of \( \text{Spec } R_F \) over \( \text{Spec } \mathbb{Z} \). Thus, it suffices to show that \( I_F^{-2} \simeq H^0(\omega_{R_F/\mathbb{Z}}) \) as \( R_F \)-modules. Note that \( \omega_{R_F/\mathbb{Z}} \) is isomorphic to the dualizing sheaf \( \omega_{R_F} \) of \( \text{Spec } R_F \) as \( \text{Cl}(\mathbb{Z}) = \{1\} \), so applying adjunction to \((15)\) yields that \( \omega_{R_F/\mathbb{Z}} \simeq \omega_{R_F} \simeq O_{R_F}(n-2) \). It follows that \( I_F^{-2} \simeq H^0(\mathcal{O}_{R_F}(n-2)) \simeq H^0(\omega_{R_F/\mathbb{Z}}) \) as \( R_F \)-modules.

We now discuss how \( K_F \), \( R_F \), and \( I_F^\gamma \) transform under the action of \( \gamma \in \text{SL}_2(R) \) on binary \( n \)-ic forms defined by \( \gamma \cdot F = F((x, y) \cdot \gamma) \). If \( F = \gamma \cdot F \), then \( K_{F'} = K_F \), and the rings \( R_{F'} \) and \( R_F \) are identified under this isomorphism (see \([31] \, \text{Proposition } 1.2\) or \([43] \, \S 2.3\)). On the other hand, the ideals \( I_F^\gamma \) and \( I_F^\delta \) are isomorphic as \( R_F \)-modules but need not be identified under the isomorphism \( K_{F'} = K_F \). Indeed, as explained in \([2] \, (7)\), these ideals are related as follows: if \( \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \) and \( F' \) has nonzero leading coefficient, then for each \( k \in \{0, \ldots, n-1\} \), the composition

\[
I_F^\gamma \xrightarrow{\phi_{\kappa, \gamma}} K_F \xrightarrow{\sim} K_F, \tag{18}
\]

is an injective map of \( R_F \)-modules with image \( I_F^\delta \), where \( \phi_{\kappa, \gamma} \) sends \( \delta \in I_F^\gamma \) to \((-b\theta + a)^{-k} \delta \in K_F \). Note that when \( \gamma \in N(R) \), we have \(-b\theta + a = 1 \), so \( \phi_{\kappa, \gamma} \) is in fact the identity map in this case.

### 2.2 Construction of an Integral Orbit

Fix a unit \( r \in R^\times \). Let \( I \) be a based fractional ideal of \( R_F \), and suppose that there exists \( \alpha \in K_F^\times \) such that

\[
I^2 \subset \alpha I_F^{-2} \quad \text{and} \quad N(I)^2 = rN(\alpha)N(I_F^{-2}). \tag{19}
\]

In this section, we show that the pair \((I, \alpha)\) naturally gives rise to a \( G_n(R) \)-orbit of a pair of matrices \((A, B) \in R^2 \otimes_R \text{Sym}_2 R^n \) satisfying the relation \( \text{inv}(xA + yB) = rF_{\text{mon}}(x, y) \). Moreover, we provide a complete characterization of all pairs \((A, B) \in R^2 \otimes_R \text{Sym}_2 R^n \) that arise in this manner.

Consider the symmetric bilinear form

\[
\langle -, - \rangle: I \times I \to K_F, \quad (\beta, \gamma) \mapsto \langle \beta, \gamma \rangle = \alpha^{-1}\beta\gamma. \tag{20}
\]

By assumption, \( \langle -, - \rangle \) has image contained in \( I_F^{-2} \). Next, let \( \pi_{n-2}, \pi_{n-1} \in \text{Hom}_R(I_F^{-2}, R) \) be the maps defined on the \( R \)-basis \((14)\) of \( I_F^{-2} \) by

\[
\pi_{n-2}(a_0 + a_1\theta + \cdots + a_{n-2}\theta^{n-2} + a_{n-1}\zeta_{n-1}) = a_{n-2}, \quad \text{and}
\]
Let \( A, B \) be the symmetric \( n \times n \) matrices over \( R \) representing the symmetric bilinear forms \( \pi_{n-1}(\cdot, -), \pi_{n-2}(\cdot, \cdot) \): \( I \times I \to R \), respectively, with respect to the chosen basis of \( I \).

**Theorem 14.** Given the above setup, we have that \( \text{inv}(x A + y B) = r F_{\text{mon}}(x, y) \).

**Proof.** Observe that \( F_{\text{mon}}(x, 1) \) is the characteristic polynomial of \( f_0 \theta \in K_F \). The idea of the proof is to show that the characteristic polynomial of the matrix \(-A^{-1}B\) is equal to the characteristic polynomial of the number \( f_0 \theta \). We carry this strategy out through a pair of lemmas as follows.

**Lemma 15.** We have that \( \det A = (-1)^{\frac{n}{2}} r \), so in particular, \( A \) is invertible over \( R \), and the characteristic polynomial of \(-A^{-1}B\) is \( \det(x \text{ Id} - (-A^{-1}B)) = (-1)^{\frac{n}{2}} r^{-1} \det(x A + B) \).

**Proof of Lemma 15.** To begin with, notice that \( \det A \) is equal to the determinant of the bilinear map \( \Sigma: I \times (\alpha^{-1}I) \to R \) defined by \((\beta, \gamma) \mapsto \pi_{n-1}(\beta \gamma)\). Next, consider the bilinear form \( \Sigma' : I_F^{-1} \times I_F^{-1} \to K \) defined by \((\beta, \gamma) \mapsto \pi_{n-1}(\beta \gamma)\). We claim that it suffices to show that \( \det \Sigma' = (-1)^{\frac{n}{2}} f_0^{-n} \). Indeed, note that \( \Sigma \) is obtained from \( \Sigma' \) via the following two steps:

- change the \( K \)-basis of the left-hand factor from the basis \((\frac{1}{2})\) of \( I_F^{-1} \) to that of \( I \); and
- change the \( K \)-basis of the right-hand factor from the basis \((\frac{1}{2})\) of \( I_F^{-1} \) to the basis of \( \alpha^{-1}I \) given by scaling each element of the chosen basis of \( I \) by \( \alpha^{-1} \).

Using the fact that \( \Sigma \) and \( \Sigma' \) are related by the above two changes-of-basis, we deduce that

\[
\det \Sigma = \det \Sigma' \cdot \frac{N(I)}{N(I_F^{-1})} \cdot \frac{N(\alpha^{-1}I)}{N(I_F^{-1})} = \det \Sigma' \cdot r f_0^n,
\]

where the last equality follows from the assumption that \( N(I)^2 = r N(\alpha) N(I_F^{-2}) \).

That \( \det \Sigma' = (-1)^{\frac{n}{2}} f_0^{-n} \) is a consequence of the following claim: the matrix representing \( \Sigma' \) with respect to the basis of \( I_F^{-1} \) given in \((\frac{1}{2})\) (namely, \( I_F^{-1} = R(1, \theta, \ldots, \theta^{n-1}) \)) is lower anti-triangular, with each anti-diagonal entry equal to \(-f_0^{-1}\). But this is easy: for \( i, j \in \{0, \ldots, n-2\} \), we have \( \Sigma'(\theta^i, \theta^j) = \pi_{n-1}(\theta^{i+j}) \), which equals 0 when \( i + j \leq n - 2 \) and \(-f_0^{-1}\) when \( i + j = n - 1 \).

To show that the characteristic polynomials of \( f_0 \theta \) and \(-A^{-1}B\) are equal, it suffices to show that the actions of \( f_0 \theta \) and \(-A^{-1}B\) by left-multiplication on \( I \) are equal. It follows from Lemma 15 that the form \( \pi_{n-1}(\cdot, -) \) is nondegenerate, in the sense that the map \( I \to \text{Hom}_R(\alpha \text{ Id}, R) \) that sends \( \beta \in I \) to the functional \( \pi_{n-1}(\beta, -) \) is an isomorphism. Thus, it suffices to prove the following:

**Lemma 16.** Then we have that \( \pi_{n-1}(\beta, f_0 \theta \cdot \gamma) = \pi_{n-1}(\beta, -A^{-1}B \cdot \gamma) \), where on the right-hand side we regard \( \gamma \) as a column matrix with respect to the chosen basis of \( I \).

**Proof of Lemma 16.** It suffices to prove \( \pi_{n-1}(\beta, f_0 \theta \cdot \gamma) = -\pi_{n-2}(\beta, \gamma) \), as

\[
-\pi_{n-2}(\beta, \gamma) = \beta \cdot -B \cdot \gamma = \beta \cdot -A A^{-1} B \cdot \gamma = \pi_{n-1}(\beta, -A^{-1}B \cdot \gamma),
\]

where in the above, we regard \( \beta \) as a row matrix and \( \gamma \) as a column matrix with respect to the chosen basis of \( I \). To prove this, it further suffices to prove the more general statement that if we extend \( \pi_{n-1} \) and \( \pi_{n-2} \) to maps \( K_F \cong I_F^{-n-2} \otimes_R K \to K \), then \( \pi_{n-1}(\rho f_0 \theta) = -\pi_{n-2}(\rho) \) for any \( \rho \in K_F \). By \((\frac{1}{4})\) Corollary 2.2, we have that \( \pi_{n-1}(\rho f_0 \theta) = -a \), where \( a \) is the coefficient of \( \zeta_{n-2} \) when \( \rho f_0 \) is expressed in terms of the basis \( \langle 1, \theta, \ldots, \theta^{n-3}, \zeta_{n-2}, \zeta_{n-1} \rangle \). Then \( a = f_0^{-1} \pi_{n-2}(\rho f_0) = \pi_{n-2}(\rho) \).

This concludes the proof of Theorem 14.

We say that two pairs \( (I_1, \alpha_1) \) and \( (I_2, \alpha_2) \), where \( I_1, I_2 \) are based fractional ideals of \( R_F \) and \( \alpha_1, \alpha_2 \in K_F^+ \) with \( I_1^2 \subseteq \alpha_1 I_F^{-n-2} \) and \( N(I_i^2) = r N(\alpha_i) N(I_F^{-n-2}) \) for each \( i \in \{1, 2\} \), are equivalent if there exists \( \kappa \in K_F^+ \) such that the based ideals \( I_1 \) and \( \kappa I_2 \) are equal up to a \( G_0(R) \)-change-of-basis and such that \( \alpha_1 = \kappa^2 \alpha_2 \). Evidently, if \( (I_1, \alpha_1) \) and \( (I_2, \alpha_2) \) are equivalent, then they give rise to the same \( G_n(R) \)-orbit on \( R^2 \otimes_R \text{Sym}_2 R^n \) via
the above construction. Letting $H_{F,r}$ denote the set of equivalence classes of pairs $(I, \alpha)$ of the form (19), we have thus constructed a map of sets

$$\text{orb}_{F,r}: H_{F,r} \rightarrow \left\{ (A, B) \in R^2 \otimes_R \text{Sym}_2 R^n : \text{inv}(xA + yB) = rF_{\text{mon}}(x, y) \right\} / G_n(R).$$

**Proposition 17.** The map $\text{orb}_{F,r}$ is one-to-one.

**Proof.** Let $(I_1, \alpha_1), (I_2, \alpha_2) \in H_{F,r}$ be such that $\text{orb}_{F,r}(I_1, \alpha_1) = \text{orb}_{F,r}(I_2, \alpha_2)$, and choose a representative $(A, B) \in R^2 \otimes_R \text{Sym}_2 R^n$ of this common orbit. The proof of Theorem 13 implies that for each $i$, we can replace the chosen basis of $I_i$ with a $G_n(R)$-translate such that the map of left-multiplication by $f_0\theta$ on $I_i$ is given by the matrix $-A^{-1}B$ with respect to the translated basis. Having made these replacements, it follows that $I_1 \cong I_2$ as based $R_F$-modules and hence as based fractional ideals of $R_F$, since multiplication by $f_0\theta$ determines the $R_F$-module structure. Thus, there exists $\kappa \in K_F^*$ such that $I_1 = \kappa I_2$ and such that the chosen basis of $I_1$ is obtained by scaling each element in the chosen basis of $I_2$ by $\kappa$. By replacing $I_2$ with $\kappa I_2$ and $\alpha_2$ with $\kappa^2 \alpha_2$, we may assume that $I_1 = I_2 = I$. Upon making these replacements, we obtain two elements $(I, \alpha_1), (I, \alpha_2) \in H_{F,r}$ such that, with respect to some chosen basis of $I$, both $\text{orb}_{F,r}(I, \alpha_1)$ and $\text{orb}_{F,r}(I, \alpha_2)$ are represented by the pair $(A, B) \in R^2 \otimes_R \text{Sym}_2 R^n$.

It remains to show that $\alpha_1 = \alpha_2$. Let $\phi_1, \phi_2 \in \text{Hom}_{R_F}(I \otimes_{R_F} I, I_F^{n-2})$ be defined by

$$\phi_i: I \otimes_{R_F} I \rightarrow I_F^{n-2}, \quad \phi_i(\beta \otimes \gamma) = \alpha_i^{-1} \beta \gamma \quad \text{for each } i \in \{1, 2\}.$$

Then it suffices to show that $\phi_1 = \phi_2$. By [44 Proposition 2.5], post-composition with $\pi_{n-1}$ yields an isomorphism $\text{Hom}_{R_F}(I \otimes_{R_F} I, I_F^{n-2}) \cong \text{Hom}_{R}(I \otimes_{R_F} I, R)$ of $R_F$-modules, so it further suffices to show that the images of $\phi_1$ and $\phi_2$ under this isomorphism are equal. But these images are both represented by $A$ with respect to the chosen basis of $I$, so they must be equal. \qed

The next theorem characterizes the orbits that lie in the image of $\text{orb}_{F,r}$:

**Theorem 18.** Let $(A, B) \in R^2 \otimes_R \text{Sym}_2 R^n$ be such that $\text{inv}(xA + yB) = rF_{\text{mon}}(x, y)$. Then the $G_n(R)$-orbit of $(A, B)$ lies in the image of the map $\text{orb}_{F,r}$ if and only if

$$p_i\left(\frac{1}{f_0} - A^{-1}B\right) \in \text{Mat}_n(R) \quad \text{for each } i \in \{1, \ldots, n-1\}. \quad (21)$$

**Proof.** Let $(A, B)$ be as in the theorem statement. We first check that (21) is satisfied when the $G_n(R)$-orbit of $(A, B)$ is equal to $\text{orb}_{F,r}(I, \alpha)$ for some $(I, \alpha) \in H_{F,r}$. In this case, it follows from the proof of Theorem 13 that for each $i \in \{1, \ldots, n-1\}$, the action of $\zeta_i \in R_F$ by left-multiplication on $I$ is given by $p_i\left(\frac{1}{f_0} - A^{-1}B\right)$ with respect to some basis of $I$. Since $I$ is an $R_F$-module, this action is integral, and so the matrix $p_i\left(\frac{1}{f_0} - A^{-1}B\right)$ must have entries in $R$.

Now suppose $(A, B)$ satisfies (21). Let $I$ be a free $R_F$-module of rank $n$, and choose an $R$-basis of $I$. We endow the $R$-module $I$ with the structure of $R_{F_{\text{mon}}}$-module by defining the action of $f_0\theta$ on $I$ to be left-multiplication by the matrix $-A^{-1}B$ with respect to the chosen basis (note that $R_{F_{\text{mon}}}$ is the subring of $R_F$ generated over $R$ by the element $f_0\theta$). For each $i \in \{0, \ldots, n-1\}$, let $\phi_i: I \rightarrow I \otimes_{R_{F_{\text{mon}}} I} R_F$ be the map of $R_{F_{\text{mon}}}$-modules that sends $\rho \mapsto \rho \otimes \zeta_i$. The conditions (21) imply that $\phi_i(I) \subseteq I$ for each $i$, where we regard $I$ as an $R_{F_{\text{mon}}}$-submodule of $I \otimes_{R_{F_{\text{mon}}} I} R_F$ via the map $\beta \mapsto \beta \otimes 1$. Thus, the structure of $R_{F_{\text{mon}}}$-module on $I$ extends to a structure of $R_F$-module. By construction, the characteristic polynomial of the action of left-multiplication by $\theta$ on $I \otimes_{R_F} K_F$ is given by $f_0^{-1}F(x, 1)$; thus, by [44 Proposition 5.4], the $R_F$-module $I$ is isomorphic to a fractional ideal of $R_F$. For convenience, we rescale $I$ so that $1 \in I$.

Having constructed $I$, we next construct a map $\Psi: I \otimes_{R_F} I \rightarrow I_F^{n-2}$ of $R_F$-modules. Consider the map $\Psi: I \otimes_{R} I \rightarrow R$ defined by $\beta \otimes \gamma \mapsto \beta \cdot \gamma$, where $\beta$ and $\gamma$ are respectively viewed as row and column matrices with entries in $R$ with respect to the chosen basis of $I$. Then, under the identification $\text{Hom}_{R_F}(I \otimes_{R_F} I, R) \cong \text{Hom}_{R_F}(I, \text{Hom}_{R_F}(I, R))$, the map $\Psi$ corresponds to a map of $R$-modules $\Psi': I \rightarrow \text{Hom}_{R_F}(I, R)$. Observe that $\text{Hom}_{R_F}(I, R)$ has a natural $R_F$-module structure, defined by $(\rho \cdot \varphi)(\beta) = \varphi(\rho \beta)$ for each $\rho \in R_F$, $\varphi \in \text{Hom}_{R_F}(I, R)$, and $\beta \in I$. We now claim that $\Psi'$ is compatible with the actions of $R_F$ on $I$ and on $\text{Hom}_{R_F}(I, R)$ and thus extends to a map of $R_F$-modules. Take $\beta, \gamma \in I$; to prove the claim, it suffices to show that

$$\left(\Psi'(f_0\theta\beta))(\gamma\right) = (f_0\theta \cdot (\Psi'(\beta)))(\gamma),$$

(22)
because the action of $f_0\theta$ determines the $R_F$-module structures of both $I$ and $\text{Hom}_R(I, R)$. By definition, the left-hand side of (22) evaluates to

$$
(\Psi(f_0\theta\beta))(\gamma) = (f_0\theta\beta) \cdot A \cdot \gamma = (\beta \cdot (-A^{-1}B)^T) \cdot A \cdot \gamma = -\beta \cdot B \cdot \gamma,
$$

and the right-hand side of (22) evaluates to

$$
(f_0\theta \cdot (\Psi(\beta)))(\gamma) = (f_0\theta\beta) = \beta \cdot A \cdot (-A^{-1}B \cdot \gamma) = -\beta \cdot B \cdot \gamma.
$$

Comparing (23) and (24) yields the claim. By [44, Proposition 2.5], post-composition with $\pi_{n-1}$ gives an isomorphism $\text{Hom}_R(I, R) \xrightarrow{\sim} \text{Hom}_R(I, I_n^{r-2})$ of $R_F$-modules. Post-composing $\Psi'$ with this isomorphism yields a map of $R_F$-modules $\Psi'' : I \rightarrow \text{Hom}_R(I, I_n^{r-2})$. Let $\Phi : I \otimes_{R_F} I \rightarrow I_n^{r-2}$ be the image of $\Psi''$ under the identification $\text{Hom}_R(I, \text{Hom}_R(I, I_n^{r-2})) \simeq \text{Hom}_R(I \otimes_{R_F} I, I_n^{r-2})$.

By construction, the matrix representing the bilinear map $\pi_{n-1} \circ \Phi$ with respect to the chosen basis of $I$ is equal to $A$. As we showed in the proof of Lemma [13] we have $\pi_{n-1}(\rho f_0 \theta) = -\pi_{n-2}(\rho)$ for any $\rho \in K_F$. Thus, for any $\beta \otimes \gamma \in I \otimes_{R_F} I$, we have that

$$
(\pi_{n-2} \circ \Phi)(\beta \otimes \gamma) = \pi_{n-2}(\Phi(\beta \otimes \gamma)) = -\pi_{n-1}(\Phi(\beta \otimes \gamma)f_0\theta)
$$

$$
= -\pi_{n-1}(\Phi(\beta \otimes (f_0\theta\gamma))) = -\pi_{n-1}(\Phi(\beta \otimes (-A^{-1}B \cdot \gamma)))
$$

$$
= -\pi_{n-1} \circ \Phi(\beta \otimes (-A^{-1}B \cdot \gamma)) = -\beta \cdot A \cdot (-A^{-1}B \cdot \gamma)
$$

$$
= \beta \cdot B \cdot \gamma,
$$

so $B$ represents the bilinear map $\pi_{n-2} \circ \Phi$ with respect to the chosen basis of $I$.

It remains to show that there is $\alpha \in K_F^\times$ such that $\Phi$ coincides with the bilinear form that sends $\beta \otimes \gamma \mapsto \alpha^{-1}\beta \gamma$ (implying, in particular, that $I^2 \subset \alpha I_n^{r-2}$), and such that $N(I)^2 = rN(\alpha)N(I_n^{r-2})$. To do this, fix elements $\beta_0, \gamma_0 \in I \cap K_F^\times$. For any $\beta, \gamma \in I$, let $\beta', \gamma' \in R_F \cap K_F^\times$ and $\beta'', \gamma'' \in R_F$ be such that $\beta \beta' = \beta_0\beta'' \in R_F$ and $\gamma \gamma' = \gamma_0\gamma'' \in R_F$. Then we have that

$$
\Phi(\beta \otimes \gamma) = \frac{\Phi((\beta\beta') \otimes (\gamma\gamma'))}{\beta'\gamma'} \cdot \Phi(\beta_0 \otimes \gamma_0) = (\beta \gamma) \frac{\Phi(\beta_0 \otimes \gamma_0)}{\beta_0\gamma_0}. \tag{25}
$$

Let $\alpha' = \Phi(\beta_0 \otimes \gamma_0)/(\beta_0\gamma_0) \in K_F$. Then by (24), we have that $\Phi(\beta \otimes \gamma) = (\beta \gamma)\alpha'$, so since $A$ represents the map $\pi_{n-1} \circ \Phi$ with respect to the chosen basis of $I$, it follows that det $A$ is equal to the determinant of the bilinear map $\Sigma : I \times (\alpha') \rightarrow R$ defined by $(\beta, \gamma) \mapsto \pi_{n-1}(\beta \gamma)$. Using the fact that det $A = (-1)^{\frac{n}{2}}$ (because $\text{inv}(A) = rF_{\text{mon}}(1, 0)$ by assumption) together with the argument in the proof of Lemma [15] we find that

$$
(-1)^{\frac{n}{2}} r = \text{det} A = \text{det} \Sigma = (-1)^{\frac{n}{2}} \frac{N(\alpha')N(I)^2}{N(I_n^{r-2})}. \tag{26}
$$

It follows from (24) that $N(I)^2N(\alpha') = rN(I_n^{r-2})$, so since $N(I), N(I_n^{r-2}) \in K^\times$ (as $I$ has rank $n$ over $R$ and $f_0 \neq 0$), we deduce that $\alpha' \in K_F^\times$, and the desired value $\alpha \in K_F^\times$ is simply $\alpha = \alpha'^{-1}$.

Remark 19. Theorem [18] shows that the locus of pairs $(A, B) \in R^2 \otimes R \text{Sym}_2 R^n$ that arise via the above construction from binary forms in $F_n(f_0, R)$ is $G_n(R)$-invariant and cut out by congruence conditions modulo $f_0^{-1}$. In [11] Theorem 11, we prove that these conditions amount to stipulating that $B$ (mod $f_0$) is of rank $\leq 1$ when $R_F$ is maximal, and that $\lambda^s B \equiv 0 \pmod{f_0^{n-1}}$ for each $i \in \{2, \ldots, n\}$ when $F$ is primitive. These simpler conditions play a crucial role in [11] (as well as the forthcoming work mentioned in [18, Remark 3] and at the end of [15]), where we use them to prove that the pairs $(A, B)$ arising from forms in $F_n(f_0, R)$ are, to some extent, equidistributed modulo $f_0$. This equidistribution result allows us to overcome the dependency of the parametrization on the leading coefficient.

We now determine the stabilizers of orbits arising from the above construction:

**Proposition 20.** Let $(I, \alpha) \in H_{F, r}$, and let $\text{End}_{R_F}(I)$ be the ring of $R_F$-module maps $I \rightarrow I$. The stabilizer in $G_n(R)$ of any representative of $\text{orb}_{F, r}(I, \alpha)$ is isomorphic to the finite abelian group $\text{End}_{R_F}(I)^\times [2] \cap [2] := \{ \rho \in \text{End}_{R_F}(I)^\times [2] : N(\rho) = 1 \}$ if $n$ is odd and $\text{End}_{R_F}(I)^\times [2]$ if $n$ is even.
Proof. Let \((A, B) \in R^2 \otimes_R \text{Sym}_2 R^n\) be a representative of \(\text{orb}_{F,r}(I, \alpha)\), and let \(\text{Stab}_{G_n(R)}(A, B)\) denote the stabilizer of \((A, B)\) in \(G_n(R)\). Then observe that

\[
\text{Stab}_{G_n(R)}(A, B) \subset Z := \{g \in \text{GL}_n(K) : g \cdot A^{-1} B \cdot g^{-1} = A^{-1} B\}.
\]

But as we computed in the proof of Theorem 14, \(-A^{-1} B\) has separable characteristic polynomial \(F_{\text{mon}}(x, 1)\), so upon examining the rational canonical form of \(-A^{-1} B\), we find that \(Z = K[-A^{-1} B] \cong K[\rho, \theta] = K_F\). Thus, if \(g = \text{Stab}_{G_n(R)}(A, B)\), then \(g\) is the matrix \(g = m_p\) of multiplication by \(\rho\) for some \(\rho \in K_F^\times\). Since \(g\) defines an invertible map of \(R_F\)-modules \(g: I \to I\), we have \(m_p \in \text{End}_{R_F}(I)^\times\). Moreover, the bilinear maps \(I \times I \to K_F\) defined by sending \((\beta, \gamma)\) to \(\alpha^{-1} \beta \gamma\) and \(\alpha^{-1}(\rho \beta)(\rho \gamma)\) must coincide, implying that \(\rho^2 = 1\), and hence that \(m_p \in \text{End}_{R_F}(I)^\times[2]\).

Conversely, by imitating the argument in (25), we see that every \(R_F\)-module endomorphism of \(I\) is given by multiplication by an element of \(K_F\). In particular, we have \(\text{End}_{R_F}(I)^\times[2] \subset K_F^\times[2]\), and it is clear that the action of \(K_F^\times[2]\) stabilizes \((A, B)\). Finally, the stabilizer of \((A, B)\) in \(\text{SL}_n(R)\) is the determinant-1 subgroup of \(\text{End}_{R_F}(I)^\times[2]\), which is simply \(\text{End}_{R_F}(I)^\times[2]_{\vert x \equiv 1}\). \(\square\)

Remark 21. Note that \(\text{End}_{R_F}(I) \supset R_F\) and that this containment is an equality when \(I\) is invertible.

We now show that the construction is compatible with the action of \(N(R)\) on \(F \in F_n(f_0, R)\):

**Lemma 22.** Let \(h \in N(R)\), and let \(F' = h \cdot F\). Consider the diagram

\[
\begin{array}{ccc}
H_{F,r} \xrightarrow{\text{orb}_{F,r}} G_n(R) \setminus (R^2 \otimes_R \text{Sym}_2 R^n) & \xrightarrow{\text{orb}_{F'}} & G_n(R) \setminus (R^2 \otimes_R \text{Sym}_2 R^n) \\
\downarrow & & \downarrow \\
H_{F',r} \xrightarrow{\text{orb}_{F',r}} G_n(R) \setminus (R^2 \otimes_R \text{Sym}_2 R^n)
\end{array}
\]

where the vertical maps are as follows: given \((I, \alpha) \in H_{F,r}\), its image is \((I, \alpha) \in H_{F',r}\), and given \((A, B) \in R^2 \otimes_R \text{Sym}_2 R^n\), its image is \((A, f_0 h_{21} A + B) \in R^2 \otimes_R \text{Sym}_2 R^n\), where \(h_{21}\) denotes the row-2, column-1 entry of \(h\). Then the diagram (27) commutes.

**Proof.** Let \((I, \alpha) \in H_{F,r}\). Then since \(K_F \cong K_{F'}\) and since this bijection restricts to a bijection \(I_F \cong I_{F'}\) (see [13]), we may regard \(I\) as a fractional ideal of \(R_{F'}\) and \(\alpha\) as an element of \(K_{F'}\). As in (20), the pairs \((I, \alpha) \in H_{F,r}\) and \((I, \alpha) \in H_{F',r}\) give rise to two symmetric bilinear forms \(\langle - , - \rangle: I \times I \to \text{I}_F^{n-2}\) and \(\langle - , - \rangle': I \times I \to \text{I}_{F'}^{n-2}\). One verifies by inspection that the pairs of matrices \((A, B), (A', B')\) arising from \(\langle - , - \rangle, \langle - , - \rangle'\) satisfy \((A', B') = (A, f_0 h_{21} A + B)\). \(\square\)

**Remark 23.** The results of this section are inspired by [44], where Wood proves similar theorems in which the multiplication table of an ideal of \(R_F\) gives rise to a pair \((A, B) \in R^2 \otimes_R \text{Sym}_2 R^n\) with \(\det(xA + yB) = F(x, y)\), rather than \(F_{\text{mon}}(x, y)\).

### 2.3 Preliminaries on counting 2-torsion classes

Let \(r \in R^\times\), and let \((I, \alpha) \in H_{F,r}\). If \(I\) is invertible (equivalently, projective as an \(R_F\)-module), then the condition that \(N(I)^2 = r N(\text{I}_F^{n-2})\) forces the containment \(I^2 \subset \alpha \text{I}_F^{n-2}\) to be an equality. Let \(H_{F,r}^p \subset H_{F,r}\) be the subset of equivalence classes of pairs \((I, \alpha)\) such that \(I\) is invertible. We say an orbit in \(\text{orb}_{F,r}(H_{F,r})\) is pre-projective if it belongs to the subset \(\text{orb}_{F,r}(H_{F,r}^p)\). We list some properties of pre-projective orbits below:

- When \(R = \mathbb{Z}\), a fractional ideal \(I\) of \(R_F\) is invertible if and only if \(Z_p \otimes \mathbb{Z} I\) is invertible as a fractional ideal of \(Z_p \otimes \mathbb{Z} R_F\) for every prime \(p\).
- When \(R = \mathbb{Z}_p\), [27] proof of Theorem 5.1 implies the locus of pre-projective elements of \(Z_p^\times \otimes \mathbb{Z} \text{Sym}_2 Z_p^n\) is defined by congruence conditions modulo a power \(p^{m_p}\), where \(m_p = 1\) if \(p \nmid f_0\).
- If \(F' = h \cdot F\) for some \(h \in N(R)\), then the bijection \(H_{F,r} \to H_{F',r}\) defined in Lemma 22 restricts to a bijection \(H_{F,r}^p \to H_{F',r}^p\).
Let \( R = \mathbb{Z} \), let \( F \) be irreducible, and suppose that \( R_F \) is the maximal order in the number field \( K_F \). For a fractional ideal \( I \) of \( R_F \), we denote its ideal class by \([I] \in \text{Cl}(R_F)\). The set of square roots of \([I_F^{-2}]\) is in bijection with \((R_I, \rho, \alpha)\), implying that \( \text{Cl}(R_F) \) is a torsor for \( \text{Cl}(R_F)[2] \), and by Hecke’s theorem, this torsor is nonempty. Thus, the problem of counting elements of \( \text{Cl}(R_F)[2] \) is equivalent to that of counting square roots of \([I_F^{-2}]\).

Let \( H^+_{F,1} \subset H^*_{F,1} \) be the subset of elements \((I, \alpha)\) such that \( \alpha \) is a totally positive element of \( K_F \). In §§2.3.1, 2.3.2, we use the new parametrization to express the number of 2-torsion elements in the (ordinary or narrow) class group of \( R_F \) in terms of the quantities

\[
\# \text{orb}_{F,1}(H^+_{F,1}), \quad \# \text{orb}_{F,-1}(H^*_{F,-1}), \quad \text{and} \quad \# \text{orb}_{F,1}(H^*_{F,1}).
\]

(28)

In this way, we reduce the problem of determining the average size of the 2-class groups of rings defined by binary forms into the problem of counting pre-projective orbits that arise from the parametrization.

### 2.3.1 Case 1: \( R = \mathbb{Z} \) and \( n \) is odd

In this case, we obtain the following formula for \( \# \text{Cl}(R_F)[2] \):

**Lemma 24.** Let \( n \) be odd, and let \( F \in \mathcal{F}_{n, \max}(f_0, \mathbb{Z}) \). Then we have that

\[
\# \text{Cl}(R_F)[2] = \frac{\# \text{orb}_{F,1}(H^+_{F,1})}{2^{n_1+r_2-1}}.
\]

Proof. Since \([I_F^{-2}]\) represents the class of the inverse different in \( \text{Cl}(R_F) \), every invertible based fractional ideal \( I \) representing a square root of the class of the inverse different satisfies \( I^2 = \alpha I_F^{-2} \) for some element \( \alpha \in K_F \) (depending on \( I \)). In particular, by taking norms on both sides, we find that there exists \( r \in \{\pm 1\} \) such that \( N(I)^2 = rN(\alpha)N(I_F^{-2}) \). By making the replacement \( \alpha \mapsto r\alpha \), we can ensure that \( r = 1 \). Thus, we obtain a surjective map of sets

\[
H^+_{F,1} \rightarrow \{ \text{square roots of } [I_F^{-2}] \}, \quad (I, \alpha) \rightarrow [I].
\]

(29)

Suppose \( H^+_{F,1} \neq \emptyset \) (i.e., \([I_F^{-2}]\) is a square in \( \text{Cl}(R_F) \)). If \((I_1, \alpha_1), (I_2, \alpha_2) \in H^+_{F,1} \) map to the same class under the map (29), we can replace \((I_2, \alpha_2)\) with a representative of its equivalence class such that \( I_1 = I_2 \) as based fractional ideals. Letting \( I = I_1 = I_2 \), we find that

\[
\alpha_1 I_F^{-2} = I^2 = \alpha_2 I_F^{-2} \quad \text{and} \quad N(\alpha_1)N(I_F^{-2}) = N(I)^2 = N(\alpha_2)N(I_F^{-2}),
\]

implying that \( \alpha_1/\alpha_2 \in (R_F^\times)_{N=1} := \{ \rho \in R_F^\times : N(\rho) = 1 \} \). Moreover, if \((I, \alpha) \in H_{F,r} \) for any \( r \in R^\times \), then \((I, \rho^2\alpha) \sim (\rho^{-1}I, \alpha) \) for any \( \rho \in (R_F^\times)_{N=1} \). Thus, the preimage of any square root of \([I_F^{-2}]\) under (29) is in bijection with \((R_F^\times/R_F^{x2})_{N=1} := \{ \rho \in R_F^\times/R_F^{x2} : N(\rho) = 1 \in \mathbb{Z}/\mathbb{Z}^{x2} \} \), and so,

\[
\# \{ \text{square roots of } [I_F^{-2}] \} = \frac{\# H^+_{F,1}}{\# (R_F^\times/R_F^{x2})_{N=1}} = \frac{\# \text{orb}_{F,1}(H^+_{F,1})}{\# (R_F^\times/R_F^{x2})_{N=1}}.
\]

(30)

It is not hard to compute the denominator of the right-hand side of (30). Indeed, if \( F \) has \( r_1 \) real roots and \( r_2 \) pairs of complex conjugate roots, Dirichlet’s Unit Theorem tells us that we have \( R_F^\times \sim \Gamma \times \mathbb{Z}^{r_1+r_2-1} \) where \( \Gamma \) is a finite abelian group. Because \(-1 \in R_F^\times \), and because \( N(-1) = -1 \) as \( n \) is odd, we can choose the generators of the free part of \( R_F^\times \) to all have norm 1. Since \( \#(\Gamma/\Gamma^2) = \# \Gamma [2] = \# \{ \pm 1 \} = 2 \), and since the norm map \( \Gamma/\Gamma^2 \rightarrow \{ \pm 1 \} \) is surjective, we have that \( \# (\Gamma/\Gamma^2)_{N=1} = 1 \). Thus,

\[
\# (R_F^\times/R_F^{x2})_{N=1} = 2^{r_1+r_2-1}.
\]

(31)

Combining (30) and (31) yields the lemma.

### 2.3.2 Case 2: \( R = \mathbb{Z} \) and \( n \) is even

In this case, we obtain the following formula for \( \# \text{Cl}(R_F)[2] \):


Lemma 25. Let $n$ be even, and let $F \in \mathcal{F}_{n,r_1}^{r_1,r_2}(f_0, \mathbb{Z})$. Then we have that
\[
\# \text{Cl}(R_F)[2] = \frac{\# \text{orb}_{F,1}(H_{F,1}^*) + \# \text{orb}_{F,-1}(H_{F,-1}^*)}{2^{r_1+r_2}}.
\]

Proof. Just as in the proof of Lemma \[24\] if $I$ is an invertible based fractional ideal representing a square root of the class of the inverse different, then $I^2 = \alpha I_F^{-2}$ for some $\alpha \in K_F^\times$, and there exists $r \in \{\pm 1\}$ such that $N(I)^2 = r N(\alpha) N(I_F^{-2})$. But when $n$ is even, we might not necessarily be able to replace $\alpha$ by a suitable multiple to reduce to the case where $r = 1$.

First suppose that there does not exist $\rho \in R_F^\times$ such that $N(\rho) = -1$. Then the images of $H_{F,1}^*$ and of $H_{F,-1}^*$ under the map that sends a pair $(I, \alpha)$ to $[I] \in \{\text{square roots of } [I_F^{-2}]\}$ must be disjoint: indeed, if there is a based fractional ideal $I$ of $R_F$ such that $(I, \alpha_1) \in H_{F,1}^*$ and $(I, \alpha_2) \in H_{F,-1}^*$, then $\alpha_1 I_F^{-2} = I^2 = \alpha_2 I_F^{-2}$, so $\alpha_1/\alpha_2 \in R_F^\times$ but $N(\alpha_1/\alpha_2) = -1$, which is a contradiction. We thus obtain a surjective map of sets
\[
H_{F,1}^* \cup H_{F,-1}^* \twoheadrightarrow \{\text{square roots of } [I_F^{-2}]\}, \quad (I, \alpha) \mapsto [I]
\]
(32)
such that each fiber of the map (32) is in bijection with $(R_F^\times/R_F^{\times 2})_{\mathbb{N} \equiv 1}$ and hence has size $\#(R_F^\times/R_F^{\times 2})_{\mathbb{N} \equiv 1}$. Since we assumed that $R_F^\times$ has no elements of negative norm, $(R_F^\times/R_F^{\times 2})_{\mathbb{N} \equiv 1} = R_F^\times/R_F^{\times 2}$, and Dirichlet’s Unit Theorem implies that $\#(R_F^\times/R_F^{\times 2}) = 2^{r_1+r_2}$, where $F$ has $r_1$ real roots and $r_2$ pairs of complex conjugate roots. Thus,
\[
\# \{\text{square roots of } [I_F^{-2}]\} = \frac{\# \text{orb}_{F,1}(H_{F,1}^*) + \# \text{orb}_{F,-1}(H_{F,-1}^*)}{2^{r_1+r_2}}.
\]
(33)
Next, if there does exist $\rho \in R_F^\times$ such that $N(\rho) = -1$, we can take $r = 1$ by replacing $\alpha$ with $\rho \alpha$ when $N(\alpha) < 0$ and keeping $\alpha$ the same when $N(\alpha) > 0$. We thus obtain a surjective map of sets
\[
H_{F,1}^* \twoheadrightarrow \{\text{square roots of } [I_F^{-2}]\}, \quad (I, \alpha) \mapsto [I].
\]
(34)
One checks that each of the fibers of the map (34) is in bijection with $(R_F^\times/R_F^{\times 2})_{\mathbb{N} \equiv 1}$ and hence has size $\#(R_F^\times/R_F^{\times 2})_{\mathbb{N} \equiv 1}$. Since we assumed that $R_F^\times$ has an element of negative norm, Dirichlet’s Unit Theorem gives $\#(R_F^\times/R_F^{\times 2})_{\mathbb{N} \equiv 1} = 2^{r_1+r_2-1}$. Thus,
\[
\# \{\text{square roots of } [I_F^{-2}]\} = \frac{\# \text{orb}_{F,1}(H_{F,1}^*)}{2^{r_1+r_2-1}},
\]
(35)
Now, in the above analysis, we could just as well have taken $r = -1$ by replacing $\alpha$ with $\rho \alpha$ when $N(\alpha) > 0$ and keeping $\alpha$ the same when $N(\alpha) < 0$. Thus,
\[
\# \{\text{square roots of } [I_F^{-2}]\} = \frac{\# \text{orb}_{F,-1}(H_{F,-1}^*)}{2^{r_1+r_2-1}},
\]
(36)
so by combining (35) and (36), we see that the formula (35) always holds. \[\square\]

Finally, we obtain the following formula for $\# \text{Cl}^+(R_F)[2]$:

Lemma 26. Let $n$ be even, and let $F \in \mathcal{F}_{n,r_1}^{r_1,r_2}(f_0, \mathbb{Z})$. Then we have that
\[
\# \text{Cl}^+(R_F)[2] = \frac{\# \text{orb}_{F,1}(H_{F,1}^+)}{2^{r_2}}.
\]

Proof. Consider the surjective map of sets $H_{F,1}^+ \twoheadrightarrow \text{Cl}^+(R_F)[2]$ that sends a pair $(I, \alpha)$ to the narrow class of $I \cdot I_F^{2\mathbb{N}}$. It follows immediately from [27] proof of Lemma 2.4 [3] that each of the fibers of this map has size $2^{r_2}$.

\[2\text{Note that, although}[27]\text{ Lemma 2.4 is stated for number fields of odd degree with Galois group equal to the full symmetric group, the proof goes through for any number field.}\]
3 Orbits over arithmetic rings and fields

By the results of §2.3 proving our main theorems on class group statistics amounts to obtaining asymptotics for the number of pre-projective \( G_n(\mathbb{Z}) \)-orbits of bounded height that arise from the parametrization in §2.2. By work of Siad (see Theorem 46), obtaining such asymptotics amounts to counting the pre-projective \( G_n(\mathbb{Z}_v) \)-orbits that arise from the parametrization over \( \mathbb{Z}_v \) for each place \( v \) of \( \mathbb{Q} \). The purpose of this section is to perform the necessary local orbit counts. Specifically:

- In §3.1 we take \( R = \mathbb{Z}_p \) for a prime \( p \). In §3.1.1 we set the notation for binary forms over \( \mathbb{Z}_p \) and recall a criterion (see Theorem 27) for determining whether the ring defined by a binary form is maximal over \( \mathbb{Z}_p \); in §3.1.2 we give a formula (see Theorem 30) for the number of pre-projective orbits over \( \mathbb{Z}_p \) that arise from the parametrization; and in §3.1.3 we compute the even ramification densities for the family \( F_{n, \text{max}}(f_0, \mathbb{Z}) \) (see Theorem 33). The \( p \)-adic orbit counts obtained in §3.1.2 are applied in §4.2.
- In §3.2 we take \( R = K \) to be a field, and in this setting, we distill the parametrization into a simpler form (see Proposition 36). This result is applied in §4.3 where we take \( K = \mathbb{R} \).
- The asymptotic in Theorem 40 counts only those orbits that are non-distinguished. In §3.3 we define the notion of distinguishedness, and we use the results of §§3.1–3.2 to describe when distinguished orbits arise from the parametrization. We also compute the squareful densities for the family \( F_{n, \text{max}}(f_0, \mathbb{Z}) \) (see Theorem 41) and prove Theorem 10. The results of §3.3 are applied in §4.4.

3.1 Orbits over \( \mathbb{Z}_p \)

In this section, we take \( n \geq 3 \) and \( R = \mathbb{Z}_p \) for a prime \( p \).

3.1.1 Preliminaries on forms over \( \mathbb{Z}_p \)

Let \( F \in \mathcal{F}_n(f_0, \mathbb{Z}_p) \) be separable and primitive, and factor \( F \) over \( \mathbb{Z}_p \) as \( F(x, y) = \prod_{i=1}^m F_i(x, y) \) in such a way that the following three properties hold:

- The leading coefficient of \( F_1 \) is \( f_0 \), and the leading coefficient of \( F_i \) is 1 for each \( i \in \{2, \ldots, m\} \);
- The reduction of \( F_1 \) modulo \( p \) is given by \( \kappa y^{e_1} \) for some \( \kappa \in \mathbb{F}_p^\times \) and for some \( e_1 \geq 0 \); and
- For each \( i \in \{2, \ldots, m\} \), the reduction of \( F_i \) modulo \( p \) is given by \( \overline{F}_i^{e_i} \) for some integers \( e_i > 0 \) and irreducible forms \( \overline{F}_i \) over \( \mathbb{F}_p \), such that \( \overline{F}_1 := y, \overline{F}_2, \ldots, \overline{F}_m \) are pairwise coprime.

We call any factorization of \( F \) satisfying the above three properties a canonical factorization of \( F \); Hensel’s Lemma implies that there always exists a unique canonical factorization of \( F \) up to permutation of \( F_2, \ldots, F_m \). The ring \( R_F \) is evidently contained in the product ring \( \prod_{i=1}^m R_{F_i} \), and comparing discriminants yields that this containment is in fact an equality.

We say that \( F \) is evenly ramified if \( e_i \) is even for each \( i \in \{1, \ldots, m\} \); note in particular that if \( F \) is evenly ramified, then \( n = \deg F \) is even. We also define a similar notion for odd-degree forms: if \( n \) is odd, we say that \( F \) is squareful if \( e_i \) is even for each \( i \in \{2, \ldots, m\} \). Finally, let \( \nu_p(f_0) \) denote the \( p \)-adic valuation of \( f_0 \), and observe that \( e_1 = 0 \) if and only if \( \nu_p(f_0) = 0 \).

In what follows, we require a way to ascertain whether \( R_F \) is maximal for a given binary form \( F \in \mathbb{Z}_p[x, y] \). For this, we rely on the following result, which we call the generalized Dedekind’s criterion:

**Theorem 27** ([22, Theorem 2]). Let \( H \in \mathbb{Z}_p[x, y] \) be a primitive binary form with \( H(1, 0) \neq 0 \). Factor \( H \) over \( \mathbb{F}_p \) as \( H = \prod_{i=1}^t \overline{H}_i \), where \( \overline{H}_i \in \mathbb{F}_p[x, y] \) is irreducible for each \( i \). Let \( H_1 \in \mathbb{Z}_p[x, y] \) be any (binary form) lift of \( \overline{H}_1 \). Let \( H_2 \in \mathbb{Z}_p[x, y] \) be any lift of \( \overline{H}/\overline{H}_1 \), and let \( H_3 = p^{-1}(H_1 H_2 - H) \in \mathbb{Z}_p[x, y] \). Then \( R_{H} \) is maximal if and only if \( \gcd(\overline{H}_1, \overline{H}_2, \overline{H}_3) = 1 \).

Theorem 27 implies that maximality over \( \mathbb{Z}_p \) is determined by congruence conditions modulo \( p^2 \). The following restatement of the generalized Dedekind’s criterion will prove convenient in §3.1.2.

**Lemma 28.** Let \( H \in \mathbb{Z}_p[x, y] \) be a binary form with unit leading coefficient. The ring \( R_H \) is maximal if and only if there does not exist a monic form \( H' \in \mathbb{Z}_p[x, y] \) such that its reduction \( \overline{H}' \in \mathbb{F}_p[x, y] \) is irreducible and such that \( H \in (p^2, pH', H'^2) \subset \mathbb{Z}_p[x, y] \).
Lemma 29. If \( \nu_p(f_0) > 0 \), then \( R_{F_1} \) is maximal if and only if \( R_f \) is maximal.

Proof. Clearly, \( R_{F_1} \) is maximal when \( e_1 = 1 \), so suppose \( e_1 > 1 \). Let \( H = F_1, H_1 = y, \) and \( H_2 = y^{e_1-1} \). Then the leading coefficient of \( H_3 = p^{-1}(H_1 H_2 - H) \) is divisible by \( \nu_p(f_0-1) \), and so \( \gcd(\mathcal{H}_1, \mathcal{H}_2, \mathcal{H}_3) = 1 \) if and only if \( \nu_p(f_0) = 1 \); the lemma then follows from Theorem 27.

3.1.2 Pre-projective orbits

We now describe the pre-projective \( G_n(\mathbb{Z}_p) \)-orbits arising from the parametrization. We obtain formulas for \#\text{orb}_{F,r}(H^*_{r,F}) \) that depend on the parity of \( p \), whether \( F \) is evenly ramified, and whether \( r \) is a quadratic residue modulo \( p \).

Theorem 30. Let \( F \) be as in (37) and let \( r \in \mathbb{Z}_p^\times \). The elements of \( \text{orb}_{F,r}(H^*_{r,F}) \) are in bijection with those of

\[
(R_{F,r}^\times / R_{F,r}^\times )_{N \equiv r} := \{ \rho \in R_{F,r}^\times : N(\rho) = r \in \mathbb{Z}_p^\times / \mathbb{Z}_p^\times \},
\]

and we have the following formulas:

\[
\#\text{orb}_{F,r}(H^*_{r,F}) = \#(R_{F,r}^\times / R_{F,r}^\times )_{N \equiv r} =
\begin{cases}
\frac{1}{2} \#R_{F,r}^\times [2], & \text{if } p > 2 \text{ and } F \text{ is not evenly ramified,} \\
\#R_{F,r}^\times [2], & \text{if } p > 2, \text{ } F \text{ is evenly ramified, and } r = 1 \in \mathbb{Z}_p^\times / \mathbb{Z}_p^\times, \\
0, & \text{if } p > 2, \text{ } F \text{ is evenly ramified, and } r \neq 1 \in \mathbb{Z}_p^\times / \mathbb{Z}_p^\times, \\
2^{n-2} \#R_{F,r}^\times [2], & \text{if } p = 2, \text{ } R_F \text{ is maximal, and } F \text{ is not evenly ramified.}
\end{cases}
\]

The stabilizer \( \text{Stab}_{G_n(\mathbb{Z}_p)}(A,B) \) in \( G_n(\mathbb{Z}_p) \) of any representative \( (A,B) \in \mathbb{Z}_p^2 \otimes \mathbb{Z}_p \text{Sym}_2 \mathbb{Z}_p^n \) of any element of \( \text{orb}_{F,r}(H^*_{r,F}) \) is isomorphic to \( R_{F,r}^\times [2]_{N \equiv 1} \) if \( n \) is odd and to \( R_{F,r}^\times [2]_{N \equiv 2} \) if \( n \) is even.

Remark 31. If \( F \) is evenly ramified, taking \( r = -1 \in \mathbb{Z}_p^\times / \mathbb{Z}_p^\times \) in (37) yields \#\text{orb}_{F,-1}(H^*_{-1,-1}) = \#R_{F,-1}^\times [2] \) if \( p \equiv 1 \) (mod 4) and \#\text{orb}_{F,1}(H^*_{1,1}) = 0 \) if \( p \equiv 3 \) (mod 4). Let \( m \) be the number of irreducible factors of \( F \) over \( \mathbb{Z}_p \). When \( R_F \) is maximal, the quantities on the right-hand side of (37) are \( 2^{m-1}, 2^m, 0, 2^{n+m-2}, \) respectively, and the stabilizer size is \( 2^{m-1} \) for \( n \) odd and \( 2^m \) for \( n \) even.

Proof of Theorem 31. Since \( R_F \) is a module-finite extension of the complete local ring \( \mathbb{Z}_p \), it is a finite product of complete local rings (see (25)), implying that every invertible fractional ideal of \( R_F \) is principal. Since we took \( F \) to be primitive, the based fractional ideal \( I_F \) is invertible, and so there exists \( \gamma' \in K_F^\times \) such that \( I_F = (\gamma') \) as ideals (not necessarily as based ideals). A priori, all we know is that \( N(\gamma') = r^n N(I_F) \) for some \( r' \in \mathbb{Z}_p^\times \), since the norm of an ideal depends on the choice of basis. Letting \( r = r' \gamma' \), we find that \( I_F = (\gamma) \) and that \( N(\gamma^{n-2}) = r^{(n+1)(n-2)} N(I_F^{-2}) \).

To prove the desired bijection, it suffices by Proposition 17 to show that the elements of \( H^*_{r,F} \) are in bijection with those of \( (R_{F,r}^\times / R_{F,r}^\times )_{N \equiv r} \). We do this by constructing mutually inverse maps in both directions. For the forward direction, let \((I, \alpha) \in H^*_{r,F}\). By the observation above, \( I = (\beta) \) as ideals and \( N(I) = r^n N(\beta) \) for some \( \beta \in K_F \) and \( r'' \in \mathbb{Z}_p^\times \). Then \((I, \alpha) \sim ((1), \beta^{-2} \alpha) \), where the unit ideal \((1)\) has the basis given by scaling each basis element of \( I \) by \( \beta^{-1} \). It follows that \( (1)^2 = \beta^{-2} \alpha (\gamma)^{n-2}, \) so \( \rho := \beta^{-2} \alpha \gamma^{n-2} \in R_{F}^\times \). But we also have

\[
r^{r''} = N((1)^2) = r N(\beta^{-2} \alpha) N(I_F^{-2}) = r r^{2(n+1)(n-2)} N(\rho).
\]

It follows from (38) that \( N(\rho) \in \mathbb{Z}_p^\times / \mathbb{Z}_p^\times \). Since \( \beta \) is only unique up to scaling by elements of \( R_{F}^\times \), the assignment \((I, \alpha) \mapsto \rho \) yields a well-defined map of sets \( \Sigma_1 : H^*_{r,F} \to (R_{F,r}^\times / R_{F,r}^\times )_{N \equiv r} \).
For the reverse direction, let $\rho \in R_F^\times$ be a representative of an element of $(R_F^\times/R_F^{\times 2})_{N=1}$. Then $\alpha := \rho \gamma^{-n}$ satisfies $(1)^2 = \alpha I_p^{-n-2}$ as ideals and

$$N(\alpha) = N(\rho) N(\gamma^{-n}) = \rho \gamma^{-n} N(I_p^{-n-2})^{-1}$$

for some $\rho \in Z_F^\times$. Upon endowing the unit ideal $(1)$ with any basis such that $N((1)) = \rho$, we find that $((1), \alpha) \in H_F^\times,\gamma$. If we had chosen a different representative $\rho' \in R_F^\times$ of the same element of $(R_F^\times/R_F^{\times 2})_{N=1}$, then the resulting pair $(1), \alpha'$ would be equivalent to the scaling of the pair $(1), \alpha$ by the factor $\rho'/\rho$. Thus, the assignment $\rho \mapsto (1), \alpha$ gives a well-defined map of sets $\Sigma_2: (R_F^\times/R_F^{\times 2})_{N=1} \to H_F^\times,\gamma$. (In particular, note that $H_F^\times,\gamma$ is nonempty when $(R_F^\times/R_F^{\times 2})_{N=1} = \ast$.) One checks that the maps $\Sigma_1$ and $\Sigma_2$ are mutually inverse.

We now compute $(R_F^\times/R_F^{\times 2})_{N=1}$. Recall that the unit group $R_F^\times$ can be expressed as $R_F^\times \simeq \Gamma_p \times Z_p^\times$, where $\Gamma_p$ is a finite abelian group. Upon observing that $\#(\Gamma_p/\Gamma_p^2) = \#\Gamma_p[2]$ and $\Gamma_p[2] = R_F^\times[2]$, we find that

$$\#(R_F^\times/R_F^{\times 2}) = \#(\Gamma_p/\Gamma_p^p) \cdot (\#(Z_p/2Z_p))^{n} = \begin{cases} \#(\Gamma_p/\Gamma_p^2), & \text{if } p > 2, \\ 2^n \#(\Gamma_p/\Gamma_p^2), & \text{if } p = 2. \end{cases}$$

To determine $(R_F^\times/R_F^{\times 2})_{N=1}$ from the value of $(R_F^\times/R_F^{\times 2})$ given in (39), consider the norm map

$$R_F^\times/R_F^{\times 2} \to Z_p^\times/Z_p^{2}, \quad \rho \mapsto N(\rho).$$

It follows from (39) and the fact that the map (40) is a group homomorphism that

$$\#(R_F^\times/R_F^{\times 2})_{N=1} = \begin{cases} \#(\Gamma_p/\Gamma_p^2), & \text{if } p > 2 \text{ and (40) is surjective}, \\ \#(\Gamma_p/\Gamma_p^2), & \text{if } p > 2 \text{, (40) is not surjective, and } r = 1 \in Z_p^\times/Z_p^{2}, \\ 0, & \text{if } p > 2, \text{ (40) is not surjective, and } r \neq 1 \in Z_p^\times/Z_p^{2}, \\ 2^n \#(\Gamma_p/\Gamma_p^2), & \text{if } p = 2 \text{ and (40) is surjective}. \end{cases}$$

The formulas (39) then follow immediately from (41) and the next lemma:

**Lemma 32.** If $p > 2$, then (40) is surjective if and only if $F$ is not evenly ramified. If $p = 2$, then (40) is surjective if $R_F^\times$ is maximal and $F$ is not evenly ramified.

**Proof of Lemma 32.** Suppose $p > 2$. We claim that if the lemma holds for $F$, then it also holds for any separable degree-$n$ form $F' \in Z_p[x,y]$ such that $F' \equiv F$ (mod $p$). To see why, let $m_\kappa$ be the matrix of multiplication by $\kappa \in K_F^\times$ on the $K$-vector space $K_F$ with respect to the basis (12). If we express $\kappa$ in the basis (12) as $\kappa = \sum_{i=1}^n \kappa_i \zeta_i$, then using the multiplication table (13), one verifies that each matrix entry of $m_\kappa$ — and hence also the norm $N(\kappa) = \det m_\kappa$ — is a polynomial function in the $\kappa_i$ and $f_i$ with integer coefficients. Now, (40) is surjective if and only if the norm, viewed as a polynomial function in the $\kappa_i$ and $f_i$, represents a quadratic nonresidue modulo $p$, and if this happens for $F$, then it must also happen for the mod-$p$ translate $F'$.

We next claim that we can choose $F' \equiv F$ (mod $p$) such that $R_F^\times$ is maximal. It suffices to prove this with $F$ replaced by $F_i$ for each $i$. If $e_i > 1$ for any $i$, then $R_{F_i}$ must be maximal, so suppose $e_i > 1$. Let $\bar{F}_i \subseteq Z_p[x,y]$ be any lift of $F_i$ with deg $\bar{F}_i = \deg F_i$. Then $F_i' := \bar{F}_i^{e_i} + p y^{\deg F_i} \in Z_p[x,y]$ does the job when $i > 2$: indeed, taking $H = F_i^m, H_1 = \bar{F}_i^{e_i-1}$ in the generalized Dedekind’s criterion, we see that $H_3 = y^{\deg F_i}$, meaning that gcd$(H_1, H_2, H_3) = 1$. Similarly, $F_i' := \bar{F}_i^{e_i} + p x^{e_i}$ does the job when $i = 1$. We may thus assume $R_{F_i}$ is maximal.

We now claim that $F_i$ is irreducible for each $i$. Indeed, suppose $F_i$ is not irreducible, and let $\bar{F}_i \subseteq Z_p[x,y]$ be any lift of $F_i$. Then $F_i := (\bar{F}_i^a + p J_1)(\bar{F}_i^b + p J_2)$ for some forms $J_1, J_2 \subseteq Z_p[x,y]$ and integers $a, b > 0$ such that $a + b = e_i$. It follows that $F_i \subseteq (p^2, p \bar{F}_i, \bar{F}_i^2) \subseteq Z_p[x,y]$, so $F_i$ fails the generalized Dedekind’s criterion as stated in Lemma (28) with $x$ and $y$ switched. Thus, $R_{F_i}$ is not maximal.

As the $F_i$ are irreducible, $K_{F_i}$ is a field extension of $Q_p$ with ramification degree $e_i$ for each $i$, and the mod-$p$ reduction of the image of the norm map $N_{F_i/Z_p} : R_F^\times \to Z_p^\times$ is equal to $(Z/pZ)^{e_i}$ for each $i$. Thus, (40) is surjective if and only if $e_i$ is odd for some $i$, which occurs if and only if $F$ is not evenly ramified.

When $p = 2$, we have $Z_p^{2e_i} \subseteq N_{R_{F_i}/Z_p} R_F^{\times}$, so (40) is surjective if $e_i$ is odd for some $i$. This completes the proof of Lemma 32. \[\square\]
Finally, the characterization of the stabilizer follows from Proposition 20 upon observing that $\text{End}_{R_F}(I)^{\times}[2] = R_F[2]$ when $I$ is invertible. This completes the proof of Theorem 30.

3.1.3 Density calculations

As is evident from (57), the size $\#\text{orb}_{F,F}(H_{1,\nu})$ depends on whether $F$ is evenly ramified, which can only occur when $n$ is even. The following theorem tells us how often forms in $\mathcal{F}_{n,\max}(f_0,\mathbb{Z}_p)$ are evenly ramified:

**Theorem 33.** Let $n$ be even. The $p$-adic density within $\mathcal{F}_{n,\max}(f_0,\mathbb{Z}_p)$ of the subset of forms $F \in \mathcal{F}_{n,\max}(f_0,\mathbb{Z}_p)$ such that $F$ is evenly ramified is given by

$$
\delta_S = \sum_{\kappa \in \mathbb{F}_p^*} p^{-\delta}(1 + p^{-1})^{\delta - 1}, \quad \text{if } \nu_p(f_0) \in \{0,1\},
\delta_S = 0, \quad \text{if } \nu_p(f_0) > 1.
$$

(42)

**Proof.** Let $S := \mathcal{F}_{n,\max}(f_0,\mathbb{Z}_p)$, and let $S'$ be the subset of $S$ consisting of evenly ramified forms. For a set $\Sigma \subset \mathcal{F}_n(f_0,\mathbb{Z}_p)$, let $\delta_\Sigma$ denote the $p$-adic density of $\Sigma$ in $\mathcal{F}_n(f_0,\mathbb{Z}_p)$. Observe that to prove (12), it suffices to compute $\delta_{S'}/\delta_S$. We compute the densities $\delta_S$ and $\delta_{S'}$ as follows:

**Computation of $\delta_S$**

First suppose $\nu_p(f_0) = 0$. Then $\delta_S$ is equal to the $p$-adic density of monic polynomials $f \in \mathbb{Z}_p[x]$ of degree $n$ such that the ring $\mathbb{Z}_p[x]/(f)$ is maximal. This latter density can be computed for any degree $n$ (not just even $n$) using Dedekind’s criterion (see [1, Proposition 3.5]) and is given by $1$ when $n \leq 1$ and by $1 - p^{-2}$ when $n \geq 2$.

Next, take $F \in S$, and suppose that $\nu_p(f_0) > 0$. Then we have $\min\{\epsilon_1,\nu_p(f_0)\} = 1$ by Lemma 29. Suppose first that $\nu_p(f_0) = 1$. In this case, the exponent $\epsilon_1$ can be any number from $1$ up to $n$, and the coefficient $\kappa$ of $y^{\epsilon_1}$ in the reduction of $F_1$ modulo $p$ can be any element of $\mathbb{F}_p^\times$. Summing the $p$-adic density of forms in $\mathcal{F}_{n-\epsilon_1,\max}(1,\mathbb{Z}_p)$ over the possible values of $\epsilon_1, \kappa$, we find that

$$
\delta_S = \sum_{\kappa \in \mathbb{F}_p^*} \sum_{\ell = 1}^{n-2} p^{-\ell}(1 - p^{-2}) = 1 - p^{-2},
$$

(43)

where in the sum over $\kappa$ on the right-hand side of (43), the first term corresponds to forms such that $\epsilon_1 = n$, the second term corresponds to forms such that $\epsilon_1 = n - 1$, and the $\ell$th term in the inner sum corresponds to forms such that $\epsilon_1 = \ell$ for each $\ell \in \{1,\ldots,n-2\}$.

Now, suppose that $\nu_p(f_0) > 1$. Then $\epsilon_1 = 1$, so $R_{F_1}$ is automatically maximal, and $R_F$ is maximal if and only if $R_{F/F_1}$ is maximal, which occurs with probability $1$ when $n = 2$ and with probability $1 - p^{-2}$ when $n > 2$. Thus, upon summing over the possible values of $\kappa$, we find that

$$
\delta_S = \begin{cases} 
\sum_{\kappa \in \mathbb{F}_p^*} p^{-1} = 1 - p^{-1}, & \text{if } n = 2, \\
\sum_{\kappa \in \mathbb{F}_p^*} p^{-1}(1 - p^{-2}) = (1 - p^{-1})(1 - p^{-2}), & \text{if } n > 2.
\end{cases}
$$

(44)

**Computation of $\delta_{S'}$**

For any integer $m \geq 1$, let $\delta_{2m}$ denote the $p$-adic density in $\mathcal{F}_{2m,\max}(1,\mathbb{Z}_p)$ of forms $H$ such that $H$ is a perfect square modulo $p$.

If $\nu_p(f_0) = 0$, then $\epsilon_1 = 0$, so in this case

$$
\delta_{S'} = \delta_n.
$$

(45)

Next, take $F \in S'$, and suppose that $\nu_p(f_0) > 0$. Then we once again have by Lemma 29 that $\min\{\epsilon_1,\nu_p(f_0)\} = 1$. Suppose first that $\nu_p(f_0) = 1$. In this case, the exponent $\epsilon_1$ can be any even number from $2$ up to $n$, and the coefficient $\kappa$ of $y^{\epsilon_1}$ in the reduction of $F_1$ modulo $p$ can be any element of $\mathbb{F}_p^\times$. Summing the $p$-adic density $\delta_{2n+1-\epsilon}$ of forms in $\mathcal{F}_{n-\epsilon_1,\max}(1,\mathbb{Z}_p)$ that are squares modulo $p$ over the possible values of $\epsilon_1, \kappa$, we find that

$$
\delta_{S'} = \sum_{\kappa \in \mathbb{F}_p^*} \sum_{\substack{2 \leq \epsilon_1 \leq n \\epsilon_1 \equiv 0 \mod 2}} p^{-\epsilon_1} \delta_n - \epsilon_1.
$$

(46)
Now, suppose that \( \nu_p(f_0) > 1 \). Then \( e_1 = 1 \), so \( F \) cannot be evenly ramified. Thus, \( \delta_S = 0 \) in this case.

It now remains to compute the \( p \)-adic densities \( \delta_{2m} \), which we do in the following proposition. Our method of proof follows Lenstra’s beautiful computation (see \[11\] §3) of the \( p \)-adic density of monic polynomials \( f \in \mathbb{Z}_p[x] \) such that \( \mathbb{Z}_p[x]/(f) \) is the maximal order in \( \mathbb{Q}_p[x]/(f) \).

**Proposition 34.** We have that \( \delta_0 = 1 \) and \( \delta_{2m} = p^{-m}(1 - p^{-1}) \) for \( m \geq 1 \).

**Proof of Proposition 34.** The case \( m = 0 \) is obvious, so fix \( m \geq 1 \). Because the criterion for maximality stated in Lemma 28 depends only on the residue class of \( p \), we need to introduce some notation. For each \( f \in \mathbb{Z}_p[x] \), let \( p = (p^2, pH', H'^2) \subset \mathbb{Z}_p[x, y] \) reduce to the ideal \( (pH', H'^2) \subset \mathbb{Z}/p^2\mathbb{Z}[x, y] \). To apply Lemma 28 we need to introduce some notation. For each \( i \in \{0, \ldots, 2m\} \) and any \( H' \in \mathcal{P} \):

- Let \( \mathcal{P}_i \subset \mathcal{P} \) be the subset of binary forms on \( \mathcal{P} \) having degree at most \( i \), and let \( \mathcal{P}_{i,\text{mod}} \) be the reduction of \( \mathcal{P}_i \) modulo \( p \);
- Let \( \mathcal{P}_{i,\text{mon}} \subset \mathcal{P}_i \) be the subset of monic binary forms having degree equal to \( i \), and let \( \mathcal{P}_{i,\text{mon}}^{\text{mod}} \) be the reduction of \( \mathcal{P}_{i,\text{mon}} \) modulo \( p \);
- Let \( \mathcal{P}_{i,\text{mon}}^{\text{(2)}} \subset \mathcal{P}_{i,\text{mon}} \) be the subset of forms whose reductions modulo \( p \) are perfect squares (\( \mathcal{P}_{i,\text{mon}}^{\text{(2)}} \neq \emptyset \) if and only if \( i \) is even), and let \( \mathcal{P}_{i,\text{mon}}^{\text{mod}}(2) \) be the reduction of \( \mathcal{P}_{i,\text{mon}}^{\text{(2)}} \) modulo \( p \);
- Let \( J_{H'} = (pH', H'^2) \cap \mathcal{P}_{2m,\text{mon}}^{(2)} \subset \mathcal{P} \).

**Lemma 35.** Let \( H'_1, \ldots, H'_t \in \mathcal{P} \) be such that their reductions modulo \( p \) are irreducible and distinct, and let \( H' = \prod_{i=1}^t H'_i \). Then we have that

\[
\#(\bigcap_{i=1}^t J_{H'_i}) \mathcal{P}_{2m,\text{mon}}^{(2)} = \begin{cases} 0, & \text{if } \deg H' > m, \\ p^{-m-2\deg H'}, & \text{otherwise.} \end{cases}
\]

**Proof of Lemma 35.** It is clear that \( \#\mathcal{P}_{2m,\text{mon}} = p^{2m} \). One checks by following the proof of \[11\] Lemma 3.3] that \( \bigcap_{i=1}^t J_{H'_i} = J_{H'} \), so it remains to compute \( \#J_{H'} \). By definition, \( J_{H'} \) contains no monic elements and is thus empty when \( \deg H'^2 = 2\deg H' > 2m \), so \( \#J_{H'} = 0 \) when \( \deg H' > m \).

Now suppose that \( \deg H' \leq m \). Consider the map of sets

\[
\mathcal{P}_{2m-2\deg H',\text{mon}}^{(2)} \times \mathcal{P}_{2m-\deg H'-1} \rightarrow J_{H'} \tag{46}
\]

defined in the following manner: for each pair \( (H'', H''') \in \mathcal{P}_{2m-2\deg H',\text{mon}}^{(2)} \times \mathcal{P}_{2m-\deg H'-1} \), choose a lift \( (H'', H''') \in \mathcal{P}_{2m-2\deg H',\text{mon}}^{(2)} \times \mathcal{P}_{2m-\deg H'-1} \), and let the image of \( (H'', H''') \) be given by \( H''H'^2 + pH'''H' \).

By imitating \[11\] proof of Proposition 3.4, one checks that the map in \(46\) is a bijection, so we have

\[
\#J_{H'} = \left( \#\mathcal{P}_{2m-2\deg H',\text{mon}}^{(2)} \right) \left( \#\mathcal{P}_{2m-\deg H'-1}^{(2)} \right) = p^{m-\deg H'} p^{2m-\deg H'}. \tag{47}
\]

By the Principle of Inclusion-Exclusion, we deduce from Lemma 35 that

\[
\delta_{2m} = p^{-m} \sum_{\ell \geq 0} \sum_{I_i} (-1)^{\ell} p^{-2\sum_{i=1}^{\ell} \deg I_i}, \tag{47}
\]

where the inner sum in \(47\) is taken over sets \( \{I'_1, \ldots, I'_\ell\} \subset (\mathbb{Z}/p\mathbb{Z})[x, y] \) of monic irreducible binary forms such that \( 2 \sum_{i=1}^{\ell} \deg I'_i \leq 2m \). A computation reveals that the double sum in \(47\) is none other than the coefficient of \( t^{2m} \) in the power series expansion of the generating function

\[
K(t) = (1 - t)^{-1} \prod_{H'} \left( 1 - \frac{t^{2\deg H'}}{p^{2-2\deg H'}} \right).
\]
Let \( \zeta_{A_p}^1 \) be the \( \zeta \)-function of the variety \( A_p \times P \) = Spec \( \mathbb{F}_p[x] \), and recall that \( \zeta_{A_p}(s) = (1 - ps)^{-1} \). Expanding \( \zeta_{A_p}(s) \) into its Euler product reveals

\[
K(t) = (1 - t)^{-1} \zeta_{A_p}^1 \left( p^{-2}t^2 \right)^{-1} = (1 - t)^{-1}(1 - p^{-1}t^2).
\]

Since the coefficient of \( t^2m \) on the right-hand side of (48) is equal to \( 1 - p^{-1} \), it follows from (47) that \( \delta_2m = p^{-m}(1 - p^{-1}) \), as desired.

Substituting the result of Proposition 34 into (44) and (45) yields that \( \delta_S = p^{-\frac{r}{2}}(1 - p^{-1}) \) when \( \nu_p(f_0) \in \{0, 1\} \). This completes the proof of Theorem 33.

### 3.2 Orbits over fields

When \( R = K \) is a field, the parametrization developed in \( \text{(22)} \) simplifies considerably. Let \( F = \mathcal{F}_n(f_0, K) \) be separable, let \( r \in K^\times \), and let \( (I, \alpha) \in H_{F,r} = H_{F,r}^F \). Over \( K \), the data of a based fractional ideal of \( R_F = K_F \) is encoded in its basis, so the condition that \( I^2 \subset \alpha I_F^{-2} \) holds trivially in this setting. Since the parametrization is only concerned with based fractional ideals up to multiplication by elements of \( K_F^\times \) and change-of-basis by an element of \( G_n(K) \), we may replace every instance of the based fractional ideal \( I \) with \( |N(I)| \). But the value of \( \alpha \in K_F^\times \) determines \( |N(I)| \) via the condition that \( N(I)^2 = rN(\alpha)N(I_F^{-2}) \), so we may unambiguously express the pair \( (I, \alpha) \) as \( (K_F, \alpha) \). Moreover, the conditions (21) hold trivially because \( f_0 \) is a unit in \( K \). We thus obtain the following result:

**Proposition 36.** Let \( F \) be as above. The assignment \( (K_F, \alpha) \mapsto f_0^\alpha \) defines a bijection between the elements of the set \( H_{F,r} \) (which parametrizes \( G_n(K) \)-orbits of pairs \( (A, B) \in K^2 \otimes_K \text{Sym}_2 K^n \) such that \( \text{inv}(xA + yB) = rF_{\text{mon}}(x, y) \)) and those of the set \( (K_F^2/K_F^{2r}) \). The stabilizer in \( G_n(K) \) of such an orbit is isomorphic to \( K_F^2[2] \) if \( n \) is odd and \( K_F^2 \) if \( n \) is even.

### 3.3 Distinguished orbits

Let \( R = \mathbb{Z} \). In \( \text{(23)} \) we reduced the problem of counting 2-torsion classes of \( R_F \) to that of computing \( \# \text{orb}_{\pm 1}(H_{F,\pm 1}) \). This amounts to determining asymptotics for the number of lattice points of bounded height in a fundamental set for the action of \( G_n(\mathbb{Z}) \) on \( \mathbb{R}^2 \otimes \text{Sym}_2 \mathbb{R}^n \) lying on the hypersurface of pairs \( (A, B) \) where \( \det A = \pm 1 \). In \( \text{(27)} \text{,} \text{(28)} \), \( \text{Siad} \) uses geometry-of-numbers arguments to obtain such asymptotics, albeit for the number of so-called non-distinguished orbits of bounded height. In \( \text{(3.3.1)} \) we define what it means for an orbit to be distinguished (cf. \( \text{(1.4)} \) in \( \text{(3.3.2)} \text{,} \text{(3.3.5)} \) we use algebraic arguments to establish when the distinguished orbit has an integral representative arising from the parametrization, and to determine when such an integral representative is unique. We also determine the squareful densities for the family \( \mathcal{F}_{n,\text{max}}(f_0, \mathbb{Z}) \) (see Theorem \( \text{(11)} \), and we prove Theorem \( \text{(10)} \).

#### 3.3.1 The definition

Let \( K \) be a field, let \( F = \mathcal{F}_n(f_0, K) \) be separable, and let \( r \in K^\times \). We say that the \( G_n(K) \)-orbit of a pair \( (A, B) \in K^2 \otimes_K \text{Sym}_2 K^n \) satisfying \( \text{inv}(xA + yB) = rF_{\text{mon}}(x, y) \) is distinguished if it corresponds under the bijection given by Proposition 36 to \( 1 \in K_F^{2}/K_F^{2r} \) when \( n \) is odd and to \( 1 \in K_F^{r}/K_F^{r+2} \) when \( n \) is even. One verifies as in \( \text{(7)} \text{,} \text{(4.1)} \) (resp., \( \text{(32)} \text{,} \text{(22.2)} \)) that when \( n \) is odd (resp., even), a pair \( (A, B) \in K^2 \otimes_K \text{Sym}_2 K^n \) belongs to the distinguished \( G_n(K) \)-orbit if and only if (the symmetric bilinear forms associated to) \( A \) and \( B \) share a maximal isotropic subspace defined over \( K \) (resp., \( B \) has an isotropic subspace of dimension \( \frac{n-2}{2} \) defined over \( K \) contained within a maximal isotropic subspace for \( A \) defined over \( K \)).

#### 3.3.2 Uniqueness of integral representatives

Let \( R = \mathbb{Z} \), let \( F = \mathcal{F}_{n,\text{max}}(f_0, \mathbb{Z}) \), and let \( r \in \{\pm 1\} \). To study distinguished \( G_n(\mathbb{Q}) \)-orbits arising from elements of \( H_{F,r} \) via the parametrization, it suffices to consider the case where \( r = 1 \). Indeed, when \( n \) is odd, the map \( (I, \alpha) \mapsto (I, -\alpha) \) defines a bijection between \( H_{F,1}^n \) and \( H_{F,-1}^n \), and when \( n \) is even, any
(I, α) ∈ H^*_F\_{-1} satisfies the property that N(α) = -1 ∈ Q^\times/Q^\times^2, so by Proposition \[30\] the G_n(Q)-orbit containing orb_{F, -1}(I, α) cannot possibly correspond to 1 ∈ K_F^\times/K_F^{\times^2}Q^\times.

The following proposition tells us how many elements of H^*_F, 1 give rise to the distinguished G_n(Q)-orbit, if such elements exist at all:

**Proposition 37.** Let F be as above. We have the following two points:

- Let n be odd. If there exists an element (I, α) ∈ H^*_F, 1 such that the G_n(Q)-orbit containing orb_{F, 1}(I, α) is distinguished, there is precisely one such element.
- Let n be even, and let ev_F := \{ primes p : F is evenly ramified modulo p \}. If there exists an element (I, α) ∈ H^*_F, 1 such that the G_n(Q)-orbit containing orb_{F, 1}(I, α) is distinguished, there are at most \(2^{\#ev_F + 1}\) such elements, with equality if K_F has no quadratic subfields.

**Proof.** Let n be odd, and suppose there exist two distinct fractional ideals I and I' of \(R_F\) such that both (I, 1) and (I', 1) are elements of H^*_F, 1. Then, since \(R_F\) is maximal, we have \(I^2 = I_F^{n-2} = I'n^2\), implying I = I'.

Next, let n be even. Observe that we have the equality

\[
\ker \left( K_F^\times/K_F^{\times^2} \to K_F^\times/K_F^{\times^2}Q^\times \right) = \left( \left( \left( \frac{Q}{\alpha} \right)^n \right) / \left( Q^\times \cap K_F^{\times^2} \right) \right),
\]

(49)

From \[49\], we see that if (I, α) ∈ H^*_F, 1 gives rise to the distinguished G_n(Q)-orbit, we can rescale (I, α) so that |α| ∈ Q^\times is a product of distinct primes. But then (α) = \(\left( I_F^{\frac{n-2}{2}} \right)^2\), so each prime \(p \in \mathbb{Z}\) dividing \(\alpha\) has the property that every prime of \(R_F\) lying above \(p\) has even ramification degree. By \[22\] Theorem 1 and Corollary 1, the primes of \(R_F\) lying above \(p\) are in bijection with the distinct irreducible factors of the reduction of \(F\) modulo \(p\), and this bijection preserves ramification degree. Thus, every prime dividing \(\alpha\) must lie in the set \(ev_F\). The number of possibilities for \(\alpha\) modulo \(Q^\times \cap K_F^{\times^2}\) is at most \(2^{\#ev_F + 1}\), with equality if K_F has no quadratic subfields.

**Remark 38.** The condition that \(K_F\) has no quadratic subfields in the second point of Proposition \[37\] is a mild one: indeed, this conditions holds for 100% of forms \(F \in \mathcal{F}_{n, \text{max}}(f_0, \mathbb{Z})\), since such forms have Galois group isomorphic to the full symmetric group 100% of the time.

### 3.3.3 Existence of integral representatives, part (i)

Let \(F \in \mathcal{F}_{n}(f_0, \mathbb{Z})\) be primitive. It now remains to determine precise conditions under which distinguished integral orbits arise via the map orb_{F, 1}. When n is even, there always exists a pair (I, α) ∈ H^*_F, 1 such that the G_n(Q)-orbit containing orb_{F, 1}(I, α) is distinguished: indeed, take I = I_F^{n-2} and α = 1. On the other hand, when n is odd, it is often not the case that there exists a pair (I, α) ∈ H^*_F, 1 such that the G_n(Q)-orbit containing orb(I, α) is distinguished. The rest of this section is devoted to proving this assertion for odd n.

The G_n(Q)-orbit containing orb_{F, 1}(I, α) is distinguished if and only if the G_n(Q)-orbit containing orb_{F, 1}(I, α) is distinguished for every place v of Q. In particular, if there exists a pair (I, α) ∈ H^*_F, 1 such that orb_{F, 1}(I, α) is distinguished over \(\mathbb{Q}\), then for every place v, there exists a pair (I_v, α_v) ∈ H^*_F, 1 over \(\mathbb{Z}_v\) such that orb_{F, 1}(I_v, α_v) is distinguished over \(\mathbb{Q}_v\) (here, \(\mathbb{Z}_v = \mathbb{R}\) when \(v = \infty\)). The following proposition establishes the converse:

**Proposition 39.** Let F be as above, and suppose that for each place v of Q, there exists an invertible based fractional ideal \(I_v\) of \(R_F \otimes \mathbb{Z}_v\) such that \((I_v, f_0^v) \in H^*_F, 1\) over \(\mathbb{Z}_v\). Then there exists an invertible based fractional ideal I of \(R_F\) such that \((I, f_0^v) \in H^*_F, 1\) over \(\mathbb{Z}_v\).

**Proof.** Let \(\mathbb{A}_Q\) be the ring of adèles, and let \(\mathbb{A}_Z \subset \mathbb{A}_Q\) be the subring of integral adèles. Recall that G_n has class number 1; i.e., for every g ∈ G_n(\(\mathbb{A}_Q)\), there exists \(g' \in G_n(\mathbb{A}_Z)\) and \(g'' \in G_n(\mathbb{Q})\) such that \(g = g'g''\), where we view G_n(Q) as the subring of principal adèles of G_n(\(\mathbb{A}_Q)\).

Let \((A, B) \in Q^2 \otimes Q_n\) be an arbitrary fixed representative of the distinguished orbit of G_n over Q. Notice that the base-change of \((A, B)\) from Q to \(\mathbb{Q}_v\) lies in \(\mathbb{Z}_v \otimes \mathbb{Z}_v\) for all but finitely many places v. The assumption that there exists an invertible based fractional ideal I_v of \(R_F \otimes \mathbb{Z}_v\) such that \((I_v, f_0^v) \in H^*_F, 1\) over \(\mathbb{Z}_v\) implies that the distinguished orbit has a pre-projective representative over \(\mathbb{Z}_v\) arising from the parametrization for every place v. Thus, there exists \(g_v \in G_n(\mathbb{Q}_v)\) for each v such that the
following two conditions hold: (1) \( g_v \in G(\mathbb{Z}_v) \) for all but finitely many \( v \); and (2) \( g_v \cdot (A, B) \in \text{orb}_{I_v, f_0}(I_v, f_0) \). It follows that the list \( g = (g_v)_v \) is an element of \( G_n(\mathbb{A}_\mathbb{Q}) \). By the observation in the previous paragraph, there exist \( g' \in G_n(\mathbb{A}_\mathbb{Z}) \) and \( g'' \in G_n(\mathbb{Q}) \) such that \( g = g'g'' \). Combining our results, we find that

\[
g \cdot (A, B) \in \mathbb{A}_\mathbb{Z}^2 \otimes _{\mathbb{A}_\mathbb{Z}} \text{Sym}_2 \mathbb{A}_\mathbb{Z}^n \implies g'' \cdot (A, B) \in \mathbb{A}_\mathbb{Z}^2 \otimes _{\mathbb{A}_\mathbb{Z}} \text{Sym}_2 \mathbb{A}_\mathbb{Z}^n.
\]

As \( g'' \in G_n(\mathbb{Q}) \subset G_n(\mathbb{A}_\mathbb{Q}) \) and \( (A, B) \in \mathbb{Q}^2 \otimes _\mathbb{Q} \text{Sym}_2 \mathbb{Q}^n \subset \mathbb{A}_\mathbb{Q}^2 \otimes _{\mathbb{A}_\mathbb{Q}} \text{Sym}_2 \mathbb{A}_\mathbb{Q}^n \), we deduce that \( g'' \cdot (A, B) \in \mathbb{Z}_2^2 \otimes _\mathbb{Z} \text{Sym}_2 \mathbb{Z}_2^n \). We must now show that there exists an invertible based fractional ideal \( I \) of \( R_F \) such that \( g'' \cdot (A, B) \in \text{orb}_{F_1}(I, f_0) \). By Theorem \( \text{L5} \) the \( G_n(\mathbb{Z}) \)-orbit of \( g'' \cdot (A, B) \) is an element of \( \text{orb}_{F_1}(H_{F_1}) \) if and only if \( g'' \cdot (A, B) \) satisfies the congruence conditions in \( \text{L1} \) as well as the congruence conditions that define pre-projectivity (see \( \text{L3} \)), but this follows because we have that \( g_v \cdot (A, B) \in \text{orb}_{F_1}(I_v, f_0) \) and that \( (I_v, f_0^v) \in H_{F_1} \) for every place \( v \).

Proposition \( \text{L9} \) reduces the problem of ascertaining when the distinguished orbit arises globally to the problem of determining the conditions under which the distinguished orbit arises everywhere locally. In the rest of this section, we derive these local conditions.

When \( R = K \) is a field and \( F \in \mathcal{F}_n(f_0, K) \) is separable, Proposition \( \text{L6} \) implies that there exists \( (A, B) \in K^2 \otimes _K \text{Sym}_2 K^n \) with \( \text{inv}(xA + yB) = F_{\text{non}}(x, y) \) and with distinguished \( G_n(K) \)-orbit; moreover, by Theorem \( \text{L5} \) there exists \( (I, \alpha) \in H_{F_1} = H_{F_1}^+ \) such that \( (A, B) \) represents the orbit \( \text{orb}_{F_1}(I, \alpha) \). In particular, when \( v = \infty \), so that \( R = K = \mathbb{R} \), the distinguished orbit always arises via the parametrization.

Next, let \( v = p \) be prime, and let \( R = \mathbb{Z}_p \). Let \( n \) be odd, and let \( F \in \mathcal{F}_n(f_0, \mathbb{Z}) \) be primitive. We split our analysis of \( p \)-adic distinguished orbits into cases based on the parity of \( \nu_p(f_0) \):

### 3.3.4 Existence, part (ii): \( n, \nu_p(f_0) \) are odd

In this case, the next theorem tells us when the distinguished \( G_n(\mathbb{Q}_p) \)-orbit contains an element of \( \text{orb}_{F_1}(H_{F_1}^+) \), assuming \( R_F \) is maximal:

**Proposition 40.** Let \( \nu_p(f_0) \) be odd, and let \( F \in \mathcal{F}_{n, \max}(f_0, \mathbb{Z}_p) \). There exists \( (I, \alpha) \in H_{F_1}^+ \) such that the \( G_n(\mathbb{Q}_p) \)-orbit containing \( \text{orb}_{F_1}(I, \alpha) \) is distinguished if and only if \( F \) is squareful.

**Proof.** Let \( F = \prod_{i=1}^m F_i \) be a canonical factorization of \( F \). Suppose that \( e_j \) is odd for some \( j \in \{2, \ldots, m\} \), and let \( (I, \alpha) \in H_{F_1}^+ \) be any element. For the forward direction, it suffices by Proposition \( \text{L9} \) to show that \( f_0^n I_{F_i} \) is not a square as a fractional ideal of \( R_{F_i} \).

Under the identification \( R_{F_i} \simeq \prod_{i=1}^m R_i \), the fractional ideal \( I_{F_i} \) is identified with \( \prod_{i=1}^m I_{F_i} \), where \( I_{F_i} \) is a fractional ideal of \( R_{F_i} \) for each \( i \in \{1, \ldots, m\} \). Now, \( I_{F_i} = (1) \) is the unit ideal because \( F_i \) is monic, so the \( j \)-th factor of \( f_0^n I_{F_i} \) is equal to the fractional ideal \( f_0^n I_{F_i} = (p^{\nu_p(f_0)n})^m \), which is not a square. Indeed, if \( (p^{\nu_p(f_0)n})^m \) were a square, then \( (p) \) would be a square because \( \nu_p(f_0) \) is odd, but this is impossible: by the proof of Lemma \( \text{L2} \) \( F_i \) is irreducible, so \( K_{F_i} \) is a ramified extension of \( \mathbb{Q}_p \) with odd ramification degree \( e_j \). As \( f_0^n I_{F_i} \) is not a square, neither is \( f_0^n I_{F_i} \).

For the reverse direction, suppose that \( e_i \) is even for each \( i \in \{2, \ldots, m\} \). It then suffices to construct a based fractional ideal \( I \) of \( R_F \) such that \( I^2 = f_0^n I_{F_i}^{n-2} \) and such that \( N(I)^2 = N(f_0^n) N(I_{F_i}^{n-2}) \). To do this, it further suffices to construct for each \( i \in \{1, \ldots, m\} \) a based fractional ideal \( I_i \) of \( R_{F_i} \) such that \( I_i^2 = f_0^n I_{F_i}^{n-2} \) and \( N(I_i)^2 = N(f_0^n) N(I_{F_i}^{n-2}) \). We first handle \( i \in \{2, \ldots, m\} \). For such \( i \), we have that \( K_{F_i} \) is a ramified extension of \( \mathbb{Q}_p \) with even ramification degree \( e_i \), so \( (p) \) is a square as an ideal of \( R_{F_i} \). Thus, there exists an invertible fractional ideal \( I_i \) of \( R_{F_i} \) such that \( I_i^2 = (p^{\nu_p(f_0)n})^m = f_0^n I_{F_i}^{n-2} \). But \( N(f_0^n) N(I_{F_i}^{n-2}) = f_0^{n \deg F_i} \), which is a perfect square since \( 2 | e_i \) and \( e_i | \deg F_i \). So, there exists a basis of \( I_i \) with respect to which \( N(I_i)^2 = N(f_0^n) N(I_{F_i}^{n-2}) \).

We now take \( i = 1 \). Note that \( e_1 \) must be odd since \( e_j \) is even for each \( j \in \{2, \ldots, m\} \) and \( n \) is odd. If \( e_1 > 1 \), Lemma \( \text{L9} \) tells us that the polynomial \( F_1(1, x) \) is Eisenstein. Thus, in this case, \( K_{F_1} \) is a totally ramified extension of \( \mathbb{Q}_p \) having degree \( e_1 \), and \( \nu_p(f_0) = 1 \). If \( p \subseteq \mathcal{O}_{K_{F_1}} \) is the prime lying above \( (p) \subseteq \mathbb{Z}_p \), then \( (N(p)) = (p) \) as ideals of \( \mathbb{Z}_p \), so since \( (N(I_{F_1})) = (p^{-\nu_p(f_0)}) = (p)^{-1} \), we conclude that there is a basis of \( \mathfrak{p}^{-1} \) such that \( I_{F_1} = \mathfrak{p}^{-1} \) as based fractional ideals of \( R_{F_1} \). Therefore, when \( e_1 > 1 \), we have that \( f_0^n I_{F_1}^{n-2} = p^{e_1(n-1)n+2} \), which is a square, and when \( e_1 = 1 \), we have that \( f_0^n I_{F_1}^{n-2} = (f_0^n) \), which is also a square. Letting \( I_1 \) be an invertible fractional ideal of \( R_{F_1} \) such that \( I_1^2 = f_0^n I_{F_1}^{n-2} \), the fact that
there is a based fractional ideal $f$ square, and that $N(\mathfrak{I}) = f_0^{c_1 - 1 + n}$. Hence N($f_0^n$) $N(I_F^{n-2}) = f_0^{c_1 - 1 + n}$ is a perfect square implies that we can choose a basis of $I_1$ with respect to which $N(I_1)^2 = N(f_0^n) N(I_F^{n-2})$.

This concludes the proof of Proposition 40.

In the next theorem, we compute the $p$-adic density of forms $F \in \mathcal{F}_{n,\text{max}}(f_0, \mathbb{Z}_p)$ satisfying the criterion for distinguishedness obtained in Proposition 40.

**Theorem 41.** Retain the setting of Proposition 40. The $p$-adic density of the subset of squareful elements in $\mathcal{F}_{n,\text{max}}(f_0, \mathbb{Z}_p)$ is given by $p^{\frac{1-n}{2}}(1 + p^{-1})^{-1}$.

**Proof.** Let $S := \mathcal{F}_{n,\text{max}}(f_0, \mathbb{Z}_p)$, and let $S'$ be the subset of $S$ consisting of squareful forms. Let $\delta_S$ denote the $p$-adic density of $S$ in $\mathcal{F}_n(f_0, \mathbb{Z}_p)$, and let $\delta_{S'}$ denote the $p$-adic density of $S'$ in $\mathcal{F}_n(f_0, \mathbb{Z}_p)$. Then the desired $p$-adic density of $S'$ in $S$ is $\delta_{S'}/\delta_S$.

By Lemma 29, we have $\min\{e_1, \nu_p(f_0)\} = 1$. By a computation entirely analogous to that of the density $\delta_S$ in the proof of Theorem 33, we then find that

$$\delta_S = \begin{cases} \frac{1}{2} \sum_{\kappa \in \mathbb{Z}_p^*} \left( p^{-n} + p^{1-n} + \sum_{e=1}^{n-2} p^{-e} (1 - p^{-2}) \right) = 1 - p^{-2}, & \text{if } \nu_p(f_0) = 1, \\ (1 - p^{-1})(1 - p^{-2}), & \text{if } \nu_p(f_0) > 1. \end{cases} \quad (50)$$

Let $\delta_{2m}$ denote the $p$-adic density in $\mathcal{F}_{2m,\text{max}}(1, \mathbb{Z}_p)$ of forms $H$ such that $H$ is a perfect square modulo $p$ as in the proof of Theorem 33. By a computation entirely analogous to that of the density $\delta_{S'}$ in the proof of Theorem 33, we find that

$$\delta_{S'} = \begin{cases} \frac{1}{2} \sum_{\kappa \in \mathbb{Z}_p^*} \sum_{1 \leq e_1 \leq n} p^{-e_1} n_{n-e_1} = p^{\frac{1-n}{2}}(1 - p^{-1}), & \text{if } \nu_p(f_0) = 1, \\ (1 - p^{-1}) \delta_{n-1} = p^{\frac{1-n}{2}}(1 - p^{-1})^2, & \text{if } \nu_p(f_0) > 1. \end{cases} \quad (51)$$

where the second equality in each case of (51) follows from Proposition 34.

3.3.5 **Existence, part (iii): $n$ is odd, $\nu_p(f_0)$ is even**

In this case, there exists $(I, \alpha) \in H_{F1}^*$ such that the $G_n(\mathbb{Q}_p)$-orbit containing $\text{orb}_{F1}(I, \alpha)$ is distinguished, assuming $R_F$ is maximal when $\nu_p(f_0) > 0$.

**Proposition 42.** Let $\nu_p(f_0)$ be even, let $F \in \mathcal{F}_n(f_0, \mathbb{Z}_p)$ if $\nu_p(f_0) = 0$, and let $F \in \mathcal{F}_{n,\text{max}}(f_0, \mathbb{Z}_p)$ if $\nu_p(f_0) > 0$. Then there exists a fractional ideal $I$ of $R_F$ such that $(I, f_0^n) \in H_{F1}^*$.

**Proof.** If $\nu_p(f_0) = 0$, then $f_0 \in \mathbb{Z}_p^*$, and so $f_0^n I_F = (1)$ is the unit ideal. Taking $I = (1)$, we find that $I^2 = f_0^n I_F^{n-2}$, because $N(f_0^n) N(I_F^{n-2}) = f_0^{n^2 - n + 2}$ is a perfect square, there exists a basis of $I$ such that $N(I)^2 = N(f_0^n) N(I_F^{n-2})$.

If $\nu_p(f_0) > 0$, then by Lemma 29 we have that $e_1 = 1$ because $\nu_p(f_0)$ is even. It suffices to show that there exist based fractional ideals $I_1$ of $R_{F1}$ and $I'$ of $R_{F/F_1}$ such that the following four conditions are satisfied: $I_1^2 = f_0^n I_F^{n-2}$, $N(I_1)^2 = N(f_0^n) N(I_F^{n-2})$, $I'^2 = f_0^n I_{F/F_1}^{n-2}$, and $N(I')^2 = N(f_0^n) N(I_{F/F_1}^{n-2})$. Notice that $f_0^n I_{F/F_1} = (f_0^n)$ is a square, and $N(f_0^n) N(I_{F/F_1}^{n-2}) = f_0^{n^2 - n + 2}$, which is a square, so we can take $I_1 = (f_0^n)$ and give it a basis with respect to which $N(I_1)^2 = N(f_0^n) N(I_{F/F_1}^{n-2})$. We also have $f_0^n I_{F/F_1} = (p^{\nu_p(f_0) n})$, which is a square, and that $N(f_0^n) N(I_{F/F_1}^{n-2}) = f_0^{n^2} (\deg(F/F_1))$, which is a square because $\deg(F/F_1) = n - 1$ is even. Thus, there is a based fractional ideal $I'$ such that $I'^2 = f_0^n I_{F/F_1}^{n-2}$ and $N(I')^2 = N(f_0^n) N(I_{F/F_1}^{n-2})$.

Taken together, Propositions 39, 40, and 42 give an explicit construction of a “distinguished” square root of the class of the inverse different of $R_F$ for any primitive $F \in \mathcal{F}_{n,\text{max}}(f_0, \mathbb{Z}) \cap \bigcap_{p|f_0} \mathcal{F}_{n,\text{max}}(f_0, \mathbb{Z}_p)$ that is squareful over $\mathbb{Z}_p$ for each $p | k$, thus proving Theorem 10.
4 Proofs of the main results on class group statistics

Let $F \in \mathcal{F}_{n, \text{max}}(f_0, \mathbb{Z})$. To prove our main results on class group statistics, we must bound (and conditionally determine) the average values of the quantities in $\mathbb{F}$ as $F$ ranges through subfamilies of $\mathcal{F}_{n, \text{max}}(f_0, \mathbb{Z})$. In this section, we bound these averages by combining geometry-of-numbers results from $\mathbb{F}$ with the local orbit-counting results and density calculations obtained in $\mathbb{F}$. This section is organized as follows:

- In §4.1, we define the notion of “acceptable” subfamily of binary forms referenced in the statements of our main theorems on class group statistics. We then give an asymptotic (see Theorem 43) for the number of forms of bounded height in such an acceptable subfamily.
- The parametrization produces $G_n(\mathbb{Z})$-orbits of pairs $(A, B) \in \mathbb{Z}^2 \otimes \mathbb{F} \mathbb{Z}$ that lie on the hypersurface $\det A = \pm 1$. In §4.2, we explain how the problem of counting lattice points on this hypersurface can be “linearized” into a problem of counting lattice points in affine spaces.
- In §4.3, after setting the notation, we recall the asymptotic upper bound (and conditional equality) obtained by Siad in $\mathbb{F}$ for the number of $G_n(\mathbb{Z})$-orbits of pairs $(A, B) \in \mathbb{Z}^2 \otimes \mathbb{F} \mathbb{Z}$ that lie on the hypersurface $\det A = \pm 1$ and satisfy certain infinite sets of local specifications (see Theorem 16).
- The asymptotic in Theorem 43 is expressed in terms of a product of $p$-adic densities that depend on the local specifications being imposed. In §4.4, we use the results of §3.1 to calculate the $p$-adic densities corresponding to pre-projective orbits that arise from the parametrization.
- In §4.5, we combine Theorem 46 with the local density calculations from §4.4 to complete the proofs of the main results.

4.1 Counting $N(\mathbb{Z})$-orbits of forms $F$

For each prime $p$, let $\Sigma_p \subset \mathcal{F}_n(f_0, \mathbb{Z}_p)$ be a nonempty $N(\mathbb{Z}_p)$-invariant open set of primitive forms with boundary of measure 0, and let $\Sigma_\infty = \mathcal{F}^{r_1, r_2}_n(f_0, \mathbb{R})$. We call the family $\Sigma = (\Sigma_v)_v$ over places $v$ of $\mathbb{Q}$ a family of local specifications and define

$$\mathcal{F}_n(f_0, \Sigma) := \{F \in \mathcal{F}_n(f_0, \mathbb{Z}) : F \in \Sigma_v \text{ for all places } v\}.$$ 

We call $\Sigma$ acceptable if $\Sigma_p$ contains all $F \in \mathcal{F}_n(f_0, \mathbb{Z}_p)$ with discriminant indivisible by $p^2$ for all $p \gg 1$ and if $\Sigma_2$ is the preimage in $\mathcal{F}_n(f_0, \mathbb{Z}_2)$ of a set of separable forms in $\mathcal{F}_n(f_0, \mathbb{Z}/2\mathbb{Z})$.

Let $(r_1, r_2)$ be a real signature of a degree-$n$ field, so that $r_1 + 2r_2 = n$, and let $\Sigma$ be an acceptable family of local specifications with $\Sigma_\infty = \mathcal{F}^{r_1, r_2}_n(f_0, \mathbb{R})$. As explained in §4.4 and in §2.2, if $F, F' \in \mathcal{F}_n(f_0, \mathbb{Z})$ are $N(\mathbb{Z})$-translates of each other, then $R_F \simeq R_{F'}$. To minimize the multiplicity with which a given ring arises from our family $\mathcal{F}_n(f_0, \Sigma)$, we compute the averages of the quantities $\mathbb{F}$ over elements of the quotient family $N(\mathbb{Z})\backslash \mathcal{F}_n(f_0, \Sigma)$.

Observe that for every $F \in \mathcal{F}_n(f_0, \Sigma)$, there exists a unique integer $b \in \{1, \ldots, n f_0 - 1\}$ such that $F$ is an $N(\mathbb{Z})$-translate of a form whose $x^{n-1}y$-coefficient is equal to $b$. Thus, the set $N(\mathbb{Z})\backslash \mathcal{F}_n(f_0, \Sigma)$ can be expressed as

$$N(\mathbb{Z})\backslash \mathcal{F}_n(f_0, \Sigma) = \bigcup_{b=0}^{f_0 n - 1} \{H \in \mathcal{F}_n(f_0, \Sigma) : b \text{ is the } x^{n-1}y \text{-coefficient of } H\}. \quad (52)$$

Using the identification $\mathbb{F}$, we may think of $N(\mathbb{Z})\backslash \mathcal{F}_n(f_0, \Sigma)$ as a subset of $\mathcal{F}_n(f_0, \Sigma)$. Similarly, we can view $N(\mathbb{Z})\backslash \mathcal{F}_n(f_0, \mathbb{R})$ as a subset of $\mathcal{F}_n(f_0, \mathbb{R})$ by identifying each class in $N(\mathbb{Z})\backslash \mathcal{F}_n(f_0, \mathbb{R})$ with the unique representative in $\mathcal{F}_n(f_0, \mathbb{R})$ that has $x^{n-1}y$-coefficient lying in the interval $[0, f_0 n - 1]$.

For any subset $S \subset \mathcal{F}_n(f_0, \mathbb{R})$ and real number $X > 0$, let $S_X := \{F \in S : H(F) < X\}$, where the height function $H$ is as defined in §1.4.1. In addition, for any subset $S \subset \mathcal{F}_n(f_0, \mathbb{Z})$, let $S^{\text{irr}} := \{F \in S : F \text{ is irreducible}\}$. We then have the following theorem, which gives us an asymptotic for how many elements of $N(\mathbb{Z})\backslash \mathcal{F}_n(f_0, \Sigma)$ there are of height up to $X$:

---

3We could also average the quantities $\mathbb{F}$ over $\mathcal{F}_n(f_0, \Sigma)$, and the results in §4.4 would remain essentially unchanged.
Theorem 43. Let \( \Sigma \) be an acceptable family of local specifications. Then we have
\[
\#(N(\mathbb{Z})\setminus \mathcal{F}_n(f_0, \Sigma)^0) = \text{Vol}(N(\mathbb{Z})\setminus (\Sigma_\infty)_X) \cdot \prod_p \text{Vol}(\Sigma_p) + o(X^{\frac{n(n+1)}{2} - 1}),
\]  
where the real volume is computed with respect to the Euclidean measure on \( \mathcal{F}_n(f_0, \mathbb{R}) \) normalized so that \( \text{Vol}(\mathcal{F}_n(f_0, \mathbb{R})\setminus \mathcal{F}_n(f_0, \mathbb{Z})) = 1 \), and where the p-adic volumes are computed with respect to the Euclidean measure on \( \mathcal{F}_n(f_0, \mathbb{Z}_p) \) normalized so that \( \text{Vol}(\mathcal{F}_n(f_0, \mathbb{Z}_p)) = 1 \).

Proof. The theorem can be deduced using the tail estimate given in the next result, Theorem 44, in the same way that [10, Theorem 2.21] is proven using [10, Theorem 2.13]. Indeed, the first half of the proof of [10, Theorem 2.21] can be imitated to prove (53) with “=” replaced by “\( \leq \)”; then, by using Theorem 44 in place of [10, Theorem 2.13], the second half of the proof of [10, Theorem 2.21] can be imitated to prove (53) with “=” replaced by “\( \geq \)”. □

The next theorem supplies the tail estimate needed to prove Theorem 43.

Theorem 44. Let \( W_n(f_0, p) := \{ F \in \mathcal{F}_n(f_0, \mathbb{Z}) : p^2 \mid \text{discriminant of } F \} \). For any real number \( M \) that is larger than each prime divisor of \( f_0 \), and for any \( \varepsilon \in (0, 1) \), we have
\[
\#( \bigcup_{p > M} N(\mathbb{Z})\setminus W_n(f_0, p)_X ) = O \left( \frac{X^{\frac{n(n+1)}{2} - 1 + \varepsilon}}{M} \right) + o(X^{\frac{n(n+1)}{2} - 1}),
\]
where the implied constant in the big-O is independent of \( X, M \).

Proof. We first prove (54) in the case where \( f_0 = 1 \). In this case, [12, Theorem 1.5] implies that (54) holds if we make the following two replacements: (1) work with the family \( \mathcal{F}_n(1, \mathbb{Z}) \) as opposed to the family \( N(\mathbb{Z})\setminus \mathcal{F}_n(1, \mathbb{Z}) \); and (2) replace \( H \) with \( \tilde{H} \), which is defined on \( F \in \mathcal{F}_n(1, \mathbb{R}) \) by \( \tilde{H}(F) = \max(|f_i|/i : 2 \leq i \leq n} \). These two replacements can be easily undone. Indeed, to deal with the first replacement, the proof of [12, Theorem 1.5] can be modified (as suggested in [12, discussion after Theorem 6.4]) to obtain the analogous result for the family \( N(\mathbb{Z})\setminus \mathcal{F}_n(1, \mathbb{Z}) \). To deal with the second replacement, we note that the functions \( H \) and \( \tilde{H} \) are “comparable,” in the sense that \( \tilde{H}(F) = O(H(F)) \) for all \( F \in \mathcal{F}_n(1, \mathbb{R}) \). It follows that (54) holds when \( f_0 = 1 \).

We now deduce the case \( f_0 \neq 1 \) from the case \( f_0 = 1 \). Let \( \text{mon} : \mathcal{F}_n(f_0, \mathbb{R}) \to \mathcal{F}_n(1, \mathbb{R}) \) denote the map that sends a binary form \( F \) to its monicized form \( F_{\text{mon}} \). Notice that \( \text{mon} \) is one-to-one, that \( H(F_{\text{mon}}) = H(F) \), and that the ratio of the discriminants of \( F_{\text{mon}} \) and \( F \) is a power of \( f_0 \). Thus, for any prime \( p \) larger than every prime divisor of \( f_0 \), we have
\[
\text{mon}(W_n(f_0, p)_X) \subset W_n(1, p)_X.
\]
Taking the union over primes \( p > M \) on both sides of (55) and estimating the right-hand side by applying (54) for the case \( f_0 = 1 \) yields the theorem in all cases. □

4.2 A linearization trick

To average the quantities (28) over \( F \in \mathcal{F}_n(f_0, \Sigma) \), we need a way to count \( G_n(\mathbb{Z}) \)-orbits of pairs \((A, B) \in \mathbb{Z}^2 \otimes_\mathbb{Z} \text{Sym}_n \mathbb{Z}^n \) arising from elements of \( H_{F,\pm\xi} \) via the parametrization. However, if \((A, B)\) represents such a \( G_n(\mathbb{Z}) \)-orbit, then \( \det A = \pm(-1)^{\frac{n-1}{2}} \), so we would need to count integral points on the hypersurfaces in \( \mathbb{R}^2 \otimes_\mathbb{R} \text{Sym}_n \mathbb{R}^n \) defined by the equations \( \det A = \pm(-1)^{\frac{n-1}{2}} \). Because these hypersurfaces are non-linear, this count would be difficult to perform directly. To circumvent this issue, we use a linearization trick introduced in [9, §1.3]. Let \( S \) be any \( \mathbb{Z} \)-algebra. The trick relies on the following pair of observations:

- If a pair \((A, B) \in S^2 \otimes S \text{Sym}_n S^n \) is such that \( \det A = \pm(-1)^{\frac{n+1}{2}} \), then \( T = -A^{-1}B \in \text{Mat}_n(S) \) is self-adjoint with respect to \( A \) (i.e., \( T^2 A = A T \)), and the characteristic polynomial \( \chi_T \) of \( T \) is \( \chi_T(x) = \pm \text{inv}(x A + B) \). where the \( \pm \) sign matches the sign of \( \det A \), so that \( \chi(T) \) is monic.

- If \( T \in \text{Mat}_n(S) \) is self-adjoint with respect to a matrix \( A \in \text{Sym}_n S^n \) such that \( \det A = \pm(-1)^{\frac{n+1}{2}} \), then \( -A T \) is symmetric, and \( \chi_T(x) = \pm \text{inv}(x A - A T) \).
Now, let $A_0 \in \text{Mat}_n(S)$ be a symmetric matrix with $\det A_0 = \pm (-1)^{\frac{n}{2}}$, and let $\mathcal{G}_{A_0}$ be the orthogonal group scheme over $\mathbb{Z}$ whose $S$-points are given by

$$\mathcal{G}_{A_0}(S) = \begin{cases} \text{SO}_{A_0}(S) = \{ g \in \text{SL}_n(S) : g^T A_0 g = A_0 \}, & \text{if } n \text{ is odd}, \\ \text{O}_{A_0}(S) = \{ g \in \text{SL}_n^0(S) : g^T A_0 g = A_0 \}, & \text{if } n \text{ is even}. \end{cases}$$

Let $V_{A_0}$ be the affine scheme over $\mathbb{Z}$ whose $S$-points are given by

$$V_{A_0}(S) := \{ T \in \text{Mat}_n(S) : T^T A_0 T = A_0 T \}.$$

Observe that $V_{A_0}$ has a natural structure of $\mathcal{G}_{A_0}$-representation, where for any $g \in \mathcal{G}_{A_0}(S)$ and $T \in V_{A_0}(S)$, we have $g \cdot T = gTg^{-1}$. Then it follows immediately from the two observations itemized above that we have the following stabilizer-preserving bijection for any form $F \in \mathcal{F}_n(1, S)$:

$$\begin{aligned} \{ (A, B) \in \mathcal{G}_n(S) \setminus (S^2 \otimes S \text{Sym}_2 S^n) \} \end{aligned}$$

$$\bigcup_{A_0} \left\{ T \in \mathcal{G}_{A_0}(S) \setminus V_{A_0}(S) : \text{with } \chi_{F}(x) = F(x, 1) \right\}$$

where on the right-hand side of (56), the union runs over representatives $A_0$ of the set of $G_n(S)$-classes of symmetric matrices $\bar{A}_0 \in \text{Mat}_n(\mathbb{Z})$ such that $A_0 = \pm (-1)^{\frac{n}{2}} A_0$. By (40), instead of counting $G_n(\mathbb{Z})$-orbits on pairs $(A, B) \in \mathbb{Z}^2 \otimes \text{Sym}_2 \mathbb{Z}^n$ satisfying $\det A = \pm (-1)^{\frac{n}{2}}$, we can just count $\mathcal{G}_{A_0}(\mathbb{Z})$-orbits on matrices $T \in V_{A_0}(\mathbb{Z})$, where $A_0$ ranges through a finite set of possibilities.

Remark 45. As mentioned in § 1.6, a key benefit of the new parametrization is that it replaces forms $F \in \mathcal{F}_n(1, \mathbb{Z})$ with their monicized versions $F_{\text{mon}} \in \mathcal{F}_n(1, \mathbb{Z})$ (up to a sign). Thus, the union in (56) only runs over matrices $A_0 \in \text{Mat}_n(\mathbb{Z})$ with unit determinant, and this significantly simplifies the analysis in § 4.4. This is in contrast to the treatment of binary cubic forms having fixed leading coefficient in [3], where the analogous union runs over matrices $A_0 \in \text{Mat}_n(\mathbb{Z})$ having any fixed nonzero determinant, and the corresponding analysis is more intricate (see [3] § 4.4).

### 4.3 Counting $(N \times \mathcal{G}_{A_0})(\mathbb{Z})$-orbits of self-adjoint matrices $T$

Fix a symmetric matrix $A_0 \in \text{Mat}_n(\mathbb{Z})$ satisfying $\det A_0 = \pm (-1)^{\frac{n}{2}}$. Let $S$ be any $\mathbb{Z}$-algebra, and for $h \in N(S)$ and $T \in V_{A_0}(S)$, let $h \cdot T := -f_0 h_{21} \text{ Id } + T$. This gives a well-defined action of $N(S)$ on $V_{A_0}(S)$.

We call $T \in V_{A_0}(\mathbb{Z}_p)$ pre-projective if the pair $(A_0, -A_0 T) \in \mathbb{Z}_p^2 \otimes \text{Sym}_2 \mathbb{Z}_p^n$ is pre-projective in the sense of § 2.2.3. Let $\Sigma$ be an acceptable family of local specifications, and for each prime $p$, let

$$\mathcal{V}_{A_0}(\Sigma_p) = \left\{ T \in V_{A_0}(\mathbb{Z}_p) : \text{ T is pre-projective and } \chi_{F}(x) = F_{\text{mon}}(x, 1) \text{ for some } F \in \Sigma_p \right\}$$

Next, let $(r_1, r_2)$ be a real signature of a degree-$n$ number field, and let $F \in \mathcal{F}_{r_1, r_2}((\pm1, \mathbb{R})$ be separable. It follows from Proposition 56 that the $G_n(\mathbb{R})$-orbits of pairs $(A, B) \in \mathbb{R}^2 \otimes \text{Sym}_2 \mathbb{R}^n$ such that $\text{inv}(x A + y B) = F(x, y)$ are in bijection with the elements of $(K_F^0 / K_F^2)_{N \equiv 1}$ if $n$ is odd (resp., $(K_F^0 / K_F^2)_{N \equiv 0, 1}$ if $n$ is even).

It is easy to check that one may identify the group $K_F^0 / K_F^2$ with the group $(\mathbb{R}^2 / \mathbb{R}^2)^{r_1}$, but we now choose such an identification in a way that is natural with respect to the binary form $F$. Let $\theta_1 < \theta_2 < \cdots < \theta_{r_1}$ denote the real roots of $F$. Then we have

$$K_F = \mathbb{R}[x] / (F(x, 1)) \simeq \left( \prod_{i=1}^{r_1} \mathbb{R}[x] / (x - \theta_i) \right) \times \mathbb{C}^{r_2} \simeq \mathbb{R}^{r_1} \times \mathbb{C}^{r_2},$$

and the identification in (57) descends to a natural identification $K_F^0 / K_F^2 \simeq (\mathbb{R}^2 / \mathbb{R}^2)^{r_1}$. Given this, we say that a $G_n(\mathbb{R})$-orbit of a pair $(A_0, B) \in \mathbb{R}^2 \otimes \text{Sym}_2 \mathbb{R}^n$ is of type $\sigma \in (\mathbb{R}^2 / \mathbb{R}^2)^{r_1}$ if $F(x, y) = \text{inv}(x A_0 + y B) \in \mathcal{F}_{r_1, r_2}((\pm1, \mathbb{R})$ is separable and if the corresponding element of $K_F^0 / K_F^2$ is identified with $\sigma$.

Now, fix $\sigma \in (\mathbb{R}^2 / \mathbb{R}^2)^{r_1}$ if $n$ is odd (resp., $\sigma \in (\mathbb{R}^2 / \mathbb{R}^2)^{r_1}$ if $n$ is even), and let

$$\mathcal{V}_{A_0}(\Sigma) = \{ T \in V_{A_0}(\mathbb{R}) : G_n(\mathbb{R}) \text{-orbit of } (A_0, -A_0 T) \text{ has type } \sigma \}. $$
The set \( \mathcal{Y}_{A_0}^\sigma(\Sigma_\infty) \) is nonempty if and only if there exists \( T \in V_{A_0}(\mathbb{R}) \) such that the \( G_n(\mathbb{R}) \)-orbit of \((A_0, -A_0 T)\) has type \( \sigma \). To keep track of whether or not \( \mathcal{Y}_{A_0}^\sigma(\Sigma_\infty) \) is empty, we let

\[
\chi_{A_0}(\sigma) = \begin{cases} 
1, & \text{if } \mathcal{Y}_{A_0}^\sigma(\Sigma_\infty) \neq \emptyset, \\
0, & \text{otherwise}.
\end{cases}
\]

Given the sets \( \mathcal{Y}_{A_0}(\Sigma_p) \) and \( \mathcal{Y}_{A_0}^\sigma(\Sigma_\infty) \), we define

\[
\mathcal{Y}_{A_0}^\sigma(\Sigma) := V_{A_0}(\mathbb{Z}) \cap \mathcal{Y}_{A_0}^\sigma(\Sigma_\infty) \cap \bigcap_p \mathcal{Y}_{A_0}(\Sigma_p).
\]

As we are averaging the quantities \( \mathcal{E}(k) \) over \( N(\mathbb{Z}) \)-orbits of forms in \( \mathcal{F}_n(f_0, \mathbb{Z}) \), we are interested only in elements of \( \mathcal{Y}_{A_0}^\sigma(\Sigma) \) up to the action of \((N \times G_{A_0})(\mathbb{Z})\). One readily verifies that the set \( \mathcal{Y}_{A_0}^\sigma(\Sigma) \) is \((N \times G_{A_0})(\mathbb{Z})\)-invariant.

To count elements of \((N \times G_{A_0})(\mathbb{Z}) \setminus \mathcal{Y}_{A_0}^\sigma(\Sigma)\), we need a way to order them. To this end, let \( T \in V_{A_0}(\mathbb{R}) \) be such that \( \text{ch}_T(x) = F(x, 1) \) for some form \( F \in \mathcal{F}_n(1, \mathbb{Z}) \). We then define the height \( H(T) \) of \( T \in V_{A_0}(\mathbb{R}) \) in terms of the height \( H \) defined in \([1]\) as follows:

\[
H(T) := H(F),
\]

The group \((N \times G_{A_0})(\mathbb{R})\) acts on \( T \in V_{A_0}(\mathbb{R}) \) via \((g, h) \cdot T = -f_0 h_2 T \text{Id} + g T g^{-1}\). It follows from \([1]\) and \([58]\) that \( H((g, h) \cdot T) \) is \( \text{dist}((g, h) \cdot T) \) for any \((g, h) \in (N \times G_{A_0})(\mathbb{R})\) and \( T \in V_{A_0}(\mathbb{R}) \). Thus, \( H \) descends to a well-defined height function on \((N \times G_{A_0})(\mathbb{Z}) \setminus V_{A_0}(\mathbb{R})\).

For any subset \( S \subset V_{A_0}(\mathbb{R}) \) and real number \( X > 0 \), let \( S_X := \{ T \in S : H(T) < X \} \). For \( T \in V_{A_0}(\mathbb{Z}) \), we say that the \( G_{A_0}(\mathbb{Q}) \)-orbit of \( T \) is distinguished if the \( G_n(\mathbb{Q}) \)-orbit of the pair \((A_0, -A_0 T) \in \mathbb{Z}^2 \otimes \mathbb{Z} \text{Sym}_2 Z^n \) is distinguished. For any subset \( S \subset V_{A_0}(\mathbb{Z}) \), let

\[
S^{\text{irr}} := \{ T \in S : \text{ch}_T \text{ is irreducible and the } G_{A_0}(\mathbb{Q}) \text{-orbit of } T \text{ is non-distinguished} \}.
\]

We then have the following theorem, which gives an asymptotic for how many non-distinguished elements of \((N \times G_{A_0})(\mathbb{Z}) \setminus \mathcal{Y}_{A_0}^\sigma(\Sigma)\) there are of height up to \( X \):

**Theorem 46.** With notation as above, we have that

\[
\# \left( \left( N \times G_{A_0}(\mathbb{Z}) \right) \setminus \mathcal{Y}_{A_0}^\sigma(\Sigma) \right)_X \leq 2^{1-r_1-r_2} \cdot \tau_{G_{A_0}} \cdot \chi_{A_0}(\sigma) \cdot \frac{\text{Vol}(\text{mon}(N(\mathbb{Z}) \setminus \Sigma_\infty)_X)}{\prod_p \mathcal{J}(A_0, \Sigma_p)} + o\left( X^{\frac{n(n+1)}{2} - 1} \right),
\]

where for \( A \in \text{Sym}_2 Z^n_p \) with det \( A \in Z^n_p^\times \) and \( S \subset \mathcal{F}_{n, \text{max}}(f_0, Z_p) \), we write

\[
\mathcal{J}(A, S) := \sum_{T \in \text{mon}(S) \setminus \mathcal{Y}_{A_0}(\Sigma)} \frac{\text{dF}}{\# \text{Stab}_{G_A}(T)} \cdot \begin{cases} 
1, & \text{if } n \text{ is odd}, \\
2, & \text{if } n \text{ is even}.
\end{cases}
\]

where \( \text{dF} \) is the Euclidean measure on \( \mathcal{F}_n(1, Z_p) \) normalized as in Theorem 43, and where

\[
\tau_{G_{A_0}} := \text{Vol}(G_{A_0}(\mathbb{Z}), G_{A_0}(\mathbb{R})) \cdot \begin{cases} 
\prod_p \text{Vol}(G_{A_0}(\mathbb{Z}_p)), & \text{if } n \text{ is odd}, \\
\prod_p \frac{1}{2} \cdot \text{Vol}(G_{A_0}(\mathbb{Z}_p)), & \text{if } n \text{ is even}.
\end{cases}
\]

In \([43]\), the volumes are computed with respect to the Haar measure on \( G_{A_0} \).

Let \( \mathcal{Y}_{A_0;p} := \{ T \in V_{A_0}(\mathbb{Z}) : p^2 \mid \text{discriminant of } \text{ch}_T \} \). Then equality holds in \([59]\) if the following tail estimate holds: for any \( M > 0 \) and \( \varepsilon \in (0, 1) \), we have

\[
\# \left( \bigcup_{p > M} (N \times G_{A_0}(\mathbb{Z}) \setminus \mathcal{Y}_{A_0;p})_X \right) = O\left( \frac{X^{\frac{n(n+1)}{2} - 1}}{M^{1-\varepsilon}} \right) + o\left( X^{\frac{n(n+1)}{2} - 1} \right),
\]

where the implied constant in the big-O is independent of \( X, M \).
Proof. The theorem follows by combining \[37\] Theorems 59, 61, 63, and 66 and Proposition 69 if \(n\) is odd (resp., \[38\] Theorems 62, 64, 66, and 69 and Proposition 72 if \(n\) is even) and applying these results to the set \(\mathcal{V}_{\mathbb{Z}_5}(\Sigma)\).

Remark 47. As stated in \[37\] \S 5.2 and \[38\] \S 5.2, the tail estimate in \[61\] holds for \(n = 3\) and is expected to hold for \(n \geq 4\) too.

### 4.4 Sieving to square roots of the class of the inverse different

Let \(r = 1\) if \(n\) is odd and \(r = \pm 1\) if \(n\) is even. As in \[38\], we fix an acceptable family \(\Sigma\) of local specifications such that \(\mathcal{F}_n(f_0, \Sigma) \subset \mathcal{F}_{n,\text{max}}(f_0, \mathbb{Z})\) and a symmetric matrix \(A_0 \in \text{Mat}_n(\mathbb{Z})\) such that \(\det A_0 = r(-1)^{\frac{n-1}{2}}\). In this section, we use the results of \[37\] to compute each of the local factors on the right-hand side of \(69\). We combine these computations to deduce the main theorems in \(4.5\).

The local factor at \(\infty\) on the right-hand side of \(69\) is

\[
\text{Vol}(\text{mon}(N(\mathbb{Z})\backslash \Sigma_{\infty})_x) = |f_0|^\frac{n(n-1)}{2} \cdot \text{Vol}(N(\mathbb{Z})\backslash \Sigma_{\infty})_x),
\]

where the equality follows from computing the Jacobian determinant of the map \(\text{mon}\). To compute the factors \(J(A_0, \Sigma_p)\) at primes \(p\), we split into cases depending on the parity of \(p\) and value of \(r\).

#### 4.4.1 Case (i): \(p\) is odd

By \[18\] p. 104-105, there is precisely one symmetric bilinear form over \(\mathbb{Z}_p\) having rank \(n\) and determinant \(r(-1)^{\frac{n-1}{2}}\) up to \(G_n(\mathbb{Z}_p)\)-equivalence, so for every \(F \in \Sigma_p\), we have by \[60\] in combination with Theorem \[30\] that

\[
\#\{T \in G_{A_0}(\mathbb{Z}_p)\backslash \mathcal{V}_{A_0}(\Sigma_p) : \text{ch}_T(x) = F_{\text{mon}}(x, 1)\} = \#\text{orb}_{F,r}(H^*_{F,r}) =
\]

\[
\begin{cases}
\frac{1}{2}\#R^F_p[2], & \text{if } F \text{ is not evenly ramified,} \\
\#R^F_p[2], & \text{if } F \text{ is evenly ramified, and } r = 1 \in \mathbb{Z}_p^\times/\mathbb{Z}_p^\times^2, \\
0, & \text{if } F \text{ is evenly ramified, and } r \neq 1 \in \mathbb{Z}_p^\times/\mathbb{Z}_p^\times^2.
\end{cases}
\]

Furthermore, for every \(T \in G_{A_0}(\mathbb{Z}_p)\backslash \mathcal{V}_{A_0}(\Sigma_p)\) such that \(\text{ch}_T(x) = F_{\text{mon}}(x, 1)\), we have

\[
\#\text{Stab}_{G_{A_0}(\mathbb{Z}_p)}(T) = \begin{cases}
\#R^F_p[2]_{|n=1} = \frac{1}{2}\#R^F_p[2], & \text{if } n \text{ is odd}, \\
\#R^F_p[2], & \text{if } n \text{ is even}.
\end{cases}
\]

When \(n\) is even, let \(r_p(\Sigma)\) be as in Theorem \[3\] Using \[63\] and \[64\], we see that

\[
J(A_0, \Sigma_p) = \left|f_0\right|^n |p| \cdot \text{Vol}(\Sigma_p) 
\]

\[
\begin{cases}
1, & \text{if } n \text{ is odd,} \\
1 + r_p(\Sigma), & \text{if } n \text{ is even and } r = 1 \text{ or if } r = -1 \text{ and } p \equiv 1 \pmod{4}, \\
1 - r_p(\Sigma), & \text{if } n \text{ is even and } r = -1 \text{ and } p \equiv 3 \pmod{4},
\end{cases}
\]

where \(| - |_p = p^{-\nu_p(-)}\) denotes the standard \(p\)-adic absolute value.

#### 4.4.2 Interlude on octane values

In order to treat the case where \(p = 2\), we pause to introduce the necessary background on symmetric bilinear forms over \(\mathbb{Z}_2\). Such a form is said to be of Type I if it has a unit diagonal entry and of Type II otherwise. As explained in \[19\] \S 5, \(G_n(\mathbb{Z}_2)\)-equivalence classes of symmetric bilinear forms over \(\mathbb{Z}_2\) of given rank, given type, and given unit determinant are classified according to their so-called \textit{octane value}, which is a number \(\sigma \in \mathbb{Z}/8\mathbb{Z}\).

Let \(p \in \mathbb{Z}_2^\times\), and take a matrix \(A \in \text{Sym}_n \mathbb{Z}_2^2\) of Type I with \(\det A = p\). Then we can replace \(A\) by a \(G_n(\mathbb{Z}_2)\)-translate that is diagonal. Upon doing so, the octane value of \(A\) is simply the mod-8 reduction of the number of diagonal entries congruent to 1 (mod 4) minus the number of diagonal entries congruent to 3
It follows from [29] Lemma 3 that when \( n \geq 3 \), there are two options for the octane value of such a matrix \( A \); we denote these options by \( \sigma_n(\rho)^+ \) and \( \sigma_n(\rho)^- \). When \( n = 2 \), there are two options \( \sigma_2(\rho)^+ \) and \( \sigma_2(\rho)^- \) if \( \rho \equiv 1 \pmod{4} \), but just one option \( \sigma_2(\rho)^+ = \sigma_2(\rho)^- \) if \( \rho \equiv 3 \pmod{4} \). The values of \( \sigma_n(\rho)^\pm \) are given in Table I.

| \( \rho \pmod{4} \) | Dimension \( n \pmod{4} \) |
|------------------|------------------|
| \( 1 \)          | \( (0, 4) \) \( (1, 5) \) \( (2, 6) \) \( (7, 3) \) |
| \( 3 \)          | \( (2, 6) \) \( (7, 3) \) \( (0, 4)^\dagger \) \( (1, 5) \) |

Table 1: The octane values \( \sigma_n(\rho)^\pm \), as a function of \( n \pmod{4} \) and \( \rho \pmod{4} \). The superscript \( \dagger \) indicates that when \( n = 2 \) and \( \rho \equiv 3 \pmod{4} \), there is just one option for the octane value, namely \( \sigma_2(\rho)^+ = \sigma_2(\rho)^- = 0 \).

For each \( G_n(\mathbb{Z}_2) \)-equivalence class of Type I symmetric \( n \times n \) matrices, determinant \( \rho \), and octane value \( \sigma_n(\rho)^\pm \), we pick a representative and denote it by \( A_n[\rho]^\pm \).

**4.4.3 Case (ii):** \( p = 2, r = 1 \)

By [38] Theorem 80, if \( (A, B) \in \mathbb{Z}_2^2 \otimes_{\mathbb{Z}_2} \text{Sym}_2 \mathbb{Z}_2^n \) is such that \( A \) is a unit-determinant symmetric bilinear form of Type II, then \( \text{im}(xA + yB) \) is even ramified. Since forms \( F \in \Sigma_2 \) are necessarily separable modulo 2, their monicizations are not even ramified, so we may assume that \( A_0 \) is of Type I. By [41] we have two options, namely \( A_n[(-1)^{\frac{n}{2}}1]^{\pm} \), for the \( G_n(\mathbb{Z}_2) \)-equivalence class of \( A_0 \). We now split into sub-cases depending on the parity of \( f_0 \).

**Case (ii)(a):** \( 2 \nmid f_0 \). Let \( \rho \in \mathbb{Z}_2^2 \), and let \( S \subset \mathcal{F}_{n, \max}(f_0, \mathbb{Z}_2) \). The next result determines the quantity \( \mathcal{J}(A_n[\rho]^\pm, S) \) for “acceptable” choices of the set \( S \).

**Proposition 48.** Let \( n \geq 2 \). With notation as above, suppose that \( S \) is the preimage in \( \mathcal{F}_n(f_0, \mathbb{Z}_2) \) of a set of separable forms in \( \mathcal{F}_n(f_0, \mathbb{Z}/2\mathbb{Z}) \). Then we have

\[
\mathcal{J}(A_n[\rho]^\pm, S) = \frac{2^{-2 + \frac{n}{2}}(2^{-2} + 1)}{\text{Vol}(S)} = \begin{cases} 
2^{-2 + \frac{n}{2}}(2^{-2} + 1), & \text{if } (\sigma_n(\rho)^+, \sigma_n(\rho)^-) = (0, 4), \\
2^{-2 + \frac{n}{2}}(2^{-2} + 1), & \text{if } (\sigma_n(\rho)^+, \sigma_n(\rho)^-) = (1, 5), \\
2^{-n - 2}, & \text{if } (\sigma_n(\rho)^+, \sigma_n(\rho)^-) = (2, 6), \\
2^{-2 + \frac{n}{2}}(2^{-2} + 1), & \text{if } (\sigma_n(\rho)^+, \sigma_n(\rho)^-) = (7, 3), \\
2, & \text{if } n = 2 \text{ and } (\sigma_2(\rho)^+, \sigma_2(\rho)^-) = (0, 0).
\end{cases}
\]

**Proof.** When \( f_0 = 1 \) and \( n \geq 3 \), this is proven in [37] Corollary 80 and [38] Corollary 113, and it is easy to check that the proof goes through when \( f_0 \in \mathbb{Z}_2^2 \) is any unit, and even when \( n = 2 \).

Note in particular that the values on the right-hand side of (66) are independent of the choice of \( S \). In what follows, if \( A \in \text{Sym}_2 \mathbb{Z}_2^n \) is \( G_n(\mathbb{Z}_2) \)-equivalent to \( A_n[\rho]^\pm \), we denote by \( \chi_2(A) \) the corresponding value on the right-hand side of (66). Proposition 48 then implies that

\[
\mathcal{J}(A_0, \Sigma_2) = \text{Vol}(\Sigma_2) \cdot \chi_2(A_0).
\]

**Case (ii)(b):** \( 2 \mid f_0 \). In this case, the monicizations of forms in \( \Sigma_2 \) are necessarily inseparable modulo 2, and so the argument in Case (ii)(a) does not immediately apply. Instead, we will reduce to the setting of Case (ii)(a) as follows.

Take \( F \in \Sigma_2 \), and let \( F = \prod_{i=1}^{\ell} F_i \) be a canonical factorization of \( F \). Then \( R_F \simeq R_{F_i} \times R_{F/F_i} \), and since \( F \) is separable modulo 2, we have that \( c_1 = 1 \), so \( R_{F_i} \simeq \mathbb{Z}_2 \). Given \( (I, \alpha) \in H^*_{F, 1} \), we can split \( I \) as a product \( I = J_{F_1} \times J_{F/F_1} \), where \( J_{F_1} \) and \( J_{F/F_1} \) are fractional ideals of \( R_{F_1} \) and \( R_{F/F_1} \), respectively. When \( I \) is given the basis obtained by concatenating bases of \( J_{F_1} \) and \( J_{F/F_1} \), the corresponding pair \( (A, B) \in \mathbb{Z}_2^2 \otimes_{\mathbb{Z}_2} \text{Sym}_2 \mathbb{Z}_2^n \)
is such that both $A$ and $B$ are block-diagonal with $1 \times 1$ blocks $A_{F/F_1}, B_{F/F_1}$ followed by $(n-1) \times (n-1)$ blocks $A_{F/F_1}, B_{F/F_1}$. By choosing suitable bases of $J_{F_1}$ and $J_{F/F_1}$, we may arrange that $A_{F_1} = [\rho]$ for some $\rho \in \{1, 3, 5, 7\} \subset \mathbb{Z}_2$.

Now, from the proof of Theorem 3.14 we know that $-A_{F/F_1}^{-1}B_{F/F_1}$ is the matrix of multiplication by $f_0\theta \in R_{F/F_1}$ on the basis of $J_{F/F_1}$. Since $F/F_1$ is monic, we have $\theta \in R_{F/F_1}$, so $B_{F/F_1} = 0 \pmod{f_0}$. One easily checks that the map sending $(A, B)$ to $(A_{F/F_1}, f_0^{-1}B_{F/F_1})$ induces a bijection

$$\text{orb}_{F_1}(H^*_{F_1}) \sim \bigcup_{\rho \in \{1, 3, 5, 7\}} \text{orb}_{F_1}((-1)^{s_1}(H^*_{F_1}, (-1)^{s_1}f_0^{-1}))$$  \hspace{1cm} (68)

Using the bijection in (68) to evaluate $J(A_n([-1]^{\pm})^\frac{\pm_1}{2}, \Sigma_2)$, we find that

$$J(A_n([-1]^{\pm})^\frac{\pm_1}{2}, \Sigma_2) = \frac{1}{2} \left\{ \begin{array}{ll} \sum_{\rho \in \{1, 3, 5, 7\}} J(A_n([-1]^{\pm})^\frac{\pm_1}{2}, \Sigma_2') \end{array} \right. \hspace{1cm} (69)$$

where the factor $\frac{1}{2}$ accounts for the fact that $G_n$ switches between SL$_n$ and SL$_n^\pm$ depending on the parity of $n$, and where $\Sigma_2' \subseteq F_{n-1, \max}(1, \mathbb{Z}_2)$ is the preimage of the set $\{F/F_1 : F \in \Sigma_2\} \subseteq F_{n-1}(1, \mathbb{Z}/2\mathbb{Z})$. Because $\Sigma_2$ is “acceptable,” every element of $\Sigma_2'$ is separable modulo 2, so we can use Proposition 3.13 to compute the right-hand side of (69). Upon doing so, and upon observing that $\text{Vol}(\Sigma_2') = \text{Vol}(\Sigma_2)$, we deduce that

$$J(A_0, \Sigma_2) = \frac{n(n-1)}{2} \cdot \text{Vol}(\Sigma_2) \cdot \chi_2(A_0).$$  \hspace{1cm} (70)

4.4.4 Case (iii): $p = 2, r = -1$

By 4.4.2 we have two options, namely $A_n([-1]^{1+\frac{\pm_1}{2}})^\pm$, for the $G_n(\mathbb{Z}_2)$-equivalence class of $A_0$. But $A_n([-1]^{1+\frac{\pm_1}{2}})^\pm$ is $G_n(\mathbb{Z}_2)$-equivalent to $-A_n([-1]^{1+\frac{\pm_1}{2}})^-$, so the map $(A, B) \mapsto (-A, -B)$ defines a bijection between $G_n(\mathbb{Z}_2)$-orbits of $(A, B)$ in $\text{orb}_{F_{-1}}(H^*_{F_{-1}})$ such that $A$ is $G_n(\mathbb{Z}_2)$-equivalent to $A_n([-1]^{1+\frac{\pm_1}{2}})^+$ and $G_n(\mathbb{Z}_2)$-orbits of $(A, B) \in \text{orb}_{F_{-1}}(H^*_{F_{-1}})$ such that $A$ is $G_n(\mathbb{Z}_2)$-equivalent to $A_n([-1]^{1+\frac{\pm_1}{2}})^-$. By Theorem 3.1 we have that $\# \text{orb}_{F_{-1}}(H^*_{F_{-1}}) = 2^{n-2} \# R^X_{n}[2] = 2^{m+n-2}$ and that $\# \text{Stab}_{\varphi_{A_0}(\mathbb{Z}_2)}(T) = \# R^X_{n}[2] = 2^m$ for every $T \subseteq G_{A_0} \setminus \mathcal{A}_n(\Sigma_2)$, so

$$J(A_0, \Sigma_2) = \frac{n(n-1)}{2} \cdot \text{Vol}(\Sigma_2) \cdot \chi_2(A_0).$$  \hspace{1cm} (71)

Comparing (71), (70), and (71), we see that (71) holds regardless of whether $2 \mid f_0$ or $r = \pm 1$.

4.5 The final step

We now combine the calculations of the local factors in 4.4 with the asymptotic from Theorem 4.6 to prove the results in 4.3.

Proof of Theorem 3.6: Fix an odd integer $n \geq 3$ and a real signature $(r_1, r_2)$ of a degree-$n$ field. Let $\Sigma$ be an acceptable family of local signatures such that $\mathcal{F}_n(f_0, \Sigma) \subset \mathcal{F}_{n, \max}^{r_1, r_2}(f_0, \mathbb{Z})$. Given an irreducible form $F \in \mathcal{F}_n(f_0, \Sigma)$, the set $\text{orb}_{F_1}(H^*_{F_1})$ splits as

$$\text{orb}_{F_1}(H^*_{F_1}) = \text{orb}_{F_1}(H^*_{F_1})^{\text{irr}} \sqcup \text{orb}_{F_1}(H^*_{F_1})^{\text{red}},$$  \hspace{1cm} (72)

where $\text{orb}_{F_1}(H^*_{F_1})^{\text{irr}}$ is the subset of $G_n(\mathbb{Z})$-orbits that are non-distinguished over $\mathbb{Q}$ and where $\text{orb}_{F_1}(H^*_{F_1})^{\text{red}}$ is its complement.

Let $f_0$ factor as $f_0 = m^2k$ where $k$ is squarefree, and let $r_p(\Sigma)$ be defined as in Theorem 3.6. It follows from Propositions 3.7, 3.9, 4.0, and 4.2 and Theorem 3.4 that, on the one hand,

$$\sum_{F \in \mathcal{F}_n(f_0, \Sigma)} \# \text{orb}_{F_1}(H^*_{F_1})^{\text{red}} = \text{Vol}(N(\mathbb{Z})/(\Sigma_\infty)_X) \cdot \prod_p \text{Vol}(\Sigma_p) \cdot \prod_{p \mid k} r_p(\Sigma) + o(X^{\frac{n(n+1)}{2}-1}).$$  \hspace{1cm} (73)
Let $\mathcal{L}_\mathbb{Z}^+$ denote the set of $G_n(\mathbb{Z})$-equivalence classes of symmetric $n \times n$ integer matrices of determinant $(-1)^{\frac{n(n+1)}{2}}$. On the other hand, combining Theorem 46 with (62), (65), and (71), simplifying the result using the identity $|f_0| \prod_p |f_0|_p = 1$, and rearranging yields:

$$\sum_{F \in \mathcal{F}_n(f_0, \Sigma)_X} \# \text{orb}_{F,1}(H_{F,1}') \leq \sum_{A_0 \in \mathcal{L}_\mathbb{Z}^+} \sum_{\sigma} \#((N \times G_{A_0})(\mathbb{Z}) \backslash V^\sigma_{A_0}(\Sigma)_X) \leq 2^{1-r_1-r_2} \cdot \text{Vol}(N(\mathbb{Z}) \backslash (\Sigma_\infty)_X) \cdot \prod_p \text{Vol}(\Sigma_p) \cdot \sum_{A_0 \in \mathcal{L}_\mathbb{Z}^+} \tau_{G_{A_0}} \cdot \chi_2(A_0) \cdot \sum_{\sigma} \chi_{A_0}(\sigma) + o\left(X^{\frac{n(n+1)}{2}}\right).$$

(74)

The fact that the parametrization in §42 reduces the non-monic case to the monic case now pays dividends: the sum over $A_0 \in \mathcal{L}_\mathbb{Z}^+$ in the third line of (74) arises in the work of Siad on monic forms, so we need not re-compute it. Indeed, it follows from [37, §9, p. 35] that

$$\sum_{A_0 \in \mathcal{L}_\mathbb{Z}^+} \tau_{G_{A_0}} \cdot \chi_2(A_0) \cdot \sum_{\sigma} \chi_{A_0}(\sigma) = 2^{n+r_1-2} + 2^{n+r_2-2} = (2^{r_1+r_2-1})^2 + 2^{r_1+r_2-1}. \quad (75)$$

Substituting (75) into (74), we find that

$$\sum_{F \in \mathcal{F}_n(f_0, \Sigma)_X} \# \text{orb}_{F,1}(H_{F,1}') \leq \left(1 + 2^{r_1+r_2-1}\right) \cdot \text{Vol}(N(\mathbb{Z}) \backslash (\Sigma_\infty)_X) \cdot \prod_p \text{Vol}(\Sigma_p) + o\left(X^{\frac{n(n+1)}{2}}\right). \quad (76)$$

Using Theorem 43 together with (72), (73), and (76), we find that

$$\lim_{X \to \infty} \frac{\sum_{F \in \mathcal{F}_n(f_0, \Sigma)} \# \text{orb}_{F,1}(H_{F,1}') \leq \text{Avg}_{F \in \mathcal{F}_n(f_0, \Sigma)} \# \text{orb}_{F,1}(H_{F,1}') \leq \lim_{X \to \infty} \frac{\left(1 + 2^{r_1+r_2-1} + \prod_{p \mid k} r_p(\Sigma)\right) \cdot \text{Vol}(N(\mathbb{Z}) \backslash (\Sigma_\infty)_X) \cdot \prod_p \text{Vol}(\Sigma_p)}{\text{Vol}(N(\mathbb{Z}) \backslash (\Sigma_\infty)_X) \cdot \prod_p \text{Vol}(\Sigma_p)} \leq 1 + 2^{r_1+r_2-1} + \prod_{p \mid k} r_p(\Sigma). \quad (77)$$

The inequalities above are equalities when the estimate (61) holds. Theorem 43 then follows from substituting the bound in (77) into the formula in Lemma 24.

Proof of Theorem 43 Fix an even integer $n \geq 4$ and a real signature $(r_1, r_2)$ of a degree-$n$ field. Let $\Sigma$ be an acceptable family of local specifications such that $\mathcal{F}_n(f_0, \Sigma) \subset \mathcal{F}^n_{r_1, r_2}(f_0, \mathbb{Z})$. Given an irreducible form $F \in \mathcal{F}_n(f_0, \Sigma)$, (72) continues to hold in this setting. It follows from Proposition 47 and Remark 38 that

$$\sum_{F \in \mathcal{F}_n(f_0, \Sigma)_X} \# \text{orb}_{F,1}(H_{F,1}')_{\text{red}} = \sum_{F \in \mathcal{F}_n(f_0, \Sigma)_X} 2^{\#ev_F+1} + o\left(X^{\frac{n(n+1)}{2}}\right). \quad (78)$$

The following proposition gives a formula for the sum on the right-hand side of (78):

**Proposition 49.** We have that

$$\sum_{F \in \mathcal{F}_n(f_0, \Sigma)_X} 2^{\#ev_F+1} = 2 \cdot \text{Vol}(N(\mathbb{Z}) \backslash (\Sigma_\infty)_X) \cdot \prod_p \text{Vol}(\Sigma_p) \cdot (1 + r_p(\Sigma)) + o\left(X^{\frac{n(n+1)}{2}}\right). \quad (79)$$

Proof of Proposition 49 Let $M > 0$ be a constant. First, it is clear that (79) holds if we make the following adjustments: (1) replace $ev_F$ with $\{p \in ev_F : p < M\}$, and (2) remove the factor $1 + r_p(\Sigma)$ for each prime $p > M$. Taking the limit as $M \to \infty$, we see that (79) holds with “≥” instead of “=.” It thus remains to prove (79) with “≤” instead of “=.”
Let $\delta, \varepsilon > 0$ be constants. Since even ramification is a codimension-$\frac{3}{2}$ condition on the space of binary $n$-ic forms with leading coefficient $f_0$, an application of the geometric sieve (see [6] proof of Theorem 3.3), as well as the paragraph concerning inhomogeneous heights in [12, p. 4]) yields

$$
\# \left\{ F \in \mathcal{F}_n(f_0, \mathbb{Z}) : \exists \text{ squarefree } m \in \mathbb{Z} \text{ such that } m > X^\delta \text{ and } p \mid m \text{ for every } p \mid m \right\} \ll \frac{X^{\frac{n(n+1)}{2}-1}}{X^{1-\varepsilon}} + X^{\frac{2}{3}+.\varepsilon}.
$$

(80)

Now, if $H(F) < X$, then the number of prime factors of the discriminant of $F$ is $O(\log X / \log \log X)$, so on the left-hand side of (79), each $F$ is counted with multiplicity at most $2^{O(\log X / \log \log X)} = O(X^\varepsilon)$. Combining this bound with (80), we see that forms $F$ that are evenly ramified at a set of primes whose product exceeds $X^\delta$ contribute negligibly to the left-hand side of (79).

Let $r_p(\Sigma)$ be defined as in Theorem 5, let $M > 0$ be a constant, and let $\Pi$ be the set of squarefree numbers up to $X^\delta$. We now bound the contribution from forms $F$ that are evenly ramified at a set of primes whose product is at most $X^\delta$. We have

$$
\sum_{F \in \mathcal{F}_n(f_0, \mathbb{Z}) \prod_{p \mid F} p \leq X^\delta} \#_{evF} \leq \Vol(N(\mathbb{Z}) \backslash (\Sigma_\infty)_X) \cdot \prod_{p < M} \Vol(\Sigma_p) \cdot \sum_{m \in \Pi} \prod_{p \mid m} \left[ \prod_{p \mid m} r_p(\Sigma) + O\left( \frac{X^{\frac{n(n+1)}{2}-1}}{X^{1-\varepsilon}} \right) \right]
$$

$$
\leq \Vol(N(\mathbb{Z}) \backslash (\Sigma_\infty)_X) \cdot \prod_{p < M} \Vol(\Sigma_p) \cdot \prod_{p} (1 + r_p(\Sigma)) + o\left( \frac{X^{\frac{n(n+1)}{2}-1}}{X^{1-\varepsilon}} \right).
$$

(81)

Taking the limit as $M \to \infty$ in (81) proves (79) with "=" replaced by "\leq."

Let $\mathcal{L}_2^+$ denote the set of $G_n(\mathbb{Z})$-equivalence classes of symmetric $n \times n$ integer matrices of determinant $(-1)^{\frac{n+1}{2}}$. On the other hand, combining Theorem 16 with (1) 65, and (71), simplifying the result using the identity $|f_0| \prod_p |f_0|_p = 1$, and rearranging yields:

$$
\sum_{F \in \mathcal{F}_n(f_0, \mathbb{Z}) \times} \#_{\text{orb} \mathcal{F}_n(1)(H_{F,1})^{\text{irr}}} = \sum_{A_0 \in \mathcal{L}_2^+} \sum_{\sigma} \# \left( (N \times G_{A_0})(\mathbb{Z}) \backslash V_{A_0}(\Sigma)_X^{\text{irr}} \right) \leq 2^{1-r_1-r_2} \cdot \Vol(N(\mathbb{Z}) \backslash (\Sigma_\infty)_X) \cdot \prod_{p} \Vol(\Sigma_p) \cdot (1 + r_p(\Sigma)).
$$

$$
\sum_{A_0 \in \mathcal{L}_2^+} \tau_{G_{A_0}} \cdot \chi_2(A_0) \cdot \sum_{\sigma} \chi_{A_0}(\sigma) + o\left( \frac{X^{\frac{n(n+1)}{2}-1}}{X^{1-\varepsilon}} \right).
$$

(82)

Again, the sum over $A_0 \in \mathcal{L}_2^+$ in the third line of (82) arises in the work of Siad on monic forms, so we need not re-compute it. Indeed, it follows from [35] §10.1, p. 35 and §11.7, p. 45] that

$$
\sum_{A_0 \in \mathcal{L}_2^+} \tau_{G_{A_0}} \cdot \chi_2(A_0) \cdot \sum_{\sigma} \chi_{A_0}(\sigma) = 2^{n-1} + 2^{\frac{n}{2}} = 2^{2r_2-1} + 2r_2, \quad \text{if } r_1 = 0,
$$

$$
2^{n+r_1-2} + 2^{\frac{n+1}{2}} = (2^{r_1+r_2-1})^2 + 2^{r_1+r_2}, \quad \text{if } r_1 > 0.
$$

(83)

Substituting (83) into (82), we find that

$$
\sum_{F \in \mathcal{F}_n(f_0, \Sigma) \times} \#_{\text{orb} \mathcal{F}_n(1)(H_{F,1})^{\text{irr}}} \leq \begin{cases} 2 + 2^{r_2}, & \text{if } r_1 = 0, \\ 2^{2r_1+r_2-1}, & \text{if } r_1 > 0 \end{cases} \cdot \Vol(N(\mathbb{Z}) \backslash (\Sigma_\infty)_X) \cdot \prod_{p} \Vol(\Sigma_p) \cdot (1 + r_p(\Sigma)) + o\left( \frac{X^{\frac{n(n+1)}{2}-1}}{X^{1-\varepsilon}} \right).
$$

(84)

Using Theorem 33 together with (72), (78), and (83), we find that

$$
\operatorname{Avg}_{F \in \mathcal{F}_n(f_0, \Sigma)} \#_{\text{orb} \mathcal{F}_n(1)(H_{F,1})} \leq \frac{\theta}{2}
$$
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Substituting (87) into (86), we find that
\[ r \text{ in (6) and (7) then follow from substituting the bound in (85), as well as the bound in (89) (or sim-
\text{not re-compute it. Indeed, it follows from [38, §3.3.2, every element of } orb_{F,-1}(H_{F,-1}^r) \text{ is non-distinguished. Thus, if we let } \mathcal{L}_Z \text{ denote the set of } G_n(Z)-
eq equivalence classes of symmetric } n \times n \text{ integer matrices of determinant } (-1)^{1+|\mathbb{F}|}, \text{ then combining Theorem 11 with (62), (63), and (71), simplifying the result using the identity } |f_0| \prod_{p} |f_0|_p = 1, \text{ and rearranging yields:}
\]
\[
\# orb_{F,-1}(H_{F,-1}^r) = \sum_{F \in \mathcal{F}_n(f_0, \Sigma)} \sum_{A_0 \in \mathcal{L}_Z} \#((N \times G_{A_0})(\mathbb{Z}) \backslash \mathcal{F}^\sigma(\Sigma)_X) \leq 2^{1-r_1-r_2} \cdot \text{Vol}(N(\mathbb{Z}) \backslash (\Sigma)_X) \cdot \prod_p \text{Vol}(\Sigma_p) \cdot (1 + (-1)^{\frac{p-1}{2}} \cdot r_p(\Sigma)) \cdot \sum_{A_0 \in \mathcal{L}_Z} \tau_{g_{A_0}} \cdot \chi_2(A_0) \cdot \sum_{\sigma} \chi_{A_0}(\sigma) + o(X^{\frac{a(n+1)}{2}}).
\]
Again, the sum over } A_0 \in \mathcal{L}_Z \text{ in the third line of (86) arises in the work of Siad on monic forms, so we need not re-compute it. Indeed, it follows from [38, §11.7, p. 45] that
\[
\sum_{A_0 \in \mathcal{L}_Z} \tau_{g_{A_0}} \cdot \chi_2(A_0) \cdot \sum_{\sigma} \chi_{A_0}(\sigma) = 2^{n+r_1-2} = (2^{r_1+r_2-1})^2.
\]
Substituting (87) into (86), we find that
\[
\sum_{F \in \mathcal{F}_n(f_0, \Sigma)_X} \# orb_{F,-1}(H_{F,-1}^r) \leq 2^{r_1+r_2-1} \cdot \text{Vol}(N(\mathbb{Z}) \backslash (\Sigma)_X) \cdot \prod_p \text{Vol}(\Sigma_p) \cdot (1 + (-1)^{\frac{p-1}{2}} \cdot r_p(\Sigma)) + o(X^{\frac{a(n+1)}{2}}).
\]
Using Theorem 43 together with (88), we find that
\[
\text{Avg}_{F \in \mathcal{F}_n(f_0, \Sigma)} \# orb_{F,-1}(H_{F,-1}^r) \leq \lim_{X \to \infty} \frac{2^{r_1+r_2-1} \cdot \text{Vol}(N(\mathbb{Z}) \backslash (\Sigma)_X) \cdot \prod_p \text{Vol}(\Sigma_p) \cdot (1 + (-1)^{\frac{p-1}{2}} \cdot r_p(\Sigma))}{\text{Vol}(N(\mathbb{Z}) \backslash (\Sigma)_X) \cdot \prod_p \text{Vol}(\Sigma_p)} = 2^{r_1+r_2-1} \cdot \prod_{p>2} (1 + (-1)^{\frac{p-1}{2}} \cdot r_p(\Sigma)).
\]
The inequalities above are equalities when the estimate (81) holds. The statements about the class group in (6) and (7) then follow from substituting the bound in (85), as well as the bound in (89) (or simply 0 when } r_1 = 0 \text{), into the formula in Lemma 29. Since we have that } \# \text{Cl}(R_F) / 2^r = \# \text{Cl}^+(R_F) / 2^r \text{ when } r_1 = 0, \text{ the statement about the narrow class group in (10) follows from the corresponding statement about the class group.}
We now consider the average of } \# orb_{F,1}(H_{F,1}^{r_1}) \text{. Let } r_1 > 0, \text{ and let } F \in \mathcal{F}_n(f_0, \Sigma). \text{ The set } orb_{F,1}(H_{F,1}^{r_1}) \text{ splits as}
\[
orb_{F,1}(H_{F,1}^{r_1}) = orb_{F,1}(H_{F,1}^{r_1})^{\text{irr}} \cup orb_{F,1}(H_{F,1}^{r_1})^{\text{red}},
\]
where } orb_{F,1}(H_{F,1}^{r_1})^{\text{irr}} \text{ is the subset of } G_n(\mathbb{Z})-\text{orbits that are non-distinguished over } \mathbb{Q} \text{ and } orb_{F,1}(H_{F,1}^{r_1})^{\text{red}} \text{ is its complement. Because the elements of } orb_{F,1}(H_{F,1}^{r_1})^{\text{red}} \text{ are distinguished over } \mathbb{Q} \text{, they are necessarily distinguished over } \mathbb{R}, \text{ so under the identification (57), they all correspond to the same totally positive
element \( \sigma_0 = (1, \ldots, 1) \in (\mathbb{R}^\times/\mathbb{R}^\times)^{r_1} \). By the proof of Proposition 37 and the remark following it, the set \( \text{orb}_{F,1}(H_{F,1}^{r_1+})^{\text{red}} \) has size \( 2^\#e_{F,1} \) for 100\% of forms \( F \). It then follows from Theorem 13 and Proposition 19 that, on the one hand, we have

\[
\sum_{F \in \mathcal{F}_n(f_0, \Sigma)_X} \#\text{orb}_{F,1}(H_{F,1}^{*+})^{\text{red}} = \sum_{F \in \mathcal{F}_n(f_0, \Sigma)_X} 2^\#e_{F,1} + o\left( X^{n(n^2+1)} \right) \tag{91}
\]

On the other hand, combining Theorem 40 with (62), (63), and (71), simplifying the result using the identity \( |f_0| \prod_p |f_0|_p = 1 \), and rearranging yields:

\[
\sum_{F \in \mathcal{F}_n(f_0, \Sigma)_X} \#\text{orb}_{F,1}(H_{F,1}^{*+})^{\text{irr}} \leq \sum_{A_0 \in \mathcal{L}_2^+} 2^{1-r_1-r_2} \cdot \text{Vol}(N(\mathbb{Z})/(\Sigma_{\infty})_X) \cdot \prod_p \text{Vol}(\Sigma_p) \cdot (1 + r_p(\Sigma)) \cdot \sum_{A_0 \in \mathcal{L}_2^+} \tau^{A_0} \cdot \chi_2(A_0) \cdot \chi_{A_0}(\sigma_0) + o\left( X^{n(n^2+1)-1} \right). \tag{92}
\]

Once again, the sum over \( A_0 \in \mathcal{L}_2^+ \) in the third line of (82) arises in the work of Siad on monic forms, so we need not re-compute it. Indeed, it follows from [38, §10.1, p. 35 and §11.7, p. 45] that

\[
\sum_{A_0 \in \mathcal{L}_2^+} \tau^{A_0} \cdot \chi_2(A_0) \cdot \chi_{A_0}(\sigma_0) = 2^{n-1} + 2^{3n-2} = 2^{r_1 + 2r_2 - 1} + 2^{r_1 + 2r_2-1}. \tag{93}
\]

Substituting (93) into (92), we find that

\[
\sum_{F \in \mathcal{F}_n(f_0, \Sigma)_X} \#\text{orb}_{F,1}(H_{F,1}^{*+})^{\text{irr}} \leq \left( 2^{r_2} + 2^{3n-2} \right) \cdot \text{Vol}(N(\mathbb{Z})/(\Sigma_{\infty})_X) \cdot \prod_p \text{Vol}(\Sigma_p) \cdot (1 + r_p(\Sigma)) + o\left( X^{n(n^2+1)-1} \right). \tag{94}
\]

Using Theorem 13 together with (90), (91), and (94), we find that

\[
\text{Avg}_{F \in \mathcal{F}_n(f_0, \Sigma)} \#\text{orb}_{F,1}(H_{F,1}^{*+}) \leq \lim_{X \to \infty} \frac{\left( 1 + 2^{r_2} + 2^{3n-2} \right) \cdot \text{Vol}(N(\mathbb{Z})/(\Sigma_{\infty})_X) \cdot \prod_p \text{Vol}(\Sigma_p) \cdot (1 + r_p(\Sigma))}{\text{Vol}(N(\mathbb{Z})/(\Sigma_{\infty})_X) \cdot \prod_p \text{Vol}(\Sigma_p)} = (1 + 2^{r_2} + 2^{3n-2}) \cdot \prod_{p>2} (1 + r_p(\Sigma)). \tag{95}
\]

The inequalities above are equalities when the estimate (61) holds. The statement about the narrow class group in (8) follows from substituting the bound in (95) into the formula in Lemma 26.
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