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ABSTRACT
Myocardial infarction (MI) is a scientific term that refers to heart attack. In this study, we infer highly relevant second harmonic generation (SHG) cues from collagen fibers exhibiting highly non-centrosymmetric assembly together with two-photon excited cellular autofluorescence in infarcted mouse heart to quantitatively probe fibrosis, especially targeted at an early stage after MI. We present a robust one-shot machine learning algorithm that enables determination of 2D assembly of collagen with high spatial resolution along with its structural arrangement in heart tissues post-MI with spectral specificity and sensitivity. Detection, evaluation, and precise quantification of fibrosis extent at early stage would guide one to develop treatment therapies that may prevent further progression and determine heart transplant needs for patient survival.

Index Terms— Myocardial Infarction, Fibrosis, Second Harmonic Generation Microscopy

1. INTRODUCTION
Myocardial infarction (MI) arises due to lasting damage suffered by cardiomyocytes as a result of blockage in blood circulation over an extended period of time to an area within the heart. In the course of the next few weeks following MI, permanently damaged cardiomyocytes are slowly restored by collagen containing scar tissue mainly comprising of fibroblasts and extracellular matrix (ECM) proteins because of the lack of cardiomyocyte regeneration [1]. The passage of myocardial scar repair post infarction is time-dependent and is comprised of three different phases, namely, inflammation/necrosis, fibrosis/proliferation, and continued left ventricular remodeling/maturation [1]. Improper function of left ventricle due to MI and left ventricular remodeling can result in cardiac failure post MI [1].

The increased collagen contents [2] in fibrosis is traditionally analyzed with tedious histological and immunohistochemical methods which needs irreversible isolation of cardiac tissue specimens, dissection into thin sections using microtomes (1-10 μm), embedding, fixation, and staining procedures. Moreover, acquiring myocardial tissue images in the clinical environments is difficult, as pretreatment procedures acting on sample processing can not only corrupt but also can induce structural modifications in tissue specimens.

Biopsy has been the gold standard for myocardial fibrosis. Manual chemical staining and histopathology of these biopsy slides often lead to inter-observer variability, inadequate quantification of accuracy, and lack of high-confidence in the data. Another problem with large volume of samples is the labor cost and time of analysis. In order to reduce time and cost, pathologists often utilize partial sampling strategy where instead of analyzing all the slides, only few randomly chosen slides are analyzed. Since, the diagnosis and therapy rely on these histopathological assessments, the current procedures lead to inconsistent, inaccurate, and unreliable results leading to unfavorable patient outcomes [3]. Hence, there is an unmet need to develop an automated technique to perform label free assessment of cardiac tissues using their inherent molecular contrast.

Recent years have seen the rise of non-linear optical microscopy techniques like second harmonic generation (SHG) microscopy [4] as powerful techniques for non-invasive imaging of extracellular matrix (ECM) and cellular structures [4] of thick tissue specimens in their native environments [4]. Second Harmonic Generation (SHG) [4] provides a coherent second order nonlinear optical scattering method usually by molecules having asymmetric structures which allows conversion of two lower energy photons into single photon with twice the incident energy of an excitation laser light. The SHG photon is nonisotropic hence polarization-sensitive and can be synthesized within femto-seconds. This allows using femtosecond pulsed lasers, to produce SHG signals with comparable reaction time scales. In contrast to conventional confocal imaging penetration depth (∼ 60 μm), SHG has higher penetration depth (∼ 600 μm) to image thick tissue specimens and intrinsic optical sectioning capability [5]. SHG microscopy is a label-free technique for imaging native structure of tissue specimens without any requirement for staining, thus preventing any corruption due to staining [4].

In this study, we infer highly relevant second harmonic...
2. METHODS

2.1. Framework Overview

Fig. 1 presents the architecture for the one-shot machine learning and image processing pipeline that constitutes the basis of our framework. The pipeline consists of two components: a detection network for localizing the left ventricle in an SHG microscopy image of a heart and a GAN to learn a segmentation mask for the infarction area (in the left ventricle), by estimating the anomaly between an SHG microscopy image of a normal heart and that of an infarcted one. A GAN [6, 8] trains two models simultaneously. The first model $G$, called the generator, generates samples by attempting to capture the data distribution of the training set (patches from a single SHG microscopy image of a normal, i.e., non-infarcted, heart); and the second model $D$, called the discriminator, discriminates between a created sample by $G$ and “normal” images from the training distribution. Finally, we use the segmented infarction area to compute the infarction score, a measure that we have proposed (see below) to quantitatively assess the heart risk due to the infarction.

Segmenting the infarction area in the SHG microscopy image of an infarcted heart is challenging due to the lack of training data. Standard deep learning-based segmentation methods [9, 10, 11] require large volumes of labeled training data and hence are unsuitable for the present purpose. Hence, we adopted an unsupervised learning pipeline that uses a GAN to efficiently learn features for computing the segmentation mask for the infarction area, by estimating the heat map representing the anomaly between an SHG microscopy image of a normal heart and that of an infarcted one. Existing threshold-based segmentation techniques cannot automatically estimate the anomaly between the normal heart and that of an infarcted one to quantify the risk of a cardiac attack.

2.2. Detection Network

It is known that infarction in the left ventricle is critical with respect to quantitative assessment of heart risk [12]. From a raw SHG microscopy image of a heart, we first use a detection network to determine the region of interest (ROI) focusing on the left ventricle. For the detection network, we adopted a pretrained (on the Coco dataset) object detection framework, known as YOLO [13]. The detection network computes the ROI that will be used for segmentation of the infarcted area.

generation (SHG) cues from collagen fibers exhibiting highly non-centrosymmetric assembly together with two-photon excited cellular autofluorescence in infarcted mouse heart to quantitatively probe fibrosis, especially targeted at an early stage after MI. Employing a computational framework comprising robust one-shot machine learning algorithms, we determine 2D assembly of collagen with high spatial resolution along with its structural arrangement in heart tissues post-MI with spectral specificity and sensitivity (we limit this study to 2D as obtaining high resolution 3D SHG images through collection of Z-stacks of images on whole mount or thick tissue specimens would require lot of time and resources). More precisely, the framework uses a detection network for localizing the left ventricle in an SHG microscopy image of a heart and a generative adversarial network (GAN) [6] to infer a segmentation mask for the infarction area (in the left ventricle), by estimating the heat map representing the anomaly between a single SHG microscopy image of a normal heart and that of an infarcted one. The segmented infarction area is used to compute an infarction score, a measure that we have proposed (see below) to quantitatively assess the heart risk due to the infarction.
2.3. GAN-based Segmentation Mask Estimation

Patches from the SHG microscopy image of a single normal, i.e., non-infarcted, heart are used as training data for GAN-based segmentation mask estimation. The SHG microscopy images of infarcted heart collected at different time-points were used for testing. The GAN architecture of our framework is similar to that in [7]. Let $\text{Mic}$ be the set of $N$ SHG microscopy images of a heart collected at different time-points (before and after surgical ligation; see below), where each image $I_n \in \mathbb{R}^{L \times H}$, $n = 1, 2, \ldots, N$, is of size of $l \times h$, with $L = \{0, \ldots, l-1\}$, $H = \{0, \ldots, h-1\}$, $\mathbb{R}$ being the set of pixel intensities. Let $I \in \text{Mic}$ be the SHG microscopy image of a normal (non-infarcted) heart. We randomly extract $M$ image patches of size $s \times s$ from $I$. These patches constitute our training dataset $X$. All input images are resized to a fixed input size of $s \times s$. Being an unsupervised setting, we did not use any labels for training. The loss function for the GAN consists of two components.

Residual Loss For a given patch $x \in X$ input to the discriminator, where $x$ follows the probability distribution $p_x$, the generator $G$ will generate an image $G(z)$ with a random noise vector $z$ (following the distribution $p_z$) as input. We use the residual loss function to ensure that the generated image $G(z)$ is similar to the patch $x$ input to the discriminator. The residual loss function [7] defined by, $\mathcal{L}_r = \mathbb{E}_{x \sim p_x, z \sim p_z} \left[ || x - G(z) || \right]$, where $E$ represents expectation, $f(\cdot)$ represents the feature extractor for the intermediate layer of the discriminator. Finally, the overall loss for GAN based on both losses, defined by, $\mathcal{L} = (1 - \lambda) \cdot \mathcal{L}_r + \lambda \cdot \mathcal{L}_f$, where $\lambda \in [0, 1]$ (we use $\lambda = 0.1$ in the experiments below).

Feature Matching Loss Similar to [7], we use the feature matching loss in the feature space of discriminator without using labels in an unsupervised setting. The discriminator works as a feature extractor rather than a classifier. The feature matching loss defined by, $\mathcal{L}_f = \mathbb{E}_{x \sim p_x, z \sim p_z} \left[ || f(x) - f(G(z)) || \right]$, where $E$ represents expectation, $f(\cdot)$ represents the feature extractor for the intermediate layer of the discriminator. For a predicate $p$ defined over the set of pixels $x, y$ in an image $I$, define the function $P(x, y)$ that evaluates to 1 if the predicate $p$ is true on the pixel $(x, y)$, and 0 otherwise. Let $G_t$ be the generator of the GAN after training converges. For an image $I$ with ROI $\zeta$, let $I^s_r$ (resp $I^s_g$) be the mean green (resp. red) channel intensity within $\zeta$. Then for a query image $I_q \in \text{Mic}$ with ROI $\zeta_q$ (left ventricle), the green segmentation mask is given by

$$I^s_q = \{(x, y) \in \zeta_q \mid g_q(x, y) > G_t^s(x, y) \}$$

where $g_q(x, y)$ denotes the green channel value at pixel $(x, y)$ of $I_q$, $G_t^s$ is the ROI for the image $G_t(z)$ generated by the generator $G_t$, and $z$ is a noise vector. Similarly, the red segmentation mask for $I_q$ is given by

$$I^r_q = \{(x, y) \in \zeta_q \mid r_q(x, y) > G_t^r(x, y) \}$$

where $r_q(x, y)$ denotes the red channel value at pixel $x, y$ of $I_q$.

2.4. Infarction Score

For assessment of the risk associated with an infarcted heart, we propose an Infarction Score. Since, in the SHG micro-
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Fig. 3. Infarction score corresponding to temporal stages after introduction of myocardial infarction in left ventricle.

Fig. 4. t-SNE visualization of the bottleneck representations from discriminator for infarcted and normal images.

scoposcopic image of an infarcted heart, the accumulation of collagen is signalled by the green channel, the infarction score will measure the proportion of “green” pixels in the segmented infarction area. For a query image $I_q$, let $T_g^q = |I_{q,g}^{|seg}|$ and $T_r^q = |I_{q,r}^{|seg}|$. Then the infarction score for $I_q$ is given by $S = T_g^q/T_r^q$.

3. EXPERIMENTAL EVALUATION

In this section, we evaluate our proposed framework on our collected SHG Heart Imagery Dataset.

SHG Heart Imagery Dataset We induced MI in mice by permanently blocking flow of blood in the left coronary artery using surgical ligation permanent surgical ligation. Heart tissue sections were processed and obtained following protocols published elsewhere. SHG and Two-photon excited fluorescence imaging was performed using a Leica SP5 resonant scanning multiphoton confocal microscope (Leica Microsystem), coupled to a Spectra Physics Mai-Tai tunable pulsed near-IR laser (690 - 1040 nm) using 70 femtosecond pulses with 84 MHz repetition rate. We carried out all SHG experiments with an illumination wavelength of 860 nm. We collected SHG emission in the epi direction using the 320-430 nm range band pass filters while in case of autofluorescence 486-506 nm bandpass filter was used. After the surgical ligation procedure, SHG microscopic imaging was performed after 24 hours, three days, four days, two weeks, and four weeks. The size of the images were around 7500 × 6500 on the average. For separate validation of our MI model through collagen quantification, we analyzed SHG microscopy picture of picrosirius red-stained mouse heart tissues. The stained images have the same size as that of the unstained ones and were collected for the same timepoints after the surgical ligation procedure.

Experimental Setup The generator of the GAN consisted of one dense layer (128 neurons) followed by two conv-transpose layers (64 neurons each). The discriminator consisted of two convolutional layers (first: 64 neurons, second 128 neurons) followed by a dense layer (1 neuron). We used the bottleneck features of the discriminator. Due to the limited size of our dataset, we only used a single unstained image of normal non-infarcted heart for training the GAN (trained 500 epochs). We randomly extracted 1000 patches with patch size of 96 × 96 from this training image. When testing, the input test image was be resized to 96 × 96 to fit into the input size of the discriminator for computing the mean green channel value for further segmentation. For picrosirius red-stained images too, we trained the GAN using a single stained image of normal non-infarcted heart.

Experimental Results In Fig we can see that our proposed method based on one-shot learning shows good performance for the segmentation task. Fig shows the representations learned by the discrimination. Fig shows separation between features of SHG images of normal heart (red dots) and those corresponding to images of infarcted heart. Since the discriminator has learned enriched feature information for normal images, the feature variety results in the red dots scattered throughout the space. Fig shows the temporal variation in the infarction score after the surgical ligation procedure. Over the course of a week, there have been drastic changes in collagen concentration in the left ventricle. For unstained data (indicated by the blue line in Fig), on the first day after MI, the infarction score was around 0.31 increasing to 0.34 after three days. However, by 4 days, it had gone down to 0.24. By the 28th day however, it increases to 0.41. This is shown in the images as well (see Fig). By the second week, there is a significant portion of green channel. The levels of red (myofibers) start to go down to thinner and thinner levels as well. The results for the stained data (the red line in Fig) shows similar trend as that for the unstained data.

4. CONCLUSION

In this study, we presented a one-shot machine learning approach that is able to segment fibrillar collagens in two-photon excited cellular auto-fluorescence in infarcted mouse heart images in an unsupervised fashion using a deep generative adversarial network. Our framework was able to segment the anomalies presented in the left ventricle due to myocardial infarction by identifying fibrillar collagens and was able to assess the risk using an infarction score.
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