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Abstract

By studying NIM-representations we show that the Fibonacci category and its tensor powers are completely anisotropic; that is, they do not have any non-trivial separable commutative ribbon algebras.

As an application we deduce that a chiral algebra with the representation category equivalent to a product of Fibonacci categories is maximal; that is, it is not a proper subalgebra of another chiral algebra. In particular the chiral algebras of the Yang-Lee model, the WZW models of $G_2$ and $F_4$ at level 1, as well as their tensor powers, are maximal.
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1 Introduction

Application of category theory to rational conformal field theory has a long history. Representations of chiral symmetries of a rational conformal field theory form a certain kind of braided tensor category known as a modular category \cite{25, 13} and many features of conformal field theory such as boundary extensions, bulk field space, symmetries of conformal field theory have neat categorical interpretations. In particular category theory is well suited for studying extensions of chiral algebras. According to A. Kirillov, Y.-Z. Huang and J. Lepowsky (see \cite{19} and references therein) a chiral extension of a chiral algebra $V$ corresponds to a certain commutative algebra in the modular category of representations of $V$. More precisely the commutative algebras in question should be simple, separable and ribbon (concepts explained in section 2). Moreover the category of representations of the extended chiral algebra can be read off from the corresponding commutative algebra as the category of its local modules. Relatively simple categorical arguments show that there are only a finite number of simple, separable, ribbon, commutative algebras in a given modular category and that all maximal algebras have equivalent categories of local modules (see \cite{4} and references therein). This immediately implies that a rational chiral algebra has only a finite number of extensions. Moreover maximal extensions of a rational chiral algebra all have the same representation type. All this indicates the special role played by maximal (rational) chiral algebras and their categories of representations. The property that characterises categories of representations of maximal chiral algebras is the absence of non-trivial separable, ribbon, commutative algebras in the category. Such categories were called completely anisotropic in \cite{4}. This simplest class of maximal chiral algebras is formed by holomorphic chiral algebras; that is, chiral algebras with no non-trivial representations. Clearly tensor products of holomorphic algebras are again holomorphic. Here we look at another class of maximal chiral algebras closed under tensor products. This class (as with the class of holomorphic chiral algebras) is defined by their categories of representations.

In this paper we deal with a specific type of modular category with just two simple objects: $I$ and $X$; and the tensor product decompositions:

$$I \otimes I = I, \quad X \otimes I = I \oplus X, \quad X \otimes X = I \oplus X.$$ 

Such categories are called Fibonacci categories. There are four non-equivalent Fibonacci modular categories $\text{Fib}_u$, labelled by primitive roots of unity $u$ of order 10 (section 3). We prove that tensor powers $\text{Fib}_u^{\otimes l}$ of a Fibonacci modular category are completely anisotropic; that is, they do not have non-trivial separable, ribbon, commutative algebras. We do it by describing nonnegative integer matrix (or NIM-) representations of the fusion rules of $\text{Fib}_u^{\otimes l}$. They give us an insight into possible module categories over $\text{Fib}_u^{\otimes l}$. Since an algebra in a monoidal category gives rise to a module category, our knowledge of NIM-representations for $\text{Fib}_u^{\otimes l}$ allows us to prove complete anisotropy of $\text{Fib}_u^{\otimes l}$. Actually our methods give a stronger result. A product of Fibonacci categories...
Fib$_u$ is completely anisotropic as long as none of the indices $u$ is inverse to each others. The condition that $uv \neq 1$ is not accidental. General category theory implies that the category Fib$_u \boxtimes$ Fib$_{-1}$ always has a non-trivial simple, separable, ribbon, commutative algebra.

Complete anisotropy of Fibonacci categories implies that chiral algebras with categories of representations of the form Fib$_u$ are maximal. Among such chiral algebras are the chiral algebra $M(2,5)$ from the minimal series; that is, the chiral algebra of the Yang-Lee model (the category of representations is Fib$_u$ with $u = e^{-\frac{2\pi i}{5}}$), the affine chiral algebra $G_{2,1}$ (the category of representations is Fib$_u$, $u = e^{\frac{2\pi i}{5}}$) and the affine chiral algebra $F_{4,1}$ (with the category of representations Fib$_u$ for $u = e^{\frac{2\pi i}{5}}$). Clearly tensoring with holomorphic algebras keeps the class of Fibonacci chiral algebras closed. Among examples of chiral algebras, which are not products of the above mentioned Fibonacci chiral algebras with holomorphic algebras is the coset Fib$_u$/$G_{2,1}$ (the category of representations is Fib$_u \boxtimes$ Fib$_u$ with $u = e^{-\frac{2\pi i}{5}}$). This coset can not be written as a tensor product of two chiral algebras of Fibonacci type.

2 Preliminaries

Throughout the paper we assume that the ground field $k$ is an algebraically closed field of characteristic zero (such as the field $\mathbb{C}$ of complex numbers).

2.1 Modular categories

Recall that a rigid monoidal category is called fusion when it is semi-simple $k$-linear together with a $k$-linear tensor product, finite-dimensional hom spaces and a finite number of simple objects (up to isomorphism). We denote the set (of representatives) of isomorphism classes of simple objects in $\mathcal{C}$ by Irr$(\mathcal{C})$.

Slightly changing the definition from [33], we call a fusion category modular if it is rigid, braided, ribbon and satisfies the non-degeneracy (modularity) condition: for isomorphism classes of simple objects, the traces of the double braidings form a non-degenerate matrix

$$\tilde{S} = (\tilde{S}_{X,Y})_{X,Y \in \text{Irr}(\mathcal{C})}, \quad \tilde{S}_{X,Y} = \text{tr}(c_{X,Y}c_{Y,X}).$$

Here $c_{X,Y} : X \otimes Y \to Y \otimes X$ is the braiding (see [33], [2] for details).

Let $\mathcal{C}$ be a ribbon category. Following [33], define $\mathcal{C}$ to be $\mathcal{C}$ as a monoidal category equipped with a new braiding and ribbon twist:

$$\tilde{\tau}_{X,Y} = c_{X,Y}^{-1}, \quad \tilde{\theta}_{X} = \theta_{X}^{-1}.$$ 

Again it is very easy to see that for a modular $\mathcal{C}$, $\overline{\mathcal{C}}$ is also modular.

Recall that the Deligne tensor product $\mathcal{C} \boxtimes \mathcal{D}$ of two fusion categories is a fusion category with simple objects $\text{Irr}(\mathcal{C} \boxtimes \mathcal{D}) = \text{Irr}(\mathcal{C}) \times \text{Irr}(\mathcal{D})$ and the tensor product defined by

$$(X \boxtimes Y) \otimes (Z \boxtimes W) = (X \otimes Z) \boxtimes (Y \otimes W).$$

It is straightforward to see that the Deligne tensor product of two modular categories is modular.
Let $C$ be a full modular subcategory of a modular category $D$. It was proved in [24] that as modular categories

\[ D = C \boxtimes C_D(C), \]

where the category $C_D(C)$ (the Müger's centraliser of $C$ in $D$) is defined as the full subcategory of $D$ of objects transparent with respect to objects of $C$:

\[ C_D(C) = \{ X \in D | c_Y X c_{X,Y} = 1_{X \otimes Y}, \forall Y \in C \}. \]

Let $Z(C)$ be the monoidal centre of $C$ [15]. Recall that a braiding $c$ in $C$ gives rise to a braided monoidal functor $\iota_+: C \to Z(C)$. Using the (conjugate) braiding $c$ we can define another braided monoidal functor $\iota_- : \overline{C} \to Z(C)$. Taking the Deligne tensor product we can combine these two functors into one braided monoidal functor

\[ \iota : C \boxtimes \overline{C} \to Z(C). \]

The following characterisation of modularity was proven in [23]. A braided fusion category $C$ is modular if and only if the functor $\iota$ is an equivalence.

**Example** We call a fusion category $C$ pointed if all its simple objects are invertible, i.e. $X \otimes X^* \cong 1$ for any simple $X \in C$. In this case the set $Irr(C)$ of isomorphism classes of simple objects is a group. Using the Deligne tensor product we can combine these two functors into one braided monoidal functor

\[ \iota : C \boxtimes \overline{C} \to Z(C). \]

The following characterisation of modularity was proven in [23]. A braided fusion category $C$ is modular if and only if the functor $\iota$ is an equivalence.

Let $Z(C)$ be the monoidal centre of $C$ [15]. Recall that a braiding $c$ in $C$ gives rise to a braided monoidal functor $\iota_+: C \to Z(C)$. Using the (conjugate) braiding $c$ we can define another braided monoidal functor $\iota_- : \overline{C} \to Z(C)$. Taking the Deligne tensor product we can combine these two functors into one braided monoidal functor

\[ \iota : C \boxtimes \overline{C} \to Z(C). \]

The following characterisation of modularity was proven in [23]. A braided fusion category $C$ is modular if and only if the functor $\iota$ is an equivalence.

Let $\mathcal{C}(A, q)$ the pointed category with the group of objects $A$ and the braiding corresponding to $q$. The following are straightforward

\[ \mathcal{C}(A \times B, q_A \times q_B) \simeq \mathcal{C}(A, q_A) \boxtimes \mathcal{C}(B, q_B), \quad \mathcal{C}(A, q) \simeq \mathcal{C}(A, q^{-1}). \]

The braiding of $\mathcal{C}(A, q)$ is non-degenerate if and only if the form $\sigma$ is non-degenerate:

\[ \ker(\sigma) = \{ a \in A | \sigma(a, b) = 1 \ \forall b \in A \} = 1. \]

Modular structures (ribbon twists) on the braided category $\mathcal{C}(A, q)$ correspond to homomorphisms $d : A \to \mathbb{Z}/2\mathbb{Z}$ (the dimension function). The ribbon twist $\theta$ corresponding to $d$ has the form

\[ \theta_a = d(a)q(a)1_a. \]

### 2.2 Module categories, algebras in monoidal categories and their modules

Let $\mathcal{V}$ be a monoidal category. A module category (see [27, 18, 22]) is a category $\mathcal{M}$ together with a functor $\ast : \mathcal{V} \times \mathcal{M} \to \mathcal{M}$ and natural families of isomorphisms

\[ \alpha_{X,Y,M} : (X \otimes Y) \ast M \to X \ast (Y \ast M) \]

and,

\[ \lambda_M : I \ast M \to M \]
such that diagrams (1.1), (1.2) and (1.3) of [18] commute.

An (associative, unital) algebra in a monoidal category $C$ is a triple $(A, \mu, \iota)$ consisting of an object $A \in C$ together with a multiplication $\mu : A \otimes A \to A$ and a unit map $\iota : I \to A$, satisfying associativity

$$\mu(\mu \otimes 1) = \mu(1 \otimes \mu),$$

and unit

$$\mu(\iota \otimes 1) = 1 = \mu(1 \otimes \iota)$$

axioms. Where it will not cause confusion we will be talking about an algebra $A$, suppressing its multiplication and unit maps. A homomorphism of algebra is a morphism of underlying objects preserving algebra structures in the obvious way. An algebra is simple if any (non-zero) homomorphism out of it is injective.

A right module over an algebra $A$ is a pair $(M, \nu)$, where $M$ is an object of $C$ and $\nu : M \otimes A \to M$ is a morphism (action map), such that

$$\nu(\nu \otimes 1) = \nu(1 \otimes \mu).$$

A homomorphism of right $A$-modules $M \to N$ is a morphism $f : M \to N$ in $C$ such that

$$\nu_N(f \otimes 1) = f \nu_M.$$

Right modules over an algebra $A \in C$ together with module homomorphisms form a category $C_A$. The forgetful functor $C_A \to C$ has a right adjoint, which sends an object $X \in C$ into the free $A$-module $X \otimes A$, with $A$-module structure defined by

$$X \otimes A \otimes A \xrightarrow{1 \mu} X \otimes A.$$

Note that, since the action map $M \otimes A \to M$ is an epimorphism of right $A$-modules, any right $A$-module is a quotient of a free module.

More generally, for any right $A$-module $M$ and any $X \in C$ the tensor product $X \otimes M$ has a structure of a right $A$-module

$$X \otimes M \otimes A \xrightarrow{1 \mu} X \otimes M.$$

This makes the category of modules $C_A$ a left module category over $C$. The adjoint pairing

$$C_A \xrightarrow{U} C \xleftarrow{- \otimes A}$$

consisting of the forgetful and free $A$-module functors is an adjoint pair of $C$-module functors.

The next notion provides algebras with semi-simple categories of modules. An algebra $(A, \mu, \iota)$ in a rigid braided monoidal category $C$ is called separable if the following composition (denoted $\epsilon : A \otimes A \to I$) is a non-degenerate pairing:

$$A \otimes A \xrightarrow{\mu} A \xrightarrow{\epsilon} I.$$

Here $\epsilon$ is the composite

$$A \xrightarrow{1 \otimes A} A \otimes A \otimes A^* \xrightarrow{\mu \otimes 1} A \otimes A^* \xrightarrow{c_{A,A^*}} A^* \otimes A \xrightarrow{ev_A} I,$$
where $\kappa_A$ and $e_A$ are duality morphisms for $A$. Non-degeneracy of $e$ means that there is a morphism $\kappa: I \to A \otimes A$ such that the composition

$$A \xrightarrow{1 \otimes \kappa} A^\otimes 3 \xrightarrow{e \otimes 1} A$$

is the identity. It also implies that the similar composition

$$A \xrightarrow{1 \otimes e} A^\otimes 3 \otimes 1 \xrightarrow{\kappa \otimes 1} A$$

is also the identity.

Using the graphical calculus for morphisms in a (rigid) monoidal category one can represent morphisms between tensor powers of a separable algebra by graphs (one dimensional CW-complexes), whose end vertices are separated into incoming and outgoing. For example, the multiplication map $\mu$ is represented by a trivalent graph with two incoming and one outgoing ends, the duality $e$ is an interval, with both incoming ends etc. It turns out (e.g in symmetric case, it follows from the results of [29]) that separability implies that we can contract loops in connected graphs with at least one end.

For a separable algebra $A$ the adjunction

$$\mathcal{C} \xrightarrow{\dashv} \mathcal{C}_A$$

splits. Indeed, the splitting of the adjunction map $M \otimes A \to M$ is given by the projector $M \otimes A \to M \otimes A$:

$$M \otimes A \xrightarrow{1 \otimes \kappa} M \otimes A^\otimes 3 \xrightarrow{I \otimes \mu \otimes I} M \otimes A^\otimes 2 \xrightarrow{\nu \otimes I} M \otimes A.$$  

For a separable algebra $A$ the effect on morphisms $\mathcal{C}_A(M, N) \to \mathcal{C}(M, N)$ of the forgetful functor $\mathcal{C}_A \to \mathcal{C}$ has a splitting $P: \mathcal{C}(M, N) \to \mathcal{C}_A(M, N)$:

$$P(f) = f, \quad f \in \mathcal{C}_A(M, N).$$

For $f \in \mathcal{C}(M, N)$ the image $P(f)$ is defined as the composition

$$M \xrightarrow{I \otimes \kappa} M \otimes A^\otimes 2 \xrightarrow{\nu \otimes I} M \otimes A \xrightarrow{\mu \otimes I} N \otimes A \xrightarrow{\nu} N.$$  

Moreover, the splitting has the properties

$$P(fg) = fP(g) \quad P(gh) = P(g)h, \quad f, h \in \text{Mor}(\mathcal{C}_A), \quad g \in \text{Mor}(\mathcal{C}).$$

This gives Maschke’s lemma for separable algebras.

**Lemma 1.** Let $A$ be a separable algebra in a semi-simple rigid monoidal category $\mathcal{C}$. Then the category $\mathcal{C}_A$ of right $A$-modules in $\mathcal{C}$ is also semi-simple.

### 2.3 Commutative algebras and local modules

Now let $\mathcal{C}$ be a braided monoidal category with the braiding $\sigma_{XY}: X \otimes Y \to Y \otimes X$ (see [17] for the definition). An algebra $A$ in $\mathcal{C}$ is **commutative** if $\mu_{AC, A} = \mu$. 


It was shown in [26] that the category $\mathcal{A}$ of left modules over a commutative algebra $A$ is monoidal with respect to the tensor product $M \otimes_A N$ over $A$, which can be defined by a coequaliser

$$M \otimes_A N \xrightarrow{1_{MN}} M \otimes N \xleftarrow{(\nu_M)(\epsilon_{M,A})} M \otimes A \otimes N .$$

Moreover for commutative algebra $A$ the free functor $\mathcal{C} \rightarrow \mathcal{C}_A$ is (strong) monoidal which means the multiplication in $A$ induces an isomorphism

$$(X \otimes A) \otimes_A (Y \otimes A) \rightarrow (X \otimes Y) \otimes A .$$

A (right) module $(M, \nu)$ over a commutative algebra $A$ is local iff the diagram

$$\begin{array}{ccc}
M \otimes A & \xrightarrow{\nu} & M \\
\epsilon_{M,A} \downarrow & & \downarrow \nu \\
A \otimes M & \xrightarrow{\epsilon_{A,M}} & M \otimes A
\end{array}$$

commutes. Denote by $\mathcal{C}_A^{\text{loc}}$ the full subcategory of $\mathcal{C}_A$ consisting of local modules.

The following result was established in [26].

**Proposition 2.** The category $\mathcal{C}_A^{\text{loc}}$ is a full monoidal subcategory of $\mathcal{C}_A$. Moreover, the braiding in $\mathcal{C}$ induces a braiding in $\mathcal{C}_A^{\text{loc}}$.

The following statement was proved in [9].

**Proposition 3.** Let $(A, m, i)$ be a commutative algebra in a braided category $\mathcal{C}$. Let $B = (B, \mu, \iota)$ be an algebra in $\mathcal{C}_A$. Define $\overline{\mu}$ and $\overline{\iota}$ as compositions

$$\begin{array}{ccc}
B \otimes B & \xrightarrow{\mu} & B \\
1 \otimes B & \xrightarrow{1} & A \otimes B \\
\iota \otimes B & \xrightarrow{\iota} & B \otimes 1 \\
\iota & \xrightarrow{\iota} & B
\end{array}$$

Then $B = (B, \overline{\mu}, \overline{\iota})$ is an algebra in $\mathcal{C}$.

The map $\iota : A \rightarrow B$ is a homomorphism of algebras in $\mathcal{C}$.

The algebra $B$ in $\mathcal{C}$ is separable or commutative if and only if the algebra $B$ in $\mathcal{C}_A$ is such.

The functor $(\mathcal{C}_A^{\text{loc}})_{A_{\mathcal{C}}} \rightarrow \mathcal{C}_A^{\text{loc}}$

$$(M, m : B \otimes_A M \rightarrow M) \mapsto (M, \overline{m} : B \otimes M \rightarrow B \otimes_A M \overset{m}{\rightarrow} M)$$

is a braided monoidal equivalence.

A commutative algebra $A$ in a ribbon category $\mathcal{C}$ (with the ribbon twist $\theta$) is called ribbon if $\theta_A = 1_A$.

The next theorem is a part of theorem 4.5 from [19].

**Theorem 4.** Let $A$ be an indecomposable separable commutative, ribbon algebra in a modular category $\mathcal{C}$. Then $\mathcal{C}_A^{\text{loc}}$ is a modular category.

We call a commutative, separable, indecomposable, ribbon algebra $A \in \mathcal{C}$ trivialising (or Lagrangian in the terminology of [11]) if $\mathcal{C}_A^{\text{loc}}$ is equivalent to the category $\text{Vect}$ of vector spaces over the base field (that is, the only simple local $A$-module is $A$ itself). For any modular category $\mathcal{C}$ the category $\mathcal{C} \boxtimes \mathcal{C}$ always has a trivialising algebra $Z$, which we call the diagonal algebra (the tube algebra of [23]) with underlying object

$$Z = \bigoplus_{X \in \text{Irr}(\mathcal{C})} X \boxtimes X^* .$$
### 2.4 Fusion rules and modular data

A set $R$ is called a fusion rule if its integer span $\mathbb{Z}R$ is equipped with a structure of an associative unital ring such that the unit element of $\mathbb{Z}R$ belongs to $R$ and

$$r \cdot s \in \mathbb{Z}_{\geq 0}R$$

for any $r, s \in R$. Here $\mathbb{Z}_{\geq 0}R$ is the sub ring in $\mathbb{Z}R$ of linear combinations of elements of $R$ with non-negative coefficients. We also require $\mathbb{Z}R$ to satisfy a rigidity condition.

To formulate the rigidity condition equip $\mathbb{Z}R$ with a symmetric bilinear form $(-, -)$ defined by

$$(r, s) = \delta_{r,s} \quad r, s \in R.$$  

Note that for $x \in \mathbb{Z}_{\geq 0}R$ we have

$$(x, x) = 1 \iff x \in R.$$  

The rigidity condition is then the existence of an involution $(-)^* : R \to R$ such that

$$(r \cdot s, t) = (s, r^* t) \quad r, s, t \in R.$$  

By a homomorphism of fusion rules $R \to S$ we mean a map of sets which induces a homomorphism of rings $\mathbb{Z}R \to \mathbb{Z}S$.

If $R$ and $S$ are fusion rules then so is $R \times S$. In particular $R \times t = R^t$ has the structure of a fusion rule.

Let $\mathcal{C}$ be a semi-simple rigid monoidal category. Then the set $\text{Irr}(\mathcal{C})$ of isomorphism classes of simple objects in $\mathcal{C}$ has the structure of a fusion rule.

Note that $\mathbb{Z}\text{Irr}(\mathcal{C})$ coincides with the Grothendieck ring $K_0(\mathcal{C})$.

The categorical dimension of $\mathcal{C}$ is $\text{Dim}(\mathcal{C}) = \sum_X d(X)^2$, where the sum is taken over isomorphism classes of simple objects $X$ of $\mathcal{C}$. Here $d(X) = tr(I_X)$ is the dimension of $X$.

We use the definition of the multiplicative central charge of a modular category $\mathcal{C}$ given in [7, Section 6.2]

$$\xi(\mathcal{C}) = \frac{1}{\sqrt{\text{dim}(\mathcal{C})}} \sum_X \theta(X)d(X)^2,$$

(the sum again is taken over simple objects) where $\theta_X = \theta(X)1_X$ is the twist on a simple object $X \in \mathcal{C}$. We take the positive square root $\sqrt{\text{dim}(\mathcal{C})}$ of the positive real cyclotomic number $\text{dim}(\mathcal{C})$.

The following properties are well known, see for example [2, Section 3.1].

**Lemma 5.** (i) $\xi(\mathcal{C})$ is a root of unity;

(ii) $\xi(\mathcal{C}_1 \boxtimes \mathcal{C}_2) = \xi(\mathcal{C}_1)\xi(\mathcal{C}_2)$;

(iii) $\xi(\mathcal{C})^{-1} = \xi(\mathcal{C})$.

Let $SL_2(\mathbb{Z})$ be the modular group; that is, the group of determinant 1 integer $2 \times 2$-matrices. It is generated by the matrices

$$s = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}, \quad t = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix},$$
with the generating system of relations $s^4 = 1, (ts)^3 = s^2$.

Let $\mathcal{C}$ be a modular category and define

$$S = (\sqrt{\text{Dim}(\mathcal{C})})^{-1} \tilde{S}, \quad T = \xi(\mathcal{C})^{-\frac{1}{2}} \text{diag}(\theta_X)$$

where $X$ runs through isomorphism classes of simple objects of $\mathcal{C}$ and $\tilde{S}$ is the matrix defined in section (1.1). The pair of matrices $S, T$ is often referred to as the modular data of $\mathcal{C}$. The proof of the following result can be found in [33].

**Theorem 6.** Let $\mathcal{C}$ be a modular category. Then the operators $S$ and $T$ define an action of the modular group $SL_2(\mathbb{Z})$ on the complexified Grothendieck group $K_0(\mathcal{C}) \otimes \mathbb{C}$.

The following is the second part of theorem 4.5 from [19].

**Theorem 7.** The map $K_0(C_\text{loc}^*) \otimes_{\mathbb{Z}} C \rightarrow K_0(C) \otimes_{\mathbb{Z}} C$, induced by the forgetful functor $C_\text{loc}^* \rightarrow C$ is $SL_2(\mathbb{Z})$-equivariant.

### 2.5 NIM-representations

Let $R$ be a fusion rule.

A set $M$ is a non-negative integer matrix (or NIM-)representation of $R$ if $\mathbb{Z}M$ is equipped with a structure of an $\mathbb{Z}R$-module such that

$$r \cdot m \in \mathbb{Z}_{\geq 0}M \quad \forall r \in R, \ m \in M$$

and $\mathbb{Z}M$ also possesses the rigidity condition.

As before, to formulate the rigidity condition observe that $\mathbb{Z}R$ comes equipped with a symmetric bilinear form

$$(m, n) = \delta_{m,n}; \ m, n \in M.$$ Again, it is obvious that for all $m \in \mathbb{Z}_{\geq 0}M$ we have

$$(m, m) = 1 \iff r \in M.$$

The rigidity condition for NIM-representations is then

$$(r \cdot m, n) = (m, r^* n) \quad r \in R, \ m, n \in M.$$ Note that a fusion rule $R$ is always a NIM-representation of itself.

More generally a homomorphism of fusion rules $R \rightarrow S$ turns $S$ into a NIM-representation of $R$.

A morphism of NIM-representations $N \rightarrow M$ is a map of sets inducing a $\mathbb{Z}R$-module homomorphism $\mathbb{Z}N \rightarrow \mathbb{Z}M$.

The following is a complete reducibility statement for NIM-representations of a rigid fusion rule.

**Lemma 8.** Let $R$ be a fusion rule and let $N \subset M$ be an embedding of NIM-representations of $R$. Then

$$M \setminus N = \{m \in M| \ m \notin N\}$$

is a NIM-subrepresentation of $M$ and $M = N \uplus (M \setminus N).$
Proof. Note that $\mathbb{Z}_{\geq 0}(M \setminus N)$ can be identified with the orthogonal complement of $\mathbb{Z}_{\geq 0}N$ in $\mathbb{Z}_{\geq 0}M$. Now for $m \in M \setminus N$, $r \in R$ and $n \in N$ we have

$$(r \cdot m, n) = (m, r^* n) = 0$$

since $r^* n \in \mathbb{Z}_{\geq 0}N$ and $(M \setminus N, N) = 0$. Thus, $R \cdot (M \setminus N) \subset \mathbb{Z}_{\geq 0}(M \setminus N)$. □

Let $\mathcal{M}$ be a semi-simple module category over a semi-simple rigid monoidal category $\mathcal{C}$. Then $\text{Irr}(\mathcal{M})$ is a NIM-representation of the fusion rule $\text{Irr}(\mathcal{C})$.

Note that the rigidity property for NIM-representations follows from the adjunction

$$\mathcal{M}(X \ast M, N) \simeq \mathcal{M}(M, X \ast N^*).$$

3 Fibonacci categories

In this section we describe modular categories with the Fibonacci fusion rule

$$\text{Fib} = \{1, x\} : x^2 = 1 + x.$$ 

That is we classify all possible associativity constraints (F-matrices) and braidings (B-matrices). Although not written explicitly anywhere the results are known to specialists. We present them here for the sake of completeness.

We consider a semi-simple $k$-linear category $\text{Fib}$ with simple objects $I$ and $X$. The tensor product is defined by

$$X \otimes X = I \oplus X.$$ 

Under this definition there are two fundamental hom-spaces $\text{Fib}(X^2, X)$ and $\text{Fib}(X^2, I)$ for which the two respective basis vectors are

$$\begin{align*}
\begin{array}{c}
I \\downarrow \\
X 
\end{array}
\end{align*}$$

and

$$\begin{align*}
\begin{array}{c}
I \\
X 
\end{array}
\end{align*}$$

3.1 Associativity

The only non-trivial component of the associativity constraint for $\text{Fib}$ is

$$\alpha_{X,X,X} : (X \otimes X) \otimes X \rightarrow X \otimes (X \otimes X).$$

On the level of hom-spaces this corresponds to two isomorphisms

$$\text{Fib}(\alpha_{X,X,X}, I) : \text{Fib}(X \otimes (X \otimes X), I) \rightarrow \text{Fib}((X \otimes X) \otimes X, I)$$

and

$$\text{Fib}(\alpha_{X,X,X}, X) : \text{Fib}(X \otimes (X \otimes X), X) \rightarrow \text{Fib}((X \otimes X) \otimes X, X).$$

Clearly $\dim(\text{Fib}(X^3, I)) = 1$ and $\dim(\text{Fib}(X^3, X)) = 2$ and so the associativity $k$-linear transformation for $\text{Fib}(X^3, X)$ is given by $A \in GL_2(k)$ and by $\alpha \in k^*$ for $\text{Fib}(X^3, I)$. Graphically,
where

\[ A = \begin{pmatrix} a & b \\ c & d \end{pmatrix}. \]

The pentagon axiom of associativity coherence gives a set of equations (on \( \alpha \) and matrix elements of \( A \)) for both \( Fib(X^4, I) \) and \( Fib(X^4, X) \).

The \( k \)-vector space \( Fib(X^4, I) \) is two-dimensional and so there are two groups of equations, one for each choice of a basis tree:

which yields four equations

\[
\begin{align*}
\alpha a^2 + bc &= \alpha^2 \\
\alpha a b + bd &= 0 \\
\alpha c b + d^2 &= 1 \\
\alpha c a + dc &= 0
\end{align*}
\]
There are then three calculations for $\mathcal{Fib}(X^4, X)$ each corresponding to a different initial basis-tree

and,

and,
These diagrams provide a further eight equations

\[
\begin{align*}
    a^3 + bc &= a^2 \\
    a^2b + bd &= b \\
    ca^2 + cd &= c \\
    abc + a^2 &= 0 \\
    \alpha ab &= ab \\
    \alpha cb &= d \\
    \alpha ca &= ca \\
    \alpha^2 d &= cb.
\end{align*}
\]

Solving all the equations proves the following lemma.

**Lemma 9.** The associativity constraint for the Fibonacci category is given by \(A\), where

\[
\alpha = 1, \quad A = \begin{pmatrix} a & b \\ -ab & -a \end{pmatrix}
\]

with \(a\) being a solution of \(a^2 = a + 1\).

Note that \(det(A) = -1\) and \(A^{-1} = A\).

### 3.2 Braiding

The only non-trivial component of a braiding on \(\text{Fib}\) is the isomorphism \(c_{X,X} : X^2 \to X^2\). On the level of hom-spaces \(\text{Fib}(X^2, 1)\) and \(\text{Fib}(X^2, X)\) this isomor-
The coherence condition gives the following calculations

\[ \begin{align*}
\text{and,}
\end{align*} \]
We obtain the following equations

\begin{align*}
    u^2 &= w \\
    u^2a &= ua^2 - a \\
    wu &= ua - a \\
    -w^2 &= a - u
\end{align*}

Solving these proves the following lemma.

**Lemma 10.** A braiding \([\mathfrak{4}]\) on a Fibonacci category is completely determined by \(u, w = u^2\) such that

\[ u^2 = ua - 1 \]

**Remark** Note that \(a = u + u^{-1}\) together with \(a^2 - a = 1\) implies that \(u\) is a primitive root of unity of order 10. Indeed, replacing \(a\) by \(u + u^{-1}\) in \(a^2 = 1 + a\) we get

\[ u + u^{-1} + 1 = (u + u^{-1})^2 = u^2 + 2 + u^{-2} \]

or

\[ 0 = u^2 - u + 1 - u^{-1} + u^{-2} = u^{-2}(u^4 - u^3 + u^2 - u + 1). \]

Thus the field of definition of a braided Fibonacci category is the cyclotomic field \(\mathbb{Q}(\sqrt[10]{1}) = \mathbb{Q}(\sqrt[5]{1})\).

### 3.3 Twist

For both simple objects \(X\) and \(I\) the space of endomorphisms is one dimensional (generated by the identity morphism) and thus the twist automorphisms of \(I\) and \(X\) are simply scalar multiples of the identities on that object:

\begin{align*}
    \theta_I &= \text{id}_I \\
    \theta_X &= \rho \cdot \text{id}_X
\end{align*}
where \( \rho \in k^* \) and naturality demands the scalar for \( \theta_I \) to be 1 (see [33]).

Using the coherence axiom for twists on the basis trees of \( \text{Fib}(X^2, X) \) and \( \text{Fib}(X^2, I) \) respectively gives

\[
\begin{align*}
\begin{array}{c}
\downarrow \\
\end{array}
\begin{array}{c}
\downarrow \\
\end{array}
\begin{array}{c}
\downarrow \\
\end{array}
\end{align*}
\]

and

\[
\begin{align*}
\begin{array}{c}
\downarrow \\
\end{array}
\begin{array}{c}
\downarrow \\
\end{array}
\begin{array}{c}
\downarrow \\
\end{array}
\end{align*}
\]

Lemma 11. Twist structures on \( \text{Fib} \) are completely determined by the braiding as

\[
\rho = u^{-2}.
\]

3.4 Monoidal Equivalences

Let \( \text{Fib}_A \) denote the monoidal category \( \text{Fib} \) with the associativity matrix \( A \) as first prescribed in 3.1 with entries \( a, b, c, d \in k^* \) and \( \alpha = 1 \). Suppose there is another associativity matrix for \( \text{Fib} \) written

\[
A' = \begin{pmatrix} a' & b' \\ c' & d' \end{pmatrix}
\]

such that there is a monoidal equivalence \( F : \text{Fib}_A \to \text{Fib}_{A'} \). Due to the semi-simple nature of \( \text{Fib} \) the only possibility for the underlying endo-functor of this equivalence is the identity (on objects). Thus the monoidal functor is completely determined by the automorphisms on \( \text{Fib}(X^2, I) \) and \( \text{Fib}(X^2, X) \) given by

\[
\begin{align*}
\begin{array}{c}
\downarrow \\
\end{array}
\begin{array}{c}
\downarrow \\
\end{array}
\begin{array}{c}
\downarrow \\
\end{array}
\end{align*}
\]

respectively, where \( f, g \in k^* \).

The coherence condition for the monoidal equivalence gives the following calculations
and

\[
\begin{align*}
    a & \quad \rightarrow \quad \text{ga} \quad \rightarrow \quad \text{ag}^2 \\
    + & \quad \quad + \quad \quad + \quad \quad + \\
    b & \quad \rightarrow \quad \text{b} + \text{bf} \\
    g & \quad \rightarrow \quad \text{g}^2 \quad \rightarrow \quad \text{g}^2a' \\
    + & \quad \quad + \\
    \text{g}^2b' &
\end{align*}
\]

and

\[
\begin{align*}
    c & \quad \rightarrow \quad \text{cg} \quad \rightarrow \quad \text{cg}^2 \\
    + & \quad \quad + \quad \quad + \\
    d & \quad \rightarrow \quad \text{d} + \text{df} \\
    f & \quad \rightarrow \quad \text{f} \quad \rightarrow \quad \text{f}d' \\
    + & \quad \quad +
\end{align*}
\]

Put

\[
G = \begin{pmatrix}
    f & 0 \\
    0 & g^2
\end{pmatrix}
\]
Monoidal coherence equations are equivalent to the matrix conjugation equation
\[ A' = G^{-1}AG . \]

**Proposition 12.** Up to monoidal equivalence associativity constraints for Fibonacci category correspond to solutions of the equation \( a^2 = a + 1 : \)

\[ \alpha = 1, \quad A = \begin{pmatrix} a & 1 \\ -a & -a \end{pmatrix} . \]

For each associativity constraint on Fib braided (balanced) structures up to braided equivalence correspond to solutions of \( u^2 = au - 1. \)

**Proof.** For any \( A \) as found in lemma Choose \( f \) and \( g \) such that \( f^{-1}g^2 = b \) so that

\[ G^{-1}AG = \begin{pmatrix} f^{-1} & 0 \\ 0 & g^{-2} \end{pmatrix} \begin{pmatrix} a & b \\ -ab^{-1} & -a \end{pmatrix} \begin{pmatrix} f & 0 \\ 0 & g^2 \end{pmatrix} = \begin{pmatrix} a & 1 \\ -a & -a \end{pmatrix} . \]

That there are exactly two braided structures is given by lemma Clearly monoidal equivalences can not identify different braided (balanced) structures.

**Remark** We write \( \text{Fib}_u \) for \( \text{Fib} \) with a particular choice of parameterizing \( u \) (and \( a = u + u^{-1} \)).

### 3.5 Duality and dimensions

Here we show that Fibonacci categories are rigid; that is, any object has a dual, and that they are modular.

All we need to show is that \( X \) has a dual. From the fusion rule it is clear that if \( X^* \) exists it must be \( X \). Thus, all we need to construct is the evaluation and coevaluation maps

\[ \text{ev} : X \otimes X \to I, \quad \text{coev} : I \to X \otimes X, \]

such that the compositions

\[ X \xrightarrow{1 \otimes \text{coev}} X \otimes (X \otimes X) \xrightarrow{\alpha_{X,X,X}^{-1}} (X \otimes X) \otimes X \xrightarrow{\text{ev} \otimes 1} X \]

\[ X \xrightarrow{\text{coev} \otimes 1} (X \otimes X) \otimes X \xrightarrow{\alpha_{X,X,X}} X \otimes (X \otimes X) \xrightarrow{1 \otimes \text{ev}} X \]

are identity. Since such evaluation and coevaluation maps are unique up to a constant we can assume that \( \text{ev} \) is the basic element in \( \text{Fib}(X^2, I) \). To describe \( \text{coev} \) note that the composition in \( \text{Fib} \) gives a non-degenerate pairing

\[ \text{Fib}(I, X^2) \otimes \text{Fib}(X^2, I) \to \text{Fib}(I, I) = k. \]

We can choose a basic element in \( \text{Fib}(I, X^2) \) to be the dual to the basic element in \( \text{Fib}(X^2, I) \) as in 3.1 Then \( \text{coev} \) is proportional to the basic element with the coefficient \( \gamma \). The compositions \( \text{coev} \) are both equal to \( -a \gamma \) and so

\[ \gamma = -a^{-1} = 1 - a. \]
Lemma 13. The dimension \( \dim(X) \) of \( X \) is \( 1 - a \).

Proof. The composition

\[
I \xrightarrow{\text{coev}} X \otimes X \xrightarrow{(\theta_X \otimes 1)_{X,X}} X \otimes X \xrightarrow{\text{ev}} I
\]

coincides with \((1 - a)1_X\).

Corollary 14. The categorical dimension \( \text{Dim}(\text{Fib}_u) \) of the ribbon category \( \text{Fib}_u \) is \( 3 - a \). The square of the multiplicative central charge \( \xi(\text{Fib}_u)^2 \) is \( u^{-1} \).

Proof. For the categorical dimension

\[
\text{Dim}(\text{Fib}_u) = \dim(I)^2 + \dim(X)^2 = 1 + (1 - a)^2 = 1 + 1 - 2a + a^2 = 3 - a.
\]

Note that, since \( 1 - u^{-1} + u^{-2} - u^{-3} + u^{-4} = 0 \),
\[
\tau_+(\text{Fib}_u) = 1 + u^{-2}(1 - a)^2 = 1 + u^{-2}(2 - u - u^{-1}) = 1 + 2u^{-1} - u^{-1} - u^{-3}
\]

coincides with \( u^{-2} - u^{-4} \). Similarly,
\[
\tau_-(\text{Fib}_u) = 1 + u^2(1 - a)^2 = 1 + u^2(2 - u - u^{-1}) = 1 + 2u^2 - u^3 - u = u^2 - u^4.
\]

Thus for the square of the multiplicative central charge

\[
\xi(\text{Fib}_u)^2 = \frac{\tau_+}{\tau_-} = \frac{u^{-4}(u^2 - 1)}{u^2(1 - u^2)} = -u^{-6} = u^{-1}.
\]

Proposition 15. The ribbon category \( \text{Fib}_u \) is modular. The \( S \)- and \( T \)-matrices are

\[
S = \frac{1}{\sqrt{3 - a}} \begin{pmatrix} 1 & 1 - a & 1 - a \\ 1 - a & 1 & -1 \\ -1 & -1 & 1 \end{pmatrix}, \quad T = u^\frac{a}{2} \begin{pmatrix} 1 & 0 \\ 0 & u^2 \end{pmatrix}.
\]

Proof. The first row (and column) of the \( S \)-matrix is filled with dimensions (in our case 1 and \( d \)). The only non-trivial entry is the lower right corner, which is the trace of the square of the braiding on \( X \). Since the braiding on \( X \) has a form \((u^21_I, u1_X)\) with respect to the decomposition \( X \otimes X = I \oplus X \). Its square has eigenvalues \((u1_I, u^21_X)\). Then the trace \( tr(\epsilon_{X,X}) \) can be written as

\[
u^4 + u^2\dim(X) = u^4 + u^2(1 - u - u^{-1}) = u^4 - u^3 + u^2 - u = -1.
\]

By the definition the matrix \( T \) up to the factor \( \xi(\text{Fib}_u)^{-\frac{1}{2}} = u^\frac{a}{2} \) is a diagonal matrix with diagonal entries being \( \theta_1 \) and \( \theta_X \).

The results of this section are summarized by the following theorem.

Theorem 16. Every braided balanced structure on a Fibonacci category is modular. Thus there are four non-equivalent Fibonacci modular categories \( \text{Fib}_u \), parameterized by primitive roots of unity \( u \) of order 10.

Here is a simple consequence of the above theorem.
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Corollary 17. Let \( C \) be a modular category and let \( X \in C \) be such that \( X \otimes^2 = I \oplus X \). Then
\[
C \simeq F_{ib_u} \boxtimes D
\]
for some \( u \) and a modular category \( D \).

Proof. Since any braided balanced structure on a Fibonacci category is modular, \( X \) generates a modular subcategory \( F_{ib_u} \) for some \( u \). Then by Müger’s decomposition formula (1)
\[
C \simeq F_{ib_u} \boxtimes C(F_{ib_u}).
\]

Note that it is the specific feature of the Fibonacci category that enforces the decomposition in corollary 17. For example an object \( X \) in a modular category \( C \) with the property \( X \otimes^2 = I \) does not necessarily generates a modular subcategory in \( C \).

4 NIM-representations of \( Fib^x\ell \) and algebras in \( Fib^x\ell \)

In this section we study commutative, ribbon algebras in \( Fib^x\ell \). We do this by classifying NIM-representations of the Fibonacci fusion rule \( Fib \) and its tensor powers \( Fib^x\ell \).

We encode NIM-representations by certain types of oriented graphs. Nodes correspond to elements of a NIM-set \( M \). Edges are colored in \( \ell \) colours. Two nodes \( m \) and \( n \) are the source and the target of an \( i \)-th coloured edge respectively iff the multiplicity \( (x \ast m, n) \) of \( n \) in \( x \ast m \) is non-zero. Here \( x = 1 \otimes ... \otimes 1 \otimes X \otimes 1 \otimes ... \otimes 1 \), where \( X \) is in the \( i \)-th component.

4.1 NIM-representation of \( Fib^x\ell \)

We begin by analyzing NIM-representations of \( Fib \). Here we have only one colour for the edges.

Lemma 18. Up to isomorphism there is only one connected NIM-graph for the Fibonacci fusion rule
\[
\begin{array}{c}
m \\
\downarrow \\
\circ \\
\uparrow \\
n
\end{array}
\]

Proof. Let \( m \) be a node of the graph of \( M \). Write
\[
x \ast m = \sum_{i=1}^{k} m_i. \tag{7}
\]

An initial requisite observation is the following
\[
x^2 \ast m = x \ast (x \ast m) = x \ast \sum_{i=1}^{k} m_i = k \cdot m + \sum_{i=1}^{k} (x \ast m_i - m),
\]
where \( x \ast m_i - m \) is a non-negative linear combination of elements of the NIM-set \( M \).
By the fusion rule \( x^2 = 1 + x \) we also have
\[
x^2 \ast m = x \ast m + m
\]
and thus
\[
x \ast m = (k - 1) \cdot m + \sum_{i=1}^{k} (xm_i - m) \tag{8}
\]
Comparing this with (7) we see that all but one summand in (7) are equal to \( m \) with the one remaining being say \( n \). Thus
\[
x \ast m = (k - 1)m + n.
\]
Now applying the fusion rule again we see that
\[
k \cdot m + n = x \ast m + m = x^2 \ast m = (k - 1)x \ast m + x \ast n = (k - 1)^2m + (k - 1)n + x \ast n
\]
or
\[
(k - (k - 1)^2) + (2 - k)n = x \ast n.
\]
If \( m = n \) then \( x \ast m = (2 - (k - 1)^2)m \), which is in contradiction with the initial assumption \( x \ast m = k \cdot m \). Thus \( m \neq n \) and \( k \) is at most 2. We end up with two possibilities:
- \( k = 1 \) and \( x \ast m = n \), or
- \( k = 2 \) and \( x \ast m = m + n \).
Note that in the first case
\[
x \ast n = x^2 \ast m = (x + 1) \ast m = xm + m = n + m.
\]
While in the second case we have
\[
x \ast n = x^2 \ast m - x \ast m = (x + 1) \ast m - x \ast m = m.
\]
Thus up to the permutation \( m \mapsto n \) we have only one possible indecomposable NIM-representation and one possible NIM-graph for \( Fib \) fusion rule.

We now treat the general case of NIM-representations over tensor powers of \( Fib \).

Let \( M \) be a NIM-representation of \( Fib^\otimes \). It follows from lemma 18 that for any \( m \in M \) and any \( i = 1, \ldots, \ell \) the multiplicity \( (x_i \ast m, m) \) can not be greater than 1. Define a map \( \Gamma : M \to \{0, 1\}^\ell \) by \( m \mapsto \overline{m} \) where we write \( \overline{m}_i = (x_i \ast m, m) \). Let \( < \) be the natural partial order on \( \{0, 1\}^\ell \).

**Lemma 19.** If nodes, corresponding to \( n, m \in M \), are connected in the graph of the NIM representation \( M \), then \( \overline{m} \prec \overline{m} \) or \( \overline{m} \prec \overline{m} \) in \( \{0, 1\}^n \).

**Proof.** Suppose that \( n \) and \( m \) are connected by the \( j \)-th colored edge. Then we have \( (x_j \ast n, n) = 0 \), \( (x_j \ast n, m) = 1 \), and \( (x_j \ast m, m) = (x_j \ast m, n) = 1 \).

In other words \( x_j \ast m = m + n \) and so \( n = x_j \ast m - m \).

We need to show that for any (other) \( i \) that we have \( \overline{m}_i \leq \overline{m}_i \). For each \( i \) there are two possibilities, either \( x_i \ast m = k \) (\( \overline{m}_i = 0 \)) or \( x_i \ast m = k + m \) (\( \overline{m}_i = 1 \)).

While it is obvious that \( \overline{m}_i \leq \overline{m}_i \) in the second case, in the first case we have
\[
x_j \ast k = (x_jx_i) \ast m = (x_ix_j) \ast m = x_i \ast n + x_i \ast m = x_i \ast n + k
\]
and so \( (x_j \ast k, x_i \ast n) = 1 \) which implies \( (x_i \ast n, n) = 0 \) and \( \overline{m}_i = \overline{m}_i \).
Remark. The image of $\Gamma$ is a sub-lattice in $\{0,1\}^\ell$.

Lemma 20. Let $\mathcal{M}$ be a NIM-representation of $\text{Fib}^k$. Let $m \in \mathcal{M}$ such that $(x_i, m, m) = (x_i x_j * m, m) = 0$ for all $i, j = 1, \ldots, k$. Then the assignment $y \in \text{Fib}^k \mapsto y * m$ defines an embedding of NIM-representations $\text{Fib}^k \hookrightarrow \mathcal{M}$.

Proof. We are required to show that $y \in \text{Fib}^k \mapsto y * m$ is an embedding, i.e. for $\epsilon, \eta \in \{0,1\}^k$

$$(x_1^\epsilon \ldots x_k^\epsilon * m, x_1^\eta \ldots x_k^\eta * m) = \delta_{\epsilon, \eta_1} \ldots \delta_{\epsilon, \eta_k}. \tag{9}$$

Assume (by induction) that this is true for any $\epsilon$ and $\eta$ with supports (sets of indexes of non-zero coordinates) in some proper subset of $[k] = \{1\ldots k\}$. We start by proving $(x_1 \ldots x_k * m, m) = 0$. If $(x_1 \ldots x_k * m, m) \neq 0$ then by the assumption that $x_1 \ldots x_k * m$ and $x_k * m$ are simple we have

$$(x_1 \ldots x_{k-1} * m, x_1 \ldots x_{k-1} * m) = 1$$

and

$$(x_k * m, x_k * m) = 1$$

hence

$$(x_1 \ldots x_k * m, m) = (x_1 \ldots x_{k-1} * m, m)$$

should be equal to 1, or $x_1 \ldots x_{k-1} * m = x_k * m$. Similarly $x_1 = x_2 \ldots x_k * m$.

But then

$$x_1 * m = x_2 \ldots x_k * m = (x_2 \ldots x_{k-1}) * (x_2 \ldots x_{k-1} * m) = x_1 (x_2 + 1) \ldots (x_{k-1} + 1) * m = x_1 * m + x_1 x_2 * m + \ldots + x_1 x_{k-1} * m + \ldots$$

which contradicts, for example, that $(x_1 x_2 * m, x_1 x_2 * m) = 1$. Thus $(x_1^\epsilon \ldots x_k^\epsilon * m, m) = 0$ for any non-zero $\epsilon \in \{0,1\}^k$. So we have

$$(x_1^\epsilon \ldots x_k^\epsilon * m, x_1^\eta \ldots x_k^\eta * m) = (m, m) \sum_{i=1}^k \delta_{\epsilon_i, \eta_i} + \text{sum of } (x_1^\xi \ldots x_k^\xi * m, m)$$

for non-zero $\xi_1 \ldots \xi_k$. This proves (9). That the image of $y \in \text{Fib}^k \mapsto y * m$ is a NIM-subrepresentation is obvious (see section 23).

Theorem 21. Any indecomposable NIM-representation of $\text{Fib}^\ell$ is of the form $\text{Fib}^\ell$ for some set theoretic partition $\lambda$ of $[\ell] = \{1\ldots \ell\}$.

Proof. Let $\mathcal{M}$ be an indecomposable NIM-representation of $\text{Fib}^\ell$. Our first step is to use lemma 19 to show that there exists a $m \in \mathcal{M}$ such that

$$(x_i * m, m) = 0 \quad \forall i = 1, \ldots, \ell.$$ 

Indeed, let $m$ be an element with a minimal (with respect to the partial order on $\{0,1\}^\ell$) $\Gamma(m)$. If $\Gamma(m) \neq 0$, then $\exists i$ such that $\Gamma(m)_i = (x_i * m, m) = 1$ and then

$$((x_i - 1) * m, (x_i - 1) * m) = ((x_i - 1)^2 * m, m) = 2(m, m) - (x_i * m, m) = 1.$$ 
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Thus \((x_i - 1) \ast m \in M\). By lemma 19 \(\Gamma((x_i - 1) \ast m) < \Gamma(m)\) which contradicts the assumption. Hence \(\Gamma(m) = 0\) or \((x_i \ast m, m) = 0\ \forall i = 1, \ldots, \ell\). This in particular implies that

\[(x_i \ast m, x_i \ast m) = (x_i^2 \ast m, m) = (x_i \ast m, m) + (m, m) = 1\]

and so \(x_i \ast m \in M\).

Now define a set-theoretic partition \(\lambda\) of \([\ell]\) by putting \(i, j \in [\ell]\) in a given partition if and only if \(x_i \ast m = x_j \ast m\). Let \(k\) be the number of parts of \(\lambda\). By permuting elements of \([\ell]\) we can assume that \(x_1, \ldots, x_k\) lie in different parts of \(\lambda\). By lemma 20 the assignment \(y \mapsto y \ast m\) defines an injective map \(\text{Fib}^k \hookrightarrow M\) of NIM-representations of \(\text{Fib}^k\). This obviously extends to the injective map \(\text{Fib}^\ell \hookrightarrow M\) of NIM-representations of \(\text{Fib}^\ell\). By lemma 8 and the indecomposability of \(M\), this map must be iso.

**Example** NIM-representations of \(\text{Fib}^{\otimes 2}\)

We have two colours in this case, which we depict by a solid line and a dashed line. We have two set-theoretical partitions of \([2]\). The first \(\{1\} \cup \{2\} = [2]\) corresponds to the square

![Square](image1)

while the second, \(\{1, 2\} = [2]\), corresponds to the double interval

![Double Interval](image2)

**Example** NIM-representations of \(\text{Fib}^{\otimes 3}\)

We have three colours in this case, which we depict by a solid line, a broken line and a dashed line. We have four set-theoretical partitions of \([3]\). An example is \(\{1\} \cup \{2\} \cup \{3\} = [3]\) which corresponds to the cube

![Cube](image3)
Although we do not classify all possible module categories of $\mathcal{Fib}^{\otimes \ell}$, the description of their NIM-representations (obtained in theorem 21) is enough to prove that there are no non-trivial ribbon algebras in $\mathcal{Fib}^{\otimes \ell}$ which we establish in the next section.

4.2 Commutative algebras in $\mathcal{Fib}^{\otimes \ell}$

Here we look at commutative, ribbon algebras in products of Fibonacci modular categories.

**Theorem 22.** There are no ribbon algebras in $\mathcal{Fib}^{\otimes \ell}$.

**Proof.** Let $A$ be an indecomposable algebra in $\mathcal{C} = \mathcal{Fib}^{\otimes \ell}$. Then $\mathcal{C}_A$ is an indecomposable $\mathcal{C}$-module category (see section 2.2) of $A$-modules in $\mathcal{C}$. As was noted in section 2.2 the forgetful functor $F : \mathcal{C}_A \to \mathcal{C}$ (forgetting the module structure) is a functor of module categories over $\mathcal{C}$ and has the right adjoint $G : \mathcal{C} \to \mathcal{C}_A$ which is again a $\mathcal{C}$-module functor. Note that the adjoint sends the monoidal unit $I$ to $A$ as a module over itself. Hence for the NIM-representation $M$ of $\mathcal{C}_A$ we have maps of NIM-representations

$$ f : M \to \mathcal{Fib}^{\otimes \ell} \text{ and } g : \mathcal{Fib}^{\otimes \ell} \to M $$

which are adjoint, i.e.

$$ (g(y), m)_M = (g, f(m))_{\mathcal{Fib}^{\otimes \ell}}. $$

Since $\mathcal{C}_A$ is indecomposable as a $\mathcal{C}$-module category, so is its fusion rule $M$. According to theorem 21 we should have $M \simeq \mathcal{Fib}^{\lambda}$ for some set-theoretic partition $\lambda$ of $[\ell]$.

Assume that $\lambda$ has only one part $\lambda = (\ell)$. In particular $M = \mathcal{Fib}^{(\ell)}$ has just two simple objects: $m$ and $n$. Assume that $m = g(1)$. Since $g$ is a map of NIM-representations we have $g(x_i) = n$ for all $i = 1, ..., \ell$ such that

$$ g(x_i \ast 1) = x_i g(1) = x_i \ast m = n. $$
Hence for an arbitrary element \( x_{i_1} \ldots x_{i_s} \) of \( \text{Fib}^{\otimes \ell} \)

\[
g(x_{i_1} \ldots x_{i_s} \ast 1) = f_s \ast n + f_{s-1} \ast m
\]

where \( f_s \) is the \( s \)-th Fibonacci number. Thus the adjoint map \( f \) has the form

\[
f(m) = 1 + \sum_{s=1}^{\ell} f_{s-1} \ast \sum_{i_1 < \ldots < i_s} x_{i_1} \ldots x_{i_s}
\]

\[
f(n) = \sum_{s=1}^{\ell} f_s \ast \sum_{i_1 < \ldots < i_s} x_{i_1} \ldots x_{i_s}
\]

Obviously \( f(m) \), which is the class of the algebra \( A \) in \( K_0(\text{Fib}^{\otimes \ell}) = \mathbb{Z}[\text{Fib}^{\otimes \ell}] \), cannot be ribbon.

Assume now that \( \lambda \) is a set-theoretic partition of \([\ell]\) into ordered parts

\[
\lambda = [1 \ldots \ell_1][\ell_1 \ldots \ell_2][\ldots][\ell_{n-1} \ldots \ell_n].
\]

In this case according to theorem 21, \( M \) as a NIM-representation of \( \text{Fib}^{\otimes \ell} = \text{Fib}^{\otimes \ell_1} \otimes \ldots \otimes \text{Fib}^{\otimes \ell_n} \) has the form

\[
M = \text{Fib}^{(\ell_1)} \otimes \ldots \otimes \text{Fib}^{(\ell_n)}
\]

By the above \( \mathbb{Z}[\text{Fib}^{(\ell_j)}] = K_0((\text{Fib}^{\otimes \ell_j})_A) \) for some non-ribbon algebra \( A_j \in \text{Fib}^{\otimes \ell_i} \). Then \( ZM = K_0(\mathbb{Z} \otimes \ldots \otimes \text{Fib}^{\otimes \ell_n})_A = K_0(\text{Fib}^{\otimes \ell})_A \) where \( A = \mathbb{Z} \otimes \ldots \otimes A_j \).

Since \( A_j \) are non-ribbon then so is \( A \).

The case for general \( \lambda \) can be reduced to the above by a permutation of \([n]\). □

**Remark** Note that the product \( \text{Fib}^{\otimes \ell} \otimes \text{Fib}^{\otimes \ell-1} \) has a commutative ribbon algebra, whose class in \( K_0(\text{Fib}^{\otimes \ell} \otimes \text{Fib}^{\otimes \ell-1}) = \text{Fib}^{\otimes 2} \) is \( 1 + x_1 x_2 \) (see section 2.3).

The corresponding NIM-representation is \( \text{Fib}^{(2)} \).

At the same time the argument of the proof of theorem 22 works well for \( \text{Fib}^{\otimes \ell} \otimes \text{Fib}^{\otimes \ell m} \) as long as \( uv \neq 1 \), thus proving that there are no commutative ribbon algebras in \( \text{Fib}^{\otimes \ell} \otimes \text{Fib}^{\otimes \ell m} \) for such \( u, v \).

## 5 Applications

Here we look at vertex operator algebras (=chiral algebras) whose categories of modules are tensor products of Fibonacci categories.

### 5.1 Rational vertex operator algebras

We start by recalling basic facts about rational vertex operator algebras and their representations.

Let \( V \) be a rational vertex operator algebra (or VOA for short) of central charge \( c \); that is, a vertex algebra satisfying conditions 1-3 from [13, Section 1].

To each \( V \)-module \( M \) one can associate its character

\[
\chi_M(q) = tr_M(q^{L_0 - \frac{c}{24}}).
\]
Here $tr_M$ is the trace of an operator on a vector space $M$. $L_0$ is the zero Virasoro mode and $c$ is the central charge of $V$. The action of $L_0$ on $M$ is diagonalizable so that

$$M = \bigoplus_l M_l, \quad M_l = \{ m \in M, \ L_0(m) = lm \}.$$ 

Moreover if $M$ is irreducible then

$$M = \bigoplus_{n \geq 0} M_{h+n}$$ 

for some rational number $h = h_M$, the conformal weight of $M$. Thus the character of an irreducible $M$ can be written as

$$\chi_M(q) = q^{h-\frac{c}{24}} \sum_{n \geq 0} dim(M_{h+n}) q^n.$$ 

The (complex) span of characters of a rational VOA is a module over the modular group $SL_2(\mathbb{Z})$ with respect to the action

$$S(\chi)(\tau) = \chi(-\frac{1}{\tau}), \quad T(\chi) = \chi(\tau + 1).$$

Here we make the change of variable $q = e^{2\pi i \tau}$.

It is proved in [13] that the category $\text{Rep}(V)$ of $V$-modules of finite length has the natural structure of a modular tensor category. We will denote the fusion of $V$-modules $M$ and $N$ by $M \ast N$.

The relation between the central charge $c_V$ of a unitary rational VOA $V$ and the central charge of the category of its modules $\text{Rep}(V)$ is given by (e.g. see [25, 30]):

$$\xi(\text{Rep}(V)) = e^{2\pi i c_V}.$$ 

In the non-unitary case only the square of the above identity is true. The ribbon twist on an irreducible $V$-module $M$ is related to its conformal weight $h_M$ as follows (see [13]):

$$\theta_M = e^{2\pi i h_M} I_M.$$ 

Note that a rational vertex algebra has to be simple (i.e. has no non-trivial ideals). This, in particular, means that VOA maps between rational vertex algebras are monomorphisms.

The category of modules $\text{Rep}(V \otimes U)$ of the tensor product of two (rational) vertex algebras is ribbon equivalent to the tensor product $\text{Rep}(V) \boxtimes \text{Rep}(U)$ of the categories of modules (see, for example [10]). Sometimes following physics tradition we will write $V \times U$ for the tensor product $V \otimes U$ of VOAs. For $V$-module $M$ and $U$-module $N$ the $V \otimes U$-module with underlying vector space $M \otimes N$ will be denoted by $M \boxtimes N$.

Now consider an extension of vertex operator algebras $V \subset W$, where $V$ is a rational vertex operator algebra of $W$. Then $W$ viewed as a $V$-module decomposes into a finite direct sum of irreducible $V$-modules. Moreover $W$ considered as an object $A \in \text{Rep}(V)$ has a natural structure of simple, separable, commutative, ribbon algebra, see [13] Theorem 5.2. The converse is also true if the conformal weights of the irreducible components of the underlying $V$-representation of the algebra are all positive. In particular it is always true if $V$ is a unitary VOA.
Holomorphic VOAs
A VOA is called holomorphic if it has only one irreducible module, namely itself. It is known (see e.g. [31, 8]) that the central charge of a holomorphic VOA is divisible by 8.

Diagonal extensions
Suppose that $V$ is a VOA whose category of representations has a form $C \boxtimes C$ for some modular category $C$. The diagonal algebra $Z \in C \boxtimes C$ (from section 2.3) defines a holomorphic extension of $V$, which is automatically a VOA in the unitary case.

Simple current extensions
Recall that a module over a VOA is called simple current if it is invertible. Let $S$ be a subgroup of the group of simple currents of a rational VOA such that conformal weights of elements of $S$ are positive integer (in the non-unitary case we should also assume that the braiding $c_{s,s} = 1$ for any $s \in S$). The object $\bigoplus_{s \in S}s$ of the category $\text{Rep}(V)$ has a structure of simple, separable, commutative, ribbon algebra and the corresponding VOA extension of $V$ is called the simple current extension (see e.g. [11]).

Conformal embeddings
Let $\bigoplus_i g_i \subset g'$ be an embedding (here $g'$ and $g$ are finite dimensional simple Lie algebras). We will symbolically write $\bigoplus (g')_{k_i} \subset g(k)$ if the restriction of a $g'$-module of level $k$ to $g'$ has level $k_i$ (in this case the numbers $k_i$ are multiples of $k'$). Such an embedding defines an embedding of vertex algebras $\bigoplus_i V(g', k_i) \subset V(g', k')$; but in general this embedding does not preserve the Virasoro element. In the case when it does, the embedding $\bigoplus_i (g')_{k_i} \subset g(k)$ is called conformal, see [1, 32, 20].

Cosets
Let $U \subseteq V$ be an embedding of rational vertex algebras which does not preserve conformal vectors $\omega_U, \omega_V$ (only operator products are preserved). The centralizer $C_Y(U)$ is a vertex algebra with the conformal vector $\omega_V - \omega_U$ (see [12]). Note that the tensor product $U \otimes C_Y(U)$ is mapped naturally to $V$ and this map is a map of vertex operator algebras. In the case when $V, U$ and $C_Y(U)$ are rational this map is an embedding (by simplicity of $U \otimes C_Y(U)$) and $V$ is a commutative algebra in the category of modules

$$\text{Rep}(U) \boxtimes \text{Rep}(C_Y(U)) \cong \text{Rep}(U \otimes C_Y(U)).$$

The coset construction allows us to describe VOAs with a given completely anisotropic category of representations.

Proposition 23. Let $V$ be a rational VOA with a completely anisotropic category of representations $\text{Rep}(V)$. Then any rational VOA whose category of representations is $\text{Rep}(V)$ is a coset $U/V$ of some holomorphic $U$.

Proof. Let $W$ be a VOA such that $\text{Rep}(W) = \overline{\text{Rep}(V)}$. Then

$$\text{Rep}(V \otimes W) = \text{Rep}(V) \boxtimes \overline{\text{Rep}(V)}$$

contains a commutative ribbon separable indecomposable algebra with trivial category of local modules. Thus the corresponding VOA extension $U$ of $V \otimes W$ is holomorphic. The coset $U/V$ is an extension of $W$ and by complete anisotropy of $\text{Rep}(W)$ must coincide with $W$. \qed
Lattice VOAs
Let \(L\) be a positive definite integral even lattice of rank \(d\), \((,\) the pairing. Its associated vertex operator algebra \(VL\) is rational and unitary and has central charge \(d\). Its irreducible representations are in one-to-one correspondence with the cosets in \(L^\# / L\), where \(L^\#\) is the dual lattice of \(L\) [5]. Fusion rule are given by the addition in the finite abelian group \(L^\# / L\).

Affine VOAs
Let \(g\) be a finite dimensional simple Lie algebra and let \(\hat{g}\) be the corresponding affine Lie algebra. For a positive integer \(k\) let \(g_k = V(\hat{g}, k)\) be the simple vertex operator algebra associated with the vacuum \(\hat{g}\)-module of level \(k\) [12]. This VOA is rational of central charge
\[
c(g_k) = \frac{k \dim g}{k + h^\vee},
\]
where \(h^\vee\) is the dual Coxeter number of the Lie algebra \(g\).

In particular the central charge of \(A_{1,k}\) is \(\frac{3k}{k+2}\). The irreducible \(V(A_{1,k})\)-modules are irreducible highest weight modules \(L_{A_{1,k}}(i)\) with \(i = 0, \ldots, k\). The conformal weight of \(L_{A_{1,k}}(i)\) is \(\frac{(i+2)}{4(k+2)}\). The fusion rule is given by
\[
L_{A_{1,k}}(i) \ast L_{A_{1,k}}(j) = \begin{cases} 
\bigoplus_{s=0}^{\min(i,j)} L_{A_{1,k}}(i+j-2s), & i + j < k \\
\bigoplus_{s=i+j-k}^{\min(i,j)} L_{A_{1,k}}(i+j-2s), & i + j \geq k
\end{cases}
\]
In particular \(L_{A_{1,k}}(k)\) is invertible (a simple current):
\[
L_{A_{1,k}}(k) \ast L_{A_{1,k}}(k) = L_{A_{1,k}}(0).
\]
Its conformal weight is \(k/4\). Its action on other irreducible modules is
\[
L_{A_{1,k}}(k) \ast L_{A_{1,k}}(i) = L_{A_{1,k}}(k-i).
\]

Minimal models
Let \(1 < p < q\) be a coprime integers. Following [3, 6, 34] consider the minimal (Virasoro) VOA \(M(p,q) = \mathcal{V}_{irr_{cp,q}}\) of central charge
\[
c_{p,q} = 1 - \frac{6(p-q)^2}{pq}.
\]
Irreducible representations of \(M(p,q)\) are irreducible Virasoro highest weight modules \(L_{V_{irr_{cp,q}}}(h_{(r,s)}) = L_{p,q}(r,s)\) with conformal weights
\[
h_{(r,s)} = \frac{(qr-ps)^2 - (p-q)^2}{4pq}
\]
labelled by
\[
(r,s), \quad 1 \leq r \leq p-1, \quad 1 \leq s \leq q-1
\]
modulo identification \((p-r, q-s) = (r, s)\).
Fusion rules have the following compact presentation:

$$L_{p,q}(r,s)L_{p,q}(r',s') = \sum_{i=1+|r-r'|}^{\min(r+r'-1.2p-r-r'-1)} \sum_{j=1+|s-s'|}^{\min(s+s'-1.2q-s-s'-1)} L_{p,q}(i,j),$$

where the primed summation indicates that $i$ and $j$ increment in twos.

Note that for $p > 2$ the minimal model $M(p,q)$ has a simple current $L_{p,q}(p-1,1)$ of conformal weight $\frac{(p-2)(q-2)}{4}$. Its fusion is

$$L_{p,q}(p-1,1)L_{p,q}(r,s) = L_{p,q}(p-r,s).$$

In particular $L_{p,q}(p-1,1)$ generates a cyclic group of order 2.

### 5.2 Fibonacci chiral algebras

Here we look at examples where the Fibonacci categories are categories of representations of rational vertex operator algebras (VOAs of Fibonacci type). In particular we present all four modular categories $\mathcal{Fib}_n$ as categories of representations of rational VOAs.

Note that the formula

$$u^{-1} = \xi(\mathcal{Fib}_n)^2 = e^{\frac{\pi i}{5}}$$

(13)

allows us to determine the structure of a modular category for the category of representations of a Fibonacci VOA. The relation $\xi(\mathcal{Fib}_n)^4 = u^{-2} = \theta_X$ implies that for a Fibonacci VOA $\mathcal{V}$

$$\frac{c_\mathcal{V}}{2} \equiv h_{\mathcal{V}} (1),$$

where $h$ is the conformal weight of the non-trivial irreducible representation of $\mathcal{V}$.

**Example** (Affine VOA $G_{2,1}$)

The central charge of $G_{2,1}$ is 14/5. The conformal weights of irreducible $G_{2,1}$-modules are 0 and 2/5.

Since the fusion rule of $G_{2,1}$ is of Fibonacci type, the value of the central charge (or conformal weights) for $G_{2,1}$ implies that

$$\text{Rep}(G_{2,1}) \cong \mathcal{Fib}_{\frac{28}{5}},$$

The conformal embedding $A_{1,28} \subset G_{2,1}$ allows us to write two irreducible $G_{2,1}$-modules as sums of irreducible $A_{1,28}$-modules:

$$L_{G_{2,1}}(0) = L_{A_{1,28}}(0) \oplus L_{A_{1,28}}(10) \oplus L_{A_{1,28}}(18) \oplus L_{A_{1,28}}(28),$$

$$L_{G_{2,1}}(1) = L_{A_{1,28}}(6) \oplus L_{A_{1,28}}(12) \oplus L_{A_{1,28}}(16) \oplus L_{A_{1,28}}(22).$$

Another conformal embedding $A_{1,3} \times A_{1,1} \subset G_{2,1}$ allows us to identify $G_{2,1}$ with the simple current extension of $A_{1,3} \times A_{1,1}$. Indeed, the $A_{1,3} \times A_{1,1}$-module $L_{A_{1,3}}(3) \otimes L_{A_{1,1}}(1)$ is invertible (simple current) and has conformal weights 1. The commutative algebra

$$A = L_{A_{1,3}}(0) \boxtimes L_{A_{1,1}}(0) \oplus L_{A_{1,3}}(3) \boxtimes L_{A_{1,1}}(1)$$
(the simple current extension) in $\text{Rep}(A_{1,3} \times A_{1,1}) = \text{Rep}(A_{1,3}) \boxtimes \text{Rep}(A_{1,1})$ coincides with $G_{2,1}$. In particular, the non-trivial irreducible local $A$-modules (the irreducible $V$-module) has the following decomposition into irreducible $A_{1,3} \times A_{1,1}$-modules:

$$L_{A_{1,3}}(2) \boxtimes L_{A_{1,1}}(0) \oplus L_{A_{1,3}}(1) \boxtimes L_{A_{1,1}}(1).$$

**Example** (Affine VOA $F_{4,1}$)

The conformal embedding $A_{2,2} \times A_{2,1} \subset F_{4,1}$ allows us to identify $F_{4,1}$ with the simple current extension of $A_{2,2} \times A_{2,1}$. The conformal embedding $G_{2,1} \times F_{4,1} \subset E_{8,1}$ allows us to identify $F_{4,1}$ with the centraliser (coset) of $G_{2,1}$ in $E_{8,1}$:

$$F_{4,1} = \frac{E_{8,1}}{G_{2,1}}.$$

Note that the converse is also true: $G_{2,1}$ is the centraliser (coset) of $F_{4,1}$ in $E_{8,1}$.

**Example** (Simple current extension of $A_{1,8}$)

The irreducible $A_{1,8}$-module $L_{A_{1,8}}(8)$ is invertible (simple current) and has conformal weight 1. The commutative algebra $A = L_{A_{1,8}}(0) \oplus L_{A_{1,8}}(8)$ (the simple current extension) is maximal in $\text{Rep}(A_{1,8})$ and $\text{Rep}(A_{1,8})_{\text{loc}}$ has the type $\text{Fib}_{32}$. Thus $V = L_{A_{1,8}}(0) \oplus L_{A_{1,8}}(8)$ has a structure of VOA (a VOA extension of $A_{1,8}$) such that $\text{Rep}(V)$ is equivalent to $\text{Fib}_{32}$ as a monoidal category.

Indeed it follows from the $A_{1,8}$-fusion rule that there are five non-isomorphic induced $A$-modules:

$$A \otimes L_{A_{1,8}}(0) = A \otimes L_{A_{1,8}}(8), \quad A \otimes L_{A_{1,8}}(1) = A \otimes L_{A_{1,8}}(7),$$

$$A \otimes L_{A_{1,8}}(2) = A \otimes L_{A_{1,8}}(6), \quad A \otimes L_{A_{1,8}}(3) = A \otimes L_{A_{1,8}}(5), \quad A \otimes L_{A_{1,8}}(4)$$

and all but the last one are irreducible as $A$-modules. The last one is a sum of two (non-isomorphic) $A$-modules. By looking at conformal weights it can be seen that the $A$-modules induced from $L_{A_{1,8}}(1)$ and $L_{A_{1,8}}(3)$ are non-local and the rest is local. Thus irreducible local $A$-modules (the irreducible $V$-modules) have the following decompositions into irreducible $A_{1,8}$-modules:

$$L_{A_{1,8}}(0) \oplus L_{A_{1,8}}(8), \quad L_{A_{1,8}}(2) \oplus L_{A_{1,8}}(6), \quad L_{A_{1,8}}(4), \quad L_{A_{1,8}}(4).$$

The central charge of $V$ coincides with the central charge of $A_{1,8}$ and is equal to $12/5$. The conformal weights of irreducible $V$-modules are 0, 1/5 and 3/5 (the last one appearing twice). This in particular shows that although

$$\text{Rep}(V) \cong \text{Fib}_{32} \boxtimes \text{Fib}_{32},$$

$V$ is not a tensor product of two VOAs of type $\text{Fib}$ (in that case the conformal weight of the second irreducible module would be twice the conformal weight of the last two irreducibles).
Conformal embeddings allow us to represent \( \mathcal{V} \) as cosets. The conformal embedding \( A_{1,8} \times G_{2,1} \times G_{2,1} \subset E_{8,1} \) factors through
\[
A_{1,8} \times G_{2,1} \times G_{2,1} \subset \mathcal{V} \times G_{2,1} \times G_{2,1} \subset E_{8,1}
\]
and gives the following coset presentation for \( \mathcal{V} \):
\[
\mathcal{V} = \frac{E_{8,1}}{G_{2,1} \times G_{2,1}}.
\]
The conformal embedding \( A_{1,8} \times G_{2,1} \subset F_{4,1} \) factors through
\[
A_{1,8} \times G_{2,1} \subset \mathcal{V} \times G_{2,1} \subset F_{4,1}
\]
and gives another coset presentation for \( \mathcal{V} \):
\[
\mathcal{V} = \frac{F_{4,1}}{G_{2,1}}.
\]

Note that although the chiral algebras \( \frac{E_{8,1}}{G_{2,1}} \times E_{8,1} \) and \( F_{4,1} \times F_{4,1} \) (here \( E_{8,1} \) is the holomorphic chiral algebra of central charge 8) have equivalent categories of representations and the same central charge they are not isomorphic. The way to see it is to compare their degree 1 components.

**Example** (Minimal VOA \( M(2,5) = \text{Vir}_{-\frac{22}{5}} \))

The minimal VOA with the central charge \( c_{2,5} = -\frac{22}{5} \). The irreducible modules \( L_{2,5}(1,1) \) and \( L_{2,5}(1,2) \) have conformal weights 0 and \(-\frac{1}{5}\).

The fusion rule of \( M(2,5) \) is of Fibonacci type. Thus
\[
\text{Rep}(M(2,5)) \cong \text{Fib}_{\frac{22}{5}}.
\]

Being minimal and maximal at the same time \( M(2,5) = \text{Vir}_{-\frac{22}{5}} \) is the only VOA of central charge \(-\frac{22}{5}\) (which contains \( \text{Vir}_{-\frac{22}{5}} \)).

**Example** (Simple current extension of minimal VOA \( M(3,10) = \text{Vir}_{-\frac{44}{5}} \))

The minimal VOA \( M(3,10) \) has central charge \( c_{3,10} = -\frac{44}{5} \). Moreover we have an embedding
\[
\text{Vir}_{-\frac{44}{5}} \subset \text{Vir}_{-\frac{22}{5}} \otimes \text{Vir}_{-\frac{22}{5}}
\]
Note that \( \text{Vir}_{-\frac{44}{5}} \otimes \text{Vir}_{-\frac{22}{5}} \) is a simple current extension of \( \text{Vir}_{-\frac{44}{5}} \). Indeed its decomposition as an \( \text{Vir}_{-\frac{44}{5}} \)-module is \( L_{3,10}(1,1) \oplus L_{3,10}(2,1) \).

**Example** Maximal extension of \( M(3,5)^{\times 8} \times M(2,5)^{\times 7} \)

The central charge of the minimal model \( M(3,5) \) is \(-\frac{3}{5}\). The irreducible representations are
\[
1 = L_{3,5}(1,1), \quad x = L_{3,5}(2,1), \quad y = L_{3,5}(1,2), \quad z = L_{3,5}(2,2).
\]
Their conformal weights are
\[
h_1 = 0, \quad h_x = \frac{3}{4}, \quad h_y = -\frac{1}{20}, \quad h_z = \frac{1}{5}.
\]
Fusion rules of $M(3, 5)$ have the form:

|   | $x$ | $y$ | $z$ |
|---|---|---|---|
| $x$ | 1 | | |
| $y$ | | $1 + z$ | |
| $z$ | | | $1 + z$ |

Thus the category $\text{Rep}(M(3, 5))$ is a product of a Fibonacci category and a pointed category with the $\mathbb{Z}/2\mathbb{Z}$-fusion rule. The values of conformal weights of representations of $M(3, 5)$ imply that

$$\text{Rep}(M(3, 5)) \cong \text{Fib}_{\mathbb{R}_{\geq 0}} \boxtimes \mathcal{C}(\mathbb{Z}/2\mathbb{Z}, q, \theta),$$

with $\theta(1) = -i$. In particular the product $M(2, 5) \times M(3, 5)$ has an extension

$$\mathcal{V} = L_{2,5}(1, 1) \boxtimes L_{3,5}(1, 1) \oplus L_{2,5}(1, 2) \boxtimes L_{3,5}(2, 2).$$

By looking at the characters it can be seen that although $\mathcal{V}$ is non-negatively graded $\mathcal{V} = \oplus_{n \geq 0} \mathcal{V}_n$, the degree zero component $\mathcal{V}_0$ is not one-dimensional. The representation category of $\mathcal{V}$ is $\text{Rep}(\mathcal{V}) = \mathcal{C}(\mathbb{Z}/2\mathbb{Z}, q, \theta)$. The 8-th power $\mathcal{C}(\mathbb{Z}/2\mathbb{Z}, q, \theta)$ has a trivialising algebra. This implies that the 8-th power $\mathcal{V}^\times 8$ has a holomorphic extension (of central charge $-40$). Similarly the category $C = \text{Rep}(M(3, 5)^\times 8 \times M(2, 5)^\times 7)$ has a maximal algebra $A$ such that the category of local modules $\mathcal{C}_{\mathcal{A}}$ is $\text{Fib}_{\mathbb{R}_{\geq 0}}$. The corresponding maximal extension $\mathcal{U}$ of $M(3, 5)^\times 8 \times M(2, 5)^\times 7$ is a non-negatively graded VOA (although with $\text{dim}(\mathcal{U}_0) > 1$) of central charge $-178/5$.

References

[1] A. Bais, P. Bouwknegt, A classification of subgroup truncations of the bosonic string. Nuclear Physics B, 279 (1987), 561-570.

[2] B. Bakalov, A. Kirillov Jr. Lectures on tensor categories and modular functors. University Lecture Series, 21. American Mathematical Society, Providence, RI, 2001. 221 pp.

[3] A Belavin, A Polyakov, and A Zamolodchikov. Infinite Conformal Symmetry in Two-Dimensional Quantum Field Theory. Nucl. Phys. B, 241:333-380, 1984.

[4] A. Davydov, M. Müger, D. Nikshych, V. Ostrik, Witt group of modular categories, arXiv:1009.2117.

[5] C. Dong, Vertex algebras associated to even lattice, J. Algebra. 161 (1993), 245-265.

[6] P Di Francesco, P Mathieu, and D Sénéchal. Conformal Field Theory. Graduate Texts in Contemporary Physics. Springer-Verlag, New York, 1997.

[7] V. Drinfeld, S. Gelaki, D. Nikshych, and V. Ostrik, On braided fusion categories I, Selecta Math. 16 (2010), 1-119.
[8] C. Dong, H. Li and G. Mason, "Modular invariance of trace functions in orbifold theory and generalized moonshine," Comm. Math. Phys. 214 (2000), 1-56.

[9] J. Fröhlich, J. Fuchs, I. Runkel, C. Schweigert, "Correspondences of ribbon categories," Adv. Math. 199 (2006), no. 1, 192–329.

[10] I. Frenkel, Y. Huang, J. Lepowsky, "On axiomatic approaches to vertex operator algebras and modules," Mem. Amer. Math. Soc. 104 (1993).

[11] J. Fuchs, A.N. Schellekens and C. Schweigert, "A matrix s for all simple current extensions," Nucl. Phys. B 473 (1996) 323.

[12] I. Frenkel, Y. Zhu, "Vertex operator algebras associated to affine and Virasoro algebras." Duke Math J. 66 (1992), 123.

[13] Y.-Z. Huang, "Rigidity and modularity of vertex tensor categories," Commun. Contemp. Math. 10 (2008), suppl. 1, 871–911.

[14] Y.-Z. Huang, J. Lepowski, "A theory of tensor products for module categories for a vertex operator algebra. I, II.," Selecta Math. (N.S.) 1 (1995), no. 4, 699–756, 757–786.

[15] A. Joyal, R. Street, "Tortile Yang-Baxter operators in tensor categories," J. Pure Appl. Algebra 71 (1991), 43-51.

[16] A. Joyal, R. Street, "The geometry of tensor calculus, I," Adv. Math. 88 (1991), no. 1, 55–112.

[17] A. Joyal, R. Street, "Braided tensor categories," Adv. Math. 102 (1993), no. 1, 20–78.

[18] G. Janelidze, G. M. Kelly, "A note on actions of a monoidal category," Theory Appl. Categ. 9 (2001/2), 61-91.

[19] A. Kirillov Jr., V. Ostrik, "On q-analog of McKay correspondence and ADE classification of $\widehat{sl}_2$ conformal field theories," Adv. Math. 171 (2002), no. 2, 183–227.

[20] V. Kac, M. Wakimoto, "Modular and conformal invariance constraints in representation theory of affine algebras," Adv. in Math 70 (1988), no. 2, 156–236.

[21] I. G. Koh, P. Sorba, "Fusion rules and (sub)-modular invariant partition functions in non-unitary theories," Physics Letters B, 215, Issue 4, (1988), 723-729.

[22] P. McCrudden, "Categories of Representations of Coalgebroids," Advances in Mathematics 154 (2000), 299-332.

[23] M. Müger, "From subfactors to categories and topology. II. The quantum double of tensor categories and subfactors," J. Pure Appl. Algebra 180 (2003), no. 1-2, 159–219.

[24] M. Müger, "On the structure of modular categories," Proc. Lond. Math. Soc., 87 (2003), 291-308.
[25] G. Moore, N. Seiberg, Lectures on RCFT. Superstrings 89 (Trieste, 1989), 1–129, World Sci. Publ., 1990.

[26] B. Pareigis, On braiding and dyslexia. J. Algebra 171 (1995), no. 2, 413–425.

[27] D. Quillen, High Algebraic K-theory I. in Algebraic K-theory I (1973) 85-147, Lecture Notes in Math. v. 341, Springer-Verlag.

[28] A. Rocha-Caridi, in Vertex Operators in Mathematics and Physics, ed. J.Lepowsky, S.Mandelstam and I.M.Singer (Springer Berlin 1985)

[29] R. Rosebrugh, N. Sabadini, R. Walters, Generic commutative separable algebras and cospans of graphs. Theory Appl. Categ. 15 (2005/06), No. 6, 164–177.

[30] K.-H. Rehren, Braid group statistics and their superselection rules. In: D. Kastler (ed.): The algebraic theory of superselection sectors. Introduction and recent results. World Scientific, 1990.

[31] A. Schellekens, Meromorphic $c = 24$ Conformal Field Theories, Comm. Math. Phys. 153 (1993), 159.

[32] A. Schellekens, N. Warner, Conformal subalgebras of Kac-Moody algebras, Phys. Rev. D 34 (1986), no. 10, 3092–3096.

[33] V. Turaev, Quantum invariants of knots and 3-manifolds. de Gruyter Studies in Mathematics, 18. Walter de Gruyter, Berlin, 1994. 588 pp.

[34] W. Wang, Rationality of Virasoro vertex operator algebras, Int. Math. Res. Not. 71 (1993) 197-211.