Large Eddy Simulations of Magnetized Mergers of Neutron Stars with Neutrinos
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Neutron star mergers are very violent events involving extreme physical processes: dynamic, strong-field gravity, large magnetic field, very hot, dense matter, and the copious production of neutrinos. Accurate modeling of such a system and its associated multi-messenger signals, such as gravitational waves, short gamma ray bursts, and kilonovae, requires the inclusion of all these processes, and is increasingly important in light of advancements in multi-messenger astronomy generally, and in gravitational wave astronomy in particular (such as the development of third-generation detectors). Several general relativistic codes have been incorporating some of these elements with different levels of realism. Here, we extend our code MHDUET, which can perform large eddy simulations of magnetohydrodynamics to help capture the magnetic field amplification during the merger, and to allow for realistic equations of state and neutrino cooling via a leakage scheme. We perform several tests involving isolated and binary neutron stars demonstrating the accuracy of the code.

I. INTRODUCTION

An era of multi-messenger astronomy combining gravitational waves and electromagnetic observations started with the event GW170817 [1, 2], consistent with the merger of two neutron stars. The understanding of this event arises not only from the gravitational wave signature, but also from observations across nearly every band of the electromagnetic spectrum, some of which have continued years later [3]. Crucially much of the science extracted, such as constraints on the high density nuclear equation of state (EoS), the association between short gamma ray bursts and neutron star mergers, and the connection between ejecta and kilonovae properties, depends on comparisons to simulations (see, e.g., Refs. [4–7] and references within). Development of third generation gravitational wave detectors such as the Einstein Telescope and Cosmic Explorer promises to extend the usable bandwidth to observe the high frequency merger where the detailed high density physics affecting the structure of the stars may be better revealed [5, 9].

In order to interpret these observations, accurate numerical simulations are necessary that incorporate general relativistic effects with key physical ingredients such as magnetic field, micro-physical, realistic equation of state describing high-density matter, and neutrino emission and transport occurring during and after the merger. In particular, the effects of magnetic field and neutrinos are crucial to model the most important electromagnetic counterparts. First, these two effects largely determine the amount and composition of the material ejected long after the merger (i.e., secular ejecta), which is responsible for part of the kilonova emission. Second, a large-scale magnetic field is believed to be necessary for the formation of a relativistic jet [10–12], associated with a short gamma ray burst. In this scenario, neutrino annihilation might play an important role by clearing the polluting baryons near the spin axis (e.g., Ref. [13]).

The relativity community has created a number of fully relativistic numerical codes that can evolve the coalescence of neutron stars, some of which adopt realistic equations of state, magnetization, and an approximation for neutrino transport, with notable recent advances (see for example Refs. [14, 15]). Of these codes, only a few can simulate the merger of magnetized neutron stars with neutrinos and a realistic EoS. Those that can generally use a simplified approximate neutrino scheme called leakage [16–19] (but more recently also with the M1 formalism [20], although with a simplified temperature-dependent EoS). Here, we extend our code, MHDUET, to allow for tabulated EoS with a leakage scheme to model the neutrinos. We also make this code publicly available, which can be downloaded from the webpage mhduet.liu.edu.

To this end, we report on simulations and tests of MHDUET, which can now evolve the merger of magnetized neutron stars along with neutrino cooling using realistic, temperature-dependent, tabulated equations of state. To be more specific, this code leverages the recently developed large eddy simulation (LES) techniques [21–25] to study the growth of the magnetic field during and after the neutron star merger. A new method of computing the optical depth, extending the method first introduced in Ref. [16] (hereafter referred to as Paper I), is also presented.

We begin by describing the equations that are solved in Section II including the formalism of the Einstein equations, the general-relativistic magnetohydrodynamic system, the neutrino leakage scheme, and the LES methodology. We follow this with details about how these equations are solved numerically in Section III. This section also includes a description of the recovery of the primitive fields for the tabulated equation of state and an explanation of our novel method of solving for the optical depth.
We present tests and results with the code in Section IV and conclude in Section V.

II. EVOLUTION SYSTEM

We present details of the latest version of the publicly available MHDUET code, which has previously been used to study phase transitions occurring in merging binaries [26] and, separately, magnetized mergers using the LES techniques [21–25]. Here we merge these efforts and extend the code to adopt realistic, finite temperature, tabulated equations of state along with neutrino cooling via the leakage scheme previously implemented in our other code, HAD [16, 17, 27]. We once again present the Einstein and fluid equations for completeness and to define our notation, and we follow this with the new details about the code extensions. Further details about the code can be found in Refs. [28–30]. Other versions of MHDUET have been used to study the coalescence of boson stars [31–33], as well as neutron stars in alternative gravity theories [34].

A. Covariant formulation

The covariant system of equations employed to model a self-gravitating magnetized fluid includes the Einstein equation, in which the space-time is fully described by the Einstein tensor, $G_{ab}$, coupled to the stress-energy tensor of the matter, which can be separated into perfect fluid $T_{ab}$ and neutrino radiation $T_{ab}^{rad}$ components. The dynamics of the matter is described by conservation laws for the stress-energy tensor of the matter, the baryonic and lepton number, and the Maxwell equation for the Faraday tensor $*F_{ab}$ (i.e., the dual of the Maxwell tensor in the ideal MHD case), namely

$$G_{ab} = 8\pi (T_{ab} + T_{ab}^{rad})$$
$$\nabla_{a} T_{b}^{a} = S_{b}$$
$$\nabla^{a} (\rho u^{a}) = 0$$
$$\nabla_{a} (Y_{e} \rho u^{a}) = \rho R$$
$$\nabla_{a} *F_{ab} = 0.$$  

Here, $\rho$ is the rest-mass density, $u^{a}$ the four-velocity of the fluid, and $Y_{e}$ is the electron fraction, the ratio of electrons to baryons. In the absence of lepton source terms, Eq. (1) follows closely the conservation law for the rest mass density, i.e., $Y_{e}$ is a mass scalar. The sources $S_{a} = -\nabla^{c} T_{ca}^{rad}$ and $R$ are the radiation four-force density and lepton sources, which are determined here via the leakage scheme. Note that we have adopted geometrized units where $G = c = M_{\odot} = 1$.

1. Einstein equations

We solve the Einstein equations by adopting a 3+1 decomposition in terms of a spacelike foliation. The hypersurfaces that constitute this foliation are labeled by a time coordinate $t$ with unit normal $n^{a}$ and endowed with spatial coordinates $x^{i}$. We express the spacetime metric as

$$ds^{2} = -\alpha^{2} dt^{2} + \gamma_{ij} (dx^{i} + \beta^{i} dt) (dx^{j} + \beta^{j} dt),$$

where $\alpha$ is the lapse function, $\beta^{i}$ the shift vector, $\gamma_{ij}$ the induced 3-metric on each spatial slice, and $\sqrt{|\gamma|}$ is the square root of its determinant.

In this work, we use the covariant conformal Z4 formulation of the evolution equations [31, 32]. Further details on the final set of evolution equations for the spacetime fields, together with the gauge conditions setting the choice of coordinates, can be found in Ref. [28]. In summary, we perform a conformal decomposition and define the following fields

$$\tilde{\gamma}_{ij} \equiv \frac{1}{\chi} \tilde{\gamma}_{ij} , \quad \tilde{A}_{ij} \equiv \chi \left( K_{ij} - \frac{1}{3} \tilde{\gamma}_{ij} \text{tr}K \right)$$
$$\tilde{\Gamma}^{i} \equiv \tilde{\Gamma}^{i} + \frac{2}{\chi} \tilde{Z}^{i} , \quad \tilde{K} \equiv K - 2 \Theta$$

with $\tilde{\Gamma}^{i} \equiv \tilde{\gamma}^{ijk} \partial_{j} \tilde{\gamma}_{jk}$. With these definitions, the evolution equations can be written as

1 It is standard to describe photons or neutrinos as radiation fields because the components of the stress-energy tensor can be written in terms of the radiation specific intensity, $I_{a}$, which follows the Boltzmann equation for radiation transport.
\[ \partial \tilde{\gamma}_{ij} = \beta^k \partial_k \tilde{\gamma}_{ij} + \tilde{\gamma}_{ik} \partial_j \beta^k + \tilde{\gamma}_{kj} \partial_i \beta^k - \frac{2}{3} \tilde{\gamma}_{ij} \partial_k \beta^k - 2\alpha \left( \hat{A}_{ij} - \frac{1}{3} \tilde{\gamma}_{ij} \hat{A} \right) - \frac{\alpha}{3} \kappa_c \tilde{\gamma}_{ij} \ln \tilde{\gamma} \]  
\[ \partial_t \hat{A}_{ij} = \beta^k \partial_k \hat{A}_{ij} + \hat{A}_{ik} \partial_j \beta^k + \hat{A}_{kj} \partial_i \beta^k - \frac{2}{3} \hat{A}_{ij} \partial_k \beta^k - \frac{\alpha}{3} \kappa_c \hat{\gamma}_{ij} \hat{A} \]  
\[ + \chi \left[ \alpha \left( \frac{3}{2} R_{ij} + D_i Z_j + D_j Z_i - 8\pi G S_{ij} \right) - D_i D_j \alpha \right]^{TF} + \alpha \left( \hat{K} \hat{A}_{ij} - 2 \hat{A}_{ik} \hat{A}^k \right) \]  
\[ \partial_t \chi = \beta^k \partial_k \chi + \frac{2}{3} \chi \left[ \alpha (\hat{K} + 2\Theta) - \partial_k \beta^k \right] \]  
\[ \partial_t \hat{K} = \beta^k \partial_k \hat{K} - D_i D^i \alpha + \alpha \left( \frac{1}{3} (\hat{K} + 2\Theta)^2 + \hat{A}_{ij} \hat{A}^{ij} + 4\pi G (\tau + S) + \kappa_c \Theta \right) + 2 \Theta Z^i \partial_i \alpha \]  
\[ \partial_t \Theta = \beta^k \partial_k \Theta + \alpha \left( \frac{3}{2} R + 2 D_i Z^i + \hat{K} + \frac{2}{3} \Theta (\hat{K} - 2 \Theta) - \hat{A}_{ij} \hat{A}^{ij} \right) - Z^i \partial_i \alpha - \alpha \left[ 8\pi G \tau + 2 \kappa_c \Theta \right] \]  
\[ \partial_t \tilde{\Gamma}^i = \beta^j \partial_j \tilde{\Gamma}^i - \tilde{\Gamma}^i \partial_j \beta^j + \frac{2}{3} \tilde{\Gamma}^i \partial_j \beta^j + \kappa_i j k \partial_j \beta^i + \frac{1}{3} \gamma^i j k \partial_j \beta^j - 2 \tilde{\Gamma}^i \partial_j \alpha \]  
\[ + 2 \alpha \left[ \tilde{\Gamma}^i j k A^k - \frac{3}{2} \chi \tilde{A}^{ij} \partial_i \chi - \frac{2}{3} \gamma^i j k \tilde{\Theta} - 8\pi G \gamma^{ij} S_{ij} \right] + 2 \alpha \left[ -\gamma^i j k (\frac{1}{3} \partial_j \Theta + \frac{\Theta \alpha}{\partial_j \alpha} - \frac{1}{\chi} \tilde{Z}^i (\kappa_c + \frac{2}{3} (\hat{K} + 2\Theta)) \right] \]  

where the expression \([\ldots]^{TF}\) indicates the trace-less part with respect to the metric \(\tilde{\gamma}_{ij}\) and \((\kappa_c, \kappa_c)\) are damping parameters to dynamically control the conformal and the physical constraints respectively. The Ricci terms and the Laplacian operator can be written as

\[ (3) R_{ij} + 2 D_i Z_j = (3) \tilde{R}_{ij} + \tilde{R}^\chi_{ij} \]  
\[ \chi \tilde{R}^\chi_{ij} = \frac{1}{2} \partial_i \partial_j \chi - \frac{1}{2} \tilde{\Gamma}^k_{ij} \partial_k \chi + \frac{1}{4 \chi} \partial_i \partial_j \chi + \frac{2}{3} \tilde{Z}^k \tilde{\gamma}_{ki} (\partial_j \chi) \chi \]  
\[ + \frac{1}{2} \tilde{\gamma}^m_{ij} \left[ \tilde{\gamma}^k_{jm} (\partial_k \partial_m \chi - \frac{3}{2} \partial_k \chi \partial_m \chi) - \tilde{\Gamma}^k_{lm} \partial_l \chi \right] \]  
\[ \tilde{R}_{ij} = \frac{1}{2} \tilde{\gamma}^m_{kn} \partial_m \tilde{\gamma}_{ij} + \tilde{\gamma}_{ki} (\partial_j \tilde{\gamma}) \tilde{\Gamma}^k + \tilde{\Gamma}^k_{(ij)k} \]  
\[ + \tilde{\gamma}^m_{kn} \left( \tilde{\Gamma}^k_{mk} \tilde{\gamma}_{jn} + \tilde{\Gamma}^m_{nj} \tilde{\gamma}_{km} + \tilde{\Gamma}^m_{mj} \tilde{\Gamma}^k_{kn} \right) \]  
\[ D_i D^i \alpha = \chi \tilde{\gamma}^j i \partial_j \partial_i \alpha - \chi \tilde{\Gamma}^k \partial_k \partial_i \alpha - \frac{1}{2} \tilde{\gamma}^j i \partial_i \alpha \partial_j \chi. \]  

The matter terms can be written in terms of the stress-energy tensor and the conformal metric as

\[ U = n_a n_b T^{ab}, \quad S_i = -n_a T_i^a, \quad S_{ij} = T_{ij}. \]

We use the Bona-Masso slicing conditions with a simplified version of the Gamma-freezing shift condition [30, 37], namely

\[ \partial_t \alpha = \beta^i \partial_i \alpha - 2 \alpha f_a(\alpha) K \]  
\[ \partial_t \beta^i = \beta^i \partial_i \beta^j + \frac{3}{4} f_\beta(\alpha) \tilde{\Gamma}^i - \eta \beta^j \]

where \(\eta\) is a damping parameter for the shift and the gauge functions \(f_a(\alpha), f_\beta(\alpha)\) can be chosen freely. Currently, we use \(1+\log\) slicing with the standard shift function, namely \(f_a = f_\beta = 1\). Typical values of the damping parameters are \(\eta \approx 2/M\) and \(\kappa_c \approx 1/M\). For black holes, \(\kappa_c \approx 1/M\), whereas neutron stars require smaller values \(\kappa_c \approx 0.1/M\).

2. General Relativistic Magnetohydrodynamic equations

The state of a perfect fluid, in the ideal MHD limit, can be described by the primitive fields \((\rho, \xi, Y_e, p, v^i, B^i)\), where we recall that \(\rho\) is the rest mass density, \(\xi\) the internal energy, \(Y_e\) the electron fraction, \(p\) the pressure given by the EoS, \(v^i\) the fluid velocity, and \(B^i\) the magnetic field. The evolution of this magnetized perfect fluid follows a system of conservation laws for the energy and momentum densities, and for the total number of baryons and leptons. In order to capture properly the weak solutions of the non-linear equations in the presence of shocks, it is important to write this system in local conservation law form.

Therefore, the GRMHD equations for a magnetized, non-viscous and perfectly conducting fluid [17] provide a set of evolution equations for the conserved variables \(\sqrt{\gamma} \{D, D_Y, \tau, S^a, B^i\}\), which depend on the primitive fields as follows

\[ D = \rho W \]  
\[ D_Y = \rho W Y_e \]  
\[ S_i = (hW^2 + B^2) v_i - (B^k v_k) B_i \]  
\[ \tau = hW^2 - p + B^2 - \frac{1}{2} (B^k v_k)^2 + \frac{B^2}{W^2} - \rho W, \]  

where we have defined \(\tau \equiv U - D\) as the energy density without the rest-mass contribution and \(h \equiv \rho (1+\xi) + p\) as the total enthalpy, and \(W \equiv (1-v^i v_i)^{-1/2}\) as the Lorentz factor. Notice that the magnetic field is simultaneously a primitive and a conserved variable.

The evolution equations for these conserved fields can be written as
\[ \partial_t(\sqrt{\gamma}D) + \partial_k[\sqrt{\gamma}(-\beta^k + \alpha v^k)D] = 0 \]
\[ \partial_t(\sqrt{\gamma}D_Y) + \partial_k[\sqrt{\gamma}(-\beta^k + \alpha v^k)D_Y] = \frac{\alpha}{W} \sqrt{\gamma}DR \]
\[ \partial_t(\sqrt{\gamma}\tau) + \partial_k[\sqrt{\gamma}(-\beta^k \tau + \alpha(S^k - Dv^k))] = \sqrt{\gamma}[\alpha S_{ij} K_{ij} - S_j \partial_j \alpha] \]
\[ \partial_t(\sqrt{\gamma}S_i) + \partial_k[\sqrt{\gamma}(-\beta^k S_i + \alpha S^k_i)] = \sqrt{\gamma}[\alpha \Gamma_{ij} a^{j \alpha} S_j + S_j \partial_j \beta^i - (\tau + D)\partial_i \alpha] \]
\[ \partial_t(\sqrt{\gamma}B^i) + \partial_k[\sqrt{\gamma}(B^i(-\beta^k - \beta^k) - B^k(\alpha v^i - \beta^k) + \alpha \gamma^k_i \phi)] = \gamma \phi[\gamma^k_i \partial_k \alpha - \alpha \gamma^k_i \Gamma_{jk}] \]
\[ \partial_t(\sqrt{\gamma}\phi) + \partial_k[\sqrt{\gamma}(-\beta^k \phi + \alpha^2 \kappa^k B^k)] = \sqrt{\gamma}[c_a^2 B^k \partial_k \alpha - \alpha \phi tr K - \alpha \kappa \phi] \]  

where the fluxes of the momentum density are
\[ S_{ij} = \frac{1}{2} (v_i S_j + v_j S_i) + \gamma_{ij} p - \frac{1}{2W^2} \left[ 2B_i B_j - \gamma_{ij} B^2 \right] \]
\[ - \frac{1}{2} (B^k v_k) \left[ B_i v_j + B_j v_i - \gamma_{ij} (B^m v_m) \right]. \]  

Following Paper I, we use hyperbolic divergence cleaning with the supplemental scalar field $\phi$. The EoS closes this system of equations. Because the fluxes above are functions of the primitive fields, one needs to calculate them before computing the right-hand-sides above. In Sec. [1113] we detail how we solve for the primitive fields with a realistic equation of state $p = p(\rho, T, Y_e)$ along with the definitions Eqs. [21 24].

### B. Neutrino Cooling via Leakage

The violent merger of a neutron star in a binary leads to high temperatures and various nuclear processes which can produce copious neutrinos and affect the composition of the matter. We adopt a neutrino leakage scheme which seeks to account for changes to the electron fraction and energy densities due to the emission of neutrinos, following the implementation in HAD as described in Paper I. This scheme was based on the open-source neutrino leakage scheme from Ref. [28] and available at www.stellarcollapse.org. Note that, since the dynamical timescale for the post-merger of binary neutron star systems is relatively short, radiation momentum transport and diffusion effects are expected to be sub-leading and are neglected in this approach.

We introduce a term representing the loss of energy in the fluid rest frame, $Q$, and another term which represents changes in lepton number, $R$. We express the source term for the energy and momentum in an arbitrary frame as
\[ S_{\alpha} = Q u_{\alpha}. \]  

Since $R$ is the source term for a scalar quantity, it is the same in all frames. These terms couple to the rest of the system as shown above in Eqs. [13].

Since the effect of neutrino pressure is small in the conditions relevant for NS mergers and difficult to accurately capture with a neutrino leakage scheme, we ignore its contribution in the fluid rest frame. For instance, Ref. [29] found that, although at rest-mass densities of $\rho \approx 10^{15}$ g cm$^{-3}$ and temperatures $T \approx 10$ MeV the contribution of the neutrino pressure could be roughly 10% of the fluid pressure, the neutrino pressure for densities close to nuclear saturation density (i.e., such as found in the remnant) becomes less than 1%, smaller than the typical uncertainties of the nuclear EOSs at such densities.

Now, by computing the normal and perpendicular projections with respect to the unit normal $n^a$ we obtain $\hat{S} \equiv n^a \hat{S}_a = -QW$ and $\hat{J}_{bc} S^a = (\hat{j}_{bc} + n_b n_c) S^a = QW v_b$, in terms of which the modified GRMHD equations become
\[ \partial_t(\sqrt{\gamma}D_Y) + ... = \alpha \sqrt{\gamma} \rho R \]  
\[ \partial_t(\sqrt{\gamma}\tau) + ... = ... + \alpha \sqrt{\gamma} QW \]  
\[ \partial_t(\sqrt{\gamma}S_i) + ... = ... + \alpha \sqrt{\gamma} QW v_i. \]

Neutrino interaction rates depend sensitively on the matter temperature and composition. Therefore, in order to model the effect of neutrinos with reasonable accuracy, we require an equation of state beyond that of a polytrope or an ideal gas. We use publicly available EoS tables from www.stellarcollapse.org described in O’Connor and Ott (2010) [28]. We have rewritten some of the library routines for searching the table to make them faster and more robust. In this paper we use the Lattimer-Swesty (LS) [40] EoS with $K = 220$ MeV and the H. Shen (HS) [41] for the single neutron star simulations, and the HS EoS for the neutron star binary. These are chosen to match those used in Paper I for comparison, not for any particular physical relevance.

We consider three species of neutrinos, represented here by: $\nu_e$ for electron neutrinos, $\bar{\nu}_e$ for electron anti-neutrinos, and $\nu_x$ for both tau and muon neutrinos and their respective anti-neutrinos. Our aim will be to compute, for each neutrino species, the neutrino emission rate per baryon, $R_{\nu}$, and the neutrino luminosity per baryon, $Q_{\nu}$. The net emission and luminosity rates can be computed as
\[ R = R_{\bar{\nu}_e} - R_{\nu_e}, \quad Q = -(Q_{\nu_e} + Q_{\bar{\nu}_e} + Q_{\nu_x}). \]

As discussed in Refs. [41 42], the dominant emission processes are those that
- produce electron flavor neutrinos and anti-neutrinos: charged-current, electron and positron capture reactions $e^\pm + n \rightarrow p + \nu_e, \quad e^- + p \rightarrow n + \nu_e.$
producing all flavors of neutrinos: electron-positron pair-annihilation
\[ e^+ + e^- \rightarrow \bar{\nu}_i + \nu_i \]
and plasmon decay
\[ \gamma \rightarrow \bar{\nu}_i + \nu_i. \]

In order to compute the emission coefficients, we assume that the neutrinos are in thermal equilibrium with the surrounding matter, such that their energy spectrum is described by a Fermi-Dirac distribution for ultra-relativistic particles at the temperature of the matter.

At large optical depths, the equilibrium time scales are much shorter than the either the neutrino diffusion or hydrodynamic time scales. Therefore, neutrinos are assumed to be at their equilibrium abundances and the rates of energy loss and lepton loss are taken to proceed at the diffusion timescale. In particular, in the optically thick regime, we set the energy loss rate as \( Q_{\nu} = Q_{\nu}^{\text{diff}} \) while the lepton loss rate becomes \( R = R_{\nu}^{\text{diff}} \). While the equilibrium abundances can be calculated easily, the calculation of the diffusion timescale is more involved as it requires the knowledge of non-local optical depths. The computation of these optical depths lies at the core of the leakage strategy and, because our problems of interest generally lack specific symmetries, we refine the method introduced in Ref. [10] as discussed in Section III-C. We refer the reader to Ref. [38] for full details about the calculation of the local opacity and diffusion timescale.

At small optical depths, the leakage scheme relies on calculating the emission rate of energy (\( Q_{\nu}^{\text{free}} \)) and lepton number (\( R_{\nu}^{\text{free}} \)) directly from the rates of relevant processes. To achieve an efficient incorporation of neutrino effects in all optical depths, we interpolate between the treatments described above for optically thin and optically thick regimes. In our implementation, we interpolate the energy and lepton number emission rates between these two regimes via the following formula
\[ X_{\text{eff}} = \frac{X_{\text{diff}} X_{\text{free}}}{X_{\text{diff}} + X_{\text{free}}}, \]
where \( X \) is either \( Q_{\nu} \) or \( R_{\nu} \).

C. Large Eddy Simulation

Large Eddy Simulation (LES) is a popular approach to modeling turbulent flows that has been adopted in numerical relativity specifically for resolving the magnetic field growth via the Kelvin-Helmholtz instability (and possibly other MHD processes) during the merger of a binary neutron star system. The general idea is that the numerical simulation resolves large scale features whereas the effect of the smaller scales can be captured by a sub-grid scale (SGS) model.

The concept and the mathematical foundations behind the explicit LES techniques with a gradient SGS model have been extensively discussed in our previous papers (and references within) in the context of Newtonian [14] and relativistic MHD [21, 22], to which we refer for details and further references. In brief, the space discretization in any numerical simulation can be seen as a filtering of the continuous solution, with an explicit kernel (numerical-method-dependent) having the size of the numerical grid \( \Delta x \). The evolved numerical values of the fields can be then be interpreted formally as weighted averages (or filtered) over the numerical cell. Seen in this way, the subgrid deviations of the field values from their averages causes a loss of information at small scales, for those terms which are nonlinear functions of the evolved variables. SGS terms obtained from the gradient model are added to the equations in order to partially compensate such loss.

Beginning with the equations of motion for the MHD quantities expressed in Eqs. [25-28], one would normally adopt a new notion for the corresponding filtered values of these conserved values. However, here we retain the same letters for each quantity where each explicitly represents the corresponding filtered value (i.e., simply resolved by the discretized equations, as in any simulation) within the LES approach. We also introduce here the contributions, \( \tau^k_N, \tau^k_Y, \tau^k_T, \tau^k_M \), to the equations of motion from the SGS model, which represent the effects of the small and unresolved scales.

The filtered GRMHD equations can be written as follows
\[
\begin{align*}
\partial_t (\sqrt{\gamma} D) + \partial_k \left[ -\beta^k \sqrt{\gamma} D + \alpha \sqrt{\gamma} (Dv^k - \gamma k \bar{N}) \right] &= 0, \\
\partial_t (\sqrt{\gamma} D_Y) + \partial_k \left[ -\beta^k \sqrt{\gamma} D_Y + \alpha \sqrt{\gamma} (D_Y v^k - \gamma k \bar{N}_Y) \right] &= ..., \\
\partial_t (\sqrt{\gamma} S_i) + \partial_k \left[ -\beta^k \sqrt{\gamma} S_i + \alpha \sqrt{\gamma} (S^k - \gamma i \xi H) \right] &= ..., \\
\partial_t (\sqrt{\gamma} T) + \partial_k \left[ -\beta^k \sqrt{\gamma} T + \alpha \sqrt{\gamma} (T_k - Dv^k + \gamma k) \right] &= ..., \\
\partial_t (\sqrt{\gamma} B^k) + \partial_k \left[ \sqrt{\gamma} (\beta^k B^k + \beta^k B) \right. &+ \\
&\left. + \alpha \sqrt{\gamma} (\gamma_{ki} \phi + Bi v^k - B^k v^i - \tau_{ki}) \right] &= ..., \\
\partial_t (\sqrt{\gamma} \phi) + \partial_k \left[ -\beta^k \sqrt{\gamma} \phi + \alpha \gamma_{ik} \sqrt{\gamma} B^k \right] &= ... \quad (36)
\end{align*}
\]
where the fluxes and sources can be read easily from the standard GRMHD equations Eqs. [25-28]. The filtering procedure introduces additional (sub-filtered-scale) flux terms, which can be computed using the gradient SGS model, namely
\[
\begin{align*}
\tau^k_N &= -C_N \xi H^k_N, & \tau^k_{N_Y} &= -C_N \xi H^k_{NY}, \\
\tau^k_T &= -C_T \xi H^k_T, & \tau^k_{M} &= -C_M \xi H^k_M. \quad (37)
\end{align*}
\]

The expressions of the \( H \)-tensors have been obtained explicitly for the special [21] and general relativistic [22] cases, considering an EoS depending on \( p = p(\rho, c) \). Here we have extended the equations to include the additional variables \( Y_c \) and \( D_Y \) and a general EoS \( p = p(\rho, c, Y_c) \). Details of the derivation can be found in Appendix A.

The coefficient \( \xi = \gamma^{1/3} \Delta x^d / 24 \) has the proportionality to the spatial grid squared, which is typical of SGS models and ensures by construction the coverage to the continuous limit (vanishing SGS terms for an infinite resolution). Importantly, for each equation there is
a coefficient $C_t$, which is meant to be of order one for a low-dissipation numerical scheme having a mathematically ideal Gaussian filter kernel and neglecting higher-order corrections. However, finite-difference numerical methods dealing with shocks are usually more dissipative (and dispersive), and so larger values of $C_t$ might be required [22, 23].

We introduce auxiliary variables \(\tilde{\Psi}\), in terms of which we write the $H$-tensors. The explicit relations are given by:

\[
\Psi^k_v = \frac{2}{\Phi} \left\{ \nabla (v \cdot B) \cdot \nabla B^k - \nabla \Phi \cdot \nabla v^k + \frac{B}{\Phi} \left( \Phi \nabla B^j \cdot \nabla v_j + B_j \nabla B^j \cdot \nabla (v \cdot B) - B^j \nabla v_j \cdot \nabla \Phi \right) \right\},
\]

\[
\Psi^{k_i}_M = \frac{4}{\Phi} \left\{ \Phi \nabla B^{k_i} \cdot \nabla v^{k_i} + B^{k_i} \nabla B^{k_i} \cdot \nabla (v \cdot B) - B^{k_i} \nabla v^{k_i} \cdot \nabla \Phi \right\},
\]

\[
\Psi_\Phi = \frac{\Phi}{\Phi - \varepsilon^2} \left\{ \nabla B_j \cdot \nabla B^j - \nabla E_j \cdot \nabla E^j - B_j [v_{k} v_{k}] \Psi^{k_i}_M \right\}, \quad \Psi_A = W^2 \left( p \frac{dp}{d\epsilon} + \rho^2 \frac{dp}{d\rho} \right),
\]

\[
H_p = \frac{(\rho \varepsilon - \Psi_A)(\Phi - \varepsilon^2)W^2 + \Psi_A \Phi \left\{ \rho \left( \nabla \frac{dp}{d\rho} \cdot \nabla \rho + \nabla \frac{dp}{d\epsilon} \cdot \nabla \epsilon \right) - \frac{dp}{d\epsilon} \nabla \rho \cdot \nabla \epsilon 
- (\varepsilon \frac{dp}{d\epsilon} - \Psi_A) \left[ \frac{W^2}{4} \nabla W^2 \cdot \nabla W^2 + \nabla W^2 \cdot \nabla (\ln \rho) \right] - \frac{2}{W^2} \frac{dp}{d\epsilon} \nabla B_j \cdot \nabla B^j - W^4 \nabla W^2 \cdot \nabla B 
\right\} \right\}
\]

\[
\tilde{\Psi}_H = \Psi_\Phi + \frac{\Phi}{\Phi - \varepsilon^2} H_p, \quad H^k_v = \psi^k_v - \left( v^k + \frac{v \cdot B}{\Phi} B^k \right) H_p \frac{\Phi}{\Phi}.
\]

\[
H^k_N = 2 \nabla D \cdot \nabla v^k + \nabla H^k_v, \quad H^k_N = 2 \nabla D \cdot \nabla v^k + \nabla D Y^k \nabla v^k,
\]

\[
H^{k i}_M = 2 B^{k i} H^k_v + 4 \nabla B^{k i} \cdot \nabla v^k \rightarrow H^k_{\tilde{E}} = \frac{1}{2} \gamma_{j k} H_M^{k i},
\]

\[
H^{k i}_T = 2 \left[ \nabla \varepsilon \cdot \nabla (v^k v^j) + \varepsilon \left( v^{(k} H_v^{j)} + \nabla v^k \cdot \nabla v^j \right) + v^k v^j H^j_p \right] - 2 \left[ \nabla B^k \cdot \nabla B^j + \nabla E^k \cdot \nabla E^j + E^{(k} H^j_E \right] \right\} + (\gamma_{k i} - v^k v^j) \left\{ H_p + \nabla B_j \cdot \nabla B^j + \nabla E_j \cdot \nabla E^j + E_j H^j_E \right\}.
\]

where $\varepsilon = \hbar \omega^2$, $\Phi = \varepsilon + B^2$, and $E^i = -\varepsilon_{i j k} v_j B_k$. The two gradients $\nabla$ (on each term) symbolize spatial partial derivatives $\partial_i$ (and $\partial_j$), with "·" indicating contraction among them with the spatial metric $\gamma_{ij}$. Note that, in order to compute the gradient SGS terms, we need values of the following derivatives of the pressure $(dp/d\rho, dp/d\epsilon, dp/d\rho)$. These derivatives can be computed analytically for a hybrid EoS, but only numerically for tabulated EoSs (see the discussion in Appendix A).

### III. NUMERICAL IMPLEMENTATION

#### A. Evolution Scheme

The publicly available code MHDuEt is generated by the open-source platform SimFlowNY [45–47] to run under the SAMRAI infrastructure [48, 49], which provides parallelization and adaptive mesh refinement. The code has been extensively tested for different scenarios [22, 28, 30], including basic tests of MHD and GR with several numerical schemes. As a default, we use fourth-order-accurate operators for the spatial derivatives in the SGS terms and in the Einstein equations (the latter are supplemented with sixth-order Kreiss-Oliger dissipation); a high-resolution shock-capturing (HRSC) method for the fluid, based on the Lax-Friedrich flux splitting formula [50] and the fifth-order reconstruction method MP5 [51]; a fourth-order Runge-Kutta (RK) scheme satisfying the Courant time restriction $\Delta t \leq 0.4 \Delta x$ (where $\Delta x$ is the grid spacing); and an efficient and accurate treatment of the refinement boundaries when sub-cycling in time [52, 53]. A description of the numerical methods implemented can be found in Appendix B with further details on the AMR techniques in Refs. [28, 29]. Without extensive testing, we note that when calculating the leakage quantities in our problems, the code only runs about 7% slower than without leakage. The addition of LES slows the code only about 5% more.
B. Realistic, temperature-dependent Equation of State

High-resolution shock-capturing schemes integrate the fluid equations in conservation form for the conservative fields \( \{D, D_Y, \tau, S, B^i\} \), while the fluid equations are written in a mixture of conserved and primitive variables \( \{\rho, \epsilon, Y_e, p, v^i, B^i\} \) (i.e., the magnetic field is both a conserved and primitive field). It is well known that the calculation of primitive variables from conserved variables requires solving a transcendental set of equations, which are only closed once an equation of state (EoS) is provided. Realistic EoS are usually derived from nuclear physics numerical calculations, such that the pressure is commonly given as \( p = p(\rho, T, Y_e) \) in tabulated form. Note that, since the internal energy appears in our evolution equations, it needs to be calculated separately from the pressure also using the EoS table, namely \( \epsilon = \epsilon(\rho, T, Y_e) \).

The dominant energy condition places constraints on the allowed values of the conserved variables

\[
D \geq 0, \quad S^2 \leq (D + \tau)^2, \quad D_Y \geq 0 .
\] (43)

These constraints may be violated during the evolution due to numerical error, and they are enforced before solving for the primitive variables. A minimum allowable value of the conserved density, \( D_{\text{vac}} \), is chosen, and, if \( D \) falls below this value, we set \( v^i = 0 \) and \( D \rightarrow D_{\text{vac}} \). We choose \( D_{\text{vac}} \) as low as possible for the magnetized neutron star binary, which is about 9 orders of magnitude smaller than the initial central density of the stars. If the second inequality is violated, then the magnitude of \( S_i \) is rescaled to satisfy the inequality. Finally, \( D_Y \) is required to satisfy the constraint on \( D \), and the computed value of \( Y_e \) must be in the equation of state table. We try to invert the equations using a fast 3D solver \(^2\). If it fails, we use instead the more robust 1D solver described in Ref. [55]. We summarize these two solvers below, and further details can be found, for instance, in Ref. [55].

1. Fast 3D solver

Solvers for 2 or 3 variables can be faster in general than solving for only one, since there are fewer implicit calls to the table. We use the 3D solver for the field \( z \equiv hW^2 \) as described in Refs. [57], given by the following equations (i.e., the definition of \( \tau, S^2 \), and \( z \)) to be satisfied for the variables \( \{W, z, T\} \), namely

\[
\frac{\tau + D - z - B^2 + \left(\frac{B^iS_i}{2z^2} + P\right)}{W^2 - \frac{B^2}{2}} = 0 \quad \ldots \quad (44)
\]

\[
\left[\frac{(z + B^2)^2 - S^2 - \frac{(2z + B^2)}{z^2}(B^iS_i)^2}{W^2}\right] - (z + B^2)^2 = 0 \quad \ldots \quad (45)
\]

\[
\frac{z - DW - PW^2}{DW} - \epsilon(\rho, T, Y_e) = 0. \quad \ldots \quad (46)
\]

Note that \( \rho = D/W, Y_e = D_Y/D \) (see Eqs. 21 and 22), and that \( p \) and \( \epsilon(\rho, T, Y_e) \) are computed using the EoS. A multi-dimensional Newton-Raphson solver requires the Jacobian of these equations, which can be computed analytically or numerically. Since this scheme also employs the temperature directly as an unknown, it does not require any inversions with the EoS. Once the system has been solved with a 3D NR scheme, one recovers the final primitives as

\[
v^i = \frac{\gamma_{ij}S_j + \frac{B^iS_j}{z(z + B^2)}}{z(z + B^2)} \quad \ldots \quad (47)
\]

\[
\epsilon = \epsilon(\rho, T, Y_e). \quad \ldots \quad (48)
\]

Because of numerical error, a solution to these equations may either fall outside the physical range for the primitive variables, or a real solution for \( z \) may not exist. The solutions for \( \rho, T, \) and \( Y_e \) are, at a minimum, restricted to values in the table, and they are reset to new values (the minimum allowed value plus ten percent) if necessary. A failure of the recovery is reported when a real solution for the primitive variables is not found (or it does not exist). Such a failure occurs very rarely and may be remedied by slightly increasing the density floor \( D_{\text{vac}} \), or trying the more robust 1D solved described below.

2. Robust 1D solver

We write the transcendental equations in terms of the rescaled variable \( x \equiv hW^2/(\rho W) \) where \( h \) is the total enthalpy and \( Y_e \) is calculated from the conserved fields \( D_Y/D \). Following Ref. [39], we rescale the conserved fields in order to get order-unity quantities, namely

\[
q \equiv \tau/D, \quad r \equiv S^2/D^2, \quad s \equiv B^2/D, \quad t \equiv B^iS^j/D^{3/2}. \quad \ldots \quad (49)
\]

Using data from the previous time step to calculate an initial guess for \( x \), we iteratively solve these equations for \( x \) within the bounds

\[
1 + q - s < x < 2 + 2q - s , \quad \ldots \quad (50)
\]

so that the final procedure can be written as

1. From the equation for \( S^iS_j \), calculate an approximate Lorentz factor \( W \), namely

\[
W^{-2} = 1 - \frac{x^2r + (2x + s)t^2}{x^2(x + s)^2}. \quad \ldots \quad (51)
\]

Note that here \( h \) is the total enthalpy and not the specific one used in many works, as for instance in Ref. [55].
the zero distance curve can be computed by solving the equation $f(x) = 0$ using Brent’s method, where $f(x)$ arises from the definition of the unknown $x$

\[ f(x) = x - \left(1 + \frac{P(\rho, T, Y_e)}{\rho}\right)W. \]

The root of $f(x) = 0$ from Step 5 becomes the new guess for $x$, and this process is repeated iteratively until the solution for $x$ converges to a specified tolerance, which is ensured if there is a physical solution within the bounds. Once the solution has been found, the velocity components are obtained from Eq. \( \text{(17)} \) by setting $z = x\rho W$. One advantage of this algorithm is that $f(x)$ is a function of a single variable, and, in contrast to a multiple variable search for a root, robust methods can be used to find any root that can be bracketed.

### C. Solving the eikonal equation

The usual approach to calculating the optical depth at a given point is to consider some small number of possible directions in which to integrate the opacity of the fluid, usually considering radial rays. In general, the existing algorithms necessarily involve global integrations that bring with them complexities due to multiple resolutions (from the AMR) and patches (from the domain decomposition).

In Ref. \[16\], we introduced a more local approach that is independent of the particular symmetries of the problem, where the optical depth at any given point is simply the sum of the depth incurred to get to a neighboring point plus the minimum depth among its neighbors. One can justify such an approach by arguing that neutrinos will explore all pathways out of the star, not just straight paths. This approach is also iterative since changes elsewhere do not immediately affect other areas, as would happen with a global integration. Physically one expects changes at the surface to take some time to propagate throughout the star. However, as noted in Ref. \[38\], because the depth depends on the opacity which itself depends on the depth, one expects to iterate in any case.

Alternatively, the shortest distance from any point to the zero distance curve can be computed by solving the eikonal equation describing the motion of wave-fronts in optics, namely

\[ |\nabla \tau_\nu| = \kappa_\nu \]  

where $\tau_\nu$ is the optical depth for some species of neutrino and $\kappa_\nu$ its corresponding opacity. In Minkowski spacetime, the eikonal equation takes the form

\[ |\nabla u(\vec{x})|_{\text{flat}} = \sqrt{(\partial_x u)^2 + (\partial_y u)^2 + (\partial_z u)^2} = f(\vec{x}) \]  

for scalar functions $u(\vec{x})$ and $f(\vec{x})$, and gives the minimal path line integral from the point $\vec{x}$ to the zero level set, which can be located at infinity, namely

\[ u(\vec{x}) = \min_{\text{over different paths}} \left[ \int_{\vec{x}}^\infty f(\vec{l}) \, dl \right]. \]

The simple algorithm from Ref. \[16\] explained above can be expressed as

\[ U_{n+1} = \min(dU_{i,j,k} + \Delta x F) \]  

where $U = U_{i,j,k}$ $\approx u(\vec{x})$ and $F = F_{i,j,k}$ $\approx f(\vec{x})$ at the grid point, where $d$ is the normalized distance from the point $x_{i,j,k}$ to the minimum neighbor $x_{i\pm1,j\pm1,k\pm1}$ (i.e., $d$ takes values among 1, $\sqrt{2}$, or $\sqrt{3}$, depending on whether the point is immediately adjacent, diagonally along a plane parallel to a coordinate axis, or diagonally along a plane at 45° from a coordinate axis, respectively).

Here we instead adopt a more formal approach, following Refs. \[56\] \[57\]. Adopting a first-order approximation to the partial derivatives, we write Eq. \( \text{(52)} \) in $N$-dimensions as

\[ \sum_{S=1}^{N} \left( \frac{U - U_S}{\Delta x} \right)^2 = F^2 \]  

using again that $U \approx u(\vec{x})$ and $F \approx f(\vec{x})$ at the grid point and with $U_S$ the minimum value of $u$ of the two neighboring values in the $x^S$ direction. In particular, $U_S$ ranges over the following quantities

\[ U_X = \min(U_{i+1,j,k}, U_{i-1,j,k}) \]  
\[ U_Y = \min(U_{i,j+1,k}, U_{i,j-1,k}) \]  
\[ U_Z = \min(U_{i,j,k+1}, U_{i,j,k-1}) \].

The solution of this quadratic equation is given by

\[ U = \frac{1}{N} \sum_{S=1}^{N} U_S + \frac{1}{N} \left\{ \sum_{S=1}^{N} U_S \right\}^2 - N \left( \sum_{S=1}^{N} U_S^2 - \Delta x^2 F^2 \right). \]

If the discriminant in the square root is negative, then the various permutations of the lower-dimensional values $(U_{XY}, U_{YZ}, U_{ZX})$ are computed, and the solution for $U_{n+1}$ is then chosen as the minimum of these as detailed in the following algorithm:
1. Calculate the minimums \((U_X, U_Y, U_Z)\).

2. Calculate the discriminant for the 3D problem

\[
D_{XYZ} = (U_X + U_Y + U_Z)^2 - 3(U_X^2 + U_Y^2 + U_Z^2 - \Delta x^2 F^2).
\]

3. Calculate the solution

\[
U^{n+1} = \begin{cases} 
\frac{(U_X + U_Y + U_Z)}{3} + \frac{\sqrt{D_{XYZ}}}{3} & \text{if } D_{XYZ} \geq 0 \\
\min(U_{XY}, U_Y Z, U_{ZXY}) & \text{otherwise}
\end{cases}
\]

where the 2-dimensional values are computed as follows

\[
U_{XY} = \begin{cases} 
\frac{(U_X + U_Y)}{2} + \frac{\sqrt{D_{XY}}}{2} & \text{if } |U_X - U_Y| \leq \Delta x F \\
\min(U_X, U_Y) + \Delta x F & \text{otherwise}
\end{cases}
\]

\[
U_{YZ} = \begin{cases} 
\frac{(U_Y + U_Z)}{2} + \frac{\sqrt{D_{YZ}}}{2} & \text{if } |U_Y - U_Z| \leq \Delta x F \\
\min(U_Y, U_Z) + \Delta x F & \text{otherwise}
\end{cases}
\]

\[
U_{ZX} = \begin{cases} 
\frac{(U_Z + U_X)}{2} + \frac{\sqrt{D_{ZX}}}{2} & \text{if } |U_Z - U_X| \leq \Delta x F \\
\min(U_Z, U_X) + \Delta x F & \text{otherwise}
\end{cases}
\]

where

\[
D_{XY} = (U_X + U_Y)^2 - 2(U_X^2 + U_Y^2 - \Delta x^2 F^2)
\]

\[
D_{YZ} = (U_Y + U_Z)^2 - 2(U_Y^2 + U_Z^2 - \Delta x^2 F^2)
\]

\[
D_{ZX} = (U_Z + U_X)^2 - 2(U_Z^2 + U_X^2 - \Delta x^2 F^2).
\]

The generalization to a curved background can be performed easily considering the generalized eikonal equation

\[
|\nabla u(x)| = \sqrt{\gamma^{ij}(\nabla_i u)(\nabla_j u)} = f(x)
\]

which can be solved by assuming a conformally flat metric \(\gamma^{ij} = \chi \eta^{ij}\), namely

\[
|\nabla u(x)_{\text{flat}}| = \chi^{-1/2} f(x) = (\sqrt{\gamma})^{1/3} f(x)
\]

Notice that the same factor can be obtained when computing the minimal distance Eq.\([53]\), by using the line element \(ds^2 = \gamma_{ij} dx^i dx^j \approx \chi^{-1} dx^2\).

### IV. RESULTS

Here we present a few tests of the code in various scenarios, followed by a study of a binary neutron star merger.

#### A. Tests of the Optical Depth

We present here a test of our new method for solving the eikonal equation, Eq.\([52]\) as described in Section III C. In particular, we choose an analytic form of the solution, \(u(x, y, z)\), so that we know in closed form the analytic source, \(f(x)\). In terms of real constants \(a\) and \(b\), these two functions are

\[
u(x, y, z) = \exp(-r^2), \quad r^2 = \frac{x^2}{a} + \frac{y^2}{b} + \frac{z^2}{b}
\]

\[
f(x, y, z) = \frac{2}{ab} \exp(-r^2)\sqrt{b^2 x^2 + a^2 y^2 + a^2 z^2}.
\]

Given this function \(f(x, y, z)\), we test the algorithm by comparing the numerical solution, obtained by relaxation after approximately 20 iterations, with the closed form of Eq.\([63]\).

We set a domain \([-2, 2]^3\) with one refinement level and a minimum resolution \(\Delta x_{\text{min}} = 0.04\). In Fig.\([1]\) we make such a comparison for a spherical case with \(a = b = 0.25\) and an ellipsoidal case with \(a = 0.25\) and \(b = 0.05\). As is clear from the figure, we find very good agreement between the numerical and the exact solutions. We also show with dashed contours at \(u = (0.3, 0.6, 0.9)\) the solution obtained with the algorithm Eq.\([54]\) which was the one used by HAD in Paper I. Although both of them behave similarly near the coordinate axes, the new method preserves the symmetries of the problem much better.

#### B. Magnetized, neutron star (cold)

We evolve an isolated, magnetized star using the LS220 EoS and compare the dominant oscillation frequencies with previous work. In particular, we construct a star of (gravitational) mass \(1.72M_\odot\) with temperature \(T = 0.01\) MeV and assume beta-equilibrium to set \(Y_e\). We perturb the star by adding a purely poloidal magnetic field with maximum magnitude \(8 \times 10^{14}\) G and evolve with a constant initial temperature of \(T = 0.05\) MeV, slightly higher than that at which it was constructed (but still much smaller than its Fermi energy). The star is evolved within a coarse-level domain spanning \([-150\text{km}, 150\text{km}]^3\) with four total levels of refinement achieving a finest level covering the entire star with a gridspacing of \(\Delta x_{\text{min}} = 144\text{m}\).

In Fig.\([2]\) we plot changes to the central pressure and magnetic field along with the associated Fourier power spectral densities. Despite some initial transient stage, these central quantities maintain a steady average values avoiding excessive drift. The three dominant oscillation frequencies agree well with those obtained in Paper I and other works using non-linear perturbation theory.
FIG. 1. Tests of the eikonal equation. By adopting an explicitly spherical (top) or ellipsoidal (bottom) source, we compare the numerically obtained solution with an analytic solution on the $z = 0$ plane. Shown in colormap is the analytic function $u(x, y, 0)$ of Eq. 63 while the solid contours represent the numerical solution obtained from solving the flat eikonal equation Eq. 52. The numerical solution agrees very well with the analytic solution and maintains the same symmetry. For comparison, we also include the contours (dashed) obtained with the scheme implemented in HAD from Paper I, which is largely in agreement despite some irregularities along the diagonals.

C. Rotating, magnetized neutron star (hot)

We construct a hot, rotating, magnetized star and evolve with and without neutrino cooling. In particular, we construct a $2.1 M_\odot$ star spinning at 730 Hz with an initial temperature of 12 MeV described by the HShen EoS in beta equilibrium. The initial strength of the magnetic field at the center of the star is $|B_0| = 1.8 \times 10^{17}$ G. The computational grid is identical to that described in the previous section for the cold star.

In Fig. 3, we plot the maximum density and temperature versus time for evolutions of this star. Included in the plot is the result of the standard, unmagnetized evolution along with those of evolutions including leakage and both leakage and an initially poloidal magnetic field. As expected the maximum density (generally occurring at the center of the star) hardly depends on effects from the magnetic field and neutrino cooling. In contrast, the maximum temperature decreases faster for those runs including neutrino cooling as would be expected. However, this cooling is happening far from the central region of the star where the temperatures for the different runs are nearly identical. The optical depth decreases toward the surface (snapshots of the optical depths are shown in Fig. 4), allowing the neutrinos to escape. The magnetization, even at this high level, has essentially no effect on the total neutrino luminosity.

We display snapshots along the equatorial plane at $t = 5.3$ ms of the star in Fig. 4. The optical depth and vertical component of the magnetic field are very circular, retaining the initial, axisymmetric structure of the star. The emission rates of the different species of neutrinos are also shown, with most of the emission occurring near the surface. These results show that the code maintains the stable, rotating star with neutrino cooling and magnetization present.

D. Binary neutron star merger

We conclude these results with a study of the coalescence of a binary neutron star system. In particular, we
choose the same binary studied in Paper I, which uses the SH tabulated equation of state to enable easy comparison. We also investigate possible differences in the neutrino dynamics induced by the strong magnetic field, respectively. With the leakage active, the star cools faster, as expected. An initial magnetization, even very large, has only a very small effect, also as expected. Snapshots of this star at \( t = 5.26 \) ms are shown in Fig. 4.

Despite beginning cold, the stars reach much higher temperatures during merger due to shock heating and other processes. Similarly, the magnetic field, unless extraordinarily large, has essentially no effect during the early inspiral. During merger however, the magnetic field grows and can have significant dynamical effects, particularly on ejecta.

Our binary simulations are evolved in a domain spanning \([-768\text{km}, 768\text{km}]\), using adaptive mesh refinement with the finest grid spacing \( \Delta x_{\text{min}} = 187\text{m} \) covering the regions with density \( \rho \geq 10^{13}\text{g/cm}^3 \). The other refinement meshes have increasingly larger sizes, but with coarser resolutions (i.e., by a factor of either 4 or 2, chosen with parameters). The inspiral proceeds as expected, performing approximately 3.5 orbits before merger, as shown in the density snapshots on the equatorial plane displayed in Fig. 5.

Although we compare our results to those obtained in Paper I, the MHDUET code incorporates LES techniques with the gradient SGS model (i.e., with all the coefficients set to zero except the one corresponding to the magnetic field \( C_M = 1/2 \)) to faithfully capture the amplification of the magnetic field during the merger with moderately high grid resolutions, which our previous HAD code did not. We note again that this comparison will allow us to estimate the effect of magnetic fields on the neutrino-driven dynamics during the first milliseconds after the merger.

The dynamics of the magnetic field evolution can be observed in Fig. 6, where the field intensity and iso-density contours are displayed in the orbital plane for the standard simulation (top row) and the one with LES (bottom row). A thin, rotating shear layer arises at the time of the merger between the stars, prone to develop vortices at small scales induced by the Kelvin-Helmholtz instability. The LES case is able to capture more faithfully the amplification of the magnetic field, as observed qualitatively in Fig. 6. A more quantitative analysis is performed in Fig. 7, which displays the average magnetic field in the star, defined as

\[
<B> = \frac{\int |B| \, dV}{\int dV},
\]

where the integration is restricted to regions where the mass density is above \( 10^{13}\text{g/cm}^3 \). Clearly in the LES simulation, the magnetic field gets amplified by almost 2 orders of magnitude with respect to the standard simulation during the first milliseconds after the merger. Notice that this large difference is reduced at late times, a result that has been observed previously when using medium-low resolutions like the ones considered here [23, 24].

The neutrino emission and transport are dominated by the matter density, temperature, and electron fraction. Fig. 8 displays the temperature (in MeV) and the electron fraction, together with the resulting emission rates (in erg/s/cm^3) at the final time of our simulations. We observe no qualitative differences between the standard simulation in the top row and the case with LES at the
FIG. 4. Hot, rapidly rotating star at late time ($t = 5.26$ ms). From left to right are shown: **Top:** Optical depths for $\nu_e$, $\bar{\nu}_e$, and $\nu_x$. **Middle:** The neutrino luminosities $Q_{\nu_e}$, $Q_{\nu_x}$, and $Q_{\nu_x}$, and **Bottom:** The magnetic field components, $B_x$, $B_y$, and $B_z$, all along the equatorial plane. The time evolution for this magnetized star with leakage is shown in (red, dotted line) Fig. 3. The contour lines display constant density surfaces at $\log(\rho) = (10^{10.5}, 11, 12, 13) g/cm^3$.

bottom, indicating that the magnetic field is not affecting significantly the dynamics of the neutrinos, except maybe by some small de-phasing. Again, a more quantitative analysis can be performed by computing the luminosity for each neutrino species, displayed in Fig. 3. These luminosities similarly show no significant difference between the standard and the LES cases.

Here, we initialize the stellar field with realistic values $B \leq 10^{12} G$, which might increase during the merger due to different MHD processes. On the other hand, in Paper I (and most work by other authors) a much larger magnetic field was set $B \geq 10^{15} G$. Here, the magnetic field grows to large values, but this growth takes time. In addition, the magnetic field that develops a few milliseconds after merger differs significantly. The field of Paper I retains large scale structure even after merger, but the growth of the magnetic field here develops via small scale turbulence with equipartition between toroidal and poloidal components. Its lack of significant large scale structure minimizes many MHD processes such as the magneto-rotational instability (MRI).

Finally, we compare the resulting gravitational waves in Fig. 10. The gravitational radiation is described in terms of the Newman-Penrose scalar $\Psi_4$, which can be expanded in terms of spin-weighted $s = -2$ spherical harmonics [58, 59], namely

$$r \Psi_4(t, r, \theta, \phi) = \sum_{l,m} C_{l,m}(t, r) Y_{l,m}^{-2}(\theta, \phi).$$

The coefficients $C_{l,m}$ are extracted from spherical surfaces at a radius $r_{\text{ext}} = 300$ km. Only a small de-phasing at late times between the two simulations can be observed, which might suggest some non-negligible effects of the magnetic field braking the remnant.

Because of the importance of the gravitational waveform and its global nature, we study the convergence of
**FIG. 5.** Binary neutron star with SH EoS. Snapshots of the density at various times $t = (0, 1.92, 3.84, 5.76, 7.68, 9.6, 11.52, 13.44, 18.24)$ ms during the coalescence. Notice that the variations due both to the neutrino dynamics and by the magnetic field occur only from the merger onward. The contours display constant density surfaces at $\log \rho = (10, 11, 12, 13) \text{g/cm}^3$. The stars first make contact around the time $t = 9.5 \text{ms}$ (i.e., close to the middle-right panel), and the remnant fluid has largely circularized by the latest time shown (almost 9 ms after merger).

This signal for three different resolutions. We consider the standard run discussed above, and run it with a finer grid and a less resolved grid such that the resolution is decreased by a factor of 1.25 with each step down in resolution. We show the dominant mode $C_{2,2}$ in Fig. 11 along with the differences between successive resolutions. We also display the differences in the phase of the signals. By rescaling the finer difference by the factor expected for third order convergence, we see that the differences indicate at least third order convergence, as expected from previous versions of this code.

**V. CONCLUSIONS**

Here, we present the results of our extension of the MHDUET code, an independent implementation of the fully relativistic magnetohydrodynamics equations [60]. The code is generated by the open-source software SIMFLOWNY, and runs under the mature SAMRAI infrastructure, which has been shown to reach exascale for simple problems. We have added both large eddy simulation (LES) methods developed to study the magnetic field amplification that occurs in the turbulent merger.
FIG. 6. *Binary neutron star with SH EoS*. Snapshots of the magnetic field strength, and the same constant density iso-surfaces as in Fig. 5 after the merger at times $t = (11.52, 13.44, 18.24)$ ms. The top row corresponds to the standard simulation while the bottom row shows the one with LES. Both simulations incorporate the leakage scheme.

regime and a simplified neutrino transport via a leakage scheme. We present details about the adopted methods as well as tests of the code. Although simplified, the leakage scheme will soon be followed by more advanced approximations to model the neutrinos in combination with LES techniques.

For the sake of completeness, we have summarized the evolution equations that are solved for the space-time, the fluid, and the neutrinos, as well as the modifications needed for the LES with the sub-grid-scale gradient model. We have explained in detail the required steps to extend our formalism to microphysical, tabulated equations of state. Finally, we have reviewed the leakage scheme and how to calculate efficiently the optical depth of the neutrinos. In particular, we present two novel additions in this paper: (i) the extension of the gradient SGS model to realistic EoS and (ii) a more formal approximation to resolve the eikonal equation for the optical depth, which preserves well the symmetries of the problem.

We have performed several tests of the code, focusing on the new additions. We have found that the new solver for the eikonal equation is more accurate along diagonals than the original naive method. We have reproduced the oscillation modes of both cold and hot stars with realistic EoS, and also computed the luminosity of the neutrinos in such case. Finally, we have repeated a binary coalescence from Paper I, including both LES and leakage. Our findings indicate that the magnetic field does not affect significantly the dynamics of the neutrinos. Overall, we assess that the code is correct and agrees with previous results from other codes. The core of MHDuet, including its treatment of adaptive mesh boundaries, finite difference methods, and general approach to solving hyperbolic problems, is quite flexible and has already been applied to other problems such as boson star mergers [33] and an alternative theory of gravity [34].

As previously mentioned, we plan to extend MHDuet to account for neutrinos in a more realistic way, using the M1 truncated-moments formalism with the Minerbo closure. Such an approach provides for neutrino absorption which has been shown to be important for a proper characterization of the secular ejecta from neutron star mergers. In addition, moment methods go much further than the leakage scheme with actual directional transport and scattering, which become increasingly important with longer evolutions of the post-merger.

Further studies with higher resolutions and with a realistic EoS chosen consistent with the latest observations from LIGO and Virgo [61] and NICER [62] are needed to study the subtle effects of the magnetic field and neutrino dynamics on multi-messenger observables. In par-
Appendix A: Extending SGS model to generic EoS

Here we extend the gradient SGS tensors from Refs. [21, 22], valid for EoS of the form \( p = p(\rho, \epsilon) \), in order to accommodate the additional variables \( Y_e \) and \( D_Y \) (primitive and conserved, respectively) required for a general EoS \( p = p(\rho, \epsilon, Y_e) \). We follow the same notation as in Ref. [21], where \( C^a \) denotes the set of conserved evolved variables and \( P^a \) is the set of primitive fields. Besides the new SGS tensor \( H^k_N \), the only other modification of the previous results arises in the term \( H_p \equiv \nabla \frac{dp}{dC^a} \cdot \nabla C^a \) from the new dependence on the pressure, i.e., \( p(\rho, \epsilon, Y_e) \).

\[
\frac{dp}{dC^a} = \frac{dp}{d\rho} \frac{d\rho}{dC^a} + \frac{dp}{d\epsilon} \frac{d\epsilon}{dC^a} + \frac{dp}{dY_e} \frac{dY_e}{dC^a}, \tag{A1}
\]

The only non-zero additional elements of the Jacobian (conserved-to-primitive) \( dC^a/dP^b \) and its inverse\(^3\)

\[
\frac{dP^a}{dC^b} \quad \text{are, respectively,}
\]

\[
\begin{align*}
\frac{dD_Y}{dY_e} &= D, & \frac{dD_Y}{dP^a} &= Y_e \frac{dD}{dP^a}, \\
\frac{dY_e}{dD_Y} &= \frac{1}{D}, & \frac{dY_e}{dD} &= -\frac{Y_e}{D},
\end{align*}
\]

where \( P^a \) denote the “old” set of primitive variables (i.e., excluding \( Y_e \) and \( C^a \) the “old” set of conserved variables (i.e., excluding \( D_Y \)). Hence, we note that the new variables are only partially coupled to the system through the field \( D \). In particular, we note that \( dp/dD_Y = de/dD_Y = 0 \). We can now compute (A1) and, therefore, obtain the following new expression for \( H_p \)

\[
H_p = \nabla \left( \frac{dp}{d\rho} \frac{d\rho}{dC^a} + \frac{dp}{d\epsilon} \frac{d\epsilon}{dC^a} \right) \cdot \nabla C^a + \nabla \left( \frac{dp}{dY_e} \frac{dY_e}{dC^a} \right) \cdot \nabla C^a
\]

\[
= H_p^{\text{old}} + \nabla \left( \frac{1}{D} \frac{dp}{dY_e} \right) \cdot \nabla D_Y - \nabla \left( \frac{Y_e}{D} \frac{dp}{dY_e} \right) \cdot \nabla D
\]

\[
= H_p^{\text{old}} + \nabla \frac{dp}{dY_e} \cdot \nabla Y_e - \frac{2}{D} \frac{dp}{dY_e} \nabla Y_e \cdot \nabla D. \tag{A2}
\]

Appendix B: Numerical schemes

Here we present an overview of the numerical schemes (i.e., the time integrator and the spatial discretization for smooth and for non-smooth solutions) available in `SIMFLOWNY` and their implementation in the `SAMRAI` infrastructure.

We employ the Method of Lines to separate the time from the space discretization. Within this approach, the time integration of the equations is performed with the standard fourth order Runge-Kutta (RK), that is written in the standard Butcher form in Table I.

| \( i \) | \( j \) | \( k \) | \( l \) |
|------|------|------|------|
| 0    | 0    | 0    | 0    |
| 1/2  | 1/2  | 0    | 0    |
| 1/2  | 0    | 1/2  | 0    |
| 1    | 0    | 0    | 1    |

\[
\frac{1}{15} \begin{array}{c}
0.1667 \quad 0.1667 \\
0.1667 \quad 0.1667 \\
0.1667 \quad 0.1667 \\
0.1667 \quad 0.1667 \\
\end{array}
\]

The spatial discretization of the Einstein equations is performed using fourth-order, centered, finite differences. For some quantity \( U_{i,j,k} \) defined at a gridpoint \( (x_i, y_j, z_k) \), we present the operators used to compute derivatives along the \( x \)-axis with similar expressions for derivatives along the \( y \)- and \( z \)-axes. The first order derivative operators can be written as

\[
\partial_x U_{i,j,k} = \frac{1}{12 \Delta x} (U_{i-2,j,k} - 8 U_{i-1,j,k} + 8 U_{i+1,j,k} - U_{i+2,j,k}) + \mathcal{O}(\Delta x^4). \tag{B1}
\]

\(^3\) This inversion is the only non-trivial new calculation, performed essentially using Mathematica.
FIG. 8. Binary neutron star with SH EoS. Snapshots of the temperature (left), electron fraction (middle) and neutrino emission rates (right) at the final time of the simulation \( t = 18.24 \) ms, approximately 9 ms after the merger. The top row corresponds to the standard simulation, while the bottom row shows the LES case. Both of them include magnetic field, although with LES it is much stronger. Notice that the main difference is a small de-phasing between these two simulations, possibly due to the stronger magnetic field.

FIG. 9. Binary neutron star with SH EoS. Luminosities of the different neutrino species as functions of time, starting approximately at the merger for both the standard simulation and the LES. Again, both of them are for stars with magnetic field. The much stronger magnetic field (roughly two orders of magnitude larger) of the LES simulation arising from its amplification during the turbulent phase of the merger produces only small deviations in the neutrino dynamics compared to the standard, magnetized simulation.

The second order derivative is

\[
\partial_{xx} U_{i,j,k} = \frac{1}{12\Delta x^2} (-U_{i-2,j,k} + 16U_{i-1,j,k} - 30U_{i,j,k} + 16U_{i+1,j,k} - U_{i+2,j,k}) + \mathcal{O}(\Delta x^4). \quad (B2)
\]

The second order, mixed derivatives are obtained by applying the first order derivative operator twice. For instance, the \( xy \)-derivative would be just

\[
\partial_{xy} U_{i,j,k} = \partial_x (\partial_y U_{i,j,k}) = \partial_y (\partial_x U_{i,j,k}). \quad (B3)
\]

We use centered derivative operators for all the derivative terms except for the advection terms, which are generically proportional to the shift vector \( \beta^i \). In those cases, we use one-sided derivative schemes depending on the sign of the shift, namely

\[
\partial_x U_{i,j,k} = \begin{cases} 
\frac{1}{12\Delta x} (-U_{i-3,j,k} + 6U_{i-2,j,k} - 18U_{i-1,j,k} + 10U_{i,j,k} + 3U_{i+1,j,k}) & \text{if } \beta^x < 0 \\
\frac{1}{12\Delta x} (U_{i+3,j,k} - 6U_{i+2,j,k} + 18U_{i+1,j,k} - 10U_{i,j,k} - 3U_{i-1,j,k}) & \text{if } \beta^x \geq 0.
\end{cases}
\]

A small amount of artificial dissipation is applied to the spacetime fields in order to filter the high frequency
modes of the solution which are not truly represented in our numerical grid (i.e., their wavelength is smaller than the grid size $\Delta x$). We use the Kreiss-Oliger dissipation operator \cite{63} that preserves the accuracy of our fourth-order operators and takes the form (i.e., for instance along the $x$-direction) (again, written in terms of the $x$-direction)

\begin{equation}
Q_0^{ij} U_{i,j,k} = \sigma (\Delta x)^5 (D_x^+)^3 (D_x^-)^3 U_{i,j,k}
\end{equation}

\begin{equation}
= \frac{\sigma}{64 \Delta x} (U_{i-3,j,k} - 6 U_{i-2,j,k} + 15 U_{i-1,j,k} - 20 U_{i,j,k} + 15 U_{i+1,j,k} - 6 U_{i+2,j,k} + U_{i+3,j,k})
\end{equation}

where $\sigma \geq 0$ is the dissipation parameter.

The MHD equations are written in conservation form

\begin{equation}
\partial_t U + \partial_k F_k(U) = S(U)
\end{equation}

where $U$ is the vector of evolved fields and $F_k(U)$, $S(U)$ their corresponding fluxes and sources, which might be non-linear but depend only on the fields and not on their derivatives. This form of the equation allows us to use High-Resolution-Shock-Capturing (HRSC) methods \cite{64} to deal with the possible appearance of shocks and to take advantage of the existence of weak solutions in the equations.

A discrete conservative scheme of Eq. (B5) (i.e., the change of the cell average is given by the difference in fluxes across the boundary of the cell) can be obtained by approximating the derivatives of the fluxes, for instance along the $x$-direction, as follows

\begin{equation}
\partial_x F \approx \frac{1}{\Delta x} (\hat{F}_{i+1/2} - \hat{F}_{i-1/2})
\end{equation}

where the problem consists of finding a non-oscillatory, high-order approximation to the interface values of $\hat{F}_{i+1/2}$. Thus one can set $\hat{F}_{i+1/2} = R(\hat{F}_i)$, where $R()$ is a highly accurate reconstruction scheme providing a stable interface flux value from point-wise neighboring values, while the index $[s]$ spans through the interpolation stencil. The crucial issue in HRSC methods is how to approximate the solution of the Riemann problem, by reconstructing the fluxes at the interfaces with information from the left (L) and the right (R) states such that no spurious oscillations appear in the solutions.

We consider the following combination of the fluxes and the fields, at each gridpoint $x_i$,

\begin{equation}
F_i^{\pm} = \frac{1}{2} (F_i \pm \lambda U_i)
\end{equation}

where $\lambda$ is the maximum propagation speed of the system in the neighboring points. Then, from the neighboring nodes $\{x_{i-n}, \ldots, x_{i+n}\}$ (i.e., where $n$ is the width of the stencil), we reconstruct the fluxes at the left and right of

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig10}
\caption{Binary neutron star with SH EoS. Main mode of the gravitational waveform as a function of the retarded time (i.e., subtracting the traveling time of the wave to the surface where it is computed), starting approximately at the merger, for the standard simulation and the LES. Again, no significant differences are observed due to the presence of strong magnetic fields.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig11}
\caption{Convergence test of the binary GW signal. The primary mode $C_{2,2}$ for three different resolutions of the binary evolution (top). The medium and low resolutions differ from the high resolution by factors of 1.25 and (1.25)$^9$. The differences in the phase of the signals (middle) and the absolute differences in the signals (bottom), both measures of the error, are shown, as is the rescaled difference expected for the standard simulation and the LES. Again, no significant differences are observed due to the presence of strong magnetic fields.}
\end{figure}
each interface as
\[ F_{i+1/2}^L = R(\{F^+\}) \quad \text{and} \quad F_{i+1/2}^R = R(\{F^-\}). \]  \hspace{1cm} \text{(B8)}

The number \(2(n + 1)\) of such neighbors used in the reconstruction procedure depends on the order of the method. SIMFLOWNY already incorporates some commonly used reconstructions, such as Piecewise Parabolic Method (PPM) [65], the Weighted-Essentially-Non-Oscillatory scheme (WENO) reconstruction methods [66, 67], and the fifth order Monotonic-Preserving scheme (MP5) [51], as well as other implementations such as the Finite-Difference Osher-Chakravarthy (FDOC) families [68]. We typically use the MP5 scheme in our code MHDUET.

We use a flux formula to compute the final flux at each interface as
\[ \hat{F}_{i+1/2} = F_{i+1/2}^L + F_{i+1/2}^R. \]  \hspace{1cm} \text{(B9)}

Note that this reconstruction method does not require the characteristic decomposition of the system of equations (i.e., the full spectrum of characteristic velocities).
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