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Abstract

In this paper, we study the global dynamics of a class of nonlinear Schrödinger equations using perturbative and non-perturbative methods. We prove the semi-global existence of solutions for initial conditions close to constant. That is, solutions will exist for all positive time or all negative time. The existence of an open set of initial data which limits to zero in both forward and backward time is also demonstrated. This result in turn forces the non-existence of any real-analytic conserved quantities. For the quadratic case, we prove the existence of two (infinite) families of nontrivial unstable equilibria and prove the existence of heteroclinic orbits limiting to the nontrivial equilibria in backward time and to zero in forward time. By a time reversal argument, we also obtain heteroclinic orbits limiting to the nontrivial equilibria in forward time and to zero in backward time. The proofs for the quadratic equation are computer-assisted and rely on three separate ingredients: an enclosure of a local unstable manifold at the equilibria, a rigorous integration of the flow (starting from the unstable manifold) and a proof that the solution enters a validated stable set (hence showing convergence to zero).
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1 Introduction

Consider the class of nonlinear Schrödinger (NLS) equations given by
\begin{equation}
-i u_t = \Delta u + u^p f(u)
\end{equation}
for integer $p \geq 2$, real-analytic $f : \mathbb{C} \to \mathbb{C}$ with $f(0) \neq 0$, and initial data $u(0, \cdot) : \mathbb{T}^d \to \mathbb{C}$. That is, $f$ may be written as a power series in $u$ and $u^*$, its complex conjugate.\textsuperscript{1} Equation (1) notably does not have the property of gauge invariance. That is to say, if $v = e^{i\theta} u$ then
\[ \Delta v + u^p f(v) \neq e^{i\theta} \left( \Delta u + u^p f(u) \right) \]
\textsuperscript{*Email address of corresponding author: \texttt{jp.lessard@mcgill.ca}}
\textsuperscript{1}We have opted to use $u^*$ to denote the complex conjugate, and, following some notational conventions in computer-assisted proof, have reserved the notation $\hat{u}$ to denote a numerically computed approximate solution.
for generic $\theta \in \mathbb{R}$. Moreover (1) does not have an obvious Hamiltonian structure so often present in the study of nonlinear Schrödinger equations.

While the local well-posedness theory for (1) is well established, the global well-posedness and general dynamical structure of these equations are less understood. In the present paper, we use perturbative and non-perturbative methods to study the dynamics of (1). For the class of equations in (1) we prove semi-global existence of close to constant initial data (see Theorem 1.4). That is, solutions will exist for all positive time or all negative time. Furthermore, we prove the existence of an open set of initial data which limits to 0 in both forward and backward time (see Theorem 1.5). This result in turn forces the non-existence of any real-analytic conserved quantities (see Theorem 1.6) in stark contrast to the case of Hamiltonian NLS.

We then study in depth the case of (1) with a quadratic nonlinearity,

$$-iu_t = \triangle u + u^2$$

(2)

for $x \in \mathbb{T}^1 = \mathbb{R}/\mathbb{Z}$. In Theorem 1.7 we prove the existence of two (infinite) families of nontrivial equilibria. These equilibria are all unstable, and in Theorem 1.9 we prove the existence of heteroclinic orbits limiting to the nontrivial equilibria in backward time and to zero in forward time. By a time reversal argument, we also obtain heteroclinic orbits limiting to the nontrivial equilibria in forward time and to zero in backward time. All of these dynamics trivially extend to (2) posed on $\mathbb{T}^d$.

While Hamiltonian NLS has attracted considerable study from physicists and mathematicians alike, non-Hamiltonian NLS has also garnered considerable interest over the past several decades. Beyond their intrinsic appeal, NLS with non-gauge invariant terms have been used to study asymptotic behavior about planar waves to the Gross-Pitaevskii equation [28], and Raman amplification in a plasma [16,32]. Equations such as (2) also arise as toy models of the NLS with an external electric field [43,44].

One notable feature of NLS without gauge invariance is that their local well-posedness theory extends to negative Sobolev spaces. The landmark work [36] studied $\partial_t u = i\triangle u + N_j(u,u^*)$ for nonlinearities $c_j u^2$ and $c_j |u|^2$ and $c_j (u^*)^2$ with $c_j \in \mathbb{C}$. They showed that the IVP with nonlinearities $u^2$ and $(u^*)^2$ is locally well-posed in $H^s(\mathbb{R})$ for $s > -3/4$ and in $H^s(\mathbb{T})$ for $s > -1/2$. However for the nonlinearity $|u|^2$ they only showed local well-posedness for $H^s(\mathbb{R})$ with $s > -1/4$. Indeed, the structure of the nonlinearity and not just its degree often plays an important role, an observation enounced in [65] where the local well-posedness with nonlinearity $(u^*)^2$ for data in $H^s(\mathbb{R}^2)$ with $s > -1/2$ was proven. Achieving a sharp result, in [2] the nonlinearity $u^2$ is shown to be locally well-posed for initial data in $H^s(\mathbb{R})$ for $s \geq -1$ and ill-posed for $s < -1$. For further references we refer the reader to [37], which itself studies the problem of ill-posedness for more general nonlinearities and spatial domains.

When the spatial domain is $\mathbb{R}^d$, there is a considerable literature on the global existence and scattering of small initial data, for which we do not attempt to provide a comprehensive review. Regarding just the quadratic NLS on $\mathbb{R}^3$, we briefly mention the work of [24,31] and for the addition of a potential we refer the reader to [43,59].

However when the spatial domain is $\mathbb{T}^d$ it is harder to prove global existence, even for Hamiltonian NLS. Any dynamical behaviour that can exist in the spatially homogeneous dynamics carries over to the PDE on $\mathbb{T}^d$ as a complex one-dimensional subsystem. If the NLS is not gauge invariant, as in (3), one may obtain an explicit formula for arbitrarily small initial data which blow-ups in finite time, cf (6). In [53], for example, they show finite-time blowup in $iu_t + \triangle u = \lambda |u|^p$ on $\mathbb{T}^d$ for all $1 < p < \infty$ simply based on a condition on the phase of the initial data’s zero-Fourier coefficient. In short, to show global existence of a solution on $\mathbb{T}^d$, assuming smallness of the initial data is by no means sufficient.

To obtain a global existence result, in Section 2 we perform a center manifold analysis about the 0 equilibrium to (1). The linearization about this equilibrium has one zero eigenvalue (associated with the homogeneous dynamics) and infinitely many imaginary eigenvalues. Unlike the gauge invariant NLS, the spatially homogeneous dynamics of (1) does not support planar waves, but instead admits a singular foliation of homoclinic orbits (see Figure 3). By pairing Grönwall type estimates with a detailed analysis of the homogeneous dynamics, we show that initial data which is sufficiently close to a constant will exist globally forward or backward in time.

Before stating our results further, let us first fix some definitions. For $k = (k_1, \ldots, k_d) \in \mathbb{Z}^d$ let $|k| \overset{\text{def}}{=} |k_1| + \ldots + |k_d|$. We define the following norms.
Fix Theorem 1.3. applies. globaally forward or backwards in time, with explicit hypotheses on the initial data for which the theorem $u$ satisfies $\|u\| < \infty$.

Definition 1.1. For $\omega \in \mathbb{R}^n$, the torus $T^d = \mathbb{R}^d / 2\pi \mathbb{Z}^d$, a number $\nu \geq 1$, and $u \in L^1(T^d)$ we define a norm $\|u\| = \sum_{k \in \mathbb{Z}^d} |\hat{u}(k)|^{p|k|}$. 

$\hat{u}(k) \overset{\text{def}}{=} \frac{1}{\text{vol}(T^d)} \int_{T^d} u(x)e^{-ikx}dx.$

We define the weighted Wiener algebra $A_\nu(T^d) \subseteq L^1(T^d)$ to be the set of functions $u$ with $\|u\| < \infty$.

Definition 1.2. Given a (multi-indices) sequence $\phi = (\phi_k)_{k \in \mathbb{Z}^d}$ of complex numbers, and for $\nu \geq 1$ we define the analytic norm $\|\phi\| = \sum_{k \in \mathbb{Z}^d} |\phi_k|^{p|k|}$. Denote by $\ell^1_{\nu,d}$ to be the set of sequences $\phi$ with $\|\phi\| < \infty$.

The Fourier transform defines an isometric isomorphism between $A_\nu(T^d)$ and $\ell^1_{\nu,d}$. We further note that $\text{Lip}(T^d) \subseteq A_1(T^d) \subseteq C^0(T^d)$, and if $\nu > 1$ then the functions in $A_\nu(T^d)$ are real analytic.

We obtain a cleaner result of global existence in the case of a pure power nonlinearity $f \equiv 1$, that is the equation

$$-iu_t = \Delta u + u^p$$

(3)

for $u(0) \in A_\nu(T^d)$. In particular, we show that arbitrarily large, close to constant, initial data will exist globally forward or backwards in time, with explicit hypotheses on the initial data for which the theorem applies.

Theorem 1.3. Fix $p \geq 2$, $d \geq 1$, $\nu \geq 1$ and define $C_p = \exp \left\{ -\frac{\pi}{2} \frac{2p-1}{p-1} \right\}$. Let $z_0 \in \mathbb{C}$ and fix $u_0 \in A_\nu(T^d)$ satisfying $\|u_0\| < C_p |z_0|$. Let $u(t)$ be the solution to (3) with initial data $u(0,x) = z_0 + u_0(x)$ and define $\vartheta = (p-1)\text{Arg}(z_0) \text{ mod } 2\pi$.

- If $0 \leq \vartheta \leq \pi$, then the solution $u(t)$ exists for all $t \geq 0$ and $\lim_{t \to -\infty} u(t) = 0$.
- If $\pi \leq \vartheta \leq 2\pi$, then the solution $u(t)$ exists for all $t \leq 0$ and $\lim_{t \to -\infty} u(t) = 0$.

Furthermore let $\zeta(t)$ denote the solution to $\dot{z} = iz^p$ with the initial condition $\zeta(0) = z_0$. If $0 \leq \vartheta \leq \pi$ (respectively if $\pi \leq \vartheta \leq 2\pi$) then

$$\left| \frac{\zeta(t)}{z_0} \right| \leq \frac{1}{\sqrt{1 + t^2 |(p-1)z_0^{p-1}|^2}} \quad \|u(t) - \zeta(t)\| \leq |z_0| \left| \frac{\zeta(t)}{z_0} \right|^p$$

for $t \geq 0$ (respectively for $t \leq 0$).

For the general nonlinearity in (1) we obtain a similar result, albeit with a restriction on the overall norm of the initial data.

Theorem 1.4. Consider the equation (1): fix $p \geq 2$, $d \geq 1$, $\nu \geq 1$, $\omega \in \mathbb{R}^d$, $T^d = \mathbb{R}^d / 2\pi \mathbb{Z}^d$ and fix a real analytic function $f : \mathbb{C} \to \mathbb{C}$ such that $f(0) \neq 0$. There exists a constant $\delta > 0$ depending on $p$ and $f$, such that for all $u_0 \in A_\nu(T^d)$ and $z_0 \in \mathbb{C}$ satisfying $|z_0| < \delta$, $\|u_0\| < \delta |z_0|^{p-1}$, then (depending on $z_0$) the solution $u(t)$ with initial data $u(0,x) = z_0 + u_0(x)$ will exist for all $t \geq 0$ (or $t \leq 0$) and converge to $0$ as $t \to +\infty$ (or as $t \to -\infty$).

Furthermore, let $\zeta(t)$ denote the solution to $\dot{z} = iz^p f(z)$ with the initial condition $\zeta(0) = z_0$. Then there exists a constant $K > 0$ depending on $z_0$ and $u_0$ such that

$$|\zeta(t)| \leq K|t|^{-1/(p-1)} \quad \text{and} \quad \|u(t) - \zeta(t)\| \leq K|t|^{-p/(p-1)}$$

as $t \to +\infty$ (or as $t \to -\infty$).
Moreover, we are able to prove the existence of an open set of initial conditions which are homoclinic to the zero equilibrium. Recall, a solution \( u : \mathbb{R} \to A_\nu(\mathbb{T}^d) \) is said to be a homoclinic orbit to an equilibrium \( \tilde{u} \in A_\nu(\mathbb{T}^d) \) if \( \lim_{t \to \pm \infty} u = \tilde{u} \). Similarly, a solution \( u : \mathbb{R} \to A_\nu(\mathbb{T}^d) \) is said to be a heteroclinic orbit between equilibria \( \tilde{u}, \tilde{w} \in A_\nu(\mathbb{T}^d) \) if \( \lim_{t \to -\infty} u(t) = \tilde{u} \) and \( \lim_{t \to +\infty} u(t) = \tilde{w} \).

**Theorem 1.5.** There exists an open set of initial data in \( U \subseteq A_\nu(\mathbb{T}^d) \) of homoclinic orbits limiting to \( u \equiv 0 \) for the equation (1).

As a consequence of Theorem 1.5, any analytic functional which is preserved under (1) must be globally constant, as they would necessarily be constant on a nontrivial open set. \( \nu \) is defined as

\[
H(u) = \text{Re} \left\{ \int_{\mathbb{T}^d} h(u, u^*, \ldots, \nabla^n u, \nabla^n u^*) \right\}
\]

for polynomial \( h : \mathbb{C}^2 \to \mathbb{C} \) and \( \nu > 1 \), and \( H \) satisfies

\[
H(u(t)) \geq H(u(t + s)), \quad s \geq 0, \; t \in \mathbb{R}
\]

for all solutions \( u \) to (1), then \( H \) is necessarily constant. That is to say, there are neither conserved quantities nor Lyapunov functionals. As the functions in \( A_\nu(\mathbb{T}^d) \) are themselves analytic for \( \nu > 1 \), we obtain the following theorem.

**Theorem 1.6.** If \( X \subseteq \{ u : \mathbb{T}^d \to \mathbb{C} \} \) is a Banach space and \( C^\infty(\mathbb{T}^d, \mathbb{C}) \hookrightarrow X \) is a dense, continuous embedding, then the only real-analytic functionals \( F : X \to \mathbb{R} \) respecting an inequality under (1) are constant.

Our results may be contrasted with Hamiltonian NLS, which enjoys conservation of energy, mass, and momentum in various scenarios. Note also that the cubic NLS in 1D is integrable, with infinitely many conserved quantities. There is a rich literature going back two centuries on integrable systems (see survey papers [39,40,60]), and proofs for the non-existence of additional conserved quantities are perpetually harder than proofs which confirm that a specific quantity is conserved. For NLS equation without a gauge invariant nonlinearity, there are few results on the existence or non-existence of conserved quantities. There is a rich literature going back two centuries on integrable systems (see survey papers [39,40,60]), and proofs for the non-existence of additional conserved quantities are perpetually harder than proofs which confirm that a specific quantity is conserved. For NLS equation without a gauge invariant nonlinearity, there are few results on the existence or non-existence of conserved quantities. For the nonlinearity \( |u|^p \) conservation of mass fails (there are solutions whose \( L^2 \) norms blow up in finite time [34]) and it is mentioned in [33] that conservation of energy is suspected not to hold, however it is unclear if other quantities may be conserved. In a system of NLS without gauge invariance, conservation laws are shown to hold only for a specific choice of parameters [32].

We further note that there exist homoclinic orbits to (3) which grow to an arbitrarily large size. That is, for any \( K \gg 1 \), there is an open set of global solutions satisfying \( \|u(0)\| > K \) and \( \lim_{t \to \pm \infty} \|u(t)\| = 0 \). This can be seen as a direct corollary to Theorem 1.3 by taking \( \nu_0 \in \mathbb{R} \). Alternatively, it can be seen to follow from Theorem 1.5 by rescaling solutions to (3): if \( u_1(t,x) \) solves (3) then so does

\[
u_n(t,x) \overset{\text{def}}{=} n^{2/(p-1)} u_1 \left(n^2 t, n x\right), \quad \forall n \in \mathbb{Z}.
\]

This arbitrarily large finite growth and decay is not entirely surprising as it largely shadows a phenomenon already present in the spatially homogeneous dynamics. It seems a pertinent question indeed to ask what dynamical behavior can (1) exhibit which shadows neither the homogeneous dynamics nor the linear dynamics? To narrow our focus, we restrict our attention to the quadratic NLS in (2) posed on \( \mathbb{T}^1 \).

As is often the case in the study of dynamics, one may turn to numerical investigations for inspiration. The first numerical work studying (2) we are aware of is [15], which was motivated by studying the singularities of the nonlinear heat equation \( u_t = \Delta u + u^2 \) in the complex plane of time. Equation (2) results as a limiting case of purely imaginary time. After many simulations, Cho et al. reported that generic real initial data appears to converge to zero at a rate of \( \mathcal{O}(1/|t|) \), and conjectured that solutions to (2) with real initial data, large or small, will exist globally in time. For close to constant real initial data, this convergence rate and global existence is indeed confirmed by our Theorem 1.3.

By employing computer-assisted proofs, we are able to rigorously establish nonperturbative dynamical features of the quadratic NLS without gauge invariance (2). Following the prime directive for understanding global dynamics of dynamical systems, in this paper we study equilibria, their local stability, and the connecting orbits between them. By using rigorous numerics to prove the existence of a finite number of equilibria and applying the rescaling in (4), we are able to establish the existence of two infinite families of equilibria.
Theorem 1.7. There exist two analytic, spectrally unstable equilibria \( u^i \) and \( u^{ii} \) to (2). By the rescaling in (4), these equilibria (and their complex conjugates) generate infinite families of spectrally unstable equilibria \( \{u^i_n\}_{n \in \mathbb{N}} \) and \( \{u^{ii}_n\}_{n \in \mathbb{N}} \).

Figure 1: Profiles of two different equilibria: \( u^i_1(x) \) (left), \( u^{ii}_1(x) \) (right), the existence of which are established via computer-assisted proof.

We are not aware of prior work demonstrating non-trivial equilibria to NLS without gauge invariance. In one sense, these equilibria could be thought of a special case of standing waves of the form \( u(t, x) = e^{i\omega t} \phi(x) \) wherein \( \omega = 0 \). The existence and stability of standing waves for general \( \omega \in \mathbb{R} \) is well studied in the literature of nonlinear Schrödinger equations. The existence of such profile solutions can be found by solving an integrable Hamiltonian with two degrees of freedom [7], and for the stability of spatially periodic \( \phi \) we refer to [21]. However, for our non-gauge invariant NLS, it turns out that equilibria are the only standing wave profiles we may expect to find.

Proposition 1.8. Suppose that \( p \geq 2 \) and \( u(t, x) = \psi(t) \phi(x) \) is a solution to (3). Then either \( \psi(t) \) or \( \phi(x) \) is a constant function.

The existence of these unstable equilibria established by Theorem 1.7 reveals a hidden complexity in the global dynamics of (2), and presents an obstacle in the path of proving global well-posedness. In particular, any proof of global existence must contend with the possibility that solutions limit not to the zero equilibria, but instead to one of these equilibria, or even some other nontrivial invariant set. In Theorem 1.9 we prove just that, establishing the existence of several heteroclinic orbits to (2) limiting from the nontrivial equilibria and to the zero solution, cf Figures 2, 7, and 8.

Theorem 1.9. Let \( u \) be any one of the equilibria in Theorem 1.7. There exist heteroclinic orbits \( u_a \) and \( u_b \) to (2) such that

\[
\lim_{t \to -\infty} u_a(t) = u, \quad \lim_{t \to +\infty} u_a(t) = 0, \quad \lim_{t \to -\infty} u_b(t) = 0, \quad \lim_{t \to +\infty} u_b(t) = u,
\]

converging exponentially fast to \( u \) and algebraically fast to 0.

These results may also be seen in parallel to the prodigious line of inquiry seeking to answer one of Bourgain’s open problems [3]: Do there exist global solutions to the cubic defocusing NLS on \( \mathbb{T}^2 \) which actually achieve unbounded growth in the higher Sobolev norms in infinite time? In the past decade, there have been beautiful results working towards answering this question, in particular showing arbitrarily large finite growth. While earlier work [41] had shown arbitrarily large growth for sufficiently large initial data, such growth is achieved in [17,27] for small initial data: for any \( s > 1, \delta > 0 \) and \( K \gg 1 \) there is \( 0 < T < K^c \).
(a) The heteroclinic solution $u_a$: connection from $u_1^i(x)$ to 0.

(b) The heteroclinic solution $u_b$: connection from 0 to $u_1^i(x)$.

Figure 2: Extracted part of heteroclinic orbits of (2) between the first equilibrium $u_1^i(x)$ and the zero function, validated with a computer-assisted proof. Here the $x$-variable is extended to the range $x \in [-2, 2]$ in order to understand the time evolution of the solution.
and initial data for which \(\|u(0)\|_{H^s} < \delta\) and \(\|u(T)\| > K\) for some \(c > 0\). In [26] this result was extended to more general NLS nonlinearities, albeit with an exponential upper bound on the growth time. We also mention the work [30] which demonstrates trajectories with unbounded \(H^s\) norms in an NLS with a specially prepared cubic type nonlinearity.

We also mention that Bourgain’s paper politely sets numerics at arm’s length apart from pure mathematics.

Some of my coworkers believe today’s availability of powerful computational means is partly responsible for a declining interest in the often difficult rigorous work. […] Evidence of certain phenomena gathered from extensive computation is often received by the pure mathematician with certain scepticism or dismissed as unreliable. At this point, there does not seem to be such a thing as a truly certified numerical PDE experiment. [3]

While constructive computer-assisted proofs (CAPs) of existence of solutions of PDEs (i.e. truly certified numerical methods) began appearing as early as the turn of the 1990s, they remained rather isolated from mainstream mathematics at the time, were often published in specialized scientific computing journals or in Japanese journals (where most of the original pioneering work of M.T. Nakao appeared). It is therefore not surprising that Bourgain was not aware of this new field. Over the intervening years, however, the field of validated numerics and CAPs for PDEs have made incredible strides.

In fact, the history of CAPs in nonlinear equations began long before the applications to PDEs. Indeed, in the 1960s, functional analytic methods of computer-assisted proof already existed exemplified by the work of Cesari on Galerkin projections for periodic solutions [13,14]. In the field of dynamical systems, important open problems were settled with computer-assisted proofs, e.g. the universality of the Feigenbaum constant [42] and the existence of the strange attractor in the Lorenz system [67] (i.e. Smale’s 14th problem). Other prominent examples outside dynamics are the proofs of the four-colour theorem [62] and Kepler’s densest sphere packing problem [29]. We refer the interested to reader to the expository works [38,47,50,58,64,68,69] and the references therein, for a more complete overview of the field of rigorously verified numerics.

More specifically in the field of PDEs, the first CAPs may have appeared in the work of M.T. Nakao when he used the computer together with Schauder’s fixed point theorem to prove the existence of weak solutions for linear elliptic second order BVPs [48] and nonlinear parabolic equations [49]. Following this approach, a priori error estimates for finite element approximations in Sobolev spaces were used to prove the existence of solutions of elliptic problems [51]. Independently, Plum proposed a method based on explicit Sobolev embeddings and eigenvalue bounds to prove existence of solutions of nonlinear elliptic BVPs [6,56,57]. A method based on a computational version of the Banach fixed point theorem (a Newton-Kantorovich type theorem) was introduced in [71] to prove existence and local uniqueness of solutions of BVPs. Newton-Kantorovich type theorems were then used in the study of equilibria [5,22,70] and periodic orbits [1,20,23,72] and the ill-posed Boussinesq equation [11]. Topological methods (e.g. Conley index, self-consistent a priori bounds) were also introduced to obtain CAPs in parabolic PDEs [18,46,72,73]. We finally mention the work [12], where the existence of a family of uniformly rotating solutions of the inviscid surface quasi-geostrophic equation is shown with computer-assistance. While a complete review of the field of rigorously verified numerics in PDEs falls outside the scope of the paper, we refer to the recent book [52] and the review paper [25] for more details.

The paper is organized as follows. In Section 2 we study the general equation (1), proving Theorems 1.3–1.6 and Proposition 1.8. The remainder of the paper studies equation (2), using computer-assisted proofs in particular. The proof of Theorem 1.7 uses standard methods of verified numerics and is left to Appendix A.1. Section 3 develops a validated approximation of the (strong) unstable manifolds of these nontrivial equilibria, with rigorous a posteriori error bounds. In Section 4 we describe our rigorous numerical integrator for solving the initial value problem in (2). These results are all combined in Section 5 where we prove Theorem 1.9. We note that the codes used to produce our computer-assisted proofs are freely available from [35], and some of the relevant computational details are listed in Appendix B. Finally in Section 6 we list several open questions.
2 Semi-global existence of close to constant initial data

Let us begin by considering (3), a special case of (1) where \( f(u) = 1 \), repeated below

\[
\frac{du}{dt} = i(\Delta u + u^p)
\]

for integer \( p \geq 2 \) and initial data \( u(0, x) : \mathbb{T}^d \to \mathbb{C} \) with periodic boundary conditions \( \mathbb{T}^d = \mathbb{R}^d / 2\pi \mathbb{Z}^d \) for \( \omega \in \mathbb{R}^d \). This has an equilibrium at \( u \equiv 0 \) with eigenvalues \(-ik^2 \omega^2\) for \( k \in \mathbb{Z}^d \). In particular there is a single 0-eigenvalue with complex multiplicity 1. This eigenvalue is associated with the spatially homogeneous dynamics, an invariant subsystem with internal dynamics given by

\[
\dot{z} = iz^p
\]

The phase diagrams of these dynamics are reminiscent of the electric field of a dipole or multipole, see Figure 3, and we refer the reader to [19] for the qualitative dynamics of this normal form.

![Homogeneous dynamics for (5) with p = 2, 3, 4.](image)

Note that (5) is a separable ordinary differential equation, which we may solve exactly. Indeed, for the branch \( 1 = \sqrt[p]{2} \) of \( z \mapsto z^{1/(p-1)} \in \mathbb{C} \), the function \( \zeta : \mathbb{R}^+ \to \mathbb{C} \) defined below solves (5) with initial condition \( \zeta(0) = z_0 \).

\[
\zeta(t) = \frac{z_0}{(1 - i(p-1)z_0^{p-1}t)^{1/(p-1)}}.
\]

We use this solution, and more generally the homogeneous solutions to (1), to provide a non-autonomous blow up of the spatio-temporal dynamics about the equilibrium.

**Proposition 2.1.** Suppose that \( z : \mathbb{R}^+ \to \mathbb{C} \) solves \( z' = iz^p f(z) \) and \( z(0) \neq 0 \) for \( f : \mathbb{C} \to \mathbb{C} \) real analytic. There exists a real-analytic function \( h : \mathbb{C}^2 \to \mathbb{C} \) such that if \( u \) solves (1) and \( \tilde{u} \) is defined by \( u = z(t) + z(t)^p \tilde{u} \), then \( \tilde{u} \) satisfies

\[
\partial_t \tilde{u} = i\triangle \tilde{u} + ih(z(t), \tilde{u}).
\]

Furthermore there exist constants \( \delta, K > 0 \) such that \( |h(x, y)| \leq K|x^py| \) whenever \( |x|, |y| < \delta \).

**Proof.** Taking the time derivative of \( u \), we obtain

\[
\frac{du}{dt} = z'(t) +pz'(t)z(t)^{p-1} \tilde{u} + z(t)^p \tilde{u}_t
\]

\[
= iz(t)^pf(z) + ipz(t)^{2p-1}f(z) \tilde{u} + z(t)^p \tilde{u}_t.
\]

We expand \( u^p f(u) \) from the RHS of (1), writing \( z = z(t) \),

\[
u^p f(u) = (z + z^p \tilde{u})^p f(z + z^p \tilde{u})
\]

\[
= z^p + p z^{2p-1} \tilde{u} + \sum_{m=2}^{p} \binom{p}{m} z^{p+m(p-1)} \tilde{u}^m f(z + z^p \tilde{u}).
\]
We may write \( f(z + z^p \tilde{u}) - f(z) = h_1(z, \tilde{u}) \) for a real-analytic function \( h_1 : \mathbb{C}^2 \to \mathbb{C} \) defined as

\[
h_1(z, \tilde{u}) \overset{\text{def}}{=} \sum_{m+n \geq 1}^{\infty} \frac{\partial^m \partial^n_z f(z)}{m!n!} (z^p \tilde{u})^m ((z^p \tilde{u}))^n .
\]

Note that there exist constants \( \delta_1, K_1 > 0 \) such that \( |h_1(x, y)| \leq K_1 |x^p y| \) whenever \( |x|, |y| < \delta_1 \). We may continue expanding \( u^p f(u) \) from (7) as below

\[
u^p f(u) = (z^p + pz^{2p-1} \tilde{u}) (f(z) + h_1(z, \tilde{u})) + z^p \left( \sum_{m=2}^p \left( \frac{p}{m} \right) m^{m(p-1)n} \right) f(z + z^p \tilde{u}).
\]

Equating \( u_t = i(\Delta u + u^p f(u)) \) and canceling terms we obtain

\[
z^p \tilde{u}_t = iz^p \Delta \tilde{u} + i (z^p + pz^{2p-1} \tilde{u}) h_1(z, \tilde{u}) + iz^p \left( \sum_{m=2}^p \left( \frac{p}{m} \right) m^{m(p-1)n} \right) f(z + z^p \tilde{u}).
\]

Define the real analytic function \( h : \mathbb{C}^2 \to \mathbb{C} \) by

\[
h(z, \tilde{u}) \overset{\text{def}}{=} (1 + pz^{p-1} \tilde{u}) h_1(z, \tilde{u}) + \left( \sum_{m=2}^p \left( \frac{p}{m} \right) m^{m(p-1)n} \right) f(z + z^p \tilde{u}).
\]

Dividing through by \( z^p \) we obtain

\[
\tilde{u}_t = i \Delta \tilde{u} + ih(z, \tilde{u}).
\]

Note further that there exist constants \( \delta, K > 0 \) such that \( |h(x, y)| \leq K |x^p y| \) whenever \( |x|, |y| < \delta \). \( \square \)

**Remark 2.1.** If \( f(u) = 1 \) as in (3), then \( h_1 = 0 \) and we have

\[
h(\zeta(t), \tilde{u}) = \sum_{m=2}^p \left( \frac{p}{m} \right) \zeta(t)^{m(p-1)n} \tilde{u}^m.
\]

To perform our analysis, we work with functions with Fourier coefficients in \( \ell^1_{\nu, d} \), see Definition 1.2. That is, we define \( a : \mathbb{R} \to \ell^1_{\nu, d} \) to be the Fourier coefficients of \( u \) according to

\[
u(t, x) \overset{\text{def}}{=} \sum_{k \in \mathbb{Z}^d} a_k(t) e^{ikx}.
\]

Associated with the multiplication of two functions \( u, w : \mathbb{T}^d \to \mathbb{C} \) is the discrete convolution \( \ast : \ell^1_{\nu, d} \times \ell^1_{\nu, d} \to \ell^1_{\nu, d} \). That is, given two sequences \( b = (b_k)_{k \in \mathbb{Z}^d}, c = (c_k)_{k \in \mathbb{Z}^d} \in \ell^1_{\nu, d} \), their discrete convolution \( b \ast c = ((b \ast c)_k)_{k \in \mathbb{Z}^d} \) is given component-wise by

\[
(b \ast c)_k = \sum_{k_1 + k_2 = k} b_{k_1} c_{k_2}.
\]

We note that \( \ell^1_{\nu, d} \) is a Banach algebra; if \( b, c \in \ell^1_{\nu, d} \) then \( \|b \ast c\| \leq \|b\| \|c\| \). Moreover, for \( b \in \ell^1_{\nu, d} \) we recursively define \( b^1 \overset{\text{def}}{=} b \) and \( b^n \overset{\text{def}}{=} b^{n-1} \ast b \). In this manner, if \( u_0 : \mathbb{T}^d \to \mathbb{C} \) has Fourier coefficients \( b \in \ell^1_{\nu, d} \), and \( f(z) = \sum_{n \in \mathbb{N}} a_n z^n \) is an analytic function with coefficients \( a_n \in \mathbb{C}, n \geq 0 \), then

\[
f(u_0(x)) = \sum_{k \in \mathbb{Z}^d} \tilde{f}(b)_k e^{ikx}, \quad \tilde{f}(b) \overset{\text{def}}{=} \sum_{n \in \mathbb{N}} a_n b^n.
\]

Similarly, we are able to naturally extend a real analytic function \( f : \mathbb{C} \to \mathbb{C} \) to a real analytic function \( \tilde{f} : \ell^1_{\nu, d} \to \ell^1_{\nu, d} \). When it is notationally convenient (ie always) we will write \( \tilde{f} \) as \( f \).

Furthermore, let us define the inclusion map \( i^0 : \mathbb{C} \to \ell^1_{\nu, d} \) onto the zeroth Fourier coefficient; for \( z \in \mathbb{C} \) define \( (i^0(z))_k \) as equal to \( z \) if \( k = 0 \), and 0 otherwise.
Remark 2.2. Suppose u is a solution to (1) with time varying Fourier coefficients \( a(t) \in \ell^1_{\nu,d} \). Then for \( z(t) \) as in Proposition 2.1 and \( \tilde{a}(t) \in \ell^1_{\nu,d} \) denoting the time varying Fourier coefficients of \( \tilde{a} \) with \( a(t) = \tilde{a}(t) + z(t)\tilde{a}(t) \), it follows that

\[
(\partial_t \tilde{a})_k = -ik^2 \omega^2 \tilde{a} + ih(z(t), \tilde{a}), \quad k \in \mathbb{Z}^d.
\]

To illustrate our approach for proving global existence, and to obtain sharper results, we first treat the case of equation (3). Note in Figure 3 that each equilibrium has “stable sectors” of solutions approaching zero with monotonically decreasing norm. From the explicit solution \( \zeta(t) \) in (6) with \( z_0 = r_0 e^{i\theta_0} \) we may write

\[
|\zeta(t)|^{p-1} = \left| \frac{z_0^{p-1}}{1 - i(p-1)z_0^{p-1}t} \right| = \left| \frac{r_0^{p-1}}{1 + t(p-1)r_0^{p-1}(\sin(p-1)\theta_0 - i\cos(p-1)\theta_0)} \right|. \tag{8}
\]

Hence, if \( \sin(p-1)\theta_0 \geq 0 \) then \( |\zeta(t)| \) monotonically decreases. We define these stable regions below.

Definition 2.2. For any \( \rho_0 > 0 \) define the region

\[
B(\rho_0) \overset{\text{def}}{=} \{ z \in \mathbb{C} : 0 \leq (p-1)\text{Arg}(z) \mod 2\pi \leq \pi; |z| \leq \rho_0 \}.
\]

For the nonlinearity given in (3), we may obtain an explicit region within which points converge to 0.

Theorem 2.3. Consider (3) with \( p \geq 2 \). Fix \( 0 < \rho_0, \rho_1 \) and define the set

\[
B(\rho_0, \rho_1) \overset{\text{def}}{=} \{ \phi + t^\nu(z_0) \in \ell^1_{\nu,d} : z_0 \in B(\rho_0) \subseteq \mathbb{C}; \|\phi\| \leq \rho_1|z_0|^p \}.
\]

Define \( P(r, \rho_0) \) as

\[
P(r, \rho_0) \overset{\text{def}}{=} \frac{\rho_0}{m-2} \left( \frac{p-1}{2(p-1)} \right)^{m-1}.
\]

If there exists some \( r > 0 \) such that

\[
\rho_1 \exp \left\{ \frac{\pi}{2} P(r, \rho_0) \right\} < r,
\]

then solutions of points \( a(0) = \phi + t^\nu(z_0) \in B(\rho_0, \rho_1) \) under (3) will exist for all positive time, converge to zero, and satisfy \( \|a(t) - t^\nu(\zeta(t))\| \leq r|\zeta(t)|^p \) for \( \zeta(t) \) in (6).

Proof. Using the Fourier ansatz as discussed in Remark 2.2 and using the explicit form of \( h \) given in Remark 2.1, we obtain a differential equation on the Fourier coefficients

\[
\partial_t \tilde{a}_k = -ik^2 \omega^2 \tilde{a}_k + i \sum_{m=2}^p \binom{p}{m} \zeta(t)^{p-1}m(\tilde{a}^m)_k,
\]

for \( \zeta \) defined in (6). Define \( \tilde{\phi} = z_0^{-p} \phi \). By variation of constants we obtain:

\[
\tilde{a}_k(t) = e^{-ik^2 \omega^2 t} \tilde{\phi}_k + \int_0^t e^{-ik^2 \omega^2 (t-s)} i \sum_{m=2}^p \binom{p}{m} \zeta(s)^{p-1}m(\tilde{a}^m)_k ds.
\]

Note from (8) that for \( z_0 \in B_0(\rho_0) \) we have \( |\zeta(t)|^{m(p-1)} \leq \rho_0^{(m-2)(p-1)}|\zeta(t)|^{2(p-1)} \) for \( m \geq 2 \). Moreover, for \( \text{Arg}(z_0) = \theta_0 \) the norm of \( \zeta(t) \) is maximized when \( 0 = \sin(p-1)\theta_0 \), hence

\[
|\zeta(t)|^{2(p-1)} \leq \frac{|z_0^{-p}e^{i\theta_0}|^2}{1 + |(p-1)z_0^{-p}|^2 t^2}.
\]

10
For \( r \geq \| \hat{\phi} \| \) define \( T = \sup\{ t \geq 0 : \| \hat{a}(t) \| \leq r \} \). Taking norms in the variation of constants formula and applying Banach algebra estimates, we obtain for \( t \in [0, T] \) that

\[
\| \hat{a}(t) \| \leq \| \hat{\phi} \| + \int_0^t \sum_{m=2}^p \left( \frac{p}{m} \right) |\zeta(s)|^{m(p-1)} \| \hat{a}(s) \| \, ds
\]

\[
\leq \| \hat{\phi} \| + \int_0^t \sum_{m=2}^p \left( \frac{p}{m} \right) |\zeta(s)|^{2(p-1)} \rho_0^{(m-2)(p-1)} \| \hat{a}(s) \| r^{m-1} ds.
\]

Then for \( P(r, \rho_0) \) defined in (9) we have

\[
\| \hat{a}(t) \| \leq \int_0^t \rho_0^{-(p-1)} P(r, \rho_0) |\zeta(s)|^{2(p-1)} \| \hat{a}(s) \| \, ds.
\]

In anticipation of applying Grönwall’s inequality we compute

\[
\int_0^t \rho_0^{-(p-1)} P(r, \rho_0) |\zeta(s)|^{2(p-1)} ds \leq \frac{P(r, \rho_0)}{\rho_0^{p-1}} \int_0^t \frac{|z_0^{p-1}|^2}{1 + |(p-1)z_0^{p-1}|^2} ds
\]

\[
\leq \frac{P(r, \rho_0)}{(p-1)} \arctan((p-1)z_0^{p-1}|t)
\]

\[
< \frac{\pi}{2} \frac{P(r, \rho_0)}{(p-1)}.
\]

Thus from Grönwall’s inequality we obtain:

\[
\| \hat{a}(t) \| < \| \hat{\phi} \| \exp \left\{ \frac{\pi}{2} \frac{P(r, \rho_0)}{(p-1)} \right\} \leq \rho_1 \exp \left\{ \frac{\pi}{2} \frac{P(r, \rho_0)}{(p-1)} \right\} \quad \forall t \in [0, T].
\]

Assuming that (10) holds, then \( \| \hat{a}(t) \| < r \) for all \( t \in [0, T] \), whence \( T = +\infty \). Hence solutions \( u \) to (3) with Fourier coefficients \( a(t) = \iota^0(\zeta(t)) + \zeta(t)^p \hat{a}(t) \) exist for all positive time, and its Fourier coefficients satisfy \( \| a(t) - \iota^0(\zeta(t)) \| \leq r |\zeta(t)|^p \), with \( \zeta \to 0 \) as \( t \to \infty \).

\[ \square \]

**Proof of Theorem 1.3.** Letting \( \phi \) denote the Fourier coefficients of \( u_0 \). The result follows from Theorem 2.3 with a particular choice of constants. Note that as \( \| \phi \| < C_p |z_0| \), we may choose some \( \rho_1 < C_p |z_0|^{-(p-1)} \) such that \( \| \phi \| \leq \rho_1 |\zeta_0|^p \). Fix \( \rho_0 = |z_0| \) and for \( \vartheta = \text{Arg}(z_0) \mod 2\pi \) suppose \( 0 \leq \vartheta \leq \pi \), hence \( \iota^0(z_0) + \phi \in B(\rho_0, \rho_1) \). If we choose \( r = 1/\rho_0^{p-1} \) then \( P(r, \rho_0) = P(1, 1) = 2^p - (p+1) \). Thus condition (10) reduces to

\[
\rho_1 < \exp \left\{ \frac{\pi}{2} \frac{P(1, 1)}{(p-1)} \right\} r = \frac{C_p}{\rho_0^{p-1}}
\]

which is indeed satisfied for our choice of \( \rho_1 \). By Theorem 2.3 the Fourier coefficients \( a(t) \) of \( u(t) \) exist for all \( t \geq 0 \) and \( \lim_{t \to +\infty} a(t) = 0 \). The bound on the rate of decay follows from the estimate in (11), combined with the estimate \( \| a(t) - \iota^0(\zeta(t)) \| \leq r |\zeta(t)|^p \) from Theorem 2.3. The result for \( \pi \leq \vartheta \leq 2\pi \) follows with parity.

\[ \square \]

**Remark 2.3.** In the case \( p = 2 \), then inequality (10) becomes \( \rho_1 \exp \{ \frac{\pi}{2} \rho_0 r \} < r \).

To generalize this to nonlinearities of the form in (1), it is generally not possible to write down explicit solutions to the homogeneous equation \( z' = iz^p f(z) \). Instead, we use the estimate below, which shows that solutions in the stable sectors converge to zero sufficiently fast.

**Proposition 2.4.** For real analytic \( f : \mathbb{C} \to \mathbb{C} \) with \( f(0) \neq 0 \) let the flow \( z(t, z_0) = r(t, z_0)e^{i\vartheta(t, z_0)} \) denote the solution to the differential equation \( \dot{z} = iz^p f(z) \) with initial condition \( z_0 \). Define the set

\[
B_0(\rho_0) \overset{\text{def}}{=} \left\{ z_0 \in \mathbb{C} : |z_0| \leq \rho_0, \frac{d}{dt} r(0, z_0) \leq 0 \right\}.
\]
For sufficiently small $\rho_0 > 0$, there exists a constant $C > 0$ such that all solutions $z(t)$ with initial condition $z(0) = z_0 \in B_0(\rho_0)$ satisfy
\[ \int_0^\infty |z(t)|^p \, dt \leq C|z_0|. \] (13)

**Proof.** We first write the differential equation $\dot{z} = iz^p f(z)$ in polar coordinates. Writing $z = re^{i\theta}$, the equations $z' = iz^p f(z)$ and $(z^*)' = (iz^p f(z))^*$ become
\[ \dot{r}e^{i\theta} + r\dot{\theta}e^{i\theta} = ir^p e^{ip\theta} f(re^{i\theta}) \]
\[ \dot{r}e^{-i\theta} - r\dot{\theta}e^{-i\theta} = -ir^p e^{-ip\theta} (f(re^{i\theta}))^*. \]

From this we obtain expressions for $\dot{r}$ and $\dot{\theta}$ below
\[ \dot{r} = \frac{ip}{2} \left( e^{i(p-1)\theta} f(re^{i\theta}) - e^{-i(p-1)\theta} (f(re^{i\theta}))^* \right) \]
\[ \dot{\theta} = \frac{p-1}{2} \left( e^{i(p-1)\theta} f(re^{i\theta}) + e^{-i(p-1)\theta} (f(re^{i\theta}))^* \right). \]

As a real analytic function, we may write $f$ as a convergent power series $f(z) = \sum_{m,n=0}^\infty b_{m,n} z^m (z^*)^n$ for coefficients $\{b_{m,n}\}_{m,n \in \mathbb{N}}$, thus obtaining
\[ \dot{r} = -r^p \sum_{m,n=0}^\infty r^{m+n} \left( \frac{b_{m,n} e^{i(m-n+p-1)\theta} - b_{m,n}^* e^{-i(m-n+p-1)\theta}}{2i} \right) \]
\[ \dot{\theta} = r^{p-1} \sum_{m,n=0}^\infty r^{m+n} \left( \frac{b_{m,n} e^{i(m-n+p-1)\theta} + b_{m,n}^* e^{-i(m-n+p-1)\theta}}{2} \right). \]

Let us write $b_{m,n} = R_{m,n} e^{i\varphi_{m,n}}$. Using the identities for sin and cos we obtain
\[ \dot{r} = -r^p \sum_{m,n=0}^\infty r^{m+n} R_{m,n} \sin \left( (m - n + p - 1)\theta + \varphi_{m,n} \right) \] (14)
\[ \dot{\theta} = r^{p-1} \sum_{m,n=0}^\infty r^{m+n} R_{m,n} \cos \left( (m - n + p - 1)\theta + \varphi_{m,n} \right). \]

Thus, we have a nice expression for the dynamics on the space $\mathbb{R} \times S^1$. Let us define the two spaces $B_1, B_2$ such that $B_1 \cup B_2 = B_0(\rho_0)$ under the identification $C = \mathbb{R}_+ \times S^1$, see Figure 4.
\[ B_1 = \{(r, \theta) \in \mathbb{R} \times S^1 : r \leq \rho_0, |(p-1)\theta + \vartheta_{0,0} - \frac{\pi}{2}| \leq \frac{\pi}{2} \} \]
\[ B_2 = \{(r, \theta) : r \leq \rho_0, |(p-1)\theta + \vartheta_{0,0} - \frac{\pi}{2}| \leq \frac{\pi}{2} \leq 2(\pi - \vartheta_{0,0}) \} \] (16)

We show that for $\rho_0$ small enough, every initial condition $(r_0, \theta_0) \in B_2$ will enter $B_1$ within time $T = \mathcal{O}(|r_0|^{p-1})$. To do so, let us define the set of points in $\mathbb{R}_+ \times S^1$ with zero radial derivative,
\[ \mathcal{R} = \mathcal{R}(\rho_0) = \{(r, \theta) \in \mathbb{R}_+ \times S^1 : \dot{r} = 0, r \leq \rho_0 \}. \] (15)

As $f(0) \neq 0$ and thereby $R_{0,0} \neq 0$, by the implicit function theorem $\mathcal{R}$ may be locally written as the union of $2(p-1)$ smooth curves $(r, \Theta_j(r))$ with $\Theta_j(0) = \frac{\pi - \vartheta_{0,0}}{p-1}$ for $1 \leq j \leq 2(p-1)$. Hence, there exists some $\rho_0$ sufficiently small and finite $\eta = \Theta'(0) + \mathcal{O}(\rho_0)$ such that $B_2 \subseteq B'_2$ where
\[ B'_2 = \{(r, \theta) \in \mathbb{R} \times S^1 : r \leq \rho_0, \frac{\pi}{2} \leq |(p-1)\theta + \vartheta_{0,0} - \frac{\pi}{2}| \leq \frac{\pi}{2} + \eta r \}. \]

Recall from (14) that
\[ \dot{r} = -r^p R_{0,0} \sin((p-1)\theta + \vartheta_{0,0}) + \mathcal{O}(|r|^{p+1}) \]
\[ \dot{\theta} = r^{p-1} R_{0,0} \cos((p-1)\theta + \vartheta_{0,0}) + \mathcal{O}(|r|^p) \]
(17)
Figure 4: The blown-up dynamics on $\mathbb{R}^+ \times S^1$ for $p = 2$ and $\vartheta_{0,0} = 0$ whence (5) becomes $\dot{z} = iz^2$. The set $B_1$ is represented by the inner orange region, and the set $B_2$ is represented by the outer green region.

and note that for $(r, \theta) \in B_2'$ and $\rho_0$ sufficiently small we have

$$\sin \left((p-1)\theta + \vartheta_{0,0}\right) \in \left\{ \cos(\varphi) : \varphi \in \left[-\frac{\pi}{2} - \eta \rho_0, -\frac{\pi}{4}\right] \cup \left[\frac{\pi}{4}, \frac{\pi}{2} + \eta \rho_0\right]\right\} \subseteq \left[-\sin(\eta \rho_0), \frac{1}{\sqrt{2}}\right]$$

$$\cos \left((p-1)\theta + \vartheta_{0,0}\right) \in \left\{ -\sin(\varphi) : \varphi \in \left[-\frac{\pi}{2} - \eta \rho_0, -\frac{\pi}{4}\right] \cup \left[\frac{\pi}{4}, \frac{\pi}{2} + \eta \rho_0\right]\right\} \subseteq \left[\frac{1}{\sqrt{2}}, 1\right] \cup \left[-\frac{1}{\sqrt{2}}, -1\right].$$

To bound the higher order terms in (16) and (17) we define

$$K = K(\rho_0) \overset{\text{def}}{=} \sum_{m+n \geq 1} R_{m,n} \rho_0^m \rho_0^n.$$

Note that $K \to 0$ as $\rho_0 \to 0$. Computing from (14) we thus obtain a lower bound on $\dot{r}$ below

$$\dot{r} \geq -r^p \left(\frac{R_{0,0}}{\sqrt{2}} + K\right).$$

Define $\delta_1 = \left(\frac{R_{0,0}}{\sqrt{2}} + K\right)$. By solving the differential equation $r' = -\delta_1 r^p$ we obtain a lower bound on $r(t)$ as below

$$r(t) \geq \frac{r_0}{\left(1 + r_0^{p-1} \delta_1 t\right)^{1/p-1}}.$$

We can now estimate how long it takes points in $B_2$ to enter $B_1$. Without loss of generality suppose that $(r, \theta)$ is in the left half of $B_2$, that is $-\eta \rho_0 \leq (p-1)\theta + \vartheta_{0,0} \leq \frac{\pi}{4}$, whereby $\cos((p-1)\theta + \vartheta_{0,0}) \geq 1/\sqrt{2}$. We estimate how fast $\theta$ increases, with the goal of estimating when $(p-1)\theta(t) + \vartheta_{0,0} \geq \frac{\pi}{4}$. Suppose $\rho_0 > 0$ is small enough so that $K < \frac{R_{0,0}}{\sqrt{2}}$, and define $\delta_2 = \left(\frac{R_{0,0}}{\sqrt{2}} - K\right)$, whence $\delta_2 > 0$. It follows that

$$\dot{\theta} \geq r^{p-1} R_{0,0} \cos((p-1)\theta + \vartheta_{0,0}) - r^{p-1} K$$

$$\geq r(t)^{p-1} \left(\frac{R_{0,0}}{\sqrt{2}} - K\right)$$

$$\geq \frac{r_0^{p-1} \delta_2}{1 + r_0^{p-1} \delta_1 t}.$$
Theorem 2.5. We wish to know when solutions of initial conditions \((r, \theta)\) will enter into region \(B_1\), that is, a value of \(T\) for which \((p - 1)\theta(T) + \vartheta_{0,0} \geq \frac{\pi}{4}\). This occurs when \(\vartheta(t) - \vartheta_0 \geq \frac{\pi + \vartheta_{0,0}}{p - 1}\), thus we obtain the following

\[
T \defeq \frac{\exp \left( \frac{\vartheta(0)}{\vartheta_{0,0}} \right) - 1}{r_0^{p-1}} = \frac{T_0}{r_0^{p-1}}.
\]

for \(T_0 > 0\) appropriately defined.

Since \(\dot{r} \leq 0\) for points in \(B_2\), then \(r(T) \leq r_0\). For points in \(B_1\), we have that \(\dot{r} \leq -r^p \left( \frac{\vartheta_{0,0}}{\sqrt{T}} - K \right) = -\delta_2 r^p\). Again, by solving this differential equation we obtain the estimate

\[
r(t) \leq \begin{cases} r_0 & 0 \leq t \leq T \\ \frac{r_0}{1 + r_0^{p-1} \delta_2 (t - T)} & T \leq t. \end{cases}
\]

Integrating the \(p\)-th power, we obtain:

\[
\int_0^\infty |z(t)|^p dt \leq r_0^p T + \int_T^\infty \frac{r_0^p}{\left(1 + r_0^{p-1} \delta_2 (t - T)\right)^{p-1}} dt = r_0 \left( T_0 + \frac{p-1}{\delta_2}\right).
\]

Hence, for \(C = T_0 + \frac{p-1}{\delta_2}\) we obtain the inequality in (13).

\[
\square
\]

\textbf{Theorem 2.5.} Consider (1) with \(p \geq 2\) and define \(B_0(\rho_0)\) as in (12) and define

\[
\mathcal{B}(\rho_0, \rho_1) \defeq \{ \phi + i^\theta(z_0) \in \ell^1_{\nu,d} : z_0 \in B_0(\rho_0) \subseteq \mathbb{C}; \|\phi\| \leq \rho_1 |z_0|^p \}.
\]

There exists some \(\rho_0, \rho_1 > 0\) such that solutions of (1) whose initial data has Fourier coefficients in \(\mathcal{B}(\rho_0, \rho_1)\) will exist for all positive time and converge to zero as \(t \to \infty\).

\textbf{Proof.} Let us consider \(\rho_0, \rho_1 > 0\) and reserve the freedom to take these constants sufficiently small later in the proof. For \(z_0 \in B_0(\rho_0)\) consider \(\phi + i^\theta(z_0) \in \mathcal{B}(\rho_0, \rho_1)\), and let \(a(t) \in \ell^1_{\nu,d}\) denote the time varying Fourier coefficients of the solution of (1) with Fourier coefficients having the initial condition \(a(0) = \phi + i^\theta(z_0)\). Define \(z(t) : \mathbb{R}_+ \to \mathbb{C}\) to be the solution of \(z' = iz^p f(z)\) with initial condition \(z_0\). Define time varying Fourier coefficients \(\tilde{a}(t) \in \ell^1_{\nu,d}\) by \(a(t) = z(t) + z(t)^p \tilde{a}(t)\), and define \(\phi = z_0^{-p} \phi_k\) whereby \(\tilde{a}(0) = \tilde{\phi} = \phi\) and \(\|\tilde{\phi}\| \leq \rho_1\). By Proposition 2.1 and Remark 2.2 there exists an analytic function \(h\) such that the solution of \(\tilde{a}\) satisfies

\[
\tilde{a}_t = i \Delta \tilde{a} + ih(z, \tilde{a}).
\]

Moreover, there exists some \(\delta, K > 0\) such that \(\|h(z, \tilde{a})\| < \|z^p \tilde{a}\| K\) for all \(|z(t)|, \|\tilde{a}\| \leq \delta\). Fix \(\rho_0 < \delta/2\), and also sufficiently small such that Proposition 2.4 applies. Further note that \(|z(t)| \leq \rho_0\) is monotonically decreasing in \(t\). For any \(0 < r < \delta\) define \(T = \sup\{t \geq 0 : \|\tilde{a}(t)\| \leq r\}\). By variation of constants we obtain

\[
\|\tilde{a}(t)\| \leq \|\tilde{\phi}\| + \int_0^t \|h(z(s), \tilde{a}(s))\| ds \quad \forall t \in [0, T].
\]

Using the estimate on \(h\) from Proposition 2.1 we obtain:

\[
\|\tilde{a}(t)\| \leq \|\tilde{\phi}\| + \int_0^t \|z(s)^p \tilde{a}(s)\| K ds \quad \forall t \in [0, T].
\]
Applying Grönwall’s inequality and using the estimate \( \|\dot{a}(s)\| \leq r \) and Proposition 2.4 we have the bound
\[
\|\dot{a}(t)\| \leq \|\hat{a}\| \exp \left\{ \int_0^t |z(s)|^p r K ds \right\} < \|\hat{a}\| \exp\{CrK|z_0|\}.
\]
By fixing \( \rho_1 < \exp\{-CrK\rho_0\} \), it follows that \( \|\hat{a}\| \exp\{CrK|z_0|\} \) is less than \( r \), whereby \( \|\dot{a}(t)\| < r \) for all \( t \in [0,T] \). Hence \( T = +\infty \), and the solution \( u \) to (1) with Fourier coefficients \( a(t) = i^0(z(t)) + z(t)^p \dot{a}(t) \) exists for all time, and its Fourier coefficients satisfy \( |a(t) - i^0(z(t))| \leq r |z(t)|^p \), with \( z \to 0 \) as \( t \to \infty \).

**Proof of Theorem 1.4.** The result for solutions converging to zero in forward time follows immediately from Theorem 2.5. To obtain the rate at which solutions decay to zero, if \( z(t) \) solves \( \ddot{z} = iz^p f(z) \) then by (18) there exists some \( K > 0 \) such that \( |z(t)| \leq K|t|^{-1/(p-1)} \), and from the proof of Theorem 1.4 we have \( |a(t) - i^0(z(t))| \leq r |z(t)|^p \) as \( t \to \infty \). The result for solutions converging to zero in backward time follows with parity, and is left to the reader.

**Proof of Theorem 1.5.** Recall our definition of \( \mathcal{R}(\rho_0) \subseteq \mathbb{R}_+ \times S^1 \equiv C \) in (15) of points whose radial derivative is zero under the dynamics of \( \theta' = iz^pf(z) \). Letting \( i^0 : C \to l^1_{\nu,d} \) denote the section from \( C \) to the zero-Fourier coefficient of \( l^1_{\nu,d} \), note that \( B(\rho_0, \rho_1) \) – the set of points we just proved converge in norm to 0 in forward time – forms an open neighborhood about \( i^0(\mathcal{R}(\rho_0)) \). As the NLS is time reversible, it follows with parity that for \( \rho_0', \rho_1' > 0 \) there exists an open set \( B'(\rho_0', \rho_1') \) about \( i^0(\mathcal{R}(\rho_0)) \) which converges in norm to 0 in backward time. As \( \mathcal{R}(\rho_0) \cap \mathcal{R}(\rho_0') \neq \emptyset \), then \( \mathcal{U} = B(\rho_0, \rho_1) \cap B'(\rho_0', \rho_1') \) is a nontrivial open set comprised of solutions which are homoclinic to 0.

**Proof of Theorem 1.6.** As \( F \) is analytic on \( X \) and \( i_X : C^\omega(\mathbb{T}^d, \mathbb{C}) \to X \) is a continuous embedding, the induced functional \( \tilde{F} = F \circ i_X \) on \( C^\omega \) is analytic. By Theorem 1.5 there exists an open set \( U \subseteq C^\omega \) of solutions to (1) which are homoclinic to the 0 equilibrium. It follows that on all of \( \mathcal{U} \), the function \( \tilde{F} \) is constant and equal to \( \tilde{F}(0) \). Since \( \tilde{F} \) is analytic it must be constant on all of \( C^\omega \). As \( C^\omega(\mathbb{T}^d, \mathbb{C}) \subseteq X \) is dense, then \( F \) must be constant on all of \( X \).

**Proof of Proposition 1.8.** Suppose such a solution \( u(t, x) = \psi(t)\phi(x) \) exists. If there is a point \( t_0 \in \mathbb{R} \) for which \( \psi(t_0) = 0 \), then \( \psi(t) = 0 \) for all \( t \in \mathbb{R} \). So without loss of generality let us suppose that \( \psi(t) = e^{\theta(t)} \) for a complex valued function \( \theta : \mathbb{R} \to \mathbb{C} \). Assuming that \( e^{\theta(t)}\phi(x) \) solves (3), we obtain
\[
-i\theta'(t)e^{\theta(t)}\phi(x) = e^{\theta(t)}\triangle \phi(x) + e^{\theta(t)}\phi^p(x).
\]
Rearranging, dividing by \( e^{\theta(t)} \) and collecting terms, we see that
\[
\triangle \phi(x) = \phi(x) \left( -i\theta'(t) + e^{(p-1)\theta(t)}\phi^{p-1}(x) \right).
\]
If we take the time derivative of this expression, then both sides of the equation above must be zero, thereby
\[
0 = -i\theta''(t) + (p-1)\theta'(t)e^{(p-1)\theta(t)}\phi^{p-1}(x).
\]
Taking a spatial derivative, we thus obtain
\[
0 = (p-1)^2\theta'(t)e^{(p-1)\theta(t)}\phi^{p-2}(x)\partial_x\phi(x)
\]
\[
= \theta'(t)\phi^{p-2}(x)\partial_x\phi(x).
\]
Hence, either \( \theta'(t) \equiv 0 \) or \( \partial_x\phi(x) \equiv 0 \). That is to say either \( \theta(t) \) or \( \phi(x) \) is constant.
3 Unstable manifold of nontrivial equilibria

In this section, we fix the dimension of the domain to be $d = 1$ and we combine the Parameterization Method (e.g., see [8–10]) and rigorous numerics to parameterize one-dimensional subsets of unstable manifolds of steady states of the NLS equation

$$u_t = i(u_{xx} + u^2).$$

(19)

For the sake of simplicity of the presentation, denote $\ell^1_\nu = \ell^1_{\nu,1}$. Also denote by $a * b$ the discrete convolution of $a, b \in \ell^1_\nu$. Proceeding formally for the moment, solutions of (19) may be expanded in Fourier series as

$$u(t, x) \stackrel{\text{def}}{=} \sum_{k \in \mathbb{Z}} a_k(t) e^{ik\omega x},$$

(20)

and matching like terms, this leads to the infinite system of nonlinear ODEs

$$\dot{a}_k(t) = g_k(a) \stackrel{\text{def}}{=} i (-k^2 \omega^2 a_k + (a^2)_k),$$

(21)

where $a^2 = a * a$.

**Remark 3.1 (Symmetry assumption).** Throughout the rest of this section we make the assumption that the Fourier coefficients in (20) satisfy the symmetry

$$a_{-k}(t) = a_k(t), \quad \text{for all } k \in \mathbb{Z}. \quad (22)$$

We are interested in solutions of (21) whose spectral representation have decaying coefficients. So, recalling Definition 1.2 and the symmetry assumption (22), let

$$\ell^1_\nu \stackrel{\text{def}}{=} \left\{ a = (a_k)_{k \geq 0} : |a|_\nu \stackrel{\text{def}}{=} |a_0| + 2 \sum_{k=1}^{\infty} |a_k| \nu^k < \infty \right\}. \quad (23)$$

Note that restricting to assumption (22), $\ell^1_\nu = \ell^1_{\nu,0}$ for $d = 1$. Given two sequences $a = (a_k)_{k \geq 0}, b = (b_k)_{k \geq 0} \in \ell^1_\nu$ defined in (23), their discrete convolution $a * b = ((a * b)_k)_{k \geq 0}$ is given component-wise by

$$(a * b)_k = \sum_{k_1 + k_2 = k} a_{k_1} b_{k_2}. \quad (24)$$

Denote $g(a) = (g_k(a))_{k \in \mathbb{Z}}$, so that (21) can be more densely written as $\dot{a} = g(a)$, which is an ODE defined on the Banach space $\ell^1_\nu$.

In Theorem 1.7 we establish via computer-assisted proof the existence of a steady state $\tilde{a} \in \ell^1_\nu$ (that is $g(\tilde{a}) = 0$) and of an eigenpair $(\tilde{\lambda}, \tilde{\nu}) \in \mathbb{C} \times \ell^1_{\nu,0}$ satisfying $Dg(\tilde{a}) \tilde{\nu} = \tilde{\lambda} \tilde{\nu}$ with $\text{Re}(\tilde{\lambda}) > 0$. The details of the computation of $\tilde{a}$ and $(\tilde{\lambda}, \tilde{\nu})$ can be found in Appendix A.1. More explicitly, for all $k \in \mathbb{Z}$, this implies that

$$-k^2 \omega^2 \tilde{a}_k + (\tilde{a}^2)_k = 0 \quad \text{and} \quad -k^2 \omega^2 \tilde{\nu}_k + 2 \left( \tilde{a} \cdot \tilde{b} \right)_k = \tilde{\lambda} \tilde{\nu}_k = 0. \quad (25)$$

Note that for $\tilde{a}$ and $\tilde{\nu}$, we assume that the symmetry condition (22) holds. The (computer-assisted) approach to obtain the steady state $\tilde{a}$ and the eigenpair $(\tilde{\lambda}, \tilde{\nu})$ is presented in Section A.1.

From now on, we follow closely the approach presented in [61], and present a rigorous computational approach to parameterize a subset of the unstable manifold of $\tilde{a}$ given by

$$W^u(\tilde{a}) \stackrel{\text{def}}{=} \left\{ a_0 \mid \exists \text{ a solution } a(t) \text{ of (21) with } a(0) = a_0 \text{ and } \lim_{t \to -\infty} a(t) = \tilde{a} \right\}. \quad (26)$$

Denote $D = \{ z \in \mathbb{C} : |z| \leq 1 \}$ the closed unit disk centered at 0 in the complex plane. We look for a function $P : D \to \ell^1_\nu$ such that

$$g(P(\sigma)) = \tilde{\lambda} \sigma DP(\sigma), \quad \text{for all } \sigma \in D, \quad (26)$$
subject to the first order constraints

\[ P(0) = \tilde{a} \quad \text{and} \quad DP(0) = \tilde{b}. \quad (27) \]

We refer to equation (26) as the invariance equation subject to the first order constraints Lemma 3.1. Assume that \( P : \mathbb{D} \to \ell^1_{\nu} \) solves (26) subject to the first order constraints of (27). Then for every \( \sigma \in \mathbb{D} \) the function

\[ a(t) \overset{\text{def}}{=} P(e^{\lambda t} \sigma) \]

solves the differential equation on \( \ell^1_{\nu} \), given by \( \dot{a} = g(a) \) on \( (\infty, 0) \). Moreover, since \( a(0) = P(\sigma) \in \text{image}(P) \) and \( \lim_{t \to -\infty} a(t) = P(0) = \tilde{a} \), then \( P \) parameterizes a local unstable sub-manifold for \( \tilde{a} \), that is

\[ \text{image}(P) = P(\mathbb{D}) \subset W^u(\tilde{a}). \]

The strategy is now clear: compute a function \( P : \mathbb{D} \to \ell^1_{\nu} \) which solves (26) subject to the first order constraints of (27). We represent \( P \) as a power series

\[ P(\sigma) = \sum_{m \geq 0} p_m \sigma^m, \quad p_m \in \ell^1_{\nu}. \quad (28) \]

To represent the coefficients of the power series (28), we define the Banach space of infinite sequences of points in \( \ell^1_{\nu} \) given by

\[ X^\nu \overset{\text{def}}{=} \left\{ p = (p_m)_{m \geq 0} : p_m \in \ell^1_{\nu} \text{ and } \|p\|_\nu \overset{\text{def}}{=} \sum_{m \geq 0} |p_m|_\nu < \infty \right\}. \quad (29) \]

Note that any \( p \in X^\nu \) may be written as \( p = (p_{k,m})_{k,m \geq 0} \) and that the norm in \( X^\nu \) may be written as

\[ \|p\|_\nu = \sum_{m \geq 0} |p_m|_\nu = \sum_{m \geq 0} \left( |p_0,m| + 2 \sum_{k=1}^{\infty} |p_{k,m}|_\nu^k \right) = \sum_{k,m \geq 0} |p_{k,m}| \omega_k, \]

where we define the weights \( \omega = (\omega_k)_{k \geq 0} \) by \( \omega_0 = 1 \) and \( \omega_k = 2 \nu^k \) for \( k \geq 1 \).

**Definition 3.2.** Given \( p,q \in X^\nu \), define their Taylor-Fourier product \( *_{TF} : X^\nu \times X^\nu \to X^\nu \) by

\[ (p *_{TF} q)_m \overset{\text{def}}{=} \sum_{\ell=0}^m p_{\ell} * q_{m-\ell}, \]

where \( * : \ell^1_{\nu} \times \ell^1_{\nu} \to \ell^1_{\nu} \) is the standard discrete convolution.

We have the following result which makes \( (X^\nu, *_{TF}) \) a Banach algebra.

**Lemma 3.3.** Let \( p,q \in X^\nu \). Then

\[ \|p *_{TF} q\|_\nu \leq \|p\|_\nu \|q\|_\nu. \]

Proceeding formally for the moment, plugging the power series (27) in the invariance equation (26) and imposing the first order constraints (27) leads to look for a solution \( p \in X^\nu \) of \( f(p) = 0 \), where the map \( f = (f_{k,m})_{k,m \geq 0} \) is given by

\[ f_{k,m}(p) \overset{\text{def}}{=} \begin{cases} p_{k,0} - \tilde{a}_k, & m = 0, \ k \geq 0 \\ p_{k,1} - \tilde{b}_k, & m = 1, \ k \geq 0 \\ (\lambda m + ik^2 \omega^2) p_{k,m} - i(p *_{TF} p)_{k,m}, & m \geq 2, \ k \geq 0. \end{cases} \quad (30) \]
Since $(X^\nu, +_{TF})$ is a Banach algebra (see Lemma 3.3), then $f : X^\nu \to \hat{X}^\nu$, where

$$\hat{X}^\nu \overset{\text{def}}{=} \left\{ p = \{p_m\}_{m \geq 0} : \sum_{m \geq 0} \left( |p_{0,m}| + 2|p_{1,m}|\nu + 2\sum_{k=2}^{\infty} |p_{k,m}| \frac{\nu^k}{|\lambda m + ik^2\omega^2|} \right) < \infty \right\}.$$  

The following result resumes what we have achieved so far.

**Lemma 3.4.** Suppose that $p = (p_{k,m})_{k,m \geq 0} \in X^\nu$ solves $f(p) = 0$, and for each $m \geq 0$, denote $p_m = (p_{k,m})_{k \geq 0}$. Then, for each $\sigma \in \mathbb{D}$,

$$P(\sigma) \overset{\text{def}}{=} \sum_{m \geq 0} p_m \sigma^m \in W^u(\bar{a}).$$

The remaining part of this section introduces the method to compute rigorously an infinite dimensional vector $p \in X^\nu$ such that $f(p) = 0$. This is done using a Newton-Kantorovich type theorem, which we now introduce. Before that, denote by $B_r(y) \overset{\text{def}}{=} \{ q \in X^\nu : \|q - y\|_\nu \leq r \}$ the closed ball of radius $r > 0$ centered at $y \in X^\nu$.

**Theorem 3.5 (A Newton-Kantorovich type theorem).** Let $X$ and $X'$ be Banach spaces, $A^\dagger \in B(X, X')$ and $A \in B(X', X)$ be bounded linear operators. Consider a point $\bar{p} \in X$ (typically a numerical approximation) and assume that $f : X \to X'$ is Fréchet differentiable at $\bar{p}$. Moreover, assume that $A$ is injective and that $Af : X \to X$. Let $Y_0$, $Z_0$, and $Z_1$ be nonnegative constants, and a function $Z_2 : (0, \infty) \to (0, \infty)$ satisfying

$$\|Af(\bar{p})\|_X \leq Y_0$$  
$$\|I - AA^\dagger\|_{B(X)} \leq Z_0$$  
$$\|A[A^\dagger - Df(\bar{p})]\|_{B(X)} \leq Z_1,$$

$$\|A[Df(c) - Df(\bar{p})]\|_{B(X)} \leq Z_2(2)r, \quad \text{for all } q \in B_r(\bar{p}),$$

where $\|\cdot\|_{B(X)}$ denotes the operator norm. Define the radii polynomial by

$$p(r) \overset{\text{def}}{=} Z_2(r)r^2 - (1 - Z_1 - Z_0)r + Y_0. \quad (35)$$

If there exists $r_0 > 0$ such that $p(r_0) < 0$, then there exists a unique $\hat{p} \in B_{r_0}(\bar{p})$ such that $f(\hat{p}) = 0$.

The Banach spaces we choose to solve $f = 0$ are $X = X^\nu$ and $X' = \hat{X}^\nu$. An application of Theorem 3.5 requires computing a numerical approximation $\hat{p}$ of a zero of $f$ given in (30), which is done by introducing first a finite dimensional projection.

Given $M \geq 2$ (the Taylor projection) and $K > 0$ (the Fourier projection), we define the projections $\Pi^{(K,M)}, \Pi^{(\infty)} : X^\nu \to X^\nu$ by

$$\left( \Pi^{(K,M)}(p) \right)_{k,m} \overset{\text{def}}{=} \begin{cases} p_{k,m}, & \text{k = 0, \ldots, K and m = 0, \ldots, M} \\ 0, & \text{otherwise} \end{cases}$$

and

$$\Pi^{(\infty)} \overset{\text{def}}{=} I - \Pi^{(K,M)}.$$

Denote by $\iota^{(K,M)} : \mathbb{C}^{(K+1) \times (M+1)} \to X^\nu$ the natural inclusion defined by taking a vector $p = (p_{k,m})_{k=0,\ldots,K, m=0,\ldots,M} \in \mathbb{C}^{(K+1) \times (M+1)}$ and mapping it to $\iota^{(K,M)}(p) \in X^\nu$ as

$$\left( \iota^{(K,M)}(p) \right)_{k,m} \overset{\text{def}}{=} \begin{cases} p_{k,m}, & \text{k = 0, \ldots, K and m = 0, \ldots, M} \\ 0, & \text{otherwise}. \end{cases}$$

Define the finite dimensional projection mapping $f^{(K,M)} : \mathbb{C}^{(K+1) \times (M+1)} \to \mathbb{C}^{(K+1) \times (M+1)}$ by

$$f^{(K,M)}(p) \overset{\text{def}}{=} \Pi^{(K,M)} \left( f \left( \iota^{(K,M)}(p) \right) \right).$$
Assume that using Newton’s method, we computed \( \bar{p} \in \mathbb{C}^{(K+1) \times (M+1)} \) with \( f(K,M)(\bar{p}) \approx 0 \). The next step required to apply Theorem 3.5 is to define the operators \( A, A^\dagger \). To simplify the presentation we use the notation \( \bar{p} \) to represent \( \bar{p} \in \mathbb{C}^{(K+1) \times (M+1)} \) and \( \bar{p} \in X^\nu \), the natural inclusion in \( X^\nu \).

Given \( h \in X^\nu \), denote \( h(K,M) \overset{\text{def}}{=} \Pi(K,M)h \). Define the operator \( A^\dagger \) action-wise by

\[
(A^\dagger h)_{k,m} = \begin{cases} 
(Df(K,M)(\bar{p})h(K,M))_{k,m}, & k = 0, \ldots, K \text{ and } m = 0, \ldots, M \\
h_{k,m}, & k > K \text{ and } m = 0, 1 \\
(\lambda m + ik^2\omega^2) h_{k,m}, & \text{otherwise.}
\end{cases}
\]

(36)

If the projection dimensions \( K, M \) are taken large enough, it is expected that the operator \( A^\dagger \) defined in (36) acts as an approximation for the Fréchet derivative \( Df(\bar{p}) \).

Denote by \( \tilde{A}(K,M) \) a numerical inverse of the Jacobian matrix \( Df(K,M)(\bar{p}) \), that is

\[ \|I - \tilde{A}(K,M) Df(K,M)(\bar{p})\| \ll 1. \]

Define the operator \( A \) action-wise by

\[
(Ah)_{k,m} = \begin{cases} 
(A(K,M)h(K,M))_{k,m}, & k = 0, \ldots, K \text{ and } m = 0, \ldots, M \\
h_{k,m}, & k > K \text{ and } m = 0, 1 \\
(\lambda m + ik^2\omega^2)^{-1} h_{k,m}, & \text{otherwise.}
\end{cases}
\]

(37)

Denote

\[ \mu_{k,m} \overset{\text{def}}{=} \lambda m + ik^2\omega^2. \]

Let us decompose the matrix \( A(K,M) \in M_{(K+1)(M+1)}(\mathbb{C}) \) block-wise as

\[
A(K,M) = \begin{pmatrix}
A_{0,0}^{(K,M)} & A_{0,1}^{(K,M)} & \cdots & A_{0,M}^{(K,M)} \\
A_{1,0}^{(K,M)} & A_{1,1}^{(K,M)} & \cdots & A_{1,M}^{(K,M)} \\
\vdots & \vdots & \ddots & \vdots \\
A_{M,0}^{(K,M)} & A_{M,1}^{(K,M)} & \cdots & A_{M,M}^{(K,M)}
\end{pmatrix}
\]

so that it acts on \( h(K,M) \overset{\text{def}}{=} (h_0^{(K)}, \ldots, h_M^{(K)}) \in \mathbb{C}^{(K+1)(M+1)} \). Note that each block of \( A(K,M) \) is a matrix \( A_{1,i_2}^{(K,M)} \in M_{K+1}(\mathbb{C}) \) acting on \( h_{i_2}^{(K)} \in \mathbb{C}^{M+1} \). Thus we define \( A \) as

\[
A = \begin{pmatrix}
A_{0,0} & A_{0,1} & \cdots & A_{0,M} & 0 & \cdots \\
A_{1,0} & A_{1,1} & \cdots & A_{1,M} & 0 & \cdots \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots \\
A_{M,0} & A_{M,1} & \cdots & A_{M,M} & 0 & \cdots \\
0 & 0 & \cdots & 0 & A_{M+1,M+1} & \cdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots
\end{pmatrix},
\]

(38)

where each \( A_{j,m} \in B(\ell_2^n) \) and where the action of each block of \( A \) is finite (that is they act on \( h(K,M) = \Pi(K,M)h \) only) except for the diagonal blocks \( A_{j,j} \). More explicitly, for \( m = 0, 1, \)

\[
(A_{m,m}h_m)_k = \begin{cases} 
(A_{m,m}h_m)_k \text{ for } k = 0, \ldots, K, \\
(h_m)_k \text{ for } k > K,
\end{cases}
\]

for \( m = 2, \ldots, M \)

\[
(A_{m,m}h_m)_k = \begin{cases} 
(A_{m,m}h_m)_k \text{ for } k = 0, \ldots, K, \\
\frac{1}{\mu_{k,m}(\bar{\lambda})}(h_m)_k \text{ for } k > K,
\end{cases}
\]
and for \( m > M \),
\[
(A_{m,m}h_m)_k = \frac{1}{\mu_{k,m}(\lambda)} (h_m)_k \quad \text{for } k \geq 0.
\]

The finite non-diagonal blocks satisfy
\[
(A_{j,m}h_m)_k = \begin{cases} 
(A_{j,m}^{(K,M)}h_m^{(K)})_k & \text{for } k = 0, \ldots, K, \\
0 & \text{for } k > K,
\end{cases}
\]

Moreover, if \( v \) given in (36) and (37), respectively, we are ready to compute the bounds \( A^\dagger \) and \( A \) given in (30), the Banach spaces \( X = X' = \tilde{X}' \), the operators \( A^\dagger \) and \( A \) required to apply Theorem 3.5. Before that, let us introduce some useful elementary functional analytic tools.

### 3.1 Elementary functional analytic results

Recall the definition of the Banach space \( \ell^1_\nu \) given in (23).

**Lemma 3.6.** The dual space \( (\ell^1_\nu)^* \) is isometrically isomorphic to
\[
\ell^\infty_{\nu^{-1}} = \left\{ c = (c_k)_{k \geq 0} : |c|_{\infty, \nu^{-1}} \overset{\text{def}}{=} \max \left( |c_0|, \frac{1}{2} \sup_{k \geq 1} |c_k| \nu^{-k} \right) < \infty \right\}.
\]

For all \( a \in \ell^1_{\nu} \) and \( c \in \ell^\infty_{\nu^{-1}} \) we have
\[
|a|^\nu = \sum_{k \geq 0} c_k a_k c_k \leq \nu|a|^\nu.
\]

Using the bound (39), we estimate the convolution
\[
\sup_{|v|_{\nu} \leq 1} |(a * v)_k| = \sup_{|v|_{\nu} \leq 1} \left| \sum_{k' \in \mathbb{Z}} v_{k'} |a_{k-k'}| \right| \leq \max \left\{ |a_k|, \sup_{k' \geq 1} \frac{|a_{k-k'} + a_{k+k'}|}{2 \nu^{k'}} \right\}.
\]

Given \( v = (v_k)_{k \geq 0} \in \ell^1_\nu \), define \( \hat{v} \in \ell^1_\nu \) as follows:
\[
\hat{v}_k = \begin{cases} 
0 & \text{if } k \leq K, \\
v_k & \text{if } k > K.
\end{cases}
\]

A similar estimate as the one above leads to

**Corollary 3.7.**
\[
\sup_{|v|_{\nu} \leq 1} |(a * \hat{v})_k| \leq \sup_{k' \geq M+1} \frac{|a_{|k-k'|} + a_{|k+k'|}|}{2 \nu^{k'}} \overset{\text{def}}{=} \Psi_k(a).
\]

Moreover, if \( a \in \ell^1_\nu \) satisfies \( a_k = 0 \) for all \( k \geq K + 1 \), then we obtain the computable bound
\[
\Psi_k(a) = \max_{\ell=K+1, \ldots, K+k} \frac{|a_{|k-\ell|}|}{2 \nu^{\ell}}, \quad k = 0, \ldots, K.
\]

The final results of this short section concern the computation of norms of bounded linear operators defined on \( \ell^1_\nu \) and on \( X' \), and are useful when computing the bounds \( Z_0 \) and \( Z_2 \).

**Lemma 3.8.** Let \( \Gamma \in B(\ell^1_\nu) \), the space of bounded linear operators from \( \ell^1_\nu \) to itself, acting as \( (\Gamma a)_i = \sum_{j \geq 0} \Gamma_{i,j} a_j \) for \( i = 1, 2 \). Define the weights \( \omega = (\omega_k)_{k \geq 0} \) by \( \omega_0 = 1 \) and \( \omega_k = 2 \nu^k \) for \( k \geq 1 \). Then
\[
\|\Gamma\|_{B(\ell^1_\nu)} = \sup_{j \geq 0} \frac{1}{\omega_j} \sum_{i \geq 0} |\Gamma_{i,j}| \omega_i.
\]
The following consequence of Lemma 3.8 provides an explicit bound on norms of bounded linear operators on $\ell^1_\nu$ with a specific structure, namely as in the blocks of (38).

**Corollary 3.9.** Let $\Gamma^{(K)}$ be an $(K + 1) \times (K + 1)$ matrix, $\{\gamma_k\}_{k=K+1}^\infty$ be a sequence of numbers with $|\gamma_k| \leq |\gamma_{K+1}|$, for all $k \geq K + 1$, and $\Gamma: \ell^1_\nu \rightarrow \ell^1_\nu$ be the linear operator defined by

$$
\Gamma a = \begin{pmatrix}
\Gamma^{(K)} & 0 \\
0 & \gamma_{K+1} \\
\gamma_{K+2} & \ddots \\
& & & \ddots \\
& & & & \ddots \\
& & & & & \gamma_{K+2} \\
\end{pmatrix}
a_{K+1} \begin{pmatrix}
\alpha_{K+1} \\
\alpha_{K+2} \\
\ddots \\
& & \ddots \\
& & & \ddots \\
& & & & \alpha_{K+1} \\
\end{pmatrix}.
$$

Here $a^{(K)} = (a_{0}, \ldots, a_{K})^T \in \mathbb{C}^{K+1}$. Then $\Gamma \in B(\ell^1_\nu)$ and

$$
\|\Gamma\|_{B(\ell^1_\nu)} = \max(K, |\gamma_{K+1}|),
$$

where

$$
K \overset{\text{def}}{=} \max_{0 \leq j \leq K} \frac{1}{\omega_j} \sum_{i=0}^K |\Gamma_{i,j}|\omega_j.
$$

Using the previous result, we can computing an upper bound for the operator norm of $A$ defined in (38).

**Lemma 3.10.** Let

$$
\alpha_A \overset{\text{def}}{=} \max\left( \max_{m=0,\ldots,M} \sum_{j=0}^M \|A_{j,m}\|_{B(\ell^1_\nu)}, \frac{1}{\text{Re}(\lambda)(M+1)} \right).
$$

Then $\|A\|_{B(X^\nu)} \leq \alpha_A$.

**Proof.** Let $h = (h_m)_{m \geq 0} \in X^\nu$ with $\|h\|_\nu \leq 1$. Then,

$$
\|Ah\|_\nu = \sum_{j \geq 0} |(Ah)_j|_\nu = \sum_{j \geq 0} \sum_{m \geq 0} |A_{j,m}h_m|_\nu \leq \sum_{j \geq 0} \sum_{m \geq 0} \|A_{j,m}\|_{B(\ell^1_\nu)} |h_m|_\nu \leq \sum_{m \geq 0} \left( \sum_{j \geq 0} \|A_{j,m}\|_{B(\ell^1_\nu)} \right) |h_m|_\nu.
$$

For each $m \geq 0$, denote

$$
\alpha_m \overset{\text{def}}{=} \sum_{j \geq 0} \|A_{j,m}\|_{B(\ell^1_\nu)}.
$$

Recalling (38), for $m = 0, \ldots, M$, note that $\alpha_m = \sum_{j=0}^M \|A_{j,m}\|_{B(\ell^1_\nu)}$, where each $\|A_{j,m}\|_{B(\ell^1_\nu)}$ can be computed using formula (40). Finally, for $m > M$, $\alpha_m = \sum_{j=0}^M \|A_{j,m}\|_{B(\ell^1_\nu)} = \|A_{m,m}\|_{B(\ell^1_\nu)}$, where

$$
\|A_{m,m}\|_{B(\ell^1_\nu)} = \sup_{|b|_\nu \leq 1} |A_{m,m}b|_\nu = \sup_{|b|_\nu \leq 1} \sum_{k=0} \left| \frac{1}{\mu_{k,m}(\lambda)} \right| \omega_k \leq \frac{1}{\text{Re}(\lambda)(M+1)} \sup_{|b|_\nu \leq 1} \sum_{k=0} |b_k| \omega_k \leq \frac{1}{\text{Re}(\lambda)(M+1)}
$$

since for $m > M$ and $k \geq 0$, $|\mu_{k,m}(\lambda)| \geq \text{Re}(\lambda)m \geq \text{Re}(\lambda)(M+1)$.

### 3.2 The $Y_0$ bound

Recall that we want to compute $Y_0$ satisfying (31), that is

$$
\|Af(\bar{\bar{\mu}})\|_X \leq Y_0.
$$

Recall that we obtained (via a previous computer-assisted proof) $\bar{\bar{\lambda}} \in \mathbb{C}$, $\bar{\bar{a}} \in \ell^1_\nu$ and $\bar{\bar{b}} \in \ell^1_\nu$ such that (24) and (25) hold for all $k \in \mathbb{Z}$. Note that the error bounds for $(\lambda, \bar{\bar{a}}, \bar{\bar{b}}) \in B_{r_0}(\lambda, \bar{\bar{a}}, \bar{\bar{b}})$ for $\lambda, \bar{\bar{a}}, \bar{\bar{b}}$ numerical approximations. More explicitly, letting

$$
\delta = (\delta_\lambda, \delta_a, \delta_b) \overset{\text{def}}{=} (\bar{\bar{\lambda}} - \lambda, \bar{\bar{a}} - \bar{\bar{a}}, \bar{\bar{b}} - \bar{\bar{b}}) \in \mathbb{C} \times \ell^1_\nu \times \ell^1_\nu,
$$
we get that
\[ \max(|\delta_0|, |\delta_a|, |\delta_a|) = \max(|\tilde{\lambda} - \bar{\lambda}|, |\tilde{a} - a|, |\tilde{b} - b|) \leq r_0. \]

Recall (30) and notice that
\[ f_{\delta}(\bar{\lambda}) = (\bar{\lambda} + i\bar{\mu}^2\omega^2) \bar{f}_{\delta}, \]
and hence \( f(\bar{\lambda}) = f(\bar{\mu}^2\omega^2) \bar{f}_{\delta} \), where
\[
\bar{f}_{\delta} = \begin{cases} 
-\delta_k, & m = 0, \quad k \geq 0 \\
-\delta_b, & m = 1, \quad k \geq 0 \\
0, & m \geq 2, \quad k \geq 0.
\end{cases}
\]
and
\[
\bar{f}_{\delta}(\bar{\lambda}) = (\bar{f}_{\delta}(\bar{\mu}^2\omega^2) \bar{f}_{\delta})_{m \geq 0} \quad \text{and} \quad f^\delta(\bar{\mu}^2\omega^2) = (f^\delta(\bar{\mu}^2\omega^2))_{m \geq 0}.
\]
Since \( \bar{\mu} = 0 \) for all \( m \geq M \) and \( (\bar{\mu}^2\omega^2)_{m \geq 0} = 0 \) for all \( m > 2M \), then
\[
\| A\bar{f}(\bar{\lambda}) \|_V = \sum_{j=0}^{2M} |(A\bar{f}(\bar{\lambda}))_j|_V = \sum_{j=0}^{M} |(A\bar{f}(\bar{\lambda}))_j|_V + \sum_{j=M+1}^{2M} |A_{j,\delta}(\bar{\lambda})|_V
\]
\[
\leq \sum_{j=0}^{M} \left| \sum_{m=0}^{M} \left( \sum_{k=0}^{2M} |A_{j,m}(\bar{f}_m)k| \omega_k \right) + \sum_{m=0}^{2M} |A_{j,m}(\bar{\mu}^2\omega^2)\bar{f}_m)_{m \geq 0} \right| \omega_k
\]
\[
= \sum_{j=0}^{M} \left( \sum_{k=0}^{K} \sum_{m=0}^{M} |A_{j,m}(\bar{f}_m)k| \omega_k \right) + \sum_{k=0}^{2K} \left( \sum_{m=0}^{M} |A_{j,m}(\bar{\mu}^2\omega^2)\bar{f}_m)_{m \geq 0} \right) \omega_k
\]
\[
= \sum_{j=0}^{M} \left( \sum_{k=0}^{K} \sum_{m=0}^{M} |A_{j,m}(\bar{f}_m)k| \omega_k \right) + \sum_{k=0}^{2K} \left( \sum_{m=0}^{M} |A_{j,m}(\bar{\mu}^2\omega^2)\bar{f}_m)_{m \geq 0} \right) \omega_k
\]
\[
\leq \sum_{m=0}^{2M} \sum_{k=0}^{2K} \left| \frac{1}{\mu_{k,m}(\bar{\lambda})} (\bar{f}_m)_{k,m} \right| \omega_k
\]
\[
= \sum_{m=0}^{2M} \sum_{k=0}^{2K} \left| \frac{1}{\mu_{k,m}(\bar{\lambda})} (\bar{f}_m)_{k,m} \right| \omega_k + \sum_{m=0}^{M} \sum_{k=0}^{2K} \left| \frac{1}{\mu_{k,m}(\bar{\lambda})} (\bar{f}_m)_{k,m} \right| \omega_k
\]
which is a finite computation that can be rigorously obtained using that \( |\tilde{\lambda} - \bar{\lambda}| \leq r_0 \) and using interval
arithmetic. Now,
\[
\|Af\|_{\nu} = \sum_{j \geq 0} \left| \sum_{m \geq 0} A_{j,m} f_m^j \right|_{\nu} = \sum_{j \geq 0} \left| A_{j,0} f_0^j + A_{j,1} f_1^j \right|_{\nu} = \sum_{j=0}^M \left| A_{j,0} f_0^j + A_{j,1} f_1^j \right|_{\nu}
\]
\[
\leq \sum_{j=0}^M \left( \|A_{j,0}\|_{B(\ell_1^j)} f_0^j \|_{\nu} + \|A_{j,1}\|_{B(\ell_1^j)} f_1^j \|_{\nu} \right) = \sum_{j=0}^M \left( \|A_{j,0}\|_{B(\ell_1^j)} |\delta_a|_{\nu} + \|A_{j,1}\|_{B(\ell_1^j)} |\delta_b|_{\nu} \right)
\]
\[
\leq \left( \sum_{j=0}^M \left( \|A_{j,0}\|_{B(\ell_1^j)} + \|A_{j,1}\|_{B(\ell_1^j)} \right) \right) r_0 \overset{\text{def}}{=} Y_0^{(2)}.
\]
Combining (41) and (42), we finally set
\[
Y_0 \overset{\text{def}}{=} Y_0^{(1)} + Y_0^{(2)}.
\]

3.3 The \(Z_0\) bound

Denote
\[
B \overset{\text{def}}{=} I - AA^\dagger.
\]
Then, using a similar approach as in the proof of Lemma 3.10, letting
\[
Z_0 \overset{\text{def}}{=} \max_{m=0,\ldots,M} \left( \sum_{j=0}^M \|B_{j,m}\|_{\nu} \right)
\]
we get that \(\|I - AA^\dagger\|_{B(\nu)} = \|B\|_{B(\nu)} \leq Z_0\).

3.4 The \(Z_1\) bound

Let \(h \in \chi^\mu\) and denote
\[
z = z(h) = (Df(\bar{p}) - A^\dagger) h.
\]
Recalling (30), as
\[
f_{k,m}(p) = \begin{cases} p_{k,0} - a_k, & m = 0, \ k \geq 0 \\
p_{k,1} - b_k, & m = 1, \ k \geq 0 \\
(\bar{\lambda}m + ik^2 \omega^2) p_{k,m} - i(p \star_T p)_{k,m}, & m \geq 2, \ k \geq 0,
\end{cases}
\]
then we get that
\[
z_{k,m} = \begin{cases} 0, & m = 0, \ k \geq 0 \\
0, & m = 1, \ k \geq 0 \\
-2i(\bar{p} \star_T h_{\nu})_{k,m}, & m = 2,\ldots,M, \ k = 0,\ldots,K \\
-2i(\bar{p} \star_T h)_{k,m}, & \text{otherwise}.
\end{cases}
\]
where
\[
h_{\nu} = (h_0^{(\nu)}, h_1^{(\nu)}, \ldots, h_M^{(\nu)}, h_{M+1}^{(\nu)}, h_{M+2}^{(\nu)}, \ldots),
\]
where for \(m = 0,\ldots,M\)
\[
\left( h_m^{(\nu)} \right)_k \overset{\text{def}}{=} \begin{cases} 0, & k = 0,\ldots,K \\
h_{k,m}, & k > K.
\end{cases}
\]
Now, let us compute component-wise upper bounds for $z_{k,m}$, with $m = 0, \ldots, M$ and $k = 0, \ldots, K$. In this case, using Corollary 3.7, we get that

\[
|z_{k,m}| \leq 2 \left| (\bar{p} \ast_T F \, h^{(\infty)})_{k,m} \right|
\]

\[
\leq 2 \sum_{\ell=0}^{m} \left| (\bar{p}_\ell \ast h^{(\infty)}_{m-\ell})_k \right|
\]

\[
\leq \hat{z}_{k,m} \overset{\text{def}}{=} 2 \sum_{\ell=0}^{m} \Psi_k(\bar{p}_\ell).
\]  

(45)

Denote $\hat{\lambda} = \hat{\lambda}_r + i\hat{\lambda}_i$ so that

\[
\mu_{k,m}(\hat{\lambda}) = \hat{\lambda}_r m + i \left( \hat{\lambda}_i m + k^2 \omega^2 \right).
\]

Assume that

\[
\min_{m \in \{0, \ldots, M\}} \left\{ \hat{\lambda}_i m + (K + 1)^2 \omega^2 \right\} > 0,
\]

(46)

and in this case define

\[
\mu^*(\hat{\lambda}) \overset{\text{def}}{=} \min_{m \in \{0, \ldots, M\}} \sqrt{(\hat{\lambda}_r m)^2 + \left( \hat{\lambda}_i m + (K + 1)^2 \omega^2 \right)^2}.
\]

Assuming that (46) holds and since $\hat{\lambda}_r > 0$ (it is an unstable eigenvalue), then one can readily verify that

\[
|\mu_{k,m}(\hat{\lambda})| \geq \begin{cases} 
\hat{\lambda}_r (M + 1), & m > M \\
\mu^*(\hat{\lambda}), & k > K \text{ and } m \in \{0, \ldots, M\}.
\end{cases}
\]

(47)

Using inequality (45) and (47), we obtain that

\[
\|A_2\|_\nu = \sum_{j=0}^{\infty} |(A_2)_j|_\nu
\]

\[
= \sum_{j=0}^{M} |(A_2)_j|_\nu + \sum_{m>M} |A_{m,m} z_m|_\nu
\]

\[
= \sum_{j=0}^{M} \left| \sum_{m=0}^{M} A_{j,m} z_m \right|_\nu + \sum_{m>M} \left| \sum_{k \geq 0} \frac{1}{\mu_{k,m}(\hat{\lambda})} z_{k,m} \right|_\nu \omega_k
\]

\[
\leq \sum_{j=0}^{M} \sum_{k \geq 0} \left| \sum_{m=0}^{M} (A_{j,m} z_m)_k \right|_\nu \omega_k + \sum_{m>M} \left| \sum_{k \geq 0} \frac{1}{\mu_{k,m}(\hat{\lambda})} z_{k,m} \right|_\nu \omega_k
\]

\[
\leq \sum_{j=0}^{M} \sum_{k=0}^{K} \sum_{m=0}^{M} \left| (A_{j,m} z_m)_{k} \right|_\nu \omega_k + \sum_{k=0}^{M} \sum_{k=0}^{K} \sum_{m=0}^{M} \frac{1}{|\mu_{k,m}(\hat{\lambda})|} |z_{k,m}|_\nu \omega_k + \frac{2}{\lambda_r(M + 1)} \| \hat{p} \ast_T F h \|_\nu
\]

\[
\leq \sum_{j=0}^{M} \sum_{k=0}^{K} \sum_{m=0}^{M} \left| (A_{j,m} z_m)_{k} \right|_\nu \omega_k + \frac{1}{\mu^*(\hat{\lambda})} \| \hat{p} \ast_T F h \|_\nu + \frac{2}{\lambda_r(M + 1)} \| \hat{p} \ast_T F h \|_\nu
\]

\[
\leq \sum_{j=0}^{M} \sum_{k=0}^{K} \sum_{m=0}^{M} \left| (A_{j,m} z_m)_{k} \right|_\nu \omega_k + \frac{2\|\hat{p}\|_\nu}{\mu^*(\hat{\lambda})} + \frac{2\|\hat{p}\|_\nu}{\lambda_r(M + 1)} \overset{\text{def}}{=} Z_1.
\]

(48)
3.5 The $Z_2$ bound

Let $h \in X^\nu$ and $c \in B_r(\tilde{p})$ and denote

$$z = z(c, h) = (Df(c) - Df(\tilde{p}))h.$$  

Recalling (30), as

$$f_{k,m}(p) = \begin{cases} p_{k,0} - a_k, & m = 0, \quad k \geq 0 \\ p_{k,1} - b_k, & m = 1, \quad k \geq 0 \\ (\lambda m + ik^2 \omega^2) p_{k,m} - i(p * TF p)_{k,m}, & m \geq 2, \quad k \geq 0, \end{cases}$$

then we get that

$$z_{k,m} = \begin{cases} 0, & m = 0, \quad k \geq 0 \\ 0, & m = 1, \quad k \geq 0 \\ -2i((c - \tilde{p}) * TF h)_{k,m}, & m \geq 2, \quad k \geq 0. \end{cases}$$

Hence,

$$\|Az\|_\nu \leq \|A\|_{B(X^\nu)}\|z\|_\nu \leq \|A\|_{B(X^\nu)} (\|2i\|c - \tilde{p}\|\nu\|h\|_\nu) \leq 2\|A\|_{B(X^\nu)}r.$$  

Therefore, we can set

$$Z_2 \overset{\text{def}}{=} 2\|A\|_{B(X^\nu)}.$$  

3.6 Rigorous computations of unstable sets

Consider a steady state $\tilde{u} \in \{u_1^1, u_1^{ii}\}$, where $u_1^1$ and $u_1^{ii}$ are presented in Theorem 1.7 and portrayed in Figure 1. Denote by $\tilde{a}$ the Fourier coefficients of the steady state $\tilde{u}$. Fix a Taylor projection $M \geq 2$ and a Fourier projection $K > 0$, and using Newton’s method compute the corresponding approximate Fourier-Taylor coefficients $\tilde{p} \in \mathbb{C}^{(K+1) \times (M+1)}$ of the unstable manifold attached to $\tilde{a}$.

Remark 3.2. Given a steady state $\tilde{a}$ and an eigenpair $(\tilde{\lambda}, \tilde{b})$ solutions of (24) and (25), respectively, by linearity, $(\lambda, \alpha e^{i\theta} \tilde{b})$ is also a solution of (25), for any $\alpha \in \mathbb{R}$ and $\theta \in [0, 2\pi)$. The flexibility in the choice of the angle $\theta$ leads to a one-dimensional parameterized family of (strong) unstable manifolds. In the sequel, we will play with these parameters to generate the manifolds.

Having obtained explicit and computable formulas for the bounds $Y_0$, $Z_0$, $Z_1$ and $Z_2$ given in (43), (44), (48) and (49), respectively, and recalling (35), define the radii polynomial by

$$p(r) \overset{\text{def}}{=} Z_2r^2 - (1 - Z_1 - Z_0)r + Y_0.$$  

We wrote a MATLAB program (available at [35]) which rigorously computes (i.e. controlling the floating point errors) the bounds $Y_0$, $Z_0$, $Z_1$ and $Z_2$. The program uses the interval arithmetic library INTLAB available at [63]. Fixing $\nu = 1$ and using the MATLAB program, verify the existence of $r_p > 0$ such that $p(r_p) < 0$. By Theorem 3.5, there exists a unique $\tilde{p} \in B_{r_p}(\tilde{p})$ such that $f(\tilde{p}) = 0$. By construction, the resulting function $\tilde{P} : \mathbb{D} \to \ell_1^1$ given by

$$\tilde{P}(\sigma) \overset{\text{def}}{=} \sum_{m \geq 0} \tilde{p}_m \sigma^m$$

parameterizes the unstable manifold tangent to $\tilde{b}$. Moreover, for each $\sigma \in \mathbb{D}$, $\tilde{P}(\sigma) \in \mathbb{W}^u(\tilde{a})$. Denoting by

$$\bar{P}(\sigma) \overset{\text{def}}{=} \sum_{m \geq 0} \bar{p}_m \sigma^m$$

the finite dimensional approximation, we get the rigorous $C^0$ error bound

$$\sup_{\sigma \in \mathbb{D}} |\tilde{P}(\sigma) - \bar{P}(\sigma)|_\nu = \sup_{\sigma \in \mathbb{D}} \left| \sum_{m \geq 0} \bar{p}_m \sigma^m - \sum_{m \geq 0} \bar{p}_m \sigma^m \right|_\nu \leq \sup_{\sigma \in \mathbb{D}} \sum_{m \geq 0} |\bar{p}_m - \tilde{p}_m\|\sigma^m \leq ||\bar{p} - \tilde{p}||_\nu \leq r_p.$$
Figure 5: Profiles of the unstable manifolds of the four equilibria: $u_i^1(x)$ (top left), $u_i^i(x)$ (top right), $(u_i^1(x))^*$ (bottom left), $(u_i^i(x))^*$ (bottom right) the existence of which are established via CAPs. The Fourier projections are taken to be $K = 27$ for $u_i^1$ and $(u_i^1(x))^*$, and $K = 60$ for $u_i^i$ and $(u_i^i(x))^*$. The Taylor projections are taken to be $M = 150$ for $u_i^1$ and $(u_i^1(x))^*$, and $M = 60$ for $u_i^i$ and $(u_i^i(x))^*$. For the scaling of the eigenvectors $\tilde{b}$ we fixed to be $\|\tilde{b}\|_2 = 20$ for $u_i^1$ and $(u_i^1(x))^*$, and $\|\tilde{b}\|_2 = 75$ for $u_i^i$ and $(u_i^i(x))^*$.

We applied this approach to obtain the parameterizations of the local unstable manifolds attached to $u_i^1$, $(u_i^1)^*$, $u_i^i$ and $(u_i^i)^*$. For each of the equilibria, we use the flexibility of the angle $\theta$ and the scaling $\alpha$ as described in Remark 3.2. We portray these parameterizations in Figure 5.

Remark 3.3 (Analyticity of the solutions). It is important to realize that all bounds $Y_0$, $Z_0$, $Z_1$ and $Z_2$ given in (43), (44), (48) and (49), respectively, depend continuously on the parameter $\nu$. Hence, the coefficients of the radii polynomial $p(r) = p(r, \nu)$ given in (35) depend continuously on $\nu \geq 1$. In the computer-assisted proofs, we fixed $\nu = 1$ and verified the existence of $r_p > 0$ such that $p(r_p, \nu) < 0$. By continuity, there exists $\tilde{\nu} > 1$ such that $p(r_p, \tilde{\nu}) < 0$, and hence, the unique solution of $f = 0$ satisfies $\tilde{p} \in X^{\tilde{\nu}}$. This in turn implies that for each $\sigma \in D$, $P(\sigma) \in \ell_2^{\tilde{\nu}}$ and therefore the corresponding points on the unstable manifold are analytic in space.

4 Rigorous integrator for nonlinear Schrödinger equation

As in the previous section, let $d = 1$ for the dimension of space. In this section we provide a rigorous numerical integrator for the nonlinear Schrödinger equation (2) forward in time. This integrator will propagate the endpoint of unstable manifold that is rigorously computed by the parameterization method introduced in Section 3. In [66], the authors with H. Okamoto have introduced a rigorous integrator for a complex valued
nonlinear heat equation
\[ u_t = e^{i\theta} (u_{xx} + u^2), \quad \theta \in \left( -\frac{\pi}{2}, \frac{\pi}{2} \right). \]
The case of \( \theta = \pi/2 \) was not treated in the previous work. Here we extend the integrator in the case of \( \theta = \pi/2 \), that is nonlinear Schrödinger equation (2). We also show some modifications to improve the accuracy of rigorous integration of the solutions.

We take the initial data of (2) by the Fourier series
\[ u(x,0) = \sum_{k \in \mathbb{Z}} \varphi_k e^{ikwx}, \quad \varphi = (\varphi)_{k \in \mathbb{Z}} \in \ell^1_{\nu,1}. \]
We consider the Cauchy problem of (2) under the above initial condition. Expanding the unknown function \( u(t,x) \) by the Fourier series, as defined in (20), we have the infinite system of nonlinear ODEs (21) with the initial data \( a(0) = \varphi \). For a fixed time \( h > 0 \), let \( J \overset{\text{def}}{=} [0,h] \) be a time step. We numerically validate the local existence of the solution in the following Banach space:
\[ X \overset{\text{def}}{=} C(J, \ell^1_{\nu,1}), \quad \|a\|_X \overset{\text{def}}{=} \sup_{t \in J} \|a(t)\|, \quad \|a(t)\| = \sum_{k \in \mathbb{Z}} |a_k(t)| |\nu|^k | | \text{for a fixed } t \in J. \]

More precisely, letting \( \bar{a}(t) \overset{\text{def}}{=} (\ldots, 0, 0, \bar{a}_{-K}(t), \ldots, \bar{a}_K(t), 0, \ldots) \) be an approximation of \( a(t) \) with the Fourier projection \( K > 0 \), we will rigorously include the Fourier coefficients in the neighborhood of numerical solution defined by
\[ B_J(\bar{a}, \varrho) \overset{\text{def}}{=} \{ a \in X : \| a - \bar{a} \|_X \leq \varrho, a(0) = \varphi \}. \]

Let us define the Laplacian operator \( L \) acting on a bi-infinite sequence \( b = (b_k)_{k \in \mathbb{Z}} \) as
\[ Lb \overset{\text{def}}{=} (-k^2 \omega^2 b_k)_{k \in \mathbb{Z}}, \]
and let \( D(L) \subset \ell^1_{\nu,1} \) denote the domain of the operator \( L \). Defining an operator for \( a \in C^1(J; D(L)) \) as
\[ (F(a))(t) \overset{\text{def}}{=} \dot{a}(t) - i ( \lambda a(t) + a^2(t) ), \]
we consider the nonlinear ODEs (21) as the zero-finding problem \( F(a) = 0 \). Hence, if \( F(a) = 0 \) with the initial condition \( a(0) = \varphi \) holds, such \( a(t) \) solves the Cauchy problem (21). Let us define an operator \( T : X \to X \) as
\[ (T(a))(t) \overset{\text{def}}{=} U(t,0) \varphi + i \int_0^t U(t,s) ( a^2(s) - 2\bar{a}(s) * a(s) ) \, ds, \quad t \in J, \]
where \( \{ U(t,s) \}_{0 \leq s \leq t \leq h} \) is the evolution operator on the Banach space \( \ell^1_{\nu,1} \) defined by a solution map of the following Cauchy problem:
\[ \dot{b}_k(t) + ik^2 \omega^2 b_k(t) - 2i ( \bar{a}(t) * b(t) )_k = 0 \quad (k \in \mathbb{Z}) \]
with any initial data \( b(s) = \psi \in \ell^1_\nu \) (\( 0 \leq s \leq t \)). The evolution operator provides the solution of (52) via the relation \( \bar{b}(t) = U(t,s) \bar{\psi} \). To validate the existence of the evolution operator, in [66, Theorem 3.2], a hypothesis is shown for providing a uniform bound of the evolution operator over the simplex \( S_h \overset{\text{def}}{=} \{ (t,s) : 0 \leq s \leq t \leq h \} \). More precisely, a computable constant \( W_h > 0 \) is obtained by decomposing the solution \( b \) by the finite mode \( b^{(K')} = (b_k)_{|k| \leq K'} \) and the tail \( b^{(\infty)} = (b_k)_{|k| > K'} \), for \( K' \in \mathbb{N} \) satisfying \( K > K' \).

The local existence of the solution can be validated by the following theorem:

**Theorem 4.1** ([66, Theorem 4.1]). Given the approximate solution \( \bar{a} \) of (2) and the initial sequence \( \varphi \), assume that \( \| \varphi - \bar{a}(0) \| \leq \varepsilon \) holds for \( \varepsilon \geq 0 \). Assume also that \( \bar{a} \in C^1(J; D(L)) \) and any \( a \in B_J(\bar{a}, \varrho) \) satisfies \( \| T(a) - \bar{a} \|_X \leq f_\varepsilon(\varrho) \), where \( f_\varepsilon(\varrho) \overset{\text{def}}{=} W_h [ \varepsilon + h (2\varrho^2 + 2\delta) ] \). Here, \( W_h > 0 \) and \( \delta > 0 \) satisfy \( \sup_{(t,s) \in S_h} \| U(t,s) \|_{\ell^1_{\nu,1}} \leq W_h \) and \( \| F(\bar{a}) \|_X \leq \delta \), respectively. If \( f_\varepsilon(\varrho) \leq \varrho \) holds, then the Fourier coefficients \( \bar{a} \) of the solution of (2) are rigorously included in \( B_J(\bar{a}, \varrho) \) and are unique in \( B_J(\bar{a}, \varrho) \).
The proof is based on Banach’s fixed-point theorem for the operator $T$ defined in (51).

**Remark 4.1.** The case of $\theta = \pi/2$ is not treated in [66, Theorem 4.1] but this theorem can be extended naturally to that case. The most different part is the constant $W_h$ always becomes greater than 1. This is due to the lack of smoothing effect of the evolution operator (cf., e.g., [54]), which was previously generated by the analytic semigroup. This also implies that the error estimate $\varepsilon$ in the past time step is monotonically increasing and makes it difficult to rigorously integrate over a long period of time. Moreover, the smoothness of the solution depends only on that of initial data. In other words, smoothness of the initial data propagates along the time evolution.

To prove the existence of heteroclinic orbits from the nonhomogeneous equilibria to the zero equilibrium, rigorous integrator using Theorem 4.1 cannot succeed to connect the end point of unstable manifold to the stable region obtained by validating the hypothesis of Theorem 2.3. We therefore introduce some modifications to improve the accuracy of rigorous integrator.

### 4.1 Two improved validating theorems

The main idea is that we separate the hypothesis of Theorem 4.1 into the zero-mode and other modes. To show more precisely, let us define a finite dimensional (Fourier) projection $\Pi^{(0)} : \ell^1_{\nu,1} \to \ell^1_{\nu,1}$ for a given vector $\phi = (\phi_k)_{k \in \mathbb{Z}} \in \ell^1_{\nu,1}$ as

$$
\left( \Pi^{(0)} \phi \right)_k = \begin{cases} 
\phi_0, & k = 0 \\
0, & k \neq 0,
\end{cases}
$$

for $k \in \mathbb{Z}$. Given $\phi \in \ell^1_{\nu,1}$, we denote $\phi^{(0)} \overset{\text{def}}{=} \Pi^{(0)} \phi \in \ell^1_{\nu,1}$ and $\phi^{(\infty)} \overset{\text{def}}{=} (\text{Id} - \Pi^{(0)}) \phi \in \ell^1_{\nu,1}$, where $\text{Id}$ is the identity operator on $\ell^1_{\nu,1}$. Thus, $\phi$ is represented by $\phi = \phi^{(0)} + \phi^{(\infty)}$. From this fact, we split the neighborhood of $(\bar{a}, \theta_0)$ into the following two parts:

$$
\begin{align*}
B_j^{(0)}(\bar{a}, \theta_0) & \overset{\text{def}}{=} \left\{ a^{(0)} \in X : \left\| a^{(0)} - \bar{a}^{(0)} \right\|_X \leq \theta_0, \ a^{(0)}(0) = \varphi^{(0)} \right\}, \\
B_j^{(\infty)}(\bar{a}, \theta_\infty) & \overset{\text{def}}{=} \left\{ a^{(\infty)} \in X : \left\| a^{(\infty)} - \bar{a}^{(\infty)} \right\|_X \leq \theta_\infty, \ a^{(\infty)}(0) = \varphi^{(\infty)} \right\}.
\end{align*}
$$

Using the neighborhood $B_j^{(0)}(\bar{a}, \theta_0) \times B_j^{(\infty)}(\bar{a}, \theta_\infty)$ instead of $B_j(\bar{a}, \theta)$, we will have a sharper estimate for the local existence result.

Our first goal here is to show how we numerically prove the existence of the evolution operator $U(t, s)$ arising from (52), given a step size $h > 0$, using the above splitting formulation of $\ell^1_{\nu,1}$. This is equivalent to compute a constant $W_h$ satisfying (53). We therefore give an analogue of the discussion in [66, Section 3], that is, we separate (52) by considering yet another Cauchy problem with respect to the sequence $c(t) = (c_k(t))_{k \in \mathbb{Z}}$

$$
\begin{align*}
\dot{c}_0(t) - 2i\bar{a}_0(t) c_0(t) &= 0, \\
\dot{c}_k(t) + ik^2 \omega^2 c_k(t) - 2i \left( \bar{a}(t) * c^{(\infty)}(t) \right)_k &= 0, \quad (k \neq 0),
\end{align*}
$$

with initial data $c_0(s) = \psi_0$ and $c_k(s) = \psi_k$ ($k \neq 0$). This decoupled formulation, while not being equivalent to (52), is used to control the evolution operator associated to (52). Denote by $C^{(0)}(t, s)$ and $C^{(\infty)}(t, s)$ the evolution operators of the finite dimensional equation (56) and the infinite dimensional equation (57), respectively. We extend the action of the operator $C^{(0)}(t, s)$ (resp. $C^{(\infty)}(t, s)$) on $\ell^1_{\nu,1}$ by introducing the operator $\bar{U}^{(0)}(t, s)$ (resp. $\bar{U}^{(\infty)}(t, s)$) as follows. Given $\phi \in \ell^1_{\nu,1}$, define $\bar{U}^{(0)}(t, s) : \ell^1_{\nu,1} \to \ell^1_{\nu,1}$ and $\bar{U}^{(\infty)}(t, s) : \ell^1_{\nu,1} \to \ell^1_{\nu,1}$ element-wisely as

$$
\begin{align*}
\left( \bar{U}^{(0)}(t, s) \phi \right)_k & \overset{\text{def}}{=} \begin{cases} 
C^{(0)}(t, s) \phi_0, & k = 0 \\
0, & k \neq 0,
\end{cases} \\
\left( \bar{U}^{(\infty)}(t, s) \phi \right)_k & \overset{\text{def}}{=} \begin{cases} 
0, & k = 0 \\
(\bar{C}^{(\infty)}(t, s) \phi^{(\infty)})_k, & k \neq 0.
\end{cases}
\end{align*}
$$
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We also define the dual space of $\ell_{\nu,1}$, say $\ell_{\nu,-1}^\infty$, as
\[ \ell_{\nu,-1}^\infty \overset{\text{def}}{=} \left\{ e = (e_k)_{k \in \mathbb{Z}} : \|e\|_{\infty,\nu,-1} \overset{\text{def}}{=} \sup_{k \in \mathbb{Z}} |e_k| \nu^{-|k|} < \infty \right\}. \]
and $X_{\nu,-1} \overset{\text{def}}{=} C(J; \ell_{\nu,-1}^\infty)$ with the norm $\|a\|_{X_{\nu,-1}} \overset{\text{def}}{=} \sup_{t \in J} \|a(t)\|_{\infty,\nu,-1}$.

**Theorem 4.2.** Let $(t, s) \in S_h$ and $\tilde{a}$ an approximate solution of (21). Assume that there exists a constant $W_0 > 0$ such that
\[ \sup_{(t, s) \in S_h} \left\| \tilde{\Pi}^0(t, s) \right\|_{B(\ell_{\nu,1}^1)} \leq W_0. \]
Assume that $C(\infty)(t, s)$ exists and that $U(\infty)(t, s)$ defined in (59) satisfies
\[ \left\| \tilde{\Pi}(\infty)(t, s) \right\|_{B(\ell_{\nu,1}^1)} \leq W'(\infty)(t, s) \overset{\text{def}}{=} e^{2h} \|\tilde{a}(\tau)\| d\tau. \]

Define the constants $W_\infty \geq 0$, $\tilde{W}_\infty \geq 0$, $W_\infty^{\sup} > 0$ by
\begin{align*}
W_\infty &\overset{\text{def}}{=} \frac{e^{2h} \|\tilde{a}\|_X - 1}{2 \|\tilde{a}\|_X} \quad (62) \\
\tilde{W}_\infty &\overset{\text{def}}{=} \frac{W_\infty - h}{2 \|\tilde{a}\|_X} \quad (63) \\
W_\infty^{\sup} &\overset{\text{def}}{=} \frac{e^{2h} \|\tilde{a}\|_X}{2} \quad (64)
\end{align*}
respectively. Define $\tilde{\pi}(\infty)(t) \overset{\text{def}}{=} (\text{Id} - \tilde{\Pi}(0))\tilde{a}(t) \in \ell_{\nu,1}^1$ for each $t \in J$. We also define $U(0)(t, s) \overset{\text{def}}{=} \Pi(0)U(t, s) : \ell_{\nu,1}^1 \to \ell_{\nu,1}^1$ and $U(\infty)(t, s) = (\text{Id} - \tilde{\Pi}(0))U(t, s) : \ell_{\nu,1}^1 \to \ell_{\nu,1}^1$ for $(t, s) \in S_h$. If
\[ \kappa \overset{\text{def}}{=} 1 - 4W_\infty \tilde{W}_\infty \|\tilde{a}(\infty)\|_X \|\tilde{a}(\infty)\|_{X_{\nu,-1}} > 0, \]
then the evolution operator $U(t, s)$ exists and the following estimate holds
\[ \sup_{(t, s) \in S_h} \left( \left\| U(0)(t, s) \phi \right\| \left/ \left\| U(\infty)(t, s) \phi \right\| \right. \right) \leq U_h \left( \left\| \phi(0) \right\| \left/ \left\| \phi(\infty) \right\| \right. \right) \]
for any $\phi = \phi(0) + \phi(\infty) \in \ell_{\nu,1}^1$, where
\[ U_h \overset{\text{def}}{=} \left( \frac{W_0 \kappa^{-1}}{2W_0 \tilde{W}_\infty \|\tilde{a}(\infty)\|_X \kappa^{-1}} \frac{2W_0 W_\infty \|\tilde{a}(\infty)\|_{X_{\nu,-1} \kappa^{-1}}}{W_\infty^{\sup} \kappa^{-1}} \right). \]
Here, the inequality for a vector means each inequality holds element-wisely.

The proof is given later in Section 4.1.1. After the proof of Theorem 4.2, we introduce in Section 4.2 a rigorous computational method based on interval arithmetic to obtain the bound $W_0$ satisfying (60) associated with the finite dimensional evolution operator $C(0)(t, s)$, which gives sharper estimate than our previous work [66].

**Remark 4.2.** Theorem 4.2 gives a hypothesis of existence of the evolution operator $U(t, s)$ of the linearized problem (52), which is numerically checked by interval arithmetic. Furthermore, the bound $W_h$ satisfying (53) is given by $W_h = \|U_h\|_1$, where $\| \cdot \|_1$ denotes the 1-norm of matrices.

Second goal is to introduce a modified version of Theorem 4.1 for numerically proving the local existence of solution in $B^{(0)}_J(\tilde{a}, \theta_0) \times B^{(\infty)}_J(\tilde{a}, \theta_\infty)$ as the following theorem:
Theorem 4.3. Given an initial sequence \( \varphi \in \ell^1_{\nu,1} \), assume that the initial error is split into the zero-mode and the other modes such that
\[
|\varphi_0 - \bar{a}_0(0)| \leq \varepsilon_0, \quad \|\varphi^{(\infty)} - \bar{a}^{(\infty)}(0)\| \leq \varepsilon_{\infty}.
\]
Assume also that \( \bar{a} \in C^1(J; D(L)) \) and any \( a \in B_j^{(0)}(\bar{a}, \varrho_0) \times B_j^{(\infty)}(\bar{a}, \varrho_{\infty}) \) for some \( \varrho_0, \varrho_{\infty} > 0 \) satisfy
\[
\left\| \Pi^{(0)}(T(a) - \bar{a}) \right\|_X \leq f_{\varepsilon}^{(0)}(\varrho_0, \varrho_{\infty}), \quad \left\| (\text{Id} - \Pi^{(0)})(T(a) - \bar{a}) \right\|_X \leq f_{\varepsilon}^{(\infty)}(\varrho_0, \varrho_{\infty}),
\]
where \( f_{\varepsilon}^{(0)} \) and \( f_{\varepsilon}^{(\infty)} \) are defined by
\[
\begin{align*}
(f_{\varepsilon}^{(0)}(\varrho_0, \varrho_{\infty})) & \triangleq U_h \left( \frac{\varepsilon_0 + h}{\varepsilon_{\infty} + h} \left( 2 \left( \varrho_0^2 + \varrho_{\infty}^2 \right) + \delta_0 \right) \right), \\
(f_{\varepsilon}^{(\infty)}(\varrho_0, \varrho_{\infty})) & \triangleq U_h \left( \frac{\varepsilon_0 + h}{\varepsilon_{\infty} + h} \left( 2 \left( \varrho_0 + \varrho_{\infty} \right)^2 + \delta_{\infty} \right) \right).
\end{align*}
\]
Here \( U_h \) is defined in (67) and \( \delta_j \) satisfies \( \|F^{(j)}(\bar{a})\|_X \leq \delta_j \) \( (j = 0, \infty) \). If
\[
f_{\varepsilon}^{(0)}(\varrho_0, \varrho_{\infty}) \leq \varrho_0, \quad f_{\varepsilon}^{(\infty)}(\varrho_0, \varrho_{\infty}) \leq \varrho_{\infty}
\]
hold, then the Fourier coefficients \( (\bar{a}^{(0)}, \bar{a}^{(\infty)}) \) of the solution of (1) are rigorously included in \( B_j^{(0)}(\bar{a}, \varrho_0) \times B_j^{(\infty)}(\bar{a}, \varrho_{\infty}) \) and are unique in \( B_j^{(0)}(\bar{a}, \varrho_0) \times B_j^{(\infty)}(\bar{a}, \varrho_{\infty}) \).

We will give the proof in Section 4.1.2.

Remark 4.3. The initial sequence is now chosen from \( \ell^1_{\nu,1} \). The solution is then in the class of \( C^1(J; \ell^1_{\nu,1}) \) thanks to the bootstrapping arguments with respect to time variables. Furthermore, if one wants to have a classical solution of the nonlinear Schrödinger equation (2), the initial sequence should be chosen from \( \ell^1_{\nu,1} \) with a strictly positive weight \( \nu > 1 \). This is due to the \( C^0 \)-property of the evolution operator (cf. [54]). However, as mentioned in Remark 3.3, the continuity with respect to the parameter \( \nu \) yields that the solution is analytic in space.

4.1.1 Proof of Theorem 4.2

The proof of Theorem 4.2 uses the following elementary result:

Lemma 4.4. Consider the constants \( W_{\infty} \geq 0, \bar{W}_{\infty} \geq 0 \) and \( W_{\infty}^{\sup} > 0 \) as defined in (62), (63) and (64), respectively. Then \( W^{(\infty)} \), defined in (61), obeys the following inequalities:

\[
\sup_{(t, s) \in S_h} W^{(\infty)}(t, s) \leq W_{\infty}^{\sup}
\]

(68)

\[
\sup_{(t, s) \in S_h} \int_s^t W^{(\infty)}(\tau, s)d\tau, \quad \sup_{(t, s) \in S_h} \int_s^t W^{(\infty)}(t, \tau)d\tau \leq W_{\infty}
\]

(69)

\[
\sup_{(t, s) \in S_h} \int_s^t \int_s^\tau W^{(\infty)}(\tau, \sigma)d\sigma d\tau, \quad \sup_{(t, s) \in S_h} \int_s^t \int_s^\tau W^{(\infty)}(t, \tau)(\tau - s)d\tau \leq \bar{W}_{\infty}.
\]

(70)

Proof. First, note that from (61)

\[
\sup_{(t, s) \in S_h} W^{(\infty)}(t, s) = \sup_{(t, s) \in S_h} e^{2\int_s^t \|\bar{a}(\tau)\|d\tau} \leq e^{2h}\|\bar{a}\|_X = W_{\infty}^{\sup}.
\]
Second, note that from (61)

\[
\sup_{(t,s) \in S_h} \int_s^t W^{(\infty)}(\tau,s) d\tau = \sup_{(t,s) \in S_h} \left( \int_s^t e^{2 \int_s^\tau \|\tilde{a}(\sigma)\| d\sigma} d\tau \right) \\
\leq \sup_{(t,s) \in S_h} \left( \int_s^t e^{2\|\tilde{a}\|_X (\tau-s)} d\tau \right) \\
= \sup_{(t,s) \in S_h} \left( \frac{e^{2\|\tilde{a}\|_X (t-s)} - 1}{2\|\tilde{a}\|_X} \right) \\
\leq \frac{e^{2h\|\tilde{a}\|_X} - 1}{2\|\tilde{a}\|_X} = W_\infty
\]

and that

\[
\sup_{(t,s) \in S_h} \int_s^t W^{(\infty)}(t,\tau) d\tau = \sup_{(t,s) \in S_h} \left( \int_s^t e^{2 \int_s^\tau \|\tilde{a}(\sigma)\| d\sigma} d\tau \right) \\
\leq \sup_{(t,s) \in S_h} \left( \int_s^t e^{2\|\tilde{a}\|_X (\tau-s)} d\tau \right) \\
= \sup_{(t,s) \in S_h} \left( \frac{e^{2\|\tilde{a}\|_X (t-s)} - 1}{2\|\tilde{a}\|_X} \right) \\
\leq \frac{e^{2h\|\tilde{a}\|_X} - 1}{2\|\tilde{a}\|_X} = W_\infty.
\]

Third,

\[
\int_s^t \int_s^\tau W^{(\infty)}(\tau,\sigma) d\sigma d\tau \leq \int_s^t \frac{e^{2\|\tilde{a}\|_X (\tau-s)} - 1}{2\|\tilde{a}\|_X} d\tau \\
= \frac{1}{2\|\tilde{a}\|_X} \left[ \frac{e^{2\|\tilde{a}\|_X (\tau-s)} - 1}{2\|\tilde{a}\|_X} \right]_{\tau=s}^{\tau=t} \\
= \frac{1}{2\|\tilde{a}\|_X} \left[ \frac{e^{2\|\tilde{a}\|_X (t-s)} - 1}{2\|\tilde{a}\|_X} - (t-s) \right]
\]

and it follows that

\[
\sup_{(t,s) \in S_h} \int_s^t \int_s^\tau W^{(\infty)}(\tau,\sigma) d\sigma d\tau \leq \frac{1}{2\|\tilde{a}\|_X} \left( \frac{e^{2h\|\tilde{a}\|_X} - 1}{2\|\tilde{a}\|_X} - h \right) = \tilde{W}_\infty.
\]

Finally,

\[
\int_s^t W^{(\infty)}(t,\tau)(\tau-s) d\tau \leq \int_s^t e^{2\|\tilde{a}\|_X (\tau-t)} (\tau-s) d\tau \\
= \frac{-1}{2\|\tilde{a}\|_X} \left[ \frac{e^{2\|\tilde{a}\|_X (\tau-t)} - 1}{2\|\tilde{a}\|_X} + e^{2\|\tilde{a}\|_X (\tau-t)} (\tau-s) \right]_{\tau=t}^{\tau=s} \\
= \frac{1}{2\|\tilde{a}\|_X} \left[ \frac{e^{2\|\tilde{a}\|_X (t-s)} - 1}{2\|\tilde{a}\|_X} - (t-s) \right]
\]

and hence, it follows that

\[
\sup_{(t,s) \in S_h} \int_s^t W^{(\infty)}(t,\tau)(\tau-s) d\tau \leq \frac{1}{2\|\tilde{a}\|_X} \left( \frac{e^{2h\|\tilde{a}\|_X} - 1}{2\|\tilde{a}\|_X} - h \right) = W_\infty.
\]
Proof of Theorem 4.2. First note that for $k = 0$, the system of differential equations (52) is described by the following non-homogeneous equation:

$$\dot{b}_0(t) - 2i\bar{a}_0(t)b_0(t) = 2i\left(\bar{a}(t) \ast b^{(\infty)}(t)\right)_0$$

(71)

with the initial value $b_0(s) = \phi_0$. Consider the homogeneous equation (56) and denote by $C^{(0)}(t, s)$ the solution of the variational problem (also called integrating factor). Let $\bar{U}^{(0)}(t, s)$ be the extension of the action of $C^{(0)}(t, s)$ on $\ell^2_{p,1}$. By variation of constants (71) is transformed into the integral equation using the evolution operator $\bar{U}^{(0)}(t, s) : \ell^2_{p,1} \rightarrow \ell^2_{p,1}$

$$b^{(0)}(t) = \bar{U}^{(0)}(t, s)\phi^{(0)} + 2i\int_s^t \bar{U}^{(0)}(t, \tau)\Pi^{(0)}\left(\bar{a}(\tau) \ast b^{(\infty)}(\tau)\right)d\tau.$$  

(72)

Here, for the case of $k = 0$,

$$\left(\bar{a} \ast b^{(\infty)}\right)_0 = \sum_{k_1 + k_2 = 0}^{k_1 \leq K, k_2 \neq 0} \bar{a}_{k_1}b_{k_2} = \sum_{m \neq 0, |m| \leq K} \bar{a}_m b_{-m}$$

holds. Taking the absolute value, we have

$$\left\|\Pi^{(0)}\left(\bar{a} \ast b^{(\infty)}\right)\right\| = \sum_{m \neq 0, |m| \leq K} |\bar{a}_m b_{-m}| \leq \max_{m \neq 0, |m| \leq K} |\bar{a}_m| \sum_{m \neq 0, |m| \leq K} |b_m| |\nu^m| \leq \|\bar{a}^{(\infty)}\|_{\infty, \nu^{-1}} \|b^{(\infty)}\|.$$  

(73)

Combining (60) and (72), and using the inequality (73), it follows that

$$\|b^{(0)}(t)\| \leq W_0\|\phi^{(0)}\| + 2W_0 \int_s^t \|\bar{a}^{(\infty)}(\tau)\|_{\infty, \nu^{-1}} \|b^{(\infty)}(\tau)\|d\tau.$$  

(74)

Next, for the case of $k \neq 0$, we rewrite the system of differential equations (52) as

$$\dot{b}_k(t) + ik^2\omega^2b_k(t) - 2i\left(\bar{a}(t) \ast b^{(\infty)}\right)_k = 2i\left(\bar{a}(t) \ast b^{(0)}\right)_k \quad (k \neq 0)$$

(75)

with the initial sequence $b_k(s) = \phi_k$ for $k \neq 0$. Define $\bar{U}^{(\infty)}(t, s)$ as in (59). Using that operator, the system (75) is described as

$$b^{(\infty)}(t) = \bar{U}^{(\infty)}(t, s)\phi^{(\infty)} + 2i\int_s^t \bar{U}^{(\infty)}(t, \tau)\left(I - \Pi^{(0)}\right)\left(\bar{a}(\tau) \ast b^{(0)}(\tau)\right)d\tau.$$  

(76)

For $k \neq 0$, we have

$$\left\|\left(I - \Pi^{(0)}\right)\left(\bar{a} \ast b^{(0)}\right)\right\| = \sum_{k \neq 0} |\bar{a}_k b_0| |\nu^k| \leq \||\bar{a}^{(\infty)}||b_0| = \||\bar{a}^{(\infty)}||b^{(0)}||.$$  

(77)

Combining (61), (76) and using the inequality (77), it follows that

$$\|b^{(\infty)}(t)\| \leq W^{(\infty)}(t, s)\|\phi^{(\infty)}\| + 2\int_s^t W^{(\infty)}(t, \tau)\|\bar{a}^{(\infty)}(\tau)\|\|b^{(0)}(\tau)\|d\tau.$$  

(78)

Plugging (78) into (74), and using the inequalities (69) and (70) from Lemma 4.4, we have

$$\|b^{(0)}(t)\| \leq W_0\|\phi^{(0)}\| + 2W_0 \int_s^t \|\bar{a}^{(\infty)}(\tau)\|_{\infty, \nu^{-1}} \left\{W^{(\infty)}(t, s)\|\phi^{(\infty)}\| + 2\int_s^t W^{(\infty)}(t, \tau)\|\bar{a}^{(\infty)}(\tau)\|\|b^{(0)}(\tau)\|d\tau\right\}d\tau$$

$$= W_0\|\phi^{(0)}\| + \left(2W_0 \int_s^t \|\bar{a}^{(\infty)}(\tau)\|_{\infty, \nu^{-1}} W^{(\infty)}(t, s)d\tau\right)\|\phi^{(\infty)}\|$$

$$+ 4W_0 \int_s^t \|\bar{a}^{(\infty)}(\tau)\|_{\infty, \nu^{-1}} \int_s^\tau W^{(\infty)}(\tau, \sigma)\|\bar{a}^{(\infty)}(\sigma)\|\|b^{(0)}(\sigma)\|d\sigma\)d\tau$$

$$\leq W_0\|\phi^{(0)}\| + 2W_0 W_{\infty}\|\bar{a}^{(\infty)}\|_{\infty, \nu^{-1}} \|\phi^{(\infty)}\| + 4W_0 W_{\infty}\|\bar{a}^{(\infty)}\|_{\infty, \nu^{-1}} \|b^{(0)}\|.$$  

(79)
By assumption (65), \( \kappa = 1 - 4W_0\bar{W}_\infty\|\bar{a}\|_{X}\|\bar{a}\|_{X_{\nu-1}} > 0 \) and using (79) yields that
\[
\|b^{(0)}\|_X \leq \frac{W_0\|\phi^{(0)}\| + 2W_0\bar{W}_\infty\|\bar{a}\|_{X_{\nu-1}}\|\phi^{(\infty)}\|}{\kappa},
\]
which guarantees the existence of the solution of the zero mode of (52). Conversely, plugging (74) into (78), and using the inequalities (69) and (70) from Lemma 4.4, we have
\[
\|\bar{b}^{(\infty)}(t)\| \leq W^{(\infty)}(t, s)\|\phi^{(\infty)}\| + 2\int_s^t W^{(\infty)}(t, \tau)\|\bar{a}(\tau)\|\left\{W_0\|\phi^{(0)}\| + \right.
\]
\[
\left. + 2W_0\int_s^\tau \|\bar{a}(\sigma)\|_{\infty, \nu-1}\|\bar{b}^{(\infty)}(\sigma)\|d\sigma \right\}d\tau
\]
\[
= W^{(\infty)}(t, s)\|\phi^{(\infty)}\| + \left(2W_0\int_s^t W^{(\infty)}(t, \tau)\|\bar{a}(\tau)\|d\tau\right)\|\phi^{(0)}\|
\]
\[
+ 4W_0\int_s^t W^{(\infty)}(t, \tau)\|\bar{a}(\tau)\|\left(\int_s^\tau \|\bar{a}(\sigma)\|_{\infty, \nu-1}\|\bar{b}^{(\infty)}(\sigma)\|d\sigma \right)\left\|\phi^{(0)}\right\| d\tau
\]
\[
\leq W^{(\infty)}(t, s)\|\phi^{(\infty)}\| + 2W_0\bar{W}_\infty\|\bar{a}\|_X\|\phi^{(0)}\| + 4W_0\bar{W}_\infty\|\bar{a}\|_X\|\bar{a}\|_{X_{\nu-1}}\|\bar{b}^{(\infty)}\|_X. \quad (81)
\]
By assumption (65), \( \kappa = 1 - 4W_0\bar{W}_\infty\|\bar{a}\|_X\|\bar{a}\|_{X_{\nu-1}} > 0 \) and using the inequality (68) in Lemma 4.4, the tail (81) follows that
\[
\|\bar{b}^{(\infty)}\|_X \leq \frac{W^{(\infty)}\|\phi^{(\infty)}\| + 2W_0\bar{W}_\infty\|\bar{a}\|_X\|\phi^{(0)}\|}{\kappa}. \quad (82)
\]
Then it is shown that there exists the evolution operator \( U(t, s) \) of (52). Finally, for any initial data \( \phi = \phi^{(0)} + \phi^{(\infty)} \in \ell^1_{\nu,1} \), (80) and (82) yield
\[
\sup_{(t, s) \in S_h} \left(\left\|U^{(0)}(t, s)\phi\right\| \right) \leq \left(\frac{\|b^{(0)}\|_X}{\|\bar{b}^{(\infty)}\|_X} \right) \left(\frac{W_0\kappa^{-1}}{2W_0\bar{W}_\infty\|\bar{a}\|_X\kappa^{-1}} \right) \left(\frac{\|\phi^{(0)}\|}{\|\phi^{(\infty)}\|} \right)
\]
\[
= U_h \left(\frac{\|\phi^{(0)}\|}{\|\phi^{(\infty)}\|} \right) . \quad \square
\]

4.1.2 Proof of Theorem 4.3

In this part, we will show the proof of Theorem 4.3, which is essentially the same as [66, Theorem 4.1]. The difference is the choice of the neighborhood \( B^{(0)}_{\nu,1}(\bar{a}, \varrho_0) \times B^{(\infty)}_{\nu,1}(\bar{a}, \varrho_\infty) \) defined in (54) and (55).

Proof of Theorem 4.3. We will prove the operator \( T \) defined in (51) becomes a contraction mapping on \( B^{(0)}_{\nu,1}(\bar{a}, \varrho_0) \times B^{(\infty)}_{\nu,1}(\bar{a}, \varrho_\infty) \). Firstly, recall \( U^{(0)}(t, s) = \Pi^{(0)}U(t, s) : \ell^1_{\nu,1} \rightarrow \ell^1_{\nu,1} \) and \( U^{(\infty)}(t, s) = \left(\text{Id} - \Pi^{(0)}\right)U(t, s) : \ell^1_{\nu,1} \rightarrow \ell^1_{\nu,1} \) for each \( (t, s) \in S_h \) defined in Theorem 4.2. For any \( a \in B^{(0)}_{\nu,1}(\bar{a}, \varrho_0) \times B^{(\infty)}_{\nu,1}(\bar{a}, \varrho_\infty) \), we have from
(50), (51), and properties of the evolution operator (cf., e.g., [54])

\[ T(a) - \bar{a} = U(t, 0)\varphi + i \int_0^t U(t, s) (a^2(s) - 2\bar{a}(s) * a(s)) \, ds - \bar{a} \]

\[ = U(t, 0)\varphi + i \int_0^t U(t, s) (a^2(s) - 2\bar{a}(s) * a(s)) \, ds - U(t, t)\bar{a} \]

\[ = U(t, 0)(\varphi - \bar{a}(0)) + i \int_0^t U(t, s) (a^2(s) - 2\bar{a}(s) * a(s)) \, ds - \int_0^t \frac{d}{ds} \left( U(t, s)\bar{a}(s) \right) \, ds \]

\[ = U(t, 0)(\varphi - \bar{a}(0)) + \int_0^t U(t, s) \left( i\bar{a}^2(s) - 2i\bar{a}(s) * a(s) + iL\bar{a}(s) + 2i\bar{a}(s) * \bar{a}(s) - \frac{d}{ds} \bar{a}(s) \right) \, ds \]

\[ = U(t, 0)(\varphi - \bar{a}(0)) + \int_0^t U(t, s) \left[ i(a(s) - \bar{a}(s)) * (a(s) - \bar{a}(s)) - (F(\bar{a}))(s) \right] \, ds \]

Let \( \chi \overset{\text{def}}{=} a - \bar{a} \). It follows from (66) that

\[ \left( \frac{\|\Pi^{(0)}(T(a) - \bar{a})\|_X}{\|\text{Id} - \Pi^{(0)}\) (T(a) - \bar{a})\|_X} \right) \leq \sup_{t \in J} \left( \frac{\|U^{(0)}(t, 0)\chi(0)\| + \int_0^t \|U^{(0)}(t, s)\xi(s)\| \, ds}{\|U^{(0)}(t, 0)\xi(0)\| + \int_0^t \|U^{(0)}(t, s)\xi(s)\| \, ds} \right) \leq U_n \left( \frac{\|\chi^{(0)}(0)\|}{\|\chi^{(\infty)}(0)\|} \right) + U_n \left( \frac{h \sup_{s \in J} \|\xi^{(0)}(s)\|}{h \sup_{s \in J} \|\xi^{(\infty)}(s)\|} \right), \quad (83) \]

where \( \xi(s) \overset{\text{def}}{=} i\chi^2(s) - (F(\bar{a}))(s) \). From the assumption of this theorem, \( \|\chi^{(0)}(0)\| = |\varphi_0 - \bar{a}_0(0)| \leq \varepsilon_0 \) and \( \|\chi^{(\infty)}(0)\| = \|\varphi^{(\infty)} - \bar{a}^{(\infty)}(0)\| \leq \varepsilon_\infty \) hold. Furthermore, from the definition of \( \xi(s) \), we have using the property of Banach algebra for \( \ell_{\nu,1} \)

\[ \|\xi^{(0)}(s)\| \leq 2(|\chi(s) * \chi(s)_0| + \left( \text{Id} - \Pi^{(0)} \right)(F(\bar{a}))(s)) \leq 2 \left( \|\chi^{(0)}(s)\|^2 + \|\chi^{(\infty)}(s)\|^2 \right) + \delta_0 \]

\[ \|\xi^{(\infty)}(s)\| \leq 2 \sum_{k \neq 0} |\chi(s) * \chi(s)_k| \nu^{|k|} + \left( \text{Id} - \Pi^{(0)} \right)(F(\bar{a}))(s) \leq 2 \|\chi^{(0)}(s)\|^2 + \delta_\infty. \]

Since \( a \in B^{(0)}_j(\bar{a}, \varrho_0) \times B^{(\infty)}_j(\bar{a}, \varrho_\infty) \), \( \|\chi\|_X \leq \varrho_0 \) and \( \|\chi^{(\infty)}\|_X \leq \varrho_\infty \) hold. It follows that \( \|\chi\|_X \leq 2 \left( \|\chi^{(0)}\|_X + \|\chi^{(\infty)}\|_X \right) \leq \varrho_0 + \varrho_\infty \). Using (66), (83) is bounded by

\[ \left( \frac{\|\Pi^{(0)}(T(a) - \bar{a})\|_X}{\|\text{Id} - \Pi^{(0)}\) (T(a) - \bar{a})\|_X} \right) \leq U_n \left( \frac{\varepsilon_0 + h \left( 2 (\varrho_0^2 + \varrho_\infty^2) + \delta_0 \right)}{\varepsilon_\infty + h \left( 2 (\varrho_0 + \varrho_\infty)^2 + \delta_\infty \right)} \right) = \left( \frac{f^{(0)}_\varepsilon(\varrho_0, \varrho_\infty)}{f^{(\infty)}_\varepsilon(\varrho_0, \varrho_\infty)} \right). \quad (84) \]

From the assumption \( f^{(0)}_\varepsilon(\varrho_0, \varrho_\infty) \leq \varrho_0 \) and \( f^{(\infty)}_\varepsilon(\varrho_0, \varrho_\infty) \leq \varrho_\infty \), (84) yields that \( T(a) \in B^{(0)}_j(\bar{a}, \varrho_0) \times B^{(\infty)}_j(\bar{a}, \varrho_\infty) \) holds for any \( a \in B^{(0)}_j(\bar{a}, \varrho_0) \times B^{(\infty)}_j(\bar{a}, \varrho_\infty) \).

Secondly, we will show the contraction property of \( T \). For \( a_1, a_2 \in B^{(0)}_j(\bar{a}, \varrho_0) \times B^{(\infty)}_j(\bar{a}, \varrho_\infty) \), we define the distance of \( B^{(0)}_j(\bar{a}, \varrho_0) \times B^{(\infty)}_j(\bar{a}, \varrho_\infty) \) as

\[ d(a_1, a_2) \overset{\text{def}}{=} \max \left\{ \frac{\|\Pi^{(0)}(a_1 - a_2)\|_X}{\varrho_0}, \frac{\|\text{Id} - \Pi^{(0)}\) (a_1 - a_2)\|_X}{\varrho_\infty} \right\}, \quad (85) \]

where \( \varrho_0 \) and \( \varrho_\infty \) are strictly positive. This is associated with the following norm of vectors:

\[ \|x\|_W \overset{\text{def}}{=} \max_{j = 1, 2} \frac{|x_j|}{w_j}, \quad x = (x_1, x_2)^T \quad (86) \]
with the strictly positive scaling vector \( w = (w_1, w_2)^T > 0 \). The analogous discussion above yields from (51) and (66)

\[
\left( \left\| \Pi(t_1) - T(t_2) \right\|_{\mathcal{X}} \right) \leq \sup_{t \in J} \left( \int_0^t \left\| \Pi(t, s) \right\| ds \right) \leq \hat{U}_h \left( h \sup_{s \in J} \left\| \hat{\zeta}(s) \right\| \right),
\]

where

\[
\hat{\zeta}(s) \equiv 2i \left( \int_0^1 \left[ \eta(a_1 - \bar{a}) + (1 - \eta)(a_2 - \bar{a}) \right] d\eta \ast \xi \right)
\]

and \( \xi \equiv a_1 - a_2 \). Since \( B_j(0, \bar{a}, \bar{q}_0) \times B_j(0, \bar{q}_\infty) \) is convex set, \( \eta(a_1 - \bar{a}) + (1 - \eta)(a_2 - \bar{a}) \in B_j(0, \bar{q}_0) \times B_j(0, \bar{q}_\infty) \) holds for any \( \eta \in (0, 1) \). From the definition of \( \hat{\zeta} \), it follows that

\[
\| \hat{\zeta}(s) \| \leq 2 \left( \bar{q}_0 \| \zeta(0) \| + \bar{q}_\infty \| \zeta(\infty) \| \right) + 2 \left( \bar{q}_0 + \bar{q}_\infty \right) \left( \| \zeta(0) \| + \| \zeta(\infty) \| \right).
\]

From (87), we have

\[
\left( \left\| \Pi(t_1) - T(t_2) \right\|_{\mathcal{X}} \right) \leq M_\varphi \left( \left\| \zeta(0) \right\|_{\mathcal{X}} \right),
\]

where \( M_\varphi \) is a strictly positive 2 by 2 matrix defined by

\[
M_\varphi \equiv 2h \hat{U}_h \left( \begin{array}{cc} \bar{q}_0 & \bar{q}_\infty \\ \bar{q}_0 + \bar{q}_\infty & \bar{q}_0 + \bar{q}_\infty \end{array} \right).
\]

Using (85) and (88), the distance between \( T(t_1) \) and \( T(t_2) \) is bounded by

\[
d(T(t_1), T(t_2)) \leq \| M_\varphi \| \| d(t_1, t_2) \|,
\]

where \( \| M_\varphi \| \equiv \max_{\| x \|_w = 1} \| M_\varphi x \|_w = \| M_\varphi \|_w w \) with \( w = (\bar{q}_0, \bar{q}_\infty)^T \), which is the matrix norm arising from the scaling maximum norm defined by (86). On the other hand, from (84), we remark that \( f_\varepsilon(i) \) (\( i = 0, \infty \)) are represented by

\[
\begin{pmatrix} f_\varepsilon(0) \left( \begin{array}{c} \bar{q}_0 \\ \bar{q}_\infty \end{array} \right) \\ f_\varepsilon(\infty) \left( \begin{array}{c} \bar{q}_0 \\ \bar{q}_\infty \end{array} \right) \end{pmatrix} = M_\varphi \left( \begin{array}{c} \bar{q}_0 \\ \bar{q}_\infty \end{array} \right) + \gamma \equiv \hat{U}_h \left( \begin{array}{c} \bar{q}_0 + h\delta_0 \\ \bar{q}_\infty + h\delta_\infty \end{array} \right) > 0.
\]

It follows from the assumption of this theorem

\[
M_\varphi \left( \begin{array}{c} \bar{q}_0 \\ \bar{q}_\infty \end{array} \right) < M_\varphi \left( \begin{array}{c} \bar{q}_0 \\ \bar{q}_\infty \end{array} \right) + \gamma \leq \left( \begin{array}{c} \bar{q}_0 \\ \bar{q}_\infty \end{array} \right).
\]

Hence, \( \| M_\varphi \| = \| M_\varphi \|_w < \| w \|_w = 1 \) holds. Finally, from (89), the operator \( T \) defined in (51) becomes the contraction mapping on \( B_j(0, \bar{a}, \bar{q}_0) \times B_j(0, \bar{a}, \bar{q}_\infty) \).

\[\Box\]

### 4.2 \( W_0 \) bounds via interval inclusion of range of \( \bar{U}(t, s) \)

The remaining tasks of this section consist of obtaining the bound \( W_0 \) satisfying (60), which is associated with \( \bar{U}(t, s) \) defined in (58). From the definition, we have

\[
\sup_{(t, s) \in \mathcal{S}_h} \left\| \bar{U}(t, s) \right\|_{B(t_1, 1)} = \sup_{(t, s) \in \mathcal{S}_h} \left| C(t, s) \right| = \sup_{(t, s) \in \mathcal{S}_h} \left| \Phi(t) \Psi(s) \right|,
\]

(90)
In addition, $\Psi(s) = \Phi(s)^{-1}$ is the solution of the adjoint problem of (91)

$$\frac{d}{ds}\Psi(s) + 2i\Psi(s)\bar{a}_0(s) = 0, \quad \Phi(0) = 1, \quad s \in J.$$  

**Definition 4.5.** In the rest of this section, we define the approximate solution $\bar{a}(t) = (\bar{a}_k|_{k \leq K}$ as

$$\bar{a}_k(t) \overset{\text{def}}{=} \sum_{n=0}^{N-1} \bar{a}_{n,k} T_n(t),$$

where the Chebyshev polynomials $T_n : J \to \mathbb{R}$ ($n \geq 0$) are orthogonal polynomials defined by $T_0(t) \overset{\text{def}}{=} 1$, $T_1(t) \overset{\text{def}}{=} \xi(t)$ and $T_{n+1}(t) \overset{\text{def}}{=} 2\xi(t)T_n(t) - T_{n-1}(t)$ for $n \geq 1$ with the rescaling $\xi(t) \overset{\text{def}}{=} 2t/h - 1$.

Using the approach of [45] and [66, Section 3.2], we rigorously compute the Chebyshev series expansion of the fundamental solutions $\Phi(t)$ and $\Psi(s)$, which are denoted by

$$\Phi(t) = \sum_{n=0}^{\infty} c_n^{(\phi)} T_n(t), \quad \Psi(s) = \sum_{n=0}^{\infty} c_n^{(\psi)} T_n(s).$$

The fundamental solution is represented by

$$C^{(0)}(t,s) = \Phi(t)\Psi(s) = \left(\sum_{n=0}^{\infty} c_n^{(\phi)} T_n(t)\right) \left(\sum_{n=0}^{\infty} c_n^{(\psi)} T_n(s)\right).$$  

(92)

To obtain the bound $W_0$, we take supremum of $|\Phi(t)\Psi(s)|$ over the simplex $(t,s) \in \mathcal{S}_h$ using interval arithmetic. Firstly, let $N \in \mathbb{N}$ be a truncate number of Chebyshev polynomials to approximate $\Phi(t)$ and $\Psi(s)$. The approach of [45] provides the truncated coefficients $\tilde{c}_n^{(\phi)} = (\tilde{c}_n^{(\phi)})_{n<N}$ and $\tilde{c}_n^{(\psi)} = (\tilde{c}_n^{(\psi)})_{n<N}$ with rigorous error bounds $r_{\phi} \geq 0$ (resp. $r_{\psi} \geq 0$) such that

$$\left|c_n^{(\phi)} - \tilde{c}_n^{(\phi)}\right|_\nu \leq r_{\phi} \quad \text{(resp.} \quad \left|c_n^{(\psi)} - \tilde{c}_n^{(\psi)}\right|_\nu \leq r_{\psi}),$$

where $c_n^{(\phi)} \overset{\text{def}}{=} (c_n^{(\phi)})_{n \geq 0}$ and $c_n^{(\psi)} \overset{\text{def}}{=} (c_n^{(\psi)})_{n \geq 0}$ are the Chebyshev coefficients of $\Phi(t)$ and $\Psi(t)$ respectively. Moreover, $|\cdot|_\nu$ is defined in (23). From the property of Chebyshev polynomials $\sup_{t \in J} |T_n(t)| \leq 1$, it follows for a fixed $t \in J$ that

$$\Phi(t) = \sum_{n=0}^{\infty} c_n^{(\phi)} T_n(t)$$

$$= \sum_{n=0}^{N-1} \tilde{c}_n^{(\phi)} T_n(t) + \sum_{n=0}^{N-1} (c_n^{(\phi)} - \tilde{c}_n^{(\phi)}) T_n(t) + \sum_{n \geq N} c_n^{(\phi)} T_n(t)$$

$$= \sum_{n=0}^{N-1} \tilde{c}_n^{(\phi)} T_n(t) + \left|c_n^{(\phi)} - \tilde{c}_n^{(\phi)}\right|_\nu \cdot (0,1)$$

$$\in \sum_{n=0}^{N-1} \tilde{c}_n^{(\phi)} T_n(t) + (0,r_{\phi}), \quad \forall t \in J,$$

(93)

where $(c,r)$ denote a complex interval centered at $c \in \mathbb{C}$ with the radius $r > 0$. Similarly, rigorous inclusion of $\Psi(s)$ using interval arithmetic is given by

$$\Psi(s) \in \sum_{n=0}^{N-1} \tilde{c}_n^{(\psi)} T_n(s) + (0,r_{\psi}), \quad s \in J.$$

(94)
Secondly, for $P \in \mathbb{N}$, we divide the time step $J = [0, h]$ into $NP+1$ intervals by the formula $I_j \overset{\text{def}}{=} [t_j, t_{j+1}]$ ($j = 0, 1, \ldots, NP$), where $t_j \overset{\text{def}}{=} (1 + \cos \theta_j)h/2$ and $\theta_j = \pi(1 - j/(NP + 1))$. Let $T_n(I_j)$ be interval extension such that

$$T_n(I_j) \supseteq \{ T_n(t) = \cos(n \arccos(\xi(t))) : t \in I_j \}, \quad j = 0, 1, \ldots, NP.$$  

Thirdly, from (90), (92), (93), and (94) we have the bound $W_0$ using interval arithmetic

$$\sup_{(t,s) \in S_h} |\Phi(t)\Psi(s)| \leq \sup_{(t,s) \in S_h} \text{mag}\left( \left( \sum_{n=0}^{N-1} \bar{c}_n(t) T_n(t) + (0, r_\Phi) \right) \left( \sum_{n=0}^{N-1} \bar{c}_n(s) T_n(s) + (0, r_\Phi) \right) \right) \leq \max_{0 \leq t \leq NP} \text{mag}\left( \left( \sum_{n=0}^{N-1} \bar{c}_n(t) \bar{I}_n(I_j) + (0, r_\Phi) \right) \left( \sum_{n=0}^{N-1} \bar{c}_n(s) \bar{I}_n(I_j) + (0, r_\Phi) \right) \right) \overset{\text{def}}{=} W_0,$$

where $\text{mag}(I)$ denotes the magnitude of an interval $I$ defined by $\text{mag}(I) \overset{\text{def}}{=} \max\{|t| : t \in I\} > 0$.

### 4.3 Time stepping scheme over multiple time intervals

To sum up this section, we show a time stepping scheme of rigorous integrator to extend the local inclusion of solution of (2) over multiple time intervals. Let $0 = t_0 < t_1 \ldots$ be grid points of the time variable. We call $J_i \overset{\text{def}}{=} [t_{i-1}, t_i]$ the $i$th time step. In addition, let us define $t_i \overset{\text{def}}{=} ih_i$ ($i = 1, 2, \ldots$) with the stepsize $h_i$ of $J_i$, which is adaptively changed.

Firstly, we assume that the solution $\alpha(t)$ of (21) is rigorously included in $B_{J_1}^{(0)}(\hat{a}^{J_1}, \varphi_0) \times B_{J_1}^{(\infty)}(\hat{a}^{J_1}, \varphi_{\infty})$ defined in (54) and (55). Secondly, to consider the next time step $J_2$, we set the time step $h_2$ and the approximate solution $\hat{a}^{J_2}$ to satisfy the sufficient condition (65) of Theorem 4.2 and obtain the matrix $U_h$ defined by (67). Thirdly, the initial sequence is updated by a sequence at the endpoint of $J_1$, i.e., $\varphi = \alpha(t_1)$. Replacing $J = J_2$, we apply Theorem 4.3 for the initial-boundary value problem on $J_2$. The error estimate of the zero-mode between the initial sequence and its approximate solution is bounded by

$$|\varphi - \hat{a}^{J_2}(t_1)| \leq |\varphi - \hat{a}^{J_1}(t_1)| + |\hat{a}^{J_1}(t_1) - \hat{a}^{J_2}(t_1)| \leq \varphi_0 + |\hat{a}^{J_1}(t_1) - \hat{a}^{J_2}(t_1)| = \varepsilon_0.$$

We note that $|\hat{a}^{J_1}(t_1) - \hat{a}^{J_2}(t_1)|$ is a tiny numerical error. For example, if we adopt Chebyshev polynomials to approximate the time variables, such a error becomes almost $10^{-14}$ but not zero. Similarly, the error estimate of the other modes is given by

$$\sum_{k \neq 0} |\varphi_k - \hat{a}^{J_2}_k(t_1)| \nu^{[k]} \leq \sum_{k \neq 0} |\varphi_k - \hat{a}^{J_1}_k(t_1)| \nu^{[k]} + \sum_{k \neq 0} |\hat{a}^{J_1}_k(t_1) - \hat{a}^{J_2}_k(t_1)| \nu^{[k]} \leq \varphi_0 + \sum_{k \neq 0} |\hat{a}^{J_1}_k(t_1) - \hat{a}^{J_2}_k(t_1)| \nu^{[k]} = \varepsilon_\infty.$$

Fourthly, we validate the sufficient condition of Theorem 4.3 and obtain the next $\varphi_0$ and $\varphi_{\infty}$ of rigorous inclusion $B_{J_2}^{(0)}(\hat{a}^{J_2}, \varphi_0) \times B_{J_2}^{(\infty)}(\hat{a}^{J_2}, \varphi_{\infty})$. Finally, continuing to the second part, we recursively repeat this process several times. Using this time stepping scheme we can extend the local inclusion of solution until either the sufficient condition of Theorem 4.1 or that of Theorem 4.3 is no longer satisfied.

**Remark 4.4.** When we numerically compute an approximate solution using Chebyshev polynomials for the time variables, the defect bound $\|F^{(j)}(\bar{a})\|_\infty \leq \delta_j$ ($j = 0, \infty$) is given by the same way introduced in our previous paper. Let us refer to [66, Section 4.2] for computing the bound $\delta_j$.

### 5 Proof of Theorem 1.9

As established by Theorem 1.7, there exist two spectrally unstable equilibria $u_1'$ and $u_1''$ to (2) which generate infinite families of spectrally unstable equilibria. Let $\hat{u}$ denote either of the equilibria $u_1'$ or $u_1''$, and let $\hat{u}^*$

---

2In the actual implementation, we fix $P = 64$. It is possible to take more partitions, but in such a case the computation time will be slower.
denote its complex conjugate. To prove Theorem 1.9, we construct two heteroclinic orbits $u_a(t)$ and $u_{a^*}(t)$ such that
\[
\lim_{t \to -\infty} u_a(t) = \hat{u} \quad \lim_{t \to +\infty} u_a(t) = 0
\]
\[
\lim_{t \to -\infty} u_{a^*}(t) = \hat{u}^* \quad \lim_{t \to +\infty} u_{a^*}(t) = 0.
\]

One may check that if $u(t, x)$ is a solution to $u_t = i(u_{xx} + u^2)$, then $w(t, x) \overset{\text{def}}{=} u(-t, x)^*$ is also a solution. Hence, $u_b(t) \overset{\text{def}}{=} (u_{a^*}(-t))^*$ and $u_{b^*}(t) \overset{\text{def}}{=} (u_{a}(-t))^*$ are connecting orbits satisfying
\[
\lim_{t \to -\infty} u_b(t) = 0 \quad \lim_{t \to +\infty} u_b(t) = \hat{u}
\]
\[
\lim_{t \to -\infty} u_{b^*}(t) = 0 \quad \lim_{t \to +\infty} u_{b^*}(t) = \hat{u}^*.
\]

By the rescaling (4), there exist similar heteroclinic solutions if $\tilde{u}_n$ was some rescaling of $\hat{u}$.

Thus, it suffices to prove the existence of heteroclinic solutions $u_a(t)$ and $u_{a^*}(t)$, whose difference is the starting equilibrium $\tilde{u}$ or $\tilde{u}^*$. We establish the existence of each heteroclinic constructively by a computer-assisted proof consisting of the following three steps:

**Step 1.** Set an equilibrium $\tilde{u}$ of (2). Validating the Fourier coefficients of the equilibrium $\hat{a}$ satisfying (24) and an eigenpair $(\tilde{\lambda}, \hat{b})$ satisfying (25) with respect to the unstable direction attached to the equilibrium (this is done using the approach presented in Appendix A.1), we rigorously construct a part of unstable manifold $P(\sigma)$ using the Parameterization Method introduced in Section 3.

**Step 2.** From the endpoint of the unstable manifold denoted by $P(1)$ or $P(-1)$, our rigorous integrator provided in Section 4 propagates the rigorous inclusion forward in time by using the time stepping scheme. At the end of each time step, we check whether the solution of (2) is in the stable region by checking the hypothesis of Theorem 2.3.

**Step 3.** If the hypothesis of Theorem 2.3 is obtained at a certain time (after several time stepping processes), then whole orbit connects from the equilibrium $\hat{a}$ to the zero function, which completes the proof.

We refer to a conceptual picture (Figure 6) to summarize the entire proof.

All computations are carried out on Microsoft Windows 10 Pro, Intel(R) Core(TM) i9-10900K CPU@3.70 GHz, and MATLAB 2020b with INTLAB - INTerval LABoratory [63] version 11 and Chebfun - numerical computing with functions [55] version 5.7.0. All codes used to produce the proof in this section are freely available from [35].

We show the proof of a heteroclinic connection from $u^*_1(x)$ given by Theorem 1.7 to the zero equilibrium, whose time evolution is displayed in Figure 7.
(a) The heteroclinic solution $u_a$: connection from $u_{i1}(x)$ to 0.

(b) The heteroclinic solution $u_b$: connection from 0 to $u_{i1}(x)$.

Figure 7: Heteroclinic orbits of (2) between $u_{i1}(x)$ and 0. (a) We parameterized the unstable manifold attached to $u_{i1}(x)$ for negative $t$ via rigorous numerics. From $t = 0$ to the white/black line $t_{end} = 0.05$, rigorous integrator propagates the whole orbit including $P(1)$ to the stable region. At this line the proof is completed. (b) We plot the result of the computer-assisted proof of connection from $(u_{i1}(x))^*$ to 0 by the form $(u_a\cdot\{-t\})^*$, which corresponds to the connection from 0 to $u_{i1}(x)$. 
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**Step 1.** Let us consider the equilibrium $u_1^i(x)$ (see Figure 1) of (2) using Fourier series. The approach for the zero finding eigenvalue problem presented in Section A.1 provides the rigorous steady state $\bar{a}$ and the eigenpair $(\tilde{\lambda}, \tilde{b})$ such that

$$|\bar{a} - \tilde{a}|_{\nu} \leq r_0, \quad |\tilde{\lambda} - \lambda| \leq r_0, \quad |\tilde{b} - \bar{b}|_{\nu} \leq r_0$$

with $r_0 = 1.61 \times 10^{-12}$, where $| \cdot |_{\nu}$ is defined in (23) ($\nu = 1$ in the rest of proofs). The execution time was about 0.15 sec. From these data we parameterize a subset of the unstable manifold of $\tilde{a}$ introduced in Section 3. The parameterization method yields a solution $\tilde{\lambda} = (\tilde{p}_{k,m})_{k,m \geq 0}$ in $X^\nu$ of $f(\tilde{p}) = 0$ defined in (30), which denotes Taylor-Fourier coefficients of the solution $P(\sigma)$ in (28). The result of rigorous error bound is

$$\|\tilde{p} - \tilde{p}\|_{\nu} \leq r_p, \quad r_p = 5.91 \times 10^{-10},$$

where $\| \cdot \|_{\nu}$ is defined in (29). From Lemma 3.1 we have the end point of the unstable manifold satisfying $a(0) = P(1)$. It follows that, at the end point of the unstable manifold, we have a rigorous inclusion such that

$$\|a(0) - \bar{a}\| \leq r_p, \quad \bar{a} = \left( \sum_{m=0}^{M} \tilde{p}_{|k|,m} \right)_{|k| \leq K}$$

where $\| \cdot \|$ is given in Definition 1.2 and $(K, M) = (27, 150)$. In total the execution time for the parameterization method was about 89.4 sec.

**Step 2.** Next, rigorous integrator provided in Section 4 starts from the rigorous inclusion of the endpoint of unstable manifold. Set the initial sequence $\varphi = P(1)$ and the step size $h = 2.5 \times 10^{-3}$ equidistantly. We have the following initial error estimate, which is used in Theorem 4.3:

$$|\varphi_0 - \bar{a}_0(0)| \leq |\varphi_0 - \bar{\varphi}_0| + |\bar{\varphi}_0 - \bar{a}_0(0)| \leq r_p + |\bar{\varphi}_0 - \bar{a}_0(0)| = \varepsilon_0$$

$$\|\varphi(\infty) - \bar{a}(\infty)(0)\| \leq \|\varphi(\infty) - \bar{\varphi}(\infty)\| + \|\bar{\varphi}(\infty) - \bar{a}(\infty)(0)\| \leq r_p + \|\bar{\varphi}(\infty) - \bar{a}(\infty)(0)\| = \varepsilon_\infty.$$ 

After 20 time stepping (at $t_{end} = 0.05$) our integrator yields the rigorous inclusion of solution trajectory with $\varphi_0 = 1.43 \times 10^{-8}$ and $\varphi_\infty = 1.97 \times 10^{-7}$. Then the hypothesis of Theorem 2.3 holds. The number of Chebyshev polynomials for the time variable is 13 and the computational time for rigorous integration was almost 19.5 sec.

**Step 3.** While Theorem 1.3 may suffice to verify the solution converges to zero, we instead directly check the hypothesis of Theorem 2.3 which offers a sharper result. Let us define $z_0 \in \mathbb{C}$, and $\bar{\varphi}, \bar{a} \in l_{\nu}^1$ by

$$z_0 = \bar{a}_0(t_{end}), \quad \bar{\varphi} = \bar{a}(\infty)(t_{end}), \quad (\bar{a})_k = \begin{cases} a_0(t_{end}) - z_0 & \text{if } k = 0 \\ a_k(t_{end}) & \text{else} \end{cases}.$$

Recall that $t_0 : \mathbb{C} \mapsto l_{\nu}^1$ denotes the inclusion into the 0th Fourier mode. Hence $a(t_{end}) = t_0 \circ z_0 + \phi$ and we note that $\|\phi\| \leq \|\bar{\phi}\| + \varphi_0 + \varphi_\infty$. We may then define $\rho_0 \triangleq |z_0|$ and $\rho_1 \triangleq (\|\bar{\phi}\| + \varphi_0 + \varphi_\infty)/\rho_0^2$. Hence $\|\phi\| \leq \rho_1 |z_0|^2$, and if $Im(z_0) \geq 0$ then $\phi + t_0 \circ z_0 \in B(\rho_0, \rho_1)$. By Theorem 2.3 and Remark 2.3, if there exists some $r > 0$ such that $\rho_1 \exp \left\{ \frac{\pi}{2} \rho_0 r \right\} < r$ then $\lim_{t \to +\infty} a(t) = 0$.

For this example, this is achieved with values $\rho_0 = 17.14$, $\rho_1 = 0.014$ and $r = 0.036$. The execution time of Step 3 is less than 0.1 sec. Finally the proof for the heteroclinic solution from $u_1^i(x)$ to $u \equiv 0$ is completed.

In a similar manner, we construct a computer-assisted proof of a heteroclinic orbit from $(u_1^i(x))^*$ to zero. We are also able to prove the existence of other heteroclinic orbits from $u_1^i$ to zero by starting with other points on its unstable manifold. In Figure 2 is displayed another connecting orbit with the end point of unstable manifold by the form $P(-1)$ in (28). This proof is achieved in the same manner, albeit with different computational parameters. The most notable difference with this second computer-assisted proof being the number of time-steps the rigorous integrator had to take – 20 time-steps for the former and 2523 for the latter – before we could verify the solution was in the stable set of the zero-equilibrium. Indeed, as
one can see from Figure 2, a longer time is required for the non-zero Fourier modes to decay in comparison to Figure 7.

As the final proof, we show the existence of another connecting orbit, which is from \( u_1^i(x) \) to the zero equilibrium. We display the time evolution of the solution in Figure 8 (a). We note that the amplitude of this equilibrium is 10 times larger than \( u_1^i(x) \), and the connection from such a large equilibrium to zero function is quite nontrivial. The proof of this connecting orbit is much difficult than previous two proofs as we had to contend with significantly larger validated error bounds. In a similar fashion we are able to produce a computer-assisted proof of a heteroclinic orbit from \( (u_2^j(x))^\ast \) to the zero solution in Figure 8 (b). A summary of the major computational parameters used in our computer-assisted proofs are given in Appendix B.

6 Open Questions

Through rigorous mathematical analysis, we have established the existence of rich dynamical behavior in nonconservative nonlinear Schrödinger equations. However all the phenomena we suspect to occur exceeds that which we can prove rigorously. Still there are nascent patterns we have noticed and merit further investigation, yet we have not the space in a single paper to fully expound. Below we have compiled a list of open questions concerning the equation (2). Similar questions, of course, may be asked for other equations of the type (1).

1. As was conjectured in [15], do solutions to (2) with real initial data exist for all time? We note that Theorem 1.3 treats the case of arbitrarily large, yet linearly close to constant, real initial data.

2. In our numerical simulations, as with those reported in [15], it appears that real initial data limits in forward and backward time to the zero equilibrium. Could this be proven? Alternatively, there could exist real initial data which limits to a non-trivial equilibrium or some other invariant set. Could the existence of such a solution be proven?

3. A differential equation is generally considered to be integrable if it has a maximal set of conserved quantities, and if one may write down solutions explicitly, for example by quadrature or the inverse scattering method. In Theorem 1.5 we showed that the equation (1) has an open set of homoclinic orbits limiting to zero, and by Theorem 1.6 this forces the non-existence of any real analytic conserved quantities. This property is also shared by the dynamics \( \dot{z} = iz^2 \) in the spatially homogeneous subsystem of (2), see Figure 3. Nevertheless, as one may see from (6), we are able to give explicit solutions to this ordinary differential equation, and moreover it enjoys a singular conserved quantity \( V(z) = \frac{1}{z} + \frac{1}{z^3} \). The reader is referred to [4] for related work on singular symplectic structures.

From our attempts, we have been unable to explicitly construct any analogous type of singular conserved quantity preserved by the PDE (2). Do there exist any such singular or meromorphic conserved quantities?

4. The manner in which we found the equilibria in Theorem 1.7 was essentially by randomly choosing some sequence of Fourier coefficients, and then applying Newton’s method. Is there a systematic classification of all the equilibria to (2)?

5. Numerical evidence suggests that the linearization about the non-trivial equilibria have an infinite number of eigenvalues on the negative imaginary axis, and only finitely many eigenvalues have non-zero real part. Can this be proven?

6. Numerical evidence suggests that under the rescaling \( \tilde{u} \mapsto n^2 \tilde{u}(nx) \), the linearization about the equilibria has an increasing number of eigenvalues with non-zero real part, and an increasing number of eigenvalues have a positive imaginary part. Can this be explained and proven?

7. Do there exist periodic solutions to (2)? Current work is underway by the first author studying periodic solutions near the zero equilibria. The existence of (presumably) imaginary eigenvalues to the linearization about the nontrivial equilibria suggest there exists periodic solutions nearby.
(a) The heteroclinic solution \( u_a \): connection from \( u^i_1(x) \) to 0.

(b) The heteroclinic solution \( u_b \): connection from 0 to \( u^i_1(x) \).

Figure 8: Heteroclinic orbits of (2) between \( u^i_1(x) \) to 0. Proofs of these orbits are achieved in the same manner. Note that the amplitude of this orbit is much bigger than the previous ones. Such connection is quite nontrivial to prove.
8. If the linearization about the nontrivial equilibria has two imaginary eigenvalues which are mutually irrational, that would suggest the existence of invariant tori. Can one prove this and/or the existence of quasi-periodic orbits?

9. Suppose there exist periodic or quasi-periodic orbits nearby the non-trivial equilibria. Can the heteroclinic orbits from Theorem 1.9 be perturbed to construct heteroclinic orbits between the zero equilibria and these (quasi)periodic orbits?

10. Theorem 1.9 establishes the existence of a heteroclinic loop between the zero equilibria and each of the non-trivial equilibria in Theorem 1.7. Do homoclinic orbits from the zero equilibrium exist as a small perturbation away from this heteroclinic loop? Moreover, if there exist periodic orbits or quasi-periodic orbits near the non-trivial equilibria, can one construct a heteroclinic loop between these orbits and the zero equilibria? Can these heteroclinic loops be perturbed to construct a homoclinic orbit?

11. The equilibria \( u^i \) has a one complex dimensional strong unstable manifold \( P(\sigma) \), and we have proven for some specific values of \( \sigma_0 = r_0e^{i\theta_0} \) that the trajectory \( P(\sigma_0) \) limits to the zero equilibrium in forward time. Numerical evidence suggests that there is a unique angle \( \theta_B \in [0, 2\pi] \), for which the solution with initial data \( P(r_0e^{i\theta_0}) \) will blow up in finite time. This blowup profile is similar to that in Figure 7. For all other angles \( \theta \neq \theta_B \) mod \( 2\pi \), the solution with initial data \( P(r_0e^{i\theta}) \) appears to converge to \( 0 \). This also seems to be the case at the other equilibrium \( u^{ii} \). Can this be proven?

12. It could be possible that there exists a connecting orbit between the non-trivial equilibria, or between other invariant sets not including the zero equilibrium. Could the existence or non-existence of such a trajectory be proven?

13. It could be possible that there exists an unstable, chaotic invariant set in this equation. Could the existence or non-existence of such a set be proven?
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A Appendix

A.1 Proof of Theorem 1.7: The zero finding eigenvalue problem

To prove the theorem, it suffices to prove the existence of distinct, fundamental equilibria, and their associated eigenvalue-eigenvector pair. The rest follows by rescaling. Looking for steady states to the NLS equation leads to

\[
i \left( -k^2 \omega^2 a_k + (a^2)_k \right) = 0,
\]

with \( \omega \stackrel{\text{def}}{=} 2\pi \). An eigenvalue-eigenvector couple \( (\lambda, b) \) associated to a steady-state \( a \) satisfies

\[
i (-k^2 \omega^2 b_k + 2 (a \ast b)_k) - \lambda b_k = 0.
\]

Note that the factor \( i \) can be removed when solving (95) since \( i \neq 0 \). Denoting \( \mu_k \stackrel{\text{def}}{=} -k^2 \omega^2 \), this leads to

\[
(f_1(a))_k \stackrel{\text{def}}{=} \mu_k a_k + (a^2)_k = 0.
\]

and

\[
(f_2(\lambda, a, b))_k \stackrel{\text{def}}{=} i (\mu_k b_k + 2 (a \ast b)_k) - \lambda b_k = 0.
\]

Now, since eigenvectors come in continuous families (any rescaling also gives an eigenvector), we isolate them by imposing a linear phase condition of the form \( \eta(b) = \ell(b) - 1 = 0 \in \mathbb{C} \), which typically fixes a component of \( b \).
We impose the conditions \( a_{-k} = a_k \in \mathbb{C} \) for the steady states, which correspond to Neumann-0 boundary conditions. This implies that we impose the same condition on the eigenvectors \( b \), that is \( b_{-k} = b_k \in \mathbb{C} \). This symmetry condition on \( a, b \) implies that \( (f_1(a))_{-k} = (f_1(a))_{-k} \) and \( (f_2(\lambda, a, b))_{-k} = (f_2(\lambda, a, b))_{k} \). Hence, we only need to solve \( (f_1)_k = 0 \) and \( (f_2)_k = 0 \) for \( k \geq 0 \). Hence, let \( a \overset{\text{def}}{=} (a_k)_{k \geq 0}, b \overset{\text{def}}{=} (b_k)_{k \geq 0}, f_1(\lambda) \overset{\text{def}}{=} ((f_1(\lambda))_k)_{k \geq 0} \) and \( f_2(\lambda, a, b) \overset{\text{def}}{=} ((f_2(\lambda, a, b))_k)_{k \geq 0} \). Using this notation, denote \( x = (\lambda, a, b) \) and define the nonlinear operator

\[
F(x) \overset{\text{def}}{=} \begin{pmatrix}
\eta(b) \\
(f_1(a)) \\
f_2(\lambda, a, b)
\end{pmatrix}.
\]

Given a weight \( \nu \geq 1 \), recall the Banach space \( \ell^\nu_\nu \) given in (23), and define \( X \overset{\text{def}}{=} \mathbb{C} \times \ell^1_\nu \times \ell^1_\nu \), with the induced norm, given \( x = (\lambda, a, b) \in X \),

\[
\|x\|_X \overset{\text{def}}{=} \max\{|\lambda|, |a|_\nu, |b|_\nu\}.
\]

The problem of simultaneously looking for a steady state \( a \) and an eigenpair \( (\lambda, b) \) therefore reduces to finding \( x \in X \) such that \( F(x) = 0 \), where the map \( F \) is defined component-wise in (98). Solving the problem \( F = 0 \) in \( X \) is done using computer-assisted proofs via the Newton-Kantorovich type Theorem 3.5.

Proving the existence of a solution of \( F = 0 \) using Theorem 3.5 is often called the radii polynomial approach. This approach begins by computing an approximate solution \( \bar{x} \) of \( F = 0 \). This first requires considering a finite dimensional projection. Fixing a Fourier projection size \( m \in \mathbb{N} \), denote a finite dimensional projection of \( x \in X \) by \( x^{(m)} = (\lambda, (a_k)_{k=0}^{m-1}, (b_k)_{k=0}^{m-1}) \in \mathbb{C}^{2m+1} \). The finite dimensional projection of \( F \) is then given by \( F^{(m)} = (\eta - 1, f_1^{(m)}, f_2^{(m)}) : \mathbb{C}^{2m+1} \to \mathbb{C}^{2m+1} \) defined by

\[
F^{(m)}(\lambda, a^{(m)}, b^{(m)}) \overset{\text{def}}{=} \begin{pmatrix}
\eta(b^{(m)}) \\
((f_1(a^{(m)}))_k)_{0 \leq k < m} \\
((f_2(\lambda, a^{(m)}, b^{(m)}))_k)_{0 \leq k < m}
\end{pmatrix}.
\]

Assume that a solution \( \bar{x}^{(m)} \) such that \( F^{(m)}(\bar{x}^{(m)}) \approx 0 \) has been computed (e.g. using Newton’s method). Denote \( \bar{a} = (\bar{a}_0, \ldots, \bar{a}_{m-1}, 0, 0, 0, \ldots) \) the vector which consists of embedding \( \bar{a}^{(m)} \in \mathbb{C}^m \) in the infinite dimensional space \( \ell^1_\nu \) by padding the tail by infinitely many zeroes. We treat \( \bar{b} \) similarly. Denote \( \bar{x} = (\bar{\lambda}, \bar{a}, \bar{b}) \), and for the sake of simplicity of the presentation, we use the same notation \( \bar{x} \) to denote \( x \in X \) and \( \bar{x}^{(m)} \in \mathbb{C}^{2m+1} \). Denote by \( DF^{(m)}(\bar{x}) \) the Jacobian of \( F^{(m)} \) at \( \bar{x} \), and let us write it as

\[
DF^{(m)}(\bar{x}) = \begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & D_a\eta \\
D_{\bar{\lambda}}f_1^{(m)}(\bar{\lambda}, \bar{a}, \bar{b}) & D_{\bar{a}}f_1^{(m)}(\bar{\lambda}, \bar{a}, \bar{b}) & D_{\bar{b}}\eta \\
D_{\bar{\lambda}}f_2^{(m)}(\bar{\lambda}, \bar{a}, \bar{b}) & D_{\bar{a}}f_2^{(m)}(\bar{\lambda}, \bar{a}, \bar{b}) & D_{\bar{b}}f_2^{(m)}(\bar{\lambda}, \bar{a}, \bar{b})
\end{pmatrix} \in M_{2m+1}(\mathbb{C}).
\]

From now on, we denote \( a_1 = a, a_2 = b \), and \( x = (\lambda, a_1, a_2) \in X \).

The next step is to construct the linear operator \( A^\dagger \) (an approximate derivative of the derivative \( DF(\bar{x}) \)), and the linear operator \( A \) (an approximate inverse of \( DF(\bar{x}) \)). Let

\[
A^\dagger = \begin{pmatrix}
A_{1,0}^\dagger & A_{1,1}^\dagger & A_{1,2}^\dagger \\
A_{2,0}^\dagger & A_{2,1}^\dagger & A_{2,2}^\dagger
\end{pmatrix},
\]

whose action on an element \( h = (h_0, h_1, h_2) \in X \) is defined by \( (A^\dagger h)_i = A_{i,0}^\dagger h_0 + A_{i,1}^\dagger h_1 + A_{i,2}^\dagger h_2 \), for \( i = 0, 1, 2 \). For \( i = 1, 2 \), the action of \( A_{i,1}^\dagger \) is defined as

\[
(A_{i,1}^\dagger h_1)_k = \begin{cases}
(D_{a_{i,0}} f_{i}^{(m)}(\bar{x})h_{i}^{(m)})_k & \text{for } 0 \leq k < m, \\
\delta_{i,2} k \mu_k (h_1)_k & \text{for } k \geq m,
\end{cases}
\]

\[
(A_{i,2}^\dagger h_2)_k = \begin{cases}
(D_{a_{i,1}} f_{i}^{(m)}(\bar{x})h_{i}^{(m)})_k & \text{for } 0 \leq k < m, \\
\delta_{i,1} k \mu_k (h_2)_k & \text{for } k \geq m,
\end{cases}
\]
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where $\delta_{i,j}$ is the Kronecker $\delta$. Consider now a matrix $A^{(m)} \in M_{2m+1}(\mathbb{C})$ computed so that $A^{(m)} \approx DF^{(m)}(\bar{x})^{-1}$. We decompose it into nine blocks:

$$A^{(m)} = \begin{pmatrix} A_{0,0}^{(m)} & A_{0,1}^{(m)} & A_{0,2}^{(m)} \\ A_{1,0}^{(m)} & A_{1,1}^{(m)} & A_{1,2}^{(m)} \\ A_{2,0}^{(m)} & A_{2,1}^{(m)} & A_{2,2}^{(m)} \end{pmatrix}.$$ 

This allows defining the linear operator $A$ as

$$A = \begin{pmatrix} A_{0,0} & A_{0,1} & A_{0,2} \\ A_{1,0} & A_{1,1} & A_{1,2} \\ A_{2,0} & A_{2,1} & A_{2,2} \end{pmatrix},$$

whose action on an element $h = (h_0, h_1, h_2) \in X$ is defined by $(Ah)_i = A_{i,0}h_0 + A_{i,1}h_1 + A_{i,2}h_2$, for $i = 0, 1, 2$. For $i, j = 1, 2$, $A_{i,j}$ is defined as

$$(A_{i,1}h_1)_k = \begin{cases} \left( A_{i,1}h_1 \right)_k^{(m)} & \text{for } 0 \leq k < m \\ \frac{1}{\mu_k}(h_1)_k & \text{for } k \geq m \end{cases}$$

$$(A_{i,2}h_2)_k = \begin{cases} \left( A_{i,2}h_2 \right)_k^{(m)} & \text{for } 0 \leq k < m \\ \frac{1}{\mu_k}(h_2)_k & \text{for } k \geq m. \end{cases}$$

Having obtained an approximate solution $\bar{a}$ and the linear operators $A^\dagger$ and $A$, the next step is to construct the bounds $Y_0$, $Z_0$, $Z_1$ and $Z_2(r)$ satisfying (31), (32), (33) and (34), respectively.

Since the bounds $Y_0$ and $Z_0$ are standard, we only present the derivation of the bounds $Z_1$ and $Z_2$.

### A.1.1 The Z1 bound

Recall that we look for the bound $\|A[DF(\bar{x}) - A^\dagger]\|_{B(X)} \leq Z_1$. Given $h = (h_0, h_1, h_2) \in X$ with $\|h\|_X \leq 1$, set

$$z \overset{\text{def}}{=} |DF(\bar{x}) - A^\dagger|h.$$

Denote $z = (z_0, z_1, z_2)$. Recalling (96) and (97), then $f_1(a) = \mu a + a^2$ and $f_2(\lambda, a, b) = i(\mu b + 2a*b) - \lambda b$, where $\mu$ is a diagonal operator with diagonal entries $\mu_k$, $k \geq 0$. Since in $z$ some of the terms involving $(h_k)_{k=0}^{m-1}$ will cancel, it is useful to introduce $\tilde{h}_1$ as follows:

$$\tilde{h}_1 \overset{\text{def}}{=} \begin{cases} 0 & \text{if } k < m, \\ (h_1)_k & \text{if } k \geq m. \end{cases}$$

Then, $z_0 = 0$, and

$$(z_1)_k = \begin{cases} 2(\bar{a} \ast \tilde{h}_1)_k & \text{for } k = 0, \ldots, m - 1 \\ 2(\bar{a} \ast h_1)_k & \text{for } k \geq m \end{cases}$$

$$(z_2)_k = \begin{cases} 2i \left( \left( \bar{a} \ast \tilde{h}_2 \right)_k + (\bar{b} \ast \tilde{h}_1)_k \right) & \text{for } k = 0, \ldots, m - 1 \\ 2i \left( \left( \bar{a} \ast h_2 \right)_k + (\bar{b} \ast h_1)_k \right) - \tilde{\lambda}(h_2)_k & \text{for } k \geq m. \end{cases}$$

By Corollary 3.7, for $k = 0, \ldots, m - 1$, $|(z_1)_k| \leq 2\Psi_k(\bar{a})$ and $|(z_2)_k| \leq 2(\Psi_k(\bar{a}) + \Psi_k(\bar{b}))$. Hence,

$$|(Az)_0| \leq Z_1^{(0)} \overset{\text{def}}{=} 2|A_{0,1}^{(m)}|\Psi^{(m)}(\bar{a}) + 2|A_{0,2}^{(m)}|\left(\Psi^{(m)}(\bar{a}) + \Psi^{(m)}(\bar{b})\right).$$
Moreover, for \( \ell = 1, 2 \)

\[
|Az|_{1,\nu}^\ell \leq \sum_{j=1}^{2} |A_{\ell,j}z|_{1,\nu}^j \\
= \sum_{k=0}^{m-1} \left| (A_{\ell,1}^{(m)} z_{\ell}^{(m)})_k \right| \omega_k + \sum_{k \geq m} \frac{\delta_{\ell,1}}{4m^2 \pi^2} \left| (z_1)_k \right| \omega_k + \sum_{k \geq m} \frac{\delta_{\ell,2}}{4m^2 \pi^2} \left| (z_2)_k \right| \omega_k
\]

\[
\leq 2 \sum_{k=0}^{m-1} \left| (A_{\ell,1}^{(m)} \Psi^{(m)}(\bar{a}))_k \right| \omega_k + \frac{\delta_{\ell,1}}{4m^2 \pi^2} \left( \sum_{k \geq m} \left| (z_1)_k \right| \omega_k \right)
\]

\[
+ 2 \sum_{k=0}^{m-1} \left| (A_{\ell,2}^{(m)} \Psi^{(m)}(\bar{a}) + \Psi^{(m)}(\bar{b}))_k \right| \omega_k + \frac{\delta_{\ell,2}}{4m^2 \pi^2} \left( \sum_{k \geq m} \left| (z_2)_k \right| \omega_k \right)
\]

\[
\leq 2 \sum_{k=0}^{m-1} \left| (A_{\ell,1}^{(m)} \Psi^{(m)}(\bar{a})_k \right| \omega_k + 2 \sum_{k=0}^{m-1} \left| (A_{\ell,2}^{(m)} \Psi^{(m)}(\bar{a}) + \Psi^{(m)}(\bar{b}))_k \right| \omega_k
\]

\[
+ \frac{\delta_{\ell,1}}{4m^2 \pi^2} |\bar{a}|_{1,\nu} + \frac{\delta_{\ell,2}}{4m^2 \pi^2} \left( 2|\bar{a}|_{1,\nu} + 2|\bar{b}|_{1,\nu} + |\lambda| \right) \overset{\text{def}}{=} Z_1^{(\ell)}.
\]

We thus define

\[
Z_1 \overset{\text{def}}{=} \max \left( Z_1^{(0)}, Z_1^{(1)}, Z_1^{(2)} \right).
\]

### A.1.2 The \( Z_2 \) bound

Let \( r > 0 \) and \( c = (c_0, c_1, c_2) \in B_r(\bar{a}) \), that is

\[
||c - \bar{x}||_X = \max(|c_0 - \bar{a}|, |c_1 - \bar{a}|_{1,\nu}, |c_2 - \bar{b}|_{1,\nu}) \leq r.
\]

Given \( \|h\|_X \leq 1 \), note that

\[
|Df_1(c) - Df_1(\bar{x})|h = 2(c_1 - \bar{a})h_1
\]

\[
|Df_2(c) - Df_2(\bar{x})|h = i \left( 2(c_1 - \bar{a})h_2 + 2(c_2 - \bar{b})h_1 \right) - (c_0 - \bar{a})h_2 - (c_2 - \bar{b})h_0
\]

so that

\[
|||Df_1(c) - Df_1(\bar{x})|h||_{1,\nu} \leq 2r
\]

\[
|||Df_2(c) - Df_2(\bar{x})|h||_{1,\nu} \leq 6r.
\]

Hence,

\[
||A[DF(c) - DF(\bar{a})]|_{B(X)} = \sup_{\|h\|_X \leq 1} ||A[DF(c) - DF(\bar{a})]|h|_X
\]

\[
\leq ||A||_{B(X)} \max\{2r, 6r\} = (6 ||A||_{B(X)}) r
\]

Then, we set

\[
Z_2 \overset{\text{def}}{=} 6 ||A||_{B(X)}, \quad (100)
\]

where an upper bound for \( ||A||_{B(X)} \) can be computed using formula (40) from Corollary 3.9 and using a similar approach than the one of Lemma 3.10.
Having explicit and computable formulas for the bounds $Y_0$ (standard), $Z_0$ (standard), $Z_1$ (given in (99)) and $Z_2$ (given in (100)), and recalling (35), define the radii polynomial by

$$p(r) \doteq Z_2 r^2 - (1 - Z_1 - Z_0)r + Y_0.$$  

We wrote a MATLAB program (available at [35]) which rigorously computes (i.e. controlling the floating point errors) the bounds $Y_0$, $Z_0$, $Z_1$ and $Z_2$. The program uses the interval arithmetic library INTLAB available at [63]. Fixing $\nu = 1$ and using the MATLAB program, verify the existence of $r_0 > 0$ such that $p(r_0) < 0$. By Theorem 3.5, there exists a unique $\tilde{x} = (\tilde{\lambda}, \tilde{a}, \tilde{b}) \in B_{r_0}(\bar{x})$ such that $F(\tilde{x}) = 0$. This approach provides a rigorous steady state $\tilde{a}$ and an eigenpair $(\tilde{\lambda}, \tilde{b})$ such that

$$|\tilde{a} - \bar{a}|_\nu < r_0, \quad |\tilde{\lambda} - \lambda| < r_0, \quad |\tilde{b} - \bar{b}|_\nu < r_0.$$  

B List of computational parameters

We present in Table 1 the computational parameters used to produce computer assisted proofs of all the heteroclinic orbits described in this paper. The variable names, as described in Section 5, are as follows: Step 1. The parameter $r_0$ denotes accuracy of our unstable manifold approximation; the parameter $r_p$ denotes accuracy of our approximate steady state and eigenpair; the parameter $\rho$ denotes number of time steps the rigorous integrator took in solving the solution from time $0$ until time $t_{end}$; the parameters $\rho_0$ and $\rho_\infty$ denote the a posteriori error of the final solution in the zero and nonzero modes respectively. Step 2. The parameters $\rho_0$, $\rho_1$, and $r$ denote values for which the hypothesis of Theorem 2.3 may be satisfied and prove the endpoint of the rigorous integrator will converge to the zero equilibrium.

| Orbit | $r_0$ | $r_p$ | # of time steps | $t_{end}$ | $\rho_0$ | $\rho_\infty$ | $\rho_0$ | $\rho_1$ | $r$ |
|-------|-------|-------|----------------|----------|--------|-------------|--------|--------|-----|
| $u_1^1 \rightarrow P(1) \rightarrow 0$ | 1.61e-12 | 5.91e-10 | 20 | 5e-2 | 1.43e-8 | 1.97e-7 | 17.14 | 1.37e-2 | 3.56e-2 |
| $(u_1^1)^* \rightarrow P(1) \rightarrow 0$ | 5.54e-12 | 8.88e-10 | 20 | 5e-2 | 2.24e-8 | 3.08e-7 | 17.14 | 1.37e-2 | 3.56e-2 |
| $u_1^2 \rightarrow P(1) \rightarrow 0$ | 1.61e-12 | 5.91e-10 | 2523 | 9.09e-1 | 7.65e-6 | 1.21e-4 | 1.05 | 2.24e-1 | 5.96e-1 |
| $(u_1^2)^* \rightarrow P(-1) \rightarrow 0$ | 5.54e-12 | 8.87e-10 | 2526 | 9.09e-1 | 1.16e-5 | 1.81e-4 | 1.05 | 2.24e-1 | 6.03e-1 |
| $u_1^3 \rightarrow P(1) \rightarrow 0$ | 7.18e-10 | 2.00e-7 | 1329 | 4.21e-2 | 1.32e-2 | 2.35e-1 | 27.01 | 8.67e-3 | 2.29e-2 |
| $(u_1^3)^* \rightarrow P(1) \rightarrow 0$ | 7.15e-10 | 2.59e-7 | 1329 | 4.21e-2 | 1.31e-2 | 2.34e-1 | 27.01 | 8.67e-3 | 2.28e-2 |
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