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Abstract. Automatic writer identification is a common problem in document analysis. State-of-the-art methods typically focus on the feature extraction step with traditional or deep-learning-based techniques. In retrieval problems, re-ranking is a commonly used technique to improve the results. Re-ranking refines an initial ranking result by using the knowledge contained in the ranked result, e.g., by exploiting nearest neighbor relations. To the best of our knowledge, re-ranking has not been used for writer identification/retrieval. A possible reason might be that publicly available benchmark datasets contain only few samples per writer which makes a re-ranking less promising. We show that a re-ranking step based on $k$-reciprocal nearest neighbor relationships is advantageous for writer identification, even if only a few samples per writer are available. We use these reciprocal relationships in two ways: encode them into new vectors, as originally proposed, or integrate them in terms of query-expansion. We show that both techniques outperform the baseline results in terms of mAP on three writer identification datasets.
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1 Introduction

In the past decades, vast amounts of historical documents have been digitized and made publicly available. Prominent providers, among others, are the British Library⁴ or the ‘Zentral- und Landesbibliothek Berlin’⁵. Searchable catalogues and archives can ease historical investigations, but considering the tremendous amount of available documents, manual examination by historical experts is no

⁴ http://www.bl.uk/manuscripts/
⁵ https://digital.zlb.de
longer feasible. Hence automatic systems, which allow for investigations on a greater scale, are desired. Since the historical documents are provided as digital images, they are well suited for machine learning methods. In this work, we will look at a particular case, namely writer retrieval, which is particularly useful in the field of digital humanities, as the identities of writers of historical documents are frequently unknown.

This task is challenging to most robust classification systems, suitable for identification tasks, since they are only applicable in supervised scenarios. Therefore, those are not well suited for our particular case, where we would like to also identify new writers, who are unknown to the system during the training stage, a.k.a. zero-shot classification. Hence, we focus on robust writer retrieval, which does not directly identify the scribe of a document, but provides a ranked list consisting of the most similar, already known writers.

Our main contribution is the introduction of a re-ranking step, which aims to improve the overall result by refining the initial ranking in an unsupervised manner. Therefore, we propose two different re-ranking methods, which we adapt to our case. First, we employ a well-known re-ranking method based on the Jaccard distance and k-reciprocal neighbors. These neighbors are furthermore exploited in a novel re-ranking technique through combination with query expansion. We show that even retrieval tasks with low gallery size can benefit from re-ranking methods. Another contribution consists in the newly created CzByChron corpus which will be made freely available for research purposes.

The structure of this work is as follows. After discussing related work in the field of writer identification/retrieval and re-ranking in Sec. 2, we describe our writer-retrieval pipeline in Sec. 3. There, we also propose two different re-ranking methods, which can theoretically be applied to most information retrieval tasks, but which we adapted to better fit our particular problem. Finally, we present a detailed evaluation on these methods on three different diverse datasets (MusicDocs, CzByChron, Icdar17) in Sec. 4.

2 Related Work

2.1 Writer Identification

Offline text-independent writer identification and retrieval methods can be grouped into codebook-based methods and codebook-free methods. In codebook-based methods, a codebook is computed that serves as background model. Popular codebooks are based on GMMs [7, 8, 14] or k-means [9, 10]. Such a model is then used to compute statistics that form the global descriptor, e.g., first order statistics are computed in VLAD encoding [15].

Conversely, codebook-free methods compute a global image descriptor directly from the handwriting, such as the width of the ink trace [2] or the so-called Hinge descriptor [3] which computes different angle combinations evaluated at the contour.

Recent methods rely on deep learning, which can still fall in both groups depending on their usage. However, apart from some exceptions [22], the most
methods use Convolutional Neural Networks (CNN) to compute strong local descriptors by using the activations of a layer as features [8, 9, 14, 16] followed by an encoding method to compute a global descriptor. In this work, we rely on both, traditional SIFT [18] descriptors and VLAD-encoded CNN activation features provided by the work of Christlein et al. [9], while we evaluate different methods to improve the initial rankings.

2.2 Re-ranking

Since we tackle a writer retrieval problem, research in the field of information retrieval is also of interest. Relevant work in this field was proposed by Arandjelović and Zisserman [1], and Chum et al. [12], both in general looking at specific Query Expansion (QE) related methods. For a detailed survey about automatic QE in information retrieval see Carpineto and Romano [5].

Arandjelović and Zisserman [1] propose discriminative QE, which aims to consider 'negative' data, provided by the bottom of the initial ranking. While positive data can be added to the model by averaging (AQE), incorporating negative data is a more complex process. Beside QE, special nearest neighbor (NN) relationships, provided by an initial retrieval result, can be used to improve performance. In the work of Qin et al. [21], unidirectional NN-graphs are used to treat different parts of the ranked retrieval list with different distance measures. Since in our case however, the top of the list is of special interest, the re-ranking method proposed by Zhong et al. [24] is better suited, which we were able to adapt to our scenario, and will describe in detail in section 3.2.

3 Methodology

3.1 Pipeline

This paper focuses on the re-ranking of given embeddings. These embeddings were created using two different instances of the same pipeline, cf. Fig. 1. In case of the ICDAR17 dataset, we rely on the embeddings of Christlein et al. [6], where the embeddings are computed as follows. First, local descriptors are computed by means of a deep neural network and evaluated at patches located at SIFT keypoints [18]. The local descriptors are aggregated and encoded using GVR encoding [25] and normalized using power normalization [20], i. e., each element of
the encoding vector is normalized by applying the square-root to it. Afterwards, a feature transformation based on Exemplar SVMs (ESVM-FE) [7] is applied. Therefore, the embeddings are transformed to a new space using each sample of the test set as single positive sample and all samples of the (disjoint) training set as negatives. The new features are the coefficients (weight vector) of the fitted linear SVM, normalized such that the $\ell_2$ norm of this representation is 1.

For the newly created datasets CzByChron and MusicDocs, we are using in essence a similar pipeline, but with several modifications. Instead of binarizing the image, we are using the contour image, acquired with the Canny edge detector [4]. The hysteresis thresholds are determined by using a Gaussian mixture model with two mixtures [23]. Using this image as input, we extract 10,000 SIFT descriptors computed from SIFT keypoints. Afterwards, the SIFT descriptors are Dirichlet normalized [17] and a PCA-whitening is applied to counter over-frequent bins and correlation, respectively. The local descriptors are encoded using VLAD encoding in combination with power normalization and Generalized Max Pooling [19], which showed to be beneficial for writer identification [10]. Afterwards, the global vector representations are once more PCA-whitened and transformed via ESVM-FE.

3.2 Re-ranking

Once an initial ranking is obtained by the pipeline described above, it is desirable to improve this result by using knowledge included in the ranking itself. This is possible with both Query Expansion and Re-ranking methods.

Query Expansion tries to ease the problem by expanding the original model with information provided by the top-ranked samples. Relevant work in this field was published by Arandjelović and Zisserman [1] and Chum et al. [11, 12]. Re-ranking employs reciprocal rank order knowledge, and thus looks at whether or not two samples are ranked within the top-$n$ results of each other.

In this section, we first look into a recent re-ranking method proposed by Zhong et al. [24] using Reciprocal Nearest Neighbours (rNN) and the Jaccard distance. Then, we present our own query expansion approaches, which extend the original ESVM and use rNN to overcome the lack of spatial verification when using our features.

**Jaccard Distance Re-ranking** The problem tackled by Zhong et al. [24] is, like ours, an image based retrieval task. Instead of scanned documents from different writers, Zhong et al. aim to re-identify a person (query) based on images stored in a database. For a given query image, the database is searched in order to return a list of the most similar images (persons). This initial ranking is then improved using the following two techniques.

*k-reciprocal Nearest Neighbours* While it is possible to directly work with the initial ranking for computing the re-ranking, false matches are likely to appear and their presence has a negative effect on the re-ranking [24]. Thus Zhong et al.
make use of the more constrained reciprocal nearest-neighbour (rNN) relationship instead. This relationship is defined as follows: two samples \( q \) and \( t \) are considered \( k \)-rNN, when both appear within the \( k \) highest ranked samples of each other. While the rNN relationship itself is symmetric, the resulting sets of \( k \)-rNNs are not. Given a query \( q \) with initial ranking result \( \pi_q \), the set \( Q_k \) of its \( k \)-rNNs holds only those of the first \( k \) samples in \( \pi_q \), which have sample \( q \) appear within their highest \( k \) ranked samples. Thus the number of samples in the set \( Q_k \) depends on the query \( q \) and the value of \( k \). It is possible, especially for low values of \( k \), that a sample has no \( k \)-rNNs at all.

**Jaccard Distance** Two such sets, \( Q_k \) and \( T_k \), can then be used to define a similarity between the corresponding samples \( q \) and \( t \). For this purpose, we follow the approach from Zhong et al. [24] and use the Jaccard distance, which gets a lower value, the more samples are shared between both sets, and is maximal if no sample is shared at all. It is given as:

\[
d_{\text{Jaccard}} (q, t) = 1 - \frac{|Q_k \cap T_k|}{|Q_k \cup T_k|} .
\]

(1)

It is convenient to encode the set information into binary vectors \( \eta \), with \( \eta_i = 1 \) when sample \( x_i \) is part of the corresponding \( k \)-rNNs set and \( \eta_i = 0 \) otherwise. This way it is also possible to incorporate the distance \( d(q, x_i) \) between the samples and the query, by changing the set vector accordingly,

\[
\eta_i = \begin{cases} 
e^{-d(q, x_i)} & \text{if } x_i \in Q_k \\ 0 & \text{otherwise} \end{cases}.
\]

(2)

Then, the Jaccard distance of the sets \( Q_k \) and \( T_k \) with set-vectors \( \eta^q \) and \( \eta^t \) can be calculated as

\[
d_{\text{Jaccard}} (q, t) = 1 - \frac{\sum_{i=1}^{N} \min (\eta^q_i, \eta^t_i)}{\sum_{i=1}^{N} \max (\eta^q_i, \eta^t_i)},
\]

(3)

where \( N \) is the total number of vector elements, \( \min (\eta^q_i, \eta^t_i) \) the minimum of the respective vector elements at position \( i \) and \( \max (\eta^q_i, \eta^t_i) \) the maximum of those elements [24]. The minimum Jaccard distance, for two equal set-vectors \( \eta^q = \eta^t \) is \( d_{\text{Jaccard}} = 1 - 1 = 0 \). With the maximum distance being 1, the range of the Jaccard distance is \([0, 1]\). While the initial distance between the samples is already incorporated in the vector entries, see Eq. (2), and thus does influence the Jaccard distance, Zhong et al. [24] re-rank the samples based on a weighted sum of the original distance and the Jaccard distance, resulting in the following final distance \( d_{\lambda} \),

\[
d_{\lambda} (q, t) = (1 - \lambda) d_{\text{Jaccard}} (q, t) + \lambda d(q, t),
\]

(4)

with \( d(q, t) \) being the distance between \( q \) and \( t \) the initial ranking was based on. The weight term \( \lambda \) lies within \([0, 1]\). If \( \lambda \) is set to 1, only the original distance
will be considered and the initial ranking will stay unchanged. With $\lambda = 0$, the original distance is ignored and the new ranking is solely based on the Jaccard distance.

Note that our implementation differs slightly from (3), since we add a constant of $\varepsilon = 10^{-8}$ to the denominator in order to enhance numerical stability in case the query $q$ and test sample $t$ share no rNN at all. By adding a constant small $\varepsilon$, we ensure to avoid a division by zero. We observe such cases as we use a lower value of $k$ and work on other data than Zhong et al. [24].

**Query Expansion** A more common approach to boost the performance in information retrieval systems is automatic query expansion (QE). With an initial ranking given, the original query gets expanded, using information provided by the top-$n$ highest ranked samples. Since those samples can also include false matches, a spatial verification step is often applied to ensure that only true matches are used. Such verification needs to be obtained by employing a different measure than the one used for the initial ranking. For image based tasks, typically it is also important to consider the region of interest (ROI) in the retrieved images, where a single image can contain several query objects. In our case, the features do not encode any global spatial information, so we do not have a meaningful spatial verification procedure at hands. With the lack of spatial information, it is also not possible to make use of meaningful regions of interest.

Chum et al. [12] proposed the following QE approach. After the spatially verified top-$n$ samples $F$ from the initial ranking have been obtained, a new query sample can be formed using average query expansion (AQE),

$$q_{avg} = \frac{1}{n+1} \left( q_0 + \sum_{i=1}^{n} f_i \right),$$

(5)

with $f_i$ being the $i$th sample in $F$ and $n$ being the total number of samples $|F|$. To obtain the improved ranking, the database gets re-queried using $q_{avg}$ instead of $q$.

**Pair & Triple SVM** When we consider our feature vectors, obtained using ESVMs, as feature encoders, another way of query expansion is more straightforward. Instead of forming a new query feature vector by averaging, we can expand our model, the ESVM, by adding more samples to the positive set. When a set of suitable friend samples $F$ is given, we can extend the original positive set from the ESVM, which only holds the query sample $q$, and obtain a new SVM. This new SVM, like the original ESVM, provides a weight vector which allows us to use it as a feature encoder like before. Note that the number of positive samples does not affect the dimension of the weight vector. The cosine distance may again be applied as a similarity measure. Beside the information we provide for the SVM to correctly classify the positive set, nothing has changed. Thus, adding more positive samples will affect the decision boundary and thus the weight vector, but not how we define a similarity based on it.
While this approach may benefit from larger friend sets $F$, we choose to focus on pair and triple SVMs, by using the most suited friend sample, and two most suited friend samples, respectively. This way, our QE-re-ranking methods are not limited to scenarios with large gallery sizes $n_G$. In case of the ICDAR17 dataset for example, only four true matches per query are present within the whole test set, and thus using more than two additional positive samples increases the risk of adding a false match to the positive set tremendously.

Also since we lack any form of spatial verification, we still risk to impair our model when the selected friend samples contain a false match. To minimize this risk, we use the more constrained $k$-rNNs of the query $q$ as basis for our friend set $F_{rNN}$ which we use for rNN-SVM. This however introduces a new hyper-parameter $k$, which needs to be optimized. Since the intention of the friend set $F$ is to hold only true matches, it follows naturally that optimal values for $k$ may lie within the range of the gallery size $n_G$.

In case of very small gallery sizes, small values for $k$ may be chosen, which then affects the size of $F_{rNN}$. In some cases, $F_{rNN}$ may only consist of a single sample, and thus only a pair SVM is possible. If $F_{rNN}$ holds more than two samples, those with the smallest original distance to $q$ are selected for the triple SVM. In cases where $F_{rNN}$ holds no samples at all, we will stick to the original ESVM-FE method; which will result in the original ranking. That way, our proposed QE approach is dynamically adapted to the information provided by the initial ranking and we minimize the risk to end up with a worse result compared to what was our initial guess.

4 Evaluation

4.1 Error Metrics

Mean Average Precision (mAP) is calculated as the mean over all examined queries $q$ of set $Q$:

\[
\text{mAP} = \frac{\sum_{q \in Q} \text{AveP}(q)}{|Q|},
\]

with AveP($q$) being the average precision of query $q$, given as:

\[
\text{AveP}(q) = \frac{\sum_{k=1}^{n} (P(k) \times \text{rel}(k))}{\text{number of relevant documents}},
\]

with $n$ being the total number of retrieved documents, rel($k$) being an indicator function, which is 1 if the retrieved sample at rank $k$ is relevant (from the same writer as the query) and 0 otherwise, and $P(k)$ being the precision at position $k$.

Top-1. Top-1 is equal to precision at 1 ($P@1$) and thus tells us the percentage of cases when we retrieved a relevant document as highest ranked ($k = 1$) document. Generally speaking, it represents the probability that the highest ranked sample is a true match (from the same writer as the query sample $q$). This makes the Top-1 score very informative for our Pair- and Triple-SVM methods, where we rely on a true match as highest ranked result to expand our model in the re-ranking step.
Hard-\(k\) & Soft-\(k\). Hard-\(k\) represents the probability of retrieving only true matches within the first \(k\) retrieved samples. Thus, with only four true matches possible in total, the Hard-\(k\) probability for \(k \geq 5\) is 0\% in case of the ICDAR17 dataset. Unlike the Hard-\(k\) metric, Soft-\(k\) is increasing for increasing \(k\), since it represents the probability of retrieving at least one relevant sample within the first \(k\) retrieved samples. We chose \(k = 5\) and \(k = 10\) for our Soft-\(k\) measurements and \(k = 2, 3, 4\) for Hard-\(k\).

### 4.2 Datasets

For the evaluation of different re-ranking techniques, we use three datasets: (1) ICDAR17, (2) CzByChron, and (3) MusicDocs. Example images can be seen in Fig. 2.

**ICDAR17** The ICDAR17 dataset was proposed by Fiel et al. [13] for the “ICDAR 2017 competition on historical document writer identification”. It provides two disjunct sets, one for training and one for testing. The former consists of 1182 document images, written by 394 writers (3 pages per writer). The test set consists of 3600 samples, written by 720 different writers, providing 5 pages each. This results in a gallery size \(n_G = 5\) for the test set. For any test sample used as query, only four true matches remain within the test set. With the documents dating from 13\textsuperscript{th} to 20\textsuperscript{th} century, some of the pages had been damaged over the years, resulting in some variation of the dataset.

**CzByChron** The CzByChron dataset\(^6\) consists of city chronicles, documents made between the 15\textsuperscript{th} and 20\textsuperscript{th} century and provided by Porta Fontium\(^7\) portal. We used a set of 5753 images written by 143 scribes. Documents from 105 writers were used for testing while the remaining ones were used for training the codebook

---

\(^6\) https://doi.org/10.5281/zenodo.3862591

\(^7\) http://www.portafontium.eu
and PCA rotation matrices. The training set consists of 1496 samples while the test set contains 4257 images. The number of samples per writer vary and range between 2 and 50 samples (median: 44).

**MusicDocs** The MusicDocs dataset consists of historical hand-written music sheets of the mid 18th century provided by the SLUB Dresden\(^8\). They commonly do not contain much text but staves with music notes. It contains 4381 samples, 3851 of which are used for testing coming from 35 individuals. The remainder of 530 samples are used for training and stems from 10 individuals. The median gallery size is \(n_G^{\text{median}} = 40\), with a minimum gallery size of \(n_G^{\text{min}} = 3\) and maximum \(n_G^{\text{max}} = 660\).

### 4.3 Results

**Hyper-parameter Estimation.** Re-ranking based on \(k\)-reciprocal neighbors adds new hyper-parameters \((k, \lambda)\) which need to be chosen deliberately. For this purpose, we use the training set and cosine distances. However, estimating optimal hyper-parameters using a training set builds on the assumptions that the test set is in fact represented by the data in the training set. In case of the ICDAR17 set however, this assumption is violated because the gallery size \(n_G\) 

\(^8\) [https://www.slub-dresden.de]
Fig. 4: Parameter influence \((k, \lambda)\) on the mAP performance of the Jaccard Distance method for the CzByChron training and test set. For \(\lambda = 1\), the distance used by this method is just the distance used for the initial ranking. Hence for \(\lambda = 1\), the performance is equal to the initial ranking (for all values of \(k\)).

differs between training and test set. In this case, the optimal values for \((k, \lambda)\) differ between test and training set.

Note that re-ranking via the QE methods Pair- & Triple SVM, only introduces \(k\) as new hyper-parameter. However for robust estimation of \(k\), we recommend to evaluate \(k\) with respect to \(\lambda\), even if \(\lambda\) is unused.

In the following sections, we will discuss the results achieved for each dataset, individually.

**Jaccard Distance Re-ranking.** Using the initial ranking, along with the initial distances, provided by the baseline model, we are able to receive a new ranking. The new final distances \(d_{J,k}\), (4), depend on two parameters, \(k\) for the \(k\)-reciprocal nearest neighbours (krNN), and \(\lambda\) for the weighting between initial distance and Jaccard distance term.

**Icdar17** Because the test of the Icdar17 dataset is not well represented by the data in the training set (the gallery size \(n_G\) differs among the sets), it is of no surprise that the optimal values for \((k, \lambda)\) differ between test and training set. To give an impression of the potential best parameters on the test set, we evaluated the influence of both parameters \(k\) and \(\lambda\) on both datasets, individually. Results are presented in Fig. 3a and Fig. 3b respectively.

**CzByChron** In case of the CzByChron dataset, the gallery size \(n_G\) is not fixed but varies among the writers within \(6 \leq n_G \leq 50\). Since the test set is drawn randomly, we can assume that the distribution of \(n_G\) is roughly equal for both training and test set. Thus, we can assume that the optimal hyper-parameters \((k, \lambda)\) for the training set will also work well on the test set. Since applying ESVM
would require us to split off a ‘negative’ set from the training set and hence reduce the training set size, we will again rely on cosine distances for hyper-parameter optimization instead of ESVM-FE.

Various combinations of $k$ and $\lambda$ using cosine distances and the training set are presented in Fig. 4a. The optimal values for $k$ are $k = 32$, closely followed by $k = 64$. Regarding $\lambda$, $0.1 \leq \lambda \leq 0.3$ works best. Hence we recommend using $k = 32$ and $\lambda = 0.2$ for the CzByChron test set. The results are presented in Fig. 4b, along with some other selected combinations of $(k, \lambda)$. Both $k = 32$ and $k = 64$, the best performing values for $k$ regarding the training set, were able to improve the performance on the test set by more than 3% mAP. A drawback is the loss in Top-1 performance, which drops by about 1%.

MusicDocs We follow the aforementioned procedure using the training set and cosine distances to estimate the optimal hyper-parameter values $(k, \lambda)$ for re-ranking. Similar to the optimal values for the CzByChron training set, $k = 32$ and $k = 64$ perform best, again for $\lambda = 0.2$. The results are presented in Fig. 5a and Fig. 5b showing a similar behavior than with the CzByChron dataset.

Pair & Triple-SVM As described in detail in section 3.2, a query-expansion based re-ranking step can be added in straightforward manner by replacing the original ESVM with Pair-&Triple-SVMs. The additional positive samples are chosen carefully by looking at the krNN, hence we use the optimal values for $k$ already estimated for the Jaccard distance method.

Comparison of Re-ranking Techniques. Tab. 1 shows a comparison between the different re-ranking techniques (more results containing Soft and Hard
Table 1: Pair-&Triple SVM methods denoted as ’krNN-P’ and ’krNN-T’, respectively. Baseline (ESVM-FE) also listed for comparison. For more complete results, see Tab. 2.

| Method       | Top-1 mAP       | Method       | Top-1 mAP       |
|--------------|-----------------|--------------|-----------------|
| Cosine       | 83.00 64.03     | Cosine       | 97.72 77.84     |
| Baseline     | 89.32 76.43     | Baseline     | 97.95 78.80     |
| krNN-P \(k=2\) | **89.43 78.20** | krNN-P \(k=32\) | 98.03 80.06     |
| krNN-T \(k=2\) | 89.38 78.19     | krNN-T \(k=32\) | **98.04** 80.10 |
| Jaccard \(k=2, \lambda=0.9\) | 89.19 76.70     | Jaccard \(k=32, \lambda=0.2\) | 96.67 **82.21** |

(a) Icdar17

| Method       | Top-1 mAP       |
|--------------|-----------------|
| Cosine       | 98.28 76.89     |
| Baseline     | 98.48 77.49     |
| krNN-P \(k=32\) | **98.62** 78.64 |
| krNN-T \(k=32\) | 98.60 78.67     |
| Jaccard \(k=32, \lambda=0.2\) | 98.28 **78.95** |

(b) CzByChron

| Method       | Top-1 mAP       |
|--------------|-----------------|
| Cosine       | 98.28 76.89     |
| Baseline     | 98.48 77.49     |
| krNN-P \(k=32\) | **98.62** 78.64 |
| krNN-T \(k=32\) | 98.60 78.67     |
| Jaccard \(k=32, \lambda=0.2\) | 98.28 **78.95** |

(c) MusicDocs

values can be found in Tab. 2, see appendix). All proposed re-ranking methods outperform the cosine distance-based ranking (cosine) and the ranking based on the ESVM feature transform (baseline) in terms of mAP significantly. Jaccard distance re-ranking is mAP-wise the best performing re-ranking technique. While the results show that the overall ranking gets improved, the Top-1 accuracy using the Jaccard distance re-ranking gets affected negatively. In case of Pair/Triplet-SVM this is not the case and can therefore be seen as a good compromise.

5 Conclusion

In this paper, we investigated the benefits of including a re-ranking step to a writer retrieval pipeline. We presented two ways of re-ranking, one based on the Jaccard distance and another one on an improved query expansion. We show that both methods achieve significantly higher mAP than the state-of-the-art baseline. While the Jaccard distance re-ranking returns the highest retrieval rates, the Top-1 accuracy drops. This makes a usage of Pair-SVM more suitable in case of identification.

Our results strongly hint that the gallery size has an impact on the optimal value for the number of reciprocal neighbors \(k\). For larger galleries, larger \(k\) values are better, and the re-ranking is more efficient. However, even for smaller amounts of data, such as the Icdar17 dataset, using one of the proposed re-ranking approaches improves the current state-of-the-art results.
There is however still room for improvement, and further investigations. We believe that the proposed method could benefit from the assignment of weights to the friend samples in the positive set in order to attribute them different importance based on their ranking. The two different techniques, Pair/Triple-SVMs and Jaccard distance re-ranking, could potentially also be combined to improve the results further.
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Appendix

Table 2: Full results. Pair-\&Triple SVM methods denoted as ‘\texttt{krNN-P}’ and ‘\texttt{krNN-T}’ respectively. Baseline (\texttt{ESVM-FE}) also listed for comparison.

| Method         | Top-1 | Hard-2 | Hard-3 | Hard-4 | Soft-5 | Soft-10 | mAP  |
|----------------|-------|--------|--------|--------|--------|---------|------|
| **Cosine**     | 83.00 | 66.86  | 50.11  | 30.59  | 87.92  | 89.43   | 64.03| ±0.29 |
| **Baseline**   | 89.32 | 79.09  | 67.68  | 48.74  | 92.96  | 93.83   | 76.43| ±0.06 |
| \texttt{krNN-P}_{k=2} | 89.43 | \textbf{81.68} | 71.83  | 54.49  | 92.06  | 93.31   | 78.20| ±0.14 |
| \texttt{krNN-T}_{k=2} | 89.38 | 81.63  | 71.79  | 54.44  | 92.06  | 93.30   | 78.19| ±0.16 |
| \texttt{Jaccard}_{k=2, \lambda=0.9} | 89.19 | 80.33  | 68.25  | 49.03  | 92.95  | 93.83   | 76.70| ±0.01 |
| \texttt{Jaccard}_{k=4, \lambda=0.7} | 88.47 | 81.48  | \textbf{73.35} | 57.49  | 92.71  | 93.84   | 78.91| ±0.10 |

(a) ICDAR17

| Method         | Top-1 | Hard-2 | Hard-3 | Hard-4 | Soft-5 | Soft-10 | mAP  |
|----------------|-------|--------|--------|--------|--------|---------|------|
| **Cosine**     | 97.72 | 95.46  | 93.53  | 91.77  | 98.64  | 98.90   | 77.84| ±0.04 |
| **Baseline**   | 97.95 | 95.69  | 94.00  | 92.07  | \textbf{98.80} | \textbf{98.99} | 78.80| ±0.14 |
| \texttt{krNN-P}_{k=32} | 98.03 | \textbf{96.47} | \textbf{94.73} | \textbf{93.20} | 98.61  | 98.80   | 80.06| ±0.20 |
| \texttt{krNN-T}_{k=32} | \textbf{98.04} | 96.44  | 94.61  | 93.11  | 98.60  | 98.80   | 80.10| ±0.24 |
| \texttt{Jaccard}_{k=32, \lambda=0.2} | 96.67 | 94.88  | 93.37  | 91.93  | 97.83  | 98.30   | \textbf{82.21} | ±0.06 |

(b) CzByChron

| Method         | Top-1 | Hard-2 | Hard-3 | Hard-4 | Soft-5 | Soft-10 | mAP  |
|----------------|-------|--------|--------|--------|--------|---------|------|
| **Cosine**     | 98.28 | 97.43  | 96.82  | 95.94  | 99.12  | 99.21   | 76.89| ±0.30 |
| **Baseline**   | 98.48 | 97.69  | 96.92  | 96.10  | \textbf{99.15} | 99.31   | 77.49| ±0.15 |
| \texttt{krNN-P}_{k=32} | \textbf{98.62} | 98.04  | 97.67  | 96.86  | 99.13  | \textbf{99.32} | 78.64| ±0.11 |
| \texttt{krNN-T}_{k=32} | 98.60 | 98.03  | \textbf{97.70} | \textbf{96.89} | 99.13  | 99.31   | 78.67| ±0.14 |
| \texttt{Jaccard}_{k=32, \lambda=0.2} | 98.28 | 97.45  | 97.01  | 96.39  | 99.00  | 99.17   | \textbf{78.95} | ±0.03 |

(c) MusicDocs