Laser-plasma proton acceleration with a combined gas-foil target
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Laser-plasma proton acceleration was investigated in the Target Normal Sheath Acceleration (TNSA) regime using a novel gas-foil target. The target is designed for reaching higher laser intensity at the foil plane owing to relativistic self-focusing and self compression of the pulse in the gas layer. Numerical 3D particle-in-cell (PIC) simulations were used to study pulse propagation in the gas, showing a nearly seven-fold increase in peak intensity. In the experiment, maximum proton energies showed high dependence on the energy transmission of the laser through the gas and a lesser dependence on the size and shape of the pulse. At high gas densities, laser energy depletion and pulse distortion suppressed proton energies. At low densities, self-focusing was observed and comparable or higher proton energies were measured with the gas.

I. INTRODUCTION

Laser-plasma ion acceleration is commonly accomplished using a thin ~ 1 µm foil as a target. In this scheme, ions are accelerated owing to the well-explored Target Normal Sheath Acceleration (TNSA) mechanism [1]. For nearly two decades, TNSA with thin foils has demonstrated its robustness and ease of experimental realization. Within the TNSA regime, many different targets have been theorized and demonstrated, aiming for improving ion beam parameters over the simple thin foil target. These include coating the foil with foams [2–6], nanospheres [7], micropillar arrays [8], microchannels [9] and even bacteria [10]. In another approach, the foil is pre-irradiated by a weaker pulse, creating a plasma density gradient which can be controlled by the delay between the main and pre-pulse [11–20]. These methods exhibit improved performance mainly due to enhanced laser absorption in the first near-critical density layer which eventually translates into higher ion energies.

Here we propose a new approach for coupling the laser to the plasma using a target with a unique density profile. The target consists of helium gas several hundred microns long followed by a thin 5 µm stainless steel foil. The structure of a thick underdense layer followed by a thin overdense layer holds several distinct features. Firstly, the underdense layer is tunable in density, allowing for a continuous parameter scan. Secondly, the gas layer can be optically probed, enabling diagnosis of the pulse before it reaches the foil. Thirdly, gas is conveniently refreshed for every shot, thereby not demanding complex target fabrication such as coating the foils with foams and nanomaterials.

In TNSA, maximum proton energies were shown to scale as $(I_0\lambda^2)^\alpha$, where $I_0$ is peak laser intensity, $\lambda$ is the wavelength and $\alpha$ is a positive number [21–25]. The value of $\alpha$ depends on laser and target parameters and is generally about 0.5. Moreover, $\alpha$ also depends on how $I_0$ is varied, whether by modifying pulse energy, duration or spot size [26, 27].

As an ultra-intense laser pulse propagates through an underdense plasma, it experiences relativistic self-focusing, self-compression and temporal steepening [28–30]. When the foil is placed at the right position, these effects potentially increase $I_0$ at the foil plane, thereby leading to enhanced proton energies. The pulse however also experiences energy depletion during propagation [31], diminishing the above positive effects. In a recent experiment, Streeter et al. demonstrated that under certain conditions temporal compression can dominate energy depletion, giving rise to an overall increase in peak power [32]. Combining this power increase with the smaller self-focused spot thus has the potential of offering a significant boost in intensity after propagation in the plasma. In addition to the aforementioned effects, the pulse also undergoes spectral modulations during its propagation [33]. These shifts in frequency can happen in both the blue and red directions [34]. In case the red shift dominates the blue shift as in [35], the average increase in $\lambda$ could also be beneficial for ion acceleration.

Apart from the possibility of obtaining higher proton energies, the interaction of an ultrashort, ultraintense laser pulse with a gas-solid density profile provides a system of rich phenomena to explore. The study of this system was performed using multiple laser and particle diagnostics as well as PIC simulations. Diagnostics include imaging of the spatial shape of the pulse at the foil plane, laser spectrum and transmission measurements and a charged particle spectrometer. The ability to measure the pulse just before it reaches the foil is crucial in obtaining a better understanding of the underly-
Figure 1. Experimental setup. The pulse impinges on the gas-foil target (helium gas, 5 µm stainless steel foil mounted on wheel). Diagnostics include: (1) a Thomson parabola charged particle spectrometer, (2) an optical spectrometer collecting light diffused by a ceramic screen placed after the target, (3) exit-mode imaging of the focal spot at the foil plane at full power, and (4), a wavefront sensor for on-line measurement of the gas density profile.

II. EXPERIMENTAL SETUP

A. Laser and diagnostics

The experimental setup is illustrated in figure 1. The DRACO 150 TW laser [36] with 2.8 J energy on target and a pulse duration of 30 fs is focused by an f/10 off-axis parabolic mirror (OAP) to 9.1 µm spot waist \( w_0 \). The 1 m focal length of the OAP enables positioning it with its back side facing the target in combination with a plain mirror to fold the beam. In this way, the expensive OAP does not suffer from any debris-induced damage. The auxiliary mirror is far from the target and is damaged at a slow rate. This is in contrast to common low f-number setups used for obtaining a small focal spot which require close proximity of the OAP to the target.

A Thomson parabola spectrometer was used for detection of accelerated charged particles. The particles enter through a 0.5 mm pinhole, get deflected by magnetic and electric fields and impact a Lanex scintillating screen placed perpendicular to the laser beam direction. Maximum kinetic energy \( E_{\text{max}} \) of the particles can then be extracted from the resulting illuminated curves on the screen. The finite size of the pinhole introduces an uncertainty in this measurement. For protons, this uncertainty was calculated and found to be \( \Delta E_{\text{max}} = 0.027 \sqrt{E_{\text{max}}} \) [MeV] for our geometry.

For transmitted laser spectrum detection, a 10 cm \( \times \) 10 cm ceramic screen is placed behind the target at 45°, collecting light transmitted through the gas. The light collection cone has a full angle of about 10°. The screen has a 3 mm hole in its center for transmission of particles from the target. The screen plane is imaged with two achromatic lenses onto a cosine corrector (optical diffuser). The corrector is connected to an intensity calibrated ensemble of a multi-mode fiber and an optical spectrometer for the detection of light between 300 nm and 1100 nm.

Relative transmission of laser light is calculated by integration of the spectrum curves. The spectral transfer function of all the optical elements between the screen and spectrometer was calculated and accounted for. Several measured curves for various densities are shown in Fig. 1. The large fluctuations in spectral intensity seen above 1000 nm are a result of the amplification of the noise in a range where the spectrometer is less sensitive. This amplified noise introduces an uncertainty to the measurement.

For exit-mode imaging, a motorized wedge is inserted in the laser beam path, disabling particle and spectrum diagnostics. The foil plane is imaged with a 4” achromatic lens giving an effective spatial resolution of 7 µm. The lens is preceded by two thin plastic foils coated by 40 nm of aluminum for further reducing fluence by nearly 3 orders of magnitude.

A wavefront sensor was used for in situ gas density
measurements. Phase images integrated along the long side of the nozzle slit were obtained using a 532 nm laser diode for back-lighting (not shown in Fig. 1).

**B. The gas-foil target**

The target consists of a helium gas exiting through a slit nozzle of dimensions 0.5 mm \( \times \) 5 mm followed by a 5 \( \mu \)m stainless steel foil, where the 0.5 mm side of the nozzle is perpendicular to the foil (see Fig. 1). The foil is precisely cut to fit on a rotating wheel.

The nozzle slit width determines the length of the gas \( L \) which the laser traverses before it impinges on the foil. Since absorption depends on the areal density of the underdense plasma column the laser interacts with \( \int_0^L n_e(z)dz \), \( L \) sets an upper limit on gas density: for a given length, there exists a density beyond which the laser energy will be completely absorbed in the gas. The narrower the nozzle slit, the higher this density is. Both relativistic self-focusing and self-compression increase with density, such that higher densities (but still undercritical) lead to smaller and shorter pulses [33]. Therefore, a thin and dense gas layer is generally preferable over a thick and dilute one. Experimentally we have found that gas flow was impeded for slit widths smaller than 0.5 mm, which was hence the chosen size.

The slit geometry of a long rectangular shape was chosen for two reasons. First, it allows for estimation of the phase accumulation rate in the middle cross-section of the nozzle (2.5 mm). This is done by dividing the accumulated phase by the length of the nozzle, assuming planar symmetry. The gas density profile at this plane where the laser is fired is then deduced from this number. The second reason for choosing a long rectangular shape is that it ensures that the laser pulse interacts with a similar density profile for each shot despite laser pointing fluctuations.

A home-made gas valve was used in combination with an electronic pressure regulator. Pressure was increased up to 16 bar in the experiment. Steady-state density fluctuations were measured and found to be proportional to the inlet pressure, exhibiting an uncertainty of 7%. Measurements of density profiles between shots have shown good consistency when rotating the wheel and refreshing the foil.

In Fig. 2 we show the gas density map at the plane in which the laser propagates. The atomic density was calculated from measurements of the accumulated phase recorded by a wavefront sensor. The laser was fired 0.5 mm below the nozzle exit (white dashed line). The inset in the figure shows the density profile at this position. The foil induces a reflection of the gas, producing a narrow density peak adjacent to the foil. The density \( n_e \) is defined as the electron density of the wider peak further away from the foil, assuming full ionization of the helium gas. This value remains approximately the same regardless of whether the foil is in place or not. In the experiment, \( n_e \) was varied from 0 (no gas) to \( 1.9 \times 10^{19} \text{ cm}^{-3} \) (16 bar).

**III. PIC SIMULATIONS**

In order to model the laser-plasma interaction in the gas layer, 3D simulations were performed with the particle-in-cell PConGPU [37] version 0.4.3 including updates [38]. The grid resolution was set to 177.2 nm \( \times \) 44.3 nm \( \times \) 177.2 nm, with a PIC-cycle duration of 139 as. The simulation box covered a volume of 512 \( \times \) 1536 \( \times \) 512 cells. The interaction was modeled for more than 22000 iterations using a moving window. The particle dynamics were computed using the Boris algorithm [39]. Field updates and current deposition were handled by the Yee-solver [40] and the Esirkepov current deposition scheme [41] using TSC particle shapes [42]. The entire simulation setup can be found online [43].

The simulations were run for a 3 J, 800 nm Gaussian pulse with \( w_0 = 9.1 \mu \)m and a duration of 30 fs (FWHM). Peak \( a_0 \) in vacuum is 5.8, where \( a_0 = eA/m_e c^2 \propto \)
is much stronger. The spot quickly self-focuses to about 7 µm and slightly oscillates around that value until reaching the foil. The 0 curve shows three peaks of ~15, reached at \( z = -480 \mu m, z = -250 \mu m \) and \( z = -10 \mu m \). The first peak is due to the drop in \( w_0 \). The second and the third peaks are due to the combined effects of the plasma on spot size, pulse duration and energy depletion. For this simulation, the pulse is compressed by a factor of 3 and about a quarter of its energy is lost by the time it reaches the foil.

The simulations show a slight red shift in average wavelength which increases with density, thereby having a small positive effect on \( a_0 \). In the low density case the average wavelength red shifts from 800 nm by 3% by the time the pulse reaches the foil, whereas in the high density case it is shifted by 12%.

The value of \( a_0 \) at the foil plane \( z = 0 \) is a non-trivial function of the two parameters \( n_e0 \) and \( z_{foc} \). Since the strength of the interaction is governed by the plasma density, higher densities lead to earlier and stronger self-focusing, inducing oscillations in \( a_0 \) of larger amplitude. For a fixed \( n_e0 \), varying \( z_{foc} \) roughly shifts \( a_0(0) \) and can thus be used for reaching a peak at \( z = 0 \).

Overall, simulations showed that an increase of a factor of about 2.5 in \( a_0 \) (nearly 7 times in intensity) at the foil plane is possible using our laser parameters and measured gas density profile, as illustrated in Fig. 3(b). This increase requires \( n_e0 \) to be in the range of \((1 - 2) \times 10^{19} \text{ cm}^{-3}\).

IV. EXPERIMENTAL RESULTS

For a given laser pulse and gas density profile, pulse propagation is determined by the density of the gas \( n_e0 \) and the vacuum focal plane of the laser \( z_{foc} \). We have experimentally explored this two-dimensional parameter space with the available particle and pulse diagnostics. For each setting of \( n_e0 \) and \( z_{foc} \), a series of shots was performed: first, accelerated protons were measured. This shot leaves a ~1 mm hole in the foil. Then, more shots were taken in order to measure the effect of the gas on the pulse using the hole from the first shot. Only then the wheel was rotated and the foil was refreshed for the next measurement of protons. In this way, the laser conditions at the foil plane can be evaluated and compared to measured proton energies.

First, maximum proton energies were measured while scanning gas density with the vacuum focal plane fixed at 400 µm before the foil. The results are presented in Fig. 4. Protons were successfully accelerated when adding the gas, showing energies comparable to the no-gas case for up to \( n_e0 = 1 \times 10^{19} \text{ cm}^{-3} \). A decrease in proton energies is observed for higher densities. At \( 1.9 \times 10^{19} \text{ cm}^{-3} \) energetic electrons reaching up to 150 MeV were detected for some shots, together with protons. These electrons originate in the gas and are accelerated by the wakefield created in the underdense plasma. The appearance of electrons only at some shots is likely a result of density
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The plasma density was modeled using the measured gas profile as shown in Fig. 2, where \( n_e0 \) was varied from 0 to \( 2 \times 10^{19} \text{ cm}^{-3} \).

Fig. 3 shows the evolution of \( a_0 \) and \( w_0 \) of the pulse as it propagates in the gas layer of low density \( n_e0 = 4 \times 10^{18} \text{ cm}^{-3} \) (a) and high density \( n_e0 = 2 \times 10^{19} \text{ cm}^{-3} \) (b). The shaded gray area represents the gas profile used for the simulation. Vacuum focal plane is at \( z = -400 \mu m \), about 1 Rayleigh length before the foil. We note that as the pulse propagates in the plasma its transverse shape is no longer Gaussian, mostly evident in the high density case. The values of \( w_0 \) are therefore calculated from FWHM slices (\( w_0 = 0.85 \) FWHM) and do not strictly represent a Gaussian beam.

In the low density case the effect of the gas is seen to be small. The pulse self-focuses down to about 7 µm and \( a_0 \) corresponding increases to 8. The pulse then diffracts and reaches the foil plane with \( a_0 \) and \( w_0 \) similar to the no-gas values reached at \( z_{foc} \). In the high density case, the interaction of the laser and the plasma is much stronger. The spot quickly self-focuses to about
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fluctuations around the wavebreaking limit.

In order to investigate the above behavior, both laser energy transmission and focal spot profile were measured at the foil plane. These measurements were done through a hole in the foil, as previously described. Transmission was measured by placing a ceramic screen behind the hole and imaging the resulting spot to a spectrometer. Alternatively, a wedge and a lens were placed in the beam path to image the focal spot at the hole plane (“exit mode imaging”). The measured spectra were also used for determining the shift in average wavelength. The averages were calculated by weighting according to the corresponding intensity curves and were seen to slightly red-shift with density, in agreement with simulations. At 1.9 \times 10^{19} \text{ cm}^{-3} the average wavelength shifted by about 7.5\% to 860 nm.

The transmission data are presented in Fig. 4 alongside proton energies. The data points are the average of 2-4 measurements (shots) taken at the same conditions. The error bars show the highest and lowest measured values (measurement uncertainty included) of the corresponding data set. The transmission measurements are supplemented by simulations in order to validate their applicability.

We note that measured transmission values are correct for low densities \( n_\text{e0} \lesssim 10^{19} \text{ cm}^{-3} \), where at higher densities not all the transmitted light is collected due to light diffracting outside the ceramic screen boundaries. To account for this effect, images of the scattered light from the screen were recorded for each shot and a correction factor was applied accordingly. This factor was calculated by extrapolating the measured spot outside the screen assuming a circular shape around its center. The factor reached up to 1.18. An uncertainty of 20\% in this factor is assumed, owing to the freedom in defining the spot center. The uncertainty in a single measurement is therefore calculated as the sum of the spectrometer noise and the error in the finite screen correction factor.

Simulations and measurements show good agreement below \( 1 \times 10^{19} \text{ cm}^{-3} \). The discrepancy above this density is possibly explained by a small fraction of the laser energy red-shifting beyond the spectrometer detection limit. Moreover, the pulse was observed to filament as shown further ahead. This beam breakup was not seen in simulations and could lead to increased depletion, thereby contributing to the discrepancy with the simulations.

Overall, maximum proton energies and transmission are seen to be highly correlated. This correlation suggests that proton energies are mostly sensitive to the pulse energy impinging on the foil.

Fig. 5 shows measurements of spatial laser light intensity distributions (“focal spots”) at the foil plane for 5 different densities. The three images for \( n_\text{e0} = 0 \), \( n_\text{e0} = 2.4 \times 10^{18} \text{ cm}^{-3} \) and \( n_\text{e0} = 4.8 \times 10^{18} \text{ cm}^{-3} \) all show a distinct central spot, little changed by the addition of the gas. At the higher two densities, the spot is distorted and spreads over a large area, in contradiction with our simulations. At \( n_\text{e0} = 1 \times 10^{19} \text{ cm}^{-3} \), the deformation of the spot shape does not appear to affect proton energies which remain comparable to energies measured at lower densities with undistorted spots, as seen in Fig. 4.

This further strengthens the hypothesis that pulse energy reaching the foil dominates the effect of the transverse spot profile in determining the maximum proton energy. The observed beam breakup at high densities is possibly due to the collapse of the pulse within the plasma owing to side and forward Raman scattering instabilities [44, 45]. While we do not know where exactly in the plasma this breakup happens, it is possible that placing the foil at the peak of the first oscillation in a_0, i.e., at \( z = -480 \mu \text{m} \) in Fig. 3 is essential for the scheme to work. This of course means that for our laser parameters a shorter gas layer should be used.

The density scan has shown good pulse propagation at \( n_\text{e0} = 4.8 \times 10^{18} \text{ cm}^{-3} \) as well as high proton energies. Keeping the density fixed at this value, we have then varied the vacuum focal plane position \( z_\text{foc} \) to see if reaching higher proton energies is possible in the vicinity of this well-behaved region in parameter space. While we did not detect an increase in overall maximum proton energy, a focal plane scan did however reveal a positive effect of the gas when the pulse is focused further away from the foil. In Fig. 6(a) maximum proton energies are shown as a function of \( z_\text{foc} \) and are compared to the no-gas case. For \( z_\text{foc} > -0.4 \text{ mm} \), energies are comparable with/without gas. However when focusing further away from the foil, adding the gas is seen to be beneficial. At \( z_\text{foc} = -1 \text{ mm} \), the average maximum proton energy with the gas is more than twice higher than without the gas.

Fig. 6(b) shows the focal spot images at the foil plane taken with and without the gas, for \( z_\text{foc} = -1.0 \text{ mm} \). In vacuum, a large bright spot appears at the top of a weak ring-like structure. This peculiar shape appears because...
Figure 5. Focal spot images taken at the foil plane for different electron densities. The dashed white lines represent the projections of the images on the axes. Imaging was done through a hole in the foil.

Figure 6. (a) Maximum proton energies as a function of vacuum focal plane position, with and without gas. The gas and foil are schematically shown. The dashed lines run through the averages of the shots and are for visualization purposes. (b) Focal spot images at the foil plane with and without gas, taken for \( z_{\text{foc}} = -1 \text{ mm} \). The white dashed lines represent the projections of the images on the axes.

V. SUMMARY

Ions have been successfully accelerated for the first time using a novel gas-foil target. Proton energies correlated well with laser energy transmission through the underdense plasma layer and showed relatively little sensitivity to the spatial profile of the pulse. At low plasma densities of a few \( 10^{18} \text{ cm}^{-3} \), maximum proton energies were comparable to the no-gas case and the laser pulse propagated well in the underdense plasma. At high densities \( (1 - 2) \times 10^{19} \text{ cm}^{-3} \), where an increase in intensity at the foil plane was expected according to simulations, proton energies declined and the pulse appeared distorted when reaching the foil plane. The distortion of the pulse did not appear in our simulations, motivating further study of pulse propagation in the little-explored few-\( 10^{19} \text{ cm}^{-3} \) density regime.

A focal plane scan showed that when the laser is focused far in front of the foil, adding the gas can enhance proton energies by more than twice. A reduction in spot size and increase in intensity was observed at the foil plane and serves as a partial explanation to the positive effect of the gas.

Obtaining higher overall energies compared to bare foils demands a high energy transmission through the plasma due to the strong scaling of proton energies with laser energy. Additionally, it appears that the foil needs to be placed at the first intensity peak where the pulse is maximally focused, before it breaks up. Both of these conditions can be met by using a larger initial spot and/or a shorter gas layer.
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