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Abstract. In this paper we extend discrete time semi-static trading strategies by also allowing for dynamic trading in a finite amount of options, and we study the consequences for the model-independent super-replication prices of exotic derivatives. These include duality results as well as a precise characterization of pricing rules for the dynamically tradable options triggering an improvement of the price bounds for exotic derivatives in comparison with the conventional price bounds obtained through the martingale optimal transport approach.
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1. Introduction

In practice it is a well-known and often faced problem that given a specific market model, super-hedging strategies for financial derivatives are very expensive to implement (compare [13], [28], Example 7.21), [29] and [38] for examples in absence of transaction costs. Further we refer to [20] and [35] for examples in the presence of transaction costs). If an investor is interested in considering hedging strategies that super-replicate the payoff of a derivative under parameter-uncertainty of a specific model class or even completely model-independent, then prices for super-hedges become even higher than model-specific hedges, compare for this the model-independent approaches from [10], [24] as well as the robust approach from [14]. It has therefore become an agile recent research topic to reduce model-independent super-hedging prices through the introduction of different properties of models inferred from financial markets or via the inclusion of additional information (compare e.g. [4], [22], [27], [36], and [40]).

We contribute to the literature on model-free pricing by studying a novel approach to reduce prices of model-independent super-replication strategies. The approach relies on extending the usually considered class of semi-static trading strategies by additionally allowing dynamic trading in a finite amount of liquid European options. As we will show, this larger class of trading strategies may then allow to realize more flexible payoffs and thus to reduce super-hedging prices in many situations.

In an n-period financial market model, the assumption of being able to trade in European call options with expiration date $t_j$ (and other liquid kind of options) not only at initial time $t_0$, but also at intermediate times ($t_i$)$_{i=1,...,j-1}$ can be motivated by an observation that can be made on many real financial markets. Usually, expiration dates of European call options are bound to specific dates$^1$, i.e., if options with maturity $t_j$ are assumed to be liquidly traded at time $t_0$, then there are also quotes available for the same maturity (and a shorter time-to-maturity) at time $t_i > t_0$ with $t_i < t_j$, and the options can also be assumed to be tradeable at the later date. Thus, from a practical point of view, it seems natural to consider strategies incorporating dynamic trading in the underlying security as well as in European options.

It is one of the fundamental ideas in mathematical finance that minimizing prices over specific classes of super-replication strategies yields in many situations the same value as the maximal (risk-neutral) expectation of the payoff that is super-replicated, where the expectation is taken w.r.t. (martingale) measures from a specific model-class which is strongly related to the class of admissible super-hedges. The precise mathematical formulation of this result is known as super-hedging duality and it can be derived in different settings, compare [1], [2], [9], [10], [11], [14], [16], [18], [19], and [24], to name but a few. In model-independent approaches, the dual model-class consists of all martingale models (with undefined dynamics of the underlying stochastic process) that are consistent with prices of call options, whereas the trading strategies that super-replicate a payoff pointwise are semi-static.

$^1$For many call options this is the last trading day before the 20th of a month.
In this sense, the model-free duality result from [10] reveals that the dynamic trading position in the underlying security can be considered as a natural counterpart of the martingale property of measures, whereas the static positions in European option corresponds to information on marginal distributions. We will describe the dual counterpart of a dynamic trading position in European options through a martingale property for the prices of these options, i.e., the model-class that is considered for the maximization of the payoff consists of call option-calibrated martingale measures under which the prices of the traded European options are also martingales.

We study extensively the consequences of the modified model-independent setting for upper bounds of prices for exotic derivatives that emerge as minimal prices among super-replication strategies involving European options and simultaneously as maximal prices over the above described class of financial models.

The remainder of the paper is as follows. Section 2 introduces the setting and provides the main results. Section 3 provides several numerical examples. Section 4 contains all the mathematical proofs. Moreover, in Appendix A we provide extensions of the presented approach to frictions, multiple securities and other dynamically traded options.

2. Setup and Main Results

2.1. Setup. We consider at \( t_0 = 0 \) a frictionless discrete-time financial market with a fixed amount of \( n \in \mathbb{N} \) times \( t_1, \ldots, t_n \) and one underlying asset \( S = (S_t)_{t=0,1,\ldots,n} \). Extensions of this setup are discussed in Appendix A.

In the classical setup for model-independent pricing, which is referred to as the martingale optimal transport (MOT) case (introduced in [10]), prices for call options with all strikes and all maturities \( t_j, j = 1, \ldots, n \), are observable at initial time \( t_0 \) and available for static trading. This means that one is able to initiate a buy-and-hold strategy into these call options. Since in this situation every twice-differentiable European payoff \( u_i(S_t) \) with \( u_i \in C^2(\mathbb{R}) \) can be replicated using call options with different strikes (compare [17]), it is natural to also allow initiating static investments in European options.

Moreover, one allows to initiate a trading strategy into the underlying security that is dynamically adjusted over time. Dynamic trading of European options is however not considered in the MOT setting. In contrast, in this paper, we consider dynamic trading in a finite amount of European options. We assume that for each maturity \( t_j \) the market offers \( N \in \mathbb{N} \) European options\(^2\) possessing this expiration date available for trading at all times \( t_i < t_j \). We denote the set of options available for dynamic trading by \( V \), with \( |V| = n \cdot N \). The reduction to the finite subset \( V \) accounts for a possible lack of liquidity in European options over time, see also [39]. Additionally, we discuss in detail the case with infinitely many traded options in Section 2.4.

We denote by \( P_{t_i}(v_{j,k}) \) the price at time \( t_i \) for a European option \( v_{j,k} \in V \) with a non-negative Borel-measurable payoff function \( v_{j,k} : \mathbb{R}_+ \to \mathbb{R}_+ \), where the index \( j \) refers to the maturity \( t_j \) and \( k \in \{1, \ldots, N\} \) labels the options. As an underlying sample space we consider \( \Omega := \mathbb{R}_+^n \times \mathbb{R}_+^{2 \cdot N} \). We write \( \omega = (s_1, \ldots, s_n, p_{1,1,1}, \ldots, p_{n,n,N}) = (s,p) \) for \( \omega \in \Omega \) with \( s \in \mathbb{R}_+^n \) and \( p \in \mathbb{R}_+^{2 \cdot N} \). Then \((S_{t_i})_{i=1,\ldots,n} \) is assumed to be the canonical process on the first \( n \) components, i.e., for \( i = 1, \ldots, n \) and all \((s,p) \in \Omega \) we have

\[
S_{t_i}(s,p) = s_i,
\]

and where we set \( S_0 = s_0 \) for some fixed \( s_0 \in \mathbb{R}_+^n \). Moreover, we set for \( i, j \in \{1, \ldots, n\}, k \in \{1, \ldots, N\} \)

\[
P_{t_i}(v_{j,k})(s,p) = p_{i,j,k}.
\]

Furthermore, we denote by \( \mathcal{P}(\Omega) \) the set of all probability measures on \( \Omega \) and we define the filtration \( \mathcal{F} = (\mathcal{F}_s)_{s=0,1,\ldots,n} \) through

\[
\mathcal{F}_{t_i} := \sigma(\{S_{t_i} \text{ for } 0 \leq i \leq s\})
\]

with \( \mathcal{F}_{t_0} \) being trivial. Next, we allow the financial agent to restrict to price paths she considers admissible. Thus, we introduce, similar as in [7], a subset \( \Xi \subset \Omega \) of admissible price paths. Below, in Remark 2.1, we discuss the role of \( \Xi \) in our setting in different examples.

---

\(^2\)In practice there may be a different amount of options available for each maturity \( t_j \). We then would, purely for technically reasons, additionally consider options with constant payoff \( 0 \) to be able to consider an equal amount of tradable options among maturities.
Remark 2.1 (Choices of $\Xi$).

(a) It is of course possible to set $\Xi := \Omega$ and hence not to impose any restrictions on the set of future paths.

(b) According to [23] and [38], the maximal super-replication price at time $t_0$ for European options in fully incomplete markets coincides with the buy-and-hold-super-replication price and is given by today’s value of its concave envelope, i.e., the smallest concave function larger or equal than the payoff function $f$ itself, here denoted by $f^{\text{conc}}$. For the sub-replication price one correspondingly considers the convex envelope, $f^{\text{conv}}$, which is the greatest convex function smaller than the payoff. This means, we obtain a pricing rule of the form

$$
P_{t_i}(v_{j,k}) \in \left[ v^{\text{conv}}_{j,k}(S_{t_i}), v^{\text{conc}}_{j,k}(S_{t_i}) \right],
$$

i.e.,

$$
\Xi = \{(s, p) \in \Omega \mid p_{i,j,k} \in [v^{\text{conv}}_{j,k}(s_i), v^{\text{conc}}_{j,k}(s_i)] \text{ for all } i, j, k \}.
$$

Using this approach, we also rediscover the standard no-arbitrage bounds for call options (see also [20], [25], and [29])

$$
P_{t_i}(S_{t_i} - K^+) \in \left( [S_{t_i} - K^+), S_{t_i} \right].
$$

(c) Suppose an investor believes that it is accurate to price call options under the risk-neutral measure of a Black–Scholes model with volatility $\hat{\sigma}$. To incorporate uncertainty w.r.t. the choice of the volatility $\sigma$ one allows for $\sigma \in [\hat{\sigma} - \varepsilon, \hat{\sigma} + \varepsilon]$ for some $\varepsilon > 0$ such that $\hat{\sigma} - \varepsilon > 0$. Due to the positive pricing, using of call options in a Black–Scholes model is monotone w.r.t. the choice of $\sigma$ and we obtain a pricing rule of the form

$$
P_{t_i}((S_{t_i} - K)^+) \in \left[ S_{t_i}N \left( d_1,\hat{\sigma} - \varepsilon(S_{t_i}, K) \right) - K N \left( d_2,\hat{\sigma} - \varepsilon(S_{t_i}, K) \right),
S_{t_i}N \left( d_1,\hat{\sigma} + \varepsilon(S_{t_i}, K) \right) - K N \left( d_2,\hat{\sigma} + \varepsilon(S_{t_i}, K) \right) \right]
$$

for $\mathcal{N}(\cdot)$ describing the cumulative distribution function of the standard normal distribution and with

$$
d_1,\sigma(x, K) = \frac{\ln(x/K) + \sigma^2(t_j - t_i)}{\sigma\sqrt{t_j - t_i}}, \quad d_2,\sigma(x, K) = d_1,\sigma(x, K) - \sigma\sqrt{t_j - t_i}.
$$

More precisely, let $(K_{j,k})_{j=1, \ldots, n, k=1, \ldots, N} \subset \mathbb{R}_+$ denote the strikes of the traded call options. Then, we have

$$
V = \left\{ v_{j,k} \mid v_{j,k} : x \mapsto (x - K_{j,k}^+) \text{ for } j = 1, \ldots, n, k = 1, \ldots, N \right\}.
$$

and

$$
\Xi = \left\{ (s, p) \in \Omega \mid p_{i,j,k} \in \left[ s_i\mathcal{N} \left( d_1,\hat{\sigma} - \varepsilon(s_i, K_{j,k}) \right) - K_{j,k}\mathcal{N} \left( d_2,\hat{\sigma} - \varepsilon(s_i, K_{j,k}) \right),
\mathcal{N} \left( d_1,\hat{\sigma} + \varepsilon(s_i, K_{j,k}) \right) - K_{j,k}\mathcal{N} \left( d_2,\hat{\sigma} + \varepsilon(s_i, K_{j,k}) \right) \right] \text{ for all } i, j, k \right\}.
$$

This approach can, in principle, be extended to any kind of parametric model. In particular, as shown above, when prices of convex payoffs are increasing w.r.t. the input parameter, then the price bounds are attained by the bounds of the interval.

(d) The pricing rule can also be robust in the sense that it reflects general properties of the market or an admissible underlying process. For example, a Markov property for the valuation of options (similar as in [40]) can be incorporated through

$$
\Xi = \left\{ (s, p) \in \Omega \mid \text{For all } i, j, k \text{ there exists some Borel-measurable function } f_{i,j,k} : \mathbb{R} \to \mathbb{R} \text{ such that } p_{i,j,k} = f_{i,j,k}(s_i) \right\}.
$$

Or if the difference $t_{i+1} - t_i$ is constant for all $i = 1, \ldots, n - 1$, then a homogeneity assumption similar to [27] can be modelled through

$$
\Xi = \left\{ (s, p) \in \Omega \mid p_{i,j,k} = p_{i+1,j,k} \text{ for all } i, j, k, l \text{ s.t. } 1 \leq i + l, j + l \leq n, k = 1, \ldots, N \right\}.
$$
If a discrete time financial market is considered as a discretized version of a continuous time market model, then in the continuous time model the restrictions to paths of the form (2.3) correspond to the requirement that prices of measurable payoffs $f : \mathbb{R} \to \mathbb{R}$ fulfill

$$
E_Q[f(S_t) \mid \mathcal{F}_s] = E_Q[f(S_t) \mid S_s] \text{ for all } 0 \leq s \leq t,
$$

where here $(\mathcal{F}_s)_{s \geq 0}$ corresponds to a continuous time filtration and $Q$ is some martingale measure. In contrast, the analogue of (2.4) in a continuous time setting is the requirement that prices of derivatives with payoff $f$ fulfill

$$
E_Q[f(S_t) \mid \mathcal{F}_s] = E_Q[f(S_{t+\tau}) \mid \mathcal{F}_{s+\tau}] \text{ for all } 0 \leq s \leq t, \text{ and } \tau \geq 0.
$$

(e) Given some $\Xi \subseteq \Omega$ we define for $m \in \mathbb{N}$ $s_1^m, \ldots, s_i^m, p_{i,j,k}^1, \ldots, p_{i,j,k}^m \in \mathbb{R}_+$

$$
\Xi^m_{\text{grid}} := \{(s,p) \in \Xi \mid s_i \in \{s_1^m, \ldots, s_i^m\}, p_{i,j,k} \in \{p_{i,j,k}^1, \ldots, p_{i,j,k}^m\} \text{ for all } i,j,k\}.
$$

This allows to consider the valuation problem on a discrete grid, which is particularly useful for implementing the approach numerically, i.e., via linear programming, compare also Algorithm 1.

2.2. Valuation of Derivatives. We are interested in finding model-free price bounds for some exotic financial derivative $\Phi(S_{t_1}, \ldots, S_{t_n})$, where $\Phi : \mathbb{R}^n_+ \to \mathbb{R}_+$ is Borel-measurable. For notational simplicity, we focus on finding the upper bound.\(^3\)

2.2.1. The primal approach. A first approach to determine the value of $\Phi$ is to compute the expectation of $\Phi$ under a risk-neutral pricing measure associated to a potential model of an underlying financial market, i.e., among all measures restricted to paths $\Xi$ that are arbitrage-free. The maximal model-price determines the upper price bound. We call this approach the primal approach.

To determine the set of such models, we observe that under any admissible pricing measure $Q$, the price process $(P_{i,j}(v_{j,k}))_{i=1,\ldots,n}$ is required to be a martingale, from which we obtain the required representation that

(2.5) \quad $P_{i,j}(v_{j,k}) = E_Q[P_{j,k}(v_{j,k}) \mid \mathcal{F}_t] = E_Q[v_{j,k}(S_t) \mid \mathcal{F}_t]$ Q-a.s.

for all $1 \leq i \leq j \leq n$, $k = 1, \ldots, N$. We further, extend the validity of (2.5) to all $1 \leq i,j \leq n$, since this definition implies $P_{i,j}(v_{j,k}) = v_{j,k}$ Q-a.s. if $j \leq i$, i.e., the price processes are assumed to be constant after expiration date (for a fixed price path).

Additionally, we only consider such models consistent with market prices of call options.\(^4\) According to [15], consistency of pricing measures w.r.t. call option prices for all maturities $t_1, \ldots, t_n$ and for all strikes determines the one-dimensional marginal distributions of $S_t$, for all $i = 1, \ldots, n$, which we from now on denote by $\mu_i$, i.e., $S_t \sim \mu_i$. To ensure absence of model-independent arbitrage through static option trading, we assume that $\mu_1 \leq \mu_2 \leq \cdots \leq \mu_n$, where $\leq$ denotes the usual convex order for measures with finite first moments, and that all marginals possess the same mean given by the initial value $s_0$, compare also [1], [34] and [42]. Thus, we include this condition in the following standing assumption.\(^5\) Further, we require the set $\Xi$ to be Borel-measurable in order to be able to define reasonable integral expressions w.r.t. $\Xi$.

Assumption 2.2 (Standing Assumption).

(a) The marginals $\mu_1, \ldots, \mu_n \in \mathcal{P}(\mathbb{R}_+)$ have finite first moments, mean equal to $s_0 \in \mathbb{R}_+$, and

$$
\mu_1 \leq \mu_2 \leq \cdots \leq \mu_n.
$$

(b) The set $\Xi \subseteq \Omega$ is Borel-measurable.

\(^3\)This is no restriction, since with the same approach one can easily obtain the lower bound through the relation $\inf \mathcal{L} f(x) = -\sup \mathcal{L} - f(x)$.

\(^4\)A model with associated pricing measure $Q$ is said to be consistent with the market price $\pi(v)$ of the option $v$ if $E_Q[v] = \pi(v)$.

\(^5\)From now on, we always assume that Assumption 2.2 holds and we do not repeat it in the statements of our results.
option prices. We recall that \( V = \{v_{j,k} : j = 1, \ldots, n, k = 1, \ldots, N\} \), then a risk-neutral measure of an admissible model is consequently an element of \( \mathcal{M}_V(\Xi, \mu_1, \ldots, \mu_n) := \left\{ Q \in \mathcal{P}(\Omega) \left| \begin{array}{l} Q(\Xi) = 1; \\
\mathbb{E}_Q[S_{t_i} | \mathcal{F}_{t_{i-1}}] = S_{t_{i-1}} \text{ Q-a.s. for all } i = 1, \ldots, n; \\
Q \circ S_{t_i}^{-1} = \mu_i \text{ for all } i = 1, \ldots, n; \\
\mathbb{E}_Q[v_{j,k}(S_{t_j}) | \mathcal{F}_{t_i}] = P_{t_i}(v_{j,k}) \text{ Q-a.s. for all } \\
i = 1, \ldots, n, \; j = 1, \ldots, n, \; k = 1, \ldots, N \end{array} \right. \right\} \).

**Remark 2.3.** For all \( Q \in \mathcal{M}_V(\Xi, \mu_1, \ldots, \mu_n) \) and for all \( i, j = 1, \ldots, n \) the random variable \( P_{t_i}(v_{j,k}) \) is \( \mathcal{F}_{t_i}^Q \)-measurable by (2.5), where \( \mathcal{F}_{t_i}^Q \) denotes the \( \mathcal{Q} \)-\( \mathcal{F} \)-completion of \( \mathcal{F}_{t_i} \). In particular, \( (P_{t_i}(v_{j,k}))_{i=1,\ldots,n} \) is adapted to \( \mathcal{F}_1^Q = \left( \mathcal{F}_{t_i}^Q \right)_{i=1,\ldots,n} \). Moreover, note that the martingale property in the definition of \( \mathcal{M}_V(\Xi, \mu_1, \ldots, \mu_n) \) does not change if we define it w.r.t. \( \mathcal{F}_1^Q \) instead of \( \mathcal{F} \).

The upper price bound of \( \Phi \) using the primal approach is then given by the maximal expectation of \( \Phi \) w.r.t. measures from \( \mathcal{M}_V(\Xi, \mu_1, \ldots, \mu_n) \), namely

\[
\mathbb{P}_\Xi(\Phi) := \sup_{Q \in \mathcal{M}_V(\Xi, \mu_1, \ldots, \mu_n)} \int \Phi(s) \, dQ(s, p).
\]

The four properties for a measure \( Q \) to be in \( \mathcal{M}_V(\Xi, \mu_1, \ldots, \mu_n) \) – i.e., the paths of \( S \) are restricted to \( \Xi \), \( S \) is a \( \mathcal{Q} \)-martingale, \( S \) possesses correct fixed marginals, and that \( P_{t_i}(v_{j,k}) \) can be regarded as a conditional expectation of \( v_{j,k} \) – can also be characterized by integral equations. Thus, the set \( \mathcal{M}_V(\Xi, \mu_1, \ldots, \mu_n) \) can equivalently be written as

\[
\mathcal{M}_V(\Xi, \mu_1, \ldots, \mu_n) = \left\{ Q \in \mathcal{P}(\Omega) \left| \begin{array}{l}
\int_{\Omega} 1_{\Xi}(s, p) \, dQ(s, p) = 1; \\
\int_{\Omega} H(s_1, \ldots, s_i)(s_{i+1} - s_i) \, dQ(s, p) = 0 \\
\text{for all } H \in C_1(\mathbb{R}_+^i), \; i = 1, \ldots, n - 1; \\
\int_{\mathbb{R}_+} u_i(s_i) \, d\mu_i(s_i) = \int_{\Omega} u_i(s_i) \, dQ(s, p) \\
\text{for all } u_i \in C_{\text{lin}}(\mathbb{R}_+, \mathbb{R}_+), \; i = 1, \ldots, n; \\
\int_{\mathbb{R}_+} H(s_1, \ldots, s_i)(v_{j,k}(s_j) - p_{i,j,k}) \, dQ(s, p) = 0 \\
\text{for all } H \in C_1(\mathbb{R}_+^i), \; i, j = 1, \ldots, n, \; k = 1, \ldots, N \end{array} \right. \right\},
\]

where for any \( k \in \mathbb{N} \)

\[
C_{\text{lin}}(\mathbb{R}_+^k, \mathbb{R}_+) := \left\{ f \in C(\mathbb{R}_+^k, \mathbb{R}_+) \left| \sup_{(x_1, \ldots, x_k) \in \mathbb{R}_+^k} \frac{f(x_1, \ldots, x_k)}{1 + \sum_{i=1}^k x_i} < \infty \right. \right\}
\]
denotes the class of positive continuous functions with linear growth on \( \mathbb{R}_+^k \). In the MOT case Assumption 2.2 (a) ensures non-emptiness of the set

\[
\mathcal{M}(\mu_1, \ldots, \mu_n) := \left\{ Q \in \mathcal{P}(\mathbb{R}_+^n) \left| \begin{array}{l}
\mathbb{E}_Q[S_{t_{i+1}} | \mathcal{F}_{t_i}] = S_{t_i} \text{ Q-a.s.,} \\
Q \circ S_{t_i}^{-1} = \mu_i \text{ for all } i = 1, \ldots, n \end{array} \right. \right\},
\]

see for example [34]. We ensure in our setting the non-emptiness of \( \mathcal{M}_V(\Xi, \mu_1, \ldots, \mu_n) \) by an additional condition, see Theorem 2.4 (a).
2.2.2. The dual approach. A second valuation approach relies on the determination of the smallest price among model-independent super-replication strategies of $\Phi$ on $\Xi$. We refer also to [7], [8], [33], and [37]. This means we consider strategies of the form

$$
\Psi^V_{(H_i),(H_{i,j,k}),\{u_i\}}(s,p) := \sum_{i=1}^n u_i(s_i) + \sum_{i=1}^{n-1} H_i(s_1, \ldots, s_i)(s_{i+1} - s_i) + \sum_{j=i+1}^{n} \sum_{k=1}^{N} H_{i,j,k}(s_1, \ldots, s_i)(v_{j,k}(s_j) - p_{i,j,k}).
$$

for functions $u_i : \mathbb{R}_+ \to \mathbb{R}$, $H_i, H_{i,j,k} : \mathbb{R}_+^n \to \mathbb{R}$ that can be interpreted as trading positions. In addition to the semi-static trading from the martingale optimal transport approach we encounter $\sum_{i=1}^n \sum_{j=i+1}^n \sum_{k=1}^N H_{i,j,k}(s_1, \ldots, s_i)(v_{j,k}(s_j) - p_{i,j,k})$, which is the profit of a self-financing dynamically adjusted trading position in European options. We call this approach the dual approach. Given the marginal distributions $\mu_i$ for $i = 1, \ldots, n$, the fair price of a strategy $\Psi^V_{(H_i),(H_{i,j,k}),\{u_i\}}(s,p)$ calculates as $\sum_{i=1}^n \int_{\mathbb{R}_+} u_i(s_i) \, d\mu_i(s_i)$, since the terms

$$
\sum_{i=1}^n H_i(s_1, \ldots, s_i)(s_{i+1} - s_i) + \sum_{j=i+1}^n \sum_{k=1}^N H_{i,j,k}(s_1, \ldots, s_i)(v_{j,k}(s_j) - p_{i,j,k})
$$

are profits and losses of self-financing strategies and therefore are considered to be costless. The upper price bound for $\Phi$ using the dual approach is thus given through the super-replication functional:

$$
D\Xi(\Phi) := \inf_{u_i \in C_{lin}(\mathbb{R}_+,\mathbb{R}_+), H_i, H_{i,j,k} \in C_b(\mathbb{R}_+)} \left\{ \sum_{i=1}^n \int_{\mathbb{R}_+} u_i(s_i) \, d\mu_i(s_i) \middle| \Psi^V_{(H_i),(H_{i,j,k}),\{u_i\}}(s,p) \geq \Phi(s) \right\}
$$

for all $(s,p) \in \Xi$.

2.3. Main Results. Our first main result imposes that - under mild conditions - the two presented valuation approaches yield the same value. Furthermore, we state criteria for the non-emptiness and compactness of $M_V(\Xi,\mu_1, \ldots, \mu_n)$, guaranteeing the existence of an optimal pricing measure. We refer to Section 4 for the corresponding proofs of the main results stated in the following theorems and remarks.

The following set of continuous functions and set of probability measures on $\Omega$ turn out to be useful for our first main result. Let

$$
C_{lin,S} := \left\{ f \in C(\Omega) \bigg| \sup_{(s,p) \in \Omega} \frac{|f(s,p)|}{1 + \sum_{i=1}^n s_i} < \infty \right\}
$$

and let

$$
P_{lin,S} := \left\{ Q \in \mathcal{P}(\Omega) \bigg| \int_{\Omega} \sum_{i=1}^n s_i \, dQ(s,p) < \infty \right\}.
$$

Moreover, we denote by $\sigma(P_{lin,S},C_{lin,S})$ the weak topology on $P_{lin,S}$ induced by $C_{lin,S}$.

**Theorem 2.4.** Let $v_{j,k} \in C_{lin}(\mathbb{R}_+,\mathbb{R}_+)$ for all $j = 1, \ldots, n$, $k = 1, \ldots, N$. Then, the following holds.

(a) The set $M_V(\Xi,\mu_1, \ldots, \mu_n) \subset \mathcal{P}(\Omega)$ is non-empty if and only if there exists some $Q \in M(\mu_1, \ldots, \mu_n) \subset \mathcal{P}(\mathbb{R}_+^n)$ such that

$$
(S_{t_1}, \ldots, S_{t_n}, (\mathbb{E}_Q [v_{j,k}(S_{t_j}) \mid \mathcal{F}_{t_i}])_{i,j=1,\ldots,n, k=1,\ldots,N}) \in \Xi Q$-a.s.
$$

(b) Let $\Phi \in C_{lin}(\mathbb{R}_+^n,\mathbb{R}_+)$. Further assume that $M_V(\Xi,\mu_1, \ldots, \mu_n) \neq \emptyset$ and that $\Xi$ is closed. Then $M_V(\Xi,\mu_1, \ldots, \mu_n)$ is $\sigma(P_{lin,S},C_{lin,S})$-compact,

$$
P_\Xi(\Phi) = D_\Xi(\Phi),
$$

and the primal value in (2.6) is attained.

---

6By abuse of notation $(S_{t_i})$ denotes in (2.9) the canonical process on $\mathbb{R}_+^n$. 
Remark 2.5.

(a) As a consequence of Theorem 2.4 (a) we have that

\[ P_\Xi(\Phi) = \sup_{Q \in M(\mu_1, \ldots, \mu_n); (2.9)} \int_{\mathbb{R}_+^n} \Phi(s) \, dQ(s), \]

i.e., \( P_\Xi(\Phi) \) can be considered as a constrained martingale optimal transport problem.

(b) If \( \Xi = \Omega \), then, according to Theorem 2.4, the non-emptiness of \( M_V(\Xi, \mu_1, \ldots, \mu_n) \) is equivalent to the non-emptiness of \( M(\mu_1, \ldots, \mu_n) \), independent of \( V \).

(c) Let \( K \subset \mathbb{R}_+^n \) be compact, and define

\[ \Xi = \{(s, p) \in K \times \mathbb{R}_+^{2N} : s \in \Omega \} \]

for some classes of functions \( \mathcal{F}_{i,j,k} \subset C_{\text{lin}}(\mathbb{R}_+, \mathbb{R}_+) \) whose restrictions

\[ \mathcal{F}_{i,j,k} \mid_{\mathbb{R}_+^i} := \left\{ f_{i,j,k} \mid_{\mathbb{R}_+^i} : \mathbb{R}_+^i \subset \mathbb{R}_+ \rightarrow \mathbb{R}_+ \mid f_{i,j,k} \in \mathcal{F}_{i,j,k} \right\} \]

onto any compact set \( \overline{\mathbb{R}_+^i} \subset \mathbb{R}_+^i \) are compact in the uniform topology on \( C(\overline{\mathbb{R}_+^i}) \) and which fulfill

\[ \sup_{f_{i,j,k} \in \mathcal{F}_{i,j,k}} \sup_{(s_1, \ldots, s_i) \in \mathbb{R}_+^i} \frac{f_{i,j,k}(s_1, \ldots, s_i)}{1 + \sum_{\ell=1}^i s_{\ell}} < \infty. \]

Note that, as a consequence of the compactness of \( \mathcal{F}_{i,j,k} \mid_{\mathbb{R}_+^i} \) for any compact set \( \overline{\mathbb{R}_+^i} \subset \mathbb{R}_+^i \), the set \( \Xi \) is compact. Under these conditions, we define

\[ Q(\mathcal{F}_{i,j,k}) := \left\{ Q \in M(\mu_1, \ldots, \mu_n) \mid Q(\mathbb{K}) = 1 \text{ and for all } i, j, k \text{ there exists } f_{i,j,k} \in \mathcal{F}_{i,j,k} \text{ s.t.} \right\} \]

\[ E_Q[v_{j,k}(S_{t_j}) \mid \mathcal{F}_{i,k}] = f_{i,j,k} Q-\text{a.s.} \]

and

\[ D(\mathcal{F}_{i,j,k})(\Phi) := \inf_{u_i \in C_{\text{lin}}(\mathbb{R}_+, \mathbb{R}_+)} \left\{ \sum_{i=1}^n \int_{\mathbb{R}_+} u_i \, d\mu_i \right\} \Psi_{y_{i,j,k},(H_{i,j,k}),u_i}(s, (f_{i,j,k}(s_1, \ldots, s_i))_{i,j,k}) \geq \Phi(s) \]

for all \( s \in \mathbb{R}_+^i, f_{i,j,k} \in \mathcal{F}_{i,j,k} \).

Then, under the assumptions of Theorem 2.4 (b), we obtain that

\[ P_\Xi(\Phi) = \sup_{Q \in Q(\mathcal{F}_{i,j,k})} \int_{\mathbb{R}_+^n} \Phi(s) \, dQ(s) = D(\mathcal{F}_{i,j,k})(\Phi). \]

This particular structure of \( \Xi \) is fulfilled for example in the setting discussed in Remark 2.1 (b) and Remark 2.1 (c) when the price paths are restricted to \( K \). Indeed, in Remark 2.1 (b) we obtain for the case of call options with strikes \( K_{j,k} \in \mathbb{R}_+^i \) that

\[ \mathcal{F}_{i,j,k} = \{(s_1, \ldots, s_i) \mapsto (s_i - y)^+ \text{ for } y \in [0, K_{j,k}] \}. \]

Moreover, in the setting of Remark 2.1 (c) we get for each \( i, j, k \)

\[ \mathcal{F}_{i,j,k} = \{(s_1, \ldots, s_i) \mapsto s_i N\left(d_1(\sigma, (s_i, K_{j,k}))\right) - K_{j,k} N\left(d_2(\sigma, (s_i, K_{j,k}))\right) \text{ for } \sigma \in [\tilde{\sigma} - \varepsilon, \tilde{\sigma} + \varepsilon] \}, \]

which satisfies, as required, that \( \mathcal{F}_{i,j,k} \mid_{\mathbb{R}_+^i} \subset C(\overline{\mathbb{R}_+^i}) \) is compact for every compact set \( \overline{\mathbb{R}_+^i} \subset \mathbb{R}_+^i \) due to the Arzelà–Ascoli theorem. Further, we have

\[ s_i N\left(d_1(\sigma, (s_i, K_{j,k}))\right) - K_{j,k} N\left(d_2(\sigma, (s_i, K_{j,k}))\right) \leq s_i + K_{j,k} \]

i.e., the set is indeed contained in \( C_{\text{lin}}(\mathbb{R}_+, \mathbb{R}_+) \).

The following remark shows that without restricting the set of possible prices of the dynamically traded options, i.e., when setting \( \Xi := \Omega \), we do not obtain any improved price bounds in comparison with the classical MOT formulation. This motivates to define a set of restricted pricing rules for European options in order to obtain improved price bounds for \( \Phi \).
Remark 2.6. Let \( \Phi \in C_{\text{lin}}(\mathbb{R}_+^n, \mathbb{R}_+) \). If for all \( s \in \mathbb{R}_+^n \) we have that
\[
(2.11) \quad (s, \tilde{p}) \in \Xi
\]
for \( \tilde{p} \in \mathbb{R}_+^{n \times N} \) with \( \tilde{p}_{i,j,k} = v_{j,k}(s_j) \) for all \( i, j = 1, \ldots, n, k = 1, \ldots, N \), then
\[
(2.12) \quad D_{\Xi}(\Phi) = \sup_{Q \in M(\mu_1, \ldots, \mu_n)} \int_{\mathbb{R}_+^n} \Phi(s) \, dQ(s).
\]
Note that condition (2.11) holds particularly if \( \Xi := \Omega \). Further, note that if (2.11) holds, then equality (2.12) holds independently of the amount of traded options \( N \in \mathbb{N} \), i.e., gradually increasing the number of dynamically traded options only comes with improved price bounds if we introduce further restrictive pricing rules, as done in the following Theorem 2.9.

Next, we investigate the sensitivity of the upper price bound of some exotic derivative \( \Phi \) w.r.t. a change in the pricing rules of dynamically traded options. More specifically, we study the effect of perturbations of the pricing rules of the dynamically traded options on the upper price bound of \( \Phi \) and whether the chosen pricing rule implies improved price bounds in comparison with the bounds that emerge when no option is traded dynamically. To this end, we impose an additional assumption on the shape of the pricing rules.

Assumption 2.7. Let \( \Xi \subset \Omega \) be of the form
\[
\Xi(\underline{p}_{i,j,k}, \overline{p}_{i,j,k}) := \{(s, p) \in \Omega \mid p_{i,j,k} \in [\underline{p}_{i,j,k}(s_{1, \ldots, s_i}), \overline{p}_{i,j,k}(s_{1, \ldots, s_i})] \text{ for all } i, j, k \}
\]
for some Borel-measurable functions \( \underline{p}_{i,j,k}, \overline{p}_{i,j,k} : \mathbb{R}_+^i \to \mathbb{R}_+ \) for \( i, j = 1, \ldots, n, k = 1, \ldots, N \).

Remark 2.8. (a) A sufficient condition for a set \( \Xi(\underline{p}_{i,j,k}, \overline{p}_{i,j,k}) \) satisfying Assumption 2.7 to be closed is that each \( \underline{p}_{i,j,k}, \overline{p}_{i,j,k} : \mathbb{R}_+^i \to \mathbb{R}_+^i \), \( i, j = 1, \ldots, n, k = 1, \ldots, N \) is continuous.

(b) Note that the examples for \( \Xi \) in Remark 2.1 (b) and in Remark 2.1 (c) both satisfy Assumption 2.7.

We investigate if the boundaries \( [\underline{p}_{i,j,k}(\cdot), \overline{p}_{i,j,k}(\cdot)] \) imply improved price bounds and if not, to which extend the boundaries \( [\underline{p}_{i,j,k}(\cdot), \overline{p}_{i,j,k}(\cdot)] \) need to be perturbed to directly imply improved price bounds of \( \Phi \) in comparison with the MOT formulation, i.e., to obtain \( P_{\Xi}(\Phi) < P_{\Omega}(\Phi) \). The following theorem asserts precisely how the pricing rules \( \underline{p}_{i,j,k}, \overline{p}_{i,j,k} \) have to be defined to obtain improved price bounds for \( \Phi \). For this, we define for a fixed financial derivative \( \Phi \in C_{\text{lin}}(\mathbb{R}_+^n, \mathbb{R}_+) \) the set of optimizers of the primal problem
\[
\widehat{M}_V(\Xi, \mu_1, \ldots, \mu_n) := \left\{ Q \in M(\Xi, \mu_1, \ldots, \mu_n) \mid \int_{\Xi} \Phi(s) \, dQ = P_{\Xi}(\Phi) \right\},
\]
which is non-empty under the assumptions of Theorem 2.4 (b).

Theorem 2.9. Let the assumptions of Theorem 2.4 (b) hold and let \( \Xi \) be of the form described in Assumption 2.7. Then the following holds.

(a) We have that
\[
P_{\Xi(\underline{p}_{i,j,k}, \overline{p}_{i,j,k})}(\Phi) < P_{\Omega}(\Phi)
\]
if and only if for all \( Q \in \widehat{M}_V(\Xi, \mu_1, \ldots, \mu_n) \) there exist \( i, j \in \{1, \ldots, n\}, k \in \{1, \ldots, N\} \) such that
\[
(2.13) \quad \underline{p}_{i,j,k} > \mathbb{E}_Q[v_{j,k}(S_{t_i}) \mid F_{t_i}]
\]
or
\[
(2.14) \quad \overline{p}_{i,j,k} < \mathbb{E}_Q[v_{j,k}(S_{t_i}) \mid F_{t_i}]
\]
on some Borel-measurable set \( A \subset \Omega \) with \( Q(A) > 0 \).

(b) For all \( \varepsilon > 0 \) such that \( M_V(\Xi(\underline{p}_{i,j,k} + \varepsilon, \overline{p}_{i,j,k}), \mu_1, \ldots, \mu_n) \neq \emptyset \) we have that
\[
P_{\Xi(\underline{p}_{i,j,k} + \varepsilon, \overline{p}_{i,j,k})}(\Phi) < P_{\Xi(\underline{p}_{i,j,k}, \overline{p}_{i,j,k})}(\Phi).
\]
if and only if for all $Q \in \mathcal{M}_V \left( \Xi_{\{i,j,k}\in I_n} \mu_1, \ldots, \mu_n \right)$ there exist $i, j \in \{1, \ldots, n\}, k \in \{1, \ldots, N\}$ such that

$$p_{i,j,k} + \varepsilon > E_Q [v_{j,k}(S_{t_j}) \mid \mathcal{F}_{t_j}]$$

(2.15)

on some Borel-measurable set $A \subset \Omega$ with $Q(A) > 0$.

(c) For $\varepsilon > 0$ such that $\mathcal{M}_V \left( \Xi_{\{i,j,k\in I_n\infty} \mu_1, \ldots, \mu_n \right) = \emptyset$ we have that

$$P_{\Xi_{\{i,j,k\in I_n\infty} + \varepsilon} \left( \Xi_{\{i,j,k\in I_n\infty} - \varepsilon \right) (\Phi) < P_{\Xi_{\{i,j,k\in I_n\infty} \left( \Xi_{\{i,j,k\in I_n\infty} - \varepsilon \right) (\Phi)$$

if and only if for all $Q \in \mathcal{M}_V \left( \Xi_{\{i,j,k\in I_n\infty} + \varepsilon \right) \Xi_{\{i,j,k\in I_n\infty} - \varepsilon \right) \Xi_{\{i,j,k\in I_n\infty}$ there exist $i, j \in \{1, \ldots, n\}, k \in \{1, \ldots, N\}$ such that

$$\overline{p}_{i,j,k} - \varepsilon < E_Q [v_{j,k}(S_{t_j}) \mid \mathcal{F}_{t_j}]$$

(2.16)

on some Borel-measurable set $A \subset \Omega$ with $Q(A) > 0$.

We remark that, in particular, Theorem 2.4 (b) is applicable to the sets $\Xi_{\{i,j,k\in I_n\infty} \Xi_{\{i,j,k\in I_n\infty}$ and

$$\Xi_{\{i,j,k\in I_n\infty} \Xi_{\{i,j,k\in I_n\infty}$$

respectively. This allows to implement the associated semi-static strategies and to exploit potentially mispriced derivatives. We further highlight that the $\varepsilon$-pertubution in the sets $\Xi_{\{i,j,k\in I_n\infty} \Xi_{\{i,j,k\in I_n\infty}$ and $\Xi_{\{i,j,k\in I_n\infty} \Xi_{\{i,j,k\in I_n\infty}$, respectively, was introduced to study the effect on price bounds, but not to simplify the numerical simulations, as it was done similarly for example in [30] to relax the associated martingale constraint.

2.4. Infinitely many European call options. If we do not restrict the set of options available for dynamic trading to a fixed finite amount of European options, but a priori consider infinitely many call options with a continuous range of strikes reaching from 0 to $+\infty$, then, by following the rationale from [17], each positive European payoff can be replicated by call options and thus every European payoff which only depends on a single value of the underlying security can be considered as being available for dynamic trading. Hence, from now on, we allow for dynamic trading in all options with payoff $v_{j}(S_{t_j})$ for $v_j \in \tilde{V} \subseteq C_{lin}(\mathbb{R}_+, \mathbb{R}_+)$ and $j \in \{1, \ldots, n\}$, where $\tilde{V}$ is possibly infinite, indexed by $I_V$. Similar to Remark 2.5 we consider the following formulation of a super-hedging problem. Given a Borel-measurable set $\tilde{\Xi} \subset \mathbb{R}_n^+$ and some sets $\tilde{\Xi}_{i,j,k} \subset C_{lin}(\mathbb{R}_+, \mathbb{R}_+)$ for functions $v_{j,k} \in \tilde{V} \subseteq C_{lin}(\mathbb{R}_+, \mathbb{R}_+)$, $i, j = 1, \ldots, n$, $k \in I_V$ we define

$$\tilde{D}_{\tilde{\Xi}_{i,j,k}} (\Phi) := \inf_{u_{i,k} \in C_{lin}(\mathbb{R}_+, \mathbb{R}_+)} \left\{ \sum_{i=1}^{n} \int_{\mathbb{R}_+} u_{i,k}(s_i) d\mu_i(s_i) \left| \sum_{i=1}^{n} u_{i,k}(s_i) + \sum_{i=1}^{n-1} H_i(s_1, \ldots, s_i)(s_{i+1} - s_i) \right. \right.$$ 

$$+ \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \sum_{k \in I_V} H_{i,j,k}(s_1, \ldots, s_i)(v_{j,k}(s_j) - f_{i,j,k}(s_1, \ldots, s_i)) \geq \Phi(s) \left. \right\}$$

(2.17)

for all $s \in \tilde{\Xi}, f_{i,j,k} \in \tilde{\Xi}_{i,j,k}$, where

(2.18)

This means $\tilde{D}_{\tilde{\Xi}_{i,j,k}}$ corresponds to the minimal super-replication price among strategies where dynamic trading in all options $v_{j,k} \in \tilde{V} \subseteq C_{lin}(\mathbb{R}_+, \mathbb{R}_+)$ is allowed at time $t_i$. The time $t_i$-price of this option is associated to some $f_{i,j,k} \in \tilde{\Xi}_{i,j,k}$ which is unknown for the financial agent. Thus, the considered strategies super-replicate $\Phi$ pointwise on $\tilde{\Xi}$ and among all potential prices $f_{i,j,k}$ in $\tilde{\Xi}_{i,j,k}$.

We obtain the following duality result that allows an interpretation of the super-hedging problem as a maximization problem of expected values of $\Phi$ w.r.t. martingale measures $Q$ s.t. the $\mathcal{F}_{t_i}$-conditional expectations of $v_{j,k} \in C_{lin}(\mathbb{R}_+, \mathbb{R}_+)$ can be written in terms of some function $f_{i,j,k}$ from $\tilde{\Xi}_{i,j,k}$. 
Theorem 2.10. Let $\Phi \in C_{\text{lin}}(\mathbb{R}^{n+1}_+, \mathbb{R}^+)$, let $\tilde{\mathcal{S}} \subset \mathbb{R}^+_n$ be compact, and let each $(\tilde{\mathcal{S}}_{i,j,k})_{i,j,k \in \mathcal{I}}$ satisfy for all compact $\mathbb{K} \subset \mathbb{R}^+_n$ that $\tilde{\mathcal{S}}_{i,j,k}|_{\mathbb{K}}$ is compact in the uniform topology on $C(\mathbb{K})$ and such that for all $i, j \in \{1, \ldots, n\}, k \in \mathcal{I}$,

\begin{equation}
\sup_{f_{i,j,k} \in \tilde{\mathcal{S}}_{i,j,k}} \frac{f_{i,j,k}(s_1, \ldots, s_n)}{1 + \sum_{\ell=1}^n s_\ell} < \infty.
\end{equation}

If the set

$$
\tilde{Q}(\tilde{\mathcal{S}}_{i,j,k}) = \left\{ Q \in \mathcal{M}(\mu_1, \ldots, \mu_n) : Q(\tilde{\mathcal{S}}) = 1, \text{ for all } i, j \text{ and all } v_{j,k} \in \tilde{V} \subset C_{\text{lin}}(\mathbb{R}_+, \mathbb{R}_+) \right\},
$$

there exists $f_{i,j,k} \in \tilde{\mathcal{S}}_{i,j,k}$ s.t. $E_{\tilde{Q}}[v_{j,k}(S_{t_i}) | \mathcal{F}_{t_i}] = f_{i,j,k} \tilde{Q}$-a.s.}

is non-empty, then

$$
\tilde{D}(\tilde{\mathcal{S}}_{i,j,k})(\Phi) = \sup_{Q \in \tilde{Q}(\tilde{\mathcal{S}}_{i,j,k})} \int_{\mathbb{R}^+_n} \Phi(s) dQ(s).
$$

Remark 2.11. An example of sets $\tilde{\mathcal{S}}_{i,j,k}$ fulfilling the assumptions of Theorem 2.10 includes for given $i, j \in \{1, \ldots, n\}, k \in \mathcal{I}$, the sets

$$
\tilde{\mathcal{S}}_{i,j,k} = \left\{ (s_1, \ldots, s_n) \mapsto g(s_i) \big| g \text{ being } 1-\text{Lipschitz with } g(0) = 0, \text{ and } g(S_{t_i}) = E_{\tilde{Q}}[v_{j,k}(S_{t_i}) | S_{t_i}] \tilde{Q}-a.s. \text{ for some } Q \in \mathcal{M}(\mu_1, \ldots, \mu_n) \right\}
$$

of prices following a Markovian pricing rule.

Remark 2.12. The case where $\tilde{V} \subset C_{\text{lin}}(\mathbb{R}^+_n, \mathbb{R}_+)$ is a strict subset (still possibly infinitely large) accounts for a possible lack in liquidity. Therefore, one possible choice for $\tilde{V}$ includes all payoffs of call and put options for a predefined range of strikes. If $\tilde{V}$ only contains a finite number of payoffs, then we rediscover the result discussed in Remark 2.5 (c).

3. Examples and Numerics

3.1. Examples. In this section we provide several examples.\(^7\) In particular, we compare our approach with the conventional martingale transport approach where semi-static hedging without dynamic trading in options is involved. We start with an empirical study indicating how to choose pricing rules for European call options.

Example 3.1 (Market Implied Marginals from real financial data). We consider the marginal distributions $\mu_1$ and $\mu_2$ derived from call and put options on the stock of Apple Inc. The data was observed at $t_0 = 24$ July 2020 for $S_{t_0} = 389.09$. The considered time to maturities are $t_1 - t_0 = 84$ days and $t_2 - t_0 = 175$ days respectively. Due to the short maturities we neglect dividend yields as well as interest rates and discretize the resultant marginal distributions on a discrete grid with 20 supporting values, where the discretization is performed according to the method proposed in [5] and [30] to be able to apply the linear programming approach that is described in Algorithm 1. We allow for dynamic trading in call options with maturity $t_2$\(^8\) and strikes $K_k$, i.e., $v_{2,k}(S_{t_2}) = (S_{t_2} - K_k)^+$, where $K_1 = 360, K_2 = 340, K_3 = 320$. We set the standard price bounds $\underline{P}_{1,2,k}(S_{t_1}) = (S_{t_1} - K_k)^+$ and $\overline{P}_{1,2,k}(S_{t_1}) = S_{t_1}$ for $k = 1, 2, 3$, see also Remark 2.1 (b). Now, we compute numerically the quantities $P_{\epsilon}(\underline{P}_{i,j,k} + \epsilon, \overline{P}_{i,j,k} - \epsilon)(\Phi)$ for different values of $\epsilon$ and for different payoff functions $\Phi$. Further we illustrate the differences between considering $V = \{v_{2,1}\}, V = \{v_{2,1}, v_{2,2}\}$ and $V = \{v_{2,1}, v_{2,2}, v_{2,3}\}$ respectively, i.e. we study the effect of including more options for dynamic trading. The results, using Algorithm 1, are depicted in Figure 1, where we observe the following two effects. First, for an increasing level of $\epsilon$, the intervals $[\underline{P}_{i,j,k} + \epsilon, \overline{P}_{i,j,k}]$ and $[\overline{P}_{i,j,k}, \overline{P}_{i,j,k} - \epsilon]$ become

\(^7\) All the codes are available under https://github.com/juliansester/dynamic_option_trading

\(^8\) We only consider dynamic trading in options with maturity $t_2$ as trading in an option with maturity $t_1$ would not induce a proper dynamic trading position, since such positions are implicitly subsumed in the static component $u_1$.
tighter, therefore the pricing rule is more restrictive which in turn leads to observably smaller upper price bounds. Second, being able to trade in a higher number of dynamically traded options leads to tighter price intervals.

Figure 1. The upper price bound for different payoff functions in dependence of a change in the bounds of the pricing rule and in dependence of a different number of considered options for dynamic trading. The price bounds without dynamic option trading (but still with semi-static trading) are indicated by a black dashed line.
Example 3.2 (Model-Implied Pricing Rules). We consider the same market-implied marginals and the same sets $V$ as in Example 3.1. Then we consider for dynamically traded vanilla options a Black-Scholes type pricing rule of the form (2.1) and denote for $\varepsilon, \hat{\sigma} > 0$ by

$$
\Xi_{\hat{\sigma}-\varepsilon, \hat{\sigma}+\varepsilon} := \{(s, p) \in \Omega \mid (2.1) \text{ holds for } \sigma \in [\hat{\sigma} - \varepsilon, \hat{\sigma} + \varepsilon]\}
$$

the set of admissible paths under a Black-Scholes model with uncertainty in the volatility parameter. We set $\hat{\sigma} = 0.3$ and depict in Figure 2 how the robust upper price bounds for several payoff functions $\Phi$ behave under dynamic option trading for a varying number of call options in dependence of $\varepsilon$, using Algorithm 1. We observe in Figure 2 that the upper price bound becomes smaller for a decreasing level of uncertainty w.r.t. the volatility, i.e., for a smaller level of $\varepsilon$. In turn, accounting for more uncertainty through a high level of $\varepsilon$ comes with the drawback of a high upper price bound. Moreover, we observe that the bound can be further decreased through the inclusion of a higher number of traded options.

![Figure 2](image)

**Figure 2.** The figure shows how the upper robust price bounds behave under a different number of traded options which are priced according to a robust Black-Scholes pricing rule as in (2.1) in dependence of $\varepsilon$ and for $\hat{\sigma} = 0.3$.

Example 3.3 (Three Times, Continuous Marginals). We consider log-normally distributed marginals

$$
S_{t_i} \sim S_{t_0} \exp \left( \sigma \sqrt{t_i} N_i - \frac{\sigma^2 t_i}{2} \right) \text{ for } i = 1, 2, 3,
$$

with $S_{t_0} = 100$, $\sigma = 10$, $t_i = i$ and $N_i \sim N(0, 1)$ i.i.d. for $i = 1, 2, 3$. The payoff function is an Asian call option of the form $\Phi(S) = \left( \frac{1}{3} \sum_{i=1}^{3} S_{t_i} - 100 \right)^+$. As dynamically traded options we take into account European call options $\nu_{2,1} = (S_{t_2} - 98)^+$ and $\nu_{3,1} = (S_{t_3} - 98)^+$. We consider as price bounds for the European options $P_{2,1,1}(S_{t_i}) = (S_{t_i} - 98)^+$ and $P_{3,1,1}(S_{t_i}) = S_{t_i}$ for $l = 2, 3$ respectively. Then we study, using the neural networks approach which is explained in Section 3.2.2, how the price bounds $P_{\Xi_{\nu_{2,1}(\varepsilon_1, \nu_{3,1}(\varepsilon_2)}}(\Phi)$ behave for increasing $\varepsilon_1, \varepsilon_2$. The results are illustrated in Figure 3, where we can observe that increasing $\varepsilon_1, \varepsilon_2$ simultaneously may lead to an even stronger improvement of the price bounds of $\Phi$ in comparison with only increasing either $\varepsilon_1$ or $\varepsilon_2$. 

Figure 3. The price bounds $P_{\Xi(\pi_{i,j,k} + \epsilon_1, \pi_{i,j,k} - \epsilon_2)}(\Phi)$ of an Asian option with log-normally distributed marginal distributions and simultaneously increased price bounds of dynamically traded European options.

**Example 3.4** (No arbitrage bounds for call-option prices using S&P 500 data). We study prices for call options written on constituents of the S&P 500 index at 10 June 2020. In total we investigate 10501 options. We study to which degree ask and bid prices deviate from the standard no-arbitrage bounds $(S_{t_0} - K)^+$ and $S_{t_0}$ respectively, see also Remark 2.1 (b). As we do not consider interest rates, we only take into account those options with a short time-to-maturity. Here, we consider only options with time-to-maturity less than 60 days. The deviation of the average of all normalized prices (in percentage) and of the 5% and 95%-quantile of all normalized prices from the no-arbitrage bounds is illustrated in Figure 4. We observe a certain amount of options with prices lower than the lower no-arbitrage bound, which can be explained through interest rates and dividend yields.

Figure 4. The plot shows how prices of call options written on the S&P 500 deviate from the lower no-arbitrage bound $(S_{t_0} - K)^+$ and the upper no-arbitrage bound $S_{t_0}$, respectively.

In particular, we realize that the deviation from the upper no-arbitrage bound is much larger than from the lower bound. This is because the payoff functions of call options are convex functions and thus the upper price bound $S_{t_0}$, which is the concave envelope of $(S_{t_j} - K)^+$, is relatively distant from the payoff itself, whereas the convex envelope $(S_{t_0} - K)^+$ is closer to the convex payoff function. For concave payoff functions the situation turns out to be exactly opposite, i.e., the concave envelope is closer to the payoff function than the convex envelope (that appears as a lower bound).
3.2. Numerics. In this section we sketch and discuss two algorithms to solve the problem of the computation of $D_{\Xi}(\Phi)$ and $P_{\Xi}(\Phi)$ numerically.

3.2.1. Linear Programming. Given that for all $i=1,\ldots,n$, $j=1,\ldots,n$, $k=1,\ldots,N$ we have $S_{t_i} \in \{s_{i}^1,\ldots,s_{i}^{n_i}\}$ and $P_{t_i}(v_{j,k}) \in \{p_{i,j,k}^1,\ldots,p_{i,j,k}^{n_{i,j,k}}\}$ - which can always be achieved through a careful discretization of the underlying space - we can formulate a linear program to solve the primal problem $P_{\Xi}(\Phi)$ as well as the dual problem $D_{\Xi}(\Phi)$. Here we need to remark that this linear programming approach, however, scales badly with dimensions, but on the contrary yields precise and fast results in low dimensions.

Algorithm 1: Computation of $D_{\Xi}(\Phi)$ via linear programming

Input : Marginals $\mu_1,\ldots,\mu_n$; Payoff function $\Phi$; Set of dynamically tradable options $V = \{v_{j,k}\}$; Grid $\Xi_{\text{grid}}^{m}$ as in Remark 2.1 (e);
Output: Minimal $\sum_{i=1}^{n} u_i \, d\mu_i$ such that (3.1) holds;
Minimal $u_i(s), H_i(s_1,\ldots,s_i), H_{i,j,k}(s_1,\ldots,s_i)$ such that (3.1) holds.

Discretize marginals such that $\supp(\mu_1) \subset \Xi_{\text{grid}}^{m}$, e.g. by the methods from [5] and [30];

for $(s, p) \in \Xi_{\text{grid}}^{m}$ do
  Add inequality constraints of the form
  \[
  \sum_{i=1}^{n} u_i(s) + \sum_{i=1}^{n-1} H_i(s_1,\ldots,s_i)(s_{i+1} - s_i) \\
  + \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \sum_{k=1}^{N} H_{i,j,k}(s_1,\ldots,s_i)(v_{j,k}(s_j) - p_{i,j,k}) \geq \Phi(s)
  \]
  w.r.t. $u_i(s), H_i(s_1,\ldots,s_i), H_{i,j,k}(s_1,\ldots,s_i)$ such that the imposed inequality constraints (3.1) are fulfilled. This is possible e.g. via the simplex algorithm, compare [21].
end

For the computation of $P_{\Xi}(\Phi)$, in addition to the the linear programming approach for martingale optimal transport, we obtain supplementary constraints associated to the property $P_{t_i}(v_{j,k}) = E_Q[v_{j,k}(S_{t_i})|F_{t_i}]$ for all $i=1,\ldots,n$.

For the computation of $D_{\Xi}(\Phi)$ one obtains for the hedging strategies additional terms of the form $H_{i,j,k}(s_1,\ldots,s_i)(v_{j,k}(s_j) - p_{i,j,k})$ that will be considered on the grid induced by the discrete values for $S_{t_i}$ and $P_{t_i}(v_{j,k})$.

For further details of the approach in the martingale optimal transport setting we refer to the Algorithm 1 and to [30], [31]. We highlight that Algorithm 1 is in line with existing linear programming approaches that are used to solve optimal transport problems. The novelty of the presented algorithm is the adjustment to the extended sample space $\Xi$. We provide the algorithm for sake of completeness.

3.2.2. Neural networks and penalization. We explain how to adjust the approach from [26] to compute the price bounds involving dynamic option trading. The adapted algorithm from [26] is stated in Algorithm 2 for the case $p_{i,j,k} \in [\overline{p}_{i,j,k}, \underline{p}_{i,j,k}]$ in which one only needs to consider values $p_{i,j,k} \in \{\overline{p}_{i,j,k}, \underline{p}_{i,j,k}\}$ since these values lead to the extremal values of the super-hedging strategies.

Algorithm 2 varies from the approach provided in [26] by extending the sample space also to the prices of the dynamically traded options.

In contrast to the linear programming approach, this algorithm scales very well with dimensions, i.e., with an increasing number of marginals and of considered underlying securities. However, the

\[\text{We remark first that the discretization of continuous marginal distributions needs to be performed such that the discretized marginals keep increasing in convex order, compare [3], and second, even if the marginals are supported on a discrete grid and do not require a discretization, the price process always needs to be discretized.}\]
Algorithm 2: Computation of $D_{\Xi}(\Phi)$ via penalization

Input: Marginals $\mu_1, \ldots, \mu_n$; Batch size $B$; Payoff function $\Phi$; Set of dynamically tradable options $V = \{v_{j,k}\}$; Penalization parameter $\gamma$; Price bound functions $p_{i,j,k}, p_{i,j,k}$ for pricing rules of European options; Number of iterations $N$; Architecture of Neural Networks; Parameters for Adam optimizer;

Output: AverageLoss.

Initialize neural networks $H_i, H_{i,j,k}, u_i$, with random weights;

\[
\text{iter} \leftarrow 0
\]

while iter < $N$ do

\[
\text{for } b = 1 : B \text{ do}
\]

\[
\text{for } i = 1 : n \text{ do}
\]

Sample $x^b_i \sim \mu_i$;

\[
\text{for } j = 1 : n \text{ do}
\]

\[
\text{for } k = 1 : N \text{ do}
\]

Sample $p^b_{i,j,k} \sim U(\{p_{i,j,k}(x^b_1, \ldots, x^b_i), p_{i,j,k}(x^b_1, \ldots, x^b_i)\})$;

\[
\text{end}
\]

\[
\text{end}
\]

\[
\text{end}
\]

\[
\text{end}
\]

\[
\text{Loss}[\text{iter}] \leftarrow \frac{1}{B} \left( \sum_{p=1}^{B} \sum_{j=1}^{n} u_i(x^b_i) \right)
\]

\[
+ \frac{1}{2B} \frac{1}{\gamma} \sum_{p=1}^{B} \left( \Phi(x^b_1, \ldots, x^b_n) - \sum_{i=1}^{n} u_i(x^b_i) - \sum_{i=1}^{n-1} H_i(x^b_1, \ldots, x^b_i)(x^b_{i+1} - x^b_i) - \sum_{i=1}^{n} \sum_{j=i+1}^{n} \sum_{k=1}^{N} H_{i,j,k}(x^b_1, \ldots, x^b_i)(v_{j,k}(x^b_i) - p^b_{i,j,k}) \right)^2
\]

Use Adam optimizer to minimize the weights of $H_i, H_{i,j,k}, u_i$ w.r.t. Loss[iter];

\[
\text{iter} \leftarrow \text{iter} + 1;
\]

end

AverageLoss $\leftarrow \text{Loss}[0.95N : N]$; // Average loss over the last 5% of Iterations

choice of the involved hyper-parameters turns out to be a rather complicated task, as it was already observed in [32]. Within our numerical examples we decided to mainly stick to the parameters used in [26] and [22] by choosing $\gamma = 10000$, neural networks with 5 hidden layers, $64 \cdot n$ neurons and ReLu activation functions. The batch size was $2^{10+n}$ and the optimization was performed by an Adam optimizer with standard parameters for $N = 50000$ iterations. To reduce the variance of the results we finally average over 30 independent simulations.

4. Proofs

In this section we provide all proofs of the mathematical statements from the previous sections.

Proof of Theorem 2.4 (a). First, let $\mathcal{M}_V(\Xi, \mu_1, \ldots, \mu_n)$ be non-empty. Then pick some measure $Q_1 \in \mathcal{M}_V(\Xi, \mu_1, \ldots, \mu_n) \subset \mathcal{P}(\Omega)$. We define a measure $Q_2 \in \mathcal{P}(\mathbb{R}_+^n)$ through

\[
Q_2 := Q_1 \circ S^{-1}
\]

with $S : \Omega \to \mathbb{R}_+^n, S(s, p) = s$. The measure $Q_2$ is contained in $\mathcal{M}(\mu_1, \ldots, \mu_n)$ as martingale and marginal properties of $Q_2$ are inherited from $Q_1$. Moreover, for all $i, j = 1, \ldots, n, k = 1, \ldots, N$ and
all Borel-measurable sets $A \subseteq \mathbb{R}_+^t$ we have that
\[
\int_{\Omega} \mathbf{1}_A(s_1, \ldots, s_i) \mathbb{E}_{Q_1}[v_{j,k}(S_{t_j}) \mid \mathcal{F}_{t_i}] (s, p) \, dQ_1(s, p)
= \int_{\Omega} \mathbf{1}_A(s_1, \ldots, s_i) v_{j,k}(s_j) \, dQ_1(s, p)
= \int_{\mathbb{R}_+^n} \mathbf{1}_A(s_1, \ldots, s_i) v_{j,k}(s_j) \, dQ_2(s)
= \int_{\mathbb{R}_+^n} \mathbf{1}_A(s_1, \ldots, s_i) \mathbb{E}_{Q_2}[v_{j,k}(S_{t_j}) \mid \mathcal{F}_{t_i}] (s) \, dQ_2(s)
= \int_{\Omega} \mathbf{1}_A(s_1, \ldots, s_i) \mathbb{E}_{Q_2}[v_{j,k}(S_{t_j}) \mid \mathcal{F}_{t_i}] \circ S(s, p) \, dQ_1(s, p).
\]
Thus, we obtain $Q_1$-almost surely that
\[
\mathbb{E}_{Q_2}[v_{j,k}(S_{t_j}) \mid \mathcal{F}_{t_i}] \circ S = \mathbb{E}_{Q_1}[v_{j,k}(S_{t_j}) \mid \mathcal{F}_{t_i}] = P_{t_i}(v_{j,k}).
\]
This implies, by using the definition of $Q_2$, that
\[
Q_2 \left( \left\{ s \in \mathbb{R}_+^n \mid (s, \mathbb{E}_{Q_2}[v_{j,k}(S_{t_j}) \mid \mathcal{F}_{t_i}]) (s) \in \Xi \right\} \right)
= Q_1 \left( \left\{ (s, p) \in \Omega \mid \left( S(s, p), \mathbb{E}_{Q_2}[v_{j,k}(S_{t_j}) \mid \mathcal{F}_{t_i} \circ S(s, p)] \right) \in \Xi \right\} \right)
= Q_1 \left( \left\{ (s, p) \in \Omega \mid \left( S(s, p), P_{t_i}(v_{j,k}(s, p)) \right) \in \Xi \right\} \right) = Q_1(\Xi) = 1,
\]
and thus (2.9) is fulfilled. Conversely, let (2.9) be valid for some $Q_3 \in \mathcal{M}(\mu_1, \ldots, \mu_n) \subset \mathcal{P}(\mathbb{R}_+^n)$. We define a measure $Q_4 \in \mathcal{P}(\Omega)$ through
\[
Q_4 := Q_3 \circ g^{-1}
\]
for
\[
g : s \mapsto \left( s, \left( \mathbb{E}_{Q_3}[v_{j,k}(S_{t_j}) \mid \mathcal{F}_{t_i}](s) \right)_{i,j=1, \ldots, n} \right)
\]
Then $Q_4(\Xi) = Q_3(\{ s \in \mathbb{R}_+^n \mid g(s) \in \Xi \}) = 1$ is ensured through (2.9), and we further have for all $i, j = 1, \ldots, n$, $k = 1, \ldots, N$ and $H \in C_0(\mathbb{R}_+^i)$ that
\[
\int_{\Omega} H(s_1, \ldots, s_i)(v_{j,k}(s_j) - P_{t_i}(v_{j,k})) \, dQ_4(s, p)
= \int_{\mathbb{R}_+^n} H(s_1, \ldots, s_i)(v_{j,k}(s_j) - \mathbb{E}_{Q_3}[v_{j,k}(S_{t_j}) \mid \mathcal{F}_{t_i}](s)) \, dQ_3(s) = 0.
\]
Hence $Q_4 \in \mathcal{M}_V(\Xi, \mu_1, \ldots, \mu_n)$, since the martingale and marginal constraints are inherited from $Q_3$. 

**Proof of Theorem 2.4 (b).** We aim at applying the biconjugate duality theorem [6, Theorem 2.2,] to $D_\Xi$. A similar proof of a martingale transport duality under additional constraints can be found in [27] and [4]. Note that, by abuse of notation, we have $C_{\text{lin}}(\mathbb{R}_+^t, \mathbb{R}_+^t) \subset C_{\text{lin}, S}$. First, we extend the domain of the super-replication functional $D_\Xi(\cdot)$ from payoffs defined only on $\mathbb{R}_+^t$ to payoffs defined on $\Omega$ by considering $D_\Xi : C_{\text{lin}, S} \rightarrow \mathbb{R}$. Observe that $D_\Xi(\cdot)$ is convex and increasing on $C_{\text{lin}, S}$. Moreover, the fulfillment of condition (R1) from [6, Theorem 2.2,] follows analogously as in the proof of [27, Theorem 3.3,]. An application of [6, Theorem 2.2,] yields
\[(4.2) \quad D_\Xi(\Phi) = \sup_{Q \in \mathcal{P}_{\text{lin}, S}} \left( \int_{\Omega} \Phi(s) \, dQ(s, p) - D_\Xi^*(Q) \right),\]
where the convex conjugate $D_\Xi^*$ of $D_\Xi$ is defined through
\[
D_\Xi^*(Q) = \sup_{f \in C_{\text{lin}, S}} \left\{ \int_{\Omega} f(s, p) \, dQ(s, p) - D_\Xi(f) \right\}.
\]
Moreover, by [6, Theorem 2.2], we also obtain that all sublevel sets \( \{ Q \in P_{\text{lin},S} \mid D^*_\Xi(Q) \leq c \}, c \in \mathbb{R}, \) are \( \sigma(P_{\text{lin},S}, C_{\text{lin},S}) \)-compact. We want to show that

\[
D^*_\Xi(Q) = \begin{cases} 
0 & \text{if } Q \in M_V(\Xi, \mu_1, \ldots, \mu_n), \\
\infty & \text{else.}
\end{cases}
\]

W.l.o.g. assume \( \Xi \neq \emptyset, \) else \( Q(\Xi) = 1 \) is trivially satisfied. By Urysohn’s Lemma, there exist functions \( (f_m)_{m \in \mathbb{N}} \subset C_b(\Omega) \subset C_{\text{lin},S}, \) which are 0 on \( \Xi \) and converge pointwise and monotonically to \( \cdot \mathbb{I}_{\Xi} \) for \( m \to \infty. \) Thus \( D^*_\Xi(f_m) \leq 0 \) for all \( m \in \mathbb{N} \) and we obtain

\[
(4.3) \quad D^*_\Xi(Q) \geq \sup_m \left\{ \int_{\Omega} f_m(s, p) \, dQ(s, p) - D^*_\Xi(f_m) \right\} \geq \infty \cdot Q(\Xi^c).
\]

Therefore \( D^*_\Xi(Q) = \infty \) if \( Q(\Xi^c) > 0. \) Assume from now on that \( Q(\Xi) = 1. \) Next, we compute \( D^*_\Xi(Q). \) We first use the relation \( -\inf -f = \sup f \) and obtain

\[
D^*_\Xi(Q) = \sup_{f \in C_{\text{lin},S}} \sup_{u_i \in C_{\text{lin}}(\mathbb{R}_+, \mathbb{R}_+)} \sup_{H_i, H_{i,j,k} \in C_b(\mathbb{R}^n); \, \Phi_{V(H_i), (H_{i,j,k}), (u_i)} \geq 0 \text{ on } \Xi} \left\{ \int_{\Omega} f(s, p) \, dQ(s, p) - \sum_{i=1}^n \int_{\mathbb{R}_+} u_i(s) \, d\mu_i(s) \right\}.
\]

We observe that \( \Theta^V_{\{H_i, H_{i,j,k}, (u_i) \} \in C_{\text{lin},S}. \) Thus we may plug in for \( f \) the strategy \( \Theta^V_{(H_i), (H_{i,j,k}), (u_i)} \) to get

\[
D^*_\Xi(Q) = \sup_{u_i \in C_{\text{lin}}(\mathbb{R}_+, \mathbb{R}_+)} \sum_{i=1}^n \left( \int_{\Xi} u_i(s_i) \, dQ(s, p) - \int_{\mathbb{R}_+} u_i(s_i) \, d\mu_i(s_i) \right) + \sup_{H_i \in C_b(\mathbb{R}_+)} \sum_{i=1}^{n-1} \left( \int_{\Xi} H_i(s_1, \ldots, s_i)(s_{i+1} - s_i) \, dQ(s, p) \right) + \sup_{H_{i,j,k} \in C_b(\mathbb{R}^n)} \sum_{i=1}^{n-1} \sum_{j=i+1}^n \sum_{k=1}^N \int_{\Xi} H_{i,j,k}(s_1, \ldots, s_i)(v_{j,k}(s_j) - p_{i,j,k}) \, dQ(s, p).
\]

Then, by the characterization of \( M_V(\Xi, \mu_1, \ldots, \mu_n) \) through integrals in (2.7), and by (4.3), we see that

\[
D^*_\Xi(Q) = \begin{cases} 
0 & \text{if } Q \in M_V(\Xi, \mu_1, \ldots, \mu_n), \\
\infty & \text{else.}
\end{cases}
\]

Hence, we conclude from (4.2) that

\[
D_\Xi(\Phi) = \sup_{Q \in P_{\text{lin},S}} \left( \int_{\Omega} \Phi(s) \, dQ(s, p) - D^*_\Xi(Q) \right) = \sup_{Q \in M_V(\Xi, \mu_1, \ldots, \mu_n)} \int_{\Omega} \Phi(s) \, dQ(s, p) = P_\Xi(\Phi).
\]

Finally, \( \sigma(P_{\text{lin},S}, C_{\text{lin},S}) \)-compactness of \( M_V(\Xi, \mu_1, \ldots, \mu_n) \) and the attainment of the primal value follows directly from [6, Theorem 2.2], since \( M_V(\Xi, \mu_1, \ldots, \mu_n) = \{ Q \in P_{\text{lin},S} \mid D^*_\Xi(Q) \leq 0 \} \) is \( \sigma(P_{\text{lin},S}, C_{\text{lin},S}) \)-compact and, by abuse of notation, \( \Phi \in C_{\text{lin}}(\mathbb{R}_+^n, \mathbb{R}_+) \subset C_{\text{lin},S}. \)

\( \Box \)

\( \text{Proof of Remark 2.5 (a).} \) W.l.o.g. assume that \( M_V(\Xi, \mu_1, \ldots, \mu_n) \neq \emptyset \) which by Theorem 2.4 (a) is equivalent to the non-emptiness of \( \{ Q \in M(\mu_1, \ldots, \mu_n) : (2.9) \text{ holds} \}, \) else the assertion of Remark 2.5 (a) holds trivially. Let \( Q_1 \in M_V(\Xi, \mu_1, \ldots, \mu_n). \) Then, according to the proof of Theorem 2.4 (a), there exists some \( Q_2 \in M(\mu_1, \ldots, \mu_n) \) such that (2.9) holds and such that we further have \( \int_{\Omega} \Phi \, dQ_1 = \int_{\mathbb{R}_+^n} \Phi \, dQ_2. \) Analogously, for each \( Q_3 \in M(\mu_1, \ldots, \mu_n) \) such that (2.9) holds we can find some \( Q_4 \in M_V(\Xi, \mu_1, \ldots, \mu_n) \) with \( \int_{\Omega} \Phi \, dQ_4 = \int_{\mathbb{R}_+^n} \Phi \, dQ_3. \)

\( \Box \)

\( \text{Proof of Remark 2.5 (c).} \) We first note that the validity of (2.9) for \( Q \in M(\mu_1, \ldots, \mu_n) \) is equivalent to the fact that \( Q(\mathcal{K}) = 1 \) and that for all \( i, j = 1, \ldots, n, k = 1, \ldots, N \) there exists some \( f_{i,j,k} \in \mathcal{F}_{i,j,k} \)
such that $E_Q[v_{j,k}(S_{i}) | S_1, \ldots, S_{i-1}] = f_{i,j,k}$ Q-a.s. According to Remark 2.5 (a), this explains $P_\Xi(\Phi) = \sup_{Q \in \mathcal{Q}(\mathfrak{g}_{i,j,k})} \int_{\mathbb{R}_+^i} \Phi(s) \, dQ(s)$.

Next, we see that

$$\Psi_{(H_{i},(H_{i,j,k}),u_i)}^V(s, (f_{i,j,k}(s_1, \ldots, s_i))_{i,j,k}) \geq \Phi(s) \text{ for all } s \in \mathbb{K}, f_{i,j,k} \in \mathfrak{g}_{i,j,k}$$

if and only if

$$\inf_{f_{i,j,k} \in \mathfrak{g}_{i,j,k}} \Psi_{(H_{i},(H_{i,j,k}),u_i)}^V(s, (f_{i,j,k}(s_1, \ldots, s_i))_{i,j,k}) \geq \Phi(s) \text{ for all } s \in \mathbb{K}$$

As in the proof of Theorem 2.4 (b), in equation (4.2), we compute the biconjugate representation of the super-replication functional $D_{(\mathfrak{g}_{i,j,k})}$. To that end, we first obtain for every measure $Q \in \mathcal{P}(\mathbb{R}_+^i)$ with finite first moments that its convex conjugate satisfies

$$\mathcal{D}_{(\mathfrak{g}_{i,j,k})}^*(Q) = \sup_{f \in C_{lin}(\mathbb{R}_+^i)} \sup_{u_i \in C_{lin}(\mathbb{R}_+)} \left\{ \int_{\mathbb{R}_+^i} f(s) \, dQ(s) - \sum_{i=1}^n \int_{\mathbb{R}_+} u_i(s) \, d\mu_i(s) \right\}.$$ 

Analog to the proof of Theorem 2.4 (b) we aim at showing that

$$\mathcal{D}_{(\mathfrak{g}_{i,j,k})}^*(Q) = \begin{cases} 0 & \text{if } Q \in \mathcal{Q}_i(\mathfrak{g}_{i,j,k}), \\ \infty & \text{if } Q \not\in \mathcal{Q}_i(\mathfrak{g}_{i,j,k}). \end{cases}$$

To this end, note first that by the same arguments as in the proof of Theorem 2.4 (b) we obtain that $\mathcal{D}_{(\mathfrak{g}_{i,j,k})}^*(Q) = \infty$ if $Q(\mathbb{K}^c) > 0$. Assume therefore from now on that $Q(\mathbb{K}) = 1$. Next, we want to show that for all $i, j, k$ we have

$$\mathbb{R}_+^i \ni s = (s_1, \ldots, s_n) \mapsto \inf_{f_{i,j,k} \in \mathfrak{g}_{i,j,k}} \Psi_{(H_{i},(H_{i,j,k}),u_i)}^V(s, (f_{i,j,k}(s_1, \ldots, s_i))_{i,j,k}) \in C_{lin}\left(\mathbb{R}_+^i, \mathbb{R}_+^i\right).$$

For every $H_{i,j,k} \in C_b(\mathbb{R}_+^i)$ and every $i, j, k$ define

$$g : \mathfrak{g}_{i,j,k} \times \mathbb{R}_+^i \to \mathbb{R},$$

$$(f_{i,j,k}, (s_1, \ldots, s_i)) \mapsto H_{i,j,k}(s_1, \ldots, s_i) (v_{j,k}(s_j) - f_{i,j,k}(s_1, \ldots, s_i)),$$

and for any compact set $\mathbb{K}_i \subset \mathbb{R}_+^i$ let $g|_{\mathbb{K}_i} : \mathfrak{g}_{i,j,k}|_{\mathbb{K}_i} \times \mathbb{K}_i \to \mathbb{R}$ be the restriction of $g$ onto $\mathfrak{g}_{i,j,k} \times \mathbb{K}_i$.

Note that $g|_{\mathbb{K}_i}$ is continuous, as for any $(f_{i,j,k}^{(N)})_{N \in \mathbb{N}} \in \mathfrak{g}_{i,j,k}|_{\mathbb{K}_i}$ converging uniformly on $\mathbb{K}_i$ to some $f_{i,j,k}|_{\mathbb{K}_i}$ and $(s_1^{(N)}, \ldots, s_i^{(N)})_{N \in \mathbb{N}} \subset \mathbb{K}_i$ converging to some $(s_1, \ldots, s_i)$ for $N \to \infty$, we have that $f^{(N)}(s_1^{(N)}, \ldots, s_i^{(N)}) \to f(s_1, \ldots, s_i)$ for $N \to \infty$. Moreover, since by assumption $\mathfrak{g}_{i,j,k}|_{\mathbb{K}_i} \subseteq C(\mathbb{K}_i)$ is compact, we can apply, e.g., [12, Proposition 7.32, p. 148] to $g|_{\mathbb{K}_i}$ implying the continuity of

$$\mathbb{K}_i \ni (s_1, \ldots, s_i) \mapsto \inf_{f_{i,j,k} \in \mathfrak{g}_{i,j,k}} H_{i,j,k}(s_1, \ldots, s_i) (v_{j,k}(s_j) - f_{i,j,k}(s_1, \ldots, s_i)) \text{ on } \mathbb{K}_i \subset \mathbb{R}_+^i.$$ 

Since $\mathbb{K}_i \subset \mathbb{R}_+^i$ was chosen arbitrarily we conclude also the continuity of

$$\mathbb{R}_+^i \ni (s_1, \ldots, s_i) \mapsto \inf_{f_{i,j,k} \in \mathfrak{g}_{i,j,k}} H_{i,j,k}(s_1, \ldots, s_i) (v_{j,k}(s_j) - f_{i,j,k}(s_1, \ldots, s_i)).$$

Further, due to (2.10), we obtain

$$\sup_{(s_1, \ldots, s_i) \in \mathbb{R}_+^i} \frac{\inf_{f_{i,j,k} \in \mathfrak{g}_{i,j,k}} \Psi_{(H_{i},(H_{i,j,k}),u_i)}^V(s, (f_{i,j,k}(s_1, \ldots, s_i))_{i,j,k})}{1 + \sum_{\ell=1}^n s_\ell} < \infty.$$
Hence, using the definition of $\Psi_{(H_{i,j,k})}^V$ we conclude (4.8). Due to the validity of (4.8), when computing (4.6) we get for every $Q \in \mathcal{P}(\mathbb{R}_+^n)$ with finite first moments and $Q[\mathbb{K}] = 1$ that

$$D^*_i(\delta_{i,j,k}) (Q) = \sup_{u_i \in C_{\text{lin}}(\mathbb{R}_+^{i+1})} \sum_{i=1}^{n-1} \left( \int_{\mathbb{R}_+} u_i(s_i) \, dQ(s) - \int_{\mathbb{R}_+} u_i(s_i) \, d\mu_i(s_i) \right) + \sup_{H_i \in C_b(\mathbb{R}_+^i)} \sum_{i=1}^{n-1} \left( \int_{\mathbb{R}_+} H_i(s_1, \ldots, s_i)(s_{i+1} - s_i) \, dQ(s) \right) + \sup_{H_{i,j,k} \in C_b(\mathbb{R}_+^{i,j,k})} \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \sum_{k=1}^{N} \left( \int_{\mathbb{R}_+} \inf_{F_{i,j,k} \in \delta_{i,j,k}} H_{i,j,k}(s_1, \ldots, s_i)(v_{j,k}(s_j) - f_{i,j,k}(s_1, \ldots, s_i)) \, dQ(s) \right).$$

As in the proof of Theorem 2.4 (b) the first two summands vanish if and only if $Q$ fulfills the associated marginal and martingale constraints. Moreover, the last summand is greater or equal to 0 which can be seen through setting $H_{i,j,k} \equiv 0$ and we have that

$$0 \leq \sup_{H_{i,j,k} \in C_b(\mathbb{R}_+^{i,j,k})} \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \sum_{k=1}^{N} \left( \int_{\mathbb{R}_+} \inf_{F_{i,j,k} \in \delta_{i,j,k}} H_{i,j,k}(s_1, \ldots, s_i)(v_{j,k}(s_j) - f_{i,j,k}(s_1, \ldots, s_i)) \, dQ(s) \right) \leq \sup_{H_{i,j,k} \in C_b(\mathbb{R}_+^{i,j,k})} \inf_{f_{i,j,k} \in \delta_{i,j,k}} \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \sum_{k=1}^{N} \left( \int_{\mathbb{R}_+} H_{i,j,k}(s_1, \ldots, s_i)(v_{j,k}(s_j) - f_{i,j,k}(s_1, \ldots, s_i)) \, dQ(s) \right)$$

which vanishes if for all $i, j = 1, \ldots, n, k = 1, \ldots, N$ there exists some $f_{i,j,k} \in \delta_{i,j,k}$ such that $E_Q[v_{j,k}(S_t) \mid S_t, \ldots, S_1] = f_{i,j,k} \, Q$ a.s., and can be scaled infinitely large otherwise. This shows that the conjugate $D^*_i(\delta_{i,j,k})$ satisfies $D^*_i(\delta_{i,j,k})(Q) = 0$ if $Q \in \mathcal{Q}(\delta_{i,j,k})$. To see that $D^*_i(\delta_{i,j,k})(Q) = \infty$ if $Q \notin \mathcal{Q}(\delta_{i,j,k})$ pick some $Q \notin \mathcal{Q}(\delta_{i,j,k})$. From the arguments above we can assume w.l.o.g. that $Q[\mathbb{K}] = 1$ and that $Q$ fulfills the marginal and martingale constraints. Then, by definition of $\Xi$ there exist some $i, j, k$ such that $\#f_{i,j,k} \in \delta_{i,j,k}$ which satisfies

$$E_Q[v_{j,k}(S_t) \mid F_t] = f_{i,j,k} \, Q \quad \text{a.s.}$$

Now note that for all $i, j, k$ and all $f_{i,j,k} \in \delta_{i,j,k}$ we have

$$\sup_{H_{i,j,k} \in C_b(\mathbb{R}_+^{i,j,k})} \int_{\mathbb{R}_+} H_{i,j,k}(s_1, \ldots, s_i)(v_{j,k}(s_j) - f_{i,j,k}(s_1, \ldots, s_i)) \, dQ(s) = \begin{cases} 0 & \text{if (4.9)} \\ \infty & \text{else} \end{cases}$$

Therefore, since $Q \notin \mathcal{Q}(\delta_{i,j,k})$ but satisfies the marginal and martingale constraints, there exists $i, j, k$ such that

$$\inf_{f_{i,j,k} \in \delta_{i,j,k}} \sup_{H_{i,j,k} \in C_b(\mathbb{R}_+^{i,j,k})} \int_{\mathbb{R}_+} H_{i,j,k}(s_1, \ldots, s_i)(v_{j,k}(s_j) - f_{i,j,k}(s_1, \ldots, s_i)) \, dQ(s) = \infty.$$

Now note that by the choice of $Q$ we have

$$D^*_i(\delta_{i,j,k})(Q) = \sup_{H_{i,j,k} \in C_b(\mathbb{R}_+^{i,j,k})} \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \sum_{k=1}^{N} \int_{\mathbb{R}_+} \inf_{F_{i,j,k} \in \delta_{i,j,k}} H_{i,j,k}(s_1, \ldots, s_i)(v_{j,k}(s_j) - f_{i,j,k}(s_1, \ldots, s_i)) \, dQ(s)$$

$$= \sup_{H_{i,j,k} \in C_b(\mathbb{R}_+^{i,j,k})} \int_{\mathbb{R}_+} H_{i,j,k}(s_1, \ldots, s_i)(v_{j,k}(s_j) - f_{i,j,k}(s_1, \ldots, s_i)) \, dQ(s)$$

$$= \sup_{H_{i,j,k} \in C_b(\mathbb{R}_+^{i,j,k})} \int_{\mathbb{R}_+} H_{i,j,k}(s_1, \ldots, s_i)(v_{j,k}(s_j) - f_{i,j,k}(s_1, \ldots, s_i)) \, dQ(s),$$

where $\mathbb{K}_i \subset \mathbb{R}_+^i$ denotes the projection of $\mathbb{K} \subset \mathbb{R}_+^n$ onto the first $i$ components. Next, we have that as $\delta_{i,j,k} | \mathbb{K}_i \subset C(\mathbb{K}_i)$ is compact and since for every $H_{i,j,k} \subset C_b(\mathbb{K}_i)$ the map

$$C(\mathbb{K}_i) \supset \delta_{i,j,k} | \mathbb{K}_i \ni f_{i,j,k} \mapsto \int_{\mathbb{R}_+} H_{i,j,k}(s_1, \ldots, s_i)(v_{j,k}(s_j) - f_{i,j,k}(s_1, \ldots, s_i)) \, dQ(s)$$
is continuous, we obtain that
\begin{equation}
D^*_{\tilde{\delta}_{i,j,k}}(Q) = \sum_{i=1}^{n-1} \sum_{j=i+1}^n \sum_{k=1}^N \sup_{H_{i,j,k} \in C_b(\mathcal{K}_i)} \inf_{f_{i,j,k} |_{\mathcal{K}_i} \in \tilde{\delta}_{i,j,k}} \int_{\mathbb{K}} H_{i,j,k}(s_1, \ldots, s_i)(v_{j,k}(s_j) - f_{i,j,k}(s_1, \ldots, s_i)) \, dQ(s).
\end{equation}

For each $i, j, k$ consider the map
\begin{equation}
C(\mathcal{K}_i) \times \tilde{\delta}_{i,j,k} |_{\mathcal{K}_i} \ni (H_{i,j,k}, f_{i,j,k}) \mapsto \int_{\mathbb{K}} H_{i,j,k}(s_1, \ldots, s_i)(v_{j,k}(s_j) - f_{i,j,k}(s_1, \ldots, s_i)) \, dQ(s).
\end{equation}

By a minimax theorem, see, e.g. [41, Theorem 4.2'], applied to the map defined in (4.14), we obtain from (4.13) that
\begin{equation}
D^*_{\tilde{\delta}_{i,j,k}}(Q) = \sum_{i=1}^{n-1} \sum_{j=i+1}^n \sum_{k=1}^N \inf_{f_{i,j,k} |_{\mathcal{K}_i} \in \tilde{\delta}_{i,j,k}} \sup_{H_{i,j,k} \in C_b(\mathcal{K}_i)} \int_{\mathbb{K}} H_{i,j,k}(s_1, \ldots, s_i)(v_{j,k}(s_j) - f_{i,j,k}(s_1, \ldots, s_i)) \, dQ(s).
\end{equation}

Combining (4.10) and (4.11) we conclude that $D^*_{\tilde{\delta}_{i,j,k}}(Q) = \infty$ as desired. This proves that the conjugate $D^*_{\tilde{\delta}_{i,j,k}}$ satisfies (4.7).

**Proof of Remark 2.6.** Consider some super-replication strategy $\Psi^V_{(H_i), (H_{i,j,k}), (u_i)}$ such that
\[
\Psi^V_{(H_i), (H_{i,j,k}), (u_i)}(s, p) \geq \Phi(s) \text{ for all } (s, p) \in \Xi.
\]

Then by (2.11) assumed on $\Xi$ we have directly $\Psi^V_{(H_i), (H_{i,j,k}), (u_i)}(s, \tilde{p}) \geq \Phi(s)$ for all $s \in \mathbb{R}^n_+$ and for the particular choice of $\tilde{p} \in \mathbb{R}^n$ with $\tilde{p}_{i,j,k} = v_{j,k}(s_j)$. Moreover, since
\[
\sum_{i=1}^{n-1} \sum_{j=i+1}^n \sum_{k=1}^N H_{i,j,k}(s_1, \ldots, s_i)(v_{j,k}(s_j) - \tilde{p}_{i,j,k}) = 0,
\]
this implies that
\[
\Psi_{(H_i), (u_i)}(s) := \sum_{i=1}^n u_i(s_i) + \sum_{i=1}^{n-1} H_i(s_1, \ldots, s_i)(s_{i+1} - s_i) \geq \Phi(s) \text{ for all } s \in \mathbb{R}^n_+.
\]

Hence, we obtain
\[
D_{\Xi}(\Phi) = \inf_{u_i \in C_{lin}(\mathbb{R}^1_+, \mathbb{R}^n_+)} \sum_{i=1}^n \int_{\mathbb{K}} u_i(s_i) \, d\mu_i(s_i)
\]
\[
\geq \inf_{u_i \in C_{lin}(\mathbb{R}^1_+, \mathbb{R}^n_+)} \sum_{i=1}^n \int_{\mathbb{K}} u_i(s_i) \, d\mu_i(s_i)
\]
\[
= \sup_{Q \in \mathcal{M}(\mu_1, \ldots, \mu_n)} \int_{\mathbb{R}^n_+} \Phi(s) \, dQ(s)
\]
where the last equality is the martingale optimal transport duality from [10, Corollary 1.2]. The reverse inequality follows immediately by definition.

**Proof of Theorem 2.9.** We first prove the assertion from (a). W.l.o.g. assume (2.13) holds true, as the case (2.14) can be argued analogously. First we claim that
\[
\tilde{\mathcal{M}}_V(\Omega, \mu_1, \ldots, \mu_n) \cap \tilde{\mathcal{M}}_V(\Xi_{(p_{i,j,k}, \tilde{p}_{i,j,k})}, \mu_1, \ldots, \mu_n) = \emptyset.
\]

Assume by contradiction that there exists $Q \in \tilde{\mathcal{M}}_V(\Omega, \mu_1, \ldots, \mu_n) \cap \tilde{\mathcal{M}}_V(\Xi_{(p_{i,j,k}, \tilde{p}_{i,j,k})}, \mu_1, \ldots, \mu_n)$. In particular, we have for this $Q$ that $Q \left( P_{i,j,k}(v_{j,k}) \in \left[ p_{i,j,k}, \tilde{p}_{i,j,k} \right] \right) = 1$ for all $i, j \in \{1, \ldots, n\}, k \in \mathbb{N}$.
\{1, \ldots, N\}. Set \( \tilde{A} = A \cap \{(s, p) \in \Omega \mid p_{i,j,k} \in [\overline{p}_{i,j,k}, \underline{p}_{i,j,k}] \} \) where \( i, j, k \) are the indices and \( A \) is the set corresponding to (2.13). Then, by validity of (2.13), we obtain the following inequality

\[
\int_{\tilde{A}} (v_{j,k}(s_j) - p_{i,j,k}) dQ(s, p) \leq \int_{\tilde{A}} (v_{j,k}(s_j) - \overline{p}_{i,j,k}(s_1, \ldots, s_i)) dQ(s, p) < 0
\]

which contradicts the definition of \( P_{t_i}(v_{j,k}) \) which coincides Q.a.s. with the \( \mathcal{F}_{t_i} \)-conditional expectation of \( v_{j,k}(S_{t_j}) \). Thus

\[
\tilde{\mathcal{M}}^V(\Omega, \mu_1, \ldots, \mu_n) \cap \tilde{\mathcal{M}}^V(\Xi(\overline{p}_{i,j,k}, \underline{p}_{i,j,k}), \mu_1, \ldots, \mu_n) = \emptyset.
\]

Moreover, by Theorem 2.4 (b), there exists some \( \overline{Q} \in \tilde{\mathcal{M}}^V(\Xi(\overline{p}_{i,j,k}, \underline{p}_{i,j,k}), \mu_1, \ldots, \mu_n) \). Therefore, as \( \tilde{\mathcal{M}}^V(\Xi(\overline{p}_{i,j,k}, \underline{p}_{i,j,k}), \mu_1, \ldots, \mu_n) \subset \tilde{\mathcal{M}}^V(\Omega, \mu_1, \ldots, \mu_n) \), we have for all \( \overline{Q} \in \tilde{\mathcal{M}}^V(\Omega, \mu_1, \ldots, \mu_n) \) that

\[
P_{\Xi(\overline{p}_{i,j,k}, \underline{p}_{i,j,k})}(\Phi) = \int \Phi d\overline{Q} < \int \Phi dQ = P_\Omega(\Phi).
\]

On the other hand, if neither (2.13) nor (2.14) hold true, then there exists some measure \( Q \in \tilde{\mathcal{M}}^V(\Omega, \mu_1, \ldots, \mu_n) \) such that

\[
P_{i,j,k} \leq E_Q [v_{j,k}(S_{t_j}) \mid \mathcal{F}_{t_i}] \leq \underline{p}_{i,j,k} \text{ Q.a.s. for all } i, j, k.
\]

Hence \( Q \in \tilde{\mathcal{M}}^V(\Xi(\overline{p}_{i,j,k}, \underline{p}_{i,j,k}), \mu_1, \ldots, \mu_n) \) and consequently

\[
P_{\Xi(\overline{p}_{i,j,k}, \underline{p}_{i,j,k})}(\Phi) \geq \int \Phi dQ = P_\Omega(\Phi),
\]

which in turn implies equality.

For the assertion from (b) one can show analogously that if (2.15) holds, then

\[
\tilde{\mathcal{M}}^V(\Xi(\overline{p}_{i,j,k}, \underline{p}_{i,j,k}), \mu_1, \ldots, \mu_n) \cap \tilde{\mathcal{M}}^V(\Xi(\overline{p}_{i,j,k} + \varepsilon, \underline{p}_{i,j,k}), \mu_1, \ldots, \mu_n) = \emptyset
\]

and conclude that for all \( \overline{Q} \in \tilde{\mathcal{M}}^V(\Xi(\overline{p}_{i,j,k}, \underline{p}_{i,j,k}), \mu_1, \ldots, \mu_n) \)

\[
P_{\Xi(\overline{p}_{i,j,k} + \varepsilon, \underline{p}_{i,j,k})}(\Phi) < \int \Phi dQ(s, p) = P_{\Xi(\overline{p}_{i,j,k}, \underline{p}_{i,j,k})}(\Phi).
\]

For the reverse direction we remark that if (2.15) does not hold, then there exists some \( \overline{Q} \in \tilde{\mathcal{M}}^V(\Xi(\overline{p}_{i,j,k}, \underline{p}_{i,j,k}), \mu_1, \ldots, \mu_n) \) such that

\[
P_{i,j,k} + \varepsilon \leq E_Q [v_{j,k}(S_{t_j}) \mid \mathcal{F}_{t_i}] \leq \underline{p}_{i,j,k} \text{ Q.a.s. for all } i, j, k.
\]

Hence

\[
P_{\Xi(\overline{p}_{i,j,k} + \varepsilon, \underline{p}_{i,j,k})}(\Phi) \geq \int \Phi dQ = P_\Omega(\Phi),
\]

which in turn implies equality. The assertion from (c) follows in the same way as in the proof of (b). \(\square\)

**Proof of Theorem 2.10.** The proof is analogue to the proof of Remark 2.5 (c). Analogue to equation (4.3) we see that

\[
\widehat{D}_{(\tilde{A}_{i,j,k})}^D(Q) = \infty \text{ if } Q(\tilde{F}^c) > 0.
\]
Moreover, when computing the convex conjugate of \( \tilde{D}_{(\tilde{\delta}_{i,j,k})}^{\ast} (\Phi) \) we obtain for every \( Q \in \mathcal{P}(\mathbb{R}^n) \) with finite first moments satisfying \( Q(\Xi) = 1 \) that

\[
\tilde{D}_{(\tilde{\delta}_{i,j,k})}^{\ast} (Q) = \sup_{u_i \in C_{\text{lin}}(\mathbb{R}_+, \mathbb{R}_+)} \left( \int_{\Xi} u_i(s_i) \, dQ(s) - \int_{\mathbb{R}_+} u_i(s_i) \, d\mu_i(s_i) \right)
\]

\[
+ \sup_{H_i \in C_{\text{lin}}(\mathbb{R}_+)} \sum_{i=1}^{n-1} \int_{\Xi} H_i(s_{i+1}) \, dQ(s)
\]

\[
+ \sup_{H_{i,j,k} \in C_{\text{lin}}(\mathbb{R}_+^3)} \sum_{i=1}^{n-1} \sum_{j=1}^{n} \sum_{k \in \mathcal{I}_p} \left( \int_{\Xi} H_{i,j,k} (s_{i+1}, s_i, s_j) \, dQ(s) \right).
\]

The first two suprema vanish if and only if \( Q \) fulfills the corresponding martingale and marginal properties, whereas, by the same minimax-argument as in the proof of Remark 2.5 (c), the last supremum vanishes if and only if for all \( i, j, k = 1, \ldots, n \) and all \( v_{j,k} \in \tilde{V} \subseteq \mathcal{C}_{\text{lin}}(\mathbb{R}_+, \mathbb{R}_+) \) there exists \( f_{i,j,k} \in \tilde{\delta}_{i,j,k} \) such that

\[
\mathbb{E}_Q[v_{j,k}(S_{t_j}) \mid S_{t_1}, \ldots, S_{t_l}] = f_{i,j,k} \text{ Q-a.s.}
\]

This means, together with (4.17) that \( \tilde{D}_{(\tilde{\delta}_{i,j,k})}^{\ast} (Q) = 0 \) if and only if \( Q \in \tilde{\mathcal{Q}}_{(\tilde{\delta}_{i,j,k})} \), and otherwise \( \tilde{D}_{(\tilde{\delta}_{i,j,k})}^{\ast} (Q) \) becomes infinitely large. Hence we conclude the results by the biconjugate representation for \( \tilde{D}_{(\tilde{\delta}_{i,j,k})}^{\ast} \) similar to (4.2).

**Proof of Remark 2.11.** Condition (2.19) is fulfilled since for all \( f \in \tilde{\delta}_{i,j,k} \) and all \( (s_1, \ldots, s_i) \in \mathbb{R}_+^i \) the Lipschitz property ensures that

\[
|f(s_1, \ldots, s_i)| \leq |g(s_i) - g(0)| + |g(0)| \leq s_i.
\]

To see that for every compact set \( K \subseteq \mathbb{R}_+^r \) the set \( \tilde{\delta}_{i,j,k} \) is compact when restricted onto \( K \), pick a sequence \( f_{i,j,k}^{(N)} \) with \( f_{i,j,k}^{(N)} \to f_{i,j,k} \) for all \( N \in \mathbb{N} \). Then we obtain for all \( N \in \mathbb{N} \) a representation

\[
f_{i,j,k}^{(N)} (s_1, \ldots, s_i) = g^{(N)}(s_i)
\]

for some 1-Lipschitz function \( g^{(N)} \). By the 1-Lipschitz property of \( g^{(N)} \) the sequence \( g^{(N)} \) is uniformly equicontinuous and pointwise bounded according to (4.18).

Thus, the Arzelà–Ascoli theorem implies the existence of a uniformly convergent subsequence (labelled identically) with \( g^{(N)} \to g \) for \( N \to \infty \) for some function \( g \). Then \( g \) is 1-Lipschitz as we have for all \( x, y \in \mathbb{R}_+ \) that

\[
|g(x) - g(y)| = \lim_{N \to \infty} |g^{(N)}(x) - g^{(N)}(y)| \leq |x - y|.
\]

Moreover, we have

\[
g(0) = \lim_{N \to \infty} g^{(N)}(0) = 0.
\]

It remains to show that \( g \) admits a representation of the form

\[
\mathbb{E}_Q [v_{j,k}(S_{t_j}) \mid S_{t_1}] = g \text{ Q-a.s. for some } Q \in \mathcal{M}(\mu_1, \ldots, \mu_n).
\]

By definition of \( \tilde{\delta}_{i,j,k} \), we have for all \( N \in \mathbb{N} \) the representation

\[
g^{(N)} = \mathbb{E}_Q[v_{j,k}(S_{t_j}) \mid S_{t_1}] Q^{(N)} \text{-a.s. for some } Q^{(N)} \in \mathcal{M}(\mu_1, \ldots, \mu_n).
\]

Then by the weak compactness of \( \mathcal{M}(\mu_1, \ldots, \mu_n) \) there exists some subsequence of \( (Q^{(N)})_{N \in \mathbb{N}} \subseteq \mathcal{M}(\mu_1, \ldots, \mu_n) \) (denoted identically) converging weakly to some \( Q \in \mathcal{M}(\mu_1, \ldots, \mu_n) \). Similar to [40, Lemma 3.3.] we obtain for all \( \Delta \in C_b(\mathbb{R}_+) \) and all \( i, j = 1, \ldots, n \) that

\[
\int_{\mathbb{R}_+^n} \Delta(s_i) \lim_{N \to \infty} g^{(N)}(s_i) \, dQ(s_1, \ldots, s_i)
\]

\[
= \lim_{N \to \infty} \int_{\mathbb{R}_+^n} \Delta(s_i) g^{(N)}(s_i) \, dQ(s_1, \ldots, s_i)
\]

\[
= \lim_{N \to \infty} \int_{\mathbb{R}_+^n} \Delta(s_i) v_{j,k}(s_j) \, dQ^{(N)}(s_1, \ldots, s_i)
\]

\[
= \int_{\mathbb{R}_+^n} \Delta(s_i) v_{j,k}(s_j) \, dQ(s_1, \ldots, s_i),
\]
where the equality between (4.20) and (4.21) follows due to dominated convergence (which can be seen through the validity of (2.19) and by \(\mathbb{Q} \in \mathcal{M}(\mu_1, \ldots, \mu_n))\), the equality between (4.21) and (4.22) holds since \(\mathbb{Q}^N \circ S_{t_i}^{-1} = \mathbb{Q} \circ S_{t_i}^{-1}\), the equality between (4.22) and (4.23) is a consequence of (4.19), and (4.24) follows from [10, Lemma 2.2]. Hence, we conclude that

\[
\lim_{N \to \infty} g^{(N)} = \mathbb{E}_{\mathbb{Q}}[v_{j,k}(S_{t_i}) \mid S_{t_i}] \mathbb{Q}\text{-a.s.}
\]

and thus \(g = \mathbb{E}_{\mathbb{Q}}[v_{j,k}(S_{t_i}) \mid S_{t_i}] \mathbb{Q}\text{-a.s.}\)

\[\square\]
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**Appendix A. Extensions**

In this section we discuss various extensions of the presented results in Section 2. We extend our considerations to multiple securities, market frictions such as transaction costs and the inclusion of different kinds of (path-dependent) options for dynamic trading.

**A.1. Transaction costs.** Since the considered strategies include an additional dynamic trading component which may cause a significant additional amount of transaction costs, it is important to discuss how to incorporate transaction costs of the form considered for example in [19, Section 3.1.]. For simplicity, we stick to the setting described in [19] where one considers only a finite amount of staticly traded call options instead of general European options. When considering transaction costs, the profits of the considered strategies (without pricing rules) will be reduced and change for \((s, p) \in \Xi\) to:

\[
\sum_{i=1}^{n} \sum_{j=1}^{M_i} \theta_{i,j}(s_i - K_{i,j})^+ - h_{i,j}(\theta_{i,j})
\]

\[+ \sum_{i=1}^{n-1} H_i(s_1, \ldots, s_i)(s_{i+1} - s_i) - g_{i}^{stock}(\Delta H_{i+1} \cdot s_i)
\]

\[+ \sum_{i=1}^{n-1} \sum_{j=i+1}^{N} \sum_{k=1}^{M_i} (H_{i,j,k}(s_1, \ldots, s_i) (v_{j,k}(s_j) - p_{i,j,k}) - g_{i}^{option}(\Delta H_{i+1,j,k} \cdot p_{i,j,k})
\]

with \(\theta_{i,j}, K_{i,j} \in \mathbb{R}^+, M_i \in \mathbb{N}, \Delta H_{i+1} = H_{i+1} - H_i, \Delta H_{i+1,j,k} = H_{i+1,j,k} - H_{i,j,k}\), and \(h_{i,j}, g_{i}^{stock}, g_{i}^{option}\) real-valued functions associated to the respective trading positions. In the case of proportional transaction costs one has \(h_{i,j}(\theta_{i,j}) = \theta_{i,j}^+ h_{i,j}^+ - \theta_{i,j}^- h_{i,j}^-\) where \(h_{i,j}^+, h_{i,j}^-\) denote ask and bid prices of the considered call options. Moreover, we have \(g_{i}^{stock}(x) = \varepsilon_{i}^{stock}[x]\) and \(g_{i}^{option}(x) = \varepsilon_{i}^{option}[x]\) for some \(\varepsilon_{i}^{stock}, \varepsilon_{i}^{option} \geq 0\). In this case combining our duality argument with the argumentation of [19], we obtain that minimizing prices of (A.1)-type super-replication strategies of \(\Phi(S)\) for \(\Phi \in \mathcal{C}_{lin}(\mathbb{R}^+, \mathbb{R}^+\)) is equivalent to

\[
\sup_{Q \in \mathcal{M}^{prop}} \int_{\Omega} \Phi(s) dQ(s, p),
\]

where \(\mathcal{M}^{prop}\) is the set of all probability measures \(Q\) on \(\Omega\) with

(i) \((1 - \varepsilon_{i}^{stock}) S_i \leq \mathbb{E}_Q[S_{t_i+1} | F_{t_i}] \leq (1 + \varepsilon_{i}^{stock}) S_i \mathbb{Q}\text{-a.s. for all } i = 1, \ldots, n,
\]

(ii) \((1 - \varepsilon_{i}^{option}) P_j(v_{j,k}) \leq \mathbb{E}_Q[v_{j,k}(S_{t_j}) | F_{t_j}] \leq (1 + \varepsilon_{i}^{option}) P_j(v_{j,k}) \mathbb{Q}\text{-a.s. for all } i, j = 1, \ldots, n,
\]

(iii) \(h_{i,j}^- \leq \mathbb{E}_Q[(S_i - K_{i,j})^+] \leq h_{i,j}^+ \mathbb{Q}\text{-a.s. for all } i = 1, \ldots, n, j = 1, \ldots, M_i,
\]

(iv) \(Q(\Xi) = 1\).
This means that on the primal side we obtain an optimization problem over a set of measures with relaxed inequality constraints which will eventually lead to higher maximal prices compared with the formulation without transaction costs.

A.2. Multiple securities. The considerations from Section 2 can be extended straightforward to a high-dimensional market in which we consider \( d \geq 2 \) stocks, tradable at \( n \in \mathbb{N} \) future times. In this case one considers trading strategies of the form

\[
\sum_{i=1}^{d} \left( \sum_{l=1}^{n} u^l_i(s^l_i) + \sum_{i=1}^{n-1} H^l_i(s^l_1, \ldots, s^l_i)(s^l_{i+1} - s^l_i) + \sum_{j=i+1}^{n} \sum_{k=1}^{N} H^{l}_{i,j,k}(s^l_1, \ldots, s^l_i) \left( v^l_{j,k}(s^l_j) - p^l_{i,j,k} \right) \right),
\]

for \( (s^1_1, \ldots, s^d_n) = (s^1_1, \ldots, s^d_n) \in \mathbb{R}^{nd} \) and \( p = (p^1_{1,1,1}, \ldots, p^d_{n,n,N}) \in \mathbb{R}^{nNd} \). We stress that the strategies \( H^l_i \) and \( H^l_{i,j,k} \) are for all \( l = 1, \ldots, d \) allowed to depend on the price paths of all of the other securities under considerations, i.e., all available information is taken into account for trading. On the primal side this corresponds to joint martingale properties of the form

\[
\mathbb{E}_Q \left[ S^d_{t_{i+1}} \mid S^d_{t_1}, \ldots, S^d_{t_i} \right] = S^d_{t_i} \text{ Q-a.s.},
\]

\[
\mathbb{E}_Q \left[ v^l_{j,k}(S^d_{t_j}) \mid S^d_{t_1}, \ldots, S^d_{t_i} \right] = P_{t_i}(v^l_{j,k}) \text{ Q-a.s.}
\]

for all \( i = 1, \ldots, n \), \( j = i + 1, \ldots, n \), \( l = 1, \ldots, d \).

A.3. Path-dependent traded options. From a mathematical point of view there is no need to restrict the considerations to the case of dynamic trading in European options, i.e., to options where the associated payoff function only depends on a sole value of an underlying security. However, the assumption to allow dynamic trading over time requires from a practical point of view that the involved option is traded in a sufficiently liquid amount over time. This is very often only fulfilled for specific European options such as call and put options. However, if the liquidity of options is ensured, it is also thinkable to allow for trading in other kind of options that are possibly depending on the whole path of an underlying security. If \( v_{j,k} \) depends on the whole path until time \( t_j \), then we substitute (2.5) by

\[
P_{t_i}(v_{j,k}) = \mathbb{E}_Q \left[ v_{j,k}(S_{t_1}, \ldots, S_{t_j}) \mid \mathcal{F}_{t_i} \right] \text{ Q-a.s.}
\]

and accordingly on the dual side the term expressing the dynamic position in the traded options changes to

\[
\sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \sum_{k=1}^{N} H_{i,j,k}(s^1_1, \ldots, s^i_i)(v_{j,k}(s^1_1, \ldots, s^i_i) - p_{i,j,k}).
\]

Similarly one can include dynamically traded basket options, i.e., (possibly path-dependent) options that depend on a multitude of underlying securities.
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