Quantum HF/DFT-Embedding Algorithms for Electronic Structure Calculations: Scaling up to Complex Molecular Systems
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In the near future, material and drug design may be aided by quantum computer assisted simulations. These have the potential to target chemical systems intractable by the most powerful classical computers. However, the resources offered by contemporary quantum computers are still limited, restricting the chemical simulations to very simple molecules. In order to rapidly scale up to more interesting molecular systems, we propose the embedding of the quantum electronic structure calculation into a classically computed environment obtained at the Hartree–Fock (HF) or Density Functional Theory (DFT) level of theory. We achieve this by constructing an effective Hamiltonian that incorporates a mean field potential describing the action of the inactive electrons on a selected Active Space (AS). The ground state of the AS Hamiltonian is determined by means of the Variational Quantum Eigensolver (VQE) algorithm. With the proposed iterative DFT embedding scheme we are able to obtain energy correction terms for a single pyridine molecule that outperform the Complete Active Space Self–Consistent Field (CASSCF) results regardless of the chosen AS.

I. INTRODUCTION

Quantum chemistry simulations allow the prediction of important chemical processes throughout, for instance, the elucidation of reaction mechanisms by means of the calculation of ground or excited state electronic structure properties [1]. A variety of research and industrial such as chemical catalysis, material design, drug discovery and photo-chemical applications for solar energy conversion, just to name a few [2, 3], could take advantage of these methods. Since the development of the first computers, the research on quantum chemistry has blossomed and a large variety of algorithms has been developed aspiring to achieve more accurate solutions of Schrödinger’s equation. However, despite many theoretical and algorithmic advances the solutions of many interesting and relevant problems in chemistry and physics remain out of reach due to the inherent exponential scaling of the Hilbert space associated with the electronic structure calculations. While several approximate methods have been developed in the past to circumvent this issue, these often break down when considering strongly correlated systems such as transition metal complexes [4] and complicated catalytic processes [5]. In the past decades, quantum computing has emerged as a new potential computational paradigm for the solution of many problems in chemistry and physics for which classical algorithms have an unfavorable scaling. In particular, quantum computing has been shown to be a useful resource in a variety of research areas such as chemistry [4, 6], drug discovery [7], strongly correlated systems [8, 9], field theory [10, 11], material science [12] and many others.

Despite these recent advances and the possibility to execute calculations on quantum devices (e.g., Ref. [13]), the application of quantum algorithms is still in its infancy. In fact, most of the research in chemistry relies on hybrid quantum-classical algorithms [14], which use highly optimized classical (number crunching) functionalities together with quantum algorithms for the representation and optimization of the system wavefunction. The most well known quantum chemistry algorithm that provides the means to leverage state-of-the-art quantum hardware is the Variational Quantum Eigensolver (VQE) [15].

For the representation of the many-body wavefunction in quantum circuits, some of the approaches derived in quantum chemistry can be mapped directly to quantum computing. In particular, the Hartree–Fock (HF) method has proven to pose a useful starting point for the mapping of electronic structure problems in the qubit space using the so-called second quantization formalism. Among the most commonly used post-HF expansions of the many-electron wavefunction in quantum computing is the Coupled Cluster (CC) Ansatz [16,18], which allows
for a systematic and controlled inclusion of higher order configurations starting from the uncorrelated HF Slater determinant. Several quantum implementation of CC have already been introduced in the literature \[15, 19–25\], including schemes for the optimization of the one-electron molecular basis functions \[9, 26\]. In addition to the classically-inspired expansions, pure native quantum representations of the many-electron wavefunctions that can be better optimized for the available quantum hardware platforms have been proposed \[21, 27\]. The combination of the VQE algorithm with the different wavefunction Ansätze showed already interesting results in the calculation of ground \[19, 27, 30\] and excited state properties \[15, 31, 40\] of simple molecules (up to a few atoms). However, this protocol does not allow to scale to larger systems using the currently available classical simulators of quantum circuits (limited to a maximum of about 50 qubits) or the available quantum computers (also limited to a few tens of qubits). Therefore, in order to leverage the potential advantage of the available quantum algorithm we explore the possibility of an embedding scheme in which only a portion of the full system is represented by the high-level quantum computing approach, while the rest is treated with an efficient but (necessarily) approximated classical representation of the electronic structure, such as HF or Density Functional Theory (DFT). This embedding approach is of particular relevance when the complex, highly correlated, subsystem can be localized in a well defined subspace of the complete set of one-electron orbitals used to represent the many-electron wavefunction. In this case, an accurate description of the electronic structure is obtained at lower cost, namely $O(N_{\text{env}}^2)$ for the quantum computing (qc) subsystem and $O(N_{\text{env}}^2)$ to $O(N_{\text{env}}^3)$ for the environment (env) (with $N_{\text{env}} = N_{\text{tot}} - N_{\text{qc}}$), instead of the $O(N_{\text{tot}}^3)$ scaling when no embedding is used.

In this work, we propose HF and DFT-based quantum embedding schemes based on the well known notion of an Active Space (AS) \[31, 32\], which defines the set of active orbitals described by the quantum algorithm. To this end, we will construct an effective Hamiltonian which incorporates a mean field potential of the inactive electrons and, thus, fully replaces the explicit mapping of the corresponding orbitals in the quantum register. The quantum algorithm is therefore restricted to a subset of active orbitals, which, however, feel the presence of the environment through the action of the mean field potential generated by the inactive electrons of the environment. Similar approaches of the HF embedding have been proposed in the literature \[43, 44\] mainly based on Dynamical Mean Field Theory (DMFT) \[45\] and Density Matrix Embedding Theory (DMET) \[46\] for the high-level description of the subsystem. The latter aims at a similar HF embedding scheme. However, while the focus of its authors was the development of a self-consistent HF embedding approach \[47\], in this work we will only consider iterative embedding within the framework of DFT. Concerning the DMFT approach, this is based on Green’s function techniques and therefore it is not particularly suited for the kind of molecular applications of interest to this work. Additionally, during the preparation of this paper another related approach appeared in the literature \[48\]. In this case, the authors propose a DFT embedding scheme similar to ours, which however uses a different Ansatz to resolve the double counting problem of the correlation terms. Furthermore, they do not update the embedding potential in a self-consistent manner as we do in our work.

This paper is organized as follows. In Section II we outline the theory and the implementation of the proposed AS schemes for quantum electronic structure calculations embedded in HF and DFT. We split the derivation into two parts: one for the HF embedding scheme, and one for the DFT embedding scheme. Section III lists the technical details of our numerical methods. In Section IV we present and discuss results for both embedding schemes applied to a few molecular test systems, namely H$_2$O, N$_2$, O$_2$, CH$_2$ and pyridine. Section V summarizes and concludes.

II. Theory

In this work, we propose two embedding schemes for quantum electronic structure algorithms based on HF and Kohn–Sham (KS) DFT Molecular Orbitals (MOs). The subsystem solved by means of the quantum approach (such as quantum Unitary Coupled Cluster Singles and Doubles (q-UCCSD) \[1, 15, 21\]) is embedded in the potential generated by the environment (i.e., the remaining electrons), which is computed within the HF or DFT framework. Our solutions are based on the Range–Separation (RS) technique for the two–electron integrals \[39\], which allows for a rigorous partitioning of the problem into a subsystem (i.e., the AS) and its environment. If this partitioning is done wisely, we can achieve a good level of accuracy for many properties of interest while significantly reducing the costs of the calculation. Furthermore, in the case of the DFT embedding scheme (which is the main target of this work) we will extend the algorithm to include the self-consistent optimization of the embedding potential, leading to more accurate energies and densities. In the following we will call active electrons the electrons that are part of the AS, while the remaining ones will be referred to as inactive.

A. Hartree–Fock Embedding

In this first section, we derive the so-called inactive Fock operator. The goal of this operator is to embed the quantum computation into a classically computed environment treated at the HF level of theory, through the notion of an AS. While this method is not new and different variants of it have been implemented before in other software packages \[48, 50, 51\], in the following we sum-
Figure 1. Separation of the MOs into active and inactive components. The active orbitals (blue box) are mapped onto the qubit space and treated with the q-UCCSD approach while the inactive ones (orange box) are part of the HF/DFT embedding and are evaluated classically. Effective Core Potentials (ECPs) can be used in replacement of all inactive core electrons (white box) with the aim of reducing the computational cost.

The key concepts that are needed for its implementation within the framework of quantum computing in Qiskit [52]. This section also lays down the fundamentals for the implementation of the DFT embedding scheme presented in Section II B.

The benefit of this embedding scheme lies in outsourcing the calculation of the inactive electrons to the classical HF driver while the quantum computation is restricted to the AS, significantly reducing the required quantum resources.

Therefore, the Hamiltonian which we will simulate on the quantum computer (qc) takes the form

\[ \hat{H}_{qc} = \sum_{uv} F_{uv}^i \hat{a}_u^\dagger \hat{a}_v + \sum_{uvxy} g_{uvxy} \hat{a}_u^\dagger \hat{a}_v^\dagger \hat{a}_x \hat{a}_y, \]

where \( \hat{a}_u^\dagger \) and \( \hat{a}_u \) are the creation and annihilation Fermionic operators (later mapped to the qubit space using the parity transformation [53]). Note that all indices are restricted to the AS, significantly reducing the required quantum resources.

The extension for the unrestricted formalism is obtained in a similar manner and is outlined in Appendix A 2.

### B. Density Functional Theory Embedding

In order to extend the embedding to work with DFT we need to introduce a RS of the two–electron integrals, \( g_{pqrs} \) [49]. To this extent, we split the two–electron operator, \( g_{pq} \), into a Long-Range (LR) and a Short-Range (SR) part,

\[ g_{pq} = \frac{1}{|r_p - r_q|} \rightarrow \hat{g}_{pq}^{\mu,LR} + \hat{g}_{pq}^{\mu,SR}, \]

where \( \mu \) is the RS parameter of unit a.u.\(^{-1}\). This is necessary in order to avoid a double counting of the correlation terms which are present in both, DFT and Wave Function Theory (WFT). Since DFT is known to be accurate for SR interactions [49], we can use it to treat the SR part while the LR interactions are calculated with WFT.

Our derivation of the following equations follows that of Hedegård et al. [54] closely. Additionally, we provide our detailed derivations in Appendix B

With the RS of the two–electron integrals in place, we can split the total electronic energy into two terms,

\[ E = E_{\mu,LR}^{WFT} + E_{\mu,SR}^{cont+xc,DFT}. \]
Note that Eq. 7 provides an adiabatic connection between the pure DFT and the pure WFT solutions through the coupling parameter, \( \mu \). However, in order to simplify the notation we drop the superscript \( \mu \) since it is anyway implied by the separation into LR and SR.

Analogous to Section IIIA we can introduce an AS in the WFT part,

\[
E = E_{\text{WFT}}^{\text{LR}} + E_{\text{WFT}}^{\text{A,LR}} + E_{\text{coul+xc, DFT}}^{\text{SR}}.
\]  

(8)

Note that the difference between Eq. (2) and Eq. (8) is that WFT only treats the LR part. Thus, the inactive Fock operator, defined in Eq. (3), becomes

\[
F_{pq}^{\text{LR, i}} = h_{pq} + \sum_i (2g_{ispq}^{\text{LR}} - g_{ipq}^{\text{LR}}).
\]  

(9)

In order to properly combine the SR-DFT and LR-WFT calculations we need to handle the non-linearity of \( E_{\text{coul+xc, DFT}} = E_{\text{coul+xc}} \) on the electronic density, \( \rho \),

\[
E_{\text{coul+xc}}^{\text{SR}} [\rho + \Delta \rho] \neq E_{\text{coul+xc}}^{\text{SR}} [\rho] + E_{\text{coul+xc}}^{\text{SR}} [\Delta \rho],
\]  

(10)

where \( \Delta \rho \) is the correction to the density obtained from the WFT calculation. However, a linear model can be obtained with the following approximation,

\[
E_{\text{coul+xc}}^{\text{SR}} [\rho + \Delta \rho] - E_{\text{coul+xc}}^{\text{SR}} [\rho] \approx \int \frac{\delta E_{\text{coul+xc}}^{\text{SR}}}{\rho(\vec{r})} [\rho] \Delta \rho(\vec{r}) d\vec{r}.
\]  

(11)

The right hand side of Eq. (11) can then be expressed in terms of the Coulomb integrals,

\[
J_{pq}^{\text{SR}} = \left\langle \phi_p \left| \frac{\delta E_{\text{coul}}^{\text{SR}}}{\rho(\vec{r})} \right| \phi_q \right\rangle = \sum_{rs} g_{pqrs}^{\text{SR}} D_{rs} \]  

(12a)

and the exchange integrals,

\[
\nu_{\text{xc},pq}^{\text{SR}} = \left\langle \phi_p \left| \frac{\delta E_{\text{xc}}^{\text{SR}}}{\rho(\vec{r})} \right| \phi_q \right\rangle = \nu_{\text{xc},pq}^{\text{SR}} [\rho],
\]  

(12b)

as,

\[
\int \frac{\delta E_{\text{coul+xc}}^{\text{SR}}}{\rho(\vec{r})} [\rho] \Delta \rho(\vec{r}) d\vec{r} = \sum_{pq} (J_{pq}^{\text{SR}} + \nu_{\text{xc},pq}^{\text{SR}}) \Delta D_{pq}.
\]  

(13)

Because of the non-linearity of Eq. (12b) the density needs to be updated in an iterative, self-consistent manner. Therefore, we define the density and the density matrix at the iteration step \( i \) as,

\[
\rho^{(i+1)} = \rho^{(i)} + \Delta \rho^{(i)},
\]  

\[ D_{pq}^{(i+1)} = D_{pq}^{(i)} + \Delta D_{pq}^{(i)}.
\]  

(14a)

(14b)

This leads to the final form of the total electronic energy,

\[
E = \frac{1}{2} \frac{1}{2} \sum_{ij} \left( h_{ij} + F_{ij}^{\text{LR}} \right) D_{ij}^{(i)}
\]  

\[ + E_{\text{xc}}^{\text{SR}} \left[ \rho^{(i)} \right] + \frac{1}{2} \sum_{ij} J_{ij}^{\text{SR}} D_{ij}^{(i)}
\]  

\[ - \sum_{uv} \left[ \left( \frac{1}{2} j_{uv}^{A(i),\text{SR}} + \nu_{\text{xc},uv}^{\text{SR}} \left[ \rho^{(i)} \right] \right) D_{uv}^{A(i)} \right]
\]  

\[ + \left( F_{uv}^{\text{LR}} + J_{uv}^{\text{SR}} + j_{uv}^{A(i),\text{SR}} + \nu_{\text{xc},uv}^{\text{SR}} \left[ \rho^{(i)} \right] \right) D_{uv}^{A(i+1)} \]  

\[ + \frac{1}{2} \sum_{uvxy} \left( \frac{\mu}{2} \right) D_{uv}^{A(i+1)}
\]  

(15)

where we have ordered the terms such that the top line contains all contributions which remain constant for the duration of the whole iterative procedure, the second and third lines correspond to the SR-DFT, and the remaining lines correspond to the LR-WFT energy terms, respectively.

Fig. 2 summarizes the implementation of this DFT embedding scheme. The initialization step includes all the pre-calculation and the computation of the constant inactive LR energy contribution (first line of Eq. (15)). The resulting energy terms of steps (1) and (2) in Fig. 2 correspond to lines two and three, and four and five of Eq. (15), respectively. These two calculations iterate, upon exchanging the active electronic density, \( \rho^A \), until the total electronic energy reaches convergence.

III. NUMERICAL METHODS

The HF and DFT embedding schemes have been implemented in the latest development version 0.8 of Qiskit Aqua Chemistry. The source code is made available in the Github repository [55]. For the classical computing backend we choose PySCF [56] since it allows quick prototyping within Python, the same programming language used for Qiskit.

All the results presented hereafter are obtained by means of diagonalizing the Hamiltonian with the ExactEigensolver [57] algorithm as implemented in Qiskit. In the case of the non-iterative HF embedding scheme, we also run VQE simulations with the statevector backend [55]. This backend implements an exact, i.e. noiseless, simulation of the quantum circuit and, thus, is expected to converge to the same result as the ExactEigensolver approach when a suitable wavefunction Ansatz is chosen. In addition, for some selected systems (see below) we also perform noisy VQE calculations, referred to as QASM simulations, using noise models corresponding to the two IBM Q devices ibmq_almaden and ibmq_boeblingen.
The density is then split into inactive, sets of qubits are performed using a classical code, providing the initial density, \( \rho(0) \), a DFT calculation of the full system is\( \Rightarrow \)DFT\( \rho \). In step (1) the inactive LR energy contribution is calculated at the DFT level of theory. The resulting ‘active’ density component (\( A,(i) \)) is used as a new input for the DFT calculation, (b). Steps (1) and (2) are repeated until convergence.

### A. Hartree–Fock Embedding

In all simulations using the HF embedding, we use the parity fermions-to-qubits mapping \[53\] and the q-UCCSD Ansatz \[21\] for the representation of the electronic wavefunction. Furthermore, qubits are tapered off \[25\] in order to maximally reduce the computational costs. The classical optimizers L-BFGS-B \[59\] and SLSQP \[60\] are used for the optimization of the VQE parameters in the case of noiseless and noisy simulations, respectively.

Ten qubits are needed for the simulation of the selected systems with the noisy VQE algorithm, after application of the parity transformation. These could be reduced to six after tapering off \[25\]. Thus, only a subset of the total qubits available on ibmq_almaden and ibmq_boeblingen was used to perform the simulations. These subsets of qubits are 1, 2, 3, 8, 7, 6 on ibmq_almaden and 3, 2, 1, 6, 7, 5 on ibmq_boeblingen. The connection between the first and last qubits of the sequence allows for a more efficient implementation of the quantum algorithm after compilation \[52\]. This avoids the extensive use of SWAP gates to achieve coupling between qubits, which are not directly connected in the chip.

### B. Density Functional Theory Embedding

In all DFT embedding applications we use the RS-XCF (Range-Separated Exchange–Correlation Functional) \idaerf\ scheme \[61\] \[62\] as implemented in the \xcfum\ library \[63\] for the separation of the LDA (Local Density Approximation) functional into its short and long range components (see Section II B). This approach achieves the splitting of the two-electron integrals by means of the error function which is a common approach in RS-DFT \[49\] \[64\] \[65\]. The use of the LDA functional is solely independent from the nature of the selected functional and all applications presented in the following should be considered as proof-of-principle demonstrations extendable to any type of DFT functional.

In-line with the previous simulations with the HF embedding scheme, we make use of the 6-31G* basis set, the parity mapping \[53\], and the q-UCCSD Ansatz \[21\] for the representation of the electronic wavefunction.

### IV. RESULTS AND DISCUSSION

We present the results obtained with the proposed HF and DFT embedding schemes (Section II A and II B, respectively). Using the HF embedding approach, we investigate a variety of small molecules highlighting the broad applicability of the procedure. On the other hand, the better accuracy of DFT calculations over HF will enable us to scale up to larger molecular systems such as the heterocyclic pyridine molecule.

#### A. Hartree–Fock Embedding

We test the HF embedding scheme on several molecular systems, including \( H_2O, N_2, CH_2 \) and \( O_2 \). To simplify the discussion of the results, we take the water molecule as a benchmark system, while all other systems will be presented in the full paper.

In the case of \( H_2O \), we investigate the effect of the basis set on the accuracy of the ground state energy by increasing its size from STO-3G \[66\] to 6-31G* \[67\] and cc-pVTZ \[68\]. Furthermore, we consider several ASs ranging from the minimum of two electrons in two MOs (CAS(2, 2)) all the way up to ten electrons in ten MOs (CAS(10, 10)).
As a first test case, we apply the HF embedding scheme to the case of a single water molecule using the 6-31G* basis. Fig. 3 presents an energy diagram of the HF-MO energies and the active HF-MOs are shown in Fig. 4.

In Fig. 5 we summarize the main results. In general, the q-UCCSD Ansatz applied in this work reproduces ground state energies in qualitative good agreement with the classical CASCI approach (orange crosses in Fig. 5). This shows that the inclusion of merely the single and double excitations is sufficient to obtain the Full Configuration Interaction (FCI) accuracy within a given AS for a simple system such as H$_2$O. Furthermore, most statevector-based VQE calculations (brown bars in Fig. 5) converge to the exact solutions (blue bars in Fig. 5). The CASSCF results (green circles in Fig. 5) are consistently lower (or equal) in energy than the CASCI approach since this method also optimizes the orbital coefficients, which are kept fixed in the CASCI method.

As expected [70, 71], we also observe that the energy corrections obtained with the embedding method do not trivially depend on the chosen AS, in particular with respect to the number of occupied versus unoccupied orbitals (see the trends in Fig. 5). Thus, it is not possible to draw a general conclusion about the optimal selection of the AS since this is highly dependent on the molecule, the basis set, and the underlying optimization method. In practice, other choices than the selection of the MOs around the Fermi level could be also considered. Indeed, tools have been developed which aim at automatizing the selection of the optimal AS [29, 71, 72]. However, the combination of these approaches with the proposed embedding scheme goes beyond the scope of this work and will become the subject of future investigations.

In order to assess the influence of the quantum sampling error on the accuracy of the embedding scheme, we perform some additional calculations using the QASM-based VQE with a realistic description of the hardware noise. The results of these simulations for the CAS(2, 5) system are also included in Fig. 5 (black plus and triangles). The main hardware noise sources are related to infidelity of the qubit operations, qubit decoherence, readout errors, and statistical sampling of the expectation values. Concerning this last point, in our simulations we will use the standard value of 8192 measurements for
To this extent, a particle conserving heuristic Ansatz can become a viable option aiming at significantly shorter circuit depths \[21, 27, 76\].

In the Supplementary Information (SI) we also provide the outcomes obtained with the STO-3G and cc-pVTZ basis sets. In the case of STO-3G the largest AS includes all available orbitals resulting in the recovery of the exact CCSD energy (CAS(10, 7) in Fig. S1). Furthermore, we also perform another set of QASM-based VQE simulations for the CAS(8, 5) case (black plus and triangles in Fig. S1) which do not differ qualitatively from the results discussed previously for CAS(2, 5) in the 6-31G* basis. In the case of the cc-pVTZ basis set, the quantitative energy correction terms are smaller than for 6-31G* due to the much larger total number of molecular orbitals (while keeping a constant AS size).

2. Towards more complex systems

In addition to the \(H_2O\) benchmark system, we apply the HF embedding scheme to a series of other small molecules: \(N_2\), \(CH_2\) and \(O_2\), using the 6-31G* basis set. These systems vary in size, spin multiplicity of the ground state and elemental composition and serve as a demonstration of the wide applicability of our approach. We summarize the main results of these calculations in Table I where we also introduce the following measure for the energy correction

\[
\varepsilon_{\text{AS}}^{\text{emb}} = \frac{E_{\text{AS}}^{\text{emb}} - E_{\text{HF}}}{E_{\text{CCSD}} - E_{\text{HF}}} \text{[\%]},
\]

where the subscript, AS, and superscript, \(\text{emb}\), indicate the method used to treat the AS and the ‘embedding’ method, respectively. Thus, \(E_{\text{HF}}^{\text{q-UCCSD}}\) denotes the HF embedding energies corresponding to Eq. \(2\) and \(E_{\text{HF}}^{\text{q-UCCSD}}\) denotes the classical reference energies obtained by CASSCF. When the superscript is omitted, this implies that no ‘embedding’ method is used, resulting in \(E_{\text{CCSD}}\) (\(E_{\text{HF}}\)) i.e., the CCSD (HF) energy with all MOs as part of the AS. Thus, Eq. \(16\) defines a system-independent quality measure allowing us to quantify the quality of the HF embedding. We choose the CCSD energy as our ‘exact’ reference because it defines a lower bound on the energy achievable with the q-UCCSD Ansatz when all orbitals (and not just a subset) are included in the AS.

As evident from inspection of Table I the HF embedding leads to significant energy corrections for all of the investigated systems, leading to the recovery of 18 – 48% of the energy difference between CCSD and HF (ignoring the case of water in the STO-3G basis where all MOs are active). As discussed previously, the nature of the AS that gives rise to the largest energy correction cannot be predicted by simple inspection of the MOs involved.
function of the RS parameter, and number of active electrons. The energy curves as a behavior of the energy correction in the neighborhood of the legend. 4, 6 and 8, respectively). In each panel, the results are energy threshold of 10 \( \mu \) embedding (see Fig. 2) varies for the different values of number of iterations to reach convergence of the DFT 0. To select the optimal value of the RS parameter, \( \mu \) for different sizes of the AS (i.e., number of MOs) \( \mu_{\text{opt}} = 7.25 \). The number of iterations to reach convergence of the DFT embedding (see Fig. 2) varies for the different values of \( \mu \). In average, 4 iterations were sufficient to meet the energy threshold of 10\(^{-10}\) Ha. We then investigate the behavior of the energy correction in the neighborhood of \( \mu_{\text{opt}} \) for different sizes of the AS (i.e., number of MOs) and number of active electrons. The energy curves as a function of the RS parameter, \( \mu \) (cf. Eq. (6)), are grouped into panels with constant numbers of active electrons (2, 4, 6 and 8, respectively). In each panel, the results are shown for different number of active MOs as indicated in the legend.

As expected, for values of \( \mu \) tending to zero, we recover the plain LDA-DFT result (the dotted, grey line in Fig. 6). Furthermore, in the limit of large \( \mu \), the energy converges towards the value obtained with the HF embedding scheme discussed in the previous section. For convenience, the energy values evaluated in this limit (\( \mu \to \infty \)), as well as the corresponding CASSCF energies, are reported at \( \mu = 1000 \) in Fig. 6. These data points are indicated with different marker symbols, yet color-coordinated to match the corresponding ASs.

In order to allow a quantitative comparison of the DFT embedding results with the ones obtained with the HF embedding and the classical reference, CASSCF, we define a new system-independent measure, similar to Eq. (16), which reads

\[
\tilde{\varepsilon}_{\text{AS}}^{\text{emb}} = \frac{\tilde{E}_{\text{AS}}^{\text{emb}} - \tilde{E}_{\text{DFT}}}{\tilde{E}_{\text{CCSD}} - \tilde{E}_{\text{DFT}}}[\%], \tag{17}
\]

where the \( \sim \) indicates energies computed with KS-MOs (instead of HF-MOs) and the DFT reference energy, \( \tilde{E}_{\text{DFT}} \), is the value obtained using the LDA/VWN functional (corresponding to the embedding energy in the limit \( \mu \to 0 \)). Following the same notation of Eq. (16), the subscript, AS, and superscript, \( \text{emb} \), indicate the method used to treat the AS and the ‘embedding’ method, respectively. This leads to the DFT embedding energies, \( \tilde{E}_{\text{emb}}^{\text{DFT}} \) (cf. Eq. (15)), the HF embedding energies based on KS-MOs, \( \tilde{E}_{\text{HF}}^{\text{emb}} \) (corresponding to the embedding energy in the limit \( \mu \to \infty \), cf. Eq. (2)), and the classical reference based on CASSCF, \( \tilde{E}_{\text{CASSCF}}^{\text{HF}} \).

With the help of this measure, we observe (see Table II) a significant improvement of the DFT embedding energy correction over the HF one by about 13% compared to the common reference CCSD value. However, the success of the method is highly dependent on the value of the RS parameter, \( \mu \). Thus, we recommend a sweep over a reasonable range of \( \mu \) values when investigating new systems and/or properties thereof as done in this work.

### 2. The pyridine molecule

The pyridine molecule (C\(_3\)H\(_5\)N) provides a more challenging test case for the validation of the RS-DFT embedding scheme. Fig. 7 presents an energy diagram of the KS-MO energies of pyridine in the 6-31G* basis and Fig. 8 shows the relevant set of orbitals which make up our investigated ASs.
Figure 6. Electronic structure energies (in Hartree) of a \textbf{H}_2\textbf{O} molecule obtained using the DFT embedding scheme for a different number of active electrons. Each panel groups results obtained for different numbers of active electrons (from the top: 2, 4, 6, 8) while the number of MOs in the AS is color-coded (see legend). The classical references were computed using PySCF and the 6-31G* basis. The initial density was obtained using RKS-DFT with the LDA/VWN XCF (grey, dotted). For completeness, we also provide the HF and CCSD references in solid black and dashed red, respectively. The range separation parameter, $\mu$, is varied along the $x$ axis. Reference values for $\mu \to \infty$ and for the CASSCF results are included at $\mu = 10^5$ with different marker symbols and color-coded according to the respective ASs.

In Fig. 6 we summarize the main results obtained for pyridine with the DFT embedding scheme. The organization of the four panels follows the same logic used for the case of the water molecule reported in Fig. 4: the colors refer to the different sizes of the AS (i.e., number of MOs in the AS) while each panel deals with a different number of active electrons. The insets in each panel show a zoom of the region around the optimal value, $\mu_{opt} = 5.25$. This differs from the one optimized for water, pointing towards a system dependence of $\mu_{opt}$, which, however, remains constant across different ASs for the same system. A similar effect using the RS-LDA functional was already reported in Ref. \[65\]. However, the extension to more accurate XCFs can alleviate this dependence to some extent \[65\]. As for the case of the water molecule, in average 4 iterations between the classical driver (dealing with the DFT environment) and the quantum processor (dealing with the AS) were needed to achieve convergence of the system energy within a threshold of $10^{-10}$ Hartree, independently from the value of $\mu$.

Considering the accuracy of the final energies, we observe that the DFT embedding results outperform the corresponding HF ones ($\mu = 1000$) by about 250 mHa, reaching $\tilde{\epsilon}_{\text{DFT-CCSD}}$ values (cf. Eq. (17)) around 60% regardless of the number of active electrons. However, we have to stress the importance of a parametric sweep of $\mu$ again, since the success of the DFT embedding strongly depends on the chosen value. Additionally, a smarter choice of the AS where the MO are not restricted around the Fermi level may further improve the obtained energy corrections.

An encouraging observation that we can draw from inspection of Fig. 7 is that for a system of the size of pyridine (with 42 electrons) we can already outperform the classical CASSCF approach for all AS choices. In fact, we obtain energy corrections of around 60% compared to values around 48%. This is a very promising result, which highlights the benefits that can be obtained from the combination of RS embedding approaches with quantum electronic structure algorithms. We summarize these results in Table II where we compare the energy
Table II. Summary of the DFT-based embedding calculations yielding the largest energy correction, $\varepsilon_{AS}^{emb}$ (cf. Eq. (17)). See also Fig. 6 and 9. Reference energies were obtained with the same initial DFT densities used for the embedding calculation and were computed with PySCF. All systems were modeled with the 6-31G* basis. Energy values are in Ha.

| System  | Active Space | $\mu_{opt}$ | $\tilde{E}_{\text{emb}}^{\text{DFT}}$ ($\tilde{E}_{\text{emb}}^{\text{q-UCCSD}}$) | $\tilde{E}_{\text{emb}}^{\text{CASSCF}}$ | $\tilde{E}_{\text{emb}}^{\text{CCSD}}$ | $\tilde{E}_{\text{emb}}^{\text{HF}}$ ($\tilde{E}_{\text{emb}}^{\text{q-UCCSD}}$) | $\tilde{E}_{\text{emb}}^{\text{HF}}$ ($\tilde{E}_{\text{emb}}^{\text{CASSCF}}$) | $\tilde{E}_{\text{emb}}^{\text{HF}}$ ($\tilde{E}_{\text{emb}}^{\text{CCSD}}$) | $\tilde{E}_{\text{DFT}}$ | $E_{\text{CCSD}}$ |
|--------|--------------|------------|-----------------------------------------------------------------|----------------------|----------------------|--------------------------------|------------------------|----------------------------|----------------------|----------------------|
| H$_2$O | CAS(2, 6)    | 7.25       | $-76.062$ (61.0)                                            | $-76.016$ (48.4)     | $-76.026$ (51.1)     | $-76.014$ (47.8)                  | $-76.069$ (62.9)     | $-76.095$ (70.1)                                | $-75.840$ | $-76.204$ |
| H$_2$O | CAS(4, 6)    | 7.25       | $-76.061$ (60.7)                                            | $-76.021$ (49.7)     | $-76.062$ (61.0)     | $-76.014$ (47.8)                  | $-76.069$ (62.9)     | $-76.095$ (70.1)                                | $-75.840$ | $-76.204$ |
| H$_2$O | CAS(6, 6)    | 7.25       | $-76.068$ (62.6)                                            | $-76.021$ (49.7)     | $-76.062$ (61.0)     | $-76.014$ (47.8)                  | $-76.069$ (62.9)     | $-76.095$ (70.1)                                | $-75.840$ | $-76.204$ |
| pyridine | CAS(2, 6)    | 5.25       | $-246.902$ (58.3)                                           | $-246.647$ (41.0)    | $-246.717$ (45.8)    | $-246.663$ (42.1)                  | $-246.747$ (47.8)    | $-246.042$ (47.7)                                | $-246.042$ | $-247.517$ |
| pyridine | CAS(4, 6)    | 5.25       | $-246.918$ (59.4)                                           | $-246.689$ (43.9)    | $-246.761$ (48.7)    | $-246.663$ (42.1)                  | $-246.747$ (47.8)    | $-246.042$ (47.7)                                | $-246.042$ | $-247.517$ |
| pyridine | CAS(6, 8)    | 5.25       | $-246.943$ (61.1)                                           | $-246.688$ (43.8)    | $-246.745$ (47.7)    | $-246.663$ (42.1)                  | $-246.747$ (47.8)    | $-246.042$ (47.7)                                | $-246.042$ | $-247.517$ |

Figure 8. Visualization of the 18th to 26th KS-MO (out of 94) of pyridine in the 6-31G* basis. The orbital coefficients, energies and occupation numbers were obtained using PySCF with a RKS-DFT calculation and the LDA/VWN XCF. All orbitals are rendered using VMD at an isovalue of 0.05. The three numbers below each orbital correspond to the HF-MOs index (as indicated in Fig. 7), the occupation number, and the orbital energy, respectively.

corrections $\varepsilon_{AS}^{emb}$ (cf. Eq. (17)) obtained with the DFT and HF embedding schemes as well as the classical reference, CASSCF.

It should be noted that the DFT embedding scheme requires multiple VQE calculations due to its iterative nature. While this poses a computational burden, the potential benefits in terms of accuracy that can be obtained for more complex systems will be important and will justify the additional computational costs.

V. CONCLUSIONS

In this work, we introduced an embedding scheme that enables the partitioning of electronic structure calculations into an Active Space (AS) subsystem treated with a high level quantum algorithm and an environment described at the HF or DFT level of theory. In this way, we can restrict the quantum calculations to a critical subset of molecular orbitals that can fit on state-of-the-art quantum computers, while the remaining electrons provide the embedding potential computed using a classical algorithm. Since in most chemical processes, the quality of the electronic structure predictions depends on a small set of frontier orbitals, this scheme will allow the solution of interesting quantum chemistry problems where the AS can be described with a quantum algorithm presenting a favorable scaling in the number of active electrons. We show the performance of the embedding scheme in the case of a few test molecular systems, namely H$_2$O, N$_2$, CH$_2$, O$_2$, and pyridine, highlighting the benefits of the recursive update of the embedding potential for an improved convergence of the computed ground state energies. It is important to mention that the use of the iterative Range-Separated DFT embedding requires the tuning of an extra parameter, which cannot be set a priori. Further investigation is needed to automatize this technique for general use in larger molecular systems.

Of particular relevance are the results obtained for pyridine; in this case we showed that the iterative quantum computing embedding scheme is able to outperform classical active space methods such as CASSCF using a
Figure 9. Electronic structure energies (in Hartree) of a pyridine (C$_5$H$_5$N) molecule obtained using the DFT embedding scheme for a different number of active electrons. Each panel groups results obtained for different numbers of active electrons (from the top: 2, 4, 6, 8) while the number of MOs in the AS is color-coded (see legend). The classical references were computed using PySCF and the 6-31G* basis. The initial density was obtained using RKS-DFT with the LDA/VWN XCF (grey, dotted). For completeness, we also provide the density was obtained using RKS-DFT with the LDA/VWN scheme for a different number of active electrons. Each panel

displays results obtained for different numbers of active electrons (i.e., as many as a HF or DFT calculations can handle). The possibility of partitioning the solution of the electronic structure problem into an active component (defined by the AS) treated by means of a quantum computing algorithm and an inert environment component solved at the HF or DFT level of theory will open up new avenues for the use of quantum computers in the solution of important problems in physics, chemistry, biology and medicine.
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Appendix A: Hartree–Fock Embedding

In this section we provide more detailed derivations of the HF embedding. First, we derive the restricted spin case and generalize the equations for unrestricted spins in the second part of this section.

### 1. Restricted Spins

We introduce the splitting of the one–electron density matrix, $D = D^A + D^I$, into Eq. (1) one term at a time. The simplest case is the one of the one–electron contribution which becomes

$$
\sum_{pq} h_{pq} D_{pq} = \sum_{vq} h_{vq} D_{vq}^A + \sum_{jq} h_{jq} D_{jq}^I
$$

$$
= \sum_{uv} h_{uv} D_{uv}^A + 2 \sum_j h_{jj} , \quad (A1)
$$

where we use the fact that a density matrix element vanishes when any of its indices correspond to a virtual orbital. We can proceed analogously with the two-electron
These expressions can then be inserted into Eq. (A2) where we omit the superscripts \(I\) and \(p\) when only yield non-zero contributions when \(p\) terms of one–electron ones.

We can now express the two–electron density matrices in terms of one–electron ones,

\[
d_{pqjs} = D_{pq}^j D_{js} - \delta_{qj} D_{ps} = 2\delta_{js} D_{pq} - \delta_{qj} \delta_{qj} D_{pq}
\]

\[
d_{jquv} = D_{us} D_{jv} - \delta_{sj} D_{uv} = 2\delta_{sj} D_{us} - \delta_{sj} D_{uv}
\]

\[
d_{jquv} = (2\delta_{sj} \delta_{qs} - \delta_{qj}) D_{uv},
\]

where we omit the superscripts \(I\) and \(A\) for brevity. These expressions can then be inserted into Eq. (A2) to obtain

\[
\frac{1}{2} \sum_{pqrs} g_{pqrs} d_{pqrs} = \sum_{pqj} g_{pqj} D_{pq} - \frac{1}{2} \sum_{pqj} g_{pqj} D_{pq} + \sum_{jquv} g_{jquv} D_{uv} - \frac{1}{2} \sum_{jquv} g_{jquv} D_{uv} + \frac{1}{2} \sum_{uvxy} g_{uvxy} d_{uvxy}.
\]

Upon inspection, it becomes clear that the first two sums only yield non-zero contributions when \(p = q = k\) or when \(p = u\) and \(q = v\). In the latter case, this causes the terms to coincide with the third and forth term. These observations allow us to simplify Eq. (A4) to become

\[
\frac{1}{2} \sum_{pqrs} g_{pqrs} d_{pqrs} = 2 \sum_{k} (g_{kkj} - \frac{1}{2} g_{kkj}) + 2 \sum_{juv} (g_{jjuv} - \frac{1}{2} g_{jjuv}) D_{uv} + \frac{1}{2} \sum_{uvxy} g_{uvxy} d_{uvxy}.
\]

Finally, we can substitute Eq. (A1) and Eq. (A5) into Eq. (1) yielding

\[
E = \sum_{j} \left[ 2h_{jj} + \sum_{k} (2g_{kkj} - g_{kkj}) \right] + \sum_{uv} \left[ h_{uv} + \sum_{j} (2g_{jjuv} - g_{jjuv}) \right] D_{uv} + \frac{1}{2} \sum_{uvxy} g_{uvxy} d_{uvxy}.
\]

This equation simplifies to Eq. (2) with the use of the inactive Fock operator, Eq. (3), and the inactive energy, Eq. (4).

### 2. Unrestricted Spins

For unrestricted spins we have to remove the implicit summation over the spin state, \(\sigma\), and calculate with the one– and two–electron density matrices for each spin separately,

\[
D^\sigma_{pq} = \langle \Psi | \hat{E}^\sigma_{pq} | \Psi \rangle \quad \forall \sigma \in \{\alpha, \beta\}
\]

\[
d^{\sigma\tau}_{pqrs} = \langle \Psi | \hat{e}^{\sigma\tau}_{pqrs} | \Psi \rangle \quad \forall \sigma, \tau \in \{\alpha, \beta\}
\]

\[
\hat{E}^\sigma_{pq} = \delta_{pq} \hat{E}_{pq}^\sigma - \delta_{qj} \hat{E}_{pq}^\tau, \quad \sigma = \tau \quad \forall \sigma, \tau \in \{\alpha, \beta\}
\]

\[
\hat{e}^{\sigma\tau}_{pqrs} = \delta_{pq} \hat{E}_{pq}^\sigma - \delta_{qj} \hat{E}_{pq}^\tau, \quad \sigma \neq \tau
\]

Thus, in contrast to the closed shell description with restricted spins in the previous section, we now have to keep track of the spin state which each index iterates over. This is indicated by the additional superscripts, \(\sigma\) and \(\tau\), and summation labels, \(n_\sigma\) and \(n_\tau\), respectively. For brevity we refrain from explicitly denoting that \(\sigma, \tau \in \{\alpha, \beta\}\) for the remainder of this derivation.

Analogous to Eq. (A1) the one–electron contribution can be written per spin state as

\[
\sum_{pq} n_\sigma h_{pq} D^\sigma_{pq} = \sum_{uv} n_\sigma h_{uv} D^A_{uv} + \sum_{j} n_\sigma h_{jj}.
\]

For the two–electron contributions we have to differentiate between two cases. In the first case, the spins of both electrons are aligned, \(\sigma = \tau\), and the resulting equation can be derived in full analogy to Eq. (A5).

\[
\frac{1}{2} \sum_{pqrs} n_\sigma n_\tau g^{\sigma\sigma}_{pqrs} d^{\sigma\sigma}_{pqrs} = \frac{1}{2} \sum_{k} (g_{kkj} - g_{kkj}) + \sum_{juv} (g_{jjuv} - g_{jjuv}) D_{uv} + \frac{1}{2} \sum_{uvxy} g_{uvxy} d_{uvxy}.
\]

The second case of opposite spins, \(\sigma \neq \tau\), behaves slightly different due to the differing two–electron excitation operator, Eq. (A7d). Thus, the expression of the two–electron density matrices in terms of one–electron ones analogous to Eq. (A3) becomes

\[
d^{\sigma\tau}_{pqjs} = D^\sigma_{pq} D^\tau_{js} = \delta_{js} D^\sigma_{pq},
\]
and

\[ d_{pqrs}^{\tau} = D_{pq}^\tau D_{rs}^\tau = \delta_{pq} D_{us}^\tau, \]  

(A10b)

which leads to the first expression of the two-electron contribution of opposite spins

\[
\frac{1}{2} \sum_{pq} \sum_{rs} g_{pqr's} d_{pqrs}^{\tau} = \frac{1}{2} \sum_{pq} \sum_{j} g_{pqj} D_{pq}^\sigma
\]

\[
+ \frac{1}{2} \sum_{j} g_{jus} D_{us}^\tau
\]

\[
+ \frac{1}{2} \sum_{u} g_{u\sigma q s} d_{u\sigma q s}. \tag{A11}
\]

Using the same arguments as before we can once again simplify this equation to become

\[
\frac{1}{2} \sum_{pq} \sum_{rs} g_{pqr's} d_{pqrs}^{\tau} = \frac{1}{2} \sum_{k} g_{kjj} + \frac{1}{2} \sum_{u} g_{uvj} D_{uv}^{A,\sigma}
\]

\[
+ \frac{1}{2} \sum_{j} g_{jjuv} D_{j}^{A,\tau} + \frac{1}{2} \sum_{u} g_{uvxy} d_{uvxy}. \tag{A12}
\]

Finally, we can obtain the two-electron contributions for unrestricted spins by combining Eq. (A9) and Eq. (A12) into

\[
\frac{1}{2} \sum_{pqrs} g_{pqr's} d_{pqrs}^{\tau} = \frac{1}{2} \sum_{k} g_{kjj} + \frac{1}{2} \sum_{u} g_{uvj} D_{uv}^{A,\sigma}
\]

\[
+ \frac{1}{2} \sum_{j} g_{jjuv} D_{j}^{A,\tau} + \frac{1}{2} \sum_{u} g_{uvxy} d_{uvxy}. \tag{A13}
\]

In full analogy to the restricted spin case this allows us to define the inactive Fock operator and energy as

\[
F_{pq}^{I,\sigma} = h_{pq} + \frac{1}{2} \sum_{i} \{ g_{iipq} - g_{qiip} \} + \frac{1}{2} \sum_{i} g_{iipq} \tag{A14}
\]

and

\[
E^I = \frac{1}{2} \sum_{\sigma} \sum_{ij} h_{ij} + F_{ij}^{I,\sigma}
\]

\[
= \frac{1}{2} \sum_{\sigma} \sum_{ij} (h_{ij} + F_{ij}^{I,\sigma}) D_{ij}^{I,\sigma}. \tag{A15}
\]

Appendix B: Density Functional Theory Embedding

In this section, we provide more detailed steps deriving the embedding equations of the iterative DFT embedding scheme. In doing so, we follow the work of Hedegård et al. [54] rather closely. We focus on the steps necessary to arrive at the final form of the total electronic energy, Eq. (15), after the introduction of the linear model, Eq. (13).

We start by noting that \( \Delta D_{pq}^{(i)} = \Delta D_{uv}^{A(i)} \) since the inactive part of the density matrix, \( D_{ij}^{I} \), is constant by definition. Thus, we can express the total electronic energy after exploiting inherent properties of the one-electron density matrices as

\[
E = E_{LR}^I + E_{A(i+1),LR} + E_{SR}^{coul+xc} \left[ \rho^{(i)} \right] + \sum_{uv} \left( j_{uv}^{(i),SR} + \epsilon_{xc,uw}^{SR} \left[ \rho^{(i)} \right] \right) \Delta D_{uv}^{A(i)}. \tag{B1}
\]

To ease the implementation of Eq. (B1) we can rewrite the equation and group its terms into active and inactive ones. To do so, we start by rewriting the Coulomb part of the third term by expanding \( D^{(i)} = D^{I} + D^{A(i)} \) twice,

\[
J_{SR}^{c} \left[ \rho^{(i)} \right] = \frac{1}{2} \sum_{pqrs} D_{pq}^{(i)} g_{pqr's} D_{rs}^{(i)}
\]

\[
= \frac{1}{2} \sum_{pq} \left( \sum_{ij} g_{pqij} D_{ij}^{I} + \sum_{uv} g_{pquv} D_{uv}^{A(i)} \right)
\]

\[
= \frac{1}{2} \sum_{kl} \left( \sum_{ij} D_{kl}^{I} g_{klij} D_{ij}^{I} + \sum_{xyij} D_{xyij}^{A(i)} g_{xyij} D_{ij}^{I} \right)
\]

\[
+ \sum_{kluv} \left( \sum_{ij} D_{kl}^{I} g_{klij} D_{ij}^{I} + \sum_{xyij} D_{xyij}^{A(i)} g_{xyij} D_{ij}^{I} \right)
\]

\[
= \frac{1}{2} \sum_{kluv} \left( \sum_{ij} D_{kl}^{I} g_{klij} D_{ij}^{I} + \sum_{xyij} D_{xyij}^{A(i)} g_{xyij} D_{ij}^{I} \right)
\]

(B2)

We can proceed analogously with the Coulomb part of the fourth term,

\[
\sum_{uv} j_{uv}^{(i),SR} \Delta D_{uv}^{A(i)} = \sum_{pquv} D_{pq}^{(i)} g_{pquv} \left( D_{uv}^{A(i+1)} - D_{uv}^{A(i)} \right)
\]

\[
= \sum_{ijuv} D_{ij}^{I} g_{ijuv} \left( D_{ij}^{A(i+1)} - D_{ij}^{A(i)} \right)
\]

\[
+ \sum_{xyuv} D_{xyuv}^{A(i)} g_{xyuv} \left( D_{xyuv}^{A(i+1)} - D_{xyuv}^{A(i)} \right)
\]

(B3)
By gathering and canceling matching terms of Eq. (B2) and Eq. (B3) through the use of the symmetry, $g_{pqrs} = g_{rqp}$, we arrive at the final expression of the SR Coulomb contributions
\[
J^{SR} \rho (i) + \sum_{uv} j^{SR}_{uv} \Delta D^{A,(i)}_{uv} = \frac{1}{2} \sum_{ij} J^{SR}_{ij} D^{I}_{ij} - \frac{1}{2} \sum_{uv} j^{A,(i),SR}_{uv} D^{A,(i)}_{uv} + \sum_{uv} J^{SR}_{uv} D^{A,(i+1)}_{uv} + \sum_{uv} j^{A,(i),SR}_{uv} D^{A,(i+1)}_{uv},
\]
where we have re-ordered the terms such that the upper two lines contain all the inactive terms and the lower lines all the active ones. After insertion of the expressions for the LR energy contributions, $E^{I}$ and $E^{A}$, according to Eq. (4) and Eq. (2), respectively, we arrive at the final expression of the total electronic energy, Eq. (15).

Inserting Eq. (B4) into Eq. (B1) finally leads to
\[
E = E^{I,LR} + E^{SR}_{xc} \rho (i) + \frac{1}{2} \sum_{ij} J^{SR}_{ij} D^{I}_{ij} - \frac{1}{2} \sum_{uv} j^{A,(i),SR}_{uv} D^{A,(i)}_{uv} + \sum_{uv} J^{SR}_{uv} D^{A,(i+1)}_{uv} + \sum_{uv} j^{A,(i),SR}_{uv} D^{A,(i+1)}_{uv},
\]

The extension of these equations to unrestricted spins is similarly straightforward as in the case of the HF embedding (cf. Appendix A2).
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