Using Mixed Precision in Low-Synchronization Reorthogonalized Block Classical Gram-Schmidt

Eda Oktay¹* and Erin Carson¹

¹ Faculty of Mathematics and Physics, Charles University, Prague, Czech Republic

Mixed precision hardware has recently become commercially available, and more than 25% of the supercomputers in the TOP500 list now have mixed precision capabilities. Using lower precision in algorithms can be beneficial in terms of reducing both computation and communication costs. There are many current efforts towards developing mixed precision numerical linear algebra algorithms, which can lead to speedups in real applications. Motivated by this, we aim to further the state-of-the-art in developing and analyzing mixed precision variants of iterative methods. In iterative methods based on Krylov subspaces, the orthogonal basis is generated by Arnoldi or Lanczos methods or their variants. In long recurrence methods such as GMRES, one needs to use an explicit orthogonalization scheme such as Gram-Schmidt to orthonormalize the vectors generated.

Krylov subspace methods, such as GMRES, are typically communication-bound on modern machines; the runtime is usually dominated by the cost of global synchronizations which are required for the necessary orthogonalization. This has motivated the development of various algorithmic variants which attempt to reduce the communication cost while maintaining a stable algorithm. Recent work has focused on the development of low-synchronization block variants of Gram-Schmidt orthogonalization, which, when used within communication-avoiding (s-step) or block variants of GMRES, can reduce the number of global synchronizations to one per block.

In this work, we focus on the block variant of low-synchronization classical Gram-Schmidt with reorthogonalization, which we call BCGS+LS. We demonstrate that the loss of orthogonality produced by this orthogonalization scheme can exceed $O(u\kappa(X))$, where $u$ is the unit roundoff and $\kappa(X)$ is the condition number of the matrix to be orthogonalized, and thus we can not in general expect this to result in a backward stable block GMRES implementation. We then develop a mixed precision variant of this algorithm, called BCGS+LS-MP, which uses higher precision in certain parts of the computation. We demonstrate experimentally that for a number of challenging test problems, our mixed precision variant successfully maintains a loss of orthogonality below $O(u\kappa(X))$. This indicates that we can achieve a backward stable block GMRES algorithm that requires only one synchronization per iteration.
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1 Introduction and Background

Block Gram-Schmidt (BGS) algorithms are used for computing the QR factorization of a given matrix $X \in \mathbb{R}^{m \times n}$, $X = QR$, where $Q$ is an orthogonal matrix and $R$ is an upper triangular matrix. We assume $X$ is partitioned into blocks of size $m \times s$, i.e., $X = [X_1, \ldots, X_p]$, where $X_i \in \mathbb{R}^{m \times s}$, under the assumption of $n/s = p$. The matrices $Q$ and $R$ are partitioned in a similar manner, i.e., $Q = [Q_1, \ldots, Q_p]$, where $Q_i \in \mathbb{R}^{m \times s}$ and $R_{j,k} = R_{j,k}$, where $R_{j,k} \in \mathbb{R}^{s \times s}$. BGS algorithms are widely used in block Krylov subspace methods such as block GMRES [1], and in communication-avoiding Krylov subspace methods such as CA-GMRES [2]. Using a block approach in Krylov subspace methods can improve performance by enabling the use of BLAS-3 operations, improving convergence behavior, and/or reducing the communication cost.

In parallel settings, the inner product and norm operations within BGS algorithms require global reductions, i.e., synchronizations. This means that all compute nodes of a machine need to synchronize and exchange information. In large-scale settings, this can become a major computational bottleneck depending on the particular BGS variant and particular parallel setting. BGS algorithms also suffer from loss of orthogonality, i.e., the matrix $Q$ is not exactly orthogonal when computed in finite precision. The loss of orthogonality is defined as the quantity $\|I - \tilde{Q}^T\tilde{Q}\|_2$, where $\tilde{Q}$ is the computed Q factor of $X$. The loss of orthogonality plays an important role in the stability of Krylov subspace methods. For instance, it was proved in [3] that the level of orthogonality provided by the modified Gram-Schmidt (MGS) algorithm, i.e., $\|I - \tilde{Q}^T\tilde{Q}\|_2 < O(u)\kappa(X)$, where $u$ is the unit round-off (for double precision, $u \approx 10^{-16}$), is sufficient to guarantee a backward stable GMRES algorithm. This motivates us to find a BGS variant that achieves at least $O(u)\kappa(X)$ loss of orthogonality and simultaneously requires a small number of global synchronizations.

One of the most common BGS variants is the block classical Gram-Schmidt (BCGS) algorithm [4] given in Algorithm 1. Like all BGS variants, BCGS uses a non-block orthogonalization algorithm referred to as IntraOrtho for intrablock orthogonalization, such as Householder QR, CGS, MGS, or Cholesky QR. Note that BCGS requires one synchronization in line 3 and potentially one or more synchronizations in line 5, depending on what is used as the IntraOrtho.

According to the conjecture in [5], the loss of orthogonality in BCGS is bounded by $\|I - \tilde{Q}^T\tilde{Q}\|_2 < O(u)\kappa^{-1}(X)$ as long as $O(u)\kappa(X) < 1$. Moreover, if the diagonal blocks of $R$ are computed in a special way using Cholesky, the authors in [6] proved that $\|I - \tilde{Q}^T\tilde{Q}\|_2 < O(u)\kappa^{2}(X)$ holds provided that $O(u)\kappa^{2}(X) < 1$.
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11 Reorthogonalized Variants (BCGS+) Round-off errors and cancellation cause BCGS to lose orthogonality which makes the algorithm unstable. To overcome this problem, one can use reorthogonalization.

To use reorthogonalization in the BCGS algorithm, instead of calculating the final $R$ in lines 3-5 of Algorithm 1, the orthogonality is performed twice and the resulting $R$ factors are combined. This variant of BCGs (BCGS+I+) given in Algorithm 2 was analyzed by the authors in [7]. The algorithm reorthogonalizes for the first time in lines 4-6. Then using the previously computed $\tilde{Q}$, the vectors are reorthogonalized for the second time in lines 7-9. The $R$ factors are then combined in lines 10-11. Note that BCGS+I+ requires twice as many synchronizations as BCGS.

Algorithm 2 BCGS+ [7]

1: Allocate memory for $Q$ and $R$
2: \[ Q_1, R_{11} = \text{IntraOrtho}(X_1) \]
3: for $k = 1$: $p - 1$ do
4: \[ R_{1:k,k+1}^{(1)} = Q_{1:k}^T X_{k+1} \]
5: \[ W = X_{k+1} - Q_{1:k} R_{1:k,k+1} \]
6: \[ [\tilde{Q}, R_{k+1,k+1}] = \text{IntraOrtho}(W) \]
7: \[ R_{1:k,k+1}^{(2)} = Q_{1:k}^T \tilde{Q} \]
8: \[ W = \tilde{Q} - Q_{1:k} R_{1:k,k+1}^{(2)} \]
9: \[ [Q_{k+1}, R_{k+1,k+1}^{(1)}] = \text{IntraOrtho}(W) \]
10: \[ R_{1:k,k+1} = R_{1:k,k+1}^{(1)} + R_{1:k,k+1}^{(2)} R_{k+1,k+1} \]
11: \[ R_{k+1,k+1} = R_{k+1,k+1}^{(2)} R_{k+1,k+1}^{(1)} \]

The authors in [7] proved that if a method with $\| I - Q^T \tilde{Q} \|_2 \leq O(u)$ is used as IntraOrtho and $O(u)κ(X) < 1$, then BCGS+I+ has a loss of orthogonality bounded by $\| I - Q^T \tilde{Q} \|_2 \leq O(u)$.

1.2 Low-Synchronization Variants (BCGS+LS)

The goal of reducing the number of synchronizations required in Gram-Schmidt algorithms motivated work into developing so-called “low-synchronization” variants of BGS and other orthogonalization routines, which require only a single synchronization per block; see, e.g., [8].

The low-sync BCGS+I+ algorithm (BCGS+I+LS) given in Algorithm 3 was recently introduced in [8] for use within GMRES. The BCGS+I+LS algorithm is a block generalization of the CGS+I+LS algorithm in [9], which is based on computing a strictly lower triangular matrix one block of rows at a time in a single global reduction, lagging the normalization step, and merging it into this single reduction. The development of this approach was based on the work of Ruhe [10]; the authors of [9] observed that MGS/CGS could be interpreted as a variant of Gauss-Seidel/Gauss-Jacobi iterations for solving the normal equations where the associated orthogonal projector is given as

\[ I - Q_{1:k-1}^T T_{1:k-1,1:k-1} Q_{1:k-1}^T \approx (Q_{1:k-1}^T Q_{1:k-1})^{-1}. \]

For CGS+I+LS, this $T$ is computed iteratively via $T_{1:k-1,1:k-1} \approx I - L_{1:k-1,1:k-1} = L_{1:k-1,1:k-1}^T$. According to [11], the algorithm can also be thought of as splitting $T_{1:k-1,1:k-1}$ into two parts, $I - L_{1:k-1,1:k-1}$ and a delayed reorthogonalization step $R_{1:k-1,k-1} = R_{1:k-2,k-2} - L_{1:k-1,k-1}^T$, the latter of which is applied in the next iteration.

The block generalization of this idea leads to BCGS+I+LS. We note in Algorithm 3 that the block analogs of $T$ and $L$ above are not explicitly computed. We also note that the resulting BCGS+I+LS algorithm has no explicit IntraOrtho, and lines 5, 8, and 18 are computed via Cholesky factorization. Asymptotically, BCGS+I+LS has only one synchronization point per block, which occurs in lines 5 and 7 in Algorithm 3.

A conjecture in [11] states that if $O(u)κ^2(X) < 1$, then the loss of orthogonality of BCGS+I+LS satisfies $\| I - \tilde{Q}^T \tilde{Q} \|_2 < O(u)κ^2(X)$. Thus although BCGS+I+LS has the performance advantage that it only requires one synchronization per block, such a significant loss of orthogonality may make it unsuitable for use within GMRES. This motivates us to try to selectively
Algorithm 3 BCGSI+LS [8]

1: Allocate memory for $Q$ and $R$
2: $U = X_1$
3: for $k = 2, \ldots, p$ do
4:  if $k = 2$ then
5:        $[R_{k-1,k-1}^TR_{k-1,k-1}^{-1}P] = U^T[U \ X_k]$
6:  else if $k > 2$ then
7:        $[W \ Z \ \Omega \ Y] = [Q_{1:k-2} \ U]^T[U \ X_k]$
8:        $[R_{k-1,k-1}^TR_{k-1,k-1}^{-1}P] = [\Omega \ Y] - W^T[W \ Z]$
9:        $R_{k-1,k} = R_{k-1,k-1}^{-T}P$
10:  if $k = 2$ then
11:     $Q_{k-1} = U R_{k-1}^{-1}$
12:  else if $k > 2$ then
13:     $R_{1:k-2,k-1} = R_{1:k-2,k-1} + W$
14:     $R_{1:k-2,k} = Z$
15:     $Q_{k-1} = (U - Q_{1:k-2}W) R_{k-1,k-1}^{-1}$
16:     $U = X_k - Q_{1:k-1} R_{1:k-1,k}\]$  
17:     $[W \ \Omega] = [Q_{1:s-1} \ U]^T[U$
18:     $R_{s,s}^TR_{s,s} = \Omega - W^TW$
19:     $R_{1:s-1,s} = R_{1:s-1,s} + W$
20:     $Q_s = (U - Q_{1:s-1}W) R_{s,s}^{-1}$
21: return $Q = [Q_1, \ldots, Q_s]$, $R = (R_{jk})$

use higher precision in some parts of the BCGSI+LS algorithm to decrease the loss of orthogonality while still maintaining a single synchronization per block.

2 Mixed Precision BCGSI+LS (BCGSI+LS-MP)

Our mixed precision approach, which we call BCGSI+LS-MP, is given in Algorithm 4. For a working precision $u$, we use the higher precision $u^2$ in two aspects of the algorithm: for computing the Cholesky factorizations in lines 5, 7/8, and 17/18, and in applying the corresponding inverses of the $R$ factors in lines 9, 11, 15, and 20.

We note that BCGSI+LS-MP still has only one synchronization point per block, which occurs in lines 5 and 7. Since we now use precision $u^2$ in these lines, this means that we have doubled the size of the reduction; i.e., we have doubled the bandwidth and computation costs. In the latency-bound regime, where low-synchronization algorithms are most beneficial, this overhead may not be significant, in particular, in cases where precisions $u$ and $u^2$ are both implemented in hardware. The higher precision computations in lines 8, 9, 11, and 15 are all local computations, and thus we expect the extra overhead to be insignificant. We note that lines 17, 18, and 20 are only computed once at the very end of the algorithm. Overall, the resulting overhead of using mixed precision will be highly dependent on the particular problem size and machine parameters; a performance study will be the subject of future work.

3 Numerical Experiments

We now seek to demonstrate numerically, on a set of challenging test problems, that our mixed precision approach BCGSI+LS-MP improves the loss of orthogonality relative to the uniform precision approach BCGSI+LS.

To illustrate the comparison of the methods in terms of the loss of orthogonality, we performed numerical experiments in MATLAB using the block Gram-Schmidt variants available at github.com/katlund/BlockStab with Läuchli, monomial, and glued matrices. Each of the matrices has dimensions $[m, p, s]$, where $m$ is the number of rows, $p$ is the number of block vectors, and $s$ is the number of columns per block vector. The widths of blocks are specified by the input $svec$. For a detailed investigation of these matrices on BGS variants, see [11]. The experiments are performed on a computer with AMD Ryzen 5 4500U having 6 CPUs and 8 GB RAM with OS system Ubuntu 22.04 LTS. In our numerical experiments, we used double precision in MATLAB for the working precision $u$, and quadruple precision for $u^2$. We used the Advanpix toolbox [12] to simulate quadruple precision. The glued and monomial matrices are generated randomly using normal and uniform distributions, respectively; the included plots show data points for one realization (rather than a mean). We note that the use of other distributions produces similar results.
Algorithm 4 BCGS+LS-MP

1: Allocate memory for Q and R
2: \( U = X_1 \)
3: for \( k = 2, \ldots, p \) do
4: \[ \text{if } k = 2 \text{ then} \]
5: \[ [R_{k-1,k-1}^T R_{k-1,k-1}] P = U^T [U \ X_k] \] in precision \( u^2 \)
6: \[ \text{else if } k > 2 \text{ then} \]
7: \[ [W \ Z \ \Omega \ Y] = [Q_{1:k-2}] U^T [U \ X_k] \] in precision \( u^2 \)
8: \[ [R_{k-1,k-1}^T R_{k-1,k-1}] P = [\Omega \ Y] - W^T [W \ Z] \] in precision \( u^2 \)
9: \[ R_{k-1,k} = R_{k-1,k-1}^{-1} \]
10: \[ \text{if } k = 2 \text{ then} \]
11: \[ Q_{k-1} = UR_{k-1}^{-1} \]
12: \[ \text{else if } k > 2 \text{ then} \]
13: \[ R_{1:1-k-2,k-1} = R_{1:1-k-2,k-1} + W \]
14: \[ R_{1:1-k,2} = Z \]
15: \[ Q_{k-1} = (U - Q_{1:k-2}W)R_{k-1,k-1}^{-1} \]
16: \[ U = X_k - Q_{1:k-1}R_{1:1-k,k} \]
17: \[ [W] = [Q_{1:s-1}] U^T U \]
18: \[ \Omega_{s,s} \Omega_{s,s} = \Omega - W^T W \]
19: \[ R_{s,s} = R_{s,s} - W_{s,s} + W \]
20: \[ Q_s = (U - Q_{s,s-1}W)R_{s,s}^{-1} \]
21: \[ \text{return } Q = \{Q_1, \ldots, Q_s\}, R = (R_{jk}) \]

Each plot shows the loss of orthogonality versus condition number for matrices \( \mathcal{X} \) of a given type. The dashed black line represents the \( O(u)\kappa(\mathcal{X}) \) bound and the black solid line represents the \( O(u)\kappa^2(\mathcal{X}) \) bound. The dashed black line thus represents the loss of orthogonality bound for MGS, which is notable since MGS-GMRES is known to be backward stable [3]. We can thus conjecture that under certain constraints on the input matrix, an orthogonality scheme that provides this level of orthogonality can be expected to result in a backward stable GMRES implementation. The algorithm following the \( \circ \) notation in the legends indicates the algorithm that is used as the IntraOrtho (which in our experiments, is always Householder QR).

The glued matrices introduced in [13] are \( m \times n \) matrices, where \( n = \text{nglued} \times \text{nglued}, \text{nglued} \) is the number of columns in a block, and \( \text{nglued} \times \text{nglued} \) is the number of blocks that are glued together. For this study, we use glued matrices with dimension \( [m, p, s] = [1000, 50, 4] \) with \( \text{svec}=1:12 \). From Figure 1, we see that even when an unconditionally stable intrablock orthogonalization method is used, the loss of orthogonality in BCGS can exceed the \( O(u)\kappa^2(\mathcal{X}) \) bound. On the other hand, when reorthogonalization is used, the loss of orthogonality remains on the level \( O(u) \) (note that the red and purple markers overlap). Whereas the loss of orthogonality for BCGS+LS starts to deviate from the level \( O(u) \) for larger condition numbers, for BCGS+LS-MP it remains on the level \( O(u) \).

The monomial test matrices are matrices \( \mathcal{X} \) consisting of \( p \) block vectors \( X_k = [v_k A v_k] \cdots [A^{s-1} v_k], k = 1, \ldots, p \), where \( A \) is a diagonal \( m \times m \) operator with evenly distributed eigenvalues in \( (0.1, 10) \), and \( v_k \) are normalized randomly generated vectors from the uniform distribution. For this study, we use monomial matrices with dimension \( [m, p, s] = [1000, 120, 2] \) with \( \text{svec}=2:2:12 \). We see from Figure 2 that the behavior of BCGS and reorthogonalized variants are the same as for the glued matrices: BCGS exceeds the \( O(u)\kappa^2(\mathcal{X}) \) bound, and using reorthogonalization helps to decrease the loss of orthogonality to below \( O(u)\kappa(\mathcal{X}) \). Also similarly to the glued matrices, the loss of orthogonality in BCGS+LS deviates from \( O(u) \) (more significantly in this case), whereas for BCGS+LS-MP, it remains on the level \( O(u) \).

Our final, most interesting test case are Läuchli matrices [14] of the form

\[
\mathcal{X} = \begin{bmatrix}
1 & 1 & \ldots & 1 \\
\eta & \eta & \cdots & \eta \\
\end{bmatrix}, \quad \eta \in (\epsilon, \sqrt{\epsilon}),
\]

where \( \eta \) is drawn randomly from a scaled uniform distribution. For Läuchli matrices, the columns are only barely independent, and the entries are either zero or close to \( \epsilon \) which causes a high cancellation rate. Because of its structure, Läuchli matrices are often used in numerical experiments for illuminating the effects of finite precision error in Gram-Schmidt algorithms. For this
Fig. 1: The loss of orthogonality of BCGS (blue), BCGSI+ (red), BCGSI+LS (yellow), and BCGSI+LS-MP (purple) versus condition number for glued matrices.

Fig. 2: The loss of orthogonality of BCGS (blue), BCGSI+ (red), BCGSI+LS (yellow), and BCGSI+LS-MP (purple) versus condition number for monomial matrices.

Fig. 3: The loss of orthogonality of BCGS (blue), BCGSI+ (red), BCGSI+LS (yellow), and BCGSI+LS-MP (purple) versus condition number for Läuchli matrices.

4 Conclusion and Discussion

Orthogonalization processes are the core of Krylov subspace algorithms. For block Krylov subspace methods, block orthogonalization processes must be used to improve the performance. There are several block Gram-Schmidt variants, and each of these algorithms has different properties in terms of loss of orthogonality, communication, and computation costs. Recent work has focused on developing low-synchronized variants of (block) Gram-Schmidt algorithms, which require only a single global synchronization per (block) column [8]. However, as our numerical experiments demonstrate, this reduced synchronization can come at the cost of decreased stability in terms of loss of orthogonality.

We present a new block Gram-Schmidt variant called BCGSI+LS-MP, a variant of BCGSI+LS which uses higher precision in certain parts of the computation. Our numerical experiments demonstrate that this use of mixed precision can lead to a more stable algorithm than uniform precision BCGSI+LS while still requiring only a single global synchronization per block.
We expect that in the latency-bound regime, where such low-synchronization algorithms are used, the increased bandwidth and computation costs due to the use of higher precision may be negligible.

We note that here we have only provided empirical results; a rigorous proof of the loss of orthogonality in BCGS1+LS-MP remains future work. A first step towards this will be to prove a bound on the loss of orthogonality for uniform precision BCGS1+LS, which is currently missing in the literature. Furthermore, this preliminary study is based on the numerical experiments performed in MATLAB, which cannot give a good indication of resulting performance in large-scale parallel settings. A thorough performance study measuring the overhead of the use of higher precision within BCGS1+LS-MP is needed.
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