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Abstract—The next generation ultra-reliable and low-latency communications (xURLLC) need novel design to provide satisfactory services to the emerging mission-critical applications. To improve the spectrum efficiency and enhance the robustness of xURLLC, this paper proposes a robust beamforming and rate-splitting design in the finite blocklength (FBL) regime for downlink multi-user multi-antenna xURLLC systems. In the design, adaptive rate-splitting is introduced to flexibly handle the complex inter-user interference and thus improve the spectrum efficiency. Taking the imperfection of the channel state information at the transmitter (CSIT) into consideration, a max-min user rate problem is formulated to optimize the common and private beamforming vectors and the rate-splitting vector under the premise of ensuring the requirements of transmission latency and reliability of all the users. The optimization problem is intractable due to the non-convexity of the constraint set and the infinite constraints caused by CSIT uncertainties. To solve it, we convert the infinite constraints into finite ones by the S-Procedure method and transform the original problem into a difference of convex (DC) programming. A constrained convex concave procedure (CCCP) and the Gaussian randomization based iterative algorithm is proposed to obtain a local minimum. Simulation results confirm the convergence, robustness and effectiveness of the proposed robust beamforming and rate-splitting design in the FBL regime. It is also shown that the proposed robust design achieves considerable performance gain in the worst user rate compared with existing transmission schemes under various blocklength and block error rate requirements.
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I. INTRODUCTION

ULTRA-reliable and low-latency communications (URLLC) have become an essential part of the fifth-generation (5G) mobile communication systems to facilitate many mission-critical applications such as industrial automation, intelligent transportation, telemedicine, Tactile Internet and extended reality [1]–[3]. In URLLC systems, the communication is required to have no less than 99.999% transmission reliability or no more than $10^{-5}$ block error rate (BLER), no longer than 1 ms end-to-end latency, and short transmission packet [4], [5]. Nevertheless, 5G URLLC does not fulfill all the Key Performance Indicators of diverse mission-critical applications. To provide new satisfactory services to the emerging mission-critical applications, the next generation URLLC (xURLLC) for the sixth-generation (6G) communication systems need novel design to provide higher spectrum efficiency under the premise of guaranteeing high transmission reliability and low end-to-end latency. Providing such high spectrum efficiency xURLLC services is challenging especially for the multi-user communication networks due to the existence of complex inter-user interference.

In the physical layer, over-the-air transmission latency is the key component of the communication latency. In traditional data-rate-oriented networks, transmission latency is relatively long (say 20-30 ms) and the packet size is relatively large (say 1500 bytes), Shannon’s capacity served as a tight upper bound of the achievable data rate due to the law of large numbers. But in (x)URLLC, to reduce over-the-air transmission latency, short packets with finite blocklength (FBL) such as 20 bytes, 32 bytes, should be adopted [6]. That is to say, Shannon’s achievable capacity formula based on the infinite blocklength (IFBL) coding theory is no longer applicable [7]. In the FBL regime of (x)URLLC, the blocklength of transmission data is shortened and thus the transmission latency is reduced. This makes the BLER not negligible [8]. To investigate the relationship between the achievable rate, the blocklength and the BLER, Polyanskiy et al. approximated the theoretical boundary of achievable rate with FBL in 2010 and found that it was a complicated function of transmitting power, the blocklength and the BLER [9], [10]. In 2015, Yang and Polyanskiy et al. studied the maximum channel coding rate of quasi-static fading channel and additive Gaussian white noise channel under the constraints of BLER, blocklength and transmission power [11]. Furthermore, Durisi and Polyanskiy et al. investigated the maximum achievable rate for a given blocklength and BLER in a quasi-static multi-antenna Rayleigh fading channel [10], and analyzed the trade-off among transmission latency, reliability and achievable rate [12].

Based on the above works, further investigation on multi-user multi-antenna communications in the FBL regime has attracted extensive researches. In the precoding or beamforming design with FBL, traditional multi-user linear precoding...
is widely considered, in which each message is encoded into an independent data stream and then all the encoded streams are spatially multiplexed through linear precoding at the transmitter. At each receiver, the expected signal is detected by treating all the inter-user interference as noise. This scheme can exploit the spatial multiplexing gain to help improve the system performance when the spatial degrees of freedom (DoF) is relatively high. As the asymptotic capacity based on the FBL coding theory is a complex function of the beamforming vectors, transmission power, transmission block and BLER, the corresponding beamforming problem in the FBL regime is highly non-convex and computationally challenging \cite{5,13}. To deal with it, \cite{13} investigated the energy efficiency maximization problem by optimizing the beamforming vectors and the BLER in the FBL regime for downlink multi-user multiple-input single-output (MISO) networks. The non-convex problem was accurately approximated by applying the Dinkelbach method and by approximating the channel dispersion in the high signal-to-interference-plus-noise ratio (SINR) regime and the entire SINR regime, respectively. Considering user fairness, \cite{5} studied the beamforming problem aiming at maximizing the users’ minimum rate in downlink MISO URLLC. The path-following algorithms were developed to solve the non-convex problem, and could converge to a locally optimal solution. Further, \cite{5} analyzed the function of achievable rate with FBL and some important insights had been discovered such as the analytical solution of the minimum rate requirement with respective to the SINR. The authors also proposed effective algorithms to optimize the beamforming vectors and power allocation to obtain a local optimum solution with low computational complexity.

In multi-user MISO communication systems, if the DoF is limited to the antenna number or the correlation of user channels, the inter-user interference is too strong to suppress, leading to low spectrum efficiency. In this case, the above traditional transmission scheme fails to perform well. Fortunately, a generalized and unifying interference management strategy called rate-splitting has been proposed and extensively studied in traditional data-rate-oriented communication networks \cite{14–16}. Different from the above mentioned non-rate-splitting transmission scheme (namely NoRS scheme) which fully treats any interference as noise, the rate-splitting strategy is to decode part of the interference and treat the remaining part as noise. In specific, at the transmitter the messages for all the users are first split and then encoded into one common stream which is decoded by all the receivers, and multiple private streams which are decoded by the corresponding receivers. At each receiver, the superimposed common and private streams are sequentially decoded using successive interference cancellation (SIC) technique. As expected, the rate-splitting strategy can cope with a wide range of propagation conditions and achieve a significant spectrum /energy efficiency improvement in different network loads \cite{17–20}. user deployments \cite{21,22}, and channel state information at the transmitter (CSIT) inaccuracy \cite{23–25}. Motivated by the significant performance gain of rate-splitting in the IFBL regime, Clerckx et al. introduced the rate-splitting design to URLLC systems to maximize the weighted sum rate or the Max-Min Fairness (MMF) rate \cite{26–28}. In these works, it is assumed that the CSIT can be perfectly acquired.

However, in various practical (x)URLLC systems, such as the communication networks equipped with multiple antennas, and the communication networks where vehicles move in high speed, the CSIT is difficult to acquire accurately due to estimation errors in Time Division Duplex (TDD) systems and quantization errors in Frequency Division Duplex (FDD) systems, or the CSIT is delayed/outdated due to the Doppler effect. Designing beamforming schemes using imperfect/outdated CSIT will introduce residual interference at the receivers, thus dramatically damage the system performance. For example, the actually resulted transmission latency will increase and then violate the latency requirements of the users. The transmission reliability will have a certain decrease, resulting in an inability to support mission critical applications.

To improve the spectrum efficiency of xURLLC and meanwhile enhance the system robustness, this paper proposes a robust beamforming and rate-splitting design in the finite blocklength (FBL) regime for downlink multi-user multi-antenna xURLLC systems under CSIT imperfections. The main contributions of this paper are summarized as follows.

- We propose a beamforming and rate-splitting design in the FBL regime for spectrum efficient and robust xURLLC. Specifically, under the premise of ensuring the requirements of transmission latency and transmission reliability of all the users, we formulate a max-min user rate problem to jointly design the common and private beamforming vectors and the rate-splitting vector over all possible channels in the uncertain region.
- The optimization problem is intractable due to the non-convexity of the constraint set and the infinite constraints caused by CSIT uncertainties. To solve it, we convert the infinite constraints into finite ones by the S-Procedure method and transform the original problem into a difference of convex (DC) programming.
- We propose an efficient iterative algorithm based on the constrained concave convex procedure (CCCP) and the Gaussian randomization to solve the resulted DC programming, which outputs the robust beamforming and rate-splitting design in the FBL regime (RB-RS-FBL). Moreover, an intuitive initial feasible point search algorithm is further proposed to start the iterative algorithm.
- Extensive simulations are carried out and the simulation results confirm the convergence, the robustness and the effectiveness of the proposed iterative algorithm. Also, it reveals that the proposed RB-RS-FBL design achieves considerable performance gain in the worst user rate compared with existing transmission schemes under various blocklength and BLER requirements.

The remainder of this paper is organized as follows. Section II introduces the system model. The problem formulation and transformation are presented in Section III. The robust beamforming and rate-splitting design is proposed in IV including the iterative algorithm and initial feasible point search algorithm. In Section V the simulation results and analysis are given. Finally, Section VI concludes the whole paper.
Notations: Vectors and matrices are denoted by boldface lowercase and uppercase letters, respectively. \( \mathbb{C}^{N \times 1} \) represents the \( N \)-dimensional complex vector space. \((\cdot)^T\) and \((\cdot)^\dagger\) denote the transpose operator and complex conjugate transpose operator, respectively. \( \mathcal{C}N(a, B) \) represents the circularly symmetric complex Gaussian random distribution with mean \( a \) and variance \( B \). \( \mathbf{A} \succeq 0 \) denotes a positive semidefinite matrix. \( \mathbb{E}[\cdot] \) means expectation. \( \nabla A(x^{(i)}) \) denotes the derivative of function \( A(x) \) with respect to vector \( x \), evaluated at point \( x^{(i)} \). The absolute value of a scalar is denoted by \(|\cdot|\), the \( l_2 \)-norm of a vector is denoted by \(|\cdot|_2\). \( \mathbf{I}_N \) denotes a \( N \times N \) identity matrix. \( \text{tr}(\cdot) \) and \( \text{rank}(\cdot) \) denote the trace and rank operator, respectively. \( \mathbb{H}_N^+ \) represents a \( N \)-by-\( N \) Hermitian positive semidefinite matrix set.

II. SYSTEM MODEL

In this paper, we consider a downlink multi-user MISO system, where an \( M \)-antenna transmitter provides xURLLC services for \( K \) single-antenna users indexed by \( \mathcal{K} := \{1, \ldots, k, \ldots, K\} \), as shown in Fig. 1. The transmitter sends messages \( \{W_1, \ldots, W_k, \ldots, W_K\} \) to user 1, \( \ldots, k, \ldots, K \) individually in the FBL regime. To handle the interference among users flexibly and then enhance the xURLLC system performance, rate-splitting is adopted to access all the users. At the transmitter, message \( W_k \) for user \( k \) is first split into a common part \( W_{c,k} \) and a private part \( W_{p,k} \), \( k \in \mathcal{K} \). The common parts \( \{W_{c,1}, \ldots, W_{c,k}, \ldots, W_{c,K}\} \) are combined and co-encoded into one common stream \( s_c \) using a codebook shared among all receivers. The private part \( W_{p,k} \) is encoded into stream \( s_k \) intended for user \( k \). All the encoded streams \( s_c \) and \( \{s_1, \ldots, s_k, \ldots, s_K\} \) are launched with normalized power, \( \mathbb{E}[|s_c|^2] = \ldots = \mathbb{E}[|s_k|^2] = \ldots = \mathbb{E}[|s_K|^2] = 1 \). By adopting linear transmit beamforming, the signal vector, \( s \), to be sent by the transmitter can be generated by superimposing all of them together with different power levels as

\[
s = w_c s_c + \sum_{k=1}^{K} w_k s_k, \tag{1}
\]

where \( w_c \in \mathbb{C}^{M \times 1} \) and \( w_k \in \mathbb{C}^{M \times 1} \) are the corresponding beamforming vectors for the common and private messages, respectively. Since the normalized symbol power is assumed, the transmission power of the transmitter depends on the covariance values of the beamformers,

\[
P_t(w_c, w_k) = w_c^\dagger w_c + \sum_{k=1}^{K} w_k^\dagger w_k. \tag{2}
\]

At user \( k \in \mathcal{K} \), the received signal can be expressed as

\[
y_k = h_c^\dagger w_c s_c + h_k^\dagger w_k s_k + \sum_{j=1, j \neq k}^{K} h_j^\dagger w_j s_j + n_k, \quad \forall k \in \mathcal{K}, \tag{3}
\]

where \( h_c^\dagger \in \mathbb{C}^{1 \times M} \) denotes \( 1 \times M \) complex-valued channel coefficient vector from the transmitter to user \( k \), \( n_k \) represents the additive white Gaussian noise (AWGN), \( n_k \sim \mathcal{C}N(0, \sigma_k^2) \). Note that in this work a quasi-static flat fading model is considered for all the channels, i.e., they would keep constants over one time block which is smaller than the coherence time but vary independently among different time blocks.

At receiver \( k \), SIC is applied to detect information of the common stream \( s_c \) and the private stream \( s_k \), sequentially. To be specific, user \( k \) first detects \( s_c \) by treating all the private streams \( \{s_1, \ldots, s_k, \ldots, s_K\} \) as noise. According to the asymptotic capacity based on the FBL coding theory, the achievable common data rate in unit of nats/s/Hz to decode \( s_c \) at user \( k \) can be approximated by \([3], [5]\)

\[
R_{c,k}(w_c, w_k, h_k) = \ln(1 + \xi_{c,k}) - \sqrt{\Lambda(\xi_{c,k})} \frac{Q^{-1}(\epsilon_k)}{L_{c,k}}, \forall k \in \mathcal{K}, \tag{4}
\]

where \( L_{c,k} \) is the blocklength of stream \( s_c \), \( \epsilon_k \) is the block error rate, \( \Lambda(\xi_{c,k}) = (1 - (1 + \xi_{c,k})^{-2}) \) denotes the channel dispersion and \( Q^{-1}(\cdot) \) denotes the inverse of the Gaussian Q-function \( Q(x) = \int_x^\infty \frac{1}{\sqrt{2\pi}} e^{-\frac{t^2}{2}} dt \). \( \xi_{c,k} \) denotes the signal-to-noise-ratio (SINR),

\[
\xi_{c,k}(w_c, w_k, h_k) = \frac{|h_c^\dagger w_c|^2}{\sum_{j=1}^{K} |h_j^\dagger w_j|^2 + \sigma_k^2}, \forall k \in \mathcal{K}. \tag{5}
\]

For the sake of simplicity, we let \( D_{c,k} = Q^{-1}(\epsilon_k) / L_{c,k}, L_{c,k} = L \).

Once \( s_c \) is successfully decoded and removed from \( y_k \), the desired private stream \( s_k \) can be decoded by treating the other private streams \( s_j, \ j \in \mathcal{K}, \ j \neq k \) as noise. Similarly, the achievable rate of decoding \( s_k \) at user \( k \) can be written as

\[
R_{p,k}(w_k, h_k) = \ln(1 + \xi_{p,k}) - \sqrt{\Lambda(\xi_{p,k})} \frac{Q^{-1}(\epsilon_k)}{L_{p,k}}, \forall k \in \mathcal{K}, \tag{6}
\]

where

\[
\xi_{p,k}(w_k, h_k) = \frac{|h_k^\dagger w_k|^2}{\sum_{j=1, j \neq k}^{K} |h_j^\dagger w_j|^2 + \sigma_k^2}, \forall k \in \mathcal{K}. \tag{7}
\]

\( L_{p,k} \) is the blocklength of stream \( s_k \). For the sake of simplicity, we let \( D_{p,k} = Q^{-1}(\epsilon_k) / \sqrt{L_{p,k}}, L_{p,k} = L \).

Since the common stream \( s_c \) is broadcast to and decoded by all the receivers, the achievable data rate \( R_c \) of the common
stream $s_c$ is actually limited by the minimum common rate among users, i.e.,
\[ R_c \leq \min_{k \in K} R_{c,k}(w_c, w_k, h_k). \]  
(8)

Note that only the portion of common rate, \( \sum_{j \in K} |W_{c,j}| R_c \) is intended for user \( k \), where \( |W| \) denotes the length of message \( W \). For easy denotation, we define a minimum common rate among users, that is,
\[ c_k = \frac{|W_{c,k}|}{\sum_{j \in K} |W_{c,j}|} R_c \]

as the common data rate or rate-splitting factor of user \( k \), which satisfies \( \sum_{j \in K} c_j = R_c \) and \( c_j \geq 0, j \in K \). Then (9) can be rewritten as
\[ \sum_{j \in K} c_j \leq \min_{k \in K} R_{c,k}(w_c, w_k, h_k). \]  
(9)

In practical multi-user MISO networks, due to the channel estimation error or the quantization feedback error, the acquired imperfect CSIT can dramatically degrade the xURLLC system performance. To guarantee the transmission latency and reliability, we propose a robust beamforming and rate-splitting design in FBL regime under imperfect CSIT. The well-known norm-bounded error model is adopted [30], in which the channel estimation error \( |\Delta h_k| \) is bounded by ||\Delta h_k|| \leq \delta_k, where \( \delta_k \) indicates the accuracy of estimation. Denoting the estimated channel coefficient as \( h_k \), the actual channel coefficient \( h_k \) is within a ball, i.e.,
\[ h_k \in H_k = \left\{ h_k + \Delta h_k \mid ||\Delta h_k|| \leq \delta_k \right\}, \quad \forall k \in K. \]  
(10)

To incorporate the communication scenarios where CSIT errors decay with increased signal-to-noise ratio (SNR) through increasing the number of feedback bits, the channel estimation error power \( \delta_k^2 \) is allowed to scale as \( O(\text{SNR}^{-\alpha_k}) \) where \( \alpha_k \triangleq \lim_{\text{SNR} \to \infty} - \frac{\log(\delta_k^2)}{\text{SNR}} \) denotes the CSIT quality factor as SNR grows large [23, 24]. \( \alpha_k \to \infty \) represents perfect CSIT (i.e., \( \delta_k = 0 \)) resulting from an infinitely high number of feedback bits, while \( \alpha_k = 0 \) represents fixed feedback bits and fixed CSIT quality. In the DoF sense, the scaling exponents are truncated such that \( \alpha_k \in [0, 1] \).

Based on this model, the robust design should ensure that certain performance can be achieved over all possible channels in the uncertain region. Specifically, due to the uncertainty of CSIT, the achievable data rate falls into a bounded uncertainty region. The worst achievable data rates for the common and private streams of user \( k \) are expressed as
\[ R_{c,k}(w_c, w_k) \triangleq \min_{h_k \in H_k} R_{c,k}(w_c, w_k, h_k), \quad k \in K, \]  
(11)
\[ \bar{R}_{p,k}(w_k) \triangleq \min_{h_k \in H_k} \bar{R}_{p,k}(w_k, h_k), \quad k \in K, \]  
(12)
respectively. In this case, the achievable data rate \( R_c \) or \( \sum_{j \in K} c_j \) of the common stream \( s_c \) should no bigger than the minimum common rate for an arbitrary user \( k \in K \) with any channel uncertainty \( \{\Delta h_k\} \), i.e.,
\[ \sum_{j \in K} c_j \leq \min_{h_k \in H_k} R_{c,k}(w_c, w_k, h_k), \quad k \in K. \]  
(13)

or in another form,
\[ \sum_{j \in K} c_j \leq R_{c,k}(w_c, w_k, h_k), \quad \forall h_k \in H_k, \quad \forall k \in K. \]  
(14)

In summary, the total achievable data rate of user \( k \) includes the common rate \( c_k \) and the private rate \( R_{p,k}(w_k, h_k) \), i.e.,
\[ R_k = c_k + R_{p,k}(w_k, h_k), \quad k \in K. \]

III. PROBLEM FORMULATION AND PROBLEM TRANSFORMATION

Based on the above mentioned transmission scheme in Section II, the minimum user rate maximization problem is formulated in this section under the premise of ensuring the requirements of transmission latency and transmission reliability. To solve the formulated non-convex problem, we transform it into an equivalent one which is more tractable by properly introducing auxiliary variables.

A. Max-Min Rate Optimization Problem Formulation

Based on the system model and the transmission scheme in Section II, our objective is to maximize the minimum user rate over all possible channels in the uncertain region under the premise of ensuring the requirements of the packet transmission latency \( L_k/B \) (i.e., the duration of the continuous-time signal) [31] and the transmission reliability \( c_k \) of all the xURLLC users, constrained by the power budget. To this end, the common beamforming vector \( w_c \), the private beamforming vectors \( \{w_k\}, k \in K \), and the rate-splitting vector \( c = [c_1, ..., c_K]^T \) are jointly optimized. For given blocklength \( L_k \) and transmission reliability \( c_k \), \( k \in K \), i.e., given the user requirements, the robust beamforming and rate-splitting optimization problem in the FBL regime can be formulated as
\[ \max_{\{w_k\}, w_c, c} \min_{h_k \in H_k} \left[ c_k + \min_{h_k \in H_k} \bar{R}_{p,k}(w_k, h_k) \right] \]  
(15a)
s.t. \[ \sum_{j \in K} c_j \leq R_{c,k}(w_c, w_k, h_k), \quad \forall h_k \in H_k, \quad \forall k \in K, \]  
(15b)
\[ w_c^H w_c + \sum_{k=1}^K w_k^H w_k \leq P_{\text{max}}, \]  
(15c)
\[ c_k \geq 0, \quad \forall k \in K. \]  
(15d)

Constraint (15b) ensures that the common stream \( s_c \) can be successfully decoded by all the xURLLC users. Constraint (15c) is the total transmission power constraint. We have an observation from (15) that the variables \( \{w_k, w_c, c\} \) are coupled with each other in the objective function and constraint (15b). In addition, the asymptotic capacity based on the finite blocklength coding theory is a complex and non-convex function of the beamforming vectors. Hence, the optimization problem (15) is non-convex due to the non-convexity of the constraint set. As a result, it is computationally intractable to find the global optimal solution for (15) due to its non-convex constraint set and the infinite constraints.

By introducing auxiliary variable \( t \), the optimization problem (15) can be equivalently reformulated into the following one
\[ \max_{\{w_k\}, w_c, c, t} t \]  
(16a)
\[ \begin{align*}
    & t \leq c_k + R_{p,k}(w_k, h_k), \quad \forall h_k \in H_k, \quad \forall k \in K, \\
    & \sum_{j \in K} c_j \leq R_{e,c}(w_e, w_k, h_k), \quad \forall h_k \in H_k, \quad \forall k \in K, \\
    & w_k^I w_e + \sum_{k=1}^K w_k^j w_k \leq P_{\text{max}}, \\
    & c_k \geq 0, \quad \forall k \in K.
\end{align*} \]

The transformed problem is still non-convex due to the non-convex constraints (16b) and (16e).

### B. Problem Transformation

The complexity of finding the global minimum of (16) is prohibitively high. To make the non-convex problem more tractable, in the following we transform (16) into an equivalent problem by introducing some auxiliary variables.

By introducing vector \( \beta = [\beta_1, \ldots, \beta_{c,k}, \ldots, \beta_{c,K}]^T \) with its element \( \beta_{c,k} \) representing the SINR of common stream at user \( k \), constraint (16c) is equivalent to

\[ \begin{align*}
    & - \ln(1 + \beta_{c,k}) + \sum_{j \in K} c_j \leq -D_{c,k} \\
    \Rightarrow & \quad \sqrt{1 - (1 + \beta_{c,k})^{-2}}, \quad \forall k \in K, \\
    & \beta_{c,k} \leq \frac{1}{\sum_{j=1}^K |h_k^j w_e|^2 + \sigma_k^2}, \quad \forall h_k \in H_k, \\
    & \quad \forall k \in K.
\end{align*} \]

It can be found that constraint (17a) is in the form of difference of convex (DC) programming, and (17b) contains infinite constraints due to the norm-bounded error model. To tackle (17b), we further introduce two auxiliary variable vectors, \( x_c = [x_{c,1}, \ldots, x_{c,k}, \ldots, x_{c,K}]^T \) and \( y_c = [y_{c,1}, \ldots, y_{c,k}, \ldots, y_{c,K}]^T \), then (17b) is equivalent to

\[ \begin{align*}
    & e^{x_{c,k}} \leq |h_k^j w_e|^2, \quad \forall h_k \in H_k, \quad \forall k \in K, \\
    \Rightarrow & \quad \sum_{j=1}^K |h_k^j w_j|^2 + \sigma_k^2 \leq e^{y_{c,k}}, \quad \forall h_k \in H_k, \\
    & \quad \forall k \in K.
\end{align*} \]

(18a) and (18b) are still infinite constraints and not easy to deal with. We introduce another two auxiliary variable vectors, \( t_c = [t_{c,1}, \ldots, t_{c,k}, \ldots, t_{c,K}]^T \) and \( q_c = [q_{c,1}, \ldots, q_{c,k}, \ldots, q_{c,K}]^T \), (18a) and (18b) are equivalent to

\[ \begin{align*}
    & e^{x_{c,k}} \leq t_{c,k}, \quad \forall k \in K, \\
    & t_{c,k} \leq |h_k^j w_e|^2, \quad \forall h_k \in H_k, \quad \forall k \in K, \\
    & q_{c,k} \leq e^{y_{c,k}}, \quad \forall k \in K, \\
    \Rightarrow & \quad \sum_{j=1}^K |h_k^j w_j|^2 + \sigma_k^2 \leq q_{c,k}, \quad \forall h_k \in H_k, \\
    & \quad \forall k \in K.
\end{align*} \]

where (19a) is affine function, (19b) is in the form of DC. For the infinite constraints (19a) and (19b), we adopt S-Procedure method to convert them into a linear matrix inequality (LMI), whose number of constraints is finite [32]. To be specific, let

\[ W_k = w_k w_k^I \succeq 0, \quad \text{rank}(W_k) = 1, \quad W_c = w_c w_c^I \succeq 0, \quad \text{rank}(W_c) = 1, \]

(19b) can be converted into the following LMI constraints,

\[ \begin{align*}
    & \Omega_k(W_k) \succeq 0, \quad k \in K, \\
    & \Psi_k(W_c) \succeq 0, \quad k \in K,
\end{align*} \]

respectively, where \( \Gamma_k(W_c) \) and \( \Psi_k(W_c) \) are positive semidefinite (PSD) yet hermitian matrices that can be expressed as

\[ \begin{align*}
    & \Gamma_k(W_c) = \left[ \begin{array}{cc} \lambda_{c,k} I_M + W_c & W_c h_k \\
                      h_k^I W_c & h_k^I W_c h_k - \lambda_{c,k} \delta_k^2 - t_{c,k} \end{array} \right], \\
    & \Psi_k(W_c) = \left[ \begin{array}{cc} \lambda_{c,k} I_M - Z_k & -Z_k h_k \\
                       -h_k^I Z_k & -h_k^I Z_k h_k - \lambda_{c,k} \delta_k^2 + q_{c,k} \end{array} \right],
\end{align*} \]

It is obvious that the matrix is semidefinite. Then we get that the function \( f_1(x_{c,k}, y_{c,k}) = e^{x_{c,k}} - y_{c,k} \) is twice differentiable, and all its second partial derivatives exist and are continuous over the domain of \( f_1 \). Then the Hessian \( \nabla^2 f_1(x_{c,k}, y_{c,k}) \) of \( f_1 \) is expressed as

\[ \begin{align*}
    & \nabla^2 f_1(x_{c,k}, y_{c,k}) = \left[ \begin{array}{cc} \frac{\partial^2 f_1}{\partial x_{c,k}^2} & \frac{\partial^2 f_1}{\partial x_{c,k} \partial y_{c,k}} \\
                       \frac{\partial^2 f_1}{\partial y_{c,k} \partial x_{c,k}} & \frac{\partial^2 f_1}{\partial y_{c,k}^2} \end{array} \right] \\
    & = \left[ \begin{array}{cc} e^{x_{c,k}} - y_{c,k} & -e^{x_{c,k}} - y_{c,k} \\
                       -e^{x_{c,k}} - y_{c,k} & e^{x_{c,k}} - y_{c,k} \end{array} \right].
\end{align*} \]
\[ \Theta_k(W_k) = \begin{bmatrix} \lambda_{p,k} I_M - N_k & -N_k h_k & \hbar_{p,k} \beta_k^2 + q_p k & \end{bmatrix}, \]  
respectively, where \( N_k = \sum_{i=1}^{K} W_k. \)

For simplicity, let \( z = [W_k, \beta_c, \beta_p, x, y, p, t, q, \beta_c, \beta_p, y_p, q_p]^T. \) Therefore, problem (10) is equivalently transformed into

\[ \max_t z \quad \text{s.t.} \]  
\[ (17a), (18a), (19a), (19c), (20), (21), (22a) - (22i), (22a) \]  
rank(\( W_c \)) = 1, rank(\( W_k \)) = 1, \( \forall k \in K. \)

As the constraints (17a), (18a), (19a), (22a) - (22i), and (22i) are in the form of DC, the equivalently transformed problem (23) is a rank-one constrained DC programming one which is still non-convex.

**IV. ROBUST BEAMFORMING AND RATE-SPLITTING DESIGN**

In this section, the transformed rank-one constrained DC programming (23) is addressed under the imperfect instantaneous CSIT case. To solve it, the CCCP is utilized to achieve a local minimum of (23). Furthermore, a feasible point search algorithm is proposed to initialize the solving process.

**A. Proposed Iterative Algorithm**

In (23), the approach to transform DC non-convex constraints (17a), (18a), (19a), (22a) - (22i) and (22i) into convex one is to approximate the convex terms on the right hand side into concave ones. To achieve that, we adopt the CCCP-based method to iteratively approximate the original non-convex feasible set defined in these constraints by its convex subset around certain point \( (33) - (35). \) To be specific, we try to approximate the convex functions \( f_2(\beta_{c,k}) = -D_{c,k}\sqrt{1 - (1 + \beta_{c,k})^{-2}} \) in (17a), \( f_1(x_{c,k}, y_{c,k}) = e^{x_{c,k} - y_{c,k}} \) in (18a), \( f_3(y_{c,k}) = e^{y_{c,k}} \) in (19c), \( f_4(\beta_{p,k}) = -D_{p,k}\sqrt{1 - (1 + \beta_{p,k})^{-2}} \) in (22a), \( f_5(y_{p,k}) = e^{y_{p,k}} \) in (22i), and \( f_6(x_{p,k}, y_{p,k}) = e^{x_{p,k} - y_{p,k}} \) in (22i) by their first-order Taylor expansions, which are apparently affine functions (both convex and concave). Then these non-convex constraints are transferred into convex ones. Through iteratively solving the resulting convex approximation, a local minimum is expected to be finally achieved.

Recall that the first-order Taylor series expansion of a function \( f : \mathbb{R}^p \rightarrow \mathbb{R} \) at point \( x^0 \) is given by

\[ \tilde{f}(x^0) + \nabla f(x^0)^T(x - x^0), \]  
where \( \nabla f(x^0) \) denotes the gradient of \( f(x) \) with respect to vector \( x \) evaluated at the point \( x^0. \) For convex functions, \( f(x^0) \geq \tilde{f}(x^0, x). \)

So we approximate the convex function \( f_2(\beta_{c,k}) = -D_{c,k}\sqrt{1 - (1 + \beta_{c,k})^{-2}} \) using the first-order lower approximation \( f_2(\beta_{c,k}) \) at point \( \beta_{c,k}^i \) in the \( i \)-th iteration (36), i.e.,

\[ f_2(\beta_{c,k}^i, \beta_{c,k}) = -D_{c,k}\sqrt{1 - (1 + \beta_{c,k}^i)^{-2}} \]

Similarly, \( f_4(\beta_{p,k}) = -D_{p,k}\sqrt{1 - (1 + \beta_{p,k})^{-2}} \) in (22i) is approximated as

\[ f_4(\beta_{p,k}, \beta_{p,k}) = -D_{p,k}\sqrt{1 - (1 + \beta_{p,k})^{-2}} \]

Obviously, the first-order lower approximations \( \tilde{f}_2 \) and \( \tilde{f}_4 \) are affine functions. For the convex function \( f_1(x_{c,k}, y_{c,k}) = e^{x_{c,k} - y_{c,k}} \) and \( f_6(x_{p,k}, y_{p,k}) = e^{x_{p,k} - y_{p,k}} \), they can be approximated as

\[ \tilde{f}_1(x_{c,k}, y_{c,k}) = e^{x_{c,k} - y_{c,k}}, \]  
\[ \tilde{f}_6(x_{p,k}, y_{p,k}) = e^{x_{p,k} - y_{p,k}} \]

which are also affine functions.

At last, the convex function \( f_3(y_{c,k}) = e^{y_{c,k}} \) in (19c) and \( f_5(y_{p,k}) = e^{y_{p,k}} \) in (22i) can be approximated as the following affine functions,

\[ \tilde{f}_3(y_{c,k}) = e^{y_{c,k}}(1 + y_{c,k} - y_{c,k}), \]  
\[ \tilde{f}_5(y_{p,k}) = e^{y_{p,k}}(1 + y_{p,k} - y_{p,k}), \]

respectively.

Consequently, the DC non-convex constraints (17a), (18a), (19c), (22a) - (22i) and (22i) in problem (23) are approximated as the following convex inequalities at point \( x^0 = \{\beta_{c,k}^i, x_{c,k}^i, y_{c,k}^i, \beta_{p,k}^i, x_{p,k}^i, y_{p,k}^i\}^T \) in the \( i \)-th iteration:

\[ -\ln(1 + \beta_{c,k}) + \sum_{j \in K} c_j \leq \tilde{f}_2(\beta_{c,k}^i, \beta_{c,k}), \forall k \in K, \]

\[ \beta_{c,k} \leq \tilde{f}_1([x_{c,k}^i, y_{c,k}^i]^T, [x_{c,k}^i, y_{c,k}^i]), \forall k \in K, \]

\[ \beta_{p,k} \leq \tilde{f}_6([x_{p,k}^i, y_{p,k}^i]^T, [x_{p,k}^i, y_{p,k}^i]), \forall k \in K, \]

\[ -\ln(1 + \beta_{p,k}) + t - c_k \leq \tilde{f}_4(\beta_{p,k}^i, \beta_{p,k}), \forall k \in K, \]

\[ q_{p,k} \leq \tilde{f}_5(y_{p,k}^i, y_{p,k}^i), \forall k \in K, \]

\[ \beta_{p,k} \leq \tilde{f}_6([x_{p,k}^i, y_{p,k}^i]^T, [x_{p,k}^i, y_{p,k}^i]), \forall k \in K. \]

As \( f_1 \geq \tilde{f}_1, f_2 \geq \tilde{f}_2, f_3 \geq \tilde{f}_3, f_4 \geq \tilde{f}_4, f_5 \geq \tilde{f}_5, f_6 \geq \tilde{f}_6 \) (32), the feasible convex set defined in (31a) - (31f) is a subset of that in (17a), (18a), (19c), (22a - 22i) and (22i).

Thus the latter can be approximated by the former around
the current feasible point \( \{\beta^{(i)}, x^{(i)}, y^{(i)}, \beta_{p, k}, x_{p, k}, y_{p, k}\}^T \) can be approximated as a rank-one constrained optimization problem in the \(i\)-th iteration as follows

\[
\begin{align*}
\max_z & \quad t \\
\text{s.t.} & \quad (19a), (20), (21), (22a), (22c), (16d), (16e), \\
& \quad \text{rank}(W_c) = 1, \text{rank}(W_k) = 1, \forall k \in K.
\end{align*}
\] (32)

Algorithm 1: The Proposed Robust Iterative Algorithm

1: Initialize with a feasible point \( z^{(0)} = (\beta^{(0)}, x^{(0)}, y^{(0)}, \beta_{p, k}, x_{p, k}, y_{p, k})^T \), generated by the feasible point search algorithm proposed in [14, 18], set the iteration number \( i = 0 \); define the tolerance of accuracy \( \epsilon \).

2: Repeat

3: Compute \( f_1([x_{c, k}, y_{c, k}]^T, [x_{c, k}, y_{c, k}]^T) \), \( f_3(\beta^{(i)}, \beta_{p, k}) \), \( f_4(\beta^{(i)}, \beta_{p, k}) \), and \( f_5(y_{p, k}, y_{p, k}) \) according to (27), (25), (29), (30) respectively.

4: Solve the convex optimization problem (33), assign the solution to \( z^{(i+1)} \).

5: Update the iteration number: \( i \leftarrow i + 1 \).

6: Until \( |t(x(i)) - t(x(i+1))| / \epsilon \leq 1 \); obtain the optimal solution \( c^{(i)}, w^{(i)}, W^{(i)} \) to (33).

7: If \( \text{rank}(W_c'^{(i)}) = 1 \) and \( \text{rank}(W_k'^{(i)}) = 1 \) then

8: Extract the optimal solution \( w_{c}^{(i)}, w_{k}^{(i)} \) from \( W_c'^{(i)} \), \( W_k'^{(i)} \) via eigenvalue decomposition.

9: Else

10: Adopt Gaussian randomization method to generate a feasible solution to (32).

\[
0 \leq R_{p, k}(w_k, h_k), \forall h_k \in H_k, \forall k \in K.
\] (34b)

\[
w_k w_c + \sum_{k=1}^{K} w_k w_k \leq P_{\max}.
\] (34c)

To solve problem (34), we first reformulate it into a tractable form through the following proposition:

**Proposition 1:** The constraint (34a) is equivalent to \( \xi_{c, k}(w_c, w_k, h_k) \geq a_{c, k}, \forall h_k \in H_k, \forall k \in K \), the target SINR \( a_{c, k} \) is \( \lambda_{s}\sum_{j \in K} e^{(j)} \eta_{c, k} - \eta_{c, k} \), where \( b_{c, k}^{(j)} = \lambda_{s}\sum_{j \in K} e^{(j)} (D_{c, k})^{(j)} \) with \( W(\tau_{1}, \tau_{2}; \mu) \) being given by

\[
W(\tau_{1}, \tau_{2}; \mu) = \tau_{1} - \sum_{m=1}^{\infty} \frac{1}{m!} \left( \frac{\mu e^{-\tau_{1}}}{\tau_{2} - \tau_{1}} \right)^{m} \sum_{n=1}^{m-1} \frac{(m-1+n)!}{n!(m-1-n)!} \left( \frac{-2}{2n(\tau_{2} - \tau_{1})} \right)^{n}.
\] (35)

**Proof:** Given \( v_0 = \sqrt{1+4/\lambda_{s} \mu^2} - 1 \), \( R(\gamma) \) with FBL is a monotonic decreasing function for \( 0 \leq \gamma \leq v_0 \). And \( R(\gamma) \) is a monotonic increasing function for \( \gamma \geq v_0 \). As the fixed common data rate \( \sum_{j \in K} e^{(j)} \) is no less than 0, i.e., \( \sum_{j \in K} e^{(j)} \geq 0 \), we get that \( R(\gamma) \) is a monotonic increasing function for \( \gamma \geq a_{c, k} \) where \( R(a_{c, k}) = \sum_{j \in K} e^{(j)} \). Consequently, (34a) can be transformed to \( \xi_{c, k}(w_c, h_k) \geq a_{c, k}, \forall h_k \in H_k, \forall k \in K \), equivalently.

Through proposition (1), we can also obtain that (34b) is equivalent to \( \xi_{p, k}(w_k, h_k) \geq a_{p, k}, \forall h_k \in H_k, \forall k \in K \).
Based on the preliminaries above, the optimization problem (34) can be equivalently transformed into

\[
\begin{align*}
\mathcal{E}_{c,k}(\mathbf{w}_c, \mathbf{w}_k) &\geq 0, \quad k \in \mathcal{K}, \\
\mathcal{E}_{p,k}(\mathbf{w}_k) &\geq 0, \quad k \in \mathcal{K}, \\
\text{rank}(\mathbf{w}_k) &= 1, \quad k \in \mathcal{K}, \\
\end{align*}
\]  

respectively, where \( \mathbf{U}_k = \mathbf{W}_c - \sum_{j=1}^{K} \mathbf{W}_j \), \( \mathbf{Q}_k = \mathbf{W}_k - \sum_{j=1,j \neq j}^{K} \mathbf{W}_j \).

Then the problem (34) can be equivalently transformed into the rank-one constrained problem as

\[
\begin{align*}
\mathcal{E}_{c,k}(\mathbf{w}_c, \mathbf{w}_k) &= 0, \quad k \in \mathcal{K}, \\
\mathcal{E}_{p,k}(\mathbf{w}_k) &= 0, \quad k \in \mathcal{K}, \\
\end{align*}
\]

By using the same approach, \( x_{p,k}^{(0)}, y_{p,k}^{(0)}, \beta_{p,k}^{(0)} \) can also be obtained. For better illustration, the detailed initialization procedure is summarized in Algorithm 2. In addition, the computation complexity of Algorithm 2 is related to the number of variables. It is worth noting that different initial feasible point may lead to different local minimum.

**Algorithm 2: Feasible Point Search Algorithm**

1: Generate \( 0 \leq c_k^{(0)} \leq r_k, \forall k \in \mathcal{K} \) randomly.
2: Solve problem (39), and obtain the optimal solution \( \{ \mathbf{W}_c^{(+)}(0), \mathbf{W}_k^{(+)}(0) \} \).
3: If \( \text{rank}(\mathbf{W}_c^{(+)}) = 1 \) and \( \text{rank}(\mathbf{W}_k^{(+)}) = 1 \),
4: Extract the optimal solution \( \mathbf{w}_c^{(0)}, \mathbf{w}_k^{(0)} \) from \( \mathbf{W}_c^{(+)}(0), \mathbf{W}_k^{(+)}(0) \) via eigenvalue decomposition;
5: Else
6: Adopt Gaussian randomization method to generate a feasible solution \( \{ \mathbf{w}_c^{(0)}, \mathbf{w}_k^{(0)} \} \) to (34).
7: Obtain the feasible \( x_{c,k}^{(0)}(0), y_{c,k}^{(0)}(0), x_{p,k}^{(0)}(0), y_{p,k}^{(0)}(0), \beta_{p,k}^{(0)}(0) \) :
\[
\begin{align*}
&x_{c,k}^{(0)} = \ln(|\mathbf{h}_k^{(0)}\mathbf{w}_c^{(0)}| - \delta_k||\mathbf{w}_c^{(0)}||^2), \\
y_{c,k}^{(0)} = \ln(|\sum_{j=1}^{K} |\mathbf{h}_j^{(0)}\mathbf{w}_j^{(0)}| + \delta_k||\mathbf{w}_j^{(0)}||^2| + \sigma_k^2), \\
&\beta_{c,k}^{(0)} = e^{x_{c,k}^{(0)} - y_{c,k}^{(0)}}, \\
x_{p,k}^{(0)} = \ln(|\mathbf{h}_k^{(0)}\mathbf{w}_k^{(0)}| - \delta_k||\mathbf{w}_k^{(0)}||^2), \\
y_{p,k}^{(0)} = \ln(|\sum_{j=1,j \neq k}^{K} |\mathbf{h}_j^{(0)}\mathbf{w}_j^{(0)}| + \delta_k||\mathbf{w}_j^{(0)}||^2| + \sigma_k^2), \\
&\beta_{p,k}^{(0)} = e^{x_{p,k}^{(0)} - y_{p,k}^{(0)}}, \quad \forall k \in \mathcal{K}.
\end{align*}
\]

V. SIMULATION RESULTS AND ANALYSIS

In this section, comprehensive simulations are carried out to evaluate the performance of our proposed robust beamforming and rate-splitting design in the FBL regime for xURLLC, i.e., RB-RS-FBL. For comparison, the following transmission schemes are simulated and included as benchmarks including:

- **NoRB-RS-FBL**: It is a non-robust rate-splitting design in the FBL regime assuming perfect CSIT [26];
- **RB-NoRS-FBL**: It is a robust design with no rate-splitting in the FBL regime assuming imperfect CSIT. As there is seldom investigation on the robust beamforming design in the FBL regime, to compare, this scheme is obtained by simplifying our proposed RB-RS-FBL scheme through setting \( c_k = 0 \) for all \( k \in \mathcal{K} \).
• RB-RS-IFBL: It is a robust rate-splitting design in the IFBL regime based on Shannon’s capacity assuming imperfect CSIT [24].

In the following simulations, the system setups of all the schemes are the same. The convergence performance of the proposed robust iterative algorithm is first evaluated, followed by the robustness performance of the RB-RS-FBL design. Finally we investigate the relations between the max-min rate and the transmission blocklength, the BLER, the SNR and the CSIT quality, etc. In the simulations, the antenna-number of the transmitter is set to \( M = 4 \), and the noise power density density is \( \sigma_k = \sigma = -20 \text{ dBm} \) unless otherwise stated. Moreover, the tolerance of accuracy \( \varepsilon = 10^{-6} \).

A. Convergence Performance

First, we examine the convergence performance of the proposed iterative algorithm of the RB-RS-FBL design. The total number of users is set to be \( K = 2 \), the transmission block-length is set to be \( L_{c,k} = L_{p,k} = L = 1000 \), the BLER is \( \varepsilon_k = \varepsilon = 10^{-5} \), \( k \in \mathcal{K} \), and the maximum transmission power is \( P_{\text{max}} = 1000 \text{ mW} \). All the channels are assumed to follow both large-scale pass loss fading and small-scale Rayleigh fading. For simplicity, we adopt the random channel realizations in [15] by assuming that all the channels \( h_k, k \in \mathcal{K} \) follow independent and identically distributed (i.i.d.) complex Gaussian distribution, i.e., \( h_k \sim CN(0, I_M) \). And we assume that all the channel uncertainties are equally norm-bounded, i.e., \( \delta_k = \delta, k \in \mathcal{K} \).

Under these simulation setups, the convergence performances of the proposed algorithm for non-scaling or fixed CSIT errors (i.e., \( \alpha_k = \alpha = 0 \)) are shown in Fig. 2 with \( \delta = 0.005, \delta = 0.010, \delta = 0.015, \delta = 0.020 \) and \( \delta = 0.025 \). The simulation results are averaged over 100 independent channel realizations. We observe that the max-min rate for all the channel error cases converges to a stationary point after several iterations, which confirms the theoretical analysis.

Moreover, the max-min rate of all the imperfect CSIT cases decreases with the channel estimation error.

B. Robustness Performance

To evaluate the robustness of the proposed design, the robust rate-splitting algorithm (namely RB-RS-FBL) and the non-robust rate-splitting algorithm (namely NoRB-RS-FBL) are simulated over 10000 channel realizations for non-scaling CSIT errors (\( \alpha_k = \alpha = 0 \)), i.e., \( \delta_k = \delta = [0 10^{-12} 10^{-11} 10^{-10} 10^{-8} 10^{-4}] \). \( M = 4, K = 2, L = 1000, \varepsilon = 10^{-5} \).

In Fig. 3, the RB-RS-FBL scheme yields feasible solution for all realizations. While the number of feasible channels for the non-robust algorithm NoRB-RS-FBL decreases as the CSIT uncertainty increases. This validates the robustness of the RB-RS-FBL design under imperfect CSIT cases.

C. Max-Min Rate Performance

1) Blocklength: In this section, we investigate the relations between the robust max-min rate performance and the blocklength \( L \). For comparison, the RB-RS-IFBL scheme [24] and the RB-NoRS-FBL scheme are also simulated and included. For the simulation setups, the total user number is \( K = 2 \), the BLER is \( \varepsilon_k = \varepsilon = 10^{-5} \) for all \( k \in \mathcal{K} \), and the maximum transmission power is \( P_{\text{max}} = 1000 \text{ mW} \). We adopt the specific channel realizations in [15], [21] by assuming that the channels are given by \( h_k = [1, e^{j\theta}, e^{2j\theta}, e^{3j\theta}]^\dagger \) and \( h_k = [1, e^{j\theta}, e^{2j\theta}, e^{3j\theta}]^\dagger \), where \( \gamma \) controls the channel strength disparity of the two users, and \( \theta \) controls the channel correlation or channel angle disparity. For this simulation, we let \( \gamma = 0.9, \theta = 7\pi/36 \).

By assuming the same system setups, the simulations of RB-RS-FBL, RB-NoRS-FBL in the finite blocklength regime
shorter the blocklength, the greater the rate loss. It also can additional rate loss compared with RB-NoRS-FBL \([26]\). The rate with different transmission blocklength is illustrated in Fig. 4. In the figure, the two top straight dotted lines are the max-min rate of RB-RS-FBL for \(\delta = 0\), \(\delta = 0.001\); \(M = 4\), \(K = 2\), \(\epsilon = 10^{-5}\), \(P_{\text{max}} = 1000\) mW.

The simulations of RB-NoRS-FBL and the proposed RB-RS-FBL design and the RB-NoRS-FBL baseline scheme versus BLER; \(\delta = 0.001\), \(\delta = 0.002\), \(\delta = 0.003\); \(M = 4\), \(K = 2\), \(L = 1000\), \(P_{\text{max}} = 1000\) mW.

[200, 3000], and RB-RS-IFBL in the infinite blocklength regime and the RB-RS-IFBL in the FBL regime versus the blocklength \(L\); \(\delta = 0.001\); \(M = 4\), \(K = 2\), \(\epsilon = 10^{-5}\), \(P_{\text{max}} = 1000\) mW.

To further investigate the rate-splitting process in the robust design, the sum common rate for all the users with different blocklength \(L\) is shown in Fig. 5. The top straight line is the common rate of RB-RS-IFBL for \(\delta = 0.001\) when \(L \to \infty\). We observe that the sum common rate of RB-RS-FBL in CSIT error case increases with \(L\). That is because RB-RS-FBL can balance the rate loss and the rate gain by flexibly adjusting the rate-splitting ratio. That is, when \(L\) is small, the ratio of rate-splitting is adjusted to be smaller to reduce the rate loss. When \(L\) increases, the common rate is increasing dramatically and approaching that of RB-RS-IFBL, as the rate gain brought by rate-splitting is much greater than the rate loss caused by additional common stream transmission. The simulation result also implies that it is better to decrease rate-splitting in extremely low latency transmissions.

2) BLER: To investigate the relation between the max-min rate performance and the BLER \(\epsilon\), we assume that \(K = 2\), \(L = 1000\), \(P_{\text{max}} = 1000\) mW, and the channels \(h_1 = [1, 1, 1, 1]^\dagger\) and \(h_2 = \gamma [1, e^{j\theta}, e^{j2\theta}, e^{j3\theta}]^\dagger\), where \(\gamma = 0.9\), \(\theta = 7\pi/36\). The simulations of RB-NoRS-FBL and the proposed RB-RS-FBL with different BLER for non-scaling CSIT errors with \(\delta = 0.001\), \(\delta = 0.002\), \(\delta = 0.003\) are carried out using one specific channel realization. As shown in Fig. 6, we observe that the obtained rate of all the schemes increases with the BLER. It is worth noting that when the BLER is in a relatively small domain \(\epsilon < 10^{-5}\), the max-min rate varies dramatically. We conclude that high-reliability transmission is at the expense of sacrificing the data rate. Moreover, the common rate with different BLER is shown in Fig. 7. It is found that the common rate of RB-RS-FBL increases with BLER. This implies that it is better to decrease rate-splitting in ultra-high reliability transmissions.

3) SNR: Finally, we evaluate the relation between the max-min rate performance and the SNR. The effect of CSIT quality on the minimum data rate is also evaluated for different number of users. For simplicity, the noise variance is set
to be 1, i.e., $\sigma_k^2 = \sigma = 1$, then the transmission power $P_k = \text{SNR}$. The error variance is given as $\delta_k = \delta = dP_k^{-1}$, where $d$ represents different CSIT accuracies. Moreover, we set $\epsilon_k = \epsilon = 10^{-5}$, $L = 1000$, $K = 2$ and adopt the random channel realizations by assuming $h_k \sim \mathcal{CN}(0, I_M)$. The simulation results are averaged over 100 independent channel realizations.

The obtained max-min rate of the proposed RB-RS-FBL design for $\alpha = 0.2$, $\alpha = 0.4$, $\alpha = 0.6$, $\alpha = 0.8$ and $\alpha = 1.0$ are illustrated in Fig. 8. From the figure we observe that the rate in all the CSIT error cases increases with SNR, and also increase with the CSIT quality $\alpha$. The gap between them grows larger with increased SNR. This implied that increasing the number of feedback bits when SNR is in high regime can improve the xURLLC system performance. For $K = 6$ and $K = 10$, the obtained rate of the proposed RB-RS-FBL for $\alpha = 0.4$, $\alpha = 0.6$ and $\alpha = 0.8$ are illustrated in Fig. 9. Obviously, the more the users in the xURLLC system, the smaller the max-min data rate.

VI. CONCLUSION

In this work, we have proposed a robust beamforming and rate-splitting design to enhance the robustness and improve the effectiveness of the xURLLC systems for multi-user multi-antenna systems under imperfect CSIT cases. We formulated the max-min rate problem by optimizing the beamforming vectors and the rate-splitting vector, under the premise of ensuring the requirements of transmission latency and transmission reliability. To solve the formulated non-convex optimization problem, the efficient iterative algorithm based on the CCCP and the Gaussian randomization method was proposed to obtain a local minimum after the transformation of the original problem and the transformation into a DC programming one. To start the iterative algorithm, we further proposed an intuitive initial feasible point search algorithm by making utilization of the convexity and concavity of the asymptotic capacity in the FBL regime and by adopting the Gaussian randomization method. Simulation results confirmed the convergence, the robustness and the effectiveness of the proposed iterative algorithm, and revealed that the robust design outperforms the other transmission schemes under various blocklength, BLER. Moreover, we concluded that robust low-latency and high-reliability transmission are at the expense of sacrificing the system effectiveness such as data rate.
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