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Abstract—In this paper an application for building sensor wallet is presented. Currently, given system collects sensor data from The Things Network (TTN) cloud system, stores the data into the Influx database and presents the processed data to the user dashboard. Based on the type of the user, data can be viewed-only, controlled or the top user can register the sensor to the system. Moreover, the system can notify users based on the rules that can be adjusted through the user interface. The special feature of the system is the machine learning service that can be used in various scenarios and is presented throughout the case study that gives a novel approach to estimate soil moisture from the signal strength of a given underground LoRa beacon node.

Index Terms—Internet of Things, LoRa, deep learning, time series modeling, long short-term memory neural networks

I. INTRODUCTION

Internet of Things (IoT) represents a paradigm in the world of interconnected devices in which sensors, actuators, smartphones communicate with each other using appropriate wireless technologies. In such an environment, users can receive feedback about the physical world that surrounds them, allowing the interaction with it and exchange such data with the digital world [1]. IoT applications are used today in various aspects of the industry, such as wireless sensor networks, data mining, assisted living, etc. allowing rise to the concept of Smart City. Application of IoT can be found in every aspect of everyday lives, ranging from the fields of automation, industrial manufacturing, logistics, business/process management, intelligent transportation of people and goods or environmental monitoring [2], [3].

IoT denotes a concept in which a large number of interconnected devices create novel applications. Despite the industry forecasts of 50 billion interconnected devices, only 9 billion IoT devices have been materialized until 2020[6]. For the IoT to come to life in full, it is necessary to bring the functionality closer to the end-user through a flexible platform where information on the status of “things” being monitored can be obtained and the user is informed if changes occur. Likewise, flexibility must be manifested through the integration with future services where Machine Learning (ML) in IoT applications allows for different estimations and predictions based on data coming from sensor devices.

For example, IoT applications are especially suited for living environments such as agricultural, where the irrigation plays an extremely important role [4]. Existing solutions include the use of battery-operated sensing devices, while sensor data is transmitted using the appropriate wireless technology. Recent advancements in Low Power Wide Area Network (LPWAN) gave rise to radio technologies, e.g. LoRa (LoRaWAN), NB-IoT and Sigfox, that are suitable for sporadic transmissions of small sensor data packets over large distances, making them ideal for livestock farming, flood monitoring and/or smart irrigation systems [5], [6]. In LPWAN architecture application-specific end nodes reach their network server via a gateway. From there, the data are routed to the respective application server. Such architecture gave rise to the commercial LPWAN service providers, e.g. The Things Network (TTN) and LO-RIOT[7] that employ functionalities of LoRaWAN and/or application server. Consequently, application specific platforms that allow a user to visualize and possibly control sensor device status have been developed. For example, myDevices Cayena[8] and Ubidots[9] provide a service to visualize real-time and historical data sent over The Things Network, such as temperature monitoring, occupancy, predictive maintenance, etc. Libelium, on the other hand, has developed a cloud platform for monitoring a plethora of sensing devices provided by Libelium company[10].

All these systems as introduced previously enable users the possibility to insert new proprietary sensor devices. Similarly, as in systems described above, the proposed system allows users to collect the sensor data from TTN cloud and store it in a time-series Influx database. Such a feature is given by default in the majority of services as it allows users to visualize the data using appropriate dashboards. In addition to related services, the proposed solution allows the user to send commands to the sensor data, such as the wake-up period,
time synchronization, etc. A special feature of the collected data is a ML service that realizes a novel approach in the big data analysis, allowing users to work on various case studies aimed at solving the domain specific problems. Hence, in this paper an IoT Wallet is introduced, whereas a case study is the soil moisture prediction from a signal strength of an underground LoRa beacon. Using the double prediction of the feed-forward neural network and the long short-term memory (LSTM) network, highly accurate prediction of the soil moisture is achieved solely based on the publicly available data acquired from the State Hydrometeorological Institute and characteristics of the signal received from LoRa end devices.

II. LoRa-based soil moisture sensor

Using signal strength measurements from a beacon device with the sensor data from other devices, such as air humidity, temperature, and pressure, soil moisture is estimated using related ML techniques [7]. Hence, soil moisture sensor devices could be replaced with a simple underground LoRa beacon end-device. In this paper, LoRa technology is employed for transmitting communication data from sensor devices to the base station (e.g. soil moisture, air temperature, and humidity). LoRa as a representative of LPWAN allows battery-operated sensors to communicate low throughput data over long distances, making it suitable for applications in scenarios such as agriculture monitoring [8].

A. Data Collection from LoRa-based sensor device

Namely, soil moisture, along with signal strength measurements (RSSI and SNR) were collected from humidity sensor device that was buried 14 cm below the ground level. Besides, air humidity and temperature were collected from another LoRa-based sensor device that was placed 3 m over the ground in constant shade. The core of both sensor devices is Arduino Pro Mini (ATmega328P) that operates at 3.3V. For LoRaWAN communication, an RFM95W module that uses SX1276 chip was used that operates at 868 MHz. In our implementation spring antenna was vertically oriented with +14 dB transmission power. Also, TPL5110 module was used to preserve energy during inactive periods, where the module simply cuts off power during the inactive period, reducing the overall consumption of the sensor device. The TPL5110 timer was set to power up Arduino every 10 minutes. For the measurement of soil moisture, an I2C soil moisture sensor was employed with capacitive sensing while for the measurement of air humidity and temperature, SHT-10 mesh protected sensor device was used. Besides, publicly available data was such as air pressures were acquired from the State Hydrometeorological Institute. As can be seen, when the soil moisture increases, both RSSI and SNR signal values drop, showing the tight bound between these values. In addition, in order to improve the prediction of soil moisture, information on air temperature, humidity and pressure are collected as well.

III. IoT Wallet Architecture - Overview and Functionalities

The Things Network (TTN) microservice is set up to listen for the LoRa sensor data using MQTT protocol, as depicted in Figure 3. Once the signal arrives, the TTN microservice captures and stores the LoRa uplink data into the Influx database. Also, the TTN microservice is capable of listening for LoRa-based downlink messages, which are redirected from the client application to the TTN cloud. The purpose of downlink is to control sensor’s behavior within the application itself.

Immediately after the data are stored in the Influx database, TTN microservice sends sensor data to the ML-based forecasting microservice. The data are processed through ML
model which forecast the soil moisture values for the following moment or the sequence of following moments, more details are presented in the Section IV.

The push notification microservice sends notifications to the user. Notifications are triggered if sensor value is greater than, less than or equal to the value that the user has specified. There is also an option for cumulative notifications for the specific time period. In this case, the user enters a cumulative period, the operator and the value which will trigger notification.

Lastly, the API microservice manages the complete logic of the application. The API microservice has GraphQL server running and listening for all traffic on the pre-defined port. The client application communicates with the API microservice and serves the data to the end user. Main API endpoints are the user, sensors, the sensor type, downlink control etc. Client application is built within the Angular framework. Ionic framework is set up as a top layer of the Angular application and it enables the cross platform deployment. This opens the possibility of serving the application for the web, Android and iOS, simultaneously.

IV. MACHINE LEARNING IN IOT (WALLET)

Data mining, big data analysis and ML are paradigms of particular importance for the current state of IoT and the Industrial IoT. From smart traffic, health, environment and agriculture all to control, security and forecasting of different natural phenomena, these services can be enhanced and optimized by analyzing the smart data generated and collected in their respective domains [9]. The case-study presented in the following subsection is the soil moisture prediction from the signal strength indicator.

A. Case-study: soil moisture Prediction from Signal Strength

In this work, the idea is to replace expensive capacitive-based soil moisture sensors, most often unreliable and in need of human intervention in terms of calibration and battery change, with simple LoRa beacon end-devices. LoRa beacon lights up sporadically and sends a short signal to the base station where channel information is recorded and the soil moisture is predicted, assuming a nonlinear dependence of the received signal strength by means of RSSI and SNR and the soil moisture. We incorporate learning by two approaches: training a simple yet powerful deep neural network to extract the current knowledge from the data, and training a LSTM network which allows the historical, long-term dependencies to be captured.

In the first approach, a deep feed-forward neural network with 2 hidden layers, containing 128 and 64 units, respectively, is trained on 23592 data points. The data have been collected, captured and stored on every 10th minute from the mid February 2020 to mid August 2020. Each input consisted of 5 features, which may be separated into the two logical sets. The first set is closely reflecting the nature of the signal (RSSI and SNR) and the second set is describing current atmospheric conditions (air temperature, air humidity and air pressure) of the area where the LoRa sensors are located. The neural network is trained for 500 epochs using the batch size of 32. Optimization of the Mean Square Logarithmic Error (MSLE) loss function is performed using ADAM optimization technique introduced in [10] with learning rate initially set to 0.0001. The weight matrix initialization is performed using a well-known Xavier initialization scheme [11]. Each unit
is activated using Exponential Linear Unit (ELU) activation function. Before the training itself, the data are split into the training, validation and test set. Additional pre-processing of the data include double normalization. The first step is normalizing the training data by subtracting the mean value. This provides a more general approach to learning and opens the door for applying the same (or minimally re-trained) model to other LoRa sensors in significantly different conditions. The second step is scaling the training data between 0 and 1 so that the order of magnitude of the values that the model is fed with and the weight of the model itself are the same. This allows avoiding the issue of the exploding gradients and creates stable and secure training conditions. In Figure 4 the inference on the test set is shown where the mean absolute error (MAE) is 2.0617.

In order to capture long-term dependencies in the data, the LSTM network is built and trained. Because of its recurrent nature, the LSTM network and its units are perfectly adapted to the time-series data (a series of data points indexed in time order and stored at successive equally spaced points in time). The LSTM unit architecture curates the long-term dependency problem with its three-gate configuration allowing information to persist and capturing underlying non-linear pattern in the data, otherwise imperceptible to vanilla neural networks. Here, the network consists of a single LSTM layer and a single dense layer with 12 and 20 units, respectively. Training is performed throughout 500 epochs using the same data and the same input features as for the previous neural network, but here the last 6 steps are considered in each training step. Scaling and normalization also stayed the same. All hyper-parameters but the activation function stayed the same. The activation function is set by default to Hyperbolic Tangent (tanh) function using the LSTM layer deployed in NVIDIA CUDA Deep Neural Network library (cuDNN) adapted for TensorFlow framework. In Figure 5 the inference on the test set is shown where the MAE is 1.9946.

Learning curves for both previously outlined models - the feed-forward neural network and the LSTM network, are shown in Figure 6. A slight overfitting in the case of the LSTM network is visible on the validation curve by the end of the training. However, due to the fact that the overall validation loss is lower than the training loss, overfitting can be overlooked. This phenomenon may happen usually when the training data is more difficult to train on and learn patterns on, while less change occurs in the validation set.

The first version of the LSTM network is introduced in [12] but since then is upgraded and adjusted to the modern software capabilities [13], which exploit the full potential of the automatic differentiation.
Using the double prediction of the feed-forward neural network and the LSTM network, respectively, in the form of an ensemble of learning, we are able to achieve reliable and accurate prediction of the soil moisture solely on the basis of the publicly available data acquired from the State Hydrometeorological Institute and characteristics of the signal received from LoRa end devices.

V. CONCLUSION

In this paper architecture of IoT Wallet system is introduced. It allows users to manually register the sensor device to TTN service, as well as to visualize the data stored in the database. Besides, depending on the user type, it is allowed to control the sensors, and communicate data towards them. A special feature of the proposed IoT Wallet is a ML feature that allows users to perform predictions from collected sensed data. As a proof-of-concept, soil moisture is predicted from signal strength from an underground LoRa beacon device. As shown in this paper, using the feed-forward neural network and the LSTM network, an accurate prediction of the soil moisture can be estimated based on the signal characteristics of LoRa device along with collected publicly available data from overground air humidity and temperature device along with air pressure collected from Hydrometeorological Institute.
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