Dynamic polarizability of the $^{85}$Rb $5D_{3/2}$-state in 1064 nm light
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We report a measurement of the dynamic (ac) scalar polarizability of the $5D_{3/2}$ state in $^{85}$Rb atoms at a laser wavelength of 1064 nm. Contrary to a recent measurement in Phys. Rev. A 104, 063304 (2021), the experiments are performed in a low-intensity regime in which the ac shift is less than the $5D_{3/2}$ state’s hyperfine structure, as utilized in numerous experiments with cold, trapped atoms. The extracted ac polarizability is $\alpha_{5D_{3/2}} = -499 \pm 59$ a.u., within the uncertainty of the aforementioned previous result. The calibration of the 1064 nm light intensity, performed by analyzing light shifts of the D1 line, is the main source of uncertainty. Our results are useful for applications of the Rb $5D_{3/2}$ state in metrology, quantum sensing, and fundamental-physics research on Rydberg atoms and molecules.

I. INTRODUCTION

Precision measurements of atomic structure and properties are of major importance for a wide range of applications including optical atomic clocks [1–3], quantum computing and simulations [4, 5], and field sensing [6–9]. Atom-field interactions are an essential tool in a variety of these topics, as quite often it is required to trap neutral atoms, perform optical or microwave excitations and enhance or mitigate certain effects. Shifts of atomic energy levels due to the ac Stark effect [10–12], $\Delta W$, can be listed among such effects and are described (in terms of the local field intensity $I$) by

$$\Delta W = -\frac{\alpha_\xi(\lambda)I}{2\epsilon_0},$$

where $\alpha_\xi(\lambda)$ is the ac polarizability of an atomic state $|\xi\rangle$ at the wavelength of the applied field, $\lambda$, $c$ is the speed of light, and $\epsilon_0$ is the vacuum permittivity. Determination of $\alpha_\xi(\lambda)$ is crucial for applications of certain atomic or molecular states that involve atom-field interactions [13–16] including laser cooling and trapping [17], quantum control [18, 19] and optical clocks [1–3].

In this paper, we report a measurement of $\alpha$ for the $5D_{3/2}$ state of $^{85}$Rb at $\lambda = 1064$ nm. This wavelength is widely used for optical dipole traps and lattices for both neutral atoms [20] and ions [21] because it is a commonly available wavelength emitted at high optical powers from diode and Nd:YAG fiber lasers. A recent measurement at this wavelength yielded a result of $\alpha_{5D_{3/2}} = -524 \pm 17$ (in atomic units) [22]. The experiment in [22] was performed at an intensity on the order of 100 GW/m$^2$, which is high enough to decouple the hyperfine (HF) structure and to cause large broadening due to photoionization (PI), as 1064 nm is above the PI threshold of the $5D_{3/2}$ state (1251.52 nm). However, it is not always desirable [4] or even practical to conduct experiments under such high-intensity conditions.

In the present work, we therefore perform two-photon spectroscopy of the ac Stark effect of the $5D_{3/2}$ state and measure $\alpha_{5D_{3/2}}$ at low intensity of the 1064-nm light, where HF interactions are on the same order as the light shifts.

The $5D$ states of Rb are of general interest for several reasons. Two-photon transitions between the ground, $5S_{1/2}$, and $5D_J$ states are relatively strong, narrow and can be driven by lasers in readily accessible visible or NIR ranges. These features make the aforementioned transitions attractive in metrology and as frequency references [3, 23–28]. Moreover, Rb atoms in $5D_J$ states can be excited into Rydberg $nP$ and $nF$ states for studies on three-photon EIT [29, 30], Rydberg molecules [31] and spectroscopy of high-angular-momentum Rydberg states [32, 33]. For the Rb $5D_{3/2}$ state, the static polarizability [34], the HF structure [23, 35], the radiative lifetime [36] and, recently, the dynamic polarizability at 1064 nm [22] have been measured. In addition, the large PI cross-section of the $5D_{3/2}$ state [22, 37, 38] could be used for generation of ultracold plasmas [39, 40] and experiments on atom-ion interactions [41–44].

Our paper is organized as follows: theoretical considerations of atom-light interactions and details of the experimental setup and the data analysis are provided in Sec. II. Results are presented and discussed in Sec. III. The paper is concluded in Sec. IV.

II. METHODS

A. Theoretical background

Assuming a linearly polarized field, $\alpha_\xi$ in Eq. 1 can be expressed as

$$\alpha_\xi(\lambda) = \alpha_\xi^{(0)}(\lambda) + \eta_\xi\alpha_\xi^{(2)}(\lambda),$$

where $\alpha_\xi^{(0)}$ and $\alpha_\xi^{(2)}$ are referred to as scalar and tensor dynamic polarizabilities, respectively, with the latter vanishing for states with $J < 1$. The elements of the second-rank tensor $\eta_\xi$ depend on the eigenstates of
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the Hamiltonian that describes the atom-field interaction. Circular polarization components would require an additional term proportional to the vector polarizability, $\alpha_{\xi}^{(1)}$, which is not included in Eq. 2 because in our experiment the light interacting with the atoms is linearly polarized.

Depending on the strength of the applied field, the system can be dominated by the HF structure of the atom (weak-field case), the atom-light coupling (strong-field case) or reside in the intermediate regime. Comparing the system with an atom in an external magnetic field, the first two cases are analogous to the Zeeman and Paschen-Back regimes of the HF structure, respectively. The weak- and strong-field sets of the eigenstates are generally different. In the weak-field regime, the eigenstates of the Hamiltonian are given by the $\{|F, m_F\}$-basis, with HF quantum numbers $F$ and $m_F$. An ac Stark interaction significantly larger than the HF interaction mixes the $|F, m_F\rangle$ states, and the set of time-independent states approaches the $|m_J, m_I\rangle$-basis, with magnetic quantum numbers $m_J$ and $m_I$ denoting electronic and nuclear spin along the lattice laser’s electric-field direction.

In the intermediate lattice-intensity regime the time-independent states transition from the low-field into the high-field basis [45, 46]. Analytical expressions for the elements of $\boldsymbol{\eta}$ can be derived in the weak- and strong-field cases (see, e.g., [47]). Under the presence of level broadening due to PI in the lattice-laser field, and if the tensor contribution of the polarizability is small, the transition of the time-independent states from the $|F, m_F\rangle$ into the $|m_J, m_I\rangle$-basis may be blurred, as is the case for Rb $5D_{3/2}$ state in 1064-nm light. A previous measurement of $\alpha_{5D_{3/2}}$ [22] has been performed in the strong-field regime. In the present work, we conduct an experiment in the low-field regime. In the case that there are no unaccounted-for systematic errors in either of the measurements, the polarizabilities derived from the data should agree between low- and high-field measurements. The experimental challenges of the present low-field measurement and the methods employed to address them are described in Sec. II.D.

**B. Experimental setup**

Our measurements are performed using $^{85}$Rb atoms cooled within an intracavity optical lattice (OL). Detailed design and characterization of the utilized setup are provided in [48]. The essential aspects of the apparatus are shown in Fig. 1 (a). Rb atoms are cooled and trapped in a 3D magneto-optical trap (MOT), from which they are loaded into a vertically oriented OL formed using a TEM$_{00}$-mode of a near-concentric intracavity optical cavity. The OL laser has a wavelength of $\lambda = 1064$ nm, for which $\alpha_{5D_{3/2}}$ is obtained. In addition to generating the $5D_{3/2}$ light-shifts to be measured, the lattice light also photo-ionizes the $5D_{3/2}$ atoms, which broadens the atomic levels and serves as a method for $5D_{3/2}$-population readout via ion counting.

Two probe-laser beams at 795 nm and 762 nm (powers $\sim 1 \mu$W and $\sim 50 \mu$W before the cavity, respectively), are tuned by the means of two optical phase-locked loops (OPLLs) relative to fixed-frequency reference lasers that are locked to the relevant atomic transitions via saturated spectroscopy in Rb vapor cells. The probe lasers are coupled to the cavity to drive atoms from the $|5S_{1/2}, F = 3\rangle$ state to different HF states of the $5D_{3/2}$ level via the intermediate $|5P_{1/2}\rangle$ state, as shown in the level diagram in Fig. 1 (b) (magnetic quantum numbers suppressed in the kets). Throughout the data acquisition, the 795 nm laser is held at a fixed frequency with a detuning of $\delta = 0.9$ GHz with respect to field-free $|5S_{1/2}, F = 3\rangle \rightarrow |5P_{1/2}, F' = 3\rangle$ transition. We scan the 762 nm laser frequency in 250-kHz steps to excite the Rb atoms into different HF states, $|5D_{3/2}, F''\rangle$. The detuning of the two-photon transition from the $|5S_{1/2}, F = 3\rangle \rightarrow |5D_{3/2}, F'' = 4\rangle$ transition is denoted $\Delta$, as indicated in Fig. 1 (b). We choose $\delta$ sufficiently large such that the observed spectra are the result of pure two-photon transitions without significant influence of the $5P_{1/2}$ state’s HF structure ($\sim 361.6$ MHz [49]). Detailed schematics of cavity-mode stabilization and OPLLs are provided in [22].

After 10 ms of OL loading (full OL trap depth for atoms in the $5S_{1/2}$-level during the loading stage is $U_{\text{att}} \approx h \times 15$ MHz), the OL power is ramped down by means of an acousto-optical modulator [not shown in Fig. 1 (a)] to a variable level, during which the $\sim 500$ ns-long laser excitation is performed [see timing diagram in Fig. 1 (c)]. The ions produced by PI due to 1064 nm...
light are guided through the electric-potential landscape applied via 6 electrodes [not shown in Fig. 1 (a)] that surround the optical cavity to a multichannel plate (MCP) detector. Ion spectra at each power level of 1064 nm light are recorded for the subsequent analysis of the ac Stark shifts.

The ion signal observed at the lowest powers of 1064 nm light is, in part, attributed to Penning ionization, a process that has been found to be very effective in collisions of atoms in the 5D_{3/2} state [50, 51]. Investigation of Penning and other ionization processes [52, 53] using setups similar to ours is beyond the scope of the present work but could be a topic of future studies.

C. 1064 nm power calibration

As in similar measurements [38, 54], it is important to properly calibrate the 1064 nm light intensity at the location of the atoms, I_{1064}. This is accomplished by measuring the transmitted 1064 nm power after the cavity output port with a photo-diode [PD in Fig. 1 (a)] that is connected to a transimpedance converter with a fixed gain (output voltage divided by photo-current). The transmitted power is proportional to the recorded voltage, denoted P_{T,1064}. Due to the linearity of the electronic circuit and the proportionality between I_{1064} and the power transmitted through the cavity, it is I_{1064} = \gamma P_{T,1064}.

To obtain the calibration factor \gamma, we measure 795-nm transmission spectra of the Rb D1 line in the absence of 762 nm light for several OL intensities, for which the corresponding voltages P_{T,1064} are recorded. To avoid saturation, we decrease the 795-nm power beam to \sim 50 nW as measured in front of the cavity. An avalanche photodetector [APD in Fig. 1 (a)] installed after the cavity output port records the transmission of 795-nm light, T_{795} (see Fig. 2 for an example). Appropriate dichroic mirrors [DM1 and DM2 in Fig. 1 (a)] eliminate the 762 nm and 1064 nm beams from the 795 nm transmission signal. Using known dynamic scalar polarizabilities of 5S_{1/2} [55–57] and 5P_{1/2} states [46] in ^80Rb at 1064 nm, the following expression for the ac Stark shift of the D1 line, \Delta \nu_{D1}, follows from Eq. 1:

\begin{equation}
\Delta \nu_{D1} = -\left(\alpha_{S_{1/2}}^{(0)} - \alpha_{S_{1/2}}^{(0)}\right) \frac{I_{1064}}{2\hbar c \epsilon_0} \equiv -\left(\alpha_{S_{1/2}}^{(0)} - \alpha_{S_{1/2}}^{(0)}\right) \gamma P_{T,1064} \frac{\hbar c \epsilon_0}{2}. \tag{3}
\end{equation}

The AC shifts \Delta \nu_{D1} are measured by comparing D1-line spectra with the OL turned off and on, as shown in Fig. 2. The measurements of \Delta \nu_{D1} and corresponding transmitted-power readings P_{T,1064} then allow us to determine the calibration factor \gamma. As the 5P_{1/2} level has two HF states, we determine \Delta \nu_{D1} for each of them by multi-peak Gaussian fits and use both values to extract \gamma as a weighted average. This allows us to reduce the uncertainty of \gamma. The result for \gamma and its uncertainty are shown in Table I.

The uncertainty in the recorded P_{T,1064} values and the uncertainty of \gamma lead to final uncertainties of I_{1064}, using error propagation [58]. These are the main sources of uncertainty in the value of \alpha_{D_{3/2}} obtained in the next section.

D. Extracting \alpha_{D_{3/2}}

We extract ac Stark shifts, \Delta \nu_{F''}, of different HF components of the 5D_{3/2} state by fitting Gaussian multi-peak profiles to the ion spectra. For the latter, we either acquire 5 to 10 scans and average them (at lowest 1064 nm power) or use single scans at good signal-to-noise ratios (at higher 1064 nm power, where PI is the most effective). Due to the HF structure of the Rb 5D_{3/2} state, the spectral lines from the two lowest HF states, F'' = 1 and F'' = 2 coalesce at lattice depths U_{latt} \gtrsim h \times 1 MHz (see Fig. 3). Therefore, we restrict our data analysis to the F'' = 3 and F'' = 4 HF states, which are split by 18.6 MHz [23] and shift linearly with I_{1064}:

\begin{equation}
\Delta \nu_{F''} = \beta_{F''} I_{1064}, \tag{4}
\end{equation}

with a fitting parameter \beta_{F''} that is related to \alpha_{D_{3/2}} as shown below in Eq. 5. Since the measurements are performed at low intensities of 1064 nm light and at large

FIG. 2. (Color online) Transmission of 795 nm beam, T_{795}, as a function of detuning, \delta, without and with OL used for the calibration of I_{1064} using Eq. 3. Dashed vertical lines denote transmission minima occurring due to absorption of 795 nm light by atoms. The signal minima on the dashed lines at \delta = 0 and -362 MHz are due to atoms that are not in the OL; these atoms have no ac shift. The broader signal minima, marked by the other pair of dashed lines, correspond to atoms trapped near the intensity maxima of the OL; these atoms experience ac shifts due to the OL field. From analysis of the data used for this plot, \Delta \nu_{D1} = 56(4) MHz, P_{T,1064} = 152(9) mV for F'' = 2 and \Delta \nu_{D1} = 51(6) MHz, P_{T,1064} = 160(6) mV for F'' = 3.
TABLE I. Summary of quantities used in the data analysis and the final results.

| Quantity          | Value                  | Source                  |
|-------------------|------------------------|-------------------------|
| $\gamma$          | 37(3) GW/m$^2$/V       | This experiment         |
| $\alpha_{5S_{1/2}}^{(0)}$ | 687.3(5) a.u.          | [57]                    |
| $\alpha_{5P_{1/2}}^{(0)}$ | -1226(18) a.u.         | [46]                    |
| $\beta_{F''=3}$   | 5.59(39) MHz/GW/m$^2$  | This experiment         |
| $\beta_{F''=4}$   | 5.54(39) MHz/GW/m$^2$  | This experiment         |
| $\alpha_{5D_{3/2},F''=3}^{(0)}$ | -505(84) a.u.         | Eq. 5                   |
| $\alpha_{5D_{3/2},F''=4}^{(0)}$ | -494(83) a.u.         | Eq. 5                   |
| $\alpha_{5D_{3/2}}^{(0)}$ | -499(59) a.u.         | Weighted average        |

The excitation of the atoms in the OL field is an off-resonant two-photon excitation in which the intermediate $5P_{1/2}$ states do not become populated. Hence, ac-Stark-shifts of the $5P_{1/2}$ states caused by the OL do not enter into Eq. 4, and the polarizability of the $5P_{1/2}$-state is not explicitly required. Note that the experimental intensity calibration factor $\gamma = I_{1064}/P_{T,1064}$, which is critical to extract the $5D_{3/2}$ polarizability, does require the polarizability of the $5P_{1/2}$-state. With the experimental calibration factor $\gamma = I_{1064}/P_{T,1064}$, and utilizing the finding that the tensor polarizability $\alpha_{5D_{3/2}}^{(2)}$ is too small to produce measurable effects [22], Eqs. 1 and 4 yield

$$\alpha_{5D_{3/2},F''}^{(0)} = \alpha_{5S_{1/2}}^{(0)} - 2\hbar c e_0 \beta_{F''}.$$  

Since we analyze ac shifts of the two HF states $F'' = 3$ and 4, the final measurement result $\alpha_{5D_{3/2}}^{(0)}$ is reported in Table I as a weighted average over two values.

III. RESULTS AND DISCUSSION

A. Determination of $\alpha_{5D_{3/2}}$

The obtained ion spectra at calibrated $U_{\text{latt}} = \alpha_{5S_{1/2}}^{(0)} \gamma P_{T,1064}$ are shown in Fig. 3 (a). In a first cursory analysis, we compare the experimental spectra with a numerical simulation. The close resemblance of the experimental data with the results of the numerical simulations in Fig. 3 (b) is apparent. We attribute the larger broadening of the experimental spectra to the combined effects of the linewidths of the excitation lasers (both on the order of several 100 kHz), OL power fluctuations in the field enhancement cavity, and the MOT magnetic fields. The Penning ionization process mentioned in Sec. IID, which is not included in our simulation, may enhance the experimental level broadening at low lattice depths $U_{\text{latt}}$. Moreover, the dominance of light-shift effects in the present system over Doppler effects has led us to adopt a “frozen” Boltzmann distribution of atoms in the simulation, which does not account for atomic-motion effects in the OL. Apart from the fact that the $F'' = 1$ HF component is somewhat weaker in the experiment than in the simulation, experimental and simulated data exhibit good qualitative agreement.

For a quantitative analysis, we extract $\nu_{F''}$ for the $F'' = 3$ and 4 HF components and follow the procedure described in Sec. IID. The results (dots) together with the fitting to Eq. 4 (solid lines) are shown in Figs. 4 (a) and (b) for $F'' = 3$ and $F'' = 4$, respectively. The horizontal error bars are from the calibration of $I_{1064}$, as explained in Sec. IIC, while the vertical error bars (which are smaller than the dots) reflect statistical uncertainties from the fits to the experimental spectra. It is apparent from Figs. 4 (a) and (b) that the error bars due to the $I_{1064}$ calibration is the dominant source of uncertainty on $\beta_{F''}$ (see Table I). We use only the two upper HF levels $F'' = 3$ and 4 for the data analysis because only these levels are well-discerned throughout the range of the applied $I_{1064}$-values. The lower levels $F'' = 1$ and 2 coalesce already at moderate $I_{1064}$ due to their small HF
splitting (see Fig. 3), making the spectral fits unstable for those levels.

The extracted values for \( \alpha^{(2)}_{5D_{3/2}} \) of the \( \nu'' = 3 \) and 4 HF components as well as their weighted average are listed in Table I. The final result, \(-499 \pm 59 \) a.u., agrees within the uncertainty range with the previously reported value \([22]\). The final uncertainty in the present paper is larger by a factor of \( \approx 3.5 \) due to the sensitivity of the result to the calibration error in \( \gamma \) for the 1064 nm light intensity.

B. Discussion of the result for \( \alpha^{(0)}_{5D_{3/2}} \)

The value of the present \( \alpha^{(0)}_{5D_{3/2}} \)-measurement relies on the fact that it is obtained in a different intensity regime than that used in \([22]\) (low- vs high-intensity limit). The present measurement is performed in the low-intensity regime, in which laser intensities are on the same order of magnitude as in contemporary cold-atom research \([19, 59-61]\). The present measurement and the measurement in \([22]\) exhibit different sets of systematic uncertainties. The observed agreement in \( \alpha^{(0)}_{5D_{3/2}} \)-values, within uncertainty limits, confirms the earlier result \([22]\) and asserts that there are no critical omissions in the systematic effects affecting either of the measurements.

It is noteworthy that a previous theoretical analysis in \([22]\) suggests that the dynamic tensor polarizability of the \( 5D_{3/2} \) state, \( \alpha^{(2)}_{5D_{3/2}} \) is very small. According to Eq. 2, a substantial \( \alpha^{(2)}_{5D_{3/2}} \) would cause a dependence of the ac shifts in Figs. 3 and 4 and of the \( \beta_{\nu''} \)-values in Table I on the upper HF state \( \nu'' \). Further, a substantial \( \alpha^{(2)}_{5D_{3/2}} \) would cause line splittings of the \( \nu'' \) levels in Figs. 3 and 4. The absence of such evidence in the measurements is consistent with \( \alpha^{(2)}_{5D_{3/2}} \sim 0 \). An actual measurement of \( \alpha^{(2)}_{5D_{3/2}} \) is hampered, if not made impossible, by the line broadening in Figs. 3 and 4, which is almost entirely due to PI of atoms by the 1064-nm OL light.

C. Quantum interference at \( \delta < 0 \)

The measurements reported above are performed at a large positive detuning, \( \delta \), from the \( |5S_{1/2}, F = 3 \rangle \rightarrow |5P_{1/2}, F' = 3 \rangle \) transition to avoid any influence of the Rb \( 5P_{1/2} \)-state HF structure on the result. In order to explore how the \( 5P_{1/2} \) HF structure affects the two-color \( 5D_{3/2} \) excitation spectra, we have performed additional simulations at \( U_{\text{latt}} = h \times 2 \) MHz with \( \delta \) varied between -10 MHz and -350 MHz, scanning most of the range between \( \nu'' = 2 \) and 3. The obtained sim-
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FIG. 4. (Color online) ac Stark shifts, \( \nu_{\nu''} \), vs \( I_{1064} \) for \( \nu'' = 3 \) (a) and \( \nu'' = 4 \) (b). Dots with error bars are from experimental data. The solid lines are linear fits according to Eq. 4.
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FIG. 5. Simulated (a) and experimental (b) \( 5D_{3/2} \) ion spectra as a function of lower, \( \delta \), and upper, \( \Delta \), transition detunings at \( U_{\text{latt}} \approx h \times 2 \) MHz. See text for discussion.
ulated map is shown in Fig. 5 (a) as a function of \( \delta \) and \( \Delta \) as defined in Fig. 1 (b). In this representation, the \( F' \)-resonances would appear as signal maxima lined up along horizontal lines at \( \delta = -362 \text{ MHz} \) and 0 [just off-scale in Fig. 5 (a)], while the \( F'' \)-resonances appear as vertical bars at \( \Delta \)-values given by the respective \( F'' \) HF shifts. The signal in Fig. 5 (a) is characterized by some amount of line broadening along \( \Delta \) due to lattice-induced PI, which sets a floor of several MHz for the linewidth in \( \Delta \). When approaching \( \delta = -362 \text{ MHz} \) and 0 along the \( \delta \)-axis, the signals become stronger and substantially broadened due to the near-resonant excitation of 5\( D_{3/2} \)-atoms through the intermediate \( F' = 2 \) and 3 levels, respectively. In Fig. 5 (a) we further observe signal dropouts on the \( F'' = 2 \) and \( F'' = 3 \) lines near \( \delta = -75 \text{ MHz} \) and \( \delta = -200 \text{ MHz} \). The dropouts are due to quantum interference in the excitation amplitudes of the \( F'' = 2 \) and \( F'' = 3 \) HF states. As \( \delta \) is varied, the two-photon Rabi frequencies of the excitation channels \( \left| 5S_{1/2}, F = 3 \right> \rightarrow \left| 5P_{1/2}, F' = 2 \right> \rightarrow \left| 5D_{3/2}, F'' \right> \) and \( \left| 5S_{1/2}, F = 3 \right> \rightarrow \left| 5P_{1/2}, F' = 3 \right> \rightarrow \left| 5D_{3/2}, F'' \right> \) vary in relative strength due to their different, \( \delta \)-dependent intermediate detunings. For \( F'' = 2 \) and 3 both two-photon Rabi frequencies are non-zero and have opposite signs in the displayed \( \delta \)-range. Hence, at certain \( \delta \)-values destructive interference must occur, causing the signal dropouts in Fig. 5 (a).

In corresponding experimental data shown in Fig. 5 (b) we generally observe the simulated behavior. Notable differences include the large strength of the \( F'' = 3 \)-signal throughout the experimental data, as well as differences in the prominence of the signal dropouts caused by the destructive quantum interference. The discrepancies may be caused by optical-pumping and atomic-motion effects, which were both not included in the simulation. An improved numerical model, which is beyond the scope of the present work, may include the center-of-mass dynamics of the atoms on the lattice potentials. Certain techniques from computational molecular dynamics, such as fewest-switches surface-hopping method [62, 63], could be employed for this purpose in future studies.

IV. CONCLUSION

In summary, we have reported a measurement of the dynamic polarizability of the Rb 5\( D_{3/2} \) state in 1064 nm optical fields in the “Zeeman” regime, where the ac shifts are less than the 5\( D_{3/2} \) hyperfine splittings. Our results show that the ac shifts of the 5\( D_{3/2} \) HF states approach the HF splittings already at moderate 1064-nm intensities, equivalent to commonly used optical-trap depths. Owing to the large 5\( D_{3/2} \) PI cross-section at 1064-nm wavelength, the spectroscopic lines exhibit significant broadening effects. In metrological applications [3, 25, 27, 28] of cold 5\( D_{3/2} \) Rb atoms in 1064-nm laser traps, both ac shifts and PI broadening will have to be accounted for and minimized as needed. Future studies could be directed towards precise determination of the tensor contribution to the total polarizability, which was neglected in our analysis. To characterize the response of the 5\( D_{3/2} \) state to optical fields at a precision sufficient for this purpose, such studies could be performed at wavelengths longer than the PI threshold (1251.52 nm for Rb 5\( D_{3/2} \)). Ac shifts and PI broadening should also be taken into account when using the Rb 5\( D_{3/2} \) state as an intermediate excitation level in experiments on Rydberg atoms and molecules [30–33]. Conversely, PI of Rb 5\( D_{3/2} \) atoms provides an efficient method to prepare cold ion clouds for research on non-neutral plasmas, allowing studies of highly-excited Rydberg atoms immersed in such plasmas [42, 43, 64–66].
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